AN ADAPTIVE FINITE ELEMENT DTN METHOD FOR THE ELASTIC WAVE SCATTERING PROBLEM IN THREE DIMENSIONS
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Abstract. Consider the elastic scattering of an incident wave by a rigid obstacle in three dimensions, which is formulated as an exterior problem for the Navier equation. By constructing a Dirichlet-to-Neumann (DtN) operator and introducing a transparent boundary condition, the scattering problem is reduced equivalently to a boundary value problem in a bounded domain. The discrete problem with the truncated DtN operator is solved by using the a posteriori error estimate based adaptive finite element method. The estimate takes account of both the finite element approximation error and the truncation error of the DtN operator, where the latter is shown to converge exponentially with respect to the truncation parameter. Moreover, the generalized Woodbury matrix identity is utilized to solve the resulting linear system efficiently. Numerical experiments are presented to demonstrate the superior performance of the proposed method.

1. Introduction

As a basic problem in classical scattering theory, the obstacle scattering problem refers to as the scattering of a time-harmonic wave by an impenetrable medium of compact support. It plays a fundamental role in diverse scientific areas such as radar and sonar, geophysical exploration, medical imaging, and nondestructive testing. The obstacle scattering problems have been extensively investigated in both the engineering and mathematical communities. A great number of numerical and mathematical results are available, especially for acoustic and electromagnetic waves [9, 26, 27]. Recently, the scattering problems for elastic waves have received ever-increasing attention due to the significant applications in geophysics, seismology, and elastography [2, 6, 7, 21]. For example, in medical diagnostics, by mapping the elastic properties and stiffness of soft tissues, they are able to give diagnostic information about the presence or status of disease. Compared with acoustic and electromagnetic waves, the scattering problems for elastic waves remain many issues on theoretical analysis and numerical computation because of the complexity of the model equation [8, 20].

The elastic obstacle scattering problem is imposed in an unbounded domain, which needs to be truncated into a bounded domain in practice. Therefore, an appropriate boundary condition is required on the boundary of the truncated domain so that no artificial wave reflection occurs. Such a boundary condition is called a non-reflecting boundary condition or transparent boundary condition (TBC). Despite the large amount of work done so far, it is still one of the important and active research subjects on developing effective non-reflecting boundary conditions in the area of computational wave propagation [5, 11, 14, 25, 30]. In this work, we construct a Dirichlet-to-Neumann (DtN) operator and develop a TBC for solving the elastic obstacle scattering problem in three dimensions. Based on the Helmholtz decomposition, the scattered field of the elastic displacement is split into the compressional and shear wave components which satisfy the Helmholtz equation and the Maxwell equation, respectively. Therefore, the DtN operator for the elastic wave equation can be obtained from the well-studied DtN operators for the Helmholtz and Maxwell equations. Since
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the TBC is exact, the artificial boundary could be put as close as possible to the obstacle in order to reduce the computational complexity \[19,24\].

To design an efficient numerical method, there are two more issues which need to be considered. The first issue concerns the truncation of the DtN operator. The nonlocal DtN operator is given as an infinite series, which has to be truncated into a sum of finitely many terms in actual computation. However, it is known that the convergence of the truncated DtN operator could be arbitrarily slow in the operator norm \[16\]. From the computational viewpoint, it is important to answer the question how many terms are required in the summation in order to maintain a certain level of accuracy. Second, the solution may have local singularity when the obstacle has edges. The mesh should be fine around the nonsmooth part of the obstacle in order to capture the singularity of the solution; while the mesh could be coarse in other part of the domain where the solution is smooth. Hence, it is crucial to design an algorithm for mesh modification which can distribute equally the computational effort and optimize the computation.

In this paper, we propose an adaptive finite element method with the truncated DtN operator to overcome the two difficulties mentioned above. Specifically, we consider the scattering of a plane wave by an elastically rigid obstacle in three dimensions. The exterior domain is assumed to be filled with a homogeneous and isotropic elastic medium. The elastic wave propagation is governed by the Navier equation. Based on the TBC, the exterior scattering problem is formulated equivalently into a boundary value problem in a bounded domain. The discrete problem is solved by using the finite element method with the truncated DtN operator. Based on the Helmholtz decomposition, a new duality argument is developed to obtain an a posteriori error estimate between the solution of the original scattering problem and the discrete problem. The a posteriori error estimate takes account of both the finite element approximation error and the truncation error of the DtN operator, where the latter is shown to decay exponentially with respect to the truncation parameter. The estimate is used to design the adaptive finite element algorithm to choose elements for refinements and to determine the truncation parameter. The stiffness matrix is made of a sparse, real and symmetric matrix, which comes from the discretization of the variational formulation in the interior of the domain, and a dense low rank matrix given by vector products, which arises from the nonlocal TBC. The generalized Woodbury matrix identity is utilized to solve the resulting linear system efficiently. Numerical experiments are presented to demonstrate the superior performance of the proposed method.

Recently, the adaptive finite element DtN method has been developed to solve many acoustic and electromagnetic scattering problems, such as the obstacle scattering problems \[3,17\], the diffraction grating problems \[18,31\], and the open cavity scattering problem \[33\]. This paper is a non-trivial extension of our previous work on the two-dimensional elastic obstacle scattering problem \[23\]. Apparently, the analysis is more sophisticated and the computation is more intensive for the three-dimensional problem. This work adds a significant contribution to designing efficient computational methods for solving the elastic wave scattering problems.

The paper is organized as follows. In Section 2, the elastic wave equation is introduced; the boundary value problem is formulated by using the TBC; the corresponding weak formulation is discussed. In Section 3, the discrete problem is considered by using the finite element approximation with the truncated DtN operator. Section 4 is devoted to the a posteriori error analysis and serves as the basis of the adaptive algorithm. In Section 5, we discuss the numerical implementation of the adaptive algorithm, the construction of the stiffness matrix, and an efficient solver for the linear system; two numerical examples are presented to illustrate the performance of the proposed method. The paper concludes with some general remarks in Section 6.

2. Problem formulation

Let \( D \subset \mathbb{R}^3 \) be an elastically rigid obstacle with Lipschitz continuous boundary \( \partial D \). Denote by \( \nu \) the unit outward normal vector on \( \partial D \). The exterior domain \( \mathbb{R}^3 \setminus \overline{D} \) is assumed to be filled with a
homogeneous and isotropic elastic medium with a unit mass density. Let \( B_R = \{ x \in \mathbb{R}^3 : |x| < R \} \) and \( B_{R'} = \{ x \in \mathbb{R}^3 : |x| < R' \} \) be balls with radii \( R \) and \( R' \), where \( 0 < R' < R \). Denote by \( \Gamma_R \) and \( \Gamma_{R'} \) the surfaces of \( B_R \) and \( B_{R'} \), respectively. Let \( \Omega = B_R \setminus \overline{D} \) be the bounded domain enclosed by the surfaces \( \partial D \) and \( \Gamma_R \).

Let the obstacle be illuminated by an incident wave \( u^{inc} \), which can be a point source or a plane wave. Due to the interaction between the incident wave and the obstacle, the displacement of the scattered field \( u \) satisfies the elastic wave equation

\[
\mu \Delta u + (\lambda + \mu)\nabla \cdot u + \omega^2 u = 0 \quad \text{in} \; \mathbb{R}^3 \setminus \overline{D},
\]

where \( \omega > 0 \) is the angular frequency and \( \lambda, \mu \) are the Lamé constants satisfying \( \mu > 0, \lambda + \mu > 0 \). Since the obstacle is assumed to be elastically rigid, the displacement of the total field vanishes on the surface of the obstacle, i.e., we have

\[
u = g = -u^{inc} \quad \text{on} \; \partial D.
\]

Introduce the Helmholtz decomposition

\[
u = \nabla \phi + \nabla \times \psi, \quad \nabla \cdot \psi = 0,
\]

where \( \phi \) and \( \psi \) are called the potential functions. Substituting (2.2) into (2.1), we may verify that the scalar potential \( \phi \) satisfies the Helmholtz equation and the vector potential \( \psi \) satisfies the Maxwell equation in \( \mathbb{R}^3 \setminus \overline{D} \), i.e.,

\[
\Delta \phi + \kappa_p^2 \phi = 0, \quad \nabla \times (\nabla \times \psi) - \kappa_s^2 \psi = 0,
\]

where

\[
\kappa_p = \omega/(\lambda + 2\mu)^{1/2}, \quad \kappa_s = \omega/\mu^{1/2}
\]

are known as the the compressional wavenumber and the shear wavenumber, respectively. In addition, the potential functions \( \phi \) and \( \psi \) are required to satisfy the Sommerfeld radiation condition and the Silver–Müller radiation condition, respectively:

\[
\lim_{\rho \to \infty} \rho (\partial_\rho \phi - i\kappa_p \phi) = 0, \quad \lim_{\rho \to \infty} ((\nabla \times \psi) \times \mathbf{x} - i\kappa_s \rho \psi) = 0, \quad \rho = |\mathbf{x}|,
\]

which is known as the Kupradze–Sommerfeld radiation condition for the elastic wave equation.

The obstacle scattering problem is defined in the unbounded domain \( \mathbb{R}^3 \setminus \overline{D} \). It needs to be reduced equivalently into the bounded domain \( \Omega \). Next we introduce a transparent boundary condition on \( \Gamma_R \). Due to the page limit, the details are given as supplementary materials. Define a boundary operator for the displacement of the scattered wave

\[
u_{\partial} := \mu \partial_\nu u + (\lambda + \mu)(\nabla \cdot u)\mathbf{e}_\nu \quad \text{on} \; \Gamma_R.
\]

In the spherical coordinates, the scattered field admits the following expansion in \( \mathbb{R}^3 \setminus \overline{D} \):

\[
u(R, \theta, \varphi) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} u_n^m U_n^m(\theta, \varphi) + u_{2n}^m V_n^m(\theta, \varphi) + u_{3n}^m X_n^m(\theta, \varphi)\mathbf{e}_\nu.
\]

The transparent boundary condition is

\[
u_{\partial} = \mathcal{F} u := \sum_{n=0}^{\infty} \sum_{m=-n}^{n} b_n^m U_n^m + b_{2n}^m V_n^m + b_{3n}^m X_n^m \mathbf{e}_\nu \quad \text{on} \; \Gamma_R,
\]

where the Fourier coefficients \( b_n^m = (b_{1n}^m, b_{2n}^m, b_{3n}^m)^\top \) and \( u_n^m = (u_{1n}^m, u_{2n}^m, u_{3n}^m)^\top \) are connected by \( b_n^m = M_n u_n^m \) with the \( 3 \times 3 \) matrix \( M_n \) being given in Appendix D and \( \mathcal{F} \) is called the DtN operator.

Based on the transparent boundary condition (2.3), the scattering problem can be reformulated as the variational problem: find \( u \in H^1(\Omega) \) with \( u = g \) on \( \partial D \) such that

\[
b(u, v) = 0 \quad \forall \; v \in H^1_{\partial D}(\Omega),
\]
where the sesquilinear form $b : H^1(\Omega) \times H^1(\Omega) \to \mathbb{C}$ is defined as
\[
b(u, v) = \mu \int_\Omega \nabla u : \nabla \bar{v} \, dx + (\lambda + \mu) \int_\Omega (\nabla \cdot u) (\nabla \cdot \bar{v}) \, dx - \omega^2 \int_\Omega u \cdot \bar{v} \, dx - \int_{\Gamma_R} \mathcal{F} u \cdot \bar{v} \, ds.
\]
Here $A : B = \text{tr} (AB^T)$ is the Frobenius inner product of square matrices $A$ and $B$.

It is shown in [22] that the variational problem admits a unique weak solution $u \in H^1(\Omega)$, which satisfies the estimate
\[
\|u\|_{H^1(\Omega)} \lesssim \|g\|_{H^{1/2}(\partial D)} \lesssim \|u^{\text{inc}}\|_{H^1(\Omega)}.
\]
(2.5)

Hereafter, the notation $a \lesssim b$ stands for $a \leq Cb$, where $C > 0$ is a generic constant whose value is not required and may change step by step in the proofs.

Since the variational problem is well-posed, it follows from the general theory in [1] that there exists a constant $\gamma > 0$ such that the following inf-sup condition holds:
\[
\sup_{0 \neq v \in H^1(\Omega)} \frac{|b(u, v)|}{\|v\|_{H^1(\Omega)}} \geq \gamma \|u\|_{H^1(\Omega)} \quad \forall u \in H^1(\Omega).
\]

3. THE DISCRETE PROBLEM

The DtN operator $\mathcal{F}$ in (2.3) is given as an infinite series, which needs to be truncated into a sum of finitely many terms in computation. Given a sufficiently large $N$, define the truncated DtN operator
\[
\mathcal{F}_N u = \sum_{n=0}^N \sum_{m=-n}^n b_{1n} U_n^m + b_{2n} V_n^m + b_{3n} X_n^m e_p.
\]
(3.1)

The truncated variational problem is to find $u_N \in H^1(\Omega)$ with $u_N = g$ on $\partial D$ such that
\[
b_N(u_N, v) = 0 \quad \forall v \in H^1_{\partial D}(\Omega),
\]
(3.2)

where the sesquilinear form $b_N : H^1(\Omega) \times H^1(\Omega) \to \mathbb{C}$ is given by
\[
b_N(u, v) = \mu \int_\Omega \nabla u : \nabla \bar{v} \, dx + (\lambda + \mu) \int_\Omega (\nabla \cdot u) (\nabla \cdot \bar{v}) \, dx - \omega^2 \int_\Omega u \cdot \bar{v} \, dx - \int_{\Gamma_R} \mathcal{F}_N u \cdot \bar{v} \, ds.
\]

Let $\mathcal{M}_h$ be a regular tetrahedral mesh of $\Omega$, where $h$ denotes the maximum diameter of all the elements in $\mathcal{M}_h$. For simplicity, we assume that the surfaces $\partial D$ and $\Gamma_R$ are polyhedral and ignore the approximation error on the surfaces, which allows us to focus on deducing the a posteriori error estimate. Thus any face $e \in \mathcal{M}_h$ is a subset of $\partial \Omega$ if it has three boundary vertices.

Let $V_h \subset H^1(\Omega)$ be a conforming finite element space, i.e.,
\[
V_h := \{ v \in C(\bar{\Omega})^3 : v|_T \in P_m(T)^3 \quad \forall T \in \mathcal{M}_h \},
\]
where $m$ is a positive integer and $P_m(T)$ denotes the set of all polynomials of degree no more than $m$.

The finite element approximation to the variational problem (3.2) is to find $u_N^h \in V_h$ with $u_N^h = g^h$ on $\partial D$ such that
\[
b_N(u_N^h, v_N^h) = 0 \quad \forall v_N^h \in V_{h,\partial D},
\]
(3.3)

where $g^h$ is the finite element approximation of $g$ and $V_{h,\partial D} = \{ v \in V_h : v = 0 \text{ on } \partial D \}$.

Following the idea in [16] and the discussion of [22], we may show that for sufficiently large $N$ the variational problem (3.2) is well-posed. Meanwhile, for sufficiently small $h$, the discrete inf-sup condition of the sesquilinear form $b_N$ may also be established by following the approach in [29]. Based on the general theory in [1], the truncated variational problem (3.3) can be shown to have a
unique solution \( u_h^N \in V_h \). The details are omitted since our focus is the a posteriori error estimate and the convergence analysis for the truncated DtN operator.

4. The a posteriori error analysis

For any tetrahedral element \( T \in M_h \), denoted by \( h_T \) its diameter. Let \( B_F \) denote the set of all the face of \( T \) and \( h_F \) be the size of the face \( F \). For any interior face \( F \) which is the common face of tetrahedral elements \( T_1, T_2 \in M_h \), define the jump residual across \( F \) as

\[
J_F = - \left[ \mu \nabla u_h^N \cdot \nu_1 + (\lambda + \mu)(\nabla \cdot u_h^N)\nu_1 + \mu \nabla u_h^N \cdot \nu_2 + (\lambda + \mu)(\nabla \cdot u_h^N)\nu_2 \right],
\]

where \( \nu_j \) is the unit outward normal vector on the boundary of \( T_j, j = 1, 2 \). For any boundary edge \( F \subset \partial \Lambda_R \), the jump residual is

\[
J_F = 2 \left( \mathcal{R}_N u_N^h - \mu \nabla u_N^h \cdot e_\rho - (\lambda + \mu)(\nabla \cdot u_N^h)e_\rho \right),
\]

For any tetrahedral element \( T \in M_h \), define the local error estimator as

\[
\eta_T = h_T \| \mathcal{R} u_N^h \|_{L^2(T)} + \left( \frac{1}{2} \sum_{F \in \partial T} h_F \| J_F \|_{L^2(F)}^2 \right)^{1/2},
\]

where \( \mathcal{R} \) is the residual operator given by

\[
\mathcal{R} u_N^h = \mu \Delta u_N^h + (\lambda + \mu) \nabla (\nabla \cdot u_N^h) + \omega^2 u_N^h.
\]

Introduce the following weighted norm \( \| \cdot \|_{H^1(\Omega)} \):

\[
\| u \|^2_{H^1(\Omega)} = \mu \int_\Omega |\nabla u|^2 \, dx + (\lambda + \mu) \int_\Omega |\nabla \cdot u|^2 \, dx + \omega^2 \int_\Omega |u|^2 \, dx.
\]

It is easy to check that for any \( u \in H^1(\Omega) \) we have

\[
\min(\mu, \omega^2) \| u \|^2_{H^1(\Omega)} \leq \| u \|^2_{H^1(\Omega)} \leq \max(2\lambda + 3\mu, \omega^2) \| u \|^2_{H^1(\Omega)},
\]

which implies that the norms \( \| \cdot \|_{H^1(\Omega)} \) and \( \| \cdot \|_{H^1(\Omega)} \) are equivalent.

Now, let us state the main result of this paper.

**Theorem 4.1.** Let \( u \) and \( u_N^h \) be the solutions of the variational problems (2.4) and (3.3), respectively. Let \( \xi = u - u_N^h \). Then for sufficiently large \( N \), the following a posteriori error estimate holds:

\[
\| \xi \|^2_{H^1(\Omega)} \lesssim \left( \sum_{T \in M_h} \eta_T^2 \right)^{1/2} + \| g - g^h \|^2_{H^{1/2}(\partial \Omega)} + N \left( \frac{R'}{R} \right)^N \| u^{\text{inc}} \|^2_{H^1(\Omega)}.
\]

It can be seen from the theorem that the a posteriori error estimate consists of three parts: the first two parts arise from the finite element discretization error; the third part accounts for the truncation error of the DtN operator. Apparently, the DtN truncation error decreases exponentially with respect to \( N \) since \( R' < R \).

Using (4.1) and the integration by parts, we obtain

\[
\| \xi \|^2_{H^1(\Omega)} = \mu \int_\Omega \nabla \xi : \nabla \bar{\xi} \, dx + (\lambda + \mu) \int_\Omega (\nabla \cdot \xi)(\nabla \cdot \bar{\xi}) \, dx + \omega^2 \int_\Omega \xi \cdot \bar{\xi} \, dx
\]

\[
= \mathcal{R} b(\xi, \bar{\xi}) + 2\omega^2 \int_\Omega \xi \cdot \bar{\xi} \, dx + \mathcal{R} \int_{\Gamma_R} \mathcal{N} \xi \cdot \bar{\xi} \, ds
\]

\[
= \mathcal{R} b(\xi, \bar{\xi}) + \mathcal{R} \int_{\Gamma_R} \left( \mathcal{R} - \mathcal{N} \right) \xi \cdot \bar{\xi} \, ds + 2\omega^2 \int_\Omega \xi \cdot \bar{\xi} \, dx + \mathcal{R} \int_{\Gamma_R} \mathcal{N} \xi \cdot \bar{\xi} \, ds.
\]

To prove Theorem 4.1, it suffices to estimate the four terms given on the right-hand side of (4.2).

The following lemma concerns the trace theorem. The proof is standard and omitted for brevity.
Lemma 4.2. For any $u \in H^1(\Omega)$, the following estimates hold:
\[
\|u\|_{H^{1/2}(\Gamma_R)} \lesssim \|u\|_{H^1(\Omega)}, \quad \|u\|_{H^{1/2}(\Gamma_R')} \lesssim \|u\|_{H^1(\Omega)}.
\]

Lemma 4.3. Let $u \in H^1(\Omega)$ be the solution of the variational problem (2.4). For any $v \in H^1(\Omega)$, the following estimate holds:
\[
\left| \int_{\Gamma_R} (\mathcal{F} - \mathcal{T}_N) u \cdot v ds \right| \leq CN \left( \frac{R'}{R} \right)^N \|u\|^\text{inc}_{H^1(\Omega)} \|v\|_{H^1(\Omega)},
\]
where $C$ is a positive constant independent of $N$.

Proof. Let $\phi$ and $\psi$ be the potentials of the Helmholtz decomposition for the solution $u$. It can be verified from (D.1)–(D.2) that
\[
\phi^m_n(R) = z^p_n \phi^m_n(R'), \quad \psi^m_2(R) = z^s \psi^m_2(R'), \quad \psi^m_3(R) = \left( \frac{R'}{R} \right) \frac{z^s_n \psi^m_3(R')}{z^s_n \psi^m_3(R')},
\]
where
\[
z^p_n = \frac{h^{(1)}(\kappa_p R)}{h^{(1)}(\kappa_p R')}, \quad z^s = \frac{h^{(1)}(\kappa_s R)}{h^{(1)}(\kappa_s R')}
\]
Substituting (4.3) into (D.3) and using (D.4) with $R$ being replaced with $R'$, we obtain
\[
u^m_n(R) = Q_n u^m_n(R'),
\]
where the entries of the matrix $Q_n$ are
\[
Q_{n,11} = \frac{R'}{RA_n(R')} \left[ -n(n+1)z^p_n + z^p_n(\kappa_p R') (1 + z^p_n(\kappa_p R))z^s_n \right],
\]
\[
Q_{n,13} = \frac{R'}{RA_n(R')} \sqrt{n(n+1)} \left[ (1 + z^p_n(\kappa_s R')) z^p_n - (1 + z^p_n(\kappa_s R)) z^s_n \right],
\]
\[
Q_{n,31} = \frac{R'}{RA_n(R')} \sqrt{n(n+1)} \left[ -z^p_n(\kappa_p R) z^p_n + z^p_n(\kappa_p R') z^s_n \right],
\]
\[
Q_{n,33} = \frac{R'}{RA_n(R')} \left[ (1 + z^p_n(\kappa_s R')) z^p_n(\kappa_p R) z^p_n - n(n+1) z^s_n \right],
\]
and
\[
Q_{n,22} = z^s_n, \quad Q_{n,12} = Q_{n,21} = Q_{n,23} = Q_{n,32} = 0.
\]

We use the element $Q_{n,11}$ as an example to show the estimate of the matrix $Q_n$ since all the other elements can be similarly estimated. A simple calculation yields
\[
Q_{n,11} = \frac{R'}{RA_n(R')} n(n+1)(z^s_n - z^p_n)
\]
\[
\quad + \frac{R'}{RA_n(R')} \left[ z_n^p(\kappa_p R') (1 + z^p_n(\kappa_s R)) - n(n+1) \right] z^s_n.
\]
It follows from Lemma E.5 and (E.9)–(E.10) that
\[
|Q_{n,11}| \lesssim n \left( \frac{R'}{R} \right)^n.
\]
Similarly, we may show that all the other entries of $K_n$ satisfy
\[
|Q_{n,ij}| \lesssim n \left( \frac{R'}{R} \right)^n, \quad i,j = 1,2,3.
\]
Substituting the estimate of $Q_n$ into (4.4), we have
\[ |u_n^{m}(R)| \lesssim n \left( \frac{R'}{R} \right)^n |u_n^{m}(R')|. \]
Combining the above estimate with (D.6) and using Theorem 4.2 and (2.5), we have
\[
\left| \int_{\Gamma_R} (\mathcal{T} - \mathcal{T}_N) u \cdot v \, ds \right| = \left| \sum_{n \gg N} \sum_{m=-n}^{n} M_n u_n^{m}(R) \cdot \bar{v}_n^{m}(R) \right|
\leq \left| \sum_{n \gg N} \sum_{m=-n}^{n} M_n Q_n u_n^{m}(R') \cdot \bar{v}_n^{m}(R) \right|
\leq \left| \sum_{n \gg N} \sum_{m=-n}^{n} n^2 \left( \frac{R'}{R} \right)^n u_n^{m}(R') \cdot \bar{v}_n^{m}(R) \right|
\lesssim \max_{n \gg N} \left( n \left( \frac{R'}{R} \right)^n \|u^{\text{inc}}\|_{H^1(\Omega)} \|v\|_{H^1(\Omega)}\right).
\]
The proof is completed by noting that $n \left( \frac{R'}{R} \right)^n$ decreases for sufficiently large $n$. \hfill \Box

Based on Lemma 4.3, the estimate of the first two terms in (4.2) is given in the following lemma. The proof follows directly from the discussion in [23], where the basic idea is to use the integration by parts and the interpolation theory. The details are omitted.

Lemma 4.4. Let $v$ be any function in $H^1_{\partial D}(\Omega)$, the following estimate holds:
\[
|b(\xi, v) + \int_{\Gamma_R} (\mathcal{T} - \mathcal{T}_N) \xi \cdot v \, ds| \lesssim \left( \left( \sum_{T \in M_h} \eta_T^2 \right) \right)^{1/2} + N \left( \frac{R'}{R} \right)^N \|u^{\text{inc}}\|_{H^1(\Omega)} \|v\|_{H^1(\Omega)},
\]
which gives by taking $v = \xi$ that
\[
|b(\xi, \xi) + \int_{\Gamma_R} (\mathcal{T} - \mathcal{T}_N) \xi \cdot \bar{\xi} \, ds| \lesssim \left( \left( \sum_{T \in M_h} \eta_T^2 \right) \right)^{1/2} + N \left( \frac{R'}{R} \right)^N \|u^{\text{inc}}\|_{H^1(\Omega)}
\]
\[+ \|g - g^h\|_{H^{1/2}(\partial D)} \|\xi\|_{H^1(\Omega)}.\]

It is proved in [22] that the matrix $\hat{M}_n = -\frac{1}{2} \left(M_n + M_n^*\right)$ is positive definite for sufficiently large $n$, where the star denotes the complex transpose. The following result can be obtained easily by following the proof of [23] Lemma 4.6].

Lemma 4.5. For any $\delta > 0$, there exists a positive constant $C(\delta)$ independent of $N$ such that
\[
\int_{\Gamma_R} \mathcal{T}_N \xi \cdot \bar{\xi} \, ds \leq C(\delta) \|\xi\|_{L^2(B_R \setminus B_{R'})}^2 + \left( \frac{R}{R'} \right)^\delta \|\xi\|_{H^1(B_R \setminus B_{R'})}^2.
\]
To estimate the third term of (4.2), we introduce the dual problem
\[
b(v, p) = \int_{\Omega} v \cdot \bar{\xi} \, dx \quad \forall v \in H^1_{\partial D}(\Omega).
\]
(4.5)
It is easy to verify that $p$ satisfies the boundary value problem
\[
\left\{ \begin{array}{ll}
\mu \Delta p + (\lambda + \mu) \nabla \nabla \cdot p + \omega^2 p = -\xi & \quad \text{in } \Omega, \\
p = 0 & \quad \text{on } \partial D, \\
\mathcal{D} p = \mathcal{T}^* p & \quad \text{on } \Gamma_R,
\end{array} \right.
\]
(4.6)
where $\mathcal{T}^*$ is the adjoint operator to the DtN operator $\mathcal{T}$. 

\[\text{□} \]
Letting $v = \xi$ in (4.5) leads to
\[
\|\xi\|^2_{L^2(\Omega)} = b(\xi, p) + \int_{\Gamma_R} (T - T_N) \xi \cdot \bar{p} \, ds - \int_{\Gamma_R} (T - T_N) \xi \cdot \bar{p} \, ds.
\] (4.7)

The first two terms of (4.7) can be estimated in the same way as that of Lemma 4.4. Thus it suffices to estimate the third term of (4.7). Next we deduce the solution of the dual problem (4.5) which is crucial for the estimate.

Consider the system
\[
\begin{aligned}
\nabla \zeta + \nabla \times Z &= \xi, \\
\nabla \cdot Z &= 0 & \text{in } B_R \setminus \overline{B_{\rho}}, \\
\zeta(R) &= 0, \\
Z(R) &= 0 & \text{on } \Gamma_R.
\end{aligned}
\] (4.8)

By a straightforward calculation, the Fourier coefficients for the solution of (4.8) are given by
\[
\begin{align*}
\zeta_m^n(p) &= \frac{1}{2n+1} \int_{\rho}^{R} \left[ -nc_2 - (n + 1)c_4 \right] \xi_{3m}^n(\tau) - \sqrt{n(n + 1)}(c_2 - c_4) \xi_{1m}^n(\tau) \, d\tau, \\
Z_{1n}(p) &= \frac{1}{2n+1} \int_{\rho}^{R} \left[ -nc_1 - (n + 1)c_3 \right] \xi_{2n}^m(\tau) \, d\tau, \\
Z_{2n}(p) &= \frac{1}{2n+1} \int_{\rho}^{R} \sqrt{n(n + 1)}(c_2 - c_4) \xi_{3m}^n(\tau) + \left[ (n + 1)c_2 + nc_4 \right] \xi_{1m}^n(\tau) \, d\tau, \\
Z_{3n}(p) &= \frac{1}{2n+1} \int_{\rho}^{R} \sqrt{n(n + 1)}(c_1 - c_3) \xi_{3m}^n(\tau) \, d\tau,
\end{align*}
\] (4.9-4.12)

where
\[
c_1 = \left( \frac{\rho}{\tau} \right)^{-n-2}, 
\quad c_2 = \left( \frac{\rho}{\tau} \right)^{-n-1}, 
\quad c_3 = \left( \frac{\rho}{\tau} \right)^{n-1}, 
\quad c_4 = \left( \frac{\rho}{\tau} \right)^n.
\]

Consider the following boundary value problem:
\[
\begin{aligned}
\Delta g + \kappa^2 g &= -\frac{1}{\lambda + 2\mu} \zeta, & \nabla \times (\nabla \times q) + \kappa^2 q &= -\frac{1}{\mu} Z & \text{in } B_R \setminus \overline{B_{\rho}}, \\
\nabla \cdot q &= \nabla \cdot Z = 0 & \text{in } B_R \setminus \overline{B_{\rho}}, \\
\partial_\rho g &= \mathcal{T}_1^* g, & (\nabla \times q) \times e_\rho &= -i\kappa \mathcal{T}_2^* q_{\Gamma_R} & \text{on } \Gamma_R, \\
g = g, & q = q & \text{on } \Gamma_{R'}.
\end{aligned}
\] (4.13)

where $\mathcal{T}_1^*$ and $\mathcal{T}_2^*$ are the adjoint operators to the DtN operators $\mathcal{T}_1$ (cf. (D.7)) and $\mathcal{T}_2$ (cf. (D.8)), respectively, and $q_{\Gamma_R} = -e_\rho \times (e_\rho \times q)$ is the tangential component of $q$ on $\Gamma_R$.

**Lemma 4.6.** If $(\zeta, Z)$ and $(g, q)$ are the solutions of the systems (4.8) and (4.13), respectively, then $p = \nabla g + \nabla \times q$ is the solution of the dual problem (4.6) in $B_R \setminus \overline{B_{\rho'}}$.

**Proof.** Letting $p = \nabla g + \nabla \times q$ and substituting it into the elastic wave equation, we get
\[
\begin{aligned}
\mu \Delta (\nabla g + \nabla \times q) + (\lambda + \mu) \nabla \nabla \cdot (\nabla g + \nabla \times q) + \omega^2 (\nabla g + \nabla \times q) \\
= \nabla \left( (\lambda + 2\mu) \Delta g + \omega^2 q \right) + \nabla \times \left( -\mu \nabla \times \nabla \times q + \mu \nabla \nabla \cdot q + \omega^2 q \right) \\
= -\nabla \zeta - \nabla \times Z = -\xi,
\end{aligned}
\]

which shows that $p$ satisfies the elastic wave equation in (4.6). The rest of the proof is to show that $p$ satisfies the boundary condition $\mathcal{T} p = \mathcal{T}^* p$ on $\Gamma_R.$
where

\[ \mathbf{p} = \nabla g + \nabla \times \mathbf{q} \]

\[ = \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left[ \frac{\sqrt{n(n+1)}}{\rho} g_m^m(\rho) - \frac{1}{\rho} q_{2n}^m(\rho) - q_{2n}^m(\rho) \right] U_n^m \]

\[ + \left[ \frac{1}{\rho} q_{1n}^m(\rho) + q_{1n}^m(\rho) - \frac{\sqrt{n(n+1)}}{\rho} q_{3n}^m(\rho) \right] V_n^m + \left[ g_n^m(\rho) - \frac{\sqrt{n(n+1)}}{\rho} q_{2n}^m(\rho) \right] X_n^m e_\rho. \]  

(4.14)

Substituting (4.15) into (4.14) and taking derivative of \( p \), we obtain

\[ \mathbf{p}'(\rho) = \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left[ \frac{\sqrt{n(n+1)}}{\rho} \frac{\partial}{\partial \rho} \left( \frac{1}{\rho} g_m^m(\rho) \right) - \frac{\partial}{\partial \rho} \left( \frac{1}{\rho} q_{2n}^m(\rho) \right) - q_{2n}^m(\rho) \right] U_n^m \]

\[ - \frac{1}{\sqrt{n(n+1)}} \left[ \beta_n^m(\rho) + \kappa^2 v_n^m(\rho) \right] V_n^m + \left[ g_n^m(\rho) - \frac{\sqrt{n(n+1)}}{\rho} \frac{\partial}{\partial \rho} \left( \frac{1}{\rho} q_{2n}^m(\rho) \right) \right] X_n^m e_\rho. \]  

(4.16)

A simple calculation yields

\[ \nabla \cdot \mathbf{p} = \Delta g = -\frac{1}{\lambda + 2\mu} \zeta - \kappa_p^2 g. \]  

(4.17)

Substituting (4.16)–(4.17) into the boundary operator \( \mathcal{B} \), we have

\[ \mathcal{B} \mathbf{p} = \mu \mathcal{C}_p \mathbf{p} + (\lambda + \mu)(\nabla \cdot \mathbf{p}) e_\rho \]

\[ = \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ \left[ \mu g_n^m(\rho) - (\lambda + \mu) \kappa_p^2 g_n^m(\rho) \right] X_n^m e_\rho + \mu \sqrt{n(n+1)} \frac{\partial}{\partial \rho} \left( \frac{1}{\rho} g_n^m(\rho) \right) U_n^m \right\} \]

\[ + \mu \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ - \frac{\partial}{\partial \rho} \left( \frac{1}{\rho} q_{2n}^m(\rho) \right) + q_{2n}^m(\rho) \right\} U_n^m - \sqrt{n(n+1)} \frac{\partial}{\partial \rho} \left( \frac{1}{\rho} q_{2n}^m(\rho) \right) X_n^m e_\rho \]

\[ - \frac{1}{\sqrt{n(n+1)}} \left[ \beta_n^m(\rho) + \kappa^2 v_n^m(\rho) \right] V_n^m \right\} - \left( \frac{\lambda + \mu}{\lambda + 2\mu} \right) \zeta e_\rho \]

\[ =: I_1 + I_2 + I_3, \]  

(4.18)

where \( I_1, I_2 \) and \( I_3 \) accounts for the summation of \( g_n^m, q_{2n}^m \) and \( q_{3n}^m \), respectively.

It follows from \( \mathcal{B} \mathbf{g} \) that

\[ \Delta g + \kappa_p^2 g = -\frac{1}{\lambda + 2\mu} \zeta, \]
which gives

$$\sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left[ \frac{\partial^2 \rho}{\partial \rho^2} g_n^{m'}(\rho) + \frac{2}{\rho} g_n^{m'}(\rho) - \frac{n(n+1)}{\rho^2} g_n^m(\rho) + \kappa_p^2 g_n^m \right] X_n^m + \frac{1}{\lambda + 2\mu} \zeta = 0.$$  

Substituting the above equation into $I_1$ and replacing the second order derivative, we obtain

$$I_1 = \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ \left[ \mu g_n^{m''}(\rho) - (\lambda + \mu) \kappa_p^2 g_n^m(\rho) \right] X_n^m e_\rho + \mu \sqrt{n(n+1)} \frac{\partial}{\partial \rho} \left( \frac{1}{\rho} g_n^m(\rho) \right) U_n^m \right\}$$

$$= \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ -\mu \frac{2}{\rho} g_n^{m'}(\rho) + \mu \frac{n(n+1)}{\rho^2} g_n^m(\rho) - \omega^2 g_n^m(\rho) \right\} X_n^m e_\rho$$

$$+ \mu \sqrt{n(n+1)} \left[ \frac{1}{\rho} g_n^{m'}(\rho) - \frac{1}{\rho^2} g_n^m(\rho) \right] U_n^m \right\}$$

Replacing the first order derivative by the transparent boundary condition

$$g_n^{m'}(R) = \frac{\bar{z}_n^{(2)}(\kappa_p R)}{R} g_n^m(R),$$

we have from a straightforward computation that

$$I_1(R) = \frac{1}{R^2} \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ -2\mu \bar{z}_n^{(2)}(\kappa_p R) + n(n+1) \mu - \omega^2 R^2 \right\} g_n^m(R) X_n^m e_\rho$$

$$+ \mu \sqrt{n(n+1)} \left[ \bar{z}_n^{(2)}(\kappa_p R) - 1 \right] g_n^m(R) U_n^m \right\}.$$  

Using (4.13) and (B.5), we get

$$-\frac{1}{\rho^2} \frac{\partial^2}{\partial \rho^2} (\rho \rho_2^m(\rho)) + \frac{n(n+1)}{\rho^2} \rho_2^m(\rho) - \kappa_s^2 \rho_2^m(\rho) = \frac{1}{\mu} \bar{z}_2^m(\rho),$$

which implies that

$$\rho_2^m(\rho) = -\frac{2}{\rho} \rho_2^m(\rho) + \frac{n(n+1)}{\rho^2} \rho_2^m(\rho) - \kappa_s^2 \rho_2^m(\rho) - \frac{1}{\mu} \bar{z}_2^m(\rho).$$
Substituting the above equation into $I_2$ and replacing the second derivative lead to

$$I_2 = \mu \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ -\left[ q^{m}_{2n} (\rho) + \left( -\frac{1}{\rho^2} q^{m}_{2n} (\rho) + \frac{1}{\rho} q^{m'}_{2n} (\rho) \right) \right] U^{m}_n \right. $$

$$- \sqrt{n(n+1)} \left( -\frac{1}{\rho^2} q^{m}_{2n} (\rho) + \frac{1}{\rho} q^{m'}_{2n} (\rho) \right) X^{m}_n e_{\rho} \right\}$$

$$= \mu \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ \left[ \frac{2}{\rho} q^{m'}_{2n} (\rho) - \frac{n(n+1)}{\rho^2} q^{m}_{2n} (\rho) + \kappa^s q^{m}_{2n} (\rho) + \frac{1}{\mu} Z^{m}_{2n} (\rho) + \frac{1}{\rho^2} q^{m}_{2n} (\rho) - \frac{1}{\rho} q^{m'}_{2n} (\rho) \right] U^{m}_n \right.$$ 

$$- \sqrt{n(n+1)} \left( -\frac{1}{\rho^2} q^{m}_{2n} (\rho) + \frac{1}{\rho} q^{m'}_{2n} (\rho) \right) X^{m}_n e_{\rho} \right\}$$

$$= \mu \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ \left[ \frac{1}{\rho} q^{m'}_{2n} (\rho) + \left( \kappa^s + \frac{1}{\rho^2} - \frac{n(n+1)}{\rho^2} \right) q^{m}_{2n} (\rho) \right] U^{m}_n \right.$$ 

$$- \sqrt{n(n+1)} \left[ \frac{1}{\rho} q^{m'}_{2n} (\rho) - \frac{1}{\rho^2} q^{m}_{2n} (\rho) \right] X^{m}_n e_{\rho} \right\}.$$ 

Note that the terms $Z^m$ and $\zeta$ have been dropped since they vanish on $\Gamma_R$. Substituting the transparent boundary condition back to $I_2$ and eliminating the first order terms, we deduce

$$I_2(R) = \frac{\mu}{R^2} \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ \left[ z^{(2)}_n (\kappa_s R) + \kappa^s R^2 + 1 - n(n+1) \right] q^{m}_{2n} (R) U^{m}_n \right.$$ 

$$- \sqrt{n(n+1)} \left[ z^{(2)}_n (\kappa_s R) - 1 \right] q^{m}_{2n} (R) X^{m}_n e_{\rho} \right\}.$$ 

By (4.12), we have $\beta^{m'n'} (R) = 0$. It follows from Lemma F.3 that

$$I_3(R) = -\mu \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \frac{1}{\sqrt{n(n+1)}} \left[ \beta^{m'n'}_n (R) + \kappa^2 v^{m'}_n (R) \right] V^{m}_n$$

$$= -\sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \frac{\mu \kappa^2}{\sqrt{n(n+1)}} z^{(2)}_n (\kappa_s R) q^{m}_{3n} (R) V^{m}_n.$$ 

Substituting $I_1$, $I_2$ and $I_3$ into (4.18), we get

$$\mathcal{D}p = I_1(R) + I_2(R) + I_3(R) \quad (4.19)$$

$$= \frac{1}{R^2} \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ \left[ -2\mu z^{(2)}_n (\kappa_p R) + n(n+1) \mu - \omega^2 R^2 \right] q^{m}_{n} (R) X^{m}_n e_{\rho} \right.$$

$$+ \mu \sqrt{n(n+1)} \left[ z^{(2)}_n (\kappa_p R) - 1 \right] g^{m}_{n} (R) U^{m}_n \right.$$ 

$$+ \mu \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left\{ \left[ z^{(2)}_n (\kappa_s R) + \kappa^2 R^2 + 1 - n(n+1) \right] q^{m}_{2n} (R) U^{m}_n \right.$$ 

$$- \sqrt{n(n+1)} \left[ z^{(2)}_n (\kappa_s R) - 1 \right] q^{m}_{2n} (R) X^{m}_n e_{\rho} - \frac{z^{(2)}_n (\kappa_s R) \kappa^2 R^2}{\sqrt{n(n+1)}} q^{m}_{3n} (R) V^{m}_n \right\}.$$
Note that (4.19) is the complex conjugate of (16) in [22]. Using the fact that the transparent boundary conditions of \( g \) and \( q \) are the complex conjugate of the original transparent boundary conditions, we deduce \( \mathcal{D}p = \mathcal{T}^*p \) on \( \Gamma_R \), which completes the proof. \( \square 

**Lemma 4.7.** Let 
\[
p(\rho, \theta, \varphi) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} p_{1n}^m(\rho)U_n^m(\theta, \varphi) + p_{2n}^m(\rho)V_n^m(\theta, \varphi) + p_{3n}^m(\rho)X_n^m(\theta, \varphi)e_\rho
\]
be the solution of (4.6) in \( B_R \setminus \overline{\mathcal{T}R'} \). Then the following estimate holds:
\[
|p_{jn}^m(R)| \leq n \left( \frac{R'}{R} \right)^n \sum_{i=1}^{3} |p_{in}^m(R')| + \frac{1}{n} \| \xi \|_{L^\infty([R', R])}, \quad j = 1, 2, 3.
\]

**Proof.** It follows from (4.14), (F.2), and (F.5) that
\[
p_{1n}^m(R) = \frac{\sqrt{n(n+1)}}{R} g_{2n}^m(R) - \frac{1}{R} q_{2n}^m(R) - \frac{1}{R} z_{2n}^{(2)}(\kappa, R) q_{2n}^m(R)
\]
\[
= \frac{\sqrt{n(n+1)}}{R} \left[ S_n^s(R) g_{2n}^m(R') + \frac{i\kappa}{2} \int_{R'}^{R} t^2 S_n^s(R) W_n^s(R', t) \hat{z}_{2n}^m(t) dt \right]
\]
\[
- \frac{1}{R} \left[ 1 + z_{2n}^{(2)}(\kappa, R) \right] \left[ S_n^s(R) q_{2n}^m(R') + \frac{i\kappa}{2} \int_{R'}^{R} t^2 S_n^s(R) W_n^s(R', t) \hat{Z}_{2n}^m(t) dt \right].
\]

Using (4.14) and (F.7) yields
\[
p_{2n}^m(R) = -\frac{1}{\sqrt{n(n+1)}} \kappa^2 R q_{2n}^m(R)
\]
\[
= -\frac{1}{\sqrt{n(n+1)}} \kappa^2 R \left[ \frac{R'}{R} S_n^s(R) q_{2n}^m(R') + \frac{i\kappa}{2R} \int_{R'}^{R} t^2 S_n^s(R) W_n^s(R', t) \hat{Z}_{2n}^m(t) dt \right]
\]
\[
= -\frac{1}{\sqrt{n(n+1)}} \kappa^2 \left[ R' S_n^s(R) q_{2n}^m(R') + \frac{i\kappa}{2} \int_{R'}^{R} t^2 S_n^s(R) W_n^s(R', t) \hat{Z}_{2n}^m(t) dt \right].
\]

We have from (4.14), (F.2), and (F.5) that
\[
p_{3n}^m(R) = \frac{1}{R} z_{2n}^{(2)}(\kappa, R) g_{2n}^m(R) - \frac{\sqrt{n(n+1)}}{R} q_{2n}^m(R)
\]
\[
= \frac{1}{R} z_{2n}^{(2)}(\kappa, R) \left[ S_n^p(R) g_{2n}^m(R') + \frac{i\kappa}{2R} \int_{R'}^{R} t^2 S_n^p(R) W_n^p(R', t) \hat{Z}_{2n}^m(t) dt \right]
\]
\[
- \frac{\sqrt{n(n+1)}}{R} \left[ S_n^s(R) q_{2n}^m(R') + \frac{i\kappa}{2} \int_{R'}^{R} t^2 S_n^s(R) W_n^s(R', t) \hat{Z}_{2n}^m(t) dt \right].
\]

Denote a diagonal matrix by
\[
M_{\text{diag}} = \text{diag} \left( \begin{array}{ccc} h_1^{(1)}(\kappa, \rho) & h_1^{(1)}(\kappa, \rho') & h_1^{(1)}(\kappa, \rho) \\ h_2^{(1)}(\kappa, \rho') & h_2^{(1)}(\kappa, \rho') & h_2^{(1)}(\kappa, \rho') \\ h_3^{(1)}(\kappa, \rho') & h_3^{(1)}(\kappa, \rho') & h_3^{(1)}(\kappa, \rho') \end{array} \right).
\]

It is easy to check that
\[
(p_{1n}^m(R), p_{2n}^m(R), p_{3n}^m(R))^\top = K_n(R) M_{\text{diag}} \left( g_{2n}^m(R'), q_{2n}^m(R'), q_{2n}^m(R') \right)^\top
\]
\[
+ K_n(R) M_{\text{diag}} \left( b_{2n}^m, b_{2n}^m, b_{2n}^m \right)^\top,
\]
(4.20)
where
\[ b_n^m = (b_{1n}^m, b_{2n}^m, b_{3n}^m)^\top = \left( \frac{i\kappa_p}{2} \int_{R'} R' t^2 W_n^p(R', t) \hat{c}_n(t) dt, \frac{i\kappa_p}{2} \int_{R'} R' t^2 W_n^s(R', t) \hat{Z}_2^m(t) dt, \frac{i\kappa_s}{2 R R'} \int_{R'} R' t^3 W_n^s(R', t) \hat{Z}_3^m(t) dt \right)^\top. \]

Next is to estimate \( \mathbf{p} \) at \( \rho = R' \). By (4.14) and (4.8), we have
\[ p_1^m(R') = \sqrt{\frac{n(n+1)}{R'}} g_n^m(R') - \frac{1}{R'} q_{2n}^m(R') - \frac{m'}{q_{2n}^m(R')} \]
\[ = \sqrt{\frac{n(n+1)}{R'}} g_n^m(R') - \frac{1}{R'} q_{2n}^m(R') - \frac{1}{R'} \zeta_n^{(2)}(\kappa_s R') q_{2n}^m(R') - \frac{2\kappa_s}{\pi R} \int_{R'} R' t^2 S_n^s(t) \hat{Z}_2^m(t) dt \]
\[ = \sqrt{\frac{n(n+1)}{R'}} g_n^m(R') - \left[ 1 + \zeta_n^{(2)}(\kappa_s R') \right] \frac{1}{R'} q_{2n}^m(R') - \frac{2\kappa_s}{\pi R} \int_{R'} R' t^2 S_n^s(t) \hat{Z}_2^m(t) dt. \tag{4.21} \]

A simple calculation from (4.14)-(4.15) yields
\[ p_2^m(R') = - \frac{1}{\sqrt{n(n+1)}} \left[ \kappa_s^2 R' q_{3n}^m(R') + R' \hat{Z}_3^m(R') \right]. \tag{4.22} \]

It follows from (4.14) and (4.3) that
\[ p_3^m(R') = g_n^m(R') - \sqrt{\frac{n(n+1)}{R'}} q_{2n}^m(R') \]
\[ = \frac{1}{R'} \zeta_n^{(2)}(\kappa_p R') g_n^m(R') + \frac{2\kappa_p}{\pi R} \int_{R'} R' t^2 S_n^p(t) \hat{c}_n(t) dt - \frac{n(n+1)}{R'} q_{2n}^m(R'). \tag{4.23} \]

We get from (4.21)-(4.23) that
\[ (p_1^m(R'), p_2^m(R'), p_3^m(R'))^\top = K_n(R') \left( g_n^m(R'), q_{2n}^m(R'), q_{3n}^m(R') \right)^\top + (a_{1n}^m, a_{2n}^m, a_{3n}^m)^\top, \tag{4.24} \]
where
\[ a_n^m = (a_{1n}^m, a_{2n}^m, a_{3n}^m)^\top = \left( - \frac{2\kappa_s}{\pi R} \int_{R'} R' t^2 S_n^s(t) \hat{Z}_2^m(t) dt, \right. \]
\[ \left. - \frac{1}{\sqrt{n(n+1)}} R' \hat{Z}_3^m(R'), \frac{2\kappa_p}{\pi R} \int_{R'} R' t^2 S_n^p(t) \hat{c}_n(t) dt \right)^\top. \tag{4.25} \]

Substituting (4.24) into (4.20) and using the definition (4.4), we obtain
\[ p_n^m(R) = Q_n p_n^m(R') - Q_n d_n^m + K_n(R) \mathbf{M}_{\text{diag}} b_n^m. \tag{4.26} \]

By (4.9), it can be verified that
\[ b_{1n}^m = \frac{1}{\lambda + 2\mu} \frac{i\kappa_p}{2} \int_{R'} R' t^2 W_n^p(R', t) \hat{c}_n^m(t) dt \]
\[ = \frac{1}{\lambda + 2\mu} \frac{i\kappa_p}{2} \frac{1}{2n+1} \int_{R'} R' t^2 W_n^p(R', t) \left[ \int_{\tau} t^\gamma \left[ -n \left( \frac{t}{\tau} \right)^{-n-1} - (n+1) \left( \frac{t}{\tau} \right)^n \right] \xi_{3n}^m(\tau) \right] dt. \]
We have from (4.10) that
\[
b_{2n}^m = \frac{i\kappa_s}{2\mu} \int_{R'}^R t^2 W_n^s(R', t) Z_{2n}^m(t) dt
= \frac{1}{2n+1} \frac{i\kappa_s}{2\mu} \int_{R'}^R t^2 W_n^s(R', t) \left[ \int_t^R \sqrt{n(n+1)} (c_2 - c_4) \xi_{3n}^m(\tau) + [(n+1)c_2 + nc_4] \xi_{1n}^m(\tau) d\tau \right] dt
= \frac{1}{2n+1} \frac{i\kappa_s}{2\mu} \int_{R'}^R t^2 W_n^s(R', t) \left[ \int_t^R \sqrt{n(n+1)} \left( \frac{t}{\tau} \right)^{-n-1} - \left( \frac{t}{\tau} \right)^n \right] \xi_{1n}^m(\tau) d\tau + \left[ (n+1) \left( \frac{t}{\tau} \right)^{-n-1} + n \left( \frac{t}{\tau} \right)^n \right] \xi_{1n}^m(\tau) dt.
\]

It follows from (4.12) that
\[
b_{3n}^m = \frac{i\kappa_s}{2\mu R' R''} \int_{R'}^R t^3 W_n^s(R', t) Z_{3n}^m(t) dt
= \frac{1}{2n+1} \frac{i\kappa_s}{2\mu R' R''} \int_{R'}^R t^3 W_n^s(R', t) \left[ \int_t^R \sqrt{n(n+1)} (c_1 - c_3) \xi_{2n}^m(\tau) d\tau \right] dt
= \frac{1}{2n+1} \frac{i\kappa_s}{2\mu R' R''} \int_{R'}^R t^3 W_n^s(R', t) \left[ \int_t^R \sqrt{n(n+1)} \left( \frac{t}{\tau} \right)^{-n-2} - \left( \frac{t}{\tau} \right)^{n-1} \right] \xi_{2n}^m(\tau) d\tau dt.
\]

Substituting (4.9) – (4.12) into (4.25), we obtain
\[
d_{1n}^m = -\frac{2\kappa_s}{\pi \mu R'} \int_{R'}^R t^2 S_n^s(t) Z_{2n}^m(t) dt
= -\frac{2\kappa_s}{\pi \mu R'} \frac{1}{2n+1} \int_{R'}^R t^2 S_n^s(t) \left[ \int_t^R \sqrt{n(n+1)} \left( \frac{t}{\tau} \right)^{-n-1} - \left( \frac{t}{\tau} \right)^n \right] \xi_{3n}^m(\tau) d\tau + \left[ (n+1) \left( \frac{t}{\tau} \right)^{-n-1} + n \left( \frac{t}{\tau} \right)^n \right] \xi_{1n}^m(\tau) d\tau dt,
\]
\[
d_{2n}^m = -\frac{1}{\sqrt{n(n+1)} \mu} \frac{R'}{R''} Z_{3n}(R')
= -\frac{1}{\sqrt{n(n+1)} \mu} \frac{R'}{R''} \frac{1}{2n+1} \int_{R'}^R \sqrt{n(n+1)} \left( \frac{R'}{\tau} \right)^{-n-2} - \left( \frac{R'}{\tau} \right)^{n-1} \xi_{2n}^m(\tau) d\tau,
\]
\[
d_{3n}^m = \frac{1}{\lambda + 2\mu \pi R''} \int_{R'}^R t^2 S_n^p(t) \xi_{3n}^m(t) dt
= \frac{1}{\lambda + 2\mu \pi R''} \frac{1}{2n+1} \int_{R'}^R t^2 S_n^p(t) \left[ \int_t^R \left[ -n \left( \frac{t}{\tau} \right)^{-n-1} - (n+1) \left( \frac{t}{\tau} \right)^n \right] \xi_{3n}^m(\tau) d\tau \right] dt.
\]

For sufficiently large \(n\), it is shown in Lemma 4.3 and 3 that
\[
\|Q_n\| \preceq n \left( \frac{R'}{R} \right)^n, \quad \|K_n(R) M_{diag}\| \preceq n \left( \frac{R'}{R} \right)^n, \quad \|W_n(R', t)\| \preceq \frac{1}{n} \left( \frac{t}{R'} \right)^n.
\]
Substituting the above estimates into $b^m_n$ and $d^m_n$ leads to

$$|b^m_n| \lesssim \frac{1}{n^2} \left( \frac{R}{R'} \right)^n \| \xi \|_{L^\infty([R',R])}, \quad |d^m_n| \lesssim \frac{1}{n^2} \left( \frac{R}{R'} \right)^n \| \xi \|_{L^\infty([R',R])}.$$  

Hence we have from (4.26) that

$$|p^m_n(R)| \lesssim |Q^m_n(R')| + |Q^m_n d^m_n| + \left| K_n(R) M_{\text{diag}} b^m_n \right| \lesssim n \left( \frac{R'}{R} \right)^n \sum_{i=1}^3 |p^m_{3n}(R')| + \frac{1}{n} \| \xi \|_{L^\infty([R',R])} + \frac{1}{n} \| \xi \|_{L^\infty([R',R])},$$

which completes the proof.

**Lemma 4.8.** Let $p$ be the solution of the dual problem (4.6). For sufficiently large $N$, the following estimate holds:

$$\left| \int_{\Gamma_R} (\mathcal{F} - \mathcal{F}_N) \xi \cdot \bar{p} \, ds \right| \lesssim \frac{1}{N} \| \xi \|_{H^1(\Omega)}.$$  

**Proof.** It is shown in [22] that all the elements of the DtN matrix $M_n$ have an order $n$. Hence,

$$\left| \int_{\Gamma_R} (\mathcal{F} - \mathcal{F}_N) \xi \cdot \bar{p} \, ds \right| \leq \sum_{n=N+1} \sum_{|m| \leq n} M_n \xi(R) \cdot \bar{p}(R) \leq \sum_{n=N+1} \sum_{|m| \leq n} \left( |\xi^m_{1n}(R)| + |\xi^m_{2n}(R)| + |\xi^m_{3n}(R)| \right) \left( |p^m_{1n}(R)| + |p^m_{2n}(R)| + |p^m_{3n}(R)| \right)$$

$$\lesssim \sum_{n=N+1} \left[ \left( 1 + n(n+1) \right)^{1/2} \left( \sum_{|m| \leq n} \left( 1 + n(n+1) \right)^{1/2} \left( |\xi^m_{1n}(R)|^2 + |\xi^m_{2n}(R)|^2 + |\xi^m_{3n}(R)|^2 \right) \right)^{1/2} \times \left( \sum_{|m| \leq n} n^3 \left( |p^m_{1n}(R)|^2 + |p^m_{2n}(R)|^2 + |p^m_{3n}(R)|^2 \right) \right)^{1/2} \right.$$  

$$\leq \frac{1}{N} \| \xi \|_{H^{1/2}(\Gamma_R)} \left[ \sum_{n=N+1} \sum_{|m| \leq n} n^3 \left( |p^m_{1n}(R)|^2 + |p^m_{2n}(R)|^2 + |p^m_{3n}(R)|^2 \right) \right]^{1/2}$$

$$\lesssim \frac{1}{N} \| \xi \|_{H^1(\Omega)} \left[ \sum_{n=N+1} \sum_{|m| \leq n} n^3 \left( |p^m_{1n}(R)|^2 + |p^m_{2n}(R)|^2 + |p^m_{3n}(R)|^2 \right) \right]^{1/2}.$$  

It follows from Lemma 4.7 that

$$\sum_{n=N+1} \sum_{|m| \leq n} n^3 \left( |p^m_{1n}(R)|^2 + |p^m_{2n}(R)|^2 + |p^m_{3n}(R)|^2 \right) \lesssim \sum_{n=N+1} \sum_{|m| \leq n} n^5 \left( \frac{R'}{R} \right)^{2n} \sum_{i=1}^3 \left| p^m_{3n}(R') \right|^2 + \frac{1}{n^2} \| \xi \|_{L^\infty([R',R])}^2$$

$$\lesssim \sum_{n=N+1} \sum_{|m| \leq n} n^5 \left( \frac{R'}{R} \right)^{2n} \sum_{i=1}^3 \left| p^m_{3n}(R') \right|^2 + \sum_{n=N+1} \sum_{|m| \leq n} (1 + n(n+1))^{1/2} \| \xi \|_{L^\infty([R',R])}^2$$

$$:= J_1 + J_2.$$
Noting that the function $t^4e^{-2t}$ is bounded on $(0, +\infty)$, we have
\[
J_1 \leq \max_{n=N+1} \left( n^4 \left( \frac{R'}{R} \right)^2 \right) \sum_{n=N+1}^{\infty} \sum_{|m| \leq n} n^3 \left| p^n_{m}(R') \right|^2 \leq \| p \|_{H^{1/2}(\Gamma_R')}^2 \leq \| \xi \|_{H^1(\Omega)}.
\]
It is shown in [17] that
\[
\| \xi_j \|_{L^2(B_R \setminus B_{R'})} \leq \left( \frac{2}{R - R'} + n \right) \| \xi_j \|_{L^2(B_R \setminus B_{R'})} + \frac{1}{n} \| \xi_j \|_{L^2(B_R \setminus B_{R'})},
\]
which yields
\[
\sum_{n=N+1}^{\infty} \sum_{|m| \leq n} n^3 \left( \| p^n_{m}(R) \|^2 + \| p^n_{m}(R) \|^2 + \| p^n_{m}(R) \|^2 \right) \leq \| \xi \|^2_{H^1(\Omega)}.
\]
Plugging the above estimate into (4.27), we obtain
\[
\left| \int_{\Gamma_R} (\mathcal{T} - \mathcal{T}_N) \xi \cdot \mathcal{P} \, ds \right| \leq \frac{1}{N} \| \xi \|^2_{H^1(\Omega)},
\]
which completes the proof.

We are now in position to show the proof of Theorem 4.1.

Proof. It follows from (4.2) that
\[
\| \xi \|^2_{H^1(\Omega)} = \Re b(\xi, \xi) + \Re \int_{\Gamma_R} (\mathcal{T} - \mathcal{T}_N) \xi \cdot \mathcal{P} \, ds + 2\omega^2 \int_{\Omega} \xi \cdot \mathcal{P} \, dx + \Re \int_{\Gamma_R} \mathcal{T}_N \xi \cdot \mathcal{P} \, ds
\]
\[
\leq C_1 \left( \sum_{T \in \mathcal{M}_h} \eta_T^2 \right)^{1/2} + N \left( \frac{R'}{R} \right)^N \| u^{\text{inc}} \|_{H^1(\Omega)} + \| g - g^h \|_{H^{1/2}(\partial \Omega)} \| \xi \|_{H^1(\Omega)}
\]
\[
+ (C_2 + C(\delta)) \| \xi \|^2_{L^2(\Omega)} + \left( \frac{R}{R'} \right) \delta \| \xi \|^2_{H^1(\Omega)}.
\]
Choosing $\delta$ such that $\frac{R}{R_{\min}} < \frac{1}{2}$, we get
\[
\| \xi \|^2_{H^1(\Omega)} \leq 2C_1 \left( \sum_{T \in \mathcal{M}_h} \eta_T^2 \right)^{1/2} + N \left( \frac{R'}{R} \right)^N \| u^{\text{inc}} \|_{H^1(\Omega)} + \| g - g^h \|_{H^{1/2}(\partial \Omega)} \| \xi \|_{H^1(\Omega)}
\]
\[
+ 2 (C_2 + C(\delta)) \| \xi \|^2_{L^2(\Omega)}.
\]
Using Lemmas 4.2 4.4 and 4.8 yields
\[
\| \xi \|^2_{L^2(\Omega)} = b(\xi, p) + \int_{\Gamma_R} (\mathcal{T} - \mathcal{T}_N) \xi \cdot \mathcal{P} \, ds - \int_{\Gamma_R} (\mathcal{T} - \mathcal{T}_N) \xi \cdot \mathcal{P} \, ds
\]
\[
\leq \left( \sum_{T \in \mathcal{M}_h} \eta_T^2 \right)^{1/2} + N \left( \frac{R'}{R} \right)^N \| u^{\text{inc}} \|_{H^1(\Omega)} + \| g - g^h \|_{H^{1/2}(\partial \Omega)} \| \xi \|_{H^1(\Omega)} + \frac{1}{N} \| \xi \|^2_{H^1(\Omega)}.
\]
Table 1. The adaptive finite element DtN method.

1. Given the tolerance $\epsilon > 0, \theta \in (0, 1)$;
2. Fix the computational domain $\Omega = B_R \setminus \overline{\mathbb{D}}$ by choosing the radius $R$;
3. Choose $R'$ and $N$ such that $\epsilon_N \leq 10^{-8}$;
4. Construct an initial mesh $\mathcal{M}_h$ over $\Omega$ and compute error estimators;
5. While $\epsilon_h > \epsilon$ do
6. Refine the mesh $\mathcal{M}_h$ according to the strategy:
   - if $\eta_T > \theta \max_{T \in \mathcal{M}_h} \eta_T$, then refine the element $T \in \mathcal{M}_h$;
7. Solve the discrete problem (3.3) on the new mesh which is still denoted as $\mathcal{M}_h$;
8. Compute the corresponding error estimators;
9. End while.

Substituting the above estimate into (4.28) and taking sufficiently large $N$ such that
$$\frac{2(C_2 + C(\delta))}{N} \frac{1}{\min(\mu, \omega^2)} < 1,$$
we obtain
$$\| u - u_N^h \|_{H^1(\Omega)} \lesssim \left( \sum_{T \in \mathcal{M}_h} \eta^2_T \right)^{1/2} + \| g - g^h \|_{H^{1/2}(\partial \mathcal{D})} + N \left( \frac{R'}{R} \right)^N \| u^{\text{inc}} \|_{H^1(\Omega)},$$
which completes the proof. \qed

5. Implementation and numerical experiments

In this section, we discuss the algorithmic implementation of the adaptive finite element DtN method and present two numerical examples to demonstrate the effectiveness of the proposed method.

5.1. Adaptive algorithm. Based on the a posteriori error estimate in Theorem 4.1, we adopt the FreeFem [15] to implement the adaptive algorithm of the linear finite elements. By Theorem 4.1, the a posteriori error estimator consists of three parts: the first two parts are related to the finite element discretization error $\epsilon_h$ and the third one is the DtN truncation error $\epsilon_N$ which depends on the truncation number $N$. Explicitly,
$$\epsilon_h = \left( \sum_{T \in \mathcal{M}_h} \eta^2_T \right)^{1/2} + \| g - g^h \|_{H^{1/2}(\partial \mathcal{D})}, \quad \epsilon_N = N \left( \frac{R'}{R} \right)^N \| u^{\text{inc}} \|_{H^1(\Omega)}.$$

In the implementation, the parameters $R', R$, and $N$ are chosen such that the finite element discretization error is not polluted by the DtN truncation error, i.e., $\epsilon_N$ is required to be very small compared to $\epsilon_h$, for example, $\epsilon_N \leq 10^{-8}$. For simplicity, in the following numerical experiments, $R'$ is chosen such that the obstacle is exactly contained in the ball $B_{R'}$, and $N$ is taken to be the smallest positive integer such that $\epsilon_N \leq 10^{-8}$. Table 1 shows the algorithm of the adaptive finite element DtN method for solving the elastic obstacle scattering problem.

5.2. TBC matrix construction. Denote by $\{ \Psi_j \}_{j=1}^L$ the basis of the finite element space $V_h$. Then the finite element approximation of the solution is
$$u_N = \sum_{j=1}^L u_j \Psi_j.$$ (5.1)
Recall that the truncated DtN operator \( \mathcal{T}_N \) is
\[
\mathcal{T}_N \mathbf{u}_N = \sum_{n=0}^N \sum_{m=-n}^n \left\{ \left[ M_{11}^{(n,m)} u_{1n}^m(R) + M_{13}^{(n,m)} u_{3n}^m(R) \right] \mathbf{U}_n^m + M_{22}^{(n,m)} u_{2n}^m(R) \mathbf{V}_n^m \right. \\
+ \left[ M_{31}^{(n,m)} u_{1n}^m(R) + M_{33}^{(n,m)} u_{3n}^m(R) \right] \lambda_n^m e_p, \right\}
\tag{5.2}
\]
where
\[
(u_{1n}^m(R), u_{22n}^m(R), u_{3n}^m(R))^\top = \int_{\Gamma_R} \mathbf{u}_N \cdot (\mathbf{U}_n^m, \mathbf{V}_n^m, (\lambda^m e_p))^\top \, ds. \tag{5.3}
\]
Substituting (5.1) into (5.3) yields
\[
(u_{1n}^m(R), u_{2n}^m(R), u_{3n}^m(R))^\top = \sum_{j=1}^L u_j \int_{\Gamma_R} \Psi_j \cdot (\mathbf{U}_n^m, \mathbf{V}_n^m, (\lambda^m e_p))^\top \, ds. \tag{5.4}
\]
Define the components of the vectors \( \Phi_U^{(n,m)}, \Phi_V^{(n,m)} \), and \( \Phi_X^{(n,m)} \) as follows
\[
\Phi_{U,j}^{(n,m)} = \int_{\Gamma_R} \Psi_j \cdot \mathbf{U}_n^m \, ds, \quad \Phi_{V,j}^{(n,m)} = \int_{\Gamma_R} \Psi_j \cdot \mathbf{V}_n^m \, ds, \quad \Phi_{X,j}^{(n,m)} = \int_{\Gamma_R} \Psi_j \cdot (\lambda^m e_p) \, ds.
\]
Denote by \( B \) the TBC matrix. It follows from (5.2) and (5.4) that
\[
\sum_{j=1}^L B_{ij} u_j = \int_{\Gamma_R} \mathcal{T}_N \mathbf{u}_N \cdot \Psi_i \, ds \\
= \sum_{n=0}^N \sum_{m=-n}^n \left\{ \left[ M_{11}^{(n,m)} \sum_j u_j \Phi_{U,j}^{(n,m)} + M_{13}^{(n,m)} \sum_j u_j \Phi_{X,j}^{(n,m)} \right] \Phi_{U,i}^{(n,m)} \\
+ \left[ M_{31}^{(n,m)} \sum_j u_j \Phi_{U,j}^{(n,m)} + M_{33}^{(n,m)} \sum_j u_j \Phi_{X,j}^{(n,m)} \right] \Phi_{X,i}^{(n,m)} \\
+ M_{22}^{(n,m)} \sum_j u_j \Phi_{V,j}^{(n,m)} \Phi_{V,i}^{(n,m)} \right\},
\]
which indicates that the TBC matrix is a low rank matrix constructed by vector products. Specifically, we have
\[
B = \sum_{n=0}^N \sum_{m=-n}^n \left( M_{11}^{(n,m)} \Phi_{U}^{(n,m)} \Phi_{U}^{(n,m)*} + M_{13}^{(n,m)} \Phi_{U}^{(n,m)} \Phi_{X}^{(n,m)*} + M_{22}^{(n,m)} \Phi_{V}^{(n,m)} \Phi_{V}^{(n,m)*} \\
+ M_{31}^{(n,m)} \Phi_{X}^{(n,m)} \Phi_{U}^{(n,m)*} + M_{33}^{(n,m)} \Phi_{X}^{(n,m)} \Phi_{X}^{(n,m)*} \right). \tag{5.5}
\]
To simplify the notation, define matrices \( \mathbf{U} \) and \( \mathbf{V} \) as
\[
\mathbf{U} = \left( \Phi_U^{(n,m)}, \Phi_U^{(n,m)*}, \Phi_V^{(n,m)}, \Phi_V^{(n,m)*}, \Phi_X^{(n,m)}, \Phi_X^{(n,m)*} \right)_{(n,m)},
\]
\[
\mathbf{V} = \left( M_{11}^{(n,m)} \Phi_U^{(n,m)}, M_{13}^{(n,m)} \Phi_X^{(n,m)}, M_{22}^{(n,m)} \Phi_V^{(n,m)}, M_{31}^{(n,m)} \Phi_U^{(n,m)*}, M_{33}^{(n,m)} \Phi_X^{(n,m)*} \right)_{(n,m)}.
\]
Then we have from (5.5) that
\[
B = \mathbf{U} \mathbf{V}. \tag{5.6}
\]
Denote by \( \mathbf{A} \) the stiffness matrix corresponding to the variational problem with the Neumann condition \( \partial_D \mathbf{u} = 0 \) on \( \Gamma_R \) and the Dirichlet boundary condition on \( \partial D \), which has the sesquilinear
form
\[ \hat{b}(u, v) = \mu \int_{\Omega} \nabla u : \nabla v \, dx + (\lambda + \mu) \int_{\Omega} (\nabla \cdot u)(\nabla \cdot v) \, dx - \omega^2 \int_{\Omega} u \cdot v \, dx \]

Then the stiffness matrix \( W \) for the variational problem (3.3) takes the form
\[ W = A - B. \quad (5.7) \]

Since the DtN operator is nonlocal, it is clear to note from (5.6) that the nonzeros of \( B \) and \( A \) are \( O(h^{-4}) \) and \( O(h^{-3}) \), respectively. Figure 1 plots the sparsity patterns of matrices \( A \) and \( W \) with 1805 nodal points in the mesh. Hence, the bandwidth of matrix \( W \) is much larger than the bandwidth of matrix \( A \). For the above reason, we do not assemble matrix \( W \) and solve the resulting linear system directly.

The matrix \( A \) is sparse, real and symmetric. It can be handled effectively by many parallel direct solvers. Since \( B \) is a low rank matrix given in (5.6), the linear system \( Wz = b \) can be solved effectively via the generalized Woodbury matrix identity by using the following steps: (1) construct matrices \( U \) and \( V \); (2) solve \( Az_1 = b \) with a parallel direct solver; (3) perform matrix-vector product \( z_2 = Vz_1 \); (4) construct matrix \( C = A^{-1}U \) and \( H = I + VC \); (5) solve a dense but small size linear system \( Hz_3 = z_2 \); (6) perform matrix-vector product \( z_4 = Cz_3 \); (7) construct the solution of the system \( Wz = b \) by \( z = z_1 - z_4 \). The above approach has several advantages: (1) it is only needed to store matrices \( A, U \) and \( V \). The nonzeros of \( U, V \) are \( O(h^{-2}) \); (2) the bandwidth of matrix \( A \) is much smaller, so it is faster to solve \( Az_1 = b \). Once the linear solver is set up, the construction of matrix \( C = A^{-1}U \) is very fast.

5.3. Numerical examples. We present two examples to show the performance of the proposed method. In the first example, the obstacle is a ball so that the explicit solution is available. The incident wave is chosen as the third column of the Green Tensor. By comparing the numerical solution with the explicit solution, we are able to report the accuracy of the proposed algorithm. In the second example, we consider a more complex geometry: a rectangular U-shaped obstacle. The obstacle is assumed to be illuminated by a compressional plane wave. We pay particular attention on the mesh refinement around the corners of the obstacle, where the solution has singularity. In both examples, the a posteriori error is plotted against the number of unknowns in order to show the convergence rate.

Example 1. In this example, we intend to test the accuracy of the proposed algorithm. The obstacle is taken as a ball with radius 0.5. The transparent boundary condition is set on the sphere \( \Gamma_R \) with radius \( R = 1 \). Denote by \( G(x, y; \omega) \) the Green Tensor of the three-dimensional elastic wave equation. More explicitly, we have
\[ G(x, y; \omega) = \frac{1}{\mu} g(x, y; \kappa_s) I + \frac{1}{\omega^2} \nabla_x \nabla_x^\top (g(x, y; \kappa_s) - g(x, y; \kappa_p)), \]
where $I$ is the $3 \times 3$ identity matrix and

$$g(x, y; \kappa) = \frac{1}{4\pi} e^{i\kappa|x-y|}$$

is the fundamental solution of the three-dimensional Helmholtz equation. The incident wave is chosen as a multiple of the third column of Green tensor, i.e.,

$$u^{\text{inc}}(x; y) = 10G(x, y; \omega)(\cdot; 3),$$

where the source point $y = (0, 0, 0)^T$ is taken as the origin, the angular frequency $\omega = \pi$, and the Lamé parameters $\mu = 1, \lambda = 2$. Then it is easy to check that the scattered field is $u = -u^{\text{inc}}$.

Denote the a priori error by $e_h = \|u - u^h\|_{H^1(\Omega)}$. Figure 2 displays the curves of $\log e_h$ and $\log \epsilon_h$ against $\log \text{DoF}_h$ for the adaptive mesh refinements, where DoF stands for the degrees of freedom or the number of knowns for the mesh $\mathcal{M}_h$. The red circle line represents the a posteriori error estimate and the yellow star line stands for the a priori error estimate; the slope of the straight blue line is $-1/3$. It indicates that the meshes and the associated numerical complexity are quasi-optimal, i.e., $\|u - u^h\|_{H^1(\Omega)} = O(\text{DoF}^{-1/3})$ holds asymptotically.

**Example 2.** This example demonstrates the effectiveness of the proposed method to handle the problem where the solution has singularity. We consider a more complex geometry: a rectangular U-shaped obstacle, which is shown in the left of Figure 3. In this example, the parameters of the rectangular U-shaped geometry are $L = 1, D = 0.6, H = W = 0.2$. The obstacle is assumed to be illuminated by a compressional plane wave

$$u^{\text{inc}}(x; d) = d e^{i\kappa_p x \cdot d},$$

where $d = (0, -1, 0)^T$ is the incident direction, the angular frequency $\omega = \pi$, and the lamé parameters $\mu = 1, \lambda = 2$. Thus the compressional wavenumber $\kappa_p = \pi/2$. The transparent boundary condition is set on the sphere $\Gamma_R$ with radius $R = 1$. Figure 3 plots the curves of $\log e_h$ versus $\log \text{DoF}_h$ for the adaptive mesh refinements. The blue circle line represents for the a posteriori error estimate and the red line is a straight line with slope $-1/3$. Again, it indicates that the meshes and the associated numerical complexity are quasi-optimal. Figure 4 shows the initial mesh (1805 nodal points) and the refined mesh after 2 iterative steps with 13352 nodal points. It is clear to note that the mesh is refined mainly around the corners and the interior part of the U-shaped obstacle, where the solution has singularity, and keeps relatively coarse near the TBC surface, where the solution is smooth.

6. Conclusion

In this paper, we have presented an adaptive finite element DtN method for the elastic obstacle scattering problem in three dimensions. Based on the Helmholtz decomposition, a new duality
argument is developed to obtain the a posteriori error estimate. It not only takes into account of the finite element discretization error but also includes the truncation error of the DtN operator. We show that the truncation error decays exponentially with respect to the truncation parameter. The a posteriori error estimate for the solution of the discrete problem serves as a basis for the adaptive finite element approximation. Numerical results show that the proposed method is accurate and effective.

Appendix A. Basis functions

The spherical coordinates \((\rho, \theta, \varphi)\) are related to the Cartesian coordinates \(\mathbf{x} = (x_1, x_2, x_3)\) by

\[ x_1 = \rho \sin \theta \cos \varphi, \quad x_2 = \rho \sin \theta \sin \varphi, \quad x_3 = \rho \cos \theta, \]

with the local orthonormal basis \(\{\mathbf{e}_\rho, \mathbf{e}_\theta, \mathbf{e}_\varphi\}\):

\[
\begin{align*}
\mathbf{e}_\rho &= (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)^\top, \\
\mathbf{e}_\theta &= (\cos \theta \cos \varphi, \cos \theta \sin \varphi, -\sin \theta)^\top, \\
\mathbf{e}_\varphi &= (-\sin \varphi, \cos \varphi, 0)^\top,
\end{align*}
\]

where \(\theta \in [0, \pi]\) and \(\varphi \in [0, 2\pi]\) are the Euler angles.
Denote by \( \{Y_n^m(\theta, \varphi) : |m| \leq n, n = 0, 1, 2, \ldots \} \) the orthonormal sequence of spherical harmonics of order \( n \) on the unit sphere \( S^2 = \{\mathbf{x} \in \mathbb{R}^3 : |\mathbf{x}| = 1\} \). Explicitly, they are given by

\[
Y_n^m(\theta, \varphi) = \sqrt{\frac{(2n+1)(n-|m|)!}{4\pi(n+|m|)!}} P_n^{|m|}(\cos \theta) e^{im\varphi},
\]

where

\[
P_n^m(t) = (1-t^2)^{m/2} \frac{d^m}{dt^m} P_n(t), \quad 1 \leq t \leq 1, \quad 0 \leq m \leq n,
\]

are the associated Legendre functions and \( P_n \) is the Legendre polynomial of degree \( n \). Define a sequence of rescaled spherical harmonics of order \( n \):

\[
X_n^m(\theta, \varphi) = \frac{1}{R} Y_n^m(\theta, \varphi).
\]

It is clear to note that \( \{X_n^m(\theta, \varphi) : |m| \leq n, \quad n = 0, 1, 2, \ldots \} \) forms a complete orthonormal system in \( L^2(\Gamma_R) \).

For a smooth scalar function \( w \) defined on \( \Gamma_R \), let

\[
\nabla_{\Gamma} w = \frac{\partial w}{\partial \theta} \mathbf{e}_\theta + \frac{1}{\sin \theta} \frac{\partial w}{\partial \varphi} \mathbf{e}_\varphi
\]

be the tangential gradient on \( \Gamma_R \). It follows from [10, Theorem 6.25] that

\[
U_n^m(\theta, \varphi) = \frac{1}{\sqrt{n(n+1)}} \nabla_{\Gamma} X_n^m(\theta, \varphi), \quad V_n^m(\theta, \varphi) = \mathbf{e}_\rho \times U_n^m
\]

for \( m = -n, \ldots, n, n = 1, 2, \ldots \) form a complete orthonormal system in \( L^2(\Gamma_R) = \{\mathbf{w} \in L^2(\Gamma_R)^3 : \mathbf{w} \cdot \mathbf{e}_\rho = 0\} \). For the convenience of notation, define

\[
U_0^0 = 0, \quad V_0^0 = 0.
\]

**Appendix B. Some basic identities**

In this section, we list some basic identities in the spherical coordinates which are frequently used in the paper. The proofs are based on straightforward calculations.

Let \( f(\rho) \) be a smooth function. It can be verified that the gradient operator satisfies

\[
\nabla (f(\rho)X_n^m) = f'(\rho)X_n^m \mathbf{e}_\rho + f(\rho) \frac{\sqrt{n(n+1)}}{\rho} U_n^m,
\]

the curl operator satisfies

\[
\begin{align*}
\nabla \times (f(\rho)U_n^m) &= \frac{1}{\rho \sin \rho} \left( \rho f(\rho) \right) V_n^m, \\
\nabla \times (f(\rho)V_n^m) &= -\frac{1}{\rho \sin \rho} \left( \rho f(\rho) \right) U_n^m - \frac{\sqrt{n(n+1)}}{\rho} f(\rho) X_n^m \mathbf{e}_\rho, \\
\nabla \times (f(\rho)X_n^m \mathbf{e}_\rho) &= -\frac{\sqrt{n(n+1)}}{\rho} f(\rho) V_n^m,
\end{align*}
\]

the divergence operator satisfies

\[
\begin{align*}
\nabla \cdot (f(\rho)U_n^m) &= -f(\rho) \sqrt{(n+1)n} \frac{1}{\rho} X_n^m, \\
\nabla \cdot (f(\rho)V_n^m) &= 0, \\
\nabla \cdot (f(\rho)X_n^m \mathbf{e}_\rho) &= \frac{1}{\rho^2 \sin \rho} \left( \rho^2 f(\rho) \right) X_n^m,
\end{align*}
\]
the Laplacian operator satisfies
\[
\Delta f(\rho) = \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \frac{1}{\rho^2} \frac{\partial}{\partial \rho} \left( \rho^2 \frac{\partial}{\partial \rho} f_n^m(\rho) \right) X_n^m + \frac{1}{\rho^2} f_n^m(\rho) \Delta_r X_n^m \\
= \sum_{n \in \mathbb{N}} \sum_{|m| \leq n} \left[ \frac{2}{\rho} f_n^m(\rho) + f_n^{m'}(\rho) - \frac{n(n+1)}{\rho^2} f_n^m(\rho) \right] X_n^m, \tag{B.4}
\]
and the double curl operator satisfies
\[
\begin{cases}
\nabla \times (\nabla \times (f(\rho) U_n^m)) = -\frac{1}{\rho} \frac{\partial^2}{\partial \rho^2} (\rho f(\rho)) U_n^m - \frac{\sqrt{n(n+1)}}{\rho^2} \frac{\partial}{\partial \rho} (\rho f(\rho)) X_n^m e_\rho, \\
\nabla \times (\nabla \times (f(\rho) V_n^m)) = \left[ -\frac{1}{\rho} \frac{\partial^2}{\partial \rho^2} (\rho f(\rho)) + \frac{n(n+1)}{\rho^2} f(\rho) \right] V_n^m, \\
\nabla \times (\nabla \times (f(\rho) X_n^m e_\rho)) = \frac{\sqrt{n(n+1)}}{\rho} \frac{\partial}{\partial \rho} f(\rho) U_n^m + \frac{n(n+1)}{\rho^2} f(\rho) X_n^m e_\rho,
\end{cases} \tag{B.5}
\]
where \(\Delta_r\) is the Laplace–Beltrami operator on \(\Gamma\) and is defined by
\[
\Delta_r = \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \frac{\sin \theta}{\rho} \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \varphi^2}.
\]

**APPENDIX C. FUNCTION SPACES**

Denote by \(L^2(\Omega)\) the square integrable functions on \(\Omega\). Let \(L^2(\Omega) = L^2(\Omega)^3\) be equipped with the inner product and norm given as follows:
\[
(u, v) = \int_\Omega u \cdot \overline{v} \, dx, \quad \|u\|_{L^2(\Omega)} = (u, u)^{1/2}.
\]
Let \(H^1(\Omega)\) the standard Sobolev space with the norm given by
\[
\|u\|_{H^1(\Omega)} = \left( \int_\Omega |u(x)|^2 + |\nabla u(x)|^2 \, dx \right)^{1/2}.
\]
Define \(H^1_{cD}(\Omega) = H^1_{cD}(\Omega)^3\), where \(H^1_{cD}(\Omega) := \{u \in H^1(\Omega) : u = 0\ \text{on} \ \partial D\}\).

Denote by \(H^s(\Gamma_R)\) the standard trace functional space which is equipped with the norm
\[
\|u\|_{H^s(\Gamma_R)} = \left( \sum_{\nu = 0}^{\infty} \sum_{m = -\nu}^{\nu} (1 + n(n+1))^s |u_n^m|^2 \right)^{1/2}, \quad u(\Gamma_R, \theta, \varphi) = \sum_{\nu = 0}^{\infty} \sum_{m = -\nu}^{\nu} u_n^m X_n^m(\theta, \varphi).
\]
Let \(H^s(\Gamma_R) = H^s(\Gamma_R)^3\) which is equipped with the norm
\[
\|u\|_{H^s(\Gamma_R)} = \left( \sum_{\nu = 0}^{\infty} \sum_{m = -\nu}^{\nu} (1 + n(n+1))^s |u_n^m|^2 \right)^{1/2},
\]
where \(u_n^m = (u_{1n}^m, u_{2n}^m, u_{3n}^m)\) and
\[
u(\Gamma_R, \theta, \varphi) = \sum_{\nu = 0}^{\infty} \sum_{m = -\nu}^{\nu} u_{1n}^m U_n^m(\theta, \varphi) + u_{2n}^m V_n^m(\theta, \varphi) + u_{3n}^m X_n^m(\theta, \varphi)e_\rho.
\]
It can be verified that \(H^{-s}(\Gamma_R)\) is the dual space of \(H^s(\Gamma_R)\) with respect to the inner product
\[
\langle u, v \rangle_{\Gamma_R} = \int_{\Gamma_R} u \cdot \overline{v} \, ds = \sum_{\nu = 0}^{\infty} \sum_{m = -\nu}^{\nu} u_{1n}^m \overline{v}_{1n}^m + u_{2n}^m \overline{v}_{2n}^m + u_{3n}^m \overline{v}_{3n}^m,
\]
where
\[ \mathbf{v}(R, \theta, \varphi) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} v_{1n}^{m}(\theta, \varphi) \mathbf{U}_{n}^{m}(\theta, \varphi) + v_{2n}^{m}(\theta, \varphi) \mathbf{V}_{n}^{m}(\theta, \varphi) + v_{3n}^{m}(\theta, \varphi) \mathbf{e}_{\rho}. \]

### Appendix D. The DtN operator

The DtN operator \( \mathcal{T} \) defined in (2.3) was introduced in [22]. For the self-contained purpose, we summarize the results here.

Let \( \mathbf{u} \) admit the Fourier expansion
\[ \mathbf{u}(\rho, \theta, \varphi) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} u_{1n}^{m}(\rho) \mathbf{U}_{n}^{m}(\theta, \varphi) + u_{2n}^{m}(\rho) \mathbf{V}_{n}^{m}(\theta, \varphi) + u_{3n}^{m}(\rho) \mathbf{X}_{n}^{m}(\theta, \varphi) \mathbf{e}_{\rho}. \]

Consider the Helmholtz decomposition
\[ \mathbf{u} = \nabla \phi + \nabla \times \mathbf{\psi}, \quad \nabla \cdot \mathbf{\psi} = 0, \]
where the potential functions \( \phi \) and \( \mathbf{\psi} \) have the Fourier expansions
\[ \phi(\rho, \theta, \varphi) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{h_{n}^{(1)}(\kappa_{p}\rho)}{h_{n}^{(1)}(\kappa_{p}R)} \phi_{n}^{m}(R) \mathbf{X}_{n}^{m}(\theta, \varphi), \tag{D.1} \]
\[ \mathbf{\psi}(\rho, \theta, \varphi) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{1}{\sqrt{n(n+1)}} R h_{n}^{(1)}(\kappa_{p}\rho) + \kappa_{s}\rho h_{n}^{(1)'}(\kappa_{s}\rho) \psi_{3n}^{m}(R) \mathbf{U}_{n}^{m}(\theta, \varphi) \]
\[ - \frac{h_{n}^{(1)}(\kappa_{p}\rho)}{h_{n}^{(1)}(\kappa_{p}R)} \psi_{2n}^{m}(R) \mathbf{V}_{n}^{m}(\theta, \varphi) + \left( \frac{R h_{n}^{(1)}(\kappa_{s}\rho)}{\rho h_{n}^{(1)}(\kappa_{s}R)} \right) \psi_{3n}^{m}(R) \mathbf{X}_{n}^{m}(\theta, \varphi) \mathbf{e}_{\rho}. \tag{D.2} \]

Here \( h_{n}^{(1)} \) is the spherical Hankel function of the first kind with order \( n \).

Substituting (D.1) and (D.2) into the Helmholtz decomposition yields
\[ \begin{bmatrix} u_{1n}^{m}(R) \\ u_{2n}^{m}(R) \\ u_{3n}^{m}(R) \end{bmatrix} = \frac{1}{R} \begin{bmatrix} \sqrt{n(n+1)} & -1 - z_{n}^{(1)}(\kappa_{s}R) & 0 \\ 0 & 0 & -\frac{\kappa_{s}^{2}R^{2}}{\sqrt{n(n+1)}} \\ z_{n}^{(1)}(\kappa_{p}R) & -\sqrt{n(n+1)} & 0 \end{bmatrix} \begin{bmatrix} \phi_{n}^{m}(R) \\ \psi_{2n}^{m}(R) \\ \psi_{3n}^{m}(R) \end{bmatrix}, \tag{D.3} \]

where \( z_{n}^{(1)}(t) = \text{th}_{n}^{(1)'}(t)/h_{n}^{(1)}(t) \). It follows from a simple calculation that the inverse of \( K_{n}(R) \) is
\[ K_{n}^{-1}(R) = \frac{R}{A_{n}(R)} \begin{bmatrix} -\sqrt{n(n+1)} & 0 & 1 + z_{n}^{(1)}(\kappa_{s}R) \\ -z_{n}^{(1)}(\kappa_{p}R) & 0 & \sqrt{n(n+1)} \\ 0 & -\sqrt{n(n+1)} A_{n}(R)/\kappa_{s}^{2}R^{2} & 0 \end{bmatrix}, \tag{D.4} \]

where
\[ A_{n}(R) = z_{n}^{(1)}(\kappa_{p}R) \left( 1 + z_{n}^{(1)}(\kappa_{s}R) \right) - n(n+1). \tag{D.5} \]

It is shown in [22] that
\[ \Im A_{n}(R) = \Re z_{n}^{(1)}(\kappa_{p}R) \Im z_{n}^{(1)}(\kappa_{s}R) + \left( 1 + \Re z_{n}^{(1)}(\kappa_{s}R) \right) \Im z_{n}^{(1)}(\kappa_{p}R) < 0, \]
which guarantees the existence of the inverse for \( K_{n}(R) \).

By the Helmholtz decomposition and (D.1)–(D.2), the boundary operator \( \mathcal{T} \) can be expressed in terms of the potential functions \( \phi \) and \( \mathbf{\psi} \) on \( \Gamma_{R} \); it can be further written in terms of \( \mathbf{u} \) on \( \Gamma_{R} \) by
which deduce the DtN operator $\mathcal{J}$. Explicitly, it is shown in [22] that the entries of the matrix $M_n(R)$ defined in (2.3) are

\[
M_{n,11}(R) = -\frac{\mu}{R} \left( 1 + \frac{z_n^{(1)}(\kappa_n R)}{\Lambda_n(R)} \kappa_n^2 R^2 \right), \quad M_{n,13}(R) = \sqrt{n(n+1)} \frac{\mu}{R} \left( 1 + \frac{\kappa_n^2 R^2}{\Lambda_n(R)} \right),
\]

\[
M_{n,22}(R) = \frac{\mu}{R} z_n^{(1)}(\kappa_n R), \quad M_{n,31}(R) = \sqrt{n(n+1)} \frac{\mu}{R} \left( 1 + \frac{\omega^2 R^2}{\mu \Lambda_n(R)} \right), \quad M_{n,32}(R) = 0,
\]

\[
M_{n,33}(R) = -\frac{\mu}{R} \left[ 2 + \frac{\omega^2 R^2}{\mu \Lambda_n(R)} \left( 1 + z_n^{(1)}(\kappa_n R) \right) \right], \quad M_{n,12}(R) = M_{n,21}(R) = M_{n,23}(R) = 0.
\]

Let $\hat{M}_n = -\frac{1}{2} (M_n + M_n^*)$, where $M_n^*$ is the adjoint of $M_n$. It is also shown in [22] that for a fixed $R > 0$ and a sufficiently large $n$, $\hat{M}_n$ is positive definite and its entries satisfy the estimate

\[
|M_{n,ij}(R)| \leq n, \quad i, j = 1, 2, 3. \tag{D.6}
\]

Introduce the DtN operators $\mathcal{J}_1$ and $\mathcal{J}_2$ for the potentials $\phi$ and $\psi$ on $\Gamma_R$, respectively. In [3], it is shown that

\[
\partial_\rho \phi = \mathcal{J}_1 \phi, \quad \mathcal{J}_1 \phi = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} z_n^{(1)}(\kappa_n R) \phi_n^m(R) X_n^m(\theta, \varphi). \tag{D.7}
\]

In [4], it is shown that

\[
(\nabla \times \psi) \times e_\rho = -i \kappa_n \mathcal{J}_2 \psi_{\Gamma_R}, \quad \psi_{\Gamma_R} = -e_\rho \times (e_\rho \times \psi),
\]

where

\[
\mathcal{J}_2 \psi = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{i \kappa_n R}{1 + z_n^{(1)}(\kappa_n R)} \psi_n^m(R) U_n^m(\theta, \varphi) + \frac{1 + z_n^{(1)}(\kappa_n R)}{i \kappa_n R} \psi_n^m(\theta, \varphi). \tag{D.8}
\]

Appendix E. Bessel functions

This section is concerned with some properties of the Bessel functions, which are needed in the proof of Theorem 4.1.

The proof of Lemma E.1 may be found in [28].

**Lemma E.1.** Let $\nu = n - 1/2$, where $n$ is an arbitrary integer. For $0 < z < \nu$, it holds that

\[
Y_\nu(z) = -\left( \frac{2}{\pi} \right)^{1/2} \frac{1}{(\nu^2 - z^2)^{1/4}} e^{\eta(z, \nu)} \left[ 1 + r(z, \nu) \right],
\]

where

\[
\eta(z, \nu) = \nu \log \left( \frac{\nu}{z} + \left[ \left( \frac{\nu}{z} \right)^2 - 1 \right]^{1/2} \right) - (\nu^2 - z^2)^{1/2}
\]

and

\[
|r(z, \nu)| \leq e^{g_2 \tilde{g}_2}, \quad g_2 = \frac{\nu - z}{\nu^{1/3}}, \quad \tilde{g}_2 = \frac{2}{3 \tilde{g}_2^{3/2}}.
\]

As a consequence, the results in Lemma E.1 can be used to estimate $Y_{\nu-1}(z)/Y_\nu$.

**Lemma E.2.** For a fixed $z \in \mathbb{R}^+$ and sufficiently large $\nu$, it holds that

\[
\frac{z}{2\nu} - \frac{1}{6} \frac{z}{\nu^2} + O \left( \frac{1}{\nu^3} \right) \leq \frac{Y_{\nu-1}(z)}{Y_\nu(z)} \leq \frac{z}{2\nu} + \frac{7}{6} \frac{z}{\nu^2} + O \left( \frac{1}{\nu^3} \right).
\]
Proof. It follows from Lemma [E.1] that

\[ \frac{Y_{\nu-1}(z)}{Y_{\nu}(z)} = \frac{(\nu^2 - z^2)^{1/4}}{[(\nu - 1)^2 - z^2]^{1/4}} \frac{1 + R(z, \nu - 1)}{1 + R(z, \nu)} e^{\eta(z, \nu - 1) - \eta(z, \nu)} := I_1 I_2 I_3. \]  

(E.1)

A direct calculation shows that

\[ I_1 = \frac{(\nu^2 - z^2)^{1/4}}{[(\nu - 1)^2 - z^2]^{1/4}} = 1 + \frac{1}{2\nu} + O\left(\frac{1}{\nu^2}\right) \]  

(E.2)

and

\[ \tilde{g}_2(z, \nu) = \frac{2}{3} \left(\frac{\nu^{1/3}}{\nu - z}\right)^{3/2} = \frac{2}{3\nu} + O\left(\frac{1}{\nu^2}\right), \]

\[ e^{\tilde{g}_2(z, \nu)} \tilde{g}_2(z, \nu) = \frac{2}{3\nu} + O\left(\frac{1}{\nu^2}\right), \]

\[ e^{\tilde{g}_2(z, \nu - 1)} \tilde{g}_2(z, \nu - 1) = \frac{2}{3\nu} + O\left(\frac{1}{\nu^3}\right). \]

Substituting the above estimates into \( I_2 \), we have

\[ I_2 = \frac{1 + R(z, \nu - 1)}{1 + R(z, \nu)} \leq \frac{1 + \tilde{g}_2(z, \nu - 1) e^{\tilde{g}_2(z, \nu - 1)}}{1 + \tilde{g}_2(z, \nu) e^{\tilde{g}_2(z, \nu)}} = 1 + \frac{4}{3\nu} + O\left(\frac{1}{\nu^2}\right), \]

\[ I_2 = \frac{1 + R(z, \nu - 1)}{1 + R(z, \nu)} \geq \frac{1 - \tilde{g}_2(z, \nu - 1) e^{\tilde{g}_2(z, \nu - 1)}}{1 - \tilde{g}_2(z, \nu) e^{\tilde{g}_2(z, \nu)}} = 1 - \frac{4}{3\nu} + O\left(\frac{1}{\nu^2}\right), \]

which give that

\[ 1 - \frac{4}{3\nu} + O\left(\frac{1}{\nu^2}\right) \leq I_2 \leq 1 + \frac{4}{3\nu} + O\left(\frac{1}{\nu^2}\right). \]  

(E.3)

It follows from a simple calculation that

\[ \eta(z, \nu - 1) - \eta(z, \nu) = (\nu - 1) \log \left(\frac{\nu - 1}{z} + \left[\left(\frac{\nu - 1}{z}\right)^2 - 1\right]^{1/2}\right) \]

\[ - \nu \log \left(\frac{\nu}{z} + \left[\left(\frac{\nu}{z}\right)^2 - 1\right]^{1/2}\right) + (\nu^2 - z^2)^{1/2} - ((\nu - 1)^2 - z^2)^{1/2} \]

:= \( A + B \)

It is easy to check that

\[ B = (\nu^2 - z^2)^{1/2} - ((\nu - 1)^2 - z^2)^{1/2} = 1 + \frac{z^2}{2\nu^2} + O\left(\frac{1}{\nu^3}\right) \]  

(E.4)

and

\[ \log \left(\frac{\nu}{z} + \left[\left(\frac{\nu}{z}\right)^2 - 1\right]^{1/2}\right) = \log \left(\frac{2\nu}{z}\right) - \frac{1}{4} \left(\frac{z}{\nu}\right)^2 + O\left(\frac{1}{\nu^3}\right), \]

\[ \log \left(\frac{\nu - 1}{z} + \left[\left(\frac{\nu - 1}{z}\right)^2 - 1\right]^{1/2}\right) = \log \left(\frac{2\nu}{z}\right) - \frac{1}{\nu} - \left(\frac{1}{2} + \frac{z^2}{4}\right) \frac{1}{\nu^2} + O\left(\frac{1}{\nu^3}\right), \]
which lead to
\[ A = (\nu - 1) \log \left( \frac{\nu - 1}{\nu} \right) - \nu \left( \frac{\nu - 1}{\nu} \right) - \nu \log \left( \frac{\nu - 1}{\nu} \right) \]
\[ = - \log \left( \frac{2\nu}{\nu} \right) - 1 + \frac{1}{2\nu} + O \left( \frac{1}{\nu^2} \right). \tag{E.5} \]

Combining (E.5) and (E.4), we obtain
\[ I_3 = \exp(\eta(z, \nu - 1) - \eta(z, \nu)) = \exp(A + B) = \frac{z}{2\nu} + \frac{z}{4\nu^2} + O \left( \frac{1}{\nu^3} \right). \tag{E.6} \]

Substituting (E.2) and (E.6) into (E.1) gives
\[ \frac{Y_{\nu-1}(z)}{Y_\nu(z)} = I_1 I_2 I_3 = \left[ \frac{z}{2\nu} + \frac{z}{2\nu^2} + O \left( \frac{1}{\nu^3} \right) \right] I_2. \]

We have from (E.3) that
\[ \frac{Y_{\nu-1}(z)}{Y_\nu(z)} \leq \left[ \frac{z}{2\nu} + \frac{z}{6\nu^2} + O \left( \frac{1}{\nu^3} \right) \right] \left[ 1 + \frac{4}{3\nu} + O \left( \frac{1}{\nu^2} \right) \right] \]
\[ = \frac{z}{2\nu} + \frac{7z}{6\nu^2} + O \left( \frac{1}{\nu^3} \right), \]
and
\[ \frac{Y_{\nu-1}(z)}{Y_\nu(z)} \geq \left[ \frac{z}{2\nu} + \frac{z}{6\nu^2} + O \left( \frac{1}{\nu^3} \right) \right] \left[ 1 - \frac{4}{3\nu} + O \left( \frac{1}{\nu^2} \right) \right] \]
\[ = \frac{z}{2\nu} - \frac{z}{6\nu^2} + O \left( \frac{1}{\nu^3} \right), \]
which completes the proof. \(\square\)

**Lemma E.3.** Let \( G_\nu(z) = \frac{zY'_\nu(z)}{Y_\nu(z)} \). The following estimate holds for sufficiently large \( \nu \):
\[ -\nu + \frac{z^2}{2\nu} - \frac{z^2}{6\nu^2} + O \left( \frac{1}{\nu^3} \right) \leq G_\nu(z) \leq -\nu + \frac{z^2}{2\nu} + \frac{7z^2}{6\nu^2} + O \left( \frac{1}{\nu^3} \right) < 0. \]

**Proof.** Recall the following recurrence relation for the Bessel function (cf. [32]):
\[ Y'_\nu(z) = Y_{\nu-1}(z) - \frac{\nu}{z} Y_\nu(z), \]
which gives
\[ G_\nu(z) = \frac{zY'_\nu(z)}{Y_\nu(z)} = z \left[ \frac{Y_{\nu-1}(z)}{Y_\nu(z)} - \frac{\nu}{z} \right]. \]

By Theorem E.2 we obtain for sufficiently large \( \nu \) that
\[ G_\nu(z) \leq z \left[ \frac{z}{2\nu} + \frac{7z}{6\nu^2} + O \left( \frac{1}{\nu^3} \right) - \frac{\nu}{z} \right] = -\nu + \frac{z^2}{2\nu} + \frac{7z^2}{6\nu^2} + O \left( \frac{1}{\nu^3} \right), \]
and
\[ G_\nu(z) \geq z \left[ \frac{z}{2\nu} - \frac{z}{6\nu^2} + O \left( \frac{1}{\nu^3} \right) - \frac{\nu}{z} \right] = -\nu + \frac{z^2}{2\nu} - \frac{z^2}{6\nu^2} + O \left( \frac{1}{\nu^3} \right), \]
which completes the proof. \(\square\)

**Lemma E.4.** Assume \( R' < R \) and \( \kappa_p < \kappa_s \). Then for sufficiently large positive \( \nu \), it holds that
\[ \left| \frac{Y_\nu(\kappa_p R)}{Y_\nu(\kappa_p R')} - \frac{Y_\nu(\kappa_s R)}{Y_\nu(\kappa_s R')} \right| \leq \frac{7}{3} \frac{\kappa_s (\kappa_s - \kappa_p)}{\nu \kappa_p R (R - R') (R')} \nu. \]
Proof. Let \( F\nu(z) = Y\nu(zR)/Y\nu(zR') \). By the mean value theorem, we have
\[
F\nu(\kappa_p) - F\nu(\kappa_s) = F\nu'(\xi)(\kappa_p - \kappa_s)
\]
\[
= \frac{RY\nu'(\xi R)Y\nu(\xi R') - R'Y\nu(\xi R)Y\nu'(\xi R')}{Y\nu(\xi R')^2}(\kappa_p - \kappa_s)
\]
\[
= \left[ G\nu(\xi R) - G\nu(\xi R') \right] \frac{Y\nu(\xi R)}{Y\nu(\xi R')} \frac{\kappa_p - \kappa_s}{\xi}
\]
\[
= G\nu'(\eta)(R - R')(\kappa_p - \kappa_s) \frac{Y\nu(\xi R)}{Y\nu(\xi R')},
\]
where \( \eta \) satisfies \( \kappa_p R' < \eta < \kappa_s R \). A simple calculation yields
\[
G\nu'(z) = \left( \frac{zY\nu'(z)}{Y\nu(z)} \right)' = \frac{1}{z} \frac{zY\nu'(z)Y\nu(z) + z^2Y\nu''(z)Y\nu(z) - z^2Y\nu'(z)^2}{Y\nu(z)^2}.
\]
Using the identity
\[
z^2Y\nu''(z) = -zY\nu'(z) - (z^2 - \nu^2)Y\nu(z),
\]
we obtain
\[
G\nu'(z) = \frac{1}{z} \frac{zY\nu'(z)Y\nu(z) + \left[ -zY\nu'(z) - (z^2 - \nu^2)Y\nu(z) \right] Y\nu(z) - z^2Y\nu'(z)^2}{Y\nu(z)^2}
\]
\[
= -\frac{z^2 - \nu^2}{z} - \frac{1}{z} G\nu^2(z).
\]
It is shown in Lemma \[E.3\] that \( G\nu(z) \) is always negative for sufficiently large \( \nu \). Hence we have
\[
G\nu^2(z) \leq \left[ -\nu + \frac{z^2}{2\nu} - \frac{1}{6} \frac{z^2}{\nu^2} + O\left( \frac{1}{\nu^3} \right) \right]^2 = \nu^2 - z^2 + \frac{1}{3} \frac{z^2}{\nu} + O\left( \frac{1}{\nu^2} \right)
\]
and
\[
G\nu^2(z) \geq \left[ -\nu + \frac{z^2}{2\nu} + \frac{7}{6} \frac{z^2}{\nu^2} + O\left( \frac{1}{\nu^3} \right) \right]^2 = \nu^2 - z^2 - \frac{7}{3} \frac{z^2}{\nu} + O\left( \frac{1}{\nu^2} \right).
\]
Substituting the above estimates into \[E.8\] leads to
\[
G\nu'(z) \leq -z + \frac{\nu^2}{z} - \frac{1}{z} \left[ \nu^2 - z^2 - \frac{7}{3} \frac{z^2}{\nu} + O\left( \frac{1}{\nu^2} \right) \right] = \frac{7}{3} \frac{z}{\nu} + O\left( \frac{1}{\nu^2} \right)
\]
and
\[
G\nu'(z) \geq -z + \frac{\nu^2}{z} - \frac{1}{z} \left[ \nu^2 - z^2 + \frac{1}{3} \frac{z^2}{\nu} + O\left( \frac{1}{\nu^2} \right) \right] = -\frac{1}{3} \frac{z}{\nu} + O\left( \frac{1}{\nu^2} \right).
\]
Combining the above estimates, we get from \[E.7\] that
\[
G\nu'(\eta)(R - R')(\kappa_p - \kappa_s) \leq -\frac{1}{3} \frac{\eta}{\nu} (R - R')(\kappa_p - \kappa_s) \leq \frac{1}{3} \frac{\kappa_s R}{\nu} (R - R')(\kappa_s - \kappa_p)
\]
and
\[
G\nu'(\eta)(R - R')(\kappa_p - \kappa_s) \geq \frac{7}{3} \frac{\eta}{\nu} (R - R')(\kappa_p - \kappa_s) \geq \frac{7}{3} \frac{\kappa_s R}{\nu} (R - R')(\kappa_s - \kappa_p),
\]
which shows
\[
|G\nu'(\eta)(R - R')(\kappa_p - \kappa_s)| \leq \frac{7}{3} \frac{\kappa_s R}{\nu} (R - R')(\kappa_s - \kappa_p).
\]
The proof is completed by noting that
\[
\frac{Y\nu(zR)}{Y\nu(zR')} \sim \left( \frac{R'}{R} \right)^{\nu}.
\]
Lemma E.5. Let $0 < \kappa_p < \kappa_s$ and $0 < \hat{R} < R$. For sufficiently large $n$, the following estimate holds for $j = 1, 2$:

$$\left\| \frac{h_n^{(j)}(\kappa_p R)}{h_n^{(j)}(\kappa_p R')} - \frac{h_n^{(j)}(\kappa_s R)}{h_n^{(j)}(\kappa_s R')} \right\| \leq \frac{14}{3} \frac{\kappa_s (\kappa_s - \kappa_p)}{n} R \left(R - R'\right) \left(R' / \hat{R}\right)^{n+1},$$

where $h_n^{(1)}$ and $h_n^{(2)}$ are the spherical Hankel functions of the first and second kind with order $n$, respectively.

Proof. Since the spherical Hankel functions of the first and second kind are complex conjugate to each other, it is only needed to prove the result for the first kind of spherical Hankel functions.

Recalling the relationship between the spherical Bessel functions and the Bessel functions

$$h_n^{(j)}(z) = \sqrt{\frac{\pi}{2z}} H_n^{(j)}(z), \quad y_n(z) = \sqrt{\frac{\pi}{2z}} Y_{n+\frac{1}{2}}, \quad j_n(z) = \sqrt{\frac{\pi}{2z}} \ J_{n+\frac{1}{2}},$$

we have from [32] that

$$j_n(z) \sim \frac{1}{z} \sqrt{\frac{1}{2e} \left(\frac{ez}{2n+1}\right)^{n+1}}, \quad y_n(z) \sim -\frac{1}{z} \sqrt{\frac{2}{e} \left(\frac{ez}{2n+1}\right)^{-n}}.$$

Let $S_n(z) = \frac{j_n(z)}{y_n(z)}$. Then it is easy to check that

$$S_n(z) \sim -\frac{1}{2} \left(\frac{ez}{2n+1}\right)^{2n+1}.$$

It is shown in [23] that

$$\left\| \frac{h_n^{(1)}(\kappa_p R) - h_n^{(1)}(\kappa_s R)}{h_n^{(1)}(\kappa_p R') - h_n^{(1)}(\kappa_s R')} \right\| \leq \frac{y_n(\kappa_p R) - y_n(\kappa_s R)}{y_n(\kappa_p R') - y_n(\kappa_s R')} + \frac{y_n(\kappa_p R)}{y_n(\kappa_p R')} \frac{S_n(\kappa_p R')}{1 - i S_n(\kappa_p R')} + \frac{y_n(\kappa_s R)}{y_n(\kappa_s R')} \frac{S_n(\kappa_s R')}{1 - i S_n(\kappa_s R')}.$$

A simple computation yields that

$$\left| \frac{S_n(z R)}{1 - i S_n(z R')} \right| \leq \left(\frac{ez R}{2n+1}\right)^{2n+1}, \quad \left| \frac{S_n(z R')}{1 - i S_n(z R')} \right| \leq \left(\frac{ez R'}{2n+1}\right)^{2n+1}.$$

Combining the above estimates, we have for $R > \hat{R}$ and $\kappa_s > \kappa_p$ that

$$\left\| \frac{y_n(\kappa_p R)}{y_n(\kappa_s R')} \frac{S_n(\kappa_p R')}{1 - i S_n(\kappa_p R')} \right\| \leq 2 \left(\frac{e \kappa_s R}{2n+1}\right)^{2n+1} \left(\frac{y_n(\kappa_p R)}{y_n(\kappa_p R')} \sqrt{\frac{R}{R'}} \right)^n.$$

By Lemma [E.3] we have

$$\left\| \frac{y_n(\kappa_p R)}{y_n(\kappa_s R')} \right\| \leq \frac{7}{3} \frac{\kappa_s (\kappa_s - \kappa_p)}{n+1} R \left(R - R'\right) \left(R' / R\right)^{n+1}.$$
Therefore,
\[
\left| \frac{h_n^{(1)}(\kappa_p R)}{h_n^{(1)}(\kappa_p R')} - \frac{h_n^{(1)}(\kappa_s R)}{h_n^{(1)}(\kappa_s R')} \right| \leq \frac{7}{3} \frac{\kappa_s (\kappa_s - \kappa_p)}{n + 1} R(R - R') \left( \frac{R'}{R} \right)^{n+1} + 2 \left( \frac{e \kappa_s R}{2n + 1} \right)^{2n+1} \left( \left| \frac{y_n(\kappa_p R)}{y_n(\kappa_p R')} \right| + \left| \frac{y_n(\kappa_s R)}{y_n(\kappa_s R')} \right| \right)
\leq \frac{14}{3} \frac{\kappa_s (\kappa_s - \kappa_p)}{n} R(R - R') \left( \frac{R'}{R} \right)^{n+1},
\]
which completes the proof.
\[
\square
\]

**Lemma E.6.** Given \( \kappa_p, \kappa_s, \) and \( R, \) it holds for sufficiently large \( n \) that
\[
\Lambda_n(R) = - \left( \kappa_p^2 + \kappa_s^2 \right) \frac{R^2}{2} + O \left( \frac{1}{n} \right).
\]

**Proof.** It is clear to note for sufficiently large \( n \) that
\[
z_n^{(1)}(t) = \frac{t h_n^{(1)'}(t)}{h_n^{(1)}(t)} \sim \frac{t y_n^{(1)'}(t)}{y_n^{(1)}(t)}.
\]
We have from the recursive equation of the spherical Bessel functions that
\[
\frac{t y_n^{(1)'}(t)}{y_n^{(1)}(t)} = t \left[ \frac{y_{n-1}(t)}{y_n(t)} - \frac{n + 1}{t} \right] = t \left[ \frac{Y_\nu(t)}{Y_{\nu+1}(t)} - \frac{\nu + 1}{t} \right] - \frac{1}{2} = G_{\nu+1}(t) - \frac{1}{2}.
\]
By Lemma E.3, we get
\[
z_n^{(1)}(t) = G_{\nu+1}(t) - \frac{1}{2} \leq -n - 1 + \frac{t^2}{2n} + \frac{11}{12} \frac{t^2}{n^2} + O \left( \frac{1}{n^3} \right),
\]
\[
z_n^{(1)}(t) = G_{\nu+1}(t) - \frac{1}{2} \geq -n - 1 + \frac{t^2}{2n} - \frac{5}{12} \frac{t^2}{n^2} + O \left( \frac{1}{n^3} \right),
\]
which give
\[
-n - 1 + \frac{t^2}{2n} - \frac{5}{12} \frac{t^2}{n^2} + O \left( \frac{1}{n^3} \right) \leq z_n^{(1)}(t) \leq -n - 1 + \frac{t^2}{2n} + \frac{11}{12} \frac{t^2}{n^2} + O \left( \frac{1}{n^3} \right).
\]

The proof is completed by substituting (E.10) into (D.5).
\[
\square
\]

**Appendix F.** **The dual problems**

The dual problems in (4.13) for the Helmholtz equation and the Maxwell equation are considered in [3] and [4], respectively. For the self-contained purpose, we summarize the related results here.

**Lemma F.1.** Let \( \hat{\zeta} = \frac{1}{\alpha + 2\mu} \zeta. \) The boundary value problem
\[
\begin{cases}
\Delta g + \kappa_s^2 g = -\hat{\zeta} & \text{in } B_R \setminus \overline{B_{R'}}, \\
\hat{\nu} g = \mathcal{F}^*_1 g & \text{on } \partial B_R, \\
g = g & \text{on } \partial B_{R'}
\end{cases}
\]
has a unique solution given by
\[
g_n^m(\rho) = S_n^p(\rho) g_n^m(R') + \frac{i \kappa_p}{2} \int_{R'}^R t^2 W_n^p(\rho, t) \hat{s}_n^m(t) dt + \frac{i \kappa_p}{2} \int_{R'}^R t^2 S_n^p(t) W_n^p(R', \rho) \hat{s}_n^m(t) dt, \tag{F.1}
\]
where $g_m^n$ and $\tilde{\zeta}_n^m$ are the Fourier coefficients of $g$ and $\tilde{\zeta}$ with respect to the basis functions $X_n^m$, and

$$S_n^p(\rho) = \frac{h_n^{(2)}(\kappa_p \rho)}{h_n^{(2)}(\kappa_p R')}, \quad W_n^p(\rho, t) = \det \begin{bmatrix} h_n^{(1)}(\kappa_p \rho) & h_n^{(2)}(\kappa_p \rho) \\ h_n^{(1)}(\kappa_p t) & h_n^{(2)}(\kappa_p t) \end{bmatrix}.$$  

Taking $\rho = R$ in (F.1) yields

$$g_m^n(R) = S_n^p(R)g_m^n(R') + \frac{i\kappa_p}{2} \int_{R'}^R t^2 S_n^p(R)W_n^p(R', t)\tilde{\zeta}_n^m(t)dt. \quad \text{(F.2)}$$

Taking the derivative of (F.1) and estimating it at $\rho = R'$, we get

$$g_m'^n(R') = \frac{1}{R} z_n^{(2)}(\kappa_p R')g_m^n(R') + \frac{2\kappa_p}{\pi R} \int_{R'}^R t^2 S_n^p(t)\tilde{\zeta}_n^m(t)dt. \quad \text{(F.3)}$$

**Lemma F.2.** Let $Z_{2n}^m = \frac{1}{\rho} Z_{2n}^m$, where $Z_{2n}^m$ are the Fourier coefficients of $Z$ under the basis $V_n^m$. The two-point boundary value problem

$$\begin{cases} q_{2n}^m(\rho) + \frac{2}{\rho} q_{2n}'(\rho) + \left( \kappa_s^2 - \frac{n(n+1)}{\rho^2} \right) q_{2n}^m(\rho) = -\hat{Z}_{2n}^m(\rho), & \rho \in (R', R), \\ q_{2n}'(R) - \frac{1}{R} z_n^{(2)}(\kappa_s R)q_{2n}^m(R) = 0, & \rho = R, \\ q_{2n}^m(R') = q_{2n}^m(R'), & \rho = R' \end{cases}$$

has a unique solution given by

$$q_{2n}^m(\rho) = S_n^s(\rho)q_{2n}(R') + \frac{i\kappa_s}{2} \int_{R'}^\rho t^2 W_n^s(\rho, t)\hat{Z}_{2n}^m(t)dt + \frac{i\kappa_s}{2} \int_{R'}^R t^2 S_n^s(t)W_n^s(R', t)\hat{Z}_{2n}^m(t)dt, \quad \text{(F.4)}$$

where

$$S_n^s(\rho) = \frac{h_n^{(2)}(\kappa_s \rho)}{h_n^{(2)}(\kappa_s R')}, \quad W_n^s(\rho, t) = \det \begin{bmatrix} h_n^{(1)}(\kappa_s \rho) & h_n^{(2)}(\kappa_s \rho) \\ h_n^{(1)}(\kappa_s t) & h_n^{(2)}(\kappa_s t) \end{bmatrix}.$$  

Taking $\rho = R$ in (F.4) gives

$$q_{2n}^m(R) = S_n^s(R)q_{2n}^m(R') + \frac{i\kappa_s}{2} \int_{R'}^R t^2 S_n^s(R)W_n^s(R', t)\hat{Z}_{2n}^m(t)dt. \quad \text{(F.5)}$$

Taking the derivative of (F.4) and estimating it at $\rho = R'$, we obtain

$$q_{2n}'(R') = \frac{1}{R} z_n^{(2)}(\kappa_s R')q_{2n}^m(R') + \frac{2\kappa_s}{\pi R} \int_{R'}^R t^2 S_n^s(t)\hat{Z}_{2n}^m(t)dt. \quad \text{(F.6)}$$

**Lemma F.3.** Let $v_n^m(\rho) = \rho q_{2n}^m(\rho)$. Then $v_n^m$ satisfies the two-point boundary value problem

$$\begin{cases} v_n^m(\rho) + \frac{2}{\rho} v_n'(\rho) + \left( \kappa_s^2 - \frac{n(n+1)}{\rho^2} \right) v_n^m(\rho) = -\beta_n^m(\rho), & \rho \in (R', R), \\ v_n'(R) - \frac{1}{R} z_n^{(2)}(\kappa_s R)v_n^m(R) = 0, & \rho = R, \\ v_n^m(R') = v_n^m(R'), & \rho = R' \end{cases}$$

where $\beta_n^m(\rho) = \frac{1}{\rho} Z_{3n}^m(\rho)$. Moreover, $v_n^m(R)$ and $v_n'(R')$ are given by

$$v_n^m(R) = S_n^s(R)v_n^m(R') + \frac{i\kappa_s}{2} \int_{R'}^R t^2 S_n^s(R)W_n^s(R', t)\beta_n^m(t)dt,$$

$$v_n'(R') = \frac{1}{R} z_n^{(2)}(\kappa_s R')v_n^m(R') + \frac{2\kappa_s}{\pi R} \int_{R'}^R t^2 S_n^s(t)\beta_n^m(t)dt.$$
Let $Z^m_{3n} = \frac{1}{\mu} Z^m_{3n}$. We have from Lemma F.3 that
\[
q^m_{3n}(R) = \frac{R'}{R} S^s_n(R) q^m_{3n}(R') + \frac{i \kappa_s}{2R} \int_{R'}^R t^3 S^s_n(R) W^s_n(R', t) \hat{Z}^m_{3n}(t) dt,
\]
(F.7)
\[
q^{m'}_{3n}(R') = \frac{1}{R'} \left[ z_n^{(2)}(\kappa_s R') - 1 \right] q^m_{3n}(R') + \frac{2 \kappa_s}{\pi (R')^2} \int_{R'}^R t^3 S^s_n(t) \hat{Z}^m_{3n}(t) dt.
\]
(F.8)

References

[1] I. Babuška and A. Aziz, Survey Lectures on Mathematical Foundations of the Finite Element Method, in the Mathematical Foundation of the Finite Element Method with Application to the Partial Differential Equations, ed. by A. Aziz, Academic Press, New York, 1973, 5–359.
[2] G. Bao, G. Hu, J. Sun, and T. Yin, Direct and inverse elastic scattering from anisotropic media, J. Math. Pures Appl., 117 (2018), 263–301.
[3] G. Bao, M. Zhang, B. Hu, and P. Li, An adaptive finite element DtN method for the three-dimensional acoustic scattering problem, Discrete Contin. Dyn. Syst. Ser. B, 26 (2021), 61–79.
[4] G. Bao, M. Zhang, X. Jiang, P. Li, and X. Yuan, An adaptive finite element DtN method for the electromagnetic scattering problem, preprint.
[5] A. Bayliss and E. Turkel, Radiation boundary conditions for numerical simulation of waves, Comm. Pure Appl. Math., 33 (1980), 707–725.
[6] J. H. Bramble, J. E. Pasciak, and D. Trenev, Analysis of a finite PML approximation to the three dimensional elastic wave scattering problem, Math. Comp., 79 (2010), 2079–2101.
[7] Z. Chen, X. Xiang, and X. Zhang, Convergence of the PML method for elastic wave scattering problems, Math. Comp., 85 (2016), 2687–2714.
[8] P. G. Ciarlet, Mathematical Elasticity, vol. 1: Three-Dimensional Elasticity, Studies in Mathematics and its Applications, North-Holland, Amsterdam, 1988.
[9] D. Colton and R. Kress, Integral Equation Methods in Scattering Theory, Wiley, New York, 1983.
[10] D. Colton and R. Kress, Inverse Acoustic and Electromagnetic Scattering Theory, Springer-Verlag, Berlin, 1998.
[11] B. Engquist and A. Majda, Absorbing boundary conditions for the numerical simulation of waves, Math. Comp., 31 (1977), 629–651.
[12] G. K. Gächter and M. J. Grote, Dirichlet-to-Neumann map for three-dimensional elastic waves, Wave Motion, 37 (2003), 293–311.
[13] D. Givoli and J. B. Keller, Non-reflecting boundary conditions for elastic waves, Wave Motion, 12 (1990), 261–279.
[14] M. Grote and J. B. Keller, On nonreflecting boundary conditions, J. Comput. Phys., 122 (1995), 231–243.
[15] F. Hecht, New development in FreeFem++, J. Numer. Math., 20 (2012), 251–265.
[16] G. C. Hsiao, N. Nigam, J. E. Pasiak, and L. Xu, Error analysis of the DtN-FEM for the scattering problem in acoustic via Fourier analysis, J. Comput. Appl. Math., 235 (2011), 4949–4965.
[17] X. Jiang, P. Li, J. Lv, and W. Zheng, An adaptive finite element method for the wave scattering with transparent boundary condition, J. Sci. Comput., 72 (2017), 936–956.
[18] X. Jiang, P. Li, J. Lv, Z. Wang, H. Wu, and W. Zheng, An adaptive finite element DtN method for Maxwell’s equations in biperiodic structures, arXiv:1811.12449
[19] X. Jiang, P. Li, and W. Zheng, Numerical solution of acoustic scattering by an adaptive DtN finite element method, Commun. Comput. Phys., 13 (2013), 1277–1244.
[20] L. D. Landau and E. M. Lifshitz, Theory of Elasticity, Theory of Elasticity, Oxford: Pergamon Press, 1986.
[21] P. Li, Y. Wang, Z. Wang, and Y. Zhao, Inverse obstacle scattering for elastic waves, Inverse Problems, 32 (2016), 115018.
[22] P. Li and X. Yuan, Inverse obstacle scattering for elastic waves in three dimensions, Inverse Problems and Imaging, 13 (2019), 545–573.
[23] P. Li and X. Yuan, An adaptive finite element DtN method for the elastic wave scattering problem, arXiv:1903.03606
[24] Y. Li, W. Zheng, and X. Zhu, A CIP-FEM for high-frequency scattering problem with the truncated DtN boundary condition, SIAM Trans. Appl. Math., 1 (2020), 530–560.
[25] M. Grote and C. Kirsch, Dirichlet-to-Neumann boundary conditions for multiple scattering problems, J. Comput. Phys., 201 (2004), 630–650.
[26] P. Monk, Finite Element Methods for Maxwell’s Equations, Oxford University Press, 2003.
[27] J.-C. Nédélec, Acoustic and Electromagnetic Equations Integral Representations for Harmonic Problems, Springer-Verlag, New York, 2001.
[28] L. Rondi and M. Sini, Stable determination of a scattered wave from its farfield pattern: the high frequency asymptotics, Arch. Ration. Mech. Anal., 218 (2015), 1–54.
[29] A. H. Schatz, An observation concerning Ritz–Galerkin methods with indefinite bilinear forms, Math. Comp., 28 (1974), 959–962.
[30] H. Thomas, Radiation boundary conditions for the numerical simulation of waves, Acta Numer., 8 (1999), 47–106.
[31] Z. Wang, G. Bao, J. Li, P. Li, and H. Wu, An adaptive finite element method for the diffraction grating problem with transparent boundary condition, SIAM J. Numer. Anal., 53 (2015), 1585–1607.
[32] G. N. Watson, A Treatise on the Theory of Bessel Functions, Cambridge University Press, 1995.
[33] X. Yuan, G. Bao, and P. Li, An adaptive finite element DtN method for the open cavity scattering problems, SIAM Trans. Appl. Math., 1 (2020), 316-345.

School of Mathematical Sciences, Zhejiang University, Hangzhou 310027, China.
Email address: baog@zju.edu.cn

Department of Mathematics, Purdue University, West Lafayette, Indiana 47907, USA.
Email address: lipeijun@math.purdue.edu

School of Mathematical Sciences, Zhejiang University, Hangzhou 310027, China.
Email address: yuan170@zju.edu.cn