Random Forest Regression for Continuous Affect Using Facial Action Units
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Abstract

In this paper we describe our approach to the arousal and valence track of the 3rd Workshop and Competition on Affective Behavior Analysis in-the-wild (ABAW). We extracted facial features using OpenFace and used them to train a multiple output random forest regressor. Our approach performed comparable to the baseline approach on valence and outperformed in on arousal.

1. Introduction

It has been shown that use hand crafted features to train machine learning models perform significantly well for affect recognition. Hinduja et al [4] showed that fusing hand crafted features, for empathy prediction, worked well using multiple classifier types. Facial action units [2] and gaze vectors have been shown to be very useful. Fabinao et al [3] used gaze to classify the risk of autism. Srivastava et al [14] used facial action units and gaze vectors for recognizing affect in the wild. Motivated by these methods, we adopt a similar approach to the arousal and valence track of the 3rd Workshop and Competition on Affective Behavior Analysis in-the-wild (ABAW) [5–12, 15]. We propose to use hand-crafted features from the cropped frames in the dataset to train a random forest regressor to predict valence and arousal.

2. Method

Our proposed method for detecting frame level valence and arousal uses hand crafted features to train a multiple output random forest regressor. The hand crafted features we selected were action unit occurrence and intensity, the gaze vector, gaze angles, and head pose. To extract these features we used the publicly available Openface [1]. We did not run open face on the raw videos but on the cropped frames provided. Due to the complexity and the volume of data it took us a long time to pre-process and prepare the hand crafted features for training.

Given the extracted features, we first created a vector of the hand crafted features $E = [l_x, l_y, l_z, r_x, r_y, r_z, avg_x, avg_y, avg_z, t_x, t_y, t_z, o_x, o_y, o_z, AU_{I1}, AU_{I2}, ..., AU_{I17}, AU_{O1}, AU_{O2}, ..., AU_{O17}]$ where $l_{(x, y, z)}$ and $r_{(x, y, z)}$ are the $(x, y, z)$ coordinates of the left and right eye gaze direction vector, respectively. $t_{(x, y, z)}$ and $o_{(x, y, z)}$ are the $(x, y, z)$ coordinates of the head pose translation and orientation vectors, respectively. $AU_{Ii}$ and $AU_{Oi}$ are the AU intensity and AU occurrence respectively. Next, we use the this vector to train a 250 trees random forest with multiple output regressor. Using a multiple output regressor helps to use a method not suitable for multiple output to predict multiple outputs. It does by fitting one regressor per output.

3. Experiments and Results

To compare with the baseline, our proposed approach was evaluated using concordance correlation coefficient
Table 1. Comparison of Valence-Arousal Challenge on Validation Set

| Method                  | CCC-Valence | CCC-Arousal | PVA |
|-------------------------|-------------|-------------|-----|
| Baseline(ResNet50) [5]  | 0.31        | 0.17        | 0.24|
| Ours                    | 0.26        | 0.19        | 0.225|

(CCC) [13]. Through evaluating the validation set of the challenge data, using the proposed approach, we achieved a CCC score of 0.26 and 0.19 for valence and arousal, respectively. As can be seen in Table 1, while our methods does not beat the baseline for valence, it does outperform it for arousal. The average CC score across both arousal and valence was 0.225, which is comparable to the baseline approach.

4. Conclusion

In this paper, we have shown that hand-crafted features such as actions units, and gaze are a promising approach to predicting continuous affect (i.e., arousal and valence). The proposed approach was comparable to the baseline on valence and outperformed in on arousal. Future work will include the fusion of hand-crafted and deep features using more recent works such as visual transformers.
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