Optimal quantum multi-parameter estimation and application to dipole- and exchange-coupled qubits
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We consider the problem of quantum multi-parameter estimation with experimental constraints and formulate the solution in terms of a convex optimization. Specifically, we outline an efficient method to identify the optimal strategy for estimating multiple unknown parameters of a quantum process and apply this method to a realistic example. The example is two electron spin qubits coupled through the dipole and exchange interactions with unknown coupling parameters—explicitly, the position vector relating the two qubits and the magnitude of the exchange interaction are unknown. This coupling Hamiltonian generates a unitary evolution which, when combined with arbitrary single-qubit operations, produces a universal set of quantum gates. However, the unknown parameters must be known precisely to generate high-fidelity gates. We use the Cramér-Rao bound on the variance of a point estimator to construct the optimal series of experiments to estimate these free parameters, and present a complete analysis of the optimal experimental configuration. Our method of transforming the constrained optimal parameter estimation problem into a convex optimization is powerful and widely applicable to other systems.

I. INTRODUCTION

The tremendous allure of quantum information processing has fueled recent progress in the experimental and theoretical understanding of physical systems operating in regimes where classical physics fails to hold. The precise control and characterization of physical systems demanded by quantum information processors, e.g., for performing high-fidelity quantum gates, has extended our mastery of optical, gas phase, and condensed phase physical systems.

Typically, as the precision to which one must characterize a physical system increases, the sophistication of the techniques used to study the system must also increase. Recent tour-de-force experiments have fully characterized quantum systems of small dimension by performing exhaustive process tomography (e.g., [1, 2]). Such exhaustive tomography requires resources that scale exponentially with the dimension of the system being studied and so is infeasible for systems much larger than those already characterized in this manner. Consequently, many techniques for approximate characterization of large dimensional quantum systems have been formulated in recent years [3, 4, 5, 6].

In many situations one is not completely ignorant about the dynamical system being studied. An experimentalist may have partial knowledge of the system through information from system preparation or prior characterization studies. In such cases the system characterization often becomes a problem of parameter estimation, and an important question arises: how does one design an experiment to identify the unknown parameters of the dynamical process most efficiently, or even optimally with respect to some metric? Experiment design for optimal parameter estimation in quantum systems is a natural extension of the equivalent classical design problem; one typically attempts to rapidly reduce the variance in the unknown parameters by performing as few experiments as possible. The goal of experiment design is to identify the input states to probe the dynamical process with and the measurements to perform on the outputs, so that the variance in the unknown parameters can be decreased as quickly as possible (with the number of experiments performed). Analytical and numerical methods for optimal experiment design have been widely explored for one parameter quantum processes (e.g., [7, 8, 9, 10, 11, 12]), but very few analytic optimality results exist for the multi-parameter case (for exceptions, see Refs. [13, 14]), in part because of difficulties in optimizing over noncompatible (noncommuting) quantum observables [5, 6]. Numerical approaches to optimal experiment design for quantum tomography (when all parameters of the quantum process or state are known) and Hamiltonian parameter estimation using convex optimization were first proposed in Ref. [16], and applied to experiments in Refs. [17, 18]. The method follows from the optimal experiment design approach described in Ch. 7.5 of Ref. [19]. Recently, a similar numerical approach to multi-parameter quantum process estimation, using convex optimization, was formulated [20] and we shall further refer to it below. Experimentally motivated techniques for multi-parameter estimation have also been proposed [21, 22], but the optimality and asymptotic performance of these are unknown.

In this paper we examine this problem of optimal multi-parameter estimation for quantum processes when
there are constraints on the possible input probe states and on the possible measurements. The constraints on the input states and spin measurements result from experimental limitations on the types of input states (measurements) that can be realistically prepared (performed). We consider a concrete example motivated by an experimental platform for quantum information processing: donors in semiconductors with electrical control and measurement \[^{24}29\,^{24}]. We solve the problem of precisely identifying the coupling through two electron spin qubits that interact through a combination of exchange and dipole-dipole interactions by a preparation of input states and measurement of electron spins after a suitable interaction period. Note that precise knowledge of the qubit-qubit interaction is crucial for the execution of two-qubit gates which typically work by transforming this interaction into the desired gate by single qubit manipulation pulses \[^{26}\]. We apply a recently re-formulated numerical approach to optimal experiment design for multi-parameter quantum estimation \[^{14}\] which also incorporates available experimental configurations into a convex optimization \[^{20}\]. This formulation allows us to efficiently identify the optimal characterization experiment and estimate the number of experimental runs necessary to achieve a desired accuracy in the estimated parameters.

In section \[^{14}\] we provide background on the quantum parameter estimation problem and recap the formulation of the multi-parameter constrained estimation problem as a convex optimization from Refs. \[^{16}\,^{20}\]. Section \[^{14}\] presents the experiment design framework in full generality and sketches an algorithm for optimally estimating a set of unknown parameters of a quantum process. Section \[^{14}\] introduces the example we explicitly solve in the paper: two coupled electron spin qubits. We summarize the experimental capabilities of this implementation of quantum information processing and give a detailed description of the coupling dynamics. Then in section \[^{14}\] we apply our experiment design framework to formulate the optimal estimation scheme for identifying the unknown parameters under the given constraints.

II. PARAMETER ESTIMATION

Suppose a sequence of data that is independent and identically distributed (iid) is drawn from a distribution that is parametrized by one or several unknown quantities. For instance, the distribution could be Gaussian with unknown mean and variance. The parameter estimation problem is to estimate the value(s) of the unknown quantities from the sample data.

A central task of parameter estimation is the construction of an estimator, \( T_{\theta}(X) \), which maps the sampled data, \( X \), to an estimate, \( \hat{\theta} \), of the parameters. In what follows, we will assume the use of unbiased estimators,

\[ \langle \hat{\theta} \rangle \equiv \langle T_{\theta}(X) \rangle = \theta. \]

The generalization to biased estimators is well known, but needlessly complicates our discussion. However, some probability distributions are more easily estimable than others. Take for example a Dirac-delta distribution centered at \( x_0 \), so that the probability density function is \( p_{x_0}(x) = \delta(x - x_0) \). The parameter to be estimated in this case is \( x_0 \) and only a single measurement is required. On the other hand, accurately estimating the mean of a large-variance Gaussian distribution requires many samples. Estimability of a parameter is thus a property of the probability distribution and is independent of the estimator used. This idea is encapsulated by the Cramér-Rao bound, which places a lower limit on the variance of any single-parameter estimator \[^{27}\].

\[ \text{var} \, T_{\theta}(X) \geq \frac{1}{N F(\theta)}. \]

Here, \( N \) is the number of samples and \( F(\theta) \) is the Fisher Information, defined as a functional of the probability distribution,

\[ F(\theta) \equiv \left\langle \left( \frac{d}{d \theta} \ln p_{\theta}(x) \right)^2 \right\rangle \]

where we use the shorthand \( p_{\theta}(x) \) for the conditional distribution \( p(x|\theta) \) and \( \{ f(x) \} = \int f(x) p(x|\theta) \, dx \) (or \( \sum_i f(x_i) p(x_i|\theta) \) if the probability distribution is discrete) is the expectation value of \( f(x) \). Note that the Fisher information is a function of the true value (not the estimate) of the parameter. Intuitively it represents the amount of “information” about the parameter in the conditional probability distribution for the data.

In the multi-parameter case the generalized Cramér-Rao inequality bounds the covariance matrix of the (now vector-valued) estimator \[^{27}\],

\[ \text{cov}_{\theta} T_{\theta}(X) \geq \frac{\mathcal{I}(\theta)^{-1}}{N}. \]

where \( \mathcal{I}(\theta) \) is the Fisher information matrix:

\[ \mathcal{I}(\theta) \equiv \left\langle (\nabla_{\theta} \ln p_{\theta}(x)) (\nabla_{\theta} \ln p_{\theta}(x))^\top \right\rangle. \]

We have used the notation \( \nabla_{\theta} f(\theta) = \left( \frac{df}{d\theta_1}, \frac{df}{d\theta_2}, \ldots, \frac{df}{d\theta_m} \right)^\top \).

The Cramér-Rao inequality provides a bound on how well we can do when estimating the parameter(s) from the data. While the actual variance in the parameter estimate is dependent on the particular estimator used, there exist estimators that are known to saturate this bound asymptotically (in the limit of large \( N \) \[^{27}\]). An example, that we shall employ below, is the maximum likelihood estimator (MLE). The MLE is defined as:

\[ T_{\theta}^{\text{ML}}(X) = \arg \max_{\theta} p_{\theta}(X) \]

(2)
III. OPTIMAL EXPERIMENT DESIGN FOR QUANTUM PARAMETER ESTIMATION

Up to this point we have discussed the mathematics of parameter estimation. The physics of a particular problem becomes important only in calculating the probability distributions (and their derivatives). Quantum mechanics provides the tools with which these distributions can be obtained.

We begin by defining an experiment, $E$, as a choice of the initial state, $\rho_0$; evolution time, $t$; and a positive operator valued measure (POVM), $M = \{M_i\}$. The POVM, also known as a generalized measurement, satisfies $\sum_i M_i = 1$ and $M_i \geq 0$, $0 \leq i \leq n_{out}$. Each $M_i$ corresponds to a possible outcome from applying the measurement $M$. Through the application of the Born rule, each experiment determines a parametrized family of discrete probability distributions,

$$p^E_\theta(i) = \text{Tr} \left( M_i (U_\theta(t)\rho_0 U_\theta(t)^\dagger) \right) = \text{Tr} \left( M_i \rho_0 \right)$$

Here $U_\theta(t) = \mathcal{U} \exp \left( -i \int_0^t \mathcal{H}_\theta(t') dt' / \hbar \right)$ is the unitary time evolution operator and $\mathcal{H}_\theta(t)$ is the Hamiltonian whose parameters, $\theta$, we wish to estimate. $p^E_\theta(i)$ is the probability, given a fixed experiment $E = \{\rho_0, M, t\}$ and assuming the parameter takes the value $\theta$, that we get the measurement result $i$. From this probability distribution one can calculate the Fisher information matrix associated to this experiment:

$$\mathcal{I}^E(\theta) = \sum_i \frac{(\nabla_\theta p^E_\theta(i)) (\nabla_\theta p^E_\theta(i))^T}{p^E_\theta(i)}$$

Inserting this quantity into Eq. [1] gives a lower bound on the variance of our estimate. We will restrict our discussion to closed-system (i.e. Hamiltonian) evolution and, for the sake of clarity, to finite-dimensional Hilbert spaces. The generalization to non-unitary processes is straightforward; the most difficult step being the calculation of $\nabla_\theta p$, which must often be performed numerically.

It is often the case that an experimentalist has access to a number of different initial conditions and measurement bases. We would like to answer the question: which of these initial conditions and measurements should the experimentalist use in order to best estimate the unknown parameters in the quantum process? In order words, we would like to design our experiment so that we sample the quantum process in a manner that produces the most information about the unknown parameters. Formally, suppose we are given a menu of possible experiments, $\{E\}$ and each time we sample our quantum process, an experiment, $E = \{\rho_0^E, M^E, t^E\}$, is chosen with probability $\lambda^E$ (so $\sum_E \lambda^E = 1$). The result of that measurement is governed by the probability distribution, $p^E_\theta(\cdot)$, and is associated with its own Fisher matrix – i.e. Eq. [4]. The probability of any particular measurement result must now be scaled by the probability that a particular experiment will be performed. So the Fisher matrix for the combined experimental scheme defined by $E$ and $\lambda^E$ is

$$\mathcal{I}(\theta) = \sum_{E,i} \frac{(\nabla_\theta \lambda^E p^E_\theta(i)) (\nabla_\theta \lambda^E p^E_\theta(i))^T}{\lambda^E p^E_\theta(i)}$$

$$= \sum_E \lambda^E \mathcal{I}^E(\theta)$$

It is now natural to ask, given a menu of experiments, what choice of $\lambda$ minimizes $\text{Tr} \left( \mathcal{I}^{-1}(\theta) \right) = \text{Tr} \left( \sum_E \lambda^E \mathcal{I}^E(\theta) \right)^{-1}$ and thereby provides the best upper bound on the average of the estimate variance across all parameters through Eq. [1]. This optimization problem, known as $A$-optimal experiment design, can be written as [19]:

$$\text{minimize} \quad \text{Tr} \left[ \sum_E \lambda^E \mathcal{I}^E(\theta) \right]^{-1}$$

subject to $\lambda_i \geq 0$, $\sum_i \lambda_i = 1$

Note that the optimization parameter is the vector of probabilities $\lambda^E$. This optimization is difficult because the cost function is not linear or convex in the optimization parameter. However, through the use of the Schur complement (see Appendix B), it can be reformulated as the convex optimization problem:

$$\text{minimize} \quad \text{Tr} Q$$

subject to $\begin{pmatrix} Q & I \\ I & F \end{pmatrix} \succeq 0$, $F = \sum_E \lambda^E \mathcal{I}^E(\theta)$,

$\lambda_i \geq 0$, $\sum_i \lambda_i = 1$. (5)

To make this problem tractable, the menu of experiments can be chosen as a discretization of the continuous space of all possible experiments. The exact nature of the discretization must be determined for each problem individually, but, in general, a finer grained discretization produces a larger optimization problem. A coarser grain- ing will result in a smaller optimization problem, but one whose solution will more poorly approximate the true achievable lower bound on the variance given by Eq. [1].

In practice, one will discretize the space of initial states, the space of POVMs, and time. Given $n_\rho$ initial states, $n_M$ POVM’s, and $n_t$ times, we have $n = n_\rho \times n_M \times n_t$ experiments, and thus an optimization vector, $\lambda^E$, of length $n$.

This procedure for framing the optimal estimation problem as a convex optimization over a discrete space space of experiments is extremely powerful. Experimental constraints can be used to limit the menu of possible experiments and the optimal distribution can be found quickly, even for large problems. Such a restriction to
exclude unfeasible experiments is very difficult to incorporate into a continuous optimization technique. From the convex structure of the optimization, we also gain insight into the expected results. By the complementary slackness theorem [19], we expect only a small subset of the possible experiments to contribute to the optimal distribution. This expectation is borne out in the example presented in section [V].

Given this formulation for identifying the optimal experiment, we now detail the entire optimal experiment design procedure:

1. **Guess parameters.** We always need an initial estimate of the unknown parameters with which to begin. This assumed value of the parameters, \( \theta_p \), can be based on prior knowledge about the quantum process, other studies, or even an educated guess.

2. **Enumerate possible experiments.** The menu of possible experiments \( \mathcal{E} \) is dictated by experimental constraints.

3. **Calculate Fisher matrices.** For each experiment on the menu from step 2, the probability distribution for the outcome data, \( p_{\theta}(i) \), and associated Fisher matrices \( F_\mathcal{E}(\theta_p) \), must be calculated using the assumed value of the parameters.

4. **Perform optimization.** The optimization specified by Eq. (5) must be performed to obtain an optimal probability distribution of experiments, \( \lambda_\mathcal{E} \).

5. **Perform experiments.** The unknown quantum process should be probed with experiments distributed according to \( \lambda_\mathcal{E} \). That is, if a total of \( N \) samples are taken, \( [\lambda_\mathcal{E}/N] \) of them should be using experiment \( \mathcal{E} \).

6. **Estimate parameter(s).** Use the collected data to estimate the parameters using an estimator of choice. This results in the refined parameter estimate, \( \theta_e \). If the maximum likelihood estimator is used, we can readily form the likelihood function since the \( N \) samples are independent – the likelihood function will be a multinomial distribution:

\[
p_{\theta}(X) \propto N! \prod_{\mathcal{E}} \frac{1}{n_{\mathcal{E}}!} \prod_{i=1}^{n_{\mathcal{E}}} \left( \lambda_\mathcal{E} F_\mathcal{E}(i) \right)^{n_{\mathcal{E}}} \tag{6}
\]

where \( n_{\mathcal{E}} \) is the number of times experiment \( \mathcal{E} \) was performed (\( n_{\mathcal{E}} = [\lambda_{\mathcal{E}}/N] \)), and \( n_{\mathcal{E}}^i \) is the number of times result \( i \) (corresponding to POVM element \( M_{\mathcal{E}}^i \)) is obtained. The \( \theta \) that maximizes this likelihood function is \( \theta_e \), the maximum likelihood estimate.

7. **Repeat if necessary.** This procedure can be repeated, with \( \theta_p \) in step 1 replaced by \( \theta_e \) from step 6. The decision of whether or not to repeat the procedure can be based on a number of factors: (i) experimental resources, (ii) desired accuracy: if \( \theta_e \) is very different from \( \theta_p \), then repeating the steps is likely to be helpful. Such an adaptive procedure will converge on the true value of the parameter(s), \( \theta_e \), through repetition.

We now illustrate this procedure by treating a specific example of constrained multi-parameter estimation that is very relevant to quantum computing: the identification of coupling parameters in a multi-qubit system.

### IV. DIPOLE- AND EXCHANGE-COUPLED QUBITS

Donors in silicon have been of increasing interest in the quantum computing community since the seminal paper by Kane in Ref. [23]. Most donor based quantum computing schemes use the spins of electrons bound to donors to encode qubits. Single qubit read-out for this implementation is an active area of research, but electrically detected magnetic resonance techniques [25, 29, 30, 31, 32] are showing potential for delivering high-quality single qubit measurements. In order to execute high-fidelity quantum gates, accurate knowledge of the coupling Hamiltonian between two donor-bound electron spins is required. Given exact knowledge of the location of the donors in the substrate, this coupling could in principle be computed theoretically. However, donors in silicon devices are subject to uncertainty in location that is only magnified by subsequent annealing processes. Hence it is highly likely that it will be necessary to characterize the qubit couplings for each device separately and therefore an efficient (and preferably optimal) method of doing this characterization is highly desirable. As we will demonstrate in the next section our constrained parameter estimation scheme is well suited to this task because it is numerically efficient and can handle realistic experimental constraints. Before applying our technique we present some details about the physical system.

Two electrons bound to donors implanted in silicon will interact through a combination of the dipole and exchange interactions. The spin Hamiltonian governing dipole coupling between two qubits is

\[
H_d = \sum_{i,j} \gamma_{ij} \left( \frac{3\hat{r}_i \cdot \hat{r}_j - \delta_{ij}}{4\pi |r|^3} + \frac{2}{3} \delta_{ij} \delta^3(r) \right) \sigma_i^{(1)} \otimes \sigma_j^{(2)}
\]

where \( \gamma_{ij} \) is proportionality factor relating the magnetic dipole moment operator to the Pauli matrices:

\[
\hat{\mu} = \gamma_{ij} \sigma^i,
\]

\( r = r_2 - r_1 \) is the vector connecting the two qubits, and \( \langle \mathcal{O} \rangle = \langle \Psi | \mathcal{O} \Psi \rangle \) is the expectation value of \( \mathcal{O} \) over the two electron spatial wavefunction, \( \Psi(r_1, r_2) \).
The exchange Hamiltonian, a consequence of the Coulomb interaction applied to identical spin-$\frac{1}{2}$ particles, is

$$H_e = J\sigma^{(1)} \cdot \sigma^{(2)}.$$  

Here, $J$ is the magnitude of the exchange interaction, calculable from the localized, single-qubit wavefunctions, $\phi, \psi$, by:

$$J = e^2 \int \int \frac{\phi^*(r_1)\psi^*(r_2)\phi(r_2)\psi(r_1)}{|r_1 - r_2|} \, dr_1 \, dr_2$$

The qubits are also subjected to a magnetic field, $B = B_0 \hat{z}$, leading to the Hamiltonian,

$$H_0 = -\gamma_1 B_0 \sigma_z^{(1)} - \gamma_2 B_0 \sigma_z^{(2)}.$$  

The dipole moments, $\gamma_i$, of the two qubits may be different due to local inhomogeneities in the substrate or the magnetic field. This results in each qubit, even without any dipole or exchange interaction, having a distinct magnetic field. This results in each qubit, even without any dipole or exchange interaction, having a distinct magnetic field.

The static interaction, $H_0$, is presumed to be much larger than either $H_d$ or $H_x$, so it is helpful to work in the interaction picture (also known as the rotating frame). The effective Hamiltonian in the interaction picture is:

$$H_I = \sum_{i,j} \gamma_1 \gamma_2 \left( \frac{\delta_{ij} - 3\hat{p}_i \hat{p}_j}{|r|^3} - \frac{8\pi}{3} \delta^3(r) \delta_{ij} \right) + J \delta_{ij} \sigma_i^{(1)} \otimes \sigma_j^{(2)}$$  

Where, $\sigma_i^{(n)} = e^{-i\omega_i t} \sigma_i^{(n)} e^{i\omega_i t}$, is the $n$th Pauli matrix in the rotating frame of the $i$th qubit. These are explicitly,

$$\begin{align*}
\tilde{\sigma}_{x}^{(n)} &= e^{-2i\omega_n t} \sigma_x^{(n)} + e^{2i\omega_n t} \sigma_x^{(n)} \\
\tilde{\sigma}_{y}^{(n)} &= -i e^{-2i\omega_n t} \sigma_y^{(n)} + i e^{2i\omega_n t} \sigma_y^{(n)} \\
\tilde{\sigma}_{z}^{(n)} &= \sigma_z^{(n)}
\end{align*}$$

Substituting these into (7), we find many terms proportional to $e^{\pm 2i(\omega_1 + \omega_2)t}$. These terms are very rapidly oscillating and will average to zero in a short time. We take the rotating wave approximation and neglect these terms, keeping only those that rotate no faster than $e^{\pm 2i\Delta \omega t}$. This leaves us with:

$$H_I \approx hG\sigma_z^{(1)} \otimes \sigma_z^{(2)} + \left( hFe^{2i\Delta \omega t} \sigma_+^{(1)} \otimes \sigma_-^{(2)} + \text{h.c.} \right)$$

where,

$$\begin{align*}
hF &= 2J - \gamma_1 \gamma_2 \left( \frac{1 - 3\hat{r}^2}{|r|^3} + \frac{16\pi}{3} \delta^3(r) \right) \\
hG &= \gamma_1 \gamma_2 \left( \frac{1 - 3\hat{r}^2}{|r|^3} - \frac{8\pi}{3} \delta^3(r) \right)
\end{align*}$$

In the basis $\{|1 \rangle, |\downarrow \rangle, |\uparrow \rangle, |\downarrow \rangle\}$, this Hamiltonian can be expressed in matrix form as:

$$H_I = h \begin{pmatrix}
G & 0 & 0 & 0 \\
0 & -G & F e^{2i\Delta \omega t} & 0 \\
0 & F e^{-2i\Delta \omega t} & -G & 0 \\
0 & 0 & 0 & G
\end{pmatrix}$$

The unitary evolution operator, $U_I(t) = T \exp \left( -i \int_0^t H_I(t') \, dt' / \hbar \right)$ generated by this Hamiltonian is found to be:

$$U_I(t) =
\begin{pmatrix}
e^{-iGt} & 0 & 0 & 0 \\
0 & e^{-(\Delta \omega - G)t} \left( \cos(\Omega t) - i\Delta \omega \sin(\Omega t) / \Omega \right) & 0 & 0 \\
0 & -iF e^{-(\Delta \omega - G)t} \sin(\Omega t) / \Omega & e^{-i(\Delta \omega - G)t} \sin(\Omega t) / \Omega & 0 \\
0 & 0 & 0 & e^{-iGt}
\end{pmatrix}$$

where we have defined $\Omega = \sqrt{F^2 + \Delta \omega^2}$. From this expression for the time evolution operator, the Fisher information matrices can be computed through Eq. 3.

**V. OPTIMAL ESTIMATION FOR DIPOL- AND EXCHANGE-COUPLED QUBITS**

In the model described above, the parameters to be estimated are $F$, $G$, and $\Delta \omega$. To simplify the presentation and for ease of visualization, we assume here that $\Delta \omega$ has been found through standard resonance techniques, and focus our attention on the two remaining parameters. The general technique is of course valid for any number
POVM elements, which we choose in this case projective state is the density matrix which describes the resulting initial two Bloch vectors non-trivial Pauli matrices. Similarly, given a choice of here \(\sigma\) are illustrated in Fig. (1)

\[\alpha, \beta, \gamma\]

\(v\) of the form

\[v = (\alpha \hat{x} + \beta \hat{y} + \gamma \hat{z})/\sqrt{\alpha^2 + \beta^2 + \gamma^2}\]

where \(\alpha, \beta, \gamma \in \{\pm 1, 0\}\) are not all zero. These vectors are illustrated in Fig. (1).

Given a choice of two Bloch vectors \(\langle \sigma_0^{(1)} \rangle\) and \(\langle \sigma_0^{(2)} \rangle\), the density matrix which describes the resulting initial state is

\[
\rho_0 = \frac{1}{4} \left( I + \langle \sigma_0^{(1)} \rangle \cdot \sigma^{(1)} \right) \otimes \left( I + \langle \sigma_0^{(2)} \rangle \cdot \sigma^{(2)} \right)
\]

Here \(\sigma \equiv (\sigma_x, \sigma_y, \sigma_z)\) is a vector formed from the three non-trivial Pauli matrices. Similarly, given a choice of two Bloch vectors \(\langle \sigma_M^{(1)} \rangle\) and \(\langle \sigma_M^{(2)} \rangle\) the corresponding POVM elements, which we choose in this case projective quantum measurements, are

\[
M_1 = \frac{1}{4} \left( I + \langle \sigma_M^{(1)} \rangle \cdot \sigma^{(1)} \right) \otimes \left( I + \langle \sigma_M^{(2)} \rangle \cdot \sigma^{(2)} \right)
\]

\[
M_2 = \frac{1}{4} \left( I + \langle \sigma_M^{(1)} \rangle \cdot \sigma^{(1)} \right) \otimes \left( I - \langle \sigma_M^{(2)} \rangle \cdot \sigma^{(2)} \right)
\]

\[
M_3 = \frac{1}{4} \left( I - \langle \sigma_M^{(1)} \rangle \cdot \sigma^{(1)} \right) \otimes \left( I + \langle \sigma_M^{(2)} \rangle \cdot \sigma^{(2)} \right)
\]

\[
M_4 = \frac{1}{4} \left( I - \langle \sigma_M^{(1)} \rangle \cdot \sigma^{(1)} \right) \otimes \left( I - \langle \sigma_M^{(2)} \rangle \cdot \sigma^{(2)} \right)
\]

These are projectors onto anti-podal points (along the axes defined by \(\langle \sigma_0^{(1)} \rangle\) and \(\langle \sigma_0^{(2)} \rangle\)) on the Bloch spheres of the two qubits. The set of initial states and POVMs are explicitly enumerated in Appendix [\textbf{E}]. For simplicity, we will fix the duration of each experiment in the menu to \(t = 1\). Therefore, we have \(n_2 = 26^2, n_M = 13^2, n_t = 1\).

The Fisher matrices are calculated using an initial guess \(\theta_p = (F_p = 1, G_p = 1)\) and the optimal experiment is then identified using the convex optimization defined in section III. This optimization over \(\tilde{n} \equiv n_p n_M n_t = 114244\) experiments takes \(< 3\) minutes on an average, consumer-grade desktop computer. The result of this optimization is an experimental configuration with only two elements of \(\lambda_p^2 > 0\) (\(\lambda_p^2\) is the probability distribution describing the optimal configuration). This means that the optimal process probe need only sample using two experimental configurations out of the 114244 possible ones. These optimal experimental configurations are shown in Appendix [\textbf{E}]. The non-zero elements of \(\lambda_p^2\) are 0.8 and 0.2, which means 4/5 of the process probes should be performed with one experimental configuration and the remaining 1/5 with the other. The Fisher information matrix of the optimal configuration is:

\[
\mathcal{I}^p(\theta_p) = \begin{pmatrix}
1.8853 & -0.18431 \\
-0.18431 & 3.3578
\end{pmatrix}
\]

The results of the experiments were simulated using \(\theta_i\), the actual value of the parameters and the unitary transformation given by Eq. (8). We sampled the process \(N = 200\) times with initial states and POVMs dictated by the optimal distribution, \(\lambda_p^2\), and the resulting data was used to estimate the parameters using the maximum likelihood estimator, Eq. (2). The likelihood function, Eq. (6), is plotted for a large range of the parameters \(\theta\). While the value of the optimum configuration (for \(t = 1\)) is identified using the convex optimization defined in Fig. 2(b) and 2(c) we show cross sections across the likelihood function at the estimated values \(\theta^o\), and the resulting data is then identified using the convex optimization defined in Fig. 2(a). Finding the maximum over this surface yields \(\theta^o = (F^o = 1.10028, G^o = 0.8845)\). The estimate of the parameters is extremely close to the real values given by \(\theta_i\). In addition, we can bound the variance of this estimate using the Cramér-Rao bound:

\[
\text{Var}[F^o] + \text{Var}[G^o] \geq \frac{\text{Tr} \left( \mathcal{I}^p(\theta_p)^{-1} \right)}{200} = 0.0042
\]

As noted earlier, we know that as the number of samples, \(N\), increases this bound will be saturated. Thus the estimation error is controlled and well-known. In figures 2(b) and 2(c) we show cross sections across the likelihood function at the estimated values \(F^o\) and \(G^o\). These cross sections show how estimation performance is non-uniform for \(F\) and \(G\). While the value of \(F\) is fairly well resolved, the likelihood function is highly periodic in \(G\). This periodicity reflects the periodic manner in which \(G\) enters the evolution unitary, Eq. (5). We can break the periodicity of the likelihood function by varying the time for which the quantum process is probed. Figs. 2(d) and 2(f) show that likelihood function and its cross sections when the optimal configuration (for \(t = 1\)) is used to probe the process for times \(t = 1, 1.1, 1.4\). Again, a total of

\[\text{FIG. 1: (Color online) The single qubit states and measurements used to probe the process represented on the Bloch sphere.}\]
FIG. 2: (Color online) The logarithm of the likelihood function, Eq. (6), for a set of simulated data. Darker areas indicate a larger likelihood function. Sub-figures (a)–(c) show the likelihood function attained using the optimal experiment design. Sub-figures (d)–(f) show the likelihood function attained using the optimal experiment design when the quantum process is probed for different times to break the periodicity of the likelihood in $G$. Figures (g)–(i) show the likelihood function attained using a sub-optimal configuration of experiments to probe the quantum process. In sub-figures (a), (d) and (g) the regions of white along the $F = 0$ axis are where the likelihood function is zero and hence its log diverges.
$N = 200$ samples were taken of the process. Periodicity in $G$ is largely absent in Fig. 2(f) and furthermore, that the likelihood function in Fig. 2(d) has a dominant central peak around the true values of $F$ and $G$. This technique of probing a quantum process for varied times is essential when estimating parameters in unitary processes because of the potential for parameters to appear in a periodic manner in unitary maps. We note that since the probe time, $t$, is actually a parameter of the process it should also be optimized over when identifying the optimal experimental configuration. However, we have not here included this step in the optimization in the interest of keeping the search space of the optimization small enough to explore within $\approx 3$ minutes on our simulation computer.

To further evaluate the optimal experiment design we compare its performance against a sub-optimal estimation strategy. The sub-optimal strategy we choose is a discrete set of initial preparations and measurements all aligned along the principal Bloch sphere axes ($x,y,z$). The $12$ possible experimental configurations for this sub-optimal strategy are listed explicitly in Appendix B. This is a reasonable naive strategy, and we again collected $N = 200$ samples with experiments distributed uniformly among the $12$ possible configurations. The resulting likelihood function is shown in Fig. 2(g) and cross sections of it in Figs. 2(h) and 2(i). Taking the maximum over this likelihood surface yields an estimate of the parameters: $\theta^{so} = (F^{so} = 1.085, G^{so} = 0.969)$. This is clearly a poorer estimate of the true parameters. We can also calculate the Fisher information matrix for this suboptimal strategy:

$$I^{so}(\theta_p) = \begin{pmatrix} 0.5417 & 0.1662 \\ 0.1662 & 0.8562 \end{pmatrix}$$

This Fisher matrix results in the following bound on the combined estimation variance:

$$\text{Var}[F_e^{so}] + \text{Var}[G_e^{so}] \geq \frac{\text{Tr}(I^{so}(\theta_p)^{-1})}{200} = 0.016$$

The poorer estimate and the larger bound on the variance for the suboptimal configuration are clear indications of the superiority of the optimal experiment design. Furthermore, the number of experimental configurations required to produce a precise estimate of $\theta$ is vastly smaller for the optimal design. In Fig. 3 we plot the mean squared error of the maximum likelihood estimate as a function of the number of experiments performed, $N$. While the MLE for both the optimal and sub-optimal configurations approaches the Fisher information bound (provided by the optimal configuration) as $N \to \infty$, the optimal configuration more rapidly approaches this bound. Furthermore, the mean squared error of the MLE is lower for the optimally configured experiments for all $N$. To achieve the same mean squared error, one must perform roughly twice as many experiments with the suboptimal configuration as are required with the optimal configuration for this particular set of guessed and actual parameters.

To quantify the estimability of the parameters in this example, we plot the diagonal elements of the inverse of the Fisher information matrix as a function of the parameters, $F$ and $G$ in Fig. 4. Note that the optimal (constrained) probe configuration has been determined for each $(F,G)$ in the plot since this determines the ultimate estimation performance limit. Fig. 4(a) shows element $[I^{-1}]_{11}(F,G)$ and Fig. 4(b) shows element $[I^{-1}]_{22}(F,G)$. As the values of $F$ and $G$ are changed these elements of the inverse Fisher information matrix remain fairly constant apart from a few notable excursions. This implies that the parameters are nearly equally well estimable across all possible values. If the optimal probe configuration is utilized the single sample variance bound is $\sim 0.5$ for $F$ and $G$. If the parameters happen to lie on one of the few peaks of $[I^{-1}]_{11}(F,G)$, or $[I^{-1}]_{22}(F,G)$ then they are slightly more difficult to estimate (i.e., a larger number of process probes, $N$, will be necessary to reduce the estimate variance) for any possible experimental configuration. However, note that neither $[I^{-1}]_{11}(F,G)$ nor $[I^{-1}]_{22}(F,G)$ diverge for any value of $(F,G)$, and hence the parameters are always estimable.

A. Robustness of Estimation Procedure

Finally, we turn to the issue of the robustness of the optimal experimental configuration identified by our method. To evaluate robustness, we calculate the inverse Fisher information matrix as a function of the parameters $F$ and $G$ for a fixed experimental configuration (the configuration that is optimal for $(F,G) = (1,1)$). For comparison, we also calculate the inverse Fisher information matrix as a function of the parameters for the fixed sub-optimal process probe configuration used above. The diagonal elements of these matrices are shown in Fig. 5.
These figures clearly show that the optimal configuration is much more sensitive to parameter variations than the sub-optimal configuration. In fact, the single sample variance bound for the optimal experiment is quite large at some points. This is a consequence of the small number of finely tuned experimental configurations utilized by the optimal experiment. On the other hand, the large number of experimental configurations exploited by the suboptimal experiment allows for a moderate performance for almost all \((F,G)\). That the optimal experiment is rather sensitive to the accuracy of the initial guess emphasizes the importance of going to the adaptive strategy mentioned in section II. That is, as better estimates of the parameters are produced, the process probes should be adapted to be the optimal configurations for the current guess for the parameters. We expect that this lack of robustness of the optimal experiment will be present for the vast majority of parameter estimation problems and is not a special feature of the example considered here. The cost of finely tuning the process probes to optimally estimate the parameters based on an initial guess is that these probes become less adept at identifying values of parameters too far from the initial guess.

Another important point governing the success of the optimization procedure deals with the experimental ability to accurately prepare and measure the qubit states.

In a real experiment, single qubit operations cannot be performed perfectly, and as such will always include a small error. The state prepared under such a noisy operation will be a mixed state that is proximate to the desired target state. Such inaccuracies in preparation and measurement can be easily incorporated into our procedure by replacing the probe state (POVM measurement) constellations with the corresponding achievable mixed states (averaged POVMs). Appendix C analyzes the specific case of small, random gate error in a single-qubit, single-parameter estimation problem. The presence of such error is shown to increase the number of experiments required by an amount proportional to a certain measure of the error.

VI. CONCLUSION

The precise estimation of quantum processes is a key ingredient in the engineering of robust quantum information processing devices. For example, to construct two-qubit gates for a quantum computer the interaction between qubits must be precisely known. This estimation task is an increasingly demanding one as the scale of the quantum process being estimated increases. Thus
it is essential to have experimental techniques that use minimal resources, but are also accurate. In this work we have demonstrated a method for designing the optimal experiments for multi-parameter quantum process estimation. Particular advantages of the method are that it can tackle multi-parameter estimation, it naturally incorporates realistic experimental constraints, and that the numerical optimization it involves can be implemented efficiently. To demonstrate our approach we have applied it to the estimation of parameters dictating the coupling of two donor electron qubits in silicon. We found the optimal experimental configuration among a very large candidate set (> 10^5 experiments) and simulated the parameter estimation using this optimal configuration. The results show that the our method can drastically reduce the number of experiments required to perform parameter estimation for quantum processes. We compared the optimal configuration found by our method with a sub-optimal approach and quantified the performance improvement of the optimal configuration. We also found that while the optimal experiments designed by our procedure – which are based on an initial guess of the parameters – perform very well, they are very sensitive to variations in the actual values of the parameters, and hence lack robustness. However, the general algorithm outlined in this account takes this into account by specifying a recipe for adapting the estimation procedure as data about the values of the parameters is obtained, and hence is capable of compensating for this lack of robustness in the results of the optimization.

A useful extension of this work is to investigate the feasibility of including a robustness measure directly into the cost function of the optimization. It remains to be seen if this can be done while maintaining the optimization’s convexity. Robust estimation procedures have been addressed in the context of classical control theory [33] and the extension of these results to quantum models would increase the practicality and appeal of optimal estimation in the quantum setting.

While we illustrated the method here with the example of electron qubits in silicon, the general technique of optimal experiment design for parameter estimation outlined in section III is applicable to a wide array of physical systems. An interesting avenue for further research would be to apply this method to identify the Hamiltonians governing small dipole-coupled spin clusters such as those probed in recent experiments with diamond [35, 36].

Finally, although the numerical optimization required to find the optimal experimental configuration is convex, and therefore efficient, in the process of applying our technique to the example detailed above we noticed that current optimization libraries were unable to handle a very large (\(n > 150,000\)) search space. Therefore a possible extension of this work is to use the inherent structure in the parameter estimation problem to form a smaller optimization program, or possibly to iteratively identify the optimal solution.

APPENDIX A: SCHUR COMPLEMENT

Consider a nonsingular block matrix,

\[
M = \begin{pmatrix} A & B \\ C & D \end{pmatrix},
\]

where \(A\) is an invertible submatrix. The Schur complement of \(M\) with respect to \(A\) is defined as,

\[
M/A \equiv D - CA^{-1}B.
\]

A principal theorem in the study of the Schur complement [37] says that

\[
M \geq 0 \iff \text{both } A \geq 0 \text{ and } M/A \geq 0.
\]

Where \(M \geq 0\) means that \(M\) is positive semi-definite. Now consider the minimization problem

\[
\begin{align*}
\text{minimize} & \quad \text{Tr } F^{-1} \\
\text{subject to} & \quad \text{some constraints}
\end{align*}
\]

As stated in the main text, this objective function is not convex. We then propose a matrix \(Q \geq F^{-1}\) which is an upper-bound on the matrix \(F^{-1}\). This definition implies that

\[
Q - F^{-1} = Q - IF^{-1}I \geq 0.
\]

And, because \(F\) is positive semi-definite, \(F^{-1}\) is as well, implying \(Q \geq 0\). So, by the above theorem,

\[
\begin{pmatrix} Q & I \\ I & F \end{pmatrix} \geq 0.
\]

So we construct the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \text{Tr } Q \\
\text{subject to} & \quad \text{same constraints,}
\end{align*}
\]

\[
\begin{pmatrix} Q & I \\ I & F \end{pmatrix} \geq 0.
\]

The (convex) matrix positivity constraint enforces the (non-convex) constraint \(Q \geq F^{-1}\), leaving us with a convex optimization problem (assuming the remaining constraints are also convex).

APPENDIX B: PROBE CONSTELLATION AND OPTIMAL EXPERIMENTS FROM SECTION V

The 26 single qubit initial states available to probe the quantum process in the example presented in section V are given in table I. Explicitly, for each set of Bloch angles, the initial state is:

\[
|\psi(\phi, \theta)\rangle = \cos(\phi/2) |0\rangle_z + e^{i\theta} \sin(\phi/2) |1\rangle_z
\]

where \(|i\rangle_z\) are \(\sigma_z\) eigenstates. The 13 single qubit POVMs assumed available in section V are defined by the first 13 angles in table II and each POVM...
has two projector elements given by: $|\psi(\phi, \theta)\rangle \langle \psi(\phi, \theta)|$ and $I - |\psi(\phi, \theta)\rangle \langle \psi(\phi, \theta)|$.

The sub-optimal estimation strategy used in section \(V\) used a fixed set of state preparations and measurements to probe the quantum process. There were 12 possible experimental configurations and they are explicitly enumerated in table \(\text{II}\). The initial states and POVM elements are defined explicitly in terms of these Bloch sphere angles by the same procedure outlined above.

**TABLE I:** Bloch sphere angles for the 26 initial states in section \(\text{V}\). \(\phi\) is the polar angle and \(\chi \equiv \cos^{-1}(1/\sqrt{3})\). Antipodal points are equivalent when choosing POVM’s, leading to 13 inequivalent, single-qubit measurement bases.

| \(\phi\) | \(\theta\) |
| --- | --- |
| 0 | 0 |
| \(\pi/4\) | \(\{0, \pi/2, \pi, 3\pi/2\}\) |
| \(\chi\) | \(\{\pi/4, 3\pi/4, 5\pi/4, 7\pi/4\}\) |
| \(\pi/2\) | \(\{0, \pi/4, \pi/2, 3\pi/4, \pi, 5\pi/4, 3\pi/2, 7\pi/4\}\) |
| \(\pi - \chi\) | \(\{\pi/4, 3\pi/4, 5\pi/4, 7\pi/4\}\) |
| \(3\pi/4\) | \(\{0, \pi/2, \pi, 3\pi/2\}\) |
| \(\pi\) | 0 |

**TABLE II:** Bloch sphere angles \((\phi, \theta)\) for the 12 experimental configurations used by the sub-optimal estimation strategy in section \(\text{V}\). \(\phi\) is the polar angle, and Q1 and Q2 refer to qubit 1 and qubit 2.

| Init. state Q1 | Init. state Q2 | POVM Q1 | POVM Q2 |
| --- | --- | --- | --- |
| (0, 0) | (0, 0) | (0, 0) | (0, 0) |
| (0, 0) | (\(\pi, 0\)) | (0, 0) | (0, 0) |
| (\(\pi/2, 0\)) | (\(-\pi/2, 0\)) | (0, 0) | (0, 0) |
| (\(\pi/2, 0\)) | (0, 0) | (0, 0) | (0, 0) |
| (0, 0) | (0, 0) | (\(\pi/2, \pi/2\)) | (\(\pi/2, \pi/2\)) |
| (0, 0) | (\(\pi, 0\)) | (\(\pi/2, \pi/2\)) | (\(\pi/2, \pi/2\)) |
| (\(\pi/2, 0\)) | (\(-\pi/2, 0\)) | (\(\pi/2, \pi/2\)) | (\(\pi/2, \pi/2\)) |
| (\(\pi/2, 0\)) | (0, 0) | (\(\pi/2, \pi/2\)) | (\(\pi/2, \pi/2\)) |
| (0, 0) | (0, 0) | (\(\pi/2, 0\)) | (\(\pi/2, 0\)) |
| (0, 0) | (\(\pi, 0\)) | (\(\pi/2, 0\)) | (\(\pi/2, 0\)) |
| (\(\pi/2, 0\)) | (\(-\pi/2, 0\)) | (\(\pi/2, 0\)) | (\(\pi/2, 0\)) |
| (\(\pi/2, 0\)) | (0, 0) | (\(\pi/2, 0\)) | (\(\pi/2, 0\)) |

The optimal experimental design from the \(n = 114244\) possible configurations (defined by all possible combinations of initial state and POVM parameters from Table \(\text{II}\)) consists of only two experiments. These are given in Table \(\text{III}\) and graphical representations of the initial states and POVM axes are given in Fig. \(\text{I}\).

Given below are the Fisher information matrices for the experimental configurations chosen by the optimization procedure. Following these is the inverse of the total Fisher matrix, \(\mathcal{I}^{\text{opt}}(\theta_p) = \sum_{\lambda} \lambda \mathcal{I}_{\lambda}^{\text{opt}}(\theta)\).

\[
\mathcal{I}^{\text{opt}}_{0.2} = \begin{pmatrix}
2.03 & -0.034 \\
-0.034 & 2.82
\end{pmatrix}
\]

\[
[\mathcal{I}^{\text{opt}}_{0.2}]^{-1} = \begin{pmatrix}
0.49 & 0.0059 \\
0.0059 & 0.35
\end{pmatrix}
\]

\[
\mathcal{I}^{\text{opt}}_{0.8} = \begin{pmatrix}
1.85 & -0.22 \\
-0.22 & 3.49
\end{pmatrix}
\]

\[
[\mathcal{I}^{\text{opt}}_{0.8}]^{-1} = \begin{pmatrix}
0.54 & 0.035 \\
0.035 & 0.29
\end{pmatrix}
\]

\[
[0.2 \times \mathcal{I}^{\text{opt}}_{0.2} + 0.8 \times \mathcal{I}^{\text{opt}}_{0.8}]^{-1} = \begin{pmatrix}
0.53 & 0.029 \\
0.029 & 0.30
\end{pmatrix}
\]

**TABLE III:** Bloch sphere angles \((\phi, \theta)\) and relative weights in \(\lambda^2\) for the two experimental configurations that are optimal for the estimation problem of section \(\text{V}\). \(\phi\) is the polar angle, and Q1 and Q2 refer respectively to qubit 1 and qubit 2.

| \(\lambda^2\) | Init. state Q1 | Init. state Q2 | POVM Q1 | POVM Q2 |
| --- | --- | --- | --- | --- |
| 0.2 | \((3\pi/4, 3\pi/2)\) | \((\chi, \pi/4)\) | \((\pi/4, 0)\) | \((\pi/4, \pi)\) |
| 0.8 | \((\pi - \chi, 7\pi/4)\) | \((\chi, \pi/4)\) | \((\pi/4, 0)\) | \((\chi, 5\pi/4)\) |

**APPENDIX C: ROBUSTNESS TO GATE ERRORS**

When a pure state is acted upon by a noisy gate, the result is a mixed state. This mixed state can be represented by a Bloch vector which terminates on the interior of the Bloch sphere. Though the details depend on the error model for the gate, imperfections in preparation and measurement can easily be taken into account by our formalism. One simply optimizes over a discretized set of imperfectly prepared input states and imperfect measurements. Note that even though all inputs states and measurements treated in the example were pure states and projective measurement, respectively, our formalism is not restricted to optimizing over such states and POVMs. Specifically, imperfections in state preparation can be taken into account by considering the result of these imperfections on the Bloch vector, \(\vec{v}\), of the state, defined through it’s relation to the single-qubit density matrix.

If we assume that our target state is pure, then \(\vec{v}_f\) is of unit-norm and the density matrix is:

\[
\rho = \frac{1}{2} (I + \vec{v}_f \cdot \vec{\sigma})
\]

Random error in preparation of the initial state corresponds to the creation of a mixed state. If this error
In the case where there exists only a single parameter, \( \theta \), the Fisher information takes the form:

\[
\mathcal{I}\ = \sum_i \left( \frac{\partial}{\partial \theta} p_i(\theta) \right)^2 \frac{p_i(\theta)}{p_i(\theta)}
\]

The probability, \( p_i(\theta) \), as given by the Born rule for a POVM element, \( M_i \), is

\[
p_i(\theta) = \text{Tr} (M_i \rho')
\]

\[
= \frac{1}{2} \text{Tr} (M_i (I + (1 - \epsilon) \vec{v}_f \cdot \vec{\sigma}))
\]

\[
= \frac{1}{2} (\text{Tr} (M_i) + (1 - \epsilon) \text{Tr} (\vec{v}_f \cdot \vec{\sigma} M_i))
\]

Then the Fisher information becomes, in terms of the Bloch vector,

\[
\mathcal{I}\ = \frac{1}{2} \sum_i \frac{\left( (1 - \epsilon) \frac{d}{d \theta} \text{Tr} (\vec{v}_f \cdot \vec{\sigma} M_i) \right)^2}{\text{Tr} (M_i) + (1 - \epsilon) \text{Tr} (\vec{v}_f \cdot \vec{\sigma} M_i)}
\]

\[
\approx (1 - \epsilon)^2 \frac{1}{2} \sum_i \frac{\left( \frac{d}{d \theta} \text{Tr} (\vec{v}_f \cdot \vec{\sigma} M_i) \right)^2}{\text{Tr} (M_i) + \text{Tr} (\vec{v}_f \cdot \vec{\sigma} M_i)}
\]

\[
= (1 - \epsilon)^2 \mathcal{I}_0
\]

Here, \( \mathcal{I}_0 \), is the Fisher Information achieved without the presence of gate error. The estimator error, \( \text{var} E_\theta \), is bounded by the Cramer-Rao inequality,

\[
\text{var} E_\theta \geq \frac{\mathcal{I}}{N} = \frac{1}{(1 - \epsilon)^2} \frac{\mathcal{I}}{N}.
\]

So to achieve the same bound on the estimator variance as is found with perfect gates, one must increase the number of measurements from \( N \) to \( N' \approx N/(1 + 2\epsilon) \). If there are similar POVM errors as well, then a nearly identical calculation shows that \( N' \approx N/(1 + 4\epsilon) \).
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