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Abstract: For a material efficient construction process of lightweight concrete shells, tensioned cable nets can be used as a supporting formwork. In order to guarantee the mechanical stability of the shells, tight tolerances in their form need to be met. To this end, methods have recently been proposed to readjust the form of the cable net on the construction site. This paper proposes a novel view on the cable net model as a dynamical system and derives robust control approaches based on $H_\infty$ and $\mu$ synthesis. Both approaches can account for input uncertainties and external disturbances. The $\mu$ controller additionally is robust against the uncertain model parameters, which makes its precise identification unnecessary. The $\mu$ synthesis also provides a priori bounds on the allowable fabrication tolerances of the cable net in order to guarantee robust performance of the closed-loop system. The resulting LTI controllers can be applied to the system without expert knowledge about the system model or the underlying optimization. The effectiveness of the controllers is demonstrated in numerical experiments.
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1. INTRODUCTION

Doubly curved thin concrete shells are efficient building structures to span large areas (Torsing et al., 2012), as e.g. in roof applications. These shells can have a high structural stiffness while requiring less material, and therefore less energy than traditional building structures (Lydon et al., 2017). In the construction process of thin concrete shells, a supporting formwork, defining the form of the shell, is required. It is removed after the curing of the concrete. Traditional formwork, consisting of a huge number of customized parts, is time-, labor- and cost-intensive and produces a lot of waste. An alternative flexible formwork (Stürz et al., 2019) can be used instead. Its main component is a steel cable net which is prestressed inside a rigid frame. On top of the cable net, a fabric is placed, which builds the surface to support the concrete. This flexible formwork can reduce the amount of material used and waste produced compared to traditional formwork.

While fabrication tolerances for construction applications are not very tight in general, they are for the cable net geometry. The reason is that desired structural properties of the shell, such as mechanical stability and buckling behavior, can be guaranteed only within small variations from its desired target form. Achieving these allowable tolerances was shown to be impossible with traditional construction methods (Veenendaal et al., 2014). Therefore, feedback-based control methods have been introduced in order to adjust the cable net form and thus to minimize the deviations from the designed form during the construction process (Stürz et al., 2016a, 2019; Stürz, 2019). As measurements and actuation steps on the construction site are time-consuming and expensive, the number of their iterations should be minimized. To this end, model knowledge about the system is exploited in the control methods. The system model represents the static equilibria of the system. It involves a set of parameters which are subject to high fabrication variations and to which the cable net form is very sensitive. Therefore, the work in (Stürz et al., 2016b, 2020) has proposed methods for the identification of these uncertain system parameters. In (Stürz et al., 2019), the identification step is then combined with a control input computation (Stürz et al., 2016a) in an iterative algorithm to achieve a high precision control of the cable net form while minimizing the required measurement and actuation iterations. In (Stürz et al., 2019; Liew et al., 2018), these model- and optimization-based control methods are validated on a quarter-scale prototype of a roof shell. While a high precision is achieved, the control algorithm requires a lot of expert knowledge and its performance relies on the precision of the identified system parameters.

This paper addresses these recognized issues by exploiting techniques from robust control (Zhou et al., 1996). To this end, a novel modeling approach for the cable net is proposed by formulating it as a discrete-time linear time-invariant (LTI) dynamical system where at each time step a control input is applied. Exogenous disturbances (e.g. input uncertainties) and modeling uncertainties (e.g. fabrication variations) are then directly taken into account in the control design. Regulation and disturbance rejection problems are formulated within the $H_\infty$ framework, whereas robustness of the closed loop to changes in the model parameters is achieved by $\mu$ synthesis, which also provides a bound on the allowed fabrication tolerances.

The paper is structured as follows. Section 2 provides a background to the robust control concepts employed in this work.
In Section 3, a physical description of the cable net system and the mathematical definition of its static equilibrium is reviewed, before the problem formulation is stated. Section 4 derives a dynamical model, and Section 5 discusses the design of robust controllers via $H_\infty$ and $\mu$ synthesis. Section 6 compares the performance of the controllers on a numerical example.

**Notation:** The identity matrix of dimension $n$ and the matrices of all zeros and all ones of dimension $m \times n$ are denoted by $I_n, 0_{m,n},$ and $1_{m,n}$, respectively. The Moore-Penrose pseudoinverse is denoted by $\dagger$, and the kronecker product by $\otimes$. We use $M(q,p,r:s)$ to denote the block of the matrix $M$ ranging over the rows $q$ to $p$ and over the columns $r$ to $s$. The operator $[\cdot]^T$ maps the vector $v$ to a matrix of all zeros zeros except the entries of $v$ on its diagonal. For a function $f(x) : \mathbb{R}^n \mapsto \mathbb{R}$, we denote the gradient by $\nabla_x f = \left[ \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_n} \right]^T$. For a function $h(r,u) : \mathbb{R}^{n+p} \mapsto \mathbb{R}^m$, the Jacobian is denoted by $\nabla_{(r,u)} h = [\nabla_r h \mid \nabla_u h]$, where $\nabla_r h$ and $\nabla_u h$ are referred to as partial Jacobians. We use $\nabla_{(r,u)}(r^k, u^k)$ to denote the Jacobian evaluated at the point $(r^k, u^k)$. The weighted $L_2$-norm with $Q$ being a weighting matrix is denoted as $\|x\|^2_Q = x^T Q x$.

Given a transfer matrix $G(s)$, its $H_\infty$ norm is defined by $\|G\|_{\infty} = \sup_{\omega \in \mathbb{R}} \sigma(G(j\omega))$, where $\sigma(\cdot)$ denotes the maximum singular value of a matrix and $\omega$ denotes the frequency.

## 2. ROBUST CONTROL BACKGROUND

The Linear Fractional Transformation (LFT) is a fundamental tool in robust control to create models of uncertain systems suitable for analysis and synthesis (Zhou et al., 1996). Let $M \in \mathbb{C}^{(p_1+p_2) \times (q_1+q_2)}$ be a complex matrix partitioned as

$$M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix},$$

and $\Delta_u \in \mathbb{C}^{q_1 \times p_1}$. The upper LFT of $M$ w.r.t. $\Delta_u$ is given by

$$F_u(M, \Delta_u) = M_{22} + M_{21}(I - M_{11} \Delta_u)^{-1} M_{12}.$$ (2)

An interpretation of (2) can be obtained by considering a nominal linear time invariant (LTI) system with transfer matrix $M_{22}$ having input $v \in \mathbb{R}^{p_2}$ and output $y \in \mathbb{R}^{q_2}$ and subject to uncertainty modelled by an operator $\Delta_u$. The transfer matrices $M_{11}, M_{12}$ and $M_{21}$ describe the effect of $\Delta_u$ on $M_{22}$, and $F_u(M, \Delta_u)$ is the map between input and output of the plant in the presence of uncertainty, as shown in Fig. 1.

![Fig. 1. Feedback representation of an LFT.](image)

A crucial feature apparent in (2) is that the LFT is well posed, and thus the loop equations have a unique solution, if and only if the inverse of $(I - M_{11} \Delta_u)$ exists. Equivalently, the lower LFT of $M$ w.r.t. $P_1 \in \mathbb{C}^{q_2 \times p_2}$ is given by

$$F_l(M, P_1) = M_{11} + M_{12} P_1 (I - M_{22} P_1)^{-1} M_{21}.$$ (3)

One of the most celebrated design techniques from robust control is the $H_\infty$ framework (Doyle and Stein, 1981), where performance is formulated in terms of the $H_\infty$ norm of a certain transfer matrix. The search for such a controller $K_\infty$ can be defined as the following optimization problem

$$\min_{K_\infty} \| F_l(M, K_\infty) \|_{\infty},$$

where $F_l(M, K_\infty)$ is now the transfer matrix associated with the chosen performance objective. While $H_\infty$ control makes the plant robust against exogenous disturbances, it does not address robustness against endogenous disturbances, such as for example parametric uncertainties in the model.

The $\mu$ analysis technique addresses robust stability and performance of LTI systems in the presence of structured uncertainty sets (Packard and Doyle, 1993). The uncertainty can be generically defined as $\Delta_u = \text{diag}(\delta_1 I_{d_1}, \delta_2 I_{d_2}, \cdots, \delta_d I_{d_d})$, where the uncertainties associated with $n_R$ real scalars, $\delta_i$, $n_C$ complex scalars, $\delta_j$, and $n_D$ unstructured (or full) complex blocks, $\Delta_D$, are listed in diagonal form. The structured singular value (s.s.v.), denoted by $\mu_{\Delta_u}(M)$, is defined as

$$\mu_{\Delta_u}(M) = \left\{ \min_{\Delta_u} \kappa : \det(I - \kappa M \Delta_u) = 0; \sigma(\Delta_u) \leq 1 \right\}^{-1},$$

where $\kappa$ is a real positive scalar, and $\mu_{\Delta_u}(M) = 0$ if the minimization problem has no solution. If $\mu_{\Delta_u}(M) \leq 1$ then the result guarantees that $F_u(M, \Delta_u)$ is not ill-posed for uncertainties in the allowed set, hence the system is robustly stable. Conversely, if $\mu_{\Delta_u}(M) > 1$ the system can become unstable for particular combinations of the uncertainties, thus providing a worst-case robust stability (RS) test.

The s.s.v. can also be used for robust performance (RP) by considering the LFT $F_u(M, \Delta)$, where $\Delta = \text{diag}(\Delta_u, \Delta_v)$ and the full-complex perturbation matrix $\Delta_u$ closes the loop between the input $v$ and output $y$ in Fig. 1. Building on the $H_\infty$ synthesis and the $\mu$ analysis framework, the goal of $\mu$ synthesis is to find a controller $K_\mu$ which minimizes the maximum singular value of a certain closed loop transfer function in the face of the uncertainty $\Delta_u$, that is

$$\min_{K_\mu} \max_{\Delta_u} \| F_u(M, K_\mu, \Delta_u) \|_{\infty},$$

or equivalently

$$\min_{K_\mu} \mu_{\Delta_u}(F_l(M, K_\mu)).$$ (6)

The $\mu$ synthesis framework thus provides a controller which is robust to exogenous disturbances, because the objective is the minimization of the $H_\infty$ norm, and uncertainties, since the $H_\infty$ norm is taken over all the possible uncertainty realizations. A well established way to numerically solve (6) is the so-called $D-K$ iteration (Packard et al., 1993), where one iterates between a $\mu$ calculation (D step) and an $H_\infty$ design (K step). In this work we use the routine dksyn (Balas et al., 1998) currently available in the Robust Control Toolbox (RCT) will be used in MATLAB R2019b.

## 3. CABLE NET DESCRIPTION AND PROBLEM FORMULATION

In this section, we review the model of the cable net system and state the problem formulation.

### 3.1 Description of the Cable Net System

We consider the graph $\mathcal{G} = (N, E)$ to encode the topology of the cable net. The node set $N$ comprises the indices of the $n$ nodes of the cable net, which are equipped with $x$-, $y$- and $z$-position coordinates. For each node, $i \in N$, its position coordinates are stacked in the vector $r_i \in \mathbb{R}^3$. The edge set $E$ represents the indices of the $m$ cable segments of the net.
We refer to the nodes in the interior of the net as interior nodes and to the ones at the boundary on the rigid frame as boundary nodes. Similarly, the edges in the interior and at the boundary of the net are called interior and boundary edges, respectively. We will use the indices $I$ and $B$ to denote interior and boundary variables. The node and edge sets can be split into the two disjoint subsets of interior and boundary nodes or edges, respectively, i.e., $\mathcal{N} = \mathcal{N}_I \cup \mathcal{N}_B$, $\mathcal{N}_I \cap \mathcal{N}_B = \emptyset$, $\mathcal{E} = \mathcal{E}_I \cup \mathcal{E}_B$, $\mathcal{E}_I \cap \mathcal{E}_B = \emptyset$. In the following, we assume that the frame is rigid and does not bend or flex. Therefore, the positions of the boundary nodes, $r_i$, $i \in \mathcal{N}_B$, are assumed to be constant. The position coordinates of the interior nodes, $r_i$, $i \in \mathcal{N}_I$, define the form of the cable net. In the prestressed state, all cable net edges are in tension. In this state the edge lengths are the Euclidean distances between adjacent nodes. For the edge between nodes $s$ and $t$, the edge length is given by

$$l_{(s,t)} := \|r_s - r_t\|_2.$$  

(7)

We refer to unstrained lengths of the cable net edges as the lengths of the edges if no tension forces are acting on them. The vector of all unstrained edge lengths is denoted by

$$l_0 := [l_{0,1} \ldots l_{0,m}]^T \in \mathbb{R}^m.$$  

(8)

These unstrained cable net edge lengths are fixed parameters for all $m_I$ interior edges. They are collected in the vector $l_0, I \in \mathbb{R}^{m_I}$. In contrast, the $m_B$ boundary edges of the cable net are attached to the rigid frame via turnbuckles. Through actuation of the turnbuckles, the unstrained lengths of the boundary edges can be adjusted to change the form of the cable net. The parameters of unstrained lengths of the boundary edges are collected in the vector $l_0, B \in \mathbb{R}^{m_B}$. We define the input vector $u \in \mathbb{R}^{m_u}$, with $m_u = m_B$, as the vector collecting the adjustments to the unstrained boundary edge lengths, given by

$$u := [u_{1}, \ldots, u_{(s,t)}, \ldots, u_{m_B}]^T \in \mathbb{R}^{m_u}, \forall (s,t) \in \mathcal{E}_B.$$  

(9)

where $u_{(s,t)}$ is the change in unstrained length $l_{0,(s,t)}$ for the boundary edge $(s,t)$. We further define the unstrained length of edge $(s,t)$ after actuation by the input $u_{(s,t)}$ as

$$l_{0,(s,t)} = l_{0,(s,t)} - u_{(s,t)}, \forall (s,t) \in \mathcal{E}_B.$$  

(10)

Analogously, the notation $l_{0,(s,t)} = l_{0,(s,t)} - u_{(s,t)}, \forall (s,t) \in \mathcal{E}_I$ is also used in the case where $(s,t)$ is a non-adjustable interior edge. Figure 2 shows a top view on the cable net system.

3.2 Force Balance Equations

We denote the mapping from the inputs $u$ to the position coordinates $r$ as $R(u)$, i.e.,

$$r = R(u).$$  

(11)

This mapping is not explicitly known. Instead, the following mathematical characterization of the form of the cable net under the input $u$ can be given. The static equilibrium of the cable net is characterized by a force balance of all the tension forces belonging to adjacent edges of the interior nodes. The set of adjacent edges of node $s$ which are in tension is denoted by $\mathcal{E}_s$.

The nodal position coordinates $r$ in static equilibrium are therefore the solution to the following equations

$$h_s = \sum_{(s,t) \in \mathcal{E}_s} EA_{(s,t)} (r_s - r_t) \left( \frac{1}{l_{0,(s,t)}} - \frac{1}{l_{(s,t)}} \right) - p = 0, \forall s \in \mathcal{N}_I,$$  

(12)

where $EA_{(s,t)}$ denotes the elastic material parameter of edge $(s,t)$ and $p$ is a vector of external forces acting on the nodes.

![Fig. 2. Top view of the cable net system, (Stürz et al., 2019). a) Interior edge $(s_a, t_a) \in \mathcal{E}_I$ connecting the nodes $s_a \in \mathcal{N}_I$ and $t_a \in \mathcal{N}_I$. b) Boundary edge $(s_b, t_b) \in \mathcal{E}_B$ connecting the node $s \in \mathcal{N}_I$ and the node $t \in \mathcal{N}_B$. Control inputs are applied via the turnbuckle.](image)

For fixed boundary coordinates, $r_B = \bar{r}_B$, the function $h : \mathbb{R}^{3n_I} \times \mathbb{R}^{m_B} \mapsto \mathbb{R}^{3n_I}$ represents all force equilibrium equations at all interior nodes, i.e.,

$$h(r_I, u) = [h_{1}^T \ldots h_{n_I}^T]^T.$$  

(13)

For more details about the modeling the static equilibrium of the cable net system, we refer to (Stürz et al., 2019).

3.3 Problem Formulation

The target form of the cable net, denoted by $r^{(des)}$, is given as the result of a design problem. The parameters $l_0$ are subject to high fabrication variations, and therefore to large uncertainties. In the construction of the prestressed cable net, the initial boundary edge lengths need to be set to their nominal values which is a manual process introducing large uncertainties.

The control problem consists of using the available control inputs in form of boundary edge lengths adjustments, $u$, in order to steer the cable net form, $r = R(u)$, as close as possible to the given desired form, $r^{(des)}$. The control approach should be robust w.r.t. the uncertainties in the model parameters, while also considering uncertainties in the control inputs and possible other disturbances on the net. A bound on the allowable fabrication tolerances on the unstrained cable net edge lengths $l_{0,I}$ should be provided such that the synthesized controller is guaranteed to be stable.

4. DYNAMICAL CABLE NET SYSTEM MODEL

In this section, we will first give an intuitive approach to the form control based on the inverse linearized static mapping $R(u)$. Then, we derive a dynamical system model which allows us to use robust control approaches for the controller synthesis.

4.1 Linearized Static Model and Inverse Model Control

For simplicity, let us assume that the dimensions of $r$ and $u$ are equal. In Section 4.3, we will justify that this assumption can be made w.l.o.g. Starting from the static equilibrium definition in Section 3, an intuitive idea to control the system is to invert
the model. As the nonlinear mapping \( r = R(u) \) in (11) is not explicitly known, we linearize it around the current point \(( \hat{r}, \hat{u} )\). This gives us the following linearized static model

\[
\Delta r = \nabla_u R(\hat{u}) \Delta u,
\]

with

\[
\nabla_u R(\hat{u}) = \nabla_r h(\hat{r}, \hat{u})^{-1} \nabla_u h(\hat{r}, \hat{u}),
\]

because of the explicit function theorem applied to \( h(\hat{r}, \hat{u}) = 0 \) in (12). We refer to (Stürz et al., 2019) for more details about the derivation of (15). Note that we have passed from the absolute values of \( r \) and \( u \) to deviations \( \Delta r \) and \( \Delta u \) around the current point \(( \hat{r}, \hat{u} )\). Considering the linearized static model in (14), an intuitive control approach is to invert this model, i.e., to apply the control input

\[
\Delta u = K_0 (r - r^{\text{(des)}}),
\]

with

\[
K_0 = (\nabla_u R(\hat{u}))^{-1}.
\]

In the following, we will derive different controllers and compare them to \( K_0 \) in (17).

### 4.2 Dynamical Model of the Cable Net System

In the case of model uncertainties and disturbances, the control approach in (17) does not provide robust stability or performance guarantees. Therefore, we derive a discrete-time LTI dynamical system model, where the dynamics are introduced by the discrete control input steps. Let us define the state at time step \( k \), denoted by \( x^k \), as the deviation of the form at time step \( k \) from the desired form, i.e., \( x^k := (r^{\text{(des)}} - r^k) \in \mathbb{R}^{n_x} \), with \( n_x = 3n_l \), where \( r^k \) denotes the absolute nodal position, and the subscript \( k \) denotes the time step \( k \). The control input to the system is denoted as \( u^k := \Delta u^k \in \mathbb{R}^{n_u} \), with \( n_u = m_B \), and the performance output as \( e^k \in \mathbb{R}^{n_e} \). The measured output of the system, which is the input to the controller, is denoted by \( y^k \in \mathbb{R}^{n_y} \). With these definitions, we consider the following dynamical system of the cable net

\[
G = \begin{cases} 
    x^{k+1} = Ax^k + Bu^k + B_w w^k, \\
    y^k = C_y y^k + D_y u^k + D_y w^k, \\
    e^k = C_e x^k + D_e u^k + D_e w^k,
\end{cases}
\]

where the matrices \( A, B_u, C_y, C_e \) will have the following fixed values in the remainder of the paper:

\[
A = I, \quad B_u = \nabla_u R(\hat{u}), \quad C_y = I, \quad C_e = I.
\]

The other state space matrices in (18) will depend on the control problem considered and will be discussed in Section 5. In the following, we will denote by \( T_{ew}(K) \) the transfer matrix from the exogenous input \( w^k \) to the performance output \( e^k \) obtained by closing the open-loop (18) with the control loop \( u^k = K( y^k ) \), where \( K \) denotes a discrete-time LTI controller.

First, we notice that the control approach of inverting the static mapping in (14) resulting in \( K_0 \) in (17) is a deadbeat controller for the system (18). The eigenvalues of the closed loop, i.e., of the system (18) under the controller \( K_0 \) in (17) are given by

\[
eig(A - B_u K_0) = \eig(I - \nabla_u R(\hat{u})(\nabla_u R(\hat{u}))^{-1}) = 0.
\]

The controller \( K_0 \) thus moves all closed loop eigenvalues of system (18) to 0, making the system converge to \( x^k = 0 \) in one step, which corresponds to the form \( r^{\text{(des)}} \) reaching \( r^{(\text{des})} \).

### 4.3 Controllability of the Dynamical System

So far, we made the assumption that the dimensions of the states \( r \) and the inputs \( u \) are equal, which is however only fulfilled in special cases. In general, the number of boundary edges, \( m_B \), is smaller than the number of interior nodal coordinates, \( 3n_I \), and therefore \( n_u < n_x \) in general. For the dynamical system \( G \) in (18), it is easy to verify that it can be controllable only if \( n_u \geq n_x \). This can be seen e.g. from Kalman’s rank criterion on the controllability matrix, which reveals that \( B_u \) needs to be of full row rank, which requires \( n_u \geq n_x \). Therefore, the system \( G \) in (18) is uncontrollable if \( m_B < 3n_I \). The system \( G \) can however always be transformed into a minimal realization for controller synthesis. Applying the synthesized controller on the system minimizes the deviations of the controllable modes in the system. In a systematic approach, a minimal realization of the system \( G \) in (18) can be computed by transforming \( G \) into its Kalman decomposition and then cutting off the uncontrollable modes. We will denote this system in the following by \( G_{\min} \). This approach can always be taken, without expert knowledge of the system. It might be the case that expert knowledge about the system and the importance of individual nodal coordinates to be controlled is available. If the coordinates to be measured, i.e., \( C_y \), can be chosen by the practitioner, then different reduced systems that are controllable and observable might be chosen depending on the choice of \( C_y \) (and the degree of controllability of the states of \( G \)). In this case, it needs to be verified that the chosen reduced system is indeed controllable (and observable). In Section 6, we will give a numerical example and demonstrate both of the proposed approaches. In the following, we assume w.l.o.g. that the system in (18) represents a minimal realization and is thus controllable.

### 5. Robust Control Design for the Net

In this section the robust control techniques from Section 2 are applied to control the cable net in off-nominal conditions. The case of exogenous disturbances is addressed using \( H_{\infty} \) control. Then, additional model uncertainties are considered and the \( \mu \) synthesis framework is leveraged.

#### 5.1 \( H_{\infty} \) Control For Exogenous Disturbances

The starting point for the synthesis is the dynamical system formulation illustrated in Section 4. While some of the state-space matrices in (19) have fixed values given by the nature of the problem, others depend on the control task considered. The selection of these system matrices will define the closed-loop transfer matrix from \( w \) to \( e \) which we will denote by \( T_{ew}(K_{\infty}) \).

This has the same meaning as the LFT of a closed-loop transfer matrix \( F_l(M, K_{\infty}) \) used to define the optimization problem in (4). Two examples for \( T_{ew} \) are discussed next.

In the first case, we consider \( D_y = D_{yw} = D_{ew} = D_{ew} = 0 \). The reason is that the actuation on the cable net boundary edges involve manual measurement and adjustment steps of the edge lengths. Therefore, an uncertainty concerning the unstressed lengths of the boundary edges \( l_{0,B} \) should be accounted for in the design. By recalling (10), this can be formulated as an uncertainty in the input provided to the plant. This prompts the definition of the input disturbance matrix as \( B_w = \epsilon B_u \), where \( \epsilon \) is a positive scalar smaller than 1 modeling the actuation uncertainty. The performance output \( e \), depends only on the states \( r \) of the system, therefore defining a regulation problem. The associated controller and closed loop transfer matrix are denoted by \( K_{\infty,1} \) and \( T_{ew}(K_{\infty,1}) \), respectively.

In the second case, we consider \( D_y \neq 0, D_{ew} \neq 0, D_{ew} \neq 0 \) (while \( D_{yw} = 0 \) for physical reasons, and \( B_w = \epsilon B_u \) as before). In addition to the input uncertainty as explained before,
this approach is able to capture additional exogenous disturbances. Possible disturbances can arise from external forces on the cable net in form of unmodeled forces or weights on the structure. The performance objective is now directly affected by both the exogenous disturbance and the controller (through the feedthrough matrices), and measurement noise is considered. In contrast to the previous design, the control problem now consists of both a regulation and disturbance rejection problem. The associated closed loop transfer function and controller will be denoted by $K_{\infty,2}$ and $T_{ew}^d(K_{\infty,2})$, respectively.

5.2 $\mu$ Synthesis for Modeling Uncertainty

While the previous controllers can handle exogenous disturbances, they cannot account for modeling uncertainties. However, it is known that the unstressed lengths of the interior edges $l_{i,j}$, which are subject to high fabrication variations, have a large effect on the final shape of the cable net. While in the previous section the effect of perturbations in $l_{i,j}$ was modeled as input uncertainty, perturbations in $l_{i,j}$ are inherently modeling uncertainties. In order to tackle the effect of the latter, $\mu$ controllers are proposed in the following.

We will denote the vector of nominal unstressed lengths of the interior edges by $\bar{l}_{i,j}$ in (8). The corresponding vector of uncertainties, normalized such that they can vary between -1 and +1, is denoted by $\Delta l_{i,j}$. The vector of true unstressed lengths of the interior edges are expressed as

$$l_{i,j} = \bar{l}_{i,j}(1 + \lambda l_{i,j}) \quad (21)$$

where $\lambda l_{i,j}$ is a scaling vector used to normalize the uncertainty. When an edge in the interior is considered uncertainty-free, then the corresponding entry in $\lambda l_{i,j}$ is set to zero.

First, an LFT model of the uncertain system is built. Given the multiplicative uncertainty in (21), this can be done by substituting (21) inside the analytic expression of $\nabla u R$ in (15). By further substituting the uncertain operator $\nabla u R(\Delta l_{i,j})$ in the system representation in (18), the LFT $\mathcal{F}_u(M, \Delta_l)$, where $\Delta_l$ is the structured uncertainty associated with the real uncertainties $\Delta l_{i,j}$, is obtained. This operation is performed with the RCT, followed by an LFT order reduction performed with the GSS toolbox (Biannic and Roos, 2016) to reduce the number of repetitions in $\Delta_l$.

The final result is the uncertain closed loop transfer function $\mathcal{F}_u(\mathcal{F}_u(M, K_\mu), \Delta_l)$ (or equivalently $\mathcal{F}_u(T_{ew}(K_\mu), \Delta_l)$), which can be used in the $\mu$ synthesis problem in (6). The discussion on the different optimization objectives for $K_\infty$ in Section 5.1 carry over to $K_\mu$.

While providing a thorough discussion on the design choices for an effective $\mu$ synthesis goes beyond the scope of the paper, a few important remarks are made here. While a standard $H_\infty$ design will provide a controller $K_\infty$ with the same number of states of the open-loop plant, the $D-K$ iteration can lead to a controller $K_\mu$ of higher dimension due to the additional states coming from the so-called $D$ and $G$ scalings. These can be thought of as frequency-domain filters related to the shape of the $\mu$ plot obtained in the $D$ step (Packard et al., 1993). In addition to the usual practice of fixing the order of the fit (which may lead to poor results because robustness of the plant is not well captured), a strategy to limit the order of $K_\mu$ is to narrow down the set of frequencies used in the $D$ step based on an a priori knowledge of the frequency range where robustness is lacking (e.g. obtained by applying $\mu$ analysis to $\mathcal{F}_u(M, \Delta_l)$).

Fig. 3. Desired form, $r^{des}$ of the example cable net system (black) and initial form $r^k$ at $k = 0$ (red).

Another strategy to reduce the order of the controllers is to apply model order reduction to $K_\mu$. Due to the non-convexity of the $D-K$ iteration, the initialization used for $K_\mu$ is also important. A possible choice of initialization is the controller $K_\infty$ designed for the corresponding transfer matrix $T_{ew}$.

6. NUMERICAL EXPERIMENTS

In this section, we illustrate the modeling and control concepts with numerical experiments.

6.1 Example Cable Net System

We present a notional cable net system for illustrative purposes of the proposed methods and to demonstrate the effectiveness of the developed control design approaches. We consider the cable net system depicted in Fig. 3, which represents a doubly curved surface. The net consists of $n = 12$ nodes, whereof $n_I = 4$ interior nodes and $n_B = 8$ boundary nodes. The states of the overall system are given by $x = [x_1, \ldots, x_4, y_1, \ldots, y_4, z_1, \ldots, z_4]^T$ with dimension $n_x = 3n_I = 12$. The dimension of inputs $u$ is $n_u = n_B = 8$, and the cable net system is not controllable. In applications involving larger scale models, model order reduction methods can be employed to reduce the number of states. However, since the controller synthesis is done offline, the computation time, and thus the dimension of the system might not be critical. In order to compute the desired form of the cable net, $r^{des}$, the boundary locations, and a uniform force density distribution for the cable net edges, are chosen. W.l.o.g. the external loads $p$ in (13) are set to $p = 0$, i.e., we consider the cable net without the concrete, and we neglect self-weight. The material parameters $E$ and $A$ are, w.l.o.g., assumed to be $E = 1$ for all edges. Furthermore, $p$ and $E A$ are assumed to be constant. In applications where this does not hold, additional uncertainties can be introduced into the problem, analogously to the uncertainties $\Delta l_{i,j}$. In an initial design problem, the parameters of the cable net in static equilibrium are computed. The unstressed and actual edge lengths are given by $l_0 = [1.1_4 \otimes 1.4472 \, m, 1.1_8 \otimes 1.3373 \, m]^T$ and $l = [1.4_4 \otimes 1.4577 \, m, 1.4_8 \otimes 1.3463 \, m]^T$. The initial and desired coordinates are $x_0 = [1.5, 2.25, 1.5, 0.75, 1, 2, 3, 2, 1, 0, 0]^T$, $y_0 = [0.75, 1.5, 2.25, 1.5, 0, 1, 2, 3, 3, 2, 1, 0, 0]^T$, $z_0 = [2, 1, 2, 1, 3, 3, 0, 3, 3, 0, 0]^T$, and $r^{des} = [1.5, 2.444, 1.5, 0.556, 1, 2, 3, 3, 2, 1, 0, 0]^T$, $g^{des} = [0.556, 1.5, 2.444, 1.5, 0, 0, 1, 2, 3, 3, 2, 1, 0, 0]^T$.
2, 1]⊤, \(z_{\text{des}} = [2.1887, 0.8113, 2.1887, 0.8113, 3, 3, 0, 0, 3, 3, 0, 0]⊤\). The state space matrices are then given according to (19). \(\tilde{H}_u\) can be computed with (15), where

\[
\nabla_u h = \left( I_3 \otimes -M_1^T \right) \begin{bmatrix} \text{diag}(M_{x_0}) & \text{diag}(M_{y_0}) & \text{diag}(M_{z_0}) \end{bmatrix} \begin{bmatrix} I_{n_u} \otimes EA/2 \end{bmatrix} \text{diag}(l_0^{-1}) M_B,
\]

\[
\nabla_v h = \left( I_3 \otimes -M_1^T \right) \begin{bmatrix} \text{diag}(M_{x_0}) & \text{diag}(M_{y_0}) & \text{diag}(M_{z_0}) \end{bmatrix} \begin{bmatrix} I_{n_v} \otimes EA/2 \end{bmatrix} \text{diag}(l^{-3}) \times \text{diag}(M_{x_0}) \text{diag}(M_{y_0}) \text{diag}(M_{z_0}) (I_3 \otimes M_1) \times
\]

\[
+ \left( I_3 \otimes -M_1^T \right) \left( I_3 \otimes \begin{bmatrix} I_{n_v} \otimes EA/2 \end{bmatrix} \right) \times \left( I_3 \otimes \text{diag}(l^{-3}) \right) \left( I_3 \otimes M_1 \right),
\]

(22)

with the incidence matrix of \(G\) given by \(M = [M_1, M_2]\), with

\[
M_1 = \begin{bmatrix} 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad I_{n_u} \otimes [1, 1] \quad \text{and} \quad M_B = [0.4, -18]^T.
\]

For a fixed input vector \(u\), the equilibrium equations in (13) can be reformulated into an energy minimization problem which can be solved by convex programming. We refer to (Stürz et al., 2016a) for details.

6.2 Minimal Realization of the Cable Net System

In a first step, we focus on the nominal system without disturbances and illustrate the two methods to obtain a minimal realization of the system model, as proposed in Section 4.3. In both cases, the system has \(q = 8\) controllable and \(n_x = q = 4\) uncontrollable modes. Following the systematic approach of computing a Kalman decomposition and truncation, we obtain a minimal realization of the system, denoted by \(G_{\text{min}}\) in the following. For the second approach, we assume that the precision of the \(x\)- and \(y\)-coordinates of the interior nodes is more important than the one of the \(z\)-coordinates. We thus choose \(C_y = [I_{2n_t}, 0_{n_z}]\) and truncate the \(z\) coordinates from the system state. The resulting system, denoted by \(G_{xy}\), is controllable. If we assume that we can only measure \(x\) and \(y\) coordinates, i.e., \(C_y = [I_{2n_t}, 0_{n_z}]\) to compute \(G_{\text{min}}\), then \(G_{\text{min}}\) and \(G_{xy}\) are equivalent, i.e., can be transformed into each other by a regular transformation. If instead of reducing the system to \(x\)- and \(y\)-coordinates, one reduced it to \(y\)- and \(z\)-, or similarly to \(x\)- and \(z\)-coordinates, (with according choices of \(C_y\)), then uncontrollable modes would still be present in the reduced system.

6.3 Robust Control Performance

In this section the controller synthesis approaches discussed in Section 5 are applied to the proposed example cable net system where only the \(x\)- and \(y\)-coordinates are considered, i.e., the minimal realization \(G_{xy}\).

\(\mathcal{H}_\infty\) Control. The first result is that \(K_{\mathcal{H}_\infty, 1}\) is identical to \(K_0\). While an \(\mathcal{H}_\infty\) controller has a dynamic part with a number of controller states \(n_x\), equal to the number of open-loop states, the controller matrices \(A_{\mathcal{H}_\infty, 1}, B_{\mathcal{H}_\infty, 1}\), and \(C_{\mathcal{H}_\infty, 1}\) are zero while \(D_{\mathcal{H}_\infty, 1} = K_0\). Recalling that \(T_{\mathcal{H}_\infty, 1}\) defines a regulation problem, it is expected that \(K_{\mathcal{H}_\infty, 1}\) behaves like the dead-beat controller \(K_0\).

The second \(\mathcal{H}_\infty\) controller is designed considering the transfer matrix \(T_{\mathcal{H}_\infty, 1}\) (with \(D_yw = 0.1Is, D_{yw} = 0.5Is, D_{ew} = 0.5Is, \epsilon = 0.2\)). These values can be thought of as constant weights for the generally frequency-dependent weights used in \(\mathcal{H}_\infty\) control (Balas et al., 1998). They are chosen w.l.o.g. In this case, \(K_{\mathcal{H}_\infty, 2}\) is a dynamic LTI controller achieving the performance \(\|T_{\mathcal{H}_\infty}^{\text{ad}}(K_{\mathcal{H}_\infty, 2})\|_\infty = 0.5\), while \(\|T_{\mathcal{H}_\infty}^{\text{ad}}(K_0)\|_\infty = 1.2\). Fig. 4 provides a more general comparison between \(K_{\mathcal{H}_\infty, 1}\) and \(K_{\mathcal{H}_\infty, 2}\) by showing the singular values of \(T_{\mathcal{H}_\infty}^{\text{ad}}(K_0)\) (black-dashed lines) and \(T_{\mathcal{H}_\infty}^{\text{ad}}(K_{\mathcal{H}_\infty, 2})\) (blue-solid lines) over the frequency \(\omega\).

The peaks of the two families of lines are respectively 1.2 and 0.5, but the greater robustness of \(T_{\mathcal{H}_\infty}^{\text{ad}}(K_{\mathcal{H}_\infty, 2})\) compared to \(T_{\mathcal{H}_\infty}^{\text{ad}}(K_0)\) can be inferred as disturbances are better rejected at all frequencies. In particular, Fig. 4 shows a lack of robustness in the \(K_0\) closed-loop in the high frequency range (just before the Nyquist frequency \(\pi\)).

This first set of results shows on the one hand that the dynamical system formulation of the problem is a promising strategy to frame the robust control design of the cable net, since an \(\mathcal{H}_\infty\) controller with only regulation requirements, which builds on this modeling formulation,retrieve the same intuitive controller \(K_0\) designed in (17). On the other hand, when the performance objectives are different and, e.g., include disturbance rejection, \(\mathcal{H}_\infty\) provides a more flexible framework to formulate the requirements and allows for greater robustness than \(K_0\).

\(\mu\) Synthesis. In the following, all interior edges are subject to an uncertainty of \(\pm 10\%\) from their nominal values. Due to space constraints, and in order to provide an easy interpretation of the outcome, only the regulation problem (where \(T_{\mathcal{H}_\infty}^{\text{ad}}\) is now subject to uncertainties in \(\Delta\)) is examined. The robust controller \(K_{\mu}\) was designed without enforcing any restriction on the order of \(D\) and \(G\). In the \(D\) step, the frequency grid consisted of the points \([10^{-6}, 10^{-4}, 10^{-2}, 0.5, \pi]\) rad/s. The order of the controller is 72, a multiple of the plant’s order 8 because of the states of the scalings. Balanced truncation (Moore, 1981) is applied in order to obtain \(n_x\). The associated controller is denoted by \(K_{\mu, r}\). Fig. 5 shows a comparison of the RP test for the controllers by showing the upper bound of \(\mu\).

It is confirmed that the dead-beat controller \(K_0\) shows a poor performance in the high frequency range and it has a \(\mu\) peak of 10.8, while the peak for \(K_{\mu, r}\) is 9.1. That is, a guaranteed 20% increase of robust performance is achieved. Generally, \(\mu\) analysis carries important frequency information which can be used to speculate on the causes for the lack of robustness (Iannelli et al., 2018). E.g., inspection of the worst-case combination of the uncertain parameters can point out modeling aspects which deserve particular care in order to increase robustness. In addition, the peak frequency of a \(\mu\) stability plot is associated with the eigenvalue responsible for the neutral stability of the
system. In the case of discrete time systems, the frequency of the peak thus corresponds to the phase of the pole(s) lying on the unit disk when subject to the worst-case perturbation. Both $\mu$ controllers are able to decrease the maximum peak of the plot and thus the plant’s robustness to the uncertainty. Moreover, robust performance is not substantially affected when the reduced order controller is tested. A comparison of the RS test revealed very similar plots to those in Fig. 5. This is not surprising since for the regulator problem the worst-case combination of the uncertainties for performance is the same as for stability. I.e., the loss of robustness in performance is due to the plant becoming unstable due to the uncertainty. That is, the cable net does not converge to the desired shape and the discrete application of control inputs leads to a diverging response.

By definition, if the peak of $\mu$ is larger than 1, the system does not achieve robust performance. Hence, Fig. 5 shows that for variations of unstressed lengths within $\pm 10\%$, none of the controllers guarantee RP. This is not surprising since this is a large range for real applications. To better quantify the improvements by the robust control solutions, 4 different uncertainty ranges were considered, namely 1 $\%$, 2 $\%$, 3 $\%$, 5 $\%$ and 10 $\%$. For each range, 1000 realizations of the uncertainty were uniformly sampled and system (18) was simulated under $K_0$ and $K_{\mu,r}$. This test was performed 10 times, and the average number of failures in convergence of the control iteration in (18) is reported in Table 1.

Table 1. Percentage of failures (over 1000 tests).

| Uncertainty range | 1 $\%$ | 2 $\%$ | 3 $\%$ | 5 $\%$ | 10 $\%$ |
|-------------------|--------|--------|--------|--------|--------|
| $K_0$             | 0 $\%$ | 23.2 $\%$ | 48.2 $\%$ | 53.4 $\%$ | 66.4 $\%$ |
| $K_{\mu,r}$       | 0 $\%$ | 7.7 $\%$ | 10.1 $\%$ | 10.7 $\%$ | 17.4 $\%$ |

While according to the worst-case RP test in Fig. 5 the increase of robustness achieved by $K_{\mu,r}$ is of the order of $10^{7.5} \approx 1.2$, simulations show that for randomly generated perturbations the increase of robustness with the $\mu$ controller is much higher. It goes from $\frac{23.2}{2}$ to $\frac{48.2}{10}$, i.e., 5 for the case of 5 $\%$. The reason for the $* \mu$ in the case of 1 $\%$ range is that since the peak of curve $K_0$ in Fig. 5 is greater than 10, there exists a worst-case perturbation which makes the iteration diverge. This perturbation was extracted from the lower bound calculation of $\mu$ and its effect confirmed in simulation. It was however not found in the Monte Carlo campaign, and shows the power of robust control techniques in detecting analytically worst-case perturbations for uncertain systems. On the other hand, the peak of the curve $K_{\mu,r}$ is below 10 and thus the associated system is guaranteed to be stable for any perturbation in that range.

7. CONCLUSION

A novel modeling approach of prestressed cable net systems as discrete-time LTI systems was presented together with the synthesis of robust controllers. $H_\infty$ control was used to take into account input uncertainties and external disturbances, while $\mu$ synthesis was adopted to take into account additional parametric uncertainties. A numerical case study illustrated that both control designs outperform analytically (maximum singular value and $\mu$ analysis plots) and in simulation a deadbeat controller designed by inverting the model.
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