Dose-Area Product Determination and Beam Monitor Calibration for the Fixed Beam of the Shanghai Advanced Proton Therapy Facility
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Abstract: Research conducted to-date, makes use of the IBA-Lynx scintillating screen and radiochromic film to analyze the proton field uniformity for dose-area product (DAP) determination. In this paper, the machine log file based reconstruction is proposed to calculate the field uniformity to simplify the measurement. In order to calculate the field uniformity, the dose distribution is reconstructed based on the machine log file with matRad (an open source software for analytical dose calculation in MATLAB). After acquisition of the dose distribution, the field flatness and symmetry are calculated automatically for different proton energies. A comprehensive comparison of DAP determined with Bragg peak chamber (BPC) and Markus chamber (MC) is presented. The actual delivered dose is reconstructed with the log file to analyze the lateral dose distribution of the scanned field. DAP of different energies are calculated ranging from 70.6 MeV to 235 MeV. The percentage difference is calculated, illustrating the DAP discrepancy between the MC and BPC to the mean value. The percentage difference ranges from −0.19% to 1.26%. The variation between DAP measured with the BPC and MC peaks at −2.5%. The log file based reconstruction to calculate field uniformity can be an alternative for DAP determination. The direct method using a large-area Bragg peak chamber is investigated. The two methods to determine DAP and calibrate beam monitor illustrate consistent results.
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1. Introduction

Beam monitor calibration is significant for dose delivery accuracy in the dosimetric commissioning of a proton beam therapy facility. Conventionally, beam monitor calibration is performed in terms of dose per monitor unit (MU). The beam monitor in scanned ion-beam delivery can be calibrated in terms of the number of protons or DAP to water at the shallow depth in the scanned field with uniform lateral dose profile. DAP was proposed as reference dosimetry for proton pencil beam [1] because there is no detailed procedure outlined in IAEA TRS-398 [2] for scanning beam dosimetry. One method to derive DAP is to measure the point dose in the center of a large uniform field [3]. It is employed in most facilities now. Another method is to determine the DAP of a single beamlet employing a large-area parallel ionization chamber, such as Bragg peak chamber [4,5]. The direct method has recently received considerable interest as an alternative but has so far been little explored.

Accredited primary standard laboratories in China do not provide the calibration factor in terms of absorbed dose to water for BPC. One can obtain this calibration factor by cross-calibration with Farmer chamber or Markus chamber in a large scanned field with uniform lateral dose profile. Lateral response heterogeneity of the BPC should be taken...
into account; if not, approximately 3% error of DAP will be triggered \[4,6\]. Gillin et al. \[7\] cross-calibrated the BPC with a Farmer type chamber in the center of a Spread-out Bragg Peak (SOBP). DAP was determined at the plateau region of mono-energetic proton pencil beam with both methods \[4,8\].

The delivered particles per MU can be calculated combining ionization chamber measurements and the Monte Carlo simulation. A \(10 \times 10 \text{ cm}^2\) uniform field with the spot spacing 2.5 mm and given number of protons were simulated in TOPAS, sharing the same properties as the experiment \[9\]. Jäkel \[3\] performed the calibration of the beam monitor at a shallow depth with a uniform field for carbon beam. The number of protons per MU was calculated with a uniform field for proton beam \[9-12\]. Beam monitor calibration in terms of the number of protons with a single spot and uniform scanned field was analyzed \[8,13,14\]. The beam monitor was calibrated with an ionization chamber and a Faraday cup \[9,15\].

If the lateral dose distribution is not uniform, an additional corrective factor should be added to DAP determination. In addition, the scanned field uniformity can contribute to the uncertainty of DAP determination. A 0.5% uncertainty budget is found by Osorio \[8\] corresponding to the uniformity of the beam profile. Thus, it is necessary to analyze the scanned field uniformity. In previous research, lateral dose distribution was measured with the IBA-Lynx scintillating screen or radiochromic film to check the field uniformity \[4,8\]. In this paper, it is proposed to utilize the log file based reconstruction to calculate the lateral dose uniformity for DAP determination. Furthermore, Beam monitor calibration is significant in the dosimetric commissioning of the proton beam therapy facility. The beam monitor performance is tested in periodic quality assurance (QA) because it is directly related to the dose delivery accuracy. During the commissioning stage of China’s first domestically-made proton therapy facility named the Shanghai Advanced Proton Therapy facility (SAPT), the BPC and MC are employed to derive DAP and calibrate the beam monitor in terms of the number of protons per MU.

2. Materials and Methods

2.1. SAPT and Beam Monitor System

SAPT is a synchrotron-based facility with a fixed beam treatment room, a 180° gantry treatment room, a 360° gantry treatment room and an ocular treatment room. It can provide 94 nominal energies from 70.6 MeV to 235 MeV. Spot size (FWHM) at ISO-center in air varies from 6 mm to 13 mm. In SAPT, 1 MU denotes that every 20 nC charge was collected by the beam monitor. 1 MU is defined as 100,000 counts. Virtual source to axis distance (VSAD) from scanning magnet U and V to ISO-center are 2.87 m and 2.49 m respectively \[16\]. Beam monitor is comprised of a primary dose monitor, a secondary dose monitor and a position monitor. Dose monitors are parallel plate ionization chambers; the position monitor is a multi-strip ionization chamber.

2.2. DAP Measurement with Single-Layer Method

A plane-parallel ionization chamber (Markus chamber type SN001790 TM23343, PTW-Freiburg) was positioned at depth 2 cm in the water tank. The Markus chamber was connected to a Unidos webline (Series No. T10022-002056, PTW-Freiburg). The front window of the water tank was aligned to the ISO-center. A \(10 \times 10 \text{ cm}^2\) square field with uniform lateral dose profile was scanned with 32 energies ranging from 70.6 MeV to 235 MeV. The spot spacing was 2.5 mm at ISO-center. The Markus chamber was positioned in the center of the square field (Figure 1). Therefore, spot spacing at water depth 2 cm can be computed employing a similar triangle equation. Pressure and temperature correction factor, electrometer calibration factor, polarity correction factor and the recombination correction factor were measured according to the procedure of IAEA TRS-398 \[2\]. All the measurements were conducted with the fixed beam.
Figure 1. Illustration of the setup for the DAP measurement in water with the single-layer method.

DAP measured with MC in a uniform field, \( DAP_{w}^{A(Markus)} \) is calculated by:

\[
DAP_{w}^{A(Markus)} = M_{Markus} \times N_{D,w,Markus} \times k_{Q,0} \times \Delta x \times \Delta y \times FSCF \tag{1}
\]

where \( M_{Markus} \) is the readout of the ionization chamber. \( N_{D,w,Markus} \) is the calibration coefficient in terms of absorbed dose to water. \( k_{Q,0} \) denotes the beam quality correction factor. \( \Delta x \) and \( \Delta y \) are the spot spacing at water depth 2 cm. FSCF is the field size correction factor (FSCF).

2.3. DAP Measurement with Single-Spot Method

The single-spot method is a direct determination of DAP. A large-area ionization chamber (Bragg peak chamber type TM34070, PTW-Freiburg) was positioned at depth 2 cm in the water tank. The BPC is cross-calibrated against an MC. The experiment setup is shown in Figure 2.

Figure 2. Illustration of the setup for the DAP measurement in water with the single-spot method.

DAP measured with BPC in a beamlet, \( DAP_{w}^{A(BPC)} \) is obtained as:

\[
DAP_{w}^{A(BPC)} = M_{BPC} \times N_{D,w,BPC} \times A_{BPC} \times CSCF \tag{2}
\]

where \( M_{BPC} \) is the charge measured with the BPC. \( N_{D,w,BPC} \) is the cross-calibrated coefficient in a proton beamlet for BPC. \( A_{BPC} \) is the area of the BPC. CSCF is the chamber size correction factor (CSCF).
The calibration coefficient for the BPC is cross-calibrated with the MC in a large scanned field. The calibration coefficient is given by:

\[ N_{D,w,BPC} = \frac{M_{\text{Markus}} \times N_{D,w,\text{Markus}} \times k_{Q_0}}{M_{\text{FIELD}} \times CRH_{\text{BPC}}} \times \int_A OAR(x,y) \, dx \, dy \]  

(3)

where \( M_{\text{FIELD}} \) is the charge measured with BPC in the \( 10 \times 10 \) cm\(^2\) large field. \( CRH_{\text{BPC}} \) is the chamber response heterogeneity (CRH) which is attributable to the non-uniform lateral response of BPC [4,6]. \( OAR(x,y) \) is the off-axis ratio at lateral position \( x \) and \( y \) [6]. If the lateral dose distribution is not uniform, the additional factor (integration of the off-axis ratio) is added. In order to check the dose uniformity over the chamber area, a log file-based dose reconstruction was employed. The details for the reconstruction are described in Section 2.5. The \( 10 \times 10 \) cm\(^2\) field may not be large enough for the BPC. A correction factor is added with the Monte Carlo simulation. Two square fields were simulated, \( 10 \times 10 \) cm\(^2\) and \( 20 \times 20 \) cm\(^2\) and dose was scored for the sensitive volume of BPC. The correction factor is the ratio of the scored dose with the two large fields.

2.4. Nozzle Monte Carlo Modelling of SAPT

FSCF, CSCF and CRH were derived from the Monte Carlo simulation. Firstly, the SAPT nozzle was modeled in TOPAS (version 3.1) [17]. The FSCF was obtained by simulating a \( 10 \) cm \( \times \) \( 10 \) cm field and \( 20 \) cm \( \times \) 20 cm scanning field with spot space 2.5 mm. The Sensitive volume of the Markus chamber is modeled to obtain the central dose of the two large fields. FSCF denotes the ratio between the dose of the two fields. CSCF is acquired by scoring the dose in a cylindrical region with radius 4.08 cm and \( 10 \) cm. It denotes the ratio between the simulation results of two different scoring radii. In order to obtain CRH, the actual response curve of the BPC is simulated. The spot is scanned along the radius of the BPC from the chamber center to the boundary. Detailed calculation can be found in [4]. The simulated particles for each spot were \( 10^6 \). The virtual source to axis distance (VSAD) from the scanning magnet U and V to the ISO-center is 2.87 m and 2.49 m respectively [16]. Beam monitors are composed of the main and secondary dose monitors and a position monitor. The water equivalent thickness (WET) of the three dose monitors is 1.9 mm. Protons pass through the vacuum chamber in the nozzle. A simplified SAPT nozzle model used for the TOPAS simulation is shown in Figure 3. The Markus chamber was positioned in a \( 40 \times 40 \times 40 \) cm\(^3\) water phantom at depth 2 cm.

![Figure 3. A simplified SAPT nozzle model for TOPAS simulation (not to scale).](image)

A single spot was simulated and the dose was scored in a cylindrical volume with a radius of 4.08 cm. The actual delivered particles are given by:

\[ N_{\text{delivered}}^p = \frac{DAP}{N_{\text{MC}}} \sum_i \Phi_i(\varepsilon_{0i}) s_{di}/\rho \int_{E_{\text{ref}}}^{E_{\text{max}}} dE \]  

(4)

where \( DAP \) is the calculated dose-area product derived from the Markus chamber measurement. \( S_{di}/\rho \) is the mass stopping power for species \( i \). TOPAS uses revised ICRU
73 [18] stopping power tables. $\Phi^A_{E_j}(z_{ref})$ is the fluence differential within the area $A$. $A$ denotes the area of the cylindrical volume. The denominator can be derived by the Monte Carlo simulation [14,19].

2.5. Log File Based Dose Reconstruction to Inspect the Iniformity

If the lateral dose profile is not uniform, an additional correction factor should be added to the DAP equation [13]. In order to check the field uniformity, a single-energy dose distribution was reconstructed based on the log file. The actual delivered spot positions, size and weight were recorded in the log file by the beam monitor. These parameters were employed to reconstruct the dose distribution to inspect the field uniformity with matRad (an open source toolkit for radiation therapy planning) [20]. Source-to-axis distance (SAD), integral depth dose (IDD) curve and spot size in air at different positions of 94 energies of SAPT were input into the machine data of matRad. The field uniformity (defined as flatness and symmetry) was calculated using the equation in TG-224 [21]. Tolerance of the field flatness and field symmetry are $\pm 2\%$ and $\pm 1\%$ respectively.

3. Results

3.1. Single-Energy Dose Distribution

The reconstructed dose distribution at depth 2 cm of incoming energy 83.8 MeV is shown in Figure 4a. The lateral dose profile is demonstrated in Figure 4b. Uniformity of all the energies is within the tolerance. Thus, the correction factor of field uniformity is superfluous.

![Figure 4a](image1.png) ![Figure 4b](image2.png)

**Figure 4.** (a) Reconstructed proton dose map of incoming energy 83.8 MeV at depth 2 cm and (b) lateral dose profile.

3.2. DAP Measurement

DAP measured with MC of 32 energies is shown in Figure 5. Obvious large error bars can be seen in the low energy region, ranging from 70.6 MeV to 86.8 MeV compared to that in the high energy region. This deviation illustrates the discrepancy between different measurement times. DAP at energy 83.8 MeV measured with MC illustrates the largest error bar, 1.89 Gy*mm²/MU. This shows the instability of the scanning field at low energy 83.8 MeV.
Figure 5. DAP of 32 different energies measured by the single-layer method with the Markus chamber.

Comparison of DAP measured with MC and BPC is shown in Figure 6. The error bar demonstrates the standard deviation from the repeating measurements. Mean DAP is the average of DAP measured with MC and BPC (Table 1). The percentage difference illustrates the discrepancy of DAP measured with BPC to that with MC, ranging from $-0.19\%$ to $1.26\%$. The single-layer method can be used as reference dosimetry. The percentage difference between DAP measured with the BPC and MC ranges from $-2.5\%$ to $0.39\%$. The largest deviation occurred at energy 83.8 MeV due to the instability of scanning field at low energy during the commissioning stage of SAPT.

Figure 6. Comparison of DAP determination with Markus chamber and Bragg peak chamber.
Table 1. DAP and the standard deviation measured with Markus chamber and Bragg peak chamber.

| Energy (MeV) | MC   | BPC  | Mean Value | MC  | BPC  | Percent Difference |
|--------------|------|------|------------|-----|------|--------------------|
| 235          | 73.24| 72.66| 72.95      | 0.17| 0.03 | −0.79%             |
| 212.6        | 72.82| 72.17| 72.49      | 0.28| 0.27 | −0.89%             |
| 185.8        | 72.99| 72.55| 72.77      | 0.18| 0.20 | −0.60%             |
| 179.9        | 72.82| 72.50| 72.66      | 0.31| 0.11 | −0.44%             |
| 174.2        | 73.04| 72.31| 72.67      | 0.50| 0.06 | −1.00%             |
| 166.6        | 73.05| 72.66| 72.86      | 0.27| 0.04 | −0.53%             |
| 148.7        | 73.24| 72.89| 73.07      | 0.35| 0.04 | −0.48%             |
| 140.1        | 73.92| 73.42| 73.67      | 0.31| 0.11 | −0.68%             |
| 86.8         | 81.76| 81.14| 81.45      | 0.93| 0.05 | −0.76%             |
| 83.8         | 84.33| 82.22| 83.28      | 1.89| 0.03 | −2.50%             |
| 70.6         | 90.94| 91.29| 91.11      | 0.66| 0.15 | 0.38%              |

3.3. Number of Protons per MU

The beam monitor calibration in terms of the number of protons per MU is derived from the DAP measurement and the Monte Carlo simulation. The beam monitor in the nozzle of different energies was calibrated with both measurement results and the Monte Carlo simulation (Figure 7). Both methods demonstrated consistent results. The error bars derived from MC were bigger than those derived from the BPC at low energy regions. The peak value takes place at 83.8 MeV. The error comes from the uncertainty of DAP measurement and is attributed to the instability of the scanned field. The percentage difference in Table 2 denotes the difference in the number of protons per MU derived from the BPC compared to that from MC. The maximum deviation was 2.61%.

Figure 7. Number of protons per MU as a function of nominal proton beam energy derived from Markus chamber and Bragg peak chamber measurements.
Table 2. Number of protons per MU and the standard deviation derived from Markus chamber and Bragg peak chamber measurements.

| Energy (MeV) | Number of Protons per MU | Standard Deviation | Percent Difference |
|--------------|--------------------------|--------------------|-------------------|
|              | MC                       | BPC                | Mean Value        | MC | BPC |
| 235          | $1.10 \times 10^9$       | $1.10 \times 10^9$ | $1.10 \times 10^9$| $2.59 \times 10^6$ | $4.24 \times 10^5$ | $-0.73\%$ |
| 212.6        | $1.03 \times 10^9$       | $1.02 \times 10^9$ | $1.02 \times 10^9$| $3.96 \times 10^6$ | $3.77 \times 10^6$ | $-0.98\%$ |
| 185.8        | $9.35 \times 10^8$       | $9.29 \times 10^8$ | $9.32 \times 10^8$| $2.30 \times 10^6$ | $2.52 \times 10^6$ | $-0.65\%$ |
| 179.9        | $9.10 \times 10^8$       | $9.06 \times 10^8$ | $9.08 \times 10^8$| $3.90 \times 10^6$ | $1.35 \times 10^6$ | $-0.44\%$ |
| 174.2        | $8.91 \times 10^8$       | $8.82 \times 10^8$ | $8.87 \times 10^8$| $6.09 \times 10^6$ | $7.85 \times 10^5$ | $-1.02\%$ |
| 166.6        | $8.61 \times 10^8$       | $8.57 \times 10^8$ | $8.59 \times 10^8$| $3.22 \times 10^6$ | $4.38 \times 10^5$ | $-0.47\%$ |
| 148.7        | $7.89 \times 10^8$       | $7.85 \times 10^8$ | $7.87 \times 10^8$| $3.78 \times 10^6$ | $4.00 \times 10^5$ | $-0.51\%$ |
| 140.1        | $7.58 \times 10^8$       | $7.52 \times 10^8$ | $7.55 \times 10^8$| $3.20 \times 10^6$ | $1.08 \times 10^6$ | $-0.80\%$ |
| 86.8         | $5.20 \times 10^8$       | $5.16 \times 10^8$ | $5.18 \times 10^8$| $5.93 \times 10^6$ | $3.48 \times 10^5$ | $-0.78\%$ |
| 83.8         | $5.12 \times 10^8$       | $4.99 \times 10^8$ | $5.05 \times 10^8$| $1.15 \times 10^7$ | $1.73 \times 10^5$ | $-2.61\%$ |
| 70.6         | $4.28 \times 10^8$       | $4.29 \times 10^8$ | $4.28 \times 10^8$| $3.12 \times 10^6$ | $7.21 \times 10^5$ | $0.23\%$ |

4. Discussion

DAP determination with the single-layer and single-spot method was comprehensively compared. The standard deviation of the BPC measurement is smaller than that of the MC measurement. The error bar of DAP measured with MC is most significant at energy 83.8 MeV. This may well be attributable to the repetition and instability of the scanning field at low energies. DAP of 32 energies with single-layer method was obtained while 15 energies with single-spot method was determined. The field uniformity was inspected by reconstructing the dose distribution with the log file rather than measurement. The simulation of the single beamlet was validated with the scintillating screen measurement. The chamber response heterogeneity is simulated by Monte Carlo simulation. It is chamber dependent and should be calculated based on Bragg peak chamber measurement. Approximate 3% error will be induced, if one neglects this correction factor. In order to acquire a uniform field, the field was repainted five times.

Type A uncertainty is obtained by calculating the standard deviation from different measurements as shown in Tables 1 and 2. The most significant standard deviation of DAP measured with MC happens at the low energy region, peaking at 83.8 MeV. The error bars of DAP measured with the BPC demonstrate smaller values by contrast to that with MC. Type B uncertainty was derived based on our best knowledge and experience. There are 0.3%, 0.1%, 0.5% and 0.5% uncertainties for the CSCF, FSCF, CRH and water tank positioning accuracy respectively [3]. However, a comprehensive uncertainty analysis is needed for both methods. This paper presents a preliminary uncertainty comparison of single-energy and single-spot method for SAPT.

5. Conclusions

Markus chamber and Bragg peak chamber were employed to determine DAP and calibrate beam monitor in terms of number of protons per MU. Both methods illustrate consistent results. A preliminary uncertainty analysis is presented for DAP measurement. Correction factors should be carefully calculated when using the direct determination of DAP. Single-spot method with the Bragg peak chamber can be employed as an alternative for DAP determination.
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