The improved mayfly optimization algorithm with opposition based learning rules
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Abstract. Literal researches proved that not only the best candidates or the best historical trajectories would perform well in guiding the individuals in swarms to find the best solution, the worst and the worst historical trajectories would also work well in doing so. Such situations could be directly treated as pairs of oppositions, and satisfied the ancient Chinese Yin-Yang philosophy, where the opposition based learning (OBL) rule was directly derived from. In this paper, the improved mayfly optimization (MO) algorithm with OBL rules were proposed, simulation experiments were carried out and results showed that the improved MO algorithm with OBL rules would perform better than usual.

1. Introduction
Literally speaking, almost all of the algorithms were involving the positive information, for example, the averages in the ant colony optimization (ACO) algorithm[1] or the bat algorithm[2], or the historical best trajectories, the global best candidates in the particle swarm optimization (PSO) algorithm[3], the equilibrium optimization (EO) algorithm[4], the grey wolf optimization (GWO) algorithm[5], the Harris hawk optimization (HHO) algorithm[6]. However, sometimes the worst or historical worst candidates could also be introduced to guide the individuals in swarms in optimization, simulation experiments showed that the negative PSO algorithm[7] would also perform well in optimization, especially the multimodal benchmark functions.

The ancient Chinese Yin-Yang philosophy shows us that there would be a strong relationship between the Yin and Yang sides, or right and wrong, negative and positive, fire and water, dry and wet[8]. So, the opposition based learning (OBL) rule was proposed[9]. Literal researches proved that most of the algorithms could be improved with OBL rules and the improved algorithms would perform better than usual.

In this paper, we would introduce the OBL rule to the newly proposed mayfly optimization (MO) algorithm (MOA). The following sections would be arranged as follows: in Section 2, we would describe the MO algorithm briefly. In section 3 the improved MO algorithm with OBL rules (OBL-MOA) would be proposed. Simulation experiments would be carried out in Section 4. Discussions would be made and conclusions would be drawn in Section 5.
2. The MO algorithms
In this section, the OBL-MO algorithm would be proposed as an improvement of the MO algorithm.

For the MO algorithm, they would be split into two types, the male mayfly $x_i(t)$ for $i$-th individual in the current iteration $t$, and the female mayfly $y_i(t)$. They all updated their positions with their velocities $v_i(t)$ in the current iteration:

$$p_i(t + 1) = p_i(t) + v_i(t)$$

The male and female mayflies would update their velocity with different ways:

For the female mayflies:

$$v_i(t) = g \cdot v_i(t) + a_1 e^{-\mu r_{mf}} [x_i(t) - y_i(t)] f[y_i(t)] > f[x_i(t)]$$

Where $f(x)$ is the fitness function. $g$ and $f_l$ are weights which would be declined from their maximum to minimum value. $a_1$ and $\beta$ are constants. $r_{mf}$ represents the Cartesian distance between the female and male couple, it would be calculated as follows:

$$||x_i - y_i|| = \sqrt{\sum_{k=1}^{n}(x_{ik} - y_{jk})^2}$$

For the male mayflies:

$$v_i(t) = \begin{cases} 
    g \cdot v_i(t) + a_2 e^{-\mu r_{m}} [x_{h_i} - x_i(t)] + a_2 e^{-\mu r_{b}} [x_g - x_i(t)] & f[x_i(t)] > f[x_{h_i}(t)] \\
    g \cdot v_i(t) + d \cdot r_2 & f[x_i(t)] \leq f[x_{h_i}(t)]
\end{cases}$$

Where, $a_2$ and $a_3$ are two other constants. $x_{h_i}$ represents the $i$-th historical best trajectory. $r_p$ and $r_g$ represent the Cartesian distance between $x_i(t)$ and $x_{h_i}$, the global best candidate $x_g$ respectively. $d$ represents the dance ratio around the current position and $r_2$ is another random number in uniform distribution with interval of -1 and 1.

When the positions of mayflies have finished the updating, they would again reselect themselves. Half of the top groups were elected as male mayflies and the rest of them would be treated as the female mayflies. And then, the top pair would be nominated as pairs of mates, the best male mates the best female mayflies, the second best male mates the second female mayflies, and so on. They would then give birth to their offspring with the following equations:

$$\text{offspring1} = L \ast \text{male} + (1 - L) \ast \text{female}$$

$$\text{offspring2} = L \ast \text{female} + (1 - L) \ast \text{male}$$

The offspring would also be mutated as well, and when the current iteration come to the end, the offspring would grow up, they would be sorted according to their fitness values and then be nominated as male or female again for the next iteration.

3. The OBL-MO algorithm
Considering the Yin-Yang philosophy, we could find that if the current position $p_i(t)$ was far away from the best, then, the opposite position $op_i(t)$ would near the best in a given definitional domain. Therefore, we can calculate the opposite to the current position:

$$op_i(t) = a + b - p_i(t)$$

And then, if $f[\text{op}_i(t)] < f[p_i(t)]$, we can switch the opposite directly and consequently, the individuals would be more nearer to the global optimum and thus, the exploration procedure would be increased in speed.

This is the basic idea of the OBL rule, simulation experiments have verified its capability in improvements.
4. Simulation experiments

In this section, we would carry out some experiments to verify whether the improved OBL-MO algorithm would be more capable in optimizing or not. The Monte Carlo simulation experiments were also involved to reduce the influence of randomness, which would cause fluctuation of results.

Three kinds of simulation experiments on the unimodal, multimodal benchmark functions\[^{[10]}\] and those who have basins in their profiles would be carried out. And another experiment on the non-symmetric benchmark function would be also involved to make sure the OBL-MO algorithm would not have defects\[^{[11]}\]

4.1. Simulation experiments on unimodal benchmark functions

Ackley 2 function would be a representative for the unimodal benchmark functions:

\[
f(x) = 200 - 200e^{-0.02\sqrt{x_1^2 + x_2^2}} + e^{-\frac{1}{3}(\sin(3\pi x_1) + \sin(\pi x_2))}
\]  

(8)

Ackley 2 function is unimodal and its global optimum is located at the Origin, as shown in Figure 1. The Monte Carlo simulation results were shown in Figure 2. Apparently, results proved that the improved MO algorithm with OBL rules labelled ‘OBL_MOA’ would perform better than the original MO algorithm labelled ‘MOA’ in Figure 2. A simple result would demonstrate the capability of OBL-MOA for unimodal benchmark functions.

4.2. Simulation experiments on multimodal benchmark functions

In this experiment, Davis’ function would be introduced as the representative:

\[
f(x) = (x_1^2 + x_2^2)^{0.25}\sin^2[50(3x_1^2 + x_2^2)^{0.1}] + 1
\]  

(9)

Davis’ function is highly multimodal, as shown in Figure 3. The Monte Carlo simulation results were shown in Figure 4. The results also verified that the OBL-MO algorithm would also work well in optimizing the multimodal benchmark functions.

4.3. Simulation experiments on benchmark functions with basins

Sometimes we would find that some of the algorithms would fail to find the best solutions even the functions are unimodal. The basins or valleys would increase the difficulty in optimization. Therefore, we would carry on this specific experiment on the benchmark functions who have basins or valleys in their profiles, a representative as Hyper-Ellipsoid function:

\[
f(x) = \sum_{i=1}^{d} i^2x_i^2
\]  

(10)

Hyper-Ellipsoid function is unimodal, but there is a basin around the global optimum, as shown in...
4.4. Simulation experiments on non-symmetric benchmark functions

Literal researches proved that most of the swarm based algorithm have difficulties to find the best solution for non-symmetric algorithms. In this experiment, the Mishra 3 function would be chosen as the representative:

\[
f(x) = 1.17777 - \sqrt{\cos(\sqrt{x_1^2 + x_2^2})} + 0.01(x_1 + x_2)
\]  

Mishra 3 function is highly multimodal is highly multimodal and it is also non-symmetric, as shown in Figure 7. The global optimum for Mishra 3 function locates at point \( x^* = (-8.46613775046579, -9.998213089999999) \) and \( f(x^*) = 0 \). The Monte Carlo simulation experiments’ results were shown in Figure 8. Results showed that the OBL-MO algorithm would also perform better than the original version of the MO algorithm.
5. Discussions and Conclusions
In this paper, we proposed the OBL rules to the MO algorithm, and carried out four kinds of simulation experiments. Results showed that the OBL-MO algorithm would all perform better in optimization than the original MO algorithm. The residual errors would be decreased dramatically along with iterations, which meant that the performance of the MO algorithm would be increased extraordinarily with the OBL rule.

The individuals in almost all of the algorithms would update their positions or concentrations or velocities according to the specific information of averages, best candidates or historical best trajectories. Random walk\[12\] or Levy flight\[13\] might be involved in for the best candidates to take a further step in iterations, but the overall performance would not be increased so much as done by the OBL rule.

Considering the OBL rule is easy to understand and code when needed, we could draw a conclusion that the OBL rule should be added to increase the capability of algorithms in applications as capable as we can.
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