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Abstract—In this paper, we propose a three-stream adaptive fusion network named TAFNet, which uses paired RGB and thermal images for crowd counting. Specifically, TAFNet is divided into one main stream and two auxiliary streams. We combine a pair of RGB and thermal images to constitute the input of main stream. Two auxiliary streams respectively exploit RGB image and thermal image to extract modality-specific features. Besides, we propose an Information Improvement Module (IIM) to fuse the modality-specific features into the main stream adaptively. Experiment results on RGBT-CC dataset show that our method achieves more than 20% improvement on mean average error and root mean squared error compared with state-of-the-art method. The source code will be publicly available at https://github.com/TANGHAIHAN/TAFNet.

Index Terms—RGB-T, crowd counting, three-stream network

I. INTRODUCTION

As convolutional neural network (CNN) becomes more and more popular in recent years, crowd counting task attracts many researchers’ interests. Crowd counting has a variety of applications, such as pedestrian flow monitor and crowd analysis.

Before CNN became popular, crowd counting approaches were mainly divided into two groups: counting-by-detection and counting-by-regression. In recent years, more and more CNN-based methods were proposed, like YOLO and MCNN. However, these methods are hard to handle the condition while dense crowds are in high overlap and occlusion. To solve this problem, many approaches based on estimating density map were proposed.

Density prediction methods are based on RGB images to extract features and predict density map. One of the drawbacks is that error will be serious in dark environments where pedestrians are almost invisible. Using optical information and thermal information collaboratively has become one of the solutions. Cross-modal learning, i.e., RGB-Thermal (RGB-T) has attracted much attention recently. Some RGB-T datasets and methods were proposed mainly to address RGB-T tracking and RGB-T saliency detection. More recently, several RGB-T crowd counting datasets and approaches have been proposed. As shown in Fig. 1 in bright illumination, RGB image can provide strong evidence while thermal image is hard to distinguish between people and background. On the contrary, thermal image is more clear in the dark environment while RGB image is almost invisible. Therefore, how to fuse RGB and thermal information becomes the main problem.

Liu et al. proposed a cross-modal collaborative representation learning framework and RGBT-CC dataset. Peng et al. proposed a novel end-to-end pipeline: MMCC, and DroneRGBT benchmark. Their methods both use two-input and fuse features extracted from the optical image and thermal image during process. We argue that some detailed information might be lost during fusion. Besides, we find that in RGB-T crowd counting, the estimation results in bright illumination are comparably worse than that in dark environments, which is opposite compared with methods only using RGB images to predict density map. We argue that a more balanced fusing method could improve the estimation result in both bright and dark environments.

In this paper, we propose a three-stream adaptive fusion network with one main stream and two auxiliary streams. More specifically, the main stream is used to extract combination features, i.e., concatenate a pair of RGB and thermal images and feed them into main stream to extract combination features. Two auxiliary streams extract modality-specific features from RGB and thermal images, respectively. The Information Improvement Module (IIM) is proposed to adaptively fuse the combination features and modality-specific features, improving feature representation of main stream. Compared with other methods, our method can retain the features to a better extent.

Fig. 1. (a)(b): a pair of RGB and thermal images in bright illumination. (c)(d): a pair of RGB and thermal images in dark environment. (e): Estimation result only using RGB image as input. (f): Estimation result using our fusing method to fuse RGB and thermal images as input.
Experimental results show that our method outperforms state-of-the-art RGBT method to a great extent, i.e., more than 20% on the root mean square error (RMSE) and mean average error (MAE). Further ablation studies verify the effectiveness of our proposed three-stream architecture and Information Improvement Module. In summary, our contributions are as follows:

- Different from two-input naive architecture for two-modality data, we proposed a three-input network for RGB-T crowd counting. Three streams in our network are fused by Information Improvement Module to predict density map. As far as we know, we are the first one to propose three-input network in RGB-T crowd counting.
- We proposed an Information Improvement Module (IIM) to improve feature representation of the main stream by fusing combination features with modality-specific features adaptively. The IIM could effectively use combination features and modality-specific features, at the same time, reduce redundant information.
- Previous single modality methods have a large estimation error in dark environments, while cross-modal methods have an inaccurate estimate in bright illumination. Our network could reach an accurate estimation result in both bright and dark environments.

### II. PROPOSED METHOD

We proposed a three-stream adaptive fusion network for RGB-T crowd counting and Information Improvement Module (IIM) to enhance the feature representation. In this part, the architecture of our network will be introduced first. Following is the description of IIM.

#### A. Network Architecture

As shown in Fig. 2, our proposed architecture has three streams, including one main stream in the middle row (with orange background) and two auxiliary streams in the top and bottom rows (with green background). Inspired by [1], we concatenate paired RGB and thermal images and feed them into main stream to extract combination features. Different from them, since the fusion process requires to fuse features extracted from the same stage, we use three VGG16 [2] networks as the backbone. At the same time, RGB and thermal images are separately fed into two auxiliary streams to extract modality-specific features. Three streams are connected by Information Improvement Module (IIM).

More specifically, in the main stream, we concatenate paired RGB and thermal images and feed them into a VGG16 network. Here we modify the input layer of VGG16 in order to satisfy the concatenate image input. After each stage, we get the combination feature, namely $F_{i-C}(i=1,2,3,4,5)$. At the same time, in two auxiliary streams, paired RGB and thermal images are separately fed into two standard VGG16 networks and get modality-specific features $F_{i-T}$ and $F_{i-RGB}$ (i=1,2,3,4,5) after each stage. We apply IIM after each stage to fuse $F_{i-T}$, $F_{i-RGB}$ and $F_{i-C}$. This process can be formulated as:

$$F_{i-Cimp} = IIM(F_{i-T}, F_{i-RGB}, F_{i-C})$$  \hspace{1cm} (1)

where $F_{i-Cimp}$ is the improved combination feature. In this way, we can improve the combination feature with modality-specific features. The improved combination feature will then be directly fed into the next stage of the main stream. After stage 5, we upsample the output $F_{5-Cimp}$, following a regression header to predict the density map $M$.

#### B. Information Improvement Module

In the main stream, the feature is extracted from the concatenate of paired RGB and thermal images. Since the paired RGB and thermal images are captured by different sensors, paired images are inevitably not strictly aligned. For that reason, we believe that combination features lost some detail in RGB and thermal images to some extent. To improve the feature representation of main stream, we propose Information Improvement Module to better fuse the combination feature with modality-specific features. In this way, the detail of RGB and thermal features can be compensated for the combination feature, and the misaligned problem could be solved, which results in a better performance in density map estimation.
As shown in Fig. 3 after we get $F_{i-T}$, $F_{i-RGB}$ and $F_{i-C}$ from $i^{th}$ stage, we apply pyramid pooling layer to extract contextual information $CI_{i-T}$, $CI_{i-RGB}$ and $CI_{i-C}$ respectively, as [3] did. By using contextual information we can avoid excessive fusing of features and mitigate the misalignment in RGBT-CC dataset.

Since the thermal image can provide strong support on density map estimation, especially in the dark background, we believe that features from thermal image require adaptive refinement. We apply Channel Attention Operation and Spatial Attention Operation [4], [5] sequentially to the contextual information $CI_{i-T}$ and then compute the difference with $CI_{i-C}$ to get the residual information $RI_{i-CT}$. Similarly, we compute the difference between $CI_{i-RGB}$ and $CI_{i-C}$ to get the residual information $RI_{i-CRGB}$. Finally, we apply Gating mechanism, i.e., giving weights to two residual information and adding them to combination features, producing $F_{i-Ctmp}$.

The result is shown in Table II. Compared with CMCRL, who achieves the best result for now, our method achieves 20.7%, 14.9%, 11.4%, 8.2%, 20.3% improvement on GAME(0), GAME(1), GAME(2), GAME(3) and RMSE respectively. Comparison of estimated density map is shown in Fig. 4. Our method could reach a more accurate result, especially in the dense crowd. We also did experiments to test our model’s performance in different illumination conditions. The result is shown in Table II. Compared with CMCRL, our method achieves 23.5%, 12.4%, 6.4%, 0.3%, 25.5% improvement on GAME(0), GAME(1), GAME(2), GAME(3) and RMSE respectively in bright condition, while having slightly better results in dark condition. Besides, our method is more stable between bright and dark conditions. In other words, our method can achieve a more accurate prediction in both bright and dark environments.

C. Comparison with state-of-the-art methods

We compared the proposed method with several state-of-the-art methods, including CSRNet [9], BL [7], CMCRL [3]. As shown in Table I our method outperforms any other SOTA methods. To illustrate in detail, compared with CMCRL who achieves the best result for now, our method achieves 20.7%, 14.9%, 11.4%, 8.2%, 20.3% improvement on GAME(0), GAME(1), GAME(2), GAME(3) and RMSE respectively. Comparison of estimated density map is shown in Fig. 4. Our method could reach a more accurate result, especially in the dense crowd. We also did experiments to test our model’s performance in different illumination conditions. The result is shown in Table II. Compared with CMCRL, our method achieves 23.5%, 12.4%, 6.4%, 0.3%, 25.5% improvement on GAME(0), GAME(1), GAME(2), GAME(3) and RMSE respectively in bright condition, while having slightly better results in dark condition. Besides, our method is more stable between bright and dark conditions. In other words, our method can achieve a more accurate prediction in both bright and dark environments.

### III. EXPERIMENTS

In this part, we will first introduce our experiment details, following the experimental evaluations. Then, the comparison with state-of-the-art methods and the ablation study results will be discussed.

A. Implementation Details

Our experiment was implemented with PyTorch [6]. We used BL [7] as the backbone and built our structure based on [3]. We used RGBT-CC [3] dataset which contains 1030, 200, 800 pairs of RGB-T images as training set, validation set and test set, respectively. Max training epoch was set to 300. During the training process, after 20 epochs, we used validation set to verify if it is the best model at each epoch. Then we used test set to test each best model. We used Adam [8] for optimization. To avoid overfitting, we set weight decay to 1e-4. Learning rate was set to 1e-5. Training process will take about 11 hours on a single NVIDIA GeForce RTX 2080 Ti GPU.

B. Experimental Evaluations

We use two primary metrics to evaluate our model: Root Mean Square Error (RMSE) and Grid Average Mean Absolute Error (GAME). For both RMSE and GAME, lower value means better performance. RMSE is defined as:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - G_i)^2}$$

where $P_i$ and $G_i$ refer to the predicted count and ground truth of $i^{th}$ test picture pairs. $n$ is the total number of paired pictures in test set. To calculate GAME, we grid the picture into $d^2$ parts and calculate the counting error in each part, finally adding them together. GAME is defined as:

$$GAME(l) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{d^2} |P_{ij}^l - G_{ij}^l|$$

where $P_{ij}^l$ and $G_{ij}^l$ refer to the predicted count and ground truth in $j^{th}$ part of $i^{th}$ test picture pairs. It is worth mentioning that GAME(0) is equivalent to Mean Absolute Error (MAE).

### TABLE I

| Model       | GAME(0) | GAME(1) | GAME(2) | GAME(3) | RMSE  |
|-------------|---------|---------|---------|---------|-------|
| CSRNet [9]  | 20.40   | 23.58   | 28.03   | 35.51   | 35.26 |
| BL [7]      | 18.70   | 22.55   | 26.81   | 34.62   | 32.67 |
| CMCRL [3]   | 15.61   | 19.95   | 24.09   | 32.89   | 28.18 |
| Ours        | 12.38   | 16.98   | 21.86   | 30.19   | 22.45 |

### TABLE II

| Illumination | Model       | GAME(0) | GAME(1) | GAME(2) | GAME(3) | RMSE  |
|--------------|-------------|---------|---------|---------|---------|-------|
| Bright       | CMCRL [3]   | 20.36   | 23.57   | 28.49   | 36.29   | 32.57 |
|               | Ours        | 15.84   | 19.20   | 24.00   | 31.63   | 27.50 |
| Dark         | CMCRL [3]   | 14.20   | 19.20   | 24.00   | 31.63   | 27.50 |
D. Ablation Study

We have done ablation studies on RGBT-CC dataset to test the performance of key modules in our architecture. As shown in Table III the baseline is constructed without the whole IIM module. In other words, the architecture of baseline is one-stream architecture with concatenate image as input to predict density map. We then add IIM module but without ‘CAO&SAO’ to the baseline and forms ‘w. IIM(w/o CAO&SAO)’. Finally, we add the whole IIM module to baseline, i.e., ‘w. IIM’, which is also our proposed structure. The result shows that both ‘CAO&SAO’ and IIM can decrease the prediction errors. Having both of them can achieve the best performance.

| TABLE III ABLATION STUDY |
|---------------------------|
| Model                     | GAME(0) | GAME(1) | GAME(2) | GAME(3) | RMSE  |
|----------------------------|---------|---------|---------|---------|-------|
| CMCRL[3]                   | 15.81   | 19.95   | 24.69   | 32.89   | 28.18 |
| baseline                   | 18.74   | 20.64   | 22.72   | 27.79   | 29.03 |
| w. IIM(w/o CAO&SAO)        | 14.11   | 18.37   | 23.21   | 31.49   | 24.40 |
| w.IIM                      | 12.38   | 16.98   | 21.86   | 30.19   | 22.45 |

IV. CONCLUSION

In this paper, we proposed a three-stream architecture for RGB-T crowd counting. The main stream in our architecture can extract rich information, and two auxiliary streams are used to improve the modality-specific features to the main stream continuously. Moreover, the Information Improvement Module was proposed to adaptively fuse combination features with modality-specific features, which further decreases the error in RGB-T crowd counting. Experiment shows our approach outperforms other state-of-the-art methods for RGB-T crowd counting. Ablation studies verified that the three-stream network and IIM we proposed are effective. Besides, our method can reach a more stable result in both bright illumination and dark environments.
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