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ABSTRACT. Global existence is established for classical solutions to a chemotaxis model with signal-dependent motility for a general class of motility functions \( \gamma \) which may in particular decay in an arbitrary way at infinity. Assuming further that \( \gamma \) is non-increasing and decays sufficiently slowly at infinity, in the sense that \( \gamma(s) \sim s^{-k} \) as \( s \to \infty \) for some \( k \in (0, N/(N - 2)_+) \), it is also shown that global solutions are uniformly bounded with respect to time. The admissible decay of \( \gamma \) at infinity here is higher than in previous works.

1. Introduction

We study the global existence of non-negative classical solutions to the parabolic-elliptic version \((\tau = 0)\) of the following Keller–Segel chemotaxis model:

\[
\begin{aligned}
\partial_t u &= \Delta(u\gamma(v)), \quad (t, x) \in (0, \infty) \times \Omega, \\
\tau \partial_t v &= \Delta v - v + u, \quad (t, x) \in (0, \infty) \times \Omega, 
\end{aligned}
\]

supplemented with homogeneous Neumann boundary conditions for \( u \) and \( v \). Here, \( \Omega \) is a bounded domain of \( \mathbb{R}^N \) \((N \geq 1)\) with smooth boundary, the relaxation time \( \tau \) is a non-negative constant, and \( u \) and \( v \) denote the density of cells and the concentration of a chemical signal, respectively. The motion of cells is biased by the local concentration of chemotactic signal and is prescribed by the motility \( \gamma(v) \) of cells, which is a positive function of \( v \).

The system \((1.1)\) is a special version of the chemotaxis model derived by Keller & Segel in their seminal work [26] based on a random walk theory:

\[
\begin{aligned}
\partial_t u &= \text{div}(\mu(v)\nabla u - u\chi(v)\nabla v), \\
\tau \partial_t v &= \Delta v - v + u, 
\end{aligned}
\]

where the cell diffusion rate \( \mu \) and the chemotactic sensitivity \( \chi \) are assumed to depend only upon the signal concentration. In \((1.2)\), the cell diffusion rate \( \mu \) and chemotactic sensitivity \( \chi \) are linked via

\[
\chi(v) = (\sigma - 1)\mu'(v). \quad (1.3)
\]
Here the parameter $\sigma \geq 0$ is the ratio of the distance between signal receptors over the walk length. If $\sigma > 0$, cells can perceive the gradient of concentration by comparing them at different spots and hence chemotactic movement is induced by a gradient sensing mechanism. If $\sigma = 0$, there is only one receptor in a cell. Thus an individual cell can only detect the concentration at one spot and hence chemotactic movement is induced by a gradient sensing mechanism. If $\sigma = 0$, there is only one receptor in a cell. Thus an individual cell can only detect the concentration at one spot and the decision is made due to a local sensing mechanism without measuring a chemical gradient. One notices that $\sigma = 0$ implies that $\chi = -\mu'$, so that system (1.2) can be written in the concise form (1.1) with $\gamma = \mu$. More recently, system (1.1) with a logistic source term in the first equation was introduced in [15, 30] to study the process of pattern formations via the so-called ”self-trapping” mechanism. There, $\gamma$ is assumed to be a decreasing function of $v$, which characterizes a repressive effect of the signal concentration on the cellular motility.

Recently, the mathematical research on system (1.1) has attracted a lot of interest. From the analysis point of view, the main difficulty lies in a possible degeneracy as $v$ becomes unbounded when a positive and monotone decreasing motility function is involved. In view of the special Laplacian structure of the first equation in (1.1), duality and energy techniques were applied to obtain the global existence of solutions to (1.1) in some recent works with certain additional restrictions on $\gamma$. In [33], the motility $\gamma$ is assumed to range in a closed interval of $(0, \infty)$, thereby excluding the possibility of degeneracy and global classical solutions in two-space dimension, as well as global weak solutions in higher dimensions, were obtained. In [14] and [13], global weak solutions were constructed for $\gamma(s) = 1/(c + s^k)$, $c \geq 0$, when $N \leq 3$, and for $\gamma(s) = e^{-s}$ when $N \geq 1$, respectively.

A different approach, relying on a tricky two-steps comparison argument, was recently designed in [17, 18] to derive directly upper bound estimates on $v$ for generic motility functions (specifically, $\gamma$ is only required to be positive and decay to zero at infinity). More precisely, it was proved that $v$ grows pointwisely at most exponentially in time in any space dimension, so that degeneracy cannot take place in finite time. Thanks to this feature, global existence and boundedness of classical solutions in any space dimension are established via energy methods and Moser iterations in [16, 18, 23], provided $\gamma$ behaves in a suitable way at infinity. More recently, through an adaptation of the comparison argument together with a standard compactness argument, the existence of weak solutions to system (1.1) in any space dimension with a generic motility is also studied in [29]. Still in arbitrary space dimension but with a completely different method, global existence of weak solutions to (1.4) is also shown in [13] for the particular choice $\gamma(s) = e^{-s}$, exploiting the gradient structure of (1.4) available in that case.

In this paper, we consider the following initial Neumann boundary value problem to the quasi-stationary version of (1.1), corresponding to $\tau = 0$:

$$
\begin{align*}
\partial_t u &= \Delta(u\gamma(v)), \quad (t, x) \in (0, \infty) \times \Omega, \\
- \Delta v + v &= u, \quad (t, x) \in (0, \infty) \times \Omega, \\
\nabla(u\gamma(v)) \cdot n &= \nabla v \cdot n = 0, \quad (t, x) \in (0, \infty) \times \partial\Omega, \\
u(0) &= u^{in}, \quad x \in \Omega.
\end{align*}
$$

To motivate the study performed herein, it is worth pointing out that stationary solutions to system (1.4) are also stationary solutions to the extensively studied parabolic-elliptic Keller–Segel...
chemotaxis model:
\[
\begin{align*}
    \partial_t u &= \text{div}(\nabla u - u \nabla \phi(v)), \quad (t, x) \in (0, \infty) \times \Omega, \\
    -\Delta v + v &= u, \quad (t, x) \in (0, \infty) \times \Omega,
\end{align*}
\] (1.5)
provided that
\[
\gamma(v) = e^{-\phi(v)}.
\]
It is thus of high interest to investigate whether there are some similarities or differences in the dynamical behavior of the solutions to both systems. When \(\phi(s) = \chi s\) for some \(\chi > 0\), (1.3) is usually referred to as the parabolic-elliptic minimal/classical Keller–Segel model and has received considerable attention in the last decades. It is well-known that finite time blowup may happen when \(N \geq 2\), see [11, 21, 22, 31, 32] and the references therein. In particular, when \(N = 2\), there is a threshold value \(\Lambda_c > 0\) of the total mass \(\|u^in\|_{L^1(\Omega)}\) of the initial condition \(u^in\) which only depends on \(\Omega\) and separates the dynamical behavior of solutions to (1.3): the solution is global and uniformly-in-time bounded if the total mass is less than \(\Lambda_c\); otherwise, blowup may take place in finite time. When \(\phi(s) = \chi s^\beta\) for some \(\chi > 0\) and \(\beta > 0\) and \(\Omega\) is a ball, it is proved in [32] that radially symmetric solutions to (1.3) are global and bounded if \(0 < \beta < 1\) and \(N = 2\), but that finite time blowup may take place as soon as \(\beta > 0\) and \(N \geq 3\). When \(\phi(s) = \chi \log s\), system (1.3) is called the logarithmic Keller–Segel model and there is some evidence in the literature indicating that the parameter \(\chi\) plays a key role in the dynamics of its solutions. It is conjectured in [19] that the threshold number separating boundedness and blowup of classical solutions to (1.3) is \(N/(N-2)\). However, up to now, the boundedness and blowup results are still far from complete. In the radially symmetric setting, existence of globally bounded solutions to (1.3) is obtained in [32] for \(\chi < \infty\) if \(N = 2\), and for \(\chi < 2/(N-2)\) if \(N \geq 3\). Moreover, finite time blowup was constructed for \(\chi > 2N/(N-2)\) if \(N \geq 3\). Without the radial symmetry requirement, existence of weak solutions is proved for \(\chi \leq 1\) if \(N = 2\), and \(\chi < 2/N\) if \(N \geq 3\) [10]. Later, in [20], globally bounded classical solutions are obtained for \(\chi < 2/N\) if \(N \geq 2\). We remark that, when \(\chi > 1\), it is known that the constant steady state is unstable [25].

Let us next review some related studies on problem (1.4) in the literature. In [1], the existence of a global and bounded classical solution to (1.4) is proved when \(\gamma(s) = s^{-k}\) (\(\phi(s) = k \log s\), correspondingly) for any \(0 < k < \infty\) if \(N = 2\), and for any \(0 < k < 2/(N-2)\) if \(N \geq 3\), the proof exploiting delicate energy estimates. Later, based on a new comparison argument, it is proved that classical solutions to (1.4) exist globally for a generic motility function when \(N = 2\) [17]. In addition, these solutions are shown to be uniformly bounded with respect to time, as soon as \(\gamma\) decreases at a subcritical rate, in the sense that \(\gamma(s)\) decreases slower than \(e^{-\alpha s}\) for any \(\alpha > 0\) as \(s \to \infty\) [16]. This implies in particular that (1.4) has global and bounded classical solutions when \(\gamma(s) = e^{-\chi s^\beta}\) (\(\phi(s) = \chi s^\beta\), correspondingly) for any \(\chi > 0\) and \(\beta \in (0, 1)\) when \(N = 2\). Moreover, for the specific case \(\gamma(s) = e^{-\chi s}\) (\(\phi(s) = \chi s\), correspondingly) with \(\chi > 0\), a new critical mass phenomenon in two space dimensions is observed: there is a critical value of the total mass \(\|u^in\|_{L^1(\Omega)}\) below which the global solution to (1.4) is uniformly-in-time bounded while the trajectory \(\{u(t) : t \geq 0\}\) may be unbounded in \(L^\infty(\Omega)\) when \(\|u^in\|_{L^1(\Omega)}\) exceeds the threshold value [17]. The
threshold value turns out to be the same as for the minimal Keller–Segel model ($\phi(s) = \chi s$ in (1.3)), but the dynamical behavior is different in the two models, blowup being delayed to infinite time for

\[(1.4) \quad [13, 17, 24]\) in a subsequent work [16], global existence of classical solutions to (1.4) when $N \geq 3$ is established for $\gamma(s) = s^{-k}$ provided that $0 < k < \frac{\sqrt{2N} + 2}{(N - 2)}$ and boundedness is verified for $0 < k < 2/(N - 2)$, again by a different method. Later, boundedness is extended to the case $k \in (0, 1)$ when $N = 4, 5$, and $0 < k < 4/(N - 2)$ when $N \geq 6$ in [23], based on an observation of an entropy structure and an application of a modified Moser iteration.

In this paper, we aim to improve existence and boundedness results of classical solutions to system (1.4) based on some new findings. To begin with, we introduce some basic assumptions and notations. Throughout this paper we use the short notation $\| \cdot \|_p$ for the norm $\| \cdot \|_{L^p(\Omega)}$ with $p \in [1, \infty]$. For the initial condition $u^{in}$, we require that

\[u^{in} \in C(\Omega), \quad u^{in} \geq 0 \text{ in } \bar{\Omega}, \quad u^{in} \not\equiv 0. \quad (1.6)\]

In view of (1.4b), we may define the initial value of $v$ by $v^{in} \triangleq (I - \Delta)^{-1}u^{in}$ with $\Delta$ being the usual Laplace operator supplemented with homogeneous Neumann boundary conditions. According to the above definition, standard regularity theory of elliptic equations guarantees that $v^{in} \in W^{2,p}(\Omega)$ for all $p \in (1, \infty)$. For the motility function $\gamma$, we assume that

\[
\begin{align*}
\gamma &\in C^2((0, \infty)), \quad \gamma > 0 \text{ in } (0, \infty), \\
K_s &\triangleq \sup_{\tau \in [s, \infty]} \{\gamma(\tau)\} < \infty \text{ for all } s > 0.
\end{align*}
\]

(A0)

We point out here that sign changes of $\gamma'$ are permitted by assumption (A0), a feature that leads to different responses of the cells. Indeed, if $\gamma' < 0$, then cells move toward higher chemical concentrations, while there is a chemorepulsive effect on the cells when $\gamma' > 0$.

We are now in a position to state our first main result concerning global existence of classical solutions to (1.4).

**Theorem 1.1.** Let $N \geq 2$. Suppose that $\gamma$ satisfies assumption (A0) and the initial condition $u^{in}$ satisfies (1.6). Then problem (1.4) has a unique global non-negative classical solution $(u, v) \in (C([0, \infty) \times \bar{\Omega}) \cap C^{1,2}((0, \infty) \times \bar{\Omega}))^2$.

Observe that (A0) does not require $\gamma$ to be bounded as $s \to 0$, so that our analysis includes in particular $\gamma(s) = s^{-k}$ for $k > 0$. This feature is actually not surprising in view of (2.2) below, which states that $v$ has a time-independent strictly positive lower bound $v_*$, which is also independent of the choice of $\gamma$. Furthermore, the outcome of Theorem 1.1 confirms that the dynamics of (1.4) differs markedly from that of (1.5). Indeed, global existence is the rule for (1.4) in any space dimension while, according to the discussion above, it only holds true for (1.5) when $\phi$ satisfies some growth conditions depending on the space dimension $N$. 
We next investigate the boundedness of classical solutions to (1.4) in the chemotactic regime. For this purpose, we propose the following assumptions on $\gamma$:

$$\gamma \in C^3((0,\infty)), \quad \gamma > 0, \quad \gamma' \leq 0 \text{ in } (0,\infty),$$  \quad \text{(A1)}

and, moreover,

$$\liminf_{s \to \infty} s^k \gamma(s) > 0 \text{ and } \limsup_{s \to \infty} s^l \gamma(s) < \infty.$$  \quad \text{(A2)}

We have the following remarks on the above assumptions on $\gamma$. First, under the assumption (A1), $\gamma$ satisfies (A0) with $K_s = \gamma(s)$ for $s > 0$. Second, the decay assumption (A2) is only assumed as $s \to \infty$, which allows $\gamma$ to behave in an arbitrary way within a finite region. Besides, we point out that $\limsup_{s \to \infty} s^l \gamma(s) < \infty$ with some $l > 0$ and $\gamma' \leq 0$ imply that $\lim s \to \infty \gamma(s) = 0$. Some typical examples of motilities $\gamma$ satisfying (A1)-(A2) are $(a_1 + s)^{-k_1}$, $(a_1 + s)^{-k_1} \log^{-k_2}(a_2 + s)$, and $(a_1 + s)^{-k_1} + (a_2 + s)^{-k_2}$, with $a_i \geq 0$, $k_i > 0$ ($i = 1, 2$).

Our second result on the boundedness of global solutions to (1.4) is stated as follows.

**Theorem 1.2.** Let $N \geq 3$. Suppose that $\gamma$ satisfies assumption (A1), as well as assumption (A2) with some $k \geq l \geq 0$ satisfying

$$k < \frac{N}{N-2} \quad \text{and} \quad k - l < \frac{2}{N-2}.$$

Then, for any initial condition $u^{in}$ satisfying (1.6), problem (1.4) has a unique global non-negative classical solution $(u, v)$ which is uniformly-in-time bounded, i.e., there is a time-independent constant $C > 0$ depending only on $u^{in}$, $\gamma$, $N$, and $\Omega$ such that

$$\|u(t)\|_\infty + \|v(t)\|_{W^{1,\infty}} \leq C, \quad t \geq 0.$$

**Remark 1.3.** We have the following remarks:

- When $l = 0$ and $0 < k < 2/(N-2)$, Theorem 1.2 improves [16, Theorem 1.2] by removing an additional constraint involving $\gamma$, $\gamma'$ and $\gamma''$, which was required to hold pointwisely;
- If $\gamma$ satisfies (A1) and has a strictly positive lower bound on $(0,\infty)$, the classical solution to (1.4) is uniformly-in-time bounded according to Theorem 1.2, which we may apply in that case with $k = l = 0$ in assumption (A2).

As a consequence of the above results together with the outcome of [1] when $N = 2$ and the exponential stabilization provided in [23], we have the following result for motility functions which are negative power laws.

**Proposition 1.4.** Assume $N \geq 2$ and $\gamma(s) = s^{-k}$ for some $k > 0$. For any initial condition $u^{in}$ satisfying (1.6), problem (1.4) has a unique global classical solution. Moreover, it is uniformly-in-time bounded when, either $k < \infty$ and $N = 2$, or $k < N/(N-2)$ and $N \geq 3$. Furthermore, if $k \leq 1$, then the solution to (1.4) decays exponentially fast in $L^\infty(\Omega) \times W^{1,\infty}(\Omega)$ to the constant steady state

$$\left(\|u^{in}\|_{1|\Omega|}, \|u^{in}\|_{1|\Omega|}\right)$$

as time goes to infinity.
We stress that the assumptions on $\gamma$ in this paper are greatly weakened compared with those in previous works [1, 16, 23]. On the one hand, for the global existence, only (A0) is assumed and no monotonicity is required. In particular, sign-changing of $\gamma'$ is permitted in our setting. On the other hand, uniform boundedness with respect to time is obtained for motility functions belonging to a much larger set of decreasing functions and the decay rate condition (A2) is also looser than those in [1, 16, 23]. In particular, for the specific case $\gamma(s) = s^{-k}$, the admissible range for boundedness is improved to $k \in (0, N/(N-2))$ for all $N \geq 3$. Thus we achieve the uniform boundedness of classical solutions to (1.4) within the whole range $(0, N/(N-2))$, which is also conjectured to ensure uniform boundedness of classical solutions to the logarithmic Keller-Segel model, corresponding to (1.5) with $\phi(v) = -\log \gamma(v) = k \log v$ [19].

Now let us briefly illustrate the main strategy of our proof. The first step is to establish an upper bound of $v$. Following the comparison argument developed in [17, 29], one obtains by (formally) taking $(I - \Delta)^{-1}$ on both sides of (1.4a) the following key identity:

$$\partial_t v + u \gamma(v) = (I - \Delta)^{-1}[u \gamma(v)].$$

Then, thanks to (A0) and (1.4b), one can estimate the nonlocal term by the comparison principle for elliptic equations to deduce that

$$(I - \Delta)^{-1}[u \gamma(v)] \leq (I - \Delta)^{-1}[K_\gamma u] = K_\gamma v$$

with some positive constant $K_\gamma > 0$ which will be specified below. Then a time-dependent upper bound for $v$ can be derived by a direct application of Gronwall’s inequality. In addition, a uniform-in-time upper bound can be obtained with additional growth assumptions on $\gamma$. Indeed, substituting (1.4b) into the above key identity, we find that

$$\partial_t v - \gamma(v) \Delta v + v \gamma(v) = (I - \Delta)^{-1}[u \gamma(v)].$$

In [16, 23], applying a delicate Alikakos–Moser type iteration to (1.8), it is proved that, in order to get a uniform-in-time upper bound of $v$, it suffices to prove a time-independent estimate on $\|v\|_q$ for some $q > kN/2$. To achieve the latter goal, both works pay efforts to derive the uniform-in-time $H^1$-boundedness of $v$ by means of a duality argument or entropy structure. However, since $H^1(\Omega) \hookrightarrow L^q(\Omega)$ for any $1 \leq q \leq 2N/(N-2)$, such a tactic works for $k < 4/(N-2)$ at most, and hence apparently, $k$ must be less than 1 when $N \geq 6$ along this idea. We recall that $0 < k \leq 1$ is the range for the constant steady state $\left(\|u_n\|, \|u_n\|\right)$ to be linearly stable [1, 23].

In the present work, we handle the nonlocal term on the right hand side of (1.8) in a more technical way. Owing to the comparison principle for elliptic equations and the non-increasing property of $\gamma$, we prove that

$$(I - \Delta)^{-1}[u \gamma(v)] \leq \Gamma(v) + C.$$  

Here, $\Gamma' = \gamma$ and $C$ is a positive constant depending only on $\gamma$ and the initial condition. For the special case $\gamma(s) = s^{-k}$, $\Gamma$ is a power type function of order $1-k$. Thus the nonlocal term is bounded by a sublinear nonlinearity, and the growth of the right hand side of (1.8) with (1.9) is thus of lower order than the one derived from (1.7). This key observation enables us to establish time-independent...
estimates of $\|v\|_q$ for any sufficiently large $q$ under the condition $0 < k < N/(N-2)$. Then, by a (simplified) Moser iteration, we can derive a uniform-in-time upper bound of $v$ for $k$ within this range.

Once the (time-independent) upper bound obtained for $v$, the existence and boundedness of classical solutions to (1.4) are proved via energy estimates in the already available literature by establishing (time-independent) $L^\infty_t L^p_x$-estimates for $u$ for some $p > N/2$ [16, 18, 23]. However, such an idea turns out to be rather restrictive since, in all these works, various inequalities involving $\gamma$, $\gamma'$, and $\gamma''$ are assumed to hold pointwisely, thereby excluding most functions satisfying (A1) and (A2).

In the current work, by transforming (1.8) to a quasilinear parabolic equation for $v$ in divergence form with a right-hand side featuring a local nonlinearity depending on $|\nabla v|^2$ and a nonlocal nonlinear but regularizing operator, we try to establish an estimate for $\|v\|_{W^{2,p}}$ rather than $\|u\|_p$. First, with the help of the upper bound of $v$, we show the Hölder continuity of $v$ with respect to both $t$ and $x$ following a classical approach developed in [27]. In fact, by an application of a comparison argument to the nonlocal term, a local energy bound for $v$ is derived, which allows us to conclude that $v$ belongs to some Hölder space. Thanks to this property, we are in a position to employ the theory developed by Amann in [4–8] to find a representation formula for $v$ which involves a parabolic evolution operator having similar properties as an analytic semigroup. Thanks to estimates for the parabolic evolution operator given in [5], we are finally able to derive the (time-independent) $W^{2,p}$-estimates of $v$ for any $N < p < \infty$, which implies the (time-independent) $L^p$-boundedness of $u$ due to (1.4b). Our new approach indicates that $L^\infty$-boundedness of $v$ is sufficient to conclude the existence of global classical solutions to (1.4) and moreover, if this upper bound is independent of time, then the solution is uniformly-in-time bounded.

The remainder of the paper is organized as follows. In Section 2, we provide some preliminary results and recall some useful lemmas. In Section 3, we study the global existence of classical solutions to (1.4). An upper bound on $v$ is first shown via a comparison argument. Then we prove $W^{2,p}$-estimates on $v$ by the theory developed by Amann [8] for non-autonomous parabolic equations, which is based on analytic semigroups. In Section 4, we first establish a time-independent $L^p$-estimate for $v$ for some sufficiently large $p > 1$. Then we derive uniform-in-time upper bounds on $v$ by a delicate Alikakos–Moser iteration. Finally, the uniform-in-time boundedness of $u$ is proved in a similar way as done in Section 3 with minor modifications.

2. Preliminaries

In this section, we recall some useful lemmas which will be used in the subsequent parts. First, we state the existence of local classical solutions which can be proved in the same manner as in [1, Lemma 3.1] based on standard fixed point argument and regularity theory for elliptic equations.

**Theorem 2.1.** Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^N$. Suppose that $\gamma$ satisfies (A0) and $u^{in}$ satisfies (1.6). Then there exists $T_{max} \in (0, \infty]$ such that problem (1.4) has a unique nonnegative classical solution $(u, v) \in (C([0, T_{max}] \times \bar{\Omega}) \cap C^{1,2}((0, T_{max}) \times \bar{\Omega}))^2$. The solution $(u, v)$ satisfies the
mass conservation:

\[ \int_{\Omega} u(t, x) \, dx = \int_{\Omega} v(t, x) \, dx = \int_{\Omega} u^\text{in}(x) \, dx \text{ for all } t \in (0, T_{\text{max}}). \] (2.1)

If \( T_{\text{max}} < \infty \), then

\[ \limsup_{t \uparrow T_{\text{max}}} \| u(t) \|_{\infty} = \infty. \]

We also recall that, by \([20, \text{Lemma 2.1}]\), \([1.4\text{b}], \ [2.1]\), and the positivity of \( \| u^\text{in} \|_1 \), there is \( v_* > 0 \) depending only on \( \Omega \) and \( \| u^\text{in} \|_1 \) such that

\[ v(t, x) \geq v_*, \quad (t, x) \in (0, T_{\text{max}}) \times \Omega. \] (2.2)

Next, we let \( (\cdot)_+ = \max\{\cdot, 0\} \) and recall the following result, see \([3, \text{Proposition (9.2)}], \ [9, \text{Lemme 3.17}], \text{or} \ [1, \text{Lemma 2.2}].

**Lemma 2.2.** Let \( \Omega \) be a smooth bounded domain in \( \mathbb{R}^N \), \( N \geq 1 \), and \( f \in L^1(\Omega) \). For any \( 1 \leq q < \frac{N}{(N-2)+} \), there exists a positive constant \( C = C(N, q, \Omega) \) such that the solution \( z \in W^{1,1}(\Omega) \) to

\[ \begin{cases} -\Delta z + z = f, & x \in \Omega, \\ \nabla z \cdot n = 0, & x \in \partial \Omega, \end{cases} \]

satisfies

\[ \| z \|_q \leq C(N, q, \Omega) \| f \|_1. \]

An immediate consequence of \((2.1)\) and Lemma 2.2 is the following time-independent bound on the second component \( v \) of the solution to \((1.4)\).

**Corollary 2.3.** For \( q \in \left(1, \frac{N}{(N-2)+}\right)\), there is \( C(q) > 0 \) such that

\[ \| v(t) \|_q \leq C(q), \quad t \in [0, T_{\text{max}}]. \]

We next fix \( a \in (0, v_*) \) and define

\[ \Gamma(s) = \int_a^s \gamma(\eta) d\eta, \quad s > 0. \]

The following elementary lower bound for \( \Gamma \) is derived in \([18, \text{Lemma 4.2}].

**Lemma 2.4.** Assume that \( \gamma \) satisfies \( \text{(A1)} \). Then

\[ s\gamma(s) - a\gamma(a) \leq \Gamma(s), \quad s \geq a. \]

**Proof.** Since \( \gamma \) is non-increasing, we infer that, for \( s \geq a \),

\[ \Gamma(s) = \int_a^s \gamma(\eta) d\eta \geq \gamma(s)(s-a) = s\gamma(s) - a\gamma(s). \]

Therefore, when \( s \geq a \), using again the monotonicity of \( \gamma \) which ensures that \( \gamma(s) \leq \gamma(a) \),

\[ s\gamma(s) \leq \Gamma(s) + a\gamma(s) \leq \Gamma(s) + a\gamma(a), \]

as claimed. \( \square \)
We next turn to an upper bound for $\Gamma$.

**Lemma 2.5.** Under the assumptions (A1) and (A2), there is $C > 0$ depending on $a$ and $\gamma$ such that, for all $s \geq a$,

$$
\Gamma(s) \leq \Gamma_*(s) \equiv \begin{cases} 
C \log(s/a), & \text{when } l = 1 \\
\frac{C(s^{1-l} - a^{1-l})}{1-l}, & \text{when } l \neq 1.
\end{cases}
$$

**Proof.** In view of assumption (A2), there are $s_0 > a$ and $C > 0$ such that $s^l \gamma(s) \leq C$ for all $s \geq s_0$. In addition, the monotonicity of $\gamma$ and the non-negativity of $l$ ensure that $s^l \gamma(s) \leq s^l \gamma(a)$ for all $a \leq s \leq s_0$. Thus, $s^l \gamma(s) \leq C$ for all $s \geq a$, from which we deduce that

$$
\Gamma(s) = \int_a^s \gamma(\eta)d\eta \leq C \int_a^s \eta^{-l}d\eta = \begin{cases} 
C \log(s/a), & \text{when } l = 1 \\
\frac{C(s^{1-l} - a^{1-l})}{1-l}, & \text{when } l \neq 1.
\end{cases}
$$

as claimed. \qed

We finally recall the following lemma given in [28, Lemma A.1] which we shall use later in Section 4.1 to complete the Alikakos-Moser iterative argument.

**Lemma 2.6.** Let $\rho > 1$, $b \geq 0$, $c \in \mathbb{R}$, $C_0 \geq 1$, $C_1 \geq 1$, and $\delta_0$ be given numbers such that

$$
\delta_0 + \frac{c}{\rho - 1} > 0.
$$

We consider the sequence $(\delta_j)_{j \geq 0}$ of real numbers defined by

$$
\delta_{j+1} = \rho \delta_j + c, \quad j \in \mathbb{N}.
$$

Assume further that $(\eta_j)_{j \geq 0}$ is a sequence of positive real numbers satisfying

$$
\eta_0 \leq C_1^{\delta_0},
$$

$$
\eta_{j+1} \leq C_0 \delta_j^{\delta_{j+1}} \max\{C_1^{\delta_{j+1}}, \eta_j^\rho\}, \quad j \in \mathbb{N}.
$$

Then the sequence $(\eta_j^{1/\delta_j})_{j \geq 0}$ is bounded.

### 3. Global Existence of Classical Solutions to (1.4)

In this section, we consider the existence of global classical solutions under the assumptions of Theorem 1.1. First, we establish an upper bound for $\nu$. We next prove that $\nu$ is Hölder continuous with respect to both $t$ and $x$, which finally allows us to apply the theory developed by Amann in [6,8] for non-autonomous linear parabolic equations to derive $W^{2,p}$-estimates for $\nu$. 

From now on, we assume that \( \gamma \) and \( u^\infty \) satisfy (A0) and (1.6), respectively, and that \((u,v)\) is the corresponding solution to (1.4) provided by Theorem 2.1 and defined on \([0,T_{\text{max}})\). It then follows from (A0) and (2.2) that
\[
\gamma(v(t,x)) \leq K^* \equiv K_v^*, \quad (t,x) \in [0,T_{\text{max}}) \times \bar{\Omega}.
\] (3.1)
Throughout this section, \(C\) and \((C_i)_{i \geq 0}\) denote positive constants depending only on \(\gamma, u^\infty, v^*_v,\) and the parameter \(a\) introduced in the definition of the indefinite integral \(\Gamma\) of \(\gamma\). Dependence upon additional parameters will be indicated explicitly.

### 3.1. Time-dependent upper bounds.

First, we derive an upper bound for \(v\) based on a comparison argument developed in [17, 29].

**Lemma 3.1.** The function \(v\) satisfies the following key identity:
\[
\partial_t v + u\gamma(v) = (I - \Delta)^{-1}[u\gamma(v)] \quad \text{in} \quad (0,T_{\text{max}}) \times \Omega.
\] (3.2)
Here \(\Delta\) denotes the usual Laplace operator supplemented with homogeneous Neumann boundary conditions.

Moreover,
\[
v(t,x) \leq v^\infty(x) e^{tK_v^*}, \quad (t,x) \in [0,T_{\text{max}}) \times \bar{\Omega},
\] (3.3)
where \(K_v^*\) is defined in (3.1) and \(v^\infty = (I - \Delta)^{-1}u^\infty \in W^{2,p}(\Omega)\) for all \(p \in (1, \infty)\).

**Proof.** First, the key identity (3.2) follows from applying \((I - \Delta)^{-1}\) to both sides of (1.4a) and the property \((I - \Delta)^{-1}[u] = v\) due to (1.4b). Since \(u\) and \(\gamma\) are both non-negative, one obtains from the key identity (3.2) that \(\partial_t v \leq (I - \Delta)^{-1}[u\gamma(v)]\) in \((0,T_{\text{max}}) \times \Omega\). Furthermore, due to assumption (A0), we infer from the comparison principle for elliptic equations, (1.4b), and (3.1) that
\[
(I - \Delta)^{-1}[u\gamma(v)] \leq (I - \Delta)^{-1}[K_v u] = K_v v.
\]
Hence \(\partial_t v \leq K_v v\) in \((0,T_{\text{max}}) \times \Omega\), which gives rise to (3.3) by direct integration. To complete the proof, we remark that, since \(u^\infty \in C(\bar{\Omega})\), we have \(v^\infty \in W^{2,p}(\Omega)\) for all \(p \in (1, \infty)\) by standard regularity theory for elliptic equations. \(\square\)

### 3.2. Hölder estimates for \(v\).

The starting point is the key identity (3.2) which we combine with (1.4b) to show that \(v\) is the solution to a quasilinear parabolic equation in divergence form with right-hand side featuring a local quadratic nonlinearity \(|\nabla v|^2\) and a nonlocal nonlinear but regularizing operator. Specifically, by (1.4b),
\[
u\gamma(v) = -\text{div}(\gamma(v)\nabla v) + \gamma'(v)|\nabla v|^2 + v\gamma(v).
\]

Therefore, introducing
\[
f(s,\xi) \triangleq s\gamma(s) + \gamma'(s)|\xi|^2, \quad (s,\xi) \in [0, \infty) \times \mathbb{R}^N,
\] (3.4)
and
\[
\varphi \triangleq (I - \Delta)^{-1}[u\gamma(v)],
\] (3.5)
and recalling that
\[
\nabla \varphi \cdot n = 0, \quad (t,x) \in (0,T_{\text{max}}) \times \partial\Omega,
\]
since $\Delta$ denotes the usual Laplace operator supplemented with homogeneous Neumann boundary conditions, we conclude that $v$ solves the initial boundary value problem

$$
\begin{align}
\partial_t v - \text{div}(\gamma(v)\nabla v) &= -f(v, \nabla v) + \varphi, \quad (t, x) \in (0, T_{\text{max}}) \times \Omega, \\
\nabla v \cdot n &= 0, \quad (t, x) \in (0, T_{\text{max}}) \times \partial \Omega, \\
v(0) &= v_{\text{in}}, \quad x \in \Omega.
\end{align}
$$

(3.6a, 3.6b, 3.6c)

Now we fix $T \in (0, T_{\text{max}})$ and set $J = [0, T]$. By Lemma 3.1 and (2.2), we have

$$
0 < v_* \leq v(t, x) \leq v^*(T) \equiv \|v_{\text{in}}\|_\infty e^{TK_*} \quad \text{in} \quad J \times \Omega.
$$

(3.7)

Owing to the positivity and continuity of $\gamma$ on $(0, \infty)$, there is $\gamma^*(T) > 0$ such that

$$
\gamma(v) \geq \gamma^*(T) \quad \text{in} \quad J \times \bar{\Omega}.
$$

(3.8)

A straightforward consequence of (3.4), (3.7), and the regularity of $\gamma$ is that there are $C_0(T) > 0$ and $C_1(T) > 0$ such that

$$
|f(v, \nabla v)| \leq C_0(T) \left(1 + |\nabla v|^2\right) \quad \text{in} \quad J \times \Omega
$$

(3.9)

and

$$
0 \leq \varphi = (I - \Delta)^{-1}[u\gamma(v)] \leq K_* v \leq C_1(T) \equiv K_* v^*(T) \quad \text{in} \quad J \times \bar{\Omega}.
$$

(3.10)

We now proceed along the lines of [27, Chapter V, Section 7] and [5, Section 5] to derive a local energy bound for $v$.

**Lemma 3.2.** There are $\delta(T) \in (0, 1]$ and $C_2(T) > 0$ such that, if $\vartheta \in C^\infty(J \times \bar{\Omega})$, $0 \leq \vartheta \leq 1$, $\sigma \in \{-1, 1\}$, and $h \in \mathbb{R}$ are such that

$$
\sigma v(t, x) - h \leq \delta(T), \quad (t, x) \in \text{supp} \, \vartheta,
$$

(3.11)

then

$$
\begin{align}
\int_\Omega \vartheta^2(\sigma v(t) - h)^2_+ \, dx + \frac{\gamma^*(T)}{2} \int_0^t \int_\Omega \vartheta^2 |\nabla (\sigma v(\tau) - h)^+_\vartheta|_\tau^2 \, dxd\tau \\
\leq \int_\Omega \vartheta^2(\sigma v(t_0) - h)^2_+ \, dx + C_2(T) \int_0^t \int_\Omega (|\nabla \vartheta|^2 + \vartheta |\partial_t \vartheta|) (\sigma v(\tau) - h)^2_+ \, dxd\tau \\
+ C_2(T) \int_0^t \int_{A_{h, \sigma}(\tau)} \vartheta \, dxd\tau
\end{align}
$$

for $0 \leq t_0 \leq t \leq T$, where

$$
A_{h, \sigma}(\tau) \triangleq \{x \in \Omega : \sigma v(\tau, x) > h\}, \quad \tau \in [0, T_{\text{max}}).
$$
Proof. Let $\delta \in (0, 1]$ to be specified later. It follows from (3.6a), (3.6b), and (3.9) that

$$
\frac{1}{2} \frac{d}{dt} \int_\Omega \vartheta^2 (\sigma v - h)_+^2 \, dx = \sigma \int_\Omega \vartheta^2 (\sigma v - h)_+ \partial_v \vartheta \, dx + \int_\Omega (\sigma v - h)_+^2 \partial \partial_v \vartheta \, dx
$$

$$
= -\sigma \int_\Omega \gamma(v) \nabla [\vartheta^2 (\sigma v - h)_+] \cdot \nabla v \, dx - \sigma \int_\Omega \vartheta^2 (\sigma v - h)_+ f(v, \nabla v) \, dx
$$

$$
+ \sigma \int_\Omega \vartheta^2 (\sigma v - h)_+ \varphi \, dx + \int_\Omega (\sigma v - h)_+^2 \partial \partial_v \vartheta \, dx
$$

$$
\leq - \int_\Omega \gamma(v) \vartheta^2 \|\nabla (\sigma v - h)_+\|^2 \, dx + 2 \int_\Omega \gamma(v) \vartheta \|\nabla (\sigma v - h)_+ \| \nabla v \| \, dx
$$

$$
+ \int_\Omega (\sigma v - h)_+^2 \vartheta \|\partial \partial_v \vartheta\| \, dx + C_0(T) \int_\Omega \vartheta^2 (\sigma v - h)_+ (1 + \|\nabla v\|^2) \, dx
$$

$$
+ \sigma \int_\Omega \vartheta^2 (\sigma v - h)_+ \varphi \, dx
$$

$$
= - \int_\Omega \gamma(v) \vartheta^2 \|\nabla (\sigma v - h)_+\|^2 \, dx + C_0(T) \int_\Omega \vartheta^2 (\sigma v - h)_+ \|\nabla (\sigma v - h)_+\|^2 \, dx
$$

$$
+ \int_\Omega (\sigma v - h)_+^2 \vartheta \|\partial \partial_v \vartheta\| \, dx + \sum_{k=1}^3 J_k ,
$$

where

$$
J_1 \triangleq 2 \int_\Omega \gamma(v) \vartheta \|\nabla \vartheta\| (\sigma v - h)_+ \|\nabla (\sigma v - h)_+\| \, dx ,
$$

$$
J_2 \triangleq C_0(T) \int_\Omega \vartheta^2 (\sigma v - h)_+ \, dx ,
$$

$$
J_3 \triangleq \sigma \int_\Omega \vartheta^2 (\sigma v - h)_+ \varphi \, dx .
$$

On the one hand, we infer from (A0), (3.1), and Young's inequality that

$$
J_1 = 2 \int_\Omega \gamma(v) \vartheta \|\nabla \vartheta\| (\sigma v - h)_+ \|\nabla (\sigma v - h)_+\| \, dx
$$

$$
\leq \frac{1}{2} \int_\Omega \gamma(v) \vartheta^2 \|\nabla (\sigma v - h)_+\|^2 \, dx + 2 \int_\Omega \gamma(v) (\sigma v - h)_+^2 \|\nabla \vartheta\|^2 \, dx
$$

$$
\leq \frac{1}{2} \int_\Omega \gamma(v) \vartheta^2 \|\nabla (\sigma v - h)_+\|^2 \, dx + 2 K_* \int_\Omega (\sigma v - h)_+^2 \|\nabla \vartheta\|^2 \, dx .
$$

On the other hand, it follows from (3.11) that

$$
J_2 \leq C_0(T) \delta \int_{A_{h,\vartheta,\sigma}} \vartheta \, dx \leq C_0(T) \int_{A_{h,\vartheta,\sigma}} \vartheta \, dx .
$$
Moreover, we observe that, if \( \sigma = -1 \), then \( J_3 \leq 0 \) while, if \( \sigma = 1 \), then we deduce from (3.10) and (3.11) that
\[
J_3 \leq C_1(T) \int_{A_{h,\vartheta,\sigma}} \vartheta \, dx \leq C_1(T) \int_{A_{h,\vartheta,\sigma}} \vartheta \, dx.
\]
Gathering the above inequalities gives
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \vartheta^2 (\sigma v - h)^2 \, dx \leq \frac{1}{2} \int_{\Omega} \gamma(v) \vartheta^2 |\nabla (\sigma v - h)_+|^2 \, dx
\]
\[
+ \int_{\Omega} [2K_* |\nabla \vartheta|^2 + \vartheta |\partial_t \vartheta|] (\sigma v - h)^2_+ \, dx
\]
\[
+ C_0(T) \int_{\Omega} \vartheta^2 (\sigma v - h)_+ |\nabla (\sigma v - h)_+|^2 \, dx
\]
\[
+ (C_0(T) + C_1(T)) \int_{A_{h,\vartheta,\sigma}} \vartheta \, dx.
\]

Hence, owing to (3.7), (3.11), and the lower bound (3.8) on \( \gamma(v) \),
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \vartheta^2 (\sigma v - h)^2_+ \, dx \leq \left( C_0(T) \delta - \frac{\gamma^*(T)}{2} \right) \int_{\Omega} \vartheta^2 |\nabla (\sigma v - h)_+|^2 \, dx
\]
\[
+ \int_{\Omega} [2K_* |\nabla \vartheta|^2 + \vartheta |\partial_t \vartheta|] (\sigma v - h)^2_+ \, dx
\]
\[
+ (C_0(T) + C_1(T)) \int_{A_{h,\vartheta,\sigma}} \vartheta \, dx.
\]

Setting
\[
\delta(T) \equiv \min \left\{ 1, \frac{\gamma^*(T)}{4C_0(T)} \right\} \quad \text{and} \quad C_2(T) \equiv 2 \max \{1, 2K_*, C_0(T) + C_1(T)\},
\]
and taking \( \delta = \delta(T) \) in the above inequality, we end up with
\[
\frac{d}{dt} \int_{\Omega} \vartheta^2 (\sigma v - h)^2_+ \, dx + \frac{\gamma^*(T)}{2} \int_{\Omega} \vartheta^2 |\nabla (\sigma v - h)_+|^2 \, dx
\]
\[
\leq C_2(T) \left[ \int_{\Omega} (|\nabla \vartheta|^2 + \vartheta |\partial_t \vartheta|) (\sigma v - h)^2_+ \, dx + \int_{A_{h,\vartheta,\sigma}} \vartheta \, dx \right].
\]
Integrating the above inequality with respect to time over \((t_0, t)\) completes the proof.

We are now in a position to apply [27, Chapter II, Theorem 8.2] to obtain a Hölder estimate for \( v \).

**Proposition 3.3.** There is \( \alpha_T \in (0, 1) \) depending on \( N, \Omega, \gamma, \nu^{in}, \nu_*, a, \) and \( T \) such that \( v \in C^{\alpha_T}(J \times \bar{\Omega}) \).
Proof. It follows from Lemma 3.2 that the estimate [27] Chapter II, Equation (7.5) holds true (with parameters \( q = r = 2(1 + \kappa) = (2N + 4)/N \) satisfying [27] Chapter II, equation (7.3)). Note that we do not require the test function \( \vartheta \) in Lemma 3.2 to be compactly supported in \((0, T) \times \Omega \). Consequently, according to [27] Chapter II, Remark 7.2 and Remark 8.1, there is \( C(T) \) such that \( v \) belongs to the class \( B_2([0, T] \times \bar{\Omega}, v^*(T), C(T), (2N + 4)/N, \delta(T), 2/N) \). Taking also into account the assumed smoothness of the boundary of \( \Omega \) and the Hölder continuity of \( v^{in} \in C^{\alpha_0}(\bar{\Omega}) \) for some \( \alpha_0 \in (0, 1) \), we then infer from [27] Chapter II, Lemma 8.1 & Theorem 8.2 that \( v \in C^{\alpha_T}([0, T] \times \bar{\Omega}) \) for some \( \alpha_T \in (0, 1) \) depending on \( T \), but also on other parameters as indicated in the statement of Proposition 3.3.

\[ \square \]

3.3. \( W^{2,p} \)-estimates for \( v \). Thanks to the just derived Hölder estimates on \( v \), we may now proceed as in [5] Section 6 to establish bounds on the trajectory \( \{ v(t) : t \in [0, T_{\text{max}}] \} \) in appropriate Sobolev spaces which do not depend on \( T_{\text{max}} \). To this end, we proceed in two steps and begin with a bound in fractional Sobolev spaces.

Lemma 3.4. Let \( T \in (0, T_{\text{max}}) \). For any \( p \in (1, \infty) \) and \( \theta \in \left( \frac{1+p}{2p}, 1 \right) \), there is \( C_3(T, p, \theta) > 0 \) such that

\[
\|v(t)\|_{W^{2,p}(\Omega)} \leq C_3(T, p, \theta), \quad t \in [0, T].
\]

Proof. We set \( D_T \triangleq (v_*/2, 2v^*(T)) \) and \( J \triangleq [0, T] \), where \( v_* \) and \( v^*(T) \) are defined in (2.2) and (3.7), respectively. For \( s \in D_T \), we define the elliptic operator \( \mathcal{A}(s)z \triangleq -\gamma(s)\Delta z \) and the boundary operator \( \mathcal{B}z \triangleq \nabla z \cdot n \). We point out that, since \( \min_{D_T}\{\gamma\} > 0 \) due to [A0], the operator \( \mathcal{A}(s) \) satisfies [6] Eq. (4.6) for all \( s \in D_T \) and is thus strongly uniformly elliptic for \( s \in D_T \). Consequently, \( (\mathcal{A}(s), \mathcal{B}) \) is normally elliptic for all \( s \in D_T \) by [6] Theorem 4.2. For \( t \in J \), let \( \mathcal{A}(t) \) be the \( L^p \)-realization of \( (\mathcal{A}(v(t)), \mathcal{B}) \) with domain

\[
W^{2,p}_B(\Omega) \triangleq \{ z \in W^{2,p}(\Omega) : \nabla z \cdot n = 0 \text{ on } \partial\Omega \}.
\]

As in the proof of [5] Theorem 6.1, the assumptions on \( \gamma \) and Proposition 3.3 guarantee that

\[
\mathcal{A} \in BUC^{\alpha_T}(J, \mathcal{L}(W^{2,p}(\Omega), L^p(\Omega)))
\]

and that \( \mathcal{A}(J) \) is a regularly bounded subset of \( C^{\alpha_T}(J, \mathcal{H}(W^{2,p}(\Omega), L^p(\Omega))) \) in the sense of [11] Section 4 (or, equivalently, the condition [8] (II.4.2.1) is satisfied). By [6] Theorem A.1, see also [8] Theorem II.4.4.1, there is a unique parabolic fundamental solution \( \tilde{U} \) associated to \( \{ \mathcal{A}(t) : t \in J \} \) and there exist positive constants \( M_T \) and \( \omega_T \) depending on \( T \) such that

\[
\|\tilde{U}(t, \tau)\|_{\mathcal{L}(L^p(\Omega))} + \|\tilde{U}(t, \tau)\|_{\mathcal{L}(L^p(\Omega))} + (t-\tau)\|\tilde{U}(t, \tau)\|_{\mathcal{L}(L^p(\Omega), W^{2,p}(\Omega))} \leq M_T e^{\omega_T(t-\tau)} \tag{3.12}
\]

for \( 0 \leq \tau < t \leq T \). Since \( \theta \in \left( \frac{1+p}{2p}, 1 \right) \), it follows from [7] Theorem 5.2 that

\[
(L^p(\Omega), W^{2,p}_B(\Omega))_{\theta,p} \cong W^{2\theta,p}_B(\Omega) \triangleq \{ z \in W^{2\theta,p}(\Omega) : \nabla z \cdot n = 0 \text{ on } \partial\Omega \},
\]

and we infer from [8] Lemma II.5.1.3 that there is \( M_{\theta,T} > 0 \) depending on \( T \) such that

\[
\|\tilde{U}(t, \tau)\|_{\mathcal{L}(W^{2\theta,p}_B(\Omega))} + (t-\tau)^\theta\|\tilde{U}(t, \tau)\|_{\mathcal{L}(L^p(\Omega), W^{2\theta,p}_B(\Omega))} \leq M_{\theta,T} e^{\omega_T(t-\tau)} \tag{3.13}
\]
for $0 \leq \tau < t \leq T$. We deduce from (3.6) that $v$ solves

$$\begin{align*}
\partial_t v + \tilde{A}(\cdot)v &= F, \quad t \in J, \\
v(0) &= v^{in},
\end{align*}$$

(3.14)

where

$$F = \varphi - v\gamma(v), \quad (t, x) \in J \times \Omega.$$  

We recall that, according to (3.1), (3.7), and (3.10)

$$\|F(t)\|_{\infty} \leq C_4(T) \triangleq C_1(T) + v^*(T)K^*, \quad t \in J,$$

(3.15)

while the continuity of $u$ and $v$, see Theorem 2.1, ensures that

$$F \in C(J \times \bar{\Omega}).$$

(3.16)

Owing to Theorem 2.1 (3.7), and (3.16), we observe that $v \in C(J, L^p(\Omega)) \cap C^1((0, T], L^p(\Omega))$ is a solution to the linear initial-value problem (3.14) on $J$ in the sense of [8, Section II.1.2] with $F \in C(J, L^p(\Omega))$ and $v(t) \in \text{dom}(\tilde{A}(t))$ for all $t \in (0, T]$. Since $\tilde{U}$ is a parabolic fundamental solution in the sense of [8, Section II.2.1], we are in a position to apply [8, Remarks II.2.1.2 (a)] to conclude that $v$ has the representation formula

$$v(t) = \tilde{U}(t, 0)v^{in} + \int_0^t \tilde{U}(t, \tau)F(\tau) \, d\tau, \quad t \in J.$$

(3.17)

We then infer from (3.13), (3.15), and (3.17) that, for $t \in J$,

$$\|v(t)\|_{W^{2,p}} \leq M_{\theta, T}e^{\omega_T t}\|v^{in}\|_{W^{2,p}} + M_{\theta, T}\int_0^t (t - \tau)^{-\theta}e^{\omega_T(t-\tau)}\|F(\tau)\|_p \, d\tau$$

$$\leq M_{\theta, T}e^{\omega_T t}\|v^{in}\|_{W^{2,p}} + C_4(T)M_{\theta, T}|\Omega|^{1/p}\int_0^t (t - \tau)^{-\theta}e^{\omega_T(t-\tau)} \, d\tau.$$

(3.18)

Since

$$\int_0^t (t - \tau)^{-\theta}e^{\omega_T(t-\tau)} \, d\tau = \int_0^t \tau^{-\theta}e^{\omega_T \tau} \, d\tau \leq \frac{T^{1-\theta}e^{\omega_T T}}{1-\theta}, \quad t \in J,$$

we conclude from (3.18) that

$$\|v(t)\|_{W^{2,p}} \leq C(T, p, \theta), \quad t \in J,$$

and the proof is complete. \□

We now exploit further the parabolic feature of (3.9) to extend Lemma 3.4 to $\theta = 1$.

**Proposition 3.5.** Let $T \in (0, T_{\text{max}})$. For any $p \in (N, \infty)$, there is $C_5(T, p) > 0$ such that

$$\|v(t)\|_{W^{2,p}} \leq C_5(T, p), \quad t \in [0, T].$$
Proof. We set \( J = [0, T] \). Given \( p \in (N, \infty) \), we may fix some \( \theta \in ((N + p)/2p, 1) \) and deduce from Lemma 3.4 that

\[
\|v(t)\|_{W^{2\theta,p}} \leq C(T, p), \quad t \in J.
\]

Moreover, the choice of \( \theta \) guarantees that \( W^{2,p}(\Omega) \) is continuously embedded in \( C^1(\bar{\Omega}) \), so that the above estimate implies that

\[
\|\nabla v(t)\|_{\infty} \leq C(T, p), \quad t \in J.
\]

(3.19)

Consider next \( \xi \in (0, (p + 1)/2p) \). It follows from Lemma II.5.1.3] that there is \( L_{\xi,T} > 0 \) depending on \( T \) such that

\[
(t - \tau)^{1-\xi} \|\tilde{U}(t, \tau)\|_{C((W^{2\xi,p}(\Omega), W^{2\xi,p}(\Omega)) \leq L_{\xi,T} e^{\omega_T(t-\tau)}, \quad 0 \leq \tau < t \leq T.
\]

(3.20)

We infer from (3.12), (3.17), and (3.20) that, for \( t \in J \),

\[
\|v(t)\|_{W^{2,p}} \leq M_T e^{\omega_T t} \|v_0\|_{W^{2,p}} + L_{\xi,T} \int_0^t (t - \tau)^{\xi-1} e^{\omega_T(t-\tau)} \|F(\tau)\|_{W^{2\xi,p}} \, d\tau.
\]

(3.21)

Now, by direct calculations, we observe that

\[
\begin{align*}
\gamma(v) &= -\text{div}(\gamma(v)\nabla v) + \gamma'(v)|\nabla v|^2 + v\gamma(v) \\
&= -\Delta \Gamma(v) + \Gamma(v) + v\gamma(v) - \Gamma(v) + \gamma'(v)|\nabla v|^2 \\
&= -\Delta \Gamma(v) + \Gamma(v) + f(v, \nabla v) - \Gamma(v).
\end{align*}
\]

Thus, we obtain that

\[
\varphi = (I - \Delta)^{-1}[u\gamma(v)] = \Gamma(v) + (I - \Delta)^{-1}[f(v, \nabla v) - \Gamma(v)].
\]

(3.22)

Owing to the smoothing properties of \((I - \Delta)^{-1}\), we readily deduce from (A0), (3.7), and (3.19) that, for \( t \in J \),

\[
\|(I - \Delta)^{-1}[f(v, \nabla v) - \Gamma(v)]\|_{W^{2\xi,p}} \leq \|(I - \Delta)^{-1}[f(v, \nabla v) - \Gamma(v)]\|_{W^{2,p}} \\
\leq C\|\gamma'(v)|\nabla v|^2 + v\gamma(v) - \Gamma(v)\|_{p} \leq C(T, p).
\]

(3.23)

Also, the regularity of \( \gamma \) ensures that the function \( s \mapsto \Gamma(s) - s\gamma(s) \) obviously belongs to \( W^{2,\infty}(D_T) \) (with \( D_T = (v_*, 2v^*(T)) \)) and we deduce from the continuous embedding of \( W^{2\theta,p}(\Omega) \) in \( W^{2\xi,p}(\Omega) \), Lemma 3.3 and [12, Theorem 2] that

\[
\|\Gamma(v(t)) - v(t)^\gamma(v(t))\|_{W^{2\xi,p}} \leq C[\|\Gamma(v(t))\|_{W^{2\theta,p}} + \|v\gamma(v)\|_{W^{2\theta,p}}] \leq C(T, p), \quad t \in J.
\]

(3.24)

Since \( F = \varphi - v\gamma(v) \) and \( \varphi \) is also given by (3.22), we insert (3.23) and (3.24) in (3.21) to complete the proof, since \( \xi - 1 > -1 \).

\[\square\]

Proof of Theorem 1.1. With the aid of Proposition 3.3 in the same way as done in [11, Lemma 4.3], we may further use a standard bootstrap argument to prove that, for any \( 0 < T < T_{\text{max}} \), there is \( C = C(T) > 0 \) independent of \( T_{\text{max}} \) such that

\[
\sup_{0 \leq t \leq T} \|u(t)\|_{\infty} \leq C(T).
\]

According to Theorem 2.1, we deduce that \( T_{\text{max}} = \infty \) and thus Theorem 1.1 is proved. \[\square\]
4. Uniform-in-time Boundedness of Classical Solutions to (1.4)

The main outcome of Theorem 1.1 being the global existence of classical solutions to (1.4) under the sole assumption (A0), we are next interested in the uniform-in-time boundedness of these solutions under the assumptions of Theorem 1.2. We thus consider an initial condition \( u_0 \) satisfying (1.6) and a motility function \( \gamma \) satisfying (A1) and (A2) and first note that (A1) readily implies (A0) with \( K_s = \gamma(s) \) for \( s > 0 \). We then denote the unique global classical solution to (1.4) provided by Theorem 1.1 by \( (u, v) \) and recall that \( v \) satisfies (2.2) for all \( (t, x) \in [0, \infty) \times \Omega \). In this section, \( C, (C_i)_{i \geq 0}, (\lambda_i)_{i \geq 0} \) denote positive constants which depend only on \( N, \Omega, \gamma, k, l, u_0, v_0 \) and \( a \). Dependence upon additional parameters will be indicated explicitly.

4.1. Time-independent upper bounds. First, we derive a uniform-in-time upper bound for \( v \) by a Moser type iteration under the assumptions of Theorem 1.2. More precisely, we prove the following result.

**Proposition 4.1.** There is \( v^* > 0 \) depending only on \( N, \Omega, \gamma, u_0, k, l \), and such that

\[
\sup_{t \geq 0} \|v(t)\|_\infty \leq v^*. \tag{4.1}
\]

The proof of Proposition 4.1 consists of the following lemmas.

**Lemma 4.2.** The function \( v \) satisfies the following differential inequality

\[
0 \leq \partial_t v + u\gamma (v) \leq \Gamma(v) + a\gamma (a) \quad \text{in} \quad (0, \infty) \times \Omega. \tag{4.2}
\]

We mention here that the proof of Lemma 4.2 only uses the assumption (A1) on \( \gamma \).

**Proof.** First, in view of the key identity (3.2), we readily deduce from the non-negativity of \( u \) and \( \gamma \), the boundary conditions (1.4c), and the comparison principle that \( \partial_t v + u\gamma (v) \geq 0 \) in \((0, \infty) \times \Omega \).

Next, recalling that \( \varphi = (I - \Delta)^{-1}[u\gamma (v)] \), see (3.5), we infer from (1.4b) that

\[
\varphi - \Delta \varphi = u\gamma (v) = (v - \Delta v)\gamma (v) = -\Delta [\Gamma (v) + \Gamma (v) + \gamma (v)|\nabla v|^2 + v\gamma (v) - \Gamma (v)] \quad \text{in} \quad (0, \infty) \times \Omega.
\]

In view of (A1), (1.4c), and Lemma 2.4, we obtain that

\[
\varphi - \Delta \varphi \leq \Gamma (v) + a\gamma (a) - \Delta (\Gamma (v) + a\gamma (a)) \quad \text{in} \quad (0, \infty) \times \Omega,
\]

and \( \nabla \varphi \cdot \mathbf{n} = \nabla (\Gamma (v) + a\gamma (a)) \cdot \mathbf{n} = 0 \) on \((0, \infty) \times \partial \Omega \), which, according to the comparison principle, yields that

\[
\varphi \leq \Gamma (v) + a\gamma (a) \quad \text{in} \quad (0, \infty) \times \Omega.
\]

Combining the above inequality with the key identity (3.2) completes the proof. \( \square \)

**Lemma 4.3.** There are positive constants \( \lambda_0 > 0 \) and \( C_0 > 0 \) such that, for any \( p > 1 + k \),

\[
\frac{d}{dt} \|v\|_p^p + \lambda_0 p \frac{(p - k - 1)}{(p - k)^2} \|\nabla v^{p-k}\|_2^2 + \lambda_0 p \|v\|_p^{p-k} \leq C_0 p \int_\Omega (v^{p-1} \Gamma (v) + v^{p-1}) \, dx.
\]
Proof. First, as in the proof of [16, Lemma 3.3], assumption (A2) guarantees that there exist $b > 0$ and $s_b > v_*$ depending only on $\gamma$ such that, for all $s \geq s_b$,

$$1/\gamma(s) \leq bs^k,$$

while the monotonicity of $\gamma$ ensures that

$$1/\gamma(s) \leq 1/\gamma(s_b)$$

for all $0 < s < s_b$. Therefore,

$$1/\gamma(s) \leq bs^k + 1/\gamma(s_b) \leq C(1 + s^k), \quad s > 0.$$  \hfill (4.3)

Now, multiplying the inequality (4.2) by $v^p - 1$ for some $p > 1 + k$, we obtain that

$$\frac{1}{p} \frac{d}{dt} \|v\|_p^p + \int u\gamma(v)v^{p-1} \, dx \leq \int v^{p-1}\Gamma(v) \, dx + C\|v\|_{p-1}^{p-1}.$$  

Thanks to (A1), (2.2), and (4.3), it follows that

$$\int u\gamma(v)v^{p-1} \, dx \geq C \int (v^k + 1)^{-1}v^{p-1}u \, dx \geq C \int (v^k + v_*^{-k}v^k)^{-1}v^{p-1}u \, dx$$

$$\geq C \int v^{p-k-1}u \, dx.$$  \hfill (4.4)

Next, recalling that $v - \Delta v = u$ by (1.4b), we observe that

$$\int v^{p-k-1}u \, dx = \int v^{p-k-1}(v - \Delta v) \, dx = \|v\|_{p-k}^p + (p - k - 1) \int v^{p-k-2}v^2 \, dx$$

$$= \|v\|_{p-k}^p + \frac{4(p - k - 1)}{(p - k)^2} \|v^{p-k}\|_2^2.$$  

Collecting the above estimates, we arrive at

$$\frac{d}{dt} \|v\|_p^p + \frac{\lambda_0 p(p - k - 1)}{(p - k)^2} \|v^{p-k}\|_2^2 + \lambda_0 p \|v\|_{p-k}^p \leq Cp \int (v^{p-1}\Gamma(v) + v^{p-1}) \, dx,$$

and the proof is complete. \hfill $\square$

Lemma 4.4. For any

$$p > \max \left\{ \frac{2(N - 1)}{N - 2}, l + \frac{N(k - l)}{2} \right\}$$

and $\varepsilon > 0$, there holds

$$\int (v^{p-1}\Gamma(v) + v^{p-1}) \, dx \leq \varepsilon \|v^{p-k}\|_2^2 + C_1(\varepsilon, p), \quad t \geq 0.$$  \hfill (4.5)
Proof. Recall that $N \geq 3$, $0 \leq k < \frac{N}{N - 2}$, and $0 \leq k - l < \frac{2}{N - 2}$. Observing that the choice of $p$ and $k$ guarantees that

$$p \geq \frac{2(N - 1)}{N - 2} > \max \left\{ 1 + \frac{N(k - 1)_+}{2}, 1 + k \right\},$$

we split the argument into three cases.

Case (I): $1 < l < \frac{N}{N - 2}$. Thanks to Lemma 2.5 and (2.2),

$$\Gamma(v) \leq C(v^{1-l} - a^{1-l}) \leq \frac{C}{l-1} (v^{1-l} - a^{1-l}) \leq C,$$

so that

$$\int_{\Omega} (v^{p-1} \Gamma(v) + v^{p-1}) \, dx \leq C \|v\|_{p-1}^{p-1}. \quad (4.6)$$

Now, since $k < \frac{N}{N - 2}$, there is $q \in (1, \frac{N}{N - 2})$ such that

$$q > \frac{(k - 1)N}{2}.$$

Since $q < \frac{N}{N - 2} \leq p - 1 < \frac{(p - k)N}{(N - 2)}$ according to the choice of $p$ and $q$ (recall that $k \geq l > 1$ here), it follows from Hölder’s inequality and Corollary 2.3 that

$$\|v\|_{p-1} \leq \|v\|_{(p-k)N}^{\alpha} \|v\|_{q}^{1-\alpha} \leq C(p) \|v\|_{(p-k)N}^{\alpha}$$

with

$$\alpha = \frac{N(p-k)(p-1-q)}{(p-1)[N(p-k) - q(N-2)]} \in (0, 1).$$

Consequently, recalling that $N \geq 3$, we deduce from Sobolev’s inequality that

$$\|v\|_{p-1}^{p-1} \leq C(p) \|v\|_{(p-k)N}^{p-k} \|v\|_{2}^{2(p-1)\alpha} \leq C(p) \|v\|_{H^{p-k}_N}^{2(p-1)\alpha},$$

and one easily checks that the choice of $q$ implies that

$$\frac{2(p-1)\alpha}{p-k} - 2 = \frac{2(k-1)N - 2q}{N(p-k) - q(N-2)} < 0.$$

Then (4.5) follows from (4.6) and the above estimates by Young’s inequality.

Case (II): $l = 1$. Fix $q \in (1, \frac{N}{N - 2})$ and $\delta \in (0, 1)$ such that

$$\delta < \min \left\{ \frac{2(p-1)}{N-2}, \frac{2q}{N} \right\}.$$

By Lemma 2.5, (2.2), and Young’s inequality,

$$\int_{\Omega} (v^{p-1} \Gamma(v) + v^{p-1}) \, dx \leq C \int_{\Omega} v^{p-1}(1 + \log v) \, dx \leq C(p) \|v\|_{p-1}^{1+\delta} + C(p).$$
Since the choice of \( p \) and \( \delta \) ensures that \( q < \frac{N}{N-2} < p - 1 + \delta < \frac{(p-1)N}{N-2} \), we infer from Hölder’s inequality and Corollary 2.3 that
\[
\|v\|_{p-1+\delta} \leq \|v\|_{\frac{(p-1)N}{N-2}}^{\alpha} \|v\|_q^{1-\alpha} \leq C(p)\|v\|_{\frac{(p-1)N}{N-2}}^{\alpha}
\]
with
\[
\alpha = \frac{N(p-1)(p-1+\delta-q)}{(p-1+\delta)[N(p-1)-q(N-2)]}.
\]
Therefore, by Sobolev’s inequality,
\[
\|v\|_{p-1+\delta}^{p-1} \leq C(p)\|v\|_{\frac{(p-1)N}{N-2}}^{\alpha} = C(p)\|v\|_{\frac{p-1}{2}}^{\frac{2(p-1+\delta)\alpha}{p-1}} \leq C(p)\|v\|_{\frac{p-1}{2}}^{\frac{p-1}{N-2}}.
\]
Owing to the choice of \( q \) and \( \delta \), we realize that
\[
\frac{2(p-1+\delta)\alpha}{p-1} - 2 = \frac{2(\delta N - 2q)}{N(p-1) - q(N-2)} < 0,
\]
and (4.5) follows the above estimates by Young’s inequality.

Case (III): \( 0 \leq l < 1 \). In this case, by (2.2) and Lemma 2.5,
\[
\int_{\Omega} (v^{p-1}\Gamma(v) + v^{p-1}) \, dx \leq \int_{\Omega} (Cv^{p-l} + v^{l-1})^2 \, dx \leq C\|v\|_{p-l}.
\]
Since \( 0 \leq k - l < \frac{2}{N-2} \), we can pick \( q \in \left(1, \frac{N}{N-2}\right) \) such that \( q > \frac{N(k-l)}{2} \) and observe that the choice of \( p \) ensures that
\[
q < \frac{N}{N-2} \leq p - 1 < p - l < \frac{(p-k)N}{N-2}.
\]
We infer from Hölder’s inequality and Corollary 2.3 that
\[
\|v\|_{p-l} \leq \|v\|_{\frac{(p-k)N}{N-2}}^{\alpha} \|v\|_{q}^{1-\alpha} \leq C(p)\|v\|_{\frac{(p-k)N}{N-2}}^{\alpha}
\]
with
\[
\alpha = \frac{N(p-k)(p-l-q)}{(p-l)[N(p-k)-q(N-2)]}.
\]
Thus, we deduce from Sobolev’s inequality that
\[
\|v\|_{p-l} \leq C(p)\|v\|_{\frac{(p-l)N}{N-2}}^{\alpha} = C(p)\|v\|_{\frac{p-1}{2}}^{\frac{2(p-l)\alpha}{p-1}} \leq C(p)\|v\|_{\frac{p-1}{2}}^{\frac{p-1}{N-2}}.
\]
Due to the choice of \( q \) and \( p \), we find that
\[
\frac{2(p-l)\alpha}{p-k} - 2 = \frac{2[(k-l)N - 2q]}{(p-k)N - (N-2)q} < 0.
\]
Once more, (4.5) follows from the above estimates by Young’s inequality and the proof is complete. \( \square \)
We are now in a position to derive uniform-in-time estimates for $v$ in $L^p(\Omega)$ for any large enough finite value of $p$.

**Lemma 4.5.** For any $p \geq 1$, there is $C_2(p) > 0$ such that

$$\|v(t)\|_p \leq C_2(p), \quad t \geq 0.$$ 

**Proof.** We first observe that, since $\Omega$ is bounded, we may assume without loss of generality that

$$p > \max \left\{ 2 + k, \frac{2(N - 1)}{N - 2}, \frac{Nk}{2} \right\}.$$  \hspace{1cm} (4.8)

Next, recalling Lemma 4.3, we have

$$\frac{d}{dt} \|v\|_p^p + \frac{\lambda_0 p(p - k - 1)}{(p - k)^2} \|\nabla v\|_2^2 + \lambda_0 p \|v\|_p^{p-k} \leq C_0 p \int_{\Omega} (v^{p-1} \Gamma(v) + v^{p-1}) \, dx.$$ 

Observing that $\|v\|_p^{p-k} = \|v\|_2^2$ and that, for $p \geq 2 + k,$

$$\frac{\lambda_0 p(p - k - 1)}{(p - k)^2} > \lambda_0 \left( 1 - \frac{1}{p-k} \right) \geq \frac{\lambda_0}{2},$$

we deduce from the above inequality that

$$\frac{d}{dt} \|v\|_p^p + \frac{\lambda_0}{2} v^{p-k} \|v\|_{H^1}^2 \leq C_0 p \int_{\Omega} (v^{p-1} \Gamma(v) + v^{p-1}) \, dx.$$ 

We now point out that $p > \frac{Nk}{2} \geq l + \frac{(k-l)N}{2}$ due to $N \geq 3$, $l \geq 0$, and the choice (4.8) of $p$, so that we may apply Lemma 4.4 with an appropriate choice of $\varepsilon$, thereby obtaining

$$\frac{d}{dt} \|v\|_p^p + \frac{\lambda_0}{4} v^{p-k} \|v\|_{H^1}^2 \leq C(p).$$

Since $p > \frac{Nk}{2}$, we infer from (2.2) and Sobolev’s inequality that

$$\|v\|_p^p = \int_{\Omega} v^{Np-k} \, dx \leq \tilde{v}^{Np-k} \|v\|_{H^1}^{2N} \leq C(p) \|v\|_2^{p-k} \|v\|_{H^1}^{2N}$$

and we finally arrive at

$$\frac{d}{dt} \|v\|_p^p + \lambda_1(p) \left( \|v\|_p^p \right)^{(N-2)/N} \leq C(p).$$

Lemma 4.5 then readily follows from the above differential inequality by the comparison principle for $p$ satisfying (4.8). We finally use the continuous embedding of $L^p(\Omega)$ in $L^q(\Omega)$ for $p \geq q$ to complete the proof. \hfill \Box

As in [18, 23], we next use Moser’s iteration technique along the lines of [2] to establish the boundedness of $v$ in $L^\infty$ as stated in Proposition 4.1.
**Proof of Proposition 4.4** We recall that (2.2), (3.2), the comparison principle, and the monotonicity of $\gamma$ imply that

$$\partial_t v + u \gamma(v) \leq \gamma(v_*) v \quad \text{in} \quad (0, \infty) \times \Omega.$$

Then, for any $p \geq 2 + k$,

$$\frac{d}{dt} \|v\|_p^p + p \int_{\Omega} u \gamma(v) v^{p-1} dx \leq \gamma(v_*) \|v\|_p^p.$$

We also infer from (1.4b), (1.4c), and (4.4) that

$$\int_{\Omega} u \gamma(v) v^{p-1} dx \geq C \int_{\Omega} u v^{p-k-1} dx = C \int_{\Omega} (v - \Delta v) v^{p-k-1} dx \geq C \|v\|_p^{p-k} + 4C \frac{p-k-1}{(p-k)^2} \|v^{p-k}\|_2^2.$$

Recalling that

$$\frac{p(p-k-1)}{(p-k)^2} \geq \frac{1}{2}$$

for $p \geq 2 + k$ and combining the above inequalities give

$$\frac{d}{dt} \|v\|_p^p + \lambda_2 \|v^{p-k}\|_{H^1}^2 \leq \gamma(v_*) \|v\|_p^p.$$  \hfill (4.9)

Next, by Hölder’s and Sobolev’s inequalities,

$$\|v\|_p^p = \int_{\Omega} v^{p-k} v^{\frac{p+k}{2}} dx \leq \|v^{p-k}\|_{L^{N+2}}^2 \|v\|_p \|v^{\frac{p+k}{(N+2)(p+k)}}\|_{L^{N+2}}^2 \leq C \|v^{p-k}\|_{H^1} \|v\|_p \|v^{\frac{p+k}{(N+2)(p+k)}}\|_{L^{N+2}}^2.$$

It then follows from Young’s inequality that

$$2 \gamma(v_*) \|v\|_p^p \leq \lambda_2 \|v^{p-k}\|_{H^1}^2 + C p^2 \|v\|^{\frac{p+k}{(N+2)(p+k)}}_{L^{N+2}}.$$

Combining (4.9) and the above estimate, we find

$$\frac{d}{dt} \|v\|_p^p + \gamma(v_*) \|v\|_p^p \leq 2 \gamma(v_*) \|v\|_p^p - \lambda_2 \|v^{p-k}\|_{H^1}^2 \leq C p^2 \|v\|^{\frac{p+k}{(N+2)(p+k)}}_{L^{N+2}}.$$ \hfill (4.10)

Let us now define two sequences $(p_j)_{j \geq 0}$ and $(X_j)_{j \geq 0}$ by

$$p_{j+1} = \frac{N + 2}{N} p_j - k, \quad j \geq 0, \quad p_0 = \frac{kN}{2} + \frac{2(N-1)}{N-2},$$

$$X_j = \sup_{t \geq 0} \|v(t)\|_{p_j}^p, \quad j \geq 0.$$ \hfill (4.11)

Note that $X_j < \infty$ for all $j \geq 0$ due to Lemma 4.5 since the choice of $p_0$ guarantees that

$$p_{j+1} > p_j > p_0 > \frac{kN}{2}, \quad j \geq 0, \quad \lim_{j \to \infty} p_j = \infty.$$ \hfill (4.12)
For $j \geq 0$, we take $p = p_{j+1}$ in (4.10) and use (4.11) to obtain
\[
\frac{d}{dt} \|v\|_{p_{j+1}}^{p_{j+1}} + \gamma(v_*) \|v\|_{p_{j+1}}^{p_{j+1}} \leq Cp_{j+1}^2 \|v\|_{p_j}^{(N+2)p_j} \leq Cp_{j+1}^2 X_j^{N+2}.
\]
After an integration with respect to time, we find
\[
\|v(t)\|_{p_{j+1}}^{p_{j+1}} \leq \|v^{in}\|_{p_{j+1}}^{p_{j+1}} e^{-\gamma(v_*)p_{j+1}t} + Cp_{j+1}X_j^{N+2} \left(1 - e^{-\gamma(v_*)p_{j+1}t}\right)
\]
for all $t \geq 0$, recalling that $v^{in} = (I - \Delta)^{-1}u^{in}$, see Lemma 3.1. Hence,
\[
X_{j+1} \leq Cp_{j+1} \max \left\{ \|v^{in}\|_{\infty}^{p_{j+1}}, X_j^{N+2} \right\}, \quad j \geq 0,
\]
Owing to (4.12) and recalling that $X_0$ is finite by Lemma 4.5, we are in a position to apply Lemma 2.6 with $\rho = \frac{N+2}{N}$, $b = 1$, and $c = -k$ to conclude that the sequence $\left(X_j^{1/p_j}\right)_{j \geq 0}$ is bounded. Since
\[
\|v(t)\|_\infty = \lim_{j \to \infty} \|v(t)\|_{p_j}, \quad t \geq 0,
\]
and $\|v(t)\|_{p_j} \leq X_j^{1/p_j}$ for all $t \geq 0$ and $j \geq 0$, letting $j \to \infty$ completes the proof. \hfill \Box

4.2. Improved regularity. With the time-independent upper bound on $v$ derived in Proposition 4.1, we may argue in the same manner as in Section 3 to derive the uniform-in-time boundedness of $(u, v)$. More precisely, we regard $v$ as a solution to the following initial boundary value problem
\[
\begin{align*}
\partial_t v - \nabla \cdot (\gamma(v)\nabla v) &= -f(v, \nabla v) + \varphi, \quad (t, x) \in (0, \infty) \times \Omega, \quad (4.13a) \\
\nabla v \cdot n &= 0, \quad (t, x) \in (0, \infty) \times \partial \Omega, \quad (4.13b) \\
v(0) &= v^{in}, \quad x \in \Omega, \quad (4.13c)
\end{align*}
\]
the nonlinearity $f$ and the source term $\varphi$ being still defined by (3.4) and (3.5), respectively. In view of (2.2) and Proposition 4.1 we have
\[
0 < v_* \leq v(t, x) \leq v^* \quad \text{in} \quad [0, \infty) \times \bar{\Omega}, \quad (4.14)
\]
so that, by the monotonicity of $\gamma$,
\[
\gamma(v_*) \geq \gamma(v) \geq \gamma(v^*) > 0 \quad \text{in} \quad [0, \infty) \times \bar{\Omega}. \quad (4.15)
\]
A straightforward consequence of (3.4), (4.14), and the regularity of $\gamma$ is that there is $C_3 > 0$ such that
\[
|f(v, \nabla v)| \leq C_3 \left(1 + |\nabla v|^2\right) \quad \text{in} \quad (0, \infty) \times \bar{\Omega}, \quad (4.16)
\]
and
\[
0 \leq \varphi = (I - \Delta)^{-1}[u\gamma(v)] \leq \gamma(v_*)v \leq v^*\gamma(v_*) \leq C_3 \quad \text{in} \quad (0, \infty) \times \bar{\Omega}. \quad (4.17)
\]
Thanks to these properties, we may then argue as in the proof of Proposition 3.3 to derive the Hölder continuity of $v$. We emphasize here that, owing to the uniform-in-time upper and lower
bounds (4.14) on $v$, there is no time-dependence in the local energy estimates derived in Lemma 3.2. Hence, using [27, Chapter II, Theorem 8.2], we derive a time-uniform version of Proposition 3.3.

**Proposition 4.6.** There is a time-independent constant $\alpha \in (0, 1)$ such that $v \in BUC^\alpha([0, \infty), C^\alpha(\bar{\Omega}))$.

As in Section 3.3, we now exploit the Hölder regularity on $v$ provided by Proposition 4.6 and, as in the proofs of Lemma 3.4 and Proposition 3.5, we proceed along the lines of [5, Section 6] to establish the boundedness of the trajectory $\{v(t) : t \geq 0\}$ in $W^{2,p}(\Omega)$ for all $p \in (N, \infty)$. We here take advantage of the validity of the needed bounds with constants which do not depend on time to derive estimates which also do not depend on time.

**Proposition 4.7.** For any $p \in (N, \infty)$, there is $C_4(p) > 0$ such that
\[ \|v(t)\|_{W^{2,p}} \leq C_4(p), \quad t \geq 0. \]

**Proof.** We first consider $\theta \in \left(1+\frac{p}{2p}, 1\right)$. With the same notations as in Lemma 3.4, we now have a unique parabolic fundamental solution $\tilde{U}$ associated to $\{\tilde{A}(t) : t \geq 0\}$ and there exist time-independent positive constants $M, M_\theta$, and $\omega$ such that
\[ \|\tilde{U}(t, \tau)\|_{L^p(\Omega)} + (t-\tau) \|\tilde{U}(t, \tau)\|_{L^p(L^p(\Omega), W^{2,p}(\Omega))} \leq Me^{\omega(t-\tau)} \] (4.18)
and
\[ \|\tilde{U}(t, \tau)\|_{L^p(W^{2,p}(\Omega))} + (t-\tau)^\theta \|\tilde{U}(t, \tau)\|_{L^p(L^p(\Omega), W^{2,p}(\Omega))} \leq M_\theta e^{\omega(t-\tau)} \] (4.19)
for $0 \leq \tau < t$.

We then pick $\mu > \omega$ and deduce from (4.13) that $v$ solves
\[ \partial_t v + \left(\mu + \tilde{A}(\cdot)\right) v = \tilde{F}, \quad t > 0, \]
\[ v(0) = v_0, \] (4.20)
where
\[ \tilde{F} = F + \mu v = \mu v + \varphi - v\gamma(v). \]

By the boundedness (4.14) of $v$ and (4.17), there is $C_5 > 0$ such that
\[ \|\tilde{F}(t)\|_\infty \leq C_5, \quad t \geq 0. \] (4.21)

Owing the continuity of $u$ and $v$ provided by Theorem 2.1,
\[ \tilde{F} \in C([0, \infty) \times \bar{\Omega}), \]
and $v \in C([0, \infty), L^p(\Omega)) \cap C^1((0, \infty), L^p(\Omega))$ is such that $v(t) \in \text{dom}(\tilde{A}(t))$ for all $t > 0$. Consequently, $v$ is a solution to the linear initial-value problem (4.20) in the sense of [8, Section II.1.2]. Using again [8, Remarks II.2.1.2 (a)], we conclude that $v$ has the representation formula
\[ v(t) = e^{-\mu t} \tilde{U}(t, 0)v_0 + \int_0^t e^{-\mu(t-\tau)} \tilde{U}(t, \tau) \tilde{F}(\tau) \, d\tau, \quad t \geq 0. \] (4.22)
We then infer from (4.19) and (4.22) that, for \( t \geq 0 \),
\[
\|v(t)\|_{W^{2\theta,p}} \leq M_\theta e^{(\omega-\mu)t}\|v^{in}\|_{W^{2\theta,p}} + M_\theta \int_0^t (t-\tau)^{-\theta} e^{(\omega-\mu)(t-\tau)} \|F(\tau)\|_p d\tau \\
\leq C(p, \theta) + C_3 M_\theta |\Omega|^{1/p} \int_0^t (t-\tau)^{-\theta} e^{(\omega-\mu)(t-\tau)} d\tau \\
\leq C(p, \theta),
\]
(4.23)
since
\[
I_\theta \triangleq \int_0^\infty \tau^{-\theta} e^{(\omega-\mu)\tau} d\tau < \infty.
\]

We next proceed as in the proof of Proposition 3.5 to extend the above estimate to \( \theta = 1 \). To this end, given \( \xi \in (0, (p+1)/2p) \), we observe that Proposition 4.6 and [8, Lemma II.5.1.3] imply that the bound (3.20) is valid for all \( 0 \leq \tau < t \), with a constant \( L_\xi \) which depends, neither on \( t \), nor on \( \tau \). Then, thanks to (4.22),
\[
\|v(t)\|_{W^{2,p}} \leq M e^{(\omega-\mu)t}\|v^{in}\|_{W^{2,p}} + L_\xi \int_0^t (t-\tau)^{\xi-1} e^{(\omega-\mu)(t-\tau)} \|\bar{F}(\tau)\|_{W^{2\theta,p}} d\tau,
\]
(4.24)
recalling that \( \bar{F} = F + \mu v \). We then complete the proof of Proposition 4.7 with the help of (4.23) and the corresponding time-independent version of estimates (3.23) and (3.24), bearing in mind that \( \mu > \omega \) and \( \xi - 1 > -1 \).

Theorem 1.2 is now a straightforward consequence of Proposition 4.7 and a bootstrap argument.

**Proof of Theorem 1.2** With the aid of Proposition 4.7, we may further use a standard bootstrap argument (cf. [1, Lemma 4.3]) to prove that
\[
\sup_{t \geq 0} \{ ||u(t)||_\infty + ||v(t)||_{W^{1,\infty}} \} \leq C,
\]
and thus complete the proof.

\[\Box\]
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