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Abstract In this chapter, we investigate recently proposed nonlinear conjugate gradient (NCG) methods for shape optimization problems. We briefly introduce the methods as well as the corresponding theoretical background and investigate their performance numerically. The obtained results confirm that the NCG methods are efficient and attractive solution algorithms for shape optimization problems.

1 Introduction

Shape optimization problems arise in many industrial applications, such as the design optimization of airplanes [27], automobiles [23], electric motors [11], microchannel systems [5,6], polymer spin packs [16,20], and melting furnaces [19]. For the solution of such problems, shape optimization based on shape calculus (see, e.g., [8]) has attracted lots of research interest in recent years, with particular regards to the development of efficient solution algorithms. This can be seen, e.g., in [28] and [29], where Newton and limited memory BFGS (L-BFGS) methods for shape optimization are proposed, respectively, and in [9,22], where special mesh deformation procedures for increasing the mesh quality and the avoidance of remeshing are investigated.

In this chapter, we consider the recently proposed nonlinear conjugate gradient (NCG) methods for shape optimization from [4], which are numerical solution algorithms for such problems, and investigate their performance. One of the benefits of these NCG methods is that they require only slightly more memory than the popular gradient descent method, while being significantly more efficient. Here, we
compare the numerical performance of the NCG methods to the already established gradient descent and L-BFGS methods for shape optimization. For this numerical comparison we utilize our software package cashocs [3] which implements these methods and allows for a detailed comparison.

This chapter is structured as follows. In Sect. 2 we briefly present some theoretical background on shape optimization and shape calculus. This is required for the presentation of the nonlinear conjugate gradient methods in Sect. 3. Finally, the numerical examples, which showcase the capabilities of the NCG methods, can be found in Sect. 4.

2 Theoretical Background

In this section, we present some theoretical background on shape optimization and shape calculus which we require for our presentation of the NCG methods in Sect. 3.

2.1 Fundamentals of Shape Optimization

A general shape optimization problem with a partial differential equation (PDE) as constraint is given by

\[
\begin{align*}
\min_{\Omega, u} & \ J(\Omega, u) \\
\text{subject to} & \ e(\Omega, u) = 0, \Omega \in \mathcal{A}.
\end{align*}
\]

Here, \( J \) is a cost functional which we want to minimize over a set of admissible geometries \( \mathcal{A} \subset \{ \Omega \subset D \} \) for some given bounded hold-all domain \( D \subset \mathbb{R}^d \) and \( u \) is the so-called state variable which lies in the state space \( U(\Omega) \). Additionally, \( e(\Omega, \cdot) : U(\Omega) \to V(\Omega)^* \), where \( V(\Omega)^* \) is the dual space of \( V(\Omega) \), is an operator that models the PDE constraint, which we interpret in the weak form

\[
\text{Find } u \in U(\Omega) \text{ such that } \langle e(\Omega, u), v \rangle_{V(\Omega)^*, V(\Omega)} = 0 \text{ for all } v \in V(\Omega). \tag{2}
\]

We assume that the state equation (2) admits a unique solution \( u = u(\Omega) \) for all \( \Omega \in \mathcal{A} \) so that we have \( e(\Omega, u(\Omega)) = 0 \). With this, we can introduce the reduced cost functional \( J(\Omega) = J(\Omega, u(\Omega)) \) and rephrase (1) equivalently as

\[
\begin{align*}
\min_{\Omega} & \ J(\Omega) \\
\text{subject to} & \ \Omega \in \mathcal{A},
\end{align*}
\]

where we have formally eliminated the PDE constraint.
2.2 Shape Calculus

To obtain efficient solution algorithms for problem (1), one can use techniques from shape calculus to derive sensitivities of the cost functional $J$ w.r.t. variations of the domain $\Omega$. In the following, we briefly recall these techniques and we refer to, e.g., [8] for an exhaustive treatment of this topic.

We define a family of deformed domains $\Omega_t$ for $t \geq 0$ as

$$\Omega_t = F_t(\Omega) = \{ F_t(x) \mid x \in \Omega \}.$$

In this chapter, we use the so-called perturbation of identity (cf. [8]), in which the transformation $F_t$ is given by

$$F_t(x) = (I + tV)(x),$$

where $I$ denotes the identity matrix in $\mathbb{R}^d$ and $V$ is a vector field in $C^k_0(D;\mathbb{R}^d)$ for some $k \geq 1$, i.e., the space of $k$-times continuously differentiable functions from $D$ to $\mathbb{R}^d$ with compact support. Note, that there exist other, equivalent approaches for calculating first order shape derivatives, such as the speed method (cf. [8]), but for the sake of brevity we only consider the perturbation of identity in this chapter. Now, we can define the shape derivative as follows (cf. [8, Chapter 9, Definition 3.4]).

Definition 1 Let $\tau > 0$ be sufficiently small, $A \subset \{ \Omega \subset D \}$, $J: A \to \mathbb{R}$, and $\Omega \in A$. Additionally, let $V \in C^k_0(D;\mathbb{R}^d)$ with $k \geq 1$, let $F_t = I + tV$ be the perturbation of identity with $V$, and assume that $\Omega_t = F_t(\Omega) \in A$ for all $t \in [0, \tau]$.

We say that $J$ has a Eulerian semi-derivative at $\Omega$ in direction $V$ if the limit

$$dJ(\Omega)[V] := \lim_{t \searrow 0} \frac{J(F_t(\Omega)) - J(\Omega)}{t} = \frac{d}{dt} J(F_t(\Omega)) \bigg|_{t=0^+}$$

exists. Moreover, let $\Xi$ be a topological vector subspace of $C^\infty_0(D;\mathbb{R}^d)$. We say that $J$ is shape differentiable at $\Omega$ w.r.t. $\Xi$ if it has a Eulerian semi-derivative at $\Omega$ in all directions $V \in \Xi$ and, additionally, the mapping

$$dJ(\Omega): \Xi \to \mathbb{R}; \quad V \mapsto dJ(\Omega)[V]$$

is linear and continuous. In this case, we call $dJ(\Omega)[V]$ the shape derivative of $J$ at $\Omega$ w.r.t. $\Xi$ in direction $V \in \Xi$.

Note, that there exist several possibilities for calculating shape derivatives in the context of PDE constrained shape optimization, an overview of which can, e.g., be found in [30]. These methods involve solving a so-called adjoint equation to calculate the shape derivative, which is usual in PDE constrained optimization (cf. [15]).

An important result from shape calculus is Hadamard’s structure theorem, which we briefly recall here.

Theorem 1 (Structure Theorem) Let $J$ be a shape functional which is shape differentiable at some $\Omega \subset D$ and let $\Gamma = \partial \Omega$ be compact. Further, let $k \geq 0$ be the
The smallest integer such that \( dJ(\Omega) : C^\infty_0(D; \mathbb{R}^d) \to \mathbb{R}; \mathcal{V} \mapsto dJ(\Omega)[\mathcal{V}] \) is continuous w.r.t. the \( C^k_0(D; \mathbb{R}^d) \) topology, and assume that \( \Gamma \) is of class \( C^{k+1} \). Then, there exists a continuous, linear functional \( g : C^k(\Gamma) \to \mathbb{R} \) such that

\[
dJ(\Omega)[\mathcal{V}] = g[\mathcal{V} \cdot n],
\]

where \( n \) is the outer unit normal vector on \( \Gamma \). In particular, if \( g \in L^1(\Gamma) \), it holds that

\[
dJ(\Omega)[\mathcal{V}] = \int_{\Gamma} g(\mathcal{V} \cdot n) \, ds.
\]

**Proof** The proof can be found in [8, Theorem 3.6 and Corollary 1, pp. 479–481]. □

### 2.3 A Riemannian View on Shape Optimization and Steklov-Poincaré-Type Metrics

In order to formulate the nonlinear CG methods for shape optimization, we now briefly recall the Riemannian view on shape optimization from [28] as well as the corresponding Steklov-Poincaré-type metrics from [29].

We consider compact and connected subsets \( \Omega \subset D \subset \mathbb{R}^2 \) with \( C^\infty \) boundary, where \( D \) is, again, some bounded hold-all domain. As in [28], we define \( B_c(S^1; \mathbb{R}^2) := \text{Emb}(S^1; \mathbb{R}^2)/\text{Diff}(S^1) \), i.e., the set of all equivalence classes of \( C^\infty \) embeddings of the unit circle \( S^1 \subset \mathbb{R}^2 \) into \( \mathbb{R}^2 \), given by \( \text{Emb}(S^1; \mathbb{R}^2) \), where the equivalence relation is defined via the set of all \( C^\infty \) diffeomorphisms of \( S^1 \) into itself, given by \( \text{Diff}(S^1) \). Note, that this equivalence relation factors out reparametrizations as these do not change the underlying shape. It is shown in [18] that \( B_c \), which is the set of all smooth two-dimensional shapes, is a smooth manifold. An element of \( B_c(S^1; \mathbb{R}^2) \) is represented by a smooth curve \( \Gamma : S^1 \to \mathbb{R}^2; \theta \mapsto \Gamma(\theta) \). Due to the equivalence relation, the tangent space at \( \Gamma \in B_c \) is isomorphic to the set of all \( C^\infty \) normal vector fields along \( \Gamma \), i.e.,

\[
T_\Gamma B_c \cong \{ h \mid h = \alpha n, \alpha \in C^\infty(\Gamma; \mathbb{R}) \} \cong \{ \alpha \mid \alpha \in C^\infty(\Gamma; \mathbb{R}) \}.
\]

As in [29], we consider the following Steklov-Poincaré-type metric \( g^S_\Gamma \) at some \( \Gamma \in B_c \), which is defined as

\[
g^S_\Gamma : H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma) \to \mathbb{R}; \; (\alpha, \beta) \mapsto \int_{\Gamma} \alpha(S^p_\Gamma)^{-1} \beta \, ds.
\]

Here, \( S^p_\Gamma \) is a symmetric and coercive operator defined by

\[
S^p_\Gamma : H^{-1/2}(\Gamma) \to H^{1/2}(\Gamma); \; \alpha \mapsto U \cdot n,
\]
where $U \in H^1(\Omega)^d$ solves the problem

Find $U \in H^1(\Omega)^d$ such that $a_\Omega(U, V) = \int_\Gamma a(V \cdot n) \, ds$ for all $V \in H^1(\Omega)^d$, 

for a symmetric, continuous, and coercive bilinear form $a_\Omega: H^1(\Omega)^d \times H^1(\Omega)^d \to \mathbb{R}$. To define a Riemannian metric on $B_e$, we restrict $g^S$ to the tangent space $T_{\Omega} B_e$.

Let us now briefly discuss the relation between the metric $g^S$ and shape calculus. To do so, we assume that the shape functional $J$ is shape differentiable and has a shape derivative of the form

$$dJ(\Omega)[V] = \int_{\Gamma} g(V \cdot n) \, ds,$$

with $g \in L^2(\Gamma)$ (cf. Theorem 1). Then, the Riemannian shape gradient w.r.t. $g^S$ is given by $\gamma \in T_{\Omega} B_e$, which is the solution of

Find $\gamma \in T_{\Omega} B_e$ such that $g^S(\gamma, \phi) = \int_{\Gamma} g \phi \, ds$ for all $\phi \in T_{\Omega} B_e$. 

Due to the definition of $g^S$, the solution of (6) is given by $\gamma = S^p g$, in particular, we have that $\gamma = G \cdot n$, where $G$ solves

Find $G \in H^1(\Omega)^d$ such that $a_\Omega(G, V) = dJ(\Omega)[V]$ for all $V \in H^1(\Omega)^d$. 

Due to the Lax-Milgram lemma, this problem has a unique solution $G$ which we call the gradient deformation of $J$ at $\Omega$. The gradient deformation $G$ can be interpreted as an extension of the shape gradient $\gamma$ to the entire domain $\Omega$. Since $a_\Omega$ is coercive, there exists a constant $C > 0$ so that

$$dJ(\Omega)[-G] = a_\Omega(-G, G) \leq -C \|G\|^2_{H^1(\Omega)} \leq 0,$$

i.e., an infinitesimal perturbation of identity with the negative gradient deformation yields a descent in the shape functional $J$. This fact is often used for the solution of shape optimization problems with a gradient descent method (see, e.g., [9,16]).

### 3 Nonlinear CG Methods for Shape Optimization

We now use the theoretical framework introduced in Sect. 2 to formulate our NCG methods for shape optimization from [4]. To do so, we consider only reduced shape optimization problems of the form (3). For the sake of brevity, we only focus on a theoretical description of the methods. However, a detailed description of our numerical implementation of the methods can be found in our previous work [4].

Starting from an initial guess $\Omega_0$, the $k$-th iteration of the NCG methods consists of the following steps: First, we compute the shape derivative $dJ(\Omega)[\cdot]$ of our cost
Algorithm 1: Nonlinear CG methods for shape optimization.

Input: Initial geometry $\Omega_0$, represented by its boundary $\Gamma_0$

for $k=0,1,2,\ldots,k_{\text{max}}$ do

- Compute the shape derivative $dJ^{\Omega_k}$
- Compute the Riemannian shape gradient $\gamma_k$ by solving (6)

if Stopping criterion is satisfied then

- Stop with approximate solution $\Gamma_k$

- Compute the search direction $\delta_k = -\gamma_k + \beta_k T_{\eta_k} \delta_{k-1}$

- Compute a feasible step size $t_k$

- Set $\eta_k = t_k \delta_k$ and update the geometry $\Gamma_{k+1} = R_{\eta_k} \eta_k$

end if

end for

functional $J$ which involves solving the state and adjoint equation on the domain $\Omega_k$ (cf. [4]). Next, we compute the Riemannian shape gradient $\gamma_k$ via equation (6). Note, that this involves the computation of the gradient deformation (cf. equation (7)), which is beneficial for our numerical implementation of the method as described detailedy in [4]. The next step of the methods involves the computation of the search direction $\delta_k$, which is defined as

$$\delta_k = -\gamma_k + \beta_k T_{\eta_k} \delta_{k-1},$$

where we set $\delta_0 = -\gamma_0$. Here, the parameter $\eta_{k-1}$ is defined as $\eta_{k-1} = t_{k-1} \delta_{k-1}$ with the previous step size $t_{k-1}$ (see below) and $T$ denotes a vector transport (see, e.g., [1,26] for more details). Moreover, the parameter $\beta_k$ is an update parameter for the NCG method, which is detailed below. After we have obtained the search direction, we have to compute a feasible step size for updating our domain. This can be accomplished with, e.g., an Armijo line search (cf. [4] for more details) and yields the step size $t_k$ for iteration $k$. The geometry is then updated with the help of an retraction $R$ (see, e.g., [1,26] for more details), i.e.,

$$\Gamma_{k+1} = R_{\eta_k} \eta_k,$$

where $\eta_k$ is the scaled search direction for iteration $k$, i.e., $\eta_k = t_k \delta_k$. Finally, we increment $k$ and proceed as before, until an appropriate stopping criterion is reached (cf. [4]). Note, that an algorithmic description of this procedure is given in Algorithm 1.

We consider five different NCG variants, namely the NCG methods of Fletcher and Reeves (FR) [10], Polak and Ribiere (PR) [25], Hestenes and Stiefel (HS) [14], Dai and Yuan (DY) [7], and Hager and Zhang (HZ) [12]. Note, that an overview over these methods for finite-dimensional problems can be found, e.g., in [13]. The update parameters $\beta$ in the context of shape optimization are given by

$$\beta_k^{\text{FR}} = \frac{g^S_{\Gamma_k} (\gamma_k, \gamma_k)}{g^S_{\Gamma_k} (T_{\eta_{k-1}} \gamma_{k-1}, T_{\eta_{k-1}} \gamma_{k-1})},$$
\[
\beta_{k}^{PR} = \frac{g_{\Gamma k}^{S}(y_k, y_{k-1})}{g_{\Gamma k}^{S}(\tau_{\eta k}, y_{k-1}, \tau_{\eta k}, y_{k-1})},
\]
\[
\beta_{k}^{HS} = \frac{g_{\Gamma k}^{S}(y_k, y_{k-1})}{g_{\Gamma k}^{S}(\tau_{\eta k}, d_{k-1}, y_{k-1})},
\]
\[
\beta_{k}^{HY} = \frac{g_{\Gamma k}^{S}(y_k, y_{k-1})}{g_{\Gamma k}^{S}(\tau_{\eta k}, d_{k-1}, y_{k-1})},
\]
\[
\beta_{k}^{HZ} = g_{\Gamma k}^{S}\left(y_{k-1} - 2\tau_{\eta k} d_{k-1} \right) - \frac{g_{\Gamma k}^{S}(y_{k-1}, y_{k-1})}{g_{\Gamma k}^{S}(\tau_{\eta k}, d_{k-1}, y_{k-1})} \gamma_k,
\]

where we use
\[
y_{k-1} = y_k - \tau_{\eta k} y_{k-1}.
\]

A particular advantage of the NCG methods is the following: The NCG methods only require one or two additional vectors of storage compared to the popular gradient descent method, while being substantially more efficient, as is shown in Sect. 4. The L-BFGS methods with memory size \(m\), on the other hand, require \(2m\) additional vectors of storage, which can be prohibitive for very large scale problems, such as the ones arising from industrial applications (see [17]). Hence, the NCG methods are particularly interesting for these kinds of problems, where memory requirements are of great importance.

## 4 Numerical Examples

In this section, we investigate the previously introduced NCG methods numerically on two benchmark problems. In Sect. 4.1 we consider a two-dimensional shape optimization problem with a Poisson equation as PDE constraint and in Sect. 4.2 we consider the drag minimization in a three-dimensional pipe. For both test cases, we compare the five NCG variants from Sect. 3 to the gradient descent and L-BFGS methods. The numerical implementation is done in our software cashocs [3], which is based on the finite element software FEniCS [2,21], and we refer to our previous work [4] for a comprehensive description of our implementation of the NCG methods.

### 4.1 Shape Optimization with a Poisson Equation

The first test case is taken from [4,9] and is given by
\[
\min_{\Omega} J(\Omega, u) = \int_{\Omega} u \, dx \\
\text{subject to} \quad -\Delta u = f \quad \text{in } \Omega, \\
\quad u = 0 \quad \text{on } \Gamma,
\]

where we consider the problem in two dimensions and use

\[f(x) = 2.5 \left(x_1 + 0.4 - x_2^2\right)^2 + x_1^2 + x_2^2 - 1.\]

Our initial guess \(\Omega_0\) is given by the unit disc in \(\mathbb{R}^2\). We discretize the PDE constraint with piecewise linear Lagrange elements, for which we use a uniform mesh consisting of 7651 nodes and 15,000 triangles.

We solve this problem with the gradient descent (GD) method, a L-BFGS method with memory size \(m = 5\) (L-BFGS 5), and the five NCG methods presented in Sect. 3.

The history of the optimization can be seen in Fig. 1, where the evolution of the cost functional (Fig. 1a) and relative gradient norm (Fig. 1b) are shown. Here, we have highlighted the graphs of the gradient descent, L-BFGS 5, and the NCG variant of Dai and Yuan (NCG DY), as the latter performed best of all NCG methods. For the sake of better readability, the remaining NCG methods are shown in transparent colors. Here, we observe that all NCG methods perform significantly better than the gradient descent method, as they reach the optimal function value faster and also have lower gradient norms throughout the optimization. On average, the NCG methods achieve a gradient norm that is one order of magnitude smaller than the gradient norm obtained with the gradient descent method. However, the performance of the L-BFGS 5 method is still slightly better than that of the NCG methods, but this comes at the cost of a higher memory usage, as discussed previously.

A visual inspection of the optimized geometries, which can be found in Fig. 2, shows that the NCG methods perform very well. Here, the optimized geometries for the gradient descent, Fletcher-Reeves NCG and Polak-Ribiere NCG methods are shown and compared to the reference solution (computed with the L-BFGS 5 method). We observe, that there are still visible differences between the reference solution and the one obtained with the gradient descent method, particularly in the
right corners of the geometry. The two NCG methods, however, show no visible differences compared to the reference domain, which underlines their improved convergence behavior compared to the gradient descent method.

4.2 Shape Optimization of Energy Dissipation in a Pipe

For our second test case, we consider the problem of reducing the energy dissipation of a fluid in a three-dimensional pipe, which is taken from [24]. Here, the flow of the fluid is governed by the Navier-Stokes equations. The corresponding shape optimization problem is given by

\[
\begin{align*}
\min_{\Omega} \quad & J(\Omega, u) = \frac{1}{\text{Re}} \int_{\Omega} \epsilon(u) : \epsilon(u) \, dx + \frac{\gamma}{2} \left( \int_{\Omega} 1 \, dx - \int_{\Omega_0} 1 \, dx \right)^2 \\
\text{subject to} \quad & -\frac{2}{\text{Re}} \nabla \cdot \epsilon(u) + (\nabla \cdot \nabla) u + \nabla p = 0 \quad \text{in } \Omega, \\
& \nabla \cdot u = 0 \quad \text{in } \Omega, \\
& u = u^{\text{in}} \quad \text{on } \Gamma^{\text{in}}, \\
& u = 0 \quad \text{on } \Gamma^{\text{wall}}, \\
& \frac{2}{\text{Re}} \epsilon(u) n - pn = 0 \quad \text{on } \Gamma^{\text{out}}.
\end{align*}
\]

Here, \( u \) denotes the flow velocity, \( p \) the pressure and \( \epsilon(u) = \frac{1}{2}(\nabla u + \nabla u^T) \) is the symmetric gradient of \( u \). Note, that the cost functional consists of two terms, where the first one measures the energy dissipation in the pipe and the second one is a regularization of a volume equality constraint. The latter is used to constrain the vol-
Initial geometry of the pipe.

Optimized geometry of the pipe (obtained with the NCG HS method).

Fig. 3: Initial and optimized geometries for problem (10).

(a) Initial geometry of the pipe.  
(b) Optimized geometry of the pipe (obtained with the NCG HS method).

(a) Velocity magnitude on the initial geometry.  
(b) Velocity magnitude on the optimized geometry (obtained with the NCG HS method).

Fig. 4: Velocity magnitude on the initial and optimized geometries, shown as slice through the middle of the geometry.

volume of the pipe to its initial volume. Moreover, the pipe’s boundary $\Gamma$ is partitioned into the inlet $\Gamma^\text{in}$ and the wall boundary $\Gamma^\text{wall}$, where we use Dirichlet boundary conditions, as well as the outlet $\Gamma^\text{out}$, where we use a do-nothing boundary condition. We discretize the geometry with 17,873 nodes and 82,422 tetrahedrons. Additionally, we discretize the Navier-Stokes equations with the inf-sup-stable Taylor-Hood elements, i.e., piecewise quadratic Lagrange elements for the velocity and piecewise linear Lagrange elements for the pressure. Note, that a plot of the initial and optimized geometries is shown in Fig. 3, and that the velocity magnitude on these domains is visualized in Fig. 4.

As before, we solve this shape optimization problem with the gradient descent, L-BFGS 5, and the NCG methods, where we consider the case of laminar flow and use a Reynolds number of $\text{Re} = 1$ as well as a penalty parameter of $\gamma = 100$. Note, that the choice of $\gamma$ is sufficiently large to ensure a relative volume difference below 0.5% between the initial and optimized geometries for all methods, so that the equality constraint is satisfied numerically. The corresponding results of the optimization are shown in Fig. 5, where, again, the history of the cost functional (cf. Fig. 5a) and the relative gradient norm (cf. Fig. 5b) are shown. Here, we again observe that the NCG methods are very efficient. The best performing NCG method is, again, the
one of Dai and Yuan (DY), which even slightly outperformed the L-BFGS 5 method. Additionally, the method of Hestenes and Stiefel (HS) also performed very well and was only slightly worse than the L-BFGS method. The remaining NCG variants performed a bit worse, but all of them were substantially better than the gradient descent method as they required less than half the amount of iterations to reach the prescribed relative tolerance for this problem.

5 Conclusions

In this chapter, we have presented and investigated the nonlinear conjugate gradient (NCG) methods for shape optimization from [4]. After recalling recent results from shape optimization and shape calculus, we formulated the NCG methods in the Riemannian setting for shape optimization introduced in [28,29]. Afterwards, we investigated these methods numerically and compared them to the already established gradient descent and L-BFGS methods for shape optimization. The results show that the NCG methods perform substantially better than the popular gradient descent method and that their performance is comparable to the one of the L-BFGS methods from [29]. Hence, the NCG methods could be particularly interesting for large-scale industrial problems due to their efficiency and low memory requirements.
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