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Abstract: Image analysis using updated technology of magnetic resonance for finding, measuring and studying various tissue related structure of brain and thus discovering its medical region is an important application of segmentation process. In order to analyze the specific regions of brain, brain image segmentation plays a significant role for researchers and clinicians. In this work, we make an attempt to design an efficient segmentation model of neonatal brain MRI images of preterm infants. Initially, the dataset is collected from an eminent public repository that composes of numerous training and testing datasets. The proposed framework comprises of six phases, viz., pre-processing using FANFMR, Contrast enhancement using AAIHE, Feature extraction using PBDFL, Affinity information using SCMMAL, Dictionary creation using DCAD and clustering using SSMLC. The main aim of this paper is to increase segmentation accuracy in the given MR images. The extraction of local features is a complex task which is simply achieved by the proposed PBDFL via DCAD. The formation of self-similarity map from the probabilistic dictionary creation helps for better segmentation process. Finally clustering based segmentation process using SSMLC algorithm is used that that helps in decreasing uncertainty and sparsity of data so that an efficient diagnosis system can be obtained. Segmentation process that is proposed in this paper can be proved as accurate and efficient by various experimental result.
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I. INTRODUCTION

In modern diagnosis systems, the analysis of medical images plays an important role in healthcare systems. Diagnosis systems can be made more reliable by the help of computer based image analysis. Accumulating efficient and relevant information from anatomical structure of the brain neonatal is of challenging and difficult tasks. Magnetic Resonance (MR), Computed Tomography (CT), digital tomography and other imaging facilitate for better understanding of anatomical structure of a subject. Computer algorithm performing medical task can be made more automated by finding region of interest that plays a key role for studying the anatomical structure of brain. In order to perform delineation, characterization and visualization of the given ROI[1], image segmentation plays a vital role as their result will affect all the given process of analysing the image. It is clearly mentioned by many researchers that in medical field segmentation process is very difficult owing to pixel complexity. An accurate ROI is not detachable because of grey level uncertainties and inconsistent boundary detection. Usually, the medical images contain noise that modifies the pixel information and thus, classification becomes uncertain [2].

Due to accumulation of irrelevant noises, the non-uniformity may cause low interaction among the tissues. Thus, the segmentation algorithms should cope up with these challenges to yield acceptable results of every medical image. Segmentation algorithms are classified into three sorts, viz, supervised, unsupervised and interactive. Supervised segmentation requires a labelled data for identifying the particular region of interest. Unsupervised segmentation facilitates the segmentation outcomes without context – aware information which yielded low outcomes when pixel complexity increases. In the interactive environment, precision, accuracy and efficiency are achieved from complex segmentation tasks [3]. Thus, researchers are interested to design and develop an interactive environment for medical image segmentation process. Developing an automated segmentation, of neonates MR imaging is the chief contribution of this study. According to previous and current study segmenting neonatal brain is much more complex than adult brain mainly because of following reasons:

- Lower CNR ratio
- rapid brain development during neonatal stage.
- Signal intensity are inverted in white matter(WM) causes partial volume effect.

Segmentation approach are mainly of three categories:

- Segmentation based on atlas
- Segmentation based on augmented atlas
- Segmentation based on atlas free approach

The main difference between atlas and augmented atlas based approach is that previous technique mainly rely on atlases that are derived manually and also on probabilistic tissues.

Prior to this whereas in case of augmented atlas-based strategies are mainly dependent on longitudinal type of data and subject that are specific representation for segmentation. Main disadvantage of given two techniques when we apply them on test image then construction and registration becomes very difficult. Therefore, in order to remove these disadvantage there has arisen a necessity of atlas free approach. Major advantage is that they do not depend on manual data or longitudinal data. Other part of paper is organised as follows: literature survey is given in section II, proposed work is presented in section III, experimental analysis and results are given in section IV and final conclusion is given in section V.

II. LITERATURE SURVEY

There are various pros and cons of neonatal brain image segmentation techniques that are existing. These pros and cons are briefly summarised in this section.
Researches considers MR images as on of the most reliable method that can produce data spatial resolution that are extremely high and can be estimated in non-invasive manner for various technique in medical imaging [4]. Hence MR image segmentation are drawing lots of attention of researchers now a day mainly in the field of biomedical image processing. Tumour classification based on neuroscience researches and practice in clinical field requires major role of image segmentation. In order to face the challenges that occurs during quantifying the segmentation process [5], brain and its anatomical structure are studied on a huge scale. Brain image is comprised of three matters namely grey matter, white matter and CSF. Most important prerequisitises of brain image segmentation is pixel distribution in grey matter. Major problem related with manual segmentation is time consumption and hence researchers get motivated to design brain segmentation that is fully or partially automated that can further recognize the brain tissue in much more accurate manner.

Segmentation of MR images can be done by various techniques. Two main concept of segmentation is to recognize either discontinuity or similarity among the pixel of same or different region. Finding the isolated points like thresholding[6], detection based on edge[7] and region growing[8] is the main motive of first algorithm. Efficiency in thresholding can be obtained by analysing histogram and ROI with great efficiency. Excessive use of thresholding may degrade brain segmentation owing to their complexity in pixel distribution. Similarly, when edge detection methods are used for finding edge or boundary in order to get accurate segmentation, it fails. Mostly pixels are very sparse that may make segmentation task very complex. Splitting, merging and region growing [9] is included in second set of algorithm. Two main factor in segmentation process are:

- Homogeneity and
- Connectivity

Region based method may be applied for image segmentation that mostly deals with homogeneities and pixels intensity [10,11].In case of approaches that are pixel based, segmentation process can be performed efficiently by pixel-based approaches[12]. Grouping of same types of points into given subsets or clusters is known as clustering approach. Fuzzy clustering techniques [13], maximization and k-means [14] are some of the examples of active contour segmentation and watershed marker approaches. Both approaches failed to analyse the local features which degrade the accuracy of the segmentation process. Indeed, several works are suggested for segmentation quality assessment, the tuning parameters [15] of segmentation process were not successfully achieved. It is evident that only a few works are available to analyse the MR images for segmentation results.

III. PROPOSED WORK

In this section, working model of an efficient segmentation of the neonatal brain is presented.

A. Problem Statement:

As the anatomical structure of brain shows high variability, hence segmentation analysis of neonatal brain is very complex. Many researchers have developed variants segmentation models, in specific, active contour segmentation and marker-based watershed algorithms were eminent. During watershed process, the issue of oversegmentation process incurs higher computational efforts. Though it is robust, it works on closed contours with efficient boundary definitions. In general, active contour method operates by capturing the local shape features.

B. Proposed work:

The problems mentioned in section A are resolved by a novel segmentation approach, Collaborative Affinity Dictionary Clustering (CADC). Segmentation accuracy is the main parameter which defines the success rate of the proposed segmentation approach. Thus, it’s being enhanced using deep learning concepts. The below fig 3.1 presents the workflow of the proposed study. The proposed phases are explained as follows:

a. Dataset Acquisition:

It is the foremost step that depicts the details of collected datasets. The dataset is collected from a public repository given in [16]. It composes of both training and testing images.

b. Image Pre-processing:

The collected dataset is subjective to irrelevant and relevant noises. It deteriorates the quality of the segmented images. Here, Fuzzy Adaptive Non-Local Mean Filter (FANLMF) is employed to remove the noises. This model preserves the edges by computing output pixel as weighted sum of input pixels. In a larger region, the input pixels contributing to output pixels are known as non-local. Similarly, it finds the similar measure in fuzzy domain field and hence correct and clar similar measure may be obtained. Hence image can be normalised by intensity level mapping of images to given images $I_{min}, I_{max}$:

$$I_{nor} = I_{min} + \frac{(I_{max} - I_{min})(I_{0} - I_{min})}{(I_{max} - I_{min})}$$

Where, $I_{0}$ is the least and the highest intensity of the given original image.

$I_{min}$ & $I_{max}$ are the least and highest intensity level of the given normalized images

$I_{nor}$ and $I_{0}$ is considered as grey levels before and after normalization.

c. Contrast Enhancement:

Contrast of an image is then increased by using obtained pre-processed image. The image visual quality is done by Adaptive Average Intensity Based Histogram Equalization. The contrast limited AHE algorithm in range of 0 -1 is applied. Then, finding the maximum intensity regions of a contrasted image and intensity of each pixel is also estimated from 3 * 3 window sliding neighbourhood operation. The new intensity of the pixels is estimated from the average pixels of the tile’s window. Each window is...
Further updated by the new intensity pixels.

d. Feature extraction:
After improving the image visual quality, the features are extracted using Patch based deep local feature learning that defines the local features of an image. The contrast enhanced image is converted into m *m patches in accordance to the label on each pixel.

E. Affinity Extraction:
Spatial coherence Multi-Modal Affinity learning is performed for leveraging all modalities.

Weighted undirected graph which is affinity matrix is formed as a result of variety of ranges having similar intensity. This further relates to same features between the patches. Initially, patch pixel are transformed into form that is vector in nature. Patches appears as point representation of intensity values of feature space in the given system. The similarity between two vectors \( p_i \) and \( p_j \) are given as:

\[
\omega(p_i, p_j) = \langle p_i, p_j \rangle \geq \Sigma_{k=1}^{K} p_{i,k}p_{j,k} \tag{3.2}
\]

Where \( k \) is the index of a pixel related to grid in patch and size of patch is represented by \( K \) (no. of pixels in a patch).

f. Dictionary Creation:
Based on affinity matrix representation of selected features, a dictionary is created using Deep Collaborative Affinity Dictionary (DCAD) model. For each feature, with the help of alternative decision, entire dictionary can be created that keeps on modifying sparse coefficients and dictionary in repeated manner. Various dictionary atoms are then combined and are used for reconstruction of clusters. Segmented image is finally constructed by aggregation of patches obtained by reconstruction. Here, the affinity matrix is decomposed into a linear function of a codebook (dictionary). The coherent variations of similar pixel location of a cluster are represented in the dictionary. Once the dictionary is created for particular cluster, orthogonal matching is done for sparse representations. This process is applied for all clusters and then aggregated using strong collaborative constraint. It is applied for both filtered and non-filtered images.

g. Brain Segmentation:
Here, a Self-Similarity Multi-Level Clustering (SSMLC) is employed for segmenting the neonatal regions of brain. Initially, the local similarity value and the mapping structure are taken to estimate the local weight probability map. Thus, the accuracy in similarity measure of local weight is defined by the help of probability map accuracy. Probability map can be calculated by the help of introducing and also distance field are used for mapping the label image. Weighting of distance field is determined by the help of positioning in map level image. Based on self-similarity features, image pixel are then segmented. It also optimizes the local weight probability map. Thus, the formation of self-similarity helps for segmenting the images.

IV. EXPERIMENTAL RESULTS
In this section, given framework is analysed by experimental manner. Initially, the experimental dataset is collected from [16] which is composed of numerous training and testing images for analysis purposes. The followings are the output images achieved using our proposed framework.

The fig 4.1 represents the sample input image.

The fig 4.2 represents the pre-processed images. It is observed that the proposed pre-processing technique works efficiently to remove irrelevant noises in image. Most of the regions in an image seem to be smooth.

The fig 4.3 presents the contrast enhanced image. The visual quality of an image is being improved for better anatomical structural analysis of a medical image.
Fig. 4.4 Patch level
The fig 4.4 presents the patch level based feature extraction process. Once after the structural analysis, sparse representations of an image are being explored.

Fig. 4.5. Segmented Image
The fig 4.5 presents the segmented image. Based on probability of the weight map, the segmentation process is done with collaborative constraint.

Fig. 4.6 Clustering process at iteration 17.
The fig 4.7 presents the clustering process at iteration 17. A self-similarity map formation at multi-levels clusters the images based on their dictionary deep learning model. By doing so, the segmentation accuracy is maintained for all images.

The performance indices analysed are discussed as follows:

A. Dice Similarity Index (SI):
It measures the spatial overlap on target regions among the segmented images. This index estimation defines the accuracy of segmentation process. It is given as:

\[ DSi = \frac{2|a \cap b|}{|a| + |b|} \]  

(4.1)

Where,
\( a \) and \( b \) are the two segmented images.
\( |a| \) and \( |b| \) are the cardinality sets of two segmented images.

B. Correct Estimation Index (CEI):
It measures the structural information of an image during the segmentation process. It is given as:

\[ CEI = \frac{(\mu_x \mu_y + c_1)(2\sigma_{xy} + c_2)}{\mu_x^2 + \mu_y^2 + c_1(\sigma_x^2 + \sigma_y^2)} \]  

(4.2)

Where,
\( \mu_x, \mu_y \) are the average of two images \( a \) and \( b \).
\( \sigma_x^2, \sigma_y^2 \) are the covariance of two images \( x \) and \( y \).

C. Over Estimation Index (OEI):
It measures the actual ground truth of segmented image. It is given as:

\[ OEI = Actual \ Ground \ truth (X) - Observed \ ground \ truth (X) \]  

(4.3)

D. Modified Hausdorff Distance (MHD):
It measures the segmentation method make use of distance transform of the segmentation boundary. It defines the morphological erosion on deviation between actual and observed segmentation maps. It is given as:

\[ A_\delta = \{ x \in D : |x - a| \leq \delta \ for \ some \ a \in A \} \]  

(4.4)

Where \( D \) is the non-empty sets of image \( A \).

E. Average Symmetric Distance (ASD):
It measures the distance from each pixel to the nearest non-zero pixel during patch based feature extraction process. It is computed as:

\[ ASD = \sqrt{(X_2 - X_1)^2} = |X_2 - X_1| \]  

(4.5)

F. Under Estimation Index (UEI):
It measures the observed ground truth of segmented image. It is given as:

\[ E = -\sum_{i=1}^{a} e_i \log e_i \]  

(4.6)

Where \( E \) is the representation of under estimation index. The intensity value of pixel is ‘i’.

| Performance metrics          | Outcomes |
|------------------------------|----------|
| Dice Similarity Index        | 0.6682   |
| Correct Estimation Index     | 0.9998   |
| Over Estimation Index        | 0.5018   |
| Modified Hausdorff distance  | 0.8438   |
| Average Symmetric Distance   | 0.5017   |
| Under Estimation Index       | 1.0000   |

V. CONCLUSION
Accuracy in segmentation performs a crucial role in medical field. Pixel distribution in grey level images causes sparsity, homogeneity, uncertainty and non-uniformity which reduced the accuracy of the segmented images. To resolve these challenges, an efficient segmentation model is proposed on MR brain images of pre-infants. To the best of our knowledge, the research in this field needs to be more concentrated. Henceforth,
we proposed a novel clustering based segmentation approaches via dictionary creation for local features extraction. Prior active contours and watershed approaches have achieved better segmentation results, but the focus on accurate extraction of the local features is a pending task. The proposed clustering based segmentation approaches operates on basis of self-similarity map and dictionary creation functionalities that develops an accurate medical diagnosis system. Performance metrics such as dice similarity index, correct estimation index, over estimation index, modified hausdorff distance, average symmetric distance and the under estimation index were analyzed. The results states that the modified hausdorff distance has achieved 0.8438 which proved better accuracy. Likewise, 0.6682 of dice similarity index also states efficient performance. The proposed framework will help the medical researchers to use cluster based segmentation approaches for resolving the non-uniformity and uncertainty at some extent.
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