Estimates of the error of interval quadrature formulas on some classes of differentiable functions

In a symmetric class $H=2\pi$-periodic functions the interval quadrature formula

$$
\int_0^{2\pi} f(t) dt - \sum_{k=1}^{n} c_k \int_{x_k-h}^{x_k+h} f(t) dt = R_n(f; \vec{c}_n, \vec{x}_n; h), \quad (0.1)
$$

is considered. The coefficients $c_k = \{c_k\}_{k=1}^{n}$, $c_k \in R$ are the quadrature coefficients of the formula (0.1), $x_k = \{x_k\}_{k=1}^{n}$, $x_k \in [0, 2\pi)$ are the zeros, $h \in (0, \pi/n)$ and $R_n(f; \vec{c}_n, \vec{x}_n; h)$ is the error of the quadrature formula (0.1) for a function $f$. The right side

$$
R_n(H; \vec{c}_n, \vec{x}_n; h) := \sup_{f \in H} R_n(f; \vec{c}_n, \vec{x}_n; h)
$$

defines the error of the interval quadrature formula on the class $H$. In the symmetric class of functions the interval quadrature formulas were studied, e.g., by Khavinson A.L., Papadopoulos N.H., Babenko V.F., Motornyi V.P., Bondarev B.Y., and many other mathematicians. Under the condition (0.1) the error tends to zero as $h \to 0$, which is confirmed by numerical calculations.

Problem 1.2.2. To find the optimal interval quadrature formulas (0.1) is a problem of finding the error

$$
E_n(H; \vec{c}_0, \vec{x}_0; h) = \inf_{\vec{c}_n, \vec{x}_n} R_n(H; \vec{c}_n, \vec{x}_n; h), \quad (0.2)
$$

which is called the optimal interval quadrature formula on the class $H = \{f \mid f \in H\} \cup \{0\}$. The problem was solved, e.g., by Khavinson and Papadopoulos [8 - 11]. It is known that

$$
\int_0^{2\pi} f(t) dt - \frac{\pi}{n} \sum_{k=0}^{n-1} \int_{-h}^{h} f(t + \frac{2k\pi}{n}) dt = R_n(f; \vec{c}_0, \vec{x}_0; h), \quad (0.3)
$$

to the interval quadrature formula (0.1), where $c_0 = \{c_k\}_{k=1}^{n}$, $c_k = 2\pi/n$ are the coefficients of the quadrature formula (0.1), $x_0 = \{x_k\}_{k=1}^{n}$, $x_k = \frac{2\pi k}{n}$.
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Let $H$ be a class of $2\pi$–periodic continuous functions such that together with the function $f(t)$ the class $H$ contains the functions $-f(t), f(t + a), f(t) + a$ for an arbitrary number $a$, we denote by $H_n$ subclass $2\pi/n$–of periodic functions. An interval quadrature formula is called the formula

$$
\int_0^{2\pi} f(t) dt - \frac{\pi}{nh} \sum_{k=0}^{n-1} \int_{x_k}^{x_k+h} f(t + \frac{2k\pi}{n}) dt = R_n(f; \vec{c}_0; \vec{x}_0; h),
$$

(1)

where $\vec{c}_n = \{c_k\}_{k=1}^n$, $c_k \in R$ are the coefficients of the quadrature (1), $\vec{x}_n = \{x_k\}_{k=1}^n$, $x_k \in [0, 2\pi]$—are the nodes, $h \in (0, \pi/n)$ and $R_n(f; \vec{c}_n; \vec{x}_n; h)$ is the error of the quadrature formula (1) for the function $f$. Then the quantity

$$
R_n(H; \vec{c}_n; \vec{x}_n; h) := \sup_{f \in H} R_n(f; \vec{c}_n; \vec{x}_n; h)
$$

is the error of the quadrature formula (1)(corresponding to the vectors $\vec{c}_n; \vec{x}_n; h$) on the class $H$.

Interval quadrature formulas were considered, for example, in [1 - 8]. From the point of view of application, interval quadrature formulas are more natural than ordinary quadrature formulas, because the results of measuring a physical quantity, in some cases, due to the installation of measuring instruments, is the averaging of the function that characterizes the measured value. If we take a limit in (1) when $h \to 0$, then we obtain the usual quadrature formula. The problem of optimization of interval quadrature formulas (1) consists in finding the value

$$
E_n(H; \vec{c}_0; \vec{x}_0) = \inf_{x_k; x_k} R_n(H; \vec{c}_n; \vec{x}_n; h)
$$

(2)

which is called the error of the optimal quadrature formula in the class $H$, and the sets of coefficients $\vec{c}_0 = \{d_k\}_{k=1}^n$ and nodes $\vec{x}_0 = \{x_0\}_{k=1}^n$, for which the exact lower limit (2) is reached. The problem of optimization of interval quadrature formulas was considered,
for example, in [3 - 8]. It turned out that in many cases for classes of $2\pi$-periodic continuous functions the optimal interval quadrature formula is the formula

$$\int_0^{2\pi} f(t)dt - \frac{\pi}{nh} \sum_{k=0}^{n-1} \int_{-h}^{h} f(t + \frac{2k\pi}{n})dt = R_n(f; \vec{c}_0; \vec{x}_0; h),$$  \hspace{1cm} (3)

where $c_0 = \{c_k^0\}_{k=1}^n$, $c_k^0 = 2\pi/n$ are the coefficients of the quadrature (1), $\vec{x}_0 = \{x_k^0\}_{k=1}^n$, and $x_k^0 = \frac{2\pi(k-1)}{n}$ are the nodes, $h \in (0, \pi/n)$.

Quadrature formula (3) is exact for any constant, i.e. the integral over the segment $[0, 2\pi]$ is equal to the quadrature sum. So we may assume that the function $f$ in (3) is equal to zero in the average i.e.

$$-\frac{\pi}{nh} \sum_{k=0}^{n-1} \int_{-h}^{h} f(t + \frac{2k\pi}{n})dt = R_n(f; \vec{c}_0; \vec{x}_0; h),$$ \hspace{1cm} (4)

Let $f(t)$ be a $2\pi$-periodic function integrable on the period, let us denote by $f_h(t)$ the Steklov function, and let $S_h f$ be the Steklov operator, that is

$$S_h f = f_h(t) = \frac{1}{2h} \int_{t-h}^{t+h} f(u)du.$$

The quadrature sum in (3) may be represented as

$$\frac{2\pi}{n} \sum_{k=0}^{n-1} f_h(\frac{2k\pi}{n})dt,$$

that is, the interval quadrature formula (3) coincides with the rectangles formula for the function $f_h(t)$.

We introduce the following classes:

$H^\omega$: continuous functions whose moduli of continuity satisfy $\omega(f; t) \leq \omega(t)$, where $\omega(t)$ is a given convex modulus of continuity.

$W^rH^\omega (r = 1, 2, ...)$ – the class of $2\pi$-periodic functions, for which $r$-th derivative $f^{(r)} \in H^\omega$, where $\omega(t)$ is a given convex modulus of continuity.

$W^r_1 (r = 1, 2, ...)$ – the class of all $2\pi$-periodic functions that have absolutely continuity $(r-1)$-st derivative and

$$\int_0^{2\pi} |f^{(r)}(x)|dx \leq 1$$

$W^r_\infty (r = 1, 2, ...)$ – the class of all $2\pi$-periodic functions that have a absolutely continuity derivative $f^{(r-1)}(x)$ and $|f^{(r)}(x)| \leq 1$ almost everywhere.

Finally, denote by $W^rH^\omega_n$ the subclass of $2\pi/n$-periodic functions from $W^rH^\omega$. In [5] the optimality of the interval quadrature formula (3) on the class $W^r_1$ is proved, and in the paper [6] the optimality of the interval quadrature formula (3) on the class $W^r_\infty$ is proved.
In the present paper, we obtain the exact estimate of the error of the interval quadrature formula (3) on the class $W^r H_\omega$.

**Theorem 1.** The equality

$$R_n(H; c_0; x_0; h) = R_n(H_n; c_0; x_0; h),$$

holds, where $H$ and $H_n$ are the classes of functions defined in above.

**Proof.** Since $H_n$ is a subset of the set $H$, the left part does not exceed the right one. On the other hand, due to the properties of the class $H$ (symmetry, shift invariance), for any function $f \in H$, the function

$$\psi_f(t) = \frac{1}{n} \sum_{i=0}^{n-1} f(t + \frac{2\pi i}{n})$$

has the following properties

$$\int_0^{2\pi} \psi_f(t) dt = \int_0^{2\pi} f(t) dt,$$

and the quadrature sums for the functions $f$ and $\psi_f$ coincide. Indeed,

$$\frac{\pi}{nh} \sum_{k=0}^{n-1} \int_{-h}^h \psi_f(t + \frac{2k\pi}{n}) dt =$$

$$= \frac{\pi}{n^2h} \sum_{k=0}^{n-1} \sum_{i=0}^{n-1} \int_{-h}^h f(t + \frac{2\pi(k + i)}{n}) dt =$$

$$= \frac{\pi}{n^2h} \sum_{j=0}^{n-1} \sum_{k+i=j (mod n)} \int_{-h}^h f(t + \frac{2\pi(k + i)}{n}) dt =$$

$$= \frac{\pi}{nh} \sum_{j=0}^{n-1} \int_{-h}^h f(t + \frac{2\pi j}{n}).$$

Since the integrals and quadratic sums for the functions $f(t)$ and $\psi_f(t)$ coincide, then the errors of quadrature formula (2) for functions $f(t)$ and $\psi_f(t)$ as well, and this implies equality (4).

**Corollary 1.** Due to equations (3 - 5) we have

$$R_n(W^r H_\omega; c_0; x_0; h) = R_n(W^r H_n^\omega; c_0; x_0; h) =$$

$$= \sup_{f \in W^r H_\omega} \frac{\pi}{nh} \sum_{k=0}^{n-1} \int_{-h}^h f(t + \frac{2\pi}{n}) dt|$$

Indeed, since the function $f(t)$ is $2\pi/n-$ periodic, the terms in the right-hand side of equation (6) coincide, therefore
\[
\sup_{f \in W^{r+1}_n} \frac{\pi}{nh} \left| \sum_{k=0}^{n-1} \int_{-h}^{h} f(t + \frac{2k\pi}{n}) dt \right| = \sup_{f \in W^{r+1}_n} \frac{\pi}{h} \left| \int_{-h}^{h} f(t) dt \right|.
\]

(7)

Denote by \( I_r \) (natural number) the integration operator, i.e.

\[
I_r f(x) = \frac{1}{\pi} \int_{0}^{2\pi} D_r(x-t) f(t) dt, \quad \int_{0}^{2\pi} f(t) dt = 0,
\]

where \( D_r(t) \) - Bernoulli kernel:

\[
D_r(t) = \sum_{k=1}^{\infty} \frac{\cos(kt - \frac{r\pi}{2})}{k^r}, \quad r = 1, 2, \ldots
\]

The right-hand side of equation (7) may be represented by the integration operator:

\[
\sup_{f \in W^{r+1}_n} \frac{\pi}{h} \left| \int_{-h}^{h} f(t) dt \right| = \sup_{f \in W^{r+1}_n} \frac{\pi}{h} |I_1 f(h) - I_1 f(-h)| = \sup_{f \in H^\infty} \frac{\pi}{h} |I_{r+1} f(h) - I_{r+1} f(-h)|
\]

(9)

Thus it is necessary to estimate the modulus of difference \( I_{r+1} f(h) - I_{r+1} f(-h) \) of functions \( f \) from class \( W^{r+1}_n \) with step \( 2h \), i.e. estimate the modulus of continuity of functions \( f \) from the class \( W^{r+1}_n \).

Estimation of values of functions

\[
\max_x |f(x)|, \quad f \in K
\]

and also their differences

\[
\max_x |f(x) - f(x + h)|, \quad f \in K, \quad h > 0
\]

led to the problem of finding the exact upper bound of the functional

\[
\int_a^b \psi(t) f(t) dt
\]

(10)

on different classes of functions. In particular for the classes \( W^{r+1}_n \), this problem was solved by N.P. Korneichuk and he proposed a new method for estimating the functionalities of the form (10).

**Theorem 2.** Let \( \psi(t) \) – be an integrable function on the segment \([a, b]\), such that the function \( \Psi(x) = \int_a^x \psi(t) dt \) is strictly monotone on segments \([a, c]\) and \([c, b]\) and \( \Psi(b) = 0 \). If \( \omega \) is a given convex modulus of continuity, then the equality

\[
\sup_{f \in H^\infty} \int_a^b f(t) \psi(t) dt = \int_a^c |\psi(t)| \omega(\rho(t) - t) dt =
\]
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\[ = \int_c^b |\psi(t)| \omega(t - \rho^{-1}(t)) dt, \]
holds, where the function \( \rho(x) \) is defined by the equation

\[ \Psi(x) = \Psi(\rho(x)), \; x \in [a, c], \rho(x) \in [c, b] \]
and \( \rho^{-1}(x) \) is a function inverse to \( \rho(x) \).

**Corollary 2.** If the function \( \psi(t) \) satisfies the conditions of Theorem 2 and

\[ \psi(a + u) = -\psi(b - u), \]  
then \( c = (a + b)/2 \) and \( \rho(t) = a + b - t \), and

\[ \sup_{f \in H^r} \int_a^b f(t) \psi(t) dt = \int_a^{(a+b)/2} |\psi(t)| \omega[a + b - 2t] dt = \]

\[ = \int_{(a+b)/2}^b |\psi(t)| \omega[2t - a - b] dt. \]

Note that the conditions of Theorem 2 for the function \( \psi(t) \) hold for Bernoulli functions \( D_r(t) \).

Really, if \( r = 2\nu \) is even, then on segments \([0, \pi]\) and \([\pi, 2\pi]\) the conditions of the theorem satisfy for the functions \( D_{2\nu}(t) \) and if \( r = 2\nu + 1 \) is odd, then for the functions \( D_{2\nu+1}(t) \) on the segments \([-\pi/2, \pi/2]\) and \([\pi/2, 3\pi/2]\), in addition to the conditions of the Theorem, (11) holds. It is obvious that the conditions of Theorem 2 and condition (11) hold for the corresponding segments and for the functions \( D_r(nt) \).

In the paper [9] the functions

\[ R_r(h, t) = D_r(h - t) - D_r(-h - t) \]
were considered as well, and it was observed that functions \( R_{2\nu}(h, t) \) have the same properties as functions \( D_{2\nu+1}(h, t) \), and functions \( R_{2\nu+1}(h, t) \) behaves similarly to functions \( D_{2\nu}(h, t) \). In particular, \( R_{2\nu}(h, t) \) is an odd function, and \( R_{2\nu+1}(h, t) \) is even, and Theorem 2 holds for them. It is easy to verify that similar properties have functions

\[ K_{\nu,n}(h, t) = D_{2\nu}(n(h - t)) - D_{2\nu}(n(-h - t)). \]

**Lemma 1.** The functions \( K_{\nu,n}(h, t) \), if \( h \in [0, \pi/2n] \), have the following properties:

1. \( K_{\nu,n}(h, t) \) are equal to zero on the average.
2. \( K_{2\nu,n}(h, t) \) is odd, \( K_{2\nu+1,n}(h, t) \) is even. In particular, the functions \( K_{2\nu,n}(h, t) \) are equal to zero at the points \( k\pi/n, k \in Z \).
3. \( \frac{d}{dt} K_{\nu,n}(h, t) = -K_{\nu-1,n}(h, t) \).
4. \( \int_0^{\pi/n} K_{2\nu+1,n}(h, t) dt = 0, \int_0^{2\pi/n} K_{2\nu+1,n}(h, t) dt = 0. \)
5. The functions \( K_{\nu,n}(h, t) \) change the sign twice on the period \([0, 2\pi/n]\).
6. The functions \( K_{2\nu+1,n}(h, t) \) are strictly monotone on the segments \([0, \pi/n], \pi/n, 2\pi/n]\).
Proposition 1 follows from the definition of the functions $K_{r,n}(h, t)$.

We prove the oddness of the function $K_{2\nu,n}(h, t)$. To this end we use the periodicity and evenness of the function $D_{2\nu}(t)$.

$$K_{2\nu,n}(h, t) = D_{2\nu}(n(h - t)) - D_{2\nu}(n(-h - t)) =$$

$$= D_{2\nu}(n(-h + t)) - D_{2\nu}(n(h + t)) = -K_{2\nu,n}(h, -t)$$

Similarly we prove, the evenness of the function $K_{2\nu+1,n}(h, t)$.

Proposition 3 follows from the definition of the functions $K_{r,n}(h, t)$.

Proposition 4 follows from the Newton-Leibnitz formula and Propositions 3 and 2. To prove 5 we have to check 5 for the functions $K_{1,n}(h, t)$, and then to assume that for some positive integer $r > 1$ the Statement 5 does not hold and to get a contradiction.

Proposition 6 follows from the previous one.

Lemma is proved.

**Lemma 2.** If $h \in [0, \pi/2n]$, then for the functions $K_{2\nu,n}(h, t)$ the conditions of Theorem 2 and condition (11) are satisfied on segments $[-\pi/2n, \pi/2n]$ and $[\pi/2n, 3\pi/2n]$.

**Proof.** The fulfillment of the conditions of Theorem 2 follows from Lemma 1. Condition (11) for functions $K_{2\nu,n}(h, t)$ on segments $[-\pi/2n, \pi/2n]$ means the oddness of these functions and it is proved.

Consider the function $K_{2\nu,n}(h, t)$ on the segment $[\pi/2n, 3\pi/2n]$.

$$K_{2\nu,n}(h, \pi/n - t) = D_{2\nu}(n(h - \pi/n + t)) - D_{2\nu}(n(-x - \pi/n + t)) =$$

$$= D_{2\nu}(n(-h + \pi/n - t)) - D_{2\nu}(n(h + \pi/n - t)) =$$

$$= D_{2\nu}(n(-h - \pi/n - t)) - D_{2\nu}(n(h - \pi/n - t)) = -K_{2\nu,n}(h, \pi/n + t).$$

Lemma is proved.

Consider another integral representation of differential functions. It selected so as to apply N.P. Korneichuk method of the estimation of functionalities of form (10). Let $B_r(t) = \frac{1}{n^\nu - 1} D_r(nt)$.

**Theorem 3.** Any $2\pi/n$ periodic function, equal to zero on the average, whose $(r - 1)$-st derivative is absolutely continuous, may be represented in the form

$$f(x) = \frac{1}{\pi} \int_0^{2\pi/n} B_r(x - t) f^{(r)}(t) dt, \quad (12)$$

**Proof.** First conside the case $r = 1$. Apply the formula of integration by parts

$$\frac{1}{\pi} \int_0^{2\pi/n} B_r(t) f^{(r)}(x - t) dt = -\frac{1}{\pi} B_r(t) f(x - t) |_{0}^{2\pi/n} - \frac{n}{2\pi} \int_0^{2\pi/n} f(x - t) dt.$$
natural number \( r + 1 \). Using the equation \( \frac{d}{dt} B_{r+1}(t) = B_r(t) \) and integrating the parts we obtain
\[
\frac{1}{\pi} \int_0^{2\pi/n} B_{r+1}(x-t)f^{(r+1)}(t)dt = \frac{1}{\pi} B_{r+1}(x-t)f^{(r)}(t)_{0}^{2\pi/n} + \frac{1}{\pi} \int_0^{2\pi/n} B_r(x-t)f^{(r)}(t)dt = f(x).
\]

**Theorem 4.** If \( r \) is an even natural number, then for any \( h \in [0, \pi/2n] \) the equality
\[
\sup_{f \in W^r H^{\omega n}} \max_x |f(x + h) - f(x - h)| = \frac{4}{\pi n^{2\nu-1}} \int_0^{\pi/n} \left| \sum_{i=1}^{\infty} \frac{\sin(2i+1)nh\sin(2i+1)nt}{(2i+1)^{2\nu}} \omega(2t)dt \right|.
\]

holds.

**Proof.** Due to the periodicity of the function \( f(x) \), one may assume that
\[
\max_x |f(x + h) - f(x - h)| = |f(h) - f(-h)|
\]

We use images (12)
\[
|f(h) - f(-h)| = \frac{1}{\pi} \left| \int_0^{2\pi/n} [B_r(h-t) - B_r(-h-t)]f^{(r)}(t)dt \right| = \frac{1}{\pi n^{2\nu-1}} \left| \int_0^{2\pi/n} [D_{2\nu}(n(h-t)) - D_{2\nu}(n(-h-t))]f^{(2\nu)}(t)dt \right|
\]
So
\[
|f(h) - f(-h)| = \frac{1}{\pi n^{2\nu-1}} \int_0^{2\pi/n} K_{\nu,n}(h,t)f^{(2\nu)}(t)dt,
\]
where
\[
K_{\nu,n}(h,t) = D_{2\nu}(n(h-t)) - D_{2\nu}(n(-h-t)) = \left( -i \right)^\nu \frac{\cos nk(h-t) - \cos nk(-h-t)}{k^{2\nu}} = \frac{(-i)^\nu}{\pi} \sum_{k=1}^{\infty} \frac{\sin nkh\sin nk t}{k^{2\nu}}.
\]

By Lemma 2, the conditions of Theorem 1 hold for the function \( K_{\nu,n}(h,t) \), as well as condition (11) on the segments \([-\pi/2n, \pi/2n]\) and \([\pi/2n, 3\pi/2n]\). Therefore by Theorem 1 we have
\[
|f(h) - f(-h)| = \frac{1}{\pi n^{2\nu-1}} \left| \int_0^{2\pi/n} K_{\nu,n}(h,t)f^{(2\nu)}(t)dt \right| \leq
\]
\[ \begin{align*}
\leq & \frac{1}{\pi n^{2\nu - 1}} \left\{ \left| \int_{-\pi/2n}^{\pi/2n} K_{\nu,n}(h,t) f^{(2\nu)}(t) dt \right| + \\
& + \left| \int_{\pi/2n}^{3\pi/2n} K_{\nu,n}(h,t) f^{(2\nu)}(t) dt \right| \right\} \leq \\
\leq & \frac{1}{\pi n^{2\nu - 1}} \sup_{f \in H^\nu} \left| \int_{-\pi/2n}^{\pi/2n} K_{\nu,n}(h,t) f(t) dt \right| + \\
& + \frac{1}{\pi n^{2\nu - 1}} \sup_{f \in H^\nu} \left| \int_{\pi/2n}^{3\pi/2n} K_{\nu,n}(h,t) f(t) dt \right| = \\
= & \frac{1}{\pi n^{2\nu - 1}} \int_{0}^{\pi/2n} |K_{\nu,n}(h,t)| \omega(2t) dt + \\
& + \frac{1}{\pi n^{2\nu - 1}} \int_{\pi/2n}^{\pi/n} |K_{\nu,n}(h,t)| \omega(2\pi/n - 2t) dt. (15)
\end{align*} \]

In the last integral we will make the replacement \( \pi/n - t = u \). Then from a chain of inequalities we will get

\[ |f(h) - f(-h)| \leq \frac{1}{\pi n^{2\nu - 1}} \int_{0}^{\pi/2n} |K_{\nu,n}(h,t)| + \\
+ K_{\nu,n}(h, \pi/n - t) \omega(2t) dt. \] (16)

With this, the sign of equality in (16) holds for an odd \( 2\pi/n \) periodic function, which \( r- \) th derivative is equal to \( \frac{1}{2} \omega(2t) \) on \( [0, \pi/2n] \) and \( \omega(2\pi/n - 2t) \) on \( x[\pi/2n, \pi/n] \). We denote the extreme function by \( f_{n,r}(t) \). Substituting instead of \( K_{\nu,n}(h,t) \) the sum (14) in (16), we obtain

\[ \sup_{f \in W^{2\nu} H^\nu} \omega(f,t) = \frac{4}{\pi n^{2\nu - 1}} \int_{0}^{\pi/2n} \sum_{j=0}^{\infty} \frac{\sin n(j+1)h \sin n(j+1)t}{(2j+1)^{2\nu}}. \]

So

\[ R_n(W^{\nu} H^\nu; \tilde{c}_0; \tilde{x}_0; h) = \frac{4}{h n^{2\nu - 1}} \int_{0}^{\pi/2n} \sum_{j=0}^{\infty} \frac{\sin n(j+1)h \sin n(j+1)t}{(2j+1)^{2\nu}}. \]
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