Multi-qubit time-varying quantum channels for NISQ-era superconducting quantum processors
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Recent experimental studies have shown that the relaxation time ($T_1$) and the dephasing time ($T_2$) of superconducting qubits fluctuate considerably over time. To appropriately consider this time-varying nature of the $T_1$ and $T_2$ parameters, a new class of quantum channels, known as Time-Varying Quantum Channels (TVQCs), has been proposed. In previous works, realizations of multi-qubit TVQCs have been assumed to be equal for all the qubits of an error correction block, implying that the random variables that describe the fluctuations of $T_1$ and $T_2$ are block-to-block uncorrelated, but qubit-wise perfectly correlated for the same block. Physically, the fluctuations of these decoherence parameters are explained by the incoherent coupling of the qubits with unstable near-resonant two-level-systems (TLS), which indicates that such variations may be local to each of the qubits of the system. This qubit-wise uncorrelated behaviour has been proven in experiments conducted on a two-qubit system constructed with superconducting technology. In this article, we perform a correlation analysis of the fluctuations of the relaxation times of multi-qubit quantum processors ibmq_quito, ibmq_leem, ibmq_lima, ibmq_santiago and ibmq_bogota. Our results show that it is reasonable to assume that the fluctuations of the relaxation and dephasing times of superconducting qubits are local to each of the qubits of the system. Based on these results, we discuss the multi-qubit TVQCs when the fluctuations of the decoherence parameters for an error correction block are qubit-wise uncorrelated (as well as from block-to-block), a scenario we have named the Fast Time-Varying Quantum Channel (FTVQC). Furthermore, we lower bound the quantum capacity of general FTVQCs based on a quantity we refer to as the ergodic quantum capacity and we prove that they both coincide for the class of fast time-varying amplitude damping channels. Finally, we use numerical simulations to study the performance of quantum error correction codes (QECC) when they operate over FTVQCs. Our simulation outcomes show that QECC performance is worse over FTVQCs than over channels that are static in time, but this degradation is less severe than if the fluctuations are considered to be qubit-wise fully correlated.

I. INTRODUCTION

Fault-tolerant quantum computers have the potential to revolutionize the fields of computing and industry as we know them [1]. However, the societal upheaval heralded by quantum computers will only be facilitated if these machines are equipped with Quantum Error Correction (QEC) strategies, the primary ingredient to make these devices fault-tolerant. The purpose of QEC methods, commonly known as QECCs, is to identify and correct the errors that inherently corrupt quantum information. These errors are inevitable given that they arise naturally as a result of the interaction of quantum mechanical systems with their surrounding environment. The different physical mechanisms through which quantum information can be corrupted are commonly amalgamated under the term known as decoherence [2]. Understanding the way decoherence corrupts quantum information and mathematically modeling such effects is of paramount importance to construct QECCs that can successfully correct the errors that occur in real quantum hardware.

The quantum noise experienced by qubits constructed as two-level coherent quantum mechanical systems can be described accurately by considering two different phenomena: relaxation and pure dephasing. The effects of these mechanisms are quantified by the relaxation time, $T_1$, and the dephasing time, $T_2$. Thermal interactions between the quantum information system and the environment can be neglected if the temperature of the system is low enough, which is a valid premise for state-of-the-art superconducting quantum processors, as these devices are cooled down to temperatures in the order of millikelvins [3, 4]. Generally, the effects of decoherence on quantum information are modelled by means of quantum channels, which are completely-positive trace-preserving (CPTP) linear maps between spaces of operators [2]. Most of the literature on QEC assumes that the
quantum noise level experienced by the qubits in a particular system will be identical for each quantum information processing task, independently of when the task is performed \[^9\] [10]. This means that the relaxation and pure dephasing times of the qubits are assumed to be fixed and time-invariant. However, this behaviour has been disproven in recent experimental studies on quantum processors \[^3\] [7] [20] [21]. In fact, these works have shown that \(T_1\) and \(T_2\) can experience time variations of up to 50% of their mean value with coefficients of variation of approximately 25%. In order to correctly account for the time-varying nature of the decoherence defining parameters of superconducting qubits, researchers have come up with the class of time-varying quantum channels (TVQC), a mathematical abstraction that enables the inclusion of time fluctuations to the models of quantum noise \[^22\] [23].

The multi-qubit TVQCs in \[^22\] [23] were constructed considering that the realizations of \(T_1\) and \(T_2\) would be identical for all the qubits in each particular error correction block but would change from block to block. This assumption implies that the random variables that describe the fluctuations of the decoherence parameters of each of the qubits are perfectly correlated for the same block, a scenario reminiscent of the classical block/slow fading channel. In reality, the time fluctuations of these decoherence parameters occur because of the incoherent coupling of an ensemble of environmentally unstable near-resonant two-level systems (TLS) with each particular qubit \[^3\] [5] [7]. These TLSs actually emerge due to atomic-scale defects that are present in the Josephson Junctions (JJ) that are used to make up the superconducting qubits \[^24\] [25]. In light of this, it is reasonable to assume that the origin of the time-dependent nature of \(T_1\) and \(T_2\) is local to each of the constituent qubits of the quantum machine, which ultimately means that the realizations of the random variables that describe the fluctuations of those parameters in the TVQC model may be considered qubit-wise uncorrelated for each particular QEC block. This intuition has been confirmed by experiments conducted for a 2-qubit superconducting system (See Supplementary Note D of \[^3\]), where the authors simultaneously measured the relaxation times of both qubits and studied the correlation between the obtained data for each of them.

In this article, we further cement the observation that the local TLS defects that are responsible for the fluctuations of the decoherence parameters of superconducting qubits are not significantly correlated and we show that these TLS defects will only affect each of the particular qubits within which they arise. In order to do so, we repeatedly estimate the relaxation times of the 5-qubit quantum processors ibmq_quito, ibmq_belen, ibmq_lima, ibmq_santiago and ibmq_bogota and then perform a correlation analysis on the measured fluctuations based on the Pearson correlation coefficient. We conclude that the obtained values of the Pearson correlation coefficients are not sufficiently high to observe significant correlation effects on the system. In consequence, we introduce the concept of fast time-varying quantum channels (FTVQC) as the appropriate mathematical model to describe the decoherence effects experienced by \(n\)-qubit superconducting systems. In this context, multi-qubit time varying quantum channels are then constructed with independent realizations of the decoherence parameters from qubit-to-qubit. In addition, we study the quantum channel capacity for the proposed family of quantum channels. Since the FTVQC channel resembles the classical scenario of fast fading, we discuss the ergodic quantum capacity, whose units are expressed in logical qubits per physical qubits, as a lower bound to the capacity of the FTVQC channels. Moreover, we prove that for the family of fast time-varying amplitude damping channels (FTVAD), the ergodic capacity is indeed equal to its quantum capacity. We also show that although a capacity loss is incurred in comparison to quantum channels that are assumed to be static, this change is not significant. Finally, we use numerical simulations to study the performance of planar codes and quantum turbo codes (QTC) when they operate over the FTVQC noise model. It is concluded that the performance of the codes worsens when compared to the static quantum channels, although this degradation is not as significant as the one codes experience over the previously considered multi-qubit TVQCs \[^22\] [23]. Interestingly, we observe that the threshold of the surface codes deteriorates by a similar amount to the quantum capacity when the FTVQC multi-qubit model is considered.

II. TIME-VARYING QUANTUM CHANNELS

Time-varying quantum channels \[^22\], \(N(\rho, \omega, t)\), are defined as

\[
N(\rho, \omega, t) = \sum_k E_k(\omega, t) \rho E_k^\dagger(\omega, t),
\]

where the \(E_k(\omega, t)\) linear operators are the so-called Kraus operators of the operator-sum representation of a quantum channel, and are continuous-time random processes.

Decoherence arises from a wide range of physical processes involved in the interaction of qubits with their environment. In the context of superconducting technologies, the principal vehicles for decoherence are energy relaxation and pure dephasing. The time-varying amplitude and phase damping quantum channel, \(N_{\text{APD}}(\rho, \omega, t)\) \[^22\] is a model that includes relaxation and pure dephasing effects, whose intensity (which is given by the relaxation time, \(T_1\), and dephasing time, \(T_2\)) varies as a function of time. Note that whenever the Ramsey limit is saturated (\(T_2 = 2T_1\)), the channel is reduced to a time-varying amplitude damping channel, \(N_{\text{AD}}(\rho, \omega, t)\) \[^3\] [22] [23]. The noise level of these quantum channels is characterized by the damping, \(\gamma(\omega, t)\), and scattering, \(\lambda(\omega, t)\), stochastic processes, which are
functions of the qubit relaxation time \( T_1(\omega, t) \) and the qubit dephasing time \( T_2(\omega, t) \) as

\[
g(\omega, t) = 1 - e^{-\frac{t}{T_1(\omega, t)}} \quad \text{and} \quad A(\omega, t) = 1 - e^{-\frac{t}{T_1(\omega, t)} - \frac{t^2}{T_2(\omega, t)}}.
\]

The experimental analysis presented in \([3, 22]\) shows that \( T_1(t, \omega) \) and \( T_2(t, \omega) \) can be modelled by wide-sense stationary (WSS) random processes with means \( \mu_1, \mu_2 \), standard deviations \( \sigma_1, \sigma_2 \), and a stochastic coherence time, \( T_c \) in the order of minutes. Since the processing times for quantum algorithms and error correction rounds, \( t_{\text{algo}} \), are in the order of microseconds (the surface code cycle time is estimated to be 1\( \mu s \) for superconducting devices) \([3, 22, 26, 28]\), \( t_{\text{algo}} \ll T_c \), it is reasonable to assume that the processes remain constant during the execution of a quantum algorithm. In other words, \( \{T_i(\omega, t)\}_{i=1}^2 \) can be modelled as a set of random variables \( i = 0 \) has been selected without loss of generality due to the fact that the process is WSS.) \( \{T_i(\omega)\}_{i=1}^2 = \{T_i(t, \omega)_{i=0}\}_{i=1}, \forall t \in [0, T], T < < T_c \). Given that the random processes are assumed to be Gaussian, the random variables will also be Gaussian with distributions \( \{N(\mu_i, \sigma_i^2)\}_{i=1}^2 \). However, since any and all realizations of \( \{T_i(\omega)\}_{i=1}^2 \) should be positive, they must be modelled as truncated Gaussian random variables in the region \([0, \infty]\). Therefore, the probability density functions are modelled as

\[
f_{T_i}(t_i) = \begin{cases} \frac{1}{\sigma_i \sqrt{2\pi}} e^{-\frac{(t_i - \mu_i)^2}{2\sigma_i^2}} & \text{if } t_i \geq 0, \\ 0 & \text{if } t_i < 0, \end{cases}
\]

where in the above expression, \( i = 1, 2 \) and \( Q(\cdot) \) is the Q-function defined as

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^{\infty} e^{-\frac{t^2}{2}} dt.
\]

The twirled approximations of those time-varying quantum channels are also interesting since they can be simulated in an efficient manner using classical computers \([3, 22]\). The time-varying Pauli twirl approximation (TVPTA), \( \mathcal{N}_{\text{TVPTA}}(\rho, \omega, t) \), is the Pauli channel \([3, 22]\) obtained by twirling a time-varying quantum channel by the \( n \)-fold Pauli group \( \mathcal{P}_n \). Twirling the TVAD channel will lead to the Pauli channel (TVADPTA) described by the probabilities that each of the Pauli matrices has of taking place. Note that in this context these probabilities are realizations of the random processes:

\[
\begin{align*}
p_1(\omega, t) &= 1 - p_x(\omega, t) - p_y(\omega, t) - p_z(\omega, t), \\
p_x(\omega, t) &= p_y(\omega, t) = \frac{1}{4} \left(1 - e^{-\frac{t}{T_1(\omega, t) - T_2(\omega, t)}} \right) \quad \text{and} \quad (6) \]
\end{align*}
\]

\[
\begin{align*}
p_z(\omega, t) &= 1 - p_x(\omega, t) - p_y(\omega, t) = \frac{1}{4} \left(1 + e^{-\frac{t}{T_1(\omega, t) - T_2(\omega, t)}} - 2 e^{-\frac{t^2}{T_1(\omega, t) - T_2(\omega, t)}} \right) \quad (7)
\end{align*}
\]

For the TVAPD channel, the TVAPDPTA approximation is described by the realizations of the following stochastic processes for each of the Pauli matrices

\[
\begin{align*}
p_1(\omega, t) &= 1 - p_x(\omega, t) - p_y(\omega, t) - p_z(\omega, t), \\
p_x(\omega, t) &= p_y(\omega, t) = \frac{1}{4} \left(1 - e^{-\frac{t}{T_1(\omega, t) - T_2(\omega, t)}} \right) \quad \text{and} \quad (7) \]
\end{align*}
\]

\[
\begin{align*}
p_z(\omega, t) &= 1 - p_x(\omega, t) - p_y(\omega, t) = \frac{1}{4} \left(1 + e^{-\frac{t}{T_1(\omega, t) - T_2(\omega, t)}} - 2 e^{-\frac{t^2}{T_1(\omega, t) - T_2(\omega, t)}} \right),
\end{align*}
\]

where, once again, \( T_1(\omega, t) \) and \( T_2(\omega, t) \) are stochastic processes.

Another twirled channel of interest is the time-varying Clifford twirl approximation (TVCTA), \( \mathcal{N}_{\text{CTA}}(\rho, \omega, t) \) \([2, 22]\), which for the TVAD channel will be a depolarizing channel with depolarizing parameter

\[
p(\omega, t) = \frac{3}{4} - \frac{1}{4} e^{-\frac{t}{T_1(\omega, t) - T_2(\omega, t)}} - \frac{1}{2} e^{-\frac{t^2}{T_1(\omega, t) - T_2(\omega, t)}} \quad (8)
\]

and for the TVAPD channel a depolarizing channel with depolarizing parameter

\[
p(\omega, t) = \frac{3}{4} - \frac{1}{4} e^{-\frac{t}{T_1(\omega, t) - T_2(\omega, t)}} - \frac{1}{2} e^{-\frac{t^2}{T_1(\omega, t) - T_2(\omega, t)}} \quad (9)
\]

where, once more, \( T_1(\omega, t) \) and \( T_2(\omega, t) \) are stochastic processes.

**III. MULTI-QUBIT TIME-VARYING QUANTUM CHANNELS**

Time-varying quantum channels (TVQC) describe the coherence loss of a qubit when the relaxation and dephasing times that describe the rate of interaction between the qubit and its environment fluctuate as functions of time for the same cooldown \([22]\). The proposal of this theoretical framework of quantum noise was motivated by the repeated observation of such intra-cooldown stochastic behaviour of superconducting qubit decoherence parameters in the literature \([3, 7, 20, 21]\).

TVQCs successfully account for the experimentally observed time-varying nature of the decoherence experienced by single superconducting qubits. However, quantum information processing tasks (algorithms, error correction, memories or communications) require sets of qubits to appropriately achieve the tasks that they are designed for. Thus, it is necessary to consider multi-qubit time-varying quantum channels to accurately assess the impact of \( T_1 \) and \( T_2 \) fluctuation on practical quantum computing. In this section, we discuss the way in which the noise of such multi-qubit systems can be modelled when fluctuations are present. In order to do so, we study the locality of the time fluctuations before discussing the multi-qubit time-varying noise models for superconducting chips.
TABLE I: Pearson correlation coefficients for the $T_1$ measurements obtained for the IBM quantum processors.

Relaxation time is measured for two different calibration cycles for each of the machines. $r_{\Omega_1, \Omega_2}$ is the obtained Pearson correlation coefficient for the relaxation times of qubit $i$ and qubit $j$ of the processor. Bootstrapping was used to determine the 95% confidence intervals, presented in parentheses.

| Scenario         | $r_{\Omega_1, \Omega_2}$ | $r_{\Omega_2, \Omega_3}$ | $r_{\Omega_1, \Omega_4}$ | $r_{\Omega_2, \Omega_4}$ | $r_{\Omega_3, \Omega_4}$ |
|------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| ibmq_quito S1    | -0.207(-0.066, -0.35)   | 0.036(-0.094, 0.17)      | -0.287(-0.17, -0.41)     | -0.076(-0.194, 0.049)    | -0.083(-0.223, 0.05)    |
| ibmq_quito S2    | 0.096(0.022, 0.167)      | 0.154(0.054, 0.256)      | 0.53(0.444, 0.6)         | 0.133(0.052, 0.26        | 0.024(-0.081, 0.125)    |
| ibmq_belen S1    | -0.002(-0.081, 0.173)   | 0.013(-0.248, 0.204)     | -0.008(-0.047, 0.059)    | -0.019(-0.033, 0.163)    | -0.028(-0.085, 0.03)    |
| ibmq_belen S2    | -0.141(-0.23, -0.05)    | -0.153(-0.25, -0.057)    | -0.154(-0.24, -0.06)     | -0.38(-0.46, -0.29)      | 0.2(0.096, 0.3)         |
| ibmq_lima S1     | -0.028(-0.09, 0.03)     | -0.09(-0.16, -0.24)      | 0.295(0.24, 0.35)        | 0.27(0.22, 0.31)         | -0.024(-0.086, 0.037)   |
| ibmq_lima S2     | 0.244(0.131, 0.346)     | 0.347(0.24, 0.45)        | -0.0049(-0.125, 0.113)   | 0.044(-0.077, 0.166)     | -0.011(-0.138, 0.13)    |
| ibmq_santiago S1 | -0.035(-0.175, 0.11)    | 0.1(-0.033, 0.255)       | 0.16(0.005, 0.31)        | -0.05(-0.17, 0.06)       | -0.035(-0.18, 0.11)     |
| ibmq_bogota S1   | 0.15(0.006, 0.29)       | 0.093(-0.05, 0.22)       | -0.066(-0.19, 0.055)     | -0.11(-0.23, 0.014)      | -0.032(-0.17, 0.11)     |

A. Decoherence parameter fluctuations are local to each qubit

We have conducted simultaneous measurements of the relaxation times of the IBM quantum processors ibmq_quito, ibmq_belen, ibmq_lima, ibmq_santiago and ibmq_bogota spaced out over time (See Appendix C for a detailed description of the experiments). All of these quantum processors are comprised of 5 superconducting qubits (with different architectures and connectivity). The aim of this experiment is to verify that the fluctuations of the decoherence parameters of each of the constituent qubits of these 5-qubit superconducting processors are local to the particular qubits themselves. In this way, we want to extend the analysis undertaken in [3] for a 2-qubit processor to more complex Noisy Intermediate-Scale Quantum (NISQ) devices.

Table I shows the results obtained for the Pearson correlation tests we conducted on the measured relaxation times (See Appendix A for the description of the statistical analysis). Based on these outcomes, it is clear that the $T_1$ fluctuations are not significantly correlated between the qubits of the systems in the majority of the scenarios. In fact, the values of the correlation coefficients are all below the threshold of significant correlation (which stands at 0.6) that is generally considered for classical scenarios (See Appendix A). This holds even when considering 95% confidence intervals. These results support the hypothesis that the fluctuations of the decoherence parameters of superconducting qubits are caused by local effects, making it reasonable to assume that the local TLS defects responsible for these fluctuations are not coupled amongst themselves. We must note that there is an outlier among our results where correlation appears to be present. This occurs for qubits 0 and 3 of the ibmq_quito S2 scenario, whose correlation coefficient has a value of 0.53 and the upper limit of the confidence interval is set to 0.6. However, the $i^{th}$ qubit of such scenario shows a step size transition at the end of the experiment (See Appendix C), an effect that may have impacted the value of the obtained Pearson correlation. In fact, considering just the samples before the hard transition, the results are $r_{\Omega_0, \Omega_3} = 0.091(-0.026, 0.217)$, which are well within the range of uncorrelated values. In light of these results, it is safe to assume that the fluctuations of the decoherence parameters of superconducting qubits will be due to local effects.

B. Fast time-varying quantum channels

In [22, 23], the authors proposed a multi-qubit time-varying quantum channel under the assumption that the relaxation and dephasing times are constant for all the qubits inside a particular error correction block, but vary from block to block. Thus, a realization of the multi-qubit time-varying quantum channel for block $m \in \mathbb{N}$ of duration $t_{\text{algo}}$ can be described mathematically as

$$
N^{(m)}(\rho, r_{1}^{m}, r_{2}^{m}, t = t_{\text{algo}}) = N^{(m)}(\rho, r_{1}^{m}, r_{2}^{m}, t = t_{\text{algo}}) = \sum_{E \in \{E_{k}\}^{m}} \mathcal{E}(r_{1}^{m}, r_{2}^{m}, t = t_{\text{algo}}),
$$

where $r_{1}^{m}$ and $r_{2}^{m}$ refer to the realizations of the sequences of independent random variables $\{T_{1}^{m}(\omega)\}_{m \in \mathbb{N}}$ and $\{T_{2}^{m}(\omega)\}_{j \in \mathbb{N}}$, respectively, and $\mathcal{E}(r_{1}^{m}, r_{2}^{m}, t = t_{\text{algo}}) = \cdots$
For each QEC block, \( m \) individual TVQCs that make up the multi-qubit channel for block \( k \) referring to the Kraus operators of the single qubit TVQCs associated to those realizations of the decoherence parameters. \( \{E_k\}_{k}^{\text{sn}} \) refers to the set of \( n \)-fold tensor products of the Kraus operators of the single-qubit TVQCs. Note that, here, those Kraus operators are related to some TVQC that depends on the relaxation and dephasing times. This, however, does not exclude the construction of similar time-varying quantum channels depending on other parameters that may show similar behaviour to \( T_1 \) and \( T_2 \).

This means that the multi-qubit channel considered in \[22, 23\] assumes that the realizations of the random variables that describe the noise experienced by each of the qubits of the system are identical, i.e., that these random variables are perfectly correlated. As discussed in \[22, 23\], this model is reminiscent of the classical slow fading scenario. For simplicity, we will adopt this terminology to refer to the multi-qubit TVQCs that add perfectly correlated noise to each qubit. Hence, we name these types of channels as slow time-varying quantum channels (STVQC). If we recall our discussion in the previous section, we now know that the STVQCs considered in \[22, 23\] are not the most accurate type of multi-qubit time-varying quantum channels for the superconducting NISQ devices we are considering in this paper. This has to do with the fact that the origin of the decoherence parameter fluctuations of superconducting qubits is local to each qubit.

Based on our discussions thus far, we know that the way to construct multi-qubit time-varying quantum channels to accurately model the superconducting hardware considered in this article is by considering that the individual TVQCs that make up the multi-qubit channel for each QEC block, \( m \in \mathbb{N} \), are defined by sequences of random variables \( \{T_1^m(\omega)\}_{j=1}^{n} \) and \( \{T_2^m(\omega)\}_{j=1}^{n} \) whose elements are independent amongst themselves. Thus, the realizations of the decoherence parameter random variables will not only be independent from block to block, but also from qubit to qubit inside a block. In this way, a realization of the multi-qubit time-varying quantum channel for block \( m \in \mathbb{N} \) of duration \( t_{\text{algo}} \) can be described mathematically as

\[
\mathcal{N}^{(n)}(\rho, \{t_1^m\}_{j=1}^{n}, \{t_2^m\}_{j=1}^{n}, t = t_{\text{algo}}) = \bigotimes_{j=1}^{n} \mathcal{N}(\rho, t_1^m, t_2^m, t = t_{\text{algo}}) = \sum_{\mathcal{E} \in \mathcal{E}_{\text{sn}}^{(n)}} \mathcal{E}(\{t_1^m\}_{j=1}^{n}, \{t_2^m\}_{j=1}^{n}, \rho \mathcal{E}^\dagger(\{t_1^m\}_{j=1}^{n}, \{t_2^m\}_{j=1}^{n}), \mathcal{E}_{\{E_k\}_k}^{\text{sn}})
\]

where \( \{t_1^m\}_{j=1}^{n} \) and \( \{t_2^m\}_{j=1}^{n} \) refer to the realizations of the sequences of independent random variables \( \{T_1^m(\omega)\}_{j=1}^{n} \) and \( \{T_2^m(\omega)\}_{j=1}^{n} \), respectively, and \( \mathcal{E}(\{t_1^m\}_{j=1}^{n}, \{t_2^m\}_{j=1}^{n}) = \mathcal{E}_1(t_1^m, t_2^m) \otimes \cdots \otimes \mathcal{E}_{n-1}(t_{n-1}^m, t_{n-1}^m) \otimes \mathcal{E}_n(t_1^m, t_2^m) \) with \( \mathcal{E}_j(t_1^m, t_2^m) \in \{E_k(t_1^m, t_2^m)\}_k \) referring to the Kraus operators of the single qubit TVQCs associated to those realizations of the decoherence parameters, where we have incurred in the slight abuse of notation \( E_k(\cdot, \cdot, t = t_{\text{algo}}) \).

Note that the sequence of random variables will also be independent from block to block, i.e., the elements of \( \{T_1^m(\omega)\}_{m,j}, \forall m, j \in \mathbb{N} \) and \( \{T_2^m(\omega)\}_{m,j}, \forall m, j \in \mathbb{N} \) will be independently distributed, respectively.

In this way, each of the realizations of this multi-qubit TVQC will have a different noise “intensity” (the actual noise operators will be the same, but the noise level will change) for each of the qubits of the superconducting quantum processor. This model resembles the classical scenario of fast fading [30, 31]. In such scenarios, the fading process changes so quickly that each of the symbols of a transmitted codeword is subjected to a different fading gain (where the fading gain for each of the symbols is independent) and, thus, to different noise levels. Note that for the multi-qubit TVQC that we are discussing, the values of the \( T_1 \) and \( T_2 \) parameters will vary slowly, but since their particular realizations are independent from qubit to qubit, the channel actually resembles to the fast fading scenario. Thus, we will once again borrow from the classical realm and refer to these quantum channels as fast time-varying quantum channels (FTVQC).

In this context, we will refer to the most commonly considered construction of multi-qubit channels as static quantum channels. A widespread assumption in the QEC community is that all the qubits of a quantum processor experience the same noise through time [2][22]. This implies that all of the qubits of the system have the same decoherence parameters, \( T_1 \) and \( T_2 \), and that these will not vary with the passage of time. Thus, multi-qubit static channels are constructed by evaluating the Kraus operators of the channels with the mean values of those parameters. Consequently, the static multi-qubit time-varying quantum channel for every block \( \forall m \in \mathbb{N} \) of duration \( t_{\text{algo}} \), is described mathematically as

\[
\mathcal{N}^{(n)}(\rho, \mu_{T_1}, \mu_{T_2}, t = t_{\text{algo}}) = \mathcal{N}_{\text{sn}}^{(n)}(\rho, \mu_{T_1}, \mu_{T_2}, t = t_{\text{algo}}) = \sum_{\mathcal{E} \in \{E_k\}_k} \mathcal{E}(\mu_{T_1}, \mu_{T_2}, t = t_{\text{algo}}) \mathcal{E}^\dagger(\mu_{T_1}, \mu_{T_2}, t = t_{\text{algo}}),
\]

(12)

where it can be seen that the channel will be equal for all the QEC blocks, since \( \mathcal{E}(\mu_{T_1}, \mu_{T_2}) = \mathcal{E}_1(\mu_{T_1}, \mu_{T_2}) \otimes \cdots \otimes \mathcal{E}_{n-1}(\mu_{T_1}, \mu_{T_2}) \otimes \mathcal{E}_n(\mu_{T_1}, \mu_{T_2}) \) with \( \mathcal{E}_j(\mu_{T_1}, \mu_{T_2}, t = t_{\text{algo}}) \in \{E_k(\mu_{T_1}, \mu_{T_2}, t = t_{\text{algo}})\}_k \) is independent of the block \( m \). \( \{E_k\}_k^{\text{sn}} \) denotes the set of \( n \)-fold tensor products of the Kraus operators of the single-qubit TVQCs.
IV. QUANTUM CHANNEL CAPACITY

The quantum channel capacity, $C_Q$, for a static quantum channel $N$, is defined as the supremum of all achievable quantum coding rates (the quantum coding rate is defined as $R_Q = k/n$, where $k$ is the number of logical qubits and $n$ is the number of physical qubits). A rate, $R_Q$, is said to be achievable for $N$ if there exists a sequence of $[[n,k]]$ quantum codes of rate $R_Q$ such that the probability of error of the codes goes to zero as the blocklength $n$ of the code goes to infinity, $n \to \infty$. The definition of the quantum capacity, often referred to as the Lloyd-Shor-Devetak (LSD) capacity, is given by the following theorem [32, 33].

**Theorem 1 (LSD capacity).** The quantum capacity, $C_Q(N)$, of a quantum channel, $N$, is equal to the regularized coherent information of the channel

$$C_Q(N) = Q_{\text{reg}}(N),$$

where

$$Q_{\text{reg}}(N) = \lim_{n \to \infty} \frac{1}{n} Q_{\text{coh}}(N^\otimes n).$$

The channel coherent information, $Q_{\text{coh}}(N)$, is defined as

$$Q_{\text{coh}}(N) = \max_{\rho} (S(N(\rho)) - S(\rho_E)),$$

where $S$ is the von Neumann entropy and $S(\rho_E)$ measures how much information the environment has.

There is no general single-key formula to compute the regularization necessary to calculate the quantum channel capacity given in theorem 1. This is due to the fact that the coherent information of the channel is not generally additive [32, 34]. However, for specific classes of degradable quantum channels, such as the amplitude damping (AD) channel, the channel coherent information has been shown to be additive, reducing the expression of the regularization shown earlier to a single-letter formula:

$$C_Q(N) = \lim_{n \to \infty} \frac{1}{n} Q_{\text{coh}}(N^\otimes n) = \lim_{n \to \infty} \frac{1}{n} n Q_{\text{coh}}(N) = Q_{\text{coh}}(N),$$

that is, the quantum channel capacity is actually the same as the channel coherent information. Degradable and anti-degradable quantum channels are defined as [32].

**Definition 1 (Degradable and anti-degradable channels).** A channel $N$ from system $A$ to system $B$ is said to be degradable if there exists a CPTP map $D$ from system $B$ to the environment $E$ such that $N^c = D \circ N$, where $N^c$ is named the complementary channel from system $A$ to the environment $E$. Additionally, a channel $N$ from system $A$ to system $B$ is said to be anti-degradable if there exists a CPTP map $D$ from the environment $E$ to system $B$ such that $N = D \circ N^c$, where $N^c$ is named the complementary channel from system $A$ to the environment $E$.

Both degradable and anti-degradable channels have the property of having additive channel coherent information [34]. Moreover, anti-degradable channels have always vanishing quantum channel capacity [32].

The quantum capacity of an AD channel with damping parameter $\gamma \in [0,1]$ is equal to [32, 33]

$$C_Q(\gamma) = \max_{\xi \in [0,1]} H_2((1-\gamma)\xi) - H_2(\gamma\xi),$$

whenever $\gamma \in [0,1/2]$, and zero for $\gamma \in [1/2,1]$. $H_2(x)$ is the binary entropy. This comes from the fact that the AD channel is a degradable channel for $\gamma \in [0,1/2]$ and anti-degradable for $\gamma \in [1/2,1]$.

An expression for the quantum capacity of the widely used Pauli channels remains unknown since its coherent information is not additive [21, 32]. However, a lower bound that can be achieved by stabilizer codes, the hashing bound (which equals the single-qubit coherent information of the channel), $C_H$, is known. The reason why the quantum capacity of a Pauli channel can be higher than the hashing bound (this is the same as saying that the coherent information is superadditive), i.e., $C_Q \geq C_H$, is the degenerate nature of quantum codes [35–37], a quantum-exclusive phenomenon through which several distinct channel errors affect encoded quantum states in an indistinguishable manner. In fact, the depolarizing channel has been proven to be superadditive for very noisy depolarizing probabilities [32].

The hashing bound for a Pauli channel defined by the probability mass function $p = (p_1, p_x, p_y, p_z)$ is given by

$$C_H(p) = 1 - H_2(p).$$

$H_2(p) = -\sum_{j} p_j \log_2(p_j)$ is the entropy in bits of a discrete random variable with probability mass function given by $p$.

A. Classical fast fading channels

As stated in the previous section, the FTVQC model is similar to the classical scenario of fast fading channels and, thus, we will introduce the capacity of the latter channels before we discuss the one of their quantum counterparts. Consider the classical scenario where the received symbols, $y[m]$, are given by

$$y[m] = a[m]x[m] + w[m],$$

where $x[m]$ refers to the transmitted symbols, $a[m]$ refers to the fading gains, and $w[m]$ refers to i.i.d. complex additive white Gaussian noise [31]. If the fading process has a stochastic coherence time that is lower than the duration of a symbol, then the set of fading gains will be given by the realization of a sequence of i.i.d. random variables. This classical scenario is known as the fast fading channel, and has a well defined capacity, known as the ergodic capacity, defined as [31]

$$C_{\text{erg}} = E(C(\omega)) = E\{\log(1 + |a(\omega)|^2\text{SNR})\}. $$
determine the maximum coding rate over these channels.

For this reason, studying the quantum capacity of time-varying quantum channels becomes a fundamental task if we are to correctly design QECCs to operate over such decoherence models. In [24], the concept of the quantum outage probability as the asymptotically achievable error rate was discussed for slow time-varying quantum channels. The need for a new concept like the outage probability stems from the fact that the quantum capacity of the aforementioned channels is strictly zero, which makes it necessary to employ other information theoretical limits to study this particular family of channels. Given the similarity that exists between slow time-varying quantum channels and the classical scenario of slow fading, it makes good sense to adapt the outage probability (the theoretical quantity used to study classical slow fading) to the quantum paradigm. This has resulted in the proposition of the quantum outage probability as the most appropriate metric to study STVQCs [23].

Let us now consider fast time-varying quantum channels (FTVQC). Because the capacity of these channels is not strictly zero (generally), we will be able to use it to determine the maximum coding rate over these channels. As stated in the previous section, the elements of the sequences of random variables \( \{T_1^i(\omega)\}_{j=1}^n \) and \( \{T_2^j(\omega)\}_{j=1}^n \) in a particular QEC block are independent. From this point we will assume that those elements are identically distributed too. The rationale behind this is that one needs to know how the \( T_1 \) and \( T_2 \) of each of the qubits is distributed (in general each qubit might have different means and standard deviations) in order to analyze the capacity and to perform numerical simulations. Under such assumption, a lower bound for the quantum capacity of the combined amplitude and phase damping FTVQC is provided in the following theorem.

**Theorem 2** (Quantum capacity of APD FTVQCs). The quantum capacity of the combined amplitude and phase damping FTVQC is lower bounded by its ergodic quantum channel capacity

\[
C_Q(\gamma, \lambda) \geq C_{Q}\text{erg}(\gamma, \lambda).
\]

\[
= E(\mathcal{Q}_{\text{coh}}(\omega)) = \int \int \mathcal{Q}_{\text{coh}}(\gamma, \lambda) P_{\gamma, \lambda}(\gamma, \lambda) d\gamma d\lambda
\]

\[
= \int \int \mathcal{Q}_{\text{coh}}(t_{\text{algo}}, t_1, t_2) P_{t_1, t_2}(t_1, t_2) dt_1 dt_2,
\]

where \( \mathcal{Q}_{\text{coh}} \) refers to the channel coherent information, operator \( E\{\cdot\} \) is the mean, and \( \gamma, \lambda \) refer to the damping and scattering probabilities defined by the mean relaxation and dephasing times.

**Proof.** We can actually use the quantum channel capacity to quantify the maximum coding rate that can be achieved over fast time varying quantum channels. To clarify this, let us look at how the capacity of a FTVQC is computed. We first obtain the realizations \( \{t_i^m\}_{j=1}^n \) and \( \{t_j^m\}_{j=1}^n \) for a block \( m \in \mathbb{N} \) of the sequences of the relaxation \( \{T_1^m(\omega)\}_{j=1}^n \) and dephasing \( \{T_2^m(\omega)\}_{j=1}^n \) random variables and integrate them in the FTVQC channel model (See equation (11)). Then, we can bound the capacity of the realization of the fast time-varying quantum channel (which will be fixed) for block \( m \in \mathbb{N} \) as

\[
C_Q(\mathcal{N}(\rho, \{T_1^m\}_{j=1}^n, \{T_2^m\}_{j=1}^n)) = \lim_{n \to \infty} \frac{1}{n} \mathcal{Q}_{\text{coh}}\left(\bigotimes_{j=1}^n \mathcal{N}(\rho, t_1^m, t_2^m)\right)
\]

\[
\geq \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^n \mathcal{Q}_{\text{coh}}\left(\mathcal{N}(\rho, T_1^m, T_2^m)\right),
\]

where we incurred in the abuse of notation \( \mathcal{N}(\cdot, \cdot, \cdot, t = t_{\text{algo}}) \) for simplicity. The inequality arises from the fact that the channel coherent information might be superadditive in general, i.e. \( \mathcal{Q}_{\text{coh}}(\mathcal{N} \otimes \mathcal{M}) \geq \mathcal{Q}_{\text{coh}}(\mathcal{N}) + \mathcal{Q}_{\text{coh}}(\mathcal{M}) \). The combined amplitude and phase damping channel has been proven not to be degradable for the region where its coherent information is positive [38] and, thus, the additivity of its coherent information remains an open question. For the Pauli channels (the twirled approximations of the are included in this family), the channel coherent information has been proven to be strictly superadditive for some channel instances (very noisy depolarizing channel, for example).

Moreover, note that the sequence of values \( \{t_i^m\}_{j=1}^n \) and \( \{t_j^m\}_{j=1}^n \) specify the relaxation and dephasing parameters for each one of the \( n \) qubits in the \( m \)th block. Therefore, the channel capacity in (22) will depend on such realizations of the decoherence parameters, which means that, once again, the channel capacity will itself become a random variable, \( C_Q(\omega) \). In fact, the bound we derived will also become a random variable, \( \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^n \mathcal{Q}_{\text{coh}}\left(\mathcal{N}(\rho, T_1^m(\omega), T_2^m(\omega))\right) \). However,
because of the law of large numbers and due to the fact that the elements of the sequences of random variables \((T_1^m(\omega))_{j=1}^n\) and \((T_2^m(\omega))_{j=1}^n\) are independent (this is the case for FTVQCs) and identically distributed (assumed before) the following holds

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^n Q_{\text{coh}}(N(\rho, t_1^m, t_2^m)) = E\left\{Q_{\text{coh}}\left(N(\rho, T_1^m(\omega), T_2^m(\omega))\right)\right\} = E\{Q_{\text{coh}}(\omega)\}. \tag{23}
\]

The above expression is true for almost all realizations of the sequences of random variables of the decoherence parameters, or similarly, for almost all blocks \(m\). This is similar to what happens with the channel capacity of classical fast fading channels [30, 31], where the capacity is usually referred to as the ergodic channel capacity. That is why we will refer to the quantity in (23) as the ergodic quantum channel capacity, \(C_Q^{\text{erg}}\), and the bound in [22] can be written as

\[
C_Q(N) \geq C_Q^{\text{erg}}(N) = E\{Q_{\text{coh}}(\omega)\}. \tag{24}
\]

In the obtained bound, the ergodic quantum capacity is a function of \(T_1\) and \(T_2\), as well as of \(t_{\text{algo}}\). This comes from the fact that \(\gamma\) and \(\lambda\) are functions of those three parameters, and in the integral \(t_{\text{algo}}\) is fixed (its value can be obtained from \(\bar{\gamma}, \bar{\lambda}\)). Note that the quantum capacity of the combined amplitude and phase damping channel is unknown at the time of writing [35]. This comes from the fact that the channel is not degradable in the region where the channel coherent information is positive, implying that it might be superadditive [38]. This unknown superadditivity problem extends to its FTVQC version, implying that we can only provide a bound.

The time-varying amplitude damping channel (TVAD) is typically used to describe the noise that manifests when working with \(T_1\)-limited qubits, such as those of [3], since the pure dephasing effects suffered by this type of qubits are negligible (the Ramsey limit, \(T_2 \approx 2T_1\) is saturated). The following theorem shows how the quantum channel capacity coincides with the ergodic capacity for this class of FTVQCs.

**Theorem 3** (Quantum capacity of amplitude damping FTVQCs). The quantum capacity of the amplitude damping FTVQC is equal to its ergodic quantum channel capacity

\[
C_Q(\bar{\gamma}) = C_Q^{\text{erg}}(\bar{\gamma}) = E\{Q_{\text{coh}}(\omega)\}
\]

where \(Q_{\text{coh}}\) refers to the channel coherent information, operator \(E\{\cdot\}\) is the mean, and \(\bar{\gamma}\) refers to the damping probabilities defined by the mean relaxation time.

**Proof.** We need to prove that the bound \(C_Q(N) \geq C_Q^{\text{erg}}(N)\) is actually an equality. To do so, we must prove that the channel coherent information in [22] is actually additive for the family of TVAD channels. The static amplitude damping channel exhibits degradability for damping parameters \(\gamma \in [0, 1/2]\) and anti-degradability otherwise, i.e. \(\gamma \in [1/2, 1]\). In this way, the tensor product of the limit

\[
\lim_{n \to \infty} \frac{1}{n} Q_{\text{coh}}\left(\bigotimes_{j=1}^n N(\rho, t_1^m, t = t_{\text{algo}})\right), \tag{26}
\]

will consist of some amplitude damping channels that are degradable and some others that are anti-degradable. In this sense, additivity of the channel coherent information is assured for such a combination of channels:

- Degradable channels fulfill additivity, i.e. \(Q_{\text{coh}}(N \otimes M) = Q_{\text{coh}}(N) + Q_{\text{coh}}(M)\), when both \(N\) and \(M\) are degradable [32].

- Degradable and anti-degradable channels fulfill additivity, i.e. \(Q_{\text{coh}}(N \otimes M) = Q_{\text{coh}}(N) + Q_{\text{coh}}(M)\), when \(N\) is degradable and \(M\) is anti-degradable [34, 39].

- Anti-degradable channels fulfill additivity, i.e. \(Q_{\text{coh}}(N \otimes M) = Q_{\text{coh}}(N) + Q_{\text{coh}}(M)\), when both \(N\) and \(M\) are anti-degradable [34, 40].

Consequently, the following holds for FTVAD channels

\[
\lim_{n \to \infty} \frac{1}{n} Q_{\text{coh}}\left(\bigotimes_{j=1}^n N(\rho, t_1^m, t = t_{\text{algo}})\right) = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^n Q_{\text{coh}}\left(N(\rho, t_1^m, t = t_{\text{algo}})\right). \tag{27}
\]

**FIG. 1:** Quantum capacity of the FTVAD channel. The metric is calculated for FTVADs with \(c_\gamma(T_1) = \{1, 25, 50\}\%\).
Finally, considering the discussion from before (See equation (28)), we can conclude that the quantum capacity is actually equal to the ergodic quantum capacity for FTVAD channels:

\[ C_Q(\bar{\gamma}) = C_{Q,\text{erg}}(\bar{\gamma}) = E\{Q_{\text{coh}}(\omega)\} \]

\[ = \int Q_{\text{coh}}(\gamma)p_\gamma(\gamma)d\gamma \]

\[ = \int Q_{\text{coh}}(\tau_{\text{algo}}, \tau_1)p_{\tau_1}(\tau_1)d\tau_1, \]

where in the last step we use the fact that the coherent information for AD channels is a function of the relaxation time \( \tau_1 \), which will be the random variable, as well as of the error correction cycle time (algorithm time), \( \tau_{\text{algo}} \). \( \bar{\gamma} \) refers to the damping probability defined by the mean relaxation time, \( \mu\tau_1 \) for the cycle time in consideration.

Figure 2 shows the quantum capacity of the fast TVAD as a function of the coefficient of variation of the relaxation time. In this figure, it can be observed that the capacity of the channel changes as a function of the coefficient of variation of the relaxation time. For low coefficients of variation (\( \approx 1\% \)), the difference between the capacity of the FTVAD channel and the quantum capacity of the static AD channel is negligible. When the coefficient of variation increases to about \( c_v \approx 20\% \) differences in the capacity of the FTVAD channel and the quantum capacity of the static AD channel become greater. Note also that for very noisy scenarios \( \bar{\gamma} > 0.35 \), the quantum capacity of the FTVAD channel is higher than the quantum capacity of the static AD channel. This is a consequence of the fact that even if the mean value of the damping probability is the anti-degradable region (\( \bar{\gamma} \in (1/2, 1) \)) of the AD channel, the fluctuations of the parameters imply that some of the actual \( \gamma \) will lay in the degradable region (\( \gamma \in [0, 1/2] \)).

We wrap up this discussion by analyzing the capacity of the twirled approximated versions of the TVAPD and TVAD channels. Similarly to the combined amplitude and phase damping channel, the quantum capacity of the static versions of these channels is not known, as they belong to the family of Pauli channels, which are not degradable. Actually, these channels have been proven to have strictly superadditive coherent information for some very noisy scenarios [32] which makes it impossible to reduce the calculation of the quantum capacity to a single-key formula. For this reason, the so-called hashing bound (the hashing bound is equivalent to bounding the capacity with the coherent information of the channel) is used as a good lower bound on the capacity of the aforementioned channels [32]. Thus, we can derive a lower bound for the ergodic quantum capacity of the fast time-varying twirled approximated channels as

\[ C_Q(\bar{\mathbf{p}}) \geq C_{Q,\text{erg}}(\bar{\mathbf{p}}) \]

\[ = E\{C_H(\omega)\} \]

\[ = \int C_H(\mathbf{p})p_\mathbf{p}(\mathbf{p})d\mathbf{p} \]

\[ = \int \int C_H(\tau_{\text{algo}}, \tau_1, \tau_2)p_{\tau_1}(\tau_1)p_{\tau_2}(\tau_2)d\tau_1d\tau_2, \]

where \( \mathbf{p} \) refers to the array \( (p_x, p_y, p_z) \) and \( \bar{\mathbf{p}} \) refers to a similar vector derived considering the mean relaxation and dephasing times. Note that here \( C_H(\bar{\mathbf{p}}) = Q_{\text{coh}}(\bar{\mathbf{p}}) \). The expression given in (29) is reduced to a single in-
tegral that depends only on the relaxation time if the
twirled versions of the amplitude damping channel are
considered. We will refer to this lower bound as the er-
godic hashing bound, \( C_{\text{erg}} \), in order to be consistent with
the terminology used for static Pauli channels. Figure 2
presents the ergodic hashing bounds of the twirled ap-
proximated channels of the amplitude damping channel.
These results show how the ergodic hashing bounds devi-
te from the static hashing bound when the coefficient of
variation of the relaxation time increases and how both
metrics coincide when \( c_v(T_1) \approx 1\% \).

C. Performance of QECCs over FTVQCs

The performance of QECCs has been shown to worsen
significantly when operating over slow time-varying
quantum channels \[22, 23\]. In this section, we present
the outcomes of simulations we have conducted to study
the performance of QTCs and planar codes when their
qubits are subjected to the effects of the FTVQC (See
Appendix B for the details of the Monte Carlo numer-
ical simulations). To conduct the simulations, we use
slow and fast time-varying amplitude damping Clifford
twirl approximations, STVADCTA and FTVADCTA re-
spectively, whose static counterpart is the depolarizing
channel. The asymptotic limits for error correction as-
sociated to these noise operations will be the hashing
bound and the ergodic hashing bound, respectively. In
our simulations we consider a coefficient of variation of
\( c_v(T_1) = 25\% \), a value that is typical in experimental su-
perconducting qubits \[3, 22\].

Figure 3 shows the simulation outcomes obtained for
the rate \( 1/9 \) quantum turbo code when it operates over
static channels, STVQCs and FTVQCs.

The results in Figure 3 show how the performance of
the QTC, assessed in terms of the Word Error Rate
(WER), is worse over the FTVQC than over its static
counterparts. In fact, as seen by comparing the hashing
bound to the ergodic hashing bound, the loss in code per-
formance is similar to the loss in quantum capacity. It
should be noted that the flattening of the performance
curve that QTCs suffered over STVQCs is not observed
over FTVQCs. In fact, when comparing the performance
curves obtained for the FTVQC channels and those de-

derived for the static channels, the only difference is that
the operation point of the code, the point where the wa-
terfall region starts, is worse (the curves themselves have
the same shape). Thus, even though the fluctuations of
the decoherence parameters also worsen the performance
of the code, this loss is much less significant if the fluc-
tuations are local to each qubit of the system (as is the
case with the qubits that are considered in this paper)
than if they are completely correlated.

To provide further context, we have also studied the
performance of \( d \in \{3, 5, 7, 9\} \) planar codes over the fast
multi-qubit TVQC proposed in this paper. These re-
results, along with the performance of the planar codes

FIG. 3: QTC operating over static, STVQC and
FTVQC. The coefficient of variation considered is
\( c_v(T_1) = 25\% \), which is a value that is typical in
superconducting qubits \[3, 22\]. a (red) static
performance (solid) and hashing bound (dashed),
\( p^* = 0.1602 \) b (blue) STVQC performance (solid) and
quantum outage probability \[23\] (dashed) c (green)
FTVQC performance (solid) and ergodic hashing bound
(dashed), \( p_{\text{erg}} = 0.1545 \).

FIG. 4: Planar codes operating over FTVQCs
and static channels. The coefficient of variation
considered is \( c_v(T_1) = 25\% \), which is a value that is
typical in superconducting qubits \[3, 22\]. A zoom to the
code threshold region is also presented. a (red) Planar
codes over static noise b (green) Planar codes over
FTVQCs.

Figure 4 shows how, in a similar manner to what was
observed for QTCs, the performance of the planar codes
is slightly worse over the FTVQCs than when consider-
ing time-invariant noise. Notably, this decrease in performance is less significant than for QTCs, but this is reasonable, since the performance of these planar codes over the static scenario is much worse than that of the turbo codes in this same context. Against this backdrop, the performance of planar codes can be said to deteriorate when the fluctuations of the decoherence parameters are considered. However, if the fluctuations are local to each of the qubits of the system, the loss in performance will not be catastrophic (a phenomenon that does actually occur over the STVQCs [22]).

Generally, surface codes are benchmarked based on a metric known as the code threshold, \( p_{th} \), which is defined as the physical error probability below which increasing the code distance actually implies lowering the WER. In this sense, the surface code threshold is a capacity-like metric (the fact that operating over noise levels above the threshold does not make sense from the coding point of view is reminiscent of operating at rates higher than the capacity) that serves to assess the true error correction potential of this family of codes. The close-up image shown on the top-right of Figure 4 presents the threshold for planar codes both for static and fast time-varying scenarios. It can be observed that the planar code threshold is \( p_{th} \approx 0.112 \) when the static noise model is considered, while it degrades to \( p_{th} \approx 0.105 \) when the codes operate over the FTVADCTA with \( c_p(T_1) = 25\% \). This slight degradation of the code threshold is in line with the slight decrease in quantum capacity discussed previously.

V. DISCUSSION

In this paper, we have discussed the way multi-qubit time-varying quantum channels are constructed. In previous works, the fluctuations of the qubit decoherence parameters that describe multi-qubit TVQCs were assumed to be qubit-wise perfectly correlated in a block, and independent from block-to-block [22, 23]. However, recent experimental results have shown that the fluctuations of the \( T_1 \) and \( T_2 \) parameters of superconducting qubits are caused by the coupling of the qubit with an ensemble of environmental unstable near-resonant two-level systems that arise from atomic-scale defects in the Josephson Junctions that make up these superconducting qubits [3, 5, 7, 24, 25]. This means that the origin of the decoherence parameter fluctuations is local to each particular superconducting qubit in the system, granted that there is no coupling between the defects. The fact that the individual-qubit decoherence parameter fluctuations are uncorrelated was proven in [3] for a system made up of 2 superconducting qubits. In this work we extend this study to quantum hardware made up of 5 superconducting qubits. By concurrently and repeatedly measuring the relaxation times of the qubits. To do so, we have used the quantum processors ibmq_quito, ibmq_belem, ibmq_lima, ibmq_santiago and ibmq_bogota, which can be accessed through the cloud using the IBM Quantum Lab platform (See Appendix C for details about the experiments). We have studied the correlation that exists between various measurements of \( T_1 \) values for each of the qubits in different operational scenarios. Our results show that for most of these scenarios the correlation coefficients are not significant enough to indicate any correlation. Thus, we have provided further evidence to support the claims that fluctuations of the decoherence parameters are local to each of the superconducting qubits for the superconducting quantum hardware considered here. Based on previous research and our own results, it is clear that considering the fluctuations of the decoherence parameters of superconducting qubits to be local to each particular qubit of the system is a reasonable assumption.

Earlier, we also discussed different ways of constructing multi-qubit time-varying quantum channels depending on the qubit-wise correlation of the fluctuations of \( T_1 \) and \( T_2 \). We analyzed the mathematical formalism of the previously considered multi-qubit TVQCs [22, 23], which we named slow TVQCs due to their similarity with classical slow fading channels, and we proposed fast TVQCs as the appropriate way to construct multi-qubit decoherence models with parameter fluctuations that are local to each qubit. We saw how this phenomenon of local fluctuations is present in superconducting hardware. Moreover, and due to their similarity with classical fading channels, we discussed the quantum capacity of FTVQCs, and proposed the ergodic quantum capacity as a lower bound on the asymptotically achievable error rate for QEC for these noise models. Moreover, we proved that the ergodic quantum capacity coincides with the quantum capacity for the family of fast time-varying amplitude damping channels. We computed the ergodic quantum capacity numerically for fast time-varying amplitude damping channels and concluded that the loss in capacity caused by decoherence parameter fluctuations is small, similar to what happens in classical fast fading. Finally, we discussed the performance of quantum error correction codes when the noise operation is defined as a FTVQC by conducting numerical simulations of the performance of quantum turbo codes and planar codes. Interestingly, our results indicated that the word error rate of the codes worsens only slightly, similar to what happens to the quantum capacity, and in stark contrast to the drastic deterioration that the performance of these codes suffers over the previously considered STVQCs, where their WER curves flatten substantially. In summary, when operating over FTVQCs the shape of the performance curve of a QECC is the same as in the conventional noise model in the literature (all qubits suffer the same static noise), but its operating point is defined for lower physical error probabilities than for the static case. We also studied the threshold of the considered planar codes and we observed how it was slightly lowered over FTVQCs, similar to what happens to the quantum capacity.

Another important matter that we discussed is that understanding the nature of the qubit-to-qubit relationship of the fluctuations of the decoherence parameters of
superconducting qubits is vital in order to characterize the real quantum noise that affects the quantum information that they encode. The slow TVQCs that have been presented in the literature predict a substantial QECC performance loss due to the time-varying behaviour of $T_1$ and $T_2$. However, we have seen that a silver lining exists when building QEC codes in superconducting hardware. Although superconducting qubits present substantial ($c_v \geq 20\%$) parameter fluctuations, these fluctuations are local to each of the elements of the processor and, thus, are uncorrelated between qubits. While it is true that a slight performance loss is inevitable, it is significantly milder than the deterioration predicted by the STVQCs which assume that the fluctuations are fully qubit-wise correlated for a QEC block. To provide specific examples, the QTC considered in this article operates over FTVQCs at a physical error rate $\approx 7\%$ lower than over static channels for a WER $= 10^{-2}$, and the threshold of the planar codes will be $\approx 6\%$ lower over FTVQCs than over static channels. These losses, despite being important, are much less restrictive than the flattening effect that takes place when fully correlated fluctuations are considered. These results imply that constructing qubits whose qubit-to-TLS defect interactions are local and uncorrelated with other qubits is critical to maintaining the excellent performance of QECCs when the decoherence parameters of the superconducting qubits fluctuate over time. The coupling between qubits, and the TLS defects themselves, are directly dependent on the architecture of each particular quantum chip. Thus, the results we present herein prove that experimentalists must consider these effects when designing hardware, as they will play a pivotal role in suppressing the amount of errors the hardware suffers. It must also be mentioned that minimizing the decoherence parameter fluctuations of superconducting qubits will also be important to obtain error correction codes that perform as well as it would be expected based on the results obtained using the static noise model prevalent in the literature. Another important research topic is to study the time-varying behaviour of the decoherence parameters that other qubit technologies (such as trapped ions, NV center qubits or silicon spin qubits) experience. This would allow us to understand if their noise dynamics are more accurately described by the time-varying quantum channels discussed in this article or by the traditional static noise models.

It is also critical to further study the fluctuations of the decoherence parameters that superconducting qubits exhibit. It must be noted that interest in these effects has recently picked up, especially in the experimental research community. Nonetheless, more work on this topic is needed to completely understand the time-fluctuating behaviour of superconducting qubits and its causes. This will enable the creation of an accurate theoretical model and, ultimately, to mitigate the impact of time-dependant noise on quantum information. For example, in this article, we have studied the correlations that exist between the fluctuations of the qubits of some 5 qubit quantum processors and we have concluded that there is no correlation significant enough to warrant the application of slow multi-qubit time-varying noise models. However, this might not be the case for other quantum processors that might have other architectures or may be comprised of more qubits. Note that the absorption of high energy particles can also generate correlated errors in superconducting devices. Additionally, we must also mention that the objective of our experiments was not to obtain very accurate values of the correlation coefficients. Instead, our goal was to verify that, for the typical case, assuming that fluctuations are qubit-to-qubit uncorrelated is grounded on and backed up by experimental results (note that although the obtained 95% confidence intervals are wide, they all contain negligible correlation values and prove that fluctuations are qubit-to-qubit uncorrelated). In any case, more accurate experiments on this topic should be conducted, as they will serve to better understand the dynamics of multi-qubit superconducting quantum processors. If significant correlation values are observed in future experiments, it may become necessary to invoke TVQCs with finite correlation (perhaps by modelling these events with Hidden Markov Models) to better represent multi-qubit time-varying noise. Another phenomenon that must be further explored is the sharp transition of the relaxation times that our results show for particular qubits (See Appendix). This behaviour must be better understood and possibly included in the noise models if it is shown to be common for superconducting qubits. Furthermore, note that we have considered that the decoherence parameters of all the qubits have the same mean and standard deviation for the derivation of the capacity and the numerical simulations. This assumption was necessary to discuss the topics that comprise this paper, but the most accurate FTVQC for a multi-qubit superconducting channel will most likely have a set of parameters for each of the qubits of the processor (at least for the NISQ devices that exist at the time of writing).

Even though we have only studied the impact of parameter fluctuations from the point of view of quantum error correction, the time-varying decoherence models discussed in this article will also have an impact on near term quantum algorithm implementations on superconducting NISQ devices and on the error mitigation techniques used to “clean” the outcomes of NISQ devices. When implementing quantum algorithms in NISQ processors, the physical qubits that execute the operations of these algorithms will be subjected to decoherence (as well as gate and measurement errors) that will corrupt the desired outcomes. So far we have seen how the decoherence mechanisms that affect superconducting qubits are better described by FTVQCs than by STVQCs or static channels. One way to obtain the “best” version of quantum algorithms in the presence of fast varying quantum noise might be to allocate their resources (qubits) as functions of the noise itself (some qubits might be able
to perform longer-lasting tasks than others). This might allow quantum software developers to determine exactly what limits the algorithm (how many gates can be applied before there is too much noise). Another possibility might be to apply error mitigation techniques based on the calibration of the device in order to post-process results and derive more accurate outputs than the raw yield of the NISQ device. However, these techniques and simulations strongly depend on the calibration data of the system. For this reason, fluctuations of decoherence parameters must also be taken into account for all these design and simulation tasks if they are be run in NISQ devices based on superconducting technologies. In this way, it will become possible to build better mitigation techniques and more noise resilient NISQ algorithms.

Regarding quantum information theory, additional work is still required to fully understand the behaviour of the quantum capacity of the channels proposed in this article. Although we have been able to prove that the ergodic quantum capacity is actually the quantum capacity for the fast time-varying amplitude damping channels, we have just lower bounded this quantity for the more general fast time-varying combined amplitude and phase damping channel that includes non-negligible pure dephasing channels. Since most of the superconducting qubits that exist in the literature do not saturate the Ramsey limit (the Ramsey limit refers to the scenario \( T_2 \approx 2T_1 \)), their dynamics (including pure dephasing) are described by the latter channel. However, as mentioned previously, it is not known if the coherent information of the combined amplitude and phase damping channel is additive. Thus, it may be that this quantity is super-additive, which implies that our understanding of this topic should increase before the capacity of the FTVQC version of this channel can be studied. This is especially relevant, since including the fluctuations of the pure dephasing time in a quantum noise model will worsen the capacity more than when only \( T_1 \) is considered. Additionally, the time-varying quantum channel models discussed herein might also be adapted to other channels (aside from the family of amplitude damping and dephasing channels considered in this article) if the noise parameters that define them also present behaviour similar to the relaxation and dephasing times of the superconducting qubits.

All in all, we consider that the FTVQC model proposed in this article describes the noise suffered by superconducting multi-qubit systems more accurately than previously considered noise models, at least for the hardware considered in this article. This claim is backed up by the experiments we have conducted and by previous literature on qubit-to-TLS defect interactions. Consequently, we expect that quantum error correction codes implemented in these types of quantum processors will perform worse than what would be expected based on results obtained for static quantum channels. Once more, it is necessary for more research on the topic of decoherence parameter fluctuation and its incorporation to the decoherence models to be conducted in order to unveil the true performance of near- and long-term quantum error correction codes as well as NISQ algorithms and error mitigation techniques.
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The final component of the statistical dependence analysis we conduct herein is an accurate interpretation of the obtained values. This allows us to determine if significant correlations exist or not. The ranges of values for which two parameters might be strongly correlated depends on the actual problem (field). However, for physical sciences, there should be no doubt about the dependence between two variables, implying that strong or significant correlation values should be high ($|r_{XY}| \geq 0.9$). For low values of $r_{XY}$, no considerable dependence (weak) relationship can be concluded. Specifically, for classical fading channels, whenever the spatial correlation coefficient values are approximately lower than 0.6, it is often assumed that the fading gains of the Rayleigh channel are i.i.d. since both channels will be very similar, i.e., the correlation is negligible.

**Appendix B: QECC numerical simulation**

Monte Carlo computer simulations of the $d \times d$ planar codes with $d \in \{3, 5, 7, 9\}$ and of the QTC of rate 1/9 in [10] have been carried out to estimate changes in their performance over various different operational scenarios. Planar codes belong to the more general family of surface codes [19] and are $[[d^2+(d-1)^2, 1, d]]$QECCs defined by the grid length of the code $d$. A blocklength of $k = 1000$ logical qubits has been selected for the QTC, as in [15].

Planar codes are decoded using a Minimum Weight Perfect Matching (MWPM) decoder, which is implemented using the QECSIM tool [32]. The QTC is decoded via the decoding algorithm presented in [13], which combines two Soft-In Soft-Out (SISO) decoders.

Each round of the numerical simulation is performed by generating an $N$-qubit Pauli operator, calculating its associated syndrome, and finally running the decoding
algorithm using the syndrome as its input. Once the logical error is estimated, it is compared with the channel error in order to decide if the decoding round was successful. The operational figure of merit we use to evaluate the performance of these quantum error correction schemes is the Word Error Rate (WER). The WER represents the probability that at least one qubit of the received block has been incorrectly decoded.

For the numerical Monte Carlo methods employed to estimate the WER of the Kitaev toric codes and the QTC, we have applied the following rule of thumb to select the number of blocks to be transmitted, $N_{\text{blocks}}$ [15, 16], as

$$N_{\text{blocks}} = \frac{100}{\text{WER}}.$$  \hfill (B1)

As explained in [15, 16], under the assumption that the observed error events are independent, this results in a 95% confidence interval of about (0.8WER, 1.25WER), where WER refers to the empirically estimated value for the WER.

**Appendix C: Intra-calibration decoherence parameter fluctuation for the qubits of IBM quantum hardware**

In the main article, we discussed the fact that the fluctuations of the decoherence parameters of superconducting qubits are local, that is, the random variables $T_1(\omega)$ and $T_2(\omega)$ are qubit-wise uncorrelated. In [3], the authors proved this to be true for the relaxation time fluctuations by using their two-qubit superconducting system. In this appendix, we perform a similar analysis for five IBM 5-qubit superconducting processors that are accessible online: ibmqquito, ibmq_belem, ibmq_lima, ibmq_santiago and ibmq_bogota [29].

Qubit relaxation time, $T_1$, refers to the characteristic timescale at which a qubit in an excited state, $|1\rangle$, decays to its ground state, $|0\rangle$, caused by simple spontaneous emission. Consequently, the experiment that is usually performed in order to estimate the parameter $T_1$ of a qubit consists in collecting the statistics of the decay curve for the probability of measuring the excited state over time, $P_1(t)$. This is done by choosing a set of delay times $t_1, \cdots, t_N$ and then repeating the following protocol $N$ times for each of them [33]:

- Prepare the qubit in the $|1\rangle$ state. This is usually done by exciting the qubit in the ground state via a Pauli X operator.
- Wait a delay time, $t_j$.
- Measure the qubit in the computational basis $(|0\rangle, |1\rangle)$.

Once the decay curve, $P_1(t)$, is obtained, a fit to exponential decay is performed in order to estimate the value of the qubit relaxation time [33]. As explained in the main text, we are interested in studying the locality of the fluctuations of the relaxation times of some of the IBM 5-qubit quantum processors. Thus, we run the previously presented experiment over time, simultaneously for all the qubits of the systems in question. Figure 5 portrays the schematic of each of the experiments that we have conducted. We run each experiment 4000 times (4000 shots) for 20 uniformly separated delay times starting from a delay of $t_1 = 1\mu s$ to $t_{20} = 2 \cdot T_1^{\text{cal}(i)}$, where by $T_1^{\text{cal}(i)}$ we refer to the relaxation time for the $i^{th}$ qubit provided by IBM for the specific calibration cycle in which the experiments are done. Note that the calibration data provided by IBM refers to measurements performed during that precise calibration round. However, these values will actually fluctuate within the calibration cycle itself, similarly to the superconducting qubits of [3]. These intra-calibration fluctuations of the relaxation parameter are precisely what we are interested in observing.

![FIG. 5: Schematic representation of each of the experiments done in the IBM quantum processors in order to estimate the decay curve of each of the qubits.](image-url)
class. Since we are interested in the intra-calibration fluctuations, the duration of those cycles is something that must be accounted for, which leads to some scenarios having more $T_1$ measurements than others. Another limitation that must be disclosed is the fact that these machines can be accessed by the general public, resulting in queues and wait times to run the experiments. Consequently, whenever a large number of tasks are sent to a machine (high demand for the processor in question), our experiments will be more spread out in time (implying that less measurements will be made in these specific calibration cycles). To be more specific, we have been able to run most of the experiments on days where the demand for the IBM systems was low, approximately running the measurement of the $T_1$ of the 5 qubits of the system once every two minutes (with the exception of the ibmq_santiago processor where the experiment was run once every four minutes).

It is important to mention that conducting the relaxation time measurements every few minutes is not actually a problem for this study. The stochastic processes that typically define the fluctuations of $T_1$ were previously studied in [3]. This work concluded that the stochastic process coherence times (the time for which the stochastic process can be considered to be approximately constant), $T_c$, are typically in the order of minutes [22]. Consequently, the stochastic process can be modeled as a random variable, $T_1(\omega)$, that is considered to be constant for a time $T_c$. Since we are interested in studying the correlation that exists between the random variables of $T_1$ for each of the qubits of a processor, the measurements must be performed sufficiently apart in time so that they do not belong to the same stochastic coherence period. As discussed before, our measurements are conducted several minutes apart from each other; hence, they are consistent with this reasoning.

Figures [7][13] show the results of the relaxation time measurements of the qubits of the IBM quantum processors we have considered. The estimated mean relaxation times, as well as the estimated standard deviations and coefficients of variation ($c_v = \sigma/\mu$) are provided in Table [11]. It can be seen that the fluctuations exhibited by the relaxation times of the qubits of the systems are considerable, ranging from coefficients of variation of approximately 5% up to even 47%. It is worth noting that the error bars (we actually do not plot these for the sake of clarity) are not beyond 5% of the estimated data, indicating that the fluctuations are actually relevant and are not related to errors that may have arisen due to the fitting of the data to the relaxation decay curves [20]. We must also mention that the circuits we have built are also affected by gate and SPAM (state preparation and measurement) errors, which are unavoidable in current quantum hardware. However, our experiments contain a small number of gates (5 X Pauli gates, which present errors in the order of $10^{-3}$ [29]) and post-decay measurements (which present errors in the order of $10^{-2}$), and the contributions of these error sources are suppressed by the multiple executions we are doing for each delay of each of the experiment (4000 shots for each delay). Consequently, following the rationale in [53], we can say that even if errors of this type are present in the data, their impact on the results will be unimportant when enough shots are run.

As stated previously, the results obtained for the fluctuations of $T_1$ for each of the considered scenarios are presented in Figures [6][13]. As expected, it can be observed that the fluctuations are notable for most of the studied cases. In fact, there are qubits in particular scenarios that exhibit sharp transitions in the level where the relaxation time fluctuates (See Figures [7][13] and [9]). In these cases, the qubits manifest a step-like transition at a given point in time, at which point the relaxation time fluctuates around a different “mean” level. Notice how for scenario [3], the relaxation time exhibits this effect before going back to its original level. The reason behind these sudden changes is unclear, but speculation regarding this topic is possible. Sharp drops in the relaxation times of qubits have previously been observed due to the absorption of high energy particle impacts by superconducting qubits [41][43]. However, such events result in correlated errors over the array of superconducting qubits (global drop of the $T_1$ of those qubits), an effect that has not been observed in our scenarios. We consider that further experimental study of these types of events is necessary to fully understand what causes such sharp drops of the relaxation times and their subsequent return to the original level.

We finish this discussion by analyzing the dephasing times of the superconducting qubits. To obtain values for the Ramsey dephasing times, $T_2^*$, we need to employ a similar procedure to the one used to measure the relaxation time, albeit with a circuit that includes a Hadamard gate (necessary to obtain a $|\pm\rangle$ state), the variable delay, and another Hadamard gate applied prior to the measurement itself. If there were no decoherence, then the obtained result would always be the $|0\rangle$ state (Hadamard gates are unitary), but dephasing (recall that $T_2^*$ is a combination of both relaxation and pure dephasing) will increase the probability of measuring the $|1\rangle$ state. This probability of measuring 1 will have an exponentially decaying cosine shape [53], and then the obtained results can be fitted to such a function obtaining the Ramsey dephasing time. However, this is a significantly more nuanced experiment than the one used to measure the relaxation time, and measuring Ramsey times in IBM quantum processors has been shown to be unreliable [53]. Consequently, we will not conduct experiments to measure the Ramsey times. In any case, fluctuations of the dephasing time have also been experimentally observed [3][21] and assuming that they are local to each of the qubits seems reasonable (part of the dephasing phenomenon is caused by relaxation, which in itself is local to each qubit).
TABLE II: Relaxation time measurement specifications for each of the scenarios. The table includes the timestamp of the beginning of the experiments and their duration, as well as the number of measurements and the calibration data provided by IBM. The calibration relaxation times are provided in μs units.

| Scenario    | Timestamp     | # Meas. | $T_{cal(0)}$ | $T_{cal(1)}$ | $T_{cal(2)}$ | $T_{cal(3)}$ | $T_{cal(4)}$ |
|-------------|---------------|---------|--------------|--------------|--------------|--------------|--------------|
| ibmq_quito S1 | 15/04 00:00 (4 hours) | 213 | 61.208 | 92.812 | 156.226 | 90.232 | 119.197 |
| ibmq_quito S2 | 27/04 12:06 (11 hours) | 401 | 76.5 | 109.8 | 103.71 | 143.49 | 67.27 |
| ibmq_belem S1 | 08/04 13:55 (24 hours) | 999 | 120.88 | 103.85 | 94.75 | 88.54 | 83.65 |
| ibmq_belem S2 | 26/04 15:39 (7 hours) | 401 | 67.4 | 77.56 | 83.35 | 86.44 | 64.2 |
| ibmq_lima S1 | 15/04 14:21 (27 hours) | 1000 | 136.87 | 125.03 | 108.45 | 126.02 | 21.45 |
| ibmq_lima S2 | 25/04 10:25 (6 hours) | 259 | 122.99 | 100.58 | 73.9 | 97.38 | 22.74 |
| ibmq_santiago S1 | 15/04 01:26 (12 hours) | 200 | 137.41 | 138.6 | 143.18 | 118.38 | 186.08 |
| ibmq_bogota S1 | 17/04 21:21 (4 hours) | 200 | 123.06 | 187.98 | 173.79 | 217.003 | 188.35 |

TABLE III: Sample mean relaxation times, $\mu$, sample standard deviation, $\sigma$, and the coefficients of variation, $c_v = \sigma/\mu$, for each of the qubits of the considered scenarios. Qubit $j$ is labelled by $T_1^{(j)}$.

| Scenario    | $c_v(T_1^{(0)})$ | $\frac{\sigma_{T_1^{(0)}}}{\mu_{T_1^{(0)}}}$ | $c_v(T_1^{(1)})$ | $\frac{\sigma_{T_1^{(1)}}}{\mu_{T_1^{(1)}}}$ | $c_v(T_1^{(2)})$ | $\frac{\sigma_{T_1^{(2)}}}{\mu_{T_1^{(2)}}}$ | $c_v(T_1^{(3)})$ | $\frac{\sigma_{T_1^{(3)}}}{\mu_{T_1^{(3)}}}$ | $c_v(T_1^{(4)})$ | $\frac{\sigma_{T_1^{(4)}}}{\mu_{T_1^{(4)}}}$ |
|-------------|------------------|-----------------|------------------|-----------------|------------------|-----------------|------------------|-----------------|------------------|-----------------|
| ibmq_quito S1 | 15.5% | 11.22 | 19.96% | 11.21 | 22.44% | 21.02 | 12.76% | 12.42 | 7% | 1.73 |
| ibmq_quito S2 | 30.2% | 17.63 | 15.62% | 10.02 | 24.43% | 16.26 | 26% | 15.51 | 9.39% | 5.4 |
| ibmq_belem S1 | 13.76% | 12.86 | 12.32% | 11.2 | 7.88% | 6.74 | 11.71% | 12.21 | 20.14% | 12.54 |
| ibmq_belem S2 | 14.03% | 9.4 | 14.93% | 9.63 | 8.9% | 6.53 | 24.38% | 19.6 | 47.41% | 22.79 |
| ibmq_lima S1 | 31.66% | 26.3 | 9.94% | 11.1 | 26% | 27.54 | 12.04% | 12.81 | 11.8% | 2.52 |
| ibmq_lima S2 | 13.4% | 13.9 | 11.97% | 12.93 | 16.27% | 9.31 | 19.9% | 18.7 | 5.14% | 1.1 |
| ibmq_santiago S1 | 14.97% | 21.03 | 21.32% | 15.67 | 22.67% | 12.85 | 11.79% | 13.91 | 17.36% | 21.96 |
| ibmq_bogota S1 | 9.69% | 9.71 | 12.91% | 17.2 | 12.64% | 21.14 | 11.95% | 21.26 | 10.9% | 15.64 |

FIG. 6: $T_1$ measurements of the qubits of ibmq_quito S1.
FIG. 7: $T_1$ measurements of the qubits of ibmq_quito S2.

FIG. 8: $T_1$ measurements of the qubits of ibmq_belem S1.

FIG. 9: $T_1$ measurements of the qubits of ibmq_belem S2.
FIG. 10: $T_1$ measurements of the qubits of ibmq_lima S1.

FIG. 11: $T_1$ measurements of the qubits of ibmq_lima S2.

FIG. 12: $T_1$ measurements of the qubits of ibmq_santiago S1.
FIG. 13: $T_1$ measurements of the qubits of ibmq_bogota S1.