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Abstract—Understanding and mitigating drivers’ negative emotions, stress levels, and anxiety is of high importance for decreasing accident rates, and enhancing road safety. While detecting drivers’ stress and negative emotions can significantly help with this goal, understanding what might be associated with increases in drivers’ negative emotions and high stress level, might better help with planning interventions. While studies have provided significant insight into detecting drivers’ emotions and stress levels, not many studies focused on the reasons behind changes in stress levels and negative emotions. In this study, by using a naturalistic driving study database, we analyze the changes in the driving scene, including road objects and the dynamical relationship between the ego vehicle and the lead vehicle with respect to changes in drivers’ psychophysiological metrics (i.e., heart rate (HR) and facial expressions). Our results indicate that different road objects might be associated with varying levels of increase in drivers’ HR as well as different proportions of negative facial emotions detected through computer vision. Larger vehicles on the road such as trucks and buses, are associated with the highest amount of increase in drivers’ HR as well as negative emotions. Additionally, shorter distances and higher standard deviation in the distance to the lead vehicle are associated with a higher number of abrupt increases in drivers’ HR, depicting a possible increase in stress level. Our finding indicates more positive emotions, lower facial engagement, and a lower abrupt increase in HR at a higher speed of driving, which often happens in highway environments. This research collectively shows that driving at higher speeds happening in highways by avoiding certain road objects might be a better fit for keeping drivers in a calmer, more positive state.
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I. INTRODUCTION

Designing human-centered vehicles require understanding how different factors in and out of the vehicle can affect a user’s state, such as stress level, workload, and anxiety [1]. This is mostly due to the fact that drivers’ decision-making and resulting behaviors are affected by their emotional and cognitive states [2], [3], which ultimately have severe impacts on driving safety. For instance, recent studies through naturalistic environments suggest that negative emotions, higher stress levels, and cognitive load may increase the probability of driving accidents and certain driving behaviors such as risky driving [4], [5], [6]. While multiple studies are targeting emotion detection in-cabin, not that many are focused on understanding what parts of the environment (in-cabin and on the road) might be associated with changes in driver’s states such as inducing negative emotions and higher cognitive load [7]. In line with addressing this gap, recent research has started to analyze the driving environment together with subjective self-reports of driver’s stress to find possible correlations between environmental attributes and driver’s stress level. For instance, recent studies found that certain road objects such as bigger vehicles (e.g., trucks), road users (e.g., cyclists), and infrastructural elements (e.g., intersections), as well as in-cabin situations (e.g., working with the center stack), are highly associated with higher subjective stress levels [7], [8], [9], [1]. In addition to road objects, some research studies showed that car-following distance and behavior could also affect drivers’ psychological states [9]. For instance, [10] showed that within a simulated platooning scenario, drivers’ mental stress measured through biosignals increased as the distance to the lead vehicle decreased. Another recent study performed in a driving simulator found out that drivers’ workload was higher during a shorter time headway [11].

Understanding the aforementioned reasons behind drivers’ state including emotions, workload, and stress induction, can help mitigate them in driving by choosing less stressful routes [12], personalizing car-following distance [9], or by providing interventions (e.g., listening to music) [13], [14]. While previous studies provided significant evidence on the correlation between drivers’ subjective measures of stress and environmental attributes, it is still difficult to apply these findings in real-world conditions as most of these studies are centered on subjective measurements. Recent developments in ubiquitous computing such as smartwatches are facilitating their applications in detecting unhealthy states of the users such as abrupt changes in anxiety, stress level, and experiencing negative emotions [15], [16]. Using ubiquitous computing devices, studies have found strong correlations between human psychophysiological measures (e.g., HR and skin conductance) and stress level and work load, and more specifically in driving, studies show that increase in human HR might be correlated with stressful experiences [17], [18], [19], [20], [16].

In addition to smartwatches, advancements in computer vision techniques have made it viable to detect certain objects fully automatically without any manual annotation. For
example, recent developments in end-to-end object detection algorithms (e.g., see MASK R-CNN \cite{21}) together with high-quality datasets (e.g., see COCO \cite{22}) have made it possible to detect many road objects such as signs, road users, and infrastructural elements. Even in the case of not having access to off-the-shelf models, current computer vision frameworks are making it easier to build newer models for different road objects. Coupling smartwatches with features extracted from videos can help with finding possible associations between the presence of road objects and drivers’ stress changes, objectively. This information can then be leveraged to enhance the driving experience and mitigate possible faulty decisions as a result of being under stress. In the context of automated driving, these methods can help with take-over control of the vehicle in a much more efficient and faster manner.

In this paper, we take an exploratory approach to understanding the relationship between changes in drivers’ stress levels and emotions in real-world driving context by using multi-modal naturalistic driving data, which includes drivers’ psychophysiological measures, and behavioral metrics (vehicle speed) as well as outside-cabin environment videos. Based on a naturalistic driving dataset, namely HARMONY \cite{16}, we first retrieve drivers’ facial expressions as well as abrupt increases in their HR, which might be indicative of increases in stress level \cite{16}. We detect abrupt increases by using a change point detector based on Barry and Hartigan’s method \cite{23}. We analyze the driving scene retrieved from the video recordings by (1) detecting road objects and (2) estimating the relative distance to the lead vehicle. By analyzing the co-occurrence of the abrupt increases in drivers’ HR and the presence of lead vehicles, we find that different road objects might be associated with varying levels of increases in drivers’ HR, indicating different stress levels as well as different fractions of negative facial emotions. Our results indicate that larger vehicles on the road, such as trucks and buses, might be associated with the highest amount of increase in drivers’ HR as well as negative emotions. Additionally, our findings suggest that shorter distances and higher standard deviations in the car-following distance, might be associated with a higher number of abrupt increases in drivers’ HR, indicating a higher stress level. Moreover, our findings indicate more positive emotions, less facial engagement, and a lower number of abrupt changes in HR at a higher speed of driving.

II. BACKGROUND

Studies in the past have provided significant information on the interplay of drivers’ unhealthy states (e.g., emotions, stress level, anxiety, and cognitive load) and the environmental attributes. These studies have shown that environmental attributes such as in-cabin situation, road types, road users, weather, and in-cabin conditions can affect how a driver feels and can result in affecting their driving performance and behaviors both in semi-automated (e.g., take over control) and manual driving (e.g., lane keeping) \cite{7, 8, 11}. As this paper is mostly centered on drivers’ emotions and stress levels, we first review these concepts from a psychological point of view. Then, we discuss how these concepts have been applied to evaluate drivers’ state in different roadway conditions in driving research.

Understanding emotion and its applications have been one of the main topics of psychology, philosophy, neuroscience, artificial intelligence and computer-human interaction. Psychology literature provides different theories of emotion, such as the categorical and dimensional emotion theories. The categorical, sometimes referred to as the basic emotion theory, posits that there is a specific limited number of emotions that are basic psychological and biological concepts and cannot be divided into more basic ingredients. Although there is not a consensus on the number of the basic emotions and as to which emotion is a basic emotion, but there seems to be an agreement on the definition of the basic emotion. These emotions are distinct in their recurring fixed patterns of neural and bodily expressed components and physiological and behavioral signatures such as variation in heart rate, and facial muscle movements \cite{24, 25, 26, 27} which is in response to a stimulus. Different psychologists proposed a different number of basic emotions and accounted various emotions as basic. For instance, Izard proposed six basic emotions of happiness, sadness, fear, anger, disgust, and interest, while Ekman proposed the basic emotions to be happiness, sadness, fear, anger, disgust, contempt, and surprise \cite{25}.

Dimensional emotion theory proposes that emotions can be represented with numerical values in multiple dimensions. One of the famous dimensional emotion theories is Russell’s dimensional emotion model, where emotions are represented by their valence and arousal in a two-dimension format \cite{28}. Valence refers to the level of positivity and negativity of emotion, whereas arousal refers to the level of activation in each emotion. In this model, an emotion such as “excited” has relatively high positive valence and high arousal, whereas an emotion such as “bored” has a negative valence with very low arousal.

Driver stress is defined as the process of facing a situation where the perceived demand, mostly defined based on the previous experiences, internal body sensations, and external stimuli, is higher than the available resources \cite{29}. Stress can happen at different time scales where short-term stress is referred to as acute stress, in contrast to long-term stress, which is referred to as chronic stress \cite{29}. Multiple studies in driving research have attempted to detect changes in emotion and stress level through measuring human physiological metrics such as facial expressions, cardiac measures, and skin temperature and conductance \cite{30, 31, 32, 33, 34}. These studies are mostly based on the assumption that changes in human physiology follow similar patterns within each specific emotional state. For example, studies show that increases in human HR might be correlated with an increase in stress level and negative emotions \cite{32}. Additionally, studies have shown that the movement of facial muscles within each emotion category might follow specific patterns, where computer vision applications can be leveraged to detect emotions from the facial expressions \cite{35}. In a similar approach, certain patterns can be recognized while experiencing stress through machine learning applications \cite{31}.

While multiple studies focused on detecting unhealthy states
(e.g., stress level), not that many studies have analyzed the reason behind the elicitation of each state \[36, 7\]. Understanding emotion triggers is of high importance as it helps with planning for interventions in driving, which can then help mitigate the effect of negative emotions and stress levels on drivers’ performance, decision making, and take-over control. Mesken et al. analyzed three of the drivers’ emotions (anxiety, happiness, and anger) by using an instrumented vehicle monitored by an experimenter in the vehicle \[37\]. The authors monitored 44 drivers’ speed, videos, and HR in an on-road controlled study. The participants were asked to verbally talk about their emotions as they faced any situation in driving. They found out that the emotion with the highest frequency was anxiety which was followed by anger and happiness. They identified that emotions were related to traffic events, such as driver’s anger was associated with driving events that might affect their progress, while anxiety was related to driving events affecting safety. Additionally, the authors report an increase in HR associated with anxiety situations \[37\]. Roild et al. analyzed the responses of drivers’ regarding the emotions that they experienced through a short survey \[38\]. In their study, the authors asked participants to rate their daily emotions in driving through an online questionnaire. Authors found out that drivers’ anger, anxiety, and positive emotions were strongly related to situational factors \[38\]. Their results also point out that higher task demands are correlated with higher negative emotions \[38\]. Later, a study by \[7\] monitored 33 drivers for a duration of 50 minutes through an on-road controlled study without an experimenter being present in the car. The authors also asked drivers to talk about their emotions as they faced them during the driving scenario. The authors analyzed 531 self-reports of drivers’ voice recordings and provided four main categories of emotional triggers. The main categories included traffic & driving task, environment, HCI & navigation, and vehicle and equipment, which involved a few subcategories such as weather, other road users’ behavior, and road designs \[7\]. Another study performed by \[33\] found out that drivers’ HR was lower in highways versus cities, clear versus adverse weather, and being with a passenger versus being alone.

Another study by \[8\] performed a similar analysis by monitoring 34 drivers’ emotions with a focus on spatiotemporal triggers of emotions within an urban environment and found out that the main hotspot of emotional triggers are intersections. Additionally, they found out that environmental attributes such as other road users’ behaviors and traffic lights had a higher fraction of negative emotions as compared to positive emotions within the self-reported stress. In their study, the authors point out that within the urban environment, highways are associated with the least stress level. While most of these studies were centered on self-reports, another study performed by \[16\] found out that different characteristics of the road environment might be associated with increases in drivers’ HR. In their study, the authors found out that being followed by a vehicle, following a lead vehicle too closely, arriving at an intersection, and performing secondary tasks might be associated with abrupt increases in drivers’ HR, possibly showing stress and negative emotions. Another study performed by \[39\] analyzed drivers’ psychophysiological measures (HR and gaze entropy) through a naturalistic study. In their study authors found out that drivers’ had higher fraction of normal HR patterns as well as lower gaze entropy pattern within highway driving. Additionally, they found out that a more conservative driving style with close to zero acceleration was accompanied by lower fraction of abnormal HR and gaze entropy patterns. Lastly, a study by \[11\] attempted to predict self-reports of stress by solely relying on the snapshots of the visual scene. Based on using a convolutional neural network, the authors were able to predict the self-report associated with each visual scene in their database with an accuracy of 72 %. Authors also pointed out that certain objects in the visual scene are correlated with higher subjective stress levels, such as traffic signals, bigger vehicles, and the presence of riders. Lastly, it should also be noted that previous studies in this area were mostly conducted through on-road controlled studies as well as using a driving simulator.

Previous studies identify two major points regarding drivers’ stress level and emotions. First, drivers’ stress level and emotions are affected by the driving environment such as certain objects in the visual scene (e.g., presence of other road users, especially vulnerable road users, intersections and traffic lights), as well as lead vehicles and other traffic signs. Secondly, studies show that higher stress level in general is also correlated with increases in HR. Based on the previous literature we hypothesize the following:

The hypotheses for this paper are as follows:

1) The attributes of changes in drivers’ HR, valence, and facial engagement are significantly different across different environmental events including facing bigger vehicles, passing by intersections, presence of pedestrians, cyclists, and traffic signs.

2) Decrease in the car-following distance is correlated with higher levels of stress, which in turn is accompanied by increase in drivers’ HR.

### III. METHODOLOGY

This section is divided into multiple subsections describing the dataset (section \[III-A\]), and the detection of environmental perturbation (section \[III-B\]), changes in drivers’ HR (section \[III-C\]), drivers’ facial emotions (section \[III-D\]), and the distance to the lead vehicle (section \[III-E\]). In these sections we further expand on how different factors are analyzed.

#### A. Dataset

The dataset for this study is provided by HARMONY, a human-centered multimodal study in the wild \[16\]. This dataset includes driving as well as human sensing data from 22 participants. The dataset is collected in a naturalistic fashion where each participant is provided with a camera and a smartwatch. The participants were asked to drive as they normally would in their daily lives. The camera recorded both in-cabin and outdoor environmental conditions. Additionally, the smartwatch collected the driver’s HR, and acceleration, location, and environmental features such as noise and light level in-cabin. To this end, we collected and analyzed the data...
from 15 participants. A sample of the data is available online at \[40\]. Figure \[1\] - A and B shows a sample of the data from both in-cabin and on-road situation points of view.

### B. Perturbation Detection

In order to simplify the process of detection and analysis, this section is mainly focused on seven major environmental perturbations that were previously mentioned in driving research as stress-associated objects on the road \[7\], \[8\], \[1\]. These categories include the presence of speed limit signs, stop signs, intersections (i.e., traffic signals), big vehicles such as trucks and buses, riders such as bicycles and motorcycles, and pedestrians. Note that any other category can also be added to the analysis hereafter. However, we only focus on a set of perturbations that were already shown to affect subjective stress levels.

1) Detection of Truck, Bus, Motorcycle, Bicycle, Traffic Sign, and Pedestrian: In order to detect truck, bus, motorcycle, bicycle, traffic signal, and pedestrian, we used an off-the-shelf computer vision algorithm namely MASK RCNN. In this section, we used a pretrained model of the MASK RCNN algorithm \[21\] that was trained on the Common Objects in Context (COCO) dataset \[22\]. A sample of the detection can be seen on figure \[1\] - B.

2) Detection of Stop Signs and Speed Limit: In order to detect stop and speed limit signs within the pool of collected videos, we take advantage of the recent Computer Vision (CV) applications in sign detection. Current state-of-the-art CV algorithms (e.g., MASK R-CNN \[41\]) that are trained on large datasets (e.g., COCO \[22\]) are capable of detecting stop signs. However, contrary to the test set provided by these algorithms, once applying them to our real-world videos collected in HARMONY, they often detect any sort of traffic sign as a stop sign, which increases the false positive rate. Additionally, if a stop sign is not facing the driver, it will still be detected, which is not applicable to our case as we are interested in stop signs that might be associated with a change in a driver’s state.

To overcome these issues, we retrained an object detection model on a stop and speed limit sign dataset, which was created by merging three external sign datasets. The model and code for this section are available through our GitHub \[42\]. We use transfer learning to retrain a model for detecting stop signs. In this regard, we take advantage of the YOLO V5 model, which is a recent modification of a deep learning object detection architecture, namely YOLO \[43\].

a) YOLO V5: This model reimagines object detection as a regression problem and is inspired by the human visual system. YOLO is based on simultaneously predicting bounding boxes and the probability of each label associated with them. In this regard, YOLO can see the whole image at once and predict for the whole image rather than each individual bounding box, which results in less number of false positives \[43\]. YOLO architecture has 24 convolutional layers followed by two fully connected layers, as shown in detail in \[43\]. YOLO initially was suffering from different limitations, such as struggling with small objects in the visual scene. Different modifications were then added to the base YOLO, which resulted in YOLO versions 2 to 5. For this work, we focus on the most recent version of YOLO, which is YOLO V5 introduced by \[44\], \[45\].

b) Sign Detection Datasets: For this paper, we first trained YOLO V5 on a dataset of stop and speed limit signs. As mentioned previously, the dataset was created by merging three datasets of Laboratory for Intelligent and Safe Automobiles (LISA) \[46\], Common Objects in Context (COCO) \[22\], and the dataset provided in \[47\]. While both the LISA and Balali et al Sign datasets are only focused on traffic signs (e.g., stop, warning, and yield signs), the COCO dataset includes many road objects such as trucks, sedans, motorcycles, bicycles, and traffic signals. From combining the three datasets, 8,042 images were used as training which comprised 4,154 images of stop and speed limit signs. Within the stop sign and speed limit pool of images, 2,420 images were from the LISA dataset (1,291 stop signs and 1,129 speed limits), and 1,734 stop signs from the COCO dataset. Additionally, the training set included a total number of 3,888 negatives (none of the stop or speed limit signs) images, which comprised 250 negative images from the Balali et al. sign dataset, as well as 2,638 negative images from the COCO dataset. Lastly, 721 images were used as a test set, in which 652 images were from the LISA dataset and 69 images were from the COCO dataset (Table \[1\]).

Utilizing YOLO V5 model, we trained the base model for 200 epochs with the default hyper-parameters. Figure \[2\] shows the mean average precision at 0.5 (mAP@0.5) for the stop sign and speed limit dataset.

c) Optical Character Recognition (OCR): In order to further enhance the accuracy and to differentiate between speed limit signs, we integrated an Optical Character Recognition (OCR) \[48\] to detect signs that only have a specific text written on them. Using this method, we separate the signs that are not showing “STOP” or a number such as “25” on them. OCR is referred to the transforming of images into printed text. In order to apply OCR, we have tested the PyTesseract \[49\], and EasyOCR \[50\] packages. Our initial testing on the two packages showed that EasyOCR is slower but much more accurate in the images retrieved from real videos collected through HARMONY \[16\]. Thus we continue with the EasyOCR package. Every detection of the speed limit or stop sign is fed into the EasyOCR package. In the case of not detecting any character, it will be automatically removed from the detection. In the case of detecting “Speed Limit”, we will then also find the number showing the limit.

---

**TABLE I**

A SUMMARY OF THE DATASET USED FOR STOP AND SPEED LIMIT SIGN DETECTION

|                     | LISA | COCO | Balali et al. |
|---------------------|------|------|--------------|
| Stop/Speed Limit    | 2,420| 1,734|              |
| Negative            | 2,638| -    | 250          |
C. Detecting Abrupt Increases in Drivers’ HR

In order to detect the abrupt increases in drivers’ HR, which, as mentioned previously, is correlated with increases in drivers’ stress level, we take advantage of a change point detector. Due to motion artifacts introduced through different movements of drivers’ hands, momentarily peaks can exist in the HR data, which is not of interest to our analysis. We are rather interested in detecting a change in the underlying distribution of the HR data. For this matter, we take advantage of a Bayesian Change Point (BCP) detector. BCP allows for easy quantification of uncertainty and integration of priors. Other studies have also mentioned the utility of BCP in detecting changes in data from different fields such as health [51], transportation engineering [16, 52, 53], and behavioral science [54, 55]. We leverage Barry and Hartigan’s [23] Bayesian change point model for this analysis. This model generally assumes different blocks of HR data within the time series of HR in a way that within each block, the mean is constant. The model then calculates the probability of entering a new block as a change point probability. In order to perform BCP on the HR data, we use the \textit{bcp} package written in R programming language [56]. The BCP is applied to each participant’s HR data, and the probability of change at each point is extracted.

After detecting both change points in HR and the presence of certain road objects, we use a window of 10 seconds around each change point in HR to search for the presence of each road object based on the computer vision detection. In the case of the presence of certain road objects, we will search in the next 10 seconds after the detection of the change point for the maximum HR value. Using the HR max values,
we define the reaction to the road object as the difference between the HR at the moment of change point and the HR max value. We use Linear Mixed Effect (LME) models to understand the variation in drivers’ HR responses around each environmental attribute. LME models are similar to a simple linear regression with taking into account of the variability across participants in their responses as random factors while accounting for the effect of fixed factors (each perturbation). In the case of facing a count type dependent variable (e.g., number of change points), we use a generalized linear model with a negative binomial process distribution. The analysis above is performed through the LME4 package written in R programming language.

D. Detection of Drivers’ Facial Emotions

In order to detect drivers’ facial emotions, we leverage the Affectiva module on the iMotion software. Previous research has shown the utility of this software in detecting facial expressions and their positivity/negativity level, as well as detecting basic emotions and specific facial muscles. For this paper, we focus on two measures of “engagement” and “valence”. Engagement refers to the level of showing any signs of emotion in the face with a value of 0 (no emotion) to 100 (highest showing of emotion), and valence is a measure of positive or negativity of emotion with a value between -100 (most negative) to +100 (most positive). After performing the analysis with Affectiva, all the frames that did not have any detection were removed from the database. This can be due to the angle of the camera as well as lighting issues, which did not account for a significant portion of the data.

E. Pixelwise Distance to the Lead Vehicle

In order to calculate the pixel-wise distance to the lead vehicle, we have used a combination of lane detection and object detection algorithms. For this task, we used a version of the YOLO algorithm titled, YOLOP: You Only Look Once for Panoptic Driving Perception. We applied YOLOP on the outside videos and retrieved lanes, vehicles, and driveable areas. We initially used both lanes and cars, but upon finding YOLOP’s car detection to be inaccurate on cars directly in front or with external bounding boxes from MASK RCNN. Using YOLOP we detect the lane a detected car is located in. The modified program assigns lane numbers to every car detection. Lane 0 represents a car directly in front in the same lane, a negative lane number represents cars to the left, and positive lane numbers represent cars to the right. YOLOP’s lane detection creates a pixel mask representing lanes. From the pixel mask, a center is marked, and the amount and location of lanes on either side of the center are found. Then on each car detection, the lane number is assigned to the detection according to the car’s relative position to the lane detections. Additionally, a line is drawn from the bottom center of the mask to the center of each car, and the number of times this line intersects a lane is counted. Zero intersections mean the car is in the line directly adjacent to the current lane (figure 3 - A).

After detection is performed, post-processing is applied to remove outliers and fill in detection in gaps, as car and lane detection will not always provide accurate results, especially when they examine one frame at a time (figure 3 - B). Post-processing also ensures only a single car can have lane number 0 (in front), as only a single car will be visible in front and in the same lane. In some cases, lane detection will not detect lanes at all, and declare all cars visible as the car in front. Post-processing will correct this by assigning the car closest to the center and with the largest bounding box as the car in front while assigning other cars to the side lanes (figure 3 - C).

IV. Results

A. Relationship Between Road Objects and Drivers’ HR and Facial Expressions

Figure 4 shows the distribution of the percentage of increase in drivers’ HR after each detected change point. We have also marked the location of the mean, as well as one standard deviation, two standard deviations, and three standard deviations by red, black, blue, and purple lines, respectively. Using the values in figure 4, we define different levels of stress to be low, medium, and high based on the level of increase in HR. More specifically, between μ and μ+σ represents “low stress”, between μ+σ and μ+2*σ represents “medium stress”, and between μ+2*σ and μ+3*σ or more represents “high stress” level.

Additionally, note that due to the imbalanced nature of the dataset (e.g., unequal number of instances with trucks versus pedestrians), we have performed oversampling based on Synthetic Minority Oversampling Technique (SMOTE) to generate new samples for the minority classes. SMOTE generates new data points from convex combinations of nearest neighbors. This will help us better compare the different categories. Additionally, we have grouped different categories of environmental perturbations for a better illustration. The “rider” group contains cyclists and motorcycle riders, and the “bigger vehicle” contains trucks and buses.

Figure 5 shows the average level of increase in HR for each road object category. The category of the bigger vehicle has the highest amount of increase which includes trucks and buses. This is then followed by pedestrians, traffic signals (an indicator of intersections), traffic signs, and riders. In order to better understand the differences across these groups, we run a Kruskal Wallis test over the different categories of road stress inducing objects that were associated with HR increase. A Kruskal Wallis test is a non-parametric test that assesses the differences across independent samples. This test shows that the categories of stress-inducing objects are significantly different from each other, with a degree of freedom of 4, a chi-squared value of 34.14, and a p-value of 6.97e-7. We then ran a set of pairwise t-tests that were corrected using the Holm method. This is performed due to the fact that multiple comparisons are being made simultaneously. The results of the t-tests are shown in Table II. As can be
The methodology to calculate the pixelwise distance from the lead vehicle. (A) detection the lead vehicle using a combination of lane tracking and object detection. Enhancing the high number of false positives in detection as the lead vehicle (B) through post-processing (C).

Fig. 3. The methodology to calculate the pixelwise distance from the lead vehicle. (A) detection the lead vehicle using a combination of lane tracking and object detection. Enhancing the high number of false positives in detection as the lead vehicle (B) through post-processing (C).

Fig. 4. The distribution of increase in HR at location of change point in percentage for different participants. Note that the red vertical line show the mean, the black dashed line shows the mean + standard deviation, the blue dashed line shows the mean + two * standard deviation, and the purple dashed line shows the mean plus three * standard deviation.

seen, most of the comparisons produce significant results other than the comparison between bigger vehicles and pedestrians categories.

Fig. 5. The average increase in HR at each change point location associated with each road object category.

Figure 6 shows the fraction of the presence of each road object within each stress category. On average, within each stressing object category, the fraction of the presence of each stress level varies, with the category of riders having the lowest fraction of high-stress category and bus and truck (bigger vehicles) having the highest. Although the rider category has the least high-stress level, it leads the medium stress level category. In other words, the presence of a rider is most likely to increase the HR only as much as two standard deviations away from an average increase in HR. Additionally, note that almost 30% of all the increases in HR associated with trucks move at least two standard deviations away from the average increase.

Our data shows that there exists differences across participants’ HR increase when facing different perturbations. We observe that within different categories of stress-inducing objects, participants objective HR measures are different from each other. For example, participant #14 has the least increase.
in HR due to bigger vehicles, while participant #19 has the highest level.

For valence and engagement, we have followed a similar analysis procedure as HR. We have first assigned categories to valence and engagement based on the mean and standard deviation of valence and engagement. Valence is categorized as negative, neutral, and positive, where the range between $\mu \pm \sigma$ is considered neutral. This is mostly due to the fact that valence values are often close to zero (showing no emotion). For engagement, we considered two categories of neutral and non-neutral engagement. All the values more than $\mu + \sigma$ are considered as non-neutral facial engagement.

Figure 8 shows the presence of each stress inducing object category within each engagement level category. Note that similar to HR increases, bigger vehicles have the highest amount of high engagement, and rider is among the lowest categories. It is interesting that the proportion of having high facial engagement is more than 0.5 for the bigger vehicle category, which implies that when facing bigger vehicles, drivers are more likely to show some level of facial expression, while this value is the lowest for the traffic signal category. In other words, detecting responses to traffic signal might be more feasible by using HR rather than facial expressions.

B. A Detailed Analysis of HR in the Vicinity of Traffic Signs

In addition to the generic traffic sign detection, we have analyzed drivers’ HR in the vicinity of stop signs and speed limit signs from the pool of detected traffic signs. These two traffic signs are categorized as regulatory signs, which might have a different effect on the driver as compared to the other signs. In this section, we are mostly interested in knowing the physiological pattern of drivers around these two traffic signs. In order to find clusters in drivers’ physiological metrics, we perform k-means clustering on the HR signal around these two regulatory signs.

It is important to note that changes in human HR and, in general physiology can happen at different time scales with respect to the detection of certain road objects. For example, we don’t exactly know when (e.g., how many seconds prior or after presence or detection of an object) a person might perceive a road object and react. Thus in order to compare the time series and further cluster them, we need to first bring different instances of the stop and speed limit sign occurrences into the same time frame using Dynamic Time Warping (DTW).

DTW is a technique for finding an optimal warping function to transform a time series to another one that might have differences in speed of happening in time [72], [73]. For example, imagine the HR of participants when reaching a stop sign. Different participants might reach and pass through a stop sign with different duration, thus producing time series with different durations for the same event. By applying DTW, we create time series of approaching stop signs or speed limit signs with similar durations. We perform DTW using the tslearn package programmed in Python [74].

After performing DTW on the time series of HR in the vicinity of stop and speed limit signs, we performed k-means clustering to find different instances of the stop and speed limit sign occurrences within each valence level category. Similar to both engagement and HR changes, bigger vehicles are among the categories with the highest level of negative valence. Similar to facial engagement, the traffic signal is mostly followed by a neutral facial expression which might indicate that this modality may not be suitable for detecting reactions to the traffic signals.
clustering. K-means clustering is an unsupervised approach to finding clusters within the data [75]. This algorithm which lies under the partition-based clustering methods, performs based on assigning each point to a randomly initialized set of partitions based on their similarity. This procedure is performed until convergence.

In order to define the number of clusters needed, we use the silhouette score [76]. This score shows the quality of clustering by measuring how close points from different clusters are to each other [76]. Silhouette score is a value between -1 and 1, which 1 indicates the most separation between clusters. We assess the Silhouette score for the different number of clusters and choose the number of clusters that produce the highest score, which in both cases of being close to a stop sign or speed limit sign, two clusters have been chosen.

![Image of Silhouette score graph]

**Fig. 10.** The Silhouette score for different number clusters for k-means clustering of drivers’ HR in the vicinity of speed limit signs and stop signs. The optimum cluster number is 2

Based on the two clusters detected as the optimal number of clusters, we apply the k-means clustering. Figure 11 shows the two clusters detected. Note that x-axis in the middle is the time of reaching a speed limit sign based on computer vision detection (Time = 7.5). While the two patterns around the speed limit signs are very different from each other at the first look, they have certain characteristics. Cluster 1 is related to the cases that the HR is at its normal value prior to reaching the speed limit sign. Note the abrupt increase in HR in the vicinity of the sign. This cluster happens more frequently compared to the other cluster. Cluster 2 is related to the cases where the HR is already higher than drivers’ normal (baseline) prior to arriving at the speed limit sign. It is interesting that even in this case, a small increase is observed at the location of speed limit sign detection (time = 7.5).

The patterns in the vicinity of stop signs have a similar trend to the speed limit signs with some interesting differences (Figure 12). First, in cluster 1, the increase in HR happens a few seconds after the detection of stop signs, which can mean a time difference between the effect of these two signs on human physiology. Second, the stop sign trend in cluster 2 has a downward trend after time = 12.5 (see Figure 12, time > 12.5), whereas this is not the case for cluster 1 in speed limit (Figure 11, time > 12.5). This might indicate that the speed limit sign has a more prolonging effect than the stop sign on human physiology.

**C. Relationship Between Distance to the Lead Vehicle and HR**

Figure 13 shows the number of abrupt increases in drivers’ HR versus the average distance to the lead vehicle. Visual inspection of the figure suggests that a negative relationship exists between the average distance to the lead vehicle and the count of abrupt increases in drivers’ HR. We test this relationship by using a Generalized Linear Mixed-effect Model (GLMM) with a negative binomial process, in which the independent variable is the average distance to the lead vehicle and the dependent variable is the count of the number of abrupt increases in HR. This model considers the random effect of different participants’ baselines with separate intercepts for each participant. We chose this model specifically by comparing it with a generalized model with no random effect. We chose the aforementioned model based on the Akaike’s information criterion (AIC) model comparison [77]. As shown on Table III, the GLMM model has lowest AIC value.

**Table III**

| Model Name                | AIC     | BIC     | Loglikelihood | Chi sq | Df   | Pr    |
|---------------------------|---------|---------|---------------|--------|------|-------|
| Generalized Linear Model  | 6256.8  | 6273.3  | -3125.4       |        |      |       |
| GLMM with random intercept| 6246.4  | 6268.4  | -3119.2       | 12.397 | 1    | 0.00043 |

Table IV shows the result of the chosen GLMM model for the mean distance to lead vehicle data. The results show that participants’ HR had a higher number of abrupt changes as the mean distance to the lead vehicle decreased.

Figure 14 shows the number of abrupt increases in drivers’ HR versus the standard deviation of distance to the lead vehicle. Visual inspection of the figure suggests that a positive relationship exists between the standard deviation in the
Fig. 13. The change in the average distance to the lead vehicle versus the number of abrupt increases in drivers’ heart rate. The markers show the datapoints for each participant, and the line plot is the overall trendline.

\[ \text{TABLE IV} \]

The Result of Applying the GLMM Model With Random Slope on the Standard Deviation of Distance to Lead Vehicle Versus Abrupt Increases in Drivers’ HR. P-values Estimated Via T-tests Using the Satterthwaite Approximations to Degrees of Freedom. The Significant Predictors at 0.05 Level Are Underlined in the Pr Column.

| Effect       | Estimate | Std. Error | t-value | Pr(>|t|) | CI 2.5% | CI 97.5% |
|--------------|----------|------------|---------|---------|---------|----------|
| Intercept    | 0.38707  | 0.06511    | 5.945   | 2.7e-9  | 0.23752 | 0.51606  |
| Distance     | 0.07928  | 0.03572    | 2.220   | 0.0264  | 0.01033 | 0.15049  |

The change in the standard deviation of distance to the lead vehicle versus the number of abrupt increases in drivers’ heart rate. The markers show the datapoints for each participant, and the line plots are the best fitted line for each participant’s data.

\[ \text{TABLE VI} \]

The Result of Applying the GLMM Model With Random Slope on the Standard Deviation of Distance to Lead Vehicle Versus Abrupt Increases in Drivers’ HR. P-values Estimated Via T-tests Using the Satterthwaite Approximations to Degrees of Freedom. The Significant Predictors at 0.05 Level Are Underlined in the Pr Column.

\[ \text{TABLE VII} \]

The Result of the Linear Mixed Effect Model on the Changes in HR at Different Speed in City and Environment. P-values Estimated Via T-tests Using the Satterthwaite Approximations to Degrees of Freedom.

| Effect       | Estimate | Std. Error | df   | t-value | Pr    |
|--------------|----------|------------|------|---------|-------|
| Intercept    | 1.042    | 1.736c-3   | 1041 | 1.041e+00 | 600.886 | 0.000825 |
| Speed        | -2.839e-05 | 4.688e-06 | 1.030e+04 | -6.056 | 1.44e-09 |

D. Relationship between Drivers’ Speed and HR and Facial Expressions

Lastly, we analyze the relationship between the drivers’ speed and the rate of increase in HR as well as changes in facial expressions. Figure [15] shows the change in HR in the vicinity of change points in HR for two different environments of the city versus highway. While both environments show a declining trend with respect to the relationship between HR and speed (as speed increases, the rate of increase in HR decreases), a higher slope is observed for the highway environment. In this section, we treated the environment type as a random factor and assessed the relationship with a mixed effect model. Table [VII] shows the result of the mixed effect model. Also, note that we chose this model as it had a lower AIC value compared to a simple linear regression (-256158 versus -256140).

Figure [16] shows the probability of change in HR at different speeds of the vehicle. As it is shown, higher speeds are...
accompanied by higher probabilities of abrupt changes in drivers’ HR towards higher values. We tested this relationship using a linear regression model, and the results are shown in Table VIII.

Figure 17 shows the relationship between drivers’ facial expressions and speed. On average, drivers are less likely to show a specific movement in their facial muscles as they travel at a higher speed. The result of testing this relationship with linear regression is also shown in Table IX.

Figure 18 shows the relationship between drivers’ valence at varying levels of speed. As shown, drivers’ valence has a more positive value at higher speeds. In other words, drivers show more positive facial expressions when they drive at higher speeds on highways. This result is also tested by using a linear regression model as shown in Table X.

V. DISCUSSION

In this study, we undertook an exploratory approach to the relationship between drivers’ HR, facial expressions, and driving context, such as the presence of certain road objects and distance to lead vehicles. As a summary, our results suggest significant relationships between changes in drivers’ psychophysiological measures in the vicinity of the aforementioned road object categories. Our results, while collected objectively, are in line with previous studies that were performed through controlled experiments and by using subjective measures such as self-reports.

Previous research showed that certain road object categories were accompanied by very high subjective stress levels. For
instance, [1] showed that riders and big vehicles were accompanied by a high fraction of high stress levels. Additionally, studies such as [8] note that intersections are accompanied by very high subjective negative emotions. While focusing on drivers’ HR instead of subjective measures, our results show similar patterns. Based on the changes in drivers’ HR in the vicinity of such road objects, bigger vehicles and pedestrians are among the highest increase in HR, followed by traffic signals, traffic signs, and riders. Moreover, changes in human HR in the vicinity of these objects might fall into different categories of increases in HR. For example, trucks and, in general, bigger vehicles are associated with a higher proportion of the increase in HR with more than two standard deviations away from the mean (high stress), whereas riders are often associated with a medium increase in HR (not more than two standard deviation increase in HR on figure 6). These results have strong implication for designing human-centered autonomous systems that may need to reason and decide for choosing routes (e.g., a route with a higher number of trucks such as highways versus a route with higher riders), as well as following or passing a road object (e.g., bicycle versus truck).

Additionally, we observe similar patterns within the engagement and valence of the drivers, where trucks and buses are among the top categories when comparing the negative emotion proportions, which is followed by traffic signs, pedestrians, riders, and traffic signals. While for some categories of road objects, the result of HR and facial expressions confirm each other (e.g., a high fraction of high-stress HR and negative valence for bigger vehicles), this is not necessarily the case for some of the other categories. For example, while traffic signals and, in general, intersections were previously shown to be associated with higher stress levels, and we observe a higher fraction of HR increases beyond two standard deviations from the mean; they exhibit the lowest fraction of high facial engagement as well as the lowest proportion of negative valence as shown on figures [3]. Results as such might indicate that not always participants show facial expressions when they experience increases in HR. This implies the importance of multi-modal sensing for human emotion and stress detection.

Analysis of patterns in drivers’ HR in the vicinity of traffic signs shows that even within signs, there can be similarities and differences in how drivers react objectively to each sign. For instance, we observe that within each of the two traffic signs, two patterns can be detected where in both of them, drivers’ HR has an abrupt increase in the vicinity of them. Additionally, we observe that even similar clusters, when comparing stop signs and speed limit signs, might have a different prolonging effect on drivers’ physiology. Similar analysis should be performed for other road objects to better understand the pattern in HR in the vicinity of these objects (e.g., the difference between different types of trucks).

Our results show that a shorter distance to the lead vehicle is associated with a higher number of abrupt increases in drivers’ HR. Additionally, we showed that a higher standard deviation of the distance with the lead vehicle is associated with higher levels of abrupt increases in HR. Previous research showed a positive correlation between increases in HR and stress levels. Taken the above together, our results indicate that being closer to the lead vehicle as well as changing the distance to abrupt values away from the mean may be accompanied by higher stress levels and unhealthy states for the driver. These results are in line with recent studies showing that within a driving simulator, shorter time headways are associated with higher workloads, which might affect drivers’ safety [78]. The fact that not only the average distance but also the standard deviation of distance has an impact on drivers’ HR highlights the importance of connected vehicles where the distance can be calibrated and kept constant based on different user profiles.

We also observed that different participants might be affected differently by each of the road objects as well as different distances to the lead vehicle. For example, we observe the difference between participants #12 and #17 on how they respond to bigger vehicles based on their HR (figure 7). This has implications for designing personalized systems that can respond to each individual based on their specific profile in each specific context. In other words, our results indicate the importance of avoiding one-size-fits-all models and developing personalized models. The current scheme of designing in-cabin systems often ignores the individual differences across people. Our results warrant more human-centered considerations with an individual profile approach for designing in-cabin systems that can understand how each user might be affected by environmental attributes.

Our research show that higher speed, especially in highway environments, is correlated with lower levels of increase in drivers’ HR. Previous research provided evidence on the fact that highways might be associated with lower levels of subjective stress levels [3]. This might indicate that reason behind perceiving highways as a less stressful environment might lie in the fact that drivers are often allowed to drive faster in the highway environment. Note that the negative correlation between speed and stress level (as measured by an increase in HR) is not as strong in the city environment. This might indicate that although in the city environment, higher speed might contribute to lowering the stress level, the presence of other stress inducing objects (e.g., traffic lights, pedestrians, riders, stop signs, etc.) might compensate for the increase in speed. Additionally, similar results were found in the recent work of [79] where higher speed was more correlated with lower standard deviation in HR. Moreover, we showed that higher speeds are correlated with a higher probability of change in HR. In other words, at a higher speed, there is a higher chance that drivers’ HR faces an abrupt increase. Taken the two together, we can conclude that at a higher speed, the probability of change is higher, but such a change only has a minor effect on the HR.

The importance of different road objects and driving context as a whole is highlighted in keeping a less stressful driving experience. In the context of future vehicles, our results have implications for designing autonomous vehicles that can take actions and decisions that are a better fit for a passenger. For instance, in the case of keeping the optimal distance to the lead vehicle, drivers’ HR can be used as an indicator for stress level detection at different distances. In the context of routing, our results have implications for designing human-centered routing systems that can provide options based on users’ predicted
feelings within each route with respect to different objects and road characteristics that might be present within different roads [12].

VI. LIMITATIONS

This study has a number of limitations. First and foremost, the number of participants can be increased. Increasing the poll of participants not only helps with finding individual differences to a greater extent, but it also lays the ground to find differences across age groups, different genders, and also socioeconomic backgrounds in their reaction to each road environment attribute.

Additionally, we note that this work lies heavily on the off-the-shelf computer vision algorithms and models that were developed on certain datasets that may not necessarily represent the proper set of road stress inducing objects. For example, it can be the case that participants had different reactions to different types of trucks (e.g., trailers versus regular trucks). Part of the future work should focus on developing an object detection model that can extract such features from the massive amount of collected naturalistic videos.

While previous studies have used automatic facial expression recognition software, it is not a general consensus that such software applications can truly and accurately extract all the facial expressions. This is especially more experienced with pre-recorded in-the-wild videos where the angle of the camera, lighting, and other camera-related characteristics can change as the driving happens. Items as such can degrade the accuracy of the facial expression software and also affect the result. While we leveraged data cleaning methods to remove the unusable frames from the facial expression detection point of view, and manually inspected the results and ensured all of our videos were in daylight condition, future work should investigate the effect of such matters in greater detail.

In this research we used computer vision to detect the distance to the lead vehicle; however, it is intuitive that not always the pixel wise distance represents the true distance to the vehicle. For example, within different road curves, as well as uphill and downhill driving, the distance can be very different than the visual distance in the camera. Future work should integrate other sensing modalities and a higher level of computer vision integration to detect the distance to lead vehicles with higher accuracy.

Within different modalities, there can be a lag in how each modality responds to a stimulus. For instance, it can be the case that HR increase happens faster than changes in facial expressions. In one of our previous works, we have seen possible lags between different latent constructs (i.e., cognitive load and stress) [80]. While in this paper we analyzed the different modalities, we note that a limitation is to consider the possible lag between modalities for a more proper comparison. Additionally, the response to different environmental perturbations might also be different from a time scale point of view. It can be the case that there is a delay in response to the presence of a truck in comparison to a traffic signal. Part of the future work should be focused on understanding the lag in responding to each environmental perturbation between different sensing modalities.

VII. CONCLUSION

This research takes an exploratory approach to understand the effect of road environment objects on drivers’ psychophysiological metrics. In contrast to previous studies, this research aims to understand the reason behind changes in drivers’ emotions and feeling, which can later be used for interventional purposes. By analyzing naturalistic driving data from 15 participants within varying city and highway environments, we find that different road objects might be associated with different levels of increase in drivers’ HR as well as different proportions of negative facial emotions. Our results indicate that bigger vehicles are associated with the highest amount of increase in drivers’ HR as well as negative emotions. Additionally, we showed that shorter distances to the lead vehicle in naturalistic driving as well as the higher standard deviation in the distance might be associated with a higher number of abrupt increases in drivers’ HR, showing a possible increase in stress level. Lastly, our results indicate, on average, while driving at a higher speed, participants showed a higher levels of positive emotions, increase in their facial engagement, followed by a lower rate of increase in HR.

VIII. APPENDIX

A. Linear Mixed Effect (LME) Model

Based on the notation provided in [58], we can define a LME model as:

\[ y = X \beta + b_{ij} z + \epsilon_{ij} \]  

In the above equation, \( y \) is the outcome variable, \( X \) is the matrix of predictors which is the binary variable of each perturbation, \( \beta \) is the prediction coefficients (similar to a simple linear regression), \( b \) is the matrix of random effects which is based on the number of participants, and \( z \) is the coefficients for each random effect (each participant). Lastly, \( \epsilon \) is the model error term.

Also, the elements of the \( b \) and \( \epsilon \) matrices are defined as follows:

\[ b_{ij} \sim N(0, \psi_k^2), Cov(b_k, b_{k'}) \]  
\[ \epsilon_{ij} \sim N(0, \sigma^2 \lambda_{ij}), Cov(\epsilon_{ij}, \epsilon_{i'j'}) \]
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