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ABSTRACT

Ensemble forecast based on physics-informed models is one of the most widely used forecast algorithms for complex turbulent systems. A major difficulty in such a method is the model error that is ubiquitous in practice. Data-driven machine learning (ML) forecasts can reduce the model error but they often suffer from the partial and noisy observations. In this paper, a simple but effective Bayesian machine learning advanced forecast ensemble (BAMCAFE) method is developed, which combines an available imperfect physics-informed model with data assimilation (DA) to facilitate the ML ensemble forecast. In the BAMCAFE framework, a Bayesian ensemble DA is applied to create the training data of the ML model, which reduces the intrinsic error in the imperfect physics-informed model simulations and provides the training data of the unobserved variables. Then a generalized DA is employed for the initialization of the ML ensemble forecast. In addition to forecasting the optimal point-wise value, the BAMCAFE also provides an effective approach of quantifying the forecast uncertainty utilizing a non-Gaussian probability density function that characterizes the intermittency and extreme events. It is shown using a two-layer Lorenz 96 model that the BAMCAFE method can significantly improve the forecasting skill compared to the typical reduced-order imperfect models with bare truncation or stochastic parameterization for both the observed and unobserved large-scale variables. It is also shown via a nonlinear conceptual model that the BAMCAFE leads to a comparable non-Gaussian forecast uncertainty as the perfect model while the associated imperfect physics-informed model suffers from large forecast biases.

1 Introduction

Forecasting complex turbulent systems is an important task in many areas, particularly in geophysics, engineering, neuroscience, and climate science [51, 76, 83, 74]. These systems are often characterized by a large dimensional phase space with strong nonlinear interactions between different spatial and temporal scales, which transfer energy throughout the system. Intermittent instability, extreme events, non-Gaussian probability density functions (PDFs), and multiscale dynamics are typical characteristics in these systems [25, 59]. Because of such features, errors and uncertainties from various sources (e.g., initializations, parameters and approximations) may get amplified in the forecast stage, which leads to big challenges in effectively forecasting these complex systems. In addition to predicting the optimal point-wise value, an accurate quantification of the forecast uncertainty of these turbulent systems is an equally important issue.

Ensemble forecast based on physics-informed (or parametric) models is one of the most widely used forecast algorithms for predicting turbulent signals [63, 79, 47]. Starting from a given initial condition, multiple model simulations are conducted resulting in a forecast ensemble. However, developing effective ensemble forecast algorithms that enable a skillful forecast with an accurate uncertainty quantification is very challenging mainly for the following three reasons. First, only partial and noisy observations are available in many real-world situations [38, 43]. For example, temperature at the sea surface are more accessible than inside the deep ocean from satellite observations, and large-scale components of many geophysical systems are more observable than small-scale components. Such partial and noisy observations
often introduce large biases and uncertainties at the initialization stage, which significantly affect the accuracy of the ensemble forecast as time evolves. Second, due to the high dimensionality and the complexity of many turbulent systems, it is computationally expensive for even a single run of the forecast, prohibiting the forecast being repeated multiple times to create the ensemble. Third, one of the major and ubiquitous difficulties in applying the parametric model-based ensemble forecast is the model error [52, 2]. The presence of the model error is often due to a lack of the perfect understanding of nature and the inadequate resolution in the models because of the limited computing power, where model reduction techniques and parameterizations are often adopted when developing practical approximate models [64, 67, 70, 61, 60].

Purely data-driven approaches, such as machine learning (ML) or other non-parametric models have gained great interest in the past decades [69, 10, 13, 72, 73, 81, 65, 68, 5, 12]. Given a sufficiently large amount of accurate training data, ML models with well-designed architectures can extract key information from the high-dimensional complex systems, which allows them for effective forecasts [80, 10, 13, 72, 73]. It is also worthwhile to notice that once the model has been trained, the computational cost for executing these data-driven models is much cheaper (or even negligible) compared to the cost in a typical numerical solver for the parametric models [13]. Popular ML models include the long short-term memory (LSTM) networks [13, 50], the convolutional neural networks [45, 81], and the echo state networks [36, 65]. However, these ML models may suffer from the polluted, incomplete, and insufficient training data, which appear in many real applications resulting from the partial and noisy observations [69, 11, 26, 8]. Physics-informed ML models partially solve this issue by enforcing some key physics knowledge (e.g., conservation law) as constraints or including them into the model architecture design [68, 5, 12, 22].

Data assimilation (DA), which combines parametric models with observations, plays a vital role in assisting physics-based model forecast of turbulent systems [44, 30, 38]. The main benefits of DA are two-fold. First, DA recovers the states of the unobserved variables. Second, by incorporating the information from observations into the available imperfect model, the model error and the observational noise are simultaneously mitigated. Therefore, DA improves the initialization of both the observed and the unresolved state variables that facilitates the ensemble forecast. However, utilizing partial observations to correct the model error via DA only applies to the initialization stage of the standard physics-based model ensemble forecast; the model error continuously enters into the forecast ensembles as time evolves. On the other hand, DA can also be incorporated into the ML forecast, where promising results have been shown in various approaches [11, 77, 26, 8, 14]. In iterative methods, the ML model is treated as a surrogate model in DA [7, 82, 6]. However, the so-called cold start problem may arise in this type of approach that leads to the potential numerical instability. In addition, the algorithms may take a long time to converge. One remedy is to add a neural network (NN) as a residual to correct the imperfect knowledge-informed outcomes, which helps reduce the number of cycles as well [26, 8]. Note that some methods also attempt to predict the uncertainty by training an ML model on the error residual [73]. Other ML forecast approaches involving perturbing the initial conditions are also developed to mimic the traditional ensemble forecast approach. However, as was pointed in [11], the uncertainty obtained in these methods can be systematically lower than that in the physics-based numerical prediction models.

This paper develops a simple but effective Bayesian Machine Learning Advanced Forecast Ensemble (BAMCAFE) method. Assume that a partial and noisy observational time series and a physics-based but imperfect parametric model are available, as in many realistic situations. The BAMCAFE combines ML with DA to improve the predictions utilizing the standard ensemble forecast by running the imperfect parametric model forward. Different from many purely data-driven methods, the BAMCAFE takes advantage of the available imperfect parametric model to extract useful information that feeds into a ML model via DA. The BAMCAFE starts with a Bayesian ensemble DA that aims to reduce the observational noise and recover the time series of the unobserved variables, which often allow the resulting assimilated trajectories to more accurately represent the underlying dynamics of nature than the imperfect parametric model. Therefore, if these assimilated trajectories are used to build a new forecast model, then the associated forecast is expected to be improved. Since it is in general very challenging to write down a set of physics-informed parametric equations to describe the time evolution of these assimilated trajectories, ML models are used to characterize the underlying dynamics in the BAMCAFE framework. Next, in addition to forecasting the optimal point-wise value, the BAMCAFE is also designed to quantify the forecast uncertainty. The forecast uncertainty in the BAMCAFE is represented by a non-Gaussian PDF, which is computed via an inexpensive algorithm from a mixture distribution. Such a non-Gaussian distribution is particularly appropriate for characterizing the uncertainty in complex turbulent systems in the presence of intermittency and extreme events. Then in the forecast initialization stage of the BAMCAFE approach, a generalized ensemble DA is utilized, which provides an ensemble of time series that serve as the input of the ML model. Subsequently, the ML forecast is carried out for each ensemble member to obtain both the point-wise forecast value and the forecast uncertainty. Overall, the BAMCAFE is computationally efficient in both the training and forecasting stages. It collects the useful information from the partial and noisy observations as well as the imperfect physics-informed model to facilitate the ML ensemble forecast.
The rest of the paper is organized as follows. The BAMCAFE algorithm is developed in Section 2. Section 3 includes nonlinear and non-Gaussian test examples comparing the forecast skill of the BAMCAFE algorithm and the associated imperfect models. The paper is concluded in Section 4.

2 The Bayesian Machine Learning Advanced Forecast Ensemble (BAMCAFE) Framework

2.1 Overview

The ensemble forecast is a popular prediction approach for turbulent systems that employs a collection, known as the “ensemble”, of multiple individual forecasts from a parametric model. A skillful ensemble forecast requires an accurate representation of the underlying dynamics as well as a reliable forecast initialization. DA is used to generate a more accurate initialization by combining partial and noisy observations with the given imperfect model. However, the forecast error can grow up quickly as time evolves due to the model bias, which often results in an inaccurate quantification of the forecast uncertainty as well.

In the Bayesian Machine Learning Advanced Forecast Ensemble (BAMCAFE) framework, the intrinsic error in the imperfect physics-based forecast model is alleviated by training a ML model (e.g., a NN) based on a set of assimilated trajectories, which are obtained by applying a Bayesian sampling method (i.e., a Bayesian ensemble DA) to the imperfect physics-based model with the help from the available partial and noisy observational time series. Combining the information from both the imperfect model and the noisy observations, the assimilated trajectories achieve trajectory-wise improvement compared with the signals generated from the imperfect model in terms of both the dynamical and statistics features. Specifically, the BAMCAFE involves the following four steps:

1. Generating the ML training data using a Bayesian sampling approach.
2. Training a ML model (e.g., a NN) utilizing the training data from Step 1.
3. Employing a generalized DA for the initialization of the ML model.
4. Applying a ML ensemble forecast.

The generalized DA in Step 3 aims at recovering a short piece of time series before the initial time instant for forecast, serving as the initialization of the ML model. It plays a similar role as the traditional physics-based parametric model forecast, but the initialization is not just at a single time instant. Figure 1 includes a schematic illustration of the traditional physics-informed parametric model based ensemble forecast and the BAMCAFE approach. The details of each of the four steps in the BAMCAFE algorithm will be explained in the following subsections.

Figure 1: A schematic illustration of the traditional physics-informed parametric model based ensemble forecast and the BAMCAFE approach.

2.2 Generating the ML training data using a Bayesian sampling approach

The first step of the BAMCAFE algorithm is to generate a set of trajectories that will be used to train the ML model. This is achieved by exploiting a Bayesian sampling approach that takes into account the information from both the
given imperfect physics-based parametric model and the available partial and noisy observational time series. Denote by \( x_j \) the state variable and \( y_j \) the observational vector at time \( t_j \), where the dimension of \( y_j \) is often smaller than that of \( x_j \) due to the partial observations. The training data for the ML model is generated from the following conditional distribution,

\[
p(x_0, x_1, \ldots, x_N | y_1, y_2, \ldots, y_N), \quad 0 \leq j \leq N,
\]

where \( \{y_1, y_2, \ldots, y_N\} \) stands for all the available observations in a given time interval. For the rest of this paper, we define \( y_{i:j} = (y_i^\top, y_{i+1}^\top, \ldots, y_j^\top) \) for \( 0 \leq i \leq j \). In the Bayesian framework, the statistical information provided by the available imperfect parametric model is called the prior distribution while the conditional distribution (1) is named as the posterior distribution. Many existing Bayesian sampling algorithms can be applied to compute the posterior distribution (1) \([18, 37, 62, 1]\). In this work, the ensemble Kalman smoother (EnKS) \([24]\), which is one of the commonly used DA approaches, is adopted to sample from the posterior distribution. The technique details of sampling from the posterior distribution utilizing the EnKS are summarized in the Appendix. Denote by \( \{x_{0:N}^k, \ldots, x_{N:N}^k\} \) for \( k = 1, \ldots, K \) the resulting \( K \) ensemble members from the EnKS, each of which is a time series. The trajectories of these ensemble members will be used as the training data for the ML model. By using the Bayesian DA, the model error is mitigated in these posterior time series due to the extra information from observations. In addition, the training data are now also available for the unobserved variables, without which it is quite challenging to apply the ML models to predict the entire system.

It is important to note that despite the ensemble mean time series from the EnKS \( \{\mu_{0:N}, \ldots, \mu_{N:N}\} \) being a widely used surrogate for the true signal as in the standard reanalysis approaches, the ensemble mean time series is not always a suitable training data for the ML model because the fluctuation of the original turbulent dynamics is smoothed out in the ensemble mean time series. In other words, the dynamical and statistical features of the underlying dynamics are not fully reflected in the ensemble mean time series. Different from the smoother mean, each ensemble member \( \{x_{0:N}^k, \ldots, x_{N:N}^k\} \), referred as a sampled trajectory, is more appropriate for training the ML models. This is one of the fundamental differences between the training data in the BAMCAFE framework and the traditional reanalysis outcome that is often given by the ensemble mean time series. A comparison between the time series of the ensemble members and the smoother mean as well as the associated ML forecast results will be presented in Section 3.3.4.

It is also worthwhile to note that the EnKS is a more suitable method than the ensemble Kalman filter (EnKF), which takes into account only the information in the past, to create the ML training time series. The state estimation using the EnKF is often less accurate than that using the EnKS, especially in the presence of strong turbulence, intermittency and extreme events \([24, 13]\). Since the training procedure is offline, where the observational time series in a given interval \( y_{1:N} \) is in hand, it is natural to adopt the EnKS for creating the training data for the ML models.

### 2.3 Training a ML model

Given the sampled trajectories from Step 1, the second step of the BAMCAFE algorithm is to build a new model that captures the key features of these sampled trajectories. Since it is often quite difficult to develop a physics-based parametric model that perfectly captures the underlying dynamics of these sampled trajectories, it is natural to employ a ML model to characterize their time evolutions. For the convenience of discussion, a NN will be utilized as the training data for the ML model. By using the Bayesian DA, the model error is mitigated in these posterior time series due to the extra information from observations. It is worthwhile to note that numerous works have been shown that NNs can well approximate many complex dynamics \([19, 34, 75]\).

Denote by \( x_{0:N}^k \) the \( k \)-th member of the sampled trajectories from \( t_0 \) to \( t_N \), as a simpler notation for \( \{x_{0:N}^k, \ldots, x_{N:N}^k\} \). The entire sampled trajectory is further separated as the training and the validation periods, denoted by \( x_{0:N_0}^k \) and \( x_{N_0:N}^k \), respectively. The NN model is defined as \( g(x; \theta) \), where \( \theta \) is a set of trainable parameters in the network. The ML task is to predict the value that is \( l \) steps forward in time, which can be expressed as follows

\[
x_{n+l}^k = g(x_{0:N_0}^k; \theta), \quad N_0 \leq n \leq N_n - l,
\]

where \( l \) is the lead time or forecast horizon and \( N_0 \) is the length of the initial period of the NN. We aim to introduce the framework instead of sophisticated NN architectures, a one-layer LSTM model followed by a fully connected layer will be used in the numerical experiments of this work, the NN structure of which is shown in Figure 2. The LSTM here can be replaced by other non-parametric models such as convolutional neural networks depending on the applications. Note that the right-hand side of (2) is written in a general form, in which the recurrent neural network can take varying length sequences as the input. A simpler version of the general form (2) replaces \( x_{0:N_0}^k \) by \( x_{N_0:N}^k \) on the right-hand side, which is widely used in practice. The loss function used in the training phase is given as follows,

\[
J(\theta) = \frac{1}{K(N_n - l + 1 - N_0)} \sum_{k=1}^{K} \sum_{n=N_0}^{N_n-l} \|x_{n}^k(\theta) - x_{n}^k\|^2.
\]
The loss function (3) is the mean-squared error, which is a commonly used loss function in time series predictions. Again, other loss functions can be utilized in the BAMCAFE framework. Note that the error \( \hat{x}_{k}^{n}(\theta) - x_{k}^{n} \) evaluated on validation set is crucial in quantifying the uncertainty in the forecast stage, which will be discussed in Section 2.5.

![Figure 2: Structure of the one layer LSTM model used in this work. FC means a fully-connected layer.](image)

2.4 Employing a generalized DA for the initialization of the ML model

With the trained NN in hand, what remains is to apply the BAMCAFE for the ensemble forecast. The goal is to predict both the point-wise value and the associated uncertainty at the lead time \( l \), i.e., to predict \( x_{N+l} \) given an observational sequence \( y_{1:N} \).

Following (2), the predicted value for each ensemble member is given by

\[
\hat{x}_{k}^{N+l} = g(x_{k}^{N-L_{\text{init}}}; \theta^*),
\]

for \( k = 1, \ldots, K_{p} \), where \( K_{p} \) is the total number of the ensembles used in prediction that can be different from the number of the training trajectories \( K \). In (4), \( \theta^* \) is the value minimizing the loss function obtained from the Step 2 while \( L_{\text{init}} \) is the length of the initial period. Adopting a period of time series \( x_{N-L_{\text{init}}:N} \) as the input is necessary for the LSTM and other networks to take into account the memory effects of the dynamics that significantly facilitates the forecast, which is also consistent with the input data in (2).

Similar to the training data, only partial observations \( y_{1:N} \) are available for the state variable \( x_{1:N} \) at the forecast initialization stage. Therefore, an initialization procedure has to be applied to obtain \( x_{N-L_{\text{init}}:N} \) that is the prerequisite for implementing (3). This initialization can be regarded as a generalization of the traditional DA because 1) the initial condition \( x_{N-L_{\text{init}}:N} \) can be obtained via a Bayesian ensemble DA formula; and 2) the value at the end point \( x_{N}^{k} \) is exactly the initial values used in the traditional ensemble forecast. The main difference is that the initial condition in the traditional approaches is a group of point-wise samples at only the time instant \( t_{N} \) yet those in the BAMCAFE framework is a group of time series from \( t_{N-L_{\text{init}}} \) to \( t_{N} \). The generalized DA for the initialization of the NN is carried out utilizing the following Bayesian formula

\[
p(x_{N-L_{\text{init}}}, x_{N-L_{\text{init}}+1}, \ldots, x_{N} | y_{1}, y_{2}, \ldots, y_{N}), \quad 0 \leq j \leq N,
\]

where the prior information is still provided by the imperfect parametric model, as in (1). Again, the EnKS is applied in this work to sample the trajectories from the posterior distribution (5), serving as the initialization of the NN forecast model in (4). Note that the value of \( x_{N}^{k} \) from the EnKS is the same as that by applying the EnKF but those \( x_{N-L_{\text{init}}}, x_{N-L_{\text{init}}+1}, \ldots, x_{N-1}^{k} \) are statistically more accurate utilizing the EnKS.
2.5 Applying a ML ensemble forecast

Given the initialization from the generalized DA, it is ready to run (4) for the ensemble forecast.

The ensemble mean, which is the most widely used surrogate for the point-wise prediction value, is calculated as follows,

\[ \hat{x}_{N+l} = \frac{1}{K_p} \sum_{k=1}^{K_p} x_{N+l}^k, \tag{6} \]

where \( x_{N+l}^k \) is calculated from (4). Note that the mode or other statistical measures can also be used as the optimal point-wise prediction value depending on the quantity of interest of the applications.

In addition to the ensemble mean, predicting the uncertainty is also essential, especially for complex turbulent dynamics with intermittency and extreme events. Unlike many ML approaches that focus only on the optimal point-wise forecast value, the BAMCAFE also provides the quantification of the forecast uncertainty. The total forecast uncertainty contains two parts. The first part is the ensemble spread of the point-wise forecasts, namely the \( x_{N+l}^k \) with \( k = 1, \ldots, K_p \). The second and indispensable component is the intrinsic uncertainty associated with each ensemble member. The ensemble spread of the point-wise forecasts is the dominant source of the uncertainty at short lead times, where the spread comes from DA. As the lead time increases, the point-wise forecast becomes less accurate, the associated error of which contributes to the total uncertainty of the forecast. Because of this, the BAMCAFE exploits the validation error obtained in the ML training period as the measurement of the forecast uncertainty associated with each ensemble member. Such a simple criterion is a natural choice for quantifying the forecast uncertainty since it represents the residual part of the dynamics which cannot be well characterized and forecasted by the LSTM model. Some quantitative studies between the forecast uncertainty in the LSTM forecast based on the validation error and that in the ensemble forecast using the perfect parametric model will be illustrated in Section 2.4. Note that the validation error here can be replaced by the training error, assuming the NN is appropriate, i.e., without being overfitted or underfitted. Specifically, the forecast uncertainty associated with the BAMCAFE is represented by a non-Gaussian PDF. This non-Gaussian PDF is constructed by a mixture distribution, where each mixture component is another non-Gaussian distribution that is associated with one forecast ensemble member in (4). The \( k \)-th mixture component is given by adding the point-wise forecast value \( x_{N+l}^k \) to a non-Gaussian distribution \( \epsilon \),

\[ p(x_{N+l}^k) = x_{N+l}^k + \epsilon, \tag{7} \]

where \( \epsilon \) is the distribution of the validation error,

\[ \epsilon \sim \text{PDF of } (x_{N+l}^{k'} - g(x_{N+l}^{k'; \theta^*}), \text{ for } k' = 1, \ldots, K, \text{ } N_{tr} + 1 \leq n \leq N - l). \tag{8} \]

As a final remark, a connection can be built between using the parametric model and the BAMCAFE algorithm to characterize forecast uncertainty. In fact, the ensemble ML forecast algorithm of the BAMCAFE can be regarded as a surrogate of the ensemble forecast using physics-informed parametric models but using a different approach of computing the forecast uncertainty. To see such a connection, suppose that we have an ensemble of the forecast value at time \( t_{N+l} \). Consider the following mean-fluctuation decomposition of the forecast value for each ensemble with an index \( k \),

\[ \dot{x}_{N+l}^k = \ddot{x}_{N+l} + (\dot{x}_{N+l} - \ddot{x}_{N+l}), \tag{9} \]

where the first term on the right-hand side is the ensemble mean and the second term is the fluctuation. The uncertainty is essentially given by the statistics, namely the PDF, of the fluctuation part. In the traditional forecast using physics-informed chaotic models forward, the results of such an ensemble forecast can be directly used to form the forecast PDF. Nevertheless, in most of the ML forecasts, the ML model/mapping is deterministic and non-chaotic. The ML forecast output is typically a deterministic value provided by a certain averaging process (i.e., the optimal mapping) inside the complicated ML architecture. There is a residual from such an averaging process, which is characterized by the validation error. The validation error for each sample is essentially the second part on the right-hand side of (9). In other words, the validation error mimics the ensemble spread in the traditional ensemble forecast using physics-informed parametric models. If the training and testing data have the same features, then it is expected that the residual in the testing period should be similar to that in the validation period. Therefore, it is natural to use the validation error as a characterization of the uncertainty. Notably, a more accurate ML model in terms of representing the perfect model dynamics is expected to provide a closer result of the forecast uncertainty as the perfect model. This fact implies that the Bayesian DA is crucial in creating an improved data set for training the ML model.
3 Test Examples

This section will illustrate how the BAMCAFE improves ensemble forecast results by employing testing models that mimic many desirable features of complex turbulent systems in reality. In each test case, we demonstrate a perfect model with specific parameters that produces the true dynamics. The baseline is the ensemble forecasts using one or two commonly used imperfect parametric models. Based on 50 sampled trajectories, a NN model, as was shown in Figure 2, with a one-layer LSTM network followed by a fully connected layer is trained. The ‘Adam’ optimization algorithm and the mean-squared error loss function (3) are utilized to train different LSTM models for different lead times. The details of hyperparameters are included in Appendix C.

The two test experiments used below will emphasize different aspects of the BAMCAFE framework. In the first case, the goal is to illustrate that the BAMCAFE algorithm can improve the forecasting skill compared to the typical reduced-order imperfect models with either bare truncation or stochastic parameterization. In the second case, it is highlighted that the BAMCAFE facilitates the quantification of the forecast uncertainty in a strongly turbulent system with intermittency and extreme events.

3.1 General experiment setup

The true dynamics are integrated from the perfect model using the Euler-Maruyama scheme [27], with the integrated time step $\Delta t$ being 0.001 for both the perfect and imperfect models. The discrete observations are collected for every 0.05 time units.

The two criteria for quantifying the overall point-wise prediction skill are the root-mean-square error (RMSE) and the pattern correlation (Corr) between the prediction $\hat{x}$ and the true signal $x$. These criteria are defined as [35]:

\[
\text{Corr} = \frac{\sum_{i=1}^{I}(\hat{x}_i - \bar{\hat{x}})(x_i - \bar{x})}{\sqrt{\sum_{i=1}^{I}(\hat{x}_i - \bar{\hat{x}})^2 \sum_{i=1}^{I}(x_i - \bar{x})^2}},
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{I}(\hat{x}_i - x_i)^2}{I}},
\]

where $\bar{\hat{x}}$ and $\bar{x}$ are the averages of the scalar quantities $\hat{x}_i$ and $x_i$ over $i = 1, \ldots, I$, respectively. In general, if RMSE is below one standard deviation of the true signal and Corr is above the threshold value $\text{Corr} = 0.5$, then the prediction is said to be skillful.

On the other hand, the relative entropy (also known as the Kullback–Leibler divergence) is one of the most suitable measurements that quantifies the accuracy of the forecast uncertainty [40, 49, 85, 9]. It measures the statistical distance between the PDF $p(x)$ associated with the perfect model ensemble forecast and that $p(\hat{x})$ associated with either the imperfect parametric model ensemble forecast or that from the BAMCAFE at a given time instant. The relative entropy is defined as [42, 41, 21]:

\[
P(p(x), p(\hat{x})) = \int p(x) \log \left( \frac{p(x)}{p(\hat{x})} \right).
\]

The relative entropy is zero if the two PDFs equal with each other. The relative entropy increases monotonically as the difference between the two PDFs becomes large.

3.2 Improving the ensemble forecasts from the reduced-order models with bare truncation or stochastic parameterization

The first numerical test example is the two-layer Lorenz 96 model, which aims at showing that the BAMCAFE algorithm can improve the forecasting skill compared to the typical reduced order imperfect models with either bare truncation or stochastic parameterization [56, 32, 31, 55].

3.2.1 The perfect model

The two-layer Lorenz 96 (L96) model is a conceptual representation of geophysical turbulence that is widely used in numerical weather forecasting as a testbed for DA and parameterization [48, 46, 84, 3]. The model mimics a coarse discretization of atmospheric flow on a latitude circle, which exhibits complex wave-like and chaotic behavior. It illustrates the interactions between small-scale fluctuations and larger-scale motions schematically. The noisy version of the model reads
With these parameters, the spatiotemporal patterns are shown in Figure 3, together with the time series of the variables with chaotic/turbulent behavior, the associated forecast of which is often very difficult. Finally, additional stochastic with variables \(v_i\) where the parameter \(h\) controls the magnitude of external large-scale forcing, while \(b\) determines the amplitude of nonlinear interactions between the fast variables. As in the standard L96 model, we take \(I = 40\). There are \(J = 4\) small-scale variables associated with each \(u_i\). Thus, the total number of the state variables is 200. The constant forcing \(f = 4\) makes the system to be chaotic. The parameters \(h, c,\) and \(b\) are chosen in such a way that the small-scale variables have a comparatively significant impact on the large-scale ones. In other words, the perfect model only has a weak scale separation. The reason that we consider such a weak scale separation is that it better mimics the real atmosphere with chaotic/turbulent behavior, the associated forecast of which is often very difficult. Finally, additional stochastic noise is added to the system, representing the contribution of the variables that are not explicitly modeled. The noise also interacts with the deterministic part via nonlinear terms, introducing additional complexity that mimics nature. To summarize, the parameters used in the perfect model are as follows,

\[
I = 40, \quad J = 4, \quad h = 2, \quad c = 2, \quad b = 2, \quad f = 4, \quad \sigma_{u_i} = \sigma_u = 1, \quad \sigma_{v_{i,j}} = \sigma_v = 1.
\]

With these parameters, the spatiotemporal patterns are shown in Figure 3 together with the time series of the variables at a fixed location \(i = 1\), i.e., the large-scale variable \(u_1\) and the small-scale variables \(v_1, \ldots, v_{1,4}\), as well as the associated equilibrium PDFs and the autocorrelation functions (ACFs). The ACFs, which measure the memory of the system of each component, validate the weak scale separation adopted here. The average value of the ACF decay time, i.e., the decorrelation time, for large scales is 0.76.

### 3.2.2 The imperfect parametric models

Since the perfect knowledge of nature is never known or it is too complicated to be used in practice, approximate models with reduced dimensions or simpler structures are often utilized as the forecast models. Two imperfect (i.e., approximate) parametric models are introduced here, which are developed by applying two widely used approximation approaches as in many applications. The goal here is to make use of these imperfect models to predict the large-scale variables \(u_i\) at all grid points, i.e., for \(i = 1, \ldots, I\).

The first imperfect model is the one-layer L96 (L96-1LYR) model, which is a reduced order model of the perfect system. It is also known as the bare truncation model, which is one of the simplest approximations by completely ignoring the small-scale variables. The L96-1LYR model reads

\[
\frac{du_i}{dt} = (-u_{i-1} (u_{i-2} - u_{i+1}) - u_i + f) + \sigma_{u_i} \tilde{W}_{u_i}, \quad i = 1, \ldots, I.
\]

Bare truncation models are widely used in practice due to its reduced computational cost. In fact, the dimension of the L96-1LYR model is only 40, which is 5x smaller than that of the 200-dimensional perfect model. However, the feedback from the small-scale variables \(v_{i,j}\) to the large-scale variables \(u_i\) is non-negligible here as in many real-world applications, which is the main source of the model error. Note that the bare truncation models may sometimes suffer from a finite-time blowup issue, which is however not a problem here as the model only contains advection and dissipation terms beyond a constant forcing.

The second imperfect parametric model is developed as follows. Instead of completely ignoring the small-scale variables, the equations of these unresolved scale variables are replaced by simple stochastic parameterized equations. The specific parameterization form adopted here follows the one that is widely-used in the stochastic parameterized extended Kalman filters (SPEKFs), which have been shown to be skillful for improving the DA and prediction skill. The stochastic parameterized imperfect model (L96-SP) has the following form:
\[
\begin{align*}
\frac{du_i}{dt} &= \left( -u_{i-1}(u_{i-2} - u_{i+1}) - u_i + f - \frac{\beta c}{J} \sum_{j=1}^{J} v_{i,j} \right) + \sigma_u \dot{W}_u, \quad i = 1, \ldots, I, \\
\frac{dv_{i,j}}{dt} &= -\dot{d}_{i,j}(v_{i,j} - \hat{v}_{i,j}) + \sigma_{v_{i,j}} \dot{W}_{v_{i,j}}, \quad j = 1, \ldots, J.
\end{align*}
\]

In (15), the unresolved small scales \( v_{i,j} \) have been reduced to linear processes with only Gaussian additive noise providing statistically accurate feedbacks from the unresolved scales to the resolved ones. The parameters in (15b) can be calibrated by matching the mean, the variance, and the decorrelation time of \( v_{i,j} \) with those in the perfect system, which provides the optimal Gaussian fit of each \( v_{i,j} \) in (15b) with that in the perfect model (12). The comparison between the perfect model (12) and two imperfect models (14) and (15) is shown in Figure 4. It is clear that both the imperfect parametric models capture certain features of the perfect dynamics but the model errors are also obvious. The L96-SP model is more accurate than the L96-1LYR model, as is expected. Note that the random numbers generated from the noise sources \( \dot{W}_u \) and \( \dot{W}_{v_{i,j}} \) when performing the ensemble forecast using both the perfect and imperfect models are different from the truth, which is a realistic setup.

### 3.2.3 The experiment setup

In this experiment, the two imperfect models (i.e., the L96-1LYR model and the L96-SP model) discussed above will be utilized to provide the baseline of the ensemble forecast results. They will then be utilized as the prior models to create sampled trajectories for training two LSTM models within the BAMCAFE framework. We refer to the LSTM models trained from the sampled trajectories generated from the L96-1LYR model (14) and the one from the L96-SP model (15) as the LSTM-L96-1LYR and the LSTM-L96-SP, respectively.
The observations are adopted only for the large-scale variables and are only on the even grid points. In other words, \( u_2, u_4, \ldots, u_{40} \) are the observed variables while \( u_1, u_3, \ldots, u_{39} \) and all the small-scale variables have no observations. The observation noise is assumed to be Gaussian with zero mean and a standard deviation of 1. The total length of the observational sequence is 8000 (400 time units) and is separated into the training and the validation data sets with a ratio 9:1. The testing set is the next 1600 observation steps (from 400 to 480 time units). The LSTM models are trained and are applied for forecast for all the large-scale variables. Sensitivity tests have been performed, which justifies that 400 units are sufficiently long to train the current one-layer LSTM models.

For the conciseness of presentation, the phrase “imperfect models” below always stands for the imperfect parametric models, i.e., the L96-1LYR model (14) and the L96-SP model (15). The NN models will always have a prefix ‘LSTM’.

### 3.2.4 The prediction skill

The RMSE and the Corr of the predicted ensemble mean time series related to the truth as a function of the forecast lead time are shown in Figure 5. The skill scores averaged over all the unobserved large-scale variables (in panel (a)) and over all the observed variables (in panel (b)) are shown using the perfect L96 model, the imperfect L96-1LYR model, and the LSTM-L96-1LYR model. Comparison between the perfect L96 model, the imperfect L96-SP model, and the LSTM-L96-SP model is shown in panel (c)–(d). In each panel, prediction from the perfect model with perfect initial condition (the true values initially at each time) is shown as a reference. When the two different imperfect models are compared to their corresponding LSTM models, almost all the skill scores from the LSTM models outperform those from the imperfect models, owing to the model error being significantly reduced in the training data. It is important to note that the skill scores of the LSTM models are also quite close to those associated with the perfect model, where the useful prediction lasts for more than 1 unit that is slightly longer than the average decorrelation time. In contrast, the errors in the imperfect models increase quickly. The forecast of the observational variables are more skillful than those in the unobserved large-scale variables at short lead times because of the larger initialization uncertainty of the latter. Besides, since the L96-1LYR model (14) completely ignores the damping effects of the small scales, the predicted values have larger amplitudes than the true values and the predictions have phase shifting tendencies.

Figure 4 depicts a case study in which the prediction begins at \( t = 410 \) with the assimilate initial condition. The ensemble prediction is run for three time units forward in each subfigure. The time evolution of the forecast spread illustrated here is constructed using 2500 ensemble members for all physics-based models. For the LSTM models, the ensemble is made use of 50 components where each component is constructed by generating 50 samples from the distribution in (8). The black solid line is the ensemble mean and the dark and light shading areas show the one and two standard deviations of the uncertainty in the prediction, respectively. First, it justifies the results in Figure 5 that, compared to the imperfect models, the associated LSTM models can predict at longer lead times in terms of the ensemble mean forecast. For example, in Rows 2 and 3 of Panel (b), with the same initial condition, the ensemble mean prediction from the imperfect L96-1LYR model starts away from the truth quickly and ends up with larger uncertainty at \( t = 413 \). In contrast, the LSTM-L96-1LYR model can provide longer lead times for the ensemble mean prediction (nearly identical to the perfect model) and smaller uncertainty completely covering the true signal. Another example to illustrate this point is to compare Rows 4 and 5 of Panel (d). The LSTM-L96-SP model can predict the ascending trends from \( t = 410.5 \) to \( t = 411 \) as the perfect model while the imperfect L96-SP model decays immediately. Second, despite the possible initialization errors in the unobserved variables, the ensemble evolutions of the LSTM models can quickly adjust to follow those of the perfect model as is shown in Panel (c) of the LSTM-L96-1LYR model, which is not the case for the associated imperfect L96-1LYR model. Third, although the ensemble mean predictions from
Figure 5: The RMSE and the Corr of the ensemble mean prediction as a function of lead time, where the true signal is generated from the two-layer L96 system (12). Panels (a)–(b): the skill scores averaged over all the 20 unobserved large-scale variables and those averaged over all the 20 observed variables using the one-layer L96 imperfect model (14) and the associated LSTM model. Panels (c)–(d): similar results but for the stochastic parameterized L96 model (15). The blue dashed curves indicate the ensemble prediction using perfect model from perfect initial conditions as a reference. The black dashed lines in the RMSE panels represent the one standard deviation of the true signal and those in the Corr panels show the Corr = 0.5 threshold.

The two LSTM models are similar, which can also be found in score curves in Figure 5, the prediction uncertainty for the unobserved variables in LSTM-L96-1LYR is slightly larger due to larger variance of the training data generated by the bare truncation model which totally ignores the small scales. Nevertheless, the forecast uncertainty in the LSTM-L96-1LYR has been significantly reduced compared with the associated imperfect L96-1LYR model, indicating the success of the BAMCAFE in characterizing the forecast uncertainty even in the presence of a heavily biased imperfect parametric forecast model. The relative entropy skill scores (the last row) that describe the time evolutions of the forecast uncertainty of the imperfect and LSTM models related to the perfect model forecast also confirm the improvement of the LSTM models in quantifying the forecast uncertainty.

The time evolution of the validation errors using the LSTM-L96-SP model are illustrated in Figure 7, where the dashed and solid orange curves show the averaged validation error over the unobserved and observed large-scale variables, respectively. Recall in Section 2.5 that the validation error is the forecast uncertainty of each ensemble member in the LSTM model. For comparison, the averaged forecast ensemble spread using the perfect model (12) is shown by the solid black curve. The ‘average’ here means averaging the forecast deviation from the truth based on multiple forecasts starting from different time instants in a very long trajectory and averaging over all the $u_i$. Perfect initial conditions are used in the perfect model ensemble forecast to exclude the uncertainty due to the initial ensemble spread. In such a way, both the LSTM-L96-SP and the perfect model illustrate the time evolution of the intrinsic uncertainty instead of the uncertainty resulting from the initializations. It is shown that the time evolutions of the validation errors of the LSTM-L96-SP model are very similar to the averaged forecast uncertainty using the perfect model. Specifically, the validation errors of the LSTM-L96-SP model increase as a function of time and converge to the one standard deviation of the true signal at the statistical equilibrium state. This means that the LSTM-L96-SP model succeeds in reproducing the time evolution of the forecast uncertainty of the perfect model. The validation error in the unobserved large-scale variables is slightly larger than that in the observed ones. This is because the training data (i.e., the sampled trajectories) of the former contain slightly larger biases. Finally, despite the fact that Figure 7 only compares the validation errors in the LSTM model with the perfect model using the perfect initial conditions, the LSTM-L96-SP also has almost the identical uncertainty spread as the perfect model forecast when DA is applied to the initialization, which can be seen from the second last row of Figure 6.
Figure 6: Ensemble forecasts of four large-scale variables of the two-layer L96 model. Columns (a) and (c) show the forecasts of the two unobserved variables $u_3$ and $u_{17}$ while Columns (b) and (d) show those of the two observed variables $u_4$ and $u_{18}$. Different rows (except the last one) show the forecasts using different models with assimilated initial conditions starting from $t = 410$. The solid curves are ensemble mean for different models while the black dashed curve are the true trajectories. The dark and light shading areas show the one and two standard deviations of the uncertainty in the prediction. The last row show the time evolutions of the relative entropy between the perfect model ensemble forecast and the ensemble forecast using different imperfect parametric or LSTM models. The pink, gray, red, and orange curves show the results using the L96-1LYR model, the LSTM-L96-1LYR model, the L96-SP model and the LSTM-L96-SP model, respectively.
Figure 7: The time evolution of the validation errors using the LSTM-L96-SP model. The dashed and solid orange curves show the averaged validation error over the unobserved and observed large-scale variables, respectively. For comparison, the averaged forecast ensemble spread using the perfect model is shown by the solid black curve. The 'average' here means averaging the forecast deviation from the truth based on multiple forecasts starting from different time instants in a very long trajectory and averaging over all the $u_i$. Perfect initial conditions are used in the perfect model ensemble forecast to exclude the uncertainty due to the initial ensemble spread. The one standard deviation is used here to denote the averaged ensemble spread. The black dashed line is the one standard deviation of the forecast uncertainty at the statistical equilibrium state of the perfect model.
3.3 Quantifying the forecast uncertainty in a conceptual nonlinear model with strongly non-Gaussian features

The purpose of this subsection is to demonstrate the skill of the BAMCAFE algorithm in quantifying the forecast uncertainty in a strongly turbulent systems with intermittency and extreme events.

3.3.1 The perfect model

The perfect model used here is the a nonlinear triad model with energy-conserving nonlinear interaction \[^{[50, 16]}\].

\[
\begin{align*}
\frac{du_1}{dt} &= (-\gamma_1 u_1 + L_{12} u_2 + L_{13} u_3 + I u_1 u_2 + F) + \sigma_1 \dot{W}_1, \quad (16a) \\
\frac{du_2}{dt} &= (-L_{12} u_1 - \frac{\gamma_2}{\delta} u_2 + L_{23} u_3 - I u_2^2) + \frac{\sigma_2}{\delta^{1/2}} \dot{W}_2, \quad (16b) \\
\frac{du_3}{dt} &= (-L_{13} u_1 - L_{23} u_2 - \frac{\gamma_3}{\delta} u_3) + \frac{\sigma_3}{\delta^{1/2}} \dot{W}_3, \quad (16c)
\end{align*}
\]

where \(\gamma_1, L_{12}, L_{13}, L_{23}, I, F, \sigma_1, \text{ and } \delta\) are given constants while \(\dot{W}_i\) are independent white noise. This nonlinear triad system is a simple prototype nonlinear stochastic model that mimics structural features of low-frequency variability of general circulation models with non-Gaussian features \[^{[53]}\] and it was used to test the skill for reduced nonlinear stochastic models for fluctuation dissipation theorem \[^{[54]}\]. The triad model \[^{[16]}\] involves a quadratic nonlinear interaction between \(u_1\) and \(u_2\) with energy-conserving property that induces intermittent instabilities. On the other hand, the coupling between \(u_2\) and \(u_3\) is linear and is through the skew-symmetric term with coefficient \(-L_{23}\), which represents an oscillation structure of \(u_2\) and \(u_3\).

The parameter \(\delta\) controls the scale separation of the system. If \(\delta \ll 1\), then \(^{(16)}\) becomes a slow-fast system. If \(\delta\) is of order \(O(1)\), then all the three variables lie in a similar time scale. This model has been widely used as a testbed for the DA and forecast of complex turbulent systems \[^{[52, 17, 16]}\]. The following parameters are adopted for the nonlinear triad model \(^{(17)}\) in this experiment,

\[
\begin{align*}
\gamma_1 &= 2, \quad \gamma_2 = 0.2, \quad \gamma_3 = 0.4, \quad L_{12} = 0.2, \quad L_{13} = 0.1, \quad L_{23} = 0, \quad I = 5, \quad \delta = 1 \\
\sigma_1 &= 0.5, \quad \sigma_2 = 1.2, \quad \sigma_3 = 0.8, \quad F = 2
\end{align*}
\]

(17)

The blue curves in Figure 8 show one realization of the model where the model trajectories are given in Panel (a) and the equilibrium PDFs are given in Panel (b). The black dashed curves in Panel (b) are the Gaussian fits of the true equilibrium distributions. It is clear that strong intermittency and extreme events in the time series of \(u_1\) lead to a highly non-Gaussian PDF with an one-sided fat tail. The strong nonlinear feedback from \(u_1\) to \(u_2\) also introduces a skewed PDF of \(u_2\).

3.3.2 The imperfect model

In various applications \[^{[53, 54, 17]}\], it is often assumed that \(u_1\) is the observed variables while \(u_2\) and \(u_3\) represent the unresolved processes. Therefore, approximate models are developed, which includes simple parameterizations for these two unresolved processes. One natural way of proposing an imperfect approximate model is to use linear stochastic processes to replace the nonlinear dynamics of \(u_2\) and \(u_3\) \[^{[57]}\]. The resulting model reads,

\[
\begin{align*}
\frac{du_1}{dt} &= (-\gamma_1 u_1 + L_{12} u_2 + L_{13} u_3 + I u_1 u_2 + F) + \sigma_1 \dot{W}_1, \quad (18a) \\
\frac{du_2}{dt} &= -d_{u_2}^M (v - \bar{u}_2^M) + \sigma_{u_2}^M \dot{W}_{u_2}, \quad (18b) \\
\frac{du_3}{dt} &= -d_{u_3}^M (v - \bar{u}_3^M) + \sigma_{u_3}^M \dot{W}_{u_3}, \quad (18c)
\end{align*}
\]

Assume that the parameters in \(^{(18a)}\) for the observed variable \(u_1\) are the same as those in the perfect model \(^{(16)}\) while the parameters in \(^{(18b)}\)–\(^{(18c)}\) for the unobserved variables \(u_2\) and \(u_3\) are calibrated by matching the mean, variance, and decorrelation time with those in \(^{(16)}\). Note that due to violation of the energy-conserving constraint of the nonlinear terms in \(^{(18)}\), the amplitude of \(u_3\) from the imperfect model is much larger than the one from the perfect model. See Panel (c) in Figure 8. The pathological behavior associated with such a model error exists in many ad hoc data-driven statistical models for time series of partial observations of nature \[^{[58]}\]. In addition, the PDF of \(u_2\) in the imperfect model \(^{(15)}\) is Gaussian by design, which is also different from the skewed PDF as in the perfect model.
3.3.3 The experiment setup

In this experiment, $u_1$ is the observed variable while $u_2$ and $u_3$ are unobserved in the triad model (16). The standard deviation of the observational noise is 0.2. The total length of the observational sequence is 16,000 (800 time units) and is separated into training and validation data set with a ratio 9:1. The testing set is the next 1,600 observational steps (from 800 to 880 time units). The LSTM model is trained based on 50 sampled trajectories of $u_1$, $u_2$, and $u_3$.

3.3.4 The prediction skill

Before discussing the prediction skill using the imperfect and the LSTM model, we start with showing the sampled trajectories and the posterior mean time series, which is the typical outcome from the traditional reanalysis techniques. The purpose here is to illustrate that the latter fails to capture the basic dynamical and statistical features in this tough test experiment. Therefore, the ML prediction can be biased and result in an inaccurate uncertainty quantification if it is trained on the posterior mean time series. The smoother posterior mean time series (pink curves) are shown in Panel (a) of Figure 9. It is clear that the dynamical behavior of the posterior mean time series is quite different from the true signals. As is shown in Panel (b), the large error in the PDFs, especially for $u_2$ and $u_3$, is as expected since the posterior mean time series smoothed out all the fluctuations that are also crucial for characterizing the underlying dynamics. In contrast, the sampled trajectories (yellow curves) resemble the truth in terms of both the dynamical and statistical features. Furthermore, they are very different from a free run of the imperfect model, as the observations serve as a regularizer in the Bayesian sampling process that completely resolved the instability problem that occurs in the imperfect model simulations.

In Figure 10, the time evolutions of the predicted PDFs for $u_1$ and $u_2$ starting from $t = 805$ with the assimilated initial conditions are shown in Panels (a) and (c), respectively. For ensemble forecast using both the perfect and the imperfect parametric models, each PDF is constructed using 2500 ensemble members. The PDFs from the LSTM forecast model are constructed by 50 non-Gaussian mixture components where each component is formed by 50 points from the distribution (8). It is clear that, as time increases, the PDFs of $u_1$ constructed from the imperfect model become much more fat-tailed than those from the perfect model. This is because the nonlinear feedback $-Iu_1^2$ is dropped in the imperfect model (18) such that the energy-conserving nonlinear constraint is broken. The consequence is that $u_1$ can stay in the unstable phase for a longer time, which triggers extremely large amplitudes of $u_1$ intermittently.
other hand, since $u_2$ is approximated by a linear Gaussian process in the imperfect model \((18)\), the PDF of $u_2$ of the imperfect model can never reflect any non-Gaussian information such as the skewness in the truth. In contrast, the PDFs constructed from the LSTM model are closer to the true PDFs since the training data is improved by the Bayesian sampling in the BAMCAFE algorithm. The skewness for the last row of $u_2$ from the perfect model, the imperfect model, and the LSTM model are -0.581, -0.035, -0.366, respectively.

Panel (b) and (d) of Figure \(10\) show 5 out of the 50 components of the mixture distribution, corresponding to the 1st, 16th, 50th, 84th, 99th percentile of the point-wise forecast values i.e., $\hat{x}_{N+l}^k$ in \((7)\), among all the mixture components. The black cross marks are these point-wise forecast values. These mixture components show that the uncertainty of the prediction comes from two places. One is from the spread of all the mixture components. The other is from the LSTM model’s uncertainty, quantified by the variability of each mixture component that is computed in light of the validation error \((8)\). When the forecast lead time is small, the uncertainty of the LSTM model is tiny. In such a situation, the spread of the mixture components due to the use of DA for initialization is the dominant contribution to the uncertainty. On the other hand, as the forecast lead time increases, different mixture components gradually converge to each other and the uncertainty is explained more and more by the single LSTM model’s forecast error \((8)\).

Finally, in traditional reanalysis, the smoother mean is usually used as a surrogate of the true signal, we compare the performance of the LSTM model trained from the sampled trajectories and the LSTM model trained from the smoother mean (generated from the same period of observations) in Figure \(11\). It is clear that the PDFs constructed from the LSTM model trained from the smoother mean time series strongly underestimates the uncertainty. The fundamental reason is that the posterior mean time series has much less variability than the true signal, which has been shown in Figure \(9\). It is also worthwhile to note that the long-term forecast uncertainty should be the same as the equilibrium PDF of the training time series. Yet, the pink curve of $u_2$ at $t = 809$ in Figure \(11\) which corresponds to the forecast at the lead time of 4 units that is much longer than the decorrelation time, does not equal to the equilibrium PDF of $u_2$ associated with the posterior mean in Figure \(9\). Such an error probably comes from the insufficient number of the data in the training set. In fact, if the posterior mean time series is used as training, then only one time series is contained in the training data set. In contrast, using multiple sampled trajectories effectively increases the size of the training data, which facilitate the training of the ML.
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Figure 9: Comparison of the true signal from the triad model \((16)\) with the smoother mean and the sampled trajectories based on the imperfect model \((18)\). Blue curves show the true trajectories, the associated PDFs and ACFs. The yellow curves show the posterior mean time series from the EnKS. The pink curves show one sampled trajectory. The uncertainty of the smoother estimates, represented by the one standard deviation, is shown by the pink shading areas. Panel (a): the time series of true signal, smoother mean, and one sampled trajectory. Panel (b)-(c): the PDFs and ACFs of the true signal, the smoother mean, and the sampled trajectory.
Figure 10: The time evolutions of the forecast uncertainty starting from \( t = 805 \), where the true signal is generated from the triad model (16). In Panel (a), the forecast PDFs of \( u_1 \) from the perfect model (16) and from the imperfect model (18) are constructed using 2500 ensemble members whereas the PDFs from the LSTM model are constructed by 50 non-Gaussian mixture components where each component is formed by 50 points from the distribution (8). Panel (b) shows 5 out of the 50 components of the mixture distribution, corresponding to the 1st, 16th, 50th, 84th, 99th percentile of the point-wise forecast values i.e., \( \hat{x}_N^{t+k} \) in (7), among all the mixture components. The black cross-marks are these point-wise forecast values. Panel (c)–(d): similar to Panel (a)–(b) but for \( u_2 \).
Figure 11: Comparison of the time evolutions of the forecast uncertainty starting from $t = 805$ using different methods, where the true signal is generated from the triad model (16). Panel (a)–(c): PDFs of $u_1$, $u_2$, and $u_3$, respectively. The blue curves are the forecasts using the perfect model (16). The yellow curves are those using the LSTM model trained from sampled trajectories, as in Figure 10. The pink curves are the forecasts using the LSTM model but is trained from the smoother mean time series.
4 Discussions and conclusion

A simple but effective Bayesian machine learning advanced forecast ensemble (BAMCAFE) method is developed that combines an available imperfect physics-informed model with DA to facilitate the ML ensemble forecast. In the BAMCAFE framework, a Bayesian ensemble DA is applied to create the training data of the ML model, which reduces the intrinsic error in the imperfect physics-informed model and provides the training data of the unobserved variables. Then a generalized DA is employed for the initialization of the ML ensemble forecast. In addition to providing the optimal point-wise forecast value, the BAMCAFE also improves the accuracy of quantifying the forecast uncertainty utilizing a non-Gaussian probability density function that characterizes the intermittency and extreme events. Furthermore, one advantage of using ML model to forecast is efficiency. For example, one can generate 2500-ensemble members of 5-time units forecast in about 30 minutes using the perfect L96 model on a server with a 64-core CPU, 256G memory. In contrast, it only takes a few seconds to generate the same forecast using new LSTM-based models.

Compared to the past studies that have already combined DA and ML, the novelties of this paper are as follows.

1. An effective offline DA is applied to create an improved data set compared with the simulations from the available imperfect model. The new data set contains a recovery of the unobserved state variables. It also mitigates the model error. The augmented data is used as the training data for the ML models.
2. Different from the traditional re-analysis technique, where only the optimal point-wise state estimation is often retained, the trajectories of all the ensemble members are utilized here as the ML training data. These sampled trajectories contain crucial temporal information of the underlying dynamics and the multiple trajectories facilitate a relatively short ML training period.
3. A generalized DA is developed for the ML forecast using only partial observations.
4. The forecast uncertainty is characterized in light of a non-Gaussian PDF via a mixture distribution.

Future work includes the theoretical studies of the BAMCAFE algorithm, especially the quantification of the uncertainty, and applying the BAMCAFE algorithm to more complicated and realistic systems, such as those for numerical weather forecasting. As is expected, there will be some additional challenges of the latter. One such challenge is the high dimensionality of the system, which can affect the accuracy of the ensemble data assimilation results. Natural remedies include incorporating the localization and noise inflation techniques [23] into the ensemble data assimilation schemes or developing suitable approximate data assimilation algorithms that exploit semi-analytic formulae for the state estimation [15]. Another difficulty for dealing with more realistic applications is the development of suitable approximate models. Skillful stochastic parameterizations and systematic model reduction strategies facilitate the application of the BAMCAFE. More sophisticated ML model architectures and training techniques, such as the mixed-scale dense convolutional neural network [66], are also required for the BAMCAFE to forecast more efficiently and accurately.
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A Details about the ensemble Kalman filter and smoother

Assume that the prior model from time \( t_{n-1} \) to \( t_n \) is given as following form:

\[
x_n^M = \mathcal{F}^M(x_{n-1}) + \sigma_n^M.
\]  (19)

The goal of filtering problem is to estimate the unknown true state \( x_n \), given noisy and partial observations

\[
y_n = Hx_n + \sigma_n'\text{,}
\]  (20)

where \( y_n \) is a \( m \)-dimensional measurement vector, \( H \) is a \( m \) by \( n \) matrix, and \( \sigma_n' \) is a vector of unbiased Gaussian noise with variance \( R_n' \). Thus, the filtering problem can be formulated as maximizing the conditional distribution \( p(x_n | y_{1:n}) \) sequentially for each time \( t = 1, 2, \cdots \). Based on the Bayesian’s formula, the conditional distribution satisfies

\[
p(x_n | y_{1:n-1}) \propto p(x_n | y_{1:n-1})p(y_n | x_n) \text{,}
\]  (21)

where the prior estimates \( p(x_n | y_{1:n-1}) \) is obtained from underlying model forecast \( \text{(19)} \) and \( p(y_n | x_n) \) is the likelihood of estimating \( x_n \) given observation \( y_n \).

Ensemble Kalman filter (EnKF) is one of the typical methods used for filtering the nonlinear underlying dynamics. It is based on an assumption that the prior distribution is approximated by Gaussian and the mean and covariance are formed by a finite number \( K \) of sampled members. More specifically, assume that the filtering ensemble at time \( t_{n-1} \) is given by \( \{x_{n-1|n-1}^k\}_{k=1,...,K} \), the forecast ensemble \( \{x_{n|n-1}^k\}_{k=1,...,K} \) is obtained by applying forecast model \( \text{(19)} \) to each ensemble member. Thus, the prior distribution is

\[
p(x_n | y_{1:n-1}) = \mathcal{N}(x_n | \mu_{n|n-1}, \Sigma_{n|n-1}) \text{,}
\]  (22)

where \( \mathcal{N}(\mu, \Sigma) \) denotes a multivariate normal distribution with mean \( \mu \) and covariance matrix \( \Sigma \), and \( \mu_{n|n-1} \) and \( \Sigma_{n|n-1} \) are sample mean and sample covariance, respectively. Given this Gaussian prior, the posterior distribution is also Gaussian

\[
p(x_n | y_{1:n}) \propto p(x_n | y_{1:n-1})p(y_n | x_n) \propto \mathcal{N}(x_n | \mu_{n|n}, \Sigma_{n|n}),
\]  (23)

where the filtered mean \( \mu_{n|n} \) and filtered covariance \( \Sigma_{n|n} \) are given by

\[
\begin{align*}
\mu_{n|n} &= \mu_{n|n-1} + K_n(y_n - H_n\mu_{n|n-1}), \\
\Sigma_{n|n} &= (I - K_nH_n)\Sigma_{n|n-1},
\end{align*}
\]  (24)

with the Kalman gain \( K_n \)

\[
K_n = \Sigma_{n|n-1}H_n'(H_n\Sigma_{n|n-1}H_n + R_n')^{-1}. 
\]  (25)

The ensemble Kalman filter algorithm is given in Algorithm 1.

**Algorithm 1:** Ensemble Kalman filter

1. Start with an initial ensemble \( \{x_{0|0}^k\}_{k=1,...,K} \) sampled from initial distribution \( \mathcal{N}(\mu_{0|0}, R_{0|0}) \);
2. for \( n = 1, \ldots \) do
3.   for \( k = 1, \ldots, K \) do
4.     Compute forecast ensemble members using \( x_{n|n-1}^k = \mathcal{F}^M(x_{n-1}^k) + \sigma_n^M \);
5.     Estimate prior ensemble covariance \( \Sigma_{n|n-1} \) by the samples \( \{x_{n|n-1}^k\} \);
6.     Compute the Kalman gain \( K_n = \Sigma_{n|n-1}H_n'(H_n\Sigma_{n|n-1}H_n + R_n')^{-1} \);
7.     Draw a sample \( v_n^k \sim \mathcal{N}(0, R_n') \);
8.     Update ensemble member \( x_{n|n}^k = x_{n|n-1}^k + K_n(x_n - H_nx_{n|n-1}^k - v_n^k) \);

For smoothing, it exploits the information in the entire observational window, including the past and the future. Therefore, the smoothing problem optimizes the entire state \( \{x_{0:n}\} \) given all available observations \( \{y_1, \ldots, y_n\} \). Ensemble Kalman smoother (EnKS) \cite{24} can be easily extended from EnKF. It starts from the sequential formulation

\[
p(x_{0:n} | y_{1:n}) \propto p(x_{0:n-1} | y_{1:n-1})p(x_n | x_{n-1})p(y_n | x_n) = p(x_{0:n} | y_{1:n-1})p(y_n | x_n), 
\]  (26)
which is obtained using Bayesians’s formula, the definition of the conditional PDF and the Markov property of the system. Thus, the vanilla version of EnKS algorithm is given by Algorithm 2. [24, 39, 20]

**Algorithm 2:** Ensemble Kalman smoother and sampling (EnKS)

1. Start with an initial ensemble \( \{ x_{0|0}^k \}_{k=1,\ldots,K} \) sampled from initial distribution \( N(\mu_{0|0}, R_{0|0}) \);
2. for \( n = 1, \ldots \) do
   3. for \( k = 1, \ldots, K \) do
      4. Compute forecast ensemble members using \( \hat{x}_{n|n-1}^k = \mathcal{F}^M(x_{n-1}^k) + \sigma_n \);
      5. Estimate prior ensemble covariance \( \Sigma_{n|n-1} \) by the samples \( \{ x_{n|n-1}^k \} \);
   6. for \( n' = 0, \ldots, n \) do
      7. Compute cross-covariance \( \Sigma_{n',n|n-1} \) between ensemble \( \{ x_{n'|n-1}^k \} \) and \( \{ x_{n|n-1}^k \} \);
      8. Compute the Kalman gain \( K_{n',n} = \Sigma_{n',n|n-1} H_n^\prime \Sigma_{n,n|n-1} H_n^\prime + R_n \)^{-1};
      9. Draw a sample \( v_n^k \sim N(0, R_n) \);
   10. Update ensemble member \( x_{n|n}^k = x_{n'|n-1}^k + K_{n',n} (x_n - H_n x_{n|n-1}^k - v_n^k) \);

**B Parameters related to perfect model and data assimilation**

The parameters used in perfect models and data assimilation are shown in Table 1.

| Parameters used perfect model and data assimilation. |
|------------------------------------------------------|
| **model parameters**                                 |
| **data assimilation**                                |
| L96         | I  | J  | h  | c  | b  | f  | \( \sigma_u \) | \( \sigma_{v_{i,j}} \) | \( \sigma_o \) | \( \Delta_{\text{obs}}t \) |
| 40 | 4 | 2 | 2 | 2 | 4 | 1 | 1 |
| Triad model | \( \gamma_1 \) | \( \gamma_2 \) | \( \gamma_3 \) | \( L_{12} \) | \( L_{13} \) | \( L_{23} \) | I | \( \delta \) | \( \sigma_1 \) | \( \sigma_2 \) | \( \sigma_3 \) | F | \( \sigma_o \) | \( \Delta_{\text{obs}}t \) |
| 2 | 0.2 | 0.4 | 0.2 | 0.1 | 0 | 5 | 1 | 0.5 | 1.2 | 0.8 | 2 | 0.2 | 0.05 |

**C Hyperparameters used in the LSTM models**

The hyperparameters used in the LSTM models associated with the two imperfect L96 models and the imperfect triad model are listed in Table 2.

**References**

[1] Sergios Agapiou, Omiros Papaspiliopoulos, Daniel Sanz-Alonso, and AM Stuart. Importance sampling: Intrinsic dimension and computational cost. *Statistical Science*, pages 405–431, 2017.

[2] Myles R Allen, JA Kettleborough, and DA Stainforth. Model error in weather and climate forecasting. In *ECMWF Predictability of Weather and Climate Seminar*. European Centre for Medium Range Weather Forecasts, Reading, UK, http://www . . . , 2002.

[3] HM Arnold, IM Moroz, and TN Palmer. Stochastic parametrizations and model uncertainty in the Lorenz’96 system. *Phil. Trans. R. Soc. A*, 371(1991):20110479, 2013.

[4] Mylène Bédard. Hierarchical models: Local proposal variances for RWM-within-Gibbs and MALA-within-Gibbs. *Computational Statistics & Data Analysis*, 109:231–246, 2017.

[5] Tom Beucler, Stephan Rasp, Michael Pritchard, and Pierre Gentine. Achieving conservation of energy in neural network emulators for climate modeling. *arXiv preprint arXiv:1906.06622*, 2019.

[6] Marc Bocquet, Julien Brajard, Alberto Carrassi, and Laurent Bertino. Bayesian inference of chaotic dynamics by merging data assimilation, machine learning and expectation-maximization. *arXiv preprint arXiv:2001.06270*, 2020.

[7] Julien Brajard, Alberto Carrassi, Marc Bocquet, and Laurent Bertino. Combining data assimilation and machine learning to emulate a dynamical model from sparse and noisy observations: a case study with the Lorenz 96 model. *Journal of Computational Science*, 44:101171, 2020.
Table 2: Hyperparameters used in the LSTM models.

| L96 LSTM models | Lead time | [1, 10] | [11, 16] | [16, 70] | [71, 100] |
|----------------|-----------|---------|---------|---------|---------|
|                | Maximum epochs | 300     | 100     | 100     | 100     |
|                | Hidden dimension | 64       | 64       | 32       | 16       |
|                | Learning rate | 0.001   |         |         |         |
|                | Batch size | 64       |         |         |         |
|                | $L_{init}$ | 15 (0.75 time units) |         |         |         |

| Triad LSTM model | Lead time | [1, 3] | [4, 15] | [16, 40] | [41, 80] |
|-----------------|-----------|---------|---------|---------|---------|
|                 | Maximum epochs | 200     | 100     | 30      | 30      |
|                 | Hidden dimension | 64       | 64       | 32       | 16       |
|                 | Learning rate | 0.0005  |         |         |         |
|                 | Batch size | 64       |         |         |         |
|                 | $L_{init}$ | 15 (0.75 time units) |         |         |         |

| Triad LSTM model (smoother mean) | Lead time | [1, 3] | [4, 15] | [16, 40] | [41, 80] |
|-------------------------------|-----------|---------|---------|---------|---------|
|                               | Maximum epochs | 1000    | 500     | 500     | 500     |
|                               | Hidden dimension | 64       | 64       | 32       | 16       |
|                               | Learning rate | 0.001   |         |         |         |
|                               | Batch size | 64       |         |         |         |
|                               | $L_{init}$ | 15 (0.75 time units) |         |         |         |

[8] Julien Brajard, Alberto Carrassi, Marc Bocquet, and Laurent Bertino. Combining data assimilation and machine learning to infer unresolved scale parametrization. Philosophical Transactions of the Royal Society A, 379(2194):20200086, 2021.

[9] Michal Branicki, Nan Chen, and Andrew J Majda. Non-Gaussian test models for prediction and state estimation with model errors. Chinese Annals of Mathematics, Series B, 34(1):29–64, 2013.

[10] Ashesh Chattopadhyay, Pedram Hassanzadeh, and Devika Subramanian. Data-driven predictions of a multiscale Lorenz 96 chaotic system using machine-learning methods: reservoir computing, artificial neural network, and long short-term memory network. Nonlinear Processes in Geophysics, 27(3):373–389, 2020.

[11] Ashesh Chattopadhyay, Mustafa Mustafa, Pedram Hassanzadeh, Eviatar Bach, and Karthik Kashinath. Towards physically consistent data-driven weather forecasting: Integrating data assimilation with equivariance-preserving spatial transformers in a case study with ERA5. Geoscientific Model Development Discussions, pages 1–23, 2021.

[12] Ashesh Chattopadhyay, Mustafa Mustafa, Pedram Hassanzadeh, and Karthik Kashinath. Deep spatial transformers for autoregressive data-driven forecasting of geophysical turbulence. In Proceedings of the 10th International Conference on Climate Informatics, pages 106–112, 2020.

[13] Ashesh Chattopadhyay, Adam Subel, and Pedram Hassanzadeh. Data-driven super-parameterization using deep learning: Experimentation with multiscale Lorenz 96 systems and transfer learning. Journal of Advances in Modeling Earth Systems, 12(11):e2020MS002084, 2020.

[14] Nan Chen. Can short and partial observations reduce model error and facilitate machine learning prediction? Entropy, 22(10):1075, 2020.

[15] Nan Chen and Andrew Majda. Conditional Gaussian systems for multiscale nonlinear stochastic systems: Prediction, state estimation and uncertainty quantification. Entropy, 20(7):509, 2018.

[16] Nan Chen and Andrew J Majda. Filtering nonlinear turbulent dynamical systems through conditional Gaussian statistics. Monthly Weather Review, 144(12):4885–4917, 2016.

[17] Nan Chen and Andrew J Majda. Efficient statistically accurate algorithms for the Fokker–Planck equation in large dimensions. Journal of Computational Physics, 354:242–268, 2018.

[18] Nan Chen and Andrew J Majda. Efficient nonlinear optimal smoothing and sampling algorithms for complex turbulent nonlinear dynamical systems with partial observations. Journal of Computational Physics, page 109381, 2020.
[19] Tianping Chen and Hong Chen. Universal approximation to nonlinear operators by neural networks with arbitrary activation functions and its application to dynamical systems. IEEE Transactions on Neural Networks, 6(4):911–917, 1995.

[20] Emmanuel Cosme, Jacques Verron, Pierre Brasseur, Jacques Blum, and Didier Auroux. Smoothing problems in a Bayesian framework and their linear Gaussian solutions. Monthly Weather Review, 140(2):683–695, 2012.

[21] Thomas M Cover and Joy A Thomas. Entropy, relative entropy and mutual information. Elements of information theory, 2(1):12–13, 1991.

[22] Emmanuel De Bézenac, Arthur Pajot, and Patrick Gallinari. Deep learning for physical processes: Incorporating prior scientific knowledge. Journal of Statistical Mechanics: Theory and Experiment, 2019(12):124009, 2019.

[23] Geir Evensen. Data assimilation: the ensemble Kalman filter. Springer Science & Business Media, 2009.

[24] Geir Evensen and Peter Jan Van Leeuwen. An ensemble Kalman smoother for nonlinear dynamics. Monthly Weather Review, 128(6):1852–1867, 2000.

[25] Mohammad Farazmand and Themistoklis P Sapsis. Extreme events: Mechanisms and prediction. Applied Mechanics Reviews, 71(5), 2019.

[26] Alban Farchi, Patrick Laloyaux, Massimo Bonavita, and Marc Bocquet. Using machine learning to correct model error in data assimilation and forecast applications. arXiv preprint arXiv:2010.12605, 2020.

[27] Crispin W Gardiner. Handbook of stochastic methods for physics, chemistry and the natural sciences, vol. 13 of springer series in synergetics, 2004.

[28] Boris Gershgorin, John Harlim, and Andrew J Majda. Improving filtering and prediction of spatially extended turbulent systems with model errors through stochastic parameter estimation. Journal of Computational Physics, 229(1):32–57, 2010.

[29] Boris Gershgorin, John Harlim, and Andrew J Majda. Test models for improving filtering with model errors through stochastic parameter estimation. Journal of Computational Physics, 229(1):1–31, 2010.

[30] Michael Ghil and Paola Malanotte-Rizzoli. Data assimilation in meteorology and oceanography. Advances in geophysics, 33:141–266, 1991.

[31] Ian Grooms and Andrew J Majda. Stochastic superparameterization in quasigeostrophic turbulence. Journal of Computational Physics, 271:78–98, 2014.

[32] Ian G Grooms and Andrew J Majda. Stochastic superparameterization in a one-dimensional model for wave turbulence. Communications in Mathematical Sciences, 12(3):509–525, 2014.

[33] Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural computation, 9(8):1735–1780, 1997.

[34] Kurt Hornik. Some new results on neural network approximation. Journal of Computational Physics, 229(1):1–31, 2010.

[35] Solomon Kullback and Richard A Leibler. On information and sufficiency. The annals of mathematical statistics, 22(1):79–86, 1951.

[36] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. Gradient-based learning applied to document recognition. Proceedings of the IEEE, 86(11):2278–2324, 1998.
[46] Y Lee and AJ Majda. Multiscale data assimilation and prediction using clustered particle filters. *J Comput Phys*, 2017.

[47] Martin Leutbecher and Tim N Palmer. Ensemble forecasting. *Journal of computational physics*, 227(7):3515–3539, 2008.

[48] Edward N Lorenz. Predictability: A problem partly solved. In *Proc. Seminar on predictability*, volume 1, 1996.

[49] Andrew Majda, Richard Kleeman, David Cai, et al. A mathematical framework for quantifying predictability through relative entropy. *Methods and Applications of Analysis*, 9(3):425–444, 2002.

[50] Andrew J Majda. Statistical energy conservation principle for inhomogeneous turbulent dynamical systems. *Proceedings of the National Academy of Sciences*, 112(29):8937–8941, 2015.

[51] Andrew J Majda. *Introduction to turbulent dynamical systems in complex systems*. Springer, 2016.

[52] Andrew J Majda and Nan Chen. Model error, information barriers, state estimation and prediction in complex multiscale systems. *Entropy*, 20(9):644, 2018.

[53] Andrew J Majda, Christian Franzke, and Daan Crommelin. Normal forms for reduced stochastic climate models. *Proceedings of the National Academy of Sciences*, 106(10):3649–3653, 2009.

[54] Andrew J Majda, Boris Gershgorin, and Yuan Yuan. Low-frequency climate response and fluctuation–dissipation theorems: Theory and practice. *Journal of Atmospheric Sciences*, 67(4):1186–1201, 2010.

[55] Andrew J Majda and Ian Grooms. New perspectives on superparameterization for geophysical turbulence. *Journal of Computational Physics*, 271:60–77, 2014.

[56] Andrew J Majda and Marcus J Grote. Mathematical test models for superparametrization in anisotropic turbulence. *Proceedings of the National Academy of Sciences*, 106(14):5470–5474, 2009.

[57] Andrew J Majda and John Harlim. *Filtering complex turbulent systems*. Cambridge University Press, 2012.

[58] Thomas J Phillips, Gerald L Potter, David L Williamson, Richard T Cederwall, James S Boyle, Michael Fiorino, Justin J Hnilo, Jerry G Olson, Shaocheng Xie, and J John Yio. Evaluating parameterizations in general circulation models: Climate simulation meets weather prediction. *Quarterly Journal of the Royal Meteorological Society*, 127(572):279–304, 2001.

[59] Jaideep Pathak, Brian Hunt, Michelle Girvan, Zhixin Lu, and Edward Ott. Model-free prediction of large spatiotemporally chaotic systems from data: A reservoir computing approach. *Physical review letters*, 120(2):024102, 2018.

[60] Daniël M Pelt and James A Sethian. A mixed-scale dense convolutional neural network for image analysis. *Proceedings of the National Academy of Sciences*, 115(2):254–259, 2018.

[61] Thomas J Phillips, Gerald L Potter, David L Williamson, Richard T Cederwall, James S Boyle, Michael Fiorino, Justin J Hnilo, Jerry G Olson, Shaocheng Xie, and J John Yio. Evaluating parameterizations in general circulation models: Climate simulation meets weather prediction. *Bulletin of the American Meteorological Society*, 85(12):1903–1916, 2004.

[62] Maziar Raissi, Paris Perdikaris, and George E Karniadakis. Physics-informed neural networks: A deep learning framework for solving forward and inverse problems involving nonlinear partial differential equations. *Journal of Computational Physics*, 378:686–707, 2019.

[63] Stephan Rasp and Nils Thuerey. Data-driven medium-range weather prediction with a resnet pretrained on climate simulations: A new model for weatherbench. *Journal of Advances in Modeling Earth Systems*, 13(2):e2020MS002405, 2021.
[70] Leon D Rotstayn. On the "tuning" of autoconversion parameterizations in climate models. *Journal of Geophysical Research: Atmospheres*, 105(D12):15495–15507, 2000.

[71] S Scher and G Messori. Ensemble methods for neural network-based weather forecasts. *Journal of Advances in Modeling Earth Systems*, page e2020MS002331.

[72] Sebastian Scher. Toward data-driven weather and climate forecasting: Approximating a simple general circulation model with deep learning. *Geophysical Research Letters*, 45(22):12–616, 2018.

[73] Sebastian Scher and Gabriele Messori. Predicting weather forecast uncertainty with machine learning. *Quarterly Journal of the Royal Meteorological Society*, 144(717):2830–2841, 2018.

[74] Sarah A Sheard and Ali Mostashari. Principles of complex systems for systems engineering. *Systems Engineering*, 12(4):295–311, 2009.

[75] Sho Sonoda and Noboru Murata. Neural network with unbounded activation functions is universal approximator. *Applied and Computational Harmonic Analysis*, 43(2):233–268, 2017.

[76] Steven H Strogatz. *Nonlinear dynamics and chaos with student solutions manual: With applications to physics, biology, chemistry, and engineering*. CRC press, 2018.

[77] Futo Tomizawa and Yohei Sawada. Combining ensemble Kalman filter and reservoir computing to predict spatio-temporal chaotic systems from imperfect observations and models. *Geoscientific Model Development Discussions*, pages 1–33, 2020.

[78] Xin T Tong, Mathias Morzfeld, and Youssef M Marzouk. MALA-within-Gibbs samplers for high-dimensional distributions with sparse conditional structure. *SIAM Journal on Scientific Computing*, 42(3):A1765–A1788, 2020.

[79] Zoltan Toth and Eugenia Kalnay. Ensemble forecasting at NCEP and the breeding method. *Monthly Weather Review*, 125(12):3297–3319, 1997.

[80] Pantelis R Vlachas, Wonmin Byeon, Zhong Y Wan, Themistoklis P Sapsis, and Petros Koumoutsakos. Data-driven forecasting of high-dimensional chaotic systems with long short-term memory networks. *Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences*, 474(2213):20170844, 2018.

[81] Jonathan A Weyn, Dale R Durran, and Rich Caruana. Improving data-driven global weather prediction using deep convolutional neural networks on a cubed sphere. *Journal of Advances in Modeling Earth Systems*, 12(9):e2020MS002109, 2020.

[82] Alexander Wikner, Jaideep Pathak, Brian R Hunt, Istvan Szunyogh, Michelle Girvan, and Edward Ott. Using data assimilation to train a hybrid forecast system that combines machine-learning and knowledge-based components. *Chaos: An Interdisciplinary Journal of Nonlinear Science*, 31(5):053114, 2021.

[83] David C Wilcox. Multiscale model for turbulent flows. *AIAA journal*, 26(11):1311–1320, 1988.

[84] Daniel S Wilks. Effects of stochastic parametrizations in the Lorenz'96 system. *Quarterly Journal of the Royal Meteorological Society*, 131(606):389–407, 2005.

[85] Qin Xu. Measuring information content from observations for data assimilation: Relative entropy versus Shannon entropy difference. *Tellus A: Dynamic Meteorology and Oceanography*, 59(2):198–209, 2007.