DEEP NEURAL NETWORKS HAVE SEEN GREAT SUCCESS IN RECENT YEARS; HOWEVER, TRAINING A DEEP MODEL IS OFTEN CHALLENGING AS ITS PERFORMANCE HEAVILY DEPENDS ON THE HYPER-PARAMETERS USED. IN ADDITION, FINDING THE OPTIMAL HYPER-PARAMETER CONFIGURATION, EVEN WITH STATE-OF-THE-ART (SOTA) HYPER-PARAMETER OPTIMIZATION (HPO) ALGORITHMS, CAN BE TIME-CONSUMING, REQUIRING MULTIPLE TRAINING RUNS OVER THE ENTIRE DATASET FOR DIFFERENT POSSIBLE SETS OF HYPER-PARAMETERS. OUR CENTRAL INSIGHT IS THAT USING AN INFORMATIVE SUBSET OF THE DATASET FOR MODEL TRAINING RUNS INVOLVED IN HYPER-PARAMETER OPTIMIZATION, ALLOWS US TO FIND THE OPTIMAL HYPER-PARAMETER CONFIGURATION SIGNIFICANTLY FASTER. IN THIS WORK, WE PROPOSE AUTOMATA, A GRADIENT-BASED SUBSET SELECTION FRAMEWORK FOR HYPER-PARAMETER TUNING. WE EMPIRICALLY EVALUATE THE EFFECTIVENESS OF AUTOMATA IN HYPER-PARAMETER TUNING THROUGH SEVERAL EXPERIMENTS ON REAL-WORLD DATASETS IN THE TEXT, VISION, AND TABULAR DOMAINS. OUR EXPERIMENTS SHOW THAT USING GRADIENT-BASED DATA SUBSETS FOR HYPER-PARAMETER TUNING ACHIEVES SIGNIFICANTLY FASTER TURNAROUND TIMES AND SPEEDUPS OF 3×-30× WHILE ACHIEVING COMPARABLE PERFORMANCE TO THE HYPER-PARAMETERS FOUND USING THE ENTIRE DATASET.

1 Introduction

In recent years, deep learning systems have found great success in a wide range of tasks, such as object recognition [14], speech recognition [16], and machine translation [11], making people’s lives easier on a daily basis. However, in the quest for near-human performance, more complex and deeper machine learning models trained on increasingly large datasets are being used at the expense of substantial computational costs. Furthermore, deep learning is associated with a significantly large number of hyper-parameters such as the learning algorithm, batch size, learning rate, and model configuration parameters (e.g., depth, number of hidden layers, etc.) that need to be tuned. Hence, running extensive hyper-parameter tuning and auto-ml pipelines is becoming increasingly necessary to achieve state-of-the-art models. However, tuning the hyper-parameters requires multiple training runs over the entire datasets (which are significantly large nowadays), resulting in staggering compute costs, running times, and, more importantly, CO2 emissions.

To give an idea of staggering compute costs, we consider an image classification task on a relatively simple CIFAR-10 dataset where a single training run using a relatively simple model class of Residual Networks [15] on a V100 GPU takes around 6 hours. If we perform 1000 training runs (which is not uncommon today) naïvely using grid search for hyper-parameter tuning, it will take 6000 GPU hours. The resulting CO2 emissions would be between 640 to 1400
Naive hyper-parameter tuning methods like grid search \[4\] often fail to scale up with the dimensionality of the search space and are computationally expensive. Hence, more efficient and sophisticated Bayesian optimization methods \[2, 18, 5, 45, 26\] have dominated the field of hyper-parameter optimization in recent years. Bayesian optimization methods aim to identify good hyper-parameter configurations quickly by building a posterior distribution over the search space and by adaptively selecting configurations based on the probability distribution. More recent methods \[48, 49, 10, 26\] try to speed up configuration evaluations for efficient hyper-parameter search; these approaches speed up the configuration evaluation by adaptively allocating more resources to promising hyper-parameter configurations while eliminating poor ones quickly. Existing SOTA methods like SHA \[19\], Hyperband \[31\], ASHA \[32\] use aggressive early-stopping strategies to stop not-so-promising configurations quickly while allocating more resources to the promising ones. Generally, these resources can be the size of the training set, number of gradient descent iterations, training time, etc. Other approaches like \[39, 28\] try to quickly evaluate a configuration’s performance on a large dataset by evaluating the training runs on small, random subsets; they empirically show that small data subsets could suffice to estimate a configuration’s quality.

The past works \[39, 28\] show that very small data subsets can be effectively used to find the best hyper-parameters quickly. However, all these approaches have naively used random training data subsets and did not place much focus on selecting informative subsets instead. Our central insight is that using small informative data subsets allows us to find good hyper-parameter configurations more effectively than random data subsets. In this work, we study the application of the gradient-based subset selection approach for the task of hyper-parameter tuning and automatic machine learning. On that note, the use of gradient-based data subset selection approach in supervised learning setting was explored earlier in GRAD-MATCH \[22\] where the authors showed that training on gradient based data subsets allows the models to achieve comparable accuracy to full data training while being significantly faster.

In this work, we empirically study the advantage of using informative gradient-based subset selection algorithms for the hyper-parameter tuning task and study its accuracy when compared to using random subsets and a full dataset. So essentially, we use subsets of data to tune the hyper-parameters. Once we obtain the tuned hyper-parameters, we then train the model (with the obtained hyper-parameters) on the full dataset. The smaller the data subset we use, the more the speed up and energy savings (and hence the decrease in CO2 emissions). In light of all these insights, we propose AUTOMATA, an efficient hyper-parameter tuning framework that combines existing hyper-parameter search and scheduling algorithms with intelligent subset selection. We further empirically show the effectiveness and efficiency of AUTOMATA for hyper-parameter tuning, when used with existing hyper-parameter search approaches (more specifically, TPE \[2\], Random search \[42\], and hyper-parameter tuning schedulers (more specifically, Hyperband \[31\], ASHA \[32\]) on datasets spanning text, image, and tabular domains.

1.1 Related Work

Hyper-parameter tuning and auto-ml approaches: A number of algorithms have been proposed for hyper-parameter tuning including grid search\[4], bayesian algorithms \[5], random search \[42\], etc. Furthermore, a number of scalable toolkits and platforms for hyper-parameter tuning exist like Ray-tune \[55\], H2O automl \[50\], etc. See \[44, 53\] for a survey of current approaches and also tricks for hyper-parameter tuning for deep models. The biggest challenges of existing hyper-parameter tuning approaches are a) the large search space and high dimensionality of hyper-parameters and b) the increased training times of training models. Recent work \[33\] has proposed an efficient approach for parallelizing hyper-parameter tuning using Asynchronous Successive Halving Algorithm (ASHA). AUTOMATA is complementary to such approaches and we show that our work can be be combined effectively with them.
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Figure 2: Diagram of AUTOMATA, including hyper-parameter search, subset based configuration evaluation (where models are trained on subsets of data), and hyper-parameter scheduler.

Data Subset Selection: Several recent papers have used submodular functions\(^5\) for data subset selection towards various applications like speech recognition [52, 51], machine translation [25] and computer vision [20]. Other common approaches for subset selection include the usage of coresets. Coresets are weighted subsets of the data, which approximate certain desirable characteristics of the full data (e.g., the loss function) [11]. Coreset algorithms have been used for several problems including \(k\)-means and \(k\)-median clustering [13], SVMs [8] and Bayesian inference [6]. Recent coreset selection-based methods [37, 23, 22, 24] have shown great promise for efficient and robust training of deep models. CRAIG [37] tries to select a coreset summary of the training data that estimate the full training gradient closely. Whereas GLISTER [23] poses the coreset selection problem as a discrete-continuous bilevel optimization problem that minimizes the validation set loss. Similarly, RETRIEVE [24] also uses a discrete bilevel coreset selection problem to select unlabeled data subsets for efficient semi-supervised learning. Another approach GRAD-MATCH [22] selects coreset summary that approximately matches the full training loss gradient using orthogonal matching pursuit.

1.2 Contributions of the Work

The contributions of our work can be summarized as follows:

**AUTOMATA Framework:** We propose AUTOMATA a framework that combines intelligent subset selection with hyper-parameter search and scheduling algorithms to enable faster hyper-parameter tuning. To our knowledge, ours is the first work that studies the role of intelligent data subset selection for hyper-parameter tuning. In particular, we seek to answer the following question: Is it possible to use small informative data subsets between 1% to 30% for faster configuration evaluations in hyper-parameter tuning, thereby enabling faster tuning times while maintaining comparable accuracy to tuning hyper-parameters on the full dataset?

**Effectiveness of AUTOMATA:** We empirically demonstrate the effectiveness of AUTOMATA framework used in conjunction with existing hyper-parameter search algorithms like TPE, Random Search, and hyper-parameter scheduling algorithms like Hyperband, ASHA through a set of extensive experiments on multiple real-world datasets. We give a summary of the speedup vs. relative performance achieved by AUTOMATA compared to full data training in Figure 4. More specifically, AUTOMATA achieves a speedup of 3x - 30x with minimal performance loss for hyper-parameter tuning. Further, in Section 3 we show that the gradient-based subset selection approach of AUTOMATA outperforms the previously considered random subset selection for hyper-parameter tuning.

\[^5\]Let \(V = \{1, 2, \cdots, n\}\) denote a ground set of items. A set function \(f : 2^V \rightarrow \mathbb{R}\) is a submodular [12] if it satisfies the diminishing returns property: for subsets \(S \subseteq T \subseteq V\) and \(j \in V \backslash T\), \(f(j|S) \geq f(S \cup j) - f(S) \geq f(j|T)\).
2 AUTOMATA Framework

In this section, we present AUTOMATA, a hyper-parameter tuning framework, and discuss its different components shown in Figure 2. The AUTOMATA framework consists of three components: a hyper-parameter search algorithm that identifies which configuration sets need to be evaluated, a gradient-based subset selection algorithm for training and evaluating each configuration efficiently, and a hyper-parameter scheduling algorithm that provides early stopping by eliminating the poor configurations quickly. With AUTOMATA framework, one can use any of the existing hyper-parameter search and hyper-parameter scheduling algorithms and still achieve significant speedups with minimal performance degradation due to faster configuration evaluation using gradient-based subset training.

2.1 Notation

Denote by \( \mathcal{I} \), the set of configurations selected by the hyper-parameter search algorithm. Let \( \mathcal{D} = \{(x_i, y_i)\}_{i=1}^N \), denote the set of training examples, and \( \mathcal{V} = \{(x_j, y_j)\}_{j=1}^M \) the validation set. Let \( \theta_i \) denote the classifier model parameters trained using the configuration \( i \in \mathcal{I} \). Let \( S_i \) be the subset used for training the \( i^{th} \) configuration model \( \theta_i \) and \( w_i \) be its associated weight vector i.e., each data sample in the subset has an associated weight that is used for computing the weighted loss. We superscript the changing variables like model parameters \( \theta \), subset \( S \) with the timestep \( t \) to denote their specific values at that timestep. Next, denote by \( L_T^i(\theta_i) = L_T(x_j, y_j, \theta_i) \), the training loss of the \( j^{th} \) data sample in the dataset for \( i^{th} \) classifier model, and let \( L_T(\theta_i) = \sum_{k \in \mathcal{D}} L_T^i(\theta_i) \) be the loss over the entire training set for \( i^{th} \) configuration model. Let, \( L_T(S, \theta_i) = \sum_{k \in S} L_T(x_k, y_k, \theta_i) \) be the loss on a subset \( S \subseteq \mathcal{V} \) of the training examples at timestep \( j \). Let the validation loss be denoted by \( L_V \).

2.2 Component-1: Hyper-parameter Search Algorithm

Given a hyper-parameter search space, hyper-parameter search algorithms provide a set of configurations that need to be evaluated. A naive way of performing the hyper-parameter search is Grid-Search, which defines the search space as a grid and exhaustively evaluates each grid configuration. However, Grid-Search is a time-consuming process, meaning that thousands to millions of configurations would need to be evaluated if the hyper-parameter space is large. In order to find optimal hyper-parameter settings quickly, Bayesian optimization-based hyper-parameter search algorithms have been developed. To investigate the effectiveness of AUTOMATA across the spectrum of search algorithms, we used the Random Search method and the Bayesian optimization-based TPE method as representative hyper-parameter search algorithms. We provide more details on Random Search and TPE in Appendix D.

2.3 Component-2: Subset based Configuration Evaluation

Earlier, we discussed how a hyper-parameter search algorithm presents a set of potential hyper-parameter configurations that need to be evaluated when tuning hyper-parameters. Every time a configuration needs to be evaluated, prior work trained the model on the entire dataset until the resource allocated by the hyper-parameter scheduler is exhausted. Rather than using the entire dataset for training, we propose using subsets of informative data selected based on gradients instead. As a result, given any hyper-parameter search algorithm, we can use the data subset selection to speed up each training epoch by a significant factor (say 10x), thus improving the overall turnaround time of the hyper-parameter tuning. However, the critical advantage of AUTOMATA is that we can achieve speedups while still retaining the hyper-parameter tuning algorithm’s performance in finding the best hyper-parameters. The fundamental feature of AUTOMATA is that the subset selected by AUTOMATA changes adaptively over time, based on the classifier model training. Thus, instead of selecting a common subset among all configurations, AUTOMATA selects the subset that best suits each configuration. We give a detailed overview of the gradient-based subset selection process of AUTOMATA below.

2.3.1 Gradient Based Subset Selection (GSS)

The key idea of gradient-based subset selection of AUTOMATA is to select a subset \( S \) and its associated weight vector \( w \) such that the weighted subset loss gradient best approximates the entire training loss gradient. The subset selection of AUTOMATA for \( i^{th} \) configuration at time step \( t \) is as follows:

\[
\arg\min_{w_i, S_i} \sum_{i \in S_i} \sum_{S'} \left| S' \right| \leq k, w_i \geq 0 \| \nabla_{\theta} S_i \nabla_{\theta} L_T^i(\theta_i) - \nabla_{\theta} L_T(\theta_i) \| + \lambda \left\| w_i \right\|^2
\]
The additional regularization term prevents assignment of very large weight values to data samples, thereby reducing the possibility of overfitting on a few data samples. A similar formulation for subset selection in the context of efficient supervised learning was employed in a recent work called GRAD-MATCH [22]. The authors of the work [22] proved that the optimization problem given in Equation (1) is approximately submodular. Therefore, the above optimization problem can be solved using greedy algorithms with approximation guarantees [9, 35]. Similar to GRAD-MATCH, we use a greedy algorithm called orthogonal matching pursuit (OMP) to solve the above optimization problem. The goal of AUTOMATA is to accelerate the hyper-parameter tuning algorithm while preserving its original performance. Efficiency is, therefore, an essential factor that AUTOMATA considers even when selecting subsets. Due to this, we employ a faster per-batch subset selection introduced in the work [22] in our experiments, which is described in the following section.

**Per-Batch Subset Selection:** Instead of selecting a subset of data points, one selects a subset of mini-batches by matching the weighted sum of mini-batch training gradients to the full training loss gradients. Therefore, one will have a subset of selected mini-batches and the associated mini-batch weights. One trains the model on the selected mini-batches by performing mini-batch gradient descent using the weighted mini-batch loss. Let us denote the batch size as \( B \), and the total number of mini-batches as \( b_N = \frac{N}{B} \), and the training set of mini-batches as \( D_B \). Let us denote the number of mini-batches that needs to be selected as \( b_k = \frac{k}{B} \). Let us denote the subset of mini-batches that needs to be selected as \( S_B \), and denote the weights associated with mini-batches as \( w_{B_i} = \{w_{B_1}, w_{B_2}, \cdots w_{B_{b_N}}\} \) for the \( i^{th} \) model configuration. Let us denote the mini-batch gradients as \( \nabla_{\theta} \hat{L}^B_T(\theta) \), \( \cdots \) \( \nabla_{\theta} \hat{L}^B_{TN}(\theta) \) be the mini-batch gradients for the \( i^{th} \) model configuration. Let us denote \( \hat{L}^B_T(\theta) = \sum_{i \in [1, b_N]} \hat{L}^B_{iT}(\theta_i) \) be the loss over the entire training set.

The subset selection problem of mini-batches at time step \( t \) can be written as follows:

\[
\begin{align*}
    w^t_{B_i}, S^t_B &= \arg\min_{w_{B_i}, S^t_B \mid S^t_B \leq b_k, w^t_{B_i} \geq 0} \left\| \sum_{i \in S^t_B} w^t_{B_i} \hat{L}^B_{iT}(\theta^t_i) - \nabla_{\theta} L^B_T(\theta^t) \right\| + \lambda \left\| w^t_{B_i} \right\|^2
\end{align*}
\]

In the per-batch version, because the number of samples required for selection is \( b_k \) is less than \( k \), the number of greedy iterations required for data subset selection in OMP is reduced, resulting in a speedup of \( B \times \). A critical trade-off in using larger batch sizes is that in order to get better speedups, we must also sacrifice data subset selection performance. Therefore, it is recommended to use smaller batch sizes for subset selection to get a optimal trade-off between speedups and performance. In our experiments on Image datasets, we use a batch size of \( B = 20 \), and on text datasets, we use the batch size as a hyper-parameter with \( B \in [16, 32, 64] \). Apart from per-batch selection, we use model warm-starting to get more informative data subsets. Further, in our experiments, we use a regularization coefficient of \( \lambda = 0 \). We give more details on warm-starting below.

**Warm-starting data selection:** We warm-start each configuration model by training on the entire training dataset for a few epochs similar to [22]. The warm-starting process enables the model to have informative loss gradients used for subset selection. To be more specific, the classifier model is trained on the entire training data for \( T_w = \frac{\kappa T}{N} \) epochs, where \( k \) is the coreset size, \( T \) is the total number of epochs, \( \kappa \) is the fraction of warm start, and \( N \) is the size of the training dataset. We use a \( \kappa \) value of 0 (i.e., no warm start) for experiments using Hyperband as scheduling algorithm, and a \( \kappa \) value of 0.35 for experiments using ASHA.

### 2.4 Component-3: Hyper-parameter Scheduling Algorithm

Hyper-parameter scheduling algorithms improve the overall efficiency of the hyper-parameter tuning by terminating some of the poor configurations runs early. In our experiments, we consider Hyperband [31], and ASHA [32], which are extensions of the Sequential Halving algorithm (SHA) [19] that uses aggressive early stopping to terminate poor configuration runs and allocates an increasingly exponential amount of resources to the better performing configurations. SHA starts with \( n \) number of initial configurations, each assigned with a minimum resource amount \( r \). The SHA algorithm uses a reduction factor \( \eta \) to reduce the number of configurations in each round by selecting the top \( \frac{1}{\eta} \) fraction of configurations while also increasing the resources allocated to these configurations by \( \eta \) times each round. We discuss Hyperband and ASHA and the issues within SHA that each of them addresses in more detail in Appendix [C].

Detailed pseudocode of the AUTOMATA algorithm is provided in Appendix [C] due to space constraints in the main paper. We use the popular deep learning framework [40] for implementation of AUTOMATA framework, Ray-tune [35] for hyper-parameter search and scheduling algorithms, and CORDS [21] for subset selection strategies.
Figure 3: Comparison of performance of AUTOMATA with baselines (RANDOM, CRAIG, FULL) for Hyper-parameter tuning. In sub-figures (a-t), we present speedup vs. relative test error (in %), compared to Full data tuning for different methods. On each scatter plot, smaller subsets appear on the right, and larger ones appear on the left. Results are shown for (a-d) SST5, (e-h) TREC6, (i-l) CIFAR10, (m-p) CIFAR100, and (q-t) CONNECT-4 datasets with different combinations of hyper-parameter search and scheduling algorithms. The scatter plots show that AUTOMATA achieves the best speedup-accuracy tradeoff in almost every case (bottom-right corner of each plot indicates the best speedup-accuracy tradeoff region).
3 Experiments

In this section, we present the effectiveness and the efficiency of AUTOMATA framework for hyper-parameter tuning by evaluating AUTOMATA on datasets spanning text, image, and tabular domains. Further, to assess AUTOMATA’s effectiveness across the spectrum of existing hyper-parameter search and scheduling algorithms, we conduct experiments using combinations of different search and scheduling algorithms. As discussed earlier, we employ Random Search [42], TPE [2] as representative hyper-parameter search algorithms, and Hyperband [31], ASHA [32] as representative hyper-parameter scheduling algorithms. However, we believe the takeaways would remain the same even with other approaches. We repeat each experiment five times on the text and tabular datasets, thrice on the image datasets, and report the mean accuracy and speedups in the plots. Below, we provide further details on datasets, baselines, models, and the hyper-parameter search space used for experiments.

3.1 Baselines

Our experiments aim to demonstrate the consistency and efficiency of AUTOMATA more specifically, the effectiveness of AUTOMATA’s gradient-based subset selection (GSS) for hyper-parameter tuning. As baselines, we replace the GSS subset selection strategy in AUTOMATA with different subset selection strategies, namely RANDOM (randomly sample a same sized subset as AUTOMATA from the training data), CRAIG [37] (a gradient-based subset selection proposed for efficient supervised learning), and FULL (using the entire training data for model training during configuration evaluation). For ease of notation, we refer to baselines by the names of corresponding subset selection strategies. Note that by CRAIG baseline, we mean the faster per-batch version of CRAIG [37] for subset selection shown [22] to be more efficient than the original. In addition, for all methods, we do not use any warm-start for experiments with Hyperband and use a warm start of $\kappa = 0.35$ for experiments with ASHA. We give more details on the reason for using warm-start with ASHA and no warm-start with Hyperband in Appendix F.2. We perform experiments with different subset size fractions of 1%, 5%, 10%, and 30%. In our experiments, we compare our approach’s accuracy and efficiency (time/energy) with Full training, Per Batch CRAIG selection, and Random selection.

3.2 Datasets, Model Architecture, and Experimental Setup

To demonstrate the effectiveness of AUTOMATA for hyper-parameter tuning, we performed experiments on datasets spanning text, image, and tabular domains. Text datasets include SST2 [46], SST5 [46], glue-SST2 [50], and TREC6 [34, 17]. Image datasets include CIFAR10 [27], CIFAR100 [27], and Street View House Numbers (SVHN) [38]. Tabular datasets include DNA, SATIMAGE, LETTER, and CONNECT-4 from LIBSVM (a library for Support Vector Machines (SVMs)) [7]. We give more details on dataset sizes and splits in Appendix F.1. For the Text datasets, we use the LSTM model (from PyTorch) with trainable GloVe [41] embeddings of 300 dimension as input. For Image datasets, we use the ResNet18 [15] and ResNet50 [15] models. For Tabular datasets, we use a multi-layer perceptron with 2 hidden layers. Once the best hyper-parameter configuration is found, we perform one more final training of the model using the best configuration on the entire dataset and report the achieved test accuracy. We use final training for all methods except FULL since the models trained on small data subsets (especially with small subset fractions of 1%, 5%) during tuning do not achieve high test accuracies. We also include the final training times while calculating the tuning times for a more fair comparison.

For text datasets, we train the LSTM model for 20 epochs while choosing subsets (except for FULL) every 5 epochs. The hyper-parameter space includes learning rate, hidden size & number of layers of LSTM, batch size of training. Some experiments (with TPE as the search algorithm) use 27 configurations in the hyper-parameter space, while others use 54. More details on hyper-parameter search space for text datasets are given in Appendix F.2. For image datasets, we train the ResNet [15] model for 300 epochs while choosing subsets (except for FULL) every 20 epochs. We use a Stochastic Gradient Descent (SGD) optimizer with momentum set to 0.9 and weight decay factor set to 0.0005. The hyper-parameter search space consists of a choice between the Momentum method and Nesterov Accelerated Gradient method, choice of learning rate scheduler and their corresponding parameters, and four different group-wise learning rates. We use 27 configurations in the hyper-parameter space for Image datasets. More details on hyper-parameter search space for image datasets are given in Appendix F.2. For tabular datasets, we train a multi-layer perceptron with 2 hidden layers for 200 epochs while choosing subsets every 10 epochs. The hyper-parameter search space consists of a choice between the SGD optimizer or Adam optimizer, choice of learning rate, choice of learning rate scheduler, the sizes of the two hidden layers and batch size for training. We use 27 configurations in the hyper-parameter space for Tabular datasets. More details on hyper-parameter search space for tabular datasets are provided in Appendix F.2.3.

\footnote{Note that with a 30% subset, final training is not required as the models trained with 30% subsets achieve similar accuracy to full data training. However, for the sake of consistency, we use final training with 30% subsets as well.}
3.3 Hyper-parameter Tuning Results

Results comparing the accuracy vs. efficiency tradeoff of different subset selection strategies for hyper-parameter tuning are shown in Figure [3]. Performance is compared for different sizes of subsets of training data: 1%, 5%, 10%, and 30% along with four possible combinations of search algorithm (Random or TPE) and scheduling algorithm (ASHA or Hyperband). **Text datasets results:** Sub-figures (3a–3f) show the plots of relative test error vs. speed ups, both w.r.t full data tuning for SST5 dataset with different combinations of search and scheduling methods. Similarly, in sub-figures (3g–3h) we present the plots of relative test error vs. speed ups for TREC6 dataset. From the results, we observe that AUTOMATA achieves best speed up vs. accuracy tradeoff and consistently gives better performance even with small subset sizes unlike other baselines like RANDOM, CRAIG. In particular, AUTOMATA achieves a speedup of 9.8× and 7.35× with a performance loss of 2.8% and a performance gain of 0.9% respectively on the SST5 dataset with TPE and Hyperband. Additionally, AUTOMATA achieves a speedup of around 3.15×, 2.68× with a performance gain of 3.4%, 4.6% respectively for the TREC6 dataset with TPE and ASHA. **Image datasets results:** Sub-figures (3i–3l) show the plots of relative test error vs. speed ups, both w.r.t full data tuning for CIFAR10 dataset with different combinations of search and scheduling methods. Similarly, sub-figures (3m–3p) show the plots of relative test error vs. speed ups on CIFAR100. The results show that AUTOMATA achieves the best speed up vs. accuracy tradeoff consistently compared to other baselines. More specifically, AUTOMATA achieves a speedup of around 15×, 8.7× with a performance loss of 0.65%, 0.14% respectively on the CIFAR10 dataset with Random and Hyperband. Further, AUTOMATA achieves a speedup of around 3.7×, 2.3× with a performance gain of 1%, 2% for CIFAR100 dataset with TPE and ASHA. **Tabular datasets results:** Sub-figures (3q–3t) show the plots of relative test error vs. speed ups for the CONNECT-4 dataset. AUTOMATA consistently achieved better speedup vs. accuracy tradeoff compared to other baselines on CONNECT-4 as well. Owing to space constraints, we provide additional results showing the accuracy vs. efficiency tradeoff on additional text, image, and tabular datasets in the Appendix F.4. It is important to note that AUTOMATA obtains better speedups when used for hyper-parameter tuning on larger datasets and larger models (in terms of parameters). Apart from the speedups achieved by AUTOMATA, we show in Appendix F.5 that it also achieves similar reductions of energy consumption and CO2 emissions, thereby making it more environmentally friendly.

4 Conclusion, Limitations, and Broader Impact

We introduce AUTOMATA, an efficient hyper-parameter tuning framework that uses intelligent subset selection for model training for faster configuration evaluations. Further, we perform extensive experiments showing the effectiveness of AUTOMATA for Hyper-parameter tuning. In particular, it achieves speedups of around 10× - 15× using Hyperband as scheduler and speedups of around 3× even with a more efficient ASHA scheduler. AUTOMATA significantly decreases CO2 emissions by making hyper-parameter tuning fast and energy-efficient, in turn reducing environmental impact of such hyper-parameter tuning on society at large. We hope that the AUTOMATA framework will popularize the trend of using subset selection for hyper-parameter tuning and encourage further research on efficient subset selection approaches for faster hyper-parameter tuning, helping us move closer to the goal of Green AI [33]. One of the limitations of AUTOMATA is that in scenarios in which no performance loss is desired, we do not know the minimum subset size to improve speed and, therefore, rely on larger subset sizes such as 10%, 30%. In the future, we consider adaptively changing subset sizes based on model performance for each configuration to remove the dependency on subset size.
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Supplementary Material

A Code

The code of AUTOMATA is available at the following link: https://github.com/decile-team/cords

B Licenses

We release the code repository of AUTOMATA with MIT license, and it is available for everybody to use freely. We use the popular deep learning framework [40] for implementation of AUTOMATA framework, Ray-tune[35] for hyper-parameter search and scheduling algorithms, and CORDS [21] for subset selection strategies. As far as the datasets are considered, we use SST2 [46], SST5 [46], glue-SST2 [50], TREC6 [44, 17], CIFAR10 [27], SVHN [38], CIFAR100 [24], and DNA, SATIMAGE, LETTER, CONNECT-4 from LIBSVM (a library for Support Vector Machines (SVMs)) [7] datasets. CIFAR10, CIFAR100 datasets are released with an MIT license. SVHN dataset is released with a CC0:Public Domain license. Furthermore, all the datasets used in this work are publicly available. In addition, the datasets used do not contain any personally identifiable information.
C AUTOMATA Algorithm Pseudocode

We give the pseudo code of AUTOMATA algorithm in Algorithm 1.

Algorithm 1: AUTOMATA Algorithm

Input: Hyper-parameter scheduler Algorithm: scheduler , Hyper-parameter search Algorithm: search , No. of configuration evaluations: n, Hyper-parameter search space: $H$, Training dataset: $D$, Validation dataset: $V$, Total no of epochs: $T$, Epoch interval for subset selection: $R$, Size of the coreset: $k$, Reg.

Coefficient: $\alpha$, Learning rates: $\{\alpha_t\}_{t=0}^{T-1}$, Tolerance: $\epsilon$

Generate $n$ configurations by calling the search algorithm $H = \{ h_1, h_2, \cdots, h_n \} = \text{search}(H, n)$

Randomly initialize each configuration model parameters $h_1.\theta = h_2.\theta = \cdots = h_n.\theta = \theta$

Set $h_1.t = h_2.t = \cdots = h_n.t = 0$

Set $h_1.eval = h_2.eval = \cdots = h_n.eval = 0$

Assign the initial resources (i.e., in our case training epochs) using the scheduler for all initialized configurations $\{h_i.r\}_{i=1}^{n} = \text{scheduler}(H, T)$

repeat

for each configuration numbered $t$ in $H$

***Train configuration $h_i$ using informative data subsets for $h_i.r$ epochs and evaluate on validation set***

Set $h_i.eval, h_i.theta = \text{subset-config-evaluation}(D, V, h_i.theta, h_i.r, R, k, \lambda, \{h_i.config\}_{i=0}^{T-1}, \epsilon)$

***Assign resources again based on evaluation performance***

Set $h_i.r = \text{scheduler}(H, T)$

until $h_i.r = 0$ & $h_2.r = 0$ & $\cdots$ & $h_n.r = 0$

***Get the best performing hyper-parameters based on final configuration evaluations***

$finalconfig = \text{argmax}_{i=1}^{n} h_i.eval$

***Perform final training using the best hyper-parameter configurations***

$\theta_{final} = \text{finaltrain}(\theta, D, finalconfig, T)$

return $\theta_{final}$

Algorithm 2: subset-config-evaluation

Input: Training dataset: $D$, Validation dataset: $V$. Initial model parameters: $\theta_0$, Total no of epochs: $T$, Epoch interval for subset selection: $R$, Size of the coreset: $k$, Reg.

Coefficient: $\lambda$, Learning rates: $\{\alpha_t\}_{t=0}^{T-1}$, Tolerance: $\epsilon$

Set $t = 0$; Randomly initialize coreset $S_0 \subseteq D : |S_0| = k$

repeat

if $(t|R == 0) \land (t > 0)$ then

$S_t = \text{OMP}(D, \theta_t, \lambda, \alpha_t, k, \epsilon)$

else

$S_t = S_{t-1}$

Compute batches $D_{ib} = \{(x_b, y_b); b \in (1 \cdots B)\}$ from $D$

Compute batches $S_{ib} = \{(x_b); b \in (1 \cdots B)\}$ from $S$

***Mini-batch SGD***

Set $\theta_0 = \theta_t$

for $b = 1 \rightarrow B$

Compute mask $m_{ib}$ on $S_{ib}$ from current model parameters $\theta_{(t-1)}$

$\theta_{ib} = \theta_{(t-1)} - \alpha_t \nabla_{\theta} L_{\theta}(D_{ib}, \theta_t) - \alpha_t \lambda \sum_{j \in S_{ib}} m_{ibj} \nabla \theta L_{\theta}(x_j, \theta_t, b - 1))$

Set $\theta_{t+1} = \theta_{tB}$

$t = t + 1$

until $t \geq T$

***Evaluate trained model on validation set***

$eval = \text{evaluate}(\theta_T, \mathcal{V})$

return $eval, \theta_T$

Algorithm 3: OMP

Input: Training loss $L_\theta$, current parameters: $\theta$, regularization coefficient: $\lambda$, subset size: $k$, tolerance: $\epsilon$

Initialize $S = \emptyset$

$r \leftarrow \nabla_{\theta} (\sum_{x \in S} w \nabla_{\theta} L_\theta(x, \theta) - \nabla_{\theta} \mathcal{L}_\theta(\theta)) + \lambda \|w\|^2 |_{w=0}$

repeat

$\epsilon = \text{argmax}_{|r|}$

$S \leftarrow S \cup \epsilon$

$w \leftarrow \text{argmin}_{w} (\sum_{x \in S} w \nabla_{\theta} L_\theta(x, \theta) - \nabla_{\theta} \mathcal{L}_\theta(\theta)) + \lambda \|w\|^2 |_{w=0}$

$r \leftarrow \nabla_{\theta} (\sum_{x \in S} w \nabla_{\theta} L_\theta(x, \theta) - \nabla_{\theta} \mathcal{L}_\theta(\theta)) + \lambda \|w\|^2 |_{w=0}$

until $|S| \leq k$ and $\|\sum_{x \in S} w \nabla_{\theta} L_\theta(x, \theta) - \nabla_{\theta} \mathcal{L}_\theta(\theta)) + \lambda \|w\|^2 |_{w=0} \geq \epsilon$

return $S, w$

D More details on Hyper-parameter Search Algorithms

We give a brief overview of few representative hyper-parameter search algorithms, such as TPE [2] and Random Search [42] which we used in our experiments. As discussed earlier, given a hyper-parameter search space, hyper-parameter search algorithms provide a set of configurations that need to be evaluated. A naive way of performing the
hyper-parameter search is Grid Search, which defines the search space as a grid and exhaustively evaluates each grid configuration. However, Grid Search is a time-consuming process, meaning that thousands to millions of configurations would need to be evaluated if the hyper-parameter space is large. In order to find optimal hyper-parameter settings quickly, Bayesian optimization-based hyper-parameter search algorithms have been developed. To investigate the effectiveness of AUTOMATA across the spectrum of search algorithms, we used the Random Search method and the Bayesian optimization-based TPE method (described below) as representative hyper-parameter search algorithms.

D.1 Random Search

In random search [42], hyper-parameter configurations are selected at random and evaluated to discover the optimal configuration among those chosen. As well as being more efficient than a grid search since it does not evaluate all possible configurations exhaustively, random search also reduces overfitting [4].

D.2 Tree Parzen Structured Estimator (TPE)

TPE [2] is a sequential model-based optimization (SMBO) approach that sequentially constructs a probability model to approximate the performance of hyper-parameters based on historical configuration evaluations and then subsequently uses the model to select new configurations. TPE models the likelihood function \( P(D|f) \) and the prior over the function space \( P(f) \) using the kernel density estimation. TPE algorithm sorts the collected observations by the function evaluation value, typically validation set performance, and divides them into two groups based on some quantile. The first group \( x_1 \) contains best-performing observations, and the second group \( x_2 \) contains all other observations. Then TPE models two different densities \( i(x_1) \) and \( g(x_2) \) based on the observations from the respective groups using kernel density estimation. Finally, TPE selects the subset observations that need to be evaluated by sampling from the distribution that models the maximum expected improvement, i.e., \( E[i(x)/g(x)] \).

E More details on Hyper-parameter Scheduling Algorithms

We give a brief overview of some representative hyper-parameter scheduling algorithms, such as HyperBand [31] and ASHA [32] which we used in our experiments. As discussed earlier, hyper-parameter scheduling algorithms improve the overall efficiency of the hyper-parameter tuning by terminating some of the poor configurations runs early. In our experiments, we consider Hyperband, and ASHA, which are extensions of the Sequential Halving algorithm (SHA) [19] that uses aggressive early stopping to terminate poor configuration runs and allocates an increasingly exponential amount of resources to the better performing configurations. SHA starts with \( n \) number of initial configurations, each assigned with a minimum resource amount \( r \). The SHA algorithm uses a reduction factor \( \eta \) to reduce the number of configurations each round by selecting the top \( 1/\eta \) fraction of configurations while also increasing the resources allocated to these configurations by \( \eta \) times each round. Following, we will discuss Hyperband and ASHA and the issues within SHA that each of them addresses.

E.1 HyperBand

One of the issues with SHA is that its performance largely depends on the initial number \( n \) of configurations. Hyperband [31] addresses this issue by performing a grid search over various feasible values of \( n \). Further, each value of \( n \) is associated with a minimum resource \( r \) allocated to all configurations before some are terminated; larger values of \( n \) are assigned smaller \( r \) and hence more aggressive early-stopping. On the whole, in Hyperband [31] for different values of \( n \) and \( r \), the SHA algorithm is run until completion.

E.2 ASHA:

One of the other issues with SHA is that the algorithm is sequential and has to wait for all the processes (assigned with an equal amount of resources) at a particular bracket to be completed before choosing the configurations to be selected for subsequent runs. Hence, due to the sequential nature of SHA, some GPU/CPU resources (with no processes running) cannot be effectively utilized in the distributed training setting, thereby taking more time for tuning. By contrast, ASHA [32] is an asynchronous variant of SHA and addresses the sequential issue of SHA by promoting a configuration to the next rung as long as there are GPU or CPU resources available. If no resources appear to be promotable, it randomly adds a new configuration to the base rung.
F  More Experimental Details and Additional Results

We performed experiments on a mix of RTX 1080, RTX 2080, and V100 GPU servers containing 2-8 GPUs. To be fair in timing computation, we ran AUTOMATA and all other baselines for a particular setting on the same GPU server.

F.1  Additional Datasets Details

F.1.1  Text Datasets

We performed experiments on SST2 [46], SST5 [46], glue-SST2 [50], and TREC6 [34, 17] text datasets. SST2 [46] and glue-SST2 [50] dataset classify the sentiment of the sentence (movie reviews) as negative or positive. Whereas SST5 [46] classify sentiment of sentence as negative, somewhat negative, neutral, somewhat positive or positive. TREC6 [34, 17] is a dataset for question classification consisting of open-domain, fact-based questions divided into broad semantic categories(ABBR - Abbreviation, DESC - Description and abstract concepts, ENTY - Entities, HUM - Human beings, LOC - Locations, NYM - Numeric values). The train, text and validation splits for SST2 [46] and SST5 [46] are used from the source itself while the validation data for TREC6 [34, 17] is obtained using 10% of the train data. The train and validation data for glue-SST2 [50] is used from source itself. In Table 1, we summarize the number classes, and number of instances in each split in the text datasets.

| Dataset     | #Classes | #Train | #Validation | #Test |
|-------------|----------|--------|-------------|-------|
| SST2        | 2        | 8544   | 1101        | 2210  |
| SST5        | 5        | 8544   | 1101        | 2210  |
| glue-SST2   | 2        | 63982  | 872         | 3367  |
| TREC6       | 6        | 4907   | 545         | 500   |

Table 1: Number of classes, Number of instances in Train, Validation and Test split in Text datasets

F.1.2  Vision Datasets

We performed experiments on CIFAR10 [27], CIFAR100 [27], and SVHN [38] vision datasets. The CIFAR-10 [27] dataset contains 60,000 colored images of size 32×32 divided into ten classes, each with 6000 images. CIFAR100 [27] is also similar but that it has 600 images per class and 100 classes. Both CIFAR10 [27] and CIFAR100 [27] have 50,000 training samples and 10,000 test samples distributed equally across all classes. SVHN [38] is obtained from house numbers in Google Street View images and has 10 classes, one for each digit. The colored images of size 32×32 are centered around a single digit with some distracting characters on the side. SVHN [38] has 73,257 training digits, 26,032 testing digits. For all 3 datasets, 10% of the training data is used for validation. In Table 2, we summarize the number classes, and number of instances in each split in the image datasets.

| Dataset     | #Classes | #Train | #Validation | #Test |
|-------------|----------|--------|-------------|-------|
| CIFAR10     | 10       | 45000  | 5000        | 10000 |
| CIFAR100    | 100      | 45000  | 5000        | 10000 |
| SVHN        | 10       | 65932  | 7325        | 26032 |

Table 2: Number of classes, Number of instances in Train, Validation and Test split in Image datasets

F.1.3  Tabular Datasets

We performed experiments on the following tabular datasets dna, letter, connect-4, and satimage from LIBSVM (a library for Support Vector Machines (SVMs)) [7].

| Name        | #Classes | #Train | #Validation | #Test | #Features |
|-------------|----------|--------|-------------|-------|----------|
| dna         | 3        | 1,400  | 600         | 1,186 | 180      |
| satimage    | 6        | 3,104  | 1,331       | 2,000 | 36       |
| letter      | 26       | 10,500 | 4,500       | 5,000 | 16       |
| connect_4   | 3        | 67,357 | -           | -     | 126      |

Table 3: Number of classes, Number of instances in Train, Validation and Test split in Tabular datasets
A brief description of the tabular datasets can be found in Table 3. For datasets without explicit validation and test datasets, 10% and 20% samples from the training set are used as validation and test datasets, respectively.

F.2 Additional Experimental Details

For tuning with FULL datasets, the entire dataset is used to train the model during hyper-parameter tuning. But when the AUTOMATA (or CRAIG) is used, only a fraction of the dataset is used to train various models during tuning. Similar is the case with Random subset selection approach but the subsets are chosen at RANDOM. Note that subset selection techniques used are adaptive in nature, which mean that they chose subset every few epochs for the model to train on for coming few epochs.

F.2.1 Details of Text Experiments

The hyper-parameter space for experiments on text datasets include learning rate, hidden size & number of layers of LSTM and batch size of training. Some experiments (with TPE search algorithm) where the best configuration among 27 configurations are found, the hyper-parameter space is learning rate: [0.001,0.1], LSTM hidden size: {64,128,256}, batch size: {16,32,64}. While the rest of the experiments where the best configuration among 54 configurations are found, the hyper-parameter space is learning rate: [0.001,0.1], LSTM hidden size: {64,128,256}, number of layers in LSTM: {1, 2}, batch size: {16,32,64}.

F.2.2 Details of Image Experiments

The hyper-parameter search space for tuning experiments on image datasets include a choice between Momentum method and Nesterov Accelerated Gradient method, choice of learning rate scheduler and their corresponding parameters, and four different group-wise learning rates, \( lr_1 \) for layers of the first group, \( lr_2 \) for layers of intermediate groups, \( lr_3 \) for layers of the last group of ResNet model, and \( lr_4 \) for the final fully connected layer. For learning rate scheduler, we change the learning rates during training using either a cosine annealing schedule or decay it linearly by \( \gamma \) after every 20 epochs. Best configuration for most experiments is selected from 27 configurations where the hyper-parameter space is \( lr_1 \): [0.001, 0.01], \( lr_2 \): [0.001, 0.01], \( lr_3 \): [0.001, 0.01], \( lr_4 \): [0.001, 0.01], Nesterov: {True, False}, learning rate scheduler: {Cosine Annealing, Linear Decay}, \( \gamma \): [0.05, 0.5].

F.2.3 Details of Tabular Experiments

The hyper-parameter search space consists of a choice between the Stochastic Gradient Descent(SGD) optimizer or Adam optimizer, choice of learning rate \( lr \), choice of learning rate scheduler, the sizes of the two hidden layers \( h_1 \) and \( h_2 \) and batch size for training. For learning rate scheduler, we either don’t use a learning rate scheduler or change the learning rates during training using a cosine annealing schedule or decay it linearly by 0.05 after every 20 epochs. Best configuration for most experiments is selected from 27 configurations where the hyper-parameter space is \( lr \): [0.001, 0.01], Optimizer: {Adam, SGD}, learning rate scheduler: {None, Cosine Annealing, Linear Decay}, \( h_1 \): {150, 200, 250, 300}, \( h_2 \): {150, 200, 250, 300} and batch size: {16,32,64}.

F.3 Use of Warm-start for subset selection

We use warm-starting with ASHA as a scheduler because the initial bracket occurs early (i.e., at \( t = 1 \)) with ASHA; this implies that some of the initial configuration evaluations are discarded made just after training for one epoch. The training of such configurations on small data subsets may not be sufficient to make a sound decision about better-performing configurations in these scenarios. As a solution, we use warm-starting with ASHA so that all configurations are trained on the entire data for an initial few epochs. With Hyperband, the brackets do not occur very early during training, so no warm-up is necessary.

F.4 More Hyper-parameter Tuning Results

We present more hyper-parameter tuning results of AUTOMATA on additional text, image, and tabular datasets in Figures 4,5,6. From the results, it is evident that AUTOMATA achieves best speedup vs. accuracy tradeoff in almost all of the cases.
Figure 4: Tuning Results on Text Datasets: Comparison of performance of AUTOMATA with baselines (RANDOM, CRAIG, FULL) for Hyper-parameter tuning. In sub-figures (a-p), we present speedup vs. relative test error (in %), compared to Full data tuning for different methods. On each scatter plot, smaller subsets appear on the right, and larger ones appear on the left. Results are shown for (a-d) SST2, (e-h) glue-SST2, (i-l) SST5, (m-p) TREC6 datasets with different combinations of hyper-parameter search and scheduling algorithms. The scatter plots show that AUTOMATA achieves the best speedup-accuracy tradeoff in almost every case (bottom-right corner of each plot indicates the best speedup-accuracy tradeoff region).

F.5 CO2 Emissions and Energy Consumption Results

Sub-figures 7a/7b/7c/7d shows the energy efficiency plot of AUTOMATA on CIFAR100 dataset for 1%, 5%, 10%, 30% subset fractions. For calculating the energy consumed by the GPU/CPU cores, we use pyJoules. From the plot, it is evident that AUTOMATA is more energy efficient compared to the other baselines and full data tuning. Sub-figures 7e/7f/7g/7h shows the plot of relative error vs CO2 emissions efficiency, both w.r.t full training. CO2 emissions were estimated based on the total compute time using the Machine Learning Impact calculator presented in [29]. From the results, it is evident that AUTOMATA achieved the best energy vs. accuracy tradeoff and is environmentally friendly based on CO2 emissions compared to other baselines (including CRAIG and RANDOM).

https://pypi.org/project/pyJoules/
Figure 5: Tuning Results on Image Datasets: Comparison of performance of AUTOMATA with baselines (RANDOM, CRAIG, FULL) for Hyper-parameter tuning. In sub-figures (a-l), we present speedup vs. relative test error (in %), compared to Full data tuning for different methods. On each scatter plot, smaller subsets appear on the right, and larger ones appear on the left. Results are shown for (a-d) CIFAR10, (e-h) CIFAR100, (i-l) SVHN datasets with different combinations of hyper-parameter search and scheduling algorithms. The scatter plots show that AUTOMATA achieves the best speedup-accuracy tradeoff in almost every case (bottom-right corner of each plot indicates the best speedup-accuracy tradeoff region).
Figure 6: Tuning Results on Tabular Datasets: Comparison of performance of AUTOMATA with baselines (RANDOM, CRAIG, FULL) for Hyper-parameter tuning. In sub-figures (a-p), we present speedup vs. relative test error (in %), compared to Full data tuning for different methods. On each scatter plot, smaller subsets appear on the right, and larger ones appear on the left. Results are shown for (a-d) DNA, (e-h) SATIMAGE, (i-l) LETTER, (m-p) CONNECT-4 datasets with different combinations of hyper-parameter search and scheduling algorithms. The scatter plots show that AUTOMATA achieves the best speedup-accuracy tradeoff in almost every case (bottom-right corner of each plot indicates the best speedup-accuracy tradeoff region).
Figure 7: Comparison of performance of AUTOMATA with baselines (RANDOM, CRAIG, FULL) for Hyper-parameter tuning. In sub-figures (a-d), we present energy ratio vs. relative test error (in %), compared to Full data tuning for different methods on CIFAR100 dataset. In sub-figures (e-h), we present CO2 emissions ratio vs. relative test error (in %), compared to Full data tuning for different methods on SVHN dataset. On each scatter plot, smaller subsets appear on the right, and larger ones appear on the left. The scatter plots show that AUTOMATA achieves the best energy savings and CO2 reductions, thereby achieving the best efficiency vs. performance tradeoff in almost every case. (Bottom-right corner of each plot indicates the best efficiency vs. performance tradeoff region).