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Abstract

Summary: Identifying pathogenic variants and annotating them is a major challenge in human genetics, especially for the non-coding ones. Several tools have been developed and used to predict the functional effect of genetic variants. However, the calibration assessment of the predictions has received little attention. Calibration refers to the idea that if a model predicts a group of variants to be pathogenic with a probability score, it is expected that the same fraction of true positive is found in the observed set. For instance, a well-calibrated classifier should label the variants such that among the ones to which it gave a probability value close to 0.7, approximately 70% actually belong to the pathogenic class. Poorly calibrated algorithms can be misleading and potentially harmful for clinical decision making.

Availability and implementation: The dataset used for testing the methods is available through the DOI:10.5281/zenodo.4448197.

Contact: emidio.capriotti@unibo.it or piero.fariselli@unito.it

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

One of the main challenges in human genetics is to predict the functional effect of genetic variants (Capriotti et al., 2012, 2019; Lappalainen et al., 2019). Knowing whether or not a variant is potentially pathogenic can lead to better diagnosis and the implementation of more effective treatment strategies which have a significant impact on clinical settings. In their day-to-day life, physicians can rely on different tools to estimate the impact of a variant, but it is not an easy task to select the most appropriate one. A common strategy to select the most reliable method consists in reading articles reporting the results of critical assessment experiments. Unfortunately, in many cases, evaluation metrics do not include model calibrations (Cheng et al., 2019; Drubay et al., 2018).

Even when the tools have good discrimination power, they may be unreliable if they are uncalibrated (Van Calster et al., 2016, 2019). Calibration is a relevant measure referring to the concept that if we take a group of variants, all predicted by a ‘calibrated’ model to be pathogenic with a probability score P (e.g. 0.7), it is expected that the fraction of truly pathogenic variants in that group is exactly P (70% of true positive is found in the observed set). A recent review found that calibration is assessed far less often than discrimination (Christodoulou et al., 2019), which is problematic since poor calibration can make predictions misleading (Van Calster and Vickers, 2015). For its high impact on the interpretability of the prediction, calibration has been addressed as the Achilles heel of predictive analytics (Shah et al., 2018; Van Calster et al., 2019). The TRIPOD (Transparent Reporting of a multivariable prediction model for Individual Prognosis Or Diagnosis) guidelines for prediction modelling studies recommend the reporting on calibration performance (Collins et al., 2015). When predictions are used in support of decision-making diagnoses and prognoses, the calibration is even more relevant as observed in the case of the cancer prediction models (Yala et al., 2019).

In this article, we evaluate the calibration of the state-of-the-art methods for scoring the impact of the variants: CADD (Kircher et al., 2014), DANN (Quang et al., 2015), Eigen (Ionita-Laza et al., 2016), DeepSea (Zhou et al., 2015), FATHMM-MKL (Shihab et al., 2015) and PhD-SNP* (Capriotti et al., 2017). We calculated the calibration and the Brier scores (Brier, 1950) of six tools on a dataset of 2066 single nucleotide variants, both coding and non-coding. We observed that the top classifiers, which were not necessarily well-calibrated, may lead to an incorrect interpretation of the functional effect of the genetic variant.

2 AUC performance of the different predictors

One of the most commonly used metrics for assessing the performance of the classification methods is the AUC-ROC (Area Under the Receiver Operating Characteristic Curve). The ROC curve is the plot of the true-positive rate (TPR) against the false-positive rate (FPR) at various threshold settings, and it illustrates the discrimination ability of a binary classifier as its discrimination threshold varies (Supplementary Materials Section S5).

An ideal classifier would have an AUC-ROC of 1, while a completely random classifier would have an AUC-ROC of 0.5. AUC is
and non-coding variants were transformed separately, since Eigen provides two different sets of scores (Supplementary Materials). The calibration curve shows whether it is to plot the calibration curve or using the Brier score. A standard way to examine whether or not a predictor is calibrated is to plot the calibration curve (Niculescu-Mizil et al., 2005). Nonetheless, its scores might still be used and interpreted as a measure of the ‘pathogenicity’ of the variants. This assumption could lead to an incorrect interpretation of the functional effects and their probability meaning.

### 3 Calibration evaluation

A standard way to examine whether or not a predictor is calibrated is to plot the calibration curve or using the Brier score (Supplementary Materials). The calibration curve shows whether the predicted probabilities agree with the observed probabilities. If the calibration curve lies on the diagonal, the predicted probabilities agree with the observed probabilities. If the calibration curve lies on the diagonal, the predictor is perfectly calibrated, and it requires no further investigation. The deviation from the diagonal indicates the miscalibration. Brier score is a numerical value that ranges from zero to one (one being totally uncalibrated, zero being perfect calibration).

To evaluate the calibration of a method that returns a probability score, we compared its outputs with the observed class frequency. For Eigen and CADD, which provided only raw scores, we transformed their outputs using an optimal sigmoid function. Indeed, PhD-SNP is the best-calibrated method, while DeepSea and DANN resulted in the least-calibrated predictions. However, all the presented methods can be calibrated using the isotonic-regression mapping, which transforms the output of a non-calibrated classifier in a very well-calibrated one (Niculescu-Mizil et al., 2005).

The effect of this kind of transformation is reported in Table 1 (and Supplementary Fig. S4), where the isotonic-regression mapping is computed using a 10-fold cross-validation procedure. The cross-validation procedure is necessary to evaluate the calibration on never-seen-before data (with at least 500–1000 datapoints). The sigmoid calibration, although it requires very few data-points, was less effective and not all the methods can be calibrated (Supplementary Figs S6 and S7).

### 4 Conclusion

Despite showing comparable AUCs, different methods may have significantly different calibration curves. Usually, the AUC is taken as the only evaluation criterion to assess the validity of the model. Thus, a model is chosen without checking its calibration. According to our analysis, from the user standpoint, we suggest selecting a method based both on the classification and calibration performances.

In particular, for the end-users, who do not want to process the predictor outputs, we suggest to use PhD-SNP, as the ready-on-the-shelf method that is both accurate and naturally calibrated (Fig. 1). For developers and expert users who prefer other tools (such as CADD or FATHMM), we recommend calibrating the predictor before its usage. The calibration can be performed using suitable software such as scikit-learn (Pedregosa et al., 2011) calibration suite, which transforms the predictor outputs, as shown in Supplementary Materials (Supplementary Figs S4, S14–S19).
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![Fig. 1.](image-url) (A) ROC curves of PhD-SNP, FATHMM-MKL, CADD, DANN and Eigen on the complete dataset (both coding and non-coding variants). DeepSea has been evaluated only on the subset of non-coding variants, since it has been developed only to score them. AUCs for coding and non-coding variants are reported in Supplementary Table S2. True- and false-positive rates are defined in Supplementary Materials.

![Fig. 1.](image-url) (B) Calibration curves of the predictors on coding and non-coding variants. CADD and Eigen scores have been modified using a sigmoid transformation \((1/(1+\exp(\lambda - x + B)))\). The best parameters were: \(A = 1, B = 2.5\) for CADD and \(A = 1, B = 1.63/0.05\) for Eigen (coding and non-coding variants were transformed separately, since Eigen provides two different sets of scores).

| Predictor | BS\_Coding | BS\_Non-Coding | BS\_All |
|-----------|------------|----------------|--------|
| PhD-SNP\* | 0.10/0.10  | 0.03/0.03      | 0.07/0.07|
| DANN      | 0.24/0.09  | 0.27/0.05      | 0.25/0.07|
| FATHMM    | 0.17/0.15  | 0.07/0.04      | 0.14/0.12|
| DeepSea   | –          | 0.43/0.08      |        |
| Eigen*    | 0.14/0.07  | 0.06/0.04      | 0.11/0.06|
| CADD\*    | 0.06/0.05  | 0.04/0.03      | 0.05/0.05|

Note: Brier scores (BS) of the methods before and after isotonic calibration.

\*Uncalibrated scores for Eigen and CADD are obtained after sigmoid transformation.

![Table 1. Brier scores of the methods on the dataset](image-url)
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