Comparison of DVB-T Passive Radar Simulated and Measured Bistatic RCS Values for a Pilatus PC-12 Aircraft
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Abstract: Passive radar is a technology that has huge potential for airspace monitoring, taking advantage of existing transmissions. However, to predict whether particular targets can be measured in a particular scenario, it is necessary to be able to model the received signal. In this paper, we present the results of a campaign in which a Pilatus PC-12 single-engine aircraft was measured with a passive radar system relying on DVB-T transmission from a single transmitter. We then present our work to simulate the bistatic RCS of the aircraft along its flight track, using both the method of moments and the shooting and bouncing ray solvers, assess the uncertainty in the simulations, and compare against the measurements. We find that our simulated RCS values are useful in predicting whether or not detection occurs. However, we see poor agreement between simulated and measured RCS values where measurements are available, which we attribute primarily to the difficulties in extracting RCS measurements from the data and to unmodeled transmission and received path effects.
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1. Introduction

The research and development in the field of passive radar has been significant over the last two decades. Passive radars have now become an established technology, approaching the stages of commercialization [1,2] and certification [3]. As a consequence, the radar community is now investigating advanced applications that can benefit from the particular characteristics of a passive radar system. Among these, the antistealth capability of passive bistatic radar is one of the most appealing. This relies on both the bistatic acquisition geometry and on the low operating frequencies with respect to conventional monostatic active radars. Although such a characteristic is known and reasonable, few works have addressed the problem of experimentally verifying it [4–6]. Specifically, these works mostly consider prediction detection capability of a given passive radar system and compare it with experimental detection performance.

Passive radar antistealth capabilities can also be analyzed in terms of bistatic radar cross section (RCS) [7]. That is, we analyze the bistatic RCS signature measured in time for a given target over a specific target trajectory and target attitude. This approach has been proposed as an aid to target tracking as well as a way to address automatic target recognition (ATR) [8–12].

The problem of comparison between simulated and measured RCS for the active monostatic case was addressed in [13,14]; in [15] a comparison between the simulated and...
measured RCS of specific targets was performed, obtaining a good match. In the pioneer work [16], the issue of calculating the bistatic RCS from monostatic measurements was addressed, along with its limitations. In [17], the authors focused on the main sources of computation and measurement uncertainties, while [18] focused on the mutual information content between monostatic and bistatic measurements. Weinmann [19] addressed the problem of simulating the RCS of a specific target over a wide bandwidth, concluding that this is a difficult task.

In this paper, we focus on the validation of passive-radar-based, bistatic RCS measurements for a specific target. In particular, in June 2015, armasuisse W+T and Fraunhofer FHR conducted a joint measurement campaign exploiting a DVB-T-based passive radar system and a cooperative target, namely a Pilatus PC-12 aircraft. The target response obtained after conventional passive radar processing [20,21] was extracted for several tens of seconds along the flown trajectory. Thanks to an inertial measurement unit (IMU) mounted onboard the target, both target trajectory and target attitude were recorded. The aforementioned target response was then converted into an estimate of the target bistatic RCS by inverting the bistatic radar equation. In doing so, special attention was devoted to compensating for potential sources of error in the derivation of the measured target RCS. Among these, the control of the measurement noise floor at a constant level over time was the most challenging. To validate the bistatic RCS measurements, corresponding sets of simulated bistatic RCS values were calculated for the same trajectory and attitude by using both methods of moments (MoM) and enhanced shooting and bouncing ray (SBR+) solvers, applied to a 3D CAD model of the Pilatus PC-12. On the simulation side, an error analysis was conducted to account for RCS variations over coherent integration time and over signal frequency bandwidth, as well as the potential errors introduced by uncertainties in the IMU measurements and possible assumptions about propagation through the atmosphere.

The key goal of this work is to develop an understanding of the capabilities and limitations of electromagnetic bistatic RCS simulations when applied to a real passive radar measurement, and in so doing, gain some insight into the necessary steps. The intention is that such insights can later be applied to simulations of other aircraft, including in cases where a co-operative target is unavailable for measurement and therefore for which simulation is particularly valuable. This could also later be applied to stealth aircraft.

The remainder of this manuscript is organized as follows. In Section 2, we introduce the measurement campaign jointly conducted by armasuisse W+T and Fraunhofer FHR in Switzerland, also describing the experimental passive radar system and the particular scenario configuration. In Section 3, we describe the passive radar signal processing performed to retrieve the measured bistatic RCS values. In Section 4, the simulation method used to obtain the predicted target bistatic RCS is described. The uncertainties in the simulation method are analyzed in Section 5. The measurement and simulation results are compared in Section 6. Finally, in Section 7, we draw our conclusions.

2. Measurement Campaign

In this section, the field trials jointly conducted by armasuisse W+T and Fraunhofer FHR in July 2015 are briefly described. In particular, the scenario used for the bistatic RCS measurements is presented, together with the LORA-11 passive radar system.

2.1. Scenario Analysis

A map of the acquisition geometry for the measurement campaign is shown in Figure 1 with the broadcasting transmitter Donaueschingen (Tx) marked in black, the location of the LORA-11 receiver at Dübendorf airfield marked as Rx and the analyzed flight path of the PC-12 shown as a solid red line. The blue straight line indicates the single element half power beam width (HPBW) of LORA’s receiving antennas. The color coding in Figure 1 highlights the local topography.

The selected transmitter of Donaueschingen (whose main parameters are reported in Table 1) is situated at a distance of 54.4 km from the receiver location.
Figure 1. The scenario geometry measured and presented in this paper.

Table 1. Main parameters of transmitter in Donaueschingen.

| Parameter                                      | Value                      |
|------------------------------------------------|----------------------------|
| Location (WGS-84)                             | 47°53′17″ N 8°34′37″ E     |
| DVB-T signal carrier frequency                 | 482 MHz                   |
| Transmitting polarization                      | H                         |
| EIRP                                           | 46 dBW                    |
| Azimuth transmitting pattern $G_{tx}$           | omnidirectional           |
| Antenna height above ground                    | 122 m                     |
| Ground elevation                               | 917 m                     |

To assess the transmitter signal level at the receiver location, digital terrain elevation data from the ASTER GDEM data set [22] were analyzed with FHR’s DARWIN program [23,24]. This software tool calculates propagation losses according to the recommendations in [25]. Figure 2 shows the expected signal attenuation along the propagation path between transmitter Donaueschingen (left hand side in Figure 2) and the LORA-11 receiver stationed at the airfield Dübendorf (right hand side in Figure 2). As is evident from Figure 2, the mountainous area prevents optical line of sight between the two sites. Specifically, the prediction tool estimated an additional 21.4 dB of attenuation losses with respect to optical line-of-sight propagation. Nevertheless, thanks to diffracting wave radio propagation effects, transmitted signal reception at the airfield and subsequent reconstruction was still possible.

The DARWIN program was also used to investigate whether the terrain affected free space propagation of the target echo reception, as this might directly affect the resulting bistatic RCS measurements. Onboard IMU recordings were used to analyze the point-to-point wave propagation path between the transmitter-to-target and target-to-receiver paths. This analysis showed that line-of-sight clearance of more than 0.6 of the first Fresnel zone diameter was present through the entirety of the analyzed flight trajectory on both the transmitter-to-target path and the target-to-receiver path. According to [25], diffraction losses can therefore be assumed to be negligible.
2.2. The LORA-11 Passive Radar System

The LORA-11 passive radar system (see Figure 3) is a software-defined, radio-based (SDR) passive radar designed to operate in UHF and VHF frequency bands, thus exploiting either DAB or DVB-T illuminators of opportunity. It consists of 12 parallel receiving channels, and it can digitize up to 32 MHz signal bandwidth simultaneously. The 12 receiving channels are synchronized with a common local oscillator (LO) disciplined via a GPS. Each receiving channel is digitized with 16 bits analog to digital converters (ADC), which ensure up to 96 dB of dynamic range. Of the 12 receiving channels, 11 are then connected to the LORA-11 antenna, which is a uniform linear array of discone elements arranged horizontally. The LORA-11 antenna enables beamforming, and it serves as a surveillance channel for target detection and localization (in azimuth). The 12th channel is connected to a dedicated antenna that is positioned in such a way to allow for the reception of the direct signal as cleanly as possible. The antenna system is calibrated using an external reference signal of known origin. Calibration coefficients can be obtained from direct signals of the surrounding broadcasting transmitters.
3. Extraction of Bistatic RCS from Passive Radar Measurements

3.1. Range-Doppler Map Generation

A preliminary preprocessing stage synchronized the received data stream to the start of the DVB-T symbol. This also included a potential frequency offset correction due to a non-GPS locked oscillator at the transmitter and/or at the receiver side [26]. The direct signal was then retrieved by demodulating and remodulating the direct signal component from the received signal and by using the result as a reference [27]. The range compression was achieved by resorting to a reciprocal filter (RPF) [21] between the remodulated reference signal and the surveillance signal. The RPF inherently performs the range compression in a batch-wise process for each DVB-T symbol. The RPF removes any unwanted underlying information from the transmitted DVB-T signal and hence reduces the side lobes in both range and in Doppler that could potentially contaminate the target’s range-Doppler cell [28]. The range-Doppler map (RDM) was created right after the RPF, by simple Doppler processing of \( M_s \) consecutive range compressed DVB-T symbols. The relevant signal processing parameters are listed in Table 2. The multiple available parallel receiving channels of the LORA-11 system were exploited to retrieve multiple estimates of the target RCS, which were then averaged.

| Symbol | Description | Value       |
|--------|-------------|-------------|
| \( f_c \) | DVB-T signal carrier frequency | 482 MHz |
| \( T_s \) | OFDM symbol duration | 1120 µs |
| \( B \) | Signal bandwidth | 9.142 MHz |
| \( M_s \) | Number of OFDM symbols per CPI | 512 |
| CPI | Coherent Processing Intervall | 573 ms |
| \( \Delta r_B \) | Bistatic range resolution \((c/B)\) | 32.79 m |
| \( \Delta f_D \) | Bistatic Doppler resolution \((1/T_s)\) | 1.74 Hz |
An exemplary cumulative RDM with highlighted target track of the PC-12 is shown in Figure 4 for a single receiving channel.

![Cumulative RDM over 129 seconds](image)

**Figure 4.** Cumulative RDM over 129 seconds. The radar track signature of the PC-12 is clearly visible in black. The vertical line at zero-Doppler corresponds to the stationary multipath. Map grayscale-scheme represents dB scale.

### 3.2. Target Detection and Tracking

The extraction of the target’s signal return levels was performed after a detection stage involving a two-dimensional cell-averaging (CA) CFAR detector with false alarm probability $P_{fa} = 10^{-5}$. This step was followed by a Kalman filter-based tracking stage [29] which processed plot information in the range and Doppler domains. To ensure that target returns were correctly associated to the aircraft, target tracking was applied simultaneously to the synchronized IMU ground truth data which was transformed into the corresponding measurement domain. The resulting track heads from the reference and measurements were compared in terms of their error ellipses derived from their track’s respective covariance matrices. A preset gate determined whether the ground-truth could be associated to a given radar track. A side by side comparison of associated tracks in the bistatic range and the Doppler domain is shown in Figure 5.

In terms of root-mean-square (RMS) error, the deviation in bistatic range $\Delta r_{B,RMS}$ and bistatic Doppler $\Delta f_{D,RMS}$ was 14.2 m and 3.9 Hz, respectively. As can be seen from Figure 5, the target track was lost at higher bistatic ranges due to greater path loss and during measurement times around 180 s when the aircraft was performing a turn with higher acceleration. This signal loss can be attributed to a reduction of coherent integration gain due to signal dispersal when the target migrated through multiple range and Doppler cells during a coherent processing interval. Together with signal leakage effects, this led to a spillover into multiple neighboring resolution cells. Figure 6 illustrates this effect on the RDM for each of the 11 receiving antennas of the LORA-11 system. The maps were centered around the cell associated with the target track head and cropped to highlight the energy dispersal effect.
Figure 5. Associated tracks in bistatic range (upper plot) and bistatic Doppler (lower plot) against time. Black solid lines represent the IMU-based target information, while the red dots represent the track information derived from the LORA-11 range-Doppler maps.

Two comments are in order. Firstly, it is apparent that the spillover of received signal energy over multiple adjacent range/Doppler cells requires proper clustering to accumulate all the spread energy (see also Equation (2) below). Secondly, as briefly mentioned above, the measured signal power was different for each receiving antenna despite calibration. This variation can be reduced by averaging the different antennas’ measurements.

3.3. Extraction of Target Signal-To-Noise Ratio and Clustering

The extraction of the target signal power requires an accurate estimation of the local time dependent noise power level. This was accomplished in an adaptive way, by averaging the neighboring cells on the RDM within a two-dimensional sliding-reference window around each cell under test (CUT). A few immediate range and Doppler cells around the CUT were assigned as a guard to avoid the inclusion of the signal spillover as proposed in [30,31]. To avoid static ground clutter cells skewing the noise statistic, additional guard cells were introduced whenever an overlap of the reference window with zero Doppler cells occurred. Figure 7 shows the general layout of the sliding window.
Figure 6. Snapshot of a single acquisition time with the detections associated to the PC-12. Range-Doppler maps cropped around the track head of the PC-12 in each of LORA-11’s 11 surveillance channels. Grid coordinates are relative to the current track head.

Figure 7. Layout of the two-dimensional sliding-reference window. Reference cells are colored blue, and guard cells are gray.
The noise expectation value $\mu_j[x_i, y_i, t]$ for each CUT of Doppler index $x_i$ and range index $y_i$ was therefore calculated as:

$$\mu_j[x_i, y_i, t] = \frac{1}{4N \cdot M} \sum_{n=1}^{2N} \sum_{m=1}^{2M} \chi_j[x_n, y_m, t],$$ (1)

with $\chi_j$ denoting the RDM of the channel with index $j$, generated at time stamp $t$. $N$ relates to the number of Doppler cells in the reference window with indices $x_n$ and $M$ as the number of range cells in the window with indices $y_m$.

To ensure that the entire energy from the target returns spread over several cells is extracted, a clustering was applied to the cells neighboring the associated track head. The total $\text{SNR}_j(t)$ extracted from the target in each channel was thus calculated as the sum $\text{SNR}$ of all connected cells as,

$$\text{SNR}_j(t) = \sum_{k=1}^{K_{c,j}(t)} \frac{|\chi_j[x_k, y_k, t]|^2}{|\mu_j[x_k, y_k, t]|^2},$$ (2)

with $K_{c,j}(t)$ as the number of cluster cells for the $j$-th receiving channel at time $t$ with indices $x_k$ as the bistatic Doppler indices and $y_k$ as the respective range cell indices. $\mu_j[x_k, y_k, t]$ denotes the estimated noise level in the corresponding cells. As can be seen in Figure 6, SNR levels in antenna channels 1 and 10 were significantly lower because of higher noise levels present in both channels. Data from these channel was discarded in the further evaluation of the target RCS. As a result, the SNR values from the remaining $N_A = 9$ receiving antennas were averaged to limit target signal fluctuations, that is:

$$\overline{\text{SNR}}(t) = \frac{1}{N_A} \sum_{j=1}^{N_A} \text{SNR}_j(t).$$ (3)

Figure 8 reports the measured $\overline{\text{SNR}}(t)$ averaged over the nine receiving channels under consideration as a solid red line.

Since the noise values are calculated under the Gaussian assumption for the reference cells in $\chi_j$ outside of the ground clutter, their power amplitudes have a Rayleigh distributed probability density function. Based on this, the 95% quantiles were calculated for the estimation of $\mu_j$ and consequently for the SNR calculation. The confidence interval indicated by the red area in Figure 8 expresses this fluctuation.

![Figure 8. $\overline{\text{SNR}}(t)$ in dB extracted from LORA-11 data with associated confidence band.](image)

With reference to the applied processing, a final comment is in order. We took particular care to select a scheme that was robust enough to guarantee adequate detection and that, at the same time, was able to limit unwanted SNR fluctuations over time due to varying noise level estimates (see Equations (1)–(3)) as much as possible. In particular, we found that an incoherent integration of the target returns over adjacent RDM cells (Equation (2)), as well as the averaging of the SNR values measured over the different antennas (Equation (3)), ensures a smoother estimation of the SNR over time. Please also
note that a coherent integration of the target echo signal received at the different physical channels of the LORA-11 system (as sketched in Figure 6) would certainly have improved the overall SNR, but it would have introduced another potential source of error due to the need for amplitude and phase calibration of the different receiving channels. As far as the interference cancellation is concerned, we did not apply any direct signal interference removal techniques (such as ECA [32] or the CLEAN filter [33]). The reason is again related to the additional fluctuations that these approaches could generate over time (that is, from one RDM to the next one).

3.4. Inversion of the Bistatic Radar Equation

Let us indicate with $P_S(t)$ the target signal power at trajectory time $t$ and with $P_N(t)$ the corresponding noise power. Let us also assume that the noise power $P_N(t)$ can always be estimated from the RDM by averaging in a noise-only region, and that this value is then used to normalize the entire RDM. Since a passive radar system does not have control over the transmitted signal (and consequently on the quality of the corresponding received direct signal), the noise level $P_N$ (or $P_N^t$) is also a function of the trajectory time $t$. The signal power measured in the resulting RDM at the target position $P_{tgt}^t$ will then be the sum of the target signal power $P_S(t)$ plus the noise power $P_N(t)$ divided by the estimated noise power $P_N(t)$. That is,

$$P_{tgt}^t = \frac{P_S(t) + P_N(t)}{P_N(t)} \simeq SNR(t) + 1,$$

assuming $P_N(t) \simeq P_N(t)$. By recalling the bistatic radar equation, the SNR over trajectory time $t$ can be written as:

$$SNR(t) = \frac{P_{tx} G_{tx} G_{rx} \lambda^2 \sigma(t) N_{int}(t)}{(4\pi)^3 R_{tx}^2(t) R_{rx}^2(t) P_N(t) L'},$$

where $P_{tx}$ is the transmitted signal power, $G_{tx}$ and $G_{rx}$ are respectively the transmitter and receiver gains in the directions of the target, $\lambda$ is the carrier wavelength, $\sigma(t)$ is the true bistatic radar cross section, $N_{int}(t)$ indicates all processing gain including: (i) the coherent Doppler integration over $M_S$ DVB-T symbols; (ii) the compression gain of the RpF; and (iii) the incoherent integration over $K_{c,j}(t)$ RDM cells. $R_{tx}(t)$ and $R_{rx}(t)$ are the one-way ranges from the target to the transmitter and to the receiver, respectively. Finally, $L$ depicts all losses at the receiver. Please note that in general the terms, $G_{tx}$ and $G_{rx}$ also depend on the trajectory time $t$.

By plugging (5) into (4) and by compensating for the time-varying range terms, the following quantity that is directly proportional to the target RCS is obtained.

$$\bar{\sigma}(t) = \gamma \cdot \sigma(t) = (P_{tgt} - 1) \cdot R_{tx}^2(t) R_{rx}^2(t)$$

where $\gamma$ accounts for all nonvarying terms in (5).

4. Simulation Method

From the point of view of simulation, the required result is the bistatic RCS of the aircraft for the particular incidence and scattering angles required along the flight trajectory. If only monostatic RCS were required, it would likely be practicable to produce a lookup table and then to simply interpolate this to obtain the required RCS for the direction of interest. However, in the bistatic case, significantly more simulation time would be required, since for each incidence direction it would be necessary to determine the RCS for the full sphere around the target. Instead, we performed the simulations on an as-needed basis, explicitly performing a discrete simulation for each incidence and scattering angle pair required for the particular flight.
All of the simulations were performed in Ansys HFSS 2019 R3 (also known as version 19.5) on the 3D model of the Pilatus PC-12 aircraft shown in Figure 9a. The model was predominantly treated as perfectly electrically conducting, with only the upper fairing (shown in green) treated as glass-fiber. The fuselage was also largely treated as being a solid body, with only the gap between the rudder and main fuselage currently modeled.

![Figure 9. Images of the modeled aircraft showing: (a) the CAD model used; (b) the mesh at 482 MHz for the SBR+ solver; (c) the mesh at 482 MHz for the basic MoM solver; and (d) the surface currents for a sample incident plane wave arriving from the left side of the aircraft.](image)

All of the simulations were performed in the aircraft’s frame of reference. The incidence and scattering directions and incident polarization in that frame of reference for each point to be simulated were precalculated in Matlab based on the positions and orientations of the aircraft, transmitter and receiver. A Python script was then created to configure each individual simulation in HFSS. The aircraft’s position and attitude were determined from the GPS-aided IMU mounted onboard the aircraft. In the final version of the simulations, we assumed an ellipsoidal earth and used a four-thirds earth radius model [34] to account for atmospheric bending when determining the incidence and scattering angles, but we also consider alternatives to these approximations in Section 5.2.

The need for on-demand simulations at each point along the flight path makes the computational time required for each point significant. There is a need for a trade-off between simulation accuracy and speed. For this work, we used a full version of HFSS’s method of moments (MoM) solver (also known as the integral equation (IE) solver) at only a select set of points along the flight path that are used for error analysis. These simulations took around 9 hours per data point (at 5 frequencies). For the bulk of the flight we performed more basic MoM simulations, which differ from the full MoM simulations in that we did not allow the mesh to be iterated. These more basic simulations took around 1 h, 50 min per data point (again at 5 frequencies). We also performed even higher temporal resolution simulations using HFSS’s enhanced shooting and bouncing ray (SBR+) solver in two different modes: with physical theory of diffraction (PTD), uniform theory of diffraction (UTD) and creeping wave physics enabled (referred to later as full SBR+), and with these all disabled (referred to later as basic SBR+). The SBR+ simulations took approximately 90 seconds per data point (again at 5 frequencies), with around a 5-second saving when using the basic solver. We used the highest-quality simulations to validate the faster, lower quality simulations. All of the simulation times quoted are for a 2020 workstation with 16 cores and 384 GB of RAM.
A typical SBR+ mesh for simulations at 482 MHz and consisting of 233,241 elements is shown in Figure 9b. The equivalent single-pass MoM mesh is shown in Figure 9c, and consists of 272,277 elements. The higher number of elements is due to the need to have at least a minimum number of mesh elements per wavelength in the MoM model. An example of the typical surface currents seen for an incident plane wave, and from which the far-field electric field is computed, is shown in Figure 9d.

Once the simulated RCS, \( \sigma'(t) \), was computed for each time point \( t \), we computed a term proportional to the simulated target signal power \( P'_S(t) \):

\[
P'_S(t) \propto P'_S(t) = \frac{\sigma'(t)}{R_{tx}^2(t) R_{rx}^2(t)}. \tag{7}
\]

Using such a quantity for comparison rather than the simulated RCS allows for a better understanding of the system’s detection performance. In measurement, we do not have the absolute received power, so any comparisons that we make must be to the relative variations in received power and not the absolute value. As such, there is no benefit to computing the simulated absolute received power—a relative value is sufficient.

5. Simulation Method Uncertainties

The accuracy of the simulations comes down to three factors: how accurate the electromagnetic simulations of the model are, how well we know the geometry (ultimately, the relevant incidence and scattering directions, and the polarization), and how accurately the aircraft model represents the real aircraft. These factors will be discussed in the following section.

5.1. Solver Accuracy

We worked with two different solvers, each used in a more and a less accurate configuration. It is important to understand what the reduction in accuracy is with the changes in configuration. Since it would not be computationally reasonable to perform full MoM simulations of the entire flight path, we instead selected a smaller number of points along the path. We then performed full simulations on these points. We began this by selecting nine uniformly spaced data points from the entire flight to obtain broad coverage of the full flight. This initial choice meant that most of the points were from times where the aircraft was in level flight and side-on to the transmitter and receiver, so additional points were added where the aircraft was turning and therefore where the orientation of the aircraft relative to the transmitter and receiver was changing significantly. We used the region where the magnitude of the roll exceeded 18° as a computationally friendly proxy for this turn and selected 5 additional uniformly spaced data points from the region. One data point happened to exist in both data sets, leading to a total of 13 unique data points. These data points are shown on the flight track in Figure 10, and their yaw, pitch and roll values are shown in Figure 11.

In most cases, the full MoM simulations converged after the second iteration, with the mesh for the second step typically having approximately 354,000 elements. However, the seventh, eighth and ninth example points required three iterations to converge (in all cases only just missing the default convergence criterion on the second iteration), with the final meshes each having approximately 460,000 elements. It is likely not a coincidence that these points occurred when the aircraft was banking, was pitched up, and had its tail to the transmitter and receiver, as opposed to the side-on illumination and near level flight of the other sample points, but we do not have enough data to be certain about which of these factors are significant, or how general this behavior is.

When comparing each of the five simulated frequencies independently, the largest difference between the full and basic MoM simulations was 1.72 dB, the mean difference 0.44 dB and the median difference 0.31 dB. If the means of the RCSs across the five simulated frequencies are computed and then the differences of these mean values are taken, the resultant maximum, mean and median differences are 1.38 dB, 0.36 dB and 0.27 dB. There
are not a sufficient number of data points here to draw truly general conclusions about the effect of the measurement geometry on the scale of the error in our basic MoM solver method, but for the purposes of our measured flight, the errors are small, particularly when compared with the 34 dB range of simulated RCS values.

Figure 10. Points at which full MoM simulations have been performed.

Figure 11. The 13 yaw, pitch and roll values used for the full MoM simulations (red dots) plotted on the full set of available values (blue lines), used for the SBR+ simulations: (a) yaw simulation points; (b) pitch simulation points; (c) roll simulation points.
The impact of the errors can be seen in Figure 12, which shows the means of the five-frequency received-power values \( \bar{P}_S(t) \) computed with both the basic (single iteration) and full (multi-iteration) MoM simulation methods.

![Figure 12. Comparison between the frequency-mean simulated received-power values (Equation (7)) computed with the single- (basic) and the multi-iteration (full) MoM methods. The grey box indicates the times during which the roll exceeded 18°, and is intended as an approximate indication of the times where the aircraft was turning.](image)

Similar comparisons between these full MoM simulation points and the full and basic SBR+ simulations yield mean errors of 3.2 and 5.8 dB, respectively. In both cases this is driven by a single extreme value for one data point, but in the basic SBR+ case, there are nevertheless three data points at which the error exceeds 10 dB. However, for the SBR+ simulations, we can obtain a more robust estimate of the error in the SBR+ method from comparisons with the basic MoM values at their 242 common simulation points, which yields slightly lower mean differences of 2.1 and 2.5 dB, respectively. More generally, the correlation between these values is excellent, as shown in Figures 13 and 14. Specifically, Figure 14 shows two two-dimensional comparison histograms between basic SBR+ and basic MoM (left-hand side) and between full SBR+ and basic MoM (right-hand side), respectively. These two histograms are overlaid with solid red lines indicating the 1:1 matching of the simulated received-power values between the two solvers (corresponding to full correlation). The green lines indicate the best linear fit to the data. It is apparent that the data fitting lines in green offer a good match to the perfect correlation lines in red for both comparisons. We conclude that, for the performed comparison, the full SBR+ simulation performs better than the basic SBR+ simulation, but that the difference is small.

As a result, we believe that the error introduced by using the basic MoM simulation method rather than the full MoM method is very small, typically at around the 0.36 dB level. The SBR+ simulation method introduces a significantly larger error, but it is still small compared to the overall range of values considered. We therefore rely mainly on the larger number of simulations possible with the SBR+ method for much of the remainder of the error analysis.
Figure 13. Comparison between the frequency-mean simulated received-power values (Equation (7)) computed with the single-iteration MoM method and the two different SBR+ methods. The grey box indicates the times during which the roll exceeded 18°, and is intended as an approximate indication of the times where the aircraft was turning.

Figure 14. Comparisons between the single-iteration MoM simulation received-power values and the basic and full SBR+ simulation received-power values: (a) Basic SBR+; (b) Full SBR+.

5.2. Angular Error

Errors in the assumed incidence and scattering angles can arise from both the approximations made in computing them and from uncertainty in the aircraft’s position and attitude. We assume that our uncertainty in the position of the transmitter and receiver is negligible, since more accurate measurement methods are available for such stationary objects, and in any case, the positions are fixed for the entire flight. In this subsection, we consider first the geometric approximations made, the atmospheric approximations made, the uncertainty in the aircraft’s position and finally, the effects of integrating over time periods in which the aircraft moves. The various angular errors are then related to errors in the actual RCS.

5.2.1. Geometric Approximations

Over shorter ranges, it is always simpler and often sufficient to use a local coordinate system that can be treated as Cartesian for the purpose of calculating range and incidence and scattering angles. Whether this is sufficient in any particular case will depend on the ranges and directions involved, the location on the globe, the local coordinate system used, and the sensitivity of the simulations to these errors. We therefore restrict our analysis to our particular case, where we deal with objects in and near Switzerland and ranges of up
to 65 km (transmitter to target range). We use the CH1903 (Swiss grid) coordinate system as our approximately-Cartesian coordinate system, using the conversion scheme in [35] to convert the WGS84 position and altitude values reported by the aircraft’s IMU. For a more exact method, we calculate the great-circle azimuth and range angles between the transmitter/receiver and the target position on the surface of the WGS84 ellipsoid. The resultant range and azimuthal incidence angle errors are shown in Figure 15 along our flight track.

![Graphs showing ground range, azimuth, and elevation errors](image)

**Figure 15.** The error in ground range, azimuth and elevation between the transmitter and aircraft and receiver and aircraft resulting from using a Cartesian approximation along the ground range compared with an ellipsoidal earth approximation: (a) ground range; (b) azimuth; (c) Elevation.

The range error can be up to around 5 m in our case, but since this is over a range of many kilometers, and since, from a simulation point of view, it affects only the scaling of the reflected signal from the aircraft, not the aircraft orientation, it is highly unlikely to be a significant factor.

The mean azimuthal error is similar for both the transmitter and receiver, at approximately 0.93°, which is potentially significant. This error would be less if we were operating closer to the center of the coordinate system, but it is clear that it cannot be assumed that a Cartesian approximation is sufficient.

Similarly, the incidence elevation angle can be computed either from a simple Cartesian calculation in the Swiss grid, or less approximately by computing the distances on a locally spherical (with the radius of the WGS84 ellipsoid at that point) earth. The resultant errors of these two methods are shown in Figure 15c along our flight track. The difference in our
case comes close to 0.3°, but we note that this is only around one-third of the error from the Cartesian azimuth approximation.

5.2.2. Atmospheric Approximations

An additional source of error in our calculations comes from atmospheric bending. This can be accounted for in a number of ways, including, in order of increasing complexity: neglecting it (as with the Cartesian and spherical earth approximations in the preceding section), using a four-third earth-radius model [34], using a standard-atmosphere model appropriate for the time and place, using a measured/modeled vertical structure for that time and place, or using a full 3D measured/modeled atmosphere for the area. The last of these is beyond the scope of this paper, but we can form an idea of the extent of the error introduced from the first four.

For this, we make use of the temperature, pressure and humidity profiles for standard atmospheres given by the ITU in [36], calculating the resultant air refractive index [37]. We then use this to calculate the propagation of the signal through an assumed spherically stratified atmosphere (standard method, found in, e.g., Appendix A of [34]) to determine the propagation path through the atmosphere to the aircraft. The key parameters that we determine are the incidence and scattering elevation angles at the aircraft. We assume for this error analysis that the transmitter and receiver antenna gains are constant and that the small shift in range due to atmospheric effects is negligible. Were the last of these not the case, the same method could also be used to take this into account.

In addition, MeteoSwiss provided us with 7 km resolution COSMO-7 [38] temperature, pressure and humidity reanalysis data at 10-min increments for the measurement time and area, interpolated to a 100 m vertical resolution. We averaged these data at each altitude and used the same method as for the standard atmospheres to calculate the resultant path through this atmosphere. We use this as a baseline against which to compare the other models.

We show the results of this comparison along our flight track in Figure 16. Of the standard atmospheres, our latitude (46–47° N) puts us just into the ‘upper latitude’ model (threshold 45° N, and since the measurements were made in July, summer is the more appropriate version of this standard atmosphere to use, but we also show the US standard atmosphere and the mid-latitude summer atmospheres for comparison. In practice, in our specific case, the four-thirds earth model atmosphere produces angles very close to those from the COSMO model, most notably for the transmitter angle.

![Figure 16. The error in the elevation angles resulting from various methods of accounting for atmospheric bending, compared with a COSMO-7 reanalysis of the atmosphere at the time of the measurements: (a) transmitter; (b) receiver.](image)

From this we conclude that the error associated with the no-atmosphere approximations is significantly larger than the difference between any of the with-atmosphere results.
The maximum variation of the apparent elevation angle of the transmitter at the location of the aircraft with different atmospheres is 0.034°, and 0.008° for the closer receiver. The maximum difference between the four-thirds earth model and the most plausible high-latitude summer model is 0.009° for the transmitter and 0.002° for the receiver, i.e., far less than the variation between the different atmospheric models. In practice, for our case, we find that the four thirds earth model atmosphere is actually closest to our most sophisticated model, so we use this for our calculations. However, this is not a general result; if working under different conditions it would be necessary to revisit this assumption.

5.2.3. Attitude and Position Errors

From the orientation information provided by the aircraft’s IMU, we expect an error of 0.1° for pitch and roll and 0.2° for yaw [39]. We also expect position errors of 2 m in eastings and northings, and 3 m in height. All of these factors introduce uncertainty into the calculated incidence and scattering azimuth and elevation angles. If we assume that the errors are normally distributed around the true value and that the error values from the IMU manual correspond to the standard deviations, then, for our particular geometry, the median expected uncertainty of the combination on the incidence and scattering angles in the aircraft’s coordinate system are 0.14° in azimuth and 0.07° in elevation. In our case, these angular errors arise almost entirely from the attitude uncertainties rather than the position uncertainties, but at very short ranges, they would become significant. These uncertainties are potentially significant, and are difficult to avoid without using a more accurate IMU.

5.2.4. Changing Position over Time

Finally, since the measurements are integrated over 573 ms and the aircraft moves in that time, the measurement is really of the integrated RCS across these angles and orientations. Since the IMU update rate (20 Hz) is far higher than the integration time, we know the location and aircraft at 11–12 points for each measurement time. We can therefore calculate the variation of the incidence and scattering angles over these times for our flight. The median variation in the azimuth angle of the transmitter is 0.12° and to the receiver of 0.023°. The equivalent median elevation variations are 0.00031° and 0.016°, respectively.

5.2.5. Effect on RCS

To determine which, if any, of these effects are significant, it is important to determine the impact of azimuth and elevation errors on the simulated RCS along our flight path. With the four-thirds earth radius approximation, we have simulated the RCS at each of the 13 error points (Figure 10), whilst adding offsets to the incidence and scattering angles of −0.15° to 0.15° in 0.02° increments. The incidence and scattering azimuth and elevation angles were varied separately, in all cases with the other three values fixed at their central values, leading to a total of 832 different angles being simulated, each at 5 frequencies. The simulations were performed using the full SBR+ solver.

From these bistatic RCS values, the mean, median and 90th percentile of the fractional RCS error (relative to the central RCS value) were calculated and are shown in Figure 17. From these it is quite clear that for our geometries the error introduced by changing the angle to the transmitter is more significant than that introduced by changing the angle to the receiver.

These results, combined with the fact that the error in elevation angle from the transmitter due to the four-thirds earth radius model is so small (median 0.00023°, max 0.0013°), allow us to conclude that the error introduced by the atmospheric assumption is negligible.

The same is not, however, true for the attitude and position errors. From Figure 10, we can estimate that the median fractional errors introduced in the calculated RCS values are approximately 0.14 for the transmitter azimuth, 0.13 for the receiver azimuth, 0.085 for the transmitter elevation and 0.02 for the receiver elevation. A quadrature combination of these yields an overall error estimate of 0.21. Note that this is really only a measure of the
typical error. If we take instead the 90th percentile, the resultant overall error estimate is actually 1.48.

![Graphs showing RCS errors as functions of increasing angular errors](image)

**Figure 17.** RCS errors as functions of increasing angular errors for each of the incidence angles, calculated separately.

This still leaves the error due to neglecting the aircraft’s movement during the measurement integration time. This error will largely be in azimuth, and we further know that the dominant effect is the error to the transmitter for our flight path. From the same RCS dataset used for the earlier error analysis, we calculated the fractional error in the RCS as a function of the range of the integration angle (relative to the center-point RCS of each simulation), which is shown in Figure 18. Finally, since the measurements are integrated over 573 ms and the aircraft moves in that time, the measurement is really the integrated RCS across these angles and orientations. Since the IMU update rate is far higher than the integration time, we know the location and aircraft at 11–12 points for each measurement time. We can therefore calculate the variation of the incidence and scattering angles over these times for our flight. The median variation in the azimuth angle of the transmitter is 0.12° and to the receiver of 0.023°. The equivalent median elevation variations are 0.00031° and 0.016°, respectively. Treating the 0.12° as by far the dominant effect, we can then estimate that this leads to a 90th percentile fractional uncertainty in the RCS of around ±0.31.
5.3. Frequency Error

An additional issue for the simulations as compared with the measurements is that the simulations are performed at single frequencies in the frequency domain, whereas the real measurements are spread across the entire measurement bandwidth (and, indeed, at lower power levels beyond the nominal measurement bandwidth). To somewhat compensate for this, we simulate the RCS at five discrete frequencies across the measurement bandwidth and average the result. However, it is important to understand how well this improves the estimate over a single frequency and the residual uncertainty remaining. To address this, we performed SBR+ simulations at the 13 full MoM simulation points with a much finer frequency resolution (101 points across the band). In Figure 19 we show the variation in the RCS across the band, along with the RCS values obtained from just the central frequency and from averaging the five frequencies used in our other simulations.

At these 13 points, the maximum error arising from simulating only 5 frequencies rather than 101 is 0.48 dB, and the mean error is 0.16 dB. If we were to simulate only a single frequency instead (and, in doing so, substantially reduce simulation time), the maximum error is 0.73 dB and the mean 0.29 dB. In these cases, using five frequencies rather than the single center frequency approximately halves the error relative to the full sweep.

However, this is not the key issue addressed by the five-frequency sweep. The larger concern is that, as can be seen in points one and nine, there are some places where there is a null at a certain frequency. In these cases, if the single frequency point were very near the null, the error would be huge. For example, in the case of point one, the RCS value across this small frequency range varies by 31 dB. These nulls result from near-perfect destructive interference of the scattered signal in one particular direction at one particular frequency. Experience with simulations of other objects shows that these nulls are generally less deep when a MoM solver is used than with the SBR solver used here, but they occur with both. Simulating at more than one frequency significantly reduces the error in such a case. It is principally for this reason that we perform all of our simulations at five frequencies rather than just one.

Figure 18. Angular error in position as a function of integration time.
Figure 19. The variation in the simulated RCS with frequency at the 13 error points.

5.4. Copper Model Comparison

It is important to validate how well our simulation results compare with real measurement values in a highly controlled setting. Ideally, this would be performed on the actual aircraft, at the frequencies of interest, and for the full bistatic geometry of interest. Unfortunately, however, it was not possible for us to perform such measurements. Instead, we performed monostatic anechoic chamber measurements of a 1:8 scale copper model...
of the PC-12 over the range of 8–16 GHz in 10 MHz increments, and with a 0.2° angular resolution. We performed equivalent SBR+ simulations of an all-copper version of the CAD model shown in Figure 9a from 1–2 GHz (equivalent to 8–16 GHz on the scale model). An example of direct comparison between the simulated and measured RCS values at 2 GHz are shown in Figure 20, where generally good agreement can be seen.

![Figure 20: Comparison between monostatic RCS measurements of a copper scale model of the PC-12 and SBR+ simulations. MoM simulations were performed at a smaller number of incidence angles using the MoM solver, and they show similar agreement (not shown). RCS is relative to the peak measured RCS.](image)

These comparisons do not guarantee that lower frequency bistatic RCS measurements of the real aircraft will compare well with the simulations, but they do point toward the simulations being a reasonably accurate representation of reality.

6. Simulation and Measurement Comparisons

To fully compare the simulation and measurement results, it is necessary to correct for the varying receiver antenna gain along the flight path. The required correction is computed from the antenna pattern, and its value is shown along the flight path in Figure 21. For our comparison, we apply this weighting to the simulated received-power values.

Time-series comparisons between the simulated and measured received-power values are shown in Figure 22a for the MoM simulations and Figure 22b for the full SBR+ simulations. Since absolute received-power values are not available from the radar system, we apply an estimated correction to the measured values determined from the mean of the difference between the simulated and measured received-power values for all cases where measured received-power values are available. This means that the comparison is restricted to variations in the received power and not the absolute received-power values. The offsets are applied to the measured data and are given in the figure legends.
The confidence intervals are estimated from the fractional difference between the highest quality MoM estimation and the MoM/SBR+ estimations used, relative to the MoM/SBR+ estimation used. Since the errors are generally not symmetric around the MoM/SBR+ estimations used, we consider over- and under-estimation separately. We used the 90th percentile of the error as our estimation for the error in each component. This is inherently quite imprecise, owing to the small number of data points available, but it provides an approximate guide to where the measured signal is plausibly expected to be. From the error analysis in Section 4, the dominant error sources are the azimuthal angle variation with integration time, the five-frequency approximation, the IMU attitude data and the simplifications in the model. The two-sided integration time-fractional RCS errors are $+0.46, -0.10$ for an azimuth variation of $0.12^{\circ}$. The two-sided frequency errors are $+0.10, -0.061$.

Estimates are from the SBR+ solver. It is likely that this is a slight over-estimation for the MoM solver, but since the equivalent MoM simulations would be too time-consuming to perform, we work with the SBR values. The two-sided IMU position errors are $+1.97, -0.40$. Finally, the two-sided model errors for MoM are $+0.28, -0.1$, and for the full SBR+ simulations, they are $+2.44, -0.63$ (determined from the comparison between the basic MoM and the full SBR+ simulations, since the larger number of data points makes the estimate more robust). The combined fractional errors are therefore $+2.04/-0.43$ for the MoM solutions, and $+3.17/-0.76$ for the full SBR+ solutions.

From these figures, it appears that there are some areas where the characteristics of the curves in the simulated and measured received values broadly agree in terms of the locations and relative amplitudes of peaks and troughs. However, there are other areas where this is clearly not the case. The simulations do, however, show some predictive power in being able to show where the aircraft cannot be detected in measurement: specifically when the aircraft is rolling, the simulated received-power values are particularly low, and the aircraft fails to be detected in measurement. This can be seen more clearly in Figure 23 where we show histograms of the received power for both the detection and no-detection cases.

Figure 21. The variation of relative receiver antenna gain along the flight path, alongside the transmitter and receiver locations. Note that there is a significant reduction in receiver gain around where the aircraft turns.
Figure 22. Comparisons between the simulated and measured received-power values (Equation (7)) over the measurement period. Since the absolute measured received-power value is not known, an offset has been applied to the measured data to minimize the mean difference between the simulated and measured power values in all cases where measurement data exists. The values of these offsets are shown in the figure legends and are slightly different in the MoM and SBR+ cases.

Figure 23. The simulated received-power values corresponding to times where the aircraft is not detected in measurement (blue), and where it is detected in measurement (orange). A high simulated received-power value does not necessarily guarantee detection (although it makes it slightly more probable), but a low simulated received-power value does guarantee that the aircraft will not be detected.
7. Discussion

We performed a set of DVB-T passive radar measurements on the flight of a Pilatus PC-12 aircraft. We were able to locate the aircraft during its flight and estimate the received power. After correcting for range drop-off, we extracted a parameter proportional to the bistatic RCS of the target. The RCS of the aircraft was simulated along the same flight path, using both a MoM and an SBR+ solver to determine the expected RCS. A detailed investigation of the requirements for these simulations was performed, relating to both the solver type and configuration and to the way in which the simulations were set up. This investigation considered only a single flight of a single aircraft with a single transmitter and receiver, and so the results largely cannot be considered to be truly general. Nevertheless, there are a number of points that will apply in many cases, and they should be considered carefully in any future simulation attempts.

In particular, we found that simulating only a single frequency instead of multiple frequencies across the measurement bandwidth introduced a mean error of only 0.29 dB, but saw clear evidence that in some circumstances it could lead to enormous errors in the estimated RCS. In one extreme case, we saw RCS variation of 31 dB within the frequency band with the SBR+ solver. A similar (but likely smaller) effect would also be observed with a MoM solver. Simulating at least a small number of frequency values across the measurement bandwidth will drastically reduce the error in the simulated RCS in such edge cases and is therefore strongly recommended.

We also found that for our geometry, the bistatic RCS had a very strong dependence on the incidence angle, most notably on the elevation angle of the transmitter. To ensure that the fractional error in the RCS was less than 0.5 in 90% of cases it was necessary that the incidence elevation error be less than $-0.015^\circ$/+0.023°—a very challenging level of precision to achieve. However, if only the mean fractional error is required to be less than 0.5, the incidence elevation error can be far larger: on the order 0.15° or greater. In addition, the median fractional error in the RCS is less than 0.5, out to even greater angular errors (beyond the range simulated). The incidence azimuth angle was found to be almost as important, but the receiver azimuth and elevation angles are less so. A high level of precision in the scenario geometry is therefore required for comparisons between simulation and measurement.

If the aircraft’s motion is large enough within the measurement integration period to lead to large incidence angular variation, then it would become necessary to perform simulations at several steps along the integration path. In our case, where the azimuth angle to the transmitter varied by 0.12° on average during each integration period, the 90th percentile fractional error in the RCS was approximately ±0.31, but in the general case, this will vary with integration time, distance to the transmitter/receiver and target velocity and should be estimated based on the expected scenario.

Other factors that would affect the calculation of incidence angles were also considered. In terms of azimuthal angle, it was important that we work with an ellipsoidal earth—simply treating the Swiss grid coordinate system as Cartesian, was not sufficient (although this issue could also be fixed with the use of the meridian convergence, e.g., [40]). The size of the error will be very much dependent on the local deviation between true north and grid north, but in our case, it was nearly 1°.

For elevation angle at the ranges we considered (up to around 65 km), atmospheric effects must be taken into account: failure to do so in our case would result in an error on the order of 0.07° when a spherical earth model is assumed, and on the order of 0.2° with a Cartesian approximation. Both of these errors would be significant given the sensitivity of the RCS to small changes in elevation angle. On the other hand, for our application, there was little difference in the calculated elevation angles between the true (reanalysis) atmosphere for the measurement time period, the various applicable ITU standard atmospheres and the four-thirds earth radius approximation. Given its computational simplicity, we therefore recommend the use of the four-thirds earth radius approximation.
except in cases where the real atmosphere is expected to deviate substantially from the
standard atmospheres.

For comparing simulation results against measurements, the uncertainty in the aircraft
attitude information can also be significant and is a significant source of potential error in
our case. Care should be taken to choose a sufficiently accurate IMU for such measurements.

The choice of solver is highly significant in terms of required computation time, but
of course it also has some impact on accuracy. Using only the initial mesh for HFSS’s
MoM solver introduced a mean error of only 0.36 dB whilst requiring only one-fifth of the
time to simulate. The approximate SBR+ solver we investigated reduced the required time
only 0.27% of the time of the iterative-mesh MoM solver, but at the cost of a mean error of
3.2 dB (when PTD, UTD and creeping wave physics were enabled). This is a significantly
large error, but it is more than adequate to resolve the variability in the RCS. Moreover the
dramatic decrease in simulation time (and memory requirement) make it suitable for use
in a wider array of situations. If, for example, it was desired to generate a large library of
example targets and trajectories, the speed of an SBR-like solver would be an enormous
advantage. We note that, whilst the simulations presented here were all performed in
Ansys HFSS, similar solvers are available in competitors’ products (FEKO, for example)
and similar results should be obtainable with such products.

A final important consideration is how well the model simulated represents the real
aircraft. We were able to confirm that our model compares well with anechoic chamber
measurements of a scale copper model, which gives us some confidence. However, we
cannot say with certainty whether the copper model RCS approximates the real aircraft’s
RCS well since we do not have comparable measurements of the real aircraft.

We find significant differences between the passive radar-simulated received-power
levels and measurement, beyond that which can be explained by the known limitations
of either our simulations or our measurements. In some areas of the comparison, the
characteristics of the simulated and measured curves broadly agree, but there are other areas
where this is clearly not the case. It is unlikely that other targets in the scene are a source
of the discrepancies. Any such targets should appear at most only fleetingly in the same
range-Doppler cell as the aircraft and would therefore have only a very brief impact on the
measurement results. The source of the disagreement must come from at least one of three
sources: either substantial differences between the simulated model and the real aircraft,
unaccounted for propagation effects, or problems with the measurements or measurement
processing. The SNR is generally quite low in the measurements performed, and the
processing chain is intended primarily for detection rather than estimation, so it is possible
that there is uncertainty in the measurements beyond that which is currently assumed.

Another possible source of the discrepancy is in the propagation of the signal between
the transmitter and the aircraft due to interaction with the terrain/features on the ground.
We know that we have a clear direct line of sight to the aircraft, but it is at least possible
that interactions elsewhere in the main lobe result in fluctuation in the incident power on
the aircraft. In a future experiment, it would be helpful to have a direct measurement of the
amplitude of the transmitted signal at the aircraft. This would at the very least indicate
whether or not this is a significant factor, and if it is, it would help in working to incorporate
the effect into the simulation.

A new set of measurements with improved signal-to-noise ratio would help signifi-
cantly in determining whether the issue is the simulations or the measurements. Additional
variations in the flight patterns and increasing the variation of the incidence and scattering
angles would also help in the comparison, since larger variations in RCS should be more
observable. It is also possible that improvements to the measurement processing algorithm
could improve the RCS estimates. For example, an algorithm that reduces range walk
(e.g., [41]) might be useful in reducing the spread of the received signal in the range-Doppler
map and hence allow a more robust RCS estimate from the measurements.

Despite the limitations in the direct received-power comparisons, the simulated
received-power levels have shown some skill in predicting whether or not a detection
is possible. There are no detections for the low simulated received-power levels. It is clear that a high (simulated) bistatic RCS does not guarantee detection, but a low simulated RCS does guarantee a missed detection. This supports our contention that such an approach could usefully be applied to stealth aircraft to determine the likelihood of being able to detect them with a particular radar system. Doing so, however, would require good knowledge of both the geometry of the aircraft and the properties of any antireflection coating applied to such aircraft.

**Author Contributions:** Conceptualization, D.C. and C.S.; methodology, D.C.; software, M.U., P.J.S. and M.K.; validation, M.U. and P.J.S.; formal analysis, P.J.S. and M.U.; investigation, P.J.S., M.U., M.K. and M.R.; data curation, P.J.S. and M.U.; writing—original draft preparation, P.J.S.; writing—review and editing, D.W.O., P.J.S., C.S., D.C.; M.U.; visualization, P.J.S. and M.U.; supervision, D.C. and C.S.; project administration, D.C. and C.S.; funding acquisition, D.W.O., A.M. and P.W. All authors have read and agreed to the published version of the manuscript.

**Funding:** FHR received no external funding for this research. The University of Bern was funded by armasuisse.

**Data Availability Statement:** Data sharing is not available for this article.

**Acknowledgments:** Thanks to MeteoSwiss, and in particular Jacopo Grazioli, for supplying the COSMO-7 reanalysis data used in the atmospheric calculations. Thanks to Roland Oechslin of armasuisse, Daniel Dörig of AeroFEM GmBH, and Pilatus Aircraft Ltd. for their support and work on developing the 3D model of Pilatus PC-12 aircraft used in simulation.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Edrich, M.; Lutz, S.; Hoffmann, F. Passive Radar at Hensoldt: A Review to the last Decade. In Proceedings of the 2019 20th International Radar Symposium (IRS), Ulm, Germany, 26–28 June 2019; pp. 1–10.
2. Di Lallo, A.; Farina, A.; Fulcoli, R.; Immediata, S.; Sedehi, M.; Tilli, E.; Timmoneri, L.; Di Lallo, A.; Farina, A.; Fulcoli, R.; et al. AULOS: Fimmeccanica family of passive sensors. *IEEE Aerosp. Electron. Syst. Mag.* **2016**, *31*, 24–29. [CrossRef]
3. Fraunhofer FHR. On-Demand Lighting on Wind Turbines: PARASOL Receives Accreditation from German Air Traffic Control (DFS). 2018. Available online: <https://www.fhr.fraunhofer.de/en/press-media/press-releases/2018/PARASOL-receives-accreditation-from-german-air-traffic-control.html> (accessed on 9 June 2020).
4. Griffiths, H.D.; Baker, C.J. *An Introduction to Passive Radar*; Artech House: New York, NY, USA, 2017; Chapter 5.
5. Malanowski, M.; Kulpa, K.; Kulpa, J.; Samczynski, P.; Misurewicz, J. Analysis of detection range of FM-based passive radar. *IET Radar Sonar Navig.* **2014**, *8*, 153–159. [CrossRef]
6. Meyer, F.; Schröder, A.; Edrich, M. Passive Radar Performance Analysis Tool. In *Passive Radar, Challenges Concerning Theory and Practice in Military Applications*; Specialist’s Meeting SET-187; NATO Science and Technology Organization: Brussels, Belgium, 2013.
7. Kuschel, H.; Heckenbach, J.; Müller, S.; Appel, R. Countering stealth with passive, multi-static, low frequency radars. *IEEE Aerosp. Electron. Syst. Mag.* **2010**, *25*, 11–17. [CrossRef]
8. Herman, S.M. A Particle Filtering Approach to Joint Radar Tracking and Automatic Target Recognition. Ph.D. Thesis, Department of Electrical and Computer Engineering, University of Illinois, Champaign, IL, USA, 2002.
9. Herman, S.; Moulin, P. A particle filtering approach to FM-band passive radar tracking and automatic target recognition. In Proceedings of the IEEE Aerospace Conference, Big Sky, MT, USA, 9–16 March 2002; Volume 4.
10. Ehrman, L.M.; Lanterman, A.D. A robust algorithm for automatic target recognition using passive radar. In Proceedings of the Thirty-Sixth Southeastern Symposium on System Theory, Atlanta, GA, USA, 14–16 March 2004; pp. 102–106.
11. Ehrman, L.M.; Blair, W.D. Using Target RCS when Tracking Multiple Rayleigh Targets. *IEEE Trans. Aerosp. Electron. Syst.* **2010**, *46*, 701–716. [CrossRef]
12. Mathews, Z.; Quiriconi, L.; Böninger, U.; Schüpbach, C.; Weber, P. Learning multi-static contextual target signatures. In Proceedings of the 2017 IEEE Radar Conference (RadarConf), Seattle, WA, USA, 8–12 May 2017; pp. 1568–1572.
13. Youssef, N. Radar cross section of complex targets. *Proc. IEEE* **1989**, *77*, 722–734. [CrossRef]
14. Bo, Z.; Huanyao, D.; Yang, Z.; Huidong, Q. Validation of Maneuvering Target RCS by Computation based on Feature Selective Validation(FSV). In Proceedings of the 2018 Cross Strait Quad-Regional Radio Science and Wireless Technology Conference (CSQRWC), Xuzhou, China, 21–24 July 2018; pp. 1–2. [CrossRef]
15. Weinmann, F.; Vaupel, T. SBR simulations and measurements for cavities filled with dielectric material. In Proceedings of the 2010 IEEE Antennas and Propagation Society International Symposium, Toronto, ON, Canada, 11–17 July 2010; pp. 1–4. [CrossRef]
16. Kell, R. On the derivation of bistatic RCS from monostatic measurements. *Proc. IEEE* **1965**, *53*, 983–988. [CrossRef]
17. Bonnemason, P.; de Kat, J.; Etchessahar, B.; Massaloux, P.; Minville, P.; Mazé-Mercur, G. Comparison of the measured and computed RCS of a target: Criterion taking into account the measurement and computation uncertainties. In Proceedings of the 2017 International Conference on Electromagnetics in Advanced Applications (ICEAA), Verona, Italy, 11–15 September 2017; pp. 1913–1916. [CrossRef]

18. Cilliers, J.E.; Potgieter, M.; Blaauw, C.; Odendaal, J.W.; Joubert, J.; Woodbridge, K.; Baker, C. Comparison of the Mutual Information Content between the Monostatic and Bistatic Measured RCS Data of a 1: 25 Boeing 707 Model. In Proceedings of the 2018 International Workshop on Computing, Electromagnetics, and Machine Intelligence (CEMi), Stellenbosch, South Africa, 21–24 November 2018; pp. 49–50. [CrossRef]

19. Weinmann, F. Frequency dependent RCS of a generic airborne target. In Proceedings of the 2010 URSI International Symposium on Electromagnetic Theory, Berlin, Germany, 16–19 August 2010; pp. 977–980. [CrossRef]

20. Bournaka, G.; Heckenbach, J.; Baruzzi, A.; Cristallini, D.; Kuschel, H. A two stage beamforming approach for low complexity CFAR detection and localization for passive radar. In Proceedings of the 2016 IEEE Radar Conference (RadarConf), Philadelphia, PA, USA, 2–6 July 2016; pp. 1–4.

21. Glende, M. PCL signal processing for sidelobe reduction in case of periodical illuminator signals. In Proceedings of the International Radar Symposium (IRS), Krakow, Poland, 24–26 May 2006; pp. 1–4.

22. Spacesystems, N. ASTER Global Digital Elevation Model V003. Distributed by NASA EOSDIS Land Processes DAAC. 2019. Available online: https://lpdaac.usgs.gov/products/astgtm003/ (accessed on 29 September 2020).

23. Schneider, D.; Müller, S. Dokumentation der Programmsoftware DARWIN; Techreport No. 17; FGAN-FHR: Berlin, Germany, 2000. (In German)

24. Schneider, D. Terrain Related Multipath: Analysis of Critical Parameters; Techreport No. 18; FGAN-FHR: Berlin, Germany, 2000.

25. Rice, P.L.; Longley, A.G.; Norton, K.A.; Barsis, A.P. Transmission Loss Predictions for Tropospheric Communication Circuits; 1967; Volume 1. Available online: https://nvlpubs.nist.gov/nistpubs/Legacy/TN/nistpubs/101-1.pdf (accessed on 3 February 2022).

26. Bournaka, G.; Ummenhofer, M.; Cristallini, D.; Palmer, J.; Summers, A. Experimental Study for Transmitter Imperfections in DVB-T Based Passive Radar. IEEE Trans. Aerosp. Electron. Syst. 2018, 54, 1341–1354. [CrossRef]

27. Searle, S.; Howard, S.; Palmer, J. Remodulation of DVB-T signals for use in Passive Bistatic Radar. In Proceedings of the 2010 Conference Record of the Forty Fourth Asilomar Conference on Signals, Systems and Computers, Pacific Grove, CA, USA, 7–10 November 2010; pp. 1112–1116.

28. Wojaczek, P.; Colone, F.; Cristallini, D.; Lombardo, P.; Kuschel, H. The application of the reciprocal filter and DPCA for GMTI in DVB-T - PCL. In Proceedings of the International Conference on Radar Systems (Radar 2017), Belfast, UK, 23–26 October 2017; pp. 1–5. [CrossRef]

29. Baruzzi, A.; Bournaka, G.; Heckenbach, J.; Kuschel, H. Experimental validation of Kalman filter based tracking in passive radar systems. In Proceedings of the 2015 IEEE Radar Conference (RadarCon), Arlington, VA, USA, 10–15 May 2015; pp. 1634–1637. [CrossRef]

30. Kronauge, M.; Rohling, H. Fast Two-Dimensional CFAR Procedure. IEEE Trans. Aerosp. Electron. Syst. 2013, 49, 1817–1823. [CrossRef]

31. Cao, T.T.V.; Palmer, J.; Berry, P.E. False alarm control of CFAR algorithms with experimental bistatic radar data. In Proceedings of the 2010 IEEE Radar Conference, Arlington, VA, USA, 10–14 May 2010; pp. 156–161. [CrossRef]

32. Schwark, C.; Cristallini, D. Advanced multipath clutter cancellation in OFDM-based passive radar systems. In Proceedings of the 2016 IEEE Radar Conference (RadarCon), Philadelphia, PA, USA, 2–6 May 2016; pp. 1–4. [CrossRef]

33. Kulpa, K. The CLEAN type algorithms for radar signal processing. In Proceedings of the 2008 Microwaves, Radar and Remote Sensing Symposium, Kiev, Ukraine, 22–24 September 2008; pp. 152–157. [CrossRef]

34. Doviak, R.J.; Zrnić, D.S. Doppler Radar and Weather Observations; Dover Publications, Inc.: New York, NY, USA, 2006.

35. Federal Office of Topography Swisstopo. Approximate Formulas for the Transformation between Swiss Projection Coordinates and WGS84; Technical report; Federal Office of Topography Swisstopo: Wabern, Germany, 2016.

36. ITU. Reference Standard Atmospheres; Technical report P.835-2 (08/97); ITU: Geneva, Switzerland, 1997.

37. Liebe, H. An Atmospheric Millimeter-Wave Propagation Model. Int. J. Infrared Millim. Waves 1989, 10, 631–650. [CrossRef]

38. Consortium for Small Scale Modelling (COSMO). Core Documentation of the COSMO-Model. Available online: http://www.cosmo-model.org/content/model/documentation/core/default.htm (accessed on 29 October 2021).

39. Advanced Navigation. Spatial Reference Manual; Advanced Navigation: Sydney, Australia, 2019.

40. Federal Office of Topography Swisstopo. Formulas and Constants for the Calculation of the Swiss Conformal Cylindrical Projection and for the Transformation between Coordinate Systems; Technical Report; Federal Office of Topography Swisstopo: Wabern, Germany, 2016.

41. Shan, T.; Liu, S.; Zhang, Y.D.; Amin, M.G.; Tao, R.; Feng, Y. Efficient architecture and hardware implementation of coherent integration processor for digital video broadcast-based passive bistatic radar. IET Radar Sonar Navig. 2016, 10, 97–106. [CrossRef]