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Quantum chemistry calculations such as the prediction of molecular properties and modeling of chemical reactions are a few of the critical areas where near-term quantum computers can showcase quantum advantage. We present a method to calculate energy derivatives for both ground state and excited state energies with respect to the parameters of a chemical system based on the framework of the variational quantum eigensolver (VQE). A low-depth implementation of quantum circuits within the hybrid variational paradigm is designed, and their computational costs are analyzed. We showcase the effectiveness of our method by incorporating it in some key quantum chemistry applications of energy derivatives, such as to perform minimum energy configuration search and estimate molecular response properties estimation of H₂ molecule, and also to find the transition state of H₂ + H ↔ H + H₂ reaction. The obtained results are shown to be in complete agreement with their respective full configuration interaction (FCI) values.
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I. INTRODUCTION

Near-term quantum computers, more generally known as noisy intermediate-scale quantum (NISQ) hardware [1], support hybrid quantum-classical algorithms such as variational quantum eigenvalue (VQE) [2], quantum approximate optimization algorithm (QAOA) [3], etc., for solving various computational problems [4–6]. These algorithms use parameterized quantum circuits (PQCs) which consist of quantum gates that depend on classical parameters. To leverage the power of both quantum and classical processors, these algorithms implement a recursive workflow of the following fashion: (i) a highly entangled parameterized quantum state is prepared by the quantum processor for the measurement of expectation values of one or more observables, (ii) a classical processor tries to minimize a function of these expectation values by optimizing classical parameters that control the preparation of the parameterized quantum state.

In the context of quantum chemistry, a variational algorithm like VQE can be used for determining eigenvalues and eigenenergies of observables that correspond to the physical/chemical properties of a chemical system or a chemical reaction. Recent work in the field has mostly focused on developing the theory of VQE and VQE-based algorithms for calculations of molecular ground state energies [6], excited state energies [7], molecular vibrations [8], etc. These contributions have been significant in their own respect despite them not being able to provide any advantage over the classical computational chemistry methods, such as density functional theory (DFT) [9], coupled cluster (CC) theory [10], and quantum Monte-Carlo methods [11]. This lack of advantage is attributed to the fact that much of the work done in the field is still in the exploratory phase, and the computational power offered by NISQ devices is considerably restricted due to the limited number of good quality qubits, absence of error correction and limited qubit connectivity [12].

While analyzing molecules, the molecular energy derivatives with respect to some system parameters prove to be as crucial as molecular energies to calculate a range of time-independent physical and chemical properties. For example, (i) first-order derivatives of energy with respect to geometric coordinates allows us to search minimum energy configuration and reaction paths, (ii) higher-order derivatives of energy with respect to external electric fields allows us to predict some key molecular response properties such as (hyper)polarizability, magnetizability, etc. This work presents a VQE-based method to calculate molecular energy derivatives on a quantum computer for both ground state energy and excited state energies up to the second order. Low-depth circuit implementations for our methods are designed and their feasibility on the NISQ hardware is analyzed. We show the use of these energy derivatives for the following quantum chemistry tasks: (i) minimum energy configuration search for H₂ molecule, (ii) estimation of molecular response properties such as dipole moment and polarizability for H₂ molecule, and (iii) transition state search for the reaction H₂ + H ↔ H + H₂. Our variational method gives results in complete agreement with those obtained using full configuration interaction (FCI) values.

Structure: In Section II, we introduce the framework of variational quantum eigensolver. The methodology for finding energy derivatives is described in Section III for both ground state energy and excited state energies. Then, in Section IV, we showcase our results for the quantum chemistry tasks as mentioned earlier. Finally, we conclude with a discussion and overview of possible improvements in Section V.
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II. VARIATIONAL QUANTUM EIGENSOLVER

Variational quantum eigensolver (VQE) is one of the first hybrid quantum-classical algorithms that was proposed as a candidate algorithm for near-term quantum devices by Peruzzo et al. [2]. It makes use of a parameterized quantum circuit (PQC), also known as an ansatz [13], to evolve a known initial trial state \( |\psi_i\rangle \) to a target trial state \( |\psi_t\rangle \) and find the eigenstates and eigenvalues for a system or a problem that can be encoded in the Hermitian observable \( \mathcal{M} \). For a chemical system \( C \), this procedure (Fig. 1) is briefly described as follows:

1. To encode any property of a \( C \) into a hermitian observable \( \mathcal{M} \), one generates corresponding fermionic operators from the relevant one and two-body integrals \( \{h_{ij}, h_{ijkl}\} \) in the spin basis obtained using any computational chemistry package like Gaussian [14], PySCF [15], Psi4 [16], etc.

\[
\mathcal{M} = \sum_{ij} h_{ij} a_i^\dagger a_j + \sum_{ijkl} h_{ijkl} a_i^\dagger a_j^\dagger a_k a_l \quad (1)
\]

2. The fermionic operators can be realized as qubit operators by expressing them in terms of Pauli operators using certain encoding schemes such as Jordan-Wigner, Bravyi-Kitaev, etc [17]. We refer to this as the qubitization of \( \mathcal{M} \):

\[
\mathcal{M} = \sum_{P \in \mathcal{P}} h_P P
\]  

where, \( \mathcal{P} = \{I, X, Y, Z\} \otimes N \), and \( h_P \in \mathbb{R} \). The number of qubits \( N \) required to encode this is equivalent to number of spin orbitals associated with \( C \) having spin-up (\( \alpha \)) and spin-down (\( \beta \)) electrons. At this stage, one can further analyze \( \mathbb{Z}_2 \) symmetries [18] present in the chemical system and freeze core orbitals to taper off some qubits.

3. For the qubitized \( \mathcal{M} \), we construct an ansatz, i.e., a parameterized unitary, represented by \( U(\vec{\theta}) \). In principle, depending on the structure, there are three types of ansatz - (i) hardware-efficient ansatz [19], (ii) physically-inspired ansatz [20], and (iii) adaptive ansatz [21]. All of them will evolve the initial trial state \( |\psi_i\rangle \) as follows:

\[
|\psi_t\rangle = U(\vec{\theta} i) |\psi_i\rangle = U(\vec{\theta} i) U_i |0\rangle \otimes N \quad (3)
\]

In our case, the preferred initial trial state \( |\psi_i\rangle = \psi_{\text{HCF}} \) which is the qubit Hartree-Fock state is prepared using state initialization unitary \( U_i \) on \( |0\rangle \otimes N \). The ansatz \( U(\vec{\theta}) \) is applied on this state, where the vector \( \vec{\theta} = (\theta_1, \theta_2, \ldots, \theta_k) \) has \( k \) classical parameters that are provided by a classical processor. The
target trial state $|ψ_t⟩ = |ψ(\vec{θ})⟩$ should ideally correspond to the FCI or UCCSD ground state wavefunction.

4. The parameters $\vec{θ}$ are optimized by a classical processor using Rayleigh–Ritz variational principle [22] on the expectation value of $M$ obtained from the quantum processor. For the optimal value of $\vec{θ} = \vec{θ}^*$, we get:

$$E(\vec{θ}^*) = \min \langle ψ(\vec{θ})|M|ψ(\vec{θ})⟩ \quad E(\vec{θ}^*) \geq E_{GS} \quad (4)$$

Sometimes, one may not directly use the expectation value of $M$ as it is, and rather benefit from performing an additional classical post-processing step. This allows us to shift certain computation onto the classical processor to either reduce amount of quantum resources required as in the case of entanglement forging [23], or to perform some complex tasks such as building quantum classifiers [24].

To obtain the ground state of the chemical system $C$, the $M$ corresponds to Hamiltonian $H$ of the system. Similarly, the other properties such as dipole moment, angular momentum, etc, can be calculated via the expectation value of their corresponding qubitized observable with respect to the ground state wavefunction prepared by optimized ground state preparation unitary $U(\vec{θ}^*)U_i$.

### III. ENERGY DERIVATIVES

The final result of the traditional variational quantum eigensolver (VQE) algorithm is the molecular ground state energy $E_0$ and the corresponding state preparation circuit $U(\vec{θ}^*)U_i$ for the ground state $|ψ_{GS}⟩$. However, even for VQE, the molecular energy derivatives $\partial E$ with respect to some parameters are also important quantities that are used for its training and also for extending its capabilities. For example, in the case of training VQE, we calculate $\partial_θ E$ for updating the parameterized unitary parameters $\vec{θ}$ using a gradient-based rule. Similarly, by calculating $\partial_θ E$, i.e., force dependent on nuclear coordinates $\vec{r}$, one can extend VQE to perform geometric structure optimization, transition-state search, etc. Therefore, this makes the task of calculation of energy derivatives crucial and necessary.

In traditional quantum chemistry literature, there exist two ways to calculate these energy derivatives $\partial_θ E$. The first one is to use the finite-difference method [25], and the second is to use analytical formula-based methods such as sum-over-state approach [26]. In this section, we discuss the calculation of $\partial_θ E$ using VQE-based strategy.

#### A. Derivatives with respect to $\vec{θ}$

For estimating the derivatives of energy with respect to the variational parameters of the circuit, one can use parameter-shift rules [27]. It involves running the same parameterized circuit with different shifts $s$ in the parameters $θ_i$.

$$\partial_{θ_i} E \equiv \frac{\partial \langle H \rangle}{\partial θ_j} = \frac{\langle H \rangle_{θ_i+s} - \langle H \rangle_{θ_i-s}}{2\sin(s)} \quad (5)$$

This makes it possible to implement gradient-based update rules for parameter $θ_j$ with some learning rate constant $γ > 0$:

$$θ_j^{t+1} = θ_j^t - γ\partial_{θ_j} E \quad (6)$$

One can easily extend this to calculate higher-order gradients using a scheme similar to the finite-difference method, i.e., evaluation using a finite shift in the parameter [27]. For example, the calculation of Hessian $\partial_{θ_i,θ_j} E$ would require the shift of two parameters $θ_i$ and $θ_j$ simultaneously by $s_1$ and $s_2$ respectively.

#### B. Parameterising $E$ beyond $\vec{θ}$

In general, the hermitian observable $M$ described in eq. 1 is dependent upon the basis set taken into consideration, the geometry of the molecule, and the environment, i.e., the effect of the external electric field it is placed in. Since we have limited number of qubits $N$, we would like to focus upon the latter two (geometry and environment), as tweaking the former beyond the minimal basis set will lead to undesirable increase in $N$.

Let this dependency on the system parameter other than the variational parameter $\vec{θ}$ be given by $\vec{η} = (η_0, η_1, ..., η_k)$. Then, $H$ and $⟨H⟩$ are written as:

$$H(\vec{η}) = \sum_{ij} h_{ij}(\vec{η})a_i^†a_j + \sum_{ijkl} h_{ijkl}(\vec{η})a_i^†a_j^†a_ka_l \quad (7)$$

$$H(\vec{η}) = \sum_{P∈P} h_P(\vec{η})P \quad (8)$$

$$E(\vec{θ}^∗(\vec{η}), \vec{η}) = \min \langle ψ(\vec{θ})|H(\vec{η})|ψ(\vec{θ})⟩ \quad (9)$$

As discussed earlier, finding the derivatives $\partial_η E$ is essential for studying a molecule and its molecular properties. We describe the methodology for their calculations in subsequent sections using the following shorthand:

$$E^∗(\vec{η}) = E(\vec{θ}^∗(\vec{η}), \vec{η}) \quad (10)$$
C. First-order derivatives:

To calculate first-order energy derivatives \( \partial_{\eta} E \), we use Hellmann–Feynman theorem [28], which gives us:

\[
\frac{\partial E^{*}(\tilde{\eta})}{\partial \eta} = \langle \psi(\tilde{\eta}^*) | H(\tilde{\eta}) | \psi(\tilde{\eta}^*) \rangle = \\
\frac{\partial (\langle \psi(\tilde{\eta}^* ) | H(\tilde{\eta}) | \psi(\tilde{\eta}^*) \rangle)}{\partial \eta} + \langle \psi(\tilde{\eta}^*) | \frac{\partial H(\tilde{\eta})}{\partial \eta} | \psi(\tilde{\eta}^*) \rangle + \\
\langle \psi(\tilde{\eta}^*) | H(\tilde{\eta}) \frac{\partial | \psi(\tilde{\eta}^* ) \rangle}{\partial \eta} \rangle \\
\neq 0
\]

(11)

The first and third terms are opposite in sign but \( \neq 0 \) because the optimal variational parameters \( \tilde{\eta}^* \) are also dependent upon system parameters \( \tilde{\eta} \). This leads to the following result from eq. 11:

\[
\frac{\partial E^{*}(\tilde{\eta})}{\partial \eta} = \langle \psi(\tilde{\eta}^*) | \frac{\partial H(\tilde{\eta})}{\partial \eta} | \psi(\tilde{\eta}^*) \rangle
\]

(12)

The first-order derivatives \( \partial_{\eta} H(\tilde{\eta}) \) can be calculated on a classical processor either analytically by solving coupled perturbed Hartree-Fock equations [29], or using the finite-difference method [30]. Higgott et al. [7] showed that the number of measurements \( m_J \) required for estimating the expectation value of a subterm \( P_j \) of the qubitized Hamiltonian \( \mathcal{H} = \sum_{P_j} h_{P} P \) with the variance \( \epsilon^2 \) is \( O(\epsilon^2) \). Since, the decomposition of molecular Hamiltonian (eq. 1) into qubitized Hamiltonian (eq. 2) results in \( O(n^3) \) terms, the overall cost for calculating \( \partial E_J \) with variance \( \epsilon^2 \) using eq. 12 is \( O(n^4 \sum_{P_j} [h_{P}]^2 / \epsilon^2) \), where \( N_q \) are the number of system parameters \( \tilde{\eta} \).

D. Second-order derivatives

Similar to first-order energy derivatives, we can calculate the second-order energy derivatives \( \partial^2_{\eta} E \) as follows:

\[
\frac{\partial^2 E^{*}(\tilde{\eta})}{\partial \eta_i \partial \eta_j} = \langle \psi(\tilde{\eta}^*) | \frac{\partial H(\tilde{\eta})}{\partial \eta_i} \frac{\partial H(\tilde{\eta})}{\partial \eta_j} | \psi(\tilde{\eta}^*) \rangle = \\
\langle \psi(\tilde{\eta}^*) | \frac{\partial^2 H(\tilde{\eta})}{\partial \eta_i \partial \eta_j} | \psi(\tilde{\eta}^*) \rangle + \\
2\text{Re} \left[ \langle \psi(\tilde{\eta}^*) | \frac{\partial H(\tilde{\eta})}{\partial \eta_i} \frac{\partial H(\tilde{\eta})}{\partial \eta_j} | \psi(\tilde{\eta}^*) \rangle \right]
\]

(13)

The calculation of the first term \( I \), i.e., second-order derivative \( \partial_{\eta_i} \partial_{\eta_j} H(\tilde{\eta}) \) is again done on a classical processor just as in the case of \( \partial_{\eta} H(\tilde{\eta}) \). However, calculation

FIG. 2: VQE Circuits: The \( U_{HF} \) unitary block (gray) evolves \( |0\rangle \otimes N \) to the Hartree-Fock state \( |\psi_{HF}\rangle \). This state is evolved by an ansatz, i.e., a parameterized unitary \( U^D(\tilde{\theta}) \) to \( |\psi(\tilde{\theta})\rangle \), where \( D \) is the number of ansatz block (red) is repeated. Finally, Pauli basis measurements are performed on all qubits to calculate expectation value \( M_i = \sum (-1)^{x_i} P(x) \), where \( x \) is a bit string representation of possible \( 2^N \) outcomes.

of the second term \( J \) is not so straightforward. We first focus on the term \( \partial_{\eta_i} |\psi(\tilde{\theta}^*)\rangle \) and expand it as follows:

\[
\frac{\partial |\psi(\tilde{\theta}^*)\rangle}{\partial \eta_i} \bigg|_{\eta_i \rightarrow 0} = \left| \langle \psi(\tilde{\theta}^*) |_{\eta_i+d\eta_i} - |\psi(\tilde{\theta}^*)\rangle \right|_{d\eta_i \rightarrow 0}
\]

(14)

This allows us to rewrite \( J \) as the difference of the following two expectation values:

\[
J \equiv \frac{2}{d\eta_i} \text{Re} \left[ \langle \psi(\tilde{\theta}^*) | \frac{\partial H(\tilde{\eta})}{\partial \eta_i} | \psi(\tilde{\eta}^*) \rangle_{\eta_i+d\eta_i} - \\
\langle \psi(\tilde{\theta}^*) | \frac{\partial H(\tilde{\eta})}{\partial \eta_i} | \psi(\tilde{\eta}^*) \rangle_{\eta_i} \right]
\]

(15)

While the second term \( J_2 \) has already been calculated during the first-order energy derivative calculations, the first term \( J_1 \) can be calculated from a low-depth implementation of overlap estimation method proposed in [31]. Assume two unitaries \( U_1 \) and \( U_2 \) such that (i) \( |\psi(\tilde{\theta}^*)\rangle = U_1 |0\rangle \otimes N \), and (ii) \( \partial_{\eta_i} H |\psi(\tilde{\theta}^*)\rangle_{\eta_i+d\eta_i} = U_2 |0\rangle \otimes N \). Then the state preparation circuit \( U_1^2 U_2 \) is used to calculate the overlap with variance \( \epsilon^2 \) by measuring the probability of obtaining \( |0\rangle \otimes N \) state using \( O(1/\epsilon^2) \) shots.

Unlike previously, the calculation of \( \partial^2 E \) with variance \( \epsilon^2 \) using eq. 13 requires \( O(n^4 \sum_{P} [h_{P}]^2 / \epsilon^2) \) measurements.
FIG. 3: VQE Energies for H$_2$ molecule: Ground state energies computed after varying the bond length $R_{H_1-H_2} \in [0.2, 1.5]$ Å. The solid curve indicates classically computed energy values for Hartree Fock (HF) and full configuration interaction (FCI) methods. Inset represents absolute errors in energies at every bond length $R_{H_1-H_2}$ with chemical accuracy (1.6 mHa) taken as reference.

E. Derivatives beyond ground state

Our methodology for using VQE-based strategy for calculating energy derivatives is not limited to just ground states, but can also be adapted to excited states. Amongst the various available extensions of VQE for computing excited states for a given chemical system $C$ represented by the molecular Hamiltonian $\mathcal{H}$, we base our approach on the SS-VQE protocol proposed by Nakaniishi et al. [32]. We begin by preparing a set of $k$ mutually orthogonal quantum states, $|\psi_0\rangle, \ldots, |\psi_{k-1}\rangle$. Then, for each $i$, we calculate the expectation value $\langle \psi_i^*(\theta) | \mathcal{H}(\eta) | \psi_i(\theta) \rangle$, where $|\psi_i(\theta)\rangle = U(\theta) |\psi_i\rangle$. We use the weighted sum of expectation values with decreasing positive weights $w_i$ to determine the cost function $L(\hat{\theta}, \hat{\eta}) = \sum_i w_i \langle \psi_i^*(\theta) | \mathcal{H}(\eta) | \psi_i(\theta) \rangle$, where $w_0 > w_1 > \ldots > w_{k-1} > 0$.

Using an optimization routine, for a given value of system parameters $\hat{\eta}$ we find optimal parameters $\theta^*$ which minimizes the cost function $L(\hat{\theta}, \hat{\eta})$. In [32], it is shown that $\{ \langle \psi_i^*(\theta^*) | | \rangle \}$ and $\{ \langle \psi_i^*(\theta^*) | \mathcal{H}(\eta) | \psi_i(\theta^*) \rangle \}$ become approximate eigenstates and eigenvalues of $\mathcal{H}$ at the minimum value of $L(\hat{\theta}, \hat{\eta})$. Therefore, the optimal parameters $\theta^*$ give us state preparation circuits $U(\theta^*) |\psi_i\rangle$ for the ground state and $k-1$ excited states. Out of these many excited states, we keep only those states which preserve number of particles $\langle \mathcal{N} \rangle$ with respect to the ground state, i.e., $\langle \psi_i^*(\theta^*) | \mathcal{N} | \psi_i^*(\theta^*) \rangle = \langle \psi_i(\theta^*) | \mathcal{N} | \psi_i(\theta^*) \rangle$, where $i > 0$ represents eigenstates other than the ground state.

One major advantage of using such a protocol is that, unlike many other protocols, this neither involves generating a new Hamiltonian by including overlaps of eigenstates nor involves diagonalization of the Hamiltonian within a subspace spanned by a chosen set of states. This means to compute the derivatives, we can still utilize the strategy as described in Section III B as we did not transform our Hamiltonian $\mathcal{H}$ to find the excited energy states. This gives the following two generalizations for first-order and second-order energy derivatives:

$$\frac{\partial E_k^*(\hat{\eta})}{\partial \eta_j} = \langle \psi_k^*(\theta^*) | \frac{\partial \mathcal{H}(\hat{\eta})}{\partial \eta_j} | \psi_k^*(\theta^*) \rangle$$

$$\frac{\partial^2 E_k^*(\hat{\eta})}{\partial \eta_i \partial \eta_j} = \frac{\partial}{\partial \eta_i} \langle \psi_k^*(\theta^*) | \frac{\partial \mathcal{H}(\hat{\eta})}{\partial \eta_j} | \psi_k^*(\theta^*) \rangle + \langle \psi_k^*(\theta^*) | \frac{\partial^2 \mathcal{H}(\hat{\eta})}{\partial \eta_i \partial \eta_j} | \psi_k^*(\theta^*) \rangle$$

Algorithm 1: Minimum energy configuration search for chemical system $C$

Data: chemical system $C$, generalized coordinates $Q$, learning rate $\gamma$, optimizer $\text{opt}$, tolerance $\text{ctol}$

1. Initialize: $C$.molecule $\leftarrow$ (Initial coordinates)
   $C$.optimized $\leftarrow$ False
   $\theta$ $\leftarrow$ (Initial values)
   delQ $\leftarrow [0, \ldots, 0]$, $\text{len}(\text{delQ}) = \text{len}(Q)$

2. while $C$.optimized is False do
   foreach $q \leftarrow Q$ do
     if $\text{opt}$ is gradient-based then
       $\delta q \leftarrow \text{Compute } \nabla_q \text{ min } E(C, \theta, q)$
       using VQE-based routine.
     else if $\text{opt}$ is hessian-based then
       $\delta q \leftarrow \text{Compute } \nabla^2_q \text{ min } E(C, \theta, q)$
       using VQE-based routine.
     else
       if $\text{opt}$ is not valid. error
     end
     $\text{delQ}[Q.\text{index}(q)] \leftarrow \gamma \delta q$
   end
   if $||\text{delQ}||_2 \geq \text{ctol}$ then
     foreach $(q, \delta q) \leftarrow (Q, \text{delQ})$ do
     $q \leftarrow q - \delta q$
   end
   else
     $C$.optimized $\leftarrow$ True
   end
   $C$.molecule $\leftarrow Q.\text{values}$
end
IV. RESULTS

In this section, we describe the applications of first-order and second-order energy derivatives for the H$_2$ molecule and H$+$H$_2$ $\leftrightarrow$ H$_2$+H reaction in the minimal basis set STO-3G. These applications include: (i) obtaining minimum energy configuration, (ii) calculation of molecular response properties, and (iii) determination of transition state. Additionally, we also show the first-order excited state energy derivatives for H$_2$ molecule. The corresponding classical calculations and generation of Hamiltonian terms were done using PySCF [16], Gaussian [14] and OpenFermion [33]. Their derivatives $\partial_{\eta} \mathcal{H} (\vec{\eta})$, and $\partial_{\eta} , \partial_{\eta} \mathcal{H} (\vec{\eta})$ are calculated using central-differencing method with step-size 0.001. The experiments were performed using IBM Qiskit [34]. For noisy simulations, the noise data was taken from the IBMQ vigo backend [35], whereas Ignis and Mitiq [36] frameworks were used for software-level error mitigation.

A. Ground State Energy

As explained in Section II, the most primitive task variational quantum eigensolvers (VQE) are designed to do is the estimation of ground-state energies for a given molecular Hamiltonian. For H$_2$ molecule, we compute ground state energies for a range of bond length $R_{H_1-H_2} \in [0.2,1.5]$ Å. For any given bond length $R$, we generate the molecular Hamiltonian $\mathcal{H}$ and convert it into its qubit equivalent via Bravyi-Kitaev mapping [17].

$$\mathcal{H}^{BK} = f_0 \mathbf{1} + f_1 Z_0 + f_2 Z_1 + f_3 Z_2 + f_4 Z_1 Z_0 + f_5 Z_2 Z_0 + f_6 Z_3 Z_1 + f_7 X_2 Z_4 X_0 + f_8 Y_2 Z_1 Z_0 + f_9 Z_2 Z_1 Z_0 + f_{10} Z_3 Z_2 Z_1 + f_{11} Z_3 Z_2 Z_0 + f_{12} Z_3 X_2 Z_4 X_0 + f_{13} Z_3 Y_2 Z_1 Y_0 + f_{14} Z_3 Z_2 Z_1 Z_0$$

(18)

We use the hardware-efficient ansatz shown in Fig. 2a. The results for the experiment are shown in Fig. 3 with and without incorporating error-mitigation. The results show that our ansatz is powerful enough to estimate the ground state which is in accordance with the full configuration interaction (FCI) state for all the bond lengths in both noiseless simulations and mitigation-enabled experiments. This allows us to use the same ansatz for the calculation of energy derivatives as described in sections III C and III D.

B. Minimum Energy Configuration Search

A straightforward application of energy derivatives is to calculate the forces acting on atoms, which can be utilized to perform a minimum energy configuration search. For this, we calculate the derivatives with respect to the nuclear coordinates $\vec{R}$, which can be can be utilized in a simple gradient-based (eq. 20) or hessian-based (eq. 21) optimization algorithm for finding optimal nuclear coordinates $\vec{R}^*$.

$$\frac{\partial E (\vec{\theta}, \vec{R})}{\partial \vec{R}} = \frac{\partial E (\vec{\theta}, \vec{R})}{\partial X} \hat{X} + \frac{\partial E (\vec{\theta}, \vec{R})}{\partial Y} \hat{Y} + \frac{\partial E (\vec{\theta}, \vec{R})}{\partial Z} \hat{Z}$$

(19)

$$\vec{R}_{k+1} = \vec{R}_k - \gamma \nabla_{\vec{R}} E (\vec{\theta}^*, \vec{R}_k) \quad \gamma > 0$$

(20)

$$\vec{R}_{k+1} = \vec{R}_k - \gamma \nabla_{\vec{R}} E (\vec{\theta}^*, \vec{R}_k) / \nabla_{\vec{R}}^2 E (\vec{\theta}^*, \vec{R}_k)$$

(21)

We perform the minimum energy configuration search for H$_2$ using gradient-descent and newton’s method [37]. We use a reduced two-qubit Hamiltonian $\mathcal{H}_{R}^{BK}$ given in [38] and the corresponding low-depth hardware-efficient ansatz (Fig. 2b) with single variational parameter $\theta$ that was also proposed in the same work.

$$\mathcal{H}_{R}^{BK} = g_0 \mathbf{1} + g_1 Z_0 + g_2 Z_1 + g_3 Z_1 Z_0 + g_4 X_1 X_0 + g_5 Y_1 Y_0$$

(22)

Taking cues from the symmetry, we allow the movement of two $H$ atoms along the $Z$ axis only, which leads to $\partial_X E (\vec{\theta}, \vec{R}) = \partial_Y E (\vec{\theta}, \vec{R}) = 0$, i.e., $\partial_R E (\vec{\theta}, \vec{R}) = \partial_Z E (\vec{\theta}, \vec{R}) \hat{Z}$. We start with an initial bond length $R_0$ of 0.2 Å and iteratively do the following. First, we use the VQE routine to find the optimal parameter $\theta^*$. Second, we calculate the first-order (eq. 20) and/or second-order (eq. 21) energy derivatives with respect to $R_Z$ depending on the update rule of the optimization algorithm used.
FIG. 4: Minimum energy configuration search for H$_2$ molecule: The energy surface has been calculated by evaluating $\langle H(R, \theta) \rangle$ using a VQE routine for the bond lengths $R_{H_1-H_2} \in [0.2, 2.5]$ Å, and the VQE parameter $\theta \in [-\pi, \pi]$ (Fig. 2b). Starting from an initial configuration (0.2 Å, 3.892 Ha) on the top (maxima) of the energy surface the minimum energy configuration search was performed using gradient descent (Fig. 4a) and Newton’s method (Fig. 4c). The former method utilizes only first-order energy derivatives (energy gradients), whereas the latter utilizes both first and second-order energy derivatives (energy gradients and Hessians). The Fig. 4b and 4d represent a zoomed out view of the region bounded by the cuboids in the Fig. 4a and 4c. Both of the methods converged to similar optimized configurations (i) (0.741 Å, -1.137 Ha) and (ii) (0.740 Å, -1.137 Ha) in (i) 12 and (ii) 9 iterations respectively.

This process is repeated iteratively until the convergence criteria ($|\gamma \nabla_{R, \theta} E(\theta, \vec{R})| < 10^{-3}$) is met, where $\gamma > 0$ is the learning rate. We showcase the results for both the methods in Fig. 4, where we see that the both methods converged to similar optimized configurations (i) (0.741 Å, -1.137 Ha) and (ii) (0.740 Å, -1.137 Ha) in (i) 12 and (ii) 9 iterations respectively. In both these cases, the final bond length and configuration energy were in agreement with their respective FCI values (0.740 Å, -1.137 Ha).

C. Molecular Response Properties

We can use the Taylor series expansion of $E(\vec{F})$ about $\vec{F} = 0$, to express the response of a molecule under the influence of an electric field $\vec{F}$ in its environment.

$$E(\vec{F}) = E(0) + \left( \frac{\partial E(\theta, \vec{F})}{\partial \vec{F}} \right) \vec{F} + \frac{1}{2!} \left( \frac{\partial^2 E(\theta, \vec{F})}{\partial \vec{F}^2} \right) \vec{F}^2 + \ldots$$

$$E(\vec{F}) = E(0) + \left( \frac{\partial E(\theta, \vec{F})}{\partial \vec{F}} \right) \vec{F} + \frac{1}{2!} \left( \frac{\partial^2 E(\theta, \vec{F})}{\partial \vec{F}^2} \right) \vec{F}^2 + \ldots$$
The Hellman-Feynman theorem [28] allows us to define the electric dipole ($\mu$) as a negative derivative of the energy of the system with respect to the field $\vec{F}$. Similarly, the higher-order energy derivatives define higher-order response properties such as polarizability ($\alpha$), hyperpolarizabilities ($\beta$), hyper-hyperpolarizabilities ($\gamma$), etc.

$$\mu = -\left( \frac{\partial E(\vec{\theta}, \vec{F})}{\partial \vec{F}} \right)_{\vec{F}=0}$$ \hspace{1cm} (24)

$$\alpha = -\left( \frac{\partial^2 E(\vec{\theta}, \vec{F})}{\partial \vec{F}^2} \right)_{\vec{F}=0}$$ \hspace{1cm} (25)

Putting eq. 24 and 25 in eq. 23, we observe that while $\mu$ is a first-rank tensor, $\alpha$ on the other hand is a second-rank tensor in Cartesian basis. For simplicity, in our calculations of electric dipole moment and polarizability, we consider a constant electric field directed in the $Z$ direction. This means that we only focus on calculating $\mu_Z$ and the $\alpha_{ZZ}$ for $\text{H}_2$ molecule. The results for dipole moment ($\mu_Z$) and the polarizability $\alpha_{ZZ}$ are shown in Fig. 5a and Fig. 5b respectively using the full Hamiltonian $\mathcal{H}^{\text{BK}}$ (eq. 18) and the corresponding hardware-efficient ansatz (Fig. 2a) for $D = 1$. In both cases, the obtained values were in agreement with the FCI results calculated using the following qubitized dipole moment operator:

$$\mu_R^{\text{BK}} = g_0 I + g_1 X_0 + g_2 Z_0 + g_3 X_3 + g_4 Z_3 + \sum_{i=5}^9 g_i X_i Z_i + g_6 Z_0 Z_1 + g_7 Z_1 X_2 Z_3 + g_8 Z_1 Z_2 Z_3$$ \hspace{1cm} (26)

We also calculated the nuclear dipole moments ($\mu_N$) to estimate the net dipole moment ($\mu_{\text{net}} = \mu_N - \mu_E$) which as expected turned out to be zero as in the case of any $A_2$ type symmetric linear molecules. Furthermore, for polarizabilities, we also compared the values of the first-order dipole moment derivative and negative of the second-order energy derivative which came out to be equal.

### D. Transition State Search

Transition state search is similar to the minimum energy configuration search, where we aim to find the point on the potential energy surface at which the energy gradient vanishes. However, unlike the latter, the former deals with finding the saddle point instead of the minimum. This requires the second-order derivative test (eq. 27) since at both saddle point and minimum the energy gradient is zero. On a potential energy surface, a saddle point can be identified as the point at which the curvature at one normal mode decreases while increasing at all other normal modes, i.e., the point is maximum in one direction and minimum in the other directions.

$$\left( \frac{\partial^2 E(\vec{\theta}, \vec{R})}{\partial R_1^2} \right) \left( \frac{\partial^2 E(\vec{\theta}, \vec{R})}{\partial R_2^2} \right) - \left( \frac{\partial E(\vec{\theta}, \vec{R})}{\partial R_1} \right) \left( \frac{\partial E(\vec{\theta}, \vec{R})}{\partial R_2} \right) < 0$$ \hspace{1cm} (27)

Classically, there are no generalized methods that guarantee finding the right transition state. In fact, for the majority of the methods, the key ingredient for a successful search is to have a chemical intuition regarding the transition state. Similarly, the first step in our algorithm (Alg. 2) is to intuitively pick a mode by guessing the transition state’s geometry. In the next step, we attempt to find the extremum along the chosen mode. Finally, if one such extremum is encountered, we perform the second-order derivative test. Passing the test means that we have encountered the transition state. Alternatively,
on its failure, we repeat the previous two steps for a new chosen mode.

Here, we performed the transition state search for the simplest chemical reaction $\text{H} + \text{H}_2 \leftrightarrow \text{H}_2 + \text{H}$. For simplicity, we assume the reaction to be collinear and define the transition state as $\text{H}_1-\text{H}_2-\text{H}_3$, where $R_{\text{H}_1-\text{H}_2}$ and $R_{\text{H}_2-\text{H}_3}$ are the bond lengths between atom pairs $\text{H}_1-\text{H}_2$ and $\text{H}_2-\text{H}_3$ respectively. Intuitively, one can guess that the transition state should have $R_{\text{H}_1-\text{H}_2} = R_{\text{H}_2-\text{H}_3}$ and therefore in the first step we chose to search along the mode $1/\sqrt{2}(R_{\text{H}_1-\text{H}_2} - R_{\text{H}_2-\text{H}_3})$. In the second step we optimize the structure to reach an extremum according to method described in IV B. Finally, we perform the second derivative test with two normal modes: (i) $1/\sqrt{2}(R_{\text{H}_1-\text{H}_2} - R_{\text{H}_2-\text{H}_3})$ and (ii) $1/\sqrt{2}(R_{\text{H}_1-\text{H}_2} + R_{\text{H}_2-\text{H}_3})$. In Fig. 6, we show that we were able to successfully search the configuration of transition state $\text{H}_3 (0.936 \, \text{Å}, 0.936 \, \text{Å})$ in the first iteration itself with 5 iterations in the configuration optimization step. This is remarkable because the transition states can be used to determine activation energy and the reaction pathway. The former is the minimum amount of energy that must be given to enable a chemical reaction, and the latter is the steepest descent path on the potential energy surface that connects the transition state to reactants and products.

E. Derivatives of Excited Energy States

Finally, we present the results of the protocol we describe in section III E for the calculation of the excited energy derivative of $\text{H}_2$ molecule in Fig 7. At a given bond length $R_i \in [2.4, 1.54] \, \text{Å}$, we run the SS-VQE protocol with weights initialized in a geometrically decreasing manner to obtain $k$ eigenstates. Out of these, we find the valid excited states by ensuring the number of particles, $\langle \mathcal{N} \rangle = 2$, have been conserved, where the number operator $\mathcal{N}$ is defined in the Bravyi-Kitaev formalism as:

$$\mathcal{N}^{\text{BK}} = 2 I - 0.5 Z_0 - 0.5 Z_3 - 0.5 Z_0 Z_1 - 0.5 Z_1 Z_2 Z_3$$ (28)

The potential energy curves for the first, second, and third excited energy eigenstates along with the ground state are plotted in the inset of Fig. 7. Our results from the simulation of eq. 16 are in good agreement with the results we generated classically.

V. CONCLUSION

In this work, we have described a methodology based on the variational quantum eigensolver (VQE) for computing the derivatives of energies. The number of qubits
requires by our method is equal to that of VQE. Moreover, for both ground state and excited energy states, for the calculation of single-order energy derivatives, the maximum circuit depth is equal to that of VQE, whereas, for the second-order energy derivatives, it is at most twice that of VQE for a given ansatz. Therefore, the low-depth implementation of the method makes it suitable for near-term quantum devices with software-level error mitigation techniques. We have further showcased some essential applications of the method from a quantum chemistry perspective - (i) calculation of energy derivatives with respect to some system parameters, (ii) performing the minimum energy configuration search, (iii) estimating molecular response properties such as dipole moments and polarizabilities, and (iv) finding transition state for a reaction.

Previously, a couple of works have proposed strategies in a similar spirit for evaluating energy derivatives on the quantum computer. The first work, by O’Brien et al. [26], is based on the sum-over-state approach. Unlike ours, it involves phase estimation and eigenstate truncation instead of a hybrid variational approach. The second work, by Mitarai et al. [39] is similar to ours in using a VQE-based approach. However, their method involves solving the response equation [28] which requires $O\left(N_\theta\right)$ additional measurements for the computation of derivatives of optimal variational parameters $\partial \theta_i^*$. Instead, our method makes use of the precomputed value of $J_2$ (eq. 15) and requires just one additional VQE iteration for obtaining state preparation for $|\psi(\theta^*)\rangle_{\eta_i^*}$ to compute $J_1$. Besides the methodology, we also present algorithms for performing minimum energy configuration search and transition state search, where the latter has not been shown using any variational-based approach of quantum computing to the best of our knowledge.

We have shown the computational costs for our method in sections III C and III D. To compare these costs to the central differencing method, consider a variance of $\epsilon$ in sections III C and III D. To compare these costs to the computing to the best of our knowledge. Showed using any variational-based approach of quantum transition state search, where the latter has not been for performing minimum energy configuration search, (iii) estimating symmetries and freezing the orbitals that do not contribute to its evolution.

Therefore, we conclude that a method like ours that uses depth-dependent quantum circuits in a variational setting and is also compatible with techniques that reduce the need for quantum resources and mitigate errors could be used for performing tasks requiring energy derivatives on the near-term quantum computers.
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