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Abstract—Control of nonlinear uncertain systems is a common challenge in the robotics field. Nonlinear latent force models, which incorporate latent uncertainty characterized as Gaussian processes, carry the promise of representing such systems effectively, and we focus on the control design for them in this work. To enable the design, we adopt the state-space representation of a Gaussian process to recast the nonlinear latent force model and thus build the ability to predict the future state and uncertainty concurrently. Using this feature, a stochastic model predictive control problem is formulated. To derive a computational algorithm for the problem, we use the scenario-based approach to formulate a deterministic approximation of the stochastic optimization. We evaluate the resultant scenario-based model predictive control approach through a simulation study based on motion planning of an autonomous vehicle, which shows much effectiveness. The proposed approach can find prospective use in various other robotics applications.

I. INTRODUCTION

Many robotic systems have complex nonlinear dynamics, making them challenging to be effectively controlled. The model predictive control (MPC) approach has shown increasing success in various robot control tasks, thanks to its capability of performing predictive optimization under operating constraints [1]. Conventional MPC design requires an accurate model so as to predict a system’s behavior over a receding horizon. This need, however, is often unsatisfiable in the real world, since robots are generally subjected to uncertainty. This uncertainty can result from unmodeled dynamics, model errors, or external disturbances. The consequences include poor control performance and even compromised safety due to constraint violation. Robust MPC techniques have thus been pursued. Among them, tube-based and min-max MPC considers set-bounded uncertainty and seeks to keep a system’s dynamic behavior bounded or optimized in the worst case, respectively [2], [3]. Other important methods include stochastic MPC, which is the fact that the LFM state-space is uncontrollable [16].

Gaussian processes (GPs) have emerged recently as a useful means to model the uncertainty affecting a dynamic system. A GP is a stochastic process in which any collection of the constituent random variables follows a multivariate Gaussian probability distribution [7]. It provides several main advantages in describing uncertainty. First, GPs are fit to capture a broad range of uncertainties, with their probabilistic nature and ability to account for the temporal or spatio-temporal correlation. As such, they are more expansive than the popular set-bounded and random i.i.d. uncertainty models. Second, as a machine learning approach, GPs give a formalized representation of uncertainty by learning from data. This allows them to explicitly predict future uncertainty, to the benefit of control design. Note that the uncertainty prediction that GPs can offer is especially promising for MPC to enhance the control performance.

GP-based MPC has attracted a growing amount of research in the past years. In general, the studies consider dynamic models supplemented by GP-based uncertainty terms, which are referred to as latent force models (LFMs). MPC for a linear LFM is developed in [8], which incorporates GP-based prediction of a periodic disturbance into the receding predictive optimization. More recent studies have shown that GP-based MPC can be designed to deal with more complicated problems, e.g., those involving nonlinear dynamics and state-dependent disturbances, with application to autonomous racing and path tracking by robotic arms and mobile robots [9]–[11]. Here, we focus only on time-correlated uncertainty. Meanwhile, GPs can also be exploited to model not only the uncertainty, but also the entire system’s nonlinear dynamics, and MPC design in this context is investigated in [12]–[14].

The use of GPs, however, is data-driven and demands considerable memory and computational power. To alleviate this limitation, MPC with sparse GP regression has been explored in [10], [11], [15]. An arguably more efficient way is to use equivalent state-space representations of GPs. This facilitates a simpler integration of GPs into LFMs, making them more amenable to control design. Along this line, the work in [16] performs linear quadratic regulator design, and further, an MPC method is proposed in [17]. However, these two studies consider only linear LFMs, even though practical robotic systems are better described as nonlinear LFMs.

Control of nonlinear LFMs is non-trivial. To deal with this open problem, we consider GP-based uncertainty, either additive or multiplicative, and characterize it as a state-space model. The nonlinearities and stochasticity of the model and disturbance pose obvious challenges, but a further challenge is the fact that the LFM state-space is uncontrollable [16]. We propose a stochastic MPC formulation for the augmented system representation and adopt a scenario-based approach to address the stochastic optimization by converting it into a deterministic optimization problem. Our approach is efficient and easy-to-implement by design. We apply it to motion planning.
planning for an autonomous vehicle and offer a detailed evaluation.

The rest of this paper is as follows: Section II lays out the preliminaries about nonlinear LFMs. Section III develops and tackles stochastic MPC for a nonlinear LFM. In Section IV, we apply the proposed approach to an autonomous driving simulation example. Finally, Section V gathers concluding remarks.

II. OVERVIEW OF NONLINEAR LFMS

In this section, we begin with a brief overview of GPs, which is mainly taken from [7], and then introduce nonlinear LFMs involving a GP-based disturbance.

A. Preliminaries of GPs

GPs are a machine learning model to approximate complex nonlinear functions through computing the probability distributions underlying data generated from a function. They have gained increasing popularity in various data-driven tasks and have recently shown promise for modeling uncertainty inherent to dynamic systems.

Specifically, a GP is defined as a stochastic process such that a finite collection of the random variables are jointly Gaussian. Consider a temporal function \( w(t) \). A GP defined over \( w(t) \) is denoted as follows:

\[
\begin{align}
    w(t) & \overset{\sim}{\sim} \mathcal{GP}(m(t; \theta), \kappa(t, t'; \theta)), \\
    m(t; \theta) & = \mathbb{E}[w(t)], \\
    \kappa(t, t'; \theta) & = \mathbb{E}[(w(t) - m(t))(w(t') - m(t'))],
\end{align}
\]

where \( m \) is the mean function, \( \kappa \) is the covariance function, and \( \theta \) is the hyperparameter vector. The covariance function \( \kappa \) specifies the temporal correlation between pairs of random variables, and its selection encodes prior knowledge about \( w(t) \), such as periodicity or smoothness. Without loss of generality, we assume \( m(t) = 0 \). Suppose that we collect \( \{w(t_1), w(t_2), \ldots, w(t_N)\} \) and denote it as \( \tilde{w}_N \). Based on (1), \( \tilde{w}_N \) will follow a joint Gaussian distribution:

\[
\tilde{w}_N \sim \mathcal{N}(0, K_{NN}),
\]

where the \( ij \)-th element of \( K_{NN} \) is \( \kappa(t_i, t_j; \theta) \). This offers a probabilistic representation to model the data \( \tilde{w}_N \). Provided the GP model and \( \tilde{w}_N \), we now intend to predict the distribution of \( w(t_*) \) at time \( t_* \), which is known as a regression or prediction problem. To achieve this, let us consider the joint distribution of \( \tilde{w}_N \) and \( w(t_*) \), which is

\[
\begin{bmatrix}
    \tilde{w}_N \\
    w(t_*)
\end{bmatrix} \sim \mathcal{N}
\begin{bmatrix}
    0 \\
    0
\end{bmatrix}, \begin{bmatrix}
    K_{NN} & K_{N*} \\
    K_{N*}^\top & K_{*}
\end{bmatrix},
\]

where the \( i \)-th element of \( K_{N*} \) is \( \kappa(t_i, t_*; \theta) \), and \( K_{*} = \kappa(t_*, t_*; \theta) \). If \( K_{NN} \) is a positive definite matrix, we have

\[
\begin{align}
    w(t_*) | \tilde{w}_N & \sim \mathcal{N}(K_{N*}^\top K_{NN}^{-1} \tilde{w}_N, K_{*} - K_{N*}^\top K_{NN}^{-1} K_{N*}), \\
    &= \mathcal{N}(\mathbf{0}, K_{*})
\end{align}
\]

according to the marginal Gaussian distribution property. Note that (2) gives the predictive mean and covariance of \( w(t_*) \) conditioned on the observed data.

The above shows that GPs offer a non-parametric and probabilistic approach for data-driven modeling and prediction. Therefore, they can be used to describe different kinds of disturbances that may affect a dynamic system in practice. Furthermore, once learned from data, they can predict the disturbance in the future, thus allowing for more effective control to suppress the effect of the disturbance.

B. Nonlinear LFMs Using GPs

Consider a nonlinear LFM of the form

\[
\begin{align}
    dx(t) &= f(x(t), u(t), w(t), t)dt, \\
    w(t) &= Cz(t),
\end{align}
\]

where \( x \in \mathbb{R}^{n_x} \) is the state, \( u \in \mathbb{R}^{n_u} \) is the control input, \( w \in \mathbb{R}^{n_w} \) is the latent disturbance, and \( f \) is a nonlinear mapping. Here, \( w(t) \) is a zero-mean GP with \( w(t) \sim \mathcal{GP}(0, \kappa(t, t'; \theta)) \).

Control design for the above nonlinear LFM entails the challenge of formulating and solving a control problem that can accommodate the GP-based disturbance \( w(t) \). A particular difficulty lies in how to combine the data-driven GP with the state-space model in (3). Adding to this, GP regression, as shown in (2), involves the use of all available data points, causing high computational complexity. To overcome this challenge, we first need to represent the GP in a way conducive to control design. A valuable and principled approach in this regard is to exploit the state-space representation of a Gaussian process, which is outlined below.

As shown in [18], a GP can be equivalently expressed as the output of a linear time-invariant stochastic differential equation driven by a white noise process, if its covariance function is stationary, i.e., \( \kappa(t, t'; \theta) = \kappa(t - t'; \theta) \). Hence, \( w(t) \) can be written as a state-space model:

\[
\begin{align}
    dz(t) &= Az(t)dt + Bd\beta(t), \\
    w(t) &= Cz(t),
\end{align}
\]

where \( z \) is an intermediate state vector defined as \( z = [w \ dw/dt \ldots \ dw^{p-1}w/dt^{p-1}]^\top \in \mathbb{R}^p \), and \( d\beta(t) \) is a white noise process with spectral density \( Q_\beta \). The stationarity assumption is not restrictive in practice as many realistic disturbances, such as wind gusts or uneven terrain, are stationary. To explain (4) further, we demonstrate how to obtain its explicit form in the special case of a scalar disturbance \( w(t) \). First, we can use spectral factorization to factor the spectral density of \( \kappa(t, t') \), \( S(\omega) \), as follows:

\[
S(\omega) = H(i\omega)qH(-i\omega).
\]

Then, \( H \) will represent the transfer function of (4) and \( q \) represents the spectral density of the driving white noise process. The system matrices in this case are further given
by

\[
A = \begin{bmatrix}
0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
-\alpha_0 & \cdots & \cdots & -\alpha_{p-2} & -\alpha_{p-1}
\end{bmatrix},
B = \begin{bmatrix}
0 \\
\vdots \\
0
\end{bmatrix},
C = [1, 0, \ldots, 0],
\]

where the coefficients \( \alpha_i \) are the roots of \( H \). The noise spectral density \( Q_\beta \) is constructed using \( q \). In order for the output of the SDE to exactly represent a GP, the spectral density in (5) must be rational and the denominator must be a polynomial in \( \omega^2 \) [18]. The choice of the covariance function plays a significant role in accurately representing the physical phenomena as well as determining the dimension \( p \) of the latent state-space. Common choices that have satisfactory spectral densities are the Matérn, periodic, and polynomial among others. The popular squared exponential is irrational requiring an infinite dimensional state-space.

Therefore, a truncated approximation using Taylor Series or Padé approximants must be found instead [18], [19]. The representation shown in (4) allows a GP to be seamlessly incorporated into the original nonlinear latent force model, thus paving the way for control design.

Based on (4), the original nonlinear LFM in (3) can be converted into an augmented state-space model. Specifically, defining \( \bar{x}(t) = [x^T(t) z^T(t)]^T \in \mathbb{R}^{n_a} \) for \( n_a = n_x + p \), we have

\[
d\bar{x}(t) = \bar{f}(\bar{x}(t), u(t), t) dt + \bar{B}d\beta(t),
\]

where \( \bar{f} \) and \( \bar{B} \) are concatenations of the physical and latent state-space systems. For (3), \( x(t) \) may not be directly accessible in practice; instead, measurements can be made of the dynamic process. Hence, (6) is supplemented by a measurement model given by

\[
y(t_k) = h(\bar{x}(t_k)) + v(t_k),
\]

where \( y \) is the measurement, \( t_k \) is the discrete time index, and \( v \) is a white Gaussian measurement noise. Given (6) and (7), the GP hyperparameters, \( \theta \), can be learned. It is important to note that the parameters of the GP are learned using the measurements of the augmented state which contains information about \( \theta \). This is conducive for practical control tasks. When the disturbance can be accessed directly, as in the case of full state feedback, learning can be done by optimizing the log marginal likelihood as in standard GP regression practice [7]. For nonlinear measurement functions, estimating the parameters becomes more difficult, though still possible, as noted in [20]. After the hyperparameters of the GP have been learned, \( \bar{x}(t) \) can be estimated using nonlinear estimation techniques such as moment matching or particle filtering [21], [22].

### III. MPC for Nonlinear LFM

In this section, we formulate a stochastic MPC problem to control the nonlinear LFM and then propose a scenario-based approach to solve it.

#### A. Problem Formulation

To start with, we apply the Euler-Maruyama discretization method to (6) and obtain its discrete-time version:

\[
\bar{x}_{k+1} = \bar{x}_k + \bar{f}(\bar{x}_k, u_k)\Delta t + \bar{B}d\beta_k,
\]

where \( \Delta t \) is the sampling period, and the subscript \( k \) denotes the discrete time index for notational simplicity. In addition, \( d\beta_k \) is a Gaussian white noise process with covariance \( Q_\beta \Delta t \).

Since many practical dynamic systems are subject to control and state constraints, we need to impose such constraints when applying the model in (8). The control input is assumed to lie in a bounded set \( u_k \in \mathbb{U} \), where

\[
\mathbb{U} := \{ u \mid g_u(u) \leq 0 \},
\]

where \( g_u \) can be a combination of linear or nonlinear functions to characterize the input constraints. In the case of autonomous driving, for example, the steering angle and acceleration are upper bounded as control input variables. The state \( x_k \) is also subject to a set of constraints represented by

\[
\mathbb{X} := \{ x \mid g_x(x) \leq 0 \},
\]

where \( g_x \) is a collection of linear and nonlinear functions. Because of the stochastic nature of (8), it is impossible to always ensure \( x_k \in \mathbb{X} \). We therefore enforce chance-based constraints on \( x_k \):

\[
\Pr(x_k \in \mathbb{X}) \geq 1 - \epsilon,
\]

where \( \epsilon \) represents the constraint violation probability and serves as a design parameter in practice.

To control the original nonlinear LFM in (3), we intend to leverage the predictive capability of (8) and design a stochastic MPC controller. It is formulated as follows:

\[
\min_{u_0, \ldots, u_{N-1}} \mathbb{E}\left\{ \sum_{k=0}^{N-1} c(x_k, u_k) + cf(x_N) \right\},
\]

s.t. \( \bar{x}_{k+1} = \bar{x}_k + \bar{f}(\bar{x}_k, u_k)\Delta t + \bar{B}d\beta_k \), \( \mathbb{E} (\bar{x}_0) = \bar{x}_0 \), \( \Pr(x_k \in \mathbb{X}) \geq 1 - \epsilon \), \( u_k \in \mathbb{U} \), \( k = 0, 1, \ldots, N - 1 \).

In the above, the stage cost \( c \) relies only on \( x_k \) and \( u_k \) since \( z_k \) is uncontrollable [16], and \( cf \) is the terminal cost. At the initial time, \( \bar{x}_0 \) is estimated as \( \hat{x}_0 \), which can be obtained by nonlinear state estimation techniques as previously suggested. It is seen that (9) presents a finite-horizon stochastic optimal control problem. At every time instant, a control input sequence, \( \{u_0, \ldots, u_{N-1}\} \), is obtained by solving this problem, and only the first element \( u_0^* \) is
applied to control the system, with the rest discarded. This procedure repeats itself through time in a receding-horizon fashion. The above stochastic MPC problem is in general difficult to solve due to the uncertainty propagation and probabilistic state constraints. We leverage a scenario-based approach to address the above MPC problem.

B. The Scenario Approach

The scenario approach is a sampling-based strategy that handles optimization-based control of uncertain systems by creating scenarios of an uncertainty variable sampled from its probability distribution [23]. Specifically, a scenario represents a sequence of samples of a considered uncertainty over the prediction horizon. Based on the scenario, one can realize a deterministic trajectory of the states over the prediction horizon. This allows us to convert the stochastic optimization in (9) to a deterministic problem. Including only one scenario provides only one sample trajectory for the optimization. To increase the robustness of the solution, multiple scenarios can be created such that the optimization is computed over all of them. Using more scenarios in the optimization provides a better portrayal of the uncertainty’s possible effect on the system, and therefore affords the controller more information to counteract the disturbance. The scenario approach also provides a probabilistic sense of constraint satisfaction as it effectively approximates an infinite number of constraints with a finite number of constraints. The scenario approach provides a convenient and effective method to tackle stochastic optimization and control, and has shown much efficacy in general, the method is relatively easy to implement. The scenarios are able to propagate the effect of the disturbance over the horizon and provide two key benefits. The expectation in the value function is approximated through the sampling based approach, and the constraints are easily included because of the deterministic nature of the problem. Notice also that the computation of the optimization scales linearly with the number of scenarios used.

Remark 1: The formulation in (10) considers only the uncertainty due to \(d_\beta_k\), assuming that \(\tilde{x}_0\) is accurate. However, it can be readily extended to the case when the state estimation involves much uncertainty. An approach, as suggested in [28], is to construct scenarios by sampling from the probability distribution of \(\tilde{x}_0\) in addition to that of \(d_\beta_k\) and then synthesize a scenario-based optimization problem along similar lines in (10).

Remark 2: A practical question arising in the implementation of (10) is the number of scenarios that should be created. For linear systems, there exist results that relate the needed number of scenarios with the constraint violation probability \(\epsilon\) [29]. Such a relation yet remains unavailable for nonlinear systems and requires further research. It should also be noted that, even though the constraints will be violated less when more scenarios are used, the optimization may become less feasible and more conservative. Hence, one needs to strike a tradeoff, and a sensible way in practice is to empirically find an appropriate number of scenarios via fine tuning for a given application.

IV. MOTION PLANNING CASE STUDY

To evaluate the performance of the controller we apply it to an autonomous driving example, specifically a motion planning problem. We start with our nominal dynamics, adopted from a kinematic bicycle model in [30], given by

\[
\begin{bmatrix}
    dp_x \\
    dp_y \\
    dv \\
    d\psi
\end{bmatrix} = \begin{bmatrix}
    v(t) \cos \left( \psi(t) + \alpha(\delta(t)) \right) \\
    v(t) \sin \left( \psi(t) + \alpha(\delta(t)) \right) \\
    a(t) + w(t) \\
    \frac{v(t) + \alpha(\delta(t))}{\sqrt{2} \nu}
\end{bmatrix} dt. \tag{11}
\]

The state is given by its position, velocity, and heading \([p_x \ p_y \ v \ \psi] \top\), and there are two control inputs for the acceleration and steering angle, which are denoted as \([a \ \delta] \top\). The slip angle, which accounts for the angular difference between the velocity vector and the heading angle, is governed by \(\alpha(\delta) = \arctan(0.5 \tan(\delta))\). The parameter \(l\) is the length of the car and is taken to be 0.5m. The dynamics are discretized according to (8) with a sampling time of \(\Delta t = 0.2s\). A single latent disturbance is added to the velocity state and assumes a Matérn covariance function given by

\[
\kappa_{\text{Matérn}}(t - t') = \sigma^2 \left( \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \frac{\sqrt{2\nu} (t - t')}{\ell} \right)^\nu \right) K_\nu \left( \frac{\sqrt{2\nu} (t - t')}{\ell} \right) \tag{12}
\]

\(^1\)Code can be found at https://github.com/KU-ISSL/MPC-NLFM-Scenario-ICRA21
where $\sigma$ and $\ell$ are the scaling factor and length scale, respectively, and $\nu$ is a smoothing parameter. These parameters are set as $\sigma^2 = 4$, $\ell = 4$, and $\nu = 5/2$, and provided to the controller a priori. In the above, $\Gamma(\nu)$ is the Gamma function, and $K_{\nu}(\cdot)$ is the modified Bessel function. The Matérn kernel is a useful function in that it is very general such that for $\nu = 1/2$ it is equivalent to the exponential kernel, and for $\nu = \infty$ it is equivalent to the squared exponential kernel. Its spectral density can also be factored such that the spectral factorization process produces exactly the desired GP output.

We utilize a bootstrap particle filter to estimate the state, where the measurements are full-state feedback for the physical states only. The number of particles used is $N_p = 7000$. This is somewhat a large number of particles required for the estimation. This is due in part by the nonlinearities of the system as well as the fact that the importance distribution is taken to be the transitional distribution, which can lead to poor sample efficiency. More particles are also required because of the increased state dimension from the added disturbance states. More sophisticated methods could be used to decrease the required number of particles.

In the motion planning problem, the controller aims to plan an optimal trajectory to a given goal state $x_g$ under specified constraints. To do this, we construct the following cost function:

$$c(x_k, u_k) = (x_k - x_g)^T Q (x_k - x_g) + u_k^T R u_k$$

$$c_f(x_N) = (x_N - x_g)^T Q_f (x_N - x_g)$$

where the matrices $Q \succ 0$ and $Q_f \succ 0$ weight the distance from the current state to the goal, and $R \succ 0$ weights the control inputs. The weights are given by $Q = Q_f = \text{diag}(2, 2, 1, 0)$ and $R = \text{diag}(0.5, 10)$ and they serve as tuning parameters to improve overall performance. The cost function is considered over a horizon length $N = 7$. During the motion planning, the vehicle must stay within the bounds of the given constraints. The track constraints are generated by a sinusoidal path in the $y$-direction and the $x$-direction is given simple bounds. Constraints for the velocity state are given by $0 \text{ m/s} \leq v \leq 8 \text{ m/s}$, and the two control inputs are constrained by $|\alpha| \leq 5 \text{ m/s}^2$ and $|\delta| \leq 25^\circ$. Utilizing the cost function in (13a) and the constraints provided, we construct the optimization problem. Following the scenario approach, we generate a sufficient number of scenarios, $N_s = 150$, and use them in the new deterministic optimization problem. To optimize the nonlinear cost under constraints, we use the MATLAB function $fmincon$ with the interior points method [31].

The results of the motion planning example are shown in Figs. 1-4. In Fig. 1, we see the resulting trajectory of the vehicle from the computed motion plan. The boundary con-
straints for the position of the car were met at every timestep during the simulation. The optimal trajectory performs as one would expect for the given constraints. The design leads to aggressive maneuvers during transitions between turns as observed, due in part to the chosen horizon length. The choice of the planning horizon must strike a balance between performance requirements, computation, and other practical factors. We note the effect of the disturbance on the system and the controller response in Figs. 2 and 3. The particle filter is able to accurately predict the underlying latent disturbance despite not having any direct measurements of it. The controller takes advantage of this information to counteract the effect of the latent force as depicted by the symmetry with the disturbance in Fig. 3. The velocity profile, which is a direct result of the disturbance and acceleration control, is shown in Fig. 4. The velocity does struggle to satisfy the constraints at all time; however, from this figure we can see that the controller is able to keep the velocity near the bounds despite the very large disturbance with a maximum deviation of only 0.35 m/s. We use a relatively low number of scenarios for satisfactory constraint satisfaction, while also optimizing for reduced conservatism. This lends to the efficacy of sampling-based optimization, even for nonlinear systems. A current downside is that the real-time applicability is limited by the computation demands of the controller, often taking much longer than the sampling time allows.

Fig. 3. The acceleration control applied to the vehicle.

V. CONCLUSIONS

Robotic systems often entail nonlinear uncertain dynamics and can be characterized as nonlinear LFM. A superior advantage of nonlinear LFM lies in exploiting GPs to represent uncertainty and explicitly accounting for its presence in the dynamic model. In this paper, we investigated the problem of control design for temporal GP-based nonlinear LFM. We used the equivalent state-space representation of GP-based uncertainty to convert a nonlinear LFM into an augmented state-space model and then formulated a stochastic MPC problem to control it. The problem was then converted into a deterministic problem via a scenario-based approach. The simulation results based on motion planning showed that the proposed approach is effective and that nonlinear LFM are able to improve control performance by providing vital information about the disturbance. The disturbance could be more robustly modeled to capture state-dependent uncertainties by considering spatio-temporal GPs, which will be pursued in our future work.
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