Spinful bosons in an optical lattice
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We analyze the behavior of cold spin-1 particles with antiferromagnetic interactions in a one-dimensional optical lattice using density matrix renormalization group calculations. Correlation functions and the dimerization are shown and we also present results for the energy gap between ground state and the spin excited states. We confirm the anticipated phase diagram, with Mott-insulating regions of alternating dimerized $S = 1$ chains for odd particle density versus on-site singlets for even density. We find no evidence for any additional ordered phases in the physically accessible region, however for sufficiently large spin interaction, on-site singlet pairs dominate leading, for odd density, to a breakdown of the Mott insulator or, for even density, a real-space singlet superfluid.

I. INTRODUCTION

Strongly interacting systems which are at the forefront of study in theoretical condensed matter physics can be realized with cold atomic gases in optical lattices. Spinitors in optical lattices constitute a novel realization of quantum magnetic systems. These new realizations have several advantages compared to their condensed matter counterparts. One is precise knowledge of the underlying microscopic model, another is the possibility to control the parameters of the lattice Hamiltonian, a third is the absence of impurities in the system. Due to the smallness of the scattering length compared to inter-particle separation, a gas of degenerate alkali-metal atoms is considered as a weakly interacting gas. However this is no longer true if the atomic scattering length is changed by means of a Feshbach resonance or if an optical lattice created by standing wave laser beams is used to confine the atoms in the minima of the lattice potential, which strongly enhances the effects of the interactions.

For the case of the optical lattice the Mott insulator-superfluid quantum phase transition was first demonstrated in the seminal experiment of Greiner et al. for $^{87}$Rb. This experiment has led to an enormous research activity in the field of cold atoms confined in optical lattices. In most experiments on cold atoms a magnetic field is used to create a trap that confines the atoms in the lattice. This means that the spins of the atoms are fully polarized so that the atoms behave as spinless particles. Recently a new experimental setup that uses an optical, instead of magnetic, trap has been developed. Using this type of confinement atoms with different spin polarizations are trapped and the scattering of the atoms become spin dependent. The spin interaction may be either antiferromagnetic or ferromagnetic in its structure depending on the scattering length which is material specific. For sodium $^{23}$Na, the interaction is antiferromagnetic.

A model for spinful bosons in optical lattices has been studied before by a number of groups, and a phase diagram has been predicted. For integer number of particles per lattice site there are two regimes. One, where the kinetic energy is dominating over the potential energy, has a superfluid groundstate and the other, where the interaction energy is the most important, has a Mott insulating groundstate. For non-integer particle density the superfluid groundstate is always prevailing. For the one-dimensional case the predicted phase diagram has a spin-dimerized phase in the insulating regions with odd particle density and on-site spin singlets in the insulating regions with even density. This phase diagram was recently confirmed numerically. However, for the study of the order parameter the authors‘ resorted to a mapping of the boson model to a spin model. By doing so the dimension of the local Hilbert space is reduced from 20 or more (depending on the maximum number of bosons per site) to three, and accordingly the calculations are less time and memory consuming. However, this mapping is only applicable to the insulating regions with odd density, and is valid in the limit of very strong atom-atom repulsion.

Our aim with this article is to study the spinful model directly. The correlation functions and excitation energies are presented for the first three insulating regions. We also compare results for the insulating systems with those for the superfluid phase. All calculations in this article are done using density matrix renormalization group (DMRG) with open boundary conditions.

The outline of the paper is as follows: In Sec. II the model and the mapping from the spinful Hamiltonian to the spin-one chain is presented. In Sec. III some details about the calculations are given. In Sec. IV we present particle-particle and spin-spin correlation functions for the system. In Sec. V the dimerization in the spin-spin
correlation is obtained and from this it is concluded that the third Mott lobe is dimerized and that the first lobe most probably is dimerized. In Sec. VI the energy gap to excited spin states is investigated. It is apparent that the second Mott lobe has on-site singlets and that the gap decays with a universal behavior when the superfluid phase is approached. We also show that the odd density insulating systems have a small spin gap and that this energy gap is non-zero for all spin-interaction strengths. Section VII contains a discussion on the conditions under which bound on-site singlet phases occur. This gives several new states, including a singlet insulator and a superfluid phase of condensed singlet pairs (SSC) [6, 8]. In this latter phase the tunneling of individual atoms is suppressed and only singlet pairs tunnel [6]. The last section, Sec. VIII, is devoted to a summary and conclusions.

II. THE MODEL

In most experiments on optical lattices a magnetic trap is used to confine the atoms. Due to the spin dependent interaction between the atoms and the trap only one of the spin species is confined in the lattice. This system is very well described by the Bose-Hubbard model [14]. The phase diagram for the spinless Bose-Hubbard model was discussed in the seminal work by Fisher et al. [17] using a scaling theory and renormalization-group calculations. They also derived the exact phase diagram within mean-field theory, i.e. for an infinite-range hopping model. The phase diagram for the one-dimensional model has been obtained numerically with a high precision by Kühner et al. [15, 18] using the DMRG method. The phase diagram has Mott insulating regions (Mott lobes) and superfluid regions. A sketch of the phase diagram is shown in the left panel of Fig. 1.

When an optical trap is used instead of a magnetic trap, atoms with all spin polarization are trapped, with alkali atoms having hyperfine spin \( F = 1 \). The scattering between two atoms takes place in the spin-zero and the spin-two sectors. Since the scattering length is different between two atoms takes place in the spin-zero and the spin-two sectors. The mapping is obtained by making a lowest order, i.e., second order, perturbation expansion in (odd) Mott lobes. Similar expressions should exist for higher (odd) Mott lobes.

The mapping is obtained by making a lowest order, i.e., second order, perturbation expansion in \( J/U = 0.1 \).

The mapping is obtained by making a lowest order, i.e., second order, perturbation expansion in \( J/U = 0.1 \).

\[ H = -t \sum_{i,\sigma} \left( b^+_{i,\sigma} b_{i+1,\sigma} + b_{i,\sigma} b^+_{i+1,\sigma} \right) + \sum_i \left( U n_i(n_i - 1) + J S_i^z \right). \]  

(1)

Here \( b^+_{i,\sigma} \) and \( b_{i,\sigma} \) are the creation and annihilation operators for bosons with \( z \)-component of spin \( \sigma = 0, \pm 1 \), in the lowest Bloch band localized on site \( i \), \( n_i = \sum_{\sigma} b^+_{i,\sigma} b_{i,\sigma} \) is the local density, \( t \) is the hopping integral for atomic wavefunctions between different lattice sites, \( U \) is the usual on-site Coulomb repulsion, \( S_i = \sum_{\sigma,\sigma'} b^+_{i,\sigma} T_{\sigma,\sigma'} b_{i+1,\sigma'} \) is the spin operator for spin one particles at lattice site \( i \), with \( T_{\sigma,\sigma'} \) being the usual spin-1 matrices. \( J \) is the spin dependent interaction whose value and sign depend on the material. For \( ^{23}\text{Na} \), \( J \) is positive, i.e., the spin interaction is antiferromagnetic, and \( J/U \approx 0.04 \). In this paper we focus mainly on the parameter range appropriate for \( ^{23}\text{Na} \).

The insulating regions with an odd density form an effective spin-one chain, as the spins on each lattice site will combine to the lowest possible spin. This maps the insulating odd density region for the spinful Bose-Hubbard model onto the bilinear-biquadratic spin-one chain with Hamiltonian [6, 8, 10, 14],

\[ H = \sum_{\langle ij \rangle} \left( \cos \theta (S_i \cdot S_j) + \sin \theta (S_i \cdot S_j)^2 \right) \]  

(2)

where \( \tan \theta = \frac{1}{1 - 2J/U}, \theta \in [-3\pi/4, -\pi/2] \), for the first Mott lobe. Similar expressions should exist for higher (odd) Mott lobes. The mapping is obtained by making a lowest order, i.e., second order, perturbation expansion in \( t \) of the Hamiltonian Eq. (1). To second order only pairwise interactions between atoms on neighboring sites are generated. For the first Mott lobe, i.e., in the insulating state with exactly one boson per site, the nearest-neighbor interactions are always of the form given by Eq. (2). However, the derivation of the \( \theta \) dependence on \( J \) and \( U \) is only valid in the limit \( t \ll U \). Away from the limit \( t \ll U \) but still in the insulating phase, higher order terms have to be included which will, in addition to renormalizing the nearest-neighbor couplings, add spin couplings beyond nearest-neighbor.
Despite many years of study, the phase diagram of the spin 1 chain is not fully resolved. For \( \theta = 0 \), the antiferromagnetic Heisenberg model, the spectrum has a finite Haldane gap \( [13] \), whereas at \( \theta = \pm \pi \) the system is ferromagnetic. Actually, both phases have a finite extension in parameter space. Ferromagnetism exists for \(-\pi < \theta < -3\pi/4 \) and \( \pi/2 < \theta < \pi \) while the massive Haldane phase exists for \(-\pi/4 < \theta < \pi/4 \). At the lower end of this interval, \(-\pi/4 \), the gap vanishes, but opens again for \( \theta < -\pi/4 \) and a massive dimerized state with spontaneously broken translation symmetry is found. For the special point \( \theta = -\pi/2 \), the ground-state energy, gap, correlation length and the dimer order parameter can be calculated exactly \([24]\). The unresolved issue is whether the dimerized phase extends all the way to \( \theta = -3\pi/4 \) or if there exists another phase in between the dimerized and the ferromagnetic phase near \( \theta = -3\pi/4 \).

Chubukov \([21]\), studying fluctuation effects near the end point of the ferromagnetic phase, concluded that the dimerized and the ferromagnetic phase are separated by a disordered phase, a gapped non-dimerized nematic. According to Chubukov a direct transition between the dimerized and ferromagnetic phases is very unlikely since completely different symmetries are broken in these phases. Chubukov claimed that the dimer order parameter and the gap vanish simultaneously at a \( \theta_c \) above, but close to, \( \theta = -3\pi/4 \). For \( \theta < \theta_c \) the gap opens up and closes again at \( \theta = -3\pi/4 \) whereas the dimer order parameter is zero in this interval. Buchta et al. \([22]\) recently performed highly accurate DMRG calculations for this region. Their results indicate that the dimer phase prevails down to \( \theta = -3\pi/4 \), although they cannot rule out that a non-dimerized phase exists in an extremely small interval of \( \theta \) close to \( \theta = -3\pi/4 \). A recent preprint by Läuchli, Schmid and Trebst \([23]\) use a strong-coupling series expansion which gives a vanishing gap for \(-3\pi/4 < \theta < -0.67\pi \), but they also present DMRG results that are consistent with those of Buchta et al. \([22]\) showing a small but finite gap in this region. Porras et al. \([24]\) introduced a new numerical algorithm and applied it to the same problem. They found indications of a quantum phase characterized by nematic quasi-long-range order in the interval \(-3\pi/4 < \theta < -0.7\pi \). However the accuracy of this calculation is difficult to quantify; their results are also consistent with either the correlation length being longer than the size of the chains considered, or a gap that is smaller than the numerical accuracy \([24]\). Also, Rizzi et al. \([25]\) concluded from DMRG calculations that there is no intermediate nematic phase, although they found indications that a tendency towards nematic ordering is enhanced as the dimer order parameter goes to zero.

In the odd density insulating state with more than one boson per site there is an additional constraint in order to arrive at the Hamiltonian Eq. \( [11] \): configurations with spin on individual sites higher than one have to be neglected. Matrix elements for scattering into such states are of the order \((nt)^2/U\) and their energy is set by \( J \), where \( n \) is the number of bosons per site. Therefore in order to obtain the bilinear-biquadratic Hamiltonian, the condition is that \( nt \ll (UJ)^{1/2} [7] \).

The insulating regions with an even density behave completely differently compared to those with odd density. For an even number of spins per site, the particles form bound states of singlet pairs resulting in a rather large energy gap to the excited states. Note however that unless the spin interaction is very large, the even density superfluid shows no such real-space pairing.

The spin interaction affects the critical interaction strength for the transition from the Mott insulating to the superfluid phase. In the Mott lobes with even particle densities, i.e. the insulating regions with on-site spin singlets, the insulating regions are stabilized by the spin interaction. On the other hand the Mott lobes with an odd density are weakened by the spin interaction, the density fluctuation is enhanced since the particle hopping is the process that carries the spin-interaction \([25]\). In the right panel of Fig. \( [11] \) a sketch of the new phase diagram is shown together with the phase diagram for the spinless model (left panel).
III. METHOD

The method we have used is the Density Matrix Renormalization Group [24, 25], adapted to exactly handle the non-Abelian SU(2) symmetry [26]. The starting point of this formulation is the Wigner-Eckart theorem [27], which states that the matrix elements of SU(2)-invariant operators factorize into a component that is independent of the geometry (i.e., the quantization axis), and a geometrical factor (Clebsch-Gordan coefficient). In particular, we have the relationship

\[ \langle j' m' | A^{[k]}_{M} | j m \rangle = C^{j, k}_{m, M, m'} \times \langle j' | A^{[k]} | j \rangle , \]  

(3)

where \( \langle j' | A^{[k]} | j \rangle \) is the reduced matrix element of the rank \( k \) tensor \( A^{[k]} \). From this relation, all of the operations required for the DMRG (tensor products, wavefunction transformations etc.), can be written in terms of the reduced matrix elements only, with an appropriate \( 6j \) or \( 9j \) coupling coefficient [28, 29].

The use of symmetries to improve the efficiency of DMRG calculations was recognized from the beginning [24, 25], and presumably arose from the Wilson’s use of spin in NRG [30], the historical forerunner of DMRG. The utility of Abelian symmetries (typically \( U(1) \), such as particle number, or \( z \)-component of spin), is that it imposes a sparseness constraint on the operator matrix elements; given a basis labeled by the particle number, for example, the matrix elements of some irreducible operator \( \langle n' | A^{[N]} | n \rangle \) are non-zero only for \( n' = n + N \). By storing only the matrix elements that are permitted by symmetry to be non-zero, the memory use and computational cost is greatly improved. Note however that \textit{a priori} this has no effect on the accuracy, and in principle for a given basis size the obtained matrix elements and wavefunction will be identical whether the symmetry constraint is used or not. This is in contrast to the case of non-Abelian symmetries, where Eq. (3) implies a reduction in the basis size needed to represent the Hamiltonian matrix elements. That is, a single basis state of total spin \( j \) requires \( 2j + 1 \) states to represent in a \( U(1) \) basis. This results in a proportional reduction in the basis size \( m \) required for a given accuracy. Depending on the spin of the block basis states this reduction factor typically ranges from around 3 in the Mott insulating phase where the block spins tend to be minimal, to 8 or so in the superfluid phase. Since the computational cost of the algorithm is proportional to \( m^3 \), this results in orders of magnitude improvement in the efficiency.

For these calculations, we typically used 350 basis states (equivalent to approximately 1000 – 2500 basis states of a \( U(1) \) calculation). For the finite size scaling analyses we used up to 300 lattice sites for the phases with total number of bosons \( N \) equal to the number of lattice sites \( L \), up to 120 sites for \( N = 3L \) and up to 70 sites for the \( N = 2L \) superfluid. We fixed the maximum number of bosons per site to be 5, except for the \( N = L \) superfluid where we found four bosons per site to be sufficient, and the \( N = L \) insulator where we found 3 bosons per site to be sufficient. This is justified by the occupation number shown in Fig. 2 where the average number of bosons in the different single site basis states are shown.

IV. CORRELATION FUNCTIONS

In this section we discuss the calculated hopping correlation functions and the spin-spin correlation functions. In the superfluid the hopping correlation function \( \Gamma(j) = \langle b_{i, \sigma}^\dagger b_{i+j, \sigma} \rangle \) decays with a power-law as we expect [17]. The low-energy energy physics of the superfluid phase is described by a Luttinger liquid and the decay of the hopping correlation function \( \Gamma(j) \sim j^{-K/2} \) where \( K \) is the Luttinger liquid parameter [31]. Since we use open boundary conditions, measures have to be taken to reduce the effects of the boundary. The most important effect is oscillations in the local density. In the superfluid phase they show the characteristic Luttinger liquid power-law decay away from the edge of the system. These density fluctuations will affect the hopping correlation function \( \Gamma(j) \). Since we are interested in the properties of the infinite system we reduce the effects of these fluctuations by averaging over pairs of \( \langle b_{i, \sigma}^\dagger b_{i+j, \sigma} \rangle \) for fixed \( j \). We discard contribution from the ten lattice sites closest to the boundary where the Friedel oscillations are largest. Beyond this distance the numerical behavior of \( \Gamma \) is no longer sensitive to the boundary oscillations. The right panel of Fig. 4 shows results for the hopping correlation function for two different integer densities displaying superfluid behavior.

In the Mott insulating phase the hopping correlation function \( \Gamma(j) \) is decaying exponentially [17], where the decay rate is determined by how close we are to the phase boundary of the Mott phase. As one would expect, the boundary effects decay exponentially in this region. The left panel of Fig. 4 shows results for the hopping correlation function for three different integer densities.

In Fig. 4 the spin-spin correlation functions for different systems are presented for Mott insulating and superfluid regions. The spin interaction strength is set to \( J/U = 0.05 \). The figure demonstrates that the correlation function is rather independent of the phase for the odd density systems. It decays in the same way for all the odd density systems and also for the superfluid system with an even density. The insulating system with a density of three atoms per site is dimerized, for this interaction strength, which is the reason for the oscillating structure of the spin-spin correlation.

For the insulating system with an even density the spin-spin correlation is exponentially decaying, consistent with the picture of on-site singlets.
and superfluid, $N = 3$

FIG. 4: The spin-spin correlation for $N = 3$, both insulating and superfluid, $N = 2L$ both insulating and superfluid and $N = 3L$ insulating, $J/U = 0.05$. The clear oscillation in the correlation function for the third Mott lobe arises from the large dimerization.

V. DIMERIZATION

One of the questions that we try to resolve in this article is the nature of the spin order in the first Mott lobe. The phase is, as mentioned above in Sec. II, believed to be dimerized. The standard way to characterize the dimerization is by using a dimer order parameter which usually is defined as the difference in bond energy in the middle of the chain

$$ D = \langle H_{j,j+1} \rangle - \langle H_{j-1,j} \rangle. $$  (4)

In the spinful Bose-Hubbard model this dimer order parameter is given by $\langle b_j^+ b_{j+1} - b_{j-1}^+ b_j \rangle$ since all other terms in the Hamiltonian are on-site. This difference is very difficult to measure since it is very small, see Fig. 5. The figure shows the absolute value of the mentioned difference as a function of the lattice site, $j$, for a Mott insulating system. In the figure $j$ runs between 1 and the middle of the chain. The dimerization is calculated for a couple of different system sizes to illustrate the boundary effects. The bond energy is indeed oscillating between different lattice sites but the values are so small that it is difficult to tell whether or not the oscillation will be non-zero in the thermodynamic limit. The open boundary conditions break the translational symmetry which is necessary to see a dimerized order parameter. For periodic boundary conditions the groundstate would be a linear combination of the two possible degenerate dimerized configurations and translational symmetry would be restored for any finite $L$.

The dimerization in the spin-spin correlation functions for the Mott insulating system has also been studied, the result is presented in Fig. 5. In this figure the dimerization in the spin-spin correlation is shown as a function of the lattice site, for a few system sizes.

(Color online) The dimerization in the spin-spin interaction for different interaction strengths in the first Mott lobe is shown in Fig. 5. In the figure the spin-spin dimerization at the middle of the lattice is shown as a function of the system size. There is a dimerization when the spin interaction becomes large but it is hard to draw any conclusions about the thermodynamic limit for small interaction strengths. We have done a finite size scaling of the points with the following fitting function

$$ D = D_0 + d N^{-\beta} \exp(-N/2\xi). $$  (5)

The infinite size values for the first Mott lobe are presented in Fig. 5. The dimerization goes to zero algebraically with an exponent $\sim 6$, i.e., $D_0 \propto (J/U)^6$. This
is in agreement with a calculation on the bilinear-biquadratic chain \[14\]. The curve shows no indication of a non-zero dimerization before \( J = 0 \). The values in the figure are obtained for \( U/t = 10 \) and for \( U/t = 3 \). The fact that the curves for \( U/t = 3 \) and \( U/t = 10 \) fall on top of each other shows that the dimerization is present in the entire Mott lobe. This conclusion cannot be deduced from the bilinear-biquadratic chain, since the mapping is only valid for small hopping.

In Fig. 7 the dimerization in the spin-spin correlation for the third Mott lobe as a function of spin interaction strength is also shown. The values are infinite size values obtained in the same manner as for the first Mott lobe. However, the system sizes are smaller so the error in finite size scaling is larger. As was mentioned in Sec. II also for the third Mott lobe the spinful Bose-Hubbard model could be approximately mapped to the bilinear-biquadratic spin chain. However in this case the constraints for the perturbation expansion in \( t \) to be valid are more severe, configurations with spin on individual sites higher than one have to be neglected leading to the condition \( nt \ll (UJ)^{1/2} \). For the dimerization in the third Mott lobe presented in Fig. 7 this condition reads \( J/U \gg 0.04 \). As configurations with spin higher than one come into play we see a possible cross over in the behavior and a down-turn in the curve for \( D_0 \) for \( J \leq 0.01 \). However still we find no indications of \( D_0 \) being zero for \( J \) larger than zero. The third Mott lobe is definitely dimerized for \( J/U = 0.005 \) and we conclude that there is no extra phase between the dimerized phase and the ferromagnetic in the third Mott lobe.

VI. SPIN GAPS

In this section, the difference in energy between the ground state, which is a spin singlet, and the first excited spin state, which has spin \( S = 2 \), is studied. This difference is calculated for several system sizes and is shown as a function of the inverse system size in Fig. 8. The energy gap to excited states in the first Mott lobe has been calculated before with DMRG using the mapping to the bilinear-biquadratic spin chain \[14\] and also in the limit of zero hopping \[32\].

From the figure it is obvious that the decay of the energy gap, with respect to the inverse system size, for the Mott insulating state with two particles per site behaves differently to that of the other cases. The gap is large which is consistent with the on-site-singlet picture and approaches the thermodynamic limit as \( L^{-6} \).
We have studied how the energy gap in the thermodynamic limit for the second Mott lobe approaches the superfluid value as the on-site repulsion, \( U \), is decreased. The result is shown in Fig. 9 for \( J/U = 0.05 \), \( J/U = 0.1 \) and \( J/U = 0.15 \). To obtain the values in the figure calculations are done for different interaction strengths and system sizes. The infinite size values are found by fitting second-order polynomials to the data points. In the figure the infinite size values are presented as a function of the on-site repulsion for three different strengths of the spin-spin interaction. In the right panel of Fig. 9 the abscissa \((U/t)\) of two of the curves in the left panel has been shifted by a constant \( \Delta U/t \) along the \( x\)-axis to show the similarity in the decay of the gap for the different interaction strengths.

The behavior of the spin excitations for the second Mott lobe is rather different, see Fig. 12. In this case, the energy increases linearly with \( S \) and with a steep slope, a result which is consistent with the picture of the system being composed of on-site singlets. The energy to break another singlet is independent of the number of already broken singlets.

The energy gap to excited spin states measures the
magnetization energy and as expected from the on-site singlet picture the second Mott lobe has a higher magnetization energy.

**VII. SINGLET CONDENSATES**

In this section we comment on some of the proposed phases for the spinful Hubbard model. Zhou and Snoek have suggested that a phase exists in between the superfluid and the Mott insulating phases for even particle density. In this hypothesized phase, the particles would form a condensate of tightly bound on-site singlet pairs. However, we see no evidence for this phase for any physically realistic magnitude of spin interaction. In Fig. 2, we show the occupation of each site basis state, for $J/U = 0.05$. For this value of the spin interaction, it is clear that there are no values of the Coulomb repulsion $U$ where only even number of bosons is favored. This also follows from a simple energy argument, that suggests such a phase is unlikely: Since the spin interaction energy is smaller than the charging energy it is costly to increase the density on a site by two. The energy gain by keeping the spins coupled to a singlet is much smaller than the energy penalty for the on-site Coulomb repulsion.

For large coupling the system behaves similarly to a spinless Bose-Hubbard model populated with spin singlets. This limit is tested and indeed for $J/t = 10$ and $N = L$ the system is essentially composed of $L/2$ empty sites and $L/2$ double occupied sites, see Fig. 13a. The limit $J \gg U, t$ could localize the singlets to give a crystal phase, but we have not investigated this scenario. In this figure we also show, as a function of $U$, the population in the different on-site number and spin sectors for $N = 2L$ particles per site for the spin interaction strength $J/t = 10$, and also the superfluid system with $N = 2L + 2$ for $J/U = 10$. As $J/U$ is reduced, the charging energy becomes equal to the spin energy and the singlets are no longer bound.

**VIII. CONCLUSION**

We have studied the 1D spinful Bose-Hubbard model using DMRG. By examining the energy and correlation functions we have resolved the behavior of the model for all of the parameter ranges that are physically relevant for optical trapping experiments.

Much evidence is presented showing that the insulating system with an even density is well described by the on-site spin-singlet picture. The spin gap in the thermodynamic limit is rather large, paired with a short correlation length for the spin-spin correlation function. The energy increases linearly with the spin of the system, showing that the energy required to break another singlet is given by the energy gap and is independent of the number of already broken singlets, thus the singlets are strongly localized.

It has been more difficult to determine the nature of the other insulating regions. From the particle-particle
correlation function it is concluded that there is a superfluid and an insulating phase just as for the spinless case. It has previously been suggested that these insulating regions are dimerized. The dimer order parameter which uses differences in bond energy is difficult to measure in numerical simulations since it is rather small. Instead the oscillations in the nearest neighbor spin-spin correlation were used to show that it is likely that the odd density per site Mott lobes are always dimerized. This is a relatively strong result for the third Mott lobe, where the dimerization order parameter is quite large. For the first Mott lobe our results are consistent with the $S = 1$ Heisenberg calculations of Buchta et al. and Rizzi et al. In general the numerical accuracy of calculations in this regime will be much better for the Heisenberg model compared with the spinful Bose-Hubbard model, so our result does not contribute substantially to the argument over the absence (or otherwise) of the Chubukov nematic phase. However what is clear is that the dimerization in the first Mott lobe shows scaling behavior with an exponent $\sim 6$ throughout the entire Mott lobe. We found no evidence for novel superfluid phases; in particular the on-site paired superfluid suggested by Zhou and Snoek is absent in this model.

The energy gaps to spin excited states were studied, showing that the odd density (superfluid and insulating) and even density superfluid phase follow the form of a parabolic spectrum, proportional to $S(S + 1)$.
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