Observational-entropic study of Anderson localization
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The notion of the thermodynamic entropy in the context of quantum mechanics is a controversial topic. While there were proposals to refer von Neumann entropy as the thermodynamic entropy, it has its own limitations. The observational entropy has been developed as a generalization of Boltzmann entropy, and it is presently one of the most promising candidates to provide a clear and well-defined understanding of the thermodynamic entropy in quantum mechanics. In this work, we study the behaviour of the observational entropy in the context of localization-delocalization transition for one-dimensional Aubrey-Andrè (AA) model. We find that for the typical mid-spectrum states, in the delocalized phase the observation entropy grows rapidly with coarse-grain size and saturates to the maximal value, while in the localized phase the growth is logarithmic. Moreover, for a given coarse-graining, it increases logarithmically with system size in the delocalized phase, and obeys area law in the localized phase. We also find the increase of the observational entropy followed by the quantum quench, is logarithmic in time in the delocalized phase as well as at the transition point, while in the localized phase it oscillates. Finally, we also venture the self-dual property of the AA model using momentum space coarse-graining.

I. INTRODUCTION

Thermodynamic entropy within quantum mechanics (QM) is a debatable topic, and von Neumann, himself was not comfortable to define von Neumann entropy as thermodynamic entropy [11–16]. The problem is more evident and explicit in the studies of foundational questions in quantum mechanics [7–10]. Motivated by the classical Boltzmann entropy, Safranek, Deutsch, and Aguire generalized it to quantum systems (see for review [11]), and they call it observational entropy [12–13]. They show that the observational entropy is a monotonic function of the coarse-graining. Classical variant of observational entropy has been discussed in the early days of classical and quantum statistical mechanics [11–14,17]. In recent days, the comparison of observational entropy with the entanglement entropy [18], and with the classical definition of observational entropy, [19], information-theoretic extensions using Petz recovery formalism [20], as a measure of correlations [21], witnessing quantum chaos [22], and using it to derive microscopically the laws of thermodynamics [17] are few examples which have brought lots of attention. Specially, given that the entanglement entropy, played an important role in studying many-body properties, and for the larger system size as thermodynamic entropy [23–25], the comparison between observational entropy and entanglement entropy become even more crucial in the context of many-body quantum systems.

On the other hand, quantum computational simulation [26] of many-body systems would be a test bed for all our future technological ventures and also for fundamental understandings [27]. The main issue in the quantum computer (QC) is that the output of the QC will be a probability distribution of certain measurements. The quantification of any properties should be a function of outcome statistics in order to proclaim the truly quantum behaviour. Observational entropy, which is a directly measurable quantity, will be a diagnostic tool to investigate the many-body systems in quantum computational simulations.

In this work our main goal is to investigate whether observational entropy can be used as a diagnostic tool to detect localization-delocalization transition. There has been a plethora of theoretical work [28–31] which uses the scaling of the entanglement entropy with the system size (it obeys volume law in the delocalized phase and area law in the localized phase) as a probe to detect the transition. But, the entanglement entropy is not a directly measurable quantity [32]. On the other hand, the fact that observational entropy is a directly measurable quantity and can easily be measured in the current experimental setups [33–35] makes our study even more relevant. To investigate the localization-delocalization transition, the best suited Hamiltonians is the Aubry-André (AA) Hamiltonian [36]. While in one dimension, any arbitrary weak amount of true disorder is sufficient to localize a single eigenstate of a noninteracting system (which is famously known as Anderson localization [37,38]), this model has the incommensurate on-site potential, and the localization-delocalization transition occurs for a finite incommensurate potential amplitude. Also, in contrast to the true disordered models, the model with incommensurate on-site potentials can be successfully realized in the ultra-cold atom experiments [35,36].
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II. OBSERVATIONAL ENTROPY

Here we define observational entropy and list some of its properties which will be useful for our analysis. Consider the Hilbert space $\mathcal{H}$ of dimension $d$. Let $\Pi_i$ be the set of projection operators with the completeness properties $\sum_i \Pi_i = I$, which represents the measurement. The projectors $\Pi_i$ projects the state vectors into orthogonal subspaces $\mathcal{H}_i$ and the total Hilbert space is partitioned as $\mathcal{H} = \bigoplus_i \mathcal{H}_i$. Each of the subspace $\mathcal{H}_i$ can be treated as a macrostate and the probability of finding the state of the system in the subspace $\mathcal{H}_i$ (macrostate) is given as $p_i = \text{tr}(\Pi_i \rho)$. Hence the volume of the macrostate is simply the volume of the subspace $\mathcal{H}_i$, $V_i = \text{tr}(\Pi_i)$.

The coarse-graining $\chi$ is specified by the set of projectors $\Pi_i$ with $\sum_i \Pi_i = I$. For any two coarse-graining $\chi_1$ and $\chi_2$ with projector sets $\{\Pi_{\chi_1}\}$ and $\{\Pi_{\chi_2}\}$, $\chi_1$ is said to be rougher than $\chi_2$, and is represented as $\chi_1 \hookrightarrow \chi_2$, if there exists an index set $N_i(\chi_1)$ such that

$$\Pi_{\chi_1} = \sum_{i \in N_i(\chi_1)} \Pi_{\chi_2} \quad \forall \Pi_{\chi_1}.\$$

$\chi_1 \hookrightarrow \chi_2$ can also be read as $\chi_2$ is finer than $\chi_1$.

The observational entropy of the system in the state $\rho$ with the coarse-graining $\chi$ is defined as follows [61]:

$$S_{\chi}(\rho) = -\sum_i p_i \ln p_i + \sum_i p_i \ln V_i$$

The observation entropy $S_\chi$ is a monotonic function of the coarse-graining. If $\chi_1$ is rougher than $\chi_2$, $\chi_1 \hookrightarrow \chi_2$, then

$$S_{\chi_1}(\rho) \geq S_{\chi_2}(\rho)$$

The coarse-graining $\chi$ specified with the single element identity $I$, which is rougher than all the coarse-grainings, i.e., $\chi_1 \hookrightarrow \chi \forall \chi$. The observational entropy is maximum for the coarse-graining $\chi_1$,

$$S_{\chi_1} = \ln d$$

and can be termed as roughest coarse-graining.

Another extreme of the coarse-graining is the finest coarse-graining for which the coarse-graining contains all rank-1 projectors, i.e., $\chi_{\text{fin}}$ with $\Pi_i$ such that $V_i = 1 \forall i$. The coarse-graining relation $\hookrightarrow$ is a partial order hence for any other coarse-graining $\chi$, the observational entropy will be

$$S_{\chi_{\text{fin}}} \leq S_{\chi}(\rho) \leq S_{\chi_1}(\rho).$$

III. MODEL

We study a system of fermions in an one-dimensional lattice of size $L$, which is described by the following Hamiltonian:

$$H = -\sum_{j=1}^{L-1} (c_j^\dagger c_{j+1} + \text{H.c.}) + \Delta \sum_{j=1}^{L} \cos(2\pi \alpha j + \phi) n_j,$$

where $c_j^\dagger$ ($c_j$) is the fermionic creation (annihilation) operator at site $j$, $n_j = c_j^\dagger c_j$ is the number operator, and $\alpha$ is an irrational number. Without loss of any generality, we choose $\alpha = \sqrt{3}/2$, and $\phi$ is a random number chosen between $[0, 2\pi]$. We do averaging over $\phi$ for all the calculations presented in this work to obtain better statistics. The Hamiltonian $H$ is known as Aubry-André (AA) model. Unlike Anderson model, this model supports delocalization-localization transition as one tunes $\Delta$ even in 1 dimension (1D). In the thermodynamic limit, $\Delta = 2$ corresponds to the transition point $[56]$ between localized and delocalized phases and for $\Delta < 2$ ($\Delta > 2$), all the eigenstates of the model are delocalized (localized).

Another very interesting property of the AA model is its self-duality. Upon Fourier transformation, which exchanges real and momentum space, AA model can be shown to be dual to itself, with $\Delta/2 \rightarrow (\Delta/2)^{-1}$ [56]. Since the eigenstates of this model are localized in real space for large $\Delta$, they are localized in momentum space for small $\Delta$. Furthermore, given in AA model, there is only a single transition between localized and delocalized phases, it must be at exactly $\Delta/2 = 1$, where the model is invariant under the duality.

Given the Hamiltonian is defined over a lattice of length $L$, the finest graining implies a scenario having $L$ projectors each of them defined over an individual lattice site i.e. $\{\Pi_{x_i} = |x\rangle \langle x|\}$ and on the other hand the roughest coarse-graining implies only a single projector $\Pi_{x_i} = \sum_{x=1}^L |x\rangle \langle x|$ which incorporate all the lattice sites. Note that $V_{x_i} = 1$ and $V_{x_L} = L$ for the finest coarse-graining and the roughest coarse-graining respectively. In order to investigate the effect of other possible coarse-graining, we divide our lattice into $L/m$ equal parts, and where $m = 1, 2, 4, 8, 16, \ldots, 2^{\ln_2 L}$, and $L$ is chosen such a way that $\ln_2 L$ is an integer. It implies that the coarse-graining length $V_{x_{\eta}} = m$ and the corresponding projectors are $\{\Pi_{x_{\eta}} = \sum_{x=m(y-1)+1}^m |x\rangle \langle x|\}$, where $\eta = 1, 2, \ldots, L/m$. Note that for a given coarse-graining $\chi \equiv x_{\eta}$, $\sum_{x_{\eta}} \Pi_{x_{\eta}} = I$ and $\Pi_{x_{\eta}} \Pi_{x_{\eta}'} = \delta_{x_{\eta}x_{\eta}'} I$, the observational entropy corresponds to state $\rho$ from the definition (1), is

$$S_{\chi}(\rho) = -\sum_{x_{\eta}} p_{x_{\eta}} \ln p_{x_{\eta}} + p_{x_{\eta}} \ln V_{x_{\eta}} \text{,}$$

where $p_{x_{\eta}} = \text{Tr}[\rho \Pi_{x_{\eta}}]$ and $V_{x_{\eta}} = \text{Tr}[\Pi_{x_{\eta}}]$. Given that the notion of the observation entropy is not restricted to the real space coarse-graining, one can define any observable, it’s projectors can be used to define the coarse-graining. At the later part of the paper,
we also focus on an observable that can be used to measure the kinetic energy of the system, which is given by,

\[ O = -\sum_{j=1}^{L-1} (c_j^\dagger c_{j+1} + \text{H.c.}) \]  

(6)

The observable \( O \) can be diagonalized going into the momentum basis \(|k\rangle\), and can be written as \( O = \sum_k O_{kk} |k\rangle \langle k| \), where \( O_{kk} \) are diagonal matrix elements of the operator \( O \). We study the observational entropy using exactly the similar protocols described earlier but now replacing the real space basis \(|x\rangle\) by the momentum basis \(|k\rangle\) (in which the observable \( O \) is diagonal).

### IV. RESULTS

Here we study the change of observational entropy for the eigenstates of the model Hamiltonian \( \mathcal{H} \) and during its dynamical evolution.

#### A. Kinematics

First we focus on the eigenstates of the the Hamiltonian \( \mathcal{H} \). For \( \Delta = 0 \), the Hamiltonian \( \mathcal{H} \) can be easily diagonalized going into the momentum basis, i.e.

\[ \mathcal{H}(\Delta = 0) = -2 \sum_k \cos kn_k, \]

where \( k = 2n\pi/L \) with \( n = 0, 1, \ldots, L - 1 \). The single-particle eigenvectors read as,

\[ |\psi_k(\Delta = 0)\rangle = \frac{1}{\sqrt{L}} \sum_{j=1}^{L} e^{ikj} c_j^\dagger |0\rangle \]  

(7)

We consider a pure state and \( \rho = |\psi_k(\Delta = 0)\rangle \langle \psi_k(\Delta = 0)| \). In case of the finest coarse-graining, for which \( V_{x_1} = 1 \), and for the ground state \( (k = 0) \) \( p_{x_1} = 1/L \) for all \( x_1 \), which implies the observational entropy be simply equal to its Shannon entropy and \( S_\chi = \ln L \). On the other hand, for the roughest coarse gaining \( \chi_1 \equiv x_{1_L} \), \( S_\chi = \ln L \). By referring to the property represented by Eq. \( (1) \), for the ground state of the Hamiltonian \( \mathcal{H}(\Delta = 0) \), for any coarse gaining \( S_\chi = \ln L \), maximal (see Fig. \( (1) \)). On the other hand, in the limit \( \Delta \to \infty \), the eigenstates of the Hamiltonian \( \mathcal{H} \) are completely localized, they read as,

\[ |\psi_{j_0}(\Delta \to \infty)\rangle = c_{j_0}^\dagger |0\rangle, \]  

(8)

where \( j_0 \) is the site index. Hence, \( p_{x_{m}} = 1 \) only for a particular \( x_{m} \) for which the site \( j_0 \in x_{m} \) and it is 0 otherwise. It automatically implies, \( S_\chi = \ln V_{x_{m}} \).

The change of the observational entropy with the coarse-graining length for the middle of the spectrum states are shown in the lower panel of Fig. \( (1) \) (we average over 10 eigenstates from the middle of the spectrum around the energy \( E \approx 0 \)). For the delocalized phase, \( \Delta < 2 \), observational entropy \( S_\chi \) increases with the coarse-graining length and then it saturates to \( S_{\chi_{\text{max}}} = \ln L \) for \( m < L \). On the other hand, in the localized phase, \( \Delta > 2 \), we find that beyond a certain coarse-graining length \( V_{x_{m}} = m > l_c \) (\( l_c \) is some critical length scale depends on \( \Delta \)), \( S_\chi = \ln V_{x_{m}} \).

In the localized phase, given the single particle wave function has the following form, \( \psi(j) \approx e^{-|j-j_0|/\xi} \) (\( \xi \) is the localization length and \( j_0 \) is site at which the wave function has a peak), one expects that for coarse-graining length \( m > 2\xi \), \( S_\chi = \ln V_{x_{m}} \). These observations can be clearly seen in figure. \( (1) \) where we find as \( \Delta \) increases (localization length of the wavefunctions decrease), even for small values of coarse-graining length \( S_\chi \) starts showing \( \ln V_{x_{m}} \) scaling. However, it is worth pointing out that the growth of the \( S_\chi \) as a function of \( m \) in the delocalized phase much more rapid for the middle spectrum states compared to the ground state. While for the middle spectrum states \( S_\chi = S_{\chi_{\text{max}}} = \ln L \) for \( m << L \), the ground state shows a slow logarithmic growth \( S_\chi \) with coarse-graining size. This result is not very surprising given that typically one expects the degree of the delocalization (e.g. Shannon entropy) for high energy eigenstates to be much higher compared to the low energy ground state. Presumably, this fact gets reflected in the results.

#### B. Dynamics

Here we study the behaviour of the observational entropy followed by the time evolution under the Hamiltonian \( \mathcal{H} \). We prepare the initial state such a way that electron is localized exactly on the middle of the lattice i.e., \( |\psi(t = 0)\rangle = |0_2 0_1 0_{L/2} 0_{L/2+1} \cdots 0_L\rangle \). The time-evolved state reads as,

\[ |\psi(t)\rangle = e^{-\mathcal{H}t}|\psi(t = 0)\rangle. \]  

(9)
Given for $\Delta = 0$ the Hamiltonian can be easily diagonalized in the momentum basis, and the time-evolved state at a given time can expressed as,

$$\psi(t, j) = \langle j| \psi(t) \rangle = \frac{1}{L} \sum_k e^{ijk} + 2it \cos k.$$

In the thermodynamic limit, the series summation can be replaced by the integration. It is straightforward to check that observation entropy for the finest coarse-graining, i.e., $V_{x1} = 1$ will read as,

$$S_X = -2 \sum_{j} \langle j| -L/2 (2t) \rangle^2 \ln \langle j| -L/2 (2t) \rangle,$$

where $J_k()$ stands for Bessel function of 1st kind.

Numerically, in the thermodynamic limit (in Eqn. (11)), by considering the summation over sufficiently large numbers of lattice sizes e.g. 256 or 512 the observational entropy in Eqn. (11) is $S_X \sim \ln t + \text{const}$. Hence, we expect to see $S_X \sim \ln t$ scaling for the systems we have studied here. Figure (2) shows the variation of the observation entropy with time for different coarse-graining. In the delocalized phase, the electron which was initially localized in the middle of the lattice, will spread over both sides of the lattice, i.e., the probability of finding that electron on the other side is away from the middle of the lattice will also grow with time. It implies that the observational entropy $S_X$ will grow with time. That growth should be very apparent when $V_{xu} << L$. The upper panel of Fig. (2) shows that indeed for $V_{xu} << L$, the growth of $S_X \sim \ln t$ (see inset of Fig. (2) (upper panel)). This is precisely what we obtained analytically for $\Delta = 0$ as well. Interestingly, even in the transition point i.e. $\Delta = 2$, we find a similar logarithmic growth (with lower slope) of the observational entropy with time $S_X \sim 0.45 \ln t$ (see the middle panel of Fig. (2). However, the slope is smaller than 1 what we found in the delocalized phase. This could be a consequence of the anomalous transport which has been found in this model at the transition point [62].

On the other hand, in the localized phase, as one can expect, the observation entropy does not show any growth, it shows oscillatory behavior (see lower panel of Fig. (2) for $\Delta = 3$ results). Also, note that for the roughest graining i.e. $V_{xu} = L$, $S_X(t) = \ln L$. Also, we find that for all time $S_X(t) \geq S_X(t = 0)$ and $S_X(t) > S_X(t = 0)$ where $\chi_1 \rightarrow \chi_2$.

Next, we study the observation entropy as a function
of Δ for different coarse-graining for different system size is shown in Fig. 3 (upper panel). In the delocalized phase, \( p_{x_n} \approx V_{x_n}/L \), which implies \( S_\chi \approx \ln L \), hence \( S_\chi \) increases with \( L \). On the other hand, in the localized phase \( S_\chi \approx \ln V_{x_n} \), and does not depend on the system size as long as \( V_{x_n} < L \). We also repeat the calculations for the momentum space coarse-graining, because of the self-dual property of the AA model one expects to see \( S_\chi \) does not depend on \( L \) for \( \Delta < 2 \) (signature of localization) and \( S_\chi \) increases with \( L \) (signature of delocalization) for \( \Delta > 2 \) (exactly opposite to what we had found in Fig. 3 (upper panel) for the real space coarse-graining). This is precisely what we observed in Fig. 3 (lower panel).

Figure 3 clearly demonstrates that the observation entropy shows data collapse (for different values of \( L \)) in the localized phase for any value of \( m \) (as long as \( m \) is smaller than the roughest coarse-graining length). However, for the finite size system, the question arises that how good is the data collapse. In contrast to the other diagnostic tools (e.g. Shannon entropy), observational entropy possesses an extra degree of freedom: the coarse-graining length. Hence, we calculate the normalized fluctuation, which is defined as,

\[
f(\Delta, m) = \frac{\langle S_\chi^2 \rangle - \langle S_\chi \rangle^2}{\langle S_\chi \rangle}. \tag{12}\]

Here, \( \langle \rangle \) stands for the average over different \( L \) results. For the perfect data collapse, \( f \) should be zero. On the other hand, the smaller the value of \( f \), the better the data collapse. Figure 4 shows the variation of \( S_\chi \) with \( \Delta \) for \( m = 1, 2, 4 \). Looking at the figures, it is difficult to distinguish which coarse-graining length corresponds to better data collapse. Hence, we show the variation of \( f \) with \( \Delta \) in the localized region (\( \Delta > 2 \)). We find that \( f \) is the minimum for \( m = 2 \), which makes \( m = 2 \) the optimal coarse-graining length for our case.

V. CONCLUSIONS

Here we have studied the coarse-grained observational entropy for the 1D AA model, which supports localization-delocalization transition. First, we find that for the middle of spectrum states as one increases the coarse-grain size, the observational entropy very rapidly saturates to the upper bound i.e. \( \ln L \). On the other hand, in the localized phase, typically if the coarse-grain size is greater than the order of localization length, the observational entropy increases as logarithmic of the coarse-grain size. Also, if the coarse-grain size is less than the system size, the observational entropy for the eigenstates of the Hamiltonian \( \chi \) does not depend on \( \chi \) with \( \Delta \). We find that the observational entropy corresponding to the momentum space coarse-graining can clearly manifest the self-dual property of the AA model. We also have explicitly demonstrated that one can find an optimal coarse-graining length for which the finite size scaling shows much better data collapse.

While in this work, we had restricted our-self to the non-interacting systems, in the future work it will be interesting to investigate the behaviour of the observational entropy in the context of many-body localized systems, where the localization of many-body wave function takes place in the many-body fock space [65, 64]. As observational entropy is a directly measurable quantity, we would like to investigate the studies in the current paper in QC platforms.
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