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The stock market is a chaotic, complex, and dynamic financial market. The prediction of future stock prices is a concern and controversial research issue for researchers. More and more analysis and prediction methods are proposed by researchers. We proposed a hybrid method for the prediction of future stock prices using LSTM and ensemble EMD in this paper. We use comprehensive EMD to decompose the complex original stock price time series into several subsequences which are smoother, more regular and stable than the original time series. Then, we use the LSTM method to train and predict each subsequence. Finally, we obtained the prediction values of the original stock price time series by fused the prediction values of several subsequences. In the experiment, we selected five data to fully test the performance of the method. The comparison results with the other four prediction methods show that the predicted values show higher accuracy. The hybrid prediction method we proposed is effective and accurate in future stock price prediction. Hence, the hybrid prediction method has practical application and reference value.

1. Introduction

According to the statistics of China Securities Depository and Clearing Corporation, as of March 2020, there are 163.3 million securities investors in China. Stock price forecasting is a difficult and meaningful task for financial institutions and private investors. In order to effectively reduce investment risks and obtain stable returns on investment, many scholars put forward a large number of prediction models [1–9]. With the speedy development of big data application technology, especially the application of machine learning and deep learning in the financial field, it has a profound impact on investors. Research directions include low-frequency data and high-frequency data [10]. The previous research studies are mainly divided into two kinds of methods: fundamental analysis and technical analysis [11].

On the one hand, in technical analysis, people widely use mathematical statistical techniques to analyze historical stock price trends and predict recent stock prices. In recent years, many researchers have applied a variety of machine learning algorithms to analyze and predict stock prices, such as neural networks, multicore learning [12], stepwise regression analysis [13], and deep learning [14, 15]. Although many algorithms have achieved good results in certain aspects, there are many parameter configurations and data selection problems in the use of machine learning, which is still an important area of research. On the other hand, in the fundamental analysis [16–18], people mainly use natural language processing to analyze the company’s financial news and financial statements to predict the future stock price trend.

The long-short term memory (LSTM) is a very good method in dealing with time series. Stock price data belongs
to time-series data. Therefore, many researchers use LSTM [19–26] to analyze and predict stock prices. Many studies have analyzed the correlation between time-series data [27–30], and the results show that LSTM has advantages in time-series data. In the literature [31], researchers used LSTM to predict the coding unit split, and the experimental results proved the advantages of LSTM in terms of efficiency. Time-series data trend research is also a new form of time-series data prediction, so LSTM is a natural choice.

Empirical mode decomposition (EMD) technology is usually applied to nonstationary and nonlinear signals. EMD can decompose nonlinear signals into several inherent modal functions (IMF) adaptively. EMD can effectively suppress continuous noise, such as Gaussian noise [32]. However, EMD cannot suppress intermittent noise and mixed noise. Ensemble empirical mode decomposition (EEMD) technology can solve the problem of noise-mode mixing [33]. In the EEMD algorithm, a group of white noise is first added to the original signal, and then it is decomposed into several IMF. The average value of the corresponding IMF set is regarded as the correct result. EEMD will separate the noise in different IMF from the original signal components [34], thus eliminating the noise-mode mixing phenomenon. In recent years, the application of EEMD has attracted the attention of many researchers and scholars [27, 35–44]. In order to solve the problem that noise in practical applications makes interference term retrieval difficult, Zhang et al. [35] proposed a technique based on EEMD and EMD to achieve automatic interference term retrieval from the spectral domain low-coherence interferometry. The proposed algorithm uses EEMD technology to make the relative error of coupling strength less than 2%. To solve the problem that Gaussian noise and non-Gaussian noise seriously hinder the detection of rolling bearing defects by traditional methods, Jiang et al. [36] proposed a new rolling bearing inspection method that combines bispectrum analysis with improved integrated EMD. This method uses ensemble empirical mode decomposition technology to have superior performance in reducing multiple background noises and can more effectively detect defects in rolling bearings. To solve the problem of the influence of the authenticity of the partial discharge signal on the evaluation accuracy of the transformer insulation performance, Wang et al. [37] proposed a method to suppress white noise in PD signals based on the integration of EMD and the combination of high-order statistics. This method uses EEMD decomposition to the threshold and reconstructs each IMF to suppress the white noise in each component. To solve the problem that most existing measurement methods only focus on mathematical values and are affected by measurement errors, interference, and uncertainty, Wei et al. [38] proposed a new time-history comparison for vehicle safety analysis by the integrating empirical mode decomposition method. This method uses EEMD decomposition to make the trend signal to reflect the overall change and is not affected by high-frequency interference. To solve the difficult problem of wind speed prediction, Yang and Yang [39] proposed a hybrid BRR-EEMD short-term prediction method for wind speed based on the EMD and Bayesianridge regression (BRR). This hybrid method uses the Bayesian regression method and the EEMD to perform regression prediction on each subsequence decomposed by the EEMD and obtains good results in wind speed prediction. In order to find potential profit arbitrage opportunities when the returns of stock index futures contracts and stock index futures contracts continue to deviate from fair prices in irrational and inefficiently operating markets, Sun and Sheng [40] proposed a time-series analysis method based on integrated EMD. This method uses EEMD to analyze the stock futures basis sequence and extracts a monotonically decreasing trend from the sequence to discover business opportunities. To improve the problem that a single method of predicting complex and nonlinear stock prices cannot achieve good results, Al-Hnaity and Abbod [41] proposed a hybrid integrated model based on ensemble empirical mode decomposition and backpropagation neural network to predict the closing price of the stock index. The researchers [41] have proposed five hybrid prediction models: ensemble EMD-NN, ensemble EMD-Bagging-NN, ensemble EMD-Crossvalidation-NN, ensemble EMD-CV-Bagging-NN, and ensemble EMD-NN. The experimental results show that the performance of the ensemble EMD-CV-Bagging-NN, ensemble EMD-Crossvalidation-NN, and ensemble EMD-Bagging-NN models based on ensemble EMD are all a grade higher than that of the ensemble EMD-NN model and significantly higher than the single neural network model.

The typical forecasting scheme is based on the forecast of the time-series data itself and does not deal with the time-series data itself. It has become a challenge that how to combine the existing forecasting methods to improve the forecasting effect by decomposing the time-series data. The above methods use EEMD to decompose the time-series data to improve the performance of the algorithm. How to effectively decompose complex and nonlinear stock time-series data for prediction has been puzzled by many researchers. Due to the uncertainty and nonlinearity of the stock time series, the deviation of a single method to predict stock prices is generally relatively large. The abovementioned hybrid method does indeed improve the algorithm significantly. Therefore, it can be boldly guessed that the hybrid method generally can get better prediction results than the single specific method. Besides, the original complex time series was decomposed by the EEMD method into several relatively stable subsequence time series. By effectively combining several current effective forecasting methods, the forecasting results of relatively stable subsequence time series are theoretically better. Combining the features of the EEMD method based on the improved empirical mode decomposition method and the LSTM machine learning algorithm, this paper proposes a hybrid LSTM-EEMD method for stock index price prediction.

The rest of this paper is organized as follows. Three related terminology such as EMD, EEMD, and BRR are presented in Section 2, while Section 3 briefly introduces the flowchart of our proposed LSTM-EEMD method and the structure of our proposed hybrid LSTM-EEMD method. In Section 4, we describe the experiment data collection,
2.1. Stock Price Predicting. Stock prices are a highly volatile time series. Stock prices are affected by various factors such as national policies, interest rates, exchange rates, industry news, inflation, monetary policies, temporary events, investor sentiment, and human intervention. Predicting stock prices on the surface requires the establishment of a model of the relationship between stock prices and these factors. Although these factors will temporarily change the stock price, in essence, these factors will be reflected in the stock price and will not change the long-term trend of the stock price. Therefore, stock prices can be predicted simply with historical data.

This paper believes that there are many studies using a single analysis method to predict stock market trends, but the results are not good. Need to consider a variety of factors or use a variety of techniques to build a hybrid model to further explore the prediction of stock prices. In-depth systematic research is required to answer the following research questions:

RQ1 Which factors or combinations of factors most affect the trend of the stock?
RQ2 What kind of analysis technology combination is most suitable for stock trend prediction?
RQ3 Do we need to use deep learning methods to mine data in order to better discover the internal relationship between the stock market and influencing factors?
RQ4 Whether the predictability of the analysis model depends on specific stock company characteristics, such as the domain, shareholder background, and policies?
RQ5 In the context of stock market forecasting, have we developed some effective forecasting methods?
RQ6 We should focus on the analysis of the specific nature of the stock price itself, rather than solving general relationship problems. Whether the price analysis driven by influencing factors can be more effective?

2.2. LSTM. The long-short term memory neural network is generally called LSTM. The LSTM was proposed by Hochreiter and Schmidhuber [27] in 1997. The LSTM is a special type of recurrent neural network (RNN). The biggest feature of the RNN which was improved and promoted by Alex Graves is that long-term dependent information of data can be obtained. LSTM has been widely used in many fields and has achieved considerable success in many problems. Since LSTM can remember the long-term information of data, the design of LSTM can avoid the problem of long-term dependence. Currently, the LSTM is a very popular time-series forecasting model. Below, we first introduce the RNN network, followed by the LSTM neural network.

3. Preliminaries

3.1. Recurrent Neural Network. When we deal with problems related to the timeline of events, such as speech recognition, sequence data, machine translation, and natural language processing, traditional neural networks are powerless. RNN is specifically proposed to solve these problems. Because the correlation between the contexts of the text needs to be considered in word processing, the weather conditions of consecutive days and the relationship between the weather conditions of the day and the past days need to be considered when predicting the weather.

The RNN has a chain form of repeating neural network modules. In the standard RNN, this repeated structural module has only a very simple structure, such as a tanh layer. The simple structure of the recurrent neural network is shown in Figure 1.

The design intent of RNN is to solve nonlinear problems with timelines. The way of internal connection of the recurrent neural network generally only feeds forward the data, but in the bidirectional recurrent neural network, it allows the forward and backward directions to feedback the data. The RNN has designed a feedback mechanism, so the RNN can easily update the weight or residual value of the previous step. The design of the feedback mechanism is very suitable for time-series forecasting. The RNN can extract rules from historical data and then use the rules to predict time series. Figure 1 shows the simple structure of the RNN, and Figure 2 shows the expanded diagram of the basic structure of the RNN. The left side of the arrow with unfold label in Figure 2 is the basic structure of the recurrent neural network. The right side of the arrow with unfold label in Figure 2 is a continuous 3-level expansion of the basic structure of the recurrent neural network. An input data $x_t$ is input into module $h$ of the RNN. The $y_t$ is an output of module $h$ of the RNN values at time $t$. Like other neural networks, the recurrent neural network shares all parameters of each layer, such as $W_{hx}$, $W_{hb}$, and $W_{yh}$ in Figure 2. As shown in Figure 2, the RNN shares two input parameters $W_{hx}$ and $W_{hb}$, and one output parameter $W_{yh}$. As we all know, the number of parameters in each layer of a general multilayer neural network is different. Looking at Figure 2, we feel that the operation of each step of the recurrent neural network is the same on the surface. In fact, the output $y_t$ and the input $x_t$ are different. The number of parameters of the network
recurrent neural network will be significantly reduced during training. After multilevel expansion, the recurrent neural network becomes a multilayer neural network. Looking closely at Figure 2, we find that $W_{hh}$ between layer $h_{t-1}$ and $h_t$ is the same as $W_{hh}$ between layer $h_t$ and $h_{t+1}$ in form. In value and meaning, $W_{hh}$ between layer $h_{t-1}$ and $h_t$ is different as $W_{hh}$ between layer $h_t$ and $h_{t+1}$. Similarly, $W_{hx}$ and $W_{yh}$ have similar situations.

Although each layer of the RNN neural network has output and input modules, the output and input modules of some layers can be omitted in specific application scenarios. For example, in language translation, we only need the overall language symbol output after the last language symbol is input and do not need to know the language symbol output after each language symbol is input. The main feature of RNN is self-expanding, with multiple hidden layers.

As we all know, during network training, the recurrent neural network models are prone to disappearing gradients. Once the gradient of the model disappears completely, the algorithm enters an endless loop, and the network training will not end, eventually leading to RNN paralysis. Therefore, simple RNNs are prone to gradient disappearance problems and are not suitable for long-term predicting.

The purpose of designing LSTM is to avoid or reduce the appearance of the problem of vanishing gradient while dealing with long-term correlation time series by simple RNN. Based on the simple RNN, the LSTM adds the output gates, the input gates, and the forget gates. In Figure 3, all three gates are replaced by $\sigma$, which can effectively prevent the gradient from being eliminated. Therefore, LSTM can solve long-term dependence problems. The purpose of designing memory neurons is to store some LSTM important information for state information. In addition, in general, each gate has an activation function. This function performs nonlinear transformations or trade-offs on data. Generally, the forget gate $f_t$ can filter some status information. Equations (1)–(6) associated with the LSTM neural network is shown below. They are for the forget gate, input gate, inverse of the memory cell, memory cell, output gate, and output, respectively:

$$f_t = \sigma(W_f \cdot (h_{t-1} \| x_t) + b_f), \quad (1)$$

$$i_t = \sigma(W_i \cdot (h_{t-1} \| x_t) + b_i), \quad (2)$$

$$\tilde{c}_t = \tanh(W_C \cdot (h_{t-1} \| x_t) + b_C), \quad (3)$$
3.2. EMD. The empirical mode decomposition (EMD) proposed by Huang et al. in 1998 [42] is a widely used adaptive time-frequency analysis method. Empirical mode decomposition is an effective decomposition method for time-series data. Due to the common local features of time-series data, the EMD method has extracted the required data from them and obtained very good results in applications fields. Hence, many scholars apply the EMD method in many fields successfully. The prerequisite for EMD decomposition is the existence of the following three assumptions [43]:

The following briefly introduces the decomposition process:

(1) Suppose there is a signal \( s(i) \) with the black line in Figure 4. The extreme value of the signal is shown in red and blue dots. Form the upper wrapping line through all the blue dots and form the lower wrapping line through all the red dots.

(2) Calculate the average value of the lower and upper wrapping lines to form an average purple-red line \( m(i) \). Here, define the discrepancy line \( d(i) \) as

\[
d(i) = s(i) - m(i). \tag{7}
\]

(3) Judge whether the discrepancy line \( d(i) \) is an IMF according to IMF judgment rules. If the discrepancy line \( d(i) \) comply with IMF judgment rules, the discrepancy line \( d(i) \) is the \( i \)th IMF \( f(i) \). Otherwise, the discrepancy line \( d(i) \) is considered the signal \( s(i) \) and repeat two steps above until \( d(i) \) complies with IMF judgment rules. After this, the IMF \( f(t) \) is defined as

\[
f(t) = d(t), \quad t = 1, 2, 3, \ldots, n - 1. \tag{8}
\]

(4) Calculate and get the IMF \( f(t) \) by

\[
r(t) = s(i) - c(t), \tag{9}
\]

where \( r(t) \) is considered the residual signal.

(5) Repeat execution the four steps above \( N \) times until running status meets stop conditions. Obtain the \( N \) IMFs which meet with

\[
\begin{align*}
    r_1 - c_2 &= r_2, \\
    &\vdots \\
    r_{N-1} - c_N &= r_N.
\end{align*} \tag{10}
\]

(1) Next level signal has to contain more than two extreme values: one is the minimum value and the other is the maximum value.
(2) Determine the time scale of signal characteristic based on the time difference between two extreme values

(3) If the data has only an inflection point and no extremum, more times judgments are needed to reveal the extremum

Finally, the following equation (11) expresses the composition of the original signal \( s(i) \):

\[
s(i) = \sum_{j=1}^{N} f_j(t) + r_j(t). \tag{11}
\]

3.3. EEMD. A classical EMD has mode mixing problems when decomposing complex vibration signals. To solve the above problem, Wu and Huang [44] proposed the EEMD method in 2009. The EEMD method is short for ensemble empirical mode decomposition method. EEMD is commonly used for nonstationary signal decomposition. However, the EEMD method is significantly different from WT transform and FFT transform. Here, WT is the wavelet transform and FFT is the fast Fourier transform. Without the need for basis functions, the EEMD method can decompose any complex signal. At the same time, the EEMD method can decompose any signal into many IMFs. Here, IMF is the intrinsic modal function. The decomposed IMF components contain local different feature signals. EEMD can decompose nonstationary data into multiple stable subdata and then use Hilbert transform to get the time spectrum, which has important physical significance. Comparative analysis with FFT and WT decomposition, the EEMD has the characteristics of intuitive, direct, posterior, and adaptive. The EEMD method has adaptive characteristics because of the local features of the time-series signal. The following briefly introduces the process of EEMD decomposing data.

Assume that the EEMD will decompose the sequence \( X \). According to the steps of EMD decomposition, \( n \) subsequences will be obtained after decomposition. These \( n \) subsequences include \( n-1 \) IMFs and one remaining subsequence \( R_n \). Here, these \( n-1 \) IMFs are \( n-1 \) component subsequence \( C_i (i = 1, 2, ..., n-1) \) of the original sequence \( X \). These \( n-1 \)IMFs are named IMF \( (i = 1, 2, ..., n-1) \). The remaining subsequence \( R_n \) is sometimes named residual subsequence. The detailed steps of using EEMD to decompose the sequence are introduced as follows:

(1) Suppose there is a signal \( s(i) \) with the black line in Figure 4. The extreme value of the signal is shown in red and blue dots. Form the upper wrapping line through all the blue dots and form the lower wrapping line through all the red dots. The lower wrapping line is shown in the red line in Figure 4. And the upper wrapping line is the blue line in Figure 4.

(2) Calculate the average value of the lower and upper wrapping lines to form a mean line \( m(i) \) which is shown in purple-red line in Figure 4.

(3) Obtain the first component IMF \( 1 \) of the signal \( s(i) \). The IMF \( 1 \) is obtained by calculation formula \( d(i) = s(i) - m(i) \). This formula means the difference of the original signal \( s(i) \) minus the mean line \( m(i) \) of the lower and upper wrapping lines.

(4) Take the first component IMF \( d(i) \) as a new signal \( s(i) \) and repeat execution the three steps above until running status meets stop conditions. The following describes the stop condition in detail:

(a) The average \( m(i) \) is approximately 0
(b) The number of signal lines \( d(i) \) passing through zero points is greater than or equal to the number of extreme points
(c) The number of iterations reaches the set maximum

(5) Take subsequence \( d(i) \) as the \( i \)th IMF \( (i = 1, 2, ..., n-1) \). Obtain the residual \( R \) by calculating the formula \( r(i) = s(i) - d(i) \).

(6) Take the residual \( r(i) \) as the new signal \( s(i) \) to calculate the \((i+1)\)th IMF, and repeat execution the five steps above until running status meets stop conditions. The following describes the stop condition in detail:

(a) The signal \( s(i) \) has been completely decomposed and has obtained all IMF
(b) The number of decomposition level reaches the set maximum

Finally, the following equation (12) expresses the composition of the original sequences and \( n \) subsequences decomposed by the EEMD:

\[
x(t) = \sum_{i=1}^{n-1} (C_i + R_n), \quad i = 1, 2, ..., n-1, \tag{12}
\]

where the number \( n \) of subsequences depends on the complexity of the original sequences. Figure 5 shows the sine time series represented by equation (13) and the IMF diagram of it which is decomposed by the EEMD:

\[
x(t) = \sin(20\pi t) + 2^* \sin(200\pi t) + 3t, \tag{13}
\]

where \( t = 0, f, 2f, ..., 1000f, f = 0.001 \).

4. Methodology

The principle of our hybrid prediction method LSTM-EEMD for stock price based on LSTM and EEMD is introduced in detail in this section. These theories are the theoretical formation of our forecasting methods. The following first introduces the flowchart, the basic structure, and the process of the LSTM-EEMD hybrid stock index prediction method based on the ensemble empirical mode decomposition and the long-short term memory neural network. Our proposed hybrid LSTM-EEMD prediction method first uses the EEMD to decompose the stock index sequences into a few simple stable subsequences. Then, the predict result of each subsequence is predicted by the LSTM
method. Finally, the LSTM-EEMD obtains the final prediction result of the original stock index sequence by fusing all LSTM prediction results of several stock index subsequences.

Figure 6 shows the structure and process of the LSTM-EEMD method. The basic structure and process of the LSTM-EEMD predict method include three modules. The three modules are the EEMD decomposition module, LSTM prediction module, and fusion module. Our proposed LSTM-EEMD prediction method includes three stages and eight steps. Figure 7 shows three stages and eight steps of our proposed method. The three stages of the proposed hybrid LSTM-EEMD prediction method are input data, model predict, and evaluate model. The model evaluation stage and the data input stage each include 4 steps, and the model prediction stage includes 3 steps. The hybrid LSTM-EEMD prediction method is introduced in detail as follows:

1. The simulation data is generated. And the real-world stock index time-series data are collected. Then, the original stock index time-series data are preprocessed to make the data format of stock index time series satisfy the format requirements for decomposition of the EEMD. Finally, the input data $X$ of the LSTM-EEMD hybrid prediction method is formed.

2. The input data $X$ is decomposed into a few sequences by the EEMD method. If $n$ subsequences are obtained, then there are one residual subsequence $R_n$ and $n - 1$ subsequences. These $n$ subsequences are expressed as $R_n$, IMF$_1$, IMF$_2$, IMF$_3$, …, IMF$_{n-1}$, respectively.

3. The prediction process of any subsequence is not affected by the prediction process of other subsequences. A LSTM model is established and trained for each subsequence. Hence, we need to build and
train \( n \) LSTM for \( n \) independent subsequences. These \( n \) independent LSTM models are named LSTM\(_k\)\((k = 1, 2, \ldots, n - 1, n)\), respectively. We use the \( n \) LSTM models to predict these \( n \) independent subsequences and get \( n \) prediction values of the stock index time series. These \( n \) prediction values are named SubP\(_k\) \((k = 1, 2, \ldots, n - 1, n)\), respectively.

(4) Fusion function is the core of hybrid method. At present, there are many fusion functions, such as sum, weighted sum, weighted product, and so on. The function of these fusion functions is to merge several results into the final result. In this paper, the proposed hybrid stock prediction method selected the weighted sum as the fusion function. The weighted results of all subsequences are accumulated to form the final prediction result for the original stock index data. The weight here can be preset according to the actual application. In this paper, we use the same weight of each subsequence and the weight of each subsequence is 1.

(5) Finally, we compare the predicted values with the actual value of stock index time-series data sequence and calculate the values of RMSE, MAE, and \( R^2 \). We use three evaluation criteria of the RMSE, MAE, and \( R^2 \) to evaluate the LSTM-EEMD hybrid prediction method. According to these evaluation values, the pros and cons of the method can be judged.

Figure 7 shows the predict progress and data flowchart of the proposed LSTM-EEMD method in this paper. The predict progress in Figure 7 can be introduced in 3 stages. The three stages are input data, model predict, and evaluate model. The stage of input data is divided into 4 steps. The four steps are collect data, preprocess data, decompose data by the EEMD, and generate \( n \) sequence. There are \( n \) LSTM model in the stage of model predict. The input data of the LSTM model is \( n \) sequences generated in the previous stage. These LSTM models separately predict \( n \) sequences to obtain \( n \) prediction results. The stage of the evaluate model is also divided into 4 steps. The first step is to fuse \( n \) predicted values with weights. In this paper, we choose weighted addition as the fusion function. The weighted addition fusion function sums the \( n \) prediction value with certain weights. The output result of the weighted addition fusion function is the prediction result of the stock index time-series data. Finally, we need to calculate the value of \( R^2 \), MAE, and RMSE of the prediction results before evaluating the proposed hybrid prediction model. The quality of the proposed hybrid prediction model can directly evaluated by the values of \( R^2 \), MAE, and RMSE.

5. Experiment Data

The experiment data in our research of this paper is introduced in detail in this part. We selected two types of experiment data to test in this paper in order to better evaluate the prediction effect of this method. The first type of experiment data is artificially simulated data generated automatically by computer. The correctness and effectiveness of our method are verified by these artificially simulated data. The second type of experimental data is real-world stock index data. Only the actual data of the society can really test the quality of the method. The model tested through social actual data is the most fundamental requirement for applying our proposed method to some real-world fields.

5.1. Artificially Simulated Experimental Data. We use artificially simulated experiment data to verify the effectiveness and correctness of our method. To get effective and accurate experiment result, the artificially generated simulation experiment data should be long enough. Hence, in the experiment, we choose the length of the artificially simulated experiment data to be 10,000. The artificially simulated experiment data is created by the computer according to the sin function of formula (13).

5.2. Real-World Experimental Data. In order to empirically study the effect of the proposed prediction method, we collected stock indices data in the real-world stock field as experiment data from Yahoo Finance. To obtain more objective experimental results, we choose 4 stock indices from...
different countries or regions. These stock indices are all very important stock indices in the world’s financial field.

The four stock indices in this experiment are ASX, DAX, HSI, and SP500. The SP500 is used as an abbreviation of the Standard & Poor’s 500 in this paper. The SP500 is a US stock market index. This stock index is a synthesis of the stock indexes of 500 companies listed on NASDAQ and NYSE. The HSI is used as an abbreviation of the Hang Seng Index. The HSI is an important stock index for Hong Kong in China. The German DAX is used as an abbreviation of the Deutscher Aktienindex in Germany in Europe. The DAX stock index is compiled by the Frankfurt Stock Exchange. DAX company consists of 30 major German companies, so it is a blue chip market index. The ASX is used as an abbreviation of Australian Securities Exchange and is a stock index compiled by Australia.

The datasets of every stock index include five daily properties. These five properties are transaction volume, highest price, lowest price, closing price, and opening price. The data time interval of each stock index is from the opening date of the stock to May 18, 2020.

5.3. Data Preprocessing. In order to obtain good experiment results, we try our best to deal with all the wrong or incorrect data in the experiment data. Of course, more experimental data is also an important condition for obtaining good experimental results. Incorrect data mainly include records with zero trading volume and records with exactly the same data for two and more consecutive days. After removing wrong or incorrect noise data from original data, we show the trend of the close price for the four major stock indexes in Figure 8.

In the experiment, we usually first standardize the experimental data. Let \( X_i = \{x_i(t)\} \) be the \( i \)-th stock time-series index at time \( t \), where \( t = 1, 2, 3, \ldots, T \) and \( i = 1, 2, 3, \ldots, N \). We define the daily return logarithmic as shown in the formula \( G_i(t) = \log(x_i(t)) - \log(x_i(t-1)) \). We define the daily return standardization as shown in the formula \( R_i(t) = (G_i(t) - \langle G_i(t) \rangle) / \delta \), where \( \langle G_i(t) \rangle \) is the mean values of the daily return logarithmic \( G_i(t) \) and \( \delta \) is the standard deviation of the daily return logarithmic \( G_i(t) \):

\[
\delta = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2},
\]

where \( \bar{x} = 1/n \sum_{i=1}^{n} x_i \).

6. Experiment Results of Other Methods

In order to compare the performance of other forecasting methods, we comparatively studied and analyzed the results of other three forecasting methods on the same data in the experiment. Table 1 shows the experiment results of five prediction methods. Since the LSTM is introduced above, it will not be repeated here. Firstly, SVR, BARDR, and KNR are briefly introduced. Then, the experimental results of these three methods are analyzed in detail.

6.1. SVR. SVR is used as an abbreviation of the Support Vector Regression. The SVR is a widely used regression method. Refer to the manual of the libsvm toolbox, the loss, and penalty function control the training process of machine learning. The libsvm toolbox is support vector machine toolbox software, and this toolbox is mainly used for SVM pattern recognition and regression software package. In the experiment, the SVR used was a linear kernel, which was implemented with liblinear instead of libsvm. The SVR should be extended to large number of samples. The SVR can choose a variety of penalty functions or loss functions. SVR has 10 parameters, and the settings of these parameters are shown in Table 2.

6.2. BARDR. BARDR is short for Bayesian ARD Regression which is used to fit the weight of the regression model. This method assumes that the weight of the regression model conforms to the Gaussian distribution. To better fit the regression model weights, the BARDR uses the ARD prior technique. We assume the distribution of the regression model weights conforms to the Gaussian distribution. The parameter alpha and parameter lambda of BARDR are the precision of the noise distribution and the precisions of the weights distributions, respectively. BARDR has 12 parameters. Table 3 shows the settings of these parameters.

6.3. KNR. KNR is used as an abbreviation of the K-nearest Neighbors Regression. The K-nearest Neighbors Regression model is also a parameterless model. The K-nearest Neighbors Regression just uses the target value of the K-nearest training samples to make a decision on the regression value of the sample to be tested. That is, predict the regression value based on the similarity of the sample. Table 4 shows the KNR 8 parameters and the settings of these parameters.

The experimental results of other four methods and our proposed two methods for five sequences of sin, SP500, HSI, DAX, and ASX are shown in Table 1. In the experiment, we preprocessed the five sequences for those methods. Table 5 shows the length of the experimental data. Table 1 shows the experiment values of \( R^2 \) (R Squared), MAE (Mean Absolute Error), and RMSE (Root Mean Square Error). According to the real results and the predicted results, we try to get smaller experimental value of MAE, RMSE, and \( R^2 \). The smaller the result of MAE or RMSE is, the better experimental values of the method are. However, the larger the result of \( R^2 \) is, the better the prediction effect of the method is.

For comparison, we show the top two results of each sequences in bold, as shown in Table 1. Among the above four traditional methods (SVR, BARDR, KNR, and LSTM) for predicting sin artificial sequences data, BARDR and LSTM are found to be the best methods. When predicting SP500, HSI, and DAX real time-series data, the BARDR method and LSTM method have the best results. However, the BARDR method and SVR method have the best results while predicting ASX real time-series data. Therefore, among the above four traditional methods, the BARDR
**Figure 8:** The trend of the four major stock indexes.

**Table 1:** Prediction results of time series.

| Method          | Sin  | SP500        | HSI           | DAX           | ASX           |
|-----------------|------|--------------|---------------|---------------|---------------|
| **SVR**         |      |              |               |               |               |
| RMSE            | 0.282409 | 1219.904783  | 1334.991215   | 0.653453      | 0.206921      |
| MAE             | 0.238586 | 990.639020    | 1282.862498   | 0.415796      | 0.146022      |
| $R^2$           | 0.968293 | −1.665447     | −1.088731     | 0.938262      | 0.959223      |
| **BARDR**       |      |              |               |               |               |
| RMSE            | 0.012349 | 114.140660    | 326.487107    | 0.387025      | 0.110975      |
| MAE             | 0.011054 | 110.146472    | 233.641980    | 0.256125      | 0.075355      |
| $R^2$           | 0.999939 | 0.998275      | 0.992213      | 0.978343      | 0.988271      |
| **KNR**         |      |              |               |               |               |
| RMSE            | 0.567807 | 1198.484251   | 553.641943    | 0.740763      | 0.303352      |
| MAE             | 0.443162 | 937.309021    | 452.300293    | 0.445212      | 0.186848      |
| $R^2$           | 0.871824 | −1.572662     | −1.239516     | 0.920661      | 0.912361      |
| **LSTM**        |      |              |               |               |               |
| RMSE            | 0.059597 | 30.261563     | 306.481549    | 0.654662      | 0.135236      |
| MAE             | 0.051376 | 19.164119     | 224.250031    | 0.504645      | 0.106639      |
| $R^2$           | 0.998562 | 0.997128      | 0.980270      | 0.962750      | 0.931165      |
| **Proposed LSTM-EMD** | | | | | |
| RMSE            | 0.032478 | 76.562082     | 78.487994     | 0.403972      | 0.066237      |
| MAE             | 0.026175 | 47.317009     | 71.062834     | 0.217733      | 0.045643      |
| $R^2$           | 0.999569 | 0.985523      | 0.987594      | 0.979444      | 0.996174      |
| **Proposed LSTM-EEMD** | | | | | |
| RMSE            | 0.201358 | 48.873311     | 48.783906     | 0.324303      | 0.101511      |
| MAE             | 0.164348 | 38.556500     | 38.564812     | 0.247722      | 0.081644      |
| $R^2$           | 0.982980 | 0.984171      | 0.988451      | 0.986832      | 0.991071      |
and LSTM-EMD have the best prediction effect, and their EEMD methods are all greater than 0.96. BARDR, LSTM, dexes of SVR, BARDR, LSTM, LSTM-SP500 and HSI sequences data. f{ the prediction effect is very regularity and stability. However, the SVR method predicts

| Parameter name | Parameter type | Parameter value |
|----------------|----------------|-----------------|
| epsilon        | Float          | 0.0             |
| Tol            | Float          | 1e-4            |
| C              | Float          | 1.0             |
| n_iter         | Int            | 300             |
| tol            | Float          | 1e-3            |
| alpha_1        | Float          | 1e-6            |
| alpha_2        | Float          | 1e-6            |
| lambda_1       | Float          | 1e-6            |
| lambda_2       | Float          | 1e-6            |
| Compute_score  | Bool           | False           |
| Threshold_lambda | Float        | 10000          |
| fit_intercept  | Bool           | True            |
| Normalize      | Bool           | False           |
| copy_X         | Bool           | True            |
| Verbose        | Bool           | False           |

method and LSTM method are the best methods for the five sequences data.

Carefully observed Table 1, we found that the remaining five methods, in addition to the KNR, all have very good prediction effects on sin sequences. The $R^2$ evaluation indexes of SVR, BARDR, LSTM, LSTM-EMD, and LSTM-EEMD methods are all greater than 0.96. BARDR, LSTM, and LSTM-EMD have the best prediction effect, and their $R^2$ evaluation indexes are all greater than 0.99. Among them, BARDR has the best prediction effect, and its $R^2$ evaluation value is greater than 0.9999. These values show that the method has better prediction effect for the time series of change regularity and stability, especially the BARDR method. Here, the result of choosing one of the six methods shows the prediction effect in Figure 9. To make the resulting map clear and legible, the resulting graph of Figure 9 displays only the last 90 prediction results.

Observing the SVR experiment results in Table 1, we found that the prediction values of this method on DAX, ASX, and sin is better than that of SP500 and HSI time-series data. Figure 10 shows the prediction results of the SVR on ASX, which has a better prediction effect on ASX stock data. Because the change of sin sequence has good regularity and stability, the SVR method is more suitable to predict sequence with good regularity and stability. It can be speculated that the DAX and ASX time-series data have good regularity and stability. However, the SVR method predicts SP500 and HSI sequences data. The prediction effect is very poor. This shows that SP500 and HSI sequences data changes have poor regularity and stability.

Observing the experiment results of the KNR in Table 1, we found this method has similar performance to the SVR method. The prediction results on DAX, ASX, and sin sequence are better than that on SP500 and HSI sequence. Especially for stock SP500 and HSI sequence, the prediction effect is poor. The stock time series is greatly affected by people activities, so the changes in stock sequence are complicated, irregular, and unstable. It can be inferred that the KNR is not suitable to predict the stock sequence, so the KNR is not suitable to predict sequence predictions with unstable and irregular changes.

In Table 1, observing the experiment results of the BARDR and LSTM, we found the performance of the BARDR and LSTM methods is relatively good. These two methods not only have better prediction effects on DAX, ASX, and sin time-series data but also have more significant prediction effects on SP500 and HSI sequence. In particular, the prediction values of stock SP500 and HSI sequences are much better than that of KNR and SVR methods. The changes of stock sequence data are irregular, complex, and unstable, but the prediction effects of the BARDR and LSTM are still very good. It can be concluded that the BARDR and LSTM methods can predict stock time series, so the BARDR and LSTM are more suitable to predict sequence predictions with unstable and irregular changes. Figure 11 shows the prediction results of the BARDR for DAX time-series data, which has a better prediction effect on DAX stock time-series data.

In Table 1, observing the experiment results of the BARDR and LSTM, we found these two methods have good prediction effects on the five different time-series data provided by the experiment. By comparing their experimental results, it is easy to find that the performance of the BARDR is better than the LSTM method. Except that the LSTM is a little better than the BARDR in the SP500 time-series prediction effect, the LSTM is worse than the BARDR in the other four time-series prediction effects. Although the BARDR is better than the LSTM in predicting performance, the BARDR method is several times longer than the LSTM method in experimental time. In addition, although in our experiments, the prediction values of the LSTM is worse than the BARDR method, the experimental time is short and the training parameters used are still very few. In future work, we may be able to improve performance of our proposed methods by increasing the number of neurons and the number of training iterations of the LSTM method. Based on the principle analysis, we think the predictive effect of the LSTM will exceed that of the BARDR method by reasonably increasing the number of neurons and the number of training iterations.

7. Experiments

We selected two types of experiment data to test in this paper in order to better evaluate the prediction effect of this method. The first type of experiment data is artificially simulated data generated automatically by computer. The
The second type of experimental data is real-world stock index data. The model tested through social actual data is the most fundamental requirement for applying our proposed method to some real-world fields. This section conducts detailed research and analysis on the experiment results of two aspects.

7.1. Analysis of Experimental Results Based on Artificial Simulation Data. We use artificially simulated experiment data to verify the effectiveness and correctness of our method. To get effective and accurate experiment result, the artificially generated simulation experiment data should be long enough. Hence, in the experiment, we choose the length of the artificially simulated experiment data to be 10,000, as shown in Table 5.

Before analyzing the experiment results of real-world stock index data, we first use the proposed LSTM-EMD and LSTM-EEMD methods to predict sin simulation sequence. The simulation experiment can verify the effectiveness and correctness of the two proposed methods.

Observing the sin data column of Table 1, we found the three indicators of the LSTM method, LSTM-EMD method, and LSTM-EEMD method are basically equivalent under the same number of neurons and iterations. The three results indicated that these three methods predict effects are similar to the sin simulation time-series data. Among them, the LSTM-EMD method has the best prediction effect, indicating that the method we proposed is effective and can improve the prediction effect of the experiment. Observing
7.2. Analysis of Experiment Results Based on Real Data.

In order to verify the practicability of the proposed LSTM-EMD and LSTM-EEMD prediction methods, we use the two methods proposed in this paper to predict four real-world stock index time series in the financial market. The four time-series are the DAX, ASX, SP500, and HSI. The stock index time series is generated in human society and reflects social phenomena. The time series of stock indexes in the financial market is seriously affected by human factors, so it is complex and unstable. These four time-series are very representative. They come from four different countries or regions and can better reflect the changes in different countries in the world financial market.

By comparing the three evaluation indicators of RMSE, MAE, and $R^2$ of the LSTM, LSTM-EMD, and LSTM-EEMD prediction methods in Table 1, we found the prediction results of the LSTM-EMD prediction method in the four sequence data are better than the LSTM-EMD prediction method. The experimental results show that the LSTM-EMD prediction method is better than the LSTM-EMD prediction method. Figure 12 shows the prediction results of the LSTM-EMD method and the LSTM-EEMD method of HSI time series.

By observing Table 1, it is easy to find that the results of the proposed LSTM-EMD and LSTM-EEMD methods in the three sequences of HSI, DAX, and ASX are much better than the traditional LSTM method. We think that there are two main reasons for obtaining such good experimental results. On the one hand, the method proposed in this paper decomposes HSI, DAX, and ASX time series by EMD or EEMD so that the complex original HSI, DAX, and ASX time series are decomposed into multiple more regular and stable subtime series. The multiple subtime series are easier to predict than the complex original time series. Therefore, the predicting results of multiple subtime series is more accurate than the predicting results of directly predicting complex original time series. On the other hand, although the changes of HSI, DAX, and ASX time series are complicated, they can be decomposed into more regular and stable time series. In order to clearly understand the changes in HSI, DAX, and ASX time series and EMD or EEMD decomposition, Figures 13 and 14 show all changes in EMD or EEMD decomposition of DAX time series, respectively. Figure 8 is the original change of the DAX time series, and all subgraphs in Figures 13 and 14 are the EMD or EEMD decomposition subgraphs of the DAX time series. It is easy to see that the lower EMD or EEMD decomposition subgraphs are gentler, more regular, more stable, more predictable, and have better prediction effects.

Carefully observe the data of the LSTM method, LSTM-EMD method, and LSTM-EEMD method in Table 1 in the three sequences of HSI, DAX, and ASX. It can be found that the proposed LSTM-EEMD method has a better experimental effect than the proposed LSTM-EMD method, and the proposed LSTM-EMD method has a better experimental effect than the traditional LSTM method. The three indicators RMSE, MAE, and $R^2$ used in the experiment all exemplify the above relationship. The smaller the RMSE or MAE experimental value of a method, the better its prediction effect. However, the larger the $R^2$ value of a method, the better its prediction effect.

In this paper, we proposed a hybrid prediction method based on EMD or EEMD. The results of experiment show that the fusion prediction results are more superior to the traditional method for direct prediction of complex original time series in most instances. Although the experiments in this paper comparatively studied two hybrid methods based on EMD or EEMD and four other classical methods, such as SVR, BARDR, KNR, and LSTM. The two hybrid methods based on EMD and EEMD have different effects in different time series, and there are different time-series methods that reflect different experimental
advantages and disadvantages. In actual application, people can choose different methods according to the actual situation and apply it to specific practical fields. In the actual environment, if the results obtained by the method you choose do not meet your expectations, you can choose another method.

8. Conclusion and Future Work

We proposed a hybrid short-term prediction method LSTM-EMD or LSTM-EEMD based on LSTM and EMD or EEMD decomposition methods. The method is based on a complex problem divided and conquered strategy. Combining the
advantages of EMD, EEMD, and LSTM, we used the EMD or EEMD method to decompose the complex sequence into multiple relatively stable and gentle subsequences. Use the LSTM neural network to train and predict each subtime series. The prediction process is simple and requires only two steps to complete. First, we use the LSTM to predict each subtime series value. Then, the prediction results of multiple subtime series are fused to form a complex original time-series prediction result. In the experiment, we selected five data for testing to fully the performance of the method. The comparison results with the other four prediction methods show that the predicted values show higher accuracy. The hybrid prediction method we proposed is effective and accurate in future stock price prediction. Hence, the hybrid prediction method has practical application and reference value. However, there are some shortcomings. The proposed method has some unexpected effects on the experimental results of time series with very orderly changes.

The research and application of analysis and prediction methods on time series have a long history and rapid development, but the prediction effect of traditional methods fails to meet certain requirement of real application on some aspects in certain fields. Improving the prediction effect is the most direct research goal. Taking the study results of this paper as a starting point, we still have a lot of work in the future that needs further research. In the future, we will combine the EMD method or EEMD method with other methods, or use the LSTM method in combination with wavelet or VMD.
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