Abstract

Several works have addressed the problem of incorporating constraints in the reinforcement learning (RL) framework, however majority of them can only guarantee the satisfaction of soft constraints. In this work, we address the problem of satisfying hard state constraints in a model-free RL setting with the deterministic system dynamics. The proposed algorithm is developed for the discrete state and action space and utilizes a multi-class support vector machine (SVM) to represent the policy. The state constraints are incorporated in the SVM optimization framework to derive an analytical solution for determining the policy parameters. This final policy converges to a solution which is guaranteed to satisfy the constraints. Additionally, the proposed formulation adheres to the Q-learning framework and thus, also guarantees convergence to the optimal solution. The algorithm is demonstrated with multiple example problems.

1 Introduction

The growing success of reinforcement learning (RL) algorithms in utilizing data to derive optimal controllers for complex gaming environments [1–4] has prompted researches to test its application to real world problems as well. In particular, physical systems such as robotic systems pose a challenging environment because the RL agent needs to accurately learn the optimal behavior, as well as it also has to satisfy safety constraints on the system to avoid any damage to hardware [5–6]. Despite these difficulties, RL shows potential in tackling problems such as automotive driving [7–8], controlling humanoid robots [9–11] and learning motor skills for industrial robots [12–14]. However, incorporating constraints in the RL framework is still a challenge. In this paper, we propose an algorithm that can incorporate the safety constraints in the RL framework and ensures the safety during learning and execution.

Moldovan and Abbeel [15] highlighted the importance of constrained RL in their work by stating that most physical systems do not satisfy the widely used assumption of ergodicity. That is, in most physical systems, all states cannot be reached from every possible state. This implies that if a system enters an unsafe state, there may not exist a policy which brings it back to a safe state. With the increasing need of deployment of RL algorithms on real systems, the above statement directly links the unsafe exploration phase of RL algorithms to compromising the hardware of real systems. Thus, in the last few decades, researches have gravitated towards the problem of incorporating constraints in the RL framework.
Garcia and Fernandez [16] classified constrained RL algorithms based on whether they were modifying the optimization criteria of the agent [15, 17, 18] or they were modifying the exploration process by incorporating external guidance [19, 21]. However, the former methods can guarantee the satisfaction of soft constraints only. To ensure that the RL agent satisfies hard constraints imposed on the state space, additional information is required to prevent the agent from entering a constrained, unsafe region. For this purpose, some works proposed switching between base-level controllers [22, 24] which are guaranteed to be safe while offering satisfactory behavior in terms of optimizing the reward function. However, some of these works made rather strong assumptions of starting with known base-level safe policies [22, 24] or knowing the Lyapunov function of the system [25]. Other approaches formulated the problem as a constrained Markov Decision Process (CMDP) [26, 28]. However, due to the nonlinear, non-convex nature of the policy function approximator, the heuristic-based gradient descent methods used to solve the optimization problem could not give any convergence guarantees on the solution in tractable time.

To overcome such challenges, the underlying idea of the proposed algorithm is to modify the policy update rule so that it converges to an optimal solution, while guaranteeing the safety during learning. To this end, we propose to use the Support Vector Machine (SVM) as a policy function in order to utilize the decent theoretical nature of it, since it is formulated as quadratic programming.

The rest of this paper is organized as follows: Section 2 formulates a safety-constrained RL problem. We then propose a safety-guaranteed algorithm using the SVM in Section 3. The proposed algorithm is demonstrated with examples in Section 4, and the conclusions and future works are presented in Section 5.

2 Problem Formulation

Given the discrete state space \( X = \{x^{(i)}\}_{i=1}^N \) and the discrete action space \( U = \{u^{(k)}\}_{k=1}^M \), suppose an agent observes a state \( x_t \in X \) and takes an action \( u_t \in U \), at discrete time step \( t \). The environment then moves to the next state \( x_{t+1} \) and returns the reward \( r_{t+1} \), which are determined by the system dynamics:

\[
\begin{align*}
  x_{t+1} &= f(x_t, u_t) \\
  r_{t+1} &= g(x_t, u_t)
\end{align*}
\]

where \( f : X \times U \to X \) is the state transition function (or system dynamics) and \( g : X \times U \to \mathbb{R} \) is the reward function, both of which are assumed to be deterministic. The agent is initialized at \( x_0 \in X_0 \subseteq X \) at \( t = 0 \) and terminates at \( x_f \in X_f \subseteq X \) at \( t = T \). The objective of the agent is to learn a policy function \( \pi : X \to U \) parameterized by \( \theta \), denoted as \( \pi(x; \theta) \), that (i) maximizes the return \( R \) (the cumulative discounted reward) and (ii) satisfies the state constraint vector \( C(x_t) < 0 \) for all \( t \) where \( C : X \to \mathbb{R}^L \) with \( L \) being the total number of constraints, which can be formally represented as:

\[
\begin{align*}
  \max \ R &= \sum_{t=0}^{T} \gamma^t r_{t+1} \\
  \text{s.t.} \quad C(x_t) &< 0 \quad \text{for} \quad t = 0, \cdots, T
\end{align*}
\]

where \( \gamma \in (0, 1) \) is a discount factor.

3 Solution Approach

To guarantee the safety during learning and execution, we assume that the environment dynamics is known a priori, that is, we consider a model-based method, or planning algorithm. For each state \( x \in X \), we define a set of safe actions, \( U_{\text{safe}}(x) \):

**Definition 1** For a state \( x \in X \), assume that it is safe, i.e., \( C(x) < 0 \). A set of safe actions for \( x \) is defined as a set of actions \( u \in U \) such that \( C(f(x, u)) < 0 \), that is,

\[
U_{\text{safe}}(x) = \{ u \in U \mid C(f(x, u)) < 0 \}
\]

We propose a safety-guaranteed reinforcement learning (RL) algorithm based on the Actor-Critic method [29], in which the Critic evaluates the Actor’s policy using a value function to guide the Actor to improve its policy, as shown in Fig. [1]
At each time step $t$, the agent receives an observation of the environment, $x_t$, and takes an action $u_t$. The environment then returns the next state, $x_{t+1}$ and the reward, $r_{t+1}$. By taking $(x_t, u_t, x_{t+1}, r_{t+1})$, the Critic evaluates the current policy $\pi(x; \theta)$ to update its value function, by using $Q$-learning \[30\]:

$$Q(x_t, u_t) \leftarrow (1 - \beta)Q(x_t, u_t) + \beta \left( r_{t+1} + \gamma \max_{u \in U_{\text{safe}}(x_{t+1})} Q(x_{t+1}, u) \right)$$

(4)

where $Q(x, u)$ is the state-action value function and $\beta \in [0, 1]$ is the learning rate. Using the updated $Q$-table, i.e., $Q(x, u)$ for all $x \in X$ and $u \in U$, the Actor constructs a policy table in the form of a labeled dataset:

$$\left\{ x^{(i)}, y^{(i)} = \arg \max_{u \in U_{\text{safe}}(x^{(i)})} Q \left( x^{(i)}, u \right) \right\}_{i=1}^{N}$$

(5)

The policy table means the current best guess of the optimal action for each state, among the safe actions. The Actor then updates its policy parameter $\theta$ so that the policy function $\pi(x; \theta)$ can represent the dataset as much as possible, which can be achieved by using a multi-class classification technique. To guarantee the safety as well as to obtain better provable properties, such as convergence and optimality, we use the Multi-Class Support Vector Machine (MC-SVM) which relies on solving a quadratic programming \[31\]. Given the labeled dataset $\left\{ x^{(i)}, y^{(i)} \right\}_{i=1}^{N}$, the MC-SVM is performed as follows:

- For each $k \in \{1, \cdots, M\}$, a binary dataset $\tilde{y}(k) = \left\{ \tilde{y}^{(i)}(k) \right\}_{i=1}^{N}$ is constructed for each $i = 1, \cdots, N$ as:

$$\tilde{y}^{(i)}(k) = \begin{cases} +1 & \text{if } y^{(i)} = k \\ -1 & \text{if } y^{(i)} \neq k \end{cases}$$

(6)

- We then solve a binary SVM optimization:

$$\min_{\alpha(k)} W(\alpha(k)) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha^{(i)}(k) \alpha^{(j)}(k) \tilde{y}^{(i)}(k) \tilde{y}^{(j)}(k) K \left( x^{(i)}, x^{(j)} \right) - \sum_{i=1}^{N} \alpha^{(i)}(k)$$

subject to $\sum_{i=1}^{N} \alpha^{(i)}(k) \tilde{y}^{(i)}(k) = 0$

$$\alpha^{(i)}(k) \in [0, U_b], \quad \forall i = 1, 2, \cdots, N$$

(7)

where $\alpha(k) = \left\{ \alpha^{(i)}(k) \right\}_{i=1}^{N}$ is the set of Lagrangian multipliers, $U_b$ is a regularization parameter for the trade-off between low classification error and high generalization performance, and $K \left( x^{(i)}, x^{(j)} \right)$ is a similarity measure between two states $x^{(i)}$ and $x^{(j)}$. We use the Gaussian kernel, which is widely used when there is no prior knowledge about the data:

$$K \left( x^{(i)}, x^{(j)} \right) = \exp \left( -\eta \| x^{(i)} - x^{(j)} \|^2 \right)$$

(8)

where $\eta$ is a design parameter.

Figure 1: Proposed Actor-Critic framework using MC-SVM
We derive an analytical solution to determine the Lagrangian multipliers \( \alpha \) which guarantees that the policy function in (10) is the same as the given label \( y \).

### Theorem 2

Let the Lagrangian multipliers \( \alpha \) be numerically, thereby reducing the computational time required to determine the binary SVM optimization. By developing a closed-form solution, we can bypass solving the optimization problem numerically, thereby reducing the computational time required to determine the binary SVM optimization. We define the sets \( I^+ \) and \( I^- \) as the sets of state indices corresponding to the positive and negative labels, respectively.

#### Theorem 1

Let the Lagrangian multipliers \( \alpha \) corresponding to \( I^+ \) and \( I^- \) be \( \alpha^+ \) and \( \alpha^- \), respectively. For \( \eta \to \infty \), the analytic solution

\[
\alpha^+ \approx \frac{2N^-}{N} \quad \text{and} \quad \alpha^- \approx \frac{2N^+}{N}
\]

where \( N^+ = |I^+| \) and \( N^- = |I^-| \) are the cardinalities of \( I^+ \) and \( I^- \), respectively, yields the binary decision-value function to be given as

\[
h_k(x) = \operatorname{sgn} \left( \frac{4N^+_k N^-_k}{N^+_k + N^-_k} \right)
\]

which guarantees that the policy function in (10) is the same as the given label \( y \) for all \( x \in X \), i.e., \( y(x) = \pi(x; \theta) \) for all \( x \) where \( \theta = \{ \hat{y}_k \} \) is the policy parameter.

#### Proof

See Appendix.

With the updated policy function, the agent selects an action using the \( \epsilon \)-greedy policy to account for the balanced exploitation and exploration:

\[
u_t = \begin{cases} 
\pi(x_t; \theta) & \text{w.p. } 1 - \epsilon \\
\text{any } u \in \mathcal{U}_{\text{safe}}(x_t) & \text{w.p. } \frac{\epsilon}{||\mathcal{U}_{\text{safe}}(x_t)||}
\end{cases}
\]

where \( \epsilon \) is a probability of choosing an action from the set of safe actions. The proposed algorithm described above is summarized in Algorithm 1.

We then present the theoretical results of Algorithm 1 in terms of convergence, optimality, and safety.

#### Theorem 2

1. **Convergence and optimality**: The Q-learning algorithm \( \mathcal{A} \) converges to the optimal value function, \( Q^*(x, u) \).

2. **Safety**: For any state \( x \), the policy function \( \pi(x; \theta) \) using (10) and (12) satisfies the constraint \( C(f(x, u)) < 0 \) during learning and execution.

#### Proof

For the first statement, the Actor using the MC-SVM makes the proposed algorithm equivalent to Q-learning because the policy function is guaranteed to be the same as the given labels from the Q-table, as in Theorem 1. Therefore, the theorem of Q-learning proves that the proposed algorithm converges to the optimal policy. The second statement is true by construction. In the proposed algorithm, the Critic only considers actions in the set of safe actions \( \mathcal{U}_{\text{safe}}(x) \) for each state \( x \). Therefore, all the actions included in the labeled dataset are safe actions. From Theorem 1, the policy function ensures that the constraints are satisfied during learning and execution.
Algorithm 1: Safety-guaranteed RL based on MC-SVM

1. Initialize $\pi(x; \theta), Q(x, u) \forall x \in \mathcal{X}, u \in \mathcal{U}$
2. repeat
3. Initialize $x_0$
4. repeat
5. Observe $x_t$ and take an action $u_t$ using $\epsilon$-greedy in (13).
6. The environment returns the next state $x_{t+1}$ and the reward $r_{t+1}$.
7. Update the $Q$-table at $(x_t, u_t)$ based on (4).
8. Construct a policy table from the updated $Q$-table using (5).
9. Update the policy function parameter $\theta$ using (10) and (12) and $t \leftarrow t + 1$.
10. until $x_t \in \mathcal{X}_f$
11. until convergence;

Figure 2: Four different examples: (a) $n \times n$ grid world, (b) maze world, (c) 15x9 grid world with both fixed and moving obstacles, and (d) Crossy Road-like game

4 Numerical Results

To demonstrate that the proposed algorithm converges to the optimal policy function while satisfying all the constraints, we applied the proposed algorithm in two domains: (1) grid world with fixed obstacles only and (2) grid world with both fixed and moving obstacles, as shown in Fig. 2. The simulations were performed on a computer equipped with an Intel(R) Core(TM) i7-9750H and 16 GB of RAM running a 64-bit version of MATLAB R2016a.

The goal of the agent is to start from the initial state (blue) and reach the final state (green) with the minimum traveled distance, while avoiding the obstacles. There are four actions available to the agent at each state: right, up, left, and down, and the state is the two dimensional position.

The fixed obstacle cases (Fig. 2(a) and (b)) were run with learning rate $\beta = 0.07$ and discount factor $\gamma = 1.0$. In $n \times n$ grid world, Fig. 3(a) shows the convergence trend of the $Q$-table for the size of the grid world varying from $4 \times 4$ to $9 \times 9$, in which the vertical axis denotes the total change in the $Q$-table over an episode while the horizontal axis denotes the number of episodes required for convergence, i.e. when the change in the values of the $Q$-table is less than a threshold. In the maze world, the proposed algorithm converged within 3,000 episodes, as shown in Fig. 4(a). In Fig. 5(b)
Figure 3: The simulation results for $n \times n$ grid world: the convergence trend (for $n = 4, \cdots, 9$; left) and the converged policy (for $n = 4$; right).

Figure 4: The simulation results for $15 \times 15$ maze world: the convergence trend (left) and the optimal policy (right).

and Fig. 4(b), it is shown that the proposed algorithm successfully converged to a safe and optimal policy.

The examples in Fig. 2(c) and (d) consider both fixed and moving obstacles. The state is the concatenation of the agent state and moving obstacle state. In the $15 \times 9$ grid world with a moving obstacle, there are fixed obstacles (in black) and an obstacle (in red) moving around the middle block. In the Crossy Road-like game, there are fixed obstacles (trees, houses, and buildings) and moving obstacles (cars, trucks, and a train) with different speeds. For the both examples, Fig. 5 shows the convergence results. As shown in Fig. 6 and 7, the agent follows the optimal policy and arrives in the final state without colliding with any obstacles.

5 Conclusions and Future Work

In this paper, we proposed an algorithm for safety-guaranteed reinforcement learning using Multi-Class Support Vector Machine (MC-SVM), based on the Actor-Critic framework. An analytic solution was derived for the MC-SVM for the Actor’s policy function, which converges to a solution guaranteed to satisfy the constraints. Additionally, the proposed formulation adheres to the $Q$-learning framework and hence also guarantees convergence to the optimal solution. The simulation results demonstrated that the final policy converges to the safe and optimal solution.

Extending the proposed algorithm to the continuous state and/or action domain is a challenging task. Training an SVM requires a finite number of states but discretizing the continuous state space is not feasible for complex problems due to the curse of dimensionality. However, there exists work which has used an SVM to learn the $Q$-value function in the continuous state space [33] by using the
number of time steps in an episode as a finite measure to train the SVM instead of the states. This idea can be potentially extended to incorporate constraints in the continuous state space.

**Broader Impact**

Our work is theoretical enough that there is no particular application foreseen.
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Appendix

For the notational simplicity, the subscript \((k)\), which represents each class of the labels, \(k \in \{1, \ldots, M\}\), is omitted in this appendix. Also, we denote the kernel as \(K_{ij} := K(\mathbf{x}^{(i)}, \mathbf{x}^{(j)})\). For the kernel as a similarity measure, it takes the maximum value, \(K_{\max}\), when the two arguments are the same, i.e., \(i = j\). Especially for the Gaussian kernel used in this paper, the maximum value is \(K_{\max} = 1\) from \(\delta\). We also denote \(\Delta K_{ij} := K_{\max} - K_{ij}\). Note that \(K_{ij} = K_{ji}\), and hence, \(\Delta K_{ij} = \Delta K_{ji}\).

**Lemma 1** The binary decision-value function in (6), \(\tilde{h}(\mathbf{x}^{(l)})\) for \(l \in \{1, \ldots, N\}\), has the same sign with \(\tilde{h}(\mathbf{x}^{(l)})\):

\[
\tilde{h}(\mathbf{x}^{(l)}) := h(\mathbf{x}^{(l)}) \sum_{i=1}^{N} \alpha^{(i)} = \sum_{i=1}^{N} \left( \alpha^{(i)} \right)^2 \left( -2\tilde{y}^{(i)} \right) \Delta K_{li} + \frac{1}{2} \sum_{i,j=1}^{N} \alpha^{(i)} \alpha^{(j)} \left( \tilde{y}^{(i)} + \tilde{y}^{(j)} \right) \left( \Delta K_{ij} - \Delta K_{li} - \Delta K_{lj} \right)
\]

(14)

*Proof.* We note that the offset \(b\) in (5) can be computed after the binary SVM optimization (7) is solved for \(\alpha\) and it contains a logical expression, that is, it is computed for any \(x\) with \(\alpha \neq 0\). To derive an analytic solution, we first incorporate the offset term into the binary decision-value function. Let us define the pseudo-offset, \(\tilde{b}^{(i)}\), for \(i = 1, \ldots, N\), as

\[
\tilde{b}^{(i)} := \tilde{y}^{(i)} - \sum_{j=1}^{N} \alpha^{(j)} \tilde{y}^{(j)} K_{ij}
\]

(15)

Note that the offset \(b\) is constant as \(b = \tilde{y}^{(i)} - \sum_{j=1}^{N} \alpha^{(j)} \tilde{y}^{(j)} K_{ij}\) only for the support vectors, i.e., \(\mathbf{x}^{(i)}\) with \(\alpha^{(i)} \neq 0\). Using this fact, we can write

\[
\sum_{i=1}^{N} \alpha^{(i)} \tilde{b}^{(i)} = b \sum_{\alpha^{(i)} \neq 0} \alpha^{(i)} = b \sum_{i=1}^{N} \alpha^{(i)}
\]

(16)

Multiplying (9) by \(\sum_{i=1}^{N} \alpha^{(i)}\), we get

\[
\tilde{h}(\mathbf{x}^{(l)}) = h(\mathbf{x}^{(l)}) \sum_{i=1}^{N} \alpha^{(i)} = h(\mathbf{x}^{(l)}) \sum_{i,j=1}^{N} \alpha^{(i)} \alpha^{(j)} \tilde{y}^{(i)} K_{ij} + b \sum_{i=1}^{N} \alpha^{(i)}
\]

(17)

\[
= \sum_{i,j=1}^{N} \alpha^{(i)} \alpha^{(j)} \tilde{y}^{(i)} K_{ij} + \sum_{i=1}^{N} \alpha^{(i)} \tilde{b}^{(i)}
\]

(18)

Since \(\sum_{i=1}^{N} \alpha^{(i)} \geq 0\) because \(\alpha^{(i)} \in [0, U_{\delta}]\) as in (7), the signs of \(\tilde{h}\) and \(h\) are the same. The second term in (17) is removed by incorporating the equality constraint given in (7), and hence,

\[
\tilde{h}(\mathbf{x}^{(l)}) = \sum_{i,j=1}^{N} \alpha^{(i)} \alpha^{(j)} \tilde{y}^{(i)} (K_{ij} - K_{li})
\]

(19)

By (18), we now have the offset term incorporated into the binary decision-value function. By further expanding the terms,

\[
\tilde{h}(\mathbf{x}^{(l)}) = \sum_{i=1}^{N} \alpha^{(i)} \left( \alpha^{(i)} \tilde{y}^{(i)} - \alpha^{(i)} \tilde{y}^{(i)} \right) (K_{\max} - K_{li}) + \sum_{i,j=1}^{N} \alpha^{(i)} \alpha^{(j)} \tilde{y}^{(i)} (K_{li} - K_{ij})
\]

(20)
By subtracting and adding the terms, we get

\[
\tilde{h}\left(x^{(i)}\right) = \sum_{i=1, i \neq l}^{N} \alpha^{(i)} \left( \alpha^{(i)} y^{(i)}(l) - \alpha^{(i)} \tilde{y}^{(i)}(l) - \tilde{y}^{(i)} \sum_{j=1, j \neq l}^{N} \alpha^{(j)} + \tilde{y}^{(i)} \sum_{j=1, j \neq l}^{N} \alpha^{(j)} \right) (K_{\text{max}} - K_{li})
\]

\[+ \sum_{i,j=1, i,j \neq l, i \neq j}^{N} \alpha^{(i)} \alpha^{(j)} \tilde{y}^{(i)}(l) (K_{li} - K_{ij}) \quad (20)\]

\[
= \sum_{i=1, i \neq l}^{N} \alpha^{(i)} \left( \alpha^{(i)} y^{(i)}(l) - \tilde{y}^{(i)} \sum_{j=1, j \neq l}^{N} \alpha^{(j)} \right) \Delta K_{li} + \sum_{i,j=1, i,j \neq l, i \neq j}^{N} \alpha^{(i)} \alpha^{(j)} \tilde{y}^{(i)}(l) \Delta K_{ij}
\]

Using the equality constraint, we have \(\alpha^{(i)} \tilde{y}^{(i)}(l) = - \sum_{i=1}^{N} \tilde{y}^{(i)} \alpha^{(i)}\), which yields

\[
\tilde{h}\left(x^{(l)}\right) = \sum_{i=1, i \neq l}^{N} \alpha^{(i)} \left( - \sum_{j=1, j \neq l}^{N} \tilde{y}^{(j)} \alpha^{(j)} - \tilde{y}^{(i)} \sum_{j=1, j \neq l}^{N} \alpha^{(j)} \right) \Delta K_{li} + \sum_{i,j=1, i,j \neq l, i \neq j}^{N} \alpha^{(i)} \alpha^{(j)} \tilde{y}^{(i)}(l) \Delta K_{ij}
\]

\[= \sum_{i=1, i \neq l}^{N} \alpha^{(i)} \left( -2 \tilde{y}^{(i)}(l) \right) \Delta K_{li} + \sum_{i,j=1, i,j \neq l, i \neq j}^{N} \alpha^{(i)} \alpha^{(j)} \left( -\tilde{y}^{(i)}(l) \right) \Delta K_{ij}
\]

\[+ \sum_{i,j=1, i,j \neq l, i \neq j}^{N} \alpha^{(i)} \alpha^{(j)} \left( -\tilde{y}^{(i)}(l) \right) \Delta K_{ij} + \sum_{i,j=1, i,j \neq l, i \neq j}^{N} \alpha^{(i)} \alpha^{(j)} \tilde{y}^{(i)}(l) \Delta K_{ij}
\]

\[= \sum_{i=1, i \neq l}^{N} \alpha^{(i)} \left( -2 \tilde{y}^{(i)}(l) \right) \Delta K_{li} + \sum_{i,j=1, i,j \neq l, i \neq j}^{N} \alpha^{(i)} \alpha^{(j)} \tilde{y}^{(i)}(l) \left( \Delta K_{ij} - \Delta K_{li} - \Delta K_{ij} \right)
\]

\[= \sum_{i=1, i \neq l}^{N} \alpha^{(i)} \left( -2 \tilde{y}^{(i)}(l) \right) \Delta K_{li} + \frac{1}{2} \sum_{i,j=1, i,j \neq l, i \neq j}^{N} \alpha^{(i)} \alpha^{(j)} \left( \tilde{y}^{(i)}(l) + \tilde{y}^{(j)}(l) \right) \left( \Delta K_{ij} - \Delta K_{li} - \Delta K_{ij} \right)
\]

Since \(\tilde{h}\) and \(\hat{h}\) operate equivalently in the process of the MC-SVM, we denote \(\tilde{h}\) as \(h\) afterwards.

**Theorem 1** Let the Lagrangian multipliers \(\alpha^{(i)}\) corresponding to \(I^+\) and \(I^-\) be \(\alpha^+\) and \(\alpha^-\), respectively. For \(\eta \to \infty\), the analytic solution

\[
\alpha^+ = \frac{2N^-}{N} \quad \text{and} \quad \alpha^- = \frac{2N^+}{N}
\]

where \(N^+ = |I^+|\) and \(N^- = |I^-|\) are the cardinalities of \(I^+\) and \(I^-\), respectively, yields the binary decision-value function to be given as

\[
h\left(x^{(i)}\right) = \text{sgn} \left( \tilde{y}^{(i)}(l) \right) \frac{4N^+N^-}{N^+ + N^-}
\]

which guarantees that the policy function in (10) is the same as the given label \(y\) for all \(x \in \mathcal{X}\), i.e., \(\tilde{y}^{(i)} = \pi \left( x^{(i)}; \theta \right) \) for all \(i\) where \(\theta = \{ y_h \}_{h=1}^{M}\) is the policy parameter.
Proof. Assume that $N^+ \neq 0$ and $N^- \neq 0$, that is, there is at least one positive or negative label in the binary dataset. For the Gaussian kernel, if $\eta \to \infty$, $K_{ij}$ becomes zero if $i \neq j$, and hence $\Delta K_{ij} = K^\max - 1$. If $i = j$, $\Delta K_{ii} = K^\max - K_{ii} = K^\max - K^\max = 0$. With this fact and $\alpha^+$ and $\alpha^-$ given in Theorem 1, the objective function in (7) becomes

$$W = \frac{1}{2} \left\{ N^+ (\alpha^+)^2 + N^- (\alpha^-)^2 \right\} - (N^+ \alpha^+ + N^- \alpha^-)$$  \hspace{1cm} (22)

From the equality constraint in (6), we have $N^+ \alpha^+ = N^- \alpha^-$. Plugging $\alpha^+ = \frac{N^-}{N^+} \alpha^-$ into (22) and taking the derivative of $W$ with respect to $\alpha^-$ yields the analytic solutions in (11).

For $\eta \to \infty$, the binary decision-value function in (14) becomes

$$\tilde{h} (x^{(l)}) = -\frac{1}{N} \sum_{i \neq l} (\alpha^{(i)})^2 \left( 2\tilde{y}^{(i)} \right) - \frac{1}{2} \sum_{i,j \neq l, i \neq j} \alpha^{(i)} \alpha^{(j)} \left( \tilde{y}^{(i)} + \tilde{y}^{(j)} \right)$$  \hspace{1cm} (23)

Suppose that the label corresponding to the state $x^{(l)}$ is given as positive, i.e., $\tilde{y}^{(l)} = +1$. Then, for the other $N-1$ states, there are $N^+ - 1$ positive labels and $N^-$ negative labels, which yields

$$\tilde{h} (x^{(l)}) = - (\alpha^+)^2 (N^+ - 1) - (\alpha^-)^2 (2)(N^-)$$

$$- \frac{1}{2} (\alpha^+)^2 (2) P_{N^+,1} - \frac{1}{2} (\alpha^-)^2 (2) P_{N^-,1}$$  \hspace{1cm} (24)

$$= - N^+ (N^+ - 1) (\alpha^+)^2 + N^- (N^- + 1) (\alpha^-)^2$$

where $P_{n,r}$ represents the $r$-permutations of $n$, computed as $P_{n,r} = \frac{n!}{(n-r)!}$. Plugging (11) into (24) leads to

$$\tilde{h} (x^{(l)}) = \frac{4N^+ N^-}{N^+ + N^-}$$  \hspace{1cm} (25)

Similarly, if $\tilde{y}^{(l)} = -1$, we have

$$\tilde{h} (x^{(l)}) = - \frac{4N^+ N^-}{N^+ + N^-}$$  \hspace{1cm} (26)

By combining (25) and (26), we obtain the binary decision-value function as in (12).

For the state $x^{(l)}$, suppose that its multi-class label is given as $y^{(l)} = m \in \{1, \cdots, M\}$. For each $k \in \{1, \cdots, M\}$, by (6), the binary labels corresponding to $x^{(l)}$ are constructed as $\tilde{y}_{(m)} = +1$ and $\tilde{y}_{(k)} = -1$ for all $k \neq m$. Therefore, from (12), the binary decision-value function is positive only for $k = m$ and negative for all $k \neq m$. From (10), the policy function is then given as $\pi (x^{(l)}; \theta) = m$, which is the same as the given label $y^{(l)} = m$.

As a final note, consider the case where either $N^+ (\hat{k})$ or $N^- (\hat{k})$ for a label (or an action) $\hat{k} \in \{1, \cdots, M\}$ is zero during a certain step of Algorithm 1. Consider a case when the action $\hat{k}$ does not appear for any of the states, which leads to $N^+ (\hat{k}) = 0$. This makes the corresponding binary decision-value function zero, i.e.,

$h_{(\hat{k})} (x^{(l)}) = 0$, for all $i \in \{1, \cdots, N\}$. However, since each state $x$ must be assigned to an action other than $\hat{k}$, say $m \neq \hat{k}$, it has the only one positive decision-value $h_{(m)} (x) > 0$ and the negative ones $h_{(k)} (x) < 0$ for all $k \neq \hat{k}$, $m$, thereby (10) being equal to $m$. This holds whenever at least two of $M$ actions are selected by the states. \hfill \square

Remark 1. If all the states are assigned to the same action $\hat{k}$, then $N^+ (\hat{k}) = 0$ and $N^- (\hat{k}) = 0$ for all $k \neq \hat{k}$, which leads to $h_{(\hat{k})} (x^{(l)}) = 0$ for all $i$ and $k$. This may be due to the current policy function or the random exploration, as in (13). In this case, the agent should go to Line 5 of Algorithm 1 until at least two actions are selected by the states in the policy table, in Line 8 of Algorithm 1.