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Abstract

We consider an homogenization problem for the second order elliptic equation \(-\Delta u^\varepsilon + \frac{1}{\varepsilon} V(./\varepsilon) u^\varepsilon + \nu u^\varepsilon = f\) when the highly oscillatory potential \(V\) belongs to a particular class of non-periodic potentials. We show the existence of an adapted corrector and prove the convergence of \(u^\varepsilon\) to its homogenized limit.

1 Introduction

Our purpose is to homogenize the stationary Schrödinger equation :

\[
\begin{cases}
-\Delta u^\varepsilon + \frac{1}{\varepsilon} V(./\varepsilon) u^\varepsilon + \nu u^\varepsilon = f & \text{on } \Omega, \\
u u^\varepsilon = 0 & \text{on } \partial\Omega,
\end{cases}
\]

where \(\Omega\) is a bounded domain of \(\mathbb{R}^d\) \((d \geq 1)\), \(f\) is a function in \(L^2(\Omega)\), \(\varepsilon > 0\) is a small scale parameter, \(V \in L^\infty(\mathbb{R}^d)\) is an highly oscillatory non-periodic potential that models a perturbed periodic geometry and \(\nu \in \mathbb{R}^d\) is a fixed scalar. The potential \(V\) is assumed to have a vanishing "average" in the following sense :

\[
\lim_{\varepsilon \to 0} V(./\varepsilon) = 0 \quad \text{in } L^\infty(\mathbb{R}^d) - \star,
\]

which is a necessary assumption to expect the convergence of \(u^\varepsilon\) to a non trivial function \(u^\ast\) when \(\varepsilon\) converges to 0 due to the exploding term \(\frac{1}{\varepsilon} V(./\varepsilon)\) in \((1)\). In order to avoid some technical details, we also assume that \(\Omega\) is sufficiently regular, say \(C^1\).

When the potential \(V = V_{\text{per}}\) is periodic, the homogenization problem \((1)\) is well known, see for instance [5] Chapter 1, Section 12. The behavior of \(u^\varepsilon\) is then described using a corrector \(w_{\text{per}}\), that is the periodic solution (unique up to the addition of an irrelevant constant) to

\[
\Delta w_{\text{per}} = V_{\text{per}} \quad \text{on } \mathbb{R}^d.
\]

More precisely, \(u^\varepsilon\) converges, strongly in \(L^2(\Omega)\) and weakly in \(H^1(\Omega)\), to the unique solution \(u^\ast\) in \(H^1(\Omega)\) to

\[
\begin{cases}
-\Delta u^\ast + (V_{\text{per}}) u^\ast + \nu u^\ast = f & \text{on } \Omega, \\
u u^\ast = 0 & \text{on } \partial\Omega,
\end{cases}
\]

where the homogenized potential \((V_{\text{per}})\) is the scalar constant defined by

\[
(V_{\text{per}})^* = (V_{\text{per}} w_{\text{per}}) = -(|\nabla w_{\text{per}}|^2),
\]
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the rightmost equality being a consequence of the virial theorem applied to the setting of \( [3] \), in that case a simple application of the Green formula.

We note that the well-posedness of \( [1] \) requires an additional assumption. In [3], the homogenization of \( [1] \) is performed under the (sufficient) assumption

\[
\mu_1 + \langle V_{\text{per}} w_{\text{per}} \rangle + \nu > 0,
\]

where \( \mu_1 \) is the first eigenvalue of \( -\Delta \) on \( H^1_0(\Omega) \). The existence and uniqueness of \( u^\varepsilon \), for \( \varepsilon \) sufficiently small, is then a consequence of the convergence of \( \lambda^\varepsilon_1 \), the first eigenvalue of the operator \( -\Delta + \frac{1}{\varepsilon} V(\cdot/\varepsilon) + \nu \) with homogeneous Dirichlet boundary conditions, to \( \mu_1 + \langle w_{\text{per}} V_{\text{per}} \rangle + \nu \). One can remark that assumption \( (5) \) only depends on the properties of the potential \( V_{\text{per}} \) since \( w_{\text{per}} \) is solution to \( (3) \).

The behavior of \( u^\varepsilon \) can also be made explicit using the periodic corrector. The sequence of remainders

\[
R^\varepsilon = u^\varepsilon - u^* - \varepsilon u^* w_{\text{per}}(\cdot/\varepsilon)
\]

is shown to strongly converge to 0 in \( H^1(\Omega) \). The convergence of the eigenvalues of \( -\Delta + \frac{1}{\varepsilon} V(\cdot/\varepsilon) + \nu \) is also studied in [23, 12]. Respectively denoting by \( \lambda^\varepsilon_l \) and \( \lambda^l_\ast \) the lowest \( l \)th eigenvalue (counting multiplicities) of \( -\Delta + \frac{1}{\varepsilon} V(\cdot/\varepsilon) + \nu \) and \( -\Delta + \langle w_{\text{per}} V_{\text{per}} \rangle + \nu \), the results of [23, Theorem 1.4] show the existence of a constant \( C > 0 \) such that \( |\lambda^\varepsilon_l - \lambda^l_\ast| \leq C|\lambda^l_\ast|^{3/2} \varepsilon \). All these results are essentially established using two specific properties of the corrector \( w_{\text{per}} \) : the strict sublinearity at infinity, that is the uniform convergence to 0 of \( \varepsilon w_{\text{per}}(\cdot/\varepsilon) \), and the weak convergence of the periodic function \( |\nabla w_{\text{per}}(\cdot/\varepsilon)|^2 \) to its average. For completeness, let us also mention that both elliptic and parabolic variants of \( [1] \) have also been studied in [2, 23, Chapter 1, Section 5] and were alternatively considered in the case where the potential \( V \) is random and stationary, see for instance [3, 4, 13].

The aim of the present contribution is to extend the results of the elliptic periodic case to an elliptic deterministic non-periodic setting that models a periodic geometry perturbed by a certain class of so-called defects which we make precise in the next section.

### 1.1 The non-periodic case: mathematical setting and assumptions

Throughout this work, we denote by \( B_R \) the ball of radius \( R > 0 \) centered at the origin and by \( B_R(x) \) the ball of radius \( R \) and center \( x \in \mathbb{R}^d \), by \( |A| \) the volume of any measurable subset \( A \subset \mathbb{R}^d \) and by \( A/\varepsilon = \left\{ \frac{x}{\varepsilon} \mid x \in A \right\} \) the scaling of \( A \) by \( \varepsilon > 0 \). In addition, for a normed vector space \( (X, \| \cdot \|_X) \) and a \( d \)-dimensional vector \( f \in X^d \), we use the notation \( \| f \|_X \equiv \sum_{i=1}^d \| f_i \|_X \).

The class of potentials \( V \) we consider in this paper consists of those that read as

\[
V(x) = g_{\text{per}} + \sum_{k \in \mathbb{Z}^d} \varphi(x - k - Z_k),
\]

where \( g_{\text{per}} \) is a \( Q \)-periodic function (where \( Q = [0, 1]^d \) denotes the unit cell of \( \mathbb{R}^d \)), \( \varphi \) belongs to \( \mathcal{D}(\mathbb{R}^d) \), the space of smooth compactly supported functions, and \( Z = (Z_k)_{k \in \mathbb{Z}^d} \) is a vector-valued sequence that satisfies

\[
Z \in \left( l^\infty(\mathbb{Z}^d) \right)^d.
\]

In a certain sense, the potential \( V \) is a perturbation of the periodic potential

\[
V_{\text{per}} = g_{\text{per}} + \sum_{k \in \mathbb{Z}^d} \varphi(x - k)
\]

by the "defect"

\[
\tilde{V} = \sum_{k \in \mathbb{Z}^d} \left( \varphi(x - k - Z_k) - \varphi(x - k) \right).
\]

A simple calculation shows that assumption \( (2) \) satisfied by \( V \) is actually equivalent to

\[
\int_{\mathbb{R}^d} \varphi = -\langle g_{\text{per}} \rangle,
\]
where $\langle g_{\text{per}} \rangle$ is the average of the $Q$-periodic function $g_{\text{per}}$. In this work, we additionally assume that
\[ g_{\text{per}} \in C^{0,\alpha}(\mathbb{R}^d), \text{ for some } \alpha \in ]0,1[, \]
where $C^{0,\alpha}(\mathbb{R}^d)$ denotes the space of $\alpha$-Hölder continuous functions. This assumption ensures that the periodic corrector $w_{\text{per}}$, solution to $\Delta w_{\text{per}} = V_{\text{per}}$, belongs to $L^\infty(\mathbb{R}^d)$, as a consequence of the Schauder regularity theory.

The specific form (6) of the potential $V$ is inspired by the work [11], related to the minimization of the energy of an infinite non-periodic system of particles. In this work were introduced several algebras generated by functions of the form $\sum_{k \in \mathbb{Z}^d} \varphi(x - X_k)$ together with general assumptions related to the distribution of the points $X_k$. For some particular sets $\{X_k\}_{k \in \mathbb{Z}^d}$, this setting has been employed as a motivation to introduce several linear elliptic homogenization problems for local perturbations of a periodic geometry in [3 [4 [5 [6]. In these cases, $X_k = k + Z_k$, where $Z_k$ is a compactly supported sequence. Stochastic cases with stationary coefficients were also considered in [10] using sets of random points $X_k(\omega)$. Although the homogenization of (1) in the whole generality of the sequence $X_k$ introduced in [11] is to date an open mathematical question, the aim of the present contribution is to introduce a somewhat general case of sequences of the form $X_k = k + Z_k$ that model non-local perturbations of a periodic setting when $Z_k$ does not vanish or only slowly vanishes at infinity, and for which the homogenization problem can be addressed. This work is also motivated by the hope to establish a theory of homogenization for the diffusion operator $-\text{div}(a(\cdot/\epsilon)\nabla)$, for a coefficient of the form $\sum_{k \in \mathbb{Z}^d} \varphi(x - X_k)$, or of a related general form.

To some extent, equation (11) is a bilinear version ($V$ multiplies the unknown function $w^\per$) of the diffusion equation $-\text{div}(a(\cdot/\epsilon)\nabla w^\per) = f$ where $a$ and $w^\per$ are, on the other hand, fully entangled.

One of the main difficulties in the non-periodic setting [6] is the study of the corrector equation
\[ \Delta w = V \text{ on } \mathbb{R}^d, \]
which, in sharp contrast with the periodic setting, cannot be reduced to an equation posed on a bounded domain. In particular, this prevents us from using classical techniques (the Lax-Milgram lemma for instance) to solve this equation. A natural approach to show the existence of a solution to (12) consists in finding a solution of the form $w = G * V$, where $G$ denotes the Green function associated with $\Delta$ on $\mathbb{R}^d$. For $d \geq 3$, it is well-known that $G$ is of the form $G(x) = C(d) \frac{1}{|x|^{d-2}}$, where the constant $C(d)$ only depends on the ambient dimension, and the difficulty for solving our problem is therefore threefold. First, the existence of such a solution $w$ has to be established, the definition of $G * V$ being not obvious since the potential $V$ is non-periodic and is only known to belong to $L^\infty(\mathbb{R}^d)$. Second, we have to establish its strict sub-linearity at infinity in the sense that $\epsilon w^\per(\cdot/\epsilon)$ converges to 0 on $\Omega$. We shall recall that the weak convergence of $\nabla w^\per(\cdot/\epsilon)$ to 0 is actually sufficient to show the latter property (see Lemma 3). Third, we have to rigorously establish that the homogenized potential appearing in (1) is the weak limit of $|\nabla w|^2(\cdot/\epsilon)$ when $\epsilon$ converges to 0. In particular, for our purpose, we have to prove some bounds, uniform with respect to $\epsilon$ and satisfied by $\nabla w$ on $\Omega/\epsilon$, at least in $L^2$.

To address the question related to the existence of a solution $w$ to (12), our approach first consists in using the specific structure of $V$, that is a perturbation of the periodic potential [8] by [9] in order to find a corrector of the form
\[ w = w_{\text{per}} + \tilde{w}, \]
where $\Delta w_{\text{per}} = V_{\text{per}}$ and $\nabla \tilde{w}$ formally reads as
\[ \nabla \tilde{w} = \sum_{k \in \mathbb{Z}^d} \nabla G * (\varphi(\cdot - k - Z_k) - \varphi(\cdot - k)). \]

Since $\nabla G(x - k)$ behaves as $\frac{1}{|x - k|^{d-1}}$ at infinity, obtaining in the right hand side of (14) a series that normally converges requires to increase by more than one the exponent in the rate of decay with respect to $k$ for large $k$. At the very least, a decay in $\frac{1}{|k|^{d-1}}$, that is a critical decay in the ambient dimension $d$, is sufficient. But then $\nabla \tilde{w}$ will be expected to only be a $BMO$ function (where $BMO$ denotes the space of functions with bounded mean oscillations, see [24] Chapter
For the time being, let us observe that the gain in the rate of decay must come from a suitable
combination of, on the one hand, the properties of the function \( \varphi \), or functions constructed from
\( \varphi \), appearing in the right hand side of (14), and, on the other hand, of the properties of the
sequence \( Z \). One possible approach to realize the difficulty is to perform a formal Taylor expansion
in the right-hand side of (14). Then we have

\[
\nabla \bar{w} = \sum_{k \in \mathbb{Z}^d} \nabla G \ast \left( -Z_k \nabla \varphi (-k) + \int_0^1 (1 - t)Z_k^T D^2 \varphi (-k - tZ_k)Z_k dt \right).
\]

In (15), it is immediately realized that the remainder term of order two yields an absolutely con-
verging contribution to the construction of \( \nabla \bar{w} \). This term indeed only contains second derivatives of
\( \varphi \), which, in (15), give by integration by parts third-order derivatives \( D^3 G \) which all decay
like \( \frac{1}{|x|^{d+1}} \). The only possibly delicate term is the leftmost, linear term on the right-hand side of
(15), for which only one level, and not two levels, of derivation are gained. Put differently, the
key point is the consideration of the equation

\[
\Delta w_1 = \sum_{k \in \mathbb{Z}^d} Z_k \nabla \varphi (-k),
\]

which is related to the convergence of the sum

\[
\sum_{k \in \mathbb{Z}^d} \nabla G \ast (Z_k \nabla \varphi (-k)).
\]

For this purpose, a possible additional assumption is that the integral of \( \varphi \) is required to vanish.
We note in passing that this algebraic condition is not a matter of a simple renormalization, since
in our setting and except under trivial circumstances, there does not exist any partition of unity,
that is, any function \( \chi \in D(\mathbb{R}^d) \) such that \( \int_{\mathbb{R}^d} \chi = 1 \) and \( 1 \equiv \sum_{k \in \mathbb{Z}^d} \chi (-k - Z_k) \) (we will return to
this later in Section 3.3). Then the first term of (15) also gives an absolutely converging series (see Lemma 1 for details), and thus, by linearity and combination of all terms, \( \nabla \bar{w} \) is shown to exist. In
addition, it is indeed a \( L^\infty \) function.

Another, alternative, possible option is to assume that the Cesàro means of \( Z \) rapidly vanish,
that is, for every \( R > 0 \), \( x_0 \in \mathbb{R}^d \), \( \frac{|x|}{R} \sum_{k \in B_R(x_0)\varepsilon} Z_k \) rapidly converges to 0 as \( \varepsilon \) vanishes, in which
case the convergence of (17) in \( L^\infty \) can be established (see Proposition 1). For example, it is the
case when \( Z_k \) itself rapidly vanishes at infinity. We will elaborate upon this particular assumption
below.

Yet another option is to assume that \( Z \) is the discrete gradient of a sequence \( (T_k)_{k \in \mathbb{Z}^d} \), that is
(\( Z_k \))_i = T_{k+i} - T_k \) for every \( i \in \{1, \ldots, d\} \), such that \( |T_k| = O(|k|^{\alpha}) \) for \( \alpha \in [0,1] \). In that case again,
an integration by parts, this time a discrete one, yields the absolute convergence of (17).

Our only take-away message to the reader is, here, that various combinations of assumptions
may be considered and although we briefly consider some of the above specific cases in Section 3.3
the main purpose of the present contribution is to establish the existence of a corrector adapted
to our setting under a set of "general" assumptions satisfied by the pair \((\varphi,Z)\) that are as
weak as possible. In particular, our aim is to homogenize equation (1) even if \( \int_{\mathbb{R}^d} \varphi \neq 0 \) and \( Z_k \)
does not vanish by any mean at infinity. As specified above, for such a general setting, we will
only be able to show the convergence of (17) in a somewhat weak sense using the properties of the
operator \( T : f \mapsto \nabla^2 G \ast f \) which, as a particular element of the class of Calderón-Zygmund
operators, is known to be only continuous from \( L^\infty(\mathbb{R}^d) \) to \( BMO(\mathbb{R}^d) \).

In any event, once the gradient (14) is shown to exist in a suitable functional space (namely \( L^\infty \)
or \( BMO \)), we have to use the corrector function \( w \) defined by (13) for the homogenization process.
This second step adds additional constraints on our input parameters \( \varphi \) and \( Z \). In the first
place, \( \nabla w(\cdot/\varepsilon) \) must weakly converges to 0 as \( \varepsilon \) vanishes in order for \( w \) to be strictly sublinear
at infinity. Furthermore, simply considering the periodic setting and the expression (4) of the

\[ IV \] for instance) and not an \( L^\infty \) function, which will in turn generate some additional technical
difficulties in how \( \nabla w \) is employed in the homogenization proof. We will return to this below, in
Sections 2.2 and 3.
homogenized coefficient in that setting, we anticipate that we will have to make sure that the weak limit of \(|\nabla w(\cdot/\varepsilon)|^2\) exists. These two conditions (strict sublinearity of \(w\) at infinity and weak convergence of \(|\nabla w(\cdot/\varepsilon)|^2\)) bring additional constraints on \(\nabla w\) itself besides the only convergence of the sum \((\ref{13})\). These constraints are again related to, and can be expressed with, suitable properties of the function \(\varphi\) and the sequence \(Z\). Actually, since we intend to be as general as possible regarding the function \(\varphi\), we will only impose constraints on \(Z\). The first of these constraints, meant to ensure the strict-sublinearity of \(w\), has already been mentioned above for a different purpose. It is related to the average of \(Z\). As for the weak convergence of \(|\nabla w(\cdot/\varepsilon)|^2\), it is intuitive to realize that correlations of the sequence \(Z\) will matter.

Given the above general and somewhat vague considerations, we now make precise the detailed properties of the sequence \(Z\) that we will assume throughout our work. The necessity of such assumptions will be motivated in Section \(2.1\) with an illustrative one-dimensional example for which the corrector can be explicitly determined.

Our first assumption is related to the strict sublinearity at infinity of the corrector. We assume that \(Z\) has an average, that is there exists a constant \((Z) \in \mathbb{R}^d\) such that

\[
\forall R > 0, x_0 \in \mathbb{R}^d, \quad \lim_{\varepsilon \to 0} \frac{e^d}{|B_R|} \sum_{k \in B_R(x_0)/\varepsilon} Z_k = (Z). \quad \text{(A1)}
\]

We note that Assumption \((A1)\) is stronger than the existence of a simple average of \(Z_k\) in the sense that \(\lim_{R \to \infty} \frac{1}{|B_R|} \sum_{k \in B_R(x_0)} Z_k\) exists. Here, since \(B_R(x_0)/\varepsilon = B_\frac{R}{\varepsilon}(\frac{x_0}{\varepsilon})\), the center of the ball of radius \(\frac{R}{\varepsilon}\) may depend on \(\varepsilon\) and \((A1)\) actually provides a certain uniformity of the convergence with respect to this center.

The next three assumptions regard the auto-covariances of \(Z\) and are related to the specific sum \((\ref{17})\) that we need to manipulate. Denoting by \(\overline{Z}_k := Z_k - (Z)\), we assume the existence of a family of constants, denoted by \(C_{l,i,j}\) for every \(l \in \mathbb{Z}^d\) and \(i,j \in \{1, \ldots, d\}\), such that

\[
\forall R > 0, x_0 \in \mathbb{R}^d, \quad \lim_{\varepsilon \to 0} \frac{e^d}{|B_R|} \sum_{k \in B_R(x_0)/\varepsilon} (\overline{Z}_k)_i (\overline{Z}_k)_j = C_{l,i,j}. \quad \text{(A2.a)}
\]

\[
\exists \delta : \mathbb{R}^+ \to \mathbb{R}^+, \quad \forall i,j \in \{1, \ldots, d\}, \quad \forall R > 0, \forall x_0 \in \mathbb{R}^d, \exists \gamma : \mathbb{R}^+ \to \mathbb{R}^+, \quad \forall \gamma \in \mathbb{R}^d, \exists \gamma : \mathbb{R}^+ \to \mathbb{R}^+,
\]

\[
\sup_{|l| \leq \frac{R}{\varepsilon}} \left| \frac{e^d}{|B_R|} \sum_{k \in B_R(x_0)/\varepsilon} (\overline{Z}_k)_i (\overline{Z}_k_{+l})_j - C_{l,i,j} \right| \leq \gamma(\varepsilon) \quad \text{and} \quad \left\{ \begin{array}{l}
\lim_{\varepsilon \to 0} \gamma(\varepsilon)|\ln(\varepsilon)| = 0, \\
\lim_{\varepsilon \to 0} \varepsilon^{-1} \delta(\varepsilon) = 0.
\end{array} \right. \quad \text{(A2.b)}
\]

\[
\forall i,j \in \{1, \ldots, d\}, \quad x \mapsto \sum_{|l| \leq \frac{R}{\varepsilon}} C_{l,i,j} (\partial_l \partial_j G \ast \varphi) (x-l) \quad \text{converges in } L^1_{\text{loc}}(\mathbb{R}^d) \text{ when } R \to +\infty. \quad \text{(A2.c)}
\]

We shall see in Section \(3\) that Assumptions \((A2.a), (A2.b)\) and \((A2.c)\) will allow us to establish the weak-convergence of \(|\nabla w_1(\cdot/\varepsilon)|^2\), where \(w_1\) is solution to \((\ref{16})\) with a gradient of the form \((\ref{17})\). As we have just sketched above, equation \((\ref{16})\) will indeed be key in our present study. We also note that in Assumption \((A2.b)\), the rate \(|\ln(\varepsilon)|\) is related to the decreasing rate of the second derivatives of \(G\).

As specified, \((A2.a), (A2.b)\) and \((A2.c)\) will only be sufficient to study the solution to equation \((\ref{16})\) for which the right hand side is linear with respect to \(Z\). However, in our original problem, the potential \((\ref{6})\) is actually nonlinear with respect to \(Z\) and we shall see that this non-linearity implies that the convergence of \(|\nabla w(\cdot/\varepsilon)|^2\), where \(w\) will be given by \((\ref{13})\), requires an additional strong assumption related to the second-order correlations of \(Z\). We therefore assume that

\[
\forall F \in C^0(\mathbb{R}^d \times \mathbb{R}^d), \quad \forall l \in \mathbb{Z}^d, \quad \exists C_{F,l} \in \mathbb{R}, \quad \forall R > 0, \forall x_0 \in \mathbb{R}^d,
\]

\[
\lim_{\varepsilon \to 0} \frac{e^d}{|B_R|} \sum_{k \in B_R(x_0)/\varepsilon} F(Z_k, Z_{k+l}) = C_{F,l}. \quad \text{(A3)}
\]

Considering respectively \(F(x, y) = x_i \) and \(F(x, y) = (x_i - (Z)_i)(y_j - (Z)_j)\) for every \(i,j \in \{1, \ldots, d\}\), Assumption \((A3)\) of course implies \((A1)\) and \((A2.a)\) but we chose here to consider these assumptions separately for a pedagogic purpose.
We give several examples of sequences \( Z \) satisfying assumptions \([A1] \) to \([A3] \) in Section 2.3. We refer to Figure 1 for an illustration in dimension \( d = 2 \) of two sequences that satisfy our assumptions respectively in a case of local perturbation \( \lim_{|k| \to \infty} Z_k = 0 \) and of non-local perturbation \( \left( \lim_{|k| \to \infty} Z_k \neq 0 \right) \).

We also note that, if \( V \) is a potential of the form \([6] \) and \( Z \) satisfies \([A1] \), then \( V = g_{\text{per}} + \sum_{k \in \mathbb{Z}^d} \varphi(\cdot - k - Z_k) \) which is also of the form \([6] \) where \( \varphi = \varphi(\cdot - \langle Z \rangle) \) and \( \tilde{Z}_k = Z_k - \langle Z \rangle \) has a vanishing average. Consequently, for simplicity, we will sometimes assume \( \langle Z \rangle = 0 \) in \([A1] \) without loss of generality.

Figure 1: Illustration of \( X_k = k + Z_k \) for admissible sequences \( Z_k \) (\( d = 2 \)). Left. Reference periodic case: \( Z_k = 0 \) Center. Local perturbation: \( \lim_{|k| \to \infty} Z_k = 0 \) Right. Non-local perturbations.

### 1.2 Main results

Our main result regarding the existence of a corrector adapted to our setting is stated in the next theorem when \( d \geq 2 \). The case of dimension \( d = 1 \) may be addressed by analytical arguments that are briefly presented in Section 2.1.

**Theorem 1.** Assume \( d \geq 2 \). Assume that \( V \) is a potential of the form \([6] \), where \( \varphi \in \mathcal{D}(\mathbb{R}^d) \) and \( g_{\text{per}} \) is a periodic function satisfying \([11] \), which also satisfies \([2] \). Assume that \( Z \) satisfies \([7] \), \([A1] \), \([A2.a] \), \([A2.b] \), \([A2.c] \), and \([A3] \).

Then, for every \( R > 0 \) and every \( \varepsilon > 0 \), there exists \( W_{\varepsilon,R} \in L^1_{\text{loc}}(\mathbb{R}^d) \) solution to

\[
\Delta W_{\varepsilon,R} = V \quad \text{on } B_{R/\varepsilon},
\]

such that \( (\nabla W_{\varepsilon,R}(\cdot/\varepsilon))_{\varepsilon > 0} \) is bounded in \( (L^p(B_R))^d \) for every \( p \in [1, +\infty] \) and

\[
\begin{align*}
\nabla W_{\varepsilon,R}(\cdot/\varepsilon) & \xrightarrow{\varepsilon \to 0} 0 \quad \text{weakly in } L^p(B_R), \forall p \in [1, +\infty[, \\
\varepsilon W_{\varepsilon,R}(\cdot/\varepsilon) & \xrightarrow{\varepsilon \to 0} 0 \quad \text{strongly in } L^\infty(B_R), \\
\exists M \in \mathbb{R}, \ |\nabla W_{\varepsilon,R}(\cdot/\varepsilon)|^2 & \xrightarrow{\varepsilon \to 0} M \quad \text{weakly in } L^p(B_R), \forall p \in [1, +\infty[.
\end{align*}
\]

We point out one major difference from the periodic case: the corrector is \(^*\varepsilon\)-dependent\(^*\). It however depends on \( \varepsilon \) in a very specific manner which we may make entirely explicit. We shall indeed see that it is of the form \( W_{\varepsilon,R} = w - \varepsilon C_{\varepsilon,R} \) where \( w \) is a particular solution of \([18] \) with a gradient in \( (BMO(\mathbb{R}^d))^d \) and \( C_{\varepsilon,R} \) is a constant related to the average of \( \nabla w \) on \( B_{R/\varepsilon} \). In fact, \( W_{\varepsilon,R} \) is not even a solution to \( \Delta w = V \) on the whole space \( \mathbb{R}^d \) but only on the ball \( B_{R/\varepsilon} \). This corrector is however sufficient to address the homogenization problem \([1] \) since one eventually only needs to evaluate the corrector on the domain \( \Omega/\varepsilon \). As specified above, the proof of Theorem 1 uses the specific structure of \( V \), that is the sum of the periodic potential \( V_{\text{per}} \) and of a perturbation \( \tilde{V} \) respectively defined by \([8] \) and \([9] \).

Our methodology to study the perturbation term \( \tilde{V} \) is detailed in Section 2 and consists in performing a first order Taylor expansion of the potential \( \tilde{V} \) with respect to \( Z_k \) with the aim to
solve both the equation induced by the first order term (linear with respect to \( Z \)) and the equation corresponding to the remainder of the expansion exactly suggested by our decomposition (15). We shall see that the difficulties to solve these two equations are very different in nature and, as we have sketched in Section 1.1, are related to the properties of the derivatives of the Green function \( G \).

We now turn to the study of the convergence of \( u^\varepsilon \) which is next addressed in two steps. Similarly to the periodic case, the existence of a corrector stated in Theorem 1 first allows to establish the well-posedness of (1) when

\[
\mu_1 - \mathcal{M} + \nu > 0.
\]  

This result is a consequence of our Proposition 4 in Section 5.1 (the results of which are only based upon those of Theorem 1) which shows that the first eigenvalue \( \lambda^*_1 \) of \( -\Delta + \frac{1}{\varepsilon} V(\cdot/\varepsilon) + \nu \) with homogeneous Dirichlet boundary conditions converges to \( \mu_1 - \mathcal{M} + \nu \) when \( \varepsilon \) vanishes as is the case in the periodic setting. Under assumption (20), we next homogenize (11) and show the strong convergence of \( u^\varepsilon \) to the function \( u^* \) in \( L^2(\Omega) \), solution to

\[
\begin{cases}
-\Delta u^* - \mathcal{M}u^* + \nu u^* = f & \text{on } \Omega, \\
u u^* = 0 & \text{on } \partial \Omega.
\end{cases}
\]

This result is established in Proposition 5 in Section 5.2. The behavior of \( u^\varepsilon \) in \( H^1(\Omega) \) is given in the following theorem:

**Theorem 2** (Homogenization results). Assume, as in Theorem 7 that \( d \geq 2 \), \( V \) is a potential of the form \( \frac{1}{\varepsilon} V(\cdot/\varepsilon) + \nu \) that satisfies (6) and \( Z \) satisfies (7), (A1), (A2.a), (A2.b), (A2.c) and (A3) and denote \( W_{\varepsilon,\Omega} = W_{\varepsilon,R} \) where \( R = \text{Diam}(\Omega) \). Assume also (20) is satisfied.

Then, for \( \varepsilon \) sufficiently small, there exists an unique solution \( u^\varepsilon \in H^1_0(\Omega) \) to (11). In addition, the sequence

\[
R^\varepsilon = u^\varepsilon - u^* - \varepsilon u^* W_{\varepsilon,\Omega}(\cdot/\varepsilon)
\]

strongly converges to 0 in \( H^1(\Omega) \) as \( \varepsilon \) vanishes.

In a second step, following a method introduced in [25] in the periodic case, we use the convergence of the operator \( -\Delta + \frac{1}{\varepsilon} V(\cdot/\varepsilon) + \nu \) that holds under the particular assumption (20) to study the convergence of all its eigenvalues. This allows us to establish the following generalization of Theorem 2:

**Theorem 3.** Assume, as in Theorems 1 and 2 that \( d \geq 2 \), \( V \) is a potential of the form \( \frac{1}{\varepsilon} V(\cdot/\varepsilon) + \nu \) that satisfies (6) and \( Z \) satisfies (7), (A1), (A2.a), (A2.b), (A2.c) and (A3) but, instead of (20), assume \( \mu_1 - \mathcal{M} + \nu \neq 0 \) for all \( l \in \mathbb{N}^* \), where \( \mu_l \) is the \( l \)-th eigenvalue (counting multiplicities) of \( -\Delta \) on \( \Omega \) with homogeneous Dirichlet boundary conditions. Then the conclusions of Theorem 2 hold true.

Given the convergence of all the eigenvalues of \( -\Delta + \frac{1}{\varepsilon} V(\cdot/\varepsilon) \) established in Proposition 6, the proof of Theorem 3 is actually a simple adaptation of the proof of Theorem 2. Although this result also holds in the periodic case, to the best of our knowledge it has never been explicitly stated in the literature and that is why we prove it in the sequel.

Our article is organized as follows. We begin by presenting our approach to solve equation (18) and by collecting some preliminary results in Section 2. In that section, we also give several examples of admissible sequences \( Z \) that satisfy Assumptions (A1) to (A3). Sections 3 and 4 are next devoted to the study of the corrector equation and the proof of Theorem 1. Finally, in Section 5 we use the corrector to show Theorems 2 and 3.

### 2 Preliminaries

Our twofold purpose here is to motivate our assumptions (A1) through (A3) and to emphasize the difficulties related to the corrector equation (12). We first address a particular illustrative case in dimension \( d = 1 \) and we next introduce our approach to solve (12) for higher dimensions. We conclude this section with some examples of sequences \( Z \) satisfying our assumptions.
2.1 A one-dimensional setting

We briefly study here an illustrative one-dimensional setting in order to motivate our Assumptions (A1), (A2.a) and (A3). When \( d = 1 \), one can remark that (A2.b) and (A2.c) are not needed. These two assumptions are indeed related to the specific behavior of \( \nabla^2 G \) in higher dimensions, in particular, to the lack of continuity of \( f \mapsto \nabla^2 G \circ f \) from \( L^\infty(\mathbb{R}^d) \) to \( L^\infty(\mathbb{R}^d) \).

We recall here that we consider a potential \( V \) of the form (8) when \( g_{per} \) is periodic and \( \varphi \in \mathcal{D}(\mathbb{R}) \). For simplicity, we assume that \( V_{per} = 0 \) in (8), that is, \( g_{per} = - \sum_{k \in \mathbb{Z}} \varphi(-k) \). For every \( k \in \mathbb{Z} \), we evidently have

\[
\varphi(x - k - Z_k) - \varphi(x - k) = -Z_k \int_0^1 \varphi'(x - k - tZ_k) dt.
\]

In this specific case, the derivative of the solution \( w \) to (12), which reads here as \( w'' = V \), is explicitly given by

\[
w'(x) = - \sum_{k \in \mathbb{Z}} Z_k \int_0^1 \varphi(x - k - tZ_k) dt + C,
\]

where \( C \) is a constant.

We first investigate the strict sublinearity of \( w \) at infinity. Up to the addition of a constant, we have \( w(x) = \int_{-\infty}^x w'(y) dy \). The strict sublinearity of \( w \) at infinity is therefore equivalent to the fact that \( w' \) has a vanishing average in the following sense :

\[
\forall x \in \mathbb{R}^+, \quad \lim_{\varepsilon \to 0} \frac{\varepsilon}{|x|} \int_0^{\varepsilon/\varepsilon} w'(y) dy = 0.
\]

Since \( Z_k \) is assumed to satisfy (7) and \( \varphi \) is compactly supported, we have for \( \varepsilon \) sufficiently small :

\[
\int_0^{\varepsilon/\varepsilon} \sum_{k \in \mathbb{Z}} Z_k \int_0^1 \varphi(z - k - tZ_k) dt dz = \sum_{k = 0}^{[\varepsilon/\varepsilon]} Z_k \int_0^1 \int_\mathbb{R} \varphi(z) dz dt + O(1) \]

\[
= \sum_{k = 0}^{[\varepsilon/\varepsilon]} Z_k \int_\mathbb{R} \varphi(z) dz + O(1),
\]

where we have denoted by \( [x] \in \mathbb{Z} \) the integer part of \( x \). We have then to distinguish two cases :

a) If \( \int_\mathbb{R} \varphi = 0 \), we have \( \lim_{\varepsilon \to 0} \frac{\varepsilon}{|x|} \int_0^{\varepsilon/\varepsilon} w'(y) dy = 0 \). In this case, the choice \( C = 0 \) is the unique value of \( C \) that allows for the strict sublinearity of \( w \) at infinity and no additional assumption is required for \( Z \).

b) If \( \int_\mathbb{R} \varphi \neq 0 \), the convergence of \( \frac{\varepsilon}{|x|} \int_0^{\varepsilon/\varepsilon} w'(y) dy \) is equivalent to the convergence of \( \sum_{k = 0}^{[\varepsilon/\varepsilon]} Z_k \)

to a constant \( \langle Z \rangle \in \mathbb{R}^d \) independent of \( x \in \mathbb{R} \). We can actually show that this property is equivalent to (A1). The choice \( C = -\langle Z \rangle \int_\mathbb{R} \varphi \) therefore allows for the strict sublinearity of \( w \) in this case.

We next study the weak convergence of \( |w'(\cdot/\varepsilon)|^2 \). To this aim, we consider \( \int_\mathbb{R} g(x)|w'(x/\varepsilon)|^2 dx \) for every characteristic function \( g = 1_{B_M(x_0)} \), for \( M > 0 \) and \( x_0 \in \mathbb{R} \). We can show that the convergence of this quantity as \( \varepsilon \to 0 \) is equivalent to the convergence of

\[
S^e = \sum_{l \in \mathbb{Z}} \left( \varepsilon \sum_{k \in B_M(x_0)/\varepsilon} Z_k Z_{k+l} \int_\mathbb{R} \varphi(x) \int_0^1 \int_0^1 \varphi(x - l + tZ_k - tZ_{k+l}) dt dt dx \right),
\]

and if \( S^e \) converges, we have \( \lim_{\varepsilon \to 0} \int_\mathbb{R} g(x)|w'(x/\varepsilon)|^2 dx \). This equivalence can be obtained with several changes of variables and using that \( \varphi \) is compactly supported. We skip its proof for
brevity. We therefore remark, in the right-hand side of [24], that a specific assumption regarding the correlations of the sequence $Z_k$ is required to obtain the convergence of $S^\varepsilon$. For instance, if we define

$$F_1(y, z) = yz \int_\mathbb{R} \varphi(x) \int_0^1 \int_0^1 \varphi(x - l + ty - \hat{t}z) d\hat{t} \; dx,$$

for $l \in \mathbb{Z},$

we have $S^\varepsilon = \sum_{l \in \mathbb{Z}} \left( \varepsilon \int_{B_M(x_0)/\varepsilon} F_1(Z_k, Z_{k+1}) \right)$ and Assumption [A3] gives the existence of a sequence $(C_{F_1,l})_{l \in \mathbb{Z}}$ of constants that only depend on $\varphi$ and such that

$$\lim_{\varepsilon \to 0} S^\varepsilon = \left| B_M \right| \sum_{l \in \mathbb{Z}} C_{F_1,l} = \left( \int \varphi \right) \sum_{l \in \mathbb{Z}} C_{F_1,l}.$$ 

We note that the sum is well defined since the number of terms such that $C_{F_1,l} \neq 0$ is finite, given the compact support of $\varphi$.

This one-dimensional example therefore suffices to show that we need two specific properties regarding the distribution of the sequence $Z$, namely:

(i) the existence of an average to have the strict sublinearity at infinity of the corrector, which assumption is the point of (A1), and

(ii) an assumption regarding the correlations of $Z$ to ensure the weak convergence of $|\nabla w(\cdot, \varepsilon)|^2$, which is the point of [A3] (and of [A2.a] which is implied by [A3]).

We however note that if $\int_\mathbb{R} \varphi = 0$, the existence of an average for $Z$ is not required to obtain the strict sublinearity of $w$ at infinity. This phenomenon will also be true for higher dimensions (see Section 3.3).

### 2.2 Taylor expansion of $V$

As specified in the introductory section, the study of the gradient of a solutions to [12] is related to the convergence of sums of the form $\sum_{k \in \mathbb{Z}^d} \nabla (G * \psi_k)$, where $\psi_k$ is a compactly supported function for every $k \in \mathbb{Z}^d$ that depends on $\varphi$ (or its derivatives) and on $Z_k$. For $\psi \in \mathcal{D}(\mathbb{R}^d)$, it is therefore necessary to first recall the behavior of $u = G * \psi$, solution to $\Delta u = \psi$. The following elementary lemma recalls the answer to this question when the first or the first two moments of $\psi$ vanish. It will be essential throughout our study.

**Lemma 1.** Assume $d \geq 2$. Let $\psi \in \mathcal{D}(\mathbb{R}^d)$ such that $\int_{\mathbb{R}^d} \psi(x) dx = 0$. Then, if we denote $u = G * \psi$, there exists a constant $C_1 > 0$ such that for every $x \in \mathbb{R}^d$

$$|\nabla u(x)| \leq \frac{C_1}{1 + |x|^d}. \quad (25)$$

If we additionally assume that $\int_{\mathbb{R}^d} x \psi(x) dx = 0$, there exists a constant $C_2 > 0$ such that

$$|\nabla u(x)| \leq \frac{C_2}{1 + |x|^{d+1}}. \quad (26)$$

**Proof.** For $d \geq 2$ and every $i \in \{1, ..., d\}$, we know that $G \in L^1_{loc}(\mathbb{R}^d)$ and $\partial_i G(x) = C(d) \frac{x_i}{|x|^d} \in L^1_{loc}(\mathbb{R}^d)$, where $C(d)$ only depends on the ambient dimension $d$. In particular, since $\psi$ is compactly supported, $u = G * \psi$ is well-defined and, for every $i \in \{1, ..., d\}$,

$$\partial_i u = \int_{\mathbb{R}^d} C(d) \frac{x_i - y_i}{|x - y|^d} \psi(y) dy.$$ 

We denote by $A > 0$ a radius such that the support of $\psi$ is included in $B_A$. An asymptotic expansion when $|x| >> A$ shows that, for every $y \in B_A$,

$$\frac{1}{|x - y|^d} = \frac{1}{(|x|^2 - 2 \langle x, y \rangle + |y|^2)^{d/2}} = \frac{1}{|x|^d} \left( 1 + d \frac{\langle x, y \rangle}{|x|^2} \right) + O \left( \frac{1}{|x|^{d+2}} \right),$$

where $\langle x, y \rangle$ denotes the dot product of $x$ and $y$.
the remainder of this expansion being uniformly bounded with respect to \( y \in B_A \). Since \( \psi \) is supported in \( B_A \), we can perform this expansion in the integral above when \( |x| \gg A \). Since \( \int_{\mathbb{R}^d} \psi = 0 \), we deduce

\[
\int_{B_{A}} \frac{x_i - y_i}{|x - y|^d} \psi(y) dy = \int_{B_{A}} \left( \frac{x_i}{|x|^d} + \frac{d}{|x|^d} \frac{x_i(x, y)}{|x|^d - y_i} \right) \psi(y) dy + O \left( \frac{1}{|x|^{d+1}} \right)
\]

\[
= \int_{B_{A}} \left( \frac{d}{|x|^d} \frac{x_i(x, y)}{|x|^d - y_i} \right) \psi(y) dy + O \left( \frac{1}{|x|^{d+1}} \right)
\]

\[
= O \left( \frac{1}{|x|^d} \right).
\]

We therefore obtain (25). In addition, when \( \int_{\mathbb{R}^d} x \psi = 0 \), we also have

\[
\frac{1}{|x|^d} \int_{B_{A}} y_i \psi(y) dy = 0,
\]

and

\[
\int_{B_{A}} \frac{x_i(x, y)}{|x|^d} \psi(y) dy = \frac{x_i}{|x|^d} \left( x, \int_{B_{A}} y \psi(y) dy \right) = 0.
\]

We obtain

\[
\int_{B_{A}} \frac{x_i - y_i}{|x - y|^d} \psi(y) dy = O \left( \frac{1}{|x|^{d+1}} \right),
\]

which shows (26). \( \square \)

We now present our approach to solve (12), or more precisely (18). The specific structure of \( V \) first allows us to perform a Taylor expansion:

\[
V(x) = g_{\text{per}} + \sum_{k \in \mathbb{Z}^d} \varphi(x - k) - Z_k \cdot \nabla \varphi(x - k)
\]

\[
+ \int_0^1 (1 - t) Z_k^T D^2 \varphi(x - k - tZ_k) Z_k dt,
\]

as already briefly mentioned in (15). By linearity, the corrector equation can therefore be split into three different equations:

(a) \( \Delta w_{\text{per}} = V_{\text{per}} \), where \( V_{\text{per}} = g_{\text{per}} + \sum_{k \in \mathbb{Z}^d} \varphi(-k) \) is a \( Q \)-periodic function such that \( \langle V_{\text{per}} \rangle = 0 \) as a consequence of (10).

(b) \( \Delta w_1 = V_1 \), where \( V_1 = \sum_{k \in \mathbb{Z}^d} Z_k \cdot \nabla \varphi(-k) \) is the first order term of the Taylor expansion and is linear with respect to \( Z \).

(c) \( \Delta w_2 = V_2 \), where \( V_2 = \sum_{k \in \mathbb{Z}^d} \int_0^1 (1 - t) Z_k^T D^2 \varphi(-k - tZ_k) Z_k dt \) is the remainder of the Taylor expansion and is nonlinear with respect to \( Z \).

In the sequel, the proof of Theorem 1 will consequently consist in solving each of these equations and in showing the expected properties of weak convergence satisfied by the gradient of their solution. Each of these equations is put under the form \( \Delta u = \sum_{k \in \mathbb{Z}^d} \psi_k \) for a specific potential where \( \psi_k \in D(\mathbb{R}^d) \) depends on \( \varphi, k \) and \( Z_k \). In particular, the difficulties to study the gradients of their solution will be related to the convergence of the sum \( \sum_{k \in \mathbb{Z}^d} \nabla (G * \psi_k) \) and are various in nature.

Since \( V_{\text{per}} \) is a periodic potential with a vanishing average, the existence of a periodic solution \( w_{\text{per}} \), therefore strictly sublinear at infinity, is well known. So (a) is easily solved.

The third equation (c) is associated with the remainder of the Taylor expansion. As informally announced in the introduction, Lemma 1 shows that the presence of high order derivatives of \( \varphi \) in \( V_2 \) ensures the normal convergence of the sum \( \sum_{k \in \mathbb{Z}^d} \nabla (G * D^2 \varphi) (-k) \). This allows to make
explicit \( \nabla w_2 \) and to show the weak convergence of \( \nabla w_2(\cdot, \varepsilon) \) to 0. However, the nonlinearity of \( V_2 \) with respect to \( Z \) requires a strong assumption such as \( (A3) \) to obtain the expected convergence of \( |\nabla w_2(\cdot, \varepsilon)|^2 \). This problem is addressed in Section 4.

As for the second equation \( (b) \), the gradient of a solution to \( \Delta w_1 = V_1 \), associated with the first order term of the Taylor expansion, is related to the potential convergence of the sum \( \sum_{k \in \mathbb{Z}^d} \nabla (G * Z_k, \nabla \varphi) (\cdot, k) \). Since the integral of \( \nabla \varphi \) vanishes, Lemma 1 also implies that the function \( \nabla (G * Z_k, \nabla \varphi) (\cdot, k) \) generically formally behaves as \( \frac{Z_k}{|x-k|^d} \). Most of our arguments to come therefore consist in showing first that the specific properties of the Calderón-Zygmund operator \( T: f \mapsto \nabla^2 G * f \), particularly its continuity from \( L^\infty(\mathbb{R}^d) \) to \( \text{BMO}(\mathbb{R}^d) \), allow to prove the convergence of this sum in \( \text{BMO}(\mathbb{R}^d) \) and, secondly, that the properties of \( \text{BMO}(\mathbb{R}^d) \) together with our assumptions \( (A1), (A2.a), (A2.b) \) and \( (A2.c) \) ensure its weak-convergence on \( B_R/\varepsilon \), provided we subtract a certain \( \varepsilon \)-dependent constant. More precisely, in Proposition 2 which is established in Section 3 we shall obtain the expected weak-convergences for some \( \nabla \hat{W}_{\varepsilon}, R = \nabla w_1 - \int_{B_R/\varepsilon} \nabla w_1 \).

This is sufficient to finally construct the \( \varepsilon \)-dependent corrector of Theorem 1 and perform the homogenization of problem 1.

### 2.3 Examples of suitable sequences \( Z \)

We give here some examples of sequences \( Z \) that satisfy Assumptions \( (A1) \) to \( (A3) \). We begin by proving a technical property related to Assumption \( (A2.a) \).

**Proposition 1.** Assume \( d \geq 2 \). Let \( \varphi \in \mathcal{D}(\mathbb{R}^d) \) and \( Z \) be a sequence of \( l^\infty(\mathbb{Z}^d) \). Assume there exists \( \alpha > 1 \) and \( C > 0 \) such that for every \( R > 0 \) and \( x_0 \in \mathbb{R}^d \),

\[
\left| \frac{1}{|B_R|} \sum_{k \in B_R(x_0)} Z_k \right| \leq C \left( \frac{\varepsilon}{(\ln(1 + R))^\alpha} \right)^n.
\]

Then, for every \( i, j \in \{1, \ldots, d\} \), the sequence of functions \( x \mapsto \sum_{|k| \leq M} Z_k (\partial_i \partial_j G \ast \varphi)(x-k) \) converges in \( L^\infty_{\text{loc}}(\mathbb{R}^d) \) when \( M \to \infty \).

**Proof.** In this proof we denote \( K_{i,j} = (\partial_i \partial_j G \ast \varphi) \) for every \( i, j \in \{1, \ldots, d\} \). We define \( |x|_\infty = \sup_{i \in \{1, \ldots, d\}} |x_i| \) and \( Q_M = \{ x \in \mathbb{R}^d \mid |x|_\infty < M \} \) for \( M > 0 \). We first show the result for the subsequence \( (M_N)_{N \in \mathbb{N}} = (N^2)_{N \in \mathbb{N}} \). We remark that if \( Q_l = \prod_{i=1}^d [|l_i|^2, |l_i|+1]^2 \) for \( l \in \mathbb{Z}^d \), then

\[
Q_{N^2} = \bigcup_{n=0}^N \bigcup_{|l|_\infty = n} Q_l.
\]

Since \( (l_i+1)^2 - l_i^2 = O(l_i) \) for every \( i \in \{1, \ldots, d\} \), we have that \( |Q_n| = O(n^d) \) when \( |l|_\infty = n \). We next consider a compact subset \( K \subset \mathbb{R}^d \) and we fix \( x \in K \). For \( l \in \mathbb{Z}^d \) and \( k \in Q_l \), we also define \( M_l(Z) = \frac{1}{|Q_l|} \sum_{q \in Q_l} Z_q \) and \( \omega_{l,k} = \frac{1}{|Q_l|} \sum_{q \in Q_l} (Z_k - Z_q) \) and we have

\[
\sum_{|k|_\infty \leq N^2} Z_k K_{i,j}(x-k) = \sum_{n=0}^N \sum_{|l|_\infty = n} \sum_{k \in Q_l} Z_k K_{i,j}(x-k)
\]

\[
= \sum_{n=0}^N \sum_{|l|_\infty = n} \sum_{k \in Q_l} \omega_{l,k} K_{i,j}(x-k) + \sum_{n=0}^N \sum_{|l|_\infty = n} M_l(Z) K_{i,j}(x-k)
\]

\[
= S_N^1(x) + S_N^2(x).
\]

We remark that \( \sum_{k \in Q_l} \omega_{l,k} = 0 \). For every \( l \in \mathbb{Z}^d \), we consider a point \( k_l \in Q_l \cap \mathbb{Z}^d \) that can be chosen arbitrarily and we deduce

\[
S_N^1(x) = \sum_{n=0}^N \sum_{|l|_\infty = n} \sum_{k \in Q_l \setminus (k_l)} \omega_{l,k} (K_{i,j}(x-k) - K_{i,j}(x-k_l))
\].


When $|l|$ is sufficiently large, using that $\varphi$ is compactly supported, we have for $k \in \mathbb{Q}_l$:
\[
\mathcal{K}_{i,j}(x-k) - \mathcal{K}_{i,j}(x-k_l) = \int_{\mathbb{R}^d} (\partial_i \partial_j G(x-k-y) - \partial_i \partial_j G(x-k_l-y)) \varphi(y)dy.
\]
Moreover, for every $u, v \in \mathbb{R}^d$ such that $|u| > 2|v|$, the result of [17] Lemma 7.18 p.151 implies the existence of a constant $C_1 > 0$ such that $|\partial_i \partial_j G(u-v) - \partial_i \partial_j G(u)| \leq C_1 \frac{|v|}{|u|^{d+1}}$. We deduce the existence of a constant $C_2 > 0$ such that for $n \in \mathbb{N}$ sufficiently large, $l \in \mathbb{Z}^d$ such that $|l|_\infty = n$ and $k \in \mathbb{Q}_l$,
\[
|\mathcal{K}_{i,j}(x-k) - \mathcal{K}_{i,j}(x-k_l)| \leq C_2 \frac{|k-k_l|}{n^{2(d+1)}} \leq C_2 \frac{Diam(Q_l)}{n^{2(d+1)}}.
\]
Since $(l_i + 1)^2 - l_i^2 = 2l_i + 1$ for every $i \in \{1, \ldots, d\}$, we can show the existence of $C_3 > 0$ such that for every $n \in \mathbb{N}$ and $l \in \mathbb{Z}^d$ such that $|l|_\infty = n$, the diameter of $Q_l$ is bounded by $C_3 n$ and we obtain
\[
|\mathcal{K}_{i,j}(x-k) - \mathcal{K}_{i,j}(x-k_l)| \leq C_3 \frac{1}{n^{d+1}}.
\]
In addition, since $Z \in l^\infty(\mathbb{Z}^d)$, $\omega_{l,k}$ is uniformly bounded with respect to $l$ and $k$. We also know that the number of $l \in \mathbb{Z}^d$ such that $|l|_\infty = n$ is a $O(n^{d-1})$. Using also that $|Q_l| = O(n^{d})$, therefore gives the existence of $C > 0$ independent of $n$, $l$ and $k$ such that:
\[
\left| \sum_{|l|_\infty=n} \sum_{k \in \mathbb{Q}_l \setminus \{k_l\}} \omega_{l,k} (\mathcal{K}_{i,j}(x-k) - \mathcal{K}_{i,j}(x-k_l)) \right| \leq \sup_{l,k} |\omega_{l,k}| \sum_{|l|_\infty=n} C_2 C_3 \frac{|Q_l|}{n^{d+1}} \leq C \frac{1}{n^2}.
\]
It follows that the sum $S_N^1$ normally converges in $L_{loc}^\infty(\mathbb{R}^d)$.

We next study the convergence of $S_N^2$. If we denote $x_l = \left( \frac{l_i^2 + l_i + \frac{1}{2}}{2} \right)_{i=1}^{d}$, we have $Q_l = \prod_{i=1}^{d} \left[ -l_i - \frac{1}{2} , l_i + \frac{1}{2} \right] + x_l$. Since $\mathcal{K}_{i,j} = \partial_i (G \ast \partial_j \varphi)$ and $\int_{\mathbb{R}^d} \partial_j \varphi = 0$, Lemma 1 shows the existence of $C_4 > 0$ such that $|\mathcal{K}_{i,j}(x)| \leq \frac{C_4}{1 + |x|^d}$. A direct consequence of (27) also yields the existence of $C_5 > 0$ such that for every $l \in \mathbb{Z}^d$, we have
\[
|M_l(Z)| = \left| \frac{1}{|Q_l|} \sum_{q \in Q_l} Z_q \right| \leq \frac{C_5}{\ln(1 + |l|)^\alpha}.
\]
We obtain
\[
\left| \sum_{|l|_\infty=n} \sum_{k \in \mathbb{Q}_l} M_l(Z) \mathcal{K}_{i,j}(x-k) \right| \leq C \sum_{|l|_\infty=n} \frac{|Q_l|}{n^{2d} \ln(1 + n)^\alpha} \leq \tilde{C} \frac{1}{n \ln(1 + n)^\alpha},
\]
where $C$ and $\tilde{C}$ are independent of $n$. Since $\alpha > 1$, we deduce that the sum $S_N^2$ normally converges in $L_{loc}^\infty(\mathbb{R}^d)$. We have finally established the convergence of the sum $\sum_{|k| \leq N^2} Z_k \mathcal{K}_{i,j}(x-k)$ in $L_{loc}^\infty(\mathbb{R}^d)$ when $N^2 \to \infty$.

To conclude, for $M > 0$, we denote by $\lfloor M \rfloor$ the integer part of $M$. We have
\[
\sum_{|k| \leq \lfloor M \rfloor} Z_k \mathcal{K}_{i,j}(x-k) = \sum_{|k| \leq \lfloor \sqrt{M} \rfloor} Z_k \mathcal{K}_{i,j}(x-k) + \sum_{|k| \leq \lfloor \sqrt{M} \rfloor^2} Z_k \mathcal{K}_{i,j}(x-k).
\]
We have shown above the convergence of the second sum of the right-hand term. For the other sum, we first remark that $|\sqrt{M}|^2 \sim M \sim \infty$ and $|\sqrt{M}|^2 \leq M < |\sqrt{M}|^2 + 1$, which imply that $|B_M \setminus B_{|\sqrt{M}|^2}| = O(M^{d-1})$. Using again that $|\mathcal{K}_{i,j}(x)| \leq \frac{C_4}{1 + |x|^d}$, we have the existence of $C > 0$ such that for every $x$ in a compact subset $K$:
\[
\left| \sum_{|k| \leq \lfloor \sqrt{M} \rfloor^2} Z_k \mathcal{K}_{i,j}(x-k) \right| \leq C_4 \sum_{|k| \leq \lfloor \sqrt{M} \rfloor^2} \frac{|Z_k|}{|x-k|^d} \leq C \|Z\|_{\ell^\infty(\mathbb{Z}^d)} \sum_{|k| \leq \lfloor \sqrt{M} \rfloor^2} \frac{1}{M^{d}} = O(M^{-1}) \sim 0.
\]
We can conclude that $\sum_{|k| \leq M} Z_k K_{l,i,j} (x - k)$ converges in $L^\infty_{\text{loc}}(\mathbb{R}^d)$ when $M \to \infty$.

**Remark 1.** Assumption [29] has two important parts: a logarithmic rate of convergence for the sequence of the partial averages and the uniformity of this rate with respect to the center $x_0$ of the ball $B_R(x_0)$. They ensure the convergence of the two sums that appear respectively in the rightmost inequality of [29] and in the rightmost inequality of [30]. Actually, we can remark that the result of Proposition 1 still holds under the weaker assumption

$$\frac{1}{|B_R|} \sum_{k \in B_R(R x_0)} Z_k \leq \frac{C_K}{(\ln(1 + R))^\alpha},$$

for every $x_0$ belonging to a compact subset of $\mathbb{R}^d$ denoted by $K$ in the above inequality.

We are now in position to introduce several examples of sequences $Z$ that satisfy our assumptions.

To start with, we mention for completeness two elementary examples for which the homogenization of [1-6] can be easily addressed: the case of periodic sequences and the case of local defects such that $Z_k$ rapidly decreases when $|k| \to \infty$. The first setting is, of course, periodic homogenization theory. We define the second setting as that for which $Z \in (L^p(\mathbb{Z}^d))^d$ for some $p \in [1, +\infty]$. The potentials $V_1$ and $V_2$ respectively defined in (b) and (c) are then both in $L^p(\mathbb{R}^d)$ (as a consequence of a discrete Young-type inequality together with the fact that $Z \in (L^\infty(\mathbb{Z}^d))^d$ and the existence of a corrector is then provided by the classical properties of the Laplace operator. We now check in details our general assumptions cover these two settings.

1) Periodic sequences:
If $Z_k$ is periodic, $F(Z_k, Z_{k+1})$ is also periodic for every continuous function $F$ and it is well-known that, for every $R > 0$ and $x_0 \in \mathbb{R}^d$, the sequence $\left(\frac{\varepsilon^d}{|B_R|} \sum_{k \in B_R(x_0) / \varepsilon} F(Z_k, Z_{k+1}) \right)_{\varepsilon > 0}$ converges to the average of $F(Z_k, Z_{k+1})$ (in the sense of periodic sequence) and the convergence rate is at least $\varepsilon$ uniformly with respect to $R$, $x_0$ and $l$. $Z$ therefore satisfies Assumptions (A1), (A2.a), (A2.b) and (A3). In addition, since the sequence $(Z_{k+1} - (Z))_{l \in \mathbb{Z}^d}$ is periodic with a vanishing average for every $k \in \mathbb{Z}^d$, the sequence $C_{l,i,j}$ given in (A2.a) is also periodic with a vanishing average. Using again that the convergence rate of $\frac{\varepsilon^d}{|B_R|} \sum_{k \in B_R(x_0) / \varepsilon} C_{l,i,j}$ is at least $\varepsilon$ uniformly with respect to $x_0$, Assumption (A2.c) is therefore a consequence of Proposition 1.

2) Sequences $Z \in (L^p(\mathbb{Z}^d))^d$, for some $p \in [1, +\infty]$: In this case, since $\lim_{|k| \to \infty} Z_k = 0$, the sequence $\frac{\varepsilon^d}{|B_R|} \sum_{k \in B_R(x_0) / \varepsilon} F(Z_k, Z_{k+1})$ converges to $F(0, 0)$ for every continuous function $F$ and we have (A1), (A2.a) and (A3). Moreover, since $C_{l,i,j} = 0$ (with the notation of (A2.a)), $Z$ clearly satisfies (A2.b) and, using that $Z \in (L^p(\mathbb{Z}^d))^d$ and the Hölder inequality, we can easily show that (A2.b) holds with $\delta(\varepsilon) = 0$ and $\gamma(\varepsilon) = O(\varepsilon^d / p)$.

We next introduce several examples of sequences $Z$ that model both local and non-local perturbations and for which the homogenization of [1] with potentials of the form [6] will be addressed in the present work.

3) Sequences $Z$ that only slowly converge to 0 when $|k| \to \infty$: These are sequences such that, as in the previous example, (A1), (A2.a), (A2.c) and (A3) are satisfied since $\lim_{|k| \to \infty} Z_k = 0$ and for which, moreover, Assumption (A2.b) holds, since we may ensure that $|Z_k| = O(\ln(|k|)^{-\alpha})$ for $\alpha > \frac{1}{2}$. We however may take such sequences such that $Z \notin (L^p(\mathbb{Z}^d))^d$ for any $p \in [1, +\infty[$.

4) Deterministic approximations of random variables: Such sequences are deterministic sequences $Z$ that share the property of i.i.d sequences of random variables and are commonly used to simulate random processes. They are some low-discrepancy
sequences. We refer to [14, 16, 21] for an overview of the theory of deterministic approximation of random sequences.

A particular example in dimension \(d = 1\) is given by \((Z_k)_{k \in \mathbb{N}} = \{k \theta^p\}\) (where \(\{x\}\) denotes the fractional part of \(x \in \mathbb{R}\) for a fixed integer \(p \geq 2\) and for almost all irrational number \(\theta \in \mathbb{R}\), see [16, Section 4] for details. Such a sequence is not periodic, not even almost periodic. It is dense in \([0, 1]\) and simulates a realization of uniform distribution on \([0, 1]\). More precisely, the results of [13, 22] and [21, Theorem 5.1 p.41] ensure that

\[
\forall F \in C^0(\mathbb{R}), \quad \lim_{\varepsilon \to 0} \frac{[R/\varepsilon + x_0/\varepsilon]}{R} \sum_{k=[x_0/\varepsilon]}^{[R/\varepsilon + x_0/\varepsilon]} F(Z_k) = \int_0^1 F(t) dt,
\]

\[
\forall G \in C^0(\mathbb{R} \times \mathbb{R}), \forall l \neq 0, \quad \lim_{\varepsilon \to 0} \frac{[R/\varepsilon + x_0/\varepsilon]}{R} \sum_{k=[x_0/\varepsilon]}^{[R/\varepsilon + x_0/\varepsilon]} G(Z_k, Z_{k+l}) = \int_0^1 \int_0^1 G(t, u) dtdu.
\]

This shows that our Assumptions (A1), (A2.a) and (A3) are satisfied. In particular, for (A2.a), we have

\[
\lim_{\varepsilon \to 0} \frac{[R/\varepsilon + x_0/\varepsilon]}{R} \sum_{k=[x_0/\varepsilon]}^{[R/\varepsilon + x_0/\varepsilon]} Z_kZ_{k+1} = 0,
\]

which directly implies (A2.c). A deterministic equivalent of the law of the iterated logarithm (which can be established using the results and the methods introduced in [19, 14, Theorem 1.193, p.198] and [21, Chapter 2]) also ensures

\[
\sup_{l \neq 0} \left| \frac{[R/\varepsilon + x_0/\varepsilon]}{R} \sum_{k=[x_0/\varepsilon]}^{[R/\varepsilon + x_0/\varepsilon]} Z_kZ_{k+l} \right| \leq C \frac{\sqrt{\varepsilon}}{\ln(\ln(\varepsilon))},
\]

and implies that Assumption (A2.b) is satisfied with \(\delta(\varepsilon) = 0\) and \(\gamma(\varepsilon) = \frac{\sqrt{\varepsilon}}{\ln(\ln(\varepsilon))}\). All these results can, of course, be generalized in higher dimensions considering the vectors

\[
\{\{kd\theta^p\}, \{(kd + 1)\theta^p\}, \ldots, \{(kd + d - 1)\theta^p\}\}_{k \in \mathbb{N}},
\]

for \(p > 2d\), such as in [16, Theorem 21].

5) Some other non periodic sequences that do not vanish at infinity:

We give an example of such a sequence in dimension \(d = 2\) : \(Z_{(k_1,k_2)} = (\cos(\sqrt{2}k_1), \sin(\sqrt{2}k_2))\). In this case, for every \(a, b \in \mathbb{Z}, N \in \mathbb{N}\), we have

\[
\frac{1}{4N^2} \sum_{k_1=-N+a}^{N+a} \sum_{k_2=-N+b}^{N+b} \cos(\sqrt{2}k_1) = \frac{\cos(\sqrt{2}a) \sin \left( \frac{2N + 1}{\sqrt{2}} \right)}{2N \sin \left( \frac{1}{\sqrt{2}} \right)},
\]

and

\[
\frac{1}{4N^2} \sum_{k_1=-N+a}^{N+a} \sum_{k_2=-N+b}^{N+b} \sin(\sqrt{2}k_2) = \frac{\sin(\sqrt{2}b) \sin \left( \frac{2N + 1}{\sqrt{2}} \right)}{2N \sin \left( \frac{1}{\sqrt{2}} \right)}.
\]

This implies that (A1) is satisfied by \(Z_k\) and there exists \(M > 0\) such that for every \(R > 0\) and \(x_0 \in \mathbb{R}^d\),

\[
\left| \frac{1}{|B_R|} \sum_{k \in B_R(x_0)} Z_k \right| \leq \frac{M}{R}.
\]

Similarly, a direct calculation that we omit here shows the existence of \(M_1 > 0\) and of a family of constants \(C_{i,j}(n, m) \in \mathbb{R}\) for \(l \in \mathbb{Z}^2\), \(i, j \in \{1, 2\}, n, m \in \mathbb{N}\), such that, for every \(x_0 \in \mathbb{R}^2\) and \(R > 0\), we have

\[
\left| \frac{1}{|B_R|} \sum_{k \in B_R(x_0)} (Z_k)^n \left(Z_{k+l}\right)^m - C_{i,j}(n, m) \right| \leq \frac{M_1}{R}.
\]
The constants $C_{l,j}(n,m)$ are linear combinations of $(\cos(h\sqrt{2}l))_{k \in \mathbb{N}}$, $(\cos(h\sqrt{2}l))_{k \in \mathbb{N}}$, $(\sin(h\sqrt{2}l))_{k \in \mathbb{N}}$ and $(\sin(h\sqrt{2}l))_{k \in \mathbb{N}}$. In particular, for every $l \in \mathbb{Z}^2$:

$$C_l = C_l(1,1) = \begin{bmatrix} \cos(\sqrt{2}l_1) & 0 \\ \frac{2}{\cos(\sqrt{2}l_2)} & \frac{2}{\cos(\sqrt{2}l_2)} \end{bmatrix}.$$ 

This implies that $Z_k$ satisfies (A2.a) and (A2.b) and, using the density of the polynomial functions in the set of continuous functions, (31) also shows (A3). In addition, a direct calculation again shows the existence of $M_2 > 0$ such that, for every $R > 0$ and $x_0 \in \mathbb{R}^2$, we have

$$\left| \frac{1}{|B_R|} \sum_{k \in B_R(x_0)} C_l \right| \leq \frac{M_2}{R}.$$ 

Proposition 1 then ensures that Assumption (A2.c) is also satisfied.

## 3 Corrector equation: the first-order equation (b)

This section is devoted to the linear equation:

$$\Delta w_1 = \sum_{k \in \mathbb{Z}^2} Z_k \nabla \varphi = \text{div}(\mathcal{V}),$$

(32)

where we have denoted by

$$\mathcal{V} = \sum_{k \in \mathbb{Z}^2} Z_k \varphi(x - k).$$

(33)

The existence of a solution to (32), which is the equation obtained for the subproblem (b) in our decomposition of Section 2.2 of our original corrector equation (12), is related to the convergence of $\sum_{k \in \mathbb{Z}^2} \nabla^2 G \ast (Z_k \varphi(\cdot - k))$ and thus to the continuity of the Riesz operator $Tf = \nabla^2 G \ast f$ from $(L^\infty(\mathbb{R}^d))^d$ to the space $BMO(\mathbb{R}^d)$ of functions with bounded mean oscillations. We will not solve (32) itself but will find a solution on every ball of radius $\frac{1}{\varepsilon}$. To study the properties of weak convergence satisfied by the gradient of this solution, we next use several properties of $BMO(\mathbb{R}^d)$ together with the specific properties of the sequence $Z$ ensured by assumptions (7), (A1), (A2.a), (A2.b) and (A2.c). In addition, although we consider here a generic pair $(\varphi, Z)$ where $Z$ is only assumed to satisfy (7), (A1), (A2.a), (A2.b) and (A2.c), there exist several specific choices of function $\varphi$ and sequence $Z_k$ for which the study of (32) is actually simpler. We give some examples of such simpler settings in Section 3.3.

### 3.1 Some preliminary results

Here, we introduce several preliminary results related to the study of equation (32). These results are elementary and classical but we include them here for completeness. Our approach being based on the continuity of the Riesz operator from $(L^\infty(\mathbb{R}^d))^d$ to $(BMO(\mathbb{R}^d))^d$, we begin with two preliminary technical lemmas related to the functions of $BMO(\mathbb{R}^d)$: Lemma 2 regards the harmonic functions with a gradient in $(BMO(\mathbb{R}^d))^d$ and Lemma 3 shows a property of convergence satisfied by the functions that weakly converge to 0 in $BMO(\mathbb{R}^d)$. In Lemma 4 below, we also recall a classical result regarding the strict sublinearity at infinity of functions $u$ such that $\nabla u(\cdot/\varepsilon)$ weakly converges to 0 as $\varepsilon$ vanishes. We finally conclude this section with Lemma 5 which is related to the weak convergence of the functions defined as in (33) and is the direct generalization of the calculation (23) performed for $d = 1$.

**Lemma 2.** Let $v \in L^1_{\text{loc}}(\mathbb{R}^d)$ be a solution to $\Delta v = 0$ in $\mathcal{D}'(\mathbb{R}^d)$ such that $\nabla v \in (BMO(\mathbb{R}^d))^d$. Then $\nabla v$ is constant.
Proof. Differentiating the equation, for every \( i \in \{1, \ldots, d\} \), we have \( \Delta \partial_i v = 0 \). Since \( \partial_i v \in BMO(\mathbb{R}^d) \subset S'(\mathbb{R}^d) \), \( \partial_i v \) is an harmonic tempered distribution and it is therefore a polynomial function (see [11, Example 4.11 p.142] for instance). The only polynomials that belong to \( BMO(\mathbb{R}^d) \) being the constants, we can conclude.

Lemma 3. Let \( (v_n)_{n \in \mathbb{N}} \) be a sequence of \( BMO(\mathbb{R}^d) \) such that \( v_n \) converges to 0 for the weak-* topology of \( BMO(\mathbb{R}^d) \). Then, for every compactly supported function \( g \in L^\infty(\mathbb{R}^d) \) such that \( \int_{\mathbb{R}^d} g = 1 \), we have

\[
v_n - \int_{\mathbb{R}^d} g v_n \xrightarrow{n \to \infty} 0 \quad \text{in } \mathcal{D}'(\mathbb{R}^d).
\]

Proof. Let \( \phi \in \mathcal{D}(\mathbb{R}^d) \), we have:

\[
\left\langle v_n - \int_{\mathbb{R}^d} g v_n, \phi \right\rangle_{\mathcal{D}^*, \mathcal{D}} = \int_{\mathbb{R}^d} v_n \phi - \left( \int_{\mathbb{R}^d} \phi \right) \int_{\mathbb{R}^d} v_n g = \int_{\mathbb{R}^d} v_n \left( \phi - g \int_{\mathbb{R}^d} \phi \right).
\]

We note that \( \psi = \phi - g \int_{\mathbb{R}^d} \phi \) belongs to \( L^\infty(\mathbb{R}^d) \), is compactly supported and its integral vanishes. Therefore (see [17, Section 6.4.1]), \( \psi \) belongs to the Hardy space \( H^1(\mathbb{R}^d) \), that is to the predual of \( BMO(\mathbb{R}^d) \) (see [24, Chapter IV] for details). Since, by assumption, \( v_n \) converges to 0 for the weak-* topology of \( BMO \), it follows that the right-hand side in the latter equality converges to 0 when \( n \to \infty \) and we conclude.

Lemma 4. Let \( u \in L^1_{\text{loc}}(\mathbb{R}^d) \) such that \( u(0) = 0 \) and denote by \( v_\varepsilon = \varepsilon u(\cdot / \varepsilon) \). Assume that \( \nabla v_\varepsilon \) converges to 0 in \( \mathcal{D}'(\mathbb{R}^d) \) when \( \varepsilon \to 0 \) and that there exists \( R > 0 \) and \( p > d \) such that \( \nabla v_\varepsilon \) is bounded in \( L^p(B_{4R}) \), uniformly with respect to \( \varepsilon \). Then

\[
\lim_{\varepsilon \to 0} \| v_\varepsilon \|_{L^\infty(B_{3R})} = 0.
\]

Proof. The Morrey inequality (see for instance [15, p.268]) gives the existence of a constant \( C > 0 \) independent of \( \varepsilon \) such that for every \( y, x \) in \( B_{2R} \)

\[
|v_\varepsilon(x) - v_\varepsilon(y)| \leq C|x - y|^{1-d/p} \| \nabla v_\varepsilon \|_{L^p(B_{4R})}.
\]

Therefore, since \( \nabla v_\varepsilon \) is bounded in \( L^p(B_{4R}) \) uniformly with respect to \( \varepsilon \) for \( p > d \), the sequence \( v_\varepsilon \) is also bounded in \( L^\infty(B_{2R}) \) and equicontinuous on \( B_{2R} \), both uniformly with respect to \( \varepsilon \). Thus, the Arzela-Ascoli theorem shows that the sequence \( v_\varepsilon \), up to an extraction, converges uniformly on every compact of \( B_{2R} \) to some function \( v \). Since \( \nabla v_\varepsilon \) converges to 0 in \( \mathcal{D}'(\mathbb{R}^d) \), \( v \) is constant and, since \( v_\varepsilon(0) = 0 \) for every \( \varepsilon > 0 \), we necessarily have \( v = 0 \). Finally \( v = 0 \) is the only adherent value of \( v_\varepsilon \) in \( L^\infty(B_{2R}) \) and we can conclude that the whole sequence \( v_\varepsilon \) converges to 0 in \( L^\infty(B_{2R}) \).

Lemma 5. Let \( \varphi \in \mathcal{D}(\mathbb{R}^d) \) and \( \mathcal{V} \) be a function of the form \( [33]. \) Assume \( Z \) satisfies \( (7) \) and \( (A1) \). Then \( \mathcal{V}(\cdot / \varepsilon) \) weakly converges to \( \varphi \) in \( L^\infty(\mathbb{R}^d) - * \) as \( \varepsilon \) vanishes.

Proof. For \( M > 0 \) and \( x_0 \in \mathbb{R}^d \), we first introduce \( g = 1_{B_M(x_0)} \), the characteristic function of \( B_M(x_0) \). We have

\[
\langle \mathcal{V}(\cdot / \varepsilon), g \rangle_{L^\infty(\mathbb{R}^d), L^1(\mathbb{R}^d)} = \varepsilon^d \sum_{k \in \mathbb{Z}^d} Z_k \int_{B_M(x_0)/\varepsilon} \varphi(x - k)dx.
\]

We denote by \( A > 0 \) a radius such that \( \varphi \) is supported in \( B_A \). We note that, if \( k \notin B_M(\varepsilon + A)(x_0/\varepsilon) \), we have \( \varphi(x - k) = 0 \) for every \( x \in B_M(x_0)/\varepsilon \) and, if \( k \in B_M(\varepsilon - A)(x_0/\varepsilon) \), we have

\[
\int_{B_M(x_0)/\varepsilon} \varphi(x - k)dx = \int_{\mathbb{R}^d} \varphi(x)dx.
\]
Since \( Z \in (L^\infty(\mathbb{Z}^d))^d \) and the number of indices \( k \in \mathbb{Z}^d \) such that \( k \in B_{M/\varepsilon + A}(x_0/\varepsilon) \setminus B_{M/\varepsilon - A}(x_0/\varepsilon) \) is bounded by \( C\varepsilon^{1-d} \), where \( C \) only depends on \( d, M \) and \( x_0 \), we deduce

\[
\langle \mathcal{V}(\cdot/\varepsilon), g \rangle_{L^\infty(\mathbb{R}^d), L^1(\mathbb{R}^d)} = \varepsilon^d \sum_{k \in B_M(x_0)/\varepsilon} Z_k \int_{B_A} \varphi(x) dx + O(\varepsilon). \tag{34}
\]

Assumption \([A1]\) therefore shows that

\[
\lim_{\varepsilon \to 0} \langle \mathcal{V}(\cdot/\varepsilon), g \rangle_{L^\infty(\mathbb{R}^d), L^1(\mathbb{R}^d)} = \left( \langle Z \rangle \int_{B_A} \varphi \right) |B_M(x_0)| = \left( \langle Z \rangle \int_{B_A} \varphi \right) \int_{\mathbb{R}^d} g.
\]

Since \( g \) is an arbitrary characteristic function, we conclude using the density of simple (a.k.a. step) functions in \( L^1(\mathbb{R}^d) \).

\[\Box\]

**Remark 2.** When \( \int_{\mathbb{R}^d} \varphi = 0 \), we note that the above proof (equality \((34)\) in particular) also shows that \( \mathcal{V}(\cdot/\varepsilon) \) weakly converges to 0 without assuming \([A1]\).

### 3.2 Existence result

We next turn to the main proposition of this section that shows the existence of an \( \varepsilon \)-dependent solution to \((32)\) on \( B_{R/\varepsilon} \) for every fixed \( R > 0 \). In the sequel, we use the notation \( \int_A = \frac{1}{|A|} \int_A \) for every Borel subset \( A \) of \( \mathbb{R}^d \).

**Proposition 2.** Assume \( d \geq 2 \). Let \( \varphi \in \mathcal{D}(\mathbb{R}^d) \) and \( \mathcal{V} \) be a function of the form \((33)\). Assume \( Z \) satisfies \([7], [A1], [A2.a], [A2.b], [A2.c]\) and \([A1]\). We denote by \( G \) be the Green function associated with \( \Delta \) on \( \mathbb{R}^d \) and by \( u_i = G \ast \partial_i \varphi \) for \( i \in \{1, \ldots, d\} \). Let \( \beta : \mathbb{R}^+ \to \mathbb{R}^+ \) such that \( \lim_{\varepsilon \to 0} \varepsilon^{-1} \beta(\varepsilon) = 0 \).

For every \( R > 0 \) and \( \varepsilon > 0 \), we define,

\[
\tilde{w}_\varepsilon = \sum_{i \in \{1, \ldots, d\}} \sum_{k \in B_{R/\varepsilon}} (\hat{Z}_k)_i u_i(\cdot - k),
\]

and

\[
\tilde{W}_{\varepsilon,R} = \tilde{w}_\varepsilon - x \int_{B_{R/\varepsilon}} \nabla \tilde{w}_\varepsilon(y/\varepsilon) dy. \tag{35}
\]

Then, when \( \varepsilon \) is sufficiently small, \( \tilde{W}_{\varepsilon,R} \) is a solution to

\[
\Delta \tilde{W}_{\varepsilon,R} = \text{div}(\mathcal{V}) \quad \text{on} \quad B_{R/\varepsilon}, \tag{36}
\]

such that \( \nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \in L^p(B_R) \) for every \( p \in [1, +\infty[ \) and

\[
\left\{ \begin{array}{l}
(\nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon))_{\varepsilon > 0} \text{ is bounded in } L^p(B_R), \ \forall p \in [1, +\infty[, \tag{37}

\nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \xrightarrow{\varepsilon \to 0} 0 \text{ weakly in } L^p(B_R), \ \forall p \in [1, +\infty[, \tag{38}

\varepsilon \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \xrightarrow{\varepsilon \to 0} 0 \text{ strongly in } L^\infty(B_R). \tag{39}
\end{array} \right.
\]

In addition, if we denote by \( C_{l,i,j} \) the constant defined by Assumption \([A2.a]\) for \( l \in \mathbb{Z}^d \) and \( i, j \in \{1, \ldots, d\} \), and by \( \tilde{\mathcal{M}} \) the constant

\[
\tilde{\mathcal{M}} = \sum_{i,j \in \{1, \ldots, d\}} \sum_{l \in \mathbb{Z}^d} C_{l,i,j} \int_{\mathbb{R}^d} \varphi(x) \partial_i u_j(x - l) dx,
\]

then,

\[
|\nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon)| \xrightarrow{\varepsilon \to 0} \tilde{\mathcal{M}} \quad \text{weakly in } L^p(B_R) \text{ for every } p \in [1, +\infty[. \tag{40}
\]

**Proof.** The proof is rather lengthy and proceeds in four steps. Here we assume that \( \langle Z \rangle = 0 \) in \([A1]\). We indeed recall that we can always assume that \( Z \) has a vanishing average without loss of generality.
Step 1: Proof of (37). For every \( \varepsilon > 0 \), we denote \( \mathcal{V}_\varepsilon = \sum_{k \in \mathbb{Z}} \varphi(-k) \). For every \( R > 0 \), since \( \beta(\varepsilon) = o(\varepsilon) \) and \( \varphi \) is compactly supported, we have \( \mathcal{V}_\varepsilon = \mathcal{V} \) on \( B_{R/\varepsilon} \) when \( \varepsilon \) is sufficiently small. It follows that \( \tilde{w}_\varepsilon = \nabla^* \lceil \mathcal{V}_\varepsilon \rceil \) is a solution to (36) in \( \mathcal{D}'(B_{R/\varepsilon}) \). We next remark that

\[
\nabla \tilde{w}_\varepsilon = \nabla \nabla^* \lceil \mathcal{V}_\varepsilon \rceil = \int_{\mathbb{R}^d} \nabla^2 \mathcal{V}(\cdot - y) \mathcal{V}_\varepsilon(y) \, dy =: TV_\varepsilon.
\]

It is well known that the operator \( T : f \mapsto Tf \) is continuous from \( (L^\infty(\mathbb{R}^d))^d \) to \( (BMO(\mathbb{R}^d))^d \) (see [24 Section 4.2]), that is, there exists a constant \( C > 0 \) independent of \( R \) and \( \varepsilon \) such that:

\[
\| \nabla \tilde{w}_\varepsilon \|_{BMO(\mathbb{R}^d)} \leq C \| \mathcal{V}_\varepsilon \|_{L^\infty(\mathbb{R}^d)} \leq C \| \mathcal{V} \|_{L^\infty(\mathbb{R}^d)}.
\]

(41)

In addition, for every \( p \in [1, +\infty[ \), the John–Nirenberg inequality (see for instance [24 p.144]) yields the existence of a constant \( c_p > 0 \), independent of \( \varepsilon \), such that

\[
\sup_{M > 0} \left( \int_{B_M} \| \nabla \tilde{w}_\varepsilon (x) \|^p \, dx \right)^{1/p} \leq c_p \| \nabla \tilde{w}_\varepsilon \|_{BMO(\mathbb{R}^d)}.
\]

(42)

Using (41) and (42), we obtain

\[
\left( \int_{B_{4R}} | \nabla \tilde{W}_{\varepsilon,R}(x/\varepsilon) |^p \, dx \right)^{1/p} = \left( \varepsilon^d \int_{B_{4R/\varepsilon}} \| \nabla \tilde{w}_\varepsilon (x) - \int_{B_{4R/\varepsilon}} \nabla \tilde{w}_\varepsilon (y) \, dy \|_{L^p(\mathbb{R}^d)} \, dx \right)^{1/p} \leq |B_{4R/\varepsilon}|^{1/p} c_p \| \nabla \tilde{w}_\varepsilon \|_{BMO(\mathbb{R}^d)} \leq |B_{4R}|^{1/p} c_p C \| \mathcal{V} \|_{L^\infty(\mathbb{R}^d)}.
\]

We deduce that \( \nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \) is uniformly bounded in \( L^p(B_{4R}) \) with respect to \( \varepsilon \).

Step 2: Proof of (35). We begin by showing that \( \nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \) converges to 0 in \( \mathcal{D}'(\mathbb{R}^d) \). Using (41), we know that \( \nabla \tilde{w}_\varepsilon(\cdot/\varepsilon) \) is uniformly bounded in \( (BMO(\mathbb{R}^d))^d \) with respect to \( \varepsilon \). Up to an extraction, it therefore converges for the weak-* topology of \( (BMO(\mathbb{R}^d))^d \) when \( \varepsilon \to 0 \). Its limit is also a gradient and we denote it by \( \nabla v \). Since \( \tilde{w}_\varepsilon \) is solution to \( \Delta \tilde{w}_\varepsilon = \text{div}(\mathcal{V}_\varepsilon) \) in \( \mathcal{D}'(\mathbb{R}^d) \), we have for every \( \phi \in \mathcal{D}(\mathbb{R}^d) \),

\[
\int_{\mathbb{R}^d} \nabla \tilde{w}_\varepsilon(\cdot/\varepsilon).\nabla \phi = \int_{\mathbb{R}^d} \mathcal{V}_\varepsilon(\cdot/\varepsilon).\nabla \phi.
\]

(43)

We note that Assumption (A1) with \( \langle Z \rangle = 0 \) and Lemma 5 ensure that \( \mathcal{V}_\varepsilon(\cdot/\varepsilon) \) converges to 0 for the weak-* topology of \( (L^\infty(\mathbb{R}^d))^d \). Since every function \( \chi \in \mathcal{D}(\mathbb{R}^d) \) such that \( \int_{\mathbb{R}^d} \chi = 0 \) belongs to the Hardy space \( \mathcal{H}^1 \), the predual of \( BMO \), we can pass to the limit in (43) when \( \varepsilon \to 0 \) and it follows

\[
\int_{\mathbb{R}^d} \nabla v.\nabla \phi = 0.
\]

Therefore, \( v \) is solution to \( \Delta v = 0 \) in \( \mathcal{D}'(\mathbb{R}^d) \) such that \( \nabla v \) belongs to \( (BMO(\mathbb{R}^d))^d \). Lemma 2 therefore implies that \( \nabla v \) is constant. The space \( BMO(\mathbb{R}^d) \) being the quotient space of functions \( g \in L^1_{\text{loc}}(\mathbb{R}^d) \) such that \( \| g \|_{BMO(\mathbb{R}^d)} < +\infty \) modulo the space of constant functions, we have actually shown that \( \nabla v \) is equal to 0 in \( (BMO(\mathbb{R}^d))^d \). We deduce that 0 is the only adherent value of \( \nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \) in \( BMO(\mathbb{R}^d) - * \), and a compactness argument shows that the whole sequence \( \nabla \tilde{w}_\varepsilon(\cdot/\varepsilon) \) converges to 0 for this topology. Lemma 3 next shows that

\[
\partial_i \tilde{w}_\varepsilon(\cdot/\varepsilon) - \int_{\mathbb{R}^d} g_i \partial_i \tilde{w}_\varepsilon(\cdot/\varepsilon) \, dy \xrightarrow{\varepsilon \to 0} 0 \quad \text{in} \quad \mathcal{D}'(\mathbb{R}^d),
\]

for every compactly supported function \( g \in (L^\infty(\mathbb{R}^d))^d \) such that \( \int_{\mathbb{R}^d} g_i = 1 \) for all \( i \in \{1, \ldots, d\} \).

Considering \( g_i = \frac{1}{|B_{4R}|} 1_{B_{4R}} \) for every \( i \in \{1, \ldots, d\} \), we obtain that \( \nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \) converges to 0 in \( \mathcal{D}'(\mathbb{R}^d) \). Using the density of \( \mathcal{D}'(B_R) \) in \( L^p(B_R) \) for every \( p \in [1, +\infty[ \), we finally deduce the weak
convergence of $\nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon)$ to 0 in $L^p(B_R)$.

**Step 3 : Proof of (39).** We have shown that $\nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon)$ is uniformly bounded in $L^p(B_{4R})$ for every $p \in [1, +\infty]$. We note that we can always consider a solution $\hat{W}_{\varepsilon,R}$ such that $\hat{W}_{\varepsilon,R}(0) = 0$ without altering the properties of $\nabla \hat{W}_{\varepsilon,R}$. The uniform convergence of $\varepsilon \hat{W}_{\varepsilon,R}(\cdot/\varepsilon)$ to 0 in $B_R$ is therefore a consequence of Lemma 4.

**Step 4 : Proof of (40).** For every $\phi \in \mathcal{D}(B_R)$ and every $\varepsilon > 0$, multiplying (36) by $\chi_{\varepsilon}(x) = \hat{W}_{\varepsilon,R}(x/\varepsilon) \phi(x)$ and integrating, we obtain

$$\int_{B_R} |\nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon)|^2 \phi = \int_{B_R} \mathcal{V}(\cdot/\varepsilon) \nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon) \phi + \int_{B_R} \varepsilon \hat{W}_{\varepsilon,R}(\cdot/\varepsilon) \left( \mathcal{V}(\cdot/\varepsilon) - \nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon) \right) \cdot \nabla \phi.$$ 

Since $\varepsilon \hat{W}_{\varepsilon,R}(\cdot/\varepsilon)$ converges to 0 in $L^\infty(B_R)$ and $\mathcal{V}(\cdot/\varepsilon) - \nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon)$ is bounded in $L^2(B_R)$, uniformly with respect to $\varepsilon$, we have

$$\lim_{\varepsilon \to 0} \int_{B_R} \varepsilon \hat{W}_{\varepsilon,R}(\cdot/\varepsilon) \left( \mathcal{V}(\cdot/\varepsilon) - \nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon) \right) \cdot \nabla \phi = 0.$$

It is therefore sufficient to show the weak convergence of $\mathcal{V}(\cdot/\varepsilon) \nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon)$ to obtain the weak convergence of $|\nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon)|^2$ and, in this case, we have:

$$\text{weak lim}_{\varepsilon \to 0} |\nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon)|^2 = \text{weak lim}_{\varepsilon \to 0} \mathcal{V}(\cdot/\varepsilon) \nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon).$$ (44)

We thus study the sequence $\mathcal{V}(\cdot/\varepsilon) \nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon)$ when $\varepsilon \to 0$. We consider $0 < M \leq R$ and $x_0 \in \mathbb{R}^d$ such that $B_M(x_0) \subset B_R$ and we denote by $g = 1_{B_M(x_0)}$ the characteristic function of $B_M(x_0)$. We next introduce

$$\alpha(\varepsilon) = \frac{\varepsilon^d}{|B_M|} \sum_{k \in B_M(x_0)/\varepsilon} Z_k,$$

and we define $\eta(\varepsilon) = \max(\varepsilon \alpha(\varepsilon), \beta(\varepsilon), \delta(\varepsilon), \varepsilon^2)$, where $\delta(\varepsilon)$ is defined in (A2.b). In particular, Assumptions (A1) with $(Z) = 0$ and (A2.b) show that $\lim_{\varepsilon \to 0} \eta(\varepsilon) = 0$. We also denote

$$\tilde{w}^0 = \sum_{i \in \{1, \ldots, d\}} \sum_{k \in B_1/\varepsilon} (Z_k)_i u_i(-k).$$

We now study the convergence of $\langle \mathcal{V}(\cdot/\varepsilon) \nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon), g \rangle = \int_{B_R} \mathcal{V}(x/\varepsilon) \nabla \hat{W}_{\varepsilon,R}(x/\varepsilon) g(x) dx$ splitting this quantity into three terms. We indeed have $\langle \mathcal{V}(\cdot/\varepsilon) \nabla \hat{W}_{\varepsilon,R}(\cdot/\varepsilon), g \rangle = I^\varepsilon - J^\varepsilon + K^\varepsilon$, where

$$I^\varepsilon = \langle \mathcal{V}(\cdot/\varepsilon) \nabla \tilde{w}^0(\cdot/\varepsilon), g \rangle,$$

$$J^\varepsilon = \langle \mathcal{V}(\cdot/\varepsilon), g \rangle \int_{B_{4R}/\varepsilon} \nabla \tilde{u}^0(y) dy,$$

$$K^\varepsilon = \left( \mathcal{V}(\cdot/\varepsilon), \left( \nabla (\tilde{w}_z - \tilde{w}^0)(\cdot/\varepsilon) - \int_{B_{4R}/\varepsilon} \nabla (\tilde{w}_z - \tilde{w}^0)(y) \right) g \right).$$

In the sequel we denote by $C$ constants independent of $\varepsilon$ which may vary from one line to another.

**Substep 4.1 : Convergence of $I^\varepsilon$.** We remark that $I^\varepsilon = \sum_{i,j \in \{1, \ldots, d\}} I^\varepsilon_{i,j}$, where

$$I^\varepsilon_{i,j} = \varepsilon^d \sum_{k \in \mathbb{Z}^d} (Z_k)_i(Z_k)_j \int_{B_{M}(x_0)/\varepsilon} \varphi(x - k) \partial_i u_j(x - l) dx.$$ (45)

We first study the convergence of the sequence:

$$\tilde{I}^\varepsilon_{i,j} = \varepsilon^d \sum_{k \in \mathbb{Z}^d} (Z_k)_i(Z_k+l)_j \int_{B_{A}} \varphi(x) \partial_i u_j(x - l) dx.$$ (46)
where $D = |x_0| + M > 0$. In the sequel we shall show that $\lim_{\varepsilon \to 0} \tilde{I}_{i,j}^\varepsilon = \lim_{\varepsilon \to 0} I_{i,j}^\varepsilon$. We have
\[ \tilde{I}_{i,j}^\varepsilon = M_1^\varepsilon + M_2^\varepsilon, \]
where
\[ M_1^\varepsilon = \sum_{l \in B_{\frac{1}{\varepsilon}}} \varepsilon^d \sum_{k \in B_{M(\varepsilon^a)}(z_l)} ((Z_k)_i(z_{k+l})_j - |B_M| C_{i,j,l}) \int_{B_A} \varphi(x) \partial_i u_j(x - l) dx, \]
\[ M_2^\varepsilon = \sum_{l \in B_{\frac{1}{\varepsilon}}} |B_M| C_{i,j,l} \int_{B_A} \varphi(x) \partial_i u_j(x - l) dx. \]
Since $u_j = G \ast \partial_j \varphi$, Lemma 1 shows that $|\partial_i u_j(x)| \leq \frac{C}{1 + |x|^d}$ for every $x \in \mathbb{R}^d$. We next use Assumption (A2.b) to obtain
\[ |M_1^\varepsilon| \leq C \gamma(\varepsilon) \sum_{l \in B_{\frac{1}{\varepsilon}}} \int_{B_A} |\varphi(x)\partial_i u_j(x - l)| dx \leq C \gamma(\varepsilon) \sum_{l \in B_{\frac{1}{\varepsilon}}} \frac{1}{1 + |l|^d} \leq C \gamma(\varepsilon) \ln(\eta(\varepsilon)). \]
Since $|\ln(\eta(\varepsilon))| \leq 2 |\ln(\varepsilon)|$, it follows $|M_1^\varepsilon| \leq C \gamma(\varepsilon) |\ln(\varepsilon)|$ which shows the convergence of $M_1^\varepsilon$ to 0 due to assumption (A2.b).

We recall that $\partial_i u_j = \partial_i \partial_j G \ast \varphi$ and, using assumption (A2.c), we can also consider the limit in $M_2^\varepsilon$ to obtain
\[ M_2^\varepsilon \underset{\varepsilon \to 0}{\longrightarrow} |B_M| \sum_{l \in \mathbb{Z}^d} C_{i,j,l} \int_{B_A} \varphi(x) \partial_i u_j(x - l) dx = \left\langle \sum_{l \in \mathbb{Z}^d} C_{i,j,l} \int_{B_A} \varphi(x) \partial_i u_j(x - l) dx, g \right\rangle. \]
We have proved that
\[ \sum_{i,j \in \{1, \ldots, d\}} \tilde{I}_{i,j}^\varepsilon \underset{\varepsilon \to 0}{\longrightarrow} \left\langle M, g \right\rangle. \]

We next show that $\lim_{\varepsilon \to 0} \tilde{I}_{i,j}^\varepsilon = \lim_{\varepsilon \to 0} I_{i,j}^\varepsilon$ (where $I_{i,j}^\varepsilon$ and $\tilde{I}_{i,j}^\varepsilon$ are respectively given by (45) and (46)). We denote by $A > 0$ a radius such that Supp($\varphi$) $\subset B_A$. We remark that if $k \notin B_{M(\varepsilon + A)}(x_0/\varepsilon)$, we have
\[ \int_{B_M(x_0/\varepsilon)} \varphi(x - k) \partial_i u_j(x - l) dx = 0 \]
and if $k \in B_{M(\varepsilon - A)}(x_0/\varepsilon)$,
\[ \int_{B_M(x_0/\varepsilon)} \varphi(x - k) \partial_i u_j(x - l) dx = \int_{\mathbb{R}^d} \varphi(x) \partial_i u_j(x - l + k) dx. \]
We next denote $C_\varepsilon = B_{\frac{\varepsilon}{\varepsilon + A}(\frac{x_0}{\varepsilon})} \setminus B_{\frac{\varepsilon}{\varepsilon - A}(\frac{x_0}{\varepsilon})}$ and, using $|\partial_i u_j(x)| \leq C(1 + |x|^d)^{-1}$, we have
\[ \left| \sum_{l \in C_\varepsilon} \sum_{k \in B_{\frac{\varepsilon}{\varepsilon + A}}(z_l)} (Z_k)_i(z_{k+l})_j \int_{B_{\frac{\varepsilon}{\varepsilon - A}}(z_{k+l})} \varphi(x) \partial_i u_j(x - k) dx \right| \leq \varepsilon^d \|Z\|_{L^\infty(\mathbb{R}^d)} \sum_{k \in C_\varepsilon} \sum_{l \in B_{\frac{\varepsilon}{\varepsilon + A}}} \int_{B_A} |\partial_i u_j(x - l + k)| dx. \]
\[ \leq C \varepsilon^d \sum_{k \in C_\varepsilon} |\ln(\eta(\varepsilon))|. \]
Since $|C_\varepsilon| = O(\varepsilon^{1-d})$ and $|\ln(\eta(\varepsilon))| \leq 2 |\ln(\varepsilon)|$, we obtain
\[ \left| \sum_{l \in C_\varepsilon} \sum_{k \in B_{\frac{\varepsilon}{\varepsilon + A}}(z_l)} (Z_k)_i(z_{k+l})_j \int_{B_{\frac{\varepsilon}{\varepsilon - A}}(z_{k+l})} \varphi(x) \partial_i u_j(x - l + k) dx \right| \leq C \varepsilon |\ln(\varepsilon)| \varepsilon \to 0 \to 0. \]
It follows that
\[
I_{i,j}^\varepsilon = \varepsilon^d \sum_{k \in \mathcal{M} \cap (0)} \sum_{l \in B \frac{1}{2}} (Z_k)_i (Z_l)_j \int_{B_A} \varphi(x) \partial_i u_j (x - l + k) dx + O(\varepsilon |\ln(\varepsilon)|)
\]
\[
= \varepsilon^d \sum_{k \in \mathcal{M} \cap (0)} \sum_{l \in B \frac{1}{2}} (Z_k)_i (Z_{k+l})_j \int_{B_A} \varphi(x) \partial_i u_j (x - l) dx + O(\varepsilon |\ln(\varepsilon)|)
\]
\[
= \mathcal{N}_{i,j}^\varepsilon + O(\varepsilon |\ln(\varepsilon)|).
\]

We recall that \( D = M + |x_0| \) and for every \( k \in B_M(x_0)/\varepsilon \), we have \(|k| \leq \frac{D}{\varepsilon} \). Since \( \eta(\varepsilon) = o(\varepsilon) \), we have for \( \varepsilon \) sufficiently small:
\[
B \frac{1}{2} \frac{1}{\varepsilon} < B \frac{1}{2} \frac{1}{\varepsilon} \subset B \frac{1}{2} \frac{1}{\varepsilon} + \frac{D}{\varepsilon} \quad \text{and} \quad \left( B \frac{1}{2} \frac{1}{\varepsilon} (-k) \setminus B \frac{1}{2} \frac{1}{\varepsilon} \frac{D}{\varepsilon} \right) \subset \left( B \frac{1}{2} \frac{1}{\varepsilon} + \frac{D}{\varepsilon} \frac{1}{2} \right).
\]

We next split \( \mathcal{N}_{i,j}^\varepsilon \) in two parts:
\[
\mathcal{N}_{i,j}^\varepsilon = \varepsilon^d \sum_{k \in \mathcal{M} \cap (0)} \sum_{l \in B \frac{1}{2}} (Z_k)_i (Z_{k+l})_j \int_{B_A} \varphi(x) \partial_i u_j (x - l) dx
\]
\[
+ \varepsilon^d \sum_{k \in \mathcal{M} \cap (0)} \sum_{l \in B \frac{1}{2}} (Z_k)_i (Z_{k+l})_j \int_{B_A} \varphi(x) \partial_i u_j (x - l) dx
\]
\[
= I_{i,j}^\varepsilon + R^\varepsilon.
\]

We have
\[
|R^\varepsilon| \leq C \| \varphi \|_{L^{\infty}(\mathbb{R}^d)} \| Z \|_{L^2}^2 \varepsilon^d \sum_{k \in \mathcal{M} \cap (0)} \sum_{l \in B \frac{1}{2}} \frac{1}{1 + |l|^d}
\]
\[
\leq C \varepsilon^d \sum_{k \in \mathcal{M} \cap (0)} \sum_{l \in B \frac{1}{2}} \frac{1}{1 + |l|^d}
\]
\[
\leq C \left( \ln \left( \frac{1}{\eta(\varepsilon)} + \frac{D}{\varepsilon} \right) - \ln \left( \frac{1}{\eta(\varepsilon)} \right) \right) \varepsilon \to 0.
\]

Since \( I_{i,j}^\varepsilon = I_{i,j}^\varepsilon + R^\varepsilon + O(\varepsilon |\ln(\varepsilon)|) \), we finally conclude that \( \lim_{\varepsilon \to 0} I_{i,j}^\varepsilon = \lim_{\varepsilon \to 0} \tilde{I}_{i,j}^\varepsilon \).

Substep 4.2 : Convergence of \( J^\varepsilon \). We claim that \( J^\varepsilon \) converges to 0 when \( \varepsilon \to 0 \). We indeed remark that
\[
\langle \mathcal{V}(\cdot/\varepsilon), g \rangle = \varepsilon^d \sum_{k \in \mathbb{Z}^d} Z_k \int_{B_M(x_0)/\varepsilon} \varphi(x - k) dx.
\]
As in the previous substep, if \( k \notin B_{M/\varepsilon+A}(x_0/\varepsilon) \), we have \( \varphi(x - k) = 0 \) for every \( x \in B_M(x_0)/\varepsilon \) and if \( k \in B_{M/\varepsilon-A}(x_0/\varepsilon) \), we have \( \int_{B_M(x_0)/\varepsilon} \varphi(x - k) dx = \int_{\mathbb{R}^d} \varphi(x) dx \). Since the number of \( k \in \mathbb{Z}^d \) such that \( k \in B_{M/\varepsilon+A}(x_0/\varepsilon) \) and \( k \notin B_{M/\varepsilon-A}(x_0/\varepsilon) \) is proportional to \( \varepsilon^{1-d} \), we have
\[
|\langle \mathcal{V}(\cdot/\varepsilon), g \rangle| = \varepsilon^d \sum_{k \in B_{M(x_0)}} Z_k \int_{B_A} \varphi(x) dx + O(\varepsilon) \leq C(\alpha(\varepsilon) + \varepsilon).
\]

In addition, since \( \nabla \tilde{w}_0 \) is uniformly bounded in \( BMO(\mathbb{R}^d) \) as a consequence of (41), we have (see [24] Chapter IV, Section 1))
\[
\left| \int_{B_{1/\varepsilon}} \nabla \tilde{w}_0(y) dy - \int_{B_{1/\varepsilon}} \nabla \tilde{w}_0(y) dy \right| \leq C \left| \ln \left( \frac{\eta(\varepsilon)}{\varepsilon} \right) \right|.
\]
We recall that \( \eta(\varepsilon) \geq \max(\alpha(\varepsilon), \varepsilon^2) \), that is \( \left| \ln \left( \frac{\eta(\varepsilon)}{\varepsilon} \right) \right| \leq \min(\ln(\alpha(\varepsilon)), |\ln(\varepsilon)|) \) when \( \varepsilon \) is sufficiently small. Using (47), we obtain

\[
|\langle \mathcal{V}(\varepsilon), g \rangle| \leq \int_{B_{4R/\varepsilon}} \nabla \tilde{w}_x^2(y)dy - \int_{B_{4R/\varepsilon}} \nabla \tilde{u}_x^2(y)dy \leq C(\alpha(\varepsilon) + \varepsilon) \min(\ln(\alpha(\varepsilon)), |\ln(\varepsilon)|) \xrightarrow{\varepsilon \to 0} 0.
\]

Next, since \( \nabla \tilde{w}_x^2 = \nabla^2 G \left( \sum \limits_{k \in B_{1}} Z_k \varphi(-k) \right) \) is supported in \( (L^2(\mathbb{R}^d))^d \) of the operator \( T \) (see [17, Section 7.2.3]) yields a constant \( C > 0 \) such that:

\[
\|\nabla \tilde{w}_x^2\|_{L^1(\mathbb{R}^d)} \leq C \left( \sum \limits_{k \in B_{1}} Z_k \varphi(-k) \right) \leq C \frac{1}{(\ln(\varepsilon))^{d/2}} \|\mathcal{V}\|_{L^\infty(\mathbb{R}^d)}.
\]

The Cauchy-Schwarz inequality therefore gives

\[
\left| \int_{B_{1/2}} \nabla \tilde{w}_x^2(y)dy \right| \leq \left( \int_{B_{1/2}} |\nabla \tilde{w}_x^2(y)|^2 dy \right)^{1/2} \leq C (\ln(\varepsilon))^{d/2} \|\tilde{w}_x^2\|_{L^2(\mathbb{R}^d)} \leq C.
\]

Using (47) and (49), we deduce that:

\[
|\langle \mathcal{V}(\varepsilon), g \rangle| \left( \int_{B_{4R/\varepsilon}} \nabla \tilde{w}_x^2(y)dy - \int_{B_{4R/\varepsilon}} \nabla \tilde{u}_x^2(y)dy \right) \leq C(\alpha(\varepsilon) + \varepsilon) \xrightarrow{\varepsilon \to 0} 0.
\]

To conclude, we use a triangle inequality to bound \( J^\varepsilon \):

\[
|J^\varepsilon| \leq |\langle \mathcal{V}(\varepsilon), g \rangle| \left( \int_{B_{4R/\varepsilon}} \nabla \tilde{w}_x^2(y)dy - \int_{B_{4R/\varepsilon}} \nabla \tilde{u}_x^2(y)dy \right) + |\langle \mathcal{V}(\varepsilon), g \rangle| \left( \int_{B_{4R/\varepsilon}} \nabla \tilde{w}_x^2(y)dy \right).
\]

(48) and (50) finally show that \( J^\varepsilon \to 0 \) when \( \varepsilon \to 0 \).

Substep 4.3 : Convergence of \( K^\varepsilon \). Using that \( \varphi \) is supported in \( B_A \) and proceeding as in the previous steps, we can show that the convergence of \( K^\varepsilon \) is equivalent to the convergence of

\[
K_{i,j}^\varepsilon = \varepsilon^d \sum \limits_{k \in B_M(x_0)/\varepsilon} \sum \limits_{|l-k| < \frac{1}{\varepsilon^2}} (Z_k)(Z_{k+l}) \int_{B_A} \varphi(x) \left( \partial_i u_j(x - l) - \int_{B_{4R/\varepsilon}} \partial_i u_j(y - l - k)dy \right)dx,
\]

for every \( i, j \in \{1, \ldots, d\} \). Since \( u_j = G \ast \partial_j \varphi \), we remark that for every \( x \in B_A, y \in B_{4R/\varepsilon}, k \in B_M(x_0)/\varepsilon \) and \( l \) such that \( |l-k| > \frac{1}{\varepsilon^2} \), we have

\[
\partial_i u_j(x - l) - \partial_i u_j(y - l - k) = \int_{B_A} (\partial_i \partial_j G(z - x + l) - \partial_i \partial_j G(z - y + l + k)) \varphi(z)dz
\]

\[
= \int_{B_A} (\partial_i \partial_j G(z - x + l) - \partial_i \partial_j G(l) + \partial_i \partial_j G(l) - \partial_i \partial_j G(z - y + l + k)) \varphi(z)dz.
\]

The results of [17, Lemma 7.18 p.151] yield the existence of \( C > 0 \) such that for every \( u, v \in \mathbb{R}^d \) with \( |u| > 2|v| \), we have

\[
|\partial_i \partial_j G(u - v) - \partial_i \partial_j G(u)| \leq C \frac{|v|}{|u|^{d+1}}.
\]
Since \( \eta(\varepsilon) = o(\varepsilon) \), for every \( z \in B_A \) and \( x, y, k, l \) as above, we have \( |l| > 2|z - y + k| \) and \( |l| > 2|z - x| \) when \( \varepsilon \) is sufficiently small. It follows

\[
\int_{B_{R\varepsilon}^c} |\partial_i u_j(x - l) - \partial_i u_j(y - l - k)| \, dy \leq C \int_{B_{R\varepsilon}^c} \left( \frac{|x|}{|l|^{d+1}} + \frac{|y|}{|l|^{d+1}} \right) \, dy \leq C \varepsilon^{-1}. \tag{52}
\]

If we now insert (52) into (51), since \( Z_k \) and \( \varphi \) are uniformly bounded, we obtain

\[
|\hat{K}_{i,j}| \leq C \varepsilon^{-1} \sum_{m \neq |l|} \frac{1}{|l|^{d+1}} \leq C \varepsilon^{-1} \eta(\varepsilon).
\]

By definition of \( \eta(\varepsilon) \), we have \( \lim_{\varepsilon \to 0} \varepsilon^{-1} \eta(\varepsilon) = 0 \). We therefore conclude that \( \lim_{\varepsilon \to 0} K_{i,j} = 0 \).

**Substep 4.3: Conclusion.** In the three substeps above, we have finally shown that

\[
\langle \mathcal{V}(\cdot, \varepsilon), \nabla \hat{\mathcal{W}}_{\varepsilon,R}(\cdot, \varepsilon), g \rangle \xrightarrow{\varepsilon \to 0} \langle \tilde{\mathcal{M}}, g \rangle,
\]

for every characteristic function \( g \) defined on \( B_R \). Using (44) and the density of simple functions in \( L^p(B_R) \) for every \( p > 1 \), we deduce that

\[
\text{weak lim}_{\varepsilon \to 0} |\nabla \hat{\mathcal{W}}_{\varepsilon,R}|^2(\cdot, \varepsilon) = \text{weak lim}_{\varepsilon \to 0} \mathcal{V}(\cdot, \varepsilon, \nabla \hat{\mathcal{W}}_{\varepsilon,R}) = \tilde{\mathcal{M}},
\]

which concludes the proof of Proposition 2.

**Remark 3.** Given the only assumptions \( (A1) - (A2,a) - (A2.b) - (A2.c) \), we cannot expect to show a uniform bound with respect to \( \varepsilon \) for \( \nabla \hat{w}_i(\cdot, \varepsilon) \) without subtracting a constant that depends on \( \varepsilon \) as in (35). For \( d = 3 \), consider indeed \( Z_k = \frac{1}{\ln(2 + |k|)} (1, 1, 1) \) that satisfies our assumptions.

When \( \int_{\mathbb{R}^d} \varphi \neq 0 \), \( \partial_i u_i(x) \) behaves as \( \frac{1}{|x|^3} \) at infinity and \( \sum_{|k| \leq \pi \pi} (Z_k) \partial_i u_i(x/\varepsilon) \) grows at least as \( |\ln(|\ln(\beta(\varepsilon))|) \rangle \) on every compact. This phenomenon is related to the non continuity of the operator \( T: f \mapsto \nabla^2 G * f \) from \( (L^\infty(\mathbb{R}^d)) \) to \( (L^\infty(\mathbb{R}^d)) \).

**Remark 4.** In Proposition 3, we note that the choice \( \beta(\varepsilon) = 0 \) is also admissible since the bound given by (44) allows to show that the sum \( \sum_{k \in \mathbb{Z}^d} (Z_k) \nabla u_i(\cdot, -k) \) converges in \( (BMO(\mathbb{R}^d)) \). However, we have shown that Proposition 3 holds under the less restrictive assumption \( \lim_{\varepsilon \to 0} \beta(\varepsilon) = 0 \), that is for approximation of the full sum.

### 3.3 Some particular cases

We introduce here some particular settings in terms of the function \( \varphi \) and the sequence \( Z \) for which the study of (32) is simpler and several stronger results can be shown. In particular, we show that under additional assumptions on \( \varphi \) and \( Z \), the sum \( \sum_{k \in \mathbb{Z}^d} (Z_k) \nabla u_i(\cdot, -k) \) converges to \( (L^\infty(\mathbb{R}^d)) \) for all \( 1 \leq i \leq d \), which shows the existence of a solution \( w_1 \) to (32) that is independent of \( \varepsilon \).

1) **Vanishing integral** \( \int_{\mathbb{R}^d} \varphi = 0 \).

Given this assumption, the Green formula shows \( \int_{\mathbb{R}^d} x \partial_i \varphi = 0 \) and, for every \( i \in \{1, ..., d\} \), \( \nabla u_i = \nabla (G * \partial_i \varphi) \) satisfies \( |\nabla u_i(x)| \leq \frac{M}{1 + |x|^{d+1}} \) as a consequence of Lemma 1. It follows that the sums \( \sum_{k \in \mathbb{Z}^d} (Z_k) \nabla u_i(\cdot, -k) \) normally converge in \( (L^\infty(\mathbb{R}^d)) \), for all \( 1 \leq i \leq d \). The Schwarz lemma ensures its limit is a gradient, which shows the existence of \( w_1 \), solution to (32) on \( \mathbb{R}^d \) such that \( \nabla w_1 \in (L^\infty(\mathbb{R}^d)) \) (and not only in \( (BMO(\mathbb{R}^d)) \)).

Since \( \mathcal{V}(\cdot, \varepsilon) \) also weakly converges to 0 as \( \varepsilon \) vanishes without any assumption on \( Z \) (see Remark 4), we have \( \lim_{\varepsilon \to 0} \nabla w_1(\cdot, \varepsilon) = 0 \) in \( L^\infty(\mathbb{R}^d) \). In addition, Assumption (A2,a) is sufficient.
to show the weak convergence of $|\nabla w_1(_/\varepsilon)|^2$ to a constant. For the proof of these assertions, we refer to the study of equation $53$ in Section 4.2 where we perform a similar proof.

2) Existence of a partition of unity.

If there exists a function $\chi \in \mathcal{D}(\mathbb{R}^d)$ such that \[ \int_{\mathbb{R}^d} \chi = 1 \] and \[ \sum_{k \in \mathbb{Z}^d} \chi(\cdot - k - Z_k) = 1, \] the potential $V$ defined by (3) satisfies $V = W_{\text{per}} + W$, where $W_{\text{per}} = g_{\text{per}} + \int_{\mathbb{R}^d} \varphi$ is periodic with a vanishing average as of consequence of (10) and $W = \sum_{k \in \mathbb{Z}^d} \psi(-k - Z_k)$ where $\psi = \varphi - \left( \int_{\mathbb{R}^d} \varphi \right) \chi \in \mathcal{D}(\mathbb{R}^d)$ and $\int_{\mathbb{R}^d} \psi = 0$. The first setting 1) above thus shows the existence of a corrector independent of $\varepsilon$. However, the existence of a partition of unity $\chi$ only exceptionally exists for a sequence $Z$. For instance, a counter-example is given by $Z_0 \neq 0$ and $Z_k = 0$ if $k \neq 0$, which clearly satisfies (A1) to (A3). If there exists $\chi \in \mathcal{D}(\mathbb{R}^d)$ such that $1 \equiv \sum_{k \in \mathbb{Z}^d} \chi(\cdot - k - Z_k)$, using that $\chi$ is compactly supported, we have

\[ 1 = \lim_{|x| \to \infty} \chi(x + Z_0) + \sum_{k \in \mathbb{Z}^d} \chi(x - k) - \chi(x) = \lim_{|x| \to \infty} \sum_{k \in \mathbb{Z}^d} \chi(x - k). \]

For every $x \in \mathbb{R}^d$, we obtain $\sum_{k \in \mathbb{Z}^d} \chi(x - k) = 1$ by periodicity. It follows $\chi = \chi(\cdot, Z_0)$, which is a contradiction since $Z_0 \neq 0$ and $\chi$ is not compactly supported.

3) Additional assumptions related to the distribution of $Z$.

As in (27), if the convergence of $\frac{e^d}{|B_R|} \sum_{k \in B_R(x_0)/\varepsilon} Z_k$ to 0 is sufficiently fast, uniformly with respect to the center $x_0$, Proposition 1 shows the convergence of the sum $\sum_{k \in \mathbb{Z}^d} (Z_k)j\partial_i\partial_j G \ast \varphi(x - k)$. In this case, the subtraction of a $\varepsilon$-dependent constant $C_\varepsilon$ as in the proof of Proposition 2 is therefore not required to obtain the existence of a solution $w_1$ to (36).

On the other hand, the convergence of the sum could also be established if $Z_k$ is the discrete gradient of a sequence $(T_k)_{k \in \mathbb{Z}^d}$, that is, if $(Z_k)_i = \delta_i T_k = T_{k+e_i} - T_k$ for every $i \in \{1, \ldots d\}$. Formally, the idea would be to perform a summation by parts to obtain

\[ \sum_{k \in \mathbb{Z}^d} (Z_k)_i\partial_i\partial_j G \ast \varphi(x - k) \sim \sum_{k \in \mathbb{Z}^d} \frac{\delta_i T_k}{|x - k|^d} \sim \sum_{k \in \mathbb{Z}^d} T_k \left( \frac{1}{|x - k + e_i|^d} - \frac{1}{|x - k|^d} \right). \]

Since $\frac{1}{|x - k + e_i|^d} - \frac{1}{|x - k|^d} \leq \frac{C}{|x - k|^{d+1}}$, we could show the convergence as soon as $|T_k| = O(|k|^{\alpha})$ for $\alpha \in [0, 1]$. This property is again very specific and, in particular, $Z$ is a discrete gradient if and only if it satisfies a discrete Cauchy equation given by $\delta_i(Z_k)_j = \delta_j(Z_k)_i$ for every $i, j \in \{1, \ldots d\}$, which is not always true for a generic vector-valued sequence.

4 Corrector equation : the full equation (12)

In this section we return to our original problem (12) when $V$ is the general potential given by (6) and we prove Theorem 4. The existence of a corrector is performed in two steps. In Proposition 3 we first prove the existence of a specific solution to equation (33) associated with the nonlinear higher order terms of the Taylor expansion. We next conclude with the proof of Theorem 4.

4.1 Preliminary properties of convergence

We establish here a preliminary property related to the weak convergence of the functions of the form $\sum_{k \in \mathbb{Z}^d} G(Z_k, x)$ when each $G(Z_k, x)$ behaves as $\frac{1}{|x|^{d+\alpha}}$ at infinity, for $\alpha > 0$. To this end, we first consider compactly supported functions in Lemma 6 and we conclude in Lemma 8 using an argument of density given in Lemma 7.
Lemma 6. Assume $Z$ satisfies (A3) and (A5). Let $G(x,y)$ and $H(x,y)$ be two continuous functions on $\mathbb{R}^d \times \mathbb{R}^d$, compactly supported with respect to $y$. We denote by

$$g(x) = \sum_{k,l \in \mathbb{Z}^d} G(Z_k, x-k)H(Z_l, x-l) \in L^\infty(\mathbb{R}^d).$$

Then, when $\varepsilon$ converges to 0, $g(\cdot/\varepsilon)$ weakly converges to $\kappa = \sum_{l \in \mathbb{Z}^d} C_{F,l}$ in $L^\infty(\mathbb{R}^d) - \kappa$, where $C_{F,l}$ is the constant given by Assumption (A3) for $F_l(x,y) = \int_{\mathbb{R}^d} G(x,z)H(y,z-l)dz$.

Proof. For $R > 0$ and $x_0 \in \mathbb{R}^d$, we consider $h = 1_{B_R(x_0)}$ and we first show that

$$\lim_{\varepsilon \to 0} \langle g(\cdot/\varepsilon), h \rangle_{L^\infty, L^1} = \kappa \int_{\mathbb{R}^d} h.$$

For every $\varepsilon > 0$, we have

$$\langle g(\cdot/\varepsilon), h \rangle_{L^\infty, L^1} = \sum_{k,l \in \mathbb{Z}^d} \varepsilon^d \int_{B_R(\frac{x_0}{\varepsilon})} G(Z_k, x-k)H(Z_l, x-l)dx.$$

We consider a radius $A > 0$ such that $G(x,y) = H(x,y) = 0$ for every $x \in \mathbb{R}^d$ and $y \notin B_A$. If $k \notin B_{2\varepsilon} + A(\frac{x_0}{\varepsilon})$, we clearly have $\int_{B_R(\frac{x_0}{\varepsilon})} G(Z_k, x-k)H(Z_l, x-l)dx = 0$. On the other hand, if $k \in B_{2\varepsilon} - A(\frac{x_0}{\varepsilon})$, we have $\int_{B_R(\frac{x_0}{\varepsilon})} G(Z_k, x-k)H(Z_l, x-l)dx = \int_{\mathbb{R}^d} G(Z_k, x)H(Z_l, x-l+\varepsilon)dx$.

Using that $\left| B_{2\varepsilon} - A(\frac{x_0}{\varepsilon}) \right| = O(\varepsilon^{1-d})$ and the change of variable $l \mapsto l - k$, it follows that

$$\langle g(\cdot/\varepsilon), h \rangle_{L^\infty, L^1} = \sum_{l \in \mathbb{Z}^d} \int_{\mathbb{R}^d} \varepsilon^d \sum_{k \in B_{2\varepsilon}(\frac{x_0}{\varepsilon})} G(Z_k, x)H(Z_k+l, x-l)dx + O(\varepsilon).$$

Assumption (A3) therefore shows that

$$\lim_{\varepsilon \to 0} \langle g(\cdot/\varepsilon), h \rangle_{L^\infty, L^1} = \kappa |B_R| = \kappa \int_{\mathbb{R}^d} h.$$

We conclude using the density of simple functions in $L^1(\mathbb{R}^d)$.

The next Lemma is an elementary result of density. We skip its proof for the sake of brevity.

Lemma 7. Let $(F_k)_{k \in \mathbb{Z}^d} \in \left( L^\infty(\mathbb{R}^d) \right)^{\mathbb{Z}^d}$ such there exists $\alpha > 0$ and $C > 0$ satisfying

$$|F_k(x)| \leq \frac{C}{1 + |x|^{d+\alpha}} \quad \forall k \in \mathbb{Z}^d, \forall x \in \mathbb{R}^d.$$

Then the sequence $f_N = \sum_{k \in \mathbb{Z}^d} F_k(\cdot-k)1_{B_N}(\cdot-k)$ converges to $f = \sum_{k \in \mathbb{Z}^d} F_k(\cdot-k)$ in $L^\infty(\mathbb{R}^d)$ when $N$ tends to $+\infty$.

As a direct consequence of Lemmas 6 and 7, we therefore obtain:

Lemma 8. Assume $Z$ satisfies (A3) and (A5). Let $G(x,y)$ and $H(x,y)$ be two continuous functions on $\mathbb{R}^d \times \mathbb{R}^d$ such that

$$\exists \alpha, \beta > 0, \forall x, y \in \mathbb{R}^d, \quad |G(x,y)| \leq \frac{M_1}{1 + |y|^{d+\alpha}}, \quad |H(x,y)| \leq \frac{M_2}{1 + |y|^{d+\beta}},$$

where $M_1 > 0$ and $M_2 > 0$ are two constants independent of $x$ and $y$. We denote

$$g(x) = \sum_{k,l \in \mathbb{Z}^d} G(Z_k, x-k)H(Z_l, x-l) \in L^\infty(\mathbb{R}^d).$$

Then, the conclusion of Lemma 6 holds true.
4.2 Existence result for equation (c)

We are now in point to study the equation

\[ \Delta w_2 = \sum_{k \in \mathbb{Z}^d} Z_k^T \left( \int_0^1 (1 - t) D^2 \varphi(\cdot, - k - tZ_k) dt \right) Z_k. \]  

\[ (53) \]

Using Lemma 1, the existence of \( w_2 \) is actually easier to establish than that of \( w_1 \) solution to (32). On the other hand, the nonlinearity with respect to \( Z \) on the right-hand side of (53) requires (A3) to show the convergence of \( \|\nabla w_2\|^2(\cdot, \varepsilon) \sim \varepsilon \).

**Proposition 3.** Assume \( d \geq 2 \). Let \( \varphi \in \mathcal{D}(\mathbb{R}^d) \) and \( Z \) satisfying (7) and (A3). For \( i, j \in \{1, \ldots, d\} \), we denote \( u_{i,j} = G * \partial_i \partial_j \varphi \). Then there exists a solution \( w_2 \in L_{loc}^\infty(\mathbb{R}^d) \) to (53) such that

\[ \nabla w_2 = \sum_{i,j \in \{1, \ldots, d\}} \sum_{k \in \mathbb{Z}^d} (Z_k)_j (Z_k)_i \int_0^1 (1 - t) \partial_{i,j} \varphi(\cdot, - k - tZ_k) dt. \]

In addition, \( \nabla w_2 \in \left( L^\infty(\mathbb{R}^d) \right)^d \) and, when \( \varepsilon \) converges to 0, \( \nabla w_2(\cdot, \varepsilon) \) weakly converges to 0 in \( L^\infty(\mathbb{R}^d) \) and there exists \( M_2 \in \mathbb{R} \) such that

\[ \|\nabla w_2\|^2(\cdot, \varepsilon) \lessapprox M_2 \text{ in } L^\infty(\mathbb{R}^d). \]

**Proof.** We first remark that a simple application of the Green formula shows

\[ \int_{\mathbb{R}^d} \partial_i \partial_j \varphi(x) dx = 0 \]

and

\[ \int_{\mathbb{R}^d} x \partial_i \partial_j \varphi(x) dx = 0 \]

for every \( i, j \in \{1, \ldots, d\} \). Lemma 1 therefore ensures the existence of \( M > 0 \) such that

\[ |\nabla u_{i,j}(x)| \leq \frac{M}{1 + |x|^d} \quad \forall x \in \mathbb{R}^d. \]

\[ (54) \]

For every \( N \in \mathbb{N} \), we denote

\[ S_N = \sum_{i,j \in \{1, \ldots, d\}} \sum_{|k| \leq N} (Z_k)_j (Z_k)_i \int_0^1 (1 - t) u_{i,j}(\cdot, - k - tZ_k) dt, \]

solution to

\[ \Delta S_N = \sum_{|k| \leq N} Z_k^T \left( \int_0^1 (1 - t) D^2 \varphi(\cdot, - k - tZ_k) dt \right) Z_k. \]

\[ (55) \]

Since \( Z \) belongs to \( \left( L^\infty(\mathbb{Z}^d) \right)^d \) and \( \nabla u_{i,j} \) satisfies (54), the sum \( \nabla S_N \) normally converges in \( L_{loc}^\infty(\mathbb{R}^d) \) and its limit is a gradient \( \nabla w_2 \) as a consequence of the Schwarz lemma. Passing to the limit in (55) when \( N \to \infty \), we show that \( w_2 \) is a solution to (53). Moreover, for every \( q \in \mathbb{Z}^d \), we have

\[ \nabla w_2(\cdot, q) = \sum_{i,j \in \{1, \ldots, d\}} \sum_{k \in \mathbb{Z}^d} (Z_{k-q})_j (Z_{k-q})_i \int_0^1 (1 - t) \partial_{i,j} \varphi(\cdot, - k - tZ_{k-q}) dt. \]

Again, using (54) and the fact that \( Z_k \) is bounded uniformly with respect to \( k \), we obtain

\[ \forall q \in \mathbb{Z}^d, \quad \|\nabla w_2(\cdot, q)\|_{L^\infty(B_2)} \leq C(d) \|Z\|_{L^\infty(\mathbb{Z}^d)} \sum_{k \in \mathbb{Z}^d} \frac{1}{1 + |k|^{d+1}}, \]

where \( C(d) > 0 \) depends only on the dimension \( d \). Since the right-hand side is independent of \( q \), we deduce that \( \nabla w_2 \) belongs to \( \left( L^\infty(\mathbb{Z}^d) \right)^d \).

We have shown that the sequence \( \nabla w_2(\cdot, \varepsilon) \) is uniformly bounded with respect to \( \varepsilon \) in \( \left( L^\infty(\mathbb{R}^d) \right)^d \). Up to an extraction, it therefore converges to a gradient \( \nabla v \) for the weak*-topology of \( \left( L^\infty(\mathbb{R}^d) \right)^d \) when \( \varepsilon \to 0 \). Moreover, since \( w_2 \) is solution to (53), we have for every \( \varepsilon > 0 \) and \( \psi \in \mathcal{D}(\mathbb{R}^d) \):

\[ \int_{\mathbb{R}^d} \nabla w_2(x/\varepsilon) \cdot \nabla \psi(x) dx = - \int_{\mathbb{R}^d} \left( \sum_{i,j} \sum_{k \in \mathbb{Z}^d} (Z_k)_i (Z_k)_j \int_0^1 (1 - t) \partial_{i,j} \varphi(\cdot, - k - tZ_k) dt \right) \psi(x) dx. \]

\[ = \int_{\mathbb{R}^d} \left( \sum_{i,j} \sum_{k \in \mathbb{Z}^d} (Z_k)_i (Z_k)_j \int_0^1 (1 - t) \partial_{i,j} \varphi(\cdot, - k - tZ_k) dt \right) \partial_j \psi(x) dx. \]
We can next show that \( \sum_{k \in \mathbb{Z}^d} (Z_k) = (Z_k) = \int_0^1 (1 - t)\partial_t \varphi(x - k - tZ_k) dt \) weakly converges to 0 using that \( \int_{\mathbb{R}^d} \partial_t \varphi = 0 \) for every \( i \in \{1, \ldots, d\} \) and proceeding exactly as in the proof of Lemma 5. When \( \varepsilon \to 0 \), it follows that
\[
\int_{\mathbb{R}^d} \nabla v \cdot \nabla \psi = 0,
\]
that is \( \Delta v = 0 \) in \( \mathcal{D}'(\mathbb{R}^d) \). Since \( \nabla v \in (L^\infty(\mathbb{R}^d))^d \), we obtain \( \nabla v = 0 \). We deduce that \( \nabla w(\cdot/\varepsilon) \) converges to 0 in \( L^\infty(\mathbb{R}^d) \) and as a consequence of Lemma 3 that \( w(\cdot/\varepsilon) \) converges to 0 in \( L^\infty_{\text{loc}}(\mathbb{R}^d) \).

Finally, since
\[
\nabla w_2(x) = \sum_{i,j \in \{1, \ldots, d\}} \sum_{k \in \mathbb{Z}^d} (Z_k) (Z_k) \int_0^1 (1 - t)\nabla u_{i,j}(x - k - tZ_k) dt,
\]
and \( \nabla u_{i,j} \) satisfies (54), the weak convergence of \( |\nabla w_2(\cdot/\varepsilon)|^2 \) to a constant is a direct consequence of (7), (A3) and Lemma 8.

4.3 Proof of Theorem 4

Problems (36) and (53) being solved, we are in position to prove Theorem 4.

**Proof of Theorem 4** For every \( \varepsilon > 0 \) and \( R > 0 \), we define \( W_{\varepsilon,R} = w_{\text{per}} - \tilde{W}_{\varepsilon,R} + w_2 \) where \( w_{\text{per}} \) is the periodic solution (unique up to the addition of a constant) to \( \Delta w_{\text{per}} = \varepsilon \partial_t + \sum_{k \in \mathbb{Z}^d} \varphi(-k) = V_{\text{per}} \)
and \( \tilde{W}_{\varepsilon,R} \) and \( w_2 \) are respectively defined by Proposition 2 and Proposition 3. By linearity, \( W_{\varepsilon,R} \) is a solution to (18). In addition, since \( \nabla w_{\text{per}} \) is the gradient of a periodic function, we have \( \nabla w_{\text{per}} = 0 \) and, by periodicity, we know that \( w_{\text{per}} \) is strictly sublinear at infinity. The properties of \( W_{\varepsilon,R} \) and \( w_2 \) given respectively by Proposition 2 and Proposition 4 ensure that \( \nabla W_{\varepsilon,R}(\cdot/\varepsilon) \) weakly converges to 0 in \( L^p(B_R) \) for every \( p \in [1, +\infty[ \) and that \( \|\varepsilon W_{\varepsilon,R}(\cdot/\varepsilon)\|_{L^\infty(B_R)} \) converges to 0 as \( \varepsilon \) vanishes. We next turn to the weak convergence of \( |\nabla W_{\varepsilon,R}(\cdot/\varepsilon)|^2 \). We first remark that
\[
|\nabla W_{\varepsilon,R}(\cdot/\varepsilon)|^2 = |\nabla w_{\text{per}}|^2 + |\nabla \tilde{W}_{\varepsilon,R}|^2 + |\nabla w_2|^2 - 2\nabla w_{\text{per}} \cdot \nabla \tilde{W}_{\varepsilon,R} - 2\nabla w_2 \cdot \nabla \tilde{W}_{\varepsilon,R} + 2\nabla w_{\text{per}} \cdot \nabla w_2.
\]
As a consequence of the periodicity of \( \nabla w_{\text{per}} \) and the results of Propositions 2 and 3, we already know that \( |\nabla w_{\text{per}}(\cdot/\varepsilon)|^2 \), \( |\nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon)|^2 \) and \( |\nabla w_2(\cdot/\varepsilon)|^2 \) weakly converge as \( \varepsilon \) vanishes. We have to show the convergence of the rightmost three terms. We only prove here the convergence of \( \nabla w_2(\cdot/\varepsilon), \nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon), \) the proof for the other terms being extremely similar. We denote by \( \mathcal{V} \) the function defined in (33). For \( \varphi \in \mathcal{D}(B_R) \), multiplying (33) by \( \chi(x) = w_2(x/\varepsilon)\varphi(x) \) and integrating, we have
\[
\int_{B_R} \nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \cdot \nabla w_2(\cdot/\varepsilon) \varphi = -\varepsilon \int_{B_R} w_2(\cdot/\varepsilon) \nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \cdot \nabla \varphi + \int_{B_R} \mathcal{V}(\cdot/\varepsilon) \cdot \nabla w_2(\cdot/\varepsilon) \varphi
\]
\[
+ \varepsilon \int_{B_R} w_2(\cdot/\varepsilon) \mathcal{V}(\cdot/\varepsilon) \cdot \nabla \varphi.
\]
We know that \( \nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \) is bounded in \( L^2(B_R) \), uniformly with respect to \( \varepsilon \), that \( \varepsilon w_2(\cdot/\varepsilon) \) uniformly converges to 0 on \( B_R \) and that \( \mathcal{V} \) is bounded in \( L^\infty(\mathbb{R}^d)^d \). It follows that
\[
\lim_{\varepsilon \to 0} \int_{B_R} \nabla \tilde{W}_{\varepsilon,R}(\cdot/\varepsilon) \cdot \nabla w_2(\cdot/\varepsilon) \varphi = \lim_{\varepsilon \to 0} \int_{B_R} \mathcal{V}(\cdot/\varepsilon) \cdot \nabla w_2(\cdot/\varepsilon) \varphi.
\]
In addition, we have
\[
\mathcal{V}(\cdot/\varepsilon) \cdot \nabla w_2 = \sum_{i,j \in \{1, \ldots, d\}} \sum_{k \in \mathbb{Z}^d} (Z_i)(Z_j)(Z_k) \varphi(-l) \int_0^1 (1 - t)\partial_t u_{i,j}(-k - tZ_k) dt,
\]
where \( u_{i,j} = G \ast \partial_t \varphi \) and \( |u_{i,j}(x)| \leq \frac{M}{1 + |x|^{d+1}} \) (where \( M > 0 \)) as a consequence of Lemma 1. Under assumptions (7) and (A3), Lemma 8 therefore shows the existence of a constant \( C \) such that \( \mathcal{V}(\cdot/\varepsilon) \cdot \nabla w_2(\cdot/\varepsilon) \) converges to \( C \in \mathbb{R} \) for the weak-* topology of \( L^\infty(B_R) \) and we can conclude. \( \square \)
Corollary 1. Under the assumptions of Theorem 1, $V(\cdot/\varepsilon)W_{\varepsilon,R}(\cdot/\varepsilon)$ is bounded in $W^{-1,p}(B_R)$, uniformly with respect to $\varepsilon > 0$ and for every $p \in [1, +\infty]$. In addition, $V(\cdot/\varepsilon)W_{\varepsilon,R}(\cdot/\varepsilon)$ weakly converges in $W^{-1,p}(B_R)$ to $-\mathcal{M}$ as $\varepsilon$ vanishes.

Proof. For every $\phi \in \mathcal{D}(B_R)$ and every $\varepsilon > 0$, multiplying (18) by $\chi = W_{\varepsilon,R}(\cdot/\varepsilon)\phi$ and integrating, we obtain:

$$\int_{B_R} W_{\varepsilon,R}(\cdot/\varepsilon)V(\cdot/\varepsilon)\phi = -\int_{B_R} \varepsilon W_{\varepsilon,R}(\cdot/\varepsilon)\nabla W_{\varepsilon,R}(\cdot/\varepsilon) \cdot \nabla \phi - \int_{B_R} |\nabla W_{\varepsilon,R}(\cdot/\varepsilon)|^2 \phi. \quad (56)$$

For every $q \in [1, +\infty]$, since $\varepsilon W_{\varepsilon,R}(\cdot/\varepsilon)$ and $\nabla W_{\varepsilon,R}(\cdot/\varepsilon)$ are both bounded in $L^q(B_R)$, uniformly with respect to $\varepsilon$, the Hölder inequality gives the existence of a constant $C > 0$ independent of $\varepsilon$ such that for every $p \in [1, +\infty]$, we obtain:

$$\int_{B_R} W_{\varepsilon,R}(\cdot/\varepsilon)V(\cdot/\varepsilon)\phi \leq C\|\phi\|_{W^{1,q}(B_R)},$$

where we have denoted by $p'$ the conjugate exponent of $p$. It follows that $W_{\varepsilon,R}(\cdot/\varepsilon)V(\cdot/\varepsilon)$ is uniformly bounded in $W^{-1,p}(B_R)$. Since $\varepsilon W_{\varepsilon,R}(\cdot/\varepsilon)$ converges to 0 in $L^\infty(B_R)$ as $\varepsilon$ vanishes and $|\nabla W_{\varepsilon,R}(\cdot/\varepsilon)|^2$ weakly converges to $-\mathcal{M}$ in $L^p(B_R)$ for every $p \in [1, +\infty]$, the weak convergence of $W_{\varepsilon,R}(\cdot/\varepsilon)V(\cdot/\varepsilon)$ to $-\mathcal{M}$ in $W^{-1,p}$ is therefore a consequence of (56).

5 Homogenization results

The existence of a corrector solution to (18) satisfying suitable properties being established, we now turn to the proof of our homogenization results stated in Theorems 2 and 3. In Section 5.1, we begin by studying the well-posedness of problem (1), showing that the first eigenvalue of $-\Delta + \frac{1}{\varepsilon}V(\cdot/\varepsilon)$ converges to the first eigenvalue of $-\Delta - \mathcal{M}$. This result will next provide the sufficient condition (20) which allows to perform the homogenization of (1) and to prove Theorem 2. We next use the result of Theorem 1 to show the convergence of all the eigenvalues of $-\Delta + \frac{1}{\varepsilon}V(\cdot/\varepsilon)$ in Proposition 3, and we conclude with the proof of Theorem 3.

5.1 Well-posedness of Problem (1)

In order to show, for $\varepsilon$ sufficiently small, the well-posedness of problem (1), we first need to introduce the following technical lemma:

Lemma 9. Assume $d \geq 2$. Let $(f^\varepsilon)_{\varepsilon > 0}$ be a sequence in $L^2(B_{4R})$ for some $R > 0$. Assume there exists $p > d$ such that $f^\varepsilon$ is bounded in $L^p(B_{4R})$, uniformly with respect to $\varepsilon$, and $f^\varepsilon$ weakly converges to 0 in $L^p(B_{4R})$ as $\varepsilon$ vanishes. Then there exists a sequence $(\psi^\varepsilon)_{\varepsilon > 0}$ of $W^{2,p}(B_{4R})$ such that

$$\begin{cases}
\Delta \psi^\varepsilon = f^\varepsilon & \text{on } B_{4R}, \\
\psi^\varepsilon = 0 & \text{on } \partial B_{4R}, 
\end{cases}
$$

and

$$\lim_{\varepsilon \to 0} \|\nabla \psi^\varepsilon\|_{L^\infty(B_R)} = 0.$$

Proof. We denote by $\psi^\varepsilon \in H^1_0(B_{4R})$ the unique solution (provided by the Lax-Milgram Lemma) to

$$\Delta \psi^\varepsilon = f^\varepsilon \quad \text{on } B_{4R}, \quad (57)$$

and we denote by $C_1 > 0$ a constant independent of $\varepsilon$ such that

$$\|\psi^\varepsilon\|_{H^1(B_{4R})} \leq C_1\|f^\varepsilon\|_{L^2(B_{4R})}.$$

Since $f^\varepsilon$ is uniformly bounded in $L^2(B_{4R})$ with respect to $\varepsilon$, the sequence $\psi^\varepsilon$ is bounded in $H^1_0(B_{4R})$ and, up to an extraction, it therefore weakly converges to a function $v \in H^1_0(B_{4R})$. Passing to the limit in (57) when $\varepsilon \to 0$, we obtain

$$\Delta v = 0 \quad \text{on } B_{4R}.$$

Since $v \in H^1_0(B_{4R})$, we deduce that $v = 0$. 
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We next use elliptic regularity, see for instance \[ \text{[17] Theorem 7.4 p.141}, \] to obtain the existence of a constant \( C_2 > 0 \), independent of \( \varepsilon \), such that:
\[
\|D^2 \phi^\varepsilon\|_{L^p(B_{8\varepsilon})} \leq C_2 \|f\|_{L^p(B_{8\varepsilon})}.
\]
The Morrey inequality (see \[ \text{[15 p.268]} \]) next yields a constant \( C_3 > 0 \), also independent of \( \varepsilon \), such that for every \( x, y \in B_{2\varepsilon}, x \neq y \), and \( i \in \{1, \ldots, d\} \):
\[
|\partial_i \phi^\varepsilon(x) - \partial_i \phi^\varepsilon(y)| \leq C_3|x - y|^{1-d/p}\|D^2 \phi^\varepsilon\|_{L^p(B_{8\varepsilon})} \leq C_2 C_3|x - y|^{1-d/p}\|f\|_{L^p(B_{8\varepsilon})}.
\]
(58)
Since \( f^\varepsilon \) is bounded in \( L^p(B_{4R}) \), \[ \text{[58]} \] shows that \( \nabla \phi^\varepsilon \) is bounded in \( L^\infty(B_{2R}) \) and equicontinuous on \( B_{2\varepsilon} \), both uniformly with respect to \( \varepsilon \). The Arzela-Ascoli theorem therefore shows that the sequence \( \nabla \phi^\varepsilon \), up to an extraction, uniformly converges on every compact of \( B_{2\varepsilon} \). Since \( \nabla \phi^\varepsilon \) weakly converges to 0 in \( L^2(B_{2\varepsilon}) \), the uniqueness of the limit in \( D^\prime(B_R) \) allows to conclude that \( \nabla \phi^\varepsilon \) uniformly converges to 0. Since 0 is the unique adherent value of \( \nabla \phi^\varepsilon \) in \( L^\infty(B_R) \), a compactness argument ensures that the whole sequence \( \nabla \phi^\varepsilon \) converges to 0 in \( L^\infty(B_R) \).

We next establish the convergence of the first eigenvalue of \(-\Delta + \frac{1}{\varepsilon} V(\cdot, \varepsilon)\) when \( \varepsilon \) vanishes.

**Proposition 4.** Let \( \lambda_1^\varepsilon \) and \( \mu_1 \) be respectively the first eigenvalue of \(-\Delta + \frac{1}{\varepsilon} V(\cdot, \varepsilon)\) and the first eigenvalue of \(-\Delta\) on \( \Omega \) both with homogeneous Dirichlet boundary conditions. Then, under the assumptions of Theorem \[ \text{[7]} \]
\[
\lim_{\varepsilon \to 0} \lambda_1^\varepsilon = \mu_1 - \mathcal{M},
\]
where \( \mathcal{M} \) is the constant given by \[ \text{[19]} \] in Theorem \[ \text{[7]} \].

**Proof.** Our proof is adapted from that of the equivalent result \[ \text{[5 Theorem 12.2 p.162]} \] established in the periodic case. For \( \varepsilon > 0 \), we introduce the operator \( \pi_\varepsilon \) defined for every \( v \in H_0^1(\Omega) \) by:
\[
\pi_\varepsilon(v) = \int_\Omega |\nabla v|^2 + \frac{1}{\varepsilon} V(\cdot, \varepsilon)v^2.
\]
We denote by \( R \) the diameter of \( \Omega \) and we introduce \( W_{\varepsilon, \Omega} = W_{\varepsilon, R} \) the corrector given by Theorem \[ \text{[1]} \]. For every \( v \in H_0^1(\Omega) \) and \( \varepsilon > 0 \) sufficiently small, we define \( \phi^\varepsilon \in H_0^1(\Omega) \) by:
\[
v = (1 + \varepsilon W_{\varepsilon, \Omega}(\cdot, \varepsilon))\phi^\varepsilon.
\]
Since \( \varepsilon W_{\varepsilon, \Omega}(\cdot, \varepsilon) \) uniformly converges to 0 on \( \Omega \), \( \phi^\varepsilon \) is uniquely defined when \( \varepsilon \) is sufficiently small.

Since \( \Delta W_{\varepsilon, \Omega} = V \) on \( \Omega/\varepsilon \), we have
\[
-\Delta v + \frac{1}{\varepsilon} V(\cdot, \varepsilon)v = -(1 + \varepsilon W_{\varepsilon, \Omega}(\cdot, \varepsilon))\Delta \phi^\varepsilon - 2\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)\nabla \phi^\varepsilon + (V W_{\varepsilon, \Omega})(\cdot, \varepsilon)\phi^\varepsilon,
\]
and a direct calculation shows that
\[
\pi_\varepsilon(v) = I_1^\varepsilon + I_2^\varepsilon,
\]
where
\[
I_1^\varepsilon = \int_\Omega (1 + \varepsilon W_{\varepsilon, \Omega}(x/\varepsilon))^2|\nabla \phi^\varepsilon(x)|^2 dx,
I_2^\varepsilon = \int_\Omega (V W_{\varepsilon, \Omega})(x/\varepsilon)(1 + \varepsilon W_{\varepsilon, \Omega}(x/\varepsilon))|\phi^\varepsilon(x)|^2 dx.
\]
Our aim is now to study the behavior of \( I_1^\varepsilon \) and \( I_2^\varepsilon \). For \( \varepsilon > 0 \), we define \( \delta_1(\varepsilon) = \|\varepsilon W_{\varepsilon, \Omega}(\cdot, \varepsilon)\|_{L^\infty(\Omega)} \) and we have
\[
I_1^\varepsilon \geq (1 - 2\delta_1(\varepsilon)) \int_\Omega |\nabla \phi^\varepsilon|^2.
\]
(59)
In order to bound \( I_2^\varepsilon \) from below, we consider \( \chi(x) = W_{\varepsilon, \Omega}(x/\varepsilon)(1 + \varepsilon W_{\varepsilon, \Omega}(x/\varepsilon))|\phi^\varepsilon(x)|^2 \). Since \( \Delta W_{\varepsilon, \Omega}(\cdot, \varepsilon) = V(\cdot, \varepsilon) \), we have:
\[
I_2^\varepsilon = \int_\Omega V(x/\varepsilon)\chi(x) dx = \int_\Omega \Delta W_{\varepsilon, \Omega}(x/\varepsilon)\chi(x) dx = I_{2,1}^\varepsilon + I_{2,2}^\varepsilon,
\]
(60)
where
\[
I_{2,1}^\varepsilon = - \int_\Omega |\nabla W_{\varepsilon,\Omega}(x/\varepsilon)|^2 (1 + \varepsilon W_{\varepsilon,\Omega}(x/\varepsilon)) |\phi^\varepsilon(x)|^2 dx,
\]
\[
I_{2,2}^\varepsilon = - \int_\Omega \varepsilon W_{\varepsilon,\Omega}(x/\varepsilon) \nabla W_{\varepsilon,\Omega}(x/\varepsilon) \cdot \nabla ((1 + \varepsilon W_{\varepsilon,\Omega}(x/\varepsilon)) |\phi^\varepsilon(x)|^2) dx.
\]

We note that the rightmost equality in (60) is valid since the trace the trace of \(\phi^\varepsilon\) vanishes on \(\partial \Omega\) (we recall that \(\Omega\) is assumed to be \(C^1\)). Since \(|\nabla W_{\varepsilon,\Omega}(.,/\varepsilon)|^2\) weakly converges to \(M\) in \(L^p(\Omega)\), for every \(p \in ]1, +\infty[\), we can introduce the function \(\psi^\varepsilon \in H^1(\Omega)\) given by Lemma 9 solution to
\[
\Delta \psi^\varepsilon = M - |\nabla W_{\varepsilon,\Omega}(.,/\varepsilon)|^2 \quad \text{on} \ \Omega,
\]
and such that \(\nabla \psi^\varepsilon\) converges to 0 in \(L^\infty(\Omega)\) as \(\varepsilon\) vanishes. We also define \(\delta_2(\varepsilon) = \|\nabla \psi^\varepsilon\|_{L^\infty(\Omega)}\). We split \(I_{2,1}^\varepsilon\) as
\[
I_{2,1}^\varepsilon = \int_\Omega -M(1 + \varepsilon W_{\varepsilon,\Omega}(x/\varepsilon))|\phi^\varepsilon(x)|^2 dx + \int_\Omega \Delta \psi^\varepsilon(x)(1 + \varepsilon W_{\varepsilon,\Omega}(x/\varepsilon))|\phi^\varepsilon(x)|^2 dx. \tag{61}
\]
On the one hand, we have
\[
\int_\Omega -M(1 + \varepsilon W_{\varepsilon,\Omega}(x/\varepsilon))|\phi^\varepsilon(x)|^2 dx \geq -(1 + \delta_1(\varepsilon))M \int_\Omega |\phi^\varepsilon(x)|^2 dx. \tag{62}
\]
On the other hand, since the trace of \(\phi^\varepsilon\) vanishes on \(\partial \Omega\), we obtain
\[
\int_\Omega \Delta \psi^\varepsilon(1 + \varepsilon W_{\varepsilon,\Omega}(.,/\varepsilon))|\phi^\varepsilon|^2 dx = - \int_\Omega \nabla \psi^\varepsilon \cdot \nabla ((1 + \varepsilon W_{\varepsilon,\Omega}(.,/\varepsilon)) |\phi|^2) dx. \tag{63}
\]
We remark that \(\nabla ((1 + \varepsilon W_{\varepsilon,\Omega}(.,/\varepsilon)) |\phi|^2) = \nabla W_{\varepsilon,\Omega}(.,/\varepsilon) |\phi|^2 + (1 + \varepsilon W_{\varepsilon,\Omega}(.,/\varepsilon)) \nabla |\phi|^2\). Since \(\nabla |\phi|^2 = 2\phi \nabla \phi\), the Cauchy-Schwarz inequality shows
\[
\int_\Omega |\nabla (|\phi|^2)|^2 \leq 2 \|\nabla \phi\|_{L^2(\Omega)} \|\nabla \phi\|_{L^2(\Omega)} \leq 2 \|\phi\|_{H^1(\Omega)}^2.
\]
Using the Hölder inequality and the fact that \(\nabla W_{\varepsilon,\Omega}(.,/\varepsilon)\) is bounded in \(L^p(\Omega)\), uniformly with respect to \(\varepsilon\) and for every \(p \in ]1, +\infty[\), we have the existence of \(C > 0\) independent of \(\varepsilon\) and \(\phi^\varepsilon\) such that
\[
\int_\Omega |\nabla W_{\varepsilon,\Omega}(.,/\varepsilon)| |\phi|^2 \leq \begin{cases} 
\|\nabla W_{\varepsilon,\Omega}(.,/\varepsilon)\|_{L^2(\Omega)} \|\phi^\varepsilon\|^2_{L^2(\Omega)} \leq C \|\phi^\varepsilon\|^2_{H^1(\Omega)} & \text{if } d = 2,
\|\nabla W_{\varepsilon,\Omega}(.,/\varepsilon)\|_{L^{d/2}(\Omega)} \|\phi^\varepsilon\|^2_{L^{2d/2}(\Omega)} \leq C \|\phi^\varepsilon\|^2_{H^1(\Omega)} & \text{if } d \geq 3.
\end{cases} \tag{64}
\]
The latter inequality above is a consequence of a Sobolev embedding from \(H^1_0(\Omega)\) to \(L^p(\Omega)\) for every \(p < +\infty\) if \(d = 2\) or every \(p \leq \frac{2d}{d - 2}\) if \(d \geq 3\). (63) and (64) therefore yield the existence of \(c_1 > 0\) such that
\[
\int_\Omega \Delta \psi^\varepsilon(1 + \varepsilon W_{\varepsilon,\Omega}(x/\varepsilon))|\phi^\varepsilon(x)|^2 dx \geq -c_1 \delta_2(\varepsilon)(1 + \delta_1(\varepsilon))\|\phi^\varepsilon\|^2_{H^1(\Omega)}. \tag{65}
\]
Finally, using (61), (62) and (65), we show that
\[
I_{2,1}^\varepsilon \geq -(1 + \delta_1(\varepsilon))M \int_\Omega |\phi^\varepsilon(x)|^2 dx - c_1 \delta_2(\varepsilon)(1 + \delta_1(\varepsilon))\|\phi^\varepsilon\|^2_{H^1(\Omega)}.
\]
Using that \(\varepsilon W_{\varepsilon,\Omega}(.,/\varepsilon)\) uniformly converges on \(\Omega\) and \(\nabla W_{\varepsilon,\Omega}(.,/\varepsilon)\) is bounded in \(L^p(\Omega)\), we can similarly show the existence of \(c_2 > 0\) such that
\[
I_{2,2}^\varepsilon \geq -c_2 \delta_1(\varepsilon)(1 + \delta_1(\varepsilon))\|\phi^\varepsilon\|^2_{H^1(\Omega)},
\]
and we obtain
\[
I_2^\varepsilon \geq -(1 + \delta_1(\varepsilon))M \int_\Omega |\phi^\varepsilon(x)|^2 dx - (c_1 \delta_2(\varepsilon) + c_2 \delta_1(\varepsilon)) (1 + \delta_1(\varepsilon))\|\phi^\varepsilon\|^2_{H^1(\Omega)}. \tag{66}
\]
where we have denoted

\[
\pi_\varepsilon(v) \geq (1 - 2\delta_1(\varepsilon) - (c_1\delta_2(\varepsilon) + c_2\delta_1(\varepsilon)))(1 + \delta_1(\varepsilon)) \int_{\Omega} |\nabla \phi|^2 \\
- ((1 + \delta_1(\varepsilon))\mathcal{M} - (c_1\delta_2(\varepsilon) + c_2\delta_1(\varepsilon))(1 + \delta_1(\varepsilon))) \int_{\Omega} |\phi(x)|^2.
\]

The definition of \(\mu_1\) gives

\[
\int_{\Omega} |\nabla \phi|^2 \geq \mu_1 \int_{\Omega} |\phi|^2.
\]

When \(\varepsilon\) is sufficiently small, it therefore follows

\[
\pi_\varepsilon(v) \geq (\mu_1 - \mathcal{M} - \delta_3(\varepsilon)) \int_{\Omega} |\phi|^2,
\]

where we have denoted

\[
\delta_3(\varepsilon) = \mu_1 ((2\delta_1(\varepsilon) + (c_1\delta_2(\varepsilon) + c_2\delta_1(\varepsilon))(1 + \delta_1(\varepsilon)) + \delta_1(\varepsilon))\mathcal{M} + (c_1\delta_2(\varepsilon) + c_2\delta_1(\varepsilon))(1 + \delta_1(\varepsilon)).
\]

When \(\varepsilon\) is sufficiently small, we also have, by definition

\[
\phi^\varepsilon = \frac{v}{1 + \varepsilon W_{\varepsilon,R}(./\varepsilon)},
\]

and a Taylor expansion provides the existence of \(c_3 > 0\) independent of \(\varepsilon\) such that

\[
\|\phi^\varepsilon\|_{L^2(\Omega)} \geq (1 - c_3\delta_1(\varepsilon))\|v\|_{L^2(\Omega)}.
\]

So we obtain

\[
\pi_\varepsilon(v) \geq (\mu_1 - \mathcal{M} - \delta_3(\varepsilon))(1 - c_3\delta_1(\varepsilon))^2 \int_{\Omega} |v|^2.
\]

Since this inequality holds for every \(v \in H^1_0\), it follows:

\[
\lambda_1^\varepsilon = \inf_{v \in H^1_0} \frac{\pi_\varepsilon(v)}{\|v\|_{L^2(\Omega)}} \geq (\mu_1 - \mathcal{M} - \delta_3(\varepsilon))(1 - c_3\delta_1(\varepsilon))^2.
\]

(67)

We next establish a similar upper bound for \(\pi_\varepsilon(v)\). We consider \(\phi \in H^1_0(\Omega)\) such that \(\|\phi\|_{L^2(\Omega)} = 1\) and, for \(\varepsilon > 0\), we define \(v^\varepsilon = (1 + \varepsilon W_{\varepsilon,\Omega}(./\varepsilon))\phi\). We have again to bound the following two integrals:

\[
I_1^\varepsilon = \int_{\Omega} (1 + \varepsilon W_{\varepsilon,\Omega}(x/\varepsilon))^2 |\nabla \phi(x)|^2 dx,
\]

and

\[
I_2^\varepsilon = \int_{\Omega} W_{\varepsilon,\Omega}(x/\varepsilon)(1 + \varepsilon W_{\varepsilon,\Omega}(x/\varepsilon))|\phi(x)|^2 dx.
\]

As above, we can show that

\[
\pi_\varepsilon(v^\varepsilon) \leq (1 + \delta_4(\varepsilon)) \int_{\Omega} |\nabla \phi|^2 + (-\mathcal{M} + \delta_5(\varepsilon)) \int_{\Omega} |\phi|^2 \\
= (1 + \delta_4(\varepsilon)) \int_{\Omega} |\nabla \phi|^2 - \mathcal{M} + \delta_5(\varepsilon),
\]

where \(\delta_4(\varepsilon)\) and \(\delta_5(\varepsilon)\) both depend on \(\|\varepsilon W_{\varepsilon,\Omega}(./\varepsilon)\|_{L^\infty(\Omega)}\) and \(\|\nabla \phi^\varepsilon\|_{L^\infty(\Omega)}\) and converge to 0 when \(\varepsilon \to 0\). Since \(v^\varepsilon = (1 + \varepsilon W_{\varepsilon,\Omega}(./\varepsilon))\phi\), we have \(\|v^\varepsilon\|_{L^2(\Omega)} \geq (1 - \delta_1(\varepsilon))\|\phi\|_{L^2(\Omega)} = 1 - \delta_1(\varepsilon)\), and it follows

\[
\lambda_1^\varepsilon = \inf_{v \in H^1_0(\Omega)} \frac{\pi_\varepsilon(v)}{\|v\|_{L^2(\Omega)}} \leq \frac{\pi_\varepsilon(v^\varepsilon)}{\|v^\varepsilon\|_{L^2(\Omega)}} \leq \frac{1}{(1 - \delta_1(\varepsilon))^2} \left((1 + \delta_4(\varepsilon)) \int_{\Omega} |\nabla \phi|^2 - \mathcal{M} + \delta_5(\varepsilon)\right).
\]

This inequality holds for every \(\phi \in H^1_0(\Omega)\) such that \(\|\phi\|_{L^2(\Omega)} = 1\). By definition of \(\mu_1\), we have

\[
\mu_1 = \inf_{\phi \in H^1_0(\Omega), \|\phi\|_{L^2(\Omega)} = 1} \int_{\Omega} |\nabla \phi|^2
\]

and since \(\delta_1(\varepsilon)\) converges to 0, we obtain the existence of \(c_4 > 0\) independent of \(\varepsilon\) such that

\[
\lambda_1^\varepsilon \leq \frac{1}{(1 - \delta_1(\varepsilon))^2} \left((1 + \delta_4(\varepsilon)) \inf_{\phi \in H^1_0(\Omega), \|\phi\|_{L^2(\Omega)} = 1} \int_{\Omega} |\nabla \phi|^2 - \mathcal{M} + \delta_5(\varepsilon)\right) \\
\leq c_4 ((1 + \delta_4(\varepsilon))\mu_1 - \mathcal{M} + \delta_5(\varepsilon)).
\]

(68)
Using (67) and (68), we have finally shown that
\[ \mu_1 - \mathcal{M} - \delta_3(\varepsilon)\leq \lambda_1^2 \leq c_4 ((1 + \delta_4(\varepsilon))\mu_1 - \mathcal{M} + \delta_5(\varepsilon)). \]
Passing to the limit when \( \varepsilon \to 0 \), we conclude that \( \lim_{\varepsilon \to 0} \lambda_1^2 = \mu_1 - \mathcal{M}. \)

In particular, when (20) is satisfied and if \( \varepsilon \) is sufficiently small, Proposition 4 ensures that the quadratic form
\[
a^\varepsilon(u, u) = \int_\Omega |\nabla u|^2 + \frac{1}{\varepsilon} \int_\Omega V(\cdot/\varepsilon)|u|^2 + \nu \int_\Omega |u|^2,
\]
is coercive in \( H_0^1(\Omega) \), uniformly with respect to \( \varepsilon \). Indeed, given (20), a simple adaptation of the proof of Proposition 4 shows that there exists \( 0 < \eta < 1 \) such that, for every \( \varepsilon > 0 \) sufficiently small, the first eigenvalue of \( -(1 - \eta)\Delta + \frac{1}{\varepsilon} V(\cdot/\varepsilon) + \nu \) is positive and, consequently, we have
\[
0 \leq (1 - \eta) \int_\Omega |\nabla u|^2 + \frac{1}{\varepsilon} \int_\Omega V(\cdot/\varepsilon)|u|^2 + \nu \int_\Omega |u|^2.
\]
It follows that
\[
\frac{\eta}{2} \|\nabla u\|^2_{L^2(\Omega)} \leq \frac{\eta}{2} \int_\Omega |\nabla u|^2 + \frac{1}{\varepsilon} \left( (1 - \eta) \int_\Omega |\nabla u|^2 + \frac{1}{\varepsilon} \int_\Omega V(\cdot/\varepsilon)|u|^2 + \nu \int_\Omega |u|^2 \right)
= \frac{1}{2}a^\varepsilon(u, u).
\]
Moreover, for \( \varepsilon \) sufficiently small, Proposition 4 also ensures that
\[
\frac{\mu_1 - \mathcal{M} + \nu}{2} \|u\|^2_{L^2(\Omega)} \leq \frac{1}{2}a^\varepsilon(u, u).
\]
Denoting \( C = \min(\eta, (\mu_1 - \mathcal{M} + \nu)) \), assumption (20) gives \( C > 0 \) and, using (69) and (70), we obtain
\[
\frac{C}{2} \|u\|^2_{H^1(\Omega)} \leq a^\varepsilon(u, u).
\]
For such values of \( \varepsilon \), problem 1 is therefore well-posed in \( H_0^1(\Omega) \) as a consequence of the Lax-Milgram lemma.

Remark 5. If the periodic potential \( V_{\text{per}} = g_{\text{per}} + \sum_{k \in \mathbb{Z}^d} \varphi(\cdot - k) \) satisfies assumption 5, we remark that assumption (20) is not necessarily satisfied by \( V = g_{\text{per}} + \sum_{k \in \mathbb{Z}^d} \varphi(\cdot - k - Z_k) \). Consider indeed the one-dimensional example for which \( g_{\text{per}} = 0 \) and \( V(x) = \sum_{k \in \mathbb{Z}} \psi(x - k - Z_k) \) where \( \psi \in \mathcal{D}(\mathbb{R}) \) is nonnegative and has support in \([0, 1]\) and \( Z_k \in ]0, 1[ \) satisfies
\[
\lim_{\varepsilon \to 0} \frac{\varepsilon}{R} \sum_{k \in B_R(x_0)/\varepsilon} F(Z_k) = \int_0^1 F(t)dt,
\]
\[
\forall l \neq 0, \lim_{\varepsilon \to 0} \frac{\varepsilon}{R} \sum_{k \in B_R(x_0)/\varepsilon} G(Z_k, Z_{k+l}) = \int_0^1 \int_0^1 G(t, u)du dt,
\]
for every \( F \in \mathcal{C}^0(\mathbb{R}) \), \( G \in \mathcal{C}^0(\mathcal{R} \times \mathcal{R}) \). Such a sequence \( Z \) indeed exists, as for example shown by the deterministic approximation of random uniform distribution given in Section 2.2. In this case, the periodic corrector \( w_{\text{per}} \) and our adapted corrector \( w \), respectively solution to \( w'_{\text{per}} = V_{\text{per}} \) and solution to \( w' = V \), can both be made explicit and their derivatives are respectively given by \( w'_{\text{per}} \sum_{k \in \mathbb{Z}} \psi(\cdot - k) \) and \( w' = \sum_{k \in \mathbb{Z}} \psi(\cdot - k - Z_k) \). An explicit calculation using the properties of \( Z_k \) shows that
\[
\langle |w'_{\text{per}}|^2 \rangle = \text{weak lim}_{\varepsilon \to 0} |w'_{\text{per}}(\cdot/\varepsilon)|^2 = \int_{\mathbb{R}} |\psi(t)|^2 dt
\]
\[
\mathcal{M} = \text{weak lim}_{\varepsilon \to 0} |w'(\cdot/\varepsilon)|^2 = \int_{\mathbb{R}} |\psi(t)|^2 dt + \int_{\mathbb{R}} \psi(t) \int_0^1 \psi(t + 1 - u + v) du dv dt,
\]
and \( \mathcal{M} > \langle |w'_{\text{per}}|^2 \rangle \) as soon as \( \int \psi(t) \int_0^1 \psi(t + 1 - u + v) du dv dt > 0 \). In this case, (20) is therefore more restrictive than 5.
5.2 Proof of Theorem 2

In this section, we homogenize (1) given the sufficient assumption (20). We first introduce
the unique solution \( u^* \) in \( H^1_0(\Omega) \) to (21). The existence and uniqueness of \( u^* \) is, of course, ensured
by (20). Our aim is now to show that the sequence \( (u^\varepsilon)_{\varepsilon > 0} \) of solutions to (1), for \( \varepsilon \) small, indeed
converges to \( u^* \) and, considering the sequence of remainders \( R^\varepsilon \) defined by (22), to make precise
the behavior of \( u^\varepsilon \) in \( H^1(\Omega) \).

To start with, we establish the following proposition:

**Proposition 5.** Under the assumptions of Theorem 1 and if \( V \) additionally satisfies (20), then
the sequence \( u^\varepsilon \) of solutions to (1) converges strongly in \( L^2(\Omega) \) and weakly in \( H^1(\Omega) \) to the unique solution \( u^* \in H^1_0(\Omega) \) to (21).

**Proof.** When \( \varepsilon \) is sufficiently small, assumption (20) and Proposition 4 give the existence of \( C > 0 \) independent of \( \varepsilon \) such that

\[
C\|u^\varepsilon\|^2_{H^1(\Omega)} \leq \int_{\Omega} \left( |\nabla u^\varepsilon|^2 + \frac{1}{\varepsilon} V(.,\varepsilon)|u^\varepsilon|^2 + \nu|u^\varepsilon|^2 \right) \leq ||f||_{L^2(\Omega)}\|u^\varepsilon\|_{H^1(\Omega)}.
\]

The function \( u^\varepsilon \) is therefore bounded in \( H^1(\Omega) \), uniformly with respect to \( \varepsilon \), and, up to an extraction, it converges strongly in \( L^2(\Omega) \) and weakly in \( H^1(\Omega) \) to a function \( u^* \in H^1_0(\Omega) \). For every \( \varepsilon > 0 \), we introduce \( W_{\varepsilon,\Omega} \), the corrector given by Theorem 1 for \( R = \text{Diam}(\Omega) \) and we define

\[
\theta^\varepsilon = 1 + \varepsilon W_{\varepsilon,\Omega}(.,\varepsilon).
\]

Since \( W_{\varepsilon,\Omega} \) satisfies \( \Delta W_{\varepsilon,\Omega}(.,\varepsilon) = V(.,\varepsilon) \) in \( \mathcal{D}'(\Omega) \), we have

\[
-\Delta \theta^\varepsilon + \frac{1}{\varepsilon} V(\cdot,\varepsilon) \theta^\varepsilon = V(\cdot,\varepsilon) W_{\varepsilon,\Omega}(\cdot,\varepsilon).
\]

(72)

For \( \psi \in \mathcal{D}(\Omega) \), we multiply (1) and (72) respectively by \( \theta^\varepsilon \psi \) and \( u^\varepsilon \psi \) and we obtain

\[
\int_{\Omega} \nabla u^\varepsilon \cdot \nabla \theta^\varepsilon \psi + \int_{\Omega} \nabla u^\varepsilon \cdot \nabla \theta^\varepsilon \psi + \int_{\Omega} V(\cdot,\varepsilon) u^\varepsilon \theta^\varepsilon \psi + \int_{\Omega} \nu u^\varepsilon \theta^\varepsilon \psi = \int_{\Omega} f \theta^\varepsilon \psi,
\]

and

\[
\int_{\Omega} \nabla u^\varepsilon \cdot \nabla \theta^\varepsilon \psi + \int_{\Omega} \nabla \theta^\varepsilon : \nabla \psi u^\varepsilon + \int_{\Omega} V(\cdot,\varepsilon) u^\varepsilon \theta^\varepsilon \psi = \int_{\Omega} V(\cdot,\varepsilon) W_{\varepsilon,\Omega}(\cdot,\varepsilon) u^\varepsilon \psi.
\]

Subtracting the above two equalities, we have

\[
\int_{\Omega} \nabla u^\varepsilon \cdot \nabla \psi \theta^\varepsilon - \int_{\Omega} \nabla \theta^\varepsilon : \nabla \psi u^\varepsilon + \int_{\Omega} \nu u^\varepsilon \theta^\varepsilon \psi = \int_{\Omega} f \theta^\varepsilon \psi - \int_{\Omega} V(\cdot,\varepsilon) W_{\varepsilon,\Omega}(\cdot,\varepsilon) u^\varepsilon \psi.
\]

(73)

Since \( u^\varepsilon \) weakly converges to \( u^* \) in \( H^1(\Omega) \) and \( \varepsilon W_{\varepsilon,\Omega}(\cdot,\varepsilon) \) uniformly converges to 0 on \( \Omega \), we have

\[
\lim_{\varepsilon \to 0} \int_{\Omega} \nabla u^\varepsilon \cdot \nabla \psi \theta^\varepsilon = \int_{\Omega} \nabla u^* \cdot \nabla \psi,
\]

\[
\lim_{\varepsilon \to 0} \int_{\Omega} \nu u^\varepsilon \theta^\varepsilon \psi = \int_{\Omega} \nu u^* \psi,
\]

and

\[
\lim_{\varepsilon \to 0} \int_{\Omega} f \theta^\varepsilon \psi = \int_{\Omega} f \psi.
\]

Similarly, the weak convergence of \( \nabla \theta^\varepsilon = \nabla W_{\varepsilon,\Omega}(\cdot,\varepsilon) \) to 0 and the strong convergence of \( u^\varepsilon \) to \( u^* \) in \( L^2(\Omega) \) imply

\[
\lim_{\varepsilon \to 0} \int_{\Omega} \nabla \theta^\varepsilon : \nabla u^\varepsilon = 0.
\]

Multiplying next the corrector equation (18) by \( \chi = W_{\varepsilon,\Omega}(\cdot,\varepsilon) u^\varepsilon \psi \) and since \( u^\varepsilon \psi \) converges to \( u^* \psi \) strongly in \( L^2(\Omega) \) and weakly in \( H^1(\Omega) \), the convergence properties of the corrector imply

\[
\lim_{\varepsilon \to 0} \int_{\Omega} W_{\varepsilon,\Omega}(\cdot,\varepsilon) V(\cdot,\varepsilon) u^\varepsilon \psi = \lim_{\varepsilon \to 0} - \int_{\Omega} |\nabla W_{\varepsilon,\Omega}(\cdot,\varepsilon)|^2 u^\varepsilon \psi - \int_{\Omega} \varepsilon W_{\varepsilon,\Omega}(\cdot,\varepsilon) V u^\varepsilon \psi = -\mathcal{M} \int_{\Omega} u^* \psi.
\]
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Passing to the limit in (73) when $\varepsilon \to 0$, we have shown that for every $\psi \in \mathcal{D}(\Omega)$ we have

$$
\int_{\Omega} \nabla u^* \cdot \nabla \psi + (-\mathcal{M} + \nu) \int_{\Omega} u^* \psi = \int_{\Omega} f \psi.
$$

We have therefore proved that $u^*$ is a solution to (21). The limit being independent of the extraction, we can conclude that the sequence $u^\varepsilon$ converges to $u^*$.

We are now able to study the behavior of $u^\varepsilon$ in $H^1(\Omega)$ and to prove Theorem 2.

**Proof of Theorem 2** We first show that $R^\varepsilon = u^\varepsilon - u^* - \varepsilon u^* W_{\varepsilon, \Omega}(\cdot, \varepsilon)$ is uniformly bounded in $H^1(\Omega)$ with respect to $\varepsilon$. Indeed, when $\varepsilon$ is sufficiently small, assumption (20) and Proposition 4 ensure that the bilinear form $a$ defined by

$$
a^\varepsilon(u, v) = \int_{\Omega} \nabla u(x) \cdot \nabla v(x) \, dx + \frac{1}{\varepsilon} \int_{\Omega} V(x/\varepsilon) u(x) v(x) \, dx + \nu \int_{\Omega} u(x) v(x) \, dx,
$$

is coercive, uniformly with respect to $\varepsilon$, and that the sequence $u^\varepsilon$ is therefore uniformly bounded in $H^1(\Omega)$. Moreover, we know that $\varepsilon W_{\varepsilon, \Omega}(\cdot, \varepsilon)$ is uniformly bounded in $L^\infty(\Omega)$ and $\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)$ is uniformly bounded in $L^p(\Omega)$ for every $p \in [1, +\infty[$. It follows that $R^\varepsilon$ is bounded in $H^1(\Omega)$ uniformly with respect to $\varepsilon$. Proposition 5 also ensures that $R^\varepsilon$ strongly converges to 0 in $L^2(\Omega)$.

For every $\varepsilon > 0$, a simple calculation shows that $R^\varepsilon$ is solution in $\mathcal{D}'(\Omega)$ to

$$
-\Delta R^\varepsilon + \frac{1}{\varepsilon} V(\cdot, \varepsilon) R^\varepsilon + \nu R^\varepsilon = (-\mathcal{M} - W_{\varepsilon, \Omega}(\cdot, \varepsilon) V(\cdot, \varepsilon)) u^* + 2\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon) \nabla u^* + \varepsilon W_{\varepsilon, \Omega}(\cdot, \varepsilon) (-\mathcal{M} u^* - f).
$$

Since $R^\varepsilon$ belongs to $H^1_0(\Omega)$, we have $a(R^\varepsilon, R^\varepsilon) = I_1^\varepsilon = I_2^\varepsilon + I_3^\varepsilon$ where

$$
I_1^\varepsilon = \int_{\Omega} (-\mathcal{M} - W_{\varepsilon, \Omega}(\cdot, \varepsilon) V(\cdot, \varepsilon)) u^* R^\varepsilon, \\
I_2^\varepsilon = \int_{\Omega} 2\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon) \nabla u^* R^\varepsilon, \\
I_3^\varepsilon = \int_{\Omega} \varepsilon W_{\varepsilon, \Omega}(\cdot, \varepsilon) (-\mathcal{M} u^* - f) R^\varepsilon.
$$

We next show that the three integrals $I_1^\varepsilon$, $I_2^\varepsilon$ and $I_3^\varepsilon$ converge to 0 when $\varepsilon \to 0$.

Since $u^*$ and $R^\varepsilon$ both belong to $H^1_0(\Omega)$, the function $u^* R^\varepsilon$ belong to $W^{1,1}(\Omega)$ and since $\Delta W_{\varepsilon, \Omega}(\cdot, \varepsilon) = V(\cdot, \varepsilon)$, an integration by parts shows that

$$
I_1^\varepsilon = \int_{\Omega} (-\mathcal{M} + |\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)|^2) u^* R^\varepsilon + \int_{\Omega} \varepsilon W_{\varepsilon, \Omega}(\cdot, \varepsilon) \nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon) \nabla (u^* R^\varepsilon).
$$

Lemma 9 next gives the existence of $\psi^\varepsilon \in L^1_{loc}(\Omega)$ such that $\Delta \psi^\varepsilon = -\mathcal{M} + |\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)|^2$ in $\mathcal{D}'(\Omega)$ and $
abla \psi^\varepsilon \in L^\infty(\Omega)$. Using the boundedness of $R^\varepsilon$ in $H^1(\Omega)$, we therefore have

$$
\left| \int_{\Omega} (-\mathcal{M} + |\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)|^2) u^* R^\varepsilon \right| = \left| \int_{\Omega} \Delta \psi^\varepsilon u^* R^\varepsilon \right| 
\leq 2 \|\nabla \psi^\varepsilon\|_{L^\infty(\Omega)} \|u^*\|_{H^1(\Omega)} \|R^\varepsilon\|_{H^1(\Omega)} \varepsilon \to 0.
$$

On the other hand, we have

$$
\left| \int_{\Omega} \varepsilon W_{\varepsilon, \Omega}(\cdot, \varepsilon) \nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon) \nabla (u^* R^\varepsilon) \right| \leq \varepsilon \|W_{\varepsilon, \Omega}(\cdot, \varepsilon)\|_{L^\infty(\Omega)} \int_{\Omega} |\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)| (|u^*| |\nabla R^\varepsilon| + |\nabla u^*| |R^\varepsilon|).
$$

The Hölder inequality and a Sobolev embedding give the existence of $C_1 > 0$ independent of $\varepsilon$ such that

$$
\int_{\Omega} |u^*| |\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)||\nabla R^\varepsilon| \leq \begin{cases}
\|u^*\|_{L^4(\Omega)} \|\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)\|_{L^4(\Omega)} \|\nabla R^\varepsilon\|_{L^2(\Omega)} & \text{if } d = 2, \\
\|u^*\|_{L^{2d/(d-2)}(\Omega)} \|\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)\|_{L^d(\Omega)} \|\nabla R^\varepsilon\|_{L^2(\Omega)} & \text{if } d \geq 3,
\end{cases}
$$

$$
\leq C_1 \begin{cases}
\|u^*\|_{H^1(\Omega)} \|\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)\|_{L^1(\Omega)} \|\nabla R^\varepsilon\|_{L^2(\Omega)} & \text{if } d = 2, \\
\|u^*\|_{H^1(\Omega)} \|\nabla W_{\varepsilon, \Omega}(\cdot, \varepsilon)\|_{L^1(\Omega)} \|\nabla R^\varepsilon\|_{L^2(\Omega)} & \text{if } d \geq 3.
\end{cases}
$$
Since the existence of $\epsilon W$ since assumptions of Theorem 1, Section 4] for the periodic setting. We fix

Our approach is an adaptation of the method introduced in [20, Section 3] and used in [25, Proof.]

$\lambda$ Proposition 6. Let $\lambda_1^\epsilon$ and $\mu_1$ be respectively the lower $l$th eigenvalue (counting multiplicities) of $-\Delta + \frac{1}{\epsilon} V(\cdot, \epsilon)$ and $-\Delta$ on $\Omega$ with homogeneous Dirichlet boundary conditions. Then, under the assumptions of Theorem 7

$$\lim_{\epsilon \to 0} \lambda_1^\epsilon = \mu_1 - \mathcal{M}.$$  

Proof. Our approach is an adaptation of the method introduced in [20 Section 3] and used in [25 Section 4] for the periodic setting. We fix $\kappa \in \mathbb{R}^+$ such that

$$\mu_1 - \mathcal{M} + \kappa > 0. \quad (74)$$

For $f \in L^2(\Omega)$ and $\epsilon > 0$, we consider $u^{\epsilon, \kappa}$, solution to

$$
\begin{cases}
-\Delta u^{\epsilon, \kappa} + \frac{1}{\epsilon} V(\cdot, \epsilon) u^{\epsilon, \kappa} + \kappa u^{\epsilon, \kappa} = f & \text{on } \Omega, \\

u^{\epsilon, \kappa} = 0 & \text{on } \partial \Omega.
\end{cases} \quad (75)
$$

Given (74), Proposition 4 ensures that $u^{\epsilon, \kappa}$ is well defined when $\epsilon$ is sufficiently small and Proposition 5 shows that $u^{\epsilon, \kappa}$ strongly converges in $L^2(\Omega)$ to $u^{\star, \kappa}$, solution in $H^1(\Omega)$ to

$$
\begin{cases}
-\Delta u^{\star, \kappa} - M u^{\star, \kappa} + \nu u^{\star, \kappa} = f & \text{on } \Omega, \\
u^{\star, \kappa} = 0 & \text{on } \partial \Omega.
\end{cases} \quad (76)
$$

5.3 Proof of Theorem 3

We are now in position to study the convergence of all the eigenvalues of the operator $-\Delta + \frac{1}{\epsilon} V(\cdot, \epsilon)$ with homogeneous Dirichlet boundary conditions on $\Omega$. This result is established in the following proposition:

Proposition 6. Let $\lambda_1^\epsilon$ and $\mu_1$ be respectively the lower $l$th eigenvalue (counting multiplicities) of $-\Delta + \frac{1}{\epsilon} V(\cdot, \epsilon)$ and $-\Delta$ on $\Omega$ with homogeneous Dirichlet boundary conditions. Then, under the assumptions of Theorem 7

We deduce that $R^\epsilon$ strongly converges to 0 in $H^1(\Omega)$ and we can conclude.  \qed

5.3 Proof of Theorem 3
In addition, for \( l \in \mathbb{N}^* \), we remark that the eigenvalues \( \lambda_i^\pm, \kappa \) and \( \lambda_i^*, \kappa \), respectively defined as the lower \( l^\text{th} \) eigenvalue of \(-\Delta + \frac{1}{\varepsilon} V(/, \varepsilon) + \kappa \) and \(-\Delta - \mathcal{M} + \kappa \) on \( \Omega \) with homogeneous Dirichlet boundary conditions, are given by \( \lambda_i^\pm, \kappa = \lambda_i^* + \kappa \) and \( \lambda_i^+, \kappa = \mu_l - \mathcal{M} + \kappa \). For \( f \in L^2(\Omega) \), we next denote by \( T_\varepsilon^*, \kappa (f) \) and \( T_\varepsilon^+, \kappa (f) \), respectively the unique solution in \( H^1_0(\Omega) \) to \( (76) \) and the unique solution in \( H^1_0(\Omega) \) to \( (77) \). We also denote by \( (v_i^\pm, \kappa)_l \in \mathbb{N}^* \) and \( (v_i^+, \kappa)_l \in \mathbb{N}^* \) two Hilbert bases of \( L^2(\Omega) \) composed of eigenfunctions respectively associated with \( (\lambda_i^\pm, \kappa)_l \) and \( (\lambda_i^+, \kappa)_l \). An adaptation of the results of \([25, \text{Lemma 4.1}]\), which uses the method of \([20, \text{Lemma 3.1}]\), next shows that

\[
\| \frac{1}{\lambda_i^\pm} - \frac{1}{\lambda_i^*} \| \leq \max \left\{ \max_{\| f \|_{L^2(\Omega)} = 1} \frac{|\langle (T_\varepsilon^+, \kappa - T_\varepsilon^*, \kappa)f, f \rangle|}{\|f\|_{L^2(\Omega)}}, \max_{\| f \|_{L^2(\Omega)} = 1} \frac{|\langle (T_\varepsilon^+, \kappa - T_\varepsilon^*, \kappa)f, f \rangle|}{\|f\|_{L^2(\Omega)}} \right\},
\]

where \( V^\pm_{l-1} = \text{Span}(v_i^\pm, \kappa, ..., v_{l-1}^\pm, \kappa) \) and \( V^+_{l-1} = \text{Span}(v_i^+, \kappa, ..., v_{l-1}^+, \kappa) \). We note this inequality is actually established in \([25, \text{Lemma 4.1}]\) and \([20, \text{Lemma 3.1}]\) for a periodic setting. However, the periodicity of the coefficients is only used to ensure the existence of an homogenized operator \( T^* \).

Knowing the existence of this homogenized operator, the proof of \( (77) \) can be easily generalized in our setting since it is only based on a consequence of the min-max principle which uses the fact that both \( T_\varepsilon^+, \kappa \) and \( T_\varepsilon^*, \kappa \) are self-adjoint and compact (ensured by the assumption \( V \in L^\infty(\mathbb{R}^d) \)).

From \( (77) \), it therefore follows

\[
\left| \frac{1}{\lambda_i^\pm} - \frac{1}{\lambda_i^*} \right| \leq \| T_\varepsilon^+, \kappa - T_\varepsilon^*, \kappa \|_{L^2(\Omega) \rightarrow L^2(\Omega)}.
\]

Since \( \lim_{\varepsilon \to 0} \| T_\varepsilon^+, \kappa - T_\varepsilon^*, \kappa \|_{L^2(\Omega) \rightarrow L^2(\Omega)} = 0 \) as a consequence of Proposition \( 6 \), we deduce that \( \frac{1}{\lambda_i^*} \) converges to \( \frac{1}{\lambda_i^\pm} \) when \( \varepsilon \to 0 \). We can therefore conclude that \( \lambda_i^\pm \) converges to \( \mu_l - \mathcal{M} \) for every \( l \in \mathbb{N}^* \).

We next turn to the proof of Theorem \( 3 \).

**Proof of Theorem 3** Given the assumption \( \mu_l - \mathcal{M} + \nu \neq 0 \) for every \( l \in \mathbb{N}^* \), Proposition \( 6 \) first implies that all the eigenvalues of the operator \(-\Delta + \frac{1}{\varepsilon} V(/, \varepsilon) + \nu \) are isolated from zero when \( \varepsilon \) is sufficiently small. The well-posedness of \( (1) \) is therefore a consequence of the Fredholm alternative. We next claim there exists a constant \( C > 0 \) independent of \( \varepsilon \) such that

\[
\| u^* \|_{H^1(\Omega)} \leq C \| f \|_{L^2(\Omega)},
\]

when \( \varepsilon \) is sufficiently small. We indeed denote by \( (v_i^\pm, \kappa)_l \in H^1_0(\Omega)^N \) an Hilbert basis of \( L^2(\Omega) \) composed of the eigenfunctions associated with the sequence \( (\lambda_i^* + \nu, \kappa)_{l > 0} \) of the eigenvalues of \(-\Delta + \frac{1}{\varepsilon} V(/, \varepsilon) + \nu \). We also define \( E^+_{\kappa} = \text{Span}(v_i^+, \lambda_i^+ + \nu > 0), E^-_{\kappa} = \text{Span}(v_i^-, \lambda_i^- + \nu < 0) \) and \( \Pi^+_{\kappa}, \Pi^-_{\kappa} \) the orthogonal projections respectively associated with \( E^+_{\kappa} \) and \( E^-_{\kappa} \). For every \( u, v \in H^1_0(\Omega) \), we define \( a^\pm(u, v) = \int_\Omega \nabla u \cdot \nabla v + \frac{1}{\varepsilon} V(/, \varepsilon) uv + \nu uv \). Since \( u^* \) is solution to \( (1) \) in \( H^1_0(\Omega) \), we have

\[
a^\pm(\Pi^+_{\kappa}(u^*), \Pi^+_{\kappa}(u^*)) = a(u^*, \Pi^+_{\kappa}(u^*)) = \int_\Omega f \Pi^+_{\kappa}(f) \Pi^+_{\kappa}(u^*).
\]

We next remark that

\[
a^\pm(\Pi^+_{\kappa}(u^*), \Pi^+_{\kappa}(u^*)) \geq \min_{\lambda_i^+ + \nu > 0} \{ \lambda_i^+ + \nu \} \| \Pi^+_{\kappa}(u^*) \|_{L^2(\Omega)}^2.
\]

We also know that

\[
\min_{\lambda_i^+ + \nu > 0} \{ \lambda_i^+ + \nu \} > \frac{\mu_l - \mathcal{M} + \nu}{2} > 0 \quad \text{as a consequence of Proposition 6.}
\]

Exactly as in the proof of \( (77) \) established in Section \( 5 \), we can therefore show the coercivity of \( a^\pm \) in \( H^1_0(\Omega) \cap E^+_{\kappa} \) and establish the existence of \( C_+ > 0 \), independent of \( \varepsilon \), such that

\[
a^\pm(\Pi^+_{\kappa}(u^*), \Pi^+_{\kappa}(u^*)) \geq C_+ \| \Pi^+_{\kappa}(u^*) \|_{H^1(\Omega)}^2.
\]
Moreover, the Cauchy-Schwarz inequality gives
\[ \left| \int_{\Omega} \Pi_+^\varepsilon(f) \Pi_-^\varepsilon(u^\varepsilon) \right| \leq \| \Pi_+^\varepsilon(f) \|_{L^2(\Omega)} \| \Pi_-^\varepsilon(u^\varepsilon) \|_{H^1(\Omega)} \leq \| f \|_{L^2(\Omega)} \| \Pi_-^\varepsilon(u^\varepsilon) \|_{H^1(\Omega)}, \]
and we obtain
\[ \| \Pi_-^\varepsilon(u^\varepsilon) \|_{H^1(\Omega)} \leq \frac{1}{C_+} \| f \|_{L^2(\Omega)}. \]  
(79)

On the other hand, we have
\[ -a^\varepsilon(\Pi_-^\varepsilon(u^\varepsilon), \Pi_-^\varepsilon(u^\varepsilon)) = -a^\varepsilon(u^\varepsilon, \Pi_-^\varepsilon(u^\varepsilon)) = - \int_{\Omega} f \Pi_-^\varepsilon(u^\varepsilon) = - \int_{\Omega} \Pi_-^\varepsilon(f) \Pi_-^\varepsilon(u^\varepsilon), \]
and
\[ -a^\varepsilon(\Pi_-^\varepsilon(u^\varepsilon), \Pi_-^\varepsilon(u^\varepsilon)) \geq \min_{\lambda^+_l + \nu < 0} \{ |\lambda^+_l + \nu| \} \| \Pi_-^\varepsilon(u^\varepsilon) \|_{L^2(\Omega)}^2. \]

As above, we can also deduce the existence of \( C_- > 0 \) such that
\[ \| \Pi_-^\varepsilon(u^\varepsilon) \|_{H^1(\Omega)} \leq \frac{1}{C_-} \| f \|_{L^2(\Omega)}. \]  
(80)

We next denote \( M = \max \left( \frac{1}{C_+}, \frac{1}{C_-} \right) \). Since \( \lambda^+_l + \nu \neq 0 \) for every \( l \in \mathbb{N} \) and for \( \varepsilon \) sufficiently small, we have \( \| u^\varepsilon \|_{H^1(\Omega)} \leq \| \Pi_-^\varepsilon(u^\varepsilon) \|_{H^1(\Omega)} + \| \Pi_-^\varepsilon(u^\varepsilon) \|_{H^1(\Omega)} \). Using (79) and (80), we obtain
\[ \| u^\varepsilon \|_{H^1(\Omega)} \leq 2M \| f \|_{L^2(\Omega)}, \]
which yields (78). Therefore, up to an extraction, \( u^\varepsilon \) converges strongly in \( L^2(\Omega) \) and weakly in \( H^1(\Omega) \). Repeating step by step the proof of Proposition 5, we can then conclude that the sequence \( u^\varepsilon \) converges strongly in \( L^2(\Omega) \) and weakly in \( H^1(\Omega) \), to \( u^* \) solution to (21). If we next define \( R^\varepsilon \) by (23), \( R^\varepsilon \) belongs to \( H^1_0(\Omega) \), is clearly bounded in \( H^1(\Omega) \) uniformly with respect to \( \varepsilon \) and converges to 0 in \( L^2(\Omega) \) as \( \varepsilon \) vanishes. Moreover, a calculation shows that
\[ -\Delta R^\varepsilon + \frac{1}{\varepsilon} V(\cdot/\varepsilon) R^\varepsilon + \nu R^\varepsilon = F^\varepsilon, \]
where
\[ F^\varepsilon = (\mathcal{M} - W_{\varepsilon, \Omega}(\cdot/\varepsilon) V(\cdot/\varepsilon)) u^* + 2\nabla W_{\varepsilon, \Omega}(\cdot/\varepsilon) \nabla u^* + \varepsilon W_{\varepsilon, \Omega}(\cdot/\varepsilon) (-\mathcal{M} u^* - f). \]
Using that \( a^\varepsilon(R^\varepsilon, v) = \int_{\Omega} F^\varepsilon v \) for every \( v \in H^1_0(\Omega) \), we can also show that (see the above proofs of estimates (78), (79) and (80)):
\[ \frac{1}{C^2} \| R^\varepsilon \|_{H^1(\Omega)} \leq \left| \int_{\Omega} F^\varepsilon \Pi_+^\varepsilon(R^\varepsilon) \right| + \left| \int_{\Omega} F^\varepsilon \Pi_-^\varepsilon(R^\varepsilon) \right|. \]

We finally conclude that both \( \int_{\Omega} F^\varepsilon \Pi_+^\varepsilon(R^\varepsilon) \) and \( \int_{\Omega} F^\varepsilon \Pi_-^\varepsilon(R^\varepsilon) \) converge to 0 as \( \varepsilon \) vanishes proceeding exactly as in the proof of Theorem 2.

We conclude this article with a discussion regarding the possibility to extend our homogenization results to a larger class of non periodic potentials \( V \). To this end, we suggest two possible complementary approaches:

1) Extension by density arguments. We could adapt all of our proofs and establish results similar to those of Theorems 1 and 2 considering a potential of the form (6) when \( \varphi \) is no longer compactly supported but decays sufficiently fast at infinity. This is for instance expressed by \( |\varphi(x)| \leq \frac{C}{1 + |x|^\alpha} \) for \( \alpha > d \). We indeed remark that a simple adaptation of Lemma 3 shows that such a potential is a limit in \( L^\infty(\mathbb{R}^d) \) of functions of the class (6) that we study in this article. In addition, the proof of Theorem 1 is based on the continuity from \( L^\infty(\mathbb{R}^d) \) to \( BMO(\mathbb{R}^d) \) of \( T : f \to \nabla^2 G * f \) (see the proof of Proposition 3) and we could easily show that all of our results regarding the corrector equation (the weak-convergence properties of the gradient of our sequence

\[ ]
of correctors $W_{ε,R}$ in particular) could therefore be extended by density arguments. Consequently, since the homogenization results of the present contribution are established only using the specific properties of the adapted corrector and the fact that $V ∈ L^∞(\mathbb{R}^d)$, they could be naturally extended to this setting.

2) Extension by algebraic operations. The homogenization results could be also established considering a potential of the form, say, $V = \sum_{k,l ∈ \mathbb{Z}^d} \varphi(−k−Z_k)ψ(−l−Z_l)$ obtained by multiplying two potentials of the particular class (6) that we have studied. For this new setting, although our approach based on the Taylor expansion of $V$ would still be possible to solve the corrector equation, Assumptions (A1) to (A3) would no longer be sufficient to establish the existence of an adapted corrector $w$ since the convergence of $|∇w(./ε)|^2$ would involve the correlations of the sequence $Z$ up to the fourth order. Adapting (A2.a), (A2.b), (A2.c) and (A3) to the fourth order correlations of $Z$, the method introduced in the present article would again allow to conclude. Iterating this argument and under suitable assumptions for the correlations of $Z$ of any order, our homogenization results could therefore be extended to the whole algebra generated by the potential of the form (6).
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