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Electroencephalography is a non-invasive technique for recording brain bioelectric activity, which has potential applications in various fields such as human-computer interaction and neuroscience. Among them, analysis of the risk of schizophrenia using EEG data is a relatively new research topic. However, there are many difficulties in analyzing EEG data, including its complex composition, low amplitude as well as low signal-to-noise ratio. Some of the existing methods of analysis are based on feature extraction and machine learning to differentiate the phase of schizophrenia (First-episode schizophrenia, Healthy controls or Clinical high-risk) that samples belong to. However, medical research requires the use of machine learning not only to give more accurate classification results, but also to give the results that can be applied to pathological studies. The main purpose of this study is to obtain the weight values as the representation of influence of each frequency band on the classification of schizophrenia phases on the basis of a more effective classification method using the LES feature extraction, and then the weight values are processed and applied to improve the accuracy of machine learning classification. We propose a method called weight-voting to obtain the weights of sub-bands features by using results of classification for voting to fit the actual categories of EEG data, and using weights for reclassification. Through this method, we can first obtain the influence of each band in distinguishing three schizophrenia phases, and analyze the effect of band features on the risk of schizophrenia contributing to the study of psychopathology. In addition, the weights applied to the original classifier can achieve the upgrade of the classification effect, which contributes to the BCI-assisted system of diagnosis and treatment. Our results show that there is a high correlation between the change of weight of low gamma band and the difference between HC, CHR and FES. If the features revised according to weights are used for reclassification, the accuracy of result will be improved compared with the original classifier, which confirms the role of the band weight distribution.

\textbf{Index Terms—} EEG, Schizophrenia, EEG frequency band, LES, random matrix

I. INTRODUCTION

Electroencephalography (EEG) is a method to record spontaneous bioelectric activity of the brain with a plurality of electrodes placed along the scalp. It is a typical non-invasive technology exerting tremendous effects in the fields of brain science, human-computer interaction, and neuroscience. EEG can be applied to personal identification because of striking intra-personal similarity and remarkable inter-personal differentiation. For example, L Ma et al proposed the individual identification technology with "brain fingerprints" based on EEG biometric\textsuperscript{11}. EEG data has a high temporal resolution. Accordingly, EEG microstate analysis is utilized in various studies related to the Alzheimer’s disease\textsuperscript{2}, the epilepsy\textsuperscript{3}, the REM sleep\textsuperscript{4}, etc. One of the important applications of EEG is the diagnosis of schizophrenia\textsuperscript{5}.

Schizophrenia is the clinical syndrome consisting of a group of symptoms which bring heavy medical burden to patients and society. However, the pathology of schizophrenia is still a complicated research topic. The current researches view schizophrenia as the syndrome originating from disruption of brain development caused by genetic or environmental factors\textsuperscript{6}. Its diagnosis and research are based on clinical manifestations, involving the disturbance of perception, thought, facial emotion and behavior and the built-in contradiction of mental activity\textsuperscript{7,8}. In order to identify the stages of chronic schizophrenia, and to exclude the effects of long-term treatment and patient emotion, the subjects were classified as First-episode schizophrenia (FES)\textsuperscript{9}, Healthy controls (HC) and Clinical high-risk for psychosis (CHR). CHR is defined to represent early signs and prodromal symptoms of schizophrenia\textsuperscript{10}. A modest portion (about 29\%) of the CHR participants will convert to full psychosis after 2 years, while the other portion of them will convert to HC\textsuperscript{11}. Thus in the study of schizophrenia, the role of the transitional phase, CHR, cannot be ignored. However, it is not easy recognizing CHR with EEG data, resulting in obstacles to studying pathology of schizophrenia.

The differences in clinical manifestations are due to brain cell activity, which generate bioelectric activity shown in the
EEG data \[12\]. Thus EEG data can reflect the characteristics of various stages of schizophrenia. The traditional EEG-based research of psychosis is often focused on several distinguishing indicators such as the indicator of attention during the performance of mental tasks \[13\] and indicators of the neurophysiological differences \[14\]. However, schizophrenia is characterized by multiple unidentified pathogenic factors. Hence it is difficult to find certain indicators to distinguish schizophrenia phases directly, especially when CHR phase blurs the classification boundaries. To solve this problem, researchers propose classification methods combined with feature extraction and machine learning based on multidimensional data instead of specific indicators. M. Sabeti et al raised the approach to distinguish schizophrenic and control participants based on EEG data, which included genetic programming to select the best features and used effective classifier such as linear discriminant analysis (LDA) and adaptive boosting (AdaBoost) \[15\]. There are many studies on the classification of two categories (FES and HC) based on EEG signals. But the study of CHR phase with resting-state EEG is a burgeoning direction. We lead in the research of classification of three categories (FES, HC and CHR) based on EEG data. We presented a novel classification framework consisted of linear eigenvalue statistics (LES) feature extraction (based on EEG data in the time domain or frequency domain) and machine learning to classify FES, HC and CHR. The results have shown that the accuracy of the two-category classification (FES and HC) reached 92% and the accuracy of the three-category classification (FES, HC and CHR) reached 73%.

In addition, the current literatures have indicated that EEG signals in the frequency domain can be divided into different frequency ranges depending on the type of brain activity. TABLE I shows the commonly recognized list of significant EEG frequency bands \[16\].

| Brainwave Type  | Frequency Range       |
|----------------|-----------------------|
| Delta          | 0.5 Hz to 2.75 Hz     |
| Theta          | 3.5 Hz to 6.75 Hz     |
| Low Alpha      | 7.5 Hz to 9.25 Hz     |
| High Alpha     | 10 Hz to 11.75 Hz     |
| Low Beta       | 13 Hz to 16.75 Hz     |
| High Beta      | 18 Hz to 29.75 Hz     |
| Low Gamma      | 31 Hz to 39.75 Hz     |
| Mid-range Gamma| 41 Hz to 49.75 Hz     |

TABLE I: FREQUENCY RANGE OF MAJOR BRAIN WAVE TYPES

Some researchers are concerned about the role of specific EEG band. For example, EEG data of children and adolescents with autism have higher connectivity of temporal lobes with other lobes in gamma band (Sheikhani et al, 2012 \[17\]). The study about patients with epilepsy is focused on the alpha frequency (Larsson et al, 2012 \[18\]). Takeuchi et al suggested the correlation of EEG low band and schizophrenia patients' third ventricular enlargement \[19\]. There are some researches representing and comparing effects of several EEG bands \[12\]. Armitage analyzed the distribution of EEG bands in REM and NREM sleep stages in 1995 \[20\]. The analysis about EEG spectrum in the identification of phases of schizophrenia is a worthwhile research direction for studying pathology in brain and improving diagnostic quality.

In this paper, we improve the resting-state EEG analysis process using weight-voting method based on quadratic programming to find the correlation between EEG frequency bands and schizophrenia phases on the basis of the best available classification method on the strength of LES feature extraction and machine learning. It helps to study the pathology of schizophrenia through the specific internal relations between EEG frequency bands and the brain activity. It is also an innovative form of ensemble learning method to improve the accuracy of schizophrenia classification based on EEG data in comparison with existing machine learning methods.

The first section of this paper introduces the status quo of EEG and its frequency bands division, existing schizophrenia classification researches and the significance of weight allocation of EEG bands combined with machine learning method. The second section introduces the data source and the detail of the EEG band weight allocation method combined with machine learning. The third section shows the experimental results using the method mentioned in the second section. In the fourth section we summarize the method and its characteristics. The last section describes our future research directions.

II. DATA AND METHODS

A. Data case

The EEG data samples used for analyzing were collected from First-episode schizophrenia (FES) subjects, Healthy controls (HC) subjects and Clinical high-risk (CHR) subjects. All samples are resting-state EEG data samples taken in the same room and controlled climate with the same device. Each resting-state EEG sample consisted of 64 channels (Fig.1).

Each channel contains t minutes of time-domain signals captured from specific EEG electrode. The sample frequency is 1000Hz. The actual classification labels of subjects were given by psychiatrists.

For reference convenience, TABLE II is provided to summarize some notations used throughout the paper.
Fig. 1. Raw data in time domain and sensor positions of EEG channels. The 64 channels are Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T7, T8, P7, P8, Fz, Cz, Pz, Oz, FC1, FC2, CP1, CP2, FC5, FC6, CP5, CP6, TP9, TP10, Fpz, FCz, CPz, POz, F1, F2, C1, C2, P1, P2, AF3, AF4, FC3, FC4, CP3, CP4, PO3, PO4, AF7, AF8, F5, F6, C5, C6, P5, P6, FT7, FT8, TP7, TP8, P07, P08, IOLeft and IORight
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**Fig. 1.** Raw data in time domain and sensor positions of EEG channels. The 64 channels are Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T7, T8, P7, P8, Fz, Cz, Pz, Oz, FC1, FC2, CP1, CP2, FC5, FC6, CP5, CP6, TP9, TP10, Fpz, FCz, CPz, POz, F1, F2, C1, C2, P1, P2, AF3, AF4, FC3, FC4, CP3, CP4, PO3, PO4, AF7, AF8, F5, F6, C5, C6, P5, P6, FT7, FT8, TP7, TP8, P07, P08, IOLeft and IORight

**TABLE II**

| Notation | Meaning |
|----------|---------|
| $F$ | The set of LES features. $F = \{f_1, f_2, \ldots, f_m\}$ |
| $F^j$ | The set of LES features of the $j$-th sample. $F^j = \{f^j_1, f^j_2, \ldots, f^j_m\}$ |
| $f_i$ | The $i$-th subset of LES features. |
| $f^j_i$ | The $i$-th subset of LES features of the $j$-th sample. |
| $\neg f_i$ | The complementary set of the $f_i$ in $F$. $\neg f_i = \complement F f_i$ |
| $\neg f^j_i$ | The complementary set of the $f^j_i$ in $F^j$. |
| $m$ | The number of subsets of LES features. |
| $k$ | The number of samples. |
| $w_i$ | The weight of $\neg f_i$ to the correct classification results. |
| $w$ | The vector of weight values of $\neg f_i$. $w = (w_1, w_2, \ldots, w_k)^T$ |
| $W_i$ | The weight of $f_i$ to the correct classification results. |
| $\psi_i$ | The classification label of $\neg f^j_i$ |
| $L^j$ | The vector of classification labels of the $j$-th sample. $L^j = (\psi_1^j, \psi_2^j, \ldots, \psi_k^j)$ |
| $\psi^*$ | The actual label of classifications of the $j$-th sample. |
| $S^{j*}$ | The weighted sum of all labels for the $j$-th sample. |
| $L$ | The matrix contains labels of all $k$ samples $L = (L^1, L^2, \ldots, L^k)^T$ |
| $f$ | The range of EEG data concerned in frequency domain. |
| $Z$ | The data blocks split from EEG data in frequency domain. |
| $B$ | The number of blocks the EEG data will be divided into. |
| $\Delta f$ | The sub-range of $f$ to present the range of each block. $f = \Delta f \times B$. |
| $C$ | The number of channels of EEG data. |

**B. Methods**

Primary Data Analysis Process is divided into two parts as illustrated in Fig. 2.

1) **Data preprocessing**

Each channel of raw EEG data should be passed through a band-pass filter to remove frequencies <0.5Hz and >50 Hz. This step is for removing interference factors such as noise from high-frequency power supply. The frequency bands with physiological significance in EEG data analysis appearing in TABLE II are retained. Then the data would be decomposed using Fast Fourier Transform to obtain component frequencies for the further research. In order to evaluate the importance of different frequency bands, we can split the EEG spectral data into tiny data blocks shown in Fig. 3. Each block has the same number of channels with raw data, but its columns represent a specific sub-band of data.

![Data Blocking](image)

**Fig. 2.** Primary data analysis process

2) **LES feature extraction**

In the process, the step following the data preprocessing is feature extraction. Conceptually, feature extraction is a method for transforming and extracting a set of measured values from one pattern to another to highlight representative features in distinguishing different categories and reducing dimension of massive high-dimension data. Among numerous methods, LES feature extraction combined with the subsequent classifier has...
the better effect on classification. It is a method to extract features from the perspective of multivariate statistics analysis based on Sample Covariance Matrix and Linear Eigenvalue Statistics (LES)\[21].

Sample Covariance Matrix deals with the question of how to approximate the actual covariance matrix on the basis of sample from the multivariate distribution. The sample covariance matrix is an unbiased and efficient estimator of the covariance matrix if the space of covariance matrix is viewed as extrinsic convex cone in \( R_{p \times p} \) (Real matrix).

Consider a sample covariance matrix \( M \) of the form

\[
M_{p \times p} = \frac{1}{n} X X^H
\]

where \( X \) is a matrix with \( p \) rows and \( n \) columns.

\[
X = \begin{bmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_p
\end{bmatrix} = \begin{bmatrix}
  x_{11} & x_{12} & \cdots & x_{1n} \\
  x_{21} & x_{22} & \cdots & x_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{p1} & x_{p2} & \cdots & x_{pn}
\end{bmatrix}
\]

whose entries \( \{x_{ij}\}_{i=1,\ldots,p; j=1,\ldots,n} \) are independent random variables, satisfying the conditions:

\[
E \{x_{ij}\} = 0, \quad E \{(x_{ij})^2\} = 1
\]

Let \( \Lambda = \{\lambda_i\}_{i=1,\ldots,p} \) be eigenvalues of \( M \). Then the linear eigenvalue statistic (LES), \( N \), corresponding to any continuous test function \( \varphi \) is

\[
N[\varphi] = \sum_{i=1}^{p} \varphi(\lambda_i)
\]

In big data analytics, massive random matrices can be seen as the new paradigm. And LES is considered as the analog of the Law of Large Numbers of the classical probability theory to study of the eigenvalue distribution for any ensemble of random matrices. LES is used as the feature of data during the EEG data analysis and the classification of schizophrenia phases in previous paper\[22\]. When EEG data of each sample are split into several blocks, each block could be regarded as the matrix \( X \). After calculating the sample covariance matrix \( M \) from \( X \), the LES \( N \) could be figured out. The comparison showed that the most effective test function \( \varphi \) of LES used in the study was Von Neumann Entropy:

\[
\varphi(\lambda) = -\lambda \log \lambda
\]

Thus

\[
N[\varphi] = \sum_{i=1}^{p} (-\lambda_i \log \lambda_i)
\]

Each solution of \( N[\varphi] \) serves as a feature of the sample. The number of LES features was equal to the number of blocks.

The LES features passed the significance test with the evaluation parameters far less than the traditional statistics features. In the meanwhile, LES features combined with the subsequent classifier SVM in particular resulted in the higher accuracy than other methods which tried to classify different phases of schizophrenia based on EEG data.

Because of the superiority of LES features, we adopt LES feature extraction in following steps of the process shown in Fig2 where the features are used for representing the bands and for further classification.

3) Quadratic Programming Weight-Voting Combination

After extracting \( n \) features with LES feature extraction to constitute the set \( F \), we consider evaluating the contribution (i.e. weight) of different EEG bands on the accuracy of classification for two purposes. (1)The contribution of different EEG bands on distinguishing phases of schizophrenia could be reflected in the physiological activities of the human brain, which is the important research approach of the pathogenesis of schizophrenia\[12\]. (2)The revision of LES features based on the contribution of EEG bands leads to the improvement of classification effect. This is also the verification of the weights. For these reasons, we propose a process mode derived from weighted-voting method of ensemble learning\[23\].

In this process mode, we depart the features into several regions and set weak classifiers with sub-features. These weak classifiers are combined using weighted-voting and quadratic programming fitting for calculating weight values of features of EEG bands. To verify the effect of the weight values, we should remain the machine learning method unchanged. Thus we use the weight values to revise the original LES features instead of changing the structure of classification algorithm such as using these values in the ensemble classifier directly.

More specifically, the set \( F \) is equally divided into \( m \) subset \( f_i \), which represents the features of the specific EEG band. Each subset \( f_i \) contains \( n/m \) LES features. Due to the small number of features in \( f_i \), the average accuracy of classification using machine learning based on \( f_i \) is hovering around 50%. It means that the classification results are almost random and not reliable. In order to construct a reliable classifier to obtain the weight of different EEG bands by quadratic programming, we build a structure similar to the stepwise regression and use the backward elimination in the original features\[24\]. In the structure, we consider using \( -f_i \), the complementary set of \( f_i \) in \( F \), as a corresponding sub-feature-set to construct each weak classifier. Then we get the classification label set consisting of all the classification labels \( l_i \) of \( -f_i \) with these weak classifiers. The result of the deletion of each \( f_i \) shows its statistically insignificant deterioration of the classifier. If the \( f_i \) is insignificant in classification, the label \( l_i \) should be the same as the actual label of the sample in most tests.

According to the weighted-voting method, we assign the weight called \( w_i \) to the label of \( -f_i \), then obtain the weighted sum of all labels called \( S^j \).

\[
w_1 l_1^j + w_2 l_2^j + \cdots + w_m l_m^j = S^j
\]

The labels and weights can be seen as vectors.

\[
w = \begin{bmatrix}
w_1 \\
w_2 \\
\vdots \\
w_m
\end{bmatrix}, \quad S = \begin{bmatrix}
S^1 \\
S^2 \\
\vdots \\
S^k
\end{bmatrix}, \quad l^* = \begin{bmatrix}
l_1^* \\
l_2^* \\
\vdots \\
l_k^*
\end{bmatrix},
\]
\[
L = \begin{bmatrix}
L^1 \\
L^2 \\
\vdots \\
L^k
\end{bmatrix} = \begin{bmatrix}
[l^1_i & l^1_j & \cdots & l^1_m \\
l^2_i & l^2_j & \cdots & l^2_m \\
\vdots & \vdots & \ddots & \vdots \\
l^k_i & l^k_j & \cdots & l^k_m
\end{bmatrix}
\]

Thus according to the equation (3), we have
\[
Lw = S
\]

In the ideal condition, the weighted sum \(S^j\) should be equal to the actual label of the sample \(L^j\), i.e. \(S^j = L^j\). The equations of each sample form an overdetermined equation system, which can be solved with the least square method \[25\].

It means that we need to minimize the sum of squared residuals of equations. The objective function of the problem is

\[
\min f(w) = \frac{1}{2} \|Lw - l^*\|^2
\]

\[
= \frac{1}{2} \sum_{j=1}^{k} (L^j w - l^j)^2
\]

Because it is the unconstrained optimization problem, the minimum of objective function can be reached by making the gradient equal to zero, as shown in equation (8).

\[
\frac{\partial f(w)}{\partial w} = L^T Lw - L^T l^* = 0
\]

As \(L^T L\) is a nonsingular matrix, the solution \(w\) of the problem from equation (8) is

\[
w = (L^T L)^{-1} L^T l^*
\]

When the least square method is used in the fitting process that contains noise, there may be over-fitting phenomena because the learning model is too complicated for the training sample. In order to control the complexity of the model, we consider the least square fitting with constraints. The way we add constraints to the least square model is based on the classification results derived from the classifier. First, we exclude the negative weight caused by misjudgment, thereafter we normalize the weight. For this reason, we add the equation constraint and the inequality constraint to the original problem to transform the problems into quadratic programming problems with constant terms as shown in equation (10).

\[
\min f(w) = \frac{1}{2} \|Lw - l^*\|^2
\]

\[
s.t. \quad w \geq 0
\]

\[
\sum_{i=1}^{m} w_i = 1
\]

Thus, the Active Set means the set containing the inequality constraints (with \(\geq\) and \(\leq\) in the constraints) whose equality holds at the current solution point during the quadratic programming. The Active Set Algorithm begins by assuming an initial active set which is called Working Set, and the optimal solution of the quadratic programming subproblem is solved on the basis of these equality constraints. In the process of solving the optimal solution of the subproblem, the constraint is added to the working set according to the step-size parameters. When the optimal solution of the subproblem is obtained, we should judge whether it is the optimal solution of original quadratic programming. If there are some constraints with negative Lagrange multipliers in the working set, we need to remove these constraints from the working set and solve new subproblem. The process of the algorithm will repeat until all the constraints in the working set have nonnegative Lagrange multipliers and the corresponding solution is the optimal solution of the original quadratic programming problem.

Using the Active Set Algorithm to solve the quadratic programming problem, we calculate the weight value \(w_i\), which refers to the contribution of each \(-f_i\) to the correct classification result. In order to get the actual influence of different EEG bands instead of its complementary sets, we devide each \(w_i\) to m-1 feature segments corresponding to \(-f_i\). Because each \(w_i\) presents the contribution of m-1 feature segments in \(-f_i\), the \(w_i\) is equally allocated to these segments. Thus the weight of each \(f_i\) is superimposed m-1 assigned values of \(w_i\) from other feature segments. For example, if there were m subsets in \(F\) and we got \(w_1\) to \(w_m\) with Least square method, the actual weight of \(f_1\) would be

\[
W_1 = (w_2 + w_3 + \cdots + w_m)/(m - 1)
\]

and the weight of \(f_2\) would be

\[
W_2 = (w_1 + w_3 + w_4 + \cdots + w_m)/(m - 1),
\]

and so on for each weight of the subsets.

4) Postprocessing for classification

According to the upper and lower limits and the resolution of the weight values, we discretize the weights into multiple levels. After calculating the weight levels in the previous step, we use them to construct new feature set by means of feature augmenting\[27\]. That is, the original features in one subset who share the same weight are replicated for several times and the number of time is in proportion to the weight levels. Finally, these augmented features can be used for machine learning classification which is also used in weak classifiers.

The importance of different frequency bands in the classification of schizophrenia can be analyzed by this method. At the same time, since the result of the quadratic programming fitting is closest to the exact classification, the revised feature set based on the weights leads to an improvement in accuracy. We designed the experiment to verify the practical effect of this method in classification.

III. EXPERIMENT

The experiment is divided into two cases, which are the classification test for two-category (FES, HC) and the classification test for three-category (FES, HC, and CHR). Each case
Fig. 4. Comparision among bands, features and frequency

has three steps: (1) preprocessing and LES feature extraction, (2) weight calculation, and (3) classification with augmented features based on weight.

The actual EEG data we used in the experiments contained 120 subjects (40 subjects of HC, 40 subjects of FES and 40 subjects of CHR). In the first step, there are 10 samples in each of three categories being selected randomly as the test samples and the other 30 samples in the same category as training samples. That is, in the three categories classification training samples, the numbers of FES, HC and CHR samples are 30, 30 and 30. In the case of two categories classification training samples, the numbers of FES and HC samples are 30 and 30. The test of each case will be repeated 20 times containing random selection and cross validation to ensure the credibility of the experiment. After the preprocessing process containing filtering, fast Fourier transform, and calculation of power spectral density of each channel, EEG data becomes the PSD matrix with 64 rows and 14200 columns. Then in the process of feature extraction by LES method, the PSD matrix is divided into 142 matrices of 64 * 100 by columns. These matrices are arranged from low to high according to the corresponding frequency band. The linear eigenvalue statistics of each matrix are calculated based on the method proposed in the previous works which using Von Neumann Entropy as the test function on the eigenvalues of sample covariance matrix of EEG data blocks. The feature extraction result is a vector of 142 LES values corresponding to each band shown in Fig. 4.

In the second step, 142 LES features are divided into eight parts, and the weights are calculated according to the constrained quadratic programming and non-constrained least square method.

Finally, the original LES features and the revised features obtained by the weight discretization and the feature augmentation method described in the previous section are tested through two machine learning algorithms, SVM and KNN. Because the kernel of SVM and KNN are not weight-adjusted and the effect of the two algorithms are better than other algorithms before feature revision. The results of experiment are shown in the next section.

IV. RESULTS AND DISCUSSION

A. The weight of frequency band

The result under constrained quadratic programming shows that the frequency bands with the least impact on the classification of two-category are 12.5Hz-18.75Hz and 31.25Hz-37.5Hz, that is, the low beta and most of the Mid-range Gamma bands have no significant effect on the classification of FES and HC. There is similar test result from the non-constrained condition. Moreover it presents the significant role of 0.5Hz-6.25Hz and 31.25Hz-37.5Hz bands which almost cover Delta, Theta and Low Gamma bands.

For the three-category classification, the weights obtained with constrained condition shows that 12.5Hz-18.75Hz and 31.25Hz-37.5Hz, i.e. Low Beta and Low Gamma bands, have less influence on the correct classification result. The results of the unconstrained method also confirm that the effects of Low Beta and Low Gamma bands are very weak compared to Alpha, High Beta and Mid-range Gamma bands effects in the three-category classification.

It is shown by the results that the more obvious difference between the two-category and the three-category classification are mainly reflected in the 31.25Hz-37.5Hz band (most part of Low Gamma band). The three-category classification test
includes CHR samples, which blurs the boundaries between the HC and the FES samples. Thus the distinction between the weights of the two-category and the three-category classification means that CHR has a strong effect of confounding in the 31.25Hz-37.5Hz band. This indicates that in transition phase from HC to FES, low gamma band has more intense and continuous transformation. Furthermore, brainwave characteristics of CHR samples are mainly concentrated in Alpha, High Beta and Mid-range Gamma who have a greater influence in the classification.

B. The results of classification

In order to verify the results of the weight calculation, and to improve the accuracy of classification, we do discretization for weight values, and revise the features by augmentation. The definition of accuracy is the ratio between the number of correct labels given by classifier and the number of labels of all samples:

Accuracy = \frac{\text{correct labels}}{\text{all labels}} \times 100\%

And in two-category classification test, the sensitivity (true positive ratio) and specificity (true negative ratio) are calculated with the following equations:

Sensitivity = \frac{TP}{TP + FN} \times 100\%

Specificity = \frac{TN}{TN + FP} \times 100\%

where TP = true positive; TN = true negative; FP = false positive; FN = false negative. (We set HC as Positive label and FES as Negative label.)

The final statistical results are reflected in the average and mean square error of accuracy of 20 cross validation tests shown in TABLE III and Fig.6.

| Classifier | Algorithm | HC & FES | HC & FES & CHR |
|------------|-----------|----------|----------------|
| SVM        | original LES | 91.75 ± 4.32% | 72.33 ± 3.69% |
|            | constrained   | 95.50 ± 2.62% | 77.33 ± 3.52% |
|            | unconstrained | 97.50 ± 1.54% | 75.83 ± 4.29% |
| KNN        | original LES | 83.25 ± 4.67% | 64.67 ± 4.45% |
|            | constrained   | 86.75 ± 3.35% | 68.83 ± 3.38% |
|            | unconstrained | 88.25 ± 4.32% | 69.00 ± 3.99% |

The results shown in Fig.5 demonstrate that the classification accuracy of the treatment has a certain improvement.

When we use the SVM classifier, the average accuracy of two-category classification with the features improved by constrained quadratic programming and unconstrained least square reach 95.5% and 97.5% respectively, which is increased by 3.75% and 5.75% compared with the accuracy of the same test with the original LES feature. The accuracy of the same test with the KNN algorithm is 83.25% from the untreated LES feature, 86.75% from the features improved by constrained quadratic programming and 88.25% from the features improved by unconstrained least square. It can be seen that the classification accuracy has been greatly improved. The weights obtained by the unconstrained least square leads to a more pronounced effect on the classification comparatively. For the two-category classification, the features of the Low Gamma band also contributes to distinguish between HC and FES. The high value of weights calculated by unconstrained means an increasing error probability of the classification after removing the corresponding band. Thus the single frequency band could heighten the accuracy of classification.

| Classifier | Accuracy | Sensitivity | Specificity |
|------------|----------|-------------|-------------|
| LDA        | 85.90%   | 86.43%      | 85.29%      |
| AdaBoost   | 91.94%   | 92.91%      | 90.57%      |
| SVM        | 97.50%   | 98.50%      | 96.50%      |
| KNN        | 88.25%   | 89.00%      | 87.50%      |

Fig. 6. The mean accuracy and mean square error of two-category and three-category classification under different classifiers and algorithms. Original LES: LES features without optimization, constrained: under algorithm with constrained quadratic programming, unconstrained: under algorithm with unconstrained least square method.
The results are also compared with the results from the approach proposed by M. Sabeti, which presented the effect of generic programming feature extraction and the classifiers using LDA and Adaboost. The results (TABLE IV) in Sabeti’s research showed that the accuracy of two-category classification with LDA method was 85.9% and the accuracy with Adaboost was 91.94%[15]. The average accuracy in our work using the SVM classifier can reach 97.5% in unconstrained condition, having a 5.56% higher accuracy. This illustrates the superiority of the process containing LES feature extraction, SVM classifier and the optimization methods based on searching for significant features of EEG bands. In two-category classification, the sensitivity values of SVM and KNN are slightly higher than whose specificity values. It means HC has more distinguishing features in classification.

For three-category classification, the accuracy shown in TABLE III with SVM algorithm from original LES features is 72.33%. The average accuracy of classification using unconstrained least square reaches 75.83%. The number reaches 77.33% using constrained quadratic programming. The revised features bring a 5.00% improvement in accuracy. Compared to the accuracy (64.67%) from original features with KNN algorithm, the result with optimization method is increased by 4.16% and 4.33% respectively. The optimization method of the weight allocation has also significantly improved the accuracy of the three-category classification. While there is no further improvement of result by unconstrained method compared to that by constrained method as in the case of two categories. The reason is shown in Fig[5]. Since the weights obtained from the unconstrained least square are fluctuating observably, the bands other than the Low Beta and Low Gamma bands both have relatively high value with two method. When the weights are applied to augment of features, they have similar trends and lead to similar proportion of numbers of features based on the principle of augment. It results in the similar average accuracy of classification.

From the results, the mean square error of the experimental results fluctuates slightly around 3.5%. The smaller mean square error indicates that the experimental results are more concentrated, which presents the stablity of experimental results.

In order to further analyze the classification results among three categories, the statistics for the accuracy of each category are necessary steps. The TABLE V shows the three-category classification results of each category in constrained conditions. Test label means the result given by classifiers, actual label means the standard of the classification. Each value in the table refers to the average ratio of the event that test result matches the actual label. The values reflect a strong ability of two classifiers to identify FES. The percentages of correct classification reach 91.50% and 87.00%, which match the values in two-category classification. While the values of HC and CHR show some degree of confusion of classifiers to distinguish HC and CHR. There are 27.00% of CHR participants being regarded as HC and 25.50% of HC participants being mistaken for CHR, which indicate considerable similarity between the features of HC and CHR participants. The test for KNN classifier gets an analogous result. It confirms the tendency for CHR phase to convert into HC phase in future.[11].

### TABLE V

| Classifier | Test label | Actual label |
|------------|------------|--------------|
| SVM        | HC         | FES          | CHR          |
|            | 72.00%     | 6.00%        | 27.00%       |
|            | 2.50%      | 91.50%       | 4.00%        |
| KNN        | HC         | FES          | CHR          |
|            | 63.00%     | 6.00%        | 33.00%       |
|            | 6.50%      | 87.00%       | 7.50%        |
|            | 30.50%     | 7.00%        | 59.50%       |

V. Conclusion

In this study, we proposed a method with three steps to find a group of weight values representing the importance of each frequency bands features based LES. First step is dividing the EEG data into blocks according to the frequency band and classifying the various phases of schizophrenia based blocks respectively with the reliable classifier. Second step is establishing a voting combination of multiple classification results with weight values to fit the actual labels. Final step is using Least Square Method and Active Set Algorithm to obtain the best fitting weights.

By analyzing the weights, it can be concluded that the differences in EEG energy features between HC and FES are concentrated in the delta, theta and low gamma bands, while the low beta and most of the mid-range gamma bands do not show a significant difference. When focusing on CHR, the difference in weights between three-category and two-category classification is mainly reflected in the low gamma band. The features of this band brings confusions between CHR-HC or CHR-FES. This finding can be used as a reference for studying the transitional phase of schizophrenia through the low gamma band-related brain cell activity, which helps to study the pathogenesis of schizophrenia.

On this basis, we study the impact of weight on the classification of schizophrenia phases. When the values of weights is used to augment the original features in accordance with the proportion and the same machine learning methods are still used to classify different phases, the classification results are improved compared with original features. Through the cross validation, the average classification accuracy is raised by 4% to 5%. Moreover, we find that in the two-category classification, the unconstrained least square method achieves higher accuracy than the constraint method. When the individual band weight values are highlighted, the unconstrained method results in an enlargement of the effect in the feature selection, which leads to an enhancement in accuracy. It means that the low gamma band has an important effect on the classification.

The weight-voting method is constituted with the process that contains extracting LES frequency domain features, building classifier to vote for weights and reconstructing features to classification. Because of the extensive application of EEG data, study of human brain activity from the frequency domain...
is a developing research direction. This method is extensible, which can be extended to apply in other related fields such as the analysis of brain cell activity and brain diseases based on frequency domain EEG data.

VI. FUTURE DIRECTIONS

There is extensive research space for EEG data analysis of human psychiatric disorders. Our current work is focused on EEG spectral analysis. The method for frequency band division adopted in our study is largely consistent with the existing brainwave division way, and some specific bands with significant contribution to classification of schizophrenia phases are obtained. The prospective work on EEG data analysis could be two major directions including the further data analysis based on frequency domain and the data analysis based on spatial information of EEG. From the perspective of frequency domain, we have found the inequality of bandwidth of brainwaves. In order to improve the accuracy of results from calculating importance of frequency bands and from classification of schizophrenia phases, we can subdivide the frequency bands. After the division, the weight value of a segment will refer to more targeted frequency band. It helps to draw a detailed contribution map of frequency bands. From the perspective of spatial information, we believe that significant advantages of EEG lie in its sampling method compared with other BCI detection methods. The channels of EEG data represent the spatial position and distribution of brainwaves. Thus the EEG data could be used to obtain brain-structure-related conclusions. Therefore, we will combine the relevance of EEG channels with machine learning and assess the importance of the channels for the diagnosis of psychiatric disorders and the study of pathology based on data analysis.
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