We investigate the sedimentation of identical inertialess spherical particles in a Stokes fluid in the limit of many small particles. It is known that the presence of the particles leads to an increase of the effective viscosity of the suspension. By Einstein’s formula this effect is of the order of the particle volume fraction $\phi$. The disturbance of the fluid flow responsible for this increase of viscosity is very singular (like $|x|^{-2}$). Nevertheless, for well-prepared initial configurations and $\phi \to 0$, we show that the microscopic dynamics is approximated to order $\phi^2|\log\phi|$ by a macroscopic coupled transport-Stokes system with an effective viscosity according to Einstein’s formula. We provide quantitative estimates both for convergence of the densities in the $p$-Wasserstein distance for all $p$ and for the fluid velocity in Lebesgue spaces in terms of the $p$-Wasserstein distance of the initial data. Our proof is based on approximations through the method of reflections and on a generalization of a classical result on convergence to mean-field limits in the infinite Wasserstein metric by Hauray.

1 Introduction

Let $N \in \mathbb{N}$ and consider an initial distribution of particles $B_i = B_R(X_i)$, $i = 1, \ldots, N$ of radius $R$, sedimenting in a fluid. We assume that the domain

$$\Omega_N := \mathbb{R}^3 \setminus \bigcup_{i=1}^{N} B_i$$

is occupied by a fluid which is modeled by the following Stokes equations in dimensionless form:

$$\begin{cases}
-\Delta u_N + \nabla p &= 0, \quad \text{div } u_N = 0 \quad \text{in } \Omega_N, \\
\varepsilon u_N &= 0 \quad \text{in } B_i, \quad 1 \leq i \leq N, \\
f_{\partial B_i} \sigma[u_N] n &= \frac{1}{N^2} g \quad \text{for all } i = 1, \ldots, N, \\
f_{\partial B_i} (x - X_i) \wedge (\sigma[u_N] n) &= 0 \quad \text{for all } i = 1, \ldots, N.
\end{cases}$$

(1.1)
Here, $n$ is the inner normal vector at the balls $B_i$ (the outer normal of $\Omega_N$) and the stress tensor $\sigma[u_N]$ is given by

$$\sigma[u_N] = 2\varepsilon u_N - p \text{Id}, \quad \text{where} \quad \varepsilon u_N = \frac{1}{2} \left( \nabla u_N + (\nabla u_N)^T \right).$$

Moreover, $g$ is a constant vector accounting for the gravity. The pressure $p$ can be viewed as a Lagrange multiplier corresponding to the incompressibility. We do not provide convergence results for the pressure and will therefore denote all the appearing pressure by $p$.

The boundary conditions in (1.1) are known as sedimentation boundary conditions. The last two lines reflect that the particles are inertialess, and $\varepsilon u_N = 0$ is imposed since the particles are assumed to be rigid. Indeed, $\varepsilon u_N = 0$ in $\overline{B}_i$ is equivalent to the existence of $V_i$ and $\omega_i$ such that $u_N(x) = V_i + (x - X_i) \times \omega_i$ for all $x \in \overline{B}_i$.

The problem becomes dynamic by complementing (1.1) with the equation of motion for the particle centres:

$$\dot{X}_i = V_i := u_N(X_i), \quad \text{(1.2)}$$

which renders the domain $\Omega_N$ time dependent. For details regarding the physical assumptions of this model and related questions, we refer the reader to the introduction of [Höf18].

Our aim is to accurately describe the macroscopic behavior of this system in the limit of many small particles $N \to \infty$, $R \to 0$. ($X_i$, $B_i$ and $R$ implicitly depend on $N$). We thus study the dynamics of the empirical distribution of the particles

$$\rho_N(t) = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i(t)},$$

that satisfies the transport equation

$$\partial_t \rho_N + u_N \cdot \nabla \rho_N = 0.$$ 

Asuming $\rho_N(0) \to \rho_0$ in some appropriate sense, we will show that $\rho_N(t)$ is well described by $\rho(t)$ up to an error of order $\phi_N^3 |\log \phi_N|$, where $\rho$ solves a coupled transport-Stokes system with an effective Einstein viscosity $\mu_{\text{eff}} = 1 + 5/2 \phi_N \rho$ and where the particle volume fraction $\phi_N$ is defined as

$$\phi_N = \frac{4\pi}{3} N R^3.$$

### 1.1 Previous results

A first result regarding the sedimentation of spherical particles in Stokes flows has been obtained by Jabin and Otto in [JO04]. They identified the regime that is sufficiently dilute (corresponding to $NR \ll 0$ in the setting above) such that the direct effect of the gravity on each particle dominates over the particle interaction through the fluid. Each particle then settles approximately as if it was alone in the fluid.

The first author showed in [Höf18] that for well-prepared initial configurations, $\rho_N(t) \to \bar{\tau}(t)$ for all $t \geq 0$, where $\bar{\tau}$ solves the coupled transport-Stokes system

$$\begin{cases}
-\Delta \bar{v} + \nabla p = \bar{\tau} g, \\
\text{div} \, v = 0, \\
\partial_t \bar{v} + (\bar{v} + (6\pi \gamma_s)^{-1} g) \cdot \nabla \bar{\tau} = 0, \\
\bar{\tau}(0) = \rho_0.
\end{cases} \quad \text{(1.3)}$$
Here, $\gamma_* := \lim_{N \to \infty} N R$ quantifies the interaction strength between the particles. The result in [Höf18] is proven for any $\gamma_* \in (0, \infty]$. In [Höf18] the conditions for the initial configurations consist in a convergence assumption for the empirical density, the conditions that the particles are well-separated in the sense of

$$\exists c > 0 \forall N \in \mathbb{N} \quad \frac{1}{c} N^{-1/3} \geq d_{\text{min}}(0) := \min_{i \neq j} \|X_i(0) - X_j(0)\| \geq c N^{-1/3},$$

(H1)

and the condition that the particle volume fraction is sufficiently small in the sense of

$$\lim_{N \to \infty} \phi_N \log N = 0.$$ (H2)

Note that the first inequality in (H1) always holds if $\rho_N$ converges to some macroscopic density.

Mecherbet showed in [Mec19] that taking into account particle rotations, which are neglected in [JO04] and [Höf18], does not affect the convergence result. The results in [Mec19], which hold under different assumptions than those in [Höf18] (less restrictive separation condition on the one hand but sufficiently small interaction on the other hand) also contain quantitative estimates for the convergence $\rho_N \to \tilde{\tau}$ in Wasserstein metrics.

On the other hand, it is known that the particles change the effective viscosity of the fluid. According to Einstein’s formula [Ein06], this effective viscosity is given by $\mu_{\text{eff}} = 1 + 5/2 \phi$, to first order in the (local) particle volume fraction $\phi$.

Rigorous mathematical results have only been obtained in recent years. Haines and Mazzucato [HM12] proved Einstein’s formula for periodic particle configurations on the level of the dissipation rate under straining motion.

The first result on the level of convergence of the fluid velocity is due to Niethammer and the second author [NS20]. In [NS20], a similar system to (1.1) is considered. Instead of the gravity $g/N$ that acts through the particles on the fluid, a right-hand side $f$ is introduced in the Stokes equations. Under assumptions (H1) and (H2) as well as convergence of the empirical density $\rho_N$, it is shown that $\|u_N - u\|_{L^p} = o(\phi_N)$, where $u$ solves

$$\begin{cases}
- \text{div}((2 + 5 \phi_N \rho_0) e u) + \nabla p = (1 - \phi_N) f, \\
\text{div} u = 0.
\end{cases}$$

This result has been generalized to polydisperse particles of more general shape by Hillairet and Wu in [HW19], where they also removed any condition $\phi_N \to 0$. Gérard-Varet [GV19] and Gérard-Varet and the first author [GVH20] were able to considerably relax the separation condition (H1) allowing to treat a large class of random particle configurations.

For results regarding the analysis of the higher order correction in $\phi$, we refer to the paper by Gérard-Varet and Hillairet [GVH19], Gérard-Varet and Mecherbet [GVM20] and Duerinckx and Gloria [DG19; DG20].

All the mentioned results on the effective viscosity concern the quasi-static case where only the system (1.1) is studied without coupling it to the dynamical evolution of the particle positions.

1.2 Main results

The main result of this paper concerns the coupling of Einstein’s formula for the effective viscosity to the dynamical problem of particle sedimentation. To our knowledge, this is the first rigorous result on the validity of Einstein’s formula in the dynamical case.
Our main results are formulated in terms of the $p$-Wasserstein metric $W_p(\cdot, \cdot)$, $1 \leq p \leq \infty$. For the definition and classical results on Wasserstein distances, one can refer for instance to [San15].

Our first result shows that the basic transport-Stokes system (1.3) approximates the microscopic system well up to an error of order $\phi_N$. More precisely, to ensure that the leading order error is not due to the difference of $NR$ and $\lim_{N \to \infty} NR$, we consider the more accurate system

$$
\begin{cases}
-\Delta v + \nabla p = \tau g, \\
\text{div } v = 0, \\
\partial_t \tau + (v + (6\pi \gamma_N)^{-1} g) \cdot \nabla \tau = 0, \\
\tau(0) = \rho_0,
\end{cases}
$$

where $\gamma_N = NR$. Note that $v, \tau$ implicitly depend on $N$. Also note that for a specific $N$ the constant velocity $(6\pi \gamma_N)^{-1} g$ could be absorbed by considering a coordinate system that moves with this constant speed.

**Theorem 1.1.** Assume that assumptions (H1), (H2) hold and let $\rho_0 \in L^\infty(\mathbb{R}^3) \cap \mathcal{P}(\mathbb{R}^3)$, where $\mathcal{P}(\mathbb{R}^3)$ denotes the space of probability densities. Then, for all $T_* > 0$ and all $N = N(T_*)$ sufficiently large there exists a constant $C$ such that

$$
d_{\min}(t) \geq d_{\min}(0)e^{-Ct} \quad \text{for all } t \leq T_*,
$$

with $C = C(T_*, c)$, where $c$ is the constant from (2.2). In particular, the solution to (1.1) – (1.2) exists on $(0, T_*)$. Moreover, for all $1 \leq p \leq \infty$, and all $t \leq T_*

$$
W_p(\rho_N(t), \tau(t)) + C(\phi_N + W_p(\rho_N(0), \rho_0)) e^{Ct},
$$

where $\tau$ is the unique solution to (1.4) and $C = C(T_*, c, \|\rho_0\|_{L^\infty})$.

Furthermore, for all $q < 3$ and all $p > \min\{1, \frac{3q}{3+q}\}$, there exists $C = C(T_*, c, \|\rho_0\|_{L^\infty}, p, q)$, such that for all $t \leq T_*

$$
\|v(t) - u_N(t)\|_{L^q_{\text{loc}}(\mathbb{R}^3)} \leq C(\phi_N + W_p(\rho_N(0), \rho_0)) e^{Ct}.
$$

Theorem 1.1 is a quantitative version of the convergence result obtained by the first author in [Höf18]. A similar quantitative result has already been proven in [Mec19]. We emphasize, though, that we cannot just apply the results in [Mec19] since they require $NR$ to be sufficiently small in our setting. In fact, as we will discuss below in more detail, we are mainly interested in the case $NR \to \infty$; otherwise the discretization error turns out to be always larger than $\phi$ and thus dominant over the effect of the increase of the viscosity.

Note that we imagine our continuous densities to be limits of empirical distributions and we therefore assume all appearing densities to be probability distributions. All our results though, can, without effort, be generalized to distributions of general (but finite) mass.

We now state the main result of the paper, that compares $\rho_N$ with the solution $\rho_{\text{eff}}$ of the effective macroscopic system (1.9).

**Theorem 1.2.** Assume that (H1), (H2) hold and let $\rho_0 \in W^{1,1}(\mathbb{R}^3) \cap W^{1,\infty}(\mathbb{R}^3) \cap \mathcal{P}(\mathbb{R}^3)$. Then, for all $T_* > 0$, all $N = N(T_*)$ sufficiently large, for all $1 \leq p < \infty$, and all $t \leq T_*

$$
W_p(\rho_N(t), \rho_{\text{eff}}(t)) \\
\leq C \left( \phi_N \|\phi_N\|_{L^\infty} + \phi_N W_\infty(\rho_N(0), \rho_0) \|\log W_\infty(\rho_N(0), \rho_0)\| + W_p(\rho_N(0), \rho_0) \right) e^{Ct},
$$

(1.8)
where $C = C(T_*, c, p, \|\rho_0\|_{W^{1,1}\cap W^{1,\infty}})$ and $u_{\text{eff}}, \rho_{\text{eff}}$ is the unique solution to
\begin{align}
- \text{div}((2 + 5\phi_N \rho_{\text{eff}})c u_{\text{eff}}) + \nabla p &= \rho_{\text{eff}}g, \\
\text{div} u_{\text{eff}} &= 0, \\
\partial_t \rho_{\text{eff}} + (u_{\text{eff}} + (6\pi \gamma_N)^{-1}g) \cdot \nabla \rho_{\text{eff}} &= 0, \\
\rho_{\text{eff}}(0) &= \rho_0,
\end{align}
(1.9)
where $\gamma_N = RN$.

Furthermore, there exists a constant $C = C(T_*, c, \|\rho_0\|_{W^{1,1}\cap W^{1,\infty}}, p, q)$, such that for all $q < 3$, all $p > \min\{1, \frac{3q}{3q-1}\}$ and all $t \leq T_*$
\begin{align}
\|u_{\text{eff}}(t) - u_N(t)\|_{L^q_{\text{loc}}(\mathbb{R}^3)} &\leq C \left( \phi_N^2 |\log \phi_N| + \phi_N W_\infty(\rho_N(0), \rho_0)|\log W_\infty(\rho_N(0), \rho_0)| + W_p(\rho_N(0), \rho_0) \right) e^{Ct}.
\end{align}
(1.10)
Several comments are in order.

First, we emphasize the perturbative nature of our result. Imposing assumption (H2), we can only treat the case when the particle volume fraction $\phi_N$ vanishes sufficiently fast. The disturbance of the fluid flow that is responsible for the increase in viscosity is very singular (like $|x|^{-2}$) thus we are unable to control the interparticle distance for finite $\phi_N$ even for very short times. We will further comment on this limitation in Section 2.1. We overcome this problem for $\phi_N \to 0$ by controlling sums $R^3 |X_i - X_j|^{-3}$ due to (H2) and by exploiting the convergence from Theorem 1.1. Note that the relevant interaction for Theorem 1.1 is less singular (like $|x|^{-1}$).

The singular nature of the interaction is also responsible for the appearance of the logarithmic correction term in the error $\phi^2 |\log \phi|$ in (1.8). According to the results on the second order corrections of the effective viscosity [GVH19; GVM20] one should expect that the optimal error is $\phi^2$. We remark that the other error term $\phi_N W_\infty(\rho_N(0), \rho_0)|\log W_\infty(\rho_N(0), \rho_0)|$ can be absorbed by Young’s inequality into the other two terms on the right-hand side of (1.8) if the initial data are well-prepared, e.g., if $W_\infty(\rho_N(0), \rho_0) \leq W_p(\rho_N(0), \rho_0) \to 0$.

Next, we comment on the fact that the discretization in general imposes a constraint on the rate of convergence of the initial distributions $\rho_N \to \rho_0$. Indeed, let $\Gamma(\rho_0, \rho_N(0))$ be the set of all couplings between $\rho_0, \rho_N(0)$ (see [San15]). Then
\begin{align}
W_p(\rho_N(0), \rho_0) &= \inf_{\gamma \in \Gamma(\rho_0, \rho_N(0))} \left( \int_{\mathbb{R}^3 \times \mathbb{R}^3} |x - y|^p \, d\gamma(x, y) \right)^{1/p} \\
&\geq c N^{-1/3} \left( \int_{\mathbb{R}^3 \setminus \bigcup_i B_{c_N^{-1/3}}(X_i)} \rho_0(x) \, dx \right)^{1/p} \geq c' N^{-1/3}
\end{align}
(1.11)
for $c, c'$ sufficiently small depending only on $\|\rho_0\|_\infty$. Thus, in order that the discretization error is not dominant over the effect of the Einstein correction, a necessary condition is $N^{-1/3} \ll \phi_N$. We emphasize that our assumptions allow this condition to be satisfied since (H2) allows $\phi_N$ to vanish very slowly. Note that $N^{-1/3} \ll \phi_N$ in particular implies $\gamma_N^{-1} \sim (NR)^{-1} = \phi_N^{-1/3} N^{-2/3} \ll N^{-5/9}$. Thus, the self-interaction term always vanishes in the limit $N \to \infty$ in this case.

We also remark that it is possible to slightly refine the estimates in (1.6) and (1.8). In particular, it is possible to derive an estimate of the form
\begin{align}
W_p(\rho_N(t), \tau(t)) &\leq W_p(\rho_N(0), \rho_0)e^{Ct} + (C\phi_N + O(N^{-1/3}))(e^{Ct} - 1),
\end{align}
and similarly for $W_p(\rho_N(t), \rho_{\text{eff}}(t))$, such that equality holds if one evaluates at $t = 0$. For the sake of simplicity of the presentation, we refrain from providing these estimates. Instead, relying on (1.11) and assumption (H1), we choose to absorb the errors $O(N^{-1/3})$ in the statement of our results.

Furthermore, it is also possible, to give estimates for the fluid velocities in (1.7) and (1.10) for $q > 3$. The reason why we choose to give the statement for $q < 3$ only is due to the error coming from the self-interaction. For $q < 3$, this error can be absorbed because of the integrability of $1/|x|^q$. On the other hand, for $q > 3$, one would need to add an error $\phi^1/q N (NR)^{-1}$ on the right-hand side.

Finally, we emphasize that to first order in $\phi_N$, the (time-dependent) effective viscosity is fully captured by the particle density $\tau$ that solves (1.4). Indeed, as Theorems 1.1 and 1.2 suggest, $(\tau - \rho_{\text{eff}}) \sim \phi_N$ and thus

$$\mu_{\text{eff}} := 1 + 5/2 \phi_N \rho_{\text{eff}} = 1 + 5/2 \phi_N \tau + O(\phi_N^2).$$

In fact, for proving Theorem 1.2, we will introduce the following intermediate model, which approximates (1.9) up to errors of order $\phi_N^2$:

$$\begin{cases}
- \text{div}(2\mu u + 5\phi_N \tau ev) + \nabla p = \rho g, \\
\text{div } u = 0, \\
\partial_t \rho + (u + (6\pi \gamma N)^{-1} g) \cdot \nabla \rho = 0, \\
\rho(0) = \rho_0.
\end{cases}$$

(1.12)

We emphasize that the restriction $p < \infty$ in Theorem 1.2 does not come from a lack of control for the transition from the microscopic to the macroscopic model but from the lack of an $L^\infty$-theory for the Stokes equation which is needed for comparing the intermediate problem (1.12) with the effective model (1.9).

### 1.3 Outline of the paper

The basic strategy of the proof of both Theorem 1.1 and Theorem 1.2 is almost the same and mainly consists in two steps. First, we show, that the microscopic dynamics (1.1)–(1.2) can be approximated up to an error of order $\phi_N$, respectively $|\log \phi_N| \phi_N^2$, by an explicit system of two-particle interactions. Indeed, one difficulty of the analysis of the microscopic system is that the particle velocities $V_i$ are only given implicitly through the solution of the boundary value problem (1.1). Based on such an explicit approximation, we then prove in a second step the convergence to its mean-field limit in Wasserstein metrics.

For the proof of Theorem 1.1, the approximation that we obtain in the first step reads

$$V_i = \frac{g}{6\pi NR} + \sum_{j \neq i} \Phi(X_i - X_j)g + E_i.$$

(1.13)

Here $\Phi$ is the fundamental solution of the Stokes equations,

$$\Phi(x) = \frac{1}{8\pi} \left( \frac{\text{Id}}{|x|} + \frac{x \otimes x}{|x|^{3}} \right),$$

(1.14)

and $E_i$ is an error term which is of order $\phi_N$ as long as we have good control over the particle configuration.
In the case of the proof of Theorem 1.2, the approximation for the particle velocities has to be refined. Here, we show instead of (1.13) that

\[ V_i = \frac{g}{6\pi NR} + \sum_{j \neq i} \Phi(X_i - X_j)g - 5\phi_N(e\Phi * (\tau(e\Phi g * \tau)))(X_i) + \bar{E}_i, \tag{1.15} \]

where \( \bar{E}_i \) is an error term which is of the order \( O(\phi_N^3 | \log \phi_N|) \). Here, we exploit that we already know from Theorem 1.1 that \( \rho_N \) is well approximated by \( \tau \) up to an error of order \( \phi_N \). The (formal) mean-field limit of (1.15) is given by system (1.12). Thus, in a final step of the proof of Theorem 1.2, we need to show that the solution to (1.12) is close to the solution of system (1.9).

The rest of the paper is organized as follows. In Section 2, we explain in more detail the outline of the proof of the main results. In Section 2.1, we review results based on the so-called method of reflections which enable us to obtain good approximations for the particle velocities. In Section 2.2, we state an abstract result (Theorem 2.4), which will enable us to obtain the desired estimates in the Wasserstein metric for \( (\rho_N, \tau) \) and \( (\rho_N, \rho) \). This theorem is a generalization of a classical result on mean-field limits by Hauray [Hau09]. We are able to relax the assumption on the particle initial configuration and to include error terms \( E_i \) as above. We therefore believe that this result might be of independent interest. Finally, in Section 2.3, we outline how to estimate the difference between solutions to (1.12) and (1.9).

In Section 3, we prove the abstract convergence result, Theorem 2.4.

Section 4 contains the proof of the main results Theorems 1.1 and 1.2.

Finally, in Section 5, we give the proofs of the results for the macroscopic equations stated in Section 2.3. For this, we rely on stability estimates for the systems (1.4), (1.12) and (1.9) in Wasserstein spaces and on DiPerna-Lions theory for transport equations [DL89].

2 Outline of the proof of the main results

2.1 Explicit approximations of the particle interactions by the method of reflections

For the approximation of the microscopic dynamics by explicit two-particle interactions, we rely on the so-called method of reflections. Variants of this method have been used for related problems, notably homogenization problems of Poisson and Stokes equations, in particular results on the effective viscosity as well as problems of particle sedimentation in [FOT85; Rub86; JO04; HV18; Höf18; Mec19; NS20; HW19; GVH19; Höf19]. We will here only give a brief introduction of the method and state the necessary results that we will apply. For more details, we refer to [Höf19] and the references therein.

The method of reflections yields a series expansion for the solution of boundary value problems such as the solution \( u_N \) to (1.1) in terms of the solution operators of single particle problems. The series is convergent for sufficiently dilute particle configurations. In our setting, such diluteness is provided by assumptions (H1) and (H2). Note that these two conditions imply

\[ c_0 := \frac{R^3}{d_{\text{min}}(0)^3} \to 0. \tag{2.1} \]
In particular, for $N$ sufficiently large, the particles cannot overlap and
\[ B_{2R}(X_i(0)) \cap B_{2R}(X_j(0)) = \emptyset \quad \text{for all } i \neq j. \tag{2.2} \]

To apply the method of reflections, we begin by defining the solution to the problem where only one particle is present,
\[
\begin{aligned}
-\Delta w_N + \nabla p &= \frac{q}{N} \delta_{\partial B_R(0)}, \\
\text{div} w_N &= 0,
\end{aligned}
\]
where $\delta_{\partial B_R(0)} = |\partial B_R(0)|^{-1} \mathcal{H}^{2}|_{\partial B_R(0)}$. Note that $w_N$ is defined in such a way that the stress condition $\int_{\partial B_R(0)} \sigma[w_N] n = \frac{q}{N}$ is satisfied. Then, as a zero-order approximation for $u_N$, we take the sum of the one-particle solutions
\[ v^{(0)}_N(x) := \sum_i w_N(x - X_i). \]

We observe that $v^{(0)}_N$ satisfies (1.1) except for the second line, the constraint that the velocity field is a rigid body motion at the particles.

The method of reflections now consists in adding corrections to $v^{(0)}$ in order to fulfill this constraint. To this end, one defines the correction needed for particle $i$ by the operator $Q_i$ through the problem
\[
\begin{aligned}
-\Delta Q_i \varphi + \nabla p &= 0, \quad \text{div} Q_i \varphi = 0 \quad \text{in } \mathbb{R}^3 \setminus \overline{B}_i, \\
eQ_i \varphi &= e\varphi \quad \text{in } \overline{B}_i.
\end{aligned}
\]
Then, the $k$-th order approximation through the method of reflections reads
\[ v^{(k)}_N := (1 - \sum_i Q_i)^k v^{(0)}_N. \tag{2.3} \]

We will rely on the convergence result from [Höf19] under a smallness condition of $c_0$ from (2.1) and the condition that for $q < 3/2$
\[ \lambda_q := \sup_i \sum_{j \neq i} \frac{R^3}{|X_i - X_j|^{2q}} < \infty. \tag{2.4} \]

**Theorem 2.1** ([Höf19, Corollary 2.7]). Let $1 < r < 3 < q < \infty$. Then, there exists $\bar{c}_0 > 0$ depending only on $q$ such that for all $c_0 < \bar{c}_0$ defined as in (2.1) and all $k \in \mathbb{N}$
\[
\|v^{(k)}_N - u_N\|_{L^\infty(\mathbb{R}^3)} \leq C(R^\alpha + \lambda_q^{1/q})(C\phi_0)k\|e v^{(0)}_N\|_{L^q(\cup_i B_i)},
\]
where $\alpha = 1 - 3/q$ and $C$ depends only on $q$.

Here, $q'$ is the Hölder dual of $q$, i.e. $\frac{1}{q} + \frac{1}{q'} = 1$. At time $0$, assumption (H1) and Lemma 4.1 imply that $c_0 + \lambda_q \leq C\phi_N$. Moreover, we will see that $\|e v^{(0)}_N\|_{L^q(\cup_i B_i)} \leq \phi_N$. Thus, Theorem 2.1 implies
\[
\|v^{(k)}_N - u_N\|_{L^\infty(\mathbb{R}^3)} \leq C(C\phi_N)^{k+1}
\]
as long as we control the minimal distance $d_{\min}$ sufficiently well. In particular, if we are only interested in approximating $V_i$ up to terms of order $\phi_N$, as in the proof of Theorem 1.1, it suffices to consider $v^{(0)}(X_i)$. These values, we can compute explicitly. Indeed, the function $w_N$ has an explicit form, namely

$$w_N = \frac{g}{6\pi NR} \quad \text{in } B_R(0), \quad w_N = \frac{1}{N} \Phi g - \frac{R^2}{6N} \Delta \Phi g \quad \text{in } \mathbb{R}^3 \setminus B_R(0).$$

(2.5)

This leads to the approximation (1.13).

In order to obtain the refined approximation (1.15), we need to consider $v^{(1)}(X_i)$. This function is not explicit anymore. However, the leading order term of $Q_i w_N$ is explicit. Indeed, we have the following result taken from [Höf19]. (Similar estimates can be found in [NS20; GVH19; HW19].)

Lemma 2.2 ([Höf19, Lemmas 4.3 and 4.4]). Let (2.2) be satisfied. Then,

$$\left| (Q_j w_N(\cdot - X_k))(X_i) - \frac{5}{N} \phi_N e^\Phi(X_i - X_j) \int_{B_j} e w_N(x - X_k) \, dx \right| \lesssim \frac{R^{5/2}}{|X_i - X_j|^3} \|e w_N(\cdot - X_k)\|_{L^2(B_j)}.$$

Using in addition the explicit form of $w_N$ yields

$$v^{(1)}_N(X_i) \approx \frac{g}{6\pi NR} + \sum_{j \neq i} \Phi(X_i - X_j) g - \frac{5\phi N}{N^2} \sum_{j \neq i} e \Phi(X_i - X_j) e \Phi(X_j - X_k) g.$$

(2.6)

Using that we already know from Theorem 1.1 that the empirical measure $\rho_N$ is close to $\tau$, this leads to (1.15).

We emphasize that the last term on the right-hand side of (2.6) needs to be handled very carefully. Roughly speaking, this term is the main reason why we cannot treat the case that $\phi_N$ is small but non-vanishing. First, this term has a complicated structure, consisting of three-particle interactions, and second, the interaction kernel $e^\Phi$ has the singularity $|e^\Phi(x)| \sim |x|^{-2}$ which is critical in dimension 3 (see also the next subsection). Rigorous results on the derivation of mean-field limits with such singular interaction kernels are only known in special cases under some structural assumptions on the kernel, see [DS18]. These assumptions are not satisfied for $e^\Phi$. To make matters worse, if one wants to treat $\phi_N$ of order 1, one is forced to consider all terms in the expansion

$$u_N := \lim_{k \to \infty} (1 - \sum_i Q_i)^k v^{(0)}_N,$$

which includes $k$-particle interactions for all $k$.

The main problem caused by the singular interaction regards the control of $d_{\min}$ as time evolves, which is needed for the results on the method of reflections, but also for the estimates of the Wasserstein distance discussed in the following section. Due to the singularity of $e^\Phi$ this leads to sums

$$\frac{1}{N} \sum_{j \neq i} \frac{1}{|X_i - X_j|^3}.$$
which we only control under the assumption (H2). In fact, for controlling the particle distances, we rely on the following result from [Höf18], which is also obtained through the method of reflections und assumptions (H1) and (H2).

Lemma 2.3 ([Höf18, Lemma 3.16]). For \( k = 2, 3 \), let

\[
\alpha_k = \sup_i \frac{1}{N} \sum_{j \neq i} \frac{1}{|X_i - X_j|^k}.
\]

There exists \( \delta > 0 \) with the following property. If (2.2) is satisfied and \( \phi_N \alpha_3 < \delta \), then

\[
|u_N(X_i) - u_N(X_j)| \leq C\alpha_2 |X_i - X_j|.
\]

2.2 Convergence to the mean-field limit by a generalization of a result of [Hau09]

For the second step, we prove the following theorem which generalizes a classical result of Hauray [Hau09]. Hauray considers dynamical particle systems in \( \mathbb{R}^d \) described by

\[
\frac{d}{dt} X_i = \frac{1}{N} \sum_{j \neq i} K(X_i - X_j)
\]

where the interaction kernel \( K \) satisfies the condition

\[
\text{div} K = 0, \quad \forall x \in \mathbb{R}^d \quad |K(x)| + |x||\nabla K(x)| \leq \frac{C}{|x|^{\alpha}}
\]

with \( \alpha < d - 1 \). Hauray shows in [Hau09, Theorem 2.1] that the infinite Wasserstein distance between the empirical density and a continuous limit \( \sigma \) is controlled by its distance at time zero for sufficiently well-prepared initial data, where the limit density solves

\[
\partial_t \sigma + (K * \sigma) \cdot \nabla \sigma = 0, \quad \sigma(0) = \sigma_0.
\]

More precisely, if \( K \) satisfies the condition \( (C_\alpha) \) with \( \alpha < d - 1 \) and

\[
\lim_{N \to \infty} \frac{d}{d_{1+\alpha}^+} \left( \mathcal{W}_\infty(\rho_N(0), \sigma_0) \right)^d = 0,
\]

then for all \( T_* > 0 \) and all \( N \) sufficiently large (depending on \( T_* \))

\[
\mathcal{W}_\infty(\rho_N(t), \sigma(t)) \leq \mathcal{W}_\infty(\rho_N(0), \sigma_0) e^{C\|\sigma_0\|_{\infty} t} \quad \text{for all } t \leq T_*. \]

Clearly, we cannot directly apply this result in our setting where the particle velocities satisfy (1.13) and (1.15). We therefore generalize the result of Hauray. In particular our result includes error terms like \( E_i \) and \( \bar{E}_i \) above as well as additional external velocity fields like \( 5(\epsilon \Phi \ast (\tau(\epsilon \Phi g \ast \tau)) \) or \( \frac{q}{\ln N} \). Moreover, by a refined estimate (see Lemma 3.1, we are able to relax assumption (2.7), which we will discuss in the remark after the statement of the theorem.
Theorem 2.4. Let $K: \mathbb{R}^d \to \mathbb{R}^d$ satisfy $(C_\alpha)$ for some $\alpha < d - 1$. Moreover, let $(\varphi_N)_{N \in \mathbb{N}}$ be a sequence of divergence-free vector fields uniformly bounded in $L^\infty((0, \infty); W^{1, \infty}(\mathbb{R}^d))$. Let $\tau_N \in L^\infty(\mathbb{R}^d) \cap \mathcal{P}(\mathbb{R}^d)$ be uniformly bounded, where $\mathcal{P}$ denotes the space of probability densities and let $\tau_N$ be the solutions to

$$
\begin{align*}
\partial_t \tau_N + (K \ast \tau_N + \varphi_N) \cdot \nabla \tau_N &= 0, \\
\tau_N(0) &= \tau_0^N.
\end{align*}
$$

Let $X_i^0 \in \mathbb{R}^d$, $1 \leq i \leq N$, and consider

$$
X_i(t) = \varphi_N(X_i) + \frac{1}{N} \sum_{j \neq i} K(X_i(t) - X_j(t)) + E_i(t).
$$

Let

$$
\sigma_N(t) := \frac{1}{N} \sum_i \delta_{X_i(t)}, \quad \eta(t) := W_\infty(\sigma_N(t), \tau_N(t)).
$$

Assume there exists a sequence of non-decreasing functions $\epsilon_N$ such that $\eta$, $d_{\min}$ and $E_i$ satisfy for all $t > 0$

$$
\lim_{N \to \infty} \frac{\eta(t) + \epsilon_N(t)d^{-(1+\alpha)}}{d_{\min}(0)1^{1+\alpha}N^{(1+\alpha)/d}} = 0, \quad d_{\min}(0)N^{1/d} \lesssim 1, \quad (2.8)
$$

and

$$
\forall \lambda > 0 \exists N_0 > 0 \forall N > N_0 \quad \frac{\eta(t)}{\eta(0) + \epsilon_N(t)} + \frac{d_{\min}(0)}{d_{\min}(t)} \leq \lambda \implies \sup_i E_i(t) \leq \epsilon_N(t),
$$

$$
\sup_i \frac{|E_i(t) - E_j(t)|}{|X_i - X_j|} \leq C_1. \quad (2.9)
$$

where $C_1$ depends only on $\sup_N \|\tau_0^N\|_{L^\infty}$, $K$, and $\sup_N \|\varphi_N\|_{L^\infty(W^{1, \infty})}$. Then, for all $T > 0$ and all $N$ sufficiently large (depending on $T$) it holds for all $t \in [0, T]$:

$$
\eta(t) \leq e^{C_2t} (\eta(0) + \epsilon_N(t)),
$$

$$
d_{\min}(t) \geq d_{\min}(0)e^{-C_2t}, \quad (2.10)
$$

where $C_2$ depends only on $C_1$, $\sup_N \|\tau_0^N\|_{L^\infty}$, $K$, and $\sup_N \|\varphi_N\|_{L^\infty(W^{1, \infty})}$. Moreover,

$$
|(K \ast (\tau_N - \sigma_N))(x)| \leq \frac{C_2}{N|\text{dist}(x, \{X_i\}_i)|^\alpha} + C_2e^{C_2t}(\eta(0) + \epsilon_N(t)). \quad (2.11)
$$

Remark 2.5. Since $\eta(0) \gtrsim N^{-1/d}$ by (1.11), this theorem implies [Hau09, Theorem 2.1] by considering $\varphi_N = 0 = E_i$. On the other hand, assumption (2.8) is considerably less stringent than the naive generalization of (2.7)

$$
\lim_{N \to \infty} \frac{\eta(0)d^{1+\alpha}}{d_{\min}} = 0. \quad (2.12)
$$

Recall that for our purpose, the proof of Theorems 1.1 and 1.2, $\epsilon_N$ will include terms like $\phi_N$ and $\phi_N^2 |\log \phi_N|$. Thus, (2.12) would impose a rate of the convergence $\phi_N \to 0$ much more
severe than (H2). On the other hand, due to assumption (2.2), condition (2.8) just requires $e_N \to 0$.

We also remark that, following [CCH14], one can expect Theorem 2.4 to generalize to the case when $\rho \in L^\infty \cap \mathcal{P}$ is replaced by $\rho \in L^p \cap \mathcal{P}$, if $\alpha < -1 + d/p'.

Theorem 2.4 gives control over the infinite Wasserstein distance. In order to control the $p$-Wasserstein distance, as stated in our main results, we borrow from [Mec19]. We introduce the intermediate density

$$
\rho^0_N(x) = \frac{1}{N} \sum_i \psi \left( \frac{x - X^0_i}{d_{\min}} \right),
$$

where $\psi$ is a standard mollifier. Note that assumption (H1) ensures that $\rho^0_N$ is uniformly bounded in $L^\infty$. Thus, we will apply Theorem 2.4 to estimate $W_\infty(\bar{\rho}_N(t), \rho_N(t))$ and $W_\infty(\bar{\rho}_N(t), \rho_N(t))$, where $\bar{\rho}_N$ and $\rho_N$ are the solutions to (1.4) and (1.12) respectively with initial data $\rho^0_N$. In a second step, we will then use stability of the systems (1.4) and (1.12) to estimate $W_\infty(\bar{\rho}_N(t), \tau(t))$ and $W_\infty(\rho_N(t), \rho(t))$.

### 2.3 From the mean-field limit to the effective evolution

For the final step of the proof of Theorem 1.2, it remains to see that the solution to the mean-field limit (1.12) is close to the solution of the effective model (1.9). This is provided by the following result.

**Proposition 2.6.** Let $\rho_0 \in W^{1,1} \cap W^{1,\infty} \cap \mathcal{P}$ and $1 \leq p < \infty$. Let $\rho_{\text{eff}}$ and $\rho$ be the solutions to (1.9) and (1.12) respectively. Then, for every $T_*$ there exists a constant $C$ only depending on $p,T_*, ||\rho_0||_{W^{1,1} \cap W^{1,\infty}}$ such that

$$
W_p(\rho_{\text{eff}}(t), \rho(t)) \leq C\phi_N^2.
$$

The proof is based on the following two insights. First, by subtracting (1.4) and (1.9) we have

$$
\begin{align*}
-\Delta(v - u_{\text{eff}}) + \nabla p - (\tau - \rho_{\text{eff}})g & = 5\phi_N \text{div}(\rho_{\text{eff}}u_{\text{eff}}), \\
\partial_t \tau + (v + (6\pi \gamma N)^{-1}g) \cdot \nabla \tau & = 0, \\
\partial_t \rho_{\text{eff}} + (u_{\text{eff}} + (6\pi \gamma N)^{-1}g) \cdot \nabla \rho_{\text{eff}} & = 0, \\
(\tau - \rho_{\text{eff}})(0) & = 0.
\end{align*}
$$

The only source of difference between $(\tau, v)$ and $(\rho_{\text{eff}}, u_{\text{eff}})$ is the source term on the right-hand side in the first equation. This term is at most of order $\phi_N$. Thus, we can expect that $\tau - \rho_{\text{eff}}$ and $v - u_{\text{eff}}$ are of order $\phi_N$.

In a second step, we subtract (1.12) and (1.9) to obtain

$$
\begin{align*}
-\Delta(u - u_{\text{eff}}) + \nabla p - (\rho - \rho_{\text{eff}})g & = 5\phi_N \text{div}(\rho_{\text{eff}}u_{\text{eff}} - \tau ev), \\
\partial_t \rho + (u + (6\pi \gamma N)^{-1}g) \cdot \nabla \rho & = 0, \\
\partial_t \rho_{\text{eff}} + (u_{\text{eff}} + (6\pi \gamma N)^{-1}g) \cdot \nabla \rho_{\text{eff}} & = 0, \\
(\rho - \rho_{\text{eff}})(0) & = 0.
\end{align*}
$$

We can argue as above to see that the only source of difference is the term on the right-hand side in the first equation. This time the right-hand side is of order $\phi_N^2$, where we used the first step. Thus we can expect $\rho - \rho_{\text{eff}}$ and $u - u_{\text{eff}}$ to be of order $\phi_N^2$.

We finish this section by stating the well-posedness results for systems (1.4), (1.12) and (1.9) together with regularity results that will be used to estimate the right-hand sides above.
Theorem 2.7. Assume that $\rho_0 \in L^\infty \cap \mathcal{P}$. There is a unique solution for all times to (1.4) and for all $3 < p < \infty$:
\[
\|\tau\|_{L^\infty(L^\infty)} \leq \|\rho_0\|_{L^\infty},
\]
\[
\|v\|_{L^\infty(W^{2,p})} \leq C \|\rho_0\|_{L^\infty},
\]
where $C$ only depends on $p$. If, in addition, $\rho_0 \in W^{1,1} \cap W^{1,\infty}$, then, for all $T_* > 0$
\[
\|\tau\|_{L^\infty(0,T_*;W^{1,1} \cap W^{1,\infty})} \leq C,
\]
\[
\|v\|_{L^\infty(W^{3,p})} \leq C,
\]
where $C$ only depends on $p, T_*$ and $\|\rho_0\|_{W^{1,1} \cap W^{1,\infty}}$.
Moreover, let $\tau_1, v_1$ and $\tau_2, v_2$ be two solutions of (1.12) corresponding to initial data $\tau_0^1, \tau_0^2 \in L^\infty \cap \mathcal{P}$. Then, for $1 \leq p \leq \infty$:
\[
\mathcal{W}_p(\tau_1(t), \tau_2(t)) \leq C \|\tau_0^1\|_{L^\infty} e^{Ct},
\]
where $C$ only depends on $\|\tau_0^1\|_{L^\infty}$ and $\|\tau_0^2\|_{L^\infty}$, and for all $p > 3/2$ and $1/q \leq 1/p + 1/3$
\[
\|u_1 - u_2\|_{L^p} \leq C \mathcal{W}_q(\rho_0^1, \rho_0^2) e^{Ct},
\]
where $C$ depends on $\|\rho_0^1\|_{L^\infty}, \|\rho_0^2\|_{L^\infty}, p$.

Theorem 2.8. Assume that $\rho_0 \in W^{1,1} \cap W^{1,\infty} \cap \mathcal{P}$. For given $T_* > 0$ a unique solution to (1.12) exists on $[0, T_*)$ and for all $3 < p < \infty$:
\[
\|\rho\|_{L^\infty(0,T_*;W^{1,1} \cap W^{1,\infty})} \leq C,
\]
\[
\|u\|_{L^\infty(0,T_*;W^{3,p})} \leq C,
\]
where $C$ depends on $T_*, \|\rho_0\|_{W^{1,1} \cap W^{1,\infty}}$.
Moreover, let $\tau, v$ be determined by some $\rho_0 \in W^{1,1} \cap W^{1,p} \cap \mathcal{P}$ and let $\rho_1, u_1$ and $\rho_2, u_2$ be two solutions of (1.12) corresponding to initial data $\rho_0^1, \rho_0^2 \in W^{1,\infty} \cap W^{1,1} \cap \mathcal{P}$. Then, for all $1 \leq p \leq \infty$:
\[
\mathcal{W}_p(\rho_1(t), \rho_2(t)) \leq C \|\rho_0^1\|_{W^{1,1} \cap W^{1,\infty}} e^{Ct},
\]
where $C$ depends on $\|\rho_0^1\|_{W^{1,1} \cap W^{1,\infty}}, \|\rho_0^2\|_{L^\infty}$, and for all $p > 3/2$ and $1/q \leq 1/p + 1/3$
\[
\|u_1 - u_2\|_{L^p} \leq C \mathcal{W}_q(\rho_0^1, \rho_0^2) e^{Ct},
\]
where $C$ depends on $\|\rho_0^1\|_{L^\infty}, \|\rho_0^2\|_{L^\infty}, p$.

Theorem 2.9. Assume that $\rho_0 \in W^{1,1} \cap W^{1,\infty} \cap \mathcal{P}$. There exists $\phi_0$ such that for all $\phi_N \leq \phi_0$ and for given $T_* > 0$ a unique solution to (1.9) exists on $[0, T_*)$ and such that for all $3 < p < \infty$:
\[
\|\rho_{eff}\|_{L^\infty(0,T_*;W^{1,1} \cap W^{1,\infty})} \leq C,
\]
\[
\|u_{eff}\|_{L^\infty(0,T_*;W^{2,p})} \leq C,
\]
where $C$ depends on $T_*, \|\rho_0\|_{W^{1,1} \cap W^{1,\infty}}$. 
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Remark 2.10. A well-posedness result for the system (1.4) was proven with related but slightly different spaces in [Höf18]. A very similar result to Theorem 2.7 has been recently shown in the parallel contribution [Mec20].

Note that in contrast to the situation in Theorem 2.7, we cannot expect that $u, u\text{eff} \in W^{2,p}$ when we only have $\rho, \rho\text{eff} \in L^{\infty} \cap P$ in Theorems 2.8 and 2.9, since $\tau$ and $\rho\text{eff}$, respectively, appear inside the divergence on the left-hand side of the equation.

The restriction $3 < p$ comes from the fact that the velocity fields are not in $L^p$ for smaller $p$. Interestingly enough the restriction is less severe for the stability statement. This is due to the fact that all appearing densities have mass one so that their difference has mass zero. This leads to a stronger decay of the corresponding difference of the velocity field allowing for lower integrability. As mentioned before, the restriction $p < \infty$ comes from the lack of an $L^\infty$ theory for the Stokes equation.

Since all appearing continuous densities satisfy a transport equation, their $L^\infty$-norm is conserved. Also, since the corresponding velocity fields are divergence-free, the transport equation is at the same time a continuity equation which guaranties conservation of the $L^1$-norm and hence probability densities stay probability densities as they evolve.

3 Proof of Theorem 2.4

We begin this section by proving the following lemma which provides the key estimate to our improvement compared to [Hau09, Theorem 2.1]. It allows to estimate discrete convolutions with singular kernels by exploiting closeness of the empirical measure to a continuous density. This lemma will also be used in the next section.

Lemma 3.1. Let $X_i \in \mathbb{R}^d$, $1 \leq i \leq N$ and $\sigma_N = \frac{1}{N} \sum \delta_{X_i}$. Let $\sigma \in \mathcal{P}(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$, fix any of the particles $X_i$ and consider $J := \{ j \neq i : |X_j - X_i| \leq \lambda \}$. Then, for all $\lambda \geq W^\infty(\sigma_N, \sigma)$ and all $\beta \in (0,d)$

$$\frac{1}{N} \sum_{j \in J} \frac{1}{|X_i - X_j|^\beta} \lesssim \| \sigma \|_{L^\infty} (d-\beta)/d \lambda^{d-\beta} N^{\beta/d} \frac{d^3}{d_{\min}}. \quad (3.1)$$

Furthermore,

$$\sup_i \frac{1}{N} \sum_{i \neq j} \frac{1}{|X_i - X_j|^\beta} \lesssim 1 + \| \sigma \|_{L^\infty} + \frac{\| \sigma \|_{L^\infty} (d-\beta)/d \left(W^\infty(\sigma_N, \sigma)\right)^{d-\beta} N^{\beta/d} \frac{d^3}{d_{\min}}. \quad (3.2)$$

Proof. We use the estimate

$$\| \cdot \|_{L^\infty} \lesssim \| \psi \|_{L^\infty} \| \psi \|_{L^{\beta/d}(\mathbb{R}^d)}$$

with

$$\psi = \frac{2^d}{Nd_{\min} |B_1(0)|} \sum_{j \in J} 1_{B_{d_{\min}/2}(X_j)}.$$ Note that $|X_i - X_j| \leq 2 |X_i - y|$ for all $y \in B_{d_{\min}/2}(X_j)$ and thus

$$\frac{1}{N} \sum_{j \in J} |X_i - X_j|^{-\alpha} \lesssim \| |X_i - \cdot|^{-\alpha} \ast \psi \|_{L^\infty}.$$
Let $T$ be an optimal transport plan for $\sigma_N, \sigma$, i.e., a map $T \in L^\infty(\mathbb{R}^3)$ such that $\sigma_N = T \# \sigma$ and

$$W_\infty(\sigma_N, \sigma) = \|\sigma - \text{esssup } |T(x) - x|\|.$$

Such a plan exists if $W_\infty(\sigma_N, \sigma) < \infty$ (see e.g. [San15]), otherwise the statement is trivial. There exists $x \in \mathbb{R}^3$ such that $Tx = X_i$ and $J \subseteq T \left( B_{\lambda + W_\infty(\sigma_N, \sigma)(x)} \right)$ and thus

$$\|\psi\|_{L^1} = \sigma_N(J) \leq \sigma(B_{2\lambda}(x)) \lesssim \|\sigma\|_{\infty} \lambda^d.$$

This yields (3.1).

To prove (3.2), we fix again $X_i$ and apply (3.1) with $\lambda = 2W_\infty(\sigma_N, \sigma)$. We need to estimate the remaining sum over $J := \{ j : X_j \neq X_i, |X_j - X_i| > 2W_\infty(\sigma_N, \sigma) \}$. Then, for $j \in J$, we use $|X_j - X_i| \geq \frac{1}{2}|y - X_i|$ for $\sigma$-almost every $y$ such that $Ty = X_j$. Thus, with $U = T^{-1}(\{ X_k : k \in J \})$, we have

$$\frac{1}{N} \sum_{k \in J} \frac{1}{|X_i - X_k|^\beta} = \int_U \frac{1}{|X_i - Ty|^\beta} \sigma(y) \, dy \leq C \int_U \frac{1}{|X_i - y|^\beta} \sigma(y) \, dy \leq C(1 + \|\sigma\|_{L^\infty}).$$

This concludes the proof.

For the proof of Theorem 2.4 and later on, we use the standard technique to express the solutions to transport equations by flow maps in order to estimate the Wasserstein distance between two solutions.

More precisely, consider a transport equation

$$\partial_t \sigma + u \cdot \nabla \sigma = 0, \quad \sigma(0) = \sigma_0,$$

with $\text{div } u = 0$. Then, we can write the solution

$$\sigma(t, x) = \sigma_0(Y(0, t, x)),$$

where

$$\partial_t Y(t, s, x) = u(t, Y(t, s, x)), \quad Y(t, t, x) = x.$$

This is possible both for the continuous systems that we consider, where $\sigma_0 \in L^\infty$ and $u \in L^\infty(0, t_\ast; W^{1, \infty})$, and for the discrete systems until the first collision of particles. For this discrete system coupled through the Stokes equations, (1.1)–(1.2), well-posedness until the first collision has been proved in [Höf18, Theorem A.1].

Consider now $(\sigma, u, t)$ which solve the transport equation (3.3) on $[0, t_\ast)$ and are given through flow maps $Y_1, Y_2$. Assume $\sigma_1 \in P(\mathbb{R}^d)$ and that $\sigma_1$ is continuous with respect to the Lebesgue measure and $\sigma_1 \in L^\infty(\mathbb{R}^d)$ (which is conserved in time). Then, for any time $t_0 \in [0, t_\ast)$, there exists an optimal transport plan $T$ such that

$$W_\infty(\sigma_1(t_0), \sigma_2(t_0)) = \sigma_1(t) - \text{esssup } |T(x) - x|, \quad \text{for } p = \infty,$$

$$W_p(\sigma_1(t_0), \sigma_2(t_0)) = \left( \int_{\mathbb{R}^d} |T(x) - x|^p \sigma_1(t, x) \, dx \right)^{1/p}, \quad \text{for } p < \infty.$$

Consider $T_t = Y_2(t, t_0, \cdot) \circ T \circ Y_1(t_0, t, \cdot)$. $T_t$ is well-defined because $T$ maps $\sigma_1(t_0)$-a.e. point into the support of $\sigma_2$. $T_t$ is a transport plan for $(\sigma_1(t), \sigma_2(t))$, i.e. $\sigma_2(t) = T_t \# \tau_t(t)$, by the property of the flow maps.

This leads to the following well-known result which we prove here for self-containedness:
Lemma 3.2. Let \((\sigma_i, u_i), i = 1, 2, t_0\) and \(T_s\) as above and consider

\[
f(t) := \sup_{t_0 \leq s \leq t} \sigma_1(s) - \text{esssup} |T_s(x) - x|, \quad \text{for } p = \infty, \tag{3.4}
\]

\[
f(t) := \sup_{t_0 \leq s \leq t} \left( \int_{\mathbb{R}^d} |T_s(x) - x|^p \sigma_1(s, x) \, dx \right)^{1/p}, \quad \text{for } p < \infty.
\]

Then, for all \(t_0 \leq t_1 \leq t_2 < t_*\)

\[
f(t_2) - f(t_1) \leq \int_{t_1}^{t_2} \sigma_1(s) - \text{esssup} \left| (u_2(s) \circ T_s)(x) - u_1(s, x) \right| \, ds, \quad \text{for } p = \infty,
\]

\[
f(t_2) - f(t_1) \leq \int_{t_1}^{t_2} \left( \int_{\mathbb{R}^d} \left| (u_2(s) \circ T_s)(x) - u_1(s, x) \right|^p \sigma_1(s, x) \, dx \right)^{1/p} \, ds, \quad \text{for } p < \infty.
\]

Remark 3.3. Note that we have \(f(t_0) = \mathcal{W}_p(\sigma_1(t_0), \sigma_2(t_0))\) and for all \(t > t_0\):

\[
\mathcal{W}_p(\sigma_1(t), \sigma_2(t)) \leq f(t). \tag{3.5}
\]

**Proof.** We first consider the case \(p = \infty\). We need to estimate \(|T_i(x) - x|\) for general \(x\). For the position of a generic particle in the continuous system found at \(x_1 \in \text{supp} \sigma_1(t)\) at time \(t\) we use the notation

\[x_s = Y_1(s, t, x_t).\]

We have for \(t > t_0\):

\[
T_t(x_t) - x_t = Y_2(t, t_0, T(x_{t_0})) - Y_1(t, t_0, x_{t_0})
\]

\[
= T(x_{t_0}) - x_{t_0} + \int_{t_0}^{t} \partial_t Y_2(s, t_0, T(x_{t_0})) - \partial_t Y_1(s, t_0, x_{t_0}) \, ds
\]

\[
= T(x_{t_0}) - x_{t_0} + \int_{t_0}^{t} u_2(s, T_s(x_s)) - u_1(s, x_s) \, ds. \tag{3.6}
\]

Taking the sup we conclude

\[
f(t) \leq f(t_0) + \int_{t_0}^{t} \sigma_1(s) - \text{esssup} |u_2(s) \circ T - u_1(s)| \, ds.
\]

If \(p < \infty\) we define \(f\) analogously to (3.4) with the \(\infty\) distance replaced by the \(p\) distance. Using (3.6) we estimate

\[
f(t) \leq \left( \int_{\mathbb{R}^d} |T_t(x_t) - x_t|^p \sigma_1(t, x_t) \, dx_t \right)^{1/p}
\]

\[
\leq \left( \int_{\mathbb{R}^d} |T(x_{t_0}) - x_{t_0}|^p \sigma_1(t_0, x_{t_0}) \, dx_{t_0} \right)^{1/p}
\]

\[
+ \int_{t_0}^{t} \left( \int_{\mathbb{R}^d} |u_2(s, T_s(x_s)) - u_1(s, x_s)|^p \sigma_1(s, x_s) \, dx_s \right)^{1/p} \, ds.
\]

Again, taking the sup, we conclude. \(\square\)
In the proof of Theorem 2.4 and in the rest of the paper, we will use the following estimate for kernels that satisfy \((C_\alpha)\) for arbitrary \(\alpha\) (in particular they hold for the fundamental solution \(\Phi\) and its gradient \(\nabla \Phi\) given in (1.14) and for \(\Delta \Phi\)):

\[
|K(x) - K(y)| \leq C|x - y| \left( \frac{1}{|x|^{1+\alpha}} + \frac{1}{|y|^{1+\alpha}} \right).
\]  

(3.7)

For the proof of Theorem 2.4 we follow the proof of [Hau09, Theorem 2.1]. There, the proof proceeds in three steps: The first two steps consist in proving the differential inequalities

\[
\frac{d}{dt} f \lesssim f(1 + f^{d-1} d_{\text{min}}^-),
\]

\[
\frac{d}{dt} d_{\text{min}} \gtrsim -d_{\text{min}}(1 + f^{d} d_{\text{min}}^{-(1+\alpha)}).
\]

The third step is the conclusion using the analogous assumption to (2.8) and standard ODE-theory. For the sake of completeness, we provide the full proof highlighting the necessary adaptations.

**Proof of Theorem 2.4.** Let \(t_0 = 0\) and \(f\) as in Lemma 3.2 with \(p = \infty\). Then we have:

\[
f(t) - f(0) \leq \int_0^t \sup_i E_i(s) + \tau_N(s) - \text{esssup}_x \left| \int_{\mathbb{R}^d} (K(T_s(x) - T_s(y)) - K(x - y)) \tau_N(s, y) \, dy + \varphi_N(T_s(x)) - \varphi_N(x) \right| \, ds,
\]

where \(T_s\) is the transport plan from Lemma 3.2 for \(\tau_N(s), \sigma_N(s)\). As in [Hau09], we split the spatial integral into two parts. Omitting the time variable, we denote \(J_1 := \{ y : |x - y| \geq 4f \}\). Then, (for \(\tau_N\)-almost every \(x\)) we use that for all \(y \in J_1\)

\[
|K(T(x) - T(y)) - K(x - y)| \leq \frac{Cf}{\min\{|T(x) - T(y)|^{1+\alpha}, |x - y|^{1+\alpha}\}} \leq \frac{Cf}{|x - y|^{1+\alpha}},
\]

where we used (3.7) and the fact that

\[
|T(x) - T(y)| \geq |x - y| - |x - T(x)| - |y - T(y)| \geq |x - y| - 2f \geq \frac{1}{2} |x - y|.
\]  

(3.8)

Hence,

\[
I_1 = \int_{J_1} (K(Tx - Ty) - K(x - y)) \tau_N(t, y) \, dy \leq Cf(1 + \|\tau_N^0\|_{L^\infty}).
\]

To estimate the remainder, \(I_2\), the integral over the set \(J_2 = \mathbb{R}^d \setminus J_1\), we proceed differently from [Hau09]. Indeed, introducing \(J := \{ i : X_i \neq T(x), |T(x) - X_i| \leq 6f \}\), and observing that by a similar computation as (3.8) \(T(y) \in J\) for all \(y \in J_2\) we have

\[
I_2 = \left| \int_{J_2} (K(Tx - Ty) - K(x - y)) \tau_N(y) \, dy \right| \lesssim \|\tau_N^0\|_{L^\infty} f^{d-\alpha} + \frac{1}{N} \sum_{i \in J} |Tx - X_i|^{-\alpha}.
\]
Therefore, by Lemma 3.1,

\[ I_2 \lesssim \| \tau_N^0 \|_\infty f^{d-\alpha} + N^{-\alpha} d_{\min}^{-\alpha} f^{d-\alpha} \| \tau_N^0 \|_{L^\infty}. \]

Thus, the inequality for \( f \) becomes

\[ f(t) - f(0) \leq C \int_0^t f \left( 1 + f^{d-(1+\alpha)} d_{\min}^{-\alpha} N^{-\alpha/d} \right) + \sup_i |E_i| \, ds, \]

where we put dependencies on \( \| \tau_N^0 \|_{L^\infty} \) and \( \sup_N \| \varphi_N \|_{L^\infty(W^{1,\infty})} \) into the constant. Note that the additional velocity field \( \varphi_N \) does not affect this estimate since its influence is a linear term in \( f \) on the right-hand side.

We also observe, by the same argument, that we can estimate

\[ |(K * \tau_N)(x) - (K * \sigma_N)(x)| \leq \frac{C}{N \| \text{dist} (x, \{X_i\}_{i=1}) \|^{\alpha}} + Cf \left( 1 + f^{d-(1+\alpha)} d_{\min}^{-\alpha} N^{-\alpha/d} \right), \]

where the additional term on the right-hand side is due to the closest particle to \( x \) which needs to be estimated separately. This will yield (2.11) once (2.10) is established.

Next, we use that for \( i \neq j \)

\[
\frac{1}{N} \left( \sum_{k \neq i} K(X_i - X_k) - \sum_{k \neq j} K(X_j - X_k) \right)
\lesssim |X_i - X_j| \frac{1}{N} \sum_{k \neq \{i,j\}} \left( \frac{1}{|X_i - X_k|^{1+\alpha}} + \frac{1}{|X_j - X_k|^{1+\alpha}} \right) + \frac{1}{N d_{\min}^\alpha}.
\]

Thus

\[
\frac{d}{dt} d_{\min} \gtrsim -d_{\min} \left( 1 + \frac{1}{N d_{\min}^{1+\alpha}} + \sup_i \frac{1}{N} \sum_{k \neq i} \frac{1}{|X_i - X_k|^{1+\alpha}} + \sup_{i \neq j} \frac{|E_i - E_j|}{|X_i - X_j|} \right),
\]

where the linear term in \( d_{\min} \) comes from the function \( \varphi_N \). Thus, relying again on Lemma 3.1,

\[
\frac{d}{dt} d_{\min} \geq -C d_{\min} \left( 1 + \frac{1}{N d_{\min}^{1+\alpha}} + f^{d-(1+\alpha)} d_{\min}^{-1} N^{-1} - (1+\alpha)/d \right) + \sup_{i \neq j} \frac{|E_i - E_j|}{|X_i - X_j|}.
\]

We set \( T_\ast (N) \) the maximal time for which

\[
\eta^{d-\alpha-1} d_{\min}^{-(1+\alpha)} N^{-1} - (1+\alpha)/d \leq 2C_1, \quad \eta^{d-\alpha-1} d_{\min}^{-\alpha} N^{-\alpha/d} \leq C_1, \quad N^{-1} d_{\min}^{-(1+\alpha)} \leq C_1, \quad \sup_i |E_i| \leq e_N.
\]

(3.9)

Now let \( t_\ast \) be the time until which inequalities (3.9) are satisfied when \( \eta \) is replaced by \( f \). Then, until \( t_\ast \), \( f \) and \( d_{\min} \) satisfy the following inequalities:

\[
f(t) - f(0) \leq C \int_0^t f \left( 1 + C_1 \right) + e_N \, ds, \quad \frac{d}{dt} d_{\min} \geq -C d_{\min} \left( 1 + 3C_1 \right).
\]
Moreover, we recall that from now on the dimension is again fixed to $d$. A Gronwall argument gives the desired estimates until $t_*$, where we used that $\eta \leq f$. If $t_* < T_*(N)$ we can start with an $f$ corresponding to an optimal transportation at $t_0 = t_*$ in Lemma (3.2) to expand the validity of estimate (2.10) over $t_*$. By repeating this argument, the interval in which the estimate holds is open and closed in $[0, T_*(N)]$ and thus (2.10) holds on $[0, T_*(N)]$. It remains to prove $T_*(N) \to \infty$ as $N \to \infty$. We start with the observation that $\eta(0) \gtrsim N^{-1/d}$ (see (1.11)) implies by (2.8) that $N^{-1}d_{\min}(0)^{-1+\alpha} \to 0$ as $N \to \infty$. For any $t > 0$ we apply (2.9) with $\lambda = 2e^{Ct}$ to get an $N_0$ such that we have the right error bounds for $N \geq N_0$. We then have the following for $s < \min(t, T_*(N))$:

\[
\eta^d - \alpha - 1 d_{\min}^{-1} N^{-1+\alpha/d} + \sup_{i \neq j} \left| E_i - E_j \right| \lesssim \frac{1 + e^N}{\eta(0) + e^N} \frac{d-1+\alpha}{d_{\min}(0)^{1+\alpha}} N^{1/d} e^{dCt s} + C_1,
\]

\[
\eta d - \alpha - 1 d_{\min}^{-1} N^{-\alpha/d} \leq \frac{(\eta(0) + e^N)^d (1+\alpha)}{d_{\min}(0)^{1+\alpha}} N^{1/d} e^{(d-1)Ct s},
\]

\[
N^{-1} d_{\min}^{-1} N^{-1+\alpha/d} \leq N^{-1} d_{\min}(0)^{-1+\alpha} e^{(1+\alpha)Ct}, \quad \sup_i |E_i| \leq e^N.
\]

Because of (2.8) we can choose $N$ so large that the right hand sides are smaller than $2C_1$ and $C_1$, respectively, for $s = t$, which implies $T_*(N) \geq t$. Since $t$ was arbitrary this finishes the proof.

\[\square\]

### 4 Proof of the main results

We recall that from now on the dimension is again fixed to $d = 3$. The following lemma is used to estimate some recurring sums. We refer to [JO04, Lemma 2.1] and [NS20, Lemma 4.8] for the proof.

**Lemma 4.1.** For $k = 1, 2$,

\[
\alpha_k := \sup_i \frac{1}{N} \sum_{i \neq j} \frac{1}{|X_i - X_j|^k} \lesssim \frac{1}{N^{k/3} d_{\min}^k}.
\]

Moreover,

\[
\alpha_3 := \sup_i \frac{1}{N} \sum_{i \neq j} \frac{1}{|X_i - X_j|^3} \lesssim \frac{\log N}{N d_{\min}^3}.
\]

#### 4.1 Proof of Theorem 1.1

**Proof of Theorem 1.1.** Let $\tilde{\tau}_N$ be the solution to (1.4) with initial data $\rho_N^0$ from (2.13). Then, we claim for all $T_* > 0$ and all $N = N(T_*)$ sufficiently large, for all $t \leq T_*$

\[
W_\infty(\rho_N(t), \tilde{\tau}_N(t)) \leq C(\phi_N + W_\infty(\rho_N(0), \rho_N^0)) e^{Ct}.
\]

We first show how the estimate for $W_\mu(\rho_N(t), \tau(t))$ in (1.6) follows from (4.1): We estimate

\[
W_\mu(\rho_N(t), \tau(t)) \leq W_\infty(\rho_N(t), \tilde{\tau}_N(t)) + W_\mu(\tilde{\tau}_N(t), \tau(t)),
\]

where we used that for probability densities $\sigma_1, \sigma_2$ and $q \leq r$ we have:

\[
W_q(\sigma_1, \sigma_2) \leq W_r(\sigma_1, \sigma_2) \|\sigma_1\|_{L^1}^{(r-q)/r} = W_r(\sigma_1, \sigma_2).
\]
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Moreover, by the stability result from Theorem 2.7,
\[ W_p(\bar{\tau}_N(t), \tau(t)) \lesssim e^{Ct}W_p(\bar{\rho}_N^0, \rho_0) \leq e^{Ct}W_\infty(\bar{\rho}_N^0, \rho_N(0)) + e^{Ct}W_p(\rho_N(0), \rho_0). \]  
(4.4)

By definition of \( \bar{\rho}_N^0 \), we have
\[ W_\infty(\bar{\rho}_N^0, \rho_N(0)) \approx d_{\min}(0) \approx N^{-1/3}, \]  
(4.5)

where \( \approx \) is used to indicate that both \( \lesssim \) and \( \gtrsim \) hold. In view of (1.11), this gives
\[ W_\infty(\bar{\rho}_N^0, \rho_0) \approx \frac{C}{\alpha_2} (\phi_N + R). \]  
(4.6)

Inserting (4.6) into (4.1) and (4.4) and the results into (4.2) yields (1.6).

In order to prove the claim (4.1) as well as (1.5), it suffices to show that the assumptions of Theorem 2.4 are satisfied with
\[ K = \Phi g, \quad \phi_N = g \frac{6\pi NR}{\alpha_2} + R \]  
and
\[ \eta(t) = W_\infty(\rho_N(t), \bar{\tau}_N(t)). \]

Note that (1.11) implies that \( R \ll d_{\min}(0) \lesssim CN^{-1/3} \lesssim CW_\infty(\rho_0, \rho_N(0)) \), and therefore the error \( R \) does not appear in (1.6).

Condition (2.8) follows directly from assumptions (H1), (H2) and (4.5).

To prove (2.9) we rely on the results from [Höf18]. In [Höf18] rotations are neglected. However, the results are easily adapted to include the rotations. We refer to [NS20] and [Höf19] for the details about the necessary modifications of the method of reflections to include particle rotations.

In [Höf18], the first order approximation of the method of reflections, that we denote here by \( v_N^{(0)} \), is denoted by \( u \). Thus, [Höf18, Proposition 3.12] yields that as long as \( \phi_N \alpha_3 < \delta \) for some given \( \delta > 0 \)
\[ \|u_N - v_N^{(0)}\|_{L^\infty} \lesssim \alpha_2 \alpha_3 \phi_N + R \lesssim \left( \alpha_2^2 + 1 \right)(R + \phi_N). \]  
(4.7)

We resort to the explicit form of \( v_N^{(0)} \) in (2.3) to find
\[ \dot{X}_i = \frac{1}{N} \sum_{j \neq i} \Phi(X_i - X_j)g + \frac{g}{6\pi NR} + E_i, \]
\[ E_i := \dot{X}_i - v_N^{(0)}(X_i) + \sum_{j \neq i} \left( w_N(X_i - X_j) - \frac{1}{N} \Phi(X_i - X_j)g \right), \]

where we used \( w_N(0) = \frac{g}{6\pi NR} \). The explicit form of \( w_N \) from (2.5) yields
\[ E_i = u_N(X_i) - v_N^{(0)}(X_i) - \frac{R^2}{6N} \sum_{j \neq i} \Delta \Phi(X_i - X_j)g. \]

We have
\[ \frac{R^2}{N} \sum_{j \neq i} |\Delta \Phi(X_i - X_j)| \lesssim R \frac{1}{N} \sum_{j \neq i} |X_i - X_j|^{-2} = \alpha_2 R. \]  
(4.8)

Thus, as long as \( \phi_N \alpha_3 < \delta \)
\[ |E_i| \lesssim \left( \alpha_2^2 + 1 \right)(R + \phi_N). \]  
(4.9)
Moreover, using \( \Phi(X_i - X_j) = \Phi(X_j - X_i) \), we have

\[
|E_i - E_j| \leq |\dot{X}_i - \dot{X}_j| + \frac{1}{N} \left| \sum_{k \neq \{ j, i \}} \Phi(X_i - X_k)g - \Phi(X_j - X_k)g \right| \\
\lesssim |u_N(X_i) - u_N(X_j)| + \alpha_2 |X_i - X_j|
\]

by (3.7). By [Höf18, Lemma 3.16], we have

\[
|\dot{X}_i - \dot{X}_j| \lesssim \alpha_2 |X_i - X_j|,
\]

as long as \( \phi_N \alpha_3 < \delta \) yielding

\[
|E_i - E_j| \lesssim \alpha_2 |X_i - X_j|.
\]

Note that the important object to estimate in order to control the particle distance is \( |\dot{X}_i - \dot{X}_j| \), which can be handled directly by [Höf18, Lemma 3.16]. However, the separate estimate for \( |E_i - E_j| \) is needed in order to apply Theorem 2.4.

To conclude the proof of the claim, we first observe that by Lemma 4.1, and assumptions (H1) and (H2) as long as \( \frac{d_{\min(0)}}{d_{\min(t)}} \leq \lambda \):

\[
\alpha_3 \phi_N \leq \frac{\log N}{N d_{\min(t)}^2} \phi_N \leq \left( \frac{d_{\min(0)}}{d_{\min(t)}} \right)^3 \log N \phi_N \leq \lambda^3 \log N \phi_N \to 0, \quad N \to \infty.
\]

Thus, as long as \( \frac{d_{\min(0)}}{d_{\min(t)}} \leq \lambda \) and for \( N \) sufficiently large, (4.9) and (4.10) hold and if additionally \( \frac{\eta(t)}{\eta(0) + e_N} \leq \lambda \), then by (3.2)

\[
\alpha_2 \leq 1 + \frac{\eta(t)}{N^{2/3} d_{\min(t)}^2} \approx 1 + (\eta(0) + e_N) \frac{\eta(t)}{\eta(0) + e_N} \left( \frac{d_{\min(0)}}{d_{\min(t)}} \right)^2 \lesssim 1 + (\eta(0) + e_N) \lambda^3.
\]

Since \( \eta(0) + e_N \to 0 \) as \( N \to \infty \) by assumptions (H1) and (H2) as well as by (4.5), this shows that (2.9) is satisfied.

Application of Theorem 2.4 yields the claim as well as (1.5).

It remains prove (1.7). By the stability result from Theorem 2.7 and \( W_p(\rho_N^0, \rho_0) \lesssim W_p(\rho_N^0, \rho_0) \) (by (4.6)), it suffices to estimate \( |\bar{v}_N - u_N|_{L^\infty_t} \) where \( \bar{v}_N \) is the fluid velocity in the solution to (1.4) with initial data \( \rho_N^0 \). Then, \( \bar{v}_N = \Phi g \ast \bar{\rho}_N \). Thus,

\[
|\bar{v}_N - u_N| \leq |v_N^{(0)} - u_N| + |v_N^{(0)} - \Phi g \ast \rho_N| + |\Phi g \ast (\bar{\rho}_N - \rho_N)|.
\]

The first term on the right-hand side, we control by (4.7), and the third term by (2.11). The second term is estimated similarly as in (4.8) by

\[
|v_N^{(0)} - \Phi g \ast \rho_N|(x) \lesssim \frac{1}{N \text{dist}(x, \{X_i\}_i)} + R \alpha_2.
\]

Thus,

\[
|\bar{v}_N - u_N|(x) \lesssim \frac{1}{N \text{dist}(x, \{X_i\}_i)} + (\alpha_2^2 + 1 + C e^{Ct})(R + \phi_N) + W_\infty(\rho_N, \bar{\rho}_N^0) e^{Ct}.
\]

(4.12)
Combining Lemma 4.1, (2.10) and (H1) we have $\alpha_2 \lesssim e^{Ct}$. By (2.2), (H1), (1.11) and (4.6), we have $R + N^{-1/3} + W_\infty(\rho_N(0), \tilde{\rho}_N^0) \lesssim W_p(\rho_N(0), \rho_0)$. Finally,

$$\| \text{dist}(x, \{ X_i \}) \| \lesssim d_{\text{min}}^{-1} \quad (4.13)$$

for all $q < 3$. Inserting the last three estimates into (4.12) and using again (1.11) yields

$$\| \tilde{v}_N - u_N \|_{L^q_{\text{loc}}} \lesssim \frac{1}{N} d_{\text{min}}^{-1} + (\phi_N + W_p(\rho_N(0), \rho_0)) e^{Ct} \lesssim (\phi_N + W_p(\rho_N(0), \rho_0)) e^{Ct}.$$  

This finishes the proof.

4.2 Proof Theorem 1.2

Proof of Theorem 1.2. We follow the same argument as for the proof of Theorem 1.2. Let $\bar{\rho}_N$ be the solution to (1.12) with initial data $\bar{\rho}_0^N$ from (2.13). Then, we claim for all $T^* > 0$ and all $N = N(T^*)$ sufficiently large, for all $t \leq T^*$

$$W_\infty(\rho_N(t), \rho_0(t)) \lesssim W_\infty(\bar{\rho}_N(t), \rho_N(t)) + e^{Ct} \left( W_p(\rho_N^0, \rho_0) + W_\infty(\bar{\rho}_N(0), \rho_N(0)) \right).$$

Using the stability result from Theorem 2.8 yields analogously as in the proof of Theorem 1.1

$$W_p(\rho_N(t), \rho(t)) \lesssim W_\infty(\bar{\rho}_N(t), \rho_N(t)) + e^{Ct} \left( W_p(\rho_N^0, \rho_0) + W_\infty(\bar{\rho}_N(0), \rho_N(0)) \right).$$

Combining this estimate with the claim above and equation (4.6) and Proposition 2.6 yields (1.8).

It remains to prove the claim. Again, we show that the assumptions of Theorem 2.4 are satisfied, this time with

$$K = \Phi g,$$

$$\varphi_N(x) = -5\phi_N e^{\Phi}(\tau(\Phi g * \tau))(x),$$

$$e_N(t) = C(\phi_N^2 | \log \phi_N | + N^{-1/3}) e^{Ct}.$$  

Again, by (1.11) and assumption (H1), we can absorb the error $N^{-1/3}$ into $W_\infty(\bar{\rho}_N(0), \rho_N(0))$ to obtain the assertion.

We observe that the regularity of $\tau$ provided by Theorem 2.7 implies that the functions $\varphi_N$ satisfy the assumptions of Theorem 2.4.

Condition (2.8) again follows directly from assumptions (H1), (H2) and (4.5).

It remains to verify (2.9). In fact, by Theorem 1.1, we already know that for all $T^* > 0$ and for all $N = N(T^*)$ sufficiently large

$$d_{\text{min}}(t) \geq d_{\text{min}}(0) e^{-Ct} \quad \text{for all } t \leq T^*. \quad (4.14)$$

Therefore, following the proof of Theorem 2.4, we observe that instead of (2.9), it suffices to show that

$$\forall T^* > 0 \exists N_0 > 0 \forall N > N_0 \forall t \leq T^* \sup_i E_i(t) \lesssim e_N(t).$$
We fix $T_\ast$ and $\tau \leq T_\ast$ and assume that $N$ is taken sufficiently large such that (4.14) holds.

To bound $E_i$, we apply the results on the method of reflections from [Höf19] that we stated in Section 2.1. Since by assumption (H1) and (4.14),

$$c_0(t) = \frac{R^3}{d_{\min(t)}^3} \lesssim \phi_N e^{Ct} \to 0 \quad \text{as } N \to \infty,$$

Theorem 2.1 implies for $v_N^{(1)}$ from (2.3)

$$\|u_N - v_N^{(1)}\|_{L^\infty} \lesssim (R^\alpha + \phi_N^{1/p'}) \|e^{0(0)}\|_{L^p(\cup_i B_i)},$$

where $p > 3$ and $\alpha = 1 - 3/p$ and we used Lemma 4.1 and (H1) to estimate $\lambda_p \lesssim \phi_N$ in (2.4).

We can estimate the right-hand side of (4.15) using $v(0) = \sum_i w_N(\cdot - X_i)$ and the explicit form of $w_N$ from (2.5):

$$\|e^{0(0)}\|_{L^p(\cup_i B_i)} \lesssim R^3 \sum_i \left( \sum_{j \neq i} \frac{1}{|X_i - X_j|^2} \right)^p \lesssim N R^3 \left( \frac{1}{N^{2/3} d_{\min(t)}^2} \right)^p \lesssim \phi_N e^{Ct},$$

where we used Lemma 4.1 and (H1). Thus,

$$\|u_N - v_N^{(1)}\|_{L^\infty} \lesssim e^{Ct} (R^\alpha \phi_N^{1/p'} + 1) \phi^2_N.$$

We have

$$R^\alpha \phi_N^{1/p'} \lesssim R^{1-3/p} (NR^3)^{1/p-1} = R^{-2} N^{1/p-1} \lesssim d_{\min}^{-2} N^{1/p-1} \lesssim N^{1/p-1/3}.$$

Since $p > 3$,

$$\|u_N - v_N^{(1)}\|_{L^\infty} \lesssim e^{Ct} \phi^2_N.$$  \hfill (4.16)

Thus, in order to prove the claim, it suffices to prove that for all $i$

$$|V_{i,\text{app}} - v_N^{(1)}(X_i)| \lesssim \left( N^{-1/3} + \phi_N^2 |\log \phi_N| + \phi_N W_\infty(\rho_N(0), \rho_0)(1 + |\log W_\infty(\rho_N(0), \rho_0)|) \right) e^{Ct},$$

where

$$V_{i,\text{app}} := \frac{g}{6\pi NR} + \sum_{j \neq i} \Phi(X_i - X_j)g - 5\phi_N (e\Phi * (\tau(e\Phi g * \tau)))(X_i).$$

We use [Höf19, Lemma 3.1], implying that for $x \in B_i$

$$Q_i v_N^{(0)}(x) = v_N^{(0)}(x) - \int_{\partial B_i} v_N^{(0)} dy - \frac{1}{2} \int_{B_i} \text{curl} v_N^{(0)} dy \times (x - X_i).$$

In particular, for all $x \in B_i$

$$|Q_i v_N^{(0)}(x)| \leq R \left\| \nabla v_N^{(0)} \right\|_{L^\infty(B_i)} \lesssim R \frac{1}{N} \sum_{j \neq i} |X_i - X_j|^2 \lesssim R e^{Ct},$$

where we used Lemma 4.1 as well as (H1).
Thus, by the definition of $v^{(1)}$ and the explicit form of $w_N$, we have
\[
v_N^{(1)}(X_i) = \frac{g}{6\pi NR} + \sum_{j \neq i} w_N(X_i - X_j) - Q_i v_N^{(0)}(X_i) - \sum_{j \neq i, k \neq j} (Q_j w_N(\cdot - X_k))(X_i)
\]
\[
= V_{i, \text{app}} + \sum_{j \neq i, k \neq j} \left( w_N(X_i - X_j) - \frac{1}{N} \Phi(X_i - X_j) g \right) - Q_i v_N^{(0)}(X_i)
\]
\[
- \sum_{j \neq i} \sum_{k \neq j} (Q_j w_N(\cdot - X_k))(X_i) + 5\phi_N(e\Phi \ast (\tau(e\Phi g + \tau)))(X_i)
\]
\[
=: V_{i, \text{app}} + E_{i,1} - E_{i,2}.
\]
It remains to estimate $E_{i,1}$ and $E_{i,2}$. As regards $E_{i,1}$, we use (4.18), (2.5) and Lemma 4.1 as well as (H1) to obtain
\[
|E_{i,1}| \lesssim Re^{Ct} + \frac{R^2}{N} \sum_{j \neq i} |X_i - X_j|^{-3} \lesssim e^{Ct}(R + R\alpha_2) \lesssim e^{Ct} R \lesssim e^{Ct} N^{-1/3}.
\]
The second error term $E_{i,2}$, we further split into
\[
E_{i,2} = \sum_{j \neq i} \sum_{k \neq j} \left( (Q_j w_N(\cdot - X_k))(X_i) - \frac{5\phi_N}{N^2} e\Phi(X_i - X_j)(e\Phi(X_j - X_k) g) \right)
\]
\[
+ \sum_{j \neq i} \sum_{k \neq j} \frac{5\phi_N}{N^2} e\Phi(X_i - X_j)(e\Phi(X_j - X_k) g - 5\phi_N(e\Phi \ast (\tau(e\Phi g + \tau)))(X_i)
\]
\[
=: E_{i,2,1} + E_{i,2,2}.
\]
We first estimate $E_{i,2,1}$. By Lemma 2.2,
\[
\left| (Q_j w_N(\cdot - X_k))(X_i) - \frac{5\phi_N}{N^2} e\Phi(X_i - X_j)(e\Phi(X_j - X_k) g) \right| \lesssim \frac{R^{5/2}}{N} |e w_N(\cdot - X_k)\|_{L^2(B_j)} \lesssim \frac{R^4}{N} \frac{1}{|X_i - X_j|^3} \frac{1}{|X_j - X_k|^2}.
\]
where the last inequality above follows directly from (2.5).

With (4.19) and
\[
\int_{B_j} \frac{1}{N} e\Phi(X_j - X_k) g - e w_N(x - X_k) \, dx \lesssim \frac{R}{N} |X_j - X_k|^{-3},
\]
we find
\[
|E_{i,2,1}| \lesssim \sum_{j \neq i} \sum_{k \neq j} \left( \frac{R^4}{N} \frac{1}{|X_i - X_j|^3} \frac{1}{|X_j - X_k|^2} + \frac{R^4}{N} \frac{1}{|X_i - X_j|^2} \frac{1}{|X_j - X_k|^3} \right)
\]
\[
\lesssim e^{Ct} R \phi_N \log N \lesssim e^{Ct} R \lesssim e^{Ct} N^{-1/3},
\]
where we used Lemma 4.1 and (H2) in the last line.

It remains to estimate $E_{i,2,2}$ We use the existence of an optimal transport plan $T$ such that $\rho_N = T \# \tau$ and $W_\infty(\rho_N, \tau) = \tau - \text{esssup} |T(x) - x|$. 
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With the convention $\Phi(0) = 0$, $\Phi_b(0) = 0$, this leads to

\[
E_{i,2,2} = 5\phi_N \int e\Phi(X_i - x)e\Phi(x - y)g \, d\rho_N(x) \, d\rho_N(y) \\
- 5\phi_N \int e\Phi(X_i - x)e\Phi(x - y)\tau(x)\tau(y) \, dx \, dy \\
= 5\phi_N \int \left(e\Phi(X_i - T(x))e\Phi(T(x) - T(y)) - e\Phi(X_i - x)e\Phi(x - y)g\right)\tau(x)\tau(y) \, dx \, dy \\
= 5\phi_N \int (e\Phi(X_i - T(x)) - e\Phi(X_i - x)) \int e\Phi(T(x) - T(y)) \, dy \, \tau(x) \, dx \\
+ 5\phi_N \int e\Phi(X_i - x) \int (e\Phi(T(x) - T(y)) - e\Phi(x - y)) \, dy \, \tau(x) \, dx \\
:= 5\phi_N (I_1 + I_2).
\]

Regarding $I_1$, we first bound the inner integral uniformly in $x$ using that, for $\tau$-a.e. $x$, $Tx = X_j$ for some $1 \leq j \leq N$. Thus,

\[
\left| \int e\Phi(T(x) - T(y)) \, dy \right| = \left| \frac{1}{N} \sum_{k \neq j} e\Phi(X_j - X_k)g \right| \lesssim \frac{1}{N} \sum_{k \neq j} \frac{1}{|X_k - X_j|^2} \lesssim e^{Ct}
\]
due to Lemma 4.1. Thus, using Lemma 3.1 similarly as in the proof of Theorem 2.4,

\[
|I_1| \lesssim \int_{\mathbb{R}^3 \setminus B_{2W_\infty(\rho_N, \tau)}(X_i)} |T(x) - x| \left( \frac{1}{|X_i - T(x)|^3} + \frac{1}{|X_i - x|^3} \right) \tau(x) \, dx \\
+ \int_{B_{2W_\infty(\rho_N, \tau)}(X_i)} \left( \frac{1}{|X_i - T(x)|^2} + \frac{1}{|X_i - x|^2} \right) \tau(x) \, dx \\
\lesssim e^{Ct} W_\infty(\rho_N, \tau) \int_{\mathbb{R}^3 \setminus B_{2W_\infty(\rho_N, \tau)}(X_i)} \frac{1}{|X_i - x|^3} \tau(x) \, dx + e^{Ct} W_\infty(\rho_N, \tau) \\
\lesssim e^{Ct} W_\infty(\rho_N, \tau)(1 + |\log W_\infty(\rho_N, \tau)|).
\]

Regarding $I_2$, we obtain in a very similar way

\[
|I_2| \lesssim e^{Ct} W_\infty(\rho_N, \tau)(1 + |\log W_\infty(\rho_N, \tau)|).
\]

Indeed, since $\|e\Phi * h\| \lesssim \|h\|_{L^1} \|h\|_{L^\infty}$, it suffices to get an $L^\infty$-bound on the inner integral. This is obtained by splitting the integral just as above.

To conclude the proof of the claim, we apply the result of Theorem 1.1 to bound $W_\infty(\rho_N, \tau)$. This yields, using monotonicity of $z(1 + |\log z|)$ and $\phi_N \ll 1$,

\[
|E_{i,2,2}| \lesssim e^{Ct} \left( \phi_N^2 |\log \phi_N| + \phi_N W_\infty(\rho_N(0), \rho_0)(1 + |\log W_\infty(\rho_N(0), \rho_0)|) \right).
\]

Combining these error estimates yields the desired estimate (4.17)

It remains to prove (1.10). Again, by the stability result from Theorem 2.8 and Proposition 2.6, it suffices to estimate $\|\tilde{u}_N - u_N\|_{L^\infty}\$ where $\tilde{u}_N$ is the fluid velocity in the solution to (1.12) with initial data $\tilde{\rho}_N$. Then,

\[
\tilde{u}_N = \Phi g * \tilde{\rho}_N - 5\phi_N e\Phi * (\tau(e\Phi g * \tau)).
\]
Thus,

$$|\bar{u}_N - u_N| \leq |v_N^{(1)} - u_N| + |v^{(1)} - \Phi g * \rho_N + 5\phi_N e \Phi * (\tau(e \Phi g * \tau))| + |\Phi g * (\bar{\rho}_N - \rho_N)|.$$  \hspace{1cm} (4.20)

Again, the first term on the right-hand side, we control by (4.16), and the third term by (2.11). The second term is estimated similarly as above, namely, we claim

$$|v^{(1)} - \Phi g * \rho_N + 5\phi_N e \Phi * (\tau(e \Phi g * \tau))|(x) \leq \frac{1}{N|\text{dist}(x, \{X_i\}i_i)|} + e^{Ct} \left(N^{-1/3} + \phi_N^2 |\log \phi_N| + \phi_N \mathcal{W}_\infty(\rho_N(0), \rho_0)(1 + |\log \mathcal{W}_\infty(\rho_N(0), \rho_0)|)\right).$$  \hspace{1cm} (4.21)

To see this, recall from the proof of Theorem 1.1 (equation (4.11)) that

$$|v^{(0)} - \Phi g * \rho_N|(x) \leq \frac{1}{N|\text{dist}(x, \{X_i\}_i)|} + R e^{Ct}.$$

Thus, it suffices to show

$$\left|\sum_i Q_i v^{(0)}(x) - 5\phi_N e \Phi * (\tau(e \Phi g * \tau))\right|(x) \leq e^{Ct} \left(N^{-1/3} + \phi_N^2 |\log \phi_N| + \phi_N \mathcal{W}_\infty(\rho_N(0), \rho_0)(1 + |\log \mathcal{W}_\infty(\rho_N(0), \rho_0)|)\right).$$

The left-hand side is the error term $E_{i,2}$ above except that we are evaluating in $x$ instead of $X_i$ and the sum also runs over $i$. Therefore, the previous inequality follows along the same lines as above, provided we show

$$||(Q_i v^{(0)}(x))| \leq R \lesssim N^{-1/3}. $$  \hspace{1cm} (4.22)

To see this, we use that by (4.18), (4.22) also holds in $B_i$. Thus, by the maximum modulus theorem for the Stokes equations (see e.g. [MRS99]), (4.22) holds for all $x \in \mathbb{R}^3$. Thus (4.21) holds.

Inserting this estimate in (4.20) together with (4.16) and (2.11) yields

$$|\bar{v}_N - u_N|(x) \lesssim \frac{1}{N|\text{dist}(x, \{X_i\}_i)|} + e^{Ct} \left(N^{-1/3} + \phi_N^2 |\log \phi_N| + \phi_N \mathcal{W}_\infty(\rho_N(0), \rho_0)|\log \mathcal{W}_\infty(\rho_N(0), \rho_0)| + \mathcal{W}_\infty(\rho_N(0), \rho_0)\right).$$

Using $\alpha_2 \lesssim e^{Ct}$, $R + N^{-1/3} + \mathcal{W}_\infty(\rho_N(0), \rho_0) \lesssim \mathcal{W}_p(\rho_N(0), \rho_0)$ and (4.13), yields for all $q < 3$

$$\|\bar{v}_N - u_N\|_{L^q_{loc}} \lesssim e^{Ct} \left(N^{-1} d_{\min}(0)^{-1} + R^3 d_{\min}(0)^{-2} + \phi_N^2 |\log \phi_N| + \phi_N \mathcal{W}_\infty(\rho_N(0), \rho_0)|\log \mathcal{W}_\infty(\rho_N(0), \rho_0)| + \mathcal{W}_p(\rho_N(0), \rho_0)\right).$$

This finishes the proof. \hfill \Box
5 Well-posedness and estimates for the macroscopic systems

In this section, we prove the results on the continuous systems (1.4), (1.12) and (1.9) stated in Section 2.3. We begin with the proof of Proposition 2.6, which is the remaining ingredient in the proof of Theorem 1.2. As before, we will rely on the well-posedness and estimates for the continuous systems which we will prove in Section 5.2.

5.1 Proof of Proposition 2.6

We will use the following slight generalization of [Loe06, Proposition 2.8]:

**Proposition 5.1.** Let \( \nu_0, \nu_1 \in \mathcal{P}(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \). Then for all \( p \in [1, \infty) \) it holds:
\[
\|\nu_0 - \nu_1\|_{W^{-1,p}(\mathbb{R}^d)} \leq \max(\|\nu_0\|_{L^\infty}, \|\nu_1\|_{L^\infty})^{1/p'} W_p(\nu_0, \nu_1).
\]

**Remark 5.2.** In [San15, Exercise 38], one can find an even more general statement.

For self-containedness we give the outline of the proof here.

**Proof.** Since \( \nu_0, \nu_1 \) are absolutely continuous w.r.t. to the Lebesgue measure, there exists an (a.e. unique) optimal transport map \( T \) s.t.
\[
W_p(\nu_0, \nu_1) = \int |x - T(x)|^p \nu_0(x) \, dx.
\]

Consider for \( \theta \in (0, 1) \):
\[
\nu_\theta = (\theta T + (1 - \theta) \text{Id}) \# \nu_0.
\]

By [San15, Theorem 5.27] \( \nu_\theta \) is a constant-speed geodesic connecting \( \nu_0, \nu_1 \). Therefore, we have by [San15, Proposition 7.29]
\[
\|\nu_\theta\|_{L^\infty} \leq \max\{\|\nu_0\|_{L^\infty}, \|\nu_1\|_{L^\infty}\}.
\]

By definition, for any \( \nu \in W^{-1,p} \),
\[
\|\nu\|_{W^{-1,p}} = \sup \left\{ \int \nu \varphi : \varphi \in C_0^\infty(\mathbb{R}^d), \|\nabla \varphi\|_{L^{p'}} \leq 1 \right\},
\]
where \( \frac{1}{p} + \frac{1}{p'} = 1 \). Take any \( \varphi \in C_0^\infty(\mathbb{R}^d) \). Then
\[
\int \nu_\theta(x) \varphi(x) \, dx = \int \nu_0(x) \varphi(\theta T(x) + (1 - \theta)x) \, dx.
\]

Differentiating this, we obtain
\[
\frac{d}{d\theta} \int \nu_\theta(x) \varphi(x) \, dx = \int \nu_0(x) \nabla \varphi(\theta T(x) + (1 - \theta)x)(T(x) - x) \, dx.
\]

Using the Cauchy-Schwartz inequality, we arrive at
\[
\frac{d}{d\theta} \int \nu_\theta(x) \varphi(x) \, dx \leq \left( \int \nu_0(x) |T(x) - x|^p \, dx \right)^{1/p} \left( \int \nu_\theta |\nabla \varphi(x)|^{p'} \right)^{1/p'} \leq W_p(\nu_1, \nu_2) \|\nu_0\|_{L^\infty}^{1/p'} \|\nabla \varphi\|_{L^{p'}}.
\]

Integration with respect to \( \theta \) yields the statement. \( \square \)
Proof of Proposition 2.6. We start by proving that
\[ W_\infty(\rho_{\text{eff}}(t), \tau(t)) \lesssim C(T_\ast, \|\rho_0\|_{W^{1,1} \cap W^{1,\infty}}) \phi_N. \] (5.1)

Let \( f_N \) be defined as in Lemma 3.2, i.e.,
\[ f_N(t) = \sup_{s \in [0,t]} \tau(s) - \text{esssup} |T_s(x) - x|, \]
where \( T_t = Y(t,0,\cdot) \circ X(0,t,\cdot) \) and \( X, Y \) are the flow maps corresponding to \( \tau, \rho_{\text{eff}} \), respectively. Then, by Lemma 3.2 we have for all \( 0 \leq t_1 \leq t_2 \)
\[ f_N(t_2) - f_N(t_1) \leq \int_{t_1}^{t_2} \| u_{\text{eff}}(s) \circ T_s - v(s) \|_\infty \, ds \]
(5.2)
\[ \leq \int_{t_1}^{t_2} \| v(s) - u_{\text{eff}}(s) \|_\infty + \| \nabla v(s) \|_\infty \, f_N(s) \, ds. \]

In order to estimate the difference of \( v \) and \( u_{\text{eff}} \) we write down the difference of (1.4) and (1.9) in the following form:
\[ -\Delta (u_{\text{eff}} - v) + \nabla p = (\rho_{\text{eff}} - \tau) g + \text{div} (5\phi_N \rho_{\text{eff}} e u_{\text{eff}}), \quad \text{div}(u_{\text{eff}} - v) = 0. \] (5.3)

Thus, \( u_{\text{eff}} - v \) is given by the convolution of the right-hand side with the Oseen tensor:
\[ (u_{\text{eff}} - v)(s, x) = \int_{\mathbb{R}^3} \Phi(x - y) (\rho_{\text{eff}}(y) - \tau(y) + \text{div} (5\phi_N \rho_{\text{eff}} e u_{\text{eff}})(y)) \, dy \]
\[ = \int_{\mathbb{R}^3} (\Phi(x - T_s(y)) - \Phi(x - y)) \tau(y) \, dy - \int_{\mathbb{R}^3} \nabla \Phi(x - y) (5\phi_N \rho_{\text{eff}}(y) e u_{\text{eff}}(y)) \, dy. \]

Using (3.7) (and \( \|\tau\|_{L^1} = \|\rho_{\text{eff}}\|_{L^1} = 1 \)) as well as Theorem 2.7 and Theorem 2.9 we estimate
\[ \|(u_{\text{eff}} - v)\|_{L^\infty} \leq \int_{\mathbb{R}^3} |T(y) - y| \left( \frac{1}{|x - T(y)|^2} + \frac{1}{|x - y|^2} \right) \tau(y) \, dy \]
(5.4)
\[ + \phi_N \int_{\mathbb{R}^3} \frac{1}{|x - y|} |\rho_{\text{eff}}(y) e u_{\text{eff}}(y)| \, dy \]
\[ \lesssim f_N (1 + \|\tau\|_{L^\infty} + \|\rho_{\text{eff}}\|_{L^\infty}) + \phi_N (1 + \|\rho_{\text{eff}}\|_{L^\infty}) \|\nabla u_{\text{eff}}\|_{L^\infty} \, dy \]
\[ \lesssim C(T_\ast, \|\rho_0\|_{W^{1,1} \cap W^{1,\infty}})(f_N + \phi_N). \]

Inserting (5.4) into (5.2) and using Theorem 2.7 again, yields
\[ f_N(t_2) - f_N(t_1) \leq C(T_\ast, \|\rho_0\|_{W^{1,1} \cap W^{1,\infty}}) \int_{t_1}^{t_2} f_N + \phi_N \, ds. \]

In view of Gronwall’s inequality and (3.5) this entails (5.1).

We now turn to the proof of the assertion. Notice, that it is enough to prove (2.14) for large \( p \) since we have \( \mathcal{W}_q \lesssim \mathcal{W}_p \) for \( q < p \) (see (4.3)). Let
\[ h_N(t) = \sup_{s \leq t} \left\| (S_s - \text{Id}) \rho(s)^{1/p} \right\|_{L^p}, \]
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where $S_t = Y(t, 0, \cdot) \circ Z(0, t, \cdot)$ and $Y, Z$ are the flow maps corresponding to $\rho_{\text{eff}}$, and $\rho$, respectively.

Then, Lemma 3.2 yields for all $0 \leq t_1 \leq t_2$

$$h_N(t_2) - h_N(t_1) \leq \int_{t_1}^{t_2} \|(u_{\text{eff}}(s) - u(s))\|_{L^p} \|\rho_{\text{eff}}\|_{L^\infty}^{1/p} + \|\nabla u(s)\|_{L^\infty} h_N(s) \, ds. \tag{5.5}$$

It remains to estimate $\|(u_{\text{eff}} - u)\|_{L^p}$. To this end we subtract (1.9) from (1.12) to get

$$-\Delta(u - u_{\text{eff}}) + \nabla p = (\rho - \rho_{\text{eff}})g + \text{div} (5\phi_N(\tau v - \rho_{\text{eff}}ev_{\text{eff}}))$$

$$= (\rho - \rho_{\text{eff}})g + 5\phi_N \text{div} ((\tau - \rho_{\text{eff}})ev + \rho_{\text{eff}}(ev - ev_{\text{eff}})). \tag{5.6}$$

This equation is the reason why we cannot extend the result to $p = \infty$. Due to the divergence term on the right-hand side, it seems difficult to obtain a good $L^\infty$ estimate for the difference of $u$ and $u_{\text{eff}}$.

By linearity we treat each of the terms on the right-hand side separately. We consider the solutions to

$$-\Delta w_1 + \nabla p = (\rho - \rho_{\text{eff}})g, \quad \text{div} w_1 = 0,$$

$$-\Delta w_2 + \nabla p = \text{div} ((\tau - \rho_{\text{eff}})ev), \quad \text{div} w_2 = 0,$$

$$-\Delta w_3 + \nabla p = \text{div} (\rho_{\text{eff}}(ev - ev_{\text{eff}})), \quad \text{div} w_3 = 0. \tag{5.7}$$

Let $p > 3/2$ and $\frac{1}{q} = \frac{1}{p} + \frac{1}{3}$. Then we have, using Proposition 5.1, (4.3) and (3.5):

$$\|w_1\|_{L^p} \lesssim \|\nabla w_1\|_{L^q} \lesssim \|\rho - \rho_{\text{eff}}\|_{W^{-1,q}} \lesssim W_q(\rho, \rho_{\text{eff}}) (\|\rho\|_{L^\infty} + \|\rho_{\text{eff}}\|_{L^\infty})^{1/q'} \lesssim C(\|\rho_0\|_{L^\infty}) h_N. \tag{5.8}$$

We now turn to $w_2$. Let $r > 3$. Using Proposition 5.1 and Theorem 2.7:

$$\|w_2\|_{L^p} \lesssim \|(\tau - \rho_{\text{eff}})ev\|_{W^{-1,p}} \lesssim \|(\tau - \rho_{\text{eff}})\|_{W^{-1,p}} |ev|_{W^{1,r}} \lesssim W_p(\tau, \rho_{\text{eff}}) (\|\tau\|_{L^\infty} + \|\rho_{\text{eff}}\|_{L^\infty})^{1/q'} (\|\tau\|_{L^\infty}) \lesssim C(\|\rho_0\|_{L^\infty}) \phi_N, \tag{5.9}$$

where we used, that for $\varphi \in W^{1,p'}$, $\psi \in W^{1,r}$ the product $\varphi \psi$ is again in $W^{1,p'}$ whence

$$\|(\tau - \rho_{\text{eff}})ev\|_{W^{-1,p}} \lesssim \|(\tau - \rho_{\text{eff}})\|_{W^{-1,p}} |ev|_{W^{1,r}}. \tag{5.10}$$

We now turn to $w_3$. First, equation (5.3) implies that we have for every $q \in (1, \infty)$ the bound

$$\|\nabla (u_{\text{eff}} - v)\|_{L^q} \lesssim \|\rho_{\text{eff}} - \tau\|_{W^{-1,q}} + \phi_N \|\text{div}(\rho_{\text{eff}}ev_{\text{eff}})\|_{W^{-1,q}} \lesssim W_q(\rho_{\text{eff}}, \tau) (\|\rho_{\text{eff}}\|_{L^\infty} + \|\tau\|_{L^\infty})^{1/q'} + \phi_N \|\rho_{\text{eff}}ev_{\text{eff}}\|_{L^q}$$

$$\lesssim C(\|\rho_0\|_{L^\infty}) W_q(\rho_{\text{eff}}, \tau) + \phi_N \|\rho_{\text{eff}}\|_{L^\infty} \|\nabla u_{\text{eff}}\|_{L^q} \lesssim C(\|\rho_0\|_{W^{1,1} \cap W^{1,\infty}})(W_\infty(\rho_{\text{eff}}, \tau) + \phi_N) \lesssim C(\|\rho_0\|_{W^{1,1} \cap W^{1,\infty}}) \phi_N,$$
where we used Theorem 2.9 and (5.1). Equation (5.7) thus yields that for $p > 3/2$ and $\frac{1}{q} = \frac{1}{p} + \frac{1}{3}$:

$$\|w_3\|_{L^p} \lesssim \|\nabla w_3\|_{L^q} \lesssim \|\text{div} (\rho_{\text{eff}} (e v - e u_{\text{eff}}))\|_{W^{-1,q}} = \|\rho_{\text{eff}} (e v - e u_{\text{eff}})\|_{L^q}$$

We notice that $u - u_{\text{eff}} = w_1 + 5 \phi_N (w_2 + w_3)$. Combining (5.8), (5.9) and (5.11) yields

$$\left\| (u_{\text{eff}} - u)(s) \right\|_{L^p} \lesssim W_p (\rho, \rho_{\text{eff}}) + C (\|\rho_0\|_{W^{1,1} \cap W^{1,\infty}})^2 \phi_{N}^2.$$ 

Inserting this into (5.5), we obtain

$$h_N(t_2) - h_N(t_1) \leq C (\|\rho_0\|_{W^{1,1} \cap W^{1,\infty}}) \int_{t_1}^{t_2} (h_N + \phi_N^2).$$

By Gronwall’s inequality and (3.5), this yields the assertion.

\[ \Box \]

5.2 Proof of the well-posedness theorems

We will here only provide in full detail the proof of Theorem 2.9, the well-posedness of the effective system (1.9). The proofs of Theorems 2.7 and 2.8 are easier. Indeed, system (1.9) has the most complicated structure of the three systems (1.4), (1.12) and (1.9) since it contains an additional nonlinearity in the coefficients of the Stokes equations. In turn, the stability statement is easier to prove in Theorem 2.7 than in Theorem 2.8, which is why we only give the proof for the latter. Since the coefficients in system (1.4) are constant, one needs to impose less regularity for the initial data to get the same differentiability of the velocity field.

We will start with the proof of Theorem 2.9 which is already, in parts, similar to the proof of Proposition 2.6. Afterwards, we will provide the proof of the stability statement in Theorem 2.8 where we can recycle arguments from Proposition 2.6 and Theorem 2.9. Finally, we will comment shortly on the changes for Theorem 2.7.

**Proof of Theorem 2.9.** For the purpose of brevity and because we only consider one type of equation in this proof, we will omit all subscripts eff. Moreover, we omit the constant velocity $(6 \pi \gamma N)^{-1}$ since it can be removed from the system by a change of variables.

We will first prove estimates for a decoupled linear problem in order to apply a fixed point argument. For $3 < p < \infty$ consider $\nu \in W^{1,1} \cap W^{1,p}$ (so that in particular $\nu \in L^\infty$) and the equation

$$- \text{div} ((2 + 5 \phi \nu) e u) + \nabla p = \nu,$$

$$- \text{div} u = 0.$$ 

The right hand side is in $L^1 \cap L^\infty$ and hence in every $L^q$ for $q \in [1, \infty]$. Convolution of the above equation with the Oseen-Tensor yields

$$u - \phi \Phi * \text{div} (5 \nu e u) = \Phi * \nu.$$ 

Note that the right-hand side is in $W^{2,q}$, while the left-hand side has the structure $(\text{Id} + \phi T)u$ where the operator $T$ is given by $Tu = -\Phi * \text{div} (5 \nu e u)$. The operator $T$ is a bounded operator from $W^{2,q} \to W^{2,q}$ for $q \in (3, p]$ with norm bounded by $\|\nu\|_{W^{1,p}}$. Thus, for small enough
\( \phi \), it is possible to invert \( \text{Id} + \phi T \). This implies \( u \in W^{2,q} \) for all \( q \in (3,p] \) and \( u \in W^{1,\infty} \) by embedding with the corresponding estimates in terms of \( \nu \):

\[
\| u \|_{W^{1,\infty}} \leq C \| \nu \|_{W^{1,1} \cap W^{1,p}}. \tag{5.12}
\]

For given \( \nu \in L^\infty(0,T;W^{1,1} \cap W^{1,p} \cap \mathcal{P}) \), consider the following problem for \( \rho \):

\[
\begin{aligned}
- \text{div}((2 + 5\phi u)\nu) + \nabla p &= \nu g, \\
\text{div } u &= 0, \\
\partial_t \rho + u \cdot \nabla \rho &= 0, \\
\rho(0) &= \rho_0.
\end{aligned} \tag{5.13}
\]

Since \( u \in L^\infty(0,T;W^{1,\infty}) \), the solution to (5.13) exists and we have \( \| \rho(t) \|_{L^\infty} = \| \rho_0 \|_{L^\infty} \) as well as \( \| \rho(t) \|_{L^1} = \| \rho_0 \|_{L^1} \).

The gradient of \( \rho \) satisfies the following equation:

\[
\partial_t \nabla \rho + (u \cdot \nabla) \nabla \rho + (\nabla u) \nabla \rho = 0,
\]

\[
\nabla \rho(0) = \nabla \rho_0.
\]

The coefficients \( u, \nabla u \) are regular enough \( (u \in L^\infty(0,T;W^{1,\infty}) ) \), so that DiPerna-Lions theory [DL89] yields a unique solution \( \nabla \rho \in L^\infty(0,T;L^p) \) to this problem for all \( q \in [1,p] \). Thus \( \nabla \rho \in L^\infty(0,T;L^1 \cap L^p) \) with the following estimate:

\[
\| \nabla \rho \|_{L^\infty(0,T;L^q)} \leq \| \nabla \rho_0 \|_{L_q} \exp \left( \int_0^T \| \nabla u(t) \|_{L^\infty} \, dt \right) \leq \| \nabla \rho_0 \|_{L_q} \exp \left( T \| \nu \|_{L^\infty(0,T;W^{1,1} \cap W^{1,p})} \right),
\]

where we used (5.12). Thus, for small enough \( T \), the map \( A \) that maps \( \nu \) to \( \rho \), i.e. \( \rho = A(\nu) \) maps the set

\[
B_1 = \left\{ \nu : \| \nu \|_{L^\infty(W^{1,\rho} \cap W^{1,1})} \leq C_1 \right\},
\]

to itself, where \( C_1 \) has to be chosen larger than \( \| \rho_0 \|_{W^{1,\rho} \cap W^{1,1}} \). Let \( X \) be the flow map corresponding to (5.13) and \( T_t(\cdot) = X(t,0,\cdot) \). Then \( T_t \) is a transport plan with \( \rho(t) = T_t \# \rho_0 \). We compute using (5.12):

\[
\mathcal{W}_p(\rho(t),\rho_0) \leq \left( \int \mathcal{W}_p(\rho(t),\rho_0) \, dx \right)^{1/p} \leq \left( \int_0^T \left( \int |u(s,T_t(x))|_p \rho_0(x) \, dx \right)^{1/p} \, ds \right)^{1/p} \leq \left( \int_0^T \left( \int |u(s,x)|_p \rho_0(x) \, dx \right)^{1/p} \, ds \right)^{1/p} \leq t \| \nabla u \|_{L^\infty(0,T;L^\infty)} \leq T \| \nu \|_{L^\infty(0,T;W^{1,p} \cap W^{1,1})}.
\]

Therefore \( A \) maps

\[
B = \left\{ \nu : \mathcal{W}_p(\nu(s),\rho_0) < \infty \text{ for all } s \in [0,T], \| \nu \|_{L^\infty(0,T;W^{1,\rho} \cap W^{1,1})} \leq C_1 \right\},
\]
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to itself. For the foregoing argument we could have chosen the (simpler) $W_\infty$ distance but we are only able to prove contractivity in $W_p$. We want to prove contractivity of $A$ in $B$ w.r.t. $L^\infty(W_p)$. $B$ is complete with respect to this metric, since in view of the bound on the $L^\infty(0,T;W^{1,p} \cap W^{1,1})$ norm in $B$ any Cauchy sequence has a subsequence that converges weakly- in $L^\infty(0,T;W^{1,p})$ and its limit coincides with the limit in the Wasserstein metric (and thus the whole sequence converges weakly- in $L^\infty(0,T;W^{1,p})$) and the limit satisfies the same bound. This convergence also implies that the limit satisfies the $L^\infty(0,T;W^{1,1})$-bound since for almost every time $t \in (0,T)$, the sequence converges weakly in $W^{1,1}_\text{loc}$.

Let $\nu_1, \nu_2 \in B$. Let $u_1, \rho_1, u_2, \rho_2$ be the corresponding solutions to (5.13). Consider

$$f(t) = \sup_{s \leq t} \left\| (T_s - \text{Id}) \rho_2(s)^{1/p} \right\|_{L^p},$$

where $T_t = Y_1(t, 0, \cdot) \circ Y_2(0, t, \cdot)$ and $Y_1, Y_2$ are the flow maps corresponding to $\rho_1, \rho_2$, respectively. Using Lemma 3.2 we have for all $0 \leq t_1 \leq t_2$

$$f(t_2) - f(t_1) \leq \int_{t_1}^{t_2} \left\| (u_2 - u_1)(s) \right\|_{L^p} \left\| \rho_2(s)^{1/p} \right\|_{L^p} + \left\| \nabla u_1(s) \right\|_{L^\infty} f(s) \, ds.$$

By (5.12) we have $\|\nabla u_1\|_{L^\infty(0,T;L^\infty)} \lesssim \|\nu_1\|_{L^\infty(0,T;W^{1,p} \cap W^{1,1})} \leq C_1$. It remains to estimate the difference of $u_1$ and $u_2$. We argue similarly to the proof of Proposition 2.6 following Equation (5.6). We start by writing

$$-\div((2 + 5\phi\nu_1)(eu_1 - eu_2) + \nabla p = (\nu_1 - \nu_2)g + 5\phi \div((\nu_1 - \nu_2)eu_2)).$$

The left-hand side is the sum of the solutions $w_1, w_2$ to

$$-\div((2 + 5\phi\nu_1)ew_1) + \nabla p = (\nu_1 - \nu_2)g,$$

$$-\div((2 + 5\phi\nu_1)ew_2) + \nabla p = 5\phi \div((\nu_1 - \nu_2)eu_2)) .$$

Let $\frac{1}{q} = \frac{1}{p} + \frac{1}{3}$. Building on the optimal regularity of the Stokes equations, by a perturbative argument as the one preceding (5.12), we know that

$$\|\nabla w_1\|_{L^q} \lesssim \|\nu_1 - \nu_2\|_{W^{-1,q}},$$

and, recalling (5.10):

$$\|w_2\|_{L^p} \lesssim \|\nu_1 - \nu_2\|_{W^{-1,p}} e_{u_2} \|e_{u_2}\|_{W^{1,p}},$$

Combining these inequalities and using Proposition 5.1 and yields

$$\|u_1 - u_2\|_{L^p} = \|w_1 + w_2\|_{L^p},$$

$$\lesssim \|\nabla w_1\|_{L^q} + \|w_2\|_{L^p},$$

$$\lesssim \|\nu_1 - \nu_2\|_{W^{-1,q}} + \|\nu_1 - \nu_2\|_{W^{-1,p}} e_{u_2} |e_{u_2}|_{W^{1,p}},$$

$$\lesssim (W_{q}(\nu_1, \nu_2) + W_p(\nu_1, \nu_2)) (1 + \|\nu_1\|_{L^\infty} + \|\nu_2\|_{L^\infty}) \|\nu_2\|_{W^{1,p} \cap W^{1,1}}$$

$$\lesssim (1 + C_1^2) W_p(\nu_1, \nu_2).$$
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If we insert this into equation (5.16) we obtain
\[ f(t_2) - f(t_1) \lesssim C \int_{t_1}^{t_2} (W_p(\nu_1(s), \nu_2(s)) + f(s)) \, ds, \]
which implies by a Gronwall type argument and (3.5)
\[ W_p(\rho_1, \rho_2) \leq \sup_{s \in [0,T]} W_p(\nu_1(s), \nu_2(s))(e^{Ct} - 1). \]
This implies that \( A \) is a contraction for small \( T \) and thus admits a fixed point \( \rho_{\text{eff}} \) in \( B \) which is a solution to (1.9).

By (5.15) and (5.14) both the \( W_p \)-distance to \( \rho_0 \) and the \( L^\infty(W^{1,1} \cap W^{1,p}) \) norm stay bounded for any \( T \). Thus the solution must exist for all times. Notice that by the method of characteristics (5.14) holds in particular for \( q = \infty \). Thus \( \rho \in W^{1,\infty} \) and the norm bound is the same as for \( p < \infty \) by taking the limit \( p \to \infty \).

**Proof of Theorem 2.8.** The proof of existence is largely analogous to the one for Theorem 2.9. The Einstein term on the left-hand side can be regarded as a right-hand side term since it is already known. The achievable regularity, however, stays the same as for the effective model.

The stability result is proved in the same way as [Hau09, Theorem 3.1]. For completeness, we give provide the short proof in the case \( 1 \leq p < \infty \). The case \( p = \infty \) is analogous. Consider
\[ f(t) = \sup_{s \leq t} \| (T_s - \text{Id})\rho_2(s)^{1/p} \|_{L^p}, \]
where \( T_t = Y_1(t,0,\cdot) \circ Y_2(0,t,\cdot) \) and \( Y_1, Y_2 \) are the flow maps corresponding to \( \rho_1, \rho_2 \), respectively. By Lemma 3.2 we have for all \( 0 \leq t_1 \leq t_2 \)
\[ f(t_2) - f(t_1) \lesssim \int_{t_1}^{t_2} \| (u_2 - u_1)(s) \|_{L^p} \| \rho_2(s) \|_{L^\infty}^{1/p} + \| \nabla u_1(s) \|_{L^\infty} f(s) \, ds. \]  
(5.17)
We notice that we have
\[ -\Delta(u_2 - u_1) + \nabla p = (\rho_1 - \rho_2) g, \]
which yields, using Jensen’s inequality
\[
|u_2(Tx) - u_1(x)|^p = \left( \int \Phi(Tx - y)g\rho_2(y) - \Phi(x - y)\rho_1(y) \, dy \right)^p
\quad \lesssim \left( \int |\Phi(Tx - Ty) - \Phi(x - y)|\rho_1(y) \, dy \right)^p
\quad \lesssim \left( \int (|x - Tx| + |y - Ty|) \left( \frac{1}{|Tx - Ty|^2} + \frac{1}{|x - y|^2} \right) \rho_1(y) \, dy \right)^p
\quad \lesssim \left( \int (|x - Tx|^p + |y - Ty|^p) \left( \frac{1}{|Tx - Ty|^2} + \frac{1}{|x - y|^2} \right) \rho_1(y) \, dy 
\quad \left( \int \left( \frac{1}{|Tx - Ty|^2} + \frac{1}{|x - y|^2} \right) \rho_1(y) \, dy \right)^{p-1}. \]
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Thus,
\[
\left\| (u_2 \circ T - u_1) \rho_1^{1/p} \right\|_{L^p} \\
\lesssim \left( \iint \left( |x-Tx|^p + |y-Ty|^p \right) \left( \frac{1}{|Tx-Ty|^2} + \frac{1}{|x-y|^2} \right) \rho_1(y) \rho_1(x) \, dy \, dx \right)^{1/p}
\]
\[
\sup_x \left( \int \left( \frac{1}{|Tx-Ty|^2} + \frac{1}{|x-y|^2} \right) \rho_1(y) \, dy \right)^{p-1/p}
\lesssim W_p(\rho_1, \rho_2) \sup \int \left( \frac{1}{|Tx-Ty|^2} + \frac{1}{|x-y|^2} \right) \rho_1(y) \, dy
\lesssim (1 + \|\rho_1\|_{L^\infty} + \|\rho_2\|_{L^\infty}) W_p(\rho_1, \rho_2).
\]

Inserting the above inequality into (5.17) and employing a Gronwall argument for $W_p(\rho_1, \rho_2)$ yields the stability in $W_p$ in view of (3.5).

To estimate $u_1 - u_2$, let $p > 3/2$ and $1/q = 1/p + 1/3$. Then we have, using Proposition 5.1:
\[
\|u_1 - u_2\|_{L^p} \lesssim \|\nabla (u_1 - u_2)\|_{L^q} \lesssim \|\rho_1 - \rho_2\|_{W^{-1,q}} \lesssim W_q(\rho_1, \rho_2)(\|\rho_1\|_{L^\infty} + \|\rho_2\|_{L^\infty})^{1/q'}
\lesssim CW_q(\rho_0^1, \rho_0^2).
\]

Using (4.3) finishes the proof.

\textbf{Proof of Theorem 2.7.} The existence proof is again analogous to the one for Theorem 2.9. Since there is no Einstein term on the left-hand side, the velocity field $v$ possesses two weak derivative more than the right-hand side and we do not need derivatives of the density. We do not need to consider the transport equation for the gradient. The rest of the argument is basically unchanged. See also [Mec20]. The proof of the stability estimate is completely analogous to the one in the proof of Theorem 2.8 since by subtracting the equations for two solutions the Einstein term is annihilated.
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