Provably Efficient Reinforcement Learning in Decentralized General-Sum Markov Games

Weichao Mao Tamer Başar

Abstract

This paper addresses the problem of learning an equilibrium efficiently in general-sum Markov games through decentralized multi-agent reinforcement learning. Given the fundamental difficulty of calculating a Nash equilibrium (NE), we instead aim at finding a coarse correlated equilibrium (CCE), a solution concept that generalizes NE by allowing possible correlations among the agents’ strategies. We propose an algorithm in which each agent independently runs optimistic V-learning (a variant of Q-learning) to efficiently explore the unknown environment, while using a stabilized online mirror descent (OMD) subroutine for policy updates. We show that the agents can find an $\epsilon$-approximate CCE in at most $\tilde{O}(H^6S^6A/\epsilon^2)$ episodes, where $S$ is the number of states, $A$ is the size of the largest individual action space, and $H$ is the length of an episode. This appears to be the first sample complexity result for learning in generic general-sum Markov games. Our results rely on a novel investigation of an anytime high-probability regret bound for OMD with a dynamic learning rate and weighted regret, which would be of independent interest. One key feature of our algorithm is that it is fully decentralized, in the sense that each agent has access to only its local information, and is completely oblivious to the presence of others. This way, our algorithm can readily scale up to an arbitrary number of agents, without suffering from the exponential dependence on the number of agents.

1 Introduction

Reinforcement learning (RL) has recently shown the capability to solve many challenging sequential decision-making problems, ranging from the game of Go [Silver et al., 2016], Poker [Brown and Sandholm, 2018], and real-time strategy games [Vinyals et al., 2019], to autonomous driving [Shalev-Shwartz et al., 2016], and robotics [Kober et al., 2013]. Many of the RL applications involve the interaction of multiple agents, which are modeled systematically within the framework of multi-agent reinforcement learning (MARL). These success stories have inspired a remarkable line of studies on the theoretical aspects of MARL.

Most of the theoretical efforts in MARL, however, have been devoted to Markov games with special reward structures, such as fully competitive or cooperative games. One prevalent setting is MARL in two-player zero-sum Markov games [Wei et al., 2017, Xie et al., 2020], where the two agents have exactly opposite objectives. Such prevalence is mostly due to the fundamental computational difficulty in more general scenarios: Finding a Nash equilibrium (NE) is known to be PPAD-complete both for two-player general-sum games [Chen et al., 2009] and zero-sum games with more than two players [Daskalakis et al., 2009]. Given the daunting impossibility results, convergence to NE in generic games with no special structure seems hopeless in general. As a result, many important
problems in the multi-player general-sum settings, which can model broader and more practical interactive behaviors of decision makers, have been left relatively open.

In this paper, we make an initial attempt toward understanding some of the theoretical aspects of MARL in decentralized general-sum Markov games. Given the inherent challenges for computing Nash equilibria, we need to target a slightly weaker solution concept than NE. One reasonable alternative is to find a coarse correlated equilibrium (CCE) [Moulin and Vial, 1978, Aumann, 1987] of the game. Unlike NE, CCE can always be found in polynomial time for general-sum games [Papadimitriou and Roughgarden, 2008], and due to its tractability, calculating CCE has also been commonly used as an important subroutine toward finding Nash equilibria in two-player zero-sum Markov games [Xie et al., 2020, Bai et al., 2020].

Our interest in CCE is mostly motivated by the following folklore result for learning in normal-form games: When the agents independently run no-regret learning algorithms in general-sum normal-form games, their empirical frequency of plays converges to the set of CCE of the game [Hart and Mas-Colell, 2000, Cesa-Bianchi and Lugosi, 2006]. In no-regret learning, each agent independently adapts its policy to minimize the cumulative regret based on only its local information, irrespective of the actions or rewards of the other agents. Well-known examples of no-regret learning algorithms include multiplicative weights update (MWU) [Auer et al., 1995] and online gradient descent [Zinkevich, 2003]. Such a folk result hence suggests that CCE is a natural outcome of the simple and uncoupled learning dynamics of the agents. A natural question to ask is whether a similar result also holds for Markov games. Specifically, in this paper, we ask the following questions: Can we find CCE in general-sum Markov games using decentralized/uncoupled learning dynamics? If so, can we achieve such a result efficiently, by showing an explicit sample complexity upper bound?

Before answering these questions, we would like to remark that decentralized MARL in general-sum games can be highly challenging. Specifically, in decentralized learning\(^1\), each agent only has access to its own local information (history of states, local rewards and local actions), and can neither communicate with other agents nor be coordinated by any central controller during learning. In fact, we require that each agent is completely unaware of the underlying structure of the game, or the presence of the other agents. In decentralized learning, since both the reward and the transition are affected by the other agents, the environment becomes non-stationary from each agent’s own perspective, especially when the agents learn and update their policies simultaneously. Hence, an agent needs to efficiently explore the unknown environment while bearing in mind that the information it gathered a while ago might no longer be accurate. This makes many successful single-agent RL solutions, which assume that the agent is learning in a stationary Markovian environment, inapplicable. Furthermore, compared with RL in two-player zero-sum games, an additional challenge in general-sum games is equilibrium selection. In zero-sum games, all NE have the same value [Filar and Vrieze, 2012], and there is no ambiguity in defining the sub-optimality of a policy. However, in general-sum games, multiple equilibria can have different values. We hence need to first identify which equilibrium to compare with when we are trying to measure the performance of a policy. Finally, we remark that we consider in this paper the fully observable setup, where the agents have full access to the state information. This is in contrast to the more general team theory with partially observable information structures [Ho, 1980, Yüksel and Başar, 2013], such as those modeled by decentralized partially observable Markov decision processes (DecPOMDPs) [Bernstein et al., 2002, Nayyar et al., 2013b], where each agent has only a private partial observation of the state. Learning or even computing a NE in the latter case is much more challenging, and we do not target

---

\(^1\)This setting has been studied under various names in the literature, including individual learning [Leslie and Collins, 2005], decentralized learning [Arslan and Yüksel, 2016], agnostic learning [Tian et al., 2021, Wei et al., 2021], and independent learning [Claus and Boutilier, 1998, Daskalakis et al., 2020]. It also belongs to a more general category of teams/games with decentralized information structure [Ho, 1980, Nayyar et al., 2013a,b].
such a more general setup in this paper.

Despite the challenges identified above, we answer both of the aforementioned questions affirmatively, by presenting an algorithm in which the agents can find a CCE in general-sum Markov games efficiently through decentralized learning. Our contributions in this paper are summarized as follows.

**Contributions.** 1) We study provably efficient exploration in decentralized general-sum Markov games. We propose an algorithm named Optimistic V-learning with Stabilized Online Mirror Descent (V-learning OMD), where V-learning [Bai et al., 2020] is a simple variant of Q-learning. In V-learning OMD, each agent independently runs an optimistic V-learning algorithm to explore the unknown environment, while using an online mirror descent procedure for policy updates. Following the learning process, the CCE can be extracted by simply letting the agents randomly repeat their previous strategies using a common random seed. 2) We show that if all agents in the game run the V-learning OMD algorithm, they can find an $\epsilon$-approximate coarse correlated equilibrium in at most $\tilde{O}(SAH^6/\epsilon^2)$ episodes, where $S$ is the number of states, $A$ is the size of the largest action space among the agents, and $H$ is the length of an episode. Our result complements its counterpart in normal-form games that uncoupled no-regret learning dynamics lead to CCE. We further show that our sample complexity is nearly-optimal in that it matches all the parameter dependences in the information-theoretical lower bound, except the horizon length $H$. 3) As an important building block of our analysis, we conduct a novel investigation of a high-probability regret bound for OMD with a dynamic learning rate and weighted regret, which might be of independent interest. We emphasize that due to the decentralization property, our algorithm readily generalizes to an arbitrary number of agents without suffering from the exponential dependence on the number of agents. Our work appears to be the first to provide non-asymptotic guarantees for MARL in generic general-sum Markov games with efficient exploration, with an additional appealing feature of being decentralized.

**Outline.** The rest of the paper is organized as follows: We start with a literature review in Section 2. In Section 3, we introduce the mathematical model of our problem and necessary preliminaries. In Section 4, we present our V-learning OMD algorithm for decentralized learning in general-sum Markov games. A sample complexity analysis of V-learning OMD is given in Section 5. In Section 6, we analyze a specific adversarial multi-armed bandit problem, which plays a central role in our analysis of the V-learning OMD algorithm. Finally, we conclude the paper in Section 7.

## 2 Related Work

Multi-agent reinforcement learning is generally modeled within the mathematical framework of stochastic games [Shapley, 1953] (also referred to as Markov games). Given the PPAD completeness of finding a Nash equilibrium in generic games [Daskalakis et al., 2009, Chen et al., 2009], convergence to NE has mostly been studied in games with special structures, such as two-player zero-sum games or cooperative games.

In two-player zero-sum Markov games, Littman [1994] has proposed a Q-learning based algorithm named minimax-Q, whose asymptotic convergence guarantee has later been established in Littman and Szepesvári [1996]. Recently, various sample efficient methods have been proposed in this setting [Wei et al., 2017, Bai and Jin, 2020, Sidford et al., 2020, Xie et al., 2020, Bai et al., 2020, Liu et al., 2021, Zhao et al., 2021]. Most notably, several works [Daskalakis et al., 2020, Tian et al., 2021, Wei et al., 2021] have investigated two-player zero-sum games in a decentralized environment similar to ours, where an agent cannot observe the actions of the other agent.

Another line of research with convergence guarantees is RL in teams or cooperative games. Wang and Sandholm [2002] have proposed an optimal adaptive learning algorithm that converges to
the optimal Nash equilibrium in Markov teams, where the agents share the same objective. More recently, Arslan and Yüksel [2016] have shown that decentralized Q-learning can converge to NE in weakly acyclic games, which cover Markov teams and potential games as important special cases. Later, Yongacoglu et al. [2019] have further improved Arslan and Yüksel [2016] and achieved convergence to the team-optimal equilibrium. Overall, the aforementioned works have mainly focused on two-player zero-sum games or cooperative games. These results do not carry over in any way to the general-sum games that we consider in this paper.

A few works have considered games beyond the zero-sum or cooperative settings: Hu and Wellman [2003], Littman [2001], and Zehfroosh and Tanner [2020] have established convergence guarantees under the assumptions that either a saddle point equilibrium or a coordination equilibrium exists. Greenwald and Hall [2003] has bypassed the computation of NE in general-sum games by targeting correlated equilibria instead, but no theoretical convergence result has been given. Other approaches for finding NE in general-sum games include minimizing the Bellman-like residuals learned from offline/batch data [Pérolat et al., 2017], or using a two-timescale algorithm to learn the policy of each player from an optimization perspective [Prasad et al., 2015]. Nevertheless, none of these works has considered sample-efficient exploration in a decentralized environment, a more challenging objective that we pursue in this paper. More recently, Liu et al. [2021] have studied the non-asymptotic properties of learning CCE in general-sum Markov games, but their sample complexity bound scales exponentially in the number of agents as a consequence of using a centralized learning approach.

3 Preliminaries

An $N$-player (episodic) general-sum Markov game is defined by a tuple $(\mathcal{N}, H, S, \{A^i\}_{i=1}^{N}, \{r^i\}_{i=1}^{N}, P)$, where (1) $\mathcal{N} = \{1, 2, \ldots, N\}$ is the set of agents; (2) $H \in \mathbb{N}_+$ is the number of time steps in each episode; (3) $S$ is the finite state space; (4) $A^i$ is the finite action space for agent $i \in \mathcal{N}$; (5) $r^i : [H] \times S \times A \to [0, 1]$ is the reward function for agent $i$, where $A = \times_{i=1}^{N} A^i$ is the joint action space; and (6) $P : [H] \times S \times A \to \Delta(S)$ is the transition kernel. We remark that both the reward function and the state transition function depend on the joint actions of all the agents. We assume for simplicity that the reward function is deterministic. Our results can be easily generalized to stochastic reward functions.

The agents interact with the unknown environment for $K$ episodes, and we let $T = KH$ be the total number of time steps. At each time step, the agents observe the state $s_h \in S$, and take actions $a^i_h \in A^i, i \in \mathcal{N}$ simultaneously. We let $a_h = (a^1_h, \ldots, a^N_h)$. The reward $r^i_h(s_h, a^i_h)$ is then revealed to agent $i$ privately, and the environment transitions to the next state $s_{h+1} \sim P_h(\cdot|s_h, a^i_h)$. We assume for simplicity that the initial state $s_1$ of each episode is fixed.

As mentioned before, we focus on the decentralized setting: Each agent only observes the states and its own actions and rewards, but not the actions or rewards of the other agents. In fact, each agent is completely oblivious of the existence of other agents, and is also unaware of the number of agents in the game. The agents are also not allowed to communicate with each other. This decentralized information structure requires an agent to learn to make decisions based on only its local information.

For each agent $i$, a (Markov) policy is a mapping from the time index and the state space to a distribution over its action space. We define the space of policies for agent $i$ by $\Pi^i = \{\pi^i : [H] \times S \to \Delta(A^i)\}$. The joint policy space is denoted by $\Pi = \times_{i=1}^{N} \Pi^i$. Each agent seeks to find a policy that maximizes its own cumulative reward. A joint policy induces a probability measure on the sequence of states and joint actions. For a joint policy $\pi \in \Pi$, and for each time step $h \in [H]$, state $s \in S$, and joint action $a \in A$, we define the (state) value function and the state-action value function.
(Q-function) for agent $i$ as follows:

$$V^i_{h}(s) \overset{\text{def}}{=} \mathbb{E}^\pi_1 \left[ \sum_{h'=h}^{H} r^i_h(s_{h'}, a_{h'}) \mid s_h = s \right], Q^i_{h}(s,a) \overset{\text{def}}{=} \mathbb{E}^\pi_1 \left[ \sum_{h'=h}^{H} r^i_h(s_{h'}, a_{h'}) \mid s_h = s, a_h = a \right].$$  \hspace{1cm} (1)

For convenience of notations, we use the superscript $-i$ to denote the set of agents excluding agent $i$, i.e., $\mathcal{N}\setminus\{i\}$. For example, we can rewrite $\pi = (\pi^i, \pi^{-i})$ using this convention.

**Definition 1.** (Best response). A policy $\pi^i \in \Pi^i$ is a best response to $\pi^{-i} \in \Pi^{-i}$ for agent $i$ if $V^i_{1}(\pi^i, \pi^{-i})(s) = \sup_{\pi^i} V^i_{1}(\pi^i, \pi^{-i})(s)$, for any state $s \in \mathcal{S}$.

The supremum is taken over all general policies that are not necessarily Markov. When $\pi^{-i} \in \Pi^{-i}$ is Markov, the environment is stationary from the perspective of agent $i$, and there always exists a Markov best response.

**Definition 2.** (Nash equilibrium). A Markov joint policy $\pi = (\pi^i, \pi^{-i}) \in \Pi$ is a Nash equilibrium (NE) if $\pi^i$ is a best response to $\pi^{-i}$ for all $i \in \mathcal{N}$.

Given the fundamental difficulty of calculating Nash equilibria in general-sum games [Daskalakis et al., 2009, Chen et al., 2009], in this paper, we mainly target a weaker solution concept named coarse correlated equilibrium [Moulin and Vial, 1978, Aumann, 1987]. CCE allows possible correlations among the agents’ policies. Before we formally define CCE, we need to refine the above definitions of policies to reflect such correlations. We define $\sigma = \{\sigma_h : \mathbb{R} \times (\mathcal{S} \times \mathcal{A})^{h-1} \times \mathcal{S} \rightarrow \Delta(\mathcal{A})\}_{h \in \mathcal{H}}$ as a set of (non-Markov) correlated policies, where for each $h \in \mathcal{H}$, $\sigma_h$ maps from a random variable $z \in \mathbb{R}$ and a history of length $h-1$ to a distribution over the joint action space $\Delta(\mathcal{A})$. We also assume that the agents can access a common source of randomness (e.g., a common random seed) to sample the random variable $z$. One can see that our definition of correlated policies generalizes the usual concept of policies as we defined earlier, since the latter only allows mappings to each agent’s individual action space simplex. Following the new notations, we can analogously define $\sigma^i$ or $\sigma^{-i}$ for each $i \in \mathcal{N}$ as the proper marginal distributions of $\sigma$. The best responses $\sigma^i$, value functions $V^{i,\sigma}_{h}(s)$, and state-action value functions $Q^{i,\sigma}_{h}(s,a)$ for agent $i$ can be defined similarly as in Definition 1 and Equation (1). We are now in a position to define the CCE in an episodic Markov game, as follows:

**Definition 3.** (Coarse correlated equilibrium). A correlated policy $\sigma$ is a coarse correlated equilibrium if for every agent $i \in \mathcal{N}$,

$$V^i_{1}(s_1) \geq V^i_{1}(\sigma^i, \sigma^{-i})(s_1).$$

For illustrative purposes, let us compare the definitions of NE and CCE in a simple normal-form game named Hawk-Dove (with no state transitions). There are two players in this game. The row player has the action space $\mathcal{A} = \{a_1, a_2\}$, and the column player’s action space is $\mathcal{B} = \{b_1, b_2\}$. The reward matrix of the Hawk-Dove game is described in Table 1. There are three Nash equilibria in this game: $(a_1, b_2)$ and $(a_2, b_1)$ are two pure strategy NE, and $((0.5,0.5),(0.5,0.5))$ is a NE in mixed strategies. Table 2 gives a CCE distribution of the Hawk-Dove game, which assigns equal probabilities to three action pairs: $(a_1, b_1)$, $(a_1, b_2)$, and $(a_2, b_1)$. We can see that NE defines for each player an independent probability distribution over a player’s own action space; in contrast, a CCE is a probability distribution over the joint action space of the players. In this sense, CCE generalizes NE by allowing possible correlations among the strategies of the agents. In our proposed algorithm, such correlation is implicitly achieved by letting the players use a common random seed.

---

$^2$A general policy [Bai et al., 2020] of agent $i$ is a set of maps $\pi^i = \{\pi^i_h : \mathbb{R} \times (\mathcal{S} \times \mathcal{A}^i \times \mathbb{R})^{h-1} \times \mathcal{S} \rightarrow \Delta(\mathcal{A}^i)\}_{h \in \mathcal{H}}$ from a random variable $z \in \mathbb{R}$ and a history of length $h-1$ to a distribution of actions in $\mathcal{A}^i$.
Table 1: The Hawk-Dove game.

|   | $b_1$ | $b_2$ |
|---|---|---|
| $a_1$ | 4,4 | 1,5 |
| $a_2$ | 5,1 | 0,0 |

Table 2: A CCE in the Hawk-Dove game.

|   | $b_1$ | $b_2$ |
|---|---|---|
| $a_1$ | $1/3$ | $1/3$ |
| $a_2$ | $1/3$ | 0 |

Unlike NE, it can be shown that a CCE can always be calculated in polynomial time for general-sum games [Papadimitriou and Roughgarden, 2008]. If the inequality in Definition 3 only holds approximately, then we have an approximate notion of coarse correlated equilibrium.

**Definition 4.** ($\epsilon$-approximate CCE). For any $\epsilon > 0$, a correlated policy $\sigma$ is an $\epsilon$-approximate coarse correlated equilibrium if for every agent $i \in N$,

$$V_i^{i,\sigma}(s_1) \geq V_i^{i,(\sigma^*,\sigma^{-i})(s_1)} - \epsilon.$$

For notational convenience, in most parts of the paper we illustrate our algorithms and results for the special case of two-player general-sum games, i.e., $N = 2$. It is straightforward to extend our results to the general $N$-player games as we defined above. With two players, we use $A$ and $B$ to denote the action spaces of players 1 and 2, respectively. Let $S = |S|$, $A = |A|$ and $B = |B|$. We assume that an upper bound $\max\{A, B\}$ on the sizes of the action spaces is common knowledge. We also rewrite the correlated policies $(\sigma^1, \sigma^2)$ as $(\mu, \nu)$.

### 4 The V-Learning OMD Algorithm

In this section, we introduce our algorithm Optimistic V-learning with Stabilized Online Mirror Descent (V-learning OMD) for decentralized multi-agent RL in general-sum Markov games.

V-learning OMD naturally integrates the idea of optimistic V-learning in single-agent RL [Jin et al., 2018] with Online Mirror Descent (OMD) [Nemirovskij and Yudin, 1983, Zinkevich, 2003] in online convex optimization. First, our algorithm uses optimistic V-learning to efficiently explore the unknown environment, as in single-agent RL. Second, each agent selects its actions following a no-regret OMD algorithm in order to achieve a CCE. The intuition of using no-regret learning here is to defend against the unobserved behavior of the opponents, by presuming that the opponents’ behavior will impair the reward sequence arbitrarily. Seemingly conservative, we will show that this suffices to find the CCE. The use of no-regret learning is also reminiscent of the well-known result in normal-form games that if all agents run a no-regret learning algorithm, the empirical frequency of their actions converge to a CCE [Cesa-Bianchi and Lugosi, 2006]. These components also make our algorithm decentralized, which can be implemented individually using only the local rewards received and the local actions executed, without any communication among the agents.

The algorithm run by agent 1 (with action space $A$) is presented in Algorithm 1. The algorithm for agent 2 (or other agents in the setting with more than two agents) is symmetric, by simply replacing the action space $A$ with the agent’s own action space. We thus omit the index of an agent in the notations for clarity. We use $\theta_h(a \mid s_h)$ to denote the probability of taking action $a$ at state $s_h$ and step $h$, where $\theta_h(\cdot \mid s_h) \in \Delta(A)$. At each step $h$ of an episode, the agent first takes an action $a_h$ according to a policy $\theta_h(\cdot \mid s_h)$ for the current state $s_h$, and observes the reward $r_h$ and the next state $s_{h+1}$. It also counts the number of times $t = N_h(s_h)$ that state $s_h$ has been visited, and constructs a bonus term $\beta_t = c \sqrt{H_A \log t}$ ($c$ is some absolute constant and $t$ is a log factor to be defined later) that
where the learning rate is $\alpha$. We remark that OMD itself is a well-developed algorithm with a rich literature. But in our case, to be consistent with the changing learning feedback to compute a policy $\theta_h(\cdot \mid s_h)$, OMD is an iterative process that computes the current policy.

**Algorithm 1:** Optimistic V-learning with Stabilized Online Mirror Descent (V-learning OMD)

1. Define: $F(\theta) = \sum_{a=1}^{A} (\theta(a) \log(\theta(a)) - \theta(a))$ for $\theta \in \mathbb{R}^A$, $D_F(u, v) = F(u) - F(v) - \langle u - v, \nabla F(v) \rangle$ for $u, v \in \mathbb{R}^A$.
2. Initialize: $\bar{V}_h(s) = V_h(s) \leftarrow H - h + 1, N_h(s) \leftarrow 0, \theta_h(a \mid s) \leftarrow 1/A, \forall h \in [H + 1], s \in S, a \in A$.
3. for episode $k \leftarrow 1$ to $K$
   a. Receive $s_t$;
   b. for step $h \leftarrow 1$ to $H$
      i. Take action $a_h \sim \theta_h(\cdot \mid s_h)$;
      ii. Observe reward $r_h$ and next state $s_{h+1}$;
      iii. $N_h(s_h) \leftarrow N_h(s_h) + 1, t \leftarrow N_h(s_h);$
      iv. $\alpha_t \leftarrow \frac{H+1}{H+t}, \beta_t \leftarrow c \sqrt{\frac{H^4A^4}{t}}, \gamma_t \leftarrow \sqrt{\frac{\log A}{At}}, \eta_t \leftarrow \sqrt{\frac{\log A}{At}}$;
      v. $V_h(s_h) \leftarrow (1 - \alpha_t) V_h(s_h) + \alpha_t (r_h + \bar{V}_{h+1}(s_{h+1}) + \beta_t)$;
      vi. $\bar{V}_h(s_h) \leftarrow \min\{V_h(s_h), H - h + 1\}$;
   c. for action $a \in A$
      i. $\hat{\theta}_h(s_h) \leftarrow 1/A, a_h \leftarrow \frac{\theta_h(a \mid s_h) + \gamma_t}{\sum_{a=1}^{A} \theta_h(a \mid s_h)}$;
      ii. $\theta' \leftarrow \arg\min_{\theta \in \Delta(A)} \{\eta_t \langle \theta, \hat{\theta}_h(s_h) \rangle + D_F(\theta, \theta(\cdot \mid s_h))\}$;
      iii. $\theta_h(\cdot \mid s_h) \leftarrow \lambda_t \theta' + (1 - \lambda_t) 1/A, \text{ where } \lambda_t = \frac{\eta_t + \alpha_t(1 - \alpha_t)}{\eta_t + \alpha_t}$;

is used to upper bound the state value function. The agent then updates the optimistic state value functions by:

$$V_h(s_h) \leftarrow (1 - \alpha_t) V_h(s_h) + \alpha_t (r_h + \bar{V}_{h+1}(s_{h+1}) + \beta_t),$$

(2)

where the learning rate is $\alpha_t = (H + 1)/(H + t)$. This update rule essentially follows the optimistic Q-learning algorithm [Jin et al., 2018] in the single-agent scenario, except that instead of estimating the Q-functions, we maintain optimistic estimates of the state value functions. This is because the definition of $Q(s, a)$ explicitly depends on the joint actions of all the agents, which cannot be observed in a decentralized environment. Such an argument is also consistent with the Optimistic Nash V-learning [Bai et al., 2020] and the V-OL [Tian et al., 2021] algorithms for RL in two-player zero-sum games.

Unlike RL in the single-agent problem where the agent takes an action with the largest optimistic Q-function, in a multi-agent environment, the agent proceeds more conservatively by running an adversarial bandit algorithm to account for the unobserved effects of other agents’ policy changes. At each step $h \in [H]$ and each state $s_h \in S$, we use a variant of online mirror descent with bandit feedback to compute a policy $\theta_h(\cdot \mid s_h)$. OMD is an iterative process that computes the current policy by carrying out a simple gradient update in the dual space, where the dual space is defined by a mirror map (or a regularizer) $F$. In our algorithm, we use a standard unnormalized negentropy regularizer $F(\theta) = \sum_{a=1}^{A} (\theta(a) \log(\theta(a)) - \theta(a))$ for $\theta \in \mathbb{R}^A$. Given a mirror map $F$, the $F$-induced Bregman divergence is defined as $D_F(u, v) = F(u) - F(v) - \langle u - v, \nabla F(v) \rangle$. Given the (bandit-feedback) loss vector $\hat{\theta}_h(s_h)$ at step $h$ and state $s_h$, the OMD update rule is given by (Line 13 of Algorithm 1):

$$\theta^{\text{new}}(\cdot \mid s_h) \leftarrow \arg\min_{\theta \in \Delta(A)} \{\eta_t \langle \theta, \hat{\theta}_h(s_h) \rangle + D_F(\theta, \theta^{\text{old}}(\cdot \mid s_h))\},$$

where $\eta_t = \sqrt{\log A/(At)}$ is the learning rate. We remark that OMD itself is a well-developed algorithmic framework with a rich literature. But in our case, to be consistent with the changing learning
rate in the V-learning part and the high-probability nature of the sample complexity bounds, we additionally require an OMD algorithm to have (1) a dynamic learning rate and (2) a high probability regret bound, with respect to (3) a weighted definition of regret. Such a result is absent in the literature as far as we know. Interestingly, incorporating OMD with a dynamic learning rate is an active and challenging sub-area per se: An impossibility result [Orabona and Pál, 2018] has shown that standard OMD with an \( \eta_t \propto \sqrt{1/t} \) learning rate can incur linear regret when the Bregman divergence is unbounded, which actually covers our choice of \( D_F \). A stabilization technique [Fang et al., 2020] was later introduced to resolve this problem, by replacing the policy at each step with a convex combination of this policy and the initial policy. This stabilization technique is also helpful in our method (Line 14 in Algorithm 1), although the design of the convex combination is a little more involved due to the weighted regret. We provide a more detailed description of the bandit subroutine and an analysis of our OMD algorithm in Section 6.

5 Theoretical Analyses

In this section, we present our main results on the sample complexity upper bound of V-learning OMD, and characterize the fundamental limits of the problem by providing a lower bound.

We first introduce a few notations to facilitate the analysis. For a given step \( h \in [H] \) of episode \( k \in [K] \), we denote by \( s_h^k \) the state that the agents observe at this step. Let \( \mu_h^k : \mathcal{S} \to \Delta(\mathcal{A}) \) and \( \nu_h^k : \mathcal{S} \to \Delta(\mathcal{B}) \) be the (interim) strategies at step \( h \) of episode \( k \) specified by \( \theta_h \) in Algorithm 1 to agents 1 and 2, respectively. Let \( a_h^k \in \mathcal{A} \) and \( b_h^k \in \mathcal{B} \) be the actual actions taken by the two agents. Let \( \overline{V}_h(s_h^k), V_h(s_h^k), \) and \( N_h^k(s_h^k) \), respectively, be the values of \( \overline{V}_h(s_h), V_h(s_h), \) and \( N_h(s_h) \) in Algorithm 1 calculated by agent 1 at the beginning of the \( k \)-th episode. Symmetrically, define \( \tilde{V}_h(s_h^k) \) to be the value of \( \overline{V}_h(s_h) \) calculated by agent 2, which does not necessarily take the same value as \( \overline{V}_h(s_h^k) \). For notational convenience, we often suppress the sub/super-scripts \((h, k)\) when there is no possibility of any ambiguity. When the state \( s_h^k \) is clear from the context, we also sometimes abbreviate \( N_h^k(s_h^k) \) as \( n_h^k \) or even simply as \( t \). For a fixed state \( s \in \mathcal{S} \), let \( t = N_h^k(s) \), and suppose that \( s \) was visited at episodes \( k^1 < k^2 < \cdots < k^t \) at the \( h \)-th step before the \( k \)-th episodes. If we further define \( \alpha_t^0 \overset{\text{def}}{=} \prod_{j=1}^t (1 - \alpha_j) \) and \( \alpha_t^i \overset{\text{def}}{=} \alpha_i \prod_{j=i+1}^t (1 - \alpha_j) \), one can show that the update rule in (2) can be equivalently expressed as

\[
V_h^k(s) = \alpha_t^0 (H - h + 1) + \sum_{i=1}^t \alpha_t^i \left[ r_h(s, a_h^k, b_h^k) + \overline{V}_{h+1}^k(s_{h+1}) + \beta_i \right].
\]

This update rule follows the standard optimistic Q-learning algorithm [Jin et al., 2018] in single-agent RL, and has also appeared in RL for two-player zero-sum games [Bai et al., 2020]. In the following lemma, we recall several properties of \( \alpha_t^i \) that are useful in our analysis.

Lemma 1. (Properties for \( \alpha_t^i \), Lemma 4.1 in Jin et al. [2018]).

1. \( \sum_{i=1}^t \alpha_t^i = 1 \) and \( \alpha_t^0 = 0 \) for \( t \geq 1 \).
2. \( \sum_{i=1}^t \alpha_t^i = 0 \) and \( \alpha_t^0 = 1 \) for \( t = 0 \).
3. \( \frac{1}{\sqrt{t}} \leq \sum_{i=1}^t \frac{\alpha_t^i}{\sqrt{t}} \leq \frac{2}{\sqrt{t}} \) for every \( t \geq 1 \).
4. \( \max_{i \in [t]} \alpha_t^i \leq \frac{2H}{t} \) and \( \sum_{i=1}^t (\alpha_t^i)^2 \leq \frac{2H}{t} \) for every \( t \geq 1 \).
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Algorithm 2: Construction of \((\mu_{h}^{k}, \nu_{h}^{k})\)

1. **Require:** A common random seed shared by both agents.
2. **Input:** The strategy trajectories \(\{(\mu_{h}^{k}, \nu_{h}^{k})\}_{h=1,k=1}^{H,K}\) specified by Algorithm 1.
3. **for** step \(h' \leftarrow h\) to \(H\) **do**
   4. Receive \(s_{h'}\);
   5. \(t \leftarrow N_{h}^{k}(s_{h'});\)
   6. Sample \(m\) from \([t]\) with \(\mathbb{P}(m = i) = \alpha_{i}^{h}\) using the common random seed;
   7. Let \(k\) be the index of the episode in which \(s_{h'}\) was visited for the \(m\)-th time during the execution of Algorithm 1;
   8. Execute the strategy pair \((\mu_{h}^{k}(\cdot | s_{h'}), \nu_{h}^{k}(\cdot | s_{h'}))\);

5. \(\sum_{t=1}^{\infty} \alpha_{i}^{h} = 1 + \frac{1}{H}\) for every \(i \geq 1\).

Based on the strategy trajectories \(\{(\mu_{h}^{k}, \nu_{h}^{k})\}_{h=1,k=1}^{H,K}\) of the two agents specified by Algorithm 1, we construct an auxiliary pair of correlated policies \((\mu_{h}, \nu_{h})\) for each \((h, k) \in [H] \times [K]\). The construction of such correlated policies, largely inspired by the construction of the “certified policies” in Bai et al. [2020], is formally defined in Algorithm 2. Such auxiliary correlated policies will play a significant role throughout our analysis, and are closely related to the CCE correlated policy that we will construct later. In words, \((\mu_{h}, \nu_{h})\) proceeds as follows: It first observes the current state \(s_{h}\), and let \(t = N_{h}^{k}(s_{h})\). Then, it randomly samples an episode index \(k\) from \(\{1, 2, \ldots, k\}\), the set of episodes in which the state \(s_{h}\) was previously visited during the execution of the first \(k\) episodes of Algorithm 1. Each index \(k\) has a probability of \(\alpha_{i}^{h}\) to be selected. It is easy to verify that \(\sum_{i=1}^{t} \alpha_{i}^{h} = 1\), and hence we have specified a well-defined probability distribution over the episode index set. Finally, \((\mu_{h}, \nu_{h})\) executes the sampled strategy \((\mu_{h}(\cdot | s_{h}), \nu_{h}(\cdot | s_{h}))\) at step \(h\), and then repeats a similar procedure using \((\mu_{h+1}, \nu_{h+1})\) at step \(h + 1\), and so on.

From the collection of such auxiliary correlated policies \(\{(\mu_{h}^{k}, \nu_{h}^{k})\}_{h=1,k=1}^{H,K}\), we finally construct a correlated policy \((\bar{\mu}, \bar{\nu})\), which we will show later is a CCE. A detailed description of the construction of \((\bar{\mu}, \bar{\nu})\) is presented in Algorithm 3. By construction, \((\bar{\mu}, \bar{\nu})\) first uniformly samples an index \(k\) from \([K]\) using a common random seed, and then proceeds by following the auxiliary correlated policy \((\mu_{h}^{k}, \nu_{h}^{k})\). One can see that the notations we have defined are related through the following equation: \(V_{t}^{\bar{\mu}, \bar{\nu}}(s_{1}) = \frac{1}{K} \sum_{k=1}^{K} V_{t}^{\mu_{h}^{k}, \nu_{h}^{k}}(s_{1})\). We also remark that the common random seed used in Algorithms 2 and 3 implicitly plays the role of the “trusted coordinator” typically used in the language of correlated equilibria.

For notational convenience, we further introduce the operator \(\mathbb{P}_{h} V(s, a, b) = \mathbb{E}_{s' \sim \mathbb{P}_{h}(|s, a, b)} V(s')\) for any value function \(V\), and \(\mathbb{D}_{\mu_{h} \times \nu_{h}} Q(s) = \mathbb{E}_{(a, b) \sim \mu_{h} \times \nu_{h}} Q(s, a, b)\) for any policy pair \((\mu_{h}, \nu_{h})\) and any state-action function \(Q\). With these notations, for any \((s, a, b, h) \in S \times A \times B \times [H]\) and for any policy pair \((\mu, \nu)\), the Bellman equations can be rewritten more succinctly as \(Q_{h}^{\mu, \nu}(s, a, b) = \left(r_{h} + \mathbb{P}_{h} V_{h+1}^{\mu, \nu}(s, a, b)\right)\), and \(V_{h}^{\mu, \nu}(s) = \left(\mathbb{D}_{\mu_{h} \times \nu_{h}} Q_{h}^{\mu, \nu}\right)(s)\). Recalling the definitions of the best responses, we further define \(V_{k, H+1}^{k, \star}(s) = 0, \forall k \in [K], s \in S\). Then, we know that for each \((k, h, s) \in [K] \times [H] \times S\),

\[
V_{k, h}^{k, \star}(s) = \max_{\mu_{h}} \sum_{t=1}^{H} \alpha_{i}^{h} \mathbb{D}_{\mu_{h} \times \nu_{h}^{k}} \left(r_{h} + \mathbb{P}_{h} V_{k, h+1}^{k, \star}(s)\right).
\]

(4)

In what follows, we will simply write \(V_{k, h}^{k, \star}\) as \(V_{k, h}^{\star}\) for notational convenience, because the time step
Algorithm 3: Construction of the Correlated Policy ($\mu, \nu$)

1. **Require:** A common random seed shared by both agents.
2. **Input:** The strategy trajectories $\{(\mu_h^k, \nu_h^k)\}_{h=1}^H, k=1$ specified by Algorithm 1.
3. Uniformly sample $k$ from $[K]$ using the common random seed.
4. **for** step $h \leftarrow 1$ to $H$ **do**
   5. Receive $s_h$;
   6. $t \leftarrow N_h^k(s_h)$;
   7. Sample $m$ from $[t]$ with $\mathbb{P}(m = i) = \alpha^i_t$ using the common random seed;
   8. Let $k$ be the index of the episode in which $s_h$ was visited for the $m$-th time during the
      execution of Algorithm 1;
   9. Execute the strategy pair $(\mu_h^k(\cdot | s_h), \nu_h^k(\cdot | s_h))$;

$(h, k)$ is always clear from the subscripts. We can also define $V_{k,h}^{\rho,\star}(s)$ analogously.

**Remark 1.** Our definition of the correlated policy is inspired by the “certified policies” [Bai et al., 2020] for
learning in two-player zero-sum Markov games, but with additional challenges to address: In the zero-sum
setting, the Nash equilibrium value is always unique, and the regret with respect to the equilibrium value
 can be easily defined a priori (by means of the “duality gap”). But in general-sum games, the equilibrium
value is not necessarily unique. We hence need to first specify an equilibrium before we are able to define
the regret. In our analysis, the equilibrium value we choose is the one associated with the correlated policy
$(\mu, \nu)$. In addition, we also emphasize that the correlated policy is only used for analytical purposes; the
actual strategies adopted by the agents during the execution of Algorithm 1 are still $\{(\mu_h^k, \nu_h^k)\}$.

We start with an intermediate result, which states that the optimistic $\bar{V}_h^k(s)$ and $\tilde{V}_h^k(s)$ values are
indeed high-probability upper bounds of $V_{k,h}^{\star,\bar{\nu}}(s)$ and $V_{k,h}^{\rho,\star}(s)$, respectively. The proof relies on a
delicate investigation of a high-probability regret bound for OMD with a dynamic learning rate, which we will
elaborate on in the next section.

**Lemma 2.** For any $p \in (0, 1)$, let $t = \log(2S \max\{A, B\}T/p)$. It holds with probability at least $1 - p$ that
$\bar{V}_h^k(s) \geq V_{k,h}^{\star,\bar{\nu}}(s)$ and $\tilde{V}_h^k(s) \geq V_{k,h}^{\rho,\star}(s)$, for all $(s, h, k) \in S \times [H] \times [K]$.

**Proof.** In the following, we provide a proof for the first inequality. The second inequality can be shown using a similar argument.

Notice that it suffices to show $V_{k,h}^k(s) \geq V_{k,h}^{\star,\bar{\nu}}(s)$, because $\bar{V}_h^k(s) = \min\{V_h^k(s), H - h + 1\}$, and $V_{k,h}^{\star,\bar{\nu}}(s) \leq H - h + 1$ always holds. Our proof relies on backward induction on $h \in [H]$. First, the claim holds for $h = H + 1$ by the definition of $V_{k,h}^{H+1}(s)$. Now, suppose $V_{k,h}^k(s) \geq V_{k,h+1}^{\star,\bar{\nu}}(s)$ for all $s \in S$. By the definition of $V_{k,h}^{\star,\bar{\nu}}(s)$ and the induction hypothesis,

$$V_{k,h}^{\star,\bar{\nu}}(s) \leq \max_{\mu_h} \sum_{i=1}^t \alpha^i_t \mathbb{D}_{\mu_h \times \nu_h^i} \left( r_h + \mathbb{E}_h V_{k,h+1}^{\star,\bar{\nu}}(s) \right).$$

Further, define

$$R_t = \max_{\mu_h} \sum_{i=1}^t \alpha^i_t \mathbb{D}_{\mu_h \times \nu_h^i} \left( r_h + \mathbb{E}_h \bar{V}_{h+1}^k(s) \right) - \sum_{i=1}^t \alpha^i_t \mathbb{D}_{\mu_h \times \nu_h^i} \left( r_h + \mathbb{E}_h \tilde{V}_{h+1}^k(s) \right).$$

(6)
One may observe that from the perspective of player 1, \( R_t \) is the weighted sum of the differences between the actual value that player 1 collected for the first \( t \) times that state \( s \) is visited, and the value that could have been achieved using the best fixed policy in hindsight. \( R_t \) can hence be thought of as the weighted regret of an adversarial bandit problem, which we will formally present and analyze in Section 6. Specifically, the loss function of the bandit problem is defined as

\[
I_t(a) = E_{b \sim v^k_h(s)} \left\{ H - h + 1 - r_h(s, a, b) - P_h V^k_{h+1}(s, a, b) \right\} .
\]

The weight of the regret at round \( i \) is \( w_i = \alpha^i t \). If we define

\[
\mu^*_h \overset{\text{def}}{=} \arg \min_{\mu_h} \sum_{i=1}^t w_i \langle \mu_h, l_i \rangle = \arg \max_{\mu_h} \sum_{i=1}^t \alpha^i t \mathbb{E}_{\mu_h \times v^i_h} \left( r_h + P_h V^k_{h+1} \right)(s),
\]

then, \( R_t \) can be equivalently rewritten as

\[
R_t = \sum_{i=1}^t w_i \langle \mu^*_h - \mu^k_h, l_i \rangle .
\]

Later in Section 6, we will analyze an adversarial bandit problem in exactly the same form. Applying the regret bound (which will be presented in Theorem 2 of Section 6) of this bandit problem, we obtain the following result with probability at least \( 1 - \frac{p}{2SHK} \):

\[
R_t \leq 2H^2 \sqrt{A t} + \frac{H^2 \sqrt{A t}}{2} \sum_{i=1}^t \alpha^i t + H \left( \sqrt{2t} \sum_{i=1}^t (\alpha^i t) \right)^2 
\]

\[
\leq 4H^2 \sqrt{A t} + 3HI^2/t + \sqrt{4H^3 i/t}
\]

\[
\leq 10H^2 \sqrt{A t}/t,
\]

where in the first step we have used the fact that \( w_i \) is increasing and \( \max_{i \leq t} w_i = \alpha^i t \), and the second step is due to Lemma 1.

Finally, let \( \mathcal{F}_i \) be the \( \sigma \)-algebra generated by all the random variables before episode \( k^i \). Then, we can see that \( \{ r_h(s^k_h, b^k_h) + V^k_{h+1}(s^k_{h+1}) \}_{i=1}^t \) is a martingale with respect to \( \{\mathcal{F}_i\}_{i=1}^t \). From the Azuma-Hoeffding inequality, it holds with probability at least \( 1 - \frac{p}{2SHK} \) that

\[
\sum_{i=1}^t \alpha^i t \mathbb{E}_{\mu_h \times v^i_h} \left( r_h + P_h V^k_{h+1} \right)(s) \leq \sum_{i=1}^t \alpha^i t \left[ r_h(s^k_h, b^k_h) + V^k_{h+1}(s^k_{h+1}) \right] + 2 \sqrt{H^3 i/t},
\]

where \( i \) suppresses logarithmic terms. Finally, combining the results in (5), (6), (7), (8), and applying
a union bound, we obtain that

\[
V_{k,h}^{\star,\phi}(s) \leq \max_{\mu_h} \sum_{i=1}^{t} \alpha_i^j I_{\mu_h \times \nu_h^i} \left( r_h + \mathbb{P}_{h} V_{h+1}^{k_i} \right)(s)
\]

\[
\leq \sum_{i=1}^{t} \alpha_i^j I_{\mu_h \times \nu_h^i} \left( r_h + \mathbb{P}_{h} V_{h+1}^{k_i} \right)(s) + 10H^2 \sqrt{A_l/t}
\]

\[
\leq \sum_{i=1}^{t} \alpha_i^j \left[ r_h(s, a_h^k, b_h^k) + V_{h+1}^{k_i}(s_{h+1}) \right] + 10H^2 \sqrt{A_l/t} + 2 \sqrt{H^3 t/t}
\]

\[
= \alpha_i^0 H + \sum_{i=1}^{t} \alpha_i^j \left[ r_h(s, a_h^k, b_h^k) + V_{h+1}^{k_i}(s_{h+1}) + \beta_i \right]
\]

\[
= V_h^k(s),
\]

where the second to last step is by the definition of \( \beta_i = c \sqrt{H^4 A_l t} \) for some large constant \( c \), and Lemma 1. In the last step we used the formulation of \( V_h^k(s) \) in (3). This completes the proof of the induction step.

By construction of the auxiliary correlated policies \( (\tilde{\mu}_h^k, \tilde{\nu}_h^k) \), we know that for any \((s, h, k) \in S \times \{H\} \times \{K\}\), the corresponding value function can be written recursively as follows:

\[
V_{k,h}^{\tilde{\mu},\tilde{\nu}}(s) = \sum_{i=1}^{t} \alpha_i^j I_{\mu_h \times \nu_h^i} \left( r_h + \mathbb{P}_{h} V_{h+1}^{\mu,\nu} \right)(s),
\]

and \( V_{k,h+1}^{\tilde{\mu},\tilde{\nu}}(s) = 0 \) for any \( k \in \{K\}, s \in S \), where again notice that we have dropped the dependence on \((h, k)\). The following result shows that, on average, the agents have no incentive to deviate from the correlated policies, up to a regret term of the order \( O(\sqrt{H^6 SA/K}) \).

**Theorem 1.** For any \( p \in (0, 1) \), let \( t = \log(2S \max\{A, B\}T/p) \). With probability at least \( 1 - p \),

\[
\frac{1}{K} \sum_{k=1}^{K} \left( V_{k,1}^{\star,\phi}(s_1) - V_{k,1}^{\mu,\nu}(s_1) \right) \leq O(\sqrt{H^6 SA_l/K}), \text{ and}
\]

\[
\frac{1}{K} \sum_{k=1}^{K} \left( V_{k,1}^{\mu,\nu}(s_1) - V_{k,1}^{\mu,\nu}(s_1) \right) \leq O(\sqrt{H^6 SB_l/K}).
\]

**Proof.** We provide a proof for the first bound. The second one can be shown using a similar argument. For analytical purposes, we introduce two new value notations \( \bar{V} \) and \( \hat{V} \) that serve as lower confidence bounds of the value estimates for agent 1. Specifically, for any \((s, h, k) \in S \times \{H + 1\} \times \{K\}\), we define \( \hat{V}_{h}^{k}(s) = \hat{V}_{h}^{k}(s) = 0 \) if \( h = H + 1 \) or the \((h, s)\) pair has not been visited before episode \( k \), and otherwise define

\[
\hat{V}_{h}^{k}(s) = \sum_{i=1}^{t} \alpha_i^j \left[ r_h(s, a_h^k, b_h^k) + V_{h+1}^{k_i}(s_{h+1}) - \beta_i \right], \text{ and } \hat{V}_{h}^{k}(s) = \max\{\hat{V}_{h}^{k}(s), 0\}.
\]

Notice that these two notations are only introduced for ease of analysis, and the agent does not need to explicitly maintain such values during the learning process. In the following, we show that \( \hat{V}_{h}^{k}(s) \leq \hat{V}_{k,h}^{\mu,\nu}(s) \), for all \((s, h, k) \in S \times \{H\} \times \{K\}\). Again, it suffices to show that \( \hat{V}_{h}^{k}(s) \leq \hat{V}_{k,h}^{\mu,\nu}(s) \), because

\[
\hat{V}_{h}^{k}(s) \leq \hat{V}_{k,h}^{\mu,\nu}(s),
\]
\[ V^k_h(s) = \max\{V^k_h(s), 0\}, \text{ and } V^\mu_{k,h}(s) \geq 0 \] always holds. Our proof relies on backward induction on \( h \in [H] \). The claim trivially holds for \( h = H + 1 \). Suppose \( V^k_h+1(s) \leq V^\mu_{k,h+1}(s) \) for all \( s \in S \). By the definition of \( V^k_h(s) \),

\[
V^k_h(s) = \sum_{i=1}^{t} \alpha_i^\gamma \left[ r_h(s, a^k_h, b^k_h) + V^k_{h+1}(s^k_{h+1}) - \beta_i \right]
\]

\[
\leq \sum_{i=1}^{t} \alpha_i^\gamma \mathbb{D}_{P_h^0} (V^k_h)(r_h + P_h V^k_{h+1})(s)
\]

\[
\leq \sum_{i=1}^{t} \alpha_i^\gamma \mathbb{D}_{P_h^0} (V^k_h)(r_h + P_h V^\mu_{k,h+1})(s)
= V^\mu_{k,h}(s).
\]

where the second step uses the Azuma-Hoeffding inequality and the definition of \( \beta_i \), and the third step is by the induction hypothesis. This completes the proof of the induction.

Together with Lemma 2, we know that

\[
\sum_{k=1}^{K} (V^*_{k,1}(s_1) - V^\mu_{k,1}(s_1)) \leq \sum_{k=1}^{K} (\overline{V}^k_1(s_1) - \underline{V}^k_1(s_1)),
\]

and so we only need to find an upper bound for the RHS. Define \( \delta^k_h \equiv \overline{V}^k_h(s^k_h) - \underline{V}^k_h(s^k_h) \). The main idea of the proof is similar to optimistic Q-learning in the single-agent setting [Jin et al., 2018]: We seek to upper bound \( \sum_{k=1}^{K} \delta^k_h \) by the next step \( \sum_{k=1}^{K} \delta^k_{h+1} \), and then obtain a recursive formula.

By the definitions of \( \overline{V}^k_h(s^k_h) \) and \( \underline{V}^k_h(s^k_h) \), we know that

\[
\delta^k_h = \overline{V}^k_h(s^k_h) - \underline{V}^k_h(s^k_h)
\]

\[
\leq \alpha_i^0 H + \sum_{i=1}^{t} \alpha_i^\gamma \left[ \overline{V}^k_{h+1}(s^k_{h+1}) - \underline{V}^k_{h+1}(s^k_{h+1}) + 2\beta_i \right]
\]

\[
= \alpha_i^0 H + \sum_{i=1}^{t} \alpha_i^\gamma \delta^k_{h+1} + 2 \sum_{i=1}^{t} \alpha_i^\gamma \beta_i
\]

\[
\leq \alpha_i^0 H + \sum_{i=1}^{t} \alpha_i^\gamma \delta^k_{h+1} + c \sqrt{AH^4 \gamma / t},
\]

for some constant \( c \), and the last step is due to Lemma 1. Summing over \( k \), notice that

\[
\sum_{k=1}^{K} \alpha_i^0 n^k_h H = \sum_{k=1}^{K} H \mathbb{1} \{ n^k_h = 0 \} \leq HS,
\]

because there are at most \( SH \) pairs of \((s, h)\) to be visited. Further,

\[
\sum_{k=1}^{K} \sum_{i=1}^{n^k_h} \alpha_i^\gamma \delta^k_{h+1} \leq \sum_{k'=1}^{K} \delta^k_{h+1} \sum_{i=n^k_h+1}^{\infty} \alpha_i^\gamma
\]

\[
\leq \left( 1 + \frac{1}{H} \right) \sum_{k=1}^{K} \delta^k_{h+1},
\]
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where the first step is by switching the order of summation, and the second uses the fact that \( \sum_{i=1}^{\infty} a_i^k = 1 + \frac{1}{H} \) for every \( i \geq 1 \) from Lemma 1. Therefore,

\[
\sum_{k=1}^{K} \delta_h^k \leq \sum_{k=1}^{K} \frac{a_0^k H}{n_h^k} + \sum_{k=1}^{K} \sum_{i=1}^{n_h^k} a_i^k \delta_{h+1}^k + \sum_{k=1}^{K} c \sqrt{AH^4/n_h^k}.
\]

\[
\leq HS + \left(1 + \frac{1}{H}\right) \sum_{k=1}^{K} \delta_{h+1}^k + \sum_{k=1}^{K} c \sqrt{AH^4/n_h^k}.
\]

(9)

Applying this formula recursively for \( h = H, H - 1, \ldots, 1 \) yields

\[
\sum_{k=1}^{K} \delta_h^k \leq eSH^2 + ec \sum_{h=1}^{H} \sum_{k=1}^{K} \sqrt{AH^4/n_h^k},
\]

where we used the fact that \( (1 + \frac{1}{H})^H \leq e \). Finally, for any \( h \in [H] \),

\[
\sum_{k=1}^{K} \sqrt{AH^4/n_h^k} = \sum_{s \in S} \sum_{n=1}^{N_h^k(s)} \sqrt{AH^4/n} \leq O(\sqrt{H^4SAK_i}),
\]

where the last step holds because \( \sum_{s \in S} N_h^k(s) = K \), and the LHS is maximized when \( N_h^k(s) = K/S \) for all \( s \in S \). Summarizing the results above leads to the desired bound

\[
\sum_{k=1}^{K} \left( V_{k,1}^{\mu,\nu}(s_1) - V_{k,1}^{\mu,\nu}(s_1) \right) \leq \sum_{k=1}^{K} \delta_h^k \leq O(\sqrt{H^6SAK_i}).
\]

From the relationship between \((\mu, \nu)\) and \((\mu_1^k, \nu_1^k)\), and that \( V_{1,1}^{\mu,\nu}(s_1) = \frac{1}{K} \sum_{k=1}^{K} V_{1,1}^{\mu_1^k,\nu_1^k}(s_1) \), we can immediately conclude from Theorem 1 that the correlated policy \((\mu, \nu)\) constitutes an approximate CCE.

**Corollary 1.** (Sample complexity of V-learning OMD) For any \( p \in (0, 1] \), set \( t = \log(2S \max\{A, B\}T/p) \), and let the two agents run Algorithm 1 for \( K \) episodes with \( K = \Omega(H^6SA\max\{A, B\}/\epsilon^2) \). Then, with probability at least \( 1 - p \), the two agents can obtain an \( \epsilon \)-approximate coarse correlated equilibrium using a common random seed.

Finally, to obtain a sample complexity lower bound for the problem, one simple way is to consider a Markov game instance where either \( A \) or \( B \) is a singleton, i.e., \( A = 1 \) or \( B = 1 \). In this case, there is no need to correlate the actions of the agents, and hence a CCE in such a game reduces to a NE. In addition, learning a NE against an opponent with a fixed policy is equivalent to learning an optimal policy in a fixed environment. Hence, we have reduced the problem of learning a CEE in a Markov game to a single-agent RL problem either for agent 2 or for agent 1. Applying the regret lower bound of single-agent RL yields the following result for RL in Markov games.

**Corollary 2.** (Corollary of Theorem 5 in Jaksch et al. [2010]). For any algorithm, the sample complexity on achieving an \( \epsilon \)-approximate CCE in two-player general-sum Markov games is at least \( \Omega(H^3S\max\{A, B\}/\epsilon^2) \).

Comparing Corollaries 1 and 2, we see that the sample complexity of Algorithm 1 matches the information-theoretical lower bound in terms of the dependences on \( S, A, B \) and \( \epsilon \), leaving a gap only in the dependence of \( H \). Notably, the tight dependence on \( \max\{A, B\} \) is a natural benefit from decentralized learning, which would not have been achieved by centralized approaches.
which coincides with the Kullback–Leibler divergence when

\[ \Delta_i^2 \leq \Delta_i \], and deliberately maintain a biased estimate of the true losses as an implicit exploration technique [Neu, 2015], and deliberately maintain a biased estimate of the true losses as

\[ \hat{\theta}_{t+1} \leftarrow \beta_t \hat{\theta}_{t+1} + (1 - \beta_t) \theta_t \], where \( \beta_t \leftarrow \eta_{t+1} \eta_{t+1}^{-1} \).

6 Adversarial Bandits with Weighted Regret

In this section, we close the gap in the proof of Lemma 2 by formally presenting a bandit regret bound that we used in (7). Specifically, we consider an adversarial multi-armed bandit problem, and propose an online mirror descent based algorithm for this problem, which also serves as an important subroutine in Algorithm 1. Our OMD algorithm achieves an anytime high probability bound with respect to a weighted definition of regret. Such a result complements the Follow the Regularized Leader based algorithm in Bai et al. [2020] and might be of independent interest.

Specifically, we consider an \( A \)-armed bandit problem, i.e., the action space is \( \mathcal{A} = \{1, 2, \ldots, A\} \). The arms are associated with an adversarial sequence of loss vectors \( (l_t)_{t=1}^T \), where \( l_t \in [0, 1]^A \). The bandit proceeds for \( T \) rounds. At each round \( t \), the player specifies a distribution \( \theta_t \in \Delta(A) \) over the actions, and takes an action \( a_t \) sampled from this distribution. We consider bandit feedback, where the player only observes the loss associated with the chosen action \( l_t(a_t) \). The player’s objective is to minimize the weighted regret with respect to the best fixed policy in hindsight for any time step \( t \in [T] \):

\[
\text{Reg}_t(\theta^*) \overset{\text{def}}{=} \sum_{i=1}^{\tau} w_i E_{\theta \sim \theta^*} [l_i(a_i) - l_i(a) | \mathcal{F}_i] = \sum_{i=1}^{\tau} w_i \langle \theta_i - \theta^*, l_i \rangle,
\]

where \( \theta^* \in \Delta(A) \) is an arbitrary but fixed policy, \( 0 \leq w_i \leq 1 \) is the weight of the regret for round \( i \), and \( \mathcal{F}_i \) is the \( \sigma \)-algebra generated by the events up to and including round \( i - 1 \). We can check that such a problem formulation indeed captures the adversarial bandit subroutine with weighted regret used in the analysis of Lemma 2.

We present our OMD-based algorithm in Algorithm 4. We again use the unnormalized negentropy regularizer \( F(\theta) = \sum_{a=1}^{A} (\theta(a) \log(\theta(a)) - \theta(a)) \) with domain \( \mathcal{D} = \text{dom}(F) \). Direct calculation shows that the Bregman divergence with respect to \( F \) is

\[
D_F(u, v) = F(u) - F(v) - \langle u - v, \nabla F(v) \rangle = \sum_{a=1}^{A} u(a) \log(u(a)/v(a)),
\]

which coincides with the Kullback–Leibler divergence when \( u \) and \( v \) are defined on the simplex.

The structure of Algorithm 4 essentially follows the well-developed OMD framework, but with the following two critical refinements in order to achieve an anytime high-probability regret bound: First, to establish high-probability regret guarantees, we use an implicit exploration technique [Neu, 2015], and deliberately maintain a biased estimate of the true losses as

\[ \hat{\theta}_t(a) \leftarrow \hat{\theta}_t(a) + \gamma_t \mathbb{1} \{a_t = a\} \].
We can show (in Lemma 5 below) that with an appropriately chosen $\gamma_i > 0$, loss estimates of this form constitute a lower confidence bound of the true losses, and hence are critical in establishing high-probability regret guarantees of the bandit problem. Second, to achieve an anytime regret bound, we use a stabilization technique [Fang et al., 2020] by replacing the policy at each step with a convex combination of this policy and the initial policy (Line 8). It has been shown in Orabona and Pál [2018] that standard OMD with an $\eta_i \propto \sqrt{1/t}$ learning rate can incur linear regret when the Bregman divergence is unbounded. To resolve this unboundedness, the stabilization technique mixes a small fraction of $\theta_1$ into each iterate $\theta_t$. In this sense, every iterate $\theta_t$ remains somewhat close (with respect to the Bregman divergence) to the point $\theta_1$. Since the distance between $\theta_1$ and any other point in $\Delta(A)$ is small (due to our initialization of $\theta_1$), we know that each iterate $\theta_t$ is also not too far from all the other points in $\Delta(A)$. This hence ensures that the Bregman divergences involved with the iterates are always bounded. In the original stabilization technique [Fang et al., 2020], a $(1 - \eta_{t+1}/\eta_t)$-fraction of $\theta_1$ is mixed into each iterate $\theta_t$; while in our algorithm, this fraction is set to $1 - \eta_{t+1}w_t/\eta_tw_{t+1}$ because we need to additionally address the weighted regret. The following theorem presents the regret guarantee of Algorithm 4.

**Theorem 2.** For any $p \in (0, 1]$, let $t = \log(p/AT)$. For any $t \in [T]$, suppose $\eta_t \leq 2\gamma_i$, $0 \leq w_i \leq 1$, $\beta_i \in (0, 1], \forall i \in [t]$, and $\gamma_i$ is non-increasing in $i$. Then, with probability at least $1 - 3p$, the weighted regret of Algorithm 4 is upper bounded by:

$$\text{Reg}_t(\theta^*) \leq 2 \max_{i \leq t} w_i \sqrt{At} + \frac{3\sqrt{At}}{2} \sum_{i=1}^{t} \frac{w_i}{\sqrt{i}} + \frac{1}{2} \max_{i \leq t} w_i t + \sqrt{2t} \sum_{i=1}^{t} w_i^2.$$

We can verify that our choices of the parameter values in Algorithm 1 indeed satisfy the requirements in Theorem 2, that is, $\eta_t \leq 2\gamma_i$, $0 \leq w_i \leq 1$, $\beta_i \in (0, 1], \forall i \in [t]$, and $\gamma_i$ is non-increasing in $i$. Therefore, the regret bound in Theorem 2 can be applied to the proof of Lemma 2. The only caution is that in this section we have assumed for simplicity that the loss function is bounded in $[0, 1]$, while the actual losses in Section 5 are bounded in $[0, H]$. Hence, multiplying the regret bound in Theorem 2 by a factor of $H$ leads to the result in (7).

A final remark is that Algorithm 4 assumes that the weights of the regret $w_i$ for $1 \leq i \leq t$ are given a priori; but when Algorithm 4 is utilized as a subroutine in Algorithm 1, the weight $w_i$ at round $i$ actually corresponds to $a_t^i$, which cannot be pre-computed when $t$ is not given. To address this subtlety, we specifically design Algorithm 4 in a way such that the weights $w_i$ influence the algorithm only through $\beta_i = \frac{\eta_{t+1}w_t}{\eta_tw_{t+1}}$ (Line 8). By the definition of $a_t^i$, we see that $\frac{w_t}{w_{t+1}} = \frac{a_t^i}{a_{t+1}} = \frac{a_t(1-a_{t+1})}{a_{t+1}}$ can be calculated even when the value of $t$ is unknown. In this way, Algorithm 1 has bypassed the subtlety that the weights of the regret should be given beforehand as required in Algorithm 4.

**Proof.** (of Theorem 2). The weighted regret $\text{Reg}_t(\theta^*)$ can be decomposed into three terms:

$$\text{Reg}_t(\theta^*) = \sum_{i=1}^{t} w_i \langle \theta_i - \theta^*, l_i \rangle$$

$$= \sum_{i=1}^{t} w_i \langle \theta_i - \theta^*, \hat{l}_i \rangle + \sum_{i=1}^{t} w_i \langle \theta_i, l_i - \hat{l}_i \rangle + \sum_{i=1}^{t} w_i \langle \theta^*, \hat{l}_i - l_i \rangle.$$

We bound each of the three terms $\bigodot$, $\oplus$ and $\odot$ in Lemmas 7, 8, and 9 below, respectively. By setting $\eta_t = \gamma_t = \sqrt{\frac{\log A}{At}}$, we can verify that the conditions in Lemma 7 and Lemma 9 are satisfied. We
specifically define \( \eta_{t+1} = \eta_t \) and \( w_{t+1} = w_t \). One can verify that these two parameters influence the algorithm only through \( \beta_t \), and the results stated in the lemmas still hold. Plugging back the results and taking a union bound, it holds with probability at least \( 1 - 3p \):

\[
\text{Reg}_t(\theta^*) \leq \frac{w_{t+1} \log A}{\eta_{t+1}} + \frac{A}{2} \sum_{i=1}^{t} \eta_i w_i + \frac{1}{2} \max_{i \leq t} w_i \theta_i + A \sum_{i=1}^{t} \gamma_i w_i + \sqrt{2t \sum_{i=1}^{t} w_i^2 + \max_{i \leq t} w_i \theta_i / \gamma_i} \\
= 2 \max_{i \leq t} w_i \sqrt{A t} + \frac{3 \sqrt{A t}}{2} \sum_{i=1}^{t} \frac{w_i}{\sqrt{l_i}} + \frac{1}{2} \max_{i \leq t} w_i \theta_i + \sqrt{2t \sum_{i=1}^{t} w_i^2}.
\]

This completes the proof of Theorem 2. □

In the rest of this section, we present some lemmas that were used in the proof of Theorem 2. Before we start, we first recall the following two properties of the Bregman divergence that will be useful in our analysis.

**Lemma 3.** (Pythagorean theorem for Bregman divergence, Lemma 4.1 in Bubeck et al. [2015]). Let \( \mathcal{X} \subseteq \mathbb{R}^n \) be a convex set, \( y \in \mathbb{R}^n \), and \( z = \arg \min_{u \in \mathcal{X}} D_F(u, y) \). Then, for any \( x \in \mathcal{X} \),

\[
D_F(x, y) - D_F(z, y) \geq D_F(x, z).
\]

**Lemma 4.** (Convexity). Let \( \mathcal{X} \subseteq \mathbb{R}^n \) be the \((n-1)\)-dimensional simplex, and let \( F \) be the unnormalized negentropy regularizer. For any \( x, y \in \mathcal{X} \), the mapping \( D_F(x, \cdot) \) is convex on \( \mathcal{X} \).

We start with the following technical result given in Bai et al. [2020], which was in turn adapted from Lemma 1 in Neu [2015]. This lemma allows us to construct high probability regret bounds for Algorithm 4, rather than only regret bounds in expectation.

**Lemma 5.** (Lemma 18 in Bai et al. [2020]) For any sequence of coefficients \( c_1, c_2, \ldots, c_t \) s.t. \( c_i \in [0, 2\gamma_i] \) is \( \mathcal{F}_t \)-measurable, we have with probability at least \( 1 - p/AT \),

\[
\sum_{i=1}^{t} w_i \langle c_i, \hat{l}_i - l_i \rangle \leq \max_{i \leq t} w_i l_i.
\]

**Lemma 6.** Suppose \( \beta_i \in (0, 1], \forall i \in [t] \). For any fixed policy \( \theta \in \Delta(\mathcal{A}) \) and for any time step \( t \in [T] \), the weighted regret of Algorithm 4 with respect to \( \theta \) can be bounded by:

\[
\sum_{i=1}^{t} w_i \langle \theta_i - \theta, \hat{l}_i \rangle \leq \frac{w_{t+1} D_F(\theta, \theta_1)}{\eta_{t+1}} + \sum_{i=1}^{t} w_i D_F(\theta_i, \hat{\theta}_{i+1}).
\]

**Proof.** Since \( \hat{\theta}_{i+1} = \arg \min_{\theta \in \mathcal{D}} \left\{ \eta_{i+1} \langle \theta, \hat{l}_{i+1} \rangle + D_F(\theta, \theta_1) \right\} \), the first-order optimality condition implies that

\[
\eta_{i+1} \hat{l}_i + \nabla F(\hat{\theta}_{i+1}) - \nabla F(\theta_i) = 0.
\]

Reordering and using the definition of the Bregman divergence,

\[
\langle \theta_i - \theta, \hat{l}_i \rangle = \frac{1}{\eta_{i+1}} \langle \theta_i - \theta, \nabla F(\theta_i) - \nabla F(\hat{\theta}_{i+1}) \rangle = \frac{1}{\eta_{i+1}} (D_F(\theta, \theta_i) - D_F(\theta, \hat{\theta}_{i+1}) + D_F(\theta_i, \hat{\theta}_{i+1})).
\]
By the Pythagorean theorem for Bregman divergence (Lemma 3),
\[
\beta_i(D_F(\theta, \hat{\theta}_{i+1}) - D_F(\theta, \hat{\theta}_{i+1}^\prime)) + (1 - \beta_i)D_F(\theta, \theta_1) \\
\geq \beta_i D_F(\theta, \theta_{i+1}^\prime) + (1 - \beta_i)D(\theta, \theta_1) \\
\geq D_F(\theta, \theta_{i+1}),
\]
where the second step is by the convexity of \(D_F(\theta, \cdot)\) (Lemma 4) and the fact that \(\theta_{i+1} = \theta_{i+1}^\prime + (1 - \beta_i)\theta_1\). Rearranging the terms yields
\[
D_F(\theta, \theta_{i+1}) \geq \frac{1}{\beta_i} D_F(\theta, \theta_{i+1}^\prime) + \frac{1 - \beta_i}{\beta_i} D_F(\theta, \theta_1) + D_F(\theta_{i+1}^\prime, \hat{\theta}_{i+1}).
\]
Plugging this into (10) and recalling the definition that \(\beta_i = \eta_{i+1}/\eta_i\), we obtain
\[
w_i \langle \theta_i - \theta, \hat{I}_i \rangle = \frac{w_i}{\eta_i} (D_F(\theta, \theta_i) - D_F(\theta, \hat{\theta}_{i+1}) + D_F(\theta_i, \hat{\theta}_{i+1})) \\
\leq \frac{w_i}{\eta_i} D_F(\theta, \theta_i) - \frac{1}{\beta_i} D_F(\theta, \theta_{i+1}^\prime) + \frac{1 - \beta_i}{\beta_i} D_F(\theta, \theta_1) + D_F(\theta_i, \hat{\theta}_{i+1}) \\
= \frac{w_i D_F(\theta, \theta_i)^{1+1} D_F(\theta, \theta_{i+1})}{\eta_i} - \frac{w_i}{\eta_i} D_F(\theta_{i+1}^\prime, \hat{\theta}_{i+1}) + \frac{w_i D_F(\theta_i, \hat{\theta}_{i+1})}{\eta_i}.
\]
Summing over \(i\) and telescoping leads to
\[
\sum_{i=1}^t w_i \langle \theta_i - \theta, \hat{I}_i \rangle \\
\leq \frac{w_1 D_F(\theta, \theta_1)}{\eta_1} + \sum_{i=1}^t \left( \frac{w_{i+1} - w_i}{\eta_{i+1}} \right) D_F(\theta, \theta_1) + \sum_{i=1}^t \frac{w_i (D_F(\theta_i, \theta_{i+1}) - D_F(\theta_{i+1}^\prime, \hat{\theta}_{i+1}))}{\eta_i} \\
= \frac{w_{t+1} D_F(\theta, \theta_1)}{\eta_{t+1}} + \sum_{i=1}^t \frac{w_i D_F(\theta_i, \hat{\theta}_{i+1})}{\eta_i},
\]
where in the last step we used the fact that \(D_F(\theta_{i+1}^\prime, \hat{\theta}_{i+1}) \geq 0\) (by the convexity of \(F\)).

**Lemma 7.** If \(\eta_i \leq 2\gamma_i\) and \(0 \leq w_i \leq 1\) for all \(i \leq t\), it holds with probability at least \(1 - p\) that
\[
\sum_{i=1}^t w_i \langle \theta_i - \theta^*, \hat{I}_i \rangle \leq \frac{w_{t+1} \log A}{\eta_{t+1}} + \frac{A}{2} \sum_{i=1}^t \eta_i w_i + \frac{1}{2} \max_i w_i.
\]

**Proof.** Our proof relies on the following regret bound of OMD given in Lemma 6: For any \(\theta \in \Delta(\mathcal{A})\) and any \(t \in [T]\),
\[
\sum_{i=1}^t w_i \langle \theta_i - \theta, \hat{I}_i \rangle \leq \frac{w_{t+1} D_F(\theta, \theta_1)}{\eta_{t+1}} + \sum_{i=1}^t \frac{w_i D_F(\theta_i, \hat{\theta}_{i+1})}{\eta_i}.
\] (11)
Since $\hat{\theta}_{t+1} = \arg\min_{\theta \in \mathcal{D}} \{\eta_i \langle \theta, \hat{l}_i \rangle + D_F(\theta, \theta_i)\}$, the minimum is achieved when $\eta_i \hat{l}_i + \nabla F(\hat{\theta}_{t+1}) - \nabla F(\hat{\theta}_i) = 0$. Direct calculation shows that $\hat{\theta}_{i+1}(a) = \theta_i(a) \exp(-\eta_i \hat{l}_i(a))$ for all $a \in A$. Hence,
\[
D_F(\theta_i, \hat{\theta}_{i+1}) = \sum_{a=1}^{A} \theta_i(a) \log \left( \frac{\theta_i(a)}{\hat{\theta}_{i+1}(a)} \right) - \sum_{a=1}^{A} \theta_i(a) + \sum_{a=1}^{A} \hat{\theta}_{i+1}(a)
= \sum_{a=1}^{A} \theta_i(a) \left( \eta_i \hat{l}_i(a) - 1 + \exp(-\eta_i \hat{l}_i(a)) \right)
\leq \frac{\eta_i^2}{2} \sum_{a=1}^{A} \theta_i(a) \hat{l}_i(a)^2,
\]
where the last step holds because $\exp(x) \leq 1 + x + x^2/2$ for $x \leq 0$. Plugging this back to Equation (11), we have that
\[
\sum_{t=1}^{t} w_i \langle \theta_i - \theta, \hat{l}_i \rangle \leq \frac{w_{t+1} D_F(\theta, \theta_1)}{\eta_{t+1}} + \frac{1}{2} \sum_{i=1}^{t} \sum_{a=1}^{A} \eta_i w_i \theta_i(a) \hat{l}_i(a)^2
\leq \frac{w_{t+1} D_F(\theta, \theta_1)}{\eta_{t+1}} + \frac{1}{2} \sum_{i=1}^{t} \sum_{a=1}^{A} \eta_i w_i \hat{l}_i(a)
\leq \frac{w_{t+1} D_F(\theta, \theta_1)}{\eta_{t+1}} + \frac{1}{2} \sum_{i=1}^{t} \sum_{a=1}^{A} \eta_i w_i \hat{l}_i(a) + \frac{1}{2} \max_{i \leq t} w_i \hat{l}_i (13)
\leq \frac{w_{t+1} \log A}{\eta_{t+1}} + \frac{A}{2} \sum_{i=1}^{t} \eta_i w_i + \frac{1}{2} \max_{i \leq t} w_i \hat{l}_i,
\]
where (12) holds because $\hat{l}_i(a) \neq 0$ only if $\{a_i = a\} = 1$, and hence it follows that $\sum_{a=1}^{A} \theta_i(a) \hat{l}_i(a)^2 = \theta_i(a) \hat{l}_i(a)^2 = \theta_i(a) \frac{\hat{l}_i(a)}{\theta_i(a) + \gamma_i} \hat{l}_i(a) \leq \hat{l}_i(a) = \sum_{a=1}^{A} \hat{l}_i(a)$. Step (13) is by applying Lemma 5, with $c_i(a) = \eta_i$ for all $1 \leq a \leq A$. The last step holds because $D_F(\theta, \theta_1) \leq \log A$ for $\theta_1 = 1/A$ and any $\theta \in \Delta(A)$. \hfill \Box

Lemma 8. (Lemma 20 in Bai et al. [2020]) With probability at least $1 - p$, for any $t \in [T]$,
\[
\sum_{i=1}^{t} w_i \langle \theta_i, l_i - \hat{l}_i \rangle \leq A \sum_{i=1}^{t} \gamma_i w_i + \sqrt{2t \sum_{i=1}^{t} w_i^2}.
\]

Lemma 9. (Lemma 21 in Bai et al. [2020]) With probability at least $1 - p$, for any $t \in [T]$ and any $\theta^* \in \Delta(A)$, if $\gamma_i$ is non-increasing in $i$, then
\[
\sum_{i=1}^{t} w_i \langle \theta^*, \hat{l}_i - l_i \rangle \leq \max_{i \leq t} w_i \hat{l}_i / \gamma_i.
\]

7 Concluding Remarks

In this paper, we have considered multi-agent reinforcement learning with efficient exploration in general-sum Markov games. We have proposed the V-learning OMD algorithm that provably finds an $\epsilon$-approximate coarse correlated equilibrium in at most $\tilde{O}(H^6 S A / \epsilon^2)$ episodes. As a useful side result, we have introduced an anytime online mirror descent algorithm with a dynamic learning rate and a high-probability regret bound. Our algorithm is decentralized and can readily scale up to an arbitrary number of agents without suffering from the exponential dependence.
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