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Abstract This paper evaluates the effect of tax incentives for research and development (R&D) on R&D spending and employment of R&D staff in a quasi-experimental setting. To do this, I exploit an exogenous reform in UK R&D tax policy, which changed the definition of an SME from firms with fewer than 250 employees to those with fewer than 500 employees. I use the UK Business Enterprise Research and Development Survey (BERD), for which companies do not have an incentive to relabel their ordinary employees or spending as R&D. I find that R&D tax incentives help to increase R&D spending at the company level; this translates to a user cost elasticity between $-0.88$ and $-1.18$. Further, the additional R&D generated through the tax relief can be attributed entirely to an increase in the number of R&D employees in the companies’ workforce. Together, these results challenge a common narrative on the role of R&D tax incentives.
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1 Introduction

Governments subsidise R&D in order to reach the socially optimal level of private investment in innovation.¹ From the government’s perspective, one way of subsidis-

---

¹ The mechanisms underlying the private sector’s underinvestment problem have been laid out in, among others, Arrow (1962), Aghion and Howitt (1992), Jones and Williams (1998).
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ing private R&D is to directly fund projects that it chooses from a pool of applicants. From the companies’ perspective, R&D is a risky activity and the companies themselves are better informed than the government to decide on the potential success and economic viability of their R&D opportunities. Criticisms over the government’s ability in choosing the best R&D projects have led to an increased emphasis on tax incentives to support private R&D. The USA, France and Japan have offered R&D tax incentives for decades now, but in the 2000s, the implementation of this policy became ever more prevalent, with France and Japan substantially increasing the generosity of their R&D tax incentive schemes while some other leading players in R&D and innovation such as South Korea, China and the UK introduced schemes that later constituted a large portion of government financing for business R&D in these countries.

In this paper, I explore the channels through which R&D tax incentives operate to affect firm behaviour. I achieve this by analysing the impact of R&D tax relief on the real R&D spending and R&D employment in a firm. I apply a difference-in-differences regression approach, using the micro-level Business Enterprise Research and Development (BERD) data for the UK collected by the Office for National Statistics (ONS). I exploit a discontinuity in the design of the schemes in order to identify the policy impact.

This paper makes the following contributions. First, the policy reform considered here provides a valuable opportunity to identify the effects of R&D tax incentives. In a setting where SMEs are eligible for more generous tax incentives, the reform doubles the thresholds that identify an SME, generating a natural control group whose user cost of R&D capital remains unaffected by the reform, and a natural treatment group composed of firms which experience a drastic reduction in their user cost. Second, the ONS BERD survey includes information on ‘total R&D spending,’ and not just spending that ‘qualifies’ for the relief. It also provides information on R&D employment which enables me to explore whether the R&D spending that appears to have been generated by the reform is a result of firms increasing the scale of their R&D activities, or if the changes are driven by mere price increases that do not affect the R&D headcount. Third, when collecting the data, the ONS reassures firms that the data on individual companies cannot be identified or used for other purposes than statistical analysis. This mitigates firms’ incentives to lie about their R&D spending or to relabel ordinary spending as R&D.

There is an emerging literature that explores the impact of tax incentives on R&D by exploiting policy discontinuities. A recent wave of studies use administrative data in a quasi-experimental setup (examples are Agrawal et al. 2014; Guceri and Liu 2015; Rao 2016; Dechezlepretre et al. 2016). These studies generally find a positive and significant effect of tax incentives on R&D spending by businesses. One main advantage of administrative data is the access to information on the firms’ tax positions and whether they benefited immediately from a tax deduction. A disadvantage, on the other hand, is that companies may have an incentive to misreport ordinary spending

---

2 The ONS Code of Confidentiality can be found at https://www.statisticsauthority.gov.uk/monitoring-and-assessment/code-of-practice/.

3 A review of the earlier wave of structural estimates can be found in Kohler et al. (2012).
as R&D to obtain the tax credit. Moreover, information in tax return data is usually more limited, for example, to expenditures that qualify for tax incentives.

Wider availability of micro-level data has enabled quasi-experimental work on direct subsidies for R&D as well. In Bronzini and Iachini (2014), for example, the authors use data on the population of applicants to an R&D subsidy in northern Italy to evaluate a direct subsidy programme and find that only smaller firms responded to the subsidy by increasing their R&D spending.

The finding that tax incentives for R&D may have a positive impact on R&D spending attracted criticism from two main angles. First, Goolsbee (1998) and Rogers (2010) warned that with the introduction of R&D support policies, the majority of increased R&D expenditures may go to higher salaries for scientists and engineers, rather than fund the employment of a larger number of researchers to scale up R&D activities. Goolsbee (1998) supported this finding by demonstrating that there is a relatively stable supply of scientists, with expenditure on pay rising significantly following increases in government subsidies to support R&D expenditure by firms. Lokshin and Mohnen (2013) showed firm-level evidence from the Netherlands that there is some wage response to R&D tax credits. Second, many studies flagged the issue of relabelling ordinary expenses as R&D, even though the extent of the problem has rarely been quantified. Some evidence of relabelling was provided in an early report by the US General Accounting Office (1989), which found that around 20% of revenue agents were not convinced by the clarity of the definition of qualifying expenses. A more recent US GAO study (2009) identified the main expenditure items which are more difficult to monitor for the tax authority. On the top of their list was the proportion of salaries paid to management-level staff who supervise research activities.

Another strand of the related literature evaluates the effectiveness of public funds, without restricting attention to fiscal incentives for firms in stimulating R&D and innovative activity. Zuniga-Vicente et al. (2014) and Becker (2015) survey this broader literature, with a discussion of the comparisons between the benefits of direct subsidies and tax incentives. There is some evidence in the literature that young start ups, which are very important for the innovation ecosystem of countries, benefit more from direct subsidies as they incur losses for extended periods of time before switching to profitable positions (Bronzini and Piselli 2016). For these firms, tax deductions or credits have very little value in present discounted terms, especially if they are cash constrained.

The UK system is relatively generous towards loss-making companies, as it offers a cash refund for loss-makers, as well as the option to carry the benefit forward or back (OECD 2010). Most schemes around the world do not offer cash refunds, and some do not even allow the benefit to be carried back or forward in time. The BERD data does not provide information on the tax positions of companies, but it is not unreasonable to assume that firms across the range of tax positions are able to benefit from tax incentives. The treatment of losses for the purpose of the R&D tax relief is an important design aspect that needs to be considered when benchmarking the findings of this paper with studies based on other countries’ data.

The micro-level BERD survey that I use in this study is anonymous, and the data cannot be matched with the tax records due to ONS’s legal promise to the respondents. This legal requirement presents an opportunity for the purpose of this study, as companies do not have an incentive to misreport their ordinary spending as R&D when
responding to the BERD survey. The other advantage is that the BERD survey has a measure for R&D headcount within the company, allowing for the study of changes in the firm’s R&D employment.

The composition of R&D spending stimulated by tax incentives remained an under-explored area. There is evidence that the corporation tax system affects both the quantity and the quality of innovative activity (Ernst et al. 2014). The recent rise in favourable tax treatments of patent income is also of interest given that such incentives may complement or substitute R&D tax credits. With the OECD-led process to tackle Base Erosion and Profit Shifting (BEPS), there is more of an inclination by governments towards attaching such ‘patent box’ regimes to real R&D activity. This paper abstracts away from issues related to international shifting of profits arising from innovative activity (these issues are discussed in detail in Evers et al. 2014). I focus here on the input side of R&D, aiming to identify the quantity effects separately from any relabelling or price effects of tax incentives on R&D inputs.

Hall and Van Reenen (2000) underlines the difficulty and the importance of finding exogenous variation in the user cost of capital to identify the effect of tax incentive-type R&D support policies. The UK policy setting provides a suitable basis for exploiting such exogenous variation, using a difference-in-difference methodology with individual fixed effects, as often applied in public policy contexts (for examples, see Yagan 2015; Zwick and Mahon 2017). In the UK, R&D tax incentives were first introduced for SMEs (in 2000) and then for large companies (in 2002). In 2008, two reforms took place. First the rates for enhanced deduction increased for SMEs from £150 to £175 for each £100 spent on R&D (150% to 175%), and for large firms the rate increase was from 125 to 130%. For the large firms, the increase did not lead to a substantive reduction in the cost of R&D capital because there was also a reduction in the tax rate. For SMEs, the reform had a more substantial effect. In August 2008, more importantly, the definition to qualify as an SME changed from 250 employees to 500 employees (along with other criteria, which I discuss in Sect. 2). This second reform that took place in 2008 meant a large decline in the user cost of R&D capital for the medium-sized companies whose definition changed from ‘large’ to ‘SME’ for the purpose of the R&D tax relief. The drop in the user cost of R&D capital was on average 17% for this ‘treated’ group of firms depending on their taxable profit.4

I find that the treated firms increased their R&D spending by around 15–20% on average in response to the reform. Measuring against the 17% average reduction in the user cost of R&D capital, the increase translates to an implied user cost elasticity estimate of around −0.88 to −1.18 (with the latter coming from the preferred sample), which is in the same ballpark as the cross-country finding of Bloom et al. (2002) that used an instrumental variables approach. Without considering the social returns to R&D through spillover effects, I calculate that the return to each £1 foregone in corporation tax is between £0.75 and £1.2 in R&D depending on the tax position of claimants, suggesting that the government recovers its cost from implementing the policy.

4 The estimates of the user cost of capital are based on Guceri and Liu (2015), since the BERD dataset does not provide information on companies’ tax positions and hence on the changes in their user cost of R&D capital.
This paper pins down a mechanism through which R&D tax incentives affect firm-level outcomes. Thanks to the richness of the BERD survey data, in the present paper, I can observe both the R&D spending and R&D employment responses, allowing the paper to address the questions raised earlier regarding the impact of R&D policy in an environment with inelastic supply of researchers. The use of information on total R&D spending (as opposed to only qualifying R&D) and the possibility to differentiate between ‘price’ and ‘quantity’ effects distinguishes this paper from other recent working papers that use the UK tax returns data on qualifying R&D. The BERD dataset that I use in this study and the corporate tax returns data cannot be matched due to legal restrictions. Regarding the papers that use the tax returns data, Guceri and Liu (2015) estimates the effect of the R&D tax relief on R&D spending that qualifies for the tax breaks and Dechezlepretre et al. (2016) focuses on the patenting behaviour of firms, again referring to the data on changes in ‘qualifying’ R&D. Both these latter studies find very high elasticities of qualifying R&D with respect to its user cost. In fact, comparing the elasticity of total R&D with respect to its user cost from the present paper (−1.18) with the elasticity of qualifying R&D with respect to its user cost found in Guceri and Liu (2015) (−2.34), we can infer that all of the impact comes from the qualifying expenditure response, confirming Rao (2016).

In the next section, I present some aggregate trends in the R&D performance of UK businesses, describe the R&D tax policy framework in the UK and then outline the conceptual framework. In Sect. 3, I describe the data, and in Sect. 4, I present the empirical approach. Section 5 presents the results, Sect. 6 presents robustness checks and Sect. 7 discusses the implications of the results. The final section concludes.

2 Background

2.1 Trends in the UK private sector R&D intensity

Tax incentives for R&D aim to boost the private sector’s R&D performance. An aggregate measure for a country’s private R&D performance is the intensity of its Business Enterprise Expenditure on Research and Development (BERD), that is, the share of BERD in total value added of the private sector. In the past several decades, the UK private sector’s R&D performance has been sluggish both in absolute terms and in terms of BERD intensity with respect to comparators such as the USA, Germany, France and Japan.

Figure 1 shows that total BERD as a share of this sector’s value added has been lower and has been declining in the UK relative to Japan, Germany, France and the USA over the period 1990–2013. Earlier studies [(see, for instance, Van Reenen (1997); Griffith and Harrison (2003)] have shown that this relative decline of UK BERD intensity has been continuing for several decades. At the aggregate level without controlling for any other factors, the introduction of tax credits for R&D spending in the UK in 2000 and 2002 appears to have had little impact.

Despite the poor relative performance in overall BERD intensity, the UK manufacturing sector BERD as a share of manufacturing sector value added has shown a steady increase and a tendency towards catching up with its peers. This is illustrated
in Fig. 2, which shows that the UK manufacturing sector BERD intensity has been rising over the most recent decade for which this data is available and since the UK R&D tax credits were introduced. In the 2000s, as the UK manufacturing sector BERD intensity experienced a rise, so did its competitors; France, Japan and the USA all experienced steep rises, with only Germany demonstrating a rather horizontal trend. Bond and Guceri (2012) noted that these peer trends in neighbouring countries may have been a significant factor in driving the rise in the UK manufacturing sector R&D intensity, but even controlling for these effects, the UK experienced a steeper rise starting around the time of introduction of the R&D tax incentives.

2.2 The UK R&D tax incentive scheme

Fiscal incentives for R&D allow a special treatment of R&D expenditure for tax purposes and encompass a range of tax incentives for both current and capital expenditures: tax credits, cash credits, enhanced deductions, special depreciation allowance terms, enhanced loss carry backs and carry forwards, to list a few. Tax incentive schemes for R&D can be of two types: (i) incremental, where firms benefit only to the extent that they exceed some base level of R&D that they have previously been performing⁵ and (ii) volume-based, where firms enjoy benefits on all their R&D expenditure, regardless of their past level. It is becoming more and more common to introduce or increase the emphasis on volume-based schemes among

---

⁵ Countries apply different rules regarding the base R&D expenditure that the firm needs to exceed.
industrialised countries, as the design is simpler and these benefits can be used by a larger group of beneficiaries. Altshuler (1988) outlines issues that arise in incremental schemes.

The UK R&D Tax Relief for Corporation Tax is relatively generous in the sense that both the SME and the large company schemes are volume-based. The schemes are in the form of enhanced deductions of qualifying current expenditures from taxable income, and loss-making companies can carry forward the benefit indefinitely. France had an incremental tax credit until 2008, and then switched to a volume-based credit, greatly simplifying the design of the preceding policy. The USA provides an incremental tax credit with a 20-year carry forward option, which is a longer time period than that allowed in most countries. Canada provides a volume-based credit, and both Canada and the USA also provide sub-national tax credits [see, for instance, Wilson (2009) for a discussion of sub-national tax credits].

Discussions on a more favourable tax treatment of R&D in the UK began in the late 1990s. This was at least partly in response to the declining trend in the R&D intensity of the UK economy overall, which was already at levels below those of comparators such as France, Japan and Germany as demonstrated in Fig. 1. Before 2000, when the first significant tax breaks were introduced, all of current expenditure on R&D was 100% deductible against taxable income and a subset
Fig. 3  Timeline of changes to the UK R&D tax relief schemes

of capital expenditures could be expensed under the Research and Development Allowance.  

The UK R&D Tax Relief for Corporation Tax was introduced in two stages. First, the SME scheme was implemented in April 2000 and then later in 2002, the large company scheme was introduced. Figure 3 summarises the developments until and including 2013. The SME scheme was a combination of an enhanced deduction and cash credits, with the former applying to companies with positive taxable profits and the latter to those companies which incurred a tax loss in the reference period. The SME scheme applied to companies which satisfied the SME definition of the EC Regulation 1996/280/EC and allowed these firms to deduct, for every £100 of qualifying R&D expenditure, £150 from their taxable income. These companies could claim up to 24% of their R&D expenditure in cash if they did not have taxable profit. 

The large company scheme was less generous: it allowed the companies that were above the SME threshold to deduct, for every £100 expenditure, £125 against taxable income and did not grant any cash credits. When an SME conducts subcontracted R&D as a result of a contractual relationship with a large company, then the R&D undertaken by the SME is also subjected to the deduction rates for large companies. In this study, I focus on the ‘intramural R&D expenditure’ of companies, which is the component of R&D spending that is subject to different rates for SMEs and large companies.

Before 2003, there were three separate regimes, first no tax incentives for R&D, followed by the SME scheme and then the large company scheme (Fig. 3). In 2013, major changes to the large company scheme were introduced, such as an optional switch to an above-the-line tax credit and cash refunds for loss-makers accordingly. In addition, the Patent Box was introduced. In light of these developments, a conservative strategy is to focus on the period 2003–2012. I will show that the main findings do not change, as we move from the 1999–2013 sample to the 2003–2012 sample. If anything, the results are stronger for the 2003–2012 sample.

The enhanced deduction rates increased from 1 April 2008 onwards, and this was followed by a change in the thresholds for defining an ‘SME’ for tax credit purposes. According to the EU regulations, the SME definition consists of size thresholds and

---

6 Formerly known as the ‘Scientific Research Allowance.’ These capital allowances are still available.
7 SME definitions are explained in detail later.
8 The size definition change took place on 1 August 2008, in line with the Corporation Tax Act (CTA09/Ss1119–1121).
also requirements related to owner–subsidiary relationships. This implies that small firms that are subsidiaries of large companies, which own stakes more than 25% in the firm, cannot benefit from the SME incentive scheme. To qualify for the SME credit, companies need to satisfy the employment criterion and then either the balance sheet size or the turnover criteria.

During the period of interest for this study, eligibility for the SME tax incentive first required that the company has fewer than 250 employees, and either a balance sheet size of less than £43 million or turnover less than £50 million from 2005. In addition to having satisfied these criteria, the company should not have been owned by a group that exceeds these limits, or the individual subsidiaries, when aggregated, should not have exceeded these thresholds. Ownership in this context refers to more than 25% of the capital or voting rights. After 1 August 2008, the employment, turnover and asset size thresholds were doubled, allowing companies with fewer than 500 employees and either a balance sheet size of less than £86 million or turnover less than £100 million to be able to benefit from the generous SME scheme.

The doubling of the SME tax relief eligibility thresholds allow for a natural treatment group of medium-sized companies that were, prior to 2008, benefiting from the large company scheme and after 2008, from the more generous SME scheme. The reduction in the user cost of R&D capital for the treated medium-sized companies was between 15–21% thanks to the reform.

The binding thresholds are determined by the total group-level employment of each firm. The Business Structure Database (BSD) covers the population of enterprises and enterprise groups in the UK and has information on employment on these companies. This information can be matched with the BERD dataset to determine which firms are more likely to be treated by the reform.

2.3 Theoretical framework

The theoretical background on evaluating R&D tax credit schemes is influenced by the literature on tax incentives for physical investment, which is based on the user cost of capital as a determinant of investment decisions, first formalised by Jorgenson (1963) and then developed by Hall and Jorgenson (1967). Both their theoretical finding and the empirical analysis point to a significant positive impact of tax credits and depreciation allowance schemes on the firm’s capital intensity. Following Griliches (1979), ‘R&D capital stock’ or ‘knowledge stock’ can be considered analogously to the stock of physical capital, and it is possible to establish the same relationship between tax incentives and R&D capital [as in Bloom et al. (2002) and Mulkay and Mairesse (2013)]. In this section, I focus on the static R&D spending decision of the firm and abstract away from adjustment costs and the long-term accumulation of knowledge capital, so the model is solved as a static optimisation problem, which depends on the firm’s ‘knowledge production ($R_t$)’ in each period, using labour input

---

9 The criteria for eligibility to the SME tax incentive scheme was determined based on the relevant EC Regulation. Depending on the year, these were: 1996/280/EC and 2003/361/EC, with the latter taking effect for accounting periods ending later than 1 January 2005.
(R&D headcount, \(L_t\)) and other expenses on R&D (\(M_t\)). The firm’s optimisation problem is therefore:

\[
\max_{L_t \geq 0, M_t \geq 0} \Pi_t(L_t, M_t) \text{ subject to } F(L_t, M_t) = AL_t^{\alpha_L}M_t^{\alpha_M},
\]

where the firm’s net revenue function takes into account the taxes paid on corporate profits at rate \(\tau\) and tax credits available for inputs into R&D at credit rate \(c\). The net revenue function in period \(t\) is:

\[
\Pi_t(L_t, M_t) = (1 - \tau)[p_t F(L_t, M_t) - w_t L_t - r_t M_t] + c(w_t L_t + r_t M_t).
\]

Prices of R&D (\(p_t\)), labour (\(w_t\)) and other inputs (\(r_t^M\)) are set exogenously in competitive markets. Denoting the optimal labour, other inputs and R&D output by \(L_t^*, M_t^*, R_t^*\), respectively, the effects of an increase in the credit rate on total R&D spending and R&D headcount are:

\[
\frac{\partial L_t^*}{\partial c} = \frac{1}{(1 - \alpha_L - \alpha_M)}(1 - \tau)(1 - \tau + c) \frac{\alpha_L + \alpha_M}{(1 - \alpha_L - \alpha_M) \kappa_L} \tag{3}
\]

\[
\frac{\partial M_t^*}{\partial c} = \frac{1}{(1 - \alpha_L - \alpha_M)}(1 - \tau)(1 - \tau + c) \frac{\alpha_L + \alpha_M}{(1 - \alpha_L - \alpha_M) \kappa_M} \tag{4}
\]

\[
\frac{\partial R_t^*}{\partial c} = \frac{\alpha_L + \alpha_M}{(1 - \alpha_L - \alpha_M)}(1 - \tau)(1 - \tau + c) \frac{-1}{(1 - \alpha_L - \alpha_M) \kappa_R} \tag{5}
\]

where \(\kappa_i\) are constants for \(i \in \{K, L, R\}\), given input and output prices are set in competitive markets. Assuming decreasing returns to scale in the ‘production of knowledge,’ the partial derivatives in Eqs. 3–5 are always positive. Therefore, an increase in the tax credit rate would be expected to increase the R&D spending by increasing the R&D headcount in a competitive labour market for R&D employees and the amount of other inputs. The empirical specifications in Sect. 4 can be thought of as estimating the factor demand equations derived in this model, with the term that captures taxes and tax credits represented by a dummy variable in a difference-in-differences specification.

In this simple standard model, in response to an increase in the rate of tax credits for R&D, we expect to observe an immediate increase in R&D headcount, materials spending and knowledge production. The assumptions of this framework, such as decreasing returns to scale in knowledge production, and exogenous price setting in competitive input and output markets, are also useful for illustrating the potential reasons why we may expect different responses to increased generosity of tax incentives. For example, if R&D employees have some bargaining power over their compensation, we may then observe a setting where \(w_t\) increases in response to an increase in \(c\), and this may affect \(R_t\) without increasing the R&D headcount. In Sects. 5 and 7, I explore the effects of an increase in the rate of R&D tax credits on total R&D spending of a firm, as well as its R&D headcount. The empirical specifications in this paper are influenced by a simple model as the one depicted in this section; however, the quasi-experimental research design is not reliant on any particular theoretical model.
3 Data

3.1 Available data sources

The Business Enterprise Research and Development (BERD) survey is conducted by the ONS, with the purpose of collecting the aggregate and sectoral UK BERD statistics. The micro-level BERD data has recently become available under secure conditions for approved research projects. ONS follows the Frascati Manual (OECD 2002) methodology to collect the statistics on BERD. ONS uses stratified sampling to select the enterprises which will receive a BERD questionnaire form each year. All questionnaire forms include at least questions on total R&D spending (in-house and contract R&D) and R&D employment. The micro-level BERD dataset contains all the reporting unit-year observations that were identified by the ONS as performing R&D in a given year. The observations that are left outside of the stratified sampling have imputed values for the questions that are not answered, using the mean values of the variable as a share of employment in the size band-sector cell. To avoid introducing measurement error, I do not use these imputed values in the regressions. Further information is presented in ‘Data description and cleaning’ Appendix and in Guceri (2015). I merge the micro-level BERD dataset with the other relevant ONS datasets; the ABS and the BSD to obtain firm-level characteristics used as controls in this study. Even if a firm is not sampled for BERD in a given year, BSD allows us to obtain its employment value at the enterprise and the group levels. This is crucial for identifying the treatment and control groups.

The large company scheme was introduced in the 2002 fiscal year, with 2003 as the first full calendar year of implementation. In 2013, a new tax credit was introduced for large companies, along with the Patent Box regime, rendering an estimation sample that is unaffected by other changes than the 2008 policy reform to cover the period 2003–2012. I first use the whole dataset available, then refine the years to obtain the preferred results on this more restricted sample.

Real expenditures on R&D is obtained by deflating the nominal intramural R&D expenditure from the BERD dataset using a weighted deflator with 50% weight on researcher salaries and 50% weight on the GDP deflator. Intramural R&D here means the in-house R&D carried out by the company by its own employees. The researcher salaries component of the weighted deflator is taken from the Annual Survey of Hours and Earnings (ASHE) tables on gross annual pay for science and technology professionals (Table code 2.7a, job code 21). The GDP deflator is obtained from the OECD Economic Outlook ‘pgdp’ series (base year 2008). In the R&D literature, this kind of weighted deflator is commonly used to reflect the fact that around 50% of R&D investment goes to the salaries and wages of research staff [(see, for instance, Bloom et al. (2002)].

---

10 From Centre for Business Taxation Working Paper 15/11.
11 The datasets used in this study were made available by the Office for National Statistics (ONS) and the Secure Data Service (SDS).
3.2 Assignment to treated and control groups

Assignment to treatment and control groups is based on the threshold for eligibility to the SME Tax Relief. The BSD contains information on ownership and employment for all UK firms. The binding threshold to determine eligibility to the SME scheme is the employment threshold, subject to limitations on ownership by larger groups. Before merging the employment information to the reporting unit-level R&D data, I aggregate employment over enterprise groups (including their non-R&D members) in the BSD to check whether each reporting unit satisfies the group-level employment thresholds.

In this paper, I use an intent-to-treat approach. In the main set of regressions, I present the results based on a treatment group defined according to the 2007 employment status. I take this approach to ensure that treatment status is not endogenous to the reform. If the firm has 250–500 employees in 2007, then it is allocated to the treated group, and if it has more than 500 employees, it is allocated to the control group. Firms with fewer than 250 employees experienced a rate increase in 2008 leading to a reduction in their user cost of R&D capital. I therefore do not use these smaller companies’ data in the analysis.

The reporting period for BERD is the calendar year. The definition change for determining an SME was introduced in August 2008, which is eight months into calendar year 2008. I therefore ignore each firm’s status in 2008 for the purposes of both the allocation into treated and control groups and also in the estimation stage when evaluating the response to the policy.

3.3 Comparability between treated and control groups

Figures 4 and 5 present the trends in the two main outcome variables of interest in the largest available dataset. In Fig. 4, the mean level of the natural logarithm (log) of R&D spending in the treated (medium-sized) and control (large) companies follow common trends, as should be expected for the two comparison groups to satisfy the identifying assumption for a difference-in-difference strategy.

The regression samples are based on a panel of non-imputed observations of BERD variables on medium-sized and large companies. For companies that were present in the dataset between 1999 and 2013, and have performed positive R&D at least once before and after the reform, the sample contains 270 unique treated firms and 663 control firms. Restricting the sample to the 2003–2012 period, when no substantial reforms took place that would affect R&D spending by companies (other than the reform of interest), the sample size is a little smaller but there are still 238 treated firms.

---

12 Turnover information is sourced by the VAT records and this is only available for firms that are above the VAT registration thresholds.

13 For example, an enterprise may itself have 200 employees and satisfy one of the turnover or the asset size thresholds. Then, the group-level check involves aggregating the employment numbers of each member in the whole group and then assessing whether the group as a whole remains below the thresholds.

14 If the reporting unit does not have the record covering the calendar year, for instance year $t$, then the record for a business year that ends between April 6th of period $t$ and April 5th of period $t + 1$ is reported for the expenditure in year $t$. 
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Fig. 4 Trends in R&D expenditure (natural logarithm, constant GBP), means across treated and control groups. Notes the figure shows the pre- and post-treatment trends in the mean of the main outcome variable (log R&D spending in constant GBP). The blue dots represent the control group (large companies) mean values and the bars represent the upper and lower bounds of 95% confidence intervals. Similarly, the red dots represent the treated group (medium-sized companies) mean values, with the bars representing 95% confidence intervals. The reform was introduced in August 2008. We therefore do not use information from 2008 in any analysis (Color figure online)

Fig. 5 Trends in R&D headcount (natural logarithm), means across treated and control groups. Notes the figure shows the pre- and post-treatment trends in the mean of the main outcome variable (log R&D headcount). The blue dots represent the control group (large companies) mean values and the bars represent the upper and lower bounds of 95% confidence intervals. Similarly, the red dots represent the treated group (medium-sized companies) mean values, with the bars representing 95% confidence intervals. The reform was introduced in August 2008. We therefore do not use information from 2008 in any analysis (Color figure online)
firms and 607 control firms. Within the universe of non-imputed observations, in a representative year (2007), around 42% of observations had more than 250 employees, representing more than 80% of total R&D.

I present detailed descriptive statistics on the regression samples in Tables 1, 2 and 3. These tables show basic descriptives for the values of the main regression variables and the levels of the outcome variables of interest.\footnote{Mean of the middle 90% has been chosen as a measure for central tendency that is unaffected by outliers. Publication of percentile values, including the median, are not allowed due to data confidentiality requirements of the Secure Lab/Office for National Statistics.}

Two observations are of importance in these tables. First, despite some discrepancy in raw means, the mean values for the middle 90% for both the treated and the control groups are very similar. Second, in Table 3 (as in Table 2), the differential increase between pre- and post-treatment periods for the treated group relative to the control group is clearly visible. For example, in the 2003–2012 sample, this statistic for log R&D spending only increased from 7.41 to 7.43 for the control group, whereas the treated group experienced a rise from 7.30 to 7.36. For the control group, the level of the R&D headcount was roughly stable, dropping from 43 to 42, whereas the treated group saw the same statistic rise from around 38 R&D personnel to around 44. Finally, the R&D spending per R&D worker, which may indicate a price effect of tax incentives, experienced parallel increases for both the treated and control groups, and does not show a differential rise in either group in the post-treatment period.

On regression samples, I formally test the differences in pre-treatment dynamics of the outcome variables of interest using $t$ tests (Tables 4 and 25). I cannot reject the null hypothesis that the changes in the outcome variables between the beginning and the end of the pre-treatment period are the same across treated (medium-sized) and control (large) firms. Figure 6 shows the kernel densities of the differences in log real R&D spending for the treated (medium) and control (large) groups (for the 2003–2012 period). ‘Additional $t$ tests for pre-treatment dynamics between treated and control groups’ Appendix provides additional tests with different base years as a robustness check. These figures visually demonstrate that the distribution of the time changes are similar between treated and control groups.

The sectoral compositions of medium-sized and large firms between pre- and post-treatment periods are roughly similar, as can be observed in Figs. 7 and 8. In the figures, the blue line represents reporting units that belong to medium-sized firms and the red line represents reporting units that belong to larger firms with 500–1000 employees. In Figure 7, I present the pre-treatment period shares of observations in each of the sectors for medium-sized and then large firms.\footnote{The medium-sized and large firm groups that are presented in these figures are broader than the treated and control group samples used in the regressions. In the final regression samples, the number of observations in a few sectors fall below the ONS disclosure thresholds and therefore I present these statistics in the larger samples, which provide a similar picture as the treated and control groups in the final regressions.} Figure 8 traces the changes in the sectoral compositions between pre- and post-treatment periods across the two groups, and apart from the ‘Food’ sector, the changes between pre- and post-treatment periods in the number of observations seem to have the same sign between the medium-sized and large groups.
|                  | Mean | St. Dev. | No. of obs | Mean, mid. 90% |
|------------------|------|----------|------------|----------------|
| **Control**      |      |          |            |                |
| R&D Spend (real, log) | 7.51 | 2.05     | 5297       | 7.41           |
| R&D Spend (real)  | 14.305.52 | 56,431.63 | 5297 | 3710.40        |
| R&D Headcount (log) | 3.25 | 1.77     | 5278       | 3.17           |
| R&D Headcount    | 137.24 | 490.97   | 5297       | 42.93          |
| R&D Spend/R&D Worker | 4.27 | 0.73    | 5278 | 4.24           |
| Employment (log)  | 7.55 | 1.22     | 5297       | 7.31           |
| **Treated**      |      |          |            |                |
| R&D Spend (real, log) | 7.05 | 1.81     | 1741       | 7.32           |
| R&D Spend (real)  | 4357.21 | 7639.53   | 1741 | 3427.30        |
| R&D Headcount (log) | 2.88 | 1.57    | 1729       | 3.05           |
| R&D Headcount    | 50.49 | 81.08   | 1729       | 38.74          |
| R&D Spend/R&D Worker | 4.19 | 0.65    | 1729 | 4.21           |
| Employment (log)  | 6.10 | 0.87     | 1741       | 6.34           |
| **Total**        |      |          |            |                |
| R&D Spend (real, log) | 7.39 | 2.00     | 7038       | 7.38           |
| R&D Spend (real)  | 11,844.59 | 49,290.11 | 7038 | 3637.92        |
| R&D Headcount (log) | 3.16 | 1.73    | 7007       | 3.14           |
| R&D Headcount    | 115.78 | 429.47   | 7038       | 41.85          |
| R&D Spend/R&D Worker | 4.25 | 0.71    | 7007 | 4.23           |
| Employment (log)  | 7.19 | 1.30     | 7038       | 7.10           |

The sample uses the firms that have performed R&D at least once before the reform and at least once after over the period 1999–2013 in the left hand panel, and over the period 2003–2012 in the right-hand panel. The table contains descriptive statistics on the main regression variables, along with the levels of the outcome variables of interest.
## Table 2  Overall descriptives of the 1999–2013 regression sample, pre- and post-treatment periods

| Coverage: Pre-treatment | Coverage: Post-treatment |
|-------------------------|--------------------------|
| **Control**             | **Control**              |
| R&D Spend (real, log)   | R&D Spend (real, log)    |
| Mean                    | Mean                     |
| 7.51                    | 7.51                     |
| St.dev.                 | 2.03                     |
| 3099                    | 2098                     |
| No. of obs              | Mean, mid. 90%           |
| 3620.47                 | 2198                     |
| R&D Spend (real)        | R&D Spend (real)         |
| 14,580.59               | 13,917.68                |
| R&D Headcount (log)     | R&D Headcount (log)      |
| 3.30                    | 3.18                     |
| 1.74                    | 1.81                     |
| 3083                    | 2195                     |
| No. of obs              | Mean, mid. 90%           |
| 43.86                   | 2195                     |
| R&D Headcount           | R&D Headcount            |
| 138.19                  | 135.91                   |
| 492.13                  | 489.44                   |
| R&D Spend/R&D Worker    | R&D Spend/R&D Worker     |
| 4.22                    | 4.32                     |
| Employment (log)        | Employment (log)         |
| 7.55                    | 7.56                     |
| 1.27                    | 1.13                     |
| 3099                    | 2198                     |
| No. of obs              | Mean, mid. 90%           |
| 7.32                    | 7.29                     |
| **Treated**             | **Treated**              |
| R&D Spend (real, log)   | R&D Spend (real, log)    |
| Mean                    | Mean                     |
| 6.96                    | 7.18                     |
| St.dev.                 | 1.75                     |
| 1038                    | 189                     |
| No. of obs              | Mean, mid. 90%           |
| 7.29                    | 7.36                     |
| R&D Spend (real)        | R&D Spend (real)         |
| 3736.38                 | 5273.89                  |
| R&D Headcount (log)     | R&D Headcount (log)      |
| 2.84                    | 2.94                     |
| 1.49                    | 1.69                     |
| 1028                    | 701                      |
| No. of obs              | Mean, mid. 90%           |
| 2.98                    | 3.15                     |
| R&D Headcount           | R&D Headcount            |
| 45.92                   | 57.24                    |
| 75.84                   | 87.86                    |
| R&D Spend/R&D Worker    | R&D Spend/R&D Worker     |
| 4.16                    | 4.24                     |
| Employment (log)        | Employment (log)         |
| 6.13                    | 6.05                     |
| 0.98                    | 0.67                     |
| 1038                    | 701                      |
| No. of obs              | Mean, mid. 90%           |
| 4.19                    | 4.24                     |
| **Total**               | **Total**                |
| R&D Spend (real, log)   | R&D Spend (real, log)    |
| Mean                    | Mean                     |
| 7.37                    | 7.43                     |
| St.dev.                 | 2.03                     |
| 4137                    | 2901                     |
| No. of obs              | Mean, mid. 90%           |
| 7.37                    | 7.41                     |
| R&D Spend (real)        | R&D Spend (real)         |
| 11,859.71               | 11,823.03                |
| R&D Headcount (log)     | R&D Headcount (log)      |
| 3.19                    | 3.12                     |
| 1.69                    | 1.79                     |
| 4111                    | 2896                     |
| No. of obs              | Mean, mid. 90%           |
| 3.14                    | 3.14                     |
| R&D Headcount           | R&D Headcount            |
| 115.04                  | 116.85                   |
| 429.48                  | 429.52                   |
| R&D Spend/R&D Worker    | R&D Spend/R&D Worker     |
| 4.21                    | 4.30                     |
| Employment (log)        | Employment (log)         |
| 7.19                    | 7.19                     |
| 1.35                    | 1.22                     |
| 4137                    | 2901                     |
| No. of obs              | Mean, mid. 90%           |
| 4.22                    | 4.24                     |

The sample uses the firms that have performed R&D at least once before the reform and at least once after over the period 1999–2013. The table contains descriptive statistics on the main regression variables, along with the levels of the outcome variables of interest.
### Table 3: Overall descriptives of the 2003–2012 regression sample, pre- and post-treatment periods

| Period: 2003–2012 | Coverage: Pre-treatment | Mean | St.dev. | No. of obs | Mean, mid. 90% | Period: 2003–2012 | Coverage: Post-treatment | Mean | St.dev. | No. of obs | Mean, mid. 90% |
|-------------------|-------------------------|------|---------|------------|----------------|-------------------|---------------------|------|---------|------------|----------------|
| **Control**       |                         |      |         |            |                | **Control**       |                     |      |         |            |                |
| R&D Spend (real, log) | 7.51                   | 2.02 | 2008    | 7.41       |                | R&D Spend (real, log) | 7.52          | 2.08 | 1722    | 7.43       |                |
| R&D Spend (real)   | 14,970.60              | 68,271.98 | 2008 | 3688.99  |                | R&D Spend (real)   | 14,387.24    | 49,950.66 | 1722 | 3887.18  |
| R&D Headcount (log) | 3.28                   | 1.74 | 1998    | 3.19       |                | R&D Headcount (log) | 3.20         | 1.81 | 1719    | 3.14       |                |
| R&D Headcount      | 139.60                 | 532.45 | 2008 | 43.38     |                | R&D Headcount      | 138.64       | 493.75 | 1722 | 41.56     |                |
| R&D Spend/R&D Worker | 4.25                 | 0.67 | 1998    | 4.25       |                | R&D Spend/R&D Worker | 4.31     | 0.77  | 1719 | 4.25      |                |
| Employment (log)   | 7.57                   | 1.21 | 2008    | 7.32       |                | Employment (log)   | 7.57        | 1.13  | 1722 | 7.30     |                |
| **Treated**        |                         |      |         |            |                | **Treated**        |                     |      |         |            |                |
| R&D Spend (real, log) | 6.94                   | 1.83 | 629     | 7.30       |                | R&D Spend (real, log) | 7.20       | 1.89  | 543  | 7.36      |                |
| R&D Spend (real)   | 4030.28                | 6995.74 | 629 | 3440.06  |                | R&D Spend (real)   | 5360.56      | 8855.45 | 543  | 3785.52  |
| R&D Headcount (log) | 2.79                   | 1.57 | 623     | 2.98       |                | R&D Headcount (log) | 2.95         | 1.71  | 542  | 3.16      |                |
| R&D Headcount      | 46.99                  | 76.45 | 629 | 37.50     |                | R&D Headcount      | 58.45        | 87.64 | 543  | 44.46     |                |
| R&D Spend/R&D Worker | 4.18                  | 0.58 | 623     | 4.20       |                | R&D Spend/R&D Worker | 4.25       | 0.71  | 542  | 4.24      |                |
| Employment (log)   | 6.01                   | 0.72 | 629     | 6.25       |                | Employment (log)   | 6.05        | 0.67  | 543  | 6.30      |                |
| **Total**          |                         |      |         |            |                | **Total**          |                     |      |         |            |                |
| R&D Spend (real, log) | 7.38                   | 1.99 | 2637    | 7.38       |                | R&D Spend (real, log) | 7.44       | 2.04  | 2265 | 7.42      |                |
| R&D Spend (real)   | 12,361.02              | 59,851.92 | 2637 | 3629.33  |                | R&D Spend (real)   | 12,223.22   | 43,934.95 | 2265 | 3861.85  |
| R&D Headcount (log) | 3.16                   | 1.72 | 2621    | 3.14       |                | R&D Headcount (log) | 3.14         | 1.79  | 2261 | 3.14      |                |
| R&D Headcount      | 117.51                 | 467.77 | 2637 | 41.92     |                | R&D Headcount      | 119.42       | 433.97 | 2265 | 42.27     |                |
| R&D Spend/R&D Worker | 4.23                  | 0.65 | 2621    | 4.24       |                | R&D Spend/R&D Worker | 4.30       | 0.76  | 2261 | 4.24      |                |
| Employment (log)   | 7.20                   | 1.30 | 2637    | 7.12       |                | Employment (log)   | 7.21        | 1.23  | 2265 | 7.10      |                |

The sample uses the firms that have performed R&D at least once before the reform and at least once after over the period 2003–2012. The table contains descriptive statistics on the main regression variables, along with the levels of the outcome variables of interest.
Table 4  Pre-treatment dynamics for key outcome variables, \( t \) test for the null of equal dynamics between treated and control groups

| Outcome                  | Log(Real R&D) | Log(R&D Headcount) |
|--------------------------|---------------|--------------------|
| Mean value (control)     | 0.016         | -0.090             |
| Mean value (treated)     | -0.070        | -0.010             |
| \( p \_\text{value} \)   | 0.389         | 0.924              |
| No. of obs (control)     | 322           | 319                |
| No. of obs (treated)     | 100           | 100                |

The table presents the mean values for the change in indicated outcomes between the beginning and the end of the pre-treatment period. Beginning of the pre-treatment period is marked by the periods presented in the table. End of the pre-treatment period is the 2007 value. '\( p \_\text{value} \)' is the \( p \_\text{value} \) for the \( t \) test of the null hypothesis that the means of the two samples (treated and control) are equal to each other. The number of observations is smaller than the whole sample since all the firms were not sampled in the period both the base year and in 2007.

4 Empirical approach

As the difference-in-difference specification, I estimate the following base model:

\[
\hat{r}_{it} = \gamma + \delta_I D_i T_t + \delta_T T_t + \mathbf{x}'_{it} \beta_x + \eta_i + \nu_{it}
\]

where \( \hat{r}_{it} \) is the natural logarithm of R&D spending of reporting unit \( i \) in year \( t \) in 2008 prices, \( D_i \) is a dummy that takes on a value of 1 for treated observations, 0 for the control group, \( T_t \) is a dummy that takes on a value of 1 for post-2008 and 0 otherwise. The coefficient \( \delta_I \) on the interaction term \( D_i T_t \) thus captures any differential change in \( r_{it} \) between the pre- and post-2008 periods for the treatment group compared to the control group, and the null hypothesis of no impact of the introduction of more generous tax incentives for medium-sized firms corresponds to \( \delta_I = 0 \). \( \eta_i \) are reporting unit fixed effects. I later drop \( T_t \) and include a full set of year dummies. \( \mathbf{x}_{it} \) is a \( K \times 1 \) vector of controls, which, in different sets of results, include sector dummies, year dummies, lagged employment (in log), employment growth rates (in log) and a quadratic term for lagged (log) employment. I use Poisson and negative binomial count models to estimate the difference-in-difference specifications with R&D headcount as the dependent variable. In specifications with R&D headcount as the dependent variable, I use the levels of lagged employment, its square and growth rate as controls.

Identification with the difference-in-difference estimator requires that the common trends assumption be satisfied; that is, in the absence of treatment, we should expect the change in the outcome variable between pre- and post-intervention periods for the control group to be similar to the change in the outcome variable for the treatment group. I discuss the comparisons for pre-reform time differences in treated and control outcomes in Section 3.3. These comparisons support that there are no significant differential trends between treated and control groups in other years than the treatment.

\[17\] In regression tables, the dummy variable \( T_t \) is labelled as Post2008.
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Fig. 6 Kernel densities, differences in pre-treatment dynamics of R&D expenditure (log, constant GBP) and R&D headcount (log). a Real R&D expenditure (log). b R&D headcount (log) Notes the figures present the density of the changes between the beginning of the pre-treatment period and the end of the pre-treatment period in key outcome variables. a shows the kernel density of the changes in the R&D spending variable in the treated and control groups. b shows the kernel density of the changes in the R&D headcount variable in the treated and control groups.

year. In Sect. 6, I present results from regressions with placebo reforms in earlier years than the policy change.

5 Results

I focus on the impact of the reform on two main outcome variables to capture whether tax incentives increase R&D spending by firms at the intensive margin, and if so, whether an increase in price or quantity drives the observed effect. These variables are real R&D spending and the R&D headcount. An observed increase in R&D spending, with a similar increase in headcount employment may mean that quantity effects
dominate. This may in turn indicate that firms hire a larger number of R&D employees, possibly as a result of a larger uptake of new R&D projects, which is the intended first order effect of the policy. We can then also examine the effects on the R&D spending per R&D worker, which may give information about the price effects as well. A wage
increase for researchers would lead to a significant increase in R&D spending per R&D worker.

5.1 Effect of the reform on R&D spending

Columns (1)–(5) of Table 5 present the difference in difference (diff-in-diff) regression results from the largest possible sample that covers 1999–2013. Standard errors are clustered at the reporting unit level. Column (1) presents estimates from the model in Eq. 6 without any controls. The positive effect of the policy is captured by the coefficient labelled ’Treatment x Post2008’ (diff-in-diff), and the estimate has a magnitude of around 15% which is statistically significant at the 95% level. In Column (2), the ‘Post2008’ dummy is replaced by year fixed effects and two digit sector dummies are also included in the model. In Column (3), I include a control variable for firm size, which is lagged level of employment. Firm size and growth rate variables are all lagged by one period to avoid potential issues due to the simultaneous determination of total employment and R&D spending. In Column (4), I include a control for the lagged growth rate of the firm along with the lagged level of employment, which turns out to be a significant control variable, and together the control variables drive the magnitude of the diff-in-diff coefficient upward by 2 percentage points relative to Column (1). Finally, in Column (5), I add the full set of control variables including a quadratic term for the firm size measure. In the preferred specification (estimated in Column (5)), the diff-in-diff estimates indicate a positive and significant effect of the policy on treated firms, with a magnitude of around 15%.

Columns (6)–(10) of Table 5 restrict the sample to a period where no substantial policy changes took place except the 2008 reforms. To be included in this sample, a firm needs to have performed R&D at least once before and once after the reform, and the pre-reform period covers 2003–2007, the post-reform period covers 2009–2012. Column (6) starts with no time dummies or size controls. Control variables are added the same way as in Columns (2)–(5) from Column (7) onward. In Columns (6)–(10) of Table 5, the diff-in-diff coefficient is consistently estimated to be around 20–21% and highly significant.

The estimated effect of the reform is remarkably stable across all specifications, and all show a large and significant effect. In the preferred specification (reported in Column (10)), the estimated magnitude is 20%.

5.2 Is the measured effect driven by price or quantity?

Next, I explore the mechanisms that drive the increase in R&D spending. First, I examine the effect of the policy on the R&D employment of treated companies. Goolsbee (1998) argues that, due to the inelastic supply of scientists and researchers, R&D subsidies only boost the salaries of researchers instead of driving firms to take on new

---

18 The Business Structure Database (BSD) data begins in 1997. Lagged employment growth rate controls require the two-period-lagged level of employment. The sample starts at 1999 to enable the inclusion of lagged controls that are sourced by the BSD.
| Outcome: log(Real R&D) | Sample period | Treatment × Post2008 | Group-level employment (in logs, lagged) | Growth of group employment (in logs, lagged) | Group-level employment (in logs, lagged, squared) | Post2008† | Firm fixed effects | Sector effects | Year effects | No. of observations | Treated no. of unique firms | Control no. of unique firms |
|------------------------|---------------|----------------------|----------------------------------------|--------------------------------|---------------------------------------------|------------|-----------------|-------------|-------------|------------------------|-------------------------|--------------------------|
| 1999–2013              |               | 0.146**              | (0.073)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 1999–2013              |               | 0.140*               | (0.073)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 1999–2013              |               | 0.143**              | (0.071)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 1999–2013              |               | 0.149**              | (0.071)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 1999–2013              |               | 0.209***             | (0.069)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 1999–2013              |               | 0.204***             | (0.069)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 2003–2012              |               | 0.203***             | (0.068)                                | √                           | √                                           | √          | Y               | Y           | Y           | 4902                   | 607                     | 607                      |
| 2003–2012              |               | 0.204***             | (0.068)                                | √                           | √                                           | √          | Y               | Y           | Y           | 4902                   | 607                     | 607                      |

Table 5: Difference-in-difference regression results—impact of reform on real spending on R&D

Outcome: log(Real R&D)

Sample period

| Outcome: log(Real R&D) | Sample period | Treatment × Post2008 | Group-level employment (in logs, lagged) | Growth of group employment (in logs, lagged) | Group-level employment (in logs, lagged, squared) | Post2008† | Firm fixed effects | Sector effects | Year effects | No. of observations | Treated no. of unique firms | Control no. of unique firms |
|------------------------|---------------|----------------------|----------------------------------------|--------------------------------|---------------------------------------------|------------|-----------------|-------------|-------------|------------------------|-------------------------|--------------------------|
| 1999–2013              |               | 0.146**              | (0.073)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 1999–2013              |               | 0.140*               | (0.073)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 1999–2013              |               | 0.143**              | (0.071)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 1999–2013              |               | 0.149**              | (0.071)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 1999–2013              |               | 0.209***             | (0.069)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 1999–2013              |               | 0.204***             | (0.069)                                | √                           | √                                           | √          | Y               | Y           | Y           | 7038                   | 663                     | 663                      |
| 2003–2012              |               | 0.203***             | (0.068)                                | √                           | √                                           | √          | Y               | Y           | Y           | 4902                   | 607                     | 607                      |
| 2003–2012              |               | 0.204***             | (0.068)                                | √                           | √                                           | √          | Y               | Y           | Y           | 4902                   | 607                     | 607                      |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
R&D projects and therefore increase their R&D efforts. In light of this argument, I explore whether the price or quantity effects drive the increase in firm-level R&D. In the BERD data, there is non-imputed information on the R&D headcount that may help explain this effect. Because R&D employment is a count variable, I use Poisson and negative binomial regressions with reporting unit fixed effects to evaluate the impact of the reform on the R&D headcount. Table 6 presents the results from Poisson regressions with R&D employment as the dependent variable. In robustness checks, I report similar results using negative binomial regressions. As before, the first column does not include additional control variables, and Columns (2)–(5) gradually add time dummies and sector dummies, followed by size controls in Columns (3)–(5). Columns (6)–(10) repeat the exercise for the more conservative 2003–2012 sample. The table provides evidence in support of a positive effect of the policy on the R&D headcount, with a magnitude of around 17–19%. Estimates for the diff-in-diff coefficient in Table 6 are statistically significant, and the magnitude of the coefficient is consistent across the different columns.

In order to compare this ‘quantity response’ with a potential ‘price response,’ finally, I estimate the effect of the reform on R&D spending per R&D worker in Table 7. If there are significant effects of the reform on this variable, then it would be more difficult to argue that quantity effects dominate. The interaction terms in all the columns of Table 7 support that the per worker spending in R&D has not been affected significantly by the policy reform, suggesting that the quantity effects are driving the result on R&D spending.

Finally, I test the impact of the policy change on firms’ spending on ‘extramural R&D,’ which includes R&D that is subcontracted to external parties by the firm. There is a small number of firms that report positive extramural R&D in the survey, and perhaps unsurprisingly, I do not find any significant effect of the reform on this variable. Additionally, we would expect extramural R&D to remain unaffected by the reform, since these expenditures are not eligible for the more generous SME deduction rates.

6 Robustness

6.1 Results using a more comparable control group

How comparable are medium-sized companies that have between 250 and 500 employees, and large companies that have more than 500 employees? All else held constant, we would expect companies which have only slightly more than 500 employees to be more similar to the medium-sized firms in our sample. In this section, I examine the changes in results when I use information only from observations that are close to the 500-employee threshold in the control group. I discuss results that restrict the control group to firms with fewer than 800, 750 and 700 employees and then also restrict the size of the treatment group to include more than 300 employees, in the spirit of a regression discontinuity design.

Table 8 presents the results from regressions that restrict the employment size of control group firms to 800. This is apparent in the reduction in both the number of
### Table 6  Difference-in-difference regression results—impact of reform on R&D headcount

| Outcome: R&D headcount | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 1999–2013 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|------------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Sample period          | 1999–2013     | 1999–2013     | 1999–2013     | 1999–2013     | 1999–2013     | 2003–2012     | 2003–2012     | 2003–2012     | 2003–2012     | 2003–2012     |
| Treatment × Post2008   | 0.181*        | 0.174*        | 0.192*        | 0.192*        | 0.193*        | 0.184*        | 0.177*        | 0.188*        | 0.188*        | 0.187*        |
| (0.110)                | (0.102)       | (0.100)       | (0.100)       | (0.099)       | (0.105)       | (0.099)       | (0.102)       | (0.102)       | (0.102)       |               |
| Group-level employment (lagged) | ✓✓✓ ✓✓✓         ✓✓ ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         |
| Growth of group-level employment (lagged) | ✓✓ ✓✓         ✓✓ ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         |
| Group-level employment (lagged, squared) | ✓✓ ✓✓         ✓✓ ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         ✓✓         |
| Post2008†             | ✓✓            |            | ✓✓            | ✓✓            | ✓✓            | ✓✓            | ✓✓            | ✓✓            | ✓✓            | ✓✓            |
| RU fixed effects?      | Y             | Y             | Y             | Y             | Y             | Y             | Y             | Y             | Y             | Y             |
| Sector fixed effects?  | N             | Y             | Y             | Y             | Y             | N             | Y             | Y             | Y             | Y             |
| Year effects?          | N             | Y             | Y             | Y             | Y             | N             | Y             | Y             | Y             | Y             |
| No. of observations    | 7040          | 7040          | 7040          | 7040          | 7040          | 4903          | 4903          | 4903          | 4903          | 4903          |
| Treated no. of unique firms | 270          | 270          | 270          | 270          | 270          | 238          | 238          | 238          | 238          | 238          |
| Control no. of unique firms | 663          | 663          | 663          | 663          | 663          | 607          | 607          | 607          | 607          | 607          |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. † According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 7  Difference-in-difference regression results—impact of reform on real R&D spending per R&D worker

| Outcome: log(Real R&D per R&D worker) | (1)       | (2)       | (3)       | (4)       | (5)       | (6)       | (7)       | (8)       | (9)       | (10)      |
|---------------------------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Sample period                         | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Post2008                  | 0.003     | 0.003     | 0.003     | 0.004     | 0.004     | 0.027     | 0.028     | 0.028     | 0.030     | 0.030     |
| (0.046)                               | (0.046)   | (0.046)   | (0.046)   | (0.046)   | (0.050)   | (0.049)   | (0.050)   | (0.050)   | (0.050)   | (0.050)   |
| Group-level employment (in logs, lagged) | ✓         | ✓         | ✓         | ✓         | ✓         | ✓         | ✓         | ✓         | ✓         | ✓         |
| Growth of group employment (in logs, lagged) | ✓         | ✓         | ✓         |                       | ✓         | ✓         |                       |                       |                       |                       |
| Group-level employment (in logs, lagged, squared) | ✓         |                       |                       |                       | ✓         |                       |                       |                       |                       |
| Post2008†                             | ✓         | Y         | Y         | Y         | Y         | Y         | Y         | Y         | Y         | Y         |
| Firm fixed effects                    | Y         | Y         | Y         | Y         | Y         | Y         | Y         | Y         | Y         | Y         |
| Sector effects                        | N         | Y         | Y         | Y         | Y         | N         | Y         | Y         | Y         | Y         |
| Year effects                          | N         | Y         | Y         | Y         | Y         | N         | Y         | Y         | Y         | Y         |
| No. of observations                   | 6993      | 6993      | 6993      | 6993      | 6993      | 4868      | 4868      | 4868      | 4868      | 4868      |
| Treated no. of unique firms           | 269       | 269       | 269       | 269       | 269       | 235       | 235       | 235       | 235       | 235       |
| Control no. of unique firms           | 660       | 660       | 660       | 660       | 660       | 605       | 605       | 605       | 605       | 605       |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
observations and the number of unique firms in the control group, which dropped from 607 in Table 5 to 137 in Table 8. The regression results are similar to the original results from Table 5. If we focus on the most restrictive specification with all controls included in the 2003–2012 sample (Table 5, Column (10)), the diff-in-diff interaction term is significant with a very similar magnitude in the corresponding Column (10) in Table 8. Table 9 then confirms that the effect is driven by an increase in headcount R&D employment for the similarly restricted sample with employment less than 800 in the control group.

Further restricting the control group employment size threshold to 750 in Tables 10 and 11 does not lower the magnitude or the significance of the diff-in-diff estimates. In fact, there are a few percentage point increases in the magnitude of the diff-in-diff coefficient for the 2003–2012 sample, and an even larger increase for the 1999–2013 sample. The results that restrict the control group firm size to 700 employees (Tables 12, 13) demonstrate similar coefficient magnitudes.

The results that I present in Tables 14 and 15 combine the diff-in-diff approach with a regression discontinuity design. These results are based on a more restrictive sample, with the treated group constrained to firms that include more than 300 employees and the control group constrained to firms that include fewer than 700 employees. Even with much reduced sample sizes, these estimates support that the differential effect of the policy on R&D spending was significant, with a magnitude of at least 23%. I find that the differential effect of the policy on R&D headcount was also significant, with a magnitude of at least 25%. The results are once again stable across different slices of data and specifications.

### 6.2 Other robustness checks and placebo tests

In this section, I check the robustness of the results to the presence of outliers and different estimation methods, and then I explore the presence of differential pre-reform movements in any of the pre-treatment periods through placebo reforms. In the post-treatment period, if there are very large jumps to high outlier values in treated group outcomes, or very large jumps to low outlier values in control group outcomes, then the average treatment effect will appear to be large, but the result would be misleading. There may also have been very low pre-treatment outcomes in the treated group, which then rise to normal levels, or very high pre-treatment outcomes in the control group, which then stabilise to normal levels in the post-treatment period. To ensure that such observations do not drive the main findings, I winsorise the top and bottom 5 percentile values for each of the outcome variables and report the results in Table 16 for R&D spending and in Table 17 for R&D headcount. The results are robust to winsorising the top and bottom 1 percentile, as well as trimming instead of winsorising (I present these latter results in ‘Further robustness checks to test for the effect of outliers’ Appendix).

---

19 The increase in coefficient magnitudes for the 1999–2013 is a few percentage points higher than that for the 2003–2012 sample. These small changes in the point estimates seem to be driven by just under 60 firms.
Table 8  Robustness checks: impact of reform on real R&D spending, control group limited to firms with fewer than 800 employees

| Control group employment threshold | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|-----------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Sample period                     | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Post2008              | 0.184* | 0.163* | 0.176* | 0.180* | 0.182* | 0.212** | 0.183* | 0.180* | 0.182* | 0.190* |
|                                  | (0.097) | (0.098) | (0.097) | (0.097) | (0.096) | (0.101) | (0.104) | (0.103) | (0.103) | (0.103) |
| Group-level employment (in logs, lagged) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Growth of group employment (in logs, lagged) | ✓ ✓ ✓ ✓ ✓ ✓ |
| Group-level employment (in logs, lagged, squared) | ✓ ✓ ✓ ✓ ✓ ✓ |
| Post2008†                      | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    |
| Firm fixed effects              | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    |
| Sector effects                  | N    | Y    | Y    | Y    | Y    | N    | Y    | Y    | Y    | Y    |
| Year effects                    | N    | Y    | Y    | Y    | Y    | N    | Y    | Y    | Y    | Y    |
| No. of observations            | 2711 | 2711 | 2711 | 2711 | 2711 | 1860 | 1860 | 1860 | 1860 | 1860 |
| Treated no. of unique firms     | 270  | 270  | 270  | 270  | 270  | 238  | 238  | 238  | 238  | 238  |
| Control no. of unique firms     | 162  | 162  | 162  | 162  | 162  | 137  | 137  | 137  | 137  | 137  |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Observations with more than 800 employees have been removed from the control group. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
### Table 9  Robustness checks: impact of reform on R&D headcount, control group limited to firms with fewer than 800 employees

| Outcome: R&D Headcount | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| Control group employment threshold | 800 | 800 | 800 | 800 | 800 | 800 | 800 | 800 | 800 | 800 |
| Sample period          | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Post2008   | 0.325*** (0.126) | 0.302*** (0.111) | 0.305*** (0.111) | 0.304*** (0.111) | 0.305*** (0.111) | 0.252** (0.091) | 0.207** (0.092) | 0.205** (0.092) | 0.204** (0.092) | 0.203** (0.092) |
| Group-level employment (lagged) | ✓✓✓ | ✓✓✓ | ✓✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Growth of group-level employment (lagged) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Group-level employment (lagged, squared) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Post2008† | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Firm fixed effects | Y | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sector effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| Year effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| No. of observations | 2712 | 2712 | 2712 | 2712 | 2712 | 1860 | 1860 | 1860 | 1860 | 1860 |
| Treated no. of unique firms | 270 | 270 | 270 | 270 | 270 | 238 | 238 | 238 | 238 | 238 |
| Control no. of unique firms | 162 | 162 | 162 | 162 | 162 | 137 | 137 | 137 | 137 | 137 |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Observations with more than 800 employees have been removed from the control group. Columns (7)–(10) use Davidon–Fletcher–Powell algorithm for optimisation instead of Stata’s default Newton–Raphson due to convergence issues. The results are identical to the third decimal point when Broyden–Fletcher–Goldfarb–Shanno algorithm is used. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 10  Robustness checks: impact of reform on real R&D spending, control group limited to firms with fewer than 750 employees

| Outcome: log(Real R&D) | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Control group employment threshold | 750 | 750 | 750 | 750 | 750 | 750 | 750 | 750 | 750 | 750 |
| Sample period | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Post2008 | 0.189* (0.101) | 0.177* (0.101) | 0.192* (0.100) | 0.196* (0.100) | 0.199** (0.100) | 0.220** (0.107) | 0.194* (0.110) | 0.192* (0.110) | 0.194* (0.110) | 0.202* (0.110) |
| Group-level employment (in logs, lagged) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Growth of group employment (in logs, lagged) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Group-level employment (in logs, lagged, squared) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Post2008† | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Firm fixed effects | Y Y Y Y Y Y Y Y Y Y |
| Sector effects | N Y Y Y Y N Y Y Y Y |
| Year effects | N Y Y Y Y N Y Y Y Y |
| No. of observations | 2596 2596 2596 2596 2596 1776 1776 1776 1776 1776 |
| Treated no. of unique firms | 270 270 270 270 270 238 238 238 238 238 |
| Control no. of unique firms | 149 149 149 149 149 123 123 123 123 123 |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Observations with more than 750 employees have been removed from the control group. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 11  Robustness checks: impact of reform on R&D headcount, control group limited to firms with fewer than 750 employees

| Outcome: R&D Headcount | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Control group employment threshold | 750 | 750 | 750 | 750 | 750 | 750 | 750 | 750 | 750 | 750 |
| Sample period | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Post2008 | 0.344** | 0.333*** | 0.337*** | 0.337*** | 0.338*** | 0.294** | 0.261** | 0.260** | 0.259** | 0.258** |
| | (0.140) | (0.127) | (0.127) | (0.127) | (0.127) | (0.122) | (0.102) | (0.102) | (0.102) | (0.102) |
| Group-level employment (lagged) | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ |
| Growth of group-level employment (lagged) | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Group-level employment (lagged, squared) | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Post2008† | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Firm fixed effects | Y | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sector effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| Year effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| No. of observations | 2597 | 2597 | 2597 | 2597 | 2597 | 1776 | 1776 | 1776 | 1776 | 1776 |
| Treated no. of unique firms | 270 | 270 | 270 | 270 | 270 | 238 | 238 | 238 | 238 | 238 |
| Control no. of unique firms | 149 | 149 | 149 | 149 | 149 | 123 | 123 | 123 | 123 | 123 |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Observations with more than 750 employees have been removed from the control group. Columns (7)–(10) use Davidon–Fletcher–Powell algorithm for optimisation instead of Stata’s default Newton–Raphson due to convergence issues. The results are identical to the third decimal point when Broyden–Fletcher–Goldfarb–Shanno algorithm is used. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 12  Robustness checks: impact of reform on real R&D spending, control group limited to firms with fewer than 700 employees

| Outcome: log(Real R&D) | (1)  | (2)  | (3)  | (4)  | (5)  | (6)  | (7)  | (8)  | (9)  | (10) |
|------------------------|------|------|------|------|------|------|------|------|------|------|
| Control group employment threshold | 700  | 700  | 700  | 700  | 700  | 700  | 700  | 700  | 700  | 700  |
| Sample period          | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Post2008   | 0.200* | 0.192* | 0.206* | 0.210* | 0.212* | 0.204* | 0.187 | 0.179 | 0.181 | 0.187 |
| (0.112)                | (0.111) | (0.110) | (0.110) | (0.110) | (0.118) | (0.119) | (0.118) | (0.119) | (0.119) | (0.119) |
| Group-level employment (in logs, lagged) | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| Growth of group employment (in logs, lagged) | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| Group-level employment (in logs, lagged, squared) | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| Post2008†              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| Firm fixed effects     | Y   | Y   | Y   | Y   | Y   | Y   | Y   | Y   | Y   | Y   |
| Sector effects         | N   | Y   | Y   | Y   | Y   | N   | Y   | Y   | Y   | Y   |
| Year effects           | N   | Y   | Y   | Y   | Y   | N   | Y   | Y   | Y   | Y   |
| No. of observations    | 2429 | 2429 | 2429 | 2429 | 2429 | 1658 | 1658 | 1658 | 1658 | 1658 |
| Treated no. of unique firms | 270 | 270 | 270 | 270 | 270 | 238 | 238 | 238 | 238 | 238 |
| Control no. of unique firms | 124 | 124 | 124 | 124 | 124 | 102 | 102 | 102 | 102 | 102 |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Observations with more than 700 employees have been removed from the control group. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 13: Robustness checks: impact of reform on R&D headcount, control group limited to firms with fewer than 700 employees

| Outcome: R&D Headcount | Control group employment threshold | Sample period | Treatment × Post2008 | Group-level employment (lagged) | Growth of group-level employment (lagged) | Group-level employment (lagged, squared) | Post2008† | Firm fixed effects | Sector effects | Year effects | No. of observations | Treated no. of unique firms | Control no. of unique firms |
|------------------------|-----------------------------------|---------------|----------------------|---------------------------------|------------------------------------------|------------------------------------------|-----------|-------------------|---------------|--------------|---------------------|--------------------------|---------------------------|
|                        | 700                               | 1999–2013     | 0.381** (0.167)      | ✓✓✓                              | ✓✓✓                                      | ✓✓✓                                      | ✓         | Y                 | Y             | N            | 2430                | 270                      | 124                       |
|                        | 700                               | 1999–2013     | 0.356** (0.157)      | ✓✓✓                              | ✓✓✓                                      | ✓✓✓                                      | ✓         | Y                 | Y             | N            | 2430                | 270                      | 124                       |
|                        | 700                               | 1999–2013     | 0.360** (0.157)      | ✓✓✓                              | ✓✓✓                                      | ✓✓✓                                      | ✓         | Y                 | Y             | N            | 2430                | 270                      | 124                       |
|                        | 700                               | 1999–2013     | 0.360** (0.157)      | ✓✓✓                              | ✓✓✓                                      | ✓✓✓                                      | ✓         | Y                 | Y             | N            | 2430                | 270                      | 124                       |
|                        | 700                               | 1999–2013     | 0.362** (0.157)      | ✓✓✓                              | ✓✓✓                                      | ✓✓✓                                      | ✓         | Y                 | Y             | N            | 2430                | 270                      | 124                       |
|                        | 700                               | 1999–2013     | 0.312** (0.143)      | ✓✓✓                              | ✓✓✓                                      | ✓✓✓                                      | ✓         | Y                 | Y             | N            | 2430                | 270                      | 124                       |
|                        | 700                               | 1999–2013     | 0.268** (0.121)      | ✓✓✓                              | ✓✓✓                                      | ✓✓✓                                      | ✓         | Y                 | Y             | N            | 2430                | 270                      | 124                       |
|                        | 700                               | 1999–2013     | 0.267** (0.121)      | ✓✓✓                              | ✓✓✓                                      | ✓✓✓                                      | ✓         | Y                 | Y             | N            | 2430                | 270                      | 124                       |
|                        | 700                               | 1999–2013     | 0.265** (0.121)      | ✓✓✓                              | ✓✓✓                                      | ✓✓✓                                      | ✓         | Y                 | Y             | N            | 2430                | 270                      | 124                       |
|                        | 700                               | 1999–2013     | 0.264** (0.121)      | ✓✓✓                              | ✓✓✓                                      | ✓✓✓                                      | ✓         | Y                 | Y             | N            | 2430                | 270                      | 124                       |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Observations with more than 700 employees have been removed from the control group, in the spirit of a regression discontinuity design. Columns (7)–(10) use Davidon–Fletcher–Powell algorithm for optimisation instead of Stata’s default Newton–Raphson due to convergence issues. The results are identical to the third decimal point when Broyden–Fletcher–Goldfarb–Shanno algorithm is used. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
| Outcome: log(Real R&D) | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Employment band        | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 |
| Sample period          | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Post2008   | 0.288** (0.120) | 0.302** (0.118) | 0.299** (0.118) | 0.299** (0.118) | 0.294** (0.118) | 0.235* (0.127) | 0.234* (0.127) | 0.229* (0.126) | 0.230* (0.127) | 0.230* (0.127) |
| Group-level employment (in logs, lagged) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Growth of group employment (in logs, lagged) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Group-level employment (in logs, lagged, squared) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Post2008† | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Firm fixed effects     | Y | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sector effects         | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| Year effects           | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| No. of observations    | 1389 | 1389 | 1389 | 1389 | 1389 | 1389 | 1389 | 1389 | 1389 | 1389 |
| Treated no. of unique firms | 137 | 137 | 137 | 137 | 137 | 120 | 120 | 120 | 120 | 120 |
| Control no. of unique firms | 112 | 112 | 112 | 112 | 112 | 95  | 95  | 95  | 95  | 95  |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. All firms restricted to have between 300 and 700 employees, in the spirit of a regression discontinuity design. † According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 15 Robustness checks: impact of reform on R&D headcount, size thresholds on both treated and control groups

| Outcome: R&D Headcount | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| Employment band        | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 | 300–700 |
| Sample period          | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Post2008   | 0.342** (0.164) | 0.363** (0.151) | 0.361** (0.150) | 0.362** (0.151) | 0.361** (0.151) | 0.264* (0.145) | 0.258** (0.128) | 0.257** (0.128) | 0.252** (0.127) | 0.252** (0.127) |
| Group-level employment (lagged) | ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓ |
| Growth of group-level employment (lagged) | ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ |
| Group-level employment (lagged, squared) | ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ |
| Post2008† | ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ ✓✓ |
| Firm fixed effects   | Y | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sector effects       | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| Year effects         | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| No. of observations  | 1390 | 1390 | 1390 | 1390 | 1390 | 1390 | 1390 | 1390 | 1390 | 1390 |
| Treated no. of unique firms | 137 | 137 | 137 | 137 | 137 | 137 | 137 | 137 | 137 | 137 |
| Control no. of unique firms | 112 | 112 | 112 | 112 | 112 | 112 | 95 | 95 | 95 | 95 |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. All firms restricted to have between 300 and 700 employees. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 16 Robustness checks: impact of reform on real R&D spending, robustness to outliers

| Outcome: log(Real R&D) | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 2003–2012 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Sample period          |                |                |                |                |                |                |                |                |                |                |
| Treatment × Post2008   | 0.152***       | 0.147***       | 0.149***       | 0.154***       | 0.201***       | 0.199***       | 0.199***       | 0.190***       | 0.197***       | 0.197***       |
| (0.067)                | (0.066)        | (0.065)        | (0.065)        | (0.064)        | (0.062)        | (0.061)        | (0.060)        | (0.060)        | (0.060)        | (0.060)        |
| Group-level employment (in logs, lagged) | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ |
| Growth of group employment (in logs, lagged) | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Group-level employment (in logs, lagged, squared) | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Post2008† | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Firm fixed effects | Y | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sector effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| Year effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| No. of observations | 7038 | 7038 | 7038 | 7038 | 7038 | 4902 | 4902 | 4902 | 4902 | 4902 |
| Treated no. of unique firms | 270 | 270 | 270 | 270 | 270 | 238 | 238 | 238 | 238 | 238 |
| Control no. of unique firms | 663 | 663 | 663 | 663 | 663 | 607 | 607 | 607 | 607 | 607 |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Outcome values that fall in the top and bottom 5 percentiles have been winsorised. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 17  Robustness checks: impact of reform on R&D headcount, robustness to outliers

| Outcome: R&D Headcount | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Sample period          | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Post2008   | 0.179** (0.078) | 0.188** (0.074) | 0.183** (0.075) | 0.183** (0.075) | 0.183** (0.075) | 0.173** (0.071) | 0.177** (0.069) | 0.175** (0.069) | 0.175** (0.069) | 0.175** (0.069) |
| Group-level employment | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ |
| (lagged)               |     |     |     |     |     |     |     |     |     |     |
| Growth of group-level  | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| employment (lagged)    |     |     |     |     |     |     |     |     |     |     |
| Group-level employment | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| (lagged, squared)      |     |     |     |     |     |     |     |     |     |     |
| Post2008†              | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Firm fixed effects     | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y |
| Sector effects         | N N N N N N N N N N | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y |
| Year effects           | N N N N N N N N N N | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y | Y Y Y Y Y Y Y Y Y Y |
| No. of observations    | 7040 | 7040 | 7040 | 7040 | 7040 | 4903 | 4903 | 4903 | 4903 | 4903 |
| Treated no. of unique firms | 270 | 270 | 270 | 270 | 270 | 238 | 238 | 238 | 238 | 238 |
| Control no. of unique firms | 663 | 663 | 663 | 663 | 663 | 607 | 607 | 607 | 607 | 607 |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Outcome values that fall in the top and bottom 5 percentiles have been winsorised. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6) the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
The Poisson regression method is commonly used in regressions with a count outcome variable (for examples and technical aspects, see Cameron and Trivedi 1998). However, the Poisson method relies on the assumption that the mean of the outcome variable is equal to its variance, which is often violated due to overdispersion. I therefore check the robustness of the results to estimating an alternative count data model, which is the negative binomial model. In Table 18, I present the main regression results with R&D headcount variable as the dependent variable (Table 18). The results from negative binomial regressions indicate that the differential increase in R&D headcount for the treated firms was between 17 and 20% and highly significant. Differently from the Poisson estimates, the results which use the 1999–2013 sample (Columns (1)–(5)) and the 2003–2012 sample (Columns (6)–(10)) are very similar in both magnitude and significance.

Identification using the diff-in-diff method requires that in the absence of the policy intervention, the treated and control group outcomes do not follow differential trends. I use placebo interventions in the pre-treatment periods as a robustness check to test pre-intervention period movements in the outcome variables. These are presented in Table 19 and 20. In both tables, Column (1) reports the results from a placebo test with 2003 as the placebo reform period with only firm, sector, and year fixed effects as controls. In Column (2), all size controls, namely the employment level, growth rate and squared employment level are included. Column pairs from Column (3) until Column (10) check the absence of a placebo effect for each of the pre-reform periods that follow. In each of these years, using the preferred specification, I find no significant differential change in any of the pre-reform periods. The confidence intervals around these placebo reform years are tight around zero.

6.3 Did the reform come as a surprise?

One question in a policy setting where the announcement of the policy predates implementation is whether beneficiaries adjust their investment behaviour after the announcement but prior to implementation of the policy. In the case of the R&D Tax Relief schemes in the UK, the Chancellor announced the Government’s intention to introduce the policy reform in the prior year’s Budget before the reform took place, but enactment required EU State Aid clearance and implementation was at best uncertain from the perspective of potential beneficiaries. In this section, I present results from regressions which remove the years after the Chancellor’s announcement prior to the reform, and the first period after reform.

The simplest way of assessing whether there has been any strategic delaying is to omit all the periods between announcement and the first period of implementation. Omission of the years 2007, 2008 and 2009 achieves this objective (Tables 21, 22). The estimated impact of the introduction of the more generous tax relief for larger firms remains very similar to that obtained using the full sample, suggesting an increase in R&D by around 17–19%. The smaller sample size results in a marginal reduction in the statistical significance of the estimated coefficient on the diff-in-diff interaction

---

20 Poisson Maximum Likelihood Estimator is still consistent in the presence of overdispersion.
Table 18  Robustness checks: impact of reform on R&D headcount, negative binomial regressions

| Outcome: R&D Headcount | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 1999–2013 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|------------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Sample period          |               |               |               |               |               |               |               |               |               |               |
| Treatment × Post2008   | 0.173***      | 0.190***      | 0.189***      | 0.189***      | 0.192***      | 0.191***      | 0.197***      | 0.196***      | 0.196***      | 0.195***      |
|                        | (0.031)       | (0.031)       | (0.031)       | (0.031)       | (0.031)       | (0.031)       | (0.033)       | (0.033)       | (0.033)       | (0.033)       |
| Treatment              | 0.109**       | 0.142**       | 0.149***      | 0.149***      | 0.165***      | 0.189***      | 0.235***      | 0.240***      | 0.240***      | 0.248***      |
|                        | (0.053)       | (0.055)       | (0.056)       | (0.056)       | (0.056)       | (0.071)       | (0.075)       | (0.075)       | (0.075)       | (0.075)       |
| Group-level employment (lagged) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Growth of group-level employment (lagged) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Group-level employment lagged, squared | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Post2008† | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Firm fixed effects | Y Y Y Y Y Y Y Y Y Y |
| Sector effects | N Y Y Y N Y Y Y Y |
| Year effects | N Y Y Y N Y Y Y Y |
| No. of observations | 7040 7040 7040 7040 7040 4903 4903 4903 4903 4903 |
| Treated no. of unique firms | 270 270 270 270 270 238 238 238 238 238 |
| Control no. of unique firms | 663 663 663 663 663 607 607 607 607 607 |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by negative binomial regression method with standard errors calculated by observed information matrix. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. † According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
**Table 19** Effects of placebo reforms on the outcome of real R&D spending

| Outcome: log(Real R&D) | (1)     | (2)     | (3)     | (4)     | (5)     | (6)     | (7)     | (8)     | (9)     | (10)    |
|------------------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| Placebo 2003           | −0.029  | 0.005   |         |         |         |         |         |         |         |         |
|                        | (0.078) | (0.076) |         |         |         |         |         |         |         |         |
| Placebo 2004           |         | −0.003  | 0.028   |         |         |         |         |         |         |         |
|                        |         | (0.071) | (0.07)  |         |         |         |         |         |         |         |
| Placebo 2005           |         |         | −0.003  | 0.024   |         |         |         |         |         |         |
|                        |         |         | (0.068) | (0.066) |         |         |         |         |         |         |
| Placebo 2006           |         |         |         | 0.033   | 0.057   |         |         |         |         |         |
|                        |         |         |         | (0.066) | (0.064) |         |         |         |         |         |
| Placebo 2007           |         |         |         |         |         |         |         |         | 0.052   | 0.070   |
|                        |         |         |         |         |         |         |         |         | (0.064) | (0.062) |

| Group-level employment (in logs, lagged) | ✓✓✓✓✓✓✓✓✓✓ |
| Growth of group employment (in logs, lagged) | ✓✓✓✓✓✓✓✓✓✓ |
| Group-level employment (in logs, lagged, squared) | ✓✓✓✓✓✓✓✓✓✓ |
| RU fixed effects? | Y Y Y Y Y Y Y Y Y Y |
| Sector fixed effects? | Y Y Y Y Y Y Y Y Y Y |
| Year effects? | Y Y Y Y Y Y Y Y Y Y |
| No. of total observations | 8225 8225 8225 8225 8225 8225 8225 8225 8225 |
| No. of treated firms | 318 318 318 318 318 318 318 318 318 318 |
| No. of control firms | 737 737 737 737 737 737 737 737 737 737 |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year.
### Table 20: Effects of placebo reforms on the outcome of R&D headcount

| Outcome: R&D headcount | (1)  | (2)  | (3)  | (4)  | (5)  | (6)  | (7)  | (8)  | (9)  | (10) |
|------------------------|------|------|------|------|------|------|------|------|------|------|
| Placebo 2003           | 0.033| 0.066|      |      |      |      |      |      |      |      |
|                        | (0.093) | (0.088) |      |      |      |      |      |      |      |      |
| Placebo 2004           |      | 0.049| 0.083|      |      |      |      |      |      |      |
|                        |      | (0.091) | (0.085) |      |      |      |      |      |      |      |
| Placebo 2005           |      |      | 0.098| 0.129|      |      |      |      |      |      |
|                        |      |      | (0.087) | (0.083) |      |      |      |      |      |      |
| Placebo 2006           |      |      |      | 0.098| 0.125|      |      |      |      |      |
|                        |      |      |      | (0.089) | (0.086) |      |      |      |      |      |
| Placebo 2007           |      |      |      |      |      |      |      |      | 0.098| 0.121|
|                        |      |      |      |      |      |      |      |      | (0.091) | (0.088) |
| Group-level employment control (lagged) | ✓✓✓✓✓✓✓✓✓✓ |✓✓✓✓✓✓✓✓✓✓ |
| Growth of group-level employment (lagged) | ✓✓✓✓✓✓✓✓✓✓ |
| Group-level employment (lagged, squared) | ✓✓✓✓✓✓✓✓✓✓ |
| RU fixed effects?       | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    |
| Sector fixed effects?   | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    |
| Year effects?           | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    | Y    |
| No. of total observations | 8243 | 8243 | 8243 | 8243 | 8243 | 8243 | 8243 | 8243 | 8243 | 8243 |
| No. of treated firms    | 319  | 319  | 319  | 319  | 319  | 319  | 319  | 319  | 319  | 319  |
| No. of control firms    | 738  | 738  | 738  | 738  | 738  | 738  | 738  | 738  | 738  | 738  |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year.
| Outcome: log(Real R&D) | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 2003–2012 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|-----------------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| Sample period         |              |              |              |              |              |              |              |              |              |              |
| Treatment × Post2008  | 0.131        | 0.132        | 0.134        | 0.138*       | 0.137*       | 0.188**      | 0.185**      | 0.169**      | 0.177**      | 0.175**      |
|                       | (0.085)      | (0.084)      | (0.082)      | (0.082)      | (0.086)      | (0.087)      | (0.085)      | (0.085)      | (0.085)      | (0.085)      |
| Group-level employment (in logs, lagged) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Growth of group employment (in logs, lagged) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Group-level employment (in logs, lagged, squared) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Post2008†             | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Firm fixed effects    | Y Y Y Y Y Y Y Y Y Y Y |
| Sector effects        | N Y Y Y Y N Y Y Y Y Y |
| Year effects          | N Y Y Y Y N Y Y Y Y Y |
| No. of observations   | 5785 5785 5785 5785 5785 3680 3680 3680 3680 3680 |
| Treated no. of unique firms | 250 250 250 250 250 213 213 213 213 213 |
| Control no. of unique firms | 603 603 603 603 603 543 543 543 543 543 |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. In this table, one year before and one year after the reform have also been dropped (2007 and 2009). †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 22  Robustness checks: impact of reform on R&D headcount, dropping data from 2007 and 2009

| Outcome: R&D Headcount | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 1999–2013 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|------------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Sample period          | 1999–2013     | 1999–2013     | 1999–2013     | 1999–2013     | 1999–2013     | 2003–2012     | 2003–2012     | 2003–2012     | 2003–2012     | 2003–2012     |
| Treatment × Post2008   | 0.213*        | 0.214*        | 0.233**       | 0.233**       | 0.237**       | 0.224*        | 0.221*        | 0.230*        | 0.230*        | 0.233*        |
|                        | (0.127)       | (0.116)       | (0.112)       | (0.112)       | (0.112)       | (0.128)       | (0.119)       | (0.121)       | (0.121)       | (0.120)       |
| Group-level employment (lagged) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Growth of group-level employment (lagged) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Group-level employment (lagged, squared) | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Post2008†             | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Firm fixed effects     | Y Y Y Y Y Y Y Y Y Y |
| Sector effects         | N Y Y Y Y N Y Y Y Y |
| Year effects           | N Y Y Y Y N Y Y Y Y |
| No. of observations    | 5745 5745 5745 5745 5745 3628 3628 3628 3628 3628 |
| Treated no. of unique firms | 270 270 270 270 270 238 238 238 238 238 |
| Control no. of unique firms | 657 657 657 657 657 601 601 601 601 601 |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. In this table, one year before and one year after the reform have also been dropped (2007 and 2009). †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
term, but there is no indication that our full sample results are seriously biased by firms postponing R&D expenditure until after the introduction of the change in the eligibility criteria in August 2008. Once again, the R&D headcount results are stable, with the preferred specification (Column (10)) in the more restrictive sample of 2003–2012 yielding a significant diff-in-diff coefficient with a magnitude around 23%.

6.4 Is there reason to believe that there is no relabelling?

An important concern in the study of the impact of R&D tax incentives is the possibility that firms report a large chunk of administrative expenses as R&D to benefit from the more generous tax treatment of their R&D expenditures. In the BERD survey, firms should not have an incentive to lie about their R&D spending, as ONS gives them information that their responses in the BERD survey is to be kept confidential (Fig. 9). Bloom et al. (2002) argues that the use of statistical offices’ R&D survey data, as opposed to the tax data, should alleviate any issues of relabelling. To the extent that firms keep their R&D records for the purpose of responding to ONS’s BERD Survey separate from their tax records, we should not expect to observe relabelling of ordinary spending as R&D in the BERD data. In terms of evidence for relabelling in firms’ tax returns, the few studies which had suitable data so far did not find systematic relabelling, at least in developed countries (For example, based on evidence from the USA and Australia, Hall (1995) reports no substantive evidence for relabelling). In the UK context, HMRC set up Specialist R&D units to reinforce compliance and take up of R&D tax credits (National Audit Office 2014).

Fig. 9 Cover page remarks from the Office for National Statistics. Notes The figure shows a snapshot of the cover page of the BERD short form survey. The section that informs the respondents about the confidentiality of answers has been magnified. In addition to the confidentiality remark, ONS reminds the respondent here that filling out the firm is compulsory. The survey forms are similar across years, and the version displayed here is from 2006, requesting information from calendar year 2005.
7 Discussion

The UK R&D tax incentive scheme has gradually become more generous, now with more than £1 billion cost to the Exchequer in foregone corporation tax revenue annually. The findings of this paper suggest that the reform in the R&D tax relief that changed the status of the enterprises in the treatment group from ‘large’ to ‘SME’ caused these firms to increase their R&D spending by 15–20%. Guceri and Liu (2015) estimate that the drop in the user cost of R&D capital for the treated group of firms thanks to the 2008 reform of the SME tax relief eligibility criteria was around 17%. In the BERD data, I do not have information on the tax position of each firm and therefore cannot calculate individual values for the user cost of R&D, but in this section, I refer to the point estimate of 17% in order to infer the implied user cost elasticity.

From the main diff-in-diff point estimates of 20.4 and 14.9% (upper and lower bound estimates for preferred specifications in Table 5), one can back out the elasticity of R&D with respect to its user cost, based on the finding that the introduction of the change in the SME scheme eligibility criteria resulted in a reduction in the user cost of R&D by about 17% in the UK. The 20.4 and 14.9% increase in spending therefore corresponds to a user cost elasticity estimate of about $-1.18$ and $-0.88$, respectively. Using the BERD dataset, there is evidence that the increase in R&D spending is attributable to an increase in R&D headcount rather than higher salaries for R&D personnel.

Based on the estimated additionality effect of the policy of 15–20% and the corresponding cost of the R&D tax relief to HMRC, it is possible to calculate an estimate for the return for every pound of HMRC’s foregone corporation tax revenue. The reform increased the burden of each unit of a medium-sized firm’s R&D on the Exchequer from $0.30 \times \tau$ to $0.75 \times \tau$, where $\tau$ is the statutory tax rate that applied to each firm. In addition to this extra cost per unit of R&D, treated firms increase their R&D spending by about 20% in response to the policy reform, and hence, the cost to the Exchequer increases indirectly as well. For a firm that pays taxes at the main rate of 28% in the 2008–2010 period, every £1 R&D generated by the policy reform of 20% results in HMRC to forego £0.23 of tax revenue. Similarly, for a firm that pays taxes at the small profits rate of 21%, after the reform, HMRC loses £0.17 of tax revenue due to the reclassification of treated firms as SME and not large for the purpose of the R&D tax relief. These two estimates result in an estimated bang-for-the-buck ranging between £0.9 and £1.2. The same calculations based on a 15% increase in R&D spending leads to bang-for-the-buck estimates between £0.75 and £0.9. Based on the simple calculation without considering any spillovers that may be generated by the policy, the results suggest that the Exchequer recovers its cost.

Throughout the paper, I assume that the firms’ measured response to the increased generosity of tax incentives is a long-run effect. Prior evidence suggests that firms take a few years to adjust to the new equilibrium level of R&D after an increase

---

21 The calculation assumes away the firm specific discounting of losses carried forward and the value of cash claims. The calculation can be thought of as one where all the firms pay taxes, at least at the small profits rate.
in the generosity of R&D tax incentives (Bloom et al. 2002). In the current quasi-experimental setup, one way of exploring any adjustment issues is to introduce year-by-year treatment interaction terms for each of the years in the post-treatment period and pin down the year(s) in which the policy effect becomes more apparent. The results in Table 23 (Columns (6)–(10)) show that on average, R&D spending seems to have responded relatively quickly, but with gradual adjustment over time. R&D headcount seems to have responded with some lag, which may be attributable to frictions in the supply of scientists and engineers (Table 24).

8 Conclusion

The number of countries which offer R&D tax incentives to stimulate business R&D spending has been increasing rapidly in the past few decades. After a long period of relative decline in aggregate R&D intensity, the UK joined the group of countries which offer generous fiscal incentives for R&D in 2000. The first reform in 2000 was the introduction of the SME Tax Relief Scheme, followed by the introduction of the large company scheme in 2002, which was less generous than the SME scheme. In 2008, the definition of an ‘SME’ for the purpose of the R&D Tax Relief expanded to include a group of medium-sized companies with up to 500 employees. In this study, I exploited the reduction in the user cost of R&D for medium-sized companies in comparison with their slightly larger counterparts to obtain difference-in-differences estimates of the impact of R&D tax incentives.

Tax credits have a direct effect on the firms’ cost of investing in R&D. Motivated by a simple neoclassical theoretical framework, the empirical specifications in this paper examined the effects of the change in the eligibility thresholds to the SME tax relief scheme on R&D spending and on R&D employment at the micro-level.

Controlling for firm size and growth using firm-level employment information from the business register, I have found that treatment group companies which started to benefit from the SME scheme after the 2008–2009 fiscal year increased their R&D spending by around 15–20% in comparison with the control group after the introduction of the policy. The robust estimate of the 20% increase over the counterfactual scenario of less generous tax credits for treated firms translates to an elasticity of R&D with respect to its user cost of around \(-0.88\). The corresponding bang-for-the-buck estimates of £0.75–£1.2 suggest that the tax authority roughly recovers its additional cost of implementing the new policy.

The BERD survey does not give any incentives to its respondents to relabel ordinary spending as R&D. I therefore argue that, differently from the studies that use administrative data, there is no reason for the magnitude of the effect found in this study to be affected by concerns related to relabelling.

Many young innovative start ups incur frequent losses. The UK R&D tax relief allows firms to receive a cash refund when in a loss-making position. In comparison

---

22 Employment is the binding threshold. There are other thresholds based on turnover and size, which are discussed in detail in Sect. 2.

23 The lower bound estimate of 15% increase translates to a user cost elasticity of \(-0.88\).
| Outcome: log(Real R&D) | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Sample period          | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Year2009   | −0.033 | 0.069 | 0.089 | 0.102 | 0.105 | 0.064 | 0.136* | 0.147** | 0.163** | 0.167** |
|                        | (0.080) | (0.082) | (0.081) | (0.082) | (0.082) | (0.068) | (0.070) | (0.070) | (0.070) | (0.071) |
| Treatment × Year2010   | 0.083 | 0.145* | 0.155* | 0.162** | 0.162** | 0.159** | 0.185** | 0.179** | 0.186** | 0.185** |
|                        | (0.081) | (0.084) | (0.082) | (0.082) | (0.082) | (0.076) | (0.079) | (0.077) | (0.077) | (0.077) |
| Treatment × Year2011   | 0.190** | 0.120 | 0.109 | 0.112 | 0.112 | 0.261*** | 0.185** | 0.159* | 0.165* | 0.164* |
|                        | (0.083) | (0.086) | (0.085) | (0.085) | (0.085) | (0.087) | (0.086) | (0.086) | (0.086) | (0.086) |
| Treatment × Year2012   | 0.284*** | 0.242** | 0.237** | 0.238** | 0.238** | 0.367*** | 0.327*** | 0.308*** | 0.311*** | 0.311*** |
|                        | (0.088) | (0.098) | (0.096) | (0.095) | (0.095) | (0.091) | (0.101) | (0.098) | (0.098) | (0.097) |
| Treatment × Year2013   | 0.228** | 0.135 | 0.131 | 0.133 | 0.133 |          |          |          |          |          |
|                        | (0.095) | (0.103) | (0.101) | (0.101) | (0.100) |          |          |          |          |          |
| Group-level employment (in logs, lagged) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Growth of group employment (in logs, lagged) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Group-level employment (in logs, lagged, squared) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Post2008†              | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Firm fixed effects     | Y | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sector effects         | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| Year effects           | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
**Table 23** continued

| Outcome: log(Real R&D) | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 1999–2013 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|------------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Sample period          |               |               |               |               |               |               |               |               |               |               |
| No. of observations    | 7038          | 7038          | 7038          | 7038          | 7038          | 4902          | 4902          | 4902          | 4902          | 4902          |
| Treated no. of unique firms | 238          | 238          | 238          | 238          | 238          | 238          | 238          | 238          | 238          | 238          |
| Control no. of unique firms | 607          | 607          | 607          | 607          | 607          | 607          | 607          | 607          | 607          | 607          |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 24  Impact of reform on R&D headcount, year-by-year effects

| Outcome: R&D Headcount | Sample period | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
|------------------------|---------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Treatment × Year2009   |               | 0.053     | 0.071     | 0.082     | 0.087     | 0.082     | 0.084     | 0.090     | 0.090     | 0.091     |
|                        |               | (0.103)   | (0.090)   | (0.087)   | (0.086)   | (0.099)   | (0.085)   | (0.086)   | (0.086)   | (0.086)   |
| Treatment × Year2010   |               | 0.075     | 0.068     | 0.083     | 0.083     | 0.080     | 0.115     | 0.102     | 0.102     | 0.097     |
|                        |               | (0.109)   | (0.116)   | (0.112)   | (0.112)   | (0.112)   | (0.102)   | (0.110)   | (0.113)   | (0.114)   |
| Treatment × Year2011   |               | 0.226*    | 0.269**   | 0.289**   | 0.289**   | 0.288**   | 0.247**   | 0.283**   | 0.297**   | 0.297**   |
|                        |               | (0.118)   | (0.122)   | (0.120)   | (0.120)   | (0.119)   | (0.116)   | (0.122)   | (0.125)   | (0.125)   |
| Treatment × Year2012   |               | 0.268**   | 0.246**   | 0.270**   | 0.270**   | 0.270**   | 0.287**   | 0.249**   | 0.266**   | 0.267**   |
|                        |               | (0.118)   | (0.108)   | (0.108)   | (0.108)   | (0.108)   | (0.115)   | (0.107)   | (0.112)   | (0.111)   |
| Treatment × Year2013   |               | 0.285**   | 0.223*    | 0.245**   | 0.245**   | 0.251**   |           |           |           |           |
|                        |               | (0.120)   | (0.119)   | (0.117)   | (0.117)   | (0.117)   |           |           |           |           |
| Group-level employment (lagged) | ✓✓✓ | ✓✓✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Growth of group-level employment (lagged) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Group-level employment (lagged, squared) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Post2008 † | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Firm fixed effects | Y | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sector effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| Year effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
Table 24  continued

| Outcome: R&D Headcount | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 1999–2013 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Sample period          |                |                |                |                |                |                |                |                |                |                |
| 1999–2013              | 7040           | 7040           | 7040           | 7040           | 7040           | 4903           | 4903           | 4903           | 4903           | 4903           |
| No. of observations    | 7040           | 7040           | 7040           | 7040           | 4903           | 4903           | 4903           | 4903           | 4903           | 4903           |
| Treated no. of unique firms | 270           | 270           | 270           | 270           | 270           | 238           | 238           | 238           | 238           | 238           |
| Control no. of unique firms | 663           | 663           | 663           | 663           | 663           | 607           | 607           | 607           | 607           | 607           |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
with R&D tax incentive schemes in many other countries, the effectiveness of the tax incentive on R&D spending and headcount in the UK may be positively influenced by the more symmetric treatment of losses and profits in the context of the R&D tax relief. This is an important design aspect in the UK context that policymakers around the world may need to consider in benchmarking the relative performance of R&D tax relief schemes.

I find evidence that the increase in R&D spending may have been driven by an increase in R&D headcount in response to the policy, instead of an increase in the ‘price’ of R&D or scientists’ salaries. Policymakers may be interested in scaling up a certain type of spending within business R&D, and in the policy design, they may consider differentiating between R&D spending items such as headcount, salaries or materials. The findings here suggest that the quantity effects dominate even in the absence of such differentiation.
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Appendix

Data description and cleaning

BERD data is available at the ‘reporting unit’ level, which corresponds to the geographical unit that has the postal address of the firm. The reporting unit may or may not be larger than a ‘local unit’; therefore, it may be larger than a single plant or a single R&D lab. It may be attached to the headquarters or can be a separate unit. A slightly larger statistical unit than the reporting unit is the ‘enterprise,’ which is defined in the EU Regulation on Statistical Units (EEC 696/93) as ‘...an organisational unit producing goods or services, which benefits from a certain degree of autonomy in decision-making, especially for the allocation of its current resources...’. BERD observations have the reporting unit as their identifier and most of them also contain the enterprise reference number.

An ‘enterprise group’ is defined as ‘an association of enterprises bound together by legal and/or financial links. A group of enterprises can have more than one decision-
Fig. 10 Kernel density estimates for y-o-y real growth in R&D, size band 100–399. Notes this figure presents the distribution of time differences between actual and imputed BERD values in the data. These figures have been taken from an earlier working paper on this topic (Guceri 2015). Therefore, the underlying data uses fewer years than those used in the present paper.

making centre [...]. It constitutes an economic entity which is empowered to make choices, particularly concerning the units which it comprises (EEC 696/93).’ The definition of an enterprise group is important for our purposes, as assignment to the treatment group depends on whether the group as a whole satisfies the criteria for eligibility to the SME scheme. Reporting unit-level R&D data in BERD is matched to the BSD at the enterprise level. BERD provides information on both the reporting unit and enterprise references for each observation.

The ONS constructs the BERD dataset using the responses to two types of questionnaire forms sent out to firms: a long form and a short form. About 400 largest spenders (those who spent more than £3 million in a reference year) on R&D receive a long-form questionnaire, and the rest receive a short-form questionnaire. This latter form contains a small set of questions tracing basic information, namely, the unit’s: (i) in-house R&D expenditure, (ii) extramural R&D expenditure, (iii) full time equivalent number of R&D personnel and (iv) total headcount on R&D. The long form collects a much wider set of variables, including a breakdown of R&D expenditure to product groups; capital and current expenditure, broken down into salaries and other
Table 25 Additional t tests, differences in pre-treatment dynamics of R&D expenditure (log, constant GBP) and R&D headcount (log)

| Base year | 1999 R&D spend. | 1999 Headct. | 2004 R&D spend. | 2004 Headct. | 2005 R&D spend. | 2005 Headct. | 2006 R&D spend. | 2006 Headct. |
|-----------|----------------|--------------|----------------|--------------|----------------|--------------|----------------|--------------|
| Mean value (control) | 0.044 | −0.048 | 0.039 | −0.051 | 0.051 | −0.063 | 0.017 | −0.052 |
| Mean value (treated) | 0.113 | 0.027 | 0.022 | −0.055 | 0.054 | −0.001 | 0.012 | −0.027 |
| p_value | 0.712 | 0.662 | 0.866 | 0.961 | 0.961 | 0.307 | 0.931 | 0.610 |
| No. of obs (control) | 227 | 227 | 414 | 410 | 437 | 433 | 524 | 522 |
| No. of obs (treated) | 65 | 64 | 102 | 101 | 120 | 119 | 137 | 136 |

The table presents the mean values for the change in indicated outcomes between the beginning and the end of the pre-treatment period. Beginning of the pre-treatment period is marked by the periods presented in the table. End of the pre-treatment period is the 2007 value. ‘p_value’ is the p_value for the t test of the null hypothesis that the means of the two samples (treated and control) are equal to each other. The number of observations is smaller than the whole sample since all the firms were not sampled in the period both the base year and in 2007.
Will the real R&D employees please stand up?

Fig. 11 Kernel densities, differences in pre-treatment dynamics of R&D expenditure (log, constant GBP) and R&D headcount (log). a Real R&D expenditure (log), base year 1999. b R&D headcount (log), base year 1999. c Real R&D expenditure (log), base year 2004. d R&D headcount (log), base year 2004. Notes the figures present the density of the changes between the beginning of the pre-treatment period (1999 or 2004) and the end of the pre-treatment period (2007) in key outcome variables. a shows the kernel density of the changes in the R&D spending variable in the treated and control groups. b shows the kernel density of the changes in the R&D headcount variable in the treated and control groups.

current expenditure; sources of funding for R&D; a breakdown of the skills set for R&D employment; and a breakdown of R&D expenditure into geographic locations (UK postcodes). As smaller firms tend to spend less on R&D than larger firms, the information available on SMEs is mostly limited to the questions asked in the short form.

The group of smaller firms (as they are less likely to be among the top 400 spenders) are subject to sampling at different sampling fractions depending on their size measured by employment. Since the stratified sampling procedure is repeated every year, this causes gaps in the time series data. Based on the publicly available BERD First Release data, the breakdown of participants to BERD Inquiry into long- and short-form recipients is around 4000 sampled firms, out of which around 400 are sent a long form and the rest are sent a short form. Out of the firms which receive short forms, all those with more than 400 employees are sampled. Within the size band of interest, there are firms with 250–400 employees, for which the sampling ratio is 1:3. The

24 Until 2007, this publication was part of the MA14 Business Monitor.
25 Firms with 100–400 employees are sampled with this ratio.
Fig. 12 Kernel densities, differences in pre-treatment dynamics of R&D expenditure (log, constant GBP) and R&D headcount (log). a Real R&D expenditure (log), base year 2005. b R&D headcount (log), base year 2005. c Real R&D expenditure (log), base year 2006. d R&D headcount (log), base year 2006. Notes the figures present the density of the changes between the beginning of the pre-treatment period (2005 or 2006) and the end of the pre-treatment period (2007) in key outcome variables. a shows the kernel density of the changes in the R&D spending variable in the treated and control groups. b shows the kernel density of the changes in the R&D headcount variable in the treated and control groups.

smallest firms, that is, those with fewer than 100 employees are sampled with a 1:4 ratio.

When aggregating the data for the BERD publication, the ONS imputes the values for the unsampled firms based on their employment number and product group. In each of the 99 product group-size band ‘cells’ available (33 product groups over 3 size bands), the values for the unsampled observations are imputed using the average R&D per worker value of those observations which are not imputed, with employment as the scaling variable. For instance, if an unsampled firm in sector H (Pharmaceuticals) and size band 2 (100–400 employees) has ‘x’ employees (this information is available through the IDBR for all firms), their unknown in-house R&D spending is imputed as the mean R&D per worker in that cell multiplied by the employment number ‘x’ of the observation. This imputation procedure introduces a high level of variation across years for a given reporting unit when the micro panel version of the dataset is used. The variance of the growth rate in R&D spending from one year to the next increases significantly between two years of data when these are imputed, and also when one of the two values is imputed. Figure 10 is taken from an earlier working paper on this topic (Guceri 2015), and demonstrates the uneven distribution of changes in
R&D over time when the observation moves from an actual value to an imputed value and vice versa. The distribution of R&D growth rates is a smooth bell-shaped curve only for those observations which move from an actual value to another year’s actual value.

**Additional $t$ tests for pre-treatment dynamics between treated and control groups**

In this section, I present further tests of pre-treatment dynamics between treated and control group outcomes. In Table 4 the reference period is 2003, which is the starting point of the preferred sample. Some firms were not included in the BERD sample for 2003, resulting in the number of firms in 2003 to be smaller than the number of firms in the main regression specification. In Table 25, I check differential changes between different base years and the last pre-treatment period to ensure that there are no differential time changes in the main outcome variables of interest between treated and control groups that are unrelated to the policy reform. None of the $t$ tests reject the null hypothesis of equal pre-treatment differences between the treated and control groups at conventional levels of significance (Figs. 11, 12).

**Further robustness checks to test for the effect of outliers**

See Tables 26, 27, 28, 29, 30 and 31.
Table 26 Robustness checks: impact of reform on real R&D spending, robustness to outliers, top and bottom percentiles winsorised

| Outcome: ln(Real R&D) | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 1999–2013 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|----------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Sample period        |               |               |               |               |               |               |               |               |               |               |
| Treatment × Post2008 | 0.145**       | 0.140**       | 0.142**       | 0.147**       | 0.148**       | 0.199***      | 0.195***      | 0.186***      | 0.194***      | 0.194***      |
|                      | (0.071)       | (0.071)       | (0.069)       | (0.069)       | (0.069)       | (0.067)       | (0.067)       | (0.065)       | (0.066)       | (0.065)       |
| Group-level employment (in logs, lagged) | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ |
| Growth of group employment (in logs, lagged) | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Group-level employment (in logs, lagged, squared) | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Post2008†            | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Firm fixed effects   | Y Y Y Y Y Y Y Y Y Y Y |               |               |               |               |               |               |               |               |               |               |
| Sector effects       | N Y Y Y Y N Y Y Y Y Y |               |               |               |               |               |               |               |               |               |               |
| Year effects         | N Y Y Y Y N Y Y Y Y Y |               |               |               |               |               |               |               |               |               |               |
| No. of observations  | 7038 7038 7038 7038 7038 4902 4902 4902 4902 4902 |               |               |               |               |               |               |               |               |               |
| Treated no. of unique firms | 270 270 270 270 270 238 238 238 238 238 |               |               |               |               |               |               |               |               |               |
| Control no. of unique firms | 663 663 663 663 663 607 607 607 607 607 |               |               |               |               |               |               |               |               |               |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Outcome values that fall in the top and bottom 1 percentiles have been winsorised. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 27  Robustness checks: impact of reform on R&D headcount, robustness to outliers, top and bottom percentiles winsorised

| Outcome: R&D Headcount | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 1999–2013 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|------------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Sample period          | 1999–2013     | 1999–2013     | 1999–2013     | 1999–2013     | 1999–2013     | 2003–2012     | 2003–2012     | 2003–2012     | 2003–2012     | 2003–2012     |
| Treatment × Post2008   | 0.172**       | 0.179**       | 0.169**       | 0.169**       | 0.169**       | 0.158**       | 0.167**       | 0.163**       | 0.163**       | 0.162**       |
|                       | (0.086)       | (0.084)       | (0.085)       | (0.085)       | (0.085)       | (0.080)       | (0.078)       | (0.080)       | (0.080)       | (0.080)       |
| Group-level employment | ✓✓✓            | ✓✓✓            | ✓✓✓            | ✓✓✓            | ✓✓            | ✓✓            | ✓✓            | ✓✓            | ✓✓            | ✓✓            |
| (1000s, lagged)        |               |               |               |               | ✓✓            |               |               |               |               |               |
| Growth of group-level  | ✓✓            | ✓✓            | ✓✓            | ✓✓            | ✓✓            | ✓✓            | ✓✓            |               |               |               |
| employment (lagged)    |               |               |               |               | ✓✓            |               |               |               |               |               |
| Group-level employment | ✓✓            |               |               |               |               |               |               |               |               |               |
| (1000s, lagged, squared)|               |               |               |               |               |               |               |               |               |               |
| Post2008†              | ✓✓            |               |               |               |               |               |               |               |               |               |
| Firm fixed effects     | Y Y Y Y Y Y Y Y Y Y Y Y Y Y |               |               |               |               |               |               |               |               |               |
| Sector effects         | N Y Y Y Y N Y Y Y Y Y Y |               |               |               |               |               |               |               |               |               |
| Year effects           | N Y Y Y Y N Y Y Y Y Y Y |               |               |               |               |               |               |               |               |               |
| No. of observations    | 7040 7040 7040 7040 7040 4903 4903 4903 4903 4903 |               |               |               |               |               |               |               |               |               |
| Treated no. of unique firms | 270 270 270 270 270 238 238 238 238 238 |               |               |               |               |               |               |               |               |               |
| Control no. of unique firms | 663 663 663 663 663 607 607 607 607 607 |               |               |               |               |               |               |               |               |               |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Outcome values that fall in the top and bottom 1 percentiles have been winsorised. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
**Table 28  Robustness checks: impact of reform on real R&D spending, robustness to outliers, top and bottom percentiles trimmed**

| Outcome: ln(Real R&D) | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 1999–2013 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|-----------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Sample period         |               |               |               |               |               |               |               |               |               |               |
| 1999–2013             |               |               |               |               |               |               |               |               |               |               |
| Treatment × Post2008  | 0.138*        | 0.129*        | 0.132*        | 0.137**       | 0.138**       | 0.181***      | 0.177***      | 0.169***      | 0.177***      | 0.176***      |
| (0.071)               | (0.070)       | (0.069)       | (0.069)       | (0.069)       | (0.065)       | (0.065)       | (0.064)       | (0.064)       | (0.063)       |
| Group-level employment (in logs, lagged) | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ |
| Growth of group employment (in logs, lagged) | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Group-level employment (in logs, lagged, squared) | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Post2008† | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Firm fixed effects | Y | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sector effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| Year effects | N | Y | Y | Y | N | Y | Y | Y | Y | Y |
| No. of observations | 6898 | 6898 | 6898 | 6898 | 6898 | 4804 | 4804 | 4804 | 4804 | 4804 |
| Treated no. of unique firms | 269 | 269 | 269 | 269 | 269 | 237 | 237 | 237 | 237 | 237 |
| Control no. of unique firms | 660 | 660 | 660 | 660 | 660 | 604 | 604 | 604 | 604 | 604 |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Outcome values that fall in the top and bottom 1 percentiles have been dropped. † According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 29  Robustness checks: impact of reform on R&D headcount, robustness to outliers, top and bottom percentiles trimmed

| Outcome: R&D Headcount | (1)  | (2)  | (3)  | (4)  | (5)  | (6)  | (7)  | (8)  | (9)  | (10) |
|------------------------|------|------|------|------|------|------|------|------|------|------|
| Sample period          | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 1999–2013 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 | 2003–2012 |
| Treatment × Post2008   | 0.152* (0.089) | 0.152* (0.088) | 0.147* (0.088) | 0.147* (0.088) | 0.146* (0.088) | 0.128 (0.081) | 0.134* (0.079) | 0.130* (0.079) | 0.130* (0.079) | 0.129 (0.080) |
| Group-level employment (1000s, lagged) | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ | ✓✓✓ |
| Growth of group-level employment (lagged) | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Group-level employment (1000s, lagged, squared) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Post2008† | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Firm fixed effects | Y | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sector effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| Year effects | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| No. of observations | 6900 | 6900 | 6900 | 6900 | 6900 | 4802 | 4802 | 4802 | 4802 | 4802 |
| Treated no. of unique firms | 270 | 270 | 270 | 270 | 270 | 238 | 238 | 238 | 238 | 238 |
| Control no. of unique firms | 659 | 659 | 659 | 659 | 659 | 603 | 603 | 603 | 603 | 603 |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Outcome values that fall in the top and bottom 1 percentiles have been dropped. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 30  Robustness checks: impact of reform on real R&D spending, robustness to outliers, top and bottom 5 percentiles trimmed

| Outcome: ln(Real R&D) | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 1999–2013 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|-----------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Sample period         | 1999–2013      | 1999–2013      | 1999–2013      | 1999–2013      | 1999–2013      | 2003–2012      | 2003–2012      | 2003–2012      | 2003–2012      | 2003–2012      |
| Treatment × Post2008  | 0.141** 0.064  | 0.132** 0.063  | 0.136** 0.061  | 0.140** 0.061  | 0.141** 0.061  | 0.179*** 0.061 | 0.174*** 0.061 | 0.167*** 0.059 | 0.175*** 0.059 | 0.176*** 0.059 |
| Group-level employment (in logs, lagged) | ✓✓✓ ✓✓✓ | ✓✓ ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Growth of group employment (in logs, lagged) | ✓✓ ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Post2008† | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ | ✓✓ |
| Firm fixed effects | Y Y Y Y Y Y Y Y Y Y | | | | | | | | | | |
| Sector effects | N Y Y Y Y N Y Y Y Y | | | | | | | | | | |
| Year effects | N Y Y Y Y N Y Y Y Y | | | | | | | | | | |
| No. of observations | 6336 6336 6336 6336 6336 4412 4412 4412 4412 4412 | | | | | | | | | |
| Treated no. of unique firms | 260 260 260 260 260 232 232 232 232 232 | | | | | | | | | |
| Control no. of unique firms | 637 637 637 637 637 581 581 581 581 581 | | | | | | | | | |

Statistical significance: * 10%; ** 5%; *** 1% level. Standard errors are clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Outcome values that fall in the top and bottom 5 percentiles have been dropped. † According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
Table 31  Robustness checks: impact of reform on R&D headcount, robustness to outliers, top and bottom 5 percentiles trimmed

| Outcome: R&D Headcount | Sample period | (1) 1999–2013 | (2) 1999–2013 | (3) 1999–2013 | (4) 1999–2013 | (5) 2003–2012 | (6) 2003–2012 | (7) 2003–2012 | (8) 2003–2012 | (9) 2003–2012 | (10) 2003–2012 |
|------------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Treatment × Post2008   | □□□□□         | 0.202***      | 0.202***      | 0.200***      | 0.200***      | 0.199***      | 0.200***      | 0.193***      | 0.191***      | 0.191***      | 0.190***      |
|                        |               | (0.077)       | (0.071)       | (0.071)       | (0.071)       | (0.071)       | (0.071)       | (0.068)       | (0.068)       | (0.068)       | (0.068)       |
| Group-level employment (1000s, lagged) | □□□         | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             |
| Growth of group-level employment (lagged) |           | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             |
| Group-level employment (1000s, lagged, squared) | | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             | ✓             |
| Post2008†              |               | ✓             |               |               |               |               |               |               |               |               |               |
| Firm fixed effects     | Y             | Y             | Y             | Y             | Y             | Y             | Y             | Y             | Y             | Y             | Y             |
| Sector effects         | N             | Y             | Y             | Y             | Y             | N             | Y             | Y             | Y             | Y             | Y             |
| Year effects           | N             | Y             | Y             | Y             | Y             | N             | Y             | Y             | Y             | Y             | Y             |
| No. of observations    | 6322          | 6322          | 6322          | 6322          | 6322          | 4531          | 4531          | 4531          | 4531          | 4531          | 4531          |
| Treated no. of unique firms | 262          | 262          | 262          | 262          | 262          | 236          | 236          | 236          | 236          | 236          | 236          |
| Control no. of unique firms | 640          | 640          | 640          | 640          | 640          | 589          | 589          | 589          | 589          | 589          | 589          |

Statistical significance: * 10%; ** 5%; *** 1% level. Estimation for count outcome variable (headcount) by Poisson regression method with standard errors clustered at the reporting unit level. The reform year observation, 2008, was omitted as the reform started to be implemented in the middle of the tax year. Outcome values that fall in the top and bottom 5 percentiles have been dropped. †According to Secure Lab requirements relating to the use of confidential micro-level ONS data, researchers need to suppress at least one coefficient when reporting regression results. In Columns (1) and (6), the dummy variable that takes a value of 1 for all periods after 2008 and zero otherwise is included in the regression, but the point estimate and its standard error have been suppressed to comply with the Secure Lab requirements. In the remaining columns, there are time effects, which replace the Post2008 variable.
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