TOPOLOGICAL EQUIVALENCE FOR DISCONTINUOUS RANDOM DYNAMICAL SYSTEMS AND APPLICATIONS*
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Abstract. After defining non-Gaussian Lévy processes for two-sided time, stochastic differential equations with such Lévy processes are considered. Solution paths for these stochastic differential equations have countable jump discontinuities in time. Topological equivalence (or conjugacy) for such an Itô stochastic differential equation and its transformed random differential equation is established. Consequently, a stochastic Hartman-Grobman theorem is proved for the linearization of the Itô stochastic differential equation. Furthermore, for Marcus stochastic differential equations, this topological equivalence is used to prove existence of global random attractors.

1. Introduction

Stochastic dynamical systems arise as mathematical models for complex phenomena under random fluctuations. They have been actively studied when the fluctuations are Gaussian [6, 11, 12]. Non-Gaussian random fluctuations are, however, more widely observed in various areas such as geophysics, biology, seismology, electrical engineering and finance [24, 15]. Lévy processes are a class of non-Gaussian processes whose sample paths are discontinuous in time. For a dynamical system driven by a Lévy process, almost all paths or orbits have countable jump discontinuities in time.

Discontinuous random dynamical systems or cocycles (Definition 2.1) generated by stochastic differential equations (SDEs) with Lévy processes have attracted attention more recently [14, 13, 18, 19].

In this paper, we consider topological equivalence between discontinuous cocycles, generated either by SDEs with Lévy processes or by related differential equations with random coefficients (i.e., random differential equations, or RDEs). Let us recall the definition on topological equivalence or conjugacy [2, 11].
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Definition 1.1. Two random dynamical systems $\varphi$ and $\psi$ on $\mathbb{R}^d$ are called conjugate or topologically equivalent, if there exists a random homeomorphism $H : \Omega \times \mathbb{R}^d \mapsto \mathbb{R}^d$ such that for all $(\omega, t)$,

$$
\psi_t(\omega, \cdot) = H(\theta_t \omega, \cdot) \circ \varphi_t(\omega, \cdot) \circ H(\omega, \cdot)^{-1},
$$

where $H(\omega, \cdot)^{-1}$ stands for the inverse mapping of $x \mapsto H(\omega, x)$. The homeomorphism $H$ is called a cohomology of $\varphi$ and $\psi$.

A cohomology of two random dynamical systems is a random coordinate transformation, which transforms the dynamical behavior for one of them into the dynamical behavior for the other. Moreover, it does not change the intrinsic asymptotic notions of these random dynamical systems, such as Lyapunov exponents and random attractors [11].

Conjugacy has been applied to study SDEs with Brownian motion in [11] and stochastic partial differential equations with Brownian motion in [5]. It has also been used to examine the stochastic flows for SDEs with Lévy processes in [18]. Consider the following SDE in $\mathbb{R}^d$: (Section 3.1)

$$
\begin{cases}
    dX_t = a(X_t) \, dt + \sigma_i(X_t) dL_t^i, & t \geq 0, \\
    X_0 = x,
\end{cases}
$$

and the RDE

$$
\begin{cases}
    dY_t = \left( \frac{\partial \tilde{H}_t}{\partial x} \right)^{-1}(\omega, Y_t)a(\tilde{H}_t(\omega, Y_t)) dt, & t \geq 0, \\
    Y_0 = x,
\end{cases}
$$

where the summation convention $\sum a_i b_i = a_i b_i$ is used, $L_t^i$'s are Lévy processes, and $\tilde{H}_t(\omega, x)$ is the solution of the equation

$$
\tilde{H}_t(x) = x + \int_0^t \sigma_i(\tilde{H}_s(x)) dL_s^i.
$$

In [18], under appropriate conditions, the first named author transformed SDE (1) to RDE (2) by $\tilde{H}_t(\omega, x)$. Then a homeomorphism stochastic flow property for Eq.(2) is proved in order to get the homeomorphism stochastic flow property for Eq.(1). Since $\tilde{H}_t(\omega, x)$ is generally different from $H_0(\theta_t \omega, x)$ for $t > 0$ and $\omega \in \Omega$, we need to modify SDE (3) to find a cohomology for topological equivalence.

In this paper, we transform SDEs with Lévy processes to RDEs by a cohomology. Because pathwise arguments for solutions of RDEs are more readily available than that of SDEs, dynamical problems such as linearization (i.e., Hartman-Grobman theorem) and random attractors of SDEs can be dealt with. Due to discontinuity in time for the solution paths of the SDEs with Lévy processes, the differentiation operation is conducted via Fubini theorem and integration by parts, instead of the Itô-ventzeller formula. Additionally, for Marcus SDEs, we could only construct these cohomologies in special cases.

It is worth mentioning that a major source of discontinuous cocycles are solution mappings, after a perfection procedure [13], of stochastic differential equations with Lévy processes. To consider these cocycles with two-sided time $\mathbb{R}$, we need to define Lévy processes for two-sided time as well.

This paper is arranged as follows. In Section 2, we introduce discontinuous cocycles, and Lévy processes for two-sided time. In Section 3, we study conjugacy for Itô SDEs and RDEs and apply the result to prove a stochastic Hartman-Grobman theorem for SDEs with Lévy processes. Conjugacy for Marcus SDEs and RDEs, and existence of global
attractors are studied in Section 4. For readers’ convenience, the Itô-Ventzell formula for càdlàg processes is placed in the Appendix, Section 5.

The following conventions will be used throughout the paper: $C$ with or without indices will denote different positive constants (depending on the indices) whose values may change from one place to another.

2. Preliminaries

In this section, we recall several basic concepts and results which will be needed throughout the paper.

2.1. Basic notations. The usual scalar product and norm (or length) in $\mathbb{R}^d$ are denoted by $\langle \cdot, \cdot \rangle$ and $| \cdot |$, respectively. Moreover, $\nabla$ is the gradient of vector fields on $\mathbb{R}^d$, and $[,]$ is the Lie bracket operation on vector fields.

Denote by $C_0^{m,\gamma}$ the set of functions $f : \mathbb{R}^d \mapsto \mathbb{R}^d$ satisfying

$$
\sup_{x \in \mathbb{R}^d} \frac{|f(x)|}{1 + |x|} + \sum_{|\beta| = 1}^m \sup_{x \in \mathbb{R}^d} |D^\beta f(x)| + \sum_{|\beta| = m} \sup_{x,y \in \mathbb{R}^d, x \neq y} \frac{|D^\beta f(x) - D^\beta f(y)|}{|x - y|^\gamma} < \infty,
$$

where $D^\beta f(x)$ stands for the $\beta$-order partial derivative of $f(x)$ for $|\beta| \leq m, m \in \mathbb{N}$ and $0 < \gamma < 1$.

2.2. Probability space. Let $D^*(\mathbb{R}, \mathbb{R}^d)$ be the set of all functions which are càdlàg (right continuous with left limit at each time) for $t \geq 0$ and càglàd (left continuous with right limit at each time) for $t \leq 0$, and take values in $\mathbb{R}^d$. We take canonical sample space $\Omega = D^*(\mathbb{R}, \mathbb{R}^d)$. It can be made a complete and separable metric space with endowed Skorohod metric $\rho$ as follows (3.9):

$$
\rho(x, y) := \inf_{\lambda \in \Lambda} \left\{ \sup_{s \neq t} \left| \log \frac{\lambda(t) - \lambda(s)}{t - s} \right| + \sum_{m=1}^\infty \frac{1}{2^m} \min \left\{ 1, \rho_m^o(x^m, y^m) \right\} \right\}
$$

for all $x, y \in \Omega$, where $x^m(t) := g_m(t)x(t)$, $y^m(t) := g_m(t)y(t)$ with

$$
g_m(t) := \begin{cases} 
1, & \text{if } |t| \leq m, \\
 m + 1 - |t|, & \text{if } m < |t| < m + 1, \\
0, & \text{if } |t| \geq m + 1,
\end{cases}
$$

and

$$
\rho_m^o(x, y) := \sup_{|t| \leq m} |x(t) - y(\lambda(t))|.
$$

Here $\Lambda$ denotes the set of strictly increasing and continuous functions from $\mathbb{R}$ to $\mathbb{R}$. We identify a function $\omega(t)$ with a (canonical) sample path $\omega$ in the sample space $\Omega$.

The Borel $\sigma$-algebra in the sample space $\Omega$ under the topology induced by the Skorohod metric $\rho$ is denoted as $\mathcal{F}$. Note that $\mathcal{F} = \sigma(\omega(t), t \in \mathbb{R})$. Let $\mathbb{P}$ be the unique probability measure which makes the canonical process a Lévy process for $t \in \mathbb{R}$ (see Definition 2.6 and 2.7 below). And we have the complete natural filtration $\mathcal{F}_s^t := \sigma(\omega(u) : s \leq u \leq t) \vee \mathcal{N}$ for $s \leq t$ with respect to $\mathbb{P}$. 

3
2.3. Discontinuous random dynamical systems. \cite{2}

Define the Wiener shift

\[(\theta_t\omega)(\cdot) = \omega(t + \cdot) - \omega(t), \quad t \in \mathbb{R}, \ \omega \in \Omega.\]

Then \(\{\theta_t\}\) is a one-parameter group on \(\Omega\). In fact, \(\Omega\) is invariant with respect to \(\{\theta_t\}\), i.e.

\[\theta_t^{-1}\Omega = \Omega, \quad \text{for all } t \in \mathbb{R},\]

and \(\mathbb{P}\) is \(\{\theta_t\}\)-invariant, i.e.

\[\mathbb{P}(\theta_t^{-1}(B)) = \mathbb{P}(B), \quad \text{for all } B \in \mathcal{F}, \ t \in \mathbb{R}.\]

Thus \((\Omega, \mathcal{F}, \mathbb{P}, \{\theta_t\}_{t \in \mathbb{R}})\) is a metric dynamical system (DS) and ergodic, i.e., all measurable \(\{\theta_t\}\)-invariant sets have probability 0 or 1.

**Definition 2.1.** Let \((X, \mathcal{B})\) be a measurable space. A mapping

\[\varphi: \mathbb{R} \times \Omega \times X \mapsto X, \quad (t, \omega, x) \mapsto \varphi_t(\omega, x)\]

with the following properties is called a measurable random dynamical system (RDS), or in short, a discontinuous cocycle:

(i) Measurability: \(\varphi\) is \(\mathcal{B}([0, \infty)) \otimes \mathcal{F} \otimes \mathcal{B}/B\)-measurable,

(ii) Discontinuous cocycle (over \(\theta\)) property: \(\varphi_t(\omega, x)\) is càdlàg for \(t \geq 0\) and càglàd for \(t \leq 0\) and furthermore

\[
\begin{align*}
\varphi_0(\omega, \cdot) &= \text{id}_X, \quad \text{for all } \omega \in \Omega, \\
\varphi_{t+s}(\omega, \cdot) &= \varphi_t(\theta_s\omega, \cdot) \circ \varphi_s(\omega, \cdot), \quad \text{for all } s, t \in \mathbb{R}, \ \omega \in \Omega.
\end{align*}
\]

2.4. Random attractors. We recall the definition of a random attractor \cite{5} and a theorem for its existence \cite{6}. Let \(\varphi_t\) be a discontinuous cocycle.

**Definition 2.2.** A random bounded set \(B(\omega) \subset \mathbb{R}^d\) is called tempered if

\[
\lim_{t \to +\infty} e^{-\beta t} d(B(\theta^{-t}\omega)) = 0, \quad \text{for any } \beta > 0,
\]

where \(d(A) = \sup_{x \in A} |x|\).

**Definition 2.3.** A random set \(K(\omega)\) is said to be an absorbing set if for all tempered random bounded set \(B(\omega) \subset \mathbb{R}^d\) there exists \(t(\omega, B) > 0\) such that

\[\varphi_t(\theta^{-t}\omega, B(\theta^{-t}\omega)) \subset K(\omega), \quad \text{for all } t \geq t(\omega, B).\]

**Definition 2.4.** A random compact set \(A(\omega) \subset \mathbb{R}^d\) is called a global random attractor of \(\varphi\) if for all \(\omega \in \Omega\)

\[
\begin{align*}
\varphi_t(\omega, A(\omega)) &= A(\theta_t\omega), \quad \text{for all } t \geq 0, \\
\lim_{t \to +\infty} \text{dist}(\varphi_t(\theta^{-t}\omega, B(\theta^{-t}\omega)), A(\omega)) &= 0,
\end{align*}
\]

for all tempered random bounded set \(B(\omega) \subset \mathbb{R}^d\), where \(\text{dist}\) denotes the semi-Hausdorff distance

\[\text{dist}(A, B) = \sup_{x \in A} \inf_{y \in B} |x - y|\].

Note that a random attractor is unique. The following existence theorem is from \cite{6}.

**Theorem 2.5.** If there exists a compact absorbing set \(K(\omega)\), then there exists a random attractor of \(\varphi\).
2.5. Lévy processes.

2.5.1. Lévy processes for \( t \geq 0 \).

**Definition 2.6.** A stochastic process \( L = (L_t)_{t \geq 0} \) with \( L_0 = 0 \) a.s. is a \( d \)-dimensional Lévy process if

(i) \( L \) has independent increments; that is, \( L_t - L_s \) is independent of \( L_v - L_u \) if \( (u, v) \cap (s, t) = \emptyset \);

(ii) \( L \) has stationary increments; that is, \( L_t - L_s \) has the same distribution as \( L_v - L_u \) if \( t - s = v - u > 0 \);

(iii) \( L_t \) is right continuous with left limit.

Its characteristic function is given by

\[
\mathbb{E}\left( \exp\{i\langle z, L_t \rangle\} \right) = \exp\{t\Psi(z)\}, \quad z \in \mathbb{R}^d.
\]

The function \( \Psi : \mathbb{R}^d \to \mathbb{C} \) is called the characteristic exponent of the Lévy process \( L \). By the Lévy-Khintchine formula, there exist a nonnegative-definite \( d \times d \) matrix \( Q \), \( b \in \mathbb{R}^d \) and a measure \( \nu \) on \( \mathbb{R}^d \) satisfying

\[
\nu(\{0\}) = 0 \quad \text{and} \quad \int_{\mathbb{R}^d} (|u|^2 \wedge 1) \nu(du) < \infty, \quad (6)
\]

such that

\[
\Psi(z) = -\frac{1}{2} \langle z, Qz \rangle + i\langle z, b \rangle + \int_{\mathbb{R}^d} \left( e^{i\langle z, u \rangle} - 1 - i\langle z, u \rangle 1_{|u| \leq \delta} \right) \nu(du), \quad (7)
\]

where \( \delta > 0 \) is a constant. \( \nu \) is called the Lévy measure.

Set \( \kappa_t := L_t - L_{t-} \). Then \( \kappa \) defines a stationary \( (\mathcal{F}_0^t)_{t \geq 0} \)-adapted Poisson point process with values in \( \mathbb{R}^d \setminus \{0\} \) and the characteristic measure \( \nu \) (10). Let \( N_\kappa((0, t], du) \) be the counting measure of \( \kappa_t \), i.e., for \( B \in \mathcal{B}(\mathbb{R}^d \setminus \{0\}) \)

\[
N_\kappa((0, t], B) := \#\{0 < s \leq t : \kappa_s \in B\},
\]

where \( \# \) denotes the cardinality of a set. The compensator measure of \( N_\kappa \) is given by

\[
\tilde{N}_\kappa((0, t], du) := N_\kappa((0, t], du) - t\nu(du).
\]

The Lévy-Itô theorem states that there exist a \( d' \)-dimensional \( (\mathcal{F}_0^t)_{t \geq 0} \)-Brownian motion \( W_t \), \( 0 \leq d' \leq d \) and a \( d \times d' \) matrix \( A \) such that \( L \) can be represented as

\[
L_t = bt + AW_t + \int_0^t \int_{|u| \leq \delta} u\tilde{N}_\kappa(ds, du) + \int_0^t \int_{|u| > \delta} uN_\kappa(ds, du). \quad (8)
\]
2.5.2. Lévy processes for \( t \leq 0 \).

**Definition 2.7.** A stochastic process \( L^- = (L^-_t)_{t \leq 0} \) with \( L^-_0 = 0 \) a.s. is a \( d \)-dimensional Lévy process if

(i) \( L^- \) has independent increments; that is, \( L^-_t - L^-_s \) is independent of \( L^-_v - L^-_u \) if \( (v, u) \cap (t, s) = \emptyset \);

(ii) \( L^- \) has stationary increments; that is, \( L^-_t - L^-_s \) has the same distribution as \( L^-_v - L^-_u \) if \( t - s = v - u < 0 \);

(iii) \( L^-_t \) is left continuous with right limit.

Its characteristic function, characteristic exponent and the Lévy-Khintchine formula are the same as those for the Lévy process \( L = (L_t)_{t \geq 0} \).

Set \( \kappa^- := L^-_t - L^-_{t+} \). Then \( \kappa^- \) defines a stationary \((\mathcal{F}^0_t)_{t \leq 0}\)-adapted Poisson point process with values in \( \mathbb{R}^d \setminus \{0\} \) and characteristic measure \( \nu^- \). Define

\[
N^-_{\kappa^-}([t, 0), B) := \# \{ t \leq s < 0 : \kappa^-_s \in B \},
\]

for \( B \in \mathcal{B}(\mathbb{R}^d \setminus \{0\}) \). The compensator measure of \( N^-_{\kappa^-} \) is given by

\[
\tilde{N}^-_{\kappa^-}([t, 0), du) := N^-_{\kappa^-}([t, 0), du) + t\nu^-(du),
\]

where \( \nu^- \) is the Lévy measure for \( L^- \). By the similar proof to that of the Lévy-Itô theorem in [20] we obtain that there exist \( b^- \in \mathbb{R}^d \), a \( d' \)-dimensional \((\mathcal{F}^0_t)_{t \leq 0}\)-Brownian motion \( W^-_t \), \( 0 \leq d' \leq d \) and a \( d \times d' \) matrix \( A^- \) such that \( L^- \) can be represented as

\[
L^-_t = -b^- t - A^- W^-_t - \int_0^t \int_{|u| \leq \delta} u\tilde{N}^-_{\kappa^-}(ds, du)
- \int_0^t \int_{|u| > \delta} uN^-_{\kappa^-}(ds, du).
\]  

A Lévy process with two-sided time, \( t \in \mathbb{R} \), is defined to satisfy both Definitions 2.6 and 2.7.

3. Conjugacy for Itô SDE and RDE, and Linearization of SDEs

In this section, we study conjugacy for Itô SDEs and RDEs and apply the result to study linearization of SDEs with Lévy processes.

3.1. Conjugacy for Itô SDEs and RDEs. Take a one-sided \( m \)-dimensional Lévy process

\[
L_t = bt + AW_t + \int_0^t \int_{|u| \leq \delta} u\tilde{N}_{\kappa^-}(ds, du), \quad t \geq 0,
\]

where \( W_t \) is a \( m' \)-dimensional \((\mathcal{F}^0_t)_{t \geq 0}\)-Brownian motion, \( 0 \leq m' \leq m \), \( A = (a_{ij}) \) is a \( m \times m' \) matrix, \( 0 < \delta < 1 \), and consider the following Itô SDE on \( \mathbb{R}^d \) for \( y \in \mathbb{R}^d, \eta \in \mathbb{R} \):

\[
\begin{aligned}
\begin{cases}
\quad \text{d}Y_t = \eta \sigma(Y_t) \text{d}L_t, \\
\quad Y_0 = y,
\end{cases} \quad t \geq 0,
\end{aligned}
\]

where the differential is in the Itô sense ([10]).
Proposition 3.1. Assume that $\sigma_i(x) \in C_b^1$ for $i = 1, 2, \cdots, m$. If
\[
\begin{pmatrix}
y \\
\eta
\end{pmatrix} \mapsto \begin{pmatrix}
y \\
\eta \\
\eta \sigma_i(y) u^i
\end{pmatrix}
\]
is homeomorphic for any $u \in \{ u \in \mathbb{R}^m : |u| \leq \delta \}$ and the Jacobian matrix
\[
I + \begin{pmatrix}
\frac{\partial (\sigma_i(y))}{\partial y_1} u^i & \frac{\partial (\sigma_i(y))}{\partial y_2} u^i & \cdots & \frac{\partial (\sigma_i(y))}{\partial y_m} u^i \\
\frac{\partial (\sigma_i(y))}{\partial y_1} u^i & \frac{\partial (\sigma_i(y))}{\partial y_2} u^i & \cdots & \frac{\partial (\sigma_i(y))}{\partial y_m} u^i \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial (\sigma_i(y))}{\partial y_1} u^i & \frac{\partial (\sigma_i(y))}{\partial y_2} u^i & \cdots & \frac{\partial (\sigma_i(y))}{\partial y_m} u^i
\end{pmatrix}
\]
is invertible for any $y, \eta$ a.e. and $u \in \{ u \in \mathbb{R}^m : |u| \leq \delta \}$, then the solution $Y^\eta_{\cdot, \cdot}$ to (10) defines a stochastic flow of $C^1$-diffeomorphisms. Moreover, $Y^\eta_{\cdot, \cdot}$ is differentiable in $\eta$.

Proof. For any $\eta \in \mathbb{R}$, define $\eta_t := \eta$ and rewrite (10) as
\[
\bar{Y}_t(\bar{y}) = \bar{y} + \int_0^t F(\bar{Y}_s(\bar{y})) ds + \int_0^t G(\bar{Y}_s(\bar{y})) dW_s \\
+ \int_0^t \int_{|u| \leq \delta} J(\bar{Y}_s(\bar{y}), u) \bar{N}_\alpha(ds, du),
\]
where
\[
\bar{Y}_t = \begin{pmatrix} Y^\eta_{\cdot, \cdot} \\ \eta_t \end{pmatrix}, \quad \bar{y} = \begin{pmatrix} y \\ \eta \end{pmatrix},
\]
\[
F(\bar{Y}_t) = \begin{pmatrix} \eta \sigma_i(Y^\eta_{\cdot, \cdot}) b^i \\ 0 \end{pmatrix}, \quad J(\bar{Y}_t, u) = \begin{pmatrix} \eta \sigma_i(Y^\eta_{\cdot, \cdot}) u^i \\ 0 \end{pmatrix},
\]
\[
G(\bar{Y}_t) = \begin{pmatrix} \eta \sigma_i(Y^\eta_{\cdot, \cdot}) a^{i1} & \eta \sigma_i(Y^\eta_{\cdot, \cdot}) a^{i2} & \cdots & \eta \sigma_i(Y^\eta_{\cdot, \cdot}) a^{im} \\ 0 & 0 & \cdots & 0 \end{pmatrix}.
\]

By Theorem 3.11 in [14], for almost all $\omega$ and $t \geq 0$, $\bar{y} \mapsto \bar{Y}_t(\bar{y})$ is a stochastic flow of local $C^1$-diffeomorphisms on $\mathbb{R}^d \times \mathbb{R}$.

Now we prove that these diffeomorphisms are global. For any $R > 0$, $|\bar{y}| \leq R$. Fix $T > 0$ and $p > d + 1$. To (11), by BDG inequality in [14 Theorem 2.11] and Hölder’s inequality we have that
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\bar{Y}_t|^p \right) \leq 4^{p-1} |\bar{y}|^p + 4^{p-1} T^{p-1} \mathbb{E} \left( \int_0^T |F(\bar{Y}_s(\bar{y}))|^p ds \right) \\
+ 4^{p-1} C \mathbb{E} \left( \int_0^T \int_{|u| \leq \delta} |J(\bar{Y}_s(\bar{y}), u)|^p \nu(du) ds \right) \\
+ 4^{p-1} C \mathbb{E} \left( \int_0^T \int_{|u| \leq \delta} |J(\bar{Y}_s(\bar{y}), u)|^2 \nu(du) ds \right)^\frac{p}{2} \\
+ 4^{p-1} C \mathbb{E} \left( \int_0^T |G(\bar{Y}_s(\bar{y}))|^2 ds \right)^\frac{p}{2}.
\]

Noting that
\[
|F(\bar{Y}_t)| \leq C(1 + |\bar{Y}_t|),
\]

that

\[ |G(\bar{Y}_t)| \leq C(1 + |\bar{Y}_t|), \]
\[ |J(\bar{Y}_t, u)| \leq C(1 + |\bar{Y}_t|)u, \]

we obtain that

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{Y}_t|^p \right) \leq 4^{p-1} |\tilde{y}|^p + 4^{p-1} C^{p} \left( \int_0^T (1 + |\bar{Y}_s|^p) ds \right) \\
\leq 4^{p-1} C (1 + |\tilde{y}|^p) + 4^{p-1} C^{p} \left( \int_0^T \left( \sup_{0 \leq s \leq t} |\bar{Y}_s|^p \right) dt \right).
\]

Thus, Gronwall’s inequality leads us to

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{Y}_t|^p \right) \leq 4^{p-1} C (1 + |\tilde{y}|^p) e^{4^{p-1} CT}.
\]

For \( \tilde{y}^1 = \begin{pmatrix} y^1_1 \\ \eta^1 \end{pmatrix} \) and \( \tilde{y}^2 = \begin{pmatrix} y^2_1 \\ \eta^2 \end{pmatrix} \), by the similar deduction to the above one, we can have that

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{Y}_t^1 - \tilde{Y}_t^2|^p \right) \leq C |\tilde{y}^1 - \tilde{y}^2|^p.
\]

By the Kolmogorov’s continuity criterion in \([7]\), it yields that for almost all \( \omega \in \Omega \), \( \tilde{y} \mapsto \tilde{Y}_t(\tilde{y}) \) is continuous on \( \mathbb{R}^d \times \mathbb{R} \) for all \( t \geq 0 \). This completes the proof. \( \square \)

Take a two-sided \( m \)-dimensional Lévy process

\[
\hat{L}_t = \begin{cases} 
bt + AW_t + \int_0^t \int_{|u| \leq \delta} u \bar{N}_\kappa(ds, du), & t \geq 0, \\
-b^\tau - A^-W_t^- - \int_0^t \int_{|u| \leq \delta} u \bar{N}_\kappa^-(ds, du), & t < 0.
\end{cases}
\]

We consider the following stochastic integral equations: for \( x \in \mathbb{R}^d, \tau \in \mathbb{R} \),

\[
h_t^{x,\tau} = x + e^{-\tau} \int_{-\infty}^t e^s \sigma_i(h_s^{x,\tau}) d\hat{L}_s^i, \quad t \in \mathbb{R}, \quad (12)
\]
\[
h_t^{x,\tau} = x + e^{-\tau} \int_0^t \sigma_i(h_s^{x,\tau}) d\hat{L}_s^i, \quad t > 0, \quad (13)
\]

where \( \hat{L}_t := \int_{-\infty}^{\frac{1}{2} \log 2t} e^s d\bar{L}_s \). So, \( \hat{h}_t^{x,\tau} = h_t^{x,\tau} \frac{1}{\frac{1}{2} \log 2t} \).

By Definition \[2.3.1\] we know that \( \hat{L}_t \) is a Lévy process. Thus, Proposition \[3.1\] implies that \( x \mapsto \hat{h}_t^{x,\tau} \) is an a.s. \( C^1 \)-diffeomorphism of \( \mathbb{R}^d \). Then \( x \mapsto h_t^{x,\tau} \) is also a diffeomorphism of \( \mathbb{R}^d \) and \( h_t^{x,\tau} \) is differentiable in \( \tau \). Set

\[
H_t(\omega, x) := h_t^{x,\tau}|_{\tau=t}, \quad \Gamma_t(\omega, x) := \frac{\partial h_t^{x,\tau}}{\partial \tau}|_{\tau=t}, \quad t \in \mathbb{R}.
\]

**Proposition 3.2.** The following results hold:

(i) \[dH_t = \Gamma_t dt + \sigma_t(H_t) d\hat{L}_t^i;\]

(ii) \[H_{s+t}(\omega, x) = H_t(\theta_s \omega, x), \quad \Gamma_{s+t}(\omega, x) = \Gamma_t(\theta_s \omega, x), \quad s, t \in \mathbb{R},\]

for a.s. \( \omega \).
Proof. Set

\[ D(t, \tau) := \frac{\partial h_t^{x, \tau}}{\partial \tau}. \]

Then \( D(t, t) = \Gamma_t \), and it satisfies the following equation

\[ D(t, \tau) = -e^{-\tau} \int_{-\infty}^{t} e^s \sigma_i(h_s^{x, \tau}) d\hat{L}_s^i + e^{-\tau} \int_{-\infty}^{t} e^s \frac{\partial \sigma_i}{\partial x}(h_s^{x, \tau}) D(s, \tau) d\hat{L}_s^i. \]

So, for \( s \leq t, s, t \in \mathbb{R} \),

\[ H_t = x + e^{-t} \int_{-\infty}^{t} e^r \sigma_i(h_r^{x,i}) d\hat{L}_r^i \]

\[ = x + e^{-t} \int_{-\infty}^{s} e^r \sigma_i(h_r^{x,i}) d\hat{L}_r^i + e^{-t} \int_{s}^{t} e^r \sigma_i(h_r^{x,i}) d\hat{L}_r^i \]

\[ = x + e^{-t} \int_{-\infty}^{s} e^r \sigma_i(h_r^{x,i}) d\hat{L}_r^i + \int_{s}^{t} \sigma_i(h_r^{x,i}) d\hat{L}_r^i \]

\[ - \int_{s}^{t} \left( \int_{s}^{u} e^{-u} \sigma_i(h_r^{x,i}) d\hat{L}_r^i \right) du \]

\[ + \int_{s}^{t} \left( \int_{s}^{u} e^{-u} \frac{\partial \sigma_i}{\partial x}(h_r^{x,i}) D(r, u) d\hat{L}_r^i \right) du \]

\[ = x + \int_{s}^{t} \Gamma_u du + \int_{s}^{t} \sigma_i(H_r) d\hat{L}_r^i + e^{-t} \int_{-\infty}^{s} e^r \sigma_i(h_r^{x,i}) d\hat{L}_r^i \]

\[ + \int_{s}^{t} e^{-u} \left( \int_{-\infty}^{u} e^r \sigma_i(h_r^{x,i}) d\hat{L}_r^i \right) du \]

\[ - \int_{s}^{t} e^{-u} \left( \int_{-\infty}^{u} e^r \frac{\partial \sigma_i}{\partial x}(h_r^{x,i}) D(r, u) d\hat{L}_r^i \right) du. \]

where we have used the following formula

\[ e^{-t} \int_{s}^{t} e^r \sigma_i(h_r^{x,i}) d\hat{L}_r^i - \int_{s}^{t} \sigma_i(h_r^{x,i}) d\hat{L}_r^i = \int_{s}^{t} \left( \int_{s}^{u} e^{-u} \frac{\partial \sigma_i}{\partial x}(h_r^{x,i}) D(r, u) d\hat{L}_r^i \right) du \]

\[ - \int_{s}^{t} \left( \int_{s}^{u} e^{-u} \sigma_i(h_r^{x,i}) d\hat{L}_r^i \right) du. \]

The proof of this formula is in Appendix.

Via integration by parts,

\[ H_t = x + \int_{s}^{t} \Gamma_u du + \int_{s}^{t} \sigma_i(H_r) d\hat{L}_r^i + e^{-s} \int_{-\infty}^{s} e^r \sigma_i(h_r^{x,i}) d\hat{L}_r^i \]

\[ = H_s + \int_{s}^{t} \Gamma_u du + \int_{s}^{t} \sigma_i(H_r) d\hat{L}_r^i. \]

Thus,

\[ dH_t = \Gamma_t dt + \sigma_i(H_t) d\hat{L}_t^i. \]
To (ii), for $s, t \in \mathbb{R}$ and $\omega \in \Omega$,
\begin{align*}
H_{s+t}(\omega, x) &= x + e^{-(s+t)} \int_{-\infty}^{s+t} e^r \sigma_i(H_r(\omega, x)) \mathrm{d}\hat{L}_r^i \\
&= x + e^{-(s+t)} \int_{-\infty}^{t} e^{s+u} \sigma_i(H_{s+u}(\omega, x)) \mathrm{d}(\hat{L}_{s+u}^i - \hat{L}_s^i) \\
&= x + e^{-t} \int_{-\infty}^{t} e^{s} \sigma_i(H_{s+u}(\omega, x)) \mathrm{d}\hat{L}_u^i(\theta_s \omega).
\end{align*}

By the uniqueness of the solution to Eq. (15), we get
\[ H_{s+t}(\omega, x) = H_t(\theta_s \omega, x) \]
for a.s. $\omega$ and $s, t \in \mathbb{R}$. By a similar perfection procedure to one in [13], we obtain the first result of (ii). The similar deduction to the above one admits us to have that $\Gamma_{s+t}(\omega, x) = \Gamma_t(\theta_s \omega, x)$. \hfill $\square$

By the above Proposition, we know that $H_t$ and $\Gamma_t$ are stationary processes.

Now we consider the SDE
\[ \mathrm{d}X_t = a(X_t) \mathrm{d}t + \sigma_i(X_t) \mathrm{d}\hat{L}_t^i, \quad t \in \mathbb{R}, \quad (15) \]
and the RDE
\[ \mathrm{d}Y_t = \left( \frac{\partial}{\partial x} H_t \right)^{-1} (\omega, Y_t) \left[ a(H_t(\omega, Y_t)) - \Gamma_t(\omega, Y_t) \right] \mathrm{d}t, \quad t \in \mathbb{R}. \quad (16) \]

**Proposition 3.3.** Assume that $a(x) \in \mathcal{C}^{\gamma}_{b}$, $\sigma_i(x) \in \mathcal{C}^{\gamma}_{b}$ for $i = 1, 2, \cdots, m$, the mapping
\[ \begin{pmatrix} y \\ \eta \end{pmatrix} \mapsto \begin{pmatrix} y \\ \eta \end{pmatrix} + \begin{pmatrix} \eta \sigma_i(y) u^i \\ 0 \end{pmatrix} \]
is homeomorphic for $y \in \mathbb{R}^d$, $\eta \in \mathbb{R}$, $u \in \{ u \in \mathbb{R}^m : |u| \leq \delta \}$ and the Jacobian matrix
\[ I + \begin{pmatrix}
\eta \frac{\partial \sigma_i(y)}{\partial y_1} u^i & \cdots & \eta \frac{\partial \sigma_i(y)}{\partial y_d} u^i \\
\eta \frac{\partial \sigma_i(y)}{\partial y_1} u^i & \cdots & \eta \frac{\partial \sigma_i(y)}{\partial y_d} u^i \\
\vdots & \ddots & \vdots \\
\eta \frac{\partial \sigma_i(y)}{\partial y_1} u^i & \cdots & \eta \frac{\partial \sigma_i(y)}{\partial y_d} u^i \\
0 & \cdots & 0
\end{pmatrix} \left( \sigma_i(y) \right)^{u^i} \]
is invertible for any $y, \eta$ a.e. and $u \in \{ u \in \mathbb{R}^m : |u| \leq \delta \}$. Then
(i) the solution of Eq. (15) generates a global cocycle $\varphi_t$,
(ii) the solution of Eq. (16) generates a global cocycle $\psi_t$,
(iii) RDSs $\varphi_t$ and $\psi_t$ are conjugate with the cohomology $H_0$.

**Proof.** By Theorem 3.1 in [14], the solution of Eq. (15) generates a global cocycle $\varphi_t$. However, by the assumptions of $a(x)$ and $\sigma_i(x)$, we only obtain that Eq. (16) generates a local cocycle denoted by $\psi_t$. To prove that $\psi_t$ is global, we use conjugacy:

By the Itô-Ventzell formula in Appendix for $t \geq 0$, we have that
\[ \mathrm{d}H_t(\omega, Y_t) = \left( \frac{\partial}{\partial x} H_t \right) \left( \frac{\partial}{\partial x} H_t \right)^{-1} (\omega, Y_t) \left[ a(H_t(\omega, Y_t)) - \Gamma_t(\omega, Y_t) \right] \mathrm{d}t + \Gamma_t(\omega, Y_t) b^i \mathrm{d}t + \sigma_i(H_t(\omega, Y_t)) A^{ij} \mathrm{d}W_t^j \]

\[ 10 \]

\[ \frac{\partial}{\partial x} H_t \]
is homeomorphic for \( y \leq \delta \)

\[
\begin{align*}
+ \int_{|u| \leq \delta} \sigma_i(H_t(\omega, Y_t))u^i \tilde{N}_n(dt, du) \\
= a(H_t(\omega, Y_t))dt + \sigma_i(H_t(\omega, Y_t))d\tilde{L}_t^i.
\end{align*}
\]

For \( t < 0 \), based on the similar deduction to the above one, the same result holds. Thus,

\[
\varphi_t(\omega, \cdot) = H_0(\theta_t\omega, \cdot) \circ \psi_t(\omega, \cdot) \circ H_0(\omega, \cdot)^{-1},
\]

and

\[
\psi_t(\omega, \cdot) = H_0(\theta_t\omega, \cdot)^{-1} \circ \varphi_t(\omega, \cdot) \circ H_0(\omega, \cdot).
\]

Since \( \varphi_t(\omega, \cdot) \) is global, so is \( \psi_t(\omega, \cdot) \).

\[ \square \]

3.2. **Linearization of SDEs.** In this subsection, we study the relation between a SDE and its linearized SDE. A stochastic version of the Hartman-Grobman theorem serves our purpose ([4, 11]). Using the promising technique of conjugacy for flows generated by Stratonovitch SDEs with Brownian motions and flows generated by RDEs, Imkeller and Lederer in [11] proved a Hartman-Grobman theorem for continuous cocycles. Here we prove a Hartman-Grobman theorem for discontinuous cocycles.

**Theorem 3.4.** Assume that \( a(x) \in C^2_b, \sigma_i(x) \in C^2_b \) for \( i = 1, 2, \ldots, m \), the mapping

\[
\begin{pmatrix}
  y \\
  \eta
\end{pmatrix} \mapsto \begin{pmatrix}
  y \\
  \eta
\end{pmatrix} + \left( \eta \sigma_i(y)u^i \\
  0
\right)
\]

is homeomorphic for \( y \in \mathbb{R}^d, \eta \in \mathbb{R}, u \in \{ u \in \mathbb{R}^m : |u| \leq \delta \} \) and the Jacobian matrix

\[
I + \begin{pmatrix}
\eta \frac{\partial (\sigma_i(y))}{\partial y_1}u^i & \eta \frac{\partial (\sigma_i(y))}{\partial y_2}u^i & \cdots & \eta \frac{\partial (\sigma_i(y))}{\partial y_d}u^i & (\sigma_i(y))^1u^i \\
\eta \frac{\partial (\sigma_i(y))}{\partial y_1}u^i & \eta \frac{\partial (\sigma_i(y))}{\partial y_2}u^i & \cdots & \eta \frac{\partial (\sigma_i(y))}{\partial y_d}u^i & (\sigma_i(y))^2u^i \\
\vvdots & \vvdots & \cdots & \vvdots & \vvdots \\
\eta \frac{\partial (\sigma_i(y))}{\partial y_1}u^i & \eta \frac{\partial (\sigma_i(y))}{\partial y_2}u^i & \cdots & \eta \frac{\partial (\sigma_i(y))}{\partial y_d}u^i & (\sigma_i(y))^d u^i \\
0 & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

is invertible for any \( y, \eta \) a.e. and \( u \in \{ u \in \mathbb{R}^m : |u| \leq \delta \} \). Suppose \( a(0) = 0, \sigma_i(0) = 0 \) for \( i = 1, 2, \ldots, m \), and set \( B_0 := \frac{\partial a(0)}{\partial x}, B_i := \frac{\partial \sigma_i(0)}{\partial x} \) for \( i = 1, 2, \ldots, m \).

\( \varphi_t(\omega, \cdot) \) still denotes the RDS generated by Eq. (17). Let \( \varphi_t^0(\omega, \cdot) \) be a RDS generated by

\[
dx_t = B_0x_tdt + B_iX_td\tilde{L}_t^i, \quad t \in \mathbb{R}
\]

and suppose that all Lyapunov exponents of \( \varphi_t^0(\omega, \cdot) \) are non-zero. Then there exists a measurable mapping \( \zeta : \Omega \times \mathbb{R}^d \mapsto \mathbb{R}^d \) satisfying the following properties

(i) \( x \mapsto \zeta(\omega, x) \) is a homeomorphism of \( \mathbb{R}^d \) and \( \zeta(\omega, 0) = 0 \),

(ii) for \( \omega \in \Omega \), it holds that

\[
\varphi_t(\omega, x) = \zeta(\theta_t\omega, \cdot) \circ \varphi_t^0(\omega, \cdot) \circ \zeta(x, \cdot)^{-1}, \quad t \in \mathbb{R}.
\]

**Proof. Step 1.** Set

\[
F(\omega, y) := \left( \frac{\partial H_0}{\partial x} \right)^{-1}(\omega, y) \left[ a(\omega(\omega, y)) - \Gamma_0(\omega, y) \right].
\]

Then Eq. (16) can be rewritten as

\[
\begin{cases}
  dY_t = F(\theta_t\omega, Y_t)dt, \quad t \in \mathbb{R}, \\
  Y_0 = y.
\end{cases}
\]
Moreover, $F(\cdot, 0) = 0$ and for $\omega \in \Omega$, $F(\omega, \cdot) \in C^1(\mathbb{R}^d)$ by the assumptions for $a(x)$ and $\sigma_i(x)$, $i = 1, 2, \cdots, m$.

Define

$$f(\omega) := \left( \frac{\partial}{\partial y} F \right)(\omega, 0).$$

Hence,

$$f(\omega) = \left( \frac{\partial}{\partial x} H_0 \right)^{-1}(\omega, 0) \left[ B_0 \left( \frac{\partial}{\partial x} H_0 \right)(\omega, 0) - \left( \frac{\partial}{\partial x} R_0 \right)(\omega, 0) \right].$$

Introduce the following linear equation:

$$\begin{cases} \displaystyle \frac{dy_t}{dt} = f(\theta_t \omega) y_t dt, & t \in \mathbb{R}, \\ y_0 = y. \end{cases} \tag{18}$$

By the similar result to Theorem 3.2 in [11] (Only the continuity of $\theta_t \omega$ in $t$ is changed into right continuity with left limit), there exist measurable mappings $\varrho : \Omega \mapsto (0, \infty)$ and $\zeta : \Omega \times \mathbb{R}^d \mapsto \mathbb{R}^d$ such that

(i) $y \mapsto \zeta(\omega, y)$ is a homeomorphism of $\mathbb{R}^d$ and $\zeta(\omega, 0) = 0$,

(ii) for $\omega \in \Omega$, it holds that

$$\psi_t(\omega, y) = \zeta(\theta_t \omega, \cdot) \circ \psi^0_t(\omega, \cdot) \circ \zeta(\omega, y)^{-1}, \quad \tau^1_t(\omega, y) \leq t \leq \tau^1_t(\omega, y),$$

where $\psi_t(\omega, \cdot)$ and $\psi^0_t(\omega, \cdot)$ are the RDS generated by (16)' and (18), respectively, and

$$\tau^1_t(\omega, y) := \inf \{ t < 0 : |\psi_s(\omega, y)| \leq \varrho(\theta_s \omega) \text{ for all } t \leq s \leq t \};$$

$$\tau^1_t(\omega, y) := \sup \{ t > 0 : |\psi_s(\omega, y)| \leq \varrho(\theta_s \omega) \text{ for all } 0 \leq s \leq t \}.$$

Next, for $t \geq \tau^1_t(\omega, y)$, take $\psi^1_t(\omega, y)$ and $\psi^{0}_{t+}(\omega, y)$ as the initial values of (16) and (18), respectively, and consider (16) and (18) again. Using the cocycle property of solutions to (16) and (18), we obtain that

$$\psi_t(\omega, y) = \psi_{t-r^1_t}(\theta_{r^1_t} \omega, \psi^{0}_{t-r^1_t}(\omega, y))$$

$$= \zeta(\theta_{t-r^1_t} \omega, \cdot) \circ \psi^0_{t-r^1_t}(\theta_{r^1_t} \omega, \cdot) \circ \zeta(\omega, y)^{-1}$$

$$= \zeta(\theta_t \omega, \cdot) \circ \psi^0_{t-r^1_t}(\theta_{r^1_t} \omega, \cdot) \circ \zeta(\theta_{r^1_t} \omega, \cdot)^{-1} \circ \zeta(\theta_t \omega, \cdot) \circ \psi^0_{r^1_t}(\omega, \cdot) \circ \zeta(\omega, y)^{-1}$$

$$= \zeta(\theta_t \omega, \cdot) \circ \psi^0_{t-r^1_t}(\theta_{r^1_t} \omega, \cdot) \circ \zeta(\omega, y)^{-1}$$

$$= \zeta(\theta_t \omega, \cdot) \circ \psi^0(\omega, \cdot) \circ \zeta(\omega, y)^{-1},$$

for $\tau^1_t(\omega, y) \leq t \leq \tau^2_t(\omega, y)$, where

$$\tau^2_t(\omega, y) = \sup \{ t > \tau^1_t : |\psi_s(\omega, y)| \leq \varrho(\theta_s \omega) \text{ for all } \tau^1_t \leq s \leq t \}.$$

Doing this for $t \geq \tau^2_t(\omega, y)$ and $t \leq \tau^1_t(\omega, y)$, we see that for $\omega \in \Omega$,

$$\psi_t(\omega, y) = \zeta(\theta_t \omega, \cdot) \circ \psi^0_t(\omega, \cdot) \circ \zeta(\omega, y)^{-1}, \quad t \in \mathbb{R}.$$

**Step 2.** Consider the cocycles $\varphi^0_t(\omega, \cdot)$ and $\psi^0_t(\omega, \cdot)$ generated by Eq.(17) and Eq.(18), respectively. By the Itô-Ventzell formula in Appendix for $t \geq 0$, we get that

$$d \left( \frac{\partial}{\partial x} H_t \right)(\cdot, 0) y_t = \left( \frac{\partial}{\partial x} H_t \right)(\cdot, 0) \left( \frac{\partial}{\partial x} H_t \right)^{-1}(\cdot, 0) \left[ B_0 \left( \frac{\partial}{\partial x} H_t \right)(\cdot, 0) \right].$$
\[
- \left( \frac{\partial}{\partial x} \Gamma_t \right) (\cdot, 0) y_t dt + \left( \frac{\partial}{\partial x} \Gamma_t \right) (\cdot, 0) y_t dt \\
+ B_i \left( \frac{\partial}{\partial x} H_t \right) (\cdot, 0) y_t d\hat{L}_t^i \\
= B_0 \left( \frac{\partial}{\partial x} H_t \right) (\cdot, 0) y_t dt + B_i \left( \frac{\partial}{\partial x} H_t \right) (\cdot, 0) y_t d\hat{L}_t^i.
\]

For \( t < 0 \), in terms of the similar deduction to the above one, the result also holds.

Thus \( \psi_t^0(\omega, \cdot) \) and \( \psi_t^0(\omega, \cdot) \) are conjugate. \( \left( \frac{\partial}{\partial x} H_0 \right)^{-1}(\cdot, 0) \) is a cohomology of \( \psi_t^0(\omega, \cdot) \) and \( \psi_t^0(\omega, \cdot) \).

**Step 3.** Combining Proposition 3.3 with Steps 1-2, we obtain that

\[
\varphi_t(\omega, \cdot) = H_0(\theta_t \omega, \cdot) \circ \psi_t(\omega, \cdot) H_0(\omega, \cdot)^{-1} \\
= H_0(\theta_t \omega, \cdot) \circ \zeta(\theta_t \omega, \omega) \circ \psi_t^0(\omega, \cdot) \circ \zeta(\omega, \cdot)^{-1} \circ H_0(\omega, \cdot)^{-1} \\
= H_0(\theta_t \omega, \cdot) \circ \zeta(\theta_t \omega, \cdot) \circ \left( \frac{\partial}{\partial x} H_0 \right)^{-1}(\theta_t \omega, 0) \circ \varphi_t^0(\omega, \cdot) \\
\circ \left( \frac{\partial}{\partial x} H_0 \right)(\omega, 0) \circ \zeta(\omega, \cdot)^{-1} \circ H_0(\omega, \cdot)^{-1}.
\]

Set

\[
\zeta(\omega, \cdot) := H_0(\omega, \cdot) \circ \zeta(\omega, \cdot) \circ \left( \frac{\partial}{\partial x} H_0 \right)^{-1}(\omega, 0) \cdot.
\]

We thus have

\[
\varphi_t(\omega, x) = \zeta(\theta_t \omega, \cdot) \circ \varphi_t^0(\omega, \cdot) \circ \zeta(\omega, x)^{-1}.
\]

The proof is completed. \( \square \)

**Remark 3.5.** Since \( \psi_t \) and \( \psi_t^0 \) are locally conjugate via \( \zeta \) in Step 1, the result in the above theorem is local.

We present an example to demonstrate the above theorem.

**Example 3.6.** Take \( a(x) = \beta x - x^l \) and \( \sigma(x) = x \), where \( \beta = \alpha + \sigma^2/2 \). Here \( \alpha \) is a real parameter and \( \sigma \) is a positive parameter. Let \( l > 1 \) be an integer. Consider the following scalar nonlinear stochastic equation

\[
dX_t = (\beta X_t - X_t^l) dt + X_t d\hat{L}_t, \quad t \in \mathbb{R}.
\] (19)

Lyapunov stability for this equation has been studied in a special case where the Lévy process is replaced by a compound Poisson process in [8].

In this example, \( B_0 = \frac{\partial}{\partial x} a(0) = \beta \), and \( B = \frac{\partial}{\partial x} \sigma(0) = 1 \). Thus, by Theorem 3.4, the RDS \( \varphi_t(\omega, \cdot) \) generated by Eq. (19) is conjugate to the RDS \( \varphi_t^0(\omega, \cdot) \) generated by the linear stochastic equation

\[
dx_t = \beta x_t dt + x_t d\hat{L}_t, \quad t \in \mathbb{R}.
\] (20)
4. CONJUGACY FOR MARCUS SDEs AND RDEs, AND EXISTENCE OF GLOBAL ATTRACTORS

In this section, we first introduce Marcus SDEs, then we prove the conjugacy for a Marcus SDE and a related RDE and the existence of the global attractor for the Marcus SDE.

4.1. Conjugacy for Marcus SDEs and RDEs. A Marcus canonical SDE was introduced in [16]. For the Lévy process \( \hat{L}_t \) in Section 3.1, this SDE is as follows:

\[
d\bar{X}_t = \bar{a}(\bar{X}_t)dt + \bar{\sigma}_i(\bar{X}_t) \circ d\hat{L}_t^i, \quad t \in \mathbb{R},
\]

(21)

where \( \bar{a}, \bar{\sigma}_1, \bar{\sigma}_2, \ldots, \bar{\sigma}_m \) are vector fields on \( \mathbb{R}^d \), and “\( \circ \)” denotes the Marcus differential ([1, 14]). The precise definition is as follows:

\[
d\bar{X}_t = \begin{cases} 
\bar{a}(\bar{X}_t)dt + \bar{\sigma}_i(\bar{X}_t) \circ d\hat{L}_c^i(t) + \bar{\sigma}_i(\bar{X}_t-)d\hat{L}_d^i(t) \\
+ \{\Phi(\Delta \hat{L}_t, \bar{X}_t-) - \bar{X}_t - \bar{\sigma}_i(\bar{X}_t-)\Delta \hat{L}_t^i\}, & t \geq 0, \\
\bar{a}(\bar{X}_t)dt + \bar{\sigma}_i(\bar{X}_t) \circ d\hat{L}_c^i(t) + \bar{\sigma}_i(\bar{X}_t-)d\hat{L}_d^i(t) \\
+ \{\Phi(\Delta \hat{L}_t, \bar{X}_{t+}) - \bar{X}_{t+} - \bar{\sigma}_i(\bar{X}_{t+})\Delta \hat{L}_t^i\}, & t \leq 0,
\end{cases}
\]

where “\( \circ \)” stands for the Stratonovitch differential, \( \hat{L}_c(t) \) and \( \hat{L}_d(t) \) are continuous and purely discontinuous parts of the Lévy process \( \hat{L}(t) \), respectively,

\[
\Delta \hat{L}_t := \begin{cases} 
\hat{L}_t - \hat{L}_{t-}, & t \geq 0, \\
\hat{L}_t - \hat{L}_{t+}, & t \leq 0,
\end{cases}
\]

and \( \Phi(z, x) \) is the solution flow of the following ordinary differential equation

\[
\begin{cases} 
\frac{\partial \Phi(z, x)}{\partial z_i} = \bar{\sigma}_i(\Phi(z, x)), & i = 1, 2, \ldots, m, \\
\Phi(0, x) = x.
\end{cases}
\]

(22)

**Remark 4.1.** If the Lévy process \( \hat{L}_t \) has no discontinuous part, Eq.(21) changes into a Stratonovitch SDE, and \( \Phi(z, x) \) is the same as the auxiliary function in the Doss-Sussmann flow decomposition ([11, 12]).

Assume that \( \bar{\sigma}_i(x) \) is smooth for \( i = 1, 2, \ldots, m \) and the Lie bracket \( [\bar{\sigma}_i, \bar{\sigma}_j] = 0 \) in the sense of differential geometry for \( i, j = 1, 2, \ldots, m, i \neq j \). Then Eq.(22) possesses a solution denoted by \( \Phi(z, x) \) and \( x \mapsto \Phi(z, x) \) is a diffeomorphism of \( \mathbb{R}^d \), as in [22].

For \( \mu > 0 \), introduce the following process

\[
Z_t = e^{-\mu t} \int_{-\infty}^t e^{\mu s}d\hat{L}_s, \quad t \in \mathbb{R}.
\]

**Lemma 4.2.** \( Z_t \) has the following properties:

\( (i) \)

\[
dZ_t = -\mu Z_t dt + d\hat{L}_t, \quad t \in \mathbb{R},
\]

\( (ii) \)

\[
Z_{s+t}(\omega) = Z_t(\theta_s \omega), \quad s, t \in \mathbb{R}.
\]
Proof. Set $\tilde{L}_t := \int_{-\infty}^t e^{\mu s} d\tilde{L}_s$, and then $Z_t = e^{-\mu t} \tilde{L}_t$. By the Itô-Ventzell formula in Appendix for $t \geq 0$, one obtains that
\[
\begin{align*}
\text{d}Z_t &= e^{-\mu t} e^{\mu t} \text{d}b + e^{-\mu t} e^{\mu t} \text{Ad} \text{d}W_t - \mu e^{-\mu t} \tilde{L}_t \text{d}t \\
&\quad + \int_{|u| \leq \delta} (e^{-\mu (\tilde{L}_t + e^{\mu t} u)} - e^{-\mu \tilde{L}_t}) \mathcal{N}_\kappa (\text{d}t, \text{d}u) \\
&\quad + \int_{|u| \leq \delta} (e^{-\mu (\tilde{L}_t + e^{\mu t} u)} - e^{-\mu \tilde{L}_t} - e^{-\mu e^{\mu t} u}) \nu (\text{d}u) \text{d}t \\
&= -\mu Z_t \text{d}t + d\tilde{L}_t.
\end{align*}
\]
For $t < 0$, by the similar deduction to the above one, we could prove the same result. This yields (i).

To prove (ii), it holds that
\[
\begin{align*}
\left( \bar{\psi} \omega \right)_t &= \bar{\psi}_t \omega,
\end{align*}
\]
\[
\text{d} \bar{\psi}(\theta_s \omega) = \bar{\psi}(\theta_t \omega) = Z_t (\theta_s \omega).
\]
The proof is completed. \qed

Denote
\[
\bar{H}_t(x) := \Phi (Z_t, x), \quad t \in \mathbb{R}.
\]
By the above Lemma,
\[
\bar{H}_{s+t} (\omega, x) = \bar{H}_t (\theta_s \omega, x)
\]
and by Theorem 4.4.7 or Theorem 4.4.28 in \[1\],
\[
\text{d} \bar{H}_t = \bar{\sigma}_i (\bar{H}_t) \circ \text{d} Z^i_t = -\mu \bar{\sigma}_i (\bar{H}_t) Z^i_t \text{d}t + \bar{\sigma}_i (\bar{H}_t) \circ \text{d} \bar{L}_t.
\]
Introduce the following RDE
\[
\text{d}Y_t = \left( \frac{\partial}{\partial x} \bar{H}_t \right)^{-1} (\omega, Y_t) \left[ \bar{a} (\bar{H}_t (\omega, Y_t)) + \mu \bar{\sigma}_i (\bar{H}_t (\omega, Y_t)) Z^i_t \right] \text{d}t, \quad t \in \mathbb{R}. \tag{23}
\]

**Proposition 4.3.** RDSs $\varphi_t (\omega, \cdot)$ and $\tilde{\psi}_t (\omega, \cdot)$ are conjugate with cohomology $\bar{H}_0$, where $\varphi_t (\omega, \cdot), \tilde{\psi}_t (\omega, \cdot)$ are RDSs generated by Eq. (21) and Eq. (23), respectively.

**Proof.** We firstly show that the solutions of Eq. (21) and Eq. (23) generate global RDSs. By Theorem 3.16 in \[14\], the solution of Eq. (21) generates a global cocycle $\varphi_t (\omega, \cdot)$. To prove that $\tilde{\psi}_t (\omega, \cdot)$ is global, we use conjugacy.

Rewrite $\text{d} \bar{H}_t$ as the Itô form for $t \geq 0$
\[
\begin{align*}
\text{d} \bar{H}_t &= -\mu \bar{\sigma}_i (\bar{H}_t) Z^i_t \text{d}t + \bar{\sigma}_i (\bar{H}_t) b^i \text{d}t + \bar{\sigma}_i (\bar{H}_t) A^i j \text{d} W^j_t \\
&\quad + \frac{1}{2} \left( \frac{\partial \bar{\sigma}_i}{\partial x_k} \right) (\bar{H}_t) \left( \bar{\sigma}_j (\bar{H}_t) \right)^k A^i A^j \text{d}t
\end{align*}
\]
Thus, the Itô-Ventzell formula in Appendix for $t > 0$ implies that

$$d\tilde{H}_t(\omega, \bar{Y}_t) = \left( \frac{\partial}{\partial x} \tilde{H}_t \right) \left( \frac{\partial}{\partial x} \tilde{H}_t \right)^{-1} (\omega, \bar{Y}_t) \left[ \bar{a}(\tilde{H}_t(\omega, \bar{Y}_t)) + \mu \bar{\sigma}_i(\tilde{H}_t(\omega, \bar{Y}_t)) Z_i \right] dt$$

$$- \mu \bar{\sigma}_i(\tilde{H}_t(\omega, \bar{Y}_t)) Z_i \omega - \bar{\sigma}_i(\tilde{H}_t(\omega, \bar{Y}_t)) b^i \omega - \bar{\sigma}_i(\tilde{H}_t(\omega, \bar{Y}_t)) A^0_i dW^i$$

$$+ \frac{1}{2} \left( \frac{\partial \bar{\sigma}_i}{\partial x_k} \right) (\tilde{H}_t(\omega, \bar{Y}_t)) (\bar{\sigma}_j(\tilde{H}_t(\omega, \bar{Y}_t)))^k A^j_i A^j_i dt$$

$$+ \int_{|u| \leq \delta} \left( \Phi(u, \tilde{H}_{t+}(\omega, \bar{Y}_t)) - \tilde{H}_{t+}(\omega, \bar{Y}_t) \right) \bar{N}_\kappa(dt, du)$$

$$+ \int_{|u| \leq \delta} \left( \Phi(u, \tilde{H}_{t-}(\omega, \bar{Y}_t)) - \tilde{H}_{t-}(\omega, \bar{Y}_t) - \bar{\sigma}_i(\tilde{H}_{t-}(\omega, \bar{Y}_t)) u^i \right) \nu(du) dt$$

$$= \bar{a}(\tilde{H}_t(\omega, \bar{Y}_t)) dt + \bar{\sigma}_i(\tilde{H}_t(\omega, \bar{Y}_t)) \circ d\tilde{L}_i.$$

For $t < 0$, by the similar deduction to the above one, the same result holds. Thus,

$$\bar{\varphi}_t(\omega, \cdot) = \tilde{H}_0(\theta_t \omega, \cdot) \circ \bar{\psi}_t(\omega, \cdot) \circ \tilde{H}_0(\omega, \cdot)^{-1},$$

and

$$\bar{\psi}_t(\omega, \cdot) = \tilde{H}_0(\theta_t \omega, \cdot)^{-1} \circ \bar{\varphi}_t(\omega, \cdot) \circ \tilde{H}_0(\omega, \cdot).$$

Since $\bar{\varphi}_t(\omega, \cdot)$ is global, so is $\bar{\psi}_t(\omega, \cdot)$. \qed

We present two examples to explain what the cohomology $\tilde{H}_0$ is.

**Example 4.4.** Take $\bar{\sigma}_i(x) = \bar{\sigma}_x$ for $i = 1, 2, \cdots, m$, where $\bar{\sigma}_i \in \mathbb{R}^{d \times d}$ and $\bar{\sigma}_i \bar{\sigma}_j = \bar{\sigma}_j \bar{\sigma}_i$, $i \neq j$. Then Eq. (23) changes into

$$\left\{ \begin{array}{l}
\frac{\partial \Phi(z, x)}{\partial z_i} = \bar{\sigma}_i \Phi(z, x), \quad i = 1, 2, \cdots, m, \\
\Phi(0, x) = x.
\end{array} \right.$$

Solving it, we obtain that $\Phi(z, x) = x \exp \{ \bar{\sigma}_i z_i \}$. So,

$$\tilde{H}_t(\cdot, x) = \Phi(Z_t, x) = x \exp \{ \bar{\sigma}_i Z_i \} = x \exp \{ \bar{\sigma}_i Z_i \} \circ \theta_t \cdot$$

$$= \tilde{H}_0(\theta_t \cdot, x).$$
In this case, the RDE (23) becomes
\[ d\bar{Y}_t = \exp\{-\bar{\sigma}_i Z_i^t\} \left[ \bar{a}(\bar{Y}_t \exp\{\bar{\sigma}_i Z_i^t\}) + \mu \bar{\sigma}_i \bar{Y}_t \exp\{\bar{\sigma}_i Z_i^t\} Z_i^t \right] dt, \quad t \in \mathbb{R}. \]

**Example 4.5.** Take \( \bar{\sigma}_i(x) = \bar{\sigma}_i + \beta_i \) for \( i = 1, 2, \ldots, m \), where \( \beta_i \in \mathbb{R}^d, \bar{\sigma}_i \in \mathbb{R}^{d \times d} \) and \( \bar{\sigma}_i \bar{\sigma}_j = \bar{\sigma}_j \bar{\sigma}_i, \bar{\sigma}_i \beta_j = \bar{\sigma}_j \beta_i, i \neq j \). Thus the solution of Eq. (22) is
\[ \Phi(z, x) = x \exp\{\bar{\sigma}_i Z_i^t\} + \bar{\sigma}_i^{-1}(\exp\{\bar{\sigma}_i Z_i^t\} - I) \beta_i, \]
where \( \bar{\sigma}_i^{-1} \) is the pseudo-inverse of the matrix \( \bar{\sigma}_i \).

Hence
\[ \bar{H}_t(x, t) = \Phi(Z_t, x) = x \exp\{\bar{\sigma}_i Z_i^t\} + \bar{\sigma}_i^{-1}(\exp\{\bar{\sigma}_i Z_i^t\} - I) \beta_i \]
\[ = \left[ x \exp\{\bar{\sigma}_i Z_i^t\} + \bar{\sigma}_i^{-1}(\exp\{\bar{\sigma}_i Z_i^t\} - I) \beta_i \right] \circ \theta_t. \]

Finally, the RDE (23) is written as
\[ d\bar{Y}_t = \exp\{-\bar{\sigma}_i Z_i^t\} \left[ \bar{a}(\bar{H}_t(\omega, \bar{Y}_t)) + \mu \bar{\sigma}_i \bar{H}_t(\omega, \bar{Y}_t) Z_i^t + \mu \beta_i Z_i^t \right] dt, \quad t \in \mathbb{R}. \]

4.2. Existence of global attractors. We need some concepts. The function \( V : \mathbb{R}^d \rightarrow \mathbb{R}_+ \) is called the Lyapunov function of Eq. (24) and assume that \( V \) preserves temperedness. Set
\[ d\bar{y}_t = \bar{a}(\bar{y}_t) dt, \quad t \in [0, \infty). \] (24)

if there exists \( \alpha > 0 \) such that
\[ \limsup_{|y| \rightarrow \infty} \langle \nabla \log V(y), \bar{a}(y) \rangle \leq -\alpha. \] (25)

A function \( U : \mathbb{R}^d \rightarrow \mathbb{R}_+ \) is said to preserve temperedness if \( U^{-1}(G) \) is tempered for tempered \( G \). Finally, a function \( k : \mathbb{R}^m \rightarrow \mathbb{R} \) is said to be subexponentially growing if there exists \( c > 0 \) such that \( e^{-c|z|} k(z) \) is bounded.

**Proposition 4.6.** Let \( V \) be a Lyapunov function of Eq. (24) and assume that \( V \) preserves temperedness. Set
\[ l(z, y) := \left( \frac{\partial \Phi}{\partial y} \right)^{-1}(z, y), \quad z \in \mathbb{R}^m, y \in \mathbb{R}^d. \]

Assume that there are subexponentially growing functions \( k_1 \) and \( k_2 \) such that
\[ \limsup_{|y| \rightarrow \infty} \sup_{z \in \mathbb{R}^m} \left| \langle \nabla \log V(y), \frac{l(z, y)}{k_1(z)} \rangle \right| = 0, \] (26)
\[ \limsup_{|y| \rightarrow \infty} \sup_{z \in \mathbb{R}^m} \left| \langle \nabla \log V(y), \bar{a}(y) - \left( \frac{\partial \Phi}{\partial y} \right)^{-1}(z, y) \bar{a}(\Phi(z, y)) \rangle \right| \leq 1, \] (27)

and
\[ \lim_{z \rightarrow 0} k_2(z) = 0. \]

Then \( \bar{y}_t \) has a global random attractor.

The proof is similar to one for Corollary 2.1 in [12] and we thus omit it. Now, we state and prove the main result in this subsection.
**Theorem 4.7.** Under the conditions of Proposition 4.6, $\tilde{\varphi}_t$ has a global random attractor.

**Proof.** By the above Proposition, we know that $\tilde{\psi}_t$ has a global random attractor $A(\omega)$. Then by definition

$$\tilde{\psi}_t(\omega, A(\omega)) = A(\theta_t \omega).$$

Define $B(\omega) := H_0(\omega, A(\omega))$. Therefore

$$\tilde{\varphi}_t(\omega, B(\omega)) = \tilde{\varphi}_t(\omega, \cdot) \circ H_0(\omega, A(\omega))$$

$$= \tilde{\varphi}_t(\omega, \cdot) \circ \bar{H}_0(\omega, \cdot) \circ A(\omega)$$

$$= \bar{H}_0(\theta_t \omega, \cdot) \circ \tilde{\psi}_t(\omega, \cdot) \circ \bar{H}_0(\omega, \cdot)^{-1} \circ \bar{H}_0(\omega, \cdot) \circ A(\omega)$$

$$= \bar{H}_0(\theta_t \omega, \cdot) \circ \tilde{\psi}_t(\omega, \cdot) \circ A(\omega)$$

$$= H_0(\theta_t \omega, A(\omega))$$

$$= B(\theta_t \omega).$$

For any random tempered bounded set $G(\omega)$, by the assumption on $\bar{\sigma}_i$ for $i = 1, 2, \ldots, m$, $\bar{H}_0(\omega, \cdot)^{-1} \circ G(\omega)$ is tempered. Thus, by Definition 2.4

$$\lim_{t \to +\infty} \text{dist}(\tilde{\psi}_t(\theta^{-} i \omega, \cdot) \circ \bar{H}_0(\theta^{-} i \omega, \cdot)^{-1} \circ G(\theta^{-} i \omega), A(\omega)) = 0.$$

Since, by conjugacy and the assumption on $\bar{\sigma}_i$ for $i = 1, 2, \ldots, m$,

$$\text{dist}(\tilde{\varphi}_t(\theta^{-} i \omega, G(\theta^{-} i \omega)), B(\omega))$$

$$= \text{dist}(\tilde{\varphi}_t(\theta^{-} i \omega, \cdot) \circ G(\theta^{-} i \omega), \bar{H}_0(\omega, A(\omega)))$$

$$= \text{dist}(\bar{H}_0(\omega, \cdot) \circ \tilde{\psi}_t(\theta^{-} i \omega, \cdot) \circ \bar{H}_0(\theta^{-} i \omega, \cdot)^{-1} \circ G(\theta^{-} i \omega), \bar{H}_0(\omega, A(\omega)))$$

$$\leq \text{dist}(\tilde{\psi}_t(\theta^{-} i \omega, \cdot) \circ \bar{H}_0(\theta^{-} i \omega, \cdot)^{-1} \circ G(\theta^{-} i \omega), A(\omega)),$$

we obtain that

$$\lim_{t \to +\infty} \text{dist}(\tilde{\varphi}_t(\theta^{-} i \omega, G(\theta^{-} i \omega)), B(\omega)) = 0,$$

for all tempered random bounded set $G(\omega) \subset \mathbb{R}^d$.

Finally, by Definition 2.4 $B(\omega)$ is a global random attractor for $\tilde{\varphi}_t$. This completes the proof. \hfill \Box

In the following example, we apply the above theorem to show the existence of a global attractor for the stochastic Duffing-van der Pol equations with Lévy processes.

**Example 4.8.** Consider the following Duffing-van der Pol system with Lévy processes:

$$\begin{cases}
\frac{dx_1(t)}{dt} = x_2(t), \\
\frac{dx_2(t)}{dt} = \left[\gamma_1 x_1(t) + \gamma_2 x_2(t) - x_1(t)^3 - x_1(t)^2 x_2(t)\right] + \sigma_1 x_1(t) \circ d\hat{L}_1 + \sigma_2 \circ d\hat{L}_2,
\end{cases}$$

where $\gamma_1, \gamma_2, \sigma_1, \sigma_2 \in \mathbb{R}^1$ and $\hat{L}_t = (\hat{L}_1, \hat{L}_2)$ is a 2-dimensional Lévy process as defined in Section 3.1. This system has been studied in special cases: the Lévy process is replaced by the Brownian motion in [12, 21] and by the Poisson process in [25]. Set

$$\bar{X}_1(t) := x_1(t),$$

$$\bar{X}_2(t) := x_2(t) - \gamma_2 x_1(t) + \frac{1}{3} x_1(t)^3.$$
Then the above system is transformed into
\[ d\tilde{X}_t = \tilde{a}(\tilde{X}_t)dt + (\tilde{\sigma}_i \tilde{X}_t + \beta_i) \cdot d\tilde{L}_t, \quad t \in \mathbb{R}, \]
where
\[ \tilde{a}(y) = \left( \begin{array}{c} \gamma_2 y_1 - \frac{1}{3} y_1^3 + y_2 \\ \gamma_1 y_1 - \frac{1}{3} y_1^3 \end{array} \right), \]
\[ \tilde{\sigma}_1 = \left( \begin{array}{cc} 0 & 0 \\ \sigma_1 & 0 \end{array} \right), \quad \beta_1 = 0, \quad \sigma_2 = 0, \quad \text{and} \quad \beta_2 = \left( \begin{array}{c} 0 \\ \sigma_2 \end{array} \right). \]

For the deterministic equation
\[ d\bar{y}_t = \bar{a}(\bar{y}_t)dt, \]
the function
\[ V(y) = \frac{7}{24} y_1^4 + \frac{1}{4} y_1^2 + \frac{1}{4} y_2^2 + \frac{1}{2} (y_1 - y_2)^2 \]
is a Lyapunov function. Indeed,
\[ \nabla V(y) = \left( \begin{array}{c} \frac{7}{6} y_1^3 + \frac{3}{2} y_1 - y_2 \\ \frac{3}{2} y_2 - y_1 \end{array} \right), \]
and
\[ \langle \nabla V(y), \bar{a}(y) \rangle = -\frac{7}{18} y_1^6 + \frac{7}{6} \gamma_2 + \frac{1}{2} y_1^4 + \frac{3}{2} \gamma_2 - \gamma_1 \]
\[ + \left( \frac{3}{2} - \gamma_2 + \frac{3}{2} \gamma_1 \right) y_1 y_2 - y_2^2. \]

Thus, there exists \( \eta > 0 \) such that
\[ \lim \sup_{|y| \to \infty} \frac{\langle \nabla V(y), \bar{a}(y) \rangle}{\kappa(y)} \leq -\eta, \quad (28) \]
where \( \kappa(y) = y_1^6 + y_2^2 \). Thus, \( V(y) \) is a Lyapunov function.

Noticing that
\[ \exp\{\tilde{\sigma}_1 z^1\} = \left( \begin{array}{cc} 1 & 0 \\ \sigma_1 & 1 \end{array} \right), \quad \exp\{-\tilde{\sigma}_1 z^1\} = \left( \begin{array}{cc} 1 & 0 \\ -\sigma_1 & 1 \end{array} \right), \]
by Example 4.5 we get
\[ \Phi(z, y) = y \exp\{\tilde{\sigma}_1 z^1\} + \beta_2 z^2 \]
\[ = \left( \begin{array}{c} y_1 \\ \sigma_1 y_1 z^1 + y_2 + \sigma_2 z^2 \end{array} \right). \]

Therefore,
\[ l(z, y) = \left( \frac{\partial \Phi}{\partial y} \right)^{-1}(z, y) \left[ \tilde{\sigma}_1 (\Phi(z, y)) z^1 + \tilde{\sigma}_2 (\Phi(z, y)) z^2 \right] \]
\[ = \exp\{-\tilde{\sigma}_1 z^1\} \left[ \tilde{\sigma}_1 (y \exp\{\tilde{\sigma}_1 z^1\} + \beta_2 z^2) z^1 + \tilde{\sigma}_2 \right] \]
\[ = \tilde{\sigma}_1 y z^1 + \exp\{-\tilde{\sigma}_1 z^1\} \beta_2 z^2 \]
\[ = \left( \begin{array}{cc} 0 \\ \sigma_1 y_1 z^1 + \sigma_2 z^2 \end{array} \right). \]
and 

\[ \langle \nabla V(y), l(z, y) \rangle = \left( \frac{3}{2} y_2 - y_1 \right) \left( \sigma_1 y_1 z^1 + \sigma_2 z^2 \right) \]

\[ = \sigma_1 \left( \frac{3}{2} y_1 y_2 - y_1^2 \right) z^1 + \sigma_2 \left( \frac{3}{2} y_2 - y_1 \right) z^2. \]

Set \( k_1(z) := C|z|. \) Then \( k_1(z) \) is subexponentially growing and 

\[ \limsup_{|y| \to \infty} \sup_{z \in \mathbb{R}^m} \left| \left( \nabla \log V(y), \frac{l(z, y)}{k_1(z)} \right) \right| = 0. \]

Thus, the condition (26) in Proposition 4.6 is satisfied.

To justify (27), we decompose \( \bar{a}(y) \) into two parts:

\[ \bar{a}(y) = Ay + \left( \begin{array}{c} -\frac{1}{3} y_1^3 \\ -y_1^2 \end{array} \right), \]

where \( A := \left( \begin{array}{cc} \gamma_2 & 1 \\ \gamma_1 & 0 \end{array} \right). \) Hence,

\[ \bar{a}(y) - \left( \frac{\partial \Phi}{\partial y} \right)^{-1}(z, y) \bar{a}(\Phi(z, y)) = Ay - \left( \frac{\partial \Phi}{\partial y} \right)^{-1}(z, y) A \Phi(z, y) \]

\[ + \left( \begin{array}{c} -\frac{1}{3} y_1^3 \\ -y_1^2 \end{array} \right) - \left( \frac{\partial \Phi}{\partial y} \right)^{-1}(z, y) \left( \begin{array}{c} -\frac{1}{3} y_1^3 \\ -y_1^2 \end{array} \right) \]

\[ = Ay - \exp\{-\sigma_1 z^1\} A \exp\{\sigma_1 z^1\} y - \exp\{-\sigma_1 z^1\} A \beta_2 z^2 \]

\[ + (I - \exp\{-\sigma_1 z^1\}) \left( \begin{array}{c} -\frac{1}{3} y_1^3 \\ -y_1^2 \end{array} \right) \]

\[ = \left( \begin{array}{cc} -1 & 0 \\ \gamma_2 + \sigma_1 z^1 & 1 \end{array} \right) y \sigma_1 z^1 - \left( \begin{array}{cc} 1 & \sigma_2 z^2 \\ -\sigma_1 z^1 & 1 \end{array} \right) \]

\[ =: S_1 + S_2 + S_3. \]

Define 

\[ k_2(z) := (\sqrt{2} + |\gamma_2| + |\sigma_1||z||\sigma_1|) |z| \]

\[ + (1 + |\sigma_1||z||\sigma_2|) |z| + |\sigma_1||z|. \]

Then \( k_2(z) \) is subexponentially growing and 

\[ \lim_{z \to 0} k_2(z) = 0. \]

Moreover,

\[ \frac{\langle \nabla \log V(y), \bar{a}(y) - \left( \frac{\partial \Phi}{\partial y} \right)^{-1}(z, y) \bar{a}(\Phi(z, y)) \rangle}{|\langle \nabla \log V(y), \bar{a}(y) \rangle| k_2(z)} = \frac{\langle \nabla V(y), S_1 + S_2 + S_3 \rangle}{|\langle \nabla \log V(y), \bar{a}(y) \rangle||k_2(z)|} \]

\[ \leq \frac{|\nabla V(y)||y|}{|\langle \nabla \log V(y), \bar{a}(y) \rangle|} + \frac{|\nabla V(y)|}{|\langle \nabla \log V(y), \bar{a}(y) \rangle|} \]

20
\[
\frac{1}{m} \left( \left(\frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \right) \left( \frac{\partial}{\partial x^k} \frac{\partial}{\partial x^l} \right) \right) F_{ijkl}^y \left( y, \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \right) + \left( \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \right) \left( \frac{\partial}{\partial x^k} \frac{\partial}{\partial x^l} \right) \right) F_{ijkl}^y \left( y, \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \right)
\]

It follows from (23) that there exists a constant \(C > 0\) such that
\[
|\nabla V(y), \bar{a}(y)| \leq C\kappa(y).
\]
Thus, by simple calculation, we obtain that
\[
\limsup_{|y| \to \infty} \sup_{z \in \mathbb{R}^m} \left\langle \nabla \log V(y), \bar{a}(y) - \left( \frac{\partial}{\partial y} \right)^{-1}(z, y) \bar{a}(\Phi(z, y)) \right\rangle \frac{1}{k_2(z)} \leq 1.
\]
By Theorem 4.7, the stochastic Duffing-van der Pol equation has a global attractor.

5. APPENDIX

In this section, we recall the Itô-Ventzell formula in the context of SDEs with Lévy processes (see [18]), and then provide a proof for the formula (14) in Section 3.

The Itô-Ventzell formula:
Let \((\mathcal{U}, \mathcal{U})\) be a measurable space and \(n\) be a \(\sigma\)-finite measure on it. Let \(\mathcal{U}_0\) be a set in \(\mathcal{U}\) such that \(n(\mathcal{U} - \mathcal{U}_0) < \infty\).

Consider two processes with jumps
\[
\eta_t = \eta_0 + \int_0^t e_s ds + \int_0^t f_s dW_s + \int_0^t \int_{\mathcal{U}_0} g(s, u) \tilde{N}_q(ds, du),
\]
\[
\xi_t(x) = \xi_0(x) + \int_0^t E_s(x) ds + \int_0^t F_s^l(x) dW_s^l + \int_0^t \int_{\mathcal{U}_0} G(s, u) \tilde{N}_q(ds, du),
\]
where \(\eta, e, f, g, u\) for \(u \in \mathcal{U}_0\) are predictable processes valued in \(\mathbb{R}^d, \mathbb{R}^d, \mathbb{R}^{d \times m}, \mathbb{R}^d\), respectively, and \(\xi(x), E(x), F_s^l(x), G(\cdot, x, u)\) for \(x \in \mathbb{R}^d, u \in \mathcal{U}_0\) and \(l = 1, 2, \ldots, d\) are real predictable processes; \(\{q_t, t \geq 0\}\) is a stationary \(\mathcal{F}_t\)-adapted Poisson point process with values in \(\mathcal{U}\) and characteristic measure \(n\). Let \(N_q((0, t], du)\) be the counting measure of \(q_t\) such that \(\mathbb{E}N_q((0, t], A) = tn(A)\) for \(A \in \mathcal{U}\). Denote
\[
\tilde{N}_q((0, t], du) := N_q((0, t], du) - tn(du),
\]
the compensator of \(q_t\). Moreover \(e, f, g\) and \(E(x), F_s^l(x), G(\cdot, x, \cdot)\) satisfy the following integrable conditions: for \(t \in \mathbb{R}^+\)
\[
\int_0^t |e_s| ds < \infty, \int_0^t |f_s|^2 ds < \infty, \int_0^t \int_{\mathcal{U}_0} |g(s, u)|^2 n(du) ds < \infty,
\]
\[
\int_0^t |E_s(x)| ds < \infty, \sum_l \int_0^t |F_s^l(x)|^2 ds < \infty, \int_0^t \int_{\mathcal{U}_0} |G(s, u)|^2 n(du) ds < \infty.
\]

**Proposition 5.1.** Assume that \(\xi_t(\omega, \cdot) \in C^2_b(\mathbb{R}^d, \mathbb{R}), E_t(\omega, \cdot) \in C(\mathbb{R}^d, \mathbb{R}), F_t^l(\omega, \cdot) \in C^1_b(\mathbb{R}^d, \mathbb{R})\) and \(G(t, \omega, \cdot, u) \in C^1(\mathbb{R}^d, \mathbb{R})\) for \((t, \omega) \in \mathbb{R}^+ \times \Omega\) and \(u \in \mathcal{U}_0\). Then
\[
d\xi_t(\eta_t) = \left( \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \right) \left( \frac{\partial}{\partial x^k} \frac{\partial}{\partial x^l} \right) F_{ijkl}^y \left( y, \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \right) e_t^i dt + \left( \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \right) \left( \frac{\partial}{\partial x^k} \frac{\partial}{\partial x^l} \right) F_{ijkl}^y \left( y, \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \right) f_t^i f_t^j dt + \int_{\mathcal{U}_0} \left[ \xi_t^-(\eta_t^+) + g(t, u) - \xi_t^-(\eta_t^-) - \left( \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \right) F_{ijkl}^y \left( y, \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \right) g(t, u) \right] n(du) dt.
This proves the formula (14) in Section 3.

The Itô-Ventzell formula for \( t < 0 \) could be proved by the similar method to one in [18].

**Proof of formula (14) in Section 3:**

We examine the right hand side of the formula (14), and show that it is equal to the left hand side. By the Fubini theorem [17], we obtain that

\[
\int_{t^-}^{t^+} \left( \int_{r}^{u} e^{-r-u} \sigma_i(h^x_u) d\hat{L}_r \right) du - \int_{s}^{t} \left( \int_{s}^{u} e^{-r-u} \sigma_i(h^x_u) d\hat{L}_r \right) du
\]

= \int_{s}^{t} \left( \int_{s}^{u} \frac{\partial}{\partial v} [e^{-v-u} \sigma_i(h^x_v)]_{v=u} d\hat{L}_r \right) du

= \int_{s}^{t} \left( \int_{s}^{t} \partial_v [e^{-v-u} \sigma_i(h^x_v)]_{v=u} I_{[s,u]}(r) d\hat{L}_r \right) du

= \int_{s}^{t} \left( \int_{s}^{t} \partial_u [e^{-v-u} \sigma_i(h^x_v)]_{v=u} I_{[s,u]}(r) d\hat{L}_r \right) du

= e^{-t} \int_{s}^{t} e^{v-u} \sigma_i(h^x_v) d\hat{L}_r - \int_{s}^{t} \sigma_i(h^x_v) d\hat{L}_r.

This proves the formula (14) in Section 3.
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