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Contextual sensing using wearable cameras has seen a variety of different camera angles proposed to capture a wide gamut of different visual scenes. In this paper, we propose a new camera view that aims to capture the same visual information as many of the camera positions and orientations combined from a single camera viewpoint. The camera, mounted on the corner of a glasses frame is pointing downwards towards the floor, a field-of-view we named Personal Activity Radius (PAR). The PAR field-of-view captures the visual information around a wearer’s personal bubble, including items they interact with, their body motion, their surrounding environment, etc. In our evaluation, we tested the PAR view’s interpretability by human labelers in two different activity tracking scenarios: food related behaviors and exercise tracking. Human labelers achieved an overall high level of precision in identifying body motions in exercise tracking of 91% precision and eating/drinking motions at 96% precision. Item interaction identification reached a precision of 86% precision for labeling grocery categories. We show a high level on the device setup and contextual views we were able to capture with the device. We see that the camera wide angle captures different activities such as driving, shopping, gym exercises, walking and eating and can observe the specific interaction item of the user as well as the immediate contextual surrounding.
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1 INTRODUCTION & BACKGROUND

Measuring a person’s behavior through understanding their context and activity is central to enabling a variety of ubiquitous computing applications for mobile and wearable systems [1]. In the frame of wearable health monitoring, tracking and understanding a person’s behavior is needed to complement physiological measures to truly understand the dynamical nature of the person’s body response in order to fight diseases, improve living quality, and provide awareness for habits in someone’s life [18, 36, 38]. In the frame of rich and seamless interactivity of mobile computers, knowing the context can help determine what information to serve, when to serve it, and how best to adapt it based on the user’s needs now and in the future [12]. Things such as time, location, mobility information, and gross body movement are largely solved problems [5, 51]. However, fine grained semantics like what surrounds the person at a specific location, what are the different activities the person engaged in at said location, the quality of the person’s actual movement and more are particularly difficult to capture as the variety of what a person does over time is widely varying and what we want to measure is often application dependent.

Wearable cameras have been shown to enable tracking a wide-range of human activities and behaviors [7, 39]. With the camera pointed at a subject’s face, cameras can track the mouth for potential food or water intake or...
habitual activities like nail biting [3, 53]. Pointed out at the chest and shoulder level, hand manipulations can be seen in front of the body and the item of interest often gets captured [6, 17, 26, 29, 35]. At the waist and lower body level, cameras can observe a person’s posture and ambulatory movements, surrounding and walking conditions [28, 48]. Cameras attached to a human’s head capture full body motions like squatting, bending, push-ups, and other motions where the head moves in space, which are captured as an optical flow of the environment in conjunction with the body posture change [51].

Wearable cameras are indeed a very flexible tool for capturing a whole gamut of information, but suffer from a major limitation. Each wearable camera is limited to where their field-of-view is pointed. If we need to move the camera for each application, it requires an active interaction from the wearer to move the camera for each use case. This makes unobserved background processing of many activity tracking applications almost impossible. If instead, a single physical orientation can capture the majority of visual information needed for the many applications proposed thus far, we can imagine developing a wide-range of software-enabled “virtual sensors”.

We use a camera orientation on a glasses form-factor where a wide-angle camera is positioned at the edge of the frame with the field of view pointed downwards into the wearer’s personal bubble. We named this field of view the Personal Activity Radius (PAR). The PAR field-of-view is a subset of the Peripersonal Space concept used in neuroscience [42] and constrains the visual scene to a view on the wearer from above, specifically on everything below the user’s nose and down to the ground with a radius of about an arm’s length. Figure 1 shows a sampling of the various scenes captured by our prototype PAR camera glasses. The PAR field-of-view encapsulates a wide-range of visual contexts of interest to the wearable camera community and activity/behavior tracking research topics.

In this paper, we focus on assessing the visual data captured by a PAR sensor for a variety of contextual applications. To assess the potential interpretability of videos captured in the PAR field-of-view, we focused on how well these videos can be human labeled for future computational method developments or for journaling applications. To do so, we conducted a user study around two classic activity recognition scenarios: Food related behaviors and exercise tracking. In our evaluation, we recorded six participants performing four grocery shopping sessions, 15 eating sessions, and seven gym workout sessions. Reviewing videos captured in the PAR view, human labelers were able to correctly identify grocery categories with 86% precision (w/ 7-classes), eating/drinking
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gestures with 96% precision (w/ 3-classes), context of eating with 89% precision (w/ 4-classes), exercise equipment at 94% precision (w/ 4-classes), and exercise moves at 91% precision (w/ 17-classes). Exercise repetition counting is also encapsulated in the PAR view, with counting accuracy at 89%.

2 RELATED WORK

2.1 Discrete Camera Angles in Wearable Computing

Wearable cameras have been explored for the last two decades and play an important role in recognition tasks. Due to the ease of human interpret-ability, they are a widespread tool and often first measure to capture human context and activities. The general usability and usefulness of camera glasses pointing forward has been explored and evaluated in many academic research papers [4, 19, 50]. Different camera setups have been explored and their resolution and capturing mechanisms have been refined over the years. Figure 1 (left) shows existing and previously evaluated camera angles and locations on the user’s body which have been used in modern research for activity and object recognition, human behavior analysis and contextual evaluation.

A first person field of view for object detection has been explored by Lee and Grauman to provide a storyboard clustering of the wearer’s day including an estimate of important objects and people [26]. A similar setup exists in form of front facing cameras on the chest of a human’s body. These were used for capturing memorable events [17]. A head-mounted camera has been explored by Yamazoe et al. to estimate head pose, human activities and aims to provide possibilities of a digital diary with their device setup [49]. Kitani et al. explored head-/helmet-mounted cameras for sports activity clips to learn ego-action categories and cluster video content [21]. Drinking, walking, as well as activities such as going upstairs and downstairs have previously been captured by a front facing camera attached to a user’s glasses and evaluated using machine learning methods. Those were proved to achieve an accuracy of 68.5%-82.1% [51]. Different researchers used a shoulder mounted camera to automatically detect different objects in day to day scenarios [6, 29].

Similar setups using cameras were used to track and assess diets [32, 46]. Smartphones have been utilized to track diets and count calories with integrated smartphone cameras by taking pictures of the food and its residues [22]. Researchers have used chest mounted cameras to analyse different interactions with objects [35]. In order to save bandwidth and processing power, researchers used smartphones in a regular shirt chest pocket. In these setups, cameras and underlying sensors filter ques for when to take images [16]. Another field of view was proposed with a body camera pointing upwards to capture the subjects face and upper body from below and the additional use of other sensors for activity recognition [48]. A camera pointing upwards for ground truth data collection was used in [53]. Similarly, researchers previously experimented with a camera attached to a subjects wrists for differentiating drivers and passengers in cars [28].

Starner et al. used a two camera setup mounted onto a hat capturing the body and hands with a downwards facing camera and a forward facing camera capturing the user’s field of view for hand pose and contextual awareness [39]. Another use case for a downwards facing camera, implemented by a forward pointing camera device on glasses was proposed by Cheng et al. by introducing dance step instructions when the subject was looking downwards [7]. A camera capturing a user’s mouth for food intake recognition has been used by Bedri et al. They used a sideways angeled camera mounted on a pair of glasses and included multimodal sensing to get a broader picture in dietary monitoring and determine operation of a camera based on sensor queues [3].

The position of cameras in a third person view has been used for spy cameras [11] or simultaneous exercise recognition in gyms [20]. This approach has its own, slightly different use cases than the wearable approach majorly discussed and explored in our work.
2.2 Interaction with Items

We all interact with hundreds of items every day visually and physically. The field of computer vision studied automatic object recognition and detection from videos and images [14, 33, 34, 40]. Market research is interested to see which items we select to interact with out of the almost unlimited selection that is offered to us. In the virtual world, we track the web surfing behavior to determine interest into a specific product [23]. But in the real world, the extend of item interaction is hard to determine and evaluate without context. Typically, visual item interaction has been approached by gaze tracking and forward facing cameras [26, 37]. But different sensors, for example magneto-inductive sensors, self-powered radio tags and non the less cameras attached to specific devices can give insights into stationary human-device interaction [47, 54].

2.3 Scene Analysis

Scene analysis is an integrated part of context aware ubiquitous computing [1]. Several sub-domains have explored multiple sensors setups to achieve an ubiquitous caption of a user’s context. Cameras as well as multimodal sensing techniques with a variety of camera angles capture human behavior have previously been explored for recognition and contextual analysis. Scene analysis has been explored to enrich activity recognition tasks with additional information. It was shown to be used as a technique to facilitate distinction between activities which share common properties and make use of dependencies of contextual happenings and their implications on recognition tasks [55]. Smartphones and smartwatches and their integrated sensors have been used to explain diverse human context [10, 44, 45]. Wide area sensing methods have been used to gather information around a scene [20, 24]. Multimodal sensing techniques enabled the fusion of different sensors into convenient form factors [3]. Glasses as one form factor have been used (among other use cases) for contextual sensing for alertness measurement using electrooculography sensors [41].

2.4 Body Pose & Motion

Determining how much time a user spent sitting, standing or moving around between different poses is beneficial for a granular estimation of activity density throughout a user’s day and gives also hints about habits and life circumstances of the user. Pose estimation has been an interesting research topic for computer vision, where most setups use deep neural networks to classify different poses in image sequences [31, 43]. Since poses are a static action it is almost impossible to capture them with regular on-body sensors. However, Laput and Harisson proposed a wrist worn device that senses a variety of hand activities and might infer poses from these [25].

Accelerometers, gyroscopes, acoustic sensors and cameras are very popular sensors for motion recognition [9, 15]. These sensors have been explored both on wearable devices as well as in stationary placed sensor-to-object setups. For example, electromyography signals [52], proximity sensors [8] or direct on-body sensors such as a microphone [2] have been used to track eating behavior with jaw movements.

Repetition in human motion can be indicated in two different ways. The existence of multiple items can hint towards a repeated action, for example when picking up three apples from the grocery store. Repetition can also occur with temporal spatial advancing motion or optical flow. Thus, item quantity can also be observed by tracking repetitions of hand motions. This has also been tackled from the computer vision side as well as with accelerometers and gyroscopes [27, 30]. Recognition of repetitions can therefore give indications on quantitative nutritional analysis of occasional or frequent eating or snacking behavior.

We also keep track of our physical fitness by tracking repetitions of the same activity, for example when we go to the gym. Repetition is an important factor to measure intensity and duration of an activity and has been explored using cameras and neural convolutional neural networks [20, 27].
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3 PERSONAL ACTIVITY RADIUS

3.1 PAR Field-of-View

The PAR view can best be described as how it looks when you tilt your head down and look with one eye closed. Your mouth occupies the bottom left corner, the shoulder and torso filling the bottom. When your arm reaches out at torso level, it appears in the middle of the view. You can see objects that enter your personal bubble and interactions you make with your hands and feet can be seen. As you move, the floor moves beneath you. If you do a push up or sit up, you see your torso move with respect to the surrounding. Your surroundings such as what objects are around or if you are in the presence of company is also captured. What your eye sees in this perspective is captured by in the PAR field-of-view.

3.1.1 Interaction with Items. The PAR view captures an image centralized around a person's arm movements, which offers a special perspective on interactions with items. Those interactions frequently occur with the user's hands. The PAR view can see different proximity levels of items respective to the user's body and captures the duration and manner of hand to item interaction, for example when picking up an apple to tell if it's quality is sufficient for a purchasing action. Similar actions occur when eating or drinking, where we see a hand-to-mouth action with a respective item, such as a fork, knife or drinking bottle. Thus, the PAR view also captures near-to-mouth activity due to it's slight angle. This angle captures the mouth and lower nose and therefore also captures when a person touches his or her face, for example with a napkin, but does not intake any food. The view can also see an interaction of other limbs with objects, such as the interaction of the foot with a ball and can see the pattern and duration of ball contact of a player.

3.1.2 Scene Analysis. The PAR view captures the surrounding environment of the user, which is defined by the scene. Changes in scene such as the physical location and the surrounding objects in different proximity to the user can be observed. A person can be in a scene defined by a large objects that surround the wearer, such as a car, a workstation, or even something like the back of a horse.

3.1.3 Body Pose & Motion. Body motion is captured via changes of body parts towards the sensor. Those changes occur through spatial deviations of body parts over time. When a person for example performs a leg lift, operates weight lifting machines, runs or rides a bike, the PAR view shows a change in distance of the legs and feet to the sensor. Curls, lifting and bench press exercises as well as grabbing items are captured with the up and down or back and forth arm movement, where the hands appear in different scales depending on proximity to the sensor. A similar change in proximity is captured when the PAR sensor itself is moved. Those movements happen when performing sit ups, where the sensor itself changes its position in a temporal manner towards the knees and back to the floor. Push ups, planks or mountain climbers show the movement of the whole view towards the floor or to the left and right, which indicates head movements. The PAR view also captures motions combining the spatial deviation of the sensor and body part movements. When a person runs, uses a rowing machine or performs jumping jacks, the view itself moves (up and down as well as back and forth respectively) as well as body parts move towards the sensor, for example arm or leg movements. Full body motion are seen through the environment moving because the camera is mounted to the head.

Repetition within the PAR view is captured through the same body motion or item interaction appearing multiple times within a short time frame. For example, if a person is picking up three apples, the repeated consecutive arm motion reaching for those apples is seen over time within the view. Also, the number of apples is shown to support the number of body motions. When there is no item as a repetition count support, the PAR view infers repetition through the change of view and proximity towards a reference. For example, when a person is doing five push ups, we can see the view changing its position repetitively to the floor, which creates a change of perspective five times in a row.
3.2 PAR Wearable Camera Glasses

We constructed a proof-of-concept wearable camera setup, shown in Figure 2, with an 8 megapixel camera (IMX219), including a 170°, M-12 lens mounted on a pair of glasses. The attached camera points downwards to capture the PAR of the user with the intent to not interfere with or directly capture other people within the scene. The camera lens is connected to a Raspberry Pi Camera Module V2.1 via an ArduCam 300mm extension cable. The cable is wrapped along the glasses arm and attached to the camera module which is attached to the end of the frame arm (behind the ear). The extension cable is wrapped to reduce crimps on the cable, which introduces signal drop-offs. Finally the camera module is connected to a Raspberry Pi 4 via a CSI cable. The processing component and the camera was powered using an off-the-shelf battery pack. Construction instructions and accompanying software will be made available via the following online repository (https://gitlab.com/ubicomp-lab/ubicompi). All data captured with the PAR glasses including the respective labels is made available at https://gitlab.com/ubicomp-lab/par_data.

![Fig. 2. Left: Proof-of-concept PAR Camera Glasses. Right: (a) RPi 4, (b) IMX219 170° Camera, (c) RPi Camera Module V2.1, (d) ArduCam 300mm Extension Cable, and (e) glasses frame](image)

4 EVALUATION

In this paper, we evaluate the system by looking at a number of prototypical activity, context recognition and tracking scenarios. In each scenario, we designed a set of use cases to capture how the visual data looks in the PAR view. The evaluation focuses on examining the label-ability of the visual data by crowd-sourced human labelers. The label-ability of the visual data is extremely important as further development of automated systems, using PAR as the source of visual data, would require labeling of the scene based on their application. If the visual information captured by PAR is too difficult to interpret by human labelers, it would mean that videos would need to be labeled at the time of capture to distill the data collector’s interpretation of the scene, losing one of the biggest strength of vision-based analysis. The different scenarios help to reveal aspects around the PAR view in regards to tasks commonly desired for visual computing such as object identification [34], body motion [20] and posture analysis [43], and the visibility and interpretability of the surrounding [13]. We suspect that end-applications would dictate the type of algorithm ultimately employed, but the label-ability of different components of the scene that we examine here provides a generalizable understanding of how our solution can provide machine learnable visual data. All procedures are approved under our institution’s IRB.
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4.1 Scenario 1: Food Related Behavior

We designed a shopping behavior scenario, where we observe a subject during a regular grocery shopping trip. We defined a grocery item list capturing the following categories: produce, liquids, animal products, frozen food, packaged food, seasoning and sauces as well as junk food. The shopping list was designed to represent a variety of items from a western diet. To diversify the duration of interaction, subjects were cued to either interact with the item quickly (<1 second) or for a longer duration (inspect the item for a self-determined 2-5 seconds). Each of the 3 subjects visited one grocery store, with one of the participants visiting two grocery stores, providing data for 4 different grocery stores. In total, we collected 64 minutes and 57 seconds across the 8 different grocery categories.

Within the eating activity scenario, our experiment is designed to observe a subject during a eating situation where they freely consume food item of their choice (i.e. ordered food, self-prepared food, or snack). We observed each person within a 5-minute eating interval and annotate each bite and sip. To add additional complexity to the data, we also collected instances of the subjects just bringing their hand to their face without eating or drinking. The general contents for food items were annotated, along with the time-stamp of each time the hand reaches towards the mouth. We additionally labeled the user’s context while eating, focused on if the person is seated, standing, walking, or commuting in-vehicle while eating. For one of the eating session, we conducted a shared dining environment of 4 people sitting around the table (one on either side of the wearer and another across the table). This session is used to to observe how well the PAR view can capture company of others during meals.

Analysis: We performed four analyses on the labeling performance: Grocery Classification, Eating Motion Classification, Food Content Identification, and Eating Context Classification. Furthermore, we analyze the percentage of time the PAR view captures people sitting around a table during a meal.

Grocery Classification. The human labelers showed an average accuracy of 71% for correctly labeling grocery shopping items across 7 categories. For purposes of labeling performance, the precision metric is particularly crucial since we want to be able to trust that the labels are indeed what they say they are. When looking at the precision, we see that the average precision is 86%, with 5 classes having >=90% precision. Packaged food is the only class that performed lower than 80%, with a fairly low 47%. This may be a case where the semantic of packaged food is unclear since technically most of the food items were indeed “in a package” so could have been misconstrued as “packaged food.” In contrast, the recall is comparatively low, with an average of 70%, and only 2 classes having >=90% recall. A low recall may not be as big of an issue given that we included a None of the Above case, with most of the missed instances falling under the None class. That means that some categories people are
less confident about, for example liquids and junk food are largely missed as None. Item level classification can be seen in Appendix A.

Eating Motion Classification. When asked to identify the hand to face motion, the labelers accurately distinguished between taking a bite, having a sip, and just touching the face with 94% accuracy. All classes achieved at least 96% precision. Face touching is the most misconstrued class with the lowest recall of 81% and 96% precision.

Food Content Identification. After the human labelers identified sips or bites, they are then asked to identify the content of the food visible in the scene. Because each food instance may contain more than one food content, they can select more than one category. As seen in Figure 5, the average precision is much higher than average recall, 86% compared to 63%. For examples of salty snacks and sweets, most of our examples are food items that are quite small (e.g. nuts, gold fish crackers). When reviewing the videos, even the research team is only able to confidently identify what was being eaten by looking at the package or plate and not what was in the hand at the time of consumption. We speculate that this was likely the case for the crowd labelers given the fairly high precision score. This is an interesting advantage of the PAR view as compared to a more face focused visual view.

PAR is able to provide simultaneously when food is being placed in the mouth, but also provide the scene of the table which often contains the plate or packaging, giving more context that can be used to disambiguate. We discuss this in more detail in the discussion section.

Eating Context Classification. While observing the eating context scenario, we focused on the postural-locational context of eating. We evaluated the scenario in terms of if the subjects are seated, standing, walking, or eating in...
a vehicle while being a passenger or a driver. These contexts were classified correctly by the labelers with an accuracy of 88%. We can see some confusion between walking and standing.

Presence of Company. For examining the ability of the PAR view at capturing the presence of company, we looked at how often a person would be in view if they were seated at different locations around a table where the wearer is eating. The camera is located on the right corner of the glasses, so the left side view is more obstructed. Figure 6b shows the position of the different people. The person to the right is most frequently in the frame, with 93% of the total 5 minute eating session. The person to the left is less frequently in the frame at 13%. The person across the subject is captured 5% of the time. The person to the left and across the table appear in the frame when the wearer moves their head between bites or redirects their attention, say during conversation. Hands can also show up in the frame. The table we chose is 1.5 meters in diameter. For a smaller dining table, we imagine the person sitting across would be in the frame more frequently. However, the purpose of knowing if there is company during eating is not to track the behavior of others but rather just to determine the presence of others. Even at the lowest frequency of identification of the opposite side of the camera (in this case the left side), given in a 5 minute eating session, the person is seen at least a few times.

4.2 Scenario 2: Exercise Tracking

In the exercise activity scenario, the experiment is designed to observe a subject doing a variety of exercises in an indoor gym environment. We are interested in seeing how well PAR captures the exercise being performed both in terms of the different equipment and also body movement and movement repetition. We observed typical movements trackable by accelerometer based systems, which typically include hand movement or full body motion, such as arm curls, jumping jacks, treadmills. We also included more stationary movements for which accelerometers don’t typically perform well with, such as push ups, leg lifts, and biking.

**Data Collection:** We selected activities within four different categories of equipment: body weight, free weights, weight machines, and cardio machines. For each equipment, a variety of different exercises were performed. Activities that are repetition based (e.g. push-ups, bicep curls) are performed for ten repetitions. Activities on cardio machines are performed for one minute. Exercises were performed in a randomized sequence. The exercise assignment is announced to the subject in the same way as the shopping activity. In total, we collected data from 6 people in 4 different gyms.
Exercise

| Category          | Rep Count |
|-------------------|-----------|
| Body Weight (B)   | 31        |
| Free Weights (F)  | 20        |
| Weights Machine (W) | 12       |
| Cardio Machine (C) | 9         |

**Exercise**

- Plank
- Leg Lifts
- Jumping Jacks
- Pull Ups
- Push Ups
- Mt. Climbers

**Equipment Identification**

- Lunges (F)
- Bicep Curls (W)
- Leg Press (W)
- Machine Curls (C)
- Treadmill
- Elliptical
- Rowing
- Bike

**Body Motion**

Fig. 7. In the exercise scenario, we asked subjects to exercise using different equipment, and perform a number of different exercise moves with each kind of equipment. Right: Examples of different exercise equipment such as body weight (push up), free weights (dumbbell), cardio machine (elliptical), and weights machine (leg machine). Participants also performed exercises with different parts of their body such as leg lifts.

**Analysis:** We performed three analyses on the labeling performance: Exercise Equipment Classification, Exercise Move Classification, and Repetition Counting.

**Equipment classification.** When asked to identify the exercise based on the equipment used, the labelers accurately labeled exercise by the equipment used 85% of the time. Just like in the shopping analysis, precision stands as the more crucial metric. The average precision is 94%, with only one class (weights machine) lower than 95% precision. For the most part, most of the confusion came down to labeling as None of the Above, leading to a comparatively low recall of 85%.

Fig. 8. Left Top: Confusion matrix of equipment category labeling. Right: Confusion matrix of exercise moves labeling. Left Bottom: Correlation plot of repetition counting.
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Exercise Move Classification. When asked to identify what the actual exercise move is, the average labeling accuracy drops to 70% across the 17 exercise moves. Similar to the shopping item classification, this decrease in accuracy seems mostly attributed to a reduction in recall through labeling items as None of the Above rather than inter-class mislabeling. The average recall dropped to 70%, with 67% attributed to labeling as None. In comparison, the precision stayed high at 91%, with 12 out of 17 classes with at least 90%.

Looking closer at the confusions, some of the lowest recall activities included pull ups (44%), mountain climbers (11%), and leg lifts (30%) were all body weight exercises. When the investigation team watched the videos ourselves, we also recognize that these videos are particularly difficult to interpret. The pull-ups were mostly mislabeled as an arm machine. This likely occurred with the way our labeling occurs in an hierarchical way where the labeler first chooses the equipment and then the specific exercise move. For mountain climbers and leg lifts, the actual activity is happening at the leg. For mountain climbers, the leg movement is only seen if the person is looking straight down or back down at the leg. Leg lifts, as seen in Figure 7, seem to be a difficult to interpret scene where the leg moves to and away from the body. Leg lifts mostly got labeled as None of the Above. Labelers were not shown any examples of what an exercise looks like in the PAR view. This leads to some of these less obvious body movements being not understandable without prior knowledge.

What is particularly promising about these results is that the performance remained relatively high for the wide variety of exercise types that was tested. As seen in the variety of classes, subjects performed exercises that have repetitions, but also exercises that are stationary like the body plank. Many exercises where an accelerometer based system would struggle, such as push-ups and biking, the PAR view captures them clearly. We imagine that a sensor fusion approach for motion measurements augmented with the PAR view for scene clarification would be able to capture all exercise movements nearly perfectly.

Repetition counting. Subjects were instructed to perform exercises that are repetition based for 10 repetitions. Labelers, were shown a partial segment of the 10 exercises containing a random number of repetitions. They counted the number of repetitions correctly with an accuracy of 89%, a Pearson correlation coefficient of $R = 0.81$ and $RMSE = 1.83$. 85% of the total incorrect rep count instances were +/- 1 rep from the true count. Initially, we had anticipated counting results to be much closer to perfect given how visually obvious the repetitions of an exercise can be seen in our initial pilot study. Upon closer reviewing of exercise videos, we noted that when subjects naturally exercised, the wearer often turned their head in the middle of the exercise. This leads to a change of what part of the body is in the frame. For arm-based exercises, this means that the arm moves in and out of the frame, which likely led to miscounting.

5 DISCUSSION & CONCLUSION

5.1 Limitations

5.1.1 Privacy. Wearable cameras typically face the issue of capturing identifiable information of people other than the user him or herself. In addition, seeing the camera lens facing those surrounding people creates a sense of privacy infringement. In the PAR view, the majority of the time, the camera only ever captures the wearer themselves, who by wearing the PAR sensor is self-consenting to the video capture. In addition, with the camera pointed down and situated in the inner corner of the glasses frame, the fact that the user is wearing a camera is not obvious. Additional industrial designs could easily mask the fact that there exists a camera at all, especially with a smaller custom lens. However, it is still possible that our device will capture faces of different people surrounding the main user. This happens when performing exercising tasks lying down or bending downwards.

When considering the use of the PAR view for all-day monitoring, there is the potential of capturing private moments during the day (paying for a purchase with a credit card, visiting the bathroom, etc.). These are similar challenges faced by other vision-based activity tracking. A variety of solutions can be used to address this. On-device edge computation, where the actual image data never leaves the processing unit of the wearable device.
is one possible solution. Here, a pre-defined set of interpretations (such as amount of time a user has been reading a book) is used to distill from the visual information. In the case where the actual image is needed, such as for food journaling or un-structured analysis, a trigger based camera system can be employed. For example, as in the case of [3], the camera is triggered by a proximity sensor. These two ideas can also be combined where triggering first reduces the amount of visual data actually captured and an edge compute solution is then employed for detecting if an unwanted scene is captured and discarded before saving the image data.

5.1.2 Blind Spots. As discussed in the related work, many different fields of view have been explored for camera’s attached to the user’s body. Our system can capture different fields of views but it is, as of now, limited to the right side of the user’s face. We can imagine extending the field of view to increase the captured view to both sides of the body by adding a second camera. We found that a single camera was able to capture most of the information needed, but situations like scratching the face or an object on the left side of the body about an arm length away is temporarily out of view. However, because the head naturally moves around and faces objects of interest, it is likely that the head reorients towards something on the left if it becomes relevant.

The forward facing view looking out into the surrounding, replicating where your eyes are naturally pointed and sees (the eye view), is underrepresented by the PAR view. We believe that the PAR view is more properly suited for use cases regarding activity recognition of the wearer themselves, whereas the eye view is more around potential points of interest, as approached in the eye tracking community [37]. The eye view also has advantages for wearable camera photography. However, the eye view camera suffers from the issue of privacy infringement of bystanders as this view inherently captures the bystander’s face directly. In terms of user interest tracking, the PAR view is able to provide the scene close to the person. Although we did not use this in our evaluation, during our construction, we found that if the wide angle camera is positioned higher up on the frame with the camera above the eye and pointed inwards and forward slightly, it is possible to capture the eye and the forward scene of the wearer. Because the camera has a 170 degree field of view, by only tilting the camera by about 10-15%, we can capture the forward scene at eye level without losing the effect of the PAR capturing the rest of the body, with a little loss of information behind the wearer.

5.2 PAR as an Applicable View for Wearable Cameras

In this paper, we show that the PAR camera view is capable of capturing a wide range of visual information ranging from item interaction, body motion, pose, surrounding environment and situation. Thus, contextual properties are successfully captured by our PAR field of view. We show that the data generated with this specific view is interpret-able by human labelers, and subsequently that it is useful for future automated classification development. We imagine that using the PAR view in an orchestrated manner with other sensors, we can increase performance of multiple classification tasks and give valuable contextual information. For example, in the frame of eating detection, a lower power sensor like a proximity sensor could be used to trigger the camera to perform a scene analysis [3]. For exercise, a location-based service or motion level tracking is representative of exercise before triggering the camera for more detailed scene analysis. The PAR view can thus be a powerful add-on for sensor setups in need of visual data for contextual disambiguation for human activity, behavior, and context.
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Appendix A  GROCERY ITEM LEVEL LABELING

Fig. 9. Confusion matrix and precision, recall, f1-score for the shopping item analysis. White boxes indicate zero values.
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