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We present a new extension of the atomic-frequency comb protocol that utilizes the Stark effect to perform noise free, on-demand, control. An experimental realization of this protocol was implemented in the Pr3+:Y2SiO5 solid-state system, and a recall efficiency of 30% for a 1 µs storage time was achieved. Experiments were performed with both bright pulses as well as weak-coherent states, the latter achieving a signal-to-noise ratio of 570 ± 120 using input pulses with an average photon number of ∼0.1. The principal limitation for a longer storage time was found to be the minimum peak width attainable for Pr3+:Y2SiO5. We employ an adaptation of an established atomic-frequency comb model to investigate an on-demand, wide-bandwidth, memory based on Er3+:Y2SiO5. From this we determine that a storage time as long as 100 µs may be practical even without recourse to spin-wave storage.

Geographically distributed quantum entanglement is a fundamental resource in quantum cryptography and quantum-information science. Optical fiber losses necessitate quantum repeaters for distances exceeding a few tens of kilometers [1], an integral part of which are optical quantum memories with a practical storage time of the order of ∼100 µs. A range of schemes have been proposed for realizing such a memory, including electromagnetically induce transparency, in both atomic vapors as well as solid-state media [2–4], Raman transfer memories [5, 6], gradient-echo memories/controlled-reversible inhomogeneous broadening (GEM/CRIB) [7–11], and atomic-frequency combs (AFC) [12–17]. The principal figures of merit are the recall efficiency and the storage time, as well as the bandwidth and the noise performance. To date, finding a memory protocol that can satisfy all of these requirements simultaneously remains an outstanding problem.

In this Letter, we demonstrate an on-demand AFC protocol with background-free readout at the single photon level. An AFC memory consists of an ensemble of highly absorbing ions that are periodic in frequency. Storage light incident on the comb results in a collective excitation, which dephases because of the energy detuning between the absorbing peaks. The periodicity of the ions leads the collective excitation to be in phase again after a time corresponding to the inverse of the comb spacing, thus yielding a coherent echo. A principal challenge with the standard AFC protocol is that, in order to be on-demand, it must be combined with a transfer of the excitation to the ground-state hyperfine levels. While this can additionally enhance the storage time, the coherent transfers require bright optical pulses, which necessitate complex filtering to separate the signal photons from coherent background emission [16–19]. Here we demonstrate a modification that utilizes the linear Stark effect to divide the atomic ensemble into two spectroscopic ion classes and then switches these two classes out of phase by applying an electric-field pulse. Thus, it is possible to quench the echo emission until a second, equivalent, electric field pulse is applied. This yields an on-demand variant of the AFC protocol which does not rely on optical-control pulses and is consequently background free. We observe that, while the experimental work was performed using weak-coherent states, the linearity of this memory scheme means it will scale from continuous to discrete variable storage [10, 20].

A similar approach of Stark-shift modulation has previously been demonstrated in conjunction with a photon echo sequence [21]; nevertheless, that protocol still requires optical π pulses to achieve rephasing and is thus likely to suffer from considerable background noise for storage pulses at the single-photon level. Furthermore, the AFC protocol has already been combined with CRIB to yield an electrically controlled variant of the AFC memory; however, the recall efficiency of higher-order echos proved to be low for this scheme [22]. The distinction with our protocol is that we do not use an electric-field gradient, but two short pulses.

The presented protocol has several similarities with GEM and it is therefore worthwhile to compare these two schemes more closely. While GEM has achieved very high efficiency (69% in rare-earth doped crystals [10], 87% warm atomic vapor [9]), there is a trade-off between efficiency and bandwidth, since the bandwidth is proportional to how much the atomic ensemble is inhomogeneously broadened prior to the absorption of a write pulse, which reduces the optical depth of the ensemble. In contrast, the AFC protocol can be paired with an optical cavity to achieve high efficiency without impairing the bandwidth (in theory up to ∼95% [14], with an experimental demonstration of 56% [15]).

Using the linear Stark effect for phase control in rare-earth ion doped materials was originally demonstrated for photon echo intensity modulation [23–25]. We will discuss the concept for applications using a yttrium orthosilicate (Y2SiO5) host crystal. For a dopant ion substituted at the yttrium site there are four classes of ions...
Figure 1. (a) The orientation of the permanent electric-dipole moment differences between the $^3\text{H}_4$ ground and $^1\text{D}_2$ excited state in Pr$^{3+}$:Y$_2$SiO$_5$. They all lie at an angle of 12.4° with respect to the $b$ axis in a plane tilted 35° from the $D_2$ axis [25–27]. (b) The experimental setup. The light is polarized with the electric field parallel to the crystallographic $D_2$ axis. (c) The energy-level schematic of Pr$^{3+}$:Y$_2$SiO$_5$. The primary contribution to the AFC structure was due to four distinct groups of ions resonant with the $(|±5/2g⟩ → |±5/2e⟩)$ transition. (d) The implemented pulse sequence, showing the 1.2 µs input pulse, the electric-field pulses, and the AFC echo. The delay between the electric-field pulses was adjusted to obtain different storage times.

with distinct permanent electric-dipole moment orientations, shown in Fig. 1(a).

Due to the space-group symmetry of Y$_2$SiO$_5$, an electric field applied along the crystallographic $b$ axis leads to two distinct ion classes that experience a Stark shift of equal magnitude but with opposite sign. These will henceforth be referred to as the positive and negative electrically inequivalent ion classes. The Stark shift magnitude is given by $\Omega = (|\mu_g - \mu_e|)/h \cdot |E|$, for ground- and excited-state permanent electric-dipole moments $\mu_g$ and $\mu_e$, an electric field $E$, and Planck constant $h$. Consequently, if an electric-field pulse is applied, the ions are frequency shifted and accumulate a relative phase with respect to their unperturbed state.

Turning to the description of the AFC protocol, we observe that, neglecting spontaneous decay and homogeneous dephasing, after absorbing a photon at time $t = 0$ the state of the system can be described as a collective excitation of the form

$$|\psi(t)⟩ = \frac{1}{\sqrt{2M}} \sum_{\ell=1}^{M} e^{2\pi i \Delta (\ell - 1)t} \left[ e^{2\pi i \delta t} |\psi_\ell^+⟩ + e^{-2\pi i \delta t} |\psi_\ell^-⟩ \right] .$$

(1)

Here $\Delta$ is the separation between the AFC peaks, $M$ the number of AFC peaks, while $|\psi_\ell^+⟩$ and $|\psi_\ell^-⟩$ are the wavefunctions of the positive and negative electrically inequivalent ion classes. Defining the center of the $\ell$th AFC peak as $\omega_\ell = \Delta (\ell - 1)$, we obtain

$$|\psi_\ell^+⟩ = \frac{1}{\sqrt{N_\ell^+}} \sum_{j=1}^{N_\ell^+} c_{\ell j}^+ e^{2\pi i k_\ell^+ j} e^{-i k_\ell^+ g} |g_1 \cdots g_{N_\ell^+}⟩ ,$$

(2)

where $N_\ell^+$ is the number of ions in peak $\ell$ that experience a positive frequency shift because of $E$, $c_{\ell j}^+$ is the probability amplitude that the input photon excites ion $j$ in AFC peak $\ell$, $\delta_\ell^+$ is the frequency detuning of the $j$th ion from the AFC peak center frequency $\omega_\ell$, $k$ is the photon wave vector, and $\psi_\ell^+$ is the position of ion $j$ in the AFC peak $\ell$ along the propagation direction. $\psi_\ell^+$ is described by an analogous expression to Eq. (2). We note that normalizing $|\psi(t)⟩$ leaves the individual wavefunctions $|\psi_\ell^+⟩$ and $|\psi_\ell^-⟩$ unnormalized. Additionally, it is assumed that for each $\ell$ the distributions $\delta_\ell^+$ are approximately Gaussian with a full-width at half maximum (FWHM) $\gamma = 140$ kHz, and $> 10^{10}$ ions per peak. Moreover, we consider an equal probability of occupation of the electrically inequivalent sites, leading to $|N_\ell^+ - N_\ell^-| = \sqrt{N_\ell^+} \approx 10^5$.

From Eq. (1) it can be seen that at $t = 0$ all excited ions will oscillate in phase; however, after a short time $\delta t$ the accumulated phase between peaks will lead to destructive interference. Considering the scenario where no external electric field is applied ($T = 0$), all excited ions will again oscillate in phase at times $t = m/\Delta$ for $m \in \mathbb{Z}$ (provided $m/\Delta \ll \gamma$). In contrast, if an electric-field pulse with $T = 1/(4\Omega)$ is applied the contribution from the two wavefunctions $|\psi_\ell^+⟩$ and $|\psi_\ell^-⟩$ will have opposite phase and the photon emission probability will be reduced by approximately ten orders of magnitude. Thus, with such an electric-field pulse the AFC photon emission can, effectively, be completely inhibited. If, however, a second equivalent electric-field pulse is applied, for example in the time interval $(n - 1)/\Delta < t < n/\Delta$, the contributions of $|\psi_\ell^+⟩$ and $|\psi_\ell^-⟩$ will be in phase and lead to photon emission at $t = n/\Delta$, for $n \in \mathbb{Z}$. Consequently, by applying one electric-field pulse during the time interval $[0,1/\Delta]$, and a second electric-field pulse in the time interval $[(n-1)/\Delta, n/\Delta]$, one obtains on demand photon emission at $t = n/\Delta$.

The experiment employed a Y$_2$SiO$_5$ crystal (Scientific Materials Inc.) with Pr$^{3+}$ ions substituted for Y$^{3+}$ at a
500 ppm level, cooled to 2.1 K. The sample had dimensions of 6 by 10 by 10 mm, with respect to the crystallographic $b$ axis, and the optical extinction axes $D_1$ and $D_2$. The two faces normal to the $b$ axis were coated by a pair of gold electrodes, which could be used to apply an electric field in the $b$ direction. Further details on the sample can be found in Ref. [28].

The light source was a Coherent 699-21 ring dye-laser, locked to an external ULE cavity at 494.723 THz, on resonance with the $^3\text{H}_4 \rightarrow ^1\text{D}_2$ transition of Pr$^{3+}$. The experimental arrangement is shown in Fig. 1(b). Light pulses could be arbitrarily tailored in phase, frequency, and amplitude with two acousto-optic modulators in series; optional further attenuation was provided by a neutral-density filter attached to a motorized mount. For weak-coherent state measurements, photon detection was performed with a Laser Components Count 50N avalanche photodiode with a quantum efficiency of 0.69 at 606 nm and a dark-count rate of 26 Hz.

To prepare the AFC, an 18 MHz transmission window was burned at the center of the inhomogeneous line following the procedure of Ref. [29]. The comb structure consisted of four distinct groups of ions, separated by intervals of $\Delta = 2.3$ MHz for their $|5/2g\rangle \rightarrow |5/2e\rangle$ transition, stored in the $|5/2g\rangle$ state. The comb contained two further ion groups that had either the $|3/2g\rangle \rightarrow |1/2e\rangle$ or the $|3/2g\rangle \rightarrow |3/2e\rangle$ transition frequencies overlapped with the above indicated $|5/2g\rangle \rightarrow |5/2e\rangle$ transition frequencies. The dominant $|5/2g\rangle \rightarrow |5/2e\rangle$ transition is shown in Fig. 1(c). Further details on the AFC creation, as well as absorption spectra of the comb structure, are provided in the supplemental material.

The storage light consisted of a Gaussian pulse of FWHM = 150 ns resonant with the center of the comb structure. Prior to emission of the echo, an electric-field pulse of magnitude 54 V and FWHM = 23 ns was applied to the gold coated electrodes, which corresponded to a relative phase shift of $\pm \pi/2$ for the two electrically inequivalent ion classes, thus quenching the coherent emission. By waiting a variable amount of time prior to applying a second, equivalent, electric-field pulse, the recall efficiency with respect to time was mapped out. The corresponding pulse sequence is shown in Fig. 1(d). In Figs. 2(a) and 2(b) the efficiency maps are shown for bright storage pulses and weak-coherent states. The weak-coherent state input power calibration was performed by removing the crystal from the beam path and adjusting the attenuation to achieve a count rate of $0.097 \pm 0.004$ photons per storage pulse, compensating for the detector quantum efficiency and cryostat window losses. We performed 2000 storage-pulse shots per AFC creation cycle and accumulated photon counts over 15 AFC creation cycles per “Electric-field pulse delay” slice in Fig. 2(b).

Figure 2(a) shows that switching the two ion classes out of phase quenches the emission and there is virtually no residual light after the application of a single $\pm \pi/2$ pulse. From the weak-coherent state measurement of Fig. 2(b) the advantage of performing the recall control without optical pulses is apparent. In particular, we obtain a signal-to-noise ratio (SNR) of $570 \pm 120$ for a storage time of 860 ns using input pulses with an average photon number of $0.097 \pm 0.004$. The SNR is calculated by dividing the total number of signal photons in a 350 ns time bin, accumulated over $3 \times 10^4$ consecutive storage pulses, by dividing the total number of signal photons in a 350 ns time bin, accumulated over $3 \times 10^4$ consecutive storage pulses.
shots, by the noise floor. Here, the noise floor is defined as the number of dark counts in a time bin of equivalent length, also accumulated over $3 \times 10^4$ consecutive shots. Thus, for single-photon Fock states we expect the SNR to improve by an order of magnitude. Furthermore, the unconditional noise floor [5, 18] is effectively the dark-count rate of the detection setup, since the optical lifetime of site 1 in $\text{Pr}^{3+:Y_2SiO_5}$ is 164 $\mu$s [30] and we utilized a 200 ms waiting time between the comb creation and the storage pulses.

Due to the Stark-shift modulated phase control, the AFC storage time is not limited by the comb rephasing time $1/\Delta$. Nevertheless, as is apparent from Figs. 2(a) and (b), the recall efficiency drops considerably for longer storage times. This is a consequence of the comb-peak width, which leads to a decoherence of the peak ensembles. Modifying the analytical model for Gaussian AFC peaks of Ref. [12] to account for the Stark-shift phase control, one obtains the following efficiency expression

$$\eta = (\tilde{\alpha}L)^2 e^{-\alpha L} e^{-t^2\tilde{\gamma}^2}, \quad (3)$$

where $t$ is the storage time. Further, $\tilde{\gamma}$ is related to the comb FWHM by $\tilde{\gamma} = \frac{\gamma}{8 \ln(2)}$, $\tilde{\alpha}$ is the effective absorption of the comb defined as $\tilde{\alpha} = \frac{\alpha}{F} \sqrt{\frac{\pi}{4 \ln(2)}}$, with $F$ the comb finesse, and $\alpha$ the absorption of the comb peaks.

Figure 3 shows the efficiency with respect to read-out time for three different peak widths. The efficiency was estimated by comparing the recall intensity of the first echo with a pulse of equal magnitude propagated through the 18 MHz spectral window without any absorbing structure. Such a transmission measurement was previously verified to be within a few percent of the transmission through our optical setup with the crystal removed. The solid lines correspond to Eq. (3). Because of some uncertainty in the peak heights, the $\alpha$ value for each peak width was varied to achieve a good fit. Additionally, we note that the comb creation for the 244 kHz and 297 kHz peak widths yielded some deviation from Gaussian lineshapes. Further details of the peak creation and characterization, as well as data for additional peak widths, can be found in the supplemental material.

Finally, we investigate the memory efficiency that could, in principle, be obtained using the presented protocol. For an implementation using $\text{Pr}^{3+:Y_2SiO_5}$ the primary limitation to a long storage time is the minimum peak width, which is dictated by the optical coherence time of 152 $\mu$s [30]. Equation (3) allows us to benchmark materials with longer coherence times. Furthermore, we note that for an AFC memory with an optical cavity, the dephasing term is identical to the last exponential in Eq. (3). Thus, the efficiency for a Stark modulated AFC memory with an optical cavity reads

$$\eta_{\text{cav}} = \frac{4(\tilde{\alpha}L)^2 e^{-2\alpha L}(1 - R_1)R_2 e^{-t^2\tilde{\gamma}^2}}{(1 - \sqrt{R_1R_2e^{-\tilde{\alpha}L}})^4}, \quad (4)$$

where $R_1$ and $R_2$ are the mirror reflectivities, assuming no scattering losses [14]. Evaluating the efficiency for a comb linewidth of 1 kHz, and an $\alpha L = 1$, we obtained an efficiency of 88% for a storage time of 100 $\mu$s, with an impedance matched cavity employing mirrors with reflectivities of $R_1 = 96\%$ and $R_2 = 99.9\%$. Such parameters may be achievable using a 0.0015% Er$^{3+:Y_2SiO_5}$ crystal for which a homogeneous linewidth of 73 Hz has been demonstrated with an external field of 7 T [31, 32]. We note that polishing $Y_2SiO_5$ is technically challenging and might, along with the development of a suitable optical pumping scheme, be a key difficulty for such a memory implementation.

To conclude, we have introduced an on-demand variant of the AFC quantum memory protocol, which is essentially background free. We have experimentally demonstrated the operation of such a memory using both bright storage pulses as well as with a weak-coherent state measurement. The weak-coherent state measurement was estimated to achieve an SNR of 570 $\pm$ 120 using pulses with an average photon number of 0.097 $\pm$ 0.004. In addition, we have corroborated an analytical model for the memory efficiency with respect to the comb-peak width, and extrapolated this to a narrow linewidth memory based on 0.0015% Er$^{3+:Y_2SiO_5}$. We estimate that an Er$^{3+:Y_2SiO_5}$ memory utilizing the Stark modulated AFC protocol in conjunction with an optical cavity could achieve an efficiency of 88% for a storage time of 100 $\mu$s at telecommunication wavelengths.
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I. ATOMIC-FREQUENCY COMB CREATION

An 18 MHz wide spectral transmission window was burned into the inhomogeneous absorption profile utilizing a pulse sequence that has been described in detail in Ref. [1]. The pulse sequence to create the atomic-frequency comb (AFC) was then optimized by simulation. The simulation kept track of the absorption frequencies of different groups of ions for the hyperfine levels of the $^3\text{H}_4(1) \rightarrow ^1\text{D}_2(1)$ transition. A hyperbolic tangent transfer efficiency profile of 5% was assumed for all pulses, which was scaled by the relative dipole moment strength for transitions between the various ground and exited state hyperfine levels. The resulting simulated absorption structure is presented in Fig. 1, showing the contributions of transitions between individual hyperfine levels as well as the combined absorption profile.

![Absorption profile](image)

Figure 1. The simulated absorption structure obtained from the AFC burn-back sequence described in Tab. I. Blue, orange, and green colors correspond to ions in the $|1/2g⟩$, $|3/2g⟩$, and $|5/2g⟩$ hyperfine states. The solid, dashed, and dotted lines correspond to transitions resonant with the $|1/2e⟩$, $|3/2e⟩$, and $|5/2e⟩$ hyperfine states. The AFC peaks are formed by stacking different groups of ions on top of each other, such that the $|3/2g⟩$ and $|5/2g⟩$ ions are overlapped in frequency. The black line shows the integrated total absorption.

Table I summarizes the pulse sequence implemented in experiment that was developed using the simulation results. All frequencies are defined with respect to an arbitrary group of ions that has the $|1/2g⟩ \rightarrow |1/2e⟩$ transition frequency coincident with the low-frequency edge of the spectral transmission window, which is set to zero. All transfers were performed using complex hyperbolic secant (sechyp) pulses [2, 3], while class-cleaning pulses utilized a hybrid pulse combining the edges of a sechyp pulse with a linear frequency chirp. More specifically, the first two pulses, BurnbackAFC1 and BurnbackAFC2, transferred two distinct groups of ions, separated by 2.3 MHz, to the $|3/2g⟩$ state. Each of the two groups of ions contributed to two peaks of the comb structure, separated by 4.6 MHz, corresponding to the $|3/2g⟩ \rightarrow |1/2e⟩$ and $|3/2g⟩ \rightarrow |3/2e⟩$ transitions. The resulting peaks are shown in Fig. 1, where the solid (dashed) orange lines indicate ions absorbing to the $|1/2e⟩$ ($|3/2e⟩$) state. In addition to the targeted ions, these pulses also burned back multiple undesired $|1/2g⟩$ ions. These undesired ions were removed using the CleanAFC1, CleanAFC2, CleanAFC3, and CleanAFC4 pulses. In order to further increase the peak absorption of the comb structure, four more groups of ions, with the $|5/2g⟩ \rightarrow |5/2e⟩$ transition frequency coincident with the already prepared

Table I. The $ν$ column lists the relative center frequencies of the pulses. The frequencies are defined with respect to the $|1/2g⟩ \rightarrow |1/2e⟩$ transition, for an arbitrary ion class, which is set to be at zero. The light intensity for each pulse was chosen such that it matches the Rabi frequency to the relative oscillator strength of the target transitions, shown in the sixth column. We note that the ‘cleaning’ pulses utilized a hybrid pulse combining the edges of a sechyp pulse with a linear frequency chirp. The parameters indicated in the table pertain to the sechyp parameters, whereas the linear frequency scan was 800 kHz for all cleaning pulses. The Reps column shows the number of repetitions used for each of the pulses used.

| Pulse name | $ν$ (MHz) | $ν_{MHz}$ (MHz) | $t_{Burn}$ (µs) | $t_{AFC}$ (µs) | Target transition | Reps |
|------------|-----------|-----------------|----------------|---------------|------------------|------|
| BurnbackAFC1 | 21.34 | 0.1 | 11.2 | 40 | $|1/2g⟩ \rightarrow |1/2e⟩$ | 20 |
| BurnbackAFC2 | 23.64 | 0.1 | 11.2 | 40 | $|1/2g⟩ \rightarrow |1/2e⟩$ | 20 |
| CleanAFC1 | -1.6 | 0.5 | 3.0 | 86 | $|1/2g⟩ \rightarrow |5/2e⟩$ | 60 |
| CleanAFC2 | -0.4 | 0.5 | 3.0 | 86 | $|1/2g⟩ \rightarrow |5/2e⟩$ | 20 |
| CleanAFC3 | 0.8 | 0.5 | 3.0 | 86 | $|1/2g⟩ \rightarrow |5/2e⟩$ | 60 |
| CleanAFC4 | 1.9 | 0.5 | 3.0 | 86 | $|1/2g⟩ \rightarrow |5/2e⟩$ | 60 |
| BurnbackAFC1 | -16.55 | 0.1 | 11.2 | 40 | $|1/2g⟩ \rightarrow |1/2e⟩$ | 20 |
| BurnbackAFC2 | -18.85 | 0.1 | 11.2 | 40 | $|1/2g⟩ \rightarrow |1/2e⟩$ | 20 |
| BurnbackAFC3 | -21.15 | 0.1 | 11.2 | 40 | $|1/2g⟩ \rightarrow |1/2e⟩$ | 20 |
| BurnbackAFC4 | -23.45 | 0.1 | 11.2 | 40 | $|1/2g⟩ \rightarrow |1/2e⟩$ | 20 |

Table I. The $ν$ column lists the relative center frequencies of the pulses. The frequencies are defined with respect to the $|1/2g⟩ \rightarrow |1/2e⟩$ transition, for an arbitrary ion class, which is set to be at zero. The light intensity for each pulse was chosen such that it matches the Rabi frequency to the relative oscillator strength of the target transitions, shown in the sixth column. We note that the ‘cleaning’ pulses utilized a hybrid pulse combining the edges of a sechyp pulse with a linear frequency chirp. The parameters indicated in the table pertain to the sechyp parameters, whereas the linear frequency scan was 800 kHz for all cleaning pulses. The Reps column shows the number of repetitions used for each of the pulses used.
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\(|3/2g\rangle\) peaks, were burned back using the pulses BurnbackAFC3, BurnbackAFC4, BurnbackAFC5, and BurnbackAFC6. The resulting \(|5/2g\rangle \rightarrow |5/2e\rangle\) transitions are represented by the dotted green line in Fig. 1.

II. AFC PEAK LINEWIDTH AND OPTICAL DEPTH

In order to fit the efficiency model (Eq. 3 of the main text) to the experimental data, the peak width of the created comb structure has to be determined. Due to the large optical depth of the comb structure, such a characterization is challenging. More specifically, for light polarized parallel to the \(D_2\) optical extinction axis the absorption coefficient for Pr\(^{3+}\):Y\(_2\)SiO\(_5\) doped at a 500 ppm level has been determined to be \(47 \pm 5\) cm\(^{-1}\) \([4]\). Consequently, even if the peak height is only 20\% of the total optical depth, an absorption measurement designed to not re-pump the atomic ensemble would lead to a total absorption of the probe light. One approach to make this problem more tractable is to prepare the AFC structure using light polarized parallel to the \(D_2\) axis followed by a probe beam with the polarization rotated parallel to the \(D_1\) axis. Since the absorption coefficient of 500 ppm Pr\(^{3+}\):Y\(_2\)SiO\(_5\) for light polarized parallel to the \(D_1\) axis is \(3.6 \pm 0.5\) cm\(^{-1}\), this somewhat reduces the issues inherent with a highly absorbing sample, while still allowing one to infer the peak absorption for light with \(D_2\) polarization. Nevertheless, an absorption measurement of such narrow peaks entails considerable additional complexity; in particular, to resolve the comb structure a coherent readout method is utilized. This method consists of a chirped pulse scanned at a rate of 1 MHz/\(\mu\)s, which places absorbing atoms into a superposition state between the ground and the excited state. The atoms subsequently radiate coherently into the mode of the probe pulse via a free-induction decay, and the emitted photons interfere with the readout light that is being continuously detuned in frequency. This results in a coherent beat pattern that may be deconvolved to recover the shape of the atomic ensemble \([5]\).

The above outlined absorption measurement was implemented in order to characterize the AFC structure, which required a beam propagation along the crystallographic \(b\) axis. However, since the crystal surfaces normal to the \(b\) axis contained two pairs of gold-coated electrodes, the comb creation sequence was tested in a different Pr\(^{3+}\):Y\(_2\)SiO\(_5\) sample with a nominally equivalent praseodymium concentration, and a length of 12 mm along the \(b\) axis. Figure 2 shows the absorption structure obtained by the pulse sequence shown in Tab. I for a sech\(_y\) width \(\nu_{\text{width}} = 100\) kHz. By fitting Gaussian lineshapes to the peaks for all four AFC peaks from multiple measurement shots, we estimate the uncertainty of the linewidth to be approximately \(\pm 5\%\). While this assumes Gaussian peak ensembles this level of accuracy is sufficient for the purpose of corroborating the order-of-magnitude accuracy of the efficiency model. We note that the raw data slightly overestimated the peak width due to a bandwidth limitation of our detection setup. The light transmitted through the sample was detected using a silicon photodiode in conjunction with a Femto DHPCA-100 trans-impedance amplifier, which, in order to detect the weak probe light, necessitated a gain of \(10^5\), which corresponded to a bandwidth of 3.5 MHz. While this limit is not severe and only leads to a small overestimation (a reduction from 150 kHz to 140 kHz for the narrowest peak), the data in Fig. 3 has been adjusted for this limitation. The appropriate compensation factor was obtained by measuring the complex detector response and simulating the effect on the coherent-readout method.

Turning to the optical depth, the above measurement yielded a peak absorption of approximately \(aL \approx 0.8\) for \(D_1\) polarization in the 12 mm sample. From this, one can infer that the corresponding \(D_2\) absorption in the crystal utilized during the memory experiments would be approximately \(aL \approx 9\). This is considerably below the absorption of \(aL = 45\) cm\(^{-1}\) obtained, in the main text, from the recall efficiency model for a peak FWHM of 140 kHz. The most likely explanation for this difference is a shift of the center frequency of the inhomogeneous absorption profile and/or broadening of the absorption profile (due to different sample mounting or inherent sample differences) with respect to the laser locking frequency. The locking point was specifically optimized for maximum absorption in the memory crystal, and the same locking point was utilized for the readout measurements in the 12 mm crystal. There are two additional factors that could also contribute to observed optical depth disagreement. First, the use of a different sample adds uncertainty, both because of the possibility of differences in
the doping concentration, as well as growth conditions. Second, the coherent readout method may also underestimate the optical depth, since, even for a peak absorption of $\alpha L \approx 0.8$, the emitted free-induction decay photons will be reabsorbed to some extent.

As an independent corroboration of the optical depth obtained from the efficiency model, we note that using only moderate transfer efficiencies of 5% per pulse, the simulations from Sec. I yield a peak height comparable to the sides of the 18 MHz transmission window. This has been determined to be $47 \pm 5$ cm$^{-1}$ [4], and therefore comes close to the model peak absorption of 45. From this, in conjunction with the above outlined limitations of the absorption measurement, we will assume that the peak absorption estimated from the model is of the correct magnitude.

A separate point apparent from Fig. 2 is that there is a noticeable difference in the height of the four peaks. In particular, the two low-frequency peaks are higher. We attribute this to the comb creation pulses used for the $|3/2g\rangle$ ions, in conjunction with the cleaning pulses. In particular, the simulation result presented in Fig. 1 shows that the sequence given in Tab. I yields some ions resonant with the $|3/2g\rangle \rightarrow |3/2e\rangle$ transition that are overlap with the two low-frequency comb peaks. The $|3/2g\rangle \rightarrow |1/2e\rangle$ transition of these ions lies outside the comb bandwidth, and therefore do not contribute, thus leading to a somewhat higher absorption for the two low-frequency peaks.

In order to obtain an experimental linewidth for a range of comb-peak linewidths, the above absorption depth measurement was repeated using several sech-y pulse widths $\nu_{\text{width}}$. This full set of measurements is shown in Fig. 3.

### III. VARIABLE PEAK-WIDTH AFC EFFICIENCY

To modify the peak width, the complex hyperbolic sech pulses employed for peak creation, as described in Sec. I, were adjusted to have a larger $\nu_{\text{width}}$, and the intensity scaled to achieve a similar peak $\alpha$. Figure 4 shows the complete data set for the memory efficiency with respect to a range of AFC peak widths. The efficiency was estimated by comparing the recall intensity of the first echo with a pulse of equal magnitude propagated through the 18 MHz transmission window without any absorbing structure. Such a baseline transmission was previously verified to be within a few percent of the transmission through our optical setup without the crystal. The solid lines correspond to Eq. (3) of the main text. The measured efficiency errors correspond to the standard error, while the model error stems from the $\pm 5\%$ uncertainty of the peak width.

Due to the uncertainty of the absorption measurement, as discussed in Sec. II, the model $\alpha$ was optimized to achieve a good fit. It was found to range from $\alpha L = 45$ for the 140 kHz peak width to $\alpha L = 34$ for the 297 kHz peak width.

---
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Figure 4. The complete set of peak-width measurements overlaid with the efficiency estimated using Eq. (3) of the main text. Uncertainties of measured efficiencies correspond to the standard error, while the model efficiency is calculated form a 5% uncertainty in the peak linewidth.