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Abstract—Antenna selection is capable of reducing the hardware complexity of massive multiple-input multiple-output (MIMO) networks at the cost of certain performance degradation. Reconfigurable intelligent surface (RIS) has emerged as a cost-effective technique that can enhance the spectrum-efficiency of wireless networks by reconfiguring the propagation environment. By employing RIS to compensate the performance loss due to antenna selection, in this paper we propose a new network architecture, i.e., RIS-assisted massive MIMO system with antenna selection, to enhance the system performance while enjoying a low hardware cost. This is achieved by maximizing the channel capacity via joint antenna selection and passive beamforming while taking into account the cardinality constraint of active antennas and the unit-modulus constraints of all RIS elements. However, the formulated problem turns out to be highly intractable due to the non-convex constraints and coupled optimization variables, for which an alternating optimization framework is provided, yielding antenna selection and passive beamforming subproblems. The computationally efficient submodular optimization algorithms are developed to solve the antenna selection subproblem under different channel state information assumptions. The iterative algorithms based on block coordinate descent are further proposed for the passive beamforming design by exploiting the unique problem structures. Experimental results will demonstrate the algorithmic advantages and desirable performance of the proposed algorithms for RIS-assisted massive MIMO systems with antenna selection.

Index Terms—Reconfigurable intelligent surface, massive MIMO, antenna selection, passive beamforming, stochastic submodular maximization.

I. INTRODUCTION

To meet the rapidly growing traffic demand for integrated intelligent services [2], massive multiple-input multiple-output (MIMO) is recognized as a key enabling technology for future wireless communication systems [3]. Equipped with a very large number of antennas at a base station (BS), massive MIMO holds the potential for dramatically increasing the spatial degrees of freedom, thereby significantly enhancing the spectral-efficiency and energy-efficiency [4], as well as supporting massive connectivity [5]. However, each antenna needs to be supported by a dedicated radio frequency (RF) chain, which results in the high hardware cost and energy consumption. This becomes one of the key limitations for the practical implementation of massive MIMO systems and can be alleviated by a promising approach known as antenna selection [6], [7], [8]. Specifically, a subset of antennas are selected to be connected to a small number of RF chains via an RF switching network, thereby reducing the cost and power consumption of RF chains.

To achieve a favorable balance between system performance and hardware complexity, the authors in [6] proposed a greedy algorithm based on the matching pursuit technique to perform antenna selection, with an objective to minimize the mean square error of signal reception, while reducing the transmit power. A simple greedy algorithm based on the submodularity and monotonicity was proposed in [7] to maximize the downlink sum-rate capacity under antenna selection constraints. The signal-to-noise ratio (SNR) and energy efficiency maximization algorithms were developed in [9] and [10], respectively, under the antenna selection framework. Although the best antennas for enhancing the spectral or energy efficiency can be found, antenna selection inevitably introduces performance loss as only a subset of antennas are active [11]. It is thus desirable to design a new network architecture that alleviates the performance loss while enjoying low hardware cost and power consumption with BS antenna selection.

To achieve this goal, we propose to adopt the recently proposed reconfigurable intelligent surface (RIS), which provides a cost-effective way to improve the system performance by dynamically programming the wireless propagation environment [12], [13]. Specifically, RIS is a planar meta surface consisting of many low-cost passive reflecting elements (e.g., phase shifter or printed dipoles) connected to a smart software controller [14]. Due to the thin films form, RIS can be easily deployed onto the walls of high-rise buildings with a low deployment cost [15]. By leveraging the recent advancement of meta materials [16], each passive reflecting element of RIS is able to independently adjust its reflection coefficient for the incident signals via adjusting its reflection coefficient (i.e., passive beamforming coefficient). This can be exploited to enhance the signal power and mitigate the performance loss due to antenna selection via effective passive beamforming design [14].

RIS-assisted massive MIMO systems with antenna selection
can thus provide a principled way to improve system performance while reducing the hardware cost (i.e., antenna selection and low-cost RIS). This is achieved by the joint design of passive beamforming at the RIS and antenna selection at the BS, which yields the following unique challenges. Specifically, we consider the channel capacity maximization problem, while taking into account the cardinality constraint of the total number of active antennas and the unit-modular constraints of all reflecting elements at the RIS. This yields a mixed combinatorial optimization problem with coupled optimization variables. In addition, it is generally difficult to obtain the instantaneous and perfect channel state information (CSI) in RIS-assisted massive MIMO systems, because of the cascaded propagation channel and a large number of BS antennas \[17\]. We thus also study the ergodic capacity maximization problem for RIS-assisted massive MIMO systems, where only historically collected channel samples are available.

A. Contributions

In this paper, we propose a novel network architecture, i.e., RIS-assisted massive MIMO systems with antenna selection, to enhance the spectrum efficiency while reducing the hardware cost. In particular, we jointly optimize the antenna selection at the BS and the phase shifts at the RIS to maximize the instantaneous/ergodic sum capacity under different CSI assumptions. The main contributions of this paper are summarized as follows:

- We formulate a channel capacity maximization problem for RIS-assisted massive MIMO systems via joint antenna selection and passive beamforming. We propose an alternating optimization framework to decouple the optimization problem into two subproblems, i.e., the subproblem of antenna selection at BS and the subproblem of passive beamforming at RIS.

- With perfect instantaneous CSI, we develop a greedy algorithm with \((1 - 1/e)\) approximation ratio for antenna selection by leveraging the submodular optimization technique. An iterative low-complexity algorithm with an optimal solution in the \(\text{closed-form}\) for passive beamforming is also provided by exploiting its unique problem structures.

- The ergodic sum capacity maximization problem is considered without a prior knowledge of the underlying channel distribution. We propose to solve the problem based only on the historically collected channel samples, supported by the alternating optimization procedure, yielding the stochastic antenna selection and passive beamforming subproblems.

- We rewrite the stochastic antenna selection subproblem as a stochastic submodular maximization problem via exploiting the submodularity and monotonicity of the objective function, followed by developing an effective stochastic gradient method with a fast gradient estimate algorithm. A novel iterative algorithm based on a block coordinate descent is further developed to solve the nonconvex stochastic passive beamforming subproblem.

Extensive simulation results are provided to demonstrate the excellent performance of our proposed advanced alternating optimization algorithms compared with the system without RIS and the system with only antenna selection or passive beamforming. Under the consideration of both perfect CSI and historical channel realizations, the algorithmic advantages and the desirable performance of channel capacity maximization in RIS-assisted massive MIMO systems are presented.

B. Organization

The remainder of this paper is organized as follows. We present the system architecture and problem formulation in Section II. The system designs with perfect CSI and channel realizations are considered in Section III and Section IV respectively. Simulation results are illustrated in Section V. Finally, we conclude this paper in Section VI.

Notations: We use boldface lowercase (e.g., \(h\)) and uppercase letters (e.g., \(H\)) to represent vectors and matrices, respectively. \(|\cdot|\), \((\cdot)^{\dagger}\), \(\arg\{\cdot\}\) denote the absolute value, conjugate, and angle of a complex number, respectively. For a set \(S\), the symbols \(|S|\) denotes the basis of set \(S\). And the symbols \((\cdot)^{H}\) denotes the conjugate transpose. \(\mathbb{C}^{x\times y}\) denotes the space of \(x \times y\) complex-value matrices, while \(I_{N\times N}\) denotes the \(N \times N\) identity matrix. \(\mathbb{E}[\cdot]\) denotes the statistical expectation. The diagonal matrix is denoted as \(\text{diag}(\cdot)\). For a differentiable function \(F(\cdot)\), we use \(\nabla F\) to denote its gradient. We use \(e\) to denote Euler’s number. We summarize the main notations in this paper as shown in Table I.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a downlink massive MIMO communication system consisting of an \(L\)-antenna BS and \(K\) single-antenna mobile users, as shown in Fig. 1, where an RIS equipped with \(N\) passive reflecting elements is deployed to enhance the communication performance. We denote \(\mathcal{L} = \{1, \ldots, L\}\) as the index set of antennas at the BS and \(\mathcal{K} = \{1, \ldots, K\}\) as the index set of mobile users. Each reflecting element of the RIS can dynamically adjust the phase shift according to the CSI. Although impressive improvements in capacity are achieved in massive MIMO communication systems, the cost
TABLE I
SYMBOL NOTATIONS

| Symbol | Description                               | Symbol | Description                               |
|--------|-------------------------------------------|--------|-------------------------------------------|
| \(L\)  | Total number of BS antennas               | \(\tilde{H}(S)\) | Direct channel matrix from selected BS antennas to users |
| \(\mathcal{L}\) | Index set of BS antennas                  | \(T(S)\) | Channel matrix from selected BS antennas to RIS |
| \(N_S\) | Number of selected active BS antennas     | \(R\) | Channel matrix from RIS to users          |
| \(\mathcal{S}\) | Index set of selected active antennas     | \(\Theta\) | RIS reflection matrix                     |
| \(N\)  | Number of RIS reflecting elements         | \(C_H(S, \Theta)\) | Downlink sum capacity                     |

and hardware complexity scale with the number of antennas. To alleviate these drawbacks, dynamically selecting antennas becomes critical for achieving a favorable balance between performance and hardware complexity [17]. Hence, we denote \(S \subseteq \mathcal{L}\) as the index set of selected active antennas, where \(N_S = |S|\) denotes the number of active antennas.

Let \(\tilde{H}(S) = [\tilde{h}_1(S), \ldots, \tilde{h}_K(S)]^\mathsf{H} \in \mathbb{C}^{K \times N_S}\), \(T(S) = [t_1(S), \ldots, t_N(S)]^\mathsf{H} \in \mathbb{C}^{N \times N_S}\), and \(R = [r_1, \ldots, r_K]^\mathsf{H} \in \mathbb{C}^{K \times N}\) denote the channel matrix from the selected BS antennas to the mobile users, the channel matrix from the selected BS antennas to the RIS, and the channel matrix from the RIS to the mobile users, respectively. Due to severe path loss, we assume that the signal reflected by the RIS more than once has negligible power and thus can be ignored [18]. We consider a quasi-static block-fading channel model. Thus, the effective massive MIMO channel matrix from the BS to the mobile users is given by \(H(S, \Theta) = [h_1, \ldots, h_K]^\mathsf{H} = \tilde{H}(S) + R\Theta T(S) \in \mathbb{C}^{K \times N_S}\), where \(\Theta = \text{diag}(\beta_1, \ldots, \beta_N) \in \mathbb{C}^{N \times N}\) is the diagonal reflection matrix of the RIS [19] and \(\beta_n \in \mathbb{C}\) is the reflection coefficient of the \(n\)-th RIS element. We assume that \(|\beta_n| = 1\) and the phase of \(\beta_n\) can be flexibly adjusted in \([0, 2\pi)\) [16].

Let \(\hat{x} \in \mathbb{C}^{N \times 1}\) denote the transmitted signal vector across the \(N_S\) selected antennas at the BS, and satisfies \(\mathbb{E} \|\hat{x}\|^2 = 1\). For the sake of simplicity, we assume that the transmit power per user is fixed. The signal \(y(S, \Theta) \in \mathbb{C}^{K \times 1}\) received at mobile users is given by

\[
y(S, \Theta) = \sqrt{P}H(S, \Theta)\hat{x} + z, \quad (1)
\]

where \(P\) denotes the transmit power at the BS and \(z \in \mathbb{C}^{K \times 1}\) denotes the additive white Gaussian noise (AWGN) vector with \(z_k \sim \mathcal{CN}(0, \sigma^2), \ k \in \mathcal{K}\). The downlink sum capacity is given by [20]

\[
C_H(S, \Theta) = \log_2 \det(I + \text{snr} H(S, \Theta)^ \mathsf{H} H(S, \Theta)), \quad (2)
\]

where \(\text{snr} = P/\sigma^2\) is the signal-to-noise ratio under equal power allocation. Note that the channel under consideration is different from the conventional massive MIMO channel without RIS. The capacity of conventional massive MIMO without RIS only depends on the channel matrix \(H(S)\). As the RIS-assisted massive MIMO channel matrix \(H(S, \Theta)\) includes the RIS reflection matrix \(\Theta\) and the selected antennas set \(S\), the capacity given in (2) depends on both \(\Theta\) and \(S\).

B. Problem Formulation

In this paper, we propose to enable RIS-assisted massive MIMO capacity maximization via joint antenna selection at BS and passive beamforming at RIS, while considering the cardinality constraint of the total number of active antennas and the unit-modular constraints of all RIS elements. For ease of exposition, we first focus on an ideal scenario which assumes that perfect instantaneous CSI is available at the BS. The capacity maximization problem with perfect CSI can be formulated as

\[
\mathcal{P}_1: \quad \text{maximize} \quad C_H(S, \Theta) \quad \text{subject to} \quad |S| = N_S, \quad |\beta_n| = 1, n = 1, \ldots, N. \quad (3)
\]

However, perfect instantaneous CSI is not always possible to be obtained in practice [21], [22], [23], [24], [25]. To address this issue, we further formulate the following ergodic sum capacity maximization problem without any prior knowledge of the underlying channel distribution

\[
\mathcal{L}_1: \quad \text{maximize} \quad \mathbb{E}_{H \sim \mathcal{D}}[C_H(S, \Theta)] \quad \text{subject to} \quad |S| = N_S, \quad |\beta_n| = 1, n = 1, \ldots, N, \quad (6)
\]

where \(\mathcal{D}\) is the underlying channel distribution. Although problem \(\mathcal{P}_1\) is easier to be solved than problem \(\mathcal{L}_1\), both of them turn out to be highly intractable non-convex optimization problems due to the joint optimization of \(S\) and \(\Theta\) over the non-convex uni-modular constraint and cardinality constraint. To address this challenge, we propose to optimize \(S\) and \(\Theta\) alternately, resulting in two subproblems including antenna selection and passive beamforming. However, both subproblems are still non-convex due to their non-convex constraints. Hence, we propose to employ submodular optimization techniques for antenna selection, and exploit the unique structures of the objective function for passive beamforming. We elaborate the motivations and challenges at the beginning of Section III and Section IV respectively.

III. CAPACITY MAXIMIZATION WITH PERFECT CSI

In this section, we first propose an alternating optimization framework to divide problem \(\mathcal{P}_1\) into two subproblems, and then solve the resulting antenna selection and passive beamforming subproblems by exploiting their unique structures.
A. Alternating Optimization Framework

For a fixed phase-shift matrix \( \Theta \), we write problem \( \mathcal{P}1 \) as the following antenna selection problem

\[
\mathcal{P}2 : \maximize_{S \subseteq \mathcal{L}} C_{H}(S, \Theta) \quad (9)
\]

subject to \(|S| = N_S\). (10)

Note that subproblem \( \mathcal{P}2 \) is a combinatorial optimization problem, for which the exhaustive search method is one of the simplest approaches to find the optimal selected antenna set. However, the large search space \( O(L^{N_S}) \) limits its practicability and scalability, especially for massive MIMO with a large number of possible antenna selection \( \mathcal{L} \). Actually, subproblem \( \mathcal{P}2 \) is NP-hard \( [27] \). Therefore, we cannot derive an optimal solution in polynomial time. A large number of literatures \( [26], [28], [29] \) tried to find a suboptimal solution in polynomial time by employing convex relaxations of the feasible selected antennas set. Since the solution of their resulting convex programming problem via convex relaxations is not guaranteed to be feasible, a post-processing fractional rounding step is further incorporated to get a suboptimal solution. However, these convex relaxation approaches are still limited by the high computational complexity \( O(L^{3.5}) \) and non-guaranteed optimality \( [7] \). To address these limitations, we shall develop an efficient greedy algorithm with \((1-1/e)\) approximation ratio in closed-form in Section III-C \( [19] \).

On the other hand, for a given selected antennas set \( S \), problem \( \mathcal{P}1 \) can be written as the following passive beamforming problem

\[
\mathcal{P}3 : \maximize_{\Theta} C_{H}(S, \Theta) \quad (11)
\]

subject to \(|\beta_n| = 1, n = 1, \ldots , N\). (12)

The above subproblem is still non-convex due to the non-concave objective function and non-convex uni-modal constraint. To tackle this challenge, we present the optimal solution in closed-form in Section III-C \( [19] \).

B. Greedy Algorithm for Submodular Maximization

In this subsection, we propose to solve the subproblem of antenna selection by leveraging submodularity and monotonicity of its objective function. Specifically, let \( V \) be a ground set of objects \( V := \{v_1, \ldots , v_n\} \), and \( 2^V \) denote its power set.

Definition 1. (Submodularity) \( [30] \): A set function \( g : 2^V \rightarrow \mathbb{R} \) is submodular if and only if, for any set \( A \subseteq B \subseteq V \), we have

\[
g(A) + g(B) \geq g(A \cap B) + g(A \cup B). \quad (13)
\]

Note that a favorable property of submodular functions is the non-increasing marginal gain. Specifically, we define the marginal gain of the object \( v \in V \) as \( g(A \cup \{v\}) - g(A) \). The marginal gain introduced by adding \( v \) to \( A \) does not increase when we add \( v \) to \( B \) with \( A \subseteq B \subseteq V \setminus v \). Inspired by this diminishing returns property \( [31] \), various greedy algorithms were proposed to find a theoretically guaranteed suboptimal set to maximize the submodular set-functions via iteratively picking an object with maximal marginal gain until satisfying the constraints \( [7] \).

Definition 2. (Monotonicity of Set Functions) \( [27] \): A set function \( g \) is said to be monotone if \( g(A) \leq g(B) \) for all \( A \subseteq B \subseteq V \).

Monotonicity is another key feature of set-functions, which plays a vital role on algorithmic techniques for getting the near-optimal solution of monotone submodular maximization problems. Intuitively, it can further improve the guaranteed approximation ratio of maximizing a set-function only with the submodular structure. We show that the channel capacity function \( [9] \) has both two encouraging characteristics in the following lemma.

Lemma 1. The objective set function \( C_{H}(S, \Theta) \) of problem \( \mathcal{P}2 \) is submodular and monotone with respect to \( S \).

Proof. Please refer to Appendix A. \( \square \)

Based on Lemma 1 we can reformulate problem \( \mathcal{P}2 \) as a submodular maximization problem under the cardinality constraint, thereby yielding a discrete greedy approach. To be specific, it starts from the empty set \( S_0 = \emptyset \), and then incrementally adds an element \( x \notin S_{i-1} \) with maximal marginal gain to construct \( S_i \) at the \( i \)-th iteration. Mathematically, the incremental construction rule is given by \( [32] \).

\[
S_{i+1} = S_i \cup \left\{ \arg \max_{x \notin S_i} \left( C_{H}(S_i \cup \{x\}, \Theta) - C_{H}(S_i, \Theta) \right) \right\}, \quad (14)
\]

where \( i = 0, \ldots , N_S - 1 \). We summarize the greedy algorithm to solve problem \( \mathcal{P}2 \) in Algorithm 1 and further employ \( S^* \) to denote the solution of the selected antennas set.

Algorithm 1: Greedy Algorithm for Problem \( \mathcal{P}2 \).

Input : \( \hat{H}, R, T, \Theta, L, S_0 = \emptyset \).

for \( i = 1, 2, \ldots , N_S \) do

\[
x \leftarrow \arg \max_{x \notin S_{i-1}} C_{H}(S_{i-1} \cup \{x\}, \Theta) - C_{H}(S_{i-1}, \Theta);
\]

\[
S_i \leftarrow S_{i-1} \cup \{x\};
\]

end

output: \( S^* \leftarrow S_{N_S} \)

Clearly, the proposed greedy algorithm only needs \( O(N_S \cdot L) \) measurements of the objective function \( C_{H}(S, \Theta) \), which is theoretically and practically more efficient than convex relaxation approaches with complexity \( O(L^{3.5}) \). Moreover, the quality of the suboptimal solution can be guaranteed according to the following lemma \( [33] \).

Lemma 2. The proposed greedy algorithm as shown in Alg. 1 for the formulated monotone submodular maximization problem under a cardinality constraint \( [9] \) yields a suboptimal solution \( S^* \) with \((1-1/e)\) approximation ratio for any problem instance. That is,

\[
C_{H}(S_{opt}, \Theta) \geq C_{H}(S^*, \Theta) \geq (1 - 1/e) C_{H}(S_{opt}, \Theta), \quad (15)
\]

where \( S_{opt} \) denotes the optimal solution of problem \( \mathcal{P}2 \) \( [33] \).
Note that the problem of obtaining a better worst-case approximation guarantee for problem $\mathcal{P}2$ is also NP-hard, which principally demonstrates that our proposed greedy algorithm is an optimal polynomial-time approximation algorithm [34].

C. Passive Beamforming with Perfect CSI

For the given selected antennas set $S^*$, we shall optimize the RIS phase-shift matrix by solving problem $\mathcal{P}3$. Specifically, we propose to iteratively optimize one variable (i.e., $\beta_n$) while keeping other $N - 1$ variables fixed based on the principle of block coordinate descent. We formulate a non-convex problem to optimize $\beta_n$ with given $S^*$ and $\{\beta_j, j \neq n\}_{j=1}^N$, and then obtain an optimal solution of the resulted subproblem in closed-form via exploiting its unique structure [19]. For the ease of presentation, we further revisit the following notations adopted in the cost function of problem $\mathcal{P}3$.

The optimal solution in closed-form [19]

$$\beta_n^* = \begin{cases} e^{-j \arg(\lambda_n)}, & \text{if } \text{Tr}(P_n(S^*)^{-1}Q_n(S^*)) \neq 0 \\ 0, & \text{otherwise} \end{cases}$$

Alternating optimization framework to divide problem $\mathcal{L}1$ into two subproblems, and then solve the resulting antenna selection and passive beamforming subproblems of problem $\mathcal{L}1$ only based on the historical channel realizations without any prior knowledge of channel distribution. To be specific, we first formulate the antenna selection subproblem via the alternating optimization framework, then reformulate the antenna selection subproblem as a stochastic submodular maximization problem, for which a scalable stochastic projected gradient algorithm is developed. To reduce the complexity, we further propose a faster gradient estimating approach. In Section IV-C, we propose to solve passive beamforming subproblem of problem $\mathcal{L}1$ via exploiting its unique structure only based on the historical channel realizations.

A. Alternating Optimization Framework

We first decouple the optimization variables in the objective function $E_{H \sim D}[C_H(S, \Theta)]$ of problem $\mathcal{L}1$. For a given matrix $\Theta$, the antenna selection subproblem is given by

$$\mathcal{L}2: \maximize_{S \subseteq L} E_{H \sim D}[C_H(S, \Theta)]$$

subject to $|S| = N_S$, \quad (18)

where $D$ is the underlying channel distribution. Subproblem $\mathcal{L}2$ turns out to be a highly intractable stochastic combinatorial optimization problem. Note that the previous literatures on antenna selection either assume the availability of the instantaneous CSI [7] or the statistical CSI [38]. However, it is challenging to evaluate the exact and analytic expressions of ergodic sum capacity, even when the channel distribution is available. Moreover, although the high-dimensional random matrix theory can be employed to derive the deterministic approximations for the ergodic channel capacity, it is still difficult to further optimize the complicated and approximate expression [39]. We instead propose to solve antenna selection subproblem $\mathcal{L}2$ only based on the historical channel realizations in Section IV-B.

On the other hand, we continue to decouple the optimization variables $S$ and $\Theta$ in the objective function $E_{H \sim D}[C_H(S, \Theta)]$ of problem $\mathcal{L}1$. For the fixed active antenna set $S$, the passive beamforming subproblem of $\mathcal{L}1$ can be further formulated as follows

$$\mathcal{L}3: \maximize_{\Theta} E_{H \sim D}[C_H(S, \Theta)]$$

subject to $|\beta_n| = 1$, $n = 1, \ldots, N$, \quad (20)
where \( D \) is an unknown channel distribution. Note that the above formulation turns out to be highly intractable and non-convex due to the complicated expression of ergodic sum capacity and non-convex constraint. The solution to passive beamforming subproblem \( L \) will be explored in more detail in Section IV.C.

### B. Antenna Selection Subproblem

In this paper, we propose to solve problem \( L \) only based on the historical channel realizations. Due to the submodular and monotone structures of the objective function with respect to each channel realization, we can directly extend the mentioned greedy algorithm (Alg. 1) to a simple greedy algorithm for this stochastic setting. Specifically, we collect \( s \) historical channel realizations from the unknown distribution, and then turn to directly optimize the following empirical objective function

\[
\text{maximize } \frac{1}{s} \sum_{i=1}^{s} C_{H_i}(S, \Theta) \quad \text{subject to } |S| = N_s. \tag{22}
\]

Since the empirical objective function is also submodular and monotone, we can further employ Alg. 1 to obtain a \((1 - 1/e)\) suboptimal solution \([33]\). However, it principally needs a great quantity of samples, which restricts its scalability and practicality for large-scale RIS-assisted massive MIMO systems.

To address the scalability issue, we propose to convert problem \( L \) into the continuous domain, yielding a stochastic submodular maximization problem. Then, various continuous optimization techniques can be further utilized to design scalable algorithms with theoretical guarantees.

1) Overview of Continuous Submodularity and Matroids:

Before lifting problem \( L \) into the continuous domain, we first revisit some useful definitions. Since a large number of literatures have considered the submodular function in discrete domains \([7, 22]\), the submodular function can be naturally extended to arbitrary lattices \([30]\). Thus, we have the following definition.

**Definition 3. (Smooth Submodular Function)\([40]\):** Let \( D = D_1 \times D_2 \times \ldots \times D_n \) denote a subset of \( \mathbb{R}_+^n \), where \( D_i \) is a compact subset of \( \mathbb{R}_+ \). A continuous function \( \Psi : D \to \mathbb{R}_+ \) is smooth submodular if and only if for all \( x, y \in D \), we have

\[
\Psi(x) + \Psi(y) \geq \Psi(x \vee y) + \Psi(x \wedge y),
\]

where \( x \vee y = \max(x, y) \) and \( x \wedge y = \min(x, y) \). \( \Psi(x) \)

Similarly, smooth submodular functions also keep the property of diminishing returns with respect to the definition of marginal gain such that \( \Psi(x + z_i e_i) - \Psi(x), e_i \in \mathbb{R}^n \) and \( z_i \in \mathbb{R}_+ \).

**Definition 4. (Monotonicity of Continuous Functions)\([40]\):** A continuous function \( \Psi \) is said to be monotone, if \( \Psi(x) \leq \Psi(y) \) for all \( x, y \in D \) and \( x \leq y \). Here, \( x \leq y \) means every element of \( x \) is less than that of \( y \).

Intuitively, for monotone functions, submodularity can be further restricted to be equivalent to \( \Psi(x + z_i e_i) - \Psi(x) \) keeping non-increasing for every fixed \( z_i \) and \( e_i \). We combine the above two properties, and formally give the following definition.

**Definition 5. (Smooth Monotone Submodular Function)\([40]\):** A continuous function \( \Psi(y) : [0, 1]^X \to \mathbb{R} \) is said to be smooth monotone submodular if \( \Psi \) has the following three properties:

- The function \( \Psi(y) \) has second derivatives everywhere.
- For all \( j \in X \), \( \frac{\partial^2 \Psi}{\partial y_j^2} \geq 0 \) holds everywhere. (monotone)
- For all \( i, j \in X \), \( \frac{\partial^2 \Psi}{\partial y_i \partial y_j} \leq 0 \) holds everywhere. (submodular)

Based on the above definitions, we can further observe that a smooth continuous monotone submodular function \([40]\) is concave along any non-negative direction vector. This kind of function with diminishing returns has been well exploited as special submodular functions called DR-submodular \([41, 42]\).

Note that maximizing a monotone submodular function \( g(A) \) or \( \Psi(x) \) without any constraints is trivial, yielding an optimal solution such as the ground set \( V \) or \( D \). To formulate practical problems, we often solve them subject to some constraints on \( A \) or \( x \), which can be described by a matroid.

**Definition 6. (Matroid)\([43]\):** A finite matroid \( M = (X, I) \), where \( X \) is a finite set named the ground set and \( I \) is a collected subsets of \( X \) named the independent subsets of \( X \) with the following properties:

- \( \emptyset \) denotes the empty set, \( \emptyset \in I \).
- For all \( A \subseteq B \subseteq X \), if \( B \in I \) then \( A \in I \).
- If any \( A, B \in I \) and \( |A| \leq |B| \), there exists \( x \in B \setminus A \), \( A + x \in I \).

However, the greedy algorithm only obtains a \( 1/2 \)-approximation solution for general matroids \([44]\). For some special cases of matroids such as uniform matroid, it is possible to improve the approximation factor to \((1 - 1/e)\).

We thus present a special matroid constraint employed in our formulation.

**Definition 7. (Matroid Polytope)\([45]\):** With a given matroid \( M = (X, I) \), the matroid polytope is defined as \( P(M) = \{ x \geq 0 : \forall S \subseteq X, \sum_{i \in S} x_i \leq R_M(S) \} \), where \( R_M(S) \) denotes the rank function of a given matroid \( M \) that is \( R_M(S) = \max\{|I| : I \subseteq S, I \in I\} \).

Note that the matroid polytope is a bounded convex body \([46]\). Moreover, another favorable property is down-monotone. To be specific, a polytope \( P \in \mathbb{R}_+^X \) is said to be down-monotone if for \( x, y \) such that \( 0 \leq x \leq y \) and \( y \in P \), we have \( x \in P \). For problem \( \max\{ \Psi(x), x \in P(M) \} \), the optimum solution \( x^* \) is guaranteed to satisfy \( \sum x_i^* = R_M(S) \).

2) Stochastic Submodular Maximization: In this subsection, we propose to lift the discrete domain problem \( L \) into the continuous domain to facilitate the scalable algorithm design, yielding a continuous submodular maximization problem. To be specific, we first define the continuous function \( f : \{0, 1\}^L \to \mathbb{R} \) as \( f_H(\hat{x}) = C_H\left( \bigcup_{\hat{x}_i=1} \{i\}, \Theta \right) \), where \( \hat{x} \) represents a random vector in \( \{0, 1\} \) in which each entry denotes whether the antenna is selected, i.e., \( \hat{x}_i = 1 \) (resp. \( \hat{x}_i = 0 \)) if the \( i \)-th antenna is selected (resp. not selected).
Thus we can make an *multilinear extension* to a continuous function $F : [0,1]^L \rightarrow \mathbb{R}$ as follows [44]

$$F(x) = \mathbb{E}_H [f_H(\hat{x})] = \mathbb{E}_H \left[ \sum_{S \subseteq L} C_H(S, \Theta) \prod_{i \in S} \prod_{j \in S} (1 - x_j) \right],$$

where $H$ is drawn from a distribution $\mathcal{D}$, $x \in [0,1]^L$ and $\hat{x} \in \{0,1\}^L$. Furthermore, in vector $\hat{x}$ each coordinate $\hat{x}_i$ is independently rounded to 1 with probability $x_i$ and 0, otherwise.

Note that $F(x)$ is the expectation of $C_H(S, \Theta)$, where the selected antennas set $S$ is determined by the probability vector $x$. Therefore, problem $\mathcal{L}2$ can be equivalently solved by maximizing the continuous function $F(\hat{x})$. To efficiently solve problem $\mathcal{L}2$, we shall further exploit the unique properties of submodularity and monotonicity in continuous domain. Based on the definitions, we obtain the following lemma.

**Lemma 3.** The function $F(x)$ is smooth monotone submodular [40].

To formulate a continuous function problem, we further need to transform the cardinality constraint on $S$ to the matroid constraint on $x$. We thus define a matroid $\mathcal{M} = (L, S)$ with constraint $R_M(S) = N_S$, where $L$ is the set of all antennas and $S$ denotes the selected antennas set. Therefore, problem $\mathcal{L}2$ can be equivalently rewritten as the following continuous submodular monotone maximization problem

$$\mathcal{L}4 : \text{maximize } F(x) \quad (24)$$
$$\text{subject to } x \in P(\mathcal{M}), \quad (25)$$

where $\mathcal{M}$ is the equivalent matroid polytope constraint. This kind of stochastic submodular maximization problem can be efficiently solved via the continuous greedy algorithm, which was first proposed in [47] for solving the submodular welfare problem and has been further discovered more recently.

To solve the above problem, we first introduce a continuous greedy algorithm to solve problem problem $\mathcal{L}4$ with a smooth monotone submodular objective function $F(x)$ and a matroid polytope constraint. The philosophy of the proposed algorithm is to iteratively move along the direction of a vector constrained by $P(\mathcal{M})$ that can maximize the local gain. Therefore, it produces a $(1 - 1/e)$ approximated fractional solution $x^* \in P(\mathcal{M})$ to problem $\mathcal{L}4$ [47]. To be specific, it starts with the particular initial point $x(0) = 0$ and then iteratively update vector $x(t + \delta)$ based on the direction of the following vector $v(x(t))$

$$v(x(t)) = \arg \max_{v \in P(\mathcal{M})} (v \cdot \nabla F(x(t))), \quad (26)$$

where $\nabla F(x(t))$ can be estimated by the random sampling method presented in Section IV-B-3). Moreover, we further observe that problem (26) is a linear optimization problem over $P(\mathcal{M})$. We thus can obtain $v(x(t))$ via finding a maximum-weight independent set in matroid, which can be easily solved. Then, the update rule of vector $x(t + \delta)$ is given by

$$x(t + \delta) = x(t) + \delta \cdot 1_{I(t)}, \quad (27)$$

where $t \in [0,1]$ is the finite index of iterations, $\delta$ denotes the step size and $I(t)$ is the maximum-weight independent set with respect to problem (26). Intuitively, the trajectory for $\{x(t)\}_{t=0}^\infty$ can be regarded as a convex linear combination of vectors $\{v(x(t))\}_{t=0}^\infty$ by which we can imply the theoretical guarantee. For the ease of presentation, we have to omit more algorithmic details and summarize the continuous greedy algorithm in Alg. 3. Note that the solution $x(1)$ yielded by Alg. 3 is fractional, for which the pipage rounding procedure presented in Section IV-B-3) needs to be further adopted.

**Algorithm 3:** Continuous Greedy Algorithm for Problem $\mathcal{L}4$.

**Input:** Rank $N_S := R_M(L)$ and step size $\delta = \frac{1}{N_S}$.  

**Initialization:** $t = 0$, $x(0) = 0$.

**while** $t < 1$ **do**

Obtain $\phi(t)$ via \( \frac{\delta}{2\pi}(1 + \ln(L)) \) independent samples, where $E[\phi(t)|x(t)] = \nabla F(x(t))$;

$I(t) \leftarrow \arg \max_{\mathcal{M}(\mathcal{L})} (v \cdot \phi(t))$;

$x(t + \delta) \leftarrow x(t) + \delta \cdot 1_{I(t)}$;

$t \leftarrow t + \delta$;

**end**

**output:** $x(1)$.

Although the continuous greedy algorithm can solve problem $\mathcal{L}4$ with a $(1 - 1/e)$ approximated solution, it is necessary to start with a specific initial vector $0$ [44]. Moreover, it needs a huge fixed batch samples to estimate gradient $\nabla F(x(t))$, yielding the high iteration cost. Hence, we will present a scalable stochastic projected gradient method in Section IV-B-3).

3) **Stochastic Projected Gradient Method:** In this subsection, we shall employ the stochastic projected gradient method (SPGM) to solve the reformulated problem $\mathcal{L}4$ with the strong approximation guarantee to the global maxima [41]. Based on the estimated gradients of $F(x)$ instead of maximal marginal gains. To be specific, it starts from an arbitrary initial estimate $x^1 \in P(\mathcal{M})$. Then, the iterative update rule is given as

$$x^{t+1} = P_{P(\mathcal{M})}(x^t + \mu_t \nabla F(x^t)), \quad (28)$$

where $P_{P(\mathcal{M})}(x)$ denotes the Euclidean projection of $x$ onto the set $P(\mathcal{M})$ and $\mu_t$ is the step size.

Unfortunately, it is difficult to evaluate $\nabla F(x)$ without any knowledge of the underlying distribution, for which we further propose to utilize the stochastic unbiased estimate $\hat{\phi}$ of the gradient according to the collected historical realizations. Thus, the iteratively update rule (28) can be rewritten as $x^{t+1} = P_{P(\mathcal{M})}(x^t + \mu_t \hat{\phi}_t)$, where $\phi_0$ is the unbiased estimate obtained via random sampling of historical channel realizations, following the rule $E[\phi_0(x) = \nabla F(x^t)]$. We then summarize the execution of the proposed SPGM for problem $\mathcal{L}4$ in Alg. 4.

**Lemma 4.** Let $\phi_t$ denote an unbiased estimate satisfying $E[\phi_t] = \nabla F(x^t)$ and $E[\|w_t - \nabla F(x^t)\|_2^2] \leq \delta^2$. Assume that the function $F(x)$ is $L$-smooth, which means that $\|\nabla F(x) - \nabla F(y)\|_2 \leq L \|x - y\|_2$. By executing selecting
Algorithm 4: Stochastic Projected Gradient Method for Problem $\mathcal{L}4$.

Input: Integer $T > 0$ and scalars $\mu_i > 0$, $t \in [T]$.  
Initialization: $x^t \in P(M)$.  
for $t = 1, 2, \ldots, T$ do  
\begin{align*}
 u^{t+1} &\leftarrow x^t + \mu_t \phi_t, \text{ where } E[\phi_t | x^t] = \nabla F(x^t); \\
x^{t+1} &\leftarrow \arg \min_{x \in P(M)} \| x - u^{t+1} \|_2; 
\end{align*}
end  
Select $\tau$ uniformly at random from $1, 2, \ldots, T$;  
output: $x^\tau$.

Alg. 4 with step size $\mu_t = \frac{1}{L + \frac{R^2}{\tau^2}}$, and randomly select $\tau$ from $\{2, \ldots, T - 1\}$ or from $\{1, T\}$ with probability $\frac{1}{T-1}$ or $\frac{1}{2}$ respectively, we can guarantee

$$
E[F(x^\tau)] \geq OPT - \epsilon, 
$$

where $T = O\left(\frac{R^2L}{\epsilon} + \frac{R^2 \sigma^2}{\epsilon^2}\right)$ is the number of iterations, $\epsilon = \left(\frac{R^2L}{2T} + \frac{R^2 \sigma^2}{\epsilon^2}\right)$. $R^2 = \sup_{x, y \in P} \frac{1}{2} \| x - y \|_{F_2}^2$ is the diameter of bounded convex set $P(M)$ and $OPT$ is the optimal value for the formulated antenna selection subproblem $\mathcal{L}2$.

Proof. The proof of Lemma 4 can be found in [41]. □

To implement Alg. 4 we need to consider the following issues:

- **Estimating.** To obtain an unbiased estimator of the gradient $\nabla F(x)$ for the proposed stochastic projected gradient method, we can sample an antenna set $S$ by selecting each antenna with probability $x_i$. Then, we can get an estimate of the $i$-th partial derivative $\phi_i$ via $C_H(S \cup \{i\}) - C_H(S \setminus \{i\})$, where the channel matrix $H$ is randomly sampled from a distribution $D$. We repeat the above procedure $B$ times and then take the average [43]. However, its computational cost is still huge due to the computations of the large-scale log-determinant, for which we shall propose a faster method to avoid redundant computations in Section IV-B-4.

- **Pipage Rounding.** Since the solution yielded by SPGM is still fractional in continuous domain, we need further incorporate a pipage rounding procedure to obtain the discrete solution of selected antennas subset $S$. Moreover, as the matroid constraint (25) in SPGM is uniform matroid, we can employ the randomized pipage rounding algorithm [49].

4) Proposed Speeding up Gradient Estimating: In this subsection, we propose a method to speed up the gradient estimation. As mentioned before, the estimation of gradient $\nabla F(x)$ is one of the most frequent operations for all gradient-based submodular maximization algorithms. Moreover, estimating gradient $\nabla F(x)$ is also a vital important procedure in the stochastic projected gradient method [1]. Therefore, we propose a low complexity approach for gradient estimation to reduce the computational costs dramatically.

We first analyze the time complexity for the estimation of gradient $\nabla F(x)$. Note that for each $x^t$, we adopt $C_H(S \cup \{i\}, \Theta) - C_H(S \setminus \{i\}, \Theta)$ as the unbiased estimator of the $i$-th partial derivative $\phi_i$, where the antennas subset $S$ is sampled from $L$ based on $x^t$. Moreover, as it needs $O(N^23)$ to evaluate $\det(I + \text{snr} H(S, \Theta)^H H(S, \Theta))$, the time complexity of estimating $\nabla F(x)$ is $O(LN_3^2)$. However, the time complexity of our proposed speeding up gradient estimating method is only $O(K^3 + LK^2)$, where $K$ denotes the number of single-antenna users and $L$ is the total number of antennas.

Specifically, according to Sylvester’s Determinant theorem [45], the downlink sum capacity can be further rewritten as

$$
C_H(S, \Theta) = \log_2 \det(I_K + \text{snr} H(S, \Theta)^H H(S, \Theta)^H). 
$$

We can directly reduce the time complexity of evaluating the determinant to $O(N^23)$ based on the above equation, which has also been exploited in [7]. But we can further reduce the computational complexity by avoiding computing the determinant. To be specific, we can equivalently express $H(S \cup \{i\}, \Theta) H(S \cup \{i\}, \Theta)^H$ as

$$
H(S \setminus \{i\}, \Theta) H(S \setminus \{i\}, \Theta)^H + u_i u_i^H, 
$$

where $u_i$ denotes the $i$-th column of the channel matrix from the base station to users. We further define

$$
\left[ G(S) \right]_{i} = I_K + \text{snr} H(S \setminus \{i\}, \Theta) H(S \setminus \{i\}, \Theta)^H. 
$$

Based on the above definitions, we then propose an efficient approach to estimate gradient $\phi$ via Lemma 5.

Lemma 5. Let $\phi_i$ be the $i$-th entry of the gradient $\phi$, and $\phi_i = C_H(S \cup \{i\}, \Theta) - C_H(S \setminus \{i\}, \Theta)$ denote the unbiased estimator of gradient. We can obtain unbiased estimators by

$$
\phi_i = \log_2(1 + \text{snr} u_i^H G(S))^{-1} u_i. 
$$

Proof. We can rewrite $C_H(S \cup \{i\}, \Theta)$ as follows

$$
C_H(S \cup \{i\}, \Theta) = \log_2 \det( [G(S)]_{i-1}^{-1} + \text{snr} u_i u_i^H) \\
= \log_2 \det( [G(S)]_{i-1}^{-1} + \text{snr} u_i u_i^H G(S))_{i-1}^{-1} u_i. 
$$

Since $\log_2 \det( [G(S)]_{i-1}) = C_H(S \setminus \{i\}, \Theta)$, the equality of (33) holds. □

Even if we can avoid the computation of the matrix determinant by employing Lemma 5 the standard inversion of $[G(S)]_{i}$ also requires $O(K^3)$ operations. To tackle this problem, we further incorporate the Sherman-Morrison Formula [50], by which we only need compute the inversion of $[G(S)]_{i}$ once and obtain $[G(S)]_{i}$ from $[G(S)]_{i-1}$ based on the following equation

$$
[G(S)]_{i-1}^{-1} = [G(S)]_{i-1}^{-1} - \frac{\text{snr} [G(S)]_{i-1}^{-1} u_i u_i^H [G(S)]_{i-1}^{-1} 1 + \text{snr} u_i^H [G(S)]_{i-1}^{-1} u_i}{1 + \text{snr} u_i^H [G(S)]_{i-1}^{-1} u_i}. 
$$

In each estimation, we only need compute $[G(S)]_{i}$ once in $O(K^3)$ and iteratively obtain each $[G(S)]_{i}$ in $O(K^2)$. Therefore, the gradient $\phi$ can be obtained in $O(LK^2)$ operations.
C. Passive Beamforming Subproblem

In this paper, we propose to solve problem $\mathcal{L}3$ only based on the collected channel realizations via directly optimizing the following empirical objective function

$$\begin{align*}
\text{maximize} & \quad \frac{1}{s} \sum_{i=1}^{s} C_H(S, \Theta) \\
\text{subject to} & \quad |\beta_n| = 1, n = 1, \ldots, N, \quad (35)
\end{align*}$$

where $s$ is the number of historical channel realizations. However, it is still non-convex due to the non-concave objective function over the phase-shift $\Theta$ and its uni-modular constraints on $\beta_n$. Note that the proposed design in Section III-C is not applicable to solve problem (35) due to the sum form of capacity expressions. We thus propose a novel iterative optimization algorithm via convex realization and the projection.

We propose to iteratively update each variable $\beta_n$ with other variables being fixed based on the principle of block coordinate descent. To be specific, we first formulate a non-convex sub-problem of optimizing $\beta_n$ with given $S^*$ and $\{\beta_j, j \neq n\}_j=1$.

For the consistent of presentation, we continue to employ the same notations used in Section III-C. Then, we can obtain the following subproblem

$$\begin{align*}
\text{maximize} & \quad \frac{1}{s} \sum_{i=1}^{s} \log_2 \det \left( P_n^s(S^*) + \beta_n Q_n^i(S^*) + \beta_n^2 Q_n^i(S^*)^H \right) \\
\text{subject to} & \quad |\beta_n| = 1, n = 1, 2, \ldots, N, \quad (36)
\end{align*}$$

where $P_n^s$ and $Q_n^i$ can be regarded as the instances of $P_n$ and $Q_n$ with respect to the $i$-th sampled channel realization. Although the objective function is concave over $\beta_n$, it is still non-convex due to the uni-modular constraint. Note that the proposed solution in Section III-C cannot solve this problem due to the sum form of capacity expressions. Hence, the optimal solution is difficult to obtain. To overcome this drawback, we shall first solve a relaxed convex problem by assuming $|\beta_n| \leq 1$, and then projecting the solution $\beta_n^*$ to the feasible set. Formally, we can obtain the following relaxed convex problem

$$\begin{align*}
\text{maximize} & \quad \frac{1}{s} \sum_{i=1}^{s} \log_2 \det \left( P_n^s(S^*) + \beta_n Q_n^i(S^*) + \beta_n^2 Q_n^i(S^*)^H \right) \\
\text{subject to} & \quad |\beta_n| \leq 1, n = 1, 2, \ldots, N. \quad (37)
\end{align*}$$

Note that problem (37) is convex and can be efficiently solved by CVX [51]. Define $F = \{\beta_n||\beta_n| = 1\}$ as the feasible set, then we have the following feasible solution: $\beta_n^* = \hat{P}_F(\beta_n^0)$, where $\beta_n^0$ is the optimal solution of problem (37) and $\hat{P}_F(\cdot)$ indicates the projection operation onto $F$. We then summarize the execution of proposed algorithm in Alg. 5.

Since $\beta_n^*$ is the optimal solution for problem (37), we can find a local optimum of problem (35) with a relaxed constraint $|\beta_n| \leq 1$. Note that $\Theta^*$ obtained by projection is not a local optimal solution of problem (35). However, it has been shown that the performance of the projection solution still highly depends on the solution of original problem [52]. Thus, our proposed iterative algorithm can still achieve good performances after the projection.

Algorithm 5: Proposed Algorithm for Problem $\mathcal{L}3$.

Input : $\{\tilde{H}_i, R_i, T_i\}_{i=1}^{s}, S^*$. Randomly generate $\{\beta_n\}_{n=1}^{N}$ with $|\beta_n| = 1$.

for $n = 1, 2, \ldots, N$ do

1. Solve problem (37) and obtain a solution $\beta_n^*$;

end

If not convergence, go to Step 2;

$\beta_n^* = P_j(\beta_n^0), n = 1, 2, \ldots, N$;

output: $\Theta^* = \text{diag}(\beta_1^*, \ldots, \beta_N^*)$.

V. SIMULATION RESULTS

In this section, we provide the simulation results of the proposed algorithms for joint antenna selection and passive beamforming in RIS-assisted massive MIMO communication systems. We assume that the BS equipped with a uniform linear array of antennas with antenna separation $d_A = \lambda/2$ ($\lambda$ is the wavelength) is located at altitude $h_{BS}$ meter (m) and the RIS with a uniform planar array is located at altitude $h_{RIS}$ meter (m). Thus, the locations of the BS and the RIS are set as $(0, 0, 0)$ and $(50, 50, 15)$, respectively. Moreover, the users are randomly located in the region of $(200, \pm 50, 0) \times (300, \pm 50, 0)$ meters. We illustrate the locations of the BS, RIS, and users’ horizontal projections in Fig. 2.

We further consider the following path loss model

$$L(d) = T_0(d/d_0)^{-\alpha}, \quad (38)$$

where $T_0 = -90$ dB denotes the path loss with respect to reference distance $d_0 = 1$ meter, $d$ represents the link distance, and $\alpha$ is the path loss exponent. The path loss exponents for the BS-user link, the BS-RIS link, and the RIS-user link are set as 3.5, 2.2, and 2.8, respectively [19]. We assume that the noise power spectrum density is $-169$ dBm/Hz with additional 9 dB noise figure, and the system bandwidth is 10MHz, yielding $\sigma^2 = -90$ dBm for narrowband MIMO systems. To account for the small-scale fading, we assume that all channels suffer from Rician fading [19], i.e., $\hat{H}, R,$ and $T$. To be specific, the Rician fading channel can be expressed as

$$\hat{H} = \sqrt{\frac{1}{\kappa + 1}} \hat{H}^{\text{NLoS}} + \sqrt{\frac{\kappa}{\kappa + 1}} \hat{H}^{\text{LoS}}, \quad (39)$$

where $\kappa \in [0, \infty)$ is the Rician factor, $\hat{H}^{\text{NLoS}}$ denotes the non-LoS (NLoS) component, and $\hat{H}^{\text{LoS}}$ denotes the deterministic
line of sight (LoS) component. The LoS component $H_{\text{LoS}}$ is formulated as

$$H_{\text{LoS}} = a_d(\theta_a) a_b^H(\theta_a),$$

where $\theta_a \in [0, 2\pi]$ is the angle of arrival (AoA) and $\theta_d \in [0, 2\pi]$ is the angle of departure (AoD), and

$$a_d(\theta_a) = [1, e^{j 2\pi \lambda D \sin\theta_a}, \ldots, e^{j 2\pi \lambda D (N_d-1)\sin\theta_a}],$$

$$a_b(\theta_d) = [1, e^{j 2\pi \lambda D \sin\theta_d}, \ldots, e^{j 2\pi \lambda D (N_b-1)\sin\theta_d}].$$

In (41) and (42), $D_d$ and $D_d$ denote the number of antennas or elements at the receiver side and transmitter side, respectively. Let $\kappa_{RU} = 20$, $\kappa_{BR} = 10$ and $\kappa_{RU} = 10$ be the Rician factors of the BS-users links, BS-RIS links, and RIS-users links, respectively. We further denote $d_{BU}^k$, $d_{BR}^k$, and $d_{BR}^k$ as the distance between user $U_k$ and the BS, between the BS and the RIS, and between user $U_k$ and the RIS, respectively. The corresponding channel coefficients are given in Table II. All the simulation results are averaged over 100 independent channel realizations.

### A. Simulation Results based on Perfect CSI

We consider the capacity maximization problem with perfect CSI in an RIS-assisted massive MIMO system, which consists of a 128-antenna BS, $K = 8$ single-antenna users and an RIS with $N = 50$ passive reflecting elements.

**Effectiveness.** We first study the performance of the proposed algorithms in RIS-assisted systems by showing the average achievable rate under various number of active antennas in Fig. 3. The average achievable rate grows as the number of active antennas increases, which indicates that more active antennas at the BS yields a better performance. In addition, it is clear that all greedy algorithms can achieve a near-optimal solution, and significantly outperform random selection methods. Moreover, greedy selection with phase optimization via proposed alternating optimization framework outperforms the greedy selection with random phase shifts, which demonstrates the necessity of joint antenna selection and passive beamforming. Note that we obtain the average achievable rate of the massive MIMO system without RIS with greedy selection by setting $\beta_n = 0$. We can see that the RIS-assisted massive MIMO system performs better than the traditional system without RIS by comparing greedy selection with phase optimization and greedy selection without RIS. It further indicates the effectiveness of deploying the RIS in massive MIMO systems.

**Effect of varying reflecting elements.** We then investigate the impact of the number of reflecting elements on the achievable rate when $N_S = 10$ in Fig. 4. A larger number of reflecting elements yields a higher achievable data rate. Moreover, the alternating framework outperforms the greedy selection with random phases under various settings. We then compare the effect of the antenna selection and the RIS deployment on the achievable rate. We further reports results of the massive MIMO system with various $N_S = 10, 11, 12$ by setting $\beta_n = 0$, i.e., without RIS. More active antennas are required in the massive MIMO system without RIS to achieve the same or better performance. Specifically, the traditional system with 11, 12 active antennas achieves same achievable rates with the RIS-aided system consisting of $60, 95$ reflecting elements, respectively. It thus demonstrates that proposed RIS-aided system can achieve desired achievable rates by using less active antennas.

**Efficiency and scalability.** We compare the running time of greedy selection and exhaustive search for the antenna selection problem in Fig. 5. The exhaustive search method cannot finish in limited time (120 hours) for most settings, which limits its scalability. Moreover, the greedy selection algorithm significantly outperforms the exhaustive search method and achieves at least four orders of magnitude speedups, which demonstrates that the greedy algorithm is able to scale to large-size problems.

### B. Simulation Results based on Channel Realizations

We then consider the capacity maximization problem without any prior CSI knowledge in an RIS-assisted massive MIMO communication system with the same settings, i.e., $L = 128$, $K = 8$, and $N = 50$. To implement the proposed
### TABLE II
SUMMARY OF SYSTEM SETUP AND SIMULATION PARAMETERS

|                  | Direct link, $\hat{H}$ | BS-RIS link, $T$ | RIS-user link, $R$ |
|------------------|-------------------------|------------------|-------------------|
| Path loss        | $L_{BU}^k(d_{BU}^k) = T_0(d_{BU}^k/d_0)^{-\alpha}$ | $L_{BR}(d_{BR}) = T_0(d_{BR}/d_0)^{-\alpha}$ | $L_{RU}^k(d_{RU}^k) = T_0(d_{RU}^k/d_0)^{-\alpha}$ |
| Rician factor    | $\kappa_{BU}$           | $\kappa_{BR}$    | $\kappa_{RU}$     |
| AoA              | $\theta_{AoA}^{BU} = 0$ | $\theta_{AoA}^{BR} = \frac{\pi}{2}$ | $\theta_{AoA}^{RU} = 0$ |
| AoD              | $\theta_{AoD}^{BU} = 0$ | $\theta_{AoD}^{BR} = 0$ | $\theta_{AoD}^{RU} = \frac{\pi}{2}$ |
| LoS component    | $\hat{H}^{LoS} = \alpha_R(\theta_{AoA}^{BU})\alpha_T^H(\theta_{AoD}^{BU})$ | $T^{LoS} = \alpha_R(\theta_{AoA}^{BR})\alpha_T^H(\theta_{AoD}^{BR})$ | $R^{LoS} = \alpha_R(\theta_{AoA}^{RU})\alpha_T^H(\theta_{AoD}^{RU})$ |
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**Fig. 5.** Running time versus the number of active antennas with perfect CSI algorithms, we randomly collect $s = 100$ historical channel realizations by fixing all their positions. We plot the simulation results for the following algorithms:

1) **Random Selection:** randomly and independently select antennas under the matroid constraint $|S| = N_S$.
2) **Simple Greedy:** execute greedy algorithm over the empirical objective function with $\Lambda(N_S \log L + 2)$ samples, where $\Lambda$ is an upper bound of $C_H(S, \Theta)$ [49].
3) **Continuous Greedy:** execute over $N_S^2$ iterations with $N_S^4(1 + \log L)$ samples for gradient estimate [44].
4) **Proposed Advanced Stochastic Projected Gradient Method (Advanced SPGM):** execute with the step size $1/\sqrt{t}$ and $B$ samples for the speedup gradient estimate, where $t$ is the iteration index of the proposed algorithm.

**Effectiveness.** We present the simulation results in Fig. 6, which clearly shows that our proposed SPGM achieves almost the same performance as the simple greedy and continuous greedy methods. Moreover, SPGM with phase optimization via proposed alternating optimization framework outperforms SPGM with random phase shifts, which shows the effectiveness of joint antenna selection and passive beamforming.

**Efficiency.** We compare different algorithms in terms of the running time in Fig. 7. Basically, the running time grows as the number of active antennas increases. Our proposed SPGM algorithm significantly outperforms simple greedy and continuous greedy, achieving up to $10\times$ speedups. Moreover, the advanced SPGM algorithm with faster gradient estimating further improves the efficiency and provides up to $100\times$ speedups.
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**Fig. 6.** Achievable rate versus the number of active antennas based on channel realizations
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**Fig. 7.** Running time versus the number of active antennas based on channel realizations

**VI. CONCLUSIONS**

In this paper, we proposed a cost-effective way and an effective algorithm framework for channel capacity maximization via joint antenna selection and passive beamforming in RIS-assisted massive MIMO systems. To solve the challenging system optimization problem, we proposed an alternating...
optimization framework to decouple the optimization variables, resulting in antenna selection and passive beamforming subproblems. With perfect instantaneous CSI, we developed a greedy algorithm to solve the antenna selection subproblem by exploiting the submodularity of its objective function. We also studied the scenario that any prior knowledge of channel distribution is not available, for which we proposed to solve the problem only based on historically collected channel realizations. We leveraged the submodularity of the objective function and reformulated the antenna selection problem as a stochastic submodular maximization problem, followed by developing an efficient stochastic gradient method with a faster gradient estimate. The resulting passive beamforming subproblem was solved by iteratively optimizing one variable while keeping other variables fixed, for which computationally efficient iterations were provided by exploiting the unique problem structures under different CSI assumptions. The experimental results showed that the proposed algorithms achieve significant performance gains and speedups.

VII. APPENDIX

A. Proof of Lemma 1

Here, we will show that the objective function $C_H(S)$ is submodular and monotone.

First, we show the submodularity. If all antennas of the BS are selected, it means that $N_S = L$, we can define the full channel matrix $\mathbf{H} \in \mathbb{C}^{L \times K}$, thus $\mathbf{H}(S) \in \mathbb{C}^{N_S \times K}$ is the submatrix of $\mathbf{H}$. Then we define a positive-semidefinite matrix $Q = \mathbf{H}^H \mathbf{H}$ and let $Q(S, S) = H(S)^H H(S) \in \mathbb{C}^{N_S \times N_S}$ represent sub-matrix of $Q$ with row, column indices in $S \subseteq L$. Thereby, $C_H(S)$ can be rewritten as

$$C_H(S) = \log_2 \det (I_N(S, S) + \text{snr}Q(S, S)). \tag{43}$$

We let $\Delta := I_N + \text{snr}Q$, we can have $C_H(S) = \log_2 \det (\Delta(S, S))$. Then, let $u \sim \mathcal{N}(\mu, \Sigma)$ denote multivariate Gaussian random vector in $\mathbb{C}^L$. We have the differential entropy of $u$ with form $f(u) = \frac{1}{2} \log \det (\Delta)$ [54]. Consider an arbitrary subset of random variables $u_S$ indexed by $S \subseteq L$, we can obtain

$$f(u_S) = \frac{1}{2} \log \det (\Delta(S, S)) + c|S|, \tag{44}$$

where $c \geq 0$ is a constant independent of $S$.

Specially, note that if $f(u_S)$ is submodular, $C_H(S)$ is also submodular. Then we will prove $f(u_S)$ is submodular. Let us make an assumption that $u_M, u_N$ are two arbitrary subsets of random variables with $M, N \subseteq S$. Let $I(u_M; u_N; u_{M\cup N})$ denote the conditional mutual information, which is non-negative. It can be expressed as

$$I(u_M; u_N; u_{M\cup N}) = f(u_{M\cup N}; u_M) + f(u_M; u_{M\cup N}) - f(u_M; u_N) - f(u_{M\cup N}; u_{M\cup N}) = f(u_M) + f(u_N) - f(u_{M\cup N}) - f(u_{M\cup N}) \geq 0. \tag{45}$$

Thus we can prove that $f(u_S)$ is submodular according to the last inequality. Hence, $C_H(S)$ is also submodular.

Second, we need show the monotonicity that $C_H(S \cup \{v\}) \geq C_H(S)$ for all $S \subseteq L$ and $v \notin S$. We have

$$C_H(S \cup \{v\}) - C_H(S) = \log \left( \frac{\det (\Delta(S \cup \{v\}, S \cup \{v\}))}{\det(\Delta(S, S))} \right).$$

Suppose that $\Delta(A \cup \{v\}, A \cup \{v\}) x = e_v$, by Cramer’s rule, we can easily obtain

$$-\log(x_v) = \log \left( \frac{\det (\Delta(S \cup \{v\}, S \cup \{v\}))}{\det(\Delta(S, S))} \right)$$

$$\geq -\log(\lambda_{\min}(\Delta(S \cup \{v\}, S \cup \{v\})), \geq \log(\lambda_{\min}(\Delta))$$

$$\geq 0.$$

Since the smallest eigenvalue of a principal submatrix is at least the smallest eigenvalue of the bigger matrix and $\Delta := I_N + \text{snr}Q \geq I_N$, thus the above inequality holds. Hence, $C_H(S)$ is monotone.

Based on the above, the objective function $C_H(S)$ is submodular and monotone, this proof is finished.
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