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ABSTRACT
We attempt to measure the density of dark matter in the two Dwarf Spheroidal Galaxies Fornax and Sculptor using a new method which employs Jeans equations based on both the second and fourth moment of the Collisionless Boltzmann Equation (i.e. variance and kurtosis of line of sight stellar velocities). Unlike previous related efforts, we allow the anisotropy of the radial and tangential second and fourth order moments to vary independently of each other. We apply the method to simulated data and establish that to some degree it appears to be able to break the degeneracies associated with second order only Jeans analyses. When we apply the technique to real data, we see no huge improvement in our understanding of the inner density of Fornax, which can still be fit by either a quite cuspy or cored density profile. For Sculptor however we find that the technique suggests that the data is incompatible with a steep profile and a cored profile seems more consistent. As well as presenting these new results and comparing them to other estimates in the literature, we try to understand why the technique is more effective in one system than the other.
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1 INTRODUCTION

It is well documented that the ΛCDM model of cosmology is remarkably successful at reproducing the observed large scale structure of the universe (Tegmark et al. 2004) in dissipationless N-body simulations of cold dark matter (e.g. Springel et al. 2005). At galactic scales however there are a number of discrepancies between the simulation predictions (e.g. Klypin et al. 1999; Moore et al. 1999) and observations including (but not limited to) the abundance (Conn et al. 2011), and phase space correlation (Tonini et al. 2009) of satellite galaxies, the absence of highly luminous satellite galaxies (Boylan-Kolchin et al. 2011) and the observation of seemingly cored density profiles at the centre of low surface brightness spiral (Gentile et al. 2004) and dwarf spheroidal galaxies (Walker & Penarrubia 2011, Amorisco & Evans 2012a) that is at odds with the more cusped density profiles ubiquitous in the halos of cold dark matter simulations. The interaction of dark matter with baryons, absent in most simulations, could ameliorate any of these differences to a greater or lesser extent and is an area of active study. Work has also been undertaken to investigate the possibility that the Milky Way is a statistical outlier (Strigari & Wechsler 2012, Boylan-Kolchin et al. 2010).

The interesting anomalies have also given rise to a number of alternative cosmological models. Warm dark matter is one such contender with a free-streaming length that preserves the successful large-scale formation (Boyarsky et al. 2009) whilst potentially reducing the abundance (Colin et al. 2000) and size (Lovell et al. 2012) of satellites in line with observation. It has also been suggested (Zavala et al. 2013) that relaxing the assumption of collisionless dark matter (Spergel & Steinhardt 2000) could generate extended density cores.

To minimise baryonic effects, the high mass-luminosity ratio observed in dwarf spheroidal galaxies makes them a relatively ‘clean’ target to test predictions from ΛCDM simulations and herein we use satellites of the Milky Way to try and tackle the cusp vs core issue. This property also makes them good candidates for indirect detection searches of dark matter such as that with the Fermi telescope (Ackermann et al. 2011) and a precise measurement of the density profile is
key to reducing the large uncertainties in the the expected flux of incident annihilation products such as gamma rays.

Several methods have been proposed to infer the density of dwarf spheroidal galaxies from a limited sample of projected radii and velocity measurements. A key difficulty that the majority of these methods face is that to infer the gravitational potential one must contend with the six dimensional phase space distribution function \( f(r, \nu) \) as an unknown nuisance parameter which is further obscured from the observed velocity data by projection along the line of sight.

Perhaps the simplest method is to use the Jeans equations [Binney & Tremaine 2008] that relate the underlying gravity potential to the more manageable moments of the phase space distribution function. As partial solutions to the collisionless Boltzmann equation however then with a truncated series one cannot guarantee that all solutions correspond to physical distribution functions and must contend with degeneracies [Merritt 1987] upon projection along the line of sight. The degeneracies associated with the traditional second order Jeans analysis are more pronounced for a flat stellar velocity dispersion profile. Being an analytic method it is also necessary to parameterise the anisotropy and density that for mathematical simplicity alone have led to constraining and often unphysical additional assumptions such as Gaussianity and constant anisotropy in the literature.

To alleviate issues with the Jeans equations raised above, numerical procedures such as the orbit-superposition method [Schwarzschild 1979] utilise the Jeans theorem to ensure physical solutions to the collisionless Boltzmann equation and without any assumed form for the anisotropy. Such methods have not yet however been able to distinguish cusps from cores in classical dwarf spheroidals (Breddels et al. 2012; Jardel & Gebhardt 2012). By considering the simpler analytic Jeans analysis, Wolf et al. (2014) discovered that the mass at the half-light radius is invariant under a general choice of anisotropy. With the additional discovery of multiple stellar populations in Fornax and Sculptor dwarf spheroidals this was used to devise a method (Walker & Penarrubia 2011) that places perhaps the strongest constraints in favour of cored density profiles in dwarf spheroidals.

To test the assumptions mentioned in the paragraph above that underpin this result and to alleviate the degeneracy that blights a dispersion only method we were motivated to extend the truncated Jeans analysis to fourth order. In the context of dwarf spheroidals this was first proposed in [Lokas 2003] and was applied to Draco [Lokas et al. 2003] but was limited to a constant anisotropy parameter and phase space distribution functions with correlated second and fourth moments where tangentially biased variances necessarily implied tangentially biased kurtosis. In previous work [Richardson & Fairbairn 2012] we provided a framework that, by introducing anisotropy parameters analogous to Binney’s at second order, imposed no assumptions on the form or correlations of anisotropy parameters. This extension facilitates the most generalised representation of anisotropy yet used in an analytic Jeans analysis that complements numeric approaches.

A brief summary of the fourth order Jeans analysis and the statistical likelihood analysis used to fit this to the velocity data is provided in Sections 2 and 3 and we refer the reader to Richardson & Fairbairn (2012) for a detailed account. In Section 4 we display the results of the analysis on data sets from Fornax and Sculptor dwarf spheroidal galaxies. Final we discuss the implications of the results in comparison to other works and make concluding remarks.

2 Solutions to the Jeans Equations at Fourth Order

One particular means to infer the DM dominated density of a dwarf spheroidal galaxy from a set of stellar positions and velocities is the collisionless Boltzmann equation [Merrifield & Kent 1990] which for equilibrated spherically symmetric systems is

\[
\frac{\partial f}{\partial t} = v_r \frac{\partial f}{\partial r} + \left( v_r^2 + \frac{v_\phi^2}{r^2} - \frac{d\Phi}{dr} \right) \frac{\partial f}{\partial v_r} + \frac{1}{r} \left( v_r^2 \cot \theta - v_r v_\theta \right) \frac{\partial f}{\partial v_\theta} - \frac{1}{r} \left( v_\phi v_r + v_\phi v_\theta \cot \theta \right) \frac{\partial f}{\partial v_\phi} = 0. \tag{1}
\]

where \( f(r, \nu) \) is the four dimensional distribution function of stellar radii and velocity components in spherical coordinates \( v_r, v_\theta, v_\phi \) and \( \Phi(r) \) is the spherically symmetric gravitational potential that we assume to be dominated by the dark mass component. Equation (1) alone is not easy to work with but by multiplying through with a suitable factor and integrating over all velocities (Merrifield & Kent 1990) one obtains the Jeans equations that stipulate conditions on the moments of the distribution for equilibrated systems,

\[
\nu 
u_r^2 \nu_\theta^2 \nu_\phi^2 = \int v_r^2 v_\theta^2 v_\phi^2 f(r, \nu) d^3 \nu, \tag{2}
\]

of which \( \nu(r) \), the zeroth moment that effectively normalises the distribution function is the observed local stellar density and the others may be written (Dejonghe 1986) as

\[
\nu v_r^2 v_\theta^2 v_\phi^2 = \frac{1}{\pi} B(j + \frac{1}{2} k + \frac{1}{2} l) v_r^2 v_\theta^2 v_\phi^2 \tag{3}
\]

where \( B(x, y) \) is the Beta function and \( v_1 = \sqrt{\nu_r^2 + \nu_\phi^2} \) is the magnitude of the two dimensional tangential velocity. Due to the assumption of spherical symmetry net rotations and all other odd moments vanish. The two moments at second order, i.e. the variances \( \sigma_r^2 \equiv v_r^2, \sigma_\phi^2 \equiv v_\phi^2 \) are related to the underlying gravitational potential by the well-known second order Jeans equation [Binney & Tremaine 2008],

\[
\frac{d(\nu \sigma_r^2)}{dr} + \frac{2}{r} \nu (2 \sigma_r^2 - \sigma_\phi^2) + \frac{d\Phi}{dr} = 0. \tag{4}
\]

At fourth order there are two unique Jeans equations [Merrifield & Kent 1990] that relate the three fourth order moments,

\[
\frac{d(\nu v_r^2 v_\theta^2)}{dr} = - \left( \frac{3}{r} \nu^2 v_r^2 v_\theta^2 \right) + \frac{2}{r} \nu v_r^2 v_\phi^2 + 3 \nu \sigma_r^2 \frac{d\Phi}{dr} = 0 \tag{5}
\]

\[
\frac{d(\nu v_r^2 v_\phi^2)}{dr} = - \left( \frac{1}{r} \nu^2 v_r^2 v_\phi^2 \right) + \frac{4}{r} \nu v_r^2 v_\phi^2 + \nu \sigma_r^2 \frac{d\Phi}{dr} = 0. \tag{6}
\]
With \( n \) equations and \( n + 1 \) moments at the \( 2n^{th} \) order then even if one has knowledge of the stellar and DM densities there still persists a degeneracy of solutions to the Jeans equations at each order. Upon projection along the line of sight this unknowable choice gives rise to the degeneracy problem. To represent the full set of degenerate solutions the parameter,

\[
\beta(r) \equiv \frac{1 - \frac{\sigma_t^2(r)}{2v_t^2(r)}}{
u r'^2(r)}
\]

(7)

which measures the second order deviation of the system from isotropy \( \nu \) was introduced (Binney & Tremaine 2008) to fully constrain \( \beta \) and its specification defines the solution. We replicate this idea at fourth order by introducing an analog to Binney’s anisotropy parameter

\[
\beta'(r) = 1 - \frac{3v_t^2v_t^2}{2v_t^2}
\]

(8)

that represents the deviation of the fourth order moments from the isotropic system \( v_t^2 = \frac{2}{3} v_t^2 v_t^2 \) and therefore naively (see Richardson & Fairbairn 2012, for details) determines the difference between the kurtosis of the radial and angular velocity distributions. All solutions to the Jeans equations at fourth order may then be represented by the ordinary differential equations,

\[
d\left(\frac{\nu \sigma_t^2}{r'}\right) + \frac{2 \beta}{r} \nu \sigma_t^2 + \nu \frac{d \Phi}{dr} = 0.
\]

(9)

\[
d\left(\frac{\nu v_t^4}{r'}\right) + \frac{2 \beta'}{r} \nu v_t^4 + 3 \nu \sigma_t^2 \frac{d \Phi}{dr} = 0,
\]

(10)

from which one can deduce the remaining moments with \( \sigma_t^2 = 2(1 - \beta) \sigma_t^2 \), \( v_t^2 v_t^2 = \frac{2}{3}(1 - \beta) v_t^2 \) and

\[
\nu v_t^4 = \frac{4}{3} \left(1 - \beta'\right) (2 - \beta') \frac{r d \beta'}{2 dr} v_t^4 + 2(\beta' - \beta) r \sigma_t^4 \frac{d \Phi}{dr}.
\]

(11)

If one assumes the anisotropy to be constant with radius then an integral form exists (Lokas 2002) that simplifies the calculation,

\[
\nu \sigma_t^2(\beta = \text{const}) = r^{-2\beta} \int_{r}^{\infty} r^{2\beta} \nu \frac{d \Phi}{dr} dr
\]

(12)

\[
\nu v_t^4(\beta' = \text{const}) = 3r^{-2\beta'} \int_{r}^{\infty} r^{2\beta'} \sigma_t^2 \frac{d \Phi}{dr} dr
\]

(13)

although in this work we will be considering situations where both anisotropy parameters vary with radius. Once we are in possession of all the necessary moments it is possible to project along the line of sight and calculate the moments of the line-of-sight velocity distribution,

\[
\sigma_t^2(R) = 2 \int_{R}^{\infty} \left(1 - \frac{R^2}{r^2}\right) \frac{\nu \sigma_t^2}{\sqrt{r^2 - R^2}} dr
\]

(14)

\[
\nu v_t^4(R) = 2 \int_{R}^{\infty} g(\beta') v_t^4 + \frac{3 R^4}{4r^3} \left(\beta' - \beta\right) \sigma_t^2 \frac{d \Phi}{dr} \right) \left(\nu(r)r/\sqrt{r^2 - R^2}\right) dr
\]

(15)

\[
\frac{d \ln \rho}{d \ln r} = -2 \left(\frac{r}{\tilde{r}}\right)^{\alpha}
\]

(16)

where \( R \) is the observed, projected radius perpendicular to the line of sight. The function \( g(\beta', r, R) \) common to the separable augmented density system is

\[
\frac{d \ln \rho}{d \ln r} = -2 \left(\frac{r}{\tilde{r}}\right)^{\alpha}
\]

(17)

and we note the general Jeans solution extends the work of Lokas 2002 for which \( \beta' = \beta = \text{constant} \) and its generalisation to arbitrary anisotropy, the separable augmented density model (see for e.g. Am 2011) defined by \( \beta'(r) = \beta(r) \), with an additional term. These projected moments provide a means of comparison with observable data alongside the surface density

\[
\Sigma(R) = 2 \int_{R}^{\infty} \frac{\nu r}{\sqrt{r^2 - R^2}} dr.
\]

Now we are in possession with expressions for the second and fourth moments of the line of sight velocity dispersion for a given underlying dark matter density, we need to see how well we can constrain the unknown dark matter density using data.

3 LIKELIHOOD ANALYSIS

In this section we briefly summarise the Jeans/Monte-Carlo Markov chain (MCMC) methodology presented in Richardson & Fairbairn 2012 by which the posterior distributions for a set of anisotropy and density parameters \( p \) are generated from a data set \( d \) of stellar line-of-sight radii and velocities via likelihood function \( L(d|p) \).

3.1 Anisotropy and Density Parameterisations

With the ultimate aim of quantifying the uncertainty in a measurement of a dwarf spheroidal’s density profile a parametric form for the anisotropy and density is required for an MCMC analysis. In particular we are motivated to consider realistic density profiles which can exhibit either extended cores or the cuspy centres predicted by dissipationless DM only simulations. To this end the Einasto parametrisation (Einasto & Haud 1989) of the density and its corresponding logarithmic density slope are

\[
\rho_{\text{Ein}}(r) = \rho_{-2} \exp \left\{ -\frac{2}{\Omega} \left[ \left(\frac{r}{\tilde{r}}\right)^{\alpha} - 1 \right] \right\}
\]

(18)

\[
\gamma(r) = \frac{d \ln \rho}{d \ln r} = -2 \left(\frac{r}{\tilde{r}}\right)^{\alpha}
\]

(19)

where \( \tilde{r} \) is a scale radius that indicates where the logarithmic density slope \( \gamma(\tilde{r}) = -2 \), \( \rho_{-2} \) is the scale density at this radius and \( \alpha \) is a constant shape parameter that determines the rate at which the density slope deviates from -2 at the scale radius. Though all Einasto profiles are cored at the galactic centre \( \gamma(r \to 0) = 0 \), variation in the shape parameter \( \alpha \) can mimic cusped profiles at all but vanishingly small radii. If the shape parameter is small \( \alpha < 1 \) then \( \gamma \) varies slowly from the scale radius \( \tilde{r} \) to the centre of the
galaxy, extending the steeper gradient and wiping out the core. An estimate of the core size can be defined as,
\[
\log_{10} r_c = \log_{10} r_{-2} - \frac{1}{\alpha}
\]
(20)
which indicates the radius at which from zero the slope falls to \( \gamma = -0.2 \) and we note that increasing \( \alpha \) shifts the core radius towards \( r_{-2} \). To model the anisotropy parameters we use [Baes & van Hese 2007],
\[
\beta(r) = (\beta_{\infty} - \beta_0) \frac{r^2}{r_\beta^2 + r^2} + \beta_0
\]
(21)
which generically describes anisotropy with a quadratic transition about \( r_\beta \) that asymptotes at \( \beta_0 \) for \( r = 0 \) and \( \beta_{\infty} \) for \( r \to \infty \). We will use the same functional form for the radial dependence of \( \beta(r) \), with all parameters corresponding to \( \beta' \) denoted with a prime. At second order the parameter set is thus \( p_2 = \{ \beta_0, \beta_{\infty}, r_\beta, \beta'_0, \beta'_\infty, r'_\beta, \rho_{-2}, r_{-2}, \alpha \} \) which is extended at fourth order by the additional fourth order anisotropy parameters, \( p_4 = \{ \beta_0, \beta_{\infty}, r_\beta, \beta'_0, \beta'_\infty, r'_\beta, \rho_{-2}, r_{-2}, \alpha \} \).

The local density \( \nu(r) \) is modelled by a Plummer profile,
\[
\nu(r) \propto \left(1 + \frac{r^2}{R_{1/2}^2} \right)^{-2}
\]
(22)
where \( R_{1/2} \) is the Plummer radius which is equivalent to the projected half-light radius that encompasses half of the stars on the circular projected surface. This parameter is taken from observational data and we are motivated to use this simple approximation to reduce the already considerable number of free parameters in the analysis.

We note that this is the most rigid part of the analysis and that imposing a central core for the stellar density can have a pronounced impact on the dispersion at small radii that limits the range of physical solutions [Evans et al. (2009)]. Assuming that the dark matter and tracer density have central slopes shallower than the isothermal cusp \( \rho(r) \propto r^{-2} \) at the galactic centre and also that the anisotropy parameter asymptotes to a flat constant value \( \beta_0 \) as modelled above, then the anisotropy term dominates the mass term such that,
\[
d\sigma^2/dr \approx \gamma_\nu - 2\beta_0 r^{-2}/r
\]
(23)
where \( \gamma_\nu = -d\ln\rho/d\ln r \) is the logarithmic density slope of the tracer stars. With these assumptions then, that encompass cored and NFW dark matter density profiles with logarithmic slopes of \( \gamma = 0 \) and \( \gamma = 1 \) respectively the dispersion is,
\[
\lim_{r \to 0} \sigma^2 \propto r^{\gamma_\nu - 2\beta_0}.
\]
(24)
The seemingly benign assumption of a cored Plummer profile and spherical symmetry therefore demands that the dispersions of tangentially biased systems \( \beta_0 < 0 \) vanish and whilst for radially biased systems \( \beta_0 > 0 \) they diverge at the centre. One must therefore take care when interpreting results near the galactic centre and clearly the assumption of constant anisotropy at all radii coupled with a fixed tracer density is liable to these assumptions. Therefore though we adopt a Plummer profile with a fixed density slope the freedom of \( \beta_0 \) in the generalised parametrisation of \( \beta \) effectively absorbs \( \gamma_\nu \) minimising the impact of the plummer profile assumption to some extent.

### 3.2 Sample Moments and Likelihood Function

With the Jeans equations defined in Section 2 it is possible to obtain the dispersion \( \sigma^2 \) and kurtosis \( \kappa_\nu \) of the line of sight velocity distribution corresponding to a set \( p \) of anisotropy and density parameters. We then fit these to the data set \( d \) of \( N \) stellar line of sight velocities \( \{ v_{i} \} \) and positions \( \{ R_{i} \} \) with a suitable likelihood \( L(d|p) \) which denotes the probability that \( d \) is drawn from a phase space distribution function with moments \( \sigma^2(R) \) and \( \kappa_\nu(R) \). Whilst one maximises the information in the data set by defining the total likelihood as the product of individual tracer probabilities, \( L(d|p) = \prod_{i=1}^{N} F(v_{i}|\sigma^2(R_{i}), \kappa_\nu(R_{i})) \) it is difficult to explicitly encompass the highly significant statistical fluctuations from limited sampling into the probability distributions \( F \). As such we split the data into \( N_{s} \) radial bins of equal stellar content \( N = N_{s}/N_{r} \) and use the sample moment estimators,
\[
\hat{\sigma}^2 = \frac{1}{N} \sum_{i=1}^{N} (v_{i} - \mu)^2
\]
(25)
\[
\hat{\kappa} = \frac{1}{N} \sum_{i=1}^{N} \frac{(v_{i} - \mu)^4}{(\hat{\sigma}^2)^2} - 3
\]
(26)
where \( \mu \) is the mean velocity of the bin, to represent the velocity data. In this way, wherein a compromise is made between statistical precision and spatial resolution, the probability distribution \( S(x|\sigma^2(R_{bin}), \kappa_\nu(R_{bin})) \) of the estimator \( x \) has a dependence on the sample size that can be calculated numerically by simply taking many bootstrap samples of size \( N \) from a suitable choice of parent distribution \( F(v|\sigma^2(R_{bin}), \kappa_\nu(R_{bin})) \) and adding Gaussian noise to represent the experimental errors. The distribution of kurtosis estimators was found to be both significantly biased and skewed when realistic samples of \( N < 400 \) velocity measurements were drawn from parent distributions for which the variance and kurtosis are known (we use both Pearson and Gaussian superposition as our non-Gaussian profiles). To better approximate Gaussianity the kurtosis estimator was transformed [Lokas et al. (2009)] to \( \kappa' = (\ln \kappa)^{0.1} \) but a significant skewness persisted for leptokurtic parent distributions. For this reason a \( \chi^2 \) form for the likelihood is inappropriate and we instead took of order \( 10^6 \) bootstrap samples to generate a smooth fully numeric probability distribution by binning the sample kurtosis data.

For simplicity the variance and kurtosis estimators were considered independent in our analysis and we found that the marginalised kurtosis distribution \( S_{\kappa' \nu} \) is almost completely independent of the input variance, so we assume it is entirely independent. With these assumptions we employ the following likelihood for the joint analysis of dispersion

---

2 Maximum likelihood estimators were also considered but whilst they reduced bias and statistical errors the sampling distributions also displayed a significant skew. Maximising the 2D parameter space proved too computationally expensive to generate sufficient samples for a smooth numerical distribution.

3 Though upon measurement the estimators are in fact weakly correlated with Pearson coefficient \( \rho \approx 0.2 \).
and kurtosis,
\[ \mathcal{L}(d|p) = \prod_{i}^{N_d} S_{\sigma}(\hat{\sigma}_i^2|\sigma_p^2(R_i), \kappa_p(R_i)) \times S_{\sigma}(\hat{\sigma}_i^2|\kappa_p(R_i)). \]  
(27)

and for comparison we use the dispersion-only likelihood,
\[ \mathcal{L}_\sigma(d|p) = \prod_{i}^{N_d} S_{\sigma}(\hat{\sigma}_i^2|\sigma_p^2(R_i), \kappa_p = 3). \]  
(28)

for which the parent line-of-sight velocity distributions \( F \) are assumed to be Gaussian. In practice we use the Pearson family of distributions to generate the sampling distributions \( S \) for the joint analysis and refer the reader to \cite{Richardson2012} for a visual and mathematical guide to these distributions and a more detailed outline of the numerical procedure.

3.3 Monte-Carlo Markov Chain Methodology

An efficient means of deriving posterior distributions for a highly dimensional data set \( p \) is to employ a random walk Monte-Carlo Markov Chain (MCMC) that moves through the parameter space by proposing new positions \( p' \) in the chain according to the current location \( p \) and accepting these positions according to the ratio of likelihoods with the Metropolis-Hastings \cite{Metropolis} algorithm. An acceptance ratio of 0.2 to 0.4 strikes a balance between exploration and precision suitable for higher dimensional parameter spaces. We adopt a multivariate Gaussian proposal density \( Q(p'|p) \) wherein the covariance matrix is updated periodically from previous entries in the chain to optimise mixing of correlated parameters. A diagonal covariance matrix is used as an initial estimate where entries are determined by fixing all but one parameters and adjusting the effective univariate Gaussians width until an acceptance of \( \approx 50\% \) is achieved. As the MCMC is maximally efficient when the proposal density matches the posterior distributions the following transformations \cite{Charbonnier2011} and prior ranges are imposed on the anisotropy and density parameters,
\[ \log_{10}(1 - A) : [ -1, 1 ], \]
\[ \log_{10} B : [1, 4], \]
\[ \log_{10} \rho_{-2} : [-8, 5], \]
\[ \log_{10} r_{-2} : [1, 6], \]
\[ \log_{10} \alpha : [-1.3, 1.3], \]

where \( A = \{ \beta_0, \beta_\infty, \beta_\ell, \beta_\infty \} \) and \( B = \{ r_\beta, r_\beta' \} \). We run four MCMC chains for each analysis simultaneously from different starting positions and stop when the four MCMC chains satisfy the Gelman-Rubins convergence criterion \( R < 1.03 \). We also check \cite{Charbonnier2011} that the parameter variances across the chains are smaller than \( 1\% \) of the mean of these variances. Inspecting the autocorrelation function of each chain we thin them out accordingly after removing the initial burn-in period.

From the processed chains we are able to construct probability distributions and thus confidence intervals for a number of interesting physical quantities such as the enclosed mass and the logarithmic mass slope \( \Gamma = d \ln M/d \ln r \). To do this a chain is created for each in a range of radii by evaluating these quantities from the elements in the parameter chain. Assuming flat priors on the derived quantities the median values then correspond to best estimates and one may use fractiles to determine the central confidence intervals, i.e if 95\% of \( \Gamma(200pc) \) values in the chain lie between \( \Gamma_u \) and \( \Gamma_l \) then these become the 95\% confidence intervals at this radius.

3.4 Test Data

Though the statistical method presented above has been tested \cite{Richardson2012} for constant anisotropy, the addition of four parameters to the generalised case adds an additional strain to the MCMC analysis that warrants further testing. Simulated data was generated as per \cite{Richardson2012} from a parent distribution with dispersion and kurtosis profiles corresponding to parameter set \( p_0 \) which we aim to recover with the MCMC. As expected the additional parameters increased the number of iterations typically required to satisfy the convergence criterion and chains with between and \( 10^5 \) and \( 10^6 \) entries were thinned to one in every hundred for satisfactory autocorrelation values and independence. This could be improved in future analysis by adopting a more flexible proposal density that can identify the different correlations between parameters in different parts of the parameter space.

Fig. 1 shows the moment estimators of the simulated data and the moment profiles corresponding to \( p_0 = \{ \beta_0 = 0.25, \beta_\infty = -0.2, r_\beta = 0.88\text{pc}, \beta_\ell = 0.0, r_\ell = 0.2, \beta_\infty' = 0.2, r_\beta' = 0.28\text{pc}, \rho_2 = 0.05\text{M}_\odot\text{pc}^{-3}, r_2 = 1\text{pc}, \alpha = 3.5 \} \) in the Jeans equations that is used to generate it. The error bars and central values show the confidence intervals and bias from the sampling distributions \( S(p_0) \). Figs. 2 and 3 show that the dispersion-only fit is not able to distinguish between radial and tangential anisotropy, nor is it able to tell the difference between NFW-like and cored halos.

With the addition of the kurtosis measurement this degeneracy is broken with the dotted NFW profiles disfavoured to high significance and the cored nature of the simulated halo being detected. This shows that in some circumstances it is possible with generalised as well as constant anisotropy to break the degeneracy in the traditional analysis. This result is of course aided by the chosen set of parameters with a kurtosis profile that has a distinct leptokurtic feature around 300pc that disfavours platykurtic (\( \kappa' < \ln(3)^{1/10} \approx 1.01 \))

---

\( 4 \) Data was generated from the Gaussian Superposition family of distributions in appendix B of \cite{Richardson2012} so as to again test the assumption of Pearson generated sampling distributions.
4 APPLICATION TO FORNAX AND SCULPTOR DWARF SPHEROIDALS

4.1 Data

Stellar position and velocity data for Fornax and Sculptor is taken from the Magellanic survey (Walker et al. 2009) and after using the spectral metallicity data provided in (Walker et al. 2004) to remove potential interlopers with probability of membership less than 0.95 one retains a sample of 2304 and 1351 stars for Fornax and Sculptor respectively. To ensure that there are at least two hundred stars in each bin which is a minimum for a meaningful measurement of the fourth moment (Amorisco & Evans 2012a), the Fornax data is split into nine radial annuli of 230 stars plus an outer annulus of 234 stars and in the same manner the Sculptor data is split into five annuli of 225 plus one of 226. To construct the sampling distributions (see fig. 7 and surrounding text in Richardson & Fairbairn (2012)) for Fornax and Sculptor (denoted with superscripts f and s respectively) we generated bootstrap sample sizes from a Pearson distribution of $N^f = 230$ and $N^s = 225$ stars assuming scale dispersions of $\sigma^f_s = 10\text{km}\text{s}^{-1}$ and $\sigma^s_s = 9\text{km}\text{s}^{-1}$ and adding experimental errors (Amorisco & Evans 2012a) normally distributed with widths $\delta^f_f = 0.22\sigma^f_f$ and $\delta = 0.325\sigma^s_s$. Projected stellar radii are calculated assuming galactic centres presented in Mated (1998) and converted to parsecs with distance measurements from that paper. The half-light radius used in the Plummer model fit to the stellar density is taken from Irwin & Hatzidimitriou (1995) and for clarity are shown in Table 1 with the aforementioned distances and central coordinates.

4.2 MCMC Results

4.2.1 Fornax

Considering first the dispersion-only analysis in the upper panel of Fig. 4 we see that as expected the anisotropy is almost completely obscured by the traditional degeneracy of the flat dispersion measurement with the 95% confidence intervals at best enclosing $\beta(r)$ between moderately radial and strongly tangential orbits and placing even less constraint at the galactic centre and larger distances. The mass contraints for the dispersion-only analysis are similar to the displayed error bars for the dispersion-only analysis of the same data in (Walker et al. 2009) which uses more spatial bins, a more flexible Zhao (Zhao 1996) density profile and assumes a Gaussian distribution for $\Sigma_c$ in the likelihood. As shown in fig. 7 of Richardson & Fairbairn (2012) the latter assumption is good provided the kurtosis is not more than mildly leptokurtic as is the case in Fornax. The deprojected radius $r^*_{\beta,3}$ at which the logarithmic density slope of the stellar density profile $\gamma_3 = -3$ and where the mass is robust to the anisotropy (Wolf et al. 2010), is related to the projected half-light radius via $r^*_{\beta,3} \approx 1.23 R_{1/2}$ for a Plummer profile and we see the characteristic pinch in the mass at $r^*_{\beta,3} = 822\text{pc}$. The mass slope confidence intervals in the upper left panel show that the dispersion-only analysis is unable to distinguish between the cusped NFW profiles in black and cored profiles that preserve the constant density with $\Gamma = 3$ out to around 750pc, at high significance though the NFW profile is mildly favoured.

Adding the kurtosis to the analysis in the bottom panels of Fig. 4 we note first the dramatic improvement in precision of the anisotropy parameter $\beta$ at the half-light radius where there is maximal information from the data in the kurtosis measurement which is sensitive to the anisotropy (Lokas et al. 2005). Uncertainty in the anisotropy at the centre of the galaxy is large which hopefully reflects that with little reference to the data at very small radii the freedom in the anisotropy profile removes any spurious effects from the

Table 1. Galaxy Parameters: Central coordinates (J2000), distances and half-light radii

| Galaxy     | $\alpha_c$ | $\delta_c$ | $d$ [kpc] | $R_{1/2}$ [kpc] |
|------------|------------|------------|-----------|-----------------|
| Fornax     | 02$^h$39$^m$59$^s$ | $-$34°27.0′ | 138       | 0.67            |
| Sculptor   | 01$^h$00$^m$09$^s$ | $-$33°42.5′ | 79        | 0.26            |
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Figure 2. MCMC reconstruction of mock Fornax data: The posterior distribution of dispersion-only analyses is marked in dashed blue while the dispersion-kurtosis analysis is solid-green. For brevity we collect the anisotropy parameters by plotting distributions of the anisotropy at the projected half light radius denoted $\beta_{\text{rh}}$. Vertical red lines and red dots show the input parameters $\rho_{\text{in}}$.

Figure 3. Confidence intervals for mock Fornax data: Columns 1-3 show the median (solid blue line) and 67/95% confidence intervals (respectively green and yellow shading) for the logarithmic mass slope, mass profile and anisotropy parameter as calculated from the derived posterior distributions output by the MCMC. Dashed red lines show true input parameters and in column 1 NFW profiles (dotted black) are plotted with three different scale radii, $r_s = (200, 600, 2000)\,\text{pc}$, for reference. Column 4 is the fourth order anisotropy, relevant only to the dispersion-kurtosis analysis.
assumption of a Plummer profile that limits the central behaviour of the dispersion and fourth moment. In the fourth column the anisotropy between fourth order moments $\beta'$, constrained only by the kurtosis measurement, shows the new fourth order degeneracy as less affecting than the traditional degeneracy in $\beta$ in the plot to the left. For Fornax however it is not possible to distinguish between radially or tangentially biased kurtosis measurements. This could explain why only moderate improvement is made in the mass and mass slope constraints from the top to bottom panels in the two columns on the left in comparison to the simulated data. Indeed the primary effect on the Fornax MCMC of including the kurtosis is to squeeze the confidence intervals with little change to the best estimates.

In summary, for Fornax cores and cusps are still not distinguished at high significance but whilst the NFW profile is still in excellent agreement, cored profiles as extended as the one obtained in (Walker & Penarrubia 2011) are in slight tension with the data which favours a density profile with an inner slope somewhere between the two. This result is also contrary to predictions from the virial theorem (Amorisco et al. 2012) and orbit superposition methods (Jardel & Gebhardt 2012) though the latter only provides likelihoods for NFW and a small set of cored profiles.

One interesting improvement in the joint analysis is in the precision of the scale radius measurement which shows as a pinch in the mass slope confidence intervals. For cored profiles in particular having two references to the data in the joint analysis one envisages that this helps to distinguish this natural turning point in the moment profiles from the anisotropy. As the kurtosis is effectively independent of the scale density the degeneracy between the scale density and radius inherent to the overall scaling of the dispersion is partially broken.

### 4.2.2 Sculptor

The dispersion-only analysis of Sculptor shown in the top panels of Figure 5 also shows a large degeneracy in the anisotropy parameter but here with a clear bias towards tangential velocity anisotropies. Both NFW profiles (dotted black) and profiles with cores out to the half light radius are both within the 95% confidence interval. The 67% confidence interval slightly favours the steeper NFW profile, in tension with the data point obtained in (Walker & Penarrubia 2011) using their multiple stellar population method.

Caution is urged in placing too much emphasis on this second order result due to our choosing only 6 radial bins in order to later directly compare our second and fourth order analyses (as mentioned earlier, in order to reliably fit the kurtosis we require bins containing a relatively large number of stars). Firstly, this relatively small number of bins compared to studies in the literature that adopt as many as $\sqrt{N}$ bins for the variance is not an optimal balance of spatial and statistical precision. With little reference to the outermost stars this choice places a strong emphasis on the outermost data point which suggests a rising velocity dispersion whilst including more bins, as in (Walker et al. 2009), indicates that the dispersion then falls again at larger radii making it more compatible with cored fits. As such we take this result with a grain of salt and place more emphasis on the 95% confidence intervals that show the degeneracy that has been found in the literature. This is the reason for any small difference between the results of our second order analysis and other in the literature.

The inclusion of the kurtosis for sculptor is rather more dramatic than for Fornax. Here we see that though the anisotropy at the galactic centre is obscured the joint analysis makes a clear prediction for radial anisotropy. This is partly mirrored by the anisotropy between fourth order moments $\beta'$ though the statistical significance is smaller owing to the fourth order degeneracy. More interesting still,

---

**Table 1.**

| $r$ [kpc] | $M$ (10^10 M_\odot) | $\beta$ | $\beta'$ |
|-----------|---------------------|---------|---------|
| 0.0       | -1.5                | -0.5    | -1.0    |
| 0.5       | -1.0                | -0.0    | -0.5    |
| 1.0       | -0.5                | 0.0     | -0.0    |
| 1.5       | 0.0                 | 0.5     | 1.0     |
| 2.0       | 0.5                 | 1.0     | 2.0     |
| 2.5       | 1.0                 | 2.0     | 3.0     |
| 3.0       | 1.5                 | 3.0     | 4.0     |

---
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the cored solution, in excellent agreement with the prediction from multiple stellar populations, is favoured over the NFW one to high significance up to and beyond the half-light radius breaking the degeneracy. This is also manifest in the mass estimate where systematically lower masses are predicted at small radii which would reduce the astrophysical J-factor over small integration angles. On face value then we validate the prediction of a cored density profile in studies of multiple populations (Walker & Penarrubia 2011, Amorisco & Evans 2012) and from the virial theorem (Agnello & Evans 2012).

4.3 Why is the Fourth Order Method Better for Sculptor and not for Fornax?

The results for Sculptor and the simulated data imply that the kurtosis measurements are key to distinguishing between the scale radius $r_{-2}$ and shape parameter $\alpha$, a degeneracy that normally exists with a flat velocity dispersion profile, however there is no corresponding significant improvement for Fornax. Inspection of the kurtosis data in Fig. 6 shows that while Fornax has an approximately flat series of kurtosis measurements that dips below the Gaussian value of $\kappa = 3$, the sculptor exhibits a group of leptokurtic points ($\kappa > 3$) in the dense stellar region before dipping again to Gaussianity at the end confirming the results in Amorisco & Evans (2012) and Breddels et al. (2013). With the assumption of mild anisotropy we see that the kurtosis profiles converge at a point below the half-light radius. The location of this convergence point on the kurtosis axes displays a dependence on the shape parameter $\alpha$, an increase in which shifts it upwards.

Comparing solutions with identical DM density profiles in the upper and lower panels of Fig. 6 we see that by extending the half-light radius in the Jeans equation the scale of the shift is reduced and the convergence points are less separated on the kurtosis axis making it harder to distinguish between them. For Fornax where the median DM scale radius returned by the MCMC log$_{10}$ $r_{-2} = 2.81^{+0.17(1.28)}_{-0.07(0.13)}$ has a more embedded stellar population $r_{-2}/R_{1/2} \approx 2.5$, the NFW-like density profile with $\alpha = 0.2$ is least sensitive to this effect and a very large scale radius (and thus diffuse halo to fit the dispersion data) is required to shift the convergence point towards the Gaussian value $\kappa = 3$. For this reason it is very difficult to generate leptokurtic points such as those in the Sculptor data set with $\kappa > 3.5$ that lie near the convergence radius. This is exacerbated by the fact that fat tailed platykurtic distributions are less prone to large statistical fluctuations which reduces the likelihood of points in the outer tails.

In conclusion there appears to be a radius where the kurtosis is invariant to the anisotropy which for NFW-like profiles falls well below $\kappa = 3$. While radial anisotropy shifts the curve upwards towards the Sculptor data points at larger radii, the kurtosis between 100 and 150pc is stuck and cannot describe the data points with $\kappa > 3.5$. For this reason not only is radial anisotropy preferred in Sculptor but the MCMC is able to fit cored profiles with higher likelihood than steeper ones regardless of the anisotropy. In Fornax the data points have kurtosis $\kappa < 3$ and are easier to describe with NFW-like profiles. The extended half-light radius also reduces the ability to distinguish between DM density profiles at the point where the kurtosis is invariant to the anisotropy. If these empirical results stand up to a wider range choices for the anisotropy parameters or a variation in the adopted form of the stellar density profile then Sculptor’s leptokurtic data points could be a smoking gun for a cored density profile and we are motivated (Richardson & Fairbairn in preparation) to confirm these findings with analytic reasoning.

4.4 Key Assumptions and Limitations

In this subsection we address the potential impact of the simplifying assumptions inherent to the Jeans analysis used above as well as astrophysical processes and phenomena that, for simplicity, were omitted.

The assumption of spherical symmetry, necessary to close the set of moment equations, has been shown

© 0000 RAS, MNRAS 000, 000-000
α parameter dynamics at the Galactic centre when coupled with restrictions (Evans et al. 2009) to have a significant impact on the adopted half-light radius.

Curves in both plots have the same DM density and anisotropy. For the joint analysis, we note that the densest stellar regions free to vary independently from the centre, thus minimising its influence with the anisotropy in anisotropy parameter derived from the MCMC is large at the origin. Though concern is raised that this artifact of the assumption that plagues dispersion-only analyses of real data and Sculptor in the hope of breaking the mass-anisotropy degeneracy that plagues dispersion-only analyses of real data sets with flat dispersion curves. The assumption of spherical symmetry with the ratio of major and minor axes $\approx 0.7$. By considering elliptical rather than circular annuli it has been shown (Walker & Penarrubia 2011) that the mass slopes derived by studying multiple populations, where uncertainties in the half light radii are important, are sensitive with Sculptor dropping from $\Gamma = 2.95$ to $\Gamma = 2.4$. By contrast (Amorisco & Evans 2012b) find that binned measurements of the sample moments are broadly similar in the minor and major axis directions and with more spatial points of reference the Jeans analysis should be more robust.

The other major assumption inherent to the Jeans analysis is dynamic equilibrium though significant tidal disruption in the classical dwarfs has only been conclusively identified (Majewski et al. 2003) in Sagittarius. Though simulations (Klimentowski et al. 2007) suggested that the Jeans analysis is robust to tidal forces with suitable interloper removal procedures, it has recently been suggested that measurements obtained with the mass slope method (Walker & Penarrubia 2011) are subject to systematic uncertainties dependent on the unknown line of sight. One of the great powers of this method, however, is that it can be applied to small samples and an analysis of a larger group of data sets would reduce any systematic bias.

Binary stars could also inflate the dispersions (Hargreaves et al. 1998) though the case has been put forward (McConnachie & Côte 2010) that significant effects only occur for dispersions on the scale of the ultra faint dwarfs with $\sigma \leq 3$ km s$^{-1}$ significantly smaller than those of the classical dSphs considered herein with $\sigma \approx 10$ km s$^{-1}$.

5 DISCUSSION

In Richardson & Fairbairn (2012) a Jeans analysis of the variance and kurtosis was devised that for the first time fully extended the framework from second order to fourth order without imposing restrictions on the anisotropy between fourth order moments which we introduced as $\beta'$.

With generic and uncorrelated parametric forms for the radial profiles of $\beta$ and $\beta'$ we applied the analysis to kinematic data sets for the Milky Way dwarf spheroidal Fornax and Sculptor in the hope of breaking the mass-anisotropy degeneracy that plagues dispersion-only analyses of real data sets with flat dispersion curves. The assumption of spherical symmetry and a fixed parametrised form for the stellar density profile $\rho(r)$ has a significant impact upon the Jeans equations at the galactic centre and the freedom to divorce the central anisotropy from that at regions of high stellar density provides more confidence than previous joint analyses (Lokas et al. 2003) that have been limited to constant anisotropy.

Though the joint analysis of Fornax was able to substantially improve the precision in the anisotropy measurement, little improvement was made for the mass slope which could not distinguish between an NFW-like Einasto profile and one with an extended core at high significance. Slight tension was however found with large cores predicted in the literature from studies of multiple populations with the best...
fits being intermediates between these and the NFW-like models. By contrast the analysis of Sculptor favoured radial anisotropy and showed a clear preference for cored solutions in excellent agreement with the literature. At first glance it appears that the rather distinct kurtosis measurements for the two galaxies are key to interpreting these results and we demonstrate that the leptokurtic data points in Sculptor seem difficult to reproduce with an NFW-like profile when one assumes moderate anisotropy. Further investigation into this effect with a wider range of anisotropy and stellar density models is required to confirm this finding which we hope to present in the near future. As both galaxies display two very different anisotropy and density profiles it could be argued that astrophysical effects, more chaotic in nature, play a significant role in shaping the density profiles of dwarf spheroidal galaxies that could obscure systematic effects induced by warm or self interacting dark matter cosmologies for which a larger sample of galaxies is needed.

In summary this method provides an analytical insight into the dynamics of spherical systems with a generality bettered only by numerical orbital superposition methods. It also complements the bold predictions from stellar sub component methods by testing the assumption of Gaussianity. With further investigation into the nature of the kurtosis profile we hope to provide simple analytic insights that, like any other complex system, could give simple justification to the interesting results of the MCMC analysis presented here and help to settle the cusp vs core debate.
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