THE SET OF DESTABILIZING CURVES FOR DEFORMED HERMITIAN
YANG-MILLS AND Z-CRITICAL EQUATIONS ON SURFACES
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Abstract. We show that on any compact Kähler surface existence of solutions to the Z-critical equation can be characterized using a finite number of effective conditions, where the number of conditions is bounded above by the Picard number of the surface. This leads to a first PDE analogue of the locally finite wall-chamber decomposition in Bridgeland stability.

As an application we characterize optimally destabilizing curves for Donaldson’s J-equation and the deformed Hermitian Yang-Mills equation, prove a non-existence result for optimally destabilizing test configurations for uniform J-stability, and remark on improvements to convergence results for certain geometric flows.

1. Introduction

The question of characterizing optimally destabilizing test configurations is central in the study of K-stability and the circle of ideas surrounding the Yau-Tian-Donaldson conjecture in Kähler geometry. It is natural to expect that analogous concepts can be of interest also for other stability notions and other geometric PDE.

In this work we focus on the study of obstructions and existence criteria for the Z-critical equation introduced by Dervan-McCarthy-Sektnan [22, 24, 37] as a general framework extending and encompassing several geometric PDE of interest in Kähler geometry, including the important special case of the deformed Hermitian Yang-Mills (dHYM) equation (see [15] for an introduction and [13] for a survey in the context of algebro-geometric stability and references therein). The latter is moreover closely related to the J-equation introduced by Donaldson [26] which is realized as a ‘small volume limit’ in the dHYM setting, while at the same time being closely related to the constant scalar curvature equation and associated stability notions (e.g. K-stability). Existence criteria for the J-equation have been studied in a large body of work (see, for example, [9, 46, 35, 14]) culminating in [17] and [16, 47] with a characterization of existence in terms of uniform J-stability, mirroring the Yau-Tian-Donaldson conjecture, and relating stability to analytic conditions tested on subvarieties, as conjectured by Lejmi-Székelyhidi [35]. Likewise, a number of similar results are known for the dHYM equation [7, 11]. A further and key aspect of the Z-critical equation is that it aims to highlight connections to Bridgeland stability [5], which has generated a lot of interest due to its conjecturally far-reaching connections with birational geometry and mirror symmetry. Indeed, their approach closely mirrors Bayer’s notion of a polynomial central charge [1].

In what follows, let # denote any of the J-equation, deformed Hermitian Yang-Mills (dHYM) equation, or Z-critical equation (note that we single out the dHYM equation to emphasize certain aspects specific to this much studied special case).

Question 1. Verify the existence of a solution to # via a finite number of effective/numerical conditions.

This is a natural question related to the existence of subsolutions, which is open in general. Such considerations have certainly also been of interest for other geometric PDE, notably for extremal Kähler metrics [8], where effective conditions and optimal destabilizers have been
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investigated in a variety of different situations, such as toric geometry and its generalizations, or K-stability for Fano varieties (see e.g. [11, 12, 32, 51, 17, 18, 19, 23, 47]) and a number of open questions remain. The general picture is that even if one manages to characterize existence via algebro-geometric stability (e.g. K-stability) this typically involves testing an infinite number of conditions, which are in general still far from being satisfactorily understood.

The present work deals with Question 1.2 in the case of Kähler surfaces, providing first results in the direction of the J-equation, dHYM equation and Z-critical equation, which have the advantage that they all can be studied using obstructions arising from subvarieties, as opposed to those coming from general test configurations. A secondary intention is moreover for this paper to serve as a ‘base case’ in an induction on dimension argument in forthcoming work, illustrating wall-chamber decompositions for Z-critical equations in higher dimension.

The starting point of this work is a well-known proposition of Song-Weinkove [46, Proposition 4.5] dealing with the finite number of curves along which the J-flow blows up, where these curves are produced using Siu decomposition of suitable currents of analytic singularities. A key idea of this work is to replace this Siu decomposition approach with Zariski decomposition, which opens up to several improvements. More precisely, given a geometric PDE $\# = \text{J-equation, dHYM equation or Z-critical equation}$, we obtain a map

$$\tau_\# : V \times H^{1,1}(X, \mathbb{R}) \rightarrow H^{1,1}(X, \mathbb{R}), (d_\#, \alpha) \mapsto \tau_\#(d_\#, \alpha),$$

where $V$ is (a subset of) a finite-dimensional space of ‘initial data’ $d$ (taken at the topological level). For example, if $\# = \#$ is the deformed Hermitian Yang-Mills equation, then $V$ is usually taken to be the Kähler cone $C_X$, wherein one picks a Kähler class $d_\# = \beta$ and a Kähler form $\theta \in \beta$ as the so-called B-field. If $\# = \#$ is the Z-critical equation, then $d_\# = V$ is the space of all stability data $\Omega$ (see [24, Section 2.1]). The class $\alpha \in H^{1,1}(X, \mathbb{R})$ is the topological constraint on our sought-after solution to $\#$. Under natural hypotheses it then follows from well-known existence criteria [14, 7, 16, 11, 47] that $\#$ can be solved for initial data $d_\#$, in the class $\alpha$, precisely if $\tau_\#(d_\#, \alpha)$ is Kähler class.

A main goal of this work is to improve on these existence criteria. We will give precise statements in each of the respective cases of the J-equation, dHYM equation and Z-critical equation. However they all fall under the structure of the following ‘meta theorem’:

**Theorem 1.1 (Meta theorem).** Let $X$ be a compact Kähler surface and fix a compact subset $K$ (of a suitable subset of) $V \times H^{1,1}(X, \mathbb{R})$. Then there exists a set of finitely many curves $V_K = \{E_1, \ldots, E_\ell\}$ on $X$ depending only on $K$ and $\#$ such that the equation $\#$ with underlying initial data and topological constraint $(d_\#, \alpha) \in K$ is solvable if and only if the following finitely many conditions hold:

$$\int_{E_i} \tau_\#(d_\#, \alpha) > 0, \; \forall i = 1, 2, \ldots, \ell$$

All the curves $E_i \in V_K$ have negative self-intersection, and if moreover the image of $K$ under $\tau_\#$ is contained in the convex hull of $k$ pseudoeffective classes $\alpha_j \in H^{1,1}(X, \mathbb{R})$, then the cardinality $|V_K|$ of the set of ‘test curves’ is bounded above by $k \rho(X)$. If $X$ is moreover projective, then the cardinality of $V_K$ is bounded above by $k \rho(X) - k$.

**Remark 1.2.**

(1) In other words, we prove the existence of a finite set of ‘destablizing curves’ to the numerical criteria [14, 7, 16, 11, 47], such that the set of curves can moreover be taken uniform across compact sets of initial data. Note that this is a novelty already in the much studied special case of the dHYM equation.

(2) The hypotheses imposed are precisely the natural ones studied in the general literature for both the dHYM and Z-critical equations, and the ‘meta theorem’ covers these cases of interest. More precisely, the above hypotheses hold automatically when specializing to the dHYM equation, and arise naturally from the point of view of ‘subsolutions’ in the more general setting of the Z-critical equation (see [24]).
A main novelty in the strategy of proof is the replacement of Siu decomposition (e.g. as used by Song-Weinkove [46]) by Zariski decomposition, which turns out to offer several advantages. In particular, it makes certain aspects of previous results for geometric flows more precise (in Section 6 we discuss the J-flow, line bundle mean curvature flow, and dHYM flow from this point of view).

In the case of the Z-critical equation Theorem 1.1 can be interpreted as a first PDE analogue of locally finite wall-chamber decompositions in Bridgeland stability. This is a main motivation behind the above result, as elaborated upon in Section 1.2.

The main technical simplifications that allow the strategy of proof to work on surfaces, is first the reduction to a complex Monge-Ampère equation, and second, that intersection theory takes a particularly simple form in dimension 2. It would however be natural to conjecture a similar statement in higher dimension $n \geq 3$, based on generalizations of Yau’s solution of the Calabi conjecture [52], the characterisation of the Kähler cone due to Demailly-Paun [20], and the Zariski decomposition of arbitrary pseudoeffective classes on compact complex manifolds due to Boucksom [3].

In each case when the main theorem 1.1 holds we moreover have the following corollary, which is new at least for the Z-critical equation (for general central charges in rank one):

**Corollary 1.3.** If $X$ is a compact Kähler surface with no negative curves, then the equation $\#$ admits a solution for any admissible initial data $(d\#, \alpha)$ (see Corollary 1.6 and Corollary 1.12 for the precise statements).

For the J-equation this is well-known (see [26]), and outside this result Corollary 1.3 provides classes of new examples when the dHYM and Z-critical equations are solvable. Significantly, in the case of the Z-critical equation, these examples occur away from the so-called ‘large volume limit’. This in turn has important implications for the locus of initial data where the Z-critical equation is solvable, presenting its boundary as a locally finite union of real codimension one ‘walls’, in close analogy with related results in the theory of Bridgeland stability conditions (see e.g. [6] Section 9 for reference).

### 1.1. Main results for the deformed Hermitian Yang-Mills equation.

Let $X$ be a compact Kähler surface and pick two Kähler classes $(\alpha, \beta) \in \mathcal{C}_X \times \mathcal{C}_X$, where $\mathcal{C}_X$ denotes the open convex cone of Kähler cohomology classes in $H^{1,1}(X, \mathbb{R})$. The deformed Hermitian Yang Mills equation has a solution with respect to $(\beta, \alpha)$ if, for any Kähler metric $\theta \in \beta$, there exists a $(1,1)$ form $\omega \in \alpha$ such that

\[
\text{Im} \left( e^{-\sqrt{-1} \hat{\Theta}(\beta, \alpha)} (\theta + \sqrt{-1} \omega)^2 \right) = 0
\]

where $\hat{\Theta}(\beta, \alpha)$ is determined modulo $2\pi$ by the necessary topological constraint

\[
\int_X \text{Im} \left( e^{-\sqrt{-1} \hat{\Theta}(\beta, \alpha)} (\beta + \sqrt{-1} \alpha)^2 \right) = 0.
\]

Our main result for the dHYM equation is the following:

**Theorem 1.4.** Let $X$ be a compact Kähler surface and fix any compact subset $K \subseteq \mathcal{C}_X \times \mathcal{C}_X$. Then there exists a finite set of curves of negative self-intersection $E_1, \ldots, E_\ell$ on $X$, depending only on $K$, such that the following are equivalent:

1. The deformed Hermitian Yang Mills equation $\Box$ admits a solution with respect to $(\beta, \alpha) \in K$.

2. For all irreducible curves $E \subseteq X$ we have

\[
\int_E \alpha + \cot(\hat{\Theta}(\beta, \alpha)) \beta > 0.
\]
For \( i = 1, \ldots, \ell \) we have
\[
\int_{E_i} \alpha + \cot(\widehat{\Theta}(\beta, \alpha))\beta > 0.
\]

**Remark 1.5.** The new result here is \((2) \Leftrightarrow (3)\) stating that it is enough to test the numerical condition \((2)\) on a finite set of ‘test curves’, where moreover this set of curves is completely uniform of the choice of \((\alpha, \beta) \in K\) across any given compact subset \(K\). This is a consequence of our proofs using Zariski decomposition, rather than Siu decomposition of currents. In fact, in the case of the dHYM equation the set of curves can moreover be taken independent of the scaling \( \alpha \mapsto k\alpha \) as \( k \to +\infty \), so that the same ‘test curves’ can be used for all rescalings of the dHYM equation including its small volume limit, the \(J\)-equation, as explained in Section 5.3. The equivalence \((1) \Leftrightarrow (2)\) is due to [33].

As a consequence of \((2) \Leftrightarrow (3)\) one may note the following existence result, analogous to a well-known result of Donaldson [26] for the \(J\)-equation:

**Corollary 1.6.** Suppose that \(X\) is a compact Kähler surface with no curves of negative self-intersection. Then the deformed Hermitian Yang Mills equation can always be solved for all pairs \((\beta, \alpha)\) of Kähler classes and every Kähler form \(\theta \in \beta\).

It is moreover interesting to note the following implications for the structure of the ‘dHYM-positivity locus’:

**Corollary 1.7.** In the setup of Theorem 1.4, let
\[
c_{\beta, \alpha} := \frac{\int_X (\alpha^2 - \beta^2)}{2 \int_X \alpha \cdot \beta} \in \mathbb{R}
\]
and
\[
\tau_{dHYM}(\beta, \alpha) := \alpha - c_{\beta, \alpha}\beta \in H^{1,1}(X, \mathbb{R}).
\]

Consider moreover the set
\[
\mathcal{U} := \{(\beta, \alpha) \in \mathcal{C}_X \times \mathcal{C}_X : \text{The dHYM equation (1) is solvable with respect to } (\beta, \alpha)\}.
\]
of \((\beta, \alpha) \in \mathcal{C}_X \times \mathcal{C}_X\) such that equation (1) admits a solution \(\omega \in \alpha\). Fixing any compact set \(K \subseteq \mathcal{C}_X \times \mathcal{C}_X\), the restriction \(\mathcal{U}|_K\) is cut out by a finite number of open conditions depending only on \(K\), namely
\[
\mathcal{U}|_K = \left\{(\beta, \alpha) \in K : \int_{E_i} \tau_{dHYM}(\beta, \alpha) > 0, i = 1, \ldots, \ell\right\},
\]
where the curves \(E_i\) are those appearing in Theorem 1.4. In particular, the boundary \(\partial \mathcal{U}|_K\) is defined by
\[
\partial \mathcal{U}|_K = \left\{(\beta, \alpha) \in K : \prod_{i=1}^\ell \int_{E_i} \tau_{dHYM}(\beta, \alpha) = 0\right\},
\]
which forms a real algebraic set in \(K\) of real codimension one, giving rise to a locally finite wall-chamber decomposition of the space of dHYM equations.

**Remark 1.8.** Note that this immediately implies that dHYM-positivity (and thus solvability of the dHYM-equation) is an open condition under perturbation of the underlying data \((\beta, \alpha) \in \mathcal{C}_X \times \mathcal{C}_X\). Such openness would already follow from general theory, since the dHYM equation reduces to a complex Monge-Ampère equation. Nonetheless, the above Corollary 1.7 makes this openness rather explicit.

For the J-equation we have an analogous statement, see Theorem 5.3.
1.2. Main results for the Z-critical equation and a wall-chamber decomposition in the spirit of Bridgeland. In [24] Section 2.1, Dervan-McCarthy-Sektnan introduced the notion of a Z-critical connection on a holomorphic vector bundle $E \to X$ on a compact Kähler manifold $X$ of dimension $n$, where $Z$ is a choice of a polynomial central charge, as a differential geometric analogue (in the case of vector bundles) of the abstract notion of a Bridgeland stability condition (introduced in [5]). In their setup, the choice of a polynomial central charge $Z = Z_\Omega$ is the data of a triple $\Omega = (\beta, \rho, U)$ where $\beta$ is a Kähler class, $\rho = (\rho_0, \rho_1, \cdots, \rho_n) \in \mathbb{C}^{n+1}$ is a stability vector such that $\rho_d/\rho_{d+1}$ and $\rho_n$ lie in the upper half-plane, and $U \in \bigoplus_j H^{1,j}(X, \mathbb{R})$ is unipotent cohomology class, i.e., a mixed-degree cohomology class whose degree zero part is equal to 1. With this notation, for a fixed Kähler metric $h$ and a fixed smooth representative $\tilde{U} \in U$, set $\tilde{Z}_\Omega(E, h)$ to be the degree $(n, n)$ part of the complex endomorphism-valued form

$$\left( \sum_{d=0}^n \rho_d \theta^d \right) \wedge \tilde{U} \wedge \text{ch}(E, h)$$

where $h$ is a Hermitian metric on $E$ and $\text{ch}(E, h)$ is the Chern-Weil representative of the total Chern character $\text{ch}(E)$ of $E$ with respect to $h$. Then, the Z-critical equation is written

$$\text{Im} \left( e^{-\sqrt{-1} \varphi(E)} \tilde{Z}_\Omega(E, h) \right) = 0$$

where the metric $h$ is understood as the desired solution. Here, $e^{-\sqrt{-1} \varphi(E)}$ is the unique cohomological constant that, modulo $2\pi$, satisfies

$$\varphi(E) = \arg \left( \int_X (\tilde{Z}_\Omega(E, h)) \right)$$

and the imaginary part is understood as the anti-self adjoint component of the form with respect to the metric $h$. More precisely, there is a map $(\cdot)^\dagger : A^{n,n}(\text{End} E) \to A^{n,n}(\text{End} E)$ that sends any (complex) endomorphism-valued $(n, n)$-form to its Hermitian conjugate. Then the imaginary part of a form $\Theta$ is simply

$$\text{Im}(\Theta) = \frac{1}{2\sqrt{-1}}(\Theta - \Theta^\dagger).$$

As mentioned above, the Z-critical equation is meant to capture, in the context of differential geometry, the abstract notion of a Bridgeland stability condition on the derived category of coherent sheaves of a smooth complex projective variety. From this perspective, one should expect to see features of the theory of Bridgeland stability arise purely in terms of the differential geometry of the Z-critical equation. One such feature is a locally finite wall-chamber structure of the manifold parametrizing stability data (see, for example [6], Section 9]). The following result is well-motivated from this point of view, and can be seen as a first analogue of a locally finite wall-chamber structure on the side of differential geometry. (In particular, see [6], Proposition 9.4], which gives a closely analogous result in the case of K3 surfaces, and compare with Corollary 4.10 below.)

To state the result we recall the volume form hypothesis introduced by the Dervan-McCarthy-Sektnan [24] as a natural analogue of the supercritical condition for the dHYM equation, and the natural setting for studying the Z-critical equation and its associated stability. Let $X$ be a compact Kähler surface and $L \to X$ a holomorphic line bundle on $X$. Fix a choice $Z = Z_\Omega$ of polynomial central charge corresponding to the stability datum $(\beta, \rho, U)$ as above, and choose representatives $\theta \in \beta$ and $\tilde{U} \in U$. Then the left-hand-side of the Z-critical equation (2) can be re-written as

$$\text{Im} \left( e^{-\sqrt{-1} \varphi(L)} \tilde{Z}_\Omega(L, h) \right) = c(\chi_h^2 + \chi_h \wedge \tilde{\eta} + \tilde{\gamma})$$

where the forms $\tilde{\eta}$ and $\tilde{\gamma}$ and the constant $c$ depend only on the lifts $\tilde{U}$ and $\theta$ of the stability data and the line bundle $L$, and $\chi_h$ is the Chern-Weil representative of $c_1(L)$ with respect to
the unknown metric $h$. Then the lift $(\beta, \rho, \tilde{U})$ is said to satisfy the volume form hypothesis at $L$ if $c \neq 0$ and the $(2,2)$-form
\[
\frac{1}{4} \tilde{\eta}^2 - \tilde{\gamma} \in \mathcal{A}^{2,2}(X)
\]
is a volume form on $X$. In fact, one can always find such a choice of lifts provided that the cohomological conditions $c \neq 0$ and the $(2,2)$-form
\[
\int_X \left( \frac{1}{4} \tilde{\eta}^2 - \tilde{\gamma} \right) > 0
\]
are satisfied (Corollary 3.12). In this case, we say that $\Omega$ has positive volume at $L$. Let $\eta(\Omega, L), \gamma(\Omega, L)$ denote the cohomology classes of $\tilde{\eta} = \tilde{\eta}(\Omega, L)$ and $\tilde{\gamma} = \tilde{\gamma}(\Omega, L)$ respectively. The following main result is stated under the full generality of the positive volume condition:

**Theorem 1.9.** Let $X$ be a compact Kähler surface, $K \subseteq C_X \times (\mathbb{C}^*)^3 \times \bigoplus_k H^{k,k}(X, \mathbb{R})$ be a compact set of polynomial central charges on $X$, and $L \to X$ be a holomorphic line bundle. Suppose that each $\Omega = (\beta, \rho, U) \in K$ has positive volume at $L$. Then, there exists a finite set of curves of negative self-intersection $E_1, \cdots, E_\ell$ such that, for each $\Omega = (\beta, \rho, U) \in K$ the following conditions are equivalent:

1. There exists a choice of lifts of $\Omega$ such that the line bundle $L \to X$ admits a solution to the Z-critical equation (2).
2. The class $\tau(\Omega, L) := s \left( c_1(L) + \frac{1}{2} \eta(\Omega, L) \right)$ satisfies
\[
\int_{E_i} \tau(\Omega, L) > 0 \quad \forall i = 1, \cdots, \ell
\]
where $s$ is the sign of the non-zero real number
\[
\int_X \left( c_1(L) + \frac{1}{2} \eta(\Omega, L) \right) \cdot \beta \in \mathbb{R}.
\]

As a consequence we derive the following analogue of a certain wall-chamber decomposition in Bridgeland stability (since a first version of this manuscript, chamber decompositions have also been studied for canonical metrics in complex geometry, using different approaches related to moduli of cscK manifolds and K-moduli, see e.g. [40, 55, 56]):

**Theorem 1.10.** Let $X$ be a compact Kähler surface and $S$ any finite set of holomorphic line bundles on $X$. Let $V_S$ denote the set of stability data $\Omega$ that have positive volume at each $L \in S$. Then, $V_S$ admits a locally finite wall-chamber decomposition.

We refer the reader to Corollary 3.16 for precise definitions and details.

**Remark 1.11.** The analogous statement holds more generally when $L$ is replaced by an arbitrary $(1,1)$-cohomology class $\alpha \in H^{1,1}(X, \mathbb{R})$. In that case, one replaces $\text{ch}(L, h)$ in equation (2) with $\exp(\chi) := 1 + \chi + \frac{1}{2} \chi^2$, where $\chi \in \alpha$ is the sought-after $(1,1)$ form which solves the equation.

As before, we have the following immediate corollary, which in the case of the Z-critical equation is new to the literature and gives examples of Z-critical metrics away from the so-called ‘large volume limit’:

**Corollary 1.12.** Let $X$ and $L$ be as in the Theorem 3.13. Suppose $X$ does not admit any curves of negative self-intersection. Let $\Omega$ be a choice of stability data defining a polynomial central charge $Z_\Omega$ and such that $V(\Omega, L) > 0$. Then, for any lift $\tilde{\Omega}$ satisfying the volume form hypothesis, the $Z_\Omega$-critical equation admits a solution on $L$. 
An analogous result to Corollary 1.7 also holds for the Z-critical equation, see Corollary 3.16.

Finally, let us remark that we hope to apply similar techniques in higher dimension in the future (especially in dimension 3, where Pingali [38] has remarked on the close relationship between the dHYM equation and reductions to Monge-Ampère type equations). Such generalizations involve several additional hurdles related to the big cone and numerical properties of the Zariski decomposition and requires the development of further new techniques.

1.3. Optimal destabilizers for the J-equation and dHYM equation. Motivated by well-known (often conjectural) connections between existence of solutions to geometric PDEs and suitable algebraic or analytic stability notions, we also ask about optimal destabilizers to the respective equations above.

On the analytic side one asks for curves that optimally destabilize the relevant positivity condition in the following sense: an irreducible curve $E_0 \subseteq X$ is said to be optimally dHYM-destabilizing if

$$\int_{E_0} \tau_{\text{dHYM}}([\theta],[\omega]) = \inf_{E \subseteq X} \left( \int_E \tau_{\text{dHYM}}([\theta],[\omega]) \right) \leq 0$$

i.e. $E_0$ is a destabilizer, which is moreover ‘most destabilizing’ among the set of all curves (and as before $\tau_{\text{dHYM}}([\theta],[\omega]) = [\omega] + \cot(\Theta([\theta],[\omega]))$. A similar definition can be given of optimally J-destabilizing curves using $\tau_J$ instead (see Section 5). From the main results (Theorem 1.4 and 5.3) the set of optimally destabilizing curves are finite, in each of these cases, and the following result shows that they are in fact closely related.

Theorem 1.13. Suppose that $([\theta],[\omega]) \in H^{1,1}(X,\mathbb{R})$ such that $|\theta|^2 < |\omega|^2$. Then the infima

$$\inf_{E \subseteq X} \left( \int_E \tau_{\text{dHYM}}([\theta],[\omega]) \right)$$

and

$$\inf_{E \subseteq X} \left( \int_E \tau_J([\theta],[\omega]) \right)$$

are realized by the same finite set of curves

$$(3) \quad \left\{ E \subseteq X : \int_E a([\theta],[\omega]) = 0 \right\},$$

where $a([\theta],[\omega]) \in H^{1,1}(X,\mathbb{R})$ is the (1,1)-class defined in Proposition 5.8. In particular, if the sets of optimally J/dHYM-destabilizing curves are non-empty, then they coincide, and are explicitly given by (3).

In other words, the numerical existence criteria for J and dHYM equations can be tested for the same finite set of curves. As an alternative point of view, this shows that the set of optimally dHYM-destabilizing curves can be chosen uniformly across any rescaling $\alpha \mapsto k\alpha$, $k > 0$, to the small volume limit, and these are precisely the curves that witness the ‘non-positivity’ of the class $a([\theta],[\omega])$ in the Nakai-Moishezon criterion. We stress that while the sets of optimally J/dHYM-destabilizing curves coincide when non-empty, this does of course not imply the existence of any destabilizing curves, nor does it imply that the dHYM and J-equations are solvable at the same time (as in the existence criteria one integrates different (1,1)-forms $\tau_{\text{dHYM}}$ and $\tau_{\text{J}}$ over these same curves).

In the case of optimal destabilizers on the side of algebro-geometric stability, we show that the situation is quite different to that of curves. More precisely, building crucially on work of Hattori [31] we observe that optimally destabilizing test configurations (defined with respect to the minimum norm, see (4)) never exist across rational classes:

Theorem 1.14. Let $X$ be a smooth projective surface and $L,H$ Q-line bundles on $X$. Then no optimally destabilizing normal and relatively Kähler test configuration exists for $(X,L,H)$.  

This is a straightforward extension of [31, Theorem 7.3] together with [43, Theorem 1], in that we take optimally destabilizing to mean that the infimum

$$\inf_{\Phi \in H^{NA}(X,\omega)} \frac{E^{NA}_{\theta}(\Phi)}{||\Phi||}$$

is realized by a test configuration $\Phi_0$ (even when this infimum is non-zero). Note that while this definition is not identical to that used in e.g. [41], based on Donaldson’s lower bound of the Calabi functional [28] and involving the $L^2$ norm, the two notions are very closely related.

As a further result we also observe the following:

**Theorem 1.15.** Let $X$ be a smooth projective surface. Then the following are equivalent:

1. $X$ admits at least one negative curve.
2. There exist $L$ and $H$ ample line bundles on $X$ such that $(X, L)$ is $J^H$-stable but not uniformly $J^H$-stable.

**Remark 1.16.** The above sheds additional light on a recent example in [31], where they provided a polarized surface $(X, L)$ which is $J$-stable but not uniformly. In fact, by Theorem 1.16 such examples exist in abundance (namely, precisely on any projective surface $X$ carrying a curve of negative self-intersection). As shown in [31, Corollary 7.5] such examples can be useful in constructing examples of K-stable but not uniformly K-stable polarized normal pairs, touching upon fundamental questions relating to the Yau-Tian-Donaldson conjecture for constant scalar curvature metrics. Note however that Hattori’s construction applies to very singular surfaces so that the entropy term in the non-Archimedean Mabuchi functional vanishes. Producing examples of K-stable but not uniformly K-stable smooth surfaces appears to be very challenging and would likely require new ideas.

The conclusion is that on the analytic side optimally destabilizing curves exist (in a finite number, at most $\rho(X)$) and one can find a finite set of curves that works uniformly across all underlying data in a given compact subset of the Kähler cone. On the other hand, on the algebraic side optimally destabilizing test configurations for J-stability can never exist in the sense of (4) across rational classes. (We are currently unable to determine whether this is also true for $\mathbb{R}$-line bundles).

1.4. **Flow aspects.** As a final application of the main Theorem 1.1 we remark on improvements to certain results on singularities of the J-flow, the line bundle mean curvature flow, and a dHYM flow, due to Song-Weinkove [46], Takahashi [19] and Fu-Yau-Zhang [29] respectively. We refer the reader to Section 6 for the statements and proofs.

1.5. **Outline of the paper.** Section 2 deals with preliminaries. Section 3 includes proofs of the main theorems for the dHYM equation (Theorem 3.7) and the Z-critical equation (Theorem 3.13). Note that the former is a consequence of the latter, but we write out both proofs for clarity of exposition. We also state Corollary 3.16.

In Section 5 we first state and prove the main theorem (Theorem 5.3) in the special case of the J-equation, characterize the set of optimally destabilizing curves for the J-equation and the dHYM equation (Theorem 5.13), and prove non-existence (in general) of optimally destabilizing test configurations for the J-equation, which also involves comparing J-stability and uniform J-stability (Theorem 1.15).

In Section 4 we exemplify aspects of Corollary 3.16 for $\mathbb{P}^2$ blown up in two points.

In Section 6 we finally apply the main theorem 1.1 to state and discuss improvements to certain results on singularity formation and convergence of geometric flows.
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2. Preliminaries

In this section we recall certain well-known and classical facts about the theory of positivity on Kähler surfaces. We will nevertheless state results in more generality than we need them, so that we can emphasise that the methods can be brought to bear upon problems in higher dimensions, though with numerous additional difficulties that would be interesting to address in future work.

2.1. Positive cones in cohomology. Let $X$ be a compact Kähler manifold of dimension $n$. Recall that the Kähler cone $C_X$ is the convex open cone in $H^{1,1}(X, \mathbb{R})$ comprising precisely those cohomology classes, called Kähler classes, which can be represented by a Kähler metric. The closure $N_X := \overline{C_X}$ of $C_X$ is called the nef cone, comprising the nef classes.

Recall that the canonical map from $H^{1,1}(X, \mathbb{R})$ to the space of real-valued $d$-closed $(1,1)$ currents modulo $d$-exact $(1,1)$ currents (induced by taking a $(1,1)$ form to the current it defines) is an isomorphism. Thus, it makes sense to talk about classes in $H^{1,1}(X, \mathbb{R})$ being represented by currents. With this in mind, a class $\tau \in H^{1,1}(X, \mathbb{R})$ is called pseudoeffective if it can be represented by a closed positive current, and is called big if it can be represented by a Kähler current, that is a closed positive current $T$ such that $T \geq \varepsilon \omega$ for some $\varepsilon > 0$ and some choice of Kähler form $\omega$. Note that if $V = \sum_i a_i V_i$ is any effective $\mathbb{R}$-cycle of closed analytic subvarieties $V_i \subseteq X$ of codimension one, then the class $[V] \in H^{1,1}(X, \mathbb{R})$ of $V$ is pseudoeffective, since it admits the closed positive $(1,1)$ current of integration

$$A^{n-1,n-1}(X, \mathbb{R}) \ni \theta \mapsto \sum_i a_i \int_{V_i} \theta.$$  

The pseudoeffective and big classes respectively comprise the pseudoeffective cone $\mathcal{E}_X$ and the big cone $\mathcal{B}_X$. Clearly, we have $\overline{\mathcal{B}_X} = \mathcal{E}_X$. It is also easy to see from the definitions that

$$C_X \subseteq \mathcal{B}_X \subseteq \mathcal{E}_X, \quad \text{and} \quad \overline{\mathcal{C}_X} = N_X \subseteq \mathcal{E}_X.$$  

The cone $\mathcal{E}_X$ induces on $H^{1,1}(X, \mathbb{R})$ a partial ordering: we will write $\alpha \leq \beta$ precisely when $\beta - \alpha \in \mathcal{E}_X$. (Note that this differs slightly from the usual convention of using $C_X$.)

We also recall the following notion, due to Boucksom (see [3 Definition 2.2]), of classes that are ‘nef in codimension one’. A class $\alpha \in H^{1,1}(X, \mathbb{R})$ is called a modified nef class if, for every $\varepsilon > 0$ and some (hence any) choice of Kähler metric $\omega$ on $X$, there exists a closed $(1,1)$ current $T$ representing $\alpha$ such that $T + \varepsilon \omega \geq 0$ and the Lelong number $\nu(T, D) = 0$ along any analytic subvariety $D \subseteq X$ of codimension one. The modified nef classes comprise $\mathcal{MN}_X$, the modified nef cone.

The Neron-Severi group $NS(X)_\mathbb{R}$ of $X$ is the subspace of $H^{1,1}(X, \mathbb{R})$ generated by the first Chern classes of holomorphic line bundles on $X$. Throughout this paper, we shall denote its dimension by $\rho(X) := \dim_{\mathbb{R}} NS(X)_\mathbb{R}$. Clearly, $\rho(X) \leq h^{1,1}(X)$.

Now suppose $X$ is a compact Kähler surface. The intersection pairing on $H^{1,1}(X, \mathbb{R})$:

$$(\alpha, \beta) \mapsto \int_X \alpha \cdot \beta$$

is non-degenerate and, according to the Hodge Index Theorem, has precisely one positive eigenvalue, and so is a Lorentzian pairing defined on $H^{1,1}(X, \mathbb{R})$. The positive cone $\mathcal{P}_X^+$ with respect to this pairing is the set of classes $\tau \in H^{1,1}(X, \mathbb{R})$ such that

$$\int_X \tau^2 > 0, \quad \text{and} \quad \int_X \tau \cdot \alpha > 0$$

for some (hence any) fixed Kähler class $\alpha \in C_X$. A straightforward calculation shows that $\mathcal{P}_X^+$ is self-dual. Moreover, from the definition of $C_X$ and $\mathcal{B}_X$, it follows easily that $C_X \subseteq B_X^+$ and
so \( \mathcal{N}_X \subseteq \mathcal{E}_X^\times \). In fact, the following generalisation of the classical Nakai-Moishezon criterion due to Lamari implies that \( \mathcal{N}_X = \mathcal{E}_X^\times \). (See [34, Theorem 5.3].)

**Theorem 2.1** (Lamari). Suppose \( X \) is a compact Kähler surface and \( \beta \) is any non-zero class in the closure of \( \mathcal{P}_X^\times \). Then, a class \( \alpha \in H^{1,1}(X, \mathbb{R}) \) is a Kähler class if and only if it satisfies the following.

1. \( \int_X \alpha^2 > 0 \),
2. \( \int_X \alpha \cdot \beta > 0 \),
3. For every irreducible curve \( E \subseteq X \) of negative self-intersection, we have
   \[ \int_E \alpha > 0. \]

Moreover, the duality \( \mathcal{N}_X = \mathcal{E}_X^\times \) implies the following familiar fact, which we use repeatedly.

**Lemma 2.2.** On a compact Kähler surface \( X \), we have \( \mathcal{P}_X^+ \subseteq \mathcal{B}_X \).

*Proof.* We have \( \mathcal{N}_X \subseteq \overline{\mathcal{P}_X^+} \). By duality, we conclude \( \overline{\mathcal{P}_X^+} = \overline{\mathcal{N}_X^*} \subseteq \mathcal{E}_X^* \), since \( \overline{\mathcal{P}^+} \) is self-dual. This shows that \( \overline{\mathcal{P}_X^+} \subseteq \overline{\mathcal{B}_X} \), and the result about the interior \( \mathcal{P}_X^+ \) of \( \overline{\mathcal{P}_X^*} \) follows. \( \square \)

### 2.2. The Zariski decomposition.

A classical theorem of Zariski [33] states that any effective divisor \( D \) on a surface can be uniquely decomposed as a sum of \( \mathbb{Q} \)-divisors \( D = Z + N \) where \( Z \) is nef, \( N \) has negative-definite intersection matrix and \( Z \cdot N = 0 \). In [3], Boucksom generalised this decomposition to arbitrary pseudoeffective classes on compact complex manifolds. His result, in the context of Kähler manifolds, is the following. (See [3, Sections 3.2, 3.3].)

**Theorem 2.3** (Boucksom, [3]). Let \( X \) be a compact Kähler manifold of dimension \( n \). There exist uniquely determined homogeneous maps \( Z : \mathcal{E}_X \rightarrow \mathcal{E}_X \), and \( N : \mathcal{E}_X \rightarrow \mathcal{E}_X \) satisfying the following properties.

1. For every \( \tau \in \mathcal{E}_X \), \( Z(\tau) \in \mathcal{M} \mathcal{N}_X \) is a modified nef class.
2. For every \( \tau \in \mathcal{E}_X \), \( N(\tau) \) is the class of a unique effective \( \mathbb{R} \)-divisor, i.e.
   \[ N(\tau) = \sum_{i=1}^{\ell} a_i [E_i] \]
   for some \( a_i > 0 \) and \([E_i] \) the classes of analytic subvarieties \( E_i \subseteq X \) of codimension one forming an exceptional family. The current of integration along the divisor \( \sum a_i E_i \) is the unique closed positive current in the class \( N(\alpha) \). Moreover, the classes \([E_i]\) are linearly independent in \( H^{1,1}(X, \mathbb{R}) \). In particular, \( \ell \leq \rho(X) \).
3. For every \( \tau \in \mathcal{E}_X \), we have
   \[ \tau = Z(\tau) + N(\tau). \]
4. The map \( N \) is convex.

In our case of interest, where \( X \) is a compact Kähler surface, the nef cone \( \mathcal{N}_X \) and the modified nef cone \( \mathcal{M} \mathcal{N}_X \) coincide. (See, for example, [3, Theorem 4.1].) Moreover, the prime divisors \( E_i \) (i.e. curves) appearing in Theorem 2.3 (2) have a negative-definite intersection matrix (and this property characterises the set of exceptional families referred to in the above Theorem 2.3, see [3, Theorem 4.5]). With the following example we recall that the Zariski decomposition of a given class can be computed explicitly without knowing the entire nef cone.

**Example 2.4.** Let \( X \) be the Fermat quartic hypersurface in \( \mathbb{P}^3 \) given by the locus \( x_0^4 + x_1^4 + x_2^4 + x_3^4 = 0 \). Let \( \xi = \exp(2\pi \sqrt{-1}/8) \), which is a primitive eighth root of unity. Then, writing
\[
x_0^4 + x_1^4 + x_2^4 + x_3^4 = \left( \prod_{j \in \{1,3,5,7\}} (x_0 - \xi^j x_1) \right) + \left( \prod_{j \in \{1,3,5,7\}} (x_2 - \xi^j x_3) \right)
\]
we see immediately that the sixteen lines
\[ \ell(j_1, j_2) := \{ [\xi^1 : x_1 : \xi^2 : x_3] \in \mathbb{P}^3 \mid [x_1 : x_3] \in \mathbb{P}^1 \} \quad j_1, j_2 \in \{1, 3, 5, 7\} \]
lie on \(X\). Since \(X\) is a smooth degree 4 hypersurface, by adjunction we get that \(X\) is a K3 surface, so the genus formula for an irreducible curve \(C \subseteq X\) reduces to
\[ 2g(C) - 2 = C^2 \]
from which it follows that the only curves of negative self-intersection on \(X\) are smooth rational curves, all of which have self-intersection equal to \(-2\). Now note that \(\ell(j, k)\) and \(\ell(r, s)\) meet transversely in a point precisely when \(j = r\) or \(k = s\) but not both. So, for fixed and distinct \(j, k \in \{1, 3, 5, 7\}\), any three of the four lines \(\ell(j, j), \ell(j, k), \ell(k, k), \ell(k, j)\) have an intersection matrix (with respect to an appropriate basis) given by
\[
\begin{pmatrix}
-2 & 1 & 0 \\
1 & -2 & 1 \\
0 & 1 & -2
\end{pmatrix},
\]
which is negative-definite, and hence form an exceptional family. On the other hand, it is easy to verify that the divisor
\[ P(j, k) := \ell(j, j) + \ell(j, k) + \ell(k, k) + \ell(k, j) \]
is nef. So, it follows that any convex combination
\[ \tau = a[\ell(j, j)] + b[\ell(j, k)] + c[\ell(k, k)] + d[\ell(k, j)] \in H^{1,1}(X, \mathbb{R}) \]
where \(a, b, c, d \geq 0\) are non-negative real numbers has its Zariski decomposition given by
\[ Z(\tau) = \min(a, b, c, d)[P(j, k)] \]
and
\[ N(\tau) = a - \min(a, b, c, d)[P(j, k)], \]
since the latter, by the above, has irreducible components that form an exceptional family.

2.3. Zariski decomposition and birational transformations. The Zariski decomposition is moreover well-behaved under birational transformations. More precisely, we have the following.

**Lemma 2.5.** Suppose \(X\) is a compact Kähler manifold and \(\pi : Y \to X\) a birational morphism. Then, for any pseudoeffective class \(\tau\) on \(X\) we have
\[ N(\tau) = \pi_\ast N(\pi^\ast \tau). \]
In particular, if \(\pi : Y \to X\) is the blowup of a compact Kähler surface \(X\) at a point \(p \in X\), with \(E \subseteq Y\) the exceptional divisor, then for any pseudoeffective class \(\tau\) on \(X\), the support of \(N(\pi^\ast \tau)\) is composed of the strict transform of the curves making up the support of \(N(\tau)\), plus possibly the exceptional divisor \(E\).

**Proof.** The first part is [3] Lemma 5.8], and the second part follows immediately from the formula for the pullback of a divisor under a blowup map.

2.4. Variational setup and stability. We will use the variational setup for the study of the J-equation introduced by [1], inspired by the analogous theories for K-stability and Calabi’s canonical metrics (see [8] [36] [30] [51] [27] and a large volume of further work). Regarding the algebro-geometric notions of J-stability we consider the definition of [35], but allow also the natural generalization of these notions to arbitrary compact Kähler manifolds, using the notion of test configuration in the sense of [42] [25]. Following [4] we denote the space of all relatively Kähler test configurations for \((X, [\omega])\) by \(\mathcal{H}^{NA}(X, [\omega])\), and often denote their elements by \(\Phi\). The associated numerical invariant characterizing (uniform) J-(semi)stability with respect to given Kähler classes \(([\theta], [\omega]) \in \mathcal{C}_X \times \mathcal{C}_X\) is denoted by \(E^{NA}_\omega(\Phi), \) for \(\Phi \in \mathcal{H}^{NA}(X, [\omega])\) (cf. [35] Definition 10]). In the definition of uniform J-stability we use one of
several equivalent ‘norms’ of test configurations, privileging the so called minimum norm of \([21]\), which coincides with the non-archimedean \(I - J\) functional, and we denote by \(|.|.|\). This norm is related to the \(E_{\theta, \omega}^{\text{NA}}(\Phi)\) functional via the identity
\[
|\Phi| = E_{\theta, \omega}^{\text{NA}}(\Phi)
\]
taking \([\theta] = [\omega]\). For readability purposes we will occasionally suppress the double indices, writing \(E_{\theta}^{\text{NA}}(\Phi)\) and \(E_{\omega}^{\text{NA}}(\Phi)\) for the above quantities.

We further recall the special class of examples of test configurations, given by deformation to the normal cone, which we will make use of in Section 5. Given a curve \(C \subset X\), there is a natural way to associate a test configuration \(\Phi_{C, \kappa}\) to it via the deformation to the normal cone construction introduced by Ross-Thomas \([39]\). Its total space is given by \(X \times \mathbb{P}^1\) and the associated relatively Kähler class is \(\mathcal{A}_{C, \kappa} := \pi^* \alpha - \kappa [E]\), where \(E\) is the exceptional divisor and \(\pi: X \times \mathbb{P}^1 \to X\) is the map factoring through the blowdown map and the 1st projection \(p_1: X \times \mathbb{P}^1 \to X\). The test configuration \(\Phi_{C, \kappa}\) is moreover said to be relatively Kähler precisely when \(\kappa \in (0, \overline{\kappa}_C)\), where
\[
\overline{\kappa}_C := \sup \{ r > 0 : \pi^* \alpha - r[E] > 0 \}
\]
is the Seshadri constant. The relevant non-archimedean functionals that we wish to consider then take particularly simple polynomial expressions along \(\Phi_{C, \kappa}\), varying \(\kappa\) in the interval \((0, \overline{\kappa}_C)\), via the following well-known lemma:

**Lemma 2.6.** \([35]\) **Proposition 13**) Suppose \(X\) is a smooth projective surface. For slope test configurations \(\Phi_{C, \kappa} \in \mathcal{H}^{\text{NA}}(X, [\omega])\) we have
\[
E_{\theta, \omega}^{\text{NA}}(\Phi_{C, \kappa}) = A_1 \kappa^2 + B_1 \kappa^3,
\]
where \(A_1, A_2, B_1, B_2\) are real numbers satisfying
\[
A_1 = c_{\theta, \omega} \int_C \omega - \int_C \theta, \quad B_1 = -\left(\frac{2[\theta][\omega]}{3[\omega]^2}\right) C, \quad A_2 = \int_C \omega > 0, \quad B_2 = -\frac{2}{3} C^2.
\]

**Remark 2.7.** The proof of this result follows from standard intersection theory when \([\theta]\) and \([\omega]\) are rational classes. It also extends to \([\theta], [\omega] \in H^{1,1}(X, \mathbb{R})\) by continuity. In the purely transcendental setting this is related to the study of Kähler slope stability in \([38]\).

Finally, to fix notation and sign convention, we say that \((X, [\omega])\) is J-semistable (resp. J-stable) if
\[
E_{\theta, \omega}^{\text{NA}}(\Phi) \geq 0
\]
(resp. \(> 0\)) for all normal and relatively Kähler test configurations \(\Phi\) for \((X, [\omega])\). We say that \((X, [\omega])\) is uniformly J-stable if there exists a \(\delta > 0\) such that
\[
E_{\theta, \omega}^{\text{NA}}(\Phi) \geq \delta ||\Phi||
\]
for all \(\Phi \in \mathcal{H}^{\text{NA}}(X, [\omega])\). We moreover say that a test configuration \(\Phi_0\) is optimally destabilizing with respect to J-stability if it is non-trivial and
\[
\frac{E_{\theta, \omega}^{\text{NA}}(\Phi_0)}{||\Phi_0||} = \inf_{\Phi \in \mathcal{H}^{\text{NA}}(X, [\omega])} \frac{E_{\theta, \omega}^{\text{NA}}(\Phi)}{||\Phi||} \leq 0.
\]
The only difference between the above and the definition used in e.g. \([41]\), based on Donaldson’s lower bound of the Calabi functional \([28]\), is the use of the minimum norm \(|.|.|\) instead of the \(L^2\) norm.

For background on test configurations we refer to \([51, 27, 42, 25, 4, 45]\) and references therein. For variational methods and stability for the J-equation we refer to \([14]\). In the case of the dHYM equation similar techniques have been developed and studied in \([33, 12, 10]\) and followup work. For the \(Z\)-critical equation see \([24, 22, 37]\).
3. Proof of the main theorem for deformed Hermitian Yang-Mills and the Z-critical equations

In this section we prove the main theorems for the deformed Hermitian Yang-Mills and Z-critical equations, and map out a number of consequences of these results.

3.1. A meta proposition. As a key preparation for the proof of our main result, we make the following rather general observation:

**Proposition 3.1** (Meta proposition). Let \( X \) be a compact Kähler surface with \( \omega \) a Kähler form. Let \( \tau \in B_X \subseteq H^{1,1}(X, \mathbb{R}) \) be any big cohomology class that is not Kähler. Then, there exists a (non-empty) finite set of irreducible curves \( \{E_1, \cdots, E_\ell\} \) such that

\[
\int_E \tau \leq 0 \iff E = E_i \text{ for some } i = 1, \cdots, \ell.
\]

Moreover, the intersection matrix \((E_i \cdot E_j)\) of the curves \(E_i\) is negative-definite and their classes \([E_i] \in H^{1,1}(X, \mathbb{R})\) are linearly independent. In particular, \(\ell \leq \rho(X) \leq h^{1,1}(X)\) where \(\rho(X) = \dim_{\mathbb{R}} NS(X)_{\mathbb{R}}\). Moreover, if \(X\) is projective, then \(\ell \leq \rho(X) - 1\).

**Proof.** Let us first assume that we are in the special case whereby the big class \(\tau\) is not nef. The Zariski decomposition of \(\tau\) can then be written as

\[
\tau = Z(\tau) + N(\tau)
\]

where \(Z(\tau)\) is a nef class and

\[
N(\tau) = \sum_i a_i [E_i]
\]

for a unique non-zero effective \(\mathbb{R}\)-divisor

\[
D = \sum_i a_i E_i
\]

(with prime components \(E_j \subseteq X\) and \(a_j > 0\)) such that the intersection matrix \((E_i \cdot E_j)\) is negative-definite and the classes \([E_i]\) are linearly independent in \(NS(X)_{\mathbb{R}} \subseteq H^{1,1}(X, \mathbb{R})\). Let \(E \subseteq X\) be any closed irreducible curve such that \(\int_E \tau \leq 0\). But if \(E \neq E_j\) for any \(j = 1, \cdots, s\) then we have \(E \cdot E_j \geq 0\) because distinct irreducible curves always have a nonnegative intersection. Therefore, we get that

\[
\int_E \tau = \int_E Z(\tau) + \sum_{i=1}^s a_i E_i \cdot E_i \geq \int_E Z(\tau) \geq 0
\]

which contradicts our assumption on \(E\). So we must have that \(E = E_j\) for some \(j = 1, \cdots, s\), and since the classes \([E_i]\) are linearly independent in \(NS(X)_{\mathbb{R}} \subseteq H^{1,1}(X, \mathbb{R})\), we also have \(s \leq \rho(X)\). Moreover, if \(X\) is projective, then \(NS(X)_{\mathbb{R}}\) contains at least one positive eigenvector of the intersection form, so in that case \(\ell \leq \rho(X) - 1\). To summarise, we have proven that if \(\tau\) is not nef, then there exist at most \(\rho(X)\) (and in case \(X\) is projective, at most \(\rho(X) - 1\)) distinct curves \(E \subseteq X\) such that \(\int_E \tau < 0\), all of which occur as prime components of \(N(\tau)\).

Now suppose, in full generality of the proposition, that \(\tau\) is not Kähler. Then, \(\tau - \varepsilon[\omega]\) is not nef but still contained in the big cone \(B_X\) for any \(\varepsilon > 0\) small enough. Now if \(\int_E \tau \leq 0\) for some curve \(E \subseteq X\), we have \(\int_E (\tau - \varepsilon[\omega]) < 0\), so the set of such curves is contained among the prime components of \(N(\tau - \varepsilon[\omega])\), say \(E_1, \cdots, E_s\). After relabelling if necessary, we may suppose \(\int_{E_j} \tau \leq 0\) precisely for \(j = 1, \cdots, \ell\). Then clearly we have \(\ell \leq s \leq \rho(X)\) (and if \(X\) is projective, \(s \leq \ell \leq \rho(X) - 1\)). Finally, the claim about the intersection matrix follows because any submatrix of a negative-definite matrix is itself negative-definite. \(\square\)
3.2. Global finiteness of $S_\tau$ in compact sets. For the sequel we introduce the following terminology:

**Definition 3.2.** Let $X$ be a compact Kähler surface with $\omega$ a Kähler form on $X$. Let $\tau \in B_X$.

1. The set of destabilizing curves with respect to $\tau$ is the finite set
   
   $$D_\tau := \left\{ E \subseteq X \text{ irreducible curve} \mid \int_E \tau \leq 0 \right\}.$$ 

2. A set $S$ of irreducible curves is a set of candidate destabilizers for $\tau$ if $D_\tau \subseteq S$.

3. The set of Zariski negative curves for $\tau$ is the finite set
   
   $$\text{Neg}(\tau) := \bigcap_{\epsilon > 0} \left\{ E \subseteq X \text{ irreducible curve} \mid E \text{ is a prime component of } N(\tau - \epsilon[\omega]) \right\}.$$ 

**Remark 3.3.**

1. Note that $\text{Neg}(\tau)$ does not depend on the Kähler class $[\omega]$ we choose.

2. It is clear from the proof of the Proposition 3.1 that $D_\tau \subseteq \text{Neg}(\tau)$, and hence $S_\tau := \text{Neg}(\tau)$ always provides a natural set of candidate destabilizers for $\tau$.

3. For any big class $\tau$, the closed positive current $N(\tau)$ appearing in the Zariski decomposition is the divisor part in the Siu decomposition of a current of minimal singularities (see [3]).

4. In previous literature, a slightly weaker analogue of Proposition 3.1 appeared in [46, Proposition 4.5], which uses the Siu decomposition of closed positive $(1,1)$ currents and a regularisation result due to Demailly (see the proof of [46, Proposition 4.5] as well as [34] and references therein). The Zariski decomposition has the added advantage that the negative part is precisely given by the Siu decomposition of a current of minimal singularities (see [3, Section 3.2] for reference).

To obtain a finite number of test conditions for the various geometric PDE that can be used also under small perturbations of the underlying cohomological data, it is essential to ask how the sets $\text{Neg}(\tau)$ change as $\tau$ varies across $P_X^+$. In particular, if a suitable subset $K \subseteq P_X^+$ is specified, one hopes to obtain a ‘global set of test curves’ $S_K$ against which we can test any given class $\tau \in K$. When $K$ is a compact subset of $P_X^+$, the following result produces a finite set of curves that is sufficient uniformly across all of $K$, and moreover gives an explicit upper bound on its cardinality:

**Lemma 3.4.** Let $X$ and $\omega$ be as in Proposition 3.1 and let $K \subseteq B_X$ be any subset contained in the positive cone over the strict convex hull of finitely many pseudoeffective classes $\tau_1, \ldots, \tau_k$ on $X$. Then

$$S_K := \bigcup_{\tau \in K} D_\tau$$

is a finite set of curves of negative self-intersection, of cardinality $|S_K| \leq k\rho(X)$, and is a set of candidate destabilizers for every $\tau \in K$. If $X$ is projective, then the cardinality of $S_K$ does not exceed $k\rho(X) - k$.

**Proof.** Suppose that $\tau = \sum_{i=1}^k a_i \tau_i$, $a_i > 0$. Then $\int_C \tau \leq 0$ implies $\int_C \tau_i \leq 0$ for some $i$. Hence $C$ is in the set of destabilizers

$$D_\tau \subseteq \bigcup_{i} D_{\tau_i}$$

which is of cardinality at most $k \max_i |D_{\tau_i}| \leq k\rho(X)$ (or $\leq k\rho(X) - k$ if $X$ is projective), by Proposition 3.1.

For future use we record the elementary fact that the above in particular applies if $K$ is a compact subset of $P_X^+$:

**Lemma 3.5.** Any compact subset $K \subseteq P_X^+$ is contained in the convex hull of finitely many points in $P_X^+$. 

Proof. Without loss of generality, assume that $K$ is connected. We may then choose an open covering of $K$ by means of open cubes $C_\nu$ whose closure is in $\mathcal{P}_X^+$. By compactness there is a finite open subcover

$$\bigcup_{\nu \in I, |I| < +\infty} C_\nu.$$ 

Taking the convex hull of enough of the (finitely many) vertices of $C_\nu$, $\nu \in I$, this set clearly contains $K$. \hfill \Box

Remark 3.6. It is moreover worth noting that the above result has an interesting interpretation already in the case of the Nakai-Moishezon criterion, which is used to test if a given class $\alpha \in H^{1,1}(X, \mathbb{R})$ is a Kähler class (underlining that this is a finite problem). Indeed, let $(X, \omega)$ be a compact Kähler surface and $K \subseteq \mathcal{P}_X^+$ a compact set. Then there is a finite number of curves $E_1, \ldots, E_\ell$ on $X$ (depending only on $K$) such that, for any $\alpha \in K$, the following are equivalent:

1. The class $\alpha$ is Kähler.
2. We have

$$\int_{E_i} \alpha > 0$$

for all $i \in \{1, \ldots, \ell\}$.

As before the curves $E_i$ have negative self-intersection, and if $K$ is contained in the convex hull of $k$ pseudoeffective classes, then $\ell \leq k \rho(X)$ (and $\ell \leq k \rho(X) - k$ if $X$ is projective).

3.3. Proof of the Main Theorem for the deformed Hermitian-Yang-Mills equation.

We now turn to the proof of Theorem 1.4. To fix notation, let us suppose we are given a pair of Kähler classes $\beta, \alpha \in C_X$ and a Kähler form $\theta$ in $\beta$. Then, the topological phase $\hat{\Theta}(\beta, \alpha)$ defined (modulo $2\pi$) by

$$\int_X \text{Im}(e^{-\sqrt{-1} \hat{\Theta}(\beta, \alpha)}(\theta + \sqrt{-1} \alpha)^2) = 0$$

satisfies

$$\cot(\hat{\Theta}(\beta, \alpha)) = \frac{\int_X (\beta^2 - \alpha^2)}{\int_X \alpha \cdot \beta}.$$ 

Indeed, this follows straightforwardly from the readily apparent identity

$$\text{Im} \left( \left( \cos(\hat{\Theta}(\beta, \alpha)) - \sqrt{-1} \sin(\hat{\Theta}(\beta, \alpha)) \right) \left( \int_X (\beta^2 - \alpha^2) + \sqrt{-1} \int_X 2\alpha \cdot \beta \right) \right) = 0.$$ 

Using this, we see that the deformed Hermitian Yang-Mills equation

$$\text{Im} \left( e^{-\sqrt{-1} \hat{\Theta}(\beta, \alpha)}(\theta + \sqrt{-1} \omega)^2 \right) = 0,$$

is equivalent to solving the equation

$$2 \cos(\hat{\Theta}(\beta, \alpha))\theta \wedge \omega - \sin(\hat{\Theta}(\beta, \alpha))(\theta^2 - \omega^2) = 0$$

for a smooth $(1,1)$ form $\omega \in \alpha$. Upon re-arranging and completing the square in $\omega$, we obtain

$$(\omega + \cot(\hat{\Theta}(\beta, \alpha))\theta)^2 = \left(1 + \cot(\hat{\Theta}(\beta, \alpha))\right) \theta^2.$$ 

which is a complex Monge-Ampère equation for the class $\alpha + \cot(\hat{\Theta}(\beta, \alpha))\beta$. Thus, in this subsection, we shall write

$$\tau(\beta, \alpha) := \alpha + \cot(\hat{\Theta}(\beta, \alpha))\beta.$$ 

In this notation, Theorem 1.4 can be restated as follows.
Theorem 3.7. Let $X$ be a compact Kähler surface and let $K \subseteq C_X \times C_X$ be a compact subset. Then, there exists a non-negative integer $\ell \geq 0$ and curves of negative self-intersection $E_1, \cdots, E_\ell$ on $X$ (depending only on $K$) such that for all $(\beta, \alpha) \in K$ the following are equivalent.

1. For any choice of Kähler metric $\theta$ in $\beta$, there exists a smooth $(1,1)$ form $\omega$ which is a solution to the deformed Hermitian Yang-Mills equation
   \[ \text{Im} \left( e^{-\sqrt{-1} \hat{\Theta}(\beta, \alpha)} (\theta + \sqrt{-1} \omega)^2 \right) = 0, \]
   and the solution $\omega$ is a Kähler form in $\alpha$ if $\int_X (\alpha^2 - \beta^2) > 0$.

2. For every curve $E \subseteq X$, we have $\int_E \tau(\beta, \alpha) > 0$.

3. For $i = 1, \cdots, \ell$, we have $\int_{E_i} \tau(\beta, \alpha) > 0$.

Proof. From the discussion preceding the statement of the Theorem, we see that $\int_X \tau(\beta, \alpha)^2 = (1 + \cot^2(\hat{\Theta}(\beta, \alpha))) \int_X \beta^2 > 0$.

Moreover, observe that $\int_X \tau(\beta, \alpha) \cdot \alpha = \frac{1}{2} \int_X (\beta^2 + \alpha^2) > 0$.

and so $\tau(\beta, \alpha) \in \mathcal{P}_X^+$. Thus, the continuous map
\[ C_X \times C_X \to H^{1,1}(X, \mathbb{R}), \quad (\beta, \alpha) \mapsto \tau(\beta, \alpha) \]
takes $K$ onto a compact subset $\tilde{K}$ of $\mathcal{P}_X^+$. Now, by Lemma 3.3, $\tilde{K}$ is contained in the convex hull of finitely many points of $\mathcal{P}_X^+$ and by Lemma 3.4, there exists a non-negative integer $\ell \geq 0$ and finitely many curves of negative self-intersection $E_1, \cdots, E_\ell$ such that a class $\tau \in \tilde{K}$ is Kähler if and only for $i = 1, \cdots, \ell$. The proof that these curves satisfy the conclusion of the Theorem now proceeds via a standard argument whereby we reduce the equation to a complex Monge-Ampère equation. For the sake of completeness, we recall this simple argument.

Suppose $(\beta, \alpha) \in K$ is such that the deformed Hermitian Yang-Mills equation admits a smooth solution $\omega$ for a choice of Kähler form $\theta \in \beta$. Then, from the above discussion, we see that $(\omega + \cot(\hat{\Theta}(\beta, \alpha)) \theta)^2 = (1 + \cot^2(\hat{\Theta}(\beta, \alpha))) \theta^2$.

From this equality of forms, it follows that the $(1,1)$ form $(\omega + \cot(\hat{\Theta}(\beta, \alpha)))$ is Kähler. Indeed, the equality obviously implies that $\omega + \cot(\hat{\Theta}(\beta, \alpha))$ is non-degenerate and defines the same orientation as the Kähler form $\theta$. On a surface, this condition is equivalent to definiteness. But the topological fact that the class $\tau(\beta, \alpha)$ is in $\mathcal{P}_X^+$ ensures that the form $\omega + \cot(\hat{\Theta}(\beta, \alpha))$ is positive-definite. This shows that the class $\tau(\beta, \alpha)$ is a Kähler class, and proves that (1) implies (2).

It is obvious that (2) implies (3). Finally, let there be given any choice of Kähler metric $\theta \in \beta$. Then (3) implies, by our choice of the curves $E_i$, that the class $\tau(\beta, \alpha)$ is a Kähler
class. By Yau’s solution of the Calabi conjecture [22], this implies that we can find a Kähler metric \( \chi \in \tau(\beta, \alpha) = \alpha + \cot(\hat{\Theta}(\beta, \alpha))\beta \) such that

\[
\chi^2 = (1 + \cot^2(\hat{\Theta}(\beta, \alpha)))\theta^2.
\]

But then \( \omega = \chi - \cot(\hat{\Theta}(\beta, \alpha))\theta \) satisfies the deformed Hermitian Yang-Mills equation. This shows that (3) implies (1). Finally, note that if \( \int_X (\alpha^2 - \beta^2) > 0 \) then clearly \( \cot(\hat{\Theta}(\beta, \alpha)) < 0 \) and so the form \( - \cot(\hat{\Theta}(\beta, \alpha))\theta \) is a Kähler class, and therefore, so is \( \omega = \chi - \cot(\hat{\Theta}(\beta, \alpha))\theta \).

\[\square\]

**Remark 3.8.** The hypothesis \( \int_X (\alpha^2 - \beta^2) > 0 \) is usually formulated as the phase hypothesis \( \hat{\Theta}(\beta, \alpha) \in (\frac{\pi}{2}, \pi) \), and is called the supercritical regime.

**Corollary 3.9.** Suppose \( X \) is a compact Kähler surface that admits no curves of negative self-intersection. Then, the deformed Hermitian Yang-Mills equation always admits a solution for any pair of Kähler classes \( \beta, \alpha \) and any choice of Kähler metric \( \theta \in \beta \).

**Proof.** Take \( K = \{ (\beta, \alpha) \} \) in \( \mathcal{L}_X \) and observe that we must have \( \ell = 0 \), so the third condition is vacuously satisfied. \[\square\]

**Remark 3.10.** A version of the above Corollary can be derived (with slightly different hypotheses) from [29] Theorem 1.4, although in their work the emphasis is more on the study of a dHYM flow. We also remark that the above Theorem \( \mathcal{L}_X \) is a special case of Theorem \( \mathcal{L}_X \) below.

**Proof of Corollary \( \mathcal{L}_X \).** The only claim that requires justification is the claim about the boundary \( \partial \mathcal{U} \mid_R \) being of real codimension one, the rest of the claims following easily from the proof of Theorem \( \mathcal{L}_X \). To justify this last claim, we must show that any given ‘wall’ defining \( \partial \mathcal{U} \) is a real algebraic submanifold of \( C_X \times C_X \) of codimension one. More precisely, given any curve \( E \) appearing in Theorem \( \mathcal{L}_X \) the locus

\[
W_E := \left\{ (\alpha, \beta) \in C_X \times C_X \mid \int_E \tau_{dHYM}(\alpha, \beta) = 0 \right\}
\]

is a real algebraic submanifold of codimension one. The fact that it is real algebraic is straightforward, since it is the zero locus of the composition of the real algebraic maps

\[
(\alpha, \beta) \mapsto \tau_{dHYM}(\alpha, \beta) = \alpha + \frac{\beta^2 - \alpha^2}{2\beta \cdot \alpha} \beta, \quad \tau \mapsto \int_E \tau.
\]

(The first map is algebraic on the open set \( \{ (\alpha, \beta) \in H^{1,1}(X, \mathbb{R}) \mid 2\beta \cdot \alpha \neq 0 \} \) which certainly contains \( C_X \times C_X \).) Therefore, it suffices to prove that 0 is a regular value of the map

\[
(\alpha, \beta) \mapsto \int_E \tau_{dHYM}(\alpha, \beta).
\]

To this end, assume \((\alpha, \beta)\) is a zero of the above map and define the function

\[
f(\varepsilon) := \int_E \left( \alpha + \varepsilon \beta + \frac{\beta^2 - (\alpha + \varepsilon \beta)^2}{2\beta \cdot (\alpha + \varepsilon \beta)} \beta \right).
\]

Clearly, \( f(0) = 0 \) and a straightforward calculation shows that

\[
f'(\varepsilon) = \int_E \left( \beta + \frac{-2\alpha \varepsilon \cdot (2\beta \cdot \varepsilon) - (\beta^2 - \alpha^2)(2\beta^2)}{(2\beta \cdot \alpha \varepsilon)^2} \right) = \frac{-\beta^2}{\beta \cdot \alpha \varepsilon} \int_E \left( \frac{\beta^2 - \alpha^2}{2\beta \cdot \alpha \varepsilon} \beta \right)
\]

where we have written \( \alpha \varepsilon = \alpha + \varepsilon \beta \). This means that

\[
f'(0) = \frac{-\beta^2}{\beta \cdot \alpha} \int_E \frac{\beta^2 - \alpha^2}{2\beta \cdot \alpha} \beta = \frac{\beta^2}{\beta \cdot \alpha} \int_E \alpha \neq 0,
\]

where the last equality follows from the fact that \( f(0) = 0 \) by assumption. \[\square\]
3.4. Proof of the Main Theorem for the Z-critical equation. In this section we prove the main Theorem [1.9] about the Z-critical equation, whose statement we detail below. Before embarking on the proof, we fix some notation: let $\Omega = (\beta, \rho, U)$ be the data of a polynomial central charge on a compact Kähler surface, i.e. a polynomial $\rho = \rho(t) = \rho_0 + \rho_1 t + \rho_2 t^2$ a with non-zero complex coefficients subject to the constraints

$$\text{Im}(\rho_2) > 0, \text{Im} \left( \frac{\rho_1}{\rho_2} \right) > 0, \text{Im} \left( \frac{\rho_0}{\rho_1} \right) > 0,$$

Let $\beta$ and $U$ be cohomology classes with $\beta \in C_X$ a Kähler class, and $U = 1 + U_1 + U_2 \in \oplus_i H^{i,i}(X, \mathbb{R})$ a unipotent cohomology class (with graded components $U_i \in H^{i,i}(X, \mathbb{R})$). Then, for any holomorphic line bundle $L \to X$, we shall write

$$Z_\Omega(L) := \int_X \rho(\beta) \cdot U \cdot \text{ch}(L)$$

where $\text{ch}(L) = 1 + c_1(L) + c_1(L)^2/2 \in \oplus_i H^{i,i}(X, \mathbb{R})$ denotes the Chern character of $L$. We shall moreover always assume that our choice of $\Omega$ is such that $Z_\Omega(L)$ lies in the upper-half plane for the holomorphic line bundle $L$ under consideration. (In this case, we shall informally say that $\Omega$ defines a polynomial central charge. This can always be achieved, for example, by scaling $\theta \to t \theta$ for $t > 0$ very large for any fixed $L$.) Then, the phase or $Z_\Omega$-phase $\varphi(L)$ of $L$ (with respect to $Z = Z_\Omega$) is the real number

$$\varphi(L) := \arg Z_\Omega(L).$$

The $Z_\Omega$-critical equation is specified once a lift $\tilde{\Omega}$ of $\Omega$ is fixed. Concretely, this means that we fix a choice of Kähler metric $\theta \in \beta$ and smooth representative $\tilde{U}_i \in U_i$. Then we define $\tilde{Z}_\Omega(L, \tilde{\Omega}, h)$ as the degree (2,2) part of the form

$$\rho(\theta) \wedge \tilde{U} \wedge \text{ch}(L, h)$$

where $\tilde{U} = 1 + \tilde{U}_1 + \tilde{U}_2$ and $\text{ch}(L, h)$ is the Chern-Weil representative of $\text{ch}(L)$ with respect to a Hermitian metric $h$; namely

$$\text{ch}(L, h) = \exp \left( \frac{\sqrt{-1}}{2\pi} F_h \right) = 1 + \frac{\sqrt{-1}}{2\pi} F_h + \frac{1}{2} \left( \frac{\sqrt{-1}}{2\pi} F_h \right)^2$$

with $F_h$ the curvature (1,1)-form of the Chern connection associated to $h$. Then the $Z_\Omega$-critical equation takes the form

$$\text{Im} \left( e^{-\sqrt{-1} \varphi(L)} \tilde{Z}_\Omega(L, \tilde{\Omega}, h) \right) = 0.$$

This is a second order fully non-linear equation for the metric $h$.

In [23] Section 2.3] the authors derive the notion of a subsolution for the Z-critical equation. (See [23] Definition 2.33[.) They then prove that in our present special case where $X$ is a smooth projective surface, $E = L \to X$ is a line bundle, and the lifted data $(\theta, \rho, \tilde{U})$ satisfy the so-called volume form hypothesis, the existence of a subsolution is equivalent to the existence of a solution. More precisely, define the forms $\tilde{\eta} = \tilde{\eta}(\Omega, L)$ and $\tilde{\gamma} = \tilde{\gamma}(\Omega, L)$ by the formula

$$\text{Im} \left( e^{-\sqrt{-1} \varphi(L)} \tilde{Z}_\Omega(L, h) \right) = c(\chi_h^2 + \chi_h \wedge \tilde{\eta} + \tilde{\gamma})$$

where $c \in \mathbb{R}$ is a (non-zero) normalisation constant and $\chi_h = \frac{\sqrt{-1}}{2\pi} F_h$ is the curvature form of (the Chern connection associated to) the Hermitian metric $h$. (This formula implicitly assumes that $\varphi(L) \neq \arg(\pm \rho_0)$ so the $\chi_h^2$ term does not vanish in the expansion. See the proof of Lemma 3.11.) As the authors observe in [23] after completing the square, the equation is equivalent to solving

$$\left( \chi_h + \frac{1}{2} \tilde{\gamma} \right)^2 = \frac{1}{4} \tilde{\eta}^2 - \tilde{\gamma}.$$
Then the (lifted) data $\Omega = (\theta, \rho, \tilde{U})$ are said to satisfy the volume form hypothesis for $L$ if the (2,2)-form

$$\frac{1}{4} \eta^2 - \gamma \in \mathcal{A}^{2,2}(X, \mathbb{R})$$

is a volume form on $X$.

**Lemma 3.11.** Let $\Omega = (\beta, \rho, U)$ be a choice of stability data defining a polynomial central charge on a projective surface $X$, with a fixed lift

$$\tilde{\Omega} = \left( \theta, \rho_0 + \rho_1 t + \rho_2 t^2, 1 + \tilde{U}_1 + \tilde{U}_2 \right),$$

and let $L \to X$ be a holomorphic line bundle on $X$ such that $\varphi(L) \neq \arg(\pm \rho_0)$. Then the forms $\tilde{\eta}(\tilde{\Omega}, L)$ and $\tilde{\gamma}(\tilde{\Omega}, L)$ are given by

$$\tilde{\eta}(\tilde{\Omega}, L) = \frac{2}{c_0} \left( c_0 \tilde{U}_1 + c_1 \theta \right),$$

$$\tilde{\gamma}(\tilde{\Omega}, L) = \frac{2}{c_0} \left( c_0 \tilde{U}_2 + c_1 \theta \wedge \tilde{U}_1 + c_2 \theta^2 \right),$$

where $c_k = \Im(\rho_k) \cot \varphi(L) - \Re(\rho_k)$.

**Proof.** This is a straightforward computation. Writing $\chi_h$ for the curvature (1,1) form $\sqrt{-1} F_h$, we first note that $Z_{\tilde{\Omega}}(L, h)$, i.e. the (2,2) part of the form

$$(\rho_0 + \rho_1 \theta + \rho_2 \theta^2) \wedge \chi_h \wedge \left( 1 + \tilde{U}_1 + \tilde{U}_2 \right),$$

is given by

$$\frac{1}{2} \rho_0 \chi_h^2 + \left( \rho_0 \tilde{U}_1 + \rho_1 \theta \right) \wedge \chi_h + \rho_0 \tilde{U}_2 + \rho_1 \theta \wedge \tilde{U}_1 + \rho_2 \theta^2.$$

Let us write $e^{\sqrt{-1} \varphi(L)} = A + \sqrt{-1} B$ where $A, B$ are real numbers. By the hypothesis that $\Omega$ defines a polynomial central charge, $B > 0$. Therefore, we can write $e^{-\sqrt{-1} \varphi(L)} = B^{-1}(\cot \varphi(L) - \sqrt{-1})$. Now observe that

$$\Im(e^{-\sqrt{-1} \varphi(L)} Z_{\tilde{\Omega}}(L, h)) = B^{-1} \left( \frac{1}{2} c_0 \chi_h^2 + (c_0 \tilde{U}_1 + c_1 \theta) \wedge \chi_h + c_0 \tilde{U}_2 + c_1 \theta \wedge \tilde{U}_1 + c_2 \theta^2 \right)$$

where $c_k = \Im(\rho_k) \cot \varphi(L) - \Re(\rho_k)$. Now, if $\varphi(L) \neq \arg(\pm \rho_0)$ then $c_0 \neq 0$ and the result follows by comparing with (5). Let us therefore set

$$\eta(\Omega, L) := \frac{2}{c_0} \left( c_0 U_1 + c_1 \beta \right) \in H^{1,1}(X, \mathbb{R}),$$

$$\gamma(\Omega, L) := \frac{2}{c_0} \left( c_0 U_2 + c_1 \beta \wedge U_1 + c_2 \beta^2 \right) \in H^{2,2}(X, \mathbb{R}).$$

**Corollary 3.12.** Let $X, L$ and $\Omega$ be as in the Lemma. If

$$V(\Omega, L) := \int_X \frac{1}{4} \eta(\Omega, L)^2 - \gamma(\Omega, L) > 0$$

then there exists a choice of lift $\tilde{\Omega}$ that satisfies the volume form hypothesis for $L$.

**Proof.** Clearly, if the numerical inequality $V(\Omega, L) > 0$ is satisfied, then the class

$$\frac{1}{4} \eta(\Omega, L)^2 - \gamma(\Omega, L) \in H^4(X, \mathbb{R})$$

contains a volume form $v$. Fix any lift $\tilde{\Omega}_0 = (\theta, \rho, 1 + \tilde{U}_1 + \tilde{U}_2)$ of $\Omega$. Then, by the $\partial \bar{\partial}$-lemma, there exists a real valued (1,1) form $\zeta$ on $X$ such that

$$v = \frac{1}{4} \eta(\tilde{\Omega}_0, L)^2 - \gamma(\tilde{\Omega}_0, L) + \sqrt{-1} \partial \bar{\partial} \zeta.$$
Setting $\tilde{U}'_2 = \tilde{U}_1$ and

$$\tilde{U}'_2 = \tilde{U}_2 - \frac{\sqrt{-1}}{2} \partial \bar{\partial} \xi,$$

we see immediately from (10) that if $\Omega = (\omega, \rho, 1 + \tilde{U}'_1 + \tilde{U}'_2)$ then

$$v = \frac{1}{4} \tilde{\eta}(\tilde{\Omega}, L)^2 - \tilde{\gamma}(\tilde{\Omega}, L)$$

is a volume form. □

In this notation, Theorem 3.13 can be stated as follows.

**Theorem 3.13.** Let $X$ be a projective surface and $L \to X$ a holomorphic line bundle on $X$. Suppose $K \subseteq C_X \times (\mathbb{C}^*)^3 \times \bigoplus_i H^{1,i}(X, \mathbb{R})$ be a compact subset such that each $\Omega \in K$ defines a polynomial central charge $Z_{\Omega}$ on $X$. Moreover, assume that for each $\Omega \in K$, we have $V(\Omega, L) > 0$ and $\varphi(L) \neq \arg(\pm \rho_0)$. Then, there exists a non-negative integer $\ell \geq 0$ and finitely many curves $E_1, \ldots, E_\ell$ on $X$, of negative self-intersection, such that the following are equivalent.

1. For every $\Omega \in K$ and every lift $\tilde{\Omega}$ satisfying the volume form hypothesis at $L$, the $Z_{\Omega}$-critical equation admits a solution.
2. For $i = 1, \ldots, \ell$, we have

$$s(\Omega, L) \left( \int_{E_i} c_1(L) + \frac{1}{2} \eta(\Omega, L) \right) > 0$$

where $s(\Omega, L)$ is the sign of the nonzero real number

$$\int_X \left( c_1(L) + \frac{1}{2} \eta(\Omega, L) \right) \cdot \beta \in \mathbb{R}.$$

**Remark 3.14.** Note that for any line bundle $L$ the set of $\Omega$ satisfying $V(\Omega, L) > 0$ and $\varphi(L) \neq \arg(\rho_0)$ (the natural ‘phase’ hypotheses in the context of the $Z$-critical equation) is non-empty and open. This can easily be seen by perturbing the stability vector $\rho$ (if required) and then scaling $\beta \mapsto k\beta$ for $k > 0$ large.

**Proof of Theorem 3.13.** Let a compact subset $K \subseteq C_X \times (\mathbb{C}^*)^3 \times \bigoplus_i H^{1,i}(X, \mathbb{R})$ be given such that each element $\Omega = (\beta, \rho, U) \in K$ defines a valid polynomial central charge with $\varphi(L) \neq \arg(\pm \rho_0)$ and such that $V(\Omega, L) > 0$. Recall that the topological constant $\varphi(L) = \varphi(L)$ is chosen precisely so that

$$\int_X \text{Im} \left( e^{-\sqrt{-1} \varphi(L)} Z_{\Omega}(L) \right) = 0.$$

In our notation, this is equivalent to

$$0 = \int_X \left( c_1(L)^2 + c_1(L) \cdot \beta(\Omega, L) + \gamma(\Omega, L) \right) = \int_X \left( c_1(L) + \frac{1}{2} \eta(\Omega, L) \right)^2 - V(\Omega, L).$$

Therefore, the inequality $V(\Omega, L) > 0$ implies that the class $\sigma(\Omega, L) := c_1(L) + \frac{1}{2} \eta(\Omega, L)$ has positive self-intersection. So, by the Hodge-Index Theorem, either $\sigma(\Omega, L)$ or its negative is in the cone $P_X^+$. Let $s(\Omega, L) \in \{\pm 1\}$ be defined by the condition that

$$\tau_Z(\Omega, L) := s(\Omega, L) \tau(\Omega, L) \in P_X^+.$$

Clearly, we have

$$s(\Omega, L) = \text{sign} \left( \int_X \sigma(\Omega, L) \cdot \beta \right).$$

Thus, the map

$$C_X \times (\mathbb{C}^*)^3 \times \bigoplus_i H^{1,i}(X, \mathbb{R}) \to H^{1,1}(X, \mathbb{R}), \quad \Omega \mapsto \tau_Z(\Omega, L)$$
is continuous and takes $K$ onto a compact subset $\tilde{K} = \tau_2(K)$ of $\mathcal{P}_K^\tau$. By Lemma 3.13, $\tilde{K}$ is contained in the convex hull of finitely many points of $\mathcal{P}_K^\tau$. Now, by Lemma 3.4 there exist finitely many curves $E_1, \cdots, E_\ell$ of negative self-intersection such that for each $\tau \in \tilde{K}$, $\tau$ is Kähler if and only if

$$\int_{E_i} \tau > 0$$

for $i = 1, \cdots, \ell$. Finally, according to [24, Section 2.3.3] this is equivalent to the existence of a subsolution for the $Z_\Omega$-critical equation, and by [24, Theorem 2.45], equivalent to the existence of a solution. This completes the proof. \qed

**Corollary 3.15.** Let $X$ and $L$ be as in the Theorem 3.13. Suppose $X$ does not admit any curves of negative self-intersection. This completes the proof.

**Proof.** In Theorem 3.13, take $K = \{\Omega\}$ and note that necessarily $\ell = 0$. Thus, the second of the two equivalent conditions is vacuously true. \qed

We remark that in this setting a completely analogous result to Corollary 1.7 also holds, and is moreover in close analogy with results in the theory of Bridgeland stability. (See, for example, [6, Proposition 9.3].)

**Corollary 3.16.** Fix a finite set $S$ of holomorphic line bundles $L_i \to X$ (for $i = 1, \cdots, k$) on a compact Kähler surface $X$. Let $V_S$ denote the set of triples $(\omega, \rho, U)$ in $C_X \times (\mathbb{C}^*)^3 \times \bigoplus H^i(X, \mathbb{R})$ such that $Z_\Omega(L_i)$ lies in the upper half-plane, $\varphi_\Omega(L_i) \neq \arg(\pm \rho_0)$ and $V(\Omega, L_i) > 0$ for each $i = 1, \cdots, k$. Let $Z_i$ denote the subset of $V_S$ comprising those $\Omega$ such that for any choice of lift $\tilde{\Omega}$ of $\Omega$ satisfying the volume form hypothesis for $L_i$, the $Z_\Omega$-critical equation admits a solution on $L_i$.

**Proof.** The first claim is immediate from the proof of Theorem 3.13. The only thing that needs justification is the last sentence. But if $C$ is a connected component of

$$K \setminus \bigcup_{i,j} \{W_{ij}(\Omega) = 0\}$$

then for any $i_0 \in \{1, \cdots, k\}$, we have $\Omega \in U_{i_0}$ for some $\Omega \in C$ if and only if $\Omega \in U_{i_0}$ for every $\Omega \in C$.

**Proof.** The first claim is immediate from the proof of Theorem 3.13. The only thing that needs justification is the last sentence. But if $C$ is a connected component of

$$K \setminus \bigcup_{i,j} \{W_{ij}(\Omega) = 0\}$$

then, for each value of $i, j$, the continuous assignment $\Omega \mapsto W_{ij}(\Omega)$ must be non-zero and take the same sign for every $\Omega \in C$. Now fix a value $\rho_0$ for $i$ and note that for the finitely many values of $i, j$, the signs of $W_{ij}$ on $C$ are all positive or not all positive according as the class $\tau_2(\Omega, L_{i_0})$ is Kähler or not, according as $\Omega \in U_{i_0}$ or not, and this proves the claim. \qed

Finally, to justify the terminology of ‘wall-chamber’ decomposition that we have used we explain why the loci

$$W_{ij}(\Omega) = 0$$

in the set $\mathcal{U}_i$ (in the notation of Corollary 3.16) are real codimension one loci. More precisely, we have the following proposition.
Proposition 3.17. Let $L$ be a holomorphic line bundle and let $V$ denote the set comprising stability data $\Omega = (\beta, \rho, U) \in C_X \times (\mathbb{C}^*)^3 \times \bigoplus H^{i,i}(X, \mathbb{R})$ for which $Z_\Omega(L)$ lies in the upper half-plane, $\varphi_\Omega(L) \neq \arg(\pm \rho_0)$ and $V(\Omega, L) > 0$. Let $E$ be any curve on $X$ such that
\[
\int_E \tau_Z(\Omega, L) = 0
\]
for some $\Omega \in V$. Then the locus
\[
W_E = \left\{ \Omega \in V \mid \int_E \tau_Z(\Omega, L) = 0 \right\}
\]
is a real codimension one submanifold of $V$.

Proof. Recall that the class $\tau_Z(\Omega, L)$ is given, up to a sign, by
\[
\tau_Z = \pm \left( c_1(L) + \frac{1}{2} \eta(\Omega, L) \right),
\]
where
\[
\eta(\Omega, L) = \frac{2}{c_0} (c_0 U_1 + c_1 \beta) = 2 \left( U_1 + \frac{c_1 \beta}{c_0} \right)
\]
and $c_k = c_k(\Omega, L) = \text{Im}(\rho_k) \cot(\varphi_\Omega(L)) - \text{Re}(\rho_k)$. Recall that $c_0 \neq 0$; this is a consequence of the hypotheses that $\varphi_\Omega(L) \neq \arg(\pm \rho_0)$. Fix
\[
\Omega = (\beta, \rho_0 + \rho_1 t + \rho_2 t^2, U)
\]
such that
\[
\int_E \tau_Z(\Omega, L) = 0
\]
for some curve $E$ and consider the family of stability data given by
\[
\Omega_\varepsilon := \left( \beta, \rho_0 + \rho_1 t + \rho_2 t^2, U + \frac{\varepsilon}{\int_X \beta^2} \right)
\]
for $\varepsilon \in \mathbb{R}$ small. Then, we have
\[
Z_{\Omega_\varepsilon}(L) = Z_\Omega(L) + \frac{\varepsilon}{\int_X \beta^2} \int_X \beta^2 \cdot (\rho_0 + \rho_1 \beta + \rho_2 \beta^2) \cdot \text{ch}(L) = Z_\Omega(L) + \varepsilon \rho_0.
\]
Writing $a := \text{Re}(\rho_0), b := \text{Im}(\rho_0)$, we get that
\[
\frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \cot(\varphi_{\Omega_\varepsilon}(L)) = \frac{a \text{Im}(Z_\Omega(L)) - b \text{Re}(Z_\Omega(L))}{(\text{Im}(Z_\Omega(L)))^2} = -\frac{c_0}{\text{Im}(Z_\Omega(L))}
\]
recalling that $c_0 = b \cot(\varphi_\Omega(L)) - a \neq 0$. (Throughout, we write $c_k = c_k(\Omega, L)$ for brevity, reserving the more elaborate notation $c_k(\Omega_\varepsilon, L)$ for the perturbed constants.) A simple calculation now shows that
\[
\frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \frac{c_1(\Omega_\varepsilon, L)}{c_0(\Omega_\varepsilon, L)} = -\frac{1}{c_0 \text{Im}(Z_\Omega(L))} (c_0 \text{Im}(\rho_1) - c_1 \text{Im}(\rho_0)) = -\frac{1}{c_0 \text{Im}(Z_\Omega(L))} \text{Im} \left( \frac{\rho_0}{\rho_1} \right) \neq 0
\]
the last inequality following from our hypotheses and the very definition of a stability datum (see (3)). This shows that the function
\[
f(\varepsilon) := \int_E \tau_Z(\Omega_\varepsilon, L)
\]
satisfies
\[
f'(0) = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \left( \int_E c_1(L) + U_1 + \frac{c_1(\Omega_\varepsilon, L) \beta}{c_0(\Omega_\varepsilon, L)} \right) = -\frac{1}{c_0 \text{Im}(Z_\Omega(L))} \text{Im} \left( \frac{\rho_0}{\rho_1} \right) \int_E \beta \neq 0
\]
and hence zero is a regular value of the map
\[
\Omega \mapsto \int_E \tau_Z(\Omega, L).
\]
\[\square\]
Remark 3.18 (Counter-example to globally finite wall-chamber decomposition). It is worth remarking that this wall-chamber decomposition cannot in general be globally finite. Indeed, there exist Kähler surfaces which admit infinitely many distinct curve classes with negative self-intersection. (For example, the blowup of $\mathbb{P}^2$ in nine points in general position has infinitely many smooth rational curves of self-intersection $-1$.) If $X$ is any such surface, and $E$ is any curve on $X$ with negative self-intersection, then consider the family of stability data given by

\[ \Omega_r := \left( \beta, \frac{r}{E^2} \sqrt{1 - \frac{1}{E^2}}, \frac{1}{E^2} t + \frac{1}{E^2} \sqrt{1 - \frac{1}{E^2}}, 1 + [E] \right) \]

where $\beta$ is any Kähler class on $X$ with $\int_X \beta^2 = 1$ and $r > 0$ is a positive constant whose value we shall vary in the range $r \in (0, 2]$. (In particular, we have set $U_2 = 0$.) We wish to consider the $Z$-critical equations associated to this family of stability data on the trivial line bundle $L = \mathcal{O}_X$. One verifies quite easily that

\[ Z_{\Omega_r}(L) = -1 + \sqrt{-1} \]

independently of $r$ and therefore $\varphi_{\Omega_r}(L) = \frac{3\pi}{4} \neq \arg(\pm \frac{1}{2\sqrt{-1}}) = \pm \frac{\pi}{2}$. A straightforward calculation then shows that

\[ V(\Omega_r, L) = \frac{E^2(r - 2)}{r} + \left( \frac{E^2}{r \int_E \beta} \right)^2 > 0 \]

as $r \in (0, 2]$. In other words, all the hypotheses of Theorem 3.13 are satisfied. However, another straightforward calculation shows that

\[ \int_E \tau_Z(\Omega_r, L) = \frac{E^2(1 - r)}{r} \]

so the assignment $\Omega_r \mapsto \int_E \tau_Z(\Omega_r, L)$ changes sign as $r$ crosses the value $r = 1$. In other words, the stability data $\Omega_r$ cross the wall

\[ W_E = \left\{ \Omega \mid \int_E \tau_Z(\Omega, L) = 0 \right\} \]

defined by the curve $E$. Thus, every curve of negative self-intersection gives rise to a wall which has non-empty intersection with the space of admissible stability data for the trivial bundle, and there are therefore infinitely many distinct walls whenever there are infinitely many distinct curve classes with negative self-intersection.

4. Example of the wall-chamber decomposition: Blowup of $\mathbb{P}^2$ in two points

In this section, we present a simple illustration of the results from previous sections, in particular the wall-chamber decomposition of Corollary 3.16. To this end, consider the blowup $\pi: X \to \mathbb{P}^2$ of $\mathbb{P}^2$ in two distinct points $p_1, p_2 \in \mathbb{P}^2$. Let $H$ denote the pullback of a line and $E_i = \pi^{-1}(p_i), i = 1, 2$ the exceptional curves of the blowup. Then $H^{1,1}(X, \mathbb{R})$ is spanned by (the classes of) $H, E_1, E_2$, and it is easy to check that $X$ admits precisely three curves of negative self-intersection, namely $E_1, E_2$ and $T$ - the strict transform of the unique line passing through $p_1$ and $p_2$, whose class in cohomology is equal to $H - E_1 - E_2$. (By the usual abuse of notation, we identify $E_i$ with $c_1(\mathcal{O}_X(E_i))$ etc.) For $s$ a complex number lying in the upper half-plane, let $\Omega_s$ be the stability datum given by the triple

\[ \Omega_s = (\beta, U, \rho_s(t)) := \left( 3H - E_1 - E_2, 1, 1 - st + \frac{s^2 t^2}{2} \right) . \]

This stability datum satisfies all the requirements to define a polynomial central charge, except possibly the condition $\text{Im}(s^2) > 0$, which is merely a normalisation condition. After
fixing a choice of Kähler metric $\omega \in \beta$, one checks that solving the $Z_{\Omega_s}$-critical equation on a line bundle $L$ on $X$ is equivalent to solving the equation

$$
(13) \quad \left( \chi_h - a\omega + \frac{b^2 \beta^2 - (c_1(L) - a\beta)^2}{2\beta \cdot (c_1(L) - a\beta)} - \omega \right)^2 = b^2 \left( 1 + \frac{b^2 \beta^2 - (c_1(L) - a\beta)^2}{2\beta \cdot (c_1(L) - a\beta)} \right)^2 \omega^2
$$

for a Hermitian metric $h$ on $L$. Here $a = \text{Re}(s)$, $b = \text{Im}(s)$, and $\chi_h$ is the curvature form $\sqrt{\frac{i}{2\pi}} F_h$ of the metric $h$. (We will furthermore require that $\beta \cdot (c_1(L) - a\beta) > 0$ for all line bundles $L$ under consideration.) In particular, we see immediately that the volume form hypothesis is always satisfied. In fact, the equation (13) is equivalent to a dHYM equation for the class $c_1(L) - a\beta$ with auxiliary Kähler metric $b\omega$.

Let $L_1 = \mathcal{O}_X(E_1)$ and $L_2 = \mathcal{O}_X(T)$. Then, one checks that for $a < \frac{1}{2}$, we have $\beta \cdot (c_1(L_i) - a\beta) > 0$ for $i = 1, 2$. Moreover, from (13) we can solve the $Z_{\Omega_s}$-critical equation on $L_i$ if and only if

$$
\tau(L_i, \Omega_s) := c_1(L_i) - a\beta + \frac{b^2 \beta^2 - (c_1(L_i) - a\beta)^2}{2\beta \cdot (c_1(L_i) - a\beta)} \beta
$$

is a Kähler class. (The class $\tau(L_i, \Omega_2)$ can never be the negative of a Kähler class, because for $b$ large and positive, it is clearly Kähler and $s \mapsto \tau(L_i, \Omega_s)$ is a continuous mapping into the disjoint union $\pm \mathcal{P}_X^1$.) A straightforward calculation (using the fact that $E_1$, $E_2$ and $T$ are the only curves of negative self-intersection) then shows that for $i = 1$ this happens precisely when

$$
W_1(\Omega_s) := \int_{E_1} \tau(L_1, \Omega_s) = \frac{7b^2 + 8a}{1 - 7a} > 0
$$

and for $i = 2$ if and only if

$$
W_2(\Omega_s) := \int_{T} \tau(L_2, \Omega_s) = \frac{7b^2 + 4(a + 1)^2 - 8}{5 - 11a} > 0.
$$

This gives us a two-dimensional local slice of the wall-chamber decomposition as shown in the figure below.

![Wall-chamber decomposition](image)

**Figure 1.** Wall-chamber decomposition of a slice of the ‘space of $Z$-critical equations’ on $\text{Bl}_{\mathbb{P}^1, \mathbb{P}^2} \mathbb{P}^2$, with chambers such that (I): only $L_1$ is $Z_{\Omega_s}$-stable. (II): only $L_2$ is $Z_{\Omega_s}$-stable. (III): both $L_1$ and $L_2$ are $Z_{\Omega_s}$-stable. (IV): neither $L_1$ nor $L_2$ is $Z_{\Omega_s}$-stable.

**Remark 4.1.** Clearly one can produce many more examples and carry out a more general analysis of the above decomposition without much additional difficulty, in particular by making different choices for varying the stability datum $\Omega$. Other examples can be treated similarly.
as long as the boundary of the nef cone of $X$ is sufficiently well understood. We leave a more systematic study of similar and other examples to future work.

5. THE SPECIAL CASE OF THE J-EQUATION: FINITE SET OF OPTIMAL DESTABILIZERS IN THE SMALL VOLUME LIMIT AND APPLICATIONS

The J-equation is realized as the so-called small volume limit of the deformed Hermitian Yang-Mills equation, and can thereby be seen as a simpler special case of the former. It is however interesting in its own right, as it is also closely connected to other geometric PDE of interest in Kähler geometry, such as the constant scalar curvature equation. Below we comment on this ‘special case’ in some further detail, including optimal destabilizing curves for the J-equation, and test configurations, with relation to J-stability.

In the following paragraphs we assume that $(X, \omega)$ is a compact Kähler surface with $\theta$ an auxiliary Kähler form on $X$, and denote the associated Kähler classes by $\alpha := [\omega]$ and $\beta := [\theta]$ respectively. These notations are sometimes used interchangeably, depending on whether we wish to emphasize the class or the underlying $(1,1)$-form. Let moreover $c := c_{\theta, \omega} \in \mathbb{R}$ be the unique cohomological constant defined by the relation

$$\int_X 2\theta \wedge \omega - c\omega^2 = 0.$$

For the sequel we moreover use the following terminology, which is a variant of Definition 3.2 for the J-equation:

**Definition 5.1.** The set of J-destabilizing curves for the pair $(\theta, \omega)$ is defined as

$$\mathcal{D}_{\theta, \omega} := \mathcal{D}_{\tau_{\theta, \omega}} := \left\{ E \subseteq X \text{ irreducible curve} : \int_E \tau_{\theta, \omega} \leq 0 \right\},$$

where $\tau_{\theta, \omega}$ is the class

$$\tau_{\theta, \omega} := 2\int_X \omega \wedge \theta - \int_X \omega^2 [\omega] - [\theta].$$

**Remark 5.2.** Note that

1. By Theorem 5.3 below the set $\mathcal{D}_{\theta, \omega}$ is finite.
2. The form $\tau_{\theta, \omega}$ of course only depends on $[\theta]$ and $[\omega]$ in $H^{1,1}(X, \mathbb{R})$. Brackets are often removed in indices to alleviate notation.

5.1. PROOF OF THE MAIN THEOREM FOR THE J-EQUATION. We then have the following main theorem for the J-equation. While the idea is the same as for Theorems 1.4 and 1.9 it requires a separate proof.

**Theorem 5.3.** Let $X$ be a compact Kähler surface and fix any compact subset $K \subseteq C_X \times C_X$. Then there exists a finite set $\mathcal{V}_K$ of curves of negative self-intersection $E_1, \ldots, E_\ell$ on $X$ (depending only on $K$) such that the following are equivalent:

1. For any Kähler metric $\theta \in \beta$, there exists a Kähler metric $\omega \in \alpha$ solving the J-equation

$$\text{Tr}_{\omega} \theta = c.$$  

2. For all irreducible curves $E \subseteq X$ we have

$$c\int_E \omega - \int_E \theta > 0$$

for any smooth forms $\omega \in \alpha$ and $\theta \in \beta$.

3. For all $E \in \mathcal{V}_K$ we have

$$c\int_E \omega - \int_E \theta > 0$$

for any smooth forms $\omega \in \alpha$ and $\theta \in \beta$. 


Moreover, if (14) does not admit a solution and \( c \int_X \omega - \int_X \theta \leq 0 \), then \( E = E_i \) for some \( i \in \{1, \ldots, \ell\} \).

**Remark 5.4.** Here

1. (1) \( \Leftrightarrow \) (2) is the solution of a conjecture of Lejmi-Székelyhidi \( \cite{16, 47} \), recently proven in \( \cite{16, 47} \).

2. The equivalence (2) \( \Leftrightarrow \) (3) is more generally valid for smooth \((1,1)\)-forms \( \theta \) for which \( \beta := [\theta] \) is in the open convex cone
   \[
   \mathcal{P}_X^+ = \{ \gamma \in H^{1,1}(X, \mathbb{R}) \mid \gamma \cdot \alpha > 0, \gamma^2 > 0 \},
   \]
   as explained in the proof below.

**Proof of Theorem 5.3.** That (2) \( \Rightarrow \) (3) is obvious. It remains to prove that (3) \( \Rightarrow \) (2). To this end, let \( \omega \) be a Kähler form on a compact Kähler surface \( X \) with cohomology class \( \alpha = [\omega] \in \mathcal{C}_X \subseteq H^{1,1}(X, \mathbb{R}) \), and let \( \theta \) be any smooth real \((1,1)\)-form on \( X \) such that its class \( \beta = [\theta] \) lies in \( \mathcal{P}_X^+ \). We then observe that if
   \[
   \tau := \frac{2 \int_X \theta \wedge \omega}{\int_X \omega^2} [\omega] - [\theta]
   \]
then we have \( \tau \cdot [\omega] = [\theta] \cdot [\omega] > 0 \) and \( \tau^2 = [\theta]^2 > 0 \), so \( \tau \in \mathcal{P}_X^+ \). Suppose moreover that equation (14) does not admit a solution with respect to \((\theta, \omega)\). By \( \cite{9} \) Theorem 2 this is equivalent to \( \tau \) not being a Kähler class. By Lemma 2.2 we however have \( \mathcal{B}_X \supseteq \mathcal{P}_X^+ \), and hence \( \tau \in \mathcal{B}_X \setminus \mathcal{C}_X \). Then, by Proposition 3.1 there exist at most finitely many curves \( E \subseteq X \) such that
   \[
   \int_E \tau \leq 0.
   \]
Finally, the image of the compact set \( K \) under the map
   \[
   \mathcal{P}_X^+ \times \mathcal{C}_X \ni ([\theta], [\omega]) \mapsto \tau_{\theta, \omega} := c_{\theta, \omega} [\omega] - [\theta] \in \mathcal{P}_X^+
   \]
is clearly compact, so by Lemma 3.4 it is contained in the convex hull of a finite number of classes \( \alpha_1, \ldots, \alpha_\ell \). By Lemma 3.4 this implies that \( |V_K| \leq k \rho(X) \). Finally, the fact that any \( J \)-destabilizing curve must already appear in the list \( \{E_1, \ldots, E_\ell\} \) is due to Proposition 3.1. Since clearly \( \mathcal{C}_X \subseteq \mathcal{P}_X^+ \) this finishes the proof.

As a direct consequence of the above proof, we highlight the following more precise cardinality bound:

**Corollary 5.5.** In the notation of the proof of Theorem 5.3, suppose that the image of \( K \) under the map
   \[
   \mathcal{P}_X^+ \times \mathcal{C}_X \ni ([\theta], [\omega]) \mapsto \tau_{\theta, \omega} := c_{\theta, \omega} [\omega] - [\theta] \in \mathcal{P}_X^+
   \]
is contained in the convex hull of \( k \) pseudoeffective classes. Then
   \[
   \ell = |V_K| \leq k \rho(X)
   \]

**Remark 5.6.** (Perturbation of \([\omega]\) and blowups) The above shows a certain robustness of the set of destabilizing curves when varying the initial data \(([\theta], [\omega])\). Indeed, if we consider \( S(\theta, \omega) := \text{Neg}(\tau_{\theta, \omega}) \), which is a set of candidate destabilizing curves (as indeed \( S(\theta, \omega) \subseteq \mathcal{D}_{\theta, \omega} \) in the sense of Definition 3.3), then we record the following elementary consequences of analogous properties for the Zariski decomposition (see Theorem 5.3): Suppose that \(([\theta], [\omega]) \in \mathcal{P}_X^+ \times \mathcal{C}_X \). Then for any \( \epsilon > 0 \) we have
   \[
   S(\theta + \epsilon \omega, \omega) \subseteq S(\theta, \omega).
   \]
Moreover
   \[
   S(\theta, r\omega) = S(\theta, \omega)
   \]
for any \( r > 0 \), and if \( \pi : Y_p \to X \) is the blowup of \( X \) at the point \( p \in X \), with exceptional divisor \( E \), then
\[
S(\pi^*\theta, \pi^*\omega) = \overline{S(\theta, \omega)} \cup \{ E \},
\]
where \( \overline{S} \) denotes the strict transform of \( S \). The first part follows immediately from Theorem 2.2, as well as the observation that \( \tau_{\theta+\epsilon, \omega} = \tau_{\theta, \omega} + \epsilon \) and \( \tau_{\theta, \epsilon, \omega} = \tau_{\theta, \omega} \). The second part is Lemma 2.3. This can also be seen from the point of view of Siu decompositions (see discussion in Remark 3.3), by noting that the Siu decomposition can absorb small perturbations of \( \alpha \) (and therefore the same set \( S \) can be taken across a small enough neighbourhood). However, realizing the behaviour across birational transformations is a convenient feature of the Zariski decomposition.

In particular, this gives a good control of the set of \( J \)-destabilizing curves as we vary the underlying classes \(([\theta], [\omega]) \in K \subseteq C_X \times C_X\), but also as we modify our surface \( X \) via certain birational transformations. Applications of this latter point would be interesting to explore further in the future.

5.2. Optimally destabilizing curves for the \( J \)-equation and deformed Hermitian Yang-Mills equation. Apart from studying the set of all destabilizing curves, it is furthermore natural to ask if it is possible to determine when optimally destabilizing curves exist (in the sense of realizing a suitable infimum), and if so how they may be characterized. As in [43], consider
\[
\Delta_{\text{NM}}(\theta, \omega) := \inf_{E \leq X} \left( c_{\theta, \omega} - \frac{\int_{E} \theta}{\int_{E} \omega} \right),
\]
(so that \( \Delta_{\text{NM}}(\theta, \omega) > 0 \) if and only if the \( J \)-equation (14) is solvable with respect to \((\theta, \omega))\),
and write
\[
D_{\theta, \omega} := \left\{ E \leq X \text{ irreducible curve} \mid \Delta_{\text{NM}}(\theta, \omega) = c_{\theta, \omega} - \frac{\int_{E} \theta}{\int_{E} \omega} \leq 0 \right\}
\]
for the (possibly empty) set of optimally \( J \)-destabilizing curves, i.e. curves \( E \leq X \) that destabilize and precisely realize the infimum in (15). As a first elementary observation we note that the above set is invariant under changing \( \theta \) linearly along paths \( \theta_t := (1-t)\omega + t\theta \), \( t \geq 0 \), as long as \( \Delta_{\text{NM}}(\theta_t, \omega) \leq 0 \):

**Lemma 5.7.** Along linear perturbations \( \theta_t := (1-t)\omega + t\theta \), \( t \geq 0 \), the set \( D_{\theta_t, \omega} \) is independent of \( t \in [0, +\infty) \). It is non-empty precisely when \( \Delta_{\text{NM}}(\theta, \omega) \leq 0 \).

**Proof.** The independence in \( t \) is an immediate consequence of the linearity of the function \([0, +\infty) \ni t \mapsto \Delta_{\theta_t}^{\text{pp}}(\omega)\), see [43] Lemma 15, and the straightforward observation that every curve optimally destabilizes at \( t = 0 \). The non-emptyness is an application of Theorem 5.3 as the infimum over a finite set is always realized. \( \square \)

We can further describe the set of \( J \)-optimal destabilizers as follows. The argument is purely cohomological, but to alleviate notation we omit brackets in indices: Let \( \theta \) and \( \omega \) be Kähler forms on \( X \) and define
\[
a := a([\theta], [\omega]) \in H^{1,1}(X, \mathbb{R})
\]
as the unique nef class such that
1. The classes \([\omega_t] := (1-t)a + t[\theta]\) are Kähler for all \( t \in [0, 1)\),
2. \( a = \omega_t \) is not Kähler, and
3. \( \omega = [\omega_t] \) for some \( t \in (0, 1)\).

Geometrically, \( a \) is thus the first non-Kähler, but big, \((1, 1)\)-class following a given direction in the Kähler cone (in case \([\theta] = K_X \) this is often referred to as the nef threshold). As this class \( a \) is big but not Kähler, the Nakai-Moishezon criterion implies that there must exist curves \( C \subseteq X \) such that \( a[C] = 0 \). There is a finite number of such curves, and it turns out
that they play a central role for both the dHYM equation and the J-equation, as described by the following result:

**Proposition 5.8.** (Optimally J-destabilizing curves) Let $([\theta], [\omega])$ be Kähler classes on $X$. In the above notation, if $a := a([\theta], [\omega]) \in H^{1,1}(X, \mathbb{R})$ is in $P^+_X$ and $\Delta_{\text{NM}}(\theta, \omega) \leq 0$, then the set of optimally J-destabilizing curves is given by

$$D^J_{\theta, \omega} = \left\{ E \subseteq X \mid \int_E a = 0 \right\},$$

and the cardinality $|D^J_{\theta, \omega}|$ does not exceed $\rho(X)$.

**Proof.** The proof is purely cohomological. First note that along $(\theta, \omega_t)$ we have

$$\Delta_{\text{NM}}(\theta, \omega_t) = c_{\theta, \omega_t} - t^{-1},$$

as follows from the computation in [43, Lemma 16]. On the other hand, it is a direct consequence of Theorem 5.3 that the above infimum can be taken over a finite set, and is thus realized by a curve $E \subseteq X$, i.e.

$$\Delta_{\text{NM}}(\theta, \omega_t) = c_{\theta, \omega_t} - \int_E \theta \int_E \omega_t \leq 0,$$

which happens precisely if $\int_E a = 0$. The cardinality bound follows from Proposition 3.1, since

$$D^J_{\theta, \omega} = \left\{ E \subseteq X \mid a[E] = 0 \right\} \subseteq S(\theta, \omega).$$

In other words the curves that ‘most destabilize’ the numerical condition relevant to the J-equation are precisely the curves that obstruct the boundary class $a \in \partial C_X$ from being Kähler, according to the Nakai-Moishezon criterion. This turns out to be a general truth coming from the dHYM equation (see below), and the above result will then illustrate that the set of optimally dHYM-destabilizing curves is preserved in the small volume limit, as $[\omega] \mapsto [k\omega]$, with $k \to +\infty$, in a suitable sense.

To this end, we ask the analogous question for the dHYM equation, under the natural assumption that $[\omega]^2 - [\theta]^2 > 0$ (equivalent to the supercritical phase condition, see Remark 3.8). Then let

$$\Delta_{\text{dHYM}}(\theta, \omega) := \left\{ E \subseteq X \text{ irreducible curve} \mid \Delta_{\text{dHYM}}(\theta, \omega) = (c_{\theta, \omega})^{-1} - \frac{\int_E \theta}{\int_E \omega} \leq 0 \right\},$$

where

$$c_{\theta, \omega} := \frac{[\omega]^2 - [\theta]^2}{2[\theta][\omega]}$$

is a positive number under the above hypotheses. The same argument then applies also to the dHYM equation, and yields the following:

**Proposition 5.9.** (Optimally dHYM-destabilizing curves) In the setup of Proposition 5.8, suppose that $a([\theta], [\omega]) \in P^+_X$, $[\theta]^2 < [\omega]^2$, and $\Delta_{\text{dHYM}}(\theta, \omega) \leq 0$. Then the set of all optimally dHYM-destabilizing curves is given by

$$D^\text{dHYM}_{\theta, \omega} = \left\{ E \subseteq X \mid \int_E a = 0 \right\}.$$

**Proof.** The proof is a repetition of that for Proposition 5.8 with $c_{\theta, \omega}$ replaced by $(c_{\theta, \omega})^{-1}$. □

In particular, whenever non-empty, the sets of J/dHYM destabilizing curves in fact coincide.
Proof of Theorem 5.13. The statement of the theorem is immediately deduced by combining Propositions 5.8 and 5.9 above.

The interesting question of investigating the analogous question for the Z-critical equation with general central charge is left for future work.

5.3. Remarks on optimally destabilizing test configurations for J-stability. Motivated by the well-known circle of ideas relating solvability of geometric PDE to analytic and algebro-geometric stability, we relate the above discussion to J-stability and coercivity of the J-functional (see [35, 14, 7], Section 2). The first observation is that if we consider the following natural numerical quantities

$$
\Delta_{\text{alg}}(\theta, \omega) := \sup \{ \delta \in \mathbb{R} : \| \Phi \| \leq \delta \} ,
$$

$$
\Delta(\theta, \omega) := \sup \{ \delta \in \mathbb{R} : \exists C > 0 : \| \Phi \| \leq \delta + C \} .
$$

then these infima in fact all coincide whenever one of them is destabilized:

Corollary 5.10. Suppose that \( \theta \) and \( \omega \) are Kähler forms on \( X \). Assume moreover that \( \tau := \tau_{\theta,\omega} \) is not a Kähler class. Then there is a non-empty finite set of curves \( E_1, \ldots, E_\ell \) on \( X \), of cardinality not exceeding \( \rho(X) \), such that

$$
\Delta_{\text{alg}}(\theta, \omega) = \Delta(\theta, \omega) = \Delta_{\text{NM}}(\theta, \omega) = \inf_{i=1,\ldots,\ell} \int_{E_i} \tau.
$$

Proof. From Theorem 5.3 we conclude that there exist at most finitely many curves \( E_i \subseteq X \) such that

$$
\Delta_{\text{NM}}(\theta, \omega) = \inf_{E_i \subseteq X} \left( c_{\theta,\omega} - \int_{E_i} \tau \right) ,
$$

and the infimum over a finite set must be realized, in this case by one of the curves \( E_1, \ldots, E_\ell \), where \( \ell \leq \rho(X) \) by Proposition 5.3. Moreover, the condition on \( \tau \) not being Kähler translates precisely into \( \Delta_{\text{NM}}(\theta, \omega) \leq 0 < \sup \{ \lambda \in \mathbb{R} \mid \lambda [\theta] - \lambda [\omega] \geq 0 \} \). Thus, by [13, Theorem 1 and 8], we obtain also that

$$
\Delta(\theta, \omega) = \Delta_{\text{alg}}(\theta, \omega) = \Delta_{\text{NM}}(\theta, \omega) ,
$$

concluding the proof.

We underline however that the above result does not yet say anything about whether or not the threshold \( \Delta_{\text{alg}}(\theta, \omega) \) is realized by a test configuration, i.e. whether there exists \( \Phi \in \mathcal{H}(X, [\omega]) \) realizing the infimum

$$
\Delta_{\text{alg}}(\theta, \omega) = \frac{E^\text{NA}_\theta(\Phi)}{\| \Phi \|} .
$$

The answer to this question turns out to be negative. As a preliminary lemma, we show this for the special class of test configurations \( \Phi_{C,\kappa} \) coming from the deformation to the normal cone construction (see Section 2 for the notational conventions used):

Lemma 5.11. Suppose \( X \) is a smooth projective surface and that \( ([\theta], [\omega]) \in \mathcal{C}_X \times \mathcal{C}_X \) such that \( \Delta_{\text{alg}}(\theta, \omega) \leq 0 \). Let moreover \( C \subseteq X \) be any irreducible curve on \( X \). Then we always have a strict inequality

$$
\Delta_{\text{alg}}(\theta, \omega) < \frac{E^\text{NA}_\theta(\Phi_{C,\kappa})}{\| \Phi_{C,\kappa} \|} ,
$$

for every \( \kappa \in (0, \kappa_C) \).
Thus satisfies the condition for $J$-semistability if and only if $J$-stability across all relatively Kähler test configurations of the form $\Phi_{C,\kappa}$, and it remains to treat the case when $A_C, B_C > 0$. If we then suppose for contradiction that $A_C + B_C = 0$ for some $\kappa \in (0, \bar{\kappa}_C)$, then the openness of the interval of admissible $\kappa$ implies that $\kappa + \epsilon \in (0, \bar{\kappa}_C)$ for $\epsilon > 0$ small enough, and at the same time $A + B(\kappa + \epsilon) < 0$, contradicting the semistability assumption. To summarize, we must have

$$E^{\text{NA}}_{\theta}(\Phi_{C,\kappa}) = A_C + B_C \kappa > 0$$

for all $C \subseteq X$ and all $\kappa \in (0, \bar{\kappa}_C)$. In particular, the infimum in (16) is not realized and $(X, [\omega])$ thus satisfies the condition for $J^\theta$-stability across all relatively Kähler test configurations of the form $\Phi_{C,\kappa}$ for $C \subseteq X$ irreducible curves.

Finally, suppose more generally that $\Delta^\text{alg}(\omega) = -R$ for some $R \geq 0$. Then $[\theta_R] := [\theta] + R[\omega]$ is a Kähler class, and moreover

$$\frac{E^{\text{NA}}_{\theta}(\Phi_{C,\kappa})}{\|\Phi_{C,\kappa}\|} = \frac{E^{\text{NA}}_{\theta}(\Phi_{C,\kappa})}{\|\Phi_{C,\kappa}\|} + R$$

for every test configuration $\Phi_{C,\kappa}$. Moreover $\Delta^\text{alg}(\theta_R, \omega) = \Delta^\text{alg}(\theta, \omega) + R = 0$, reducing the argument to the previous case. Indeed, by the above argument no test configuration realizes the infimum defining $\Delta^\text{alg}(\theta_R, \omega)$, and by (17) the same conclusion holds also for the infimum defining $\Delta^\text{alg}(\theta, \omega)$, concluding the proof. \hfill \qed

In other words, since the inequality in the statement of Lemma 5.11 is strict, these test configurations never optimally destabilize (although in the limit $\kappa \to 0$ the right hand side in Lemma 5.11 converges to the left hand side, for suitably chosen curves $C \subseteq X$). To summarize, if one restricts to normal and relatively Kähler test configurations of the special form $\Phi_{C,\kappa}$ coming from deformation to the normal cone, then (restricted) J-semistability would be equivalent to (restricted) J-stability, and these are both closed conditions in the Kähler cone (the fact that J-semistability is a closed condition is well-known, see e.g. [43]). Moreover, it is known that uniform J-stability is equivalent to existence of solutions to the J-equation (by [9, 7]), and these conditions are in general not equivalent to J-stability.

Using a recent result of Hattori [31] we now prove that most of the above picture remains true over the larger set of all normal and relatively Kähler test configurations:

**Proposition 5.12.** Suppose that $H$ and $L$ are ample $\mathbb{Q}$-line bundles on a smooth projective surface $X$. Then $(X, L)$ is $J^H$-semistable if and only if it is $J^H$-stable. Moreover, if $[\theta]$ and
are rational \((1,1)\)-classes on \(X\) such that there is no solution to \((\theta, \omega)\), then there does not exist any optimally destabilizing relatively Kähler test configuration for \((\theta, \omega)\), i.e.

\[
\Delta^{\text{alg}}(\theta, \omega) < \frac{E_{\theta}^{\text{NA}}(\Phi)}{||\Phi||}
\]

for all normal and relatively Kähler test configurations \(\Phi \in \mathcal{H}^{\text{NA}}(X, [\omega])\).

**Proof.** Suppose that \((X, L)\) is \(J^H\)-semistable. By Lemma 2.6 (originally due to [35, Proposition 13] based on computations in [39]) it is elementary to see that the \(\mathbb{Q}\)-line bundle

\[
2 \frac{H, L}{L^2} L - H
\]

is nef (if not, we could find a test configuration \(\Phi_{C, \kappa}\) with \(\kappa\) small enough such that \(J^{\text{NA}}(\Phi_{C, \kappa}) < 0\), thus contradicting semistability). The same is true replacing \((H, L)\) by \((rH, rL)\) where \(r > 0\) is chosen such that \(r c_1(H), r c_1(L) \in H^{1,1}(X, \mathbb{Z})\). One may then apply [31, Proposition 7.4] which in turn implies that \((X, rL)\) is \(J^{rH}\)-stable (which is equivalent to \((X, L)\) being \(J^H\)-stable), proving the first part. Conversely, stability implies semistability by definition.

For the final part of the statement, suppose that \(\Delta^{\text{alg}}(\theta, \omega) = -R\) for some \(R \geq 0\). Then \([\theta_R] := [\theta] + R[\omega]\) is a Kähler class, and moreover \(\Delta^{\text{alg}}(\theta_R, \omega) = \Delta^{\text{alg}}(\theta, \omega) + R = 0\), so that \((X, [\omega])\) is \(J^{\theta R}\)-semistable. Moreover, it follows from [43, Theorem 1] and Theorem 5.3 that

\[
R = 2 \frac{[\theta][\omega]}{[\omega]^2} - \frac{\int_X \theta}{\int_X \omega}
\]

for some irreducible curve \(C \subseteq X\). Since \(R \in \mathbb{Q}\) the \((1,1)\)-class \([\theta_R]\) is rational, and we may apply the first part of the proof to conclude that \((X, [\omega])\) is also \(J^{\theta R}\)-semistable. By definition of stability we thus have

\[
\frac{E^{\text{NA}}_{\theta R}(\Phi)}{||\Phi||} > 0 = \Delta^{\text{alg}}(\theta_R, \omega)
\]

for all \(\Phi \in \mathcal{H}^{\text{NA}}(X, [\omega])\). Moreover:

\[
\frac{E^{\text{NA}}_\theta(\Phi)}{||\Phi||} = \frac{E^{\text{NA}}_{\theta R}(\Phi)}{||\Phi||} - R > \Delta^{\text{alg}}(\theta_R, \omega) - R = \Delta^{\text{alg}}(\theta, \omega),
\]

concluding the proof. \(\square\)

Emphasizing the relationship between test configurations for \((X, [\omega])\) with \([\omega] = c_1(L)\) for some ample line bundle on \(X\), and test configurations for \((X, L)\) (see [33]), and that optimally destabilizing test configurations can by definition only exist if the J-equation is not solvable, the above result in particular yields the following:

**Corollary 5.13.** Let \(X\) be a smooth projective surface with \(L\) and \(H\) two \(\mathbb{Q}\)-line bundles on \(X\). Then no optimally destabilizing normal and relatively Kähler test configuration exists for \((X, L, H)\), in the sense of [11].

Building further on [31] combined with [43], we deduce that examples of \(J\)-stable but not uniformly \(J\)-stable Kähler classes always exist on compact Kähler surfaces that admit at least one negative curve:

**Theorem 5.14.** Suppose that \(X\) is a smooth projective Kähler surface admitting at least one negative curve. Then there exist ample \(\mathbb{Q}\)-line bundles \(L\) and \(H\) on \(X\) such that \((X, L)\) is \(J^H\)-stable but not uniformly \(J^H\)-stable.

**Remark 5.15.** If by contrast \(X\) admits no negative curves, then by [33] the \(J^H\)-equation can always be solved for \((X, L)\) for every pair of ample line bundles \((L, H)\) on \(X\), and by [35,14,23], \((X, L)\) is then always both \(J^H\)-stable and uniformly \(J^H\)-stable, for all such pairs. Together with Theorem 5.14 above, this gives a satisfactory answer in all possible cases when \(X\) is a projective surfaces.
exists a rational self-intersection, pick a curve \( C \). Indeed, since \( X \) is projective, pick an ample divisor \( A \), and since \( X \) admits a curve of negative self-intersection, pick a curve \( C \) such that \( C^2 < 0 \). One can moreover check that

\[
\sup \{ t > 0 \mid A + tC \text{ is nef} \} = -\frac{A \cdot C}{C^2} \in \mathbb{Q}.
\]

Then the \( \mathbb{Q} \)-divisor \( B := A - \frac{4C^2}{C^2}C \) is pseudoeffective and nef, but not ample. Because

\[
B^2 = A^2 - \left(\frac{A \cdot C}{C^2}\right)^2 > 0,
\]

the class \( B \in B_X \), i.e. \( B \) is also big.

We therefore pick such a nef and big, but not Kähler, \([\omega] \in H^{1,1}(X, \mathbb{Q})\) and without loss of generality normalize \([\omega] \) and \([\theta] \) such that \([\omega]^2 = [\theta]^2 \). Let \( J^\theta \) (resp. \( UJ^\theta \)) denote the set of Kähler class \([\omega] \) such that \((X, [\omega])\) is \( J^\theta \)-stable (resp. uniformly \( J^\theta \)-stable). Now if \( X \) admits a negative curve, then there exists at least one pair \(([\theta], [\omega]) \in C_X \times C_X \) of Kähler classes on \( X \) such that \((X, [\omega])\) is not \( J^\theta \)-semistable (see [53, Theorem 6]). By continuity (of \( \Delta_{NM}(\theta, \omega) \), see [53, Theorem 1]) one can then argue that there exists a \( J^\theta \)-semistable class which is not uniformly \( J^\theta \)-stable, and it remains to see that under the above hypotheses there exists a rational such class \([\omega] \). To see this, note that since \([\omega] \) and \([\theta] \) are both \( \mathbb{Q} \)-classes by construction, then so is

\[
[\omega_t] := (1 - t)[\omega] + t[\theta],
\]

for every \( t \in \mathbb{Q} \). By a direct computation identical to that in [53, Proposition 16 and Equation (14)] we moreover see that \([\omega_t] \in J^\theta \setminus UJ^\theta \neq \emptyset \) if and only if

\[
2\frac{[\theta] \cdot [\omega_t]}{[\omega_t]^2} - t^{-1} = 0,
\]

which happens precisely for \( t = 1/2 \) (by the normalization assumed at the beginning of the proof; this is moreover of course equivalent to showing that \( \tau_{\theta, \omega} \) is nef but not Kähler precisely when \( t = 1/2 \)). Since \( 1/2 \in \mathbb{Q} \), \([\omega_{1/2}] \in H^{1,1}(X, \mathbb{Q}) \), and Proposition 5.12 shows that \((X, [\omega_{1/2}])\) is \( J^\theta \)-stable but not uniformly \( J^\theta \)-stable, concluding the proof. \( \square \)

**Remark 5.16.** This sheds additional light on a recent example due to Hattori [31], of a polarized smooth surface \((X, L)\) and an ample line bundle \( H \) such that \((X, L)\) is \( H^2 \)-stable but not uniformly. Indeed, the above result shows that such examples exist in abundance, namely on any compact Kähler surface with at least one negative curve, for well chosen \( \mathbb{Q} \)-line bundles.

Finally, it is therefore natural to ask about the structure of the set of J-stable but not uniformly J-stable Kähler classes, which is non-empty by the above.

### 5.4 Real algebraic boundary

As an application of Theorem 5.3, we deduce that the (non-empty) set of J-stable but not uniformly J-stable Kähler classes is cut out by real algebraic sets. To see this, let \( K \subseteq C_X \times C_X \) be any given compact set, and note that when the set

\[
J^\theta = \left\{ ([\theta], [\omega]) \in K : (X, [\omega]) \text{ \( J^\theta \)-stable} \right\}
\]

is restricted to \( \mathbb{Q} \)-classes, it coincides with the set \( J^\theta \) of \(([\theta], [\omega]) \in K \) such that \((X, [\omega])\) is \( J^\theta \)-semistable. In turn, \( J^\theta \) is cut out by finitely many conditions of the form

\[
\int_{C_k} (2([\theta] \cdot [\omega]) [\omega] - [\omega]^2 [\theta]) \geq 0,
\]

following Theorem 5.3 where \( k \in \mathbb{N} \) is such that the image of \( K \) under the map \( \Psi \) given by \( C_X \times C_X \ni ([\theta], [\omega]) \mapsto \tau_{\theta, \omega} \in H^{1,1}(X, \mathbb{R}) \) is contained in the convex hull of \( k \) pseudoeffective classes on \( X \). Along these lines, we conclude the following:
Proposition 5.17. Let $K \subseteq \mathcal{C}_X \times \mathcal{C}_X$ be any compact subset whose image under $\Psi$ is contained in the convex hull of $k$ pseudoeffective classes, and consider the $(1,1)$-class
\[ \tau_{\theta,\omega} := 2(\theta, [\omega]) [\omega] - [\omega]^2[\theta] \in H^{1,1}(X, \mathbb{R}). \]

Then the set
\[ (\text{Jss} \setminus \text{UJs})|_K = \left\{ ([\theta], [\omega]) \in K : (X, [\omega]) \text{ is } J^\theta \text{-semistable but not uniformly } J^\theta \text{-stable} \right\} \]
is real algebraic. More explicitly, there is a finite set of curves $\{C_1, \ldots, C_\ell\}$ of cardinality $\ell \leq k\rho(X)$, such that
\[ (\text{Jss} \setminus \text{UJs})|_K = \left\{ ([\theta], [\omega]) \in K : \prod_{i=1}^\ell \int_{C_i} \tau_{\theta,\omega} = 0 \right\}. \]

Proof. First note that uniform $J^\theta$-stability is equivalent to $\int_C \tau_{\theta,\omega} > 0$, and $J^\theta$-semistability is equivalent to $\int_C \tau_{\theta,\omega} \geq 0$, for all curves $C \subseteq X$. Indeed, the former equivalence is due to [7], and to prove the second we first note that $J^\theta$-semistability implies that $\int_C \tau_{\theta,\omega} \geq 0$.

Moreover, it is immediate from the main Theorem 5.3 to see that both sets
\[ \text{Jss}|_K = \left\{ ([\theta], [\omega]) \in K : (X, [\omega]) \text{ is } J^\theta \text{-semistable} \right\} \]
and
\[ \left\{ ([\theta], [\omega]) \in K : \int_C \tau_{\theta,\omega} \geq 0 \right\}. \]
are realized as the smallest closed sets containing
\[ \text{UJs}|_K = \left\{ ([\theta], [\omega]) \in K : (X, [\omega]) \text{ is uniformly } J^\theta \text{-stable} \right\} = \left\{ ([\theta], [\omega]) \in K : \int_C \tau_{\theta,\omega} > 0 \right\}. \]
(Where for the last equality we have used [16, 17]. Combined with Theorem 5.8 this entails that there exists a collection of curves $\{C_i\}$ of cardinality $\ell \leq k\rho(X)$ such that
\[ (\text{Jss} \setminus \text{UJs})|_K = \prod_{i=1}^\ell \int_{C_i} \tau_{\theta,\omega} = 0, \]

defining a real algebraic set in $K$. This is what we wanted to prove. \hfill \Box

Remark 5.18. The conditions $\int_{C_i} \tau_{\theta,\omega} = 0$ define codimension 1 subsets by a similar argument to Proposition 3.17.

To summarize the relationship between the different positivity/stability notions involved, optimally destabilizing curves exist for $J^\theta$-positivity (i.e. the condition that $\int_E \tau_{\theta,\omega} > 0$ for all curves $E \subseteq X$, equivalent to uniform $J$-stability, by [7, 16, 17]), but on the algebro-geometric side optimally destabilizing (normal and relatively Kähler) test configurations do not exist for $J^\theta$-stability. Moreover, $J^\theta$-stability turns out to be equivalent to $J^\theta$-semistability over rational classes in $H^{1,1}(X, \mathbb{R})$, and the set Jss represents the closure of the (open, see [44]) set UJs for uniform $J$-stability. The boundary $\partial \text{UJs}$ is real algebraic and locally cut out by finitely many equations. A very interesting future direction is to similarly clarify the analogous relations for K-semistability/K-stability/uniform K-stability (see e.g. [31] for first results in this direction).
6. Flow aspects

In this section we consider certain well-known theorems regarding geometric flows associated with the J-equation and the deformed Hermitian Yang-Mills equation, and remark on a possible relationship between the singularities that develop in each of these cases.

6.1. Remarks on a J-flow result of Song-Weinkove. In [46] the authors study a parabolic flow associated to the J-equation. Given a pair of Kähler classes $\beta, \alpha$ and Kähler forms $\theta \in \beta$ and $\omega_0 \in \alpha$ on a compact Kähler manifold $X$ of complex dimension $n$, the authors study the J-flow of the pair $\theta, \omega_0$, namely

$$\frac{\partial \varphi(\cdot, t)}{\partial t} = C_{\beta, \alpha} - \frac{n \theta \wedge (\omega_0 + \sqrt{-1} \partial \overline{\partial} \varphi(\cdot, t))^{n-1}}{(\omega + \sqrt{-1} \partial \overline{\partial} \varphi(\cdot, t))^n}$$

for all $x \in X$,

and for a smooth function $\varphi : X \times [0, \infty) \to \mathbb{R}$. Here,

$$C_{\beta, \alpha} := \frac{n \int_X \beta \cdot \alpha^{n-1}}{\int_X \alpha^n}.$$ 

The authors prove that this is a well-defined flow in

$$\mathcal{H}(\omega_0) = \{ \varphi \in C^\infty(X, \mathbb{R}) \mid \omega_0 + \sqrt{-1} \partial \overline{\partial} \varphi > 0 \}$$

which converges to a solution $\varphi_\infty$ of the J-equation

$$n \theta \wedge (\omega_0 + \sqrt{-1} \partial \overline{\partial} \varphi_\infty)^{n-1} = C_{\beta, \alpha} \theta^n$$

if a solution exists. If no solutions exist, then the authors also prove that the flow $\varphi(\cdot, t)$ becomes singular along certain divisors. More precisely, in the special case whereby $X$ is a surface, the authors prove the following result [46, Theorem 1.4].

**Theorem 6.1** (Song-Weinkove, [46] Theorem 1.4). Let $X$ be a compact Kähler surface and let $\alpha, \beta$ be Kähler classes on $X$. Suppose the J-equation (22) does not admit a solution in $\alpha$. Then, there exists an effective $\mathbb{R}$-divisor

$$D = \sum_{i=1}^\ell a_i E_i$$

on $X$ such that the class $\tau_J(\beta, \alpha) - D$ is Kähler, where

$$\tau_J(\beta, \alpha) := C_{\beta, \alpha} \alpha - \beta.$$ 

The irreducible components $E_i$ of $D$ are all curves of negative self-intersection. Moreover, the J-flow $\varphi(\cdot, t)$ remains bounded (uniformly in $t$) in the set $X \setminus S(D)$ where

$$S(D) := \bigcup_{i=1}^\ell E_i.$$ 

Let $\tilde{S}$ denote the set given by the intersection of all the sets $S(D)$ as $D$ varies over the linear system $|D|$. Then, there exists a sequence $(x_j, t_j)$ of points and times in $X \times [0, \infty)$ such that, as $j \to \infty$, $t_j \to \infty$ and the points $x_j$ get arbitrarily close to $\tilde{S}$, and

$$|\varphi| + |\Delta_\theta \varphi|(x_j, t_j) \to \infty.$$ 

In fact, using the framework of the Zariski decomposition, we can make the above theorem a bit more precise as follows.

**Proposition 6.2.** In the above Theorem 6.1, we can always take $D$ to be

$$D = N(\tau_J(\beta, \alpha) - \varepsilon \beta),$$
the negative part of the Zariski decomposition of \( \tau_J(\beta, \alpha) - \varepsilon \beta \) for any \( \varepsilon > 0 \) small enough. In particular, we may always take \( \ell \leq \rho(X) \) and \( \tilde{S} = S(D) \). If \( X \) is moreover projective, then \( \ell \leq \rho(X) - 1 \).

**Proof.** The proof of Theorem 6.1 (Theorem 1.4 in [46]) shows that in fact, the conclusion of the theorem holds for any effective \( \mathbb{R} \)-divisor such that the class \( \tau_J(\beta, \alpha) - D \) is a Kähler class. However, recall that the class \( \tau_J(\beta, \alpha) \in P^+_X \) and so for every \( \varepsilon > 0 \) small enough, \( \tau_J(\beta, \alpha) - \varepsilon \beta \) is also in \( P^+_X \), and clearly

\[
\tau_J(\beta, \alpha) - N(\tau_J(\beta, \alpha) - \varepsilon \beta) = Z(\tau_J(\beta, \alpha) - \varepsilon \beta) + \varepsilon \beta
\]

is a Kähler class for every \( \varepsilon > 0 \) small enough. Writing

\[
D = N(\tau_J(\beta, \alpha) - \varepsilon \beta) = \sum_{i=0}^{\ell} a_i E_i
\]

for irreducible curves \( E_i \) on \( X \), we see that we can always take \( \ell \leq \rho(X) \), because the intersection matrix of the negative part of the Zariski decomposition is always negative-definite. Moreover, according to [3, Proposition 3.13], the class represented by the negative part of the Zariski decomposition always admits precisely one positive current, so we see that \( |D| \) admits the unique element \( D \) in it. This means

\[
\tilde{S} = S(D) = \bigcup_{i=1}^{\ell} E_i.
\]

If \( X \) is projective, then \( NS(X)_\mathbb{R} \) contains a positive eigenvector of the intersection pairing, and we get \( \ell \leq \rho(X) - 1 \). \( \square \)

### 6.2. Remarks on the line bundle mean curvature flow and a result of Takahashi.

In the context of the dHYM equation, Jacob-Yau in [33] have proposed the study of the so-called line bundle mean curvature flow. In the above notation, this flow can be written

\[
\frac{\partial \varphi(\cdot, t)}{\partial t} = \arctan(\lambda_1(t)) + \arctan(\lambda_2(t)) - \hat{\Theta}(\beta, \alpha)
\]

(23)

\[
\varphi(x, 0) = 0 \quad \text{for all } x \in X,
\]

(24)

for a smooth function \( \varphi_0 \). Here \( \lambda_1(t), \lambda_2(t) \) are the eigenvalues of the endomorphism \( A_t : TX^{1,0} \rightarrow TX^{1,0} \) determined by

\[
\theta(A_tv, w) = (\omega_0 + \sqrt{-1} \partial \bar{\partial} \varphi(\cdot, t))(v, w),
\]

and

\[
\cot(\hat{\Theta}(\beta, \alpha)) = \frac{\int_X (\beta^2 - \alpha^2)}{\int_X 2\alpha \cdot \beta}.
\]

Under suitable hypotheses, in [49], Takahashi proves that the solution \( \varphi(\cdot, t) \) of the flow remains bounded away from finitely many curves of negative self-intersection. More precisely, he proves the following theorem. (See also [29, Theorem 1.4] for a very similar result on the so-called dHYM flow studied by Fu-Yau-Zhang.)

**Theorem 6.3** (Takahashi, [49, Theorem 1.1]). Suppose the initial data \( \omega_0, \theta, \) and \( \hat{\Theta} = \hat{\Theta}(\beta, \alpha) \) satisfy

\[
\tau_{dHYM}(\theta, \omega_0) := \omega_0 + \cot(\hat{\Theta}) \theta
\]

is a semi-positive form, and we have

\[
\arctan(\lambda_1(0)) + \arctan(\lambda_2(0)) > \frac{\pi}{2}
\]

(25)
and \( \hat{\Theta} > \frac{\pi}{2} \), then there exist finitely many curves \( \tilde{E}_1, \ldots, \tilde{E}_k \) of negative self-intersection such that the flow \( \varphi(\cdot, t) \) converges to a function \( \varphi_\infty \) which is smooth on the complement of the set

\[
S = \bigcup_{i=1}^{k} \tilde{E}_i.
\]

Moreover, the current defined by

\[
F_\infty = \omega_0 + \sqrt{-1} \partial \bar{\partial} \varphi_\infty
\]

satisfies the deformed Hermitian Yang-Mills equation in the sense of currents on all of \( X \).

Here, we make the simple observation that the curves supplied by the above Theorem 6.3 of Takahashi in fact comprise a subset of those supplied by Theorem 6.1 due to Song-Weinkove. More precisely, we have the following.

**Proposition 6.4.** In the setup of the above Theorem 6.3, we can take the set of curves \( \{ \tilde{E}_1, \ldots, \tilde{E}_k \} \) to be a subset of the set of curves \( \{ E_1, \ldots, E_\ell \} \) given by Theorem 6.1. In particular, \( k \leq \ell \leq \rho(X) \).

**Proof.** Set

\[
\tau_{dHYM}(\beta, \alpha) := \alpha + \cot(\hat{\Theta}(\beta, \alpha))\beta.
\]

The proof of Theorem 6.3 (see [49, Theorem 1.1] or [29, Theorem 1.4]) shows that the curves \( \tilde{E}_1, \ldots, \tilde{E}_k \) can be taken to be the irreducible components of any effective \( \mathbb{R} \)-divisor \( \tilde{D} = \sum_{i=1}^{k} \tilde{a}_i \tilde{E}_i \) such that

\[
\tau_{dHYM}(\beta, \alpha) - \tilde{D}
\]

is a Kähler class. Just like in Proposition 6.2 we can take \( \tilde{D} \) to be

\[
\tilde{D} = N(\tau_{dHYM}(\beta, \alpha) - \varepsilon \beta),
\]

the negative part of the Zariski decomposition of the class \( \tau_{dHYM}(\beta, \alpha) - \varepsilon \beta \) for any \( \varepsilon > 0 \) small enough. But now observe that

\[
\tau_{dHYM}(\beta, \alpha) = \frac{\int_X \alpha^2}{2 \int_X \beta \cdot \alpha} \tau_J(\beta, \alpha) + \left( \frac{\int_X \alpha^2}{2 \int_X \beta \cdot \alpha} \right) \beta
\]

and so

\[
N(\tau_{dHYM}(\beta, \alpha) - \varepsilon \beta) = N \left( \frac{\int_X \alpha^2}{2 \int_X \beta \cdot \alpha} \tau_J(\beta, \alpha) - \varepsilon \beta + \left( \frac{\int_X \alpha^2}{2 \int_X \beta \cdot \alpha} \right) \beta \right)
\]

\[
\leq \frac{\int_X \alpha^2}{2 \int_X \beta \cdot \alpha} N(\tau_J(\beta, \alpha) - \varepsilon C_{\beta, \alpha} \beta) + N \left( \frac{\int_X \alpha^2}{2 \int_X \beta \cdot \alpha} \right) \beta
\]

\[
\leq \frac{\int_X \alpha^2}{2 \int_X \beta \cdot \alpha} N(\tau_J(\beta, \alpha) - \varepsilon C_{\beta, \alpha} \beta),
\]

by the convexity of the negative part of the Zariski decomposition (see [3, Proposition 3.9 (i)]) and that fact that the negative part of a Kähler class is zero. The proof is now completed by taking \( \varepsilon > 0 \) small enough. \( \square \)
6.3. Remarks on a dHYM flow result of Fu-Yau-Zhang. An analogous result holds also in the case of the dHYM flow studied recently by Fu-Yau-Zhang \cite{29}, with the same proof:

**Proposition 6.5.** In \cite{29} Theorem 1.4, the finitely many curves $E_i$ of negative self-intersection can be taken to be a subset of the set of curves $\{E_1, \cdots, E_k\}$ given by Theorem 6.1. In particular the number of such curves is bounded above by $\rho(X)$.

Moreover, as previously remarked, if the initial data $(\theta, \omega_0)$ underlying the various flows discussed above is varied in such a way that $([\theta_0, \omega_0])$ remains in a compact subset $K \subseteq C_X \times C_X$, and the hypotheses of the Theorems \ref{thm:6.1} \cite{13} and \cite{29} Theorem 1.4 are satisfied, the curves given by the theorems can be taken to lie in a uniform finite set depending only on $K$.

The above observations, together with the well-known fact that the J-equation is the so-called ’small volume limit’ of the dHYM suggests the following interesting question: Suppose we fix Kähler classes $\beta$ and $\alpha$, and Kähler metrics $\theta \in \beta$ and $\omega_0 \in \alpha$, and study the flow,

\begin{align}
\frac{\partial \varphi(x, t)}{\partial t} &= \arctan(r\lambda_1(t)) + \arctan(r\lambda_2(t)) - \tilde{\Theta}(\beta, r\alpha) \\
\varphi(x, 0) &= 0 \quad \forall x \in X,
\end{align}

for $r > 0$. Then for $r > 0$ very small, the dHYM equation

\[ \text{Im} \left( e^{-\sqrt{-1} \Theta(\beta, r\alpha)}(\theta + r\omega)^2 \right) = 0 \]

is always solvable, because the class

\[ \tau_{\text{dHYM}}(\beta, r\alpha) = r\alpha + \cot( \tilde{\Theta}(\beta, r\alpha)) \beta = r\alpha + \frac{\int_X (\beta^2 - r^2 \alpha^2)}{2r \int_X \beta \cdot \alpha} \beta \]

is a Kähler class. As we increase $r$, at some finite radius $r_0 > 0$, the form $r\omega_0 + \cot( \tilde{\Theta}(\beta, r\omega)) \theta$ is semi-positive but not positive-definite, and we are in the setup of Theorem \ref{thm:6.3} (provided the pointwise phase hypothesis \cite{26} is also satisfied). We then obtain finitely many curves $E_1, \cdots, E_{k_0}$ such that the flow converges to a function $\varphi_{r_0}$ which is smooth on the complement of their union. On the other hand, we also have

\[ \frac{1}{r} \tau_{\text{dHYM}}(\beta, r\alpha) = \frac{\int_X \alpha^2}{2 \int_X \beta \cdot \alpha} \tau_I(\beta, \alpha) + \frac{\left( \int_X \alpha^2 \right) \left( \int_X \beta^2 \right)}{2 \int_X \beta \cdot \alpha} \beta \]

for every $r > 0$. So, on the opposite extreme, we can make $r$ large enough so that the class

\[ \frac{1}{r} \left( \tau_{\text{dHYM}}(\beta, r\alpha) - \frac{\left( \int_X \alpha^2 \right) \left( \int_X \beta^2 \right)}{r \int_X \beta \cdot \alpha} \right) = \frac{\int_X \alpha^2}{2 \int_X \beta \cdot \alpha} \tau_I(\beta, \alpha) - \frac{\left( \int_X \alpha^2 \right) \left( \int_X \beta^2 \right)}{2r \int_X \beta \cdot \alpha} \beta \]

is in $P^+_X$. Then, the proof of Proposition \ref{prop:6.2} shows us that the curves appearing in the negative part of this class can be taken to be the curves of Theorem \ref{thm:6.1} along which the J-flow becomes singular. One can therefore ask how the singularities of the flow change as we vary $r \in [r_0, \infty)$. In particular, it might give more insight into the nature of the flows to consider the finitely many values $r_0 < r_1 < \cdots < r_s$ for which the flow \cite{26} develops new singularities.
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