SOLUTION OF THE TANGENTIAL KOHN LAPLACIAN ON A CLASS OF
NON-COMPACT CR MANIFOLDS
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Abstract. We solve $\Box_b$ on a class of non-compact 3-dimensional strongly pseudoconvex CR manifolds via a
certain conformal equivalence. The idea is to make use of a related $\Box_b$ operator on a compact 3-dimensional
strongly pseudoconvex CR manifold, which we solve using a pseudodifferential calculus. The way we solve
$\Box_b$ works whenever $\Box_b$ on the compact CR manifold has closed range in $L^2$; in particular, as in [1], it
does not require the CR manifold to be the boundary of a strongly pseudoconvex domain in $\mathbb{C}^2$. Our result
provides in turn a key step in the proof of a positive mass theorem in 3-dimensional CR geometry, by Cheng,
Malchiodi and Yang [7], which they then applied to study the CR Yamabe problem in 3 dimensions.
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1. Introduction

In a recent paper [7], Cheng, Malchiodi and Yang initiated the study of a positive mass theorem in
3-dimensional CR geometry. Among other things, they considered, on a class of closed 3-dimensional pseudo-
hermitian manifolds, the Green’s function of the conformal sublaplacian. They developed asymptotics of
this Green’s function near its singularity in CR normal coordinates, and obtained, under certain conformally
invariant geometric assumptions, an important result about the sign of the constant term in this asymptotic
expansion. This in turn has applications in the study of the CR Yamabe problem.

The approach in [7] involves relating the constant term in the asymptotic expansion of the aforementioned
Green’s function, to the mass of a certain blow-up of the closed pseudohermitian manifold. The blown-up
manifold involved is non-compact, and has only one end; the mass mentioned above is defined through the
integral of a certain geometric quantity on a sphere at infinity. One key insight of [7] is that this mass can
be given, via a Bochner formula, in terms of a certain integral over the whole blow-up. In order to show that
this mass is non-negative, one then has to solve a certain tangential Kohn Laplacian $\Box_b$ on this blow-up.
Since the blow-up is non-compact, one cannot do this by using the classical $L^2$ theory. (Even in simple
examples, the operator $\Box_b$, when extended to a closed linear operator from $L^2$ to $L^2$, does not have closed
range.) Thus one has to proceed differently. In [22], we solved such $\Box_b$ using a weighted $L^2$ theory. In the
current paper, we present an alternative, and slightly simpler, self-contained approach to the same problem, using an $L^p$ theory instead.

Our current approach makes systematic use of pseudodifferential calculus. In the work of Nagel and Stein [34], they developed a theory of non-isotropic pseudodifferential operators. In this paper, we give a rather detailed account of a slightly simplified version of that theory, as was developed in Stein and Yung [40]; see Sections 6 to 8. This simplified version is largely similar to the approach of Beals and Greiner [1], except that we do not require the symbols to admit any asymptotic expansions, which makes it slightly easier to use. Using such pseudodifferential calculus, and a variant of the argument in [1], we describe the relative solution operator and the Szegő projection for the tangential Kohn Laplacians, on any 3-dimensional abstract compact smooth strongly pseudoconvex CR manifolds for which $\overline{\partial}_b$ has closed range in $L^2$. We note in passing that the same result was well-known if the CR manifold is the boundary of a strongly pseudoconvex domain $\Omega$ in $\mathbb{C}^2$; see e.g. the exposition of Nagel-Stein [34]. On the other hand, it was crucial in [34] that one has an asymptotic formula for the Szegő kernel, before one constructs the relative solution operator to the tangential Kohn Laplacian. Such asymptotics for the Szegő projection has been proved by Fefferman [11], and Boutet de Monvel and Sjöstrand [4]. The proof of Fefferman [11], for instance, relies on the existence of a biholomorphic map $F$ between a small neighborhood $U$ of a boundary point $p$ of $\Omega \subset \mathbb{C}^2$, and a small neighborhood of a boundary point of the unit ball $B$ in $\mathbb{C}^2$, so that $F(U \cap \Omega)$ is tangent to the boundary of the unit ball to third order at $F(p) \in \partial B$. See also Nagel, Rosay, Stein and Wainger [37], where they constructed the Szegő kernel of $\partial \Omega$ by making use of knowledge of the Bergman kernel of $\Omega$. These approaches for studying the Szegő projection would not work when we merely assume that $\overline{\partial}_b$ has closed range, which is the case of interest here. So in [1] and also what follows, one has to proceed slightly differently; see Section 8. Nonetheless, it should be emphasized that our approach works only for strongly pseudoconvex CR manifolds. We refer the reader to the much deeper works of e.g. Christ [9], [10], Fefferman and Kohn [12], Machedon [32], Nagel, Rosay, Stein and Wainger [37] for results in the weakly pseudoconvex (and finite type) case; in particular, the articles [9], [10] of Christ contain pointwise estimates for the Szegő kernel and the relative solution operator to $\overline{\partial}_b$, on compact 3-dimensional weakly pseudoconvex CR manifolds of finite type for which $\overline{\partial}_b$ has closed range in $L^2$.

Another difficulty we had to resolve in this paper is to find a way to reduce the solution of $\Box_b$ on a non-compact CR manifold obtained from a blow-up, to the solution of a more manageable tangential Kohn Laplacian on a compact CR manifold. When the blow-up is constructed using the modulus of a CR function, this is relatively easy (see Section 9); in general the problem is quite a bit harder, and its resolution forms the core of the current paper (see Sections 10 and 11).

The paper is organised as follows. In Section 2 we recall some basic definitions in CR and pseudohermitian geometry. In Section 3 we recall the CR Yamabe problem, and reduce it to the study of asymptotics of a suitable Green’s function. In Section 4 we describe the work of Cheng, Malchiodi and Yang [7], where they relate the asymptotics of this Green’s function, to the mass of a suitable blow-up. In Section 5 we state our main result, and indicate how this can be used to complete the proof of the CR positive mass theorem in [7]. Section 6 contains the description of a non-isotropic pseudodifferential calculus on strongly pseudoconvex CR manifolds, which is a variant of the theory of Nagel and Stein [34] developed in Stein and Yung [40]. Sections 7 and 8 give the solution of the sublaplacian and certain tangential Kohn Laplacians using the pseudodifferential calculus developed in Section 6. Section 9 describes how a model case of our main theorem can be established; the key there is a certain conformal equivalence. This motivates the proof of our main theorem, which is given in Sections 10 and 11.
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Suppose $M$ is a 3-dimensional smooth manifold. It is said to be a CR manifold, if there exists a 1-dimensional sub-bundle $L$ of the complexified tangent bundle $\mathbb{C}TM$, with $L \cap \bar{L} = \{0\}$. We usually write $L = T^{(1,0)}M$, and $\bar{L} = T^{(0,1)}M$. Write also

$$H = \text{Re}(T^{(1,0)}M \oplus T^{(0,1)}M).$$

Then there exists a unique endomorphism $J : H \to H$, which extends $\mathbb{C}$-bilinearly to an endomorphism of $T^{(1,0)}M \oplus T^{(0,1)}M$, such that

$$JZ = iZ$$

for all $Z \in T^{(1,0)}M$, and

$$J\bar{Z} = -i\bar{Z}$$

for all $\bar{Z} \in T^{(0,1)}M$; such $J$ is called a complex structure on $M$. Furthermore, $M$ is said to be strongly pseudoconvex, if in a neighborhood of every point $p \in M$, there exists a local section $Z$ of $T^{(1,0)}M$, such that $i[Z, \bar{Z}] \notin H$ throughout that neighborhood.

Suppose now $M$ is a connected, oriented 3-dimensional strongly pseudoconvex CR manifold. Then since $H$ is oriented by $J$, and $M$ is oriented, the subbundle of the cotangent bundle $TM^*$ that annihilates $H$ has a global non-vanishing section. Hence there exists a (global) real 1-form $\theta$ on $M$, such that $H = \ker(\theta)$. Since $M$ is strongly pseudoconvex, $\theta$ is then a contact form on $M$, meaning that $\theta \wedge d\theta \neq 0$ everywhere on $M$. Replacing $\theta$ by $-\theta$ if necessary, one may define a Hermitian inner product on $T^{(1,0)}M$, by

$$\langle W, Z \rangle_\theta := -i\theta(W, \bar{Z})$$

for any $W, Z \in T^{(1,0)}M$ (The convention here is that if $\alpha, \beta$ are 1-forms, then $\alpha \wedge \beta := \alpha \otimes \beta - \beta \otimes \alpha$. So if $X, Y$ are vector fields, then $(\alpha \wedge \beta)(X, Y) = \alpha(X)\beta(Y) - \beta(X)\alpha(Y)$). Similarly, one has a Hermitian inner product on $T^{(0,1)}M$, defined by

$$\langle \bar{W}, \bar{Z} \rangle_\theta := i\theta(W, Z)$$

for any $\bar{W}, \bar{Z}$ in $T^{(0,1)}M$. (Note that $\langle \bar{W}, \bar{Z} \rangle_\theta = \langle Z, W \rangle_{\theta^\ast}$.) Such a pair $(M, \theta)$ is then known as a 3-dimensional pseudohermitian manifold (pseudo because we are working with a CR manifold rather than a complex manifold).

Note that by duality, the Hermitian inner product $(\text{I})$ on $T^{(0,1)}M$ induces a Hermitian inner product on its dual bundle $\Lambda^{(0,1)}M$. We will also denote, by abuse of notation, this latter Hermitian inner product by $\langle \cdot, \cdot \rangle_{\theta^\ast}$. Sections of $\Lambda^{(0,1)}M$ will be called $(0, 1)$ forms on $M$.

One can then turn $M$ into a metric space as follows: A curve $\gamma$ on $M$ is said to be horizontal, if $\gamma$ is tangent to $H$ at every point. On $H$ one has a real inner product given by

$$g_\theta(X, Y) := d\theta(X, JY),$$

and this allows one to measure the length of any horizontal curve on $M$ (The notation here is so that if $X \in H$ satisfies $g_\theta(X, X) = 1$, and $Y = JX$, then $Z := \frac{X - iY}{\sqrt{2}}$ satisfies $\langle Z, Z \rangle_\theta = 1$). Since any two points on $M$ can be joined by a horizontal curve (Chow’s theorem), one can define the distance between two points on $M$, as the infimum of the lengths of all horizontal curves joining the two points; we call this the non-isotropic distance on $(M, \theta)$ (non-isotropic because the directions tangent to $H$ play a special role compared to those transverse to $H$).

Let $(M, \theta)$ be a 3-dimensional pseudohermitian manifold. Then there exists a unique global real vector field $T$ on $M$, known as the Reeb vector field, such that $\theta(T) = 1$ and $d\theta(T, \cdot) \equiv 0$. We have a direct sum decomposition

$$\mathbb{C}TM = T^{(1,0)}M \oplus T^{(0,1)}M \oplus \mathbb{C}T,$$

and for later purposes, we will write the identity map on $\mathbb{C}TM$ as

$$I = \pi_\ast + \pi_{\ast -} + \pi_0$$

according to this decomposition. Furthermore, there exists a unique affine connection $\nabla$ on $M$, which, when extended bilinearly over complex scalars, satisfies

$$\text{II. Some basic notations in 3-dimensional CR geometry}$$
(i) $\nabla_X Z$ is a section of $T^{(1,0)}M$ whenever $Z$ is a section of $T^{(1,0)}M$ and $X \in \mathbb{C}TM$;
(ii) $\nabla$ is compatible with the Hermitian inner product $\langle \cdot, \cdot \rangle_\theta$, in the sense that $X(\overline{W}, \overline{Z})_\theta = \langle \nabla_X \overline{W}, \overline{Z} \rangle_\theta + \langle \overline{W}, \nabla_X \overline{Z} \rangle_\theta$ whenever $W, Z$ are sections of $T^{(1,0)}M$, and $X \in \mathbb{C}TM$;
(iii) $\nabla_X T = 0$ for all $X \in \mathbb{C}TM$;
(iv) Let $\text{Tor}_\nabla(X, Y) = \nabla_X Y - \nabla_Y X - [X, Y]$. Then $\text{Tor}_\nabla(Z, \overline{W})$ is a multiple of $T$, whenever $Z, W \in T^{(1,0)}M$;
(v) $\text{Tor}_\nabla(T, \overline{Z})$ is a section of $T^{(1,0)}M$ whenever $\overline{Z}$ is a section of $T^{(0,1)}M$.

Such a connection $\nabla$ is called the Tanaka-Webster connection on $(M, \theta)$. Indeed, suppose $\nabla$ is an affine connection on $M$, extended complex bilinearly such that

$$(2) \quad \nabla_{\overline{W}} Z = \nabla_{\overline{W}} Z, \quad \nabla_{\overline{W}} Z = \nabla_{\overline{W}} Z, \quad \text{and} \quad \nabla T \overline{Z} = \nabla T \overline{Z}$$

for any section $Z$ of $T^{(1,0)}M$ and any $W \in T^{(0,1)}M$, such that $\nabla$ satisfies properties (i) to (v) above. Condition (iii) shows that

$$\nabla_X T = 0 \quad \text{for all } X \in \mathbb{C}TM,$$

and hence

$$\text{Tor}_\nabla(T, \overline{Z}) = \nabla T \overline{Z} - [T, \overline{Z}].$$

In view of condition (v), this shows that

$$\nabla_{T \overline{Z}} \overline{Z} = \pi_-[T, \overline{Z}].$$

Similarly, let $W, Z$ be sections of $T^{(1,0)}M$. Then since

$$\text{Tor}_\nabla(W, \overline{Z}) = \nabla_{W} \overline{Z} - \nabla_{\overline{Z}} W - [W, \overline{Z}],$$

conditions (i) and (iv) show that

$$\nabla_{W} \overline{Z} = \pi_-[W, \overline{Z}].$$

Condition (ii) then shows that $\nabla_{\overline{W}} Z$ is the unique element in $T^{(0,1)}M$ such that the identity

$$\langle U, \nabla_{\overline{W}} Z \rangle_\theta = W \langle U, \overline{Z} \rangle_\theta - \langle \pi_-[W, U], \overline{Z} \rangle_\theta$$

holds for all sections $U$ of $T^{(0,1)}M$. The equations (2), (3), (4), (5) and (6), determine $\nabla$ uniquely. In addition, one can turn this around, and check that these equations define an affine connection on $M$ such that conditions (i) through (v) are satisfied. For the record, the torsion of $\nabla$ is then given by

$$\text{Tor}_\nabla(Z, \overline{W}) = -\pi_0[Z, \overline{W}] = -\theta([Z, \overline{W}]) T,$$

and

$$\text{Tor}_\nabla(T, \overline{Z}) = -\pi_+ [T, \overline{Z}] = -\frac{1}{2} J \circ (L_T J)(\overline{Z}),$$

indeed, to see the last equality, note that from the formula following (5), we have $\pi_0[T, \overline{Z}] = 0$, so $[T, \overline{Z}] = \pi_+[T, \overline{Z}] + \pi_- [T, \overline{Z}]$, from which we obtain $J[T, \overline{Z}] = i\pi_+[T, \overline{Z}] - i\pi_- [T, \overline{Z}]$. Hence

$$(L_T J)(\overline{Z}) = [T, J\overline{Z}] - J[T, \overline{Z}] = -i[T, \overline{Z}] - i\pi_+[T, \overline{Z}] + i\pi_- [T, \overline{Z}] = -2i\pi_+[T, \overline{Z}].$$

Applying $J$ on both sides, we get $\pi_+ [T, \overline{Z}] = \frac{1}{2} J \circ (L_T J)(\overline{Z})$, as desired.

Now that we have the Tanaka-Webster connection $\nabla$ of $(M, \theta)$, we can define the corresponding scalar curvature $R_\theta$. Indeed, define the curvature operator by

$$\Omega(X, Y) = \nabla_X \nabla_Y - \nabla_Y \nabla_X - \nabla_{[X, Y]}.$$

The Tanaka-Webster scalar curvature $R_\theta$ is then determined by

$$\Omega(Z, \overline{Z})Z = R_\theta(Z, \overline{Z})_\theta Z,$$

where $\overline{Z}$ is any non-zero local section of $T^{(0,1)}M$. It is known that the torsion $\text{Tor}_\nabla(T, \cdot)$ and the Tanaka-Webster scalar curvature $R_\theta$ form a complete set of local invariants for the 3-dimensional pseudohermitian manifold $(M, \theta)$.

The Tanaka-Webster connection on $(M, \theta)$ is also sometimes described in terms of differential forms as follows. Let $\nabla$ be the Tanaka-Webster connection on $(M, \theta)$, extended bilinearly over complex scalars. Let
$Z_1$ be a local section of $T^{1,0}M$, so that $Z_1 := \overline{Z}_1$ is a local section of $T^{0,1}M$. Let $T$ denote the Reeb vector field on $(M, \theta)$. Then there exists $\omega_1 \in (CTM)^*$ and $\tau_1 \in (CTM)^*$, such that

$$\nabla_X Z_1 = \omega_1(X)Z_1 \text{ and } \text{Tor}_\theta(T, X) = \tau_1(X)Z_1 + \overline{\tau_1}(X)Z_1$$

for all $X \in CTM$, where $\tau_1 := \bar{\tau}_1$. Furthermore, let $\theta^1, \bar{\theta}^1, \theta \in (CTM)^*$ be the dual frame to $Z_1, \overline{Z}_1, T$. Then $\omega_1$ and $\tau_1$ are the unique elements in $(CTM)^*$, such that

$$\begin{align*}
\begin{cases}
d\theta^1 = \theta^1 \wedge \omega_1 + \theta \wedge \tau_1 \\
dh_{11} = \omega_1^1 h_{11} + h_{11}\omega_1^1 \\
\tau_1 = 0 \pmod{\theta^1}
\end{cases}
\end{align*}$$

where $h_{11} := \langle Z_1, Z_1 \rangle_\theta$ (i.e. $d\theta = \bar{i}h_{11}\theta^1 \wedge \theta^\bar{1}$) and $\omega_1 \equiv \bar{\omega}_1$. Sometimes one also writes $\tau_1 = A_1^1 \theta^1$, so that the above simplifies to

$$\begin{align*}
\begin{cases}
d\theta^1 = \theta^1 \wedge \omega_1^1 + A_1^1 \theta^1 \wedge \theta^1 \\
dh_{11} = \omega_1^1 h_{11} + h_{11}\omega_1^1.
\end{cases}
\end{align*}$$

It also follows then that

$$\text{Tor}_\theta(T, Z_1) = A_1^1 Z_1 \text{ and } \text{Tor}_\theta(T, \overline{Z}_1) = \overline{A}_1^1 \overline{Z}_1,$$

where $A_1^1 = \overline{A}_1^1$. The Tanaka-Webster scalar curvature $R_\theta$ of $(M, \theta)$ is then determined by

$$d\omega_1^1 = R_\theta h_{11} \theta^1 \wedge \theta^1 \pmod{\theta^1}.$$

As an example, consider for instance the unit sphere $S^3$ in $\mathbb{C}^2$, defined by $\{ \rho = 0 \}$ where $\rho(\zeta) := |\zeta|^2 - 1$ if $\zeta = (\zeta^1, \zeta^2) \in \mathbb{C}^2$. It is equipped with the CR structure induced from the complex structure of $\mathbb{C}^2$. Let

$$\theta = 2\text{Im} \partial \rho = \frac{1}{i}(\overline{\zeta}^1 \partial_{\zeta^1} + \overline{\zeta}^2 \partial_{\zeta^2} - \zeta^1 \partial_{\overline{\zeta}^1} - \zeta^2 \partial_{\overline{\zeta}^2}).$$

Then $(S^3, \theta)$ is a 3-dimensional pseudohermitian manifold. Let

$$Z = \frac{1}{\sqrt{2}}(\overline{\zeta} \partial_{\zeta^1} - \zeta^1 \partial_{\overline{\zeta}^1}) \text{ and } \overline{Z} = \frac{1}{\sqrt{2}}(\zeta^2 \partial_{\overline{\zeta}^2} - \zeta^1 \partial_{\overline{\zeta}^1}).$$

Also let

$$T = \text{Im} (\overline{\zeta} \partial_{\overline{\zeta}^1} + \zeta^2 \partial_{\overline{\zeta}^2}) = \frac{1}{2i}(\overline{\zeta} \partial_{\zeta^1} + \zeta^2 \partial_{\overline{\zeta}^2} - \zeta^1 \partial_{\overline{\zeta}^1} - \zeta^2 \partial_{\overline{\zeta}^1}).$$

Then $Z$ is a global section of $T^{1,0}(S^3)$, $\overline{Z}$ is a global section of $T^{0,1}(S^3)$,

$$\theta(T) = 1,$$

and

$$[T, Z] = -iZ, \quad [T, \overline{Z}] = i\overline{Z}.$$  

In particular, $\theta([T, Z]) = \theta([T, \overline{Z}]) = 0$, so $T$ is the Reeb vector field on $(S^3, \theta)$. Also, we have

$$[Z, \overline{Z}] = -iT,$$

so in particular $(Z, \overline{Z})_\theta = i\theta([Z, \overline{Z}]) = 1$. The above commutation relations also show that

$$\nabla_Z Z = 0, \quad \nabla_{\overline{Z}} Z = 0 \quad \text{and} \quad \nabla_T Z = iZ \quad \text{with} \quad \text{Tor}_\theta(T, Z) = 0.$$

It follows that

$$\nabla_Z Z = 0, \quad \nabla_{\overline{Z}} Z = 0 \quad \text{and} \quad \nabla_T Z = -iZ \quad \text{with} \quad \text{Tor}_\theta(T, Z) = 0;$$

from $\Omega(Z, \overline{Z})Z = -\nabla_{\bar{Z}} Z = i\nabla_T Z = Z$, we see that $R_\theta \equiv 1$ on $(S^3, \theta)$. Letting $Z_1 = Z$, one can check that

$$h_{11} = 1, \quad \omega_1^1 = -i\theta \quad \text{and} \quad \tau_1 = 0,$$

so $d\omega_1^1 = -i\theta \theta^1 \wedge \theta^1$, which also shows that $R_\theta \equiv 1$.

Another example is the Heisenberg group $\mathbb{H}^1$, which is a Lie group diffeomorphic to $\mathbb{C} \times \mathbb{R}$, with group law

$$(z, t) \cdot (w, s) = (z + w, t + s + 2\text{Im}(z\overline{w})).$$
where \((z, t), (w, s) \in \mathbb{C} \times \mathbb{R}\). The CR structure on \(\mathbb{H}^1\) is given so that \(T^{0,1}(\mathbb{H}^1)\) is spanned by the left-invariant vector field \(\overline{Z} := \frac{1}{\sqrt{2}}(\frac{\partial}{\partial s} - iz\frac{\partial}{\partial t})\). Let

\[
\theta := dt - i(\overline{z}dz - zd\overline{z}).
\]

Then \((\mathbb{H}^1, \theta)\) is a pseudohermitian manifold, with \(\langle \overline{Z}, \overline{Z} \rangle_\theta = 1\). The Reeb vector field is given by \(T := \frac{\partial}{\partial t}\), and one can check that

\[
[Z, \overline{Z}] = -iT, \quad [T, Z] = [T, \overline{Z}] = 0,
\]

so

\[
\nabla_Z \overline{Z} = \nabla_{\overline{Z}} Z = \nabla_T \overline{Z} = 0, \quad \text{with} \quad \text{Tor}_\nabla(T, \overline{Z}) = 0,
\]

from which it follows that \(R_\theta = 0\) on \((\mathbb{H}^1, \theta)\).

We will now define various differential operators that will play an important role in this paper. Let \((M, \theta)\) be a 3-dimensional pseudohermitian manifold. Then \(g_\theta\) defines a real inner product on \(H\), and this induces a real inner product on the dual bundle \(H^*\) of \(H\), which we also denote by \(g_\theta\) by abuse of notation. For a smooth function \(u\) on \(M\), let \(d_\theta u\) be the element in \(H^*\), such that

\[
d_\theta u(X) = Xu \quad \text{for all} \quad X \in H.
\]

If \(X_1, X_2\) is a local frame for \(H\), and \(e^1, e^2\) is the dual frame, then this says

\[
d_\theta u = (X_1u)e^1 + (X_2u)e^2.
\]

One then defines the subelliptic gradient of \(u\), denoted by \(\nabla_{d_\theta} u\), as the unique vector in \(H\) such that

\[
g_\theta(\nabla_{d_\theta} u, X) = d_\theta u(X)
\]

for all \(X \in H\). The length of \(\nabla_{d_\theta} u\) is then

\[
|\nabla_{d_\theta} u| := g_\theta(\nabla_{d_\theta} u, \nabla_{d_\theta} u)^{1/2}.
\]

Now \(\theta \wedge d\theta\) is a volume form on \(M\). This allows us to define an \(L^2\) inner product on functions:

\[
(u, v)_{\theta} = \int_M u\overline{v} \theta \wedge d\theta,
\]

as well as an inner product on \(H^*\):

\[
(\alpha, \beta)_{\theta} = \int_M g_\theta(\alpha, \beta)_{\theta} \wedge d\theta.
\]

The formal adjoint \(d_\theta^*\) of \(d_\theta\) is then defined by

\[
(d_\theta u, \alpha)_{\theta} = (u, d_\theta^* \alpha)_{\theta}
\]

for all smooth functions \(u\) and smooth sections \(\alpha\) of \(H^*\). The sublaplacian of \((M, \theta)\) is the second order operator defined as

\[
\Delta_{d_\theta} u := d_\theta^* d_\theta u
\]

for all smooth functions \(u\) on \(M\). If \(X, Y\) is a local orthonormal frame of \(H\), and \(X^*, Y^*\) are their adjoints with respect to the above \(L^2\) inner product on functions, then locally

\[
\Delta_{d_\theta} u = (X^* X + Y^* Y) u.
\]

We have

\[
\int_M |\nabla_{d_\theta} u|^2 \theta \wedge d\theta = (\Delta_{d_\theta} u, u)_{\theta}
\]

for all compactly supported smooth functions \(u\) on \(M\).

Now let \(\langle \cdot, \cdot \rangle_{\theta}\) be the Hermitian inner product on \(T^{(0,1)} M\). We will also denote by \(\langle \cdot, \cdot \rangle_{\theta}\) the induced Hermitian inner product on the dual bundle \(\Lambda^{(0,1)} M\). For a smooth function \(u\) on \(M\), let \(\overline{d}_\theta u\) be the element of \(\Lambda^{(0,1)} M\), such that

\[
\overline{d}_\theta u(\overline{Z}) = \overline{Z} u \quad \text{for all} \quad \overline{Z} \in T^{(0,1)} M.
\]

If \(\overline{Z}\) is a local frame for \(T^{(0,1)} M\), and \(\overline{\omega}\) is the dual frame for \(\Lambda^{(0,1)} M\), then this says

\[
\overline{d}_\theta u = (\overline{Z} u)\overline{\omega}.
\]
Now we have an $L^2$ inner product $(u, v)_\theta$ on functions. We define, in addition, an inner product on $\Lambda^{(0,1)} M$:

$$(\alpha, \beta)_\theta = \int_M \langle \alpha, \beta \rangle_\theta \wedge d\theta.$$ 

The formal adjoint $\partial_b$ of $\overline{\partial}_b$ is then defined by

$$(\partial_b u, \alpha)_{\theta} = (u, \partial_b \alpha)_{\theta}$$

for all smooth functions $u$ and smooth sections $\alpha$ of $\Lambda^{(0,1)} M$. The tangential Kohn Laplacian of $(M, \theta)$ is defined as

$$\square_b u := \partial_b \overline{\partial}_b u$$

for all smooth functions $u$ on $M$. (Later we will also need two different non-standard $\square_b$, which involves taking the adjoint of $\overline{\partial}_b$ with respect to different $L^2$ inner products.) If $Z$ is a local frame of $\Lambda^{(0,1)} M$ with $\langle Z, Z \rangle_\theta = 1$, and $\overline{Z}$ is its formal adjoint with respect to the $L^2$ inner product on functions, then locally

$$\square_b u = \overline{Z} \overline{Z} u.$$

Since such $Z$ can be written $Z = \frac{X-izY}{\sqrt{2}}$ where $X$ and $Y$ are in $H$ and satisfies $g_\theta(X, X) = g_\theta(Y, Y) = 1$, we have

$$\Delta_b = 2 \text{Re} \square_b.$$

We say that a smooth function $\psi$ on $M$ is a CR function, if $\partial_b \psi = 0$ on $M$.

We will need two conformally invariant operators on $(M, \theta)$, namely the conformal sublaplacian $L_\theta$, and the CR Paneitz operator $P_\theta$. The former is defined by

$$L_\theta u = 4 \Delta_b u + R\theta u.$$

It describes how the Tanaka-Webster curvature changes under a conformal change of the contact form $\theta$ (see Section 3). Finally, the CR Paneitz operator (c.f. [17]) is the fourth order operator on functions given by

$$P_\theta u = 4 \left( \square_b \square_b u + i \overline{Z} (\text{Tor}(T, Z) u) \right),$$

where $\square_b$ is the conjugate of $\square_b$. Here $Z$ is a local frame of $\Lambda^{(0,1)} M$ with $\langle Z, Z \rangle_\theta = 1$, and $T$ is the Reeb vector field of $(M, \theta)$ as before.

For example, on $(H^1, \theta)$ where $\theta = dt - i(zdz - zdt)$, if we write $z = x + iy$, and write

$$X = \frac{1}{2} \left( \frac{\partial}{\partial x} + 2y \frac{\partial}{\partial t} \right), \quad Y = \frac{1}{2} \left( \frac{\partial}{\partial y} - 2x \frac{\partial}{\partial t} \right), \quad T = \frac{\partial}{\partial t},$$

then we have

$$\theta = dt + 2xy - 2ydx,$$

$$|\nabla_b f|^2 = |X f|^2 + |Y f|^2,$$

(7) $$L_\theta = \Delta_b = -(X^2 + Y^2),$$

and writing

$$Z = \frac{X - iY}{\sqrt{2}},$$

we have

$$\square_b u = -Z\overline{Z} = -\frac{1}{2} (X^2 + Y^2 + iT), \quad P_\theta u = 4 \square_b \square_b u = (X^2 + Y^2)^2 + T^2.$$
3. The CR Yamabe problem

Let \((\hat{M}, \hat{\theta})\) be a closed 3-dimensional pseudohermitian manifold. (Here ‘closed’ means ‘compact without boundary’.) If \(u\) is a positive smooth function on \(\hat{M}\), the contact form \(\hat{\theta} = u^2 \hat{\theta}\) defines another pseudohermitian structure on \(\hat{M}\). It is readily verified that the corresponding Hermitian inner product on \(T^{(0,1)} \hat{M}\) satisfies

\[
\langle Z, W \rangle_{\hat{\theta}} = u^2 \langle Z, W \rangle_{\hat{\theta}}
\]

for all sections \(Z, W\) of \(T^{(0,1)} \hat{M}\), so we think of \(\hat{\theta}\) as conformally equivalent to \(\hat{\theta}\). The Tanaka-Webster scalar curvature \(R_{\hat{\theta}}\) with respect to the new contact form \(\hat{\theta}\) is given by the conformal sublaplacian:

\[
L_{\hat{\theta}} u = R_{\hat{\theta}} u^3.
\]

The CR Yamabe problem is then the problem of prescribing constant Tanaka-Webster scalar curvature via a conformal change of the contact form. In other words, one seeks a positive smooth function \(u\) on \(\hat{M}\), such that the Tanaka-Webster scalar curvature \(R_{\hat{\theta}}\) with respect to the new contact form \(\hat{\theta}\) is constant. Hence one seeks solutions to the CR Yamabe equation \((\hat{M}, \hat{\theta})\) with \(R_{\hat{\theta}} = \text{constant}\).

The CR Yamabe problem is a variational problem. Define the functional

\[
E_{\hat{\theta}}(u) = \frac{\int_{\hat{M}} (4|\nabla_{\hat{\theta}} u|^2 + R_{\hat{\theta}} u^2) \hat{\theta} \wedge d\hat{\theta}}{\left( \int_{\hat{M}} u^4 \hat{\theta} \wedge d\hat{\theta} \right)^{1/2}}
\]

for any positive smooth function \(u\) on \(\hat{M}\). Here \(|\nabla_{\hat{\theta}} u| = g_{\hat{\theta}}(\nabla_{\hat{\theta}} u, \nabla_{\hat{\theta}} u)^{1/2}\) is the length of the subelliptic gradient of \(u\) with respect to \(\hat{\theta}\). The numerator above can also be written as \(\int_{\hat{M}} u L_{\hat{\theta}} u \hat{\theta} \wedge d\hat{\theta}\). From the transformation rule \((\hat{M}, \hat{\theta})\) of the Tanaka-Webster scalar curvature under a conformal change of contact form, it follows that if \(\hat{\theta} := u^2 \hat{\theta}\), then \(E_{\hat{\theta}}(u)\) is also given by

\[
E_{\hat{\theta}}(u) = \frac{\int_{\hat{M}} R_{\hat{\theta}} \hat{\theta} \wedge d\hat{\theta}}{\left[ V(\hat{M}, \hat{\theta}) \right]^{1/2}},
\]

where \(V(\hat{M}, \hat{\theta}) := \int_{\hat{M}} \hat{\theta} \wedge d\hat{\theta}\) is the volume of \(\hat{M}\) under the volume form \(\hat{\theta} \wedge d\hat{\theta}\). One verifies that any critical point of \(E_{\hat{\theta}}\) solves the CR Yamabe equation \((\hat{M}, \hat{\theta})\) with \(R_{\hat{\theta}} = \text{constant}\).

Define now the CR Yamabe constant by

\[
Y(\hat{M}, \hat{\theta}) = \inf\{E_{\hat{\theta}}(u) : u \in C^\infty(\hat{M}), u > 0 \text{ on } \hat{M}\}.
\]

By the interpretation \((\hat{M}, \hat{\theta})\) of \(E_{\hat{\theta}}(u)\), one sees that \(Y(\hat{M}, \hat{\theta})\) is a conformal invariant, and depends only on the conformal class \([\hat{\theta}]\) of \(\hat{\theta}\). Jerison and Lee \([24]\) proved that

\[
Y(\hat{M}, \hat{\theta}) \leq Y(S^3, \theta_{\text{std}})
\]

where \(S^3\) is the unit sphere \(\{\zeta \in \mathbb{C}^2 : |\zeta| = 1\}\) in \(\mathbb{C}^2\) and \(\theta_{\text{std}} = 2 \text{Im} \partial(|\zeta|^2 - 1)\) is the standard contact form on \(S^3\). In addition, if the inequality is strict, then the infimum defining \(Y(\hat{M}, \hat{\theta})\) is attained by some positive smooth function \(u\) on \(\hat{M}\). This \(u\) solves \((S^3, \theta_{\text{std}})\), in which case \(u^2 \hat{\theta}\) has constant Tanaka-Webster scalar curvature. Since clearly \(Y(S^3, \theta_{\text{std}}) > 0\), to solve the CR Yamabe problem, it suffices to consider the case where \(Y(\hat{M}, \hat{\theta}) > 0\).

Let now \((\hat{M}, \hat{\theta})\) be a closed 3-dimensional pseudohermitian manifold for which \(Y(\hat{M}, \hat{\theta}) > 0\). The conformal sublaplacian \(L_{\hat{\theta}}\) is then a positive operator. So fix now a point \(p \in \hat{M}\). Then one has a Green’s function \(G\) of \(L_{\hat{\theta}}\), such that

\[
L_{\hat{\theta}} G = 16 \delta_p.
\]

Here \(\delta_p\) is the delta function at the point \(p\). We will expand \(G\) around \(p\) in the analog of the conformal normal coordinates in CR geometry (which is sometimes called ‘CR normal coordinates’). Indeed, by first conformally changing the contact form on \(\hat{M}\) if necessary, one can show the existence of a coordinate system \((z, t)\) of an open neighborhood of the point \(p\) in \(\hat{M}\), such that
(i) the point \( p \) corresponds to \((z, t) = (0, 0)\);
(ii) one can find a local section \( \hat{Z} \) of \( T^{1,0} \hat{M} \) near \( p \), with \( (\hat{Z}, \hat{Z})_{\hat{\theta}} = 1 \), such that \( \hat{Z} \) admits the following expansion near \( p \):

\[ \hat{Z} = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial z} + iz \frac{\partial}{\partial t} \right) + \mathcal{O}_4 \frac{\partial}{\partial z} + \mathcal{O}_4 \frac{\partial}{\partial z} + \mathcal{O}_5 \frac{\partial}{\partial t} \]

(iii) the Reeb vector field \( \hat{T} \) with respect to \( \hat{\theta} \) admits an expansion

\[ \hat{T} = \frac{\partial}{\partial t} + \mathcal{O}_3 \frac{\partial}{\partial z} + \mathcal{O}_3 \frac{\partial}{\partial z} + \mathcal{O}_4 \frac{\partial}{\partial t} \]

see Proposition 6.5 of \cite{7} for a proof of this fact, using the CR normal coordinates introduced by Jerison and Lee \cite{26}. Here \( \mathcal{O}k \) denotes the set of smooth functions \( f \) on \( \hat{M} \) that satisfies \( |f(q)| \lesssim \hat{\rho}(q)^k \) for \( q \) near \( p \), where

\[ \hat{\rho}(q) = (|z|^2 + t^2)^{\frac{1}{4}} \]

if \( q \) has coordinates \((z, t)\). Note that for \( q \) near \( p \), \( \hat{\rho}(q) \) is comparable to the non-isotropic distance between \( q \) and \( p \) on \((\hat{M}, \hat{\theta})\). For later convenience, from now on we will fix a positive smooth extension of \( \hat{\rho} \) to the whole \( \hat{M} \setminus \{p\} \). We will also assume that the contact form \( \hat{\theta} \) on \( \hat{M} \) is already the one so that properties (i) to (ii) above holds; this is no loss in generality in solving the CR Yamabe problem.

Now in CR normal coordinates, the Green’s function \( G \) of \( L_{\hat{\theta}} \) admits the following expansion for \( q \in \hat{M} \) near \( p \):

\[ G(q) = \frac{1}{2\pi \hat{\rho}(q)^2} + A + \text{error}, \quad \text{error} \in \mathcal{E}^1. \]

Here \( A \) is a constant, and for each \( k \in \mathbb{R} \), we define \( \mathcal{E}^k \) to be the space of all functions \( f \) on \( \hat{M} \), that is smooth away from \( p \), and satisfies \( |\nabla^k f| \lesssim \hat{\rho}^{k-\ell} \) for all \( \ell \in \mathbb{N} \cup \{0\} \). The sign of the constant term \( A \) is of great importance for the solution of the CR Yamabe problem. In fact, if \( A > 0 \), then one can construct a suitable test function \( u \) on \( \hat{M} \), to show that

\[ E_{\hat{\theta}}(u) < Y(S^3, \theta_{\text{std}}). \]

(\( u \) is obtained by gluing \( G \) to a standard bubble on the Heisenberg group; see Section 5 of Cheng, Malchiodi and Yang \cite{7}.) This shows strict inequality holds in \( \mathcal{M} \), and hence the infimum defining \( Y(\hat{M}, \hat{\theta}) \) is attained by some positive smooth function \( u \) on \( \hat{M} \). Hence the key now is to understand the sign of the constant term \( A \) in the expansion (13) of \( G \). This was achieved in the work of Cheng, Malchiodi and Yang \cite{7}:

**Theorem 1** (Cheng-Malchiodi-Yang \cite{7}). Let \((\hat{M}, \hat{\theta})\) be a closed 3-dimensional pseudohermitian manifold with \( Y(\hat{M}, \hat{\theta}) > 0 \). Assume, in addition, that the CR Paneitz operator \( P_{\hat{\theta}} \) is non-negative on \( \hat{M} \), in the sense that

\[ (P_{\hat{\theta}} u, u)_{\hat{\theta}} \geq 0 \]

for any \( u \in C^\infty(\hat{M}) \). \( (\text{We write } P_{\hat{\theta}} \geq 0 \text{ in this case.}) \) Let \( L_{\hat{\theta}} \) be the conformal sublaplacian of \((\hat{M}, \hat{\theta})\). For any point \( p \in \hat{M} \), let \( G \) be the Green’s function of \( L_{\hat{\theta}} \) with pole \( p \), and \( A \) be the constant term in the expansion of \( G \) in CR normal coordinates centered at \( p \). Then

\[ A > 0. \]

Furthermore, \( A = 0 \) if and only if \( \hat{M} \) is CR equivalent to the standard sphere \( S^3 \), and \( \hat{\theta} \) is conformally equivalent to the standard contact form \( \theta_{\text{std}} \) on \( S^3 \).

Hence the following corollary follows:

**Corollary 2** (Cheng-Malchiodi-Yang \cite{7}). Let \((\hat{M}, \hat{\theta})\) be a closed 3-dimensional pseudohermitian manifold with \( Y(\hat{M}, \hat{\theta}) > 0 \) and \( P_{\hat{\theta}} \geq 0 \). Then the infimum defining the CR Yamabe constant \( Y(\hat{M}, \hat{\theta}) \) is attained, and hence the CR Yamabe equation (3) has a positive smooth solution.
Indeed, the case when $A > 0$ follows from the discussion immediately preceding Theorem 1 while the case $A = 0$ follows from the last part of Theorem 1 and a result of Jerison and Lee [22] (see also Frank and Lieb [14] for a simpler argument). It follows that in either case, the Tanaka-Webster scalar curvature of $(\hat{M}, \hat{\theta})$ can be made a positive constant by conformally changing the contact form $\hat{\theta}$. See also Gamara and Yacoub [15], and Gamara and Yacoub [16], for an alternative approach to the CR Yamabe problem.

The proof of Theorem 1 in [7] consists of two steps. First, they relate the constant $A$ to the mass of a certain blow-up of the closed manifold $(\hat{M}, \hat{\theta})$. Next, they determine the sign of the mass using a suitable Bochner formula. The assumption that $P_{\hat{\theta}} \geq 0$ will be used twice in this second step. We will outline all these in the next section.

4. THE CR POSITIVE MASS THEOREM

Let $(\hat{M}, \hat{\theta})$ be a closed 3-dimensional pseudohermitian manifold with $Y(\hat{M}, \hat{\theta}) > 0$. Let $L_{\hat{\theta}}$ be the conformal sublaplacian on $(\hat{M}, \hat{\theta})$, and $G$ be the Green’s function of $L_{\hat{\theta}}$ with pole at some point $p \in \hat{M}$. In the last section, we saw that the key to understanding the CR Yamabe problem on $(\hat{M}, \hat{\theta})$ is to get a handle on the constant term $A$ in the expansion (13) of $G$ under CR normal coordinates near $p$; see Theorem 1 for a precise statement of what is needed. In this section, we describe how Theorem 1 is proved in the work of Cheng, Malchiodi and Yang [7].

First, assume that we have already conformally changed the contact form $\hat{\theta}$ on $\hat{M}$, so that the expansion of the Green’s function $G$ of $L_{\hat{\theta}}$ admits the expansion in (13) in CR normal coordinates. Let

$$M := \hat{M} \setminus \{p\}, \quad \theta := G^{2} \hat{\theta}.$$ 

We impose on $M$ the CR structure it inherits from $\hat{M}$ by restriction. Then $(M, \theta)$ is a non-compact 3-dimensional pseudohermitian manifold.

Now recall the transformation rule (8) of the Tanaka-Webster scalar curvature under a conformal change of contact form. Since $L_{\theta} G = 0$ on $M = \hat{M} \setminus \{p\}$, the Tanaka-Webster scalar curvature $R_{\theta}$ of $(M, \theta)$ is identically zero on $M$.

We are going to think of $M$ as a blow up of $\hat{M}$. In particular, let $U \subset M$ be a small deleted neighborhood of $p$ in $\hat{M}$. We will introduce coordinates $(z_{\ast}, t_{\ast})$ on $\hat{M}$, so that $|z_{\ast}| + |t_{\ast}| \to +\infty$ as the point corresponding to $(z_{\ast}, t_{\ast})$ approaches $p$ in $\hat{M}$. The coordinates $(z_{\ast}, t_{\ast})$ are just obtained from the CR normal coordinates $(z, t)$ by an inversion: we define

$$z_{\ast} := \frac{z}{t + |z|^2}, \quad t_{\ast} := -\frac{t}{t^2 + |z|^2}.$$ 

With these coordinates $(z_{\ast}, t_{\ast})$, we think of $U$ as a neighborhood of ‘infinity’ of $M$: indeed if $q \in U$ has coordinates $(z_{\ast}, t_{\ast})$ in this coordinate chart, we define $\rho(q) := (|z_{\ast}|^4 + t_{\ast}^2)^{1/4}$. Then $\rho(q) = 1/\hat{\rho}(q)$, so $\rho(q) \to +\infty$ as $q \to p$.

The non-compact pseudohermitian manifold $M$ is sometimes said to have one ‘end’; by what we observed earlier, this end is actually ‘flat’ with respect to the contact form $\theta$ on $M$, meaning that $R_{\theta}$ is zero there. One can also show that $(M, \theta)$ is asymptotically flat, in the sense of Definition 2.1 of Cheng, Malchiodi and Yang [7]. This allows one to define the mass of $(M, \theta)$ as in [7]: let $Z$ be a local section of $T^{(1,0)} M$ on the open set $U$ with

$$Z = -G \frac{\rho^6}{|z_{\ast} + i|z_{\ast}|^2|^4} \hat{Z}.$$ 

In particular, then $\langle Z, Z \rangle_{\theta} = 1$. Let $\nabla$ be the Tanaka-Webster connection associated to $(M, \theta)$, and let $\omega_{1}^{\ast}$ be the connection 1-form, determined by

$$\nabla_{X} Z = \omega_{1}^{\ast}(X) Z$$

for all $X \in \mathbb{C}TM$. Then the mass of $(M, \theta)$ is defined as

$$m(M, \theta) := \lim_{\lambda \to +\infty} i \int_{\{\rho = \lambda\}} \omega_{1}^{\ast} \wedge \theta.$$
Cheng, Malchiodi and Yang established the following proposition:

**Proposition 3** (Cheng-Malchiodi-Yang [7]). The constant $A$ in the asymptotic expansion of the Green’s function $G$ of $L_\theta$ satisfies

$$A = \frac{1}{48\pi^2} m(M, \theta),$$

where $m(M, \theta)$ is the mass of the blow-up defined as above.

Furthermore, they showed that there exists a specific $\hat{\beta} \in \mathcal{E}^{-1}$, with $\Box_b \hat{\beta} \in \mathcal{E}^4$, such that

$$\frac{2}{3} m(M, \theta) = -\int_M |\Box_b \hat{\beta}|^2 \theta \wedge d\theta + 2 \int_M |\hat{\beta}_{\bar{1}\bar{1}}|^2 \theta \wedge d\theta + \frac{1}{2} \int_M \nabla \cdot P_{\theta} \hat{\beta} \theta \wedge d\theta,$$

where $\hat{\beta}_{\bar{1}\bar{1}}$ is some derivative of the function $\hat{\beta}$, and $P_{\theta}$ is the CR Paneitz operator of $(M, \theta)$. (Note $R_\theta = 0$ in our current set-up, so the term involving $R_\theta$ in the corresponding identity of mass in [7] is not present above.) This allowed Cheng, Malchiodi and Yang to prove the following theorem:

**Theorem 4** (Cheng-Malchiodi-Yang [7]). Let $(\hat{M}, \hat{\theta})$ be a closed 3-dimensional pseudohermitian manifold for which $Y(\hat{M}, \hat{\theta}) > 0$. Assume in addition that $P_{\theta} \geq 0$. Let $(M, \theta)$ be the blow-up of $(\hat{M}, \hat{\theta})$ as constructed above. Then

$$m(M, \theta) \geq 0.$$

Furthermore, equality holds if and only if $\hat{M}$ is CR equivalent to the standard sphere $\mathbb{S}^3$, and $\hat{\theta}$ is conformally equivalent to the standard contact form $\theta_{\text{std}}$ on $\mathbb{S}^3$.

Indeed, it was shown that (14) holds for any $\beta$ in place of $\hat{\beta}$, as long as $\hat{\beta} - \beta \in \mathcal{E}^{1+\delta}$, and $\Box_b \beta \in \mathcal{E}^{3+\delta}$ for some $\delta > 0$. Thus, if we could find such a $\beta$ in the kernel of $\Box_b$, then we have

$$\frac{2}{3} m(M, \theta) = 2 \int_M |\beta_{\bar{1}\bar{1}}|^2 \theta \wedge d\theta + \frac{1}{2} \int_M \nabla \cdot P_{\theta} \beta \theta \wedge d\theta.$$

The assumption that the CR Paneitz operator $P_{\theta}$ is non-negative will be used to control the last term here: indeed the conformal invariance of the CR Paneitz operator gives that

$$\int_M \nabla \cdot P_{\theta} v \theta \wedge d\theta = \int_M \nabla \cdot P_{\theta} \hat{\theta} \wedge d\hat{\theta}$$

whenever $v \in \mathcal{E}^1$. Thus writing $\beta$ as a certain main term plus some error $v \in \mathcal{E}^1$, we can write the last term of (15) as

$$\frac{1}{2} \int_M \nabla \cdot P_{\theta} v \theta \wedge d\theta - \frac{2}{3} m(M, \theta).$$

The sign of $m(M, \theta)$ works out right: in view of (15), we now have

$$\frac{4}{3} m(M, \theta) = 2 \int_M |\beta_{\bar{1}\bar{1}}|^2 \theta \wedge d\theta + \frac{1}{2} \int_M \nabla \cdot P_{\theta} v \theta \wedge d\theta.$$

The assumption that $P_{\theta} \geq 0$ then allows one to conclude that $m(M, \theta) \geq 0$; with some further work, when the mass $m(M, \theta) = 0$, one can construct a bijection from $\mathbb{H}^1$ to $M$ preserving the CR structure, and the bijection carries the standard contact form on $\mathbb{H}^1$ to $\theta$ on $M$.

The above finishes the proof of Theorem 3 modulo the construction of the desired function $\beta$. To construct such a $\beta$, we will make use of the embeddability of the CR manifold $\hat{M}$ into $\mathbb{C}^K$ for some (possibly large) $K$. This is possible according to the following result of Chanillo, Chiu and Yang [5]:

**Theorem 5** (Chanillo-Chiu-Yang [5]). If $(\hat{M}, \hat{\theta})$ is a closed 3-dimensional pseudohermitian manifold with $Y(\hat{M}, \hat{\theta}) > 0$ and $P_{\theta} \geq 0$, then $\hat{M}$ is embeddable in $\mathbb{C}^K$ for some positive integer $K$.

Note how the assumption $P_{\theta} \geq 0$ enters again in the application of this theorem.

Theorem 5 in turn allows one to invoke the following result of J.J. Kohn [29]:

$$...
Theorem 6 (Kohn [29]). Let $\tilde{M}$ be a compact strongly pseudoconvex CR manifold. If $\tilde{M}$ is embeddable in $\mathbb{C}^K$ for some positive integer $K$, then $\tilde{\partial}_b$ (which we will define in Section 11 as a suitable $L^2$ closure of the tangential Cauchy-Riemann operator on $\tilde{M}$) has closed range in $L^2$.

(The converse is also true by the estimates in Kohn [28] and the construction of Boutet de Monvel [3].)

From this point on, a construction of the desired $\beta$ has already appeared in an earlier work of the authors [22], using weighted $L^2$ theory. Our goal here is to give an alternative construction of such $\beta$, using $L^p$ theory instead.

Since our result holds in more general situations (in particular, our result does not depend on the non-negatively of the CR Paneitz operator, and holds as long as the closed CR manifold $\tilde{M}$ is embeddable in some $C^K$), we will set things up afresh in the next section, and then describe our main result.

5. Statement of main result

Let $\tilde{M}$ be a closed 3-dimensional pseudohermitian manifold that is embeddable in some $C^K$, and fix a point $p \in \tilde{M}$. We choose CR normal coordinates $(z, t)$ near $p$, and let $\tilde{\theta}$ be the corresponding contact form. Write $\tilde{\rho} = (|z|^4 + t^2)^{1/4}$ in a neighborhood of $(0, 0)$, and extend it to be a smooth positive function on all of $\tilde{M}$. For each $k \in \mathbb{R}$, we define, as before, $E_k$ to be the space of all functions $f$ on $\tilde{M}$, that is smooth away from $p$, and satisfies $|\tilde{\nabla}^b f| \lesssim \tilde{\rho}^k$ for all $k \in \mathbb{N} \cup \{0\}$. We assume we are given a function $G \in C^\infty(\tilde{M} \setminus \{p\})$ with the following asymptotic expansion, where $A$ is a constant:

$$G = \frac{1}{2\pi \tilde{\rho}^2} + A + e, \quad e \in E^1.$$

(In particular, we do not require $G$ to be the Green’s function of a conformal sublaplacian.) Let $M = \tilde{M} \setminus \{p\}$, $\theta = G^2 \tilde{\theta}$. Define the following inner product on functions:

$$(u, v)_\theta = \int_M u \bar{v} \theta \wedge d\theta,$$

and define following inner product on $(0, 1)$ forms:

$$(\alpha, \beta)_\theta = \int_M \langle \alpha, \beta \rangle \theta \wedge d\theta.$$

Let $\overline{\partial}_b$ be the operator acting on functions in $C^\infty(M)$, and $\partial_b$ be its formal adjoint under the inner products of $L^2(M)$ and $L^2_{(0,1)}(M)$. In other words, $\partial_b$ is the unique differential operator acting on smooth $(0, 1)$ forms on $M$ such that

$$(\overline{\partial}_b u, \alpha)_\theta = (u, \partial_b \alpha)_\theta$$

for all $u \in C^\infty_c(M)$ and all $\alpha \in \Lambda^{(0,1)}(M)$. Let $\square_b = \partial_b \overline{\partial}_b$ acting on functions $C^\infty(M)$. Also let $\chi_0$ be a smooth function, which is identically 1 near $p$, and is supported in a sufficiently small neighborhood of $p$. Write

$$\beta_0(z, t) = \chi_0(z, t) \frac{i\pi}{|z|^2 - it} \in E^{-1}.$$

It is known that

$$\square_b \beta_0 \in E^3.$$

Suppose there exists $\beta_1 \in E^1$ such that

$$\tilde{\beta} := \beta_0 + \beta_1$$

satisfies

$$\square_b \tilde{\beta} \in E^{3+\delta} \quad \text{for some } 0 < \delta < 1.$$

(Such $\beta_1$ is known to exist on all 3-dimensional asymptotically flat pseudohermitian manifolds; see [21].) Let

$$f := \square_b \tilde{\beta} \in E^{3+\delta}.$$

Our main theorem then states:
Theorem 7. There exists a function $u$ such that

\begin{equation}
    u \in \mathcal{E}^{1+\delta} \quad \text{with} \quad \Box_b u = f.
\end{equation}

To prove the theorem, we need to be able to solve a certain tangential Kohn Laplacian on $\hat{M}$. The relative solution operators and the Szegő projections to this tangential Kohn Laplacian will be constructed inside a certain algebra of non-isotropic pseudodifferential operators on $\hat{M}$. We will describe this algebra of pseudodifferential operators in Section 6 and use it to solve the sublaplacian and certain tangential Kohn Laplacians on $\hat{M}$ in Sections 7 and 8 respectively. Then in Section 9 we prove Theorem 7 in a special case. This will motivate the proof of the theorem in the general case, which we give in Sections 10 and 11.

6. A class of pseudodifferential operators

The algebra of non-isotropic pseudodifferential operators we describe below is similar to the ones constructed in the monographs of Nagel and Stein [34] and Beals and Greiner [1]. The formulation we use here is slightly simpler, and is adapted from Stein and Yung [40].

The following algebra of non-isotropic pseudodifferential operators is defined whenever one has a smooth codimension 1 distribution $D$ of tangent subspaces to a Euclidean space $\mathbb{R}^N$, or more generally to a closed manifold $\hat{M}$ without boundary. In applications, we will always take this distribution to be the contact distribution $H$ on $\hat{M}$. But since we will not need this distribution to be the contact distribution for most of what follows, we will not assume this distribution $= H$ until stated otherwise.

First, let $D$ be a smooth codimension 1 distribution on some $\mathbb{R}^N$ ($N$ will be equal to 3 in our applications, but for now it will just be any integer $\geq 2$). We pick $N$ linearly independent vector fields $X_1, \ldots, X_N$, so that the first $N - 1$ vectors span $D$, and

\[ X_i = \sum_{j=1}^N A^j_i(x) \frac{\partial}{\partial x^j}, \quad 1 \leq i \leq N. \]

By saying that $D$ is smooth, we always assume that all coefficients $A^j_i(x)$ are $C^\infty$ smooth, and has uniformly bounded $C^k$ norm for all $k$; we also assume the existence of some constant $c > 0$, such that

\[ |\det(A^j_i(x))| \geq c \]

for all $x \in \mathbb{R}^N$. We will use this frame of vector fields to define our class of non-isotropic pseudodifferential operators on $\mathbb{R}^N$, but ultimately the class of pseudodifferential operators we obtain will depend only on $D$, and not on the choice of this frame.

We now define a variable coefficient linear map on the cotangent spaces, namely

\[ M_x : T_x^* \mathbb{R}^N \rightarrow T_x^* \mathbb{R}^N, \]

by

\begin{equation}
    M_x \xi = \sum_{i=1}^N \left( \sum_{j=1}^N A^j_i(x) \xi_j \right) dx^i \quad \text{if} \quad \xi = \sum_{j=1}^N \xi_j dx^j.
\end{equation}

Let $n \in \mathbb{R}$. If $a(x, \xi)$ is a function on the cotangent bundle of $\mathbb{R}^N$, such that

\[ a(x, \xi) = a_0(x, M_x \xi), \]

for some symbol $a_0$ satisfying

\begin{equation}
    |\partial^\beta_x \partial^\gamma_\xi a_0(x, \xi)| \lesssim_I I \alpha (1 + \|\xi\|^n - \|\alpha\|),
\end{equation}

where

\[ \|\xi\| := |\xi'| + |\xi_N|^{1/2} \quad \text{if} \quad \xi = (\xi', \xi_N) \]

and

\[ \|\alpha\| := |\alpha'| + 2\alpha_N \quad \text{if} \quad \alpha = (\alpha', \alpha_N), \]
then \( a(x, \xi) \) is called a (non-isotropic) symbol of order \( n \) on \( \mathbb{R}^N \) adapted to \( \mathcal{D} \), written \( a \in \Psi^n_{\mathcal{D}} \).

To every \( a \in \Psi^n_{\mathcal{D}} \) we associate a pseudodifferential operator \( T \) on \( \mathbb{R}^N \), such that

\[
Tf(x) = \int_{\mathbb{R}^N} a(x, \xi) \hat{f}(\xi) e^{2\pi i x \cdot \xi} d\xi,
\]

where \( \hat{f} \) is the Fourier transform of \( f \), defined by

\[
\hat{f}(\xi) = \int_{\mathbb{R}^N} f(x) e^{-2\pi i x \cdot \xi} dx.
\]

Such a pseudodifferential operator is said to be of non-isotropic order \( n \) and adapted to \( \mathcal{D} \); we denote the class of all such pseudodifferential operators by \( \Psi^n_{\mathcal{D}}(\mathbb{R}^N) \).

It can be shown that the class of operators \( \Psi^n_{\mathcal{D}}(\mathbb{R}^N) \) depends only on the distribution \( \mathcal{D} \), and is otherwise independent of the choice of the frame \( X_1, \ldots, X_N \) we made earlier. This is because if \( \tilde{X}_1, \ldots, \tilde{X}_N \) is another frame so that \( \tilde{X}_1, \ldots, \tilde{X}_{N-1} \) span \( \mathcal{D} \), and \( M_x \) is the associated variable coefficient linear map on the cotangent space of \( \mathbb{R}^N \), then \( M_x M_x^{-1} \) preserves the subspace spanned by \( dx^N \), which implies that \( \| M_x M_x^{-1} \xi \| = \| \xi \| \) for all \( \xi \in \mathbb{R}^N \). One can also show that the class \( \Psi^n_{\mathcal{D}}(\mathbb{R}^N) \) is independent of the choice of coordinates \( x \) on \( \mathbb{R}^N \).

Hence one can transplant this onto a smooth manifold, and obtain a class of non-isotropic pseudodifferential operators on a closed smooth manifold if one is given a codimension 1 distribution of tangent subspaces on the manifold.

More precisely, let \( \hat{M} \) be a closed smooth manifold of real dimension \( N \), and \( \hat{\mathcal{D}} \) be a smooth distribution of codimension 1 tangent subspaces of \( \hat{M} \). A coordinate chart \( x: U \to \mathbb{R}^N \) is said to be admissible, if \( U \) is a contractible open set in \( \hat{M} \), \( x \) is a diffeomorphism of \( U \) onto the unit ball in \( \mathbb{R}^N \), and there exists a smooth frame of tangent vectors \( X_1, \ldots, X_N \) on \( U \), such that \( \hat{\mathcal{D}} \) is spanned by \( X_1, \ldots, X_{N-1} \) at every point of \( U \). If \( x: U \to \mathbb{R}^N \) is an admissible coordinate chart, one can find a smooth distribution \( \mathcal{D} \) of codimension 1 tangent subspaces on \( \mathbb{R}^N \), that agrees with \( dx(\hat{\mathcal{D}}) \) on \( x(U) \) and satisfy all our previous assumptions about a codimension 1 distribution of tangent subspaces on \( \mathbb{R}^N \) (in fact, \( \mathcal{D} \) can be chosen to be constantly equal to the nullspace of \( dx^N \) outside a ball of radius 2). A linear operator \( S: C^\infty(\hat{M}) \to C^\infty(\hat{M}) \) is said to be a pseudodifferential operator of non-isotropic order \( n \) adapted to \( \hat{\mathcal{D}} \), written \( S \in \Psi^n_{\hat{\mathcal{D}}}(\hat{M}) \), if the following are true:

(a) For any admissible coordinate chart \( x: U \to \mathbb{R}^N \) and any \( \chi_1, \chi_2 \in C^\infty_c(U) \), the operator \( \chi_1 S \chi_2 \) belongs to \( \Psi^n_{\hat{\mathcal{D}}}(\mathbb{R}^N) \), where \( \mathcal{D} \) is the extension of \( dx(\hat{\mathcal{D}}) \) from \( x(U) \) to \( \mathbb{R}^N \) as described above;

(b) For any \( \varsigma_1, \varsigma_2 \in C^\infty_c(\hat{M}) \) with disjoint supports, there exists a smooth kernel \( s(x, y) \in C^\infty(\hat{M} \times \hat{M}) \), such that

\[
\varsigma_1 S \varsigma_2 f(x) = \int_{\hat{M}} s(x, y) f(y) dy
\]

for all \( f \in C^\infty(\hat{M}) \).

In practice, to show that \( S \in \Psi^n_{\hat{\mathcal{D}}}(\hat{M}) \), condition (b) usually follows from pseudolocality, and is pretty automatic. In addition, when we check condition (a), we only need to cover \( \hat{M} \) by finitely many admissible coordinate charts, and check condition (a) on those; this is because the class \( \Psi^n_{\hat{\mathcal{D}}}(\mathbb{R}^N) \) is invariant under smooth changes of coordinates.

Having said that, we still need to know how to check condition (a) on some admissible coordinate chart. This is often done via establishing kernel estimates, and cancellation conditions in the case of operators of non-negative orders. To describe this, let’s return to the situation where a smooth codimension 1 distribution \( \mathcal{D} \) is given on \( \mathbb{R}^N \). Let

\[
X_i = \sum_{j=1}^{N} A^j_i(x) \frac{\partial}{\partial x^j}, \quad 1 \leq j \leq N
\]
so that \( X_1, \ldots, X_{N-1} \) span \( D \). Let \( (B^j_i) \) be the inverse of the matrix \( (A^j_i) \); i.e. let
\[
\sum_{j=1}^{N} A^j_i(x) B^k_j(x) = \delta^k_i \quad \text{for every } x \in \mathbb{R}^N.
\]

We define a variable coefficient linear map \( L_x : \mathbb{R}^N \to \mathbb{R}^N \), so that the \( k \)-th component of \( L_x(u) \) is \( \sum_{j=1}^{N} B^k_j(x) u^j \) for \( 1 \leq k \leq N \). We also define \( \Theta_0 : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^N \), so that
\[
\Theta_0(x,y) = L_x(x-y),
\]
and set
\[
Q := N + 1.
\]

We then have the following theorem:

**Theorem 8.** Suppose \(-Q < n < 0\). Then \( T \in \Psi^n_D(\mathbb{R}^N) \), if and only if there exists a tempered distribution \( k_0(x,u) \) on \( \mathbb{R}^N \times \mathbb{R}^N \), that is smooth on \( \mathbb{R}^N \times (\mathbb{R}^N \setminus \{0\}) \), and satisfies
\[
|\partial^I_x \partial^J_y k_0(x,u)| \lesssim_{I,\gamma,M} \|u\|^{-Q-n-\|\gamma\|} \quad \text{for all } \gamma \text{ and } I, \text{ and all } M \geq 0,
\]
for all \( k \) and \( I \), such that the following holds:
\[
Tf(x) = \int_{\mathbb{R}^N} k_0(x,\Theta_0(x,y))f(y)dy \quad \text{for all } x \in \mathbb{R}^N.
\]

We remark that if \( |x-y| \leq 1 \), then \( |\Theta_0(x,y)| \), and hence the norm \( \|\Theta_0(x,y)\| \), remains comparable upon choosing a different frame \( X_1, \ldots, X_N \), as long as the first \( N-1 \) vectors still span \( D \); here \( \Theta_0(x,y)^N \) is the \( N \)-th component of \( \Theta_0(x,y) \in \mathbb{R}^N \). So the theorem is a statement that is independent of the choice of frames \( X_1, \ldots, X_N \).

The situation for \( \Psi^0_D(\mathbb{R}^N) \) is a bit more involved; one must take into account certain cancellation conditions. To formulate this, we say a function \( \phi(u) \) is a normalized bump function, if \( \phi(u) \) is smooth with compact support on the unit ball \( \|u\| \leq 1 \), and
\[
\|\partial^N_x \phi(u)\|_L^\infty \lesssim 1
\]
for all multiindices \( \gamma \); we write \( \phi_r(u) \) for its non-isotropic dilation
\[
\phi_r(u) = \phi(r^{-1}u', r^{-2}u_N)
\]
for \( r \in (0,1) \).

**Theorem 9.** Suppose \( n \geq 0 \). Then \( T \in \Psi^0_D(\mathbb{R}^N) \), if and only if there exists a tempered distribution \( k_0(x,u) \) on \( \mathbb{R}^N \times \mathbb{R}^N \), such that the following holds:
(a) \( k_0(x,u) \) is smooth on \( \mathbb{R}^N \times (\mathbb{R}^N \setminus \{0\}) \), and satisfies the kernel estimates \( \text{(22)} \);
(b) for every normalized bump function \( \phi(u) \) and every \( r \in (0,1) \), we have
\[
\sup_{x \in \mathbb{R}^N} \left| \langle \partial^I_x k_0(x,u), \phi_r(u) \rangle \right| \lesssim_I r^{-n}
\]
for all multiindices \( I \);
(c) the representation formula \( \text{(23)} \) holds, in the sense that
\[
\langle Tf, g \rangle = \langle k_0(x,u), f(x-L^{-1}_x(u))g(x) \rangle
\]
for all Schwartz functions \( f \) and \( g \).

Here \( \langle \cdot, \cdot \rangle \) denotes the pairing of a tempered distribution and a Schwartz function, either on \( \mathbb{R}^N \) or on \( \mathbb{R}^{2N} \).

We will need a small generalization of Theorems 8 and 9. Suppose \( \Theta : \{(x,y) \in \mathbb{R}^N \times \mathbb{R}^N : |x-y| < 1\} \to \mathbb{R}^N \) is a \( C^\infty \) map defined on the unit tubular neighborhood of the diagonal on \( \mathbb{R}^N \), with \( \Theta(x,x) = 0 \) for all \( x \in \mathbb{R}^N \) and \( \|\Theta(x,y)\|_{C^\infty} \lesssim 1 \) for all \( k \in \mathbb{N} \). We write
\[
B^k_j(x) = -\frac{\partial}{\partial y^j} \bigg|_{y=x} \Theta(x,y)^k,
\]
and assume in addition that $|\det(B^i_j(x))|$ has a uniform positive lower bound. Such a map $\Theta$ is said to be compatible with our given distribution $D$, if and only if $D$ is the nullspace of $\sum_{j=1}^N B_j^N(x) dx^j$ at every point $x \in \mathbb{R}^N$. For instance, the $\Theta_0$ we constructed earlier is an example of such a $\Theta$. Note that in general, such a $\Theta$ can be written as

$$\Theta(x, y) = L_{x,x-y}(x-y)$$

where $L_{x,u}$ is an invertible linear map on $\mathbb{R}^N$ that varies smoothly with $x, u \in \mathbb{R}^N$ and $|u| < 1$ (see, e.g. p.99 of Nagel-Stein [34]). We have:

**Theorem 10.** Suppose $n > -Q$, and that $k_0(x,u)$ is a tempered distribution on $\mathbb{R}^N \times \mathbb{R}^N$ that satisfies the condition (a) of Theorem 9. If $n \geq 0$, assume further that $k_0(x,u)$ satisfies the condition (b) of Theorem 9. Then for any $\Theta$ that is compatible with $D$, and any smooth cut-off function $\chi(x,y)$ supported on the unit tubular neighborhood of the diagonal on $\mathbb{R}^N$, the map $T$ defined by

$$Tf(x) = \int_{\mathbb{R}^N} \chi(x,y) k_0(x,\Theta(x,y)) f(y) dy$$

is in $\Psi^n_D(\mathbb{R}^N)$, where the last integral should be interpreted as $\langle k_0(x,u), \chi(u) f(x - L_{x,u}^{-1}u) \rangle$

for any Schwartz function $f$ on $\mathbb{R}^N$.

This theorem will allow us to construct examples of operators in $\Psi^n_D(\hat{M})$.

An observation that will often make life easier for us is that the non-isotropic pseudodifferential operators we introduced are automatically (isotropically) of type $(1/2, 1/2)$ in the sense of Hörmander: if $a \in S^0_D(\mathbb{R}^N)$, then automatically we have

$$|\partial_S^i \partial_\xi^j a(x,\xi)| \leq_{L,\alpha} (1 + |\xi|)^{|n| + \frac{|i-j|}{2}}.$$  

In particular, we have

**Proposition 11.** If $T \in \Psi^n_D(\mathbb{R}^N)$ for some $n \in \mathbb{R}$, then $T$ is pseudolocal, in the sense that $T$ preserve $C^\infty(U)$ for any open set $U \subset \mathbb{R}^N$. As a result, the same is true for the class $\Psi^n_D(\hat{M})$.

We will need to be able to compose the non-isotropic pseudodifferential operators we introduced, via the following theorem:

**Theorem 12.** If $T_1 \in \Psi^{n_1}_D(\mathbb{R}^N)$ and $T_2 \in \Psi^{n_2}_D(\mathbb{R}^N)$ for some $n_1, n_2 \in \mathbb{R}$, then

$$T_1 \circ T_2 \in \Psi^{n_1+n_2}(\mathbb{R}^N).$$

As a result, if $S_1 \in \Psi^{n_1}(\hat{M})$ and $S_2 \in \Psi^{n_2}(\hat{M})$ for some $n_1, n_2 \in \mathbb{R}$, then

$$S_1 \circ S_2 \in \Psi^{n_1+n_2}(\hat{M}).$$

Note that in general there is no simple asymptotic expansion formula for the symbol of $T_1 \circ T_2$ in terms of the symbols of $T_1$ and $T_2$ if both $T_1$ and $T_2$ are non-isotropic pseudodifferential operators as in the previous theorem. But there is indeed an asymptotic expansion formula if we compose an isotropic pseudodifferential operator of type $(1,0)$, with a non-isotropic pseudodifferential operator of the kind we introduced above; see [40] for a more extensive discussion of what happens when one composes these two kinds of operators. We will not need the full strength of the theory developed in [40]; what we need here is only the following simple special commutation relation:

**Theorem 13.** Suppose $-Q + 1 < n < 0$. If $\eta \in C^\infty_c(\mathbb{R}^N)$ and $T \in \Psi^n_D(\mathbb{R}^N)$, then

$$[\eta, T] \in \Psi^{n-1}_D(\mathbb{R}^N).$$

As a result, if $\eta \in C^\infty(\hat{M})$ and $S \in \Psi^n_D(\hat{M})$, then

$$[\eta, S] \in \Psi^{n-1}_D(\hat{M}).$$
Here by abuse of notation, we write \( \eta \) also for the multiplication by \( \eta \).

In addition, we will also need the \( L^p \) boundedness of the non-isotropic pseudodifferential operators of order 0:

**Theorem 14.** If \( T \in \Psi_D^0(\mathbb{R}^N) \), then \( T \) extends to a bounded linear operator

\[
T: L^p(\mathbb{R}^N) \to L^p(\mathbb{R}^N)
\]

for all \( 1 < p < \infty \). As a result, if \( S \in \Psi_D^0(\mathcal{M}) \), then \( S \) extends to a bounded linear operator

\[
S: L^p(\mathcal{M}) \to L^p(\mathcal{M})
\]

for all \( 1 < p < \infty \).

Finally, we will also need to be able to form asymptotic sums of symbols:

**Theorem 15.** Suppose \( n \in \mathbb{R} \) and \( T_j \in \Psi_D^{n-j}(\mathbb{R}^N) \) for \( j = 0, 1, 2, \ldots \). Then there exists \( T \in \Psi_D^n(\mathbb{R}^N) \) such that

\[
T - (T_0 + \cdots + T_k) \in \Psi_D^{n-k-1}(\mathbb{R}^N)
\]

for all \( k \in \mathbb{N} \). As a result, if \( S_j \in \Psi_D^{n-j}(\mathcal{M}) \) for \( j = 0, 1, 2, \ldots \). Then there exists \( S \in \Psi_D^n(\mathcal{M}) \) such that

\[
S - (S_0 + \cdots + S_k) \in \Psi_D^{n-k-1}(\mathcal{M})
\]

for all \( k \in \mathbb{N} \).

It will often be convenient to write \( T \in \Psi_D^{-\infty}(\mathbb{R}^N) \) if \( T \in \Psi_D^{-k}(\mathbb{R}^N) \) for all \( k \geq 0 \). Similarly we write \( S \in \Psi_D^{-\infty}(\mathcal{M}) \) if \( S \in \Psi_D^{-k}(\mathcal{M}) \) for all \( k \geq 0 \). Note that \( \Psi_D^{-\infty}(\mathbb{R}^N) \) agrees with the class of isotropic infinitely smoothing pseudodifferential operators of type \((1,0)\); indeed \( a(x,\xi) \) is a symbol of an operator in \( \Psi_D^{-\infty}(\mathbb{R}^N) \), if and only if

\[
|\partial_x^I \partial_\xi^\alpha a(x,\xi)| \lesssim_{I,\alpha,k} (1 + |\xi|)^{-k}
\]

for all \( k \geq 0 \) and all multiindices \( I, \alpha \). Thus \( S \in \Psi_D^{-\infty}(\mathcal{M}) \), if and only if there exists \( s(x,y) \in C^\infty(\mathcal{M} \times \mathcal{M}) \) such that \( Sf(x) = \int_{\mathcal{M}} f(y)s(x,y)\hat{\theta} \wedge d\hat{\theta}(y) \) for all \( f \).

We will briefly describe the proofs of the above theorems in what follows.

**Proof of Theorem 14.** The theorem essentially follows from the simple fact that if \( -Q < n < 0 \) and \( a_0(\xi) \) is a function on \( \mathbb{R}^N \), then it satisfies the differential inequalities

\[
|\partial_\xi^\alpha a_0(\xi)| \lesssim_\alpha (1 + ||\xi||)^{n-||\alpha||}
\]

for all multiindices \( \alpha \), if and only if its Fourier transform \( k_0(u) \) satisfies the differential inequalities

\[
|\partial_\xi^\gamma k_0(u)| \lesssim_{\gamma,\mathcal{M}} ||u||^{n-||\gamma||-\mathcal{M}}
\]

for all multiindices \( \gamma \) and all \( \mathcal{M} \geq 0 \).

Indeed, suppose \( \mathcal{D} \) is a smooth codimension 1 distribution on \( \mathbb{R}^N \). Let \( X_1, \ldots, X_N \) be a frame of the tangent bundle on \( \mathbb{R}^N \), so that the first \( N - 1 \) of them span \( \mathcal{D} \), and let \( X_i \) be given by some coefficients \( (A_i^j) \) as in (20) for \( 1 \leq i \leq N \). Let \( L_x: \mathbb{R}^N \to \mathbb{R}^N \) be a variable coefficient linear map, so that the \( k \)-th component of \( L_x(u) \) is \( \sum_{j=1}^N B_j^k(x)u_j \) for \( 1 \leq k \leq N \); here \( (B_j^k) \) is the inverse of the matrix \( (A_i^j) \). The inverse transpose \( L_x^{-1} \) of \( L_x \) is precisely the \( M_x \) we defined in (18), and we have \( \Theta_0(x,y) = L_x(x-y) \) as in (21).

Now let \( k_0(x,u) \) be an integral kernel satisfying (22), and \( T \) be the operator defined by (23). Then \( k_0(x,u) \) is an integrable function of \( u \) for every \( x \in \mathbb{R}^N \). Writing \( a_0(x,\xi) \) for the Fourier transform of \( k_0(x,u) \) in the \( u \) variable, so that

\[
k_0(x,u) = \int_{\mathbb{R}^N} a_0(x,\xi)e^{2\pi i u \cdot \xi} d\xi,
\]

we have
Then

Now we write (inversion formula, we have

\[ L_0(x, \xi) = \int_{\mathbb{R}^n} a_0(x, \xi) e^{2\pi i L_x (x-y) \cdot \xi} dy \]

where in the last line we have changed variable \( \xi \mapsto M_x \xi \). Plugging this back in the definition of \( Tf(x) \) in (23), this shows that

\[ Tf(x) = \int_{\mathbb{R}^n} \det(M_x) a_0(x, M_x \xi) e^{2\pi i L_x (x-y) \cdot \xi} \]

Since \( \det(M_x) \) is smooth and bounded along with all its derivatives in \( x \), it remains to show that \( a_0(x, \xi) \) satisfies the bound (19). But this follows from the fact we stated above, since \( k_0(x, u) \) satisfies (22) for some \(-Q < n < 0\). This proves one implication in Theorem 8; the converse can be proved similarly. \( \square \)

**Proof of Theorem 9**

Suppose now \( n \geq 0 \) and \( a_0(\xi) \) is a function on \( \mathbb{R}^N \). We now need the following characterization of the Fourier transform of \( a_0 \): it turns out \( a_0(\xi) \) satisfies the differential inequalities

\[ |\partial_\xi^\alpha a_0(\xi)| \lesssim (1 + ||\xi||)^{n-||\alpha||} \]

for all multiindices \( \alpha \), if and only if its Fourier transform \( k_0(u) \) satisfies the differential inequalities

\[ |\partial_\gamma^\alpha k_0(u)| \lesssim |u|^{n-||\gamma||-M} \]

for all multiindices \( \gamma \) and all \( M \geq 0 \), and the cancellation conditions

\[ |\langle k_0(u), \phi_r(u) \rangle| \lesssim r^{-n} \]

for all normalized bump function \( \phi \) and all \( r \in (0, 1) \). This fact can be proved, for instance, by adapting the proof of Proposition 3 in [39, Chapter VI.4.5]. Once we have this fact, then the proof of Theorem 8 above can be adapted to give a proof of Theorem 9. \( \square \)

**Proof of Theorem 10**

Let \( a_0(x, \xi) \) be the Fourier transform of \( k_0(x, u) \) in the \( u \)-variable; in particular \( a_0(x, \xi) \) satisfies condition (19). Then if we express the Schwartz function \( f \) in the definition of \( Tf(x) \) in terms of \( \tilde{f} \), we have (at least formally)

\[ Tf(x) = \int_{\mathbb{R}^n} \tilde{a}_0(x, M_x \xi) \tilde{f}(\xi) e^{2\pi i x \cdot \xi} d\xi \]

where

\[ \tilde{a}_0(x, M_x \xi) = \int_{\mathbb{R}^n} \chi(x, y) k_0(x, \Theta(x, y)) e^{-2\pi i (x-y) \cdot \xi} dy, \]

i.e.

\[ \tilde{a}_0(x, \xi) = \int_{\mathbb{R}^n} \chi(x, y) k_0(x, \Theta(x, y)) e^{-2\pi i (x-y) \cdot L_x \xi} dy. \]

Now write \( \Theta(x, y) = L_{x,x-y}(x-y) \) as in (23). Then expressing \( k_0(x, u) \) in terms of \( a_0(x, \xi) \) via the Fourier inversion formula, we have

\[ \tilde{a}_0(x, \xi) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \chi(x, y) a_0(x, \xi) e^{2\pi i L_{x,x-y}(x-y) \cdot \xi} e^{-2\pi i (x-y) \cdot L_x \xi} d\xi dy. \]

We write \( L_{x,x-y}(x-y) \cdot \xi = (x-y) \cdot L_{x,x-y} \xi \) and make a change of variable \( \xi \mapsto L_{x,x-y}^{-1} L_y \xi \). Then

\[ \tilde{a}_0(x, \xi) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \chi(x, y) \det(L_{x,x-y})^{-1} \det(L_x) a_0(x, L_{x,x-y}^{-1} L_y \xi) e^{-2\pi i (x-y) \cdot L_x \xi} d\xi dy. \]

Now we write \( (x-y) \cdot L_x \xi = L_x (x-y) \cdot (\xi - \xi'), \) and make another change of variable \( y \mapsto x - L_x^{-1} (x-y) \). Then

\[ \tilde{a}_0(x, \xi) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \tilde{\chi}(x, y) a_0(x, L_{x,x-y}^{-1} L_y \xi) e^{-2\pi i (x-y) \cdot (\xi - \xi')} d\xi dy. \]
where $\tilde{\chi}(x,y)$ is the smooth function $\chi(x, x - L_x^{-1}(x - y)) \det(L_{x,x}^{-1}(x-y)))^{-1}$. Note that $L_x^{-t}_{x,L_x^{-1}}L_x^t$ is the identity map $I$ when $u = 0$. Thus we may write

$$L_{x,L_x^{-1}(x-y)}^{-t}L_x^t = I + (x-y)\tilde{L}_{x,y}$$

for a vector of variable coefficient linear maps $\tilde{L}_{x,y}$ on $\mathbb{R}^N$; more precisely, there are variable coefficient linear maps $\tilde{L}_{x,y}^{(j)}$, $1 \leq j \leq N$, such that

$$L_{x,L_x^{-1}(x-y)}^{-t}L_x^t = I + \sum_{j=1}^{N} (x^j - y^j)\tilde{L}_{x,y}^{(j)}$$

Thus

$$\tilde{a}_0(x, \xi) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \tilde{\chi}(x,y) a_0(x, |I + (x-y)\tilde{L}_{x,y}|\xi) e^{-2\pi i(x-y)\cdot(\xi-\zeta)} d\zeta dy$$

In other words, $\tilde{a}_0(x, \xi)$ is the symbol associated to the compound symbol

$$c(x, y, \xi) = \tilde{\chi}(x,y) a_0(x, |I + (x-y)\tilde{L}_{x,y}|\xi).$$

The key now is to show that $\tilde{a}_0(x, \xi)$ also satisfies the differential inequalities (19) in place of $a_0(x, \xi)$. To do so, we introduce a variable coefficient norm function $\rho_{x,y}(\xi)$ on $\mathbb{R}^N$.

More precisely, for $x, y, \xi \in \mathbb{R}^N$, let

$$\rho_{x,y}(\xi) = ||[I + (x-y)\tilde{L}_{x,y}]\xi||,$$

so that

$$|\rho_{x,y}(\xi) - ||\xi||| \lesssim |x - y| ||\xi||$$

whenever $|\xi| \geq 1$.

In particular, for $|x - y|$ sufficiently small, we have

$$1 + \rho_{x,y}(\xi) \lesssim (1 + ||\xi||)(1 + |x - y||\xi|)$$

and

$$\frac{1}{1 + \rho_{x,y}(\xi)} \lesssim \frac{1 + |x - y||\xi|}{1 + ||\xi||}.$$ 

Next, we observe that $c(x, y, \xi)$ defined by (27) satisfies

$$|\partial_x^i \partial_y^j \partial_{\xi}^k c(x, y, \xi)| \lesssim (1 + |\xi|) \frac{|i + j + k|}{2} (1 + \rho_{x,y}(\xi))^n.$$

From (28), and a further change of variables $y \mapsto x - w, \xi \mapsto \xi - \zeta$, we see that

$$\tilde{a}_0(x, \xi) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} c(x, x-w, \xi - \zeta) e^{-2\pi i w \cdot \xi} d\zeta dy.$$

Using (30), only, we will prove that the $\tilde{a}_0(x, \xi)$ given by (31) satisfies

$$|\tilde{a}_0(x, \xi)| \lesssim (1 + ||\xi||)^n.$$

The idea is to Taylor expand in $\zeta$ in (31). Indeed, let $\eta \in C_c^\infty([-1, 1])$ that is identically 1 on $(-1/2, 1/2)$. Then $\tilde{a}_0(x, \xi)$ is equal to

$$\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \eta \left( \frac{|\xi|}{|\xi|/2} \right) c(x, x-w, \xi - \zeta) e^{-2\pi iw \cdot \xi} dw d\zeta$$

up to an error that is rapidly decreasing in $\xi$. Now write

$$e^{-2\pi i w \cdot \xi} = \left( \frac{1 - |\xi|^{-1} \Delta w - |\xi| \Delta \zeta}{1 + 4\pi^2 |\xi||w|^2 + 4\pi^2 |\xi|^{-1} |\zeta|^2} \right)^M e^{-2\pi i w \cdot \xi}$$

for some large positive integer $M$ and integrate by parts. On the support of this integral, $|\zeta| \leq |\xi|/2$, so in particular $|\xi - \zeta| \simeq |\xi|$. Using this and (30), we have

$$|\tilde{a}_0(x, \xi)| \lesssim \int_{|\xi| \leq |\xi|/2} \int_{\mathbb{R}^N} \frac{(1 + \rho_{x,x-w}(\xi - \zeta))^n}{(1 + |\xi||w|^2 + |\xi|^{-1} |\zeta|^2)^M} dw d\zeta.$$
To estimate the numerator in the above integral, if \( n \geq 0 \), we use \((28)\); if \( n < 0 \), we use \((29)\). Thus using \(|\xi - \zeta| \simeq |\xi|\) again on the support of the integral, we get
\[
|\tilde{a}_0(x, \xi)| \lesssim (1 + ||\xi||)^n \int_{|\xi| \leq |\xi|/2} \int_{\mathbb{R}^N} \frac{(1 + |\omega||\xi|^{1/2})^{[n]}}{(1 + |\xi|)|\omega|^2 + |\xi|^{-1}|\omega|^2}^M \mathrm{d}w \mathrm{d}\zeta,
\]
which is \( \lesssim (1 + ||\xi||)^n \) if \( M \) is large enough. This establishes \((32)\). We also need to bound the derivatives of \( \tilde{a}_0(x, \xi) \); but from the explicit expression \((27)\) for \( c(x, y, \xi) \), we see that
\[
c(x, x - w, \xi - \zeta) = \hat{\chi}(x, x - w) a_0(x, [I + wL_{x, x - w}](\xi - \zeta))
\]
so for any multiindices \( I \) and \( \alpha \),
\[
\partial^I_x \partial^\alpha_\xi c(x, x - w, \xi - \zeta) = \sum_{|\sigma| \leq |I|} w^\sigma c^{(I, \alpha)}(x, x - w, \xi - \zeta)
\]
for some compound symbols \( c^{(I, \alpha)} \), where the sum is over all multiindices \( \sigma \) of length at most \(|I|\) (this sum arises because for each \( \partial_x \) that hits \([I + wL_{x, x - w}](\xi - \zeta)\), we get a power of \( w \)). From \((31)\), we then have
\[
\partial^I_x \partial^\alpha_\xi \tilde{a}_0(x, \xi) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \sum_{|\sigma| \leq |I|} w^\sigma c^{(I, \alpha)}(x, x - w, \xi - \zeta) e^{-2\pi i w \cdot \zeta} \mathrm{d}w \mathrm{d}\zeta.
\]
Writing \( w^\sigma e^{-2\pi i w \cdot \zeta} = (-2\pi i)^{-|\sigma|} \partial^\sigma_\xi e^{-2\pi i w \cdot \zeta} \) and integrating by parts, we see that
\[
\partial^I_x \partial^\alpha_\xi \tilde{a}_0(x, \xi) = \sum_{|\sigma| \leq |I|} (2\pi i)^{|\sigma|} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \partial^\sigma_\xi c^{(I, \alpha)}(x, x - w, \xi - \zeta) e^{-2\pi i w \cdot \zeta} \mathrm{d}w \mathrm{d}\zeta.
\]
But for every multiindex \( \sigma \), \( \partial^\sigma_\xi c^{(I, \alpha)}(x, y, \xi) \) satisfies \((30)\) in place of \( c(x, y, \xi) \), with \( n \) replaced by \( n - ||\alpha|| \) there. Thus by the same derivation of the inequality \((32)\), we see that
\[
|\partial^I_x \partial^\alpha_\xi \tilde{a}_0(x, \xi)| \lesssim (1 + ||\xi||)^{n - ||\alpha||}.
\]
This establishes the full differential inequality \((19)\) for \( \tilde{a}_0(x, \xi) \) in place of \( a_0(x, \xi) \).

As a result, defining \( \tilde{k}_0(x, u) \) to be the inverse Fourier transform of \( \tilde{a}_0(x, \xi) \) in the \( \xi \) variable, we have \( \tilde{k}_0(x, u) \) satisfying the conditions of Theorem \(8\) or Theorem \(9\) depending on whether \(-Q < n < 0\) or \( n \geq 0\) (c.f. the facts cited in the proofs of Theorems \(8\) and \(9\)). Now
\[
T f(x) = \int_{\mathbb{R}^N} \tilde{k}_0(x, \Theta_0(x, y)) f(y) \mathrm{d}y,
\]
where \( \Theta_0(x, y) \) is defined so that its \( k \)-th component is given by
\[
\sum_{j=1}^N B_j^k(x) (x^j - y^j),
\]
the coefficients \( B_j^k(x) \) given by \((24)\). Thus by Theorem \(8\) or Theorem \(9\) we have \( T \in \Psi_D^p(\mathbb{R}^N) \) as desired. \(\square\)

**Proof of Theorem \(12\)** Suppose \( T_j \in \Psi_D^p(\mathbb{R}^N) \) for \( j = 1, 2 \). Then we may write
\[
T_j f(x) = \int_{\mathbb{R}^N} a_{j,0}(x, M_x \xi) \hat{f}(\xi) e^{2\pi i x \cdot \xi} \mathrm{d}\xi,
\]
where \( M_x \) is a variable coefficient linear map associated to \( \mathcal{D} \) as in \((18)\) and \( a_{1,0}(x, \xi) \) satisfies
\[
|\partial^I_x \partial^\alpha_\xi a_{1,0}(x, \xi)| \lesssim_{I, \alpha} (1 + ||\xi||)^{n_j - ||\alpha||}, \quad j = 1, 2.
\]
Then
\[
T_1 \circ T_2 f(x) = \int_{\mathbb{R}^N} a_0(x, M_x \xi) \hat{f}(\xi) e^{2\pi i x \cdot \xi} \mathrm{d}\xi,
\]
if
\[
a_0(x, M_x \xi) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} a_{1,0}(x, M_x (\xi - \zeta)) a_{2,0}(x - w, M_{x - w} \xi) e^{-2\pi i w \cdot \zeta} \mathrm{d}w \mathrm{d}\zeta,
\]
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i.e.
\[ a_0(x, \xi) = \int_{\mathbb{R}^N} a_{1,0}(x, \xi - L_x^{-t} \xi) a_{2,0}(x - w, L_x^{-t} L_x^t xi) e^{-2\pi i w \cdot \xi} dw d\xi, \]
if we let \( L_x = M_x^{-1} \). By making the change of variable \( \zeta \mapsto L_x^t \zeta \) and \( w \mapsto L_x^{-1} w \), we have
\[ a_0(x, \xi) = \int_{\mathbb{R}^N} a_{1,0}(x, \xi - \zeta) a_{2,0}(x - L_x^{-1} w, [I + w L_{x,x,-w}] \xi) e^{-2\pi i w \cdot \xi} dw d\xi. \]
if we write \( L_{x-x}^{-1} L_x^t = I + w L_{x,x,-w} \) (which is possible since \( L_{x-x}^{-1} L_x^t = I \) when \( w = 0 \)). It remains to show that \( a_0(x, \xi) \) also satisfies (19) with \( n = n_1 + n_2 \). This follows from a similar calculation that would establish the desired bound (33) for \( \hat{a}_0(x, \xi) \) in the proof of Theorem 10.

**Proof of Theorem 13.** Let \( \eta \in C_c^\infty(\mathbb{R}^N) \). Then there exists a variable coefficient linear map \( \Gamma_{x,u} \) on \( \mathbb{R}^N \), whose coefficients varies smoothly with \( x \) and \( u \), so that
\[ \eta(x) - \eta(y) = \Gamma_{x,\Theta_0(x,y)} \Theta_0(x,y) \]
for all \( x, y \in \mathbb{R}^N \), where \( \Theta_0(x,y) \) is as in Theorem 8. Now for \( T \in \Psi_D(\mathbb{R}^N) \), let \( k_0(x,u) \) be the integral kernel given by Theorem 8. Then
\[ [\eta, T]f(x) = \int_{\mathbb{R}^N} \tilde{k}_0(x,\Theta_0(x,y)) f(y) dy. \]
where
\[ \tilde{k}_0(x,u) := k_0(x,u)\Gamma_{x,u}. \]
Since \( \tilde{k}_0(x,u) \) satisfies (22) with \( n \) replaced by \( n - 1 \), by invoking Theorem 8 again, we see that \([\eta, T] \in \Psi_D^{-n}(\mathbb{R}^N)\). \( \Box \)

**Proof of Theorem 14.** The key is to show that any \( T \in \Psi_D(\mathbb{R}^N) \) is a Calderón-Zygmund operator with respect to a quasi-distance \( d \) determined by the distribution \( D \). More precisely, suppose \( X_1, \ldots, X_N \) is a frame of the tangent bundle on \( \mathbb{R}^N \), so that the first \( N - 1 \) of them span \( D \), and let \( X_i \) be given by some coefficients \( (A_i^j) \) as in (20) for \( 1 \leq i \leq N \). Let \( (B_j^i) \) be the inverse of the matrix \( (A_i^j) \) as before; these are precisely the coefficients of the dual frame \( \theta^1, \ldots, \theta^N \) to \( X_1, \ldots, X_N \), via
\[ \theta^k = \sum_{j=1}^N B_j^k(x) dx^j \quad \text{for} \ 1 \leq k \leq N. \]
In particular, \( \theta^N \) is the annihilator of \( D \), so the coefficients \( B_j^N(x) \) are determined up to a multiple by \( D \) on \( \mathbb{R}^N \), for \( 1 \leq j \leq N \). Now for \( x, y \in \mathbb{R}^N \), let
\[ d(x,y) \simeq |x-y| + \left| \sum_{j=1}^N B_j^N(x)(x^j - y^j) \right|^{1/2}. \]
This defines a quasi-distance \( d \) on \( \mathbb{R}^N \), that depends only on the distribution \( D \), and that satisfies
\[ d(x,y) \simeq d(y,x) \quad \text{for any} \ x, y \in \mathbb{R}^N \]
with
\[ d(x,z) \lesssim d(x,y) + d(y,z) \quad \text{for any} \ x, y, z \in \mathbb{R}^N . \]
For \( x, y \in \mathbb{R}^N \) with \( d(x,y) \leq 1 \), the volume of the ball \( \{ z \in \mathbb{R}^N : d(x,z) \leq d(x,y) \} \) is comparable to \( d(x,y)^Q \). To prove the theorem, the key is to show that there exists a kernel \( K(x,y) \), smooth away from the diagonal on \( \mathbb{R}^N \times \mathbb{R}^N \), such that
\[ Tf(x) = \int_{\mathbb{R}^N} K(x,y)f(y) dy \]
for any \( f \in C_c^\infty(\mathbb{R}^N) \) and any \( x \) not in the support of \( f \); and such that
\[ |X_\gamma K(x,y)| \lesssim d(x,y)^{-Q-\|\gamma\|} \]
for any \( \gamma = (\gamma_1, \ldots, \gamma_k) \in \{1, \ldots, N\}^k \), where \( X_\gamma \) denotes \( X_{\gamma_1} \ldots X_{\gamma_k} \) and each \( X_\gamma \) can act on either the \( x \) or the \( y \) variable, and \( ||\gamma|| \) is the number of indices \( \gamma_j \) such that \( \gamma_j \neq N \), plus twice the number of indices \( \gamma_j \) such that \( \gamma_j = N \). Indeed, this follows from the case \( n = 0 \) of Theorem 9 once we take \( K(x, y) = k_0(x, \Theta_0(x, y)) \). The kernel estimates (21) in turn imply that

\[
|K(x, y_1) - K(x, y_2)| \lesssim \frac{d(y_1, y_2)}{d(x, y_1)^{q+1}} \quad \text{if } d(y_1, y_2) < \delta_0d(x, y_1),
\]

and

\[
|K(x_1, y) - K(x_2, y)| \lesssim \frac{d(x_1, x_2)}{d(x_1, y)^{q+1}} \quad \text{if } d(x_1, x_2) < \delta_0d(x_1, y)
\]

where \( \delta_0 \in (0, 1) \) is a sufficiently small absolute constant. Hence by Calderón-Zygmund theory on spaces of homogeneous types (see e.g. [39, Chapter I]), to prove that \( T \) is bounded on \( L^p(\mathbb{R}^N) \) for all \( 1 < p < \infty \), it suffices to show that \( T \) is bounded on \( L^2(\mathbb{R}^N) \); but the latter follows since any operator in \( \Psi^p_0(\mathbb{R}^N) \) is automatically in Hörmander’s symbol class of type \((1/2, 1/2)\). This completes our proof of Theorem 15. \( \square \)

**Proof of Theorem 15** Suppose \( T_j \in \Psi^{n-j}_D(\mathbb{R}^N) \) for \( j = 0, 1, 2, \ldots \). Write

\[
T_j f(x) = \int_{\mathbb{R}^N} a_{j,0}(x, M_x \xi) \hat{f}(\xi) e^{-2\pi ix \cdot \xi} d\xi
\]

where \( M_x \) is given by (18) and \( a_{j,0}(x, \xi) \) satisfy

\[
|\partial^I_y \partial^\alpha_x a_{j,0}(x, \xi)| \leq C_{j,I,\alpha} (1 + ||\xi||)^{n-j-||\alpha||}
\]

for all \( j \geq 0 \) and multiindices \( I \) and \( \alpha \). Let

\[
a_0(x, \xi) = \sum_{j=0}^{\infty} a_{j,0}(x, \xi)(1 - \chi) \left( \frac{||\xi||}{N_j} \right)
\]

where \( \chi \in C^\infty([-2, 2]) \) is identically 1 on \([-1, 1]\), and \( N_j \) is sufficiently large (say

\[
N_j = 1 + \sup_{0 \leq k \leq j} \sup_{|I|,|\alpha| \leq j} C_{k,I,\alpha}
\]

will do). Then one can check that \( a_0(x, \xi) \) satisfies the differential inequalities (19). Letting

\[
T f(x) = \int_{\mathbb{R}^N} a_0(x, M_x \xi) \hat{f}(\xi) e^{-2\pi ix \cdot \xi} d\xi,
\]

one can check that \( T - (T_0 + \cdots + T_k) \in \Psi^{n-k-1}_D(\mathbb{R}^N) \) for all \( k \in \mathbb{N} \). Hence we have Theorem 15. \( \square \)

7. Solution of \( \hat{\Delta}_b \)

We now return to our compact pseudohermitian manifold \((\hat{M}, \hat{\theta})\). We will use the class of non-isotropic pseudodifferential operators we introduced in the last section to solve the sublaplacian \( \hat{\Delta}_b \) on \((\hat{M}, \hat{\theta})\); henceforth we will take \( \hat{D} \) to be the contact distribution \( H \) on \( \hat{M} \), and all pseudodifferential operators on \( \hat{M} \) will be adapted to this \( \hat{D} \). As a result, we obtain a corollary, about how one commutes \( \nabla_b \) through a non-isotropic pseudodifferential operator. We will need this corollary in Section 8.

First we will need to introduce a normal coordinate system near every point of \( \hat{M} \), following Folland-Stein [13, Section 14] (see also Greiner-Stein [18, Chapter 4]). Here we will only need the CR structure on \( \hat{M} \); the pseudohermitian structure on \( \hat{M} \) will come in only later. Let \( U \) be a sufficiently small open subset of \( \hat{M} \), if \( y \in U \) and \( W \) is a local section of \( TM \) on \( U \), then for \( \varepsilon > 0 \) sufficiently small and for \( s \in [-\varepsilon, \varepsilon] \), one can define \( y \exp(sW) \in \hat{M} \), so that the map \( s \mapsto y \exp(sW) \) is an integral curve to \( W \) starting from \( y \). This defines the exponential map \( y \exp(W) \) for every \( y \in U \) and every \( W \in T_y \hat{M} \) in a sufficiently small neighborhood of 0. Now let \( \hat{X}, \hat{Y} \) be a local frame of the contact distribution \( H \) on \( U \), and let \( \hat{T} \) be a local section of \( TM \) on \( U \) so that \( \hat{T} \) is transverse to \( H \). Then for \( y \in U \) and for \( u = (u_1, u_2, u_3) \) in a sufficiently small neighborhood of 0 in \( \mathbb{H}^1 \), the map

\[
u \mapsto y \exp(2u_1\hat{X} + 2u_2\hat{Y} + u_3\hat{T})
\]
is a diffeomorphism of a small neighborhood of 0 in $\mathbb{H}^1$, onto a small neighborhood of $y$ in $\hat{M}$. Indeed, by shrinking $U$ if necessary, we may assume that for every $x, y \in U$, there exists a unique $u \in \mathbb{H}^1$ such that $x = y \exp(2u_1 \hat{X} + 2u_2 \hat{Y} + u_3 \hat{T})$. Such $u$ will be denoted $\Theta(x, y)$; for every $y \in U$, the map $x \in U \mapsto u = \Theta(x, y) \in \mathbb{H}^1$ provides a coordinate chart on $U$, and the important fact here is that in the $u$ coordinates,

\[
\begin{align*}
\hat{X} &= X + O^1 \frac{\partial}{\partial u_1} + O^1 \frac{\partial}{\partial u_2} + O^2 \frac{\partial}{\partial u_3}, \\
\hat{Y} &= Y + O^1 \frac{\partial}{\partial u_1} + O^1 \frac{\partial}{\partial u_2} + O^2 \frac{\partial}{\partial u_3}, \\
\hat{T} &= T + O^1 \frac{\partial}{\partial u_1} + O^1 \frac{\partial}{\partial u_2} + O^1 \frac{\partial}{\partial u_3},
\end{align*}
\]

where

\[
X = \frac{1}{2} \left( \frac{\partial}{\partial u_1} + 2u_2 \frac{\partial}{\partial u_3} \right), \quad Y = \frac{1}{2} \left( \frac{\partial}{\partial u_2} - 2u_1 \frac{\partial}{\partial u_3} \right), \quad T = \frac{\partial}{\partial u_3},
\]

and henceforth $O^k$ represents a smooth function on $U \times U$ that is $\lesssim ||\Theta(x, y)||^k$; here $||u|| := |u_1| + |u_2| + |u_3|^{1/2}$.

In particular, each $O^k$ can be written as a function of the form $\eta(x, \Theta(x, y), y)$, where $\eta(x, u)$ satisfies

\[
|\partial^I_\alpha \eta(x, u)| \lesssim ||x||^{-k-||\alpha||}.
\]

Note also that

\[
x = y \exp(\Theta(x, y) \cdot \hat{\Xi})
\]

where $\hat{\Xi} := (2\hat{X}, 2\hat{Y}, \hat{T})$. In particular, differentiating both sides with respect to $y$, and evaluating at $y = x$, we see that $\Theta(x, y)$ is compatible with our distribution $\hat{D}$, in the sense described just before Theorem 10.

Now we specialize to the case when $\hat{M}$ is compact and endowed with a pseudohermitian structure $\hat{\theta}$. We cover $\hat{M}$ by finitely many sufficiently small open sets $U_i$’s, and on each $U_i$ we pick a local orthonormal frame $\hat{X}, \hat{Y}$ to the contact distribution $H$, so that as we have seen in Section 2 the sublaplacian $\Delta_b$ on $(\hat{M}, \theta)$ is given by

\[
\Delta_b = \hat{X}^* \hat{X} + \hat{Y}^* \hat{Y}
\]

on $U$. Now recall, from (7), that $\Delta_b$ on $(\mathbb{H}^1, \theta)$ is given by

\[
\Delta_b = -(X^2 + Y^2)
\]

if $\theta = du_3 + 2u_1 du_2 - 2u_2 du_1$. Hence on $U$, we have

\[
\Delta_b = \Delta_b + O^1 \left( \frac{\partial}{\partial u'} + O^1 \frac{\partial}{\partial u_3} \right)^2 + O^0 \left( \frac{\partial}{\partial u'} + O^1 \frac{\partial}{\partial u_3} \right)
\]

where we wrote $u' = (u_1, u_2)$. But if

\[
K(u) = \frac{1}{2\pi(u_1^4 + u_2^4 + u_3^4)^{1/2}},
\]

then

\[
\Delta_b K(u) = \delta_0(u)
\]

(see e.g. Chapter XIII.2.3.4 of [39]). Hence if $K^{(0)}$ is the integral operator with integral kernel

\[
\chi(x) K(\Theta(x, y)) \chi(y)
\]

where $\chi, \tilde{\chi} \in C_c^\infty(U_i)$ and $\tilde{\chi} \equiv 1$ on an open set containing the support of $\chi$, then by Theorem 10, $K^{(0)}$ is a non-isotropic pseudodifferential operator in $\Psi^{-2}(\hat{M})$; furthermore, $\Delta_b K^{(0)}$ is $\chi(y)$ times the identity operator, modulo an operator in $\Psi^{-1}(\hat{M})$. Patching together the operators from the different coordinate charts $U_i$, we obtain a non-isotropic pseudodifferential operator in $\Psi^{-2}(\hat{M})$, which we by abuse of notation still denote by $K^{(0)}$, such that

\[
\Delta_b K^{(0)} = I - R
\]

where $R \in \Psi^{-1}(\hat{M})$; indeed, to be more precise, we would take a partition of unity $\{\chi_i\}$ subordinate to the open cover $\{U_i\}$ of $\hat{M}$, and pick $\tilde{\chi}_i \in C_c^\infty(U_i)$ that is identically 1 on an open set containing the support of
Furthermore, \( T \) when acting on functions with compact support in \( U \), then there exist \( \) on \( \) for any \( \). By Corollary 16. Suppose \( k \in \mathbb{R} \), \( T_k \in \Psi_D(\hat{M}) \). Let \( \hat{W} \) be a global section of \( H \) on \( \hat{M} \) such that \( g_\theta(\hat{W}, \hat{W}) \leq 1 \) on \( \hat{M} \). Then for each sufficiently small open set \( U \) on \( \hat{M} \), if \( \hat{X}, \hat{Y} \) is a local orthonormal frame to \( H \) on \( U \), then there exist \( T'_k, T''_k \in \Psi_D(\hat{M}) \) and \( T_{-\infty} \in \Psi_D^{-\infty}(\hat{M}) \), such that
\[
\hat{W}T_k = T'_k \hat{X} + T''_k \hat{Y} + T_{-\infty}
\]
when acting on functions with compact support in \( U \). We usually abbreviate this by saying
\[
\hat{\nabla}_b T_k = T'_k \hat{\nabla}_b + T_{-\infty};
\]
and that the image of \( \hat{K} \) is orthogonal to the kernel of \( \hat{\Delta}_b \). Thus \( \hat{K} \) is the canonical solution to \( \hat{\Delta}_b \), and this completes our solution to \( \hat{\Delta}_b \) on \( (\hat{M}, \hat{\theta}) \).

**Corollary 16.**
Proof. Taking the adjoint of (37), we obtain
\[ I = \hat{K}\hat{\Delta}_b + \hat{C}. \]
Applying $\hat{W}T_k$ on the left of both sides, we have
\[ \hat{W}T_k = (\hat{W}\hat{K}\hat{X}^*)\hat{X} + (\hat{W}\hat{K}\hat{Y}^*)\hat{Y} + \hat{W}T_k\hat{C}. \]
It remains to observe that $T'_k := \hat{W}\hat{K}\hat{X}^*$ and $T'_k := \hat{W}\hat{K}\hat{Y}^*$ are both in $\Psi^k_D(M)$ by Theorem 12 and that $T_{-\infty} := \hat{W}T_k\hat{C} \in \Psi^{-\infty}_D(M)$, by Proposition 11 and the characterization of $\Psi^{-\infty}_D(M)$ immediately after Theorem 13. We also note that if $T_k1 = 0$, then $T_k\hat{C} = 0$, and hence $T_{-\infty} = 0$. \hfill \Box

8. Solution of $\square_b$

Let $M$ be a closed 3-dimensional strongly pseudoconvex CR manifold that is embeddable in some $C^K$. The goal of this section is to solve a certain tangential Kohn Laplacian on $\hat{M}$. If $M$ is the boundary of a strongly pseudoconvex domain in $C^2$, then one may follow the approach in e.g. Nagel and Stein [34]; on the other hand, the following approach works whenever $M$ is embeddable in some $C^K$ (where $K$ can be bigger than 2; equivalently, it works whenever $\partial_b$ has closed range in $L^2(\hat{M})$ (c.f. Theorem 8)). The approach presented here is a variant of the one in Beals and Greiner [1].

Recall that in Section 2 when $\hat{M}$ is equipped with a pseudohermitian structure $\hat{\theta}$, we defined the tangential Kohn Laplacian on $(\hat{M}, \hat{\theta})$, so that its action on $C^\infty$ functions on $\hat{M}$ is given by $\partial_b\overline{\partial_b}$, where $\partial_b$ is the formal adjoint of $\overline{\partial_b}$ that satisfies
\[ \int_{\hat{M}} \langle \overline{\partial_b} u, \alpha \rangle_{\theta} \theta \wedge d\theta = \int_{\hat{M}} u \overline{\partial_b} \alpha \theta \wedge d\theta \]
for all smooth functions $u$ and smooth $(0,1)$-forms $\alpha$ on $\hat{M}$. Note that $\theta \wedge d\theta$ is a particular smooth measure on $\hat{M}$. In general, we could have defined $\overline{\partial_b}$ by taking adjoints with respect to a different smooth measure on $\hat{M}$, in which case we would get a different tangential Kohn Laplacian; this is often useful in practice, as in the proof of our main Theorem 7 in the general case. Thus in this section, we solve all tangential Kohn Laplacians on $\hat{M}$ that arise this way.

More precisely, let $\hat{m}_0$ and $\hat{m}_1$ be two smooth measures on $\hat{M}$, and $\langle \cdot, \cdot \rangle$ be any smoothly varying pointwise hermitian inner product on $T^{0,1}\hat{M}$. We use $\hat{m}_0$ to define an $L^2$ space of functions (denoted $L^2(\hat{m}_0)$):
\[ (u, v) = \int_{\hat{M}} u \overline{v} \hat{m}_0, \]
and $\hat{m}_1$ to define an $L^2$ space of $(0,1)$ forms (denoted $L^2_{(0,1)}(\hat{m}_1)$):
\[ \langle \alpha, \beta \rangle = \int_{\hat{M}} \langle \alpha, \beta \rangle_{\theta} \hat{m}_1. \]
Let $\partial_b$ be the formal adjoint of $\overline{\partial_b}$, that satisfies
\[ \langle \overline{\partial_b} u, \alpha \rangle = (u, \partial_b \alpha) \]
for all smooth functions $u$ and smooth $(0,1)$-forms $\alpha$ on $\hat{M}$. Let $\square_b = \partial_b \overline{\partial_b}$ on smooth functions on $\hat{M}$. Under the assumption that $\hat{M}$ is embeddable in some $C^K$, we will construct, in our algebra of non-isotropic pseudodifferential operators on $\hat{M}$, the relative solution operator and the Szegö projection to $\square_b$. Indeed, we will show that $\hat{N} \in \Psi^{-2}_D(\hat{M})$, and $\hat{\Pi} \in \Psi^0_D(\hat{M})$, where as before, $\overline{\partial}$ is the contact distribution $H$ on $\hat{M}$.

First we need an $L^2$ theory. Let
\[ \overline{\partial_b} : L^2(\hat{m}_0) \rightarrow L^2_{(0,1)}(\hat{m}_1) \]
be the Hilbert space closure of $\overline{\partial_b}$ acting on functions in $C^\infty(\hat{M})$. Let
\[ \overline{\partial_b}^* : L^2_{(0,1)}(\hat{m}_1) \rightarrow L^2(\hat{m}_0) \]
be its Hilbert space adjoint. Define also a densely defined operator
\[
\square_b : L^2(\hat{m}_0) \to L^2(\hat{m}_0),
\]
with domain given by
\[
\text{Dom}(\square_b) := \{ u \in \text{Dom}(\bar{\partial}_b) : L^2(\hat{m}_0) \to L^2_{(0,1)}(\hat{m}_1) \},
\]
\[
\bar{\partial}_b u \in \text{Dom}(\bar{\partial}_b^* : L^2_{(0,1)}(\hat{m}_1) \to L^2(\hat{m}_0))
\]
Then from the embeddability of \( \hat{M} \), one can prove, using Kohn’s microlocalization procedure, the following standard fact (c.f. Theorem 6):

**Proposition 17.** The operator \( \bar{\partial}_b : L^2(\hat{m}_0) \to L^2_{(0,1)}(\hat{m}_1) \) has closed range; hence so does \( \bar{\partial}_b^* : L^2_{(0,1)}(\hat{m}_1) \to L^2(\hat{m}_0) \) and \( \square_b : L^2(\hat{m}_0) \to L^2(\hat{m}_0) \).

This allows us to define the relative solution operator
\[
(38) \quad \hat{N} : L^2(\hat{m}_0) \to \text{Dom}(\square_b) \subseteq L^2(\hat{m}_0)
\]
and the orthogonal projection onto the kernel of \( \square_b \) (which is also the kernel of \( \bar{\partial}_b \)) in \( L^2(\hat{m}_0) \):
\[
\hat{\Pi} : L^2(\hat{m}_0) \to \text{Dom}(\square_b) \subseteq L^2(\hat{m}_0)
\]
Then
\[
(39) \quad \square_b \hat{N} + \hat{\Pi} = I \quad \text{on } L^2(\hat{m}_0).
\]

We now turn to the \( L^p \) theory for \( \hat{N}, \hat{\Pi} \) and \( \square_b \). Recall that \( \hat{D} \) is the contact distribution on \( \hat{M} \), and in Section 6 we constructed non-isotropic pseudodifferential operators adapted to \( \hat{D} \). We then have the following proposition:

**Proposition 18.** \( \hat{\Pi} \) and \( \hat{N} \) are non-isotropic pseudodifferential operators on \( \hat{M} \), of order 0 and \(-2\) respectively; in other words, \( \hat{\Pi} \in \Psi^0_D(\hat{M}) \) and \( \hat{N} \in \Psi^{-2}_D(\hat{M}) \).

To prove Proposition 18 first recall the Folland-Stein normal coordinates that we defined in Section 7. Indeed, for any sufficiently small open set \( U \subset \hat{M} \), we will pick a local section \( \hat{Z} \) of \( T^{0,1}(\hat{M}) \) on \( U \), such that \( \langle \hat{Z}, \hat{Z} \rangle = 1 \) on \( U \), and write \( \hat{T} \) for \( i[\hat{Z}, \hat{Z}] \) on \( U \); then we have a map \( \Theta : U \times U \to \mathbb{H}^1 \), such that
\[
x = y \exp(\Theta(x,y) \cdot \Xi)
\]
for all \( x, y \in U \), where \( \Xi := (2\hat{X}, 2\hat{Y}, \hat{T}) \), with \( \hat{X}, \hat{Y} \) determined by \( \hat{Z} = \frac{\hat{X} + i\hat{Y}}{\sqrt{2}} \). Differentiating both sides with respect to \( y \), and evaluating at \( y = x \), we see that \( \Theta(x,y) \) is compatible with our distribution \( \hat{D} \), in the sense described just before Theorem 10. Now write
\[
u = (w,s) = \Theta(x,y) \in \mathbb{H}^1 = \mathbb{C} \times \mathbb{R}.
\]
Then for any \( y \in U \), in the \((w,s)\) coordinates, we have
\[
\hat{Z} = \hat{Z} + O^1 \frac{\partial}{\partial w} + O^1 \frac{\partial}{\partial w} + O^1 \frac{\partial}{\partial s},
\]
and
\[
\hat{T} = T + O^1 \frac{\partial}{\partial w} + O^1 \frac{\partial}{\partial w} + O^1 \frac{\partial}{\partial s},
\]
where
\[
\hat{Z} := \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial w} - iw \frac{\partial}{\partial s} \right), \quad T := \frac{\partial}{\partial s}
\]
are the corresponding vector fields on the Heisenberg group \((\mathbb{H}^1, \theta)\), with \( \theta = ds - i(wdw - wdw) \) (see Section 10 for the definition of \( O^k \)). Hence on \( U \), the formal adjoint of \( \hat{Z} : L^2(\hat{m}_0) \to L^2_{(0,1)}(\hat{m}_1) \) satisfies
\[
\hat{Z}^* = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial w} + iw \frac{\partial}{\partial s} \right) + O^1 \frac{\partial}{\partial w} + O^1 \frac{\partial}{\partial w} + O^2 \frac{\partial}{\partial s} + O^0.
\]
This shows
\[ \Box_b = \Box_b + O^1 \left( \frac{\partial}{\partial w} + O^1 \frac{\partial}{\partial s} \right)^2 + O^0 \left( \frac{\partial}{\partial w} + O^1 \frac{\partial}{\partial s} \right) \]
where
\[ \Box_b := -Z\overline{Z} \]
is the tangential Kohn Laplacian on \((\mathbb{H}^1, \theta)\), and \(\frac{\partial}{\partial w}\) represents linear combinations of \(\frac{\partial}{\partial w}\) and \(\frac{\partial}{\partial s}\). Now let \(N\) and \(\Pi\) be the convolution kernels of the relative solution operator, and the Szegő projection, to \(\Box_b\) on \((\mathbb{H}^1, \theta)\). In other words,
\[ N(w, s) = \frac{1}{\pi^2} \log \left( \frac{|w|^2 - is}{|w|^2 + is} \right) \frac{1}{|w|^2 - is} \]
(log being the principal branch of the logarithm) and
\[ \Pi(w, s) = -\frac{i}{\pi^2} \frac{\partial}{\partial s} \left( \frac{1}{|w|^2 - is} \right) = \frac{1}{\pi^2(|w|^2 - is)^2} \]
Hence if \(N^{(0)}\) and \(\Pi^{(0)}\) are the non-isotropic pseudodifferential operators with kernels \(\chi(x)N(\Theta(x, y))\chi(y)\) and \(\chi(x)\Pi(\Theta(x, y))\chi(y)\) respectively, where \(\chi \in C_c^\infty(U)\) is supported on our sufficiently small open set \(U\), then by Theorem 10, \(N^{(0)} \in \Psi^{-2}_D(M)\) and \(\Pi^{(0)} \in \Psi^0_D(M)\); furthermore, from the expansion of \(\Box_b\) as above, we see that \(\Box_b N^{(0)} + \Pi^{(0)}\) is the identity operator, modulo an operator in \(\Psi^{-1}_D(M)\). Now let’s cover \(\tilde{M}\) by finitely many of these sufficiently small open sets \(U_i\)’s, and patch the operators \(N^{(0)}\) and \(\Pi^{(0)}\) from these different open sets together; by abuse of notation, let’s still call the resulting operators \(N^{(0)}\) and \(\Pi^{(0)}\). More precisely, we would take a partition of unity \(\{\chi_i\}\) subordinate to the open cover \(\{U_i\}\) of \(\tilde{M}\), and pick \(\tilde{\chi}_i \in C_c^\infty(U_i)\) that is identically 1 on an open set containing the support of \(\chi_i\), such that if \(\Theta_i\) is the Folland-Stein coordinates on \(U_i\), then the patched-up \(N^{(0)}\) is the pseudodifferential operator with integral kernel \(\sum \tilde{\chi}_i(x)N(\Theta_i(x, y))\chi_i(y)\), and similarly for the patched up \(\Pi^{(0)}\). We then obtain \(N^{(0)} \in \Psi^{-2}_D(M)\) and \(\Pi^{(0)} \in \Psi^0_D(M)\), such that
\[ \Box_b N^{(0)} + \Pi^{(0)} = I - R^{(0)} \]
where \(R^{(0)} \in \Psi^{-1}_D(M)\); furthermore,
\[ \Box_b \Pi^{(0)} \in \Psi^0_D(M). \]
Unfortunately this is not good enough for iterations, if we want to solve for \(N\) and \(\Pi\) simultaneously. The key now is to construct a perturbation of \(\Pi^{(0)}\), so that it is exactly annihilated by \(\Box_b\). We proceed as follows.

A polynomial of \(w, \overline{w}\) and \(s\) is said to be homogeneous of degree \(k\), if it is a linear combination of terms of the form \(w^\alpha \overline{w}^\beta s^\gamma\) where \(\alpha + \beta + 2\gamma = k\).

**Lemma 19.** If \(p(w, \overline{w}, s)\) is a homogeneous polynomial of degree \(k \geq 2\), then there exists a homogeneous polynomial \(q(w, \overline{w}, s)\) of degree \(k + 1\) such that
\[ \overline{Z} q(w, \overline{w}, s) = p(w, \overline{w}, s) \]
with
\[ |\text{Re} q(w, \overline{w}, s)| \lesssim |w|^2 (|w| + |s|). \]
Furthermore, the coefficients of \(q\) are linear combinations of the coefficients of \(p\).

**Proof.** Let \(p(w, \overline{w}, s) = w^\alpha \overline{w}^\beta s^\gamma\) where \(\alpha + \beta + 2\gamma = k\). If \(\alpha + \beta > 0\), then we set
\[ q(w, \overline{w}, s) = \sqrt{2} \left( \frac{w^{-1/2} \overline{w}^{\gamma + 1} s^{-1}}{\alpha + 1} + i \frac{w^{\gamma + 1} \overline{w}^{\gamma + 1} s^{-1} \gamma - 1}{(\alpha + 1)(\alpha + 2)} + \cdots + \frac{i \gamma \gamma ! w^\alpha \overline{w}^{\alpha + \gamma} s^{\gamma}}{\prod_{i=1}^{\gamma} (\alpha + i) ! (\alpha + \gamma + 1) ! (\alpha + \gamma + 1)!} \right) \]
\[ = \sqrt{2} \sum_{\ell=0}^{\gamma} \frac{i \ell ! \gamma ! w^{\alpha + \ell} \overline{w}^{\beta + \ell} s^{\gamma - \ell}}{(\gamma - \ell) ! (\alpha + \ell + 1)!}; \]
then by telescoping, \( \mathcal{Z}q(w, w, s) = w^\beta s^\alpha \), and since \( \alpha + \beta \geq 1 \) and \( k \geq 2 \), we have

\[
|q(w, w, s)| \lesssim |w|^2 \sum_{\ell=0}^{\gamma} |w|^{2\ell+\alpha+\beta-1}s^{\gamma-\ell} \lesssim |w|^2(|w| + |s|),
\]
yielding the desired bound for \( |\text{Re} q(w, w, s)| \). This does not work when \( \alpha = \beta = 0 \); in that case, we set

\[
q(w, w, s) = \sqrt{2} \left( \frac{w^0 w^0 s^\gamma}{1!} + i \frac{w^0 w^1 s^{\gamma-1}}{2!} + \cdots + i^{\gamma+1} \frac{w^0 w^1 + w^1 s^0}{(\gamma+1)!} \right)
- \sqrt{2} \left( \frac{w^0 w^1 s^\gamma}{0!} + \frac{w^0 w^0 w^1 s^{\gamma-1}}{1!} + \cdots + \frac{i^{\gamma+2} w^1 w^0 + w^0 s^0}{\gamma!} \right);
\]
we then get, by telescoping, that \( \mathcal{Z}q(w, w, s) = s^\gamma \), and since the term corresponding to \( \ell = 0 \) in the definition of \( q(w, w, s) \) is purely imaginary, we have

\[
|\text{Re} q(w, w, s)| \lesssim \sum_{\ell=1}^{\gamma} |w|^{2\ell+1}s^{\gamma-\ell} \lesssim |w|^3,
\]
which is \( \lesssim |w|^2(|w| + |s|) \) as desired. \( \square \)

Next, let \( U \) be a sufficiently small open set of \( \hat{M} \) as above, so that we have a local section \( \hat{Z} \) of \( T^{0,1}(\hat{M}) \) on \( U \) with \( (\hat{Z}, \hat{Z}) = 1 \) on \( U \), and so that \( \Theta(x, y) \) is defined for all \( x, y \in U \). Then we have the following lemma:

**Lemma 20.** There exists a \( C^\infty \) function \( \psi_0(x, u) \), defined for \( x \in U \) and \( u \) in a neighborhood of 0 on \( \mathbb{H}^1 \), with \( \text{Re} \psi_0(x, u) \geq 0 \) for all such \( x \) and \( u \), such that for every \( y \in U \), we have

\[
\psi_0(x, \Theta(x, y)) = \pi(|w|^2 - is) + O^3, \quad (w, s) = \Theta(x, y),
\]
and that \( \hat{Z}_x \psi_0(x, \Theta(x, y)) \) vanishes to infinite order at \( y \).

Henceforth \( \hat{Z}_x \) refers to the derivative \( \hat{Z} \) acting on the \( x \) variable (when \( y \) is fixed).

**Proof.** Let \( q_2(x, u) = \pi(|w|^2 - is) \) where \( u = (w, s) \). Then \( \hat{Z}_x q_2(x, \Theta(x, y)) \in O^2 \), hence by Lemma 19 there exists a homogeneous polynomial \( q_3(x, u) \) of degree 3 in \( u \), varying smoothly with \( x \in U \), such that

\[
|\text{Re} q_3(x, u)| \leq C_3|w|^2(|w| + |s|) \quad \text{on} \quad U \times \{\|u\| \leq 1\},
\]

and

\[
\hat{Z}_x(q_2 + q_3)(x, \Theta(x, y)) \in O^4.
\]

Iterating, for any \( k \geq 3 \), there exists a homogeneous polynomial \( q_k(x, u) \) of degree \( k \) in \( u \), varying smoothly with \( x \in U \), such that

\[
|\text{Re} q_k(x, u)| \leq C_k|w|^2(|w| + |s|) \quad \text{on} \quad U \times \{\|u\| \leq 1\},
\]

and

\[
\hat{Z}_x \sum_{\ell=2}^{k} q_\ell(x, \Theta(x, y)) \in O^{k+1}.
\]

If \( \chi(u) \in C^\infty_{\mathbb{C}}[-2, 2] \) is identically 1 on \([-1, 1]\) and \( \{\varepsilon_\ell\} \) is a positive sequence that tends rapidly to 0 \( (\varepsilon_\ell \leq \min \left\{ (10C_\ell)^{-1}, (\sup_{k \leq \ell} \|q_\ell(x, u)\|_{C^\infty(U \times \{|u| \leq 1\})})^{-1} \right\} \) will more than suffice), then letting

\[
\psi_0(x, u) := \sum_{\ell=2}^{\infty} q_\ell(x, u) \chi(\varepsilon_\ell^{-1}\|u\|),
\]

we have

\[
|\text{Re} \psi_0(x, u)| \leq C_{\text{max}}|w|^3(|w| + |s|) \quad \text{on} \quad U \times \{\|u\| \leq 1\},
\]

and

\[
\hat{Z}_x(\psi_0)(x, \Theta(x, y)) \in O^{k+1}.
\]
we have \( \psi_0(x, u) \in C^\infty(U \times \{ \| u \| \leq 1 \}) \),
\[
|\text{Re} \psi_0(x, u)| \geq \pi |u|^2 - \sum_{\ell=3}^k |\text{Re} q_\ell(x, u)| \geq |u|^2 \geq 0,
\]
\[
\psi_0(x, \Theta(x, y)) = \pi(|u|^2 - is) + O^3, \quad (w, s) = \Theta(x, y),
\]
and for every \( k \in \mathbb{N} \), we have \( \hat{Z}_x \psi_0(x, \Theta(x, y)) \in O^{k+1} \). This proves the lemma. \( \square \)

We remark that in the above lemma, if we are willing to shrink the open set \( U \), then instead of requiring \( \hat{Z}_x \psi_0(x, \Theta(x, y)) \) to vanish to infinite order at every \( x, y \in U \), we could have arranged so that it is zero for every \( x, y \in U \). Indeed, if \( U' \) is a relatively compact open subset of \( U \), and \( \hat{\chi} \in C^\infty(U) \) is identically 1 on an open set containing the closure of \( U' \), then for every \( y \in U' \), the function
\[
(\hat{\Box}_b, x) \psi_0(x, \Theta(x, y))
\]
can be extended as a smooth function of \( x \) on \( \hat{M} \), such that
\[
\hat{\Pi}_x(\hat{\Box}_b, x) \frac{\hat{\chi}(x)}{\psi_0(x, \Theta(x, y))} = 0
\]
on \( \hat{M} \); the latter follows since
\[
(\hat{\Box}_b, x) \frac{\hat{\chi}(x)}{\psi_0(x, \Theta(x, y))} + \varepsilon \to (\hat{\Box}_b, x) \frac{\hat{\chi}(x)}{\psi_0(x, \Theta(x, y))}
\]
in \( L^2(m_0) \), and that
\[
\hat{\Pi}_x(\hat{\Box}_b, x) \frac{\hat{\chi}(x)}{\psi_0(x, \Theta(x, y))} = 0
\]
on \( \hat{M} \) for all \( \varepsilon > 0 \). (Here we used that \( \text{Re} \psi_0(x, \Theta(x, y)) \geq 0 \) to guarantee that \( \frac{\hat{\chi}(x)}{\psi_0(x, \Theta(x, y))} \) is smooth on \( \hat{M} \), and that the aforementioned \( L^2 \) convergence holds.) As a result, by the \( C^\infty \) regularity of \( \hat{\Box}_b \) (which can be obtained using Kohn’s microlocalization technique), there exists a smooth function \( e(x, y) \), such that
\[
(\hat{\Box}_b, x) \frac{\hat{\chi}(x)}{\psi_0(x, \Theta(x, y))} = (\hat{\Box}_b, x) e(x, y)
\]
for every \( x \in \hat{M} \) and \( y \in U' \). We may arrange so that \( \text{Re} e(x, y) < 0 \) by adding a constant, and we may write \( e(x, y) \) as \( e_0(x, \Theta(x, y)) \) if \( x \in U \). Then setting
\[
\psi_{00}(x, u) = \frac{1}{\frac{\hat{\chi}(x)}{\psi_0(x, u)} - e_0(x, u)}
\]
one can check that \( \psi_{00}(x, u) \) is smooth as \( x \) varies over \( U' \) and \( u \) varies over a sufficiently small neighborhood of 0 in \( \mathbb{H}^1 \), \( \text{Re} \psi_{00}(x, u) \geq 0 \) for all such \( x \) and \( u \),
\[
\psi_{00}(x, \Theta(x, y)) = \pi(|w|^2 - is) + O^3, \quad (w, s) = \Theta(x, y)
\]
whenever \( x, y \in U' \), and in addition we have
\[
\hat{Z}_x \psi_{00}(x, \Theta(x, y)) = 0
\]
for every \( x, y \in U' \).

Now cover \( \hat{M} \) by finitely many sufficiently small open sets \( U_i \)'s, and let \( \chi_i, \hat{\chi}_i \in C_c^\infty(U_i) \) be such that \( \hat{\chi}_i = 1 \) on the support of \( \chi_i \). Let \( \Theta_i \) be the Folland-Stein normal coordinates on \( U_i \), and \( \psi_{0,i} \) be the function constructed in Lemma 29 when \( U = U_i \). Let \( \Pi^{(0)} \) be the non-isotropic pseudodifferential operator in \( \Psi^0_D(\hat{M}) \) with integral kernel
\[
\sum_i \hat{\chi}_i(x) \frac{1}{\psi_{0,i}(x, \Theta_i(x, y))^2} \chi_i(y).
\]
Then applying Theorem 10 we have
\[
\Pi^{(0)} - \Pi^{(0)} \in \Psi^{-1}(\hat{M})
\]
Furthermore, 
\[ \Box_b \Pi^{(00)} \in \Psi^{-\infty}_\mathcal{D}(\hat{M}); \]
indeed, the integral kernel of \( \Box_b \Pi^{(00)} \) is \( (\Box_b) x \sum_i \tilde{\chi}_i(x) \frac{1}{\psi_{0, i}(x, \Theta_i(x, y))} \chi_i(y) \), which is \( C^\infty \) in \( x \) for every \( y \in \hat{M} \).

Now observe that
\[ \Pi_\mathcal{L}(\Box_b) x \sum_i \tilde{\chi}_i(x) \frac{1}{\psi_{0, i}(x, \Theta_i(x, y))} \chi_i(y) = 0 \]
for every \( y \in \hat{M} \); this holds because
\[ (\Box_b) x \sum_i \tilde{\chi}_i(x) \frac{1}{\psi_{0, i}(x, \Theta_i(x, y)) + \varepsilon} \chi_i(y) \to (\Box_b) x \sum_i \tilde{\chi}_i(x) \frac{1}{\psi_{0, i}(x, \Theta_i(x, y))} \chi_i(y) \]
in \( L^2_x \) as \( \varepsilon \to 0^+ \), and \( \sum_i \tilde{\chi}_i(x) \frac{1}{\psi_{0, i}(x, \Theta_i(x, y)) + \varepsilon} \chi_i(y) \) is smooth in \( x \), the denominators having positive real parts everywhere. Using the \( C^\infty \) regularity of \( \Box_b \), one can find a \( C^\infty \) function \( e(x, y) \) on \( \hat{M} \times \hat{M} \), such that
\[ (\Box_b) x \sum_i \tilde{\chi}_i(x) \frac{1}{\psi_{0, i}(x, \Theta_i(x, y))} \chi_i(y) = (\Box_b) x e(x, y) \]
for every \( x, y \in \hat{M} \); then adjusting the kernel of \( \Pi^{(00)} \) by \( e(x, y) \), we get a pseudodifferential operator \( \Pi^{(00)} \in \Psi^0_\mathcal{D}(\hat{M}) \) such that
\[ \Box_b \Pi^{(00)} = 0, \]
and
\[ \Pi^{(00)} - \Pi^{(00)} \in \Psi^{-\infty}_\mathcal{D}(\hat{M}). \]

It follows that
\[ \Box_b N^{(0)} + \Pi^{(00)} = I - R \]
where \( R \in \Psi_{-1}^\infty(\hat{M}) \). Now using Theorem 15 there exists a non-isotropic pseudodifferential operator \( E \) in \( \Psi^0_\mathcal{D}(\hat{M}) \), such that
\[ E - (I + R + R^2 + \cdots + R^k) \in \Psi^{-k+1}_\mathcal{D}(\hat{M}) \]
for every \( k \in \mathbb{N} \). Then
\[ \Box_b N^{(0)} E + \Pi^{(00)} E = I + R_{-\infty} \]
where \( R_{-\infty} \in \Psi_{-\infty}^\infty(\hat{M}) \). Thus by \( C^\infty \) regularity of \( \Box_b \) again, one can adjust the kernels of \( N^{(0)} E \) and \( \Pi^{(00)} E \) by a \( C^\infty \) function, and obtain non-isotropic pseudodifferential operators \( N_0 \) and \( \Pi_0 \), in \( \Psi_{-2}^\infty(\hat{M}) \) and \( \Psi^0_\mathcal{D}(\hat{M}) \) respectively, such that
\[
\begin{cases}
\Box_b N_0 + \Pi_0 = I \\
\Box_b \Pi_0 = 0.
\end{cases}
\]

It remains to observe that the true Szegő projection \( \hat{\Pi} \) on \( \hat{M} \), and the true relative solution operator \( \hat{N} \) of \( \Box_b \) on \( \hat{M} \), are given precisely by \( \Pi_0 \) and \( (I - \Pi_0)N_0 \) respectively. This finishes the proof of Proposition 18.

One importance of Proposition 18 is the following. In view of Theorem 13 we see that \( \hat{N} \) and \( \hat{\Pi} \) admits the following (continuous) extensions:
\[
\begin{align*}
\hat{\Pi} : L^p(\hat{m}_0) & \to L^p(\hat{m}_0) \quad \text{for all } p \in (1, \infty), \\
\hat{N} : L^{4/3}(\hat{m}_0) & \to L^4(\hat{m}_0), \\
\hat{\nabla}_b \hat{N} : L^{4/3}(\hat{m}_0) & \to L^2(\hat{m}_0).
\end{align*}
\]

Also, by Theorem 12 \( \nabla_b \Pi \hat{N} \in \Psi_{-1}^\infty(\hat{M}) \), so by Theorem 13 we have
\[ \nabla_b \Pi \hat{N} \in \Psi_{-1}^\infty(\hat{M}) \]
Finally, \( \hat{\Pi} \) and \( \hat{N} \) are pseudolocal on \( \hat{M} \), i.e. if \( f \in C^\infty(U) \) for some open set \( U \subseteq \hat{M} \), then \( \hat{\Pi} f \) and \( \hat{N} f \) are also in \( C^\infty(U) \).

We also need the following key proposition:
Proposition 21. For any $0 < \delta < 1$, $\hat{H}$ maps $\mathcal{E}^{-1+\delta}$ into $\mathcal{E}^{-1+\delta}$, and $\hat{N}$ maps $\mathcal{E}^{-3+\delta}$ into $\mathcal{E}^{-1+\delta}$. (We do not even need continuity of these maps).

Proposition 21 can be proved by using the kernel estimates, as well as the cancellation conditions, of $\hat{H}$ and $\hat{N}$. Indeed, let $f \in \mathcal{E}^{-\gamma}$ for some $\gamma \in (0,4)$. Let $T \in \Psi^{-n}_{D}(M)$ for some $n \in [0,\gamma)$. We will prove $Tf \in \mathcal{E}^{-\gamma+n}$. Let $x \in \hat{M} \setminus \{p\}$ be sufficiently close to $p$. Write $r = \hat{d}(x,p)/4$ where $\hat{d}$ is the metric on $\hat{M}$ induced by $\hat{\theta}$. Pick now $\chi \in C^\infty_c(B_2(x))$ such that $\chi \equiv 1$ on $B_r(x)$, $\chi_2 \in C^\infty_c(B_{2r}(p))$ such that $\chi_2 \equiv 1$ on $B_r(p)$ and $\chi_3 \in C^\infty_c(B_{100r}(p))$ such that $\chi_3 \equiv 1$ on $B_{50r}(p)$. Decompose

$$f = \chi_1 f + \chi_2 f + \chi_3(1-\chi_1 - \chi_2) f + (1-\chi_3)(1-\chi_1 - \chi_2) f$$

Then $Tf \in C^\infty_c(M)$, and in particular $|\hat{\nabla}_b^k Tf_3(x)|$ is bounded by a constant independent of $x$, for all $k \in \mathbb{N}$. We need to show that $|\hat{\nabla}_b^k Tf_i(x)| \lesssim r^{-\gamma+n-k}$ for $i = 1,2,3, k \in \mathbb{N}$.

Now writing $K(x,y)$ for the integral kernel of $T$, i.e. letting

$$Tf(x) = \int_\hat{M} f(y) K(x,y) \hat{\theta} \wedge \hat{d}(y),$$

we have, from Theorem 8 or 9 that

$$|(\hat{\nabla}_b^k)^n K(x,y)| \lesssim \hat{d}(x,y)^{-Q+n-k}$$

for all $k \in \mathbb{N}$. Also, if $n = 0$, then for any normalized bump function $\varphi$ on $B_r(x)$, we have

$$||\hat{\nabla}_b^k T \varphi||_{L^\infty(B_r)} \lesssim r^{-k} \quad \text{for all } k \in \mathbb{N};$$

here $\varphi$ is said to be a normalized bump function on $B_r(x)$, if $\varphi \in C^\infty_c(B_r(x))$, and $||\hat{\nabla}_b^k \varphi||_{L^\infty(B_r)} \lesssim r^{-k}$ for all $k \in \mathbb{N}$. Note that $f_1$ is $r^{-\gamma}$ times a normalized bump function on $B_r(x)$. Hence if $n = 0$, then by the above cancellation property, we have

$$|\hat{\nabla}_b^k T f_1(x)| \lesssim r^{-\gamma-k};$$

on the other hand, if $n \in (-4,0)$, we will commute $\hat{\nabla}_b^k$ through $T$ using Theorem 13 and then use kernel estimates to bound $|\hat{\nabla}_b^k T f_1(x)|$. The main term that arise is then

$$\left| \int_\hat{M} K(x,y) \hat{\nabla}_b^k f_1(y) \hat{\theta} \wedge \hat{d}(y) \right| \lesssim \int_{\hat{d}(y,x) \leq 2r} \hat{d}(y,x)^{-Q+n-r-\gamma-k} \hat{\theta} \wedge \hat{d}(y) = r^{-\gamma+n-k}.$$
We will now discuss the proof of our main Theorem \(7\). There in the assumption we had a function \(G \in C^\infty(M \setminus \{p\})\), which admits an expansion as in (10). In this section, we will prove Theorem \(7\) under an additional assumption, namely that

\[
G = |\psi|^{-1}
\]

where \(\psi\) is a smooth function on \(M\) that satisfies \(\overline{\partial}_b \psi = 0\), Re \(\psi \geq 0\) on \(M\) and \(\psi \neq 0\) on \(M \setminus \{p\}\). This assumption is satisfied, for instance, when \((M, \tilde{\theta} = (S^3, \theta_{\text{std}}))\) with \(\theta_{\text{std}} = 2\text{Im}\partial(|\zeta|^2 - 1)\) is the standard contact form on \(S^3\), \(p = (0, -1) \in S^2 \subset \mathbb{C}^2\), and \(G\) is the Green’s function of the conformal sublaplacian of \((S^3, \theta_{\text{std}})\) with pole at \(p\); indeed then \(G\) is a multiple of \(|\psi|^{-1}\) where \(\psi(\zeta) = 1 + \zeta^2\) if \(\zeta = (\zeta_1, \zeta_2) \in S^3 \subset \mathbb{C}^2\), and clearly \(\psi\) is a CR function on \(S^3\) with non-negative real part. But we should also point out that this assumption on \(G\) is rather rigid; it is rarely satisfied. Nevertheless, the proof of Theorem \(7\) under this additional assumption on \(G\) will shed some light for the general case, so we single it out in this section.

So in this section, we assume, in addition to the assumptions in Section \(5\) that \(G = |\psi|^{-1}\) for some CR function \(\psi\) on \(M\) with Re \(\psi \geq 0\) on \(M\). We let \(\tilde{M} = M \setminus \{p\}\), \(\hat{\theta} = G^2 \tilde{\theta}\), and define \(\Box_b = \psi_b \Box_b\) on \(C^\infty\) functions on \(M\) as in Section \(5\). Now we let \(\Box_b\) on \(M\) be the tangential Kohn Laplacian on \((\tilde{M}, \hat{\theta})\) defined in Section \(2\) in other words, it is the tangential Kohn Laplacian defined in Section \(8\) where one chose \(\langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle\) is the pointwise Hermitian inner product on \((0, 1)\) forms on \(M\) given by the pseudohermitian structure \(\hat{\theta}\), and chose \(\hat{\theta}_0 = \hat{\theta} \wedge d\hat{\theta}\). Thus \(\Box_b = \partial_b \partial_b\), where \(\partial_b\) is the formal adjoint of \(\partial_b\). Indeed then \(\Box_b\) is a smooth function on \(\tilde{M}\) and \(\Box_b\) is a CR function on \(\tilde{M}\), which admits an expansion as in (16). In this section, we will prove Theorem \(7\) under an additional assumption on \(G\), we have

\[
\Box_b \alpha = |\psi|^2 \psi \partial_b (|\psi|^{-1} \alpha);
\]

in fact, for all \(u \in C^\infty_c(M)\) and all \(C^\infty (0, 1)\) form \(\alpha\) on \(M\), we have

\[
\langle \partial_b u, \alpha \rangle_{\theta} = \int_M \overline{\partial_b u, \alpha}_{\theta} \hat{\theta} \wedge d\hat{\theta}
\]

\[
= \int_M \overline{\partial_b u, \alpha}_{\theta} |\psi|^2 \hat{\theta} \wedge d\hat{\theta}
\]

\[
= \int_M \overline{\partial_b (\psi^{-1} u), \psi^{-1} \alpha}_{\theta} \hat{\theta} \wedge d\hat{\theta}
\]

\[
= \int_M \psi^{-1} u \cdot \partial_b (\psi^{-1} \alpha) \hat{\theta} \wedge d\hat{\theta}
\]

\[
= (u, |\psi|^2 \psi \partial_b (|\psi|^{-1} \alpha))_{\theta}.
\]

Since \(\Box_b = \partial_b \partial_b\), and since \(\partial_b\) commutes with \(|\psi|^{-1}\), this shows

\[
\Box_b u = |\psi|^2 \psi \Box_b (|\psi|^{-1} u) \quad \text{for } u \in C^\infty(M).
\]

Thus to solve \(\Box_b u = f\), it suffices to solve

(45)

\[
\Box_b U = |\psi|^2 \psi^{-1} f
\]

and set \(u = \psi U\). This we have basically accomplished in Section \(8\) above; indeed, there we constructed relative solution operator \(\hat{N}\) and Szegő projection \(\hat{\Pi}\) for \(\Box_b\), and proved that \(\hat{N}\) maps \(E^{-3+\delta}\) to \(E^{-1+\delta}\) for all \(0 < \delta < 1\). For the \(f\) as in the statement of Theorem \(7\), one can prove, following the proof of Proposition \(25\) below, that

\[
\hat{\Pi}(|\psi|^2 \psi^{-1} f) = 0.
\]

Since \(|\psi|^2 \psi^{-1} f \in E^{-3+\delta}\) for some \(0 < \delta < 1\), it follows that

\[
U := \hat{N}(|\psi|^{-2} \psi^{-1} f)
\]

is a solution to (45) in \(E^{-1+\delta}\), and hence

\[
u := \psi U
\]

is a solution to \(\Box_b u = f\) in \(E^{1+\delta}\). This completes the proof of Theorem \(7\) under our additional assumption on \(G\).
10. Reduction to Solution of $\Box_b$

We now return to the proof of Theorem 7 in the general case, without the additional assumption on $G$. It turns out that one can perform a similar reduction, where the solution to $\Box_b$ on $M$ is reduced to the solution of a certain $\Box_b$ operator on $\hat{M}$; unfortunately, this $\Box_b$ does not fall under the scope covered in Section 8 in particular, this $\Box_b$ involve the adjoint of $\overline{\partial}_b$ on $\hat{M}$ with respect to measures that are not smooth across the point $p$. Thus a further reduction has to be carried out, where one reduces the solution of $\Box_b$ to the solution of a $\Box_m$ that falls under the scope covered in Section 8. We will carry out the reduction of Theorem 7 to the solution of $\Box_b$ in this section. In the next section, we will reduce the solution of $\Box_b$ to a properly defined $\Box_b$ on $M$.

To begin with, first we claim that in the general case, one can still construct a CR function $\psi$ on $\hat{M}$, with $\text{Re} \psi \geq 0$ on $\hat{M}$, such that in CR normal coordinates $(\zeta, t)$ near $p$, we have

$$\psi = 2\pi(\zeta^2 - it) + R, \quad R \in \mathcal{O}_4.$$ 

In particular,

$$|\psi|^2 G^2 = 1 + \mathcal{E}^2.$$ 

This has been established in Theorem 4.4 of [22]; alternatively, one can construct such a $\psi$ by using our Lemma 20 and the argument in the remark following it. Indeed, since we have better asymptotics (11) for $\tilde{Z}$ in CR normal coordinates near $p$, following the construction in Lemma 20 (with $y := p$), we can construct some $\psi_0$ near $p$ so that

$$\psi_0 = \pi(\zeta^2 - it) + \mathcal{O}_6.$$ 

Then following the construction as in the remark following Lemma 20, we can further construct a global CR function $\psi_{00}$ on $\hat{M}$, with $\text{Re} \psi_{00} \geq 0$ on $\hat{M}$ and $\psi_{00} \neq 0$ on $\hat{M} \setminus \{p\}$, such that

$$\psi_{00} = \pi(\zeta^2 - it) + \mathcal{O}_4.$$ 

Hence we may simply take $\psi = 2\psi_{00}$.

Now define $a \in \mathcal{E}^2$ by

$$a := |\psi|^{-2} G^{-2} - 1 \quad \text{near } p,$$

and define $\chi \in C^\infty_c(B_{2\varepsilon_0}(p))$ that is identically 1 on $B_{\varepsilon_0}(p)$, where $B_r(p)$ denotes a ball of radius $r$ centered at $p$ with respect to the metric determined by $\hat{\theta}$. Here $\varepsilon_0$ is a sufficiently small positive constant to be determined; all theorems below only hold if $\varepsilon_0$ is sufficiently small (see (70) below for the choice of $\varepsilon_0$). Define two (possibly non-smooth) measures

$$\tilde{m}_0 = (1 + \chi a)^{-1} \hat{\theta} \wedge d\hat{\theta},$$
$$\tilde{m}_1 = |\psi|^2 G^2 \hat{\theta} \wedge d\hat{\theta}.$$ 

(Note that they agree on $B_{\varepsilon_0}(p)$.) We use $\tilde{m}_0$ to define an $L^2$ space of functions (denoted $L^2(\tilde{m}_0)$):

$$(u, v)_{\tilde{m}_0} = \int_M u \overline{v} \tilde{m}_0,$$

and $\tilde{m}_1$ to define an $L^2$ space of $(0, 1)$ forms (denoted $L^2_{(0,1)}(\tilde{m}_1)$):

$$(\alpha, \beta)_{\tilde{m}_1} = \int_M \langle \alpha, \beta \rangle \tilde{m}_1.$$ 

(Note we use $\tilde{\theta}$ to measure the pointwise inner product of $(0, 1)$ forms.) Let $\tilde{\partial}_b$ act on $C^\infty$ functions on $M$, and $\tilde{\partial}_b$ be its formal adjoint under the inner products of $L^2(\tilde{m}_0)$ and $L^2_{(0,1)}(\tilde{m}_1)$. In other words, $\tilde{\partial}_b$ is the unique differential operator acting on $C^\infty$ $(0, 1)$ forms on $M$ such that

$$(\tilde{\partial}_b u, \alpha)_{\tilde{m}_1} = (u, \tilde{\partial}_b \alpha)_{\tilde{m}_0}$$
for all $u \in C^\infty_c(M)$ and all $C^\infty_c(0, 1)$ form $\alpha$ on $M$. Let $\tilde{\Box}_b = \tilde{\partial}_b \tilde{\partial}_b$ act on $C^\infty$ functions on $M$. Then

$$\tilde{\Box}_b u = (1 + \chi a)^{-1} G^{-1} \Box_m (\psi^{-1} u) \quad \text{for } u \in C^\infty(M).$$
This is because for all $C^\infty (0, 1)$ forms $\alpha$ on $M$, we have

$$\vartheta_b \alpha = (1 + \chi a)^{-1} G^{-4} \psi^{-1} \vartheta_b (\psi^{-1} \alpha);$$

in fact, for all $u \in C^\infty_c(M)$ and all $C^\infty (0, 1)$ form $\alpha$ on $M$, we have

$$\langle \vartheta_b u, \alpha \rangle_\theta = \int_M \langle \vartheta_b u, \alpha \rangle_\theta \theta \wedge d\theta$$

$$= \int_M \langle \vartheta_b u, \alpha \rangle_\theta G^2 \theta \wedge d\theta$$

$$= \int_M \langle \vartheta_b u, \alpha \rangle_\theta |\psi|^{-2} \tilde{m}_1$$

$$= \int_M \langle \vartheta_b (\psi^{-1} u), \psi^{-1} \alpha \rangle_\theta \tilde{m}_1$$

$$= \int_M \psi^{-1} u \cdot \overline{\vartheta_b (\psi^{-1} \alpha)} \tilde{m}_0$$

$$= \int_M u \cdot \overline{\psi^{-1} \vartheta_b (\psi^{-1} \alpha) (1 + \chi a)^{-1} G^{-4} \theta \wedge d\theta}$$

$$= (u, \psi^{-1} \vartheta_b (\psi^{-1} \alpha) (1 + \chi a)^{-1} G^{-4} \theta).$$

Since $\Box_b = \vartheta_b \vartheta_b$, and $\psi^{-1}$ commutes with $\vartheta_b$, (46) follows from (47). Thus solving $\Box_b u = f$ amounts to finding a solution, in $C^\infty (M)$, to the equation

$$\Box_b (\psi^{-1} u) = \hat{f},$$

where

$$\hat{f} := (1 + \chi a)\overline{\psi} G^4 f \in \mathcal{E}^{-3+\delta}.$$

We will show that

**Theorem 22.** There exists a function $\hat{u} \in C^\infty (M)$ such that

$$\hat{u} \in \mathcal{E}^{-1+\delta} \quad \text{with} \quad \Box_b \hat{u} = \hat{f}.$$

Assuming this, then

$$u := \psi \hat{u} \in \mathcal{E}^{1+\delta}$$

is a solution to (17), and our main result, namely Theorem 20, follows.

To prove Theorem 22 we proceed via the $L^p$ theory for $\Box_b$. First we need the $L^2$ theory. First we extend $\overline{\vartheta_b}$ to

$$\overline{\vartheta_b} : L^2(\tilde{m}_0) \rightarrow L^2(\tilde{m}_1)$$

by taking the Hilbert space closure of $\overline{\vartheta_b}$ acting on functions in $C^\infty (\hat{M})$. In other words, we define

$$u \in \text{Dom}(\overline{\vartheta_b}) : L^2(\tilde{m}_0) \rightarrow L^2(\tilde{m}_1),$$

if and only if there exists a sequence $u_j \in C^\infty (\hat{M})$ such that

$$u_j \rightarrow u \text{ in } L^2(\tilde{m}_0), \quad \text{and} \quad \overline{\vartheta_b} u_j \rightarrow \alpha \text{ in } L^2(\tilde{m}_1)$$

for some $\alpha \in L^2(\tilde{m}_1)$. In that case $\alpha$ is uniquely determined by $u$, and we define $\overline{\vartheta_b} u = \alpha$.

Next, let

$$\overline{\vartheta_b^*} : L^2(\tilde{m}_1) \rightarrow L^2(\tilde{m}_0)$$

the Hilbert space closure of $\overline{\vartheta_b}$ acting on functions in $C^\infty (\hat{M})$. In other words, we define

$$\alpha \in \text{Dom}(\overline{\vartheta_b^*}) : L^2(\tilde{m}_1) \rightarrow L^2(\tilde{m}_0),$$

$$\overline{\vartheta_b^*} \alpha \rightarrow \alpha \text{ in } L^2(\tilde{m}_0).$$
if and only if there exists a sequence $\alpha_j \in C^\infty_{(0,1)}(M)$ such that
$$\alpha_j \to \alpha \text{ in } L^2_{(0,1)}(\tilde{M}_1), \quad \text{and} \quad \tilde{\partial}_b \alpha_j \to u \text{ in } L^2(\tilde{m}_0)$$
for some $u \in L^2(\tilde{m}_0)$. In that case $u$ is uniquely determined by $\alpha$, and we define $\tilde{\partial}_b^* \alpha = u$.

Furthermore, we define a densely defined operator
$$\square_b: L^2(\tilde{m}_0) \to L^2(\tilde{m}_0),$$
with domain given by
$$\text{Dom}(\square_b) := \{ u \in \text{Dom}(\tilde{\partial}_b): L^2(\tilde{m}_0) \to L^2_{(0,1)}(\tilde{M}_1) \},$$
$$\tilde{\partial}_b u \in \text{Dom}(\tilde{\partial}_b^*: L^2_{(0,1)}(\tilde{M}_1) \to L^2(\tilde{m}_0))$$
If $u \in \text{Dom}(\square_b)$, we define $\square_b u = \tilde{\partial}_b^* \tilde{\partial}_b u$.

**Proposition 23.** The operator $\tilde{\partial}_b: L^2(\tilde{m}_0) \to L^2_{(0,1)}(\tilde{M}_1)$ has closed range, and so does $\square_b: L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)$.

The proof of this proposition will be deferred to the next section.

Proposition 23 allows us to define the relative solution operator
$$\tilde{N}: L^2(\tilde{m}_0) \to \text{Dom}(\square_b) \subseteq L^2(\tilde{m}_0)$$
and the orthogonal projection onto the kernel of $\square_b$ in $L^2(\tilde{m}_0)$:
$$\square_b: L^2(\tilde{m}_0) \to \text{Dom}(\square_b) \subseteq L^2(\tilde{m}_0)$$
Then
$$\tilde{\partial}_b \tilde{N} + \square_b = I \quad \text{on } L^2(\tilde{m}_0).$$

We now turn to the $L^p$ theory for $\tilde{N}$, $\square_b$ and $\tilde{\partial}_b$. We will prove the following proposition in the next section:

**Proposition 24.** $\tilde{N}$ and $\square_b$ admits the following (continuous) extensions:
$$\square_b: L^p(\tilde{m}_0) \to L^p(\tilde{m}_0) \quad \text{for all } p \in (1, \infty),$$
$$\tilde{N}: L^{4/3}(\tilde{m}_0) \to L^4(\tilde{m}_0),$$
$$\tilde{\partial}_b \tilde{N}: L^{4/3}(\tilde{m}_0) \to L^2(\tilde{m}_0).$$

Also, if $F \in C^\infty_c(M)$, then $\square_b F$ and $\tilde{N} F$ are in $C^\infty(M)$.

Now we define
$$\square_b: L^4(\tilde{m}_0) \to L^{4/3}(\tilde{m}_0)$$
to be the Banach space closure of $\square_b$ acting on $C^\infty_c(M)$ under the graph norm $L^4 \times L^{4/3}$. In other words, we define
$$u \in \text{Dom}(\square_b): L^4(\tilde{m}_0) \to L^{4/3}(\tilde{m}_0),$$
if and only if there exists a sequence $u_j \in C^\infty_c(M)$ such that
$$u_j \to u \text{ in } L^4(\tilde{m}_0), \quad \text{and} \quad \square_b u_j \to F \text{ in } L^{4/3}(\tilde{m}_0)$$
for some $F \in L^{4/3}(\tilde{m}_0)$. In that case $F$ is uniquely determined by $u$, and we define $\square_b u = F$.

Using Proposition 24, we will show that
$$\tilde{N}: L^{4/3}(\tilde{m}_0) \to \text{Dom}(\square_b): L^4(\tilde{m}_0) \to L^{4/3}(\tilde{m}_0) \subseteq L^4(\tilde{m}_0),$$
with
$$\square_b \tilde{N} + \square_b = I \quad \text{on } L^{4/3}(\tilde{m}_0).$$
To see this, we argue as follows. Given $F \in L^{4/3}(\tilde{m}_0)$, Proposition 24 guarantees that $\tilde{\Pi}F \in L^{4/3}(\tilde{m}_0)$, $\tilde{N}F \in L^4(\tilde{m}_0)$, and $\nabla_b \tilde{N}F \in L^2(\tilde{m}_0)$. Thus we can pick a sequence of cut-off functions $\phi_j \in C_c^\infty(M)$, that is identically equal to 1 except near $p$, and vanishes in a small neighborhood of $p$, such that if $\chi_j$ is the characteristic function of the support of $\nabla_b \phi_j$, then

$$\phi_j(I - \tilde{\Pi})F \to (I - \tilde{\Pi})F \quad \text{in} \quad L^{4/3}(\tilde{m}_0),$$

and

$$\chi_j \tilde{N}F \to 0 \quad \text{in} \quad L^4(\tilde{m}_0),$$

Let now $F_j \in C_c^\infty(\hat{M})$ be a sequence of functions with

$$F_j \to F \quad \text{in} \quad L^{4/3}(\tilde{m}_0).$$

Then $u_j := \phi_j \tilde{N}F_j \in C_c^\infty(M),$

$$u_j \to \tilde{N}F \quad \text{in} \quad L^4(\tilde{m}_0),$$

and

$$\Box_b u_j = \phi_j \Box_b \tilde{N}F_j + \text{error},$$

where the error is supported in the support of $\chi_j$. In fact, if $\mathfrak{I}$ is a frame of $(0,1)$ vector of unit length near $p$, and $\mathfrak{Z}$ is its dual, then

$$|\text{error}| \leq |\Box_b \phi_j||\tilde{N}F_j| + \chi_j|\dot{\tilde{N}}F_j| + |\tilde{N}F_j| + |\Box_b \phi_j||\tilde{N}F_j| + |\Box_b \phi_j||\nabla_b \tilde{N}F_j - \nabla_b \tilde{N}F|.$$  

Now we show $\|\text{error}\|_{L^{4/3}(\tilde{m}_0)} \to 0$ as $j \to \infty$: in fact,

$$\|\Box_b \phi_j\|_{L^2(\tilde{m}_0)} \leq C, \quad \|\Box_b \phi_j\|_{L^4(\tilde{m}_0)} \leq C,$$

and

$$\|\tilde{N}F_j - \tilde{N}F\|_{L^4(\tilde{m}_0)} \to 0, \quad \|\nabla_b \tilde{N}F_j - \nabla_b \tilde{N}F\|_{L^4(\tilde{m}_0)} \to 0$$

as $j \to \infty$. Furthermore,

$$\|\chi_j \tilde{N}F\|_{L^4(\tilde{m}_0)} \to 0, \quad \|\nabla_b \tilde{N}F\|_{L^4(\tilde{m}_0)} \to 0$$

by our choice of $\phi_j$. Thus $\|\text{error}\|_{L^{4/3}(\tilde{m}_0)} \to 0$ as $j \to \infty$ as desired.

Now

$$\phi_j \Box_b \tilde{N}F_j = \phi_j(I - \tilde{\Pi})F_j,$$

(this holds because $F_j \in C_c^\infty(M) \subseteq L^2(\tilde{m}_0)$), so

$$\phi_j \Box_b \tilde{N}F_j \to (I - \tilde{\Pi})F \quad \text{in} \quad L^{4/3}(\tilde{m}_0)$$

by an argument similar to the one above. Altogether, it follows that

$$\Box_b u_j \to (I - \tilde{\Pi})F \quad \text{in} \quad L^{4/3}(\tilde{m}_0).$$

Thus $\tilde{N}F \in \text{Dom}(\Box_b : L^4(\tilde{m}_0) \to L^{4/3}(\tilde{m}_0))$, and \[36\] follows.

We now return to the equation \[36\] we want to solve, namely

$$\tilde{\Box}_b \tilde{u} = \tilde{f}.$$

Recall

$$\tilde{f} = (1 + \chi_0)\overline{G}^4 f \in \mathcal{E}^{-3+\delta}.$$  

In particular, $\tilde{f} \in L^{4/3}(\tilde{m}_0)$. Thus we may apply the identity \[36\] above. What we need is the following claim:

**Proposition 25.**

$$\tilde{\Pi} \tilde{f} = 0.$$
We will come back and prove this proposition in the next section. Assuming this proposition, then

\[ \tilde{u} := \tilde{N} \tilde{f} \in L^4(\tilde{m}_0) \]
solves (18), in the sense that it is in the domain of \( \tilde{\square}_b \): \( L^4(\tilde{m}_0) \to L^{4/3}(\tilde{m}_0) \), and that its image under this operator is \( \tilde{f} \).

Finally we invoke the following proposition (again to be proved in the next section):

**Proposition 26.** \( \tilde{N} \) maps \( \mathcal{E}^{-3+\delta} \) into \( \mathcal{E}^{-1+\delta} \) for all \( 0 < \delta < 1 \) (we do not even need continuity of this map).

Then since \( \tilde{f} \in \mathcal{E}^{-3+\delta} \) for all \( 0 < \delta < 1 \), we have

\[ \tilde{u} \in \mathcal{E}^{-1+\delta} \]
for all \( 0 < \delta < 1 \). In particular, \( \tilde{u} \in C^\infty(M) \cap L^4(\tilde{m}_0) \), \( \tilde{\nabla}_b \tilde{u} \) (defined classically) is in \( L^2(\tilde{m}_0) \), and \( \tilde{\square}_b \tilde{u} \) (defined classically) is in \( L^{4/3}(\tilde{m}_0) \). Thus the image of \( \tilde{u} \) under \( \tilde{\square}_b \): \( L^4(\tilde{m}_0) \to L^{4/3}(\tilde{m}_0) \) is equal to the classically defined \( \tilde{\square}_b \tilde{u} \) almost everywhere. Together with what we have shown earlier, this shows that \( \tilde{u} \) is a classical solution to (18). This proves Theorem 22, modulo the Propositions 23, 24, 25 and 26 which we have stated.

### 11. Reduction to Solution of \( \tilde{\square}_b \)

In the previous section, we reduced the proof of our main Theorem 7 to the proofs of Propositions 23, 24, 25 and 26 where one has to solve the \( \tilde{\square}_b \) operator on \( \tilde{M} \). The difficulty lies in the fact that \( \tilde{\square}_b \) is defined as \( \tilde{\partial}_b \tilde{\partial}_b \), where \( \tilde{\partial}_b \) is an adjoint taken with respect to two measures \( \tilde{m}_0, \tilde{m}_1 \) that are in general not smooth across the point \( p \). In this section, we will first construct another tangential Kohn Laplacian \( \tilde{\square}_b \), where the adjoint is taken with respect to smooth measures. Then we will reduce the solution to \( \tilde{\square}_b \) (i.e. the proofs of Propositions 23, 24, 25 and 26) to the solution of \( \tilde{\square}_b \), which we already understood from Section 8. This will complete the proof of Theorem 7 in the general case.

First define two measures

\[ \tilde{m}_0 := \tilde{\theta} \wedge d\tilde{\theta}, \]
\[ \tilde{m}_1 := (1 + \chi a)\tilde{m}_1. \]

Note that then

\[ \tilde{m}_0 := (1 + \chi a)\tilde{m}_0 \]
as well. In particular, \( \tilde{m}_0 = \tilde{m}_1 \) near \( p \), and is smooth over there. Define also \( \langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_{\tilde{\theta}} \), the smoothly varying pointwise inner product on \( (0, 1) \) forms on \( \tilde{M} \) given by \( \tilde{\theta} \). Then we may define

\[ \tilde{\nabla}_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_1) \]
as a Hilbert space closure of \( \tilde{\nabla}_b \) acting on functions in \( C^\infty(\tilde{M}) \), its Hilbert space adjoint

\[ \tilde{\nabla}_b^* : L^2(\tilde{m}_1) \to L^2(\tilde{m}_0), \]
and a tangential Kohn Laplacian

\[ \tilde{\square}_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0), \]
as in Section 8. By Proposition 17, the operator \( \tilde{\partial}_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_1) \) has closed range, hence so does \( \tilde{\square}_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0) \); by Proposition 18 the relative solution operator

\[ \tilde{N} : L^2(\tilde{m}_0) \to \text{Dom}(\tilde{\square}_b) \subseteq L^2(\tilde{m}_0) \]
and the Szegő projection

\[ \tilde{\Pi} : L^2(\tilde{m}_0) \to \text{Dom}(\tilde{\square}_b) \subseteq L^2(\tilde{m}_0) \]
to \( \tilde{\square}_b \) are in \( \Psi^{-2}(\tilde{M}) \) and \( \Psi^0(\tilde{M}) \) respectively, where \( \tilde{D} \) is the contact distribution \( H \) on \( \tilde{M} \). We also have \( \tilde{\Pi} : \mathcal{E}^{-1+\delta} \to \mathcal{E}^{-1+\delta} \) and \( \tilde{N} : \mathcal{E}^{-3+\delta} \to \mathcal{E}^{-1+\delta} \) for all \( 0 < \delta < 1 \), by Proposition 21. With these, we now turn to the proof of Propositions 23, 24, 25 and 26 we stated in the previous section; the key will ultimately be establishing a relation between \( \tilde{\square}_b \) and \( \tilde{\square}_b \) (c.f. (51) and (55) below).
Proof of Proposition 23. First note that $\tilde{\partial}_b: L^2(\tilde{m}_0) \to L^2_{(0,1)}(\tilde{m}_1)$ and $\tilde{\partial}_b: L^2(\tilde{m}_0) \to L^2_{(0,1)}(\tilde{m}_1)$ are identical as operators by definition. In other words, these operators have the same domain of definition, and for $u$ in this common domain,

$$\tilde{\partial}_b u = \tilde{\partial}_b u.$$

By Proposition 17, $\tilde{\partial}_b: L^2(\tilde{m}_0) \to L^2_{(0,1)}(\tilde{m}_1)$ has closed range. Since convergence in $L^2_{(0,1)}(\tilde{m}_1)$ is equivalent to convergence in $L^2_{(0,1)}(\tilde{m}_1)$, it follows that $\tilde{\partial}_b: L^2(\tilde{m}_0) \to L^2_{(0,1)}(\tilde{m}_0)$ has closed range as well, proving the first part of Proposition 23.

To proceed further, we need the following lemma about $\tilde{\partial}_b^*:

**Lemma 27.** For all

$$u \in \text{Dom}[\tilde{\partial}_b]: L^2(\tilde{m}_0) \to L^2_{(0,1)}(\tilde{m}_1)], \quad \alpha \in \text{Dom}[\tilde{\partial}_b^*]: L^2_{(0,1)}(\tilde{m}_1) \to L^2(\tilde{m}_0)],$$

we have

$$(\tilde{\partial}_b u, \alpha)_{\tilde{m}_1} = (u, \tilde{\partial}_b^* \alpha)_{\tilde{m}_0}.$$

Assume this for the moment. Then for all $u \in \text{Dom}[\tilde{\square}_b]: L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)],$ we have

$$(\tilde{\partial}_b u, \tilde{\square}_b u)_{\tilde{m}_0} = (u, \tilde{\square}_b u)_{\tilde{m}_0}.$$}

Thus the kernels of $\tilde{\square}_b: L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)$ and $\tilde{\partial}_b^*: L^2(\tilde{m}_0) \to L^2_{(0,1)}(\tilde{m}_1)$ are identical. Let’s call the common kernel $K$. It is a closed subspace of $L^2(\tilde{m}_0)$ since it is the kernel of a closed linear operator.

Now given $u \in \text{Dom}[\tilde{\square}_b]: L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)]$ with $u$ orthogonal to the kernel of $K$, we have

$$\|u\|_{L^2(\tilde{m}_0)} \leq C\|\tilde{\partial}_b u\|_{L^2_{(0,1)}(\tilde{m}_1)},$$

since $\tilde{\partial}_b: L^2(\tilde{m}_0) \to L^2_{(0,1)}(\tilde{m}_1)$ has closed range. However, the right hand side of this equation is just $C(u, \tilde{\square}_b u)_{\tilde{m}_0}$ by (51), which is bounded by $C\|u\|_{L^2(\tilde{m}_0)}\|\tilde{\square}_b u\|_{L^2(\tilde{m}_0)}$. Thus

$$\|u\|_{L^2(\tilde{m}_0)} \leq C\|\tilde{\square}_b u\|_{L^2(\tilde{m}_0)},$$

which shows that $\tilde{\square}_b: L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)$ has closed range.

It remains to prove Lemma 27. This will follow from the definitions of $\tilde{\partial}_b$ and $\tilde{\partial}_b^*$ on $L^2$, once we prove the following claim: we claim that for any $u \in C^\infty(\tilde{M})$ and any $C^\infty(0,1)$ form $\alpha$ on $\tilde{M}$, we have

$$\tilde{\partial}_b u, \tilde{\partial}_b \alpha)_{\tilde{m}_1} = (u, \tilde{\partial}_b \alpha)_{\tilde{m}_0}.$$

Note that we do not require $u$ nor $\alpha$ to be compactly supported in $\tilde{M}$; otherwise this would follow from the definition of $\tilde{\partial}_b$. To see that (51) is true, first assume in addition that $u$ is compactly supported in $\tilde{M}$. Let $\phi_j$ be a sequence of $C^\infty$ cut-off functions such that it is identically 1 except near $p$, and vanishes identically near $p$. One can pick such a sequence such that both $1 - \phi_j$ and $\tilde{Z}\phi_j \to 0$ in $L^1(\tilde{m}_0)$; then $\phi_j \alpha \to \alpha$ in $L^1_{(0,1)}(\tilde{m}_1)$, and $\tilde{\partial}_b(\phi_j \alpha) = \phi_j \tilde{\partial}_b \alpha + (\tilde{Z}\phi_j)\tilde{\partial}_b \alpha$ in $L^1(\tilde{m}_0)$. Thus from

$$\tilde{\partial}_b u, \tilde{\partial}_b \alpha)_{\tilde{m}_1} = (u, \tilde{\partial}_b(\tilde{\partial}_b \alpha))_{\tilde{m}_0},$$

letting $j \to \infty$, we get the identity (51) in this case as desired.

Next, if both $u$ and $\alpha$ are only $C^\infty$ in $\tilde{M}$, but not necessarily compactly supported in $\tilde{M}$, we note

$$\tilde{\partial}_b(\tilde{\partial}_b \alpha)_{\tilde{m}_1} = (\tilde{\partial}_b u, \tilde{\partial}_b \alpha)_{\tilde{m}_0}$$

by what we have just proved, where $\tilde{\partial}_b$ is the same sequence of cut-offs we have chosen above. Then $\phi_j u \to u$ in $L^1(\tilde{m}_0)$, and $\tilde{\partial}_b(\phi_j u) \to \tilde{\partial}_b u$ in $L^1_{(0,1)}(\tilde{m}_1)$. Thus (51) follows in full generality by letting $j \to \infty$ in the above identity. This completes the proof of Proposition 23.

We remark, for later convenience, that (51) remains true, as long as the following holds:
(i) \( u \in C^1(M) \) with \( u \in L^\infty(M) \), \( \tilde{g}\tilde{b}(\tilde{\nabla}_b u, \tilde{\nabla}_b u) \in L^\infty(M) \), and 
(ii) \( \alpha \in C^1(M) \), with \( \alpha = \pi \sigma \) near \( p \), where \( \langle \tilde{\omega}, \tilde{\omega} \rangle_{\tilde{g}} = 1 \), \( v \in L^\infty \) and \( \tilde{g}(\tilde{\nabla}_b v, \tilde{\nabla}_b v) \in L^\infty \) near \( p \).

This follows directly from the proof above.

Next, to prove Proposition 24, we need to understand, at the level of \( L^2 \), the relation between \( \tilde{N} \) and \( \tilde{N} \), and that between \( \tilde{\Pi} \) and \( \tilde{\Pi} \). In order to do so, we need to first understand the relation between \( \tilde{\partial}_b^* \) and \( \tilde{\partial}_b^* \) on the level of \( L^2 \). That in turn requires an alternative characterization of \( \tilde{\partial}_b^* \) on \( L^2 \), to which we now turn.

**Lemma 28.** \( \alpha \in \text{Dom}[\tilde{\partial}_b^* : L^2_{(0,1)}(\tilde{m}_1) \to L^2(\tilde{m}_0)] \), if and only if there exists a sequence \( \alpha_j \in C^\infty_{(0,1)}(\tilde{M}) \), such that 
\[
\alpha_j \to \alpha \text{ in } L^2_{(0,1)}(\tilde{m}_1), \quad \text{and } \tilde{\partial}_b^* \alpha_j \to u \text{ in } L^2(\tilde{m}_0)
\]
for some \( u \in L^2(\tilde{m}_0) \). In that case \( \tilde{\partial}_b^* \alpha = u \).

**Proof.** By Proposition 17, \( \tilde{\partial}_b^* : L^2_{(0,1)}(\tilde{m}_1) \to L^2(\tilde{m}_0) \) has closed range. Thus one can define a relative solution operator 
\[
\hat{K}^* : L^2(\tilde{m}_0) \to \text{Dom}[\tilde{\partial}_b^*] \subseteq L^2_{(0,1)}(\tilde{m}_1),
\]
such that 
\[
\tilde{\partial}_b^* \hat{K}^* + \tilde{\Pi} = I \quad \text{on } L^2(\tilde{m}_0),
\]
and 
\[
\hat{K}^* \tilde{\partial}_b^* + \tilde{\Pi}_1 = I \quad \text{on } \text{Dom}[\tilde{\partial}_b^*] \subseteq L^2_{(0,1)}(\tilde{m}_1),
\]
where 
\[
\tilde{\Pi}_1 : L^2_{(0,1)}(\tilde{m}_1) \to L^2_{(0,1)}(\tilde{m}_1)
\]
is the orthogonal projection onto the closed subspace of \( L^2_{(0,1)}(\tilde{m}_1) \) given by the kernel of \( \tilde{\partial}_b^* : L^2_{(0,1)}(\tilde{m}_1) \to L^2(\tilde{m}_0) \). It is known by classical theory that \( \hat{K}^* \) and \( \tilde{\Pi}_1 \) are pseudolocal on \( \tilde{M} \). In particular, if \( \alpha \) is in the domain of \( \tilde{\partial}_b^* : L^2_{(0,1)}(\tilde{m}_1) \), then letting \( u_j \) be a sequence of \( C^\infty \) functions on \( \tilde{M} \) that satisfies \( u_j \to \tilde{\partial}_b^* \alpha \in L^2(\tilde{m}_0) \), and \( \beta_j \) be a sequence of \( C^\infty(0,1) \) forms on \( \tilde{M} \) that converges to \( \alpha \) in \( L^2_{(0,1)}(\tilde{m}_1) \), then 
\[
\alpha_j := \hat{K}^* u_j + \tilde{\Pi}_1 \beta_j \in C^\infty_{(0,1)}(\tilde{M})
\]
satisfies 
\[
\alpha_j \to \hat{K}^* \tilde{\partial}_b^* \alpha + \tilde{\Pi}_1 \alpha = (I - \tilde{\Pi}) \alpha + \tilde{\Pi}_1 \alpha = \alpha \quad \text{in } L^2_{(0,1)}(\tilde{m}_1),
\]
and 
\[
\tilde{\partial}_b^* \alpha_j = \tilde{\partial}_b^* \hat{K}^* u_j = (I - \tilde{\Pi}) u_j \to (I - \tilde{\Pi}) \tilde{\partial}_b^* \alpha = \tilde{\partial}_b^* \alpha.
\]
(The last identity uses \( \tilde{\Pi} \tilde{\partial}_b^* \alpha = 0 \) for all \( \alpha \) in the domain of \( \tilde{\partial}_b^* : L^2_{(0,1)}(\tilde{m}_1) \to L^2(\tilde{m}_0) \), which is clear from our definition of \( \tilde{\partial}_b^* \) as the Hilbert space adjoint of \( \tilde{\partial}_b^* \).) This establishes half of our lemma.

The other half of the lemma is easier (and does not rely on \( \tilde{\partial}_b^* \) having closed range in \( L^2 \)): in fact, suppose \( \alpha \in L^2_{(0,1)}(\tilde{M}) \), and suppose there exists a sequence \( \alpha_j \in C^\infty_{(0,1)}(\tilde{M}) \), such that 
\[
\alpha_j \to \alpha \text{ in } L^2_{(0,1)}(\tilde{m}_1), \quad \text{and } \tilde{\partial}_b^* \alpha_j \to u \text{ in } L^2(\tilde{m}_0)
\]
for some \( u \in L^2(\tilde{m}_0) \). Then given any \( U \in \text{Dom}[\tilde{\partial}_b^* : L^2(\tilde{m}_0) \to L^2_{(0,1)}(\tilde{m}_1)] \), we take a sequence \( U_j \in C^\infty(\tilde{M}) \) such that 
\[
U_j \to U \text{ in } L^2(\tilde{m}_0), \quad \text{and } \tilde{\partial}_b^* U_j \to \tilde{\partial}_b^* U \text{ in } L^2_{(0,1)}(\tilde{m}_1).
\]
Now 
\[
(\tilde{\partial}_b^* U_j, \alpha_j)_{\tilde{m}_1} = (U_j, \tilde{\partial}_b^* \alpha_j)_{\tilde{m}_0}
\]

for all $j$, since both $U_j$ and $\alpha_j$ are smooth on $\bar{M}$. Letting $j \to \infty$, we get
\[
(\bar{\partial}_b U, \alpha)_{\bar{m}_1} = (U, u)_{\bar{m}_0}.
\]
Since this is true for all $U$ in the domain of $\bar{\partial}_b : L^2(\bar{m}_0) \to L^2(\hat{m}_0)$, it follows that $\alpha \in \text{Dom}[\partial^*_b : L^2(\hat{m}_1) \to L^2(\hat{m}_0)]$, and $\bar{\partial}_b \alpha = u$. This completes the proof of our lemma. \[\Box\]

**Remark.** The analog of the implication $(\Rightarrow)$ in Lemma 28 for $\bar{\partial}_b^*$ may not be true, because we do not yet pseudolocality of the relative solution operator of $\bar{\partial}_b^*$. This is why we had to define $\bar{\partial}_b^*$ on $L^2$ by density rather than as an $L^2$ adjoint.

Now from the above lemma, and our definition of $\bar{\partial}_b^*$ on $L^2$, we claim the following:

**Lemma 29.** $\bar{\partial}_b^* : L^2(\hat{m}_1) \to L^2(\hat{m}_0)$ and $\bar{\partial}_b^* : L^2(\hat{m}_1) \to L^2(\hat{m}_0)$ have the same domain of definition, and that for $\alpha$ in this common domain of definition, we have
\[
(\partial^*_b \alpha)_{\hat{m}_1} = (\partial^*_b \alpha + g\alpha)_{\hat{m}_0},
\]
where
\[
g\alpha := -|\psi|^2G^2(1 + \chi a)^{-2}[\hat{Z}(\chi a)]i\omega\alpha.
\]

**Proof.** Suppose first $\alpha \in C^\infty(\bar{M})$. Then for $u \in C^\infty(\bar{M})$, we have
\[
(\bar{\partial}_b u, \alpha)_{\bar{m}_1} = (\bar{\partial}_b u, \partial^*_b \alpha)_{\bar{m}_1},
\]
where
\[
\alpha = (\partial^*_b (1 + \chi a)^{-1} u, \alpha)_{\bar{m}_1} + ((1 + \chi a)^{-2}Z(\chi a)u, i\omega\alpha)_{\bar{m}_1}
\]
\[
= ((1 + \chi a)^{-1} u, \bar{\partial}_b \alpha)_{\bar{m}_0} + (u, (1 + \chi a)^{-2}[\hat{Z}(\chi a)]i\omega\alpha)_{\bar{m}_1}
\]
\[
= (u, \bar{\partial}_b \alpha)_{\bar{m}_0} + (u, |\psi|^2G^2(1 + \chi a)^{-2}[\hat{Z}(\chi a)]i\omega\alpha)_{\bar{m}_0}.
\]
(The third equality uses the remark after the proof of Proposition 23). Thus
\[
\bar{\partial}_b^* \alpha = \bar{\partial}_b \alpha - g\alpha.
\]

Next, suppose $\alpha \in \text{Dom}[\bar{\partial}_b^* : L^2(\hat{m}_1) \to L^2(\hat{m}_0)]$. Then there exists a sequence $\alpha_j \in C^\infty(\hat{M}_1)$, such that
\[
\alpha_j \to \alpha \text{ in } L^2(\hat{m}_1), \quad \text{and} \quad \bar{\partial}_b^* \alpha_j \to \bar{\partial}_b^* \alpha \text{ in } L^2(\hat{m}_0).
\]
But by (53),
\[
\bar{\partial}_b \alpha_j = \bar{\partial}_b^* \alpha_j + g\alpha_j
\]
for all $j$, and
\[
g\alpha_j \to g\alpha \text{ in } L^2(\hat{m}_0).
\]
Thus
\[
\bar{\partial}_b \alpha_j \to \bar{\partial}_b^* \alpha + g\alpha
\]
as $j \to \infty$. This proves $\alpha \in \text{Dom}[\bar{\partial}_b^* : L^2(\hat{m}_1) \to L^2(\hat{m}_0)]$, and (52) holds. Similarly one can prove the converse. \[\Box\]

Now by what we have just shown,
\[
\text{Dom}[\square_b : L^2(\hat{m}_0) \to L^2(\hat{m}_0)] = \text{Dom}[\hat{\square}_b : L^2(\hat{m}_0) \to L^2(\hat{m}_0)],
\]
and for $u$ in this common domain of definition,
\[
\square_b u = \hat{\square}_b u + g\hat{\square}_b u.
\]
Thus from (34) and (39), we have
\[
\hat{N} : L^2(\hat{m}_0) \to \text{Dom}(\square_b) \subseteq L^2(\hat{m}_0),
\]
Proof.
By (56), and the invertibility of $\tilde{\Pi}$, we have

$$\tilde{\Pi} = \hat{\Pi} \quad \text{on } L^2(\hat{m}_0),$$

where

$$\hat{\Pi} : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)$$

is defined by

$$\hat{\Pi} u = g \hat{\varphi} b \tilde{\Pi} u \quad \text{for all } u \in L^2(\hat{m}_0).$$

$\hat{\Pi}$ is not a pseudodifferential operator since $g$ is not necessarily smooth across $p$. Nevertheless, we have the following properties of $\hat{\Pi}$ (whose proof we defer towards the end):

**Proposition 30.** $(I + \hat{\Pi})$ is invertible on $L^p(\hat{m}_0)$ for all $p \in (1, \infty)$, and

$$(I + \hat{\Pi})^{-1} : L^p(\hat{m}_0) \to L^p(\hat{m}_0)$$

is a bounded linear operator for all such $p$. Furthermore, $(I + \hat{\Pi})^{-1}$ maps $E^{-1+\delta}$ into itself, and maps $E^{-3+\delta}$ into itself, for all $0 < \delta < 1$.

We can now state the relationship between $\tilde{\Pi}$ and $\hat{\Pi}$, and that between $\tilde{N}$ and $\hat{N}$:

**Lemma 31.** We have

(57) $$\tilde{\Pi} = \hat{\Pi}(I + \hat{\Pi})^{-1} \quad \text{on } L^2(\tilde{m}_0),$$

and

(58) $$\tilde{N} = (I - \hat{\Pi})\tilde{N}(I + \hat{\Pi})^{-1} \quad \text{on } L^2(\tilde{m}_0).$$

**Proof.** By (56), and the invertibility of $I + \hat{\Pi}$ on $L^2(\hat{m}_0)$, we have

(59) $$\Box_b[\tilde{N}(I + \hat{\Pi})^{-1}] + [\tilde{\Pi}(I + \hat{\Pi})^{-1}] = I \quad \text{on } L^2(\tilde{m}_0).$$

Now

$$\text{kernel}(\Box_b : L^2(\hat{m}_0) \to L^2(\hat{m}_0)) = \text{kernel}(\overline{\partial}_b : L^2(\hat{m}_0) \to L^2(\hat{m}_0))$$

$$= \text{kernel}(\overline{\partial}_b : L^2(\hat{m}_0) \to L^2(\hat{m}_0)) = \text{kernel}(\Box_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)).$$

(The first identity is well-known; the second follows from the identity of the operators $\overline{\partial}_b : L^2(\hat{m}_0) \to L^2(\hat{m}_0)$ and $\overline{\partial}_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)$; for the last identity, see argument after (50).) Thus for all $u \in L^2(\hat{m}_0)$, we have

(60) $$[\tilde{\Pi}(I + \hat{\Pi})^{-1}]u \in \text{kernel}(\Box_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)).$$

Furthermore,

(61) $$\Box_b[\tilde{N}(I + \hat{\Pi})^{-1}]u \perp \text{kernel}(\Box_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)) \quad \text{in } L^2(\tilde{m}_0).$$

In fact, if $v \in \text{kernel}(\Box_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0))$, then

$$\langle \Box_b[\tilde{N}(I + \hat{\Pi})^{-1}]u, v \rangle_{\tilde{m}_0} = \langle \overline{\partial}_b[\tilde{N}(I + \hat{\Pi})^{-1}]u, \overline{\partial}_b v \rangle_{\tilde{m}_1} = 0$$

by Lemma 27. Thus by (59), (60) and (61), we have $N(I + \hat{\Pi})^{-1}$ being the orthogonal projection onto $\text{kernel}(\Box_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0))$ in $L^2(\tilde{m}_0)$. (57) follows.

Next, by (57) and (59), we have

(62) $$\Box_b[(I - \tilde{\Pi})\tilde{N}(I + \hat{\Pi})^{-1}] + \tilde{\Pi} = I \quad \text{on } L^2(\tilde{m}_0).$$

Now if $u \in L^2(\tilde{m}_0)$ is in the kernel of $\Box_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)$ in $L^2(\tilde{m}_0)$, then writing $v = [(I - \tilde{\Pi})\tilde{N}(I + \hat{\Pi})^{-1}]u$, we have

$$\Box_b v = 0, \quad v \perp \text{kernel}(\Box_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)) \quad \text{in } L^2(\tilde{m}_0).$$

Thus $v = 0$, i.e. $[(I - \tilde{\Pi})\tilde{N}(I + \hat{\Pi})^{-1}]u = 0 = \tilde{N}u$. 41
On the other hand, if \( u \in L^2(\tilde{m}_0) \) is orthogonal to kernel\( \tilde{\Box}_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0) \) in \( L^2(\tilde{m}_0) \), then writing
\[
\tilde{\Box}_b v = u, \quad \text{and} \quad v \perp \text{kernel}[\tilde{\Box}_b : L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)] \text{ in } L^2(\tilde{m}_0).
\]
Thus by definition of \( \tilde{N} \), we have \( v = \tilde{N} u \), i.e. \( [(I - \tilde{\Pi})\tilde{N}(I + \tilde{R})^{-1}] u = 0 = \tilde{N} u \). Together with what we proved above, \( \Box \) follows.

We are now ready to prove Proposition \( \Box \).

\textbf{Proof of Proposition \( \Box \).} By Proposition \( \Box \)
\[
(I + \tilde{R})^{-1} : L^p(\tilde{m}_0) \to L^p(\tilde{m}_0) \quad \text{for all } p \in (1, \infty).
\]
Also, by \( \Box \) and \( \Box \)
\[
\Pi : L^p(\tilde{m}_0) \to L^p(\tilde{m}_0) \quad \text{for all } p \in (1, \infty),
\]
\[
\tilde{N} : L^{4/3}(\tilde{m}_0) \to L^4(\tilde{m}_0).
\]
Thus by \( \Box \) and \( \Box \),
\[
\Pi : L^p(\tilde{m}_0) \to L^p(\tilde{m}_0) \quad \text{for all } p \in (1, \infty),
\]
\[
\tilde{N} : L^{4/3}(\tilde{m}_0) \to L^4(\tilde{m}_0).
\]
Next, by \( \Box \) and \( \Box \),
\[
\nabla_b \tilde{N} = \nabla_b [I - \Pi(I + \tilde{R})^{-1}] \tilde{N}(I + \tilde{R})^{-1}
\]
Since \( (I + \tilde{R})^{-1} \) preserves \( L^{4/3}(\tilde{m}_0) \), it suffices to show
\[
\nabla_b [I - \Pi(I + \tilde{R})^{-1}] \tilde{N} : L^{4/3}(\tilde{m}_0) \to L^2(\tilde{m}_0).
\]
By \( \Box \),
\[
\nabla_b \tilde{N} : L^{4/3}(\tilde{m}_0) \to L^2(\tilde{m}_0).
\]
Writing
\[
(I + \tilde{R})^{-1} = I - \tilde{R}(I + \tilde{R})^{-1},
\]
we have
\[
(63) \quad \nabla_b \Pi(I + \tilde{R})^{-1} \tilde{N} = \nabla_b \Pi \tilde{N} - \nabla_b \Pi \tilde{R}(I + \tilde{R})^{-1} \tilde{N}.
\]
But by \( \Box \), we can bound the first term of \( \Box \):
\[
\nabla_b \Pi \tilde{N} : L^{4/3}(\tilde{m}_0) \to L^2(\tilde{m}_0).
\]
Finally, by Corollary \( \Box \) applied to \( T_0 = \Pi \), we can write
\[
\nabla_b \Pi = T_0 \nabla_b
\]
for some operators \( T_0 \) of order 0 (note \( \Pi 1 = 0 \)). Thus the second term of \( \Box \) satisfies
\[
\nabla_b \Pi \tilde{R}(I + \tilde{R})^{-1} \tilde{N} = T_0 \nabla_b \Pi \tilde{R}(I + \tilde{R})^{-1} \tilde{N}.
\]
But
\[
\nabla_b \tilde{R} = (\nabla_b g) \tilde{\Box}_b \tilde{N} + g \nabla_b \tilde{\Box}_b \tilde{N} : L^4(\tilde{m}_0) \to L^4(\tilde{m}_0),
\]
(here we use the fact that \( \nabla_b g \in L^\infty \), which one can check), and
\[
(I + \tilde{R})^{-1} \tilde{N} : L^{4/3}(\tilde{m}_0) \to L^4(\tilde{m}_0).
\]
Thus the second term of \( \Box \) maps \( L^{4/3}(\tilde{m}_0) \) into \( L^4(\tilde{m}_0) \subseteq L^2(\tilde{m}_0) \). Altogether,
\[
\nabla_b \tilde{N} : L^{4/3}(\tilde{m}_0) \to L^2(\tilde{m}_0),
\]
as desired.

Finally, the last part of Proposition \( \Box \) is a special case of Proposition \( \Box \) We defer its proof until we prove Proposition \( \Box \).

\[ \Box \]
We note in passing that now we have shown
\[ \tilde{\Pi} = \Pi(I + \tilde{R})^{-1} \quad \text{on} \quad L^{4/3}(\tilde{m}_0), \]
and
\[ \tilde{N} = [I - \tilde{\Pi}(I + \tilde{R})^{-1}]\tilde{N}(I + \tilde{R})^{-1} \quad \text{on} \quad L^{4/3}(\tilde{m}_0) \]
(not just on \( L^2(\tilde{m}_0) \)).

We are now ready to prove Proposition 25.

**Proof of Proposition 25.** Recall that \( \tilde{f} = (1 + \chi a)\psi G \mathcal{I} f = (1 + \chi a)\psi G \mathcal{I} \tilde{\beta} \) by definitions of \( \tilde{f} \) and \( f \). Thus by (46), we have
\[ \tilde{f} = \tilde{\mathcal{I}} b(\psi^{-1} \partial_b \tilde{\beta}) = \tilde{\vartheta}_b(\psi^{-1} \partial_b \tilde{\beta}). \]

Now
\[ \tilde{\beta} = \beta_0 + \beta_1, \quad \beta_0 = \chi \frac{i\pi}{|z|^2 - it}, \quad \beta_1 \in \mathcal{E}^1, \]
where \((z,t)\) is the CR normal coordinate around \( p \). Since
\[ \psi^{-1} = \frac{1}{2\pi(|z|^2 + it)} + \mathcal{E}^2, \]
\[ \tilde{\partial}_b \beta_0 = \frac{|z|^2 + it}{(|z|^2 - it)^2} \tilde{\omega} + \mathcal{E}^2 \tilde{\omega}, \]

we have
\[ \psi^{-1} \tilde{\partial}_b \tilde{\beta} \in \mathcal{E}^{-1} \tilde{\omega}, \]
in fact,
\[ \psi^{-1} \tilde{\partial}_b \tilde{\beta} = \frac{i}{2\pi} \frac{1}{(|z|^2 - it)^2} \frac{1}{\tilde{\omega} + \mathcal{E}^{-2} \tilde{\omega}}. \]

Now let
\[ \tilde{m}_0 = V d\sigma dt \quad \text{in} \quad B_{\tilde{m}_0}(p), \]
so that
\[ V = 1 + \mathcal{E}^2. \]

Let
\[ \gamma_0 = 2\pi i \chi V^{-1} \psi^{-2} \in \mathcal{E}^{-1}. \]

Then
\[ \gamma_0 = \chi \frac{i}{2\pi} (1 + \mathcal{E}^2) \left[ \frac{1}{(|z|^2 - it)^2} + \mathcal{E}^0 \right] = \chi \frac{i}{2\pi} \frac{1}{|z|^2 - it} + \mathcal{E}^{-2}. \]

Thus \( \psi^{-1} \tilde{\partial}_b \tilde{\beta} \) matches \( \gamma_0 \tilde{\omega} \) up to \( \mathcal{E}^{-2} \). This motivates us to write
\[ \tilde{f} = \tilde{\partial}_b \alpha + \tilde{\vartheta}_b(\gamma_0 \tilde{\omega}) \]
where
\[ \alpha := \psi^{-1} \tilde{\partial}_b \tilde{\beta} - \gamma_0 \tilde{\omega} \in \mathcal{E}^{-2}. \]

We will show separately that
\[ \tilde{\Pi}(\tilde{\partial}_b \alpha) = 0 \]
and
\[ \tilde{\Pi}[\tilde{\vartheta}_b(\gamma_0 \tilde{\omega})] = 0. \]

If both of these are true, then
\[ \tilde{\Pi} \tilde{f} = 0 \]
as desired.
First we show (66). Note \( \tilde{v}_b \alpha \in \mathcal{E}^{-3} \subseteq L^p(\tilde{m}_0) \) for all \( 1 < p < 4/3 \). Thus we can pick a sequence of cut-off functions \( \phi_j \), with each \( \phi_j \) identically equal to 1 away from \( p \), and equal to zero near \( p \), such that
\[
\phi_j \tilde{v}_b \alpha \to \tilde{v}_b \alpha \quad \text{in } L^p(\tilde{m}_0).
\]

Now
\[
\phi_j \tilde{v}_b \alpha = \tilde{v}_b (\phi_j) \alpha + O((\nabla_b \phi_j) \alpha)
\]
and \( \alpha \in L^{p^*}(\tilde{m}_0) \) where \( 1/p^* = 1/p - 1/4 \). We may thus choose \( \phi_j \) so that
\[
O((\nabla_b \phi_j) \alpha) \to 0 \quad \text{in } L^p(\tilde{m}_0)
\]
as well, and then
\[
\tilde{v}_b (\phi_j) \alpha \to \tilde{v}_b \alpha \quad \text{in } L^p(\tilde{m}_0).
\]

It follows by continuity of \( \tilde{\Pi} \) on \( L^p(\tilde{m}_0) \) that
\[
\tilde{\Pi} \tilde{v}_b (\phi_j) \alpha \to \tilde{\Pi} \tilde{v}_b \alpha \quad \text{in } L^p(\tilde{m}_0).
\]

But
\[
\tilde{\Pi} \tilde{v}_b (\phi_j) \alpha = \tilde{\Pi} \tilde{\partial}_b^* (\phi_j) \alpha = 0
\]
for all \( j \), since \( \phi_j \) is smooth on \( \tilde{M} \), and is in \( L^2(\tilde{m}_1) \). Hence (66) follows.

Next, we to prove (67), let \( Z \) be the adjoint of \( \tilde{Z} \) under \( L^2(dz d\pi dt) \). Then since
\[
\tilde{Z} = \frac{\partial}{\partial Z} + iZ \frac{\partial}{\partial t} + O4 \frac{\partial}{\partial Z} + O5 \frac{\partial}{\partial t},
\]
we have
\[
Z = -\tilde{Z} + s, \quad s \in \mathcal{O} 3.
\]

Now
\[
\tilde{v}_b (\gamma_0 \tilde{\omega}) = V^{-1} Z (\gamma_0 V) = V^{-1} (-\tilde{Z} + s) (2 \pi i \chi \tilde{\omega}^{-2}) = 2 \pi i V^{-1} [- (\tilde{Z} \chi) + s \chi |\tilde{\omega}^{-2}.
\]

Here we used \( \tilde{Z} \tilde{\omega} = 0 \), which holds by construction of \( \psi \). Near \( p \) we have \( \chi = 1 \), and so there
\[
\tilde{v}_b (\gamma_0 \tilde{\omega}) = 2 \pi i V^{-1} O3 \tilde{\omega}^{-2}.
\]

In particular,
\[
\tilde{v}_b (\gamma_0 \tilde{\omega}) \in \mathcal{E}^{-1} \subseteq L^2(\tilde{m}_0).
\]

To compute \( \tilde{\Pi}[\tilde{v}_b (\gamma_0 \tilde{\omega})] \), note that for any \( 1 < p < 4/3 \),
\[
\tilde{v}_b [2 \pi i \chi V^{-1} \tilde{\omega}^{-1} (\psi + \delta)^{-1} \tilde{\omega}] \to \tilde{v}_b (\gamma_0 \tilde{\omega}) \quad \text{in } L^p(\tilde{m}_0) \quad \text{as } \delta \to 0.
\]

In fact,
\[
\tilde{v}_b [2 \pi i \chi V^{-1} \tilde{\omega}^{-1} (\psi + \delta)^{-1} \tilde{\omega}] = 2 \pi i V^{-1} (-\tilde{Z} + s) [\chi \tilde{\omega}^{-1} (\psi + \delta)^{-1}]
\]
\[
= 2 \pi i V^{-1} [- (\tilde{Z} \chi) + s \chi |\tilde{\omega}^{-2} (\psi + \delta)^{-1}.
\]

(69) then follows by comparing this with the corresponding expression for \( \tilde{v}_b (\gamma_0 \tilde{\omega}) \), since now \( V^{-1} \in L^\infty \),
\[-(\tilde{Z} \chi) + s \chi \in \mathcal{E}^3, \quad \text{and}
\]
\[
|\tilde{\omega}^{-1} (\psi + \delta)^{-1} - \tilde{\omega}^{-2}| \leq C\delta \rho^{-6}.
\]

From (69), it follows that
\[
\tilde{\Pi} \tilde{v}_b [2 \pi i \chi V^{-1} \tilde{\omega}^{-1} (\psi + \delta)^{-1} \tilde{\omega}] \to \tilde{\Pi} \tilde{v}_b (\gamma_0 \tilde{\omega}) \quad \text{in } L^p(\tilde{m}_0) \quad \text{as } \delta \to 0.
\]

But
\[
2 \pi i \chi V^{-1} \tilde{\omega}^{-1} (\psi + \delta)^{-1} \tilde{\omega} \in \mathcal{E}^{-2} \subseteq L^p_{(0,1)}(\tilde{m}_0)
\]
for all \( \delta > 0 \). In particular,
\[
\tilde{\Pi} \tilde{v}_b [2 \pi i \chi V^{-1} \tilde{\omega}^{-1} (\psi + \delta)^{-1} \tilde{\omega}] = 0.
\]

Thus (67) follows, and we are done. \( \square \)

We can also prove Proposition 20.
Proof of Proposition 26. This follows from [63, Proposition 21] and Proposition 30. □

It remains to prove Proposition 30. To prove the first part of Proposition 30, we first claim that $\widehat{\partial_b} \widehat{N}$ is bounded from $L^2(\tilde{m}_0)$ to $L^2_{(0,1)}(\tilde{m}_1)$ uniformly in $\varepsilon_0$. In fact, note that $\tilde{m}_0$ is defined independent of $\varepsilon_0$, and $\tilde{m}_1$ remains comparable to each other as $\varepsilon_0$ varies. So the operator $\widehat{\partial_b}: L^2(\tilde{m}_0) \to L^2(\tilde{m}_1)$ is independent of $\varepsilon_0$ (in particular, so is its kernel). Suppose now $u$ is a function in $L^2(\tilde{m}_0)$ that is orthogonal to the kernel of $\widehat{\partial_b}: L^2(\tilde{m}_0) \to L^2(\tilde{m}_1)$. (This is a condition independent of $\varepsilon_0$.) We then have

$$\|u\|_{L^2(\tilde{m}_0)} \leq C\|\widehat{\partial_b}u\|_{L^2_{(0,1)}(\tilde{m}_1)}.$$  

The constant $C$ can be chosen independent of $\varepsilon_0$. It follows that for such $u$,

$$\|u\|_{L^2(\tilde{m}_0)} \leq C\|\widehat{\partial_b}u\|_{L^2(\tilde{m}_0)}$$  

with $C$ independent of $\varepsilon_0$. Now take $u = \hat{N}v$ for $v \in L^2(\tilde{m}_0)$. Then

$$\|\hat{N}v\|_{L^2(\tilde{m}_0)} \leq C^2\|v\|_{L^2(\tilde{m}_0)}.$$  

Thus

$$\|\widehat{\partial_b} \hat{N}v\|_{L^2_{(0,1)}(\tilde{m}_1)}^2 = \langle \widehat{\partial_b} \hat{N}v, \widehat{\partial_b} \hat{N}v \rangle_{\tilde{m}_1}$$  

$$= \langle \hat{N}v, \widehat{\partial_b} \hat{N}v \rangle_{\tilde{m}_0}$$  

$$= \langle \hat{N}v, (I - \hat{\Pi})v \rangle_{\tilde{m}_0}$$  

$$\leq C^2\|v\|_{L^2(\tilde{m}_0)}\|(I - \hat{\Pi})v\|_{L^2(\tilde{m}_0)}$$  

$$\leq C^2\|v\|_{L^2(\tilde{m}_0)}^2.$$  

This is true for all $v \in L^2(\tilde{m}_0)$ with constant $C$ independent of $\varepsilon_0$. Hence the claim.

Recall now $\hat{R} = g\partial_b \hat{N}$. It now follows that

$$(70) \quad \|\hat{R}\|_{L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)} \leq C\varepsilon_0 \leq \frac{1}{2}$$

if $\varepsilon_0$ is sufficiently small. We fix from now on such $\varepsilon_0$. Then we can invert $I + \hat{R}$ on $L^2$ by a Neumann series: if $f \in L^2(\tilde{m}_0)$, then

$$(I - \hat{R} + \hat{R}^2 - \hat{R}^3 + \ldots) f$$

converges in $L^2(\tilde{m}_0)$, and $I + \hat{R}$ of this limit is $f$. It follows that

$$(I + \hat{R})^{-1} = I - \hat{R} + \hat{R}^2 - \hat{R}^3 + \ldots$$

when acting on functions in $L^2(\tilde{m}_0)$. In particular, we have both

$$(71) \quad (I + \hat{R})^{-1} = I - \hat{R} + (I + \hat{R})^{-1}\hat{R}^2$$

and

$$(72) \quad (I + \hat{R})^{-1} = I - \hat{R} + \hat{R}^2(I + \hat{R})^{-1}$$

when acting on $L^2(\tilde{m}_0)$. Now we extend $(I + \hat{R})^{-1}$ to $L^p(\tilde{m}_0)$ for all $p \in (1, \infty)$: we divide into 2 cases.

**Case 1:** $1 < p < 2$. Then the right hand side of $(71)$ extends to a bounded linear operator $L^p(\tilde{m}_0) \to L^p(\tilde{m}_0)$, since

$$\hat{R}^2: L^p(\tilde{m}_0) \to L^2(\tilde{m}_0)$$

and

$$(I + \hat{R})^{-1}: L^2(\tilde{m}_0) \to L^2(\tilde{m}_0) \to L^p(\tilde{m}_0).$$

Thus $I + \hat{R}$ is invertible on $L^p(\tilde{m}_0)$ in this case.

**Case 2:** $2 < p < \infty$. Then the right hand side of $(72)$ extends to a bounded linear operator $L^p(\tilde{m}_0) \to L^p(\tilde{m}_0)$, since $L^p(\tilde{m}_0) \hookrightarrow L^2(\tilde{m}_0)$,

$$(I + \hat{R})^{-1}: L^2(\tilde{m}_0) \to L^2(\tilde{m}_0)$$

and

$$(I + \hat{R})^{-1}: L^p(\tilde{m}_0) \to L^p(\tilde{m}_0).$$
and
\[ \hat{R}^2: L^2(\tilde{m}_0) \to L^p(\tilde{m}_0). \]
Thus \( I + \hat{R} \) is invertible on \( L^p(\tilde{m}_0) \) in this case as well.

Thus \( I + \hat{R} \) is invertible on \( L^p(\tilde{m}_0) \) for all \( p \in (1, \infty) \), and \( (I + \hat{R})^{-1} \) is a bounded linear operator on \( L^p(\tilde{m}_0) \) for all such \( p \). This proves the first part of Proposition 30. (Note, on the other hand, that the above argument does not claim uniformity of the norm, nor kernel estimates, of \( \hat{b} \hat{N} \) as an operator from \( L^p(\tilde{m}_0) \) to itself as \( \varepsilon_0 \) varies. This is ok since \( \varepsilon_0 \) has been fixed already. In what follows, all kernel estimates, cancellation conditions, etc all depend on this fixed \( \varepsilon_0 \).

The second part of Proposition 30 is the analog of Theorem 3.1 in [21]. First, we have the following lemma:

**Lemma 32.** For every positive integer \( k \), there exists a constant \( C_k \) such that
\[ \hat{b}^k \nabla_b^k \hat{R}^{2k}: L^\infty \to L^\infty \]
is bounded with norm \( \leq C_k \).

Now let’s assume the lemma, and prove the second part of Proposition 30. Let’s write \( (I + \hat{R})_{L^p}^{-1} \) for the inverse of \( I + \hat{R} \) on \( L^p(\tilde{m}_0) \). Then for all \( 1 < p < \infty \) and all positive integers \( k \),
\[ (I + \hat{R})_{L^p}^{-1} = [I - \hat{R} + \hat{R}^2 - \cdots - \hat{R}^{2k+3}] + \hat{R}^{2k} \hat{R}^4 (I + \hat{R})_{L^p}^{-1}. \]
Now suppose \( f \in \mathcal{E}^{-\delta} \) for some \( 0 < \delta < 4 \). Then \( f \in L^p(\tilde{m}_0) \) for some \( 1 < p < \infty \), so we can apply the above identity. But on the right hand side,
\[ \hat{R}^{4} (I + \hat{R})_{L^p}^{-1} f \in L^\infty, \]
because \( (I + \hat{R})_{L^p}^{-1} f \in L^p \), and \( \hat{R}^4: L^p \to L^\infty \) for all \( 1 < p < \infty \). (Remember \( \hat{R}: L^p \to L^p \) if \( 1 < p < 4 \), \( 1/p^* = 1/p - 1/4 \), and \( \hat{R}: L^4 \to L^q \) for any \( q < \infty \); also \( \hat{R}: L^p \to L^\infty \) if \( 4 < p < \infty \).) Hence by Lemma 32,
\[ |\nabla^k_b \hat{R}^2 \hat{R}^4 (I + \hat{R})_{L^p}^{-1} f| \lesssim_k \hat{b}^{-k} \lesssim \hat{b}^{-(k+\delta)}. \]
But we also have
\[ |\nabla^k_b (I - \hat{R} + \hat{R}^2 - \cdots - \hat{R}^{2k+3}) f| \lesssim_k \hat{b}^{-(k+\delta)}, \]
since at the very least, \( \hat{R}: \mathcal{E}^{-\delta} \to \mathcal{E}^{-\delta} \). Thus
\[ |\nabla^k_b (I + \hat{R})_{L^p}^{-1} f| \lesssim_k \hat{b}^{-(k+\delta)}, \]
and since this is true for all \( k \), we see that
\[ (I + \hat{R})_{L^p}^{-1} f \in \mathcal{E}^{-\delta}. \]
This completes the proof of Proposition 30.

It remains to prove Lemma 32. To do so, we need a couple lemmas:

**Lemma 33.** If \( g \in \mathcal{E}^1 \) and \( T_{-1} \in \Psi^{-1}_{D}(\tilde{M}) \), then
\[ \nabla_b (g T_{-1})^2: L^\infty \to L^\infty. \]

**Proof.** This is because \( T_{-1}: L^\infty \to NL^{1,p} \) for all \( p < \infty \), where \( NL^{1,p} \) is the non-isotropic Sobolev spaces consisting of functions \( F \) on \( \tilde{M} \) for which both \( \nabla_b F \in L^p \). Also, multiplication by \( g \) preserves \( NL^{1,p} \). Then \( \nabla_b (g T_{-1}): NL^{1,p} \to NL^{1,p} \), which embeds back into \( L^\infty \).

Next, we need a number of commutation relations:

**Lemma 34.** If \( T_{-1} \in \Psi^{-1}_{D}(\tilde{M}) \), then
\[ \nabla_b T_{-1} = T'_{-1} \nabla_b + T_{-\infty} \]
for some other \( T'_{-1} \in \Psi^{-1}_{D}(\tilde{M}) \), and some \( T_{-\infty} \in \Psi^{-\infty}_{D}(\tilde{M}) \).
Proof. This follows from Corollary 16.

Also, if $\eta \in C^\infty$ in a neighborhood of $p$ and $k \in \mathbb{N}$, we say that $\eta$ vanishes to non-isotropic order at least $k$ at $p$, if

$$|\eta(x)| \lesssim \hat{d}(p,x)^k$$

for all $x \in \hat{M}$, where $\hat{d}$ is the metric on $\hat{M}$ induced by $\hat{\theta}$. Equivalently, we could replace $\hat{d}$ above by the quasi-distance $d$ on $M$ determined by the contact distribution $\mathcal{D}$, since $d$ and $\hat{d}$ are comparable. If a function is $C^\infty$ near $p$, then it vanishes to non-isotropic order at least 1 at $p$, if and only if it vanishes at $p$; and it vanishes to non-isotropic order at least 2 at $p$, if and only if both the function and its subelliptic gradient vanishes at $p$. Alternatively, if we choose a coordinate system near $p$ such that the coordinates of $p$ is $(0,0,0)$ and $\mathcal{D}$ is spanned by $\frac{\partial}{\partial x^1}$ and $\frac{\partial}{\partial x^2}$ at $p$, then a function $\eta$ on $\hat{M}$ vanishes to non-isotropic order at least 2 at $p$, if and only if there exists $C^\infty$ functions $h_{11}, h_{12}, h_{22}$ and $h_3$ in a sufficiently small neighborhood $U$ of $p$ such that

$$\eta(x) = \sum_{1 \leq i \leq j \leq 2} h_{ij}(x)x^i x^j + h_3(x) x^3$$

for all $x \in U$. We denote the set of all $C^\infty(\hat{M})$ functions that vanishes to non-isotropic order at least $k$ at $p$ by $O_p^k$.

Lemma 35. If $\eta_1 \in O_p^1$, and $T_{-1} \in \Psi^{-1}_\mathcal{D}(\hat{M})$, then

$$[\eta_1, T_{-1}] = T_{-2}$$

for some other $T_{-2} \in \Psi^{-2}_\mathcal{D}(\hat{M})$.

Proof. This is a consequence of Theorem 13 in fact this holds without having to assume that $\eta_1$ vanishes at $p$.

Lemma 36. If $\eta_2 \in O_p^2$, and $T_{-1} \in \Psi^{-1}_\mathcal{D}(\hat{M})$, then

$$[\eta_2, T_{-1}] = \eta_1 T_{-2} + T_{-3}$$

for some $\eta_1 \in O_p^1$, $T_{-2} \in \Psi^{-2}_\mathcal{D}(\hat{M})$, and $T_{-3} \in \Psi^{-3}_\mathcal{D}(\hat{M})$.

Proof. Let $U$ be a sufficiently small open neighborhood of $p$, so that we can choose a frame $\hat{X}_1, \hat{X}_2, \hat{X}_3$ of $TM$ on $U$, with $\hat{X}_1$ and $\hat{X}_2$ spanning $\mathcal{D}$ on $U$. Choose a coordinate system on $U$ such that the coordinates of $p$ is $(0,0,0)$, and

$$\hat{X}_i = \sum_{j=1}^3 A^j_i(x) \frac{\partial}{\partial x^j} \text{ on } U,$$

with $A^j_i(0) = \delta^j_i$ for $1 \leq i, j \leq 3$. Now suppose $\eta_2 \in O_p^2$ is compactly supported in $U$. Let $\chi_0 \in C^\infty_c(U)$ be identically 1 on the support of $\eta_2$. Then $\eta_2 = \chi_0 \eta_2$ can be decomposed on $\hat{M}$ as

$$\eta_2(x) = \sum_{1 \leq i \leq j \leq 2} \chi_0(x) h_{ij}(x)x^i x^j + \chi_0(x) h_3(x)x^3$$

for some $h_{11}, h_{12}, h_{22}, h_3 \in C^\infty(U)$. To study $[\eta_2, T_{-1}]$ where $T_{-1} \in \Psi^{-1}_\mathcal{D}(\hat{M})$, it suffices to study the commutator of each piece of $\eta_2$ with $T_{-1}$. But

$$[\eta_1 \eta'_1, T_{-1}] = \eta_1 [\eta'_1, T_{-1}] + \eta'_1 [\eta_1, T_{-1}] + [[\eta_1, T_{-1}], \eta'_1]$$

is of the form $O_p^1 T_{-2} + T_{-3}$, where $T_{-2} \in \Psi^{-2}_\mathcal{D}(\hat{M})$ and $T_{-3} \in \Psi^{-3}_\mathcal{D}(\hat{M})$; we will show that the same is true for $[h x^3, T_{-1}]$, if $h \in C^\infty_c(U)$.

Indeed, let $\chi \in C^\infty_c(U)$ be identically 1 on the support of $h$, and $\hat{\chi} \in C^\infty_c(U)$ be identically 1 on the support of $\chi$. Then

$$[h x^3, T_{-1}] = [h x^3, T_{-1} \chi] \pmod{\Psi^{-\infty}_\mathcal{D}(\hat{M})}$$
since $[hx^3, T_{-1}(1 - \chi)] = hx^3 T_{-1}(1 - \chi) - T_{-1}hx^3(1 - \chi) = hx^3 T_{-1}(1 - \chi) \in \Psi^{-\infty}_D(\hat{M})$. Furthermore,

$$[hx^3, T_{-1} \chi] = \tilde{\chi}[hx^3, T_{-1} \chi] \pmod{\Psi^{-\infty}_D(\hat{M})},$$

since $(1 - \tilde{\chi})[hx^3, T_{-1} \chi] = (1 - \tilde{\chi})hx^3 T_{-1} \chi - (1 - \tilde{\chi})T_{-1} \chi hx^3 = -(1 - \tilde{\chi})T_{-1} \chi hx^3 \in \Psi^{-\infty}_D(\hat{M})$. Now

$$\tilde{\chi}[hx^3, T_{-1} \chi] = \tilde{\chi}[x^3, T_{-1} \chi]h + \tilde{\chi}x^3[h, T_{-1} \chi],$$

the second term being of the form $O_p T_{-2}$ already. We will analyse the first term by writing down its integral kernel. To do so, we define

$$\Theta_0(x, y) = L_x(x - y)$$

on $U \times U$ using the coefficients $(A_i^j(x))$ as in Section 3, i.e. we let the $k$-th coordinate of $\Theta_0(x, y)$ be $\Theta_0(x, y)^k = \sum_{j=1}^3 B_j^k(x)(x^j - y^j)$ for $k = 1, 2, 3$, where $(B_j^k(x))$ is the inverse matrix of $(A_i^j(x))$. Then the quasi-distance $d$ determined by $\tilde{D}$ is given on $U$ by

$$d(x, y) \simeq |x - y| + |\Theta_0(x, y)|^{1/2},$$

and by Theorem 5 there exists a kernel $k_0(x, u)$, satisfying

$$|\partial^I_x \partial^J_u k_0(x, u)| \lesssim_I \tilde{\gamma}, M \|u\|^{-3-\|\gamma\|^{-M}}$$

for all multiindices $\gamma$, $I$, and all $M \geq 0$, such that for any $f \in C_c(\hat{U})$ and any $x \in U$, we have

$$T_{-1}f(x) = \int_U f(y)k_0(x, \Theta_0(x, y))dy.$$

It follows that the integral kernel of $\tilde{\chi}[x^3, T_{-1} \chi]h$ is

$$\tilde{\chi}(x)(x^3 - y^3)k_0(x, \Theta_0(x, y))\chi(y)h(y).$$

Writing

$$x^3 - y^3 = \sum_{i=1}^3 A_i^3(x)\Theta_0(x, y)^i,$$

we see that the integral kernel of $\tilde{\chi}[x^3, T_{-1} \chi]h$ is

$$\sum_{i=1}^3 \tilde{\chi}(x)A_i^3(x)\Theta_0(x, y)^i k_0(x, \Theta_0(x, y))\chi(y)h(y).$$

By Theorem 8 again, the term $i = 3$ is the integral kernel of an operator in $\Psi^{-3}_D(\hat{M})$; on the other hand, since $A_i^3(0) = 0$ for $i = 1, 2$, we see that the terms $i = 1, 2$ are the integral kernels of an operator in $O_p^1 \Psi^{-2}_D(\hat{M})$.

Thus altogether, we have shown that $[hx^3, T_{-1}]$ is of the form $O_p T_{-2} + T_{-3}$, with $T_{-2} \in \Psi^{-2}_D(\hat{M})$ and $T_{-3} \in \Psi^{-3}_D(\hat{M})$, as desired.

Finally, we return to the general case, where $\eta_2 \in O_p^2$, but is not necessarily supported in $U$. We just have to fix a relatively compact open subset $U_0$ of $U$, and note that every $\eta_2 \in O_p^2$ can be written as the sum of two parts, one identically zero on $U_0$, another supported only in $U$; we have already seen that the commutator of the latter with $T_{-1}$ is of the desired form, so it remains to show that if $\eta \in C_c(\hat{M})$ vanishes identically on $U_0$, then $[\eta, T_{-1}]$ is of the desired form. To do so, let $\chi \in C_c(\hat{U})$ such that $\chi \equiv 1$ near $p$; note that the supports of $\eta$ and $\chi$ are disjoint. Then

$$[\eta, T_{-1}] = (1 - \chi)[\eta, T_{-1}] \pmod{\Psi^{-\infty}_D(\hat{M})},$$

since $\chi[\eta, T_{-1}] = \chi T_{-1} - T_{-1} \eta = -\chi T_{-1} \eta \in \Psi^{-\infty}_D(\hat{M})$. But $1 - \chi \in O_p^1$, and $[\eta, T_{-1}] \in \Psi^{-2}_D(\hat{M})$. As a result, $[\eta, T_{-1}]$ has the form $O_p T_{-2} + T_{-3}$, as desired.

We now return to the proof of Lemma 32. Using the commutator relations as Lemma 34, 35 and 36, we have

$$\eta_1 \tilde{\nabla}_b T_{-1} = T_{-1}' \eta_1 \tilde{\nabla}_b + T_{-1}''$$

$$\eta_2 \tilde{\nabla}_b^2 T_{-1} = T_{-1}'' \eta_2 \tilde{\nabla}_b^2 + T_{-1}'''$$
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As a result, if \( g \in \mathcal{E}^1 \), then
\[
(\eta \hat{\nabla}_b)(gT_{-1}) = (gT'_{-1})(\eta \hat{\nabla}_b) + g''T''_{-1}
\]
(73)
\[
(\eta^2 \hat{\nabla}_b^2)(gT_{-1}) = (gT'_{-1})(\eta^2 \hat{\nabla}_b^2) + (g''T''_{-1})(\eta \hat{\nabla}_b) + (g'''T'''_{-1})
\]
(74)
for some functions \( g'', g''' \in \mathcal{E}^1 \).

Using these, one can proceed as follows:

Proof of Lemma 22. Recall \( \hat{R} = gT_{-1} \) for some \( g \in \mathcal{E}^1 \) and \( T_{-1} \in \Psi^{-1}(\hat{M}) \). Let \( f \in L^\infty(\hat{M}) \). We will bound \( |\hat{\rho}(q)^k \hat{\nabla}_b^k(gT_{-1})^2k f(q)| \), uniformly for \( q \in \hat{M} \). If \( q \in \hat{M} \), either \( \hat{\rho}(q) \simeq |\eta_1(q)| \) for some \( \eta_1 \in O^1_p \), or \( \hat{\rho}(q) \simeq |\eta_2(q)|^{1/2} \) for some \( \eta_2 \in O^2_p \).

Case 1: \( \hat{\rho}(q) \simeq |\eta_1(q)| \) for some \( \eta_1 \in O^1_p \). Then we rewrite \( \eta_1^k \hat{\nabla}_b^k(gT_{-1})^2k \) by first commuting the \( \eta_1 \)'s through the \( \hat{\nabla}_b \)'s to form blocks of \( \eta_1 \hat{\nabla}_b \), and then commute \( \eta_1 \hat{\nabla}_b \) through the \( gT_{-1} \)'s using (73). We obtain
\[
\eta_1^k \hat{\nabla}_b^k(gT_{-1})^2k = (\eta_1 \hat{\nabla}_b(gT_{-1})^2)^k + \text{better errors}
\]
so in this case, if \( f \in L^\infty \), then by Lemma 33
\[
|\hat{\rho}^k(q) \hat{\nabla}_b^k(gT_{-1})^2k f(q)| \leq C.
\]

Case 2: \( \hat{\rho} \simeq |\eta_2|^1/2 \) for some \( \eta_1 \in O^2_p \). If \( k \) is even, write \( k = 2\ell \), and bound \( \eta_2^k \hat{\nabla}_b^k \hat{R}^{2k} \) by writing it as
\[
\eta_2^k \hat{\nabla}_b^k(gT_{-1})^{2k} = (\eta_2 \hat{\nabla}_b^2(gT_{-1})^4)^\ell + \text{better errors}
\]
\[= (\hat{\nabla}_b(gT_{-1})^2)^2 \eta_2 \hat{\nabla}_b(gT_{-1})^2)^\ell + \text{better errors}.
\]
Here we have rewritten \( \eta_2^k \hat{\nabla}_b^k(gT_{-1})^{2k} \) by first commuting the \( \eta_2 \)'s through the \( \hat{\nabla}_b \)'s to form blocks of \( \eta_2 \hat{\nabla}_b^2 \), and then commute \( \eta_2 \hat{\nabla}_b^2 \) through the \( gT_{-1} \)'s using (74). Similarly, if \( k \) is odd, write \( k = 2\ell + 1 \), and bound \( \eta_2^k \hat{\nabla}_b^k \hat{R}^{2k} \) by writing it as
\[
\eta_2^k \hat{\nabla}_b^k(gT_{-1})^{2k} = \hat{\nabla}_b(gT_{-1})^2(\eta_2 \hat{\nabla}_b^2(gT_{-1})^4)^\ell + \text{better errors}
\]
\[= \hat{\nabla}_b(gT_{-1})^2(\hat{\nabla}_b(gT_{-1})^2)^2 \eta_2 \hat{\nabla}_b(gT_{-1})^2)^\ell + \text{better errors}.
\]
For either parity of \( k \), if \( f \in L^\infty \), then by Lemma 33
\[
|\hat{\rho}^k(q) \hat{\nabla}_b^k(gT_{-1})^{2k} f(q)| \leq C.
\]
This completes the proof of Lemma 22.
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