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Abstract—Power system transient stability has been translated into a Lyapunov stability problem of the post-disturbance equilibrium for decades. Despite substantial results, conventional theories suffer from the stringent requirement of knowing the postdisturbance equilibrium a priori. In contrast, the wisdom from practice, which certifies stability by only the observation of converging frequencies and voltages, seems to provide an equilibrium-independent approach. Here, we formulate empirical wisdom by the concept of augmented synchronization and aim to bridge such a theory–practice gap. First, we derive conditions under which the convergence to augmented synchronization implies the convergence to the equilibrium set, laying the first theoretical foundation for empirical wisdom. Then, we reveal from what initial values the power system can achieve augmented synchronization. Our results open the possibility of an equilibrium-independent power system stability analytic that redefines the nominal motion as augmented synchronization rather than a certain equilibrium. Single-machine examples and the IEEE 9-bus system verify our results and illustrate promising implications.

Index Terms—AS-detectability, augmented synchronization, power system transient stability, region of attraction (RoA).

I. INTRODUCTION

TRANSIENT stability underlies functional operations of modern power grids, which usually span thousands of kilometers in open land and always suffer from various types of disturbances. It refers to the ability of a power system, for a given initial operating condition, to regain a (new) state of operating equilibrium after being subjected to a large disturbance such as short-circuit faults and sudden large load changes [1]. Although this descriptive definition covers the essence of transient stability, its interpretation diverges for theorists and engineering practitioners.

Theoretically, transient stability has been translated into the equilibrium stability problem in the sense of Lyapunov for decades [2]. Under this framework, a set of ordinary differential equations (ODEs) or differential algebraic equations (DAEs) are used to describe the postdisturbance dynamics of a power system [1]. Theorists are interested in whether a postdisturbance equilibrium is Lyapunov asymptotically stable, and if so, what is the region of attraction (RoA), i.e., from which initial point the system solution can converge to this equilibrium. This idea has led to the so-called direct methods that are based on Lyapunov functions or energy functions [3, 4, 5, 6] and can directly assess transient stability without time-consuming simulations. Despite substantial results, such theories assume that the postdisturbance equilibrium is known a priori. However, disturbances such as line tripping will alter the system dynamics, and hence, the postdisturbance equilibrium generally differs from the predisturbance one. Obtaining this new equilibrium in advance can be quite difficult in practice since it requires solving a huge set of nonlinear equations and multiple solutions may exist. The requirement of prior knowledge of the postdisturbance equilibrium can be even unrealistic when the postdisturbance equilibrium depends on initial points. In some cases, system trajectories may converge to an equilibrium set, but none of the equilibria is asymptotically stable, and hence, conventional direct methods fail. Indeed, taking a single stable equilibrium as the subject greatly restricts the capability of conventional transient stability theories. A rudimentary example will be shown in Section V, where these challenging issues can arise simply from interactions among subsystems.

Fortunately, power system engineering practitioners have already found an intuitive and effective way to circumvent the aforementioned dilemma. Instead of an equilibrium-dependent stability concept, they often interpret and assess transient stability differently. After a large disturbance, if all frequencies synchronize to around the nominal value (50 or 60 Hz), and all
voltages converge to steady-state values within a certain safety region, then the power system will be regarded to successfully regain an operating point and, hence, is transiently stable. This practical criterion demands no information on the postdisturbance equilibrium but only the observation of converging frequencies and voltages. This feature is appealing in practice as it is impossible to monitor all state variables while the measurement of frequencies and voltages are often easy to obtain [7]. Although this empirical wisdom works well, one intriguing and important question remains: Does the convergence of only frequencies and voltages guarantee the convergence of all states? After all, it is the latter, not the former, that the transient stability actually concerns.

A mismatch between “demand” and “supply” of theories exists as well. Although equilibrium-independent transient stability analytics has been advocated in the power system community for decades, which, to the best of our knowledge, dates back to the pioneering work by Willems in 1974 [8], the progress seems stagnant. Despite several mathematical concepts beyond Lyapunov stability have been proposed, e.g., partial stability [9], set stabilization [10], and contraction analysis [11], they rarely find proper applications in power systems (studies handling phase rotational symmetry are among few exceptions [8], [12], [13]). A more favorable concept is synchronization, which has been drawing increasing attention recently [13], [14], [15], [16], [17], [18], [19]. The state of synchronization essentially unifies different possible equilibria of a power system and, thus, may enable equilibrium-independent stability analytics. However, some existing works on this topic still considered equilibrium-dependent problems [13], [14], [15]. And most works concern only synchrony among generators and are built on network-reduced ODE models that assume constant voltages [15], [16], [17], [18]. Such models cannot capture the dynamical behavior of voltages, and fall short to capture heterogeneous devices in modern power grids. Many efforts have also been put into designing proper controllers to stabilize the system to some unknown equilibrium, e.g., the well-known droop control [20] and passivity-based control [21]. Despite the fruitful results on controller design and stability analysis [22], [23], [24], they restrict the specific dynamics of the controller and the underlying device, which limits their application scope. A more compatible and equilibrium-independent theory is still in need.

A clear gap between “demand” and “supply” of theories stands before us. On the one hand, practical experience indicates that we can assess transient stability in an equilibrium-independent fashion but without knowing why. On the other hand, the equilibrium-dependent Lyapunov stability theory often encounters limitations in practice. Here, we aim to bridge this theory–practice gap by introducing the concept of augmented synchronization, which means all frequencies synchronize and all voltages converge to steady states. Inspired by the practice wisdom, we redefine the nominal motion of power systems as an augmented synchronous state instead of an equilibrium. And we reinterpret power system transient stability as convergence to augmented synchronization after a disturbance rather than to any specified postdisturbance equilibrium. Our interpretation conforms to the physical definition of power system transient stability and, more importantly, will allow equilibrium-independent analytics.

To this end, we aim to answer two questions in this article. First, under what conditions does the convergence to augmented synchronization imply the convergence of all states? The answer will provide a theoretical justification for using augmented synchronization as a possible cornerstone in a transient stability analysis and also explain why the practice wisdom works. Second, given a system, from which initial points will the solution achieve augmented synchronization? Pursuing the answer is expected to stimulate a new equilibrium-independent approach to power system stability analysis without knowing the exact postdisturbance equilibrium a priori. Our main contributions are summarized as follows.

1) We formulate the long-observed practice wisdom by introducing the concept of augmented synchronization. Previous studies on power system synchronization [14], [15], [16], [17], [18] usually adopt network-reduced ODE models and omit voltage dynamics. In contrast, our formulation is built on the structure-preserving model described by DAEs, accounting for both phase and voltage dynamics. Such formulation provides a framework to define and study synchronization among heterogeneous dynamical devices. Then, we propose sufficient conditions under which the convergence to augmented synchronization implies the convergence of all states to the equilibrium set, which we refer to as augmented synchronization detectability. This concept is weaker than the most widely-used ones such as zero-state detectability [25] and output-to-state stability [26]. The major difference is that we do not expect to detect the states converging to any specific equilibrium. This result provides the first theoretical foundation for the long-observed practice wisdom that one may assess transient stability from only the observation of augmented synchronization.

2) We establish theorems that estimate the RoA to augmented synchronization. That is, the region starting from which the solution of a power system will asymptotically converge to augmented synchronization. This result extends the classical direct methods that estimate the RoA to a given postdisturbance equilibrium by the sublevel set of a Lyapunov function or an energy function [6], [27], [28]. Here, the challenging difference is that we do not have prior knowledge of the postdisturbance equilibrium, and hence, our result concerns the convergence to a set rather than to any specific working point. Our result is also different from the set stability theory [29] because the set corresponding to augmented synchronization is often not an invariant set. This result opens opportunities for power system stability analysis by redefining the “nominal motion” of a power system as augmented synchronization, rather than a single equilibrium as has been done for decades.

Combining the two results above is expected to cultivate an equilibrium-independent power stability analytic. It will provide a method to analyze power system transient stability without knowing the postdisturbance equilibrium. It will also show the
possibility to shift the focus of power system stability from the traditional equilibrium to the more general concept of synchronization. This could be a timely and more favorable approach, as power systems are evolving into more complex systems that operate in more volatile conditions, considering the burst of renewable generation integration.

The rest of the article is organized as follows. Section II formulates the problem and introduces the concept of augmented synchronization. Section III addresses the first problem, giving conditions under which convergence to augmented synchronization implies convergence to the equilibrium set. Section IV addresses the second problem, providing methods to estimate the RoA to augmented synchronization without prior knowledge of the postdisturbance equilibrium. Section V illustrates the potential implications of our results using rudimentary examples. Finally, Section VI concludes this article.

Notations: $\mathbb{R}$ is the set of (positive) real numbers. Let \( \text{col}(x_1, x_2) = (x_1^T, x_2^T)^T \) be a column vector in $\mathbb{R}^{n+m}$ with $x_1 \in \mathbb{R}^n$ and $x_2 \in \mathbb{R}^m$. For a matrix $A \in \mathbb{R}^{n \times n}$, $\text{det}(A)$ denotes the determinant of $A$. For a symmetric matrix $A \in \mathbb{R}^{n \times n}$, $A \succ (\prec) 0$ means $A$ is positive definite (resp. negative definite). $I_n \in \mathbb{R}^{n \times n}$ denotes the all-one vector. For a vector $v \in \mathbb{R}^n$, $\|v\|$ denotes the 2-norm of $v$. And for a matrix $A \in \mathbb{R}^{n \times m}$, $\|A\|$ denotes the induced 2-norm of $A$. When the context is clear, we may use 0 to denote an all-zero vector of a proper dimension.

II. PROBLEM FORMULATION

A. Power System DAEs Model

We consider the following DAEs:

\[
\begin{align*}
\dot{x}_1 &= f_1(x_1, x_2, z) \\
\dot{x}_2 &= f_2(x_1, x_2, z) \\
0 &= g(x_2, z)
\end{align*}
\]

with compatible initial conditions \((x_{10}, x_{20}, z_0)\), i.e., \(0 = g(x_{20}, z_0)\). Here

\[
\begin{align*}
f_1 : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \times \mathbb{R}^m &\rightarrow \mathbb{R}^{n_1} \\
f_2 : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \times \mathbb{R}^m &\rightarrow \mathbb{R}^{n_2} \\
g : \mathbb{R}^{n_2} \times \mathbb{R}^m &\rightarrow \mathbb{R}^m
\end{align*}
\]

are all twice continuously differentiable w.r.t. \(x_1, x_2,\) and \(z\). Here, \(x_1 \in \mathbb{R}^{n_1}\) denotes the state variables that do not appear in the algebraic equations (1c), \(x_2 \in \mathbb{R}^{n_2}\) denotes the other state variables, and \(z \in \mathbb{R}^m\) denotes the algebraic variables. For the simplicity of notation, in the case when all state variables appear in \(g\), we write \(\dot{x}_1 = 0\) and all the following results in this article still apply. Collectively, let \(x := \text{col}(x_1, x_2) \in \mathbb{R}^n\) denote the vector of all state variables where \(n := n_1 + n_2\). Let \(f := \text{col}(f_1, f_2)\). For simplicity, sometimes we may shorten \((x_1, x_2, z)\) as \((x, z)\) and may write \(f(x, z), f_1(x, z),\) and \(f_2(x, z)\) representing \(f(x_1, x_2, z), f_1(x_1, x_2, z),\) and \(f_2(x_1, x_2, z)\), respectively.

We use \((x(t; x_0, z_0), z(t; x_0, z_0))\) to denote the solutions of (1) as a function of \(t\) and initial conditions \((x_0, z_0)\). When the initial conditions are irrelevant and clear, we may shorten the notation as \((x(t), z(t))\).

The algebraic equation (1c) restricts the states of the system to evolve only in the set defined as

\[
\mathcal{G} := \{(x, z) \in \mathbb{R}^n \times \mathbb{R}^m | g(x_2, z) = 0\}.
\]

Assumption 1: There exists an open connected set \(\mathcal{D} \subset \mathbb{R}^n \times \mathbb{R}^m\) such that for any \((x, z) \in \mathcal{D}, \text{det}(\partial g/\partial z) \neq 0\), where \(\overline{\mathcal{D}}\) denotes the closure of \(\mathcal{D}\).

Let

\[
\mathcal{D}_G := \mathcal{D} \cap \mathcal{G}.
\]

Define the function

\[
h(x, z) := -\left(\frac{\partial g}{\partial z}(x_2, z)\right)^{-1} \frac{\partial g}{\partial x_2}(x_2, z)f_2(x, z)
\]

then \(h\) is a continuously differentiable function on \(\mathcal{D}\) by Assumption 1 and \(f_2, g \in C^2\). Consider the following ODEs system:

\[
\begin{align*}
\dot{x} &= f(x, z) \\
\dot{z} &= h(x, z).
\end{align*}
\]

For every \((x_0, z_0) \in \mathcal{D}\), the ODEs system has a unique solution defined on some interval \([0, t_+] \subset \mathbb{R}\). Clearly, \(g(x_2, z)\) is constant along such solution and, hence, can be considered as a first integral of (4). It was shown in [27] that any solution of (4) with \((x_0, z_0) \in \mathcal{D}_G\) is equivalent to the solution of (1) in \(\mathcal{D}_G\) with the same \((x_0, z_0)\). Note, however, the maximal \(t_+\) for a solution of (4) may be finite as the corresponding solution of (1) may leave \(\mathcal{D}_G\). While for solutions of (1) that always stay in \(\mathcal{D}_G\), it is equivalent to the corresponding solutions of (4) with \(t_+ = \infty\). These indicate that the DAEs system (1) can be imbedded in the ODEs system (4) with compatible initial conditions [27]. This allows us to apply results established for ODEs systems.

Furthermore, we assume the DAEs system (1) possesses at least one equilibrium in \(\mathcal{D}_G\), which obviously is also an equilibrium of the ODEs system (4). Define the equilibrium set

\[
\mathcal{E} := \{(x, z) \in \mathcal{D}_G | f(x, z) = 0\}.
\]

Assumption 2: \(\mathcal{E}\) is not empty.

In the context of power systems, the structure-preserving power system models, such as in [30], falls within the description of (1). Specifically, the algebraic variables of such a power system are the voltage phases \(\theta\) and the voltage magnitudes \(V\) of power network buses, i.e., \(z = \text{col}(\theta, V)\). The state variables model the dynamics of electric devices that connect to the network buses, including synchronous generators (SGs), inverters, loads, etc.. The algebraic equation (1c) consists of the power flow equations that dictate the interaction among devices. Hereinafter, we will focus on the structure-preserving power systems, but the problem and the presented results can also be relevant and applied to a wider class of systems that can be modeled as (1).

Remark 1: Assumption 1 is commonly used in studies on the power systems transient stability problem [31, 32, 33, 34, 35]. Together with the twice continuously differential property of \(f\) and \(g\), it guarantees the existence and uniqueness of the solution to (1) given any initial value \((x_0, z_0) \in \mathcal{D}_G\).
In fact, Assumption 1 brings the most simple situation of a DAEs system, i.e., index-1, where the algebraic equation can be solved, at least locally, for $z$ as a function of $x$ [36]. Here, the nonsingularity is required on the closure of $D$ to simplify technical details such that limit points in $D$ are also nonsingular. Note that we do not require $D_G$ being a positively invariant set, i.e., we do not require any solution starting in $D_G$ should stay in $D_G$ for all future time. But we do restrict the permissible equilibria in $D_G$. Solutions may leave $D_G$ at the so-called impasse surface defined by $\det(D'G) = 0$, at which the singularity-induced bifurcation takes place [37]. Solutions approaching the impasse surface are typically associated with the short-term voltage collapse in power systems [38], [39], which is beyond the scope of this article.

Remark 2: The structure-preserving model refers to an important class of power system models, which was first introduced in [30] for stability analysis. It represents the original network topology explicitly and allows for heterogeneous devices and high-order controllers or market dynamics. Our results apply to any structure-preserving power systems model that compactly forms a DAEs system as (1) with the algebraic variable $z$ being the voltages phase and magnitude and the algebraic equation (1c) being the network power flow. Please refer to [32], [33], [34], and [35] for different structure-preserving power systems that can all be unified as (1).

### B. Augmented Synchronization

Traditionally, power system transient stability is analyzed in the framework of Lyapunov stability. It concerns the asymptotic convergence of all states to an equilibrium. Given an equilibrium $(x^*, z^*) \in D_G$ of (1), one is interested in from which initial point $(x_0, z_0) \in D_G$, $(x(t), z(t)) \rightarrow (x^*, z^*)$ as $t \rightarrow \infty$, assuming the existence of the solution. However, practitioners often focus on the convergence to synchronous frequencies and steady voltages. It concerns neither the convergence of other states nor to which equilibrium they converge. Here, we formulate this interesting and effective experience by introducing the concept of augmented synchronization, defined as follows.

**Definition 1**: A solution of (1) is said to be an augmented synchronous solution if for all $t \geq 0$, $(x(t), z(t)) \in D_G$ and

$$
\dot{z}(t) = \text{col}(\dot{\theta}(t), \dot{V}(t)) = 0.
$$

**Definition 2**: A solution of (1) is said to be converging to augmented synchronization if for all $t \geq 0$, $(x(t), z(t)) \in D_G$ and

$$
\dot{z}(t) = \text{col}(\dot{\theta}(t), \dot{V}(t)) \rightarrow 0, \text{ as } t \rightarrow \infty.
$$

The prepositional adjective augmented distinguishes our definition from conventional frequency synchronization. It emphasizes that not only synchronous frequencies but also steady voltages are required. Generally, frequency synchronization holds if there is a common frequency $\omega_s \in \mathbb{R}$ such that $\dot{\theta}(t) = \omega_s I_n$. By working in a rotating framework, without loss of generality, we assume $\omega_s = 0$ and the frequencies in the system model represent the deviation from the nominal frequency.

**Remark 3**: Compared with previous studies on power system synchronization that were built on ODEs, our formulation takes a different perspective. We define synchronization by the algebraic variables instead of states. Physically, that means we regard synchronization as a property of electrical sinusoidal voltages at all buses across the grid rather than a property among generators. Such formulation accounts for the voltage dynamics and provides a unified framework to incorporate heterogeneous devices such as power and current dynamics, which cannot be handled in previous studies [14], [15], [16], [17], [18], since there is no phase or voltage state in such dynamics. Our formulation seems more compatible and desirable for future power systems, considering generators are gradually giving place to inverter-interfaced heterogeneous devices.

### C. Problem Statement

With the above formulations, we now re-state the two questions that we aim to answer in this article.

Consider a solution $(x(t), z(t))$ of (1) and the following two properties of the solution.

**Property 1**: The solution stays in $D_G$ for all $t \geq 0$ and it holds that $z(t)$ is bounded and $\dot{z}(t) \rightarrow 0$, as $t \rightarrow \infty$.

**Property 2**: The solution satisfies that

$$
(x(t), z(t)) \rightarrow \mathcal{E}, \text{ as } t \rightarrow \infty
$$

where the convergence to a set is defined in the sense of the distance to the set converging to zero.

First, we are interested in under what conditions the practice wisdom, which assesses transient stability by only observation of $z(t)$, i.e., Property 1, would imply the convergence to the equilibrium set, i.e., Property 2. Obviously, the former is a necessary condition for the latter, but generally, it is not sufficient. This problem is stated as follows.

**Problem 1**: Consider a solution $(x(t), z(t))$ of (1). Under what conditions does Property 1 of the solution imply Property 2?

Note that (5) implies the convergence of $\dot{x}(t)$ to zero, i.e.,

$$
\dot{x}(t) = f(x(t), z(t)) \rightarrow 0, \text{ as } t \rightarrow \infty
$$

which has a natural physical meaning from the engineering point of view, i.e., it requires the system to reach a steady state. But generally (6) does not imply (5) if the solution is not bounded. Note also since the solution stays in $D_G$, it is equivalent to study Problem 1 in the ODEs system (4).

Second, we are interested in under what conditions the power system (1) can achieve augmented synchronization. Specifically, we consider the following problem.

**Problem 2**: From which initial point $(x_0, z_0) \in D_G$ does the solution $(x(t), z(t))$ of (1) satisfy Property 1?

In fact, the classical equilibrium-based Lyapunov stability analysis provides an answer to this question with prior knowledge of the postdisturbance equilibrium. Here, we aim to tackle this question in an equilibrium-independent way.
The first question will be addressed in Section III and the second in Section IV.

**Remark 4:** Despite the specific background of power systems, the above two problems and our results apply to general DAEs system (1) satisfying Assumptions 1–2. Considering $z(t)$ and $\dot{z}(t)$ as the output of the system, Problem 1 essentially considers how we can infer certain properties of all states by certain observations of the output. This is relevant to the output-to-state stability (see Remark 5 for a more detailed discussion). Problem 2 concerns when the output achieves a certain property. It is closely related to the theory of output regulation and partial stability (see Remark 10 for a more detailed discussion). The central concept in our article, i.e., the augmented synchronization, is also relevant to the complex coupled-oscillator networks [40], especially the phase-amplitude oscillators that include both phase and amplitude dynamics [41], [42]. While we focus on power grids, our methodology that analyzes the augmented synchronization also apply to other generic complex phase-amplitude oscillator networks, which appear in multiple disciplines [43].

**III. WHY PRACTICE WISDOM WORKS**

This section provides our results of Problem 1. We find that what underlies the practice wisdom is a widely satisfied property of power systems, which we refer to as augmented synchronization detectability. In the following part, we present a rigorous definition of this concept and several checkable criteria with illustrative examples.

**A. Augmented Synchronization Detectability**

Throughout this section, we will assume that we have observed a solution of (1) that satisfies Property 1. It can be viewed as a certain detectability-type property of the solution if Property 1 implies Property 2. We introduce the concept of augmented synchronization detectability to capture this property, which is defined as follows.

**Definition 3:** We say a solution $(x(t), z(t))$ of (1) is augmented synchronization detectable (AS-detachable) if Property 1 of the solution implies Property 2.

**Remark 5:** Augmented synchronization detectability is closely related to the well-known concepts of output-to-state stability [26] and the zero-state detectability [25]. All three concepts are relevant to the property that one can infer the behavior of all states solely based on the observation of part of states or a certain function of states, e.g., the outputs. However, compared with zero-state detectability and output-to-state stability, AS-detachability is much weaker and requires neither $z(t)$ nor $x(t)$ converging to some specified points. Instead, it only focuses on the convergence of their time derivatives $\dot{z}(t)$ and $\dot{x}(t)$ to zero, which enables equilibrium-independent analytics.

The remainder of this section is devoted to finding checkable conditions under which AS-detachability holds, which provides the practice wisdom with a solid theoretical foundation.

**B. AS-Detectability for Nondegenerate Solutions**

We begin with a simple situation where the solution is nondegenerate, defined as follows.

**Definition 4:** Suppose $(x(t), z(t))$ is a solution of (1) that stays in $D_G$ for all $t \geq 0$. We say the solution is nondegenerate if $\frac{\partial g}{\partial x^2}$ has constant a full column rank on the solution, i.e.,

$$\text{rank} \left( \frac{\partial g}{\partial x^2}(x(t), z(t)) \right) = n_2 \quad \forall t \geq 0$$

and the matrix $(\frac{\partial g}{\partial x^2})^T \frac{\partial g}{\partial z}^2$ is bounded, i.e., $\exists M > 0$ s.t.

$$\left\| \frac{\partial g}{\partial x^2}(x(t), z(t)) \frac{\partial g}{\partial z}(x(t), z(t)) \right\| \leq M \quad \forall t \geq 0$$

where $\frac{\partial g}{\partial x^2} \dagger := (\frac{\partial g}{\partial x^2} \frac{\partial g}{\partial z}^T \frac{\partial g}{\partial z}^{-1} \frac{\partial g}{\partial z}^T$ denotes the left inverse. Otherwise, we say a solution is degenerate.

For nondegenerate solutions, a direct connection between $\dot{z}$ and $\dot{x}$ holds, as stated in the following Lemma.

**Lemma 1:** Consider a nondegenerate solution of (1) that satisfies Property 1. It holds that $\lim_{t \to \infty} \dot{x}_2(t) = 0$.

**Proof:** Since the solution is nondegenerate, it follows from (3) that

$$\dot{x}_2(t) = -\left( \frac{\partial g}{\partial x^2} \right) \frac{\partial g}{\partial z}(t) \dot{z}(t). \quad (7)$$

Since $\left\| \left( \frac{\partial g}{\partial x^2} \right) \frac{\partial g}{\partial z} \right\| < \infty$, $\dot{z}(t) \to 0$ implies $\dot{x}_2(t) \to 0$. \hfill \square

If all state variables appear in the algebraic equations, i.e., $x_1 = 0$, then nondegenerate solutions with bounded $x_2$ are AS-detachable.

**Theorem 2:** Suppose $x_1 = 0$. A nondegenerate solution of (1) is AS-detachable if $x_2(t)$ is bounded for all $t \geq 0$.

**Proof:** It follows from Property 1 and the boundedness of $x_2$ that the solution $(x_2(t), z(t))$ is bounded. Hence, it follows from [44, Lemma 4.1] that the $\omega$-limit set $\Lambda$ of the solution $(x_2(t), z(t))$ is a nonempty, compact, and invariant set. And $(x_2(t), z(t))$ approaches $\Lambda$ as $t \to \infty$. Let $(x_2^*, z^*)$ be an $\omega$-limit point of the solution. There is an increasing sequence of time $\{t_n\}$ such that $\lim_{n \to \infty} t_n = \infty$ and $\lim_{n \to \infty} (x_2(t_n), z(t_n)) = (x_2^*, z^*)$. Since the solution is nondegenerate, it follows from Lemma 1 and continuity of $f_2$ that

$$\lim_{n \to \infty} \dot{x}_2(t_n) = \lim_{n \to \infty} f_2(x_2(t_n), z(t_n)) = f_2(x_2^*, z^*) = 0.$$

This indicates the $\omega$-limit set only consists of equilibria, which implies Property 2. \hfill \square

When $x_1 \neq 0$, AS-detachability can be verified given two additional conditions of $x_1(t)$.

**Theorem 3:** Suppose $x_1 \neq 0$. A nondegenerate solution of (1) is AS-detachable if the following holds.

1) $x_1(t)$ and $x_2(t)$ are bounded for all $t \geq 0$.

1Let $(x(t), z(t))$ be a solution of (4). A point $(x^*, z^*) \in D_G$ is said to be an $\omega$-limit point, or a positive limit point, of the solution if there is a sequence of $\{t_n\}$, with $t_n \to \infty$ as $n \to \infty$, such that $(x(t_n), z(t_n)) \to (x^*, z^*)$, as $n \to \infty$. The set of all $\omega$-limit points of the solution, denoted as $\Lambda^\omega$, is called the $\omega$-limit set, or the positive limit set, of the solution.
2) No solution \((x(t), z(t))\) of (1) can stay identically in \(\mathcal{M}\) other than the solutions such that \(f_1(x(t), z(t)) \equiv 0\), where \(\mathcal{M}\) is defined as

\[
\mathcal{M} := \{(x, z) \in \mathcal{D} \cap f_2(x, z) = 0\}.
\]

**Proof:** Given Property 1, it follows from Lemma 1 and condition 1) that the solution \((x(t), z(t))\) is bounded. Hence, \((x(t), z(t))\) approaches its \(\omega\)-limit set \(L^+\) as \(t \to \infty\).

For any \((x^*, z^*) \in L^+\), it follows from the same argument in the previous proof that \(f_2(x^*, z^*) = 0\). Let \(\mathcal{T}\) be the largest invariant set of \(\mathcal{M}\). Thus,

\[
L^+ \subset \mathcal{T} \subset \mathcal{M}.
\]

Condition 2) further guarantees for any \((x^*, z^*) \in \mathcal{T}\), \(f(x^*, z^*) = 0\). Since the solution approaches \(L^+\) as \(t \to \infty\), it approaches \(\mathcal{T}\) as well. Hence, the solution approaches \(\mathcal{E}\) as \(t \to \infty\), which implies Property 2. □

We next show how to use the previous conditions to verify AS-detectability in two examples that are prevalent in modern power systems: 1) an inverter-interfaced power source and 2) an SG.

**Example 1:** Consider an inverter-interfaced power source connected to the infinite bus via a transmission line, as shown in Fig. 1. We consider the dynamics of angle droop and the voltage droop control, which is widely employed in inverter-interfaced devices [45], [46], [46], [47], [48]. It regulates the output power according to the deviation of the terminal phase and voltage via first-order dynamics.

The system dynamics read

\[
\begin{aligned}
\tau_1 \dot{P} &= -P + P_{\text{ref}} - d_1(\theta - \theta_{\text{ref}}) \\
\tau_2 \dot{Q} &= -Q + Q_{\text{ref}} - d_2(V - V_{\text{ref}})
\end{aligned}
\]  

where \(P\) and \(Q\) are the terminal output active and reactive power, respectively. \(V \angle \theta\) is the terminal complex voltage. \(P_{\text{ref}}, Q_{\text{ref}}, \theta_{\text{ref}},\) and \(V_{\text{ref}}\) are prespecified constant reference values. \(\tau_1 > 0\) and \(\tau_2 > 0\) are time constants. \(d_1 > 0\) and \(d_2 > 0\) are droop coefficients. The algebraic equations read

\[
\begin{aligned}
P - G_{11}V^2 - G_{12}V \cos \theta - B_{12}V \sin \theta &= 0 \\
Q + B_{11}V^2 - G_{12}V \sin \theta + B_{12}V \cos \theta &= 0.
\end{aligned}
\]

In terms of model (1), for this case, \(x_1 = 0, x_2 = (P, Q)^T,\) and \(z = (\theta, V)^T\). \(f\) and \(g\) are given by (9) and (10), respectively.

For this simple system, the practice wisdom suggests that when we observe the terminal voltage of the inverter approaching augmented synchronization, i.e., Property 1, then we may conclude that the system recovers its operating equilibrium after being subjected to a large disturbance, i.e., Property 2. The following proposition shows that every solution of this system is AS-detectable, and hence, the practice wisdom is always true.

**Proposition 1:** Every solution of the power system in Example 1 is AS-detectable.

**Proof:** It follows from (10) that

\[
\frac{\partial g}{\partial x_2} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

And one can verify that \(\frac{\partial g}{\partial z}\) is bounded for any bounded \(z\). Hence, any solution that satisfies Property 1 is nondegenerate. Given bounded \(z(t)\), it follows from (10) that \(P(t)\) and \(Q(t)\), i.e., \(x_2(t)\) must be bounded. Hence, by Theorem 2, any solution is AS-detectable. □

**Example 2:** Consider an SG connected to an infinite bus via a transmission line, as shown in Fig. 2.

The system dynamics read [49]

\[
\begin{aligned}
\delta &= \omega \\
M \dot{\omega} &= -D\omega - P^e + P^g \\
T_{d0} \dot{E}_{q}' &= -\frac{x_d}{x_d} E_{q}' + \frac{(x_d - x_q)V \cos(\delta - \theta)}{x_d} + E^f
\end{aligned}
\]

where \(E_{q}' \angle \delta\) is the \(q\)-axis transient internal complex voltage and \(V \angle \theta\) is the terminal complex voltage. \(\omega\) is the frequency derivation. \(M\) is the moment of inertia. \(D\) is the damping coefficient. \(T_{d0}\) is the \(d\)-axis open-circuit transient time constant. \(x_d, x_{d}', x_q, x_{q}'\) are the \(d\)-axis synchronous reactance, \(d\)-axis transient reactance, and \(q\)-axis synchronous reactance, respectively. For a realistic SG, \(x_d > x_{d}'\). \(P^g\) and \(E^f\) are constant parameters meaning the power generation and the excitation voltage, respectively. The terminal output active power \(P^e\) and reactive power \(Q^e\) are given by

\[
P^e = \frac{V^2 \sin(2(\delta - \theta))(x_{d}' - x_q)}{2x_qx_{d}'} + \frac{E_{q}'V \sin(\delta - \theta)}{x_{d}'}
\]

and

\[
Q^e = \frac{V^2 \cos(2(\delta - \theta))(x_{d}' - x_q)}{2x_qx_{d}'} + \frac{E_{q}'V \cos(\delta - \theta)}{x_{d}'} - \frac{x_{d}' + x_q}{2x_qx_{d}'} V^2.
\]

Power balance constraints at the terminal bus give the algebraic equations

\[
\begin{aligned}
P^e - G_{11}V^2 - G_{12}V \cos \theta - B_{12}V \sin \theta &= 0 \\
Q^e + B_{11}V^2 - G_{12}V \sin \theta + B_{12}V \cos \theta &= 0
\end{aligned}
\]

where \(G_{ij}\) and \(B_{ij}\) are elements of the admittance matrix corresponding to the transmission line.
In terms of model (1), for this case, we have $x_1 = \omega, x_2 = (\delta, E_q)^T$, and $z = (\theta, V)^T$. $f$ is given by (11); $g$ is given by substituting (12) and (13) into (14).

The practice wisdom suggests that observing the terminal voltage $z(t)$ of the generator may determine the transient stability of the system. By studying the AS-detectability, the following proposition provides a theoretical guarantee for such wisdom when the system’s solution is nondegenerate.

**Proposition 2**: Every nondegenerate solution with bounded $x_2(t)$ of the power system in Example 2 is AS-detectable.

**Proof**: For condition 1) in Theorem 3, it suffices to prove $\omega(t)$ is bounded when $x_2(t)$ and $z(t)$ are bounded. It follows from (14) and the boundedness of $z(t)$ that $P^2(t)$ is bounded. Therefore, there exists a real number $a > 0$ such that $|P^2(t)| < a$ for all $t \geq 0$. Substituting the bound into (11) yields that for all $t \geq 0$

$$-D\omega(t) + P^2 - a \leq M\omega(t) \leq -D\omega(t) + P^2 + a.$$  

(15)

Consider the following two first-order linear ODEs:

$$M\ddot{\omega}(t) = -D\dot{\omega}(t) + P^2 + a,$$

and

$$M\ddot{\omega}(t) = -D\dot{\omega}(t) + P^2 - a,$$ where $\ddot{\omega}(t) = \omega(t)$.

Their solutions are

$$\omega(t) = \left( \omega_0 - \frac{P^2 + a}{D} \right) e^{-\frac{a}{D}t} + \frac{P^2 + a}{D},$$

and

$$\omega(t) = \left( \omega_0 - \frac{P^2 - a}{D} \right) e^{-\frac{a}{D}t} + \frac{P^2 - a}{D},$$

respectively. It then follows from (15) and the comparison lemma [44, Lemma 3.4] that

$$\omega(t) \leq \omega(t) \leq \omega(t), \quad t \geq 0.$$  

Since $\omega(t)$ and $\omega(t)$ are bounded on $t \in [0, \infty)$, we conclude that $\omega(t)$ is bounded on $t \in [0, \infty)$, and hence condition 1) in Theorem 3 is satisfied.

For condition 2) in Theorem 3, it suffices to prove $f_1 = \dot{\omega}(t) = 0$ on the largest invariant set of $M$. Since $\delta(t) = \omega(t) = 0$ on $M$, it holds that $\omega(t) \equiv 0$ on the invariant set of $M$. Hence, $\omega(t) = 0$ on the invariant set of $M$. Hence, it follows from Theorem 3 that every nondegenerate solution of this system is AS-detectable.

**C. Compositional Conditions for Modularly Structured Power Systems**

Although we have only illustrated the usage of previous conditions on two single-machine systems, it should be noted that those conditions apply to general large-scale power systems. However, it might be a difficult task to determine the boundedness of $x_1(t)$ and the invariant set in $M$ for a general large system. In this section, we will propose a compositional approach to AS-detectability for modularly structured power systems, which requires only conditions of each low-dimensional subsystem.

Suppose a large-scale power system consisting of finite $n$ buses. Let $i \in \{1, \ldots, n\}$ be the bus index. We say the power system is modularly structured if there is a decomposition of variables and functions, denoted as $x_{1,i}, x_{2,i}, z_i, f_{1,i},$ and $f_{2,i}$ for $i = 1, \ldots, n$, such that: $x_i = co(x_{1,1}, \ldots, x_{1,n}), x_{2,i} = co(x_{2,1}, \ldots, x_{2,n}), z_i = co(z_1, \ldots, z_n)$, $f_{1,i} = co(f_{1,1}, \ldots, f_{1,n})$, and $f_{2,i} = co(f_{2,1}, \ldots, f_{2,n})$; and for each $i$, $f_{1,i}$ and $f_{2,i}$ are only functions of local variables, i.e., $f_{1,i}(x_{1,i}, x_{2,i}, z_i)$ and $f_{2,i}(x_{1,i}, x_{2,i}, z_i)$.

Hence, for a modular structure power system, (1a) and (1b) can be equivalently written as the composition of subsystems: for $i = 1, \ldots, n$

$$\dot{x}_{1,i} = f_{1,i}(x_{1,i}, x_{2,i}, z_i)$$

$$\dot{x}_{2,i} = f_{2,i}(x_{1,i}, x_{2,i}, z_i)$$  

(16)

Note, however, that all subsystems are still coupled via the algebraic equation $0 = g(x_{2,i}, z_i)$. With a little abuse of notation, we allow $x_{1,i} = 0$ and $f_{1,i} = 0$ for some $i$ to adapt to some subsystems, state variables of which are all involved in the algebraic equations.

The following theorem states that for a modular structure power system, conditions for AS-detectability of the entire system (1) can be decomposed into conditions of each subsystem (16).

**Theorem 4**: Suppose the power system (1) is modularly structured. Every nondegenerate solution with bounded $x_{2,i}(t)$ of (1) is AS-detectable if for each $i$ with $x_{1,i} \not\equiv 0$ the subsystem (16) regarding $z_i(t)$ as input satisfies the following.

1) The boundedness of $z_i(t)$ and $x_{2,i}(t)$ implies the boundedness of $x_{1,i}(t)$;

2) For any bounded input $z_i(t)$, no solution $x_{1,i}(t)$ of (16) exists, other than the solutions that $f_{1,i}(x_{1,i}(t), z_i(t)) \equiv 0$, such that $(x_{1,i}(t), z_i(t))$ stays identically in $\mathcal{M}_i$, where $\mathcal{M}_i$ is defined as

$$\mathcal{M}_i := \{ (x_i, z_i) \in \mathbb{R}^{n_i} \times \mathbb{R}^2 | f_{2,i}(x_i, z_i) = 0 \}.$$

**Proof**: Consider a nondegenerate solution $(x(t), z(t))$ of (1) that satisfies Property 1 and has bounded $x_{2}(t)$. It follows from Lemma 1 that $f_{2}(t) \rightarrow 0$ as $t \rightarrow \infty$. Hence, for each $i$, $z_i(t)$ and $x_{2,i}(t)$ are bounded and $f_{2,i}(t) \rightarrow 0$. By 1), $x_{1,i}(t)$ is bounded, and hence, $x_{1}(t)$ is bounded. It follows from the modular structure that $x_{1}(t)$ is also a solution to (16) under bounded input $z_i(t)$. Hence, by a similar argument, 2) implies that if the $\omega$-limit set of $(x_i(t), z_i(t))$ must be the equilibrium set, which implies Property 2. □

Theorem 4 provides a compositional approach to verify AS-detectability for large-scale modular structure power systems. Since conditions 1) and 2) are local and depend on subsystem $i$ only, it makes no difference to check them in an interconnected system or in the single-machine-infinite bus setting.

The modular structure is ubiquitous in power systems, which are widely studied in the study of power system stability (see, for example, [49], [50], [51]). Physically, this means each subsystem is controlled independently and interacts with others only by power flows. When interarea control is employed, one may still treat an independent area as one modular block. An example...
of using this modular property to verify AS-detectability of the IEEE 9-bus system will be presented in Section V-B.

Remark 6: By similar arguments as in Examples 1–2, one may verify that other power system dynamical devices satisfy conditions in Theorem 4. Combined with the ubiquitous modular structure of power systems, we conjecture that AS-detectability, at least for nondegenerate solutions, is a common property of power systems.

Remark 7: Technically, a solution of (1) that converges to an unstable equilibrium is, indeed, a solution that satisfies both Properties 1 and 2. Nevertheless, the probability of such a solution taking place in practice is zero, since the stable manifold of an unstable equilibrium has zero measure in the state space [52], [53]. Hence, an infinitesimal perturbation can cause the solution to diverge from the unstable equilibrium. This idea has led to the theory of a quasi-stability region, which practically regards the stable manifold of unstable equilibrium in the interior of the stability region, as part of the quasi-stability region [54], [55]. This fact, together with AS-detectability, provides a theoretical explanation for the long-observed practice wisdom that one may assess transient stability in practice solely based on the observation of augmented synchronization.

D. Physical Interpretation of Degeneration

Our previous results studied AS-detectability for nondegenerate solutions. Unfortunately, we cannot prove that nondegeneration is necessary for AS-detectability for a general power system, which will remain as our future work. This subsection will provide an interpretation of degeneration in the context of power systems, which helps to build insightful intuitions of AS-detectability.

It is reasonable to assume that $\frac{\partial g}{\partial z}$ is bounded when the solution is bounded, in most power system models. Therefore, degeneration as defined in Definition 4 often takes place when $\frac{\partial g}{\partial z}$ has a deficient column rank. This indicates that an infinitesimal change of $x_2$, given by the null space of $\frac{\partial g}{\partial z}$, will not change the value of the function $g$. Physically, since $g$ represents the power balance at buses, degeneration implies the terminal output power of some devices is locally irrelevant to their internal states $x_2$.

To further illustrate, consider for example the single-machine infinite bus power system as described in Example 2. It follows from (12) to (14) that

$$\frac{\partial g}{\partial x_2} = \begin{bmatrix} V^2 (x'_d - x_q) \cos(2(\delta - \theta)) + \frac{E'_q}{x_q} V \cos(\delta - \theta) - \frac{E'_q}{x_q} V \sin(\delta - \theta) \\ -\frac{V^2 (x'_d - x_q)}{x'_d} \sin(2(\delta - \theta)) \end{bmatrix}.$$  

It yields

$$\det \left( \frac{\partial g}{\partial x_2} \right) = \frac{V^2}{x'_d} \left( \frac{x'_d - x_q}{x_q} V \cos(\delta - \theta) + \frac{E'_q}{x_q} \right).$$

Hence if $V \neq 0$ and $\frac{x'_d - x_q}{x_q} V \cos(\delta - \theta) + \frac{E'_q}{x_q} \neq 0$ on the solution, the solution is nondegenerate if it is bounded.

Two possibilities of degeneration appear. First, $V = 0$ takes place at some point on the closure of the solution. Since $V = 0$ yields $\det(\frac{\partial g}{\partial x_2}) = 0$ as well, Assumption 1 does not hold for this solution either. Physically, this would only happen when the generator’s terminal undergoes a purely metallic short-circuit fault. It is natural that for solutions satisfying $V(t) = 0$ or $V(t) \to 0$, no conclusion of $x(t)$ can be made, even though we observe the convergence of $z(t)$.

Now we assume $V > 0$ and turn to the second possibility of degeneration, i.e.,

$$\frac{x'_d - x_q}{x_q} V \cos(\delta - \theta) + \frac{E'_q}{x_q} = 0. \quad (17)$$

Substituting (17) into (12) and (13), we obtain $P^e = 0$ and $Q^e = -\frac{1}{x_q} V^2$. This indicates that the terminal output power of the generator becomes independent of the system state $E'_q \angle \delta$, in which case the detectability from output to state is lost.

Similar results can be made for large-scale modular structured power systems that degeneration takes place when there exists one device whose output power becomes totally irrelevant to its internal states. Such scenarios should be rare in practical power systems.

E. Discussion on the Boundedness of $x_2(t)$

In some scenarios, the boundedness of $x_2$ could come from physical and engineered limits. For example, variables representing electrical quantities such as voltage, current, and electric power are naturally finite in real systems. Because $x_2$ and $z$ are closely related by the algebraic constraints (1c), sometimes the boundedness of $z$ and $z \to 0$, i.e., Property 1, can directly imply the boundedness of $x_2(t)$, as shown in Example 1. While in some cases, there may exist a solution that satisfies Property 1 but has unbounded $x_2(t)$. Consider for example the power system in Example 2. The algebraic constraints (12)–(14) cannot enforce $E'_q$ to be bounded if $V \to 0$. But $V \to 0$ violates Assumption 1 and can be excluded. It will be our future work to establish a more general approach to determining the boundedness of $x_2(t)$, which might require additional structure conditions imposed on the algebraic constraints (1c).

IV. WHEN AUGMENTED SYNCHRONIZATION

This section aims to answer Problem 2, i.e., under what conditions a power system can reach augmented synchronization? To this end, we consider a more general problem: given an output function $\eta(x, z)$, starting from what initial value $(x_0, z_0) \in D_G$, the solution of (1) would satisfy $\eta(x(t), z(t)) \to 0$ as $t \to \infty$. Clearly, solving the problem with $\eta = h$ would answer our second question. However, the choice of $\eta$ is not restricted to $h$, as long as $\eta \to 0$ implies $h \to 0$, which provides additional flexibility. For example, it is sometimes more convenient to set $\eta = f_2$ in power systems as will be shown in Section V.

Based on this idea, we introduce the RoA to $\eta(\eta$-RoA) defined as follows.

Definition 5: Consider the power system (1). Given a function $\eta : D \to \mathbb{R}^{n_\eta}$ for some dimension $n_\eta$, the $\eta$-RoA of (1) is
A continuous function $\alpha : [0, a) \to [0, \infty)$ is said to be a $C$ function if it is strictly increasing and $\alpha(0) = 0$ [44].

We establish three theorems to provide estimations of $\eta$-RoA via three types of $V$-functions, which differ in specific requirements of $V$ and $\dot{V}$.

### A. Type I

**Theorem 6:** If there exists a scalar $C^1$ function $V : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$, a vector function $\xi : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^m$ for some dimension $n_G$, and $K$ functions $\alpha$, $\beta$, and $\gamma$ such that for every $(x, z) \in D_G$, the following holds.

1. $\alpha(||\xi(x, z)||) \leq V(x, z) \leq \beta(||\xi(x, z)||)$.

2. $\dot{V}(x, z) \leq -\gamma(||\xi(x, z)||)$.

Then, for any $l \in \mathbb{R}$ such that $V_{l}^{-1} \subset D_G$, where $V_{l}^{-1}$ is defined as in (18), $V_{l}^{-1}$ is positively invariant and is an estimation of the $\eta$-RoA. Moreover, if on $D_G$, $||z|| \to \infty$ implies $V \to \infty$, then $z$ is bounded on $V_{l}^{-1}$.

**Proof:** Since $V$ is continuous and nonincreasing on $D_G$, $V_{l}^{-1}$ is positively invariant under (1). Hence, any solution starting in $V_{l}^{-1}$ will stay in $D_G$ for all $t \geq 0$. Since $V(x(t), z(t))$ is nonincreasing and bounded from below by zero, $V(x(t), z(t))$ must have a finite limit $v \geq 0$ as $t \to \infty$.

Now we prove $v = 0$. If $v > 0$, by 1), we have $0 < v \leq \beta(||\xi||)$ for all $t \geq 0$, which implies $||\xi|| \geq \beta^{-1}(v) > 0$. Hence, by 2), it holds that for all $t \geq 0$

$$\dot{V} \leq -\gamma(||\xi||) \leq -\gamma(\beta^{-1}(v)) < 0.$$  

Hence, for all $t \geq 0$

$$V(x(t), z(t)) = V(x_0, z_0) + \int_0^t \dot{V}(x(\tau), z(\tau))d\tau \leq V(x_0, z_0) - \gamma(\beta^{-1}(v))t.$$  

The right-hand side will eventually become negative, which contradicts $v > 0$. Hence, it holds that $0 \leq \alpha(||\eta||) \leq V \leq \infty$, as $t \to \infty$. It follows from the sandwich theorem that $\eta \to 0$, as $t \to \infty$, which proves the first claim.

For the second claim, it directly follows that for every finite $l$, $z$ must be bounded on $V_{l}^{-1}$, otherwise, $V \to \infty$ and $l$ cannot be bounded.

**Remark 9:** In usual Lyapunov-like functions [44], one would require the bounds of $V$ and $\dot{V}$ are $K$ functions of the same variable, e.g., $\alpha(||\eta||) \leq V \leq \beta(||\eta||)$ and $\dot{V} \leq -\gamma(||\eta||)$, which can be viewed as a special case of Theorem 6 when setting $\xi = \eta$. In that case, Theorem 6 implies $\{(x, z) \in V_{l}^{-1}||\eta(x, z)|| = 0\}$ is a positively invariant set. In fact, given $(x_0, z_0) \in V_{l}^{-1}$ and $\xi(x_0, z_0) = 0$, since $V$ is nonincreasing, 1) implies that for all $t \geq 0$

$$0 \leq V(x(t), z(t)) \leq V(x_0, z_0) \leq 0.$$  

Hence, $\{(x, z) \in V_{l}^{-1}||\eta(x, z)|| = 0\}$ is positively invariant. However, the set $\{(x, z) \in V_{l}^{-1}||\eta(x, z)|| = 0\}$ is often not positively invariant for power systems when $h = 0$ or $h = f_2$. For example, consider the simple power system in Example 2, in which case the set $\{f_2 = 0\} = \{\omega = 0, E_q' = 0\}$ is not invariant since on the set there exist points so that $\omega \neq 0$. Hence, to admit power systems applications, we introduce $\xi$ as a relaxation. Note that by
1) \( \xi = 0 \) implies \( \eta = 0 \). Hence, \( \{(x, z) \in V^{-1}_1|\xi(x, z) = 0\} \subset \{(x, z) \in V^{-1}_2|\eta(x, z) = 0\} \), which admits the former smaller set being positively invariant while the latter larger set not.

**Remark 10:** Theorem 6 is, to the best of our knowledge, a new result even though its formulation is based on similar concepts in the study of partial stability [56] and the pioneering work of Willems [8]. However, our result differs from partial stability, since we focus on the convergence of \( \eta \) rather than part of state variables. It also differs from Willems’s condition, as we do not require that \( V(x, z) \) vanish at the origin, which allows for equilibrium-independent analysis. Nevertheless, one important common feature among them is that they all differ from the classical Lyapunov function that requires \( V \) to be positive definite w.r.t. certain equilibrium. In fact, a function \( V(x, z) \) satisfying condition 1) in Theorem 6 is not necessarily a positive-definite function in \( D \), or even in \( D_G \); since we allow it to vanish when \( \xi(x, z) = 0 \). As will be illustrated in Section V, this property enables analysis without the prior knowledge of the targeted equilibrium.

A natural candidate for a type-I \( V \)-function is given in Krasovskii’s form as follows:

\[
V(x, z) = f(x, z)^T P f(x, z)
\]

where \( P = P^T > 0 \) is a constant positive-definite matrix.

It meets the condition 1) in Theorem 6 with \( \xi = f, \eta = f_z \), and 
\[
\lambda_{\min}(P)\|f_z\|^2 \leq V \leq \lambda_{\max}(P)\|f\|^2,
\]

where \( \lambda_{\min}(P) \) and \( \lambda_{\max}(P) \) denote the minimal and the maximal eigenvalue of \( P \), respectively. It yields

\[
\dot{V} = \frac{\partial V}{\partial x} \dot{x} + \frac{\partial V}{\partial z} \dot{z} = f^T(PJ(x, z) + J(x, z)^T P) f
\]

where

\[
J(x, z) = \frac{\partial f}{\partial x} - \frac{\partial f}{\partial z} \left( \frac{\partial \eta}{\partial z} \right)^{-1} \frac{\partial \eta}{\partial x}.
\]

If one can verify that for all \((x, z) \in D_G\)

\[
PJ(x, z) + J(x, z)^T P < 0
\]

then \( V \) meets the condition 2) in Theorem 6.

In fact (20) can be relaxed in case \( \xi \neq f \). Section V will provide an example of using this type-I \( V \)-function to estimate the \( f_z \)-RoA of a power system.

**Remark 11:** Regions satisfying condition (20) is related to the concept of contracting region in the study of contraction analysis in DAEs systems [57]. One may further allow \( P \) to be state-dependent and the positive-definite matrix \( P(x, z) \) can serve as a metric of the space.

**B. Type II**

In some cases, it may be difficult to obtain a sign-definite bound condition on \( V \) as required in Theorem 6. It can be relaxed by restricting \( V \) to employ Barbalat’s lemma.

**Theorem 7:** If there exists a scalar \( C^1 \) function \( V : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \), and a \( K \) function \( \gamma \) such that the following holds.

1) \( V(x, z) \) is bounded from below on \( D_G \).

2) \( \dot{V}(x, z) \leq -\gamma(|\eta(x, z)|) \) for every \((x, z) \in D_G\).

3) \( \dot{V}(x, z) \) is uniformly continuous in \( t \).

Then, for any \( l \in \mathbb{R} \) such that \( V_l^{-1} \subset D_G \), where \( V_l^{-1} \) is defined as in (18), \( V_l^{-1} \) is positively invariant and is an estimation of the \( \eta \)-RoA.

**Proof:** By the same argument as in the proof of Theorem 6, \( V_l^{-1} \) is positively invariant under (1) and \( V \) \((x(t), z(t)) \) must have a finite limit as \( t \to \infty \). Since \( V \) is uniformly continuous in \( t \), it follows from Barbalat’s Lemma [44, Lemma 8.2] that \( \dot{V} \to 0 \) as \( t \to \infty \). By 2), this implies \( \eta \to 0 \) as \( t \to \infty \), and hence \( V_l^{-1} \) is an estimation of the \( \eta \)-RoA. The second claim follows from the same argument as in the proof of Theorem 6. 

Often, instead of 3), it is more convenient to verify a stronger condition that is \( V(x, z) \) being bounded along the solution. An example of using type-II \( V \)-function will be present in Section V.

**C. Type III**

In some cases, it is only possible to construct a \( V(x, z) \) with a sign-constant (not sign-definite) derivative \( \dot{V} \leq 0 \). In this case, conditions of state convergence were obtained by LaSalle, Barbashin, and Krasovskii, by exploiting the properties of the \( \omega \)-limit set. Here, the same idea applies to \( \eta \)-RoA under an additional requirement of the set \( \{V(x, z) = 0\} \).

**Theorem 8:** Let \( R \subset D_G \) be a compact and positively invariant set under (1). Let \( V : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) be a \( C^1 \) function, and let \( \Upsilon \) denote the largest invariant set of \( \{V(x, z) = 0\} \) if it holds that

1) \( V(x, z) \leq 0 \) for every \((x, z) \in R\);

2) \( \Upsilon \subset \{(x, z)|\eta(x, z) = 0\} \)

then, \( \Upsilon \) is an estimation of the \( \eta \)-RoA.

**Proof:** It follows from LaSalle’s Theorem [44, Th. 4.4] that every solution in \( \Upsilon \) approaches \( \Upsilon \) as \( t \to \infty \). Since \( \Upsilon \subset \{(x, z)|\eta(x, z) = 0\} \), every solution approaches \( \{(x, z)|\eta(x, z) = 0\} \) as \( t \to \infty \).

An example of the type-III \( V \)-function is the well-known energy functions for lossless multimachine power systems with \( \eta = f_z \) (see [58] and [6, Ch. 6] for example).

Unlike previous theorems, type-III does not require any bound condition of \( V(x, z) \). The closure of any bounded sublevel set of \( V \) is a valid candidate of the compact and positively invariant set \( R \), although the choice \( R \) does not have to be tied up with \( V \). For example, the closure of any bounded solution is a valid candidate of \( R \). Therefore, similar to the well-investigated energy function, the existence of a global type-III \( V \)-function excludes all bounded complex behaviors of power systems, e.g., sustained oscillation, chaos, etc.

**Remark 12:** The above three theorems to estimate the \( \eta \)-RoA have their counterparts that are well-known in the classical equilibrium-based stability theory, namely the Lyapunov function, Barbalat’s Lemma, and LaSalle’s invariance principle, respectively. The major differences among these three \( V \)-functions are exactly the same as the differences among their counterparts, which are the requirements for \( V(x, z) \) and its time derivative \( \dot{V}(x, z) \). Among these three, type I has the stringent sign-definite requirements for \( V \). Type II relaxes such a requirement by adding a uniformly continuous condition on \( \dot{V} \) as compensation. Type
III only needs \( \dot{V} \) to be sign-constant but an additional condition on the largest invariant set is required. These differences provide flexibility in application. One can always start with type I and seek alternatives in types II and III, according to the properties of the given system.

To end this section, we again emphasize that all three types of \( V \) functions do not require any knowledge of system equilibrium. And naturally, they concern the convergence of \( \eta \) to zero rather than the convergence of all states to any prespecified point. This distinguishes our theorems from the classical Lyapunov stability theory in terms of both what is requested and what is concluded.

V. ILLUSTRATIVE EXAMPLES

This section presents two examples to illustrate potential applications of our results in power systems. In each example, we would employ previous theorems to first justify AS-detectability and then construct a \( V \) function. We begin with a single-machine-single-load system with a proportional–integral (PI) regulator, in which case a type-II \( V \)-function is proposed that justifies the PI regulator can render the system to augmented synchronization from almost all initial points. In the second case, we consider the IEEE 9-bus system to demonstrate the modular property of AS-detectability and to show an estimation of \( f_2 \)-RoA by a type-I \( V \)-function. It is also an example of inherently nonisolated equilibria, in which case the classical point-based stability analysis cannot apply.

A. Single-Machine-Single-Load System

Consider the classical generator model connecting to a constant \( PQ \) load via a lossless transmission line (see Fig. 3).

The system is governed by [49]

\[
\begin{align*}
\dot{\delta} &= \omega \\
M \dot{\omega} &= -D \omega - P^e + P^g
\end{align*}
\] (21)

where \( P^g = P^g_0 + u \)

\[
\dot{P}^g = P^g_0 + u
\] (22)

where \( P^g_0 \) is the fixed mechanical power input and \( u \) is a simple PI regulator for some \( k_1 > 0 \) and \( k_2 > 0 \) defined as

\[
u(t) = -k_1 \omega(t) - k_2 \int_{0}^{t} \omega(\tau) d\tau
\] (23)

or equivalently in the differential form by introducing state \( \zeta \)

\[
\zeta = -k_2 \omega, \quad u = -k_1 \omega + \zeta.
\] (24)

The terminal output power reads

\[
P^e = \frac{E_V_1 \sin(\delta - \theta_1)}{x_d}, \quad Q^e = \frac{E_V_1 \cos(\delta - \theta_1)}{x_d} - \frac{1}{z_d} V^2 \] (25)

where \( E > 0 \) is the constant generator internal voltage. The power flow equations read

\[
\begin{align*}
0 &= P^e - B_1 V_1 V_2 \sin \theta_{12} \\
0 &= Q^e + B_1 V_1^2 + B_1 V_2 \cos \theta_{12} \\
0 &= P^d - B_2 V_2 \sin \theta_{21} \\
0 &= Q^d + B_2 V_2^2 + B_1 V_2 \cos \theta_{12}
\end{align*}
\] (26)

where \( V_1 \angle \theta_1 \) and \( V_2 \angle \theta_2 \) are complex voltages at buses 1 and 2, respectively. In this case, \( x_1 = \cos(\zeta, \omega) \), \( x_2 = \delta \), and \( z = \cos(\theta_1, V_1, V_2, V_2) \). is given by (21), (22), and (24); \( g \) is given by (25) and (26).

We first show this system satisfies conditions of Theorem 3 and hence any nondegenerate solution is AS-detectable. Since \( \zeta(t) = \zeta(0) - k_2 \int_{0}^{t} \omega(\tau) d\tau = \zeta(0) - k_2(\delta(t) - \delta(0)) \), bounded \( \delta(t) \) implies bounded \( \zeta(t) \). It follows from (21) to (23) that \( M \dot{\omega}(t) = -(D + k_1) \omega(t) + \zeta(t) - P^e(t) + P^g_0 \). Similar to the proof of Proposition 2, by invoking the comparison lemma we can prove the boundedness of \( \omega(t) \) given bounded \( z(t) \) and \( \delta(t) \). Hence, condition 1) of Theorem 3 is met. For any solution satisfying \( f_2 = \omega \equiv 0 \), it follows \( \dot{\omega} = 0 \) and \( \zeta = 0 \), which meets condition 2) of Theorem 3, and hence, any nondegenerate solution of this example is AS-detectable.

Next, we estimate the \( f_2 \)-RoA of the system by constructing a type-II \( V \)-function. Let

\[
Q(x, z) = \frac{1}{2} M \omega^2 + \frac{E_V_1(1 - \cos(\delta - \theta_1))}{x_d^2} + B_{12} V_1 V_2 (1 - \cos \theta_{12})
\]

Since \( B_{12} > 0 \) and \( E > 0 \), the function \( Q(x, z) \) is bounded from below on \( D_G \), provided \( V_1 > 0, V_2 > 0 \).

Direct calculation yields

\[
\left( \frac{\partial g}{\partial z} \right)^{-1} \frac{\partial g}{\partial \delta} = \begin{bmatrix} -1 & 0 & -1 & 0 \end{bmatrix}^T.
\]

Hence, by (4b), it holds \( \dot{z} = \cos(\omega, \omega, 0, 0) \). It holds

\[
\dot{Q}(x, z) = -D \omega^2 + \omega(P^d + П_0^q + u).
\]

Consider the following \( V \)-function

\[
V(x, z) = Q(x, z) + \frac{1}{2k_2} (\zeta + P^d + П_0^q)^2.
\]

Clearly, \( V(x, z) \) is lower bounded. It holds

\[
\frac{1}{dt} 2k_2 (\zeta + P^d + П_0^q)^2 = -\omega(u + P^d + П_0^q) - k_1 \omega^2.
\]

Hence

\[
\dot{V}(x, z) = -(D + k_1) \omega^2 = -(D + k_1) \| f_2 \|^2
\]

which verifies condition 2) in Theorem 7. To verify condition 3), we prove \( \dot{V} \) is bounded when \( \dot{V} \) is bounded. Direct calculation yields

\[
\dot{V}(x, z) = -2(D + k_1) \omega \omega
\]

\[
= -2(D + k_1) \omega(-D \omega + П_0^q + u - P^e).
\]
It is easy to show by contradiction arguments that $V$ being bounded implies $\omega$ and $u$ being bounded. Note also $|P| \leq EV_1/x_d'$. Hence, $\bar{V}$ is bounded in any sublevel set $V^{-1}_l$ with finite level value $l$. Hence, any $V_l^{-1} \subset D_G$ is a valid estimation of $f_{2,3}$-RoA of the system.

For illustration, this example was built on a single-machine system and an SG. However, we remark that the analysis applies to large systems and similar dynamical subsystems, e.g., the virtual SG with energy storage. Although the generator’s primary power input is conventionally assumed to be constant in transient stability analysis since the governor dynamics is usually slow, this example shows such an assumption can be relaxed, which might be necessary for microgrids with inverter-interfaced fast response power resources.

### B. IEEE 9-bus System

We now consider the IEEE 9-bus system as shown in Fig. 4. To demonstrate the capability of our results in heterogeneous settings, we modify the benchmark so that it consists of two different SGs, an inverter-interfaced power source, and three constant PQ loads. We assume the generator at bus 1 has a strong excitation control and hence is described by (21) together with the PI regulator. The generator at bus 2 is governed by the flux-decay model as in Example 2. The power source at bus 3 is modeled as in Example 1. The differential equations of each subsystem can be found in previous examples.

The algebraic equations consist of power balance constraints at each bus, which read for $i = 1, \ldots, 9$

$$\begin{align*}
P_i &= G_{ii} V_i^2 + \sum_{j \in N_i} V_i V_j (B_{ij} \sin \theta_{ij} + G_{ij} \cos \theta_{ij}) \\
Q_i &= -B_{ii} V_i^2 - \sum_{j \in N_i} V_i V_j (B_{ij} \cos \theta_{ij} - G_{ij} \sin \theta_{ij}).
\end{align*}$$

Network and load parameters were obtained from the MATPOWER package [59]. Table I reports the parameters of three dynamical subsystems.

| Bus | Parameters | Values |
|-----|------------|--------|
| 1   | $M, D, E, x_d^*$, $F_{q1}$, $x_q$, $x_d$, $F_{p1}$, $P_{p1}$ | 0.075, 0.032, 1.01, 0.061, 0.72, 0.02, 0.10 |
| 2   | $M, D, F_{q2}$, $x_q$, $x_d$, $x_d'$, $F_{p2}$, $P_{p2}$ | 0.02, 0.003, 6.00, 0.20, 0.896, 0.12, 1.63, 1.52 |
| 3   | $\tau_1, \tau_2, \delta_1, \delta_2$, $V_{ref}$, $Q_{ref,ref}$, $V_{ref}$ | 10.00, 10.00, 0.01, 0.01, 0.85, -0.0365, 0.0833, 1.00 |

Note that each bus in the IEEE 9-bus benchmark represents a control area in practice and the dynamics actually models aggregated devices in the area. The dynamics of both bus 1 and bus 3 have an integral of frequency deviation, representing the automatic generation control (AGC) units in the area [60, Ch. 11]. They are together responsible for restoring the system frequency to the nominal value.

1) **Nonisolated and Not Asymptotically Stable Equilibrium:** The collective state variables of the system read

$$x = \text{col}(\zeta, \omega_1, \delta_1, \omega_2, \delta_2, E_{q1}', P_3, Q_3).$$

The collective algebraic variable $z$ is of 18 dimensions and consists of $\theta_i$ and $V_i$ at each bus. Setting $\zeta = 0$, one equilibrium can be obtained, which reads

$$x_0 = \text{col}(0, 0, 0.0431, 0, 0.4756, 1.0288, 0.8500, -0.0365).$$

However, $x_0$ is not an isolated equilibrium. In fact, there is a continuous equilibria trajectory, along which it always holds that $\omega_1 = \omega_2 = 0$ but other states keep varying. Fig. 5 shows this equilibria trajectory as a function of $\zeta$.

Unlike the well-investigated phase rotational symmetry, the equilibria continuum here cannot be eliminated by simple coordinate transformation. Indeed, phase rotational symmetry does not exist in this example due to the power-angle droop at bus 3. The inherently nonisolated equilibria actually result from the interaction between the PI regulator at bus 1 and the power-angle droop at bus 3.
More importantly, any single equilibrium in this continuum is not Lyapunov asymptotically stable since any small perturbation along the direction tangent to the equilibria trajectory will make the system leave the initial equilibrium and settle in a new one. To illustrate, consider the projection of the system vector field onto the plane spanned by two orthogonal directions $s_1$ and $s_2$ around the equilibrium $x_0^*$. Here, we set $s_1 = \text{col}(1, 0, 1, 0, 1, 1, 1)/\sqrt{6}$ and $s_2 = \text{col}(0, 1, 0, 1, 0, 0, 0)/\sqrt{2}$. Hence, $s_2$ represents the variation of $\omega_1$ and $\omega_2$ while $s_1$ represents the combination of the others. Fig. 6 reports the projected vector field. It shows that all vectors point to the line $s_2 = 0$, but they do not point to any particular point. Note that the line $s_2 = 0$ is the projection of the equilibria trajectory on this plane. Now suppose the system is subject to a small disturbance that shifts the state from $x_0^*$ to $\tilde{x}_0$, which is represented by the red dot. From this initial point, the system solution can reach augmented synchronization but it converges to a different equilibrium $\tilde{x}^*$, which is represented by the green dot. This indicates that this equilibria trajectory as a whole has a certain stability property but no single equilibrium is Lyapunov asymptotically stable.

2) AS-Detectability: This 9-bus system provides an example of verifying AS-detectability in a modular manner. The system has exactly the modular structure as defined in Section III-C. Each subsystem satisfies conditions 1) and 2) in Theorem 4, which can be shown by the same argument as in Example 1-2 and in Section V-A. Therefore, any nondegenerate solution of this system is AS-detectable.

In this case, although $\omega(t)$ and $\dot{z}(t)$ may identically converge to 0, most other states such as $\zeta(t)$, $\theta(t)$, and $V(t)$ may converge to different values provided different initial points. Hence, one cannot single out any prespecified equilibrium to perform transient stability analysis. Our results provide an alternative way to handle this situation by checking the convergence of $\dot{z}(t)$ instead of all states.

3) Estimation of the $f_2$-RoA: To illustrate, let us estimate the $f_2$-RoA of the system by a type-I $V$-function in Krasovskii’s form. For some positive-definite matrix $P$, let $V(x, z) = f(x, z)^T P f(x, z)$. Note for subsystem 1, $\dot{\zeta}$ is linearly related to $\delta_1$. Hence, instead of letting

$$\xi = f = \text{col}(\zeta, \omega_1, \dot{\delta}_1, \dot{\omega}_2, \dot{\delta}_2, E_q, \dot{P}_3, \dot{Q}_3)$$

one can choose

$$\xi = \text{col}(\dot{\omega}_1, \dot{\delta}_1, \dot{\omega}_2, \dot{\delta}_2, E_q', \dot{P}_3, \dot{Q}_3).$$

This yields $f = A\xi$, where $A$ is a constant matrix and reads

$$A = \begin{bmatrix} 0 & -k_2 & 0_{1 \times 5} \\ I_{7 \times 7} \end{bmatrix}.$$ 

Hence, condition (20) can be relaxed as

$$A^T (P J(x, z) + J(x, z)^T P) A < 0. \tag{27}$$

\[ P = \begin{bmatrix} 1.136 & -0.049 & 0.026 & 0.225 & -0.049 & -0.050 & -0.507 & -0.066 \\ -0.049 & 0.719 & -0.151 & -0.237 & -0.041 & -0.077 & 0.005 & 0.052 \\ 0.026 & -0.151 & 0.497 & -0.060 & 0.131 & 0.350 & -0.053 & 0.174 \\ 0.225 & -0.237 & -0.060 & 1.070 & -0.146 & 0.096 & 0.006 & -0.047 \\ -0.049 & -0.041 & 0.131 & -0.146 & 0.461 & -0.302 & 0.073 & -0.143 \\ -0.050 & -0.077 & 0.350 & 0.096 & -0.302 & 0.651 & -0.012 & 0.304 \\ -0.507 & 0.005 & -0.053 & 0.006 & 0.073 & -0.012 & 0.530 & 0.038 \\ -0.066 & 0.052 & 0.174 & -0.047 & -0.143 & 0.304 & 0.038 & 0.463 \end{bmatrix} \tag{28} \]
As a practical approach is to solve (27), we first solve \( P \) at several random points around the predisturbance equilibrium \( (x_0^p, z_0^p) \), which is a standard LMI problem. Then, with this fixed \( P \) we guess a level value \( l \) and verify whether (27) holds over \( V_l^{-1} \). In our case, the numerical LMI solver yields a candidate of \( P \) as reported in (28) shown at the bottom of the previous page, such that (27) holds in \( V_l^{-1} \) with \( l = 4 \). Then, a conservative estimation of the \( f_2 \)-RoA is given by \( V_1^{-1} \), which takes 18.41% of the exact \( f_2 \)-RoA obtained by point-by-point simulations. Note that ideally, we should solve \( P > 0 \) and \( l > 0 \) simultaneously so that (27) holds for all \((x, z) \in V_1^{-1} \) and we should optimize \( P \) and \( l \) to enlarge the estimated RoA. Such a problem involves coupled nonlinear and nonconvex constraints. It is our ongoing work to develop effective algorithms for such a problem.

In this case, \( V_4^{-1} \) is an 8-dimensional manifold in the 26-dimensional Euclidean space. To illustrate, we project it onto the \( \zeta - \omega_1 \) plane as shown in Fig. 7. Two trajectories starting from different initial points were also projected onto the plane, which clearly shows the dependence of the converging point of \( \zeta \) on the initial point. It also shows the independence of the converging point of \( \omega_1 \), which should always converge to 0.

Figs. 8 and 9 give the solutions \( \theta(t), V(t) \) of the corresponding two trajectories, respectively. In both cases, the system approaches to the augmented synchronization, i.e., \( \dot{z}(t) \to 0 \) as \( t \to \infty \). However, the converging points of \( \theta(t) \) and \( V(t) \) are different. This again shows that augmented synchronization could be more desirable to power system transient stability analysis than equilibrium.

VI. CONCLUDING REMARKS

In this article, we redefined the "nominal motion" of power systems by introducing the concept of augmented synchronization. We derived conditions for augmented synchronization detectability and presented a compositional approach to verify these conditions in modularly structured power systems. That provides the long-standing practice wisdom with a solid theoretical foundation. Inspired by such wisdom, we further developed theorems to characterize augmented synchronization with different types of \( V \)-functions. These theorems extend the classical Lyapunov-based direct method and can provide estimations of RoA w.r.t. augmented synchronization rather than an equilibrium point.

Our results shed new light on power system stability analysis, which may open the possibility for an equilibrium-independent analytic that better fits the demand of future smart grids. As an initial step, the concept of augmented synchronization may also provide a better perspective to understand power system stability by rethinking what should be the cornerstone, i.e., the "nominal motion" in stability analysis.

One limitation of the proposed framework is the implicit assumption of access to full measurements of voltage angles and magnitudes at all network buses. It is among our future work to investigate whether the transient stability can be inferred based on partial measurements only, and how the topology of available measurement comes into play. Another limitation is that it might be hard to calculate \( \eta \)-RoA for large-scale power systems. It is among future work to develop efficient algorithms to implement our theory and to reduce the conservativeness of the estimation of \( \eta \)-RoA. Our ongoing works also include extending the theory to consider line dynamics.
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