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Abstract

In this paper, we prove the a priori estimates in Sobolev norms for a free-boundary problem of 3D compressible inviscid magnetohydrodynamics equations with magnetic diffusion (resistive MHD) under the Rayleigh-Taylor physical sign condition. This can be considered as a generalisation of the Christodoulou-Lindblad type energy estimates for the free-boundary compressible Euler’s equations in Lindblad-Luo [26] to the free-boundary compressible resistive MHD equations. Moreover, our energy estimates are uniform in the sound speed. As a result, we can prove the convergence of solutions of the free-boundary compressible resistive MHD equations to the solution of the free-boundary incompressible resistive MHD equations, i.e., the incompressible limit. Since the local wellposedness of the free-boundary incompressible MHD equations under the physical sign condition has been proven in Gu-Wang [14], our result leaves open the possibility of the existence of free-boundary compressible resistive MHD equations. To the best of our knowledge, our result is also the first result in the study of the free-boundary problem of compressible MHD equations under the Rayleigh-Taylor physical sign condition.
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1 Introduction

In this paper, we consider the magnetohydrodynamics (MHD) equations

\[
\begin{align*}
\rho(\partial_t u + u \cdot \partial u) &= B \cdot \partial B - \partial(p + \frac{1}{2}|B|^2) & \text{in } D; \\
\partial_t p + \text{div}(\rho u) &= 0 & \text{in } D; \\
\partial_t B + u \cdot \partial B - \lambda \Delta B &= B \cdot \partial u - B \text{div } u & \text{in } D; \\
\text{div } B &= 0 & \text{in } D,
\end{align*}
\]

(1.1)

describing the motion of a conducting fluid in an electro-magnetic field with magnetic diffusion, \(\lambda > 0\) is the magnetic diffusivity constant. It is called resistive MHD equations. \(D = \Omega_{0,T} \cup \Omega_{T} \cup \Omega_{\lambda} \) is the domain occupied by the conducting fluid whose boundary \(\partial D\) moves with the velocity of the fluid. \(\partial = (\partial_1, \partial_2, \partial_3)\) is the standard spatial derivative and \(\text{div } X := \partial_i X_i\) is the standard divergence for any vector field \(X\). Throughout this paper, \(X^k = \delta^{kl} X_l\) for any vector field \(X\), i.e., we use Einstein summation notation. The fluid velocity \(u = (u_1, u_2, u_3)\), the magnetic field \(B = (B_1, B_2, B_3)\), the fluid density \(\rho\), the pressure \(p\) and the magnetic field \(\hat{B}\) is given by \(\partial\rho\), \(\partial p\) and \(\partial B\) solving (1.1) satisfying the initial conditions:

\[
D_0 = \{x : (0, x) \in \Omega\}, \quad (u, B, \rho) = (u_0, B_0, \rho_0), \quad \text{in } \{0\} \times D_0. \quad (1.2)
\]

We also require the following boundary conditions on the free boundary \(\partial D = \Omega_{0,T} \cup \partial D\): \n
\[
\begin{align*}
(\partial_t + u \cdot \partial)|_{\partial D} &\in T(\partial D) \\
p &= 0 & \text{on } \partial D, \\
B &= 0 & \text{on } \partial D,
\end{align*}
\]

(1.3)

where \(N\) is the exterior unit normal to \(\partial D\).

The first condition of (1.3) means that the boundary moves with the velocity of the fluid. We will use the notation \(D_t = \partial_t + u \cdot \partial\) throughout the rest of this paper, and \(D_t\) is called the material derivative. The second condition in (1.3) means that outside the fluid region \(D_t\) is the vacuum. Since \(p = p(\rho)\) and \(p|_{\partial D} = 0\), we know the fluid density also has to be a constant on the boundary \(\rho_0 \geq 0\). We assume \(\rho_0 > 0\) which is in the case of liquid as opposed to gas. Hence

\[
p(\rho_0) = 0, \quad p'(\rho) > 0, \quad \text{for } \rho \geq \rho_0, \quad (1.4)
\]

where further assume \(\rho_0 = 1\) for simplicity. The third condition \(B = 0\) on \(\partial D\) shows that the plasma is isolated from the outside world by a vacuum in which there is no magnetic field. (See the next paragraph for the description of the plasma-vacuum model.) This condition also yields that the physical energy is conserved when \(t \geq 0\) and thus the energy is non-increasing for resistive MHD (see Section 1.3 for details).

Actually, the free-boundary problem discussed in this paper originates from the classical plasma-vacuum interface model, which is formulated as follows (see also chapter 4 of [12] for the detailed formulation): Suppose that the interface between the plasma region \(\Omega_+(t)\) and the vacuum region \(\Omega_-(t)\) is \(\Gamma(t)\) which moves with the plasma. Then it requires that (1.1) holds in the plasma region \(\Omega_+(t)\) and the following equations hold for the magnetic field \(\hat{B}\) in vacuum \(\Omega_-(t)\):

\[
\text{curl } \hat{B} = 0, \quad \text{div } \hat{B} = 0. \quad (1.5)
\]

On the interface \(\Gamma(t)\), it is required that there is no jump for the pressure and normal component of magnetic fields:

\[
p + \frac{1}{2}|B|^2 = \frac{1}{2}|\hat{B}|^2, \quad B \cdot N = \hat{B} \cdot N, \quad (1.6)
\]

where \(N\) is the exterior unit normal to \(\Gamma(t)\). Hence, the boundary conditions (1.3) is exactly the case that the outside magnetic field \(\hat{B}\) vanishes in vacuum region in the classical plasma-vacuum model. In other words, the model we discuss in this paper is that the plasma is confined in a vacuum region, isolated from the outside world.
1.1 Free-boundary compressible resistive MHD equations

The free-boundary resistive compressible MHD system we consider in this paper is

$$\begin{cases}
\rho D_t u = B \cdot \nabla B - \partial p + \frac{1}{2} |B|^2 & \text{in } D;
\partial_t \rho + \rho \div u = 0 & \text{in } D;
\partial_t B - \lambda \Delta B = B \cdot \nabla u - B \div u & \text{in } D;
\div B = 0 & \text{in } D,
\end{cases}$$

(1.7)

together with the initial conditions (1.2) and the boundary conditions (1.3). As for the pressure $p$, we impose the following natural conditions on $\rho'(p)$ for some fixed constant $c_0$:

$$|\rho^{(m)}(p)| \leq c_0, \text{ and } c_0^{-1}|\rho'(p)|^m \leq |\rho^{(m)}(p)| \leq c_0|\rho'(p)|^m, \quad \text{for } 1 \leq m \leq 6. \quad (1.8)$$

To make the initial-boundary value problem (1.7), (1.2) and (1.3) be solvable, the initial data has to satisfy certain compatibility conditions on the boundary. In fact, the continuity equation implies that $\div \mathbf{v}|_{\partial D_t} = 0$ and thus we have to require $p_0|_{\partial D_t} = 0$ and $\div \mathbf{v}_0|_{\partial D_t} = 0$. Also the boundary condition $B = 0$ requires that $B_0|_{\partial D_t} = 0$. Furthermore, we define the $k$-th ($k \geq 0$) order compatibility condition as follows:

$$D_t^j p|_{\partial D_t} = 0, \quad D_t^j B|_{\partial D_t} = 0 \text{ at time } t = 0 \quad \forall 0 \leq j \leq k. \quad (1.9)$$

Let $N$ be the exterior unit normal vector to $\partial D_t$. We will prove the a priori bounds for (1.7), (1.2) and (1.3) in Sobolev spaces under the Rayleigh-Taylor physical sign condition

$$-\nabla_N P \geq \varepsilon_0 > 0 \text{ on } \partial D_t, \quad (1.10)$$

where $\nabla_N := N^i \partial_i$, $\varepsilon_0 > 0$ is a constant, and $P := p + \frac{1}{2} |B|^2$ is the total pressure. This physical sign condition says that the total pressure is higher in the interior than that on the boundary. When $B = 0$, i.e., in the case of the free-boundary compressible Euler’s equations, the system will be illposed without this physical sign condition (See Ebin [11] for counterexamples). For the free-boundary MHD equations, (1.10) plays the same role as the Rayleigh-Taylor sign condition for the free-boundary Euler’s equations, which was pointed out in Hao-Luo [16]. Moreover, Hao-Luo [17] proved that the free-boundary problem of incompressible MHD equations is illposed when (1.10) fails in the case of dimension 2.

1.2 History and background

The study of the motion of fluid has a long history. In particular, the free-boundary problem of inviscid fluid has blossomed over the past decades. Most of the results are focusing on the incompressible cases. The first breakthrough is the wellposeness results of incompressible irrotational water wave problem solved in Wu’s work [41, 42, 43, 44]. For the general incompressible problem with nonzero vorticity, Christodoulou-Lindblad [3] first obtained the energy bound under the Rayleigh-Taylor sign condition from a geometric perspective. Then Lindblad [24] proved the local wellposedness with Nash-Moser iteration and Coutand-Shkoller [5] proved the local wellposedness by tangential smoothing which avoided using Nash-Moser iteration. Shatah-Zeng [32, 33, 34] worked on the case with nonzero surface tension.

For the free-boundary compressible Euler equations, Lindblad [25] proved the local wellposedness in the case of a liquid by using Nash-Moser. Then Coutand-Lindblad Shkoller [5] and Coutand-Shkoller [6] dealt with the case of gas. Trakhinin [39], Luo-Zeng [29] and Jang-Masmoudi [19] also worked on the local wellposedness of free-boundary compressible Euler’s equations in the case of gas. Later on, Lindblad-Luo [26] generalized the method in [3] to compressible Euler in the case of a liquid and Ginsberg-Lindblad-Luo [13] proved the local wellposedness for the motion of compressible self-gravitating liquid. As for the incompressible limit, Ebin [10] and Disconzi-Ebin [8] worked on a fixed domain with fixed boundary. Lindblad-Luo [26] proved the incompressible limit in Sobolev norms for the free-boundary problem and the nonzero surface tension case was done by Disconzi-Luo [9].

However, the theory of the free-boundary MHD equations are much less developed, and nearly all of the available results are focusing on the incompressible case. Hao-Luo [16] generalized the method developed by
Use elliptic estimates to control the convergence rate of the inviscid limit for the free-boundary ideal incompressible MHD with or without surface tension. This result can be considered as the first step of the incompressible MHD with surface tension in Lagrangian coordinates, which shows the surface tension has a regularising effect on the flow map on the boundary. This does not appear in the incompressible case thanks to div equations, the top order derivative of the pressure in MHD equations and compressible Euler's equations. Compare with free-boundary incompressible MHD equations, the presence of the magnetic field in vacuum. One can use Alinhac good unknowns to avoid this problem, but the regularity should be $H^4$ or higher. (See Gu-Wang [14] for details.) In [28], Luo-Zhang proved the a priori estimates for the incompressible MHD with surface tension in Lagrangian coordinates, which shows the surface tension has better regularising effect on the flow map on the boundary. This result can be considered as the first step of the local existence theory of free-boundary MHD with surface tension. Besides, Chen-Ding [2] obtained the convergence rate of the inviscid limit for the free-boundary ideal incompressible MHD with or without surface tension.

Actually, MHD equations are quite different from Euler’s equations. The strong coupling between the velocity and the magnetic fields in MHD equations often produce extra difficulty, especially when we would like to enhance the regularity of the flow map. In my previous work [27] joint with Chenyun Luo, we gave a regularity result with minimal Sobolev regularity $H^{2,5+\delta}$ in a sufficiently small fluid domain and pointed out the importance of the failure of Cauchy invariance in MHD equations in the curl control of the flow map, of which the regularity cannot be enhanced as in the case of Euler’s equations. This tells an essential difference from the free-boundary Euler’s equations. One can use Alinhac good unknowns to avoid this problem, but the regularity should be $H^4$ or higher. (See Gu-Wang [14] for details.) In [28], Luo-Zhang proved the a priori estimates for the incompressible MHD with surface tension in Lagrangian coordinates, which shows the surface tension has better regularising effect on the flow map on the boundary. This result can be considered as the first step of the local existence theory of free-boundary MHD with surface tension. Besides, Chen-Ding [2] obtained the convergence rate of the inviscid limit for the free-boundary ideal incompressible MHD with or without surface tension.

The structure of free-boundary compressible MHD equations is much more delicate than both incompressible MHD equations and compressible Euler’s equations. Compared with free-boundary incompressible MHD equations, the top order derivative of the pressure $p$ and curl $B$ loses control in the free-boundary compressible MHD equations. This does not appear in the incompressible case thanks to div $u = 0$ which allows us to: (1) Use elliptic estimates to control $p$ after taking divergence of the first equation in (1.7); (2) Use Alinhac good unknowns to avoid higher order terms, as mentioned in the last paragraph. On the other hand, compared with compressible Euler’s equations, the presence of the magnetic field $B$ in the pressure term $\nabla(p + \frac{1}{2}|B|^2)$ destroys the control of the wave equation of $p$ which is obtained by taking divergence of the first equation in (1.7). This crucial difficulty does not appear in the study of the free-boundary compressible Euler’s equations, of which the corresponding wave equation only contains lower order terms. We will discuss more details about this technical difficulty in Section 1.5.

For the previous results, Chen-Wang [1] and Trakhinin [38] proved the existence of the current-vortex sheet for 3D compressible MHD. The only wellposedness results of the free-boundary problem of the plasma-vacuum model for compressible ideal MHD are Secchi-Trakhinin [31] and Trakhinin [40], but an extra "non-colinearity" condition, which has stronger stabilization effect than the physical sign condition (1.10), is required. And it cannot be applied to the simpler case of isolated plasma-vacuum model, i.e., $\hat{B} = 0$ in vacuum, under the physical sign condition (1.10).

To the best of our knowledge, also as pointed out in the last section of Trakhinin [40], there is NO available result on the free-boundary problem of compressible MHD equations under the physical sign condition (1.10). In fact, there is even NO available result for the ideal (i.e. inviscid and no magnetic diffusion) compressible MHD in a fixed domain. All the previous results in a fixed domain, as far as we concern, require at least one of the fluid viscosity and the magnetic diffusion to be nonzero, e.g., Tan-Wang [36] proved the global wellposedness of compressible viscous, non-resistive MHD in a fixed infinite layer $\mathbb{R}^2 \times (0, 1)$ of a small perturbation around some steady solution. As for the incompressible limit, Jiang-Ju-Li [20, 21] got such results for the weak solution in the whole space $\mathbb{R}^3$, but no higher order energy control.

In this paper, we generalize the method in Lindblad-Luo [26] to obtain the a priori estimates and incompressible limit for the free-boundary problem of compressible MHD equations with magnetic diffusion from a geometric point of view introduce by Christodoulou-Lindblad [3]. Our energy bound is also uniform in the sound speed $c := \sqrt{\rho' / \rho}$ and thus implies the incompressible limit. The energy constructed in this paper...
contains interior parts and boundary parts. The interior part together with the curl estimate controls the velocity, magnetic field and the pressure in Sobolev norms. The boundary part contains the projected derivatives on the boundary which controls the second fundamental form of the moving boundary. It is worth pointing out that, the projected derivative is crucial to compensate the loss of regularity in the boundary control caused by the Sobolev trace lemma. We will discuss the details in Section 1.4 and Section 1.5.

1.3 Energy conservation/dissipation and higher order energy

Energy conservation/dissipation

First we would like to explain the energy conservation for compressible ideal MHD and the energy dissipation for the compressible resistive MHD, mentioned in the introduction.

In fact, for the ideal compressible MHD, if we set $Q(\rho) = \int_1^\rho p(R) R^2 dR$, then we use (1.7) to get

$$\frac{d}{dt} \left( \frac{1}{2} \int_{\Omega_t} |u|^2 \, dx + \frac{1}{2} \int_{\Omega_t} |B|^2 \, dx + \int_{\Omega_t} \rho Q(\rho) \, dx \right)$$

$$= \int_{\Omega_t} \rho u \cdot D_t u \, dx + \int_{\Omega_t} B \cdot D_t B \, dx + \int_{\Omega_t} \rho D_t Q(\rho) \, dx + \frac{1}{2} \int_{\Omega_t} \rho D_t (1/\rho) |B|^2 \, dx$$

$$= \int_{\Omega_t} u \cdot (B \cdot \partial B) \, dx - \int_{\Omega_t} u \cdot \partial P \, dx + \int_{\Omega_t} B \cdot (B \cdot \partial u) \, dx - \int_{\Omega_t} |B|^2 \div u \, dx$$

$$+ \int_{\Omega_t} p(\rho) \frac{D_t \rho}{\rho} \, dx - \frac{1}{2} \int_{\Omega_t} \frac{D_t \rho}{\rho} |B|^2 \, dx. \quad (1.11)$$

Integrating by part in the first term in the last equality, this term will cancel with $\int_{\Omega_t} B \cdot (B \cdot \partial u) \, dx$ because the boundary term and the other interior term vanishes due to $B = 0$ and $\div B = 0$ respectively. Also we integrate by parts in the second term and then use the continuity equation to get

$$- \int_{\Omega_t} u \cdot \partial P \, dx = \int_{\Omega_t} \rho \div u \, dx - \int_{\partial \Omega_t} (u \cdot N) P dS = - \int_{\Omega_t} \frac{D_t \rho}{\rho} \, dx + \frac{1}{2} \int_{\Omega_t} |B|^2 \div u \, dx$$

$$= - \int_{\Omega_t} \frac{D_t \rho}{\rho} \, dx + \int_{\Omega_t} |B|^2 \div u \, dx - \frac{1}{2} \int_{\Omega_t} |B|^2 \div u \, dx$$

$$= - \int_{\Omega_t} \frac{D_t \rho}{\rho} \, dx + \int_{\Omega_t} |B|^2 \div u \, dx + \frac{1}{2} \int_{\Omega_t} \frac{D_t \rho}{\rho} |B|^2 \, dx. \quad (1.12)$$

Summing up (1.11) and (1.12), one can get the energy conservation for the free-boundary ideal compressible MHD:

$$\frac{d}{dt} \left( \frac{1}{2} \int_{\Omega_t} |u|^2 \, dx + \frac{1}{2} \int_{\Omega_t} |B|^2 \, dx + \int_{\Omega_t} \rho Q(\rho) \, dx \right) = 0. \quad (1.13)$$

Also one can see this energy conservation coincides with the analogue for the free-boundary compressible Euler’s equations in Lindblad-Luo [26].

For the resistive compressible MHD as stated in (1.7), there will be one extra dissipation term, and one can integrate by part to get the energy dissipation.

$$\frac{d}{dt} \left( \frac{1}{2} \int_{\Omega_t} |u|^2 \, dx + \frac{1}{2} \int_{\Omega_t} |B|^2 \, dx + \int_{\Omega_t} \rho Q(\rho) \, dx \right)$$

$$= 0 + \lambda \int_{\Omega_t} B \cdot \Delta B \, dx = -\lambda \int_{\Omega_t} |\partial B|^2 \, dx < 0. \quad (1.14)$$
Higher order energy

Now we introduce “$Q$-tensor” to define the higher order energies. Let $Q$ be a positive definite quadratic form $Q$ on $(0, r)$-tensors, which is the inner product of the tangential components when restricted on the boundary, i.e.,

$$Q(\alpha, \beta) = \langle \Pi \alpha, \Pi \beta \rangle \text{ on } \partial \mathcal{D}_t,$$

(1.15)

where the projection of a $(0, r)$-tensor to the boundary is defined by

$$(\Pi \alpha)_{i_1 \cdots i_r} = \gamma^j_{i_1} \cdots \gamma^j_{i_r} \alpha_{j_1 \cdots j_r}, \quad \text{where } \gamma^j_i = \delta^j_i - N_i N^j,$$

(1.16)

and $N$ is the unit outer normal to $\partial \mathcal{D}_t$. To be more specific, we define

$$Q(\alpha, \beta) = q^{ij} \alpha_{i_1 \cdots i_r} \beta_{j_1 \cdots j_r},$$

(1.17)

where

$$q^{ij} := \delta^{ij} - \eta(d) N^i N^j, \quad \text{where } \eta(d) = 1 \text{ when } d \leq d_0/2; \eta(d) = 0 \text{ when } d > d_0/2,$$

Here $\eta$ is a smooth cut-off function satisfying $0 \leq \eta(d) \leq 1$, and $\eta(d) = 1$ when $d \leq d_0/4; \eta(d) = 0$ when $d > d_0/2$, where $d_0$ is a fixed number smaller than the injective radius $r_0$ of the normal exponential map, defined to be the largest number $r_0$ such that the map:

$$\partial \mathcal{D}_t \times (-k_0, k_0) \to \{x : \text{dist}(x, \partial \mathcal{D}_t) < u_0\},$$

(1.18)

given by

$$(\vec{x}, L) \mapsto x = \vec{x} + LN(\vec{x})$$

is an injection.

We propose the higher order energies to be

$$E_r := \sum_{s+k=r} E_{s,k} + K_r + W_{r+1}^2 + H_{r+1}^2, \quad \text{and } E_r^* := \sum_{r' \leq r} E_{r'}.$$

(1.19)

Here for $s \geq 1$

$$E_{s,k}(t) = \frac{1}{2} \int_{\mathcal{D}_t} \rho Q(\partial^s D^k_t u, \partial^s D^k_t u) \, dx + \frac{1}{2} \int_{\mathcal{D}_t} Q(\partial^s D^k_t B, \partial^s D^k_t B) \, dx$$

$$+ \frac{1}{2} \int_{\mathcal{D}_t} \rho' \langle p \rangle \frac{1}{\rho} Q(\partial^s D^k_t p, \partial^s D^k_t p) \, dx$$

$$+ \frac{1}{2} \int_{\partial \mathcal{D}_t} Q(\partial^s D^k_t p, \partial^s D^k_t p) v \, dS,$$

(1.20)

with $v := (-\nabla_N \rho)^{-1}$ and

$$E_{0,r}(t) = \frac{1}{2} \int_{\mathcal{D}_t} \rho \rho' \langle p \rangle |D^r_t u|^2 \, dx + \frac{1}{2} \int_{\mathcal{D}_t} |D^r_t B|^2 \, dx + \frac{1}{2} \int_{\mathcal{D}_t} \rho' \langle p \rangle |D^r_t p|^2 \, dx,$$

(1.21)

and

$$K_r := \int_{\mathcal{D}_t} \rho |\partial^{-1} \text{curl } u|^2 + |\partial^{-1} \text{curl } B|^2 \, dx,$$

(1.22)

$$W_r := \frac{1}{2} \left( \|\rho' \langle p \rangle D^r_t p\|_{L^2(\mathcal{D}_t)} + \|\sqrt{\rho' \langle p \rangle} \nabla D^r_t p\|_{L^2(\mathcal{D}_t)} \right),$$

(1.23)

and

$$H_r^2(t) := \int_0^t \int_{\mathcal{D}_t} |D^r_t B(\tau, x)|^2 \, dx d\tau + \frac{1}{2} \|\partial D^r_t B\|_{L^2(\mathcal{D}_t)}^2,$$

(1.24)

Here $H_r^2$ is the $r$-th order energy of the heat equation of $B$

$$D_t B - \lambda \Delta B = B \cdot \partial u - B \text{div } u,$$

(1.25)
and $W_r$ is the $r$-th order energy of the wave equation of $p$
\[ \rho'(p)D_r^2 p - \Delta p = B^i \Delta B_k + w, \] (1.26)
where
\[ w = \left( \frac{\rho'(p)}{\rho} - \rho''(p) \right) (D_r p)^2 + \frac{\rho'(p)}{\rho} \partial_i p ((B \cdot \partial B_i) - \partial_t P) + \rho \partial_i u^k \partial_k u^i - \partial^i B_k \partial_k B^i + |\partial B|^2. \] (1.27)

This wave equation is derived by taking divergence in the first equation of MHD system (1.7).

**Remark.** We note that the weight function in (1.21) and (1.23) is necessary for passing to the incompressible limit, otherwise there will be no control of $D_r^2 p$ uniform in the sound speed $c := \sqrt{p'(\rho)}$. When $B = 0$, our energy is exactly the energy functional for the free-boundary compressible Euler’s equation in Lindblad-Luo [26].

Although $E_r$ only contains the tangential components, it actually allows us to control all the components by the Hodge type decomposition
\[ |\partial X| \leq |\bar{\partial} X| + |\text{div} X| + |\text{curl} X|. \]

The curl part can be controlled by $K_r$, while the divergence of $u$ can be controlled via the wave equation (1.26) of $p$ through the continuity equation $D_r \rho = \rho \text{div} u$ and $p = p(\rho)$. The energy of heat equation helps us to close the control of the wave equation, because the right-hand side of (1.27) contains a higher order term of $B$ which is out of control without the magnetic resistivity term. The details will be discussed in Section 1.5.

The boundary term in (1.20) and the choice of $\nu$ are constructed to exactly cancel a boundary term coming from integration by part in the interior. Besides, the tangential projection in the boundary term is necessary to make it be a lower order term. Indeed, since $P = p + \frac{1}{2}|B|^2 = 0$ on the boundary and so is $\Pi \partial^r P = \bar{\partial} P$, one has
\[ \Pi \partial^r P = O(\partial^r-1 P). \]

The physical sign condition (1.10) implies $|\nabla_N P| \geq \epsilon_0$ which allows us to control the regularity of the free boundary, i.e., the second fundamental form $\theta$:
\[ |\bar{\partial}^{-2} \theta|_{L^2(\partial \mathcal{D}_k)}^2 \leq \epsilon_0^{-1} E_r + \sum_{r' \leq r-1} |\partial^r P|_{L^2(\partial \mathcal{D}_k)}^2 \]
from
\[ \Pi \partial^r P = (\bar{\partial}^{-2} \theta) \nabla_N P + O(\partial^r-1 P) + O(\bar{\partial}^{-3} \theta). \]

We will use the following notations throughout the rest of this paper:
- $\|f\|_{s,k} = \|\partial^s D^k f\|_{L^2(\mathcal{D}_k)}$.
- $\|f\|_{s,k} = |\partial^s D^k f|_{L^2(\partial \mathcal{D}_k)}$.

One can reduce the estimates of $Q$-tensor and curl terms to the control of $\|\cdot\|_{s,k}, |\cdot|_{s,k+1}$ and $|\cdot|_{s,k}$ norms of $u, B, p$ with $s + k \leq r$, which can be further reduced to the control of wave and heat equations by elliptic estimates Proposition 3.2. Finally, we close the energy bound by controlling wave and heat equation. More detailed strategy will be discussed in Section 1.5.

### 1.4 Main results

**A priori estimates**

The first result in this paper is the a priori bound of the free-boundary compressible resistive MHD system (1.7).
Theorem 1.1. Suppose $0 \leq r \leq 4$. Let $(u, B, p)$ be a solution to the free-boundary MHD system (1.7) together with the initial-boundary conditions (1.2) and (1.3) and $E_r$ be defined as in (1.19). Then the following energy bound holds for $T > 0$:

$$E_r(T) - E_r^*(0) \leq K, M, c_0, \text{vol } D_t, 1/\epsilon_0, 1/\lambda, E_r^*(T) \int_0^T \mathcal{P}(E_r^*(t)) \, dt$$

(1.28)

for some polynomial $\mathcal{P}$ with positive co-efficients under the a priori assumptions

$$|\theta| + \frac{1}{t_0} \leq K \text{ on } \partial D_t,$$

$$-\nabla N \rho \geq \epsilon_0 > 0 \text{ on } \partial D_t,$$

$$1 \leq |\rho| \leq M \text{ in } D_t,$$

$$\sum_{s+k \leq 2} |\partial^s D_t^k \rho| + |\partial^s D_t^k B| + |\partial^s D_t^k u| \leq M \text{ in } D_t.$$  

(1.29)

Remark. In the a priori assumptions (1.29), the first bound gives us the control of the geometry of the free boundary $\partial D_t$: The bound for $\theta$ actually gives the bound for the curvature of $\partial D_t$; the lower bound for the injective radius $\epsilon_0$ of the exponential map characterizes how far away the surface is from self-intersection. All these a priori assumed quantities are controlled in Lemma 8.1.

Remark. In (1.28), one can apply Gronwall’s inequality to conclude that, there exists a positive continuous function $T$, such that: If $0 < T \leq T(c_0, K, E(0), E^*(0), \text{vol } \Omega)$, then any solution of (1.7) in $t \in [0, T]$ satisfies

$$E_r^*(t) \leq 1/\lambda \mathcal{P}(E_r^*(0))$$

for some polynomial $\mathcal{P}$ with positive coefficients. See Proposition 8.3 for details. Our a priori bound depends on $1/\lambda$. Hence, we cannot get the vanishing-resistivity limit by letting $\lambda \to 0$. The necessity of magnetic diffusion is discussed in Section 1.5. Therefore we can assume the magnetic diffusion constant $\lambda = 1$ without loss of generality to discuss the incompressible limit.

**Incompressible limit**

From Theorem 1.1, one can use Gronwall-type argument to see our energy $E_r(t)$ is bounded by the initial data as long as the a priori quantities are bounded in $L^\infty$ norm. In fact, this energy bound remains valid uniformly as the sound speed $c^2 := p'(\rho)$ goes to infinity. We define $\kappa := p'(\rho) = 1/\rho'(p)$ to parametrize the sound speed such that $\kappa^{-1} = \rho_k'(p)|_{\rho=1}$. Under this setting, we denote the fluid velocity, density, the magnetic field and the pressure by $u_k, \rho_k, B_k$ and $p_k$ respectively in (1.7). We also assume the following holds for a fixed constant $c_0$

$$|\rho_k^{(m)}(p_k)| \leq c_0, \text{ and } c_0^{-1}|\rho_k'(p_k)|^m \leq |\rho_k^{(m)}(p_k)| \leq c_0|\rho_k'(p_k)|^m, \text{ for } 1 \leq m \leq 6,$$

and as $\kappa \to \infty$,

$$\rho_k(p_k) \to 1,$$

which can be considered to be passing to the incompressible limit. The result is stated as follows (See also Theorem 8.7).

**Theorem 1.2.** Let $v_0, B_0$ be two divergence free vector fields with $B_0|_{\partial \Omega_0} = 0$ such that its corresponding pressure $q_0$ defined by

$$\Delta \left( q_0 + \frac{1}{2} |B_0|^2 \right) = -\epsilon_0 \nabla N \rho_k(v_0) + (\partial_i B^k_0)(\partial_k B^l_0), \quad p_0|_{\partial \Omega_0} = 0,$$

satisfies the Rayleigh-Taylor physical sign condition

$$-\nabla N \left( q_0 + \frac{1}{2} |B_0|^2 \right) \bigg|_{\partial \Omega_0} \geq \epsilon_0 > 0.$$
Let \((v, B, q)\) be the solution to the incompressible resistive MHD equations with data \((v_0, B_0)\), i.e.,

\[
\begin{align*}
D_t v &= B \cdot \partial B - \partial(q + \frac{1}{2}|B|^2) \quad \text{in } D; \\
\text{div} v &= 0 \quad \text{in } D; \\
D_t B - \Delta B &= B \cdot \partial v, \quad \text{in } D; \\
\text{div} B &= 0 \quad \text{in } D, \\
q, B|_{\partial D_0} &= 0 \\
(v, B)|_{r=0} &= (v_0, B_0).
\end{align*}
\]  

(1.30)

Furthermore, let \((u_\kappa, B_\kappa, p_\kappa)\) be the solution to the compressible resistive MHD equations (1.7) with density function \(\rho_\kappa(p)\) with initial data \((u_{0,\kappa}, B_0, p_{0,\kappa})\) satisfying the compatibility condition up to \((r + 1)\)-th order (see (1.9)) as well as the physical sign condition in (1.10). If we have \(\rho_\kappa \to \rho_0 = 1\) and \(u_{0,\kappa} \to v_0, p_{0,\kappa} \to q_0\) such that \(E_{r,\kappa}^*(0)\) is uniformly bounded in \(\kappa\), then one has

\[(u_\kappa, B_\kappa, p_\kappa) \to (v, B, q).\]

Remark. The energy bounds are uniform with respect to the sound speed because it does not depend on the lower bound of any \(\rho_\kappa^{-1}(p)\) which converges to 0 as \(\kappa \to \infty\). Also we note that, in our energy (1.19), only the highest order time derivative together with \(\partial D_t^r p\) is assigned with the weight function \(\rho'(p)\) or \(\sqrt{\rho'(p)}\). This together with Sobolev embedding theorem yields that the a priori quantities in (1.29) also have \(L^\infty\) bounds uniform in \(\kappa\) up to a fixed time, and thus the convergence of solutions to compressible MHD to incompressible MHD then follows.

- Existence of the initial data satifying the compatibility conditions

In Section 9, we prove that for every given divergence-free vector fields \(v_0 \in H^5\) and \(B_0 \in H^6\) with \(B_0|_{\partial D_0} = 0\), there exists initial data \((u_{0,\kappa}, B_0, p_{0,\kappa})\) satisfying the compatibility conditions (1.9) when \(\kappa\) is sufficiently large, and also converges in our energy norm to the incompressible data as \(\kappa \to \infty\). Therefore, the incompressible limit exists.

Theorem 1.3. Let \((v_0, B_0, q_0)\) be the initial data for the incompressible resistive MHD equations defined in (1.30) with \(v_0 \in H^5\) and \(B_0 \in H^6\). \(B_0|_{\partial D_0} = 0\). Let \(\rho_\kappa(0) \sim \rho_0 + \kappa^{-1}p\). Then there exists initial data \((u_{0,\kappa}, B_0, p_{0,\kappa})\) satisfying the compatibility condition (1.9) up to \(r\)-th order such that \((u_{0,\kappa}, p_{0,\kappa}) \to (v_0, q_0)\) as \(\kappa \to \infty\), and \(E_{r,\kappa}^*(0)\) is uniformly bounded in \(\kappa\).

1.5 Illustration on Strategies and Difficulties

In this part, we would like to introduce our basic strategies in our proof. In particular, we will point out the essential difficulty of ideal compressible MHD, and thus the necessity of magnetic resistivity in this paper. We adapt the method in Lindblad-Luo [26], but our model is very different from the free-boundary compressible Euler’s equations due to the presence of \(B\), the strong coupling among \(B\) and \(u, p\) and the presence of magnetic diffusion. Therefore, new ideas are needed to avoid the essential difficulty by utilizing the magnetic diffusion in a suitable way. These details also tell the crucial difference between compressible MHD equations and Euler equations/incompressible MHD equations.

Difficulty in ideal compressible MHD and necessity of magnetic diffusion

The magnetic diffusion is necessary in our proof. We illustrate this by showing the difficulties in the study of compressible ideal (i.e., inviscid and non-resistive) MHD.
• Difference from the free-boundary compressible Euler’s equations: \((r + 1)\)-th order wave equation is out of control

The highest order energy \(E_4\) (i.e. \(r = 4\)) contains the 5-th order energy \(W_5^2\) of wave equations of \(p\), which also appears in the energy of compressible Euler’s equation (see Lindblad-Luo [26]). To bound \(D_t^5p\) and \(\partial D_t^5p\), we need to take \(D_t^4\) on both sides of (1.26) and study the 5-th order wave equation

\[
\rho' (p) D_t^5 p - \Delta D_t^4 p = B \cdot \Delta D_t^4 B + \cdots , \tag{1.31}
\]

where the omitted terms are all of \(\leq 5\) derivatives (see (6.6)). Multiplying \(\rho'(p) D_t^5 p\) on both sides, one can get

\[
\frac{d}{dt} \int_{D_t} \| \rho'(p) D_t^5 p \|^2_{L^2(D_t)} + \| \sqrt{\rho'(p)} \partial D_t^4 p \|^2_{L^2(D_t)} \leq W_5^2 + \int_{D_t} \rho'(p)(B \cdot \Delta D_t^4 B)(D_t^5 p) \, dx + \cdots ,
\]

which requires the control for the \(L^2\) norm of \(\Delta D_t^4 B\). But for compressible ideal MHD, \(B\) only satisfies a transport equation

\[
D_t B = B \cdot \partial u - B \text{div } u = B \cdot \partial u + B \frac{\rho'(p)}{\rho} D_t p,
\]

and thus one cannot expect to enhance the regularity of \(B\) from this transport equation to control \(\Delta D_t^4 B\) by the terms with \(\leq 5\) derivatives. This difficulty does not appear in the control of the free-boundary compressible Euler’s equations, of which the corresponding wave equation (1.31) only contains \(\leq 5\)-th order terms on the right hand side (see Lindblad-Luo [26], Section 4).

However, if we add magnetic diffusion on \(B\), i.e., the equation of \(B\) is modified to be

\[
D_t B - \lambda \Delta B = B \cdot \partial u - B \text{div } u = B \cdot \partial u + B \frac{\rho'(p)}{\rho} D_t p, \quad \lambda > 0 \text{ is a constant},
\]

and thus

\[
D_t^5 B - \lambda \Delta D_t^4 B = B \cdot D_t^4 u + B \frac{\rho'(p)}{\rho} D_t^5 p + \cdots , \tag{1.32}
\]

then we can plug (1.32) into (1.31) to eliminate the problematic term \(B \cdot \Delta D_t^4 B\) in (1.31). Hence, there is no term of more than 5 derivatives on the RHS of the 5th-order wave equation thanks to the magnetic diffusion. One can control the energy of wave equation of \(p\) and the heat equation of \(B\) simultaneously by a Gronwall-type argument. The detailed computation is shown in Section 7.

• Difference from the free-boundary incompressible ideal MHD equations: \(\text{curl } B\) loses control

Another crucial difference is that the control of \(\text{curl } B\) also contains a higher order term \(\| \rho'(p) \partial^4 D_t p \|_{L^2(D_t)}\) which also requires the energy estimates of 5-th order wave equation after using elliptic estimates Proposition 3.2. This difficulty does not appear in the case of incompressible MHD (see Hao-Luo [16], Gu-Wang [14]) due to \(\text{div } u = 0\) for incompressible MHD. Indeed, if there is no magnetic diffusion, i.e., for compressible ideal MHD, one has

\[
\frac{d}{dt} K_3 = \frac{d}{dt} \int_{D_t} \rho |\partial^3 \text{curl } u|^2 + |\partial^3 \text{curl } B|^2 \, dx
\]

\[
= \int_{D_t} \partial^3 \text{curl } (\rho D_t u) \cdot \partial^3 \text{curl } u \, dx + \int_{D_t} \partial^3 \text{curl } (D_t B) \cdot \partial^3 \text{curl } B \, dx + \cdots
\]

\[
= \int_{D_t} \partial^3 \text{curl } (B \cdot \partial B) \cdot \partial^3 \text{curl } u \, dx - \int_{D_t} \partial^3 \text{curl } (\partial P) \cdot \partial^3 \text{curl } u \, dx
\]

\[
= \int_{D_t} \partial^3 \text{curl } (B \cdot \partial u) \cdot \partial^3 \text{curl } B \, dx + \int_{D_t} \partial^3 \text{curl } \left( B \frac{\rho'(p)}{\rho} D_t p \right) \cdot \partial^3 \text{curl } B \, dx + \cdots . \tag{1.33}
\]
The first term on the third line will cancel the first term on the fourth line after integration by parts, up to some commutators that can be controlled. However, the last term requires the bound of $\frac{\partial^3}{\partial t^3} D_1 p$ which is out of control.

We also point out that the analogous difficulty does not appear in the $Q$-tensor estimates. Similarly as above, one has

\[
\frac{d}{dt} \left( \int_{\partial D_i} \rho Q(\partial^0 D_i^k u, \partial^0 D_i^k u) dx + \int_{\partial D_i} Q(\partial^0 D_i^k B, \partial^0 D_i^k B) dx \right)
\]

\[
= \int_{\partial D_i} Q(\partial^0 D_i^k (\partial_t D_i u), \partial^0 D_i^k u) dx + \int_{\partial D_i} Q(\partial^0 D_i^k (D_i B), \partial^0 D_i^k B) dx + \cdots (1.34)
\]

\[
= \int_{\partial D_i} Q(\partial^0 D_i^k (B \cdot \partial B), \partial^0 D_i^k u) dx - \int_{\partial D_i} Q(\partial^0 D_i^k (\partial_t P), \partial^0 D_i^k B) dx
\]

\[
+ \int_{\partial D_i} Q(\partial^0 D_i^k (B \cdot \partial u), \partial^0 D_i^k B) dx - \int_{\partial D_i} Q(\partial^0 D_i^k (B \text{div } u), \partial^0 D_i^k B) dx + \cdots \]

Again, the first term on the third line will cancel the first term on the fourth line after integration by parts, up to some commutators that can be controlled. For the term $\int_{\partial D_i} Q(\partial^0 D_i^k (\partial_t P), \partial^0 D_i^k u) dx$, one can first integrate $\partial_t$ by parts and then use $P = p + \frac{1}{2}|B|^2$ and the continuity equation to get

\[
- \int_{\partial D_i} Q(\partial^0 D_i^k p, \partial^0 D_i^k (\frac{\partial^0 (p)}{\rho} D_i p)) dx + \int_{\partial D_i} Q(\partial^0 D_i^k (1/2|B|^2), \partial^0 D_i^k \text{div } u) dx
\]

\[
+ \int_{\partial D_i} Q(\partial^0 D_i^k P, N_i \partial^0 D_i^k u^i) dS + \cdots. (1.35)
\]

In (1.35), the first term will produce $-\frac{d}{dt} \int_{\partial D_i} \frac{\partial^0 (p)}{\rho} Q(\partial^0 D_i^k p, \partial^0 D_i^k p) dx$ plus some remainder terms, and this exactly shows how the term $\int_{\partial D_i} \frac{\partial^0 (p)}{\rho} Q(\partial^0 D_i^k p, \partial^0 D_i^k p) dx$ necessarily appears in $E_{a,k}$. The last term in (1.35) is important to construct the boundary part of $E_r$ and will be discussed later. The main part of the second term in (1.35) is

\[
\int_{\partial D_i} Q(B^i \cdot \partial^0 D_i^k B_i, \partial^0 D_i^k \text{div } u) dx = \int_{\partial D_i} Q(\partial^0 D_i^k (B \text{div } u), \partial^0 D_i^k B) dx + \cdots, (1.36)
\]

which exactly cancel the last term in (1.34) up to some controllable commutator terms. However, in the curl estimates, the analogue of $\int_{\partial D_i} Q(\partial^0 D_i^k (\partial_t P), \partial^0 D_i^k u^i) dx$ in (1.34), which is the “source” of producing the cancellation above, is

\[
\int_{\partial D_i} \partial^0 \text{curl } \partial_t P \cdot \partial^0 \text{curl } u^i dx = 0
\]

because of curl ($\partial P = 0$). In other words, the “source” of expected cancellation in the curl estimates is eliminated before it produces analogous cancellation as in $Q$-tensor estimates. As a result, there is NO term in the curl estimates that can cancel the higher order term $\int_{\partial D_i} \partial^3 \text{curl } \left( \frac{B^i \rho}{\rho} D_i p \right) \cdot \partial^3 \text{curl } B dx$ in (1.33), and thus the curl part is out of control.

**Strategy of energy estimates**

Our proof of the a priori bounds can be mainly divided into several steps: $Q$-tensor and curl estimates, boundary tensor estimates, interior and boundary elliptic estimates and the control of wave and heat equations. Important steps and illustrations are pointed out as follows, as well as in the summarizing diagram (1.38).

- **$Q$-tensor and curl estimates:** Important technical modifications due to the presence of magnetic diffusion

(1.34) and (1.35) show the perfect cancellation in the $Q$-tensor estimates for ideal compressible MHD. However, one cannot directly adapt the computation above for compressible resistive MHD due to the...
presence of $\lambda \Delta B$. In fact, the cancellation shown in (1.34) and (1.35) comes from plugging the equation of $B$ into $Q(\partial^s D^k_t (D_t B), \partial^s D^l_t B)$ and $\partial^3 \text{curl} (D_t B)$, but it also produces extra terms
\[
\lambda \int_{D_t} Q(\partial^s D^k_t \Delta B, \partial^s D^l_t B) \, dx \quad \text{and} \quad \lambda \int_{D_t} \partial^3 \text{curl} \Delta B \cdot \partial^3 \text{curl} B \, dx,
\]
which is out of control by either using Hölder’s inequality, or integrating by parts which produces a boundary term out of control.

To avoid this problem, we should not plug in the equation of $B$ to seek for cancellation. Instead, we directly use $\|\nabla^2 D^k_t B\|_{L^2(D_t)}$ to control $\int_{D_t} Q(\partial^s D^k_t (D_t B), \partial^s D^l_t B) \, dx$. Then use $\|\partial^s D^k_t (B \cdot \partial B)\|_{L^2(D_t)}$ and $\|\rho'(p) \partial^s D^{k+1}_t B\|_{L^2(D_t)}$ to control those terms that lose cancellation due to the presence of resistivity. We are able to control these higher order terms for resistive MHD because the magnetic diffusion enhances the regularity of $B$. In (4.21) the end of Section 4, we reduce all the $Q$-tensor and curl estimates to the $\| : \|_{s,k}$ norm of $u$, $B$, $p$ together with the higher order terms mentioned above and the boundary term (1.37).

**Boundary term in the energy $E_{s,k}$**

The last term in (1.35) together with another boundary term produced in $\frac{d}{dt} \int_{\partial D_t} Q(\partial^s D^k_t P, \partial^s D^l_t P) \, dS$ gives all the boundary terms in our energy estimates as follows
\[
\int_{\partial D_t} Q(\partial^s D^k_t P, \partial^s D^l_t (D_t P) - \partial_t P \partial^s D^l_t u^i - \nu^{-1} \partial_s \partial^k_t u^i) \, dS + \cdots \tag{1.37}
\]
So we choose $\nu$ to be $- (\nabla N)^{-1}$ in order to exactly cancel the leading order term on the boundary. Hence, the boundary control will be reduced to $\|\Pi \partial^s D^k_t P\|_{L^2(\partial D_t)}$ and $\|\Pi \partial^s D^{k+1}_t P\|_{L^2(\partial D_t)}$ which can be controlled by tensor estimates Proposition 3.3 and Proposition 3.4.

**Elliptic estimates**

As stated above, the $Q$-tensor estimates produce higher order terms $\|\partial^s D^k_t (B \cdot \partial B)\|_{L^2(D_t)}$, $\|\partial^s D^{k+1}_t B\|_{L^2(D_t)}$, and $\|\rho'(p) \partial^s D^{k+1}_t B\|_{L^2(D_t)}$, plus $\|B\|_{s,k}$, $\|p\|_{s,k}$ and $\|u\|_{r,0}$. For $\|u\|_{r,0}$ and $\|B\|_{r,0}$, we can apply Hodge’s decomposition to control. For the other terms, we should use the elliptic estimates in Proposition 3.2 which reduces the control of these terms to the second fundamental form $\theta$ on the boundary and the control of wave/heat equation.

For $r$-th order energy estimates, one can control at most $r - 2$ derivatives of $\theta$, i.e., $\|\partial^{r-2} \theta\|_{L^2(\partial D_t)}$ by Proposition 3.4. However, when $s = r$, $k = 0$, the $Q$-tensor estimate will produce a term with $(r + 1)$ spatial derivatives on $B$, whose estimate in general requires the bound of $\|\partial^{r-1} \theta\|_{L^2(\partial D_t)}$ by Proposition 3.3. Fortunately, such a term is exactly of the form $\partial^r (B \cdot \partial) B$ and $(B \cdot \partial) B|_{\partial D_t} = 0$. Hence we should apply the elliptic estimate Proposition 3.2 to the $r$-th derivative of $(B \cdot \partial B)$ instead of $\partial^r B$ to avoid the presence of higher order boundary term $\|\partial^{r-1} \theta\|_{L^2(\partial D_t)}$.

**Control of $W^2_{r', H^2_{r'}}$ for $r' \leq r$: Bound all terms with $\leq r$ derivatives by $E^s_{r'}$**

After using elliptic estimates and tensor estimates, the control of all the terms with $\leq r$ derivatives together with the tangential projection terms has been reduced to the control of $W^2_{r', H^2_{r'}}$ for $r' \leq r$. Direct computation in Section 6 shows that $E^s_{r'}$ together with $\|\partial^{s-2} D^k_t B\|_{L^2(D_t)}$, $\|\partial^{s-2} D^{k+1}_t B\|_{L^2(D_t)}$. The latter terms will be controlled by $W^2_{r'+1} + H^2_{r'+1}$ as stated below.

**Control of $W^2_{r+1} + H^2_{r+1}$**

As mentioned above, one can reduce all the estimates to the control of wave equation of $p$ and the heat equation of $B$. With magnetic diffusion, one can simplified $\Delta D^k_t B$ to the terms with 1 lower order derivatives, and thus we can seek for the control of wave equation. In fact, the RHS of $k$-th order heat equation contains $D^k_t p$ as well as other $k$-th derivative of $p$, and the RHS of $k$-th order wave equation contains $k$-th derivative of $p$. Therefore we can try to find a common control for $W^2_{r'+1} + H^2_{r'+1}$ by the time integral of itself plus other terms in $\sqrt{E^s_{r'}}$. The detailed computation are shown in Section 7.
Our basic idea and process to close the energy estimates is briefly summarized in the following diagram.

Diagram (1.38): Illustration on our basic idea and process to do the a priori estimates.

**Incompressible limit**

Our a priori estimates in Proposition 8.2 is uniform in the sound speed because it does not depend on the lower bound of $\rho'(p)$ which converges to 0 as the sound speed goes to infinity. When constructing of the initial data satisfying the compatibility conditions, we choose the initial data of the magnetic field in the compressible resistive MHD system to be the same as that of the given incompressible MHD system. And then we construct suitable initial data for the velocity and the fluid pressure. These initial datum satisfy the elliptic system (9.10), of which the existence directly results from the a priori bounds of that system uniform in $\kappa$. Hence, the proof is completed.

**Outline of this paper**

This paper is organised as follows: Section 2 and Section 3 are preliminaries on Lagrangian coordinates, elliptic estimates and tensor estimates. In Section 4 we reduce the $Q$-tensor estimates and curl estimates to the control of $\|\cdot\|_{s,k}$ norm of $u$, $B$, $p$ and higher order interior terms together with the boundary term (1.37). Then in Section 5 we use elliptic estimates to reduce the estimates further to the control of heat/wave equations, which is done for $\leq 4$-th order in Section 6 and for 5-th order in Section 7. Finally, in Section 8.2 we summarize all of the estimates to obtain the a priori bound which is also uniform in the sound speed, and then construct the initial data satisfying the compatibility conditions to obtain the incompressible limit in Section 9. One can also understand our idea and basic process of the energy control through the above diagram (1.38).

**2 Preliminaries on Lagrangian coordinates**

In this section, we are going to introduce Lagrangian coordinates which reduces the free-boundary problem in $\mathbb{R}^n$ to an equivalent problem in a fixed domain with metric evolving as time goes. To be specific, let $\Omega$ be the unit ball in $\mathbb{R}^n$, and let $f_0 : \Omega \to D_0$ be a diffeomorphism. Then the Lagrangian coordinate $(t,y)$ where $x = x(t,y) = f_t(y)$ are given by solving

$$\frac{dx}{dt} = u(t,x(t,y)), \quad x(0,y) = f_0(y), \quad y \in \Omega. \quad (2.1)$$

The boundary becomes fixed in the new coordinate, and we introduce the notation

$$D_t = \frac{\partial}{\partial t} \bigg|_{y=\text{constant}} = \frac{\partial}{\partial t} \bigg|_{x=\text{constant}} + u^k \frac{\partial}{\partial x^k}. \quad (2.2)$$
to be the material derivative and
\[ \partial_t = \frac{\partial}{\partial x^i} = \frac{\partial y^a}{\partial x^i} \frac{\partial}{\partial y^a}. \]

Due to (2.2), we can also consider the material derivative \( D_t \) as the time derivative by slightly abuse of terminology.

Sometimes it is convenient to work in the Eulerian coordinate \((t, x)\), and sometimes it is easier to work in the Lagrangian coordinate \((t, y)\). In the Lagrangian coordinate the partial derivative \( \partial_t = D_t \) has more direct significance than it in the Eulerian frame. However, this is not true for spatial derivatives \( \partial_i \). Instead, the “suitable” spatial derivative to characterize the motion of the fluid is the covariant differentiation with respect to the metric \( g_{ab}(t, y) = \delta_{ij} \frac{\partial x^i}{\partial y^a} \frac{\partial x^j}{\partial y^b} \) assigned to \( \Omega \).

Here we mention that covariant derivative is not involved in our imposed energy function. Instead, we use the standard Eulerian spatial derivatives. We will work mostly in the Lagrangian coordinate in this paper. However, our statements are coordinate independent.

The Euclidean metric \( \delta_{ij} \) in \( \mathcal{D}_t \) induces a metric
\[ g_{ab}(t, y) = \delta_{ij} \frac{\partial x^i}{\partial y^a} \frac{\partial x^j}{\partial y^b}. \]

in \( \Omega \) for each fixed \( t \). We will denote covariant differentiation in the \( y_a \)-coordinate by \( \nabla_a \), \( a = 1, \ldots, n \), and the differentiation in the \( x_i \)-coordinate by \( \partial_i \), \( i = 1, \ldots, n \). Here, we use the convention that differentiation with respect to Eulerian coordinates is denoted by letters \( i, j, k, l \) and with respect to Lagrangian coordinate is denoted by \( a, b, c, d \).

The regularity of the boundary is measured by that of the normal: Let \( N^a \) to be the unit normal to \( \partial \Omega \), i.e., \( g_{ab}N^aN^b = 1 \), and let \( N_a = g_{ab}N^b \) denote the unit conormal, \( g^{ab}N_aN_b = 1 \). The induced metric \( \gamma \) on the tangent space to the boundary \( T(\partial \Omega) \) extended to be 0 on the orthogonal complement in \( T(\Omega) \) is given by
\[ \gamma_{ab} = g_{ab} - N_aN_b, \quad \gamma^{ab} = g^{ac}g^{bd}\gamma_{cd} = g^{ab} - N^aN^b. \]

The orthogonal projection of an \((0, r)\) tensor \( S \) onto the boundary is given by
\[ (\Pi S)_{a_1 \cdots a_r} = \gamma^{b_1} \cdots \gamma^{b_r} S_{b_1 \cdots b_r}, \]
where \( \gamma^a = g^{bc} \gamma_{ac} = g^{ab} - N_aN^b \). In particular, the covariant differentiation on the boundary \( \nabla \) is given by
\[ \nabla S = \Pi \nabla S. \]

We note that \( \nabla \) is invariantly defined since the projection and \( \nabla \) are. The second fundamental form of the boundary, denoted by \( \theta \), is given by \( \theta_{ab} = (\nabla N)_{ab} \), and the mean curvature of the boundary \( \sigma = \text{tr} \theta = g^{ab} \theta_{ab} \).

It is now important to compute time derivative of the metric \( D_t g \), the normal \( D_t N \), as well as the time derivative of corresponding measures.

**Lemma 2.1.** Let \( x = f_t(y) = x(t, y) \) be the change of variable given by
\[ \frac{dx}{dt} = u(t, x(t, y)), \quad x(0, y) = f_0(y), \quad y \in \Omega, \quad (2.4) \]
and \( g_{ab}(t, y) = \delta_{ij} \frac{\partial x^i}{\partial y^a} \frac{\partial x^j}{\partial y^b} \) to be the induced metric. In addition, we let \( \gamma_{ab} = g_{ab} - N_aN_b \), where \( N_a = g_{ab}N^b \) is the co-normal to \( \partial \Omega \). Now we set
\[ u_a(t, y) = u_i(t, x) \frac{\partial x^i}{\partial y^a}, \quad u^a = g^{ab}u_b, \quad (2.5) \]
\[ d\mu_g : \text{The volume unit with respect to the metric } g, \quad (2.6) \]
\[ d\mu_\gamma : \text{The surface area unit with respect to the metric } \gamma. \quad (2.7) \]
Then the following result holds
\begin{align}
D_t g_{ab} &= \nabla_a u_b + \nabla_b u_a, \tag{2.8} \\
D_t g^{ab} &= -g^{ac} g^{bd} D_t g_{cd}, \tag{2.9} \\
D_t N_a &= \frac{1}{2} N_a (D_t g^{cd}) N_c N_d, \tag{2.10} \\
D_t d\mu_g &= \text{div} u \, d\mu_g, \tag{2.11} \\
D_t d\mu_r &= (\sigma_t \cdot N) \, d\mu_r. \tag{2.12}
\end{align}

**Proof.** We only briefly state the sketch of the proof. Actually these results all come from direct computation, of which the details can be found in [26], Section 2.

The fact that $D_t$ commutes with $\partial_y$ together with $D_t x(t, y) = u(t, y)$ yields that
\[
D_t \frac{\partial x^i}{\partial y^a} = \frac{\partial u_i}{\partial y^a} = \frac{\partial x^k}{\partial y^a} \frac{\partial u_i}{\partial x^k}.
\]
and thus
\[
D_t g_{ab} = \sum_i D_t \left( \frac{\partial x^i}{\partial y^a} \frac{\partial x^i}{\partial y^b} \right) = \frac{\partial x^k}{\partial y^a} \frac{\partial u_i}{\partial x^k} \frac{\partial x^l}{\partial y^b} \frac{\partial u_l}{\partial x^k} = \nabla_a u_b + \nabla_b u_a.
\]

(2.9) follows from $0 = D_t (g^{ab} g_{bc}) = D_t (g^{ab}) g_{bc} + g^{ab} D_t g_{bc}$, and (2.11) follows since in local coordinate we have $d\mu_g = \sqrt{\det g} \, dy$ and $D_t \det g = (\det g) g^{ab} D_t g_{ab} = 2 \det g \, \text{div} u$. To prove (2.10), we choose the local foliation $f$ so that $\partial \Omega = \{y : f(y) = 0\}$ and $f < 0$ in $\Omega$, then
\[
N_a = \frac{\partial_a f}{\sqrt{\det g} \partial_f \partial_d f},
\]
and (2.10) follows from direct computation.

Now, (2.10) together with $d\mu_r = \frac{\sqrt{\det g}}{\Sigma N_a} dS(y)$ implies $D_t d\mu_r = \text{div} u + \frac{1}{2} (D_t g^{cd}) N_c N_d$, where $dS(y)$ is the Euclidean surface measure.

To prove (2.12), one first uses $\text{div} u = g^{ab} D_t g_{ab} / 2$ together with (2.8) and (2.9) to obtain
\[
D_t d\mu_r = \frac{1}{2} g^{ab} D_t g_{ab} - \frac{1}{2} (D_t g_{ab}) N_a N^b = \gamma^{ab} \nabla_a u_b.
\]
And finally (2.12) holds since $\gamma^{ab} \nabla_a u_b = \gamma^{ab} \nabla_a (N_b u \cdot N) + \gamma^{ab} \nabla_a \tilde{u}_b$, and $\gamma^{ab} \nabla_a \tilde{u}_b = \text{div} u |_{\partial \Omega} = 0$. □

### 3 Elliptic estimates on a bounded domain with a moving boundary

In this section, we are going to introduce the elliptic estimates and tensor estimates of tangential projections which will be used repeatedly in the remaining part of this paper. All the results in this section will be stated in a coordinate-independent way.

Throughout this section, $\Omega$ is a bounded domain in $\mathbb{R}^n$ with $n \geq 2$. $\nabla$ denotes the covariant derivative with respect to the metric $g_{ij}$ in $\Omega$, and $\nabla$ denotes the covariant differentiation on $\partial \Omega$ with respect to the induced metric $\gamma_{ij} = g_{ij} - N_i N_j$. In this section (and only), $\Omega$ denotes a general domain with smooth boundary. In addition, we assume the normal vector $N$ to $\partial \Omega$ is extended to a vector field in the interior of $\Omega$ satisfying $g_{ij} N^i N^j \leq 1$ by the same way as in Lemma A.1.

#### 3.1 Elliptic estimates

**Definition 3.1.** (Differentiations) Let $u : \Omega \subset \mathbb{R}^n \to \mathbb{R}^n$ be a smooth vector field, and $\beta_k = \beta_{ik} = \nabla_i u_k$ be the $(0, r)$-tensor defined based on $u_k$, where $\nabla_i = \nabla_i \cdots \nabla_i$, and $I = (i_1, \cdots, i_r)$ is the set of indices. Define $\text{div} \beta_k = \nabla_i \beta^i = \nabla^i \text{div} u$ and curl $\beta = \nabla_i \beta_j - \nabla_j \beta_i = \nabla^i \text{curl} u_{ij}$. 

**Definition 3.2.** (Norms) Suppose $|I| = |J| = r$, $g^{IJ} = g^{i_j i_l} \cdots g^{i_r i_l}$ and $\gamma^{IJ} = \gamma^{i_j i_l} \cdots \gamma^{i_r i_l}$. For any $(0, r)$ tensors $\alpha, \beta$, we define $\langle \alpha, \beta \rangle = g^{IJ} \alpha_I \beta_J$ and $|\alpha| = \langle \alpha, \alpha \rangle$. If $(\Pi\beta)_I = \gamma^{IJ} \beta_J$ is the projection, then $\langle \Pi\alpha, \Pi\beta \rangle = \gamma^{IJ} \alpha_I \beta_J$. Also we define

$$\|\beta\|_{L^2(\Omega)} = \left( \int_{\Omega} |\beta|^2 \, d\mu_g \right)^{\frac{1}{2}},$$

$$|\beta|_{L^2(\partial\Omega)} = \left( \int_{\partial\Omega} |\beta|^2 \, d\mu_g \right)^{\frac{1}{2}},$$

$$|\Pi\beta|_{L^2(\partial\Omega)} = \left( \int_{\partial\Omega} |\Pi\beta|^2 \, d\mu_g \right)^{\frac{1}{2}}.$$

Now we introduce the following Hodge’s decomposition theorem, which is crucial in the control of full spatial derivatives of $u$ and $B$.

**Theorem 3.1.** (Hodge's Decomposition Theorem) Let $\beta$ be defined in Definition 3.1. Suppose $|\theta| + |\frac{1}{\mu}| \leq K$, where $\theta$ is the second fundamental form of $\partial\Omega$ and $\mu$ is the injective radius defined in (1.18), then

$$|\nabla \beta|^2 \leq g^{ij} \gamma^{kl} \gamma^{JJ} \nabla_k \beta_I \nabla_l \beta_J + |\text{div} \, \beta|^2 + |\text{curl} \, \beta|^2 \quad (3.1)$$

$$\int_{\Omega} |\nabla \beta|^2 \, d\mu_g \leq \int_{\Omega} \left( g^{ij} \gamma^{kl} \gamma^{JJ} \nabla_k \beta_I \nabla_l \beta_J + |\text{div} \, \beta|^2 + |\text{curl} \, \beta|^2 + K^2 |\beta|^2 \right) \, d\mu_g. \quad (3.2)$$

**Proof.** See [3] (Lemma 5.5) for details. \qed

**Proposition 3.2.** (Interior/boundary elliptic estimates) Let $q : \Omega \to \mathbb{R}$ be a smooth function. Suppose that $|\theta| + |\frac{1}{\mu}| \leq K$, then we have, for any $r \geq 2$ and $\delta > 0$,

$$||\nabla^r q||_{L^2(\Omega)} + ||\nabla^r q||_{L^2(\partial\Omega)} \leq K, \quad \sum_{s \leq r} ||\nabla^s q||_{L^2(\Omega)} + \sum_{s \leq r - 1} ||\nabla^s \Delta q||_{L^2(\Omega)}, \quad (3.3)$$

$$||\nabla^r q||_{L^2(\Omega)} + ||\nabla^r q||_{L^2(\partial\Omega)} \leq K, \quad \delta \sum_{s \leq r} ||\nabla^s q||_{L^2(\partial\Omega)} + \delta^{-1} \sum_{s \leq r - 2} ||\nabla^s \Delta q||_{L^2(\Omega)}. \quad (3.4)$$

where we have applied the convention that $A \leq B$ means $A \leq C B$.

**Proof.** See [3] (Proposition 5.8) for details. \qed

### 3.2 Estimates of tangential projections

The projection of the tensor $\Pi \nabla^s D^k I P$ appears in the boundary part of our imposed energy (1.19) as well as the elliptic estimates as in Proposition 3.2. It is crucial to compensate the possible loss of regularity with the help of tensor estimates below.

Actually, one may simply observe that: If $q = 0$ on $\partial\Omega$, then $\Pi \nabla^2 q$ only contains the first order derivatives of $q$ and all components of the second fundamental form. Specifically, one has

$$\Pi \nabla^2 q = \nabla^2 q + \theta \nabla_N q, \quad (3.5)$$

where the tangential component $\nabla^2 q = 0$ on the boundary.

Furthermore, (3.5) gives the following control:

$$|\Pi \nabla^2 q|_{L^2(\partial\Omega)} \leq |\theta|_{L^2(\partial\Omega)} |\nabla_N q|_{L^2(\partial\Omega)}. \quad (3.6)$$

To prove (3.5), first invoking the components of the projection operator $\gamma^{IJ} = \delta^I_i - N_i N^J$, then one has

$$\gamma^{IK} \nabla_{\lambda} \gamma^{J\lambda} = -\gamma^{IK} \nabla_{\lambda} (N_k N^J) = -\gamma^{IK} \theta_{ij} N^i - \gamma^{IK} N_j \theta_i^J = -\theta_{ij} N^i,$$
and thus
\[ \nabla_i \nabla_j q = \gamma_i^r \gamma_j^r \nabla_i \nabla_j q \]
\[ = \gamma_i^r \gamma_j^r \nabla_i \nabla_j q + \gamma_i^r \gamma_j^r (\nabla_i \nabla_j q) \]
\[ = \gamma_i^r \gamma_j^r \nabla_i \nabla_j q - \theta_{ij} \nabla_N q. \]

In general, the higher order projection formula is of the form
\[ \Pi \nabla r q = (\nabla r - \theta) \nabla_N q + O(\nabla r^{-1} q) + O(\nabla r^{-3} \theta), \]
which yields the following generalisation of (3.6). Its detailed proof can be found in [3].

**Proposition 3.3.** (Tensor estimate of tangential projections) Suppose that \( |\theta| + \frac{1}{r_0} \leq K \), and for \( q = 0 \) on \( \partial \Omega \), then for \( m = 0, 1 \)
\[
|\Pi \nabla r q|_{L^2(\partial \Omega)} \leq K \left| (\nabla r - \theta) \nabla_N q \right|_{L^2(\partial \Omega)} + \sum_{l=1}^{r-1} |\nabla r^{-l} q|_{L^2(\partial \Omega)},
\]
\[
+ (|\theta|_{L^r(\partial \Omega)} + \sum_{0 \leq i \leq r - 2 - m} |\nabla^i \theta|_{L^2(\partial \Omega)}) \left( \sum_{0 \leq l \leq r - 2 + m} |\nabla^l q|_{L^2(\partial \Omega)} \right),
\]
where the second line drops for \( 0 \leq r \leq 4 \).

**Proof.** See [3] (Proposition 5.9). \qed

### 3.3 Estimate for the second fundamental form on the boundary

The estimate on the second fundamental form \( \theta \) is a direct result of Proposition 3.3 with \( q = P \) together with the Rayleigh-Taylor sign condition, e.g., \( |\nabla_N P| \geq -\nabla_N P \geq \epsilon_0 > 0 \).

**Proposition 3.4.** (\( \theta \) estimate) \(^1\) Assume that \( 0 \leq r \leq 4 \). Suppose that \( |\theta| + \frac{1}{r_0} \leq K \), and the Taylor sign condition \( |\nabla_N P| \geq \epsilon > 0 \) holds, then
\[
|\nabla r - \theta|_{L^2(\partial \Omega)} \leq K \frac{1}{r_0} |\Pi \nabla r P|_{L^2(\partial \Omega)} + \sum_{s=1}^{r-1} |\nabla r^{-s} P|_{L^2(\partial \Omega)},
\]
\[ \quad \Box \]

**Remark.** In fact, (3.9) can be applied to the cases when \( r > 4 \) after modifying the lower order terms. We refer [3] for the details. Also we point out that the estimates of \( \theta \) suggests that the boundary regularity is in fact controlled by the boundary \( L^2 \)-norm of \( h \), with a loss of 2 derivatives.

### 4 Energy estimates

#### 4.1 Tangential (\( Q \)-tensor) estimates when \( s \geq 1 \)

In this section, we will show the estimates of \( E_{s,k} \), i.e., the estimates of \( Q \)-tensors and curl, when \( s \geq 1 \). We will work under the Eulerian coordinates so that we need not worry about the Christoffel symbols. We use the notation
- \( \| f \|_{L^s} = \| \partial^s D f \|_{L^2(D_s)} \),
- \( \| f \|_{L^s} = \| \partial^s D f \|_{L^2(\partial D_s)} \).
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We start with the velocity field.

\[
\frac{1}{2} \frac{d}{dt} \int_{D_t} \rho Q(\partial^+ D_t^k u, \partial^+ D_t^k u) dx = \int_{D_t} \rho Q(\partial^+ D_t^k u, \partial^+ D_t^{k+1} u) dx + \int_{D_t} \rho Q(\partial^+ D_t^k u, [D_t, \partial^+] D_t^k u) dx
\]

\[
= \int_{D_t} \rho Q(\partial^+ D_t^k u, \partial^+ D_t^k (\rho D_t u)) dx + \int_{D_t} \rho Q(\partial^+ D_t^k u, [\rho, \partial^+] D_t u) dx + R_1
\]

\[
= \int_{D_t} \rho Q(\partial^+ D_t^k u, \partial^+ D_t^k (B \cdot \partial B)) dx - \int_{D_t} \rho Q(\partial^+ D_t^k u', \partial^+ D_t^k \partial_t P) dx + R_1 + R_2
\]

\[
=: I_1 + I_2 + R_1 + R_2.
\]

where we use the first equation of MHD system (1.7).

The estimates (A.1)-(A.4) together with a priori assumptions imply the following inequalities, of which the proof can be found in Section 3 of [3].

\[
|D_t q^{ij}| \leq M, \quad |\partial q^{ij}| \leq M + K, \quad |\sigma u \cdot N|_{L^\infty(\partial \Omega)} \leq K + M,
\]

\[
|D_t \gamma|_{L^\infty(\partial \Omega)} = |D_t (\nabla N P)^{-1}|_{L^\infty(\partial \Omega)} \leq 1 + \frac{1}{M},
\]

and

\[
D_t \gamma^{ij} = -2 \gamma^{ij} \rho \gamma^{ik} \left( \frac{1}{2} D_t g_{mn} \right).
\]

Now we have

\[
I_1 \leq K, M \|u\|_{L, k} \|(B \cdot \partial B)\|_{L, k}.
\]

For \(I_2\), we first commute \(\partial_t\) with \(\partial^+ D_t^k\), then integrate \(\partial_t\) by parts, and finally try to construct the \(Q\)-tensor of \(p\) by using the continuity equation.

\[
I_2 = - \int_{D_t} Q(\partial^+ D_t^k u', \partial_t \partial^+ D_t^k P) dx - \int_{D_t} Q(\partial^+ D_t^k u', \partial^+ ([\partial_t, D_t^k] P)) dx
\]

\[
= \int_{D_t} Q(\partial^+ D_t^k \text{div} u, \partial^+ D_t^k P) dx + \int_{D_t} Q(\partial^+ ([\partial_t, D_t^k]) u', \partial^+ D_t^k P) dx - \int_{\partial D_t} Q(\partial^+ D_t^k P, N, \partial^+ D_t^k u') ds + R_3
\]

\[
=: I_1 + I_2 + R_1 + R_2 + R_3
\]

Plugging \(P = p + \frac{1}{2}|B|^2\) and the continuity equation into the first term, we can get the \(Q\)-tensor of \(p\).
\[
\int_{\Omega_t} Q(\partial^s D^k_t \text{div} u, \partial^s D^k_t P) dx \\
= - \int_{\Omega_t} Q(\partial^s D^k_t (\frac{\rho'(p)}{\rho}), \partial^s D^k_t (\frac{1}{2} |B|^2)) - \int_{\Omega_t} Q(\partial^s D^k_t (\frac{\rho'(p)}{\rho}), \partial^s D^k_t p) dx \\
= - \int_{\Omega_t} Q(\frac{\rho'(p)}{\rho} \partial^s D^k_t p, \partial^s D^k_t (\frac{1}{2} |B|^2)) dx - \int_{\Omega_t} \frac{\rho'(p)}{\rho} Q(\partial^s D^k_t p, \partial^s D^k_t p) dx \\
\leq \int_{\Omega_t} Q([\partial^s D^k_t, \frac{\rho'(p)}{\rho} ] D_t p, \partial^s D^k_t p) dx + \int_{\Omega_t} Q([\partial^s D^k_t, \frac{\rho'(p)}{\rho} ] D_t p, \partial^s D^k_t p) dx \tag{4.5}
\]

Also we have

\[
I_{21} \leq K_M \|\rho'(p)\|_{L^2(\Omega_t)} \|B\|_{s,k} \tag{4.6}
\]

Next we control the other terms in \(E_{s,k}\). Since \(|D_t q^{ij}| \leq M\) in the interior and on the boundary \(q^{ij} = \gamma^{ij}\), and by (4.2) \(D_t \gamma\) is tangential, one has

\[
\frac{1}{2} \frac{d}{dt} \int_{\partial \Omega_t} Q(\partial^s D^k_t P, \partial^s D^k_t P) dydS \\
= \int_{\partial \Omega_t} Q(\partial^s D^k_t P, D_t \partial^s D^k_t P) dydS \tag{4.7}
\]

For the \(Q\)-tensor estimates of the magnetic field \(B\), one should not plug the third equation in (1.7) here, otherwise \(\lambda \Delta B\) will appear and produce higher order terms on the boundary which cannot be controlled. Instead, we directly use \(\|B\|_{s,k+1}\) to control the \(Q\)-tensor, and then reduce it to the control of the parabolic equation of \(B\) in Section 5.

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega_t} Q(\partial^s D^k_t B, \partial^s D^k_t B) dx \\
= \int_{\Omega_t} Q(\partial^s D^k_t B, \partial^s D^k_t B) dx + \int_{\Omega_t} \rho D_t (1/\rho) Q(\partial^s D^k_t B, \partial^s D^k_t B) dx \tag{4.8}
\]

where

\[
I_3 \leq K_M \|B\|_{s,k} \|B\|_{s,k+1} \tag{4.9}
\]
Similarly as above, one has
\[ E_{x,k} \leq \|u\|_{s,k} \|(B \cdot \partial)B\|_{s,k} + \|\rho'(p)\partial^s D_k^k+1p\|_{L^2(\Omega)} \|B\|_{s,k} + \|B\|_{s,k} \|B\|_{s,k+1} \]
\[ + R_1 + \cdots + R_{11} + R_1^* + R_2^*. \]

4.2 Energy estimates of full time derivatives

When there is no spatial derivative, we need to add weight \(\sqrt{\rho'(p)}\) in \(u\), i.e.
\[ E_{0,r} = \frac{1}{2} \left( \int_{\Omega} \rho \rho'(p)|D_t u|^2 \, dx + \int_{\Omega} |D_t' B|^2 \, dx + \int_{\Omega} \rho'(p) |D_t' p|^2 \, dx \right). \]

When computing \(\frac{d}{dt} E_{0,r}\), there will be some terms that \(D_t\) falls on the weight function, but these terms all can be controlled by \(E_{0,r}\) because \([\rho'^{(m)}(p)] \leq c_0 \sqrt{\rho'(p)}\). Therefore one can get a similar estimate as above:
\[ \frac{d}{dt} E_{0,r} \lesssim_{K, M} \|\sqrt{\rho'(p)}|D_t u|^2\|_{L^2(\Omega)} \|\sqrt{\rho'(p)}|D_t B|^2\|_{L^2(\Omega)} \|\rho'(p)\|_{L^2(\Omega)} \|\rho'(p)|D_t p|^2\|_{L^2(\Omega)} \|B\|_{0.4} + \|B\|_{0.5} \]
\[ + R_2 + \cdots + R_6 + R_8 + R_{11}. \tag{4.11} \]

4.3 Curl estimates

Similarly as above, one has
\[ \frac{1}{2} \int_{\Omega} \rho |\partial \rho^{-1} u|^2 + |\partial \rho^{-1} B|^2 \, dx \]
\[ = \int_{\Omega} \partial \rho^{-1} u \cdot \partial \rho^{-1} (\rho D_t u) \, dx + \int_{\Omega} \partial \rho^{-1} B \cdot \partial \rho^{-1} D_t B \, dx + R_{12} + \cdots + R_{15} \]
\[ = \int_{\Omega} \partial \rho^{-1} u \cdot \partial \rho^{-1} (B \cdot \partial B) \, dx + \int_{\Omega} \partial \rho^{-1} u \cdot \partial \rho^{-1} \partial (\partial P) \, dx + I_4 + R_{12} + \cdots + R_{15}. \tag{4.12} \]

where the remainder terms \(R_{12}, \cdots, R_{15}\) are defined by:
\[ R_{12} := \int_{\Omega} \rho \partial \rho^{-1} u \cdot [D_t, \partial \rho^{-1}] u \, dx \]
\[ R_{13} := \int_{\Omega} \partial \rho^{-1} B \cdot [D_t, \partial \rho^{-1}] B \, dx \]
\[ R_{14} := \int_{\Omega} \rho D_t (1/\rho^2) |\partial \rho^{-1} B|^2 \, dx \]
\[ R_{15} := \int_{\Omega} \partial \rho^{-1} u \cdot [\rho, \partial \rho^{-1}] D_t u \, dx. \]

\(I_4\) and \(I_5\) can also be similarly proceeded as \(I_1\) and \(I_3\):
\[ I_4 \lesssim_{K, M} \|B\|_{r,0} \|B\|_{r,1}, \quad I_5 \lesssim_{K, M} \|u\|_{r,0} \|(B \cdot \partial)B\|_{r,0}. \tag{4.13} \]

Combining all the estimates above, we now have:
\[ \frac{d}{dt} \left( \sum_{s+k=r} E_{s,k} + K_r \right) \lesssim_{K, M} \|u\|_{s,k} \|(B \cdot \partial)B\|_{s,k} + \|\rho'(p)\partial^s D_k^k+1p\|_{L^2(\Omega)} \|B\|_{s,k} + \|B\|_{s,k} \|B\|_{s,k+1} \]
\[ + R_1 + \cdots + R_{15} + R_1^* + R_2^*. \tag{4.14} \]
Therefore the \( Q \)-tensor and curl estimates are all reduced to the higher order terms \((I_1, \cdots, I_s, R^*_1, R^*_2)\) and the remainders. Next step we will control all the remainders by \( ||u||_{L^p, \Omega} \), \( ||p||_{L^q, k} \) and \( ||R||_{L^r, k} \). The reduction of those higher order terms will be shown in Section 5.

4.4 The precise form of commutators between \( D_t \)'s and spatial derivatives

Here we present the precise form of commutators which will be used repeatedly in the control of remainders. (4.15), (4.16), (4.18) are the same as in (4.5)-(4.7) in Lindblad-Luo [26]. (4.17) is a direct consequence of Leibniz rule and (4.16).

\[
[D_t, \partial r] = \sum_{s=0}^{r-1} \partial^s[D_t, \partial]\partial^{r-s-1} = \sum_{s=0}^{r-1} \partial^s[D_t, \partial]\partial^{r-s} - C_{s+1}^r (\partial^{1+s}u)^\partial r^s, \tag{4.15}
\]

where

\[
(\partial^{1+s}u)^\partial r^s)_{i_1, \cdots, i_r} = \frac{1}{r!} \sum_{\sigma \in S_r} (\partial^{1+s}_{i_{1} \cdots i_{s}} u^k)(\partial^k_{i_{s+1} \cdots i_{s+s}} x).
\]

\( S_r \) is the \( r \)-symmetric group.

\[
[D_t, \partial D^j_t] = \sum_{l_1 + l_2 = k-1} c_{l_1, l_2} (\partial D^j_t u)(\partial D^{l_2}_t) + \sum_{l_1, \cdots, l_n = k-n+1, n \geq 3} d_{l_1, \cdots, l_n} (\partial D^j_t u)(\partial D^{l_1}_t u)(\partial D^{l_n}_t u). \tag{4.16}
\]

\[
[D_t^k, B \cdot \partial] = \sum_{j=0}^{k-1} C^j_k [D_t^{k-j} B^j_t] + \sum_{j=1}^{k} C^j_k [D_t^{k-j} B^j_t] + \sum_{j=1}^{k} C^j_k (D_t^{k-j} B^j_t) \tag{4.17}
\]

\[
[D_t^{r-1}, \Delta] = (\partial^2 D_t^i u) \cdot (\partial^2 D_t^j u) \tag{4.18}
\]

4.5 Remainder and commutator estimates

1. Boundary \( R^*_1 + R^*_2 \)

Recall that \( \nu = (-\partial u/\partial N)^{-1} \), so \( \nu^{-1} N_t = \partial_t P \). Therefore, \( R^*_1 + R^*_2 \) becomes

\[
R^*_1 + R^*_2 = \int_{\partial \Omega_t} p Q(\partial^s D_t^j u, D_t^j \partial^s D_t^j u + (\partial_t P)(\partial^s D_t^j u)) y dS.
\]

When \( s = 0 \) or \( 1 \), \( R^*_1 + R^*_2 \) vanishes because \( D_t \) and \( \Pi \partial^s = \partial^s \) are both tangential derivatives of the moving boundary \( \partial D_t \) on which \( P = 0 \). For \( s \geq 2 \), the simplification is exactly the same as (5.14)-(5.15) in Lindblad-Luo [26]:

\[
s = r, k = 0: \quad \Pi(\partial^s D_t^j u + (\partial_t P)(\partial^s D_t^j u)) = \Pi \partial^s D_t^j P + \sum_{m=0}^{s-1} d_{m} \Pi((\partial^{m+1} u)^\partial r^{-m} P)
\]

\[
2 \leq s < r: \quad \Pi(\partial^s D_t^j P + (\partial_t P)(\partial^s D_t^j u)) = \Pi \partial^s D_t^j P + \sum_{m=0}^{s-1} d_{m} \Pi((\partial^{m+1} u)^\partial r^{-m} D_t^j P). \tag{4.19}
\]
Remark. In the last term on the first line, the summation is taken from 0 to \( r - 2 \) instead of \( r - 1 \) because \( \Pi \partial^r P \) is cancelled by the commutator. This is essential for our estimate: One cannot control \( \Pi \partial^r u \) on the boundary because \( u \not= 0 \) on \( \partial D_t \) causes loss of regularity. However, \( |\Pi \partial^s D^k_t u|_{L^2(\partial D_t)} \) can be controlled when \( k \geq 1 \) since we can use the first equation of (1.7) to reduce this term to \( |\Pi \partial^{s+1} D^k_t u|_{L^2(\partial D_t)} \) and \( |\Pi \partial^{s+1} D^k_t u|_{L^2(\partial D_t)} \), which can be controlled by the elliptic estimates.

Hence, by Hölder’s inequality we have

\[
R^*_1 + R^*_2 \lesssim_{K, M} \sum_{k+s=r, s \geq 2} \left( |\Pi \partial^s D^k_t u|_{L^2(\partial D_t)} \right) \left( |\Pi \partial^s D^k_t u|_{L^2(\partial D_t)} \right) 
+ \left| \Pi(\partial_t P)(\partial^s D^k_t u) \right|_{L^2(\partial D_t)} + \sum_{0 \leq m \leq s-1} \left| \Pi((\partial^m u) \partial^s D^k_t u) \right|_{L^2(\partial D_t)}
+ \left| \Pi \partial^s P \right|_{L^2(\partial D_t)} \left( |\Pi \partial^s P u|_{L^2(\partial D_t)} \right) + \sum_{0 \leq m \leq r-2} \left| \Pi((\partial^m u) \partial^s D^k_t u) \right|_{L^2(\partial D_t)}.
\]  

(4.20)

2. Interior terms \( R_1 + \cdots + R_{15} \)

We are going to control all the remainders \( R_1 \cdots , R_{15} \). For simplicity we only show the details for top order case, i.e. \( s + k = 4 \). For the lower order cases, we only list the result and omit the proof.

(1) \( R_1 = \int_{D_t} \rho \partial(\partial^s D^k_t u, [D_t, \partial^s] D^k_t u) dx. \)

Since

\[
[D_t, \partial^s] D^k_t u = - \sum_{m=0}^{s+1} C_{s}^{m+1} \partial^{1+m} u ^* \partial^{s-m} D^k_t u,
\]

we know

\[
\begin{align*}
\text{• } s & \geq 2: R_1 \lesssim_{K, M} \|u\|_{s, 0} (\|u\|_{s, 0} + \|u\|_{l, 0}) \\
\text{• } s = 1, k = 3: R_1 \lesssim_{K, M} \|u\|_{s, 0}^2 \\
\text{• } s = 0, k = 4: R_1 = 0.
\end{align*}
\]

(2) \( R_2 = \int_{D_t} \rho \partial^s D^k_t u, [\rho, \partial^s D^k_t] D_t u) dx. \)

Let \( D \) be \( D_t \) or \( \partial \), then the commutator can be written as

\[
[D_t, \partial^s] D^k_t u = \sum_{l=1}^{4} C_l D^l \rho D^{4-l} D_t u = \sum_{l=1}^{4} D^{l-1}(\rho^{(l)} D_t) D^{4-l} D_t u.
\]

Therefore we have:

\[
\begin{align*}
\text{• } s = 4, k = 0: R_2 & \lesssim_{K, M, c_0, vol \Omega} \|u\|_4 0 (\|p\|_{s, 0} + \|u\|_{s, 1} + \|u\|_{s, 1}) \\
\text{• } s = 3, k = 1: R_2 & \lesssim_{K, M, c_0, vol \Omega} \|u\|_3 (\|p\|_{s, 1} + \|p\|_{s, 1}) + \|u\|_{s, 1} + \|u\|_{s, 1} + \|u\|_{s, 2} + \|u\|_{s, 2}) \\
\text{• } s = 2, k = 2: R_2 & \lesssim_{K, M, c_0, vol \Omega} \|u\|_2 (\|p\|_{s, 2} + \|p\|_{s, 2} + \|p\|_{s, 2} + \|p\|_{s, 1} + \|u\|_{s, 1} + \|u\|_{s, 1} + \|u\|_{s, 2} + \|u\|_{s, 2}) \\
\text{• } s = 1, k = 3: R_2 & \lesssim_{K, M, c_0, vol \Omega} \|u\|_1 (\|p\|_{s, 3} \partial^s D^k_t u) \|L^2(\partial \Omega) + \|p\|_{s, 2} + \|p\|_{s, 2} + \|p\|_{s, 1} + \|u\|_{s, 1} + \|u\|_{s, 1} + \|u\|_{s, 1}) \\
\text{• } s = 0, k = 4: R_2 & \leq_K \|\rho\|_{s, 0} \|\partial^s D^k_t u\|_{L^2(\partial \Omega)}.
\end{align*}
\]

Therefore we have:

\[
R_2 = \int_{D_t} \rho^{(s)} D^k_t u, [\rho, D^k_t] D_t u dx
\lesssim_{M, c_0} \|\rho^{(s)} D^k_t u\|_{L^2(\partial \Omega)} (\|\rho^{(s)} D^k_t u\|_{L^2(\partial \Omega)} + \|\rho^{(s)} D^k_t u\|_{L^2(\partial \Omega)})
+ \|\rho^{(s)} D^k_t u\|_{L^2(\partial \Omega)} + \|\rho^{(s)} D^k_t u\|_{L^2(\partial \Omega)}).
\]

Note that the constant in the equality depends on \( \text{vol } \Omega \) because we use Poincaré’s inequality on \( p \).
(3) \( R_3 = - \int_{\Omega} Q(\partial^s D_t^k u', \partial^s(\partial_t D_t^k P)) \, dx. \)

Recall (4.16) the highest order terms in the commutator \([\partial, D_t^k]f\) are \((\partial D_t^{k-1} u)(\partial f)\) and \((\partial u)(\partial D_t^{k-1} f)\). Hence we can get the following estimates up to lower order terms:

- \(s = 4, k = 0\) : \( R_3 = 0; \)
- \(s = 3, k = 1\) : \( R_3 \leq_M, \text{vol} \Omega \|u\|_{3,1}(\|u\|_{3,0} + \|u\|_{3,0} + \|p\|_{3,0} + \|B\|_{3,0}); \)
- \(s = 2, k = 2\) : \( R_3 \leq_M, \text{vol} \Omega \|u\|_{2,3}(\|u\|_{3,1} + \|u\|_{3,1} + \|p\|_{3,0} + \|B\|_{3,0} + \|u\|_{3,0} + \|p\|_{3,1} + \|B\|_{3,1}); \)
- \(s = 1, k = 3\) : \( R_3 \leq_M, \text{vol} \Omega \|u\|_{1,3}(\|u\|_{2,2} + \|u\|_{2,2} + \|p\|_{2,2} + \|B\|_{2,2} + \|p\|_{2,1} + \|B\|_{2,1}); \)
- \(s = 0, k = 4\) : We have

\[
R_3 = \int_{\Omega} \rho'(p) D_t^k u \cdot [\partial_t, D_t^k]P \, dx \\
\leq_M, \text{vol} \Omega \|\sqrt{\rho'(p)} D_t^k u\|_{L^2(\Omega)} (\|\sqrt{\rho'(p)} \nabla D_t^k P\|_{L^2(\Omega)} + \|B\|_{1,3} + \|B\|_{2,2} + \|p\|_{2,2} + \|B\|_{2,1} + \|p\|_{2,1}).
\]

(4) \( R_4 = \int_{\Omega} Q(\partial^s(\partial_t, D_t^k), \partial^s D_t^k P) \) dx.

The commutator term is exactly of the same form as \( R_3 \) except we replace \( P \) by \( u_t \). We list the result here and omit the proof.

- \(s = 4, k = 0\) : \( R_4 = 0; \)
- \(s = 3, k = 1\) : \( R_4 \leq_K, \text{vol} \Omega \|u\|_{3,0}(\|u\|_{3,1} + \|B\|_{3,1}); \)
- \(s = 2, k = 2\) : \( R_4 \leq_K, \text{vol} \Omega \|u\|_{3,1}(\|u\|_{2,2} + \|B\|_{2,2}); \)
- \(s = 1, k = 3\) : \( R_4 \leq_K, \text{vol} \Omega \|u\|_{2,2}(\|u\|_{2,1} + \|B\|_{1,3}); \)
- \(s = 0, k = 4\) : We have

\[
R_4 = \int_{\Omega} \rho'(p)[\partial_t, D_t^k]u_t \cdot D_t^k P \, dx \leq_M, \text{vol} \Omega \|u\|_{1,3} + \|u\|_{2,2}(\|u\|_{1,2} + \|\rho'(p) D_t^k P\|_{L^2(\Omega)} + \|B\|_{0,4}).
\]

Remark. As we can see, the control of \( R_4 \) when \( s = 0 \) illustrates that the weight function is necessary. If we remove the weight function, then \( \|D_t^k P\|_{L^2(\Omega)} \) has no control, i.e., either wave equation or \( E_{0,4} \) cannot control this term.

(5) \( R_5 = - \int_{\Omega} Q \left( [\partial^s D_t^k, \frac{\rho'(p)}{p}] D_t P, \partial^s D_t^k \left( \frac{1}{2} |B|^2 \right) \right) \, dx. \)

Let \( D \) be \( D_t \) or \( \partial \), then the commutator can be written as

\[
\left[ \partial^s D_t^k, \frac{\rho'(p)}{p} \right] D_t P = \sum_{l=1}^{s} C_l D\left( \frac{\rho'(p)}{p} \right) D^{s-l} D_t P = \sum_{l=1}^{s} D\left( \frac{\rho'(p)}{p} \right) D^{s-l} D_t P.
\]

Therefore we can find that every term is assigned at least \( \sqrt{\rho'(p)} \) weight. We have

- \( s \geq 2 \) : \( R_5 \leq_K, \text{vol} \Omega \|p\|_{\Omega} \|B\|_{\Omega}; \)
- \( s = 1, k = 3 \) : \( R_5 \leq_K, \text{vol} \Omega \|\sqrt{\rho'(p) \nabla D_t P}\|_{L^2(\Omega)} \|B\|_{1,3}; \)
- \( s = 0, k = 4 \) : The weighted estimate is

\[
R_5 = - \int_{\Omega} \rho'(p) \left[ D_t^k, \frac{\rho'(p)}{p} \right] D_t P \cdot D_t^k \left( \frac{1}{2} |B|^2 \right) \, dx \\
\leq_M, \text{vol} \Omega \|\rho'(p) D_t^k P\|_{L^2(\Omega)} + \|\rho'(p) D_t^k \|_{L^2(\Omega)} \|B\|_{0,4}.
\]
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(6) \( R_6 = -\int_{\mathcal{D}_q} Q \left( [\partial^s D^k, \frac{\rho^2 p}{\rho}] D_t p, \partial^s D^k p \right) dx. \)
Similarly as \( R_3 \), we have:

- \( s \geq 2 : R_6 \.bf{\lesssim}_{K,M,c_0,\text{vol } \Omega} \|p\|^2_{s,k}; \)
- \( s = 1, k = 3 : 
  \begin{align*}
  R_6 & \bfs{\lesssim}_{K,M,c_0,\text{vol } \Omega} \|\sqrt{\rho}\varphi(p)D^k_t p\|_{L^2(\mathcal{D}_q)} \|\sqrt{\rho}\varphi(p)D^k_t p\|_{L^2(\mathcal{D}_q)} + \|\sqrt{\rho}\varphi(p)\nabla D^k_t p\|_{L^2(\mathcal{D}_q)} \leq E_4.
  \end{align*}
- \( s = 0, k = 4 : 
  \begin{align*}
  R_6 &= -\int_{\mathcal{D}_q} \frac{\rho'(p)}{\rho} \left[ D^k_t, \frac{\rho'(p)}{\rho} \right] D_t p \cdot D^k_t p \, dx \bfs{\lesssim}_{M,c_0} \|\sqrt{\rho}\varphi(p)D^k_t p\|^2_{L^2(\mathcal{D}_q)}.
  \end{align*}

(7) \( R_7 = -\int_{\mathcal{D}_q} \frac{\rho'(p)}{p} Q(\partial^s D^k, \partial^s D^k; D_t, \partial^s D^k) p \, dx. \)

Since \( [D_t, \partial^s] D^k_t p = -\sum_{m=0}^{s+1} c^{m+1}_{s} \partial^j u \partial^s-m D^k_t p \), we know

- \( s = 4, k = 0 : R_7 \bfs{\lesssim}_{K,M,c_0,\text{vol } \Omega} \|u\|_{4,0} + \|u\|_{3,0} + \|p\|_{4,0}; \)
- \( s = 3, k = 1 : R_7 \bfs{\lesssim}_{K,M,c_0,\text{vol } \Omega} \|u\|_{3,0} + \|p\|_{3,1}; \)
- \( s = 2, k = 2 : R_7 \bfs{\lesssim}_{K,M,c_0,\text{vol } \Omega} \|p\|_{2,2}; \)
- \( s = 1, k = 3 : R_7 \bfs{\lesssim}_{K,M,c_0,\text{vol } \Omega} \|\sqrt{\rho}\varphi(p)\nabla D^k_t p\|_{L^2(\Omega)}; \)
- \( s = 0, k = 4 : R_7 = 0. \)

(8) \( R_8 = \frac{1}{2} \int_{\mathcal{D}_q} \rho D_t \left( \frac{\rho'(p)}{p^2} \right) Q(\partial^s D^k, \partial^s D^k; D_t, \partial^s D^k) \, dx \bfs{\lesssim} \|\sqrt{\rho}\varphi(p)\partial^s D^k_t p\|^2_{L^2(\mathcal{D}_q)} \leq E_{s,k}. \)

(9) \( R_9 = \int_{\mathcal{D}_q} Q(\partial^s D^k, \partial^s D^k; D_t, \partial^s D^k) D_t v \, dS. \)

- \( s \leq 1 : R_9 = 0 \) because \( D_t, \Pi \partial \in T(\partial \mathcal{D}_q) \) and \( P = 0 \) on \( \partial \mathcal{D}_q; \)
- \( s \geq 2 : R_9 \bfs{\lesssim}_{K,M} E_{s,k}. \)

(10) \( R_{10} = \int_{\mathcal{D}_q} Q(\partial^s D^k, [D_t, \partial^s] D^k_t B) \, dx. \)

The control of \( R_{10} \) is the same as \( R_7 \) except replacing \( u \) by \( B \). Therefore we have:

- \( s = 4, k = 0 : R_{10} \bfs{\lesssim}_{K,M,c_0,\text{vol } \Omega} \|B\|_{4,0} (\|u\|_{4,0} + \|u\|_{3,0} + \|B\|_{4,0}); \)
- \( s = 3, k = 1 : R_{10} \bfs{\lesssim}_{K,M,c_0,\text{vol } \Omega} \|B\|_{3,1} (\|u\|_{3,0} + \|B\|_{3,1}); \)
- \( s \leq 2 : R_{10} \bfs{\lesssim}_{K,M,c_0,\text{vol } \Omega} \|B\|^2_{s,k}; \)

(11) \( R_{11} = \int_{\mathcal{D}_q} \rho D_t \left( \frac{1}{\rho} \right) Q(\partial^s D^k, \partial^s D^k; B, \partial^s D^k) \, dx \bfs{\lesssim}_{c_0} E_{s,k}. \)

(12) \( R_{12}, \ldots, R_{15} : \) The control of \( R_{12}, R_{13}, R_{15} \) are the same as \( R_1, R_{10}, R_2 \) respectively when \( s = 4, k = 0 \), and \( R_{14} \leq K_4 \). So we have:

\[
R_{12} + \cdots + R_{15} \bfs{\lesssim}_{K,M,c_0,\text{vol } \Omega} K_4 + (\|u\|_{4,0} + \|u\|_{3,0} + \|B\|_{4,0} + \|p\|_{4,0})^2.
\]

Before summarising the estimates, we would like to reduce the estimates of \( \|u\|_{s,k} \) to that of \( B \) and \( p \) by using the first equation in (1.7), because we are going to use elliptic estimates for \( B \) and \( p \) in order to further reduce to the control of the wave equation of \( p \) and the heat equation of \( B \).

We prove the following estimates for \( \partial^s D^k u \) when \( 1 \leq k \leq r-1 \), while \( \|u\|_{0,r} = \|D^k u\|_{L^2(\Omega)} \leq \sqrt{E_{0,4}} \) and \( \|u\|_{r,0} \) will be controlled later by div-curl estimates.
Lemma 4.1. For $s + k = 4$, one has the following bounds:

\[
\|u\|_{3,1} \leq K, c_0 \|B\|_{3,0} + \|p\|_{4,0},
\]
\[
\|u\|_{2,2} \leq K, c_0 \|B\|_{3,1} + \|B\|_{3,0} + \|p\|_{3,0} + \|u\|_{3,0},
\]
\[
\|u\|_{1,3} \leq K, c_0 \|B\|_{2,2} + \|p\|_{2,2} + \|B\|_{2,1} + \|B\|_{3,0} + \|p\|_{3,0}.
\]

While for $s + k = r < 4$, the result becomes $\|u\|_{s,k} \leq M, c_0 \|B\|_{s+1,k-1} + \|p\|_{s+1,k-1}$.

**Proof.** For simplicity, we only prove it for $s + k = 4$. The proof is quite straightforward by the first equation in (1.7). We have

\[
\partial^s D^k_t u = \partial^s D^k_{t-1} \left( \frac{1}{\rho} (B \cdot \partial B - \partial p - (\partial B \cdot B) \right)
\]
\[
= \frac{1}{\rho} \left( B \cdot \partial^{s+1} D^k_{t-1} B + \partial^{s+1} D^k_{t-1} p \right) + \text{commutators},
\]

The main term can be easily controlled by $C(M)(\|B\|_{s+1,k-1} + \|p\|_{s+1,k-1})$ by Hölder’s inequality.

- **s = 3, k = 1**: In this case the commutator term is $\sum_{k=1}^3 \partial^k (1/\rho) \partial^{3-k} (B \cdot \partial B - \partial p)$ which can be controlled by $\|B\|_{4,0}$ and $\|p\|_{4,0}$ by Poincaré’s inequality.

  When $k \geq 2$. The highest order terms in the commutators consist of $\partial^s ((D^k_{t-1}, \partial) B), \partial^s ((D^k_{t-1}, \partial) p)$ and $[\partial^s D^k_{t-1}, \partial](1/\rho)$.

- **s = 2, k = 2**: From the specific representation of $[D_t, \partial] = (\partial u \wedge \partial)$, we know the highest order commutator terms are $\partial^2 (\partial u \wedge \partial p)$ and $\partial^2 (\partial u \wedge \partial B)$ which can be bounded by $\|B\|_{5,0} + \|p\|_{3,0} + \|u\|_{3,0}$.

- **s = 1, k = 3**: Similarly as above, one can get the commutator terms bounded by $\|B\|_{2,1} + \|p\|_{2,1} + \|u\|_{2,1}$. Then apply the same method to $\|u\|_{2,1}$ to derived the result.

Combining all the estimates above, we get

\[
\frac{d}{dt} \left( \sum_{s+k=4} E_{s,k} + K_4 \right)
\]
\[
\leq M, c_0, \Omega \sum_{s+k=4} E_{s,k} + K_4
\]
\[
+ \left( \|B\|_{s,1} + \|p\|_{3,0} + \|B\|_{3,1} + \|B\|_{3,0} + \|u\|_{3,0} + \|p\|_{1,3} + \|B\|_{1,3} \right)
\]
\[
+ \left( \sum_{s+k=4} \|B\|_{s,k} + \sum_{s+k=4} \|p\|_{s,k} + \|\sqrt{\rho(p)} \partial D^s_t p\|_{L^2(D_t)} + \|\sqrt{\rho(p)} \partial D^s_t p\|_{L^2(D_t)} \right)^2
\]
\[
+ \sum_{s+k=4, k \geq 1} \|B\|_{s,k} \left( \|B\|_{s+1,k-1} + \|p\|_{s+1,k-1} \right) \|(B \cdot \partial) B\|_{s,k}
\]
\[
+ \sum_{s+k=4, k \geq 1} \|B\|_{s,k} \left( \|B\|_{s+1,k+1} + \|p\|_{s+1,k+1} \right) \|\partial^s D^k_{t-1} p\|_{L^2(D_t)}
\]
\[
+ \|u\|_{4,0} + \|B\|_{4,0} + \|B\|_{4,0} + \|B\|_{4,0} + \|B\|_{4,1}
\]
\[
+ \sum_{s+k=4, 2 \leq s \leq 3} \left( \sum_{s+k=4} \|\Pi \partial^s D^k_{t-1} p\|_{L^2(\partial D_t)} \right)
\]
\[
+ \|\Pi(\partial^s_{\partial} P)(\partial^s D^k_{t-1} u)\|_{L^2(\partial D_t)} + \sum_{0 \leq m \leq 1} \|\Pi((\partial^{m+1} u)\partial^{s-m} D^k_{t-1} p)\|_{L^2(\partial D_t)}
\]
\[
+ \|\Pi(\partial^s D^k_{t-1} p)\|_{L^2(\partial D_t)} + \sum_{0 \leq m \leq 2} \|\Pi((\partial^{m+1} u)\partial^{s-m} D^k_{t-1} p)\|_{L^2(\partial D_t)}.
\]
5.1 Div-curl estimates: Full spatial derivatives of $u$

By the Hodge's decomposition inequality, we have

$$
\frac{d}{dt} \left( \sum_{s+k=r} E_{s,k} + K_r \right) \leq M_{c_0, \text{vol} \Omega} \sum_{s+k=r} E_{s,k} + K_r
$$

$$
+ \left( \sum_{s+k=r} \|B\|_{s,k} + \sum_{s+k=r,s \geq 2} \|p\|_{s,k} + \|p\|_{2,2} + \|\sqrt{\rho'(p)} D_t^1 p\|_{L^2(\partial D_1)} \right)^2
$$

$$
+ \left( \sum_{s+k=r,s \geq 1} \|B\|_{s,k} + \sum_{s+k=r,s \geq 2} \|p\|_{s,k} + \|\sqrt{\rho'(p)} \partial D_t^1 p\|_{L^2(\partial D_1)} \right)^2
$$

$$
+ \sum_{s+k=r,s \geq 2} \sum_{k+s \geq 2} \left( |\Pi \partial^r D_t^k P|_{L^2(\partial D_1)} \left( |\Pi \partial^r D_t^{k+1} P|_{L^2(\partial D_1)} + |\Pi \partial^r P|_{L^2(\partial D_1)} \right) \right)
$$

$$
+ |\Pi \partial^r P|_{L^2(\partial D_1)} \left( |\Pi \partial^r D_t P|_{L^2(\partial D_1)} + \sum_{0 \leq m \leq s-1} |\Pi (\partial^m \partial^r P)|_{L^2(\partial D_1)} \right).
$$

(4.22)

5 Control of interior and boundary terms of top order

Now we come back to use Lagrangian coordinate. With a little abuse of terminology, we still define

- $\|f\|_{s,k} = \|\nabla^s D_t^k f\|_{L^2(\Omega)}$,
- $\|f\|_{s,k} = \|\nabla^s D_t^k f\|_{L^2(\partial \Omega)}$.

Actually this is equivalent to the norm defined in terms of Eulerian coordinates.

We are going to use elliptic estimates in Section 3 to reduce the interior terms in (4.21) and (4.22).

5.1 Div-curl estimates: Full spatial derivatives of $u$ and $B$

By the Hodge's decomposition inequality, we have

$$
\|u\|_{r,0} \leq \|u\|_{0,0} + \|\text{div} \nabla^{r-1} u\|_{L^2(\Omega)} + \|\text{curl} \nabla^{r-1} u\|_{L^2(\Omega)} + \frac{1}{2} \int_{D_1} \rho Q(\partial^r u, \partial^r u) \, dx.
$$

$$
\leq \sqrt{K_r} + \sqrt{E_{r,0}}.
$$

and

$$
\|B\|_{r,0} \leq \|B\|_{0,0} + \|\text{div} \nabla^{r-1} B\|_{L^2(\Omega)} + \|\text{curl} \nabla^{r-1} B\|_{L^2(\Omega)} + \frac{1}{2} \int_{D_1} Q(\partial^r B, \partial^r B) \, dx.
$$

$$
\leq \sqrt{K_r} + \sqrt{E_{r,0}}.
$$

Now we use $\text{div} u = -\rho'(p) / \rho D_t p$ to control $\|\text{div} \nabla^{r-1} u\|_{L^2(\Omega)}$:

$$
\text{div} \nabla^{r-1} u = \nabla^{r-1} \text{div} u = -\nabla^{r-1} \left( \frac{\rho'(p)}{\rho} D_t p \right) = \frac{\rho'(p)}{\rho} \nabla^{r-1} D_t p - \left[ \nabla^{r-1}, \frac{\rho'(p)}{\rho} \right] D_t p.
$$

Hence,

$$
\|\text{div} \nabla^{r-1} u\|_{L^2(\Omega)} \leq M \|\sqrt{\rho'(p)} \nabla^{r-1} D_t p\|_{L^2(\Omega)} + \|p\|_{-1,0} \leq \sqrt{E_{r-1}} + \|p\|_{-1,0},
$$

and thus

$$
\|u\|_{r,0} + \|B\|_{r,0} \leq M \sqrt{E_0 + \sqrt{E_r} + \sqrt{E_{r-1}} + \|p\|_{-1,0}}.
$$

(5.1)
5.2 Elliptic estimates: Control of $\|B\|_{s,k}$ and $\|p\|_{s,k}$

In this part we try to control $\|B\|_{s,k}$ and $\|p\|_{s,k}$ by using the elliptic estimates in Section 3. The only exception is $\|p\|_{1,3}$ because it has no weight function $\sqrt{p'(p)}$ and thus cannot be bounded, independently of the lower bound of $p'(p)$ (this lower bound goes to 0 when passing to the incompressible limit), by the terms in our proposed energy (1.19). This term will be controlled by $W_5$ after using Poincaré’s inequality. For simplicity we only consider the top order case: $s + k = 4$.

When $s \geq 2$

• $s = 4$, $k = 0$:

By the elliptic estimates, we know $\forall \delta > 0$, we have

$$\|p\|_{4,0} := \|\nabla^4 p\|_{L^2(\Omega)} \leq K, \text{vol} \Omega \delta \sum_{s \leq 4} |\Pi \nabla^s p|_{L^2(\partial \Omega)} + \delta^{-1} \sum_{j \leq 2} \|\nabla^j \Delta p\|_{L^2(\Omega)}.$$  \hspace{1cm} (5.2)

Using the boundary tensor estimates, we have

$$|\Pi \nabla^s p|_{L^2(\partial \Omega)} \leq K, \text{vol} \Omega \left|\nabla^2 \theta\right|_{L^2(\partial \Omega)} |\nabla N p|_{L^\infty(\partial \Omega)} + \sum_{l=1}^{s-1} \|\nabla^l p\|_{L^2(\partial \Omega)}.$$  \hspace{1cm} (5.3)

Using trace lemma and the estimates of $\|B\|_{4,0}$, we can control the second fundamental form as follows:

$$|\nabla^2 \theta|_{L^2(\partial \Omega)} \leq K, \text{vol} \Omega \left|\nabla^2 \theta\right|_{L^2(\partial \Omega)} |\nabla N p|_{L^\infty(\partial \Omega)} + \sum_{l=1}^{3} \|\nabla^l p\|_{L^2(\partial \Omega)}$$  \hspace{1cm} (5.4)

By trace lemma and Sobolev embedding, one has $|\nabla N p|_{L^\infty(\partial \Omega)} \leq \text{vol} \Omega \|p\|_{4,0}$. Combining with the estimate above, one can pick a suitably small $\delta > 0$ such that $\delta \sum_{s \leq 4} |\Pi \nabla^s p|_{L^2(\partial \Omega)}$ is absorbed by LHS of (5.2), i.e.,

$$\|p\|_{4,0} \leq K, \text{vol} \Omega \sum_{l=1}^{3} \|\nabla^l p\|_{L^2(\Omega)}$$  \hspace{1cm} (5.5)

• $s = 3$, $k = 1$:

Similarly as above, we first use the elliptic estimates to get $\forall \delta > 0$

$$\|B\|_{3,1} = \|\nabla^3 D_l B\|_{L^2(\Omega)} \leq K, \text{vol} \Omega \delta |\Pi \nabla^3 D_l B|_{L^2(\partial \Omega)} + \delta^{-1} \sum_{j \leq 1} \|\nabla^j \Delta D_l B\|_{L^2(\Omega)}$$  \hspace{1cm} (5.6)

$$\leq K, \text{vol} \Omega \delta \left( |\nabla \theta|_{L^2(\partial \Omega)} |\nabla N D_l B|_{L^4(\partial \Omega)} + \sum_{l=1}^{2} |\nabla^l D_l B|_{L^2(\partial \Omega)} \right)$$

$$+ \delta^{-1} \sum_{j \leq 1} \|\nabla^j \Delta D_l B\|_{L^2(\Omega)}$$

$$\leq K, \text{vol} \Omega \delta \left( |\nabla \theta|_{H^1(\partial \Omega)}^{1/2} |\nabla N D_l B|_{H^1(\partial \Omega)}^{1/2} |\nabla \theta|_{L^2(\partial \Omega)}^{1/2} |\nabla N D_l B|_{L^2(\partial \Omega)}^{1/2} + \sum_{l=1}^{2} |\nabla^l D_l B|_{L^2(\partial \Omega)} \right)$$

$$+ \delta^{-1} \sum_{j \leq 1} \|\nabla^j \Delta D_l B\|_{L^2(\Omega)}$$

where we use the Sobolev interpolation Theorem A.8 in the last step.
Similarly as above, one can get the following estimates by elliptic estimate:

$$\|\nabla \theta\|_{L^2(\partial \Omega)} \leq K_{1/\epsilon_0} \|\Pi \nabla^3 P\|_{L^2(\partial \Omega)} + \sum_{i=1}^{2} \|\nabla^i P\|_{L^2(\partial \Omega)}$$

(5.4)

Therefore, using Sobolev trace lemma, (5.2), (5.3), (5.4) and Poincaré’s inequality one has

$$\|B\|_{3,1} \leq K_{M,1/\epsilon_0,\text{vol }\Omega} \delta \left( \sqrt{E_3^* + \sum_{j \leq 1} \|\nabla^j \Delta P\|_{L^2(\Omega)}} \right)^{1/2} \|B\|_{2,1}^{1/2} \left( \sqrt{E_4^* + \sum_{j \leq 2} \|\nabla^j \Delta P\|_{L^2(\Omega)}} + \|B\|_{3,1} \right)$$

$$+ \delta \|B\|_{3,1} + \delta^{-1} \sum_{j \leq 1} \|\nabla^j \Delta D_j B\|_{L^2(\Omega)}$$

(5.5)

If we choose $\delta > 0$ to be suitably small, then $\delta \|B\|_{3,1}$ will be absorbed to LHS of the last inequality, and thus we have

$$\|B\|_{3,1} \leq K_{M,1/\epsilon_0,\text{vol }\Omega} \delta \left( \sqrt{E_3^* + \sum_{j \leq 1} \|\nabla^j \Delta P\|_{L^2(\Omega)}} \right)^{1/2} \|B\|_{2,1}^{1/2} \left( \sqrt{E_4^* + \sum_{j \leq 2} \|\nabla^j \Delta P\|_{L^2(\Omega)}} + \|B\|_{3,1} \right)$$

(5.6)

for sufficiently small $\delta > 0$.

Replace $B$ by $p$ in (5.5), we can get the estimates of $\|p\|_{3,1}$:

$$\|p\|_{3,1} \leq K_{M,1/\epsilon_0,\text{vol }\Omega} \delta \left( \sqrt{E_3^* + \sum_{j < 1} \|\nabla^j \Delta P\|_{L^2(\Omega)}} \right)^{1/2} \|p\|_{2,1}^{1/2} \left( \sqrt{E_4^* + \sum_{j \leq 2} \|\nabla^j \Delta P\|_{L^2(\Omega)}} + \|p\|_{3,1} \right)$$

(5.6)

for sufficiently small $\delta > 0$.

* $s = 2, \ k = 2$:

Similarly as above, one can get the following estimates by elliptic estimate:

$$\|B\|_{2,2} = \|\nabla^2 D^2 B\|_{L^2(\Omega)} \leq K_{M,\text{vol }\Omega} \delta \|\Pi \nabla^2 D^2 B\|_{L^2(\partial \Omega)} + \delta^{-1} \|\Delta D^2 B\|_{L^2(\Omega)}$$

$$\leq K_{M,\text{vol }\Omega} \delta \left( |\theta|_{L^\infty(\partial \Omega)} \|\nabla N D^2 B\|_{L^2(\partial \Omega)} + |\nabla D^2 B\|_{L^2(\partial \Omega)} \right)$$

$$+ \delta^{-1} \|\Delta D^2 B\|_{L^2(\Omega)}$$

$$\leq K_{M,\text{vol }\Omega} \delta \|B\|_{2,2} + \delta^{-1} \|\Delta D^2 B\|_{L^2(\Omega)}$$

(5.7)

where the last step we use the a priori assumption $|\theta| \leq K$ and Sobolev trace lemma. Now choosing $\delta > 0$ suitably small so that the $\delta$-term can be absorbed by LHS, one gets

$$\|B\|_{2,2} \leq K_{M,\text{vol }\Omega} \|\Delta D^2 B\|_{L^2(\Omega)}$$

(5.7)

Also one can get

$$\|p\|_{2,2} \leq K_{M,\text{vol }\Omega} \|\Delta D^2 p\|_{L^2(\Omega)}$$

(5.8)
When $s \leq 1$

We already know $\|B\|_{0,4} = \|D_4 B\|_{L^2(\Omega)}$ is a part of $\sqrt{E_{0,4}}$ and $\|B\|_{1,3} = \| \nabla D_4 B\|_{L^2(\Omega)}$ is a part of the parabolic equation energy $H_4$. From (4.21) and (4.22) we know there must be a weight function $\rho'(p)$ or $\rho'(p)$ multiplying on $D_4^2 p$ as long as $D_4^2 p$ appears, and thus can also be controlled by either $\sqrt{E_{0,4}}$ or $W_4$.

The only term we need to do extra work is $\|p\|_{1,3}$, because in our imposed energy function, all the terms that can control $\nabla D_4^2 p$ contain a weight function $\rho'(p)$ or $\rho'(p)$. Hence, one cannot get the uniform control with respect to the sound speed $c := \rho'(p)$ as it goes to infinity when passing to the incompressible limit.

To avoid this problem, we use Poincaré’s inequality to get

$$\|p\|_{1,3} = \|\nabla D_4^2 p\|_{L^2(\Omega)} \leq \|\nabla^2 D_4^2 p\|_{L^2(\Omega)} = \|p\|_{2,3}.$$ 

In other words, we make it to be a higher order term of the form $\|p\|_{s,k+1}$ (recall $s + k = 4$), which can be reduced to the control of 5-th order wave equation. We will deal with these terms in the next section.

5.3 Elliptic estimates: Reduction of higher order terms

So far, what remained to be controlled are of the form $\|B \cdot \nabla B\|_{s,k}$, $\|p\|_{s,k+1}$, $\|B\|_{s,k+1}$, tangential projections $\Pi \nabla D_4^2 p$ and the wave equation of $p$ coupled with the parabolic equation of $B$ when $s + k = 4$. In this section, we will reduce all the control of $\|p\|_{s,k+1}$, $\|B\|_{s,k+1}$ and $\|\Pi \nabla D_4^2 p\|_{L^2(\Omega)}$ to that of wave equation and parabolic equation.

First we would like to control those interior higher order terms. In fact we cannot control these terms directly. Instead, we need to control $\|(B \cdot \nabla)B\|_{s,k}, \|B\|_{s,k+1} = \|D_t B\|_{s,k}$ together with $\|B\|_{s,-k+1}$; $\|p\|_{s,k+1}$ together with $\|p\|_{s,-1,k+1}$ if $s \geq 2$, so that we can use Young’s inequality to absorb the higher order terms. While for $s \leq 1$, weight functions must appear as long as all these terms containing $p$ appear in the previous estimates.

• $s = 4, k = 0$: We consider

$$\|\nabla^4((B \cdot \nabla)B)\|_{L^2(\Omega)} + \|\nabla^4 D_t B\|_{L^2(\Omega)} + \|\nabla^4 B\|_{L^2(\Omega)} + \|\nabla^3 D_t B\|_{L^2(\Omega)}.$$ 

Since $(B \cdot \nabla)B = 0$ on $\partial \Omega$, by elliptic estimates, we have $\forall \delta > 0$:

$$\|\nabla^4((B \cdot \nabla)B)\|_{L^2(\Omega)} + \|\nabla^4 D_t B\|_{L^2(\Omega)} + \|\nabla^4 B\|_{L^2(\Omega)} + \|\nabla^3 D_t B\|_{L^2(\Omega)}$$

$$\leq K, M, \text{vol } \Omega \delta \left( \|\nabla^4 (B \cdot \nabla)B\|_{L^2(\Omega)} + \|\nabla D_t B\|_{L^2(\Omega)} \right)$$

$$+ \delta^{-1} \sum_{j \geq 2} \left( \|\nabla^j \Delta (B \cdot \nabla)B\|_{L^2(\Omega)} + \|\nabla^j \Delta D_t B\|_{L^2(\Omega)} \right)$$

$$\leq K, M, \text{vol } \Omega \delta \left( \|\nabla^2 \delta\|_{L^2(\partial \Omega)} \right) \left( \|\nabla N (B \cdot \nabla B)\|_{L^\infty(\partial \Omega)} + \|\nabla N D_t B\|_{L^\infty(\partial \Omega)} \right)$$

$$+ \sum_{l = 1}^{3} \|\nabla^l (B \cdot \nabla B)\|_{L^2(\partial \Omega)} + \|\nabla^l D_t B\|_{L^2(\partial \Omega)}$$

$$+ \delta^{-1} \sum_{j \geq 2} \left( \|\nabla^j \Delta (B \cdot \nabla)B\|_{L^2(\Omega)} + \|\nabla^j \Delta D_t B\|_{L^2(\Omega)} \right).$$

Using Sobolev trace lemma and Poincaré’s inequality, we know

$$\|\nabla N (B \cdot \nabla B)\|_{L^\infty(\partial \Omega)} + \|\nabla N D_t B\|_{L^\infty(\partial \Omega)} + \sum_{l = 1}^{3} \|\nabla^l (B \cdot \nabla B)\|_{L^2(\partial \Omega)} + \|\nabla^l D_t B\|_{L^2(\partial \Omega)}$$

$$\leq K, M, \text{vol } \Omega \|\nabla^4((B \cdot \nabla)B)\|_{L^2(\Omega)} + \|\nabla^4 D_t B\|_{L^2(\Omega)} + \|\nabla^4 B\|_{L^2(\Omega)} + \|\nabla^3 D_t B\|_{L^2(\Omega)}$$

and thus these $\delta$-terms can be absorbed by LHS of last inequality if we choose a suitably small $\delta > 0$, i.e.,
\[ \|\nabla^4 ((B \cdot \nabla) B)\|_{L^2(\Omega)} + \|\nabla^4 D_t B\|_{L^2(\Omega)} + |\nabla^4 B|_{L^2(\partial\Omega)} + |\nabla^5 D_t B|_{L^2(\partial\Omega)} \]

\[ \leq K.M.1/e_{0,\text{vol }\Omega} \delta \left( \sqrt{E^*_{\delta}} + \sum_{j \leq 2} \|\nabla^j \Delta p\|_{L^2(\Omega)} \right) \left( \|\nabla^4 ((B \cdot \nabla) B)\|_{L^2(\Omega)} + \|\nabla^4 D_t B\|_{L^2(\Omega)} \right) \tag{5.9} \]

estimates of \( \|\nabla^j \theta\|_{L^2(\partial\Omega)} \)

\[ + \sum_{j \leq 2} \left( \|\nabla^j \Delta (B \cdot \nabla B)\|_{L^2(\Omega)} + \|\nabla^j \Delta D_t B\|_{L^2(\Omega)} \right) . \]

holds for sufficiently small \( \delta > 0 \).

One can mimic the steps above to get a similar estimate on \( \|p\|_{k+1} + |p|_{k+1} \):

\[ \|\nabla^4 D_t p\|_{L^2(\Omega)} + |\nabla^3 D_t p|_{L^2(\partial\Omega)} \]

\[ \leq K.M.\text{vol }\Omega \delta \left( \sqrt{E^*_{\delta}} + \sum_{j \leq 2} \|\nabla^j \Delta p\|_{L^2(\Omega)} \right) \|\nabla^4 D_t p\|_{L^2(\Omega)} + \sum_{j \leq 2} \|\nabla^j \Delta D_t p\|_{L^2(\Omega)} . \tag{5.10} \]

holds for sufficiently small \( \delta > 0 \).

**Remark.** When \( k > 0 \), the estimates of \( \|(B \cdot \nabla) B\|_{s,k} \) can be reduced to that of \( |B|_{s+1,k} \) plus \( |B|_{s+1,k-1} \) together with \( \|u\|_{s+1,k-1} \), while the latter two terms have been controlled above.

\[ \nabla^j D^k_\mu (B \cdot \nabla) B = (B \cdot \nabla) \nabla^j D^k_\mu B + \nabla^j \left[ D^k_\mu, B \cdot \nabla \right] B + [\nabla^j, B \cdot \nabla] D^k_\mu B, \]

in which the commutator terms consist of \( \leq 4 \) derivatives of \( B \) or \( u \) multiplying the a priori quantities by Leibniz rule and (4.17). One has

\[ \|(B \cdot \nabla) B\|_{s,k} \leq \|B\|_{s+1,k} + \left( \|B\|_{s+1,k-1} + \|u\|_{s+1,k-1} \right) . \]

Therefore, it suffices to consider \( \|B\|_{s+1,k} \) in the rest of this part.

- \( s = 3, k = 1 \) : Using elliptic estimates, tensor estimates for the tangential projection and Sobolev interpolation Theorem A.8, we get: \( \forall \delta > 0, \)

\[ \|\nabla^3 D^2_\mu B\|_{L^2(\Omega)} + |\nabla^2 D^2_\mu B|_{L^2(\partial\Omega)} \]

\[ \leq K.M.\text{vol }\Omega \delta \left( \|\nabla^1 \theta\|_{L^2(\partial\Omega)} \|\nabla N D^2_\mu B\|_{L^2(\partial\Omega)} + \sum_{l=1}^{2} \|\nabla^l D^2_\mu B\|_{L^2(\partial\Omega)} \right) + \delta^{-1} \sum_{j \leq 1} \|\nabla^j \Delta D^2_\mu B\|_{L^2(\Omega)} \]

\[ \leq K.M.\text{vol }\Omega \delta \left( \|\nabla^1 \theta\|_{L^2(\partial\Omega)} \|\nabla N D^2_\mu B\|_{L^2(\partial\Omega)} + \sum_{l=1}^{2} \|\nabla^l D^2_\mu B\|_{L^2(\partial\Omega)} \right) \]

\[ + \delta^{-1} \sum_{j \leq 1} \|\nabla^j \Delta D^2_\mu B\|_{L^2(\Omega)} . \]

Using Sobolev trace lemma and Poincaré’s inequality, it holds that

\[ |\nabla N D^2_\mu B|_{H^1(\partial\Omega)} + \sum_{l=1}^{2} |\nabla^l D^2_\mu B|_{L^2(\partial\Omega)} \leq \text{vol }\Omega \|\nabla^3 D^2_\mu B\|_{L^2(\Omega)} + |\nabla^2 D^2_\mu B|_{L^2(\partial\Omega)} . \]

Hence, one can choose a suitably small \( \delta > 0 \) to absorb these \( \delta \)-terms to LHS. Combining with the
estimates of \( \theta (5.2) \) and \( (5.4) \), we have
\[
\| \nabla^3 D^2_t B \|_{L^2(\Omega)} + \| \nabla^2 D^2_t B \|_{L^2(\partial\Omega)} \\
\leq K, M, 1/\epsilon_0, \text{vol } \Omega \delta \left( \sqrt{E_4^2} + \sum_{j=1}^2 \| \nabla^j \Delta \rho \|_{L^2(\Omega)} \right)^{1/2} \| B \|_{L^2(\Omega)} \\
+ \sum_{j=1}^2 \| \nabla^j \Delta D^2_t B \|_{L^2(\Omega)},
\]
for sufficiently small \( \delta > 0 \). Similarly we have the same type estimate on \( p \):
\[
\| \nabla^3 D^2_t p \|_{L^2(\Omega)} + \| \nabla^2 D^2_t p \|_{L^2(\partial\Omega)} \\
\leq K, M, 1/\epsilon_0, \text{vol } \Omega \delta \left( \sqrt{E_4^2} + \sum_{j=1}^2 \| \nabla^j \Delta \rho \|_{L^2(\Omega)} \right)^{1/2} \| p \|_{L^2(\Omega)} \\
+ \sum_{j=1}^2 \| \nabla^j \Delta D^2_t p \|_{L^2(\Omega)},
\]
holds for sufficiently small \( \delta > 0 \).

\( s = 2, k = 2 \): Since \( |\theta| \leq K \) is part of the a priori assumption, then one can mimic the proof above to get
\[
\| \nabla^2 D^3_t B \|_{L^2(\Omega)} + \| \nabla D^3_t B \|_{L^2(\partial\Omega)} \\
\leq K, M, \text{vol } \Omega \delta \left( \| \theta \|_{L^\infty(\Omega)} \| \nabla D^2_t B \|_{L^2(\partial\Omega)} \right) + \delta^{-1} \| \nabla D^3_t B \|_{L^2(\Omega)} \\
\leq K, M, \text{vol } \Omega \delta \left( \| \nabla^2 D^3_t B \|_{L^2(\Omega)} + \| \nabla D^3_t B \|_{L^2(\partial\Omega)} \right) + \delta^{-1} \| \nabla D^3_t B \|_{L^2(\Omega)}.
\]
Choosing \( \delta > 0 \) suitably small to absorb the \( \delta \)-term, one gets
\[
\| \nabla^2 D^3_t B \|_{L^2(\Omega)} + \| \nabla D^3_t B \|_{L^2(\partial\Omega)} \leq K, M, \text{vol } \Omega \| \nabla D^3_t B \|_{L^2(\Omega)},
\]
as well as the version of \( p \)
\[
\| \nabla^2 D^3_t p \|_{L^2(\Omega)} + \| \nabla D^3_t p \|_{L^2(\partial\Omega)} \leq K, M, \text{vol } \Omega \| \nabla D^3_t p \|_{L^2(\Omega)}.
\]

\( s \leq 1 \): From the previous estimates, we know such terms must appear together with a weight function \( \sqrt{\rho'(p)} \) or \( \rho'(p) \) (e.g., see \( (4.21) \)). Therefore they can be directly controlled by the imposed energy function:
\[
\| \rho'(p) \nabla D^1_t p \|_{L^2(\Omega)} + \| \sqrt{\rho'(p)} D^1_t p \|_{L^2(\partial\Omega)} + \| \nabla D^1_t B \|_{L^2(\Omega)} \leq c_0 \sqrt{E_4}.
\]
For \( D^1_t B \), it only appears once in the term \( \| B \|_{0.5} \) in \( (4.21) \). We can control its time integral because it is still a part of \( E_4 \):
\[
\int_0^T \| D^1_t B(t) \|_{L^2(\Omega)}^2 \| D^1_t B(t) \|_{L^2(\Omega)} \, dt \\
\leq \delta \int_0^T \| D^1_t B(t) \|_{L^2(\Omega)}^2 \, dt + \frac{1}{4\delta} \int_0^T \| D^2_t B(t) \|_{L^2(\Omega)}^2 \, dt \\
= \delta H_2^2(T) + \frac{1}{4\delta} H_2^2(T),
\]
where one can pick \( \delta > 0 \) sufficiently small to absorb this term in the final estimates of \( E_4 \).

Apart from the tangential projection terms, we have reduced all the other terms in \( (4.21) \) to the control of
\[
\| \nabla^{s-2} \Delta D^k_t B \|_{L^2(\Omega)}, \| \nabla^{s-2} \Delta D^k_t p \|_{L^2(\Omega)}, \| \nabla^{s-2} \Delta D^{k+1}_t B \|_{L^2(\Omega)} \text{ and } \| \nabla^{s-2} \Delta D^{k+1}_t p \|_{L^2(\Omega)}
\text{ for } s \geq 2,
\]
which will be controlled through the 4th and 5th order wave equation of \( p \) and the parabolic equation of \( B \). Those tangential projections will be bounded after we control \( r \)-th order wave equation.
6 Estimates of wave and heat equation of \( \leq 4 \) order

In this section we are going to give a common control for \( W_{r+1}^{2} + H_{r+1}^{2} \), which is the only thing left to close the a priori bound. We will first control the energy of 3rd and 4th order wave/heat equation in order to bound interior terms and tangential projections by \( E^4 \).

Recall the heat equation of \( B \) is

\[
D_t B - \lambda \Delta B = B \cdot \nabla u - B \div u = B \cdot u + B \frac{\rho'(p)}{p} D_t p.
\]

(6.1)

Taking divergence of the first equation of MHD system (1.7), then commuting \( \nabla_i \) with \( \rho D_t \), one has

\[
\rho D_t \div u - \nabla_i (\mathbf{B}^k \nabla_k B_i) + \Delta \left( \frac{1}{2} |\mathbf{B}|^2 \right) = -\Delta p + [\rho D_t, \nabla] u^i.
\]

Plugging the continuity equation, \( \div B = 0 \) and \( D_t \rho = \rho'(p) D_t p \) \((D = \nabla \text{ or } D_t)\) into the last equation, one gets the wave equation of \( p \):

\[
\rho'(p) D_t^2 p - \Delta p = \mathbf{B}^k \Delta B_k + w,
\]

(6.2)

where

\[
w = \left( \frac{\rho'(p)}{p} - \rho''(p) \right) (D_t p)^2 + \frac{\rho'(p)}{p} \nabla_i p ((B \cdot \nabla B_i) - \nabla_i P) + \rho \nabla_i u^k \nabla_k u^i - \nabla^i B_k \nabla_k B^i + |\nabla B|^2.
\]

(6.3)

**Remark.** The derivation of (6.3) is: The first term \( \left( \frac{\rho'(p)}{p} - \rho''(p) \right) (D_t p)^2 \) comes from \( D_t \div u = D_t (-\frac{\rho'(p)}{p} D_t p) \).

The second and the third term come from \( [\rho D_t, \nabla] u^i \). The term \( \nabla^i B_k \nabla_k B^i \) comes from \( \nabla_i (\mathbf{B}^k \nabla_k B_i) \) and \( \div B = 0 \). The last term appears because \( \Delta \left( \frac{1}{2} |\mathbf{B}|^2 \right) = B \cdot \Delta B + |\nabla B|^2 \).

6.1 Higher order equations: Reduction of \( \nabla^{s-2} \Delta D_t^{k+1} p \) and \( \nabla^{s-2} \Delta D_t^{k+1} B \)

Now we are going to derive the higher order heat/wave equation. Taking \( D_t^k \) on the heat equation, one gets

\[
D_t^{k+1} B - \lambda \Delta D_t^k B = \lambda [D_t^k, \Delta] B + (B \cdot \nabla) D_t^k u + B \left( \frac{\rho'(p)}{p} D_t^k \right) p
\]

\[
+ [D_t^k, B \cdot \nabla] u + \left[ D_t^k, B \left( \frac{\rho'(p)}{p} \right) \right] D_t p
\]

\[=: h_{k+1}^k + h_{k+1} + \tilde{h}_{k+1},\]

(6.4)

where

\[
h_{k+1}^k := \lambda [D_t^k, \Delta] B,
\]

\[
h_{k+1} := (B \cdot \nabla) D_t^k u + B \left( \frac{\rho'(p)}{p} \right) D_t^{k+1} p,
\]

\[
\tilde{h}_{k+1} := [D_t^k, B \cdot \nabla] u + \left[ D_t^k, B \left( \frac{\rho'(p)}{p} \right) \right] D_t p.
\]

(6.5)

Similarly, taking \( D_t^k \) on the wave equation, one gets

\[
\rho'(p) D_t^{k+2} p - \Delta D_t^k p = [D_t^k, \Delta] p + BD_t^k \Delta B + [D_t^k, B'] \Delta B_t + D_t^k w + \tilde{w}_{k+1},
\]

(6.6)

where

\[
\tilde{w}_{k+1} = \sum_{i_1 + \ldots + i_m = k+2, 1 \leq i \leq k+1} \rho^{(m)}(p)(D_t^{i_1} p) \cdots (D_t^{i_m} p).
\]

(6.7)
Recall from (6.1) and (6.4) that $D_t^k \Delta B = \lambda^{-1}(D_t^{k+1} B - h_{k+1} - \tilde{h}_{k+1})$. We can rewrite the $(k+1)$-th order wave equation as

$$
\rho'(p)D_t^{k+2} p - \Delta D_t^k p = w_{k+1} + \tilde{w}_{k+1} + w_1^{k+1},
$$

where

$$
w_{k+1} = D_t^k w + [D_t^k, \Delta] p,
\tilde{w}_{k+1} \text{ defined as above},
$$

$$
w_1^{k+1} = \lambda^{-1} \left( B \cdot D_t^{k+1} B - B \cdot h_{k+1} - B \cdot \tilde{h}_{k+1} + [D_t^k, B^i] (D_t B_i - (B \cdot \nabla) u_l - B_l (\frac{\rho'(p)}{p} D_t i)) \right).
$$

From the precise form of the commutators (4.18), we know all the terms on the RHS of (6.5) and (6.9) are of $\leq k+1$ derivatives.

### 6.2 Energy estimates for $W_3$ and $H_3$: Reduced to the a priori quantities

We first give the control for $3^{rd}$ order wave/heat equation. This can give us the control of $\|\Delta D_t p\|_{L^2(\Omega)}$, $\|\Delta D_t B\|_{L^2(\Omega)}$ and $\|\nabla \Delta p\|_{L^2(\Omega)}$, $\|\nabla \Delta B\|_{L^2(\Omega)}$, which helps us close the estimates for the terms with 3 derivatives, i.e., $\|u\|_{3,0}$, $\|\rho\|_{3,0}$, $\|p\|_{2,1}$ and $\|B\|_{2,1}$.

Let $k = 2$ in (6.4) and (6.8), and then we have

$$
\Delta D_t B = \lambda^{-1}(D_t^2 B - h_2 - \tilde{h}_2 - h_2^2),
\nabla \Delta B = \lambda^{-1}\nabla(D_t B - (B \cdot \nabla B) - B \frac{\rho'(p)}{p} D_t p).
$$

as well as

$$
\Delta D_t p = \rho'(p)D_t^2 p - w_2^1 - w_2 - \tilde{w}_2,
\nabla \Delta p = \nabla(\rho'(p)D_t^2 p - w_1^1 - w_1).
$$

Therefore one has

$$
\|\Delta D_t B\|_{L^2(\Omega)} \leq \lambda^{-1}(\|D_t^2 B\|_{L^2(\Omega)} - \|h_2\|_{L^2(\Omega)} - \|\tilde{h}_2\|_{L^2(\Omega)} - \|h_2^1\|_{L^2(\Omega)}),
\|\nabla \Delta B\|_{L^2(\Omega)} \leq M \lambda^{-1}(\|\nabla D_t B\|_{L^2(\Omega)} + \|\nabla(B \cdot \nabla B)\|_{L^2(\Omega)} + \|\rho'(p)\nabla D_t p\|_{L^2(\Omega)}),
\|\Delta D_t p\|_{L^2(\Omega)} \leq \rho'(p)\|D_t^2 p\|_{L^2(\Omega)} + \|w_2^1\|_{L^2(\Omega)} + \|\tilde{w}_2\|_{L^2(\Omega)} + \|w_2\|_{L^2(\Omega)} + \|w_2^1\|_{L^2(\Omega)},
\|\nabla \Delta p\|_{L^2(\Omega)} \leq \rho'(p)\|D_t^2 p\|_{L^2(\Omega)} + \|\nabla w_1\|_{L^2(\Omega)} + \|\nabla \tilde{w}_1\|_{L^2(\Omega)} + \|\nabla w^1\|_{L^2(\Omega)}.
$$

We notice that all the terms except $\|\rho'(p)D_t^2 p\|_{L^2(\Omega)}$ and $\|\rho'(p)\nabla D_t^2 p\|_{L^2(\Omega)}$ on the RHS of (6.12) are of $\leq 2$ derivatives and thus are our a priori assumed quantities. Therefore, we have

$$
\|\Delta D_t B\|_{L^2(\Omega)} + \|\nabla \Delta B\|_{L^2(\Omega)} + \|\Delta D_t p\|_{L^2(\Omega)} + \|\nabla \Delta p\|_{L^2(\Omega)} \leq M_{c_0} \frac{1}{A} (1 + W_3) \leq \frac{1}{A} (1 + \sqrt{E_3}).
$$

Combining with the results in the last section, we actually have that

$$
\sum_{s+k=2} \|p\|_{s,k} + \sum_{s+k=3} \|B\|_{s,k} + \|\rho'(p)\nabla D_t p\|_{L^2(\Omega)} + \|\rho'(p)D_t^3 p\|_{L^2(\Omega)} \leq K_{c_0, \Omega_1, \epsilon_0, 1, 1} A + \sqrt{E_3}.
$$

### 6.3 Energy estimates for $W_4$ and $H_3$: Close the estimates for 4-th order derivatives

The computation in the previous section shows that we need to bound

$$
\sum_{j=0}^2 \|\nabla^j \Delta D_t^{2-j} p\|_{L^2(\Omega)} + \|\nabla^j \Delta D_t^{2-j} B\|_{L^2(\Omega)}.
$$
by $\sqrt{E_4^+}$ in order to give a common control for those terms with $\leq 4$ derivatives, i.e., \( \| u \|_{s,0}, \| B \|_{s,k} \) and \( \| p \|_{s,k} \) for $s + k = 4$, $s \geq 2$. The proof is almost the same as Section 6.2.

Let $k = 3$ in (6.4) and (6.8), and then we have
\[
\Delta D_k^2 p = \rho'(p) D_k^3 B - w_3^4 - w_3,
\]
\[
\nabla\Delta D_k^2 p = (\rho'(p) D_k^3 B - w_3^4 - w_3 - \bar{w}_3),
\]
\[
(6.15)
\]
as well as
\[
\Delta D_k^2 p = \rho'(p) D_k^3 B - w_3^4 - w_3 - \bar{w}_3,
\]
\[
\nabla\Delta D_k^2 p = (\rho'(p) D_k^3 B - w_3^4 - w_3 - \bar{w}_3),
\]
\[
(6.16)
\]
Again, one can notice that all the terms except $\| \rho'(p) D_k^4 p \|_{L^2(\Omega)}$ and $\| \rho'(p) \nabla D_k^4 p \|_{L^2(\Omega)}$ on the RHS of (6.15) and (6.16) are of $\leq 3$ derivatives and thus can be bounded by (6.14). Therefore, we have
\[
\begin{align*}
\| \Delta D_k^2 B \|_{L^2(\Omega)} &+ \| \nabla\Delta D_k^2 B \|_{L^2(\Omega)} + \| \nabla^2\Delta B \|_{L^2(\Omega)} + \| \Delta D_k^2 p \|_{L^2(\Omega)} + \| \nabla\Delta D_k^2 p \|_{L^2(\Omega)} + \| \nabla^2\Delta p \|_{L^2(\Omega)} \\
\lesssim_{M,c} \| D_k^2 p \|_{L^2(\Omega)} &+ \| \nabla D_k^2 p \|_{L^2(\Omega)} + \| \nabla^2 D_k^2 p \|_{L^2(\Omega)} + (\text{terms of } \leq 3 \text{ derivatives})
\end{align*}
\]
\[
(6.17)
\]
Now, (6.13) and (6.17) help us to bound the second fundamental form $\nabla^2 \theta$ on the boundary and thus all the interior terms $\| B \|_{s,k}, \| p \|_{s,k}$:

- **Control of $\theta$:**

  Combining (5.2), (5.3) and (6.17), one gets
\[
| \nabla^2 \theta |_{L^2(\partial\Omega)} + | \nabla \theta |_{H^1(\partial\Omega)} \lesssim_{k,1/1,1/\epsilon} 1 + \sqrt{E_4^+}.
\]
\[
(6.18)
\]

- **Control of interior terms:**

  Summing up (5.1), (5.3), (5.5), (5.6), (5.7), (5.8), then using (6.17) and (6.18), we have
\[
\begin{align*}
\| u \|_{4,0} + \sum_{s+k=4} \| B \|_{s,k} + \sum_{s+k=4} \| p \|_{s,k} + \| \rho'(p) \nabla D_k^3 p \|_{L^2(\Omega)} + \| \rho'(p) D_k^4 p \|_{L^2(\Omega)} &
\lesssim_{k,M,c,vol\Omega,1/\epsilon,1/\epsilon} \delta E_3^+ (\sum_{s+k=4,s \geq 2} \| p \|_{s,k} + \| B \|_{s,k}) + \delta \sqrt{E_3^+} \sqrt{E_4^+} + \sqrt{E_4^+} \\
&+ \| \Delta D_k^2 B \|_{L^2(\Omega)} + \| \nabla\Delta D_k^2 B \|_{L^2(\Omega)} + \| \nabla^2\Delta B \|_{L^2(\Omega)} \\
&+ \| \Delta D_k^2 p \|_{L^2(\Omega)} + \| \nabla\Delta D_k^2 p \|_{L^2(\Omega)} + \| \nabla^2\Delta p \|_{L^2(\Omega)} \\
\lesssim_{k,M,c,vol\Omega,1/\epsilon,1/\epsilon} \delta E_3^+ (\sum_{s+k=4,s \geq 2} \| p \|_{s,k} + \| B \|_{s,k}) + (1 + \sqrt{E_3^+}) \sqrt{E_4^+}.
\end{align*}
\]
\[
(6.19)
\]
Choosing a sufficiently small $\delta > 0$ such that the $\delta$-term can be absorbed to LHS of (6.19), one has
\[
\begin{align*}
\| u \|_{4,0} + \sum_{s+k=4} \| B \|_{s,k} + \sum_{s+k=4} \| p \|_{s,k} + \| \rho'(p) \nabla D_k^3 p \|_{L^2(\Omega)} + \| \rho'(p) D_k^4 p \|_{L^2(\Omega)} &
\lesssim_{k,M,c,vol\Omega,1/\epsilon,1/\epsilon} \left(1 + \sqrt{E_3^+}\right) \sqrt{E_4^+}.
\end{align*}
\]
\[
(6.20)
\]
With the help of (6.20), one can repeat the steps above for one more time to derive the control of $\|\nabla^s D^k_t (B \cdot \nabla B)\|_{L^2(\Omega)}$, $\|\nabla^s D^{k+1}_t B\|_{L^2(\Omega)}$, and $\|\nabla^s D^{k+1}_t p\|_{L^2(\Omega)}$ for $s \geq 2$. In fact, summing up (5.9), (5.10), (5.11), (5.12), (5.13), (5.14), then combining (6.20), we can get the following bounds for the higher order interior terms after choosing a sufficiently small $\delta > 0$ in those previous estimates to absorb the $\delta$-terms to LHS

$$
\sum_{s+k=4, s \geq 2} \|p\|_{s,k+1} + \|B\|_{s,k+1} + \|B \cdot \nabla B\|_{s,k} + |B|_{s-1,k+1} + |p|_{s-1,k+1} \leq_{K,M,c_{\text{vol}}, \Omega, \varepsilon_0} \varepsilon_1 \times \left(1 + \sqrt{E_3} \right) \sqrt{E_3} + \sum_{s+k=4, s \geq 2} \|\nabla^{s-2} \Delta D^{k+1}_t B\|_{L^2(\Omega)} + \|\nabla^{s-2} \Delta D^{k+1}_t p\|_{L^2(\Omega)}.
$$

(6.21)

### 6.4 Control of tangential projections

We still need to control the tangential projection terms which appears in (4.21)

$$
\sum_{s+k=s, s \geq 2} \|\nabla^{s} D^k_t P\|_{L^2(\partial \Omega)} \left( \|\Pi \nabla^{s} D^{k+1}_t P\|_{L^2(\partial \Omega)} + \|\Pi(\nabla_t P)(\nabla^s D^k_t u^r)|_{L^2(\partial \Omega)} \right)
$$

(6.22)

$$
\sum_{s+k=s, s \geq 2} \|\Pi \nabla^r P\|_{L^2(\partial \Omega)} \left( \|\Pi \nabla^r D_t P\|_{L^2(\partial \Omega)} + \sum_{m=0}^{r-2} \|\Pi((\nabla^{m+1} u)^r \nabla^r D^k_t p)|_{L^2(\partial \Omega)} \right).
$$

For simplicity we still only give the details for the top order case $r = 4$. Lower order cases are similar and easier.

First we control the term $\|\Pi \nabla^{s} D^{k+1}_t P\|_{L^2(\partial \Omega)}$ for $s \geq 2$. We have

$$
\|\Pi \nabla^{s} D^{k+1}_t P\|_{L^2(\partial \Omega)} \leq_K \|\nabla^{s-2} \theta(\nabla_t D^k_t P)|_{L^2(\partial \Omega)} + \sum_{l=1}^{s-1} \|\nabla^l D^{k+1}_t P\|_{L^2(\partial \Omega)}.
$$

The second term is a part of $|P|_{s-1,k+1} \leq |p|_{s-1,k+1} + |B|_{s-1,k+1}$ which has been controlled before, while the first term is bounded in the same way as the previous sections.

The remaining work is to bound the following terms for $s+k = 4, s \geq 2$:

$$
\|\Pi(\nabla_t P)(\nabla^s D^k_t u^r)|_{L^2(\partial \Omega)} \sum_{m=0}^{s-1} \|\Pi((\nabla^{m+1} u)^r \nabla^{s-m} D^k_t p)|_{L^2(\partial \Omega)} \sum_{m=0}^{s-2} \|\Pi((\nabla^{m+1} u)^r \nabla^{s-m} D^k_t p)|_{L^2(\partial \Omega)}.
$$

- $s = k = 1$: We use Sobolev interpolation Theorem A.8 to get

$$
\|\Pi(\nabla u \nabla^3 D_t P)|_{L^2(\partial \Omega)} + \|\Pi(\nabla^2 u \nabla^2 D_t P)|_{L^2(\partial \Omega)} + \|\Pi(\nabla^3 u \nabla D_t P)|_{L^2(\partial \Omega)} \leq_{K,M} \|\nabla^3 D_t P|_{L^2(\partial \Omega)} + \|\nabla^2 D_t P|_{L^2(\partial \Omega)}^{1/2} \|\nabla^2 u|_{L^2(\partial \Omega)}^{1/2} \|\nabla D_t P|_{H^1(\partial \Omega)} \|\nabla^3 u|_{H^1(\partial \Omega)}^{1/2}.
$$

$$
\leq_{K,M, \text{vol}, \Omega, 1/\varepsilon_0} (1 + \sqrt{E_3}^2 \sqrt{E_3}.
$$

- $s = k = 2$: Again, we use Sobolev interpolation to get

$$
\|\Pi(\nabla u \nabla^2 D_t^2 P)|_{L^2(\partial \Omega)} + \|\Pi(\nabla^2 u \nabla D_t^2 P)|_{L^2(\partial \Omega)} \leq_{K,M} \|\nabla^2 D_t^2 P|_{L^2(\partial \Omega)} + \|\nabla D_t^2 P|_{L^2(\partial \Omega)}^{1/2} \|\nabla^2 u|_{L^2(\partial \Omega)}^{1/2} \|\nabla D_t^2 P|_{H^1(\partial \Omega)}^{1/2} \|\nabla^2 u|_{H^1(\partial \Omega)}^{1/2}.
$$

$$
\leq_{K,M, \text{vol}, \Omega, 1/\varepsilon_0} (1 + \sqrt{E_3}^2 \sqrt{E_3}.
$$
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\[ \sum_{m=0}^{2} |\Pi((\nabla^{m+1}u)\cdot \nabla^{4-m}p)|_{L^2(\partial \Omega)}. \]

To bound this term, one needs the following lemma:

**Lemma 6.1.** Let \( S, T \) be two tensors, then it holds that

\[ \Pi(S \cdot T) = \Pi(S) \Pi(T) + \Pi(S' \cdot N) \Pi(N' \cdot T), \]

where \( \otimes \) denotes the symmetric tensor product which is defined similarly as the symmetric dot product.

**Proof.** This is a straightforward result of \( g^{ab} = \gamma^{ab} + N^a N^b \). \( \square \)

The three terms in this sum are

\[ |\Pi((\nabla u) \cdot \nabla^4 p)|_{L^2(\partial \Omega)} + |\Pi((\nabla^2 u) \cdot \nabla^3 p)|_{L^2(\partial \Omega)} + |\Pi((\nabla^3 u) \cdot \nabla^2 p)|_{L^2(\partial \Omega)}, \]

which by Lemma 6.1 can be bounded by

\[
\begin{align*}
|\Pi \nabla u|_{L^2(\partial \Omega)} |\Pi \nabla^4 p|_{L^2(\partial \Omega)} + |\Pi \nabla^2 u|_{L^2(\partial \Omega)} |\Pi \nabla^3 p|_{L^2(\partial \Omega)} + |\Pi \nabla^3 u|_{L^2(\partial \Omega)} |\Pi \nabla^2 p|_{L^2(\partial \Omega)} + |\Pi \nabla^2 u|_{L^2(\partial \Omega)} |\Pi \nabla^3 p|_{L^2(\partial \Omega)} + |\Pi \nabla^3 u|_{L^2(\partial \Omega)} |\Pi \nabla^2 p|_{L^2(\partial \Omega)}.
\end{align*}
\]

(6.23)

The first and the second line of (6.23) can be controlled by \( \sqrt{E_4} \) times the quantities in the a priori assumptions. The terms in the last line can be bounded by using tensor interpolation in Theorem A.9.

The result is

\[
\begin{align*}
|\Pi \nabla^2 u|_{L^2(\partial \Omega)} |\Pi \nabla^4 p|_{L^2(\partial \Omega)} + |\Pi \nabla^2 u|_{L^2(\partial \Omega)} |\Pi \nabla^3 p|_{L^2(\partial \Omega)} + |\Pi \nabla^3 u|_{L^2(\partial \Omega)} |\Pi \nabla^2 p|_{L^2(\partial \Omega)}
\end{align*}
\]

\[ \leq_K, M \left( |\nabla u|_{L^\infty(\partial \Omega)} + \sum_{j \leq 2} |\nabla^j v|_{L^2(\partial \Omega)} \right) |\nabla^4 p|_{L^2(\partial \Omega)}
\]

\[ + \left( |\nabla^2 u|_{L^\infty(\partial \Omega)} + \sum_{j \leq 3} |\nabla^j p|_{L^2(\partial \Omega)} \right) |\nabla^3 u|_{L^2(\partial \Omega)}
\]

\[ \times \left( |\nabla^2 p|_{L^\infty(\partial \Omega)} + \sum_{j \leq 3} |\nabla^j p|_{L^2(\partial \Omega)} \right)
\]

\[ \leq_K, M, M_{\Omega \Omega, 1/2} 1 + E_4^*. \]

(6.24)

\[ |\Pi(\nabla_i p)(\nabla^2 D^{k}_i u^i)|_{L^2(\partial \Omega)} \text{ for } k > 0: \]

For this term, we can mimic the proof of Lemma 4.1, i.e., use the first equation of the MHD system (1.7) to reduce the estimates of \( \nabla^2 D^k_i u \) to that of \( |B|_{s, k} |p|_{s, k} |u|_{s-1, 0} \). This term has the following control:

\[ |\Pi(\nabla_i p)(\nabla^2 D^{k}_i u^i)|_{L^2(\partial \Omega)} \leq_K |B|_{4, 0} + |p|_{4, 0}, \]

(6.25)

and

\[ |\Pi(\nabla_i p)(\nabla^2 D^{k}_i u^i)|_{L^2(\partial \Omega)} \leq_K |B|_{3, 1} + |p|_{3, 1} + |B|_{3, 0} + |p|_{3, 0} + |u|_{4, 0}, \]

(6.26)

where these terms again have been bounded in the previous sections.

\( \square \)

Now we have reduced all the estimates (except \( W_5 \) and \( H_5 \)) to the control of \( \|\nabla^{s-2} \Delta D^{k+1}_i B\|_{L^2(\Omega)} \) and \( \|\nabla^{s-2} \Delta D^{k+1}_i p\|_{L^2(\Omega)} \) for \( s \geq 2, \ s + k = 4 \). Considering

\[ E_r = \sum_{s+k=r} E_{s, k} + K_r + W_{r+1}^2 + H_{r+1}^2, \]

or from the diagram (1.38) we can assert that all the difficulties have been reduced to the control of \( W_{r+1}^2 + H_{r+1}^2 \).

We will do this in the next section to complete all the a priori estimates.
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7 Energy estimates for $W_5$ and $H_5$: The last step to close the energy bound

In this section we will give control of $\|\nabla^{s-2}\Delta D^{k+1}_t B\|_{L^2(\Omega)}$ and $\|\nabla^{s-2}\Delta D^{k+1}_t p\|_{L^2(\Omega)}$ for $s \geq 2$, $s + k = 4$ together with $W^2_5 + H^2_5$ to complete all the estimates under the a priori assumptions.

Again, from the heat/wave equations (6.4) and (6.8), one has

\[
\Delta D^3_t B = \lambda^{-1}(D^4_t B - \tilde{h}_1 - h_4^1), \\
\nabla \Delta D^2_t B = \lambda^{-1}\nabla(D^3_t B - \tilde{h}_2 - h_3^1), \\
\nabla^2 \Delta D_t B = \lambda^{-1}\nabla^2(D^2_t B - \tilde{h}_2 - h_2^1);
\]

(7.1)

as well as

\[
\Delta D^3_t p = \rho'(p)D^5_t p - w_4^1 - w_4, \\
\nabla \Delta D^2_t p = \nabla(\rho'(p)D^4_t p - w_3^1 - w_3), \\
\nabla^2 \Delta D_t p = \nabla^2(\rho'(p)D^3_t p - w_2^1 - w_2).
\]

(7.2)

As one can see from the wave equation (6.6), the estimates of $\nabla^{s-2}\Delta D^{k+1}_t B$ can be converted to that of $\nabla^{s-2}(\rho'(p)D^{k+3}_t p)$ and $\nabla^{s-2}\Delta D^{k+1}_t B$, i.e., $\rho'(p)D^5_t p$, $\sqrt{\rho'(p)}\nabla D^4_t p$, $\nabla^2 D^3_t p$, $\nabla^3 D^2_t p$(this one appears in some commutators) and $\nabla^{s-2}\Delta D^{k+1}_t B$ plus the other terms with $\leq 4$ derivatives.

On one hand, $\rho'(p)D^5_t p$ and $\sqrt{\rho'(p)}\nabla D^4_t p$ is a part of $W_5$, while $\nabla^2 D^3_t p$ and $\nabla^3 D^2_t p$ can again be simplified to $\rho'(p)D^4_t p$ after using elliptic estimate and wave equation. The energy $W_5$ will be controlled together with $H_5$. On the other hand, from (7.1), one finds that $\nabla^{s-2}\Delta D^{k+1}_t B$ can be reduced to $\nabla^{s-2}D^{k+2}_t B$ plus other terms with $\leq 4$ derivatives. In other words, $\nabla^{s-2}\Delta D^{k+1}_t B$ can all be reduced to the estimates of 4-derivative terms computed in the previous sections.

Therefore, all the difficulties are further reduced to seek a common control of $W_5$ and $H_5$ by those terms with $\leq 4$ derivatives.

Heat equation

(6.4) gives us the 5-th order heat equation for $B$ is

\[
D^5_t B - \lambda \Delta D^4_t B = h_5 + \tilde{h}_5 + h_5^1.
\]

(7.3)

Multiplying $D^4_t B$ on both sides of (7.3), integrating in $y \in \Omega$, then integrating by part to eliminate the Laplacian, we get

\[
\int_{\Omega} |D^5_t B|^2 J \, dy + \frac{\lambda}{2} \int_{\Omega} |\nabla D^4_t B|^2 J \, dy \\
= \int_{\Omega} (h_5 + \tilde{h}_5 + h_5^1) \cdot D^5_t B \, J \, dy + \lambda \int_{\Omega} \nabla D^4_t B \cdot (\nabla D^4_t B) \, J \, dy - \lambda \int_{\Omega} \nabla D^4_t B \cdot D^4_t B \, J \, dy.
\]

Then we integrate the last identity in time $t \in [0, T]$ for some $T > 0$ and the use Hölder’s inequality, Young’s
thus we have

\[ H_2^2(T) - H_2^2(0) = \int_0^T \int_\Omega |D_t^1 B|^2 \, J \, dy \, dt + \lambda \frac{d}{dt} \int_\Omega |\nabla D_t^1 B|^2 \, J \, dy \]

\[ = \int_0^T \left( \int_\Omega (h_s + \tilde{h}_s + h_s^2) \cdot D_t^1 B \, J \, dy + \lambda \int_\Omega \nabla D_t^1 B \cdot D_t^1 B \, J \, dy - \lambda \int_\Omega \nabla D_t^1 B \cdot D_t^1 B \nabla J \, dy \right) \, dt \]

\[ \leq M \|D_t^2 B\|^2_{L^2(\Omega)} \left( \|h_s\|_{L^2(\Omega)} + \|\tilde{h}_s\|_{L^2(\Omega)} + \|h_s^2\|_{L^2(\Omega)} \right) + \int_0^T H_s^2(t) \, dt + \|D_t^2 B\|_{L^2(\Omega)} \|\nabla D_t^1 B\|_{L^2(\Omega)} \]

Choosing a suitably small \( \delta > 0 \) such that the first term in the last step can be absorbed by LHS of (7.4), and thus we have

\[ H_2^2(T) - H_2^2(0) \leq M \int_0^T \|h_s\|^2_{L^2(\Omega)} + \|\tilde{h}_s\|^2_{L^2(\Omega)} + \|h_s^2\|^2_{L^2(\Omega)} \, dt + \int_0^T H_s^2(t) \, dt \]

(7.5)

Now we are going to control \( \|h_s\|_{L^2(\Omega)} \), \( \|\tilde{h}_s\|_{L^2(\Omega)} \) and \( \|h_s^2\|_{L^2(\Omega)} \). The first two terms are 5-th order terms.

• Control of \( \|\tilde{h}_s\|_{L^2(\Omega)} \):

We have

\[ \tilde{h}_s = [D_t^k B \cdot \nabla] u + [D_t^k B \cdot \nabla^\prime(p)] D_t^1 p \]

\[ = \sum_{m=1}^4 C_{D_t^k B} D_t^{m-1} \nabla D_t^1 u + D_t^{m-1} \left( \frac{B \cdot \nabla^\prime(p)}{\rho} \right) D_t^{5-m} p + D_t^{4-m} B^\prime(D_t^0, \nabla^l) u, \]

where all the terms with \( \geq 3 \) derivatives are \( \|u\|_{L^2(\Omega)} \), \( \|u\|_{L^2(\Omega)} \), \( \|B\|_{L^2(\Omega)} \), \( \|\rho^\prime(p) D_t^1 p\|_{L^2(\Omega)} \) and \( \|\sqrt{\rho^\prime(p)} D_t^1 p\|_{L^2(\Omega)} \).

Hence we have the estimates for \( \tilde{h}_s \) that

\[ \|\tilde{h}_s\|_{L^2(\Omega)} \leq M \left( 1 + \sqrt{E_4^*} \right)^2. \]

(7.6)

Before coming to control \( \|h_s^2\|_{L^2(\Omega)} \) and \( \|h_s\|_{L^2(\Omega)} \), we need the following lemma to convert the terms containing 5 derivatives of \( u \) to that of \( p \) and \( B \) by using the first equation of the MHD system (1.7).

**Lemma 7.1.** We have the following estimates for \( u \):

\[ \|\nabla D_t^1 u\|_{L^2(\Omega)} \leq M \|B\|_{L^2(\Omega)} + \|p\|_{L^2(\Omega)} + 1 + E_4^*. \]

and

\[ \|\Delta D_t^1 u\|_{L^2(\Omega)} \leq M \|\nabla \Delta D_t^1 B\|_{L^2(\Omega)} + \|\nabla \Delta D_t^1 p\|_{L^2(\Omega)} + 1 + E_4^*. \]

**Proof.** The proof is almost the same as Lemma 4.1. From the first equation of (1.7), (4.16) and (4.18), one has

\[ \nabla D_t^1 u = \nabla D_t^1 \left( \frac{1}{\rho} (B \cdot \nabla B) - \nabla p - (\nabla B) \cdot B \right) = \frac{1}{\rho} (B \cdot \nabla B - \nabla^2 D_t^1 p) \]

+ (terms of \( \leq 4 \) derivatives)

\[ \leq M \|B\|_{L^2(\Omega)} + \|p\|_{L^2(\Omega)} + 1 + E_4^*. \]

Similar proof holds for \( \Delta D_t^1 u \), so we omit the details. \( \square \)
• Control of $\|h_5^2\|_{L^2(\Omega)}$:
  Recall we have
  \[
  \lambda^{-1}h_5^2 = [D_i^4, \Delta]B = C\left((\Delta D_i^3 u)(\nabla B) + (\nabla v)(\nabla^2 D_i^2 B)\right) \\
  + \sum_{l=0}^{1} c_l(\Delta D_i^l u)(\nabla D_i^{3-l} B) + \sum_{l=0}^{2} d_l(\nabla^3 D_i^l u)(\nabla^2 D_i^l B) + L.O.T.,
  \]
  where L.O.T means the terms with $\leq 3$ derivatives in the commutator.
  Therefore one has the bound
  \[
  \|h_5^2\|_{L^2(\Omega)} \leq M \lambda \left(\|\Delta D_i^3 u\|_{L^2(\Omega)} + \|\nabla^2 D_i^3 B\|_{L^2(\Omega)} + 1 + E_4^4\right) \\
  \leq M \lambda \left(\|\nabla \Delta D_i^2 B\|_{L^2(\Omega)} + \|\nabla \Delta D_i^2 p\|_{L^2(\Omega)} + \|\nabla^2 D_i^2 B\|_{L^2(\Omega)} + 1 + E_4^4\right) \\
  \leq_{K,M,\text{vol} \Omega} \lambda \left(\|\nabla \Delta D_i^2 B\|_{L^2(\Omega)} + \|\nabla \Delta D_i^2 p\|_{L^2(\Omega)} + \|\Delta D_i^2 p\|_{L^2(\Omega)} + 1 + E_4^4\right),
  \]
  where in the second step we use Lemma 7.1, and in the last step we use (5.13).

• Control of $\|h_5\|_{L^2(\Omega)}$:
  This step also needs Lemma 7.1 to convert $\nabla D_i^4 u$ to $\nabla^2 D_i^3 p$ and $\nabla^2 D_i^3 B$. We have
  \[
  h_5 = (B \cdot \nabla)D_i^4 u + B'\rho'(p)D_i^4 p \\
  \Rightarrow \|h_5\|_{L^2(\Omega)} \leq_{K,M,\text{vol} \Omega} \|\nabla^2 D_i^3 p\|_{L^2(\Omega)} + \|\nabla^2 D_i^3 B\|_{L^2(\Omega)} + \|\rho'(p)D_i^4 p\|_{L^2(\Omega)} + 1 + E_4^4
  \]
  \[
  \leq_{K,M,\text{vol} \Omega} \|\Delta D_i^4 p\|_{L^2(\Omega)} + \|\Delta D_i^4 p\|_{L^2(\Omega)} + 1 + E_4^4 \\
  \leq_{K,M,\text{vol} \Omega} \|\Delta D_i^4 p\|_{L^2(\Omega)} + \|\Delta D_i^4 p\|_{L^2(\Omega)} + W_5 + 1 + E_4^4.
  \]
  Combining (7.5), (7.6), (7.7) and (7.8), we have the bound for $H_5$:
  \[
  H_5^2(T) - H_5^2(0) \leq_{K,M,\text{vol} \Omega, co} \int_0^T \left( H_5^2(t) + W_5^2(t) + \mathcal{P}(E_4^4(t)) dt ight) \\
  + \int_0^T \left( \|\nabla^2 D_i^4 p(t)\|^2_{L^2(\Omega)} + \|\nabla^2 D_i^3 B(t)\|^2_{L^2(\Omega)} + \|\nabla \Delta D_i^2 B(t)\|^2_{L^2(\Omega)} + \|\nabla \Delta D_i^2 p(t)\|^2_{L^2(\Omega)} dt \\
  \right) \\
  \leq_{K,M,\text{vol} \Omega, co} \int_0^T \left( H_5^2(t) + W_5^2(t) + \mathcal{P}(E_4^4(t)) dt ight) \\
  + \left( 1 + \frac{1}{4} \right) \int_0^T \left( \|D_i^4 B(t)\|^2_{L^2(\Omega)} + \|h_4(t)\|^2_{L^2(\Omega)} + \|h_4^2(t)\|^2_{L^2(\Omega)} + \|\tilde{h}_4(t)\|^2_{L^2(\Omega)} \\
  + \|\nabla \Delta D_i^2 B(t)\|^2_{L^2(\Omega)} + \|\nabla h_3(t)\|^2_{L^2(\Omega)} + \|\nabla h_3^2(t)\|^2_{L^2(\Omega)} + \|\nabla \tilde{h}_3(t)\|^2_{L^2(\Omega)} \right) dt \\
  + \int_0^T \left( \|\rho'(p)D_i^4 p(t)\|^2_{L^2(\Omega)} + \|w_4(t)\|^2_{L^2(\Omega)} + \|w_4^2(t)\|^2_{L^2(\Omega)} + \|\tilde{w}_4(t)\|^2_{L^2(\Omega)} \\
  + \|\rho'^2(p)\|\nabla D_i^3 p(t)\|^2_{L^2(\Omega)} + \|\nabla w_3(t)\|^2_{L^2(\Omega)} + \|\nabla w_3^2(t)\|^2_{L^2(\Omega)} + \|\nabla \tilde{w}_3(t)\|^2_{L^2(\Omega)} \right) dt \\
  \leq_{K,M,\text{vol} \Omega, co} \int_0^T \left( H_5^2(t) + W_5^2(t) + \left( 1 + \frac{1}{4} \right) \mathcal{P}(E_4^4(t)) dt \right) \right.
  \]
  From (7.1) and (7.2), one can reduce the 5-th order terms in (7.9) to $\leq 4$-th order terms. Therefore we are able to use $E_4^4$ and $W_5$ to bound $H_5$.
  \[
  H_5^2(T) - H_5^2(0) \\
  \leq_{K,M,\text{vol} \Omega, co} \int_0^T \left( H_5^2(t) + W_5^2(t) + \mathcal{P}(E_4^4(t)) dt ight) \\
  + \left( 1 + \frac{1}{4} \right) \int_0^T \left( \|D_i^4 B(t)\|^2_{L^2(\Omega)} + \|h_4(t)\|^2_{L^2(\Omega)} + \|h_4^2(t)\|^2_{L^2(\Omega)} + \|\tilde{h}_4(t)\|^2_{L^2(\Omega)} \\
  + \|\nabla \Delta D_i^2 B(t)\|^2_{L^2(\Omega)} + \|\nabla h_3(t)\|^2_{L^2(\Omega)} + \|\nabla h_3^2(t)\|^2_{L^2(\Omega)} + \|\nabla \tilde{h}_3(t)\|^2_{L^2(\Omega)} \right) dt \\
  + \int_0^T \left( \|\rho'(p)D_i^4 p(t)\|^2_{L^2(\Omega)} + \|w_4(t)\|^2_{L^2(\Omega)} + \|w_4^2(t)\|^2_{L^2(\Omega)} + \|\tilde{w}_4(t)\|^2_{L^2(\Omega)} \\
  + \|\rho'^2(p)\|\nabla D_i^3 p(t)\|^2_{L^2(\Omega)} + \|\nabla w_3(t)\|^2_{L^2(\Omega)} + \|\nabla w_3^2(t)\|^2_{L^2(\Omega)} + \|\nabla \tilde{w}_3(t)\|^2_{L^2(\Omega)} \right) dt \\
  \leq_{K,M,\text{vol} \Omega, co} \int_0^T \left( H_5^2(t) + W_5^2(t) + \left( 1 + \frac{1}{4} \right) \mathcal{P}(E_4^4(t)) dt \right) \right.
  \]
Wave equation

Let $k = 4$ in (6.8) and we can get the 5-th order wave equation:

$$\rho'(p) D_5^p p - \Delta D_4^p p = w_5 + \tilde{w}_5 + w_5^4. \quad (7.11)$$

Multiplying $\rho'(p)D_5^p p$ on both sides of (7.11), then integrating by parts to eliminate Laplacian term, one has

$$\frac{1}{2} \frac{d}{dt} \left( \int_{\Omega} \|\rho'(p)D_5^p p\|_{L^2(\Omega)}^2 + \|\sqrt{\rho'(p)} \nabla D_4^p p\|_{L^2(\Omega)}^2 \right) = \frac{d}{dt} W_5^2(t)$$

$$= \int_{\Omega} \rho'(p)(w_5 + \tilde{w}_5 + w_5^4)D_5^p p \, J \, dy + \int_{\Omega} \rho'(p)\nabla D_4^p p \cdot ([D_t, \nabla] D_4^p p) \, J \, dy - \int_{\Omega} \rho'(p)\nabla D_4^p p \cdot \nabla J \, D_5^p p \, dy$$

$$+ \int_{\Omega} \nabla (\rho'(p)) \cdot \nabla D_4^p p D_5^p p \, dy.$$

Note that $[D_t, \nabla] D_4^p p = \nabla u \nabla D_4^p p$ and $|\rho''(p)| \leq c_0 \rho'(p)^2$, so one has the following estimates for $W_5$ after integrating in time variable in $t \in [0, T]$.

$$W_5^2(T) - W_5^2(0) \leq M, c_0 \int_{0}^{T} \left( \|w_5\|_{L^2(\Omega)} + \|\tilde{w}_5\|_{L^2(\Omega)} + \|w_5^4\|_{L^2(\Omega)} \right) \rho'(p) D_5^p p_{L^2(\Omega)} dt + \int_{0}^{T} \|\sqrt{\rho'(p)} \nabla D_4^p p(t)\|_{L^2(\Omega)}^2 dt$$

$$+ \int_{0}^{T} \|\rho'(p) D_5^p p(t)\|_{L^2(\Omega)} \nabla \rho'(p) \nabla D_4^p p(t)\|_{L^2(\Omega)} dt \leq M, c_0 \int_{0}^{T} \left( \|w_5\|_{L^2(\Omega)} + \|\tilde{w}_5\|_{L^2(\Omega)} + \|w_5^4\|_{L^2(\Omega)} \right) \rho'(p) D_5^p p_{L^2(\Omega)} dt + \int_{0}^{T} W_5^2(t) dt. \quad (7.12)$$

Now we are going to bound $w_5^4$, $\tilde{w}_5$ and $w_5$.

- Control of $\tilde{w}_5$:

  From (6.9), we know

  $$\tilde{w}_5 = \sum_{i_1 + \ldots + i_m = 6, \ 1 \leq l \leq 5} c_{i_1, \ldots, i_m} \rho^{(m)}(p)(D_{i_1}^p p) \cdots (D_{i_m}^p p)$$

  $$= \rho'(p) D_5^p p + \sum_{i_1 + \ldots + i_m = 6, \ 1 \leq l \leq 4} c_{i_1, \ldots, i_m} \rho^{(m)}(p)(D_{i_1}^p p) \cdots (D_{i_m}^p p).$$

  Since $|\rho^{(m)}(p)| \leq c_0 \rho'(p)^m$, one has the energy bound for $\tilde{w}_5$

  $$\|\tilde{w}_5\|_{L^2(\Omega)} \leq M, c_0 W_5 + 1 + E_4^* \quad (7.13)$$

- Control of $w_5^4$:

  From (6.9) we know

  $$\lambda w_5^4 = B \cdot D_5^4 B - B \cdot h_5 - B \cdot \tilde{h}_5$$

  $$+ \sum_{l=1}^{4} C_{l} D_4^l B \cdot \left( D_4^{l-1} B - D_4^{l-1} (B \cdot \nabla) u - D_4^{l-1} \left( \frac{B \rho'(p)}{p} D_4 p \right) \right).$$

  We notice that the second line only contains $\leq$ 4 derivatives of $u, B, p$, and thus controlled by $E_4^*$. Combining this with (7.6) and (7.8), one has

  $$\int_{0}^{T} \int_{\Omega} \rho'(p) w_5^4(t) D_5^p p(t) \, J \, dy \, dt$$

  $$\leq K, M, c_0, \Omega, \Omega \frac{1}{\lambda} \int_{0}^{T} \|D_5^4 B(t)\|_{L^2(\Omega)} \|\rho'(p) D_5^p p\|_{L^2(\Omega)} dt + \int_{0}^{T} W_5(t)(1 + E_4^*(t)) dt$$

  $$+ \frac{1}{\lambda} \|\rho'(p) D_5^4 p(t)\|_{L^2(\Omega)} \left( \|\nabla^2 D_4^p B(t)\|_{L^2(\Omega)} + \|\nabla^2 D_4^p p(t)\|_{L^2(\Omega)} + \|\rho'(p) D_5^p p(t)\|_{L^2(\Omega)} \right) dt$$
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By elliptic estimate (5.13), we know \( \| \nabla^2 D_t^3 B \|_{L^2(\Omega)} \) can be bounded by \( \| \Delta D_t^3 B \|_{L^2(\Omega)} \) which can again be reduced to 4-th order terms by using (7.1). Hence the above estimates can be rewritten to be

\[
\int_0^T \int_\Omega \rho'(p) w_5^2(t) D_t^5 p(t) J \, dy \, dt \\
\lesssim_{K,M,\text{vol}\Omega,H_0} \frac{1}{4} \delta^2 H_0^2(T) + \left( 1 + \frac{1}{4\delta_0} + \frac{1}{4} \right) \int_0^T W_2^2(t) \, dt + \left( 1 + \frac{1}{\lambda} \right) \int_0^T E_4^*(t) \, dt \tag{7.14}
\]

for any \( \delta > 0 \).

Again, by the elliptic estimate (5.14) and (7.2), one has

\[
\| \nabla^2 D_t^3 p \|_{L^2(\Omega)} \lesssim \| \Delta D_t^3 p \|_{L^2(\Omega)} \lesssim \| \rho'(p) D_t^5 p \|_{L^2(\Omega)} + \| w_4^4 \|_{L^2(\Omega)} + \| w_4 \|_{L^2(\Omega)} \]

and thus

\[
\| \nabla^2 D_t^3 p \|_{L^2(\Omega)} \lesssim_{K,M,\text{vol}\Omega} \| \rho'(p) D_t^5 p \|_{L^2(\Omega)} + \left( 1 + \frac{1}{\lambda} \right) (1 + E_4^*). \]

Combining this with (7.14), one can bound \( w_5^2 \) as follows

\[
\int_0^T \int_\Omega \rho'(p) w_5^2(t) D_t^5 p(t) J \, dy \, dt \\
\lesssim_{K,M,\text{vol}\Omega,H_0} \frac{1}{4} \delta^2 H_0^2(T) + \left( 1 + \frac{1}{4\delta_0} + \frac{1}{4} \right) \int_0^T W_2^2(t) \, dt + \left( 1 + \frac{1}{\lambda} \right) \int_0^T E_4^*(t) \, dt. \tag{7.15}
\]

for any \( \delta > 0 \).

- Control of \( w_5 \):
  
  Recall from (6.3) and (6.9) that we have

\[
w_5 = D_t^4 w + [D_t^4, \Delta] p
\]

\[
= D_t^4 \left( \left( \frac{\rho'}{\rho} - \rho''(p) \right) (D_t p)^2 + \frac{\rho'(p)}{\rho} \nabla_i p (B_i - \nabla_i B) + \rho \nabla_i u^k \nabla_i u^j - \nabla_i B_k \nabla_i B^j + |\nabla B|^2 \right)
\]

\[
+ [D_t^4, \Delta] p
\]

\[
= 2 \left( \frac{\rho'(p)}{\rho} - \rho''(p) \right) D_t^4 p D_t p + 2 \rho \nabla D_t^4 u^k \nabla u + (\nabla D_t^4 B) (\nabla B) + (\Delta D_t^4 u) (\nabla p) + (\nabla u) (\nabla^2 D_t^3 p)
\]

\[
- \frac{\rho'(p)}{\rho} \left( \nabla D_t^4 D_t^3 p \cdot \nabla + \nabla p \cdot \nabla D_t^4 p - (\nabla D_t^4 p) \cdot (B \cdot \nabla) B - \nabla p \cdot (B \cdot \nabla) D_t^4 B \right)
\]

\[
+ X_5, \tag{7.16}
\]

where \( X_5 \) consists of:

- commutators produced when taking \( D_t^4 \) on \( w \);
- all the terms in \([D_t^4, \Delta] p\) except \((\Delta D_t^4 u)(\nabla p) + (\nabla u)(\nabla^2 D_t^4 p)\), i.e., all the terms with \( \leq 4 \) derivatives in \([D_t^4, \Delta] p\).

From the commutator (4.18), the precise formula of \( X_5 \) is:
\[
X_5 = \sum_{l=0}^2 c_l(\Delta D_l^1 u)(\nabla D_l^{3-l} p) + \sum_{l=0}^2 d_l(\nabla^3-l u)(\nabla^2 D_l^1 p) \\
+ \sum_{l_1+\ldots+l_n=3-n,n\geq3} c_{l_1\ldots l_n} (\nabla D_l^1 u) \cdots (\nabla D_l^m u)(\Delta D_l^1 u)(\nabla D_l^2 p) \\
+ \sum_{l_1+\ldots+l_n=3-n,n\geq3} d_{l_1\ldots l_n} (\nabla D_l^1 u) \cdots (\nabla D_l^m u)(\nabla^2 D_l^1 u)(\nabla D_l^2 p) \\
+ \sum_{l_1+\ldots+l_n=3-n,n\geq3} e_{l_1\ldots l_n} (\nabla D_l^1 u) \cdots (\nabla D_l^m u)(\nabla^2 D_l^1 u)(\nabla^2 D_l^2 p) \\
+ \left[ D_l^1 \frac{\rho'(p)}{\rho} - \rho''(p) \right] (D_l p)^2 - \left[ D_l^1 \frac{\rho'(p)}{\rho} \right] ((\nabla p) \cdot (\nabla p - (B \cdot \nabla B)) \\
- \frac{\rho'(p)}{\rho} ([D_l^1, \nabla] p) \cdot (\nabla p - (B \cdot \nabla B)) - \frac{\rho'(p)}{\rho} \sum_{l=1}^3 C_l^4 ([D_l^1, \nabla] p)(D_l^{4-l}(B \cdot \nabla B)) \\
+ [D_l^1, \rho] (\nabla u \nabla u) + 2 \rho([D_l^1, \nabla] u) \nabla u + \lambda^{-1} [D_l^1, \nabla] B \cdot ((B \cdot \nabla u) + B \frac{\rho'(p)}{\rho} D_l p) \\
+ \sum_{l=1}^3 C_l^4 (D_l^1 \nabla B)^2(D_l^{4-l} \nabla B). \\
\]

One has
\[
\|X_5\|_{L^2(\Omega)} \leq K.M.c_{\text{vol}} \vol \left( 1 + \frac{1}{A} \right) (1 + E_4^*), \tag{7.18}
\]
because all these terms are of \( \leq 4 \) derivatives and thus controlled by \( E_4^* \).

Combining (7.16), (7.18), together with Lemma 7.1 (control of \( u \), (5.11), (5.12), (5.13) and (5.14) (elliptic estimates for \( B \) and \( p \)), one can finally get the estimates on \( W_5 \):
\[
\int_0^T \int_\Omega \rho'(p) D_l^3 p \cdot w_5 \; J \; dy \; dt \leq K.M.c_{\text{vol}} \vol_{\Omega, 1/4} \int_0^T W_5^2(t) \; dt + \int_0^T \mathcal{P}(E_4^*(t)) \; dt \\
+ \int_0^T \| \rho'(p) D_l^3 p(t) \|_{L^2(\Omega)} \left( \| \nabla D_l^3 B(t) \|_{L^2(\Omega)} + \| \nabla^2 D_l^3 B(t) \|_{L^2(\Omega)} + \| \nabla^2 D_l^3 p(t) \|_{L^2(\Omega)} \right) \; dt \\
\leq K.M.c_{\text{vol}} \vol_{\Omega, 1/4} \int_0^T W_5^2(t) + \mathcal{P}(E_4^*(t)) \; dt + H_5^2(t) \; dt.
\]

Summing (7.13), (7.15) and (7.19), one gets the estimates on \( W_5 \):
\[
W_5^2(T) - W_5^2(0) \leq K.M.c_{\text{vol}} \vol_{\Omega, 1/4} \delta H_5^2(T) + \int_0^T W_5^2(t) + \mathcal{P}(E_4^*(t)) \; dt + H_5^2(t) \; dt, \tag{7.20}
\]
for any \( \delta > 0 \).

Summing up (7.10) and , then picking \( \delta > 0 \) suitably small such that \( \delta H_5^2(T) \) can be absorbed by LHS of (7.10), we finally get the common control of \( W_5^2 + H_5^2 \) by
\[
W_5^2(T) + H_5^2(T) - W_5^2(0) - H_5^2(0) \leq K.M.c_{\text{vol}} \vol_{\Omega, 1/4} \int_0^T W_5^2(t) + H_5^2(t) + \mathcal{P}(E_4^*(t)) \; dt. \tag{7.21}
\]
Therefore we can bound $W_5$ and $H_5$ by $E_4^*$ and initial data in $t \in [0, T]$ for sufficiently small $T > 0$.

\[ \square \]

## 8 Summary of the estimates and the incompressible limit

Summing up (4.21), (4.22) and (7.21), we get

\[
E^*(t) - E^*(0) \lesssim K, M, c_0, \text{vol } \Omega, 1/\epsilon_0, 1/\lambda \text{ uni } \int_0^T \mathcal{P}(E^*_4(t)) \, dt
\]

(8.1)

under the a priori assumptions

- $|\theta| + \frac{1}{\epsilon_0} \leq K$ on $\partial D_t$,
- $-\nabla_N P \geq \epsilon_0 > 0$ on $\partial D_t$,
- $1 \leq |\rho| \leq M$ in $D_t$,
- $s + k \leq 2$

Hence, it suffices to recover the bounds of these a priori quantities so that our a priori estimates can be completed.

### 8.1 Justification of the a priori assumptions

The following lemma gives control of these a priori quantities.

**Lemma 8.1.** Define $E(t) := |(\nabla_N P(t, \cdot))^{-1}|_{L^\infty(\partial \Omega)}$. Then there exist continuous functions $G$ such that

\[
\sum_{1 \leq s + k \leq 2} \|\nabla^s D_t^k p\|_{L^\infty(\Omega)} + \|\nabla^s D_t^k B\|_{L^\infty(\Omega)} + \|\nabla^s D_t^k u\|_{L^\infty(\Omega)} + |\theta|_{L^\infty(\partial \Omega)} + |E'(t)|
\]

(8.2)

\[
\leq G(K, c_0, E_0, \cdots, E_4, \text{vol } \Omega)
\]

**Proof.** By Sobolev embedding, one has

\[
\sum_{1 \leq s + k \leq 2} \|\nabla^s D_t^k p\|_{L^\infty(\Omega)} + \|\nabla^s D_t^k B\|_{L^\infty(\Omega)} + \|\nabla^s D_t^k u\|_{L^\infty(\Omega)}
\]

\[
\leq K \sum_{s + k \leq 3} \sum_{j=0}^2 \|\nabla^{s+j} D_t^k u\|_{L^2(\Omega)} + \|\nabla^{s+j} D_t^k B\|_{L^2(\Omega)} + \|\nabla^{s+j} D_t^k p\|_{L^2(\Omega)}.
\]

As a result of our previous estimates, the bound for $u, B, p$ in (8.2) holds.

By the definition of $E$, one has $|\nabla^2 P| \geq |\Pi \nabla^2 P| = |\nabla_N P| |\theta| \geq \mathcal{E}^{-1} |\theta|$. Finally,

\[
\frac{d}{dt} \|(-\nabla_N P(t, \cdot))^{-1}\|_{L^\infty(\partial \Omega)} \leq \|(-\nabla_N P(t, \cdot))^{-1}\|_{L^\infty(\partial \Omega)} \nabla_N D_t P(t, \cdot)_{L^\infty(\partial \Omega)}
\]

implies the bound of $E'(t)$. \[ \square \]

### 8.2 Energy estimates

Now we can close all the a priori estimates with the help of Lemma 8.1.
Proposition 8.2. There exists a positive constant function $T$, such that: If $0 < T \leq T(c_{\Omega}, K, \mathcal{E}(0), E^1(0), \vol \Omega)$, then any solution of (1.7) in $t \in [0, T]$ satisfies the following bounds for some polynomial $\mathcal{P}$ with positive coefficients:

$$
E^1_t(0) \leq 1/4 \mathcal{P}(E^1(0)),

E(t) \leq 1/4 \mathcal{P}(E(0)),

(8.3)
$$

and there exists some fixed $\eta > 0$ such that the following bounds hold

$$
|N(x(t, \bar{y})) - N(x(0, \bar{y}))| \leq \eta, \ \forall \bar{y} \in \partial \Omega,

|x(t, y) - x(0, y)| \leq \eta, \ \forall y \in \Omega,

\left| \frac{\partial x(t, \bar{y})}{\partial y} - \frac{\partial x(0, y)}{\partial y} \right| \leq \eta, \ \forall \bar{y} \in \partial \Omega.

(8.4)
$$

Proof. From (8.1) and Lemma 8.1, one has

$$
E^1_4(t) - E^1_4(0) \leq c_{\Omega}, K, \mathcal{E}, E_{\omega}, \mathcal{E}_t, \vol \Omega, \frac{1}{4} \mathcal{P}(E^1(0)) \int_0^t \mathcal{P}(E^1(s)) \, ds,
$$

where $\mathcal{P}$ is a polynomial with positive coefficients. The Gronwall’s inequality in [37] yields the bound of $E^1_4$ provided that $T(c_{\Omega}, K, \mathcal{E}(0), E^1(0), \vol \Omega) > 0$ is sufficiently small. Therefore the estimates for $E(t)$ is a straightforward result from (8.2) and the bounds for $E^1_4$.

In addition, we get from $E^1_4(t) \leq 1/4 \mathcal{P}(E^1(0))$ that all the a priori quantities can be controlled by their initial data for $t \in [0, T]$:

$$
\sum_{1 \leq s + k \leq 2} \|\nabla^s D_k^t \rho(t, \cdot)\|_{L^\infty(\Omega)} + \|\nabla^s D_k^t B(t, \cdot)\|_{L^\infty(\Omega)} + \|\nabla^s D_k^t u(t, \cdot)\|_{L^\infty(\Omega)} + \|\theta(t, \cdot)\|_{L^\infty(\partial \Omega)}

\leq 1/4 \mathcal{P} \left( \sum_{1 \leq s + k \leq 2} \|\nabla^s D_k^t \rho(0, \cdot)\|_{L^\infty(\Omega)} + \|\nabla^s D_k^t B(0, \cdot)\|_{L^\infty(\Omega)} + \|\nabla^s D_k^t u(0, \cdot)\|_{L^\infty(\Omega)} + \|\theta(0, \cdot)\|_{L^\infty(\partial \Omega)} \right).
$$

Besides, one can also bound the $L^\infty(\Omega)$ norm of $u, B, \rho$ by their initial data. This follows directly from (1.7). $g_{ab}(t, y)Z^a Z^b \sim g_{ab}(0, y)Z^a Z^b$ holds because $D_t g \sim \nabla u$. Furthermore, this inequality together with

$$
D_t N_a = -\frac{1}{2} N_a (D_t g^{cd} N_c N_d)
$$

implies

$$
|N(x(t, \bar{y})) - N(x(0, \bar{y}))| \leq \eta, \ \forall \bar{y} \in \partial \Omega.
$$

Finally, the definition of Lagrangian coordinates $D_t x(t, y) = u(t, x(t, y))$ yields that

$$
|x(t, y) - x(0, y)| \leq \eta, \ \forall y \in \Omega,

\left| \frac{\partial x(t, \bar{y})}{\partial y} - \frac{\partial x(0, y)}{\partial y} \right| \leq \eta, \ \forall \bar{y} \in \partial \Omega.
$$

Before we end the proof of Proposition 8.2, we have to make sure that the constants of Sobolev embedding inequalities can be controlled. In fact, these constants depend on $K_0 := t_1^{-1}$ which can be chosen to be only dependent on the initial conditions. This result (see the following lemma) has been proved in Lemma 3.6 in Christodoulou-Lindblad [3]:

Lemma 8.3. Let $0 \leq \eta \leq 2$ be a fixed number, and define $l_1 = l_1(\eta)$ to be the largest number such that

$$
|N(\bar{x}_1) - N(\bar{x}_2)| \leq \eta
$$

whenever $|\bar{x}_1 - \bar{x}_2| \leq l_1$ and $\bar{x}_1, \bar{x}_2 \in \partial D$. Suppose also $|\theta| \leq K_0$. Then the injective radius satisfies

$$
t_0 \geq \min\{l + 1/2, 1/K_0 \}, \ l_1 \geq \min\{2t_0, \eta/K_0 \}.
$$
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Actually, Lemma 8.3 shows that $\iota_0$ and $l_1$ are comparable if the free surface is regular.

**Corollary 8.4.** Fix $\eta > 0$ sufficiently small. Let $T$ be in Proposition 8.2. Choose $l_1 > 0$ such that

$$|N(x(0, y_1)) - N(x(0, y_2))| \leq \eta/2$$

holds whenever $|x(0, y_1) - x(0, y_2)| \leq 2l_1$. Then for $t \leq T$, one has

$$|N(x(t, y_1)) - N(x(t, y_2))| \leq \eta$$

whenever $|x(t, y_1) - x(t, y_2)| \leq l_1$.

**Proof.** See Lemma 5.11 in Lindblad-Luo [26]. □

**Remark.** As shown above, our a priori estimates depend on $1/\lambda$ and thus there is no “vanishing-resistivity limit”. In the rest of this paper, we will suppose $\lambda = 1$ for simplicity.

### 8.3 Incompressible limit

Now we are able to prove that the energy estimates for compressible resistive MHD equations are actually uniform in sound speed. In physics the sound speed is defined by

$$c(t, x) := \sqrt{p'(\rho)}.$$

We assume $\{\rho_\kappa(p)\}$ is parametrized by $\kappa \in \mathbb{R}^+$ such that

$$p_\kappa(\rho) = \kappa(\rho - 1),$$

i.e., $\rho_\kappa(p) = 1 + p_\kappa$.

Therefore one has

$$\rho_\kappa(0) \to 1 \text{ as } \kappa \to \infty,$$

and for some fixed constant $c_0$ and $\forall m \leq 6$

$$|\rho^{(m)}_\kappa(p)| \leq c_0 \text{ and } |ho^{(m)}_\kappa(p)| \leq c_0|\rho'(p)|.$$  \hfill (8.6)

From now on, we set the magnetic diffusion constant $\lambda = 1$ because our previous estimates in Proposition 8.2 deny the possibility of getting vanishing resistivity limit. The previous computation still implies the energy estimates in Proposition 8.2 are uniform in $\kappa$.

**Proposition 8.5.** For $t \in [0, T]$, $r \leq 4$, the following estimates hold for all $\kappa$:

$$E_{r,\kappa}(t) - E_{r,\kappa}(0) \leq K_{r, 1/\varepsilon_0, M, c_0, \text{vol} \Omega, E_{r, \kappa, -1, r}} \int_0^t \mathcal{P}(E_{r, \kappa}(s))ds,$$  \hfill (8.7)

for some polynomial $\mathcal{P}$ with positive coefficients (the upper bound is uniform in $\kappa$), provided the following a priori assumptions together with the imposed conditions on $\rho_\kappa(p)$ hold:

$$|\theta_\kappa| + \frac{1}{40} \leq K \text{ on } \partial \Omega,$$

$$-\nabla_N P_\kappa \geq \varepsilon_0 > 0 \text{ on } \partial \Omega,$$

$$1 \leq |\rho_\kappa| \leq M \text{ in } \Omega,$$

$$\sum_{s+k \leq 2} |\partial^s D_k^p \rho_\kappa| + |\partial^s D_k^B \kappa| + |\partial^s D_k^u \kappa| \leq M \text{ in } \Omega.$$  \hfill (8.8)
Mimicking the proof of Proposition 8.2, one can get the following estimates uniform in $\kappa$ from Proposition 8.5:

**Theorem 8.6.** There exists a positive continuous function $T$, such that: If $0 < T \leq T(\epsilon_0, K, 1/\epsilon_0, E_{4,k}(0), \text{vol} \Omega)$, then any solution of (1.7) in $t \in [0,T]$ satisfies the following bounds for some polynomial $P$ with positive coefficients:

$$E_{4,k}^*(t) \leq P(E_{4,k}^*(0)),$$

(8.9)

provided the Rayleigh-Taylor physical sign condition

$$-\nabla_N p \geq \epsilon_0 > 0 \text{ on } \partial \Omega$$

holds.

Given a sequence of initial data $(u_{0,k}, B_0, p_{0,k})$, if $E_{4,k}^*(0)$ are uniformly bounded in $\kappa$, then a straightforward result of Theorem 8.6 is that the corresponding solution $(u_k, B_k, p_k)$ converges in $C^2([0,T]; \Omega)$.

**Theorem 8.7.** Let $v_0, B_0$ be two divergence free vector fields with $B_0|\partial \Omega_0 = 0$ such that its corresponding pressure $q_0$ defined by

$$\Delta \left( q_0 + \frac{1}{2}|B_0|^2 \right) = -(\partial_i v_0^k \partial_k v_0^i) + (\partial_i B_0^k)(\partial_k B_0^i), \quad p_0|\partial \Omega_0 = 0,$$

satisfies the Rayleigh-Taylor physical sign condition

$$-\nabla_N \left( q_0 + \frac{1}{2}|B|^2 \right) \geq \epsilon_0 > 0.$$

Let $(v, B, q)$ be the solution to the incompressible resistive MHD equations with data $(v_0, B_0)$, i.e.,

$$\begin{cases}
D_t v = B \cdot \partial B - \partial (q + \frac{1}{2}|B|^2) \quad \text{in } D;

\text{div } v = 0 \quad \text{in } D;

D_t B - \Delta B = B \cdot \partial v, \quad \text{in } D;

\text{div } B = 0 \quad \text{in } D, \\
q, B|_{\partial \Omega_0} = 0 \\
(v, B)|_{t=0} = (v_0, B_0).
\end{cases}$$

(8.10)

Furthermore, let $(u_k, B_k, p_k)$ be the solution to the compressible resistive MHD equations (1.7) with density function $\rho_k$ with initial data $(u_{0,k}, B_0, p_{0,k})$ satisfying the compatibility condition up to 5-th order as well as the physical sign condition in (8.8).

If we have $\rho_k \to \rho_0 = 1$ and $u_{0,k} \to v_0, p_{0,k} \to q_0$ such that $E_{4,k}^*(0)$ is uniformly bounded in $\kappa$, then one has

$$(u_k, B_k, p_k) \to (v, B, q) \quad \text{in } C^2([0,T]; \Omega).$$

**Proof.** By Sobolev embedding, the $C^2$ norm of $u_k, B_k, p_k$ can be bounded by $E_{4,k}^*(t)$:

$$\begin{align*}
&\|u_k\|_{C^2([0,T]; \Omega)} + \|B_k\|_{C^2([0,T]; \Omega)} + \|p_k\|_{C^2([0,T]; \Omega)} \\
\leq &K \sum_{x \leq 2} \sum_{j=0}^2 \|\nabla^{x+j} D_t^k u_k\|_{L^2(\Omega)} + \|\nabla^{x+j} D_t^k B_k\|_{L^2(\Omega)} + \|\nabla^{x+j} D_t^k p_k\|_{L^2(\Omega)} \\
\leq &E_{4,k}^*(t) \leq P(E_{4,k}^*(0)).
\end{align*}$$
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Hence this together with energy estimates in Theorem 8.6 yields the uniform boundedness of the $C^2$ norm of $u_\kappa, B_\kappa, p_\kappa$. Besides, using Morrey’s embedding theorem, the uniform boundedness of

$$
\sum_{s+k \leq 2} \sum_{j=0}^2 \|\nabla^{s+j} D^k u_\kappa\|_{L^2(\Omega)}^2 + \|\nabla^{s+j} D^k B_\kappa\|_{L^2(\Omega)}^2 + \|\nabla^{s+j} D^k p_\kappa\|_{L^2(\Omega)}^2
$$

implies that

$$\nabla^s D^k u_\kappa, \nabla^s D^k B_\kappa, \nabla^s D^k p_\kappa \in C^{0, \frac{1}{2}}(\Omega).$$

This Hölder continuity implies the equi-continuity of $u_\kappa, B_\kappa, p_\kappa$ in $C^2([0,T]; \Omega)$. Therefore, Arzelà-Ascoli theorem gives a convergent subsequence (we still call it $\{(u_\kappa, B_\kappa, p_\kappa)\}_\kappa$).

Finally, as $\kappa \to \infty$, the term $\rho'(p) D^k p_\kappa \to 0$ for $k = 1, 2$, which implies $(u_\kappa, B_\kappa, p_\kappa) \to (v, B, q)$ because now the wave equation (for compressible MHD) converges to the elliptic equation (for incompressible MHD) and the term $B_\kappa \text{div} u_\kappa$ will vanish when $\kappa = \infty$, i.e., the equation of $B_\kappa$ for compressible MHD converges to that of $B$ for incompressible MHD. This is actually a direct consequence of the uniform boundedness of $\|p_\kappa\|_{C^2([0,T]; \Omega)}$. \(\square\)

# 9 Construction of the initial data satisfying the compatibility conditions

Now we are going to the last step of passing to the incompressible limit: Given an initial data $(v_0, B_0)$ for the incompressible resistive MHD system, we construct a sequence of initial datum of compressible resistive MHD system $\{(u_{0,\kappa}, B_{0,\kappa}, p_{0,\kappa})\}_{\kappa \in \mathbb{R}^+}$, depending on the sound speed $\kappa$, that satisfies the compatibility conditions of wave and heat equations and converges to $(v_0, B_0, q_0)$ as $\kappa \to \infty$. Once we can do this, then by Theorem 8.7, the incompressible limit exists for this sequence. From now on, we assume for simplicity that

$$p_\kappa(\rho) = \rho(\rho_\kappa - 1), \ i.e., \ \rho_\kappa = 1 + \frac{p_\kappa}{\kappa}.$$

## 9.1 Construction of the initial data

### Review of compatibility conditions

Consider the compressible resistive MHD equations in Lagrangian coordinates

$$
\begin{cases}
(1 + \frac{p}{\kappa}) D_t u = B \cdot \nabla B - \nabla (p + \frac{1}{2} |B|^2) & \text{in } \Omega; \\
\frac{1}{\rho + \kappa} D_t p + \text{div } u = 0 & \text{in } \Omega; \\
D_t B - \lambda \nabla B = B \cdot \nabla u + B \frac{1}{\rho + \kappa} D_t p, & \text{in } \Omega; \\
\text{div } B = 0 & \text{in } \Omega,
\end{cases}
$$

with boundary conditions

$$p|_{\partial \Omega} = 0, \ B|_{\partial \Omega} = 0.$$

and initial data

$$u|_{t=0} = u_0, \ p|_{t=0} = p_0, \ B|_{t=0} = B_0, \ \text{depending on } \kappa.$$

In order for the initial data to be compatible with the boundary condition, we need

$$p_0|_{\partial \Omega} = 0, \ B_0|_{\partial \Omega} = 0.$$

Also we need div $u_0|_{\partial \Omega} = 0$ to guarantee the compatibility condition $D_t p|_{\partial \Omega} = 0$ when $t = 0$. $B$ satisfies the following heat equation

$$D_t B - \Delta B \sim B \cdot \nabla u + \kappa^{-1} D_t \rho B,$$

(9.1)
while $p$ satisfies the following wave equation after taking divergence of the first equation of the compressible MHD system

$$
k^{-1} D_t^2 T_k - \Delta \phi + B \cdot \Delta B + (\nabla u)(\nabla u) + (\nabla B)(\nabla B) + \kappa^{-1}((D_t p)^2 - |\nabla p|^2 + (\nabla T_k)(\nabla B))
- B \cdot D_t B + (B \cdot \nabla u) \cdot B + (\nabla u)(\nabla u) + (\nabla B)(\nabla B) + \kappa^{-1}(|\nabla B|^2 D_t B + (D_t p)^2 - |\nabla p|^2 + (\nabla T_k)(\nabla B)). \tag{9.2}
$$

The compatibility condition for wave/heat equation requires that $D_t B|_{\partial \Omega} = 0$ and $D_t^2 p|_{\partial \Omega} = 0$ at time $t = 0$. Therefore we must have

$$\Delta_0 p_0 + (\partial u_0)(\partial u_0) + (\partial B_0)(\partial B_0) = 0 \quad \text{on} \ \partial \Omega,
\Delta B_0 = 0 \quad \text{on} \ \partial \Omega, \tag{9.3}
$$

where $\Delta_0$ is the Laplacian with respect to the smooth metric at $t = 0$ on $\partial \Omega$, and $\partial_i = \partial y^a/\partial x_i \cdot \partial /\partial y^a$ is a smooth differential operator at $t = 0$.

Similarly, if we take more time derivative to get higher order wave/heat equations

$$
k^{-1} D_t^2 B = \Delta D_t^{k-1} B + T_k
k^{-1} D_t^{k+1} p = \Delta D_t^{k-1} p + S_k
$$

for some function $T_k, S_k$, then we need to guarantee that $D_t^k p|_{\partial \Omega} = 0, D_t^k B|_{\partial \Omega} = 0$ at $t = 0$ by requiring

$$\Delta B_{k-1} + T_k|_{t=0} = 0 \quad \text{on} \ \partial \Omega,
\Delta p_{k-1} + S_k|_{t=0} = 0 \quad \text{on} \ \partial \Omega. \tag{9.4}
$$

Here $p_k := D_t^k p|_{t=0}$ and $B_k := D_t^k B|_{t=0}$.

**Constructing the initial data**

Now we construct the initial data $p_k, B_k$ which satisfies the compatibility conditions up to order $N$.

Suppose $v_0$ and $B_0$ are given divergence-free vector field. We still choose $B_0$ as the initial data for compressible equations. Now we define

$$u_0 = v_0 + \partial \phi. \tag{9.4}
$$

Then the continuity equation requires that

$$\Delta_0 \phi = -\kappa^{-1} p_1, \tag{9.5}
$$

and we will choose boundary condition such as

$$\nabla N \phi|_{\partial \Omega} = 0. \tag{9.6}
$$

Moreover, taking $D_t$ on (9.1) and (9.2) repeatedly, we should require that

$$\Delta_0 B_k \sim B_{k+1} - B_k \cdot \partial u_0 - \kappa^{-1}((p_{k+1} B_0 + p_1 B_k) + G_k(u_0, B_0, p_0, B_1, \ldots, B_{k-1}, p_{k-1}))
\Delta_0 p_k \sim \kappa^{-1} p_{k+2} + B_0 \cdot B_{k+1} + B_1 \cdot B_k + (\partial B_0)(\partial B_k) + F_k(u_0, B_0, p_0, B_1, \ldots, B_{k-1}, p_{k-1}) - \kappa^{-1}(|B_0|^2 p_{k+1} + p_1 \cdot p_{k+1} + B_0 \cdot B_k \cdot p_1 + p_2 \cdot p_k + (\partial p_k)(\partial p_0)) - \kappa^{-1}(B_{k}(\partial B_0)(\partial p_0) + B_0(\partial B_k)(\partial p_0) + B_0(\partial B_0)(\partial p_k)). \tag{9.7}
$$

and $B_k|_{\partial \Omega} = 0, \quad p_k|_{\partial \Omega} = 0, \quad k = 0, 1, \ldots, N.$

Here $F_k, G_k$ are functions of $u_0, B_0, p_0, B_1, \ldots, B_{k-1}, p_{k-1}$ and their spatial derivatives. If we prescribe $B_{N+1, B_{N+2, p_{N+1}}, p_{N+2}}$ to be any functions vanishing on $\partial \Omega$, e.g.,

$$B_{N+1, B_{N+2, p_{N+1}}, p_{N+2}} = 0, \quad p_{N+1}, p_{N+2} = 0, \tag{9.8}
$$

then (9.4), (9.5), (9.6), (9.7) together with (9.8) give a system of

$$(u_0, p_0, B_1, \ldots, B_N, p_N, B_{N+1, p_{N+1}}, B_{N+2, p_{N+2}})
$$

such that the data of compressible equation $(u_0, p_0, B_1) \rightarrow (v_0, p_0)$ as $k \rightarrow \infty$. Since the system (9.4)-(9.8) is an elliptic system, so we only need to give a priori bound uniform in $k$ as $k \rightarrow \infty$ which will directly imply the existence of such data and thus complete our proof.
9.2 A priori bounds and the existence of the initial data

Our energy estimates in Theorem 8.6 requires the compatibility conditions up to order 5, i.e.,

\[ p_k|_{\partial \Omega} = 0, \quad B_k|_{\partial \Omega} = 0, \quad \forall 0 \leq k \leq 5. \tag{9.9} \]

This can be achieved by solving the following elliptic system for \( 0 \leq k \leq 3 \).

\[
\begin{align*}
&\begin{cases}
u_0 = v_0 + \partial \phi \\
\Delta \phi = -\kappa^{-1} p_1 \\
\Delta B_k = B_{k+1} - B_k \cdot \partial u_0 - \kappa^{-1}(p_{k+1}B_0 + p_1B_k) + G_k \\
\Delta p_k = \kappa^{-1} p_{k+2} + B_0 \cdot B_{k+1} + B_1 \cdot B_k + (\partial B_0)(\partial B_k) + F_k \\
p_4 = p_5 = 0, \quad B_4 = B_5 = 0
\end{cases}
\end{align*}
\tag{9.10}
\]

Here

\[ F_0 = (\partial u_0)^2(\partial u_0), \quad G_0 = 0. \tag{9.11} \]

\[ F_1 = c_1(\partial u_0)^3 + c_{\alpha, \beta}(\partial^{\alpha} u_0)(\partial^{\beta} p_0) + c_{\alpha, \mu}(\partial u_0)(\partial B_0)(\partial B_0) + \kappa^{-1} c_{\alpha, \beta, \mu} B_0(\partial u_0)(\partial B_0)(\partial p_0). \tag{9.12} \]

For \( k = 2, 3 \), one has

\[ F_k = c^{\gamma_1 \cdots \gamma_n}_{\alpha_1 \cdots \alpha_m \beta_1 \cdots \beta_n, k}(\partial^{\alpha_1} u_0) \cdots (\partial^{\alpha_m} u_0)(\partial^{\beta_1} p_{\gamma_1}) \cdots (\partial^{\beta_n} p_{\gamma_n}) \\
+ c^{\gamma_1 \cdots \gamma_n}_{\alpha_1 \cdots \alpha_m \beta_1 \cdots \beta_n, k}(\partial^{\alpha_1} u_0) \cdots (\partial^{\alpha_m} u_0)(\partial^{\mu_1} B_{\gamma_1}) \cdots (\partial^{\mu_n} B_{\gamma_n}) \\
+ \kappa^{-1} c^{\gamma_1 \cdots \gamma_n}_{\alpha_1 \cdots \alpha_m \beta_1 \cdots \beta_n, k}(\partial^{\alpha_1} u_0) \cdots (\partial^{\alpha_m} u_0)(\partial^{\mu_1} p_{\gamma_1}) \cdots (\partial^{\mu_n} p_{\gamma_n})(\partial^{\mu_1} B_{\gamma_1}) \cdots (\partial^{\mu_n} B_{\gamma_n}), \tag{9.13} \]

where

\[
\begin{align*}
\sum_{i=1}^{m} \alpha_i &+ \sum_{j=1}^{n} (\beta_j + \gamma_j) = k + 2 \\
\sum_{i=1}^{m} \alpha_i &+ \sum_{h=1}^{l} (\mu_h + \nu_h) = k + 2 \\
\sum_{i=1}^{m'} \alpha'_i &+ \sum_{j=1}^{n'} (\beta'_j + \gamma'_j) + \sum_{h=1}^{l'} (\mu'_h + \nu'_h) = k + 2. \tag{9.14}
\end{align*}
\]

\[
1 \leq \alpha_i \leq k, \quad 1 \leq \beta_j + \gamma_j \leq k + 1, \quad \beta_j \geq 1, \quad 0 \leq \gamma_j \leq k - 1, \quad 1 \leq m + n \leq k + 2. \\
1 \leq \mu_i \leq k, \quad 0 \leq \nu_h \leq k - 1, \quad 1 \leq m + l \leq k + 2. \\
1 \leq \alpha'_i \leq k, \quad 1 \leq \beta'_j + \gamma'_j + \mu'_h + \nu'_h \leq k + 2, \quad 0 \leq \gamma'_j, \nu'_h \leq k - 1, \quad 0 \leq \mu'_h \leq k, \quad 1 \leq m' + n' + l' \leq k + 3.
\]

and

\[ G_k = c^{\gamma_1 \cdots \gamma_n}_{\alpha_1 \cdots \alpha_m \beta_1 \cdots \beta_n, k}(\partial^{\alpha_1} u_0) \cdots (\partial^{\alpha_m} u_0)(\partial^{\beta_1} B_{\gamma_1}) \cdots (\partial^{\beta_n} B_{\gamma_n}) \\
+ c^{\gamma_1 \cdots \gamma_n}_{\alpha_1 \cdots \alpha_m \beta_1 \cdots \beta_n, k}(\partial^{\alpha_1} u_0) \cdots (\partial^{\alpha_m} u_0)(\partial^{\mu_1} B_{\gamma_1}) \cdots (\partial^{\mu_n} B_{\gamma_n}). \tag{9.15} \]
where
\[
\begin{align*}
\sum_{i=1}^{m} \alpha_i + \sum_{j=1}^{n} (\beta_j + \gamma_j) &= k + 2 \\
\sum_{i=1}^{m'} \alpha_i + \sum_{h=1}^{l} (\mu_h + \nu_h) &= k + 1
\end{align*}
\]
(9.16)

\[1 \leq \alpha_i \leq k, \ 1 \leq \beta_j + \gamma_j \leq k + 1, \ \beta_j \geq 1, \ 0 \leq \gamma_j \leq k - 1, \ 1 \leq m + n \leq k + 2, \]
\[\mu_h + \nu_h \leq k, \ 1 \leq \mu_h \leq k, \ 0 \leq \nu_h \leq k - 1, \ 1 \leq m' + l \leq k + 2.\]

This is an elliptic system. To show the existence of a solution to (9.9), one only needs to give the a priori bound uniform in \(k\) for this system which directly implies the existence. We impose \(v_0 \in H^5\) and \(B_0 \in H^\delta\). For \(0 \leq k \leq 3\), we define
\[
m_k := \|p_k\|_{H^{5-k}(\Omega)} + \|B_k\|_{H^{5-k}(\Omega)}, \quad m_* := \sum_k m_k + \|u_0\|_{H^5}.
\]

We will repeatedly use elliptic estimates.

- **Estimates on \(u_0\)**
  We have
  \[
  \|u_0\|_{H^5} \leq \|v_0\|_{H^5} + \|\nabla \phi\|_{H^5} \leq \|v_0\|_{H^5} + \kappa^{-1} \|p_0\|_{H^5}
  \]
(9.17)

- **Control of \(F_k, G_k\)**
  The precise form of \(F_k\) and \(G_k\) are the same as \(F_k\) in Section 7.1 of Lindblad-Luo [26] up to some lower order terms. Therefore we only list the result and refer readers to that paper for details:
  \[
  \|F_2\|_{H^{5}} + \|G_2\|_{H^{5}} \leq \mathcal{P}(\|u_0\|_{H^5}, \|B_0\|_{H^5}, \|p_1\|_{H^5}, \|B_1\|_{H^5})
  \]
  \[
  \|F_3\|_{L^2(\Omega)} + \|G_3\|_{L^2(\Omega)} \leq \mathcal{P}(\|u_0\|_{H^5}, \|B_0\|_{H^5}, \|p_1\|_{H^5}, \|B_1\|_{H^5}, \|p_2\|_{H^5}, \|B_2\|_{H^5}).
  \]
(9.18)

- **Reduce all the difficulty to \(\|B_2\|_{L^2(\Omega)}\) and \(\|B_3\|_{L^2(\Omega)}\)**
  Using elliptic estimates and Poincaré’s inequality, one has
  \[
  \|p_0\|_{H^5} \leq \kappa^{-1}(\|p_2\|_{H^5} + \|p_0\|_{H^5}^2 + \|p_1\|_{H^5}^2 + \|p_0\|_{H^5} B_0 \|B_0\|_{H^5} + \mathcal{P}(\|u_0\|_{H^5}, \|B_0\|_{H^5}))
  \]
  \[
  \|B_1\|_{H^5} \leq \|B_2\|_{H^5} + \|B_1\|_{H^5} \|u_0\|_{H^5} + \|G_1\|_{H^5} + \kappa^{-1}(\|B_0\|_{H^5} \|p_2\|_{H^5} + \|B_1\|_{H^5} \|p_1\|_{H^5})
  \]
  \[
  \|p_1\|_{H^5} \leq \kappa^{-1}(\|p_3\|_{H^5} + \|p_1\|_{H^5} \|p_3\|_{H^5} + \|p_0\|_{H^5} \|p_2\|_{H^5} + \|p_1\|_{H^5} \|B_0\|_{H^5} + \|B_1\|_{H^5} \|p_1\|_{H^5})
  \]
  \[
  + \|p_0\|_{H^5} \|B_1\|_{H^5} \|B_0\|_{H^5} + \|F_1\|_{H^5} + \|B_1\|_{H^5} \|\Delta B_0\|_{H^5} + \|B_0\|_{H^5} \|\Delta B_1\|_{H^5} + \|B_1\|_{H^5} \|B_0\|_{H^5},
  \]
(9.19)

As we can see, we reduce the estimates of \(\|p_0\|_{H^5} + \|B_1\|_{H^5} + \|p_1\|_{H^5}\) to \(\|B_2\|_{H^5}\), lower order terms of \(p_1, B_1\), initial data and \(\kappa^{-1} m_*\). For those lower order terms, one can repeat the elliptic estimates above to reduce these terms to further lower order until these terms are only assigned by \(L^2\)-norm.

The elliptic estimates for \(B_k\) and \(p_k\) when \(k \geq 2\) are listed as follows:
\[
\begin{align*}
\|B_2\|_{H^5} &\leq \|B_3\|_{H^5} + \|B_2\|_{H^5} \|u_0\|_{H^5} + \|G_2\|_{H^5} \\
&\quad + \kappa^{-1}(\|B_0\|_{H^5} \|p_3\|_{H^5} + \|B_1\|_{H^5} \|p_2\|_{H^5} + \|B_2\|_{H^5} \|p_1\|_{H^5}).
\end{align*}
\]
\[
\begin{align*}
\|p_2\|_{H^5} &\leq \kappa^{-1}(\|p_2\|_{H^5} \|p_0\|_{H^5} + \|p_3\|_{H^5} \|p_1\|_{H^5} + \|p_2\|_{H^5} \|B_0\|_{H^5} + \|p_0\|_{H^5} \|B_0\|_{H^5} \|B_2\|_{H^5}) \\
&\quad + \|B_2\|_{H^5} \|\Delta B_0\|_{H^5} + \|B_0\|_{H^5} \|\Delta B_1\|_{H^5} + \|B_2\|_{H^5} \|F_2\|_{H^5};
\end{align*}
\]
\[
\begin{align*}
\|B_3\|_{H^5} &\leq \|B_3\|_{L^2} \|u_0\|_{H^5} + \|G_3\|_{L^5} + \kappa^{-1}(\|B_0\|_{H^5} \|p_3\|_{L^5} + \|B_1\|_{H^5} \|p_3\|_{L^5} + \|B_3\|_{L^5} \|p_1\|_{L^5}) \\
&\quad + \|p_0\|_{H^5} \|B_0\|_{H^5} \|B_0\|_{H^5} \|B_3\|_{L^5} \\
&\quad + \|F_3\|_{L^5} + \|B_3\|_{L^5} \|\Delta B_0\|_{H^5} + \|B_0\|_{H^5} \|u_0\|_{H^5} \|B_3\|_{L^5}.
\end{align*}
\]
(9.20)
Summing up (9.19) and (9.20), we can find that $\|p_k\|_{H^{s-k}}$, $\|B_k\|_{H^{s-k}}$ are bounded by lower order terms of themselves together with initial data and $\kappa^{-1}m_s$. These lower order terms can be repeatedly reduced to further lower order until being assigned with $L^2$ norm. In other words, after repeatedly using elliptic estimates, one actually can get the estimates of the following form:

$$\sum_{k=1}^{5} m_k \leq \kappa^{-1}m_s + \mathcal{P}(\|u_0\|_{H^5}, \|B_0\|_{H^5}, \|p_0\|_{H^5}) + \mathcal{P}(\|B_0\|_{H^5}, \|u_0\|_{H^5})(\|B_2\|_{L^2} + \|B_3\|_{L^2}).$$

(9.21)

- **Reduction to $B_0$:**

It remains to deal with $\|B_2\|_{L^2} + \|B_3\|_{L^2}$. We can use the heat equation of $B$ again to reduce it to $B_0$. The advantage is that $B_0$ is a prescribed data with given regularity instead of those $p_k$, $B_k$ whose control relies on the equations. In fact, we have

$$B_3 = \Delta B_2 + B_2 \cdot u_0 + \kappa^{-1} \text{ terms} + \text{lower order terms containing } B_1, B_0, p_0, u_0,$$

and

$$B_2 = \Delta B_1 + B_1 \cdot u_0 + \kappa^{-1} \text{ terms} + \text{lower order terms containing } B_0, u_0.$$

Then $\|B_2\|_{L^2} + \|B_3\|_{L^2}$ can be bounded by $\|B_1\|_{H^4}$ together with initial data and $\kappa^{-1}m_s$. In other words, we can re-write the energy estimates to be

$$m_s \leq \kappa^{-1} m_s + \mathcal{P}(\|u_0\|_{H^5}, \|B_0\|_{H^5}) + \mathcal{P}(\|B_0\|_{H^5}, \|u_0\|_{H^5}, \|B_1\|_{H^4}).$$

(9.22)

Finally we have

$$B_1 = \Delta B_0 + B_0 \cdot \partial u_0 + \kappa^{-1} B_0 p_1,$$

which is derived by (9.1), and thus

$$\|B_1\|_{H^4} \leq \|B_0\|_{H^6} + \|B_0\|_{H^5} \|v_0\|_{H^5} + \kappa^{-1} \mathcal{P}(m_s).$$

Therefore, we get the energy estimates uniform in $\kappa$ as follows

$$m_s \leq \kappa^{-1} \mathcal{P}(m_s) + \mathcal{P}(\|B_0\|_{H^6}, \|v_0\|_{H^5}).$$

(9.23)

Let $\kappa \to \infty$, and we finally get the uniform a priori bound for the elliptic system (9.9). Therefore we complete the construction of initial data satisfying the compatibility conditions of wave/heat equations.

### 9.3 Uniform energy bounds, convergence of data and Rayleigh-Taylor physical sign condition

Now we are able to show that $E_{k,\kappa}(0)$ in Theorem 8.6 is uniformly bounded regardless of $\kappa$. In fact

$$\sum_{s+k \leq 4} \int_{\Omega} \rho_0 Q(\partial^s p_k, \partial^s p_k) + Q(\partial^s B_k, \partial^s B_k) \, dx \leq \sum_{k=0}^{4} \|p_k\|_{H^{s-k}}^2 + \|B_k\|_{H^{s-k}}^2 \leq m_s$$

and by the Sobolev trace lemma together with $P = p + \frac{1}{2} |B|^2$,

$$\sum_{s+k \leq 4} \int_{\partial \Omega} \rho_0 Q(\partial^s p_k, \partial^s p_k) \, dx \leq \sum_{k=0}^{4} \|p_k\|_{H^{s-k}}^2 + \|B_k\|_{H^{s-k}}^2 \leq m_s.$$
Since \( p_4 = p_5 = 0 \) and \( B_4 = B_5 = 0 \), we have
\[
\sum_{k \leq 5} W_k^2(0) + H_k^2(0) \lesssim m_\ast.
\]

Summing up these bounds, we know \( E_{4, \kappa}(0) \) is bounded uniformly in \( \kappa \) as \( \kappa \to \infty \).

To achieve the incompressible limit, the very last thing is to verify the uniform convergence of the initial data we constructed above and the Rayleigh-Taylor sign condition, as \( \kappa \to \infty \). Actually,
\[
\|u_0, \kappa - v_0\|_{H^5} \leq \|\partial \phi_\kappa\|_{H^5} \lesssim \kappa^{-1}\|p_{1, \kappa}\|_{H^4},
\]
and thus by Sobolev embedding \( H^5 \hookrightarrow C^1 \) in a bounded domain of \( \mathbb{R}^3 \), we actually prove \( u_0, \kappa \to v_0 \) in \( C^1 \) because \( \|p_{1, \kappa}\|_{H^4} \) has uniform upper bound independent of \( \kappa \).

As for the Rayleigh-Taylor physical sign condition, we can assume it holds when \( t = 0 \), i.e.,
\[
\nabla_N \left( p_0 + \frac{1}{2}|B_0|^2 \right) \leq -\epsilon_0 < 0 \quad \text{on } \partial \mathcal{D}_0.
\]
Due to Lemma (8.1), it can be perturbed in a small time interval \([0, T]\).

Now, given any data for the incompressible resistive MHD equations \((v_0, B_0)\) such that the corresponding pressure term \( q_0 \) satisfies
\[
-\nabla_N \left( q_0 + \frac{1}{2}|B_0|^2 \right) \geq \epsilon_0 > 0,
\]
our initial data \( p_{0, \kappa} \) will also satisfy (9.24) when \( \kappa^{-1} \) is sufficiently small. In fact, we have
\[
\Delta(p_{0, \kappa} - q_0) \sim (\partial u_{0, \kappa})(\partial u_{0, \kappa}) + (\partial B_0)(\partial B_0) + \kappa^{-1}p_{2, \kappa},
\]
which implies
\[
\Delta(p_{0, \kappa} - q_0) \sim (\partial^2 \phi_0)(\partial^2 \phi_0) + (\partial^2 \phi_0)^2 + \kappa^{-1}p_{2, \kappa}.
\]
The standard elliptic estimate yields that
\[
\|p_{0, \kappa} - q_0\|_{H^5} \lesssim \kappa^{-1}\|p_{2, \kappa}\|_{H^3} + \kappa^{-1}\|v_0\|_{H^5}\|p_1\|_{H^3},
\]
which implies the uniform convergence \( p_{0, \kappa} \to q_0 \) in \( C^1 \). Hence, the incompressible limit of compressible resistive MHD equations is achieved.

### A Appendix

#### List of notations:

- \( D_t \): the material derivative \( D_t = \partial_t + u \cdot \partial \)
- \( \partial_i \): partial derivative with respect to Eulerian coordinate \( x_i \)
- \( \Omega \in \mathbb{R}^n \): the domain occupied by fluid particles at time \( t \) in Eulerian coordinate
- \( \Omega \in \mathbb{R}^n \): the domain occupied by fluid particles in Lagrangian coordinate
- \( \partial_a = \frac{\partial}{\partial y_a} \): partial derivative with respect to Lagrangian coordinate \( y_a \)
- \( \nabla_a \): covariant derivative with respect to \( y_a \)
- \( \Pi S \): projected tensor \( S \) on the boundary
- \( \nabla, \widetilde{\partial} \): projected derivative on the boundary
- \( N \): the outward unit normal of the boundary
\[ \theta = \nabla N: \text{the second fundamental form of the boundary} \]

\[ \sigma = tr(\theta): \text{the mean curvature} \]

**Mixed norms**

- \[ \|f\|_{s,k} = \|\nabla_{s} D_{t}^{k} f\|_{L^{2}(\Omega)} \]
- \[ |f|_{s,k} = |\nabla_{s} D_{t}^{k} f|_{L^{2}(\partial\Omega)} \]

### A.1 Extension of the normal to the interior and the geodesic normal coordinate

The definition of our energy (1.19) relies on extending the normal to the interior. This can be accomplished by foliating the domain close to the boundary into the surface that is not self-intersecting. Also we want to control the evolution of the moving boundary, which can be estimated by the time derivative of the normal in Lagrangian coordinate. We conclude the above statements by the following two lemmata, whose proof can be found in [3].

**Lemma A.1.** let \( \iota_{0} \) be the injective radius (1.18), and let \( d(y) = \text{dist}_{g}(y, \partial\Omega) \) be the geodesic distance in the metric \( g \) from \( y \) to \( \partial\Omega \). Then the co-normal \( n = \nabla_{s} d \) to the set \( S_{a} = \partial\{y \in \Omega: d(y) = a\} \) satisfies, when \( d(y) \leq \frac{\iota_{0}}{2} \) that

\[ |
\n\frac{\nabla}{\n^2} | \leq |\theta|_{L^{\infty}(\partial\Omega)}, \]
\[ |D_{y} n| \leq |D_{t} g|_{L^{\infty}(\Omega)}. \]

(\( A.1 \))

(\( A.2 \))

**Lemma A.2.** let \( \iota_{0} \) be the injective radius (1.18), and \( d_{0} \) be a fixed number such that \( \frac{\iota_{0}}{16} \leq d_{0} \leq \frac{\iota_{0}}{2} \). Let \( \eta \) be a smooth cut-off function satisfying \( 0 \leq \eta(d) \leq 1 \), \( \eta(d) = 1 \) when \( d \leq \frac{d_{0}}{4} \) and \( \eta(d) = 0 \) when \( d > \frac{d_{0}}{2} \). Then the pseudo-Riemannian metric \( \gamma \) given by

\[ \gamma_{ab} = g_{ab} - \bar{n}_{a} \bar{n}_{b}, \]

where \( \bar{n}_{c} = \eta(\frac{d}{d_{0}}) \nabla_{c} d \) satisfies

\[ |
\n\frac{\nabla}{\n^2} \gamma |_{L^{\infty}(\Omega)} \leq (|\theta|_{L^{\infty}(\partial\Omega)} + \frac{1}{\iota_{0}}) \]
\[ |D_{y} \gamma(t, y)| \leq |D_{t} g|_{L^{\infty}(\Omega)}. \]

(\( A.3 \))

(\( A.4 \))

**Remark.** The above two lemmata show that \( |D_{y} n| \) and \( |D_{y} \gamma(t, y)| \) involved in the \( Q \)-tensor can be controlled by the a priori assumptions (1.29), because the behaviour of \( D_{y} g \) is almost like \( \nabla v \) by that of (2.8). Therefore, the time derivative on the coefficients of the \( Q \)-tensor only produces lower order terms. In addition, by the first equation of (1.29), \( |\nabla n| \) and \( |\nabla \gamma| \) are controlled by \( K \), which is essential when proving the elliptic estimates.

### A.2 Sobolev inequalities: Embedding, interpolation and trace lemma

The following results are standard in \( \mathbb{R}^{n} \), but we have to illustrate how it depends on the geometry of our moving domain. The coefficients involved in our inequalities depend on \( K \), whose reciprocal is the lower bound for the injective radius \( \iota_{0} \). The proofs of these lemmata will be omitted, which can be found in the appendix of [3] and [26].
Sobolev embedding

First we list some Sobolev lemmata in a domain with boundary.

**Lemma A.3.** (Interior Sobolev inequalities) Suppose $\frac{1}{0} \leq K$ and $\alpha$ is a $(0, r)$ tensor, then

\[
\|u\|_{L^\infty(\Omega)} \lesssim \sum_{l=0}^s \|\nabla^l u\|_{L^2(\Omega)}, \quad 2s < n,
\]

\[
\|u\|_{L^\infty(\Omega)} \lesssim \sum_{l=0}^s \|\nabla^l u\|_{L^2(\Omega)}, \quad 2s > n.
\]

□

Similarly on $\partial \Omega$, we have

**Lemma A.4.** (Boundary Sobolev inequalities)

\[
\|u\|_{L^2(\partial \Omega)} \lesssim \sum_{l=0}^s |\nabla^l u|_{L^2(\partial \Omega)}, \quad 2s < n - 1,
\]

\[
\|u\|_{L^\infty(\partial \Omega)} \lesssim \delta |\nabla^s u|_{L^2(\partial \Omega)} + \delta^{-1} \sum_{l=0}^{s-1} |\nabla^l u|_{L^2(\partial \Omega)}, \quad 2s > n - 1,
\]

for any $\delta > 0$. In addition, for the boundary we can also interpret the norm be given by the inner product $\langle \alpha, \alpha \rangle = \gamma_{IJ} \alpha^I \alpha^J$, and the covariant derivative is then given by $\nabla$.

□

**Poincaré’s inequalities**

**Lemma A.5.** (Poincaré type inequalities) Let $q : \Omega \subset \mathbb{R}^n \to \mathbb{R}$ be a smooth and $q|_{\partial \Omega} = 0$, then

\[
\|q\|_{L^2(\Omega)} \lesssim (\text{vol} \Omega)^{\frac{1}{n}} \|\nabla q\|_{L^2(\Omega)}, \quad \text{(A.9)}
\]

\[
\|\nabla q\|_{L^2(\Omega)} \lesssim (\text{vol} \Omega)^{\frac{1}{2}} \|\Delta q\|_{L^2(\Omega)}, \quad \text{(A.10)}
\]

*Proof.* The first inequality is called Faber-Krahns theorem which can be found in [30]. The second inequality follows from the first and integration by parts. □

**Interpolation inequalities**

**Theorem A.6.** (Interior interpolation) Let $u$ be a $(0, r)$ tensor, and suppose $\frac{1}{0} \leq K$, we have

\[
\sum_{j=0}^l \|\nabla^j u\|_{L^\infty(\Omega)}^{\frac{2}{r+1}} \leq \|u\|_{L^\infty(\Omega)}^{\frac{1}{r+1}} \sum_{i=0}^r \|\nabla^i u\|_{L^2(\Omega)} K^{r-i})^\frac{1}{r+1}.
\]

(A.11)

In particular, if $k = l$,

\[
\sum_{j=0}^l \|\nabla^j u\|_{L^\infty(\Omega)} \leq \|u\|_{L^\infty(\Omega)} \sum_{i=0}^r \|\nabla^i u\|_{L^2(\Omega)} K^{r-i})^\frac{1}{r+1}.
\]

(A.12)

□
Interpolation on \( \partial \Omega \)

We need the following boundary interpolation inequalities to control the boundary part of our energy (1.19).

**Theorem A.7.** (Boundary interpolation) Let \( u \) be a \((0, r)\) tensor, then

\[
|\nabla^l u|_{L^\infty(\partial \Omega)} \leq |u|^{\frac{1}{l}}_{L^{\frac{rn}{r-n}}(\partial \Omega)} |\nabla^l u|_{L^2(\partial \Omega)}.
\] (A.13)

In particular, if \( k = l \),

\[
|\nabla^k u|_{L^\infty(\partial \Omega)} \leq |u|^{\frac{1}{k}}_{L^{\frac{rn}{r-n}}(\partial \Omega)} |\nabla^l u|_{L^2(\partial \Omega)}.
\] (A.14)

**Theorem A.8.** (Gagliardo-Nirenberg interpolation inequality) Let \( u \) be a \((0, r)\) tensor, and suppose \( \partial \Omega \in \mathbb{R}^2 \) and \( \frac{1}{k_0} \leq K \), we have

\[
|u|_{L^2(\partial \Omega)}^2 \leq K |u|_{L^{2}(\partial \Omega)} |u|_{H^1(\partial \Omega)},
\] (A.15)

where the boundary Sobolev norm \( |u|_{H^1(\partial \Omega)} \) is defined via tangential derivative \( \nabla \).

**Proof.** See Theorem A.8 in Lindblad-Luo [26] for details. Its proof requires the result of Constantin-Seregin [4]. \( \square \)

**Remark.** One can also prove a generalized (A.15) of the form

\[
|u|_{L^p(\partial \Omega)}^2 \leq |u|_{L^{p}(\partial \Omega)} |u|_{H^1(\partial \Omega)}, \quad p \geq 4.
\] (A.16)

The next theorem is to delta with the interpolation of tangential projections on the boundary. First, we define that the projected \((0, r), r < t \) derivative \( \Pi^{r,0} \nabla \alpha \) has components

\[(\Pi^{r})_{i_1, \ldots, i_r} \alpha_{l_{i_1} + 1, \ldots, i_r} = \gamma^j_{i_1} \ldots \gamma^j_{i_r} \nabla_{j_1} \ldots \nabla_{j_r} \alpha_{i_1 + 1, \ldots, i_r},\]

for any \((0, t)\) tensor \( \alpha \). The detailed proof can be found in [3].

**Theorem A.9.** (Tensor interpolation) Let \( \alpha \) be a \((0, r)\) tensor, \( r' = r - 2 \). Suppose \( |\theta| + \frac{1}{r_0} \leq K \), then we have for \( t + s < r \)

\[
|\Pi^{t,s} \nabla \alpha|_{L^2(\partial \Omega)} \leq K |\alpha|_{L^2(\partial \Omega)} (|\nabla^r \alpha|_{L^2(\partial \Omega)} + (1 + |\theta|_{L^{\infty}(\partial \Omega)}) r')
\]

\[
\cdot \left( |\theta|_{L^{\infty}(\partial \Omega)} + |\nabla^r \theta|_{L^2(\partial \Omega)} \sum_{l=0}^{r'-1} |\nabla^l \alpha|_{L^2(\partial \Omega)} \right)
\]

\[
+ (1 + |\theta|_{L^{\infty}(\partial \Omega)})^2 (|\theta|_{L^{\infty}(\partial \Omega)} + |\nabla^r \theta|_{L^2(\partial \Omega)})^{r'/r} \sum_{l=0}^{r'-1} |\nabla^l \alpha|_{L^2(\partial \Omega)}.
\] (A.17)

In particular,

\[
\left| (\Pi^{t,s} \nabla \alpha) \cdot (\Pi^{r-s,0} \nabla r \beta) \right|_{L^2(\partial \Omega)}
\]

\[
\leq K (|\alpha|_{L^{\infty}(\partial \Omega)} + \sum_{l=0}^{r'-1} |\nabla^l \alpha|_{L^2(\partial \Omega)}) |\nabla^r \beta|_{L^2(\partial \Omega)}
\]

\[
+ (|\beta|_{L^{\infty}(\partial \Omega)} + \sum_{l=0}^{r'-1} |\nabla^l \beta|_{L^2(\partial \Omega)}) |\nabla^r \alpha|_{L^2(\partial \Omega)} + (1 + |\theta|_{L^{\infty}(\partial \Omega)}) r' (|\theta|_{L^{\infty}(\partial \Omega)} + |\nabla^r \theta|_{L^2(\partial \Omega)})
\]

\[
+ (|\alpha|_{L^{\infty}(\partial \Omega)} + \sum_{l=0}^{r'-1} |\nabla^l \alpha|_{L^2(\partial \Omega)}) (|\beta|_{L^{\infty}(\partial \Omega)} + \sum_{l=0}^{r'-1} |\nabla^l \beta|_{L^2(\partial \Omega)}).
\] (A.18)

**Proof.** See [3], section 4. \( \square \)
Sobolev trace theorem

**Theorem A.10.** (Trace theorem) Let \( u \) be a \((0, r)\) tensor, and assume that \( |\theta|_{L^{\infty}()_{\partial\Omega}} + \frac{1}{\epsilon_0} \leq K \). Then

\[
|u|_{L^2(\partial\Omega)} \lesssim_{K, r, n} \sum_{j \geq 1} |\nabla^j u|_{L^2(\Omega)}
\]

(A.19)

**Proof.** Let \( N' \) be the extension of the normal to the interior, then the Green’s identity yields

\[
\int_{\partial\Omega} |u|^2 \, d\mu_{\gamma} = \int_{\Omega} \nabla_k (N'^k |u|^2) \, d\mu.
\]

Hence, by Lemma A.1 and A.2, (A.19) follows. \( \square \)
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