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Abstract—With the emergence of the Internet of Things (IoT) and Artificial Intelligence (AI) services and applications in the Cyber Physical Systems (CPS), the methods of protecting CPS against cyber threats is becoming more and more challenging. Various security solutions are implemented to protect CPS networks from cyber attacks. For instance, Machine Learning (ML) methods have been deployed to automate the process of anomaly detection in CPS environments. The core of ML is deep learning. However, it has been found that deep learning is vulnerable to adversarial attacks. Attackers can launch the attack by applying perturbations to input samples to mislead the model, which results in incorrect predictions and low accuracy. For example, the Fast Gradient Sign Method (FGSM) is a white-box attack that calculates gradient descent oppositely to maximize the loss and generates perturbations by adding the gradient to unpolluted data. In this study, we focus on the impact of adversarial attacks on deep learning-based anomaly detection in CPS networks and implement a mitigation approach against the attack by retraining models using adversarial samples. We use the Bot-IoT and Modbus IoT datasets to represent the two CPS networks. We train deep learning models and generate adversarial samples using these datasets. These datasets are captured from IoT and Industrial IoT (IIoT) networks. They both provide samples of normal and attack activities. The deep learning model trained with these datasets showed high accuracy in detecting attacks. An Artificial Neural Network (ANN) is adopted with one input layer, four intermediate layers, and one output layer. The output layer has two nodes representing the binary classification results. To generate adversarial samples for the experiment, we used a function called the ‘fast_gradient_method’ from the Cleverhans library. The experimental result demonstrates the influence of FGSM adversarial samples on the accuracy of the predictions and proves the effectiveness of using the retrained model to defend against adversarial attacks.

Index Terms—Cyber physical systems, Machine learning, Security, Attacks, Defence, Internet of Things.

I. INTRODUCTION

Cyber Physical Systems (CPS) are interconnected computer systems that connect physical devices to the cyber world to operate a process efficiently [1]. The emergence of the Internet of Things (IoT) in CPS plays a key role in the fourth industrial revolution (i.e., Industry 4.0) [2]. There has been a significant trend to deploy IoT applications and services to monitor and control CPS [3]. Alongside the exponential increase in the number of IoT devices in CPS, networks is the growth of unknown vulnerabilities and threats posing a big security challenge in the present preventive systems. This challenge in the CPS network increases the surface of attacks allowing adversaries to gain control of unsecured devices [4] [5]. Towards this, the Intrusion Detection Systems (IDS) provides successful ways to classify and identifying attacks in CPS networks. Traditional IDS use different methods to identify and detect different attacks, for example, through statistical-based and patterned detection. New features are also applied in IDS enhancing their detection capabilities through behavioural patterns without relying on built-in signatures. Machine Learning (ML) techniques, on the other hand, are integrated into IDS to support automated decision making in the classification and identification of any greater array of attacks. In particular, a recent study [6] shows that the majority of the state-of-the-art IDS are built on systems, e.g., Support Vector Machines (SVM), Random Forest, and Decision Trees. However, other studies [7] [8] also show that deep learning-based IDS has more advantages over conventional IDS because of its performance in large datasets and automated extraction of complex representation from data.

In regard to this context, the enormous usage of different types of ML and deep learning models have attracted adversarial entities by implementing noise and disrupting prediction outcomes that cause a result to be invalid or incorrect. This is known as ‘Adversarial Machine Learning’ (AML), which can exploit the weakness of a pre-trained model by manipulating data and network traffic that traverse through IDS devices [9]. The perturbations engaged by the adversary in input data can reduce the model’s effectiveness in its deciding boundaries wherein malicious packets are misclassified as benign. Following this notion, gradient-based adversarial attacks [10] are proven to be highly effective in adding interference in gradient inputs of the model. Examples of these adversarial attacks are the Fast Gradient Sign Method (FGSM) [11], the Jacobian-based Saliency Map Attack (JSMA) [12], Deepfool [13], and Carlini Wagner attack (CW) [14]. To this end, to enhance the capability of a deep learning-based IDS, different models, approaches, and techniques are used to determine its effectiveness in preventing such adversarial attacks from disrupting its decision making.
An Artificial Neural Network (ANN) is one of the well-established methods to represent the classification of either numeric or image data \[15\]. ANNs have been deployed by many papers to perform anomaly detection in CPS networks \[16\] \[17\]. However, deep learning-based anomaly detection methods are vulnerable to AML attacks. In accordance with the vulnerability of the deep learning methods, there is a huge demand for finding defensive techniques to improve robustness against adversarial attacks. However, in the existing studies, the results still show a significant gap in addressing the gradient-based adversarial attacks.

To address this issue, in this paper, we investigate the impact of FGSM attacks on deep learning-based anomaly detection in CPS networks and present a defensive strategy for these attacks. To the best of our knowledge, unlike other studies in this domain, we intend to investigate FGSM-based attacks in CPS networks including Industrial IoT systems. The major contributions of the paper can be summarized as follows:

- We explore the effects of adversarial attacks on deep learning-based anomaly detection in a CPS network using real-world Industrial IoT datasets.
- Based on our findings, we design a framework to address the impact of FGSM adversarial attacks on deep learning-based anomaly detection in CPS networks.
- We implement the framework to mitigate the attacks by retraining our novel neural network-based solution using adversarial samples.
- We evaluated the model results using our generated adversarial attacks with variation in noise. Our results show how the model robustness improved 92.8% after using the proposed defence strategy.

The rest of the paper is organized as follows: In Section II we discuss related work. In Section III we present a detailed methodology used in our design. In Section IV we show the results achieved from the experiments and provide a discussion of the significant findings. Section V discusses the defence strategies. Finally, in Section VI we conclude the paper with future work.

II. RELATED WORK

Several studies have been conducted to apprehend and mitigate the effects of cyber attacks on CPS using ML \[18\]–\[20\]. Nevertheless, there has been less emphasis on AML attacks to ML-based solutions. The vulnerabilities of ML-based solutions have been reviewed in various areas, e.g., spam detection, malware detection, and intrusion detection in computer networks. There are different types of attacks that can exploit these vulnerabilities, e.g. FGSM and Generative Adversarial Networks (GANs).

Proposal \[21\] demonstrates a type of poisoning attack called label flipping that can reduce a performance metrics of a classification model by flipping labels on the sample data. In addition, proposal \[22\] evaluates the robustness of different classification models by implementing a malware classification system through ML. The results of this experiment show that the models, when loaded with FGSM attack, can gravelly affect the performance results, and when adversarial training is executed, the model becomes robust with the detection. In \[23\], the authors demonstrate a study by using the GAN model to generate adversarial Distributed Denial of Service (DDoS) attacks that are successful in evading IDS because of their polymorphic ability to change signatures. The papers discussed above studied AML attacks in typical IT networks, and they did not work on CPS networks with industrial devices which follow different behavioural patterns. In our study, we focus specifically on the CPS networks.

In the context of CPS, there is not sufficient research on AML attacks on ML-based IDS. AML attacks in CPS networks have been reviewed by a number of papers \[24\]–\[26\]. In health systems immunity and vulnerability, while integrated with deep learning algorithms, proposal \[27\] investigates different adversarial attacks like FGSM and Basic Iterative Method (BIM) that show the effects of the amount of perturbation versus the performance variation. An encode-decode model has been proposed by \[28\] to provide evidence of the robustness against FGSM only on a limited number of IoT datasets. The authors of \[29\] propose an AML-based partial-model attack. This attack could be performed by changing a small part of the device data. They show that ML-based analysis in IoT systems are vulnerable to AML attacks even if the adversaries manipulate a small portion of the device data.

The authors of \[30\] use the Bot-IoT dataset to implement several adversarial attacks, namely FGSM, BIM and Projected Gradient Descent (PGD), against two deep learning methods Forward-Feed Neural Network (FNN) and Self-Normalizing Neural Network (SNN), to compare the results of various gradient-based adversarial attacks. The authors demonstrate that adversarial samples have a different impact on both deep learning models and show that SNN has more resiliency against adversarial samples. Additionally, the demonstrations show that when dataset features are normalized, performance metrics are better but are more susceptible to adversarial attacks. However, the defence strategy against these attacks was not proposed in this paper. Proposal \[31\] also implements a deep learning algorithm-based IDS that uses multi-layer perceptron FNN against different gradient-based attacks, and the metrics show that the FNN had been greatly affected by the initiated adversarial attacks.

The aforementioned proposals did not consider AML attacks in Industrial IoT which are known as important components of CPS. In this study, we will investigate the impact of AML attacks on both IoT and Industrial IoT. In addition, unlike these studies, in this paper, we focus on creating different variants of gradient-based attacks with the help of ML and use that instance in hardening the defence of a classification model continuously by implementing an iterative retraining approach. In summary, unlike the above-mentioned proposals, we focus on implementing an architecture that can self-sustain its defences against adversarial attacks in CPS at scale. Additionally, for experimental purposes, the datasets that have been used in most of the previous studies do not include Industrial IoT in CPS networks. They also do not investigate
the required defence strategy for Industrial IoT in the context of CPS networks, which we consider in this paper. Further, in this paper, we particularly address this gap by proposing a defensive strategy against FGSM attacks in IoT and Industrial IoT networks.

III. METHODOLOGY

In this section, we detail the methodology. Before discussing it in detail, we present how our proposed model would function. In Fig. 1, we illustrate the functional components of the proposed model. Initially, we discuss the datasets (i.e., IoT and Industrial IoT datasets) used in this study to investigate the impact of FGSM attacks on deep learning-based security solutions. Then, the deep learning-based anomaly detection and FGSM model will also be explained.

![Fig. 1. The functional components of the proposed model.](image)

A. Datasets

In our experiment, we have used two datasets, namely Bot-IoT and Modbus. These datasets are provided by the Cyber Range Lab of UNSW Canberra, Australia. A brief introduction of each of them are as follows [32].

1) Bot-IoT Dataset: This dataset was comprised of over 72-million IoT network traffic records originally [33]. In order to make the data processing more efficient, 5% of the dataset was extracted resulting in approximately 3.6 million records [33]. The dataset has 19 features, and in this study, we selected the 10 best features as shown in Table I. The selection was based on the Correlation Coefficient and Joint Entropy Score discussed in [34]. Five classes are contained in the dataset including (i) DDoS, (ii) DoS, (iii) Reconnaissance, (iv) Theft and (v) Normal. All the classes except Normal were labelled as “1”, which stands for attack, while normal records were labelled as “0”.

2) Modbus Dataset: This is a benchmark dataset for Industry 4.0/IoT and Industrial IoT (IIoT) for evaluating the fidelity and efficiency of various cybersecurity applications based on Artificial Intelligence (AI). It comprised around 50 thousand records. It is one of the datasets from the TON_IoT Telemeter dataset [34], and contains records captured by Modbus sensors. This dataset is composed of 8 features as shown in Table II and categorized into four classes containing (i) DoS, (ii) DDoS, (iii) Backdoor attack and (iv) Normal.

![Table I](image)

| Features                  | Description                      |
|---------------------------|----------------------------------|
| seq                       | Argus sequence number            |
| stddev                    | Standard deviation of aggregated records |
| N_IN_Conn_P_SrcIP         | Total number of packets per source IP |
| min                       | Minimum duration of aggregated records |
| state_number              | Numerical representation of transaction state |
| mean                      | Average duration of aggregated records |
| N_IN_Conn_P_DstIP         | Total number of packet per destination IP |
| drate                     | Destination-to-source packets per second |
| srate                     | Source-to-destination packets per second |
| max                       | Maximum duration of aggregated records |

B. Data Pre-processing

The original Bot-IoT dataset was comprised of unhandled data which this experiment needs to address, as shown in Table III. Redundant and irrelevant features in the data can cause a problem in the classification model in predicting outcomes, especially when dealing with large dimension datasets [35]. To appropriately conduct this experiment, the Bot-IoT dataset goes through different data pre-processing techniques that help identify relevant data from insignificant information. As the first step of the data pre-processing, the dataset has to be standardized using functions that will remove redundant and unused columns and rows in the dataset. Secondly, the dataset undergoes the process of Synthetic Minority Oversampling Technique (SMOTE) [36] that uses random samples to balance the distribution of the output labels and addresses the effects of imbalanced data, as shown in Table III. Unlike the Bot-IoT dataset, the Modbus dataset has class distribution close to each other, and there was no significant difference in results after balancing, due to which we do not apply any data balancing technique for the Modbus dataset.
Finally, once the Bot-IoT dataset distribution is balanced, it is prepared to convert categorical values into numerical data, since Modbus dataset is normalized without the need of data balancing. Once the dataset is normalized, it is split into training and testing datasets in our classification model, as shown in Table IV.

### Table IV

| Dataset Name | Output Labels | Total Samples Imbalanced Dataset | Total Samples Balanced Dataset |
|--------------|---------------|---------------------------------|--------------------------------|
| Bot-IoT      | Attack        | 293,447                         | 293,447                        |
|              | Normal        | 370                              | 293,447                        |
| Modbus       | Attack        | 13,886                           | ...                            |
|              | Normal        | 17,476                           | ...                            |

### Table III

| Dataset Name | Output Labels | Total Samples Imbalanced Dataset | Total Samples Balanced Dataset |
|--------------|---------------|---------------------------------|--------------------------------|
| Bot-IoT      | Attack        | 2,934,817                       | 2,054,371                      |
|              | Normal        | 5,868,894                       | 4,108,225                      |
| Modbus       | Attack        | 51,106                          | 21,953                         |
|              | Normal        | 370                             | 293,447                        |

#### C. Deep Learning-Based Anomaly Detection

In this study, the classification model used was ANN networks obtained from [37]. ANN is composed of one input layer, four hidden layers and one output layer. The underlying model architectures are the same, due to variation in features of each dataset the input layer is different (Bot-IoT dataset has 10 nodes, while the Modbus dataset has 8 nodes). The hidden layers are activated with TanH and they are composed of 20, 60, 80 and 90 nodes, respectively. Both output layers use Sigmoid to activate and generate binary results (1 for attack or 0 for normal).

#### D. Generating Adversarial Samples

In recent studies performed regarding adversarial attacks on ML, gradient-based attacks pose a severe threat to neural networks [38]. Thus, a common gradient-based attack was employed to demonstrate how badly it can affect the classification model’s accuracy and use that instance to create more devastating adversarial attacks to be used in the proposed approach. Recall, we use FGSM for generating adversarial examples [11]. FGSM is performed based on Eq. 1 which maximize the loss by calculating the gradient descent oppositely. In Eq. 1, $\overline{x}$ stands for adversarial samples, $x$ represents the input data, and $J$ is the loss function. As shown in the function, $\epsilon$ is a crucial variable that can significantly affect the output. The $\epsilon$ value is used to add noise which leads to worse performance.

$$\overline{x} = x + \epsilon \cdot \text{sign}(\nabla_x J(w, x, y))$$  \hspace{1cm} (1)

In order to generate adversarial samples, the function ‘fast_gradient_method’ from CleverHans v2.1.0 [39] is used, which is a library for adversarial examples. As the function was written following the equation mentioned above, all the values of variables in the equation can be changed via the parameters of the function.

### IV. Results and Discussion

This section will discuss the evaluation metrics employed for the experiment. We also present the results and discuss the significant findings.

#### A. Evaluation Metrics

Evaluating specific metrics must be well defined to find out how well the proposed approach is. The study used the evaluation metrics indicators that assess the experimental results, i.e., the accuracy, precision, recall, and F1-score, Eqs. 2, 3 and 4 where (TP) is true positive, (TN) is true negative, (FP) is false positive, and (FN) shows false negative.

$$\text{Precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (2)

$$\text{Recall} = \frac{TP}{TP + FN}$$  \hspace{1cm} (3)

$$F1_{-}\text{Score} = \frac{2(\text{Precision} \cdot \text{Recall})}{\text{Precision} + \text{Recall}}$$  \hspace{1cm} (4)

These evaluation metrics are summarized succinctly using the confusion matrix which evaluates model proficiency with a prediction for the class.

#### B. Results

In this section, we present the performance of the ANN classifier under FGSM attacks for both Bot-IoT and Modbus datasets. Also, experiments have been conducted for the Bot-IoT dataset for scenarios handling imbalanced datasets. The functional codes of our solution can be found in the following repository [40]. The results show how the imbalanced data resulted in an over-fitting model. We have trained the model for three scenarios, two with the Bot-IoT dataset (balanced and unbalanced), and another one with the Modbus dataset. The results of these three data scenarios can be seen in Fig. 2, Fig. 4, and Fig. 6. We can also observe from Fig. 2 and Fig. 4 the improvements between the imbalanced dataset and balanced dataset, which manifest the need for the data balance in the Bot-IoT dataset.

These three models were subjected to adversarial attacks with different epsilon values (noise) ranging from 0 to 1. In order to assess the classification model’s robustness, this experiment used a common gradient-based attack called FGSM. The FGSM attack served as an initial attack to illustrate how this type of adversarial attack can gravely affect an outcome of a classification model. When all these models were tested for FGSM attack, the results clearly show how the adversarial attack has deteriorated the model performance.
TABLE V
EVALUATION RESULTS IN Bot-IoT AND Modbus DATASETS.

| Datasets               | Testing Dataset | TP    | TN    | FP    | FN    |
|------------------------|-----------------|-------|-------|-------|-------|
| Bot-IoT dataset (imbalanced) | Original dataset | 0     | 880,335 | 0     | 111   |
| FGSM epsilon=0.2       | 41              | 879,400 | 935   | 70    |
| FGSM epsilon=0.4       | 98              | 852,493 | 27,442 | 13    |
| FGSM epsilon=0.6       | 111             | 712,199 | 168,136 | 0     |
| FGSM epsilon=0.8       | 111             | 412,583 | 467,752 | 0     |
| FGSM epsilon=1         | 111             | 63,022  | 817,313 | 0     |
| Bot-IoT dataset (balanced) | Original dataset | 879,760 | 875,348 | 4,987 | 574   |
| FGSM epsilon=0.2       | 577             | 802,486 | 77,849 | 879,757 |
| FGSM epsilon=0.4       | 577             | 397,280 | 483,055 | 879,757 |
| FGSM epsilon=0.6       | 577             | 35,262  | 845,073 | 879,757 |
| FGSM epsilon=0.8       | 577             | 4976    | 875,359 | 879,757 |
| FGSM epsilon=1         | 577             | 4976    | 875,359 | 879,757 |
| Modbus dataset         | Original dataset | 5,243  | 3,815  | 351   | 0     |
| FGSM epsilon=0.2       | 4,796           | 2,222   | 1,944  | 447   |
| FGSM epsilon=0.4       | 806             | 218     | 3,948  | 4,437 |
| FGSM epsilon=0.6       | 806             | 203     | 3,963  | 5,243 |
| FGSM epsilon=0.8       | 806             | 203     | 3,963  | 5,243 |
| FGSM epsilon=1         | 806             | 203     | 3,963  | 5,243 |

Tables V and VI show FGSM attacks with different epsilon values in Bot-IoT and Modbus datasets. The impact of epsilon values on the accuracy of our ANN classifier for all the three models is shown in Fig. 3, Fig. 5 and Fig. 7.

V. DEFENCE STRATEGIES

We implement a popular defensive approach known as Adversarial training. Adversarial training is the approach of training an ML model with adversarial samples to increase the model’s ability to detect adversarial attacks. An experiment conducted by [11] showed that adversarial training can minimise the impact of the attack when the data is perturbed by the adversary. Adversarial training can help strengthen the robustness of the model and can fend off future adversarial attacks. We use a defensive approach by retraining the model including adversarial samples in the train and test datasets in the form of percentages. These percentages act as the percentage of adversarial samples in the dataset. This defensive approach is related to our study because it demonstrates the model’s ability to reduce the impact caused by the attack. With adversarial training, our model can produce better results than when it was trained with an unpolluted dataset. When the model was trained with more adversarial samples, it became robust and classified correctly. The percentage of adversarial samples is shown in Table VII. From our experiments, we observe the rise in precision when the percentage of adversarial samples in an unpolluted dataset increases. We can see the results in Tables VIII and IX. These results depict that adding an adversarial sample into the training has proven to be an excellent defensive strategy against adversarial attacks. However, the train and test split are kept the same as in previous experiments, replacing the 10%, and 20% of the training samples with adversarial attacked samples, with the highest epsilon value (i.e., 1.0) for the FGSM attack. We have added 10% and 20% of adversarial samples while training the model. Adding more samples to the training data and using different adversarial attacks is a different direction of research.
VI. CONCLUSION AND FUTURE WORK

Cyber Physical Systems (CPS) transformed the interaction with the physical world by connecting physical devices to the Internet and the cyber world. Deep learning-based intrusion detection has been widely used in such CPS environments to learn the baseline of normal behaviour and detect abnormal activities. However, advanced deep learning-based solutions are vulnerable to Adversarial Machine Learning (AML) attacks. In this paper, we addressed this issue and investigated the impact of AML attacks on intrusion detection for both IoT (Internet of Things) and large-scale Industrial IoT networks. For experimental purposes, two real-world datasets (i.e., Bot-IoT and Modbus) were used to evaluate the results. These datasets depicted actual industry scenarios where there are class imbalance scenarios. Therefore, we performed pre-processing of datasets to manage imbalanced data distribution. Fast Gradient Sign Method (FGSM) based adversarial attacks were studied in this paper, and the results showed that the performance of an Artificial Neural Networks (ANN) classifier is reduced under such FGSM attacks. Then, a defence strategy was proposed to improve the robustness of the deep learning by retraining it with adversarial samples. The results showed the improvement of deep learning robustness in FGSM samples. For future work in defensive strategies, adding adversarial samples from other types of adversarial attacks like Generative Adversarial Networks (GAN) would also be reviewed.
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