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Abstract

We estimate the error of the Deep Ritz Method for linear elliptic equations. For Dirichlet boundary conditions, we estimate the error when the boundary values are imposed through the boundary penalty method. Our results apply to arbitrary sets of ansatz functions and estimate the error in dependence of the optimization accuracy, the approximation capabilities of the ansatz class and – in the case of Dirichlet boundary values – the penalization strength $\lambda$. To the best of our knowledge, our results are presently the only ones in the literature that treat the case of Dirichlet boundary conditions in full generality, i.e., without a lower order term that leads to coercivity on all of $H^1(\Omega)$. Further, we discuss the implications of our results for ansatz classes which are given through ReLU networks and the relation to existing estimates for finite element functions. For high dimensional problems our results show that the favourable approximation capabilities of neural networks for smooth functions are inherited by the Deep Ritz Method.
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1. Introduction

Utilizing artificial neural networks as ansatz classes for the solution of PDEs has recently gained interest due to its potential for parametric families of PDEs Li et al. (2020), inverse or data enhanced problems Zhang et al. (2018); Zhu et al. (2019) and the solution of PDEs in high spatial dimensions Han et al. (2018, 2017); Jentzen et al. (2018). Popular approaches are physics informed neural networks Raissi et al. (2019), neural operator methods Li et al. (2020) and the Deep Ritz Method E and Yu (2018).

Classical numerical schemes for PDEs, such as FEM or FD, are usually designed to solve one PDE instance at a time. In contrast, neural network based approaches allow to simultaneously solve parametric problems. Examples range from parametric geometries to simultaneously solving equations for different material properties or boundary conditions. This allows for a very effective design space exploration and is of great benefit in engineering applications Hennigh et al. (2021).

Further, neural network based approaches to inverse problems, i.e., when certain parameters of the PDE are to be inferred from measured data, have shown promising results recently Hennigh et al. (2021); Raissi et al. (2019). For an effective software realization of the solution of the aforementioned problems we refer to Nvidia Modulus Hennigh et al. (2021), a software library built on TensorFlow Abadi et al. (2016) to enable seamless integration in engineering workflows.

Another surge of interest for neural network ansatz classes for the solution of PDEs stems from their ability to approximate high dimensional functions effectively, possibly breaking the curse of dimensionality Weinan et al. (2019); Wojtowytsch et al. (2020); Jentzen et al. (2018). Consequently, a line of research focuses on the capabilities of neural networks to approximate solutions of high dimensional PDEs breaking or mitigating the curse of dimensionality.
1.1. Main Contribution and Related Work

In this manuscript, we investigate the error of the Deep Ritz Method for linear elliptic equations in terms of the optimization quality, the expressiveness of the ansatz class and – in the case of Dirichlet boundary values – the penalty parameter. The class of linear elliptic PDEs is pervasive and estimating the error of the Deep Ritz Method for these PDEs constitutes an important first step before considering more complex situations, such as inverse and parametric problems.

As a model problem we consider the equation posed on $\Omega \subset \mathbb{R}^d$

$$-\text{div}(A\nabla u) = f \quad \text{in} \quad \Omega$$
$$u = 0 \quad \text{on} \quad \partial \Omega,$$

where $A \in L^\infty(\Omega, \mathbb{R}^{d \times d})$ is symmetric and elliptic and $f \in L^2(\Omega)$, although our method is general enough to handle a larger class of problems. In particular, our analysis covers also non-essential boundary value problems. Using a penalty parameter $\lambda > 0$ and neural network functions $u_\theta$, where $\theta \in \Theta$ denotes the parameters of the network, the Deep Ritz formulation of (1) is the problem of (approximately) finding

$$\theta^* \in \arg\min_{\theta \in \Theta} \left[ \frac{1}{2} \int_\Omega A\nabla u_\theta \cdot \nabla u_\theta \, dx + \lambda \int_{\partial \Omega} u_\theta^2 \, ds - \int_\Omega f u_\theta \, dx \right].$$

There are recent results in the literature that estimate the error of the Deep Ritz Method for elliptic equations in certain cases Xu (2020); Jiao et al. (2021); Duan et al. (2021a). Common in all of them is that they circumvent a major technical difficulty by not considering Dirichlet boundary conditions for general elliptic operators. Usually, Dirichlet boundary conditions are imposed by the boundary penalty method, compare to the formulation (2) and E and Yu (2018). The works Xu (2020); Jiao et al. (2021); Duan et al. (2021a) consider Dirichlet boundary conditions in the Deep Ritz Method via penalization only in the setting of a coercive operator on all of $H^1(\Omega)$ 1. Thus, the effect of the boundary penalty in the manuscripts Xu (2020); Jiao et al. (2021); Duan et al. (2021a) can immediately be deduced by the results from the classical paper of Maury (2009). One of our main contributions (see Theorem 9) is to extend the results of Maury (2009) and to relax the coercivity assumption on the operator in the boundary penalty method, allowing operators that are coercive only on the space $H^1_0(\Omega)$. To the best of our knowledge, our result is presently the only one available in the literature that includes this case.

We then discuss the error decay rates for the boundary penalty method in dependence of the ansatz class and find that even for optimal penalization they might differ from the approximation rate (see Section 4, Theorem 19). Finally note that in this manuscript, we do not take the numerical evaluations of the appearing integrals into account, however, this can be done exactly as in the paper of Mishra and Molinaro (2020).

With respect to high dimensional PDEs our results reveal – when combined with suitable approximation results such as Gühring et al. (2019), see also Theorem 3 – that solving elliptic PDEs by the Deep Ritz Method retains the favorable approximation capabilities of neural networks for smooth (in the sense of Sobolev regularity), high dimensional functions. More precisely, the mitigation of the curse of dimensionality through sufficient smoothness of the approximating function can be transferred, also in the case of the boundary penalty method for Dirichlet boundary conditions, compare to Remark 7 and 20. We stress that our results do not show a dimension independent

1. Note that this excludes the prototypical Poisson problem $-\Delta u = f$ with $u|_{\partial \Omega} = 0$. 
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error decay. However, this cannot be expected in this generality as we do not assume any special regularity (such as Barron regularity) or lower dimensionality conditions on the data of the PDEs. Note, that also in the important works of Jentzen et al. (2018) on breaking the curse of dimensionality for certain parabolic PDEs always low-dimensionality assumptions on the initial data and the PDE coefficients are present. In contrast, our results reveal that sufficient (dimension dependent) smoothness can serve as such an assumption for the application of the Deep Ritz Method to elliptic equations.

Elliptic Equations in high spatial dimensions are important as building blocks for parabolic equations which have well known applications in high dimensions, for instance in finance Han et al. (2017). For example, using a minimizing movement scheme, an elliptic problem (with an additional term corresponding to dissipation) needs to be solved for every time step Hwang et al. (2021) in order to solve a parabolic equation. Further, elliptic equations arise naturally as equilibrium states for parabolic equations.

2. Preliminaries

In this section we give an overview of the notations and concepts that we use in the remainder.

2.1. Sobolev spaces and Friedrich’s inequality

We denote the space of functions on $\Omega \subseteq \mathbb{R}^d$ that are integrable in $p$-th power by $L^p(\Omega)$ and endow it with its canonical norm. We denote the subspace of $L^p(\Omega)$ of functions with weak derivatives up to order $k$ in $L^p(\Omega)$ by $W^{k,p}(\Omega)$, which is a Banach space with the norm

$$\|u\|_{W^{k,p}(\Omega)}^p := \sum_{l=0}^{k} \|D^l u\|_{L^p(\Omega)}^p.$$ 

This space is called a Sobolev space and we denote its dual by $W^{k,p}(\Omega)^*$. The closure of all compactly supported smooth functions $C_c^\infty(\Omega)$ in $W^{k,p}(\Omega)$ is denoted by $W^{k,p}_0(\Omega)$. It is well known that for Lipschitz domains $\Omega$, the operator restricting a Lipschitz continuous function defined on $\overline{\Omega}$ to the boundary admits a linear and bounded extension $\text{tr}: W^{1,p}(\Omega) \to L^p(\partial \Omega)$, called the trace operator. Further, we write $\|u\|_{L^p(\partial \Omega)}$ whenever we mean $\|\text{tr}(u)\|_{L^p(\partial \Omega)}$. In the following we mostly work with the case $p = 2$ and write $H^k_{(0)}(\Omega)$ instead of $W^{k,2}_0(\Omega)$.

Our analysis of the boundary penalty method relies on the Friedrich inequality which states that the $L^2(\Omega)$ norm of a function can be estimated by the norm of its gradient and boundary values.

**Proposition 1 (Friedrich’s inequality)** Let $\Omega \subseteq \mathbb{R}^d$ be a bounded and open set with Lipschitz boundary $\partial \Omega$. Then there exists a constant $c_F > 0$ such that

$$\|u\|_{H^1(\Omega)}^2 \leq c_F^2 \left( \|\nabla u\|_{L^2(\Omega)}^2 + \|u\|_{L^2(\partial \Omega)}^2 \right)$$

for all $u \in H^1(\Omega)$. (3)

In particular this implies that $(\|\nabla u\|_{L^2(\Omega)}^2 + \|u\|_{L^2(\partial \Omega)}^2)^{1/2}$ defines an equivalent norm on $H^1(\Omega)$. We refer to the optimal constant $c_F$ as the Friedrich constant of $\Omega$.
2.2. Preliminaries from neural network theory

Consider natural numbers $d, m, L, N_0, \ldots, N_L$ and let $\theta = ((A_1, b_1), \ldots, (A_L, b_L))$ be a tuple of matrix-vector pairs where $A_l \in \mathbb{R}^{N_l \times N_{l-1}}, b_l \in \mathbb{R}^{N_l}$ and $N_0 = d, N_L = m$. Every matrix vector pair $(A_l, b_l)$ induces an affine linear map $T_l: \mathbb{R}^{N_{l-1}} \to \mathbb{R}^{N_l}$. The neural network function with parameters $\theta$ and with respect to some activation function $\rho: \mathbb{R} \to \mathbb{R}$ is the function

$$u^\theta_{\rho}: \mathbb{R}^d \to \mathbb{R}^m, \quad x \mapsto T_L(\rho(T_{L-1}(\rho(\cdots \rho(T_1(x)))))).$$

We refer to the parametric family of functions $\mathcal{F}^\rho_{\Theta} := \{u^\theta_{\rho} \mid \theta \in \Theta\}$ as a $\rho$-network, where $\Theta$ denotes a family of parameters and drop the superscript $\rho$ from now on. If we have $f = u^\theta_{\rho}$ for some $\theta \in \Theta$ we say the function $f$ can be expressed by the neural network. We call $d$ the input and $m$ the output dimension, $L$ the depth and $W = \max_{l=0,\ldots,L} N_l$ the width of the neural network. We call a network shallow if it has depth 2 and deep otherwise. The number of parameters and the number of neurons of such a network is given by $\dim(\Theta)$ and $\sum_{l=0}^L N_l$. In the remainder, we restrict ourselves to the case $m = 1$ since we only consider real valued functions.

The rectified linear unit or ReLU activation function is defined via $x \mapsto \max\{0, x\}$ and we call networks with this particular activation function ReLU networks. The class of ReLU networks coincides with the class of continuous and piecewise linear functions, which yields the following result Arora et al. (2016); Dondl et al. (2021).

**Theorem 2 (Universal approximation with zero boundary values)** Consider an open set $\Omega \subseteq \mathbb{R}^d$ and $u \in W^{1,p}_0(\Omega)$ with $p \in [1, \infty)$. Then for all $\varepsilon > 0$ there exists $u_\varepsilon \in W^{1,p}_0(\Omega)$ that can be expressed by a ReLU network of depth $\lceil \log_2(d+1) \rceil + 1$ such that $\|u - u_\varepsilon\|_{W^{1,p}(\Omega)} \leq \varepsilon$.

The difference of this result to other universal approximation results Hornik (1991); Czarnecki et al. (2017) is the approximating neural network function are guaranteed to have zero boundary values. This is a special property of the ReLU activation function and implies the consistency of the boundary penalty method for arbitrary penalization strengths as we will see later. In order to quantify the error that is being made by the variational training of ReLU networks with boundary penalty, we use the following result from Gühring et al. (2019), where other results on approximation bounds in Sobolev spaces have been obtained in Gühring and Raslan (2020); Xu (2020); Siegel and Xu (2020a,b); Hon and Yang (2021); Duan et al. (2021b); De Ryck et al. (2021).

**Theorem 3 (Quantitative universal approximation)** Let $\Omega \subseteq \mathbb{R}^d$ be a bounded and open set with Lipschitz regular boundary, let $k \in (1, \infty)$, $p \in [1, \infty]$ and fix an arbitrary function $u \in W^{k,p}(\Omega)$. Then, for every $n \in \mathbb{N}$, there is a ReLU network $u_n$ with $\mathcal{O}(\log^2_2(n^{k/d}) \cdot n)$ many parameters and neurons such that

$$\|u - u_n\|_{W^{k,p}(\Omega)} \leq c(s) \cdot \|u\|_{W^{k,p}(\Omega)} \cdot n^{-(k-s)/d}$$

for every $s \in [0, 1]$.

3. Error estimates for the boundary penalty method

In this section we bound the distance of a function $v \in V$ to the solution $u^*$ of the variational problem in dependence of the approximation capabilities of the ansatz class $V$, the optimization quality and the penalization strength. We begin by stating a general curvature based bound which can be seen as a nonlinear version of Céa’s Lemma.
3.1. A Céa Lemma

The following proof of Céa’s Lemma is based on the curvature properties of a quadratic, coercive energy defined on a Hilbert space. Note that in the following proposition, $V$ does not need to be a vector space.

**Proposition 4 (Céa’s Lemma)** Let $X$ be a Hilbert space, $V \subseteq X$ any subset and $a : X \times X \to \mathbb{R}$ a symmetric, continuous and $\alpha$-coercive bilinear form. For $f \in X^*$ define the quadratic energy $E(u) := \frac{1}{2}a(u, u) - f(u)$ and denote its unique minimiser by $u^\ast$. Then for every $v \in V$ it holds that

$$||v - u^\ast||_X \leq \sqrt{\frac{2\delta}{\alpha} + \frac{1}{\alpha} \inf_{\tilde{v} \in V} ||\tilde{v} - u^\ast||^2_a},$$

where $\delta = E(v) - \inf_{\tilde{v} \in V} E(\tilde{v})$ and $||u||^2_a := a(u, u)$ is the norm induced by $a$.

**Proof** As $E$ is quadratic it can be exactly expanded using Taylor’s formula. Hence, for every $h \in X$ it holds that

$$E(u + h) = E(u^\ast) + \frac{1}{2}D^2E(u^\ast)(h, h) = E(u^\ast) + \frac{1}{2}a(h, h) = E(u^\ast) + \frac{1}{2}||h||^2_a,$$

where we used $DE(u^\ast) = 0$. Inserting $v - u^\ast$ for $h$ we obtain

$$E(v) - E(u^\ast) = \frac{1}{2}a(v - u^\ast, v - u^\ast) \geq \frac{\alpha}{2} ||v - u^\ast||^2_X.$$

On the other hand we compute

$$E(v) - E(u^\ast) = E(v) - \inf_{\tilde{v} \in V} E(\tilde{v}) + \inf_{\tilde{v} \in V} (E(\tilde{v}) - E(u^\ast))$$

$$= \delta + \frac{1}{2} \inf_{\tilde{v} \in V} ||\tilde{v} - u^\ast||^2_a.$$

Combining the two estimates and rearranging terms yields the assertion.

**Proposition 4** is all we need to derive error estimates for coercive problems with non-essential boundary conditions. We give an example.

**Corollary 5 (Neumann Problem)** Let $\Omega \subset \mathbb{R}^d$ be a bounded Lipschitz domain and let $f$ be a fixed member of $H^1(\Omega)^\ast$. Denote by $u \in H^1(\Omega)$ the weak solution to

$$-\Delta u + u = f \quad \text{in } H^1(\Omega)^\ast.$$

Let $\Theta$ be the parameter set of a neural network architecture such that $u_\theta \in H^1(\Omega)$ for every $\theta \in \Theta$. Then for every $\theta \in \Theta$ it holds

$$\|u_\theta - u\|_{H^1(\Omega)} \leq \sqrt{2\delta + \inf_{\eta \in \Theta} \|u_\eta - u\|^2_{H^1(\Omega)}}$$

where

$$\delta = \|u_\theta\|^2_{H^1(\Omega)} - f(u_\theta) - \inf_{\eta \in \Theta} \left[\|u_\eta\|^2_{H^1(\Omega)} - f(u_\eta)\].$$
Proof The bilinear form corresponding to the above Neumann problem is

\[ a : H^1(\Omega) \times H^1(\Omega) \to \mathbb{R}, \quad a(u, v) = \int_\Omega \nabla u \nabla v + uv \, dx \]

and therefore its coercivity constant is \( \alpha = 1 \) and the associated norm \( \| \cdot \|_a \) is the natural one on \( H^1(\Omega) \). Employing Proposition 4 yields the assertion.

Remark 6 Corollary 5 yields \( H^1(\Omega) \) convergence of the Deep Ritz Method provided the ansatz class possesses universal approximation properties with respect to the \( H^1(\Omega) \) norm. This is of course also a necessary requirement and fulfilled by a wide class of network architectures and activation functions, see Hornik (1991); Czarnecki et al. (2017) or for approximation rates Gühring et al. (2019). We stress that any (quantitative) universal approximation theorem for Sobolev topologies can be combined with the above result, such as Theorem 3 for ReLU neural networks.

Furthermore, the form of the differential equation in the above corollary can easily be generalized. One can for example consider general second order elliptic PDEs in divergence form with non-essential boundary conditions as long as these are coercive and can be derived from a minimization principle.

Remark 7 (Dimension Dependence and Adaptation to Smoothness) Assume the solution \( u \) to the Neumann problem is a member of \( H^k(\Omega) \) for some \( k > 1 \). Then applying the quantitative universal approximation Theorem 3 we estimate

\[ \| u_\theta - u \|_{H^1(\Omega)} \lesssim \sqrt{2\delta + c \cdot \| u \|_{H^k(\Omega)}^n (k-1)/d}, \]

where \( d \in \mathbb{N} \) is the spatial dimension. While this estimate is not dimension independent, it indicates how smoothness mitigates the deterioration of error decay rates for high dimensions. We see that the merit of neural networks to achieve approximation rates increasing with the smoothness of the target function carries over to the error decay in the deep Ritz method. In contrast, to achieve the approximation rate and an error decay rate of \( (k-1)/d \) with finite elements one needs to for example use \( P^{k-1} \) elements Ern and Guermond (2004), which complicates the ansatz class and therefore the approach.

Remark 8 [Practical Realization of Rates] There is a gap between the theory and the practice of neural network based methods for the solution of PDEs. Error decay rates, as predicted by our results cannot be observed in practice due to the difficulties of computing minima of non-convex functions. In practice, one observes moderate errors that don’t decrease beyond a certain accuracy when the numbers of the parameters of the neural network ansatz architecture are increased. We refer to Lee et al. (2021) and the references therein for a more detailed description of this phenomenon.

However, what one observes is that neural network based methods in general and the Deep Ritz Method in particular are well suited for problems in high spatial dimensions or a high dimensional parameter space. Practical evidence can already be found in the paper introducing the Deep Ritz Method, see E and Yu (2018) and further high dimensional examples – even of industrial scale – can be found in Hennigh et al. (2021). We propose to view our results as a qualitative explanation of these observations.
3.2. An error estimate for the boundary penalty method

The treatment of Dirichlet boundary conditions corresponds to a constrained optimization problem, as in standard neural network architectures zero boundary values cannot be directly encoded. We use the boundary penalty method as a way to enforce Dirichlet boundary conditions. For ease of presentation, we discuss our approach for the concrete equation

$$- \text{div}(A \nabla u) = f \quad \text{in } \Omega$$
$$u = 0 \quad \text{on } \partial \Omega,$$

where $A \in L^\infty(\Omega, \mathbb{R}^{d \times d})$ is a symmetric and elliptic coefficient matrix. The weak formulation of this equation gives rise to the bilinear form

$$a: H^1(\Omega) \times H^1(\Omega) \to \mathbb{R}, \quad a(u, v) = \int_{\Omega} A \nabla u \cdot \nabla v dx$$

and the energy

$$E: H^1(\Omega) \to \mathbb{R}, \quad E(u) = \frac{1}{2} a(u, u) - f(u)$$

where $f \in H^1(\Omega)^*$. Using the boundary penalty method as an approximation for (4) leads to the bilinear form

$$a_\lambda: H^1(\Omega) \times H^1(\Omega) \to \mathbb{R}, \quad a_\lambda(u, v) = \int_{\Omega} A \nabla u \nabla v dx + \lambda \int_{\partial \Omega} u v ds$$

for a penalty parameter $\lambda > 0$ and the energy

$$E_\lambda: H^1(\Omega) \to \mathbb{R}, \quad E_\lambda(u) = \frac{1}{2} a_\lambda(u, u) - f(u).$$

The central error estimation is collected in the following Theorem. Note that we require $H^2(\Omega)$ regularity of the solution to equation (4).

**Theorem 9** Let $\Omega \subset \mathbb{R}^d$ be a bounded domain with $C^{1,1}$ boundary, $f \in L^2(\Omega)$ and assume $A \in C^{0,1}(\Omega, \mathbb{R}^{d \times d})$ is symmetric, uniformly elliptic with ellipticity constant $\alpha > 0$. By $u^* \in H^1_0(\Omega)$ we denote the solution of (4) and by $u_\lambda$ the minimizer of the penalized energy $E_\lambda$ over $H^1(\Omega)$. Fix an arbitrary subset $V \subset H^1(\Omega)$ and denote the coercivity constants of $a_\lambda$ by $\alpha_\lambda > 0$ and set

$$\delta := E_\lambda(v) - \inf_{\tilde{v} \in V} E_\lambda(\tilde{v}).$$

Then there is a constant $c > 0$, only depending on $A$ and $\Omega$, such that for every $v \in V$ and $\lambda > 0$ it holds that

$$\|v - u^*\|_{H^1(\Omega)} \leq \sqrt{\frac{2\delta}{\alpha_\lambda} + \frac{1}{\alpha_\lambda} \inf_{\tilde{v} \in V} \|\tilde{v} - u_\lambda\|_{a_\lambda}^2 + c\lambda^{-1} \|f\|_{L^2(\Omega)},} \quad (5)$$

where $\|u\|_{a_\lambda}^2 := a_\lambda(u, u)$ is the norm induced by $a_\lambda$. Further, we can choose

$$c := c_F c_{\text{reg}} \sqrt{\|a_1\| \|T\|_{L(H^2(\Omega); H(\Omega))}},$$

where $T: H^2(\Omega) \to H^1(\Omega)$ maps a function $u$ to the $A$-harmonic extension of $\partial_A u$, $c_F$ denotes the Friedrich constant (see Proposition 1) and $c_{\text{reg}}$ is the operator norm of

$$(- \text{div}(A \nabla \cdot))^*: L^2(\Omega) \to H^2(\Omega) \cap H^1_0(\Omega).$$

3. here $\partial_A u = \nu \cdot A \nabla u$ and $\nu$ denotes the outer normal of $\Omega$.
The central idea of the proof consists of the error decomposition
\[ \|v - u^*\|_{H^1(\Omega)} \leq \|v - u_\lambda\|_{H^1(\Omega)} + \|u_\lambda - u^*\|_{H^1(\Omega)}. \]

The first error can be treated using Céa’s Lemma. Note that \(a_\lambda\) is in fact coercive on \(H^1(\Omega)\) which is a consequence of Friedrich’s inequality, see Proposition 1. For the second term one uses a Fourier series expansion in a Steklov basis. The latter is useful for weakly \(A\)-harmonic functions, hence we investigate the equation satisfied by \(v_\lambda := u^* - u_\lambda\). Due to the regularity assumption on \(\Omega\) and \(A\) we have \(\text{div}(A\nabla u^*) \in L^2(\Omega)\) and may integrate by parts to obtain for all \(\phi \in H^1(\Omega)\)
\[ \int_\Omega f\phi dx = - \int_\Omega \text{div}(A\nabla u^*)\phi dx = \int_\Omega A\nabla u^* \nabla \phi dx - \int_{\partial \Omega} \partial_A u^* \phi ds. \]  
(6)

Using the optimality condition of \(u_\lambda\) yields
\[ \int_\Omega (A\nabla u_\lambda) \cdot \nabla \phi dx + \lambda \int_{\partial \Omega} u_\lambda \phi ds = \int_\Omega f\phi dx \quad \forall \phi \in H^1(\Omega). \]

Subtracting these two equations we obtain that \(v_\lambda\) satisfies
\[ \int_\Omega (A\nabla v_\lambda) \cdot \nabla \phi dx + \int_{\partial \Omega} (\lambda v_\lambda - \partial_A u^*) \phi ds = 0 \quad \forall \phi \in H^1(\Omega). \]

This implies that \(v_\lambda\) is weakly \(A\)-harmonic, i.e.,
\[ \int_\Omega (A\nabla v_\lambda) \cdot \nabla \phi dx = 0 \quad \forall \phi \in H^1_0(\Omega), \]

We claim that there exists a basis \((e_j)_{j \in \mathbb{N}}\) of the space of weakly \(A\)-harmonic functions and that \(v_\lambda\) can be written in terms of this basis as
\[ v_\lambda = \frac{1}{\lambda} \sum_{j=0}^{\infty} c(\lambda)_j e_j \]  
(7)

for suitable coefficients \(c(\lambda)_j \in \mathbb{R}\). Further, we claim that this Fourier expansion leads to the estimate
\[ \|v_\lambda\|_{H^1(\Omega)} \leq \frac{c}{\lambda} \|f\|_{L^2(\Omega)}. \]  
(8)

with \(c\) as specified in the statement of the Theorem which finishes the proof. The remaining details are provided in the following Section.

We presented the proof in its above form to draw attention to its key elements and to discuss possible limitations and generalizations.

**Remark 10 (Limitations)** Our proof requires crucially the \(H^2(\Omega)\) regularity of the solution \(u^*\) to the Dirichlet problem. This is in contrast with the error estimates for non-essential boundary value problems that do not require additional regularity.

**Remark 11 (Generalizations)** The strategy of the proof of Theorem 9 holds for a broader class of elliptic zero boundary value problems. The essential requirement is that the bilinear form \(a\) of the differential operator is coercive on \(H^1_0(\Omega)\) and that \(a_\lambda\) is coercive on all of \(H^1(\Omega)\). Then, regularity of the solution \(u^*\) of the zero boundary value problem is required to identify the equation \(u^*\) satisfies when tested with functions in \(H^1(\Omega)\) and not only \(H^1_0(\Omega)\), see (6).
Remark 12 (Optimality of the rate $\lambda^{-1}$) We demonstrate that the rate
\[
\|u_\lambda - u^*\|_{H^1(\Omega)} \lesssim \lambda^{-1}
\]
can not in general be improved. To this end we consider the concrete example

\[a_\lambda: H^1(0,1)^2 \to \mathbb{R}, \quad (u,v) \mapsto \int_0^1 u'v'\,dx + \lambda(u(0)v(0) + u(1)v(1)).\]

The minimiser of $E_\lambda$ with $f \equiv 1$ solves the ODE
\[-u'' = 1 \quad \text{in } (0,1)\]
with Robin boundary conditions
\[-u'(0) + \lambda u(0) = 0 \\
u'(1) + \lambda u(1) = 0.
\]
Its solution is given by
\[u_\lambda(x) = -\frac{1}{2}x^2 + \frac{1}{2}x + \frac{1}{2\lambda}.\]

On the other hand the associated Dirichlet problem is solving the same ODE subject to $u(0) = u(1) = 0$ and has the solution
\[u^*(x) = -\frac{1}{2}x^2 + \frac{1}{2}x.\]
Consequently the difference $u_\lambda - u^*$ measured in $H^1(0,1)$ norm is precisely $\frac{1}{2\lambda}$.

3.2.1. A Solution Formula Based on Steklov Eigenfunctions

The Steklov theory yields the existence of an orthonormal eigenbasis of the space
\[\mathcal{H}(\Omega) := \{w \in H^1(\Omega) \mid a(w,v) = 0 \text{ for all } v \in H^1_0(\Omega)\},\]
of weakly $\alpha$-harmonic functions which we can use for a Fourier expansion of $v_\lambda$ in order to obtain the desired estimate. For a recent and more general discussion of Steklov theory we refer to Auchmuty (2012). The Steklov eigenvalue problem consists of finding $(\mu, w) \in \mathbb{R} \times H^1(\Omega)$ such that
\[a(w, \varphi) = \mu \int_{\partial \Omega} w\varphi\,ds \quad \text{for all } \varphi \in H^1(\Omega). \tag{9}\]
We call $\mu$ a Steklov eigenvalue and $w$ a corresponding Steklov eigenfunction.

Lemma 13 (Orthogonal Decomposition) We can decompose the space $H^1(\Omega)$ into
\[H^1(\Omega) = \mathcal{H}(\Omega) \oplus a_1 H^1_0(\Omega)\]
with the decomposition being $a_1$-orthogonal.

---

4. We write $\preceq$ and $\succeq$ if the inequality $\leq$ or $\geq$ holds up to a constant; if both $\preceq$ and $\succeq$ hold, we write $\sim$.
Proof By the definition of \( a_1 \) and \( H(\Omega) \) the two spaces are \( a_1 \) orthogonal. To see that it spans all of \( H^1(\Omega) \) let \( u \in H^1(\Omega) \) be given. Let \( u_a \) be the unique solution of \( a(u_a, \cdot) = 0 \) in \( H^1_0(\Omega)^* \) subject to \( \text{tr}(u_a) = \text{tr}(u) \). Then the decomposition is given as \( u = u_a + (u - u_a) = u_a + u^* \). □

Theorem 14 (Steklov spectral theorem) Let \( \Omega \subseteq \mathbb{R}^d \) be open and \( a \) be a positive semi-definite bilinear form on \( H^1(\Omega) \) and \( H(\Omega) \rightarrow L^2(\partial\Omega) \) be compact. Then there exists a non decreasing sequence \( (\mu_j)_{j \in \mathbb{N}} \subseteq [0, \infty) \) with \( \mu_j \rightarrow \infty \) and a sequence \( (e_j)_{j \in \mathbb{N}} \subseteq H(\Omega) \) such that \( \mu_j \) is a Steklov eigenvalue with eigenfunction \( e_j \). Further, \( (e_j)_{j \in \mathbb{N}} \) is a complete orthonormal system in \( H(\Omega) \) with respect to \( a_1 \).

Proof This can be derived from the spectral theory for compact operators as for example described in (Dobrowolski, 2010, Section 8.10). In the notation of Dobrowolski (2010), set \( X = H(\Omega) \) with inner product \( a_1 \) and let \( Y = L^2(\partial\Omega) \) equipped with its natural inner product. Then this yields a divergent sequence \( 0 < \tilde{\mu}_1 \leq \tilde{\mu}_2 \leq \ldots \) growing to \( \infty \) and \( (e_j)_{j \in \mathbb{N}} \subseteq H(\Omega) \) with \( a_1(e_i, e_j) = \delta_{ij} \) and

\[
a_1(e_j, w) = \tilde{\mu}_j \int_{\partial\Omega} e_j w ds \quad \text{for all } w \in H(\Omega). \tag{10}
\]

For \( \varphi \in H^1(\Omega) \), let \( \varphi = \varphi_a + \varphi_0 \) be the orthogonal decomposition of the preceding lemma and compute

\[
a_1(e_j, \varphi) = a_1(e_j, \varphi_0) + a_1(e_j, \varphi_a) = a_1(e_j, \varphi_a) = \tilde{\mu}_j \int_{\partial\Omega} e_j \varphi_a ds = \tilde{\mu}_j \int_{\partial\Omega} e_j \varphi ds.
\]

Using the definition of \( a_1 \) we obtain

\[
a(e_j, \varphi) = (\tilde{\mu}_j - 1) \int_{\partial\Omega} e_j \varphi ds \quad \text{for all } \varphi \in H^1(\Omega).
\]

Setting \( \mu_j := \tilde{\mu}_j - 1 \) and noting that the above equality implies \( \mu_j \geq 0 \) concludes the proof. □

As a direct consequence we obtain the following representation formula.

Corollary 15 (Fourier expansion in the Steklov eigenbasis) Let \( w \in H(\Omega) \). Then we have

\[
w = \sum_{j=0}^{\infty} c_j e_j,
\]

where

\[
c_j = (1 + \mu_j) \int_{\partial\Omega} w e_j ds. \tag{11}
\]

Proof Using that \( e_j \) is a Steklov eigenvector, we can compute the Fourier coefficients

\[
c_j = a_1(w, e_j) = a(w, e_j) + \int_{\partial\Omega} w e_j ds = (1 + \mu_j) \int_{\partial\Omega} w e_j ds.
\]
Lemma 16 (Solution formula) Let \( v_\lambda \in H^1(\Omega) \) be the unique solution of
\[
a(v_\lambda, \varphi) + \int_{\partial\Omega} (\lambda v_\lambda - \partial_A u^*) \varphi \, ds = 0 \quad \text{for all } \varphi \in H^1(\Omega).
\] (12)

Then we have
\[
v_\lambda = \frac{1}{\lambda} \sum_{j=0}^{\infty} c(\lambda) j e_j,
\]
where
\[
c(\lambda) j = \frac{1 + \mu_j}{1 + \frac{\mu_j}{\lambda}} \cdot \int_{\partial\Omega} (\partial_A u^*) e_j ds.
\]

Proof Note that \( v_\lambda \) is weakly harmonic and hence, we can apply the previous corollary to compute the Fourier coefficients of \( v_\lambda \). Using that \( v_\lambda \) solves (12) and that \( e_j \) is a Steklov eigenfunction we compute
\[
\int_{\partial\Omega} v_\lambda e_j ds = \frac{1}{\lambda} \int_{\partial\Omega} (\partial_A u^*) e_j ds - \frac{1}{\lambda} a(v_\lambda, e_j) = \frac{1}{\lambda} \int_{\partial\Omega} (\partial_A u^*) e_j ds - \frac{\mu_j}{\lambda} \int_{\partial\Omega} v_\lambda e_j ds.
\]
Rearranging this yields the following equation which completes the proof
\[
\int_{\partial\Omega} v_\lambda e_j ds = \frac{1}{\lambda} \left( 1 + \frac{\mu_j}{\lambda} \right) \int_{\partial\Omega} (\partial_A u^*) e_j ds.
\]

3.2.2. Completing the Proof of Theorem 9

We use the explicit solution formula from Lemma 16 for \( v_\lambda = u^* - u_\lambda \) to provide the missing claims in the proof of Theorem 9.

Proof [Completing the Proof of Theorem 9] We have already convinced ourselves that \( v_\lambda := u_\lambda - u^* \) indeed solves (12). By the means of Lemma 16 it suffices to bound
\[
\left\| \sum_{j=0}^{\infty} c(\lambda) j e_j \right\|_{H^1(\Omega)}
\]
independently of \( \lambda > 0 \). Let us denote the \( A \)-harmonic extension of \( \partial_A u^* \) with \( w \), we obtain
\[
c(\lambda) j^2 \leq (1 + \mu_j)^2 \left( \int_{\partial\Omega} (\partial_A u^*) e_j ds \right)^2 = a_1(w, e_j)^2.
\]
Now we can estimate
\[
\sum_{j=0}^{\infty} (1 + \mu_j)^2 \left( \int_{\partial\Omega} (\partial_A u^*) e_j ds \right)^2 = \sum_{j=0}^{\infty} a_1(w, e_j)^2 = a_1(w, w)
\]
\[
\leq \| a_1 \| \| w \|_{H^1(\Omega)}^2
\]
\[
\leq \| a_1 \| \| u^* \|_{H^2(\Omega)}^2 \| T \|_{L(H^2(\Omega); H^1(\Omega))}^2
\]
\[
\leq \| a_1 \| c_{reg} \| f \|_{L^2(\Omega)}^2 \| T \|_{L(H^2(\Omega); H^1(\Omega))}^2,
\]
where $T : H^2 \rightarrow H^1$ is the mapping that assigns a function $u$ the harmonic extension of $\partial_A u$. Consequently, we obtain by Parseval’s identity

$$\|v_{\lambda}\|_{H^1(\Omega)} \leq c_F \|v_{\lambda}\|_{a_1} = \frac{c_F}{\lambda} \left( \sum_{j=1}^{\infty} c(\lambda) f_{j}^2 \right) \leq \frac{c_F}{\lambda} \sqrt{\|a_1\| \|f\|_{L^2(\Omega)} \|T\|_{L(H^2(\Omega),H^1(\Omega))}}$$

which finishes the proof.

### 3.3. Estimates under lower regularity of the right-hand side

If $f \notin L^2(\Omega)$, Theorem 9 cannot be applied as the estimation of the term $\|u_{\lambda} - u^*\|_{H^1(\Omega)}$ requires that $u^*$ is a member of $H^2(\Omega)$. The next Lemma shows that at the expense of a worse rate and norm, we can still estimate this term for distributional right-hand sides $f \in H^1(\Omega)^*$. 

**Lemma 17** Let $\Omega \subset \mathbb{R}^d$ be a bounded domain with $C^{1,1}$ boundary, assume that $A \in C^{0,1}(\Omega, \mathbb{R}^{d \times d})$ is symmetric and uniformly elliptic, $f \in H^1(\Omega)^*$ and let $u^*$ and $u_{\lambda}$ be as in Theorem 9. Then it holds

$$\|u_{\lambda} - u^*\|_{L^2(\Omega)} \leq c \cdot \|f\|_{H^1(\Omega)^*} \lambda^{-1/2}.$$

**Proof** We set $v_{\lambda} = u_{\lambda} - u^*$ and denote by $w \in H^1_0(\Omega)$ the solution to the equation $-\text{div}(A \nabla w) = v_{\lambda}$ in $H^1_0(\Omega)^*$. Then, by our assumptions on $\Omega$ and $A$, the function $w$ is a member of $H^2(\Omega)$. This yields upon integration by parts and the fact that $v_{\lambda}$ is weakly $A$-harmonic that it holds

$$\|v_{\lambda}\|_{L^2(\Omega)} = \int_{\Omega} A \nabla w \cdot \nabla v_{\lambda} dx - \int_{\partial \Omega} \partial_A w v_{\lambda} ds = -\int_{\partial \Omega} \partial_A w u_{\lambda} ds \leq c \|w\|_{H^2(\Omega)} \|u_{\lambda}\|_{L^2(\partial \Omega)} \leq c \|v_{\lambda}\|_{L^2(\Omega)} \|u_{\lambda}\|_{L^2(\partial \Omega)}.$$

It remains to estimate $\|u_{\lambda}\|_{L^2(\partial \Omega)}$. Note that $u_{\lambda}$ satisfies

$$0 = \int_{\Omega} A \nabla u_{\lambda} \cdot \nabla u_{\lambda} dx + \lambda \int_{\partial \Omega} u_{\lambda}^2 ds - f(u_{\lambda}).$$

We get after rearranging and using Young’s inequality

$$\|u_{\lambda}\|_{L^2(\partial \Omega)}^2 = \frac{2}{\lambda} \left( f(u_{\lambda}) - \left( \int_{\Omega} A \nabla u_{\lambda} \cdot \nabla u_{\lambda} dx + \frac{\lambda}{2} \|u_{\lambda}\|_{L^2(\partial \Omega)} \right) \right) \leq \frac{2}{\lambda} \left( \|f\|_{H^1(\Omega)^*} \|u_{\lambda}\|_{H^1(\Omega)} - \alpha_{\lambda/2} \|u_{\lambda}\|_{H^1(\Omega)}^2 \right) \leq \frac{\|f\|_{H^1(\Omega)^*}^2}{2 \alpha_{\lambda/2}},$$

which completes the proof.
4. Penalization strength and error decay

We have seen that the distance of an ansatz function can be bounded in terms of the optimization error, the approximation power of the ansatz class and the penalization strength. In this section we discuss the trade off of choosing the penalization strength $\lambda$ too large or too small and discuss the implications of different scalings of $\lambda$ in dependency of the approximation capabilities of the ansatz classes. We combine our general discussion with Theorem 3 to obtain Theorem 19, however, our discussion can be combined with any result guaranteeing approximation rates of a sequence of ansatz classes.

We consider a sequence $(V_n)_{n \in \mathbb{N}} \subseteq H^1(\Omega)$ of ansatz classes and penalization strengths $\lambda_n \sim n^\sigma$. Further, we denote the minimizers of the energies $E_{\lambda_n}$ over $V_n$ by $v_n^* \in V_n$. It is our goal to choose $\sigma \in \mathbb{R}$ in such a way that the upper bound of $\|v_n^* - u^*\|_{H^1(\Omega)}$ in (5) decays with the fastest possible rate. Neglecting constants, the bound evaluates to

$$
\|v_n^* - u^*\|_{H^1(\Omega)} \lesssim \sqrt{\frac{1}{\alpha_{\lambda_n}} \inf_{v \in V_n} \|v - u_{\lambda_n}\|^2_{a_{\lambda_n}} + \lambda_n^{-1}}. \tag{13}
$$

We can assume without loss of generality that $\sigma > 0$ and hence $\lambda_n \geq 1$, because otherwise the upper bound will not decreas to zero. Note that in this case we have $\alpha_{\lambda_n} \geq \alpha_1 > 0$ and hence the we obtain

$$
\|v_n^* - u^*\|_{H^1(\Omega)} \lesssim \sqrt{\inf_{v \in V_n} \left( \|\nabla(v - u_{\lambda_n})\|^2_{L^2(\Omega)} + n^{\sigma} \|v - u_{\lambda_n}\|^2_{L^2(\partial\Omega)} \right)} + n^{-\sigma}. \tag{14}
$$

Here, the trade off in choosing $\sigma$ and therefore $\lambda_n$ too large or small is evident. We discuss the implications of this upper bound in three different scenarios.

Approximation rates with zero boundary values Consider the case where there is an element $v_n \in V_n \cap H^1_0(\Omega)$ such that

$$
\|v_n - u^*\|_{H^1(\Omega)} \lesssim n^{-\sigma}.
$$

Using the Euler-Lagrange equations $a_{\lambda}(u_{\lambda}, \cdot) = f(\cdot)$ and $a(u^*, \cdot) = f(\cdot)$ we can estimate

$$
\frac{1}{2} \inf_{v \in V_n} \|v - u_{\lambda}\|^2_{a_{\lambda}} = \inf_{v \in V_n} \frac{1}{2} (E_{\lambda}(v) - E_{\lambda}(u_{\lambda})) \leq \inf_{v \in V_n \cap H^1_0(\Omega)} (E_{\lambda}(v) - E(u_{\lambda})) \leq \inf_{v \in V_n \cap H^1_0(\Omega)} (E(v) - E(u^*)) = \frac{1}{2} \inf_{v \in V_n \cap H^1_0(\Omega)} \|v - u^*\|^2_{a} \lesssim n^{-2\sigma}
$$

independently of $\lambda$. Hence, the estimate (13) yields

$$
\|v_n^* - u^*\|_{H^1(\Omega)} \lesssim \sqrt{n^{-2\sigma}} + \lambda_n^{-1} \lesssim n^{-\sigma},
$$

whenever $\lambda_n \lesssim n^{\sigma}$. Note that in this case, no trade off in $\lambda$ exists and the approximation rate with zero boundary values can always be achieve up to optimization. However, the curvature $\alpha_{\lambda_n}$ of $E_{\lambda_n}$ increases with $\lambda_n$. Thus, it seems reasonable to choose $\lambda_n$ as small as possible, i.e., $\lambda_n \sim n^{\sigma}$. Approximation rates with zero boundary values have not been established so far for neural networks to the best of our knowledge.
Approximation error of \( u_\lambda \) independent of \( \lambda \)  

Now, we consider the case, without an approximation rate with exact zero boundary values, but where the sequence \((V_n)_{n \in \mathbb{N}}\) of ansatz classes admits approximation rates in both \( H^1(\Omega) \) and \( L^2(\partial \Omega) \). More precisely, we assume that there are real numbers \( s \geq r > 0 \) such that for every (sufficiently big) \( \lambda \) and every \( n \in \mathbb{N} \) there is an element \( v_n \in V_n \) satisfying

\[
\|v_n - u_\lambda\|_{H^1(\Omega)} \leq cn^{-r} \quad \text{and} \quad \|v_n - u_\lambda\|_{L^2(\partial \Omega)} \leq cn^{-s},
\]

for some \( c > 0 \) independent on \( \lambda \). Then the estimate in (14) yields

\[
\|v^*_n - u^*\|_{H^1(\Omega)} \lesssim \sqrt{n^{-2r} + n^{s-2s} + n^{-\sigma}}.
\]

The resulting rate of decay of the upper bound of the error is then

\[
\rho(\sigma) = \min \left( \frac{1}{2} \min(2r, 2s - \sigma), \sigma \right) = \min \left( r, s - \frac{\sigma}{2}, \sigma \right)
\]

which is maximised at \( \sigma^* = 2s/3 \) with a value of

\[
\rho^* = \min \left( \frac{2}{3}s, r \right).
\]

In this case, the upper bound does not necessarily decay at the same rate as the approximation error, which decays with rate \( r \). Note that because \( H^1(\Omega) \) embeds into \( L^2(\partial \Omega) \) we can assume without loss of generality that \( s \geq r \).

We made the assumption that the approximation rates of \( r \) and \( s \) holds with the same constant independently of \( \lambda \). This is for example the case, if the solutions \( u_\lambda \) are uniformly in \( \lambda \) bounded in \( H^s(\Omega) \) for some \( s > 1 \).

Approximation rates for \( u^* \)  

Now we want to discuss the case, where we weaken the approximation assumption from above, which is uniformly in \( \lambda \). More precisely, we assume that there is a constant \( c > 0 \) and elements \( v_n \in V_n \) satisfying

\[
\|v_n - u_\lambda\|_{H^1(\Omega)} \leq cn^{-r} \quad \text{and} \quad \|v_n - u_\lambda\|_{L^2(\partial \Omega)} \leq cn^{-s}.
\]

By (8) (or equivalently Theorem 9 with \( V = H^1(\Omega) \) and \( v = u_\lambda \)) and the triangle inequality we have

\[
\|v_n - u_\lambda\|_{H^1(\Omega)} \leq \|v_n - u^*\|_{H^1(\Omega)} + \|u^* - u_\lambda\|_{H^1(\Omega)} \leq cn^{-r} + c'n^{-\sigma} \leq \tilde{c}n^{-\tilde{r}}
\]

and similarly

\[
\|v_n - u_\lambda\|_{L^2(\partial \Omega)} \leq cn^{-s} + c'n^{-\sigma} \leq \tilde{c}n^{-\tilde{s}},
\]

where \( \tilde{r} = \min(r, \sigma) \) and \( \tilde{s} = \min(s, \sigma) \). Hence, we have reduced this case to the previous case and find that the right hand side of (14) decays at a rate of

\[
\rho(\sigma) = \min(\min(r, \sigma), \min(s, \sigma) - \sigma/2, \sigma) = \min(r, \min(s, \sigma) - \sigma/2)
\]

\[
= \min(r, \min(s - \sigma/2, \sigma/2)) = \min(r, s - \sigma/2, \sigma/2).
\]

This function is maximized at \( \sigma^* = s \) with a value of \( \rho^* = \min(s/2, r) \). Like before, we can without loss of generality assume that \( s \geq r \).
Theorem 19 (Rates for NN training with boundary penalty) Let $\Omega \subset \mathbb{R}^d$ be a bounded domain with $C^{r+1,1}$ boundary for some $r \in \mathbb{N}$, $f \in H^r(\Omega)$ and assume $A \in C^{r,1}(\Omega, \mathbb{R}^{d \times d})$ is symmetric, uniformly elliptic with ellipticity constant $\alpha > 0$ and denote the solution to (4) by $u^* \in H^1_0(\Omega)$. For every $n \in \mathbb{N}$, there is a ReLU network with parameter space $\Theta_n$ of dimension $\mathcal{O}(\log^2(n^{(r+2)/d}) \cdot n)$ such that if $\lambda_n \sim n^\sigma$ for $\sigma = \frac{2r+3}{2d}$ one has for any $\rho < \frac{2r+3}{4d}$ that
\[
\|u_{\theta_n} - u^*\|_{H^1(\Omega)} \lesssim \sqrt{\delta_n + n^{-2\rho} + n^{-\rho}} \quad \text{for all } \theta_n \in \Theta_n,
\]
where $\delta_n = E_{\lambda_n}(u_{\theta_n}) - \inf_{\tilde{\theta} \in \Theta_n} E_{\lambda_n}(u_{\tilde{\theta}})$.

Proof For $\varepsilon > 0$ it holds that $H^{1/2+\varepsilon}(\Omega) \hookrightarrow L^2(\partial \Omega)$. Thus, Theorem 3 guarantees the existence of $u_{\theta_n}$ with $\theta_n \in \Theta_n$ and the claimed number of parameters such that $\|u_{\theta_n} - u^*\|_{H^1(\Omega)} \lesssim n^{-(r+1)/d} = n^{-\tilde{r}}$ and
\[
\|u_{\theta_n} - u^*\|_{L^2(\partial \Omega)} \lesssim \|u_{\theta_n} - u^*\|_{H^{1/2+\varepsilon}(\Omega)} \lesssim n^{-(r+2-(1/2+\varepsilon))/d} = n^{-\tilde{s}},
\]
where $\tilde{s} = (2r + 3 - 2\varepsilon)/(2d)$. By (16), the estimate (17) holds for
\[
\rho = \min(\tilde{r}, \tilde{s} - \sigma/2, \sigma/2) = \min\left(\frac{r+1}{d}, \frac{2r+3-4\varepsilon}{4d}, \frac{2r+3}{4d}\right) = \frac{2r+3-4\varepsilon}{4d}.
\]

Remark 20 (Adaptation to Smoothness) The discussion from Remark 7 carries over to the case of Dirichlet boundary values and boundary penalties, i.e., the error of the deep Ritz method decays at a rate increasing with the smoothness of the problem. This fact can be especially useful in high spatial dimensions, which is consistent with the empirical findings that the deep Ritz method can be effective in the numerical solution of high dimensional problems E and Yu (2018). Note that also finite element methods can achieve rates increasing with the smoothness of data, however they require the delicate construction of higher order elements.

Remark 21 (Combination with different approximation results) We focus on the ReLU activation in this section, whereas in practice often other architectures and activation functions are used, see E and Yu (2018); Hennigh et al. (2021). However, our results from Section 3 can handle arbitrary function classes and hence reduce the computation of error estimates to the computation of approximation bounds. Therefore, they can be combined with other approximation results for neural networks in Sobolev norm including the works of Gühring and Raslan (2020); Xu (2020); Siegel and Xu (2020a); Hon and Yang (2021); Duan et al. (2021a); De Ryck et al. (2021).
Remark 22 (The boundary penalty method for FEM) The boundary penalty method has been applied in the context of finite element approximations Babuška (1973) and studied in terms of its convergence rates in Babuška (1973); Shi (1984); Barrett and Elliott (1986). The idea of the finite element approach is analogous to the idea of using neural networks for the approximate solution of variational problems. However, one constructs a nested sequence of finite dimensional vector spaces $V_h \subseteq H^1(\Omega)$ arising from some triangulation of fineness $h > 0$ and computes the minimiser $u_h$ of the penalized energy $E_\lambda$ over $V_h$. Choosing a suitable triangulation and piecewise affine linear elements and setting $\lambda \sim h^{-1}$ one obtains the error estimate

$$\|u_h - u^*\|_{H^1(\Omega)} \lesssim h,$$

see Shi (1984). At the core of those estimates lies a linear version of Céa’s Lemma, which already incorporates boundary values. However, the proof of this lemma heavily relies on the fact that the class of ansatz functions is linear and that its minimizer solves a linear equation. This is not the case for non linear function classes like neural networks. Therefore, our estimates require a different strategy. However, the optimal rate of convergence for the boundary penalty method with finite elements can be deduced from our results. In fact, one can choose a suitable triangulation and an operator $r_h : H^2(\Omega) \to V_h$ such that

$$\|r_h u - u\|_{H^1(\Omega)} \lesssim h \|u\|_{H^2(\Omega)},$$

where the approximating functions $u_h$ have zero boundary values as they arise from interpolation. By the general discussion from above for the ansatz classes with approximation rates with exact zero boundary values, choosing $\lambda \gtrsim h^{-1}$ yields an error bound decaying like the approximation error $\|u_h - u^*\|_{H^1(\Omega)} \lesssim h$.
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Appendix A. Universal approximation in Sobolev Topology

Theorem 3 is a restatement of the main result in Gühring et al. (2019). Since this formulation is not present in Gühring et al. (2019), we provide a short proof of it, which explains how it can be deduced from the results in Gühring et al. (2019).

**Theorem 3 (Quantitative universal approximation)** Let $\Omega \subseteq \mathbb{R}^d$ be a bounded and open set with Lipschitz regular boundary, let $k \in (1, \infty)$, $p \in [1, \infty]$ and fix an arbitrary function $u \in W^{k,p}(\Omega)$. Then, for every $n \in \mathbb{N}$, there is a ReLU network $u_n$ with $O(\log(2^{\frac{2}{k/d}} \cdot n))$ many parameters and neurons such that
\[
\|u - u_n\|_{W^{s,p}(\Omega)} \leq c(s) \cdot \|u\|_{W^{k,p}(\Omega)} \cdot n^{-(k-s)/d}
\]
for every $s \in [0, 1]$.

**Proof** The approximation results in Gühring et al. (2019) are stated for functions with the unit cube $[0, 1]^d$ as a domain. However, by scaling and possibly extending functions to the whole of $\mathbb{R}^d$ this implies analogue results for functions defined on bounded Sobolev extension domains $\Omega$.

We examine the proof of Gühring et al. (2019) in order to see that the approximating network architectures do not depend on $s$. Let us fix a function $u \in W^{k,p}([0, 1]^d)$. In their notation, for $M \in \mathbb{N}$, there are functions $(\phi_m)_{m=1, \ldots, M^d}$ and polynomials $(p_m)_{m=1, \ldots, M^d}$, such that
\[
\|u - \sum \phi_m p_m\|_{W^{s,p}([0, 1]^d)} \lesssim \|u\|_{W^{k,p}([0, 1]^d)} \cdot M^{-(k-s)}
\]
and a ReLU network function $u_M$ with $N \lesssim M^d \log(M^k)$ parameters such that
\[
\|\sum \phi_m p_m - u_M\|_{W^{s,p}([0, 1]^d)} \leq c(s)\|u\|_{W^{k,p}(\Omega)} \cdot M^{-(k-s)}.
\]

This follows from the Lemma C.3, C.4 and Lemma C.6 in Gühring et al. (2019) with $\varepsilon = M^{-k}$. Note that the functions and networks provided by those lemmata do not depend on $s$, which is evident as the estimates are first shown for $s = 0, 1$ and then generalised through interpolation.

Now, by the triangle inequality, we have
\[
\|u - u_M\|_{W^{s,p}([0, 1]^d)} \leq \tilde{c}(s)\|u\|_{W^{k,p}([0, 1]^d)} \cdot M^{-(k-s)}.
\]

5. or more generally, that $\Omega$ is a Sobolev extension domain.
Now the claim follows by choosing $M \sim n^{1/d}$. The additional square of the logarithm appears since they are considering networks with skip connections and those are then expressed as networks without skip connections, see also Corollary 4.2 in Gühring et al. (2019). \hfill \blacksquare