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Abstract—Sweep coverage is to realize the periodic coverage of targets by planning the periodic sweeping paths of mobile sensors. It is difficult for sensors to reduce energy consumption by reducing the moving distances. Therefore, charging technology is the best way to extend the lifetime of the sweep coverage network. This paper studies the sweep coverage of rechargeable sensors: the sensors are rechargeable, constantly sweep between the target points and the charging stations not only to meet the periodic coverage requirement of the target points, but also need to return to the charging stations during the charging period to avoid running out of energy. This paper proposes the general definition of Chargeable Sweep Coverage (CSC) problem for the first time, and studies the complexity of the CSC problem by analyzing CSC problems under different constraints, and then proposes two kinds of CSC problems under special constraints: 1) The sensors need to return to their original charging stations for charging; 2) The sensors can go to different charging stations for charging, and the number of charging stations is 2. Both of these problems are NP-hard. In this paper, these two problems are modeled as the maximum set coverage problem, and the approximation algorithms are obtained by reducing the number of candidate paths to polynomials. The validity and scalability of the proposed algorithms is proved by theoretical proof and experimental simulation.
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I. INTRODUCTION

Based on the wide application of mobile sensors in wireless sensor networks (WSNs), sweep coverage has become a hot issue in current research. The sweep coverage problem can be applied to scenarios where the targets do not need long-term coverage, but only need periodic coverage, such as the periodic patrol of the security system, the periodic collection of information, and so on. In addition, the models for the sweep coverage problem can also be used in the applications in the emerging mobile crowd sensing\cite{25}, \cite{16}. Considering that the energy consumption of moving is far greater than the energy consumption of sensing and communication, mobile sensors would consume a lot of energy in sweep coverage. And sensors have limited energy, which leads to the lifetime of the sweep coverage network shorter. How to extend the lifetime of sweep coverage network is an important issue. In recent years, the charging technology has gradually matured and the cost has been reduced, so wireless charging and solar charging technologies have been gradually introduced into WSNs. Solar charging is generally used as a supplementary energy due to unstability affected by the weather and location. And wireless charging has the risk of electromagnetic exposure that leads to a small coverage area and requires short-distance charging. However, wireless charging is very suitable for sweep coverage networks, because the mobile sensors can move to the charging stations for short-distance charging. At present, there are only few studies considering the charging in the sweep coverage problem\cite{12}, \cite{9}.

This paper mainly studies the Chargeable Sweep Coverage (CSC) problem. Each sensor travels periodically on the target area. It not only needs to meet the periodic coverage requirements of the target point, but also needs to meet its charging requirements. That is, each sensor needs to pass through at least one charging station in every charging period $T_c$, and at the same time makes the target covered by at least one sensor in every sweep period $T_s$. This charging model can be used in all application scenarios of sweep coverage, and greatly improves the autonomy of the sensor network and its network lifetime.

This paper first proposes the definition of the chargeable sweep coverage (CSC) problem and two CSC problem under special constraints. These two special constraints are: when the sensors must return to the original charging stations for charging, and when the sensors can go to any charging stations for charging but the number of charging stations is 2. We prove that these two CSC problem under special constraints are is Non-deterministic Polynomial hard (NP-hard). Then, two approximation algorithms for the two CSC under special constraints are given. The main contributions are as follows:

1) We put forward the general chargeable sweep coverage problem and the chargeable sweep coverage problem under two special constraints, which prove that these three problems are NP-hard.

2) Under the constraint that the sensors must return to the original charging stations to charge, when $T_s \geq T_c$, an approximation algorithm with an approximation ratio of about $\frac{2}{5}$ is proposed; when $T_s > T_c$, the approximation ratio is related to $\bar{Q} = T_s/T_c$, then an approximation algorithm with the approximation ratio interval $[\frac{1}{5}, \frac{3}{10}]$ is proposed.

3) Under the constraint that the sensors can go to any charging stations to charge and the number of charging stations is 2, when $T_s \geq T_c$, an approximation algorithm with an approximation ratio of about $\frac{1}{3}$ is proposed; when $T_s > T_c$, the approximation ratio is related to $\bar{Q} = T_s/T_c$, an approximation algorithm with the approximation ratio interval $[\frac{1}{5}, \frac{3}{10}]$ is proposed.

The rest of this paper is organized as follows. Section II gives the related works. Section III gives the system model of the CSC problem, the problem description, and studies the difficulty of the CSC problem by the related work studied. Two CSC problems under special constrains are also proposed. Section IV gives an approximation algorithm for the CSC problem when the sensors must return to the original charging stations. Section V gives an approximation algorithm for the
CSC problem when the sensors can go to any charging stations to charge but the number of charging stations is 2. Section ?? performs simulation experiments. Section VI is the conclusion of this paper.

II. RELATED WORKS

There are three optimization objectives for sweep coverage problem, including maximum coverage quality, minimum number of sensors, and minimum sweep period. Most of recent works are focus on the minimum number of sensors and the minimum sweep period.

The minimum sensor sweep coverage (MSSC) problem to find the minimum number of sensors to periodically cover all the target points distributed on the plane is first proposed by Cheng et al.[6], in which the velocities of sensors are the same, and so are the sweep periods of targets. The problem was proved to be NP-hard through reducing the travelling salesmen problem (TSP) to it and it is proved there did not exist effective local algorithms or an approximation algorithm with an approximation ratio 2. Gorain et al. [15] then proposed 3-approximation algorithms to solve the MSSC problem. So far, this is still the approximation algorithm for the MSSC problem with the best approximation ratio. It is proved that when the velocities are different, the approximation algorithm with constant approximation ratio does not exist. When the target points have different sweep periods, An approximation algorithm with an approximation ratio of $O(\log n)$ was proposed for the MSSC problem, where $\rho$ is the ratio of the maximum sweep period to the minimum sweep period of the targets. The area sweep coverage problem and the fence sweep coverage problem are also NP-hard. The area sweep coverage problem has an approximation algorithm with an approximation ratio of $(2 + \frac{2}{m\log\epsilon})$[13], the fence sweep coverage problem has a 2-approximation algorithm[14].

Pasqualetti et al. [19] began to study the minimum period sweep coverage (MPSC) problem. The scenarios include curves, trees, and cyclic graphs. When the target points are on the curve, the optimal algorithm with a time complexity of $O(n\log(\epsilon^{-1}))$ can be obtained; when the target points are on the acyclic graph (tree) and the number of sensors is constant, the polynomial-time optimal algorithm can be obtained; when the target points are on the cyclic graph, an 8-approximation algorithm can be obtained. Collins et al. [7] extended the MPSC problem to segment fences. Gao et al. studied the MPSC problem when the target points are distributed on a two-dimensional plane, and proposed a 5-approximation algorithm for the case when sensors were scheduled by separation strategy[8], and 4-approximation algorithm for the case when the sensors were under cooperative strategy[9]. The MPSC problem where the target is a graph is also studied[8], that is, the target includes the vertices of the graph and the edges between the vertices. Different from the paper[8], the paper [19] needs to periodically cover the vertices in the graph, while the edges in the graph (trees and cyclic graphs) only constrain the movement path of sensors.

Besides, Zhao et al. [29], [28] considered the constraint of data transmission delay, and proposed two heuristic algorithms to solve the dual delay constrained minimum velocity problem (DDC-MVS) when the data transmission delay and the sweep period are inconsistent. Chen et al. [5] shortened the movement trajectory of the sensor considering the influence of the coverage radius of the sensor. Yu et al. [27] considered the robustness of coverage and proposed the $k$-sweep coverage problem.

One of major challenges of wireless sensor networks is because of their limited energy. Gorain et al. [11] considered the difference in energy consumption between static sensors and dynamic sensors, and proposed two questions, one is the sweep coverage problem of minimizing energy consumption, and the other is the sweep coverage problem of the minimum sensor with limited energy, and give the 2-approximation algorithm and the $5 + \frac{2}{\epsilon}$-approximation algorithm respectively. In recent years, due to the development of charging technology, sensors with rechargeable battery have also begun to be widely used in various fields. There are currently two main charging methods, one is solar-powered[21], [22], [23], [24], and the other is mobile charging[24], [12], [9]. The paper [24] measures the pros and cons of the two charging methods, and proposes a hybrid framework to achieve the coverage quality and energy balance. The paper [21], [23] considers the imbalance of sensor energy consumption, adjusts the sleep strategy, and uses solar charging to achieve coverage quality and extend network timelife. The paper [22] considers the directionality of wireless charging, and minimizes the energy consumption of the charging nodes while satisfying coverage quality.

Due to the continuous movement of the mobile sensors in the sweep coverage network, mobile charging technology is more suitable to use to solve the challenge of limited energy. Gorain et al. [12] first introduced a mobile sensor with charging capability into the sweep coverage problem, and proposed the energy-constrained fence sweep coverage problem. The mobile sensor needs to return to the base station for charging every charging period $T$, and realize the $t$-sweep coverage of the fence, $t \neq T$. Although it is impossible to prove its difficulty, the $\frac{13}{6}$-approximation algorithm is proposed. Gao et al. [9] takes into account the limitation of data storage capacity and energy, but does not consider battery capacity. It only requires that each sensor must pass through a base station on the sweeping path for data clearing and energy supplementation. A 6-approximation algorithm was proposed for finding the minimum sweep period under this constraint.

III. NETWORK MODEL AND PROBLEM DESCRIPTION

A. Network Model

The network model of the CSC problem is showed below. Assuming that the charging stations and targets are distributed in the metric space, the network model can be represented by an undirected complete graph $G(\mathcal{T} \cup \mathcal{C}, \mathcal{E})$, where $\mathcal{T} = \{t_1, t_2, ..., t_N\}$ represents the set of targets, $\mathcal{C} = \{c_1, c_2, ..., c_K\}$ represents $K$ charging stations, $d: \mathcal{E} \rightarrow R^+$ is the weight of the edge $e \in \mathcal{E}$, which conforms to triangular inequality constraint, that is, for any three points $i, j, k \in \mathcal{T} \cup \mathcal{C}$, all satisfy $d(i, j) = d(j, i)$ and $d(i, j) \leq d(i, k) + d(k, j)$. Given $M$ sensors $\mathcal{S} = \{s_1, s_2, ..., s_M\}$ with rechargeable batteries,
each of them can sweep at the velocity $V$ for $T_s$ time when the battery is fully charged. Each target in $T$ needs to be covered by sensor every $T_t$ time, referred to as "$T_t$-sweep covered" or "covered" for simplicity. Since the sensors' moving distances are much larger than the sensing radius of the sensors, this study simplified the coverage model, thinking that the sensor cover the target only when it moves to the position of the target. Also, for simplification, the analysis in this paper assumes that the charging time $T_c$ can be ignored. It is also assumed that the relationship between $T_c$ and $T_t$ is an integer multiple, that is, when $T_c \geq T_t$, then $T_c/T_t = Q$, where $Q \geq 1$ is a positive integer; when $T_c < T_t$, then $T_t/T_c = Q$, where $Q \geq 2$ is also a positive integer.

**B. The description and the Hardness of CSC problem**

Under this network model, the definition of the CSC problem is as follows:

**defn 1. chargeable sweep coverage problem:** Given a set of sensors $S = \{s_1, s_2, \ldots, s_M\}$ with the same velocity $V$, a set of charging stations $C = \{c_1, c_2, \ldots, c_K\}$ and a set of target points $T = \{t_1, t_2, \ldots, t_N\}$ distributed on a plane, each sensor needs to go to any charging station $c \in C$ every $T_s$ time to charge. $N_c \leq N$ is a positive integer, ask whether the given sensors can $T_s$ sweep cover $N_c$ target points.

Next, we study the CSC problem under several special situations. These CSC problems under some special situations can be transformed into some problems that have been studied, including the orienteering problem, the team orienteering problem, and the distance constrained vehicle routing (DCVR) problem. These problems are all NP-hard problems. We first give the definitions below.

**defn 2. Distance constrained vehicle routing problem**[17]: Given a set of vertices in a metric space, a specified depot, and a distance bound $L$, find a minimum cardinality set of tours originating at the depot that covers all vertices, such that each tour has length at most $L$.

**defn 3. the orienteering problem**[29]: given an edge-weighted graph $G = (V, E)$, two nodes $s, t \in V$ and a length limit $L$, find an $s-t$ walk in $G$ of total length at most $L$ that maximizes the number of distinct nodes visited by the walk.

**defn 4. Team Orienteering Problem**[26]: To find $M \geq 1$ paths of length at most $L$, which starts at node $s$ and ends at node $t$, such that the profit sum of serving the nodes in the $K$ paths is maximized.

When $s = t$, The orienteering problem is also called the rooted orienteering problem. The Team orienteering problem is called the rooted team orienteering problem.

It can be seen from the above definition that when the number of charging stations $K = 1$, the number of sensors $M = 1$, and $T_s/T_t = 1$, the CSC problem can be transformed into the rooted orienteering problem. When the number of charging stations $K = 1$, the number of sensors $M \geq 1$, and $T_t/T_c = Q$, the CSC problem can be transformed to the rooted team orienteering problem with the number of loops $M \times Q$. When the number of charging stations $K = 1$, to find the minimum number of sensors covering all targets, then the CSC problem can be transformed into the DCVR problem. The table I lists the best approximation algorithms for these problems.

Form the table I, it is known that the CSC problem is so a trivial problem. In this paper, we consider the CSC problem under two special constraints. One is that each sensor must return to its original charging station for charging. This situation occurs when the charging stations are far away, that is, the length of the shortest path between each charging station is $SP(c_i, c_j) = d(c_i, c_j) > L_c$, where $c_i, c_j \in C$, and $i \neq j$; or when the sensors and charging stations have matching models. We define the CSC problem in this case as a Restricted Chargeable Sweep Coverage (RCSC) problem. The other is that the sensors can go to any charging stations for charging, but the number of charging stations is two. We define this problem as a the Restricted Chargeable Sweep Coverage problem (2-CSC) problem. In the RCSC problem, when the number of charging stations $K = 1$, the number of sensors $M = 1$, and the charging period and sweep period are the same, i.e., $L_c = L_t$, the RCSC problem can be transformed into a rooted orienteering problem. It is NP-hard. In the 2-CSC problem, if the distance between the charging stations is far, greater than $VT_c$, the number of sensors $M = 1$, and the charging period and sweep period are the same, i.e., $L_c = L_t$, the 2-CSC problem can be transformed into the problem of choosing the larger one between two rooted orienteering problems. It is also NP-hard. Therefore, we get the theorem 5.

**thm 5. Both the RCSC problem and the 2-CSC problem are NP-hard.**

For the convenience of description, we call a loop that starts from any charging station $c \in C$ with a length of $L$ and returns to $c$ without passing through other charging stations as $c$-loop $r_c(L)$. A loop starts from any charging station $c_i \in C$ and pass at least one other charging station $c_j \in C (j \neq i)$ is called an inter-loop. If a inter-loop passes through two charging stations $a, b \in C$, the inter-loop with length $L$ is expressed as $r_{(a,b)}(L)$. The symbols used in this paper are listed in the table III-B.

**IV. APPROXIMATION ALGORITHM FOR RCSC PROBLEM**

This section gives an approximation algorithm for the RCSC problem. For the RCSC problem, given an undirected complete graph $G(T \cup C, E)$, we need to find a loop for each sensor, and this loop satisfies constraints and makes $M$ sensors can $T_s$-sweep cover the largest total number of target points.

We use the integer programming formula (1) to describe the problem. Among them, $y_t \in \{0, 1\}$ indicates whether the target $t \in T$ is covered; $r \subseteq R$ is the path that meets the conditions; $x_t$ indicates whether to select the path $r_t$; $v_t$ is the number of sensors required for $T_s$-sweep covering the targets on path $r_t$. The constraint (1a) is the coverage constraint, and the constraint (1b) is the feasibility constraint.


### Table I

**EXISTING RESEARCH RESULTS**

| Target       | Number of Charging Piles | Number of Sensors | Covering Target | $T_c/T_{t}$ | approximation ratio |
|--------------|--------------------------|-------------------|-----------------|-------------|---------------------|
| max target cover | 1                        | 1                 | vertices of Euler graph | 1           | $\frac{1}{2}$ [4] |
|               |                          |                   | vertices of graph | 1           | $\frac{1}{2}$ [20] |
| Minimum sensor number | 1                        | -                 | vertices of graph | 1           | $O(1 - (1/\epsilon)^2)$ [26] |

*The paper [18] provides a $(O(\log \frac{1}{\epsilon}), 1 + \epsilon)$-bicriteria approximation algorithm for DVRP problems, which means, for any $\epsilon > 0$, if the limit distance $D$ can be relaxed to $(1 + \epsilon)D$, then the algorithm can obtain a $O(\log \frac{1}{\epsilon})$ approximation value. The inapproximation ratio of the DVRP problem is $\frac{4}{3}$.*

### Table II

**SYMBOL TABLE**

| Symbol | definition |
|--------|------------|
| $N$    | Number of target points |
| $M$    | number of sensors |
| $K$    | number of charging stations |
| $\mathcal{T}$ | target point collection $\{t_1, t_2, ..., t_N\}$ |
| $S$    | sensor collection $\{s_1, s_2, ..., s_M\}$ |
| $\mathcal{C}$ | Charging station collection $\{c_1, c_2, ..., c_K\}$ |
| $V$    | velocity of sensor |
| $\omega(P)$ | the number of targets on path $P$ |
| $T_c$  | Charge period of the sensor |
| $T_s$  | sweep period of target point |
| $L_c$  | $L_c = VT_c$ |
| $L_t$  | $L_t = VT_t$ |
| $SP(a, b)$ | the shortest path between charging stations $a$ and $b$ |
| $d(a, b)$ | shortest path between point $a$ and point $b$ |
| $\alpha$ | the approximation degree of the-rooted-orienteering algorithm |
| $\beta$ | the approximation degree of the-rooted-team-orienteering algorithm |
| $\gamma$ | s-t-orienteering algorithm approximation degree |
| $\rho$ | approximation degree of mutual loop algorithm |

\[
\max \sum_{t \in \mathcal{T}} y_t \\
\text{s.t. } \sum_{i : i \in \mathcal{R}_t} x_i \geq y_t \quad \forall t \in \mathcal{T} \quad (1a) \\
\sum_{r_i \in \mathcal{R}} v_i x_i \leq M \quad (1b) \\
x_i \in \{0, 1\} \quad \forall r_i \in \mathcal{R} \\
y_t \in \{0, 1\} \quad \forall t \in \mathcal{T}
\]

Obviously, the number of candidate paths $r \in \mathcal{R}$ in Formula (1) is exponent. However, if we can reduce the number of candidate paths in $\mathcal{R}$ to polynomials, the RCSC problem can be transformed into a maximum set coverage problem. In this maximum set coverage problem, a set of elements $\mathcal{T} = t_1, t_2, ..., t_n$, a positive integer $M$, the set of sub-sets $\mathcal{R} = \{r_1, r_2, ..., r_m\}$, in which $r_j \subset \mathcal{T}$ has its own cost $v_j$, are given, to find sub-sets with sum of whose cost not bigger than $M$ to cover the maximum number of elements. The maximum set coverage problem is NP-hard[10], but its polynomial-time approximation algorithm can be obtained.

**A. the RCSC algorithm when $T_c \geq T_t$**

When $T_c \geq T_t$, $T_c / T_t = Q$ is a positive integer. Considering that the sensors travel periodically, the travel path $r \in \mathcal{R}$ of each sensor must be a loop. When the number of sensors required for a path is the same, the longer the path is, the more targets it can cover. Therefore, the set of paths $\mathcal{R}$ can be reduced to include only paths whose length is an integer multiple of $L_t$. Therefore, $r \in \mathcal{R}$ is loop $r_{c_i}(kL_t)$ which starts from any charging station $c_i \in \mathcal{C}$ and has a length of $k \times L_t$, where $k = 1, 2, ..., \min\{Q, M\}$. That is, $\mathcal{R} = \{r_{c_i}(kL_t) | k \in [1, \min\{Q, M\}], c_i \in \mathcal{C}\}$. And because the targets need to be $T_s$-sweep covered, the sensors need to be placed on loop $r_{c_i}(kL_t)$ at a distance of $VT_t$ to ensure the coverage period of the targets, so a loop $r_i$ with a length of $kL_t$ requires $v_i = k$ sensors. The sweeping path of a sensor is shown in figure 1, the number of charging stations in the figure is 2, the number of sensors is 8, and $Q = 3$.

Algorithm 1 is implemented using a greedy strategy, gradually selecting the path $r \in \mathcal{R}$ with the most unity gain, and calling the sensors to cover it. Since the path is always found in the induced subgraph of uncovered targets, unity gain is the average number of targets covered by the sensors on the path. The steps of the algorithm are as follows:

1. Let $\hat{T} \subseteq \mathcal{T}$ be the set of targets that have not yet been covered, and construct a induced subgraph of graph $G$, $G' = (\hat{T} \cup \mathcal{C}, \mathcal{E}')$, where $\mathcal{E}' = \{(i, j) | i, j \in \hat{T} \cup \mathcal{C}, (i, j) \in \mathcal{E}\}$;
2. Find the $c_i$ loop $r_{c_i}(kL_t)$ whose length is $kL_t$ and
sensors on the loop cover the largest number of targets in the graph $G'$, where $k = 1, 2, \ldots, \min\{M', Q\}$. $M'$ is the number of sensors that have not yet been allocated;
3. In the $K \times \min\{M', Q\}$ loops $r_c(kL_t)$, to select the path $r_i$ of maximum unity gain. If the cost is $m_i$, distribute $m_i$ sensors on $r_i$, separated by $L_t$ to $T_t$-sweep cover targets on $r_i$;
4. Repeat steps 1, 2, 3 until $M' = 0$.

From the III-B section, we know that the problem of finding the path with a limited length and the largest number of vertices is also called the orienteering problem, which is NP-hard. Algorithm 1 calls the rooted-orienteering approximation algorithm as a subroutine, with the approximation ratio is $\frac{\alpha}{M}$ ($0 < \alpha < 1$). The input is the induced subgraph $G'$ of the current uncovered targets and the charging stations in the graph $G$, rooted node $c_i \in C$ and the limited length $L$. The final output of Algorithm 1 is the set of covered target points $CT$. We call the greedy algorithm that calls an approximation algorithm like Algorithm 1 as the approximate greedy algorithm.

Suppose that the approximation solution obtained by this approximate greedy algorithm is $APP$, and $OPT$ is the optimal solution, the number of covered targets is $\omega(\text{APP})$, $\omega(\text{OPT})$. $r^*_i$ is the path with the most unity gain selected in the $i^{th}$ step of the greedy algorithm, and its cost is $v_i$. $r_i$ is the path selected in step $i$ of the approximation algorithm, with the same cost, i.e., $\omega(r_i) \geq \alpha \omega(r^*_i)$. Here is a lemma 6:

**Lemma 6.** In the approximate greedy algorithm, \[ \frac{1}{v_i} (\omega(\bigcup_{i=1}^{L_t} r_i) - \omega(\bigcup_{i=1}^{L_t-1} r_i)) \geq \frac{\alpha}{M} (\omega(\text{OPT}) - \omega(\bigcup_{i=1}^{L_t-1} r_i)). \]

**Proof.** From the above approximate greedy steps, we can see that in the $i^{th}$ step, the $\alpha$-approximation algorithm, the rooted-orienteering, is called, then
\[ \omega(\bigcup_{i=1}^{L_t} r_i) - \omega(\bigcup_{i=1}^{L_t-1} r_i) = \omega(r_i) \geq \alpha v_i; \]
And because the set of targets with the weight of $\omega(\text{OPT}) - \omega(\bigcup_{i=1}^{L_t-1} r_i)$ can certainly be covered by $M$ sensors, and $r^*_i$ has the highest unity gain in the remaining candidate paths with the same cost $v_i$ as $r_i$. According to the pigeonhole principle,

**Algorithm 1: RCSC($T_c \geq T_t$)**

**Input:** Figure $G(\bar{T} \cup C, E)$, a set of sensors $S$, its velocity is $V$, the target point. The sweep period is $T_t$, and the sensor charging period is $T_c$.

**Output:** Overriding target set $CT$.

set $Q = \lceil T_c/T_t \rceil$; $\bar{T} \leftarrow T$;
$m_j \leftarrow 0, \forall j \in [1, M]$;
$L_t = VT_t$, $L_c = VT_c$;
$CT = \emptyset$;
set $r_j \leftarrow 0, \forall j \in [1, M]$;
for $j \leftarrow 1$ to $M$ do
    Construct an exported subgraph of graph $G$: $G' = (\bar{T} \cup C, E)$;
    $Q' = \min\{M - j + 1, Q\}$;
    for $i \leftarrow 1$ to $K$ do
        Call the-rooted-orienteering($G', c_i, k \times L_t$) to find $c_i$-self-loop $r(c_i)(kL_t)$;
        $r_j \leftarrow kL_t$ loop with the most number of target points covered by the unit sensor $r_{c_i}(kL_t)$, $m_j = k$;
    end
end
for $k \leftarrow 1$ to $Q'$ do
    Distribute the distance between the $m_j$ sensors by $L_t$ on $r_j$;
    $j = j + m_j - 1$;
    $\bar{T} \leftarrow \bar{T} \setminus r_j$;
    $CT = CT \cup (r_j \cap \bar{T})$;
end
return $CT$

$r^*_i$ satisfies $\omega(r^*_i)/v_i \geq \frac{1}{\alpha} (\omega(\text{OPT}) - \omega(\bigcup_{i=1}^{L_t-1} r_i))$, therefore,
\[ \frac{1}{v_i} (\omega(\bigcup_{i=1}^{L_t} r_i) - \omega(\bigcup_{i=1}^{L_t-1} r_i)) \geq \frac{\alpha}{M} (\omega(\text{OPT}) - \omega(\bigcup_{i=1}^{L_t-1} r_i)) \]
established.

The theorem 7 can be easily derivated from the lemma 6.
**thm 7.** The approximate greedy algorithm for the maximum set cover problem is an approximation algorithm with an approximate ratio of $(1 - 1/e)^\alpha$.

**Proof.** Assuming that the greedy algorithm has executed $m \leq M$ iterations, in the step $l$, $r_l (l \leq m)$ is chosen, whose cost is $v_l$. $v_l$ is a positive integer and $v_l \leq M - \sum_{i=1}^{l-1} v_{i-1}$.

In the first step, $\omega(r_1) \geq \frac{\alpha v_1}{M}(OPT)$ is established.

Supposed $\beta_l = \frac{\alpha v_l}{M}$, according to the lemma 6, we know that, at step $l$,

$$\omega(\cup_{i=1}^{l} r_i) \geq \omega(\cup_{i=1}^{l-1} r_i) + \frac{\alpha v_l}{M}(OPT) - \omega(\cup_{i=1}^{l-1} r_i) \geq (1 - \frac{\alpha v_l}{M})\omega(\cup_{i=1}^{l-1} r_i) + \frac{\alpha v_l}{M}(OPT) \geq (1 - \beta_l)\omega(\cup_{i=1}^{l-1} r_i) + \frac{\alpha v_l}{M}(OPT) \geq (1 - \beta_l)(1 - \beta_{l-1})\omega(\cup_{i=1}^{l-2} r_i) + (\beta_l + \beta_{l-1})(1 - \beta_{l-1})\omega(OPT) \geq (1 - \beta_l)(1 - \beta_{l-1})\omega(\cup_{i=1}^{l-2} r_i) + (1 - (1 - \beta_l)(1 - \beta_{l-1})\omega(OPT) \geq (1 - \prod_{i=1}^{l} (1 - \beta_i))\omega(OPT)

Then, after the $m$ step, $\sum_{i=1}^{m} v_i = M$, that is, $\sum_{i=1}^{m} \beta_i = \alpha$. Therefore,

$$\omega(APP) = \omega(\cup_{i=1}^{m} r_i) \geq (1 - \frac{1}{m})^{\alpha} \omega(OPT) = (1 - (1 - \frac{\alpha}{m})^m)\omega(OPT) > 1 - (1/e)^\alpha$$

The first inequality sign comes from the average inequality, and the second inequality sign comes from $(1 - \frac{1}{m})^m \geq 1/e$.

The theorem can be proved. \qed

In each interation of Algorithm 1, it is needed to find the optimal path in the $K \times \min\{Q, M\}$ $c_l$-loops, then the rooted-orienteering algorithm is called $K \times \min\{Q, M\}$ times. And there is $M$ iterations at most. The rooted-orienteering algorithm is a polynomial approximation algorithm, and the time complexity is set to $O(L1)$, so the time complexity of Algorithm 1 is $O(MK \times \min\{Q, M\} \times L1)$, it is polynomial-time solvable.

Since the best approximation ratio for the rooted orienteering problem in metric space is $\alpha = \frac{2}{5}$[20], we get the theorem ?? as below.

**thm 8.** When $T_e \geq T_c$, the RCSC problem calls Algorithm 1, and the approximation ratio is $1 - (1/e)^\alpha \approx \frac{2}{5}$.

### B. the RCSC algorithm when $T_1 > T_e$

When $T_1 > T_c$, $T_1/T_c = \hat{Q}$ is a positive integer. A sensor can start from one charging station $c_i \in C$ and go through a set of $c_l$-loops with a length not exceeding $L_c$ and finally return to $c_i$ within a time period of $T_1$. The number of paths is exponential. Therefore, in Algorithm 2, only the path including $Q$ loops starting from charging station $c_i \in C$ whose length is $L_c$ are considered, recorded as $r_{c_i}^Q(L_c)$. Therefore, $\mathcal{R} = \{r_{c_i}^Q(L_c)|c_i \in C\}$. The impresson on the approximation ratio will be analyzed later. The sweeping path of a sensor is shown in Figure 2, where the number of charging stations $i$ is 2, the number of sensors is 2, and $\hat{Q} = 3$.

Algorithm 2 uses greedy method to gradually select the path $r \in \mathcal{R}$ with the most unity gain, and call a sensor to cover. The steps are as follows:

1. Let $\mathcal{T} \subseteq T$ be the set of targets that have not yet been covered, and construct an induced subgraph of graph $G$, $G' = (\mathcal{T} \cup \mathcal{C}, \mathcal{E})$, where $\mathcal{E} = \{(i, j)|i, j \in \mathcal{T} \cup \mathcal{C}, (i, j) \in \mathcal{E}\}$.
2. Find $\hat{Q}$ $c_i$-loops $r_{c_i}^Q(L_c)$ with the largest number of targets in the graph $G'$, and deploy one sensor to cover;
3. Repeat steps 1 and 2 until the number of sensors is 0.

Finding the $r_{c_i}^Q(L_c)$ that covers the most number of targets is called the rooted team orienteering problem [26], which is NP-hard. therefore, Algorithm 2 calls the rootet-team-orienteering approximation algorithm for the rooted team orienteering problem as a subroutine, whose approximation ratio is $\beta(0 < \beta < 1)$. The input of Algorithm rooted-team-orienteering is the induced subgraph $G'$, the root $c_i \in \mathcal{C}$, the path length $L$, and the number of paths $\hat{Q}$.

Since the best approximation ratio of the rooted team orienteering problem in metric space is $\beta \approx 0.394$[26], therefore, we get the theorem 9 as follows.

---

**Algorithm 2:** RCSC($T_1 \geq T_c$)

**Input:** $G(\mathcal{T} \cup \mathcal{C}, \mathcal{E})$, a set of sensors $\mathcal{S}$, its velocity is $V$, the target point The sweep period is $T_1$, and the sensor charging period is $T_c$.

**Output:** Overriding target set $\mathcal{CT}$.

```
set $\hat{Q} = \lfloor T_1/T_c \rfloor$;
$\mathcal{T} \leftarrow \mathcal{T}$;
$L_t = V T_1, L_c = V T_c$;
$\mathcal{CT} = \emptyset$;
set $r_j \leftarrow 0, \forall j \in [1, M]$;
for $j \leftarrow 1$ to $M$ do
    Construct an exported subgraph of graph $G$:
    $G' = (\mathcal{T} \cup \mathcal{C}, \mathcal{E}')$;
    for $i \leftarrow 1$ to $K$ do
        //The path consisting of $\hat{Q}$ loops with a length of $L_c$ and passing through $c_i$ that can cover the most target points
        Call the-rooted-orienteering($G', c_i, k \times L_t$) to find $c_i^-Q$ self-loop $r_{c_i}^Q(L_c)$;
    end
    $r_j$ ← unit sensor covers the most number of target points $c_i^-Q$ self-loop $r_{c_i}^Q(L_c)$;
end
Use a sensor to cover the path formed by the $\hat{Q}$ circles of length $L_c r_j$;
$\mathcal{T} \leftarrow \mathcal{T} \setminus r_j$;
$\mathcal{CT} = \mathcal{CT} \cup (r_j \cap \mathcal{T})$;
end
return $\mathcal{CT}$
```
thm 9. When \( T_i > T_c \), the RCSC problem calls Algorithm 2, and the approximation ratio is \( 1 - (1/e)^{Q/2Q-1} > 1/6 \).

Proof. On any charging station, two \( c_i \) loops with the sum of whose length is less than \( L_c \) can always be covered by a \( c_i \)-loop whose length is \( L_c \). In the worst case, the optimal coverage path of a sensor is composed of \( 2Q-1 \) \( c_i \)-loops whose length is greater than \( \frac{1}{2Q} \). Assume that the number of targets covered is \( n \). Then according to the pigeonhole principle, \( Q \) loops \( r_c(L_c) \) can always be found to make the number of targets covered greater than \( \frac{n}{2} \). Assuming that the number of targets covered by the optimal \( r_c^Q(L_c) \) in the current induced subgraph \( G' \) is \( n_L \), then \( n_L \geq \frac{Q^2}{2Q-1} n \). Because the subroutine the-rooted-team-orienteering is a \( \beta \)-approximation algorithm, the number of targets covered by the selected path must be not less than \( \frac{Q^2}{2Q-1} n \). According to the theorem 7, the approximation ratio of Algorithm 2 is \( 1 - (1/e)^{Q/2Q-1} \).

In Algorithm 2, each iteration needs to find the optimal solution in the \( K \) paths, i.e., the-rooted-team-orienteering algorithm is called \( K \) times in each iteration, \( M \) iteration in total. Set the time complexity of Algorithm the-rooted-team-orienteering to \( O(L2) \), then the time complexity of Algorithm 2 is \( O(KM \times L2) \), polynomial-time solvable.

Therefore, Algorithm 2 is an approximation algorithm, and the approximation ratio is related to \( Q \). When \( Q = 1 \), the approximation ratio is about 1/3. When \( Q \rightarrow \infty \), the approximation ratio is approximately \( 1/6 \).

V. THE APPROXIMATION ALGORITHM FOR 2-CSC PROBLEM

When the sensor can go to any charging station for charging, a variety of combinations make paths many, which greatly increases the complexity of the chargeable sweep coverage problem. This article analyzes one of the simpler cases: the 2-chargeable sweep coverage problem when the number of charging stations is two.

Suppose \( C = \{a, b\} \), the shortest path \( SP(a, b) \) length is \( d(a, b) \leq L_c \), otherwise, there is no mutual loop in the candidate paths \( R \). Similarly, the 2-CSC problem is expressed by the formula (1) and considered as a maximum set coverage problem. At this time, the candidate paths \( R \) include self-loops \( r_a \) and \( r_b \) and mutual loops \( r_{(a,b)} \). The algorithms are given for the 2-CSC problem in two cases when \( T_c \geq T_i \) and when \( T_i > T_c \) respectively.

A. the algorithm for 2-CSC problem when \( T_c \geq T_i \)

When \( T_c \geq T_i \), \( T_c/T_i = Q \) is a positive integer. Similar to the RCSC problem, the travelling paths of a sensor \( r \in R \) must be a loop. When the number of sensors \( v_i \) required for the path is the same, the longer the path, the more the number of targets can be covered. Therefore, the set of paths \( R \) can be reduced to only include paths with the length \( k \times L_t \). Supposed \( \hat{Q} = \left\lceil \frac{d(a,b)}{L_t} \right\rceil \), the path set includes self-loop \( \{ r_a(i \times L_t), r_b(i \times L_t) | i \in [1, \min\{Q, M\}] \} \), mutual-loop \( \{ r_{(a,b)}(j \times L_t) | j \in [2Q, \min\{M, 2Q\}] \} \). When \( M < 2Q \), the mutual-loop does not exist. The cost of self-loop \( r_c(i \times L_t) \) is \( i \), \( c \in \{a,b\} \); the cost of mutual-loop \( r_{(a,b)}(j \times L_t) \) is \( j \). Suppose \( j_1 + j_2 = j \), if \( j_1 \) and \( j_2 \) are not integers, then \( j_1 \) and \( j_2 \) can have countless combinations. Therefore, Algorithm 4 only considers the mutual loops composed of two paths with length that are integer multiples of \( L_t \), denoted as \( r_{(a,b)}(j_1 + j_2) \). The set of candidate paths is \( R = \{ r_a(i \times L_t), r_b(i \times L_t) | i \in [1, \min\{Q, M\}] \} \cup \{ r_{(a,b)}((j_1 + j_2) \times L_t) | j_1, j_2 \in Z^+, j_1 + j_2 = j \in [2Q, \min\{M, 2Q\}] \} \). The sweeping path of the sensor is shown in Figure 3, the number of charging stations in the figure is 2, the number of sensors is 8, and \( Q = 2 \).

Algorithm 4 uses a greedy strategy to gradually select the path \( r \in R \) with the most unity gain, and call the sensor to cover it. The specific steps of the algorithm are as follows:

1. Let \( \bar{T} \subseteq T \) be the set of targets that have not yet been covered, and construct a induced subgraph of graph \( G' \), \( G' = (\bar{T} \cup \mathcal{C}, \mathcal{E}') \), where \( \mathcal{E}' = \{(i,j)|i,j \in \bar{T} \cup \mathcal{C}, (i,j) \in \mathcal{E}\} \);
2. In the graph \( G' \), find an mutual loop \( r_{(a,b)}((j_1 + j_2)L_t) \) with the average largest number of targets covered by the sensors, where \( j_1, j_2 \in Z^+, j_1 + j_2 = j, j = 2Q, \ldots, \min\{M, 2Q\} \), \( M' \) is the number of sensors that have not yet been allocated;
3. In the graph \( G' \), find the \( c_i \) self loop \( r_{c_i}(kL_t) \) whose length is \( kL_t \) and cover the largest average number of
targets, where \( c_i \in \{a, b\} \) for \( k = 1, 2, \ldots, \min\{M', Q\} \). \( M' \) is the number of sensors that have not yet been allocated.
4. Compare the unity gain of the path obtained in steps 2 and 3, choose the path with the larger unity gain, if the cost is \( m_i \), then call \( m_i \) sensors to distribute on \( r_i \) separated by \( L_i \). The approximation algorithm, s-t-orienteering, \( L \) than \( s-t \)-orienteering, aiming to find a path with the length not greater than \( L \) and covers the largest number of targets. We have known a s-t orienteering algorithm, \( \gamma \) is the number of sensors that have not yet been allocated; \( m \)
5. Repeat steps 1-4 until \( M' = 0 \).

In the step 2, it is NP-hard to find the mutual-loop \( r_{(a,b)}((j_1 + j_2)L_i) \) whose length is \( (j_1 + j_2)L_i \) and covers the largest number of targets. We have known a s-t orienteering problem, aiming to find a path with the length not greater than \( L \) and covers the most number of targets, is an NP-hard problem. Its approximation algorithm, s-t-orienteeering, whose input is the current induced subgraph \( G' \), two root nodes \( \{a, b\} \) and limited length \( L \). Assuming that the approximation ratio of the approximation algorithm is \( \gamma \), we design an approximation algorithm to find the mutual loop \( r_{(a,b)}((j_1 + j_2)L_i) \) covering the largest number of targets (Algorithm 3).

**Algorithm 3: s-t-loop**

**Input:** Figure \( G'(\bar{T} \cup C, \bar{E}) \), two st path lengths \( L_1, L_2 \)

**Output:** a st mutual loop\( \{P_1; P_2\} \).

\[ P_1 = s - t - \text{orienteering}(G', s, t, L_1) \]

Construct an exported subgraph of \( G': G'' = (\{\bar{T}' \setminus P_1\} \cup C, \bar{E}'') \).

\[ \bar{E}'' = \{(i, j) \mid (i, j) \in E(G''), (i, j) \in E'\}; \]

\[ P_2 = s - t - \text{orienteering}(G'', s, t, L_2) \]

**return** \( \{P_1; P_2\} \)

This is also a greedy approximation algorithm. From the proof of the theorem 7: \( \omega(\text{APP}) \geq (1 - \frac{\ln 2}{m})\omega(\text{OPT}) \), when \( m = 2 \), the approximation ratio of Algorithm 3 is \( 1 - (1 - \frac{\gamma}{2})^2 \). The lemma 10 is as follows:

**Lemma 10.** Supposed the approximation ratio of the s-t-orienteeering algorithm is \( \gamma \), then under the greedy approximation algorithm, the approximation ratio of Algorithm 3 is \( \rho = 1 - (1 - \frac{\gamma}{2})^2 \).

Algorithm 4: 2-CSC\((T_c \geq T_i)\)

**Input:** Figure \( G'(\bar{T} \cup C, \bar{E}) \), a set of sensors \( S \), its velocity is \( V \), the target point \( \text{The sweep period} \) \( \text{is } T_i \), and the sensor charging period is \( T_c \).

**Output:** Overriding target set \( CT \).

\[ \text{set } Q = T_c/T_i; \]

\[ \bar{T} \leftarrow \bar{T}; \]

\[ m_j \leftarrow 0, \forall j \in [1, M]; \]

\[ \text{set } r_j \leftarrow 0, \forall j \in [1, M]; \]

\[ \bar{Q} = \left\lceil \frac{d(a, b)}{L_t} \right\rceil; \]

\[ \text{for } j \leftarrow 1 \text{ to } M \text{ do} \]

Construct an exported subgraph of graph \( G' \):
\[ G' = (\bar{T} \cup C, \bar{E}'); \]

\[ \text{for } k_1 \leftarrow \bar{Q} \text{ to } \min \{M - j + 1 - \bar{Q}, Q\} \text{ do} \]

\[ \text{Call Algorithm 3 to find the } a - b \text{-mutual loop } r_{(a,b)}((k_1L_i + k_2L_i) \text{ on the graph } G'; \]

\[ tr_1 \leftarrow \text{the mutual loop with the largest unity gain, } v_1 = k_1 + k_2; \]

\[ \text{end} \]

\[ \text{end} \]

\[ \text{for } k \leftarrow 1 \text{ to } \min \{M - j + 1, Q\} \text{ do} \]

\[ \text{Call the-rooted-orienteering}(G', a, k \times L_i) \text{ to find } a\text{-self-loop } r(a)(kL_i); \]

\[ \text{Call the-rooted-orienteering}(G', b, k \times L_i) \text{ to find } b\text{-self-loop } r(b)(kL_i); \]

\[ \text{Compare the two, } tr_2 \leftarrow \text{unity gain maximum self-loop, } v_2 = k; \]

\[ \text{end} \]

\[ i = \text{argmax}_{i \in [1, 2]} \omega(tr_i)/m_i, m_j = v_i, r_j = tr_i; \]

\[ j = j + m_j - 1; \]

\[ \bar{T} \leftarrow \bar{T} \setminus r_j; \]

Distribute the distance between the \( m_j \) sensors by \( L_i \) on \( r_j \);

\[ \text{CT} = CT \cup (r_j \cap \bar{T}); \]

\[ \text{end} \]

**return** \( \text{CT} \)

Supposed that the number of targets covered by Algorithm 4 is \( \omega(\text{APP}) \), and the number of targets covered by the optimal
solution is $\omega(OPT)$. $r_i^*$ is the path with the most unity gain selected in the $i^{th}$ iteration, whose cost is $v_i$, $r_i$ is the path chosen by Algorithm 4 in the $i^{th}$ iteration with the same cost. From the lemma 6, we know that if the path chosen for the $l$th time is a self-loop, 

$$\frac{1}{v_l}(\omega(\cup_{i=1}^{l} r_i) - \omega(\cup_{i=1}^{l-1} r_i)) \geq \frac{\alpha}{M}(\omega(OPT) - \omega(\cup_{i=1}^{l-1} r_i))$$

where $\alpha$ is the approximate ratio of Algorithm the-rooted-orienteering. In Algorithm 4, if the path chosen for the $l^{th}$ iteration is a mutual loop, the lemma 11 is below.

**lem 11.** In Algorithm 4, if the path $r_l$ selected in the $l^{th}$ iteration is a mutual loop, where $v_l$ is the cost of $r_l$, 

$$\frac{1}{v_l-1}(\omega(\cup_{i=1}^{l} r_i) - \omega(\cup_{i=1}^{l-1} r_i)) \geq \frac{\rho}{M}(\omega(OPT) - \omega(\cup_{i=1}^{l-1} r_i))$$

**Proof.** Since the optimal path is always found on the uncovered target set $T$ and charging station $C$, 

$$\omega(r_l) = \omega(\cup_{i=1}^{l} r_i) - \omega(\cup_{i=1}^{l-1} r_i)$$

. Assuming that $r_l^*$ is the optimal path currently selected, and it consists of two $a - b$ paths that are not integer multiples of $L_t$, let the cost of $r_l^*$ be $k$. From the lemma 6, $r_l^*$ satisfies $\omega(r_l^*)/k \geq 1/M(\omega(OPT) - \omega(\cup_{i=1}^{l-1} r_i))$. In Algorithm 4, find a mutual loop $r_{l2}^*$ composed of the two $a - b$ paths with integer multiples of length $L_t$, and set the lengths to be $k_1 L_t$, $k_2 L_t$ respectively. Then $v_l = k_1 + k_2 = k + 1$. Both $a - b$ paths are longer than the two $a - b$ paths of the original $r_l^*$, so $\omega(r_{l2}^*) \geq \omega(r_l^*)$. According to Lemma 10, $\omega(r_l) \geq \rho(\omega(r_{l2}))$. Thus, 

$$\frac{1}{v_l-1}(\omega(\cup_{i=1}^{l} r_i) - \omega(\cup_{i=1}^{l-1} r_i)) = \frac{1}{k}\omega(r_l) \geq \frac{\rho}{M}(\omega(OPT) - \omega(\cup_{i=1}^{l-1} r_i))$$

The theorem is provable.

**thm 12.** Algorithm 4 is an approximation algorithm with an approximation ratio of approximately $\frac{1}{2}$.

**Proof.** Assuming that the greedy algorithm has been executed $m \leq M$ interations, $r_l$ ($l \leq m$) is chosen in the $l^{th}$ iteration, whose cost $v_l$ is a positive integer and $v_l \leq M - \sum_{i=1}^{l-1} v_{i-1}$.

If $r_l$ is not a mutual loop, it is known from the lemma 6 that 

$$\frac{1}{v_l}(\omega(\cup_{i=1}^{l} r_i) - \omega(\cup_{i=1}^{l-1} r_i)) \geq \frac{\alpha}{M}(\omega(OPT) - \omega(\cup_{i=1}^{l-1} r_i))$$

If $r_l$ is a mutual loop, it can be obtained by the lemma 11, 

$$\frac{1}{v_l-1}(\omega(\cup_{i=1}^{l} r_i) - \omega(\cup_{i=1}^{l-1} r_i)) \geq \frac{\rho}{M}(\omega(OPT) - \omega(\cup_{i=1}^{l-1} r_i))$$

Then, when $r_l$ is not a mutual loop, set $\beta_l = \frac{\alpha v_l}{M}$, when $r_l$ is a mutual loop, set $\beta_l = \frac{(v_l-1)}{M}$. After $m$ iterations, $\sum_{i=1}^{m} v_i = M$, that is, $\sum_{i=1}^{m} \beta_i = (1 - \frac{m'}{M})\alpha$, where $m' \leq m$ is the number of mutual loops. Only when the number of mutual loops is $m' \leq M/2\bar{Q}$, and $\bar{Q} \geq 2$, there will be a mutual loop composed by two $a - b$ paths with a length that is not an integer multiple of $L_t$. Therefore, $\frac{m'}{M} \leq \frac{1}{2}$. According to Theorem 7,

$$\omega(APP) = \omega(\cup_{i=1}^{m'} r_i) \geq (1 - (\frac{1}{M}\sum_{i=1}^{m} (1 - \beta_i))^m)\omega(OPT) \geq (1 - (1/c)(1 - \epsilon)^{m}x_{\text{min(a,b)}})\omega(OPT) \geq (1 - (1/c)(1 - \epsilon)^{m}x_{\text{min(a,b)}})\omega(OPT)$$

Choose the $1/(2 + c)$-approximation algorithm in the paper [3] as Algorithm s-t-orienteering¹, set $\epsilon = 0.5$, then $\gamma = 0.4$. According to Lemma 10, $\rho = 0.36$. $\alpha = 1/2[20]$. Then $\omega(APP) \geq \frac{1}{2}\omega(OPT)$. The time complexity of Algorithm 4 is $O(M \times \text{min}\{Q^2, M^2\} \times \text{max}\{O(L_1), O(L_2)\})$, where $O(L_1)$ is the time complexity of Algorithm the-rooted-orienteering, and $O(L_2)$ is the time complexity of Algorithm the-rooted-team-orienteering. Therefore Algorithm 4 is a polynomial time algorithm. The theorem can be proved.

**B. the algorithm for 2-CSC when $T_i > T_c$**

When $T_t > T_c$, $T_i/T_c = \bar{Q}$ is a positive integer. A sensor can start from any charging station $c \in \{a, b\}$, go through a set of paths no longer than $L_c$, and finally return to $c$ within a time period of $T_i$. There are countless such loops, so in the algorithm 5, only the loops composed of $\bar{Q}$ paths with a length of $L_c$ is considered, recorded as $r_{c(a,b)}(\bar{Q} \circ L_c)$, i.e., $\mathcal{R} = \{r_{c(a,b)}(\bar{Q} \circ L_c)\}$, which is shown in figure 4, where the number of charging stations in the figure is 2, the number of sensors is 1, and $\bar{Q} = 6$.

As shown in Figure 4, the reasonable travel path of a single sensor satisfies one of the following situations:

1. it is only composed of a self-loop;
2. it is only composed of $b$ self-loops;
3. it is composed of a self-loop and $a - b$ mutual loop;
4. it is composed of $b$ self-loop and $a - b$ mutual loop;
5. it consists of three kinds of loops: a self-loop, $b$ self-loop, and $a - b$ mutual loop.

For $M$ sensors, there can be $M\bar{Q}$ paths with a length of $L_c$. From the reasonable path of a single sensor described above, the reasonable composition of the $M\bar{Q}$ paths satisfies one of situations below:

1. There is at least one mutual loop $r_{c(a,b)}$;  
2. Without a mutual loop, it is composed of $k_1 a$ self-loop and $k_2 b$ self-loop, where $k_1 + k_2 = M\bar{Q}$, and $k_1\bar{Q}$ and $k_2\bar{Q}$ are integers; 

The randomly selected $M\bar{Q}$ paths may constitute an unreasonable composition of paths, which consists of $k_1 a$ self-loops and $k_2 b$ self-loops, where $k_1 + k_2 = M\bar{Q}$, $k_1\bar{Q}$ or $k_2\bar{Q}$ are not integers. Therefore, steps 7-8 of Algorithm 5 are used

¹At present, there have been a variety of approximation algorithms for the s-t-orienteering problem, and the approximation ratios are $1/4[2], 1/3[1], 1/(2 + c)[3]$. 
to avoid the unreasonable composion of paths. The steps of Algorithm 5 are as follows:

1. Let $\mathcal{T} \subseteq \mathcal{T}$ be the set of targets that have not yet been covered, and construct an induced subgraph of graph $G$, $G' = (\mathcal{T} \cup \mathcal{C}, \mathcal{E}')$, where $\mathcal{E}' = \{(i, j)|i, j \in \mathcal{T} \cup \mathcal{C}, (i, j) \in \mathcal{E}\}$;
2. If the number of chosen paths is not more than $M\hat{Q} - 2$, find a mutual loops $r_{(a,b)}(2L_c)$ composed by two paths with length of $L_c$ and covering the largest number of targets in the graph $G$;
3. Find the $a$ self-loop $r_a(L_c)$ with a length of $L_c$ and covering the largest number of targets in the graph $G'$;
4. Find the $b$ self-loop $r_b(L_c)$ with a length of $L_c$ and covering the largest number of targets in the graph $G'$;
5. Compare the paths obtained in steps 2, 3, and 4 to choose the path with the largest unity gain;
6. Repeat steps 1-5 until you find $M\hat{Q}$ paths, and go to step 9.
7. If mutual loop $r_{(a,b)}(L_c)$ exist, repeat steps 1-5 until you find $M\hat{Q}$ paths, and go to step 9.
8. If mutual loop $r_{(a,b)}(L_c)$ does not exist, set the current number of $a$ self-loops to $k_1$ and the number of $b$ self-loops to $k_2$.
   a. If $k_1/\hat{Q}$ and $k_2/\hat{Q}$ are both integers,
      i. When $\hat{Q} = 2$, after performing step 1, find the mutual loop $r_{(a,b)}$ with the largest gain, or two $a$ self-loops, or two $b$ self-loops, and select two paths with the maximum gain.
      ii. When $\hat{Q} > 2$, perform steps 1 and 2 to find the mutual loop with the maximum gain.
   b. If $k_1/\hat{Q}$ is an integer and $k_2/\hat{Q}$ is not an integer, repeat steps 1, 2, 4, and select the path with the largest unity gain until you find $M\hat{Q}$ paths.
   c. If $k_2/\hat{Q}$ is an integer and $k_1/\hat{Q}$ is not an integer, repeat steps 1, 2, and 3, and select the path with maximum unity gain until it finds $M\hat{Q}$ paths.
   d. If both $k_2/\hat{Q}$ and $k_1/\hat{Q}$ are not integers, repeat steps 1, 3, 4, and 8, and select the path of maximum unity gain until Find $M\hat{Q}$ paths.
9. After finding $M\hat{Q}$ paths, assign sensors.
   - Let $k_1$ be the number of $a$ self-loops in $\bar{S}\bar{R}$; $k_2$ is the number of $b$ self-loops in $\bar{S}\bar{R}$; $k_3$ is the number of mutual loops $r_{(a,b)}$ in $\bar{S}\bar{R}$;
   - allocate $\lceil k_1/\hat{Q}\rceil$ sensors to cover $\lceil k_1/\hat{Q} \rceil \times \hat{Q}$ $a$ self-loops;
   - allocate $\lceil k_2/\hat{Q} \rceil$ sensors to cover $\lceil k_2/\hat{Q} \rceil \times \hat{Q}$ $b$ self-loops;
   - allocate $\left \lceil 2k_3/\hat{Q} \right \rceil$ sensors on the $\{a, b\}$ mutual-loops, covering $\left \lceil 2k_3/\hat{Q} \right \rceil \times \hat{Q}\{a, b\}$ mutual loops;
   - The remaining path can be covered by the remaining 1 or 2 sensors.

thm 13. Algorithm 5 is $1 - \frac{1}{e}\hat{Q}\times \min\{\alpha, \rho\}/(2\hat{Q} - 1)$ approximation algorithm.

Proof. Two $c_i$ self-loops whose length is less than $L_c$ can always be covered by a $c_i$-self-loop with length $L_c$, and an mutual-loop formed by two paths less than $L_c/2$. It can be covered with a self-loop of length $L_c$. Therefore, in the worst case, the optimal sweeping path of a sensor is composed of $2\hat{Q} - 1$ paths longer than $\frac{L_c}{2\hat{Q}}$, and satisfy one of reasonable situations. Assume that the number of targets covered by the optimal deployment is $n$. Then according to the pigeonhole principle, $\hat{Q}$ loops can always be found in it to make the number of targets more than $\frac{n}{2\hat{Q}}$, and the loops satisfy one of situations of sensors’ combination paths (analysis omitted). Assuming that the maximum number of targets covered by $\hat{Q}$ paths with a length of $L_c$ is $\frac{n}{L_c}$, then $n_{L_c} \geq \hat{Q} \frac{Q}{2Q - 1} n$. Because Algorithm the-rooted-orienteering is an $\alpha$-approximation algorithm, and the approximation ratio of Algorithm s-t-loop is $\rho$, the number of targets covered by the selected paths must be greater than or equal to $\frac{Q\times \min\{\alpha, \rho\}}{2Q - 1} n$. According to Theorem 7, the approximation ratio of Algorithm 2 is $1 - (1/e)\hat{Q}\times \min\{\alpha, \rho\}/(2\hat{Q} - 1)$.  

If $\alpha = \frac{1}{2}$, $\gamma = \frac{2}{5}$, then $\rho = 0.36$, Theorem 14 is obtained.

thm 14. When $T_1 > T_c$, the 2-CSC problem calls Algorithm 5, the approximation ratio of which is related to $\hat{Q}$. When $\hat{Q} = 1$, the approximation ratio is approximately 0.3; when $\hat{Q} = 2$, the approximation ratio is 0.2134; when $\hat{Q} \rightarrow \infty$, the approximation ratio is approximately $\frac{2}{3}$. 

Figure 4. When $T_c < T_1$, under 2CSC algorithm, the sensor’s sweeping path
VI. Conclusion

This paper presents the model of the sweep coverage problem of rechargeable sensors for the first time. Through the comparison of existing problems, the difficulty of the CSC problem is discussed. Besides, two types of chargeable sweep coverage problems under different constraints are proposed: RCSC problem and 2-CSC problems, both of which are NP-hard problems. Approximation algorithms are provided for them. The RCSC problem and the 2-CSC problem are modeled as the maximum coverage problems, by reducing...
the candidate paths to polynomials and calling the existing approximation algorithms as subroutines, we obtain the approximation algorithms. The future work is to consider other algorithmic techniques, improve the approximation ratio of these two problems, and further study the general chargeable sweep coverage problem. The sweep coverage problem of rechargeable sensors has rich research content:

1) The general chargeable sweep coverage problem. For example, the number of charging stations is greater than 2 and the sensors can go to any charging stations for charging, how to schedule the sensors to cover the maximum number of targets;
2) The placement of the charging stations. For example, how to place the charging stations so that the given sensors can cover the maximum number of targets;
3) The minimum sensor coverage problem: The locations of the charging stations and the targets are known, how to schedule the sensors so that the minimum number of sensors can sweep cover all targets while satisfying the charging demand.
4) If battery capacities of given sensors are inconsistent, how can the chargeable sweep coverage problem be modeled and solved?
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