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Abstract. We revisit the complexity of procedures on SFAs (such as intersection, emptiness, etc.) and analyze them according to the measures we find suitable for symbolic automata: the number of states \((n)\), the maximal number of transitions exiting a state \((m)\) and the size of the most complex transition predicate \((l)\). We pay attention to the special forms of SFAs: \textit{normalized SFAs} and \textit{neat SFAs}, as well as to SFAs over a \textit{monotonic effective Boolean algebra}.

1 Introduction

\textit{Symbolic finite state automata}, SFAs for short, are an automata model in which transitions between states correspond to predicates over a domain of concrete alphabet letters. Their purpose is to cope with situations where the domain of concrete alphabet letters is large or infinite. SFAs have proven useful in many applications \([5,12,1,7,13,9]\) and consequently have been studied as a theoretical model of automata. Many algorithms for natural questions over these automata already exist in the literature, in particular, Boolean operations, determinization, and emptiness \([14]\); minimization \([4]\); and language inclusion \([8]\).

The literature on SFAs has mainly focused on a special type of SFA, termed \textit{normalized}, in which there is at most one transition between every pair of states. This minimization of the number of transitions comes at the cost of obtaining more complex predicates. We promote another special type of SFA, that we term a \textit{neat SFA}, which by contrast, allows several transitions between the same pair of states, but restricts the predicates to be \textit{basic}, as formally defined in Section 2.4.

Previous results regarding the complexity of automata algorithms on SFAs, have mainly considered the number of states in the SFA as a parameter to the complexity of the algorithm. Indeed the other components in a DFA are of fixed size or polynomial in the number of states. In SFAs however, the size of the alphabet, which is a set of predicates, can grow unboundedly, and so can the number of transitions. Therefore we propose to measure the size of an SFA with
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respect to three parameters: the number of states \((n)\), the maximal out-degree of a state \((m)\) and the size of the most complex predicate \((l)\). We revisit the results in the literature for the complexity of standard automata operations, and analyze them along the proposed measures. In addition, we show how the complexity of these operations vary according to the special form. We show that most procedures are more efficient on neat SFAs. In addition, we show that SFAs over a monotonic algebra have a unique minimal neat SFA and a canonical minimal normalized SFA; and the transformation between the different forms is at most polynomial in these three parameters.

## 2 Preliminaries

*Symbolic finite-state automata*, shortened as *symbolic automata*, abbreviated as SFA are defined with respect to an effective Boolean Algebra. We thus start with defining effective Boolean Algebras \(^\S2.1\) then provide the definition of SFAs \(^\S2.2\).

### 2.1 Effective Boolean Algebra

A *Boolean Algebra* \(\mathcal{A}\) is a tuple \(\langle \mathbb{D}, \mathbb{P}, [\cdot], \bot, \top, \wedge, \vee, \neg \rangle\) where \(\mathbb{D}\) is a set of domain elements; \(\mathbb{P}\) is a set of predicates closed under the Boolean connectives, where \(\bot, \top \in \mathbb{P}\); the component \([\cdot] : \mathbb{P} \to 2^\mathbb{D}\) is the so-called *semantics function*. \(\mathbb{P}\) satisfies the following three requirements: (i) \([\bot] = \emptyset\), (ii) \([\top] = \mathbb{D}\), and (iii) for all \(\varphi, \psi \in \mathbb{P}\), \([\varphi \vee \psi] = [\varphi] \cup [\psi]\), \([\varphi \wedge \psi] = [\varphi] \cap [\psi]\), and \([\neg \varphi] = \mathbb{D} \setminus [\varphi]\). A Boolean Algebra is *effective* if all the operations above, as well as satisfiability, are decidable. Henceforth, we implicitly assume Boolean algebras to be effective.

One way to define a Boolean algebra is by defining a set \(\mathbb{P}_0\) of *atomic formulas* and obtaining \(\mathbb{P}\) by closing \(\mathbb{P}_0\) for conjunction, disjunction and negation. For a predicate \(\psi \in \mathbb{P}\) we say that \(\psi\) is *atomic* if \(\psi \in \mathbb{P}_0\) or \(\psi \in \{\top, \bot\}\). We say that \(\psi\) is *basic* if \(\psi\) is a conjunction of atomic formulas.

**Example 1.** The interval algebra is the Boolean algebra in which the domain \(\mathbb{D}\) is the set \(\mathbb{Z} \cup \{-\infty, \infty\}\) of integers augmented with two special symbols with their standard semantics, and the set of atomic formulas \(\mathbb{P}_0\) consists of intervals of the form \([a, b)\) where \(a, b \in \mathbb{D}\) and \(a < b\). The semantics associated with intervals is the natural one: \([a, b) = \{z \in \mathbb{D} : a \leq z \text{ and } z < b\}\).

**Example 2.** The propositional algebra is defined with respect to a set \(AP = \{p_1, p_2, \ldots, p_k\}\) of atomic propositions. The set of *atomic predicates* \(\mathbb{P}_0\) consists of the atomic propositions and their negations. The domain \(\mathbb{D}\) consists of all the possible valuations for these propositions, thus \(\mathbb{D} = \mathbb{B}^k\) where \(\mathbb{B} = \{0, 1\}\). The semantics of an atomic predicate \(p\) is given by \([p_i] = \{v \in \mathbb{B}^k : v[i] = 1\}\), and similarly \([\neg p_i] = \{v \in \mathbb{B}^k : v[i] = 0\}\). In this case a basic formula is a *monomial*, that is, a conjunction of atomic predicated and their negations.
2.2 Symbolic Automata

A symbolic finite-state automaton \(\text{SFA}\) is a tuple \(\mathcal{M} = (\mathcal{A}, Q, q_0, \delta, F)\) where \(\mathcal{A}\) is a Boolean algebra, \(Q\) is a finite set of states, \(q_0 \in Q\) is the initial state, \(F \subseteq Q\) is the set of final states, and \(\delta \subseteq Q \times \mathcal{P}_\mathcal{A} \times Q\) is the transition relation, where \(\mathcal{P}_\mathcal{A}\) is the set of predicates of \(\mathcal{A}\).

We use the term letters for elements of \(D\) where \(D\) is the domain of \(\mathcal{A}\) and the term words for elements of \(D^*\). A run of \(\mathcal{M}\) on a word \(\sigma_1\sigma_2\ldots\sigma_n\) where \(\sigma_i \in D\), is a sequence of transitions \(\langle q_0, \psi_1, q_1 \rangle \langle q_1, \psi_2, q_2 \rangle \ldots \langle q_{n-1}, \psi_n, q_n \rangle\) satisfying that \(\sigma_i \in [\psi_i]\) and that \(\langle q_i, \psi_{i+1}, q_{i+1} \rangle \in \delta\). Such a run is said to be accepting if \(q_n \in F\). A word \(w = \sigma_1\sigma_2\ldots\sigma_n\) is said to be accepted by \(\mathcal{M}\) if there exists an accepting run of \(\mathcal{M}\) on \(w\). The set of words accepted by an SFA \(\mathcal{M}\) is denoted \(L(\mathcal{M})\).

An SFA is said to be deterministic if for every state \(q \in Q\) and every letter \(\sigma \in D\) we have that \(|\{\langle q, \psi, q' \rangle \in \delta : \sigma \in [\psi]\}\}| \leq 1\), namely from every state and every concrete letter there exists at most one transition. It is said to be complete if \(|\{\langle q, \psi, q' \rangle \in \delta : \sigma \in [\psi]\}\}| \geq 1\) for every \(q \in Q\) and every \(\sigma \in D\), namely from every state and every concrete letter there exists at least one transition. As is the case for finite automata (over concrete alphabets), non-determinism does not add expressive power but does add succinctness [14].

3 Types of Symbolic Automata

We turn to define special types of SFAs, which affect the complexity of related procedures.

Neat and Normalized SFAs

We note that there is a trade-off between the number of transitions, and the complexity of the transition predicates. The literature defines an SFA as normalized if for every two states \(q\) and \(q'\) there exists at most one transition from \(q\) to \(q'\). This definition prefers fewer transitions at the cost of potentially complicated predicates. By contrast, preferring simple transitions at the cost of increasing the number of transitions, leads to neat SFAs. We define an SFA to be neat if all transition predicates are basic predicates.

Feasibility

The second distinction concerns the fact that an SFA can have transitions with unsatisfiable predicates. A symbolic automaton is said to be feasible if for every \(\langle q, \psi, q' \rangle \in \delta\) we have that \([\psi] \neq \emptyset\). Feasibility is an orthogonal property to being neat or normalized.

Monotonicity

The third distinction we make concerning the nature of a given SFA regards its
underlying algebra. A Boolean algebra \( A \) over domain \( D \) is said to be monotonic if the following hold.

1. There exists a total order \( < \) on the elements of \( D \); and
2. There exist two elements \( d_{\text{inf}} \) and \( d_{\text{sup}} \) such that \( d_{\text{inf}} \leq d \leq d_{\text{sup}} \) for all \( d \in D \); and
3. An atomic predicate \( \psi \in \mathcal{P}_0 \) can be associated with two concrete values \( a \) and \( b \) such that \( \llbracket \psi \rrbracket = \{ d \in D : a \leq d < b \} \).

The interval algebra of Example 1 is clearly monotonic, as is the similar algebra obtained using \( \mathbb{R} \) (the real numbers) instead of \( \mathbb{Z} \) (the integers). On the other hand, the propositional algebra of Example 2 is clearly non-monotonic.

**Example 3.** Consider the SFA \( M \) given in Fig. 1. It is defined over the algebra \( A_{\mathbb{N}} \) which is the interval algebra restricted to the domain \( D = \mathbb{N} \cup \{ \infty \} \). The language of \( M \) is the set of all words over \( \mathbb{N} \) of the form \( w_1 \cdot d \cdot w_2 \) where \( w_1 \) is some word over the domain \( D \), \( 0 \leq d < 100 \) and \( w_2 \) consists of numbers smaller than 200. \( M \) is defined over a monotonic algebra, and is neat, normalized, deterministic and complete.

### 3.1 Size of an SFA

The size of an automaton (not a symbolic one) is typically measured by its number of states. This is since for DFAs, the size of the alphabet is assumed to be a given constant, and the rest of the parameters, in particular the transition relation, are at most quadratic in the number of states. In the case of SFAs the situation is different, as the size of the predicates labeling the transitions can vary greatly. In fact, if we measure the size of a predicate by the number of nodes in its parse DAG, then the size of a formula can grow unboundedly. The size and structure of the predicates influence the complexity of their satisfiability check, and thus the complexity of corresponding algorithms. On the other hand there might be a trade-off between the size of the transition predicates and the number of transitions; e.g. a predicate of the form \( \psi_1 \lor \psi_2 \ldots \lor \psi_k \) can be replaced by \( k \) transitions, each one labeled by \( \psi_i \) for \( 1 \leq i \leq k \).

Therefore, we measure the size of an SFA by three parameters: the number of states \((n)\), the maximal out-degree of a state \((m)\) and the size of the most complex predicate \((l)\). The size of a predicate is defined as the size of its parse tree, i.e. the number of atomic predicates and the number of logic operators occurring in it. In order to analyze the complexity of automata algorithms discussed in Sections 5.1 and 5.2 for a class \( \mathcal{P} \) of predicates over a Boolean algebra.
we also use the following measures: the complexity measure \( \text{sat}^P(l) \), which is the complexity of satisfiability check for a predicate of length \( l \) in \( P \); and the size measure \( \text{size}^P(l_1, l_2) \) (or \( \text{size}^P_\land(l_1, l_2) \)), which is the size of the conjunction (disjunction) of two predicates in \( P \). While for the interval algebra \( \text{size}^P_\land(l_1, l_2) \) is linear in \( l_1 \) and \( l_2 \), for the OBDD (ordered binary decision diagrams) algebra Boolean operations on predicates are polynomial \[2\]. When the algebra is built on a set of atomic predicates \( P_0 \) we also use \( \text{sat}^{P_0}(l) \), \( \text{size}^{P_0}_\land(l_1, l_2) \) and \( \text{size}^{P_0}_\lor(l_1, l_2) \), for the respective complexities when restricted to atomic predicates.

4 Transformations to Special Forms

We now address the task of transforming SFAs into their special forms as presented in Section 3. We discuss transformations to the special forms neat, normalized and feasible automata, measured as suggested using \( \langle n, m, l \rangle \) — the number of states, the maximal out-degree of a state, and the size of the most complex predicate.

4.1 Neat Automata

Since each predicate in a neat SFA is a conjunction of atomic predicates, neat automata are very intuitive, and the number of transitions in the SFA reflects the complexity of the different operations, as opposed to the situation with normalized SFAs. For the class \( P_0 \) of basic formulas, \( \text{sat}^{P_0}(l) \) is usually more efficient than \( \text{sat}^P(l) \), and in particular is polynomial for the algebras we consider here. This is since satisfiability testing can be reduced to checking that for a basic predicate \( \phi \) that is a conjunction of \( l \) atomic predicates, there are no two atomic predicates that contradict each other. Since satisfiability checking directly affects the complexity of various algorithms discussed in Section 5.1, neat SFAs allow for efficient automata operations, as we show in Section 5.2.

Transforming to Neat

Given a general SFA \( M \) of size \( \langle n, m, l \rangle \), we can construct a neat SFA \( M' \) of size \( \langle n, m \cdot 2^l, l \rangle \), by transforming each transition predicate to a DNF formula, and turning each disjunct into an individual transition. The number of states, \( n \), remains the same. However, the number of transitions can grow exponentially due to the transformation to DNF. In the worst case, the size of the most complex predicate can remain the same after the transformation, resulting in the same \( l \) parameter for both automata. Note that there is no unique minimal neat SFA. For instance, a predicate \( \psi \) over the propositional algebra with \( AP = \{p_1, p_2, p_3\} \), satisfying \( \llbracket \psi \rrbracket = \{[100], [101], [111]\} \) can be represented using two basic transitions \( (p_1 \land \neg p_2) \) and \( (p_1 \land p_2 \land p_3) \); or alternatively using the two basic transitions: \( (p_1 \land p_3) \) and \( (p_1 \land \neg p_2 \land \neg p_3) \), though it cannot be represented using one basic transition.

Although in the general case, the transformation from normalized to neat SFAs is exponential, for monotonic algebras we have the following lemma, which follows directly from the definition of monotonic algebras and basic predicates.
Lemma 1. Over a monotonic algebra, the conjunction of two atomic predicates is also an atomic predicate; inductively, any basic formula that does not contain negations, over a monotonic algebra, is an atomic predicate. In addition, the negation of an atomic predicate is a disjunction of at most 2 atomic predicates.

Lemma 2. Let $M$ be a normalized SFA over a monotonic algebra $A_{mon}$. Then, transforming $M$ into a neat SFA $M'$ is linear in the size of $M$.

Since a DNF formula with $m$ disjunctions is a natural representation of $m$ neat transitions, Lemma 2 follows from the following property of monotonic algebras.

Lemma 3. Let $\psi$ be a general formula over a monotonic algebra $A_{mon}$. Then, there exists an equivalent DNF formula $\psi_d$ of size linear in $|\psi|$.

Proof. First, we transform $\psi$ into a Negation Normal Form formula $\psi_{NNF}$, pushing negations inside the formula. When transforming to NNF, the number of atomic predicates (possibly under negation) remains the same, and so is the number of conjunctions and disjunctions. Since, by Lemma 1, a negation of an atomic predicate over a monotonic algebra, namely a negation of an interval, results in at most two intervals, we get that $|\psi_{NNF}| \leq 2 \cdot |\psi|$. Note that $\psi_{NNF}$ does not contain any negations, as they were applied to the intervals. We now transform $\psi_{NNF}$ into a DNF formula $\psi_d$ recursively, operating on sub-formulas of $\psi_{NNF}$, distributing conjunctions over disjunctions.

We inductively prove that $|\psi_d| = |\psi_{NNF}|$ and $|\psi_d| \leq |\psi_{NNF}|$. For the base case, if $\psi_{NNF}$ is a single interval $[a, b]$, then $[a, b]$ is in DNF and we are done.

For the induction step, consider the two cases.

1. Assume $\psi_{NNF} = \psi_1 \lor \psi_2$. By the induction hypothesis, there exists DNF formulas $\psi_{1d}$ and $\psi_{2d}$ such that $|\psi_{1d}| = |\psi_1|$ and $|\psi_{2d}| \leq |\psi_1|$ for $i = 1, 2$. Then, $\psi_d = \psi_{1d} \lor \psi_{2d}$ is equivalent to $\psi_{NNF}$ and of the same size.

2. Assume $\psi_{NNF} = \psi_1 \land \psi_2$. Again, by the induction hypothesis, instead of $\psi_1 \land \psi_2$ we can consider $\psi_{1d} \land \psi_{2d}$ where $\psi_{1d}$ and $\psi_{2d}$ are in DNF. That is $\psi_{1d} = \bigwedge_{i=1}^{k} [a_i, b_i]$ and $\psi_{2d} = \bigvee_{j=1}^{l} [c_j, d_j]$. Now,

$$\psi_{1d} \land \psi_{2d} = \left( \bigwedge_{i=1}^{k} [a_i, b_i] \right) \land \left( \bigvee_{j=1}^{l} [c_j, d_j] \right) = \bigwedge_{i=1}^{k} \bigvee_{j=1}^{l} ([a_i, b_i] \land [c_j, d_j])$$

From properties of intervals, each conjunction $[a_i, b_i] \land [c_j, d_j]$ is of the form $[\max\{a_i, c_j\}, \min\{b_i, d_j\}]$. The intervals in $\{[a_i, b_i] : 1 \leq i \leq k\}$ do not intersect (otherwise it would have resulted in a longer single interval), and the same for $\{[c_j, d_j] : 1 \leq j \leq l\}$. Thus, every element $a_i$ or $c_j$ can define at most one interval of the form $[\max\{a_i, c_j\}, \min\{b_i, d_j\}]$. That is, the DNF formula $\psi_d = \bigvee_{i=1}^{k} \bigwedge_{j=1}^{l} ([a_i, b_i] \land [c_j, d_j])$ contains at most $k + l$ intervals, as the others are not proper intervals. Since the size of the original $\psi_{NNF}$ is $k + l$, we have that $|\psi_d| \leq |\psi_{NNF}|$.

To conclude, since $\psi_{NNF}$ is linear in the size of $\psi$ and $\psi_d$ is of the same size as $\psi_{NNF}$, we have that the translation of $\psi$ into the DNF formula $\psi_d$ is linear. \(\square\)
4.2 Normalized Automata

Neat automata stand in contrast to normalized ones. In a normalized SFA, there is at most one transition between every pair of states, which allows for a succinct formulation of the condition to transit from one state to another. On the other hand, this makes the predicates on the transitions structurally more complicated.

Given a general SFA $M$ with parameters $\langle n, m, l \rangle$, we can easily construct a normalized SFA $M'$ as follows. For every pair of states $q$ and $q'$, construct a single edge labeled with the predicate $\bigvee_{(q', \varphi') \in \delta} \varphi$. Then, $M'$ has size $\langle n, n, \text{size}_P^P(m(l)) \rangle$, where we use $\text{size}_P^m(l)$ to denote the size of $m$ disjunctions of predicates of size at most $l$. Note that there is no unique minimal normalized automaton either, since in general Boolean formulas have multiple representations. However, in Section 5.2 we show that over monotonic algebras there is a canonical minimal normalized SFA.

The complexity of $\text{sat}_P^P(l)$ for general formulas (corresponding to normalized SFAs) is usually exponentially higher than for basic predicates (and thus for neat SFAs). In addition, as we saw above, generating a normalized automaton is an easy operation. This motivates working with neat automata, and generating normalized automata as a last step, if desired (e.g., for presenting a graphical depiction of the automaton).

4.3 Feasible Automata

The motivation for feasible automata is clear; if the automaton contains unsatisfiable transitions, then its size is larger than necessary, and the redundancy of transitions makes it less interpretable. Thus, infeasible SFAs add complexity both algorithmically and for the user, as they are more difficult to understand. In order to generate a feasible SFA from a given SFA $M$, we need to traverse the transitions of $M$ and test the satisfiability of each transition. The parameters $\langle n, m, l \rangle$ of the SFA remain the same since there is no change in the set of states, and there might be no change in transitions as well (if they are all satisfiable).

In the following, we usually assume that the automata are feasible, and when applying algorithms, we require the output to be feasible as well.

5 Complexity of standard automata procedures

In this section we analyze the complexity of automata procedures on SFAs, in terms of their affect on the parameters $\langle n, m, l \rangle$. We start in 5.1 with examining general SFAs, and then in 5.2 discuss the affects on special SFAs.

5.1 Complexity of Automata Procedures for General SFAs

We turn to discuss Boolean operations, determinization and minimization, and decision procedures (such as emptiness and equivalence) for the different types of SFAs. For intersection and union, the product construction of SFAs was studied.
Operation | \( \langle n, m, l \rangle \)  
|---|---|
| product construction \( \mathcal{M}_1, \mathcal{M}_2 \) | \( \langle n_1 \times n_2, m_1 \times m_2, \text{size}_\times(l_1, l_2) \rangle \)  
| complementation of deterministic \( \mathcal{M}_1 \) | \( \langle n_1 + 1, m_1 + 1, \text{size}_\oplus(l_1) \rangle \)  
| determination of \( \mathcal{M}_1 \) | \( \langle 2^{n_1}, 2^{m_1}, \text{size}_\Lambda(n_1 \times m_1)(l_1) \rangle \)  
| minimization of \( \mathcal{M}_1 \) | \( \langle n_1, m_1, \text{size}_\Lambda(l_1) \rangle \)  

Table 1: Analysis of standard automata procedures on SFAs.

| Decision Procedures | Time Complexity |
|---|---|
| emptiness | linear in \( n, m \)  
| emptiness + feasibility | \( n \times m \times \text{sat}^P(l) \)  
| membership of \( \gamma_1 \cdots \gamma_t \in D^* \) | \( \sum_{i=1}^t \text{sat}^P(\text{size}_\times(l, |\psi_{\gamma_i}|)) \)  
| inclusion \( \mathcal{M}_1 \subseteq \mathcal{M}_2 \) | \( (n_1 \times n_2) \times (m_1 \times m_2) \times \text{sat}^P(\text{size}_\times((l_1, l_2))) \)  

Table 2: Analysis of times complexity of decision procedures for SFAs.

in [14,6]. There, the authors assume a normalized SFAs as input, and do not delve on the effect of the construction on the number of transitions and the complexity of the resulting predicates. Determinization of SFAs was studied in [14], and study minimization of SFAs, assuming the given SFA is normalized.

Table 1 shows the sizes of the SFAs resulting from the mentioned operations, in terms of \( \langle n, m, l \rangle \). The analysis applies to all types of SFAs, not just normalized ones. The time complexity for each operation is given in terms of the parameters \( \langle n, m, l \rangle \) and the complexity of feasibility tests for the resulting SFA, as discussed in Section 4.3. Table 2 summarizes the time complexity of decision procedures for SFAs: emptiness, inclusion, and membership. Again, the analysis applies to all types of SFAs.

In both tables we consider two SFAs \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) with parameters \( \langle n_i, m_i, l_i \rangle \) for \( i = 1, 2 \), over algebra \( A \) with predicates \( P \). We use \( \text{size}_\times(l) \) for an upper bound on the size of \( m \) conjunctions of predicates of size at most \( l \). All SFAs are assumed to be deterministic, except of course for the input for determinization.

We now briefly describe the algorithms we analyze in both tables.

**Product Construction** [14,6]

The product construction for SFAs is similar to the product of DFAs – the set of states is the product of the states of \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \); and a transition is a synchronization of transitions of \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \). That is, a transition from \( \langle q_1, q_2 \rangle \) to \( \langle p_1, p_2 \rangle \) can be made while reading a concrete letter \( \gamma \), iff \( \langle q_1, \psi_1, p_1 \rangle \in \delta_1 \) and \( \langle q_2, \psi_2, p_2 \rangle \in \delta_2 \) and \( \gamma \) satisfies both \( \psi_1 \) and \( \psi_2 \). Therefore, the predicates

4 For complementation, no feasibility check is needed, since we assume a feasible input.

5 To determinize transitions, conjunction may be applied \( n_1 \times m_1 \) times, according to the number of states that correspond to a new deterministic state.

6 Where \( \psi_{\gamma_i} \) is a predicate describing \( \gamma_i \).
labeling transitions in the product construction are conjunctions of predicates from the two SFAs $M_1$ and $M_2$.

**Complementation**

In order to complement a deterministic SFA $M_1$, we first need to make $M_1$ complete. In order to do so, we add one state which is a non-accepting sink, and from each state we add at most one transition which is the negation of all other transitions from that state. If $M_1$ is complete, then complementation simply switches accepting and non-accepting states, resulting in the same parameters $\langle n_1, m_1, l_1 \rangle$.

**Determinization** [14]

In order to make an SFA deterministic, the algorithm of [14] uses the subset construction for DFAs, resulting in an exponential blowup in the number of states. However, in the case of SFAs this is not enough, and the predicates require special care. Let $P = \{q_1, \ldots, q_t\}$ be a state in the deterministic SFA, where $q_1, \ldots, q_t$ are states of the original SFA $M_1$, and let $\psi_1, \ldots, \psi_t$ be some predicates labelling outgoing transitions from $q_1, \ldots, q_t$, correspondingly. Then, in order to determinize transitions, the algorithm of [14] computes the conjunction $\bigwedge_{i=1}^t \psi_i$, which labels a single transition from the state $P$.

**Minimization** [3]

Given a deterministic SFA $M_1$, the output of minimization is an equivalent deterministic SFA with a minimal number of states. When constructing such an SFA, the number of states and transitions cannot grow. However, as in determinization, if two states of $M_1$ are replaced with one state, then outgoing transitions might overlap, resulting in a non-deterministic SFA. Therefore, to make sure that transitions do not overlap, all algorithms described in [3] compute minterms, which are the smallest conjunctions of outgoing transitions. Minterms then do not intersect, and thus the output is deterministic.

**Emptiness**

If we assume a feasible SFA $M$ as an input, then in order to check for emptiness we need to find an accepting state which is reachable from the initial state (as in DFAs). If we do not assume a feasible input, we need to test the satisfiability of each transition, thus the complexity depends on the complexity measure $\text{sat}^P(l)$.

**Membership**

Similarly to emptiness, in order to check if a concrete word $\gamma_1 \cdots \gamma_n$ is in $L(M)$, we need not only check if it reaches an accepting state but also locally consider the satisfiability of each transition. In the case of membership, we need to check whether the letter $\gamma_i$ satisfies the predicate on the corresponding transition.
**Inclusion**

Deciding inclusion amounts to checking emptiness and feasibility of $M_1 \cap \overline{M_2}$. We assume here that both $M_1$ and $M_2$ are deterministic and complete.

### 5.2 Complexity of Automata Procedures for Special SF As

We now discuss the advantages of neat SFAs and of monotonic algebras, in the context of the algorithms presented in the tables, and show that, in general, they are more efficient to handle compared to other SFAs.

**Neat SFAs** As can be observed from Table 2, almost all decision procedures regarding SFAs depend on $\text{sat}^P(l)$. For neat SFAs it is more precise to say that they depend on $\text{sat}^{P_0}(l)$, namely on the satisfiability of atomic predicates rather than arbitrary predicated. Since $\text{sat}^{P_0}(l)$ is usually less costly than $\text{sat}^P(l)$, most decision procedures are more efficient on neat automata. Here, we claim that applying automata algorithms on neat SFAs preserves their neatness, thus suggesting that neat SFAs may be preferable in many applications.

**Lemma 4.** Let $M_1$ and $M_2$ be neat SFAs. Then: $M_1 \cap M_2$, $M_1 \cup M_2$, $\overline{M_1}$, and determinization / minimization of $M_1$, are all neat SFAs as well.

**Proof.** The proof follows from the product construction \[14,6\] and the determinization \[14\] and minimization \[3\] constructions. All of these use only conjunctions in order to construct the predicates on the output SFAs. Thus, if the predicates on the input SFAs are basic, then so are the output predicates. □

**Monotonic Algebras** We now consider the class $\mathcal{M}_{\text{mon}}$ of SFAs over a monotonic algebra $\mathcal{A}_{\text{mon}}$ with predicates $P$. We first discuss $\text{size}^P(l_1, l_2)$ and $\text{sat}^P(l)$, as they are essential measures in automata operations. Then we show that for $M_1$ and $M_2$ in the class $\mathcal{M}_{\text{mon}}$, the product construction is linear in the number of transitions, adding to the efficiency of SFAs over monotonic algebras.

**Lemma 5.** Let $\psi_1$ and $\psi_2$ be formulas over a monotonic algebra $\mathcal{A}_{\text{mon}}$. Then: $\text{size}^P(|\psi_1|, |\psi_2|)$ is linear in $|\psi_1| + |\psi_2|$ and $\text{sat}^P(|\psi_1|)$ is linear in $|\psi_1|$.

**Proof.** Transforming to DNF is linear, as we show in Lemma\[3\] There, we showed that the conjunction of two DNF formulas of sizes $k$ and $l$ has size $k + l$, which implies that the conjunction of general formulas has linear size. In addition, $\text{sat}^P(l)$ is trivial for a single interval, and following Lemma\[3\] is linear for general formulas. The satisfiability of a single interval is trivial, since we define intervals as predicates of the form $[a, b)$ for $a < b$, and thus every interval is satisfiable. Even if we allow unsatisfiable intervals, satisfiability check will amount to the question “is $a < b$?”. □

**Lemma 6.** Let $M_1$ and $M_2$ be deterministic SFAs over a monotonic algebra $\mathcal{A}_{\text{mon}}$. Then the out-degree of their product SFA $M$ is at most $m = 2 \cdot (m_1 + m_2)$. 
Proof. From Lemma 2 and Lemma 3, we can construct neat SFAs $M'_1$ and $M'_2$ of sizes $\langle n_i, 2m_i, l_i \rangle$ for $i \in \{1, 2\}$. Similarly to the proof of Lemma 3, each transition $\langle \langle q_1, q_2 \rangle, [a, b) \land [c, d), \langle p_1, p_2 \rangle \rangle$ in the product SFA results in a formula $[\max\{a, c\}, \min\{b, d\})$. Then, for $q_1 \in Q_1$, every minimal element in the set of $q_1$’s outgoing transitions can define at most one transition in $M_1$, and the same for a state $q_2 \in Q_2$, and so the number of transitions from $\langle q_1, q_2 \rangle$ is at most $m_1 + m_2$, as required. \qed

Lemma 7. Let $M$ be a neat SFA over a monotonic algebra. Then, transforming $M$ into a complete SFA $M'$ is polynomial in the size of $M$.

Proof. In order to complete $M$, we add a non-accepting sink $r$ in case it does not already exist, and at most $m + 1$ transitions from each state $q$ to $r$, when $m$ is the out-degree of the SFA. We now prove this. Let $[a, b)$ and $[c, d)$ be two predicates labeling outgoing transitions of $q$, where $c$ is the minimal left endpoint of a predicate such that $b < c$. Then, in order to complete $M$, we need to add a transition to the sink, labeled by the predicate $[b, c)$. In addition, for the predicate $[a, b)$ where there is no $c > b$ that defines another predicate, if $b \neq d_{sup}$ then we add $[b, d_{sup})$, and similarly we add $[d_{inf}, a)$. Then, for each state we add at most $m + 1$ new transitions, resulting in at most $|Q| \times (m + 1)$ new transitions. \qed

Definition 1. For predicates over a monotonic algebra, we define a canonical representation of a predicate $\psi$ as the simplified DNF formula which is the disjunction of all intervals satisfying $\psi$.

Note that every predicate $\psi$ over a monotonic algebra defines a unique partition of the domain into disjoint intervals. This unique partition corresponds to a simplified DNF formula, which is exactly the canonical representation of $\psi$.

Example 4. The canonical representation of $\psi = [0, 100) \land ([50, 150) \lor [20, 40))$ is $[20, 40) \lor [50, 100)$.

Lemma 8. Let $M$ be an SFA over a monotonic algebra. Then:

1. There is a unique minimal-state neat SFA $M'$ such that $L(M) = L(M')$.
2. There is a canonical minimal-state normalized SFA $M''$ such that $L(M) = L(M'')$.

Proof. First, we note that for a language $L = L(M)$ for some SFA $M$, the minimal number of states in an SFA corresponds, similarly to DFAs [10,11], to the number of equivalence classes in the equivalence relation $N$ defined by $(u, v) \in N \iff \forall z \in \mathbb{D}^* : uz \in L \iff vz \in L$. Indeed if $(u, v) \in N$ then there is no reason that reading them (from the initial state) should end up in different states, and if $(u, v) \notin N$ then reading them (from the initial state) must lead to different states.

As for transitions, we have the following.
1. Let $\psi$ be a general predicate labeling a transition in $M$. Then $\psi$ defines a unique partition of the domain into disjoint intervals, which are exactly the transitions in a neat SFA. Then, the minimal state neat SFA is unique.

2. For normalized transitions, we can use Lemma 3 to transform a general predicate labeling a transition to a DNF predicate one in linear time. A DNF predicate over a monotonic algebra is in fact a disjunction of disjoint intervals. Then, to obtain a canonical representation, we order these intervals by order of their minimal elements.

References

1. G. Argyros, I. Staiss, S. Jana, A. D. Keromytis, and A. Kiayias. Sfadiff: Automated evasion attacks and fingerprinting using black-box differential automata learning. In Proc. of the 2016 ACM SIGSAC Conf. on Computer and Communications Security, pages 1690–1701. ACM, 2016.

2. R. E. Bryant. Graph-based algorithms for boolean function manipulation. IEEE Trans. Computers, 35(8):677–691, 1986.

3. L. D’Antoni and M. Veanes. Minimization of symbolic automata. In The 41st Annual ACM SIGPLAN-SIGACT Symposium on Principles of Programming Languages, POPL, pages 541–554. ACM, 2014.

4. L. D’Antoni and M. Veanes. Minimization of symbolic tree automata. In Proc. of the 31st Annual ACM/IEEE Symposium on Logic in Computer Science, LICS, pages 678–693. ACM, 2016.

5. L. D’Antoni, M. Veanes, B. Livshits, and D. Molnar. Fast: a transducer-based language for tree manipulation. In ACM SIGPLAN Conf. on Programming Language Design and Implementation, PLDI, pages 384–394. ACM, 2014.

6. P. Hooimeijer and M. Veanes. An evaluation of automata algorithms for string analysis. In Verification, Model Checking, and Abstract Interpretation - 12th Int. Conf., VMCAI, volume 6538 of LNCS, pages 248–262. Springer, 2011.

7. Q. Hu and L. D’Antoni. Automatic program inversion using symbolic transducers. In Proc. of the 38th ACM SIGPLAN Conf. on Programming Language Design and Implementation, PLDI, pages 376–389. ACM, 2017.

8. M. Keil and P. Thiemann. Symbolic solving of extended regular expression inequalities. In 34th Int. Conf. on Foundation of Software Technology and Theoretical Computer Science, FSTTCS, pages 175–186. 2014.

9. K. Mamouras, M. Raghothaman, R. Alur, Z. G. Ives, and S. Khanna. StreamQRE: modular specification and efficient evaluation of quantitative queries over streaming data. In Proc. of the 38th ACM SIGPLAN Conf. on Programming Language Design and Implementation, PLDI, pages 693–708. ACM, 2017.

10. J. Myhill. Finite automata and the representation of events. Technical report, Wright Patterson AFB, Ohio, 1957.

11. A. Nerode. Linear automaton transformations. In Proceedings of the American Mathematical Society, 9(4), page 541–544, 1958.

12. M. D. Preda, R. Giacobazzi, A. Lakhotia, and I. Mastroeni. Abstract symbolic automata: Mixed syntactic/semantic similarity analysis of executables. In Proc. of the 42nd Annual ACM SIGPLAN-SIGACT Symposium on Principles of Programming Languages, POPL, pages 329–341. ACM, 2015.
13. O. Saarikivi and M. Veanes. Translating c# to branching symbolic transducers. In IWIL@LPAR 2017 Workshop and LPAR-21 Short Presentations, volume 1 of Kalpa Publications in Computing. EasyChair, 2017.

14. M. Veanes, P. de Halleux, and N. Tillmann. Rex: Symbolic regular expression explorer. In Third Int. Conf. on Software Testing, Verification and Validation, ICST, pages 498–507. IEEE Computer Society, 2010.