Static multiresolution grids with inline hierarchy information for cosmic ray propagation
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Abstract. For numerical simulations of cosmic-ray propagation fast access to static magnetic field data is required. We present a data structure for multiresolution vector grids which is optimized for fast access, low overhead and shared memory use. The hierarchy information is encoded into the grid itself, reducing the memory overhead. Benchmarks show that in certain scenarios the differences in deflections introduced by sampling the magnetic field model can be significantly reduced when using the multiresolution approach.
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1 Introduction

In astroparticle simulations charged particles, electrons, protons or ionized nuclei, are propagated through static galactic and extragalactic magnetic fields. The magnetic field information can be extracted from large scale structure simulations, e.g. [1, 2]. Modern magneto-hydrodynamic (MHD) simulations are represented by so-called smooth particles, providing highly variable spatial resolutions. Spatial properties are not stored in simple grids but by movable particles of spherical shape. The radii of these spheres are defined by the distances to their neighboring particles. Inside each sphere the cosmological properties like mass density, temperature and pressure are distributed following a kernel function. The kernel used in [3] is:

\[
W(x, h) = \frac{8}{\pi h^3} \begin{cases} 
1 - 6 \left(\frac{x}{h}\right)^2 + 6 \left(\frac{x}{h}\right)^3 & 0 \leq \frac{x}{h} \leq 0.5 \\
2 \left(1 - \frac{x}{h}\right)^3 & 0.5 \leq \frac{x}{h} \leq 1 \\
0 & 1 \leq \frac{x}{h}
\end{cases},
\]

where \(x\) is the distance to the center of the particle and \(h\) is the radius of the sphere, the smoothing length. Accessing individual magnetic field vectors through on-the-fly calculation is computationally expensive, since they need to be calculated from many smooth particles using the kernel function. To keep the high resolution when precalculating the magnetic field vectors, a multiresolution approach is required. Volumes with almost equal magnetic field, mainly found in voids or filaments, are covered by only a few smooth particles with large radii. These would be represented by large, low resolution grid cells. On the other hand, highly detailed volumes in galaxy clusters are represented by small, high resolution grid cells.

To store the magnetic field of the local universe with an extent of 240 Mpc and a resolution of about 50 kpc using a regular grid would require roughly \(4096^3\) samples, or 768 GiB. Using octrees [4], k-d trees [5] or other spatial partitioning algorithms which are stored separately from the data would introduce significant overhead for very large fields.

The propagation codes CRT [6] and CRPropa3 [7] both feature composed magnetic fields, where a magnetic field from a large scale structure simulation or analytical model [8, 9] is combined with a periodically repeated small scale random component. The data structure presented in this paper can either be used to sample the analytic magnetic field or to use...
magnetic fields from other sources like magnetohydrodynamic simulations. In both cases it
improves the performance while retaining a high degree of detail. It can still be combined
with a periodically repeated small scale random component.

We find the following requirements for the magnetic field data structure and algorithm:
a) Fast access to individual samples. Cosmic rays travel a large distance and pass a large
amount of magnetic field vector. The simulation time significantly depends on the time it
takes to retrieve a single magnetic field sample. b) Often only a small subset of the magnetic
field is required for a simulation. In a typical simulation setup, cosmic rays are emitted by one
source and detected at our Galaxy. In this scenario only the field between the source and the
observer is of interest. The data structure should provide the means to dynamically load only
the required samples from the disk into memory. c) Cosmic ray propagation can be trivially
parallelized since there are no interactions between the cosmic rays during propagation. The
data structure should be accessible from multiple simulation processes at the same time using
memory mapped files.

In the next section we present a data structure for a multiresolution grid that fulfills all
those requirements. A brief overview on how to create such a multiresolution field is given
in section 3. In section 4 we compare the performance to a simple cartesian grid when using
up to 32 threads. The effect of different magnetic field resolutions on cosmic ray deflections
is analyzed in section 5.

2 Data structure

The multiresolution vector grid is stored in hierarchic cubes (HCube), outlined in figure 1.
The top-most HCube in the hierarchy has the lowest resolution. It has the index 0 and is
located at the beginning of the memory block. Each cell of the HCube contains either the
sample for this position, or a relative index to the higher resolution HCube. This index is
relative to the referencing HCube. References are encoded using NaN (not a number) for the
x component of the vector while the y and z components contain the 64bit offset to the next
HCube. The memory address is then

\[ \text{addr}(\text{next}) = \text{addr}(\text{this}) + \text{sizeof(HCube)} \times \text{uint64}(y, z) \]  

\text{uint64} converts two 32bit floats to one 64 bit unsigned integer. This way the tree structure
is embedded into the data itself, contrary to other data structures like octrees or k-d trees.
Other data types than three dimensional vectors are possible as well, provided that the
relative index can be encoded. HCubes do not know their origin or size to reduce the memory
overhead. This requires that all HCubes have the same size. The algorithm to access the
samples of an HCube structure is given in algorithm 1.

If the cells are stored in native binary format, they can be accessed using a memory
mapped file allowing only partial reads and shared memory access from multiple processes.
The complexity of each access is of the order \( O(\log(n)) \) with \( c \) being the edge size of the
HCubes and \( n \) being the edge size of the original field. Table 1 shows the maximum overhead,
i.e. the amount of extra memory needed if the whole volume is sampled in the highest
possible resolution, for different HCube cell counts compared to a regular grid with the same
resolution. The overhead does not depend on the resolution, but only on the number of cells
per axis per HCube.
Figure 1. 2D schematics of the hierarchical data structure. Bright cells contain actual field samples while dark cells contain relative indices to higher resolution grids.

Algorithm 1. Pseudocode for the lookup of a sample from an HCube. `cube_cells` is an array of 3D vectors with x, y, z components, `cube_size` is the side length of the HCube in physical units, `relative_position` is the position of the requested sample relative to the origin of the HCube in physical units, `cell_count` is the number of cells each HCube has per axis.

Table 1. The maximum amount of overhead for HCube cell counts from 2 to 16 for any field.

3 Creation

The HCube hierarchy can be created from any vector field, although for a sufficiently complex field the gain compared to a cartesian grid may be minimal. First, virtual memory for the maximum number of HCubes is reserved. Then, each HCube in the tree is visited in a depth-first order. New HCubes are allocated at the end of the current list of HCubes. When the HCube with the maximum resolution is reached, the values of all cells are calculated.
Afterwards all values are evaluated and it is decided if the HCube can be collapsed and be described by its mean vector $\langle \vec{B} \rangle$. The following rules apply: a) There must be no references among the cells, b) All values must be sufficiently similar, and one of the following conditions must be fulfilled:\(^1\)

\[
\begin{align*}
\max(|\vec{B}_i - \langle \vec{B} \rangle|) &< \epsilon \cdot |\langle \vec{B} \rangle| \\
\max(|\vec{B}_i - \langle \vec{B} \rangle|) &< \delta
\end{align*}
\]

$\vec{B}_i$ are the cell values, $\epsilon$ the allowed relative error and $\delta$ the allowed absolute error. Finally, when all allocated HCubes have been visited, the file associated with the virtual memory is truncated after the last HCube.

A cartesian grid of single precision three vectors with 4096 samples per side requires 768 GiB, for example. It can be represented with 6 layers of HCubes with 4 samples per side. The resolution is then given by $\text{extent}/4096$. A larger number of samples per HCube improves the performance since fewer layers need to be traversed. Fewer layers on the other hand increase the space requirements, since fewer HCubes can be collapsed, i.e. represented by a single value.

4 Benchmark

To benchmark the data structure and algorithm described above we use the open source C++ reference implementation quimby.\(^2\) Quimby is a software library to read and process GADGET files containing smooth particles from MHD simulations and it contains different algorithms and data structures to handle large magnetic field data. Based on this library various tools for the creation of magnetic fields in different formats and from different sources are implemented. Additionally Python bindings are provided, so it can easily be used together with CRPropa3.

For this benchmark we use snapshots of MHD simulations of large-scale structure formations \(^2\) to benchmark the look-up performance of our algorithm. It consists of 317349 smooth particles in a box of $21^3 \text{ Mpc}^3$ and represents a subset of the magnetic field in the vicinity of a galaxy cluster as shown in figure 2.

First, a cartesian grid with 1024 samples per axis is created from the smooth particles. Based on this grid a multiresolution field is created with a HCube size of 4, a relative error of $\epsilon = 0.1$ and an absolute error of $\delta = 10^{-19} \text{ G}$. The final resolution for each pixel is shown for a slice in figure 2. While the cartesian grid with 1024 samples requires 12 GiB the HCube grid only requires 5.5 GiB.

The performance of the regular grid and the HCube implementation is measured by two different access patterns. The first pattern is a random access pattern where a random position inside the simulation volume is chosen. This stresses the CPU caches, as no consecutive request can be served from cached memory pages. The second pattern is a random-walk pattern, where the next position is chosen randomly within 36 kpc from the current position, allowing some requests to be served from memory pages still in the CPU caches.

In a typical simulation both access patterns occur. Cosmic rays with high rigidities have large step sizes, producing a random access like pattern. In strong magnetic fields or

---

\(^1\)These conditions are currently implemented, but might be replaced by more advanced conditions in the future.

\(^2\)https://forge.physik.rwth-aachen.de/public/quimby
when the cosmic ray rigidity is low, the magnetic field is queried in a pattern similar to a random walk. For a 100 Mpc long trajectory of a 50 EeV protons roughly $10^3$–$10^4$ magnetic field vectors are queried.

All benchmarks are also performed using a null field implementation which simply returns a fixed sample, to measure the overhead of the benchmark. We perform the benchmarks with the two access patterns on the regular grid, the HCube and the null field using between 1 and 32 threads. Every run simulates $10^8$ field accesses. We repeat each run 10 times and pick the fastest one, to discard slowdowns triggered by other activities on the computer.

In figure 3 we show the results of the benchmark executed on a Intel(R) Xeon(R) X7550 @ 2.00GHz CPU. The overhead, estimated by the null field, is subtracted. For the random-walk access pattern the multiresolution grid access rate is roughly faster by a factor of 2. When accessing the field randomly it is only 1.6 times faster. The access rates for all patterns and implementations scale linearly with up to 32 threads. Small deviations from linearity might result from environmental effects, e.g. other activities on the computer, or technical reasons like limited cache or memory bandwidth or even the CPU affinity of threads.

5 Effect on deflections

In this section we analyze the effect of different magnetic field sampling resolutions on the deflection of cosmic rays. We again use the magnetic field from a large scale structure simulation [2]. It has an extent of 240 Mpc and a resolution up to 10 kpc.

The field is sampled with a resolution of 14.7 kpc (240 Mpc with 16384 samples) and converted to three HCube fields with relative errors $\epsilon$ of 0.9, 0.4 and 0.1 and an absolute error $\delta$ of $10^{-14}$. For comparison a cartesian grid with a resolution of 234.4 kpc (1024 samples) is included in the studies. Each sample in this lower resolution field is the mean of 4096
values with 14.7 kpc resolution. For more efficient ways to calculate low resolution fields from smooth particles see e.g. [10]. The low resolution field and the HCube field with $\epsilon = 0.4$ has a size of roughly 12 GiB, while the field with $\epsilon = 0.9$ is ten times smaller and the more detailed field with $\epsilon = 0.1$ is ten times larger.

The study is conducted in three regions: in the void and filaments, at the border of a galaxy cluster and inside a galaxy cluster. In the void and filament region large areas show a very coherent field, which is an artifact of this large scale structure simulation and its seed field. The border region contains areas with high and low resolution, while the region around the center of the cluster contains volumes of very high resolution and larger magnetic fields. Each region is confined to a sphere of 5 Mpc radius.

In figure 4 the distributions of $10^6$ magnetic field values from random positions inside each sphere are shown. Large deviations from the original distribution (MHD) become evident only at the lowest resolution. The median magnetic field strengths are approximately $10^{-10.5}$ G in the void, $10^{-10.0}$ G in the border and $10^{-9.5}$ G in the central region. To estimate the effect on the deflection of cosmic rays we propagate isotropically emitted protons from the center to the border of the sphere using CRPropa3. The same $10^6$ initial cosmic rays are propagated through the unsampled (MHD) and all four sampled fields. The angular distance of the piercing point to the piercing point of the unsampled (MHD) magnetic field is finally recorded. In the simulation interactions with the extragalactic background light (EBL) are disabled so only deflections in the magnetic fields are attended. The lower limit of the integration step is 0.5 kpc, the upper limit is 50 kpc and the limit for relative error is $10^{-4}$. Proton energies have been chosen to produce a median deflection of 20° in each scenario with the unsampled magnetic field: 0.16 EeV in the void, 1.8 EeV at the border and 45 EeV in the cluster.

The resulting distributions are shown in figure 5 and the median values are tabulated in table 2. In the void the higher resolution does not improve the simulation results; only the very detailed model ($\epsilon = 0.1$) shows a slightly lower tail. In the border region the level of detail in the high resolution fields has a stronger effects for some trajectories, while the

---

**Figure 3.** Benchmark results for a grid (HCube) with a (maximal) resolution of 20.5 kpc (21 Mpc/1024).
Figure 4. Distribution of $10^6$ magnetic field values in the void, at the border and inside a galaxy cluster.

Figure 5. Distribution of the angular distances between the piercing points for different magnetic field resolutions in the void, at the border and inside a galaxy cluster.

high resolution field with the least level of detail ($\epsilon = 0.9$) performs comparably to the lower resolution field. A different picture presents itself in the cluster region. All higher resolution fields perform better than the low resolution field, regardless of the level of detail.

Although the overall deviations from the unsampled magnetic field (MHD) can be large in certain scenarios, the use of the multiresolution HCube algorithm improves the simulation results in regions with large field strengths and small scale structures. The median angular distance can be reduced from above 25° to below 5° inside galaxy clusters.

Finally we compare the runtimes of the simulations for the different resolutions and implementations. It is important to note that these runtimes are influenced by effects that were not necessarily captured by the random-access and -walk access patterns used in section 4: particularly in the cluster region, the HCube hierarchy is deeper and more cell lookups are required. Larger field strengths and small scale structures in the cluster region require smaller step sizes in the integration code to satisfy the mandated accuracy. Finally larger deflections induce longer trajectories which directly impact the runtime. The runtimes therefore better reflect values expected in real world cases, although the interplay of interactions and energy losses might further change the results.
As we can see in table 3, the unsampled field (MHD) is much slower than the sampled fields, since the smooth particles are queried directly. Its implementation is not optimal and potential improvements will slightly reduce the corresponding runtimes, though. Compared to the low resolution field the runtime increases by a factor of 5 to 6 in the cluster region, where the improvements in quality are largest. In the border and void regions the runtimes increase only by a factor of 2.

6 Conclusion

Magnetic fields play a vital role in cosmic ray propagation. The deflection of charged particles changes not only the arrival directions but can also cause significant increases in the trajectory length, and therefore change the observed chemical composition. The stochastic nature of the interactions with the EBL requires time consuming simulations, so efficient access to magnetic fields is of great importance, especially with upcoming magnetic fields from better resolution large scale structure simulations (Dolag et. al, in prep.).

We present a multiresolution grid optimized for fast access to large static vector fields. Using this data structure it is possible to better utilize high resolution magnetic fields in cosmic ray propagation simulations. Our benchmarks show that it performs well, is suitable to be used in parallel computing, and reduces the error of deflections induced by the sampling of the magnetic fields.
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