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Abstract. We propose using greedy and randomized Kaczmarz inner-iterations as preconditioners for the right preconditioned flexible GMRES method to solve consistent linear systems, with a parameter tuning strategy for adjusting the number of inner iterations and the relaxation parameter. We also present theoretical justifications of the right-preconditioned flexible GMRES for solving consistent linear systems. Numerical experiments on overdetermined and underdetermined linear systems show that the proposed method is superior to the GMRES method preconditioned by NE-SOR inner iterations in terms of total CPU time.
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1. Introduction. Consider solving consistent linear systems

\begin{equation}
Ax = b, \quad b \in \mathcal{R}(A),
\end{equation}

where \( A \in \mathbb{R}^{m \times n} \) is not necessarily of full rank and \( \mathcal{R}(A) \) is the range space of \( A \). In particular, consider the minimum Euclidean-norm solution

\begin{equation}
\min_{x \in \mathbb{R}^n} ||x||_2 \quad \text{s.t.} \quad Ax = b, \quad b \in \mathcal{R}(A).
\end{equation}

The problem (1.2) is equivalent to the normal equations of the second kind

\begin{equation}
AA^T u = b, \quad x = A^T u, \quad b \in \mathcal{R}(A),
\end{equation}

where \((\cdot)^T\) denotes the transpose.

Direct methods for solving problem (1.2) or (1.3) are generally expensive when the coefficient matrix is large and sparse. A well-established iterative method for solving (1.2) is the (preconditioned) CGNE method [15, 35], which is mathematically equivalent to the (preconditioned) Conjugate Gradient (CG) method [23] applied to (1.3). Another method is the (preconditioned) MRNE method [29, 16], which applies the (preconditioned) MINRES method [30] to (1.3). Note that iterative methods may be slow to converge for ill-conditioned problems since the condition number of \( AA^T \) is the square of that of \( A \), and preconditioning becomes necessary. In [22], Hayami, Yin and Ito proposed a right-preconditioned generalized minimal residual (GMRES) method called the AB-GMRES method by applying GMRES to \( \min_{u \in \mathbb{R}^m} ||b - ABu||_2 \), where \( B \in \mathbb{R}^{n \times m} \).

In order to accelerate the convergence of iterative methods and save the storage requirement, inner iterations can be applied as a preconditioner inside the Krylov subspace methods instead of applying preconditioning matrices explicitly. Such techniques are often called inner-outter iteration methods [34]. Morikuni and Hayami [28, 29] proposed a class of inner-iteration Krylov subspace methods by applying stationary inner iterations as implicit preconditioners, and showed their efficiency particularly for ill-conditioned and rank-deficient problems. (See also [16].)
In AB-GMRES, common choices for stationary inner iterations are the normal error Gauss-Seidel (NEGS) and normal error successive overrelaxation (NE-SOR) methods [9, 35], which are also commonly referred to as the Kaczmarz [25] or row action methods [1, 3, 11, 12, 21, 36]. Since it was proposed in the 1930s, the Kaczmarz method has gained great theoretical development and plentiful practical applications [10, 13, 18, 19, 31, 39]. Research on the Kaczmarz method was rekindled in 2006 and 2009 when Strohmer and Vershynin [37, 38] proposed the randomized Kaczmarz method with expected exponential rate of convergence. In [5], Bai and Wu constructed a greedy randomized Kaczmarz method by proposing a more effective probability criterion. In [32], Popa summarized convergence rates for Kaczmarz-type methods, including greedy Kaczmarz [1], randomized Kaczmarz methods [38] and so on. For more literature on Kaczmarz-type methods, we refer the reader to [4, 6, 7, 8]. Numerical results show that these randomized or greedy Kaczmarz-type methods accelerate the original Kaczmarz method and reduce the required number of iterations and CPU time effectively. Inspired by this randomized framework, we replace the NE-SOR method by the greedy and randomized Kaczmarz methods in AB-GMRES preconditioned by stationary inner iterations.

A motivation for developing such a greedy/randomized inner-iteration preconditioning arises in applications where the operation on a row of a matrix is relatively expensive, such as in basis pursuit problems [14, 16]. We mention related previous work [2, 26, 33] on randomized preconditioners for least squares problems.

When the randomized or greedy Kaczmarz method is used as the inner iteration, the rows of A are selected randomly or greedily in each iteration and thus the preconditioner is not fixed during the outer iteration. Therefore, we use the flexible GMRES method [34] as the outer iteration and propose a new algorithm called the flexible AB-GMRES method with Kaczmarz-type inner iterations. Theoretically, an optimality property of minimizing residual norm can be given under the framework of flexible GMRES. We also propose a parameter tuning procedure for adjusting the number of inner iterations and the relaxation parameter for the new method. Numerical results show that flexible AB-GMRES preconditioned by Kaczmarz-type methods outperform the AB-GMRES method preconditioned by NE-SOR iterations [28, 29] in terms of total CPU time.

The organization of this paper is as follows. In section 2, we review the AB-GMRES method. In section 3, we present the flexible AB-GMRES method for consistent linear systems, and give an optimality property of the proposed method. In section 4, we propose a parameter tuning procedure for the new method and present numerical experiment results. In section 5, we conclude the paper.

2. AB-GMRES method. In this section, the inner-iteration preconditioned AB-GMRES method is briefly introduced. Consider solving equation (1.2) using AB-GMRES. AB-GMRES corresponds to GMRES applied to \( \min_{u \in \mathbb{R}^m} \| b - A_i u \|_2 \) with \( x = Bu \) and works in an \( m \)-dimensional space [22]. In order to achieve fast convergence of AB-GMRES and to avoid storing the preconditioner \( B \), stationary inner iterations in combination with AB-GMRES were proposed in [28, 29]. This algorithm can be described as follows.

**Algorithm 2.1 AB-GMRES method preconditioned by inner iterations [29]**

1. Let \( x_0 \) be the initial approximate solution and \( r_0 = b - Ax_0 \).
2. \( \beta = \| r_0 \|_2, v_1 = r_0 / \beta \)
3. for \( k = 1, 2, \ldots \) until convergence do
4. Apply \( \ell \) iterations of a stationary iterative method to \( AA^T y = v_k, z = A^T y \) to obtain \( z_k = B(\ell) v_k \).
5. \( w_k = A z_k \)
6. for \( i = 1, 2, \ldots, k \) do
7. \( h_{i,k} = w_k^T v_i, w_k = w_k - h_{i,k} v_i \)
8. end for
9. \( h_{k+1,k} = \| w_k \|_2, v_{k+1} = w_k / h_{k+1,k} \)
10. end for
11. \( y_k = \arg \min_{y \in \mathbb{R}^k} \| \beta c_1 - H_k y \|_2, u_k = [v_1, v_2, \ldots, v_k] y_k \), where \( H_k = \{ h_{ij} \}_1 \leq i \leq k, 1 \leq j \leq k \)
12. Apply \( \ell \) iterations of a stationary iterative method to \( AA^T y = u_k, z = A^T y \) to obtain \( z_k = B(\ell) u_k \).
13. \( x_k = x_0 + z_k \)

In the AB-GMRES preconditioned by inner iterations, one common choice for stationary inner iterations is the NE-SOR method, which is mathematically equivalent to the SOR method applied to the normal
equations of the second kind [9, 35]. More specifically, if we use \( \alpha_i^T \) to represent the \( i \)th row of the matrix \( A \), and \( v_i \) to represent the \( i \)th entry of the vector \( v \), then the NE-SOR method for \( AA^T y = v, z = A^T y \) can be described as follows.

For this purpose, define

\[
\omega < \frac{\|v_i\|_2}{\alpha_i^T \alpha_i}
\]

Algorithm 2.2 NE-SOR method [35], Kaczmarz method with relaxation

1. Let \( z^{(0)} \) be the initial approximate solution and \( \omega \in \mathbb{R} \) be the relaxation parameter.
2. for \( p = 0, 1, 2, \ldots, \ell - 1 \) do
   3. for \( i = 1, 2, \ldots, m \) do
      4. \( z^{(p)} = z^{(p)} + \omega \frac{v_i - \alpha_i^T z^{(p)}}{\|\alpha_i\|_2^2} \alpha_i \)
   5. end for
   6. \( z^{(p+1)} = z^{(p)} \)
3. end for

The Kaczmarz method [25] is equivalent to Algorithm 2.2 with \( \omega = 1 \). In fact, the iteration scheme of NE-GS (NE-SOR) is exactly the same as that of the Kaczmarz method (relaxed Kaczmarz method) [25]. The relaxed Kaczmarz (NE-SOR) method is one of the most efficient row action methods. The method cycles through the rows of the linear system and form each iterate by orthogonally projecting the current point onto the hyperplane \( \alpha_i^T z^{(p+1)} = v_i \) formed by the active row, and all the \( m \) equations in the linear system are swept through consecutively in \( m \) iterations.

The Kaczmarz method [25] is one of the most efficient row action methods. The method cycles through the rows of the linear system and form each iterate by orthogonally projecting the current point onto the hyperplane \( \alpha_i^T z^{(p+1)} = v_i \) formed by the active row, and all the \( m \) equations in the linear system are swept through consecutively in \( m \) iterations.

The convergence theorem of AB-GMRES preconditioned by NE-SOR is precisely restated below.

**Theorem 2.1** [29, Theorem 5.6]. AB-GMRES preconditioned by NE-SOR inner iterations with \( 0 < \omega < 2 \), determines the minimum-norm solution of \( Ax = b \) without breakdown for all \( b \in \mathbb{R}(A) \) and for all \( x_0 \in \mathbb{R}(A^T) \).

### 2.1. Flexible AB-GMRES method

We adopt the flexible preconditioning framework proposed in FGMRES [34] to AB-GMRES, and consider using Kaczmarz-type inner iterations in it.

#### 2.1.1. Outer-iteration algorithm

It is well known that the preconditioning matrix needs to be fixed in the preconditioned GMRES method for all the outer iterations. In fact, in order to keep the preconditioner \( B^{(l)} \) in Algorithm 2.1 fixed, the number of inner iterations in AB-GMRES should not be changed for each outer iteration. However, if we were to adopt the randomized or greedy algorithm as the preconditioner in AB-GMRES, the preconditioning matrix for each outer iteration may change even though the number of inner iterations for each outer iteration is fixed. In [34], Saad presented a variant of the GMRES algorithm called flexible GMRES (FGMRES) for solving square linear systems \( Ax = b \), which allows the preconditioning matrix to change for each outer iteration. This algorithm can be described as follows.

**Algorithm 2.3** Flexible GMRES (FGMRES) [34]

1. Let \( x_0 \) be the initial approximate solution and \( r_0 = b - Ax_0 \).
2. \( \beta = \|r_0\|_2 \), \( v_1 = r_0/\beta \)
3. for \( k = 1, 2, \ldots \) until convergence do
   4. \( z_k = B^{(k)} v_k, w_k = A z_k \)
   5. for \( i = 1, 2, \ldots, k \) do
      6. \( h_{i,k} = (w_k, v_i), w_k = w_k - h_{i,k} v_i \)
   7. end for
   8. \( h_{k+1,k} = \|w_{k+1}\|_2, v_{k+1} = w_k/h_{k+1,k} \)
   9. Define \( Z_k = [z_1, z_2, \ldots, z_k] \)
3. end for
4. \( y_k = \arg \min_{y \in \mathbb{R}^k} \|\beta e_1 - H_k y\|_2 \), where \( H_k = \{h_{ij}\}_{1 \leq i \leq k+1; 1 \leq j \leq k} \)
5. \( x_k = x_0 + Z_k y_k \)

#### 2.1.2. Randomized inner-iteration algorithms

Instead of using the rows of the coefficient matrix \( A \) in the consecutive order, Ansorge [1] proposed selecting the \( i_k \)th row corresponding to the residual component with maximum absolute value. We will call this method the greedy Kaczmarz method, or GK method for
short. See also [36] for earlier work. Another approach is to choose the $i_k$th row randomly [38], which is called the randomized Kaczmarz (RK) method. Finally, Bai and Wu [5] combined these two ideas to propose a more effective probability criterion, which aims to diminish entries of the residual vector with relatively large absolute value at each iteration. We will call the corresponding algorithm the greedy randomized Kaczmarz (GRK) method. These algorithms are called Kaczmarz-type methods. It can be proved that GK, RK and GRK methods converge to the minimum-norm solution whether the system is overdetermined or underdetermined and the coefficient matrix has full rank or is rank deficient [32]. The algorithms of GK, RK and GRK are given below.

**Algorithm 2.4** Greedy Kaczmarz (GK) method [1]

1. Let $z^{(0)}$ be the initial approximate solution.
2. for $p = 0, 1, 2, \ldots, \ell - 1$ do
3. \hspace{1em} Select $i_p \in \{1, 2, \ldots m\}$ according to $i_p = \arg \max_1 \alpha_i^T z^{(p)}$. \hspace{1em} \hspace{1em} \hspace{1em} \\
4. \hspace{1em} $z^{(p+1)} = z^{(p)} + \omega \frac{u_{i_p} - \alpha_{i_p}^T z^{(p)}}{\|\alpha_{i_p}\|_2^2} \alpha_{i_p}$ \hspace{1em} \hspace{1em} \hspace{1em} \\
5. end for

**Algorithm 2.5** Randomized Kaczmarz (RK) method [38]

1. Let $z^{(0)}$ be the initial approximate solution.
2. for $p = 0, 1, 2, \ldots, \ell - 1$ do
3. \hspace{1em} Select $i_p \in \{1, 2, \ldots m\}$ with probability $\Pr(\text{row } = i_p) = \frac{\|\alpha_{i_p}\|^2}{\|A\|^2}$. \hspace{1em} \hspace{1em} \hspace{1em} \\
4. \hspace{1em} $z^{(p+1)} = z^{(p)} + \omega \frac{u_{i_p} - \alpha_{i_p}^T z^{(p)}}{\|\alpha_{i_p}\|_2^2} \alpha_{i_p}$ \hspace{1em} \hspace{1em} \hspace{1em} \\
5. end for

**Algorithm 2.6** Greedy Randomized Kaczmarz (GRK) method [5]

1. Let $z^{(0)}$ be the initial approximate solution.
2. for $p = 0, 1, 2, \ldots, \ell - 1$ do
3. \hspace{1em} $\varepsilon_p = \frac{1}{2} \left( \frac{1}{\|v - Az^{(p)}\|} \max_{1 \leq s \leq m} \left\{ \frac{|v_{i_s} - \alpha_{i_s}^T z^{(p)}|^2}{\|\alpha_{i_s}\|_2^2} \right\} \right) + \frac{1}{\|A\|^2}$ \hspace{1em} \hspace{1em} \hspace{1em} \\
4. \hspace{1em} Determine the index set of positive integers \hspace{1em} \hspace{1em} \hspace{1em} \\
   $U_p = \left\{ i_p : |v_{i_p} - \alpha_{i_p}^T z^{(p)}|^2 \geq \varepsilon_p \|v - Az^{(p)}\|_2^2 \|\alpha_{i_p}\|_2^2 \right\}$. \hspace{1em} \hspace{1em} \hspace{1em} \\
5. \hspace{1em} Compute the $i$th entry $s_i^{(p)}$ of the vector $\tilde{s}^{(p)}$ according to \hspace{1em} \hspace{1em} \hspace{1em} \\
   $s_i^{(p)} = \begin{cases} v_i - \alpha_i^T z^{(p)}, & \text{if } i \in U_p, \\ 0, & \text{otherwise}. \end{cases}$ \hspace{1em} \hspace{1em} \hspace{1em} \\
6. \hspace{1em} Select $i_p \in U_p$ with probability $\Pr(\text{row } = i_p) = \frac{|s_i^{(p)}|^2}{\|\tilde{s}^{(p)}\|^2_2}$. \hspace{1em} \hspace{1em} \hspace{1em} \\
7. \hspace{1em} $z^{(p+1)} = z^{(p)} + \omega \frac{u_{i_p} - \alpha_{i_p}^T z^{(p)}}{\|\alpha_{i_p}\|_2^2} \alpha_{i_p}$ \hspace{1em} \hspace{1em} \hspace{1em} \\
8. end for

In Algorithms 2.5 and 2.6, $\Pr(\text{row } = i)$ represents the probability of selecting the $i$th row of the matrix $A$ as the working row of this iteration.
We remark that \( s = v - Az \) needs to be calculated at each inner iteration for GK and GRK methods. This additional computational work cannot be ignored. On the other hand, we may update the residual vector \( s \) recursively as follows [5]:

\[
\begin{align*}
    s^{(p+1)} &= v - Az^{(p+1)} \\
    &= v - A\left(z^{(p)} + \frac{v_{ip} - \alpha_{ip}^{T}z^{(p)}}{\|\alpha_{ip}\|_2^2}\alpha_{ip}\right) \\
    &= v - Az^{(p)} - \frac{s^{(p)}}{\|\alpha_{ip}\|_2^2}A\alpha_{ip} \\
    &= s^{(p)} - \frac{s^{(p)}}{\|\alpha_{ip}\|_2^2}C_{(ip)}.
\end{align*}
\]

(2.1)

Here, \( C_{(ip)} \) is the \( i_p \)th column of \( C = AA^T \). Hence, if the matrix product \( AA^T \) is computed and stored once in the beginning, the computational work can be reduced, assuming that the total number of inner iterations is more than the number of rows of \( A \). (See Appendix.) This condition was satisfied in all our numerical experiments.

3. Flexible AB-GMRES preconditioned by Kaczmarz-type methods as inner iterations. In FGMRES, we can change the preconditioner for each outer iteration. Hence, consider using \( \ell_k \) iterations of a Kaczmarz-type method as the preconditioner for each outer iteration of the flexible AB-GMRES (F-AB-GMRES). We denote the preconditioning matrix given by the \( \ell_k \) inner iterations by \( B^{(\ell_k)} \). The algorithm is given as follows.

**Algorithm 3.1 Flexible AB-GMRES preconditioned by Kaczmarz-type methods**

1. Let \( x_0 \) be the initial approximate solution and \( r_0 = b - Ax_0 \).
2. \( \beta = \|r_0\|_2, v_1 = r_0/\beta \)
3. for \( k = 1, 2, \ldots \) until convergence do
   4. Apply \( \ell_k \) iterations of a Kaczmarz-type method to \( Az = v_k \) to obtain \( z_k = B^{(\ell_k)}v_k \), where \( \ell_k \) is the smaller of the maximum number of inner iterations \( \ell_{\text{max}} \) and the smallest \( \ell \) such that
      \[
      \|v_k - AB^{(\ell)}v_k\|_2 \leq \max \{0.9^k, 10^{-1}\}\|v_k\|_2.
      \]
   5. \( w_k = Az_k \)
   6. for \( i = 1, 2, \ldots, k \) do
      7. \( h_{i,k} = w_k^Tv_i, w_k = w_k - h_{i,k}v_i \)
   8. end for
   9. \( h_{k+1,k} = \|w_k\|_2, v_{k+1} = w_k/h_{k+1,k} \)
10. end for
11. \( y_k = \arg\min_{y \in \mathbb{R}^k} \|\beta c_1 - H_k y\|_2, u_k = [z_1, z_2, \ldots, z_k] y_k \), where \( H_k = \{h_{ij}\}_{1 \leq i \leq k+1; 1 \leq j \leq k} \)
12. \( x_k = x_0 + u_k \)

Here, \( H_k = \{h_{i,j}\} \in \mathbb{R}^{(k+1) \times k} \). Since the number of inner iterations in each outer iteration does not have to be fixed, we proposed a new inner iterations stopping criterion that varies with the outer iteration to accelerate the convergence, which is given in line 4 of Algorithm 3.1. An optimality property similar to GMRES is given as in [34, Proposition 2.1] for FGMRES.

**Theorem 3.1** The approximate solution \( x_k \) obtained at the \( k \)th iteration of F-AB-GMRES minimizes the residual norm \( \|b - Ax_k\|_2 \) over \( x_0 + \text{Span} \{z_1, z_2, \ldots, z_k\} \).

**Proof** It is easy to show that...
where

\[ AZ_k = V_{k+1} \hat{H}_k \]

\[ = V_k H_k + h_{k+1,k} v_{k+1} e_k^T. \]  

(3.1)

Here, \( H_k \) denotes the \( k \times k \) matrix obtained from \( \hat{H}_k \) by deleting its last row, \( V_k \) denotes the \( n \times k \) matrix with column vectors \( v_1, v_2, \ldots, v_k \), and \( e_k \) denotes the last column of the identity matrix \( I_k \) of size \( k \).

Consider the residual vector for an arbitrary vector \( x = x_0 + Z_k y \) in the affine space \( x_0 + \text{Span} \{ Z_k \} \), where \( Z_k = [z_1, z_2, \ldots, z_k] \). The optimality property is based on the relations

\[ b - Ax = b - A (x_0 + Z_k y) \]

\[ = r_0 - AZ_k y \]

\[ = \beta v_1 - V_{k+1} \hat{H}_k y \]

\[ = V_{k+1} (\beta e_1 - \hat{H}_k y), \]

(3.2)

where \( e_1 \) is the first column of \( I_{k+1} \).

If \( J_k(y) \) denotes the function

\[ J_k(y) = \| b - A (x_0 + Z_k y) \|_2, \]

observe that by (3.2) and the fact that the column vectors of \( V_{k+1} \) are orthogonal,

\[ J_k(y) = \| \beta e_1 - \hat{H}_k y \|_2. \]

(3.3)

Since the algorithm minimizes this norm over all vectors in \( \mathbb{R}^k \) to yield \( y_k \), it is clear that the approximate solution \( x_k = x_0 + Z_k y_k \) has the smallest residual norm in \( x_0 + \text{Span} \{ Z_k \} \).

Next, we consider the possibility of breakdown in F-AB-GMRES preconditioned by Kaczmarz-type methods as inner iterations. A breakdown occurs when the vector \( v_{k+1} \) cannot be computed in line 9 of Algorithm 3.1 because \( h_{k+1,k} = 0 \). For AB-GMRES with \( B \) satisfying the convergence conditions [29, Theorem 5.2], [22, Corollary 3.8], this is not a problem because when this happens, the approximate solution \( x_k \) satisfies \( Ax_k = b \). The situation for F-AB-GMRES is slightly different, as in [34, Proposition 2.2] for FGMR.

**Theorem 3.2** Assume that \( \beta = \| r_0 \|_2 \neq 0 \) and that \( k - 1 \) steps of F-AB-GMRES have been successfully performed, i.e., that \( h_{i+1,i} \neq 0 \) for \( i < k \). In addition, assume that the matrix \( H_k \) is nonsingular. Then \( x_k \) is a solution of \( Ax = b \) if and only if \( h_{k+1,k} = 0 \).

**Proof** If \( h_{k+1,k} = 0 \), then \( AZ_k = V_k H_k \), and we have

\[ J_k(y) = \| \beta v_1 - AZ_k y \|_2 = \| \beta v_1 - V_k H_k y \|_2 = \| \beta e_1 - H_k y \|_2, \]

where \( e_1 \) is the first column of \( I_k \).

If \( H_k \) is nonsingular, then the above function is minimized for \( y = y_k = H_k^{-1} (\beta e_1) \) and the corresponding minimum norm is zero, that is to say, \( x_k \) is a solution of \( Ax = b \).

On the other hand, if \( x_k \) satisfies \( Ax_k = b \), then from (3.1) and (3.2), we have

\[ 0 = b - Ax_k = V_k (\beta e_1 - H_k y_k) - w_k e_k^T y_k. \]

(3.5)

We show that \( h_{k+1,k} = 0 \) by contradiction. Suppose that \( h_{k+1,k} \neq 0 \) holds. If the last component of \( y_k \) is equal to zero \( e_k^T y_k = 0 \), then a simple backward substitution for the system \( H_k y_k = \beta e_1 \), starting from the last equation, will show that all components of \( y_k \) are zero. This would imply that \( \beta = 0 \), which contradicts the assumption. Hence, \( h_{k+1,k} = 0 \) holds.

The only difference of this result from that of AB-GMRES is that the additional assumption that \( H_k \) is nonsingular must be made since it is no longer implied by the algorithm. In fact, the following holds

**Theorem 3.3** Assume \( \text{rank} A = n \), \( \text{rank} Z_k = k \) and \( h_{k+1,k} = 0 \). Then, \( H_k \) is nonsingular.
Proof Let $c_1 A z_1 + \cdots + c_k A z_k = A (c_1 z_1 + \cdots + c_k z_k) = 0$. Then, rank $A = n$ implies $c_1 z_1 + \cdots + c_k z_k = 0$, and rank $Z_k = k$ implies $c_1 = \cdots = c_k = 0$. Hence, rank $(A Z_k) = k$. Since, $h_{k+1,k} = 0$, $A Z_k = V_k H_k$. Thus, $k = \text{rank}(A Z_k) = \text{rank}(V_k H_k) \leq \min(\text{rank}V_k, \text{rank}H_k) = \min(k, \text{rank}H_k)$. Hence, rank $H_k = k$, and $H_k$ is nonsingular.

See also [27, Theorem 3] for convergence conditions of FGMRES preconditioned by multistep matrix splitting iterations, which ensure the nonsingularity of $H_k$.

The additional cost of the flexible variant over AB-GMRES is only the extra memory required to save the set of vectors $\{z_j\}_{j=1,2,\ldots,m}$. However, the added advantage of flexibility may be worth this extra cost.

4. Numerical experiments. We compare the proposed F-AB-GMRES preconditioned by Kaczmarz-type methods as inner iterations with AB-GMRES preconditioned by NE-SOR inner iterations [28, 29] in terms of the central processing unit (CPU) time by numerical experiments on underdetermined and overdetermined problems.

Table 1 gives the number of rows $m$, the number of columns $n$, the density of the nonzero elements, the rank and the condition number $\kappa(A)$ on the overdetermined test matrices. The matrices RANDLi, $i = 1, 2, \ldots, 6$ were randomly generated using the MATLAB function `sprandn`, as in [22, 28, 29]. The Maragal_j, $j = 3, 4, 5$ are rank deficient matrices from [17]. These matrices were transposed to form underdetermined problems. Table 1 shows the effective size of the matrices after removing all zero rows. (If the matrix $A$ has a zero row, then the Kaczmarz-type methods can not work.) The rank and condition number were computed using the MATLAB functions `sprank` [20] and `svd`.

In our implementations, a solution vector $x_\ast \in \mathbb{R}^n$ is randomly generated by using the MATLAB function `randn`, and the right-hand side $b \in \mathbb{R}^m$ is taken to be $A x_\ast$. All computations were started from the initial vector $x_0 = 0$, and the stopping criterion is the relative residual

$$\frac{\|r_k\|_2}{\|b\|_2} \leq 10^{-6},$$

where $r_k = b - A x_k$ is the $k$th residual vector, or the maximum number of outer iterations 2000. No restarts were used for GMRES.

All experiments were carried out using MATLAB (version R2017b) on a personal computer with 2.80 GHz CPU (Intel(R) Core(TM) i7-7700HQ Q9550), 16 GB memory, and Windows 10 Home version 1909.

4.1. Automatic parameter tuning for Kaczmarz-type methods. The proposed method requires two preconditioning parameters: the maximum number of inner iterations $\ell_{\text{max}}$ in line 4 of Algorithm 3.1 and the relaxation parameter $\omega$ used for the Kaczmarz-type inner iterations. Since the CPU time for the proposed method varies with the values of these parameters, it is desirable to determine the values automatically for any problem. Inspired by the idea in [28, 29], we perform the following procedure given as Algorithm 4.1 using Kaczmarz-type methods alone for $A z = b$ before starting the outer iterations to determine the values of these parameters $\ell_{\text{max}}$ and $\omega_{\text{opt}}$.

**Algorithm 4.1 Parameter tuning procedure of Kaczmarz-type methods**

1: Set $\omega = 1$ and $z^{(0)} = 0$.
2: for $\ell = 1, 2, \ldots$ do
3: Apply $\ell$ iterations of a Kaczmarz-type method to $A z = b$ to obtain $z^{(\ell)}$.
4: if $\|b - A z^{(\ell)}\|_2 \leq \eta \|b\|_2$ then
5: break
6: end if
7: end for
8: $\ell_{\text{max}} = \ell$
9: for $\omega = 0.1, 0.2, \ldots, 1.9$ do
10: Apply $\ell_{\text{max}}$ iterations of a Kaczmarz-type method to $A z = b$.
11: end for
12: $\omega_{\text{opt}} = \arg \min_{\omega=0.1,0.2,\ldots,1.9} \|r^{(\ell_{\text{max}})}\|_2$

We remark that Morikuni and Hayami [28] evaluated the performance of AB-GMRES preconditioned by
and shows that F-AB-GMRES preconditioned by the GRK inner iterations is also the fastest among all the methods regarding the CPU time for the matrix Maragal_5T. These results are in accordance with Table 1.

Table 1: Information of the matrices.

| Name         | m   | n   | Density[%] | Rank | κ(A) |
|--------------|-----|-----|------------|------|------|
| RANDL1       | 5000| 500 | 20         | 500  | 1.00×10^4 |
| RANDL2       | 5000| 500 | 20         | 500  | 1.00×10^2 |
| RANDL3       | 5000| 500 | 20         | 500  | 1.00×10^3 |
| RANDL4       | 5000| 500 | 20         | 500  | 1.00×10^4 |
| RANDL5       | 5000| 500 | 20         | 500  | 1.00×10^5 |
| RANDL6       | 5000| 500 | 20         | 500  | 1.00×10^6 |
| Maragal_3    | 1682| 858 | 1.27       | 613  | 1.10×10^3 |
| Maragal_4    | 1964| 1027| 1.32       | 801  | 9.33×10^6 |
| Maragal_5    | 4654| 3296| 0.61       | 2147 | 1.19×10^5 |

Name: name of the matrix, m: number of rows of the matrix, n: number of columns of the matrix, Density: density of the nonzero components of the matrix, Rank: maximum number of linearly independent columns of the matrix, κ(A): condition number of the matrix σ_{max}/σ_{min}, where σ_{max} and σ_{min} are the largest and smallest nonzero singular values of the matrix, respectively.

NE-SOR inner iterations for different values of η and finally chose η = 10^{-1}. Here, we also choose η = 10^{-1}. Since the number of inner iterations in F-AB-GMRES does not have to be fixed for each outer iteration, we set ℓ_{max} determined by Algorithm 4.1 to be the maximum number of inner iterations for each outer iteration.

4.2. Underdetermined problems. We first present numerical experiment results on underdetermined problems (m < n). Tables 2 and 3 give the numerical experiment results on full-rank matrices and rank-deficient matrices, respectively. The letter T at the end of the name of a matrix denotes the transposition of the matrix. The first row in each cell in Tables 2 and 3 gives the number of outer iterations outside parentheses and gives the total number of inner iterations (the sum of the number of inner iterations in each outer iteration) and relaxation parameter in parentheses. Here, the number of inner iterations means ℓm in Algorithm 2.2, and ℓ_k in line 4 of Algorithm 3.1. The second row in each cell gives the total CPU time in seconds including the parameter tuning time and the formation of C outside parentheses, and the parameter tuning time in seconds in parentheses. Here, the CPU time means the median of the elapsed CPU time for 10 times of repeated runs for the same b for the corresponding method, respectively. The * indicates the fastest method regarding the CPU time. In order to improve computing efficiency for the GK and GRK methods, we used the recursive formula (2.1) to update the residual vector s^{(p)} for each inner iteration. To do so, we need to compute C = AA^T in advance. The CPU time in seconds for computing matrix C is given below the name of the matrix. The total CPU time for F-AB-GMRES preconditioned by GK and GRK inner iterations includes the time for computing C. We also remark that the matrix A^T instead of A was used throughout the programs for efficient data access with MATLAB. (The CPU time required to transpose A is negligible.)

Table 2 shows that F-AB-GMRES preconditioned by the GK inner iterations is the fastest among all the methods for the full-rank matrices RANDLi, i = 1, 2, …, 6. We remark that the total number of inner iterations of F-AB-GMRES with GRK and GK is also smaller than that of AB-GMRES with NE-SOR. This may imply that F-AB-GMRES with GRK and GK has a smaller workload than AB-GMRES with NE-SOR.

In Figure 1, we plot the relative residual norm \|r_k\|_2/\|b\|_2 versus total number of inner iterations and CPU time in seconds for the matrix RANDL6T. The figure shows that F-AB-GMRES preconditioned by the GK inner iterations is best among all the methods regarding the total number of inner iterations, and the GK inner iterations is the fastest among all the methods regarding CPU time. These results are in accordance with Table 2.

Table 3 shows that F-AB-GMRES preconditioned by the GK inner iterations is also the fastest among all the methods for the rank-deficient matrices Maragal_3T, Maragal_4T and Maragal_5T.

In Figure 2, we plot the relative residual norm versus total number of inner iterations and CPU time in seconds for the matrix Maragal_5T. Figure 2 shows that F-AB-GMRES preconditioned by the GRK inner iterations is best among all the methods regarding the total number of inner iterations, and the GK inner iterations is the fastest among all the methods regarding CPU time for the matrix Maragal_5T. These results are in accordance with Table 3.
Table 2
Results for full-rank matrices (underdetermined problems)

| Outer iteration | Inner iteration | RANDL1T | RANDL2T | RANDL3T |
|----------------|----------------|---------|---------|---------|
| AB-GMRES NE-SOR | 0.16           | 1.36    | 4.38    | 7.87    | (1.21) |
| F-AB-GMRES RK    | 20.3 (34450, 1.2) | 4.07    | 17.21   | 49.41   | (3.99) |
| GRK              | 1.01 (0.54) | 38.5 (29305, 1.3) | 5.57 (0.76) |
| GK               | 29 (6553, 1.1) | 0.65 (0.29) | 1.60 (0.57) | 2.91 (0.41) |

Table 3
Results for rank-deficient matrices (underdetermined problems)

| Outer iteration | Inner iteration | Maragal_3T | Maragal_4T | Maragal_5T |
|----------------|----------------|------------|------------|------------|
| AB-GMRES NE-SOR | 0.01           | 57 (195624, 1.2) | 51 (209508, 1.1) | 144 (1898496, 1.2) |
| F-AB-GMRES RK    | 3.05 (0.79) | 3.69 (1.08) | 44.7 (5.05) |
| GRK              | 179 (1161812, 1.1) | 46.71 (4.79) | 730.07 (27.05) |
| GK               | 1.32 (0.20) | 1.67 (0.31) | 19.13 (1.44) |

First row: Number of (outer) iterations (the total number of inner iterations, ω).
Second row: Total CPU time, which includes parameter tuning time in parentheses, in seconds.

4.3. Overdetermined problems. Next, we present numerical experiment results on overdetermined problems (m > n). Table 4 and 5 give the numerical experiment results for full-rank matrices and rank-deficient matrices, respectively similarly to Tables 2 and 3.

Table 4 shows that AB-GMRES preconditioned by the NE-SOR inner iterations is the fastest among all the methods for matrices RANDL1, RANDL2 and RANDL4. F-AB-GMRES preconditioned by the GRK
Fig. 2. Relative residual norm vs. total number of inner iterations (left) and relative residual norm vs. CPU time (right) for Maragal_5T.

Table 4
Results for full-rank matrices (overdetermined problems)

| Outer iteration | Inner iteration | RANDL1 | RANDL2 | RANDL3 |
|-----------------|----------------|--------|--------|--------|
| AB-GMRES NE-SOR| 2 (10000, 1.0) | 2.26   | 2.32   | 2.24   |
| F-AB-GMRES RK   | 16.25          | 146.5  | 328.5  | 1298500, 0.7 |
| GRK             | 60 (14281, 1.0) | 79.5 (20718, 1.0) | 53 (11622, 1.0) |
| GK              | 220 (11784, 1.0) | 383 (178359, 1.0) | 469 (140146, 1.0) |

Table 5
Results for rank-deficient matrices (overdetermined problems)

| Outer iteration | Inner iteration | Maragal_3 | Maragal_4 | Maragal_5 |
|-----------------|----------------|-----------|-----------|-----------|
| AB-GMRES NE-SOR| 149 (751584, 1.1) | 97 (571524, 1.1) | 330 (4607460, 1.1) |
| F-AB-GMRES RK   | 238 (1303000, 0.9) | 165.5 (896006, 1.0) | 408 (8781000, 0.9) |
| GRK             | 252.5 (146302, 1.1) | 173.5 (124010, 1.1) | 457 (933605, 1.1) |
| GK              | 233 (156155, 1.0) | 200 (161556, 1.1) | 520 (1192950, 1.1) |

First row: Number of (outer) iterations (the total number of inner iterations, ω).
Second row: Total CPU time, which includes parameter tuning time in parentheses, in seconds.

inner iterations is the fastest among all the methods for matrices RANDL3, and the GK inner iterations is the fastest among all the methods for matrices RANDL5 and RANDL6.

Table 5 shows that F-AB-GMRES preconditioned by the GK method is the fastest regarding the CPU time among all the methods for matrices Maragal_3, Maragal_4 and Maragal_5.

In Figure 3, we plot the relative residual norm versus the total number of inner iterations and CPU time.
in seconds for the matrix Maragal_5. Figure 3 shows that F-AB-GMRES preconditioned by the GRK inner iterations is best among all the methods when comparing the total number of inner iterations, and the GK inner iterations is the fastest among all the methods regarding the CPU time for the matrix Maragal_5. These results are in accordance with Table 5.

We have tried to further speed up the methods based on GK and GRK by computing approximations of $AA^T$ using the method in [24] for over- and underdetermined systems, but so far we have not been successful, and this is left for future research.

5. Conclusion. In this paper, we proposed replacing the NE-SOR method by Kaczmarz-type methods in the previous AB-GMRES method preconditioned by stationary inner iterations for solving consistent systems of linear equations. To do so, we developed a new algorithm called flexible AB-GMRES method preconditioned by Kaczmarz-type methods as inner iterations. An optimality property of minimizing residuals was given for the proposed method. We also proposed a tuning procedure for adjusting the maximum number of inner iterations and value of the relaxation parameter in the method. Numerical experiment results showed that flexible AB-GMRES preconditioned by Kaczmarz-type methods converge faster than the previous method in terms of total CPU time.

Appendix. Comparison of computational work of GK and modified GK inner-iteration preconditioning.

We compare the total computational work (the number of floating-point operations) for the greedy Kaczmarz inner-iteration preconditioning using Algorithm 2.4 (GK), with GK modified by precomputing and storing $C = AA^T$ once beforehand and updating the residual vector $s$ using equation (2.1) (MGK).

Let $A$ be an $m \times n$ matrix. Assume that the number of outer iterations of the F-AB-GMRES is $k$, and that the number of inner Kaczmarz iterations is fixed at $\ell$ for each outer iteration.

First, consider the case when $A$ is dense. Then, the total work for GK is given by

$$w_{GK}^d = k\ell (mn + n).$$

The first term corresponds to step 3, and the second corresponds to step 4 of Algorithm 2.4, respectively. The total work for MGK is

$$w_{MGK}^d = m^2 n + k\ell (m + n).$$

The first term corresponds to computing $C = AA^T$ once beforehand, the second is for step 4 of Algorithm 2.4, and the third corresponds to the update in equation (2.1). Hence,

$$w_{GK}^d - w_{MGK}^d = m [k\ell (n-1) - mn].$$

Therefore,

$$w_{MGK}^d < w_{GK}^d \iff k\ell > m \left(1 + \frac{1}{n-1}\right).$$

(5.1)
Next, consider the case when $A$ is sparse and the position of the nonzero elements are random. Let $\text{nz}$ be the number of nonzero elements of $A$. Define $q = \text{nz}/m$ as the average number of nonzero elements per row of $A$. Thus, the density of $A$ is $d = q/n$. Assume that the computational work to compute $C = (c_{ij}) = AA^T$ is $qm^2$. Let the density of $C$ be $p$.

Then, the total work for GK is

$$w_{\text{GK}}^s = k\ell(\text{nz} + q) = k\ell q(m + 1).$$

The first term corresponds to step 3, and the second corresponds to step 4 of Algorithm 2.4, respectively. The total work for MGK is

$$w_{\text{MGK}}^s = qm^2 + k\ell(q + mp).$$

The first term is for computing $AA^T$, the second is for step 4 of Algorithm 2.4, and the third is for the update in equation (2.1), respectively. Hence,

$$w_{\text{GK}}^s - w_{\text{MGK}}^s = m[k\ell(q - p) - mq].$$

Therefore,

$$w_{\text{MGK}}^s < w_{\text{GK}}^s \iff k\ell > m\left(1 + \frac{p}{q - p}\right).$$

(5.2)

The density $p$ of $C = AA^T$ can be estimated as follows. The probability that $c_{ij} \neq 0$ for $i \neq j$ is $p_{\text{nd}} = 1 - (1 - d^2)^n$, and the probability that $c_{ii} \neq 0$ is $p_d = 1 - (1 - d)^n$. Therefore the probability that $c_{ij} \neq 0$ (or the density of $C$) is

$$p = \frac{(m^2 - m)p_{\text{nd}} + mp_d}{m^2}$$

$$= 1 - \left(1 - \frac{1}{m}\right)(1 - d^2)^n + \frac{1}{m}(1 - d)^n.$$ (5.3)

If $d = 1$ ($A$ is dense), (5.3) implies $p = 1$. Then, also $q = n$, so that (5.2) agrees with (5.1). If $d \ll 1$, $p$ can be approximated as

$$p \sim 1 - \left(1 - \frac{1}{m}\right)e^{-nd^2} + \frac{1}{m}e^{-q}.$$

Table 6 gives estimated (using (5.3)) and actual values of the density of $C = AA^T$ for the matrices used in our experiments.

As for the CPU time, the computation of $AA^T$ should perform relatively more efficiently than the flops count suggests, especially for the dense case, due to fast memory access.
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