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Abstract. Cotangent sums are associated to the zeros of the Estermann zeta function. They have also proven to be of importance in the Nyman-Beurling criterion for the Riemann Hypothesis.

The main result of the paper is the proof of the existence of a unique positive measure \( \mu \) on \( \mathbb{R} \), with respect to which certain normalized cotangent sums are equidistributed.

Improvements as well as further generalizations of asymptotic formulas regarding the relevant cotangent sums are obtained. We also prove an asymptotic formula for a more general cotangent sum as well as asymptotic results for the moments of the cotangent sums under consideration. We also give an estimate for the rate of growth of the moments of order \( 2k \), as a function of \( k \).
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1. Introduction

Cotangent sums are associated to the zeros of the Estermann zeta function. R. Balasubramanian, J. B. Conrey and D. R. Heath-Brown \cite{2}, used properties of the Estermann zeta function to prove asymptotic formulas for mean-values of the product consisting of the Riemann zeta function and a Dirichlet polynomial. Period functions and families of cotangent sums appear in recent work of S. Bettin and J. B. Conrey (cf. \cite{4}). They generalize the Dedekind sum and share with it the property of satisfying a reciprocity formula. They prove a reciprocity formula for the V. I. Vasyunin’s sum \cite{24}, which appears in the Nyman-Beurling criterion for the Riemann Hypothesis.

In the present paper, improvements as well as further generalizations of asymptotic formulas regarding the relevant cotangent sums are obtained. We also prove an asymptotic formula for a more general cotangent sum as well as asymptotic results and upper bounds for the moments of the cotangent sums under consideration. Furthermore, we obtain detailed information about the distribution of the values of these cotangent sums. We also give an estimate for the rate of growth of the moments of order \( 2k \), as a function of \( k \).
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1.1. The cotangent sum and its applications. The present paper is focused in the study of the following cotangent sum:

**Definition 1.1.**

\[ c_0 \left( \frac{r}{b} \right) := - \sum_{m=1}^{b-1} \frac{m}{b} \cot \left( \frac{\pi mr}{b} \right), \]

where \( r, b \in \mathbb{N}, b \geq 2, 1 \leq r \leq b \) and \( (r, b) = 1 \).

The function \( c_0(r/b) \) is odd and periodic of period 1 and its value is an algebraic number. Its properties of being odd and periodic are depicted in the following graphs:

![Graph of \( c_0(r/b) \)](image)

Figure 1: Graph of \( c_0(r/b) \), for \( 1 \leq r \leq b, b = 757 \), with \( (r, b) = 1 \).
It is interesting to mention that for hundreds of integer values of $k$ for which we have examined the graph of $c_0(r/b)$ by the use of MATLAB, the resulting figure always has a shape similar to an ellipse.
Part of our goal is to understand this phenomenon, and we will do it to some extent. The main result in this respect is contained in Theorem 1.5, which provides information about equidistribution and moments of these sums.

Before presenting the main results of the paper regarding this cotangent sum, we shall demonstrate its significance by exhibiting its relation to other important functions in number theory, such as the Estermann and the Riemann zeta functions, and its connections to major open problems in Mathematics, such as the Riemann Hypothesis.

**Definition 1.2.** The Estermann zeta function $E(s, \frac{r}{b}, \alpha)$ is defined by the Dirichlet series

$$E(s, \frac{r}{b}, \alpha) = \sum_{n \geq 1} \frac{\sigma_{\alpha}(n) \exp(2\pi inr/b)}{n^s},$$

where $\text{Re } s > \text{Re } \alpha + 1$, $b \geq 1$, $(r, b) = 1$ and

$$\sigma_{\alpha}(n) = \sum_{d|n} d^\alpha.$$

It is worth mentioning that T. Estermann (see [10]) introduced and studied the above function in the special case when $\alpha = 0$. Much later, it was studied by I. Kiuchi (see [15]) for $\alpha \in (-1, 0]$. The Estermann zeta function can be continued analytically to a meromorphic function, on the whole complex plane up to two simple poles $s = 1$ and $s = 1 + \alpha$ if $\alpha \neq 0$ or a double pole at $s = 1$ if $\alpha = 0$ (see [10], [12], [22]).
Moreover, it satisfies the functional equation:

\[
E\left(s, \frac{r}{b}, \alpha\right) = \frac{1}{\pi} \left(\frac{b}{2\pi}\right)^{1+\alpha-2s} \Gamma(1-s)\Gamma(1+\alpha-s) \times \left(\cos\left(\frac{\pi\alpha}{2}\right) E\left(1+\alpha-s, \frac{r}{b}, \alpha\right) - \cos\left(\pi s - \frac{\pi\alpha}{2}\right) E\left(1+\alpha-s, -\frac{r}{b}, \alpha\right)\right),
\]

where \(\bar{r}\) is such that \(\bar{r}r \equiv 1 \pmod{b}\) and \(\Gamma(s)\) stands for the Gamma function.

R. Balasubramanian, J. B. Conrey and D. R. Heath-Brown [2], used properties of \(E\left(0, \frac{r}{b}, 0\right)\) to prove an asymptotic formula for

\[
I = \int_{0}^{T} \left| \zeta\left(\frac{1}{2} + it\right) \right|^2 \left| A\left(\frac{1}{2} + it\right) \right|^2 dt,
\]

where \(A(s)\) is a Dirichlet polynomial.

Asymptotics for functions of the form of \(I\) are useful for theorems which provide a lower bound for the portion of zeros of the Riemann zeta-function \(\zeta(s)\) on the critical line (see [13], [14]).

M. Ishibashi (see [11]) presented a nice result concerning the value of \(E\left(0, \frac{r}{b}, \alpha\right)\) at \(s = 0\).

**Theorem 1.3. (Ishibashi)** Let \(b \geq 2, 1 \leq r \leq b, (r,b) = 1, \alpha \in \mathbb{N} \cup \{0\}\). Then

(1) For even \(\alpha\), it holds

\[
E\left(0, \frac{r}{b}, \alpha\right) = \left(-\frac{i}{2}\right)^{\alpha+1} \sum_{m=1}^{b-1} \frac{m}{b} \cot^{(\alpha)}\left(\frac{\pi mr}{b}\right) + \frac{1}{4}\delta_{\alpha,0},
\]

where \(\delta_{\alpha,0}\) is the Kronecker delta function.

(2) For odd \(\alpha\), it holds

\[
E\left(0, \frac{r}{b}, \alpha\right) = \frac{B_{\alpha+1}}{2(\alpha+1)}.
\]

In the special case when \(r = b = 1\), we have

\[
E\left(0, 1, \alpha\right) = \frac{(-1)^{\alpha+1} B_{\alpha+1}}{2(\alpha+1)},
\]

where by \(B_m\) we denote the \(m\)-th Bernoulli number, where \(B_{2m+1} = 0\),

\[
B_{2m} = \frac{(2m)!}{(2\pi)^{2m}} \sum_{\nu \geq 1} \nu^{-2m}.
\]

Hence for \(b \geq 2, 1 \leq r \leq b, (r,b) = 1\), it follows that

\[
E\left(0, \frac{r}{b}, 0\right) = \frac{1}{4} + \frac{i}{2} c_0\left(\frac{r}{b}\right),
\]

where \(c_0(r/b)\) is the cotangent sum (see Definition [11]).

This result gives a connection between the cotangent sum \(c_0(r/b)\) and the Estermann zeta function.

Period functions and families of cotangent sums appear in recent work of S. Bettin and J. B. Conrey [4], generalizing the Dedekind sums and sharing with it the property of satisfying a reciprocity formula. Bettin and Conrey proved the following reciprocity formula for \(c_0(r/b)\):

\[
c_0\left(\frac{r}{b}\right) + \frac{b}{r} c_0\left(\frac{b}{r}\right) - \frac{1}{\pi r} = \frac{i}{2} \psi_0\left(\frac{r}{b}\right),
\]
where
\[
\psi_0(z) = -2 \frac{\log 2\pi z - \gamma}{\pi iz} - \frac{2}{\pi} \int_{\frac{1}{2}}^{\frac{1}{2} + it} \frac{\zeta(s)\zeta(1-s)}{\sin \pi s} z^{-s} \, ds,
\]
and \(\gamma\) stands for the Euler-Mascheroni constant.

This reciprocity formula demonstrates that \(c_0(r/b)\) can be interpreted as an “imperfect” quantum modular form of weight 1, in the sense of D. Zagier (see [3], [25]).

The cotangent sum \(c_0(r/b)\) can be associated to the study of the Riemann Hypothesis, also through its relation with the so-called Vasyunin sum. The Vasyunin sum is defined as follows:
\[
V \left( \frac{r}{b} \right) := \sum_{m=1}^{b-1} \left\{ \frac{mr}{b} \right\} \cot \left( \frac{\pi mr}{b} \right),
\]
where \(\{u\} = u - \lfloor u \rfloor, \, u \in \mathbb{R}\).

It can be shown (see [3], [4]) that
\[
V \left( \frac{r}{b} \right) = -c_0 \left( \frac{\bar{r}}{b} \right),
\]
where, as mentioned previously, \(\bar{r}\) is such that \(\bar{r}r \equiv 1 \pmod{b}\).

The Vasyunin sum is itself associated to the study of the Riemann hypothesis through the following identity (see [3], [4]):
\[
\frac{1}{2\pi(rb)^{1/2}} \int_{-\infty}^{+\infty} \left| \zeta \left( \frac{1}{2} + it \right) \right|^2 \left( \frac{r}{b} \right)^it \frac{dt}{\frac{1}{4} + t^2} = \frac{\log 2\pi - \gamma \left( \frac{1}{r} + \frac{1}{b} \right)}{2} + \frac{b-r}{2rb} \log \frac{r}{b} - \frac{\pi}{2rb} \left( V \left( \frac{r}{b} \right) + V \left( \frac{b}{r} \right) \right).
\]

Note that the only non-explicit function in the right hand side of (1) is the Vasyunin sum.

The above formula is related to the Nyman-Beurling-Baéz-Duarte-Vasyunin approach to the Riemann Hypothesis (see [1], [3]). According to this approach, the Riemann Hypothesis is true if and only if
\[
\lim_{N \to +\infty} d_N = 0,
\]
where
\[
d_N^2 = \inf_{D_N} \frac{1}{2\pi} \int_{-\infty}^{+\infty} \left| 1 - \zeta \left( \frac{1}{2} + it \right) D_N \left( \frac{1}{2} + it \right) \right|^2 \frac{dt}{\frac{1}{4} + t^2}
\]
and the infimum is taken over all Dirichlet polynomials
\[
D_N(s) = \sum_{n=1}^{N} a_n n^s.
\]

Hence, from the above arguments it follows that from the behavior of \(c_0(r/b)\), we understand the behavior of \(V(r/b)\) and thus from (1) we may hope to obtain crucial information related to the Nyman-Beurling-Baéz-Duarte-Vasyunin approach to the Riemann Hypothesis.
Therefore, to sum up, one can see from all the above that the cotangent sum $c_0(r/b)$ is strongly related to important functions of Number Theory and its properties can be applied in the study of significant open problems, such as Riemann’s Hypothesis.

1.2. Main result. We now come to the main result of the paper, which states the equidistribution of certain normalized cotangent sums with respect to a positive measure, which is also constructed in the following theorem.

Definition 1.4. For $z \in \mathbb{R}$, let

$$F(z) = \text{meas}\{\alpha \in [0,1] : g(\alpha) \leq z\},$$

where “meas” denotes the Lebesgue measure,

$$g(\alpha) = \sum_{l=1}^{+\infty} \frac{1 - 2\{\alpha\}}{l}$$

and $C_0(\mathbb{R}) = \{f \in C(\mathbb{R}) : \forall \epsilon > 0, \exists a \text{ compact set } K \subset \mathbb{R}, \text{ such that } |f(x)| < \epsilon, \forall x \notin K\}$.

Remark. The convergence of this series has been investigated by R. de la Bretèche and G. Tenenbaum (see [5]). It depends on the partial fraction expansion of the number $\alpha$.

Theorem 1.5. i) $F$ is a continuous function of $z$.

ii) Let $A_0, A_1$ be fixed constants, such that $1/2 < A_0 < A_1 < 1$. Let also

$$H_k = \int_0^1 \left(\frac{g(x)}{\pi}\right)^{2k} dx,$$

$H_k$ is a positive constant depending only on $k$, $k \in \mathbb{N}$.

There is a unique positive measure $\mu$ on $\mathbb{R}$ with the following properties:

(a) For $\alpha < \beta \in \mathbb{R}$ we have

$$\mu([\alpha, \beta]) = (A_1 - A_0)(F(\beta) - F(\alpha)).$$

(b)

$$\int x^k d\mu = \begin{cases} (A_1 - A_0)H_{k/2}, & \text{for even } k \\ 0, & \text{otherwise}. \end{cases}$$

(c) For all $f \in C_0(\mathbb{R})$, we have

$$\lim_{b \to +\infty} \frac{1}{\phi(b)} \sum_{r : (r,b) = 1 \atop A_0 b \leq r \leq A_1 b} f \left(\frac{1}{b} c_0 \left(\frac{r}{b}\right)\right) = \int f d\mu,$$

where $\phi(\cdot)$ denotes the Euler phi-function.

Remark. R. W. Bruggeman (see [6], [7]) and I. Vardi (see [23]) have investigated the equidistribution of Dedekind sums. In contrast with the work in this paper, they consider an additional averaging over the denominator.
1.3. **Outline of the proof and further results.** In [19], M. Th. Rassias proved
the following asymptotic formula:

**Theorem 1.6.** For \( b \geq 2, b \in \mathbb{N} \), we have

\[
c_0 \left( \frac{1}{b} \right) = \frac{1}{\pi} b \log b \frac{b}{b} (\log 2\pi - \gamma) + O(1)
\]

In that paper, a method which applies properties of fractional parts in order to
approach the cotangent sum in question is described. This method is generalized
in the present paper, where some stronger results are being proved.

We initially provide a proof of an improvement of Theorem 1.6 as an asymptotic
expansion. Namely, we prove the following:

**Theorem 1.7.** Let \( b, n \in \mathbb{N}, b \geq 6N \), with \( N = \left\lfloor \frac{n}{2} \right\rfloor + 1 \), there exist absolute
real constants \( A_1, A_2 \geq 1 \), and absolute real constants \( E_l, l \in \mathbb{N} \) with \( |E_l| \leq (A_1 l)^2 \),
such that for each \( n \in \mathbb{N} \) we have

\[
c_0 \left( \frac{1}{b} \right) = \frac{1}{\pi b} \log b \frac{b}{b} (\log 2\pi - \gamma) - \frac{1}{\pi} + \sum_{l=1}^{n} E_l b^{-l} + R_n^*(b)
\]

where

\[
|R_n^*(b)| \leq (A_2 n)^4 b^{-n+1}.
\]

Additionally, we investigate the cotangent sum \( c_0 \left( \frac{r}{b} \right) \) for a fixed arbitrary positive
integer value of \( r \) and for large integer values of \( b \) and prove the following results.

**Proposition 1.8.** For \( r, b \in \mathbb{N} \) with \((r, b) = 1\), it holds

\[
c_0 \left( \frac{r}{b} \right) = \frac{1}{r} c_0 \left( \frac{1}{b} \right) - \frac{1}{r} Q \left( \frac{r}{b} \right),
\]

where

\[
Q \left( \frac{r}{b} \right) = \sum_{m=1}^{b-1} \cot \left( \frac{\pi mr}{b} \right) \left[ \frac{rm}{b} \right].
\]

**Theorem 1.9.** Let \( r, b_0 \in \mathbb{N} \) be fixed, with \((b_0, r) = 1\). Let \( b \) denote a positive
integer with \( b \equiv b_0 \mod r \). Then, there exists a constant \( C_1 = C_1(r, b_0) \), with
\( C_1(1, b_0) = 0 \), such that

\[
c_0 \left( \frac{r}{b} \right) = \frac{1}{\pi r} b \log b \frac{b}{b} (\log 2\pi - \gamma) + C_1 b + O(1),
\]

for large integer values of \( b \).

**Theorem 1.10.** Let \( k \in \mathbb{N} \) be fixed. Let also \( A_0, A_1 \) be fixed constants such that
\( 1/2 < A_0 < A_1 < 1 \). Then there exist explicit constants \( E_k > 0 \) and \( H_k > 0 \),
depending only on \( k \), such that

\[
(a) \sum_{r: (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^2 = E_k \cdot (A_1^{2k+1} - A_0^{2k+1}) b^{4k} \phi(b)(1 + o(1)), \quad (b \to +\infty).
\]
Using the method of moments, we deduce detailed information about the distribution of the values of $c_0(r/b)$, where $A_0b \leq r \leq A_1b$ and $b \to +\infty$. Namely, we prove Theorem 1.5.

Finally, we study the convergence of the series
\[
\sum_{k \geq 0} H_k x^{2k}
\]
and prove the following theorem:

**Theorem 1.11.** The series
\[
\sum_{k \geq 0} H_k x^{2k},
\]
converges only for $x = 0$.

Another interesting question is whether the series
\[
\sum_{k \geq 0} \frac{H_k}{(2k)!} x^{2k},
\]
has a positive radius of convergence. This would lead to a simplification in the proof of our equidistribution result, since in this case we could apply the theory of distributions which are determined by their moments.

### 2. Approximating $c_0(1/b)$ for every integer value of $b$

It is a known fact (see [19]), that

**Proposition 2.1.** For every $a$, $b$, $n \in \mathbb{N}$, $b \geq 2$, with $b \nmid na$ we have
\[
x_n := \left\{ \frac{na}{b} \right\} = \frac{1}{2} - \frac{1}{2b} \sum_{m=1}^{b-1} \cot \left( \frac{\pi m}{b} \right) \sin \left( 2\pi m \frac{a}{b} \right).
\]

Therefore, we obtain the following proposition.
Proposition 2.2. For every positive integer \( b, b \geq 2 \), we have

\[
(1) \quad c_0 \left( \frac{1}{b} \right) = \frac{1}{\pi} \sum_{\substack{a \geq 1, b \mid a}} b(1 - 2x_1) \quad \frac{1}{a}.
\]

Set

\[
G_L(b) = \sum_{\substack{1 \leq a \leq L, b \nmid a}} \left( \frac{b}{a} \left( 1 + 2 \left\lfloor \frac{a}{b} \right\rfloor \right) - 2 \right),
\]

then the following lemma follows (see [19]).

Lemma 2.3. For every \( b, L \in \mathbb{N} \), with \( b, L \geq 2 \), it holds

\[
G_L(b) = -\log \frac{L}{b} + b(\log L + \gamma) - 2L + S(L; b) + O \left( \frac{b}{L} \right),
\]

where

\[
S(L; b) = 2b \sum_{\substack{1 \leq a \leq L \ nmid a}} \frac{1}{a} \left\lfloor \frac{a}{b} \right\rfloor.
\]

The key tool for obtaining an asymptotic expansion for \( S(L; b) \) is the generalized Euler summation formula. The following definition is needed.

Definition 2.4. The sequence \( B_j \) of Bernoulli numbers is defined by

\[
B_{2n+1} = 0, \quad B_{2n} = 2 \frac{(2n)!}{(2\pi)^{2n}} \sum_{\nu \geq 1} \nu^{-2n}.
\]

If \( f \) is a function that is differentiable at least \((2N + 1)\) times in \([0, Z]\), let

\[
r_N(f, Z) = \frac{1}{(2N + 1)!} \int_0^Z (u - [u] + B)^{2N+1} f^{(2N+1)}(u)du,
\]

where the following notation is used

\[
(u - [u] + B)^{2N+1} = ((u - [u]) + B)^{2N+1} := \sum_{j=0}^{2N+1} \binom{2N+1}{j} (u - [u])^j B_{2N+1-j}.
\]

Additionally, let

\[
F_i(k, b) = ((k + 1)b - 1)^{-i} - (kb - 1)^{-i}.
\]

Theorem 2.5. (Generalized Euler Summation Formula (cf. [9]))

Let \( f \) be \((2N + 1)\) times differentiable in the interval \([0, Z]\), then

\[
\sum_{\nu=0}^{Z} f(\nu) = \frac{f(0) + f(Z)}{2} + \int_0^Z f(u)du + \sum_{j=1}^{N} \frac{B_{2j}}{(2j)!} \left( f^{(2j-1)}(Z) - f^{(2j-1)}(0) \right) + r_N(f, Z).
\]

Lemma 2.6. For \( N \in \mathbb{N} \), we have

\[
S(L; b) = 2b \sum_{k \leq L/b} k \left( \log \frac{(k + 1)b - 1}{kb - 1} + \frac{1}{2} F_1(k, b) + 2b \sum_{j=1}^{N} \frac{B_{2j}}{2j} \sum_{k \leq L/b} kF_2(j, k, b) + 2br_N \left( \frac{f}{b} \right) \right),
\]

where the function \( f \) satisfies:

\[
f(u) = \begin{cases} 
1/u, & \text{if } u \geq 1 \\
0, & \text{if } u = 0
\end{cases}
\]
and \( f \in C^\infty([0, \infty)) \) with \( f^{(j)}(0) = 0 \) for \( j \leq 2N + 1 \).

**Proof.** By splitting the range of summation for \( S(L; b) \) into subintervals on which \([a/b]\) is constant, we have

\[
S(L; b) = 2b \sum_{k \leq L/b} k \left( \sum_{kb \leq a < (k+1)b} \frac{1}{a} \right).
\]

For the inner sum we apply Theorem 2.5 and we obtain

\[
\sum_{kb \leq a < (k+1)b} \frac{1}{a} = \int_{kb-1}^{(k+1)b-1} \frac{du}{u} + \frac{1}{2} F_1(k, b) + \sum_{j=1}^{N} \frac{B_{2j} F_{2j}(k, b)}{2j} - \int_{kb-1}^{(k+1)b-1} \left( \sum_{l=0}^{2N+1} \binom{2N+1}{l} (u - \lfloor u \rfloor)^l B_{2N+1-l} \right) u^{-(2N+2)} du.
\]

Lemma 2.6 now follows from Definition 2.4. □

**Lemma 2.7.** Let

\[
r_N(b) = \sum_{l=0}^{2N+1} \binom{2N+1}{l} B_{2N+1-l} \sum_{k \leq L/b} k I(b, k, l),
\]

where

\[
I(b, k, l) = \int_{kb-1}^{(k+1)b-1} (u - \lfloor u \rfloor)^l u^{-(2N+2)} du.
\]

Then there exist absolute constants \( C_0, C_1 \), such that

\[
r_N(b) = C_0 + C(N, b) b^5 (2N+1)! b^{-(2N+1)},
\]

where \(|C(N, b)| \leq C_1\).

**Proof.** The functions \( I(b, k, l) \) are differentiable with respect to \( b \) for \( b > 0 \), except for integer values of \( b \). By the chain rule we get

\[
\frac{dI(b, k, l)}{db} = (k+1) \left( (k+1)b - \lfloor (k+1)b \rfloor \right)^l (k+1)b - 1)^{-(2N+2)} - k(kb - \lfloor kb \rfloor)^l (kb - 1)^{-(2N+2)}.
\]

Thus

\[
\frac{dI(b, k, l)}{db} = O \left( k^{-2N+1} b^{-(2N+2)} \right),
\]

because

\[
(kb - \lfloor kb \rfloor)^l \leq 1 \quad \text{and} \quad ( (k+1)b - \lfloor (k+1)b \rfloor)^l \leq 1,
\]

for \( 0 \leq l \leq 2N + 1 \).

Thus, for \( b \notin \mathbb{Z} \) we obtain

\[
\left| \frac{\partial r_N(b)}{\partial b} \right| \leq C_2 5^N (2N + 1)! b^{-(2N+2)},
\]

for an absolute constant \( C_2 \), since

\[
\binom{2N+1}{l} \leq (4 + o(1))^N \quad \text{and} \quad B_{2N+1-l} \leq (2N + 1)!
\]

□
Lemma 2.8. We have
\[ F_j(k, b) = (k + 1)^{-j} \sum_{\nu \geq 0} \left( \begin{array}{c} -j \\ \nu \end{array} \right) (k + 1)^{-\nu} b^{-\nu} - k^{-j} \sum_{\nu \geq 0} \left( \begin{array}{c} -j \\ \nu \end{array} \right) k^{-\nu} b^{-\nu}. \]

Proof. From Definition 2.4 we obtain,
\[
F_j(k, b) = ((k + 1)b - 1)^{-j} - (kb - 1)^{-j}
= (k + 1)^{-j} b^{-j} \left( 1 - \frac{1}{(k + 1)b} \right)^{-j} - k^{-j} b^{-j} \left( 1 - \frac{1}{kb} \right)^{-j}
= (k + 1)^{-j} b^{-j} \sum_{\nu \geq 0} \left( \begin{array}{c} -j \\ \nu \end{array} \right) (k + 1)^{-\nu} b^{-\nu} - k^{-j} b^{-j} \sum_{\nu \geq 0} \left( \begin{array}{c} -j \\ \nu \end{array} \right) k^{-\nu} b^{-\nu},
\]
by the binomial formula. \(\square\)

Lemma 2.9. Let \(L, b, n \in \mathbb{N}, L \geq b \geq 6N\), with \(N = \lceil n/2 \rceil + 1\). There exist absolute constants \(A_1, A_2 \geq 1, F \in \mathbb{R}\) and absolute constants \(E_l, l \in \mathbb{N}\) with
\[
|E_l| \leq (A_1 l)^{2l},
\]
such that for each \(n \in \mathbb{N}\) we have
\[
S(L; b) = 2L - b \log \frac{L}{b} + \log \frac{L}{b} + Fb + \gamma - 1 + \sum_{i=1}^{n} E_i b^{-i} + R_n(b, L) + O_n \left( \frac{b^2}{L} \right),
\]
where
\[
|R_n(b, L)| \leq (A_2 n)^{4n b^{-(n+1)}} + O_n \left( \frac{1}{L} \right).
\]

Proof. By Lemma 2.6 for \(N \in \mathbb{N}\) we obtain
\[
(2) \quad S(L; b) = 2b \sum_{k \leq L/b} k \left( \log \frac{(k + 1)b - 1}{kb - 1} + \frac{1}{2} F_1(k, b) \right)
+ B_3 \sum_{j=1}^{N} \frac{2j}{2j} \sum_{k \leq L/b} k F_2(j, k) + s(N, b),
\]
where
\[
s(N, b) = 2b r_N \left( f, \frac{L}{b} \right),
\]
as it is defined in Lemma 2.6.

We expand the terms in the above expression, using the Taylor expansion, as follows
\[
(3) \quad \log \left( 1 + \frac{1}{k} \right) = \frac{1}{k} - \frac{1}{2k^2} + \sum_{\nu \geq 3} \frac{(-1)^{\nu+1}}{\nu} k^{-\nu}
\]
\[
(4) \quad \log \left( 1 - \frac{1}{(k + 1)b} \right) = -\frac{1}{(k + 1)b} - \sum_{\nu \geq 2} \nu^{-1}(k + 1)^{-\nu} b^{-\nu}
\]
\[
(5) \quad \log \left( 1 - \frac{1}{kb} \right) = -\frac{1}{kb} - \sum_{\nu \geq 2} \nu^{-1} k^{-\nu} b^{-\nu}.
\]
\[
F_1(k, b) = \frac{1}{(k + 1)b - 1} - \frac{1}{kb - 1}
= \frac{1}{(k + 1)b} \sum_{\nu \geq 0} (k + 1)^{-\nu} b^{-\nu} - \frac{1}{kb} \sum_{\nu \geq 0} k^{-\nu} b^{-\nu}
= b^{-1} \left( \frac{1}{k + 1} - \frac{1}{k} \right) + \sum_{\nu \geq 2} b^{-\nu} ((k + 1)^{-\nu} - k^{-\nu}).
\]

\[
F_{2j}(k, b) = (k + 1)^{-2j} b^{-2j} \sum_{\nu \geq 0} \left( \frac{-2j}{\nu} \right) (k + 1)^{-\nu} b^{-\nu} - k^{-2j} b^{-2j} \sum_{\nu \geq 0} \left( \frac{-2j}{\nu} \right) k^{-\nu} b^{-\nu}.
\]

Insertion of the formulas (3)–(7) into (2) yields

\[
S(L; b) = 2b \sum_{k \leq L/b} k \left( \frac{1}{k} - \frac{1}{2k^2} - \frac{1}{(k + 1)b} + \frac{1}{kb} \right) + 2b \sum_{k \leq L/b} k \sum_{\nu \geq 3} \frac{(-1)^{\nu + 1}}{\nu} k^{-\nu}
- 2b \sum_{k \leq L/b} k \sum_{\nu \geq 2} \nu^{-1} (k + 1)^{-\nu} b^{-\nu} + 2b \sum_{k \leq L/b} k \sum_{\nu \geq 2} \nu^{-1} k^{-\nu} b^{-\nu}
+ \sum_{k \leq L/b} k \left( \frac{1}{k + 1} - \frac{1}{k} \right) + 2b \sum_{k \leq L/b} k \sum_{\nu \geq 2} b^{-\nu} ((k + 1)^{-\nu} - k^{-\nu})
+ 2b \sum_{j=1}^{N} \frac{B_{2j}}{2j} \sum_{k \leq L/b} k(k + 1)^{-2j} b^{-2j} \sum_{\nu \geq 0} \left( \frac{-2j}{\nu} \right) (k + 1)^{-\nu} b^{-\nu}
- 2b \sum_{j=1}^{N} \frac{B_{2j}}{2j} \sum_{k \leq L/b} k^{-2j + 1} b^{-2j} \sum_{\nu \geq 0} \left( \frac{-2j}{\nu} \right) k^{-\nu} b^{-\nu} + s(N, b).
\]

We introduce the following constants

\[
D_1 = \sum_{\nu \geq 3} \frac{(-1)^{\nu + 1}}{\nu} \sum_{k \geq 1} k^{1-\nu}
\]

and

\[
D_{2, \nu} = \sum_{k \geq 1} k(k^{-\nu} - (k + 1)^{-\nu}), \ \nu \geq 2.
\]

From the mean value theorem, we have

\[
k^{-\nu} - (k + 1)^{-\nu} = \nu(k + \phi)^{-(\nu + 1)},
\]
for some \( \phi \), with \( 0 < \phi < 1 \),

\[
\sum_{\nu \geq 3} \sum_{k \leq L/b} \frac{(-1)^{\nu+1}}{\nu} k^{1-\nu} = \sum_{\nu \geq 3} \frac{(-1)^{\nu+1}}{\nu} \left( \sum_{k \geq 1} k^{1-\nu} + O \left( \frac{1}{\nu} \left( \frac{b}{L} \right)^{\nu-2} \right) \right) \\
= \sum_{\nu \geq 3} \frac{(-1)^{\nu+1}}{\nu} \sum_{k \geq 1} k^{1-\nu} + O \left( \frac{1}{\nu^2} \left( \frac{b}{L} \right)^{\nu-2} \right) \\
= D_1 + O \left( \frac{b}{L} \right)
\]

(11)

\[
\sum_{\nu \geq 2} \frac{1}{\nu} \sum_{k \leq L/b} k \left( (k-\nu) - (k+1)^{-\nu} \right) b^{-\nu} = \\
= \sum_{\nu \geq 2} \frac{1}{\nu} b^{-\nu} \left( \sum_{k \geq 1} k(k-\nu) - (k+1)^{-\nu} + O \left( \sum_{k > L/b} k(k-\nu) - (k+1)^{-\nu} \right) \right) \\
= \sum_{\nu \geq 2} \frac{1}{\nu} b^{-\nu} \left( D_{2,\nu} + O \left( \nu b \left( \frac{b}{L} \right)^{\nu-1} \right) \right) \\
= \sum_{2 \leq \nu \leq M} \frac{1}{\nu} b^{-\nu} D_{2,\nu} + 2\theta'_M(b) \left( \sum_{\nu > M} b^{1-\nu} \right) + O \left( \frac{b^{\nu+1}}{L^{\nu}} \right),
\]

where \( M \in \mathbb{N}, |\theta_M(b)| \leq 1 \). Therefore

(12)

\[
2b \sum_{k \leq L/b} \nu \geq 2 \sum_{k \leq L/b} b^{-\nu} ((k+1)^{-\nu} - k^{-\nu}) = \\
= 2b \sum_{\nu \geq 2} b^{-\nu} \left( \sum_{k \geq 1} k((k+1)^{-\nu} - k^{-\nu}) + O \left( \sum_{k > L/b} k((k+1)^{-\nu} - k^{-\nu}) \right) \right) \\
= -2b \sum_{2 \leq \nu \leq M} b^{-\nu} D_{2,\nu} + 2\theta'_M(b) \left( \sum_{\nu > M} b^{1-\nu} \right) + O \left( \frac{b^{\nu+1}}{L^{\nu}} \right) + 4\theta_M(b)b^{-M}.
\]

\[\lambda_{L,b,j} := \sum_{k \leq L/b} \left( (k+1)^{-2j} b^{-2j} \sum_{\nu \geq 0} \frac{(-2j)}{\nu} (k+1)^{-\nu} b^{-\nu} - k^{-2j+1} b^{-2j} \sum_{\nu \geq 0} \frac{(-2j)}{\nu} k^{-\nu} b^{-\nu} \right) \\
= \sum_{\nu \geq 0} \frac{(-2j)}{\nu} b^{-2j-\nu} \sum_{k \leq L/b} k((k+1)^{-2j-\nu} - k^{-2j-\nu}) \\
= \sum_{\nu \geq 0} \frac{(-2j)}{\nu} b^{-2j-\nu} \left( D_{2,2j+\nu} + O \left( \sum_{k > L/b} k((k+1)^{-2j-\nu} - k^{-2j-\nu}) \right) \right).
\]
Since
\[ \left| \frac{(-2j)b^{-2j-\nu+1}}{b^{2j-\nu}} \right| \leq \frac{1}{2}, \text{ for } b \geq 6N, \]
there exist numbers \( \theta_{j,M}(b) \) with \( |\theta_{j,M}(b)| \leq 1 \), such that
\[
\sum_{\nu > M} \left( -\frac{2j}{\nu} \right) b^{-2j-\nu} D_{2,2j+\nu} = 2\theta_{j,M}(b)(2j)^{M+1}b^{-2j-M-1}.
\]
Therefore
\[
\lambda_{L,b,j} = \sum_{0 \leq \nu \leq M} \left( -\frac{2j}{\nu} \right) b^{-2j-\nu} D_{2,2j+\nu} + 2\theta_{j,M}(b)(2j)^{M+1}b^{-2j-M-1} + O\left( \sum_{\nu \geq 0} \left( -\frac{2j}{\nu} \right) b^{-2j-\nu} \sum_{k > L/b} k((k+1)^{2j-\nu} - k^{-2j-\nu}) \right)
\]
If we substitute the approximations (9)-(13) in (8), we obtain
\[
S(L;b) = 2b \left( \frac{L}{b} - \frac{1}{2} \left( \log \frac{L}{b} + \gamma + O\left( \frac{b}{L} \right) \right) \right) - 2 \sum_{k \leq L/b} \left( 1 - \frac{1}{k+1} \right) + \frac{2L}{b} - 2bD_1 + O\left( \frac{b^2}{L} \right) + 2 \sum_{2 \leq \nu \leq M} \nu^{-1}b^{1-\nu} D_{2,\nu} + O\left( \frac{1}{L} \right) + \theta_M(b)b^{-M} - \log \frac{L}{b} - \gamma + 1 + O\left( \frac{b}{L} \right) - 2 \sum_{2 \leq \nu \leq M} b^{1-\nu} D_{2,\nu} + O\left( \frac{b^{\nu+1}}{L^\nu} \right) + 4\theta_M(b)b^{-M} + s(N,b)
\]
\[
= 2L - b \log \frac{L}{b} + 2\gamma b + O\left( \frac{b^2}{L} \right) - 2 \left( \log \frac{L}{b} + \gamma - 1 + O\left( \frac{b}{L} \right) \right) + 2L
\]
\[
+ 2bD_1 + O\left( \frac{b^2}{L} \right) + 2 \sum_{2 \leq \nu \leq M} \nu^{-1}b^{1-\nu} D_{2,\nu} + O\left( \frac{1}{L} \right) + \theta_M(b)b^{-M} - \log \frac{L}{b} - \gamma + 1 + O\left( \frac{b}{L} \right) - 2 \sum_{2 \leq \nu \leq M} b^{1-\nu} D_{2,\nu} + O\left( \frac{b^{\nu+1}}{L^\nu} \right) + 4\theta_M(b)b^{-M}
\]
\[
+ \sum_{j=1}^{N} \frac{B_{2j}}{j} \sum_{0 \leq \nu \leq M} \left( -\frac{2j}{\nu} \right) b^{1-2j-\nu} D_{2,2j+\nu} + 2 \sum_{j=1}^{N} \frac{B_{2j}}{j} \theta_{j,M}(b)(2j)^{M+1}b^{-2j-M} + O\left( \sum_{j=1}^{N} \frac{B_{2j}}{j} L^{-2j+1} \right) + s(N,b).
\]
Hence, we get

(14)

\[ S(L; b) = 2L - b \log \frac{L}{b} + 2\gamma b + \log \frac{L}{b} + \gamma - 1 + 2bD_1 + 2 \sum_{2 \leq \nu \leq M} \nu^{-1}b^{1-\nu}D_{2,\nu} \]

\[- 2 \sum_{2 \leq \nu \leq M} b^{1-\nu}D_{2,\nu} + \sum_{j=1}^{N} \sum_{0 \leq \nu \leq M} \left( -\frac{2j}{\nu} \right) b^{1-2j-\nu}D_{2,2j+\nu} + O \left( \frac{b^2}{L} \right) \]

\[ + 5\theta_M(b)b^{-M} + 2 \sum_{j=1}^{N} \frac{B_{2j}}{j} \theta_{j,M}(b)(2j)^{M+1}b^{-2j-M} + O \left( \sum_{j=1}^{N} \frac{B_{2j}}{j} \right) L^{-2j+1} + s(N, b). \]

We now choose \( M = n + 1 \). We define

\[ F = 2(\gamma + D_1 + C_0), \]

where \( C_0 \) is defined as in Lemma 2.4 and

\[ E_l = (2(l + 1)^{-1} - 2)D_{2,l+1} + \sum_{j \leq (l+1)/2} \frac{B_{2j}}{j} \left( l - 1 - 2j \right) D_{2,l+1}. \]

Hence, by (14) and Lemma 2.7 we obtain

\[ S(L; b) = 2L - b \log \frac{L}{b} + \log \frac{L}{b} + Fb + (\gamma - 1) + 5\theta_{n+1}(b)b^{-n-1} + \sum_{l=1}^{n} E_l b^{-l} \]

\[ + \sum_{n+1 \leq l \leq 2n+3} E_l b^{-l} + 2 \sum_{1 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor + 1} \frac{B_{2j}}{j} \theta_{j,n+1}(b)(2j)^{n+1}b^{-n-1-2j} \]

\[ + O_n \left( \frac{b^2}{L} \right) + O \left( \sum_{j=1}^{N} \frac{B_{2j}}{j} \right) L^{-2j+1} + C(n, b)5^{\left\lfloor n/2 \right\rfloor + 1} \left( 2 \left\lfloor \frac{n}{2} \right\rfloor + 3 \right)b^{-\left\lfloor (n/2) + 3 \right\rfloor}. \]

We have \( |D_{2,l+1}| \leq 1 \). Thus, we get

\[ |E_l| \leq 2 + \min \left( \frac{l+1}{2}, \left\lfloor \frac{n}{2} \right\rfloor + 1 \right) \max_{j \leq (l+1)/2} \left\lfloor \frac{n}{2} \right\rfloor \left( -\frac{2j}{l+1 - 2j} \right) \]

\[ \leq 2 + \min \left( \frac{l+1}{2}, \left\lfloor \frac{n}{2} \right\rfloor + 1 \right) (l + 1)! \max_{j \leq (l+1)/2} (2j)^{l+1-2j} \]

\[ \leq 2 + \min \left( \frac{l+1}{2}, \left\lfloor \frac{n}{2} \right\rfloor + 1 \right) (l + 1)! \max_{j \leq (l+1)/2} (2j)^{l+1} \leq (A_1 l)^{2l}, \]

for some absolute constant \( A_1 \geq 1 \). We set

\[ R_n(b, L) = C(n, b)5^{\left\lfloor n/2 \right\rfloor + 1} \left( 2 \left\lfloor \frac{n}{2} \right\rfloor + 3 \right)b^{-\left\lfloor (n/2) + 3 \right\rfloor} + 5\theta_{n+1}(b)b^{-n-1} + \sum_{n+1 \leq l \leq 2n+3} E_l b^{-l} \]

\[ + 2 \sum_{1 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor + 1} \frac{B_{2j}}{j} \theta_{j,n+1}(b)(2j)^{n+1}b^{-n-1-2j} + O \left( \sum_{j=1}^{N} \frac{B_{2j}}{j} \right) L^{-2j+1} . \]
Thus
\[ |R_{n}(b, L)| \leq 5\theta_{n+1}(b)b^{-n-1} + 2b^{-(n+1)} \left( \max_{n+1 \leq l \leq 2n+3} |E_{l}| + 2 \max_{1 \leq j \leq \left[ \frac{n}{2} \right]+1} |B_{j}| \right)^{n+2} \]
\[ \leq 5\theta_{n+1}(b)b^{-n-1} + 2b^{-(n+1)} \left( (A_{1}(2n+3))^{4n+6} + 2(n+1)!n^{n+2} + \right. \]
\[ \left. + C(n, b)5^{[n/2]+1} \left( \frac{n}{2} \right) + 3 \right) b^{-2[n/2]+2} + O_{n} \left( \frac{1}{L} \right) \]
\[ \leq b^{-(n+1)}(A_{2}n)^{4n} + O_{n} \left( \frac{1}{L} \right), \]
for some absolute constant \( A_{2} \geq 1 \).

Therefore, we are now able to prove the following proposition.

**Proposition 2.10.** Let \( L, b, n \in \mathbb{N}, L \geq b \geq 6N \), with \( N = \lfloor n/2 \rfloor + 1 \). There exist absolute constants \( A_{1}, A_{2} \geq 1 \), \( F \in \mathbb{R} \) and absolute constants \( E_{l}, l \in \mathbb{N} \) with
\[ |E_{l}| \leq (A_{1}l)^{2l}, \]
such that for each \( n \in \mathbb{N} \) we have
\[ G_{L}(b) = b \log b + (F + \gamma)b - 1 + \sum_{i=1}^{n} E_{i} b^{-i} + R_{n}(b, L) + O_{n} \left( \frac{b^{2}}{L} \right), \]
where
\[ |R_{n}(b, L)| \leq (A_{2}n)^{4n}b^{-(n+1)} + O_{n} \left( \frac{1}{L} \right). \]

**Proof.** It follows by putting together Lemma 2.3 and Lemma 2.9.

However, by the definition of \( G_{L}(b) \) it follows that
\[ c_{0} \left( \frac{1}{b} \right) = \frac{1}{\pi} \lim_{L \to +\infty} G_{L}(b). \]
Thus by Proposition 2.10 we obtain the following theorem.

**Theorem 2.11.** Let \( b, n \in \mathbb{N}, b \geq 6N \), with \( N = \lfloor n/2 \rfloor + 1 \). There exist absolute constants \( A_{1}, A_{2} \geq 1 \), \( H \in \mathbb{R} \) and absolute constants \( E_{l}, l \in \mathbb{N} \) with
\[ |E_{l}| \leq (A_{1}l)^{2l}, \]
such that for each \( n \in \mathbb{N} \) we have
\[ c_{0} \left( \frac{1}{b} \right) = \frac{1}{\pi} b \log b + Hb - \frac{1}{\pi} + \sum_{i=1}^{n} E_{i} b^{-i} + R_{n}^{+}(b) \]
where
\[ |R_{n}^{+}(b)| \leq (A_{2}n)^{4n}b^{-(n+1)}. \]
By Vasyunin’s theorem, we know that for sufficiently large \( b \) it holds
\[ c_{0} \left( \frac{1}{b} \right) = \frac{1}{\pi} b \log b - \frac{b}{\pi}(\log 2\pi - \gamma) + O(|\log b|). \]
Therefore, by comparison of the coefficients of $b$ in the above expressions for $c_0(1/b)$ we get:

$$H = \gamma - \log \frac{2\pi}{\pi}.$$ 

Hence we obtain the following theorem, that is Theorem 1.7 stated in the Introduction.

**Theorem 2.12.** Let $b, n \in \mathbb{N}$, $b \geq 6N$, with $N = |n/2| + 1$. There exist absolute constants $A_1, A_2 \geq 1$ and absolute real constants $E_l, l \in \mathbb{N}$ with

$$|E_l| \leq (A_1l)^{2l},$$

such that for each $n \in \mathbb{N}$ we have

$$c_0 \left( \frac{1}{b} \right) = \frac{1}{\pi} b \log b - \frac{b}{\pi} (\log 2\pi - \gamma) - \frac{1}{\pi} + \sum_{l=1}^{n} E_l b^{-l} + R_n^*(b)$$

where

$$|R_n^*(b)| \leq (A_2n)^{4n} b^{-(n+1)}.$$

---

3. Properties of $c_0(r/b)$ for fixed $r$ and large $b$

We can generalize Proposition 2.1 in order to study the cotangent sum $c_0 \left( \frac{r}{b} \right)$ for an arbitrary positive integer value of $r$ as $b \to +\infty$.

Following a method similar to the one used to prove Proposition 2.1 one can prove that:

**Proposition 3.1.** For every $r, a, b, n \in \mathbb{N}$, $b \geq 2$, with $(r, b) = 1$, $b \nmid na$, we have

$$\sum_{m=1}^{b-1} \cot \left( \frac{\pi mr}{b} \right) \cos \left( 2\pi m \frac{na}{b} \right) = 0.$$

and

$$x_n = \frac{1}{2} - \frac{1}{2b} \sum_{m=1}^{b-1} \cot \left( \frac{\pi mr}{b} \right) \sin \left( 2\pi m \frac{na}{b} \right).$$

Similarly to the case when $r = 1$, by the use of the identity

$$\sum_{a \geq 1} \frac{\sin(a\theta)}{a} = \frac{\pi - \theta}{2}, \quad 0 < \theta < 2\pi,$$

when $b$ is such that $(r, b) = 1$ and $b \nmid a$, we obtain

$$\sum_{a \geq 1} \frac{b(1-2x_1)}{a} = \pi r c_0 \left( \frac{r}{b} \right) + \pi \sum_{m=1}^{b-1} \cot \left( \frac{\pi mr}{b} \right) \left\lfloor \frac{rm}{b} \right\rfloor.$$ 

Equivalently, by Proposition 2.2 we can write...
Proposition 3.2. For \(r, b \in \mathbb{N}\) with \((r, b) = 1\), it holds
\[
c_0\left(\frac{r}{b}\right) = \frac{1}{r} c_0\left(\frac{1}{b}\right) - \frac{1}{r} Q\left(\frac{r}{b}\right),
\]
where
\[
Q\left(\frac{r}{b}\right) = \sum_{m=1}^{b-1} \cot\left(\frac{\pi mr}{b}\right) \left[\frac{rm}{b}\right].
\]
By the use of the above proposition, we shall prove the following theorem.

Theorem 3.3. Let \(r, b_0 \in \mathbb{N}\) be fixed, with \((b_0, r) = 1\). Let \(b\) denote a positive integer with \(b \equiv b_0 \pmod{r}\). Then, there exists a constant \(C_1 = C_1(r, b_0)\), with \(C_1(1, b_0) = 0\), such that
\[
c_0\left(\frac{r}{b}\right) = \frac{1}{\pi r} b \log b - \frac{b}{\pi r} (\log 2\pi - \gamma) + C_1 b + O(1),
\]
for large integer values of \(b\).

Proof. By Proposition 3.2, we know that
\[
c_0\left(\frac{r}{b}\right) = \frac{1}{r} c_0\left(\frac{1}{b}\right) - \frac{1}{r} Q\left(\frac{r}{b}\right).
\]
However, by splitting the range of summation of \(Q(r/b)\) into subintervals on which \(\lfloor rm/b \rfloor\) assumes constant values, we have
\[
Q\left(\frac{r}{b}\right) = \sum_{m=1}^{b-1} \cot\left(\frac{\pi mr}{b}\right) \left[\frac{rm}{b}\right] = \sum_{j=0}^{r-1} \sum_{j \leq \left[\frac{rm}{b}\right] < j+1} \cot\left(\frac{\pi mr}{b}\right).
\]
We shall evaluate the inner sum by applying the partial fraction decomposition of the cotangent function. It is a known fact from Complex Analysis that
\[
\pi \cot(\pi z) = \frac{1}{z} + \sum_{n=-\infty}^{+\infty} \left(\frac{1}{z - n} + \frac{1}{n}\right) = \frac{1}{z} + \frac{1}{z - 1} + g_*(z),
\]
where
\[
g_*(z) = \frac{1}{z + 1} + 2z \sum_{n \geq 1} \frac{1}{z^2 - n^2}.
\]
It follows that \(g_*(z)\) is a continuously differentiable function for \(0 \leq z < 1\). We consider the sets
\[
S_j = \{rm : bj \leq rm < b(j+1), m \in \mathbb{Z}\}.
\]
Then
\[
S_j = \{bj + s_j, bj + s_j + r, \ldots, bj + s_j + djr\},
\]
where \(s_j\) is a positive integer different from zero and \(d_j\) is an appropriate nonnegative integer, since \((b, r) = 1\).
Let
\[
b = s_j + djr + t_j \quad \text{with} \quad 1 \leq t_j < r.
\]
By the definition of \( S_j \) we have
\[
(15) \quad s_j \equiv -bj \pmod{r} \quad \text{and} \quad t_j \equiv b - s_j \pmod{r}
\]
and thus
\[
(16) \quad t_j \equiv b(j + 1) \pmod{r}.
\]
By the definition of \( S_j \) and application of partial fraction decomposition, we obtain
\[
\sum_{j \leq \lfloor \frac{mr}{b} \rfloor < j+1} \cot \left( \frac{\pi mn}{b} \right) = \sum_{l=0}^{d_j} \cot \left( \frac{\pi s_j + lr}{b} \right) \quad (\text{since the cotangent function has period } \pi)
\]
\[
(17)
\]
We shall apply Euler's summation formula (cf. [9], p. 47). Let \( f \) be a continuously differentiable function on the interval \([0, n]\), then we have
\[
\sum_{\nu=0}^{n} f(\nu) = f(0) + f(n) + \int_{0}^{n} f(x)dx + \int_{0}^{n} f'(x)P_1(x)dx,
\]
where \( P_1(x) = x - \lfloor x \rfloor - 1/2 \) is the Bernoulli polynomial of first degree. We obtain
\[
\sum_{l=0}^{d_j} \frac{1}{s_j + lr - b} = \int_{0}^{d_j} \frac{du}{s_j + ur} - r \int_{0}^{d_j} \frac{P_1(u)}{(s_j + ur)^2} du - \frac{1}{2s_j} + \frac{1}{2(s_j + d_j r)}
\]
\[
(18)
\]
By the definition of \( S_j \) we have
\[
\frac{b(j + 1)}{\pi} \leq bj + s_j + d_j r + r
\]
and therefore
\[
s_j + d_j r = b + O(1).
\]
Analogously
\[
t_j + d_j r = b + O(1).
\]
By the substitution \( l = d_j - \tilde{l} \) and Euler's summation formula, we obtain
\[
\sum_{l=0}^{d_j} \frac{1}{t_j + lr - b} = - \sum_{l=0}^{d_j} \frac{1}{t_j + lr} \quad (\text{since } t_j = b - d_j r - s_j)
\]
\[
= \frac{1}{2(s_j + d_j r - b)} + \frac{1}{2(s_j - b)}
\]
\[
- \int_{0}^{d_j} \frac{du}{t_j + ur} + r \int_{0}^{+\infty} \frac{P_1(u)}{(t_j + ur)^2} du + O \left( \frac{1}{b} \right)
\]
\[
(19)
\]
since
\[
\frac{1}{2(t_j + d_j r)} = O \left( \frac{1}{b} \right),
\]
because of the definition of \( S_j \).
By the substitution \( \nu = u/b \) and by the property \( d_j = b/r + O(1) \) and Euler’s summation formula, we obtain

\[
\sum_{j=0}^{r} g_* \left( \frac{s_j + lr}{b} \right) = b \int_0^{1/r} g_* (vr) \, dv + O(1),
\]

because

\[
s_j + d_j r = b + O(1).
\]
Therefore by (17), (18), (19) and (20) we obtain

\[
c_0 \left( \frac{r}{b} \right) = \frac{1}{r} c_0 \left( \frac{1}{b} \right) - \frac{1}{r} Q \left( \frac{r}{b} \right)
= \frac{1}{r} c_0 \left( \frac{1}{b} \right) - \frac{1}{r} \sum_{j=0}^{r-1} \frac{1}{r} \cot \left( \frac{\pi mr}{b} \right)
= \frac{1}{r} c_0 \left( \frac{1}{b} \right) - \frac{1}{r} \sum_{j=0}^{r-1} j \left( \frac{d_j}{\pi r} \sum_{j=0}^{r-1} s_j + lr \right) + \frac{1}{r} \sum_{j=0}^{r-1} \frac{1}{r} \left( \frac{d_j}{\pi r} s_j + lr - b \right) + \sum_{j=0}^{d_j} g_* \left( \frac{s_j + lr}{b} \right)
= \frac{1}{r} c_0 \left( \frac{1}{b} \right) - \frac{b}{\pi r} \sum_{j=0}^{r-1} \left( \frac{1}{2} \log(s_j + d_j r) - \frac{1}{r} \log s_j - r \right) + \int_0^{+\infty} \frac{P_1(u)}{(s_j + ur)^2} \, du + \frac{1}{2s_j} + O \left( \frac{1}{b} \right)
- \frac{b}{\pi r} \sum_{j=0}^{r-1} \left( \frac{1}{2t_j} + \frac{1}{2(s_j - b)} \right) - (1 - 
\int_0^{1/r} g_* (vr) \, dv + O(1).
\]

Thus, by Theorem 1.6 we obtain

\[
c_0 \left( \frac{r}{b} \right) = \frac{1}{r} b \log b - \frac{b}{\pi r} (\log 2\pi - \gamma) + O(1)
- \frac{b}{\pi r} \sum_{j=0}^{r-1} \left( \frac{1}{2} \log(s_j + d_j r) - \frac{1}{r} \log s_j - r \right) + \int_0^{+\infty} \frac{P_1(u)}{(s_j + ur)^2} \, du + \frac{1}{2s_j} + O \left( \frac{1}{b} \right)
- \frac{b}{\pi r} \sum_{j=0}^{r-1} \left( \frac{1}{2t_j} + \frac{1}{2(s_j - b)} \right) - \frac{1}{r} \log(t_j + rd_j) + \frac{1}{r} \log t_j + \int_0^{+\infty} \frac{P_2(u)}{(t_j + ur)^2} \, du + O \left( \frac{1}{b} \right)
- \frac{b}{\pi r} \sum_{j=0}^{r-1} \int_0^{1/r} g_* (vr) \, dv + O(1).
\]

Thus

\[
\sum_{j=0}^{r-1} \frac{j}{r} \log(s_j + d_j r) = \left( \log b + O \left( \frac{1}{b} \right) \right) \sum_{j=0}^{r-1} \frac{j}{r},
\]

\[
\sum_{j=0}^{r-1} \frac{j}{r} \log(t_j + d_j r) = \left( \log b + O \left( \frac{1}{b} \right) \right) \sum_{j=0}^{r-1} \frac{j}{r}.
\]
\[
\sum_{j=0}^{r-1} \frac{j}{s_j - b} = O \left( \frac{1}{b} \right),
\]

and

\[
\sum_{j=0}^{r-1} jO \left( \frac{1}{b} \right) = O \left( \frac{1}{b} \right),
\]

where \( k \) is a real constant depending only upon \( r \).

By (21), (22), (23), (24) and (25), we obtain

\[
c_0 \left( \frac{r}{b} \right) = \frac{1}{\pi r} b \log b - \frac{b}{\pi r} \log 2\pi + \frac{b}{\pi r} \gamma + O(1)
\]

\[
- \frac{b}{\pi r} \left( \log b + O \left( \frac{1}{b} \right) \right) \sum_{j=0}^{r-1} j + \frac{b}{\pi r^2} \sum_{j=0}^{r-1} j \log s_j
\]

\[
+ \frac{b}{2\pi r} \sum_{j=0}^{r-1} j \int_0^{+\infty} \frac{P_1(u)}{(s_j + ur)^2} du - \frac{b}{2\pi r} \sum_{j=0}^{r-1} j \frac{1}{s_j - \frac{1}{t_j}} - \frac{b}{\pi r} \sum_{j=0}^{r-1} jO \left( \frac{1}{b} \right)
\]

\[
+ \frac{b}{2\pi r} \sum_{j=0}^{r-1} j \log t_j - \frac{b}{\pi} \sum_{j=0}^{r-1} j \int_0^{+\infty} \frac{P_1(u)}{(t_j + ur)^2} du
\]

\[
- \frac{b}{\pi r} O \left( \frac{1}{b} \right) - \frac{b}{r} \sum_{j=0}^{r-1} j \int_0^{1/r} g_* (vr) dv + O(1).
\]

Therefore,

\[
c_0 \left( \frac{r}{b} \right) = \frac{1}{\pi r} b \log b - \frac{b}{\pi r} (\log 2\pi - \gamma) + C_1 b + O(1),
\]

where

\[
C_1 = \frac{1}{\pi r^2} \sum_{j=0}^{r-1} j \log \frac{s_j}{t_j} - \frac{1}{2\pi r} \sum_{j=0}^{r-1} j \left( \frac{1}{s_j} - \frac{1}{t_j} \right)
\]

\[
+ \frac{1}{\pi} \sum_{j=0}^{r-1} j \int_0^{+\infty} P_1(u) \left( \frac{1}{(s_j + ur)^2} - \frac{1}{(t_j + ur)^2} \right) du
\]

\[
- \frac{1}{r} \sum_{j=0}^{r-1} j \int_0^{1/r} g_* (vr) dv,
\]

which by (15), (16) depends only on \( r \) and \( b_0 \). This completes the proof of the theorem. □
4. Moments of the cotangent sum \( c_0(r/b) \) for fixed large \( b \)

A crucial feature of the sum

\[
\sum_{l=0}^{d_j} \cot \left( \pi \frac{s_j + lr}{b} \right)
\]

is the dominating influence of the terms

\[
\cot \left( \pi \frac{s_j}{b} \right),
\]

which are obtained for \( l = 0 \), for small values of \( s_j \). The cause of this fact is the singularity of the function \( \cot x \) at \( x = 0 \).

A similar influence is exercised by the terms with small values of \( t_j \), caused by the singularity of \( \cot x \) at \( x = \pi \). Thus, these terms should be treated separately. The other terms may be expected to cancel, since

\[
\int_{\epsilon}^{\pi - \epsilon} \cot x \, dx = 0,
\]

coming from the functional equation

\[
\cot(\pi - x) = -\cot x.
\]

Because of formula (15), that is

\[
s_j \equiv -bj \pmod{r}
\]

and because of formula (16), that is

\[
t_j \equiv b(j + 1) \pmod{r}
\]

the quality of this cancelation will depend on good equidistribution properties of the fractions

\[
\frac{jb}{r} \pmod{1}
\]

for \( j \) ranging over short intervals. It is a well-known fact from Diophantine approximation that these equidistributions are only good if the fraction \( b/r \) cannot be well approximated by fractions with small denominators. Lemma 4.1 provides a preparation for estimating the number of such values for \( r \).

Let \( A_0, A_1 \) be constants satisfying \( 1/2 < A_0 < A_1 < 1 \). These constants will remain fixed throughout the section.

For \( m \in \mathbb{N} \), let \( \bar{d}(m) := \bar{d}(m, b) \) denote the number of divisors \( r \) of \( m \) that satisfy

\[
A_0 b \leq r \leq A_1 b, \ (r, b) = 1.
\]

**Lemma 4.1.** Let \( 0 < \delta \leq 1 \), \( \mathcal{L}_0 = b\delta \), \((s, b) = 1\) and \( |s| \leq \mathcal{L}_0/2 \). Then there exists a fixed constant \( M > 0 \) such that

\[
\sum_{l \leq \mathcal{L}_0} \bar{d}(lb + s) \leq M\delta \phi(b),
\]

where \( \phi \) stands for the Euler totient function.
Proof. Let $0 < \Delta < 1/2$. For $-1/2 \leq u < 1/2$, let

$$
\chi(u; \Delta) = \begin{cases} 
1, & \text{if } u \in [-\Delta, \Delta] \\
0, & \text{otherwise} .
\end{cases}
$$

We extend the definition of $\chi(u; \Delta)$ to all real numbers by requiring periodicity:

$$
\chi(u + 1; \Delta) = \chi(u; \Delta), \text{ for all } u \in \mathbb{R}.
$$

We set $\delta_* = 4\delta$ and

$$
\tilde{\chi}(u) = \delta_*^{-1} \int_0^{\delta_*} \chi(u; \delta_* + v) dv.
$$

We obtain the Fourier expansion

$$
\tilde{\chi}(u) = \sum_{n=-\infty}^{+\infty} a(n) e(nu),
$$

where

$$
a(n) = \begin{cases} 
\frac{4}{\delta_*} \left( e(2n\delta_*) - e(n\delta_*) - e(-n\delta_*) + e(-2n\delta_*) \right), & \text{if } n \neq 0 \\
\frac{\delta_*}{2}, & \text{if } n = 0
\end{cases}
$$

and

$$
e(u) = e^{2\pi i u}, \ u \in \mathbb{R}.
$$

We have

$$
a(n) = \begin{cases} 
O(\delta_*), & \text{if } |n| \leq \delta_*^{-1} \\
O(\delta_*^{-1} n^{-2}), & \text{if } |n| > \delta_*^{-1}.
\end{cases}
$$

Let $r, q$ be such that $lb + s = rq$. Then we obtain

$$
q \equiv r \cdot s \pmod{b},
$$

or equivalently

$$
q \equiv r^* s \pmod{b},
$$

where $r^*$ is defined by $rr^* \equiv 1 \pmod{b}$.

Now assume $A_0b \leq r \leq A_1b$, $(r, b) = 1$. It follows that $b/r < 2$. Therefore, for $\quad
rq = lb + s \leq 2 L_0b$

it follows that

$$
q \leq \frac{2L_0b}{r} < 4L_0 = 4b\delta
$$

and thus

$$
\frac{q}{b} < 4\delta = \delta_*.
$$

Since $\chi(u; \delta_* + v) = 1$ for $u \leq \delta_*$ and $v \geq 0$, we have

$$
\chi(u; \delta_*) \leq \tilde{\chi}(u).
$$

From (26) and (27) we have

$$
\frac{q}{b} \equiv r^* \frac{s}{b} \pmod{1}.
$$

From the periodicity of $\tilde{\chi}$ and its Fourier expansion, we obtain

$$
(28) \quad \sum_{l \leq L_0} d(lb + s) \leq \sum_{r \pmod{b}} \left( \sum_{(r, b) = 1} \left| a(n) \right| \right) \left| \sum_{n=-\infty}^{+\infty} e \left( \frac{nsr^*}{b} \right) \right| .
$$
Making now use of the Ramanujan sum
\[
c_q(n) = \sum_{\mu \text{ (mod } q \text{)} \atop (r,q)=1} e\left(\frac{nr^*}{q}\right)
\]
we obtain from (28) the following
\[
(29) \quad \sum_{l \leq L_0} \tilde{d}(lb + s) \leq \sum_{n = -\infty}^{+\infty} |a(n)| \ |c_b(ns)| + |a(0)|\phi(b).
\]
From the well-known formula
\[
c_q(n) = \sum_{d \mid (q,n)} \mu\left(\frac{q}{d}\right) d,
\]
(see [14], formula (3.2), p.44) and the fact that \((b,s) = 1\), we obtain \((b,ns) = (b,n)\) and therefore
\[
(30) \quad c_b(ns) = \sum_{d \mid (b,ns)} \mu\left(\frac{b}{d}\right) d = \sum_{d \mid (b,n)} \mu\left(\frac{b}{d}\right) d = c_b(n).
\]
From [14] (formula (3.5)), we have
\[
|c_b(n)| \leq (b,n).
\]
From this inequality and (30) we obtain
\[
(31) \quad \sum_{l \leq L_0} \tilde{d}(lb + s) \leq \sum_{n = -\infty}^{+\infty} |a(n)|(b,n) + |a(0)|\phi(b).
\]
\[
\leq M\delta\phi(b).
\]
We now establish the equidistribution properties of the fractions
\[
\frac{jb}{r} \text{ (mod 1)}.
\]
We introduce a sequence of exceptional sets \(\mathcal{E}(m)\). The quality of the equidistribution of \(jb/r \text{ (mod 1)}\), will be good for values of \(r\) that do not belong to an exceptional set \(\mathcal{E}(m)\) with a small number \(m\).

**Lemma 4.2.** Let \(1/2 < A_0 < A_1 < 1\). Let \(\theta \in \{1,-1\}\). Let \(m_0\) be a sufficiently large positive real constant. Let
\[
m_0 \leq m \leq 10 \log \log b.
\]
Then, for all values of \(r\) such that \(A_0 b \leq r \leq A_1 b\), \((b,r) = 1\) which do not belong to an exceptional set \(\mathcal{E}(m)\) with
\[
|\mathcal{E}(m)| = O\left(\phi(b)2^{-m}\right),
\]
the following holds:
Let \(U_1, U_2, j_1, j_2\) be real numbers such that \(U_1 \geq b^{-1} 2^m, U_2 = U_1(1 + \delta_1), U_2 \leq 1,\) where \(j_2 - j_1 \geq b^{-(2m+1)}\),
\[
2^{-m} \leq \delta_1 \leq 2^{-m+1}.
\]
Then we have,

\[
\left\{ j : j_1 \leq j \leq j_2, \left\{ \frac{\theta j b}{r} \right\} \in [U_1, U_2] \right\} = (j_2 - j_1) \delta_1 U_1 \left( 1 + O \left( 2^{-m} \right) \right).
\]

Proof. Let \( L_0 = b 2^{-3m} \). By the Dirichlet approximation theorem (cf. [17], Satz 10.1) there exists \( l \leq L_0, l \in \mathbb{N} \) and \( a \in \mathbb{N} \) with \((a, l) = 1\), such that

\[
\left| \frac{b}{r} - \frac{a}{l} \right| \leq \frac{1}{L_0}.
\]

Let \( l_0 \) be the smallest integer value of \( l \) with the property (32). In the sequel, we denote by \( \| y \| \) the distance of the real number \( y \) to the nearest integer. From (32) it follows that

\[
\| \frac{l_0 b}{r} \| \leq \frac{1}{L_0}.
\]

We first deal with the case that

\[
\| \frac{l_0 b}{r} \| \leq L_0^{-1} 2^{-m}.
\]

We set

\[
\eta = \eta(r) = \frac{\| l_0 b \|}{\| r \|}.
\]

From (32) it follows that

\[
\left| \frac{l_0 b}{r} - a \right| = \eta(r)
\]

and thus, setting \( s = r \eta(r) \), we obtain

\[
l_0 b - ar = \pm s \quad \text{and thus} \quad r \mid l_0 b \mp s.
\]

By (32), (33), \( L_0 = b 2^{-3m} \) and the inequality \( rb^{-1} < 1 \) it follows that

\[
s \leq 2^{2m}.
\]

Thus, the number of all possible values of \( r \) satisfying (33) is at most

\[
\sum_{l \leq L_0 \atop |s| \leq 2^{2m}} \tilde{d}(lb + s).
\]

By Lemma 4.3 it follows that

\[
\sum_{l \leq L_0 \atop |s| \leq 2^{2m}} \tilde{d}(lb + s) = O \left( 2^{-3m} \phi(b) 2^{2m} \right) = O \left( \phi(b) 2^{-m} \right).
\]

Let now \( r \) be such that

\[
L_0^{-1} 2^{-m} < \| \frac{l_0 b}{r} \| \leq L_0^{-1}.
\]

Let \( 1 \leq l_1 \leq l_0 \) and \( \theta \in \{-1, 1\} \). We partition the set

\[
\{ j : j \in \mathbb{N}, j \equiv \theta l_1 (\text{mod} l_0) \},
\]

as follows:

Let

\[
m_1^{(1)} \leq m_1^{(2)} < m_2^{(1)} \leq m_2^{(2)} < \cdots < m_R^{(1)} \leq m_R^{(2)}.
\]

where $R$ depends upon $r, b, l_1$, namely $R = R(r, b, l_1)$, such that the fractional part

$$\left\{ \frac{\theta(l_1 + ml_0)b}{r} \right\} \in [U_1, U_2]$$

for

$$m_v^{(1)} \leq m \leq m_v^{(2)}, \text{ where } 1 \leq v \leq R$$

and

$$\left\{ \frac{\theta(l_1 + ml_0)b}{r} \right\} \notin [U_1, U_2],$$

otherwise.

We set

$$I(m) = \left[ \left\{ \frac{ml_0b}{r} \right\}, \left\{ \frac{(m+1)l_0b}{r} \right\} \right].$$

The length of every interval $I(m)$ (mod1) is $\eta(r)$ since

$$\eta(r) = \frac{l_0b}{r}.$$

Additionally, by the definition of the sequence $(m_v^{(1)})$, for $2 \leq v \leq R - 1$, the interval $I(m_v - 1)$ must contain one of the two endpoints of the interval $[U_1, U_2]$. Thus

$$\left| \left\{ \frac{\theta(l_1 + mvl_0)b}{r} \right\} - U_i \right| \leq \eta(r),$$

where $i \in \{1, 2\}$. We then also have

$$\left| \left\{ \frac{\theta(l_1 + m_{v+1}l_0)b}{r} \right\} - U_i \right| \leq \eta(r).$$

Thus, by the triangle inequality we obtain

$$\left| \left\{ \frac{\theta(l_1 + m_{v+1}l_0)b}{r} \right\} - \left\{ \frac{\theta(l_1 + m_vl_0)b}{r} \right\} \right| \leq 2\eta(r).$$

Since the intervals $I(m)$ are adjacent mod1 and the union of intervals $I(m)$ for $m_v^{(1)} \leq m \leq m_v^{(2)}$ is the interval

$$\left[ \left\{ \frac{\theta(l_1 + m_{v+1}l_0)b}{r} \right\}, \left\{ \frac{\theta(l_1 + m_vl_0)b}{r} \right\} \right],$$

it follows that the union of the intervals $I(m)$ has total length equal to $1 + O(\eta)$. Therefore, the number of these intervals $I(m)$ is

$$(35)\quad m_v^{(1)} - m_v^{(2)} = \eta(r)^{-1} + O(1),$$

for all values of $v$ with $1 \leq v \leq R - 1$.

For $2 \leq v \leq R - 1$, the interval $[U_1, U_2]$ is covered by $(m_v^{(2)} - m_v^{(1)}) + O(1)$ adjacent intervals $I(m)$. Hence, we have

$$(36)\quad m_v^{(2)} - m_v^{(1)} = \eta(r)^{-1}(U_2 - U_1) + O(1),$$

for all values of $v$ with $2 \leq v \leq R - 1$.

For $v = 1$, $v = R$, we obtain

$$(37)\quad m_v^{(2)} - m_v^{(1)} \leq \eta(r)^{-1}(U_2 - U_1) + O(1).$$

By (34), we have

$$\mathcal{L}_0^{-1}2^{-m} < \eta(r) \leq \mathcal{L}_0^{-1},$$
where $L_0 = b2^{-3m}$ and thus

\[ (38) \quad \eta(r)^{-1} \geq b2^{-3m}. \]

From the hypotheses for $U_1, \delta_1$ and $r$:

\[ U_1 \geq b^{-1}2^{5m}, \quad \delta_1 \geq 2^{-m}, \quad r > \frac{b}{2}, \]

we obtain

\[ (39) \quad U_2 - U_1 \geq b^{-1}2^{4m}. \]

From (38) and (39) we obtain

\[ (40) \quad \eta(r)^{-1}(U_2 - U_1) \geq 2^m. \]

From (36) combined with (40), we get

\[ (41) \quad m_v^{(2)} - m_v^{(1)} = \eta(r)^{-1}(U_2 - U_1) \left( 1 + O \left( 2^{-m} \right) \right), \]

for all values of $v$ with $2 \leq v \leq R - 1$.

For $v = 1$, $v = R$, we obtain from (37) combined with (41) the following

\[ (42) \quad m_v^{(2)} - m_v^{(1)} \leq \eta(r)^{-1}(U_2 - U_1) \left( 1 + O \left( 2^{-m} \right) \right). \]

The interval $[j_1, j_2]$ is covered by $N$ complete residue systems mod $l_0$, where

\[ N = (j_2 - j_1)l_0^{-1} + O(1). \]

Since $l_0 \leq b2^{-3m}$, it follows that

\[ (43) \quad N = (j_2 - j_1)l_0^{-1} \left( 1 + O \left( 2^{-m} \right) \right). \]

Therefore by (41) we have

\[ (44) \quad R = \delta_1(j_2 - j_1)l_0^{-1}\eta(r) \left( 1 + O \left( 2^{-m} \right) \right). \]

By (41), (42) and (44) we obtain that there are

\[ R \eta(r)^{-1}(U_2 - U_1) \left( 1 + O \left( 2^{-m} \right) \right) = \delta_1(j_2 - j_1)U_1l_0^{-1} \left( 1 + O \left( 2^{-m} \right) \right) \]

values of $j$ satisfying the relations

\[ j_1 \leq j \leq j_2, \quad \left\{ \frac{\theta jb}{r} \right\} \in [U_1, U_2], \quad j \equiv \theta l_1 \text{ (mod } l_0). \]

We obtain the desired result of Lemma 4.2 by summing over all residue-classes $l_1 \text{ (mod } l_0)$. \hfill \Box

As a preparation for the study of the dominating terms

\[ \cot \left( \pi \frac{s_j}{b} \right), \]

we now investigate an inverse problem:

**How are the values of $j$ distributed, if the value of $s_j$ is fixed?**

This requires the simultaneous localization of the values for $r$ and its multiplicative inverses $r^* \text{ (mod } b)$. This localization will be accomplished via Fourier Analysis and upper bounds for Kloosterman sums.
Lemma 4.3. Let $1/2 < A_0 < A_1 < 1$ and $r \in \mathbb{N}$. Let $\alpha \in (0, 1), \delta > 0$ such that $\alpha + \delta < 1$. We define $b^* = b^*(r, b) \in \mathbb{N}$ by $bb^* \equiv 1 \pmod{r}$ and $r^* = r^*(r, b) \in \mathbb{N}$ by $rr^* \equiv 1 \pmod{b}$. Then, we have

$$N(\alpha, \delta) := \left\{ r : r \in \mathbb{N}, (r, b) = 1, A_0 b \leq r \leq A_1 b, \alpha \leq \frac{b^*}{r} \leq \alpha + \delta \right\}$$

$$= \delta(A_1 - A_0)\phi(b)(1 + o(1)), \quad (b \to +\infty).$$

Proof. The Diophantine equation

$$bx + ry = 1$$

has exactly one solution $(x_0, y_0)$ with

$$-\left\lfloor \frac{r}{2} \right\rfloor < x_0 \leq \left\lfloor \frac{r}{2} \right\rfloor, \quad -\left\lfloor \frac{b}{2} \right\rfloor < y_0 \leq \left\lfloor \frac{b}{2} \right\rfloor.$$

We have

$$b^* \equiv x_0 \pmod{r}, \quad r^* \equiv y_0 \pmod{b}$$

Therefore, for $\beta \in (-1/2, 1/2]$ and $\delta > 0$ with $\beta + \delta < 1/2$ and $\beta - \delta > -1/2$ we have

$$\left\{ r : r \in \mathbb{N}, (r, b) = 1, A_0 b \leq r \leq A_1 b, \alpha \leq \frac{b^*}{r} \leq \alpha + \delta \right\} + O(1)$$

$$= \left\{ r : r \in \mathbb{N}, (r, b) = 1, A_0 b \leq r \leq A_1 b, \frac{b^*}{r} \pmod{b} \in [-\beta, \beta] \right\} + O(1),$$

where $\frac{b^*}{r} \pmod{b}$ stands for

$$\frac{b^*}{r} \in \left\{ \begin{array}{ll} \left[-\beta, \beta\right], & \text{if } \beta < 0 \\ \left[-\beta + \delta, \beta + \delta\right], & \text{if } \beta \geq 0 \end{array} \right.$$
Since \( l_i \) for \( i = 1, 2 \) is obtained from \( \chi_i \) by averaging over \( v \) and since \( 0 \leq \chi_i(u, v) \leq 1 \) for \( i = 1, 2 \), it follows that \( 0 \leq l_i(u) \leq 1 \) for \( i = 1, 2 \).

From (47) we have

\[
l_1 \left( \frac{r^*}{b} \right) = 0, \text{ if } \frac{r^*}{b} \notin [\beta, \beta + \delta].
\]

Similarly, from (48) we have

\[
l_2 \left( \frac{r^*}{b} \right) = 1, \text{ if } \frac{r^*}{b} \in [\beta, \beta + \delta].
\]

Thus, we obtain

\[
(50) \quad l_1 \left( \frac{r^*}{b} \right) \leq \tilde{\chi}(r, \beta) \leq l_2 \left( \frac{r^*}{b} \right).
\]

We have the Fourier expansions

\[
l_i(u) = \sum_{n=-\infty}^{+\infty} a(n)e(nu), \text{ for } i = 1, 2.
\]

The Fourier coefficients \( a(n) \) are computed as follows:

For \( i = 1 \):

\[
a(0) = \Delta^{-1} \int_{0}^{\Delta} \left( \int_{-\Delta-v}^{\beta+\delta+\Delta-\nu} 1 \, du \right) dv = \delta + \Delta,
\]

as well as

\[
a(n) = \Delta^{-1} \int_{0}^{\Delta} \left( \int_{-\Delta-v}^{\beta+\delta+\Delta-\nu} e(-nu) \, du \right) dv
\]

\[
= \Delta^{-1} \int_{0}^{\Delta} -\frac{1}{2\pi i n} [e(-n(\beta + \delta + \Delta - v)) - e(-n(\beta - \Delta + v))] \, dv
\]

\[
= -\frac{1}{4\pi^2 n^2} \Delta^{-1} (e(-n(\beta + \delta)) - e(-n(\beta + \delta + \Delta)) - e(-n(\beta) + e(-n(\beta - \Delta))).
\]

From the above and an analogous computation for \( i = 2 \), we obtain

\[
a(0) = \delta + R_1, \text{ where } |R_1| \leq \Delta
\]

and

\[
a(n) = \left\{ \begin{array}{ll}
O(\Delta), & \text{if } |n| \leq \Delta^{-1} \\
O(\Delta^{-1} n^{-2}), & \text{if } |n| > \Delta^{-1}.
\end{array} \right.
\]

Let \( \Delta_1 > 0 \), such that \( A_0 - \Delta_1 > 1/2 \), \( A_1 + \Delta_1 < 1 \) and \( 0 \leq v \leq \Delta_1 \).

We define the functions

\[
(52) \quad \chi_3(u, v) = \left\{ \begin{array}{ll}
1, & \text{if } u \in [A_0 + v - \Delta_1, A_1 - v + \Delta_1] \\
0, & \text{otherwise}
\end{array} \right.
\]

and

\[
(53) \quad \chi_4(u, v) = \left\{ \begin{array}{ll}
1, & \text{if } u \in [A_0 + \Delta_1 - v, A_1 + \Delta_1 + v] \\
0, & \text{otherwise}
\end{array} \right.
\]

as well as the functions \( l_3, l_4 \) by

\[
l_i(u) = \Delta_i^{-1} \int_{0}^{\Delta_i} \chi_i(u, v) dv, \text{ for } i = 3, 4.
\]
Let the function
\[
\chi^*(r, \beta) = \begin{cases} 
1, & \text{if } A_0 \leq \frac{r}{b} \leq A_1 \\
0, & \text{otherwise}
\end{cases}
\]

Since \( l_i \) for \( i = 3, 4 \) is obtained from \( \chi_i \) by averaging over \( v \) and since
\[
0 \leq \chi_i(u, v) \leq 1, \quad \text{for } i = 3, 4,
\]
we obtain \( 0 \leq l_i(u) \leq 1 \) for \( i = 3, 4 \).

From (52) we have
\[
l_3 \left( \frac{r}{b} \right) = 0, \quad \text{if } \frac{r}{b} \notin (A_0, A_1).
\]

From (53), we have
\[
l_3 \left( \frac{r}{b} \right) = 1, \quad \text{if } \frac{r}{b} \in (A_0, A_1).
\]

Therefore, we obtain
\[
(55) \quad l_3 \left( \frac{r}{b} \right) \leq \chi^*(r, \beta) \leq l_4 \left( \frac{r}{b} \right).
\]

An analogous computation as for \( l_1, l_2 \) gives the Fourier expansions
\[
l_i(u) = \sum_{n = -\infty}^{+\infty} c(n)e(nu), \quad \text{for } i = 3, 4,
\]
with
\[
c(0) = A_1 - A_0 + R_2, \quad \text{where } |R_2| \leq \Delta_1
\]

and
\[
(56) \quad c(n) = \begin{cases} 
O(1), & \text{if } |n| \leq \Delta_1^{-1} \\
O(\Delta_1^{-1}n^{-2}), & \text{if } |n| > \Delta_1^{-1}.
\end{cases}
\]

From (46), (49), (50), (54) and (55), setting \( \beta = -\alpha \), we get the following
\[
(57) \quad \sum_{r=1}^{b-1} l_1 \left( \frac{r^*}{b} \right) l_3 \left( \frac{r}{b} \right) \leq N(\alpha, \delta) \leq \sum_{r=1}^{b-1} l_2 \left( \frac{r^*}{b} \right) l_4 \left( \frac{r}{b} \right).
\]

Therefore
\[
(58) \quad \sum_{r=1}^{b-1} l_1 \left( \frac{r^*}{b} \right) l_3 \left( \frac{r}{b} \right) = \sum_{m,n = -\infty}^{+\infty} a(m)c(n) \sum_{r=1}^{b-1} l_1 \left( \frac{r^*}{b} \right) l_3 \left( \frac{r}{b} \right) e \left( \frac{nr + mr^*}{b} \right)
\]
\[
= \sum_{m,n = -\infty}^{+\infty} a(m)c(n)K(n, m, b) + a(0)c(0)\phi(b),
\]

with the Kloosterman sums
\[
K(n, m, b) = \sum_{r=1}^{b-1} e \left( \frac{nr + mr^*}{b} \right)
\]
for both $n \neq 0$, $m \neq 0$, and the Ramanujan sums

$$K(n,0,b) = \sum_{r=1 \atop (r,b)=1}^{b-1} e\left(\frac{nr}{b}\right)$$

and

$$K(0,m,b) = \sum_{r=1 \atop (r,b)=1}^{b-1} e\left(\frac{mr^*}{b}\right).$$

We have the Weil bound

$$|K(n,m,b)| \leq \tau(b)(n,m,b)^{1/2} \sqrt{b},$$

(144, p. 19, Formula 1.60), and the elementary bound

$$|K(n,0,b)| \leq (n,b) \quad \text{and} \quad |K(0,m,b)| \leq (m,b)$$

(144, p. 45, Formula 3.5).

We obtain from (58) the following

$$b^{-1} \sum_{r=1 \atop (r,b)=1}^{b-1} l_1\left(\frac{r^*}{b}\right) l_3\left(\frac{r}{b}\right) = (\delta + R_1)(A_1 - A_0 + R_2)\phi(b) + o(\phi(b)), \quad (b \to +\infty),$$

where

$$\sum_{m,n=-\infty \atop (m,n) \neq (0,0)}^{+\infty} a(m)c(n)K(n,m,b) = o(\phi(b))$$

for $|R_1| \leq \Delta$ and $|R_2| \leq \Delta_1$.

By the same computation we also get

$$b^{-1} \sum_{r=1 \atop (r,b)=1}^{b-1} l_2\left(\frac{r^*}{b}\right) l_4\left(\frac{r}{b}\right) = (\delta + R_1)(A_1 - A_0 + R_2)\phi(b) + o(\phi(b)), \quad (b \to +\infty),$$

for $|R_1| \leq \Delta$ and $|R_2| \leq \Delta_1$. Therefore

$$b^{-1} \sum_{r=1 \atop (r,b)=1}^{b-1} l_2\left(\frac{r^*}{b}\right) l_4\left(\frac{r}{b}\right) = (\delta + R_1)(A_1 - A_0)\phi(b) + \delta R_2\phi(b) + R_1(A_1 - A_0)\phi(b) + R_1 R_2\phi(b) + o(\phi(b)).$$

Since $\Delta$ and $\Delta_1$ can be chosen to be arbitrarily small, it follows that (61) implies Lemma 4.3. \qed

By the use of Lemma 4.3 we shall prove that the sum

$$\sum_{|s_j| \leq 2^{m_1}} \cot\left(\frac{\pi s_j}{b}\right)$$

is related to the sum $f(x;m_1)$, which we define and investigate in the next two lemmas.
Lemma 4.4. Let
\[ f(x; m_1) = \sum_{l=1}^{2^{m_1}} \frac{B(lx)}{l}, \]
where \( B(x) = 1 - 2 \{x\} \). Then, for \( L \in \mathbb{N} \) there are numbers \( a(k, L) \in \mathbb{R} \) with
\[ a(k, L) = a(k, L, m_1) = O(|k|^{-1+\epsilon}), \]
where the implied constant is independent from \( m_1 \), such that
\[ \lim_{N \to +\infty} \left\| f(x; m_1)^L - \sum_{k=-N}^{N} a(k, L)e(kx) \right\|_2 = 0. \]
If \( m_2 > m_1 \), then we have
\[ a(k, m_1) = a(k, m_2), \quad \text{for } |k| \leq 2^{m_1}. \]

Proof. We shall prove the statement by induction on \( L \).
For \( L = 1 \), we have
\[ f(x; m_1) = \sum_{l=1}^{2^{m_1}} \frac{B(lx)}{l}. \]
By the Fourier expansion of \( B(x) \), we have
\[ B(x) = -\frac{i}{\pi} \sum_{n=-\infty}^{+\infty} \frac{e(nx)}{n}, \quad \text{in } L^2. \]
Therefore
\[ \lim_{N \to +\infty} \left\| B(x) + \frac{i}{\pi} \sum_{|n| \leq N \atop n \neq 0} \frac{e(nx)}{n} \right\|_2 = 0. \]
Thus, we also have:
\[ \lim_{N \to +\infty} \left\| f(x; m_1) + \sum_{l=1}^{2^{m_1}} \frac{1}{l} \sum_{|n| \leq N \atop n \neq 0} \frac{e(lnx)}{n} \right\|_2 = 0. \]
We write
\[ \frac{i}{\pi} \sum_{l=1}^{2^{m_1}} \frac{1}{l} \sum_{|n| \leq N \atop n \neq 0} \frac{e(lnx)}{n} = \sum_{k=-\infty}^{+\infty} c(k, N)e(kx) \]
and observe that \( c(k, N') = c(k, N) \) for all \( N' \geq N \).
Let \( N_0(k) \) be the smallest value of \( N \), such that
\[ c(k, N') = c(k, N_0(k)), \quad \text{for all } N' \geq N_0(k). \]
Then we define
\[ a(k, 1) = c(k, N_0(k)) \]
and obtain
\[ \lim_{N \to +\infty} \left\| f(x; m_1) - \sum_{|n| \leq N} a(k, 1)e(kx) \right\|_2 = 0, \]
where
\[ a(k, 1) = O\left(k^{-1+\epsilon}\right). \]

Since in the definition of \(c(k, N)\) there appear only pairs \((l, n)\) with \(|ln| = |k|\), for \(|k| \leq 2^m\) the value of \(c(k, N)\) will be the same for \(f(x; m_1)\) and \(f(x; m_2)\) for \(m_2 > m_1\).

For the induction step from \(L\) to \(L+1\), we have
\[
(*) \quad f(x; m_1)^L = \sum_{k=-N}^{N} a(k, L, m_1)e(kx) + R_1(x, N, L)
\]
\[
(**) \quad f(x; m_1) = \sum_{k=-N}^{N} a(k, 1, m_1)e(kx) + R_1(x, N, 1),
\]
where
\[
\lim_{N \to +\infty} \|R_1(x, N, L)\|_2 = 0 \quad \text{and} \quad \lim_{N \to +\infty} \|R_1(x, N, 1)\|_2 = 0.
\]

Also
\[ a(k, L, m_1) = O\left(k^{-1+\epsilon}\right). \]

If \(m_2 > m_1\), then we have:
\[
(***) \quad a(k, L, m_1) = a(k, L, m_2), \quad \text{for } |k| \leq 2^m_1.
\]

We define \(b(k, L, N)\) by
\[
b(k, L, N) = \sum_{(k_1, k_2) : k_1 + k_2 = n \atop |k_i| \leq N} a(k_1, L)a(k_2, 1).
\]

We split the above sum into partial sums as follows:
\[
b(k, L, N) = \sum_i + \sum_{ij} + \sum_{iii} + \sum_{iv},
\]
where
\[
\sum_i = \sum_{k_1=1}^k a(k_1, L)a(k - k_1, 1),
\]
\[
\sum_{ij} = \sum_{k_1=-k}^{-1} a(k_1, L)a(k - k_1, 1),
\]
\[
\sum_{iii} = \sum_{j=0}^{+\infty} \sum_{2^j k < k_1 \leq 2^{j+1} k} a(k_1, L)a(k - k_1, 1),
\]
\[
\sum_{iv} = \sum_{j=0}^{+\infty} \sum_{-2^{j+1} k \leq k_1 \leq -2^j k} a(k_1, L)a(k - k_1, 1).
\]

where \(\sum'\) stands for the condition \(|k_1| \leq N\), and \(|k - k_1| \leq N\).

Estimation of the sums \(\sum_i, \sum_{ij}\):
We have
\[
\sum_i = \sum_{k_1=1}^{k} a(k_1, L)a(k - k_1, 1) \\
= a(1, L)a(k - 1, 1) + a(2, L)a(k - 2, 1) + \cdots + a(k - 1, L)a(1, 1) \\
= O\left(k^{2c}\left(1 \cdot \frac{1}{k - 1} + \frac{1}{2} \frac{1}{k - 2} + \cdots + \frac{1}{k - 1} \cdot 1\right)\right).
\]

However,
\[
1 \cdot \frac{1}{k - 1} + \frac{1}{2} \frac{1}{k - 2} + \cdots + \frac{1}{k - 1} \leq 2\left(1 \cdot \frac{1}{k - 1} + \cdots + \left(\left\lfloor \frac{k}{2} \right\rfloor + 1\right)\left(k - \left(\left\lfloor \frac{k}{2} \right\rfloor + 1\right)\right)\right) \\
= O\left(\frac{1}{k} \sum_{k_1=1}^{\left\lfloor \frac{k}{2} \right\rfloor} \frac{1}{k_1}\right) = O\left(\log\frac{k}{k}\right).
\]

Therefore, we obtain
\[
\sum_i = O_\varepsilon(k^{-1+\varepsilon}), \text{ for every } \varepsilon > 0.
\]

Similarly, we get
\[
\sum_{i,j} = O_\varepsilon(k^{-1+\varepsilon}), \text{ for every } \varepsilon > 0.
\]

*Estimation of the sums* \(\sum_{i=1}^{III}, \sum_{i,j}^{IV}:

For \(j = 1\), we obtain the same estimates as for \(\sum_i, \sum_{i,j}\), by similar arguments.

For fixed \(j \geq 2\), we have
\[
\sum_{i,j} = \sum_{2^i k < k_1 \leq 2^{i+1} k} a(k_1, L)a(k - k_1, 1) \\
= a(2^i k + 1, L)a(k - (2^i k + 1), 1) + a(2^i k + 2, L)a(k - (2^i k + 2), 1) \\
+ \cdots + a(2^{i+1} k - 1, L)a(k - (2^{i+1} k + 2), 1)
\]

and by the induction hypothesis we get
\[
\sum_{i,j}^{III} = O_\varepsilon\left(2^i k\right)^c\left(\frac{1}{(2^i k + 1)(k - (2^i k + 1))} + \cdots + \frac{1}{(2^{i+1} k - 1)(k - (2^{i+1} k + 2))}\right) \\
= O_\varepsilon\left(2^i k\right)^{c+1} = O_\varepsilon\left(2^i k\right)^{-1+\varepsilon}.
\]

Hence, we obtain
\[
\sum_{III} = \sum_{j=0}^{+\infty} \sum_{i,j} = \sum_{j=0}^{+\infty} O_\varepsilon\left(2^j k\right)^{-1+\varepsilon} = O_\varepsilon(k^{-1+\varepsilon}).
\]

Similarly, we get
\[
\sum_{IV} = O_\varepsilon(k^{-1+\varepsilon}).
\]

From (*) and (**), we get:
\[
f(x; m_1)^{L+1} = \sum_{k=-N}^{N} b(k, L, N)c(kx) + R_3(x, N, L + 1)
\]
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Lemma 4.5. For $f(x; m_1)$ defined as in the previous lemma, we have that the limit

$$\lim_{m_1 \to +\infty} \int_0^1 f(x; m_1)^L \, dx$$

exists.

Proof. Let $m_2 \in \mathbb{N}$ with $m_2 > m_1$. We have

$$|f(x; m_2)^L - f(x; m_1)^L| = |f(x; m_2) - f(x; m_1)| \cdot \left| \sum_{h=0}^{L-1} f(x; m_2)^h f(x; m_1)^{L-h-1} \right|.$$

Therefore, by the Cauchy-Schwarz inequality we obtain

$$\int_0^1 |f(x; m_2) - f(x; m_1)| \, dx$$

$$= O_L \left( \left( \int_0^1 |f(x; m_2) - f(x; m_1)|^2 \, dx \right)^{1/2} \left( \int_0^1 \left| \sum_{h=0}^{L-1} f(x; m_2)^h f(x; m_1)^{L-h-1} \right|^2 \right)^{1/2} \right).$$

However, by Parseval’s identity we have

$$\int_0^1 |f(x; m_2) - f(x; m_1)|^2 \, dx = \sum_{k=-\infty}^{+\infty} (a(k, 1, m_2) - a(k, 1, m_1))^2$$

$$\leq \sum_{|k| > 2^{m_1}} (a(k, 1, m_1)^2 + a(k, 1, m_2)^2),$$

since by (*** \text{in the proof of the previous Lemma}) we have

$$a(k, 1, m_1) = a(k, 1, m_2), \text{ for } |k| \leq 2^{m_1}.$$

Now, due to Lemma \[4.3\] we obtain

$$\int_0^1 |f(x; m_2) - f(x; m_1)|^2 \, dx = O_{\epsilon} \left( \sum_{|k| > 2^{m_1}} k^{-(2+2\epsilon)} \right)$$

$$= O_{\epsilon} \left( 2^{m_1(-1+2\epsilon)} \right).$$
Additionally, we get
\[
\int_0^1 \left( \sum_{h=0}^{L-1} f(x; m_2)^h f(x; m_1)^{L-h-1} \right)^2 dx = O_L \left( \sum_{h=0}^{L-1} \left( \int_0^1 f(x; m_2)^{4h} dx + \int_0^1 f(x; m_1)^{4h} dx \right) \right),
\]

since
\[
|a^h b^{L-h-1}| \leq a^{2h} + b^{2(L-h-1)}, \text{ for every } a, b \in \mathbb{R}.
\]

Therefore
\[
\int_0^1 \left( \sum_{h=0}^{L-1} f(x; m_2)^h f(x; m_1)^{L-h-1} \right)^2 dx
= O_L \left( \max_{0 \leq h \leq L-1} \left\{ \left( \int_0^1 f(x; m_2)^{4h} dx \right)^{1/2} + \left( \int_0^1 f(x; m_1)^{4h} dx \right)^{1/2} \right\} \right).
\]

Then by Parseval's identity it follows that
\[
\int_0^1 \left( \sum_{h=0}^{L-1} f(x; m_2)^h f(x; m_1)^{L-h-1} \right)^2 dx
= O_L \left( \max_{0 \leq h \leq L-1} \left\{ \left( \sum_{k=-\infty}^{+\infty} a(k, 4h, m_2)^2 \right)^{1/2} + \left( \sum_{k=-\infty}^{+\infty} a(k, 4h, m_1)^2 \right)^{1/2} \right\} \right).
\]

By Lemma 4.3 we know that
\[
a(k, 4h, m_i) = O(\epsilon^{-1+\epsilon}), \ i = 1, 2,
\]

where the implied constant is independent from \(m_i\).

Hence, by the above estimate we derive the following inequality
\[
\int_0^1 \left( \sum_{h=0}^{L-1} f(x; m_2)^h f(x; m_1)^{L-h-1} \right)^2 dx \leq C(\epsilon, L),
\]

which implies
\[
\|f(\cdot; m_1)^L - f(\cdot; m_2)^L\|_1 \leq C'(\epsilon, L),
\]

where \(C(\epsilon, L), C'(\epsilon, L)\) are positive constants that depend at most on \(\epsilon\) and \(L\), but not on \(m_1\) or \(m_2\).

From the above estimates it follows that the sequence of functions \(f(x; m_1)^L)_{m_1 \geq 1}\) forms a Cauchy-sequence in the space \(L^1([0,1])\) of the integrable functions defined over \([0,1]\).

Since \(L^1([0,1])\) is a complete metric space it follows that there exists a limit function \(w(x) \in L^1([0,1])\), such that
\[
f(\cdot; m_1)^L \to w, \text{ in } L^1, \text{ as } m_1 \to +\infty.
\]

Then
\[
\int_0^1 f(x; m_1)^L dx \to \int_0^1 w(x) dx, \text{ as } m_1 \to +\infty,
\]

which completes the proof of the lemma. \(\square\)
Lemma 4.6. For $x \in \mathbb{R}$, let
\[
g(x) := \sum_{l=1}^{+\infty} \frac{1 - 2\{lx\}}{l},
\]
Then for each $x \in \mathbb{Q}$ the series $g(x)$ converges.
For $x \in \mathbb{R} \setminus \mathbb{Q}$, the series $g(x)$ converges if and only if the series
\[
\sum_{m \geq 1} (-1)^m \frac{\log q_{m+1}}{q_m}
\]
converges, where $(q_m)_{m \geq 1}$ denotes the sequence of partial denominators of the continued fraction expansion of $x$.

Proof. The statement of the lemma is part of Théorème 4.4 of the paper by R. de la Brètèche and G. Tenenbaum in [3]. □

Remark: One can show that the series $g(x)$ can also be written in the form (see [5])
\[
\sum_{l=1}^{+\infty} \frac{\tau(l)\pi l}{\sin(2\pi lx)},
\]
where it converges, and $\tau(l)$ stands for the divisor function.
In the following, we will prove that the series $g(x)$ converges almost everywhere.

Definition 4.7. Let $\alpha \in [0, 1)$ be an irrational number and $\alpha = [a_0; a_1, a_2, \ldots]$ be the continued fraction expansion of $\alpha$. We denote the $n$-th convergent of $\alpha$ by $p_n/q_n$.

Lemma 4.8. Let $1 < K < \sqrt{2}$. Then there is a positive constant $c_0 = c_0(K)$, such that
\[
q_n \geq c_0 K^n,
\]
for every $n \in \mathbb{N}$.

Proof. We have

(I) $p_n = a_n p_{n-1} + p_{n-2}, \ p_{-1} = 1, \ p_{-2} = 0$
and

(II) $q_n = a_n q_{n-1} + q_{n-2}, \ q_{-1} = 0, \ q_{-2} = 1$.

From (II) it follows that
\[
q_n \geq 2q_{n-2},
\]
for every $n \in \mathbb{N}$. By induction on $k \in \mathbb{N}$ we conclude that

(III) $q_{2k} \geq q_0 2^k$,
for every $k \in \mathbb{N}$. From (III) the proof of the lemma follows. □

Lemma 4.9. Let $\mathcal{F}_n \subseteq [0, 1), \ n \in \mathbb{N}$, be Lebesgue measurable sets such that
\[
\mathcal{F}_1 \supseteq \mathcal{F}_2 \supseteq \mathcal{F}_3 \supseteq \cdots \supseteq \mathcal{F}_n \supseteq \mathcal{F}_{n+1} \supseteq \cdots
\]
Assume that
\[
\sum_{i=1}^{+\infty} \text{meas}(\mathcal{F}_i) < +\infty.
\]
Then we have
\[\text{meas}\{\alpha \in [0,1) : \alpha \in F_i \text{ for infinitely many values of } i \in \mathbb{N}\} = 0.\]

Proof. This is the Borel-Cantelli lemma (cf. [16], [18]).

Definition 4.10. Let \( q \in \mathbb{N}, \delta > 0 \) and
\[\Delta(q) := \exp(-q^\delta).\]
Then we define the set
\[E(q,\delta) := \bigcup_{0 \leq a \leq q} \left[\frac{a}{q} - \Delta(q), \frac{a}{q} + \Delta(q)\right].\]

Definition 4.11. Let \( L > 1 \). Then we define the set
\[E(L) := \left\{\alpha \in [0,1) : \frac{\log q_{m+1}}{q_m} \geq L^{-m} \text{ for infinitely many values of } m \in \mathbb{N}\right\}.\]

Lemma 4.12. There is a constant \( L_0 > 1 \), such that
\[\text{meas } E(L) = 0\]
whenever \( 1 < L \leq L_0 \).

Proof. By Lemma 4.8 we have for \( 1 < K < \sqrt{2} \):

(IV) \[q_m \geq c_0 K^m.\]
Let \( 0 < \delta < 1 \). From (IV) we obtain

(V) \[q_m^{1-\delta} \geq c_0^{1-\delta} (K^{1-\delta})^m.\]
If we choose \( L_0 \) with
\[1 < L_0 < K^{1-\delta},\]
we get for all real values of \( L \) with \( 1 < L \leq L_0 \) the following

(VI) \[q_m^{1-\delta} \geq L^m, \text{ for } m \geq m_0,\]
where \( m_0 \) is a sufficiently large positive integer.
From (VI) we obtain

(VII) \[L^{-m}q_m \geq q_m^\delta.\]
Let now \( \alpha \in E(L) \) and \( m \geq m_0 \) such that

(VIII) \[\frac{\log q_{m+1}}{q_m} \geq L^{-m}.\]
We have
\[\frac{p_{m+1}}{q_{m+1}} - \frac{p_m}{q_m} = \frac{(-1)^{m+1}}{q_m q_{m+1}}\]
(cf. [20]).
Since \( \alpha \) lies between \( p_m/q_m \) and \( p_{m+1}/q_{m+1} \) (cf. [20]) we have by (VIII) the following
\[\left|\alpha - \frac{p_m}{q_m}\right| \leq \frac{1}{q_m q_{m+1}} \leq \frac{1}{q_m \exp(L^{-m}q_m)}\]
and by (VII) we obtain
\[ |\alpha - \frac{p_m}{q_m}| \leq \exp(-q_m^\delta). \]
Thus by Definition 4.10 it follows that
\[ \alpha \in E(q_m, \delta). \]
By Lemma 4.9, we therefore have
\[ \text{meas}\left\{ \alpha \in [0, 1) : \log q_{m+1} \geq L^{-m} \text{ for infinitely many values of } m \in \mathbb{N} \right\} \]
\[ \leq \text{meas}\left\{ \alpha \in [0, 1) : \alpha \in E(q, \delta) \text{ for infinitely many values of } q \in \mathbb{N} \right\} = 0. \]

Lemma 4.13. The series
\[ g(\alpha) = \sum_{l=1}^{+\infty} \frac{1 - 2\{l\alpha\}}{l^2} \]
converges almost everywhere in $[0, 1)$.

Proof. By Lemma 4.6 the series $g(\alpha)$ converges for each $\alpha \in [0, 1)$ such that $\alpha \in \mathbb{Q}$ or $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ and the series
\[ \sum_{m \geq 1} (-1)^m \frac{\log q_{m+1}}{q_m} \]
converges. The series (VI) converges if there exist $m_0 \in \mathbb{N}$ and $L > 1$, such that
\[ \log q_{m+1} < L^{-m} q_m \text{ for } m \geq m_0. \]
By Lemma 4.12 (VII) holds almost everywhere in $[0, 1)$. This completes the proof of the lemma.

Remark: The convergence of the series (VI) follows from the convergence of the series
\[ \sum_{m \geq 1} \frac{\log q_{m+1}}{q_m}, \]
which is the defining property of the Brjuno numbers. The set of these numbers is known to have measure 1.

Theorem 4.14. Let
\[ D_L := \lim_{m_1 \to +\infty} \int_0^1 f(x; m_1)^L \, dx. \]
For $k \in \mathbb{N}$, we have
\[ D_{2k} = \int_0^1 g(x)^{2k} \, dx, \text{ as well as } D_{2k} > 0. \]
Proof. Since the sequence \((f(x;m_1))_{m_1 \geq 1}\) forms a Cauchy-sequence in the space \(L^1([0,1])\), as it was shown in the proof of Lemma 4.5, there exists a limit function \(w(x) \in L^1([0,1])\) such that
\[
\lim_{m_1 \to +\infty} \|f(\cdot;m_1) - w(\cdot)\|_1 = 0.
\]
On the other hand we have
\[
f(x;m_1) \to g(x), \text{ almost everywhere, as } m_1 \to +\infty.
\]
A subsequence \(f(x;\nu_k)\) of the sequence \((f(x;m_1))_{m_1 \geq 1}\), \(\nu_k \to +\infty\), as \(k \to +\infty\), converges almost everywhere to \(w\). Therefore, \(g(x) = w(x)\), almost everywhere. Thus, there exists a function \(w_L \in L^1([0,1])\) such that
\[
f(\cdot;m_1)^L \to w_L, \text{ in } L^1
\]
and so
\[
w_L(x) = g(x)^L, \text{ almost everywhere.}
\]
Hence
\[
\int_0^1 f(x;m_1)^L dx \to \int_0^1 w_L(x)dx = \int_0^1 g(x)^L dx.
\]
Since not all Fourier coefficients of \(w(x)\) are equal to zero, we obtain
\[
\int_0^1 g(x)^2 dx > 0,
\]
and therefore we get
\[
D_{2k} = \int_0^1 g(x)^{2k} dx > 0.
\]
\[
\□
\]
In the following we will study the moments of the sums \(Q(r/b)\), which are related to the sums \(c_0(r/b)\) by Proposition 5.2:
\[
c_0 \left( \frac{r}{b} \right) = \frac{1}{r} c_0 \left( \frac{1}{b} \right) - \frac{1}{r} Q \left( \frac{r}{b} \right).
\]
Here the term
\[
\frac{1}{r} c_0 \left( \frac{1}{b} \right)
\]
provides only a small contribution, since by Theorem 1.6 we have:
\[
c_0 \left( \frac{1}{b} \right) = O(b \log b).
\]
Thus, properties of the moments
\[
\sum_{r:(r,b)=1 \atop A_0b \leq r \leq A_1b} c_0 \left( \frac{r}{b} \right)^L
\]
can easily be extracted from properties of the moments
\[
\sum_{r:(r,b)=1 \atop A_0b \leq r \leq A_1b} Q \left( \frac{r}{b} \right)^L
\]
by partial summation.  
For the treatment of the sum 
\[ \sum_{r:(r,b)=1 \atop A_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^L \]
we make use of the preparations made in Lemmas 4.2 and 4.3.  
From the sum 
\[ Q \left( \frac{r}{b} \right) = \sum_{j=0}^{r-1} j \sum_{l=0}^{d_j} \cot \left( \pi \frac{s_j + lr}{b} \right) \]
we split off the terms with \( l = 0 \) and small values of \( s_j \) as well as the terms with small values of \( t_j \).  
The resulting sum which provides the main contribution is approximated by the sum 
\[ Q(r,b,m_1) \]
defined by formula (66), which depends on \( \alpha = b^r/r \).

We shall use the localization of \( \alpha = b^r/r \) established in Lemma 4.3.  
For the remaining terms of the sum \( Q(r/b) \) we make use of their cancelation, using the results of Lemma 4.2.

**Theorem 4.15.** Let \( k \in \mathbb{N} \) be fixed.  
Let also \( A_0, A_1 \) be fixed constants such that \( 1/2 < A_0 < A_1 < 1 \).  
Then there exists a constant \( E_k > 0 \), depending only on \( k \), such that  
\[ \sum_{r:(r,b)=1 \atop A_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^{2k} = E_k \left( A_1^{2k+1} - A_0^{2k+1} \right)b^{4k} \phi(b)(1 + o(1)), \quad (b \to +\infty), \]
with  
\[ E_k = \frac{D_{2k}}{(2k+1)\pi^{2k}}. \]

**Proof.** We recall the definition from the proof of Theorem 3.3 of the sets 
\[ S_j = \{ rm : bj \leq rm < b(j+1), m \in \mathbb{Z} \} \]
and the fact that  
\[ S_j = \{ bj+s_j, bj+s_j+r, \ldots, bj+s_j+djr \}. \]
Because of the assumptions:  
\[ \frac{1}{2} < A_0 < A_1 < 1, \quad A_0 b \leq r \leq A_1 b, \]
we have the following two cases. 
**Case 1:** \( d_j = 0, \ S_j = \{ s_j \}. \)  
**Case 2:** \( d_j = 1, \ S_j = \{ s_j, s_j+r \}. \)

From formulae (15) and (16), that is  
\[ s_j \equiv -bj \pmod{r} \quad \text{and} \quad t_j \equiv b(j+1) \pmod{r}, \]
we obtain  
\[ \frac{s_j}{r} = \left\{ \frac{-jb}{r} \right\}, \quad \frac{t_j}{r} = \left\{ \frac{(j+1)b}{r} \right\}, \]
(62)
respectively. From (15), (16) and (62) it follows that \( s_j \), as well as \( t_j \) run through a complete residue system \((\text{mod } r)\), when \( j \) runs from 1 to \( r \). Denote by

\[ \mathcal{R}_1 = \{1, 2, \ldots, r - 1\}. \]

For each \( s \in \mathcal{R}_1 \) there is thus a unique value of \( j = j(s) \in \mathcal{R}_1 \) with \( s_j = s \). The value \( j = j(s) \) by formula (15) is given by

\[ j = \left\{ \frac{-sb^*}{r} \right\}, \tag{63} \]

where \( b^* \) is determined by the relation

\[ bb^* \equiv 1 \pmod{r} \]

and by \( 1 \leq b^* \leq r - 1 \).

Formula (63) is seen by multiplying the equation

\[ \frac{jb}{r} = -\frac{s}{r} \]

by \( b^* \). We obtain

\[ \frac{jbb^*}{r} = -\frac{sb^*}{r}, \]

from which (63) follows.

Similarly, for each \( t \in \mathcal{R}_1 \) there exists a unique value \( h = h(t) \in \mathcal{R}_1 \) with \( t_h = t \).

The value \( h = h(t) \) by formula (15) is given by

\[ h = \left\{ \frac{(t - 1)b^*}{r} \right\}. \tag{64} \]

We now set

\[ \alpha = \alpha(r, b) = \frac{b^*}{r}. \tag{65} \]

For a fixed value of \( m_1 \in \mathbb{N} \) we define

\[ Q(r, b, m_1) = \frac{br}{\pi} \sum_{s=1}^{2m_1} \frac{1 - 2\{sa\}}{s} = \frac{br}{\pi} f(\alpha; m_1). \tag{66} \]

Let \( m_0 \) be the constant defined in Lemma 4.2 and consider

\[ m_1 \geq m_0. \tag{67} \]

We assume that \( r \) does not belong to the exceptional set \( \mathcal{E}(m_1) \) as specified in Lemma 4.2 with

\[ |\mathcal{E}(m_1)| = O(\phi(b)2^{-m_1}). \tag{68} \]

We partition the sum \( Q(r/b) \) into partial sums:

\[ Q\left(\frac{r}{b}\right) = Q_0\left(\frac{r}{b}\right) + Q_1\left(\frac{r}{b}\right), \tag{69} \]

where

\[ Q_0\left(\frac{r}{b}\right) = \sum_{j=1}^{r-1} \sum_{l=0}^{d_j} \cot\left(\pi s_j + lr \frac{b}{b}\right), \tag{70} \]

where \( \sum^* \) means that the sum is extended over all values of \( j \) for which

\[ \{\theta jb/r\} \leq b^{-1}2^{m_1} \]

for either \( \theta = 1 \) or \( \theta = -1 \).
and

\[ Q_1 \left( \frac{r}{b} \right) = Q \left( \frac{r}{b} \right) - Q_0 \left( \frac{r}{b} \right). \]

We first deal with \( Q_0(r/b) \).

**Step 1.** We shall prove that

\[ Q_0 \left( \frac{r}{b} \right) = Q(r, b, m_1) + O(b^{2m_1}). \]

**Proof of Step 1.** The values of \( s_j, t_j \) satisfy the inequalities

\[ 1 \leq s_j, t_j \leq 2^{m_1}, \]

because of formulae (62) and (70).

The values of \( j \) corresponding to \( s \) by the formula \( j = j(s) \) are given by formula (63), whereas the values of \( h \) corresponding to \( t \) by the formula \( h = h(t) \) are given by the formula (64).

In formula (70), we have if \( l \neq 0 \) for \( \theta = -1 \),

\[ \cot \left( \pi \frac{s_j + lr}{b} \right) = O(1). \]

We recall the formula \( s_j + d_j r + t_j = b \) and we obtain if \( l = 0 \) for \( \theta = 1 \),

\[ \cot \left( \pi \frac{s_j + lr}{b} \right) = O(1). \]

(The variable \( \theta \) is implied in formula (70) in the definition of \( \sum^* \).)

We now rewrite the sum \( Q_0(r/b) \).

In formula (70), we retain from the inner sums

\[ \sum_{l=0}^{d_j} \cot \left( \pi \frac{s_j + lr}{b} \right) \]

only the following terms:

If \( \{jb/r\} \leq b^{-1}2^{m_1} \) (the case \( \theta = 1 \)), we retain the term for \( l = 0 \) and write \( s_j = s \); if \( \{-jb/r\} \leq b^{-1}2^{m_1} \) (the case \( \theta = -1 \)), we retain the term for \( l = d_j \) and write \( t_j = s \) (that is \( s_j + d_j r = b - t_j = b - s \)). For all other terms in (70) we use the estimate

\[ \cot \left( \pi \frac{s_j + lr}{b} \right) = O(1). \]

By recalling (63) and (65), we obtain

\[ Q_0 \left( \frac{r}{b} \right) = r \left( \sum_{s=1}^{2^{m_1}} \left( \left\{-s\alpha\right\} \cot \left( \pi \frac{s}{b} \right) + \left\{s\alpha\right\} \cot \left( \pi \frac{b - s}{b} \right) \right) \right) + O(b^{2m_1}), \]

where the error term \( O(b^{2m_1}) \) comes from the estimates

\[ \cot \left( \pi \frac{s_j + lr}{b} \right) = O(1). \]

**Note.** The restriction of \( \sum^* \) in (70) is contained in the above formula for \( Q_0(r/b) \) in the restriction in the range of summation \( s \in \{1, 2, \ldots, 2^{m_1}\} \), since the possible values of \( s \) are \( 1, 2, \ldots, b-r \).
Since \( \cot x \) has a pole at \( x = 0 \) we have
\[
\cot(\pi x) = \frac{1}{\pi x} + O(1), \quad \cot(\pi(1 - x)) = -\frac{1}{\pi x} + O(1), \ (x \to 0),
\]
and therefore
\[
Q_0 \left( \frac{r}{b} \right) = r \sum_{s=1}^{2^{m_1}} \left[ \left( \frac{b}{\pi s} + O(1) \right) \{-s\alpha\} + \left( -\frac{b}{\pi s} + O(1) \right) \{s\alpha\} \right] + O(b^{2^{m_1}})
\]
\[
= r \sum_{s=1}^{2^{m_1}} \left( \left( \frac{b}{\pi s} + O(1) \right) \{1 - \{s\alpha\}\} + \left( -\frac{b}{\pi s} + O(1) \right) \{s\alpha\} \right) + O(b^{2^{m_1}})
\]
\[
= r \sum_{s=1}^{2^{m_1}} \left( \frac{b}{\pi s} - \frac{b}{\pi s} \{s\alpha\} + O(1) - \{s\alpha\} O(1) - \frac{b}{\pi s} \{s\alpha\} \right) + O(b^{2^{m_1}})
\]
\[
= \frac{br}{\pi} \left( \sum_{s=1}^{2^{m_1}} \frac{1}{s} - \sum_{s=1}^{2^{m_1}} \frac{2}{s} \{s\alpha\} \right) + r \sum_{s=1}^{2^{m_1}} \{s\alpha\} O(1) + r \sum_{s=1}^{2^{m_1}} \{s\alpha\} O(1) + O(b^{2^{m_1}})
\]
\[
= \frac{br}{\pi} \sum_{s=1}^{2^{m_1}} \frac{1 - 2\{s\alpha\}}{s} + O(b^{2^{m_1}}).
\]

Thus, we have
\[
Q_0 \left( \frac{r}{b} \right) = Q(r, b, m_1) + O(b^{2^{m_1}}).
\]

This completes the proof of Step 1.

In the following we deal with \( Q_1(r/b) \) as defined in (71).

**Step 2.** We shall obtain a decomposition for \( Q_1(r/b) \).

For \( A_0 b \leq r \leq A_1 b \), let \( g_0(r) \) be defined by
\[
g_0(r) = \min \{ g_1 : g_1 \in \mathbb{N} \cup \{0\}, r \not\in \mathcal{E}((g+1)m_1), \text{ for all } g \geq g_1 \},
\]
where the set \( \mathcal{E}(m) \) has been defined in Lemma 4.2.

Fix \( r \). Let \( g_0 = g_0(r) \in \mathbb{N} \cup \{0\} \), and choose sequences \( (j_k) \) of real numbers, where
\[
j_k = j_k(g_0, m_1), \quad j_0 < j_1 < \ldots < j_{l+1} = r
\]
and real numbers \( \zeta = \zeta(g_0, m_1) \) with \( \zeta \in [0, 1] \), as follows
\[
j_0 = 0, \quad j_1 = b2^{-(g_0+1)m_1} + \zeta, \quad j_{k+1} = j_k(1 + \lambda_k) \quad \text{for } 1 \leq k \leq l,
\]
where
\[
2^{-(g_0+1)m_1} \leq \lambda_k \leq 2^{-(g_0+1)m_1+1} \quad \text{and} \quad j_k \not\in \mathbb{Z} \quad \text{for } 1 \leq k \leq l.
\]

We define
\[
J_k = [j_k, j_{k+1}] \quad \text{for } 0 \leq k \leq l.
\]

Thus
\[
[0, r] = \bigcup_{k=0}^{l} J_k.
\]
Since $J_k$ intersect at most at their endpoints $j_k$, $1 \leq k \leq l$, and since $j_k \not\in \mathbb{Z}$ by (73), it follows that each $j \in \mathbb{N}$, with $0 \leq j \leq r$ belongs to exactly one interval $J_k$. We choose numbers $u_0, u_1, \ldots, u_n$ such that

$$2^{m_1} \frac{b}{b} = u_0 < u_1 < \ldots < u_n = \frac{b}{2r},$$

where

$$u_0 = b^{-1}2^{m_1}, u_1 = b^{-1}2^{5(g_0+1)m_1}, u_n = \frac{b}{2r}, u_{h+1} = u_h(1 + \xi_h),$$

where

$$2^{-(g_0+1)m_1} \leq \xi_h \leq 2^{-(g_0+1)m_1} + 1$$

and

$$u_h \not\in \left\{ \frac{c}{2r} : c \in \mathbb{Z} \right\},$$

for $1 \leq h \leq n - 1$. We then set

$$\mathcal{H}_h = \begin{cases} [u_h, u_{h+1}], & \text{for } 0 \leq h \leq n - 1 \\ b/r - \mathcal{H}_{h-n}, & \text{for } n \leq h \leq 2n - 1 . \end{cases}$$

Therefore, we obtain

$$\left[ \frac{b^{-1}2^{m_1}}{r}, \frac{b}{r} - \frac{b^{-1}2^{m_1}}{r} \right] = \bigcup_{h=0}^{2n-1} \mathcal{H}_h,$$

where the intervals $\mathcal{H}_h$ intersect at most at their endpoints.

For $0 \leq h \leq 2n - 1$, $0 \leq k \leq l$, we set

$$\mathcal{F}(h) = \left\{ j : 1 \leq j \leq r - 1, \left\{ -\frac{jb}{r} \right\} \in \mathcal{H}_h \right\}$$

and

$$\mathcal{G}(h, k) = \left\{ j : j \in J_k, \left\{ -\frac{jb}{r} \right\} \in \mathcal{H}_h \right\}$$

and by (71), (78) and (79), we obtain

$$Q_1 \left( \frac{r}{b} \right) = \sum_{h=0}^{n-1} \sum_{j \in \mathcal{F}(h)} \sum_{l=0}^{d_j} \cot \left( \pi \frac{s_j + lr}{b} \right).$$

Equivalently

$$Q_1 \left( \frac{r}{b} \right) = \sum_{h=0}^{n-1} \sum_{k=0}^{l} \sum_{j \in \mathcal{G}(h, k)} \sum_{l=0}^{d_j} \cot \left( \pi \frac{s_j + lr}{b} \right).$$

We define the sets $V_1, V_2$ as follows,

$$V_1 = \left\{ j : 1 \leq j \leq r, \left\{ -\frac{jb}{r} \right\} > \frac{b}{r} - 1 \right\}$$

and

$$V_2 = \left\{ j : 1 \leq j \leq r, \left\{ -\frac{jb}{r} \right\} < \frac{b}{r} - 1 \right\}.$$
Because of the fact that \( j_k \not\in \mathbb{Z} \) for \( 1 \leq k \leq l \), it follows that:

(84) Each \( j_k, 1 \leq j_k \leq r - 1 \), belongs to exactly one of the sets \( V_i, i \in \{1, 2\} \).

Moreover, there is at most one value of \( h \), say, \( h = h_0 \)
such that \( \mathcal{F}(h) \) has a non-empty intersection with both of the sets \( V_1 \) and \( V_2 \). From (80), (81) and (85), we obtain

(86) \[ Q_1 \left( \frac{r}{b} \right) = Q^{(1)} \left( \frac{r}{b} \right) + Q^{(2)} \left( \frac{r}{b} \right) + Q^{(3)} \left( \frac{r}{b} \right), \]

where we define

(87) \[ Q^{(i)} \left( \frac{r}{b} \right) = \sum_{h=0}^{2n-1} \sum_{j \in \mathcal{F}(h)} \sum_{l=0}^{d_j} \cot \left( \pi \frac{s_j + lr}{b} \right), \]

or equivalently

(88) \[ Q^{(3)} \left( \frac{r}{b} \right) = \sum_{j \in \mathcal{F}(h_0)} \sum_{l=0}^{d_j} \cot \left( \pi \frac{s_j + lr}{b} \right), \]

for \( i = 1, 2 \). We have

(89) \[ Q^{(3)} \left( \frac{r}{b} \right) = \sum_{k=0}^{l} \sum_{j \in \mathcal{G}(h_0, k)} \sum_{l=0}^{d_j} \cot \left( \pi \frac{s_j + lr}{b} \right). \]

If \( h_0 \) in (85) does not exist, the term \( Q^{(3)}(r/b) \) in (86) is missing. This completes Step 2.

We now deal with the cases \( i = 1, 2, 3 \) in (87) and (88), separately.

**Step 3.** We shall now prove that

\[ Q^{(1)} \left( \frac{r}{b} \right) = O(b^2 2^{-m_1}). \]

**Proof of Step 3.** Let \( j \in V_1 \). From (15), that is

\[ s_j \equiv -bj \pmod{r}, \]

it follows that

(90) \[ \frac{s_j}{r} = \left\{ \frac{-jb}{r} \right\}. \]

Thus, for \( j \in V_1 \) we have \( s_j/r > b/r - 1 \) and hence \( s_j + r > b \). Therefore, for \( j \in V_1 \), we obtain

\[ d_j = 0, \quad S_j = \{s_j\}. \]
Hence

\[ Q^{(1)} \left( \frac{r}{b} \right) = \sum_{h=0}^{2n-1} \sum_{j \in \mathcal{F}(h) \subset V} j \cot \left( \frac{\pi sj}{b} \right) \]

or equivalently

\[ Q^{(1)} \left( \frac{r}{b} \right) = \sum_{h=0}^{2n-1} \sum_{l=0}^{l} \sum_{j \in \mathcal{F}(h,k)} j \cot \left( \frac{\pi sj}{b} \right). \]

We have

\[ \sum_{h=0}^{2n-1} \sum_{j \in \mathcal{F}(h) \subset V} j \cot \left( \frac{\pi sj}{b} \right) \]

\[ = \sum_{h=0}^{n-1} \left( \sum_{j \in \mathcal{F}(h)} j \cot \left( \frac{\pi sj}{b} \right) + \sum_{j \in \mathcal{F}(h+n,k)} j \cot \left( \frac{\pi sj}{b} \right) \right). \]

Suppose \( j \in \mathcal{F}(h) \), i.e.

\[ \left\{ \frac{-jb}{r} \right\} \in \mathcal{H}_h = [u_h, u_{h+1}], \ 0 \leq h \leq 2n - 1. \]

Set

\[ \min = \text{minimum} \left( u_h - \frac{b}{r} - u_h \right). \]

By the definition of the intervals \( \mathcal{H}_h \), as given by (76) we have:

\[ \left| \left\{ \frac{-jb}{r} \right\} - u_h \right| \leq \min \cdot \xi_h \leq \min \cdot 2^{-(g_0+1)m_1}. \]

For \( \omega \in [u_h, u_{h+1}] \) we have:

\[ \csc^2 \left( \frac{\pi \omega}{b} \right) = O \left( \min^{-2} \right). \]

By the mean-value theorem, there exists \( \omega^* \) between \( u_h \) and \( \left\{ \frac{-jb}{r} \right\} \), such that by (90) we get

\[ \cot \left( \frac{\pi sj}{b} \right) - \cot \left( \frac{\pi ru_h}{b} \right) = \cot \left( \frac{\pi r}{b} \left\{ \frac{-jb}{r} \right\} - \cot \left( \frac{\pi ru_h}{b} \right) \right) \]

\[ = \pi r \left\{ \frac{-jb}{r} \right\} - u_h \csc^2 \left( \frac{\pi \omega^*}{b} \right) \]

\[ = O(\min^{-1} \cdot 2^{-(g_0+1)m_1}). \]

By the formulae

\[ \cot(\pi x) = \frac{1}{\pi x} + O(1), \ \cot(\pi(1-x)) = -\frac{1}{\pi x} + O(1), \ (x \to 0), \]

and by the definition of min, there are absolute constants \( \kappa_1, \kappa_2 > 0 \), such that

\[ \kappa_1 \min^{-1} \leq \left| \cot \left( \frac{\pi ru_h}{b} \right) \right| \leq \kappa_2 \min^{-1}. \]
Putting together the formulae (78), (90), (94) and (95), it follows
\[
\cot \left( \frac{\pi s_j}{b} \right) = \cot \left( \frac{\pi r u_h}{b} \right) \left( 1 + O(2^{-(g_0+1)m_1}) \right).
\]
Since \( r \notin E((g_0 + 1)m_1) \) the conclusion of Lemma 4.2 holds with \( m \) replaced by \((g_0 + 1)m_1; \)
Let \( U_1, U_2, j_1, j_2 \) be real numbers such that
\[
U_1 \geq b^{-2^{5(g_0+1)m_1}}, \quad U_2 = U_1(1 + \delta_1), \quad U_2 \leq 1, \quad j_2 - j_1 \geq b^{-(2^{g_0+1}m_1+1)},
\]
where
\[
2^{-(g_0+1)m_1} \leq \delta_1 \leq 2^{-(g_0+1)m_1+1}.
\]
Then, we have
\[
|\mathcal{G}(h,k)| = \left| \left\{ j : j_1 \leq j \leq j_2, \left\{ \frac{j h b}{r} \right\} \in [U_1, U_2] \right\} \right| = (j_2 - j_1) \delta_1 U_1 \left( 1 + O(2^{-(g_0+1)m_1}) \right)
\]
For \( 0 \leq h \leq n - 1 \) and \( 0 \leq k \leq l \) we have by (97) for the cardinalities of the sets \( \mathcal{G}(h, k) \) and \( \mathcal{G}(n + h, k) \):
\[
|\mathcal{G}(h,k)| = \left| \left\{ j : j_1 \leq j \leq j_{k+1}, \left\{ \frac{j b}{r} \right\} \in [u_h, u_{h+1}] \right\} \right| = (u_{h+1} - u_h)(j_{k+1} - j_k) \left( 1 + O(2^{-(g_0+1)m_1}) \right)
\]
and
\[
|\mathcal{G}(n+h,k)| = \left| \left\{ j : j_1 \leq j \leq j_{k+1}, \left\{ \frac{j b}{r} \right\} \in [u_{n+h+1}, u_{n+h}] \right\} \right| = (u_{n+h} - u_{n+h+1})(j_{k+1} - j_k) \left( 1 + O(2^{-(g_0+1)m_1}) \right)
\]
\[
= |\mathcal{G}(h,k)| \left( 1 + O(2^{-(g_0+1)m_1}) \right),
\]
since by (82), (83) it holds
\[
u_{n+h} - u_{n+h+1} = u_{h+1} - u_h.
\]
By (96), (98) and (99), for \( 0 \leq h \leq n - 1 \) and \( 0 \leq k \leq l \), we now obtain
\[
\sum_{j \in \mathcal{G}(h,k)} j \cot \left( \frac{\pi s_j}{b} \right) = (u_{h+1} - u_h)(j_{k+1} - j_k) \cot \left( \frac{\pi r u_h}{b} \right) \left( 1 + O(2^{-(g_0+1)m_1}) \right)
\]
and also
\[
\sum_{j \in \mathcal{G}(h+n,k)} j \cot \left( \frac{\pi s_j}{b} \right) = (u_{h+1} - u_h)(j_{k+1} - j_k)
\]
\[
\cdot \cot \left( \frac{\pi r}{b} \left( \frac{b}{r} - u_h \right) \right) \left( 1 + O(2^{-(g_0+1)m_1}) \right)
\]
Since
\[
\cot(\pi x) = -\cot(\pi(1 - x))
\]
for all real values of \( x \), we get
\[
\cot \left( \frac{\pi r u_h}{b} \right) = -\cot \left( \frac{\pi r}{b} \left( \frac{b}{r} - u_h \right) \right).
\]
Since
\[
\cot(\pi x) = \frac{1}{\pi x} + O(1), \quad (x \to 0),
\]
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we have
\[ \cot \left( \frac{\pi s_j}{b} \right) = O \left( b s_j^{-1} \right). \]
Additionally, it also holds
\[ u_0 = b^{-1} 2^{m_1}, \]
which is the first term of the finite sequence \( u_0 < u_1 < \cdots < u_n \), which was defined earlier.
Therefore, from (100), (101) and (102), we get
\[ \sum_{h=0}^{2n-1} \sum_{j \in G(h,k)} j \cot \left( \frac{\pi s_j}{b} \right) = O \left( b(j_{k+1} - j_k) \max_{0 \leq h \leq 2n-1} (u_{h+1} - u_h) 2^{-m_1} \right). \]
Since by formula (75), we have
\[ [0, r] = \bigcup_{k=0}^{l} J_k = \bigcup_{k=0}^{l} [j_k, j_{k+1}] \]
and by formula (77) we have
\[ \left[ b^{-1} 2^{m_1}, \frac{b}{r} - b^{-1} 2^{m_1} \right] = \bigcup_{h=0}^{2n-1} \mathcal{H}_h, \]
combining (92) and the above formula, it follows that
\[ Q^{(1)} \left( \frac{L}{b} \right) = O(b^2 2^{-m_1}). \]
This completes the proof of Step 3.

**Step 4.** We will show that
\[ Q^{(2)} \left( \frac{L}{b} \right) = O \left( b^2 2^{-m_1} \right). \]

**Proof of Step 4.** Let \( j \in V_2 \). From (15), that is
\[ s_j \equiv -b j \pmod{r}, \]
it follows that
\[ \frac{s_j}{r} = \left\{ -\frac{j b}{r} \right\}. \]
We define the interval
\[ \mathcal{K}_0 = \left[ b^{-1} 2^{5(g_0+1)m_1}, \frac{b}{r} - 1 - b^{-1} 2^{5(g_0+1)m_1} \right]. \]
Therefore, for \( j \in V_2 \), we have
\[ \frac{s_j}{r} \in \mathcal{K}_0 \]
and thus
\[ s_j + r < b. \]
Hence, for \( j \in V_2 \) we obtain
\[ d_j = 1, \ S_j = \{ s_j, s_j + r \} \]
and therefore we get
\[
Q^{(2)} \left( \frac{r}{b} \right) = \sum_{0 \leq j \leq r} j \left( \cot \left( \pi \frac{s_j}{b} \right) + \cot \left( \pi \frac{s_j + r}{b} \right) \right)
\]

Moreover, we define the intervals
\[
(108) \quad K_1 = \left[ b^{-1} 2^{5(g_0 + 1)m_1}, \frac{b}{2r} - \frac{1}{2} \right] \quad \text{and} \quad K_2 = \left[ \frac{b}{2r} - \frac{1}{2}, \frac{b}{r} - 1 - b^{-1} 2^{5(g_0 + 1)m_1} \right].
\]
We set
\[
(109) \quad Q^{(2,i)} \left( \frac{r}{b} \right) = \sum_{0 \leq j \leq r} j \left( \cot \left( \pi \frac{s_j}{b} \right) + \cot \left( \pi \frac{s_j + r}{b} \right) \right),
\]
for \( i = 1, 2 \).

We have
\[
(110) \quad Q^{(2)} \left( \frac{r}{b} \right) = Q^{(2,1)} \left( \frac{r}{b} \right) + Q^{(2,2)} \left( \frac{r}{b} \right).
\]

We now derive a different representation for \( Q^{(2,2)}(r/b) \).

We recall from Section 3 the following facts and notations:
\[
(111) \quad t_j \equiv b(j + 1) \, (\text{mod } r) \quad \text{and} \quad b = s_j + d_j r + t_j.
\]
Thus, we can write
\[
(112) \quad \frac{t_j}{r} = \left\{ \frac{(j + 1)b}{r} \right\}.
\]
From (111) and the fact that \( d_j = 1 \), it follows that
\[
(113) \quad b = s_j + r + t_j.
\]

From (108), we have
\[
(114) \quad \frac{t_j}{r} \in K_1 \iff \frac{b}{r} - b^{-1} 2^{5(g_0 + 1)m_1} \geq \frac{b - t_j}{r} > \frac{b}{r} - \left( \frac{b}{2r} - \frac{1}{2} \right)
\]
\[
\iff \frac{s_j}{r} = \frac{b - t_j - r}{r} = \left\{ \frac{-jb}{r} \right\} \in K_2.
\]

We thus obtain
\[
Q^{(2,2)} \left( \frac{r}{b} \right) = \sum_{\frac{0 \leq j \leq r}{\left\{ (j+1)b/r \right\} \in K_1}} j \left( \cot \left( \pi \left( 1 - \frac{t_j}{b} \right) \right) + \cot \left( \pi \left( 1 - \frac{t_j + r}{b} \right) \right) \right).
\]

There is at most one value of \( h \), say
\[
(116) \quad h = h_1,
\]
such that \( H_{h_1} \) has a non-empty intersection with both of the intervals \( K_1 \) and \( K_2 \).

In the case that \( h_1 \) exists, we define
\[
(117) \quad Q^{(2,3)} \left( \frac{r}{b} \right) = \sum_{\frac{0 \leq j \leq r}{\left\{ -jb/r \right\} \in K_{h_1}}} j \left( \left\lfloor \cot \left( \pi \frac{s_j}{b} \right) \right\rfloor + \left\lfloor \cot \left( \pi \frac{s_j + r}{b} \right) \right\rfloor \right).
\]
Hence, by (110), (115), (116) and (117), we obtain

\[ |Q^{(2)} \left( \frac{r}{b} \right)| \leq |Q^{(2,0)} \left( \frac{r}{b} \right)| + Q^{(2,3)} \left( \frac{r}{b} \right), \]

where

\[ Q^{(2,0)} \left( \frac{r}{b} \right) = \sum_{0 \leq h \leq n-1} \sum_{0 \leq j \leq r} j \left( \cot \left( \frac{s_j}{b} \right) + \cot \left( \frac{s_j + r}{b} \right) \right) \]

\[ + \sum_{0 \leq h \leq n-1} \sum_{0 \leq j \leq r} j \left( \cot \left( \frac{t_j}{b} \right) + \cot \left( \frac{t_j + r}{b} \right) \right). \]

If \( h_1 \) does not exist, the term \( Q^{(2,3)}(r/b) \) is missing from formula (118).

For \( 0 \leq h \leq n-1, 0 \leq k \leq l \), we define

\[ Q^{(2)}_{h,k} \left( \frac{r}{b} \right) = \sum_{\{j \in J_k \} \cap \{j+b/r \in \mathcal{H}_h \}} j \left( \cot \left( \frac{s_j}{b} \right) + \cot \left( \frac{s_j + r}{b} \right) \right) \]

\[ + \sum_{\{j \in J_k \} \cap \{(j+1)b/r \in \mathcal{H}_h \}} j \left( \cot \left( \frac{t_j}{b} \right) + \cot \left( \frac{t_j + r}{b} \right) \right). \]

From (119) and (120), it follows

\[ Q^{(2,0)} \left( \frac{r}{b} \right) = \sum_{0 \leq h \leq n-1} \sum_{k=0}^{l} Q^{(2)}_{h,k} \left( \frac{r}{b} \right). \]

Due to the fact that

\[ \cot(\pi x) = -\cot(\pi(1-x)) \]

for all \( x \in \mathbb{R} \), we obtain

\[ Q^{(2)}_{h,k} \left( \frac{r}{b} \right) = \sum_{j \in J_k \cap \{-jb/r \in \mathcal{H}_h \}} j \left( \cot \left( \frac{s_j}{b} \right) + \cot \left( \frac{s_j + r}{b} \right) \right) \]

\[ - \sum_{\{j \in J_k \} \cap \{(j+1)b/r \in \mathcal{H}_h \}} j \left( \cot \left( \frac{t_j}{b} \right) + \cot \left( \frac{t_j + r}{b} \right) \right). \]

By the same reasoning as in (96) we have for \( \{-jb/r \} \in \mathcal{H}_h \):

\[ \cot \left( \frac{s_j}{b} \right) = \cot \left( \frac{r}{b} u_h \right) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right) \]

and

\[ \cot \left( \frac{s_j + r}{b} \right) = \cot \left( \frac{r}{b} u_h + 1 \right) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right). \]

For \( \{(j+1)b/r \} \in \mathcal{H}_h \), it follows that

\[ \cot \left( \frac{t_j}{b} \right) = \cot \left( \frac{r}{b} u_h \right) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right) \]

and

\[ \cot \left( \frac{t_j + r}{b} \right) = \cot \left( \frac{r}{b} u_h + 1 \right) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right). \]
and

\[
\cot \left( \pi \frac{t_j + r}{b} \right) = \cot \left( \pi \left( \frac{r}{b} u_h + 1 \right) \right) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right).
\]

For \( j \in J_k = [j_k, j_{k+1}] \), we obtain by (73) that

\[
j = j_k \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right).
\]

By (98) and (99), we have

\[
\left\{ j : j \in J_k = [j_k, j_{k+1}], \left\{ -\frac{j b}{r} \right\} \in \mathcal{H}_h \right\}
= (j_{k+1} - j_k)(u_{h+1} - u_h) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right)
\]

and also

\[
\left\{ j : j \in J_k = [j_k, j_{k+1}], \left\{ \frac{(j+1)b}{r} \right\} \in \mathcal{H}_h \right\}
= (j_{k+1} - j_k)(u_{h+1} - u_h) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right).
\]

By (123), (127) and (128), we obtain

\[
\sum_{j \in J_k, \left\{ -\frac{j b}{r} \right\} \in \mathcal{H}_h} j \cot \left( \pi \frac{s_j}{b} \right)
= (j_{k+1} - j_k)(u_{h+1} - u_h) \cot \left( \pi \frac{r}{b} u_h \right) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right).
\]

Additionally, by (124), (127) and (128), we have

\[
\sum_{j \in J_k, \left\{ -\frac{j b}{r} \right\} \in \mathcal{H}_h} j \cot \left( \pi \frac{s_j + r}{b} \right)
= (j_{k+1} - j_k)(u_{h+1} - u_h) \cot \left( \pi \frac{r}{b} u_h \right) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right)
\]

By (125), (127) and (129) we get

\[
\sum_{j \in J_k, \left\{ (j+1)b/r \right\} \in \mathcal{H}_h} j \cot \left( \pi \frac{t_j}{b} \right)
= (j_{k+1} - j_k)(u_{h+1} - u_h) \cot \left( \pi \frac{r}{b} u_h \right) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right).
\]

From (126), (127) and (129), it follows that

\[
\sum_{j \in J_k, \left\{ (j+1)b/r \right\} \in \mathcal{H}_h} j \cot \left( \pi \frac{t_j + r}{b} \right)
= (j_{k+1} - j_k)(u_{h+1} - u_h) \cot \left( \pi \frac{r}{b} u_h \right) \left( 1 + O \left( 2^{-(g_0+1)m_1} \right) \right).
\]
By (122), (129), (131), (132) and (133), we obtain
\begin{equation}
Q_{h,k}^{(2)} \left( \frac{r}{b} \right) = O \left( (j_{k+1} - j_k)(u_{h+1} - u_h)u_h^{-1}b \right)
= O \left( b(j_{k+1} - j_k)(u_{h+1} - u_h)2^{-m_1} \right).
\end{equation}
Similarly as for \( Q^{(1)}(r/b) \), combining (119) and the above formula we obtain
\begin{equation}
Q^{(2,0)} \left( \frac{r}{b} \right) = O \left( b^2 2^{-m_1} \right).
\end{equation}
The same reasoning that leads to the estimate (133) implies
\begin{equation}
Q^{(2,3)} \left( \frac{r}{b} \right) = O \left( b^2 2^{-m_1} \right).
\end{equation}
By (118), (135) and (136), it follows that
\begin{equation}
Q^{(2)} \left( \frac{r}{b} \right) = O \left( b^2 2^{-m_1} \right).
\end{equation}
This completes the proof of Step 4.

**Step 5.** We will prove that
\begin{equation}
Q^{(3)} \left( \frac{r}{b} \right) = O \left( b^2 2^{-m_1} \right).
\end{equation}

**Proof of Step 5.** The same reasoning that leads to the estimate (130) yields
\[
\sum_{j \in J_k, \{ -jb/r \} \in H_{ho}} j \cot \left( \pi \frac{s_j}{b} \right) = O \left( (j_{k+1} - j_k)(u_{ho+1} - u_{ho}) \cot \left( \pi \frac{r - u_{ho}}{b} \right) \right).
\]
Combining this with (89), we obtain
\[
Q^{(3)} \left( \frac{r}{b} \right) = O \left( b^2 2^{-m_1} \right).
\]
This completes the proof of Step 5.

From the above estimates of \( Q^{(1)}(r/b) \), \( Q^{(2)}(r/b) \), \( Q^{(3)}(r/b) \), we obtain
\begin{equation}
Q_1 \left( \frac{r}{b} \right) = Q^{(1)} \left( \frac{r}{b} \right) + Q^{(2)} \left( \frac{r}{b} \right) + Q^{(3)} \left( \frac{r}{b} \right) = O \left( b^2 2^{-m_1} \right).
\end{equation}

**Step 6.** We shall prove that
\[
\sum_{r : (r,b) = 1, A_0 b \leq r \leq A_1 b} Q_1 \left( \frac{r}{b} \right)^L = O(b^{2L} \phi(b)2^{-Lm_1}).
\]

**Proof of Step 6.** We now partition the set
\[
\mathcal{R}_2 = \{ r : r \in \mathbb{N}, (r,b) = 1, A_0 b \leq r \leq A_1 b \},
\]
as follows:
Let \( g_0 \in \mathbb{N} \cup \{ 0 \} \) and define
\begin{equation}
\mathcal{R}_2(g_0) = \{ r : r \in \mathcal{R}_2, g_0(r) = g_0 \}.
\end{equation}
We have
\begin{equation}
\mathcal{R}_2 = \bigcup_{g_0 \in \mathbb{N} \cup \{ 0 \}} \mathcal{R}_2(g_0).
\end{equation}
For a fixed positive integer $L$, we define the sum
\[
\sum_1 = \sum_{r; (r, b) = 1, A_0 b \leq r \leq A_1 b} Q_1 \left( \frac{r}{b} \right)^L.
\]
By making use of the partition (140) we obtain
\[
\sum_1 = \sum_{0 \leq g_0 \leq (L+1) \log \log b} + \sum_2
\]
where the partial sums
\[
\sum^{(g_0)}, \sum_2
\]
are defined by
\[
\sum^{(g_0)} = \sum_{r \in \mathbb{R}_2(g_0)} Q_1 \left( \frac{r}{b} \right)^L
\]
and
\[
\sum_2 = \sum_{g_0(r) > (L+1) \log \log b} Q_1 \left( \frac{r}{b} \right)^L.
\]
Let
\[
0 \leq g_0 \leq (L + 1) \log \log b.
\]
By the definition of $g_0(r)$ that is
\[
g_0(r) = \min \{ g_1 : g_1 \in \mathbb{N} \cup \{0\}, r \notin \mathcal{E}((g + 1)m_1), \text{ for } g \geq g_1 \},
\]
it follows:
\[
g_0(r) = g_0 \Rightarrow r \in \mathcal{E}(g_0m_1).
\]
By Lemma 4.2 we have
\[
|\mathcal{E}(g_0m_1)| = O(\phi(b)2^{-g_0m_1}).
\]
From (138), (142) and (144), we obtain
\[
\sum^{(g_0)} = \sum_{r \in \mathbb{R}_2(g_0)} |O(b^2 2^{-m_1})|^L = O(b^{2L} \phi(b)2^{-Lm_1-g_0m_1})
\]
\[
= O(b^{2L} \phi(b)2^{-(g_0+L)m_1}).
\]
Then
\[
\sum_{0 \leq g_0 \leq (L+1) \log \log b} \sum^{(g_0)} = O(b^{2L} \phi(b)2^{-Lm_1}).
\]
To estimate $\sum_2$ we write
\[
w(j, l) = \begin{cases} s_j + lr, & \text{if } 1 \leq s_j + lr \leq b/2 \\ b - (s_j + lr), & \text{if } b/2 < s_j + lr \leq b - 1 \end{cases}
\]
Because of the fact that
\[
cot(\pi - x) = -\cot x \text{ for all } x \in \mathbb{R},
\]
we have
\[
|\cot \left( \frac{s_j + lr}{b} \right)| = \cot \left( \frac{w(j, l)}{b} \right).
\]
Recall that
\begin{equation}
Q\left(\frac{r}{b}\right) = \sum_{j=0}^{r-1} \sum_{l=0}^{d_j} \cot\left(\pi s_j + lr\right).
\end{equation}

**Step 6.1** We shall prove that
\[ Q_1\left(\frac{r}{b}\right) = O(b^2 \log b). \]

From (70), (71) and (148), we have
\begin{equation}
\left|Q_1\left(\frac{r}{b}\right)\right| \leq \sum_{j=0}^{r-1} \sum_{l=0}^{d_j} \left|\cot\left(\pi s_j + lr\right)\right|
= \sum_{j=0}^{r-1} \sum_{l=0}^{d_j} \cot\left(\pi \frac{w(j, l)}{b}\right).
\end{equation}

From \((r, b) = 1\) and \((15)\), it follows that \(s_j\) runs through a complete residue system mod \(r\). Since by our assumption \(r > b/2\), we have that \(d_j \in \{0, 1\}\). Therefore
\[ S_j = \{bj + s_j\}, \text{ if } d_j = 0 \]
and
\[ S_j = \{bj, bj + s_j\}, \text{ if } d_j = 1. \]

Thus \(w(j, l)\) assumes any integer value in the interval \([1, b/2]\) at most four times, since \(S_j\) contains in every case described above at most two integers from the interval \([1, b - 1]\). Since \(s_j\) and \(s_j + r\) assume each integer value from the interval \([1, b - 1]\) at most once, it follows that the numbers \(s_j\) and \(s_j + r\) taken together assume each integer value from the interval \([1, b - 1]\) at most two times. If \(w(j, l)\) assumes an integer value \(\lambda\) from the interval \([1, b/2]\), there are the following two possibilities:
\[ w(j, l) = s_j + lr, \quad w(j, l) = b - (s_j + lr). \]

From (149) and the fact that
\[ \cot(\pi x) = O\left(\frac{1}{x}\right) \quad (x \to 0), \]
it follows that
\begin{equation}
\left|Q_1\left(\frac{r}{b}\right)\right| \leq 4b \sum_{j=1}^{[b/2]} \cot\left(\frac{\pi j}{b}\right) \leq 4b \sum_{j=1}^{r-1} \cot\left(\frac{\pi j}{b}\right)
= O\left(b^2 \sum_{j=1}^{r-1} \frac{1}{j}\right) = O(b^2 \log b).
\end{equation}

This completes the proof of Step 6.1.

From
\[ g_0(r) > \left\lfloor (L + 1) \log \log b \right\rfloor \]
it follows that
\[ r \in \mathcal{E}\left(\left\lfloor (L + 1) \log \log b \right\rfloor, m_1\right). \]
By Lemma 4.2 we get
\begin{equation}
|E((L + 1) \log \log b \mid m_1)| = O(\phi(b)(\log b)^{-(L+1)})
\end{equation}
From (143), (150) and (151), we obtain
\begin{equation}
\sum = O(b^{2L}(\log b)^L \phi(b)(\log b)^{-(L+1)})
\end{equation}
since \( m_1 \in \mathbb{N} \) is fixed. From (141), (145) and (148), we obtain
\begin{equation}
\sum = O(b^{2L}(\log b)^{2-Lm_1}).
\end{equation}
This completes the proof of Step 6.

**Step 7.** We shall prove that
\begin{equation}
\sum_{r: (r,b) = 1 \atop A_0 b \leq r \leq A_1 b} Q_1 \left( \frac{r}{b} \right)^L = O(b^{2L}\phi(b)2^{-Lm_1}).
\end{equation}

**Proof of Step 7.** In the following we shall first deduce an asymptotic formula for
\begin{equation}
\sum_{r: (r,b) = 1 \atop A_0 b \leq r \leq A_1 b} Q(r, b, m_1)^L
\end{equation}
for a fixed value of \( m_1 \in \mathbb{N} \).

In the sequel we shall write for simplicity \( f(x) \) instead of \( f(x; m_1) \).

The function \( f \) is piecewise linear over the interval \([0, 1)\) and therefore is integrable over \([0, 1)\).

By a standard property of Riemann integration for a given \( \epsilon > 0 \) there exists a partition \( \mathcal{P} \) with
\begin{equation}
0 = \alpha_0 < \alpha_1 < \cdots < \alpha_{n-1} < \alpha_n = 1,
\end{equation}
such that
\begin{equation}
U(f^L, \mathcal{P}) - I(f^L, \mathcal{P}) < \epsilon
\end{equation}
and
\begin{equation}
I(f^L, \mathcal{P}) \leq \int_0^1 f(x)^L dx \leq U(f^L, \mathcal{P}),
\end{equation}
where
\begin{equation}
I(f^L, \mathcal{P}) = \sum_{i=0}^{n-1} \inf_{\alpha^{(i)} \in [\alpha_i, \alpha_{i+1})} f \left( \alpha^{(i)} \right)^L (\alpha_{i+1} - \alpha_i)
\end{equation}
and
\begin{equation}
U(f^L, \mathcal{P}) = \sum_{i=0}^{n-1} \sup_{\alpha^{(i)} \in [\alpha_i, \alpha_{i+1})} f \left( \alpha^{(i)} \right)^L (\alpha_{i+1} - \alpha_i).
\end{equation}

We denote by
\begin{equation}
N_i = \left\{ r : r \in \mathbb{R}_2, \frac{b^*}{r} \in [\alpha_i, \alpha_{i+1}) \right\}.
\end{equation}
By Lemma\textsuperscript{4.3} we have
\[ |N_i| = (\alpha_{i+1} - \alpha_i)(A_1 - A_0)\phi(b)(1 + o(1)), \quad (b \to +\infty). \]
From (66), that is
\[ Q(r, b, m_1) = \frac{br}{\pi} f\left(\frac{b^*}{r}\right), \]
we obtain
\[ \sum_{r: (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left(\frac{Q(r, b, m_1)}{r}\right)^L = \frac{b^L}{\pi L} \sum_{i=0}^{n-1} \sum_{r \in N_i} f\left(\frac{b^*}{r}\right)^L \]
\[ \geq \frac{b^L}{\pi L} \sum_{i=0}^{n-1} \inf_{\alpha^{(i)} \in [\alpha_i, \alpha_{i+1}]} f\left(\alpha^{(i)}\right)^L |N_i| \]
\[ = \frac{b^L}{\pi L} \sum_{i=0}^{n-1} \inf_{\alpha^{(i)} \in [\alpha_i, \alpha_{i+1}]} f\left(\alpha^{(i)}\right)^L (\alpha_{i+1} - \alpha_i)(A_1 - A_0)\phi(b)(1 + o(1)) \]
\[ \geq \frac{b^L}{\pi L} \left(\int_0^1 f(x)^L dx - \epsilon\right) (A_1 - A_0)\phi(b)(1 + o(1)). \]
Similarly, we get
\[ \sum_{r: (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left(\frac{Q(r, b, m_1)}{r}\right)^L \leq \frac{b^L}{\pi L} \sum_{i=0}^{n-1} \sup_{\alpha^{(i)} \in [\alpha_i, \alpha_{i+1}]} f\left(\alpha^{(i)}\right)^L |N_i| \]
\[ = \frac{b^L}{\pi L} \sum_{i=0}^{n-1} \sup_{\alpha^{(i)} \in [\alpha_i, \alpha_{i+1}]} f\left(\alpha^{(i)}\right)^L (\alpha_{i+1} - \alpha_i)(A_1 - A_0)\phi(b)(1 + o(1)) \]
\[ \leq \frac{b^L}{\pi L} \left(\int_0^1 f(x)^L dx + \epsilon\right) (A_1 - A_0)\phi(b)(1 + o(1)). \]
From (154), (155) and (156) we have
\[ \sum_{r: (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left(\frac{Q(r, b, m_1)}{r}\right)^L - \frac{b^L}{\pi L} \left(\int_0^1 f(x)^L dx\right) (A_1 - A_0)\phi(b) \leq K_{1,L} b^L \phi(b) \epsilon, \]
where $K_{1,L} > 0$ is a constant that depends only on $L$.
By Abel’s partial summation (\textbf{17}, Satz 1.4, page 371) we obtain
\[ \sum_{r: (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} Q(r, b, m_1)^L \]
\[ = (A_1 b)^L \sum_{r: (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left(\frac{Q(r, b, m_1)}{r}\right)^L - L \int_{A_0 b}^{A_1 b} u^{L-1} \sum_{r: (r, b) = 1 \atop A_0 b \leq r \leq u} \left(\frac{Q(r, b, m_1)}{r}\right)^L du. \]
We first consider the case when $L$ is even.
We fix $\delta > 0$ arbitrarily small and for

$$u \geq A_0b(1 + \delta),$$

we apply (157) replacing $A_1$ by $u/b$ and obtain

(159)

$$\sum_{r:(r,b) = 1 \atop A_0b \leq r \leq u} \left( \frac{Q(r,b,m_1)}{r} \right)^L - \frac{bL}{\pi L} \left( \int_0^1 f(x)^L dx \right) \left( \frac{u}{b} - A_0 \right) \phi(b) \leq K_{1,L} b^L \phi(b) \varepsilon.$$

For

$$A_0b \leq u \leq A_0b(1 + \delta)$$

we have by (156) the following estimate

(160)

$$\sum_{r:(r,b) = 1 \atop A_0b \leq r \leq A_1b} \left( \frac{Q(r,b,m_1)}{r} \right)^L \leq \sum_{r:(r,b) = 1 \atop A_0b \leq r \leq A_1b} \left( \frac{Q(r,b,m_1)}{r} \right)^L = O \left( b^L \phi(b) \right) = O \left( b^L \phi(b) \right).$$

From (158), (159) and (160), we obtain

(161)

$$\sum_{r:(r,b) = 1 \atop A_0b \leq r \leq A_1b} Q(r,b,m_1)^L$$

$$= (A_1 b)^L b^L \phi(b) \left( \int_0^1 f(x)^L dx \right) \left( A_1 - A_0 \right) - L \int_{A_0b}^{A_1b} u^{L-1} b^L \pi L \left( \int_0^1 f(x)^L dx \right) \left( \frac{u}{b} - A_0 \right) \phi(b) du + \mathcal{R}$$

$$= \frac{A_1^L b^L \phi(b)(A_1 - A_0)}{\pi L} \int_0^1 f(x)^L dx - \frac{L b^L}{\pi L} \phi(b) \left( \int_0^1 f(x)^L dx \right) \left( \frac{u^{L+1}}{(L + 1)b} - A_0 u^{L-1} \right) du + \mathcal{R}$$

$$= \frac{A_1^{L+1} - A_0 A_1^L}{\pi L} b^L \phi(b) \left( \int_0^1 f(x)^L dx \right) \left( \frac{A_1^{L+1} - A_0^{L+1}}{L + 1} - A_0 (A_1^L - A_0^L) \right) + \mathcal{R}$$

$$= \frac{b^L L \phi(b)}{(L + 1) \pi L} \left( \int_0^1 f(x)^L dx \right) (A_1^{L+1} - A_0^{L+1}) + \mathcal{R},$$

where we have $K_{2,L}$ being a constant depending only on $L$:

$$|\mathcal{R}| \leq K_{2,L} \varepsilon \phi(b) = O \left( b^L \phi(b) \right).$$
We now consider the case when \( L \) is odd.

By the Cauchy-Schwarz inequality we get

\[
\sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq u} \left| \frac{Q(r,b,m_1)}{r} \right|^L \leq \left( \sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq u} \left( \frac{Q(r,b,m_1)}{r} \right)^{2L} \right)^{1/2} \left( \sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq u} 1 \right)^{1/2}.
\]

By the estimate we just proved for the even values of \( L \), we obtain

\[
\sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq u} \left| \frac{Q(r,b,m_1)}{r} \right|^L = O \left( b^L \phi(b) \left( \int_0^1 f(x)^{2L} dx \right)^{1/2} \right) = O(b^L \phi(b)).
\]

Therefore, the estimate (160), proven for even values of \( L \) also holds for odd values of \( L \).

By (69) and (72) we obtain by application of the multinomial theorem for any natural number \( L \), the following

\[
(162) \quad \sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^L = \sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq A_1 b} \left( Q(r,b,m_1) + O(b^{2m_1}) + Q_1 \left( \frac{r}{b} \right) \right)^L
= \sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq A_1 b} \sum_{(l_1,l_2,l_3) \in \mathbb{N}^3} \frac{L!}{l_1!l_2!l_3!} Q(r,b,m_1)^{l_1} Q_1 \left( \frac{r}{b} \right)^{l_2} (O(b^{2m_1}))^{l_3}.
\]

We first apply Hölder’s inequality to the products

\[ Q(r,b,m_1)^{l_1} Q_1 \left( \frac{r}{b} \right)^{l_2}. \]

Let \( \hat{L} = L - l_3 \). Then

\[
\sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq A_1 b} |Q(r,b,m_1)|^{l_1} \left| Q_1 \left( \frac{r}{b} \right) \right|^{l_2}
\leq \left( \sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq A_1 b} \left| Q(r,b,m_1) \right|^L \right)^{l_1/L} \left( \sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq A_1 b} \left| Q_1 \left( \frac{r}{b} \right) \right|^L \right)^{l_2/L}.
\]

By (153) and (161) we obtain

\[
\sum_{r:(r,b) = 1 \atop A_0 b \leq r \leq A_1 b} |Q(r,b,m_1)|^{l_1} \left| Q_1 \left( \frac{r}{b} \right) \right|^{l_2}
= O \left( b^{2\hat{L}} \phi(b) \left( \left| \int_0^1 f(x)^\hat{L} dx \right| + 1 \right)^{l_1/\hat{L}} (b^{2\hat{L}} \phi(b) 2^{-Lm_1})^{l_2/\hat{L}} \right)
= O \left( b^{2\hat{L}} \phi(b) 2^{-m_1} \right).
\]
We obtain the same estimate in the case \( t_1 = 0 \). Thus, all the terms of (162), for which \( (t_1, t_2, t_3) \neq (L, 0, 0) \) may be estimated by \( O(2^{2L} \phi(b)2^{-m_1}) \) and we thus obtain from formula (161):

\[
(163) \quad \sum_{r:\{(r, b)\} = 1 \atop a_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^L = B(A_0, A_1) \frac{b^{2L}}{(L + 1)\pi L} \phi(b) \left( \int_0^1 f(x)^L dx \right) + O(b^{2L} \phi(b)2^{-m_1}),
\]

where

\[
B(A_0, A_1) = A_1^{L+1} - A_0^{L+1}.
\]

This completes the proof of Step 7.

Set \( L = 2k, k \in \mathbb{N} \).

Letting \( m_1 \to +\infty \) we know that

\[
D_L := \lim_{m_1 \to +\infty} \int_0^1 f(x)^L dx > 0,
\]

due to Lemma 4.5 and Theorem 4.14.

We have

\[
f(x) = \sum_{s=1}^{2m_1} \frac{1 - 2\{sx\}}{s} = \sum_{n=-\infty}^{+\infty} a(n) e(nx).
\]

From (163) and the fact that \( m_1 \) can be chosen arbitrarily large we obtain

\[
\sum_{r:\{(r, b)\} = 1 \atop a_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^{2k} = D_{2k} \cdot (A_1^{2k+1} - A_0^{2k+1}) \frac{b^{4k}}{(2k + 1)^{2k + 1} \pi^{2k}} \phi(b) (1 + o(1)), \quad (b \to +\infty),
\]

which proves Theorem 4.14 that is part (a) of Theorem 1.10 by setting

\[
E_k = D_{2k}/((2k + 1)^2). \]

\[\square\]

**Theorem 4.16.** Let \( k \in \mathbb{N} \) be fixed. Let also \( A_0, A_1 \) be fixed constants such that \( 1/2 < A_0 < A_1 < 1 \). Then we have

\[
\sum_{r:\{(r, b)\} = 1 \atop a_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^{2k-1} = o \left( b^{4k-2} \phi(b) \right), \quad (b \to +\infty).
\]

**Proof.** Set \( L = 2k - 1, k \in \mathbb{N} \).

We have defined

\[
f(x) = \sum_{s=1}^{2m_1} \frac{1 - 2\{sx\}}{s}.
\]

It follows that

\[
f(x) = -f(1 - x), \quad \text{if} \quad x \in [0, 1].
\]

Therefore,

\[
\int_0^1 f(x)^{2k-1} dx = 0.
\]
From (163) we get
\[ \sum_{r, (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^{2k-1} = O \left( b^{2(2k-1)} \phi(b) 2^{-m_1} \right) = O \left( b^{4k-2} \phi(b) 2^{-m_1} \right). \]

Since \( m_1 \) can be chosen arbitrarily large we obtain
\[ \sum_{r, (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^{2k-1} = o \left( b^{4k-2} \phi(b) \right), \quad (b \to +\infty) \]

Thus, we have proved the theorem (that is part (b) of Theorem 1.10). \( \Box \)

**Theorem 4.17.** Let \( k \in \mathbb{N} \) be fixed. Let also \( A_0, A_1 \) be fixed constants such that \( 1/2 < A_0 < A_1 < 1 \). Then there exists a constant \( H_k > 0 \), depending only on \( k \), such that
\[ \sum_{r, (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} c_0 \left( \frac{r}{b} \right)^{2k} = H_k \cdot (A_1 - A_0) b^{2k} \phi(b) (1 + o(1)), \quad (b \to +\infty). \]

**Proof.** From Proposition 3.2 for \( r, b \in \mathbb{N} \) with \( (r, b) = 1 \), it holds
\[ c_0 \left( \frac{r}{b} \right) = \frac{1}{r} c_0 \left( \frac{1}{b} \right) - \frac{1}{r} Q \left( \frac{r}{b} \right). \]

Applying Theorem 1.6 we obtain
\[ c_0 \left( \frac{r}{b} \right) = -\frac{1}{r} Q \left( \frac{r}{b} \right) + O(\log b). \]

By the binomial theorem we get:
\[
\sum_{r, (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} c_0 \left( \frac{r}{b} \right)^{2k} = \sum_{r, (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left( Q \left( \frac{r}{b} \right) \right)^{2k} + O \left( \sum_{l=1}^{2k} \left( \sum_{r, (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left| Q \left( \frac{r}{b} \right) \right|^{2k-l} (\log b)^l \right)^{l/2k} \right).
\]

By Hölder’s inequality, we get
\[
\sum_{r, (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left| Q \left( \frac{r}{b} \right) \right|^{2k-l} \leq \left( \sum_{r, (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left| Q \left( \frac{r}{b} \right) \right|^{2k} \right)^{(2k-l)/2k} \left( \sum_{r, (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} 1 \right)^{l/2k}.
\]

Therefore, by (156) we have
\[
\sum_{r, (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left| Q \left( \frac{r}{b} \right) \right|^{2k-l} = O \left( b^{2k-l} \phi(b) \right).
\]
From (164) and (165), we obtain

\[(166) \quad \sum_{r:(r,b) = 1 \atop A_0 \leq r \leq A_1} c_0 \left( \frac{r}{b} \right)^{2k} = \sum_{r:(r,b) = 1 \atop A_0 \leq r \leq A_1} \left( \frac{Q(r)}{r} \right)^{2k} + O \left( b^{2k-1} \phi(b) \right). \]

Using Abel’s partial summation it follows that

\[(167) \quad \sum_{r:(r,b) = 1 \atop A_0 \leq r \leq A_1} c_0 \left( \frac{r}{b} \right)^{2k} = (A_1 b)^{2k} \sum_{r:(r,b) = 1 \atop A_0 \leq r \leq A_1} Q \left( \frac{r}{b} \right) + 2k \int_{A_0}^{A_1} u^{-(2k+1)} \sum_{r:(r,b) = 1 \atop A_0 \leq r \leq u} Q \left( \frac{r}{b} \right)^{2k} \, du. \]

By Theorem 4.15 we obtain

\[(168) \quad \sum_{r:(r,b) = 1 \atop A_0 \leq r \leq u} Q \left( \frac{r}{b} \right)^{2k} = E_k \cdot \left( \left( \frac{u}{b} \right)^{2k+1} - A_0^{2k+1} \right) b^{4k} \phi(b)(1 + o(1)). \]

From (167) and (168) we get

\[(169) \quad \sum_{r:(r,b) = 1 \atop A_0 \leq r \leq A_1} c_0 \left( \frac{r}{b} \right)^{2k} = E_k \cdot (A_1 b)^{2k} \left( A_1^{2k+1} - A_0^{2k+1} \right) b^{4k} \phi(b)(1 + o(1)) \]

\[+ 2k E_k \cdot \left( \int_{A_0}^{A_1} u^{-(2k+1)} \left( \left( \frac{u}{b} \right)^{2k+1} - A_0^{2k+1} \right) \, du \right) b^{4k} \phi(b)(1 + o(1)). \]

If we make the substitution \( v = u/b \) in (169) we get

\[\sum_{r:(r,b) = 1 \atop A_0 \leq r \leq A_1} c_0 \left( \frac{r}{b} \right)^{2k} = E_k \cdot A_1^{2k+1} \left( A_1^{2k+1} - A_0^{2k+1} \right) b^{2k} \phi(b)(1 + o(1)) \]

\[+ 2k E_k \cdot \left( \int_{A_0}^{A_1} v^{-(2k+1)} \left( v^{2k+1} - A_0^{2k+1} \right) \, dv \right) b^{2k} \phi(b)(1 + o(1)) \]

\[= E_k \cdot (A_1 - A_0)^{2k+1} b^{2k} \phi(b)(1 + o(1)) \]

\[+ 2k E_k \cdot \left( \int_{A_0}^{A_1} \left( 1 - A_0^{2k+1} v^{-(2k+1)} \right) \, dv \right) b^{2k} \phi(b)(1 + o(1)) \]

\[= (2k + 1) E_k \cdot (A_1 - A_0) b^{2k} \phi(b)(1 + o(1)), \quad (b \to +\infty). \]

Theorem 4.17 that is part (c) of Theorem 1.10 now follows by setting

\[H_k = (2k + 1) E_k. \]

**Remark.** From the above theorem it follows that

\[H_k = \frac{D_{2k}}{\pi^{2k}} = \int_0^1 \left( \frac{g(x)}{\pi} \right)^{2k} \, dx, \]

where

\[g(x) = \sum_{l=1}^{+\infty} \frac{1 - 2\{lx\}}{l}. \]
Theorem 4.18. Let $k \in \mathbb{N}$ be fixed. Let also $A_0, A_1$ be fixed constants such that $1/2 < A_0 < A_1 < 1$. Then we have
\[
\sum_{r : (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} c_0 \left( \frac{r}{b} \right)^{2k-1} = o \left( b^{2k-1} \phi(b) \right), \quad (b \to +\infty).
\]

Proof. In the formulas (164), (165) and (166) from the proof of Theorem 4.17 we replace the exponent $2k$ by $2k - 1$ and obtain
\[
\sum_{r : (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} c_0 \left( \frac{r}{b} \right)^{2k-1} = \sum_{r : (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left( \frac{Q \left( \frac{r}{b} \right)}{r} \right)^{2k-1} + O \left( b^{2k-2} \phi(b) \right).
\]
Using Abel’s partial summation we get
\[
\sum_{r : (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} c_0 \left( \frac{r}{b} \right)^{2k-1} = (A_1 b)^{-2k+1} \sum_{r : (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^{2k-1} + O \left( b^{2k-2} \phi(b) \right).
\]
By Theorem 4.16 we obtain
\[
\sum_{r : (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} Q \left( \frac{r}{b} \right)^{2k-1} = o \left( b^{4k-2} \phi(b) \right), \quad (b \to +\infty).
\]
Thus, Theorem 4.18 (that is part (d) of Theorem 1.10) follows from the formulas (171) and (172) by substitution. \qed

5. Probabilistic distribution

Definition 5.1. For $z \in \mathbb{R}$, let
\[
F(z) = \text{meas}\{\alpha \in [0, 1] : g(\alpha) \leq z\}
\]
with
\[
g(\alpha) = \sum_{l=1}^{+\infty} \frac{1 - 2\{l\alpha\}}{l}
\]
and
\[
C_0(\mathbb{R}) = \{f \in C(\mathbb{R}) : \forall \epsilon > 0, \exists a compact set K \subset \mathbb{R}, such that |f(x)| < \epsilon, \forall x \notin K\},
\]
where “meas” denotes the Lebesgue measure.

Theorem 5.2. i) $F$ is a continuous function of $z$.
ii) Let $A_0, A_1$ be fixed constants, such that $1/2 < A_0 < A_1 < 1$. Let also
\[
H_k = \int_0^1 \left( \frac{g(x)}{\pi} \right)^{2k} dx.
\]
There is a unique positive measure $\mu$ on $\mathbb{R}$ with the following properties:
(a) For $\alpha < \beta \in \mathbb{R}$ we have
\[
\mu(\alpha, \beta) = (A_1 - A_0) (F(\beta) - F(\alpha)).
\]

(b) \[ \int x^k d\mu = \begin{cases} (A_1 - A_0)H_{k/2}, & \text{for even } k, \\ 0, & \text{otherwise.} \end{cases} \]

(c) For all \( f \in C_0(\mathbb{R}) \), we have
\[ \lim_{b \to +\infty} \frac{1}{\phi(b)} \sum_{r: (r,b) = 1 \atop A_0b \leq r \leq A_1b} f \left( \frac{1}{b} c_0 \left( \frac{r}{b} \right) \right) = \int f \, d\mu, \]
where \( \phi(\cdot) \) denotes the Euler phi-function.

**Definition 5.3.** A distribution function \( G \) is a monotonically increasing function \( G: \mathbb{R} \to [0,1] \).

The characteristic function \( \psi \) of \( G \) is defined by the following Stieltjes integral:
\[ \psi(t) = \int_{-\infty}^{+\infty} e^{it \alpha} dG(\alpha). \]

(cf. [8], p.27)

**Lemma 5.4.** The distribution function \( G \) is continuous if and only if the characteristic function \( \psi \) satisfies
\[ \lim \inf_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} |\psi(t)|^2 dt = 0. \]

**Proof.** See [8], p. 48, Lemma 1.23. \( \square \)

**Definition 5.5.** Let \( t \geq 1 \). We set
\[ K = K(t) = \lfloor t^{9/10} \rfloor, \quad L = L(t) = \lfloor t^{11/10} \rfloor, \quad R = R(t) = \lfloor t^{9/5} \rfloor \]
and
\[ g(\alpha, K) = -2 \sum_{l \leq K} \frac{B^*(l\alpha)}{l}, \quad h(\alpha) = -2 \sum_{l > K} \frac{B^*(l\alpha)}{l}, \]
where \( B^*(u) = u - \lfloor u \rfloor - 1/2, \ u \in \mathbb{R} \).

Assume that \( \alpha_i \) with \( 0 = \alpha_0 < \alpha_1 < \cdots < \alpha_R = 1 \) is a partition of \([0,1]\) with the following properties:
\[ \frac{1}{2} R^{-1} \leq \alpha_{i+1} - \alpha_i \leq 2R^{-1} \]
and \( g(\alpha, K) \) is continuous at \( \alpha = \alpha_i \) for \( 0 < i < R \).

We now make preparations for an application of Lemma 5.4 with \( G = F \), and
\[ \psi(t) = \Phi(t) := \int_0^1 e \left( \frac{tg(\alpha)}{2\pi} \right) d\alpha. \]

**Lemma 5.6.** The function \( h(\alpha) \) has a Fourier expansion
\[ h(\alpha) = \sum_{n > K} c(n) \sin(2\pi n\alpha), \]
with
\[ |c(n)| \leq \frac{2\tau(n)}{\pi n}, \]
where \( \tau \) stands for the divisor function.
\textbf{Proof.} From the Fourier expansion

\[ B^*(u) = \frac{i}{2\pi} \sum_{n = -\infty}^{+\infty} \frac{e(nu)}{n}, \]

we obtain

\[ h(\alpha) = -i \sum_{l > K} \frac{1}{l} \sum_{m = -\infty}^{+\infty} \frac{e(lm\alpha)}{m} = \sum_{|n| > K} d(n)e(n\alpha) \]

with

\[ d(n) = -\frac{i}{\pi n} \left| \{ (l, m) : lm = n, l > K \} \right|. \]

We have

\[ h(\alpha) = \sum_{n > K} d(n) (e(n\alpha) - e(-n\alpha)) = 2i \sum_{n > K} d(n) \sin(2\pi n\alpha), \]

which completes the proof of the lemma. \qed

\textbf{Definition 5.7.} We set

\[ h_1(\alpha) := \sum_{K < n \leq L} c(n) \sin(2\pi n\alpha) \]

and

\[ h_2(\alpha) := \sum_{n > L} c(n) \sin(2\pi n\alpha). \]

\textbf{Lemma 5.8.} We have

\[ \int_0^1 \left( e \left( \frac{t}{2\pi} (g(\alpha, K) + h_1(\alpha)) \right) - e \left( \frac{tg(\alpha)}{2\pi} \right) \right) d\alpha = O \left( t^{-1/100} \right). \]

\textbf{Proof.} By Parseval’s identity, it follows that for every \( \epsilon > 0 \) it holds

\[ \int_0^1 h_2(\alpha)^2 d\alpha = \sum_{n > L} c(n)^2 \lesssim L^{-(1-2\epsilon)}, \]

because of the estimate

\[ c(n) \ll n^{-1+\epsilon}. \]

Thus, for all \( \alpha \in [0, 1] \) not belonging to an exceptional set \( \mathcal{E} \) with

\[ \text{meas}(\mathcal{E}) = O \left( t^{-1/100} \right), \]

we have

\[ h_2(\alpha) = O \left( t^{-1-1/100} \right) \]

and therefore

\[ \left| e \left( \frac{th_2(\alpha)}{2\pi} \right) - 1 \right| = O \left( t^{-1/100} \right). \]
by the Taylor expansion of the exponential function. Hence,
\[
\left| \int_0^1 e \left( \frac{t g(\alpha)}{2\pi} \right) d\alpha - \int_0^1 e \left( \frac{t}{2\pi} (g(\alpha, K) + h_1(\alpha)) \right) d\alpha \right|
\leq \int_0^1 \left| e \left( \frac{t(g(\alpha, K) + h_1(\alpha))}{2\pi} \right) \right| \left| e \left( \frac{th_2(\alpha)}{2\pi} \right) - 1 \right| d\alpha 
\leq \int_0^1 e \left( \frac{th_2(\alpha)}{2\pi} \right) - 1 \right| d\alpha 
= O \left( t^{-1/100} \right).
\]

\[ \Box \]

Lemma 5.9. There exists a set \( I \subseteq \{1, \ldots, R\} \) of non-negative integers, such that
\[
\sum_{i \in I} (\alpha_{i+1} - \alpha_i) = O \left( t^{-1/100} \right)
\]
and for \( i \notin I, \alpha \in [\alpha_i, \alpha_{i+1}] \) we have
\[
|h_1(\alpha) - h_1(\alpha_i)| \leq t^{-(1+1/100)}.
\]

Proof. We have
\[
\frac{d}{d\alpha} h_1(\alpha) = \sum_{K < n \leq L} 2\pi n c(n) \cos(2\pi n \alpha)
\]
and
\[
\frac{d^2}{d\alpha^2} h_1(\alpha) = - \sum_{K < n \leq L} 4\pi^2 n^2 c(n) \sin(2\pi n \alpha).
\]

By Parseval’s identity, for every \( \epsilon > 0 \) we get
\[
\int_0^1 \left| \frac{d}{d\alpha} h_1(\alpha) \right|^2 d\alpha = O \left( L^{1+2\epsilon} \right)
\]
and by the Cauchy-Schwarz inequality, it follows that
\[
\int_0^1 \left| \frac{d}{d\alpha} h_1(\alpha) \right| d\alpha = O \left( L^{1/2+\epsilon} \right).
\]

We now define the set \( I \) as the set of all subscripts \( i \) for which the closed interval \([\alpha_i, \alpha_{i+1}]\) contains an \( \alpha \) with
\[
|h_1(\alpha) - h_1(\alpha_i)| > t^{-(1+1/100)}.
\]

Since
\[
(*) \quad h_1(\alpha) = h_1(\alpha_i) + \int_{\alpha_i}^{\alpha} \frac{d}{d\beta} h_1(\beta) d\beta
\]
and
\[
|\alpha - \alpha_i| = O \left( t^{-9/5} \right),
\]
it follows that for \( i \in I \) there must exist \( \beta \in (\alpha_i, \alpha_{i+1}) \) with
\[
\left| \frac{d}{d\beta} h_1(\beta) \right| \geq t^{3/5}.
\]

Because of the estimation of the Fourier coefficients of \( \frac{d^2}{d\alpha^2} h_1(\alpha) \), we obtain
\[
\left| \frac{d^2}{d\alpha^2} h_1(\alpha) \right| = O \left( L^{2+\epsilon} \right).
\]
Analogously to (*) we obtain that

\[ \left| \frac{d}{d\alpha} h_1(\alpha) \right| \geq \frac{1}{2} t^{3/5}, \]

for every \( \alpha \in [\alpha_i, \alpha_{i+1}] \) and therefore

\[ \int_{\alpha_i}^{\alpha_{i+1}} \left| \frac{d}{d\alpha} h_1(\alpha) \right| d\alpha \geq \frac{1}{2} t^{3/5} (\alpha_{i+1} - \alpha_i). \]

From (173) we obtain that the measure of the union of the closed intervals \([\alpha_i, \alpha_{i+1}]\) with \( i \in I \) is \( O(t^{-1/100}) \), which concludes the proof of the lemma.

**Lemma 5.10.** We have

\[ \lim_{t \to +\infty} \Phi(t) = \lim_{t \to -\infty} \Phi(t) = 0. \]

**Proof.** We shall prove the result only for \( t \to +\infty \), since the proof of the part when \( t \to -\infty \) is analogous.

By Lemma 5.8, we have

\[ \Phi(t) = \int_0^1 e \left( \frac{tg(\alpha)}{2\pi} \right) d\alpha = \int_0^1 e \left( \frac{t}{2\pi} (g(\alpha, K) + h_2(\alpha)) \right) + O \left( t^{-1/100} \right) \]

and thus

\[ \Phi(t) = \int_0^1 e \left( \frac{tg(\alpha)}{2\pi} \right) d\alpha = \sum_{i=0}^{R} e \left( \frac{t g_1(\alpha_i)}{2\pi} \right) \int_{\alpha_i}^{\alpha_{i+1}} e \left( \frac{tg(\alpha, K)}{2\pi} \right) d\alpha \]

\[ + \sum_{i=0}^{R} \int_{\alpha_i}^{\alpha_{i+1}} e \left( \frac{tg(\alpha, K)}{2\pi} \right) \left( e \left( \frac{t g_1(\alpha)}{2\pi} \right) - e \left( \frac{t g_1(\alpha_i)}{2\pi} \right) \right) d\alpha \]

\[ + O \left( \sum_{i \in I} (\alpha_{i+1} - \alpha_i) \right) + O \left( t^{-1/100} \right). \]

From Lemma 5.9 we get

(174)

\[ \Phi(t) = \int_0^1 e \left( \frac{tg(\alpha)}{2\pi} \right) d\alpha = \sum_{i=0}^{R} e \left( \frac{t g_1(\alpha_i)}{2\pi} \right) \int_{\alpha_i}^{\alpha_{i+1}} e \left( \frac{tg(\alpha, K)}{2\pi} \right) d\alpha + O \left( t^{-1/100} \right). \]

We now estimate

\[ \int_{\alpha_i}^{\alpha_{i+1}} e \left( \frac{tg(\alpha, K)}{2\pi} \right) d\alpha, \]

for \( i \not\in I \). Let \( J_i - 1 \) be the number of discontinuities of the function \( g(\alpha, K) \) in the interval \([\alpha_i, \alpha_{i+1}]\). Let \( \beta_{0,i} = \alpha_i \), \( \beta_{i,J_i} = \alpha_{i+1} \) and let the discontinuities of \( g(\alpha, K) \) in \([\alpha_i, \alpha_{i+1}]\) occur at the points \( \beta_{i,1} < \beta_{i,2} < \cdots < \beta_{i,J_i-1} \).

In the intervals \([\beta_{i,r}, \beta_{i,r+1}]\) the function \( g(\alpha, K) \) is a linear function, that is

\[ g(\alpha, K) = d_r - 2K\alpha, \]
where \( d_r \in \mathbb{R} \). Therefore,
\[
\left| \int_{\alpha_i}^{\alpha_{i+1}} e^{\left( \frac{tg(\alpha, K)}{2\pi} \right)} d\alpha \right| \leq \sum_{r=0}^{J_i} \left| \int_{\beta_i, r}^{\beta_{i+1}, r} e^{\left( \frac{tg(\alpha, K)}{2\pi} \right)} d\alpha \right|
\leq \sum_{r=0}^{J_i} \left| \int_{\beta_i, r}^{\beta_{i+1}, r} e^{\left( -\frac{tK\alpha}{\pi} \right)} d\alpha \right|
= O\left( J_i (tK)^{-1} \right).
\]
(175)

From (174) and (175), we get
\[
\int_0^1 e^{\left( \frac{tg(\alpha)}{2\pi} \right)} d\alpha \leq \sum_{i=0}^{R} \left| \int_{\alpha_i}^{\alpha_{i+1}} e^{\left( \frac{tg(\alpha, K)}{2\pi} \right)} d\alpha \right| + O\left( t^{-1/100} \right)
= O\left( (tK)^{-1} \sum_{i=0}^{R} J_i \right) + O\left( t^{-1/100} \right).
\]
The number of discontinuities of \( g(\alpha, K) \) is \( O(K^2) \), since each of the \( K \) terms
\[
\frac{B^*(l\alpha)}{l}
\]
has \( O(K) \) discontinuities in the interval \([0, 1]\). We thus have
\[
\sum_{i=0}^{R} J_i = O(K^2).
\]

Then
\[
\Phi(t) = O\left( t^{-1/100} \right).
\]
Therefore
\[
\lim_{t \to +\infty} \Phi(t) = 0.
\]
Similarly, we obtain
\[
\lim_{t \to -\infty} \Phi(t) = 0,
\]
which completes the proof of the lemma.

\textbf{Lemma 5.11.} \( F \) is a continuous function of \( z \).

\textbf{Proof.} This follows from Lemma 5.4 and Lemma 5.10.

Thus, part (i) of Theorem 5.2 is now proved.

In the following we will prove part (ii) of Theorem 5.2.

\textbf{Definition 5.12.} Let \( f : \mathbb{R} \to \mathbb{R} \). We set
\[
\Lambda(f, b) := \frac{1}{\phi(b)} \sum_{r: (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} f\left( \frac{1}{b} c_0\left( \frac{r}{b} \right) \right).
\]
We also set
\[
\Lambda(f) := \lim_{b \to +\infty} \frac{1}{\phi(b)} \sum_{r: (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} f\left( \frac{1}{b} c_0\left( \frac{r}{b} \right) \right).
\]
Lemma 5.13. Let \( \alpha < \beta \in \mathbb{R} \), \( I = [\alpha, \beta) \). The characteristic function \( \chi(\cdot; I) \) is defined by
\[
\chi(u; I) = \begin{cases} 
1, & \text{if } u \in I \\
0, & \text{otherwise}.
\end{cases}
\]
Then
\[
\Lambda(\chi) = (A_1 - A_0)(F(\beta) - F(\alpha)) = (A_1 - A_0) \int_{\alpha}^{\beta} \chi(u; I) dF(u).
\]

Proof. Let \( \epsilon > 0 \) be fixed but arbitrarily small. Let
\[
\alpha < \frac{1}{b_0} \left( \frac{r}{b} \right) < \beta.
\]
For simplicity we restrict ourselves to the case \( \alpha > 0 \), since the case \( \alpha < 0 \) can be treated similarly.
By Proposition 3.2, we have
\[
c_0 \left( \frac{r}{b} \right) = \frac{1}{r} c_0 \left( \frac{1}{b} \right) - \frac{1}{r} Q \left( \frac{r}{b} \right),
\]
and by Theorem 1.6 we know that
\[
|E(\alpha, m_1)| = O \left( \phi(b) 2^{-m_1} \right).
\]
We first assume that \( r \) does not belong to the exceptional set \( E(m_1) \), which by Lemma 4.2 satisfies
\[
|E(m_1)| = O \left( \phi(b) 2^{-m_1} \right).
\]
From (177) it follows that
\[
\frac{1}{r} c_0 \left( \frac{1}{b} \right) = O(\log b),
\]
since \( A_0 b \leq r \leq A_1 b \).
Thus from (176), for sufficiently large \( b \) it follows that
\[
-br \beta (1 + \epsilon) < Q \left( \frac{r}{b} \right) < -b \alpha (1 - \epsilon).
\]
We recall the relations (69) and (72), namely
\[
Q \left( \frac{r}{b} \right) = Q_0 \left( \frac{r}{b} \right) + Q_1 \left( \frac{r}{b} \right)
\]
and
\[
Q_0 \left( \frac{r}{b} \right) = Q(r, b, m_1) + O(h 2^{m_1}),
\]
respectively, where
\[
Q(r, b, m_1) = \frac{b^r}{\pi} \sum_{s=1}^{2^{m_1}} \frac{1 - 2 \{ s \xi \} }{s} = \frac{b^r}{\pi} f(\xi, m_1).
\]
The value of \( f(\xi, m_1) \) can be approximated by confining \( \xi \) to a union of intervals, which we shall describe below. Since by the relation (65), we have
\[
\xi = \xi(r, b) = \frac{b^*}{r}, \quad bb^* \equiv 1(\text{mod } r),
\]
this leads to the problem of counting the number of $r$-values for which $b^* / r$ lies in a certain interval. This can be done by the estimate for the number $N(\xi, j)$, which has been carried out in Lemma 4.3.

By (138), we have

$$Q_1 \left( \frac{r}{b} \right) = O(b^2 2^{-m_1})$$

From (179), (180) and (181) it follows that

$$-\beta(1 + 2\epsilon) \leq f(\xi, m_1) \leq -\alpha(1 - 2\epsilon).$$

Since the function $f(x, m_1)$ is piecewise linear, there exist disjoint closed intervals $I_1, \ldots, I_z$, with $I_j \subseteq [0, 1]$, where the integer $z$ does not depend on $b$, such that

$$-\beta(1 + 2\epsilon) \leq f(\xi, m_1) \leq -\alpha(1 - 2\epsilon)$$

if and only if

$$\xi \in \bigcup_{j=1}^z I_j.$$

Since

$$\lim_{m_1 \to +\infty} \int_0^1 (f(x, m_1) - g(x))^2 \, dx = 0,$$

for sufficiently large $m_1$, we have for the sum of the lengths of the intervals $I_j$, $1 \leq j \leq z$, that

$$\sum_{j=1}^z |I_j| \leq \text{meas} \{ x \in [0, 1] : -\beta(1 + 3\epsilon) \leq g(x) \leq -\alpha(1 - \epsilon) \} + 2\epsilon.$$

Let

$$N(\xi, j) := \left| \left\{ r : r \in \mathbb{N}, (r, b) = 1, A_0 b \leq r \leq A_1 b, \frac{b^*}{r} \in I_j \right\} \right|.$$

By Lemma 4.3 we have

$$N(\xi, j) = (A_1 - A_0)|I_j|\phi(b)(1 + o(1)).$$

From (178), (183) and (184), we get

$$\frac{1}{\phi(b)} \left| \left\{ r : (r, b) = 1, A_0 b \leq r \leq A_1 b \text{ with } \alpha < \frac{1}{b} c_0 \left( \frac{r}{b} \right) < \beta \right\} \right| \leq (A_1 - A_0) \left( \text{meas} \{ x \in [0, 1] : -\beta(1 + 3\epsilon) \leq g(x) \leq -\alpha(1 - \epsilon) \} + 3\epsilon \right).$$

Because of the continuity of $F$, we have for arbitrarily small $\epsilon > 0$ and sufficiently large $b$, the following:

$$\frac{1}{\phi(b)} \left| \left\{ r : (r, b) = 1, A_0 b \leq r \leq A_1 b \text{ with } \alpha < \frac{1}{b} c_0 \left( \frac{r}{b} \right) < \beta \right\} \right| \leq (A_1 - A_0)(F(\beta) - F(\alpha)) + \epsilon.$$

In a similar manner, we get

$$\frac{1}{\phi(b)} \left| \left\{ r : (r, b) = 1, A_0 b \leq r \leq A_1 b \text{ with } \alpha < \frac{1}{b} c_0 \left( \frac{r}{b} \right) < \beta \right\} \right| \geq (A_1 - A_0)(F(\beta) - F(\alpha)) - \epsilon.$
From (185) and (186), it follows that

\[
\lim_{b \to +\infty} \frac{1}{\phi(b)} \left\{ r : (r, b) = 1, A_0 b \leq r \leq A_1 b \text{ with } \alpha < \frac{1}{b} c_0 \left( \frac{r}{b} \right) < \beta \right\} 
\]

\[
= (A_1 - A_0) (F(\beta) - F(\alpha)) 
\]

\[
= (A_1 - A_0) \int_\alpha^\beta \chi(u; I) dF(u), 
\]

which completes the proof of the lemma. \(\square\)

**Definition 5.14.** (cf. [21]) Let \(X, Y\) be normed linear spaces. Let also \(\Lambda : X \to Y\) be a linear map. Its norm is defined by

\[
\|\Lambda\| = \sup \left\{ \frac{\|\Lambda x\|}{\|x\|} : x \in X, x \neq 0 \right\}.
\]

If \(\|\Lambda\| < +\infty\), then \(\Lambda\) is called a bounded linear map. We denote by \(C_c(\mathbb{R})\) the space of all continuous functions \(f : \mathbb{R} \to \mathbb{R}\) with compact support equipped with the sup-norm.

**Lemma 5.15.** Let \(f \in C_c(\mathbb{R})\). Then, we have

\[
\Lambda(f) = (A_1 - A_0) \int_{-\infty}^{+\infty} f(u) dF(u). 
\]

The map \(\Lambda : f \to \Lambda(f)\) is a bounded linear functional on \(C_c(\mathbb{R})\).

**Proof.** Let \(f \in C_c(\mathbb{R})\) with support contained in \([a, b]\). Since \(f\) is continuous on \([a, b]\), it is also uniformly continuous on \([a, b]\).

Given \(\epsilon > 0\), there exists \(\delta = \delta(\epsilon) > 0\) such that

\[
|f(u_1) - f(u_2)| < \epsilon, \text{ if } |u_1 - u_2| < \delta \text{ for } u_1, u_2 \in [a, b].
\]

Let \(a = \alpha_0 < \alpha_1 < \cdots < \alpha_l = b\) be a partition of \([a, b]\) with \(|\alpha_{i+1} - \alpha_i| < \delta\).

Let also

\[
\chi_i(u) = \begin{cases} 
1, & \text{for } u \in [\alpha_i, \alpha_{i+1}] \\
0, & \text{otherwise}.
\end{cases}
\]

Define \(m(f)\), respectively \(M(f)\), by

\[
m(f) = \sum_{i=0}^{l} \left( \inf_{\alpha \in [\alpha_i, \alpha_{i+1}]} f(\alpha) \right) \chi_i
\]

and

\[
M(f) = \sum_{i=0}^{l} \left( \sup_{\alpha \in [\alpha_i, \alpha_{i+1}]} f(\alpha) \right) \chi_i.
\]

Due to (187) we obtain

\[
0 \leq M(f) - m(f) \leq \epsilon, \text{ for every } \epsilon > 0.
\]

Since for \(f \geq 0\) we have \(\Lambda(f) \geq 0\), it follows that

\[
\Lambda(m(f), b) \leq \Lambda(f, b) \leq \Lambda(M(f), b).
\]

Since \(m(f)\) and \(M(f)\) are linear combinations of the characteristic functions \(\chi_i\), we may apply Lemma 5.13 and obtain:

\[
\Lambda(m(f)) = (A_1 - A_0) \int_a^b m(f)(u) dF(u)
\]
and
\[ \Lambda(M(f)) = (A_1 - A_0) \int_a^b M(f)(u)dF(u), \]
because the support of \( f \) is contained in \([a, b]\). From (188) and (189), we obtain
\[ 0 \leq \Lambda(M(f)) - \Lambda(m(f)) \leq (A_1 - A_0)c, \]
for every \( c > 0 \).
Therefore, \( \Lambda(f) \) exists as well, and
\[ \Lambda(f) = (A_1 - A_0) \int_{-\infty}^{+\infty} f(u)dF(u). \]

A generalization of Definition 5.1 is the following:

**Definition 5.16.** Let \( X \) be a locally compact Hausdorff space. We set
\[ C_0(X) = \{ f : X \to \mathbb{R}, f \in C(X), \forall \epsilon > 0, \exists \text{ a compact set } K \subseteq X, \text{ such that } |f(u)| < \epsilon, \forall u \notin K \}. \]

**Lemma 5.17.** (Riesz representation theorem)
Let \( X \) be a locally compact Hausdorff space, \( C_0(X) \) be defined as in Definition 5.16 with the sup-norm. Let \( \Lambda \) be a bounded linear functional on \( C_0(X) \). Then there is a unique regular Borel measure \( \mu \), such that
\[ \Lambda(f) = \int_X f d\mu, \]
for every \( f \in C_0(X) \).

**Proof.** This is part of Theorem 6.19 of [21]. \( \square \)

**Lemma 5.18.** There is a unique positive measure \( \mu \) on \( \mathbb{R} \), with the following properties:
   (a) For \( \alpha < \beta \in \mathbb{R} \) we have
   \[ \mu([\alpha, \beta]) = (A_1 - A_0)(F(\beta) - F(\alpha)). \]
   (b) \[ \int x^k d\mu = \begin{cases} (A_1 - A_0)H_{k/2}, & \text{for even } k \\ 0, & \text{otherwise} \end{cases} \]
   (c) For all \( f \in C_0(\mathbb{R}) \), we have
   \[ \lim_{b \to +\infty} \frac{1}{\phi(b)} \sum_{r: (r,b)=1, A_0b \leq r \leq A_1b} f \left( \frac{1}{b} \cdot \left( \frac{r}{b} \right) \right) = \int f d\mu, \]
where \( \phi(\cdot) \) denotes the Euler phi-function.

**Proof.** By Lemma 5.15 we know that \( \Lambda \) is a positive bounded linear functional on \( C_c(\mathbb{R}) \). Since \( C_c(\mathbb{R}) \) is dense in \( C_0(\mathbb{R}) \), with respect to the supremum norm, the functional \( \Lambda \) may be extended in a unique way to \( C_0(\mathbb{R}) \).
By Lemma 5.17 there is a unique measure \( \mu \) on \( \mathbb{R} \), with
\[ \Lambda(f) = \int \mathbb{R} f d\mu, \]
for every \( f \in C_0(\mathbb{R}) \). This proves (c).
Due to Lemma 5.13 we have
\[ \mu([\alpha, \beta]) = (A_1 - A_0)(F(\beta) - F(\alpha)). \]
It follows that \( \mu \) is positive. This proves (a).

**Proof of (b):**

For every \( A \in (0, +\infty) \), we set

\[
g_A(u) = \begin{cases} g(u), & \text{if } |g(u)| < A \\ 0, & \text{otherwise} \end{cases}
\]

By the definition of the Lebesgue integral, for \( k \in \mathbb{N} \) we have

\[
\int_0^1 g_A(u)^k du = \int_A^{-A} x^k dF(x).
\]

We define \( \varphi(x) := x^k \) and

\[
\varphi_A(x) := \begin{cases} x^k, & \text{if } |x| \leq A \\ 0, & \text{if } |x| > A \end{cases}
\]

Since the function \( \varphi_A(x) \) has compact support, we conclude from (c) that

\[
\Lambda(\varphi_A) = \int \varphi_A(x) d\mu.
\]

We choose a sequence \( (A_n) \) of real numbers with \( \lim_{n \to +\infty} A_n = +\infty \).

By Theorem 4.14 we know that

\[
\int_0^1 g(u)^{2k} du
\]

exists for every \( k \in \mathbb{N} \). By the Cauchy-Schwarz inequality we get

\[
\int_0^1 |g(u)|^k du \leq \left( \int_0^1 |g(u)|^{2k} du \right)^{1/2}
\]

and

\[
g_{A_n}(u)^k \leq |g(u)|^k.
\]

By Lebesgue’s dominated convergence theorem (cf. [21], Theorem 1.34, p. 27) we have

\[
\int x^k d\mu = \int_{-\infty}^{+\infty} x^k dF(x) = \lim_{n \to +\infty} \int_0^1 g_{A_n}(u)^k du
\]

\[
= \int_0^1 \left( \lim_{n \to +\infty} g_{A_n}(u)^k \right) du = \int_0^1 g(u)^k du
\]

and thus by Theorems 4.17 and 4.18 as well as Definition 5.12 for \( f(x) = x^k \) we get

\[
\lim_{b \to +\infty} \frac{1}{\phi(b)} \sum_{r: (r, b) = 1 \atop A_0 b \leq r \leq A_1 b} \left( \frac{1}{b} \phi_0 \left( \frac{r}{b} \right) \right)^k = \Lambda(f) = \int_0^1 g(u)^k du
\]

\[
= \begin{cases} (A_1 - A_0) H_{k/2}, & \text{for even } k \\ 0, & \text{otherwise} \end{cases}
\]

This proves (b). Therefore, the lemma is proved.

**Proof of Theorem 5.3** The theorem now follows from Lemma 5.11 and Lemma 5.18.
5.1. Radius of convergence.

**Theorem 5.19.** The series
\[ \sum_{k \geq 0} H_k x^{2k}, \]
where
\[ H_k = \int_0^1 \left( \frac{g(x)}{\pi} \right)^{2k} dx \]
with
\[ g(x) = \sum_{l=1}^{+\infty} \frac{1 - 2\{lx\}}{l}, \]
converges only for \( x = 0 \).

**Definition 5.20.** For \( k \in \mathbb{N} \cup \{0\} \) we set
\[ I := I(k) = \left[ e^{-2k-1}, e^{-2k} \right] \text{ and } l_0 := l_0(k) = e^{2k}. \]

We fix \( \delta > 0 \) sufficiently small and set
\[ g_1(\alpha) := \sum_{l \leq l_0^{1-2\delta}} \frac{B(l\alpha)}{l}, \quad g_2(\alpha) := \sum_{l_0^{1-2\delta} < l \leq l_0^{1+2\delta}} \frac{B(l\alpha)}{l}, \quad g_3(\alpha) := \sum_{l > l_0^{1+2\delta}} \frac{B(l\alpha)}{l}, \]
where \( B(u) = 1 - 2\{u\} \), \( u \in \mathbb{R} \).

In the sequel, we assume \( k \geq k_0 \) sufficiently large.

**Lemma 5.21.** We have
\[ g(\alpha) = g_1(\alpha) + g_2(\alpha) + g_3(\alpha), \]
for every \( \alpha \in \mathbb{R} \).

**Proof.** It is obvious by the definition of \( g(\alpha), g_1(\alpha), g_2(\alpha), g_3(\alpha) \). \( \square \)

**Lemma 5.22.** For \( \alpha \in I \), we have
\[ g_1(\alpha) \geq \frac{k}{2}, \]
for \( k \in \mathbb{N} \cup \{0\} \).

**Proof.** For \( \alpha \in I, l \leq l_0^{1-2\delta} \) we have \( l\alpha \leq 1/4 \) and therefore
\[ B(l\alpha) \geq \frac{1}{2}. \]
Thus
\[ g_1(\alpha) \geq \frac{1}{2} \sum_{l \leq l_0^{1-2\delta}} \frac{1}{l} \geq \frac{k}{2}. \]

**Lemma 5.23.** It holds
\[ |g_2(\alpha)| \leq 8\delta k, \]
for \( k \in \mathbb{N} \cup \{0\} \) and sufficiently small \( \delta > 0 \).
Proof. We have
\[
|g_2(\alpha)| \leq \sum_{l_0^{1-\delta} < l \leq l_0^{1+\delta}} \frac{1}{l} \leq 2 \left( \log(l_0^{1+\delta}) - \log(l_0^{1-\delta}) \right) \\
\leq 8\delta k.
\]
\[\square\]

**Lemma 5.24.** For all \( \alpha \in I \) that do not belong to an exceptional set \( \mathcal{E} \) with measure
\[
\text{meas}(\mathcal{E}) \leq e^{-2k(1+\delta)},
\]
we have
\[
|g_3(\alpha)| \leq \frac{1}{8}k.
\]

**Proof.** The function \( g_3 \) has the Fourier expansion:
\[
g_3(\alpha) = \sum_{l > l_0^{1+2\delta}} c(l)e(l\alpha),
\]
where \( c(l) = O(l^{-1+\epsilon}) \) for \( \epsilon \) arbitrarily small, by Lemma 5.6.

By Parseval’s identity we have
\[
\int_0^1 g_3(\alpha)^2 d\alpha = \sum_{l > l_0^{1+2\delta}} c(l)^2 = O \left( \sum_{l > l_0^{1+2\delta}} l^{-2+2\epsilon} \right) = O \left( l_0^{-1-3\delta/2} \right).
\]

This completes the proof of the Lemma. \[\square\]

**Proof of Theorem 5.19.**

By Lemmas 5.21, 5.23 and 5.24, we have
\[
|g(\alpha)| \geq |g_1(\alpha)| - |g_2(\alpha)| - |g_3(\alpha)| \geq \frac{k}{4},
\]
for all \( \alpha \in I \) except for those \( \alpha \) that belong to an exceptional set \( \mathcal{E}(I) := \mathcal{E} \cap I \subset I \) with
\[
\text{meas}(\mathcal{E}(I)) \leq \frac{1}{2}|I|,
\]
where \( |I| \) stands for the length of \( I \). Hence, we obtain
\[
H_k = \int_0^1 \left( \frac{g(\alpha)}{\pi} \right)^2 d\alpha \geq \frac{1}{2}|I| \left( \frac{k}{4\pi} \right)^{2k} \geq e^{k \log k}.
\]

Therefore
\[
\lim_{k \to +\infty} H_k^{1/k} = +\infty
\]
and thus the series
\[
\sum_{k \geq 0} H_k x^{2k}
\]
converges only for \( x = 0 \). This completes the proof of Theorem 5.19. \[\square\]
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