Single Image 3D Face Reconstruction Based on Statistical Model
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Abstract: Single image 3D face reconstruction technology has a broad application in the life, also has a high technical difficulties. This paper proposes a single image 3D face reconstruction technology based on statistical model. The method established 3D face statistical model based on 3D face database in advance, and trained 2D facial feature points parameter model based on the 2D face database using the algorithm of SDM. When reconstruct 3D face model from single image, first we use 2D facial feature points parameter model to extract face feature points; Then, according to 3D face model, we use adaptive learning factor gradient descent method to iteratively optimize the energy function, to get statistical model parametric vector, namely got the 3D face model corresponding to the 2D face images. The results show that use the proposed method to rebuild the faces have high similarity.

1. Introduction

3D face reconstruction technique mainly contains 3D face reconstruction technique based on structure light, 3D face reconstruction based on multiple image and 3D reconstruction based on single image. 3D face reconstruction based on single image mainly contains the method based on machine learning and the method based on statistical model. Blanz and Vetter team presents a reconstruction method based on 3D morphable model, first they obtained 3D morphable face model by statistical learning, it including 3D shape model (expressed in about 70000 vertices) and the corresponding 2D texture model, then using Newton iterative method to make the morphable model aimed at specific face image, and then got the 3D model of the human face, this method can obtain accurate 3D shape and texture information, and has been successfully applied to the 3D face recognition [1]. Tran and Hassner using deep neural network build up a system of generating 3D face from single image, this method is more rapid and efficient than Blanz, can be easily applied to real-time system, such as video conference, etc [2].

Statistical model is a kind of powerful graphics research model structure and technology. 2D statistical models have been put forward for a long time, and has been widely used in areas such as object tracking, object recognition, face recognition, face analysis, gesture estimation, etc [3]. 3D statistical model put forward by Blanz and Vetter in 1999, was gradually applied to many research related to image. Compared with the 2D statistical model, the 3D statistical model has many unique advantages. It has depth information, can be easily applied to gesture recognition and illumination simulation, 3D reconstruction, etc.

In order to realize full automatic 3D face reconstruction, we needs automatically calibration facial feature points. Here we use the point calibration technology based on SDM(supervised descent method) algorithm [4]. Newton method is usually used for optimization problems, but it will confronted with...
some problems in solving the questions of graphic images, however SDM algorithm can avoid these problems.

After get the facial feature points, it can based on this set of feature points, adjusting and optimizing statistical model coefficient of each component make up the model close to the set of feature points as far as possible according to certain constraints. In order to get better effect, the process can be repeated iteratively, until satisfied [5].

2. Framework of face reconstruction

Figure 1 depicts the process of 3D face reconstruction based on single image: 3D face statistical model and 2D facial feature points parameter model is established in advance. Then using 2D face feature points parameter model recognize image feature points, and optimize 3D face statistical model to match this set of feature points, eventually get 3D face model corresponding to the face image. When training 2D facial feature points parameter model we used 2000 faces with different age, different gender and differences posture. To accelerate points detect speed and accuracy, we use SDM algorithm instead of traditional Newton method. When build 3D statistical model, 500 laser scanning face models with different age, different gender and differences posture are used. In order to balance the speed of generating face model with accuracy, adaptive learning factor gradient descent method is used instead of traditional gradient descent method.

3 Key technology

3.1 Build statistical model

Accurate facial model is the foundation of building 3D statistical model, a high precision of 3D model is obtained by laser scanning, which is suitable for this application scenario. First assume that these facial model are registered, then the face model can be represented by the serialization of point set \( S_{reg} = (X_1, Y_1, Z_1, X_2, Y_2, Z_2, ..., X_n, Y_n, Z_n)^T \) distributed in the curved surface of the face, \((X_n, Y_n, Z_n)\) represent n-th point. The final 3D statistical model \( S_{mm} \) represent by linear combination of m registered faces \( S_{mm} = \sum_{i=1}^{m} a_i S_{reg, i} \), where \( \sum_{i=1}^{m} a_i = 1 \). Any 3D face model \( S_{mod} \) can be write in
the form of \( S_{nm}(\vec{a}) \), which means facial model set \( \{S_{reg,i}\} \) parameterized by vector \( \vec{a} = (a_1, a_2, ..., a_m)^T \). It means any face model can be generated by adjust the parameterization vector.

To get the registration of 3D face model mentioned above, we use optical flow method here. In fact, 3D model \( I(h, \phi) \) obtained by laser scanning are generally not registered, this original face model cannot be directly used to serialization, so it need to be registered by optical flow method. Optical flow method calculate the flow field \( (\delta h(h, \phi), \delta \phi(h, \phi)) \) of the minimum norm \( ||I_1(h, \phi) - I_2(h + \delta h, \phi + \delta \phi)|| \), to determine the corresponding points of the two 3D model, so as to realize the model registration.

The 3D face model \( S_{reg} = (X_1, Y_1, Z_1, X_2, Y_2, Z_2, ..., X_n, Y_n, Z_n)^T \), which is registered and serialized is a \( 3n \)-dimension vector. When 3D face model has so much vertex, it will consume so much time to calculate the parameterization vector \( \vec{a} = (a_1, a_2, ..., a_n)^T \). To improve efficiency, we adopt PCA method to reduce the dimension of 3D face model, and got PCA 3D face model \( S_{pca} = (X_1, Y_1, Z_1, X_2, Y_2, Z_2, ..., X_{m-1}, Y_{m-1}, Z_{m-1})^T \). After this step, parameterization vector \( \vec{a} = (a_1, a_2, ..., a_{m-1})^T \) can be calculated effectively. Finally generated 3D face model can be represented as \( S_{mod} = \bar{S} + \sum_{i=1}^{m-1} a_iS_{pca,i} \), where \( \bar{S} \) represent average face.

3.2 Detect face feature points
In this paper, using SDM algorithm to detect facial feature points, the process is divided into training and detecting two steps:

(1) Training SDM model
SDM need to get \( R_k \) and \( b_k \) from training set. When training, human face image sets represent as \( \{I_i\} \), \( X_\ast \) represent feature points for manual calibration. Initial feature points is \( X_0 \), so face feature points location becomes a linear regression problem, the goal of regression problems is calculate the iteration step length from \( X_0 \) to \( X_\ast \), the input characteristics of the regression problems is the SIFT features \( \phi_0 \) in place \( X_0 \). So, to paraphrase linear regression problems can get objective function:

\[
\arg\min_{R_0, b_0} \sum_{d_i} \|\Delta x^i - R_0 \phi^i_0 - b_0\|^2
\]

So \( R_0 \) and \( b_0 \) can be get from training set. this objective function described how to get iteration coefficient for the first iteration step. k-th iteration step coefficient \( R_k \) and \( b_k \) can be get similarly.

\[
\arg\min_{R_k, b_k} \sum_{d_i} \|\Delta x^i - R_k \phi^i_k - b_k\|^2
\]

(2) Detect feature points
\( d(x) \in \mathbb{R}^{p+1} \) represent p feature points coordinates in the image, \( h \) is nonlinear feature extraction function on each feature point, which is SIFT feature here. SIFT feature is a 128-dimension vector, so \( h(d(x)) \in \mathbb{R}^{128} \). \( X_\ast \) represent feature points for manual calibration, the SIFT feature of them represent as \( \phi_\ast = h(d(x)) \). So face feature detection can be equal to find \( \Delta x \) to minimize the energy of the following function:

\[
f(x_0 + \Delta x) = \|h(d(x_0 + \Delta x)) - \phi_\ast\|^2
\]

We use SDM algorithm in place of the traditional newton method to iterate calculate from \( X_0 \) to \( X_\ast \).

\[
X_k = X_{k-1} + R_{k-1} \phi_{k-1} + b_{k-1}
\]

Here \( R_k \) and \( b_k \) are getting from SDM model trained in above step. Because \( R_k \) and \( b_k \) is calculated in advance, thus it can avoiding the problem of inefficient by using Newton method, and it is calculated by regression method, so it can avoids the problem of non-positive Hessian matrix and the secondary non-differentiable objective function problem.

3.3 Generate 3D face model
After face feature points detected, real 3D face model can be generated by adjust the parametric vector
of morphable model under the constraints of these feature points. Let $S_{mm}$ represent as 3D morphable model, $\{P_i\}$ represents r face feature points. In order to get a 3D face model in accordance with the 2D face image, we need let the feature points in 3D face model close to the feature points $\{P_i\}$ in 2D face image as far as possible after affine transformation $\bar{\rho}$.

In order to get the feature points in 3D face model affined to 2D plane, affine transformation $\bar{\rho}$ and parametric vector of morphable model is needed. Here we get them from estimation of operator, then the 2D image affined from 3D model can be represent as $I_{mod} = P(S_{mm}, \bar{\rho}, \bar{a})$.

In order to measure the difference between generated face and real face according to the 2D image, we define energy function $E = \|I_{input} - I_{mod}\|^2$ to measure the gap of them. The formula use sum of Euclidean distance squares between 2D face feature point set and rendering image from 3D model feature point set to represent the gap of them, the smaller gap is, the more realistic is. In order to calculate the minimum deviation function, gradient descent method is used to adjust the parameterized vector $a' = a_j - \lambda_j \frac{\partial E}{\partial a_j}$. We assumed that the camera parameters are estimated correctly, so keep $\bar{\rho}$ the same all the time [8].

$\lambda$ is speed factor in above formula, it reflects the speed of optimization process, the greater the value is, the faster the speed is, it is set by experience generally. But if the value is too small, it will lead to optimization process too long, also easy to fall into local extreme value. If the value is too large, it would be impossible to get accurate model, it can also cause energy function not convergence. In order to avoid the above situation, need to dynamically adjust speed factor. Here, we use the following strategies:

1. Initially a larger speed factor is set by experience;
2. When gradient direction changed, let $\lambda' = k \lambda$, $k$ is the proportion of each step, generally take $0.7 \sim 0.8$.

4. Results

In this paper, 500 3D laser scanning face models of different age, different gender and differences posture are used to build the 3D face statistical model. And 2000 2D face image are used to train face feature parametric model. Finally use SDM model to detect the feature points of the 2D face image, and generate realistic 3D face model with constraints of these feature points. As can be seen from the results, the generated 3D face model is very similar to the real face, and it has a lot of detail characteristics. It can be applied to public security forensic, film and television animation, security certification, video conference, etc. Figure 2 is the result of this method.
5. Future work
This paper proposed a method to reconstruct a 3D face model from a single image based on a statistical model, which is established based on a 3D face database in advance. Training of 2D facial feature points parameter model is done using the algorithm of SDM. When reconstructing a 3D face model from a single image, the 2D facial feature points parameter model is used to extract face feature points. Then, according to the 3D face model, an adaptive learning factor gradient descent method is used to iteratively optimize the energy function to get the statistical model parametric vector, obtaining the 3D face model corresponding to the 2D face image. The results of the 3D face model have a high similarity to the real face, so they meet the demands of most real-life applications.

But the information provided by a single image is limited, especially in cases where depth information loss is serious, making the method not suitable for fields requiring high precision, such as medical and cosmetic industries.

The improvement direction in the future: 1) When constructing the statistical model, this article aimed to build the whole face statistical model, which can be difficult to adjust for local facial models. To solve this problem, we should split the face according to the organ, building a statistical model for each part respectively. 2) When constructing the statistical model, only spatial information is used, but if we can incorporate texture information, the generated face effect will be better.
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