Experimental quantum channel simulation
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Quantum simulation is of great importance in quantum information science. Here, we report an experimental quantum channel simulator imbued with an algorithm for imitating the behavior of a general class of quantum systems. The reported quantum channel simulator consists of four single-qubit gates and one controlled-NOT gate. All types of quantum channels can be decomposed by the algorithm and implemented on this device. We deploy our system to simulate various quantum channels, such as quantum-noise channels and weak quantum measurement. Our results advance experimental quantum channel simulation, which is integral to the goal of quantum information processing.

I. INTRODUCTION

Quantum simulation [1–3] is the most promising near-term application of quantum computing due to the resource requirements for imitating some classically intractable systems being significantly less onerous that for other applications such as factorization. Experimental quantum simulation on closed systems is well studied using photons [3], atoms [5] and trapped ions [6]. Quantum simulation of open-system dynamics also has variety of applications, such as dissipative quantum phase transitions [7] and dissipative quantum-state engineering [8], thermalization [9], quantum noise generators [10], non-Markovian dynamics [11], and non-unitary quantum computing [12]. Although any non-unitary quantum dynamics could be embedded into unitary dynamics over a larger Hilbert space with Hamiltonian evolution [13], such a direct approach entails a large computational-space overhead and resultant experimental complexity. Previous experiments have demonstrated a universal unitary-gate on a reprogrammable waveguide chip [14] and have explored some open-system single-qubit dynamics such as quantum noise [15–17], weak measurement [18–19] and transpose [20–22].

Our approach is quite distinct from these prior achievements in that our one apparatus simulates all these transformations and more, in fact any single-qubit channel. We aim to realize a digital single-qubit channel simulator, which will serve as reconfigurable component of a nonunitary quantum circuit that would simulate nonunitary circuits. Furthermore our quantum simulator is “digital”. A digital quantum simulator is more versatile, as it is able to simulate a wider range of Hamiltonians [5]. In the sense of the analog-digital quantum simulation dichotomy [3], for which a digital quantum simulator can be expressed as a concatenation of a primitive quantum instruction set comprising, for example, single-qubit gates and a controlled-not (CNOT) gate. In fact our qubit-channel quantum simulator requires just one CNOT gate and one ancillary qubit, hence is minimal in two-qubit gate cost, whereas ten two-qubit gates and two ancillary qubits are required using standard Stinespring dilation [23]. Our quantum simulator also uses far fewer single-qubit rotations than Stinespring dilation would yield [24].

In this article, we report an experimental quantum simulator which is imitated by a decomposition algorithm. Any single qubit channel can be decomposed into a mixture of two quasi-extreme channels. Experimentally, the quasi-extreme channel is implemented by using optical technology and the mixture of two quasi-extreme channels is realized by combining the collected data from two quasi-extreme channels.

The article is organized as follows. Sec. II provides a theoretical introduction to channel decomposition and numerical simulation of the decomposition algorithm. Sec. III describes the experimental setup. In Sec. IV we present the experimental results, including four individual quantum noise channels and a simulation of weak measurement process. Finally, Sec. V contains discussion and conclusions.

II. THEORY

We construct a quantum channel simulator that transforms a photonic qubit approximately according to any channel \( E \) [24], which is a linear, trace-nonincreasing completely positive map that maps quantum state \( \rho \) to \( E(\rho) \). The approximate experimental channel \( E_{\text{exp}} \) is guaranteed to map within a pre-specified error tolerance \( \epsilon \) with respect to \( \diamond \)-distance \( \delta_\epsilon \), which is the metric for quantifying the worst-case distinguishability of the approximate from the true final state according to trace distance. Our classical algorithm for designing a qubit-channel simulating circuit accepts \( \epsilon \) and a 4 \times 4 matrix description of \( E \) as input and yields a description \( | C \rangle \) of the photonic circuit \( C \) as output with \( C \) comprising single-qubit and a single two-qubit gate plus classical bits. A single-
qubit channel can be expressed as
\[ \mathcal{E}(\rho) = \sum_{i,j=0}^{3} \mathcal{E}_{ij} \Xi_i \rho \Xi_j, \quad \Xi = (1, \sigma) \]  
\[ (1) \]

with 1 the 2 × 2 identity operator and \( \sigma = (X, Y, Z) \) the Pauli matrices.

For any single-qubit channel \( \mathcal{E} \), \( p \in [0, 1] \) exists such that
\[ \mathcal{E} = p\mathcal{E}_1^\dagger + (1-p)\mathcal{E}_2^\dagger \]
\[ (2) \]
for each \( \mathcal{E}_i^\dagger \) a generalized extreme channel \( \mathcal{E} \). An arbitrary generalized extreme channel \( \mathcal{E}^\dagger \) is specified by two Kraus operators
\[ M_i = R_{m}(2\varphi)K_iR_{m}(2\delta), \quad R_{m}(2\theta) := \exp(-i\theta r \cdot \sigma) \]
\[ (3) \]
and
\[ K_0 = \begin{pmatrix} \cos \beta & 0 \\ 0 & \cos \alpha \end{pmatrix}, \quad K_1 = \begin{pmatrix} 0 & \sin \alpha \\ \sin \beta & 0 \end{pmatrix}, \]
\[ (4) \]
for \( 0 \leq \alpha, \beta \leq 2\pi \). Furthermore, the Kraus operators \( K_i \) can be realized by the circuit shown in Fig. 1.

In the circuit,
\[ R_y(2\gamma) = \exp(-iY\gamma) = \cos \gamma - iY \sin \gamma, \]
\[ (5) \]

Our task is to optimize the parameters specifying the channel decomposition. Parametrization of unitary operator \( U \in SU(2) \) is
\[ U = e^{-i\varphi \tilde{\sigma}} = \cos \theta I - i \sin \theta (\tilde{\sigma} \cdot \sigma), \]
\[ (12) \]

and
\[ 2\gamma_{1,2} = \beta \mp \alpha \pm \frac{\pi}{2}. \]
\[ (6) \]

Each \( \mathcal{E}^\dagger \) has eight parameters leading to 17 parameters (including \( p \)) for arbitrary \( \mathcal{E} \). Random \( \mathcal{E} \) is generated as a two-qubit partial trace of a three-qubit Haar-random \( SU(8) \) matrix. Decomposing into Kraus operators \( \mathcal{E}_i \) is achieved by guessing the 17 parameters and then optimizing by reducing the distance between the trial channel and the desired channel \( \mathcal{E} \). When the trial channel \( \mathcal{E}' \) is sufficiently close to \( \mathcal{E} \), the optimization routine terminates with the 17-parameter decomposition as output.

We test the decomposing algorithm by numerical simulation. In the numerical simulation, an arbitrary channel is generated from a randomly chosen unitary operator \( U \in SU(8) \) and the channel form can be derived from Kraus operators \( K_i = \langle i \mid U \rangle 0 \). Five examples of input channels are

| \( \mathcal{C}_1 \) | \( \mathcal{C}_2 \) | \( \mathcal{C}_3 \) | \( \mathcal{C}_4 \) | \( \mathcal{C}_5 \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| (0.9276 + 0.0000i, 0.1125 + 0.0039i, -0.0027 + 0.0150i, 0.0724 + 0.0000i, -0.1900 - 0.3383i) | (0.7187 + 0.0000i, -0.1056 + 0.0120i, 0.1736 + 0.0679i, 0.0748 + 0.0000i, 0.5154 + 0.0000i) | (0.5248 + 0.0000i, -0.2288 + 0.1541i, 0.2190 + 0.1014i, 0.3788 + 0.0000i, 0.1571 + 0.1211i) | (0.1571 + 0.1211i, 0.5037 + 0.0000i, -0.3581 + 0.0580i, 0.0979 + 0.0813i, 0.0964 + 0.1834i) | (0.5053 + 0.0000i, 0.1535 + 0.0604i, 0.1535 + 0.0604i, -0.0169 + 0.0529i, -0.1535 + 0.0604i) |

For a generalized extreme channel \( \mathcal{E}_1^\dagger \), the initial rotation \( R_{m}(2\delta) \) is parameterized by \( \delta \mathcal{E}_1, m_1 \mathcal{E}_1, m_2 \mathcal{E}_1 \), the final rotation \( R_{m}(2\varphi) \) by \( \varphi \mathcal{E}_1, n_1 \mathcal{E}_1, n_2 \mathcal{E}_1 \), and Kraus operators by \( \alpha \mathcal{E}_1 \) and \( \beta \mathcal{E}_1 \). For generalized extreme channel \( \mathcal{E}_2^\dagger \), the initial rotation
Realization of Kraus operators $M_i$ is described by the circuit shown in Fig. 1a and implemented according to the schematic of Fig. 1b. A femtosecond pulse (150 fs, 80 MHz, 780 nm) is converted to ultraviolet pulses (390 nm) through a frequency doubler LiB$_3$O$_5$ crystal. Then the ultraviolet pulse (150 fs, 80 MHz, 390 nm) passes through two 2-mm-thick collinear BBO crystals, creating two pairs of photons $|HV\rangle_{ij}$ with central wavelength of 780 nm. The ultraviolet pulse (390 nm) and the generated photons (780 nm) are along the same direction and separated by a dichroic mirror (DM).

The generated photons $|HV\rangle_{ij}$ are separated by a PBS and the reflected photons are detected to guarantee that the transmitted photons are underway. All four photons are collected by the SMF and detected by the SPCM. All the photons are filtered by narrowband interference filters with $\Delta \lambda_{FWHM} = 2.8$ nm (fullwidth at half-maximum) prior to detection. Throughout the entire experiment, the two-fold coincidence rates for $|HV\rangle_{12}$ and $|HV\rangle_{34}$ are $9 \times 10^4$ s$^{-1}$ and $10 \times 10^4$ s$^{-1}$, respectively. Overall detection efficiency is approximately 19%. We use a homemade Field Programmable Gate Array (FPGA) to record the fourfold coincidence (not shown here).

![Experimental scheme for quantum channel simulation.](image)

**FIG. 1:** Experimental scheme for quantum channel simulation. (a) The quantum circuit for $M_i$, comprising single-qubit rotations, one quantum CNOT gate, and one classical CNOT gate. When the measurement result on ancilla is $\ket{\bar{0}}$ ($\ket{1}$), the circuit postselectively acts as $M_0$ ($M_1$). (b) Schematic drawing of the experimental setup. (c) Symbols used in b.

The single-photon rotation gates are realized by the combination of half-wave plates (HWPs) and quarter-wave plates (QWPs). The effect of HWP and QWP whose fast axes are at angles $\tau$ and $\xi$ with respect to the vertical axis, respectively, are given by the $2 \times 2$ matrices,

$$U_{\text{HWP}}(\tau) = \begin{pmatrix} \cos 2\tau & -\sin 2\tau \\ -\sin 2\tau & -\cos 2\tau \end{pmatrix}. $$

$$U_{\text{QWP}}(\xi) = \begin{pmatrix} 1 + i \cos 2\xi & -i \sin 2\xi \\ -i \sin 2\xi & 1 - i \cos 2\xi \end{pmatrix} / \sqrt{2}. $$

The rotation around the $y$ axis by angle $2\gamma_i$ is

$$R_y(2\gamma_i) = e^{-i\gamma_i Y} = \cos \gamma_i X - i \sin \gamma_i Y. $$

The combinational operation of two HWPs set at $0^\circ$ and $\tau$, respectively, is in the form

$$U_{\text{HWP}}(0^\circ) \cdot U_{\text{HWP}}(\tau) = \begin{pmatrix} \cos 2\tau & -\sin 2\tau \\ \sin 2\tau & \cos 2\tau \end{pmatrix}. $$

We set $\tau = \gamma_i / 2$; then the operation is $R_y(2\gamma_i)$. The rotation around

$$r \cdot \sigma = AX + BY + CZ $$

by angle $2\theta$, where $A$, $B$ and $C$ satisfy $A^2 + B^2 + C^2 = 1$, can be implemented by a HWP set at angle $\tau$ sandwiched by two QWPs set at angles $\xi_1$ and $\xi_2$, respectively. The combinational operation of the three wave plates is

$$U_{\text{QWP}}(\xi_1)U_{\text{HWP}}(\tau)U_{\text{QWP}}(\xi_2) = \begin{pmatrix} \cos \theta - i C \sin \theta & -\sin \theta (iA + B) \\ -\sin \theta (iA - B) & \cos \theta - i C \sin \theta \end{pmatrix}. $$

where

$$\cos \theta = \cos \Theta \cos \Lambda, \ A = \sin \Theta \cos \Lambda / \sqrt{\Omega},$$

$$B = \cos \Theta \sin \Lambda / \sqrt{\Omega}, \ C = \sin \Theta \sin \Lambda / \sqrt{\Omega} $$

with

$$\Theta = \xi_1 - \xi_2, \ \Lambda = 2\tau - \xi_1 - \xi_2, \ \Omega = 1 - \cos^2 \Theta \cos^2 \Lambda. $$

By appropriately choosing the angles $\tau$, $\xi_1$ and $\xi_2$, rotation $R_y(2\theta)$ can be implemented.

The two-photon controlled NOT (CNOT) gate [25] are realized by overlapping two photons on a polarization-dependent beamsplitter (PDBS). The system and ancilla photonic qubits are generated by shining the ultraviolet pulses on two collinear $\beta$-barium borate (BBO) crystals emitting photon pairs $|HV\rangle_{ij}$ along the pumping direction, with $|H\rangle$ and $|V\rangle$ the horizontal- and vertical-polarization states, and $i, j$ denote the path mode. The generated photons in the pair $|HV\rangle_{ij}$ are separated by a polarizing beam splitter (PBS), which transmits the $|H\rangle$ component and reflects the $|V\rangle$ component for each photon. Reflected photons 2 and 4 are collected by single-mode fibers (SMFs) and detected by single-photon counting modules (SPCMs) to herald that photons 1 (system) and 3 (ancilla) are underway, respectively [26].
We experimentally characterize the quantum CNOT gate via quantum process tomography (QPT) technology \[27\] and obtain gate fidelity \[F = 0.83 \pm 0.02\] as shown in Fig. 2. The classical CNOT operation is a classical logic operation that flips the system-qubit state \(|1\rangle\) conditioned on the measurement result of ancillary qubit \(3'\). Experimentally, classical CNOT is effectively statistically simulated: we set the measurement basis choice of ancillary photon \(3'\) with equal probability. No further operation on system qubit \(1\) occurs when the measurement basis choice of ancillary photon \(3'\) is \(|H\rangle\), whereas an \(X\) operation (an HWP set at 45°) is applied on the system qubit \(1\) when the measurement basis choice of ancillary photon \(3'\) is \(|V\rangle\). If the ancilla-qubit measurement result is \(|H\rangle\) (\(|V\rangle\)), the simulator is described by \(M_0\) (\(M_1\)).

The probability \(p\) is also statistically simulated. We first set up the circuit for simulating \(\xi_1\) and collect data for time \(t_1\). Then we convert the circuit to the case of simulating \(\xi_2\) and collect data for time \(t_2\). Combining these data yields \(\mathcal{E}(\rho) = (t_1 \xi_1^* + t_2 \xi_2^*)/(t_1 + t_2)\). By choosing \(t_1\) and \(t_2\) appropriately, any \(p \in [0, 1]\) can thus be simulated.

We emphasise here that the rotations in our experiment are realized manually, and the classical CNOT gate is implemented by inserting an HWP according to the projector choice on photon \(3'\). The mixture of \(\xi_1\) and \(\xi_2\) is statistically simulated by collecting data from \(\xi_1\) and \(\xi_2\) with different times. In our experiment, simulating one single-qubit channel needs us to run the setup four times and then combine the collected data.

In fact, the four runs can be embedded into one run. Here, we also propose an experimental scheme to simulate any single-qubit channel within one run. Below we summarize the experimental scheme. As shown in Fig. 3, a beam of light with two different colors, with central wavelength of \(\lambda_1\) and \(\lambda_2\) respectively, is split by a dichroic mirror (DM). The transmitted color \(\lambda_1\) go through \(\xi_1\) as shown in Fig. 1. The reflected color \(\lambda_2\) first go to an automatically controlled attenuator and then go through \(\xi_2\). The attenuator setting depends on the parameter \(p \in [0, 1]\). For example, the attenuator block half of \(\lambda_2\) is equivalence of simulating \(p = 2/3\). Finally, \(\lambda_1\) and \(\lambda_2\) are recombined on another DM and injected to the detector. All the rotations can be realized by an automatically controlled waveplate and the classical CNOT can be replaced by feedforward technology.

| \(m_{E_1}\) | \(C_1\) | \(C_2\) | \(C_3\) | \(C_4\) | \(C_5\) | \(\beta_{Z1}\) | \(\delta_{Z1}\) | \(\phi_{Z1}\) | \(\chi_{Z1}\) |
|---------------|------|------|------|------|------|---------|---------|---------|---------|
| 0.1043        | 0.5254 | 0.9756 | 0.7444 | 0.2633 | 3.3938 | 3.7248 | 3.9264 | 2.5101   | 3.6886   |
| 0.2658        | 0.7401 | 0.2193 | 0.1878 | 0.2494 | 5.3916 | 2.5514 | 0.7277 | 1.5968   | 1.6137   |
| 0.3944        | 0.1263 | 0.5393 | 0.9714 | 0.1862 | 3.1851 | 6.2832 | 2.3250 | 4.0102   | 4.0769   |
| 0.9124        | 0.9920 | 0.4951 | 0.2373 | 0.5166 | 5.6926 | 4.7360 | 2.3722 | 1.7879   | 2.5147   |
| 0.9768        | 0.0000 | 0.7061 | 0.8913 | 0.0120 | 6.1559 | 3.1887 | 2.2483 | 0.3786   | 4.5601   |
| 0.2148        | 0.9502 | 0.6602 | 0.0000 | 0.4274 | 1.7968 | 3.9477 | 0.5693 | 1.4948   | 1.1443   |
| 0.8214        | 0.2991 | 0.2434 | 0.7347 | 0.4465 | 3.4528 | 1.7924 | 4.7052 | 4.5230   | 1.7113   |
| 0.5598        | 0.4585 | 0.7350 | 0.4100 | 0.8948 | 0.6756 | 0.4751 | 0.7001 | 0.8370   | 0.9032   |
| \(\alpha_{Z1}\) | 3.8118 | 4.7982 | 6.1211 | 5.8303 | 5.4589 | 0.0031 | 0.0009 | 0.0040   | 0.0006   | 0.0045

**TABLE I**: Numerical simulation of the channel decomposition for five randomly chosen input channels and channel \(C_T\). Error \(\epsilon\) is the actual error from the simulation.

**FIG. 2**: **Process matrix of the CNOT operation.** a. Real elements of ideal process matrix (imaginary elements are identically zero). b. The real elements of \(\chi_{\text{exp}}\). c. Imaginary elements of \(\chi_{\text{exp}}\).
IV. RESULTS

A. Random channel

We first show that a randomly chosen channel is accurately simulated with our setup. Randomly chosen input channel $E$ is realized by the circuit in Fig. 1b with appropriate parameters specified. The decomposition of $E$ is shown in Table II. For $p = 0.6$, we set $t_1 = 60s$ and $t_2 = 40s$. To verify accurate channel simulation, we use QPT to reconstruct the matrix representation of $E$. Figure 4 shows the experimentally constructed $E_{\text{exp}}$ matrix. We calculate the process fidelity $F_P = \text{Tr} \left( \sqrt{\sqrt{E} E_{\text{exp}} \sqrt{E}} \right)^2$ between the reconstructed matrix $E_{\text{exp}}$ and $E$ and discover $F_P = 0.94 \pm 0.02$. Average fidelity is

$$\bar{F} = \frac{2F_P + 1}{3} = 0.96 \pm 0.01.$$  

As further analysis, we calculate the trace distance $D(\mathcal{E}, \mathcal{E}_{\text{exp}}) = \text{Tr} |\mathcal{E} - \mathcal{E}_{\text{exp}}|/2 = 0.22 \pm 0.02$. 

\begin{table}[h]
\centering
\begin{tabular}{|l|c|}
\hline
$i$ & $E_i$ \\
\hline
1 & $0.3938$ & $0.0075 + 0.0739i$ & $0.0172 + 0.0155i$ & $0.0801 - 0.0614i$ \\
2 & $0.0075 - 0.0739i$ & $0.1594$ & $-0.0733 - 0.0801i$ & $-0.066 + 0.0172i$ \\
3 & $0.0172 - 0.0155i$ & $-0.0733 + 0.0801i$ & $0.2241$ & $-0.014 - 0.075i$ \\
4 & $0.0801 + 0.0614i$ & $-0.066 - 0.0172i$ & $-0.014 + 0.075i$ & $0.2228$ \\
\hline
\end{tabular}
\caption{Decomposition of channel $E$}
\end{table}

FIG. 3: Proposed experimental scheme to simulate single-qubit channel with one run.

FIG. 4: Reconstructed process matrix of the randomly chosen channel in Eq. (20). (a) The real part of the ideal channel $E$. (b) The imaginary part of the ideal channel $E$. (c) The real part of the experimentally constructed channel $E_{\text{exp}}$. (d) The imaginary part of the experimentally constructed channel $E_{\text{exp}}$. 

FIG. 4: Reconstructed process matrix of the randomly chosen channel in Eq. (20). (a) The real part of the ideal channel $E$. (b) The imaginary part of the ideal channel $E$. (c) The real part of the experimentally constructed channel $E_{\text{exp}}$. (d) The imaginary part of the experimentally constructed channel $E_{\text{exp}}$. 

Fidelity $F_p$ is related to $D$ by the inequality \[ 1 - \sqrt{F_p} \leq D \leq 1 - F_p. \] (24)

In our case ($F_p = 0.94$), the upper and lower bounds of $D$ are 0.06 and 0.24.

## B. Amplitude Damping Channel

The amplitude damping (AD), or decay channel can be determined by two Kraus operators

$$K_0 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1-\lambda} \end{pmatrix}, \quad K_1 = \begin{pmatrix} 0 & \sqrt{\lambda} \\ 0 & 0 \end{pmatrix}. \tag{25}$$

Table III shows the setting of parameters of the simulator. Fig. 5(f) shows the geometric interpretation of AD channel for $\lambda \in \{0, 0.36, 0.5, 0.75, 1\}$.

### C. Bit-flip channel

The bit-flip channel has two Kraus operators in the form

$$K_0 = \sqrt{1 - \lambda}I = \begin{pmatrix} \sqrt{1 - \lambda} & 0 \\ 0 & \sqrt{1 - \lambda} \end{pmatrix}, \quad K_1 = \begin{pmatrix} 0 & \sqrt{\lambda} \\ 0 & 0 \end{pmatrix}. \tag{26}$$

For different $\lambda$, the corresponding channel parameters are shown in Table IV. Fig. 5(g) shows the geometric interpretation of bit-flip channel for $\lambda \in \{0, 0.36, 0.5, 0.75, 1\}$.

### D. Phase-flip channel

The phase-flip channel has two Kraus operators in the form

$$K_0 = \sqrt{1 - \lambda}I = \begin{pmatrix} \sqrt{1 - \lambda} & 0 \\ 0 & \sqrt{1 - \lambda} \end{pmatrix}, \quad K_1 = \begin{pmatrix} 0 & \sqrt{\lambda} \\ 0 & 0 \end{pmatrix}. \tag{27}$$

### Table III: Parameters of amplitude damping channel for the given $\lambda$

| $\lambda$ | $E^\gamma_1$ | $E^\gamma_2$ | $R_{\alpha}(2\delta)$ | $R_{\beta}(2\varphi)$ | $p$ |
|----------|--------------|--------------|-----------------------|----------------------|-----|
| 0        | 0            | 0            | 0                     | 0                    | 1   |
| 0.36     | 0.013π       | 0.013π       | π/4                   | -π/4                 | none |
| 0.5      | π/4          | π/4          | 0                     | 0                    | none |
| 0.75     | π/3          | π/3          | π/12                  | -π/12                | none |
| 1        | π/2          | π/2          | 0                     | 0                    | none |

### Table IV: Parameters of bit-flip channel for the given $\lambda$

For different $\lambda$, the setting of the parameters are shown in Table IV. Fig. 5(h) shows the geometric interpretation of phase-flip channel for $\lambda \in \{0, 0.36, 0.5, 0.75, 1\}$.

### E. Depolarizing channel

The depolarizing channel, which is known as a white-noise channel, has the form

$$\mathcal{E}(\rho) = (1 - \lambda)\rho + \frac{\lambda}{3}(X\rho X + Y\rho Y + Z\rho Z). \tag{28}$$

The setting of the parameters are shown in Table IV. Fig. 5(h) shows the geometric interpretation of depolarizing channel for $\lambda \in \{0, 0.36, 0.5, 0.75, 1\}$.

### F. Weak measurement

We show that our apparatus successfully simulates trace-decreasing channels, such as weak measurement followed by measurement reversal, which is a strategy for offsetting amplitude damping $\mathcal{E}_{AD}$ (23) at the cost of losing particles through postselection \[18, 19, 29\]. For a single-qubit input state $\rho$, this strategy is

$$\rho \mapsto \rho' = N[\mathcal{E}_{AD}(M\rho M^\dagger)]N^\dagger \tag{29}$$

for weak measurement $M = \text{diag}(1, \sqrt{1-p_1})$ with $p_1 \sim 0$ and weak measurement reversal $N = \text{diag}(\sqrt{1-p_2}, 1)$ with $p_2 \sim 0$. A successful outcome corresponds to high fidelity

$$\text{Tr} \left( \sqrt{\rho' \rho \sqrt{\rho'}} \right)^2$$

with success probability $\text{Tr} \rho'$.

Larger $p_1$ corresponds to superior protection and smaller success probability. Seeking to explore the trade-off between success probability and weak measurement strength $p_1$, we choose a fairly strong measurement strength $p_1 = 0.8$ and then let $p_2 = p_1 + \lambda(1 - p_1)$ if damping parameter $\lambda$ is given (this relation between $p_1$ and $p_2$ is the “optimal strategy”); otherwise $p_2 = p_1$ if $\lambda$ is unknown (the “non-optimal strategy”) \[30\]. Theoretical and experimental state fidelity results for input states $|H\rangle$, $|V\rangle$, $|D\rangle = 1/\sqrt{2}(|H\rangle + |V\rangle)$ and $|L\rangle = 1/\sqrt{2}(|H\rangle + i|V\rangle)$ are shown in Fig. 6 for three cases: pure amplitude damping, non-optimal measurement strategy, and optimal measurement strategy. Note that $|H\rangle$
input is immune to $\mathcal{E}_{\text{AD}}$, but, due to experimental imperfection, the fidelity for input state $|H\rangle$ is not exactly 1. We find that the optimal strategy provides the best protection, and the experimental results agree with the theory for all three cases.

V. CONCLUSION

In this article, we demonstrate that a digital channel simulator can be realized via linear optics. Any open-system quantum dynamics and quantum channels on single qubit can be simulated in our system. For multi-qubit channel simulation, decomposition algorithm has been extended to qudit channels[31]. In large-scale channel simulation, linear optics system might be retarded by the probabilistic CNOT gate. However, other systems, such as superconducting qubit and trapped ions, can benefit from our results. Our demonstration can serve as a foundation for future experimental simulations employing networks of qubit channel simulators. Such networks could serve to simulate general dissipative many-body dynamics including the interplay between dissipative and unitary processes [32] and dissipative universal quantum computation [12] by combining two-qubit entangling gates with the qubit-channel simulators.
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### TABLE V: Parameters of phase-flip channel for the given $\lambda$.

| $\lambda$ | $\beta$ | $\gamma_1$ | $\gamma_2$ | $R_{\text{in}}(\delta)$ | $R_{\text{in}}(\psi)$ | $\alpha$ | $\beta$ | $\gamma_1$ | $\gamma_2$ | $R_{\text{in}}(\delta)$ | $R_{\text{in}}(\psi)$ | $p$ |
|----------|---------|------------|------------|----------------|----------------|---------|---------|------------|------------|----------------|----------------|-----|
| 0        | 0       | $\pi/4$    | $-\pi/4$   | none         | none       | $\pi$   | 0       | $-\pi/4$   | $\pi/4$    | none         | none       | 1    |
| 0.36     | 0       | $\pi/4$    | $-\pi/4$   | none         | none       | $\pi$   | 0       | $-\pi/4$   | $\pi/4$    | none         | none       | 0.64 |
| 0.5      | 0       | $\pi/4$    | $-\pi/4$   | none         | none       | $\pi$   | 0       | $-\pi/4$   | $\pi/4$    | none         | none       | 0.5  |
| 0.75     | 0       | $\pi/4$    | $-\pi/4$   | none         | none       | $\pi$   | 0       | $-\pi/4$   | $\pi/4$    | none         | none       | 0.25 |
| 1        | 0       | $\pi/4$    | $-\pi/4$   | none         | none       | $\pi$   | 0       | $-\pi/4$   | $\pi/4$    | none         | none       | 1    |
TABLE VI: Parameters of depolarizing channel for the given λ.

| λ    | α   | β  | γ1 | γ2 | Rα(δ) | ρ   | α   | β  | γ1 | γ2 | Rα(δ) | Rα(ψ) | α   | β  | γ1 | γ2 | Rα(δ) | ρ   |
|------|-----|----|----|----|-------|-----|-----|----|----|----|-------|-------|-----|----|----|----|-------|-----|
| 0    | 0   | 0  | π/4| -π/4| none  | none| π/4| π/4| π/4| 0   | Y    | none  | 1    |
| 0.36 | 0.13π| 0.13π| π/4| -π/4| none  | 0.12π| π/4| π/4| π/4| 0   | Y    | none  | 0.76 |
| 0.5  | π/6 | π/6| π/4| -π/12| none  | none| π/4| π/4| π/4| 0   | Y    | none  | 0.66 |
| 0.75 | π/4 | π/4| π/4| 0   | none  | none| π/4| π/4| π/4| 0   | Y    | none  | 0.5  |
| 1    | π/2 | π/2| π/4| π/4| none  | none| π/4| π/4| π/4| 0   | Y    | none  | 0.33 |
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FIG. 6: State-fidelity dynamics for the amplitude-damping channel with weak measurement protection. Dashed lines represent theoretical results, and dots represent experimental results. Red, blue and black colors represent no weak measurement, non-optimal measurement strategy ($p_1 = p_2$) and optimal measurement strategy ($p_2 = p_1 + \lambda(1 - p_1)$), respectively. The input state is (a) $|H\rangle$, (b) $|V\rangle$, (c) $|D\rangle$, and (d) $|L\rangle$. 