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Abstract

We present a framework for the theoretical analysis of ensembles of low-complexity empirical risk minimisers trained on independent random compressions of high-dimensional data. First we introduce a general distribution-dependent upper-bound on the excess risk, framed in terms of a natural notion of compressibility. This bound is independent of the dimension of the original data representation, and explains the in-built regularisation effect of the compressive approach. We then instantiate this general bound to classification and regression tasks, considering Johnson-Lindenstrauss mappings as the compression scheme. For each of these tasks, our strategy is to develop a tight upper bound on the compressibility function, and by doing so we discover distributional conditions of geometric nature under which the compressive algorithm attains minimax-optimal rates up to at most poly-logarithmic factors. In the case of compressive classification, this is achieved with a mild geometric margin condition along with a flexible moment condition that is significantly more general than the assumption of bounded domain. In the case of regression with strongly convex smooth loss functions we find that compressive regression is capable of exploiting spectral decay with near-optimal guarantees. In addition, a key ingredient for our central upper bound is a high probability uniform upper bound on the integrated deviation of dependent empirical processes, which may be of independent interest.

1 Introduction

Compressive learning aims to make use of inexpensive dimensionality reduction or sketching methods to overcome the curse of dimensionality in statistical learning. The term was coined by Calderbank et al. (2009) in analogy with compressive sensing (CS) (Donoho, 2006; Candès and Tao, 2006), which established sparsity conditions under which high dimensional signals are recoverable from their low dimensional linear random projection. The spectacular advances of CS provide data acquisition devices that directly collect random projections of the data without storing the original (Duarte et al., 2008), and most recently, dedicated photonic computing hardware became available that can perform random projection in a massively parallel fashion (Saade et al., 2016; Gupta et al., 2019). Such technologies open new doors for dealing with massive high dimensional data sets, and inspire new research in areas as diverse as numerical analysis (Halko et al., 2011), statistical methodology (Heinze et al., 2016; Cannings and Samworth, 2017; Tian and Feng, 2021), pattern recognition (Reboredo et al., 2016), clustering (Boutsidis et al., 2015; Biau et al., 2008; Meintrup et al., 2019), optimisation (Pilanci and Wainwright, 2013; Pilanci and Wainwright, 2016, 2017; Dereziński et al., 2020), search based software engineering (Nair et al., 2016), imaging (Lustig et al., 2007; Ye, 2013; Palmer et al., 2015; Bentley et al., 2013), medical research (Peressutti et al., 2015), neuroscience
The theory of compressive sensing and random projection based dimensionality reduction is well understood, the use of these methods in machine learning raises important questions about a theoretical understanding of the risk of compressive learning.

Firstly, the goal in statistical learning is very different from both compressive sensing and dimensionality reduction, as we do not aim to recover, or even to approximate the seen data, instead we aim to produce accurate predictions on unseen data. This motivates the search for sufficient conditions for controlling the excess risk of compressive ensembles as a function of natural geometric characteristics of the problem.

The setting we consider is analogous to that of compressive sensing in that the data features are only available in compressive form – that is, the data features undergo compression before being fed to a learning algorithm. We do not impose any other regularisation to make the high dimensional problem learnable from a finite sample, and are interested in conditions on the unknown data distribution under which this compression alone makes the resulting ensemble of empirical risk minimisers nearly minimax optimal.

Previous work in this setting provided upper bounds on the error for several compressive learning machines – most often under (a combination of) existing assumptions from statistical learning theory (e.g. large margin, norm constraints, generative model assumptions) or from compressed sensing (e.g. sparse representation, low complexity feature space), or seek to interpret bounds in these terms – for compressive classification (Arriaga and Vempala, 1999; Bálan et al., 2006; Calderbank et al., 2009; Durrant and Kabán, 2010; Reboredo et al., 2013; Renna et al., 2016), compressive regression (Miallarid and Munos, 2012; Fard et al., 2012; Kabán, 2014; Gian-Andrea Thanei, 2017; Slawski, 2018), and other learning tasks. The work of Chen and Li (2014) explicitly studied the rate of convergence of the excess risk for compressive regularised kernel-based learning in a reproducing Hilbert space with the least square and hinge losses, obtaining upper bounds with a rate of order $n^{-1/4}$. However, the statistical optimality of these results, e.g. in the minimax sense, has not been established. Reeve and Brown (2017) obtained the minimax-optimal rates for the compressive k-nearest neighbour algorithm in cost-sensitive classification where the data support was assumed to have a manifold structure. The assumptions and analysis are very different from those of the present work. Optimality results have also been obtained in other problem settings, where the compression is used purely to speed up a statistically optimal predictor in a way that preserves its optimality – for instance Yang et al. (2017) give matching upper and lower bounds for compressive kernel ridge regression with compression applied to the kernel matrix.

Secondly, ensembles of compressive learners trained on independent random compressions of the high dimensional data have been found to increase performance in practice, as computations can be run in parallel, and random variations are reduced. However, a bottleneck for the theoretical understanding of such ensembles is that, unlike traditional ensembles, which combine predictors from the same function class, here each predictor added to the ensemble corresponds to a new random projection of the data. Previous work in machine learning (Durrant and Kabán, 2015) analysed in detail a special case of compressive Fisher Linear Discriminant ensemble, and found a desirable implicit regularisation effect, which prevents overfitting. However, the analytic methods used there are specific to a particular generative model and it is not clear whether a similar effect occurs more generally. Subsequent work in statistics considered a more general approach in terms of the base learners employed (Cannings and Samworth, 2017; Slawski, 2018), and provided upper bounds on the excess risk of random projection ensembles in expectation w.r.t. the training set.
Bounds in expectation have also been given very recently for axis-aligned random subspace ensembles (Tian and Feng, 2021). However, we are interested in high probability bounds to reveal more information about the worst case behaviour for the excess risk, subject to a failure probability. In another line of research, recent work by Lopes (2020) determined the asymptotic speed of convergence as the number of predictors in the ensemble grows. While this is informative for very large ensembles, we are interested in non-asymptotic guarantees for ensembles of any given finite size.

1.1 Overview of contributions

In this paper we introduce a general framework for the theoretical study of compressive learning. This framework facilitates the discovery of new conditions, specific to the learning task, which allow favourable convergence rates for compressive learning. The algorithmic approach we consider throughout this study consists of ensembles of any number of empirical predictors made of compressive empirical risk minimisers (ERM) that are trained in parallel on independent randomised compressions of data sets of arbitrarily many dimensions, with their predictions combined by an averaging-type operation. This simple procedure is presented in Algorithm 1.

Below we summarise our main results.

- We introduce the concept of a compressibility function, which quantifies the average excess loss incurred by working with a low-complexity function of compressed features and plays a key role in guiding the analysis of compressive learning.

- We give a general distribution-dependent high probability upper-bound on the excess risk of ERM ensembles of arbitrary size, composed of low-complexity predictors (Theorem 2). Our bound contains three terms: (1) A statistical error that decays with the sample size at a rate depending upon the Bernstein-Tsybakov noise exponent, (2) A term which converges to zero as the size of our ensemble grows and (3) The compressibility function. This reveals an implicit regularisation effect that is exhibited by a wide variety of randomised heterogeneous ensembles.

The general form of our upper bound and compressibility function allow us to study specific learning problems in a unified framework. Specifically, we are interested in the following question: Under what natural conditions can the compressive ERM ensemble attain minimax-optimal rates of convergence with respect to the sample size? To approach this question we restrict attention to Johnson-Lindenstrauss mappings as the compression scheme, which makes it feasible to control the compressibility function, and we demonstrate our approach by instantiating our general upper bound in two fundamental classic learning tasks.

- In the case of compressive classification we find that very mild conditions of geometric nature suffice for a high probability upper bound on the excess error (Theorem 3). These conditions include a flexible geometric margin condition that differs significantly from previously considered margin assumptions, along with a flexible moment condition that allows for distributions supported on an unbounded domain. For a wide range of parameters we find better rates than the previous upper bounds implied by Chen and Li (2014) (albeit in a different setting) even in the absence of favourable Tsybakov-margin. In fact, in Theorem 5 we show that the upper bound for compressive ensembles given by Theorem 3 is minimax optimal up to logarithmic factors.
• In the case of regression with strongly convex loss functions we find that Johnson-Lindenstrauss compressors are capable of exploiting spectral decay with near-minimax optimal guarantees (Theorems 6-8). Our high probability guarantee highlights the role of spectral decay in attaining near-optimality. These results complement recent findings by Slawski (2018) which give an expectation bound for compressive OLS with fixed design.

• Our general upper bound builds on a high probability uniform bound on the integrated deviation for dependent empirical processes that allows to exploit local Rademacher complexities (Theorem 9), which may be of independent interest.

Our approach provides a framework that places a computationally attractive and empirically successful algorithmic scheme on solid theoretical foundations. Our framework can be extended and used to unearth novel conditions which help gaining more understanding in specific compressive learning problems.

2 Problem setting

We shall consider supervised learning. Suppose we have complete separable metric spaces \((\mathcal{X}, d_{\mathcal{X}}), (\mathcal{Y}, d_{\mathcal{Y}}), (\mathcal{V}, d_{\mathcal{V}})\), where \(\mathcal{X}\) is a feature space, \(\mathcal{Y}\) is a target space, and \(\mathcal{V}\) is a prediction space, which may or may not equal \(\mathcal{Y}\). In typical applications \((\mathcal{X}, d_{\mathcal{X}}), (\mathcal{Y}, d_{\mathcal{Y}}), (\mathcal{V}, d_{\mathcal{V}})\) will be subsets of Euclidean space with their respective Euclidean norms. However, the additional level of generality in this section comes at no expense. We shall assume that there is an unknown Borel probability distribution \(P\) over random variables \((X, Y)\), where \(X\) takes values in \(\mathcal{X}\), and \(Y\) takes values in \(\mathcal{Y}\). The quality of a prediction for a given target is quantified through a loss function \(\mathcal{L}: \mathcal{V} \times \mathcal{Y} \to [0, \infty)\).

Given a pair of measurable spaces \(Z\) and \(W\), we let \(\mathcal{M}(Z, W)\) denote the set of measurable functions \(g: Z \to W\). For brevity we let \(\mathcal{M}(Z)\) denote \(\mathcal{M}(Z, \mathbb{R})\) and for each \(b > 0\) let \(\mathcal{M}_b(Z) := \mathcal{M}(Z, [-b, b])\), where both \(\mathbb{R}\) and \([-b, b]\) are endowed with the Borel sigma algebra. The goal of the learner is to obtain \(\phi \in \mathcal{M}(\mathcal{X}, \mathcal{V})\) such that the corresponding risk

\[
\mathcal{R}_{\mathcal{L}, P}(\phi) := \mathbb{E}_{(X, Y) \sim P}[\mathcal{L}(\phi(X), Y)] = \int \mathcal{L}(\phi(x), y) dP(x, y)
\]

is as low as possible. Given a Borel probability distribution \(P\) we let \(\phi^* \equiv \phi^*_P \in \mathcal{M}(\mathcal{X}, \mathcal{V})\) denote the Bayes optimal predictor, satisfying

\[
\phi^* \in \arg\min_{\phi \in \mathcal{M}(\mathcal{X}, \mathcal{V})} \{\mathcal{R}_{\mathcal{L}, P}(\phi)\}.
\]

For simplicity, we shall assume throughout that \(\mathcal{V}\) is a compact metric space and \(\mathcal{L}\) is continuous in its first argument, which ensures that a Bayes optimal predictor \(\phi^*\) exists (Proposition 6), although it need not be unique. We view the Bayes optimal predictor \(\phi^* \in \mathcal{M}(\mathcal{X}, \mathcal{V})\) as the mapping we would select if we knew the distribution \(P\).

Of course, in practice the learner does not have direct access to the distribution \(P\). Instead, the learner selects \(\phi \in \mathcal{M}(\mathcal{X}, \mathcal{V})\) based upon a sample \(D := \{(X_j, Y_j)\}_{j \in [n]}\), where \((X_j, Y_j) \sim P\) are independent copies of \((X, Y)\). Whilst the true risk \(\mathcal{R}_{\mathcal{L}, P}(\phi)\) cannot be directly observed, the learner does have access to the empirical risk \(\hat{\mathcal{R}}_{\mathcal{L}, D}(\phi, D) := n^{-1} \cdot \sum_{j \in [n]} \mathcal{L}(\phi(X_j), Y_j)\). Given \(\phi \in \mathcal{M}(\mathcal{X}, \mathcal{V})\), we write

\[
\mathcal{E}_{\mathcal{L}, P}(\phi) := \mathcal{R}_{\mathcal{L}, P}(\phi) - \mathcal{R}_{\mathcal{L}, P}(\phi^*) = \mathcal{R}_{\mathcal{L}, P}(\phi) - \inf_{\phi \in \mathcal{M}(\mathcal{X}, \mathcal{V})} \{\mathcal{R}_{\mathcal{L}, P}(\phi)\}
\]

and for brevity let
for the excess risk. For a positive integer \( m \in \mathbb{N} \) we shall use the notation \( [m] := \{1, \ldots, m\} \). We also define the notation \( \log_+(x) := \max\{\log(x), 1\} \), where \( \log \) is the natural logarithm.

### 2.1 Learning from compressive data sketches

In this work we consider a high-dimensional setting where the dimensionality of the feature space \( \mathcal{X} \) is arbitrarily large, and working directly with the features themselves becomes computationally and statistically prohibitive. Instead, we work with randomised compressions of the feature representation of the data, for instance via random projections.

Given \( k \in \mathbb{N} \) we let \( \mathcal{A}_k \subseteq \mathcal{M}(\mathcal{X}, \mathbb{R}^k) \) be a set of random feature mappings. Given a data sample \( \mathcal{D} := \{(X_j, Y_j)\}_{j \in [n]} \) and a mapping \( A \in \mathcal{A}_k \), we define the corresponding compressed sample \( A(\mathcal{D}) := \{(A(X_j), Y_j)\}_{j \in [n]} \). Let \( \nu_k \) be a probability distribution on the set of random feature mappings \( \mathcal{A}_k \). Given \( m \in \mathbb{N} \), we take \( m \) random projections \( A_1, \ldots, A_m \) that are independent and identically distributed with each \( A_i \sim \nu_k \), and consider \( A_1(\mathcal{D}), \ldots, A_m(\mathcal{D}) \), that is \( m \) random projections of the data. We let \( \mathcal{F}_k \subseteq \mathcal{M}(\mathbb{R}^k, \mathcal{V}) \) be a set of functions on the transformed feature space \( \mathbb{R}^k \). We shall view \( \mathcal{F}_k \) as being of relatively small capacity in a sense that will be made precise in Section 3.1 (Assumption I). Examples will include sets of linear classifiers on \( \mathbb{R}^k \). For each \( i \in [m] \), we shall choose \( \hat{f}_i \) in \( \mathcal{F}_k \) based on the compressed sample \( A_i(\mathcal{D}) \) by minimising \( \mathcal{R}_{\mathcal{L}, \mathcal{D}}(f, A_i(\mathcal{D})) \) over \( f \in \mathcal{F}_k \). At test time, the set of predictions \( \{\hat{f}_i(A_i(x))\}_{i \in [m]} \) is combined into a voting ensemble through a function \( \text{Ens} \):

\[
\hat{\phi}(x) \equiv \text{Ens}\left(\{\hat{f}_i(A_i(x))\}_{i \in [m]}\right).
\]

The appropriate combination rule \( \text{Ens} \) depends on the learning task. For example, in the case of classification with the zero-one loss we advocate taking the modal average, and in the case of regression with a squared loss we advocate taking the mean average. The reasons for this will become clear shortly in Section 3.1. The pseudo-code for the procedure that we study in the remainder of this paper is described in Algorithm 1.

**Algorithm 1:** Compressive ensemble empirical risk minimisers

**Input:** A data sample \( \mathcal{D} \), a number of projections \( m \), a distribution over random compressors \( \nu_k \), a loss function \( \mathcal{L} \) and a low-dimensional function class \( \mathcal{F}_k \).

**for** \( i \in [m] \) **do**

- Sample \( A_i \sim \nu_k \);
- Compute \( A_i(\mathcal{D}) := \{(A_i(X_j), Y_j)\}_{j \in [n]} \);
- Choose \( \hat{f}_i \) in \( \mathcal{F}_k \) to minimise \( \mathcal{R}_{\mathcal{L}, \mathcal{D}}(f, A_i(\mathcal{D})) \);

**end**

Combine \( \hat{\phi}(x) := \text{Ens}\left(\{\hat{f}_i(A_i(x))\}_{i \in [m]}\right) \).

**Output:** Compressive ensemble predictor \( \hat{\phi} \).

Minimising the empirical risk can often be a challenging optimisation problem [Feldman et al., 2012], and, in general, an exact minimiser need not even exist. In this work, we focus on the statistical challenge of learning with compressive ensembles and assume that the optimisation error is dominated by the statistical error (see Section 3.2 for details).
We also remark that strictly speaking $\hat{\phi} \in \mathcal{M}((\mathcal{X} \times \mathcal{Y})^n \times \mathcal{A}_k^m \times \mathcal{X}, \mathcal{V})$, since it implicitly depends upon both the random sample $D$, which takes values in $(\mathcal{X} \times \mathcal{Y})^n$, and the sequence of random projections $(A_i)_{i \in [m]}$, which takes values in $\mathcal{A}_k^m$. However, we typically view $\hat{\phi}$ as a random element of $\mathcal{M}(\mathcal{X}, \mathcal{V})$, suppressing the dependence upon $D$ and $(A_i)_{i \in [m]}$ for notational convenience.

3 General framework and main upper bound

This section presents the main assumptions we employ throughout of this work, along with some illustrative examples. We also introduce a notion of compressibility, which will allow us to state our main result in general terms in the next section, before studying specific instances.

3.1 Initial assumptions

We begin with two standard assumptions on the loss function.

**Assumption 1** (Bounded loss function). We shall assume that the loss function $\mathcal{L} : \mathcal{V} \times \mathcal{Y} \to [0, \infty)$ is bounded by some constant $b \geq 1$, so for all $v \in \mathcal{V}$ and $y \in \mathcal{Y}$ we have $\mathcal{L}(v, y) \in [0, b]$.

**Assumption 2** (Lipschitz loss function). We shall assume that $\mathcal{V}$ is a compact metric space with metric $d_\mathcal{V}$ and there exists $\Lambda_{\text{Lip}} \geq 1$ such that $|\mathcal{L}(v_0, y) - \mathcal{L}(v_1, y)| \leq \Lambda_{\text{Lip}} d_\mathcal{V}(v_0, v_1)$ for all $v_0, v_1 \in \mathcal{V}$ and $y \in \mathcal{Y}$.

Typically we have $\mathcal{V} \subseteq \mathbb{R}$, in which case we can take $d_\mathcal{V}$ to be the standard metric defined by $d_\mathcal{V}(v_0, v_1) = |v_0 - v_1|$.

The following assumption will connect the excess risk of the ensemble with the average excess risk of its members. The function $\text{Ens}$ is a measurable map of the form $\text{Ens} : \mathcal{V}^m \to \mathcal{V}$, so $\text{Ens} \in \mathcal{M}(\mathcal{V}^m, \mathcal{V})$. We can extend $\text{Ens} \in \mathcal{M}(\mathcal{V}^m, \mathcal{V})$ to a map $\text{Ens} : \mathcal{M}(\mathcal{X}, \mathcal{V})^m \to \mathcal{M}(\mathcal{X}, \mathcal{V})$ in a pointwise fashion by defining $\text{Ens} \left( \{ \phi_i \}_{i \in [m]} \right) (x) = \text{Ens} \left( \{ \phi_i(x) \}_{i \in [m]} \right)$, for any $\{ \phi_i \}_{i \in [m]} \in \mathcal{M}(\mathcal{X}, \mathcal{V})^m$ and $x \in \mathcal{X}$.

**Assumption 3** (Quasi-convexity). We shall say that $\mathcal{L}$ satisfies the quasi-convexity assumption with constant $\Lambda_{\text{qc}} \geq 1$ and averaging function $\text{Ens}$ if

$$\mathcal{E}_{\mathcal{L}, P} \left\{ \text{Ens} \left( \{ \phi_i \}_{i \in [m]} \right) \right\} \leq \frac{\Lambda_{\text{qc}}}{m} \sum_{i \in [m]} \mathcal{E}_{\mathcal{L}, P} (\phi_i, P)$$

for all Borel probability distributions $P$ on $\mathcal{X} \times \mathcal{Y}$ and all $\{ \phi_i \}_{i \in [m]} \in \mathcal{M}(\mathcal{X}, \mathcal{V})^m$.

The nomenclature comes from the following consequence of Jensen’s inequality (Lemma 1). However the benefit of the quasi-convexity assumption is that it applies also to the 0-1 loss (Lemma 24).

**Lemma 1.** Suppose that $\mathcal{V}$ is a vector space and $\mathcal{L}$ is convex in its first argument. Then Assumption 3 holds with $\Lambda_{\text{qc}} = 1$ and $\text{Ens}((v_i)_{i \in [m]}) = \frac{1}{m} \sum_{i \in [m]} v_i$ for $(v_i)_{i \in [m]} \in \mathcal{V}^m$.

Next, we make precise the idea that the set of functions on the low dimensional space $\mathcal{F}_k \subseteq \mathcal{M} (\mathbb{R}^k, \mathcal{V})$ is of low capacity, through the following assumption. First, recall the notion of covering numbers. Given a set $\mathcal{T}$ with metric $d_\mathcal{T}$ and $\epsilon > 0$, the $\epsilon$-covering number $\mathcal{N}(\mathcal{T}, d_\mathcal{T}, \epsilon)$ is the
cardinality of the smallest subset $\hat{T} \subseteq T$ such that for every $t \in T$ there exists some $\hat{t} \in \hat{T}$ with $d_T(\hat{t}, t) \leq \epsilon$. Given any $n \in \mathbb{N}$ and any $u_{1:n} = \{u_j\}_{j \in [n]} \in (\mathcal{X}^k)^n$ the empirical $\ell_2$ metric $d_{u_{1:n}}^V$ on $\mathcal{F}_k$ is defined for $f_0, f_1 \in \mathcal{F}_k$ by

$$d_{u_{1:n}}^V(f_0, f_1) := \sqrt{\frac{1}{n} \sum_{j \in [n]} d_V(f_0(u_j), f_1(u_j))^2}.$$ 

**Assumption 4** (Covering number condition). We shall say that $\mathcal{F}_k \subseteq \mathcal{M}(\mathbb{R}^k, \mathcal{V})$ satisfies the logarithmic covering number assumption with constant $C_{cn} \geq 1$ and bound $\beta \geq 1$ if for every $n, k \in \mathbb{N}$ with $n > k$, $u_{1:n} \in (\mathbb{R}^k)^n$, $\epsilon > 0$,

$$\mathcal{N}(\mathcal{F}_k, d_{u_{1:n}}^V, \epsilon) \leq \frac{\beta n}{\epsilon} C_{cn} k.$$ 

Finally, we shall make use of the Bernstein-Tsybakov condition, which has been key to obtaining fast rates in the statistical learning literature (Tsybakov (2004b)).

**Assumption 5** (Bernstein-Tsybakov condition). We shall say that $\mathcal{L}$ and $P$ satisfy the Bernstein-Tsybakov condition with exponent $\alpha \in [0, 1]$ and constant $C_B \geq 1$ if

$$\mathbb{E}_{(X,Y) \sim P} \left[ (\mathcal{L}(\phi(X), Y) - \mathcal{L}(\phi^*_P(X), Y))^2 \right] \leq C_B \cdot \mathbb{E}_{\mathcal{L}, P}(\phi)^\alpha,$$

for all $\phi \in \mathcal{M}(\mathcal{X}, \mathcal{V})$.

Here $\phi^*_P \in \mathcal{M}(\mathcal{X}, \mathcal{V})$ denotes a Bayes optimal predictor satisfying (1). Note that the Bernstein-Tsybakov condition is not necessarily restrictive, since it always holds with $\alpha = 0$ and $C_B = b^2$. However, faster rates than $n^{-1/2}$ are obtainable whenever Assumption 4 holds with $\alpha > 0$.

**Example 1** (Binary classification with the zero-one loss). Take $\mathcal{V} = \{1, -1\}$ and the zero-one loss function $\mathcal{L}_{0,1}(v, y) = 1\{v \neq y\}$ for $(v, y) \in \mathcal{V} \times \mathcal{V}$, with the class $\mathcal{F}_{0,1} = \{u \mapsto \text{sgn}(w \cdot u - t) : w \in \mathbb{R}^k, t \in \mathbb{R}\} \subseteq \mathcal{M}(\mathbb{R}^k, \{-1, +1\})$.

**Example 2** (Bounded regression with the squared loss). Take $\mathcal{V} = \mathcal{Y} \subseteq [-\beta, +\beta]$ for some $\beta > 0$, and consider the squared loss function $\mathcal{L}_{sqp}(v, y) = (v - y)^2$ for $(v, y) \in \mathcal{V} \times \mathcal{V}$, with the class $\mathcal{F}_{bl} = \{u \mapsto \max(\min(w \cdot u - t, \beta), -\beta) : w \in \mathbb{R}^k, t \in \mathbb{R}\} \subseteq \mathcal{M}_{\beta}(\mathbb{R}^k)$.

**Example 3** (Conditional probability estimation with the Kullback-Leibler loss). Take $\mathcal{Y} = \{0, 1\}$, define a mapping $\pi : \mathbb{R} \to [0, 1]$ by $\pi(a) = e^a/(1 + e^a)$, and consider the Kullback-Leibler divergence $kl(v, y) = y \log(y/v) + (1 - y) \log((1 - y)/(1 - v))$ for $(v, y) \in [0, 1] \times \mathcal{Y}$. Take $\mathcal{V} = [-\beta, +\beta]$ for some $\beta > 0$, and consider the Kullback-Leibler loss function $\mathcal{L}_{kl} := kl \circ \pi$, acting on the class of functions $\mathcal{F}_{kl}$.

In Appendix A we verify that Examples 1, 3 satisfy Assumptions 1-5. We remark that Example 1 satisfies the quasi-convexity condition (Assumption 2) with the modal average (i.e. majority voting), Examples 2 and 3 satisfy the same condition with the arithmetic average of $\{\phi_i\}_{i \in [m]} \subseteq \mathcal{F}_{bl}^*$ and in the case of Example 3 this corresponds to the product of experts combination (Hinton, 2002) of the nonlinear probabilistic outputs $\{\pi(\phi_i)\}_{i \in [m]}$. 
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3.2 Compressibility

Our main upper bound on the excess risk of Algorithm 1 in the next section will be expressed in terms of a compressibility function \( \psi_P : \mathbb{N} \to [0, \infty) \), defined for each \( k \in \mathbb{N} \) as the expected approximation error of the compressive class \( F_k \):

\[
\psi_P(k) := \mathbb{E}_{A \sim \nu_k} \left[ \inf_{f \in F_k} \{ \mathbb{E}_{L,P}(f \circ A) \} \right].
\]

The compressibility function \( \psi_P \) quantifies the average amount of loss incurred by predicting with the best member of the class \( F_k \) with compressed inputs \( A(x) \), rather than the Bayes-optimal predictor \( \phi_P^∗ \). In order to focus on the statistical aspects of the problem we shall assume that the optimisation error \( O := \frac{1}{m} \sum_{i=1}^{m} (\hat{R}_{L,D}(\hat{f}, A_i(D)) - \inf_{f \in F_k} \{ \hat{R}_{L,D}(f, A_i(D)) \}) \) is dominated by the compressibility term \( \psi_P(k) \). The functional form of the compressibility function is specific to the randomisation scheme employed, and the learning task. Examples will be given in Sections 4.1 and 4.2.

3.3 Main upper bound

With our framework in place, we give a general upper bound on the worst case excess risk of the empirical predictor returned by Algorithm 1.

**Theorem 2.** Suppose that Assumptions 1, 2, 3, 4 and 5 hold with parameters \( b, \beta, \Lambda_{Lip}, \Lambda_{qc}, C_{cn}, C_B > 1, \alpha \in [0,1] \). Take \( n, k, m \in \mathbb{N} \) and let \( \hat{\phi}_{n,k,m} \) denote the compressive ensemble predictor from Algorithm 1 with a sample size \( n \), a projection dimension \( k \), an ensemble size \( m \). There exists a constant \( C_2 \geq 1 \), depending only upon \( b, \beta, \Lambda_{Lip}, \Lambda_{qc}, C_{cn}, C_B, \alpha \), such that, given \( D \sim P \otimes n \) and \((A_i)_{i \in [m]} \sim \nu_k^\otimes m \), the following holds with probability at least \( 1 - \delta \),

\[
\mathbb{E}_{L,P}(\hat{\phi}_{n,k,m}) \leq C_2 \left\{ \psi_P(k) + \left( \frac{k \cdot \log_+ (n) + \log_+ (1/\delta)}{n} \right)^{\frac{1}{m}} + \frac{\log_+ (1/\delta)}{m} \right\}.
\]

Theorem 2 provides generalisation guarantees in arbitrary learning problems which are independent of the dimensionality of the original feature space. The bound consists of three terms. The first term \( \psi_P(k) \) corresponds to the amount of accuracy lost by working on a \( k \)-dimensional compression of the original problem. The second term corresponds to the statistical difficulty of learning in the \( k \)-dimensional setting. The first two terms are in tension: By decreasing \( k \) we can reduce the statistical difficulty of our \( k \)-dimensional problem. However, this reduction in statistical error comes at the expense of an increase in the compressibility term \( \psi_P(k) \). The reduction in statistical error for low \( k \) shows that compressive ERM ensembles in Algorithm 1 perform in-built regularisation effect to guard against overfitting. However, for well-behaved distributions with compressible structure the term \( \psi_P(k) \) can be made small with modest values of \( k \) yielding efficient dimension independent rates. We shall discuss examples of compressible structure for specific learning problems in Sections 4.1 and 4.2.

The third term in the bound corresponds to the error contribution from working with a finite ensemble size \( m \). Note that the bound is non-asymptotic and holds for any finite ensemble size \( m \), and one may set \( m \) to be of order \( n \). The excess risk guarantee improves as the ensemble size \( m \) grows, at a speed that matches the asymptotically optimal rate \( m^{-1} \) determined in recent work of Lopes (2020).
The proof of Theorem 2 is given in Section 5. The main bottleneck is to prevent the excess risk probabilities of individual ensemble members from accumulating with the ensemble size. To achieve this, the starting point is a uniform upper bound on the integrated deviations of dependent empirical processes, which might find applications elsewhere.

So far we have left unspecified the randomised dimensionality compression scheme to be used. Indeed the general result presented in this section could potentially be applied to any independently randomised ensemble, including random coordinate projections (Ho, 1998; Tian and Feng, 2021), and various sketching methods (Cormode, 2017; Cannings, 2020). For the bound to be useful, we need to be able to control the compressibility function $\psi_P(k)$. In the next section we instantiate the general bound presented in this section to classification and regression problems, considering low-distortion compressions, i.e. random projections. Such low-distortion compressions permit bounding the compressibility term to yield generalisation guarantees for ensembles of any size, even for a singleton. In contrast, coordinate projections are known to require a sufficiently large ensemble.

4 Near-minimax optimality conditions for compressive classification and regression with convex losses

In this section we instantiate the general bound of the previous section (Theorem 2) in two fundamental learning problems. Throughout this section, $\mathcal{X}$ will be a separable Hilbert space of arbitrary dimension. We shall consider low-distortion Johnson-Lindenstrauss mappings which make it feasible to control the compressibility in terms of distributional conditions of geometric nature.

Assumption 6 (Johnson-Lindenstrauss property). We shall say that $(\nu_k)_{k \in \mathbb{N}}$ satisfies the Johnson Lindenstrauss property with constant $C_{\text{JL}} \geq 1$ if given any set $\{x_1, \cdots, x_q\} \subseteq \mathcal{X}$ of cardinality $q$, any $\epsilon \in (0, 1)$, $\delta \in (0, 1)$ and $k \geq C_{\text{JL}} \log(q/\delta) \cdot \epsilon^{-2}$ we have

$$\nu_k \left( \left\{ A \in \mathcal{A}_k : \forall j, j' \in [q] \right\} (1-\epsilon)\|x_j - x_j'\|^2 \leq \|A(x_j) - A(x_{j'})\|^2 \leq (1+\epsilon)\|x_j - x_{j'}\|^2 \right) \geq 1 - \delta.$$ 

There are many examples of Johnson-Lindenstrauss (JL) mappings, and the results of this section hold for any of these. In particular, all subgaussian linear maps satisfy JL (Matoušek, 2008) - a class that includes the Gaussian random projection (Dasgupta and Gupta, 2003), as well as computation-friendly bit-flip based transforms (Achlioptas, 2003). For practical implementation, typically $\mathcal{X} = \mathbb{R}^d$ is taken, although a separable Hilbert space is sufficient in theory (Biau et al., 2008, Theorem 3.1).

Moreover, Assumption 6 is also satisfied by certain structured random matrices that enable efficient computation of the compressive mapping, most notably the Fast Johnson-Lindenstrauss transform (Ailon and Chazelle, 2006), and random matrices that exploit sparse matrix multiplications (Kane and Nelson, 2014). The quest for developing efficient Johnson-Lindenstrauss transforms is currently an active research area; some constructions require a slightly larger target dimension in exchange of greater savings in computation time (Freksen and Larsen, 2020). However, the target dimension of order $\log(q) \epsilon^{-2}$ is known to be optimal in that any transform that satisfies Assumption 6 uniformly over any set of $q$ points must have a target dimension of this order (Larsen and Nelson, 2017).
4.1 Compressive classification with a geometric margin condition

Consider the classification setting discussed in Example 11. Take $\mathcal{V} = \mathcal{Y} = \{-1,+1\}$ and the zero-one loss function $L_{0,1}(v,y) = 1 \{v \neq y\}$. Given a Borel probability distribution $\mathbf{P}$ on $\mathcal{X} \times \mathcal{Y}$ we let $\eta : \mathcal{X} \to [0,1]$ denote the regression function defined by $\eta(x) := \mathbf{E}_{X,Y \sim \mathbf{P}}[Y = 1|X]$ and let $P_X$ denote the marginal distribution over $X$ where $(X,Y) \sim \mathbf{P}$. We let $\|\cdot\|$ denote the Euclidean norm on a Hilbert space $\mathcal{X}$. The low complexity function class of interest in this section is $\mathcal{F}_k = \{z \to \text{sgn}(w^\top z - t) : w \in \mathbb{R}^k, t \in \mathbb{R}\} \subseteq M_1(\mathbb{R}^k)$.

We introduce three distributional assumptions. These capture benign characteristics of the problem that allow a tight bound on the compressibility $\psi(k)$. Our first assumption is a geometric margin condition.

**Assumption 7** (Geometric margin condition). We shall say that a distribution $\mathbf{P}$ on $\mathcal{X} \times \{0,1\}$ satisfies the geometric margin condition with exponent $\gamma > 0$, constant $C_G \geq 1$ and approximation error $\theta \in [0,1]$, if $\mathcal{X}$ is a separable Hilbert space and there exists $(w_o,t_o) \in \mathcal{X} \times \mathbb{R}$ with $\|w_o\| = 1$ with the following properties:

(i) The linear classifier $\phi^o : \mathcal{X} \to \{-1,+1\}$ defined by $\phi^o(x) := \text{sgn}(w_o^\top x - t_o)$ for $x \in \mathcal{X}$, has excess error $\mathcal{E}_{L,P}(\phi^o) \leq \theta$.

(ii) Letting $S_\xi := \{x \in \mathcal{X} : |w_o^\top x - t_o| \leq \xi\}$ we have $\int_{S_\xi} |2\eta(x) - 1| \ dP_X(x) \leq C_G \cdot \xi^\gamma$ for each $\xi > 0$.

The reason we call Assumption 7 a geometric margin condition is that it involves the set of points $S_\xi$ near the $\phi^o$-decision boundary $S_0 := \{x \in \mathcal{X} : w_o^\top x = t_o\}$. However, observe that Assumption 7 differs in an essential way from previously considered geometric margin conditions in compressive classification, e.g. by Bălan et al. (2006); Arriaga and Vempala (1999) and others, which were inherited directly from traditional data-space classification theory. In particular, assumption 7 does not require the classes to be separable. Assumption 7 requires that there is a linear classifier $\phi^o$ with low excess error $\theta$, for which there is not too much mass close to its decision boundary $S_0$. Moreover, this mass is weighted by $|2\eta(x) - 1|$ so that very little penalty is incurred for difficult to classify points near the decision boundary. Our next assumption controls the tails of our marginal distribution.

**Assumption 8** (Moment condition). We say that $\mathbf{P}$ satisfies the moment condition with exponent $\rho \in (0, \infty)$ and constant $C_M \geq 1$ if

$$\int_{\|x\| > s} |2\eta(x) - 1| \ dP_X(x) \leq C_M \cdot s^{-\rho}$$

for all $s > 0$.

Assumption 8 is a significant relaxation of the assumption of bounded support often utilised within the classification literature. We refer to Assumption 8 as a moment condition since it holds whenever $2\mathbb{E}_{X \sim \mathbf{P}_X}[\|X\|^\rho] \leq C_M$, by Markov’s inequality. Finally we shall make use of the classification form of the Tsybakov noise condition (Mammen and Tsybakov 1999). This will ensure the Bernstein-Tsybakov condition (Assumption 5) is satisfied.

**Assumption 9** (Noise condition). We say that $\mathbf{P}$ satisfies the Tsybakov noise condition with exponent $\alpha \in [0,1)$ and constant $C_T \geq 1$ if $P_X(x \in \mathcal{X} : |2\eta(x) - 1| \leq \epsilon) \leq C_T \cdot \epsilon^{-\frac{\alpha}{\alpha - 1}}$ for all $\epsilon \in (0,1)$.
Tsybakov et al. have shown that Assumption 9 implies Assumption 5 with a suitable choice of $C_B$ depending upon $\alpha$ and $C_T$ (Tsybakov 2004). Proposition 1). We now introduce a class of distributions with compressible structure.

**Definition 1** (Compressive classification measure class). Given parameters
\[
\Gamma = ((\gamma, C_G), (\rho, C_M), (\alpha, C_T)) \text{ where } C_T, C_G, C_M \geq 1, \alpha \in [0, 1], \gamma, \rho \in (0, \infty) \text{ we let } \mathcal{P}_{0,1}(\Gamma, \theta) \text{ denote the set of all Borel probability } P \text{ on } \mathcal{X} \times \mathcal{Y} \text{ which satisfy Assumption 4 with parameters } (\gamma, C_G, \theta), \text{ Assumption 5 with parameters } (\rho, C_M), \text{ and Assumption 6 with parameters } (\alpha, C_T). \]

**Theorem 3** (Compressive classification upper bound). Let $\mathcal{L}_{0,1}$ be the zero-one loss function and take distributional parameters $\Gamma = ((\gamma, C_G), (\rho, C_M), (\alpha, C_T))$ where $C_B, C_G, C_M \geq 1, \alpha \in [0, 1], \gamma, \rho \in (0, \infty)$. Suppose further that our random projection measures $(\nu_k)_{k \in \mathbb{N}}$ satisfy the Johnson Lindenstrauss property with constant $C_{JL} \geq 1$. There exists a constant $C_0 \geq 1$, depending only on $\Gamma$ and $C_{JL}$, such that for any $n, k, m \in \mathbb{N}$, $\theta \in (0, 1]$, $\delta \in (0, 1)$, and $P \in \mathcal{P}_{0,1}(\Gamma, \theta)$, then the following holds with probability at least $1 - \delta$ over $D \sim P_{\Sigma n}$ and $(A_i)_{i \in [m]} \sim \nu_k^m$, 
\[
\mathcal{E}_{\mathcal{L}_{0,1}}(\hat{\phi}_{n,k,m}) \leq C_0 \left\{ \left( \frac{\log(k)}{k} \right)^{\frac{\gamma\rho}{2(\gamma\rho + \gamma\rho + \gamma\rho - 1)}} + \left( \frac{k \cdot \log(k) + \log(1/\delta)}{n} \right)^{\frac{\gamma\rho}{1 + \gamma\rho}} + \frac{\log(1/\delta)}{m} + \theta \right\}.
\]

Moreover, if $k = \left\lceil \left( n/\log(n) \right)^{\frac{2(\gamma\rho + \gamma\rho + \gamma\rho - 1)}{2(\gamma\rho + \gamma\rho + \gamma\rho - 1)}} \right\rceil$ then with probability at least $1 - \delta$ we have,
\[
\mathcal{E}_{\mathcal{L}_{0,1}}(\hat{\phi}_{n,k,m}) \leq C_0 \left\{ \left( \frac{\log(n)}{n} \right)^{\frac{2(\gamma\rho + \gamma\rho + \gamma\rho - 1)}{2(\gamma\rho + \gamma\rho + \gamma\rho - 1)}} + \left( \frac{\log(1/\delta)}{n} \right)^{\frac{\gamma\rho}{1 + \gamma\rho}} + \frac{\log(1/\delta)}{m} + \theta \right\}.
\]

Theorem 3 highlights the dependence of the worst case excess risk on the geometric exponents $\gamma$ and $\rho$ in combination with the statistical Bernstein-Tsybakov exponent $\alpha$. Theorem 4 below implies that the rate is minimax optimal up to logarithmic factors.

A direct comparison with the rate previously obtained for compressive learning by Chen and Li (2014) would be difficult to make, as their assumptions are very different in flavour from ours, and they consider regularised problems in the reduced space whereas our result highlights the regularisation effect of the compressive approach itself. However, whenever $\gamma \rho > \gamma + \rho$, the rate in Theorem 3 is always (i.e., even if $\alpha = 0$) no worse than the rate $n^{-1/4}$ found previously in the analysis of Chen and Li (2014), which did not exploit geometric properties of the distribution.

Theorem 4 is a consequence of Theorem 2 combined with the following proposition.

**Proposition 1** (Compressibility of linear classification). Let $\mathcal{L}_{0,1}$ be the zero-one loss function and take distributional parameters $\Gamma = ((\gamma, C_G), (\rho, C_M), (\alpha, C_T))$ where $C_B, C_G, C_M \geq 1, \alpha \in [0, 1], \gamma, \rho \in (0, \infty)$. Suppose further that our random projection measures $(\nu_k)_{k \in \mathbb{N}}$ satisfy the Johnson Lindenstrauss property with constant $C_{JL} \geq 1$. There exists a constant $C_0 \geq 1$, depending only on $\Gamma, C_{JL}$, such that for all $k \in \mathbb{N}$, and all $P \in \mathcal{P}_{0,1}(\Gamma, \theta)$,
\[
\psi_P(k) \leq C_0 \left( \frac{\log(k)}{k} \right)^{\frac{\gamma\rho}{\gamma + \gamma + \gamma\rho - 1}} + \theta. \tag{3}
\]

To prove Proposition 1 we begin with the following consequence of Assumption 6.

**Lemma 4.** Suppose that Assumption 6 holds. Take $k \in \mathbb{N}$, $w_0 \in \mathcal{X}$ with $\|w_0\| = 1$, $t_0 \in \mathbb{R}, \xi \in (0, 1]$ and $s \in [1, \infty]$. Given $x \in \mathcal{X}$ with $\|w_0\| x - t_0 \geq \xi$ and $\|x\| \leq s$ we have,
\[
\nu_k \left\{ A \in \mathcal{A}_k : \text{sgn}(A(w_0)^\top A(x) - t_0) \neq \text{sgn}(w_0^\top x - t_0) \right\} \leq 3e^{-\xi^2k/(4C_{JL}s^2)}. \tag{4}
\]
Proof. Take $\epsilon := \xi/(2s)$ and define an event $E_{x,k} \subseteq A_k$ by

$$E_{x,k} := \bigcap_{z \in \{\pm x/\|x\|\}} \{ A \in A_k : (1 - \epsilon) \cdot \|w_o - z\|^2 \leq \|A(w_o) - A(z)\| \leq (1 + \epsilon) \cdot \|w_o - z\|^2 \}.$$ 

Take $A \in E_{x,k}$ and suppose that $w_o^\top x - t_o > 0$. Taking $\tilde{x} = x/\|x\|_2$,

$$A(w_o)^\top A(x) = \frac{\|x\|^2}{4} (\|A(w_o) + A(\tilde{x})\|^2_2 - \|A(w_o) - A(\tilde{x})\|^2_2) \geq \frac{\|x\|^2}{4} ((1 - \epsilon)\|w_o + \tilde{x}\|^2_2 - (1 + \epsilon)\|w_o - \tilde{x}\|^2_2) \geq w_o^\top x - \epsilon \cdot \|x\| > t_o + \xi - \epsilon \cdot s \geq t_o,$$

so $\text{sgn}(A(w_o)^\top A(x) - t_o) = \text{sgn}(w_o^\top x - t_o)$. By symmetry we also have $\text{sgn}(A(w_o)^\top A(x) - t_o) = \text{sgn}(w_o^\top x - t_o)$ when $A \in E_{x,k}$ and $w_o^\top x - t_o < 0$. Moreover, by Assumption [6] we have $\nu_k(E_{x,k}) \geq 1 - 3e^{-\xi^2k/(4C_Ms^2)}$, so result follows.

Next we deduce Proposition [4] from Lemma [3].

Proof of Proposition [4]. Take $(w_o, t_o) \in X \times \mathbb{R}$ with $\|w_o\| = 1$ with the properties guaranteed by Assumption [7] and let $\phi_o(x) := \text{sgn}(w_o^\top x - t_o)$ be the associated linear classifier. Take $\xi \in (0,1]$ and $s \in [1, \infty)$ and let $U := \{ x \in B_s(0) \setminus S_\xi : \phi_o(x) = \phi^*(x) \}$. By Assumptions [7] and [8] for any $\phi \in M(X, Y)$, we have

$$\mathcal{E}_{\mathcal{L}_{0,1}, p}(\phi) \leq \int_U |2\eta(x) - 1| \cdot 1 \{ \phi(x) \neq \phi_o(x) \} \, dP_X(x) + \int_{X \setminus U} |2\eta(x) - 1| \, dP_X(x) \leq P_X(\{ x \in U : \phi(x) \neq \phi_o(x) \}) + C_G \cdot \xi^2 + C_M \cdot s^{-\rho} + \theta.$$ 

Next for each $A \in A_k$ let $f_A \in \mathcal{F}_k$ denote the map $f_A(z) = \text{sgn}(A(w_o)^\top z - t_o)$. Hence, by Lemma [4] for each $x \in U$ we have $\nu_k(\{ A \in A_k : f_A \circ A(x) \neq \phi_o(x) \}) \leq 3e^{-\xi^2k/(4C_Ms^2)}$. Thus, by Fubini’s theorem we have

$$\psi(k) \leq \int_{A_k} \mathcal{E}_{\mathcal{L}_{0,1}, p}(f_A \circ A) \, d\nu_k(A) \leq \int_{A_k} P_X(\{ x \in U : f_A \circ A(x) \neq \phi_o(x) \}) \, d\nu_k(A) + C_G \cdot \xi^2 + C_M \cdot s^{-\rho} + \theta \leq 3e^{-\xi^2k/(4C_Ms^2)} + C_G \cdot \xi^2 + C_M \cdot s^{-\rho} + \theta.$$

To complete the proof we take $\xi = 1 \land (4C_M \log(3k)/k)^{1/(4s^{-\rho})}$ and $s = \xi^{-\gamma/\rho}$ to yield the required bound.

Our next result (Theorem [5]) is a minimax lower bound for the class of distributions introduced in Definition [1]. In conjunction with Theorem [3] this result shows that compressive ensembles achieve the minimax optimal rate, up to logarithmic factors.
Theorem 5 (Minimax lower bound). Let $\mathcal{L}_{0,1}$ be the zero-one loss function and take $\Gamma = ((\alpha, C_T), (C_G, \gamma), (C_M, \rho))$ where $C_T, C_M \geq 1$, $C_G \geq 2^{1/2}$, $\alpha \in (0, 1]$, $\gamma$, $\rho \in (0, \infty)$. Given $n \in \mathbb{N}$, let $\mathcal{X}$ be a Hilbert space of dimension at least $n$, and take $\theta \in [0, 1]$. There exists a constant $C^e > 0$ depending only upon $\Gamma$, such that for any empirical classifier $\hat{\phi} : (\mathcal{X} \times \mathcal{Y})^n \times \mathcal{X} \to \mathcal{Y}$, there exists a distribution $P \in \mathcal{P}_{0,1}(\Gamma, \theta)$ with

$$
\mathbb{E}_{D \sim P^{\otimes n}}[\mathcal{L}_{0,1, P}(\hat{\phi})] \geq \frac{n}{2^{(\alpha+1)\gamma + 2\rho} + 1} - \frac{H}{2} \cdot t(1-t) \cdot (v_0 - v_1)^2,
$$

(5)&

The proof of Theorem 5 is given in Section 6. The proof involves the construction of a family of distributions within the class which are, simultaneously, sufficiently close that they are hard to tell apart based on a sample of size $n$, and sufficiently far apart that failing to do so must incur a large error.

4.2 Compressive regression with a fast decaying covariance spectrum

We now turn our attention to strongly convex losses such as the squared loss and logistic loss discussed earlier in the Examples 29. Throughout the section we take $\mathcal{X}$ to be a separable Hilbert space, $\mathcal{Y} = \mathbb{R}$, $\mathcal{V} = [-\beta, \beta]$, and consider the bounded linear function class $\mathcal{F}_k \equiv \mathcal{F}_k^1 = \{u \mapsto \max(\min(w \cdot u - t, \beta), -\beta) : w \in \mathbb{R}^k, t \in \mathbb{R}\} \subseteq M_\beta(\mathbb{R}^k)$. A function $\varphi : [a, b] \to \mathbb{R}$ is said to be H-strongly mid-point convex on $[a, b]$ if

$$
\varphi((1-t)v_0 + tv_1) \leq (1-t)\varphi(v_0) + t\varphi(v_1) - \frac{H}{2} \cdot t(1-t) \cdot (v_0 - v_1)^2,
$$

(6)

for all $v_0, v_1 \in [a, b]$ and $t \in [0, 1]$. We say that $\varphi : [a, b] \to \mathbb{R}$ is H-strongly mid-point convex on $[a, b]$ if (6) holds for all $v_0, v_1 \in [a, b]$ and $t = 1/2$. Note that any twice differentiable function $\varphi$ with strictly positive second derivative $\varphi'' \geq H$ is H-strongly convex (Lemma 29), and hence H-strongly mid-point convex.

Assumption 10 (Strongly Convex loss). We shall say that the loss function $\mathcal{L} : [-\beta, \beta] \times \mathcal{Y} \to [0, b]$ is strongly mid-point convex with constant $H > 0$ if for all $y \in \mathcal{Y}$, the function $v \mapsto \mathcal{L}(v, y)$ is H-strongly mid-point convex on $[-\beta, \beta]$.

Lemma 28 shows that any loss function satisfying Assumption 10 also satisfies the Bernstein-Tsybakov condition with exponent $\alpha = 1$, and constant $C_B = 4\Lambda_{lip}^2/H$. We shall introduce two further distributional assumptions. Firstly, Assumption 11 concerns the existence of a linear predictor of bounded norm with low excess error. Secondly, Assumption 12 requires that the eigenvalues of the underlying covariance matrix decay at an exponential rate.

Assumption 11 (Linear approximation condition). We shall say that $P$ on $\mathcal{X} \times \mathcal{Y}$ satisfies the linear approximation condition with loss $\mathcal{L} : [-\beta, \beta] \times \mathcal{Y} \to [0, b]$ and constants $W_{\max} \geq 1$, $\theta \in [0, 1]$ if $\mathcal{X}$ is a Hilbert space and there exists $(w_0, t_0) \in \mathcal{X} \times \mathbb{R}$ with and $\|w_0\|_2 \leq W_{\max}$ such that the predictor $\phi_0 : \mathcal{X} \to \mathbb{R}$ defined by $\phi_0(x) := \min\{\beta, \max\{-\beta, w_0^\top x + t_0\}\}$ has excess risk $\mathcal{E}_{\mathcal{L}, P}(\phi_0) \leq \theta$.

Furthermore, we assume a fast decay on the eigen-spectrum of the covariance operator of the marginal distribution.

Assumption 12 (Spectral decay condition). We say that $P$ satisfies the spectral decay condition with constant $C_{sp} \geq 1$, decay $\omega \in (0, 1)$ if $P_X$ has covariance operator $\mathcal{Y}$ with singular values $\lambda_r(\mathcal{Y}) \leq C_{sp} \cdot \omega^r$ for all $r \in \mathbb{N}$.
We define the following class of distributions.

**Definition 2** (Compressive measure class). Given a bounded loss function $\mathcal{L} : [-\beta, \beta] \times \mathcal{Y} \rightarrow [0, b]$ and parameters $\Gamma = (W_{\text{max}}, C_{sp}, \omega) \in [1, \infty) \times ((1, \infty) \times (0, 1))$ we let $\mathcal{P}_L(\Gamma, \theta)$ denote the set of all Borel probability distributions $P$ on $X \times \mathcal{Y}$, for which Assumption 11 is satisfied with loss function $\mathcal{L}$ and parameters $(W_{\text{max}}, \theta)$ and Assumption 14 is satisfied with parameters $(C_{sp}, \omega)$.

**Theorem 6** (Compressive regression upper bound). Let $\mathcal{L} : [-\beta, \beta] \times \mathcal{Y} \rightarrow [0, b]$ be a loss function satisfying Assumptions 12 with parameters $\Omega := (\beta, b, \Lambda_{\text{Lip}}, H) \in [1, \infty)^2 \times (0, 1)$ and take distributional parameters $\Gamma = (W_{\text{max}}, C_{sp}, \omega) \in [1, \infty)^2 \times (0, 1)$ and $\theta \in [0, 1]$. Suppose further that $(\nu_k)_{k \in \mathbb{N}}$ satisfy the Johnson Lindenstrauss property with constant $C_{JL} \geq 1$. There exist constants $C_6 \geq 1$, $\tilde{c} \in (0, 1)$ depending only on $\Gamma$, $\Omega$ and $C_{JL}$, such that for any $n, k, m \in \mathbb{N}$, $\theta \in [0, 1]$ and $\delta \in (0, 1)$, for any probability distribution $P \in \mathcal{P}_L(\Gamma, \theta)$, with probability at least $1 - \delta$

$$\mathcal{E}_{\mathcal{L}, P} \left( \hat{\phi}_{n,k,m} \right) \leq C_6 \left\{ \exp(-\tilde{c} \cdot k) + \frac{k \cdot \log^+ (n) + \log^+ (1/\delta)}{n} + \frac{\log(1/\delta)}{m} + \theta \right\}. $$

Moreover, with $k = \lceil \log^+ (n) \rceil$ with probability at least $1 - \delta$ we have

$$\mathcal{E}_{\mathcal{L}, P} \left( \hat{\phi}_{n,k,m} \right) \leq C_6 \left\{ \frac{\log^2 (n) + \log^+ (1/\delta)}{n} + \frac{\log(1/\delta)}{m} + \theta \right\}. $$

Theorem 6 complements recent work by Slawski (2018), which gives an expectation bound for compressive ordinary least squares (OLS) regression in the fixed design setting and highlights a parallel with Principal Component Regression (PCR) through the role of spectral decay. Our result shows that a similar effect holds in the in random design setting, for a larger class of loss functions, and our guarantees hold with high probability rather than just in expectation w.r.t the training sample. We should mention that guarantees that do not require a spectral decay condition are known for a form of compressive ridge-regularised kernel regression (Yang et al., 2017). However, a comparison would be difficult as the setting is very different. In particular, the goal in that work was to preserve the optimality of a ridge-regularised model when compressing the kernel for computational speedup, whereas our analysis is aimed to bring out the regularisation effect of a compressive feature representation itself, highlighting its ability to transform an arbitrary high dimensional problem that is not learnable from a small sample into a low dimensional problem that is nearly optimally learnable. Theorem 6 is a consequence of Theorem 2 combined with Lemma 28 and Proposition 2.

**Proposition 2** (Compressibility of generalised linear regression). Take $\beta, \Lambda_{\text{Lip}} \in [1, \infty)$, $C_{JL} \in [1, \infty)$ and $\Gamma = (W_{\text{max}}, C_{sp}, \omega) \in [1, \infty)^2 \times (0, 1)$. Let $\mathcal{L} : [-\beta, \beta] \times \mathcal{Y} \rightarrow [0, b]$ be a loss function satisfying Assumption 8 with parameter $\Lambda_{\text{Lip}}$. Suppose that $(\nu_k)_{k \in \mathbb{N}}$ satisfy the Johnson Lindenstrauss property with constant $C_{JL} \geq 1$. There exist constants $\tilde{C}_6 \geq 1$, $\tilde{c} \in (0, 1)$ depending only on $\beta$, $\Lambda_{\text{Lip}}$, $\Gamma$ and $C_{JL}$ such that for all $k \in \mathbb{N}$, $\theta \in [0, 1]$, and all $P \in \mathcal{P}_L(\Gamma, \theta)$,

$$\psi_P(k) \leq \tilde{C}_6 \cdot \exp(-\tilde{c} \cdot k) + \theta. $$

To prove Proposition 2, we use the following consequence of Slawski (2018, Theorem 1). For completeness, we give a short alternative proof of Lemma 7 in Appendix B.
the following holds with probability at least \(1\):

\[
\inf_{w \in \mathbb{R}^k} ||w^T A X - w_0^T X||_2^2 \leq 18 ||w_0||_2^2 \sum_{j \geq r+1} \lambda_j (X X^T).
\] (9)

**Proof of Proposition 2.** Fix \(q, r \in \mathbb{N}\), to be specified later. For each \(A \in A_k\) define \(\Delta_A : \mathcal{X}^q \to \mathbb{R}\) by

\[
\Delta_A(x_{1:q}) := \sup_{f \in \mathcal{F}_k} \left\{ \int_{\mathcal{X}} (f \circ A(x) - \phi(x))^2 dP_X(x) - \frac{1}{q} \sum_{\ell=1}^q (f \circ A(x_\ell) - \phi(x_\ell))^2 \right\}
\]

for \(x_{1:q} = (x_\ell)_{\ell \in \mathcal{N}} \in \mathcal{X}^q\). Define subsets \(E_{rd}\) and \(E_{sp}\) by

\[
E_{rd} := \left\{ x_{1:q} \in \mathcal{X}^q : \int_{A_k} \Delta_A(x_{1:q}) d\nu_k(A) \leq 48 \beta^2 \sqrt{C_{cn} \frac{k}{q} \log_+ \left( \frac{2 \beta^2 q^3}{k} \right)} \right\}
\]

\[
E_{sp} := \left\{ x_{1:q} \in \mathcal{X}^q : \sum_{j \geq r+1} \lambda_j \left( \frac{1}{q} \sum_{\ell=1}^q x_\ell x_\ell^T \right) \leq 3 \sum_{j \geq r+1} \lambda_j (\Sigma) \right\}.
\]

We shall use the probabilistic method to show that \(E_{rd} \cap E_{sp} \neq \emptyset\). By Lemma 12 with \(r = (2 \beta)^4\), for each \(A \in A_k\) we have

\[
\mathcal{R} \left( \{ x \mapsto (f \circ A(x) - \phi(x))^2 \}_{f \in \mathcal{F}_k}, x_{1:q} \right) \leq 3 \beta^2 \sqrt{C_{cn} \frac{k}{q} \log_+ \left( \frac{q^3}{k} \right)}.
\] (10)

Hence, by symmetrization (e.g., [Mohri et al., 2012], Chapter 3)) for each \(A \in A_k\) we have

\[
\int_{\mathcal{X}^q} \Delta_A(x_{1:q}) d(P_X)^q(x_{1:n}) \leq 2 \int_{\mathcal{X}^q} \mathcal{R} \left( \{ x \mapsto (f \circ A(x) - \phi(x))^2 \}_{f \in \mathcal{F}_k}, x_{1:q} \right) d(P_X)^q(x_{1:n}).
\]

By applying Fubini’s theorem and combining with (10) we have

\[
\int_{\mathcal{X}^q} \left( \int_{A_k} \Delta_A(x_{1:q}) d\nu_k(A) \right) d(P_X)^q(x_{1:n}) \leq 2^4 \beta^2 \sqrt{C_{cn} \frac{k}{q} \log_+ \left( \frac{q^3}{k} \right)}.
\]

Hence, by Markov’s inequality we have \((P_X)^q(E_{rd}) \geq 2/3\). Similarly, by Markov’s inequality, we also have \((P_X)^q(E_{sp}) \geq 2/3\). Combining these two bounds we conclude that \(E_{rd} \cap E_{sp} \neq \emptyset\). For the remainder of the proof we fix \(x_{1:q} = (x_\ell)_{\ell \in \mathcal{N}} \in E_{rd} \cap E_{sp}\). Let \(\Phi : \mathcal{X} \to \mathbb{R}^d\) be a linear map which is isometric on the \(d\)-dimensional linear subspace spanned by \(\{x_1, \ldots, x_q, w_0\}\) and let \(X \in \mathbb{R}^{d \times q}\) be the matrix with columns \(q^{-1/2} \cdot \Phi(x_1), \ldots, q^{-1/2} \cdot \Phi(x_q)\). It follows that given a random projection \(A : \mathcal{X} \to \mathbb{R}^k\) with \(A \sim \nu_k\) satisfying Assumption 6 with constant \(C_{1L}\), the induced random projection \(A \Phi^\top : \mathbb{R}^d \to \mathbb{R}^k\) also satisfies Assumption 6 with constant \(C_{1L}\). Hence, noting
that $z \mapsto \min\{\beta, \max\{-\beta, z\}\}$ is 1-Lipschitz and applying Lemma 7 we see that with probability at least $1 - (24^r + 2q)e^{-c\epsilon k}$ over $A \sim \nu_k$ we have

$$
\inf_{f \in F_k} \frac{1}{q} \sum_{\ell = 1}^{q} (f \circ A(x_\ell) - \phi_0(x_\ell))^2 \leq \inf_{w \in \mathbb{R}^k, t \in \mathbb{R}} \frac{1}{q} \sum_{\ell = 1}^{q} \{ (w^T A x_\ell + t) - (w_\circ^T x_\ell + t_{\circ}) \}^2
$$

$$
\leq \inf_{w \in \mathbb{R}^k} \frac{1}{q} \sum_{\ell = 1}^{q} (w^T A x_\ell - w_\circ^T x_\ell)^2
$$

$$
= \inf_{w \in \mathbb{R}^k} \|w^T A \Phi^T \Phi(x_\ell) - \Phi(w_\circ)^T \Phi(x_\ell)\|^2
$$

$$
\leq 18\|\Phi(w_\circ)\|^2 \sum_{j \geq r+1} \lambda_j (\Sigma^T)
$$

$$
= 18\|w_\circ\|^2 \sum_{j \geq r+1} \lambda_j \left( \frac{1}{q} \sum_{\ell = 1}^{q} x_\ell x_\ell^T \right)
$$

$$
\leq 54W_{\max}^2 \sum_{j \geq r+1} \lambda_j (\Sigma),
$$

where we have used $x_{1:q} \in E_{sp}$ in the final inequality. Hence, by combining with $x_{1:q} \in E_{rd}$ we deduce that

$$
\int_{A_k} \inf_{f \in F_k} \left\{ \int_X (f \circ A(x) - \phi_0(x))^2 dP_X(x) \right\}^{1/2} \ d\nu_k(A)
$$

$$
\leq \int_{A_k} \left( \inf_{f \in F_k} \left\{ \frac{1}{q} \sum_{\ell = 1}^{q} (f \circ A(x_\ell) - \phi_0(x_\ell))^2 \right\} + \Delta_A(x_{1:q}) \right)^{1/2} \ d\nu_k(A)
$$

$$
\leq \left\{ 54W_{\max}^2 \sum_{j \geq r+1} \lambda_j (\Sigma) + (2\beta)^2 \{ 24^r + 2q \} e^{-c\epsilon k} + 48\beta^2 \sqrt{C_{\text{cn}^{-k}} k \cdot \log_2 \left( \frac{q}{k} \right) } \right\}^{1/2}.
$$

Taking $q = [e^{c\epsilon k/2}]$ and $r := [c s k/(2\log 24)]$ we see that there exists $\tilde{C}_{\text{cn}} \geq 1$ and $\tilde{C}_{\text{cn}} \in (0, 1)$, both depending only upon $\beta, \Lambda_{\text{Lip}}, \Gamma$ and $C_{\text{ML}}$ such that

$$
\Lambda_{\text{Lip}} \left\{ \int_X (f \circ A(x) - \phi_0(x))^2 dP_X(x) \right\}^{1/2} \ d\nu_k(A) \leq \tilde{C}_{\text{cn}} \exp(-\tilde{C}_{\text{cn}} k),
$$

By the Lipschitz property of the loss function combined with Jensen’s inequality we have

$$
\mathcal{E}_{L, P}(\phi) \leq \int_{X \times Y} \{ \mathcal{L}(\phi(x), y) - \mathcal{L}(\phi_0(x), y) dP(x, y) + \mathcal{E}_{L, P}(\phi_0) \}
$$

$$
\leq \Lambda_{\text{Lip}} \cdot \left\{ \int_X (\phi(x) - \phi_0(x))^2 dP_X(x) \right\}^{1/2} + \theta.
$$

Hence, by applying the bound 11 we obtain $\psi_P(k) \leq \tilde{C}_{\text{cn}} \exp(-\tilde{C}_{\text{cn}} k) + \theta$, as required. \qed
Finally, we show that the upper bound in Theorem 6 is minimax-optimal up to logarithmic factors (Theorem 8) for non-trivial loss functions. More precisely, we require the following additional non-degeneracy condition.

Assumption 13 (Non-degenerate loss functions). We shall say that the loss function \( \mathcal{L} : \mathcal{V} \times \mathcal{Y} \rightarrow [0, b] \) is \( \varpi \)-non-degenerate if there exists \( y_0, y_1 \in \mathcal{Y} \) such that

\[
\inf_{v \in \mathcal{V}} \{ \mathcal{L}(v, y_0) + \mathcal{L}(v, y_1) \} \geq \inf_{v \in \mathcal{V}} \{ \mathcal{L}(v, y_0) \} + \inf_{v \in \mathcal{V}} \{ \mathcal{L}(v, y_1) \} + 2\pi.
\] (12)

We emphasise that Assumption 13 will always hold, for an appropriately chosen \( \varpi > 0 \), on any interesting learning problems in our setting. Indeed, if Assumption 13 is violated for some loss function \( \mathcal{L} : \mathcal{V} \times \mathcal{Y} \rightarrow [0, b] \) where \( \mathcal{V} \) is compact and \( \mathcal{L} \) satisfies Assumptions 2 and 10 then any function satisfying \( \phi(x) \in \bigcap_{y \in \mathcal{Y}} \arg\inf_{v \in \mathcal{V}} \mathcal{L}(v, y) \) will be simultaneously Bayes optimal for all distributions \( P \) on \( \mathcal{X} \times \mathcal{Y} \). Note in particular that the squared loss \( \mathcal{L}_{\text{sqr}} : [-\beta, \beta]^2 \rightarrow [0, (2\beta)^2] \) satisfies Assumption 13 with \( \varpi = \beta^2 \) and the Kullback-Leibler loss \( \mathcal{L}_{\text{kl}} : [-\beta, \beta]^2 \rightarrow [0, \log(1 + e^{\beta})] \) satisfies Assumption 13 with \( \varpi = \log(2/(1 + e^{-\beta})) \).

Theorem 8 (Minimax lower bound). Let \( \mathcal{L} : [-\beta, \beta] \times \mathcal{Y} \rightarrow [0, b] \) be a loss function satisfying Assumptions 4, 8, and 13 with parameter \( \varpi \in (0, \infty) \). Let \( \mathcal{X} \) be Hilbert space containing a non-zero element, and take \( \Gamma = (W_{\max}, C_{sp}, \omega) \in [1, \infty)^2 \times (0, 1) \) with \( W_{\max} \geq 2\beta \cdot \omega^{-1/2} \) and \( \theta \in [0, 1] \). There exists a constant \( \beta_0 > 0 \) depending only upon \( \varpi \) and \( b \) such that for any \( n \in N \) and any empirical predictor \( \hat{\phi} : (\mathcal{X} \times \mathcal{Y})^n \times \mathcal{X} \rightarrow \mathcal{Y} \), there exists a distribution \( P \in \mathcal{P}_\mathcal{L}(\Gamma, \theta) \) such that

\[
\mathbb{E}_{D \sim P^{\otimes n}}[\mathcal{L}_{\mathcal{P}}(\hat{\phi})] \geq \beta_0 \cdot \{ n^{-1} + \theta \}.
\]

Theorem 8 shows that the upper bound achieved by compressive regression in Theorem 6 is minimax optimal up to logarithmic factors. A proof of Theorem 8 is given in Section 6.

5 Proof of the general upper bound

The first stage of the proof is to establish a high probability uniform upper bound on the integrated deviations of dependent empirical processes where the integration is with respect to the distribution over random projections (Section 5.1, Theorem 9). This result may be of independent interest, and is therefore stated in a more general setting.

The second stage of the proof of Theorem 2 is based on applying Theorem 9 to the ensemble of compressive ERMs that each act on a random mapping of the input space (Section 5.2).

5.1 A concentration inequality for the integrated empirical processes

In this section we shall derive a concentration inequality for sequences of functions \( (g_\omega)_{\omega \in \Omega} \in \prod_{\omega \in \Omega} \mathcal{G}_\omega \) where each \( \mathcal{G}_\omega \subseteq \mathcal{M}(\mathcal{Z}, \mathbb{R}) \) is a function class. Later we will apply this result to settings in which each function class is associated with a random projection.

We begin by recalling the concept of empirical Rademacher complexity. Let’s suppose \( \mathcal{G} \subseteq \mathcal{M}(\mathcal{Z}, \mathbb{R}) \) is a function class. We shall say that \( \mathcal{G} \) is separable if it is separable with respect to the topology of pointwise convergence, so there exists a countable subset \( \mathcal{G}^0 \subseteq \mathcal{G} \) with the property that for any \( g \in \mathcal{G} \) there exists a sequence \( (g_\ell)_{\ell \in \mathbb{N}} \) such that \( \lim_{\ell \rightarrow \infty} g_\ell(z) = g(z) \) for all \( z \in \mathcal{Z} \). Given
Given any $\delta$ (possibly dependent) processes are of the same order of those for a single process. In other words, $G$ is defined by

$$G = \{ \nu \in M(Z, \mathbb{R}) : \int g d\nu \leq 1 \}$$

where $\nu$ is a separable function class $\mathcal{G} \subseteq \mathcal{M}(Z, \mathbb{R})$ and a sequence $z_{1:n} = \{ z_j \}_{j \in [n]} \in Z^n$, the corresponding empirical Rademacher complexity is defined by

$$\hat{R}(G, z_{1:n}) := \mathbb{E}_{\sigma_{1:n}} \left( \sup_{g \in G} \left\{ \frac{1}{n} \sum_{j \in [n]} \sigma_j \cdot g(z_j) \right\} \right),$$

where the expectation is taken of independent Rademacher random variables $\sigma_{1:n} \in \{-1, +1\}^n$.

Note that the assumption that $G \subseteq \mathcal{M}(Z, \mathbb{R})$ is separable ensures that the supremum $\sup_{g \in G} \left\{ \frac{1}{n} \sum_{j \in [n]} \sigma_j \cdot g(z_j) \right\} = \sup_{g \in \mathcal{G}} \left\{ \frac{1}{n} \sum_{j \in [n]} \sigma_j \cdot g(z_j) \right\}$ for a countable subset $\mathcal{G}^* \subseteq \mathcal{G}$. Consequently this supremum is a measurable function and has a well-defined expectation [Boucheron et al., 2013, Chapter 11]. Given a probability measure $P$ on $Z$ and a function $g \in \mathcal{M}(Z, \mathbb{R})$ we let $P(g) = \int g dP$. Given a sequence $z_{1:n} = \{ z_j \}_{j \in [n]} \in Z^n$ we define an empirical probability measure $\hat{P}_{z_{1:n}}(g) := \frac{1}{n} \sum_{j \in [n]} g(z_j)$.

In particular, given a random sequence $D = \{ Z_j \}_{j \in [n]}$ where $Z_j$ are independent $Z$-valued random variables, $\hat{P}_D$ is a random probability measure.

**Theorem 9** (Local Rademacher concentration inequality for integrated deviation). Suppose we have a set $\Omega$ along with a probability measure $\nu$ on $\Omega$. For each $\omega \in \Omega$, we have a separable class of functions $\mathcal{G}_\omega \subseteq \mathcal{M}_1(Z)$ and a function $\phi_\omega : Z^n \times (0, \infty) \rightarrow (0, \infty)$ such that for each $z_{1:n} \in Z^n$, $r \mapsto \phi_\omega(z_{1:n}, r)$ is non-decreasing, $r \mapsto \phi_\omega(z_{1:n}, r)/\sqrt{r}$ is non-increasing, and for all $r > 0$ and $z_{1:n} = \{ z_j \}_{j \in [n]} \in Z^n$,

$$\hat{R} \left( \left\{ g_\omega \in \mathcal{G}_\omega : \hat{P}_{z_{1:n}}(g_\omega^2) \leq r \right\} ; z_{1:n} \right) \leq \phi_\omega(z_{1:n}, r).$$

For each $z_{1:n} \in Z^n$ we choose $\rho_\omega^*(z_{1:n}) \in (0, \infty)$ so that $\phi_\omega(z_{1:n}, \rho_\omega^*(z_{1:n})) = \rho_\omega^*(z_{1:n})$. Suppose we have a sequence of independent random variables $D = \{ Z_j \}_{j \in [n]}$ with common distribution $P$. Given any $\delta \in (0, 1)$, with probability at least $1 - \delta$ over $D$ the following holds for all sequences $(g_\omega)_{\omega \in \Omega} \in \prod_{\omega \in \Omega} \mathcal{G}_\omega$,

$$\int_{\Omega} \left| \hat{P}_D(g_\omega) - P(g_\omega) \right| d\nu(\omega) \leq \sqrt{\int_{\Omega} P(g_\omega^2) d\nu(\omega) \cdot \hat{C}_{n,\delta}(D) + \hat{C}_{n,\delta}(D)},$$

where $\hat{C}_{n,\delta}(D) = 650 \cdot \int \rho_\omega^*(D) d\nu(\omega) + 152 \log(4 \log(n)/\delta)/n$.

Theorem 9 may be viewed as a generalisation of concentration inequalities in the literature which provide similar high probability bounds for the special case in which $\Omega$ is a singleton (Massart, 2000; Massart et al., 2000; Koltchinskii, 2006; Bartlett et al., 2005; Boucheron et al., 2013). Theorem 9 builds upon these results and implies that the tail of the integrated deviations of infinitely many (possibly dependent) processes are of the same order of those for a single process. In other words, the failure probabilities of the individual concentration guarantees do not accumulate despite there is arbitrary dependence among them. This will translate into desirable learning guarantees for randomised ensembles that use an averaging-type combination rule.
Note that the high probability bound in Theorem 9 cannot be immediately deduced from the special case in which $\Omega$ is a singleton, as integrating both sides would require a union bound over all $\omega \in \Omega$, which would blow up the failure probability. On the other hand, such an approach would allow us to obtain an expectation bound by Fubini’s theorem. To prove Theorem 9 we can apply this idea to the logarithm of the moment generating function to show that the tail of the integrated process is not much larger than the tail of the individual processes (Lemma 10). In order to apply this idea to obtain a local bound we must first decouple the $\delta$-dependency from the function dependent terms in our bound which requires Lemma 11.

**Lemma 10 (Ensemble tail bound).** Suppose that we have a sequence of real-valued random variable $\{X(\omega)\}_{\omega \in \Omega}$ such that for some constant $\kappa > 0$ and all $\omega \in \Omega$, $\delta \in (0, 1)$ we have $P(X(\omega) > \kappa \cdot \log(1/\delta)) \leq \delta$. Given any probability measure $\nu$ on $\Omega$ we have

$$P \left( \int X(\omega) d\nu(\omega) > 2\kappa \cdot \log(2/\delta) \right) \leq \delta.$$ 

**Proof.** Given any $\lambda \in (0, 1/\kappa)$ and $\omega \in \Omega$ we have,

$$E[\exp(\lambda \cdot X(\omega))] = \int_0^\infty P \left[ X(\omega) > \frac{\log(t)}{\lambda} \right] dt = \int_0^\infty \max\{1, t^{-\frac{1}{\lambda}}\} dt = \frac{1}{1 - \lambda \cdot \kappa}.$$ 

By Jensen’s inequality we have $E[\exp(\lambda \cdot \int X(\omega) d\nu(\omega))] \leq \int E[\exp(\lambda \cdot X(\omega))] d\nu(\omega) \leq 1/(1 - \lambda \cdot \kappa)$. Hence, for each $t > 0$, $\lambda \in (0, 1/\kappa)$ we have

$$P \left( \int X(\omega) d\nu(\omega) > t \right) \leq \exp \left( \lambda \cdot \int X(\omega) d\nu(\omega) \right) \cdot e^{-\lambda \cdot t} = \frac{e^{-\lambda \cdot t}}{1 - \lambda \cdot \kappa}.$$ 

The lemma follows by taking $t = 2\kappa \cdot \log(2/\delta)$ and $\lambda = 1/(2\kappa)$. \hfill \Box

**Lemma 11.** Let $\Lambda(n) = \{ \frac{2^{q+1}}{n} : q \in \{0, \ldots, \lfloor \log_2(n) \rfloor - 1\} \}$. Given any $x \in [0, 1]$ and $y \geq 0$ we have

$$\min_{\lambda \in \Lambda(n)} \left\{ \frac{\lambda \cdot x + y}{\lambda} \right\} \leq \max \left\{ 3\sqrt{x}y, 3y, \frac{4}{n} \right\}.$$ 

**Proof.** We consider three cases.

1. If $x \leq y$ then with $\lambda = n^{-1} \cdot 2^{\lfloor \log_2(n) \rfloor} \in \Lambda(n)$ we have $\lambda \in (1/2, 1]$, so $\lambda \cdot x + y/\lambda \leq 3y$.

2. If $\sqrt{y/x} \leq 2/n$ then with $\lambda = 2 \cdot n^{-1} \in \Lambda(n)$ we use $x \leq 1$ to infer $\lambda \cdot x \leq 2 \cdot n^{-1}$ and $\sqrt{y} \leq 2 \cdot n^{-1}$ so $y/\lambda \leq 2/n$. Hence, $\lambda \cdot x + y/\lambda \leq 4/n$.

3. If $\sqrt{y/x} \in (2/n, 1]$ then there exists some $\lambda \in \Lambda(n)$ with $\lambda < \sqrt{y/x} \leq 2\lambda$. Hence, $\lambda \cdot x + y/\lambda \leq 3\sqrt{xy}$.

\hfill \Box

We can now complete the proof of Theorem 9.
Proof of Theorem 9. We begin by fixing $\lambda > 0$. By considering a special case in which $\Omega$ is a singleton (Theorem 34, Appendix B) we see that for each $\omega \in \Omega$ and $\delta \in (0, 1)$, with probability at least $1 - \delta$ over $\mathcal{D}$, the following holds for all $g_\omega \in \mathcal{G}_\omega$,

\[
\left| \hat{P}_D(g_\omega) - P(g_\omega) \right| \leq 2 \cdot \sqrt{P(g_\omega^2) \cdot \left( 72 \cdot \rho_\omega^*(\mathcal{D}) + \frac{2 \log(4 \log(n)/\delta)}{n} \right) + \left( 132 \cdot \rho_\omega^*(\mathcal{D}) + \frac{30 \log(4 \log(n)/\delta)}{n} \right)} \\
\leq \lambda \cdot P(g_\omega^2) + \left( 132 + \frac{72}{\lambda} \right) \cdot \rho_\omega^*(\mathcal{D}) + \left( 30 + \frac{2}{\lambda} \right) \cdot \frac{\log(4 \log(n)/\delta)}{n}.
\]

(13)

We define random variables for each $\omega \in \Omega$ by

\[
X_\lambda(\omega) := \sup_{g_\omega \in \mathcal{G}_\omega} \left\{ \left| \hat{P}_D(g_\omega) - P(g_\omega) \right| - \lambda \cdot P(g_\omega^2) \right\} - \left( 132 + \frac{72}{\lambda} \right) \cdot \rho_\omega^*(\mathcal{D}) - \left( 30 + \frac{2}{\lambda} \right) \cdot \frac{\log(4 \log(n)/\delta)}{n}.
\]

By (13) we have $\mathbb{P} \left( X_\lambda(\omega) > \left( 30 + \frac{2}{\lambda} \right) \cdot \frac{\log(1/\delta)}{n} \right) \leq \delta$ for all $\delta \in (0, 1)$. Thus, by Lemma 10 the following holds for all $\delta \in (0, 1)$,

\[
\mathbb{P} \left( \int_{\Omega} X_\lambda(\omega) d\nu(\omega) > \left( 60 + \frac{4}{\lambda} \right) \cdot \frac{\log(2/\delta)}{n} \right) \leq \delta.
\]

Hence, for each $\delta \in (0, 1)$ the following holds with probability at least $1 - \delta$,

\[
\sup_{(g_\omega)_{\omega \in \Omega} \in \prod_{\omega \in \Omega} \mathcal{G}_\omega} \left\{ \int_{\Omega} \left| \hat{P}_D(g_\omega) - P(g_\omega) \right| d\nu(\omega) - \lambda \cdot \int_{\Omega} P(g_\omega^2) d\nu(\omega) \right\} \\
\leq \int_{\Omega} \sup_{g_\omega \in \mathcal{G}_\omega} \left\{ \left| \hat{P}_D(g_\omega) - P(g_\omega) \right| - \lambda \cdot P(g_\omega^2) \right\} d\nu(\omega) \\
\leq \left( 132 + \frac{72}{\lambda} \right) \cdot \int_{\Omega} \rho_\omega^*(\mathcal{D}) d\nu(\omega) + \left( 60 + \frac{4}{\lambda} \right) \cdot \frac{\log(4 \log(n)/\delta)}{n}.
\]

Thus, given any $\delta \in (0, 1)$ and $\lambda > 0$ the following holds with probability at least $1 - \delta$, for all $(g_\omega)_{\omega \in \Omega} \in \prod_{\omega \in \Omega} \mathcal{G}_\omega$,

\[
\int_{\Omega} \left| \hat{P}_D(g_\omega) - P(g_\omega) \right| d\nu(\omega) \leq \lambda \cdot \int_{\Omega} P(g_\omega^2) d\nu(\omega) + \frac{1}{\lambda} \cdot \left( 72 \cdot \int_{\Omega} \rho_\omega^*(\mathcal{D}) d\nu(\omega) + \frac{4 \log(4 \log(n)/\delta)}{n} \right) \\
+ 132 \cdot \int_{\Omega} \rho_\omega^*(\mathcal{D}) d\nu(\omega) + \frac{60 \log(4 \log(n)/\delta)}{n}.
\]

(14)

Now take $\Lambda(n) = \left\{ \frac{2^{\lfloor \log_2(n) \rfloor}}{n} : q \in \{0, \cdots, [\log_2(n)] - 1\} \right\}$ as in Lemma 11. Note that $\Lambda(n)$ has cardinality no more than $\log_2(n)$, with probability at least $1 - \delta$.
at least $1 - 2\log(n) \cdot \delta$, the following holds for all $(g_\omega)_{\omega \in \Omega} \in \prod_{\omega \in \Omega} \mathcal{G}_\omega$,

$$\int_{\Omega} \left| \hat{P}_D(g_\omega) - P(g_\omega) \right| d\nu(\omega) \leq \min_{\lambda \in \Lambda(n)} \left\{ \lambda \cdot \int_{\Omega} P(g_\omega^2) d\nu(\omega) + \frac{1}{\lambda} \cdot \left( 72 \cdot \int \rho_\omega^*(D)d\nu(\omega) + \frac{4\log(4\log(n)/\delta)}{n} \right) \right\}$$

$$+ 132 \cdot \int \rho_\omega^*(D)d\nu(\omega) + \frac{60\log(4\log(n)/\delta)}{n}$$

$$\leq 6 \left( \int_{\Omega} P(g_\omega^2)d\nu(\omega) \cdot \left( 18 \cdot \int \rho_\omega^*(D)d\nu(\omega) + \frac{\log(4\log(n)/\delta)}{n} \right) \right)$$

$$+ 348 \cdot \int \rho_\omega^*(D)d\nu(\omega) + \frac{72\log(4\log(n)/\delta)}{n}.$$

Taking $\delta/(2\log(n))$ in place of $\delta$ we see that the following holds with probability at least $1 - \delta$ over $D$, for all $(g_\omega)_{\omega \in \Omega} \in \prod_{\omega \in \Omega} \mathcal{G}_\omega$,

$$\int_{\Omega} \left| \hat{P}_D(g_\omega) - P(g_\omega) \right| d\nu(\omega) \leq 6 \left( \int_{\Omega} P(g_\omega^2)d\nu(\omega) \cdot \left( 18 \cdot \int \rho_\omega^*(D)d\nu(\omega) + \frac{2\log(4\log(n)/\delta)}{n} \right) \right)$$

$$+ \left( 348 \cdot \int \rho_\omega^*(D)d\nu(\omega) + \frac{152\log(4\log(n)/\delta)}{n} \right).$$

\[ \square \]

### 5.2 High probability bound on the ensemble error of compressive empirical risk minimisers

The second stage of the proof of Theorem 2 is to establish Proposition 3 below, which gives a high probability upper bound on the ensemble error of compressive empirical risk minimisers. First, we require some additional notation. Given a mapping $A \in A_k$ and a Borel probability distribution $P$ on $X \times Y$, we define an associated function class

$$\mathcal{G}_A := \{ (x, y) \to \mathcal{L}(f(A(x)), y) - \mathcal{L}(\phi^*(x), y) : f \in F_k \} \subseteq M(X \times Y, \mathbb{R}).$$

We shall also refer to data-dependent elements of $\mathcal{G}_A$ which are random elements of $\mathcal{G}_A$ which implicitly depend upon the data $D = ((X_j, Y_j))_{j \in [n]}$. We also define the compressibility of a finite ensemble of size $m \in \mathbb{N}$ as the $1 - \delta$ upper quantile of the approximation error of the ensemble given by

$$\psi_{P, \delta, m}(k) := \inf \left\{ \tilde{\psi} \in \mathbb{R} : \int_{\mathcal{A}_m^k} 1 \left\{ \frac{1}{m} \sum_{i=1}^{m} \inf_{f \in F_k} \{ \mathcal{E}_{\mathcal{L}, P}(f \circ A_i) \} \geq \tilde{\psi} \right\} d\nu_k(A_1) \ldots d\nu_k(A_m) \leq \delta \right\}.$$

When the distribution $P$ is clear from context we shall denote $\psi_{P, \delta, m}(k)$ by $\psi_\delta, m(k)$.

**Proposition 3** (Ensemble error of compressive ERMs). *Suppose that Assumptions 1, 2, 4 and 5 hold with parameters $b$, $\beta$, $\Lambda_{\text{Lip}}$, $C_{cn}$, $C_B \geq 1$, $\alpha \in [0, 1]$. Take $n \in \mathbb{N}$, $k \in \mathbb{N}$ and $\delta \in (0, 1)$, and for each $A \in A_k$ let $\hat{g}_A$ be a data-dependent element of $\mathcal{G}_A$. Then with probability at least $1 - 2\delta$ we have*

$$\frac{1}{m} \sum_{i=1}^{m} P(\hat{g}_{A_i}) \leq 16 (C_B \mathcal{E}_{n,k,\delta})^{1/m} + 2 \frac{m}{m} \left( \hat{P}_D(\hat{g}_{A_i}) - \inf_{g \in \mathcal{G}_A} \hat{P}_D(g) \right) + 4 (b \cdot \mathcal{E}_{n,k,\delta} + \psi_{\delta, m}(k)),$$

*where $\mathcal{E}_{n,k,\delta} = ((4000C_{cn}k) \cdot \log_+ (\Lambda_{\text{Lip}} \beta n) + 152 \cdot \log_+ (4\log(n)/\delta)) \cdot n^{-1}.$*
We prove Proposition 3 via Lemmas 12 and 13 below.

Lemma 12 (Local Rademacher complexity bound). Suppose that Assumptions 2 and 4 hold with parameters $\beta, \Lambda_{\text{Lip}}, \epsilon_n$. Then for each $A \in \mathcal{A}_k, \mathcal{G}_A$ is separable. Moreover, given a distribution $P$ on $\mathcal{X} \times \mathcal{Y}$, along with $r > 0$ and $z_{1:n} \in \mathcal{Z}^n$ we have

$$\hat{R} \left( \left\{ g \in \mathcal{G}_A : \hat{P}_D(g^2) \leq r \right\}, z_{1:n} \right) \leq 2 \sqrt{\frac{C_{\text{cn}}}{{k}} \cdot \frac{k \cdot r}{\epsilon_n}} \cdot \log_+^\frac{1}{r} \left( \Lambda_{\text{Lip}} n \frac{\beta n}{\sqrt{r}} \right).$$

The proof of Lemma 12 is standard and is contained in Appendix A for completeness. We shall now deduce the following consequence of Lemma 12 combined with Theorem 9.

Lemma 13. Suppose that we are in the setting of Proposition 3. Then with probability at least $1 - \delta$ the following holds for all $(g_{A_1}, x)_{i=1}^m \in \Pi_{i=1}^m \mathcal{G}_{A_1, P}$,

$$\frac{1}{m} \sum_{i=1}^m \left| \hat{P}_D(g_{A_1}) - P(g_{A_1}) \right| \leq \sqrt{\frac{C_B \cdot \epsilon_{n,k,\delta} \cdot \left\{ \frac{1}{m} \sum_{i=1}^m P(A) \right\}}{m}} + b \cdot \epsilon_{n,k,\delta}. \quad (15)$$

Proof. We introduce function classes $\mathcal{G}_A^\varphi$ for each $A \in \mathcal{A}_k$ by $\mathcal{G}_{A,P} := \{ b^{-1} \cdot g \}_{g \in \mathcal{G}_{A,P}}$, so that each function class $\mathcal{G}_{A,P} \subseteq \mathcal{M}_1(\mathcal{Z})$, where $\mathcal{Z} = \mathcal{X} \times \mathcal{Y}$, which will allow us to apply Theorem 9. Let $\phi : (0, \infty) \rightarrow (0, \infty)$ denote the function defined by

$$\phi(r) := 2 \sqrt{\frac{C_{\text{cn}}}{{k}} \cdot \frac{k \cdot r}{\epsilon_n}} \cdot \log_+^\frac{1}{r} \left( \Lambda_{\text{Lip}} n \frac{\beta n}{\sqrt{r}} \right).$$

Observe that $r \mapsto \phi(r)$ is non-decreasing, $r \mapsto \phi(r)/\sqrt{r}$ is non-increasing and by Lemma 12 we have

$$\hat{R} \left( \left\{ g^b \in \mathcal{G}_A^\varphi : \hat{P}_D(g^b)^2 \leq r \right\}, z_{1:n} \right) = b^{-1} \cdot \hat{R} \left( \left\{ g \in \mathcal{G}_A : \hat{P}_D(g^2) \leq b^2 \cdot r \right\}, z_{1:n} \right) \leq \phi(r),$$

for all $r > 0$. Choose $\rho^*$ so that $\phi(\rho^*) = \rho^*$ and observe that $\rho^* \leq (6C_{\text{cn}}{k}) \cdot \epsilon_n^{-1} \cdot \log_+ \left( \Lambda_{\text{Lip}} n \right)$. Note that the samples $Z_j = (X_j, Y_j)$ are assumed to be independent and identically distributed. Moreover, random projections $(A_1)_{i=1}^m$ are independent from the data $D = ((X_j, Y_j))_{j=1}^n$ and so samples $Z_j = (X_j, Y_j)$ are also independent and identically distributed with respect to the conditional distribution. Hence, by Theorem 9 we have,

$$\mathbb{P} \left( \sup_{(g_{A_1})_{i=1}^m \in \Pi_{i=1}^m \mathcal{G}_{A_1}} \left\{ \frac{1}{m} \sum_{i=1}^m \left| \hat{P}_D(g_{A_1}) - P(g_{A_1}) \right|^2 - \sqrt{\frac{1}{m} \sum_{i=1}^m P \left( (g_{A_1})_i^2 \right)} \right\} \cdot \epsilon_{n,k,\delta} \right| (A_1)_{i=1}^m \right) \leq \delta.$$

Hence, by the law of total expectation with probability at least $1 - \delta$ the following holds for all $(g_{A_1})_{i=1}^m \in \Pi_{i=1}^m \mathcal{G}_{A_1}$

$$\frac{1}{m} \sum_{i=1}^m \left| \hat{P}_D(g_{A_1}) - P(g_{A_1}) \right| \leq \sqrt{\frac{1}{m} \sum_{i=1}^m P \left( (g_{A_1})_i^2 \right)} \cdot \epsilon_{n,k,\delta} + b \cdot \epsilon_{n,k,\delta}. \quad (16)$$

Thus, to complete the proof it suffices to deduce (15) from (16). Given any function $g \in \mathcal{G}_A \subseteq \mathcal{M}_1(\mathcal{Z})$ with $A \in \mathcal{A}_k$ there exists $\phi \in \mathcal{M}(\mathcal{X}, \mathcal{Y})$ with $g(x, y) = \mathcal{L}(\phi(x), y) - \mathcal{L}(\phi^*(x), y)$ for $(x, y) \in \mathcal{X} \times \mathcal{Y}$.
Since \( L \) and \( P \) satisfy the Bernstein condition with parameters \( \alpha, C_B \) we see by (16) with probability at least \( 1 - \delta \) the following holds for all \( (g_A_i)_{i=1}^m \in \prod_{i=1}^m \mathcal{G}_{A_i} \),

\[
\frac{1}{m} \sum_{i=1}^m \left| \hat{P}_D(g_{A_i}) - P(g_{A_i}) \right| d\nu_k(A) \leq \left( \frac{1}{m} \sum_{i=1}^m P(g_{A_i}^2) \cdot c_{n,k,\delta} \right)^{\frac{\alpha}{2}} \cdot \frac{1}{m} \sum_{i=1}^m P(g_{A_i}) + b \cdot c_{n,k,\delta}
\]

where we used the Bernstein-Tsybakov condition and Jensen’s inequality combined with the convexity of \( z \mapsto z^{\frac{\alpha}{2}} \).

To complete the proof of Proposition 3 we also require the following elementary lemma, which will be used to rearrange the bound into an additive form.

**Lemma 14.** Given \( x, c, d > 0 \) satisfying \( x \leq \sqrt{c} x^\alpha + d \) and \( \theta \in (1, 2] \) we have \( x \leq 4 \left( \theta - 1 \right)^{-2} \cdot c \frac{x}{2^\alpha} + \theta \cdot d \).

We are now ready to prove Proposition 3.

**Proof of Proposition 3.** Fix \( \epsilon > 0 \) and for each \( A \in \mathcal{A}_k \) choose \( g_A^* \in \mathcal{G}_A \) so that \( P(g_A^*) \leq \inf_{g \in \mathcal{G}_A} \{ P(g) \} + \epsilon \). We define a pair of events \( E_{\epsilon, \delta}^1 \) and \( E_{\delta}^2 \) by

\[
E_{\epsilon, \delta}^1 := \left\{ \frac{1}{m} \sum_{i=1}^m \min_{g \in \mathcal{G}_{A_i}} P(g) \leq \psi_{\epsilon, \delta, m}(k) + \epsilon \right\},
\]

\[
E_{\delta}^2 := \left\{ \frac{1}{m} \sum_{i=1}^m \left| \hat{P}_D(g_{A_i}) - P(g_{A_i}) \right| \leq \left( C_B \cdot c_{n,k,\delta} \right)^{\frac{\alpha}{2}} \cdot \frac{1}{m} \sum_{i=1}^m P(g_{A_i}) + b \cdot c_{n,k,\delta} \right\}.
\]

where the intersection is over all \( (g_A_i)_{i=1}^m \in \prod_{i=1}^m \mathcal{G}_{A_i} \). We claim that \( \mathbb{P}(E_{\epsilon, \delta}^1) \geq 1 - \delta \). Indeed, by the definition of \( \psi_{\epsilon, \delta, m}(k) \) with probability at least \( 1 - \delta \) we have

\[
\psi_{\epsilon, \delta, m}(k) + \epsilon \geq \frac{1}{m} \sum_{i=1}^m \min_{f \in \mathcal{F}_k} \mathcal{E}_{L, P} \{ f \circ A_i \}
\]

\[
\geq \frac{1}{m} \sum_{i=1}^m \min_{f \in \mathcal{F}_k} \{ \mathcal{R}_{L, P} (f \circ A_i) - \mathcal{R}_{L, P} (\phi^*) \}
\]

\[
\geq \frac{1}{m} \sum_{i=1}^m \min_{f \in \mathcal{F}_k} \int \{ \mathcal{L} (f(A_i(x)), y) - \mathcal{L} (\phi^*(x), y) \} dP(x, y) = \frac{1}{m} \sum_{i=1}^m \min_{g \in \mathcal{G}_{A_i}} P(g).
\]

In addition, by Lemma 14 we have \( \mathbb{P}(E_{\delta}^2) > 1 - \delta \). Thus, by the union bound we have \( \mathbb{P}(E_{\epsilon, \delta}^1 \cap E_{\delta}^2) > \)
$1 - 2\delta$. We write $\overline{\Upsilon} := \frac{1}{m} \sum_{i=1}^{m} \hat{P}_D(g_{A_{i}}) - \inf_{g \in \mathcal{G}_A} \hat{P}_D(g)$, so on the event $E_\delta^2$ we have

$$\frac{1}{m} \sum_{i=1}^{m} (P(g_{A_{i}}) - P(g_{A_{i}}^*))$$

$$\leq \frac{1}{m} \sum_{i=1}^{m} (\hat{P}_D(g_{A_{i}}) - \hat{P}_D(g_{A_{i}}^*)) + \frac{1}{m} \sum_{i=1}^{m} \hat{P}_D(g_{A_{i}}) - P(g_{A_{i}}) \leq \frac{1}{m} \sum_{i=1}^{m} \hat{P}_D(g_{A_{i}}) - P(g_{A_{i}})$$

$$\leq \overline{\Upsilon} + \sqrt{(C_B \cdot C_{n,k,\delta}) \cdot \left( \frac{1}{m} \sum_{i=1}^{m} P(\hat{g}_{A_{i}}) \right)^{\alpha} + \sqrt{(C_B \cdot C_{n,k,\delta}) \cdot \left( \frac{1}{m} \sum_{i=1}^{m} P(g_{A_{i}}^*) \right)^{\alpha}} + b \cdot 2\mathcal{C}_{n,k,\delta} \overline{\Upsilon}.$$ 

Note also that on the event $E_{\epsilon,\delta}^1$ we have $\frac{1}{m} \sum_{i=1}^{m} P(g_{A_{i}}^*) \leq \frac{1}{m} \sum_{i=1}^{m} \inf_{g \in \mathcal{G}_A} \{P(g)\} + \epsilon \leq \psi_{\delta,m}(k) + 2\epsilon$. Hence, on the event $E_{\epsilon,\delta}^1 \cap E_\delta^2$ we have

$$\frac{1}{m} \sum_{i=1}^{m} P(\hat{g}_{A_{i}}) \leq 2 \sqrt{(C_B \cdot C_{n,k,\delta}) \cdot \left( \frac{1}{m} \sum_{i=1}^{m} P(\hat{g}_{A_{i}}) \right)^{\alpha} + \overline{\Upsilon} + b \cdot 2\mathcal{C}_{n,k,\delta} + \frac{1}{m} \sum_{i=1}^{m} P(g_{A_{i}}^*)}$$

$$\leq 2 \sqrt{(C_B \cdot C_{n,k,\delta}) \cdot \left( \frac{1}{m} \sum_{i=1}^{m} P(\hat{g}_{A_{i}}) \right)^{\alpha} + \overline{\Upsilon} + b \cdot 2\mathcal{C}_{n,k,\delta} + \psi_{\delta,m}(k) + 2\epsilon}.$$ 

Hence, by Lemma 14 with $\vartheta = 2$ we see that on the event $E_{\epsilon,\delta}^1 \cap E_\delta^2$ we have

$$\frac{1}{m} \sum_{i=1}^{m} P(\hat{g}_{A_{i}}) \leq 4 (4C_B C_{n,k,\delta})^{\frac{1}{\alpha}} + 2 \{\overline{\Upsilon} + 2b \cdot C_{n,k,\delta}\} + 2\psi_{\delta,m}(k) + 4\epsilon.$$ 

Since $\Pr(E_{\epsilon,\delta}^1 \cap E_\delta^2) > 1 - 2\delta$ it follows that with probability at least $1 - 2\delta$ we have

$$\frac{1}{m} \sum_{i=1}^{m} P(\hat{g}_{A_{i}}) \leq 16 (C_B C_{n,k,\delta})^{\frac{1}{\alpha}} + 2\overline{\Upsilon} + 4b \cdot C_{n,k,\delta} + 2\psi_{\delta,m}(k) + 4\epsilon.$$ 

Letting $\epsilon \to 0$ and noting that $\overline{\Upsilon} \leq \psi_{\delta,m}(k)$ gives the required result.

\[\square\]

### 5.3 Completing the proof of Theorem 2

Before completing the proof we apply Bennett’s inequality to bound $\psi_{\delta,m}(k)$ in terms of $\psi(k)$.

**Lemma 15.** Given any $m \in \mathbb{N}, \delta \in (0, 1)$ we have $\psi_{\delta,m}(k) \leq 2\psi(k) + 3b \log(1/\delta)/(2m)$.

**Proof.** The sequence of random variables $(\inf_{f \in \mathcal{F}_k} \{E_{L,P}(f \circ A_{i})\})_{i \in [m]}$ are independent, bounded by $b$, have expectation $\psi(k)$, and variance no larger than $b \cdot \psi(k)$. Hence, the result follows from Bennett’s inequality \cite[Chapter 2]{Boucheron}. \[\square\]
Proof of Theorem. By Assumption and Proposition we have,

\[ \mathcal{E}_{\mathcal{L}, P} \left( \hat{\phi}_{n, k, m} \right) \leq \Lambda \sum_{\hat{g} \in [m]} P \left( \hat{g}_{A_i} \right) \]

(18)

\[ \leq \Lambda \left\{ 16 \left( C_{\beta, n, \delta} \right)^{\frac{1}{2}} + 4b \cdot C_{n, k, \delta} + 4 \psi_{b, m}(k) \right\}, \]

(19)

where

\[ C_{n, \delta} = \left( 4000 \cdot \log \left( \frac{152 \cdot \log \left( \frac{4 \log(n)}{\delta} \right)}{\Lambda} \right) \right) \cdot n - 1. \]

By combining the above bound with Lemma 15, the result follows.

6 Proofs of minimax lower bounds

This section proves the fundamental limits achievable for the distributional classes described in Definitions 1 and 2. We shall begin by proving Theorem 8 in Section 6.1 before moving onto the proof of Theorem 5, which is given in Section 6.2. A key component in proving Theorem 8 is Lemma 19 which will also be applied in the proof of Theorem 5. To prove our minimax lower bounds (Theorems 5 and 8), we shall construct finite families of distributions for each \( n \in \mathbb{N} \), such that (i) all distributions in the family satisfy the required conditions of the relevant distributional class, (ii) the distributions must be similar enough that they are difficult to identify based on an i.i.d. sample of size \( n \), and (iii) they must be different enough so that failing to identify the generating distribution incurs a high excess risk.

Before presenting the proofs we first recall some useful terminology and results from the literature on minimax rates. For a comprehensive introduction see Tsybakov (2004a). Given a convex function \( f : \mathbb{R} \to \mathbb{R} \) with \( f(1) = 0 \) and a pair of distributions \( Q_0 \) and \( Q_1 \) on a common measurable space \( (Z, B) \) the \( f \)-divergence between \( Q_0 \) and \( Q_1 \) is defined by

\[ D_f(Q_0, Q_1) := \int_Z f \left( \frac{dQ_0}{dQ_1} \right) dQ_1, \]

when \( Q_0 \) is absolutely continuous with respect to \( Q_1 \) and \( D_f(Q_0, Q_1) = \infty \) otherwise. The \( \chi^2 \)-divergence \( \chi^2(Q_0, Q_1) \) is the \( f \)-divergence with \( f(z) := (z - 1)^2 \), the Kullback–Leibler divergence \( KL(Q_0, Q_1) \) is the \( f \)-divergence with \( f(z) := z \log z \). We shall also use the total variation distance, defined by

\[ TV(Q_0, Q_1) := \sup_{A \in B} |Q_0(A) - Q_1(A)|. \]

The total variation, Kullback–Leibler and \( \chi^2 \)-divergence are related as follows.

Lemma 16. Given distributions \( Q_0 \) and \( Q_1 \) on \( (Z, B) \) we have

\[ 2 \cdot TV^2(Q_0, Q_1) \leq KL(Q_0, Q_1) \leq \chi^2(Q_0, Q_1). \]

Proof. This follows from Tsybakov (2004a, Lemma 2.5 (i) combined with Lemma 2.7).

We can use the following relationships to upper bound the divergence of products.
Lemma 17. Given distributions $Q_0$ and $Q_1$ on $(Z, B)$ we have
\[ \text{KL}(Q_0^n, Q_1^n) = n \cdot \text{KL}(Q_0, Q_1) \quad \iff \quad \text{TV}(Q_0^n, Q_1^n) \leq n \cdot \text{TV}(Q_0, Q_1). \]

Proof. See [Tsybakov, 2004b, Section 2.4] for the result involving KL. See [Sendler et al., 1975, Lemma 2.1] for the total-variation inequality.

Lemma 18 (Assouad’s lemma). Let $(Z, B_Z)$ be a measurable space and $\{Q_\sigma\}_{\sigma \in \Sigma_q}$ a collection of probability measures on $(Z, B)$ such that $\text{TV}(Q_\sigma, Q_{\sigma'}) \leq 1/2$ for all $\sigma, \sigma' \in \Sigma_q$ with $d_H(\sigma, \sigma') = 1$. Then, given any $B_Z$-measurable mapping $\hat{\sigma} : Z \to \Sigma_q$ we have
\[ \max_{\sigma \in \Sigma_q} \mathbb{E}_{Q_\sigma} [d_H(\hat{\sigma}, \sigma)] \geq \frac{q}{4}. \]

Proof. See e.g. [Tsybakov, 2004a, Theorem 2.12 (ii)].

6.1 Proof of the regression lower bound (Theorem 8)

We will begin by proving the simpler of the two lower bounds (Theorem 8). The core of the proof is Lemma 19, which will also be applied in the proof of Theorem 3. Lemma 19 shows that given any distribution $P_0$, any empirical predictor $\hat{\phi}$ and any mixing proportion $\zeta$, we can generate a mixture distribution $P := (1 - \zeta) \cdot P_0 + \zeta \cdot P_1$ with respect to which $P$ incurs an excess error that is at least a constant multiple of the mixing proportion $\zeta$.

Lemma 19 (Mixture lower bound). Let $L : \mathcal{X} \times \mathcal{Y} \to [0, \infty)$ be a loss function satisfying Assumptions 2 and 3 where $\mathcal{Y}$ is a compact metric space. Fix a distribution $P_0$ on $\mathcal{X} \times \mathcal{Y}$ and take $\zeta \in (0, 1]$. Choose $\omega > 0$ and $y_0, y_1 \in \mathcal{Y}$ so that (12) holds. Given $n \in \mathbb{N}$, suppose that $\mathcal{X}$ contains $q \geq 2^n$ distinct points $\{x_1, \ldots, x_q\} \subseteq \mathcal{X}$ such that $P_0(x = x_j) = 0$ for each $j \in [q]$. Given any empirical predictor $\hat{\phi} : (\mathcal{X} \times \mathcal{Y})^n \times \mathcal{X} \to \mathcal{Y}$, there exists a distribution $P_1$ on $\mathcal{X} \times \mathcal{Y}$ such that:

(a) The distribution $P_1$ is supported on $\{x_1, \ldots, x_q\} \times \{y_0, y_1\} \subseteq \mathcal{X} \times \mathcal{Y}$;

(b) For all $x \in \{x_1, \ldots, x_q\}$ there exists $y \in \{y_0, y_1\}$ with $P_1(Y = y | X = x) = 1$;

(c) If we let $P := (1 - \zeta) \cdot P_0 + \zeta \cdot P_1$ then $\mathbb{E}_{D^n \sim P^n} [\mathcal{E}_{L,P}(\hat{\phi})] \geq \frac{\omega}{2 \zeta} \mathcal{E}_{L,P}(\hat{\phi}).$

Proof. We begin by constructing a family of measures $(P_{1, \sigma})_{\sigma \in \Sigma}$ where $\Sigma := \{-1, 1\}^q$ as follows. For each $\sigma = (\sigma_j)_{j \in [q]} \in \Sigma$ we let
\[ P_{1, \sigma}((x_j, y_j)) = \begin{cases} \frac{1}{q} & \text{if } \ell = \frac{\sigma_j + 1}{2} \\ 0 & \text{otherwise.} \end{cases} \]
Note that $P_{1,\sigma}$ satisfies (a) for each $\sigma \in \Sigma$. In addition, if $\sigma, \sigma' \in \Sigma$ satisfy $d_H(\sigma, \sigma') = 1$ then $TV(P_\sigma, P_{\sigma'}) \leq \frac{1}{q}$. Hence, if we define a family of mixture distributions $(P_\sigma)_{\sigma \in \Sigma}$ by $P_\sigma := (1 - \zeta) \cdot P_0 + \zeta \cdot P_{1,\sigma}$ then given any $\sigma, \sigma' \in \Sigma$ with $d_H(\sigma, \sigma') = 1$ by Lemma 17 we have

$$TV \left\{ (P_\sigma)^{\otimes n}, (P_{\sigma'})^{\otimes n} \right\} \leq n \cdot TV (P_\sigma, P_{\sigma'}) \leq n\zeta \cdot TV (P_{1,\sigma}, P_{1,\sigma'}) \leq \frac{n\zeta}{q} \leq \frac{1}{2}. \quad (21)$$

Moreover, given $j \in [q]$, $\sigma = (\sigma_j)_{j \in [q]} \in \Sigma$, and letting $\ell_j = (\sigma_j + 1)/2$ we have,

$$P_{(X,Y)\sim P_\sigma}(Y = y_{\ell_j} | X = x_j) = P_{(X,Y)\sim P_{1,\sigma}}(Y = y_{\ell_j} | X = x_j) = 1,$$

since $P_{(X,Y)\sim P_\sigma}(X = x_j) = 0$. Hence, (b) holds for $P_\sigma$ and $L(\hat{\phi}_\sigma^*(x_j), y_{\ell_j}) = \inf_{v \in V} L(v, y_{\ell_j})$ where we have used Assumption 2 combined with the fact that $V$ is compact.

To prove (c) we define an estimator $\hat{\sigma} : (X \times Y)^n \to \Sigma$ by

$$\hat{\sigma}_j := \text{sgn} \left\{ \left( L(\hat{\phi}(x_j), y_0) - \inf_{v \in V} L(v, y_0) \right) - \left( L(\hat{\phi}(x_j), y_1) - \inf_{v \in V} L(v, y_1) \right) \right\},$$

and letting $\hat{\sigma} = (\hat{\sigma}_j)_{j \in [q]}$, which implicitly depends upon the sample. It follows that for each $j \in [q]$ with $\hat{\sigma}_j \neq \sigma_j$ and $\ell_j = (\sigma_j + 1)/2$ we have

$$L(\hat{\phi}(x_j), y_{\ell_j}) - \inf_{v \in V} L(v, y_{\ell_j}) \geq L(\hat{\phi}(x_j), y_{1-\ell_j}) - \inf_{v \in V} L(v, y_{1-\ell_j}). \quad (22)$$

By Assumption 12 combined with (22) we deduce that for $j \in [q]$ with $\hat{\sigma}_j \neq \sigma_j$ and $\ell_j = (\sigma_j + 1)/2$ we have

$$L(\hat{\phi}(x_j), y_{\ell_j}) - L(\hat{\phi}_\sigma^*(x_j), y_{\ell_j}) = L(\hat{\phi}(x_j), y_{\ell_j}) - \inf_{v \in V} L(v, y_{\ell_j}) \geq \omega.$$

Hence, for each $\sigma \in \Sigma$ we have

$$E_{L,P_\sigma}(\hat{\phi}) \geq \frac{\zeta}{q} \sum_{j \in [q]} \left( L(\hat{\phi}(x_j), y_{\ell_j}) - L(\hat{\phi}_\sigma^*(x_j), y_{\ell_j}) \right) \geq \frac{\zeta \omega}{q} \cdot d_H(\hat{\sigma}, \sigma).$$

By Assouad’s lemma (Lemma 18 combined with (21) there exists at least one $\sigma \in \Sigma$ with

$$E_{D_{\sim(P_\sigma)^n}}[E_{L,P_\sigma}(\hat{\phi})] \geq \frac{\zeta \omega}{q} \cdot E_{D_{\sim(P_\sigma)^n}}[d_H(\hat{\sigma}, \sigma)] \geq \frac{\zeta \omega}{4},$$

as required. \qed

**Lemma 20.** Let $L : [-\beta, \beta] \times Y \to [0, b]$ be a loss function satisfying Assumptions 4, 5 and 13 and take $\Gamma = (W_{\text{max}}, C_{sp}, \omega) \in [1, \infty)^2 \times (0, 1)$ with $W_{\text{max}} \geq 2\beta \cdot \omega^{-1/2}$ and $\theta \in [0, 1]$. Let $X$ be a Hilbert space containing a unit vector $e_1$ and a zero vector $0_X$. Suppose that $P$ is a distribution on $X \times Y$ with marginal $P_X$ on $X$ satisfying both (i) $P_X(\{0_X, \sqrt{\omega} \cdot e_1\}) \geq 1 - \theta/b$ and (ii) $P_X(\{(t\sqrt{\omega} \cdot e_1)_{1 \in [0,1]}\}) = 1$. Then $P \in \mathcal{P}(\Gamma, \theta)$.

**Proof.** First choose $t_\circ := \phi^*(0_X) \in [-\beta, \beta]$ and $w_\circ := \omega^{-1/2} \cdot (\phi^*(\sqrt{\omega} \cdot e_1) - t_\circ) \cdot e_1$ so that $\|w_\circ\|_2 = \omega^{-1/2} \cdot (\phi^*(\sqrt{\omega} \cdot e_1) - t_\circ) \leq 2\beta \cdot \omega^{-1/2} \leq W_{\text{max}}$. Moreover, if we define $\phi_\circ(x) := \min\{\beta, \max\{-\beta, w_\circ \cdot x + t_\circ\}\}$ then for $x \in \{0_X, \sqrt{\omega} \cdot e_1\}$ we have $\phi_\circ(x) = \phi^*(x)$. Hence, by (i) we have

$$E_{L,P}(\phi_\circ) \leq b \cdot P_X(X \setminus \{0_X, \sqrt{\omega} \cdot e_1\}) \leq \theta.$$
Thus, $P$ satisfies Assumption 11 with parameters $(W_{\text{max}}, \theta)$.

Second, it follows from (ii) that the covariance operator $\mathcal{Y}$ corresponding to $P_X$ has singular values $\lambda_1(\mathcal{Y}) \leq \omega \leq C_{sp}$, $\omega$ and $\lambda_r(\mathcal{Y}) = 0$ for $r \in \mathbb{N}\setminus\{1\}$. Thus, Assumption 12 also holds. By combining these two conclusions we see that $P \in \mathcal{P}_L(\Gamma, \theta)$. 

**Proof of Theorem 5.** We begin by choosing $y_0 \in \mathcal{Y}$ and defining a distribution $P_0$ on $\mathcal{X} \times \mathcal{Y}$ so that $P_0(A) = 1 \{ (0_X, y_0) \in A \}$ for Borel sets $A \subseteq \mathcal{X} \times \mathcal{Y}$. Note also that since $\mathcal{X}$ is a Hilbert space containing a non-zero element we may choose a unit vector $e_1 \in \mathcal{X}$. We now consider two cases.

First suppose that $\theta \geq n^{-1} > 0$. Take $\zeta := \theta/b$, $q := \lfloor 2\zeta n \rfloor$, and choose a set of $q$ distinct points $\{x_1, \ldots, x_q\} \subset \{(t\sqrt{\omega}) \cdot e_1 \}_{t \in [0,1]}$. By Lemma 19 there exists a distribution $P_1$ with marginal $(P_1)_X$ supported on $\{x_1, \ldots, x_q\}$ such that $P = (1 - \zeta)P_0 + \zeta P_1$ satisfies

$$E_{D_\sim P_0}[\mathcal{L}_{(\Gamma)}, \hat{\phi}] \geq \frac{\zeta \omega}{4} = \frac{\theta \omega}{4b} \geq \frac{\omega}{8b} (n^{-1} + \theta).$$

Moreover, since (i) $P_X(\{0_X\}) = 1 - \theta/b$ and (ii) $P_X(\{0_X\} \cup \{x_1, \ldots, x_q\}) = 1$, it follows from Lemma 20 that $P \in \mathcal{P}_L(\Gamma, \theta)$.

Now suppose that $\theta < n^{-1}$. We apply Lemma 19 once again with $\zeta = 1/(2n)$, $q = 1$ and $x_1 := \omega^{-1/2} \cdot e_1$ to obtain a distribution $P_1$ with marginal $(P_1)_X$ supported on $\{x_1\}$ such that the mixture $P = (1 - \zeta)P_0 + \zeta P_1$ satisfies

$$E_{D_\sim P_0}[\mathcal{L}_{(\Gamma)}, \hat{\phi}] \geq \frac{\zeta \omega}{4} = \frac{\omega}{8n} \geq \frac{\omega}{16} (n^{-1} + \theta).$$

Moreover, since $P_X(\{0_X, \omega^{-1/2} \cdot e_1\}) = 1$ it follows from Lemma 20 that $P \in \mathcal{P}_L(\Gamma, \theta)$.  

**6.2 Proof of the classification lower bound (Theorem 5)**

In this section we prove Theorem 5. In order to apply Assouad’s lemma (Lemma 13) we shall first construct a parameterised family of distributions. We then establish sufficient conditions for these distributions to belong to the class $\mathcal{P}_{0,1}(\Gamma, \theta)$.

First suppose that $n \in \mathbb{N}\setminus\{1\}$. Given $q \in \{1, \ldots, n - 1\}$, $r \in [1, \sqrt{q}]$, $v \in (0,1)$, $\epsilon \in (0,1/2)$ we shall define a family of measures $(P^\sigma)_{\sigma \in \Sigma}$ on $\mathcal{X} \times \mathcal{Y}$ indexed by $\Sigma = \{-1,1\}^q$. Our construction will begin by first choosing a set of $q$ “difficult to classify” points in $\mathcal{X}$, with total mass $v$ and norm $r$. We will require $r \leq \sqrt{q}$, to ensure that the points can be classified with sufficiently large margin. More precisely, let $\{e_0, e_1, \ldots, e_q\} \subseteq \mathcal{X}$ be a collection of $q + 1$ orthonormal vectors. We let $x_0 := e_0$ and for $\ell \in [q]$ let $x_\ell := r \cdot e_\ell$. All of our measures $P^\sigma$ will share a common marginal distribution $\mu$ on $\mathcal{X}$ supported on $\{x_0, x_1, \ldots, x_q\}$ and defined by

$$\mu(\{x_\ell\}) = \mu_{q,r,v}(\{x_\ell\}) := \begin{cases} \frac{v}{q} & \text{if } \ell \in [q] \\ 1 - v & \text{if } \ell = 0. \end{cases}$$

(23)

For each $\sigma = (\sigma_\ell)_{\ell \in [q]} \in \Sigma$ we define an associated regression function $\eta^\sigma : \mathcal{X} \to \mathbb{R}$ by

$$\eta^\sigma(x_\ell) = \eta^\sigma_{q,r,v,\epsilon}(x_\ell) := \frac{1 + \epsilon \cdot \sigma_\ell}{2},$$

(24)

for each $\ell \in [q]$ and $\eta^\sigma(x) = 1$ for $x \notin \{x_1, \ldots, x_q\}$. The family of measures $(P^\sigma)_{\sigma \in \Sigma}$ can now be defined by taking

$$P^\sigma(\{x, y\}) = P^\sigma_{q,r,v,\epsilon}(\{x, y\}) := \mu(\{x\}) \cdot \eta^\sigma(x)^{\frac{1}{1 + \epsilon}} \cdot \{1 - \eta^\sigma(x)\}^{1 - \frac{1}{1 + \epsilon}},$$

(25)
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for all \((x, y) \in X \times \{-1, +1\}\).

**Lemma 21.** Suppose that \(\Gamma = ((\alpha, C_T), (C_G, \gamma), (C_M, \rho))\) where \(C_B, C_M \geq 1, C_G \geq 2^{\frac{\gamma}{2}}, \alpha \in [0, 1], \gamma, \rho \in (0, \infty)\) and take \(\theta \in [0, 1]\). Then for each \(\sigma \in \Sigma\),

(a) \(P^\sigma\) satisfies Assumption 4 with parameters \((C_G, \gamma, \theta)\) provided that \(\epsilon \cdot v \leq C_G (r/\sqrt{2q})^\gamma\);

(b) \(P^\sigma\) satisfies Assumption 5 with parameters \((C_M, \rho)\) provided that \(\epsilon \cdot v \leq C_M \cdot r^{-\rho}\);

(c) \(P^\sigma\) satisfies Assumption 6 with parameters \((C_T, \alpha)\) provided that \(v \leq C_T \cdot \epsilon^{\frac{\alpha}{2}}\).

**Proof.** We fix \(\sigma = (\sigma_\ell)_{\ell \in [q]} \in \Sigma\) and consider each assumption in turn.

(a) Suppose \(\epsilon \cdot v \leq C_G (r/\sqrt{2q})^\gamma\). Define \(w_0 \equiv w_0(\sigma) := \frac{1}{\sqrt{2q}} (e_0 + \frac{1}{\sqrt{q}} \sum_{\ell \in [q]} \sigma_\ell \cdot e_\ell) \in X\), take \(t_o := 0\) and let \(\phi^o(x) := \text{sgn}(w_0^t x - t_o)\) for \(x \in X\). Observe that \(\|w_0\|_2 = 1\). Moreover, it follows from (24) that

\[
\phi^o_{P^\sigma}(x_\ell) = \text{sgn}(2\eta^o(x_\ell) - 1) = \sigma_\ell = \text{sgn}(w_0^t x_\ell + t_o) = \phi^o(x_\ell),
\]

for each \(\ell \in [q]\). Similarly, \(\phi^o_{P^\sigma}(x_0) = 1 = \phi^o(x_0)\). Since \(\mu = (P^\sigma)_X\) is supported \(\{x_0, x_1, \ldots, x_q\}\) it follows that \(S_{\xi, \mu}(\phi^o) = 0 \leq \theta\). To complete the proof we must take \(S_{\xi} := \{x \in X : \|w_0^t x - t_o\|_2 \leq \xi\}\) and show that

\[
\int_{S_{\xi}} |2\eta(x) - 1| dP_X(x) \leq C_G : \xi^\gamma,
\]

for each \(\xi > 0\). Observe that \(|w_0^t x_0 - t_o| = 2^{-1/2}\) and \(|w_0^t x_\ell - t_o| = r(2q)^{-1/2} \leq 2^{-1/2} \leq 2^{\frac{\gamma}{2}}\) for \(\ell \in [q]\).

We shall consider three cases. If (i) \(\xi \in (0, r(2q)^{-1/2})\) then \(S_{\xi} \cap \text{supp}(\mu) = \emptyset\) so (26) holds. If (ii) \(\xi \in [r \cdot (2q)^{-1/2}, 2^{-1/2}]\) then \(S_{\xi} \cap \text{supp}(\mu) = \{x_1, \ldots, x_q\}\) and so

\[
\int_{S_{\xi}} |2\eta(x) - 1| dP_X(x) = \sum_{\ell \in [q]} \mu(\{x_\ell\}) \cdot |2\eta(x) - 1| = v \cdot \epsilon \leq C_G \cdot (\frac{r}{\sqrt{2q}})^\gamma \leq C_G \cdot \xi^\gamma,
\]

as required. Finally, if (iii) \(\xi \geq 2^{-1/2}\) then (26) follows from the assumption that \(C_G \geq 2^{\frac{\gamma}{2}}\). Hence, Assumption 4 holds with parameters \((C_G, \gamma, \theta)\).

(b) Suppose \(\epsilon \cdot v \leq C_M \cdot r^{-\rho}\). To prove the claim it suffices to show that for all \(s \in (0, \infty)\),

\[
\int_{\|x\| > s} |2\eta(x) - 1| dP_X(x) \leq C_M \cdot s^{-\rho}
\]

Recall that \(\text{supp}(\mu) = \text{supp}\{(P^\sigma)_X\} = \{x_0, x_1, \ldots, x_q\}\) and note that \(\|x_0\|_2 = 1\) and \(\|x_\ell\|_2 = r \geq 1\) for \(\ell \in [q]\). As before, we consider three cases. If (i) \(s \in (0, 1]\) then (27) follows from \(C_M \geq 1\). If (ii) \(s \in (1, r)\) then

\[
\int_{\|x\| > s} |2\eta(x) - 1| dP_X(x) = \sum_{\ell \in [q]} \mu(\{x_\ell\}) \cdot |2\eta(x) - 1| = v \cdot \epsilon \leq C_M \cdot r^{-\rho} \leq C_M \cdot s^{-\rho},
\]

as required. Finally, if (iii) \(s \in [r, \infty)\) then \(\mu(\{x \in X : \|x\| > s\}) = 0\) so (27) holds.
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(c) Now suppose that $v \leq C_T \cdot \epsilon^{\frac{1}{2n}}$. Observe that $|2\eta(x_0) - 1| = 1$ and $|2\eta(x_\ell) - 1| = \epsilon$ for $\ell \in [q]$. To prove the claim it suffices to show that for all $\zeta \in (0, 1)$ we have

$$
\mu\left(\{x \in \mathcal{A} : |2\eta(x) - 1| \leq \zeta\}\right) \leq C_T \cdot \zeta^{\frac{1}{2n}}.
$$

We consider two cases. If $\zeta \in (0, \epsilon)$ then $\{x \in \text{supp}(\mu) : |2\eta(x) - 1| \leq \zeta\} = \emptyset$ so (28) holds. On the other hand, if $\zeta \in [\epsilon, 1)$ then

$$
\mu\left(\{x \in \mathcal{A} : |2\eta(x) - 1| \leq \zeta\}\right) = \mu(\{x_1, \ldots, x_q\}) = v \leq C_T \cdot \epsilon^{\frac{1}{2n}} \leq C_T \cdot \zeta^{\frac{1}{2n}}.
$$

\[\square\]

**Lemma 22.** Given $\sigma, \sigma' \in \Sigma_q$ with $d_H(\sigma, \sigma') = 1$ we have $\chi^2(P^\sigma, P^{\sigma'}) \leq 2^4 \epsilon^2 v/q$, and hence $\text{TV}\{(P^\sigma)^{\otimes n}, (P^{\sigma'})^{\otimes n}\} \leq 1/2$ whenever $2^5 n \epsilon^2 v \leq q$.

**Proof.** Choose $\ell_0 \in [q]$ so that $\sigma_{\ell_0} \neq \sigma'_{\ell_0}$ where $\sigma = (\sigma_\ell)_{\ell \in [q]}$ and $\sigma' = (\sigma'_\ell)_{\ell \in [q]}$. Note that since $d_H(\sigma, \sigma') = 1$ there is exactly one such $\ell_0 \in [q]$. Observe that by construction $\mu = (P^\sigma)_x = (P^{\sigma'})_x$ is supported on $\{x_0, x_1, \ldots, x_q\}$ and $\eta^\sigma(x) = \eta^{\sigma'}(x)$ for $x \in \text{supp}\{(P^\sigma)_x\}\{x_{\ell_0}\}$. In addition, we have $P^\sigma(\{x, y\}) = \mu(\{x\}) \cdot \eta^\sigma(x) \frac{1 + \epsilon}{2} \cdot \{1 - \eta^\sigma(x)\} \frac{1 + \epsilon}{2}$ for all $x \in \mathcal{A}$ and $y \in \{-1, 1\}$. It follows that $P^\sigma(\{(x, y)\}) = P^{\sigma'}(\{(x, y)\})$ for all $x \in \text{supp}\{(P^\sigma)_x\}\{x_{\ell_0}\}$. In addition, since $\epsilon \in (0, 1/2)$, we have

$$
\left(\frac{P^\sigma(\{(x_{\ell_0}, 1)\})}{P^{\sigma'}(\{(x_{\ell_0}, 1)\})} - 1\right)^2 = \left(\frac{\eta^\sigma(x_{\ell_0})}{\eta^{\sigma'}(x_{\ell_0})} - 1\right)^2 \leq \left\{\frac{(1 + \epsilon \cdot \sigma_{\ell_0}) - (1 + \epsilon \cdot \sigma'_{\ell_0})}{1 + \epsilon \cdot \sigma_{\ell_0}}\right\}^2 \leq 2^4 \epsilon^2,
$$

and similarly

$$
\left(\frac{P^{\sigma'}(\{(x_{\ell_0}, -1)\})}{P^\sigma(\{(x_{\ell_0}, -1)\})} - 1\right)^2 \leq 2^4 \epsilon^2.
$$

Hence,

$$
\chi^2\left(P^\sigma, P^{\sigma'}\right) = \int_{\mathcal{A} \times \mathcal{A}} \left(\frac{dP^\sigma}{dP^{\sigma'}}(x, y)\right)^2 dP^{\sigma'}(x, y)
$$

\[\square\]
Lemma 23. Given a classifier \( \phi : X \to \{-1,1\} \) and \( \sigma = (\sigma_{\ell})_{\ell \in [q]} \in \Sigma \) we have
\[
\mathcal{E}_{L_{0,1}, P^*} (\phi) \geq \frac{c}{q} \sum_{\ell \in [q]} 1 \{ \phi(x_{\ell}) \neq \sigma_{\ell} \}.
\]

Proof. Observe that for each \( \ell \in [q] \) we have \( \mu(\{x_{\ell}\}) = v/q, \eta^\sigma(x_{\ell}) = (1 + \epsilon \cdot \sigma_{\ell})/2 \) and hence \( P^\sigma \) has Bayes classifier \( \phi^\sigma_{P^*}(x_{\ell}) = \sigma_{\ell} \). Thus, we may lower bound the excess error by
\[
\mathcal{E}_{L_{0,1}, P^*} (\phi) = \int_X |2\eta^\sigma(x) - 1| \cdot 1 \{ \phi(x) \neq \phi^\sigma_{P^*}(x) \} \geq \frac{c}{q} \sum_{\ell \in [q]} 1 \{ \phi(x_{\ell}) \neq \sigma_{\ell} \}.
\]

\(~\square~\)

To prove Theorem 5 we shall consider three cases. The first case we consider will occur when the small approximation error \( \theta \) and large sample size \( n \) regime in which the lower bound is attained by the family \( \{P^\sigma_{q,r,v,\epsilon}\}_{\sigma \in \Sigma} \), for an appropriate choice of \( q, r, v, \epsilon \). The lower bound in the second case in which both the approximation error \( \theta \) and the sample size \( n \) are small will be deduced from the first. In the third case, where the approximation error \( \theta \) is large, we will deduce the lower bound from Lemma 19.

Proof of Theorem 5. First suppose that \( n^{- \frac{2(\gamma + \rho)}{\rho(\gamma + \rho) + \gamma(2 - \alpha)}} \geq \theta \) and
\[
n \geq n_0 \equiv n_0(\alpha, \gamma, \rho) := \max \left\{ 1 + 2 \frac{6(2(\gamma + \rho) + \gamma(2 - \alpha))}{\rho(\gamma + \alpha)} , 2 \frac{2(\gamma + \rho) + \gamma(2 - \alpha)}{\rho(\gamma + 1 - \alpha)} \right\}.
\]

Now define \( q \in \mathbb{N}, r > 0 \) and \( v, \epsilon \in (0, 1) \) by
\[
q := \left( 2^{5} n^{- \frac{2(\gamma + \rho)}{\gamma(2 + \rho) + \gamma(2 - \alpha)}} \right)^{2}, \quad r := q^{- \frac{1}{2(\gamma + \rho)}}, \quad v := q^{- \frac{6}{2(\gamma + \rho)}}, \quad \epsilon := q^{- \frac{3(1 - \alpha)}{2(\gamma + \rho)}}.
\]

Note that since \( n \geq n_0 \) we have \( q < n, r \in [1, \sqrt{q}] \) and \( \epsilon \in (0, 1/2) \). Hence, we may apply the construction outlined in Propositions 21, 23, 24 to construct our family of distributions \( \{P^\sigma\}_{\sigma \in \Sigma} \). Note that by construction (a) \( \epsilon \cdot v = (r/\sqrt{q})^{\gamma} \leq C_{\gamma} (r/\sqrt{q})^{\gamma} \), (b) \( \epsilon \cdot v = r^{-\rho} \leq C_{\rho} \cdot r^{-\rho} \) and (c) \( v = \epsilon^{-\frac{1}{2(\gamma + \rho)}} \leq C_{\rho} \cdot \epsilon^{-\frac{1}{2(\gamma + \rho)}} \). Hence, by Lemma 21 we have \( \{P^\sigma\}_{\sigma \in \Sigma} \subseteq \mathcal{P}_{0,1}(\Gamma, \theta) \). Moreover, \( 2^{5} n e_{2} v \leq q \) so by Lemma 22 we have \( \text{TV}\left(\left(P^\sigma\right)^{\otimes n}, (P^\sigma)^{\otimes n}\right) \leq 1/2 \) for all \( \sigma, \sigma' \in \Sigma_{q} \) with \( d_{H}(\sigma, \sigma') = 1 \). Next we associate to our empirical classifier \( \hat{\phi} : (X \times Y)^{n} \times X \to Y \) a random binary \( \hat{\sigma} = (\hat{\sigma}_{\ell})_{\ell \in [q]} \), taking values in \( \Sigma \), by \( \hat{\sigma}_{\ell} = \hat{\phi}(x_{\ell}) \) for all \( \ell \in [q] \). By Assouad’s lemma (Lemma 18) there exists some \( \sigma^{0} \in \Sigma \) with \( \mathbb{E}_{(P_{n})^{\otimes n}} \left[ d_{H}(\hat{\sigma}, \sigma^{0}) \right] \geq \frac{1}{4} \). Thus, by Lemma 23
\[
\mathbb{E}_{(P_{n})^{\otimes n}} \left[ \mathcal{E}_{L_{0,1}, P_{n}} (\hat{\phi}) \right] \geq \frac{c}{q} \cdot \mathbb{E}_{(P_{n})^{\otimes n}} \left[ \sum_{\ell \in [q]} 1 \{ \hat{\phi}(x_{\ell}) \neq \sigma^{0}_{\ell} \} \right] = \frac{c}{q} \cdot \mathbb{E}_{(P_{n})^{\otimes n}} \left[ d_{H}(\hat{\sigma}, \sigma^{0}) \right]
\geq \frac{c}{4} = \frac{1}{4} \cdot q^{- \frac{6}{2(\gamma + \rho)}} \geq 2^{- \frac{6}{2(\gamma + \rho)}} \cdot n^{- \frac{3(1 - \alpha)}{2(\gamma + \rho)}},
\]
provided \( n \geq n_0 \) and \( n^{- \frac{2(\gamma + \rho)}{\gamma(2 + \rho) + \gamma(2 - \alpha)}} \geq \theta \). Moreover, any empirical classifier \( \hat{\phi} : (X \times Y)^{n} \times X \to Y \) based on a sample of size \( n \in \{1, \ldots, n_0\} \) may be viewed as a special case of an empirical
classifier with a sample size \( n_0 \) which disregards a fraction of the data. Hence, for all \( n \in \mathbb{N} \) with \( n^{-\frac{2+\rho\gamma}{2+\gamma}} \geq \theta \) there exists \( P \in \mathcal{P}_{0,1}(\Gamma, \theta) \) with

\[
\mathbb{E}_{(P) \sim n}[\mathcal{E}_{\mathcal{L}_{0,1}}(\mathcal{P}(\phi)) \geq 2^{-\left(5 + \frac{2\gamma}{2+\gamma}\right)} \cdot (n_0 \cdot n)^{-\frac{\rho\gamma}{2+\gamma}(2-\alpha)} \\
\geq 2^{-\left(6 + \frac{2\gamma}{2+\gamma}\right)} \cdot n_0^{-\frac{\rho\gamma}{2+\gamma}(2-\alpha)} \cdot \{n^{-\frac{\rho\gamma}{2+\gamma}(2-\alpha)} + \theta\}. \tag{29}
\]

Now suppose that \( n^{-\frac{2+\rho\gamma}{2+\gamma}} < \theta \). Note that the zero-one loss \( \mathcal{L}_{0,1} \) satisfies Assumption 13 with \( y_0 = -1 \), \( y_1 = 1 \) and \( \omega = 1/2 \). Let \( P_0 \) denote the distribution on \( \mathcal{X} \times \mathcal{Y} \) defined by

\[
P_0(A) := 1\{(0_X, 1) \in A\} \quad \text{for Borel sets } A \subseteq \mathcal{X} \times \mathcal{Y}.
\]

Note also that since \( \mathcal{X} \) is a Hilbert space of dimension at least \( n \geq 1 \) we may choose a unit vector \( e_1 \in \mathcal{X} \). Now set \( x_\ell := \frac{2}{q} \cdot e_1 \) for \( \ell \in [q] \). Thus, by Lemma 19 there exists a distribution \( P_1 \) supported on \( \{x_1, \ldots, x_q\} \times \{-1, +1\} \), with regression function \( \eta_{P_1}(x) = \mathbb{P}_{(X,Y) \sim P_1}(Y = 1 | X = x) \in (0, 1) \) for all \( x \in \{x_1, \ldots, x_1\} \) such that the mixture \( P := (1 - \theta) \cdot P_0 + \theta \cdot P_1 \) satisfies

\[
\mathbb{E}_{D \sim P}[\mathcal{E}_{\mathcal{L},P}(\phi)] \geq \frac{\theta}{\delta} > 2^{-4} \cdot \left(n^{-\frac{2+\rho\gamma}{2+\gamma}(2-\alpha)} + \theta\right).
\]

Note that \( P(\{0, 1\}) = \theta \) so Assumption 7 holds with \( w_0 = 0_X \) and \( t_0 = 1 \). Moreover, Assumption 8 also holds since \( P_X \) is supported on \( \{0_X\} \cup \{x_\ell\}_{\ell \in [q]} \subseteq \{x \in \mathcal{X} : \|x\| \leq 1\} \). Finally Assumption 9 holds since \( \eta_{P}(x) = \mathbb{P}_{(X,Y) \sim P}(Y = 1 | X = x) \in (0, 1) \) for all \( x \in \{x_1, \ldots, x_1\} \) such that \( x \in \text{supp}(P_X) \). By combining with 29 we see that 5 holds with \( \eta_0 := 2^{-\left(6 + \frac{2\gamma}{2+\gamma}\right)} \cdot n_0^{-\frac{\rho\gamma}{2+\gamma}(2-\alpha)} \).

\section{Conclusions}

We presented a general analytic framework for the theoretical study of compressive learning with arbitrary size ensembles, on arbitrary high dimensional data sets. This yields high probability risk guarantees that are able to take advantage of both statistical and geometric structure in the underlying data distribution. We demonstrated in our framework that new conditions can be unearthed specifically for compressive learning, which differ from those of both compressive sensing and traditional learning, and which lead to a better understanding of compressive learning. In particular, we found some distributional characteristics under which the worst-case excess risk of voting compressive ERMs nearly attain the minimax-optimal rate w.r.t. the sample size. To our knowledge, these are the first statistical optimality guarantees for compressive ERM learning machines and ensembles thereof. In addition, a key ingredient in the proof of our general upper bound may find applications in other areas.

Our results shed light on the question of when and why compressive learning with Johnson-Lindenstrauss compressors works well, and provides new insights that may eventually inform data pre-processing and approximate algorithm design in future work. Several questions remain for future research: How to make practical use of the theoretically optimal values of \( k \)? How to extend the analysis to other data sketching schemes? What other predictor classes enjoy similar guarantees?
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A Verifying assumptions for the examples

In this section we verify the properties asserted in Section 2.

A.1 Bounded Lipschitz loss functions

Proposition 4. Examples 1-3 satisfy Assumptions 1 and 2, as follows:

1. The zero-one loss \( L_{0,1} \) satisfies Assumption 1 with \( b = 1 \) and Assumption 2 with the standard metric \( d_Y(v_0, v_1) = |v_0 - v_1| \) and Lipschitz constant \( \Lambda_{Lip} = 1/2 \).

2. The squared loss \( L_{sqr} \) satisfies Assumption 1 with \( b = 4\beta^2 \) and Assumption 2 with the standard metric and \( \Lambda_{Lip} = 4\beta \).

3. The Kullback-Leibler loss function \( L_{KL} \) satisfies Assumption 1 with \( b = \beta + \log(2) \), and Assumption 2 with the standard metric on \([-\beta, \beta]\) and \( \Lambda_{Lip} = 1 \).

Proof of Proposition 4. 1. Since \( L_{0,1}(v, y) \in \{0, 1\} \), Assumption 1 with \( b = 1 \) is immediate. Moreover, if \( L_{0,1}(v_0, y) \neq L_{0,1}(v_1, y) \) then \( |v_0 - v_1| = 2 \) so Assumption 2 holds with \( \Lambda_{Lip} = 1/2 \).

2. If \( v, y \in [-\beta, \beta] \) then \( |v - y| \leq 2\beta \) so \( L_{sqr}(v, y) = (v - y)^2 \leq 4\beta^2 \). Moreover, \( \frac{\partial}{\partial v} (L_{sqr}(v, y)) = 2(v - y) \) so by the mean value theorem \( L_{sqr} \) is \( 4\beta \)-Lipschitz.

3. Given \( a \in V = [-\beta, \beta] \),

\[
L_{KL}(a, y) = y \log \frac{y}{\pi(a)} + (1 - y) \log \frac{1 - y}{1 - \pi(a)} \leq \log \left( \frac{y^2}{\pi(a)} + \frac{(1 - y)^2}{1 - \pi(a)} \right) \leq \max \left\{ \log \left( \frac{1}{\pi(a)} \right), \log \left( \frac{1}{1 - \pi(a)} \right) \right\} \leq \max \{ \log(1 + \exp(-a)), \log(1 + \exp(a)) \} \leq \beta + \log(2). \tag{32}
\]

This confirms Assumption 1 with \( b = \beta + \log(2) \). Furthermore,

\[
L_{KL}(a, y) = y \log \frac{y}{\pi(a)} + (1 - y) \log \frac{1 - y}{1 - \pi(a)} = -[ya - \log(1 + \exp(a))] \tag{33}
\]

\[
= \log(1 + \exp(-2y - 1)) \tag{34}
\]

so the first derivative is bounded as \( |\frac{\partial}{\partial a} L_{KL}(a, y)| = |y - \frac{\exp(a)}{1 + \exp(a)}| \leq 1 \). By the mean value theorem, this confirms Assumption 2 with \( \Lambda_{Lip} = 1 \) w.r.t. the standard metric on \([-\beta, \beta]\). \( \square \)

A.2 Quasi-convex loss functions

Lemma 24. Examples 1-3 satisfy Assumption 3 for any distribution \( P \):

1. The zero-one loss \( L_{0,1} \) satisfies Assumption 3 with \( \Lambda_{qc} = 2 \), and \( \text{Ens} \) equal to the modal average: \( \text{Ens} \{ \phi_i(x) \}_{i \in [m]} = \sgn(\sum_{i \in [m]} \phi_i(x)) \);

2. The squared loss \( L_{sqr} \) satisfies Assumption 3 with \( \Lambda_{qc} = 1 \), and \( \text{Ens} \) equal to the arithmetic average of the bounded-linear outputs;
3. The Kullback Leibler loss $L_{kl}$ satisfies Assumption 3 with $\Lambda_{ae} = 1$, and $\text{Ens}$ equal to the arithmetic average of the bounded-linear outputs.

Proof. To prove the first claim we take $\eta(x) = \mathbb{P}[Y = 1 | X = x]$ and $P_X(A) = \mathbb{P}(X \in A)$. So, $\phi^*(x) = \mathbb{P}[Y = 1 | X = x]$ and we can write

$$R_{L,p}(h) - R_{L,p}(\phi^*) = \int |\eta(x) - 1/2| \cdot 1 \{h(x) \neq \phi^*(x)\} \, dP_X(x).$$

(35)

Given $\{\phi_i\}_{i \in [m]} \in \mathcal{M}(\mathcal{X}, \mathcal{V})^m$, if for some $x \in \mathcal{X}$, $\text{Ens} (\{\phi_i\}_{i \in [m]})(x) \neq \phi^*(x)$, where $\text{Ens}$ denotes the modal average, then we have $\phi_i(x) \neq \phi^*(x)$ for at least $m/2$ values of $i \in [m]$. Thus,

$$1 \{\text{Ens} (\{\phi_i\}_{i \in [m]})(x) \neq \phi^*(x)\} \leq \frac{2}{m} \sum_{i \in [m]} 1 \{\phi_i(x) \neq \phi^*\}.$$

Integrating over $P_X$ and substituting into (35) proves the claim.

Since $\mathcal{L}_{ae}$ is convex the second result is a consequence of Lemma 1. Similarly, the function $L_{kl}(a, y) = kl(\pi(a), y)$ is convex in $a$. Hence the result again follows from Lemma 1.

We note that for the $L_{kl}$, the arithmetic average is equivalent to the product-of-experts combination of the nonlinear probabilistic outputs.

A.3 Covering number assumptions

Let us recall some useful terminology and foundational results on pseudo-dimension which may be found in [Anthony and Bartlett (2009)].

Definition 3 (Pseudo-shattering). Take $\mathcal{F} \subseteq \mathcal{M}(\mathcal{X}, \mathbb{R})$. A set $x_{1:n} = \{x_j\}_{j \in [n]} \in \mathcal{X}^n$ is said to be pseudo-shattered by $\mathcal{F}$ if there exists real numbers $r_{1:n} = \{r_j\}_{j \in [n]}$ such that for every $\sigma_{1:n} = \{\sigma_j\}_{j \in [n]} \in \{-1, 1\}^n$ there exists $f_{\sigma_{1:n}} \in \mathcal{F}$ with $\text{sgn}(f_{\sigma_{1:n}}(x_j) - r_j) = \sigma_j$ for every $j \in [n]$.

The pseudo-dimension is the natural analogue of the VC dimension for real-valued functions.

Definition 4 (Pseudo-dimension). Take $\mathcal{F} \subseteq \mathcal{M}(\mathcal{X}, \mathbb{R})$. The pseudo-dimension of $\mathcal{F}$, denoted by $\text{PDim}(\mathcal{F})$, refers to the maximum cardinality $n \in \mathbb{N}$ of a set $x_{1:n} \in \mathcal{X}^n$ which is pseudo-shattered by $\mathcal{F}$. If there are sets of arbitrarily large cardinality which are pseudo-shattered by $\mathcal{F}$ then we say that $\mathcal{F}$ has infinite pseudo-dimension $\text{PDim}(\mathcal{F}) = \infty$.

We use the following well known results.

Theorem 25. Let $\mathcal{F}_{\text{linear}} \subseteq \mathcal{M}(\mathbb{R}^k, \mathbb{R})$ be the set of affine functions

$$\mathcal{F}_{\text{linear}} := \{u \mapsto w \cdot u - t : w \in \mathbb{R}^k, t \in \mathbb{R}\}.$$

Then $\mathcal{F}_{\text{linear}}$ has pseudo-dimension $\text{PDim}(\mathcal{F}_{\text{linear}}) = k + 1$.

Proof. See [Anthony and Bartlett (2009), Theorem 11.6].

Theorem 26. Suppose that $\mathcal{F} \subseteq \mathcal{M}(\mathcal{X}, \mathbb{R})$ and let $g \in \mathcal{M}(\mathbb{R}, \mathbb{R})$ be a non-decreasing function. Then the set $g(\mathcal{F}) := \{g \circ f : f \in \mathcal{F}\}$ has pseudo-dimension $\text{PDim}(g(\mathcal{F})) \leq \text{PDim}(\mathcal{F})$. 
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Then for all $n \geq 2$, Theorem 25 implies PDim ($F \subseteq \mathcal{M}_\beta (\mathcal{X})$) for every $n \geq 2$, $\mathbf{x}_1:n = \{x_j\}_{j \in [n]} \in \mathcal{X}^n$, the empirical $l_\infty$ metric $d_{\mathbf{x}_1:n}^\infty$ on $F$ is defined for $f_0, f_1 \in F$ by

$$d_{\mathbf{x}_1:n}^\infty (f_0, f_1) := \max_{j \in [n]} \{ |f_0(x_j) - f_1(x_j)| \}.$$ 

**Theorem 27.** Suppose $\beta > 0$, $d \in \mathbb{N}$ and $F \subseteq \mathcal{M}_\beta (\mathcal{X})$ has pseudo-dimension PDim ($F \leq d$). Then for all $n \geq d$, $\mathbf{x}_1:n \in \mathcal{X}^n$ and $\epsilon > 0$,

$$\log (N (F, d_{\mathbf{x}_1:n}^\infty, \epsilon)) \leq d \cdot \left( \log_+ \left( \frac{\beta n}{\epsilon \cdot d} \right) + 2 \right).$$

**Proof.** By (Anthony and Bartlett, 2009, Theorem 12.2) for $\epsilon \in [0, 2\beta)$ we have

$$\log (N (F, d_{\mathbf{x}_1:n}^\infty, \epsilon)) \leq d \cdot \log \left( \frac{2e\beta n}{\epsilon \cdot d} \right) \leq d \cdot \left( \log_+ \left( \frac{\beta n}{\epsilon \cdot d} \right) + 2 \right).$$

For $\epsilon \geq 2\beta$ the claim follows immediately from $F \subseteq \mathcal{M}_\beta (\mathcal{X})$ so $N (F, d_{\mathbf{x}_1:n}^\infty, \epsilon) \leq 1$. 

We now verify Assumption 4 with constant $\beta = 1$. We note that other nonlinear transformations of the linear function class may also satisfy this assumption provided that the nonlinearity only changes the log covering number by a constant factor.

**Proposition 5.** Examples 14 satisfy Assumption 4. More precisely:

1. The class $F_{k}^{0,1} = \{ u \mapsto \text{sgn}(u \cdot w - t) : w \in \mathbb{R}^k, t \in \mathbb{R} \} \subseteq \mathcal{M} (\mathbb{R}^k, \{-1, 1\})$ satisfies Assumption 4 with constant $C_{\text{cn}} = 4$ and bound $\beta = 1$.
2. The class $F_{k}^{\text{bl}} = \{ u \mapsto \max \{ \min \{ w \cdot u - t, \beta \}, -\beta \} : w \in \mathbb{R}^k, t \in \mathbb{R} \} \subseteq \mathcal{M}_\beta (\mathbb{R}^k)$ satisfies Assumption 4 with constant $C_{\text{cn}} = 4$ and bound $\beta$.

**Proof of Proposition 5.** 1. By Theorem 25 PDim ($F_{k}^{\text{linear}}$) = $k + 1$. Moreover, the mapping $t \mapsto \text{sgn}(t)$ is non-decreasing, so by Theorem 26 PDim ($F_{k}^{0,1}$) = $k + 1$. Note that for all $u_{1:n}$, and any $f_0, f_1$ we have $d_{u_{1:n}}^\infty (f_0, f_1) \leq d_{u_{1:n}}^\infty (f_0, f_1)$, where $d_{u_{1:n}}^\infty$ is the empirical $l_\infty$ metric. By Theorem 27 for every $n, k \in \mathbb{N}$ with $n > k$, $u_{1:n} \in (\mathbb{R}^k)^n$, and $\epsilon > 0$,

$$\log (N (F_{k}^{0,1}, d_{u_{1:n}}^\infty, \epsilon)) \leq \log (N (F_{k}^{0,1}, d_{u_{1:n}}^\infty, \epsilon)) \leq (k + 1) \cdot \left( \log_+ \left( \frac{n}{\epsilon \cdot (k + 1)} \right) + 2 \right) \leq 4k \cdot \log_+ \left( \frac{n}{\epsilon \cdot k} \right).$$

2. Since PDim ($F_{k}^{\text{linear}}$) = $k + 1$ and the mapping $t \mapsto \max \{ \min \{ t, \beta \}, -\beta \}$ is non-decreasing, Theorem 26 implies PDim ($F_{k}^{\text{bl}}$) = $k + 1$. By Theorem 27 for every $n, k \in \mathbb{N}$ with $n > k$, $u_{1:n} \in (\mathbb{R}^k)^n$, and $\epsilon > 0$,

$$\log (N (F_{k}^{\text{bl}}, d_{u_{1:n}}^\infty, \epsilon)) \leq (k + 1) \cdot \left( \log_+ \left( \frac{\beta n}{\epsilon \cdot (k + 1)} \right) + 2 \right) \leq 4k \cdot \log_+ \left( \frac{\beta n}{\epsilon \cdot k} \right).$$

Hence, since $d_{u_{1:n}}^\infty \leq d_{u_{1:n}}^\infty$ we have $\log (N (\mathcal{F}_{k}^{\text{bl}}, d_{u_{1:n}}^\infty, \epsilon)) \leq 4k \cdot \log_+ \left( \frac{\beta n}{\epsilon \cdot k} \right).$
A.4 Bernstein-Tsybakov condition

We now consider Assumption 5. For example 1, the 0-1 loss \( L_{0,1} \) (example 1), the Tsybakov noise condition implies the Bernstein condition (Tsybakov [2004], Proposition 1). For the squared loss and the Kullback-Leibler loss we utilise the following lemma.

**Lemma 28.** Suppose that \( \mathcal{L} : [-\beta, \beta] \times \mathcal{Y} \to [0, 1] \) satisfies Assumptions 2 and 10. Then satisfy the Bernstein-Tsybakov condition with exponent \( \alpha = 1 \) and constant \( C_B = 4 \Lambda_{\text{Lip}}^2 H \).

**Proof.** Choose \( \phi \in \mathcal{M}(\mathcal{X}, \mathcal{Y}) \) and define \( \phi_{1/2} \in \mathcal{M}(\mathcal{X}, \mathcal{Y}) \) by \( \phi_{1/2}(x) = (\phi(x) + \phi^*(x))/2 \) for \( x \in \mathcal{X} \). By Assumption 10 we have

\[
(\phi(x) - \phi^*(x))^2 \leq \frac{4}{H} \left( \{ \mathcal{L}(\phi(x), y) - \mathcal{L}(\phi^*(x), y) \} + 2 \{ \mathcal{L}(\phi_{1/2}(x), y) - \mathcal{L}(\phi^*(x), y) \} \right)
\]

for all \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \). Hence, by applying Assumption 2 we have

\[
\int \{ \mathcal{L}(\phi(x), y) - \mathcal{L}(\phi^*(x), y) \}^2 \, dP(x, y) \leq \Lambda_{\text{Lip}}^2 \int (\phi(x) - \phi^*(x))^2 \, dP_X(x)
\]

\[
\leq \frac{4 \Lambda_{\text{Lip}}^2}{H} (\mathcal{E}_{\mathcal{L},P}(\phi) - 2 \mathcal{E}_{\mathcal{L},P}(\phi_{1/2}))
\]

\[
\leq \frac{4 \Lambda_{\text{Lip}}^2}{H} \mathcal{E}_{\mathcal{L},P}(\phi),
\]

as required. \( \square \)

**Lemma 29.** A twice differentiable function \( \varphi : [a, b] \to \mathbb{R} \) with second derivative \( \varphi'' \geq H \) is \( H \)-strongly convex on \( [a, b] \).

**Proof.** Take \( v_0, v_1 \in [a, b] \) with \( v_0 \leq v_1 \), let \( v_t := tv_0 + (1-t)v_1 \) and \( \Delta := v_1 - v_0 \). By a second order Taylor expansion we have at \( x_t \) we have

\[
\varphi(v_0) \geq \varphi(v_t) + \varphi'(v_t)(v_0 - v_t) + \frac{H}{2}(v_0 - v_t)^2 = \varphi(v_t) - \varphi'(v_t)\Delta t + \frac{H}{2} \Delta^2 t^2
\]

\[
\varphi(v_1) \geq \varphi(v_t) + \varphi'(v_t)(v_1 - v_t) + \frac{H}{2}(v_1 - v_t)^2 = \varphi(v_t) + \varphi'(v_t)\Delta(1-t) + \frac{H}{2} \Delta^2 (1-t)^2.
\]

By rearranging we have \( \varphi(v_t) \leq (1-t)\varphi(v_0) + t\varphi(v_1) - (H/2) \cdot t(1-t) \cdot \Delta^2 \), as required. \( \square \)

**Corollary 30.** The square loss \( L_{\text{sq}} \) and the Kullback Leibler loss \( L_{kl} \) satisfy Assumption 2 with exponent \( \alpha = 1 \).

**Proof.** By Lemmas 28 and 29 it suffices to show that both \( u \mapsto L_{\text{sq}}(u, y) \) and \( L_{kl}(u, y) \) are twice differentiable with a uniform lower bound of \( H \). For the square loss we have \( \frac{\partial^2}{\partial u^2} \{ L_{\text{sq}}(u, y) \} \equiv 2 \) and for the Kullback-Leibler loss we have

\[
\frac{\partial^2}{\partial u^2} \{ L_{kl}(u, y) \} = \frac{\exp(u)}{(1+\exp(u))^2} \geq \frac{\exp(\beta)}{(1+\exp(\beta))^2},
\]

for all \( u \in [-\beta, \beta] \) and \( y \in \{0, 1\} \), as required. \( \square \)
B  Local Rademacher concentration inequality

In this section we give a local Rademacher concentration inequality for the deviation of an empirical process from its expectation (Theorem 34), which is used in the proof of Theorem 9. In our context, it corresponds to the special case of Theorem 9 where $\Omega$ consists of a single point. We note that several similar results are available in the literature, Massart (2000); Massart et al. (2006); Koltchinskii (2006); Bartlett et al. (2005); Boucheron et al. (2013) which highlight the role of variance in obtaining tight concentration guarantees. However, we for completeness we provide a proof Theorem 34 which is well-suited to our setting. We shall begin by recalling several useful results required for the proof. The first is Bartlett et al.’s variance dependent Rademacher bound.

**Theorem 31** (Bartlett et al. (2005)). Suppose we have a class of functions $G \subseteq M_1(\mathcal{Z})$. Suppose $Z$ is a random variable taking values in $\mathcal{Z}$ with distribution $P$ and take $v := \sup_{g \in G} \{ \int (f - f dP)^2 dP \}$. Given any $n \in \mathbb{N}$ we let $D = \{ Z_j \}_{j \in [n]}$ be a sequence of independent random variables with distribution $P$. Given any $\delta \in (0, 1)$, the following holds with probability at least $1 - \delta$ over $D$ we have

$$\sup_{g \in G} \left\{ \left| \hat{P}_D(g) - P(g) \right| \right\} \leq 6 \cdot \hat{R}(G, D) + 2 \sqrt{\frac{v \log(1/\delta)}{n}} + \frac{11 \log(1/\delta)}{n}.$$ 

We shall also use a variant of Dudley’s inequality which allows us to control the Rademacher complexity of a function class in terms of its covering numbers [Dudley (1967)]. Given a function class $G \subseteq M(\mathcal{Z}, \mathbb{R})$ and a sequence $z_{1:n} = \{ z_j \}_{j \in [n]} \in \mathcal{Z}^n$ we define a data dependent metric $d_{z_{1:n}}$ on $G$ by

$$d_{z_{1:n}}(g_0, g_1) = \sqrt{\hat{P}_{z_{1:n}} \{ (g_0 - g_1)^2 \}}, \text{ for } g_0, g_1 \in G.$$ 

The following refinement of Dudley’s inequality due to Srebro and Sridharan [Srebro and Sridharan (2010)]

**Theorem 32** (Dudley (1967); Srebro and Sridharan (2010)). Suppose we have a function class $G \subseteq M(\mathcal{Z}, \mathbb{R})$ and a sequence $z_{1:n} = \{ z_j \}_{j \in [n]} \in \mathcal{Z}^n$, we have the following bound,

$$\hat{R}(G, z_{1:n}) \leq \inf_{\epsilon > 0} \left\{ 4\epsilon + \frac{1}{\epsilon} \sup_{g \in G} \{ \sqrt{\hat{P}_{z_{1:n}}(g^2)} \} \sqrt{\log N(\mathcal{G}, d_{z_{1:n}}, \epsilon)} \right\}.$$

We also utilize Talagrand’s contraction inequality [Ledoux and Talagrand (2013)].

**Lemma 33** (Ledoux and Talagrand (2013)). Suppose that $\varphi : \mathbb{R} \to \mathbb{R}$ is a $L$-Lipschitz function and $G \subseteq M(\mathcal{Z})$ is a function class. Then for any $z_{1:n} \in \mathcal{Z}^n$ we have

$$\hat{R}(\{ \varphi \circ g : g \in G \}, z_{1:n}) \leq L \cdot \hat{R}(G, z_{1:n}).$$

With these results in hand we give the following concentration inequality which adapts ideas from Massart (2000); Massart et al. (2006); Koltchinskii (2006); Bartlett et al. (2005); Boucheron et al. (2013) to our setting.

**Theorem 34** (Local Rademacher concentration inequality). Suppose we have a countable class of functions $G \subseteq M_1(\mathcal{Z})$ and a function $\phi : \mathcal{Z}^n \times (0, \infty) \to (0, \infty)$ such that for each $z_{1:n} \in \mathcal{Z}^n$, $r \mapsto \phi(z_{1:n}, r)$ is a non-decreasing function such that $r \mapsto \phi(z_{1:n}, r)/\sqrt{r}$ is non-increasing and for all $r > 0$ and $z_{1:n} = \{ z_j \}_{j \in [n]} \in \mathcal{Z}^n$,

$$\hat{R}\left( \left\{ g \in G : \frac{1}{n} \sum_{j \in [n]} g^2(z_j) \leq r \right\}, z_{1:n} \right) \leq \phi(z_{1:n}, r).$$
For each $z_{1:n} \in \mathbb{Z}^n$ we choose $\rho^*(z_{1:n}) \in (0, \infty)$ so that $\phi(z_{1:n}, \rho^*(z_{1:n})) = \rho^*(z_{1:n})$. Suppose we have a sequence of independent random variables $\mathcal{D} = \{ Z_j \}_{j \in [n]}$ with common distribution $P$. Given any $\delta \in (0, 1)$, the following holds with probability at least $1 - \delta$ over $\mathcal{D}$ for all $g \in \mathcal{G}$,

$$|\hat{P}_\mathcal{D}(g) - P(g)| \leq 2 \cdot \sqrt{P(g^2) \cdot \left( 72 \cdot \rho^*(\mathcal{D}) + \frac{2 \log(4 \log(n)/\delta)}{n} \right) + \left( 132 \cdot \rho^*(\mathcal{D}) + \frac{30 \log(4 \log(n)/\delta)}{n} \right)}.$$  

Before the proof we recall the following elementary lemma.

**Lemma 35.** Suppose that $x, A, B > 0$ satisfy $x \leq A\sqrt{x} + B$. Then $x \leq A^2 + 2B$.

**Proof of Theorem 34.** For each $k \in \{1, \cdots, \lfloor \log_2(n) \rfloor \}$ we let $v_k = 2^{k+1}/n$. We let $G_1 = \{ g \in \mathcal{G} : P(g^2) \leq v_1 \}$ and for each $k \in \{2, \cdots, \lfloor \log_2(n) \rfloor \}$ we let $G_k = \{ g \in \mathcal{G} : v_{k-1} < P(g^2) \leq v_k \}$. Observe that $v_{\lfloor \log_2(n) \rfloor} \geq 1$ and since $\mathcal{G} \subseteq M_1(\mathcal{Z})$ we have $P(g^2) \leq 1$ for all $g \in \mathcal{G}$, so $\mathcal{G} \subseteq \bigcup_{k=1}^{\lfloor \log_2(n) \rfloor} G_k$. Fix $k \in \{1, \cdots, \lfloor \log_2(n) \rfloor \}$. By Theorem 31 we see that with probability at least $1 - \delta$, for all $g \in G_k$ we have

$$|\hat{P}(g) - P(g)| \leq 6 \cdot \hat{R}(G_k, \mathcal{D}) + 2 \sqrt{v_k \log(1/\delta)/n} + \frac{11 \log(1/\delta)}{n}.$$  

(37)

Let $G_k^2 = \{ g^2 : g \in G_k \}$. Note also that $z \mapsto z^2$ is 2-Lipschitz so by Lemma 33 we have $\hat{R}(G_k^2, \mathcal{D}) \leq 2 \hat{R}(G_k, \mathcal{D})$. Note also that for $g \in G_k$, $P((g^2)^2) \leq P(g^2) \leq v_k$, since $g$ is bounded by 1, so applying Theorem 31 once again, we see that with probability at least $1 - \delta$, for all $g \in G_k$ we have

$$|\hat{P}(g^2) - P(g^2)| \leq 12 \cdot \hat{R}(G_k, \mathcal{D}) + 2 \sqrt{v_k \log(1/\delta)/n} + \frac{11 \log(1/\delta)}{n}.$$  

(38)

Thus, by the union bound and both hold for all $k \in \{1, \cdots, \lfloor \log_2(n) \rfloor \}$ with probability at least $1 - 2 \log_2(n) \cdot \delta \geq 1 - 4 \log(n) \cdot \delta$. Observe that for all $k \in \{1, \cdots, \lfloor \log_2(n) \rfloor \}$ and $g \in G_k$, $P(g^2) \leq v_k$, so given (38) we have

$$\hat{P}(g^2) \leq v_k + 12 \cdot \hat{R}(G_k, \mathcal{D}) + 2 \sqrt{v_k \log(1/\delta)/n} + \frac{11 \log(1/\delta)}{n}.$$  

(39)

Let $u_k := v_k + 12 \cdot \hat{R}(G_k, \mathcal{D}) + 2 \sqrt{v_k \log(1/\delta)/n} + 11 \log(1/\delta)/n$. We deduce that $G_k \subseteq \{ g \in \mathcal{G} : \hat{P}(g^2) \leq u_k \}$ and so

$$\hat{R}(G_k, \mathcal{D}) \leq \hat{R}\left( \left\{ g \in \mathcal{G} : \frac{1}{n} \sum_{j \in [n]} g^2(z_j) \leq u_k \right\}, z_{1:n} \right) \leq \phi(\mathcal{D}, u_k).$$  

(40)

Plugging back into the previous inequality gives

$$u_k \leq v_k + 12 \cdot \phi(\mathcal{D}, u_k) + 2 \sqrt{v_k \log(1/\delta)/n} + \frac{11 \log(1/\delta)}{n}.$$  

We claim that

$$u_k \leq v_k + 12 \cdot \rho^*(\mathcal{D}) \cdot u_k + 2 \sqrt{v_k \log(1/\delta)/n} + \frac{11 \log(1/\delta)}{n}.$$  

(40)
Indeed, either \( u_k \leq \rho^*(\mathcal{D}) \), in which case the claim \((40)\) holds, or \( u_k > \rho^*(\mathcal{D}) \). If the latter holds we combine \( \phi(\mathcal{D}, \rho^*(\mathcal{D})) = \rho^*(\mathcal{D}) \) with the fact that \( \phi(\mathcal{D}, r)/\sqrt{r} \) is non-increasing implies \( \sqrt{\rho^*(\mathcal{D})} = \phi(\mathcal{D}, \rho^*(\mathcal{D}))/\sqrt{\rho^*(\mathcal{D})} \geq \phi(\mathcal{D}, u_k)/\sqrt{u_k} \), which by \((39)\) yields the claim \((40)\). Hence, in either case \((40)\) holds. Now by plugging in the definition for \( u_k \) and subtracting \( v_k + 2\sqrt{v_k \log(1/\delta)/n + 11 \log(1/\delta)/n} \) from both sides we obtain

\[
\hat{\mathcal{R}}(\mathcal{G}_k, \mathcal{D}) \leq \sqrt{\rho^*(\mathcal{D}) \cdot \left( v_k + 12 \cdot \hat{\mathcal{R}}(\mathcal{G}_k, \mathcal{D}) + 2\sqrt{v_k \log(1/\delta)/n + 11 \log(1/\delta)/n} \right)}.
\]

By Lemma \(35\) this implies

\[
\hat{\mathcal{R}}(\mathcal{G}_k, \mathcal{D}) \leq 12 \cdot \rho^*(\mathcal{D}) + 2\sqrt{\rho^*(\mathcal{D}) \cdot \left( 2v_k + 12 \log(1/\delta)/n \right)}.
\]

Hence, by \((37)\) with probability at least \(1 - 4 \log(n) \cdot \delta\) the following holds for all \( k \in \{0, \lfloor \log_2(n) \rfloor - 1\} \) and \( g \in \mathcal{G}_k \) we have

\[
\left| \hat{P}_D(g) - P(g) \right| \leq 6 \cdot \hat{\mathcal{R}}(\mathcal{G}_k, \mathcal{D}) + 2\sqrt{v_k \log(1/\delta)/n + 11 \log(1/\delta)/n}.
\]

By noting that \( \mathcal{G} \subseteq \bigcup_{k=0}^{\lfloor \log_2(n) \rfloor - 1} \mathcal{G}_k \) and taking \( \delta/4 \log(n) \) in place of \( \delta \) in the above bound, the conclusion of the theorem follows.

\[\square\]

C  The existence of the Bayes optimal predictor

In this section we consider the existence of Bayes optimal predictor. Recall that, given a loss function \( \mathcal{L} : \mathcal{Y} \times \mathcal{Y} \to [0, b] \) and a Borel probability distribution \( P \) on \( X \times \mathcal{Y} \), a function \( \phi^* \equiv \phi^*_{\mathcal{L}, P} \in \mathcal{M}(\mathcal{X}, \mathcal{Y}) \) is said to be a Bayes optimal predictor if it satisfies

\[
\mathcal{R}_{\mathcal{L}, P}(\phi^*) = \inf_{\phi \in \mathcal{M}(\mathcal{X}, \mathcal{Y})} \{ \mathcal{R}_{\mathcal{L}, P}(\phi) \}.
\]

(41)
In this section we shall show that a Bayes optimal predictor exists under mild conditions (see Proposition 6). We require the measurable maximum theorem.

**Definition 5** (Carathéodory function). A function \( g : \mathcal{X} \times \mathcal{V} \to \mathbb{R} \) is said to be a Carathéodory function if:

- For all \( x \in \mathcal{X} \), the map \( u \mapsto g(x, u) \) is a continuous function of \( u \in \mathcal{V} \),
- For all \( u \in \mathcal{V} \), the map \( x \mapsto g(x, u) \) is a measurable function of \( x \in \mathcal{X} \).

We shall utilise the following simplified version of the measurable maximum theorem.

**Lemma 36** (Measurable maximum theorem). Suppose that \( \mathcal{X} \) is a measurable space and \( \mathcal{V} \) is a compact metric space. Let \( g : \mathcal{X} \times \mathcal{V} \to \mathbb{R} \) be a Carathéodory function. Define \( m : \mathcal{X} \to \mathbb{R} \) by

\[
m(x) := \sup_{u \in \mathcal{V}} \left\{ g(x, u) \right\}.
\]

Then \( m \) is a measurable function and there exists a measurable function \( h : \mathcal{X} \to \mathcal{V} \) with the property that \( g(x, h(x)) = m(x) \) for all \( x \in \mathcal{X} \).

**Proof.** This is a special case of (Aliprantis and Border, 2013, Theorem 18.19).

We also utilise regular conditional distributions.

**Lemma 37** (Regular conditional distributions). Let \( P \) be a Borel probability measure on the product space \( \mathcal{X} \times \mathcal{Y} \), where \( \mathcal{X} \) and \( \mathcal{Y} \) are complete separable metric spaces. Then there exists a family \( (P^x)_{x \in \mathcal{X}} \) of Borel probability measures on \( \mathcal{Y} \) such that for all measurable functions \( h : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) with \( \int |h(x, y)| dP(x, y) < \infty \), the mapping \( x \mapsto \int_{\mathcal{Y}} h(x, y) dP^x(y) \) is measurable and satisfies

\[
\int_{\mathcal{X} \times \mathcal{Y}} h(x, y) dP(x, y) = \int_{\mathcal{X}} \left( \int_{\mathcal{Y}} h(x, y) dP^x(y) \right) dP_X(x). \tag{42}
\]

**Proof.** Apply (Klenke, 2013, Theorem 8.37) combined with the fact that both \( \mathcal{X} \) and \( \mathcal{Y} \) are complete separable metric spaces, and so \( \mathcal{X} \times \mathcal{Y} \) is separable and completely metrizable, and hence Borel.

We shall refer to \( (P^x)_{x \in \mathcal{X}} \) as the regular conditional distribution with respect to \( \mathcal{X} \). We can now give a proposition which gives sufficient conditions for the existence of a Bayes optimal predictor \( \phi^* \).

**Proposition 6.** Suppose that \( \mathcal{V} \) is a compact metric space, \( P \) is a Borel probability distribution on \( \mathcal{X} \times \mathcal{Y} \) and \( L : \mathcal{V} \times \mathcal{Y} \to [0, b] \) is a bounded loss function which is continuous in its first argument. Then there exists a Bayes optimal predictor \( \phi^* \in \mathcal{M}(\mathcal{X}, \mathcal{V}) \). Moreover, any Bayes optimal predictor \( \phi^* \in \mathcal{M}(\mathcal{X}, \mathcal{V}) \) satisfies

\[
\phi^*(x) \in \arg\min_{u \in \mathcal{V}} \left\{ \int_{\mathcal{Y}} L(u, y) dP^x(y) \right\}, \tag{43}
\]

for \( P_X \) almost every \( x \in \mathcal{X} \).

**Proof.** We begin by applying Theorem 37 to obtain a regular conditional distribution \( (P^x)_{x \in \mathcal{X}} \) such that given any \( h : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) with \( \int |h(x, y)| dP(x, y) < \infty \) the map \( x \mapsto \int_{\mathcal{Y}} h(x, y) dP^x(y) \) is
measurable and satisfies (12). In particular, given any \( \phi \in \mathcal{M}(\mathcal{X}, \mathcal{Y}) \) the map \((x, y) \mapsto \mathcal{L}(\phi(x), y)\) is a bounded measurable map and so \( x \mapsto \int_{\mathcal{Y}} \mathcal{L}(\phi(x), y) dP^x(y) \) is a measurable map satisfying,

\[
\mathcal{R}_{\mathcal{L}, P}(\hat{\phi}) = \int_{X} \mathcal{L}(\phi(x), y) dP^x(y) = \int_{X} \left( \int_{\mathcal{Y}} \mathcal{L}(\phi(x), y) dP^x(y) \right) dP^X(x). \tag{44}
\]

Now define a function \( g : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) by \( g(x, u) := -\int_{\mathcal{Y}} \mathcal{L}(u, y) dP^x(y) \). Observe that for each \( u \in \mathcal{Y}, x \mapsto g(x, u) \) is measurable. Moreover, for every \( y \in \mathcal{Y}, \) the function \( u \mapsto -\mathcal{L}(u, y) \) is continuous and so by the dominated convergence theorem it follows that \( u \mapsto g(x, u) \) is continuous for each \( x \in \mathcal{X} \). Hence, we have confirmed that \( g \) is a Carathéodory function. Since \( \mathcal{V} \) is compact we can apply Theorem 36 to see that there exists a function \( \hat{\phi} : \mathcal{X} \to \mathcal{Y} \) with the property that \( g(x, \hat{\phi}^*(x)) = \sup_{u \in \mathcal{Y}} \{ g(x, u) \} \) for all \( x \in \mathcal{X} \). Hence, for all \( x \in \mathcal{X} \), we have \( \int_{\mathcal{Y}} \mathcal{L}(\hat{\phi}^*(x), y) dP^x(y) \leq \inf_{u \in \mathcal{Y}} \{ \int_{\mathcal{Y}} \mathcal{L}(u, y) dP^x(y) \} \) so (13) holds. By (44) it follows that \( \phi^* \) satisfies (11) and so is a Bayes optimal predictor. Suppose on the other hand that \( \hat{\phi}(x) \notin \arg \inf_{u \in \mathcal{V}} \{ \int_{\mathcal{Y}} \mathcal{L}(u, y) dP^x(y) \} \) on a set \( A \subseteq \mathcal{X} \) of positive \( P_X \) measure. Then by (44) it follows that \( \mathcal{R}_{\mathcal{L}, P}(\hat{\phi}) > \mathcal{R}_{\mathcal{L}, P}(\phi^*) \) and so \( \hat{\phi} \) is not a Bayes optimal predictor.

\section{D Proof of Lemma 12}

To prove Lemma 12 we require the following elementary lemma.

\textbf{Lemma 38.} Given any \( \Delta, T > 0 \) we have

\[
\int_0^\Delta \log^+ \left( \frac{T}{e} \right) \, de \leq \Delta \cdot \left( \log^+ \left( \frac{T}{\Delta} \right) + \frac{\sqrt{\pi}}{2} \right).
\]

\textbf{Proof.} First assume that \( T/\Delta \geq e \), so we have

\[
\int_0^\Delta \log^+ \left( \frac{T}{e} \right) \, de = \int_0^\Delta \log^+ \left( \frac{T}{e} \right) \, de = \Delta \cdot \int_0^1 \log^+ \left( \frac{T}{\Delta \cdot z} \right) \, dz \leq \Delta \cdot \left( \log^+ \left( \frac{T}{\Delta} \right) + \int_0^1 \log^+ (1/z) \, dz \right) = \Delta \cdot \left( \log^+ \left( \frac{T}{\Delta} \right) + \frac{\sqrt{\pi}}{2} \right),
\]

where we use the fact that \( \int_0^1 \log^+ (1/z) \, dz = \sqrt{\pi}/2 \) by a change of variables. On the other hand, if \( T/\Delta < e \) we have

\[
\int_0^\Delta \log^+ \left( \frac{T}{e} \right) \, de = \int_0^{\frac{T}{e}} \log^+ \left( \frac{T}{e} \right) \, de + \left( \Delta - \frac{T}{e} \right) \leq \frac{T}{e} \cdot \left( \log^+ \left( \frac{T}{T/e} \right) + \frac{\sqrt{\pi}}{2} \right) + \left( \Delta - \frac{T}{e} \right) = \Delta + \frac{T}{e} \cdot \frac{\sqrt{\pi}}{2} < \Delta \cdot \left( 1 + \frac{\sqrt{\pi}}{2} \right) = \Delta \cdot \left( \log^+ \left( \frac{T}{\Delta} \right) + \frac{\sqrt{\pi}}{2} \right),
\]

where we have applied the previous inequality with \( T/e \) in place of \( \Delta \). \qed
Proof of Lemma 7. For the purpose of the proof define $\mathcal{G}_A(r) := \{g \in \mathcal{G}_A : \mathcal{P}_{z_{1:n}}(g^2) \leq r\}$ and $u_{1:n} = \{u_j\}_{j \in [n]} \in (\mathbb{R}^k)^n$ where $u_j = A(x_j) \in \mathbb{R}^k$. Given any $g_0, g_1 \in \mathcal{G}_A$ we may choose $f_0, f_1 \in F_k$ such that $g_0(z) = \mathcal{L}(f_0(A(x)), y) - \mathcal{L}(\phi^*(x), y)$ and $g_1(z) = \mathcal{L}(f_1(A(x)), y) - \mathcal{L}(\phi^*(x), y)$ for all $z = (x, y) \in \mathcal{X} \times \mathcal{Y}$. By Assumption 4 for all $x$ we have

$$d_{z_{1:n}}(g_0, g_1) := \sqrt{\mathcal{P}_{z_{1:n}}((g_0 - g_1)^2)} = \sqrt{\frac{1}{n} \sum_{j \in [n]} (\mathcal{L}(f_0(u_j), y_j) - \mathcal{L}(f_0(u_j), y_j))^2} \leq \Lambda_{\text{Lip}} \cdot \sqrt{\frac{1}{n} \sum_{j \in [n]} d_V(f_0(u_j), f_1(u_j))^2} = \Lambda_{\text{Lip}} \cdot d_{u_{1:n}}(f_0, f_1).$$

Hence, by Assumption 4 for all $\epsilon > 0$ we have

$$\log(\mathcal{N}(\mathcal{G}_A(r), d_{z_{1:n}}, \epsilon)) \leq \log(\mathcal{N}(\mathcal{G}_A, d_{z_{1:n}}, \epsilon)) \leq \log \left(\mathcal{N}(\mathcal{F}_k, d_{u_{1:n}}, \frac{\epsilon}{\Lambda_{\text{Lip}}})\right) \leq C_{cn} \cdot k \cdot \log_+ \left(\frac{\Lambda_{\text{Lip}} \beta n}{\epsilon k}\right).$$

Note also that $\sup_{g \in \mathcal{G}_A(r)} \sqrt{\mathcal{P}_{z_{1:n}}(g^2)} \leq \sqrt{r}$. Hence, by Dudley’s inequality (Theorem 32) we have

$$\hat{R}(\mathcal{G}_A(A), z_{1:n}) \leq \sqrt{\frac{\sqrt{r}}{n} \log \left(\frac{1}{n} \sum_{j \in [n]} (\mathcal{L}(f_0(u_j), y_j) - \mathcal{L}(f_0(u_j), y_j))^2\right)} \leq \sqrt{\frac{C_{cn} \cdot k \cdot r}{n}} \cdot \log_+ \left(\frac{\Lambda_{\text{Lip}} \beta n}{\epsilon k}\right) \leq 2 \sqrt{\frac{C_{cn} \cdot k \cdot r}{n}} \cdot \log_+ \left(\frac{\Lambda_{\text{Lip}} \beta n}{k \sqrt{r}}\right),$$

where the penultimate inequality follows from Lemma 38.

\[ \square \]

E Proof of Lemma 7

Before proving Lemma 7 we recall the following useful result due to Baraniuk et al. (2008).

Lemma 39. (Baraniuk et al., 2008, Lemma 5.1) Let $A \in \mathbb{R}^{k \times d}$ be a matrix that satisfies Assumption 4 with constant $C_{\text{IL}} \geq 1$. There exists a constant $c_0 > 0$ depending only on $C_{\text{IL}}$ such that for any $r$-dimensional linear subspace $\mathcal{U} \subset \mathbb{R}^d$ with $r < k$ and $\epsilon \in (0, 1)$, the following holds with probability at least $1 - (12/\epsilon)^r e^{-c_0 r \epsilon}$,

$$ (1 - \epsilon) \|x\|_2 \leq \|Ax\|_2 \leq (1 + \epsilon) \|x\|_2, \quad (45) $$

for all $x \in \mathcal{U}$.

Proof of Lemma 7. Let $m = \min\{q, d\}$ denote be the rank of $X$ and take a singular value decomposition $X = UAV^T$ so that $U \in \mathbb{R}^{d \times m}$, $A \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{q \times m}$ with $A$ diagonal and $U^T U = V^T V = I_m$. Next let $r_0 := \min\{r, m\}$ and partition $U = [u_1, \ldots, u_m]$ column-wise into
matrix \( U_r \in \mathbb{R}^{d \times r_o} \), consisting of the first \( r_o \) columns of \( U \) and \( \tilde{U}_r \in \mathbb{R}^{d \times (m - r_o)} \) consisting of the remaining \( m - r_o \) columns (so \( \tilde{U}_r \) may be empty). Similarly, let \( \Lambda_r \in \mathbb{R}^{r_o \times r_o} \) be the upper diagonal block of \( \Lambda \) containing the top \( r_o \) singular values, and \( \tilde{\Lambda}_r \in \mathbb{R}^{(m - r_o) \times (m - r_o)} \) the lower (possibly empty) diagonal block. In particular, we have \( U\Lambda = [U_r \Lambda_r \tilde{U}_r \tilde{\Lambda}_r] \). Next we define a pair of events \( E_{sp} \) and \( E_{ta} \) by

\[
E_{sp} := \{ \|U_r z\|_2 \leq 2\|AU_r z\|_2 \text{ for all } z \in \mathbb{R}^{r_o} \},
E_{ta} := \{ \|Au_\ell\|_2 \leq \sqrt{2} \text{ for } \ell \in \{r_o + 1, \ldots, m\} \}.
\]

By Lemma 39 \( E_{sp} \) holds with probability at least \( 1 - 24e^{-c_0 k^{2/3}} \). Moreover, by Assumption 6 \( E_{ta} \) holds with probability at least \( 1 - (q - r + 1)e^{-k/4C_m} \). Hence, by the union bound it suffices to work on the event \( E_{sp} \cap E_{ta} \) and show that (9) holds. Now on the event \( E_{sp} \) the \( k \times r_o \) matrix \( AU_r \) is of rank \( r_o \) with singular values at least \( 1/2 \), so \( \|AU_r\|_{\text{spec}}^2 \leq 2 \) and \( (AU_r)^+(AU_r) = I_{r_o} \) is the \( r_o \times r_o \) identity matrix (\( M^+ \) denotes the Moore-Penrose inverse of \( M \)). In addition, on the event \( E_{ta} \) writing \( (\tilde{\Lambda}_r,j)_{j \in [m - r_o]} \) diagonal elements of \( \tilde{\Lambda}_r \), given any \( z = (z_j)_{j \in [m - r_o]} \in \mathbb{R}^{m - r_o} \) we have

\[
\|A\tilde{U}_r\tilde{\Lambda}_r z\|_2 = \left\| A \left( \sum_{j=r_o+1}^{m} \tilde{\Lambda}_r,j z_j u_j \right) \right\|_2 = \left\| \sum_{j=r_o+1}^{m} \tilde{\Lambda}_r,j z_j u_j \right\|_2 \leq \sqrt{2} \left\| \sum_{j=r_o+1}^{m} \tilde{\Lambda}_r,j^2 z_j \right\| \leq \sqrt{2} \left\| z \right\| \left( \sum_{j=r_o+1}^{m} \lambda_j(XX^T) \right),
\]

so \( \|A\tilde{U}_r\tilde{\Lambda}_r\|_{\text{spec}}^2 \leq \sqrt{2} \sum_{j=r_o+1}^{m} \lambda_j(XX^T) \). Hence, choosing \( w \equiv w(A,r) := \{ w_0^T U_r (AU_r)^+ \}^T \),

\[
\inf_{\tilde{w} \in \mathbb{R}^k} \|\tilde{w}^T AX - w_0^T X\|_2^2 \leq \|(w^T A - w_0^T)X\|_2^2 = \|(w^T A - w_0^T)UA\|_2^2 \leq \|(w^T A - w_0^T)U_r\Lambda_r\|_2^2 + \|(w^T A - w_0^T)\tilde{U}_r\tilde{\Lambda}_r\|_2^2 = \|w_0^T U_r (AU_r)^+(AU_r)\Lambda_r - w_0^T U_r\Lambda_r\|_2^2 + \|(w^T A - w_0^T)\tilde{U}_r\tilde{\Lambda}_r\|_2^2 \leq \|w_0^T \tilde{U}_r\tilde{\Lambda}_r\| \|(AU_r)^+ A - I_d\tilde{U}_r\tilde{\Lambda}_r\|_{\text{spec}} \leq 2\|w_0\|_2^2 \left( \|(AU_r)^+\|_{\text{spec}}^2 \right) \leq 2\|w_0\|_2^2 \left( \sum_{j=r_o+1}^{m} \lambda_j(XX^T) \right) \leq 18\|w_0\|_2^2 \sum_{j=r_o+1}^{m} \lambda_j(XX^T),
\]

as required. \( \square \)
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