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A B S T R A C T

Air pollutant data are compositional in character because they describe quantitatively the parts of a whole (atmospheric composition). However, it is common to use air pollutant concentrations in statistical models without considering this characteristic of the data and, therefore, without control of common statistical problems, such as spurious correlations and subcompositional incoherence. This paper now proposes a daily multivariate spatio-temporal model with a compositional approach. The air pollution spatio-temporal model is based on a dynamic linear modelling framework with Bayesian inference. The novel modelling methodology was applied in an urban area for carbon monoxide (CO, mg·m⁻³), sulfur dioxide (SO₂, μg·m⁻³), ozone (O₃, μg·m⁻³), nitrogen dioxide (NO₂, μg·m⁻³), and particulate matter less than 2.5 μm in aerodynamic diameter (PM₂.₅, μg·m⁻³). The proposal complemented and improved the conventional approach in air pollution modelling. The main improvements come from a fast multivariate data description, high spatial-correlation, and adequate modelling of air pollutants with high variability.

1. Introduction

Poor air quality in urban areas directly influences disease and decreases quality of life. Taking appropriate decisions in a timely period depends on the measurement and analysis of air parameters (Marinov et al., 2016). Air pollutants can be measured using either remote sense data (satellite images) or a monitoring network extended over a specific territory. The principal limitations of remote sense data are (a) the inverse relationship between spatial and temporal resolution, i.e., a satellite image could have high spatial resolution but low temporal resolution, and vice versa (Yao et al., 2018; Yang et al., 2019; Ban et al., 2020); (b) the satellite image often shows the vertical integration of air pollutants due to their passive remote sensing theory, causing issues in obtaining air pollutants near the surface (Zheng et al., 2017, 2018). The principal disadvantage of a monitoring network is the limited number of monitoring stations installed (low spatial resolution). Recent studies suggest the application of low-cost sensors in monitoring air pollutants, increasing the number of monitoring sites, and thus the spatial resolution; while the uncertainties in these observations remain an issue (Shi et al., 2018; Zhao et al., 2019). In both exposed cases, predictions from numerical models are used (Zanetti, 1990; Mayer, 1999; Dominici et al., 2002; Cetin et al., 2017; Paci, 2013; Viachokostas et al., 2009; Huang et al., 2019). Further, these predictions are used in epidemiological researches (Möller et al., 2010; Arroyo et al., 2019).

It is common to find spatio-temporal air quality models in the literature that use a univariate approach (Arakia et al., 2018; He et al., 2019; Hu et al., 2019; Pak et al., 2020). Dynamic linear models (DLM) are commonly used in air quality univariate modelling and they have been widely reviewed (Cocchi et al., 2007; Cameletti et al., 2011; Fassò and Finazzi, 2011; Sahu, 2012; Gutiérrez et al., 2016; Shaddick et al., 2018). It is less common to find air quality models that use a multivariate approach (i.e., multiple response). This approach is frequently used in models related to air quality indices (AQI) (Jato-Espinò et al., 2018; Zhang, 2019). Shaddick and Wakefield (2002) presented a multivariate daily spatio-temporal air pollution model for London using a dynamic linear modelling framework with Bayesian inference with the Markov chain Monte Carlo (MCMC) method. Blangiardo et al. (2019) presented a hierarchical model to assess multi-pollutant effects in time-series studies, using daily pollutants, weather, and mortality data.

Environmental sciences usually use closed data, i.e., they quantitatively represent the parts of a whole (e.g., μg/l, mg/kg, wt%) and only the proportions of their parts are assumed to be informative. If this information is not treated using a compositional approach, it could have severe consequences in the statistical analysis of the data (e.g., spurious correlations and subcompositional incoherence) (Filzmoser et al., 2010;...
Egozcue et al., 2012). This is often neglected in statistical analysis, where a simple log transformation of the single variables is insufficient to put data into an acceptable geometry (Reimann et al., 2017). These problems in data with compositional character could be eliminated through log-ratio methods (Buccianti et al., 2006). For instance, Aitchison (1982) developed the additive–log-ratio (alr) and centred-log-ratio (clr) transformations; Egozcue et al. (2003) introduced the isometric-log-ratio (ilr) transformation.

Modelling and simulation works in air quality considering a compositional approach are still scarce (Sánchez-Balseca and Pérez-Foguet, 2019), with the few studies related to AQI (Jarauta-Bragulat et al., 2016; AL-Dhurafi et al., 2018). In contrast, this is not the case for issues related to water (Buccianti and Pawlowsky-Glahn, 2005; Blake et al., 2016; Owen et al., 2016; Pérez-Foguet et al., 2017; Ezbakhe and Pérez-Foguet, 2019; Quispe-Coica and Pérez-Foguet, 2020) or to soil (Reimann et al., 2012; Shi-wen et al., 2013; López-Abente et al., 2018; Petrika et al., 2018).

This article proposes a spatio-temporal daily multivariate air pollutant data using DLM, and Bayesian inference through MCMC methods with compositional data (CoDa) approach. The proposed model was applied using five monitoring stations with data of five air pollutants during six years in Quito, Ecuador. The remaining of this article provides the site description, datasets used, a brief background on statistical tools (DLM and compositional data analysis), and methodology (Section 2),

Table 1. Main parameters of monitoring stations.

| Station Name | Location       | Elevation (m.a.s.l.) | Station code |
|--------------|----------------|---------------------|--------------|
| Carapungo    | 78°26’50” W, 0°5’54” S | 2851                | ST_1         |
| Belisario    | 78°30’24” W, 0°10’48” S  | 2835                | ST_2         |
| El Camal     | 78°30’36” W, 0°15’00” S  | 2840                | ST_3         |
| Cotocollao   | 78°29’59,2” W, 0°6’38,8” S | 2739                | ST_4         |
| Centro       | 78°30’50,4” W, 0°13’17,6” S | 2453                | ST_5         |

Figure 1. Orography of Quito. The five monitoring stations are indicated with red dots, and the administrative boundary of Quito is illustrated with a black polygon. The stations labels in the map refer to the “Station code” column in Table 1.
2. Material and methods

2.1. Site description

Quito covers 4 230.6 km$^2$ and has a population of 2 505 344 inhabitants (EMASEO, 2011). The topography of the region is characterized by a complex terrain in a basin running in a NE to SW direction, surrounded by the Andes mountains. It is situated in a narrow mountain valley at 2 800 m above sea level, and temperature inversions are common events (Jurado and Southgate, 1999).

2.2. Data

Datasets used were collected hourly from the monitoring network of Quito over six years (2009–2014). Samples with negative values of concentrations were discarded. To obtain the daily mean concentrations, at least 75% hourly data was required. The monitoring networking comprises five stations with distinct characteristics (Table 1, Figure 1). These stations measured with Thermo Fisher Scientific EPA standard methods both meteorological data (temperature and pressure) as well as five air pollutants: carbon monoxide (CO, mg·m$^{-3}$), sulphur dioxide (SO$_2$, µg·m$^{-3}$), ozone (O$_3$, µg·m$^{-3}$), nitrogen dioxide (NO$_2$, µg·m$^{-3}$), and particulate matter <2.5 µm (PM$_{2.5}$, µg·m$^{-3}$). The location and quality control processes of the monitoring stations were established by the Environmental Agency of Quito following the criteria for air quality monitoring as set by the Environmental Protection Agency of the United States (USEPA) (Secretaria de Ambiente del DMQ, 2017).

2.3. Background on statistical tools

2.3.1. Compositional data analysis

In mathematical terms, CoDa are represented as pertaining to a sample space called the simplex $S^D$ (Equation 1):

$$S^D = \left\{ x = (x_1, x_2, \ldots, x_D) : x_i > 0 \text{ for } i = 1, 2, \ldots, D, \sum_{i=1}^{D} x_i = K \right\}.$$

where $K$ is a given positive constant, defined a priori and dependent on how the parts are measured (Buccianti, 2013). The elements of a composition, $x_i$, are called components or parts, and the only relevant information is contained in the ratios between components (Pawlowsky-Glahn et al., 2015). To obtain the log-ratio coordinates, the isometric log-ratio (ilr) transformation is applied (Equation 2):

$$y = \text{ilr}(x) = \ln(x) \cdot V.$$

where $x$ is the vector with the $D$ parts of the compositions, $V$ a $D \times (D - 1)$ matrix denotes the orthonormal basis in the simplex, and $y$ is the vector with the $D - 1$ log-ratio coordinates of the composition on the basis $V$.

In this framework, the procedure of the sequential binary partition (SBP) to identify orthonormal coordinates was adopted (Egozcue and Pawlowksy-Glahn, 2005). A SBP denotes a hierarchy of the parts of a composition and contains successive splits of the parts into two groups, coded by the signs + and −. For instance, the components of $y$ with respect to the basis $V$ are:

$$y^i = \sqrt{\frac{-1/2}{1 + 3} \ln \left( \frac{g_{m_1}(x_i)}{g_{m_0}(x_i)} \right)} : i = 1, \ldots, D - 1$$

where $y^i$ is the $i$th orthonormal coordinate of the composition, $g_{m_0}(x_i)$ and $g_{m_1}(x_i)$ are the geometric mean of the components (coded as ± and −, respectively) (Egozcue and Pawlowksy-Glahn, 2005). After the log-ratio coordinates are obtained, the conventional statistical tools can be applied. Finally, the simulated values (obtained from statistical tools) can be back-transformed to the original space using the inverse ilr operation, defined as:

$$x = \mathcal{Y} \left[ \exp \left( V y_spt \right) \right].$$

where $y$ contains the log-ratio ilr coordinates of $x$ with respect to the basis $V$. The closure operator is defined as $\mathcal{Y}$:

$$\mathcal{Y} \left[ x \right] = \left( \frac{x_1}{x_{m_1+1}}, \frac{x_2}{x_{m_1+2}}, \ldots, \frac{x_D}{x_{m_1+D}} \right).$$

For a 6-part composition, $x = (x_1, x_2, x_3, x_4, x_5, x_6)$, a SBP example can be:

| Order | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ | $x_6$ | $r$ | $s$ |
|-------|-------|-------|-------|-------|-------|-------|-----|-----|
| 1     | +1    | +1    | 0     | 0     | 0     | 1     | 1   | 1   |
| 2     | +1    | +1    | +1    | 0     | 0     | 2     | 1   | 2   |
| 3     | +1    | +1    | +1    | 0     | 0     | 3     | 1   | 3   |
| 4     | +1    | +1    | +1    | +1    | 0     | 0     | 4   | 1   |
| 5     | +1    | +1    | +1    | +1    | +1    | 5     | 1   | 5   |

And thus, the orthonormal basis:

$$V = \left[ \begin{array}{cccc} 1/\sqrt{2} & 1/\sqrt{6} & 1/\sqrt{12} & 1/2\sqrt{3} & 1/\sqrt{30} \\ -1/\sqrt{2} & 1/\sqrt{6} & 1/\sqrt{12} & 1/2\sqrt{3} & 1/\sqrt{30} \\ 0 & -\sqrt{3}/2 & 1/2\sqrt{3} & 1/\sqrt{10} & 1/\sqrt{30} \\ 0 & 0 & -2/\sqrt{3} & 1/\sqrt{10} & 1/\sqrt{30} \\ 0 & 0 & 0 & -\sqrt{5}/2 & 1/\sqrt{5} \end{array} \right]$$

The log-ratio ilr coordinates can be obtained using Eq. (3) (see Table 2). The log-ratio coordinates represent the influence of each part over the composition and could take into account the relationship between the components in order to obtain an optimal base (Meagher et al., 1967; Environmental Protection Agency, 2001).

2.3.2. Dynamic linear model

Let $y_{opt}$ denote the observed pollutant concentration $p$ at spatial location $s$ ($s = 1, \ldots, S$) on day $t$ ($t = 1, \ldots, T$) and assume the observation equation as

$$y_{opt} = X_{opt} \cdot \beta + \theta_{opt} + V_{opt}.$$

Table 2. Log-ratio coordinate definition.

| Level | Log-ratio coordinates |
|-------|-----------------------|
| 1     | $y_1 = \sqrt{\frac{1 - \ln x_1}{1 + 3}}$ |
| 2     | $y_2 = \sqrt{\frac{1 - \ln (x_1 + x_2)}{1 + 2}}$ |
| 3     | $y_3 = \sqrt{\frac{1 - \ln (x_1 + x_2 + x_3 + x_4 + x_5)}{1 + 3}}$ |
| 4     | $y_4 = \sqrt{\frac{1 - \ln (x_1 + x_2 + x_3 + x_4 + x_5 + x_6)}{1 + 3}}$ |
| 5     | $y_5 = \sqrt{\frac{1 - \ln (x_1 + x_2 + x_3 + x_4 + x_5 + x_6)}{1 + 3}}$ |

the results (Section 3), the discussion (Section 4), and the principle conclusions (Section 5).
where \( V_{sp} \) represents the measurement errors that are assumed to be independent and distributed \( N(0, \sigma_v^2) \) (also named a Gaussian white-noise process). The measurement error variance is also called the nugget effect (\( \sigma_v^2 \)) (Cressie, 1993). The vector \( \beta \) is a vector of regression coefficients, and \( X_{sp} \) represents a vector of regressors that change temporally (large-scale component including meteorological and geographical covariates). The term \( \theta_{sp} \) is the realization of the latent spatio-temporal process (true unobserved levels of pollutant \( p \) on day \( t \) at site \( s \)) and is given by the dynamic autoregressive first-order model:

\[
\theta_{sp} = \theta_{sp-1} + w_{sp} + m_{sp}.
\]  

(7)

The last equation is termed the system equation. \( w_{sp} \) has a multivariate normal distribution, \( MVN(0, \Sigma_p) \), with zero mean and variance–covariance matrix \( \Sigma_p \). This matrix contains variances \( \sigma_{wp}^2 \) and represents the covariance between pollutants (for more details, see Shaddick and Wakefield, 2002).

The site effects of pollutant \( p \) at station site \( s \) \( m_{ps} \) has also a multivariate normal distribution, \( MVN(0, \Sigma = \sigma_m^2 \Sigma) \). They were assumed as a temporally independent with vector zero-mean and a covariance function matrix \( \Sigma \) specified by a Gaussian process. In this distribution, \( \sigma_m^2 \) denote the variance between sites for each pollutant \( p \). The dense \( S \times S \) correlation matrix \( \Sigma \) is given by the Matérn function, which depends on the Euclidean spatial distance. In this paper, we used a popular special case of Matérn family of covariance functions \( C(d) = \exp(-\phi_d d) \), where \( d \) represents the distance between sites (km) and \( \phi_d > 0 \) describes the correlation strength (Cressie, 1993; Lindgren and Rue, 2015; Rao et al., 2012).

2.4. Methodology

To propose a compositional spatio-temporal air pollution model using a dynamic linear modelling framework, our approach encompasses the

---

**Figure 2.** Algorithm of (a) the proposed approach, and (b) the conventional approach for spatio-temporal air pollution modelling using DLM.

---
following steps: (i) pre-processing air pollution data to express them as 6-part compositions, (ii) treating the missing data in the compositional data by imputation techniques, (iii) applying the DLM model to data, and (iv) evaluating the model in both fit and validation stages.

Both the proposed and conventional approaches were done with the software R studio (Figure 2). In R studio, the packages R2OpenBUGS (Sturtz et al., 2005), Compositions (Gerald van den Boogaart et al., 2018), and Openair (Carslaw and Ropkins, 2012) were used. The R script is described in Sánchez-Balseca and Pérez-Foguet (2020b).

2.4.1. Proposed approach

Step 1. Pre-processing of air pollution data. The daily pollutant volume concentrations were converted to concentration in weight (as part per billion, ppb), in order to use the compositional data approach. The daily air density at each monitoring station was used to convert the concentration units. The ideal gas law was used to determine air density. Eq. (4) shows air density \( \delta \), which is calculated using temperature \( T \), pressure \( P \), and ideal gas constant for dry air \( R = 287.05 \text{ Jkg}^{-1}\text{K}^{-1} \).

\[
\delta = \frac{P}{R \cdot T}
\]

The closed composition can then be de

Step 2. Data processing. For missing daily data, we used the compositional robust imputation method: k-Nearest Neighbor Imputation (Martín–Fernández et al., 2005; Hron et al., 2008). This method requires at least one element in the composition. However, it is common to have days without information; for these timepoints, we chose the pollutant with less gaps to apply a simple imputation, with a seasonal mean value, and then used the robust imputation method. To complement this stage, we presented a descriptive air pollution data analysis using the compositional biplot (Aitchison and Greenacre, 2002).

Step 3. Model application. To evaluate the compositional nature of data, two statistical approaches were used: (i) the conventional approach, in which the 6 components are first log-transformed into 5 coordinates \( (y_{1}, y_{2}, ..., y_{5}) \) using the method to build an optimal orthonormal basis (Gerald van den Boogaart et al., 2018). The log-ratio coordinates were then modelled separately, and finally regression results were back-transformed (see Section 2.3.1). However, to complement the proposed approach, it is necessary recover the original units for the estimates in compositional data analysis (Martín-Fernández et al., 2019). Once results are back-transformed in proportions \( p^e \), \( \text{sum}(p^e) = 1 \), they are multiplied by \( K \) to obtain the model results in original units.

Step 4. Model evaluation. The last step was the model evaluation, which comprised two stages: the first stage evaluated the fitted model, and the second one evaluated the model validation. For this, the Nash-Sutcliffe efficiency index (NSE), the relative squared error (RSE), and the Pearson correlation coefficient were used.

NSE (Eq. 5) is a widely used and potentially reliable statistic for assessing the goodness of fit of models. The NSE scale ranges from 0 to 1, whereby NSE = 1 means the model is perfect, NSE = 0 means that the model is equal to the average of the observed data, and negative values mean that the average is a better predictor (McCuen et al., 2006).

\[
\text{NSE} = 1 - \frac{\sum (Y_{obs} - Y_{sim})^2}{\sum (Y_{obs} - \bar{Y}_{obs})^2}.
\]

RSE is a measure of quantitative performance commonly used to evaluate regression models (Eq. 6). A null RSE means that the model adjusts perfectly to comparison data. This criterion allowed compare between conventional and compositional approaches.

\[
\text{RSE} = \frac{\sum_{i=1}^{n} (Y_{obs} - Y_{sim})^2}{\sum_{i=1}^{n} (Y_{obs} - \bar{Y}_{obs})^2}.
\]

The Pearson correlation coefficient is a linear measure between two quantitative random variables. Unlike RMSE, the NSE and Pearson correlation are independent of the scale of measurement of the variables. This coefficient can be calculated as shown in Eq. (7).

\[
f(Y_{obs}, Y_{sim}) = \frac{n \sum Y_{obs} \cdot Y_{sim} - \sum Y_{obs} \sum Y_{sim}}{n \sum Y_{obs}^2 - (\sum Y_{obs})^2 \sqrt{n \sum Y_{sim}^2 - (\sum Y_{sim})^2}}.
\]

2.4.2. Fitting and validating modelling

To fit the model, we used the first five years (2009–2013), and the last one (2014) for validation. Figure 3 summarizes the fitting and validation strategy. In the proposed model with the compositional approach, \( y_{q:1} \) denote the Log-ratio coordinate at specific site \( s \) on day \( t (t = 1, ..., 1827) \). The Bayesian approach through MCMC method was used to determine the model parameters \( (\theta_{q:1}, \sigma_{\theta}^2, \sigma_{\theta}^2, \mu_{\theta}, \phi_{\theta}) \), and with them, we found the simulated log-ratio coordinates at the five monitoring stations for each day \( t (t = 1, ..., 1827) \). Finally, we evaluated the quality of the fitted model.

To validate the model, we used the model parameters obtained from Bayesian inference and the dataset of validation (Shaddick and Wakefield, 2002; Petris et al., 2007). Then, we applied the proposed algorithm (Figure 2) with the fixed model parameter from the fitting model process to the dataset of validation, and finally we evaluated the quality of evaluation stage.
denotes simulated five pollutant concentrations at five monitoring stations for both the calibration and validation processes. The quality metrics for the general model and for each monitoring station were obtained.

In this paper, covariate terms (\( X_{\text{cov}} \)) were not considered for clarity. A recent work proposes the use of covariates with an univariate model for particulate matter using satellite data in a wildfire event in Quito, showing the potential of the modelling approach (Sánchez-Balseca and Pérez-Foguet (2020a)).

### 3. Results

#### 3.1. Pre-processing of air pollution data

Table 3 shows the summary of mean daily data calculated from the pre-processing data step. In general, the station ST_3 has higher air pollutants concentrations than the remain stations. The station ST_3 is located in a commercial zone with high vehicle mobility (Sánchez-Balseca, 2017; Secretaria de Ambiente DMQ, 2017). Other

#### Table 3. Summary of daily data measured at five stations (2009-2013).

| Variable | Unit | Total | Missing | % | Mean | Min. | 25% | Med. | 75% | Max |
|----------|------|-------|---------|----|------|------|-----|------|-----|-----|
| CO       | mg m\(^{-3}\) | 1827  | 23      | 1.3 | 0.56 | 0.09 | 0.44 | 0.53 | 0.65 | 1.68 |
| SO\(_2\) | \( \mu \)g m\(^{-3}\) | 1827  | 14      | 0.8 | 3.24 | 0.12 | 1.89 | 2.87 | 4.19 | 12.9 |
| O\(_3\)  | \( \mu \)g m\(^{-3}\) | 1827  | 13      | 0.7 | 26.9 | 1.52 | 21.9 | 25.8 | 30.5 | 68.3 |
| NO\(_2\) | \( \mu \)g m\(^{-3}\) | 1827  | 33      | 1.8 | 16.9 | 0.77 | 12.3 | 15.9 | 20.6 | 64.7 |
| PM\(_{2.5}\) | \( \mu \)g m\(^{-3}\) | 1827  | 48      | 2.6 | 19.6 | 5.67 | 13.9 | 18.1 | 23.1 | 99.5 |

#### Figure 4. Biplots of \( clr \)-pollutants for (a) ST_1, (b) ST_3, and (c) ST_5.
areas with significant commercial activities are monitored by stations ST_2 and ST_5, which thus have higher SO2 levels than the other zones (SO2 is present in motor vehicle emissions, as the result of fuel combustion). Finally, ST_1 and ST_4 are located in residential zones. In general, the station ST_1 has more missing values than the other stations. The missing data did not exceed about 2.6% in this work (PM2.5).

### 3.2. Data processing

As ozone presented the lowest percentage of missing data (less than 0.7%) at all monitoring stations (see Table 3), it was initially used to apply the robust imputations described in the processing data step to all compositions. The air quality data using the compositional approach followed some patterns in all monitoring stations. Figure 4 shows the biplot analysis for compositions. The missing data did not exceed about 2.6% in this work (PM2.5). The variables clr(CO), clr(NO2), and clr(PM2.5) had similar direction. This means that these variables are quite strong relations. The compositional biplot allowed us to identify the chemical behavior between them. For example, SO2 also leads to photochemical O3 production when there are predominant commercial activities monitored by stations ST_2 and ST_5, which thus have higher SO2 levels than the other zones (SO2 is present in motor vehicle emissions, as the result of fuel combustion). Finally, ST_1 and ST_4 are located in residential zones. In general, the station ST_1 has more missing values than the other stations. The missing data did not exceed about 2.6% in this work (PM2.5).

### 3.3. Model fitting

Following with the model application step, the log-ratio coordinates were defined using the Table 2, where $x_1 = SO2$, $x_2 = CO$, $x_3 = O3$, $x_4 = NO2$, $x_5 = PM_{2.5}$, and $x_6 = Res$. Table 4 shows the principal posterior estimates (mean, first and last quantiles) of the model parameters. The first and second log-ratio coordinates, the temporal error variance ($\sigma^2_{wsp}$) had more influence

### Table 4. Posterior estimates (mean and first and last quantiles).

| Parameter | Mean  | 2.5%  | 97.5% | Parameter | Mean  | 2.5%  | 97.5% |
|-----------|-------|-------|-------|-----------|-------|-------|-------|
| $y_1$     | 0.1382| 0.1255| 0.1501| $m_{11}$  | 0.0450| -0.1067| 0.1207|
| $y_2$     | 0.0591| 0.0458| 0.0712| $m_{12}$  | -0.05157| -0.1293| 0.0394|
| $y_3$     | 0.0941| 0.0819| 0.106 | $m_{13}$  | 0.0957| -0.0073| 0.2105|
| $y_4$     | 0.0725| 0.0578| 0.0869| $m_{14}$  | 0.0930| 0.0281| 0.1937|
| $y_5$     | 0.0577| 0.0453| 0.0695| $m_{15}$  | 0.1401| 0.0747| 0.2057|
| $y_6$     | 0.1645| 0.1603| 0.1687| $\phi_1$  | 0.0524| 0.0070| 0.1107|
| $y_7$     | 0.1136| 0.0585| 0.24  |           |       |       |       |
Table 5. Fitted model evaluation criteria for both conventional and compositional approaches by air pollutants.

| Metrics | CO   | SO₂  | O₃   | NO₂  | PM₂.₅ |
|---------|------|------|------|------|--------|
|         | Con. | Comp.| Con. | Comp.| Con.   |
| RSE     | 0.0758 | 0.0838 | 0.4362 | 0.0667 | 0.0191 |
| NSE     | 0.9242 | 0.9157 | 0.5637 | 0.9931 | 0.9809 |
| COR     | 0.9630 | 0.9611 | 0.7557 | 0.9966 | 0.9918 |

Comp., compositional approach; Con., conventional approach; COR., correlation coefficient; NSE, Nash-Sutcliffe efficiency index; RSE, relative squared error.

Table 6. Fitted model evaluation criteria for both conventional and compositional approaches, by station and by pollutant.

| ST | Metrics | CO | SO₂ | O₃ | NO₂ | PM₂.₅ |
|----|---------|----|-----|----|-----|--------|
|    |         | Con. | Comp. | Con. | Comp. | Con. |
| 1  | RSE     | 0.029 | 0.215 | 0.253 | 0.0448 | 0.023 |
|    | NSE     | 0.971 | 0.812 | 0.747 | 0.9548 | 0.977 |
|    | COR     | 0.987 | 0.904 | 0.869 | 0.9943 | 0.990 |
| 2  | RSE     | 0.015 | 0.063 | 0.231 | 0.008 | 0.026 |
|    | NSE     | 0.985 | 0.946 | 0.769 | 0.9915 | 0.974 |
|    | COR     | 0.993 | 0.974 | 0.881 | 0.9973 | 0.989 |
| 3  | RSE     | 0.100 | 0.072 | 0.669 | 0.0055 | 0.016 |
|    | NSE     | 0.899 | 0.927 | 0.331 | 0.9944 | 0.984 |
|    | COR     | 0.997 | 0.976 | 0.867 | 0.9977 | 0.995 |
| 4  | RSE     | 0.421 | 0.052 | 0.255 | 0.0055 | 0.011 |
|    | NSE     | 0.578 | 0.947 | 0.745 | 0.9944 | 0.988 |
|    | COR     | 0.998 | 0.976 | 0.867 | 0.9977 | 0.995 |
| 5  | RSE     | 0.077 | 0.051 | 3.669 | 0.0109 | 0.024 |
|    | NSE     | 0.923 | 0.948 | 0.735 | 0.9889 | 0.976 |
|    | COR     | 0.992 | 0.979 | 0.859 | 0.9971 | 0.989 |

Comp., compositional approach; Con., conventional approach; COR., correlation coefficient; NSE, Nash-Sutcliffe efficiency index; RSE, relative squared error.

than spatial (σ²_{mp}) and measurement error variance (σ²_{erp}). Thus, the influence of SO₂, CO, and O₃ over the composition had a temporal character that it was reflected through the temporal error variance defined by the system equation. The NO₂ influence over the composition (third log-ratio coordinate) is reflected by the high spatial error variance defined by Matérn function. In general, the influence of PM₂.₅ (fourth log-ratio coordinate) over the composition is reflected by the high measurement error variance value in the stations ST_1, ST_3, ST_4, and ST_5, while the PM₁₀⁻₂.₅ dataset had more missing data than the other components (Table 3).

The φₚ mean model parameter allows the empirically derived correlation range (dₚ) to be calculated; that is, the distance at which the correlation is close to 0.05 (Sahu, 2012). This distance is a result of the Matérn function, which depends on the Euclidean spatial distance. The empirically derived correlation ranges for each log-ratio coordinate were 38.17, 32.92, 28.65, 36.50, and 31.49 km, respectively. The first and fourth log-ratio coordinates (the influence of SO₂, CO, and PM₂.₅ over the composition) had correlation ranges that decreased slowly with distance. Taking into account the study case, all of correlation ranges were enough to cover a local territory where there are limited monitoring stations. The third log-ratio coordinate (the NO₂ influence over the composition) had higher values of site effects (σ²_{mp}) than the others coordinates; thus, this correlation range value is relatively low (28.65 km). The posterior of φₚ values were very diffuse due to the small number of monitoring stations at urban area (Shaddick and Wakefield, 2002).

The correlation range for the fourth log-ratio coordinate that represents the influence of PM₂.₅ over the composition (dₚ = 36.68) is slightly greater than the correlation range of PM₂.₅ in the conventional model for the univariate approach (dₚ = 27.19) (Sánchez-Balseca and Pérez-Foguet (2020a)).

Table 5 shows the evaluation criteria values of the fitted model for both the conventional and the compositional approach. In general, both approaches presented good quality modelling (NSE > 0.5), and adequate fitted data for all pollutants (RSE close to zero) (Ritter and Muñoz-Carpena, 2013). For CO and NO₂, the behavior was similar between both model approaches. For SO₂ and PM₂.₅, the compositional model approach presented a better model quality and fitted values than the conventional approach. For O₃, the conventional approach gave values slightly better than the compositional approach.

Table 6 presents the results by monitoring stations. Main result is that the conventional model at monitoring station ST_3 had values of NSE < 0.5 for SO₂. The SO₂ values at all stations (but mainly at ST_3) have more variability than the values of the others pollutants (Figure 4). The high variability of SO₂ is due to the location of monitoring stations near to the paths in the urban area, and they can recorder levels of anthropogenic SO₂, such as vehicle emissions. Figure 5 shows the observed data and fitted data of the five pollutants at monitoring stations ST_1, ST_3, ST_5 using both conventional and compositional approaches.

3.4. Model validation

The compositional approach presented lower RSE values than the conventional approach and gave positive NSE values for all pollutants. The correlation coefficient for CO, O₃, and NO₂ presented an adequate correlation with the observed time series. The quality metrics for the validation process of the conventional approach are shown in Table 7.

Table 7 shows the quality metrics by station and pollutant. The negative NSE values in both models by pollutant and station indicate that the mean value of the observed data was better for validating the model. For example, the simulated values of SO₂ at ST_1, ST_3, and ST_5 in Figure 6 follow a horizontal trend (constant mean value) with little
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Figure 5. Fitted model for each pollutant using both conventional (red curve) and compositional (blue curve) approaches at monitoring stations: ST_1(left), ST_3 (center), and ST_5 (right). The observed values are represented by the black curve.
our approach, however, the biplot analysis allows a fast and adequate log-ratio coordinates as the ordnates and their related parameters. It can be helpful to understand the conventional approach. However, the main disadvantage of our approach could add meteorological covariates. For instance, an univariate first-order autoregressive variable. We used only one temporal covariate with the purpose of clarifying the application of compositional data in space–time models in air quality. As shown in the previous section, this consideration does not allow adequate quality metrics to be obtained in the validation process for either the conventional or the compositional approach. Further work with the proposed approach could add meteorological covariates. For instance, an univariate dynamic linear model was used for particulate matter in wildfire scenarios in Quito (Sanchez-Balseca and Perez-Foguet, 2020a). Additional investigations could evaluate other spatial approaches, such as the Gaussian Markov random field through the stochastic partial differential equations.

### Table 7. Validated model evaluation criteria for both conventional and compositional approaches by air pollutants.

| Comp. | Con. | Comp. | Con. | Comp. | Con. | Con. | Comp. | Con. | Comp. |
|-------|------|-------|------|-------|------|------|-------|------|-------|
| RSE   | 0.9699 | 0.8761 | 2.5184 | 0.9246 | 0.6552 | 0.6930 | 0.6414 | 0.6806 | 1.0076 | 0.8919 |
| NSE   | -0.003 | 0.0944 | -1.518 | 0.0675 | 0.3318 | 0.2932 | 0.3339 | 0.2940 | -0.037 | 0.0814 |
| COR.  | 0.3540 | 0.5293 | -0.023 | 0.3773 | 0.5979 | 0.5593 | 0.5997 | 0.5952 | 0.2303 | 0.3589 |

Comp., compositional approach; Con., conventional approach; COR., correlation coefficient; NSE, Nash-Sutcliffe efficiency index; RSE, relative squared error.

### Table 8. Validated model evaluation criteria for both conventional and compositional approaches by station and pollutant.

| ST     | Metrics | CO | SO₂ | O₃ | NO₂ | PM₁₅ |
|--------|---------|----|-----|----|-----|------|
| RSE    |         |    |     |    |     |      |
| 1      |         |    |     |    |     |      |
|        | Con.    | 1.2065 | 1.0633 | 1.1980 | 1.4369 | 0.6721 | 0.8076 |
|        | Comp.   | 1.7373 | 1.4335 | 1.7266 | 1.1086 |
| NSE    |         |    |     |    |     |      |
| 2      |         |    |     |    |     |      |
|        | Con.    | 1.5381 | 2.0561 | 1.1539 | 1.2210 | 0.6906 | 0.7370 |
|        | Comp.   | 1.7266 | 1.1086 |
| COR.   |         |    |     |    |     |      |
| 3      |         |    |     |    |     |      |
|        | Con.    | 0.5698 | 0.5344 | 0.8165 | 0.9634 | 0.5363 | 0.5118 |
|        | Comp.   | 0.5321 |
| NSE    |         |    |     |    |     |      |
| 4      |         |    |     |    |     |      |
|        | Con.    | 1.5381 | 2.0561 | 1.1539 | 1.2210 | 0.6906 | 0.7370 |
|        | Comp.   | 1.7266 | 1.1086 |
| COR.   |         |    |     |    |     |      |
| 5      |         |    |     |    |     |      |
|        | Con.    | 1.0118 | 1.2181 | 1.2441 | 1.2765 | 0.7447 | 0.7175 |
|        | Comp.   | 0.9920 |

Comp., compositional approach; Con., conventional approach; COR., correlation coefficient; NSE, Nash-Sutcliffe efficiency index; RSE, relative squared error.

variation; in this case, it is better to use the mean value to validate the model.

### 4. Discussion

The present article evaluated a spatio-temporal air pollution model with dynamic linear framework using five pollutants concentrations at five monitoring stations to determine the effectiveness of compositional approach. It is important to note that our methodology complements the conventional air pollution modelling in order to improve it, but that it was necessary to make the comparison between both approaches. Although our proposed model with Bayesian inference allows us to calculate missing observations, the missing data percentage affected more the multivariate analysis in the conventional modelling. This behavior was explained by Martin-Fernández and Thio-Henestrosa (2006) through the distance used in the imputation process. The classical statistical treatment of missing multivariate data uses the Euclidean distance measure, and the compositional approach uses the Aitchison distance. The Aitchison distance highlights the property that indicates that composition data have information only in the relationships between the parts (Daunis-i-Estadella et al., 2011). The compositional approach presented better model evaluation criteria than the conventional approach for pollutants with high concentration and variability (e.g., SO₂). We will explain this result with a simple example. Consider under a conventional approach a composition of two air pollutants p₁, p₂ with a sum of one billion parts, if the pollutant p₁ increases its concentration, the pollutant concentration of p₂ must be reduced, and vice versa. The two pollutants have an inverse correlation imposed upon them, even if these two pollutants have no relationship. This imposed inverse correlation is called “spurious correlation” (Filzmoser et al., 2010; Egozcue et al., 2012), and log-ratio coordinates have been proposed to solve it (Aitchison, 1982; Egozcue et al., 2003). The simple example described could be used for one air pollutant using our method, where p₂ could be the residual or complementary part (Filzmoser et al., 2010).

The main limitation of our proposed model is that it used only one temporal covariate (first-order autoregressive variable). We used only one temporal covariate with the purpose of clarifying the application of compositional data in space–time models in air quality. As shown in the previous section, this consideration does not allow adequate quality metrics to be obtained in the validation process for either the conventional or the compositional approach. Further work with the proposed approach could add meteorological covariates. For instance, an univariate dynamic linear model was used for particulate matter in wildfire scenarios in Quito (Sanchez-Balseca and Perez-Foguet, 2020a). Additional investigations could evaluate other spatial approaches, such as the Gaussian Markov random field through the stochastic partial differential equations.
Figure 6. Model validation for each pollutant using both a conventional approach in 2014 (red curve) and a compositional (blue curve) approach at the monitoring stations ST_1 (left), ST_3 (center), and ST_5 (right). The observed values are represented by the black curve.
5. Conclusion

The compositional approach used here improved the classical spatio-temporal air pollution modelling based on dynamic linear models. The robust imputation method using the compositional approach allowed the proportion between air pollution data to be maintained, thereby avoiding spurious correlations between them. The compositional biplot analysis allows a fast and adequate overview to the chemical relationships between atmospheric pollutants. This proposed model enhances dynamic linear modelling of pollutants with high variability (e.g., SO2). Further, compositional modelling improves spatial-correlation descriptions of standard non-compositional approaches. Finally, this novel approach allows better predictions to be made about the levels of pollutants over an urban territory at time t.
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