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Abstract

Many deep learning tasks have to deal with graphs (e.g., protein structures, social networks, source code abstract syntax trees). Due to the importance of these tasks, people turned to Graph Neural Networks (GNNs) as the de facto method for learning on graphs. GNNs have become widely applied due to their convincing performance. Unfortunately, one major barrier to using GNNs is that GNNs require substantial time and resources to train. Recently, a new method for learning on graph data is Graph Neural Tangent Kernel (GNTK) [DHS+19]. GNTK is an application of Neural Tangent Kernel (NTK) [JGH18] (a kernel method) on graph data, and solving NTK regression is equivalent to using gradient descent to train an infinite-wide neural network. The key benefit of using GNTK is that, similar to any kernel method, GNTK’s parameters can be solved directly in a single step. This can avoid time-consuming gradient descent. Meanwhile, sketching has become increasingly used in speeding up various optimization problems, including solving kernel regression. Given a kernel matrix of $n$ graphs, using sketching in solving kernel regression can reduce the running time to $o(n^3)$. But unfortunately such methods usually require extensive knowledge about the kernel matrix beforehand, while in the case of GNTK we find that the construction of the kernel matrix is already $O(n^2N^4)$, assuming each graph has $N$ nodes. The kernel matrix construction time can be a major performance bottleneck when the size of graphs $N$ increases. A natural question to ask is thus whether we can speed up the kernel matrix construction to improve GNTK regression’s end-to-end running time. This paper provides the first algorithm to construct the kernel matrix in $o(n^2N^3)$ running time.
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1 Introduction

Graph Neural Networks (GNNs) have quickly become a popular method for machine learning on graph data. GNNs have delivered ground-breaking results in many important areas of AI, including social networking [YZW+20], bio-informatics [ZL17, YWH+20], recommendation systems [YHC+18], and autonomous driving [WWMK20a, YSLJ20]. Given the importance of GNNs, how to train GNNs efficiently has become one of the most important problems in the AI community. However, efficient GNN training is challenging due to the relentless growth in the model complexity and dataset sizes, both in terms of the number of graphs in a dataset and the sizes of the graphs.

Recently, a new direction for fast GNN training is to use Graph Neural Tangent Kernel (GNTK). [DHS+19] has shown that GNTK can achieve similar accuracy as GNNs on many important learning tasks. At that same time, GNTK regression is significantly faster than iterative stochastic gradient descent optimization because solving the parameters in GNTK is just a single-step kernel regression process. Further, GNTK can scale with GNN model sizes because the regression running time grows only linearly with the complexity of GNN models.

Meanwhile, sketching has been increasingly used in optimization problems [CW13, NN13, MM13, BW14, SWZ17, ALS+18, JSWZ21, DLY21], including linear regression, kernel regression and linear programming. Various approaches have been proposed either to sketch down the dimension of kernel matrices then solve the low-dimensional problem, or to approximate the kernel matrices by randomly constructing low-dimensional feature vectors then solve using random feature vectors directly.

It is natural to think about whether we can use sketching to improve the running time of GNTK regression. Given $n$ graphs where each graph has $N$ nodes, the kernel matrix has a size of $n \times n$. Given the kernel matrix is already constructed, it is well-known that using sketching can reduce the regression time from $O(n^3)$ to $o(n^3)$ under certain conditions. However, in the context of GNTK, the construction of the kernel matrix need the running time of $O(n^2N^4)$ to begin with. This is because for each pair of graphs, we need to compute the Kronecker product of those two graphs. There are $n^2$ pairs in total and each pair requires $N^4$ time computation. The end-to-end GNTK regression time is sum of the time for kernel matrix construction time and the kernel regression time. This means, the kernel matrix construction can be a major barrier for adopting sketching to speed up the end-to-end GNTK regression time, especially when we need to use GNTK for large graphs (large $N$).

This raises an important question:

*Can we speed up the kernel matrix construction time?*

This question is worthwhile due to two reasons. First, calculating the Kronecker product for each pair of graphs to construct the kernel matrix is a significant running time bottleneck for GNTK and is a major barrier for adopting sketching to speed up GNTK. Second, unlike kernel matrix construction for traditional neural networks in NTK, the construction of the kernel matrix is a complex iterative process, and it is unclear how to use sketching to reduce its complexity.

We accelerate the GNTK constructions in two steps. 1) Instead of calculating the time consuming Kronecker product for each pair of graphs directly, we consider the multiplication of a Kronecker product with a vector as a whole and accelerate it by decoupling it into two matrix multiplications of smaller dimensions. This allows us to achieve kernel matrix construction time of $O(n^2N^3)$; 2) Further, we propose a new iterative sketching procedure to reduce the running time of the matrix multiplications in the construction while providing the guarantee that the introduced error will not destruct the generalization ability of GNTK. This allows us to further improve the kernel matrix construction time to $o(n^2N^3)$.

To summarize, this paper has the following results and contributions:
We identify that the kernel matrix construction is the major running time bottleneck for GNTK regression in large graph tasks.

We improve the kernel construction time in two steps: 1) We decouple the Kronecker-vector product in GNTK construction into matrix multiplications; and 2) We design an iterative sketching algorithm to further reduce the matrix multiplication time in calculating GNTK while maintaining its generalization guarantee. Overall, we are able to reduce the running time of constructing GNTK from $O(n^2 N^4)$ to $o(n^2 N^3)$.

We rigorously quantify the impact of the error resulted from proposed sketching and show under certain assumptions that we maintain the generalization ability of the original GNTK.

2 Related work

Sketching Sketching has many applications in numerical linear algebra, such as linear regression, low-rank approximation [CW13, NN13, MM13, BW14, RSW16, SWZ17, ALS+18], distributed problems [WZ16, BWZ16], federated learning [SYZ21b], reinforcement learning [WZD+20], tensor decomposition [SWZ19], polynomial kernels [SWY22], kronecker regression [DSSW18, DJ+19], John ellipsoid [CCLY19], clustering [EMZ21], cutting plane method [JLSW20], generative adversarial networks [XZZ18] and linear programming [LSZ19, Ye20, JSWZ21, SY21, DLY21].

Graph neural network (GNN) Graph neural networks are machine learning methods that can operate on graph data [ZCZ20, WPC+20, CAEHP+20, ZCH+20], which has applications in various areas including social science [WLX+20], natural science [SGHS+18, Fou17], knowledge graphs [HOSM17], 3D perception [WSL+19, SDMR20], autonomous driving [SR20, WWMK20b], and many other research areas [DKZ+17]. Due to its convincing performance, GNN has become a widely applied graph learning method recently.

Neural tangent kernel (NTK) The theory of NTK has been proposed to interpret the learnability of neural networks. Given neural network $f : \mathcal{W} \times \mathcal{D} \rightarrow \mathbb{R}$ with parameter $W \in \mathcal{W}$ and input data $x \in \mathcal{D}$, the neural tangent kernel between data $x, y$ is defined to be [JGH18]

$$K_{ntk}(x, y) := \mathbb{E}_{W \sim \mathcal{N}} \left[ \left\langle \frac{\partial f(W, x)}{\partial W}, \frac{\partial f(W, y)}{\partial W} \right\rangle \right].$$

Here expectation $\mathbb{E}$ is over random Gaussian initialization. It has been shown under the assumption of the NTK matrix being positive-definite [DZPS19, ADH+19a, ADH+19b, SY19, LSS+20, BPSW21, SYZ21a, SZ21] or separability of training data points [LL18, AZLS19b, SYZ21a, AZLS19a]), training (regularized) neural network is equivalent to solving the neural tangent kernel (ridge) regression as long as the neural network is polynomial sufficiently wide. In the case of graph neural network, we study the corresponding graph neural tangent kernel [DHS+19].

Notations. Let $n$ be an integer, we define $[n] := \{1, 2, \cdots, n\}$. For a full rank square matrix $A$, we use $A^{-1}$ to denote its true inverse. We define the big $O$ notation such that $f(n) = O(g(n))$ means there exists $n_0 \in \mathbb{N}_+$ and $M \in \mathbb{R}$ such that $f(n) \leq M \cdot g(n)$ for all $n \geq n_0$. For a matrix $A$, we use $\|A\|$ or $\|A\|_2$ to denote its spectral norm. Let $\|A\|_F$ denote its Frobenius norm. Let $A^\top$ denote the transpose of $A$. For a matrix $A$ and a vector $x$, we define $\|x\|_A := \sqrt{x^\top A x}$. We use $\phi$ to denote the ReLU activation function, i.e. $\phi(z) = \max\{z, 0\}$. 

2
3 Preliminaries

In this work, we consider a vanilla graph neural network (GNN) model consisting of three operations: AGGREGATE, COMBINE and READOUT. In each level of GNN, we have one AGGREGATE operation followed by a COMBINE operation, which consists of R fully-connected layers. At the end of the L level, the GNN outputs using a READOUT operation, which can be viewed as a pooling operation.

Specifically, let $G = (U, E)$ be a graph with node set $U$ and edge set $E$. Assume it contains $|U| = N$ nodes. Each node $u \in U$ is given a feature vector $h_u \in \mathbb{R}^d$. We formally define the graph neural network $f_{gnn}(G)$ as follows. We use the notation $h_u^{(l,r)}$ to denote the intermediate output at level $l \in [L]$ of the GNN and layer $r \in [R]$ of the COMBINE operation.

To start with, we set the initial vector $h_u^{(0,0)} = h_u \in \mathbb{R}^d$, $\forall u \in U$. For the first $L$ layer, we have the following AGGREGATE and COMBINE operations.

**AGGREGATE operation.** There are in total $L$ AGGREGATE operations. For any $l \in [L]$, the AGGREGATE operation aggregates the information from last level as follows:

$$h_u^{(l,0)} := c_u \cdot \sum_{a \in N(u) \cup \{u\}} h_a^{(l-1,R)}.$$

Note that the vectors $h_u^{(l,0)} \in \mathbb{R}^m$ for all $l \in [2 : L]$, and the only special case is $h_u^{(1,0)} \in \mathbb{R}^d$. $c_u \in \mathbb{R}$ is a scaling parameter, which controls weight of different nodes during neighborhood aggregation.

**COMBINE operation.** The COMBINE operation has $R$ fully-connected layers with ReLU activation: $\forall r \in [R]$,

$$h_u^{(l,r)} := (c_\phi / m)^{1/2} \cdot \phi(W^{(l,r)} \cdot h_u^{(l,r-1)}) \in \mathbb{R}^m.$$  

The parameters $W^{(l,r)} \in \mathbb{R}^{m \times m}$ for all $(l, r) \in [L] \times [R] \setminus \{(1,1)\}$, and the only special case is $W^{(1,1)} \in \mathbb{R}^{m \times d}$. $c_\phi \in \mathbb{R}$ is a scaling parameter, which is set to be 2, following the initialization scheme used in [DHS+19, HZRS15].

After the first $L$ layer, we have the final READOUT operation before output.

**READOUT operation.** We consider two different kinds of READOUT operation.

1) In the simplest READOUT operation, the final output of the GNN on graph $G$ is

$$f_{gnn}(G) := \sum_{u \in U} h_u^{(L,R)} \in \mathbb{R}^m.$$

2) Using the READOUT operation with jumping knowledge as in [XLT+18], the final output of the GNN on graph $G$ is

$$f_{gnn}(G) := \sum_{u \in U} [h_u^{(0,R)}, h_u^{(1,R)}, \ldots, h_u^{(L,R)}] \in \mathbb{R}^{m \times (L+1)}.$$

When the context is clear, we also write $f_{gnn}(G)$ as $f_{gnn}(W, G)$, where $W$ denotes all the parameters: $W = (W^{(1,1)}, \ldots, W^{(L,R)})$.

We also introduce the following current matrix multiplication time and the notations for Kronecker product and vectorization for completeness.

**Fast matrix multiplication.** We use the notation $T_{\text{mat}}(n, d, m)$ to denote the time of multiplying an $n \times d$ matrix with another $d \times m$ matrix. Let $\omega$ denote the exponent of matrix multiplication, i.e., $T_{\text{mat}}(n, n, n) = n^\omega$. The first result shows $\omega < 3$ is [Str69]. The current best exponent is $\omega \approx 2.373,
Figure 1: Illustration of NTK (left) and GNTK (right). Here $K(\cdot, \cdot)$ denotes the kernel function.

due to [Wil12, LG14]. The common belief is $\omega \approx 2$ in the computational complexity community [CKSU05, Wil12, JSWZ21]. The following fact is well-known in the fast matrix multiplication literature [Cop82, Str91, BCS97]: $T_{\text{mat}}(a, b, c) = O(T_{\text{mat}}(a, c, b)) = O(T_{\text{mat}}(c, a, b))$ for any positive integers $a, b, c$.

**Kronecker product and vectorization.** Given two matrices $A \in \mathbb{R}^{n_1 \times d_1}$ and $B \in \mathbb{R}^{n_2 \times d_2}$. We use $\otimes$ to denote the Kronecker product, i.e., for $C = A \otimes B \in \mathbb{R}^{n_1n_2 \times d_1d_2}$, the $(i_1 + (i_2 - 1) \cdot n_1, j_1 + (j_2 - 1) \cdot d_1)$-th entry of $C$ is $A_{i_1,j_1}B_{i_2,j_2}$, $\forall i_1 \in [n_1], i_2 \in [n_2], j_1 \in [d_1], j_2 \in [d_2]$. For any given matrix $H \in \mathbb{R}^{d_1 \times d_2}$, we use $h = \text{vec}(H) \in \mathbb{R}^{d_1d_2}$ to denote the vector such that $h_{j_1+(j_2-1)d_1} = H_{j_1,j_2}$, $\forall j_1 \in [d_1], j_2 \in [d_2]$.

4 Graph Neural Tangent Kernel Revisited

In this section, we revisit the graph neural tangent kernel (GNTK) proposed in [DHS+19]. A simplified illustration is shown in Fig. 1. Following the setting discussed in previous section, let $G = (U, E)$ and $H = (V, F)$ be two graphs with $|U| = N$ and $|V| = N'$. We use $A_G$ and $A_H$ to denote the adjacency matrix of $G$ and $H$. We give the recursive formula to compute the kernel value $K_{\text{gntk}}(G, H) \in \mathbb{R}$ induced by this GNN, which is defined as

$$K_{\text{gntk}}(G, H) := \mathbb{E}_{W \sim N(0, I)}\left[\left(\frac{\partial f_{\text{gnn}}(W, G)}{\partial W}, \frac{\partial f_{\text{gnn}}(W, H)}{\partial W}\right)\right],$$

where $N(0, I)$ is a multivariate Gaussian distribution.

Recall that the GNN uses scaling factors $c_u$ for each node $u \in U$. We define $C_G$ to be the diagonal matrix such that $(C_G)_{uu} = c_u$ for any $u \in U$. Similarly we define $C_H$. For each level of AGGREGATE and COMBINE operations $\ell \in [0 : L]$ and each level of fully-connected layers inside a COMBINE operation $r \in [0 : R]$, we recursively define the intermediate matrices $\Sigma^{(\ell, r)}(G, H) \in \mathbb{R}^{N \times N'}$ and $K^{(\ell, r)}(G, H) \in \mathbb{R}^{N \times N'}$.

Initially we define $\Sigma^{(0, R)}(G, H)$, $K^{(0, R)}(G, H) \in \mathbb{R}^{N \times N'}$ as follows: $\forall u \in U, v \in V$,

$$[\Sigma^{(0, R)}(G, H)]_{u,v} := \langle h_u, h_v \rangle,$$

$$[K^{(0, R)}(G, H)]_{u,v} := \langle h_u, h_v \rangle.$$

Here $h_u, h_v \in \mathbb{R}^d$ denote the input features of $u$ and $v$. Next we recursively define $\Sigma^{(\ell, r)}(G, H)$ and $K^{(\ell, r)}(G, H)$ for $\ell \in [L]$ and $r \in [R]$ by interpreting the AGGREGATE and COMBINE operation.
Figure 2: Illustration of our proposed sketching mechanism. Graphs $G_1, G_2$ are represented as adjacent matrices $A_1, A_2$. We apply sketching matrices to approximately calculate $A_1^T H_{1,2} A_2^T$.

**Exact Aggregate operation.** The Aggregate operation gives the following formula:

$$
\begin{align*}
\sum^{(\ell,0)}(G, H)_{u,v} &:= c_u c_v \sum_{a \in \mathcal{N}(u) \cup \{u\}} \sum_{b \in \mathcal{N}(v) \cup \{v\}} \sum^{(\ell-1,R)}(G, H)_{a,b}, \\
[K^{(\ell,0)}(G, H)]_{u,v} &:= c_u c_v \sum_{a \in \mathcal{N}(u) \cup \{u\}} \sum_{b \in \mathcal{N}(v) \cup \{v\}} [K^{(\ell-1,R)}(G, H)]_{a,b}.
\end{align*}
$$

**Exact Combine operation.** The Combine operation has $R$ fully-connected layers with ReLU activation $\phi(z) = \max\{0, z\}$. We use $\dot{\phi}(z) = \mathbb{1}[z \geq 0]$ to denote be the derivative of $\phi$.

For each $r \in [R]$, for each $u \in U$ and $v \in V$, we define a covariance matrix

$$
\begin{align*}
[A^{(\ell,r)}(G, H)]_{u,v} &:= \left[\sum^{(\ell,r-1)}(G, G)_{u,u} \sum^{(\ell,r-1)}(H, G)]_{u,v} \sum^{(\ell,r-1)}(H, H)]_{v,v}\right] \in \mathbb{R}^{2 \times 2}.
\end{align*}
$$

Then we recursively define $[\sum^{(\ell,r)}(G, H)]_{u,v}$ and $[K^{(\ell,r)}(G, H)]_{u,v}$ as follows:

$$
\begin{align*}
[\sum^{(\ell,r)}(G, H)]_{u,v} &:= c_\phi \cdot \mathbb{E}_{(a,b) \sim \mathcal{N}(0,[A^{(\ell,r)}(G, H)]_{u,v})} [\phi(a)\phi(b)], \\
[\dot{\sum}^{(\ell,r)}(G, H)]_{u,v} &:= c_\phi \cdot \mathbb{E}_{(a,b) \sim \mathcal{N}(0,[A^{(\ell,r)}(G, H)]_{u,v})} [\dot{\phi}(a)\dot{\phi}(b)], \\
[K^{(\ell,r)}(G, H)]_{u,v} &:= [K^{(\ell,r-1)}(G, H)]_{u,v} \cdot [\dot{\sum}^{(\ell,r)}(G, H)]_{u,v} + [\sum^{(\ell,r)}(G, H)]_{u,v}.
\end{align*}
$$

The intermediate results will be used to calculate the final output of the corresponding GNTK.
**Exact ReadOut operation.** As the final step, we compute $K_{\text{gntk}}(G,H) \in \mathbb{R}$ using the intermediate matrices. This step corresponds to the ReadOut operation.

If we do not use jumping knowledge,

$$K_{\text{gntk}}(G,H) = \sum_{u \in U,v \in V} [K^{(L,R)}(G,H)]_{u,v}.$$  

If we use jumping knowledge,

$$K_{\text{gntk}}(G,H) = \sum_{u \in U,v \in V} \sum_{l=0}^{L} [K^{(l,R)}(G,H)]_{u,v}.$$  

We briefly review the running time in previous work.

**Theorem 4.1** (Running time of [DHS+19], simplified version of Theorem D.2). Consider a GNN with $L$ Aggregate operations and $L$ Combine operations, and each Combine operation has $R$ fully-connected layers. We compute the kernel matrix using $n$ graphs $\{G_i = (V_i, E_i)\}_{i=1}^{n}$ with $|V_i| \leq N$. Let $d \in \mathbb{N}_+$ be the dimension of the feature vectors. The total running time is

$$O(n^2) \cdot (T_{\text{mat}}(N,N,d) + L \cdot N^4 + LR \cdot N^2).$$

When using GNN, we usually use constant number of operations and fully-connected layers, i.e., $L = O(1), R = O(1),$ and we have $d = o(N)$, while the size of the graphs can grow arbitrarily large. Thus it is easy to see that the dominating term in the above running time is $O(n^2 N^4)$.

5 Approximate GNTK via iterative sketching

Now we consider the running time of solving GNTK regression. Despite rich related work to accelerate kernel regression by constructing random feature vector using sampling and sketching methods, they all require sufficient knowledge of the kernel matrix itself. While Theorem 4.1 shows the running complexity of constructing GNTK can be as large as $O(n^2 N^4)$, which dominates the overall computation complexity especially in the case of relative large graphs $n = o(N^2)$. Therefore, our main task focus on a fast construction of the GNTK by randomization techniques, while ensuring the resulting GNTK regression give same generalization guarantee.

To compute an approximate version of the kernel value $\tilde{K}(G,H) \in \mathbb{R}$ such that $\tilde{K}_{\text{gntk}}(G,H) \approx K_{\text{gntk}}(G,H)$, we will use the notation $\tilde{\Sigma}^{(\ell,r)}(G,H) \in \mathbb{R}^{N \times N'}$ and $\tilde{K}^{(\ell,r)}(G,H) \in \mathbb{R}^{N \times N'}$ to denote the approximated intermediate matrices for each $\ell \in [0 : L]$ and $r \in [0 : R]$. We observe that the computation bottleneck is to conduct the Aggregate operation (1), which takes $O(N^4)$ for obtaining $\Sigma^{(\ell,0)}(G,H)$ and $K^{(\ell,0)}(G,H)$. Hence we apply random sketching matrices $S_G \in \mathbb{R}^{b \times N}$ and $S_H \in \mathbb{R}^{b' \times N'}$ iteratively to accelerate the computation.

**Approximate Aggregate operation.** We note that Eq. (1) can be equivalently rewrite in following forms using Kronecker product:

$$\text{vec}(\Sigma^{(\ell,0)}(G,H)) := ((C_G A_G) \otimes (C_H A_H)) \cdot \text{vec}(\Sigma^{(\ell-1,R)}(G,H)),$$

$$\text{vec}(K^{(\ell,0)}(G,H)) := ((C_G A_G) \otimes (C_H A_H)) \cdot \text{vec}(K^{(\ell-1,R)}(G,H)).$$  

(2)
We compute the kernel matrix using operations and AMS matrices \cite{AMS99}. Then for any given sketch size. Let
\[ A = \mathcal{G}(\mathcal{N}^K) \]
be the dimension of the feature vectors. The total running time is
\[ O(n^2) \cdot (\mathcal{T}_{\text{mat}}(N, N, d) + L \cdot \mathcal{T}_{\text{mat}}(N, N, b) + LR \cdot N^2). \]

Fact 5.1 (Equivalence between two matrix products and Kronecker product then matrix-vector multiplication). Given matrices \( A \in \mathbb{R}^{n_1 \times d_1} \), \( B \in \mathbb{R}^{n_2 \times d_2} \), and \( H \in \mathbb{R}^{d_1 \times d_2} \), we have \( \text{vec}(ABH^\top) = (A \otimes B) \cdot \text{vec}(H) \).

The main contribution of our paper is to show that we can accelerate the computation of GNTK.

In this section we first present our main running time improvement theorem.

Theorem 5.3 (Main theorem, running time, Theorem D.1). Consider a GNN with L AGGREGATE operations and L COMBINE operations, and each COMBINE operation has R fully-connected layers.

The total running time is
\[ O(n^2) \cdot (\mathcal{T}_{\text{mat}}(N, N, d) + L \cdot \mathcal{T}_{\text{mat}}(N, N, b) + LR \cdot N^2). \]
Proof Sketch: Our main improvement focus on the AGGREGATE operations, where we first use the equivalent form (3) to accelerate the exact computation from $O(N^4)$ to $\mathcal{T}_{\text{mat}}(N,N,N)$.

Further, by introducing the iterative sketching (4), with an appropriate ordering of computation, we can avoid the time-consuming step of multiplying two $N \times N$ matrices. Specifically, by denoting $A_i = C_G A_G, A_j = C_G A_G, H_{i,j} = \tilde{K}^{(l-1,R)}(G_i, G_j)$, we compute Eq. (4), i.e., $A_i^\top S_i A_j S_j \top A_j$ in the following order:

- $A_i^\top S_i$ and $S_j A_j$ both takes $\mathcal{T}_{\text{mat}}(N,N,b)$ time.
- $S_i H_{i,j}$ takes $\mathcal{T}_{\text{mat}}(b, N, N)$ time.
- $(S_i H_{i,j}) \cdot S_j^\top$ takes $\mathcal{T}_{\text{mat}}(b, N, b)$ time.
- $(A_i^\top S_i^\top) \cdot (S_i H_{i,j} S_j)$ takes $\mathcal{T}_{\text{mat}}(N,b,b)$ time.
- $(A_i^\top S_i^\top S_i H_{i,j} S_j) \cdot (S_j A_j)$ takes $\mathcal{T}_{\text{mat}}(N,b,N)$ time.

Thus, we improve the running time from $\mathcal{T}_{\text{mat}}(N,N,N)$ to $\mathcal{T}_{\text{mat}}(N,N,b)$. \qed

Note that we improve the dominating term from $N^4$ to $\mathcal{T}_{\text{mat}}(N,N,b)$. We achieve this improvement using two techniques:

1. We accelerate the multiplication of a Kronecker product with a vector by decoupling it into two matrix multiplications of smaller dimensions. In this way we improve the running time from $N^4$ down to $\mathcal{T}_{\text{mat}}(N,N,N)$.

2. We further accelerate the two matrix multiplications by using two sketching matrices. In this way, we improve the running time from $\mathcal{T}_{\text{mat}}(N,N,N)$ to $\mathcal{T}_{\text{mat}}(N,N,b)$.

5.2 Error analysis

In this section, we prove that the introduced error due to the added sketching in calculating GNTK can be well-bounded, thus we can prove a similar generalization result.

We first list all the notations and assumptions we used before proving the generalization bound.

**Definition 5.4** (Approximate GNTK with n data). Let $\{(G_i, y_i)\}_{i=1}^n$ be the training data and labels, and $G_i = (V_i, E_i)$ with $|V_i| = N_i$, and we assume $N_i = O(N), \forall i \in [n]$. For each $i \in [n]$ and each $u \in V_i$, let $h_u \in \mathbb{R}_+^{d}$ be the feature vector for $u$, and we define feature matrix

$$H_{G_i} := [h_{u_1}, h_{u_2}, \ldots, h_{u_{N_i}}] \in \mathbb{R}_+^{d \times N_i}.$$  

We also define $A_{G_i} \in \mathbb{R}^{N_i \times N_i}$ to be the adjacency matrix of $G_i$, and $S_{G_i} \in \mathbb{R}^{b_i \times N_i}$ to be the sketching matrix used for $G_i$.

Let $\tilde{K} \in \mathbb{R}^{n \times n}$ be the approximate GNTK of a GNN that has one AGGREGATE operation followed by one COMBINE operation with one fully-connected layer ($L = 1$ and $R = 1$) and without jumpung knowledge. For each $l \in [L], r \in [R], i,j \in [n]$, let $\tilde{\Sigma}^{(l,r)}(G_i, G_j), \tilde{K}^{(l,r)}(G_i, G_j) \in \mathbb{R}^{N_i \times N_j}$ be defined as in Eq. (4).

We set the scaling parameters used by the GNN for $G_i$ are $c_d = 2$ and $c_u = (\|H_{G_i} S_{G_i}^\top S_{G_i} A_{G_i}\|_2)^{-1}$, for each $u \in V_i$. We use $C_{G_i} \in \mathbb{R}^{N_i \times N_i}$ to denote the diagonal matrix with $[C_{G_i}]_{u,u} = c_u$.

---

\(1\)For the detailed running time comparison between our paper and [DHS+19], please see Table 1 in Section B.
We further define two vectors for each $i \in [n]$ and each $u \in V_i$:

$$
\overline{t}_u := [H_G, A_G, C_{G_i}]^\top, u \in \mathbb{R}^d,
$$
\hfill (5)

$$
\overline{\overline{t}}_u := [H_G, S_{G_i}^\top, S_{G_i}, A_G, C_{G_i}]^\top, u \in \mathbb{R}^d.
$$
\hfill (6)

And let $T \in \mathbb{N}_+$ be a integer. For each $t \in \mathbb{N}_+$, we define two matrices $\overline{H}^{(t)}$, $\overline{\overline{H}}^{(t)} \in \mathbb{R}^{d \times n}$:

$$
\overline{H}^{(t)} := \left[ \sum_{u \in V_1} \Phi^{(t)}(\overline{t}_u), \ldots, \sum_{u \in V_n} \Phi^{(t)}(\overline{t}_u) \right] \in \mathbb{R}^{d \times n},
$$
\hfill (7)

$$
\overline{\overline{H}}^{(t)} := \left[ \sum_{u \in V_1} \Phi^{(t)}(\overline{\overline{t}}_u), \ldots, \sum_{u \in V_n} \Phi^{(t)}(\overline{\overline{t}}_u) \right] \in \mathbb{R}^{d \times n},
$$
\hfill (8)

where we define $\Phi^{(t)}(\cdot)$ to be the feature map of the polynomial kernel of degree $t$ s.t.

$$
\langle x, y \rangle^t = \langle \Phi^{(t)}(x), \Phi^{(t)}(y) \rangle \quad \forall x, y \in \mathbb{R}^d.
$$

**Assumption 5.5.** We assume the following properties about the input graphs, its feature vectors, and its labels.

1. **Labels.** We assume for all $i \in [n]$, the label $y_i \in \mathbb{R}$ we want to learn satisfies

$$
y_i = \alpha_1 \sum_{u \in V_i} \langle \overline{t}_u, \beta_1 \rangle + \sum_{l=1}^T \alpha_{2l} \sum_{u \in V_i} \langle \overline{t}_u, \beta_{2l} \rangle^{2l},
$$
\hfill (9)

Note that $\alpha_1, \alpha_2, \ldots, \alpha_{2T}$ are scalars, $\beta_1, \beta_2, \ldots, \beta_{2T}$ are vectors in $d$-dimensional space.

2. **Feature vectors and graphs.** For each $t \in \{1\} \cup \{2l\}_{l=1}^T$, we assume we have $\| (\overline{H}^{(t)})^\top \overline{H}^{(t)} \|_F \leq \gamma_t \cdot \| (\overline{\overline{H}}^{(t)})^\top \overline{\overline{H}}^{(t)} \|_2$, where $\gamma_1, \gamma_2, \gamma_4, \ldots, \gamma_{2T} \in \mathbb{R}$. We also let $\gamma = \max_{t \in \{1\} \cup \{2l\}_{l=1}^T} \{\gamma_t\}$. Note that $\gamma \geq 1$.

3. **Sketching sizes.** We assume the sketching sizes $\{b_i\}_{i=1}^n$ satisfy that $\forall i, j \in [n],

$$
\| A_{G_i} C_{G_i} 1_{[N_i]} \|_2 \| A_{G_j} C_{G_j} 1_{[N_j]} \|_2 \cdot \| H_{G_j}^\top H_{G_i} \|_F
\lesssim \frac{\min\{\sqrt{b_i}, \sqrt{b_j}\}}{\gamma T \log^3 N} 1_{[N_i]}^\top C_{G_i}^\top A_{G_i}^\top H_{G_i}^\top H_{G_i} A_{G_i} H_{G_j} C_{G_j} 1_{[N_j]},
$$

where $1_{[N_i]} \in \mathbb{R}^{N_i}$, $1_{[N_j]} \in \mathbb{R}^{N_j}$ are the all one vectors of size $N_i$ and $N_j$.

We now provide the generalization bound of our work. We start with a standard tool.

**Theorem 5.6 ([BM02]).** Consider $n$ training data $\{(G_i, y_i)\}_{i=1}^n$ drawn i.i.d. from distribution $\mathcal{D}$ and $1$-Lipschitz loss function $\ell : \mathbb{R} \times \mathbb{R} \rightarrow [0, 1]$ satisfying $\ell(y, y) = 0$. Then with probability at least $1 - \delta$, the population loss of the GNTK predictor $f_{\text{gntk}}$ is upper bounded by

$$
L_{\mathcal{D}}(f_{\text{gntk}}) = \mathbb{E}_{(G,y) \sim \mathcal{D}}[\ell(f_{\text{gntk}}(G), y)]
\lesssim \| y \|_{K^{(-1)}}^2 \cdot \text{tr}[\tilde{K}]^{1/2} / n + \sqrt{\log(1/\delta)/n}.
$$

Now it remains to bound $\| y \|_{K^{(-1)}}$ and $\text{tr}[\tilde{K}]$. We have the following three technical lemmas to address $\| y \|_{K^{(-1)}}$ and $\text{tr}[\tilde{K}]$. To start with, we give a close-form reformulation of our approximate GNTK.
Lemma 5.7 (Close-form formula of approximate GNTK). Following the notations of Definition 5.4, we can decompose $\bar{K} \in \mathbb{R}^{n \times n}$ into $\bar{K} = \bar{K}_1 + \bar{K}_2 \succeq \bar{K}_1$, where $\bar{K}_2 \in \mathbb{R}^{n \times n}$ is a PSD matrix, and $\bar{K}_1 \in \mathbb{R}^{n \times n}$. $\bar{K}_1$ satisfies the following:

$$\bar{K}_1 = \frac{1}{4}(\bar{H}^{(1)})^\top \cdot \bar{H}^{(1)} + \frac{1}{2\pi} \sum_{l=1}^{\infty} c_l \cdot (\bar{H}^{(2l)})^\top \cdot \bar{H}^{(2l)},$$

where $c_l = \frac{(2l-3)!!}{(2l-2)!!(2l-1)}$ and equivalently for each $i, j \in [n]$, $\bar{K}_1(G_i, G_j) \in \mathbb{R}$ satisfies the following:

$$\bar{K}_1(G_i, G_j) = \sum_{u \in V_i} \sum_{v \in V_j} \langle \bar{h}_u, \bar{h}_v \rangle \cdot \frac{1}{2\pi} (\pi - \arccos(\langle \bar{h}_u, \bar{h}_v \rangle)).$$

For each $i, j \in [n]$, $\bar{K}_2(G_i, G_j) \in \mathbb{R}$ satisfies the following:

$$\bar{K}_2(G_i, G_j) = \sum_{u \in V_i} \sum_{v \in V_j} \langle \bar{h}_u, \bar{h}_v \rangle \cdot \frac{1}{2\pi} \left( \pi - \arccos(\langle \bar{h}_u, \bar{h}_v \rangle) + \sqrt{1 - \langle \bar{h}_u, \bar{h}_v \rangle^2} \right).$$

Based upon the above characterization, we are ready to bound $y^\top \bar{K}^{-1}y$, as a generalization of Theorem 4.2 of [DHS+19].

Lemma 5.8 (Bound on $y^\top \bar{K}^{-1}y$). Following the notations of Definition 5.4 and under the assumptions of Assumption 5.5, we have

$$\|y\|_{\bar{K}^{-1}} \leq 4 \cdot |\alpha_1| \|\beta_1\|_2 + \sum_{l=1}^{T} 4\sqrt{\pi}(2l - 1) \cdot |\alpha_{2l}| \|\beta_{2l}\|_2.$$ 

We provide a high-level proof sketch here. We first compute all the variables in the approximate GNTK formula to get a close-form formula of $\bar{K}$. Then combining with the assumption on the labels $y$, we show that $\|y\|_{\bar{K}^{-1}}$ is upper bounded by

$$\|y\|_{\bar{K}^{-1}} \leq 4\alpha^2 \cdot \beta^\top \bar{H} \cdot (\bar{H}^\top \bar{H})^{-1} \cdot \bar{H}^\top \beta)^{1/2},$$

where $\bar{H} \in \mathbb{R}^{d \times n}$ are two matrices such that $\forall i, j \in [n], \bar{H}^\top \bar{H}|_{i,j} = \mathbf{1}_{N_i}^\top C_{G_i} A_{G_i}^\top H_{G_i}^\top H_{G_j} A_{G_j} C_{G_j} \mathbf{1}_{N_j}$, and $[\bar{H}^\top \bar{H}]_{i,j} = \mathbf{1}_{N_i}^\top C_{G_i} A_{G_i}^\top S_{G_i}^\top S_{G_i} H_{G_i}^\top H_{G_j} (S_{G_j}^\top S_{G_j}) A_{G_j} C_{G_j} \mathbf{1}_{N_j}$. Note by Lemma 5.2, we can show that the sketched version $\bar{H}^\top \bar{H}$ is a PSD approximation of $\bar{H}^\top \bar{H}$ in the sense of $(1 - \frac{1}{\tilde{H}})\bar{H}^\top \bar{H} \preceq \bar{H}^\top \bar{H} \preceq (1 + \frac{1}{\bar{H}})\bar{H}^\top \bar{H}$. Plugging into Eq. 10 we can complete the proof.

Lastly, we give a bound on the trace of $\bar{K}$. We defer the proof to Appendix.

Lemma 5.9 (Bound on trace of $\bar{K}$). Following the notations of Definition 5.4 and under the assumptions of Assumption 5.5, we have $\text{tr}[\bar{K}] \leq 2nN^2$.

Combining Lemma 5.8 and Lemma 5.9 with Theorem 5.6, we conclude with the following main generalization theorem:
Figure 3: Comparison between theoretical and experimental sketching errors (left) and sketching time (right) under different sketching rates.

**Theorem 5.10** (Main generalization theorem). Let \( c \in (0, 1) \) denote a fixed constant. Following the notations of Definition 5.4, and under the assumptions of Assumption 5.5, if we further have the conditions that

\[
4 \cdot \alpha_1 \| \beta_1 \|_2 \sum_{l=1}^{T} 4\sqrt{\pi}(2l - 1) \cdot \alpha_2 l \| \beta_2 l \|_2 = o(n)
\]

and \( N = o(\sqrt{n}) \), then we can upper bound the generalization error of the approximate GNTK by

\[
L_D(f_{gntk}) = \mathbb{E}_{(G,y) \sim D}[\ell(f_{gntk}(G), y)] \lesssim O(1/n^c).
\]

Above theorem shows that the approximate GNTK corresponds to the vanilla GNN described above is able to, with polynomial number of samples, learn functions of forms in (9). Such a guarantee is similar to the result for exact GNTK [ADH+19a], indicating our proposed sketching does not influence the generalization ability of GNTK.

We conduct experiments to validate that the error introduced by matrix sketching is strictly bounded. Following Lemma 5.2, we validate the error difference between matrix multiplication with and without the sketching method. Specifically, we randomly generate \( n \times n \) matrices \( A, G \) and \( H \). And matrix multiplication without sketching is calculated by \( M = G^\top AH \). For the sketching method, we randomly generate two AMS matrices \( R \) and \( S \) with size \( \gamma n \times n \) where \( \gamma \) is the sketching ratio. And matrix multiplication with sketching is calculated by \( M_{\text{sketch}} = G^\top R^\top RAS^\top SH \). The experimental error matrix is calculated by \( |M - M_{\text{sketch}}| \), and the theoretical error matrix is calculated by the RHS of Lemma 5.2. We divide both errors by the original matrix \( M \) to show the relative error. And we show the final mean error by taking the average over all entries of the error matrices.

Fig. 3 shows the result. We set \( n = 500 \), and run experiments under different sketching rates from 0.1 to 0.9. We run each sketching rate for 100 times and calculate the mean error. We also show the matrix multiplication time with/without sketching. Experiments show that our sketching error is always lower than the theoretical bound. When the sketching rate is high, the error decreases and the running time increases because the dimension of the matrix is larger. This experiment validates our Lemma 5.2, showing that our matrix sketching method has a strictly bounded error.

6 Conclusion

Graph Neural Networks (GNNs) have recently become the most important method for machine learning on graph data (e.g., protein structures, code AST, social networks), but training GNNs
efficiently is a major challenge. An alternative method is Graph Neural Tangent Kernel (GNTK). GNTK’s parameters are solved directly in a single step. This avoids time-consuming gradient descent. GNTK has thus become the state-of-the-art method to achieve high training speed without compromising accuracy. In this paper, we accelerate the construction of GNTK by two steps: 1) accelerate the multiplication of a Kronecker product with a vector by decoupling it into two matrix multiplications of smaller dimensions; 2) we introduce sketching matrices iteratively to further accelerate the multiplication between two matrices. Our techniques speed up generating kernel matrices for GNTK and thus improve the end-to-end running time for GNTK regression.
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Appendix

In Section A, we define several basic notations. In Section B, we review the GNTK definitions of [DHS+19] and then define our approximate version of GNTK formulas. In Section C, we prove the generalization bound for one layer approximate GNTK (previously presented in Theorem 5.10). In Section D, we formally analyze the running time to compute our approximate GNTK. In Section E, we prove some tools of Kronecker product and sketching. In Section F, we conduct some experiments on our matrix decoupling method to validate our results.

A  Preliminaries

Standard notations. For a positive integer \( n \), we define \([n] := \{1, 2, \cdots, n\}\). For a full rank square matrix \( A \), we use \( A^{-1} \) to denote its true inverse. We define the big O notation such that \( f(n) = O(g(n)) \) means there exists \( n_0 \in \mathbb{N}_+ \) and \( M \in \mathbb{R} \) such that \( f(n) \leq M \cdot g(n) \) for all \( n \geq n_0 \).

NORMS. For a matrix \( A \), we use \( \|A\| \) or \( \|A\|_2 \) to denote its spectral norm. We use \( \|A\|_F \) to denote its Frobenius norm. We use \( A^\top \) to denote the transpose of \( A \). For a matrix \( A \) and a vector \( x \), we define \( \|x\|_A := \sqrt{x^\top A x} \).

Functions. We use \( \phi \) to denote the ReLU activation function, i.e., \( \phi(z) = \max\{z, 0\} \). For a function \( f : \mathbb{R} \to \mathbb{R} \), we use \( f' \) to denote the derivative of \( f \).

Fast matrix multiplication. We define the notation \( \mathcal{T}_{\text{mat}}(n, d, m) \) to denote the time of multiplying an \( n \times d \) matrix with another \( d \times m \) matrix. Let \( \omega \) denote the exponent of matrix multiplication, i.e., \( \mathcal{T}_{\text{mat}}(n, n, n) = n^{\omega} \). The first result shows \( \omega < 3 \) is [Str69]. The current best \( \omega \approx 2.373 \) due to [Wil12, LG14]. The following fact is well-known in the fast matrix multiplication literature [Cop82, Str91, BCS97] : \( \mathcal{T}_{\text{mat}}(a, b, c) = O(\mathcal{T}_{\text{mat}}(a, c, b)) = O(\mathcal{T}_{\text{mat}}(c, a, b)) \) for any positive integers \( a, b, c \).

Kronecker product and vectorization. Given two matrices \( A \in \mathbb{R}^{n_1 \times d_1} \) and \( B \in \mathbb{R}^{n_2 \times d_2} \). We use \( \otimes \) to denote the Kronecker product, i.e., for \( C = A \otimes B \in \mathbb{R}^{n_1 n_2 \times d_1 d_2} \), the \( (i_1 + (i_2 - 1) \cdot n_1, j_1 + (j_2 - 1) \cdot d_1) \)-th entry of \( C \) is \( A_{i_1,j_1} B_{i_2,j_2}, \forall i_1 \in [n_1], i_2 \in [n_2], j_1 \in [d_1], j_2 \in [d_2] \). For any given matrix \( H \in \mathbb{R}^{d_1 \times d_2} \), we use \( h = \text{vec}(H) \in \mathbb{R}^{d_1 d_2} \) to denote the vector such that \( h_{j_1+(j_2-1) \cdot d_1} = H_{j_1,j_2}, \forall j_1 \in [d_1], j_2 \in [d_2] \).

B  GNTK formulas

In this section, we first present the GNTK formulas for GNNs of [DHS+19], we then show our approximate version of the GNTK formulas.

B.1  GNNs

A GNN has \( L \) AGGREGATE operations, each followed by a COMBINE operation, and each COMBINE operation has \( R \) fully-connected layers. The fully-connected layers have output dimension \( m \), and use ReLU as non-linearity. In the end the GNN has a READOUT operation that corresponds to the pooling operation of normal neural networks.

Let \( G = (U, E) \) be a graph with \( |U| = N \) number of nodes. Each node \( u \in U \) has a feature vector \( h_u \in \mathbb{R}^d \).

We define the initial vector \( h_u^{(0,R)} = h_u \in \mathbb{R}^d, \forall u \in U \).
We first present the GNTK formulas of [DHS+19]. Operation aggregates the information from last level as follows:

\[
\text{Aggregate} \text{ operation has parameters: } W, \quad \text{where } W = (W, f_{\text{gntk}}) \text{ is a scaling parameter, which controls weight of different nodes during neighborhood aggregation.}
\]

In our experiments we choose \( c_u \) between values \( \{1, \frac{1}{|N(u)|+1}\} \) following [DHS+19].

**Combine operation.** The Combine operation has \( R \) fully-connected layers with ReLU activation: \( \forall r \in [R], \)

\[
h_u^{(l,r)} := (c_\phi/m)^{1/2} \cdot \phi(W^{(l,r)} \cdot h_u^{(l,r-1)}) \in \mathbb{R}^m.
\]

The parameters \( W^{(l,r)} \in \mathbb{R}^{m \times m} \) for all \( (l,r) \in [L] \times [R] \setminus \{ (1,1) \} \), and the only special case is \( W^{(1,1)} \in \mathbb{R}^{m \times d} \). \( c_\phi \in \mathbb{R} \) is a scaling parameter, in our experiments we set \( c_\phi \) to be 2, following the initialization scheme used in [DHS+19, HZRS15].

**ReadOut operation.** Using the simplest ReadOut operation, the final output of the GNN on graph \( G \) is

\[
f_{\text{gntk}}(G) := \sum_{u \in U} h_u^{(L,R)} \in \mathbb{R}^m.
\]

Using the ReadOut operation with jumping knowledge as in [XLT+18], the final output of the GNN on graph \( G \) is

\[
f_{\text{gntk}}(G) := \sum_{u \in U} [h_u^{(0,R)}, h_u^{(1,R)}, \ldots, h_u^{(L,R)}] \in \mathbb{R}^{m \times (L+1)}.
\]

When the context is clear, we also write \( f_{\text{gntk}}(G) \) as \( f_{\text{gntk}}(W,G) \), where \( W \) denotes all the parameters: \( W = (W^{(1,1)}, \ldots, W^{(L,R)}) \).

### B.2 Exact GNTK formulas

We first present the GNTK formulas of [DHS+19].

We consider a GNN with \( L \) Aggregate operations and \( L \) Combine operations, and each Combine operation has \( R \) fully-connected layers. We use \( h(W, G) \in \mathbb{R}^m \) to denote the function corresponding to this GNN, where \( W := \bigcup_{l \in [L], r \in [R]} W^{(l,r)} \) denotes all tunable parameters of this GNN.

Let \( G = (U, E) \) and \( H = (V, F) \) be two graphs with \( |U| = N \) and \( |V| = N' \). We use \( A_G \in \mathbb{R}^{N \times N} \) and \( A_H \in \mathbb{R}^{N' \times N'} \) to denote the adjacency matrix of \( G \) and \( H \). We give the recursive formula to compute the kernel value \( K_{\text{gntk}}(G, H) \in \mathbb{R} \) induced by this GNN, which is defined as

\[
K_{\text{gntk}}(G, H) := \mathbb{E}_{W \sim N(0, I)} \left[ \lim_{m \to \infty} \left( \frac{\partial f_{\text{gntk}}(W, G)}{\partial W}, \frac{\partial f_{\text{gntk}}(W, H)}{\partial W} \right) \right].
\]
Recall that the GNN uses scaling factors $c_u$ for each node $u \in G$. We define $C_G \in \mathbb{R}^{N \times N}$ to be the diagonal matrix such that $(C_G)_{u} = c_u$ for any $u \in U$. Similarly we define $C_H \in \mathbb{R}^{N' \times N'}$.

We will use intermediate matrices $\Sigma^{(\ell,r)}(G, H) \in \mathbb{R}^{N \times N'}$ and $K^{(\ell,r)}(G, H) \in \mathbb{R}^{N \times N'}$ for each $\ell \in [0 : L]$ and $r \in [0 : R]$.

Initially we define $\Sigma^{(0,R)}(G, H) \in \mathbb{R}^{N \times N'}$ as follows: $\forall u \in U, v \in V$,

$$[\Sigma^{(0,R)}(G, H)]_{u,v} := \langle h_u, h_v \rangle,$$

where $h_u, h_v \in \mathbb{R}^d$ denotes the input features of $u$ and $v$. And we we define $K^{(0,R)}(G, H) \in \mathbb{R}^{N \times N'}$ as follows: $\forall u \in U, v \in V$,

$$[K^{(0,R)}(G, H)]_{u,v} := \langle h_u, h_v \rangle.$$

Next we recursively define $\Sigma^{(\ell,r)}(G, H)$ and $K^{(\ell,r)}(G, H)$ for $\ell \in [L]$ and $r \in [R]$, where $l$ denotes the level of AGGREGATE and COMBINE operations, and $r$ denotes the level of fully-connected layers inside a COMBINE operation. Then we define the final output after READOUT operation.

**AGGREGATE operation.** The AGGREGATE operation gives the following formula:

$$[\Sigma^{(\ell,0)}(G, H)]_{u,v} := c_u c_v \sum_{a \in N(u) \cup \{u\}} \sum_{b \in N(v) \cup \{v\}} [\Sigma^{(\ell-1,R)}(G, H)]_{a,b},$$

$$[K^{(\ell,0)}(G, H)]_{u,v} := c_u c_v \sum_{a \in N(u) \cup \{u\}} \sum_{b \in N(v) \cup \{v\}} [K^{(\ell-1,R)}(G, H)]_{a,b}.$$

Note that the above two equations are equivalent to the following two equations:

$$\Sigma^{(\ell,0)}(G, H) = C_G A_G \cdot \Sigma^{(\ell-1,R)}(G, H) \cdot A_H C_H,$$

$$K^{(\ell,0)}(G, H) = C_G A_G \cdot K^{(\ell-1,R)}(G, H) \cdot A_H C_H.$$

**COMBINE operation.** The COMBINE operation has $R$ fully-connected layers with ReLU activation $\phi(z) = \max\{0, z\}$. We use $\hat{\phi}(z) = 1[z \geq 0]$ to denote be the derivative of $\phi$.

For each $r \in [R]$, for each $u \in U$ and $v \in V$, we define a covariance matrix

$$[A^{(\ell,r)}(G, H)]_{u,v} := \begin{pmatrix} [\Sigma^{(\ell,r-1)}(G, H)]_{u,u} & [\Sigma^{(\ell,r-1)}(G, H)]_{u,v} \\ [\Sigma^{(\ell,r-1)}(H, G)]_{u,v} & [\Sigma^{(\ell,r-1)}(H, H)]_{v,v} \end{pmatrix} \in \mathbb{R}^{2 \times 2}.$$

Then we recursively define $[\Sigma^{(\ell,r)}(G, H)]_{u,v}$ and $[K^{(\ell,r)}(G, H)]_{u,v}$ as follows:

$$[\Sigma^{(\ell,r)}(G, H)]_{u,v} := c_\phi \cdot \mathbb{E}_{(a,b) \sim N(0,[A^{(\ell,r)}(G, H)]_{u,v})} [\hat{\phi}(a) \hat{\phi}(b)], \quad (11)$$

$$[K^{(\ell,r)}(G, H)]_{u,v} := c_\phi \cdot \mathbb{E}_{(a,b) \sim N(0,[A^{(\ell,r)}(G, H)]_{u,v})} [\hat{\phi}(a) \hat{\phi}(b)], \quad (12)$$

**READOUT operation.** Finally we compute $K_{\text{gntk}}(G, H) \in \mathbb{R}$ using the intermediate matrices. This step corresponds to the READOUT operation.

If we do not use jumping knowledge,

$$K_{\text{gntk}}(G, H) = \sum_{u \in U, v \in V} [K^{(L,R)}(G, H)]_{u,v}.$$
If we use jumping knowledge, 

\[ K_{\text{gntk}}(G, H) = \sum_{u \in U, v \in V} \sum_{l=0}^{L} [K^{(l,R)}(G, H)]_{u,v}. \]

### B.3 Approximate GNTK formulas

We follow the notations of previous section. Again we consider two graphs \( G = (U, E) \) and \( H = (V, F) \) with \( |U| = N \) and \( |V| = N' \).

Now the goal is to compute an approximate version of the kernel value \( \widetilde{K}(G, H) \in \mathbb{R} \) such that

\[ \widetilde{K}_{\text{gntk}}(G, H) \approx K_{\text{gntk}}(G, H). \]

We will use intermediate matrices \( \overline{\Sigma}^{(\ell,r)}(G, H) \in \mathbb{R}^{N \times N'} \) and \( \overline{K}^{(\ell,r)}(G, H) \in \mathbb{R}^{N \times N'} \) for each \( \ell \in [0 : L] \) and \( r \in [0 : R] \). In the approximate version we add two random Gaussian matrices \( S_G \in \mathbb{R}^{b \times N} \) and \( S_H \in \mathbb{R}^{b' \times N'} \) where \( b \leq N \) and \( b' \leq N' \) are two parameters.

Initially, \( \forall u \in U, v \in V \), we define \( [\overline{\Sigma}^{(0,R)}(G, H)]_{u,v} := \langle h_u, h_v \rangle \) and \( [\overline{K}^{(0,R)}(G, H)]_{u,v} := \langle h_u, h_v \rangle \), same as in the exact case.

Next we recursively define \( \overline{\Sigma}^{(\ell,r)}(G, H) \) and \( \overline{K}^{(\ell,r)}(G, H) \) for \( \ell \in [L] \) and \( r \in [R] \).

**Aggregate operation.** In the approximate version, we add two sketching matrices \( S_G \in \mathbb{R}^{b \times N} \) and \( S_H \in \mathbb{R}^{b' \times N'} \):

\[
\overline{\Sigma}^{(\ell,0)}(G, H) := C_G A_G \cdot (S_G^T S_G) \cdot \overline{\Sigma}^{(\ell-1,R)}(G, H) \cdot (S_H^T S_H) \cdot A_H C_H, \\
\overline{K}^{(\ell,0)}(G, H) := C_G A_G \cdot (S_G^T S_G) \cdot \overline{K}^{(\ell-1,R)}(G, H) \cdot (S_H^T S_H) \cdot A_H C_H,
\]

where we define \( C_G \in \mathbb{R}^{N \times N} \) to be the diagonal matrix such that \( (C_G)_{u} = c_u \) for any \( u \in V \). Similarly we define \( C_H \in \mathbb{R}^{N' \times N'} \).

**Combine operation.** The COMBINE operation has \( R \) fully-connected layers with ReLU activation. The recursive definitions of \( [\overline{A}^{(\ell,r)}(G, H)]_{u,v} \in \mathbb{R}^{2 \times 2} \), \( [\overline{\Sigma}^{(\ell,r)}(G, H)]_{u,v} \in \mathbb{R} \), \( [\overline{\Sigma}^{(\ell,r)}(G, H)]_{u,v} \in \mathbb{R} \) and \( [\overline{K}^{(\ell,r)}(G, H)]_{u,v} \in \mathbb{R} \) are the same as in the exact case, except now we are always working with the tilde version.

**ReadOut operation.** Finally we compute \( \widetilde{K}_{\text{gntk}}(G, H) \in \mathbb{R} \) using the intermediate matrices. It is also the same as in the exact case, except now we are always working with the tilde version.

### C Generalization bound of approximate GNTK

In this section, we give the full proof of the three lemmas used to prove Theorem 5.10, the main generalization bound for the approximate version of GNTK. This generalizes the generalization bound of [DHS+19].
C.1 Close-form formula of approximate GNTK

Lemma C.1 (Restatement of Lemma 5.7). Following the notations of Definition 5.4, we can decompose \( \tilde{K} \in \mathbb{R}^{n \times n} \) into
\[
\tilde{K} = \tilde{K}_1 + \tilde{K}_2 \succeq \tilde{K}_1,
\]
where \( \tilde{K}_2 \in \mathbb{R}^{n \times n} \) is a PSD matrix, and \( \tilde{K}_1 \in \mathbb{R}^{n \times n} \). \( \tilde{K}_1 \) satisfies the following:
\[
\tilde{K}_1 = \frac{1}{4}(\tilde{H}^{(1)})^\top \cdot \tilde{H}^{(1)} + \frac{1}{2\pi} \sum_{l=1}^{\infty} \frac{(2l-3)!!}{(2l-2)!!(2l-1)} \cdot (\tilde{H}^{(2l)})^\top \cdot \tilde{H}^{(2l)},
\]
and equivalently for each \( i, j \in [n] \), \( \tilde{K}_1(G_i, G_j) \in \mathbb{R} \) satisfies the following:
\[
\tilde{K}_1(G_i, G_j) = \sum_{u \in V_i} \sum_{v \in V_j} \langle \tilde{h}_u, \tilde{h}_v \rangle \cdot \frac{1}{2\pi} \left( \pi - \arccos(\langle \tilde{h}_u, \tilde{h}_v \rangle) \right).
\]

For each \( i, j \in [n] \), \( \tilde{K}_2(G_i, G_j) \in \mathbb{R} \) satisfies the following:
\[
\tilde{K}_2(G_i, G_j) = \sum_{u \in V_i} \sum_{v \in V_j} \langle \tilde{h}_u, \tilde{h}_v \rangle \cdot \frac{1}{2\pi} \left( \pi - \arccos(\langle \tilde{h}_u, \tilde{h}_v \rangle) + \sqrt{1 - \langle \tilde{h}_u, \tilde{h}_v \rangle^2} \right).
\]

Proof. For \( i, j \in [n] \), consider the two graphs \( G_i = (V_i, E_i) \) and \( G_j = (V_j, E_j) \) with \( |V_i| = N_i \) and \( |V_j| = N_j \), we first compute the approximate GNTK formulas that corresponds to the simple GNN (with \( L = 1 \) and \( R = 1 \)) by following the recursive formula of Section 5.

Compute \( l = 0, r = 1 \) variables. We first compute the initial variables
\[
\tilde{\Sigma}^{(0,1)}(G_i, G_j), \tilde{K}^{(0,1)}(G_i, G_j) \in \mathbb{R}^{N_i \times N_j},
\]
for any \( u \in V_i \) and \( v \in V_j \), we have
\[
[\tilde{\Sigma}^{(0,1)}(G_i, G_j)]_{u,v} = \langle \tilde{h}_u, \tilde{h}_v \rangle, \quad [\tilde{K}^{(0,1)}(G_i, G_j)]_{u,v} = \langle \tilde{h}_u, \tilde{h}_v \rangle,
\]
which follows from Section 5.

Compute \( l = 1, r = 0 \) variables. We compute \( \tilde{\Sigma}^{(1,0)}(G_i, G_j) \in \mathbb{R}^{N_i \times N_j} \) as follows:
\[
[\tilde{\Sigma}^{(1,0)}(G_i, G_j)]_{u,v} = [C_{G_i}, A_{G_i} \cdot (S_{G_i}^T S_{G_i}) \cdot \tilde{\Sigma}^{(0,1)}(G_i, G_j) \cdot (S_{G_i}^T S_{G_j}) \cdot A_{G_j} C_{G_j}]_{u,v} = [C_{G_i}, A_{G_i} \cdot (S_{G_i}^T S_{G_i}) \cdot H_{G_i}^T H_{G_j} \cdot (S_{G_j}^T S_{G_j}) \cdot A_{G_j} C_{G_j}]_{u,v} = \langle \tilde{h}_u, \tilde{h}_v \rangle,
\]
where the second step uses Eq.(13) and the definition \( H_{G_i} := [h_{u_1}, h_{u_2}, \cdots, h_{u_{N_i}}] \in \mathbb{R}^{d \times N_i} \) in lemma statement, and the third step follows from the definition of \( \tilde{h}_u, \tilde{h}_v \in \mathbb{R}^d \) in Eq. (6). Note that we have \( \| \tilde{h}_u \|_2 = 1 \) since \( C_{G_i} \) is a diagonal matrix with \( [C_{G_i}]_{u,u} = \| [H_{G_i} S_{G_i}^T S_{G_i} A_{G_i} C_{G_i}]_{u,u} \|_2^{-1} \).

Then we compute \( \tilde{K}^{(1,0)}(G_i, G_j) \in \mathbb{R}^{N_i \times N_j} \):
\[
[\tilde{K}^{(1,0)}(G_i, G_j)]_{u,v} = [C_{G_i}, A_{G_i} \cdot (S_{G_i}^T S_{G_i}) \cdot \tilde{K}^{(0,1)}(G_i, G_j) \cdot (S_{G_j}^T S_{G_j}) \cdot A_{G_j} C_{G_j}]_{u,v} = \tilde{\Sigma}^{(1,0)}(G_i, G_j) = \langle \tilde{h}_u, \tilde{h}_v \rangle,
\]
where the second step uses the fact that \( \tilde{K}^{(0,1)}(G_i, G_j) = \sum^{(0,1)}(G_i, G_j) \) (see Eq. (13)).
Compute $l = 1, r = 1$ variables. Next we compute $[\tilde{A}^{(1,1)}(G_i, G_j)]_{u,v} \in \mathbb{R}^{2 \times 2}$ for any $u \in V_i$ and $v \in V_j$, we have

$$
[\tilde{A}^{(1,1)}(G_i, G_j)]_{u,v} = \left( \begin{array}{c|c} [\tilde{\Sigma}^{(1,0)}(G_i, G_j)]_{u,u} & [\tilde{\Sigma}^{(1,0)}(G_i, G_j)]_{u,v} \\ \hline [\tilde{\Sigma}^{(1,0)}(G_j, G_j)]_{v,u} & [\tilde{\Sigma}^{(1,0)}(G_j, G_j)]_{v,v} \end{array} \right) = \left( \begin{array}{c} 1 \\ \langle \tilde{h}_u, \tilde{h}_v \rangle 1 \end{array} \right),
$$

where the second step follows from Eq. (14).

Then we compute $\tilde{\Sigma}^{(1,1)}(G_i, G_j) \in \mathbb{R}^{N_i \times N_j}$. For any $u \in V_i$ and $v \in V_j$,

$$
[\tilde{\Sigma}^{(1,1)}(G_i, G_j)]_{u,v} = c_\phi \cdot \mathbb{E}_{(a,b) \sim \mathcal{N}(0,[\tilde{A}^{(1,1)}(G_i,G_j)]_{u,v})} [\hat{\phi}(a) \cdot \hat{\phi}(b)]
$$

$$
= \frac{1}{2\pi} \left( \pi - \arccos(\langle \tilde{h}_u, \tilde{h}_v \rangle) \right),
$$

where the second step follows from Eq. (16) and $c_\phi = 2$ (Definition 5.4).

And similarly we compute $[\tilde{\Sigma}^{(1,1)}(G_i, G_j)]_{u,v} \in \mathbb{R}^{N_i \times N_j}$. For any $u \in V_i$ and $v \in V_j$,

$$
[\tilde{\Sigma}^{(1,1)}(G_i, G_j)]_{u,v} = c_\phi \cdot \mathbb{E}_{(a,b) \sim \mathcal{N}(0,[\tilde{A}^{(1,1)}(G_i,G_j)]_{u,v})} [\phi(a) \cdot \phi(b)]
$$

$$
= \frac{1}{2\pi} \left( \pi - \arccos(\langle \tilde{h}_u, \tilde{h}_v \rangle) + \sqrt{1 - (\langle \tilde{h}_u, \tilde{h}_v \rangle)^2} \right),
$$

where the second step follows from Eq. (16) and $c_\phi = 2$ (Definition 5.4).

Then we compute $\tilde{K}^{(1,1)}(G_i, G_j) \in \mathbb{R}^{N_i \times N_j}$. We decompose $\tilde{K}^{(1,1)}(G_i, G_j)$ as follows:

$$
\tilde{K}^{(1,1)}(G_i, G_j) = \tilde{K}_1^{(1,1)}(G_i, G_j) + \tilde{\Sigma}^{(1,1)}(G_i, G_j),
$$

where we define

$$
[\tilde{K}_1^{(1,1)}(G_i, G_j)]_{u,v} := [\tilde{K}^{(1,0)}(G_i, G_j)]_{u,v} \cdot [\tilde{\Sigma}^{(1,1)}(G_i, G_j)]_{u,v}, \quad \forall u \in V_i, v \in V_j.
$$

The above equation follows from the definition of $\tilde{K}^{(1,1)}(G_i, G_j)$ (see Section 5).

We then have

$$
[\tilde{K}_1^{(1,1)}(G_i, G_j)]_{u,v} = \langle \tilde{h}_u, \tilde{h}_v \rangle \cdot \frac{1}{2\pi} \left( \pi - \arccos(\langle \tilde{h}_u, \tilde{h}_v \rangle) \right)
$$

$$
= \langle \tilde{h}_u, \tilde{h}_v \rangle \cdot \frac{1}{2\pi} \left( \pi - \left( \frac{\pi}{2} - \sum_{l=0}^{\infty} \frac{(2l-1)!!}{(2l)!!} \cdot \frac{\langle \tilde{h}_u, \tilde{h}_v \rangle^{2l+1}}{2l+1} \right) \right)
$$

$$
= \frac{1}{4} \langle \tilde{h}_u, \tilde{h}_v \rangle + \frac{1}{2\pi} \sum_{l=1}^{\infty} \frac{(2l-3)!!}{(2l-2)!!(2l-1)} \cdot \langle \tilde{h}_u, \tilde{h}_v \rangle^{2l}
$$

$$
= \frac{1}{4} \langle \tilde{h}_u, \tilde{h}_v \rangle + \frac{1}{2\pi} \sum_{l=1}^{\infty} \frac{(2l-3)!!}{(2l-2)!!(2l-1)} \cdot \langle \Phi^{(2l)}(\tilde{h}_u), \Phi^{(2l)}(\tilde{h}_v) \rangle,
$$

where the first step plugs Eq. (15) and (17) into Eq. (20), the second step uses the Taylor expansion of $\arccos(x) = \frac{\pi}{2} - \sum_{l=0}^{\infty} \frac{(2l-1)!!}{(2l)!!} \cdot \frac{x^{2l+1}}{2l+1}$, the fourth step follows the fact that $\langle x, y \rangle^{2l} = \langle \Phi^{(2l)}(x), \Phi^{(2l)}(y) \rangle$ where $\Phi^{(2l)}(\cdot)$ is the feature map of the polynomial kernel of degree $2l$ (Definition 5.4).

**Compute kernel matrix $\tilde{K}$.** Finally we compute $\tilde{K} \in \mathbb{R}^{n \times n}$. We decompose $\tilde{K}$ as follows:

$$
\tilde{K} = \tilde{K}_1 + \tilde{\Sigma},
$$
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where we define \(\tilde{K}_1, \tilde{K}_2 \in \mathbb{R}^{n \times n}\) such that for any two graphs \(G_i = (V_i, E_i)\) and \(G_j = (V_j, E_j)\),

\[
\tilde{K}_1(G_i, G_j) = \sum_{u \in V_i, v \in V_j} [\tilde{K}^{(1,1)}(G_i, G_j)]_{u,v} \in \mathbb{R},
\]

\[
\tilde{K}_2(G_i, G_j) = \sum_{u \in V_i, v \in V_j} [\tilde{\Sigma}^{(1,1)}(G_i, G_j)]_{u,v} \in \mathbb{R}.
\]

This equality follows from \(\tilde{K}(G_i, G_j) = \sum_{u \in V_i, v \in V_j} [\tilde{K}^{(1,1)}(G_i, G_j)]_{u,v}\) (see Section 5) and Eq. (19).

For \(\tilde{K}_1\), we further have

\[
\tilde{K}_1(G_i, G_j) = \frac{1}{4} \langle \sum_{u \in V_i} \tilde{h}_u, \sum_{v \in V_j} \tilde{h}_v \rangle + \frac{1}{2\pi} \sum_{l=1}^\infty \frac{(2l - 3)!!}{(2l - 2)!!(2l - 1)} \cdot \langle \sum_{u \in V_i} \Phi^{(2l)}(\tilde{h}_u), \sum_{v \in V_j} \Phi^{(2l)}(\tilde{h}_v) \rangle
\]

\[
= \frac{1}{4} (\tilde{H}^{(1)})^\top \cdot \tilde{H}^{(1)} + \frac{1}{2\pi} \sum_{l=1}^\infty \frac{(2l - 3)!!}{(2l - 2)!!(2l - 1)} \cdot (\tilde{H}^{(2l)})^\top \cdot \tilde{H}^{(2l)},
\]

where the first step follows from Eq. (21), the second step follows from the definition of \(\tilde{H}^{(t)} \in \mathbb{R}^{d \times n}\) (Eq. (8) in Definition 5.4). For \(\tilde{K}_2\), we have that \(\tilde{K}_2\) is a kernel matrix, so it is positive semi-definite. Let \(A \succeq B\) denotes \(x^\top Ax \leq x^\top Bx\) for all \(x\). Thus we have \(\tilde{K} \succeq \tilde{K}_1\).

**C.2 Bound on \(y^\top \tilde{K}^{-1} y\)**

**Lemma C.2 (Restatement of Lemma 5.8).** Following the notations of Definition 5.4 and under the assumptions of Assumption 5.5, we have

\[
\|y\|_{\tilde{K}^{-1}} \leq 4 \cdot \|\alpha_1\|_2 + \sum_{l=1}^T 4\sqrt{\pi}(2l - 1) \cdot \|\alpha_2l\|\|\beta_2l\|_2.
\]

**Proof.** Decompose \(\|y\|_{\tilde{K}^{-1}}\). From Part 1 of Assumption 5.5, we have \(\forall i \in [n]\)

\[
y_i = \alpha_1 \sum_{u \in V_i} \langle \tilde{h}_u, \beta_1 \rangle + \sum_{l=1}^T \alpha_2l \sum_{u \in V_i} \langle \tilde{h}_u, \beta_{2l} \rangle^{2l}
\]

\[
= \alpha_1 \sum_{u \in V_i} \langle \tilde{h}_u, \beta_1 \rangle + \sum_{l=1}^T \alpha_2l \langle \sum_{u \in V_i} \Phi^{(2l)}(\tilde{h}_u), \Phi^{(2l)}(\beta_{2l}) \rangle
\]

\[
= y_i^{(1)} + \sum_{l=1}^T y_i^{(2l)}, \tag{22}
\]

where the second step follows from \(\Phi^{(2l)}\) is the feature map of the polynomial kernel of degree \(2l\), i.e., \(\langle x, y \rangle^{2l} = \langle \Phi^{(2l)}(x), \Phi^{(2l)}(y) \rangle\) for any \(x, y \in \mathbb{R}^d\), and the third step follows from defining vectors \(y_i^{(1)}, y_i^{(2l)} \in \mathbb{R}^n\) for \(l \in [T]\) such that \(\forall i \in [n]\),

\[
y_i^{(1)} := \alpha_1 \langle \sum_{u \in V_i} \tilde{h}_u, \beta_1 \rangle \in \mathbb{R}, \tag{23}
\]

\[
y_i^{(2l)} := \alpha_2l \langle \sum_{u \in V_i} \Phi^{(2l)}(\tilde{h}_u), \Phi^{(2l)}(\beta_{2l}) \rangle \in \mathbb{R}, \quad \forall l \in [T], \tag{24}
\]
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And we have
\[ \|y\|_{\bar{K}^{-1}} \leq \|y\|_{\tilde{K}^{-1}} \leq \|y^{(1)}\|_{\tilde{K}^{-1}} + \sum_{t=1}^{T} \|y^{(2)}_t\|_{\tilde{K}^{-1}}, \] (25)
which follows from Lemma C.1 that \( \bar{K} \succeq \tilde{K}_1 \) and thus \( \bar{K}^{-1} \preceq \tilde{K}_1^{-1} \), the second step follows from Eq. (22) and triangle inequality.

**Upper bound** \( \|y^{(1)}\|_{\tilde{K}^{-1}} \). Recall the definitions of the two matrices \( \bar{H}^{(1)}, \tilde{H}^{(1)} \in \mathbb{R}^{d \times n} \) in Eq. (7) and (8) of Definition 5.4:
\[ \bar{H}^{(1)} := \left[ \sum_{u \in V_1} \bar{h}_u, \sum_{u \in V_2} \bar{h}_u, \ldots, \sum_{u \in V_n} \bar{h}_u \right], \quad \tilde{H}^{(1)} := \left[ \sum_{u \in V_1} \tilde{h}_u, \sum_{u \in V_2} \tilde{h}_u, \ldots, \sum_{u \in V_n} \tilde{h}_u \right]. \]

Note that from Eq. (23) we have \( y^{(1)} = \alpha_1 \cdot (\bar{H}^{(1)})^\top \beta_1 \in \mathbb{R}^n \). Also, from Lemma C.1 we have \( \tilde{K}_1 \succeq \frac{1}{2} (\tilde{H}^{(1)})^\top \tilde{H}^{(1)} \in \mathbb{R}^{n \times n} \). Using these two equations, we have
\[ \|y^{(1)}\|_{\tilde{K}^{-1}}^2 = (y^{(1)})^\top \tilde{K}_1^{-1} y^{(1)} \leq 4\alpha_1^2 \beta_1^\top \bar{H}^{(1)} \cdot (\tilde{H}^{(1)})^{-1} \cdot (\tilde{H}^{(1)})^\top \beta_1 \cdot (\bar{H}^{(1)})^\top \beta_1. \] (26)

Next we want to prove that \( (1 - \frac{1}{2}) (\tilde{H}^{(1)})^\top \bar{H}^{(1)} \preceq (\tilde{H}^{(1)})^\top \tilde{H}^{(1)} \preceq (1 + \frac{1}{2}) (\tilde{H}^{(1)})^\top \bar{H}^{(1)} \). For any \( i, j \in [n] \), we have
\[ [(\bar{H}^{(1)})^\top \bar{H}^{(1)}]_{i,j} = (\sum_{u \in V_i} \bar{h}_u) \cdot (\sum_{v \in V_j} \bar{h}_v) = 1_{[N_i]}^\top C_{G_i} A_{G_i}^\top H_{G_i}^\top \cdot H_{G_j} A_{G_j} C_{G_j} 1_{[N_j]}, \]
\[ [(\tilde{H}^{(1)})^\top \tilde{H}^{(1)}]_{i,j} = (\sum_{u \in V_i} \tilde{h}_u) \cdot (\sum_{v \in V_j} \tilde{h}_v) = 1_{[N_i]}^\top C_{G_i} A_{G_i} (S_{G_i}^\top S_{G_i}) H_{G_i}^\top \cdot H_{G_j} (S_{G_j}^\top S_{G_j}) A_{G_j} C_{G_j} 1_{[N_j]}, \]
where \( 1_{[N_i]} \in \mathbb{R}^{N_i} \) is the all one vector, and the second steps of the two equations follow from \( \bar{h}_u = [H_{G_i} A_{G_i} C_{G_j}]_{*,u} \) and \( \tilde{h}_u = [H_{G_i} S_{G_i}^\top S_{G_i} A_{G_j} C_{G_j}]_{*,u} \) (see Definition 5.4).

For any \( i, j \in [n] \), using Lemma 5.2 we have that with probability \( 1 - 1/N^4 \),
\[ |[(\tilde{H}^{(1)})^\top \tilde{H}^{(1)}]_{i,j} - [(\bar{H}^{(1)})^\top \bar{H}^{(1)}]_{i,j}| \leq \frac{O(\log^{1.5} N)}{\sqrt{b_i}} \cdot \|A_{G_i} C_{G_j} 1_{[N_i]}\|_2 \|H_{G_i}^\top H_{G_j} A_{G_j} C_{G_j} 1_{[N_j]}\|_2 \]
\[ + \frac{O(\log^{1.5} N)}{\sqrt{b_j}} \cdot \|A_{G_j} C_{G_j} 1_{[N_j]}\|_2 \|H_{G_j}^\top H_{G_i} A_{G_i} C_{G_i} 1_{[N_i]}\|_2 \]
\[ + \frac{O(\log^3 N)}{\sqrt{b_i b_j}} \cdot \|A_{G_j} C_{G_j} 1_{[N_j]}\|_2 \|A_{G_i} C_{G_i} 1_{[N_i]}\|_2 \cdot \|H_{G_j}^\top H_{G_i}\|_F \]
\[ \leq \frac{1}{10 T} \cdot |[(\bar{H}^{(1)})^\top \bar{H}^{(1)}]_{i,j}|, \] (27)
where the last step follows Part 3 of Assumption 5.5 that
\[ \|A_{G_i} C_{G_j} 1_{[N_j]}\|_2 \|A_{G_i} C_{G_i} 1_{[N_i]}\|_2 \cdot \|H_{G_j}^\top H_{G_i}\|_F \]
\[ \leq O(1) \cdot \min\{\sqrt{b_i}, \sqrt{b_j}\} \cdot |[(\bar{H}^{(1)})^\top \bar{H}^{(1)}]_{i,j}|. \]
Then we have that
\[
\|((\bar{H}^{(1)})^\top \bar{H}^{(1)}) - (\bar{H}^{(1)})^\top \bar{H}^{(1)}\|_2^2 \leq \|(\bar{H}^{(1)})^\top \bar{H}^{(1)} - (\bar{H}^{(1)})^\top \bar{H}^{(1)}\|_F^2 \\
= \sum_{i=1}^n \sum_{j=1}^n |[(\bar{H}^{(1)})^\top \bar{H}^{(1)}]_{i,j} - [(\bar{H}^{(1)})^\top \bar{H}^{(1)}]_{i,j}|^2 \\
\leq \frac{1}{100\gamma^2 T^2} \sum_{i=1}^n \sum_{j=1}^n |(\bar{H}^{(1)})^\top \bar{H}^{(1)}|_{i,j}^2 \\
= \frac{1}{100\gamma^2 T^2} \|(\bar{H}^{(1)})^\top \bar{H}^{(1)}\|_F^2 \\
\leq \frac{1}{100T^2} \|(\bar{H}^{(1)})^\top \bar{H}^{(1)}\|_2^2,
\]
where the third step uses Eq. (27), the fifth step follows Part 2 of Assumption 5.5 that \(\|(\bar{H}^{(1)})^\top \bar{H}^{(1)}\|_F \leq \gamma \cdot \|(\bar{H}^{(1)})^\top \bar{H}^{(1)}\|_2\).

Thus we have proven that
\[
(1 - \frac{1}{10})(\bar{H}^{(1)})^\top \bar{H}^{(1)} \preceq (\bar{H}^{(1)})^\top \bar{H}^{(1)} \preceq (1 + \frac{1}{10})(\bar{H}^{(1)})^\top \bar{H}^{(1)}.
\]

Using this fact, we can bound \(\|y^{(1)}\|_{\tilde{K}^{-1}_1}\) as follows:
\[
\|y^{(1)}\|_{\tilde{K}^{-1}_1} \leq (4\alpha_1^2 \cdot \beta_1^\top \bar{H}^{(1)} \cdot ((\bar{H}^{(1)})^\top \bar{H}^{(1)})^{-1} \cdot (\bar{H}^{(1)})^\top \bar{H}^{(1)})^{1/2} \\
\leq (8\alpha_1^2 \cdot \beta_1^\top \bar{H}^{(1)} \cdot ((\bar{H}^{(1)})^\top \bar{H}^{(1)})^{-1} \cdot (\bar{H}^{(1)})^\top \bar{H}^{(1)})^{1/2} \\
\leq 4 \cdot \alpha_1 \|\beta_1\|_2.
\]

where the first step uses Eq. (26).

**Upper bound** \(\|y^{(2)}\|_{\tilde{K}^{-1}_1}\). Consider some \(l \in [T]\). Recall the definitions of the two matrices \(\bar{H}^{(2)}_l, \bar{H}^{(2)}_l \in \mathbb{R}^{d \times n}\) in Eq. (7) and (8) of Definition 5.4:
\[
\bar{H}^{(2)} := \left[ \sum_{u \in V_1} \Phi^{(2)}(\bar{h}_u), \sum_{u \in V_2} \Phi^{(2)}(\bar{h}_u), \ldots, \sum_{u \in V_n} \Phi^{(2)}(\bar{h}_u) \right], \\
\bar{H}^{(2)} := \left[ \sum_{u \in V_1} \Phi^{(2)}(\bar{h}_u), \sum_{u \in V_2} \Phi^{(2)}(\bar{h}_u), \ldots, \sum_{u \in V_n} \Phi^{(2)}(\bar{h}_u) \right].
\]

Note that from Eq. (24) we have \(y^{(2)} = o_{2l} \cdot (\bar{H}^{(2)}_l)^\top \Phi^{(2)}(\beta_{2l}) \in \mathbb{R}^n\). Also, from Lemma C.1 we have \(\tilde{K}_1 \geq \frac{(2l-3)!!}{2(2l-2)!!} \|\bar{H}^{(2)}_l\|_2 \|\bar{H}^{(2)}_l\|_2^{-1} \|\bar{H}^{(2)}_l\|_2^{-1} \) \(\mathbb{R}^{n \times n} \). Using these two equations, we have
\[
\|y^{(2)}\|^2_{\tilde{K}^{-1}_1} = (y^{(2)})^\top \tilde{K}^{-1}_1 y^{(2)} \\
\leq \frac{2\pi(2l-2)!!(2l-1)!!}{(2l-3)!!} \alpha_2^2 \cdot \beta_{2l}^\top \bar{H}^{(2)} \cdot ((\bar{H}^{(2)}_l)^\top \bar{H}^{(2)}_l)^{-1} \cdot (\bar{H}^{(2)}_l)^\top \beta_{2l}.
\]

Next we want to prove that \((1 - \frac{1}{2})(\bar{H}^{(2)}_l)^\top \bar{H}^{(2)}_l \preceq (\bar{H}^{(2)}_l)^\top \bar{H}^{(2)}_l \preceq (1 + \frac{1}{2})(\bar{H}^{(2)}_l)^\top \bar{H}^{(2)}_l\). For any \(i, j \in [n]\), we have
\[
[(\bar{H}^{(2)}_l)^\top \bar{H}^{(2)}_l]_{i,j} = \left( \sum_{u \in V_i} \Phi^{(2)}(\bar{h}_u)^\top \right) \cdot \left( \sum_{v \in V_j} \Phi^{(2)}(\bar{h}_v) \right) = \sum_{u \in V_i} \sum_{v \in V_j} \sum_{\bar{h}_u^\top \bar{h}_v}^2
\]

(30)
where the second steps of both equations follow from \( \Phi^{(2)}(x)^\top \Phi^{(2)}(y) = (x^\top y)^{2l} \).

Note that in Eq. (27) we have proven that

\[
|\sum_{u \in V_i} \sum_{v \in V_j} (\tilde{h}_u^\top \tilde{h}_v - \tilde{h}_u^\top \tilde{h}_v)| \leq \frac{1}{10^7 T} \sum_{u \in V_i} \sum_{v \in V_j} |\tilde{h}_u^\top \tilde{h}_v|.
\]

Thus we have

\[
\begin{align*}
|\sum_{u \in V_i} \sum_{v \in V_j} (\tilde{h}_u^\top \tilde{h}_v)^{2l} - (\tilde{h}_u^\top \tilde{h}_v)^{2l}| &= |\sum_{u \in V_i} \sum_{v \in V_j} \sum_{i=0}^{2l-1} (\tilde{h}_u^\top \tilde{h}_v - \tilde{h}_u^\top \tilde{h}_v)(\tilde{h}_u^\top \tilde{h}_v)^{2l-i-1}|
\leq & 2l \cdot |\sum_{u \in V_i} \sum_{v \in V_j} (\tilde{h}_u^\top \tilde{h}_v - \tilde{h}_u^\top \tilde{h}_v)| \cdot (\max_{u,v} |\tilde{h}_u^\top \tilde{h}_v|)^{2l-1}
\leq & 2l \cdot \frac{1}{10^7 T} \cdot (1 + \frac{1}{10^7 T})^{2l} \cdot (\sum_{u \in V_i} \sum_{v \in V_j} |\tilde{h}_u^\top \tilde{h}_v|)^{2l}
\leq & \frac{1}{2 \gamma} (\sum_{u \in V_i} \sum_{v \in V_j} |\tilde{h}_u^\top \tilde{h}_v|)^{2l},
\end{align*}
\]

where the first step follows from \( x^{2l} - y^{2l} = \sum_{i=0}^{2l-1} (x - y)x^i y^{2l-1-i} \), the third step follows from \( \max_{u,v} |\tilde{h}_u^\top \tilde{h}_v| \leq \sum_{u \in V_i} \sum_{v \in V_j} |\tilde{h}_u^\top \tilde{h}_v| \) since \( h_u \) and \( h_v \) are non-negative, and the previous inequality from Eq. (27), the fourth step follows from \( l \leq T \) and \( (1 + \frac{1}{10^7 T})^{2l} \leq (1 + \frac{1}{10^7})^{2l} \leq \sqrt{e} \).

Thus we have proven that for any \( i,j \in [n] \), we have

\[
|[(\tilde{H}^{(2l)})^\top \tilde{H}^{(2l)}]_{i,j} - [(\tilde{P}^{(2l)})^\top \tilde{P}^{(2l)}]_{i,j}| = |\sum_{u \in V_i} \sum_{v \in V_j} (\tilde{h}_u^\top \tilde{h}_v)^{2l} - \sum_{u \in V_i} \sum_{v \in V_j} (\tilde{h}_u^\top \tilde{h}_v)^{2l}|
\leq \frac{1}{2 \gamma} [(\tilde{P}^{(2l)})^\top \tilde{P}^{(2l)}]_{i,j}.
\]

where the first step uses Eq. (30) and (31), the second step uses Eq. (32).

Now similar to how we bound \( \|y^{(1)}\|_{\tilde{K}^{(1)}} \), we have that

\[
\|(\tilde{H}^{(2l)})^\top \tilde{H}^{(2l)} - (\tilde{P}^{(2l)})^\top \tilde{P}^{(2l)}\|_F^2 \leq \|(\tilde{H}^{(2l)})^\top \tilde{H}^{(2l)} - (\tilde{P}^{(2l)})^\top \tilde{P}^{(2l)}\|_F^2.
\]

\[
= \sum_{i=1}^n \sum_{j=1}^n |[(\tilde{H}^{(2l)})^\top \tilde{H}^{(2l)}]_{i,j} - [(\tilde{P}^{(2l)})^\top \tilde{P}^{(2l)}]_{i,j}|^2
\leq \frac{1}{4 \gamma^2} \sum_{i=1}^n \sum_{j=1}^n [(\tilde{H}^{(2l)})^\top \tilde{H}^{(2l)}]_{i,j}^2
= \frac{1}{4 \gamma^2} \|[(\tilde{H}^{(2l)})^\top \tilde{H}^{(2l)}]\|_F^2,
\]

where the third step uses Eq. (33), the fifth step follows Part 2 of Assumption 5.5 that \( \|(\tilde{P}^{(2l)})^\top \tilde{P}^{(2l)}\|_F \leq \gamma \cdot \|(\tilde{P}^{(2l)})^\top \tilde{P}^{(2l)}\|_2.\)
Thus we have proven that
\[
(1 - \frac{1}{2})(\mathcal{P}^{(2l)})^\top \mathcal{P}^{(2l)} \preceq (\mathcal{H}^{(2l)})^\top \mathcal{H}^{(2l)} \preceq (1 + \frac{1}{2})(\mathcal{P}^{(2l)})^\top \mathcal{P}^{(2l)}.
\]

Using this fact, we can bound \(\|y^{(2l)}\|_{K^{-1}_1} \) as follows:
\[
\|y^{(2l)}\|_{K^{-1}_1} \leq \left( \frac{2\pi (2l - 2)! (2l - 1)}{(2l - 3)!!} \right)^{1/2} \alpha_{2l} \cdot \beta_{2l} \mathcal{P}^{(2l)} \cdot ((\mathcal{H}^{(2l)})^\top \mathcal{H}^{(2l)})^{-1} \cdot (\mathcal{P}^{(2l)})^\top \beta_{2l} \right)^{1/2}
\]
\[
\leq \left( \frac{8\pi (2l - 2)! (2l - 1)}{(2l - 3)!!} \right)^{1/2} \alpha_{2l} \cdot \beta_{2l} \mathcal{P}^{(2l)} \cdot ((\mathcal{H}^{(2l)})^\top \mathcal{H}^{(2l)})^{-1} \cdot (\mathcal{P}^{(2l)})^\top \beta_{2l} \right)^{1/2}
\]
\[
\leq 4\sqrt{\pi} (2l - 1) \cdot \alpha_{2l} \|\beta_{2l}\|_2,
\]
where the first step uses Eq. (29).

**Upper bound** \(\|y\|_{K^{-1}_1}\). Plugging Eq. (28) and (34) into Eq. (25), we have
\[
\|y\|_{K^{-1}_1} \leq 4 \cdot \alpha_1 \|\beta_1\|_2 + \sum_{l=1}^{r} 4\sqrt{\pi} (2l - 1) \cdot \alpha_{2l} \|\beta_{2l}\|_2.
\]

\[
\square
\]

C.3 Bound on trace of \(\tilde{K}\)

**Lemma C.3** (Restatement of Lemma 5.9). *Following the notations of Definition 5.4 and under the assumptions of Assumption 5.5, we have*
\[
\text{tr}[\tilde{K}] \leq 2nN^2.
\]

**Proof.** From Lemma C.1 we can decompose \(\tilde{K} \in \mathbb{R}^{n \times n}\) into
\[
\tilde{K} = \tilde{K}_1 + \tilde{K}_2 \succeq \tilde{K}_1.
\]
And for each \(i \in [n]\), Lemma C.1 gives the following bound on the diagonal entries of \(\tilde{K}_1\):
\[
\tilde{K}_1(G_i, G_i) = \sum_{u \in V_i} \sum_{v \in V_i} \langle \tilde{h}_u, \tilde{h}_v \rangle \cdot \frac{1}{2\pi} (\pi - \arccos(\langle \tilde{h}_u, \tilde{h}_v \rangle))
\]
\[
\leq \sum_{u \in V_i} \sum_{v \in V_i} \frac{1}{2} = n^2 / 2,
\]
where the second step follows from \(\tilde{h}_u\) and \(\tilde{h}_v\) are unit vectors and that \(\arccos(\cdot) \in [0, \pi]\).

Lemma C.1 also gives the following bound on the diagonal entries of \(\tilde{K}_2\):
\[
\tilde{K}_2(G_i, G_i) = \sum_{u \in V_i} \sum_{v \in V_i} \langle \tilde{h}_u, \tilde{h}_v \rangle \cdot \frac{1}{2\pi} \left( \pi - \arccos(\langle \tilde{h}_u, \tilde{h}_v \rangle) + \sqrt{1 - \langle \tilde{h}_u, \tilde{h}_v \rangle^2} \right)
\]
\[
\leq \sum_{u \in V_i} \sum_{v \in V_i} \frac{1}{2\pi} (\pi + 1) \leq N_i^2.
\]
where the second step follows from \(\tilde{h}_u\) and \(\tilde{h}_v\) are unit vectors and that \(\arccos(\cdot) \in [0, \pi]\).

Thus we have
\[
\text{tr}[\tilde{K}] = \text{tr}[\tilde{K}_1] + \text{tr}[\tilde{K}_2] \leq 2 \sum_{i=1}^{n} N_i^2 \leq 2nN^2.
\]

\[
\square
\]
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D Running time

Theorem D.1 (Main running time theorem). Consider a GNN with $L$ levels of BLOCK operations, and $R$ hidden layers in each level. We compute the kernel matrix using $n$ graphs $G_1 = (V_1, E_1), \cdots, G_n = (V_n, E_n)$ with $|V_i| = N_i$. Let $b_i \leq N_i$ be the sketch size of $G_i$. Let $d \in \mathbb{N}_+$ be the dimension of the feature vectors.

The total running time to compute the approximate GNTK is

$$
sum_{i=1}^{n} sum_{j=1}^{n} T_{\text{mat}}(N_i, d, N_j) + O(L) \cdot sum_{i=1}^{n} sum_{j=1}^{n} T_{\text{mat}}(N_i, N_j, b_i) + O(LR) \cdot (sum_{i=1}^{n} N_i)^2.
$$

When assuming $N_i \leq N$ and $b_i \leq b$ for all $i \in [n]$, the total running time is

$$\text{O}(n^2) \cdot (T_{\text{mat}}(N, N, d) + L \cdot T_{\text{mat}}(N, N, b) + LR \cdot N^2).$$

Proof. Preprocessing time. When preprocessing, we compute $A_{G_i} S_{G_i}^T$, for each $i \in [n]$ in $T_{\text{mat}}(N_i, N_i, b_i)$ time. So in total we need $sum_{i=1}^{n} T_{\text{mat}}(N_i, N_i, b_i)$ time.

We also compute the initial matrices $\Sigma^{(0,R)}(G_i, G_j), K^{(0,R)}(G_i, G_j) \in \mathbb{R}^{N_i \times N_j}$ for each $i, j \in [n]$ with $[\Sigma^{(0,R)}(G_i, G_j)]_{u,v} = [K^{(0,R)}(G_i, G_j)]_{u,v} = (h_u, h_v), \forall u \in V_i, v \in V_j$. Computing each $\Sigma^{(0,R)}(G_i, G_j)$ corresponds to multiplying the concatenation of the feature vectors of $G_i$ with that of $G_j$, which is multiplying a $N_i \times d$ matrix with a $d \times N_j$ matrix, and this takes $T_{\text{mat}}(N_i, d, N_j)$ time. So computing all initial matrices takes $sum_{i=1}^{n} sum_{j=1}^{n} T_{\text{mat}}(N_i, d, N_j)$ time.

Thus the total preprocessing time is

$$sum_{i=1}^{n} T_{\text{mat}}(N_i, N_i, b_i) + sum_{i=1}^{n} sum_{j=1}^{n} T_{\text{mat}}(N_i, d, N_j).$$

**BLOCK operation: aggregation time.** In the $l$-th level of BLOCK operation, $\forall i, j \in [n]$ we compute $\Sigma^{(l,0)}(G_i, G_j), K^{(l,0)}(G_i, G_j) \in \mathbb{R}^{N_i \times N_j}$ by computing

$$\Sigma^{(l,0)}(G_i, G_j) := C_{G_i}(A_{G_i} S_{G_i}^T) \cdot S_{G_i} \cdot \Sigma^{(l-1,R)}(G_i, G_j) \cdot S_{G_i}^T \cdot (S_{G_j} A_{G_j}) C_{G_j},
$$

$$K^{(l,0)}(G, H) := C_{G_i}(A_{G_i} S_{G_i}^T) \cdot S_{G_i} \cdot \Sigma^{(l-1,R)}(G_i, G_j) \cdot S_{G_i}^T \cdot (S_{G_j} A_{G_j}) C_{G_j}.$$

This takes $O(T_{\text{mat}}(N_i, N_j, b_i) + T_{\text{mat}}(N_i, N_j, b_j))$ time.

Thus the total time of all aggregation operations of $L$ levels is

$$O(L) \cdot sum_{i=1}^{n} sum_{j=1}^{n} T_{\text{mat}}(N_i, N_j, b_i).$$

**BLOCK operation: hidden layer time.** In the $l$-th level of BLOCK operation, in the $r$-th hidden layer, for each $i, j \in [n]$ we compute $\Sigma^{(l,r)}(G_i, G_j), K^{(l,r)}(G_i, G_j) \in \mathbb{R}^{N_i \times N_j}$ by computing each entry $[\Sigma^{(l,r)}(G_i, G_j)]_{u,v}, [K^{(l,r)}(G_i, G_j)]_{u,v} \in \mathbb{R}$ for $u \in V_i, v \in V_j$. Computing each entry takes $O(1)$ time, which follows trivially from their definitions (see Section 4 and 5). Thus the total time of all $R$ hidden layers operations of $L$ levels is

$$O(LR) \cdot (sum_{i=1}^{n} N_i)^2.$$
Theorem D.2 (Running time of [DHS+19]). Consider a GNN with $L$ levels of BLOCK operations, and $R$ hidden layers in each level. We compute the kernel matrix using $n$ graphs $G_1 = (V_1, E_1), \ldots, G_n = (V_n, E_n)$ with $|V_i| = N_i$. Let $d \in \mathbb{N}_+$ be the dimension of the feature vectors.

**The total running time of [DHS+19] to compute the GNTK is**

$$\sum_{i=1}^{n} \sum_{j=1}^{n} \mathcal{T}_{\text{mat}}(N_i, d, N_j) + O(L) \cdot \left( \sum_{i=1}^{n} N_i^2 \right)^2 + O(LR) \cdot \left( \sum_{i=1}^{n} N_i \right)^2.$$

When assuming $N_i \leq N$ and $b_i \leq b$ for all $i \in [n]$, the total running time is

$$O(n^2) \cdot (\mathcal{T}_{\text{mat}}(N, d) + L \cdot \mathcal{T}_{\text{mat}}(N, b) + LR \cdot N^2).$$

We include a proof here for completeness.

**Proof.** Comparing with Theorem D.1, the only different part of the running time is the aggregation time of BLOCK operation. For the other three parts, see the proof of Theorem D.1.

**Block operation: aggregation time.** In the $l$-th level of BLOCK operation, for all $i, j \in [n]$ we compute $\Sigma^{(l,0)}(G_i, G_j), K^{(l,0)}(G_i, G_j) \in \mathbb{R}^{N_i \times N_j}$ by computing

$$\text{vec}(\Sigma^{(l,0)}(G_i, G_j)) := ((C_{G_i}A_{G_i}) \otimes (C_{G_j}A_{G_j})) \cdot \text{vec}(\Sigma^{(l-1,R)}(G_i, G_j)) \in \mathbb{R}^{N_i \times N_j},$$

$$\text{vec}(K^{(l,0)}(G_i, G_j)) := ((C_{G_i}A_{G_i}) \otimes (C_{G_j}A_{G_j})) \cdot \text{vec}(K^{(l-1,R)}(G_i, G_j)) \in \mathbb{R}^{N_i \times N_j}.$$

Note that the sizes are $((C_{G_i}A_{G_i}) \otimes (C_{G_j}A_{G_j})) \in \mathbb{R}^{N_i \times N_j \times N_i \times N_j}$, $\text{vec}(\Sigma^{(l-1,R)}(G_i, G_j)) \in \mathbb{R}^{N_i \times N_j}$. So this takes $O(N_i^2 N_j^2)$ time, even to simply compute $((C_{G_i}A_{G_i}) \otimes (C_{G_j}A_{G_j})).$
Thus the total time of all aggregation operations of $L$ levels is

$$O(L) \cdot (\sum_{i=1}^{n} N_i^2)^2.$$ 

**Total time.** Thus the total running time in [DHS+19] to compute the exact GNTK is

$$\sum_{i=1}^{n} \sum_{j=1}^{n} T_{\text{mat}}(N_i, d, N_j) + O(L) \cdot (\sum_{i=1}^{n} N_i^2)^2 + O(LR) \cdot (\sum_{i=1}^{n} N_i)^2.$$ 

When assuming $N_i \leq N$ and $b_i \leq b$ for all $i \in [n]$, the total running time is

$$O(n^2) \cdot (T_{\text{mat}}(N, N, d) + L \cdot N^4 + LR \cdot N^2).$$

\[\square\]

**E  Missing proofs for Kronecker product and Sketching**

**E.1  Proofs of Kronecker product equivalence**

**Fact E.1** (Equivalence between two matrix products and Kronecker product then matrix-vector multiplication). *Given matrices $A \in \mathbb{R}^{n_1 \times d_1}$, $B \in \mathbb{R}^{n_2 \times d_2}$, and $H \in \mathbb{R}^{d_1 \times d_2}$, we have $\text{vec}(AHB^\top) = (A \otimes B) \cdot \text{vec}(H)$.***

**Proof.** First note that $AHB^\top \in \mathbb{R}^{n_1 \times n_2}$, $A \otimes B \in \mathbb{R}^{n_1n_2 \times d_1d_2}$, and $(A \otimes B) \cdot \text{vec}(H) \in \mathbb{R}^{n_1n_2}$. For any $i_1 \in [n_1]$, $i_2 \in [n_2]$, define $i := i_1 + (i_2 - 1) \cdot n_1$, we have

$$\text{vec}(AHB^\top)_{i} = (AHB^\top)_{i_1,i_2} = \sum_{j_1 \in [d_1]} \sum_{j_2 \in [d_2]} A_{i_1,j_1} \cdot H_{j_1,j_2} \cdot B_{i_2,j_2},$$

and we also have,

$$((A \otimes B) \cdot \text{vec}(H))_{i} = \sum_{j_1:=i_1+(i_2-1) \cdot d_1, j_1 \in [d_1]} \sum_{j_2 \in [d_2]} (A \otimes B)_{i,j} \cdot \text{vec}(H)_{j} = \sum_{j_1 \in [d_1], j_2 \in [d_2]} A_{i_1,j_1} B_{i_2,j_2} \cdot H_{j_1,j_2}.$$

Thus we have $\text{vec}(AHB^\top) = (A \otimes B) \cdot \text{vec}(H)$.

\[\square\]

**E.2  Proof of sketching bound**

We will use the following inequality.

**Fact E.2** (Khinchine’s inequality). *Let $\sigma_1, \sigma_2, \cdots, \sigma_n$ be i.i.d. sign random variables, and let $z_1, z_2, \cdots, z_n \in \mathbb{R}$. Then there exist constants $C, C' > 0$ such that $\forall t \in \mathbb{R}_+$,

$$\Pr \left[ \sum_{i=1}^{n} \sigma_i z_i \geq Ct \|z\|_2 \right] \leq e^{-C't^2}.$$
Lemma E.3 (Restatement of Lemma 5.2). Let \( A \in \mathbb{R}^{n \times n} \) be a matrix. Let \( R \in \mathbb{R}^{b_1 \times n} \) and \( S \in \mathbb{R}^{b_2 \times n} \) be two independent AMS matrices. Let \( g, h \in \mathbb{R}^n \) be two vectors. Then with probability at least \( 1 - \text{poly}(1/n) \), we have
\[
g^\top (R^\top R) A (S^\top S) h - g^\top A h \\
\leq O\left( \frac{\log^{1.5} n}{\sqrt{b_1}} \sum_i \|g\|_2 \|A h\|_2 + O\left( \frac{\log^{1.5} n}{\sqrt{b_2}} \sum_i \|g^\top A\|_2 \|h\|_2 + O\left( \frac{\log^3 n}{\sqrt{b_1} b_2} \right) \cdot \|g\|_2 \|h\|_2 \|A\|_F \right) \right).
\]

Proof. For \( i \in [n] \), we use \( R_i \in \mathbb{R}^{b_1} \) and \( S_i \in \mathbb{R}^{b_2} \) to denote the \( i \)-th column of \( R \) and \( S \).

Each column \( R_i \) of the AMS matrix \( R \) has the same distribution as \( \sigma_i R_i \), where \( \sigma_i \) is a random sign. The AMS matrix \( R \) has the following properties:

1. \( \langle R_i, R_i \rangle = 1, \forall i \in [n] \). (35)
2. \( \Pr \left[ \langle R_i, R_j \rangle \leq \sqrt{\frac{\log(n/\delta)}{b_1}}, \forall i \neq j \in [n] \right] \geq 1 - \delta. \) (36)

Similarly each column \( S_i \) of AMS matrix \( S \) has the same distribution as \( \sigma_i' S_i \), where \( \sigma_i' \) is a random sign. For more details see [AMS99].

We have
\[
g^\top (R^\top R) A (S^\top S) h = \sum_{i, i', j'} g_i h_j \sigma_i \sigma_{i'} \sigma_{j'} \langle R_i, R_j \rangle A_{j, i'} \langle S_{i'}, S_{j'} \rangle.
\]

Thus we can split the summation of Eq. (37) into three parts: 1. Two pairs of indexes are the same: \( i = j \) and \( i' = j' \); 2. One pair of indexes are the same: \( i = j \) and \( i' \neq j' \), or symmetrically \( i \neq j \) and \( i' = j' \); 3. No pair of indexes are the same: \( i \neq j \) and \( i' \neq j' \).

Part 1. Two pairs of indexes are the same. We consider the case where \( i = j \) and \( i' = j' \). We have
\[
\sum_{i = j, i' = j'} g_i h_j \sigma_i \sigma_{i'} \sigma_{j'} \langle R_i, R_j \rangle A_{j, i'} \langle S_{i'}, S_{j'} \rangle = \sum_{i, i'} g_i h_i A_{i, i'} = g^\top A h,
\]

where the first step follows from \( \langle R_i, R_i \rangle = \langle S_{i'}, S_{i'} \rangle = 1, \forall i, i' \in [n] \), see Eq. (35).

Part 2. One pair of indexes are the same. We consider the case where \( i = j \) and \( i' \neq j' \), or the symmetric case where \( i \neq j \) and \( i' = j' \).

W.l.o.g. we consider the case that \( i = j \) and \( i' \neq j' \). We have
\[
\sum_{i = j, i' \neq j'} g_i h_j \sigma_i \sigma_{i'} \sigma_{j'} \langle R_i, R_j \rangle A_{j, i'} \langle S_{i'}, S_{j'} \rangle = \sum_{i, i' \neq j'} g_i h_{i'} \sigma_{i'} \sigma_{j'} A_{i, i'} \langle S_{i'}, S_{j'} \rangle
\]
\[
= \sum_{j'} \sigma_{j'} h_j \sum_{i' \neq j'} \sigma_{i'} (A^\top g)_{i'} \langle S_{i'}, S_{j'} \rangle,
\]

where the first step follows from \( \langle R_i, R_i \rangle = 1, \forall i \in [n] \) (Eq. (35)), the second step follows from \( \sum_i g_i A_{i, i'} = (A^\top g)_{i'} \).

Using Khintchine’s inequality (Fact E.2) and Union bound, we have that with probability at least \( 1 - \text{poly}(1/n) \),
\[
\left( \sum_{j'} \sigma_{j'} h_j \sum_{i' \neq j'} \sigma_{i'} (A^\top g)_{i'} \langle S_{i'}, S_{j'} \rangle \right)^2 \leq O(\log n) \sum_{j'} h_j^2 \left( \sum_{i' \neq j'} \sigma_{i'} (A^\top g)_{i'} \langle S_{i'}, S_{j'} \rangle \right)^2
\]
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\[ \leq O(\log^2 n) \sum_{j'} h_{ij}^2 \sum_{i' \neq j'} (A^\top g)_{i'}^2 \langle S_{i'}, S_{j'} \rangle^2 \]
\[ \leq O((\log^3 n)/(b_2)) \sum_{j'} h_{ij}^2 \sum_{i' \neq j'} (A^\top g)_{i'}^2 \]
\[ \leq O((\log^3 n)/(b_2))\|h\|_2^2 \|A^\top g\|_2^2, \]
where the first step follows from applying Khintchine’s inequality with \( t = O(\sqrt{\log n}) \), the second step again follows from applying Khintchine’s inequality with \( t = O(\sqrt{\log n}) \), the third step follows from that with probability at least \( 1 - \text{poly}(1/n) \), \( \langle S_i, S_j \rangle \leq O(\sqrt{\log n}/b_2) \) for all \( i \neq j \in [n] \), see Eq. (36).

Plugging this equation into the previous equation, and note that the case that \( i' = j', i \neq j \) is symmetric, we have that with probability at least \( 1 - \text{poly}(1/n) \),
\[ \sum_{i, i' \neq j', \text{ or } i' = i, i \neq j} g_i h_{ij} \sigma_i \sigma_j \sigma_{i'} \sigma_{j'} \langle R_i, R_j \rangle A_{j, i'} \langle S_{i'}, S_{j'} \rangle \]
\[ \leq O(\log^{1.5} n/\sqrt{b_1}) \|g\|_2 \|Ah\|_2 + O(\log^{1.5} n/\sqrt{b_2}) \|g^\top A\|_2 \|h\|_2. \]

Part 3. No pair of indexes are the same. We consider the case where \( i \neq j \) and \( i' \neq j' \). We prove it by using Khintchine’s inequality (Fact E.2) four times. We have that with probability \( 1 - \text{poly}(1/n) \),
\[ \left( \sum_{i, i' \neq j', \text{ or } i' = i, i \neq j} g_i h_{ij} \sigma_i \sigma_j \sigma_{i'} \sigma_{j'} \langle R_i, R_j \rangle A_{j, i'} \langle S_{i'}, S_{j'} \rangle \right)^2 \]
\[ = \left( \sum_i \sigma_i g_i \sum_{j} \sigma_{j'} h_{ij} \sum_{i' \neq j'} \sigma_{i'} \langle S_{i'}, S_{j'} \rangle \sum_j \sigma_j \langle R_i, R_j \rangle A_{j, i'} \right)^2 \]
\[ \leq O(\log n) \sum_i g_i^2 \left( \sum_{j} \sigma_{j'} h_{ij} \sum_{i' \neq j'} \sigma_{i'} \langle S_{i'}, S_{j'} \rangle \sum_j \sigma_j \langle R_i, R_j \rangle A_{j, i'} \right)^2 \]
\[ \leq O(\log^2 n) \sum_i g_i^2 \sum_{j} h_{ij}^2 \left( \sum_{i' \neq j'} \sigma_{i'} \langle S_{i'}, S_{j'} \rangle \sum_j \sigma_j \langle R_i, R_j \rangle A_{j, i'} \right)^2 \]
\[ \leq O(\log^3 n) \sum_i g_i^2 \sum_{j} \sum_{i' \neq j'} \langle S_{i'}, S_{j'} \rangle^2 \left( \sum_j \sigma_j \langle R_i, R_j \rangle A_{j, i'} \right)^2 \]
\[ \leq O(\log^4 n) \sum_i g_i^2 \sum_{j} \sum_{i' \neq j'} \langle S_{i'}, S_{j'} \rangle^2 \sum_j \langle R_i, R_j \rangle^2 A_{j, i'}^2 \]
\[ \leq O((\log^6 n)/(b_1 b_2)) \|g\|_2^2 \|h\|_2^2 \|A\|_F^2, \]
where the second step follows from Khintchine’s inequality with \( t = O(\sqrt{n}) \), the third step follows from Khintchine’s inequality with \( t = O(\sqrt{n}) \) for each \( i \in [n] \), and combining the \( n \) inequalities using Union bound, the fourth step and the fifth step follows from same reason as the third step, the sixth step follows from that with probability at least \( 1 - \text{poly}(1/n) \), \( \langle S_{i'}, S_{j'} \rangle \leq O(\sqrt{\log n}/b_2) \) for all \( i' \neq j' \in [n] \), and similarly with probability at least \( 1 - \text{poly}(1/n) \), \( \langle R_i, R_j \rangle \leq O(\sqrt{\log n}/b_1) \) for all \( i \neq j \in [n] \), we combine the \( 2n^2 \) such bounds all \( i, j, i', j' \in [n] \) using Union bound.

Thus we have that with probability at least \( 1 - \text{poly}(1/n) \),
\[ \sum_{i \neq j, i' \neq j'} g_i h_{ij} \sigma_i \sigma_j \sigma_{i'} \sigma_{j'} \langle R_i, R_j \rangle A_{j, i'} \langle S_{i'}, S_{j'} \rangle \leq O((\log^3 n)/(\sqrt{b_1 b_2}) \cdot \|g\|_2 \|h\|_2 \|A\|_F. \]
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Datasets

|                  | COLLAB | IMDB-B | IMDB-M | PTC    | NCI1   | MUTAG | PROTEINS |
|------------------|--------|--------|--------|--------|--------|-------|----------|
| # of graphs      | 5000   | 1000   | 1500   | 344    | 4110   | 188   | 1113     |
| # of classes     | 3      | 2      | 3      | 2      | 2      | 2     | 2        |
| Avg # of nodes   | 74.5   | 19.8   | 13.0   | 25.5   | 29.8   | 17.9  | 39.1     |

GNTK > 24 hrs 546.4 686.0 46.5 10,084.7 8.0 1,392.0
Ours 4,523.0 (> 19×) 90.7 (6×) 112.5 (6.1×) 13.5 (3.4×) 7,466.8 (1.4×) 3.0 (2.7×) 782.7 (1.8×)

Table 2: Running time comparison between our method and GNTK. All the numbers are in seconds.

Combining all parts together. Adding Eq. (38), (39), (41) together and plugging into Eq. (37), using Union bound, with probability at least \( 1 - \text{poly}(1/n) \) we have,

\[
g^\top (R^\top R) A (S^\top S) h - g^\top A h
\leq O\left(\frac{\log^{1.5} n}{\sqrt{b_1}}\right)\|g\|_2\|Ah\|_2 + O\left(\frac{\log^{1.5} n}{\sqrt{b_2}}\right)\|g^\top A\|_2\|h\|_2 + O\left(\frac{\log^3 n}{\sqrt{b_1 b_2}}\right) \cdot \|g\|_2\|h\|_2\|A\|_F.
\]

F Experiments

Datasets. We test our method on 7 benchmark graph classification datasets, including 3 social networking dataset (COLLAB, IMDB-BINARY, IMDB-MULTI) and 4 bioinformatics datasets (PTC, NCI1, MUTAG and PROTEINS) [YV15]. For bioinformatics dataset, each node has its categorical features as input feature. For each social network dataset where nodes have no input feature, we use the degree of each node as its feature to represent its structural information. The dataset statistics are shown in Table 2.

Results. We compare our performance with original GNTK [DHS+19]. The results are shown in Table 2. Our matrix decoupling method (MD) doesn’t change the result of GNTK while significantly accelerates the learning time of neural tangent kernel. Our proposed method achieves multiple times of improvements for all the datasets. In particular, on COLLAB, our method achieves more than 19 times of learning time acceleration. We observe that the improvement of our method depends on the sizes of the graphs. For large-scale dataset like COLLAB, we achieve highest acceleration because matrix multiplication dominates the overall calculation time. For bioinformatics datasets where number of nodes is relatively small, the improvement is not as prominent.