Recursion-free solution for two-loop vacuum integrals with “collinear” masses
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Abstract: We investigate the structure of a particular class of massive vacuum Feynman integrals at two loops. This class enjoys the linear relation $m_1 + m_2 = m_3$ between its three propagator masses, corresponding to zeros of the associated Källén function. Apart from having applications in thermal field theory, the integrals can be mapped onto one-loop three-point functions with collinear external momenta, suggesting the term “collinear” masses. We present a closed-form solution for these integrals, proving that they can always be factorized into products of one-loop cases, for all integer-valued propagator powers.
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1 Introduction

Loop integrals with internal propagator masses play a prominent role in contemporary precision collider phenomenology. They are also interesting objects from a mathematical point of view, motivating the study of classes of special functions, see \([1–4]\) for recent reviews of techniques and results. For example, tremendous efforts have been invested into studying massive two-point functions at two loops, the so-called sunrise (aka sunset aka banana) class of Feynman integrals \([5]\), giving rise to elliptic structures that go beyond the polylogarithmic results \([6]\) known to arise from a number of simpler two-loop examples.

One is typically interested in resolving integrals with higher propagator powers as well, as those arise e.g. from diagrammatic insertions, from taking derivatives when evaluating moments of observables such as for example when expanding two-point \([7, 8]\) or three-point functions \([9]\) in external
momenta, or from gauge-field propagators. A standard method to reduce such higher propagator powers to lower values is the systematic exploitation \cite{10} of integration-by-parts (IBP) identities \cite{11, 12}, which provide for a recursive mapping of large sets of Feynman integrals to a small linearly independent basis of so-called master integrals.

Oftentimes, however, the IBP reduction has turned out to be a bottleneck \(\text{note however new developments, connected to intersection theory} \ \cite{13–15}, \ \text{or methods exploiting relations that involve also changes in the space-time dimension} \ \cite{16, 17}\). It is therefore extremely valuable to solve specific classes of Feynman integrals analytically, in non-recursive form. Such general all-order solutions are rather scarce, exceptions being some massless cases such as two-point functions with massless propagators, which are completely known at four loops \cite{18, 19}, or some specific single-scale problems \(\text{see e.g.} \ \cite{20}\) for a two-loop example relevant for the present work. In the present paper, we add one massive two-loop example to the pool of general solutions, be it as ingredient for optimizing higher-order calculations, or as a benchmark for alternative evaluation methods.

To motivate the specific choice of masses that we study here, let us briefly recall the Källén function, perhaps mainly known from its role in kinematics. The completely symmetric Källén function \cite{21} of 3 arguments
\[
\lambda(x^2, y^2, z^2) \equiv x^4 + y^4 + z^4 - 2(x^2 y^2 + y^2 z^2 + z^2 x^2)
\]
\[
= (x + y + z)(x - y - z)(y - z - x)(z - x - y)
\]
is known to play a prominent role in multi-particle scattering processes, due to its relevance in relativistic particle kinematics and phase space distributions \cite{22}. It is sometimes also called triangle function, since in geometry Heron’s formula asserts that \(\sqrt{-\lambda(x^2, y^2, z^2)}\) measures \(4\) times the area of a triangle with side lengths \(x, y\) and \(z\). Here, we will encounter this function multiple times, in quite a different – but in view of section 5 maybe not completely unrelated – context.

We note that in IBP reductions of Feynman integrals to their respective sets of master integrals the Källén function appears in a number of explicit integral reduction relations, as a function of squared external four-momenta or Mandelstam variables and squared masses. For concrete examples, we refer to \cite{23} as well as the seminal paper \cite{24}, where the integral reduction problem for the case of two-loop two-point functions had been solved in complete generality, in terms of a recursive algorithm. It might therefore be natural to ask whether the integral reduction problem is affected by zeros of the Källén function.

In order to get a first insight by studying the cleanest possible setting, let us focus on Feynman integrals where all external momenta vanish, so-called vacuum integrals. This leaves only the internal particles’ masses as energy scales. Furthermore, since we need three arguments for the Källén function, we restrict ourselves to the two-loop level, where the generic scalar vacuum integral (we use Euclidean notation, and work in dimensional regularization \cite{25–28}) with \(d\) spacetime dimensions
\[
B^{\nu_1, \nu_2, \nu_3}(d; m_1^2, m_2^2, m_3^2) = \int \frac{d^d p}{(2\pi)^d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{[m_1^2 + p^2]^{\nu_1} [m_2^2 + q^2]^{\nu_2} [m_3^2 + (p - q)^2]^{\nu_3}}
\]
has three different propagators and hence allows for three different mass scales. Zeros of the Källén function are then given whenever one of the masses is the sum of two others, as can be seen from its factorized form eq. (1.2), or from its geometric interpretation: when one triangle side is equal to the two others, the triangle’s area is obviously zero. Without loss of generality, we choose all masses non-negative and the ‘large’ mass to be \(m_3\), such that for the purpose of this paper
\[
\lambda(m_1^2, m_2^2, m_3^2) = 0 \iff m_3 = m_1 + m_2.
\]
Figure 1. The main object of the paper, the massive two-loop vacuum integral as defined in eq. (1.5). In our graphical representation, each line corresponds to a massive scalar propagator $1/(m^2 + p^2)^\nu$, with respective mass and power as indicated. We use a thick line to mark the special propagator mass $m_3 = m_1 + m_2$.

To avoid ambiguities, let us slightly change notation when referring to two-loop vacuum integrals that imply this condition and denote masses as subscripts as

$$B^{\nu_1,\nu_2,\nu_3}_{m_1,m_2,m_3} (d) \equiv B^{\nu_1,\nu_2,\nu_3} (d; m_1^2, m_2^2, m_3^2) \bigg|_{m_3 = m_1 + m_2}. \quad (1.5)$$

For a graphical representation, see figure 1. Even though we have fixed $m_3 = m_1 + m_2$, we will keep using $m_3$ as an index of the functions $B$, since this at times makes symmetries more explicit. We further note that the linear mass relation of eq. (1.4) renders our configuration “doubly special”, since the vacuum diagrams can not only be considered as two-point sunset functions at vanishing external momentum $q$, but also because in this case one is at the sunset’s pseudo-threshold $q^2 = (m_1 + m_2 - m_3)^2 = 0$.

In addition to this rather formal motivation, we note that linear relations between propagator masses such as in eq. (1.4) play a prominent role in QCD thermodynamics, where a core phenomenological problem concerns describing the equilibrium properties of a hot plasma of gauge bosons, codified by weak-coupling expansions [29, 30] within finite-temperature field theory (for a modern introduction to this field, see e.g. [31]). In this setting, the role of bare propagator masses is played by the temporal components of their momentum four-vectors, such that energy-momentum conservation at interaction vertices leads to such linear “mass” relations. In fact, our initial interest in pursuing the project reported upon here stems from concrete perturbative expansions for the QCD pressure at higher loop orders [32]. Temperature will not play a role at all in the present paper, however, such that its results might be useful for practitioners of ordinary (i.e. zero-temperature) perturbative quantum field theory.

The structure of the remainder of the paper is as follows. In section 2, we recall an IBP relation for our main object of study, the integral of eq. (1.5), together with a well-known special-mass case. We then prepare grounds towards a general solution of the IBP recurrence in section 3, by first obtaining closed forms for special cases when two of the integral’s propagator indices coincide, whose analytic form then leads us to a general conjecture for the mass-dependence of the integral, which we manage to prove based on the IBP relation. Section 4 then employs an additional recurrence relation that allows to map the index-dependence of the integral to a purely combinatorial problem, whose solution can finally be obtained by comparing with the special cases considered before, thus leading to a general factorization formula. Equipped with the general solution, in section 5 we recall the relation between two-loop vacuum and one-loop triangle integrals, and apply our result to the latter case, before summarizing and concluding in section 6. To not interrupt the flow of argument in the main text, we have relegated two proofs, a brief exposure of one of the recurrence relations relevant in the main text as well as an analytic treatment of one interesting special-mass case to the appendices.
2 Massive two-loop vacuum integrals: IBP recursions

For the massive two-loop scalar vacuum integrals $B^{\nu_1,\nu_2,\nu_3}(d; m_1^2, m_2^2, m_3^2)$ that were defined in eq. (1.3), general results in terms of Appell’s hypergeometric function $F_4$ can be found\(^1\) in eq. (4.3) of [7]. As has been mentioned above, in the case of interest to us here, the masses obey a “mass conservation rule” at each vertex, $m_3 = m_1 + m_2$. For this special case $B^{\nu_1,\nu_2,\nu_3}_{m_1,m_2,m_3}(d)$, cf. eq. (1.5), the general results of [7] can be simplified. Instead of dealing with the rather complicated $F_4$ plus similar relations for the remaining indices. We will omit the mass indices of the integrals.

IBP identities [11, 12] provide linear relations between dimensionally-regulated Feynman integrals, and can be used to systematically reduce the set of positive propagator powers $\nu_i$ to one or zero, as explained in the subsequent sections.

As indicated by the notation eq. (1.5), we implicitly assume $m_3 = m_1 + m_2$ in all equations below, and will often denote the sum of propagator powers as $\Sigma \nu_i = \nu_1 + \nu_2 + \nu_3$. A number of special mass-cases of our integral are known analytically in $d$ dimensions, such as

\begin{align}
B^{\nu_1,\nu_2,\nu_3}_{0,0,0}(d) &= 0 \quad \text{(massless tadpoles vanish in dimensional regularization),} \\
B^{\nu_1,\nu_2,\nu_3}_{0,m,m}(d) &\propto \text{product of Gamma functions [20], see eq. (2.17) below,} \\
B^{\nu_1,\nu_2,\nu_3}_{m,m,2m}(d) &\propto \text{hypergeometric function } _4F_3(\ldots | 1) [7], \text{ see appendix C below.}
\end{align}

The case when two masses vanish is also known analytically, of course, but this is not relevant for our purposes here since it lies outside our class of integrals that fulfill $m_3 = m_1 + m_2$ and rather corresponds to the general integrals of eq. (1.3) as $B^{\nu_1,\nu_2,\nu_3}(d; 0, 0, m^2)$.

2.1 General mass case $[m_1, m_2, m_1 + m_2]$

Equation (95) of (the journal version of) [24] (with a small correction\(^2\): $d \to d + 2$) provides a recursive 2-loop sunset factorization

\begin{equation}
B^{\nu_1,\nu_2,\nu_3}_{m_1,m_2,m_3}(d) = \frac{-1}{2(d + 3 - 2 \Sigma \nu_i)m_1m_2m_3} \left\{ \begin{array}{l}
\left[ (m_1(d + 2 - \Sigma \nu_i) + m_2
\nu_3 - m_3 \nu_2) \right] \mathbb{I}^{\nu_3} \\
+ \left[ (m_1 \nu_3 + m_2(d + 2 - \Sigma \nu_i) - m_3 \nu_1) \right] \mathbb{I}^{\nu_2} \\
+ \left[ (m_1 \nu_2 + m_2 \nu_1 - m_3(d + 2 - \Sigma \nu_i)) \right] \mathbb{I}^{\nu_1}
\end{array} \right\} B^{\nu_1,\nu_2,\nu_3}_{m_1',m_2',m_3'}(d),
\end{equation}

which can be used until one of the $\nu_i$ is zero. We have written the relation in terms of lowering operators, which act on the integral’s indices as

\begin{equation}
\mathbb{I}^{\nu} B^{\nu_1,\nu_2,\nu_3}_{m_1,m_2,m_3}(d) \equiv B^{\nu_1-\nu,\nu_2,\nu_3}_{m_1,m_2,m_3}(d),
\end{equation}

plus similar relations for the remaining indices. We will omit the mass indices of the integrals $B$ for brevity below, when no confusion can arise. Boundary conditions for the 2-loop recursion eq. (2.4) are products of 1-loop tadpoles which either vanish in dimensional regularization if they are scale-free

\begin{equation}
B^{0,0,0}(d) = B^{\nu_1,0,0}(d) = B^{0,\nu_2,0}(d) = B^{0,0,\nu_3}(d) = 0,
\end{equation}

\(^1\)Using eq. (2.7) of [7] to convert to our Euclidean conventions, we have $I(d; \nu_1, \nu_2, \nu_3 | m_1, m_2, m_3) = (-1)^{\Sigma \nu_i + 1} \pi^d L^{-2d} B^{\nu_1,\nu_2,\nu_3}_{m_1,m_2,m_3}(d)$, with factor $L = (4\pi)^{-1/2}$ due to our integral measure eq. (1.3) (cf. footnote 3).

\(^2\)We thank Oleg Tarasov for confirming this misprint.
or which can be trivially reduced to a unique representative or master integral (for example, with unit propagator powers) by polynomial prefactors $h_{a,n}(d)$ as

$$B^{\nu_1,\nu_2,0}(d) = \frac{h_{\nu_1,0}(d) h_{\nu_2,0}(d)}{m_1^{2\nu_1-2} m_2^{2\nu_2-2}} B^{1,1,0}(d), \quad (2.7)$$

$$B^{\nu_1,0,\nu_3}(d) = \frac{h_{\nu_1,0}(d) h_{\nu_3,0}(d)}{m_1^{2\nu_1-2} m_3^{2\nu_3-2}} B^{1,0,1}(d), \quad (2.8)$$

$$B^{0,\nu_2,\nu_3}(d) = \frac{h_{\nu_2,0}(d) h_{\nu_3,0}(d)}{m_2^{2\nu_2-2} m_3^{2\nu_3-2}} B^{0,1,1}(d), \quad (2.9)$$

where the prefactors are defined by one-loop tadpole reduction

$$\int \frac{d^{d-2n}p}{(2\pi)^{d-2n}} \frac{1}{[1 + p^2]^a} = L^{-2n} h_{a,n}(d) \int \frac{d^d p}{(2\pi)^d} \frac{1}{[1 + p^2]} , \quad (2.10)$$

with $h_{a,n}(d) \equiv \frac{\Gamma(a + n - d/2)}{\Gamma(a) \Gamma(1 - d/2)}$ and $L = (4\pi)^{-\frac{d}{2}}. \quad (2.11)$

In our normalization, the three master integrals read

$$B^{1,1,0}(d) = \frac{L^{2d} \Gamma^2(1 - d/2)}{m_1^{d-2} m_2^{d-2} m_3^{d-2}}, \quad B^{1,0,1}(d) = \frac{L^{2d} \Gamma^2(1 - d/2)}{m_1^{d-2} m_2^{d-2} m_3^{d-2}}, \quad B^{0,1,1}(d) = \frac{L^{2d} \Gamma^2(1 - d/2)}{m_2^{d-2} m_3^{d-2}}. \quad (2.12)$$

With the trivially factorized cases eqs. (2.6)-(2.9) out of the way, we will henceforth implicitly assume positive integer indices $\nu_i$. For the special case of equal indices $\nu_1 = \nu_2 = \nu_3 \equiv \nu$, eq. (2.4) reads

$$B^{\nu,\nu,\nu}_{m_1,m_2,m_3}(d) = \frac{-(d + 2 - 4\nu)}{2(d + 3 - 6\nu)} \left\{ \frac{1}{m_2 m_3} + \frac{2}{m_1 m_3} - \frac{3}{m_1 m_2} \right\} B^{\nu,\nu,\nu}_{m_1,m_2,m_3}(d) , \quad (2.13)$$

which at $\nu = 1$ gives the integral in a factorized form (cf. figure 2; again omitting mass indices of $B$),

$$B^{1,1,1}(d) = \frac{-(d - 2)}{2(d - 3)} \left\{ \frac{B^{0,1,1}(d)}{m_2 m_3} + \frac{B^{1,0,1}(d)}{m_1 m_3} - \frac{B^{1,1,0}(d)}{m_1 m_2} \right\} . \quad (2.14)$$

Note that for the general-mass case $B^{1,1,1}$ would have been a master integral [7], the reduction to one-loop tadpoles here being due to our mass relation eq. (1.4).

---

3The factor $L$ is pure convention, the value given here being a consequence of our integral measure eq. (1.3). It could be defined as $L = 1$ by changing the measure to $\int \frac{d^d p}{p^{d/2}}$, but we keep it here for ease of comparison with the literature.
2.2 Special mass case \([0, m, m]\)

For the special case with masses \([0, m, m]\), eq. (96) of (the journal version of) [24] gives a recursive 2-loop sunset factorization

\[
B_{0,0,m,m}^{\nu_1,\nu_2,\nu_3}(d) = a_{\nu_1-1} B_{0,0,m,m}^{\nu_1-1,\nu_2,\nu_3}(d)
\]

(2.15)

with rational coefficient function

\[
a_{\nu_1} = -\frac{(d-2\nu_1 - 2\nu_2)(d-2\nu_1 - 2\nu_3)(d-\nu_1 - \nu_2 - \nu_3)}{2m^2(d-2-2\nu_1)(d-1-\nu_1 - \nu_2 - \nu_3)(d-2\nu_1 - \nu_2 - \nu_3)}.
\]

(2.16)

The boundary condition is \(B_{0,0,m,m}^{0,0,0} = \frac{\eta_{2,2}(d)\eta_{3,3}(d)}{m^{2+2\nu_1}} B_{0,0,m,m}^{0,1,1}\), with master integral \(B_{0,0,m,m}^{0,1,1} = \frac{L^2r^2(1-d/2)^d}{m^{2-d}}\). The integral can therefore be solved easily in closed form by iteration to \(\nu_1 = 0\) (cf. eq. (B.2)), followed by tadpole reduction to \(\nu_2 = \nu_3 = 1\):

\[
B_{0,0,m,m}^{\nu_1,\nu_2,\nu_3} = \left( \prod_{j=0}^{\nu_1-1} a_j \right) B_{0,0,m,m}^{\nu_2,\nu_3} = \left( \prod_{j=0}^{\nu_1-1} \frac{\eta_{2,2}(d)\eta_{3,3}(d)B_{0,0,m,m}^{0,1,1}}{m^{2\nu_2+2\nu_3-4}} \right) = \beta^{\nu_1,\nu_2,\nu_3} B_{0,0,m,m}^{0,1,1}\]

(2.17)

with

\[
\beta^{\nu_1,\nu_2,\nu_3} = \frac{(-1)^{\nu_1}\Gamma(\nu_1 + \nu_2 - d/2)\Gamma(\nu_1 + \nu_3 - d/2)\Gamma(\Sigma\nu_i - d)}{\Gamma(\nu_1 + \nu_2 - d/2)\Gamma(\nu_1 + \nu_3 - d/2)\Gamma(\Sigma\nu_i - d)}
\]

(2.18)

\[
= \frac{\Gamma(\nu_1 + \nu_2 - d/2)\Gamma(\nu_1 + \nu_3 - d/2)\Gamma(\Sigma\nu_i - d)}{\Gamma(\nu_2)\Gamma(\nu_3)\Gamma(\Sigma\nu_i - d)}
\]

(2.19)

where in the last step we have used the Euler reflection formula to identify \(\frac{(-1)^{\nu_1}}{\Gamma(1-d/2+\nu_1)} = \frac{\Gamma(d/2-\nu_1)}{\Gamma(d/2)(1-d/2)}\) on the integers \(\nu_1\). This simple result has been known for a long time already, the original reference probably being eq. (A.6) of [20].

3 Massive two-loop vacuum integrals: Towards closed-form results

We would now like to solve the 3-parameter recurrence eq. (2.4) for the integral \(B_{m_1,m_2,m_3}^{\nu_1,\nu_2,\nu_3}(d)\) in closed form as well. Unfortunately, we have not succeeded in doing so directly from the recurrence relation. We did succeed, however, in deriving a closed-form (i.e. non-recursive) solution by first looking at simpler special cases where two indices \(\nu_i\) coincide (see sections 3.1 and 3.2 below), then extracting the polynomial dependence on masses to all orders for general indices (cf. sections 3.3 and 3.4), extracting the polynomial dependence on the dimension \(d\) by solving an additional \((d\text{-dependent})\) recurrence in terms of a purely combinatorial function (section 4.1), the latter of which could finally be determined by comparing with the special-index cases (we explain this step in section 4.2). Our final result is given by eqs. (3.24) and (4.30).

3.1 Special index cases \(B^{1,1,\nu}, B^{1,\nu,1}, B^{\nu,1,1}\)

For the special case \(B^{1,1,\nu}(d)\), one step of the IBP recursion eq. (2.4) has the simple structure

\[
B^{1,1,\nu}(d) = a_{\nu-1} B^{1,1,\nu-1}(d) + b_{\nu},
\]

(3.1)

where the coefficient functions are given by

\[
a_{\nu} = \frac{m_1 + m_2 + (\nu + 1 - d)m_3}{4m_1m_2m_3(\nu + \frac{3-d}{2})} = \frac{(2 - d + \nu)}{4m_1m_2(\frac{3-d}{2} + \nu)};
\]

(3.2)

\[
b_{\nu} = \frac{[\nu m_1 + (d - \nu)m_2 - m_3]}{4(\nu + \frac{1-d}{2})m_1m_2m_3} B^{1,0,\nu}(d) + \left( \begin{array}{c} \nu_1 \\ \nu_2 \\ \nu_3 \\ \end{array} \right) \frac{(\nu_1 + \nu_2)}{m_1m_2}.
\]

(3.3)
Iterating eq. (3.1) until hitting the boundary value at $\nu = 0$, one obtains (cf. eqs. (B.1), (B.2))

$$B^{1,1,\nu}(d) = \frac{(2-d)}{(3-d)\nu} B^{1,1,0}(d) + \sum_{j=1}^{\nu} \frac{(2-d+j)}{(3-d+j)\nu-j} b_j \frac{(4m_1 m_2)^{\nu-j}}{b^2} ,$$

(3.4)

where

$$ (a)_\nu \equiv \frac{\Gamma(a+\nu)}{\Gamma(a)}$$

are Pochhammer symbols. The second term of eq. (3.4) can be simplified. Considering only the first part of $b_\nu$ as given in eq. (3.3) (the second part then follows trivially from the indicated 1 $\leftrightarrow$ 2 replacement), we employ the tadpole reduction eq. (2.8) to reduce $B^{1,0,\nu}(d)$ to the master integral $B^{1,0,1}(d)$ and change $m_2$ into $m_3 - m_1$ where convenient, such that the $j$-sum reads

$$\sum_{j=1}^{\nu} \frac{(2-d+j)}{(3-d+j)\nu-j} \frac{(1\cdot 2\cdot \ldots \cdot \nu)}{\Gamma(\nu)} (\frac{m_1}{m_3})^j$$

(3.11)

Expanding the summand and collecting powers of the mass ratio, this is equivalent to (see appendix A)

$$B^{1,0,1}(d) \sum_{j=0}^{\nu-1} \frac{2(1\cdot 2\cdot \ldots \cdot \nu)}{j!} (\frac{m_1}{m_3})^j \frac{m_2}{m_3}$$

(3.7)

Collecting, and recording the cases $B^{1,\nu,1}$ and $B^{\nu,1,1}$ as well, we finally obtain

$$B^{1,\nu,1}(d) = \frac{B^{1,1,0}(d)}{(m_1 m_3)^\nu} - \sum_{j=0}^{\nu-1} \frac{(2-d+j)}{j!} \left\{ B^{1,1,0}(d) \frac{(m_1)^j}{(m_3)^j} + B^{0,1,1}(d) \frac{m_2}{m_3} \right\},$$

(3.8)

where the normalization factor $\beta^{\nu,1,1}$ is a special case of eq. (2.19),

$$\beta^{\nu,1,1} = \frac{(1\cdot 2\cdot \ldots \cdot \nu)}{(\frac{3-d}{2})^\nu} \frac{(1\cdot 2\cdot \ldots \cdot \nu)}{(2-d\nu)} \frac{(2-d\nu)}{(2-d\nu)^\nu} = \frac{1}{\Gamma(\nu)} \frac{(2-d)}{(3-d)^\nu} .$$

(3.11)

As a check, for $\nu = 1$ all three equations reduce to eq. (2.14) (since $\beta^{1,1,1} = -\frac{(d-2)}{2(d-3)}$). Alternatively, the results eqs. (3.8)-(3.10) can be derived from eqs. (7) and (15) of (the journal version of) [33].

### 3.2 Special index cases $B^{\tau,\tau,\nu}, B^{\tau,\nu,\tau}, B^{\nu,\nu,\tau}$

Having $B^{1,1,\nu}(d)$ (and permutations) at hand, one can go one step further and derive closed forms for the integrals $B^{\tau,\tau,\nu}(d)$ (and permutations). For example, repeated using the second of eqs. (94) of [24] (journal version; converted to our notation)

$$(d-2)\nu_1 \nu_2 \frac{1}{2} \frac{2}{2^+} B^{\nu_1,\nu_2,\nu_3}(d) = \left\{ (d-2 - \nu_2) + 2m_3^2 \nu_3 3^+ \right\} \nabla B^{\nu_1,\nu_2,\nu_3}(d) ,$$

(3.12)
which employs index-raising operators that act in analogy to eq. (2.5) as e.g. \(3^+ B^{\nu_1,\nu_2,\nu_3} = B^{\nu_1,\nu_2,\nu_3+1}\), as well as a dimension-shift operator \(d^-\) that acts on our integrals according to\(^4\)

\[
d^- B^{\nu_1,\nu_2,\nu_3}(d) \equiv L^4 B^{\nu_1,\nu_2,\nu_3}(d - 2),
\]

we obtain

\[
(1^+ 2^+) N B^{1,1,\nu}(d) = \sum_{k=0}^{N} \frac{(\nu)_k (1 + N - \frac{d}{2})_\nu}{N! k! (N - k)! (1 - \frac{d}{2})_{k+\nu}} (-m_3^2 3^+)^k (d^-)^N B^{1,1,\nu}(d).
\]

This is actually the first non-trivial recurrence that we solve in this paper, and it is instructive to expose its guts, which we have done in appendix B. It turns out that at the heart of the IBP relation eq. (3.12) lies a two-dimensional linear homogeneous recurrence relation with variable coefficients (cf. eq. (B.9)), which despite its close resemblance to the Stirling recurrence admits a closed-form solution.

Once the expression eq. (3.14) has been derived, it can alternatively be proven directly by induction over \(N\): at \(N = 0\), eq. (3.14) reduces to \(B^{1,1,\nu}(d) = B^{1,1,\nu}(d)\), which is trivially valid. Assume now that it holds for one non-negative integer \(N\). Then, writing \((1^+ 2^+) N^+ 1 B^{1,1,\nu}(d) = 1^+ 2^+ B^{1+N,1+N,\nu}(d)\), using eq. (3.12) at \(\nu_1 = \nu_2 = 1 + N\) on the right-hand side, using the assumption for both resulting integrals \(B^{1+N,1+N,\nu}(d - 2)\) and \(B^{1+N,1+N,\nu+1}(d - 2)\), and rearranging terms, eq. (3.14) is seen to hold at \(N + 1\) as well, which completes the proof.

The integrals on the right-hand side of eq. (3.14) can now be written in terms of master integrals via eq. (3.8), after which those can be shifted back to a common dimension \(d\) using eq. (2.12), i.e. via

\[
d^- \frac{B^{1,1,0}(d)}{B^{1,1,0}(d)} = \frac{L^4 B^{1,1,0}(d - 2)}{B^{1,1,0}(d)} = \frac{(1 - \frac{d}{2})^2}{m_1^2 m_2^2}
\]

and permutations; the resulting expression is (as above, we keep \(m_3\) to emphasize symmetry)

\[
B^{\tau,\nu,\nu}(d) = \sum_{k=0}^{\tau-1} (-1)^k (\nu)_k (1 - \frac{d}{2})_{\tau+\nu-1} (1 + \nu + k - \frac{d}{2})_{\tau-1} \left\{ \frac{B^{1,1,0}(d)}{(m_1 + m_2)^{2r + \nu - 2}} \frac{(m_1 + m_2)^{2k}}{(m_1 m_2)^k} \right\} - \sum_{j=0}^{\nu+k-1} \frac{(2\tau + \nu + k - d)_j}{j!} \left[ \frac{B^{1,0,1}(d)}{(m_1 m_3)^{2r + \nu - 2}} \left( \frac{m_1}{m_3} \right)^j j^{-k} + \frac{B^{0,1,1}(d)}{(m_2 m_3)^{2r + \nu - 2}} \left( \frac{m_2}{m_3} \right)^j j^{-k} \right].
\]

The corresponding results for the permutations read (note a certain symmetry in \(\{m_1, m_2, -m_3\}\))

\[
B^{\tau,\nu,\nu}(d) = \sum_{k=0}^{\tau-1} (-1)^k (\nu)_k (1 - \frac{d}{2})_{\tau+\nu-1} (1 + \nu + k - \frac{d}{2})_{\tau-1} \left\{ \frac{B^{1,0,1}(d)}{(-m_1 m_3)^{2r + \nu - 2}} \frac{(m_3 - m_1)^{2k}}{(m_2 m_3)^k} \right\} - \sum_{j=0}^{\nu+k-1} \frac{(2\tau + \nu + k - d)_j}{j!} \left[ \frac{B^{1,0,1}(d)}{(-m_1 m_2)^{2r + \nu - 2}} \left( \frac{m_1}{m_2} \right)^j j^{-k} + \frac{B^{0,1,1}(d)}{(-m_2 m_3)^{2r + \nu - 2}} \left( \frac{m_2}{m_3} \right)^j j^{-k} \right],
\]

\[
B^{\nu,\tau,\nu}(d) = \sum_{k=0}^{\nu-1} (-1)^k (\nu)_k (1 - \frac{d}{2})_{\nu+\tau-1} (1 + \nu + k - \frac{d}{2})_{\nu-1} \left\{ \frac{B^{0,1,1}(d)}{(-m_1 m_3)^{2r + \nu - 2}} \frac{(m_3 - m_1)^{2k}}{(m_2 m_3)^k} \right\} - \sum_{j=0}^{\nu+k-1} \frac{(2\tau + \nu + k - d)_j}{j!} \left[ \frac{B^{1,0,1}(d)}{(-m_1 m_2)^{2r + \nu - 2}} \left( \frac{m_1}{m_2} \right)^j j^{-k} + \frac{B^{0,1,1}(d)}{(-m_2 m_3)^{2r + \nu - 2}} \left( \frac{m_2}{m_1} \right)^j j^{-k} \right].
\]

\(^4\)The normalization factor \(L^4 = \frac{1}{16\pi^2}\) is a consequence of our integral measure, see also footnote 3 above.
3.3 Conjectured general structure for \( B^{\nu_1,\nu_2,\nu_3} \)

While we now have the general solution for the special-index cases \( B^{r,\tau,\nu}(d) \) (plus index permutations) available, we do not seem to be able to generalize this further to \( B^{\nu_1,\nu_2,\nu_3}(d) \), in order to obtain a general solution of the three-parameter recursion eq. (2.4).

Inspecting the solutions eq. (3.16)-(3.18), though, we notice a pattern: the denominator corresponding to a master integral with vanishing index \( \nu_i \) only contains powers of masses that do not involve \( m_i \). Furthermore, we note the similarity of prefactors of three the distinct master integrals, including some apparent systematics in the signs that seems to be linked to the presence of \( m_3 \). These patterns can then be verified by examining a number of fixed-index examples, which in turn are easily generated by an implementation of the recursion eq. (2.4), followed by tadpole reduction to masters and a convenient rewriting of mass factors using eq. (1.4). Some examples are (as always, \( m_3 = m_1 + m_2 \) is implied)

\[
B^{1,1,1}(d) = \frac{(d-2)}{2(d-3)} \left\{ - \frac{B^{0,1,1}(d)}{m_2 m_3} - \frac{B^{1,0,1}(d)}{m_1 m_3} + \frac{B^{1,1,0}(d)}{m_1 m_2} \right\} \tag{3.19}
\]

\[
B^{2,1,1}(d) = \frac{(d-2)}{4(d-5)} \left\{ \frac{B^{0,1,1}(d)}{m_2^2 m_3^2} + \left[ (d-4) \frac{m_1}{m_3} - 1 \right] \frac{B^{1,0,1}(d)}{m_1^2 m_3^2} - \left[ (d-4) \frac{m_2}{m_3} + 1 \right] \frac{B^{1,1,0}(d)}{m_1^2 m_2^2} \right\} \tag{3.20}
\]

\[
B^{1,2,1}(d) = \frac{(d-2)}{4(d-5)} \left\{ \left[ (d-4) \frac{m_1}{m_2} - 1 \right] \frac{B^{0,1,1}(d)}{m_2 m_3^2} + \frac{B^{1,0,1}(d)}{m_1 m_3^2} - \left[ (d-4) \frac{m_2}{m_3} + 1 \right] \frac{B^{1,1,0}(d)}{m_1 m_2 m_3} + \frac{B^{1,1,0}(d)}{m_1 m_2^2} \right\} \tag{3.21}
\]

\[
B^{1,2,3}(d) = \frac{(d-2)(d-4)}{32(d-9)(d-7)} \left\{ - \left[ 2(d^2 - 11d + 27) + (d - 7)(d - 6)(\frac{m_2}{m_3})^2 - (d - 8)(d - 6)(d - 3) \frac{m_2}{m_3} 
\right.
\]
\]
\[
-2(d - 6) \frac{m_1}{m_2} \frac{B^{0,1,1}(d)}{m_2^2 m_3^3} + \left[ (d - 7)(d - 6)(\frac{m_1}{m_3})^2 - 4(d - 6) \frac{m_1}{m_3} + 6 \right] \frac{B^{1,0,1}(d)}{m_1^2 m_3^2}
\]
\[
-2 \left[ (d - 6) \frac{m_1}{m_2} + 3 \right] \frac{B^{1,1,0}(d)}{m_1^2 m_2^3} \right\}. \tag{3.23}
\]

Looking at a number of examples like those above, we are led to conjecture that (cf. figure 3)

\[
B^{\nu_1,\nu_2,\nu_3}_{m_1, m_2, m_3}(d) = \frac{B^{1,1,0}_{m_1, m_2, m_3}(d)}{(m_1 m_2)^{2\nu_3 - 2}} \sum_{j=1}^{\nu_3 - 1} (-1)^{\nu_j} c_{\nu_j, \nu_{j+1}}(d) \left( \frac{m_1}{m_2} \right)^j
\]
\[
+ \frac{B^{1,0,1}_{m_1, m_2, m_3}(d)}{(-m_1 m_3)^{2\nu_3 - 2}} \sum_{j=1}^{\nu_3 - 1} (-1)^{\nu_j} c_{\nu_j, \nu_{j+1}}(d) \left( \frac{m_1}{m_3} \right)^j
\]
\[
+ \frac{B^{0,1,1}_{m_1, m_2, m_3}(d)}{(-m_2 m_3)^{2\nu_3 - 2}} \sum_{j=1}^{\nu_3 - 1} (-1)^{\nu_j} c_{\nu_j, \nu_{j+1}}(d) \left( \frac{m_2}{m_3} \right)^j \tag{3.24}
\]

or equivalently, using eq. (2.12) to make all mass dependence explicit,

\[
B^{\nu_1,\nu_2,\nu_3}_{m_1, m_2, m_3}(d) \frac{L^d \Gamma(1 - \frac{d}{2})}{\Gamma(1 - \frac{d}{2})} = \sum_{j=1}^{\nu_3 - 1} (-1)^{\nu_j} c_{\nu_j, \nu_{j+1}}(d) m_1^{d-\nu_1+j} m_2^{d-\nu_3-j}
\]
The coefficients $c_{\nu_1,\nu_2,\nu_3}(d)$ are rational functions in $d$ that, in order to make the relation $B_{m_1,m_2,m_3}^{\nu_1,\nu_2,\nu_3}(d) = B_{m_2,m_1,m_3}^{\nu_2,\nu_1,\nu_3}(d)$ explicit, obey the symmetries (the second one being merely a special case of the first)

$$c_{\nu_2,\nu_1,\nu_3}(d) = c_{\nu_1,\nu_2,\nu_3}(d) , \quad c_{\nu_1,\nu_0,0}(d) = c_{\nu_0,\nu_1,0}(d) . \quad (3.26)$$

The rational functions $c_{\nu_1}(d)$ can e.g. be read off from IBP-generated reductions such as those given above (but see also our explicit solution given in eq. (4.30) below).

Equation (3.24) turns out to indeed be a generic representation of the reduced integral, as we will prove in the following section 3.4, starting from the IBP relation eq. (2.4). For use in that proof, let us spell out the conjecture in the form of eq. (3.25) for the special-mass case of section 2.2, where coefficient functions $\beta_{\nu_1,\nu_2,\nu_3}(d)$ had been introduced in eqs. (2.17)-(2.19):

$$\frac{B_{0,m,m}^{\nu_1,\nu_2,\nu_3}(d)}{L^{2d} \Gamma^2(1 - \frac{d}{2})} = \frac{\beta_{\nu_1,\nu_2,\nu_3}(d)}{m^{2\nu_1-2d}} \Rightarrow \sum_{j=1}^{\nu_3-1} (-1)^j c_{\nu_2,\nu_1,\nu_3}(d) = \beta_{\nu_1,\nu_2,\nu_3}(d) . \quad (3.27)$$

We could use eq. (3.27) together with the known result for $B_{0,m,m}^{\nu_1,\nu_2,\nu_3}(d)$ to express the coefficients $c_{\nu_1}(d)$ at $j = 0$ in terms of the $j > 0$ ones (keeping in mind eq. (3.26)) as

$$c_{\nu_0,\nu_0,0}(d) = \beta_{\nu_0,\nu_0,0}(d) - \sum_{j=1}^{\nu_3-1} (-1)^j c_{\nu_0,\nu_0,\nu_3}(d) - \sum_{j=1}^{\nu_3-1} (-1)^j c_{\nu_0,\nu_0,\nu_3}(d) , \quad (3.28)$$

where $\beta$ had been defined in eq. (2.19).

Expanding the binomial in the first line of eq. (3.17) as $(m_1-m_0)^{2k} = \sum_{j=-k}^{k} \binom{2k}{j+k} (-\frac{m_0}{m_1})^j$, shifting $j \to k+j$ and $j \to k-j$ in the two terms of the second line, respectively, and exchanging summations,
one can compare the coefficients of the three master integrals with those of eq. (3.24) and read off
\[
\begin{align*}
c^{(2\tau+\nu)}_{\tau,\tau;j}(d) &= \sum_{k=\nu+j}^{\tau-1} \binom{2k}{j+k} (\frac{1}{\tau-1})^{\nu-k} (\frac{1}{\nu+k-d})^{\frac{1}{2}} \frac{\Gamma(\nu+k-d)}{\Gamma(\nu+k-d)^{\nu+k}} \\ c^{(2\tau+\nu)}_{\tau,\nu;j}(d) &= \sum_{k=\nu+j}^{\tau-1} \binom{2}{k} (\frac{1}{\nu-1})^{\nu-k} (\frac{1}{\nu+k-d})^{\frac{1}{2}} \frac{\Gamma(\nu+k-d)}{\Gamma(\nu+k-d)^{\nu+k}} \\ c^{(2\tau+\nu)}_{\nu,\tau;j}(d) &= \sum_{k=\nu+j}^{\tau-1} \binom{2}{k} (\frac{1}{\nu-1})^{\nu-k} (\frac{1}{\nu+k-d})^{\frac{1}{2}} \frac{\Gamma(\nu+k-d)}{\Gamma(\nu+k-d)^{\nu+k}} 
\end{align*}
\]  
(3.29)  
(3.30)  
(3.31)

As a check, note that the last two equations obey the symmetry relation eq. (3.26), as they should. As another check, at \( \tau = \nu \) all three expressions (while looking wildly different) give the same results for \( c^{(3\nu)}_{\nu,\nu;j}(d) \).

### 3.4 Proof of conjecture eq. (3.24)

Our proof of the conjecture eq. (3.24) will proceed via induction over the weight \( \Sigma \nu_i = \nu_1 + \nu_2 + \nu_3 \). From eq. (2.14) (or (3.19)) it is clear that the conjecture holds for weight \( \Sigma \nu_i = 3 \) (and we can read off \( c^{(3\nu)}_{1,1,0}(d) = -\frac{d_2 - 2}{3} \)). Now suppose the conjecture holds at weight \( \Sigma \nu_i - 1 \). We will show that this implies that it then also holds at weight \( \Sigma \nu_i \) (and we can read off the \( c^{(3\nu)}_{\nu,\nu,\nu;j}(d) \)).

Starting from the IBP recurrence relation eq. (2.4) (in this section only, we abbreviate shifted indices as \( I \equiv \nu_1 - 1 \) etc., and use the two combinations \( d_1 \equiv d + 2 - \Sigma \nu_i \) and \( d_2 \equiv d + 3 - 2\Sigma \nu_i \) to render expressions more compact)
\[
B^{\nu_1,\nu_2,\nu_3}_{m_1,m_2,m_3}(d) \equiv B^{123} = -\frac{1}{2d_2m_1m_2m_3} \left\{ [1]B^{123} + [2]B^{123} + [3]B^{123} \right\} 
\]  
(3.32)

with \( [1] \equiv [m_1d_1 + m_2\nu_3 - m_3\nu_2] \), \( [2] \equiv [m_1\nu_3 + m_2d_1 - m_3\nu_1] \), \( [3] \equiv [m_1\nu_2 + m_2\nu_1 - m_3d_1] \), we are allowed to use the conjecture eq. (3.24) on the rhs, since it contains integrals of weight \( (\Sigma \nu_i - 1) \) only. Extending notation by defining
\[
c^{(3\nu)}_{\nu_1,\nu_2,\nu_3} \equiv 0 
\]  
(3.33)
in order to unify summation limits and re-arranging terms, this results in
\[
\begin{align*}
\frac{2d_2}{(-1)^{\Sigma \nu_i}} B^{123} &= \frac{B^{1,1,0}(d)}{(m_1m_2)^{\Sigma \nu_i-2}} \sum_{j=1-\nu_1}^{\nu_2-1} \binom{m_1}{m_2} \binom{m_2}{m_3} \left\{ [1]c^{(3\nu_i-1)}_{1,2,j} + [2]c^{(3\nu_i-1)}_{1,2,j} + [3]c^{(3\nu_i-1)}_{1,2,j} \right\} \\
&+ \frac{B^{1,0,1}(d)}{(-m_1m_3)^{\Sigma \nu_i-2}} \sum_{j=1-\nu_1}^{\nu_3-1} \left( \frac{m_1}{m_3} \right)^j \frac{(-1)}{m_2} \left\{ [1]c^{(3\nu_i-1)}_{1,3,j} + [2]c^{(3\nu_i-1)}_{1,3,j} + [3]c^{(3\nu_i-1)}_{1,3,j} \right\} \\
&+ \frac{B^{0,1,1}(d)}{(-m_2m_3)^{\Sigma \nu_i-2}} \sum_{j=1-\nu_2}^{\nu_1-1} \left( \frac{m_2}{m_3} \right)^j \frac{(-1)}{m_1} \left\{ [1]c^{(3\nu_i-1)}_{2,3,j} + [2]c^{(3\nu_i-1)}_{2,3,j} + [3]c^{(3\nu_i-1)}_{2,3,j} \right\} . \n\end{align*}
\]  
(3.34)

In order to show that the conjecture holds at weight \( \Sigma \nu_i \), we need to demonstrate that the 'wrong mass' in the denominator in front of each large square bracket cancels out. To this end, consider e.g. the first line of eq. (3.34), where we need to factor a term \( m_3 \) out of the large square bracket; each
small square bracket is linear in mass; we rewrite the three masses therein in terms of only \( m_3 \) and
\((m_1 - m_2)\), collect terms and obtain
\[
\left[ \ldots \right]^{(3.34)}_{\text{line } 1} = \left[ \frac{m_3}{2} y_{\nu_1,\nu_2,\nu_3;j} + \frac{m_1 - m_2}{2} (-1)^j z_{\nu_1,\nu_2,\nu_3;j} \right],
\]
(3.35)
where \( y \) and \( z \) are rational functions in \( d \) (and hence do not contain masses). We repeat the same
exercise for the second (this time re-writing masses in terms of \( m_1 \) and \( m_3 + m_1 \)) and third (using \( m_1 \)
and \( m_3 + m_2 \)) lines of eq. (3.34), which produces a very similar structure
\[
\left[ \ldots \right]^{(3.34)}_{\text{line } 2} = \left[ -\frac{m_2}{2} y_{\nu_1,\nu_3,\nu_2;j} + \frac{m_3 + m_1}{2} (-1)^j z_{\nu_1,\nu_3,\nu_2;j} \right],
\]
(3.38)
\[
\left[ \ldots \right]^{(3.34)}_{\text{line } 3} = \left[ -\frac{m_1}{2} y_{\nu_2,\nu_3,\nu_1;j} + \frac{m_3 + m_2}{2} (-1)^j z_{\nu_2,\nu_3,\nu_1;j} \right].
\]
(3.39)
The integral hence naturally splits into two parts (we again abbreviate some indices writing \( y_{\nu_1,\nu_2,\nu_3;j} =
\theta_{1,2,3;j} \) henceforth, same for the functions \( z \)),
\[
B_{y}^{123} = B_{y}^{123} + B_{z}^{123}
\]
(3.40)
\[
\frac{4d_{z} B_{y}^{123}}{(-1)^{\Sigma v_i}} = \frac{B_{1,1,0}^{1,1,0} (d)}{(m_1 m_2)^{2\Sigma v_i - 2}} \sum_{j=1-v_1}^{v_1} \left( \frac{1}{m_1 m_2} \right)^j y_{1,2,3;j} + \frac{B_{1,1,0}^{1,1,0} (d)}{(m_1 m_3)^{2\Sigma v_i - 2}} \sum_{j=1-v_1}^{v_1} \left( \frac{1}{m_1 m_3} \right)^j y_{1,3,2;j} + \frac{B_{1,1,0}^{1,1,0} (d)}{(m_2 m_3)^{2\Sigma v_i - 2}} \sum_{j=1-v_1}^{v_1} \left( \frac{1}{m_2 m_3} \right)^j y_{2,3,1;j}
\]
(3.41)
\[
\frac{4d_{z} B_{z}^{123}}{(-1)^{\Sigma v_i}} = \frac{B_{1,1,0}^{1,1,0} (d)}{(m_1 m_2)^{2\Sigma v_i - 2}} \sum_{j=1-v_2}^{v_2} \left( \frac{1}{m_1 m_2} \right)^j z_{1,2,3;j} + \frac{B_{1,1,0}^{1,1,0} (d)}{(m_1 m_3)^{2\Sigma v_i - 2}} \sum_{j=1-v_1}^{v_1} \left( \frac{1}{m_1 m_3} \right)^j z_{1,3,2;j} + \frac{B_{1,1,0}^{1,1,0} (d)}{(m_2 m_3)^{2\Sigma v_i - 2}} \sum_{j=1-v_2}^{v_2} \left( \frac{1}{m_2 m_3} \right)^j z_{2,3,1;j}
\]
(3.42)
While we are happy with \( B_{y}^{123} \) (as it already has the form of the weight-(\( \Sigma \nu_i \)) conjecture), the \( z \)-terms
need further work. The idea is to subtract a suitably constructed zero. The key observation is
\[
\sum_{j=1-a}^{b-1} z_{a,b,c;j} = (d_1 - c) \left[ \beta_{\bar{e},\bar{a},b} - \beta_{\bar{e},\bar{a},b} \right] + (b - a) \beta_{\bar{e},\bar{a},b}
\]
(3.43)
\[
= \frac{2 (d_1 - c) (d_1 - c - 1) \beta_{\bar{e},\bar{a},b}}{(d_1 - 1)(d_2 - 2b - 2c)(d_2 - 2a - 2c)} \times \frac{1}{(1 - b)(d + 2 - 2b - 2c) - (b - a)(d - 2c)}
\]
(3.44)
\[
= 0,
\]
(3.45)
where we have first used eqs. (3.37) and (2.27) and then employed the identities

\[
\begin{align*}
\beta^{1,2,3} &= -2(d - 2\nu_1)(d + 1 - \Sigma\nu_i - \nu_1)(d + 2 - \Sigma\nu_i - \nu_1) \\
\beta^{1,2,3} &= \frac{2(1 - \nu_2)(d + 1 - \Sigma\nu_i - \nu_1)}{(d + 2 - 2\nu_1 - 2\nu_2)(d + 2 - 2\nu_1 - 2\nu_2)(d + 1 - \Sigma\nu_i)}
\end{align*}
\]

is the recursion eq. (2.15) (3.46) follows from \(\Gamma\)'s, see eq. (2.19) (3.47)

\[
\beta^{1,2,3} = \frac{2(1 - \nu_3)(d + 1 - \Sigma\nu_i - \nu_1)}{(d + 2 - 2\nu_1 - 2\nu_2)(d + 1 - \Sigma\nu_i)}\]

via 2 \(\leftrightarrow\) 3 symmetry of \(\beta^{1,2,3}\) (3.48)

to shift the \(\beta\) to a common set of indices, after which the square bracket of eq. (3.45) is seen to be identically zero. This allows us to subtract three vanishing terms from eq. (3.42), by replacing \((X)^j \to (X)^j - 1\) under each \(j\)-sum. Now, the \(j = 0\) term of each sum does not contribute, and we replace \(j \to -j\) for negative summation indices. This results in the intermediate expression

\[
\frac{4d_2 B^{123}_{\nu}}{(-1)^{\Sigma\nu}} = \frac{B^{1,0,1}(d)}{(m_1m_2)^{\Sigma\nu - 2}} \frac{m_{2} - m_{1}}{(-m_{3})} \left\{ \sum_{j=1}^{\nu_{1} - 1} \left[ \left( -\frac{m_{1}}{m_{2}} \right)^{j - 1} \right] \sum_{j=1}^{\nu_{1} - 1} \left[ \left( -\frac{m_{2}}{m_{1}} \right)^{j - 1} \right] \sum_{j=1}^{\nu_{1} - 1} \left[ \left( -\frac{m_{2}}{m_{1}} \right)^{j - 1} \right] \right\}
\]

For each difference in square brackets we can now use the truncated geometric series

\[
[x^{j} - 1] = (x - 1) \sum_{k=0}^{j-1} x^{k}
\]

in order to factor off one term (note that this step requires \(j > 0\), justifying the split performed above). For example, \([\frac{m_{2}}{m_{2}}]^{j} - 1 = \frac{m_{2}}{m_{2}} - 1 = \frac{m_{1}}{m_{1}}\) for the last term, after which \(\frac{m_{2}}{m_{2}} - 1 = \frac{m_{1}}{m_{1}}\) makes the desired cancellation against the prefactor mass \(\frac{1}{m_{1}}\) explicit. This cancellation indeed happens for all six terms, such that we now have

\[
\frac{4d_2 B^{123}_{\nu}}{(-1)^{\Sigma\nu}} = \frac{B^{1,0,1}(d)}{(m_1m_2)^{\Sigma\nu - 2}} \left\{ \sum_{j=1}^{\nu_{1} - 1} \sum_{k=0}^{j-1} \left( -\frac{m_{1}}{m_{2}} \right)^{k} \sum_{j=1}^{\nu_{1} - 1} \sum_{k=0}^{j-1} \left( -\frac{m_{2}}{m_{1}} \right)^{k} \sum_{j=1}^{\nu_{1} - 1} \sum_{k=0}^{j-1} \left( -\frac{m_{2}}{m_{1}} \right)^{k} \right\}
\]

which already has the form of the conjecture and completes the proof. To be completely explicit, let us absorb the extra mass factors into the \(k\)-sum and interchange summations

\[
\sum_{k=0}^{j-1} x^{k}(1 + x) = \sum_{k=0}^{j} x^{k}(2 - \delta_{k} - \delta_{k-j}), \quad \sum_{j=1}^{\nu_{1} - 1} \sum_{k=0}^{j-1} = \sum_{k=0}^{\nu_{1} - 1} \sum_{j=\max(k,1)}^{\nu_{1} - 1}
\]

(3.50)
followed by re-labelling summation indices \( j \leftrightarrow k \), to get, using \( t_{jk} \equiv (2 - \delta_j - \delta_{j-k}) \) and \( j_1 \equiv \max(j, 1) \),
\[
\frac{4d_2 B_{\delta}^{123}}{(-1)^{\Sigma \nu_i}} = \frac{B_{(m_1 m_2) \Sigma \nu_i - 2}^{1,1,0}(d)}{(-1)^{\Sigma \nu_i}} \left\{ \sum_{j=0}^{\nu_1-1} \sum_{k=j}^{\nu_2-1} \left( -\frac{m_1}{m_2} \right)^j t_{jk} z_{1,2;3;k} - \sum_{j=0}^{\nu_1-1} \sum_{k=j}^{\nu_1-1} \left( -\frac{m_2}{m_1} \right)^j t_{jk} z_{1,2;3;-k} \right\} \\
+ \frac{B_{(m_1 m_3) \Sigma \nu_i - 2}^{1,0,1}(d)}{(-1)^{\Sigma \nu_i}} \left\{ \sum_{j=0}^{\nu_1-1} \sum_{k=j}^{\nu_1-1} \left( \frac{m_1}{m_3} \right)^j t_{jk} z_{1,3;2;k} - \sum_{j=0}^{\nu_1-1} \sum_{k=j}^{\nu_1-1} \left( \frac{m_3}{m_1} \right)^j t_{jk} z_{1,3;2;-k} \right\} \\
+ \frac{B_{(m_2 m_3) \Sigma \nu_i - 2}^{0,1,1}(d)}{(-1)^{\Sigma \nu_i}} \left\{ \sum_{j=0}^{\nu_1-1} \sum_{k=j}^{\nu_1-1} \left( \frac{m_3}{m_2} \right)^j t_{jk} z_{2,3;1;k} - \sum_{j=0}^{\nu_1-1} \sum_{k=j}^{\nu_1-1} \left( \frac{m_2}{m_3} \right)^j t_{jk} z_{2,3;1;-k} \right\}.
\]  

(3.51)

4 Two-step IBP recursion relation

Motivated by the fact that in section 3.2 the relation eq. (3.12) involving dimensional shifts had been instrumental in generalizing \( B_{11,1,\nu}^{11}(d) \) to \( B_{r,r,\nu}^{11}(d) \), let us take a closer look at further such dimension-shift relations. In our notation, the first and third of eqs. (94) of (the journal version of) [24] read
\[
(d - 2)(1 - \nu_1)B^{\nu_1, \nu_2, \nu_3}(d) = \left[ 2m_2m_3 + 1^- - 2^- - 3^- \right] 1^- d^- B^{\nu_1, \nu_2, \nu_3}(d) ,
\]  
\[
(d - 2)(d - \Sigma \nu_i)B^{\nu_1, \nu_2, \nu_3}(d) = \left[ -2m_2m_31^- - 2m_3m_12^- + 2m_1m_23^- \right] d^- B^{\nu_1, \nu_2, \nu_3}(d) ,
\]  
where \( d^- \) is the dimension-shifting operator of eq. (3.13). An interesting combination of these two IBP relations is obtained by adding eq. (4.1) plus its two permutations to eq. (4.2), whereupon the mass-dependent terms drop out, leaving
\[
(d - 2)(d + 3 - 2\Sigma \nu_i)B^{\nu_1, \nu_2, \nu_3}(d) = \lambda(1^- , 2^- , 3^-) d^- B^{\nu_1, \nu_2, \nu_3}(d)
\]  
with  
\[
\lambda(1^- , 2^- , 3^-) = 1^- 1^- + 2^- 2^- + 3^- 3^- - 2(1^- 2^- + 2^- 3^- + 3^- 1^-) ,
\]  
where we once again encounter Källén’s triangle function of eq. (1.1), this time in operator form, as well as the dimension-lowering operator \( d^- \) of eq. (3.13).

Noting that eq. (4.3) reduces the index-weight \( \Sigma \nu_i = \nu_1 + \nu_2 + \nu_3 \) by two in each step, and given that we know the boundary integrals eqs. (2.7)–(2.9) for arbitrary dimension \( d \), it might be used in place of the single-step recursion eq. (2.4) to construct a more efficient recursive reduction to master integrals. In practice, starting from an integral \( B^{\nu_1, \nu_2, \nu_3}(d) \) with positive indices \( \nu_i \), one can repeatedly apply eq. (4.3) until one of the indices is reduced to 0 or -1. The latter case is then reduced to the first by using the denominator’s symmetry (under momentum shifts \( p \to -p, q \to 2p - q \) and \( p \to 2q - p \) for \( B_{a,b,0}^{\nu_1, \nu_2, \nu_3} \), \( B_{a,0,c}^{\nu_1, \nu_2, \nu_3} \) and \( B_{0,b,c}^{\nu_1, \nu_2, \nu_3} \), respectively) in the integral’s numerator (see also eqs. (2.9), (2.10) of [7])
\[
3^- B^{\nu_1, \nu_2, 0}(d) = \left\{ 2m_1m_2 + 1^- + 2^- \right\} B^{\nu_1, \nu_2, 0}(d) ,
\]  
\[
2^- B^{\nu_1, 0, \nu_3}(d) = \left\{ -2m_1m_3 + 1^- + 3^- \right\} B^{\nu_1, 0, \nu_3}(d) ,
\]  
\[
\equiv - B^{0, \nu_2, \nu_3}(d) = \left\{ -2m_2m_3 + 2^- + 3^- \right\} B^{0, \nu_2, \nu_3}(d) ,
\]  
(4.5)
(4.6)
(4.7)

where we have exploited \( m_3 = m_1 + m_2 \) in order to write differences of squared masses in a convenient way. Now one is left with products of tadpoles, for which eqs. (2.6)–(2.9) provide the reduction to master integrals.

\[5\text{To not miss signs when permuting indices, it is useful to remember that } 2m_2m_3 = -m_1^2 + m_2^2 + m_3^2.\]
4.1 Recursion-free result for $c^{(\Sigma\nu_i)}$

It turns out that the two-step reduction eq. (4.3) together with eqs. (4.5)-(4.7) not only allows for a very efficient recursive calculation of integrals $B^{\nu_1,\nu_2,\nu_3}(d)$ with high values of the indices $\nu_i$, but also allows to explicitly construct the rational functions $c^{(\Sigma\nu_i)}(d)$, as we will explain in this section.

Let us first simplify the recurrence relation eq. (4.3), to clearly expose its structure. We start by observing that the recurrence leaves the combination $d - \Sigma\nu_i \equiv d_0$ invariant, and use this to replace $d = d_0 + \Sigma\nu_i$, substituting back only after solving the equation. Furthermore, let us define $e \equiv \text{mod}(\Sigma\nu_i, 2)$ (i.e. $e = 0/1$ for even/odd index sum $\Sigma\nu_i$; $e$ is not changed by the recursion either, since it lowers the index sum by two at each step), as well as the integer $n_0 = \lceil \Sigma\nu_i / 2 \rceil$, which we use to set $\Sigma\nu_i = 2n_0 - e$. With these definitions, eq. (4.3) can be written as (recall $L^4 = (4\pi)^{-2}$)

$$a_{n_0} B^{\nu_1,\nu_2,\nu_3}_{n_0} = \lambda(1^-, 2^-, 3^-) L^4 B^{\nu_1,\nu_2,\nu_3}_{n_0-1} \quad \text{with} \quad a_{n_0} = (d_0 - e - 2 + 2n_0)(d_0 + e + 3 - 2n_0), \quad (4.8)$$

where the lowering operator arguments of the Källén polynomial $\lambda(1^-, 2^-, 3^-)$ act upon the indices $\nu_i$ on the right-hand side, while $\Sigma\nu_i = \nu_1 + \nu_2 + \nu_3$ and therefore the value of $n_0$ is fixed on both sides.

To absorb the dimension-lowering operator that comes with each application of $\lambda$ in eq. (4.3), we have slightly modified the notation for the integrals $B$ and absorbed the dimension-shift into the index $n_0$.

To remove the factor $a_{n_0}$ from the left-hand side, we can define (recalling eq. (3.5))

$$\bar{B}^{\nu_1,\nu_2,\nu_3}_{n_0} \equiv \left( \prod_{j=1}^{n_0} \frac{a_j}{L^4} \right) B^{\nu_1,\nu_2,\nu_3}_{n_0} = \left( -\frac{d^4}{L^4} \right)^{n_0} \left( d_0 - e - 2 + 2n_0 \right)^{n_0} \left( -\frac{d_0 + e + 3 - 2n_0}{2} \right)^{n_0} B^{\nu_1,\nu_2,\nu_3}_{n_0}, \quad (4.9)$$

in terms of which we obtain a 3-parameter linear homogeneous recurrence with constant coefficients,

$$\bar{B}^{\nu_1,\nu_2,\nu_3}_{n_0} = \lambda(1^-, 2^-, 3^-) \bar{B}^{\nu_1,\nu_2,\nu_3}_{n_0-1}. \quad (4.10)$$

Starting from an integral $\bar{B}^{\nu_1,\nu_2,\nu_3}$ with all $\nu_i$ positive, one can now use eq. (4.10) until one of the $\nu_i$ is either 0 or $-1$. It can happen that two indices get reduced to zero simultaneously, in which case the boundary condition eq. (2.6) allows us to drop these integrals. The recursion hence terminates with a linear combination of integrals in which exactly one index is 0 or $-1$, while the two others remain positive, dividing the result into three sectors. Due to eq. (3.24), to fix the coefficient functions $c^{(\Sigma\nu_i)}(d)$ therein it is sufficient to focus on only one of those sectors here. We choose to be the one with non-positive $\nu_3$, corresponding to tadpole integrals in the masses $m_1$ and $m_2$, or the first lines of eqs. (3.24) and (3.25). In this sector, the recursion terminates with

$$\bar{B}^{\nu_1,\nu_2,\nu_3} = \sum_{j=1}^{\nu_1} \sum_{k=1}^{\nu_2} \rho^{\nu_1,\nu_2,\nu_3}_{j,k,p} \bar{B}^{j,k,-p} + \text{other sectors}, \quad \text{with} \quad p \equiv \text{mod}(\Sigma\nu_i - j - k, 2), \quad (4.11)$$

where the $\rho^{\nu_1,\nu_2,\nu_3}_{j,k,p}$ are some integer coefficients generated by the recursion.

To understand the integer coefficients $\rho^{\nu_1,\nu_2,\nu_3}_{j,k,p}$, it helps to backtrack the recurrence one step. We need to distinguish the two terminal cases $p \in \{0, 1\}$. If $p = 1$, i.e. $\bar{B}^{j,k,-1}$ was produced, it must have originated from the $[3^-]^2$ part of $\lambda$, as $[3^-]^2 \bar{B}^{j,k,1}$. The positive-index integral $\bar{B}^{j,k,1}$, in turn, arose from $\lambda^{\Sigma\nu_i - j - k - 1} \bar{B}^{\nu_1,\nu_2,\nu_3}$ by picking out the term $[1^-]^{\nu_1 - j} [2^-]^{\nu_2 - k} [3^-]^{\nu_3 - 1}$ from the product of $\lambda$'s. Denoting the (integer) coefficient of that term as $g_{\nu_1 - j,\nu_2 - k,\nu_3 - 1}$, we have just learned that

$$\rho^{\nu_1,\nu_2,\nu_3}_{j,k,1} = g_{\nu_1 - j,\nu_2 - k,\nu_3 - 1}, \quad (4.12)$$
where $g_{a,b,c}$ is the coefficient of the term $x^ay^bz^c$ in the expanded product $[\lambda(x, y, z)]^{a+b+c}$ or, equivalently, in the series expansion of $\frac{1}{1-\lambda(x, y, z)}$, which can therefore be thought of as the generating function for the $g_{a,b,c}$.

$$\sum_{a,b,c \geq 0} g_{a,b,c} x^ay^bz^c = \frac{1}{1-\lambda(x, y, z)} = \frac{1}{1-x^2 - y^2 - z^2 + 2xy + 2xz + 2yz}. \quad (4.13)$$

If on the other hand $p = 0$, i.e. $\bar{B}^{j,k,0}$ was produced, it can have come from the part $[3^{-}]^2 - 2(\bar{3}^{-} + 2^{-} - 3^{-})$ of $\lambda$, as $[3^{-}]^2 \bar{B}^{j,k,2} - 2 \bar{3}^{-} \bar{B}^{j+1,k,1} - 2 2^{-} \bar{B}^{j,k+1,1}$ (the first term obviously only contributes for $\nu_3 > 1$). Each of these positive-index integrals $\bar{B}$, in turn, arose from the respective powers of lowering operators within $\lambda^{-}\Sigma_{i=1}^{j-k} - \nu^2 \bar{B}^{\nu_1,\nu_2,\nu_3}$, whose coefficients we have already named above as $g$. So we have now learned that

$$\rho_{j,k,0}^{\nu,\nu_2,\nu_3} = g_{\nu_1-j,\nu_2-k,\nu_3-2} - 2g_{\nu_1-j-1,\nu_2-k,\nu_3-1} - 2g_{\nu_1-j,\nu_2-k-1,\nu_3-1} \quad (4.14)$$

$$= \rho_{j+1,k,1}^{\nu,\nu_2,\nu_3-1} - 2\rho_{j+1,k,1}^{\nu,\nu_2,\nu_3} - 2\rho_{j,k+1,1}^{\nu,\nu_2,\nu_3} \quad (4.15).$$

The integers $g_{a,b,c}$ as defined in eq. (4.13) are obviously fully symmetric in all three indices, and we will derive a closed form for them later (cf. eq. (4.27) below). In the above, these coefficients are needed for non-negative indices with even sum $a + b + c$. We have $g_{a,b,c} = 0$ for all other cases (i.e. if any index is negative, or the index sum is odd). This automatically implements the upper summation limits of eq. (4.11), for example, and also guarantees that the first term of eq. (4.14) only contributes for $\nu_3 > 0$, such that we did not need to enforce this with an additional condition in the equation itself.

Translating back from integrals $\bar{B}$ to $B$ via eq. (4.9) and recalling the parameter definitions we had made above, we now have

$$B^{\nu_1,\nu_2,\nu_3}(d) = \sum_{j=1}^{\nu_1} \sum_{k=1}^{\nu_2} \rho_{j,k,\nu_3}^{\nu_1,\nu_2,\nu_3} \frac{L^4n B^{j,k,-p}(d-2n)}{q_n^{\nu_1}(d)} + \text{other sectors}, \quad (4.16)$$

with $p \equiv \text{mod}(\Sigma\nu_i - j - k, 2)$, $n = \frac{\Sigma\nu_i - j - k + p}{2}$

$$\text{and } q_n^{\nu_1}(d) \equiv \left( \prod_{\ell=1}^{n} (d - 2\ell)(d + 1 - 2\Sigma\nu_i + 2\ell) \right). \quad (4.17)$$

For $p = 1$, we remove the negative index from the integrals $B^{j,k,-1}(d-2n)$ via eq. (4.5), such that only integrals $B^{a,b,0}(d-2n)$ remain. Those are known analytically, cf. eq. (2.7), and can for example all be mapped onto one common master integral $B^{1,1,0}(d)$ as given in eq. (2.12), using

$$B^{a,b,0}(d-2n) = \frac{h_{a,n}(d) h_{b,n}(d) B^{1,1,0}(d)}{m_1^{2\nu_1-2} m_2^{2\nu_2-2} L^4 n}, \quad \text{with } h_{a,n}(d) \overset{(2.11)}{=} \frac{\Gamma(a + n - \frac{d}{2})}{\Gamma(a) \Gamma(1 - \frac{d}{2})}. \quad (4.19)$$

Equation (4.16) (modulo the other sectors with $\nu_2 = 0$ and $\nu_1 = 0$, respectively) then becomes

$$B_{\text{(sector1)}}^{\nu_1,\nu_2,\nu_3}(d) = \frac{B^{1,1,0}(d)}{(m_1 m_2)^{\Sigma\nu_i-2}} \sum_{j=1}^{\nu_1} \sum_{k=1}^{\nu_2} h_{j,n}(d) h_{k,n}(d) \left( \frac{m_1}{m_2} \right)^{k-j} q_n^{\nu_1}(d) (m_1 m_2)^{p} \rho_{j,k,\nu_3}^{\nu_1,\nu_2,\nu_3} \left\{ \begin{array}{l} p = 0 : \rho_{j,k,0}^{\nu_1,\nu_2,\nu_3} \\ p = 1 : \rho_{j,k,1}^{\nu_1,\nu_2,\nu_3} \end{array} \right\}, \quad (4.20)$$

where $w \equiv \left[ 2m_1 m_2 + m_1^2 h_{j,1-n}(d) + m_2^2 h_{k,1-n}(d) \right]$. The fractions (like $h_{j,1-n}(d)$) arose from factoring $B^{j,k,0}(d)$ out of all terms.
We now trade the summation parameter \( k \) for \( \ell \equiv k - j \), in effect summing over diagonal stripes of the \((j, k)\)-rectangle, leading to

\[
B_{\nu_1, \nu_2, \nu_3}^{(\text{sector1})}(d) = \frac{B_{\nu_1, \nu_2, \nu_3}^{1, 1, 0}(d)}{(m_1 m_2)^{\Sigma \nu_i - 2}} \sum_{\ell = 1-\nu_1}^{\nu_2-1} \left( \frac{m_1}{m_2} \right)^{\ell} \sum_{j = \max(1, 1-\ell)}^{\min(\nu_1, \nu_2-\ell)} \frac{h_{j, \nu_1}(d) h_{j + \ell, \nu_1}(d)}{q_{\nu_1}(d)^\ell} \begin{cases} p = 0 : \tilde{\rho}_{\nu_1, \nu_2, \nu_3}^{\nu_1, \nu_2, \nu_3} \\ p = 1 : \rho_{\nu_1, \nu_2, \nu_3}^{\nu_1, \nu_2, \nu_3} \end{cases},
\]

where now \( \tilde{w} = \left[ 2 + \frac{m_1}{m_2} \frac{h_{j-1, \nu_1}(d)}{h_{j-1, \nu_1}(d)} + \frac{m_2}{m_1} \frac{h_{j+\nu_1-1, \nu_1}(d)}{h_{j+\nu_1-1, \nu_1}(d)} \right] \). In terms of the new summation parameters, \( p = \mod(\Sigma \nu_i - \ell, 2) \) and \( u = \frac{\Sigma \nu_i - \ell + p}{2} - j \).

In order to facilitate a comparison with eq. (3.24), we collect same powers of the mass ratio by shifting summation indices. To this end, for the \( \frac{m_1}{m_2} \) term we let \( \ell \to \ell - 1 \) and \( j \to j + 1 \) (and hence \( p \to 1 - p \), \( n \to n - p \)), while the \( \frac{m_2}{m_1} \) term necessitates \( \ell \to \ell + 1 \) (and hence \( p \to 1 - p \), \( n \to n + 1 - p \)). Recalling that \( h_{a, n}(d) \) vanishes for \( j \leq 0 \) (cf. eq. (2.11)), we do not need to adjust the limits of the \( \ell \)-sum. The resulting expression reads

\[
B_{\nu_1, \nu_2, \nu_3}^{(\text{sector1})}(d) = \frac{B_{\nu_1, \nu_2, \nu_3}^{1, 1, 0}(d)}{(m_1 m_2)^{\Sigma \nu_i - 2}} \sum_{\ell = 1-\nu_1}^{\nu_2-1} \left( \frac{m_1}{m_2} \right)^{\ell} \sum_{j = \max(1, 1-\ell)}^{\min(\nu_1, \nu_2-\ell)} \frac{h_{j, \nu_1}(d) h_{j + \ell, \nu_1}(d)}{q_{\nu_1}(d)^\ell} \begin{cases} p = 0 : \tilde{\rho}_{\nu_1, \nu_2, \nu_3}^{\nu_1, \nu_2, \nu_3} \\ p = 1 : \rho_{\nu_1, \nu_2, \nu_3}^{\nu_1, \nu_2, \nu_3} \end{cases},
\]

with \( \tilde{\rho}_{\nu_1, \nu_2, \nu_3}^{\nu_1, \nu_2, \nu_3} = \rho_{\nu_1, \nu_2, \nu_3}^{\nu_1, \nu_2, \nu_3} + \rho_{\nu_1, \nu_2, \nu_3}^{\nu_1, \nu_2, \nu_3} + \rho_{\nu_1, \nu_2, \nu_3}^{\nu_1, \nu_2, \nu_3} \). We note that for actual polynomial expansions, the representation \( h_{a, n}(d) = \frac{\Gamma(a)}{\Gamma(2 \ell + a - 1)} \sum_{\ell = 1}^{\min(\nu_i)} (2 \ell - d) \prod_{\ell = 1}^{\min(\nu_i)} (2 \ell - d) \) turns out to be useful; also, we observe that one actually never needs to explicitly use the trivial boundary values \( B_{\nu_1, \nu_2, \nu_3}^{1, 1, 0}(d) = 0 \) etc. of eq. (2.6) here, since they always drop out exactly (after lifting the negative index).

In summary, Källén recursion, lifting and tadpole reduction leads to \( (n_j \equiv \left[ \frac{\Sigma \nu_i + j}{2} \right] \) for brevity

\[
(-1)^{\Sigma \nu_i} c_{\nu_1, \nu_2, \nu_3}^{(\Sigma \nu_i)}(d) = \sum_{k = \max(1+j, 1)}^{\min(\nu_1 + j, \nu_2)} \frac{(1 - d/2)^{\nu_1 - k - 1}}{(1 - d/2)^{\nu_2 - k}} \frac{(1 - d/2)^{\nu_3 - k}}{(1 - d/2)^{\nu_4 - k}} \frac{G_{\nu_1 + k - \nu_1 - k, \nu_2 - k, \nu_3 - k, \nu_4 - k}}{\Gamma(k) \Gamma(k)} \),
\]

where the integer coefficients \( G \) are given by

\[
G_{a, b, c} = \begin{cases} (a + b + c) \text{ even} : 2g_{a, b, c} \\ (a + b + c) \text{ odd} : g_{a, b, c-1} - g_{a-1, b, c} - g_{a, b, c-1} \end{cases},
\]

with \( g_{a, b, c} \) defined in eq. (4.13).

As a check, the symmetry relation \( c_{\nu_1, \nu_2, \nu_3}^{(\Sigma \nu_i)}(d) = c_{\nu_1, \nu_2, \nu_3}^{(\Sigma \nu_i)}(d) \) (cf. eq. (3.26)) follows from eq. (4.23) by simply shifting \( k \to k - j \) and using that \( G_{a, b, c} = G_{b, a, c} \) is symmetric in its first two indices. Furthermore, the representation eq. (4.23) could now be used to render the proof of the previous section constructive.

### 4.2 Closed form for integer coefficients \( g_{a, b, c} \)

We now turn to deriving a closed form for the numbers \( g_{a, b, c} \) that had been defined in eq. (4.13). The numbers \( g_{a_1, a_2, a_3} \) are actually the solution of a purely combinatorial problem, counting distinct weighted shortest paths between two points in a 3d cubic grid, originating from the Källén recursion. To evaluate \( g_{a_i, a_2, a_3} \), count all possible words made out of three different letters (each letter representing one step on the grid into the direction labelled by that letter), taking \( a_i \) copies of the \( i \)-th letter, respectively, but weighing each word with a factor of \((-1)^m\) where \( m \) counts the mixed-letter pairs in

\footnote{We are indebted to Felix Galland for discussions on the 2d version, which led to the 3d solution presented here.}
the word.\footnote{For example, we can obtain \( g_{1,1,2} \) by first writing all \( \frac{1+1+2}{2} = 12 \) words made from the letters ABCC as \{ABCC,ACBC,ACC,BABC,CCAB,BCC,BBCAB,CCBC,CCBB,CCBB,CCBA,CCBC,CCBA\}; then generating the weights by grouping letters of each word in pairs of two, replacing same-letter (mixed-letter) pairs with a factor of \( 1 - 1 \) and multiplying, getting \{−1,1,1,1,1,−1,−1,1,1,1,1,−1\}; and finally summing these weights, which results in \( g_{1,1,2} = 4 \).}

The result can be represented as a triple sum that follows directly from counting the letter combinations as explained above. Using \( A \equiv \frac{a_1 + a_2 + a_3}{2} \) and \( N \equiv A - n_1 - n_2 - n_3 \), one obtains

\[
g_{a_1,a_2,a_3} = \sum_{n_1=0}^{\lfloor \frac{a_1}{2}\rfloor} \sum_{n_2=0}^{\lfloor \frac{a_2}{2}\rfloor} \sum_{n_3=0}^{\lfloor \frac{a_3}{2}\rfloor} \frac{(-2)^N A!}{n_1! n_2! n_3! (N + 2n_1 - a_1)! (N + 2n_2 - a_2)! (N + 2n_3 - a_3)!} \quad (4.25)
\]

This integer-valued triple sum \( g_{a_1,a_2,a_3} \) is totally symmetric in its three indices. It is implied that the sum of indices, \( a_1 + a_2 + a_3 \), is always even, cf. eq. (4.13). Special cases are

\[
g_{a_1<0,a_2,a_3} = 0, \quad g_{0,0,a_3} = 1, \quad g_{0,a_2,a_3} = (-1)^{a_2} \frac{(a_2 + a_3)!}{a_2! a_3!},
\]

the last two of which correspond to the respective 1d and 2d counting problems.

It would be good to have a closed form for the general case \( g_{a,b,c} \), when all three indices are positive. Not being able to explicitly solve eqs. (4.13) or (4.25) for now, we can take another approach and compare our result for \( B^{\nu_1,\nu_2,\nu_3}(d) \) in terms of the \( g_{a,b,c} \) of the previous section to special cases of \( B \) that we had already been able to solve in closed form. As we will explain below, it turns out that these constraints are strong enough to extract an explicit formula for the \( g_{a,b,c} \), which can then of course be verified against eqs. (4.13) or (4.25). A key realization is that, even though one is equating two sums of rational functions (in \( d \)), the pole structure of both expressions has to be identical, allowing to access single terms of those sums.

Let us\footnote{See also appendix D, however.} compare eq. (4.23) for the special case \( \nu_a = \nu_b \equiv \tau \) with our solution for \( B^{\tau,\tau,\nu_c}(d) \) (from which we had read off \( \epsilon_{\tau,\tau,j}^{(2\tau+\nu_c)}(d) \) as a finite sum over Gamma functions, cf. eq. (3.29)), on the single pole \( \frac{1}{d-p} \) with \( p = 2(2\tau + \nu_c + k - n_j) - 1 \) where \( k = \max(1+j,1) \) and \( n_j = \tau + \lceil \frac{\nu_c + j}{2} \rceil \). The corresponding residue projects out the single integer coefficient \( G_{\tau-k+j,\tau-k,\nu_c-1} \) only, corresponding to the first term of the sum eq. (4.23), while the \( B^{\tau,\tau,\nu_c}(d) \) result reduces to two terms. Inverting the first of eq. (4.24), we can map \( g_{a_1,a_2,a_3} = \frac{1}{2} g_{a_2,a_1,a_3} \) onto this expression (which works for the case \( a_2 \leq a_3 \) for \( j = a_2 - a_3 = \tau - a_3 + 1 \) and \( 2\tau + \nu_c = 3 + a_1 + 2a_3 \), from which follow \( k = 1 \) and \( n_j = 2 + \frac{a_1 + a_2 + a_3}{2} \); all the time remembering that \( a_1 + a_2 + a_3 \) is even), whence only the first of the two terms of the \( B^{\tau,\tau,\nu_c}(d) \) result contributes since we probe it with \( \nu_c + j=\text{odd} \) here. The resulting formula can finally be symmetrized in its indices, leading to

\[
g_{a_1,a_2,a_3} = \frac{4^A A!}{a_1! a_2! a_3! \left( \frac{1}{2} \right)_{a_1-A} \left( \frac{1}{2} \right)_{a_2-A} \left( \frac{1}{2} \right)_{a_3-A}} = \frac{(-4)^A A!}{a_1! a_2! a_3! \left( \frac{1}{2} \right)_{A-a_1} \left( \frac{1}{2} \right)_{A-a_2} \left( \frac{1}{2} \right)_{A-a_3}},
\]

with integer \( A = \frac{a_1 + a_2 + a_3}{2} \) as above, and where both versions can be seen to be equivalent by using the definition of the Pochhammer symbols in terms of Gamma functions (cf. eq. (3.5)) and using elementary relations between those. Additionally, Legendre’s duplication formula for the Gamma function could be employed to rewrite Pochhammer symbols of positive half-integer values in terms of factorials as \( (k + \frac{1}{2})_n = \frac{\Gamma(n+1+k)}{\Gamma(k+1)} = \frac{(2n+2k)! k!}{4^n (n+k)! (2k)!} \) (valid for positive \( n \)), but we prefer to keep the forms given above to avoid distinguishing between positive and negative values of the integers \( -A \).

Most amazingly, even though we have just looked at a single coefficient in the \( \Sigma \nu_i + j=\text{odd} \) case, this fixes \textit{all} coefficients \( g \), hence also the \( G_{a,b,c} \) which are needed for \( \Sigma \nu_i + j=\text{even} \) cases.
Note also that eq. (4.27) actually works correctly for all integer values of the indices $a_i$: if any $a_i < 0$, the corresponding inverse factorial $1/a_i! = 1/\Gamma(a_i + 1) = 1/\Gamma(Z \leq 0)$ nullifies $g$; furthermore, if $a_1 + a_2 + a_3$ is odd, the inverse Pochhammer corresponding to the smallest $a_i$ does the same, $1/(\frac{1}{2})_{\min(a_i) - A} = \Gamma(\frac{1}{2})/\Gamma(\frac{1+2\min(a_i)-a_1-a_2-a_3}{2}) = \Gamma(\frac{1}{2})/\Gamma(Z \leq 0)$.

As a check, the zero index cases eq. (4.26) follow immediately from eq. (4.27). It also follows that for $(a + b + c)$ odd, the 3-g combination $G_{a,b,c}$ can be written as a single $g$ (with integer $s \equiv \frac{1}{2}(a+b+c)$)

$$ G_{a,b,c} \big|_{(a+b+c) \text{ odd}} = \frac{4^{a-b-c} \Gamma(s)}{a!b!c!(\frac{1}{2})_{a-s}(\frac{1}{2})_{b-s}(\frac{1}{2})_{1+s-1}} = \frac{1+c}{1+a+b+c} g_{a,b,1+c}. \quad (4.28) $$

We close this section by further simplifying the previous section’s final result. The coefficients $G$ that appear in eq. (4.23) and have been expressed in terms of single $g_{a,c,b}$ in eqs. (4.28) and (4.24) for even and odd cases, respectively, can be represented in a unified way. Using that for $\Sigma a_i + j = \text{even (odd)}$ we have $j = 2n_j - \Sigma a_i$ ($j = 2n_j - \Sigma a_i - 1$) and slightly massaging the Pochhammer symbols by going back to their definition in terms of Gamma functions (cf. eq. (3.5)), we obtain

$$ G_{\nu_a+j-k,\nu_b-k,\nu_c-1} = \frac{2 \cdot 4^{\nu_a-j-k-1} (n_j - k - 1)!}{(\nu_a + j - k)! (\nu_b - k)! (\nu_c - 1)! (\frac{1}{2})_{n_j - \nu_b - \nu_c} (\frac{1}{2})_{n_j - j - \nu_b - \nu_c} (\frac{1}{2})_{\nu_b - \nu_c + k}}. \quad (4.29) $$

This allows to rewrite eq. (4.23) as (all factorials good: $\nu_c > 0 \Rightarrow n_j > k$; rest from summation limits)

$$ c^{(\Sigma \nu_i)}_{(\nu_a,\nu_b,\nu_c)}(d) = \frac{(-1)^{\nu_a-n_j+1}}{2 (\frac{1}{2})_{\nu_a-\nu_b-\nu_c} (\frac{1}{2})_{\nu_a-\nu_b-\nu_c}} \times \sum_{k = \max(1+j,1)}^{\min(\nu_a+j,\nu_c)} \left(\frac{d+1}{2} - \Sigma \nu_i\right)_{\nu_a+n_j} (\frac{1}{2})_{\nu_a-\nu_b-\nu_c+k} (\frac{d}{2} - n_j + 1) (n_j - k - 1)! (\nu_b - k)! (\nu_c - k - j)! \quad (4.30) $$

where we recall that $n_j = \lceil \frac{\Sigma \nu_i + j}{2} \rceil$ and $\Sigma \nu_i = \nu_a + \nu_b + \nu_c$ here.

Using this explicit solution, one can test for symmetries among the rational functions $c^{(\Sigma \nu_i)}$, in addition to the ones given already in eq. (3.26). Among all 58870 coefficients up to weight 30, we discovered an additional general symmetry

$$ c^{(\Sigma \nu_i)}_{(\nu_a,\nu_b,\nu_c)}(d) = c^{(\Sigma \nu_i)}_{(\nu_b+j,\nu_a+j)}(d) \quad (4.31) $$

that leaves $\nu_a + \nu_b$ unchanged, as well as two more particular ones

$$ c^{(\Sigma \nu_i)}_{1,\nu_b,\nu_c}(d) = (-1)^{\Sigma \nu_i-1-j} c^{(\Sigma \nu_i)}_{1,\Sigma \nu_i-1-\nu_b-\nu_c}(d), \quad c^{(\Sigma \nu_i)}_{\nu_a,1,j}(d) = (-1)^{\Sigma \nu_i-1-j} c^{(\Sigma \nu_i)}_{\Sigma \nu_i-\nu_a-1-j,1,j}(d) \quad (4.32) $$

which, depending on the parity of $\Sigma \nu_i + j$, also relate coefficients with different overall signs. All symmetries leave the weight as well as $|j|$ unchanged. So only 14875 of those coefficients are independent functions.

For example, the three relations between the coefficients that one can observe in eq. (3.23) are captured by these symmetry relations. In fact, of the 30 distinct rational coefficient functions $c^{(6)}_{a,b,c}(d)$ needed to parametrize all ten weight-6 integrals $B^{1,2,3}(d)$, $B^{1,1,4}(d)$, $B^{2,2,2}(d)$ (plus index permutations) according to eq. (3.24), only 9 are independent (up to an overall sign; at larger weight, the fraction of such independent coefficients approaches 25% from above), due to relations such as the six-fold symmetry $c^{(6)}_{2,3,2} = c^{(6)}_{3,2,2} = c^{(6)}_{1,4,2} = c^{(6)}_{4,1,2} = -c^{(6)}_{1,3,2} = -c^{(6)}_{3,1,2} = -\frac{1}{32}(d-2)(d-4)(d-6)$. Note that some of these symmetries relate coefficients belonging to different integrals, such as to $B^{1,2,3}(d)$ and $B^{1,1,4}(d)$ in the example shown here.
Note also that other simple relations, such as $\omega_{1,5,1}^{(6)} = 2e_{1,2,1}^{(6)}$, cf. eq. (3.23), are not yet captured, so it is not excluded that one can discover additional symmetry relations in eq. (4.30). We do not explore this further here, since having the explicit solution at hand is fully sufficient.

5 Application: three-point integrals for collinear momenta

Returning to the discussion of section 1, we note that for three-point functions (with external momenta $p_1$, $p_2$ and hence $p_3 = -p_1 - p_2$ for momentum conservation), the Källén function $\lambda(p_1^2, p_2^2, p_3^2)$ vanishes in the collinear limit (i.e. for parallel external momenta: $p_1 = xP$, $p_2 = (1-x)P$ where $P = p_1 + p_2 = -p_3$ is the total momentum, and $x$ is the fraction thereof carried by the first external particle).

It is therefore natural to ask whether one can also expect a significant simplification of three-point functions in the collinear limit, analogous to the factorization property of “mass-collinear” vacuum integrals proven above. In the one-loop case with massless internal lines the answer turns out to be affirmative, as we will demonstrate in this section.

The key ingredient is an astonishingly exact relation between 1-loop massless triangles

$$T^{\nu_1,\nu_2,\nu_3}(d; p_1^2, p_2^2, p_3^2) = \int \frac{d^dq}{(2\pi)^d} \frac{1}{[q + p_1]^{\nu_1} [q + p_2]^{\nu_2} [q + p_3]^{\nu_3}}, \quad p_3^2 = (p_1 + p_2)^2 \quad (5.1)$$

and the 2-loop massive tadpoles $B$ of eq. (1.3) (with three independent masses still), which has been discovered in [33] and dubbed the “magic” connection therein. The original derivation is based on the similarity of general results for these integrals, which (in both cases) can be expressed in terms of Appell’s $F_1$ functions [34, 35], as well on the similar structure of the respective recurrence relations [36].

In the following two subsections, we first recall the derivation of the “magic” relation via Feynman parameter representations, and then apply the factorization property eq. (3.25) to obtain the abovementioned simplifications for the collinear-momenta three-point case.

5.1 Re-deriving the “magic” connection

The Feynman parameter representations for our two types of three-propagator integrals are both three-fold and read

$$\frac{B^{\nu_1,\nu_2,\nu_3}(d; m_1^2, m_2^2, m_3^2)}{L^d \Gamma(\nu_1 - d)} = \int_{x_{\geq 0}} \left( \prod_{j=1}^3 \frac{dx_j x_j^{\nu_j}}{\Gamma(\nu_j)} \right) \frac{\delta(x_1 + x_2 + x_3 - 1)(x_1 x_2 + x_1 x_3 + x_2 x_3)^{\frac{d}{2}}}{(x_1 m_1^2 + x_2 m_2^2 + x_3 m_3^2)^{\nu_1 - d}}, \quad (5.2)$$

$$\frac{T^{\nu_1,\nu_2,\nu_3}(d; p_1^2, p_2^2, p_3^2)}{L^d \Gamma(\nu_1 - \frac{d}{2})} = \int_{x_{\geq 0}} \left( \prod_{j=1}^3 \frac{dx_j x_j^{\nu_j}}{\Gamma(\nu_j)} \right) \frac{\delta(x_1 + x_2 + x_3 - 1)}{(x_1 x_2 p_3^2 + x_1 x_3 p_2^2 + x_2 x_3 p_1^2)^{\nu_1 - \frac{d}{2}}}, \quad (5.3)$$

where we recall that $L = (4\pi)^{-\frac{d}{2}}$ is due to our integral normalization, and $\Sigma \nu_j = \nu_1 + \nu_2 + \nu_3$.

To fully expose the similarity of the two expressions, one can perform a conformal-type integration variable transformation $x_j = \frac{z_j(z_1 + z_2 + z_3)}{(z_1 z_2 + z_2 z_3 + z_3 z_1)}$ that is chosen such that the argument of the delta function remains unchanged [33, 37]. After considering the homogeneity of the integrand’s denominator, many factors cancel against the Jacobian of the transformation. The Feynman parameter representation eq. (5.2) of the massive two-loop vacuum diagram then takes the equivalent form

$$\frac{B^{\nu_1,\nu_2,\nu_3}(d; m_1^2, m_2^2, m_3^2)}{L^d \Gamma(\nu_1 - d)} = \int_{z_{\geq 0}} \left( \prod_{j=1}^3 \frac{dz_j z_j^{\nu_j - \frac{d}{2} - \nu_j}}{z_j^{\nu_j}} \right) \frac{\delta(z_1 + z_2 + z_3 - 1)}{(z_1 z_2 m_3^2 + z_1 z_3 m_2^2 + z_2 z_3 m_1^2)^{\nu_1 - d}}, \quad (5.4)$$

\footnote{In order to translate between [33] and our Euclidean notation, we note that $J(d; \nu_1, \nu_2, \nu_3) = -p_1^2, -p_2^2, -p_3^2) = (-1)^{2\nu_1} i^{d/2} L^{-d} T^{\nu_1,\nu_2,\nu_3}(d; p_1^2, p_2^2, p_3^2).$ See also footnotes 1 and 3.}
Comparing this with eq. (5.3) allows to read off the exact relation
\[
B^{\nu_1, \nu_2, \nu_3}(d; m_1^2, m_2^2, m_3^2) = L^{3d - 2\Sigma \nu_i} \left( \prod_{j=1}^{3} \frac{\Gamma(\tilde{\nu}_j)}{\Gamma(\nu_j)} \right) T^{\tilde{\nu}_1, \tilde{\nu}_2, \tilde{\nu}_3}(2\Sigma \nu_i - d; m_1^2, m_2^2, m_3^2),
\] (5.5)

where the right-hand side contains the massless triangle integral, with \(d\)-dependent indices that we abbreviate as \(\tilde{\nu}_j \equiv \Sigma \nu_i - \frac{d}{2} - \nu_j\), and evaluated at a shifted dimension. This latter integral can still be simplified, as explained in the following.

Massless loop integrals sometimes allow for simple evaluations. Two such examples are
\[
\begin{align*}
P^{\nu_1, \nu_2}(d; p^2) &\equiv \int \frac{d^d k}{(2\pi)^d} \frac{1}{[(k + p)^2]^{\nu_1 + \nu_2 + \frac{d}{2}}} = L^d \frac{\Gamma(\nu_1 + \nu_2 - \frac{d}{2})}{\Gamma(d - \nu_1 - \nu_2)} \left( \frac{\Gamma(\nu_1) \Gamma(\nu_2) \Gamma^2(\nu_1 + \nu_2 - \frac{d}{2})}{\Gamma^2(d - \nu_1 - \nu_2)} \right),
\end{align*}
\] (5.6)
\[
T^{\nu_1, \nu_2, \nu_3}(d; p_1^2, p_2^2, p_3^2) \equiv \prod_{j=1}^{3} \frac{\Gamma(\Sigma \nu_i - \nu_j)}{\Gamma(\nu_j)} \left( \frac{p_1^2 \Sigma \nu_i - p_3^2 - \nu_3}{p_3^2 \Sigma \nu_i - p_3^2 - \frac{d}{2}} \right). \tag{5.7}
\]

The first of these is the trivial massless one-loop two-point (or \(p^2\)) integral that has been known since at least the 1980’s as well [41] in connection with so-called “uniqueness” methods [42, 43]. It has many derivations (see also [44–46]), and can also be obtained by integrating eq. (5.3) above.

One of the nice tricks of the uniqueness methods is then to use the two relations in combination, in order to systematically shift indices of massless triangle integrals: starting from a triangle with eq. (5.3), one move of the uniqueness game is played as follows: pick one of the three propagators (say, the third), identically rewrite its corresponding index (\(\nu_3 = [d - \nu_1 - \nu_2] + [\Sigma \nu_i - \frac{d}{2} - \frac{d}{2}]\)) and use eq. (5.6) in reverse ((\(|q^2| \sim P^{d - \nu_1 - \nu_2, \Sigma \nu_i - \frac{d}{2}}(d; q^2)\) up to Gamma factors), whence the first of the two propagators in the one-loop bubble \(P\) forms a unique triangle with the remaining two propagators of \(T\) allowing to use eq. (5.7), which results in
\[
T^{\nu_1, \nu_2, \nu_3}(d; p_1^2, p_2^2, p_3^2) = \frac{\Gamma(\Sigma \nu_i - \frac{d}{2})}{\Gamma(d - \nu_1)} \left( \prod_{j=1}^{3} \frac{\Gamma(d - \nu_2)}{\Gamma(\nu_j)} \right) T^{\nu_1 - \nu_2 - \nu_3}(d; p_1^2, p_2^2, p_3^2). \tag{5.8}
\]

Repeating this procedure for each of the three lines, one obtains
\[
T^{\nu_1, \nu_2, \nu_3}(d; p_1^2, p_2^2, p_3^2) = \frac{\Gamma(\Sigma \nu_i - \frac{d}{2})}{\Gamma(d - \nu_1)} \left( \prod_{j=1}^{3} \frac{\Gamma(d - \nu_2)}{\Gamma(\nu_j)} \right) T^{\nu_1 - \nu_2 - \nu_3}(d; p_1^2, p_2^2, p_3^2). \tag{5.9}
\]

The magic connection of [33] then follows from combining eq. (5.9) with eq. (5.5), resulting in
\[
T^{\nu_1, \nu_2, \nu_3}(d; p_1^2, p_2^2, p_3^2) = L^{3d - 4\Sigma \nu_i} \frac{\Gamma(\Sigma \nu_i - \frac{d}{2})}{\Gamma(d - \Sigma \nu_i)} \left( \prod_{k=1}^{3} \frac{\Gamma_{\Sigma \nu_i - \nu_k - \frac{d}{2}}}{\Gamma_{\Sigma \nu_i - \nu_k - \frac{d}{2}}} \right), \tag{5.10}
\]

where we recall that \(\Sigma \nu_i = \nu_1 + \nu_2 + \nu_3\) is the index sum, and \(L = (4\pi)^{-\frac{d}{2}}\) is a normalization factor.
5.2 Mapping collinear three-point integrals onto two-point functions

Having established the connection eq. (5.10) in our notation, we can now restrict both sides of the equation to the special case of vanishing Källén function. As already discussed above, \( \lambda(p_1^2, p_2^2, p_3^2) = 0 \) implies collinear momenta \( p_1 \parallel p_2 \). Imposing these kinematic restrictions, all we have learned about the massive vacuum integrals \( B \) can be directly applied to the massless triangles \( T \). In particular, applying eq. (3.25) (with \( d \rightarrow 2 \Sigma \nu_i - d \) and \( m_i \rightarrow (p_i^2)^{\frac{1}{2}} \)), and inserting into each sum one factor like

\[
1 = \prod_{i=1}^{3} \frac{p_i^2}{(p_i^2)^{\frac{1}{2}} - \nu_i - 2} \text{ etc., in order to eliminate } d \text{ from explicit powers of the invariants } p_i^2,
\]

we can immediately reduce one of the positive propagator powers \( \nu_i \) of three-point integrals \( T^{\nu_1,\nu_2,\nu_3} \) to zero, thus obtaining a linear combination of the trivial massless two-point functions \( P \) of eq. (5.6), since

\[
T^{\nu_1,\nu_2,0}(d; p_1^2, p_2^2, p_3^2) = P^{\nu_1,\nu_2}(d; p_3^2),
\]

with similar relations for the other two cases. In full structural analogy to eq. (3.24), the reduction reads

\[
T^{\nu_1,\nu_2,\nu_3}(d; p_1^2, p_2^2, p_3^2) \mid_{p_1 \parallel p_2} = \frac{P^{\nu_1,\nu_2}(d; p_3^2)}{(p_1^2)^{\frac{1}{2}} - \nu_1 - \nu_2} \sum_{j=1}^{\nu_3-1} (-1)^{\nu_3} c^{(\Sigma \nu_i)}_{\nu_1,\nu_2,j}(d) \left( \frac{p_1^2}{p_3^2} \right)^{\frac{1}{2}}
\]

\[
+ \frac{P^{\nu_1,\nu_3}(d; p_2^2)}{(p_1^2)^{\frac{1}{2}} - \nu_1 - \nu_3} \sum_{j=1}^{\nu_2-1} (-1)^{\nu_2} c^{(\Sigma \nu_i)}_{\nu_1,\nu_3,j}(d) \left( \frac{p_1^2}{p_2^2} \right)^{\frac{1}{2}}
\]

\[
+ \frac{P^{\nu_2,\nu_3}(d; p_1^2)}{(p_1^2)^{\frac{1}{2}} - \nu_2 - \nu_3} \sum_{j=1}^{\nu_3-1} (-1)^{\nu_3} c^{(\Sigma \nu_i)}_{\nu_2,\nu_3,j}(d) \left( \frac{p_2^2}{p_3^2} \right)^{\frac{1}{2}},
\]

and coefficient \( c^{(\Sigma \nu_i)}_{\nu_1,\nu_2,j} \) from eq. (4.30).

For example (see also figure 4), the massless one-loop three-point function with collinear momenta \( p_1 \parallel p_2 \) and unit propagator powers reduces to one-loop two-point functions as \( \langle \bar{c}^{(3,1)}_{1,1,0}(d) = 1 \rangle \)

\[
T^{1,1,1}(d; p_1^2, p_2^2, p_3^2) \mid_{p_1 \parallel p_2} \equiv \frac{P^{1,1,1}(d; p_3^2)}{(p_1^2 p_2^2)^{\frac{1}{2}}} + \frac{P^{1,1,1}(d; p_2^2)}{(p_1^2 p_3^2)^{\frac{1}{2}}} - \frac{P^{1,1,1}(d; p_1^2)}{(p_2^2 p_3^2)^{\frac{1}{2}}},
\]

Given that \( p \)-integrals constitute a well-studied class of multi-loop Feynman integrals (see e.g. [38], [18, 19] and [39] for three-, four- and five-loop work; see also the review [46]), a natural question would be to ask whether the mapping from \( T \) to \( P \) can be generalized to higher loops. We leave this as an interesting open question for the future.
6 Summary and Outlook

Considering the effort that went into establishing the partial results eq. (3.16) (closed-form solution of the particular-index case $B^{t_1, \tau, \nu}(d)$), eq. (3.25) (mass dependence of the general-index case $B^{t_1, \nu_2, \nu_3}(d)$) and eq. (4.23) (functional $d$-dependence of the general-index case) by largely independent methods, it has been extremely gratifying to see all three ends meet in section 4.2, and be able to extract an explicit result for the integral $B^{t_0, \nu_2, \nu_3}(d)$ of eq. (1.5). From eq. (3.25), eq. (2.12) and eq. (4.30), our general factorization formula takes the form of a finite double-sum

$$
\frac{B^{t_1, \nu_2, \nu_3}}{L^{2d} \Gamma^2(1 - \frac{d}{2})} = \sum_{j=1}^{\nu_1} \left( \frac{(\Sigma_{\nu_1})}{(m_1 m_3)^{\Sigma_{\nu_1} - \nu_1}} \right)^j \left( -\frac{m_1}{m_3} \right)^j + \sum_{j=1}^{\nu_2} \left( \frac{(\Sigma_{\nu_2})}{(m_2 m_3)^{\Sigma_{\nu_2} - \nu_2}} \right)^j \left( -\frac{m_2}{m_3} \right)^j
$$

$$+ \sum_{j=1}^{\nu_3} \left( \frac{(\Sigma_{\nu_3})}{(m_3 m_3)^{\Sigma_{\nu_3} - \nu_3}} \right)^j \left( \frac{m_1}{m_2} \right)^j \left( \frac{m_2}{m_3} \right)^j \left( \frac{m_1}{m_3} \right)^j,$$

(6.1)

$$c^{(\Sigma_{\nu_1})}_{\nu_1, \nu_3, j}(d) = \frac{(-1)^{\Sigma_{\nu_1} - j - 1} \left( 1 - \frac{d}{2} \right)_{n_j - j - 1} (\nu_c - 1)!}{2 (\frac{1}{2})_{n_j - j - 1} (\nu_c - 1)!} \times$$

$$\times \sum_{k=\max(1, \nu_c + j, \nu_3)} \frac{\left( \frac{d+1}{2} - \nu_3 \right)_{n_j - k} (\frac{1}{2})_{\nu_c - n_j + k} (k-1)! (k-j-1)! (\nu_b - k)! (\nu_c - k + j)!}{(\nu_3 - k - j)!},$$

(6.2)

with Pochhammer symbols $(a)_n \equiv \frac{\Gamma(a+n)}{\Gamma(a)}$ and integers $n_j = \lceil \frac{\Sigma_{\nu_1} + j}{2} \rceil$. The normalization factor on the left-hand side of eq. (6.1) is the square of a massive one-loop tadpole, cf. eq (2.12).

We have gone full circle, guided by the Kallén function of eq. (1.1). First, its zeros provided us with a linear propagator mass relation. Then, at these Kallén zeros, IBP reduction relations for our massive two-loop vacuum integral simplified to a degree that allowed to extract closed-form analytic results from some special-mass and special-index cases such as $B^{t_1, \nu_2, \nu_3}(d)$ of section 2.2 and $B^{t_1, \tau, \nu}(d)$ of section 3.2, as well as to prove the general mass dependence shown in eq. (6.1). Next, and perhaps surprisingly, the Kallén function resurfaced in operator form at the core of the powerful two-step IBP reduction relation eq. (4.3). Finally, it not only governed the generating function for the combinatorics at the core of the coefficients $c^{(\Sigma_{\nu_1})}_{\nu_1, \nu_3, j}(d)$ as described in section 4.1, but also allowed for a complete solution of that combinatorial problem, leading to the explicit form eq. (6.2) of those coefficient functions.

Looking back, we note that in the case of $B^{t_1, \tau, \nu}(d)$ we have solved a two-dimensional linear homogeneous recurrence with variable coefficients that underlies eq. (3.12) (see appendix B); while for deriving the coefficients in the full solution for $B^{t_1, \nu_2, \nu_3}(d)$, after having proven its generic mass-structure, we identified and solved a three-dimensional linear homogeneous recurrence with constant coefficients that underlies eq. (4.3), as explained in section 4.1. Both of these solutions of specific multidimensional recurrences seem currently out of reach for general summation techniques, which mostly rely on powerful symbolic summation tools that have been developed for the univariate case (see, e.g. [47, 48] and references therein).

A first application of our factorization formula has been to massless collinear three-point functions in section 5, where it had allowed to give a general decomposition of the triangle function into massless propagator integrals. This is in close analogy to the well-known triangle rule [11, 12] (see also the related diamond rule [49]) that comes up when reducing one-loop (sub-)diagrams via IBP relations, which had been solved in [50]. These closed forms for general-index cases are solutions in the sense that
they express the result as a non-recursive linear combinations over simpler (lower-loop or lower-point) structures. The advantage of such explicit solutions is that fewer terms are generated (than in IBP recursions), and that spurious poles at intermediate steps of a recursion can be avoided.

Another straightforward, albeit rather mathematical, application would be to extract explicit results for certain types of Bessel moments. In $d$-dimensional coordinate space, massive propagators correspond to Bessel functions, such that after the trivial angular integration corresponding to a two-point function one is left with a one-dimensional radial integral representation for the vacuum integral of eq. (1.3), $B_{\nu_1,\nu_2,\nu_3}^{\nu_1,\nu_2,\nu_3} \propto \int_0^\infty dx x^{\sum_{\nu_i}d/2-1} K_{d/2-\nu}(m_1 x) K_{d/2-\nu_2}(m_2 x) K_{d/2-\nu_3}(m_3 x)$ (see [51–53] for related treatments of sunset-type integrals). Setting $m_3 = m_1 + m_2$ and comparing with eq. (6.1) then allows to find explicit results for such triple-Bessel moments with general indices.

One might be tempted to further simplify the above result and solve one of the two remaining finite sums, perhaps after commuting them. We have not been able to do this ourselves, but regard our final result as highly useful in the present form, as for most practical cases the indices $\nu_i$ have rather small integer values, such that only very few terms contribute to the double sum. Other interesting generalizations would be to derive compact results for other special-index cases other than $B_{\tau,\tau,\nu}(d)$, such as e.g. for $B_{1,\nu,b,\nu}(d)$, or to look at analogous simplifications (for phenomenologically relevant kinematic constraints such as the linear mass-relations exploited here) of higher-loop IBP relations and attempt progress on their generic solutions. On the more formal side, it might be possible to establish a connection between the specific two-loop factorization observed here and Baikov’s (ir)reducibility criterion [54].

We close by noting that the mass structure of our integral is similar to what appears within finite temperature field theory, and this is no coincidence; as already mentioned in section 1, it had in fact been one of the main motivations that led us into the present work. Indeed, in the so-called imaginary time formalism, the temporal components of the momentum four-vectors obey a linear relation at each vertex, akin to our eq. (1.4). The detailed investigation of such finite-temperature sum-integrals in the light of our new results is well beyond the scope of the present work, however, and we leave it for the future [55].
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A Derivation of eq. (3.7)

To show how eq. (3.7) follows from eq. (3.6), we denote the mass ratio as $x \equiv \frac{m_1}{m_3}$ such that eq. (3.6) reads (we suppress the overall $j$-independent factor $B_{\nu_1,\nu_2,\nu_3}^{\nu_1,\nu_2,\nu_3}(d)$)

\[ S \equiv \sum_{j=1}^\nu p_{\nu,j} \frac{\left[(1-x)^{\nu-j} + (2j-d) x^j\right]}{(1-x)^{\nu+1-j}}, \]  

with

\[ p_{\nu,j} \equiv \frac{(2-d+j)_{\nu-j} \frac{1}{2} (1+\frac{d}{2})_{j-1} 4^{-\nu+j-1}}{(\frac{d+j}{2})_{\nu-j} \Gamma(j+\frac{1-d}{2})}. \]
Replace \( x \to [1 - (1 - x)] \) in the numerator and use the binomial formula to expand as

\[
 x^{j-1} = \sum_{k=0}^{j} \binom{j}{k} \frac{j-k}{j} (-1)^k (1-x)^k, \quad x^j = \sum_{k=0}^{j} \binom{j}{k} (-1)^k (1-x)^k, \quad (A.3)
\]

such that

\[
 S = \sum_{j=1}^{\nu} \sum_{k=0}^{j} p_{\nu,j} q_{k,j} (1-x)^{k+j-\nu-1}, \quad (A.4)
\]

with \( q_{k,j} \equiv \binom{j}{k} (-1)^k [(d-j-1)^k + (2j-d)]. \quad (A.5)\)

Rewrite the double sum by adding and subtracting a number of \((j, k)\)-points (see figure 5) and change the summation variable \( j \) for \( \ell \equiv j + k - 1 \), to obtain

\[
 S = \left\{ \sum_{\ell=0}^{2\nu-1} \sum_{k=0}^{\ell/2} p_{\nu,1+\ell-k} q_{k,1+\ell-k} (1-x)^{\ell-\nu} \right\} \nu-1 j=0 (1-x)^{\ell-\nu} r_{\nu,\ell} - \sum_{j=0}^{\nu-1} x^j s_{\nu,j}, \quad (A.6)
\]

where \( r_{\nu,\ell} \equiv \sum_{k=0}^{\ell/2} p_{\nu,1+\ell-k} q_{k,1+\ell-k}, \quad s_{\nu,j} \equiv (-1)^j \sum_{L=\nu}^{\ell} \sum_{k=0}^{L} \binom{L}{k} p_{\nu,1+\nu+L-k} q_{k,1+\nu+L-k}. \quad (A.7)\)

Both sums can be evaluated immediately, to give

\[
 r_{\nu,\ell} = 0, \quad (A.9)
\]

\[
 s_{\nu,j} = \frac{1 - \frac{d}{2}}{j!} (\ell-j)! \Gamma(\nu-\ell) = \frac{(1 - \frac{d}{2})_\nu}{j! (2 - d + \nu + j)_{\nu-j}}. \quad (A.10)
\]

Reinstalling the suppressed prefactor and setting \( x = \frac{m_2}{m_3} \), we finally arrive at

\[
 \text{eq. (3.6)} = \frac{B^{1,0,1}(d)}{(m_1 m_3)^\nu} S = -\frac{B^{1,0,1}(d)}{(m_1 m_3)^\nu} \sum_{j=0}^{\nu-1} \frac{(1 - \frac{d}{2})_\nu}{j! (2 - d + \nu + j)_{\nu-j}} \left( \frac{m_2}{m_3} \right)^j, \quad (A.11)
\]

which is equivalent to (and slightly simpler than) eq. (3.7).

**B Exposing and solving the recurrence at the core of eq. (3.12)**

Recurrence relations (or difference equations) are discrete equations that determine the elements of a sequence over the integers, given some initial conditions. Solving a recurrence relation amounts to deriving an explicit solution for this sequence in non-recursive form.

In the case of one-dimensional linear recurrences for example, a sequence \( f_n \) is determined for all \( n \in \mathbb{Z} \) from an \( r \)-th order recurrence relation \( \sum_{k=0}^{r} a(k) f_{n+k} = b \), given \( r \) initial conditions \( f_{n_i} \). In
analogy to differential equations, the relation is called homogeneous when $b = 0$, and the coefficients can be constant or variable (i.e. depend on the index $n$). There are solution strategies for various such types of recurrences, typically involving generating functions and the roots of the characteristic polynomial. A prominent example is the second-order homogeneous recurrence with constant coefficients $f_n = a f_{n-1} + b f_{n-2}$, with boundary conditions $f_0$ and $f_1$, whose special case $\{f_0, f_1, a, b\} = \{0, 1, 1, 1\}$ generates the Fibonacci sequence. The general linear first-order non-homogeneous recurrence relation with variable coefficients

$$f_{n+1} = a_n f_n + b_n$$

(B.1)
can be solved in terms of an initial condition $f_{n_0}$ as

$$f_n = \left( \prod_{k=n_0}^{n-1} a_k \right) f_{n_0} + \sum_{j=n_0}^{n-1} b_j \left( \prod_{k=j+1}^{n-1} a_k \right).$$

(B.2)

If the coefficient $a_n$ vanishes for some integers $n = n_i$, the above form of the solution is useful for determining $f_n$ for all $n \leq \min\{n_i\}$, while the term proportional to the initial condition $f_{n_0}$ is annihilated by its prefactor when determining $f_n$ for $n > \min\{n_i\}$. In the latter case, the relation itself enforces initial values as $f_{n_i+1} = b_{n_i}$, such that it is sufficient to set $f_n = \sum_{j=n_i}^{n-1} b_j \left( \prod_{k=j+1}^{n-1} a_k \right)$ for $n > n_i$.

For multi-dimensional linear recurrences, which define multi-dimensional arrays of values, much less is known. A well-known example are the binomial coefficients, defined by the recurrence (two-dimensional, linear, homogeneous, constant coefficients)

$$b_{n,k} = b_{n-1,k} + b_{n-1,k-1}, \quad b_{0,k} = \delta_k,$$

(B.3)

with solution $b_{n,k} = \binom{n}{k}$ and bivariate generating function $g(x, y) \equiv \sum_{i,j} b_{i,j} x^iy^j = \frac{1}{1-x-xy}$. Another simple example are the Stirling numbers of second kind, defined by the recurrence (two-dimensional, linear, homogeneous, variable coefficients)

$$S_{n,k} = k S_{n-1,k} + S_{n-1,k-1}, \quad S_{0,k} = \delta_k,$$

(B.4)

that is solved by the one-dimensional sum $S_{n,k} = \sum_{j=0}^{k} (-1)^{k-j} \left(\frac{n}{j} \right) \frac{j^{n-1}}{(j-1)! (k-j)!}$, while no closed form of the generating function is known.
Looking now at the structure of the recurrence eq. (3.12), it is clear that integrals $B^{\tau,\nu}$ can be reduced to a linear combination of similar integrals at $a = 1$, but different values of $\nu$, as

$$
B^{1+N,1+N,\nu}(d) = \sum_{k=0}^{N} u_{N,k}(d, \nu) (m^2 3^+)^k (d^-)^{N} B^{1,1,\nu}(d),
$$

(B.5)

where the $u_{N,k}(d, \nu)$ are coefficient functions that need to be determined.

At $N = 0$, this Ansatz reduces to $B^{1,1,\nu}(d) = u_{0,0}(d, \nu) B^{1,1,\nu}(d)$, fixing $u_{0,0}(d, \nu) \equiv 1$.

Applying the recurrence eq. (3.12) at $\nu_1 = \nu_2 = N$, using the Ansatz eq. (B.5) on both sides, and comparing coefficients of $(m^2 3^+)^j (d^-)^n B^{1,1,\nu}(d)$ leads to a recurrence for $u$

$$(d - 2)n^2 u_{n,j}(d, \nu) = (1 - \delta_{j,n})(d - 2 - 2\nu) u_{n-1,j}(d - 2, \nu) + (1 - \delta_{j,0}) 2\nu u_{n-1,j-1}(d - 2, \nu + 1).$$

This looks impenetrable, as it involves values of the unknown coefficient functions $u$ with all four parameters changing. Note however that pairs of values are related: the recurrence leaves $d - 2n \equiv 2c_1$ and $\nu + j \equiv c_2$ invariant. We hence set $d = 2c_1 + 2n$ and $\nu = c_2 - j$, which exposes the much simpler, but completely equivalent, two-parameter recurrence

$$(c_1 - 1 + n)n^2 u_{n,j} = (1 - \delta_{j,n})(c_1 - 1 - c_2 + j + n) u_{n-1,j} + (1 - \delta_{j,0})(c_2 - j) u_{n-1,j-1}$$

(B.6)

where we have dropped the common function arguments $(c_1, c_2)$. The values of $c_1$ and $c_2$ are then substituted back only after solving the equation. To clean up the equation further, we can remove the factor $a_n \equiv (c_1 - 1 + n)n^2$ from the left-hand side by defining

$$
\tilde{u}_{n,j} \equiv (-1)^{n+j} \left( \prod_{j=1}^{n} a_j \right) u_{n,j} = (-1)^{n+j} (c_1)_n [n]!^2 u_{n,j},
$$

(B.7)

where the sign has been introduced for convenience. The recurrence is now (with $c_3 = 1 + c_2 - c_1$)

$$
\tilde{u}_{n,j} = (1 - \delta_{j,n})(c_3 - j - n) \tilde{u}_{n-1,j} + (1 - \delta_{j,0})(c_2 - j) \tilde{u}_{n-1,j-1}, \quad \tilde{u}_{0,0} = 1.
$$

(B.8)

The function $\tilde{u}_{n,j}$ takes non-zero values only in the wedge $0 \leq j \leq n$. One can drop the $(1 - \delta)$ factors by using a generalized boundary condition at $n = 0$ for all $j \in \mathbb{Z}$

$$
\tilde{u}_{n,j} = (c_3 - j - n) \tilde{u}_{n-1,j} + (c_2 - j) \tilde{u}_{n-1,j-1}, \quad \tilde{u}_{0,j} = \delta_j.
$$

(B.9)

Undeterred by the fact that eq. (B.9) looks very similar to – but is slightly more complicated than – the Stirling recurrence eq. (B.4) (for which no closed-form solution exists), we also note its structural similarity to the binomial recurrence eq. (B.3) which motivates us to try the Ansatz $\tilde{u}_{n,j} = \binom{n}{j} \tilde{u}_{n,j}$.

This takes care of the generalized boundary conditions, since $\binom{0}{j} = \delta_j$, resulting in the new recurrence (after dividing by $\frac{1}{n} \binom{n}{j} = \frac{1}{n-j} \binom{n-1}{j-1} = \frac{1}{j} \binom{n-1}{j-1}$)

$$
n \tilde{u}_{n,j} = (c_3 - n - j)(n - j) \tilde{u}_{n-1,j} + (c_2 - j) j \tilde{u}_{n-1,j-1}, \quad \tilde{u}_{0,0} = 1.
$$

(B.10)

We can rearrange this equation into groups that involve $n$- or $j$-changes only

$$
0 = n [(c_3 - n) \tilde{u}_{n-1,j} - \tilde{u}_{n,j}] + j [(c_2 - j) \tilde{u}_{n-1,j-1} - (c_3 - j) \tilde{u}_{n-1,j}],
$$

(B.11)
which suggests to solve by a factorization Ansatz \( \tilde{u}_{n,j} = f_n g_j \), leading to two one-parameter recurrences that correspond to nullifying the two square brackets. These can be solved easily as

\[
\begin{align*}
  f_n &= (c_3 - n) f_{n-1} = \left( \prod_{k=1}^{n} (c_3 - k) \right) f_0 = \frac{\Gamma(c_3)}{\Gamma(c_3 - n)} f_0, \\
  g_j &= \frac{(c_2 - j)}{(c_3 - j)} g_{j-1} = \left( \prod_{k=1}^{j} \frac{c_2 - k}{c_3 - k} \right) g_0 = \frac{\Gamma(c_2)}{\Gamma(c_2 - j)} \frac{\Gamma(c_3 - j)}{\Gamma(c_3)} g_0.
\end{align*}
\]  

Equation (B.9) is therefore solved by

\[
\tilde{u}_{n,j} = \binom{n}{j} \frac{\Gamma(c_3)}{\Gamma(c_3 - n)} \frac{\Gamma(c_3 - j)}{\Gamma(c_3)} \frac{\Gamma(c_2)}{\Gamma(c_2 - j)} \tilde{u}_{0,0}. 
\]  

Reversing the definitions, replacing the \( c_i \), and simplifying, we finally obtain the coefficients of eq. (B.5) in closed form as

\[
\frac{u_{n,j}(d,\nu)}{n! j! (n-j)! (1 - \frac{d}{2})^{j+\nu}} = (-1)^j \binom{\nu}{j} \left( 1 + n - \frac{d}{2} \right)_\nu.
\]  

With eqs. (B.15) and (B.5) established as solution to eq. (3.12), we can as well simply postulate this solution right away as in eq. (3.14), and prove it via induction over \( N \), see the comments in the main text. We think, however, that it is instructive to see the derivation as exposed here, given that a non-trivial two-dimensional recurrence with variable coefficients has been solved explicitly.

In summary, at the core of the IBP relation eq. (3.12) lies the recurrence eq. (B.9), with closed-form solution eq. (B.14).

**C Special mass case \([m, m, 2m] \)**

Employing the basic single-step IBP relation eq. (2.4) for the special-mass case \( m_1 = m_2 = m \), the recursion ends at

\[
B_{m,m,2m}^{\nu_1,\nu_2,\nu_3}(d) = \frac{r_1^{\nu_1,\nu_2,\nu_3}(d) B_{m,m,2m}^{1,1,0}(d) + r_2^{\nu_1,\nu_2,\nu_3}(d) B_{m,m,2m}^{1,0,1}(d)}{[m^2]^{\nu_1+\nu_2+\nu_3-2}},
\]  

where the \( r_i \) are rational functions in the variable \( d \) (there are only two master integrals here, due to the symmetry \( B_{m,m,2m}^{\nu_1,\nu_2,\nu_3}(d) = B_{m,m,2m}^{\nu_2,\nu_3,\nu_1}(d) \)), symmetric in their first two indices. For example,

\[
\begin{align*}
  r_1^{2,3,4}(d) &= -\frac{(d-8)(d-6)(d-4)(d-2)}{(d-15)(d-13)(d-11)(d-9)} \frac{(d-5)(d^2 - 9d + 6)}{258}, \\
  r_2^{2,3,4}(d) &= -\frac{(d-8)(d-6)(d-4)(d-2)}{(d-15)(d-13)(d-11)(d-9)} \frac{(d^5 - 56d^4 + 1223d^3 - 12916d^2 + 65220d - 124560)}{393216}.
\end{align*}
\]

are readily generated by an implementation of the recursion (2.4), specialized to this case.

While we do not presently know how to directly solve the 3-dimensional recurrence eq. (2.4), even in this simpler case in which all mass dependence can be pulled out of the coefficients, an analytic clue comes from eq. (3.4) of [7], where the integral \( B_{m,m,2m}^{\nu_1,\nu_2,\nu_3}(d) \) had been expressed as a sum of two terms,
each being a product of Gamma functions and a hypergeometric function $4F_3$ at argument $z = M^2/4m^2$. In the case $M = 2m$ of interest to us here, we have $z = 1$ and read off

$$
\begin{align*}
\mathring{r}_1^{\nu_1,\nu_2,\nu_3}(d) &= \frac{1}{\Gamma^2(1/2 - d/2)} \frac{\Gamma(-e)\Gamma(\nu_1 + e)\Gamma(\nu_2 + e)\Gamma(\nu_3 + e)}{\Gamma(\nu_1)\Gamma(\nu_2)\Gamma(\nu_3 + 2e)} 4F_3\left(\frac{\nu_1 + \nu_2 + \nu_3}{2 + e}, \left(\nu_1 + \nu_2 + 1\right)/2 + e, 1 + e \right| 1 \right), \\
\mathring{r}_2^{\nu_1,\nu_2,\nu_3}(d) &= \frac{4^{1 - \nu_3}}{\Gamma^2(1/2 - d/2)} \frac{\Gamma(a)\Gamma(c)}{\Gamma(\nu_1 + \nu_2)\Gamma(\nu_3)} 4F_3\left(\frac{\nu_1 + \nu_2, a, d/2}{\nu_1 + \nu_2 + 1/2, 1 + e} \right| 1 \right),
\end{align*}
$$
\tag{C.3}

with shorthands $a \equiv \nu_1 + \nu_2 - d/2$ and $c \equiv \nu_3 - d/2$. While this could count as a closed-form result, it is not terribly practical yet, since the $4F_3$ are infinite sums.

To proceed, we can exploit the fact that we deal with strictly positive integers $\nu_1$ only, which allows us to employ the reduction

$$
{}_{p+1}F_{q+1}\left(\begin{array}{c}
a_1, \ldots, a_p, c+k \\
b_1, \ldots, b_p, c
\end{array} \left| z \right. \right) = \sum_{k=0}^{\infty} \binom{k}{\ell} \frac{(a_1)_{\ell} \cdots (a_p)_{\ell}}{(b_1)_{\ell} \cdots (b_p)_{\ell}} \frac{z^\ell}{(c)_{\ell}} \ {}_{p}F_{q}\left(\begin{array}{c}
a_1+\ell, \ldots, a_p+\ell \\
b_1+\ell, \ldots, b_p+\ell
\end{array} \left| z \right. \right)
$$
\tag{C.4}

for some positive integer $k$, in order to reduce the order of the hypergeometric function. For each of the $4F_3$ of eq. (C.3) we can in fact identify two upper and lower parameter pairs that differ by such an integer $\ell$, leading to a reduction chain $4F_3 \rightarrow 3F_2 \rightarrow 2F_1$. The latter hypergeometric sum at unit argument then reduces to Gamma functions according to

$$
\begin{align*}
{}_{2}F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} \left| 1 \right. \right) &= \frac{\Gamma(c)\Gamma(c-a-b)}{\Gamma(c-a)\Gamma(c-b)},
\end{align*}
$$
\tag{C.5}

In order to make explicit how this reduction works in our case, we introduce the shorthand notation

$$
\begin{align*}
x_{12} &\equiv \max(\nu_1, \nu_2), & n_{12} &\equiv \min(\nu_1, \nu_2) \quad (\Rightarrow x_{12} + n_{12} = \nu_1 + \nu_2), \\
c_{12} &\equiv \left\lfloor (\nu_1 + \nu_2)/2 \right\rfloor, & f_{12} &\equiv \left\lfloor (\nu_1 + \nu_2)/2 \right\rfloor + \frac{1}{2} \quad (\Rightarrow c_{12} + f_{12} = \nu_1 + \nu_2 + \frac{1}{2}),
\end{align*}
$$
\tag{C.6}
\tag{C.7}

which we use to rewrite some of the parameters of the $4F_3$ in eq. (C.3) in a more useful way. Exploiting the fact that the pair $(\nu_1, \nu_2)$ can be replaced by $\{n_{12}, x_{12}\}$ (where both pairs are understood to be unordered sets, such as the parameter sets of the hypergeometric functions) as well as $\{\frac{\nu_{12} + x_{12}}{2}, \frac{\nu_{12} + x_{12} + 1}{2}\} \rightarrow \{c_{12}, f_{12}\}$, we rewrite the two $4F_3$ of eq. (C.3) as

$$
\begin{align*}
4F_3\left(\frac{\nu_1 + \nu_2, a, c + e}{\nu_1 + \nu_2 + 1/2, 1 + e} \right| 1 \right) &= 4F_3\left(\frac{\nu_1 + \nu_2, a + e, n_{12} + e}{f_{12} + e, c_{12} + e, 1 + e} \right| 1 \right),
\end{align*}
$$
\tag{C.8}

$$
\begin{align*}
4F_3\left(\frac{\nu_1 + \nu_2, a, d/2}{\nu_1 + \nu_2 + 1/2, 1 + e} \right| 1 \right) &= 4F_3\left(\frac{\nu_1 + \nu_2, a, n_{12}}{f_{12} + e, c_{12} + e, 1 + e} \right| 1 \right).
\end{align*}
$$
\tag{C.9}

In both cases the reduction formula eq. (C.4) can now be applied twice, pairing the respective last values of the upper and lower parameter sets (the positive integers $k$ being $n_{12} - 1$, $x_{12} - c_{12}$ and $\nu_3 - 1$). This immediately leads to a double sum over Gauss hypergeometric functions $2F_1$ at unit argument, which in turn are resolved by eq. (C.5). The coefficient functions of eqs. (C.3) are therefore

$$
\begin{align*}
\mathring{r}_1^{\nu_1,\nu_2,\nu_3}(d) &= \frac{1}{\Gamma^2(1/2 - d/2)} \frac{\Gamma(-e)\Gamma(\nu_1 + e)\Gamma(\nu_2 + e)\Gamma(\nu_3 + e)}{\Gamma(\nu_1)\Gamma(\nu_2)\Gamma(\nu_3 + 2e)} \sum_{\ell=0}^{n_{12} - 1} \binom{x_{12} + e + \ell}{\ell} \frac{(c_{12} + e + \ell)}{\ell!} \Gamma\left(f_{12} + e - n_{12} - \ell\right) \Gamma\left(f_{12} - a - \nu_3 - \ell\right) \times \left(\frac{x_{12} + e + \ell}{c_{12} + e + \ell}\right) \times \left(\frac{x_{12} + e + \ell}{c_{12} + e + \ell}\right) \times \left(\frac{x_{12} + e + \ell}{c_{12} + e + \ell}\right),
\end{align*}
$$
\tag{C.10}

$$
\begin{align*}
\mathring{r}_2^{\nu_1,\nu_2,\nu_3}(d) &= \frac{4^{1 - \nu_3}}{\Gamma^2(1/2 - d/2)} \frac{\Gamma(a)\Gamma(c)}{\Gamma(\nu_1 + \nu_2)\Gamma(\nu_3)} \sum_{\ell=0}^{\nu_3 - 1} \binom{x_{12} - c_{12} + \ell}{\ell} \frac{(c_{12} + e + \ell)}{\ell!} \Gamma\left(f_{12} - a - n_{12} - \ell\right) \times \left(\frac{x_{12} + e + \ell}{c_{12} + e + \ell}\right) \times \left(\frac{x_{12} + e + \ell}{c_{12} + e + \ell}\right) \times \left(\frac{x_{12} + e + \ell}{c_{12} + e + \ell}\right) \times \left(\frac{x_{12} + e + \ell}{c_{12} + e + \ell}\right),
\end{align*}
$$
\tag{C.11}
As a quick check on these expressions, the example given in eq. (C.2) is readily reproduced. On the other hand, we can use eq. (3.25) to read off a representation in terms of the \( c^{(\Sigma \nu_i)}(d) \) for the coefficient functions \( r_i \) of eq. (C.1) above (\( \Sigma \nu_i = \nu_1 + \nu_2 + \nu_3 \) as before):

\[
r^{(\nu_1,\nu_2,\nu_3)}_1(d) = (-1)^{\Sigma \nu_i} \sum_{j=1-\nu_1}^{\nu_1-1} c^{(\Sigma \nu_i)}_{\nu_1,\nu_2,j}(d),
\]

\[
r^{(\nu_1,\nu_2,\nu_3)}_2(d) = \frac{4}{2^{\Sigma \nu_i}} \left[ \sum_{j=1-\nu_1}^{\nu_1-1} (-\frac{1}{2})^j c^{(\Sigma \nu_i)}_{\nu_1,\nu_2,j}(d) + \sum_{j=1-\nu_2}^{\nu_2-1} (-\frac{1}{2})^j c^{(\Sigma \nu_i)}_{\nu_1,\nu_2,j}(d) \right].
\]

Taking our solution for the \( c^{(\Sigma \nu_i)}(d) \) from eq. (4.30) and comparing this with eqs. (10), (11), we find full agreement (we have performed the comparison for a large set of integer values for the indices \( \nu_1, \ldots, \nu_3 \)), providing a further independent check on our general solution eq. (4.30).

D Alternative derivation of eq. (4.27)

Here we would like to offer an alternative derivation of the main result of section 4.2.

As we have seen, the analytically known special-mass case \( D^{(\nu_1,\nu_2,\nu_3)}_{a,m}(d) \) of section 2.2, when paired with the conjecture eq. (3.25), implies the constraint eq. (3.27) on the sum of rational coefficient functions \( c^{(\Sigma \nu_i)}(d) \). Using now eq. (4.23) to rewrite the \( c^{(\Sigma \nu_i)}(d) \) in terms of the integers \( G \), this constraint reads

\[
\beta^{\nu_1,\nu_2,\nu_3}(d) = \sum_{j=1-\nu_2}^{\nu_2-1} \min(\nu_2+j,\nu_3) \left( -\frac{1}{2} \right)^{n_j-1} \left( 1 - \frac{1}{2} \right)^{n_j-j-1} (-1)^{\Sigma \nu_i+j} G_{\nu_2+j-k,\nu_3-k,\nu_1-1} \left( -4 \right)^{n_j-k} \Gamma(k) \Gamma(k-j),
\]

with \( \Sigma \nu_i = \nu_1 + \nu_2 + \nu_3, n_j = \lceil \frac{\nu_1+j}{2} \rceil \), and \( \beta \) given in terms of Gamma functions in eq. (2.19).

Both sides of eq. (D.1) are rational functions in \( d \), so have to agree in particular in their pole structure. Analyzing the rational function on the right-hand side, we see that there are only single poles in odd dimensions, i.e. \( \frac{1}{d^p} \) with odd integers \( p \), which arise from the second of the Pochhammer symbols in the denominator, and where \( p = 2\Sigma \nu_i - 1 - 2\ell \) with \( \ell \in \{1, \ldots, n_j - k\} \). Focusing on the unique pole with the smallest \( p \), we need to look for summation parameters that maximize the difference \( (n_j - k) \). Since \( n_j \) is defined by a ceiling function, we need to distinguish two cases. For even values of \( \Sigma \nu_i \), the two terms \( j = 0, k = 1 \) and \( j = 1, k = 2 \) both maximize \( n_j - k = \frac{\nu_1}{2} - 1 \) which leads to a `minimal' pole at \( p = \Sigma \nu_i + 1 \), with all other terms of the double sum giving smaller values for \( (n_j - k) \) and hence poles at larger \( p \). For odd values of \( \Sigma \nu_i \), only one term contributes to this unique pole: \( j = 0, k = 1 \) has \( n_j - k = \frac{\nu_1}{2} + 1 \) and leads to a `minimal' pole at \( p = \Sigma \nu_i \), with all other terms of the double sum again leading only to poles at larger \( p \).

Let us now look at eq. (D.1) in the case of odd \( \Sigma \nu_i \) for simplicity (whence \( n_j = \frac{\nu_1}{2} + 1 \)), in particular at the residues of the unique single pole \( \frac{1}{d-\Sigma \nu_i} \). In practice, we set \( d = \Sigma \nu_i + \varepsilon \) and keep only the divergent term when \( \varepsilon \to 0 \). As analyzed above, the double sum collapses to a single term \( j = 0, k = 1 \), giving

\[
\beta^{\nu_1,\nu_2,\nu_3}(d = \Sigma \nu_i + \varepsilon) \text{ odd } \Sigma \nu_i \to \frac{1 - \frac{\nu_1}{2}}{\frac{3 - \nu_1}{2}} \frac{(-2) G_{\nu_2-1,\nu_1-1,\nu_1-1}}{(-4) \frac{\nu_1}{2}} \left[ \frac{1}{\varepsilon} + O(\varepsilon^0) \right].
\]

According to eq. (4.24) we have \( G_{a_2,a_3,a_1} = 2g_{a_1,a_2,a_3} \), which allows us to constrain the unknown sequence of integers as (odd \( \Sigma \nu_i \) implies even index sum \( a_1 + a_2 + a_3 \), such that we can use the integer
\[ A \equiv \frac{a_1 + a_2 + a_3}{2} \text{ for brevity) } \]

\[
g_{a_1,a_2,a_3} = \left( -A \right)_{A} \left( -d \right)_{A+1} \left( \beta_{a_1+1,a_2+1,a_3+1} (d = 2A + 3 + \varepsilon) \right) \\
= \frac{4^A A!}{a_1! a_2! a_3! \left( \frac{1}{2} \right)_{a_1-A} \left( \frac{1}{2} \right)_{a_2-A} \left( \frac{1}{2} \right)_{a_3-A}}. \tag{D.3} \]

In the last step we have used eq. (2.19) and performed the indicated limit (in which \( \beta \) turns out to be fully symmetric in the \( a_i \)), used that \( (-A)_A = (-1)^A A! \) on the integers \( A \), and employed the Euler reflection formula \( \Gamma \left( \frac{1}{2} + n \right) \Gamma \left( \frac{1}{2} - n \right) = (-1)^n \pi^{2} \left( \frac{1}{2} \right) \) for integers \( n = A - a_i \) and \( n = A + 1 \).

Equation (D.3) coincides with eq. (4.27), and provides an independent check of its validity.
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