Comparing state-of-the-art approaches to back-calculate SAXS spectra from atomistic molecular dynamics simulations
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Abstract. Small-angle X-ray scattering (SAXS) experiments are arising as an effective instrument in the structural characterization of biomolecules in solution. However, they suffer from limited resolution, and complementing them with molecular dynamics (MD) simulations can be a successful strategy to obtain information at a finer scale. To this end, tools that allow computing SAXS spectra from MD-sampled structures have been designed over the years, mainly differing in how the solvent contribution is accounted for. In this context, RNA molecules represent a particularly challenging case, as they can have a remarkable effect on the surrounding solvent. Herein, we provide a comparison of SAXS spectra computed through different available software packages for a prototypical RNA system. RNA conformational dynamics is intentionally neglected so as to focus on solvent effects. The results highlight that solvent effects are important also at relatively low scattering vector, suggesting that approaches explicitly modeling solvent contribution are advisable when comparing with experimental data, while more efficient implicit-solvent methods can be a better choice as reaction coordinates to improve MD sampling on-the-fly.

1 Introduction

The small-angle X-ray scattering (SAXS) technique is increasingly being applied to gain structural insights into biomolecules directly in solution [1,2]. Indeed, information about size, shape and global dynamics can be obtained from SAXS experiments [1,3]. This technique has historically found main application in the structural characterization of proteins [4,5], and in particular of intrinsically disordered proteins where properly accounting for the dynamics in solution is crucial [6–8]. SAXS experiments can also be used to characterize nucleic acids dynamics [9–11]. Notwithstanding the precious insights that can be achieved, one major drawback of the SAXS technique is its limited resolution. Molecular dynamics (MD) simulations allow exploring the structural dynamics of biomolecules and thus generate conformational ensembles of structures at atomistic resolution [12,13]. Therefore, the use of MD in combination with SAXS experimental data is gradually arising as a valuable instrument for interpreting the experimental information [10,14]. From a practical standpoint, this requires the availability of tools that allow to accurately compute the SAXS spectra from MD-sampled structures. In this respect, the application to nucleic acids can be particularly challenging, as the presence of the RNA solutes can highly influence the surrounding solvent [15,16].

In this study, we compare different state-of-the-art methods that allow computing SAXS spectra from MD simulations and that model the solvent contribution to a different extent. In particular, we concentrate on their application to RNA molecules using, as a prototype case, the 57-nucleotide long GTPase-associated center (GAC) [17–19]. We have recently studied the conformational dynamics of this RNA molecule through enhanced-sampling methods [20]. Here we analyze unbiased MD simulations where the RNA structure is fixed in order to focus on solvent effects.

2 Methods

2.1 Computational details

Four systems with different ionic conditions were constructed for GAC RNA. These simulations were originally reported in a recent study [20] and are here analyzed in more detail. Specifically, (1) one system comprised the RNA molecule in a buffer solution with 100 mM KCl, (2) in the second system crystallographic Mg\textsuperscript{2+} were included in addition to the first setup, (3) the third system had additional Mg\textsuperscript{2+}, specifically half the amount needed to neutralize the system and (4)
in the fourth system all the amount of Mg$^{2+}$ necessary to fully neutralize the system was added. This resulted in four systems where the amount of Mg$^{2+}$ cations gradually increased. All the four systems were generated from the crystal structure of GAC RNA in its folded state (PDB ID: 1HC8) [21] after removing the bound protein. The AMBER force field for nucleic acids was employed to model the RNA [22–24], while the four-point optimal-point-charge (OPC) model [25] was used for water together with compatible ion parameters [26,27]. A large rhombic dodecahedron simulation box containing approximately 170000 atoms was constructed by specifying edges distant 3 nm from all RNA atoms. The systems were energy minimized and subjected a multi-step equilibration procedure lasting a total of 1.5 ns: thermalization to 300 K in the NVT ensemble was conducted through the stochastic velocity-rescaling thermostat [28], with soft position restraints on the RNA heavy atoms and crystal ions; the restraints were gradually removed in the subsequent NPT simulations using the Parrinello-Rahman barostat [29]. In the production phase, each system was simulated through unbiased MD for 10 ns in the NPT ensemble using soft position restraints on the RNA heavy atoms, so as to exclude solute dynamics effects. Simulations of the pure solvent (i.e., with no solute) having consistent salt concentrations, as required by the WAXSis and Capriqorn software packages, were performed in the NVT ensemble for 5 ns. All the MD simulations were performed using GROMACS version 2018.4 [30].

2.2 Different approaches to compute the SAXS spectra

We considered four software packages that allow to compute SAXS spectra of biomolecular structures sampled by MD simulations: PLUMED [31], CRYSOL [32,33], WAXSis [34] and Capriqorn [35]. The former two can be broadly classified as implicit-solvent methods, since the spectra are evaluated using the solute coordinates and introducing corrections to account for solvent effects, while the latter two as explicit-solvent methods, since the contribution of the solvent enters explicitly in the estimation of the total scattering signal. In particular, the subtraction of the solvent contribution is done analyzing a separately-generated pure-solvent trajectory.

In PLUMED, the SAXS spectrum is obtained through the standard Debye equation, where a summation runs over all pairs of $N$ atoms in the solute, resulting in a sum of $\frac{N(N-1)}{2}$ terms. Since the PLUMED implementation is designed to allow SAXS intensities to be restrained on-the-fly [36], this calculation typically needs to be done at every step during an MD simulation. From a computational standpoint, this becomes highly expensive when applied to a structure in an all-atom representation. To mitigate this issue, a coarse-grained representation of the system has been implemented [37], where the summation runs over $M$ beads, with $M \ll N$. For this purpose, bead structure factors have been determined, which also include the contribution from the excluded volume as formulated in Ref. [38]. Since frames are analyzed independently of each other, when applied on a MD trajectory, the method allows determining the SAXS spectrum of each frame. We here show results obtained with both the atomistic representation and the faster coarse-grained representation.

In CRYSOL, the SAXS spectrum is computed from the solute coordinates through a spherical harmonics expansion procedure. Besides adding a contribution for the excluded volume, the method also introduces an empirical correction to account for the hydration layer around the solute. As in PLUMED, the frame-by-frame spectra can be obtained from an MD trajectory. We here show results obtained using both CRYSOL 2 [32] and CRYSOL 3 [33]. The two versions are different in how the hydration shell and its scattering are evaluated. For both CRYSOL versions, the SAXS spectra for all the MD trajectory frames were computed in the range $q \in [0, 0.3] \, \text{Å}^{-1}$, with a grid spacing of 0.01 Å$^{-1}$, a maximum order of harmonics of 20, and default parameters.

In WAXSIS, both solute and solvent coordinates from an MD simulation are used to estimate the SAXS spectrum. As a result, all contributions from the solvent are included explicitly in the computation. The method relies on an envelope that is constructed to include all solute atoms and solvent atoms at sufficient distance from the solute so as to account for solvent effects. Notably, a second simulation of the sole solvent, i.e., where no solute is present, with consistent ionic conditions is also required by the program to accurately conduct solvent subtraction. Indeed, this procedure, including two simulations, ensures a framework which is closest to the experimental setting, where the final spectra is obtained as the difference of two measures, a first one on the sample containing the solute in solution and a second one with only the solvent. By processing the whole MD trajectories, the software returns the average SAXS spectrum. However, it does not provide the frame-by-frame spectra. We here show results obtained for different choices of the envelope width.

The Capriqorn procedure is rather similar to the one implemented in WAXSIS and thus to the experimental conditions, as two separate simulations are also conducted here. In the simulation of the whole system, the solvent within a certain distance from the solute is selected for the computation of the spectrum. In the simplest choice, the value for the radius of a sphere centered in the solute can be specified, tough other options for the geometry are available. Additionally, the width of a shell in the region farther from the solute needs to be specified, which is used to perform a solvent matching step with the simulation containing only the solvent. Contrarily to WAXSIS, besides the final average spectrum, the frame-by-frame SAXS spectra can also be obtained from an MD trajectory using Capriqorn. We here show results obtained for different choices of the sphere radius and of the shell width.
The Guinier fit procedure, that allows computing the \( R_g \) from the relation \( \ln I(q) = \ln I_0 - \frac{(R_g^2)^2 q^2}{2} \), was carried out on the SAXS spectra. In particular, points in the range \( q \in [0.02, 0.06] \) Å\(^{-1}\) of the spectra in the \( \ln I(q) vs q^2 \) form were employed for the linear fit. The statistical functions module of Scipy (scipy.stats) \[39\] was used to perform the fit. The \( R_g \) from the coordinates was computed with MDTraj \[40\].

2.3 Comparison of SAXS spectra

The available experimental SAXS spectra were in the range \( q \in [0.021, 0.269] \) Å\(^{-1}\). To allow for a comparison with the spectra computed from the MD trajectories on the same \( q \) grid, the points at \( q < 0.021 \) Å\(^{-1}\) were extrapolated applying the Guinier fitting procedure as described above. The experimental SAXS curves were further smoothed through Gaussian Kernel regression to reduce the effect of the experimental noise when comparing with the spectra predicted using the different software packages. The Kernel regression was performed through a python script making use of Numpy \[41\]. The comparison was finally conducted in the range \( q \in [0, 0.27] \) Å\(^{-1}\) with a grid pace of 0.01 Å\(^{-1}\). In particular, distance matrices between pairs of \( i \) and \( j \) spectra were determined by estimating the distance \( d \) as:

\[
d(i,j) = \sqrt{\frac{\sum_q (\ln \tilde{I}_i(q) - \ln \tilde{I}_j(q))^2}{N_q}}
\]

where \( N_q = 28 \) and \( \tilde{I} \) were the spectra aligned at \( q = 0 \) Å\(^{-1}\), obtained via:

\[
\ln \tilde{I}_i(q) = \ln I_i(q) - \ln I_i(q_0)
\]

Here \( I_i(q) \) represent the spectrum obtained by analyzing an entire trajectory with one of the used methods.

For methods capable of computing the spectrum of an individual frame, the comparison was also performed frame-by-frame. In this case, the distance was computed as:

\[
d(i,j) = \sqrt{\frac{\sum_{q,t} (\ln \tilde{I_i}(q,t) - \ln \tilde{I_j}(q,t))^2}{N_qN_t}}
\]

where \( N_t \) was the number of frames in the trajectory, and spectra were aligned using the average intensity:

\[
\ln \tilde{I}_i(q,t) = \ln I_i(q,t) - \ln I_i(q_0)
\]

Principal component analysis (PCA), as implemented in the Scikit-learn library \[42\], was also conducted on the pool of the different SAXS spectra. The first two components, accounting for 99.27% of the variance, were retained and used in the analysis.

![Fig. 1 Comparison of SAXS spectra computed from the MD simulations using four different software packages.](image)

In a previous work, we performed biased and unbiased MD simulations on GAC RNA under varying ionic conditions \[20\]. In particular, four different setups were considered for unbiased simulations, where the concentration of Mg\(^{2+}\) cations was gradually increased. The simulations were started from the GAC folded state (see Sect. 2). Notably, relevant solute dynamics was excluded by applying soft position restraints on the heavy atoms of the RNA molecule, while allowing for adequate sampling of the systems’ solvent. Herein, further analyses were conducted on the available MD trajectories to achieve a more comprehensive comparison of different existing methods to compute SAXS spectra from MD simulations. Specifically, we examined results obtained from the software PLUMED \[31\], CRYSSOL \[32,33\], WAXSIS \[34\] and Capriqorn \[35\].

The SAXS spectra computed from the MD trajectories of the four different considered systems, using each one of the different software packages under examination, are displayed in Fig. 1 in the classical \( I \) vs \( q \) form, where the scattering intensity \( I \) is in arbitrary units and the scattering vector \( q \) is in Å\(^{-1}\). For the implicit-solvent methods, namely PLUMED and CRYSSOL (Fig. 1, top panels), coincident SAXS spectra were obtained for all the systems. This is expected, as only the solute coordinates enter in the computation of the spectra, and possible differences due to solute dynamics were limited by the restraints applied to the RNA. Conversely, both methods that take explicitly into account the contributions from the solvent, i.e., WAXSIS and
Capriqorn, displayed some discrepancies in response to the varying ionic conditions in the region at $q < 0.1 \text{ Å}^{-1}$. Most notably, WAXSIS and Capriqorn demonstrated a consistent behavior, with SAXS spectra computed in sole presence of K$^+$ and no Mg$^{2+}$ having a slightly higher intensity than those obtained in presence of Mg$^{2+}$. In particular, Capriqorn resulted more sensitive to the presence of Mg$^{2+}$ in different amounts, while in the case of WAXSIS, the spectra were nearly indistinguishable. Nevertheless, in all cases, the different ionic conditions explored in the present study did not produce remarkable discrepancies in the overall computed SAXS spectra.

The Kratky form of the spectra, where $Iq^2$ is displayed against $q$, is indicative of the degree of compactness of the solute structure [11]. In particular, the shape of the curve is typically monitored to assess folded and unfolded states of the solute [11,44]. Herein, solute dynamics was excluded to focus on the effect of the solvent, thus the observed discrepancies can be associated with diverse solvent conditions. Figure 2a shows the Kratky plots obtained for the system with only K$^+$ using the different methods. As can be observed from the figure, differences were present and became more marked in the region at $q > 0.1 \text{ Å}^{-1}$, where the contribution from the solvent is larger. In particular, all implicit-solvent methods, i.e., PLUMED and CRYSOL in both versions 2 and 3, were similar to each other, displaying higher values for $Iq^2$. Conversely, explicit-solvent methods resulted in profiles with lower $Iq^2$. The Guinier fit procedure (see Sect. 2), which allows determining the solute’s radius of gyration ($R_g^*$, where $*$ denotes that $R_g$ was computed from the SAXS spectra), was also performed on the same spectra. The fits on the explicit-solvent spectra returned higher values of $R_g^*$ of 16.8 Å and 16.7 Å, for Capriqorn and WAXSIS respectively. Interestingly, CRYSOL version 2 also resulted in a $R_g^*$ of 16.7 Å, while the one computed through PLUMED was significantly lower (16.1 Å). CRYSOL version 3 sat in between of PLUMED and explicit-solvent approaches, with a $R_g^*$ of 16.4 Å. As a reference, the $R_g$ computed from the solute coordinates was 16.2 Å.

The difference between all the software packages is summarized in a pair-wise distance matrix (Fig. 3a). As a reference, we also included experimental SAXS spectra measured in presence of K$^+$ and Mg$^{2+}$ from a previous work [43]. As already noted, differences existed between the different methods for computing the spectra. In particular, all software produced spectra that were remarkably different from the experimental one obtained with K$^+$. This was true also for the experimental spectra measured in presence of Mg$^{2+}$, although in this case the differences were less marked. Notably, for each method, no remarkable dependence on the varying ionic conditions was apparent, as already observed. We also performed a principal component analysis (PCA) on the compared methods. The projection on the first two components (Fig. 3b), which accounted for more than 99% of the total variance, located the experimental K$^+$ spectrum the farthest from all the computed spectra, at PC1≈1.5 and PC2≈1.75. The experimental Mg$^{2+}$ spectrum, located at PC1≈0.5 and PC2≈0.75, was still evidently separate but closer to the SAXS spectra computed through the different software packages, and being in no particular vicinity with respect to any of them. Notably, all the spectra computed with the different methods for the system with K$^+$ only were grouped in the region centered at about PC1 ≈ 0.8 and PC2 = −0.5, with PLUMED and CRYSOL being almost coincident. Differently, in the case of the system with the highest amount of Mg$^{2+}$, Capriqorn, WAXSIS and CRYSOL were close in the region center at about PC1≈0.0 and PC2≈0.9, while PLUMED was in sepa-
Fig. 3 Comparison of different methods and systems. a The distance matrix reports the root square difference between pairs of SAXS spectra, computed using different software packages (labels on top of the dashed curly brackets) and considering systems at varying ionic conditions (labels on the matrix axes: K, Mg0, MgH and MgA have increasing Mg\(^{2+}\), see systems 1–4 in Sect. 2) for each method. In particular, the spectrum for each system was computed with PLUMED using the Martini beads representation, CRYSOL version 2, WAXSiS with envelope width of 10 Å, and Capriqorn with radius=40 Å and shell width=7 Å. Note that the experimental spectra obtained in presence of K\(^{+}\) only or K\(^{+}\) and Mg\(^{2+}\) cations (first two elements of the matrix) were also included in the analysis. b Projection along the first two components obtained from principal component analysis (PCA) on the SAXS spectra compared in the distance matrix. System labels are consistent with the above matrix, while P, C, W and Q stand for PLUMED, CRYSOL, WAXSiS and Capriqorn, respectively.

rate region. Most of the other spectra were concentrated in the region at PC1≈ − 0.5 and PC2≈0.25.

Finally, for the same system containing only K\(^{+}\) we compared in a distance matrix all of the different methods to compute SAXS spectra from MD trajectories, while in particular exploring different choices of the parameters that can be controlled by the user (Fig. 4). The matrix showed that, in general, implicit-solvent methods displayed higher similarity between them than to the methods that included the solvent in the computation of the spectra (lower half of the matrix in Fig. 4). Additionally, the picture did not change when conducting the comparison on the frame-by-frame spectra for the same MD trajectory, where possible (upper half of the matrix in Fig. 4). Furthermore, for each software package, the overall picture was independent of the specific choice of the parameters.

4 Discussion

In this study, we compared the results obtained from different methods that allow computing SAXS spectra from MD simulation trajectories. Specifically, we focused on the implementations of the PLUMED [31], CRYSOL [32,33], WAXSiS [34] and Capriqorn [35] software packages and computed the spectra for four different MD simulations of the same system under diverse ionic conditions. Most importantly, the structure of the solute, namely the GTPase-associated center (GAC) RNA, was kept fixed through soft position restraints,
so as to neglect solute dynamics and focus on solvent effects. Raw spectra and a python notebook that can be used to reproduce the figures reported in the Results section can be found at https://github.com/bussilab/comparison-saxs.

For a given MD simulation, the comparison of the SAXS spectra in the low-q regime ($q < 0.3$ Å$^{-1}$) highlighted an appreciable difference between implicit-solvent and explicit-solvent methods in computing the SAXS spectra. Indeed, implicit-solvent approaches, i.e., PLUMED and CRYSOL, produced similar results and thus grouped together (Fig. 4). Explicit-solvent methods, i.e., WAXSiS and Capriqorn, also generated compatible spectra that were clearly distinguishable from the implicit-solvent ones. A clear advantage of implicit-solvent schemes, where the SAXS spectra are estimated using the solute coordinates and accounting for solvent effects by introducing corrections, is the speed of computation. This can be of critical relevance within an MD framework in those cases where the spectra need to be computed on-the-fly during the simulation. In such a scenario, a further boost can be achieved through a coarse-grained representation of the system, as implemented in PLUMED. Notably, while the all-atom representation is used for the MD simulations, the system is projected into a Martini bead representation for the sole purpose of computing the SAXS spectrum. This procedure was observed to produce coincident results with spectra computed from an all-atom representation in the low-q regime ($q < 0.3$ Å$^{-1}$) for a variety of systems [37], and was herein confirmed with an independent result (Fig. 4). Contrarily, explicit-solvent approaches, that include the contribution from solvent molecules explicitly in the calculation, are computationally more demanding. However, the procedure is designed so as to be as close as possible to the experimental one, since an additional simulation with no solute is typically required in order to conduct the solvent subtraction. It is worth noticing that, in such a scenario, the explicit-solvent framework gives the possibility to explicitly model different solvent conditions. Nevertheless, in the case of the varying ionic conditions with fixed RNA structure that we inspected herein, the effect observed was rather minimal (Fig. 3). Therefore, the observed discrepancies between implicit and explicit-solvent approaches can be mainly ascribed to the inclusion of the water contribution in the computation of the SAXS spectra. In particular, we can hypothesize this to be related to a structured solvation shell resulting from the highly charged RNA biomolecule [20].

As already stressed, to focus on the role of the solvent, we intentionally neglected the effect of structural dynamics in our simulations through the application of position restraints to the RNA molecule. However, when comparing the computed SAXS spectra with experimental ones, such effect can become particularly critical. Herein, we also compared the results from the different software packages with experimental SAXS data obtained for GAC RNA in presence of K$^+$ or Mg$^{2+}$ [43]. In particular, the experiments suggested that K$^+$ favored more extended conformations of GAC, while Mg$^{2+}$ favored the folded state. Notably, our systems were constructed with the RNA molecule in its folded conformation, as found in crystal structures [21,45]. Nevertheless, it is interesting to note that none of the solvent conditions that we examined found agreement with neither of the experimental SAXS spectra. Indeed, in a separate work, we have observed that a mixture of compact and extended conformations was necessary to correctly reproduce the experimental SAXS spectrum obtained in presence of Mg$^{2+}$ [20]. When different conformations are accessible in solution, experimental SAXS measurements return the average signal resulting from such conformational ensembles. As such, reasoning in terms of structural ensembles, and thus allowing the solute to sample different conformations during the MD simulations, can be of pivotal importance to conduct a meaningful comparison with reference experimental data. However, achieving an exhaustive sampling of solutes’ conformational space through unbiased MD simulations is most times intractable. Thus, resorting to enhanced sampling approaches can be a successful strategy [46]. In this respect, using implicit-solvent spectra, which can be computed on-the-fly without severely affecting the MD simulation performance, as collective variables can be of striking support. Notwithstanding their limited accuracy, the exploration of a broad variety of structures corresponding to heterogeneous SAXS spectra [20] or the direct enforcement of experimental data during the MD [36] can produce valuable starting ensembles on which conducting more accurate reweighting procedures [20,47].

Concerning the simulations inspected in this work, where only compact conformations were considered for the solute and conformational dynamics was excluded, we have observed that the radius of gyration computed for the SAXS spectra through Guinier fit ($R_g^*$) was higher for explicit-solvent methods with respect to the pure-solute approaches implemented in PLUMED and CRYSOL 3 (Fig. 2b). Interestingly, the CRYSOL 2 was able to produce an $R_g^*$ value consistent with explicit-solvent methods, despite the SAXS spectrum demonstrated higher similarity with the one computed with the other implicit-solvent methods (Fig. 4). Nevertheless, this effect might be non-systematic and could be non-trivially predictable for extended structures [20].

Finally, for each software package, we explored diverse choices for the parameters that can be specified by the user. Indeed, while implicit-solvent approaches rely solely on the solute structure factors and possible corrections to account for solvation effects, explicit-solvent methods have a wider variety of parameters that can be tuned (see Sect. 2). As a result, we observed that the results weakly depended on the set of parameters that we considered.

In conclusion, our comparison of state-of-the-art software packages that are available to back-calculate SAXS spectra from MD simulations highlighted how the effects of the solvent can be appreciable even in the low-q regime. Therefore, we suggest that the choice should be adapted depending on the specific scientific scope. In particular, when aiming at a comparison
with experimental SAXS data, explicit-solvent methods should be employed. Conversely, when a wider exploration of the solute conformational space is sought, less accurate but computationally more effective implicit-solvent approaches might be a more suitable option.
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