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Abstract

We study the problem of computing the upper bound of the discrete Fréchet distance for imprecise input, and prove that the problem is NP-hard. This solves an open problem posed in 2010 by Ahn et al. If shortcuts are allowed, we show that the upper bound of the discrete Fréchet distance with shortcuts for imprecise input can be computed in polynomial time and we present several efficient algorithms.

1 Introduction

The Fréchet distance is a natural measure of similarity between two curves [7]. The Fréchet distance between two curves is often referred to as the “dog-leash distance”. Imagine a dog and its handler are walking on their respective curves, connected by a leash, and they both can control their speed but cannot walk back. The Fréchet distance of these two curves is the minimum length of any leash necessary for the dog and the handler to move from their starting points on the two curves to their respective endpoints. Alt and Godau [7] presented an algorithm to compute the Fréchet distance between two polygonal curves of \( n \) and \( m \) vertices in \( O(nm \log(nm)) \) time. There has been a lot of applications using the Fréchet distance to do pattern/curve matching. For instance, Fréchet distance has been extended to graphs (maps) [6, 10], to piecewise smooth curves [26], to simple polygons [11], to surfaces [5], to network distance [16], and to the case when there is a speed limit [24], etc.

On the other hand, Fréchet distance is sensitive to local errors, a small local change could change the Fréchet distance greatly. In order to handle this kind of outliers, Driemel and Har-Peled [13] introduced the Fréchet distance with shortcuts.

A slightly simpler version of the Fréchet distance is the discrete Fréchet distance, where only the vertices of polygonal curves are considered. In terms of using a symmetric example, we could imagine that two frogs, connected by a thread, hop on two polygonal chains and each can hop from a vertex to the next or wait, but can never hop back. Then, the discrete Fréchet distance is the minimum length thread for the two frogs to reach the ends of their respective chains. When we add a lot of points (vertices) evenly on two polygonal chains, the discrete Fréchet distance gives a natural approximation for the (continuous) Fréchet distance. The discrete Fréchet distance is more suitable for some applications, like protein structure alignment [17, 30], in which case each vertex represents the \( \alpha \)-carbon atom of an amino acid. In this case, using the (continuous) Fréchet distance would produce some result which is not biologically meaningful. In this paper, we focus on the discrete Fréchet distance.

It takes \( O(mn) \) time to compute the discrete Fréchet distance using a standard dynamic programming technique [14]. Recently, this bound was slightly improved [2]. Most of the important applications regarding the discrete Fréchet distance are biology-related [15, 17, 23, 30]. Some of the other applications using the discrete Fréchet distance just study the corresponding problem using the (continuous) Fréchet distance. For instance, given a polygonal curve \( P \) and set of points \( S \), Maheshwari et al. studied the problem of computing a polygonal curve through \( S \) which has a minimum Fréchet distance to \( P \) [25]. The corresponding problem using the discrete Fréchet distance is studied in [29].

It is worth mentioning that, symmetric to the Fréchet distance with shortcuts [13], the discrete Fréchet distance with shortcuts was also studied by Avraham et al. recently [8]. A novel technique, based on distance selection, was designed to compute the discrete Fréchet distance with shortcuts efficiently. In Section 4, we will also use the discrete Fréchet distance with shortcuts to compute the corresponding upper bounds for imprecise input.
The computational geometry with imprecise objects has drawn much interest to researchers since a few years ago. There are two models: one is the continuous model, where a precise point is selected from an erroneous region (say a disk, or rectangle) [23]; the other is the discrete or color-spanning model, where a precise point is selected from several discrete objects with the same color and all colors must be selected [3]. We will mainly focus on the continuous model, but will also touch the color-spanning model. (There is another probabilistic model, which is not relevant to this paper. Hence, we will skip that one.) A lot of algorithms have been designed to handle imprecise geometric problems on both models. For the continuous model, there are algorithms to handle imprecise data for computing the Hausdorff distance [21], Voronoi diagram [27], planar convex hulls [18, 23] and Delaunay triangulations [20, 22].

Ahn et al. studied the problem of computing the discrete Fréchet distance between two imprecise point sequences, and gave an efficient algorithm for computing the lower bound of the distance and efficient approximation algorithms for the corresponding upper bound (under a realistic assumption) [3, 4]. It is unknown whether computing the discrete Fréchet distance upper bound for imprecise input is polynomially solvable or not, so Ahn et al. left that as an open problem [3, 4]. In this paper, we proved that the problem is in fact NP-hard. We also consider the same problem under the discrete Fréchet distance with shortcuts and give efficient polynomial-time solutions.

The paper is organized as follows. In Section 2, we give the necessary definitions. In Section 3, we prove that the discrete Fréchet distance upper bound for imprecise input is NP-hard, which is separated into several subsections due to the difficulty. In Section 4, we consider the problem of computing the discrete Fréchet distance upper bound for imprecise input. In Section 5, we conclude the paper.

2 Preliminaries

Throughout this paper, we use \(d(a, b)\) for the Euclidean distance between points \(a\) and \(b\), possibly in \(\mathbb{R}^k\), where \(k\) is any positive integer.

We first define the discrete Fréchet distance as follows. Let \(A = (a_1, \ldots, a_n)\) and \(B = (b_1, \ldots, b_m)\) be two sequences of points of size \(n\) and \(m\) respectively, in \(\mathbb{R}^k\). The discrete Fréchet distance \(d_{dF}(A, B)\) between \(A\) and \(B\) is defined using the following graph. Given a distance \(\delta > 0\) and consider the Cartesian product \(A \times B\) as the vertex set of a directed graph \(G_\delta\) whose edge set is

\[
E_\delta = \left\{ \begin{array}{c} \{(a_i, b_j), (a_{i+1}, b_j)\} & |d(a_i, b_j), d(a_{i+1}, b_j) \leq \delta\} \cup \\
\{(a_i, b_j), (a_i, b_{j+1})\} & |d(a_i, b_j), d(a_i, b_{j+1}) \leq \delta\} \cup \\
\{(a_i, b_j), (a_{i+1}, b_{j+1})\} & |d(a_i, b_j), d(a_{i+1}, b_{j+1}) \leq \delta\} \right. 
\]

Then, \(d_{dF}(A, B)\) is the smallest \(\delta > 0\) for which \((a_n, b_m)\) can be reached from \((a_1, b_1)\) in the graph \(G_\delta\).

**Definition** For a region \(q_i\), a precise point \(a_i\) is called a realization of \(q_i\) if \(a_i \in q_i\); For a region sequences \(Q = (q_1, q_2, \ldots, q_n)\), the precise point sequence \(A = (a_1, a_2, \ldots, a_n)\) is called a realization of \(Q\) if we have \(a_i \in q_i\) for all \(1 \leq i \leq n\).

For the discrete Fréchet distance of imprecise input, we use the same notions such that the realization of an imprecise input sequence as in [3]. To be consistent with these notations, we also use \(F(A, B)\) to denote the discrete Fréchet distance between \(A\) and \(B\) (i.e., \(F(A, B) = d_{dF}(A, B)\)).

**Definition** For two region sequences \(Q = (q_1, q_2, \ldots, q_n)\) and \(H = (h_1, h_2, \ldots, h_m)\), \(A = (a_1, a_2, \ldots, a_n)\) (resp. \(B = (b_1, b_2, \ldots, b_m)\)) is a possible realization of \(H\) (resp. \(Q\)) if we have \(a_i \in q_i, b_j \in h_i\) for all \(1 \leq i \leq n, 1 \leq j \leq m\). The Fréchet distance upper bound \(F^{\text{max}}(Q, H) = \max\{F(A, B)\}\), where \(A\) (resp. \(B\)) is a possible realization of \(Q\) (resp. \(H\)).

We comment that for region (or imprecise vertex) sequences, to obtain decent algorithmic bounds, we mainly focus on the regions as balls (disks in 2d) in Section 4. (Though with some extra twist, it might be possible to handle square or rectangular regions as well.) But in the proof of NP-hardness, the imprecise regions are rectangles in Section 3.

We show in the next section that computing \(F^{\text{max}}(Q, H)\) is NP-hard, which was an open problem posed by Ahn et al. in [3].
Figure 1: Illustration of the constructed directed colored graph $G$ from 3SAT. We also use different shapes for different clause vertices.

3 Computing the discrete Fréchet distance upper bound of imprecise input is NP-hard

In this section, we prove that deciding $F_{\text{max}}(Q, H) \leq \epsilon$ is NP-hard. In fact, this holds even when $H$ is a precise vertex sequence, and $Q$ is an imprecise vertex sequence (where each vertex is modeled as a rectangle, not necessarily axis aligned). As the proof is quite complex, we separate it in several parts.

3.1 NP-hardness of an induced subgraph connectivity problem of colored sets

Firstly, we prove that another induced subgraph connectivity problem of colored sets is NP-hard, which is useful for the proof of deciding $F_{\text{max}}(Q, H) \leq \epsilon$. We define the induced subgraph connectivity problem of colored sets (ISCPCS) as follows: let $G$ be the graph with $n$ vertices and each vertex is colored by one of the $m$ colors in the plane, a fixed source vertex $s$, a fixed destination vertex $t$, and some directed edges between the vertices (where no two edges cross), choose an induced subgraph $G_s$ consisting of exactly one vertex of each color such that in $G_s$ there is no path from $s$ to $t$. For an example, see Figure 1. We prove that the ISCPCS problem is NP-hard by a reduction from 3SAT.

Lemma 3.1 ISCPCS is NP-hard.

The detailed proof is in the appendix, an example is given in Figure 1.

3.2 The free space diagram

The free space diagram of the discrete Fréchet distance between a realization of $Q, H$ is composed of a grid of $n \times m$ cells, where $n$ and $m$ are the number of vertices in $Q$ and $H$ respectively. We first consider the case when both $Q, H$ are precise. In this case, let $q_i$ and $h_j$ denote the $i$-th and $j$-th vertex of $Q, H$ respectively. Each pair $(q_i, h_j)$ corresponds to the cell in the $i$-th row and the $j$-th column. From the definition of the discrete Fréchet distance, it corresponds to a monotone path in the grid from cell $(1,1)$ to $(n,m)$. In the sequel, for the ease of description, we sometimes loosely call such a path “a monotone path”. We cover the details regarding such a path next.

Cell $C[i,j] = (q_i, h_j)$ is painted white if $d(q_i, h_j) \leq \epsilon$, which indicates that this cell can be passed by a potential monotone path. Cell $C[i,j] = (q_i, h_j)$ is painted gray if $d(q_i, h_j) > \epsilon$, which indicates that this grid cannot be passed by any monotone path. Each cell $C[i,j]$ could reach its monotone neighboring cell $C[i,j+1], C[i+1,j]$ or $C[i+1,j+1]$ if both of them are painted white. The discrete Fréchet distance is the minimum $\epsilon$ such that there is a path from cell $(1,1)$ to $(n,m)$ and the path is monotone in both horizontal and vertical directions. See Figure 2(a) for an example.
Figure 2: Illustration of the free space diagram of discrete Fréchet distance with precise input (a); and, the free space diagram of discrete Fréchet distance with imprecise input (b).

Figure 3: Illustration of the variable gadget and clause gadget.

Now, we consider the free space diagram when $H = (h_1, h_2, ..., h_m)$ is a precise vertex sequence and $Q = (q_1, q_2, ..., q_n)$ is an imprecise region sequence. There are several cases below.

- (1) If $d(q, h_j) \leq \epsilon$, $\forall q \in q_i$, then the cell $C[i, j]$ is painted white and could be passed.
- (2) If $d(q, h_j) > \epsilon$, $\forall q \in q_i$, then the cell $C[i, j]$ is painted gray and cannot be passed.
- (3-a) There are two vertices $h_i, h_j$ and an imprecise vertex $q_k$ satisfying either $d(q, h_i) \leq \epsilon$ or $d(q, h_j) \leq \epsilon$, $\forall q \in q_k$, see Figure 3(a). Then, we paint the cell $C[k, i], C[k, j]$ with the same color, which show that either $C[k, i]$ or $C[k, j]$ can be passed, see Figure 2(b). This case will be designed as a variable gadget.
- (3-b) There are three vertices $h_i, h_j, h_k$ and an imprecise vertex $q_x$ satisfying $d(q, h_i) \leq \epsilon$, or $d(q, h_j) \leq \epsilon$ or $d(q, h_k) \leq \epsilon$, $\forall q \in q_x$, see Figure 3(b). Then we paint the cell $C[x, i], C[x, j]$ and $C[x, k]$ with the same color. This case can be designed as a clause gadget. Of course, it is possible that more than one of the cells $C[x, i], C[x, j], C[x, k]$ might be passed at the same time. But our objective is to make the discrete Fréchet distance as large as possible when only one of them is passed.

In fact, there could be more complicated cases than the three cases above, but we do not need them in our construction.

### 3.3 The grid graph for the color-spanning set

The free space diagram of the discrete Fréchet distance is really a directed grid graph. Now we show how to convert the ISCPCS instance, e.g., in Figure 1, into a grid graph. The basic steps are as follows: the grid has $n + m + 3$ rows and $3m + 2n$ columns, and the colored cells in the grid correspond to the colored vertices in ISCPCS. The details are step by step as follows.

1. For the first row (from bottom up), all the cells are painted white, which means that all cells can be passed. The motivation is to make the starting cell (the lower-left cell $C[1, 1]$, which corresponds to the start node $s$ in ISCPCS) in the grid graph reachable to all the colored clause cells (which correspond to clause vertices in ISCPCS).
Figure 4: Illustration of the equivalence relation between the free space diagram (grid graph) and ISCPCS in Figure[1].
The horizontal coordinates denote the precise points, while the vertical coordinates denote the imprecise points. A white cell means it can be passed, while the gray cell means they could not be passed, and the cells painted by the same color (and with the same number) means any one of them can be passed.

2. From the 2nd row to the \((m + 1)\)-th row \((m)\) is the number of clauses in the 3SAT instance from which the ISCPCS instance is constructed), each row has three cells with the same color. We call them clause cells, corresponding to the three clause vertices of the same color in ISCPCS. Each column has at most one clause cell. If there is a clause cell \(C(k, j)\) in the \(j\)-th column, then the cells \(C[i, j], 2 \leq i \leq n + 1, i \neq k\), are painted white and could be passed. If there is no clause cell in the \(j\)-th column, then cells \(C[i, j], 2 \leq i \leq n + 1\), are painted gray and could not be passed.

3. We do not put any clause cell in the \((m + 2)\)-th row. If there exists a clause cell \(C[k, j], 2 \leq k \leq n + 1\), in the \(j\)-th column, then \(C[m + 2, j]\) is painted white and can be passed; otherwise, the cell \(C[m + 2, j]\) is painted gray and could not be passed.

4. From the \((m + 3)\)-th row to the \((n + m + 2)\)-th row \((n)\) is the number of variables in the 3SAT instance from which the ISCPCS instance is constructed), each row has two cells with the same color. We call them variable cells, which correspond to two variable vertices in the ISCPCS instance. (For an example, see the cells painted with number 4 in Figure[3]) Each column has at most one variable cell. If there is a variable cell \(C[k, j]\) in the \(j\)-th column, then the cells \(C[i, j], m + 3 \leq i \leq n + m + 2, i \neq k\), are painted white and could be passed. If there is no variable cell in the \(j\)-th column, then cells \(C[i, j], m + 3 \leq i \leq n + m + 2, i \neq k\), are painted by gray and could not be passed.

5. For the last row (from bottom up), all the cells are painted white, which means that all cells can be passed. The motivation is to make sure that all the variable cells can connect to the final cell (the upper-right cell) in the grid graph, which corresponds to the destination node \(t\) in ISCPCS.

6. There are a total of \((3m + 2n)\) columns in the grid graph. If there are \(k\) clause vertices connecting to a fixed variable vertex in ISCPCS, then there are \(k\) clause cells connecting to a variable cell (say, \(C[i, j]\)). The \(k\) clause cells are located from the \((j - k)\)-th column to the \((j - 1)\)-th column, and the order of these columns are adjusted to make those \(k\) clause cells arranged from lower-left to upper-right. (For an example, see Figure[4]) This unique design can ensure that any monotone path from \(C[1, 1]\) to \(C[n + m + 3, 3m + 2n]\) has to pass one clause cell and one variable cell connect to it.

3.4 Realizing the grid graph geometrically

To complete the proof that deciding \(F_{\text{max}}^{\text{grid}}(Q, H) \leq \epsilon\) is NP-hard, we need to construct a precise vertex sequence \(H = (h_1, h_2, ..., h_{3m+2n})\) and an imprecise vertex sequence \(Q = (q_1, q_2, q_3, ..., q_{n+m+3})\) (where each imprecise vertex is modeled as a rectangle) such that the free space grid graph constructed above can be geometrically realized.

Throughout the remaining parts, let \(C(a, r)\) (resp. \(D(a, r)\)) be a Euclidean circle (resp. disk) centered at \(a\) and with radius \(r\). The rectangles used to model imprecise points do not need to be along the same direction. The general idea of realizing the grid graph geometrically is as follows.
one vertex of each color in equivalent colored graph

Computing the upper bound of the discrete Fréchet-distance with imprecise input is NP-hard.

Theorem 3.2

1. For the 2nd to the \((m + 1)\)-th rows of the grid graph, we design the points \(P_i, M_i, i = 0, 1, 2, ..., m - 1\), which satisfy \(d(P_i, M_i) = \epsilon\) and \(d(P_i, M_j) \leq \epsilon - 2\epsilon' < \epsilon (\epsilon' \ll \epsilon)\) when \(i \neq j\). Each variable gadget is composed of three precise vertices \(h_{i_1}, h_{i_2}, h_{i_3}\) (\(i_1, i_2, i_3\) is the index of sequence \(H\)) and an imprecise vertex \(q_i\) as in Figure 3(b). \(h_{i_1}, h_{i_2}, h_{i_3}\) are located inside \(D(P_{i-2}, \epsilon')\), \(q_i\) is located inside \(D(M_{i-2}, \epsilon')\) when \(2 \leq i \leq m + 1\). All the points \(P_i, i = 0, 1, 2, ..., m - 1\) are located in a small region with diameter less than \(\epsilon/10\).

2. For the \((m + 3)\)-th to the \((n + m + 3)\)-th rows, we design the points \(P'_i, M'_i, i = 0, 1, 2, ..., n - 1\), which satisfy \(d(P'_i, M'_i) = \epsilon\) and \(d(P'_i, M'_j) \leq \epsilon - 2\epsilon' < \epsilon\) when \(i \neq j\). Each clause gadget is composed of two precise vertices \(h_{i_1}, h_{i_2}\) and an imprecise vertex \(q_i\) as in Figure 3(a). \(h_{i_1}, h_{i_2}\) are located inside \(D(P'_{i-3}, \epsilon')\), \(q_i\) is located inside \(D(M'_{i-3}, \epsilon')\) when \(m + 3 \leq i \leq n + m + 2\). Again, all the points \(P'_i, i = 0, 1, 2, ..., n - 1\) are located in another small region with diameter less than \(\epsilon/10\).

3. \(d(P_i, M'_i) > 3\epsilon/2 > \epsilon, d(P'_i, M'_i) > 3\epsilon/2 > \epsilon\). \(d(p, q) \leq \epsilon\) when \(p \in D(P_i, \epsilon'), q \in D(P'_j, \epsilon'), i \neq j\), and \(d(p, q) \leq \epsilon\) when \(p \in D(P'_i, \epsilon'), q \in D(P'_j, \epsilon'), i \neq j\).

4. For the first and last row, the first imprecise vertex \(q_1\) and last imprecise vertex \(q_{n+m+3}\) are located in a region \(D((0, -3\epsilon/4), \epsilon')\) which is fully covered by any circle \(C(p, \epsilon)\) where \(p \in \bigcup D(P_i, \epsilon') (i = 0, 1, ..., m - 1)\) and circle \(C(p, \epsilon)\) where \(p \in \bigcup D(P'_i, \epsilon') (i = 0, 1, ..., n - 1)\).

5. For the \((m + 2)\)-th row, the vertex \(q_{m+2}\) is located inside a region \(D((0, 0), \epsilon')\), which is fully covered by the circle \(C(p, \epsilon)\) where \(p \in \bigcup D(P_i, \epsilon') (i = 0, 1, ..., m - 1)\) but not covered by any circle \(C(p, \epsilon)\) where \(p \in \bigcup D(P'_i, \epsilon') (i = 0, 1, ..., n - 1)\).

Due to space constraints, the details for realizing the grid graph are given in the appendix (Section 7.2).

Theorem 3.2 Computing the upper bound of the discrete Fréchet-distance with imprecise input is NP-hard.

Proof From our construction and Lemma 1, \(F^{max}(Q, H) > \epsilon\) if and only if there exist a choice that choose exactly one passable cell of each color such that there is no monotone path from lower-left cell to the upper-right cell in the equivalent free space grid graph, which holds on if and only there exist an induced subgraph \(G_s\) consist of exactly one vertex of each color in equivalent colored graph \(G\) such that in \(G_s\) there is no monotone path from \(s\) to \(t\), which in turn is true if and only if the corresponding 3SAT instance is satisfiable. The total reduction time is \(O((m + n)^2)\), and the theorem is proven. \(\blacksquare\)
4 The discrete Fréchet distance with shortcuts for imprecise input

As covered in the introduction, the discrete Fréchet distance is sensitive to local errors; hence, in practice, it makes sense to use the discrete Fréchet distance with shortcuts \(^8\). This is defined as follows. (We comment that this idea of taking shortcuts was used as early as in 2008 for simplifying protein backbones \(^9\).

**Definition** One-sided discrete Fréchet distance with shortcuts: For two point sequences \(A = (a_1, a_2, a_3, ..., a_n)\) and \(B = (b_1, b_2, b_3, ..., b_m)\), let \(F_c(A, B)\) denote the discrete Fréchet distance with shortcuts on side \(B\), where \(F_c(A, B) = \min \{ F(A, B') \} \) and \(B'\) is a non-empty subsequence of \(B\).

Alternatively, we can define the discrete Fréchet distance with shortcuts on side \(B\) as follows. We loosely call each edge appearing in the set \(E_\delta\) (in Def. 1) a match. Given a match \((a_i, b_j)\), the next match \((a_k, b_l)\) needs to satisfy one of the three conditions:

\begin{itemize}
  \item [a)] \(k = i + 1, l = j\);
  \item [b)] \(k = i, l > j\);
  \item [c)] \(k = i + 1, l > j\).
\end{itemize}

In \(^8\), Avraham et al. gave a definition of discrete Fréchet distance with shortcuts, they assumed no simultaneous jumps on both sides (i.e., case c) does not occur), though they claimed that their algorithm can be easily extended to this case when simultaneous jumps are allowed.

Now we define the discrete Fréchet distance with shortcuts for imprecise data as follows:

**Definition** \(F_1^\text{max}(U, W)\): For two region sequences \(U = (u_1, u_2, ..., u_n)\) and \(W = (w_1, w_2, ..., w_m)\), the upper bound of the discrete Fréchet distance with shortcuts on side \(W\) is defined as \(F_1^\text{max}(U, W) = \max \{ F_c(A, B) \}\), where \(A = (a_1, a_2, ..., a_n)\) (resp. \(B = (b_1, b_2, ..., b_m)\)) is a possible realization of \(U\) (resp. \(W\)) satisfying \(a_i \in u_i\) and \(b_j \in w_j\).

4.1 Computing \(F_1^\text{max}(U, W)\) when one sequence is imprecise

At first, we consider the case when \(U\) is a precise vertex sequence composed of \(n\) precise points in \(R^d\), and \(W\) is an imprecise vertex sequence, where each of the \(m\) imprecise points is modeled as a ball in \(R^d\).

Let \(u'_i\) denote the ball centered at \(u_i\) with radius \(\delta\), i.e., \(u'_i = D(u_i, \delta)\). Let \(M(i, j)\) denote the match or matching pair between \(u_i\) and \(w_j\).

For the discrete Fréchet distance with shortcuts on side \(W\), we only need to consider the jump from \(M(i, j)\) to \(M(i + 1, k) (k \geq j)\), and there is no need to consider the jump from \(M(i, j)\) to \(M(i, l)(l > j)\). This is due to that the match \(M(i, l)\) will jump to \(M(i + 1, l') (l' \geq l)\) finally when \(i < n\), and we can jump directly from \(M(i, j)\) to \(M(i + 1, l')\) without passing through \(M(i, l)\).

The algorithm to decide \(F_1^\text{max}(U, W) \leq \delta\) is as follows.

Starting from the starting matching pair \(M(1, j^*(1))\) to the ending matching pair \(M(n, j^*(n))\) if possible, where \(j^*(1)\) is the smallest \(k (1 \leq k \leq m)\) which satisfies that \(w_k \subseteq u'_i\), \(j^*(i)\) be the index of sequence \(W\) computed by the decision procedure \(F_1^\text{max}(U, W) \leq \delta\) below for each fixed \(i\), let \(S\) denote the set of those matches (or matching pairs) \(M(i, j^*(i))\).

\begin{enumerate}
  \item \(i = 1, j = 1\).
  \item While \((i \leq n)\)
    \begin{itemize}
      \item Find a smallest \(k (j \leq k \leq m)\) which satisfies that \(w_k \subseteq u'_i\).
      \item If \(k\) exists, let \(j^*(i) = k\), add the match \(M(i, j^*(i))\) to \(S\), and update \(j = k, i = i + 1\).
      \item Else return \(F_1^\text{max}(U, W) > \delta\).
    \end{itemize}
\end{enumerate}

Return \(F_1^\text{max}(U, W) \leq \delta\).

Fig.7 The decision procedure for \(F_1^\text{max}(U, W) \leq \delta\), where \(U\) is a precise sequence and \(W\) is an imprecise sequence.

We will show that the above procedure correctly decides whether \(F_1^\text{max}(U, W) \leq \delta\).

**Lemma 4.1** There exists a realization of \(W\) to make \(j^*(i)\) be the smallest index of sequence \(W\) such that \(M(i, j^*(i))\) is reachable by jump from \(M(1, j^*(1))\) for each fixed \(i\). That means there is no monotone increasing path from \(M(1, j^*(1))\) to \(M(i, j)\) when \(1 \leq j < j^*(i)\).
Proof We prove this lemma by an induction on \( i \).

(1) Basis: When \( i = 1 \), then there exists a realization \((b_1, b_2, \ldots, b_{j^*(1) - 1})\) of \((w_1, w_2, \ldots, w_{j^*(1) - 1})\) respectively which satisfies \( d(u_1, b_j) \leq \delta \) for \( 1 \leq j < j^*(1) \). Hence, there exists a realization of \( W \) which makes the matching \( M(1,j) \) is not reachable when \( 1 \leq j < j^*(1) \).

(2) Inductive hypothesis: We assume that there exists a realization \((b_1, b_2, \ldots, b_{j^*(k) - 1})\) of \((w_1, w_2, \ldots, w_{j^*(k) - 1})\) which makes \( M(k,j) \) \((1 \leq j < j^*(k))\) not reachable when \( i = k \).

(3) Inductive step: We consider the case when \( i = k+1 \). For \( M(k+1,j) \), \( j^*(k) \leq j < j^*(k+1) \) not in \( S \) then there exists a realization \((b_1, b_2, \ldots, b_{j^*(k) - 1})\) of \((w_1, w_2, \ldots, w_{j^*(k) - 1})\) which satisfies \( d(u_{k+1}, b_j) > \delta \), for \( j^*(k) \leq j < j^*(k+1) \). Based on the inductive hypothesis, there exists a realization \((b_1, b_2, \ldots, b_{j^*(k)})\) which makes \( M(k,j), 1 \leq j < j^*(k) \), not reachable. By combining the two parts, there exists a realization \((b_1, b_2, \ldots, b_{j^*(k)}, b_{j^*(k+1)} - 1)\) of \((w_1, w_2, \ldots, w_{j^*(k)}, w_{j^*(k+1)})\) which makes \( M(k+1,j) \), where \( 1 \leq j < j^*(k+1) \), not reachable.

Lemma 4.2 In \( \mathbb{R}^d \), given a precise vertex sequence \( U \) with size \( n \) and an imprecise vertex sequence \( W \) with size \( m \) (each modeled as a d-ball), whether \( F_1^{\text{max}}(U,W) \geq \delta \) can be determined in \( O(d(n+m)) \) time and space.

Proof If the above decision procedure returns \( \text{"} F_1^{\text{max}}(U,W) \geq \delta \text{"} \) when \( i = k+1 \), then there exists a realization of \( W \) to make \( M(k+1,j) \) not reachable, for \( k+1 < n \) and \( j^*(k) \leq j < m \), based on Lemma 4.1. That means \( F_1^{\text{max}}(U,W) \geq \delta \).

If the above decision procedure returns \( \text{"} F_1^{\text{max}}(U,W) < \delta \text{"} \), then there exists a monotone path from \( M(1,j^*(1)) \) to \( M(n,j^*(n)) \) for any realization of \( W \). The reason is that, for any \( i \) and \( j^*(i) \), \( M(i,j^*(i)) \in S \) implies \( w_{j^*(i)} \subseteq u'_i \), which makes \( F_1^{\text{max}}(U,W) \geq \delta \). The correctness is hence proven.

As for the running time, checking whether \( w_j \subseteq u'_i \) takes \( O(d) \) time. The decision procedure incrementally tests on a row- and column-monotone path. Therefore, it runs in \( O(d(m+n)) \) time and space.

Let \( \delta_{i,j} = d(u_i, c_j) + r_j \), where \( c_j \) and \( r_j \) are the center and radius of \( w_j \) respectively. For the optimization problem, there are a total of \( O(mn) \) events when \( \delta \) decreases continuously. Here, an event \( w_j \subseteq u'_i \) occurs when \( \delta \) increases to \( \delta_{i,j} \). Therefore, we can solve the optimization problem of computing \( F_1^{\text{max}}(U,W) \) in \( O(dmn \log mn) \) time by sorting \( \delta_{i,j} \)’s and performing a binary search. We show how to improve this bound below. We first consider the planar case in the next theorem.

Theorem 4.3 In \( \mathbb{R}^2 \), given a precise vertex sequence \( U \) with size \( n \) and an imprecise vertex sequence \( W \) with size \( m \), all modeled as disks in \( \mathbb{R}^2 \) with an equal radius, \( F_1^{\text{max}}(U,W) \) can be computed in \( O((m^{2/3}n^{2/3} + m + n) \log^3(m+n)) \) time.

Proof The event \( w_j \subseteq u'_i \) occurs when \( \delta = \delta_{i,j} \). We do not need to sort the \( O(mn) \) distances; instead, we can use the distance selection algorithm in [19] as follows. One can select the \( k \)-th smallest pairwise distance \( d_k \) in \( A \times B \), where \( A \) and \( B \) are two precise vertex sequences in the plane and \( |A| = n, |B| = m \). The running time of this distance selection algorithm is \( O((m^{2/3}n^{2/3} + m + n) \log^2(m+n)) \) [19]. By combining this distance selection algorithm and the binary search, we can compute \( F_1^{\text{max}}(U,W) \) in \( O((m+n) \log^2(\log mn) + (m^{2/3}n^{2/3} + m + n) \log^2(m+n) \log^2(\log mn)) \).

Unfortunately, the distance selection algorithm could not be extended to high dimensional space. Hence, in a dimension higher than two, we use a dynamic programming method to compute \( F_1^{\text{max}}(U,W) \).

Let \( U(i,j) \) (resp. \( W(i,j) \)) denote the partial sequence \( U(i,j) = (u_1, u_{i+1}, \ldots, w_j) \) (resp. \( W(i,j) = (w_1, w_{i+1}, \ldots, w_j) \)). \( F_1^{\text{max}}(i,j) \) denotes the upper bound of the discrete Fréchet distance with shortcuts on side \( W(1,j) \) for sequences \( U(1,i) \) and \( W(1,j) \), and \( Z_1^{\text{max}}(i,j) \) denotes the upper bound of the discrete Fréchet distance with shortcuts on side \( W(1,j) \) between \( U(1,i) \) and \( W(1,j) \) on the condition that \( w_j \) is retained (not cut), that means \( w_j \) match \( u_i \), namely \( Z_1^{\text{max}}(i,j) = \max\{F_1^{\text{max}}(i-1,j), \delta_{i,j}\} \). While in \( F_1^{\text{max}}(i,j), u_i \) may not match \( w_j \) as \( w_j \) may be cut.

Then we have the recurrence relations as follows.

\[
F_1^{\text{max}}(i,j+1) = \begin{cases} 
\max\{F_1^{\text{max}}(i,j), \delta_{i+1,j}\}, & i > 0 \\
\delta_{i,j}, & i = 0 
\end{cases}
\]

\[
Z_1^{\text{max}}(i+1,j) = \begin{cases} 
\min\{F_1^{\text{max}}(i,j), Z_1^{\text{max}}(i,j+1)\}, & j > 0 \\
Z_1^{\text{max}}(i,j+1), & j = 0 
\end{cases}
\]

We need to run these two recurrence relations alternatively, e.g. computing \( Z_1^{\text{max}}(i,*) ((i,*) \) denotes \( \{(i,j), 1 \leq j \leq m\}) \), then \( F_1^{\text{max}}(i,*) \), then \( Z_1^{\text{max}}(i+1,*) \), etc. It is easy to see that this dynamic programming algorithm takes
\(O(mn)\) time and space after all the distances \(\delta_{i,j}\) are calculated in \(O(dmn)\) time and space. On the other hand, the space complexity can be improved as we only need to store a constant number of columns of values and compute \(\delta_{i,j}\) when needed. Hence we have the following theorem.

**Theorem 4.4** In \(\mathbb{R}^d\), given a precise vertex sequences \(U\) of size \(n\) and an imprecise vertex sequences \(W\) of size \(m\) (each modeled as a \(d\)-ball), \(F_{1}^{\max}(U,W)\) can be computed in \(O(dmn)\) time and \(O(d(m + n))\) space.

### 4.2 Computing \(F_{1}^{\max}(U,W)\) when both sequences are imprecise

In this subsection, we consider the problem of computing \(F_{1}^{\max}(U,W)\) when both \(U = (u_1, u_2, \ldots, u_n)\) and \(W = (w_1, w_2, \ldots, w_m)\) are imprecise sequences, where each vertex is modeled as a disk in \(\mathbb{R}^2\). (Our algorithm works in \(\mathbb{R}^d\), but as it involves Voronoi diagram in \(\mathbb{R}^d\), the high cost makes it impractical.)

For two imprecise sequences \(U,W\), and a precise point \(p\), the maximal distance between a precise point \(p\) and a region \(w_x\) is defined as \(D_{\min}(p,w_x) = \max\{d(p,q) | q \in w_x\}\). Let \(D_{\max}(p,j,k) = \min_{j \leq x \leq k} \{D_{\max}(p,w_x)\}\) denote the minimal distance between a point \(p\) and several regions \(\{w_j, w_{j+1}, \ldots, w_k\}\).

We define \(D(i,j,k) = \max\{D_{\min}(p,j,k), p \in u_i\}\). In this subsection, we compute the \(j^*(i)\) by using the decision procedure below:

1. \(i = 1, j = 1\).
2. While \((i \leq n)\)
   - Find a smallest \(k (j \leq k \leq m)\) which satisfies \(D(i,j,k) \leq \delta\).
   - If \(k\) exists, let \(j^*(i) = k\), add \(M(i,j^*(i))\) to \(S\), and update \(j = k, i = i + 1\).
   - Else return \(F_{1}^{\max}(U,W) > \delta\).

Return \(F_{1}^{\max}(U,W) \leq \delta\).

**Fig. 8** The decision procedure for \(F_{1}^{\max}(U,W) \leq \delta\) when both \(U\) and \(W\) are imprecise sequences.

**Lemma 4.5** Given two imprecise vertex sequences \(U\) and \(W\) with sizes \(|U| = n\) and \(|W| = m\), each vertex modeled as a disk in \(\mathbb{R}^2\), \(F_{1}^{\max}(U,W) \leq \delta\) can be determined in \(O(m^2 + n)\) time and \(O(m + n)\) space.

**Proof** The correctness is given as follows.

(1) If the decision procedure returns \(F_{1}^{\max}(U,W) > \delta\), then there exists a realization of \(U\) and \(W\) which makes it impossible to reach the last matching pair \(M(n,j^*(n))\). The argument is similar to Lemma 4.1 and omitted here. That means \(F_{1}^{\max}(U,W) > \delta\).

(2) If the decision procedure returns \(F_{1}^{\max}(U,W) \leq \delta\), then \(S\) has \(n\) elements, i.e., \(S = \{M(1,j^*(1)), M(2,j^*(2)), M(3,j^*(3))\ldots , M(n,j^*(n))\}\). We claim that there exists a matching pair \(M(i,j(i))\) within \(\{j(i) \leq j^*(i)\}\) any realization of \(U\) and \(W\), where \(j(i)\) is an index of \(W\) and \(u_i\) match \(w_{j(i)}\) and \(j(i) \leq j^*(i) + 1\).

We prove the claim by induction on \(i\).

(2.1) Basis: When \(i = 1\), if all the matching pairs \(M(1,j), j \leq j^*(1)\), are not reachable, then there exists a realization \(b_1, 1 \leq x \leq j^*(1)\), and \(a_1\) which satisfy \(d(a_1,b_x) > \delta\). Then \(D(1,1,j^*(1)) > \delta\), and we have a contradiction, that means there exist \(j(1) \leq j^*(1)\) such that \(M(1,j(1))\) is possible under any realization.

(2.2) Inductive hypothesis: We assume that the claim holds when \(i = l\).

(2.3) Inductive step: Now we consider the case when \(i = l + 1\). By the inductive hypothesis, there exists monotone matching set \(M(1,j(1)), M(2,j(2)), \ldots, M(l,j(l))\), \(j(i) \leq j^*(i)\) under any realization of \(U(l,1), W(l,1)\).

As \(D(l+1,j^*(l+1)) \leq D(l+1,j^*(l),j^*(l)+1) \leq \delta\), there exists a matching pair \(M(l+1,j(l+1))\), where \(j(l+1) \leq j^*(l+1)\), which is reachable by jumping directly from \(M(l,j(l))\) under any realization of \(U(l+1,l+1)\) and \(W(l+1,j(l+1))\). Hence, if the decision procedure returns \(F_{1}^{\max}(H,Q) \leq \delta\), then \(F_{1}^{\max}(H,Q) \leq \delta\).

We now compute the time it takes to find a smallest \(k (j \leq k \leq m)\) satisfying \(D(i,j,k) \leq \delta\). The steps to compute \(D(i,j,k)\) can be done as follows.

(I) We compute the inverted additive Voronoi Diagram \([21]\) (iaVD) of imprecise vertices \(w_j, w_{j+1}, \ldots, w_k\) modeled as disks (may have different sizes), which takes \(O((k - j) \log(k - j))\) time.

(II) If the imprecise region \(u_i\) intersects the boundary of iaVD, then some vertex of the partial boundary within \(u_i\) would be the realization of \(u_i\) in computing \(D(i,j,k)\). Otherwise, the imprecise region \(u_i\) is located in the cell
controlled by some site \( w_x \). Then, the diameter of the region \( u_i \cup w_x \) would be \( D(i, j, k) \). This step takes \( O(k - i) \) time.

As we need to construct the inverted additive Voronoi Diagram incrementally, each single insertion takes \( O(s) \) time, where \( s \) is the size of the iaVD. Hence the total time to find a smallest \( k (j \leq k \leq m) \) is \( \sum_{j \leq x \leq k} (x - j) = O((k - j)^2) \). Therefore, the total time complexity is \( \sum_{1 \leq i \leq n} (j^*(i + 1) - j^*(i))^2 = O(m^2 + n) \).

For the optimization problem, we again use a dynamic programming algorithm to solve it. The algorithm is similar to that in Theorem 4.4 and the difference is to use \( D(i, j, k) \) instead of \( \delta_{i,j} \). The recurrence relation is as follows.

\[
F_1^\text{max}(i + 1, k) = \begin{cases} 
\min_{1 \leq j \leq k} \{ \max \{ F_1^\text{max}(i, j), D(i + 1, j, k) \} \} , & i > 0 \\
D(1, 1, k) , & i = 0 
\end{cases}
\]

It seems that the dynamic programming algorithm takes \( O(nm^2) \) time after all the distances \( D(i, j, k) \) are calculated in \( O(nm^3) \) time. However, we can use the Monge property to speed up the computation of dynamic programming, we only need to compute \( O(nm) \) distances \( D(i, j, k)'s \) in \( O(nm^2) \) time.

(1) \( F_1^\text{max}(i, j) \) is a monotone decreasing function when \( j \) increases for a fixed \( i \).

(2) \( D(i + 1, j, k) \) is a monotone increasing function when \( j \) increases for fixed \( i \) and \( k \).

(3) Let \( j_k \) denote the index satisfying \( F_1^\text{max}(i + 1, k) = \max \{ F_1^\text{max}(i, j_k), D(i + 1, j_k, k) \} \), and \( j_{k+1} \) denote the index satisfying \( F_1^\text{max}(i + 1, k + 1) = \max \{ F_1^\text{max}(i, j_{k+1}), D(i + 1, j_{k+1}, k + 1) \} \), then \( j_{k+1} \geq j_k \).

Hence we only need to try distances \( D(i + 1, j_k, k + 1), D(i + 1, j_k + 1, k + 1), D(i + 1, j_k + 2, k + 1), ..., D(i + 1, j_{k+1}, k + 1), D(i + 1, j_{k+1} + 1, k + 1) \) when computing \( F_1^\text{max}(i + 1, k + 1) \) for a fixed \( i \) and \( k \); namely \( (j_{k+1} - j_k + 2) \) distances, hence the total number of distance is \( O(m) \) for a fixed \( i \).

Hence \( F_1^\text{max}(i + 1, k) (1 \leq k \leq m) \) can be calculated in \( O(m) \) time after the distances \( D(i + 1, j, k) (1 \leq k \leq m) \) are calculated for a fixed \( i \). We then only need to try \( O(m) \) distances \( D(i + 1, j, k) (1 \leq k \leq m) \): the update of iaVD needs at most \( O(m) \) insert operations, \( O(m) \) deletion operations, and \( O(m) \) query operations, each takes at most \( O(m) \) time. Hence the total time is \( O(m^2) \) for a fixed \( i \). Hence we have the theorem below.

**Theorem 4.6** In \( \mathbb{R}^2 \), given two imprecise sequences \( U \) and \( W \) of size \( n \) and \( m \) respectively, where each imprecise vertex is modeled as a disk, \( F_1^\text{max}(U, W) \) can be computed in \( O(nm^2) \) time.

We comment that when both \( U \) and \( W \) are imprecise, our algorithm could still work in \( \mathbb{R}^d \). But due to the high cost (like constructing the \( d \)-dimensional Voronoi diagram), the algorithm then becomes impractical. Hence, we only focus on the problem in \( \mathbb{R}^2 \) for this case.

## 5 Concluding remarks

In this paper, we consider the problem of computing the discrete Fréchet distance of imprecise input. We address the open problem posed by Ahn [3,4] et al. a few years ago, and show that the discrete Fréchet distance upper bound problem of imprecise data is NP-hard. And our NP-hardness proof is quite complicate, the construction has a combinatorial and a geometric part. In the combinatorial part, we interpret the imprecise discrete distance in terms of finding monotone paths through a colored grid graph; In the geometric part, we show that the relevant colored free space diagram grids can be realized geometrically. Given two imprecise vertex sequence \( U, W \) (each vertex modeled as a \( d \)-dimensional ball), we show that the upper bound of the discrete Fréchet distance between \( U \) and \( W \) can be computed in polynomial time if allowing shortcuts on one side. It would be interesting to consider these problems under the continuous Fréchet distance.
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7 Appendix

7.1 Proof of Lemma 1

Proof Let \( \phi \) be a Boolean formula in conjunctive normal form with \( n \) variables \( x_1, x_2, \ldots, x_n \) and \( m \) clauses \( C_1, C_2, \ldots, C_m \), each of size at most three. We take the following steps to construct an instance \( G \) of ISCPSCS.

For each Boolean variable \( x_i \) in \( \phi \), we use two vertices with the same color (and different variables always use different colors), one denoted as \( x_i \), the other denoted as \( \overline{x_i} \). See \( x_1, x_2, \) and \( x_3 \) in Figure 1 for example. Eventually, we have to pick one of the two vertices to retain this color. One represents that the variable \( x_i \) is assigned the True value, and the other corresponds to the value False.

For each clause \( C_i \) in \( \phi \), we construct three vertices with the same color (which has never used before). (We use shapes instead of colors in Figure 1 to emphasize the difference with variables; for example, we use three triangular vertices in Figure 1 to denote clause \((x_1 \lor x_2 \lor \overline{x_3})\)). We then add directed edges between the clause vertices and variable vertices, the rule is as follows. Let vertex \( p_i \) be the vertex used to denote variable \( \overline{x_i} \) (resp. \( x_i \)), and vertex \( c_{i,j} \) be the vertex used to denote the clause \( C_j \) which contains \( x_i \) (resp. \( \overline{x_i} \)), then we add a directed edge from \( c_{i,j} \) to \( p_i \), see Figure 1.

At last we add edges from the source \( s \) to each vertex denoting a clause, and add edges from each vertex denoting a variable to the destination \( t \). It is easy to ensure that there is no crossing between the edges: all the vertices denoting variables are arranged from left to right, there is a clause vertices for each literal (variable vertex), and each of the clause vertices connecting to a fixed variable vertex \( x_j \) is just below the variable vertices \( x_j \). Let the resulting directed geometric graph be \( D \). We next complete the proof by proving that \( \phi \) is satisfiable iff there exists an induced subgraph \( G_s \) such that in \( G_s \) there is no path from \( s \) to \( t \).

\'-\' If \( \phi \) is satisfiable with some truth assignment, then there is at least one true literal in each clause \( C_i \). We how to compute the induced subgraph \( G_s \) from \( G \) as follows. For each pair of variable vertices representing \( \{x_j, \overline{x_j}\} \), we pick one which is assigned True. Let \( C_i = u \lor v \lor w \), where \( u, v, w \) are literals in the form of \( x_j \) or \( \overline{x_j} \). Then we have three clause vertices \( c_{u,i}, c_{v,i} \) and \( c_{w,i} \), of the same color color\(_i\), representing the clause \( C_i \), WLOG, just suppose that \( u \) is a true literal in \( C_i \) (pick any one true literal if there exist more than one literal in \( C_i \) be true), and we choose the vertex \( c_{u,i} \) as the vertex \( c_{u,i} \) to cover the color color\(_i\). By construction, in \( D \), there is no edge from the vertex \( c_{u,i} \) to the vertex \( p_u \) representing \( u \). Hence, there is no path from \( s \) to \( t \) crossing the clause vertex \( c_{u,i} \) (representing clause \( C_i \)). As this holds for all clauses and any path from \( s \) to \( t \) has to pass a clause vertex, hence there exists an induced subgraph \( G_s \) consist of exactly one vertex of each color with no path from \( s \) to \( t \).

\'<-' If there exists an induced subgraph \( G_s \) consist of exactly one vertex of each color with no path from \( s \) to \( t \), we need to prove that \( \phi \) is satisfiable. Suppose to the contrary that \( \phi \) is not satisfiable, then at least one clause is not satisfiable. Let this clause be \( C_i = u \lor v \lor w \), and let the clause vertices \( c_{u,i}, c_{v,i} \) and \( c_{w,i} \) connect to the variable vertices \( p_u, p_v \) and \( p_w \) in \( D \) which correspond to the variables \( \overline{x_i}, \overline{x_i}, \overline{x_i} \) respectively. As \( u, v \) and \( w \) are all false, \( p_u, p_v, p_w \) are all picked in the induced subgraph. Then, there exists a path from \( s \) to \( t \) passing through \( c_{u,i}, c_{v,i} \) or \( c_{w,i} \), as one of them must be picked. A contradiction!

Hence, \( \phi \) is satisfiable if and only if there exists an induced subgraph \( G_s \) consist of exactly one vertex of each color with no path from \( s \) to \( t \). The reduction obviously takes \( O(n + m) \) time. \( \blacksquare \)

7.2 Details for realizing the grid graph geometrically

The details for realizing the grid graph are given here. First, we create the points used for determining the position of the vertices in \( H \) and \( Q \). Let \( \theta \) be satisfying that \( \max \{m, n\} \times \theta < \pi / 20 \). Let \( N = \max \{m, n\} \), and WLOG, let \( N \) be even. We construct a circle \( C(O, r) \), where \( O = (0, \epsilon/2) \) and \( r = \epsilon/2 \).

We construct a sequence of points \( P_i \) \((i = 0, 1, 2, \ldots, N)\) on the lower half of circle \( C(O, r) \) in counterclockwise order, and the point \( P_{N/2} \) overlaps with point \((0, 0)\), see Figure 2. Note that the distance between two adjacent points \( P_i \) and \( P_{i+1} \) is \( L = 2 \frac{\pi}{N} \sin \frac{\theta}{2} = \epsilon \sin \frac{\theta}{2} \), and \( \angle P_i O P_{i+1} = \theta \), for \( i = 0, 1, 2, \ldots, N - 1 \). Hence, all the points \( P_i \) are within a region of diameter less than \( \frac{\pi - \theta}{2} < \epsilon/10 \). (We comment that in Figure 2 these points are spread out much more than they should be, as we need the space for putting the labels.)

We then construct a sequence of points \( M_i \) \((i = 0, 1, 2, \ldots, N)\) on the upper half of circle \( C(O, r) \) in counterclockwise order. Each line \( P_i M_i \) crosses the center of \( C(O, r) \); namely \( M_i \) is the symmetry of the point \( P_i \) about point \( O \).

It is obvious that \( d(M_i, P_i) = \epsilon \) and \( d(M_i, P_j) < \epsilon, i \neq j \). Recall that \( D(P_i, \epsilon') \) is the neighborhood (disk) centered at \( P_i \) with radius \( \epsilon' \). Here, we have \( \epsilon' = \frac{1}{2} \min \left\{ \epsilon - d(P_i, M_j), i \neq j \right\} \); moreover, \( d(p, q) \leq (\epsilon - 2\epsilon') + 2\epsilon' \leq \epsilon \), for \( p \in D(P_i, \epsilon'), q \in D(M_j, \epsilon') \), and \( i \neq j \).
Let $P'_i$ be the symmetry of the point $P_i$ along the horizontal line $y = -3\epsilon/4$. Let $M'_i$ be the symmetry of the point $M_i$ along the horizontal line $y = -3\epsilon/4$. We finish the steps of our construction in order as follows.

1. The imprecise vertices \{\(q_2, \ldots, q_{m+1}\)\} used to construct the clause gadget are deployed in the upper half of the circle $C((0, 3\epsilon/4), \frac{\epsilon}{2})$. An example is given in Figure 6 (see $q_2, q_3, q_4$ there). For an imprecise vertex $q_i, 2 \leq i \leq m+1$, three points $h_{i_1}, h_{i_2}, h_{i_3}$ are located in $D(P_{i-2}, \epsilon'), q_i$ is located in $D(M_{i-2}, \epsilon')$, and the three circles $C(h_{i_1}, \epsilon), C(h_{i_2}, \epsilon), C(h_{i_3}, \epsilon)$ cover $q_i$ as in Figure 8. The clause gadget is constructed as follows. The point $h_{i_2}$ overlaps with $P_i, h_{i_1}$ is located to the left of line $P_{i-2}M_{i-2}$ with a distance $\epsilon'/3$ to $h_{i_2}$, and $h_{i_3}$ is located to the right of line $P_{i-2}M_{i-2}$ with a distance $\epsilon'/3$ to $h_{i_2}$. The points $h_{i_1}, h_{i_2}, h_{i_3}$ are located on the same line perpendicular to line $P_{i-2}M_{i-2}$. The three intersections between $C(h_{i_1}, \epsilon), C(h_{i_2}, \epsilon), C(h_{i_3}, \epsilon)$ are $s_1, s_2, s_3$ from left to right about the horizontal line $h_{i_1}h_{i_3}$. Let $q_i$ be the rectangle with length $2\epsilon'/3$ and width $\epsilon''$, the upper long side of $q_i$ crosses $s_1, s_3$ and is symmetric along the line $P_{i-2}M_{i-2}$, and the lower long side of $q_i$ crosses $s_2$. $\epsilon'' < d(s_2, M_{i-2}) = \epsilon - \sqrt{\epsilon^2 - (\epsilon'/3)^2} < \epsilon'/3$. Hence $d(M_{i-2}, q_i) < \epsilon'$ when $q_i \in q_i$.

The imprecise vertices \{\(q_j | 2 \leq j \leq m+1, j \neq i\)\} are fully covered by $C(h_{i_1}, \epsilon), C(h_{i_2}, \epsilon), C(h_{i_3}, \epsilon)$ as $d(p, q) < \epsilon, p \in D(P_i, \epsilon'), q \in D(M_j, \epsilon'), i \neq j$. The above design can ensure that, in the corresponding free space grid graph, either one of the three cells $C[i, i_1], C[i, i_2], C[i, i_3]$ can be passed by a potential monotone path, and the cells $C[i, j_1], C[i, j_2], C[i, j_3], j \neq i$, can also be passed ($h_{j_1}, h_{j_2}, h_{j_3}$ and $q_j, j \neq i$, are used to construct another clause gadget), while the rest of cells in the $i$-th row cannot be passed.

2. The imprecise vertices \{\(q_{m+3}, \ldots, q_{n+3+m}\)\} used to construct the variable gadgets are deployed in the lower half of another circle $C((0, -2\epsilon), \frac{\epsilon}{2})$. For an example, see Figure 7. For an imprecise vertex $q_i, m+3 \leq i \leq m+3
5. At last, we adjust the order and rename for the vertices in \( H \). If there is a variable cell in the \( j \)-th row of the free space grid graph, and there are a total of \( k \) clause cells connecting to it, say the row number of \( k \) cells are \( 1', 2', ..., i', ..., k' \) respectively, then we choose one point (never be renamed before) from the three points \( h_{i_1'}, h_{i_2'}, h_{i_3'} \) for each fixed \( i' \), and rename those \( k \) points as \( h_{j-k}, h_{j-k+1}, ..., h_{j-1} \) in order.

n + m + 2, two points \( h_{i_1'}, h_{i_2'} \) are located in \( D(P'_{i'-m-3}, \epsilon') \), \( q_i' \) is located in \( D(M'_{i'-m-3}, \epsilon') \) and the long side of \( q_i' \) is parallel to the tangent line at \( M'_{i'-m-3} \). Two circles \( C(h_{i_1'}, \epsilon), C(h_{i_2'}, \epsilon) \) cover \( q_i' \) as in Figure 3(a) to construct a variable gadget. The other imprecise vertices \( \{ q_j | m + 3 \leq j \leq n + m + 2, j \neq i \} \) are fully covered by \( C(h_{i_1'}, \epsilon), C(h_{i_2'}, \epsilon) \), the precise location is similar to the construction in Figure 8. This design can ensure that, in the corresponding free space grid graph, all the cells in the first row and last row can be passed by a potential monotone path, and the cells \( C(i, j_1), C(i, j_2), j \neq i \) can also be passed (\( h_{j_1}, h_{j_2} \) and \( q_j \) are used to construct another variable gadget), but the other cells in the \( i \)-th row cannot be passed.

3. The first imprecise vertex \( q_1 \) and last imprecise vertex \( q_{n+m+3} \) are deployed in \( D((0, -3\epsilon/4), \epsilon') \), which are fully covered by all the circles \( C(p, \epsilon), p \in \bigcup D(P, \epsilon') \) or \( p \in \bigcup D(P', \epsilon') \), as \( (\frac{\epsilon}{10} + \frac{3\epsilon}{4} + 2\epsilon') < \epsilon \). This design can ensure that, in the corresponding free space grid graph, all the cells in the first row and last row can be passed by a potential monotone path.

4. The imprecise vertex \( q_{m+2} \) is deployed inside region \( D((0, 0), \epsilon') \), which is only fully covered by any circle \( C(p, \epsilon), p \in \bigcup D(P, \epsilon') \). But it is not covered by the circle \( C(p, \epsilon), p \in \bigcup D(P', \epsilon') \). This design above can ensure that, in the corresponding free space grid graph, all the cells \( C[m+2, i_1], C[m+2, i_2], C[m+2, i_3] \) in the \( m + 2 \)-th row can be passed (\( h_{i_1}, h_{i_2}, h_{i_3} \) are used to construct the clause gadget with \( q_{i_3} \)), while the other cells in the \( (m + 2) \)-th row cannot be passed.

5. At last, we adjust the order and rename for the vertices in \( H \). If there is a variable cell in the \( j \)-th row of the free space grid graph, and there are a total of \( k \) clause cells connecting to it, say the row number of \( k \) cells are \( 1', 2', ..., i', ..., k' \) respectively, then we choose one point (never be renamed before) from the three points \( h_{i_1'}, h_{i_2'}, h_{i_3'} \) for each fixed \( i' \), and rename those \( k \) points as \( h_{j-k}, h_{j-k+1}, ..., h_{j-1} \) in order.

Figure 8: Illustration of the precise location of \( h_{i_1}, h_{i_2}, h_{i_3} \) and \( q_i \).