A CATEGORY OF QUANTUM CATEGORIES
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Abstract. Quantum categories were introduced in [5] as generalizations of both bi(co)algebroids and small categories. We clarify details of that work. In particular, we show explicitly how the monadic definition of a quantum category unpacks to a set of axioms close to the definitions of a bialgebroid in the Hopf algebraic literature. We introduce notions of functor and natural transformation for quantum categories and consider various constructions on quantum structures.

1. Introduction

Quantum categories are defined within a monoidal category $\mathcal{V}$. When $\mathcal{V}$ is the opposite category of modules over a commutative ring, a quantum category is the same as a bialgebroid. Bialgebroids can be thought of as “several object” generalisations of bialgebras. They were considered for the first time in M. Takeuchi’s paper [17] and appeared later in the work of many authors in different fields, e.g. [10], [13], [20], [3]. A quantum category in a general monoidal category was defined by B. Day and R. Street [5] incorporating both bialgebroids, in the way mentioned above, and ordinary categories, by taking the monoidal category $\mathcal{V}$ to be the category of sets. In this paper we approach quantum categories using the bicategorical version of the formal theory of (co)monads [14]. One benefit of this approach is that it makes clear the connection between quantum categories and ordinary categories, which enables us to reproduce ordinary category theory for quantum categories.

The paper is organised in the following way. In Section 2 we review the formal theory of (co)monads in a bicategory. In Sections 3 and 4, we deal with a bicategory $\text{Comod}\mathcal{V}$, which is defined from our base monoidal category $\mathcal{V}$, and which plays an important role in our theory. In sections 5 we give a monadic definition of a quantum category and show explicitly how it translates to a set of axioms close to the definitions of a bialgebroid in the Hopf algebraic literature. In Section 6 we define the notion of functor between quantum categories, obtaining a category $\text{qCat}\mathcal{V}$. When $\mathcal{V}$ is the category of sets, then a quantum functor is the same as an ordinary functor, and the $\text{qCat}\mathcal{V}$ is the category of categories. In Section 7 making use of the functoriality of the $\text{qCat}$ we give examples of constructions on quantum categories. In the Appendix we introduce framed string diagrams designed to ease computations involving the quantum structures.
2. Monoidal comonads

Let $\mathcal{B}$ be a bicategory. We write as if $\mathcal{B}$ were a 2-category, regarding associativity and unitality isomorphisms as identities.

Recall that a comonad in $\mathcal{B}$ is a pair $(B, g)$, where $B$ is an object of $\mathcal{B}$ and $g = (g, \delta : g \Rightarrow gg, \epsilon : g \Rightarrow 1_g)$ is a comonoid in the homcategory $\mathcal{B}(B, B)$. A map of comonads $(k, \kappa) : (B, g) \rightarrow (A, g')$ consists of a morphism $k : B \rightarrow A$ and a 2-cell $\kappa : kg \Rightarrow g'k$ satisfying:

$$
\left(\begin{array}{c}
k g \\
 \rightarrow \\
k g k \\
 \kappa \\
 \rightarrow \\
g' k \\
 \rightarrow \\
g' g' k
\end{array}\right) = \left(\begin{array}{c}
k g \\
 \rightarrow \\
k g' k \\
 \kappa \\
 \rightarrow \\
g' g' k
\end{array}\right).
$$

A comonad map transformation $\tau : (k, \kappa) \Rightarrow (k', \kappa') : (A, g) \rightarrow (B, g')$ is a 2-cell $\tau : k \Rightarrow k'$ satisfying:

$$
\left(\begin{array}{c}
k g \\
 \tau g \\
 \rightarrow \\
 k' g \\
 \kappa' \\
 \rightarrow \\
g' k'
\end{array}\right) = \left(\begin{array}{c}
k g \\
 \kappa \\
 \rightarrow \\
g' k \\
 \tau k \\
 \rightarrow \\
g' k'
\end{array}\right).
$$

Comonads in $\mathcal{B}$, comonad maps and comonad map transformations form a bicategory $\text{Comnd} \mathcal{B}$ under the obvious composition.

$\mathcal{B}$ is said to admit the Eilenberg-Moore construction for comonads if the inclusion $\mathcal{B} \rightarrow \text{Comnd} \mathcal{B}$, taking an object $B$ to $(B, 1)$, has a right biadjoint $\text{Comnd} \mathcal{B} \rightarrow \mathcal{B}$. The value of this right biadjoint at $(B, g)$ is called an Eilenberg-Moore object of $(B, g)$. It will be denoted by $B^g$. There is a pseudonatural equivalence

$$
\mathcal{B}(X, B^g) \simeq \text{Comnd} \mathcal{B}((X, 1), (B, g))
$$

The objects of the right side are called $g$-coalgebras. Taking $X = B^g$ and evaluating at the identity, we obtain a universal $g$-coalgebra $(u, \gamma) : (B^g, 1) \rightarrow (B, g)$. Every comonad map $k : (B, g) \rightarrow (A, g')$ induces a map $k : B^g \rightarrow A^g$ between Eilenberg-Moore objects so that there is an isomorphism:

$$
\begin{array}{c}
B^g \\
\xrightarrow{k} \\
A^g
\end{array} \simeq \begin{array}{c}
B \\
\xrightarrow{u} \\
A
\end{array}
$$

By an equivalence between suitable categories, comonad structures on $k : B \rightarrow A$ correspond to diagrams (2) in $\mathcal{B}$.

Let $\mathcal{B}$ be a monoidal bicategory. We specify $n$-ary tensor product pseudofunctors

$$
\mathcal{B} \xrightarrow{\otimes} \mathcal{B}
$$
by choosing bracketing for the tensor product to be from the left. So, the expression 
\( B_1 \otimes \ldots \otimes B_n \) refers to \( \otimes_n(B_1 \otimes \ldots \otimes B_n) \).

A monoidal E in \( \mathcal{B} \) consists of an object \( E \) together with morphisms \( p : E \otimes E \to E \) and \( j : I \to E \) called the multiplication and the unit respectively, and invertible 2-cells expressing associativity and unitivity, subject to coherence conditions. The \( n \)-ary multiplication map

\[
E^n \xrightarrow{p^n} E.
\]
is defined by consecutive multiplications from the left.

2.1. Example. Let an object \( B \) be the right bidual to an object \( A \) in \( \mathcal{B} \), with the biduality counit \( e : A \otimes B \to I \) and the biduality unit \( n : I \to B \otimes A \). \( B \otimes A \) becomes a monoidal with product \( p = 1 \otimes e \otimes 1 : B \otimes A \otimes B \otimes A \to B \otimes A \) and unit \( j = n : I \to B \otimes A \).

A monoidal morphism \((f, \phi_2, \phi_0) : E \to D\) between monoidales consists of a morphism \( f : E \to D \) and 2-cells \( \phi_2 : p(f \otimes f) \Rightarrow fp, \phi_0 : j \Rightarrow fj \) satisfying three axioms. The composition of monoidal morphisms \((f, \phi_2, \phi_0) : E \to D \) and \((f', \phi_2, \phi_0) : D \to F\) is defined to be \((f'f, \phi_2, \phi_0) : E \to F\), where

\[
\phi_2 = \left( p(f' \otimes f')(f \otimes f) \xrightarrow{\phi_2(f \otimes f)} fp(f \otimes f) \xrightarrow{f'\phi_2} f'fp \right)
\]

\[
\phi_0 = \left( j \xrightarrow{\phi_0} f'j \xrightarrow{f'\phi_0} f'fj \right).
\]

A monoidal morphism is called strong when \( \phi_2 \) and \( \phi_0 \) are isomorphisms. Monoidales in \( \mathcal{B} \), monoidal morphisms between them and obvious 2-cells form a bicategory \( \text{Mon} \mathcal{B} \).

There is a biequivalence

\[
\text{Mon} \mathcal{B} \simeq \text{ComndMon} \mathcal{B}, \quad (2)
\]

where the left hand side is defined using the monoidal structure on \( \text{Comnd} \mathcal{B} \) inherited from \( \mathcal{B} \).

A monoidal comonad is an object of \( \text{ComndMon} \mathcal{B} \), or equally, an object of \( \text{MonComnd} \mathcal{B} \). Explicitly, a monoidal comonad consists of a monoidale \( E \), a comonad \( g \) on \( E \) and 2-cells \( \phi_2 : p(g \otimes g) \Rightarrow gp, \phi_0 : j \Rightarrow gj \) such that \((g, \phi_2, \phi_0)\) is a monoidal morphism and \((p, \phi_2) : (E \otimes E, g \otimes g) \to (E, g)\) and \((j, \phi_0) : (I, 1) \to (E, g)\) are comonad maps. A morphism of monoidal comonads \((k, \kappa) : (E, g) \to (E', g')\) is a map of underlying comonads such that \( \kappa : kg \Rightarrow g'k \) is a map of monoidal morphisms.

\( \text{Mon}(\cdot) \) can be made into a pseudofunctor from the tricategory of monoidal bicategories and monoidal pseudofunctors to the tricategory of bicategories and pseudofunctors. Since the inclusion \( i : \mathcal{B} \to \text{Comnd} \mathcal{B} \) is a strong monoidal pseudofunctor the right biadjoint to it is a monoidal pseudofunctor too. It follows that if \( i \) has a right biadjoint, then \( \text{Mon}(i) : \mathcal{B} \to \text{MonComnd} \mathcal{B} \) has a right biadjoint too. Using the the biequivalence (2) we infer that the canonical inclusion \( \text{Mon} \mathcal{B} \to \text{ComndMon} \mathcal{B} \) has a right biadjoint. This proves [12], [11]:
2.2. Proposition. If $\mathcal{B}$ admits the Eilenberg-Moore construction for comonads, then so does $\text{Mon}(\mathcal{B})$.

Explicitly an Eilenberg-Moore object of a monoidal comonad $(E, g)$ is obtained in the following way. Let $E^g$ be the Eilenberg-Moore object for the underlying comonad in $\mathcal{B}$ with $(u, \gamma) : (E^g, 1) \to (E, g)$ the universal coalgebra. Then $p(u \otimes u) : E^g \otimes E^g \to E$ becomes a $g$-coalgebra with coaction

$$p(u \otimes u) \xrightarrow{p(\gamma \otimes \gamma)} p(g \otimes g)(u \otimes u) \xrightarrow{\phi_2 p} g p(u \otimes u),$$

and $j : I \to E$ becomes a $g$-coalgebra with the coaction

$$j \xrightarrow{\phi_0} g j.$$

The induced morphisms $\hat{p} : E^g \otimes E^g \to E^g$ and $\hat{j} : I \to E^g$ define a monoidale structure on $E^g$. This monoidale is the Eilenberg-Moore object of $(E, g)$ in $\text{Mon} \mathcal{B}$. Moreover, the map $u : E^g \to E$ is a strong monoidal morphism.

There is an equivalence of categories which establishes a correspondence between monoidal comonad maps $(k, \kappa) : (E, g) \to (E', g')$ and diagrams (2), now in $\text{Mon} \mathcal{B}$.

What we have been discussing so far were standard constructions in a monoidal bicategory. Further we introduce some concepts, which we will later use for our specific purposes.

An opmonoidal morphism $(w, \psi_2, \psi_0) : E \to D$ between monoidales is a monoidal morphism in $\mathcal{B}^o$. Thus an opmonoidal morphism consists of a morphism $w : E \to F$ and 2-cells $\psi_2 : wp \Rightarrow p(w \otimes w)$, $\psi_0 : hj \Rightarrow j$ in $\mathcal{B}$ satisfying three axioms.

Monoidal morphisms and opmonoidal morphisms lead us to the setting of a double category [9], [19]. Recall briefly, that a double category has objects and two types of arrows, called horizontal morphisms and vertical morphisms, forming bicategories in the two directions. Also, there is a set of squares, each square having as its sides two horizontal morphisms and two vertical morphisms. Squares can be composed in the two directions.

As suggested, there is a double category with objects the monoidales in $\mathcal{B}$, horizontal arrows the monoidal morphisms and vertical morphisms the opmonoidal morphisms. A square is a 2-cell

$$\begin{array}{c}
E \xrightarrow{f} E' \\
\downarrow w \Downarrow \phi \Downarrow \psi_0 \\
D \xrightarrow{f'} D'
\end{array}$$

with $f$ and $f'$ monoidal morphisms and $w$ and $w'$ opmonoidal morphisms such that:

$$\left( w'p(f \otimes f) \xrightarrow{\psi_2(f \otimes f)} p(w' \otimes w')(f \otimes f) \xrightarrow{p(\sigma \otimes \sigma)} p(f' \otimes f')(w \otimes w) \xrightarrow{\phi_2(w \otimes w)} f'p(w \otimes w) \right)$$
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\[ \left( w'p(f \otimes f) \xrightarrow{u't_2} w'fp \xrightarrow{\psi_2p} f'wp \xrightarrow{\sigma} f'p(w \otimes w) \right) \]

and \[ \left( w'j \xrightarrow{\phi_0} w'fj \xrightarrow{\sigma_j} f'wj \xrightarrow{\psi_0} f'j \right) = \left( w'j \xrightarrow{\psi_0} j \xrightarrow{\phi_0} f'j \right). \]

Suppose that \((E, g)\) and \((D, g')\) are monoidal comonads. An opmorphism of monoidal comonads \(\hat{h}, \sigma \) : \((E, g) \rightarrow (D, g')\) is an opmonoidal morphism \(h : E \rightarrow D\) together with a square \(\sigma : hg \Rightarrow g'h\), such that \((h, \sigma) : (E, g) \rightarrow (D, g')\) is a map of comonads.

As with the monoidal comonad maps, there is an equivalence of categories which establishes a correspondence between opmorphisms of monoidal comonads \(h : (E, g) \rightarrow (D, g')\) and diagrams

\[
\begin{array}{ccc}
E^g & \xrightarrow{h} & D^g' \\
\downarrow{u} & \cong & \downarrow{u} \\
E & \xrightarrow{h} & D
\end{array}
\]

of opmonoidal morphisms.

A coaction of an opmonoidal morphism \(h : E \rightarrow D\) on a morphism \(l : E \rightarrow D\) of \(\mathcal{B}\) is a 2-cell \(\lambda : lp \Rightarrow p(h \otimes l)\) satisfying two axioms, relating it to the opmonoidal structure on \(h\).

Suppose that \((h, \sigma) : (E, g) \rightarrow (D, g')\) is an opmorphism of monoidal comonads and \((l, \tau) : (E, g) \rightarrow (D, g')\) is a comonad map. We will say that a left coaction \(\lambda\) of \(h\) on \(l\) respects the comonad structure if

\[
\left( lp(g \otimes g) \xrightarrow{\lambda(g \otimes g)} p(h \otimes l)(g \otimes g) \xrightarrow{p(\sigma \otimes \tau)} p(g' \otimes g')(h \otimes l) \xrightarrow{\mu(h \otimes l)} g'p(h \otimes l) \right)
\]

\[
= \left( lp(g \otimes g) \xrightarrow{\lambda(p \otimes g)} lp \xrightarrow{\tau p} g'lp \xrightarrow{g'\lambda} g'p(h \otimes l) \right).
\]

A left coaction of \(h\) on \(l\) respects comonad structure if and only if it can be lifted to a coaction of \(\hat{l} : E^g \rightarrow D^g'\) on \(\hat{h} : E^g \rightarrow D^g'\).

There is a similar notion of a right coaction of an opmorphism.

3. The bicategory of comodules

Suppose that \(\mathcal{V} = (\mathcal{V}, \otimes, I, c)\) is a braided monoidal category with finite colimits. Assume that each of the functors \(X \otimes -\) preserves equalizers of coreflexive pairs.

We will work with monoidal bicategory \(\mathcal{C} = \text{Comod}\mathcal{V}\) defined in [2]. Objects of \(\mathcal{C}\) are the comonoids

\[ C = (C, \delta : C \rightarrow C \otimes C, \epsilon : C \rightarrow I) \]
in \( \mathcal{V} \). The homcategory \( \mathcal{C}(C, D) \) is the category of Eilenberg-Moore coalgebras for the comonad \( C \otimes - \otimes D : \mathcal{V} \to \mathcal{V} \). A 1-cell from \( C \) to \( D \), depicted \( C \to D \), is a comodule from \( C \) to \( D \). Recall that this consists of an object \( M \) and a coaction map \( \delta : M \to C \otimes M \otimes D \) satisfying two axioms. A 2-cell \( \alpha : M \Rightarrow N : C \to D \) is a coaction respecting map \( M \to N \). An object of \( \mathcal{C}(C, I) \) is a left \( C \)-comodule, and an object of \( \mathcal{C}(I, C) \) is a right \( C \)-comodule. A comodule \( M : C \to D \) becomes a left \( C \)-comodule and a right \( D \)-comodule via coactions

\[
\begin{align*}
\delta_l : M & \to C \otimes M \otimes D \xrightarrow{1 \otimes 1 \otimes \epsilon} C \otimes M \\
\delta_r : M & \to C \otimes M \otimes D \xrightarrow{\epsilon \otimes 1 \otimes 1} M \otimes D.
\end{align*}
\]

The maps \( \delta_l \) and \( \delta_r \) are called left and right coactions on \( M \). If \( M \) is a left \( C \)-comodule and \( N \) is a right \( D \)-comodule, then a tensor product \( M \otimes_C N \) over \( C \) is defined by a (coreflexive) equalizer:

\[
M \otimes_C N \xrightarrow{i} M \otimes N \xrightarrow{\delta_r \otimes 1 \otimes \epsilon \otimes 1} M \otimes C \otimes N.
\]

If \( M \) is a comodule \( E \to C \) and \( N \) is a comodule \( C \to F \), then using the fact that the functor \( E \otimes - \otimes F \) preserves coreflexive equalizers, \( M \otimes_C N \) becomes a comodule \( E \to F \). Composition in \( \mathcal{C} \) is defined by \( N \circ M = M \otimes_C N \). It is associative up to canonical isomorphism.

Any comonoid \( C \) is a \( C \to C \) comodule with the coaction

\[
C \xrightarrow{\delta_3} C \otimes C \otimes C.
\]

The identity comodule on \( C \) is \( C \) itself.

As it is a convention to name such bicategories after arrows, \( \text{ComodV} \) is called the bicategory of comodules. For more on the theory of comodules we refer the reader to [15].

Each comonoid morphism \( f : C \to D \) determines an adjoint pair in \( \mathcal{C} \):

\[
f_* \dashv f^* : C \to D
\]

The comodules \( f^* : C \to D \) and \( f_* : D \to C \) are both \( C \) as objects of \( \mathcal{V} \) with coactions respectively

\[
C \xrightarrow{\delta_3} C \otimes C \otimes C \xrightarrow{1 \otimes 1 \otimes f} C \otimes C \otimes D \quad \text{and} \quad C \xrightarrow{\delta_3} C \otimes C \otimes C \xrightarrow{f \otimes 1 \otimes 1} D \otimes D \otimes C.
\]

The counit
of the adjunction is the map

$$C \otimes_C C \cong C \xrightarrow{f} D.$$  

The unit

is induced by the comultiplication $\delta : C \to C \otimes C$ as shown on the diagram:

$$\begin{array}{ccc}
C \otimes_D C & \xrightarrow{\text{eq.}} & C \otimes C \\
\downarrow_{\alpha} & & \downarrow_{\delta} \\
C & & C
\end{array}$$

In particular, we have comodules $\epsilon^* : I \xrightarrow{\epsilon} C$ and $\epsilon_* : C \xrightarrow{\epsilon} I$. The compositions

$$\begin{array}{ccc}
C & \xrightarrow{M} & D \\
\downarrow_{\epsilon^*} & & \downarrow_{\epsilon^*} \\
I & & D
\end{array}$$

reconfirm the fact that $M$ is a left $C$-comodule and a right $D$-comodule by (3).

The monoidal structure on $C$ extends the monoidal structure on $\mathcal{V}$. The tensor product of comonoids $C = (C, \delta, \epsilon)$ and $C' = (C', \delta', \epsilon')$ is $C \otimes C'$ with comultiplication and counit:

$$(1 \otimes c \otimes 1)(\delta \otimes \delta') : C \otimes C' \to C \otimes C' \otimes C \otimes C'$$

$$\epsilon \otimes \epsilon' : C \otimes C' \to I.$$  

The monoidal unit of $C$ is $I$, which is a comonoid in an obvious way. On 1-cells, the tensor product of comodules $M : C \xrightarrow{\epsilon} D$ and $N : C' \xrightarrow{\epsilon'} D'$ is $M \otimes N$, which is a comodule $C \otimes C' \xrightarrow{\epsilon} D \otimes D'$ with coaction:

$$M \otimes N \xrightarrow{\delta \otimes \delta} C \otimes D \otimes C' \otimes N \otimes D' \xrightarrow{\epsilon \otimes \epsilon'} C \otimes C' \otimes M \otimes N \otimes D \otimes D'.$$

Here and below a morphism named $c$ subscripted with a permutation is an isomorphism coming from the braiding.
We often encounter comodules going between tensor products of comonoids, like \( M : C_1 \otimes C_2 \otimes \ldots C_n \longrightarrow D_1 \otimes D_2 \otimes \ldots D_m \). Such a comodule inherently is a left \( C_i \)-comodule, for \( 1 \leq i \leq n \), and a right \( D_i \)-comodule, for \( 1 \leq i \leq m \). Conversely, given left \( C_i \)-comodule and right \( D_i \)-comodules structures on \( M \) compatible in a certain way, \( M \) becomes a \( C_1 \otimes C_2 \otimes \ldots C_n \longrightarrow D_1 \otimes D_2 \otimes \ldots D_m \) comodule. This enables us to describe a comodule just by giving left and right coactions. A map \( M \rightarrow N \) is a comodule map between comodule \( M,N \) if and only if it is a left \( C_i \)-comodule map for all \( 1 \leq i \leq n \) and a right \( D_i \)-comodule map for all \( 0 \leq i \leq m \).

\( \mathcal{C} \) is a right autonomous monoidal bicategory. The bidual of a comonoid \( C = (C, \delta, \epsilon) \) is the comonoid with the opposite comultiplication \( C^\circ = (C, c_2 \delta, \epsilon) \). Unit and counit are comodules \( e : C^\circ \otimes C \longrightarrow I \) and \( n : I \longrightarrow C \otimes C^\circ \), both of which are \( C \) as objects of \( \mathcal{V} \) and the coactions on them are respectively

\[
C \xrightarrow{\delta_3} C \otimes C \otimes C \xrightarrow{1 \otimes e} C \otimes C \otimes C \quad \text{and} \quad C \xrightarrow{\delta_3} C \otimes C \otimes C \xrightarrow{c \otimes 1} C \otimes C \otimes C.
\]

It follows that \( C^\circ \otimes C \) is a monoidal in \( \mathcal{C} \). The multiplication is \( p = 1 \otimes e \otimes 1 \) and the unit is \( j = n \). Still more explicitly, the multiplication \( C^\circ \otimes C \otimes C^\circ \otimes C \longrightarrow C^\circ \otimes C \) is \( p = C \otimes C \otimes C \) with coaction

\[
C^\circ \otimes 3 \xrightarrow{\delta_3 \otimes \delta_3 \otimes \delta_3} C^\circ 9 \xrightarrow{c_{146725839}} C^\circ 9
\]

and the unit \( I \longrightarrow C^\circ \otimes C \) is \( j = C \) with coaction

\[
C \xrightarrow{\delta_3} C^\circ 3 \xrightarrow{c_{213}} C^\circ 3.
\]

Let \( M \) and \( N \) be comodules \( I \longrightarrow C^\circ \otimes C \). Regard these as comodules \( C \longrightarrow C \) by the equivalence

\[
\mathcal{C}(I, C^\circ \otimes C) \simeq \mathcal{C}(C, C). \tag{4}
\]

The composite

\[
I \xrightarrow{M \otimes N} C^\circ \otimes C \otimes C^\circ \otimes C \xrightarrow{p} C^\circ \otimes C
\]

is \( M \otimes_C N \) with right \( C^\circ \otimes C \)-coaction the unique map \( \delta_l : M \otimes_C N \rightarrow (M \otimes_C N) \otimes C \otimes C \) making

\[
\begin{array}{ccc}
M \otimes_C N & \xrightarrow{i} & M \otimes N \\
\delta_l \downarrow & & \downarrow \delta_l \\
(M \otimes_C N) \otimes C \otimes C & \xrightarrow{i \otimes C \otimes C} & M \otimes N \otimes C \otimes C
\end{array}
\]

commute.
The equivalence (4) is a monoidal equivalence, where the monoidal structure on the left side comes from the pseudomonoid structure on \( C^o \otimes C \) and the monoidal structure on the right is defined to be the composition in \( C \).

Next we prove some technical lemmas, which we use in Section 5.

3.1. Lemma. Suppose that \( \beta \) is a 2-cell:

\[
\begin{array}{ccc}
A \otimes C \otimes C^o \otimes B & \xrightarrow{A \otimes e \otimes B} & A \otimes C \otimes C^o \otimes B \\
& & \\
& & \xrightarrow{A \otimes e \otimes B}
\end{array}
\]

Let \( \alpha : M \to N \) be the map in \( \mathcal{V} \) determined by the pasting composite

\[
\begin{array}{ccc}
A \otimes B & \xrightarrow{A \otimes e \otimes B} & A \otimes C \otimes C^o \otimes B \\
& & \xrightarrow{A \otimes e \otimes B}
\end{array}
\]

It satisfies

\[
M \xrightarrow{\delta_l} C \otimes C \otimes M \xrightarrow{1 \otimes e \otimes 1} C \otimes M \xrightarrow{1 \otimes \alpha} C \otimes N
\]

The 2-cell \( \beta \) is uniquely determined by a left \( A \otimes B \)- right \( D \)-comodule map \( \alpha \) which satisfies (6).

Proof. The comodule \( N \circ (A \otimes e \otimes B) \) is \( C \otimes N \) with coaction

\[
C \otimes N \xrightarrow{\delta_{l} \otimes \delta} C \otimes C \otimes C \otimes A \otimes B \otimes N \otimes D \xrightarrow{\epsilon \otimes 1 \otimes 1} C \otimes A \otimes B \otimes C \otimes C \otimes N \otimes D.
\]

The left \( C^o \) and \( C \) coactions on \( C \otimes N \) both are the cofree coactions, i.e. they are determined by the comultiplications.

The basic property of a cofree comodule is that any comodule map \( \beta : M \Rightarrow C \otimes N \) to a cofree comodule is uniquely determined by its corestriction to \( N \), by which is meant the map \( \alpha = (\epsilon \otimes N)\beta : M \Rightarrow N \) in \( \mathcal{V} \). Specifically, \( \beta \) can be recovered from \( \alpha \) as

\[
M \xrightarrow{\delta_l} C \otimes M \xrightarrow{1 \otimes \alpha} C \otimes N.
\]

It follows that in the setting of the lemma \( \beta \) can be reconstructed from \( \alpha \) in two ways. The condition (6) asserts that these two reconstructions are the same.

It is easily seen that \( \beta \) is a left \( A \)-, \( B \)- right \( D \)- comodule map if and only if \( \alpha \) is. The lemma is proved.
3.2. Lemma. Let $\beta$ be a 2-cell:

Let $\alpha : M \to N$ be a map in $\mathcal{V}$ determined by the pasting composite:

It satisfies:

\[ C \xrightarrow{\alpha} N \xrightarrow{\delta_l} C \otimes C \otimes N \xrightarrow{1 \otimes 1 \otimes 1} C \otimes N \]

The 2-cell $\beta$ is uniquely determined by a right $D$-comodule map $\alpha$ which satisfies (7).

Proof. The 2-cell $\beta$ is a map $C \to C \otimes C \otimes C N$. This is induced by a map $\beta' : C \to C \otimes N$ satisfying

\[ (1 \otimes ((\epsilon \otimes 1)\delta_l))\beta' = (c\delta \otimes 1)\beta' \]

(8)

\[ (1 \otimes ((1 \otimes \epsilon)\delta_l))\beta' = (\delta \otimes 1)\beta' \]

(9)

We have $\alpha = (\epsilon \otimes 1)\beta'$. From $\alpha$ we can recover $\beta'$ in two ways: using (8) it can be shown that $\beta'$ can be reconstructed from $\alpha$ as the top composite in (7), or using (9) it can be shown that $\beta'$ can be reconstructed from $\alpha$ as the bottom composite in (7). So, the map $\alpha$ defined from $\beta$ satisfies (7). Conversely, $\beta'$ can be defined from a map $\alpha$ which satisfies (7).

It is easily checked that $\beta$ is a right $D$-comodule map if and only if $\alpha$ is. The lemma is proved.

The maps $\xi_2 = 1 \otimes \epsilon \otimes 1 : C \otimes C \otimes C \to C \otimes C$ and $\xi_0 = \delta : C \to C \otimes C$ define a monoidal morphism structure on $\epsilon^* = \epsilon^* \otimes \epsilon^* : I \to C^\alpha \otimes C$. For any $n \geq 0$ we have a 2-cell:

\[ I \xrightarrow{\epsilon^n} (C^\alpha \otimes C)^{\otimes n} \]

(10)
3.3. Lemma. For any $n$, the function defined on the set of 2-cells

$$\mathcal{C}((C^o \otimes C)^{\otimes n}, C^o \otimes C)(M, N \circ p_n)$$

with values in

$$\mathcal{C}(I, C^o \otimes C)(M \circ \epsilon^*, N \circ \epsilon^*)$$

(11)

taking

$$\begin{array}{ccc}
(C^o \otimes C)^{\otimes n} & \xrightarrow{p_n} & C^o \otimes C \\
\beta \parallel & & \parallel \\
C^o \otimes C & \xrightarrow{\xi_n} & C^o \otimes C
\end{array}$$

to the pasting composite

$$\begin{array}{ccc}
I & \xrightarrow{\epsilon^\ast} & (C^o \otimes C)^{\otimes n} \\
I \parallel \xi_n \parallel p_n \parallel \beta \parallel & & \parallel \\
I & \xrightarrow{\epsilon^\ast} & C^o \otimes C \xrightarrow{A} C^o \otimes C
\end{array}$$

is injective.

Proof. The $n = 0$ case follows from Lemma 3.1. For $n = 1$ the function forgets the left $C^o \otimes C$ comodule structure which clearly is injective. For $n \geq 2$, the 2-cell $\xi_n$ can be written as a pasting composite of the 2-cells $\xi_2 \otimes (C^o \otimes C)^{\otimes n-1}, \ldots, \xi_2 \otimes (C^o \otimes C)^{\otimes 2}, \xi_2$. Pasting from the left by each of these is an injective function by Lemma 3.2, hence pasting from the left by $\xi_n$ is injective too. 

4. Comonads in the bicategory of comodules

We will use the lower case Greek letters $\epsilon$ and $\delta$ for counits and comultiplications of both comonads in $\mathcal{C}$ and the comonoids. Although these are not the same, below it will become clear that such notation is not confusing.

Let $E$ be a comonoid. There is an equivalence of categories between comonads on $E$ in the bicategory $\mathcal{C}$ of comodule and comonoid maps with codomain $E$. If $\epsilon : G \rightarrow E$ is a comonoid map, then the adjunction

$$\epsilon_\ast \dashv \epsilon^\ast : E \longrightarrow G$$

induces a comonad on $E$. Conversely, if $G$ is a comonad on $E$ with comonad comultiplication $\delta : G \rightarrow G \otimes_E G$ and comonad counit $\epsilon : G \rightarrow E$, then $G$ itself becomes a comonoid with comultiplication and counit

$$G \xrightarrow{\delta} G \otimes_E G \xrightarrow{i} G \otimes G$$
while $\epsilon : G \rightarrow E$ becomes a comonoid map. In fact, the comonoid $G$ is the Eilenberg-Moore object of $(E, G)$ with the universal $G$-coalgebra

$$G \xrightarrow{\epsilon} E \xrightarrow{\epsilon} I$$

4.1. **PROPOSITION.** $\mathcal{C}$ admits the Eilenberg-Moore construction for comonads.

It follows from Proposition 2.2 that $\text{Mon}\mathcal{C}$ also admits the comonad Eilenberg-Moore construction. To wit, given a monoidal structure on a comonad $G$, the comonoid $G$ becomes a monoidal in $\mathcal{C}$, while $\epsilon : G \rightarrow E$ becomes a strong monoidal morphism.

The correspondence between comonads and comonoid maps lifts to a correspondence between monoidal comonads on the monoidal $E$ and monoidales $G$ in $\mathcal{C}$ together with a comonoid map $G \rightarrow E$ such that $\epsilon : G \rightarrow E$ is a strong monoidal morphism.

5. **Quantum Categories**

Essentially following [5] we define a quantum category in $\mathcal{V}$. In [5] it was shown that a quantum category in $\text{Set}$ is the same as a small category and a quantum category in $\text{Vect}^{op}$ is the same as a bialgebroid [17], [10], [20]. Most of the section after the definition is dedicated to proving Statement 5.6, which translates that definition to a set of axioms close to the definitions of bialgebroid in the literature.

5.1. **DEFINITION.** A quantum graph $(C, A)$ in $\mathcal{V}$ consists of a comonoid $C$ and a comonad $A$ on $C^\otimes C$.

$$C^\otimes C \xrightarrow{A} C^\otimes C$$

5.2. **DEFINITION.** A quantum category $(C, A)$ in $\mathcal{V}$ consists of a comonoid $C$ together with a monoidal comonad $A$ on $C^\otimes C$.

A quantum category has an underlying quantum graph and 2-cells

$$C^\otimes C \otimes C^\otimes C \xrightarrow{A \otimes A} C^\otimes C \otimes C^\otimes C$$
which make $A$ into a monoidal morphism and both of which are comonad maps.

If $V$ is the category of sets with the monoidal structure given by the cartesian product, then a quantum category in $V$ is the same as an ordinary category. We do not consider this fact in details since this was done in [3]. When $V$ is the opposite category of modules over a commutative ring, then a quantum category in $V$ is the same as a bialgebroid. This will become clearer with the Statement 5.6. We continue with a general monoidal category $V$.

By Section 4, a quantum graph amounts to comonoids $C$, $A$ and a comonoid map $\epsilon : A \to C^o \otimes C$. The latter itself amounts to comonoid maps $s : A \to C^o$ and $t : A \to C$ satisfying:

$$
\begin{array}{ccc}
A \otimes A & \xrightarrow{s \otimes t} & C \otimes C \\
\delta & \downarrow & \downarrow \epsilon \\
A & \xrightarrow{\epsilon} & C \otimes C \\
\delta & \downarrow & \\
A \otimes A & \xrightarrow{t \otimes s} & C \otimes C
\end{array}
$$

By $s$ and $t$ we can express $\epsilon$ as

$$
A \xrightarrow{\delta} A \otimes A \xrightarrow{s \otimes t} C \otimes C.
$$

$C$ is called the object of objects of the quantum graph. $A$ is called the object of arrows. The maps $s$ and $t$ are called the source and the target maps respectively.

We regard $A$ as a comodule $C \longrightarrow C$ using the right $C^o \otimes C$-coaction on it. In terms of $s$ and $t$ left and right $C$-coactions on $A$ are

$$
\begin{align*}
A & \xrightarrow{\delta_3} A \otimes A \otimes A \\
& \xrightarrow{1 \otimes s \otimes \epsilon} A \otimes C \\
& \xrightarrow{c^{-1}} C \otimes A \\
A & \xrightarrow{\delta_3} A \otimes A \otimes A \\
& \xrightarrow{1 \otimes t \otimes \epsilon} A \otimes C
\end{align*}
$$

The tensor product $H = A \otimes_C A$ of $A$ with itself over $C$ is called the object of composable arrows for the quantum graph. It is defined by the equalizer

$$
H \xrightarrow{i} A \otimes A \xrightarrow{1 \otimes (c^{-1} (1 \otimes s \otimes c) \delta_3)} A \otimes C \otimes A.
$$

The composite comodule

$$
C^o \otimes C \otimes C^o \otimes C \xrightarrow{A \otimes A} C^o \otimes C \otimes C^o \otimes C \xrightarrow{p} C^o \otimes C
$$

is $H$ with left $C^o \otimes C \otimes C^o \otimes C$-coaction the unique map $\delta_t : H \to C \otimes C \otimes C \otimes C \otimes H$ making
commute and right $C^o \otimes C$-coaction the unique map $\delta_r : H \to C \otimes C \otimes H$ making

\[
\begin{array}{ccc}
H & \xrightarrow{\delta_r} & H \otimes C \otimes C \\
i & & \downarrow i \otimes 1 \otimes 1 \\
A \otimes A & \xrightarrow{\delta_r} & A \otimes A \otimes C \otimes C
\end{array}
\]

commute. We regard $H$ as a comodule $C \longrightarrow C$ using the right $C^o \otimes C$-coaction on it.

The map $\nu_2 : H \to A$ determined by the pasting composite

\[
\begin{array}{ccc}
I & \xrightarrow{\epsilon^*} & C^o \otimes C \otimes C^o \otimes C \\
\downarrow I \otimes 1 \otimes 1 \otimes 1 & & \downarrow I \otimes 1 \otimes 1 \\
I & \xrightarrow{\epsilon^*} & C^o \otimes C & \xrightarrow{A \otimes A} & C^o \otimes C \otimes C \otimes C
\end{array}
\]

is called the composition map of the quantum category. The map $\nu_0 : C \to H$ determined by the pasting composite

\[
\begin{array}{ccc}
I & \xrightarrow{\epsilon^*} & C^o \otimes C \\
\downarrow I \otimes 1 \otimes 1 \otimes 1 & & \downarrow I \otimes 1 \otimes 1 \\
I & \xrightarrow{\epsilon^*} & C^o \otimes C & \xrightarrow{A \otimes A} & C^o \otimes C \otimes C \otimes C
\end{array}
\]

is called the unit map of the quantum category.

5.3. Lemma. The 2-cells $\mu_2$ and $\mu_0$ determine a monoidal morphism structure on the comodule $A : C^o \otimes C \longrightarrow C^o \otimes C$ if and only if $(A, \nu_2, \nu_0)$ is a monoid in $\mathcal{C}(C, C)$.

Proof. It follows from Lemma 3.3 that $\mu_2$ and $\mu_0$ determine a monoidal morphism structure on $A$ if and only if the pasting composites (12) and (13) determine a monoidal morphism structure on $\epsilon^* A$. Using the equivalence $\mathcal{C}(I, C^o \otimes C) \simeq \mathcal{C}(C, C)$, the 2-cells (12) and (13) determine a monoidal morphism structure on $\epsilon^* A$ if and only if $(A, \nu_2, \nu_0)$ is a monoid in $\mathcal{C}(C, C)$. 

Consider the pasting composite

\[
\begin{array}{ccc}
C^o \otimes C \otimes C^o \otimes C & \xrightarrow{A \otimes A} & C^o \otimes C \otimes C^o \otimes C \\
\downarrow \delta & & \downarrow \delta \\
C^o \otimes C & \xrightarrow{A \otimes A} & C^o \otimes C \otimes C^o \otimes C & \xrightarrow{A \otimes A} & C^o \otimes C \otimes C \otimes C
\end{array}
\]
It is a map $H \to H \otimes (C^o \otimes C) A$. Let $\gamma_r$ be the composite of this with the canonical injection $H \otimes (C^o \otimes C) A \to H \otimes A$.

5.4. **Lemma.** The 2-cell $\mu_2$ is a comonad morphism if and only if the following diagrams commute

\begin{equation}
\begin{array}{c}
\xymatrix{ H \ar[r]^\nu_2 & A \\
H \otimes A \ar[r]_{\nu_2 \otimes 1} \ar[d]_{\delta} & A \otimes A \\
A \otimes A \ar[u]^\gamma_r &}
\end{array}
\end{equation}

\begin{equation}
\begin{array}{c}
\xymatrix{ H \ar[r]^\nu_2 & A \\
A \otimes A \ar[r]_{\epsilon \otimes \epsilon} \ar[u]^i & I \\
A \otimes A &}
\end{array}
\end{equation}

**Proof.** The map $\mu_2$ is a comonad map if:

\begin{equation}
\begin{aligned}
C^o \otimes C \otimes C^o \otimes C \ar[r]^{A \otimes A} & C^o \otimes C^o \otimes C^o \otimes C \\
\delta \ar[u]_p & \mu_2 \ar[r]_p & \mu_2 \ar[r]_p & C^o \otimes C \otimes C^o \otimes C \\
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
C^o \otimes C \otimes C^o \otimes C \ar[r]^{A \otimes A} & C^o \otimes C \otimes C^o \otimes C \\
\delta \ar[u]_p & \mu_2 \ar[r]_p & \mu_2 \ar[r]_p & C^o \otimes C \otimes C^o \otimes C \\
\end{aligned}
\end{equation}

and

\begin{equation}
\begin{aligned}
C^o \otimes C \otimes C^o \otimes C \ar[r]^{A \otimes A} & C^o \otimes C \otimes C^o \otimes C \\
\epsilon \ar[u]_p & \mu_2 \ar[r]_p & \mu_2 \ar[r]_p & C^o \otimes C \otimes C^o \otimes C \\
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
C^o \otimes C \otimes C^o \otimes C \ar[r]^{A \otimes A} & C^o \otimes C \otimes C^o \otimes C \\
\epsilon \ar[u]_p & \mu_2 \ar[r]_p & \mu_2 \ar[r]_p & C^o \otimes C \otimes C^o \otimes C \\
\end{aligned}
\end{equation}
By Lemma 3.3 these equalities between pasting diagrams are equivalent to the following equalities obtained by suitably pasting to them the 2-cell (10) for $n = 2$.

\[
\begin{array}{cccc}
I & \overset{\delta}{\xrightarrow{\bullet}} & A \otimes A & \overset{\mu_2}{\xrightarrow{\bullet}} \\
& & C^o \otimes C \otimes C & \overset{\mu_2}{\xrightarrow{\bullet}} \\
I & \overset{\nu_2}{\xrightarrow{\bullet}} & A^o \otimes C & \overset{\mu_2}{\xrightarrow{\bullet}} \\
& & C^o \otimes C & \overset{\mu_2}{\xrightarrow{\bullet}} \end{array}
\]

It is easy to translate these equalities into commutative diagrams. The first of them translates to (15). The second translates to the commutativity of (17). Indeed, in the diagram

\[
\begin{array}{cccc}
I & \overset{\delta}{\xrightarrow{\bullet}} & A \otimes A & \overset{\mu_2}{\xrightarrow{\bullet}} \\
& & C^o \otimes C \otimes C & \overset{\mu_2}{\xrightarrow{\bullet}} \\
I & \overset{\nu_2}{\xrightarrow{\bullet}} & A^o \otimes C & \overset{\mu_2}{\xrightarrow{\bullet}} \\
& & C^o \otimes C & \overset{\mu_2}{\xrightarrow{\bullet}} \end{array}
\]

the left square commutes since $\nu_2$ is a right $C^o \otimes C$-comodule map and the right square commutes given (16). A little calculation shows that the outer part is exactly (17).
The 2-cell $\mu_0$ is a map $\mu_0 : C \to C \otimes (C^\circ \otimes C)$. Let $\gamma_r$ be the composite of this with the canonical injection $C \otimes (C^\circ \otimes C) A \to C \otimes A$.

5.5. **Lemma.** The 2-cell $\mu_0$ is a comonad morphism if and only if the following diagrams commute

\[
\begin{array}{c}
\begin{array}{ccc}
C & \xrightarrow{\nu_0} & A \\
\gamma_r & \downarrow & \delta \\
C \otimes A & \xrightarrow{\nu_0 \otimes 1} & A \otimes A
\end{array}
\end{array}
\tag{18}
\]

\[
\begin{array}{c}
\begin{array}{ccc}
C & \xrightarrow{\nu_0} & A \\
\epsilon & \downarrow & \gamma_r \\
A & \xrightarrow{\epsilon} & I
\end{array}
\end{array}
\tag{19}
\]

**Proof.** The map $\mu_0$ is a comonad morphism if:

\[
\begin{array}{c}
\begin{array}{ccc}
C^\circ \otimes C & \xrightarrow{\mu_0} & C^\circ \otimes C \\
\downarrow & \swarrow & \downarrow \\
C^\circ \otimes C & \xrightarrow{\mu_0} & C^\circ \otimes C \\
\downarrow & \swarrow & \downarrow \\
C^\circ \otimes C & \xrightarrow{\mu_0} & C^\circ \otimes C \\
\downarrow & \swarrow & \downarrow \\
A & \xrightarrow{\epsilon} & I
\end{array}
\end{array}
\]

and

\[
\begin{array}{c}
\begin{array}{ccc}
C^\circ \otimes C & \xrightarrow{\mu_0} & C^\circ \otimes C \\
\downarrow & \swarrow & \downarrow \\
C^\circ \otimes C & \xrightarrow{\mu_0} & C^\circ \otimes C \\
\downarrow & \swarrow & \downarrow \\
C^\circ \otimes C & \xrightarrow{\mu_0} & C^\circ \otimes C \\
\downarrow & \swarrow & \downarrow \\
A & \xrightarrow{\epsilon} & I
\end{array}
\end{array}
\]

Using Lemma 3.3 these are equivalent to the equalities:

\[
\begin{array}{c}
\begin{array}{ccc}
I & \xrightarrow{\nu_0} & C^\circ \otimes C \\
\downarrow & \swarrow & \downarrow \\
C^\circ \otimes C & \xrightarrow{\mu_0} & C^\circ \otimes C \\
\downarrow & \swarrow & \downarrow \\
I & \xrightarrow{\nu_0} & C^\circ \otimes C \\
\downarrow & \swarrow & \downarrow \\
C^\circ \otimes C & \xrightarrow{\mu_0} & C^\circ \otimes C
\end{array}
\end{array}
\]

and
The first of these translates to the commutativity of (18). The second translates to

\[
\begin{array}{ccc}
A & \rightarrow & A \otimes A \\
\downarrow \nu_0 & & \downarrow \delta \\
C & \rightarrow & C \otimes C
\end{array}
\]

Which reduces to the commutativity of (20). Indeed, in the diagram

\[
\begin{array}{ccc}
A & \rightarrow & A \otimes A \otimes A \\
\downarrow \nu_0 & & \downarrow \delta \\
C & \rightarrow & C \otimes C \otimes C
\end{array}
\]

the left square commutes since \( \nu_0 \) is a right \( C^o \otimes C \)-comodule map, and the right square commutes given (19), while the outer part can be seen to be (20).

Now we are in position to unpack Definition 5.2. Start again with a quantum graph \((C, A)\). There is a unique map \( \gamma_l : H \rightarrow A \otimes A \otimes H \) making

\[
\begin{array}{ccc}
H & \rightarrow & A \otimes A \otimes A \\
\downarrow \gamma_l & & \downarrow \delta \otimes \delta \\
A \otimes A \otimes H & \rightarrow & A \otimes A \otimes A \otimes A
\end{array}
\]

commute. By Lemma 3.1 the 2-cell \( \mu_2 \) is determined by the map \( \nu_2 \). The condition of 3.1 says that \( \nu_2 \) should respects the right coaction by \( C^o \otimes C \) and the left coactions by the first and the fourth terms in \( C^o \otimes C \otimes C^o \otimes C \) and satisfy (6), which now becomes

\[
\begin{array}{ccc}
H & \rightarrow & A \otimes A \otimes H \\
\downarrow \gamma_l & & \downarrow 1 \otimes \nu_2 \\
A \otimes A \otimes H & \rightarrow & C \otimes C \otimes A
\end{array}
\]

Using (22), it can be shown that there exists a unique map \( \gamma_r \) making

\[
\begin{array}{ccc}
H & \rightarrow & A \otimes A \otimes H \\
\downarrow \gamma_r & & \downarrow 1 \otimes 1 \otimes \nu_2 \\
H \otimes A & \rightarrow & A \otimes A \otimes A
\end{array}
\]

The first of these translates to the commutativity of (18). The second translates to

\[
\begin{array}{ccc}
A & \rightarrow & A \otimes A \\
\downarrow \nu_0 & & \downarrow \delta \\
C & \rightarrow & C \otimes C
\end{array}
\]
commute. This is the same as the map defined before by (14). Observe that commutativity of the diagram (15) in Lemma 5.4 implies that $\nu_2$ respects the left coaction by the first and the fourth terms in $C^o \otimes C \otimes C^o \otimes C$.

By Lemma (3.2) the 2-cell $\mu_0$ is determined by the map $\nu_0$. The condition of (3.2) says that $\nu_0$ should respect the right $C^o \otimes C$ coaction and satisfy (7), which now becomes

$$C \xrightarrow{\nu_0} A \xrightarrow{(s \otimes 1)\delta} C \otimes A.$$  

(24)

The common value of the two composites in (24) is the same as the map $\gamma_r$ defined above. Observe that if $(A, \nu_2, \nu_0)$ is a comonoid in $C(C, C)$, then (24) follows from (22).

Assembling the established facts we obtain:

5.6. Statement. [B. Day, R. Street] Giving a quantum category structure on a quantum graph $(C, A)$ is equivalent to giving maps $\nu_2 : H \to A$ and $\nu_0 : C \to A$ satisfying the following axioms:

Axiom 1: $(A, \nu_2, \nu_0)$ is a monoid in $C(C, C)$.
Axiom 2: The diagram (22), in which the map $\gamma_l$ is defined by (21).
Axiom 3: The diagram (15), in which the map $\gamma_r$ is defined by (23) using Axiom 2.
Axiom 4: The diagram (16).
Axiom 5: The diagram (18), in which the map $\gamma_r$ is defined by (24).
Axiom 6: The diagram (19).

For more clarity see the Appendix where these axioms are presented using string diagrams.

By Section 4, a quantum category structure on a quantum graph $(C, A)$ is the same as a monoidale structure on $A$, such that $\epsilon : A \to C^o \otimes C$ is strong monoidal. In term of our data this monoidal structure on $A$ can be expressed as follows. The multiplication $A \otimes A \to A$ is $H$ with left and right coactions the maps $\gamma_l : H \to A \otimes A \otimes H$ and $\gamma_r : H \to H \otimes A$. The unit $I \to A$ is $C$ with the right coaction the map $\gamma_r : C \to C \otimes A$. The monoidale $A$ is the Eilenberg-Moore object of the comonad $A : C^o \otimes C \to C^o \otimes C$ in $\text{MonComod}(\mathcal{V})$. Applying the representable pseudofunctor $\text{MonC}(I, -) : \text{MonC} \to \text{MonCat}$ to the universal 2-cell
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we obtain an Eilenberg-Moore construction in the category of monoidal categories and monoidal functors:
Using the equivalence (4) we can transport the monoidal comonad $A \circ -$ on the category $\mathcal{C}(A, C \otimes C)$ to a monoidal comonad on the category $\mathcal{C}(C, C)$. Thus, a quantum category defines a monoidal comonad on $\mathcal{C}(C, C)$, the Eilenberg-Moore object of which is the category of the right $A$-comodules.

6. The category of quantum categories

Suppose that $f : C \to C'$ is a comonoid map. Let $\alpha : f^* \circ f_* \to C$ and $\beta : C' \to f_* \circ f^*$ be the unit and the counit of the adjunction $f^* \dashv f_*$ as in Section 3. They are maps respectively in $\mathcal{C}(C, C)$ and $\mathcal{C}(C', C')$. By biduality, from $\alpha$ we get a map $\alpha : e \to e \circ (f_* \otimes f^{*o})$ in $\mathcal{C}(C \otimes C^o, I)$ and from $\beta$ we get a map $\beta : (f_* \otimes f^{*o}) \circ n \to n$ in $\mathcal{C}(I, C^{*o} \otimes C')$.

The comodule $f^{*o} \otimes f_* : C^o \otimes C \to C^{*o} \otimes C'$ is an opmonoidal morphism with structure 2-cells

\[
\begin{array}{ccc}
C^o \otimes C & \xrightarrow{f^{*o} \otimes f_*} & C^{*o} \otimes C' \\
\alpha & \downarrow & \beta \\
C^o \otimes C \otimes C^o \otimes C & \xrightarrow{f^{*o} \otimes f_* \otimes f^{*o} \otimes f_*} & C^{*o} \otimes C' \otimes C^{*o} \otimes C'
\end{array}
\]

defined as $\omega_2 = f^{*o} \otimes \alpha \otimes f_*$ and $\omega_0 = \beta$.

Suppose that $g : C \to C'$ is another comonoid map. The opmonoidal map $f^{*o} \otimes f_*$ acts from the left on $f^{*o} \otimes g_*$ by

\[
\begin{array}{ccc}
C^o \otimes C & \xrightarrow{f^{*o} \otimes g_*} & C^{*o} \otimes C' \\
\lambda & \downarrow & \lambda \\
C^o \otimes C \otimes C^o \otimes C & \xrightarrow{f^{*o} \otimes f_* \otimes f^{*o} \otimes g_*} & C^{*o} \otimes C' \otimes C^{*o} \otimes C'
\end{array}
\]

defined as $\lambda_l = f^{*o} \otimes \alpha \otimes g_*$. Similarly $g^{*o} \otimes g_*$ acts from the right on $f^{*o} \otimes g_*$ with coaction 2-cell $\lambda_r$ defined similarly.

6.1. Definition. A map between quantum graphs $(\sigma, f) : (C, A) \to (C', A')$ consists of a morphism of comonoids $f : C \to C'$ and a 2-cell

\[
\begin{array}{ccc}
C^o \otimes C & \xrightarrow{A} & C^o \otimes C' \\
\sigma & \downarrow & \sigma \\
C^{*o} \otimes C & \xrightarrow{A'} & C^{*o} \otimes C
\end{array}
\]
such that \((f^* \otimes f_*, \sigma)\) is a comonad map.

6.2. Definition. A functor \((f, \sigma) : (C, A) \rightarrow (C', A')\) between quantum categories is a map between the underlying quantum graphs such that the 2-cell \(\sigma\) is a square.

In other words a quantum functor is an opmorphism of monoidal comonads of the form \((f^* \otimes f_*, \varphi) : (C, A) \rightarrow (C', A')\). Here are the equalities that \(\sigma\) must satisfy:

\[
\begin{array}{c}
\text{C}^o \otimes C \otimes C^o \otimes C \\
\text{C}^o \otimes C \otimes C^o \otimes C \\
\text{C}^o \otimes C \otimes C^o \otimes C \\
\end{array}
\]

\[\xrightarrow{A \otimes A} \]

\[
\begin{array}{c}
\text{C}^o \otimes C \otimes C^o \otimes C \\
\text{C}^o \otimes C \otimes C^o \otimes C \\
\text{C}^o \otimes C \otimes C^o \otimes C \\
\end{array}
\]

\[\xrightarrow{A' \otimes A'} \]

\[
\begin{array}{c}
\text{C}^o \otimes C \otimes C^o \otimes C \\
\text{C}^o \otimes C \otimes C^o \otimes C \\
\text{C}^o \otimes C \otimes C^o \otimes C \\
\end{array}
\]

\[\xrightarrow{A \otimes A} \]

\[
\begin{array}{c}
\text{C}^o \otimes C \otimes C^o \otimes C \\
\text{C}^o \otimes C \otimes C^o \otimes C \\
\text{C}^o \otimes C \otimes C^o \otimes C \\
\end{array}
\]

\[\xrightarrow{A' \otimes A'} \]

\[
\begin{array}{c}
\text{C}^o \otimes C \otimes C^o \otimes C \\
\text{C}^o \otimes C \otimes C^o \otimes C \\
\text{C}^o \otimes C \otimes C^o \otimes C \\
\end{array}
\]

and
A map of quantum graphs \((C, A) \rightarrow (C', A)\) amounts to comonoid maps \(f : C \rightarrow C'\) and \(\varphi : A \rightarrow A'\) for which the diagrams

\[
\begin{array}{ccc}
A & \xrightarrow{s} & C \\
\varphi & \downarrow & \downarrow f \\
A' & \xrightarrow{s} & C'
\end{array}
\quad \quad \quad \quad \quad \quad
\begin{array}{ccc}
A & \xrightarrow{t} & C \\
\varphi & \downarrow & \downarrow f \\
A' & \xrightarrow{t} & C'
\end{array}
\]  
(26)

commute. The pair \((f, \varphi)\) is a functor of quantum categories if additionally it satisfies:

\[
\begin{array}{ccc}
A \otimes C & \xrightarrow{\nu_2} & A \\
\varphi \otimes_C \varphi & \\ A' \otimes C' & \xrightarrow{\nu_2} & A'
\end{array}
\]

and

\[
\begin{array}{ccc}
C & \xrightarrow{\nu_0} & A \\
\varphi & \downarrow & \downarrow f \\
C' & \xrightarrow{\nu_0} & A'
\end{array}
\]

The tensor product \(A \otimes_{C'} A\) of \(A\) with itself over \(C'\) is taken by regarding \(A\) as a comodule \(C' \rightarrow C'\) with left and right coactions:

\[
A \xrightarrow{\delta} A \otimes A \xrightarrow{\imath_1} A \otimes A' \xrightarrow{\imath_2} A \otimes C' \xrightarrow{c} C' \otimes A
\]

and

\[
A \xrightarrow{\delta} A \otimes A \xrightarrow{\imath_1} A \otimes A' \xrightarrow{\imath_2} A \otimes C'.
\]

Observe that in a quantum functor the map \(f\) is determined by the map \(\varphi\) via \(f = \varphi \nu_0\).
The notion of the quantum functor includes the notion of functor between small categories and the notion of weak morphism of bialgebroids [16].

By Section 2 an opmorphism between monoidal comonads is determined by an opmonoidal morphism between the Eilenberg-Moore objects. Thus given a quantum functor \((f, \varphi) : (C, A) \to (C', A')\) the comodule \(\varphi_* : A \to A'\) has an opmonoidal morphism structure which lifts the opmonoidal morphism structure on \(f^* \otimes f_* : C^o \otimes C \to C^o \otimes C\). By application of the functor \(\text{MonComod}(I, -) : \text{MonComod} \to \text{MonCat}\) we get an opmonoidal functor between categories of right \(A\)-comodules:

\[
\text{Comod}(I, A) \xrightarrow{\text{MonComod}(I, \varphi_*)} \text{Comod}(I, A').
\]

Define composition of quantum functors \(\varphi : (C, A) \to (C', A')\) and \(\varphi' : (C'', A'') \to (C'''', A''')\) by

\[
A \xrightarrow{\varphi} A' \xrightarrow{\varphi'} A''.
\]

The units for this composition are provided by quantum functors of the form \((1, 1)\).

6.3. Theorem. Quantum categories and functors between them form a category \(\text{qCat}^V\).

6.4. Definition. A natural transformation \(\tau : (f, \varphi) \Rightarrow (g, \varphi')\)

between quantum functors is a 2-cell

\[
\begin{array}{c}
(A, C) \xrightarrow{(f, \varphi)} (A', C') \\
\tau \\
(\varphi, \varphi')
\end{array}
\]

making \(f^* \otimes g_*\) into a comonad map so that both the left coaction of \(f^* \otimes f_*\) and the right coaction of \(g^* \otimes g_*\) on \(f^* \otimes g_*\) respect the comonad structure.

Here are the equalities which the 2-cell \(\tau\) should satisfy:
and
A natural transformation \( \tau: (f, \varphi) \to (g, \varphi'): (C, A) \to (C', A') \) amounts to a comonoid map \( \tau: A \to A' \) such that:

\[
\begin{array}{c}
A \xrightarrow{s} C \\
\tau \downarrow \quad \quad \quad \quad \quad \quad \tau \downarrow \\
A' \xrightarrow{s} C'
\end{array}
\]

\[
\begin{array}{c}
A \xrightarrow{l} C \\
\tau \downarrow \quad \quad \quad \quad \quad \quad \tau \downarrow \\
A' \xrightarrow{l} C'
\end{array}
\]

(27)

7. Constructions on quantum categories

A coreflexive-equalizer-preserving braided strong-monoidal functor \( \mathcal{V} \to \mathcal{W} \) defines a functor between the categories of quantum categories \( \text{qCat}\mathcal{V} \to \text{qCat}\mathcal{W} \). Thus \( \text{qCat} \) can be viewed as a 2-functor from the 2-category of braided monoidal categories (satisfying the condition at the beginning of Section 3) and braided strong monoidal functors to the 2-category of categories. This functor preserves finite products since we have isomorphisms

\[
\text{qCat}(\mathcal{V} \times \mathcal{W}) \cong \text{qCat}\mathcal{V} \times \text{qCat}\mathcal{W}
\]

\[
\text{qCat}(1) \cong 1
\]
7.1. Example. When $\mathcal{V}$ is a symmetric monoidal category, then the functors $- \otimes - : \mathcal{V} \times \mathcal{V} \to \mathcal{V}$, $I : 1 \to \mathcal{V}$ are symmetric monoidal. From them we obtain functors

$$- \otimes - : q\text{Cat}\mathcal{V} \times q\text{Cat}\mathcal{V} \to q\text{Cat}\mathcal{V}$$

$$I : 1 \to q\text{Cat}\mathcal{V}$$

defining a monoidal structure on $q\text{Cat}\mathcal{V}$.

7.2. Example. There is a functor $\text{Set} \to \mathcal{V}$, taking a set $S$ to the $S$-fold coproduct $S \cdot I$ of the monoidal unit, provided these copowers exist. When a certain distributivity law is satisfied, this functor is strong monoidal. Any coreflexive equalizer in $\text{Set}$ (which does not involve an empty set) is split, and thus preserved by any functor. We have $q\text{Cat}\text{Set} = \text{Cat}$ [5]. So we get a functor:

$$\text{Cat} \to q\text{Cat}\mathcal{V}$$

To wit any category determines a quantum category in any (sufficiently good) monoidal category.

7.3. Example. Suppose that $\mathcal{V}$ has small coproducts, and assume that each of the functors $X + -$ preserves coreflexive equalizers. For any finite set $S$ let $S \cdot \mathcal{V}$ stand for the $S$-fold coproduct of an object $\mathcal{V}$ of $\mathcal{V}$. There is a coreflexive-equalizer-preserving braided strong-monoidal functor $- \cdot - : \text{Set}_f \times \mathcal{V} \to \mathcal{V}$. The preservation of coreflexive equalizers is due to Lemma 0.17 in [6]. We have $q\text{Cat}\text{Set}_f = \text{Cat}_f$. Thus we obtain a functor

$$\text{Cat}_f \times q\text{Cat}\mathcal{V} \to q\text{Cat}\mathcal{V} \quad (28)$$

Let $i : \Delta \to \text{Cat}_f$ be the canonical embedding of the simplicial category into the category of finite categories. Precomposing (28) with $i \times 1$ we obtain a functor

$$\Delta \times q\text{Cat}\mathcal{V} \to q\text{Cat}\mathcal{V}$$

Let $A$ and $B$ be quantum categories in $\mathcal{V}$. Consider the simplicial set

$$q\text{Cat}\mathcal{V}(- \cdot A, B). \quad (29)$$

The 1-simplexes of this simplicial set are the quantum functors from $A$ to $B$. The 2-simplexes are the quantum natural transformation. For quantum categories $A$, $B$ and $C$, there is a map of simplicial sets

$$q\text{Cat}\mathcal{V}(- \cdot A, B) \times q\text{Cat}\mathcal{V}(- \cdot B, C) \to q\text{Cat}\mathcal{V}(- \cdot A, C) \quad (30)$$

defined on the $n$-simplexes by

$$q\text{Cat}\mathcal{V}(n \cdot A, B) \times q\text{Cat}\mathcal{V}(n \cdot B, C) \xrightarrow{(n \cdot -) \times 1} q\text{Cat}\mathcal{V}(n \cdot n \cdot A, n \cdot B) \times q\text{Cat}\mathcal{V}(n \cdot B, C)$$
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Here \( \delta \) is the natural transformation

\[
\begin{array}{ccc}
\text{Cat} \times \text{qCat}\ V & \xrightarrow{\text{diag} \times 1} & \text{Cat} \times \text{Cat} \times \text{qCat}\ V \\
\downarrow \Downarrow \downarrow & & \downarrow \Downarrow \\
\text{qCat}\ V & & \\
\end{array}
\]

obtained by applying \( \text{qCat}^- \) to the obvious natural transformation

\[
\begin{array}{ccc}
\text{Set} \times \mathcal{V} & \xrightarrow{\text{diag} \times 1} & \text{Set} \times \text{Set} \times \mathcal{V} \\
\downarrow \Downarrow \downarrow & & \downarrow \Downarrow \\
\mathcal{V} & & \\
\end{array}
\]

Using (30) as compositions we can construct a simplicial set enriched category with objects the quantum categories in \( \mathcal{V} \) and a hom simplicial set from \( A \) to \( B \) given by (29).

7.4. THEOREM. For any (sufficiently good) braided monoidal category \( \mathcal{V} \) the above defines a simplicial set enriched category \( \text{qCat}\mathcal{V} \).

7.5. EXAMPLE. Consider the category of families \( \text{Fam}\mathcal{V} \). An object of \( \text{Fam}\mathcal{V} \) is a pair \( (S, \{A_s\}) \), where \( S \) is a set and \( \{A_s\} \) is an \( S \) indexed family of objects of \( \mathcal{V} \). A morphism \( (f, \{\varphi_s\}) : (S, \{A_s\}) \to (S', \{A'_s\}) \) consists of a map \( f : S \to S' \) and for each \( s \) in \( S \) a morphism \( \varphi_s : A_s \to A_{f(s)} \) in \( \mathcal{V} \). The monoidal structure on \( \mathcal{V} \) induces a monoidal structure on \( \text{Fam}\mathcal{V} \) in the obvious way. Consider the functor

\[
\text{Fam}\mathcal{V} \to \mathcal{V}.
\]

taking \( (S, \{A_s\}) \) to the coproduct \( \coprod A_s \). This functor is monoidal and under mild conditions on \( \mathcal{V} \), it preserves coreflexive equalizers. By applying the \( \text{qCat} \) we obtain a functor

\[
\text{qCat}\text{Fam}\mathcal{V} \to \text{qCat}\mathcal{V}.
\]

The functor

\[
\text{Fam}\mathcal{V} \to \text{Set}
\]

taking \( (S, \{A_s\}) \) to the set \( S \) determines a functor

\[
\text{qCat}\text{Fam}\mathcal{V} \to \text{Cat}.
\]

(31)

In this way each object in \( \text{qCat}\text{Fam}\mathcal{V} \) has an underlying category.

Next we show how Hopf group coalgebras introduced in [18] are quantum categories (groupoids [5]).
Let $G$ denote a group. A Hopf $G$-coalgebra consists of a family of algebras $\{A_g\}$ indexed by elements $g$ of $G$ together with a family of linear maps $\{A_{gg'} \to A_g \otimes A_{g'}\}$ and an antipode satisfying certain axioms. Such a Hopf group coalgebra without an antipode is an object of $\text{qCatFamVect}^{\text{op}}$ with the object of objects $(1, \{I\})$ and the object of arrows $(G, \{A_g\})$. The underlying category is the group $G$. Using the functor (31) from a Hopf group coalgebra we obtain a quantum category in $\text{Vect}^{\text{op}}$, in other words a bialgebroid. The antipode would make this bialgebroid into a Hopf algebroid.

8. Appendix: Computations for quantum categories in string diagrams

We introduce framed string diagrams to represent morphisms in a braided monoidal bicategory as an enrichment of the string diagrams of [7]. These diagrams are designed to ease presentation of quantum structures.

A string diagram of [7] has edges labeled by objects of $\mathcal{V}$ and nodes labeled by morphisms of $\mathcal{V}$ and represents a morphism in $\mathcal{V}$. For example a morphism $f : X \otimes Y \to Z$ in $\mathcal{V}$ is represented by a string diagram:

![String Diagram Example](https://via.placeholder.com/150)

The identity morphism on an object $X$ is represented by

![Identity Morphism](https://via.placeholder.com/150)

The braiding isomorphisms $c$ and $c^{-1}$ are represented respectively by

![Braiding Isomorphism Diagrams](https://via.placeholder.com/150)

Composition is by concatenation and tensoring is by juxtaposition.

A framed string diagram besides strings and nodes may have framed regions labeled by comonoids in $\mathcal{V}$. A framed region labeled by a comonoid $C$ has two strings passing through it, of which, the left string is labeled by a right $C$-comodule and the right string is labeled by a left $C$-comodule. Such a framed region corresponds to taking tensor product over $C$. Now we give the description.
Suppose that $C$ is a comonoid in $\mathcal{V}$. Suppose that $M$ is a right $C$-comodule and $N$ is a left $C$-comodule with coactions:

\[
\begin{array}{c}
M \\
\downarrow C \\
N \\
\uparrow C
\end{array}
\]

The framed string diagram

\[
\begin{array}{c}
M \\
\downarrow C \\
N \\
\uparrow C
\end{array}
\]

represents the identity morphism on $M \otimes_C N$. The framed string diagram

\[
\begin{array}{c}
M \\
\downarrow C \\
N \\
\uparrow C
\end{array}
\]

represents a canonical injection $i : M \otimes_C N \to M \otimes N$. Observe that we have:

\[
\begin{array}{c}
M \\
\downarrow C \\
N \\
\uparrow C
\end{array} = \begin{array}{c}
M \\
\downarrow C \\
N \\
\uparrow C
\end{array}
\]

The framed string diagram

\[
\begin{array}{c}
M \\
\downarrow C \\
N \\
\uparrow C
\end{array}
\]

represents a morphisms $M \otimes_C N \to L$. The following is a rule for building a new string diagram from a given one. Suppose that a morphism $\ldots \to \ldots M \otimes N \ldots$ is represented by a framed string diagram
and suppose that it factors through a morphism \( \cdots \to \cdots M \otimes_C N \cdots \); that is, the equality \( \cdots \)
\[
\begin{array}{c}
\cdots \\
M \quad C \quad N \\
\cdots
\end{array}
= 
\begin{array}{c}
\cdots \\
M \quad C \quad N \\
\cdots
\end{array}
\tag{32}
\]
holds, then the latter morphism is represented by \( \cdots \)
\[
\begin{array}{c}
\cdots \\
M \quad N \quad \cdots
\end{array}
\]

Thus every time we want to introduce a new frame in a string diagram using this rule an extra computation establishing (32) should be performed. We also consider overlapping of framed regions. If \( M \) is a right \( C \)-comodule, \( N \) is a comodule from \( C \) to \( C' \) and \( L \) is a left comodule, then
\[
\begin{array}{c}
C \\
\cdots \\
M \quad N \quad L \quad C'
\end{array}
\]
represents the identity map on \( M \otimes_C N \otimes_{C'} L \). If \( f : N \otimes_{C'} L \to K \) is a left \( C \)-comodule map and \( g : M \otimes_C N \to P \) is a right \( C' \)-comodule map, then the framed string diagrams
\[
\begin{array}{c}
C \\
\cdots \\
M \quad N \quad L \quad C'
\end{array}
\]
represent \( 1 \otimes_C f : M \otimes_C N \otimes_{C'} L \to M \otimes_{C'} K \) and \( g \otimes_{C'} 1 : M \otimes_C N \otimes_{C'} L \to P \otimes_{C'} L \) respectively.

A quantum graph consists of comonoids \( C \) and \( A \), for comultiplications and counits of which we write
and comonoid maps \( s : A \to C, \) \( t : A \to C \) related by

\[
\begin{array}{c}
\begin{array}{c}
\text{\( t \)} \\
\text{\( s \)}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{\( t \)} \\
\text{\( s \)}
\end{array}
\end{array}
\]

A quantum category consists of a quantum graph together with the composition map \( \nu_2 : A \otimes_C A \to A \) and the identity map \( \nu_0 : C \to A \):

which satisfy the six axioms in Statement 5.6. Below we quickly go through all of these axioms using framed string diagrams.

\( A \) is regarded as a left and right \( C \)-comodule by coactions:

\[
\begin{array}{c}
\begin{array}{c}
\text{\( s \)}
\end{array}
\end{array}
\]

The tensor product \( H = A \otimes_C A \) of \( A \) with itself over \( C \) is a left and a right \( C \)-comodule by coaction:

\[
\begin{array}{c}
\begin{array}{c}
\text{\( s \)} \\
\text{\( t \)}
\end{array}
\end{array}
\]

Axiom 1 says that \( (A, \nu_2, \nu_0) \) should be a monoid in \( \text{Comod}\mathcal{V}(C, C) \). This means that the following conditions should be satisfied.
We have:

Therefore we can form a framed string diagram
This is the map $\gamma : H \to A \otimes A \otimes H$. Axiom 2 is:

Using Axiom 2 we have:

Thus, we can form a framed string diagram
This is the map $\gamma_r : H \to H \otimes A$. Axiom 3:

![Diagram](image1)

Axiom 4:

![Diagram](image2)

Note that these string diagrams look exactly like the string diagrams for two of the bialgebroid axioms. The map $\gamma_r : C \to C \otimes A$ is either of:

Axiom 5:

![Diagram](image3)

Axiom 6:

![Diagram](image4)

Axioms for a quantum functor $(f, \varphi) : (A, C) \to (A', C')$ in framed string diagrams are:
Axioms for a quantum natural transformation \( \tau : (f, \varphi) \rightarrow (g, \varphi') \) in framed string diagrams are:

\[
\begin{align*}
\tau_s &= s \circ f \\
\tau_t &= t \circ g
\end{align*}
\]

\[
\begin{align*}
\nu_2 &= \nu_2 \\
\tau &= \tau
\end{align*}
\]

References

[1] J. Bénabou, Introduction to bicategories, Lecture Notes in Mathematics (Springer-Verlag, Berlin) 47 (1967), 1–77.

[2] B. Day, P. McCrudden, R. Street, Dualizations and antipodes, Applied Categorical Structures 11 (2003) 219–227.
[3] G. a Böhm and K. Szlachányi. Hopf algebroids with bijective antipodes: axioms, integrals and duals, J. Algebra 274 no. 2 (2004): 708-750.

[4] B. Day, R. Street, Monoidal bicategories and Hopf algebroids, Advances in Math. 129 (1997) 99–157.

[5] B. Day and R. Street, Quantum categories, star autonomy, and quantum groupoids, Fields Institute Communications (American Math. Soc.) 43 (2004), 187–226.

[6] P.T. Johnstone, Topos Theory, Academic Press, London, New York, San Francisco, 1977.

[7] A. Joyal, R. Street, The geometry of tensor calculus I, Advances in Math. 88 (1991) 55–112.

[8] G.M. Kelly, Basic Concepts of Enriched Category Theory, London Mathematical Society Lecture Notes Series 64 (Cambridge University Press, 1982).

[9] M. Kelly, R. Street, Review of the elements of 2-categories, Lecture Notes in Math. 420 (1974) 75–103. Reprint in Theory and Applications of Categories.

[10] J.-H. Lu, Hopf algebroids and quantum groupoids, Int. J. Math. 7 (1996), 47–70.

[11] P. McCrudden, Opmonoidal monads. Theory Appl. Categ. 10 (2002), No. 19, 469–485.

[12] I. Moerdijk, Monads on tensor categories. Category theory 1999 (Coimbra). J. Pure Appl. Algebra 168 (2002), no. 2-3, 189–208.

[13] P. Schauenburg, Duals and doubles of quantum groupoids ($\times R$-Hopf algebras), in New trends in Hopf algebra theory, (La Falda, 1999), Contemp. Math. 267, AMS, Providence, RI, 2000: 273-299.

[14] R. Street, The formal theory of monads, J. Pure Appl. Algebra 2 (1972) 149–168.

[15] R. Street, Quantum Groups: a path to current algebra, Australian Mathematical Society Lecture Series 19, Cambridge University press, 2007.

[16] K. Szlachányi, Galois actions by finite quantum groupoids, Locally compact quantum groups and groupoids (Strasbourg, 2002), IRMA Lect. Math. Phys. 2, de Gruyter, Berlin, 2003, 105–125. QA/0205229.
[17] M. Takeuchi, Groups of algebras over $A \otimes \bar{A}$. J. Math. Soc. Japan 29 (1977), 459-492

[18] V. Turaev, Homotopy field theory in dimension 3 and crossed group-categories, GT/0005291 (preprint).

[19] D. Verity, Enriched Categories, Internal Categories and Change of Base, PhD thesis, University of Cambridge (1992)

[20] P. Xu, Quantum groupoids, Comm. Math. Phys. 216 (2001) 539–581.

Department of Mathematics, Macquarie University, NSW, Australia

Email: d.chikhladze@gmail.com

This article may be accessed at http://www.tac.mta.ca/tac/ or by anonymous ftp at ftp://ftp.tac.mta.ca/pub/tac/html/volumes/25/1/25-01.{dvi,ps,pdf}
THEORY AND APPLICATIONS OF CATEGORIES (ISSN 1201-561X) will disseminate articles that significantly advance the study of categorical algebra or methods, or that make significant new contributions to mathematical science using categorical methods. The scope of the journal includes: all areas of pure category theory, including higher dimensional categories; applications of category theory to algebra, geometry and topology and other areas of mathematics; applications of category theory to computer science, physics and other mathematical sciences; contributions to scientific knowledge that make use of categorical methods.

Articles appearing in the journal have been carefully and critically refereed under the responsibility of members of the Editorial Board. Only papers judged to be both significant and excellent are accepted for publication.

Full text of the journal is freely available in .dvi, Postscript and PDF from the journal’s server at http://www.tac.mta.ca/tac/ and by ftp. It is archived electronically and in printed paper format.

SUBSCRIPTION INFORMATION Individual subscribers receive abstracts of articles by e-mail as they are published. To subscribe, send e-mail to tac@mta.ca including a full name and postal address. For institutional subscription, send enquiries to the Managing Editor, Robert Rosebrugh, rrosebrugh@mta.ca.

INFORMATION FOR AUTHORS The typesetting language of the journal is TeX, and \LaTeX\ strongly encouraged. Articles should be submitted by e-mail directly to a Transmitting Editor. Please obtain detailed information on submission format and style files at http://www.tac.mta.ca/tac/.

MANAGING EDITOR Robert Rosebrugh, Mount Allison University: rrosebrugh@mta.ca

\TeX\NICAL EDITOR Michael Barr, McGill University: barr@math.mcgill.ca

ASSISTANT TeX EDITOR Gavin Seal, Ecole Polytechnique Fédérale de Lausanne: gavin_seal@fastmail.fm

TRANSMITTING EDITORS
Clemens Berger, Université de Nice-Sophia Antipolis, cberger@math.unice.fr
Richard Blute, Université d’ Ottawa: rblute@uottawa.ca
Lawrence Breen, Université de Paris 13: breen@math.univ-paris13.fr
Ronald Brown, University of North Wales: ronnie.profbrown(at)btinternet.com
Aurelio Carboni, Università dell Insubria: aurelio.carboni@uninsubria.it
Valeria de Paiva: valeria.depaiva@gmail.com
Ezra Getzler, Northwestern University: getzler(at)northwestern(dot)edu
Martin Hyland, University of Cambridge: M.Hyland@dpmms.cam.ac.uk
P. T. Johnstone, University of Cambridge: ptj@dpmms.cam.ac.uk
Anders Kock, University of Aarhus: kock@imf.au.dk
Stephen Lack, Macquarie University: steve.lack@mq.edu.au
F. William Lawvere, State University of New York at Buffalo: wlawvere@buffalo.edu
Tom Leinster, University of Glasgow, Tom.Leinster@glasgow.ac.uk
Jean-Louis Loday, Université de Strasbourg: loday@math.u-strasbg.fr
Ieke Moerdijk, University of Utrecht: moerdijk@math.uu.nl
Susan Niefied, Union College: niefiels@union.edu
Robert Paré, Dalhousie University: pare@mathstat.dal.ca
Jiri Rosicky, Masaryk University: rosicky@math.muni.cz
Brooke Shipley, University of Illinois at Chicago: bshipley@math.uic.edu
James Stasheff, University of North Carolina: jds@math.unc.edu
Ross Street, Macquarie University: street@math.mq.edu.au
Walter Tholen, York University: tholen@mathstat.yorku.ca
Myles Tierney, Rutgers University: tierney@math.rutgers.edu
Robert F. C. Walters, University of Insubria: robert.walters@uninsubria.it
R. J. Wood, Dalhousie University: rjwood@mathstat.dal.ca
### Title Details

#### Basic Description

| Title                  | Theory and Applications of Categories |
|------------------------|----------------------------------------|
| ISSN                   | 1201-561X                              |
| Publisher              | Mount Allison University * Department of Mathematics and Science |
| Country                | Canada                                 |
| Status                 | Active                                 |
| Start Year             | 1995                                   |
| Frequency              | Irregular                              |
| Language of Text       | Text in: English                       |
| Refereed               | Yes                                    |
| Abstracted / Indexed   | Yes                                    |
| Open Access            | Yes [http://www.tac.mta.ca/tac/](http://www.tac.mta.ca/tac/) |
| Serial Type            | Journal                                |
| Content Type           | Academic / Scholarly                   |
| Format                 | Online                                 |
| Website                | [http://www.tac.mta.ca/tac](http://www.tac.mta.ca/tac) |
| Email                  | tac@mta.ca                             |
| Description            | Disseminates articles that significantly advance the study of categorical algebra or methods, or that make significant new contributions to mathematical science using categorical methods. Includes pure category theory as well as applications to various areas of mathematics, computer science, and physics. |

#### Subject Classifications

#### Additional Title Details

#### Publisher & Ordering Details

#### Online Availability

#### Other Availability