Superquadric Object Representation for Optimization-based Semantic SLAM
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Abstract—Introducing semantically meaningful objects to visual Simultaneous Localization And Mapping (SLAM) has the potential to improve both the accuracy and reliability of pose estimates, especially in challenging scenarios with significant viewpoint and appearance changes. However, how semantic objects should be represented for an efficient inclusion in optimization-based SLAM frameworks is still an open question. Superquadrics (SQs) are an efficient and compact object representation, able to represent most common object types to a high degree, and typically retrieved from 3D point-cloud data. However, accurate 3D point-cloud data might not be available in all applications. Recent advancements in machine learning enabled robust object recognition and semantic mask measurements from camera images under many different appearance conditions. We propose a pipeline to leverage such semantic mask measurements to fit SQ parameters to multi-view camera observations using a multi-stage initialization and optimization procedure. We demonstrate the system's ability to retrieve randomly generated SQ parameters from multi-view mask observations in preliminary simulation experiments and evaluate different initialization stages and cost functions.

I. INTRODUCTION

Determining a system's position in its environment is a crucial task for most mobile robotic applications. Examples include navigation for both wheeled [1] and flying [2] robots, autonomous driving [3], and advanced driving assistance systems (ADAS) for cars and trains [4]. Such positioning is often tackled using visual Simultaneous Localization And Mapping (SLAM) techniques [5], achieving robust and accurate state estimation in many applications [6], [7]. However, as most of these systems rely on appearance-based landmarks such as BRISK [8] or ORB [9], their accuracy and reliability tend to decrease in case of significant appearance change of the environment due to variations in illumination or viewpoint. Such changes are especially evident in outdoor applications, in which daytime, weather, and seasonal conditions can influence the appearance significantly [10], [11]. In addition, typical sparse [6], [12] or semi-dense [13] mapping approaches rely on many weak [1] landmarks to enable crucial functionalities such as loop-closure and 6 degrees of freedom (DoF) localization. Therefore, the number of landmarks required for large-scale mapping might invalidate some of the approaches due to memory and bandwidth constraints [3].

Over the last decade, deep learning (DL)-based semantic segmentation and object detection algorithms [14]–[16] have steadily improved and achieved robust object recognition and instance segmentation covering many different appearance conditions. To leverage these advancements, instead of including generic geometric primitives as landmarks, such as keypoints [6], [12] or lines [17]–[19], or utilizing global image descriptors [20]–[22] for finding previously visited places, including semantic understanding for SLAM and localization can significantly improve the performance [23]–[25]. One way to include semantic understanding is by mapping semantic objects as proposed by Nicholson et al. [27] or Frey et al. [28] as strong landmarks. Semantic objects can be consistently detected, are frequent permitting that localization can be achieved often, but are also compact and sparse, enabling large-scale mapping. Furthermore, semantic objects have the potential to be highly descriptive to facilitate localization independent of the current appearance leading to robustness against viewpoint, seasonal, weather, or daytime changes [11].
However, in order to utilize semantic landmarks in state-of-the-art optimization-based SLAM systems [29], on top of finding a distinctive and robust descriptor [24], a compact and computationally efficient representation of the objects has to be found, providing a high representation strength, i.e. is able to accurately represent most common object types.

In this paper, we propose to use superquadrics (SQs) as semantic object representations, as a compromise between compactness and representation strength. To enable the usage of SQs in mapping tasks without being dependent on depth data, we propose to retrieve SQ parameters from multi-view semantic mask observations as shown in Figure 1. Furthermore, we propose the adaption of an analytic cost function of the fitting quality to multi-view mask observations for an efficient implementation of SQs in optimization-based SLAM frameworks. We evaluate the retrieval quality and multiple initialization techniques on randomly generated SQs in simulation, demonstrating the ability to successfully retrieve SQ parameters with high fitting accuracy.

II. RELATED WORK

Semantic objects can be mathematically represented in many different ways, typically as a trade-off between parametrization complexity and representation strength. Simple 3D point representations as mapped in [28], [30] consist of three position parameters, equivalent to standard keypoints. This benefits from an easy integration of well-known re-projection cost functions, but especially objects with larger sizes or non-spherical shapes cannot be represented accurately. This problem can be addressed by including size parameters resulting in cubes [31], spheres [32], or ellipsoids/quadrics [27], [33]. However, if the mapped object has a different shape than modeled by the representation, inaccuracies and wrong scene understandings might result. In contrast, complex dense representations such as Euclidean signed distance fields (ESDFs) [34]–[37] result in measurement functions that are tricky to include in optimization frameworks, rely on a high dimensional parametrization, and require many observations for a good shape estimation.

Ultimately, the object can be represented by high-accuracy 3D models [38], [39], which, however, requires a good database of the expected objects in order to work reliably.

SQs as initially introduced to the computer vision community by Barr et al. [40] are an extension to standard quadrics and can represent a wide range of common convex object types with only 11 parameters. The retrieval of SQ parameters is extensively researched and typically solved by fitting 3D point-cloud data using non-linear least-squares optimization [41]–[46]. Also, DL-based retrieval from 3D point-cloud data was recently proposed [47]. In contrast, in this work, we focus on retrieving SQ parameters from multi-view camera observations to be independent on accurate range data, which might not be available, especially in outdoor environments.

Most object-based SLAM frameworks, which do not depend on depth data, retrieve and optimize object and camera pose parameters from 2D bounding box observations [27], [31], [33]. However, such camera-frame axis-aligned bounding boxes are not able to accurately represent objects which are not aligned to the camera view, especially if the objects have non-equal dimensions. In contrast, recent semantic instance segmentation networks [14], [15] achieve high accuracy in not only detecting the objects but also capturing their shape in the current camera view.

How such semantic mask observations can be utilized to efficiently retrieve and optimize SQ parameters and leverage the additional shape information is an open question that we aim to address in this paper.

III. SUPERQUADRIC FITTING FOR SEMANTIC MEASUREMENTS

This section gives an overview of SQs, introduces our pipeline to retrieve and optimize SQ parameters based on semantic mask observations, and describes an analytic cost function that approximates the fit of the observation data with the SQ model.

A. Notation

In this document, we denote scalars as $a$, vector-valued variables as $a$, matrices as $A$, and a set of variables as $A$. 3D points are denoted in homogeneous coordinates as $A\mathbf{t} \in \mathbb{R}^4$ represented in the coordinate frame $A$, and a set of 3D points as $A\mathbf{T}$. Furthermore, $T_{A}^{B} \in \mathbb{R}^{4\times4}$ indicates a homogeneous coordinate transformation to transform a point described in frame $B$ into frame $A$, i.e. $A\mathbf{t} = T_{A}^{B} \cdot B\mathbf{t}$. Poses of both cameras and SQs are denoted by a position $W\mathbf{p} \in \mathbb{R}^3$ and an orientation $W\mathbf{r} \in \mathbb{R}^3$ using Euler angles with respect to the world coordinate frame $W$. A set of poses is denoted by $\mathcal{P}$.

B. Superquadrics

SQs are mathematical shapes fully describable by a compact number of parameters. They extend standard quadrics by incorporating additional shape parameters to define the objects’ roundness. A point on the surface of a SQ $\mathbf{s}_Q\mathbf{t} = [t_x, t_y, t_z]$ is found by its direct formulation [41]

$$\mathbf{s}_Q\mathbf{t} = \begin{bmatrix} a_x \cos(\eta)^{\frac{\varphi_1}{2}} \cos(\omega)^{\frac{\varphi_2}{2}} \\ a_y \cos(\eta)^{\frac{\varphi_1}{2}} \sin(\omega)^{\frac{\varphi_2}{2}} \\ a_z \sin(\eta)^{\frac{\varphi_1}{2}} \end{bmatrix} , \quad (1)$$

where $a_*$ are the size parameters in each dimension, $\varepsilon_*$ are the two shape parameters, and $-\frac{\pi}{2} \leq \eta \leq \frac{\pi}{2}$ and $-\pi \leq \omega \leq \pi$ are iteration variables. Using Equation (1), points on the SQ surface can be sampled and projected to the camera view to evaluate the quality of fit between the projected SQ and the mask observations by evaluating the reprojection intersection over union (R-IOU).

However, in this work, primarily the implicit formulation of SQs [48] is of interest given by

$$F(\mathbf{s}_Q\mathbf{t}) = \left( \frac{t_x}{a_x} \right)^{\frac{\varphi_1}{2}} + \left( \frac{t_y}{a_y} \right)^{\frac{\varphi_2}{2}} + \left( \frac{t_z}{a_z} \right)^{\frac{\varphi_1}{2}} = 1, \quad (2)$$

where $\mathbf{s}_Q\mathbf{t} = [t_x, t_y, t_z]$ is a point on the SQ surface in SQ coordinates.
In addition to the size $a$ and shape $\varepsilon$, a general SQ in 3D space is defined by its position $w_pSQ \in \mathbb{R}^3$ and orientation $w_rSQ \in \mathbb{R}^3$ in world coordinates $W$, forming a transformation $T_{SQ}^W$ from world to SQ coordinates. In total, a SQ is defined by the parameters $\xi = [a, \varepsilon, b, r] \in \mathbb{R}^4$. The implicit formulation in Equation (2) directly provides an insight into whether a point $SQt$ lies on the surface $F(SQt) = 1$, is located outside of the SQ $F(SQt) > 1$, or on its inside $F(SQt) < 1$.

Depending on the coupling of the shape parameters $\varepsilon$, SQs represent cubic objects, spheres, and ellipsoids, up to convex shapes and everything in between, such as cylinders. Figure 2 shows an overview of the achievable shapes with different shape parameters. In the case where both shape parameters are $\varepsilon = 1$, the SQ becomes equivalent to a standard quadric. In this work, to minimize numerical problems and keep the optimization as stable as possible \cite{46}, we only consider convex objects with shape parameters

$$0.1 \leq \varepsilon \leq 1.9.$$ \hspace{1cm} (3)

### C. Optimizing R-IOU

To achieve our goal of SQ parameter retrieval given observation data, in our case multi-view semantic mask observations $O$, we formulate the following optimization problem

$$\xi_{opt} = \arg \min_{\xi} \sum_{p=1}^{P} G_1(\xi, O, P)^2,$$ \hspace{1cm} (4)

where $P$ is the set of $P$ poses that observe the SQ. This optimization problem can be solved using the non-linear least-squares Levenberg-Marquardt optimization algorithm \cite{49, 50}. The cost function $G_1$ is formed by

$$G_1 = 1 - \text{R-IOU}(\xi, O, P),$$ \hspace{1cm} (5)

where the R-IOU is evaluated by comparing the re-projected estimated SQ $\xi$ according to Equation (1) and camera poses $P$ with the semantic mask observation $o \in O$. As the mask observation is likely to be non-parametric, the 2D intersection over union (IOU) evaluation is based on polyshapes \cite{51}. This drastically complicates the retrieval of analytic Jacobians for the cost function. Therefore, numerical derivations using finite differences are used for the optimization of $G_1$. The state constraints $\xi_{th}$ mentioned in Equation (1), as well as the condition of a non-negative and non-vanishing size $a \geq 0.1$, are included in the optimization as a soft constraint penalty

$$G_2 = G_1 + c_p \cdot \sum_{i=1}^{K} \rho_i,$$ \hspace{1cm} (6)

where $c_p$ is a heuristic cost penalty, $\xi_i^t$ is one of the state variables, $K$ is the state size, and $\xi_{th,l}$ and $\xi_{th,u}$ are the lower and upper thresholds, respectively.

### D. Analytic cost function and optimization problem

To effectively use SQ-landmarks in the optimization of a factor-graph-based SLAM setup, an efficient and derivable formulation of the R-IOU is required. The radial distance $G_3$ was proposed by Zhang et al. \cite{43} to represent the error of a SQ fitted to a 3D point cloud (PC). $G_3$ is the distance from any given point $w_t$ to the surface of a SQ $\xi$ and is calculated as

$$G_3(\xi, SQt) = \|SQt\| \left[ F(SQt) \right]^{-\frac{3}{2}} - 1,$$ \hspace{1cm} (7)

where $SQt = T_{SQ}^W \cdot Wt$ is a 3D point transformed into SQ coordinates and $F$ is the implicit SQ formulation in Equation (2). The main objective for SQ fitting, as shown in e.g. \cite{42, 46} is then to minimize $G_3$ for a number $N$ of 3D point observations such that

$$\xi_{opt} = \arg \min_{\xi} \sum_{n=1}^{N} G_3(\xi, T_{SQ}^W \cdot Wt_n)^2.$$ \hspace{1cm} (8)

However, our approach aims to recover SQ shapes from multi-view camera mask observations without being dependent on accurate depth data. Therefore, such mask observations are randomly sampled to obtain $N$ observation samples $s = [s_x, s_y] \in S_o$ for object observation $o \in O$. Finally, $s$ can be back-projected from the estimated camera pose $T_W^C(\text{pc}, r_C) \in P$, where $\text{pc}$ and $r_C$ are the camera position and orientation, respectively. 

$$w_t = T_W^C \cdot Bp(s, d) = T_W^C \cdot \left[d \cdot [(s_x - \kappa_x)/f_x, (s_y - \kappa_y)/f_y, 1]^T\right],$$ \hspace{1cm} (9)

where $\kappa = [\kappa_x, \kappa_y]$.
using known camera intrinsics, where $\kappa_*$ are the camera centers and $f_*$ are the focal lengths. The parameters $d \in D$ are unknown depth parameters and can either be per camera view termed combined depth, or per single observation sample $s$ termed separate depth. Hence, the optimization problem of Equation (8) becomes

$$[\xi_{opt}, D_{opt}] = \arg\min_{\xi, D} \sum_{i=1}^{P} \sum_{n=1}^{N} G_4(\xi_i, S_{p,n}, P, D_p)^2.$$  \hspace{1cm} (10)

$G_4$ cannot penalty SQs that are larger than what is represented by the mask observations, as long as the sample points $S$ are on its surface. Together with the variable depths $d \in D$, this results in an unconstrained size of the SQ which is typically heavily overestimated. To circumvent this issue, an additional factor is introduced to the cost function to retrieve the minimal size SQ, which still agrees to the mask observation data

$$G_5 = (a_z \cdot a_y \cdot a_z + 1) \cdot G_4.$$  \hspace{1cm} (11)

For all analytic cost functions $G_3 - G_5$, the same constraint violation penalty introduced in Equation (6) is applied.

E. Multi-stage optimization

Using the Levenberg-Marquardt algorithm to optimize $G_5$, we discovered that the optimization is fragile and subject to deep local minima. Therefore, to achieve high robustness, reliability, and accuracy, a good initialization of all SQ parameters close to the global minimum is required. We propose to use the following multi-stage initialization and optimization procedure to achieve good convergence of the parameters:

1) Triangulation and combined depth: Triangulation is a widespread method typically used to initialize 3D keypoint positions from multi-camera observations. We use linear triangulation to initialize the position of the SQ $w\hat{p}_{SQ}$ based on back-projection of the centroid $c_i$ of the mask observations

$$wv_i = Rc_i^{p} \cdot Bp(c_i, 1) \quad \forall i \in P,$$  \hspace{1cm} (12)

$$A = \begin{bmatrix} 1 & -wv_1 & 0 & 0 \\
1 & 0 & -wv_i & 0 \\
1 & 0 & 0 & -wv_P \end{bmatrix}, \quad b = \begin{bmatrix} wpC_i \\
wPC_i \\
wPC_P \end{bmatrix},$$  \hspace{1cm} (13)

where $wv_i$ is the $i$th centroid’s bearing vector, $Rc_i^{p}$ is the rotation part of $T^{p}_{c_i}$, $Bp$ is the back-projection function in Equation (9), $I$ is the identity matrix, and $P$ is the number of observations and corresponding poses. The triangulation point $w\hat{p}_{SQ}$ is then extracted from the first three elements of $x$ obtained by solving $A \cdot x = b$ using QR-decomposition.

Furthermore, a rough prior for the depth parameter $d_i \in D$ utilized in the back-projection in Equation (9) for each camera view, i.e. a unified depth for a mask observation, is obtained by solving

$$wpC_i + d_i \cdot wv_i = w\hat{p}_{SQ}.$$  \hspace{1cm} (14)

2) Orientation, size, and separate depth: To get a prior and initialization on the remaining parameters of a quadric and good estimates for a per-sample depth, we utilize a principal component analysis (PCA)-like initialization procedure. The main idea is to find the most prominent directions and corresponding sizes in a PC built by back-projecting the mask observation samples $S$ with the depth prior $D$ estimated in the previous triangulation step. This is achieved by determining the principle components of the PC using PCA [52] providing a rotation matrix corresponding to the most prominent direction, i.e. the orientation of the PC, which is used as prior for the orientation of the SQ. Evaluating the boundaries of the rotated PC directly serves as a prior for the object size.

Finally, a per-sample depth is obtained by optimizing $G_4$ with respect to only the depth parameter using the initialized fixed SQ, in this case a quadric with $\varepsilon = 1$, position determined from triangulation, and orientation and size estimated using the procedure described above.

The overall algorithm to initialize orientation, size, and separate depth is summarized in Algorithm 1

Algorithm 1 PCA initialization

1: procedure PCAI($S, D, P, w\hat{p}_{SQ}$)
2:  \hspace{.5cm} Phase 1 - Back-project semantic measurement samples
3:  \hspace{1cm} $wT \leftarrow \emptyset$ \quad $\triangleright$ Initialize points in world coordinates
4:  \hspace{1cm} for all $o \in O$ do
5:  \hspace{1.5cm} $d \leftarrow D_o$ \quad \hspace{.5cm} $\triangleright$ Same depth for every sample
6:  \hspace{1cm} $T^o_w \leftarrow P_o$
7:  \hspace{1cm} for all $s \in S_o$ do
8:  \hspace{1.5cm} Add $T^o_w \cdot Bp(s, d)$ to $wT$ \quad \hspace{.5cm} $\triangleright$ Using Eq. (9)
9:  \hspace{1cm} $N \leftarrow$ number of samples in $wT$
10: \hspace{1cm} $A \leftarrow$ zeroMean($wT$)
11: \hspace{1cm} $U \cdot \Sigma \cdot V^* = \text{SVD}(\frac{A}{\sqrt{N-1}})$
12: \hspace{1cm} for all $a \in A$ do
13: \hspace{1.5cm} $A_{\varepsilon} \leftarrow \text{max}_{a, \Sigma, \varepsilon}$
14: \hspace{1cm} $wFSQ \leftarrow \text{Euler}(V^*)$ \quad $\triangleright$ Convert $V^*$ to Euler angles
15: \hspace{1cm} $\xi = [a, 1, wP_{SQ}, wFSQ]$ \quad $\triangleright$ Quadric with $\varepsilon = 1$
16: \hspace{1cm} for all $o \in O$ do
17: \hspace{1.5cm} $d_i \in D \leftarrow \arg\min_{d \in D} G_4(\xi_i, S_o, P, d)^2$
18: \hspace{1cm} return $[\xi, D]$
using combined depths, i.e. only optimizing one depth parameter per view, using $G_5$ in Equation (10).

D) Optimizing only quadric parameters as in option C), but optimizing a separate depth variable per sample.

E) Optimizing all SQ parameters with separate depth variables using $G_5$ in Equation (10). This corresponds to the same potential outcome as in option A), but uses the analytic cost function $G_5$ instead of $G_2$.

F) Using the numeric cost function $G_2$ for optimizing the shape parameters $\varepsilon$ while fixing all other parameters.

IV. Experiments

To evaluate the proposed method’s applicability, performance, and accuracy, we conducted different preliminary experiments in a simulation environment.

A. Simulation and experimental setup

Our simulator implemented in MATLAB is able to create random ground truth (GT) SQ objects, create pinhole camera trajectories that observe the object, and calculate the semantic mask observations by projecting the SQ to the camera view. The projected SQ measurements are then randomly sampled, as described in Section III-D, to obtain the set of semantic mask observations $\mathcal{O}$. Like this, we can create a realistic scenario of a robotic agent or person equipped with a camera moving around an area while observing an object. A main benefit of using the simulation environment is the decoupling of our evaluation from uncertainties and challenges typically introduced with other computer vision tasks, such as pose estimation, semantic object detection and instance segmentation, and multi-view data association, which allows for an independent investigation of the proposed method.

For the preliminary results in Section IV-B, we utilized three camera views arranged in a circle around the object (see Figure 3). To evaluate the ability and robustness of fitting a SQ to multi-view mask observations, a permutation experiment is conducted by generating GT SQs with random parameters within a given working area to ensure valid observations from the camera views. The most important parameters of the simulation environment and permutation experiment are summarized in Table I. Finally, the camera poses and mask observations are utilized in the fitting procedure introduced in Section III with different settings and concatenations to retrieve SQs that can be compared to the GT. The numeric cost functions in Stages 3A, 3B, and 3F utilize the convex hull of the semantic measurement samples $\mathcal{O}$ as an observation. For the non-linear optimization detailed in Stage 3, we used the Levenberg-Marquart implementation provided by the lsqcurvefit function.

The evaluation metrics are (1) the IOU of the estimated 3D SQ and the GT SQ, (2) the mean 2D R-IOU of the re-projected estimated SQ and re-projected GT SQ on all utilized observer camera views (R-IOU), and (3) the mean 2D R-IOU of the estimated SQ and the convex hull of the semantic measurements samples $\mathcal{O}$ as obtained with the procedure described in Section III-D termed R-IOU-M. In addition, we also define a success rate $\sigma$. A fit is deemed successful if the estimated and GT SQ are overlapping, i.e. $\text{IOU} > 0$.

As the optimization is based on mask observations, the IOU might be misleading as it depends on the observability of the different parameters. In contrast, the R-IOU more accurately represents the fit quality of the observation data.

B. Results and Discussion

The optimization of SQ parameters to fit multi-view mask observations by directly maximizing the R-IOU, as described in Section III-C and Stages 3A and 3B, is challenging as there are zero gradients if there is no overlap between the initialized SQ and the mask observation. This results in a low success rate and demands for a good initialization.

This is even more drastic when using the analytic cost functions described in Stages 3C to 3E for the direct optimization of SQ parameters, which highly depends on a good initialization and often results in local minima and a bad fit.

We, therefore, propose different concatenations of the stages introduced in Section III-C to achieve convergence. Table II shows an overview of the different fitting setups tested. Using the stage concatenation $1 \rightarrow 2 \rightarrow 3 \rightarrow 3A$ achieves the best quality as it optimally utilizes all available information, i.e. the semantic mask measurements, and is well initialized. However, the optimization is relatively slow as it depends on finite differences for the optimization. Note, that full parallelization is utilized for finite differences while the analytic Jacobians are evaluated on a single CPU thread.

Optimizing all SQ parameters instead of only quadrics only gives a slight advantage. However, this evaluation is biased as the permutation uniformly samples all possible $\varepsilon$, leading to non-extreme SQs in many cases. When specifically considering more extreme SQs, e.g. only if one of the $\varepsilon < 0.15$ or $\varepsilon > 1.85$, the performance improvement becomes more evident, i.e. 0.695 vs. 0.732, 0.819 vs. 0.851, and 0.875 vs. 0.930 for the median IOU, R-IOU and R-IOU-M for the combinations $1 \rightarrow 2 \rightarrow 3B$ and $1 \rightarrow 2 \rightarrow 3A$, respectively.

Using the analytic cost function $G_5$ in $1 \rightarrow 2 \rightarrow 3D$ shows a good performance in retrieving quadric parameters with a lower computational cost. However, adding the shape parameters in
the optimization in Stage 3E does not significantly improve the results. It may even lead to the creation and convergence into new local minima.

A compromise between shape recovery and higher computational performance is achieved with the stage combination $1 \rightarrow 2 \rightarrow 3D \rightarrow 3F$. Furthermore, initializing Stage 3A with 3D in the sequence $1 \rightarrow 2 \rightarrow 3D \rightarrow 3A$ leads to a slight boost in computational performance for the final step, but considering the time required for Stage 3D, which runs on a single thread, a more in-depth analysis is required to justify the computational advantage.

Finally, utilizing a single depth per camera view as proposed in Stage 3C did not work well as the optimization typically converges to a thin camera-aligned quadric. This is especially evident in larger SQs. The main reason for this is the limited flexibility in depth estimation.

Figure 3 shows the permutation summary, and Figure 4 shows an example of a typical random SQ fitted from multi-view mask observations using the stage combination $1 \rightarrow 2 \rightarrow 3D \rightarrow 3A$. Both figures showcase the individual contribution of each stage to the final solution. Stage 1 of the initialization, i.e. triangulation, correctly recovers the average position and predicts the approximate depth parameters for each camera view. However, as expected, the shape, size, and orientation are far different from the GT. After the second stage of the optimization, the PCA initialization, orientation and size are initialized, and the depth samples are fitted to the surface of the prior quadric. The parameters of the quadric can further be refined by performing separate depth parameter optimization in Stage 3D. The size, orientation, and position of the object are correctly recovered from only three camera observations. Finally, Stage 3A achieves an accurate fit to the GT SQ with a large IOU and R-IOU.

Typically, the optimized SQ size and edginess parameters are slightly underestimated, mainly due to the chosen random sampling procedure of the semantic mask observations. This results in under-represented extremes of the contour of the re-projected SQ and is one of the reasons why SQ are only performing marginally better than quadrics in our experiments. An adaptive sampling procedure focusing on the most informative samples might help mitigate the underestimation and make the difference between quadric and SQ parameter fitting clearer.
and requires further investigation. Additional combinations of the proposed cost functions and sampling procedures might lead to a faster convergence, increased robustness, and higher accuracy. Finally, the extension to real-world data and full optimization of SQ parameters together with camera poses, which would allow the inclusion in a SLAM framework, are subject to our current and future work.

Nevertheless, we believe that SQs are a promising representation of semantic objects in an environment enabling appearance-invariant loop-closures and localizations due to its compact and versatile parametrization. A semantically enriched map is easier to interpret for a human operator compared to traditional maps used in SLAM and provides improved situational awareness for high-level tasks such as motion planning or manipulation.

V. Conclusions and Outlook

In this work, we propose to use SQs to represent semantic objects for use in object-based semantic SLAM. We present numeric and analytic cost functions and introduce a multi-stage fitting procedure. With our novel approach, SQs are retrieved from multi-view semantic mask observations from a monocular camera exploring an environment. We show in preliminary experiments using various optimization setups in a simulation environment that SQ parameters are successfully recovered achieving high IOUs and R-IOUs.

However, the performance is not optimal, and the benefit SQs provide compared to standard quadrics is not always significant. Nevertheless, we see a lot of potential for robustness and accuracy improvement. The investigation of other non-linear optimization approaches, such as DIRECT or StoGO, might improve the fragility with respect to local minima. However, as most optimization-based SLAM frameworks are based on Levenberg-Marquardt optimization, the inclusion in such frameworks might become more challenging. Furthermore, the optimal cost function might not have been found yet and requires further investigation. Additional combinations and adaptions of the proposed cost functions and sampling procedures might lead to a faster convergence, increased robustness, and higher accuracy. Finally, the extension to real-world data and full optimization of SQ parameters together with camera poses, which would allow the inclusion in a SLAM framework, are subject to our current and future work.

Nevertheless, we believe that SQs are a promising representation of semantic objects in an environment enabling appearance-invariant loop-closures and localizations due to its compact and versatile parametrization. A semantically enriched map is easier to interpret for a human operator compared to traditional maps used in SLAM and provides improved situational awareness for high-level tasks such as motion planning or manipulation.
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