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ABSTRACT Network function virtualization (NFV) and content caching are two promising technologies that hold great potential for network operators and designers. This paper optimizes the deployment of NFV and content caching in 5G networks and focuses on the associated power consumption savings. In addition, it introduces an approach to combine content caching with NFV in one integrated architecture for energy aware 5G networks. A mixed integer linear programming (MILP) model has been developed to minimize the total power consumption by jointly optimizing the cache size, virtual machine (VM) workload, and the locations of both cache nodes and VMs. The results were investigated under the impact of core network virtual machines (CNVMs) inter-traffic. The result show that the optical line terminal (OLT) access network nodes are the optimum location for content caching and for hosting VMs during busy times of the day whilst IP over WDM core network nodes are the optimum locations for caching and VM placement during off-peak time. Furthermore, the results reveal that a virtualization-only approach is better than a caching-only approach for video streaming services where the virtualization-only approach compared to caching-only approach, achieves a maximum power saving of 7% (average 5%) when no CNVMs inter-traffic is considered and 6% (average 4%) with CNVMs inter-traffic at 10% of the total backhaul traffic. On the other hand, the integrated approach has a maximum power saving of 15% (average 9%) with and without CNVMs inter-traffic compared to the virtualization-only approach, and it achieves a maximum power saving of 21% (average 13%) without CNVMs inter-traffic and 20% (average 12%) when CNVMs inter-traffic is considered compared with the caching-only approach. In order to validate the MILP models and achieve real-time operation in our approaches, a heuristic was developed. The heuristic results are comparable to the MILP model results with and without CNVMs inter-traffic.

INDEX TERMS 5G networks, Backhaul, BBU, Energy Efficiency, Fronthaul, IP over WDM, Network Function Virtualization, NFV.

I. INTRODUCTION

In recent years, the appetite for multimedia services has witnessed a tremendous increase resulting in a Compound Annual Growth Rate (CAGR) in mobile traffic of 46% reaching 48.3 exabytes per month in 2021 [1]. This is further driven by a number of factors such as the emergence of data-hungry applications and the Internet of Things (IoT) [2]. However, the current mobile network may not be able to tackle the growth in traffic volume and the user demands without consuming unnecessarily large energy resources [3]. Compared to the current mobile network, the next generation of mobile networks, namely 5G and beyond are expected to achieve 10 fold growth in energy-efficiency and 1000 times increase in capacity [4, 5]. The 5G networks, which became operational in 2020 [6], are already diverse networks that use a range of multiple access technologies backed by a significant amount of new spectrum to provide different types of users (eg. IoT, personal, industrial) with different services at high data rate and with latencies less than 1 ms [7]. However, the revolutionary requirements of the envisaged 5G / 6G networks have inspired researchers around the world to look for new methodologies,
architectures, and technologies to cope with the 5G / 6G requirements [8], [9] and improve the energy-efficiency. Caching popular content near users and NFV are promising technologies for the design and implementation of 5G / 6G networks [10]. The efficient deployment of content caching in mobile networks can improve the quality of service (QoS) and reduce the backhaul and core network traffic congestion. In a similar vein, NFV enables better network resource utilization, reduces the operational costs and provides seamless development of new services. Although work has been done on NFV and content caching to improve the Information and Communication Technology (ICT) energy-efficiency, these two technologies have been investigated separately in the literature. The authors of [11] studied the impact of optimizing virtual network function (VNF) placement and traffic routing on the energy-efficiency of telecommunication networks. The authors of [12] introduced a framework for designing an energy-efficient architecture for 5G mobile network function virtualization. They investigated the impact of virtualizing the mobile baseband and core network functions on the energy-efficiency of 5G networks. In [13] we investigated an energy aware framework for network function virtualization in 5G networks and studied the impact of caching the contents on energy optimization in 5G networks.

However, it is beneficial to jointly investigate these two technologies to improve the energy efficiency in 5G networks. Therefore, in this paper we extend our previous work in [14] by jointly considering content caching and NFV for reduced energy consumption in 5G networks. This work evaluates the energy consumption of delivering video over optical-based architectures for 5G networks with virtualized mobile functions and resources. A mixed integer linear programming (MILP) model was developed to jointly optimize the cache size and the location of both caches and VMs. To achieve maximum power saving, the MILP model finds the optimum cache size and the optimum VMs workload at each node at different times of the day for different number of users.

Following the introduction, this paper is organized as follows: Section II introduces content caching and NFV in 5G Networks. Section III provides the new MILP model developed, Section IV gives the MILP parameters and describes the new results obtained. Section V discusses the new Energy-Efficient Virtualization and Caching (EEVIRandCa) Heuristic developed and compares its results to those of the MILP thus providing verification and algorithms for real time implementation of the techniques proposed in this paper. The conclusions are finally given in Section VI.

II. Content caching and NFV in 5G networks

NFV and content caching are promising technologies for 5G networks [12], [15] - [17] where caching the content and user data processing close to the end users result in shorter paths to the content and low traffic induced power consumption. However, this approach requires more equipment for caching the content and hosting VMs which eventually increases the equipment induced power consumption. Therefore, the cache size, VM utilization of nodes, and the location of both cache nodes and VMs are considered in this work. This evaluation minimizes the total power consumption by optimizing the cache size, VM utilization of nodes and the location of caches and VMs.

III. MILP model

This section introduces the MILP model developed to minimize the total power consumption attributed to VM hosting servers (data processing by VMs), cache nodes, and traffic flow through the network.

Fig. 1 illustrates the proposed system architecture modelled by the MILP framework developed. In this architecture, a video on demand content caching service is integrated with the virtualization architecture proposed in our previous work in [14]. The architecture in this work consists of three layers: IP over WDM network, wired optical access network represented by a passive optical network (PON), and mobile radio access network (RAN) represented by a set of remote radio head (RRH) nodes. As in the previous work, two types of VMs are proposed. The first type carries out the mobile core network functions (CNVM), whilst the second is in charge of the base band unit (BBU) functions (BBUVM). The video server location is restricted to one of the IP over WDM nodes, whilst the content caches and the two types of VMs (CNVM and BBUVM) can be anywhere (at ONU, OLT, and IP over WDM nodes) in the network. Accordingly, four types of traffic flow in the network: traffic from video servers, traffic from content caches, traffic from CNVMs and traffic from BBUVMs. The BBUVM aggregates the traffic from CNVM, video server, and cache to perform baseband processing and transmits the processed traffic to the RRH node. According to [1] around 80% of the total consumer Internet traffic will be IP video traffic by 2021 and beyond. Therefore, the traffic from video streaming servers together with the traffic from cache nodes are considered as 80% of the total download traffic towards RRH nodes, whilst the traffic from CNVMs makes the remaining 20% of the total traffic.

The developed MILP model aims to investigate the additional power savings that can be achieved through combined caching and NFV in 5G / 6G compared to the virtualization only and caching only approaches. The model also analyses the impact of integration of NFV and content caching on the total power consumption with variation in the total number of network users over the time of the day. The model declares a number of indices, parameters, and variables. These are listed in Tables I, II, III respectively.
TABLE I
MILP MODEL INDICES

| Indices | Definition |
|---------|------------|
| x, y    | Indices of any two nodes in the network |
| m, n    | Indices of any two nodes in the physical layer of the IP over WDM network |
| i, j    | Indices of any two nodes in the IP layer of the IP over WDM network |
| r       | Index of RRH node |
| h, u, p, q | Indices of the nodes where the VM or cache can be hosted |

TABLE II
MILP MODEL PARAMETERS

| Parameters | Definition |
|------------|------------|
| R          | Set of RRH nodes |
| U          | Set of ONU nodes |
| L          | Set of OLT nodes |
| N          | Set of IP over WDM nodes |
| T          | Set of all nodes (RRH, ONU, OLT, and IP over WDM nodes) |
| N[m,n]    | Set of neighbors of node m in the IP over WDM network, ∀m ∈ N |
| T[x]      | Set of neighbors of node x, ∀x ∈ T |
| H          | Set of nodes where the VM or cache can be placed (ONU, OLT, and IP over WDM nodes) |
| K          | Set of Linearization coefficients |
| l          | Line coding rate (bits per sample) |
| y          | Number of MIMO layers |
| q          | Number of bits used in QAM modulation |
| a          | Number of antennas in a cell |
| c[p]      | CPRI link data rate |
| 3λ[p,n]   | Maximum BHU workload needed for fully loaded RRH (GOPS); calculated as: 3 · a + 10 · a² + 20 · q · l · y |
| Φ[p,s]    | Server CPU maximum workload (GOPS) |
| Φ[p,c]    | Workload needed for hosting one CNVM (GOPS) |
| ρ[r]      | Number of mobile users connected to RRH node r |
| n          | Maximum number of resource blocks per user (per RRH node) |

TABLE III
MILP MODEL VARIABLES

| Variables | Definition |
|-----------|------------|
| λ[p,h]   | Traffic from CNVMs in node p to the BBUVMs in node h (Gbps) |
| η[p,r]   | Total download traffic from BBUVMs in node h to the RRH node r (Gbps) |
| σ[p]     | Binary indicator, set to 1 if the node h hosts BBUVMs to serve the RRH node r, 0 otherwise |
| 3σ[p,h]  | Binary indicator, set to 1 if the node h hosts a BBUVM, 0 otherwise |
| 4σ[p,h]  | Binary indicator, set to 1 if the node h hosts CNVMs to serve the BBUVMs at hosting node h, 0 otherwise |
| 5σ[p]    | Binary indicator, set to 1 if the node h hosts BBUVMs, 0 otherwise |
| 6σ[p,h]  | Binary indicator, set to 1 if two different hosting nodes p and q host CNVMs, 0 otherwise. It is equivalent to the ANDing of the two binary variables (σ[p], σ[q]). |
| Ψ[p,q]   | Binary indicator, set to 1 if the hosting node h hosts any virtual machine of any type, 0 otherwise. It is equivalent to the ORing of the two binary variables (σ[p], σ[q]). |
| Ω[p,q]   | Traffic between hosting nodes due to CNVMs communication (Gbps) |
The total power consumption composed of:

1) IP over WDM network power consumption composed of:
   a) Router ports power consumption
      \[ \Omega^{RP} \cdot \left( \sum_{m \in N} A_m + \sum_{m \in N} \sum_{n \in EN_{m}} W_{m,n} \right) \]  

b) Transponders power consumption
      \[ \Omega^{T} \cdot \sum_{m \in N} \sum_{n \in EN_{m}} W_{m,n} \]  

c) EDFAs power consumption
      \[ \Omega^{E} \cdot \sum_{m \in N} \sum_{n \in EN_{m}} A_{m,n} \cdot f_{m,n} \]  

d) Regenerators power consumption
      \[ \Omega^{U} \cdot \sum_{m \in N} \sum_{n \in EN_{m}} N_{m,n}^{U} \cdot W_{m,n} \]  

2) RRHs and ONUs power consumption

3) OLTs power consumption
   \[ \sum_{x \in L} \left[ \Omega_{x}^{Ld} + \frac{\Omega_{x}^{Ld}}{C_{x}^{u}} \cdot \left( \sum_{h \in H} \sum_{r \in R} \sum_{y \in Y_{h,x,y}} \lambda_{h,r,x,y}^{R} \right) \right] + \sum_{p \in P} \sum_{q \in Q} \sum_{x \in X_{p,q,x,y}} \lambda_{p,q,x,y}^{T} \]  

4) VM servers power consumption
   \[ \sum_{h \in H} \left( \Omega_{h}^{Sd} \cdot (\Psi_{h}^{x} + \sigma_{h}^{x}) + \Psi_{h}^{x} \cdot (\Omega_{h}^{Sd} + \sigma_{h}^{x}) \right) \]  

5) Video server power consumption
   \[ e^{x} \cdot \sum_{s \in S} \sum_{h \in H} \sum_{r \in R} (\alpha \cdot \lambda_{s,h,r}^{S}) \]  

6) Caching nodes power consumption
   \[ \sum_{u \in U} \left( e^{x} \cdot C^{c} \cdot \left( Z_{u}^{c} / 100 \right) \right) \]  

The model objective is to minimize the total power consumption:

Minimize:
the BBUVMs in node
Subjected to the following constraints:

1. Traffic from CNVMs to BBUVMs

\[
\Omega^{\text{RP}} \cdot \left( \sum_{m \in N} A_m + \sum_{m \in N} \sum_{n \in N^m} W_{m,n} \right) + \left( \Omega^T \cdot \sum_{m \in N} \sum_{n \in N^m} W_{m,n} \right) + \left( \Omega^E \cdot \sum_{m \in N} \sum_{n \in N^m} A_{m,n} \cdot f_{m,n} \right) + \left( \Omega^G \cdot \sum_{m \in N} \sum_{n \in N^m} N^G_{m,n} \cdot W_{m,n} \right) + \sum_{x \in U} \left[ \Omega^U_x \cdot \left( \sum_{r \in \mathcal{R}} \sum_{y \in \mathcal{Y}} \lambda^{R}_{r,x,y} \right) + \sum_{p \in \mathcal{P}} \sum_{q \in \mathcal{Q}} \sum_{y \in \mathcal{Y}} \lambda^{T}_{p,q,x,y} \right] + \sum_{x \in \mathcal{E}} \left[ \Omega^{\text{Ed}} \cdot \Omega^{\text{Ld}} \cdot \frac{C_{la}}{C_{ul}} \left( \sum_{r \in \mathcal{R}} \sum_{y \in \mathcal{Y}} \lambda^{R}_{r,x,y} \right) + \sum_{p \in \mathcal{P}} \sum_{q \in \mathcal{Q}} \sum_{y \in \mathcal{Y}} \lambda^{T}_{p,q,x,y} \right] + \left( \sum_{r \in \mathcal{R}} \left( \Omega^{\text{Ed}} \cdot \left( \Psi^I_r + \sigma^R_r \right) + \Psi^F_r \cdot (\Omega^{\text{Ed}} \cdot \Omega^{\text{Ld}}) \right) \right) + \left( \varepsilon^S \cdot \sum_{x \in \mathcal{E}} \sum_{r \in \mathcal{R}} \sum_{y \in \mathcal{Y}} \left( \alpha \cdot \lambda^{S}_{r,x,y} \right) \right) + \left( \sum_{x \in \mathcal{E}} \left( \varepsilon^C \cdot C^C \cdot (Z_{uc}^C / 100) \right) \right)
\]

(10)

represents the ratio of backhaul to fronthaul traffic. Note that this enables BBUVMs to receive traffic from more than a single CNVM, which may occur for example in network slicing. Constraint (12) represents the regular traffic to RRH nodes from all BBUVMs at different nodes. This enables a RRH to receive traffic from more than a single BBUVM.

3. Served RRH nodes and the location of BBUVMs

\[
\beta \cdot \lambda^G_{h,r} \geq \sigma^B_{h,r}, \forall r \in R, \forall h \in H
\]

(13)

\[
\lambda^G_{h,r} \leq \beta \cdot \sigma^B_{h,r}, \forall r \in R, \forall h \in H
\]

(14)

\[
\beta \cdot \lambda^G_{h,r} \geq \sigma^B_{h,r}, \forall r \in R, \forall h \in H
\]

(15)

\[
\sum_{r \in \mathcal{R}} \lambda^G_{h,r} \leq \beta \cdot \sigma^B_{h}, \forall r \in R
\]

(16)

Constraints (13) and (14) ensure that the RRH node \( r \) is served by the BBUVM located at \( h \). constraints (15) and (16) determine the location of BBUVM; \( \beta \) is a large enough number to ensure that \( \sigma^B_{h,r} \) and \( \sigma^B_{h} \) are equal to 1 when \( \sum_{h \in \mathcal{H}} \lambda^G_{h,r} > 0 \). In constraint (15) there are two possibilities for the value of \( \sum_{h \in \mathcal{H}} \lambda^G_{h,r} \) which are either zero (no traffic from \( h \) to \( r \)) or greater than zero (there is traffic from \( h \) to \( r \)). When the value is zero, the left-hand side of the inequality \( \beta \cdot \sum_{h \in \mathcal{H}} \lambda^G_{h,r} \) should be zero and this sets the value of \( \sigma^B_{h} \) to zero. In the second case when the value of \( \sum_{h \in \mathcal{H}} \lambda^G_{h,r} \) is greater than zero, the left-hand side of the inequality \( \beta \cdot \sum_{h \in \mathcal{H}} \lambda^G_{h,r} \) will be much greater than 1 because of the large value of \( \beta \). In this case; the value of \( \sigma^B_{h} \) may be set to 1 or zero. In the same way constraint (16) sets the value of \( \sigma^B_{h} \).

TABLE IV illustrates the operation of constrains (15) and (16).

| TABLE IV | BBUVM CONSTRAINTS OPERATION |
|----------|-----------------------------|
| Input    | Constraint                    | Outcome | \( \sigma^B_{h} \) that satisfies both constraints |
| \( \sum_{r \in \mathcal{R}} \lambda^G_{h,r} \geq 0 \) | \( \beta \cdot \sum_{r \in \mathcal{R}} \lambda^G_{h,r} \geq \sigma^B_{h} \) | \( \beta \cdot \sum_{r \in \mathcal{R}} \lambda^G_{h,r} \geq 1 \) | 0 or 1 |
| \( \sum_{r \in \mathcal{R}} \lambda^G_{h,r} \leq \beta \cdot \sigma^B_{h} \) | \( \beta \cdot \sum_{r \in \mathcal{R}} \lambda^G_{h,r} \leq \beta \cdot \sigma^B_{h} \) | \( \beta \cdot \sigma^B_{h} \) | 1 |
\[
\begin{array}{|c|c|c|c|}
\hline
\sum_{k \in R_k} \lambda_{k,r}^B &= 0 & \beta \cdot \sum_{k \in R_k} \lambda_{k,r}^V & \geq \sigma_h^E, \forall p, q \in H, p \neq q \\
\sum_{k \in R_k} \lambda_{k,r}^B & \geq \beta \cdot \sigma_h^E, \forall p, q \in H, p \neq q \\
\sum_{k \in R_k} \lambda_{k,r}^B, \beta \cdot n_h^E &= 0 & 0 & 0 \\
\sum_{k \in R_k} \lambda_{k,r}^B, \beta \cdot n_h^E &= 0 & 0 \text{ or } 1 & \\
\hline
\end{array}
\]

4. Location of CNVMs

\[
\beta \cdot \lambda_{p,h}^B \geq \sigma_h^E, \forall p, q \in H, p \neq q
\] (17)

\[
\lambda_{p,h}^B \leq \beta \cdot \sigma_h^E, \forall p, q \in H, p \neq q
\] (18)

\[
\beta \cdot \sum_{h \in H} \lambda_{p,h}^B \geq \sigma_h^E, \forall p \in H
\] (19)

\[
\sum_{h \in H} \lambda_{p,h}^B \leq \beta \cdot \sigma_p^E, \forall p \in H
\] (20)

\[
\psi_{p,q} \leq \sigma_q^E, \forall p, q \in H, p \neq q
\] (21)

\[
\psi_{p,q} \leq \sigma_p^E, \forall p, q \in H, p \neq q
\] (22)

\[
\psi_{p,q} \geq \sigma_p^E + \sigma_q^E \cdot 1, \forall p, q \in H, p \neq q
\] (23)

Constraints (17) and (18) ensure that the BBUVMs at node h are served by CNVMs that are located at the node p. Constraints (19) and (20) determine the location of CNVMs by setting the binary variable \( \sigma_h^E \) to 1 if there is a CNVM at node p. Constraints (21), (22) and (23) ensure that the CNVMs communicate with each other if they are located at different nodes p and q. This is equivalent to the logical operation \( \psi_{p,q} = \sigma_p^E \land \sigma_q^E \).

5. CNVMs inter-traffic

\[
\lambda_{E,p,q}^B = \psi_{p,q} \cdot \psi_{p,q}, \forall p, q \in H, p \neq q
\] (24)

6. Hosting a VM of any type (BBUVM or CNVM)

\[
\sigma_h^X \leq \sigma_h^B + \sigma_h^E, \forall h \in H
\] (25)

\[
\sigma_h^X \geq \sigma_h^B, \forall h \in H
\] (26)

\[
\sigma_h^X \geq \sigma_h^E, \forall h \in H
\] (27)

Constraint (24) represents the traffic between CNVMs at nodes p and q. Constraints (25), (26) and (27) determine if the node h hosts any VM of any type (BBUVM or CNVM).

It is equivalent to the logical operation \( \sigma_h^X = \sigma_h^B \lor \sigma_h^E \).

7. Video streaming traffic to RRH nodes

\[
\sum_{n \in N} \lambda_{n,r}^S = \lambda_r^V \sum_{u \in H} \lambda_{u,r}^C, \forall r \in R
\] (28)

8. Request for video caching

\[
\sum_{u \in H} \sigma_{u,r}^C \leq 1, \forall r \in R
\] (29)

9. Video (contents) server location

\[
\beta \cdot \sum_{r \in R} \lambda_{n,r}^S \geq \sigma_n^S, \forall n \in N
\] (30)

\[
\beta \cdot \sum_{r \in R} \lambda_{n,r}^S \geq \sigma_n^S, \forall n \in N
\] (31)

\[
\sum_{n \in N} \sigma_{n,r}^S = 1, \forall n \in N
\] (32)

Constraint (28) determines the video streaming traffic sourced by both video (contents) server and cache nodes. Constraint (29) determines whether the RRH node r is served by a cache at node h. Constraints (30) and (31) determine the location of the video (contents) server, whilst constraint (32) ensures it is located at one IP over WDM node.

10. Cache node hit ratio

\[
\theta_{u,r} \leq \sigma_{u,r}^C, \forall u \in H, \forall r \in R
\] (33)

\[
\theta_{u,r} \leq \delta_u, \forall u \in H, \forall r \in R
\] (34)

\[
\theta_{u,r} \geq \delta_u \cdot (1 - \sigma_{u,r}^C), \forall u \in H, \forall r \in R
\] (35)

\[
\theta_{u,r} \geq 0, \forall u \in H, \forall r \in R
\] (36)

\[
\delta_u \leq 1, \forall u \in H, \forall r \in R
\] (37)

Constraints (33-37) determine the cache hit ratio at any node h, where constraints (33-35) are equivalent to the multiplication of the hit ratio by the binary variable \( \sigma_{u,r}^C \), whilst constraints (36) and (37) ensure that the hit ratio does not go beyond 1 and is not less than 0. For instance, when the
value of $\sigma_{u,r}^c$ is 1, the value of $\Theta_{u,r}$ in constraint (33) takes any value between 0 and 1 including the value of the hit ratio $\delta_u$, whilst in constraint (34) the value of $\Theta_{u,r}$ will be equal to or less than the hit ratio $\delta_u$. In constraint (35) the value of $\Theta_{u,r}$ is equal to or greater than the hit ratio $\delta_u$. In all three cases, the value of the hit ratio $\delta_u$ is the only value for $\Theta_{u,r}$ which satisfies the three constraints. In the same way, when the value of $\sigma_{u,r}^c$ is equal to zero, the value of $\Theta_{u,r}$ is zero. TABLE V illustrates the operation of the constraints (33-37).

| Input | Constraint | Outcome | Value of $\Theta_{u,r}$ that satisfies all constraints |
|-------|------------|---------|-------------------------------------------------------|
| 1.   | $\Theta_{u,r} \leq \sigma_{u,r}^c$ | any value between 0 and 1 | $\delta_u$ |
|      | $\Theta_{u,r} \leq \delta_u$ or $\Theta_{u,r} < \delta_u$ | $\delta_u$ |
|      | $\Theta_{u,r} \geq \delta_u(1 - \sigma_{u,r}^c)$ | any positive number |
| 2.   | $\Theta_{u,r} \leq \sigma_{u,r}^c$ | $\Theta_{u,r} = 0$ |
|      | $\Theta_{u,r} \leq \delta_u$ or any value $< \delta_u$ | $\delta_u = 0$ |
|      | $\Theta_{u,r} \geq \delta_u(1 - \sigma_{u,r}^c)$ | any positive number |
| 3.   | $\Theta_{u,r} \leq \sigma_{u,r}^c$ | $\Theta_{u,r} = 0$ |
|      | $\Theta_{u,r} \leq \delta_u$ or any value $< \delta_u$ | $\delta_u = 0$ |
|      | $\Theta_{u,r} \geq \delta_u(1 - \sigma_{u,r}^c)$ | any positive number |
| 4.   | $\Theta_{u,r} \leq \sigma_{u,r}^c$ | $\Theta_{u,r} = 0$ |
|      | $\Theta_{u,r} \leq \delta_u$ or any value $< \delta_u$ | $\delta_u = 0$ |
|      | $\Theta_{u,r} \geq \delta_u(1 - \sigma_{u,r}^c)$ | any positive number |

11. Traffic from content cache to the RRH nodes

$$\lambda_{u,h,r}^c = \Theta_{u,r} \cdot \lambda_{h,r}^{V,c} \forall u \in H, \forall r \in R$$  \hspace{1cm} (38)

12. Size of content cache node

$$Z_u^c \geq \delta_u \cdot a_k + b_k \forall u \in H, \forall k \in K$$  \hspace{1cm} (39)

$$Z_u^c = Z_{u,c}^C + Z_{u,c}^{FC} \forall u \in H$$  \hspace{1cm} (40)

Constraint (38) determines the amount of traffic from the cache node to the RRH based on the hit ratio. Constraint (39) calculates the cache size based on the hit ratio using a piecewise linear approximation. Constraint (40) rounds down the cache size (ceiling) to the nearest integer.

13. Cache traffic that passes through BBUVM

$$\lambda_{u,h,r}^c \leq \mu \cdot \sigma_{h,r}^c \forall u, h \in H, \forall r \in R$$  \hspace{1cm} (41)

$$\lambda_{u,h,r}^c \leq \lambda_{u,h,r}^c \forall u, h \in H, \forall r \in R$$  \hspace{1cm} (42)

$$\lambda_{u,h,r}^c \geq \lambda_{u,h,r}^C \cdot \mu \cdot (1 - \sigma_{h,r}^c), \forall u, h \in H, \forall r \in R$$  \hspace{1cm} (43)

$$\lambda_{u,h,r}^c \geq 0 \forall u, h \in H, \forall r \in R$$  \hspace{1cm} (44)

Constraints (41) – (44) ensure that the traffic from the cache node $u$ to the RRH node $r$ passes through the BBUVMs that serve the RRH node $r$ where $\mu$ is a large number. The operation of constraints (41) – (43) is illustrated in TABLE VI.

| Input | Constraint | Outcome | Value of $\lambda_{u,h,r}^c$ that satisfies all constraints |
|-------|------------|---------|-------------------------------------------------------|
| 1.   | $\Theta_{u,r} \leq \sigma_{u,r}^c$ | $\Theta_{u,r} = 0$ |
|      | $\Theta_{u,r} \leq \delta_u$ or any value $< \delta_u$ | $\delta_u = 0$ |
|      | $\Theta_{u,r} \geq \delta_u(1 - \sigma_{u,r}^c)$ | any positive number |
| 2.   | $\Theta_{u,r} \leq \sigma_{u,r}^c$ | $\Theta_{u,r} = 0$ |
|      | $\Theta_{u,r} \leq \delta_u$ or any value $< \delta_u$ | $\delta_u = 0$ |
|      | $\Theta_{u,r} \geq \delta_u(1 - \sigma_{u,r}^c)$ | any positive number |
| 3.   | $\Theta_{u,r} \leq \sigma_{u,r}^c$ | $\Theta_{u,r} = 0$ |
|      | $\Theta_{u,r} \leq \delta_u$ or any value $< \delta_u$ | $\delta_u = 0$ |
|      | $\Theta_{u,r} \geq \delta_u(1 - \sigma_{u,r}^c)$ | any positive number |
| 4.   | $\Theta_{u,r} \leq \sigma_{u,r}^c$ | $\Theta_{u,r} = 0$ |
|      | $\Theta_{u,r} \leq \delta_u$ or any value $< \delta_u$ | $\delta_u = 0$ |
|      | $\Theta_{u,r} \geq \delta_u(1 - \sigma_{u,r}^c)$ | any positive number |
14. Video (content) server traffic which passes through BBUs,

\[ \lambda_{h,r}^v \leq \mu \cdot \sigma_{h,r}^v, \]
\[ \forall s \in N, \forall h \in H, \forall r \in R \]  

(45)

Constraints (45) – (48) ensure that the traffic from content (video) server nodes to the RRH node \( r \) passes through the BBUs that serve the RRH node \( r \) where \( \mu \) is a large number. The operation of these constraints is the same as the constraints (41) – (44) explained earlier and summarized in Table VI.

15. Total download traffic from BBUs to RRH nodes

\[ \lambda_{h,r}^d = \lambda_{h,r}^c + \sum_{v \in \text{UE}} \lambda_{v,h,r}^c + \sum_{n \in \text{EN}} \lambda_{n,h,r}^s, \]
\[ \forall h \in H, \forall r \in R \]  

(49)

16. Total traffic between two hostings nodes

\[ \lambda_{p,q}^t = \lambda_{p,q}^c + \lambda_{p,q}^v + \alpha \cdot \sum_{r \in R} \lambda_{p,q,r}^c, \]
\[ \forall p \in U \cup L, \forall q \in H, p \neq q \]  

(50)

\[ \lambda_{p,q}^t = \lambda_{p,q}^c + \lambda_{p,q}^v + \alpha \cdot \left( \sum_{r \in \text{ER}} \lambda_{p,q,r}^c + \sum_{r \in \text{ER}} \lambda_{p,q,r}^s \right), \]
\[ \forall p \in N, \forall q \in H, p \neq q \]  

(51)

Constraint (49) calculates the total download traffic from BBUs at node \( h \) to the RRH node \( r \) which is sourced by three nodes. These are: video server \( (\lambda_{h,r}^v) \), cache node \( (\lambda_{h,r}^c) \), and the regular traffic from CNVMs \( (\lambda_{h,r}^s) \). Constraints (50) and (51) calculate the total download traffic between any two hosting nodes.

17. Total BBUVM workload at hosting node \( h \)

\[ \psi_h^b = \left( \sum_{r \in H} \lambda_{h,r}^b \right) / c_p \cdot \psi_x, \forall h \in H \]  

(52)

18. Total normalized workload at hosting node \( h \)

\[ \psi_h^t = \left( \psi_h^b + \psi_h^s \right) / \psi_\ast, \forall h \in H \]  

(53)

19. Hosting node capacity

\[ \left( \Omega_{h}^{s} \cdot \left( \psi_h^t + \psi_h^s \right) + \psi_h^f \cdot \Omega_h^{s} \right) \leq \Omega_h^q \]
\[ \forall h \in H \]  

(54)

Constraint (52) calculates the total BBU workload needed for the total download traffic towards RRH nodes, whilst constraint (53) determines the fractional and integer parts of the normalized workload. Constraint (54) ensures that the total workload of a VM hosting server does not exceed the total capacity of the hosting node.

20. Flow conservation of total downlink traffic from BBUs to RRH nodes

\[ \sum_{y \in \text{TNN}_x} \lambda_{h,r,y,x}^d - \sum_{y \in \text{TNN}_x} \lambda_{h,r,y,x}^r = \begin{cases} \lambda_{h,r}^d & \text{if } x \in \text{HN} \\ \lambda_{h,r}^o & \text{if } x \in \text{ON} \\ 0 & \text{other} \end{cases} \]
\[ \forall h \in H, \forall r \in \text{RRH}, \forall x \in \text{TNN}_x \]  

(55)

21. Flow conservation of total downlink traffic between two hosting nodes

\[ \sum_{y \in \text{TNN}_x} \lambda_{p,q,y,x}^d - \sum_{y \in \text{TNN}_x} \lambda_{p,q,y,x}^r = \begin{cases} \lambda_{p,q}^d & \text{if } i \in \text{HN} \\ \lambda_{p,q}^o & \text{if } i \in \text{ON} \\ 0 & \text{other} \end{cases} \]
\[ \forall p, q, x \in H: p \neq q \]  

(56)

22. GPON link constraints

\[ \sum_{x \in \text{TNN}_x} \lambda_{h,r,x,y}^d - \sum_{x \in \text{TNN}_x} \lambda_{h,r,x,y}^r = \sum_{i \in \text{HN}} \lambda_{p,q,i}^d - \sum_{i \in \text{ON}} \lambda_{p,q,i}^o \]
\[ \forall i \in U \]  

(57)

23. Virtual link capacity of IP over WDM network
\[
\sum_{p \in D} \sum_{q \in H, q \neq p} \lambda^T_{p,q,i,j} + \sum_{k \in H} \sum_{r \in k} \lambda^R_{r,i,j} \leq W_{i,j} \cdot B
\]
\(\forall i, j \in N, i \neq j\). (59)

24. Flow conservation in the optical layer of IP over WDM network

\[
\sum_{n \in N^N_m} W_{i,j,m,n} \cdot \sum_{n \in N^N_m} W_{i,j,n,m} = \begin{cases} W_{i,j} & \text{if } n = i \\ -W_{i,j} & \text{if } n = j \\ 0 & \text{otherw} \end{cases} \quad (60)
\]
\(\forall i, j, m \in N, n \neq j\)

Constraint (59) ensures that the total traffic that traverses the virtual link \((i, j)\) does not exceed its capacity, in addition it determines the number of wavelength channels that carry the traffic burden of that link. Constraint (60) represents the flow conservation in the optical layer of the IP over WDM network. It ensures that the total expected number of incoming wavelengths for the IP over WDM nodes of the virtual link \((i, j)\) is equal to the total number of outgoing wavelengths of that link.

25. Number of wavelength channels

\[
\sum_{i \in N} \sum_{j \in N \setminus \{j\}} W_{i,j,m,n} \leq W \cdot f_{m,n}
\]
\(\forall m \in N, \forall n \in N^N_m\) (61)

\[
W_{m,n} = \sum_{i \in N} \sum_{j \in N \setminus \{j\}} W_{i,j,m,n}
\]
\(\forall m \in N, \forall n \in N^N_m\) (62)

26. Number of aggregation ports

\[
\Lambda_i = \left( \sum_{j \in N \setminus \{i\}} \left( \sum_{q \in H, q \neq p} \lambda^T_{p,q,i,j} + \sum_{k \in H} \sum_{r \in k} \lambda^R_{r,i,j} \right) \right) / B
\]
\(\forall i \in N\) (63)

Constraints (61) and (62) are the constraints of the physical link \((m, n)\). Constraint (61) ensures that the total number of wavelength channels in the logical link \((i, j)\) that traverses the physical link \((m, n)\) do not exceed the fiber capacity. Constraint (63) determines the number of wavelength channels in the physical link and ensures that it is equal to the total number of wavelength channels in the virtual link traversing that physical link. Constraint (63) determines the required number of aggregation ports in each IP over WDM router.

IV. MILP model parameters and results

The developed MILP model was run on high performance computing nodes (HPC) provided through a partnership of the most research-intensive universities in the North of England. The standard computation mode that was used to run the MILP model, is one of four computational nodes that exist in the used HPC. It provides a cluster of 252 nodes with up to 6048 cores in total and supports 65 TFLOPS peak using IBM’s iDataPlex hardware; and includes a high throughput cluster with 1GB RAM per nodes, 2900 cores based on twin nodes with 6-core Westmere processors supported by 1GE connectivity between nodes. IBM ILOG CPLEX (12.7) optimization studio was used as the optimization software package where it uses the simplex algorithm [18] to solve the MILP models.

The developed MILP model considers the network topology shown in Fig. 2. The considered network topology consists of 3 IP over WDM nodes and 6 GPON networks connected in pairs to the IP over WDM network nodes; two GPON networks for each IP over WDM node. Each GPON network consists of one OLT and three ONUs and each ONU is connected to one RRH node. The topology has one video server whose location in the IP over WDM network is optimized by the developed MILP model to minimize the total power consumption. Each RRH node in the network supports a small cell with maximum number of users equal to 10. Each user in the small cell is allocated 5 physical resource blocks (PRB) as the users are assumed to request the same task from the network. The average number of users in the network varies over the time of day according to the network user profile shown in [14]. Therefore, the amount of downlink traffic to each RRH node is influenced by the total number of active users in the small cell where its maximum value is considered less than 10 Gbps. The total download traffic from both video server and cache nodes to the RRH nodes is considered 80% of the total download traffic as explained earlier.
Two virtualization approaches were considered; with and without CNVMs inter-traffic. In addition, the content caching approach was considered with variable cache size where the developed MILP model optimized the size of the cache at each node. The input parameters to the developed MILP model are listed in TABLE VII.

As discussed, the MILP model was developed to minimize the total power consumption by optimizing the caches sizes, VM servers’ utilization, and the location of both VMs and caches at different node. The results compare the utilization of virtualization and content caching in 5G / 6G individually and investigate the total power consumption of each approach. In addition, the impact of integrating content caching and virtualization is compared with the impact of the deployment of each technology individually. Fig. 3 illustrates the total power consumption of caching-only, virtualization-only (with and without CNVMs inter-traffic), and the integrated (integrated caching and virtualization) approaches for different times of the day, whilst Fig. 4 illustrates the total power consumption for the same approaches for different number of users.
Although the virtualization only approaches (with and without CNVMs inter-traffic) have high power consumption compared to the approach where the caching and virtualization are integrated (integrated approach), they have less power consumption compared to the caching-only approach. This is attributed to the fact that the virtualization-only approach achieves much lower mobile functions power consumption compared to the caching-only approach as shown in Fig. 5. Therefore, the total power consumption of caching-only approach is higher than the virtualization-only approach in spite of its lower video streaming service power consumption compared to the virtualization-only approach as shown in Fig. 6.

Fig. 7. illustrates the saving in total power consumption of virtualization-only approach compared to the caching-only approach for different times of the day and different number of users. Compared to the caching-only approach, the virtualization-only approach achieves a maximum total power saving of 7% (average 5%) when no CNVMs inter-traffic is considered and 6% (average 4%) with CNVMs inter-traffic of 10% of the total backhaul traffic.

The deployment of virtualization and content caching in one integrated architecture has a great impact on the total power consumption. Fig. 8. illustrates the total power saving of the integrated approach compared with the virtualization-only and caching-only approaches. Compared with the virtualization-only approach, the integrated approach has a maximum total power saving of 15% (average 9%) with and without CNVMs inter-traffic. This is due to the lower video streaming service power consumption of the integrated approach compared to the virtualization only approach (as shown in Fig. 9, where a maximum video streaming service power saving of 95% (average 90%) is achieved by the
integrated approach compared with virtualization-only approach.

![Graph showing power saving comparison]

**FIGURE 8. A)** Power saving of integrated virtualization and caching approach compared to virtualization-only approach at different times of the day.

![Graph showing power saving comparison]

**FIGURE 8. B)** Power saving of integrated virtualization and caching approach compared to caching-only approach at different times of the day.

![Graph showing video streaming service power consumption]

**FIGURE 9.** Video streaming service power consumption for virtualization-only and integrated approaches at different times of the day.

Fig. 10 depicts the integrated approach optimum cache utilization of each node at different times of the day when there is no CNVMs inter-traffic and also for CNVMs inter-traffic of 10% of the total backhaul traffic. The optimum cache size at each node varies with the delivered traffic from the node over time. The optimum cache size is relatively high when the total number of users is high during the busy hours of the day and the caches are distributed close to the users. The OLT nodes are highly utilized by caches during the busy times of the day whilst the IP over WDM nodes are utilized when few users are active. During the busy time of the day, there is a large number of active users and therefore the demand for video streaming is high. In this case the integrated approach accommodates a large amount of the video files (objects) at OLT nodes to serve as much as possible users and offload the traffic away from the core network whilst in the virtualization-only approach, the users are served by the video server in the core network.

The integrated approach achieves a maximum total power saving of 21% (average 13%) without CNVMs inter-traffic and 20% (average 12%) when CNVMs inter-traffic is considered compared with the caching-only approach. Additionally, the integrated approach has a maximum mobile function power saving of 65% (average 57%) without CNVMs inter-traffic and 70% (average 58%) when CNVMs inter-traffic is considered at a level of 10% of the total backhaul traffic. The results are in comparison with the caching-only approach. These power savings are driven by the higher mobile functions power consumption in the caching-only approach which is much higher than the integrated approach as shown in Fig. 11.
FIGURE 10 A) Cache utilization of each node at different times of the day without CNVMs inter-traffic

FIGURE 10 B) Cache utilization of each node at different times of the day with CNVMs inter-traffic of 10% of the total backhaul traffic

It is worth mentioning that compared to Fig. 5., the integrated approach (Caching and virtualization) in Fig. 11 does not provide improvement over the results of virtualization only (Fig. 5) as the traffic in Fig. 11 does not include video traffic.

Fig. 12 depicts the integrated approach optimum VM (BBUVM and CNVM) utilization of each node at different times of the day when the CNVMs inter-traffic is 0% and 10% of the total backhaul traffic. The optimum utilization of each node varies with the traffic delivered from the node at a certain time. The optimum VM (BBUVM and CNVM) workload at each node is relatively high when the total number of users served by the VM is high during the busy hours of the day where the VMs are distributed close to the small cells. The optimum VM workload and location are mainly driven by: the total number of active users, the amount of offloaded backhaul traffic, and the inter-traffic between CNVMs. It is clearly seen in Fig. 12 that in the integrated approach, the OLT nodes are highly utilized by VMs during the busy time of the day to maximize the number of users served by each VM and minimize the backhaul traffic carried over the core network. When the total number of users is low during off peak times of the day, the IP over WDM nodes are utilized by VMs. In this case the traffic induced power consumption is low compared to the VM power consumption, therefore, the total number of active users is served by a small number of VMs located far from the cells specifically in the IP over WDM network nodes.
assesses the IP over WDM network power consumption to accommodate CNVMs. The initial number of CNVMs in the IP over WDM network is the total requested download traffic (fronthaul traffic) for each cell (RRH node) determines the total requested download traffic (fronthaul traffic) for each cell (RRH), whilst the video streaming traffic and regular traffic for the total traffic and are determined using Cisco VNI data [1], whilst the cache size of each node is determined based on the optimized hit ratio of each cache node. The EEVIRandCa heuristic starts accommodating BBUVMs in such a way that BBUVMs serve as many RRH requests as possible. The heuristic examines the OLT nodes to determine the closest OLT for each RRH node to accommodate a BBUVM.

To accommodate CNVMs, the EEVIRandCa heuristic sets an initial value for the number of CNVMs in the IP over WDM network. The initial number of CNVMs in the IP over WDM network is increased by one every time the heuristic assesses the IP over WDM network power consumption to determine the optimum number of CNVMs. To determine the highly recommended nodes for accommodating CNVMs, the heuristic builds a sorted list of IP over WDM nodes based on the total number of users connected directly to each node. The first node at the top of the sorted list of IP over WDM nodes is assigned by the heuristic to accommodate the video streaming servers.

Using the same methodology, the EEVIRandCa heuristic determines the location of the caches. It sets an initial value of one cache and increases this value every time it evaluates the IP over WDM network power consumption to obtain the best value for the number of caches in the IP over WDM network. The heuristic calculates the total number of active users and compares it to the maximum network capacity. If the total number of active users is less than 50% of the total network capacity, the EEVIRandCa heuristic examines the IP over WDM network otherwise it examines the OLT nodes to cache the content.

Once the CNVMs, BBUVM, video servers, and cache nodes location are determined, the traffic from these entities is determined and routed towards the RRH nodes. The traffic from CNVMs, video servers and the cache nodes should pass through BBUVMs for BBU processing. In addition, the inter-traffic between CNVMs and total traffic flows in the IP over WDM network are determined.

The EEVIRandCa heuristic obtains the physical graph \( G_p = (N, L_p) \) and determines the traffic in each network segment. The IP over WDM network configuration such as the number of fibres, router ports, and the number of EDFAs is then determined and the total power consumption is finally calculated.

V. Energy-Efficient Virtualization and Caching (EEVIRandCa) Heuristic Implementation and Results

This section introduces an Energy-Efficient Virtualization and content caching (EEVIRandCa) heuristic approach for real-time implementation of the developed MILP model. The heuristic is also independent of the MILP and therefore provides verification of the MILP and its results. The pseudocode of the EEVIRandCa heuristic is shown in Algorithm 1. Two topologies are considered by the heuristic model; the network to topology \( G = (NE, L) \) and the physical topology of the IP over WDM network \( G_p = (N, L_p) \), where \( NE, L, N, L_p \) are the sets of network elements, link, IP over WDM nodes and the physical links respectively. The network elements \( NE \) which are RRH, ONU, OLT, and IP over WDM nodes \( N \) are captured in a set. Besides the set of nodes, three network elements contribute to the power consumption which are; video streaming servers, cache nodes, and servers that host virtual machines. The total number of active users in each cell (RRH node) determines the total requested download traffic (fronthaul traffic) for each cell (RRH), whilst the video streaming traffic and regular traffic for the total traffic and are determined using Cisco VNI data [1], whilst the cache size of each node is determined based on the optimized hit ratio of each cache node. The EEVIRandCa heuristic starts accommodating BBUVMs in such a way that BBUVMs serve as many RRH requests as possible. The heuristic examines the OLT nodes to determine the closest OLT for each RRH node to accommodate a BBUVM.

To accommodate CNVMs, the EEVIRandCa heuristic sets an initial value for the number of CNVMs in the IP over WDM network. The initial number of CNVMs in the IP over WDM network is increased by one every time the heuristic assesses the IP over WDM network power consumption to determine the optimum number of CNVMs. To determine

the highly recommended nodes for accommodating CNVMs, the heuristic builds a sorted list of IP over WDM nodes based on the total number of users connected directly to each node. The first node at the top of the sorted list of IP over WDM nodes is assigned by the heuristic to accommodate the video streaming servers.

Using the same methodology, the EEVIRandCa heuristic determines the location of the caches. It sets an initial value of one cache and increases this value every time it evaluates the IP over WDM network power consumption to obtain the best value for the number of caches in the IP over WDM network. The heuristic calculates the total number of active users and compares it to the maximum network capacity. If the total number of active users is less than 50% of the total network capacity, the EEVIRandCa heuristic examines the IP over WDM network otherwise it examines the OLT nodes to cache the content.

Once the CNVMs, BBUVM, video servers, and cache nodes location are determined, the traffic from these entities is determined and routed towards the RRH nodes. The traffic from CNVMs, video servers and the cache nodes should pass through BBUVMs for BBU processing. In addition, the inter-traffic between CNVMs and total traffic flows in the IP over WDM network are determined.

The EEVIRandCa heuristic obtains the physical graph \( G_p = (N, L_p) \) and determines the traffic in each network segment. The IP over WDM network configuration such as the number of fibres, router ports, and the number of EDFAs is then determined and the total power consumption is finally calculated.

Algorithm 1 Energy Efficient Virtualization and Caching (EEVIRandCa) Heuristic

**INPUT:** \( G=(NE, L), G_p=(N, L_p) \)

**OUTPUT:** VMs location, VMs workloads, VM and Cache distribution, and optimum total power consumption (OTPC)

1. \( \forall r \in \text{RRH} \) determine number of users and calculate node demand \( (r, D_r) \), where \( D_r \in D \) is the total demands*

2. \( \forall r \in \text{RRH} \) calculate the streaming traffic \( S_r \), and regular traffic \( L_r \)

3. \( \forall D_r \in D \) determine BBUVM workload \( \Psi_r \)

4. \( \forall r \in \text{RRH} \) find

\( (r, h) = \min \{\text{shortestPath}(r, \{h \in NE \cap OLT\}) \) where \( L_r + S_r \) is the total traffic

5. if total workload of \( h \) >> \( \Psi_r \)

6. host BBUVM in \( h \)

7. update workload of \( h \)

8. \( D_r \in D_{\text{reserved}} \)

9. end if

10. \( \forall D_r \in D_{\text{reserved}} \) find \( (r, h) = \min \{\text{shortestPath}(r, \{h \in NE \cap OLT\}) \)

FIGURE 12 B) VM utilization of each node at different times of the day ‘with CNVMs inter-traffic of 10% of backhaul traffic’
N′) /*where N is the IP over WDM nodes */
11: host BBUVM in h
12: update workload of h
13: $D \in D_{served}$
14: Route the fronthaul traffic from BBUVMs to RRH nodes
15: $N' \leftarrow \text{DESCEND\_SORT}(N)$ and set $i = 1$
16: Host CNVM in $N'(i), N'(i - 1),..., N'(1)$
17: $\forall$ CNVM in $n \in N'$ and $\forall BBUVM in h \in NE$
  find $(n, h) = \min(\text{shortestPath}(n, h))$
18: Route the traffic from CNVMs to BBUVMs
19: $\forall$ CNVM in $n_x, n_y \in N'; x \neq y$
  find $(n_x, n_y) = \min \{\text{shortestPath}(n_x, n_y)\}$
20: Route the traffic from CNVMs to BBUVMs
21: Determine the IP over WDM network configuration
22: if $i = 1$
23: Determine $\nuTPC$ /* where $\nuTPC$ is the total power consumption due to virtualization */
24: end if
25: Determine total power consumption as $TPC(i)$
26: if $\nuTPC \geq TPC(i)$
27: $\nuTPC = TPC(i)$
28: $i = i + 1$
29: goto 16
30: else
31: virtualization minimum power consumption is $\nuTPC$
32: EXIT
33: end if
34: $N'' \leftarrow \text{DESCEND\_SORT}(N)$ and set $j = 1$
35: host the video server at $N(1)$
36: Host cache in $N''(i), N''(i - 1),..., N''(1)$
37: Route the traffic to $RRH$ through BBUVMs
38: if $j = 1$
39: Determine $caTPC$ /* where $caTPC$ is the total power consumption due to virtualization */
40: EXIT
41: end if
42: Determine total power consumption as $TPC(j)$
43: if $caTPC \geq TPC(j)$
44: $caTPC = TPC(j)$
45: $j = j + 1$
46: goto 36
47: else
48: caching minimum power consumption is $caTPC$
49: end if
50: $\minTPC = \nuTPC + caTPC$ /*$\minTPC$ is the minimum power consumption */

For fair validation of the MILP model, the network topology in Fig. 2 is used by the EEVIRandCa heuristic. In addition, the parameters considered in the MILP models such as the wireless bandwidth, number of resources blocks per user, and the parameters listed in TABLE VII are considered in the heuristic. The number of users allocated to each cell in the heuristic is the same as in the MILP model to ensure the requested traffic by each RRH node is the same in both approaches.

Fig. 13 compares the total power consumption of the EEVIRandCa heuristic with the power consumption following the optimum solution obtained by the MILP model at different times of the day when there is no CNVMs inter-traffic flows between the VMs. It is clearly seen that the EEVIRandCa heuristic has a higher power consumption compared to the integrated approach MILP model. The difference in power consumption between the two models varies according to the total number of users during the day and is 3.3% max (2% average).
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**FIGURE 13.** Total power consumption of EEVIRandCa heuristic model compared with the integrated approach MILP model when no CNVMs are considered

Fig.14 compares the total power consumption of the EEVIRandCa heuristic with the corresponding power consumption when the MILP model is used, when the CNVMs inter-traffic is 10% of the total backhaul traffic recorded at different times of the day. The EEVIRandCa heuristic results are comparable to those of the MILP model.
The difference in power consumption between the two varies during the day and is 2% max (average 1%).
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**FIGURE 14.** Total power consumption of EEVIRandCa compared to the integrated approach MILP model when CNVMs inter-traffic is 10% of the total backhaul traffic

VI. Conclusions

This paper examined NFV and content caching in 5G networks and optimized their use to minimize the associated power consumption. In addition, it introduced an approach that combines content caching with NFV in one integrated architecture for 5G (and beyond) networks. A MILP model was developed to minimize the total power consumption by jointly optimizing the cache size, VM workload, and the locations of both cache nodes and VMs. The results of the developed model were investigated under the impact of CNVMs inter-traffic. The results show that the OLT nodes are the optimum location for content caching and hosting VMs during busy times of the day whilst IP over WDM nodes are the optimum locations for caching and virtualization during off-peak time. Therefore, the appropriate nodes can be activated at different times of the day for content caching and host VMs. The results show that the virtualization-only approach is better than caching-only approach for video streaming services where the virtualization-only approach compared to caching-only approach, achieves a maximum power saving of 7% (average 5%) when no CNVMs inter-traffic is considered and 6% (average 4%) with CNVMs inter-traffic at 10% of the total backhaul traffic. On the other hand, the integrated approach has a maximum power saving of 15% (average 9%) with and without CNVMs inter-traffic compared to the virtualization-only approach, and it achieves a maximum power saving of 21% (average 13%) without CNVMs inter-traffic and 20% (average 12%) when CNVMs inter-traffic is considered compared with the caching-only approach.

In order to validate the MILP model and achieve real-time operation of our approaches, a heuristic (EEVIRandCa) was developed. The heuristic results are comparable to the results of the MILP model with and without CNVMs inter-traffic; with a maximum difference of 3.3% over the range of scenarios considered.
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