Dynamical response of a radiative thermal transistor based on suspended insulator-metal transition membranes
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We investigate the dynamical control of the heat flux exchanged in near-field regime between a membrane made with a phase-change material and a substrate when the temperature of the membrane is tuned around its critical value. We show that in interaction with an external source of thermal radiation, this system is multistable and behaves as a thermal transistor, being able to dynamically modulate and even amplify super-Planckian heat fluxes. This behavior could be used to dynamically control heat fluxes exchanged at the nanoscale in systems out of thermal equilibrium and to process thermal information employing suspended membranes.

I. INTRODUCTION

Controlling heat exchanges at the nanoscale is a challenging problem both from a fundamental point of view and for the development of new technologies. While it is nowadays common to control electric currents since the invention of the electronic solid-state transistor [1], it is unfortunately much less common to exercise the same control over heat.

In 2006, Li et al. [2] introduced a thermal counterpart of field-effect transistor to control heat fluxes carried by phonons through solid segments, paving the way for building blocks to process information [3, 4] using heat flux rather than electric currents. More recently, the concept of transistor has been extended to contactless out of thermal equilibrium systems [5]. In this case, heat flows with the passage of thermal photons from one material to another.

The radiative thermal transistor consists of three elements called, by analogy with its electronic counterpart, source, drain and gate. The source and drain are made with solids held at different temperatures to create a temperature gradient. The source, being traditionally hotter than the drain, emits thermal photons which transfer heat to the drain. These two solids are separated by an intermediate layer made of an insulator-metal transition (IMT) material [6]. This layer plays the role of the gate. By tuning the gate temperature around its critical value, it is possible to drastically change the flux received by the drain and even to amplify this flux. The device can work either at large separation distances (far-field regime [7]) or at short distances (near-field regime [5]), where heat is transferred mainly by photon tunneling. Besides modulation and amplification of heat fluxes, these structures based on phase-change materials can be used to store thermal energy [8, 9] and to make logical operations [10] with thermal photons.

One of the main advantages of a near-field thermal transistor, beyond its compactness, is its capability to manipulate super-Planckian heat fluxes [11–27], that is, heat fluxes which are larger than the fluxes radiated by blackbodies at the same temperature. Such a transistor is, however, a solid element with three terminals that must be positioned at close separation distances, a fact that currently limits the development of this technology. In the present work, we investigate the heat transfer between a thermal bath and a substrate that are separated by a thin membrane made of an IMT material. Different works have already shown [28–30] that the heat flux exchanged in the near field between an IMT material and another medium can be modulated by several orders of magnitude across the phase transition of this material. Here the membrane is maintained above the substrate at a sub-micrometer separation. We show that this two-body system in the presence of the thermal bath exhibits the same features of a three-body transistor.

Specifically, the radiative thermal transistor under investigation consists of a gate made of a membrane of vanadium dioxide (VO₂) at temperature T_G which is suspended over a slab of silicon dioxide (SiO₂) at temperature T_D = 300 K acting as the drain. This structure is illuminated with thermal radiation coming from a far-field source assumed to be a blackbody at temperature T_S. At a certain critical temperature, the VO₂ membrane undergoes an insulator-to-metal transition in which the insulating and metallic phases coexist over a finite temperature range [31]. We describe the transition region with T_c and ∆, in such a way that it takes place in the temperature range between T_c and T_c + ∆. Because of hysteresis, when increasing and decreasing the temperature of the gate, a shift in the temperature dependence of the VO₂ properties is observed and has been reported to be about 8 K [31] in the studied situation. According to this, we take the critical temperature as T_c = 341 K for increasing T_G and T_c = 333 K when T_G is decreased, while the width of the transition is ∆ = 4 K in both cases.

The gate and the drain are separated by a subwavelength distance d (at room temperature, the thermal wavelength is about 8 μm), so that they are coupled in the
 gates temperature. Evolution under the action of a temporal control of the temperatures in this system, we investigate its dynamical evolution from far-field sources. After describing the radiative heat transfer. Moreover, in the insulating phase, VO$_2$ supports surface waves that interact with the surface modes supported by SiO$_2$, leading to an efficient energy exchange. In the metallic phase, however, VO$_2$ does not support resonant modes and thus, the heat exchange with the drain is much less efficient. Such a behavior induces a negative differential thermal resistance, since the drain, respectively, and $\Phi_G$ is the energy flux externally supplied to the gate that controls the state of the device. When $\Phi_G > 0$, an external energy flux is added to the gate by heating. When $\Phi_G < 0$, energy is removed from the gate by cooling, for instance, using Peltier elements. In stationary states, the flux $\Phi$ on the membrane vanishes and therefore, the external flux supplied to the gate equals minus the net radiative contribution,

$$\Phi_G = -(\Phi_S - \Phi_D).$$

II. HEAT FLUXES AND EQUILIBRIUM TEMPERATURES

Given a thermal source, the radiative flux of energy arriving to the drain depends on the state of the gate which can be externally manipulated. The net energy flux on the gate is given by

$$\Phi = \Phi_S - \Phi_D + \Phi_G,$$

where $\Phi_S$ and $\Phi_D$ are the averaged component normal to the surfaces of the Pointyng vector in the regions between the source and the gate and between the gate and the drain, respectively, and $\Phi_G$ is the energy flux externally supplied to the gate that controls the state of the device.

The energy flux carried by the electromagnetic field radiated in the regions of space of interest can be obtained using Rytov’s fluctuational electrodynamics approach [32-33], which assumes that the bodies radiate at local thermal equilibrium and that field correlations can be described using the fluctuation-dissipation theorem. In this way, expanding the field in modes of frequency $\omega$, wave vector parallel to the surfaces $k$, and polarization $p$, the radiative energy fluxes can be written as

$$\Phi_S = \int_0^\infty \frac{d\omega}{2\pi} \omega \int_0^\infty \frac{dk}{2\pi} k \sum_p \left( n_{SG} \hat{T}_S + n_{GD} \hat{T}_G \right),$$

$$\Phi_D = \int_0^\infty \frac{d\omega}{2\pi} \omega \int_0^\infty \frac{dk}{2\pi} k \sum_p \left( n_{SG} \hat{T}_G + n_{GD} \hat{T}_D \right),$$

where $n_{ij} = n_i - n_j$ is the difference of thermal photon distributions at temperature $T_j$ with $i, j = S, G, D$, $k_B$ being the Boltzmann constant and $\hbar$ the reduced Planck constant. Here $\hat{T}_j = \hat{T}(\omega, k, p)$, $j = S, G, D$, are the associated energy transmission coefficients given by

$$\hat{T}_S = \Pi^{pw} (1 - |\rho_{GD}|^2),$$

$$\hat{T}_G = \Pi^{pw} |\tau_G|^2 (1 - |\rho_D|^2) \left[ 1 - \rho_G \rho_D e^{2i k_z d} \right]^2,$$

$$\hat{T}_D = \Pi^{pw} (1 - |\rho_G|^2) (1 - |\rho_D|^2) \left[ 1 - \rho_G \rho_D e^{2i k_z d} \right]^2 + \Pi^{pw} 4 \text{Im}(\rho_G) \text{Im}(\rho_D) e^{-2i \text{Im}(k_z) d} \left[ 1 - \rho_G \rho_D e^{2i k_z d} \right]^2,$$

where $k_z = \sqrt{\omega^2/c^2 - k^2}$ is the normal component of the wave vector ($c$ being the speed of light in vacuum),
As mentioned previously, tuning the near-field interaction between the gate and the drain by adjusting the separation distance allows us to set the device in appropriate working conditions. Of particular importance is the equilibrium temperature of the gate $T_{eq}^G$ at fixed source and drain temperatures when no external energy flux is acting on the membrane. For practical purposes, we want to set this temperature to be $T_{eq}^G = 330 \, \text{K}$, in such a way that it remains right below the transition region. We will see that for a given $T_S$, one can choose a suitable $d$ leading to the desired gate equilibrium temperature.

From Eq. (1), in the stationary regime and at zero applied flux, the equilibrium temperature is implicitly given by the relation

$$\Phi_S(T_{eq}^G, T_S, T_D, d) = \Phi_D(T_{eq}^G, T_S, T_D, d), \quad (8)$$

where $\Phi_S$ and $\Phi_D$ can be computed using Eqs. (3) and (4), respectively. If $T_D = 300 \, \text{K}$ is held fixed, then Eq. (8) can be solved to give the gate equilibrium temperature implicitly depending on the source temperature and the separation distance, $T_{eq}^G = T_{eq}^G(T_S, d)$. Since the optical properties of VO$_2$ depend on temperature, however, the solution of Eq. (8) may not be unique. In Fig. 2(a), we show $T_{eq}^G$ as a function of $d$ for several source temperatures $T_S$ when VO$_2$ behaves as an insulator. The separation distances leading to $T_{eq}^G = 330 \, \text{K}$ are indicated with dashed lines in this figure for two different source temperatures, namely, for $T_S = 700 \, \text{K}$ we have to take $d = 172 \, \text{nm}$ and for $T_S = 450 \, \text{K}$ the separation has to be $d = 782 \, \text{nm}$. These separation distances, in turn, correspond to equilibrium temperatures that are realizable when the membrane behaves as a metal. In Fig. 2(b), we show $T_{eq}^G$ for this case as a function of $d$ for different $T_S$. In the plot, with dashed lines we indicate the equilibrium temperatures corresponding to the given separation distances: $T_{eq}^G = 425 \, \text{K}$ for $d = 172 \, \text{nm}$ and $T_{eq}^G = 356 \, \text{K}$ for $d = 782 \, \text{nm}$. According to the precedent discussion, we have characterized the stationary states of the transistor at zero applied power by determining the gate temperatures associated with those states. Next we describe the energy fluxes in the system at stationary states with a nonvanishing external energy flux $\Phi_G$.

We recall that the energy fluxes $\Phi_S$ and $\Phi_D$ are given by Eqs. (3) and (4), respectively. In Fig. 3(a), these fluxes are shown as a function of the gate temperature for the device configuration corresponding to the source at $T_S = 700 \, \text{K}$, in which $d = 172 \, \text{nm}$. There, we also show the energy flux applied to the gate $\Phi_G$ fulfilling the stationary state condition Eq. (2). In this figure we consider that the temperature of the VO$_2$ membrane is increased, while in Fig. 3(b) the fluxes are shown in the case in which this temperature is decreased. The fluxes for the case in which $T_S = 450 \, \text{K}$ and $d = 782 \, \text{nm}$ are shown in Fig. 3(c) and Fig. 3(d) for increasing and decreasing $T_G$, respectively.

Furthermore, the ability of the transistor to amplify energy fluxes can be described by the amplification fac-
\[ \alpha \equiv \left| \frac{\partial \Phi_D}{\partial \Phi_G} \right| = \left| 1 - \frac{\Phi'_S}{\Phi'_D} \right|^{-1}, \]  

(9)

where in the second equality, we have used the stationary state condition Eq. (2), in which the primes denote derivative with respect to \( T_G \). Using an IMT material such as VO\(_2\), as noted previously, induces a negative differential thermal resistance in the system, a necessary ingredient to obtain amplification factors larger than unity [2, 3]. The insets of Fig. 3 show the amplification factor corresponding to each situation, where large values of this quantity can be observed in the transition region. We note that \( \alpha \) here quantifies differential increments of the fluxes around a given stationary state.

To conclude this section, we briefly consider the influence of the thickness of the membrane on the energy flux received by the drain. In Fig. 4 we show the energy flux \( \Phi_D \) as a function of \( \delta \) for a fixed source temperature and separation distances that we have used in our examples (\( T_S = 700 \) K and \( T_S = 450 \) K with the corresponding separation distances \( d = 172 \) nm and \( d = 782 \) nm, respectively). In addition, \( \Phi_D \) is shown for gate temperatures...
III. DYNAMICAL MODULATION OF HEAT FLUX RECEIVED BY THE DRAIN

We are interested in studying the behavior of the transistor in situations out of the stationary state. Characterizing the dynamics of the device is relevant, for instance, for thermal information treatment, since transient behavior is inherent to the operation of transistors and its time response is an indication of the achievable processing rate. Because the transistor is controlled by acting on the gate to modify its temperature, we first describe the behavior of the gate temperature in such nonequilibrium situations.

The behavior of the temperature of the gate $T_G(t)$ as a function of the time $t$ depends on the total energy flux on the gate $\Phi$, given by Eq. (1), and satisfies the evolution equation

$$\frac{dT_G(t)}{dt} = \frac{\Phi(T_G)}{I_G},$$

(10)

where $I_G = c_p \rho \delta$ is the thermal inertia of the gate, $\rho = 4.67 \times 10^3 \text{kg/m}^3$ [39] and $c_p$ being the density and the specific heat per unit mass of VO$_2$, respectively. During the transition, $c_p$ sharply increases and therefore the thermal inertia of the gate undergoes an abrupt change that modifies the temporal evolution of the membrane. Before evaluating the relaxation in time of the gate, we discuss a simple model to quantify the specific heat in the transition region.

We recall that the transition region takes place for temperatures between $T_c$ and $T_c + \Delta$ (we assume $T_c = 341$ K for increasing $T_G$ and $T_c = 333$ K for decreasing $T_G$, while $\Delta = 4$ K in both cases). The state of the material in the transition region can be described by introducing a volume fraction $f(T)$ such that $f(T_c) = 0$ and $f(T_c + \Delta) = 1$. In real situations, this volume fraction depend on the actual working conditions of the device and can be estimated, for instance, by combining conductivity measurements in the transition region and an effective medium theory [31]. Here, to keep our theoretical description as simple as possible, we model the volume fraction as a smooth step function given by

$$f = 6x^5 - 15x^4 + 10x^3, \quad x = \frac{T - T_c}{\Delta},$$

(11)

whose first and second derivatives vanish at the ends of the transition region. This volume fraction is used, for instance, to compute the radiative heat fluxes by means of an effective medium theory [38], quantifying the permittivity of VO$_2$ in the transition region.

The enthalpy per unit mass of VO$_2$ can be written as

$$h = \begin{cases} h_i, & T \leq T_c \\ h_i + (h_m - h_i)f, & T_c < T < T_c + \Delta \\ h_m, & T \geq T_c + \Delta \end{cases},$$

(12)

where, assuming that the specific heat is approximately constant before and after the transition, the enthalpies in the insulating and metallic phases $h_i$ and $h_m$, respectively, can be written as

$$h_i = c_{p,i}T,$$
$$h_m = c_{p,m}(T - T_c - \Delta) + c_{p,i}T_c + L.$$

(13) (14)

Here $L$ is the latent heat of the transition and $c_{p,i} = 710 \text{J/(kg K)}$ and $c_{p,m} = 760 \text{J/(kg K)}$ are the specific heats in the insulating and metallic phases [40], respectively. We note that, because of the hysteresis, the enthalpy is different for increasing and decreasing $T_G$, which can be accounted for in Eqs. (12), (13), and (14) by choosing the appropriate $T_c$ and $L$. When $T_G$ is increased, we take the latent heat as $L = 5.15 \times 10^4 \text{J/kg}$ [40], while the corresponding one for decreasing $T_G$ can be deduced from this value by requiring that the enthalpies in the two processes coincide outside the transition region. Thus, the specific heat $c_p = \partial h/\partial T$ is readily obtained from Eq. (12), giving

$$c_p = \begin{cases} c_{p,i}, & T \leq T_c \\ c_{p,i} + (c_{p,m} - c_{p,i})f, & T_c < T < T_c + \Delta \\ c_{p,m}, & T \geq T_c + \Delta \end{cases}. $$

(15)

In Fig. 5, we show the specific heat and the enthalpy of the gate as a function of its temperature.
Using the above description of the specific heat, the thermal inertia \( I_G \) can be determined as a function of \( T_G \) to compute the evolution of the temperature with Eq. (10). We first consider several initial temperatures \( T_G(0) \) that can be set by choosing the appropriate \( \Phi_G \) and then letting \( T_G(t) \) relax at \( \Phi_G = 0 \) towards the stationary regime. The results are shown in Fig. 6(a) for the configuration with \( T_S = 700 \text{ K} \) and \( d = 172 \text{ nm} \). We observe that for high enough initial temperatures, the gate evolves to the stationary state obtained in Sec. II by solving Eq. (8), namely, at \( T_G = 425 \text{ K} \). For lower initial temperatures, in the stationary regime the gate approaches the equilibrium temperature we have imposed from the beginning, \( T_G = 330 \text{ K} \). The critical value \( T_G^\text{inst} \) for which \( T_G(0) < T_G^\text{inst} \) will lead to an evolution towards \( T_G = 330 \text{ K} \) in the transition region. This behavior can be better understood from Fig. 6(b), where we show \( \Phi_G \) in the stationary regime (horizontal axis) as a function of \( T_G \) (vertical axis). There, we observe that the stable equilibrium temperatures correspond to temperatures \( T_G \) such that \( \Phi_G = 0 \) with \( \Phi_G > 0 \), while \( \Phi_G = 0 \) and \( \Phi_G < 0 \) at the unstable point \( T_G^\text{inst} \). We emphasize that, because of the hysteresis, \( T_G^\text{inst} \) depends on how the membrane is treated. In Fig. 6(c), we show the evolution of \( T_G(t) \) in the configuration in which \( T_S = 450 \text{ K} \) and \( d = 782 \text{ nm} \). As in the previous case, here there are also two stable stationary temperatures, \( T_G = 330 \text{ K} \) and \( T_G = 356 \text{ K} \). The corresponding flux \( \Phi_G \) as a function of \( T_G \) is shown in Fig. 6(d). Notice that since the gate has two stable states, the device can also work as a radiative thermal memory.

Next we consider that in the initial state, the gate is in equilibrium at temperature \( T_G(0) = 330 \text{ K} \), for which the corresponding applied flux is \( \Phi_G = 0 \). Then, a finite flux \( \Phi_G \) is applied that drives the evolution of the gate towards a new steady state. The resulting evolution is shown in Fig. 7(a) for several values of \( \Phi_G \) for the configuration with \( T_S = 700 \text{ K} \) and \( d = 172 \text{ nm} \). The corresponding results for the configuration with \( T_S = 450 \text{ K} \) and \( d = 782 \text{ nm} \) are shown in Fig. 7(c). In these evolution curves, we observe the influence of the behavior of the specific heat in the transition region, which clearly slows down the dynamics of the gate. Notice that a band of forbidden temperatures is formed in the final stationary state, which correspond to the temperature jumps pointed out in Refs. 11, 12 for far-field transistors. The appearance of a set of forbidden temperatures in the stationary regime is due to the mismatch in the optical properties of the two VO₂ phases. It can also be understood by inspection of the behavior of \( \Phi_G \) as a function of \( T_G \) in this regime. The fluxes \( \Phi_G \) in the stationary regime (horizontal axis) as a function of \( T_G \) (vertical axis) corresponding to Figs. 7(a) and 7(c) are shown in Figs. 7(b) and 7(d),
respective. There, a jump to higher temperatures is indicated with an arrow at the local maximum of $\Phi_G$ (seen as a function of $T_G$) which coincides with the region of forbidden temperatures.

Starting at some stationary state, we now want to perform a dynamical modulation of the energy flux received by the drain by applying finite increments of energy flux on the gate. The temperatures of the source and the drain are assumed to be constant during the modulation. For a sequence of times $\{t_n\}$, $n = 0, 1, 2 \ldots$, we consider the applied flux to be

$$\Phi_G(t) = \begin{cases} 
\Phi_0, & t = t_0 \\
\Phi_h, & t_0 < t \leq t_1 \\
\Phi_c, & t_1 < t < t_2
\end{cases}, \quad (16)$$

and then let the modulation be periodic with period $\tau = t_2 - t_0$ by taking $\Phi_G(t+\tau) = \Phi_G(t)$ for all $t$. Here $\Phi_0$ is the energy flux on the gate corresponding to the initial stationary state, $\Phi_h > 0$ is an energy flux applied to heat up the gate and $\Phi_c < 0$ is used to cool it down. Furthermore, we choose the modulation to start at $t_0 = 0$ in the state at which the gate is in equilibrium in the insulating phase, at $T_G = 330$ K, so that $\Phi_0 = 0$, and at time $t = \tau$ the system comes back to the same equilibrium state. Since the temperature of the gate is periodically modulated by the action of $\Phi_G$, the flux on the drain $\Phi_D$ will be periodically modulated as well.

In order to quantify the performance of the modulation, we introduce a dynamical amplification factor

$$\alpha_{\text{dyn}}(t) = \frac{\Delta \Phi_D(t)}{\Delta \Phi_G(t)}, \quad (17)$$

where $\Delta \Phi_j(t) = \Phi_j(t) - \Phi_j(t_0)$ for $j = D, G$. Defined in this way, the amplification factor $\alpha_{\text{dyn}}(t)$ accounts for the relative variation in time of $\Phi_D$ with respect to the finite variation of $\Phi_G$.

Let us consider first the configuration with $T_S = 700$ K and $d = 172$ nm. As we said before, the modulation starts at $t = 0$ with the VO$_2$ membrane in the insulator phase. In the first step of the modulation, we applied a heat flux $\Phi_h = 600$ W/m$^2$ during a time $t_1$ such that the temperature of the gate rises from $T_G(0) = 330$ K to $T_G(t_1) = 345$ K. The latter temperature correspond to the end of the transition region when $T_G$ is increased, so that VO$_2$ is in the metallic phase at this point. Then, a heat flux $\Phi_c = -5000$ W/m$^2$ is applied until $t = t_2$ for

\[ \text{FIG. 8. Dynamical modulation of the radiative heat flux received by the drain. From top to bottom: Applied energy flux on the gate $\Phi_G$, flux received by the drain $\Phi_D$, temperature of the gate $T_G$, and dynamical amplification factor $\alpha_{\text{dyn}}$. In (a) with source temperature $T_S = 700$ K and separation distance $d = 172$ nm. In (b) with $T_S = 450$ K and $d = 782$ nm. The temperature of the drain is $T_D = 300$ K in both cases.} \]
which the temperature of the gate decreases to \( T_G(t_2) = 330 \text{ K} \). The gate comes back to the initial state at this point and then we repeat the process. In Fig. 3(a), we show for this case the input flux \( \Phi_G \), the modulated flux on the drain \( \Phi_D \), temperature of the gate \( T_G \), and the dynamical amplification factor \( \alpha_{\text{dyn}} \). In the configuration with \( T_S = 450 \text{ K} \) and \( d = 782 \text{ nm} \), we implement the same protocol with \( \Phi_k = 100 \text{ W/m}^2 \) and \( \Phi_c = -400 \text{ W/m}^2 \). The results for this case are shown in Fig. 3(b).

The previous procedure is an example of an active modulation of \( \Phi_D \) which illustrates the time scales of the device in operating conditions. In the first of the considered configurations \( (T_S = 700 \text{ K} \) and \( d = 172 \text{ nm} \)) the period is \( \tau \sim 0.07 \text{ s} \) and the dynamics is about one order of magnitude faster than in the second case \( (T_S = 450 \text{ K} \) and \( d = 782 \text{ nm} \)). This difference in the dynamics is expected, since higher source temperatures and shorter separations distances induce stronger interactions of the gate with the source and the drain, respectively. Furthermore, we highlight that \( \alpha_{\text{dyn}}(t) \) is larger than unity in some intervals of the modulation, so that variations in time of \( \Phi_G \) can actually induce relatively larger variations of the modulated flux \( \Phi_D \). It is worth mentioning that the time response of the transistor strongly depends on the thermal inertia of the gate and that the modulation rate is limited by the applied power driving the dynamics.

IV. SUMMARY AND CONCLUSIONS

In this work, we have introduced a radiative thermal transistor made with a phase-change material based membrane (gate) in interaction in the near field with a substrate (drain) and in the far field with a thermal bath (source). We have shown that this transistor can operate at several time scales, depending on the temperature of the source, which are typically smaller than that in a radiative thermal transistor working in the far-field regime.

We have also shown that the separation distance \( d \) between the gate and the drain can be chosen, for a given temperature of the source, to enforce a suitable equilibrium temperature for the gate. In our examples, for a drain at temperature \( T_D = 300 \text{ K} \), we have considered source temperatures \( T_S = 700 \text{ K} \) and \( T_S = 450 \text{ K} \) which for \( d = 172 \text{ nm} \) and \( d = 782 \text{ nm} \), respectively, lead to a gate equilibrium temperature \( T_G^{\text{eq}} = 330 \text{ K} \) at zero applied energy flux on the gate. This equilibrium temperature occurs below the transition region of the phase-change material (VO

We emphasize here that energy losses in the gate due to conduction have not been included in the description of the device. Since the transistor is designed to manage radiative energy fluxes, conductive contributions have to be as small as possible. If these contributions were not negligible, however, one could compensate them by tuning the applied energy flux on the gate. On the other hand, energy losses by conduction could be used to cool down the gate.

The device we have considered here could be employed to actively control the heat radiated to a medium by changing the temperature of the membrane around its critical value. Fast dynamical thermal management of nanostructures using non-contact devices could also be useful to develop microelectromechanical machines where heat is used to move microscopic devices, such as cantilevers, and also in microbolometer technologies to reduce the delay between two successive detections.

ACKNOWLEDGMENTS

This work was partially supported by the Natural Sciences and Engineering Research Council of Canada (NSERC), Strategic Partnership Grants for Project program.

[1] J. Bardeen and W. H. Brattain, The transistor, a semiconductor triode, Phys. Rev. 74, 230 (1948).
[2] B. Li, L. Wang and G. Casati, Negative differential thermal resistance and thermal transistor, Appl. Phys. Lett. 88, 143501 (2006).
[3] N. Li, J. Ren, L. Wang G. Zhang, P. Hänggi, and B. Li, Phononics: Manipulating heat flow with electronic analogs and beyond, Rev. Mod. Phys. 84, 1045 (2012).
[4] L. Wang, B. Li, Thermal logic gates: Computation with phonons, Phys. Rev. Lett. 99, 177208 (2007).
[5] P. Ben-Abdallah and S.-A. Bihs, Near-field thermal transistor, Phys. Rev. Lett. 112, 044301 (2014).
[6] P. Ben-Abdallah and S.-A. Bihs, Phase-change radiative thermal diode, Appl. Phys. Lett. 103, 191907 (2013).
[7] K. Joulain, Y. Ezzahri, J. Dréville, and P. Ben-Abdallah, Modulation and amplification of radiative far field heat transfer: Towards a simple radiative thermal transistor, Appl. Phys. Lett. 106, 133505 (2015).
[8] V. Kubyshty, S.-A. Bihs, and P. Ben-Abdallah, Radiative bistability and thermal memory, Phys. Rev. Lett.
