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Abstract

The NICE model was extended to include the effect of the micro-topography in slope and shading characteristics and the phase changes in soil moisture on snow/frost depths and snowmelt runoff by combining the land-surface, the multi-layer runoff, and the groundwater flow models (NICE-SNOW). The model was applied to the upstream regions of shrinking Kushiro Mire in the invasion of alder, where the spring runoff affects greatly the annual sediment and nutrient transports because the spring flood continues in longer time than that in typhoon seasons. The simulation reproduced excellently the observed values of annual river discharge including snowmelt runoff with the greater time-to-peak of runoff than in snow-free period, in addition to snow depth, frost depth, soil temperature, soil moisture, and groundwater level, by conducting the quantitative assessment of goodness-of-fit and parameter sensitivity analysis. We quantified that the mechanism of spring snowmelt runoff is related to changes in micro-topography, soil structure, soil temperature, soil moisture, and groundwater flow. The model shows that the local effect of snow depth and the frost depth disappears in the snowmelt runoff discharge of catchment in the same way as some previous researches though they are very important as water resources of catchment. After the frozen soil restricts the infiltration in the coldest part of winter, the thawed soil increases the pore size in the early spring. The NICE-SNOW could explain the snowmelt flood continues a longer time than that in the typhoon period because some part of meltwater flows as an intermediate flow in the partially-thawed hillslope soil layer. This is also related to the simulation result that more than half of total soil moisture stays unfrozen at some places even in winter periods, which indicates that there is a high degree of spatial heterogeneity of frozen ground.
1 Introduction

The spring snowmelt runoff has a greater effect on the water balance in the northern region of Japan (Fig. 1) because the spring flood continues in longer time than that in typhoon seasons from August to October (Fig. 2). This runoff also affects sediment/nutrient transports and vegetation change in the downstream region (Ministry of Environment, 2002; Nakayama and Watanabe, 2004).

Previous studies of the frost/thaw process have firstly focused on the mechanism of granular structure formation through freezing and thawing of soil material by the observed fabrics of cross section view of core (Pawluk, 1988), the relationship between the infiltration, hydraulic conductivity, the snowmelt water equivalent, and the premelt soil moisture (Chamberlain and Gow, 1979; Benoit et al., 1988; Hayhoe et al., 1993), and the heat and water dynamics of the soil column by using one-dimensional model simulation such as SOIL (Lundin, 1990; Johnsson and Jansson, 1991), SHAW (Simultaneous Heat And Water) (Flerchinger and Saxton, 1989a, b), and SVAT (Soil–Vegetation–Atmosphere Transfer) (Stahli and Jansson, 1998). However, these studies are applied to the point scale and not applied to the catchment scale in the snowmelt period due to the difficulty of setting measurement systems, the complexities and variety of gathering data, and deviations from the original objectives of collecting the meteorological data.

Some researches by using remote sensing data such as NOAA-AVHRR (Advanced Very High Resolution Radiometer), RADARSAT, ERS-SAR (European Remote Sensing Satellite – Synthetic Aperture Radar), and Landsat TM data (Swamy and Brivio, 1997; Mitchell and DeWalle, 1998; Schaper et al., 1999; Nagler et al., 2000) and by using point measurements (Mamiya and Chiba, 1985; Sharratt et al., 1999) show that the effect of micro-topography on snow depth and frost/thaw processes needs to be included to the physically based model in order to evaluate and forecast both qualitatively and quantitatively the spring snowmelt runoff, although some researches show the effect of localities of snow and frost depths on the runoff discharge disappears at
Many models of snowmelt runoff have been developed around the world: SSARR (Streamflow Synthesis and Reservoir Regulation) (USACE, 1991), HEC (Hydrologic Engineering Center) (Hydrologic Engineering Center, 1997), NWSRFS (National Weather Service River Forecast System) (Anderson, 1968, 1973), PRMS (Precipitation Runoff Modelling System) (Leavesley et al., 1983), SRM (Snowmelt Runoff Model) (Martinec and Rango, 1986), and GAWSER (Guelph All-Weather Storm-Event Runoff) (Ghate and Whitely, 1977). These semi-physical surface runoff models can predict generally well the spring peaks and recessions, but cannot evaluate quantitatively both the snow and frozen effects on spring runoff because of the dependence on various empirical relations (Semadeni-Davies, 1997). Some recent researches used the physically based model including the effects of topography on discharge generation both in large and small scales, for example, SAC (Burnash et al., 1973), Mosaic (Koster and Suarez, 1996), Noah (Ek et al., 2003), RHESSys (Regional Hydro-Ecologic Simulation System) (Hartman et al., 1999), and VIC (Variable Infiltration Capacity) (Liang et al., 1994; Cherkauer and Lettenmaier, 1999). Some researches show the predominance of snow effect (Shanley and Chalmers, 1999) and the importance of frozen effect (Stahli et al., 2001) in runoff response. These models simulate and evaluate the land surface and runoff processes, and the subsurface flow is only simulated by the water budget and there is no verification about the groundwater flow. By the way, the spring snowmelt runoff is closely related to the groundwater level change in addition to snow depth, soil temperature, and soil moisture (Daniel and Staricka, 2000; Nyberg et al., 2001), which is considered important around the Kushiro Mire of this study (Fig. 1). It is necessary to develop the process-based hydrology model, which includes snowmelt runoff process and local vegetation-surface-unsaturated–saturated water/heat process.

In this study, the process-based NICE (NIES Integrated Catchment-based Eco-
hydrology) model (Nakayama and Watanabe, 2004), which includes surface-unsaturated–saturated water processes and assimilates land-surface processes describing the variation in phenology with MODIS (Moderate Resolution Imaging Spectroradiometer) satellite data, is extended to include the slope and shading characteristics of microtopography and the phase change transitions in soil moisture (NICE-SNOW). We assessed the quantitative goodness-of-fit and parameter sensitivity in relation to changes in soil structure, soil temperature, soil moisture, groundwater level, and river discharge. We evaluated the effect of the snow layer and the frost/thaw soil layer on spring snowmelt runoff with much greater time-to-peak and slower decrease of discharge, and carried out a long-term (annual) simulation not only at the snow-free periods but also at snowmelt periods in the upstream regions of shrinking Kushiro Mire in the invasion of alder (Fig. 1).

2 Study area

The Kushiro River catchment is located in Hokkaido, northern Japan, shown in Fig. 1. The annual mean temperature is about 5–6°C, making it one of the coldest regions in Japan. Mean annual precipitation is about 1100 mm. In summer, the mean temperature is 17–19°C, and fog is common. Recently, the water cycle has changed and drying phenomena has occurred in the Kushiro Mire, which is closely associated with vegetation change caused by the decrease of soil moisture and groundwater level, the inflow of increased sediment load from the surrounded areas due to river channelization, the conversion to urban or agricultural uses of surrounded area, and consequently the invasion of alder (Alnus japonica (Thunb.) Steud.) into the mire (Ministry of Environment, 2002; Nakayama and Watanabe, 2004). Though the mean temperature is about –5 to –10°C and the precipitation is very small in winter, it is estimated that the snowmelt runoff at the early spring seasons plays an important effect on these drying phenomena in addition to the river flood at the typhoon seasons (Fig. 2). The ground surface frozen during winter starts to melt in the early spring, which becomes greater water
resources of catchment and influences the amount of runoff discharge. So, the spring surface runoff, which occurs when the ground is still partly frozen during the snowmelt period, can be a significant component of the water balance in Kushiro Mire, in addition to the typhoon flood. This spring runoff also affects greatly the annual sediment and nutrient transports because the spring flood continues in longer time than that in typhoon seasons (Fig. 2), and consequently, occurs the change of mire vegetation in the downstream region of the catchment (Fig. 1). Because there are few studies about the process-based modeling including the slope and shading characteristics of micro-topography and the phase-change transitions in soil moisture, it is very important to evaluate the hydrologic process in the catchment in relation to the micro-processes of soil water.

3 Model description of NICE-SNOW

3.1 NICE model

Previously, we developed the NICE model, which includes surface-unsaturated–saturated water processes and assimilates land-surface processes describing the variations of LAI (leaf area index) and FPAR (fraction of photosynthetically active radiation) from MODIS satellite data (Nakayama and Watanabe, 2004). These LAI and FPAR are important parameters for evaluating vegetation growth (Justice et al., 1998). The NICE model connects several sub-models from the ground to the surface by considering the water/heat fluxes, for example, (i) the gradient of hydraulic potentials between the deepest layer of unsaturated flow and the groundwater level, (ii) the effective precipitation calculated from the precipitation rate, the infiltration of precipitation into the upper soil moisture store, and the evapotranspiration rates, and (iii) the seepage between river and groundwater (Appendix A: Eqs. A1–A17, Fig. 3).
3.2 Effect of micro-topography and meteorology on snow and frost depth

NICE model can simulate the snow process and soil temperatures in three unsaturated layers by using a full energy balance only in a flat plain (Nakayama and Watanabe, 2004). But it is difficult to simulate the local snow/frost depths and the phase changes in the soil. In order to simulate the local snow/frost depths, it is necessary to calculate the downward radiation perpendicular to the ground surface from the total solar radiation including the effect of solar angle and ground-slope angle because the micro-topography and meteorology affect greatly the local snow/frost depths (Fig. 3). Total solar radiation perpendicular to the ground surface, \( W_b \) (W/m\(^2\)), can be adjusted by the observed total solar radiation, \( W_a \) (W/m\(^2\)):

\[
W_b = W_a \left[ \cos \omega \cos \theta + \sin \omega \sin \theta \cos(\gamma_a - \lambda) \right]
\]

(1)

\[
\cos \omega = \sin \phi \sin \delta + \cos \phi \cos \delta \cosh_a
\]

(2)

\[
\sin \gamma_a = \frac{\cos \delta \sin h_a}{\sin \omega}
\]

(3)

where \( \omega \) is the solar zenith angle, \( \theta \) is the slope angle, \( \gamma_a \) is the solar azimuthal angle, \( \lambda \) is the slope azimuthal angle, \( h_a \) (rad) is the hour angle, \( \phi \) is the latitude (“+” means north and “–” means south), and \( \delta \) is the solar declination. The value of \( \delta \) can be empirically approximated as in Eqs. (4) and (5):

\[
\delta = \sin^{-1}(0.398 \times \sin c)
\]

(4)

\[
c = 4.841 + \eta + 0.033 \sin \eta
\]

(5)

\[
\eta = \left( \frac{2\pi}{365} \right) I
\]

(6)

where \( I \) is the day of the year. The solar radiation on the south slope becomes much greater and the value on the northern slope decreases and approaches zero as the
slope angle increases. Furthermore, the frost and thaw depths in the soil were evaluated by the phase change simulation and the Stefan solution as written in detail in the Sects. 3.3 and 3.4.

3.3 Modeling of phase changes in unsaturated layer

During the winter season, the depth of frost/thaw layer change temporarily depending on the frost/thaw processes of soil structure (Daniel and Staricka, 2000). In the coldest part of winter, the infiltration rate is greatly reduced in the freezing layer because the water in the soil pores freezes, filling them with ice as the soil frost layer develops. The NICE-SNOW extends the original NICE model (Appendix A) by the partial differentiation of the left sides of the Eqs. (A6–A8), and calculates the phase changes of ice and liquid fractions of soil moisture (Fig. 3);

\[
\frac{\partial \theta_{l,1}}{\partial t} + \frac{\rho_i}{\rho_l} \frac{\partial \theta_{i,1}}{\partial t} = \frac{1}{D_1}[P_{w1} - q_{1,2} - \frac{1}{\rho_i}E_{gs}] 
\]

(7)

\[
\frac{\partial \theta_{l,2}}{\partial t} + \frac{\rho_i}{\rho_l} \frac{\partial \theta_{i,2}}{\partial t} = \frac{1}{D_2}[q_{1,2} - q_{2,3} - \frac{1}{\rho_i}E_{ct}] 
\]

(8)

\[
\frac{\partial \theta_{l,3}}{\partial t} + \frac{\rho_i}{\rho_l} \frac{\partial \theta_{i,3}}{\partial t} = \frac{1}{D_3}[q_{2,3} - q_3] 
\]

(9)

\(\theta_{l,j}\) (m\(^3\)/m\(^3\)) and \(\theta_{i,j}\) (m\(^3\)/m\(^3\)) (j=1,2,3) are the liquid water content and the ice content of each soil layer; \(\rho_l\) (kg/m3) and \(\rho_i\) (kg/m3) are densities of the liquid water and the ice, respectively. Furthermore, the fraction of unfrozen water is calculated by the following equation (Flerchinger and Saxton, 1989a, b; Cherkauer and Lettenmaier, 1999):

\[
\theta_l = \theta_s \left[ \frac{L_f T}{T + 273.16} + cR(T + 273.16) \right]^{-\frac{1}{B}} 
\]

(10)
\[ \psi_s \text{ (m)} \] is the soil matric potential at saturation; \( \theta_s \text{ (m}^3/\text{m}^3) \) is the value of \( \theta \) at saturation; \( L_f \text{ (J/kg)} \) is the latent heat of fusion; \( T \text{ (C)} \) is the soil temperature; \( B \) is the empirical constant; \( c \text{ (moles/kg)} \) is the solute concentration in the soil solution (=0); \( R \) is the universal gas constant (=8.3143 J/mole/K). The above Eqs. (7–10) include the phase changes in the unsaturated layer, and can simulate the penetration of the frost front in the Sect. 3.4. These processes also include the vertical and temporal changes of hydraulic conductivity during the winter season, which finally returns to the original value in snow-free period.

3.4 Estimation of frost and thaw depth by the Stefan solution

The Stefan solution provides a useful method for predicting the frost depth \( Z \) in soils:

\[
Z = \beta \sqrt{F},
\]

(11)

where \( \beta \) is an empirical constant, and \( F \) is a time–temperature integral usually calculated by summing mean daily temperatures below 0°C. Though the Eq. (11) is very useful where little site-specific information is available (Nelson et al., 1997), only the peak value of the frost depth can be calculated and the effect of micro-topography on the frost depth depends on the value of coefficient \( \beta \).

In the NICE-SNOW, the frost and thaw depth is defined in a similar equation to the approximation of the Stefan solution by the following (The Institute of Geocryology, 1974):

\[
\hat{\xi}_f = \sqrt{\frac{2K_f T_h \sum_{i=1}^{t} (T_f - T_g)}{L_f \rho_f \theta}}
\]

(12)
\[
\dot{s}_t = \sqrt{\frac{2\kappa_f \kappa_t \tau_h}{L_f \rho_i \theta} \sum_{i=1}^{t} (T_g - T_f)}
\]

\[\kappa_f \text{ and } \kappa_t \text{ (W/m/K) are the thermal conductivity of frost and thawed soils; } \tau_h \text{ (s) is the time length; } T_f \text{ (K) is the freezing point of water.}\]

### 3.5 Two-layer surface runoff model including frost/thaw processes

We suppose that the soil A-layer (Takasao and Shiiba, 1980) is divided into two layers during the winter season (Fig. 3): the frost/thaw processes do not affect the deeper layer in winter, and the upper layer is temporarily changed. We call the deeper layer an “A₀-layer”, and the upper layer an “A₁-layer”. So, the kinematic wave model for surface runoff with one layer in the Eqs. (A11) and (A12) can be extended into the following two-layer model:

\[
\frac{\partial h}{\partial t} + \frac{1}{b(x)} \frac{\partial}{\partial x} \{q b(x)\} = r'(x, t) \cos \theta(x)
\]

\[q = \frac{k_0 \sin \theta(x)}{\gamma_0} h, \quad (0 < h < d_0)
\]

\[q = \frac{k_1 \sin \theta(x)}{\gamma_1} (h - d_0) + \frac{k_0 \sin \theta(x)}{\gamma_0} h, \quad (d_0 \leq h \leq d_0 + d_1)
\]

\[q = \sqrt{\sin \theta(x)} (h - d_0 - d_1)^m + \frac{k_1 \sin \theta(x)}{\gamma_1} (h - d_0) + \frac{k_0 \sin \theta(x)}{\gamma_0} h, \quad (h \geq d_0 + d_1)
\]

where \(q \text{ (m}^2\text{/s)}\) is the discharge of unit width; \(r'(x, t) \text{ (m/s)}\) is the effective rainfall intensity including the snowmelt volume at position \(x\) and time \(t\); \(b(x) \text{ (m)}\) is the width of the
flow; \( \theta(x) \) is the riverbed gradient; \( k \) (m/s) is the hydraulic conductivity in the A-layer with a depth of \( D \) (m) near the ground surface; \( n \) (m-s) is the Manning coefficient; and \( m=5/3 \). When \( H \) (m) is defined as the depth of the rainwater flow in the A-layer, \( h \) (m) as the apparent flow depth \((=\gamma H)\), \( \gamma \) as the porosity of the A-layer and \( d=\gamma D \). When the subscripts 0 and 1 are defined as the values at the A\(_0\)-layer and the A\(_1\)-layer respectively, the hydraulic conductivity \( k \) and the porosity \( \gamma \) at the A\(_0\)-layer and \( (k_1, \gamma_1) \) at the A\(_1\)-layer, and then \( d_0=(1-\alpha)\gamma_0 D, d_1=\alpha \gamma_1 D \). \( \alpha \) is the depth ratio of the A\(_1\)-layer to the A-layer, and can be determined from the simulation result of phase changes as written in the above Sect. 3.3 and 3.4.

The hydraulic conductivity in the frozen layer is calculated in the following (Lundin, 1990; Johnsson and Lundin, 1991; Stahli et al., 1999):

\[
k_f = 10^{-E_i \cdot \varepsilon} k,
\]

(16)

where \( k_f \) is the hydraulic conductivity of frost soil, \( \varepsilon \) is the thermal quality, \( E_i \) is the impedance parameter, and \( k \) is the hydraulic conductivity in the unfrozen layer. In the spring snowmelt period, the frost/thaw processes increase the soil porosity and hydraulic conductivity (Benoit et al., 1988; Pawluk, 1988). So, we supposed that the hydraulic conductivity increases temporarily in the thawing layer due to the macropores and desiccation cracks of the soil in the previous research at the end of winter (Chamberlain and Gow, 1979; Benoit et al., 1988).

4 Input data and boundary conditions for simulation

4.1 Measurements for validation

The investigation for model validation was conducted in the Kushiro River catchment. We set meteorological stations at 3 points (mire, grassland, and forest), groundwater level meters at 30 points, and flow depth meters at 13 points around the Kushiro River catchment (Table 1). Measurements were made for two years from 1 January 2001 to
31 December 2002. Meteorological variables were automatically recorded every hour at each station on a computer. The variables were air temperature (Kona-System, KDC-S2), humidity (Kona-System, KDC-S2), wind speed (Makino-Keiki, AC750), net radiation (Eikou-Seiki, CN-11), albedo (Eikou-Seiki, MR-22), precipitation (Ikeda-Keiki, RH-5), soil temperature (Chino, platinum), soil moisture (Delta-T, ML2x, and PR1/6), and groundwater level (Kona-System, Kadec-Mizu-II). Furthermore, snow depth was measured every one–two weeks by using snow depth meters during winter and spring. At the same time, frozen tubes were used to measure and monitor the extent of the frost soil layer. Details are described in Nakayama and Watanabe (2004). Furthermore, the snow depth data at Tomakomai (42°37′24″ N, 141°35′06″ E, mean elevation 6 m) and Noboribetsu (42°27′24″ N, 141°07′18″ E, mean elevation 197 m; see Fig. 1) outside the Kushiro River catchment in Hokkaido and the frost depth data at Noboribetsu from 1 January 1984 to 31 December 1985 (Mamiya and Chiba, 1985) were used in order to evaluate the effect of micro-topography, local meteorology and land cover on the snow and frost depths (Fig. 1). The forcing meteorology data for 1984–1985 were the AMeDAS data in the same as the simulation for 2001–2002.

In Fig. 1, red line is border of study area for snowmelt runoff simulation at Kyuyoro River catchment (area: 123 km²), a tributary of the Kushiro River. The Kyuyoro River consists of 13 tributaries. The changes in groundwater level at 5 points and river discharge at one point were measured during the same periods as the meteorological observations (G-1 to G-5 and R-5 in Table 1). The water level (KADEC, MIZU-II) was automatically recorded to data-loggers at hourly intervals. During winter, when the water level meters were not set up, river discharge data (supplied by the Kushiro Development and Construction Department, Hokkaido Regional Development Bureau, near R-5 in Table 1) at one point were used as the observed data. There are no observed data of groundwater level in winter because it is difficult to set up the equipments.
4.2 Input data

The NICE-SNOW was driven with hourly meteorological data of the following variables: downward short- and long-wave radiation, precipitation, temperature, wind speed, humidity, and dew-point temperature. These variables were measured at three meteorological stations (A-1 to –3 in Table 1), and were obtained at 11 points from AMeDAS (Automated Meteorological Data Acquisition System) data in the Japan Meteorological Business Support Center (M-1 to –11 in Table 1). Because the model is used in a distributed manner and the forcing data need to be determined for each 500m grid, the weighting of the data points in inverse proportion to the distance was back-calculated in each grid. Furthermore, the downward radiation perpendicular to the ground surface was calculated from the total solar radiation by the Eq. (1) in order to include the effect of solar angle and ground-slope angle because the micro-topography and meteorology affect greatly the local snow/frost depths.

Mean elevation data, Soil texture data, and Vegetation class data were converted and inputted into the NICE-SNOW with a resolution of 500 m. The vertical dimension was divided into 20 layers with a weighting factor of 1.1 (finer at the upper layers). The upper layer was set at 2 m depth, and the 20th layer was defined as an elevation of –250 m from the sea surface. Geological structure was divided into four types on the basis of hydraulic conductivity ($K_h$ and $K_v$), the specific storage of porous material ($S_s$), and specific yield ($S_y$) by using soil samples taken at two depths (0.1 and 1.0 m) and previous research about 150 sample data points (Ohara et al., 1975). Vegetation class and soil texture was used to calculate about 50 vegetation and soil parameters include vegetation cover, green fraction, albedo, surface roughness length and zero displacement height, soil conductivity and soil water potential at saturation, and some parameters of stomatal resistance that relate to environmental factors. The thickness of A-layer ($d$) was set at 20 cm from the ground surface by considering the borehole data of our previous research (Nakayama and Watanabe, 2004) and previous data from the Geological Survey of Hokkaido (Ohara et al., 1975), which includes some grass roots.
in the upper level and consists mainly of silt and ash deposits in the deeper levels. Details are written in Nakayama and Watanabe (2004).

About the upstream boundaries, reflecting condition on hydraulic head was used supposing that there is no inflow from the mountains in the opposite direction. The hydraulic head values parallel to the ground level were inputted as the initial condition for the groundwater flow model. For the model simulating hillslope hydrology, the flow depth and the discharge at the uppermost ridges of the mountains were set as zero throughout the simulation. In river cells, outflows from the riverbeds of −1 m mean elevation from the ground surface were considered. The riverbed hydraulic conductance was set at $k_r = 300 \text{ m}^2/\text{h}$ (Nakayama and Watanabe, 2004).

### 4.3 MODIS data

Two vegetation characteristics, LAI and FPAR ($\mu\text{mol/m}^2/\text{s}$) values of MODIS data, were inputted to the NICE-SNOW every 8 days in order to include seasonal variations of vegetation phenology. The methods how to calculate both values from digital numbers of MODIS data and how to input these values to the NICE-SNOW are written in Nakayama and Watanabe (2004). The seasonal variations in MODIS LAI and FPAR ($\mu\text{mol/m}^2/\text{s}$) images of the Kushiro River Catchment in the entire 2001 (1-km mesh; image areas: 43°00′–45′ N, 144°00′–45′ E) are displayed with vertical scale showing the units (Figs. 4a–b). In these figures, the blue line is the border of the catchment, and the pink line is that of Kushiro Mire. From these figures, it can be seen that LAI and FPAR change seasonally, particularly in the mire, implying that the vegetation phenology and the water cycle are closely related in the mire. Both parameters take their maximum values (green) from early summer to fall when vegetation is growing, and their minimum in winter, and both variables are highly correlated ($R_r = 0.891$). In winter, both parameters are almost zero in the lower elevation areas because the snow mostly covers the comparatively shorter vegetations.
4.4 Running the simulation

The simulation area is 50 km wide by 80 km long with a grid spacing of 500 m, covering the whole Kushiro River catchment (Fig. 1). The simulation was conducted on an NEC SX-6 supercomputer from 1 January 2001 to 31 December 2002 by using the interpolated forcing data at each grid from the observed data and the AMeDAS data (Table 1). Only kinematic wave theory was applied to the stream network at the Kucyoro River (13 tributaries) (Fig. 1) because dynamic wave effect is small in this river despite the lower bed gradient (Fig. 11a in Nakayama and Watanabe, 2004). The time-step in the stream network model was changed from $\Delta t = 8$ to 30 s in order to facilitate numerical stability. Furthermore, one-dimensional simulation at Tomakomai and Noboribetsu outside the catchment was conducted from 1 January 1984 to 31 December 1985 (Mamiya and Chiba, 1985) by using the AMeDAS data in order to validate the snow and frost depth. In particular, the phase changes and the frozen/thaw front are calculated as follows; Firstly, three soil layers in unsaturated zone are subdivided into frost and thaw layers after determining the position of the frozen/thaw front. Secondly, the water/heat balance equations are solved by considering the phase changes. Thirdly, the hydraulic conductivity is updated by considering the effect of frost/thaw layer. Finally, the soil thermal properties for the next time step are calculated by the updated ice and liquid water contents.

5 Results

5.1 Effect of micro-topography and land cover on snow depth and soil frost

The simulation values of snow depth were compared with detailed experimental data at Hokkaido (Figs. 5a–b). Furthermore, the correlation between observed value and simulated value $r^2$ when the slope of regression line equals to 1 was also plotted. Fig. 5a shows a simulation result of snow depth at Tomakomai and Noboribetsu from 1 Jan-
January 1984 to 31 December 1985, plotted with the observed value (Mamiya and Chiba, 1985). The snow depth at Noboribetsu was much greater than that at Tomakomai, because of the micro-topography and weather conditions, in particular, mean elevation. The simulation reproduces well the observed values at both places ($r^2_{\text{Nobo}}=0.556$, $r^2_{\text{Toma}}=0.727$). Effect of different land covers (mire, grassland, and forest; A-1 to –3 in Table 1, Tsurui; M-5 in Table 1) on snow depth from 1 January 2001 to 30 April 2002 in Kushiro River catchment was evaluated (Fig. 5b). The correlation values in mire and forest ($r^2_{A-1}=0.605$, $r^2_{A-3}=0.544$) are smaller than those in grassland and Tsurui observation point ($r^2_{A-2}=0.846$, $r^2_{M-5}=0.815$). The NICE-SNOW cannot simulate correctly the snow depth affected by the almost saturated groundwater in mire, which is also correlated with the overestimates of soil temperature written in the following Sect. 5.3. The snow depth in forest is affected by the locality of various trees, which can be reproduced better by using a finer model raster around the canopy and inputting a more correct meteorological data. The snow depth in grassland is largest and in mire smallest, which can be reproduced well by the simulation.

The simulation results of frost depth by using the NICE-SNOW at Noboribetsu were plotted with the values observed by Mamiya and Chiba (1985), together with the correlation value $r^2$ (Fig. 6). The coefficient $\beta$ evaluated by the Eq. (11) is also plotted in this figure. Although previous research in Hokkaido suggested that the frost penetration is almost zero at a snow depth greater than 20 cm owing to the insulation effect of the snow preventing soil cooling (Ishikawa and Suzuki, 1964), the frost penetration progresses at a greater snow depth in this figure, which implies that various topographical and meteorological characteristics besides snow depth also affect frost depth. Furthermore, $\beta$ takes different values depending mainly on the slope direction, which suggests that the original Stefan solution in the Eq. (11) does not include physically the effect of slope direction and can’t reproduce the effect of micro-topography. This is because the Stefan solution regards the air temperature as being the same as the ground-surface temperature. The frost depth simulated by the NICE-SNOW in the Eq. (12) agrees well with the observed value on both northern and southern slopes.
The observed soil moisture data were compared with the simulated results in grassland and forest from 1 January 2001 to 31 December 2002 for two years, together with the precipitation distribution in the same period (Fig. 7; A-2 and –3 in Table 1). Soil moisture is not always recorded in the coldest period, because the measuring systems are vulnerable to the severe weather. The soil moisture takes greater values both in early spring (snowmelt) and fall (typhoon). The surface soil moisture in forest is higher than that in grassland, which indicates that the forest landcover retains more water in soil and vegetation than grassland does, and that grassland tends to quickly lose infiltrated water to the groundwater system and evapotranspiration. Furthermore, the differences among land cover become less marked with depth (Nakayama and Watanabe, 2004). Generally, the simulated soil moistures reproduce excellently the observed values during two years. In winter periods, in particular, some of the soil water is frozen and the simulated liquid water agrees well the observed value, which indicates that the NICE-SNOW can simulate correctly the phase changes between the ice and the liquid.

The soil temperature quantified this phenomenon, and the NICE-SNOW reproduced excellently the observed soil temperature (Table 2). Some parts of the ground are frozen until mid March, and the snow does not melt except when the temperature temporarily becomes much greater than 0°C. Then, around mid March, the temperature is about 0–2°C, which is the phase-change temperature between snowfall and rainfall. At that time, the simulated surface soil temperature at a depth of 10 cm is about 0°C, and the thawing process starts to move down. From late March to early April, the
deeper soil temperature rises to 0°C. Theoretically, most of the frozen soil has melted by this time. In reality, there are a lot of macropores, large fractures, and roots in the soil, and various vegetations on the ground, where the deeper layer remains frozen longer in some places because they form an insulating layer (Nyberg et al., 2001). Though the simulated values at the depth of 10 cm fluctuate more than the observed values due to the daily cycle of temperature fluctuations, the daily-averaged values agree well with the observed values ($r^2_{A-2,10} = 0.876$, $r^2_{A-3,10} = 0.789$, $r^2_{A-1,10} = 0.804$). The simulated values at the depth of 30 cm in grassland and forest reproduce excellently the observed values in this period ($r^2_{A-2,30} = 0.958$, $r^2_{A-3,30} = 0.974$). The simulated data at the depth of 30 cm in mire overestimates the observed data because the NICE-SNOW simulates only the soil temperature ($r^2_{A-1,30} = 0.834$). In mire, there is shallow and almost saturated snowmelt water with comparatively colder at the early spring, and therefore, the soil temperature at mire is lowest. It is necessary to include both soil and water effect in order to simulate the soil temperature in mire. Furthermore, the soil moisture increases till late March owing to the temporary increase in hydraulic conductivity, enhancing the infiltration of meltwater into the ground after the frost layer thaws (Daniel and Staricka, 2000), and then gradually decreases until late spring. The increase in soil moisture till late March is also affected by the accumulation of water in frost soil through the upward movement of water from deeper unfrozen soil (Benoit et al., 1988). When soil moisture reaches a maximum, the value is almost constant from the ground surface to the deeper layers, and the frozen soil layer is almost melted. After this period, meltwater transports silt and clay particles and plugs the newly created voids, consequently returning the soil to a state near the original hydraulic conductivity (Schuh, 1990).

The temporal variations in groundwater fluctuations are also quantitatively assessed (Table 2). The groundwater is affected by snowmelt water in the early spring season and flood in the typhoon season in the same way as soil moisture (Fig. 7). Generally speaking, the value takes a rapid increase at typhoon and a gradual decrease until the next typhoon period. The simulation values agree excellently with the measured
values all through the two years depending on precipitation and micro-topography both in the mountainous areas ($r^2_{G-13} = 0.649$), around the mire ($r^2_{G-23} = 0.719$) and in the mire ($r^2_{G-29} = 0.408$), because the NICE-SNOW includes a three-dimensional groundwater model and simulates the recharge rate in the upper layer and the seepage between river and groundwater. In the mire (G-29), the groundwater level is almost constant from spring to the typhoons in the same way as soil moisture, which shows the high soil water capacity in the mire and that the groundwater acts as a long-term reservoir storing excessive soil water (Nakayama and Watanabe, 2004).

5.3 Surface runoff process including snowmelt period

The simulated river discharges are compared with observed values at a point in the Kucyoro River catchment (R-5 in Table 1) together with the precipitation and the temperature at the Tsurui AMeDAS observation point (M-5 in Table 1) (Fig. 8). In this figure, the correlation between observed value and simulated value $r^2$ when the slope of regression line equals to 1 and Nash-Sutcliffe Criterion $NS$ (Nash and Sutcliffe, 1970) were also plotted. The observed precipitation includes both rain and snow by using the heater in the measurements of precipitation in winter. Total precipitation was 311 mm, and the maximum precipitation intensity was 12 mm/hr during this period. Temperature takes 0 °C from the middle March to the early April when the river discharge increases due to the snowmelt runoff. In the case that the simulation does not include the effects of snow or frost depth (Fig. 8b), constant values of the parameters in Eqs. (14) and (15) were used in the simulation (thickness of A-layer, $d = \gamma D = 20$ cm; hydraulic conductivity, $k = 0.02$ m/s; effective porosity, $\gamma = 0.2$; and Manning coefficient, $n = 0.5$ m-s) and the thickness of snow depth and $A_1$-layer was set at zero. The simulated value agrees well with the observed value after mid May, which implies that the original NICE model reproduces well the discharge in the snow-free period (Nakayama and Watanabe, 2004). However, from March to May, the simulated value does not agree with the observed value. It overestimates the observed value before early March, but underestimates it...
from late March to late May, in particular, in April ($r^2=0.131$, $NS=-0.308$).

The simulated discharge including the infiltration of precipitation into the snow layer and the snowmelt volume reproduces better the observed value (Fig. 8c). For the calculation of snow volume, we set the effective porosity of the snow at 0.7 because the value generally takes a value of 0.4 to 0.9. Before early March, the simulated value becomes smaller than that in Fig. 8b and agrees better with the observed value, because the snow depth increases and the precipitation infiltrates the snow layer in this period. In the snowmelt period, the simulated value is improved by adding the snowmelt volume though the simulated value has a smaller time-to-peak and a larger peak value a little than the observed value ($r^2=0.684$, $NS=0.236$). This indicates that the snow layer causes a much greater time-to-peak of discharge than the discharge in snow-free period (Shanley and Chalmers, 1999), and that the NICE-SNOW can reproduce this swell of long wavelength of hydrograph characteristic of spring snowmelt runoff.

Figs. 8d–f show the simulated discharge including the frost/thaw processes of soil layer in the snowmelt period. The hydraulic conductivity and the effective porosity for freezing soil were calculated as $k_1=10^{-3}k=2.0\times10^{-5}$ m/s and $\gamma_1=0.02$, by substituting $\varepsilon=1$ and $E_i=3$ in Eq. (16) (Lundin, 1990; Stahli et al., 1999) (Fig. 8d). In the coldest part of winter, from early February to early March, the simulated value is better than the simulated value in Fig. 8c and agrees well with the observed value ($r^2=0.755$, $NS=0.562$). This result supports the view that frost promotes a larger and somewhat quicker response of runoff to rainfall than the absence of frost (Shanley and Chalmers, 1999; Stahli et al., 2001). However, the simulation underestimates the observed value after the snowmelt period. Because the hydraulic conductivity, $k_1$, increases temporarily in thawing soil, it was set at $k_1=5k=0.1$ m/s, and $\gamma_1=0.4$ was calculated by using Eq. (16) (Fig. 8e). This case reproduces better the observed value in the thawing period from early March to late April ($r^2=0.742$, $NS=0.534$). Fig. 8f indicates the simulation result with frost/thaw layer and snow model. The depth of A$_1$-layer was regarded as the frost/thaw soil layer calculated by the method described in the Sects. 3.3 and 3.4 in each time step. In particular, at the earlier stage of the thawing process, the
soil layer consists of a surface layer with larger porosity (higher conductivity) and a deeper layer with smaller porosity (smaller conductivity). In this way, the NICE-SNOW reproduces excellently the characteristics of the spring flood, in particular, the early thawing process from mid April to mid May ($r^2 = 0.811$, $NS = 0.702$). By using the NICE-SNOW including snow layer and frost/thaw soil layer, the simulation of river discharge was conducted at the entire year of 2001 (Fig. 8g). The simulated value reproduces excellently not only at the snow-free periods (Nakayama and Watanabe, 2004) but also at snowmelt periods ($r^2 = 0.772$, $NS = 0.746$).

6 Discussion and conclusion

The NICE-SNOW could reproduce well the snowmelt runoff process, for example, the observed values of snow depth, frost depth, soil temperature, soil moisture, groundwater level, and river flow discharge by conducting the quantitative assessment of goodness-of-fit and parameter sensitivity. This model developed a multi-layer surface-runoff submodel including the effect of micro-topography and meteorology, includes the phase change transitions in soil moisture, and also considered the effect of the snow layer and the frost/thaw soil layer on spring snowmelt runoff. We quantified that the mechanism of spring snowmelt runoff is related to changes in soil structure, soil temperature, soil moisture, and groundwater level, which includes the previous qualitative researches that the frozen soil alters the hydraulic character of soil by restricting the infiltration in the coldest part of winter, increasing the pore size after the thawing process in the soil. The NICE-SNOW could explain how the snowmelt causes the greater time-to-peak of runoff than in snow-free period because some part of meltwater flows as an intermediate flow in the partially-thawed hillslope soil layer.

From these results, a conceptual process of the frost/thaw and the relation to snowmelt runoff is constructed (Fig. 9). The snowmelt period can be divided into three periods. The first is the coldest period when precipitation infiltrates the snow layer and the soil is almost frozen. If the soil moisture is high and the soil has a fine-grained tex-
ture, concrete frost develops, which forms a surface nearly impermeable to runoff and increases overland flow (Stahli et al., 2001). In this period, the infiltration to the ground is seriously reduced by the blocking effect of the soil frost. The second period is the beginning of the thawing process when the frozen soil melts from both the surface and the deeper layers. The temperature is about 0–2°C, and the ground surface temperature approaches 0°C. The snow begins to melt, and this meltwater percolates vertically into the macropores and cracks in the soil, increasing the soil moisture (Daniel and Staricka, 2000). The third period begins when the frozen soil thaws completely. Most of the meltwater flows out directly, adding to the surface runoff, causing a rapid decrease in soil moisture in the soil layer. In the thawing process, a phase delay occurs in the river discharge (Shanley and Chalmers, 1999).

In this study, it became clear that the local effect of snow depth and the frost depth disappears in the snowmelt runoff discharge of catchment (Fig. 8g) in the same way as some previous researches (Flerchinger and Saxton, 1989a, b; Boggild et al., 1999; Shanley and Chalmers, 1999; Stahli et al., 2001) though they are very important as water resources of catchment (Figs. 5 and 6). Because freezing and thawing processes influence the amount of runoff discharge during the early spring, the snowmelt flood continues a longer time than that in the typhoon period (Figs. 8). The NICE-SNOW reproduces this phenomenon excellently because this model in the Eqs. (7–10) calculates correctly that some part of meltwater flows as an intermediate flow in the partially-thawed hillslope soil layer. This is also related to the simulation result that more than half of total soil moisture stays unfrozen at some places even in winter periods (Fig. 7), which indicates that there is a high degree of spatial heterogeneity of frozen ground. Data assimilation of remote-sensing data, such as snow cover in MOD10-ATBD of MODIS data (Hall et al., 2001) and in NOAA-AVHRR/RADARSAT/ERS-SAR/Landsat TM (Swamy and Brivio, 1997; Mitchell and DeWalle, 1998; Schaper et al., 1999; Nagler et al., 2000), and in-situ measurements with the NICE-SNOW is very powerful to improve model-based estimates of the water resources of catchment for practical benefits in near future.
However, the simulated value has a smaller time-to-peak and a larger peak value a little than the observed value from the mid March to the mid April (Figs. 8). Because the NICE-SNOW can reproduce the time lag of snowmelt in the vertical direction, this discrepancy of runoff is due to an imperfectness of the heat-budget and hillslope surface-runoff submodel of the NICE-SNOW. While the simulation reproduces well the phase changes in the unsaturated layer in winter periods (Fig. 7), the simulated soil temperature overestimates the observed value in winter season (Table 2). The NICE-SNOW simulates only the soil temperature, and it is necessary to include the effect of water temperature in the unsaturated layer on the soil temperature and on the soil moisture. Furthermore, the water volume always flows to the downward directions of hillslope in the model after the snowmelt volumes by the heat-flux model are inputted to the surface runoff model. In reality, some of the water volumes are frozen at night and start to be melted during the daytime in the early spring period when the temperature takes about 0°C. It is far more likely that preferential flowpaths exist in the partially-thawed hillslope soil layers. This frozen/melted cycle in the surface runoff is not completely included in the NICE-SNOW, and the disagreement between the simulated values and the observed values occurs, which also relates whether the kinematic wave theory for the hillslope hydrology is appropriate given the high degree of spatial heterogeneity of frozen ground. Anyway, these results suggest that the spring runoff process is closely related to changes in the phase change and frost/thaw soil structure. Therefore, it is necessary to evaluate the mechanism of transformation of soil structure and water phase and their interaction, because temperature, snow depth, and soil moisture at initial freezing influence soil frost formation, retention of soil moisture during freezing/thawing, and soil water movement. To reproduce this effect more correctly, it is necessary to conduct more observation in the vertical direction of local area and simulate by including the frozen/melted cycle in the surface runoff with finer mesh resolution in the vertical direction.

The effect of the spring snowmelt runoff on sediment-load influx and nutrient infiltration is very important (Fig. 2) because the spring snowmelt runoff is a significant
component of the water balance in the Kushiro River catchment (Fig. 8g) and the soil structure changes dramatically during this period. The drying phenomenon in the Kushiro Mire is closely related with the increased influx of sediments from the surrounding area, where agricultural development, reclamation, and channelization of the river occurred (Talbot and Lapointe, 2002; Nakayama and Watanabe, 2004). In order to stop the sediment-load and nutrient influx and to recover the Kushiro Mire, several ministries in Japan started a new project to re-meander the channelized rivers in 2002 (Ministry of Environment, 2002). The combination of GIS-data such as slope angle, soil properties (Fig. 4 in Nakayama and Watanabe, 2004), and land cover (Fig. 1), with the sediment/nutrient transport model is very powerful in estimating the sediment flux into the mire. The NICE-SNOW can simulate the relation between water and sediment/nutrient influx to the mire in the long-term periods by including the mass-transfer and chemical-reaction processes to this model, which will be very important in protecting the sediment-load and the nutrient influx from riparian forests, and in predicting the recovery of a mire ecosystem by re-meandering the channelized rivers. The extension of the model with the vegetation growth (tree regeneration and succession, etc.) model (Glenn-Lewin et al., 1992), which also includes the clarification of the interaction between the water–heat–sediment–nutrient–vegetation by using the method such as the correspondence analysis, will also be very attractive in order to evaluate the better environmental conditions for the mire, to reproduce the alder invasion to the mire, and to forecast the possibility of the mire-ecosystem recovery in the future.

Appendix A

Mathematical background

Governing equations for NICE prognostic variables are as follows (Nakayama and Watanabe, 2004):
A1 Biophysical and soil moisture models

(a) Canopy, ground surface, and deep soil temperatures

\[ C_c \frac{\partial T_c}{\partial t} = Rn_c - H_c - \lambda E_c - \xi_{cs} \]  
\tag{A1}

\[ C_g \frac{\partial T_g}{\partial t} = Rn_g - H_g - \lambda E_g - \frac{2\pi C_d}{\tau_d} (T_g - T_d) - \xi_{gs} \]  
\tag{A2}

\[ C_d \frac{\partial T_d}{\partial t} = \frac{1}{2\sqrt{365\pi}} (Rn_g - H_g - \lambda E_g) \]  
\tag{A3}

where \( T_c, T_g, T_d \) = canopy, ground surface, and deep soil temperatures (K); \( Rn_c, Rn_g \) = absorbed net radiation of canopy and ground (W/m\(^2\)); \( H_c \) and \( H_g \) = sensible heat flux (W/m\(^2\)); \( E_c \) and \( E_g \) = evapotranspiration rates (kg/m\(^2\)/s); \( C_c, C_g, C_d \) = effective heat capacities (J/m\(^2\)/K); \( \lambda \) = latent heat of vaporization (J/kg); \( \tau_d \) = daylength (s); \( \xi_{cs}, \xi_{gs} \) = energy transfer due to phase changes in \( M_c \) and \( M_g \) (W/m\(^2\)).

(b) Interception stores

\[ \frac{\partial M_c}{\partial t} = P - d_d - d_c - E_{ci} / \rho_w \]  
\tag{A4}

\[ \frac{\partial M_g}{\partial t} = d_d + d_c - E_{gi} / \rho_w \]  
\tag{A5}

where \( M_c, M_g \) = thickness of water or snow/ice layer stored on the canopy and on the ground (m); \( P \) = precipitation rate (m/s); \( d_d \) = canopy throughfall rate (m/s); \( d_c \) = canopy drainage rate (m/s); \( E_{ci}, E_{gi} \) = interception loss of canopy and ground (kg/m\(^2\)/s); \( g\rho_w \) = density of water (kg/m\(^3\)).
(c) Soil moisture stores

\[
\frac{\partial W_i}{\partial t} = \frac{1}{\theta_s D_i} [P_{w1} - q_{1,2} - \frac{1}{\rho_w} E_{gs}]
\] (A6)

\[
\frac{\partial W_2}{\partial t} = \frac{1}{\theta_s D_2} [q_{1,2} - q_{2,3} - \frac{1}{\rho_w} E_{ct}]
\] (A7)

\[
\frac{\partial W_3}{\partial t} = \frac{1}{\theta_s D_3} [q_{2,3} - q_3]
\] (A8)

where \( W_i \) = soil moisture fraction of the i-th layer (=\( \theta_i/\theta_s \)); \( \theta_i \) = volumetric soil moisture in the i-th layer (m\(^3\)/m\(^3\)); \( \theta_s \) = value of \( q \) at saturation (m\(^3\)/m\(^3\)); \( D_i \) = thickness of the soil layer (m); \( q_{i,j} \) = flow between layers i and j (m/s); \( q_3 \) = gravitational drainage from recharge soil moisture store (m/s); \( E_{ct} \) = canopy transpiration (kg/m\(^2\)/s); \( E_{gs} \) = ground evaporation (kg/m\(^2\)/s); \( P_{w1} \) = infiltration of precipitation into the upper soil moisture store (m/s).

(d) Canopy conductance to water vapor

\[
\frac{\partial g_c}{\partial t} = -k_g (g_c - g_{c,\text{inf}})
\] (A9)

where \( g_c \) = canopy conductance (m/s); \( k_g \) = time constant (1/s); \( g_{c,\text{inf}} \) = estimated value of \( g_c \) at \( t \rightarrow \infty \) (m/s).

A2 Groundwater flow model

\[
\frac{\partial}{\partial x} \left( K_{xx} \frac{\partial h_a}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_{yy} \frac{\partial h_a}{\partial y} \right) + \frac{\partial}{\partial z} \left( K_{zz} \frac{\partial h_a}{\partial z} \right) + F = S_s \frac{\partial h_a}{\partial t}
\] (A10)

where \( K_{xx}, K_{yy}, K_{zz} \) = values of hydraulic conductivity along the x, y, and z coordinate axes (m/s); \( x, y \) = horizontal coordinates (m); \( z \) = vertical coordinate (positive upwards)
(m); \( h_a \) = aquifer head simulated by the groundwater model (m); \( F \) = volumetric flux per unit volume representing sources and/or sinks of water (1/s); \( S_s \) = specific storage (1/m).

A3 Surface hydrology model

(a) Hillslope hydrology model

\[
\frac{\partial h_h}{\partial t} + \frac{1}{b_h(x)} \frac{\partial}{\partial x} \{q_h b_h(x)\} = r(x, t) \cos \theta_h(x) \quad (A11)
\]

\[
q_h = \frac{K_h \sin \theta_h(x)}{n} h_h, \quad (0 < h_h < d_h) \quad (A12a)
\]

\[
q_h = \sqrt{\sin \theta_h(x)} \left( h_h - d_h \right)^m + \frac{K_h \sin \theta_h(x)}{\gamma} h_h, \quad (h_h \geq d_h) \quad (A12b)
\]

where \( q_h \) = hillslope discharge of unit width (m\(^2\)/s); \( r(x, t) \) = effective rainfall intensity at position \( x \) and time \( t \) (m/s); \( b_h(x) \) = width of the flow (m); \( \theta_h(x) \) = hillslope gradient; \( D_a \) = thickness of the A-layer (m); \( K_h \) = hydraulic conductivity in the A-layer (m/s); \( n \) = Manning coefficient (m-s); \( m \) = constant value (=5/3); \( H_a \) = depth of the rainwater flow in the A-layer (m); \( \gamma \) = porosity of the A-layer; \( h_h \) = apparent flow depth (= \( gH_a \)) (m); \( d_h \) = apparent thickness of the A-layer (= \( gD_a \)) (m).

(b) Stream network model

\[
\frac{\partial A_r}{\partial t} + \frac{\partial Q_r}{\partial x} = q_l \quad (A13)
\]

\[
\frac{\partial Q_r}{\partial t} + \frac{\partial}{\partial x} \left( \frac{Q_r^2}{A_r} \right) + gA_r \frac{\partial h_r}{\partial x} + gA_r (l_f - i) = 0 \quad (A14)
\]

where \( A_r \) = cross-sectional area (m\(^2\)); \( Q_r \) = river discharge (m\(^3\)/s); \( q_l \) = lateral inflow \( q \) entering along the side of the river channel simulated by a hillslope model (m\(^2\)/s); \( h_r \)
= flow depth in the river (m); \( g \) = gravitational acceleration (m/s\(^2\)); \( I_f \) = friction slope; \( i \) = bed slope.

A4 Integration of models

\[
q_f = -\bar{K} \nabla \Psi = -\bar{K} \frac{\Delta \Psi}{\Delta z} = -\bar{K} \frac{\Psi_g - \Psi_3}{D_3/2 + (D_g - h_a)} = \bar{K} \left( \frac{\psi_3}{D_3/2 + (D_g - h_a)} + 1 \right) \quad (A15)
\]

\[
r = P - P_{w1} - \frac{1}{\rho_w} (E_c + E_g) \quad (A16)
\]

\[
Q_{sr} = K_r A_b, \quad (h_a \leq H_b). \quad (A17a)
\]

\[
Q_{sr} = K_r \frac{h_a - H_b}{b_r} A_b, \quad (h_a > H_b) \quad (A17b)
\]

where \( q_f \) = recharge rate in the aquifer (m/s); \( \bar{K} \) = estimated effective hydraulic conductivity between unsaturated and saturated layers (m/s); \( \Psi_g \) = hydraulic potentials at the groundwater level (= \( h_a \)) (m); \( \Psi_3 \) = hydraulic potentials at the lowest layer of unsaturated flow (= \( \psi_3 + D_g + D_3/2 \)) (m); \( D_g \) = distance between the top of the second layer and the bottom of the 20th layer in the groundwater model (m); \( Q_{sr} \) = volumetric flux of seepage between river and groundwater (m\(^3\)/s); \( K_r \) = hydraulic conductivity of the riverbed (m/s); \( A_b \) = cross-sectional area of the groundwater section (m\(^2\)); \( b_r \) = riverbed thickness (m); \( H_b \) = hydraulic potential of the river (m).
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Table 1. Lists of observation and AMeDAS (Automated Meteorological Data Acquisition System) data points. These locations are plotted in Fig. 1.

| No. | Point Name               | Type             | Lat.   | Lon.    | Elev.(m) |
|-----|--------------------------|------------------|--------|---------|----------|
| A-1 | Onnenai (Mire)           | Meteorology      | 43°06'05" | 144°20'29" | 8.00     |
| A-2 | Teshikaga (Grassland)    | Meteorology      | 43°31'08" | 144°28'10" | 187.00   |
| A-3 | Shibecya (Forest)        | Meteorology      | 43°20'18" | 144°38'55" | 127.00   |
| M-1 | Kawayu                   | Meteorology      | 43°38'18" | 144°27'24" | 133.00   |
| M-2 | Teshikaga                | Meteorology      | 43°30'54" | 144°28'48" | 198.00   |
| M-3 | Akanko                   | Meteorology      | 43°26'00" | 144°05'36" | 430.00   |
| M-4 | Shibecha                 | Meteorology      | 43°18'24" | 144°36'18" | 32.00    |
| M-5 | Tsurui                   | Meteorology      | 43°13'48" | 144°19'30" | 42.00    |
| M-6 | Nakateshibetsu           | Meteorology      | 43°11'48" | 144°08'48" | 80.00    |
| M-7 | Sakakimachi              | Meteorology      | 43°07'06" | 145°06'54" | 2.00     |
| M-8 | Ohta                     | Meteorology      | 43°05'24" | 144°46'54" | 85.00    |
| M-9 | Shiranuka                | Meteorology      | 42°58'06" | 144°03'54" | 9.00     |
| M-10| Kushiro                  | Meteorology      | 42°58'30" | 144°23'30" | 32.00    |
| M-11| Chippomanai              | Meteorology      | 42°56'06" | 144°44'12" | 145.00   |
| R-1 | Onnenai (Onnenai River)  | River Discharge  | 43°06'51" | 144°19'55" | 6.73     |
| R-2 | Setsuri (Hororo River)   | River Discharge  | 43°09'17" | 144°19'48" | 7.39     |
| R-3 | Otowa (Setsuri River)    | River Discharge  | 43°11'06" | 144°20'19" | 8.80     |
| R-4 | Tsuruhashinai (Tsuruhashinai River) | River Discharge | 43°11'49" | 144°23'10" | 15.78   |
| R-5 | Meikyo (Kucyoro River)   | River Discharge  | 43°09'50" | 144°27'05" | 9.85     |
| R-6 | Daini (Kottaro River)    | River Discharge  | 43°14'20" | 144°27'52" | 12.71    |
| R-7 | Numaoro (Numaoro River)  | River Discharge  | 43°15'40" | 144°29'53" | 16.92    |
| R-8 | Shimoosobetsu (Osobetsu River) | River Discharge | 43°16'05" | 144°32'49" | 14.04   |
| R-9 | Tohmi (Shirarutoroetoro River) | River Discharge | 43°12'02" | 144°31'26" | 7.82     |
| R-10| Toho (Arekinai River)    | River Discharge  | 43°09'11" | 144°30'18" | 6.56     |
| R-11| Isobunnai (Isobunnai River) | River Discharge | 43°23'00" | 144°32'54" | 48.44    |
| R-12| Mansui (Kushiro River)   | River Discharge  | 43°28'55" | 144°28'22" | 91.43    |
| R-13| Shimotoubetsu (Toubetsu River) | River Discharge | 43°28'49" | 144°28'12" | 92.19    |
Table 1. Continued.

| No. | Point Name         | Type              | Lat.    | Lon.    | Elev.(m) |
|-----|--------------------|-------------------|---------|---------|----------|
| G-1 | K-1 (Kucyoro River)| Groundwater Level | 43°13'04" | 144°26'10" | 18.14   |
| G-2 | K-2 (Kucyoro River)| Groundwater Level | 43°14'53" | 144°25'19" | 39.27   |
| G-3 | K-4 (Kucyoro River)| Groundwater Level | 43°16'49" | 144°22'46" | 73.48   |
| G-4 | K-7 (Kucyoro River)| Groundwater Level | 43°20'46" | 144°20'48" | 139.55  |
| G-5 | K-9 (Kucyoro River)| Groundwater Level | 43°21'56" | 144°18'07" | 200.00  |
| G-6 | T-1 (Toubetsu River)| Groundwater Level | 43°28'22" | 144°27'03" | 111.23  |
| G-7 | T-2 (Toubetsu River)| Groundwater Level | 43°27'56" | 144°24'00" | 142.59  |
| G-8 | T-3 (Toubetsu River)| Groundwater Level | 43°29'18" | 144°22'35" | 221.89  |
| G-9 | T-5 (Toubetsu River)| Groundwater Level | 43°26'15" | 144°20'36" | 234.00  |
| G-10| I-1 (Isobunnai River)| Groundwater Level | 43°23'29" | 144°33'35" | 63.59   |
| G-11| I-2 (Isobunnai River)| Groundwater Level | 43°25'48" | 144°33'56" | 103.57  |
| G-12| I-5 (Isobunnai River)| Groundwater Level | 43°28'19" | 144°36'10" | 196.62  |
| G-13| O-1 (Osobetsu River) | Groundwater Level | 43°19'56" | 144°28'53" | 51.58   |
| G-14| O-2 (Osobetsu River) | Groundwater Level | 43°23'50" | 144°24'59" | 116.33  |
| G-15| N-1 (Numaoro River)   | Groundwater Level | 43°17'45" | 144°27'55" | 49.98   |
| G-16| Ko-1 (Kottaro River)   | Groundwater Level | 43°16'28" | 144°26'23" | 47.27   |
| G-17| Tsu-1 (Setsuri River)   | Groundwater Level | 43°15'30" | 144°19'58" | 58.48   |
| G-18| Tsu-2 (Setsuri River)   | Groundwater Level | 43°16'36" | 144°15'42" | 108.02  |
| G-19| H-1 (Hororo River)     | Groundwater Level | 43°12'44" | 144°16'09" | 65.77   |
| G-20| Ta-1 (Tawa River)      | Groundwater Level | 43°22'33" | 144°37'26" | 58.37   |
| G-21| C-1 (Tsuruhashinai River) | Groundwater Level | 43°11'34" | 144°23'35" | 20.63   |
| G-22| Ku-1 (Kushiro River)   | Groundwater Level | 43°18'56" | 144°36'21" | 30.13   |
| G-23| Ku-2 (Kushiro River)   | Groundwater Level | 43°14'04" | 144°32'55" | 18.40   |
| G-24| Ku-3 (Kushiro River)   | Groundwater Level | 43°21'01" | 144°34'03" | 39.34   |
| G-25| W-1 (Kushiro Mire)     | Groundwater Level | 43°07'31" | 144°25'51" | 73.48   |
| G-26| W-2 (Kushiro Mire)     | Groundwater Level | 43°08'02" | 144°26'41" | 3.71    |
| G-27| W-3 (Kushiro Mire)     | Groundwater Level | 43°08'12" | 144°26'32" | 3.73    |
| G-28| W-4 (Kushiro Mire)     | Groundwater Level | 43°08'57" | 144°27'17" | 5.35    |
| G-29| W-5 (Kushiro Mire)     | Groundwater Level | 43°08'53" | 144°26'48" | 8.42    |
| G-30| A-1 (Akita River)      | Groundwater Level | 43°26'45" | 144°30'23" | 8.16    |
Table 2. Statistical comparison between observed and simulated values about soil temperature and groundwater level.

|                | Soil temperature |                | Soil temperature |
|----------------|------------------|----------------|------------------|
|                | obs.10 cm | cal.10 cm | A-1 | obs.30 cm | cal.30 cm |
| A-1            |          |          | MV  | 10.18     | 10.68     | MV  | 8.40     | 10.72     |
|                |          |          | SD  | 5.55      | 4.54      | SD  | 4.49      | 3.55      |
|                |          |          | CV  | 0.55      | 0.43      | CV  | 0.53      | 0.33      |
| A-2            |          |          | MV  | 11.92     | 9.54      | MV  | 11.64     | 9.77      |
|                |          |          | SD  | 5.80      | 5.23      | SD  | 4.50      | 3.91      |
|                |          |          | CV  | 0.49      | 0.55      | CV  | 0.39      | 0.40      |
| A-3            |          |          | MV  | 10.86     | 10.44     | MV  | 10.60     | 10.44     |
|                |          |          | SD  | 4.79      | 4.91      | SD  | 3.69      | 3.45      |
|                |          |          | CV  | 0.44      | 0.47      | CV  | 0.35      | 0.33      |

|                | Groundwater level |                | Groundwater level |
|----------------|-------------------|-----------------|-------------------|
|                | obs. | cal. | G-10 obs. | cal. | G-13 obs. | cal. |
| G-1            | MV   | −0.95| MV    | −3.99| MV    | −0.17 |
|                | SD   | 0.22 | SD    | 0.20 | SD    | 0.05 |
|                | CV   | −0.23| CV    | −0.05| CV    | −0.06 |
| G-10           | MV   | −2.83| MV    | −1.59| MV    | −0.17 |
|                | SD   | 0.31 | SD    | 0.12 | SD    | 0.05 |
|                | CV   | −0.11| CV    | −0.08| CV    | −0.24 |
| G-13           | MV   | −4.81| MV    | −0.17| MV    | −0.24 |
|                | SD   | 0.30 | SD    | 0.05 | SD    | 0.11 |
|                | CV   | −0.06| CV    | −0.30| CV    | −0.45 |

MV = Mean Value, SD = Standard Deviation, CV = Coefficient of Variation (= SD/MV)
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Fig. 1. Land cover and observation points of study area in this research (Kushiro River catchment). Red line is border of study area for snowmelt runoff simulation at Kucyoro River catchment, a tributary of the Kushiro River.
Fig. 2. Observation data of (a) total phosphorus, (b) total nitrogen, (c) suspended load, (d) river discharge (Shibecya observation point; Hokkaido Regional Development Bureau) and (e) precipitation (M-4 in Table 1) (Japan Meteorological Business Support Center) around the Kushiro Mire during 2001–2003.
Fig. 3. Flow diagram of NICE-SNOW model. Bold frames indicate the new developed processes in the NICE-SNOW model.
Fig. 4. Seasonal variation in MODIS LAI and FPAR images at 1km mesh in 2001 (image areas: 43°00′ N–43°45′ N, 144°00′ E–144°45′ E), (a) LAI-Image from MODIS-Data, (b) FPAR-Image from MODIS-Data. Blue line is border of catchment, and pink line is that of Kushiro Mire.
Fig. 5. Comparison of snow depth of (a) effect of local meteorology (from 1 January 1984 to 31 December 1985). Open circle and triangle: observed data (Mamiya and Chiba, 1985); lines and dotted lines: simulated values; and (b) effect of land cover (from 1 January 2001 to 30 April 2002). Open circle, triangle, square, and reverse triangle: observed values at mire (A-1), grassland (A-2), forest (A-3), and Tsurui (M-5) observation point; line, dashed line, dotted line, and dash-dotted line: simulated values. The $r^2$ shows the correlation between observed value and simulated value when the slope of regression line equals to 1.
Fig. 6. Comparison of frost depth from 1 January 1984 to 31 December 1985. $\beta$ means the coefficient of the original Stefan solution in the Eq. (11). Open circle and triangle: observed data (Mamiya and Chiba, 1985); lines and dotted lines: simulated values by NICE-2; filled circle and triangle: calculated values by Stefan solution. The $r^2$ shows the correlation between observed value and simulated value.
Fig. 7. Time-series of precipitation and soil moisture at two meteorological stations from 1 January 2001 to 31 December 2002 for two years (A-2 and –3 in Table 1). Soil moisture at (a) grassland, and (b) forest, respectively. Open circle and open triangle show observed values at soil depths of 10 cm and 1.0 m, respectively. Solid line and dashed line show calculated total moisture (ice + liquid) at soil depths of 10 cm and 1.0 m, respectively. Bold line and bold dashed-line show calculated liquid moisture at soil depths of 10 cm and 1.0 m, respectively.
Fig. 8. Time-series of precipitation, temperature, and river discharge at Kushiro River catchment (Shimo-Kucyoro observation point; R-5 in Table 1); (a) precipitation and temperature; river discharge (b) without snow depth and frost depth, (c) with snow model, (d) soil layer is completely frozen with snow model, (e) soil layer is completely thawed with snow model, (f) two-layer model of frost/thaw layer with snow model; (g) river discharge in case-f from 1 January to 31 December 2001. In Figs. 8b–f, line and bold-line show observed and simulated values. In Fig. 8g, open-circles are observed values and lines are simulated values. The $r^2$ shows the correlation between observed value and simulated value when the slope of regression line equals to 1, and $NS$ shows Nash-Sutcliffe Criterion $NS$ (Nash and Sutcliffe, 1970).
Fig. 9. Conceptual model of the frost/thaw process and the relation to snowmelt runoff.