REMARKS ON SHARP BOUNDARY ESTIMATES FOR SINGULAR AND DEGENERATE MONGE-AMPERE EQUATIONS
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ABSTRACT. By constructing appropriate smooth, possibly non-convex supersolutions, we establish sharp lower bounds near the boundary for the modulus of nontrivial solutions to singular and degenerate Monge-Ampère equations of the form \( \det D^2 u = |u|^q \) with zero boundary condition on a bounded domain in \( \mathbb{R}^n \). These bounds imply that currently known global Hölder regularity results for these equations are optimal for all \( q \) negative, and almost optimal for \( 0 \leq q \leq n - 2 \). Our study also establishes the optimality of global \( C^{1,\alpha}_n \) regularity for convex solutions to the Monge-Ampère equation with finite total Monge-Ampère measure. Moreover, when \( 0 \leq q < n - 2 \), the unique solution has its gradient blowing up near any flat part of the boundary. The case of \( q \) being 0 is related to surface tensions in dimer models. We also obtain new global log-Lipschitz estimates, and apply them to the Abreu’s equation with degenerate boundary data.

1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS

This note is concerned with sharp boundary estimates for non-trivial convex Aleksandrov solutions (see Definition 2.1) \( u \in C(\bar{\Omega}) \) to the Monge-Ampère equation

\[
\det D^2 u = |u|^q \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega
\]

where \( \Omega \subset \mathbb{R}^n \) (\( n \geq 2 \)) is a bounded convex domain, and \( q \in \mathbb{R} \). Near the boundary, the above Monge-Ampère equation is degenerate if \( q > 0 \) while it is singular if \( q < 0 \). Note that, when \( q < n \), the nontrivial solution to (1.1) is unique. This follows from [L1, Proposition 4.5] for \( 0 \leq q < n \), and from [L2, Theorem 1.1] for \( q < 0 \). Depending on the particular values of \( q \), this problem appears in diverse contexts. They include: (i) the affine hyperbolic sphere, the \( L^p \)-Minkowski problem, the Minkowski problem, and the logarithmic Minkowski problem when \( q < 0 \) (see [L2] and the references therein); (ii) problems related to the Monge-Ampère eigenvalue problem (see [L2, Tso] and the references therein) when \( q > 0 \); (iii) and surface tensions in dimer models when \( q = 0 \) and \( n = 2 \) which we will say more later in this introduction.

If \( q \geq n - 2 \), then by [L1, Propositions 5.3 and 5.4], any solution \( u \) to (1.1) is almost Lipschitz globally (but it is conceivable to have better regularity), that is, for all \( \alpha \in (0,1) \), we have

\[
|u(x)| \leq C(n, q, \alpha, \text{diam } \Omega) \text{dist}^\alpha(x, \partial \Omega) \|u\|_{L^\infty(\Omega)} \quad \text{for all } x \in \Omega.
\]

In this note, we use \( \text{dist}(\cdot, E) \) to denote the distance function to a closed set \( E \subset \mathbb{R}^n \). Unless \( q = 0 \) and \( n = 2 \) (where \( Du \) actually blows up for certain domains \( \Omega \); see the discussion after
it is still an interesting problem to see whether $Du$ blows up near the boundary in this range of $q \geq n - 2$.

On the other hand, when $q < n - 2$, we will see that the unique nontrivial solution $u$ to (1.1) has its gradient blowing up near any flat part of the boundary. This is a new phenomenon for $0 \leq q < n - 2$. Our interest here is to establish sharp blow-up rate for the gradient of solutions to (1.1) near the boundary when $q < n - 2$. This is equivalent to obtaining sharp lower bound for $|u|$ near the boundary.

We recall here known upper bounds for $|u|$ when $q < n - 2$.

(1) If $q < 0$, then it was shown in [L2, Theorem 1.1] that the solution to (1.1) satisfies

$$|u(x)| \leq C(n, q, \text{diam } (\Omega)) \text{dist}^{\frac{2}{n-q}}(x, \partial \Omega) \quad \text{for all } x \in \Omega$$

and this global Hölder regularity was shown to be optimal if $q \leq -1$. The case $-1 < q < 0$ was left open.

(2) If $0 < q < n - 2$ and $n \geq 3$, then by [L2, Proposition 1], we have for all $\beta \in (0, \frac{2}{n-q})$ the following estimate for the non-trivial solution to (1.1)

$$|u(x)| \leq C(n, q, \beta, \text{diam } (\Omega)) \text{dist}^\beta(x, \partial \Omega) \quad \text{for all } x \in \Omega.$$

(3) If $q = 0$, then Caffarelli [C] showed more generally that if

$$\det D^2 u \leq 1 \quad \text{in } \Omega, \quad \text{and } u = 0 \quad \text{on } \partial \Omega,$$

then

$$|u(x)| \leq C(n, \alpha, \text{diam } (\Omega)) \text{dist}^\alpha(x, \partial \Omega) \quad \text{for } \begin{cases} \alpha \in (0, 1) & \text{when } n = 2, \\ \alpha = \frac{2}{n} & \text{when } n \geq 3. \end{cases}$$

Therefore, solutions to (1.5) are globally almost Lipschitz in two dimensions, while in dimensions $n \geq 3$, they satisfy $u \in C^{0, \frac{1}{n}}(\Omega)$. Note that (1.6) sharpens the classical Aleksandrov estimate (2.1), which gives the $C^{0, \frac{1}{n}}(\Omega)$ regularity, for convex solutions to the Monge-Ampère equation with finite total Monge-Ampère measure. See also the sharpness of the global $C^{0, \frac{1}{n}}$ regularity in Theorem 1.3.

In this note, we show that the exponent $\frac{2}{n-q}$ in (1.3) is also optimal for $-1 < q < 0$ (thus answering positively an open question in [L2]), the range of exponents $\beta \in (0, \frac{2}{n-q})$ in (1.4) is almost optimal for $q \in (0, n-2)$, and for $q = 0$, the exponent $\alpha = \frac{2}{n}$ in (1.6) is optimal in dimensions $n \geq 3$. Proposition 1.4 and the ensuing discussion will address the case of $q = 0$ and n = 2. Our first main theorem states as follows.

**Theorem 1.1** (Sharp boundary estimates for singular and degenerate Monge-Ampère equations). Let $\Omega$ be a bounded convex domain in $\mathbb{R}^n$ ($n \geq 2$) such that there is a non-empty closed subset $\Gamma$ of its boundary $\partial \Omega$ that lies on a hyperplane and $\Gamma$ contains an $(n-1)$-dimensional ball. Let $q < n - 2$. Let $u \in C(\overline{\Omega})$ be the non-trivial Aleksandrov solution to

$$\begin{cases} \det D^2 u = |u|^q & \text{in } \Omega, \\ u = 0 & \text{on } \partial \Omega. \end{cases}$$
Then, for \( x \in \Omega \) sufficiently close to the interior of \( \Gamma \), we have
\[
|u(x)| \geq \begin{cases} 
  c(n, q, \Omega, \Gamma) \text{dist}^{\frac{1}{n-q}}(x, \partial \Omega) & \text{if } q < 0, \\
  c(n, \Omega, \Gamma) \text{dist}^{\frac{2}{n}}(x, \partial \Omega) & \text{if } q = 0 \text{ and } n \geq 3, \\
  c(n, q, \beta, \Omega, \Gamma) \text{dist}^{\beta}(x, \partial \Omega) & \text{if } 0 < q < n - 2, \text{ and for any } \beta \in \left(\frac{2}{n-q}, 1\right).
\end{cases}
\]

**Remark 1.2.** Theorem 1.1 implies that, in the presence of a flat part \( \Gamma \) on the boundary \( \partial \Omega \), the non-trivial solution to (1.7) has unbounded gradient near \( \Gamma \) for all \( 0 < q < n - 2 \). This is in quite contrast to the case where \( \partial \Omega \) is smooth and uniformly convex. In the latter case, by [L1, Theorem 1.6], we have \( u \in C^\infty(\Omega) \) when \( q \) is a positive integer, and \( u \in C^{2+[\gamma]}(\Omega) \) for some \( \gamma(n, q) \in (0, 1) \) when \( q \) is not an integer. Here, \([q]\) denotes the greatest integer not exceeding \( q \).

We comment briefly on the proof of Theorem 1.1 to be given in Section 4. The proof of Theorem 1.1 for the case \( q \leq 0 \) is based on constructions of suitable supersolutions \( v \) to (1.7) as in [L2]. The key difference here is that we use smooth, possibly non-convex supersolutions in Lemma 4.1, thus overcoming the restriction \( q \leq -1 \) imposed in the construction of convex supersolutions in [L2, Lemma 2.4]. The underlying idea is this: to obtain a lower bound for \( |u| \), we mostly use that \( u \) is a smooth subsolution in the interior so it is also a viscosity subsolution. The smooth supersolutions \( v \) act as test functions in the definition of viscosity subsolution property for \( u \) so they are not required to be convex; see the discussion in [H, Section 3].

In general, we cannot have a comparison principle for non-convex solutions to Monge-Ampère equations. However, in the present situation, we take advantage of the fact that our solutions are also smooth in the interior, and the proof of the comparison principle goes through directly without relying on viscosity solutions. The proof of Theorem 1.1 for the case \( 0 < q < n - 2 \) is based on an iterative argument using non-convex smooth supersolutions to det \( D^2u = \text{dist}^\gamma(x, \partial \Omega) \) where \( \gamma > 0 \); see Lemma 4.3. We believe that the idea of using non-convex smooth supersolutions will find interesting applications in many other Monge-Ampère type equations.

A byproduct, the study of sharp global Hölder regularity for (1.1) when \( q < 0 \) allows us to prove the optimality of global \( C^{1, \frac{1}{2}} \) regularity (that is, Lipschitz when \( n = 1 \) and \( C^{1, 1} \) when \( n \geq 2 \)) for convex solutions to the Monge-Ampère equation with finite total Monge-Ampère measure and zero boundary condition. The optimality is obvious in dimension \( n = 1 \) with the convex function \( u(x) = |x| - 1 \) on \( \Omega = (-1, 1) \subset \mathbb{R} \). In dimensions \( n \geq 2 \), we have the following theorem.

**Theorem 1.3** (Optimality of global \( C^{1, \frac{1}{n}} \) regularity). Let \( n \geq 2 \). Then, for any \( 1/n < \alpha < 1 \), there exist a bounded convex domain \( \Omega \subset \mathbb{R}^n \) and a convex function \( v \in C(\overline{\Omega}) \cap C^\infty(\Omega) \) such that \( v = 0 \) on \( \partial \Omega \) and \( \det D^2v \in L^1(\Omega) \), but \( v \notin C^\alpha(\overline{\Omega}) \).

The proof of Theorem 1.3 will be given in Section 3. We note that, in dimensions \( n \geq 5 \), the optimality of global \( C^{1, \frac{1}{n}} \) regularity was also obtained by Du [D, Theorem 3.2]. Du’s method is a bit involved and does not seem to extend to cover the lower dimensional cases.

When \( q = 0 \) and \( n = 2 \), the almost Lipschitz estimate (1.7) is almost sharp. We will prove the following proposition whose consequence strengthens Caffarelli’s estimate in two dimensions from global almost Lipschitz to global log-Lipschitz.
Proposition 1.4 (Global log-Lipschitz estimates). Let \( \Omega \subset \mathbb{R}^n \) be a bounded convex domain. Let \( u \in C(\Omega) \) be a convex function satisfying \( u = 0 \) on \( \partial \Omega \), and
\[
\det D^2 u \leq M \text{dist}^{n-2}(\cdot, \partial \Omega) \quad \text{in } \Omega
\]
in the sense of Aleksandrov. Then
\[
|u(x)| \leq C(\Omega, M) \text{dist}(x, \partial \Omega)(1 + |\log \text{dist}(x, \partial \Omega)|) \quad \text{for all } x \in \Omega.
\]
Combining Proposition 1.4 with (1.2), we obtain the global log-Lipschitz property for solutions to
\[
\det D^2 u = m|u|^q \quad \text{in } \Omega, \quad u = 0 \text{ on } \partial \Omega
\]
when \( q > n - 2 \). The case \( q = n \) corresponds to the Monge-Ampère eigenvalue problem. We state this as a corollary.

Corollary 1.5. Let \( \Omega \subset \mathbb{R}^n \) be a bounded convex domain. Suppose that \( u \in C(\Omega) \) is a convex solution to
\[
\det D^2 u = m|u|^q \quad \text{in } \Omega, \quad u = 0 \text{ on } \partial \Omega
\]
where \( q > n - 2 \) and \( m > 0 \). Then
\[
|u(x)| \leq C(\Omega, n, q, m) \text{dist}(x, \partial \Omega)(1 + |\log \text{dist}(x, \partial \Omega)|)\|u\|_{L^\infty(\Omega)} \quad \text{for all } x \in \Omega.
\]

An immediate consequence of Proposition 1.4 is the following result: if \( \Omega \subset \mathbb{R}^2 \) is a bounded convex domain, and if \( u \in C(\Omega) \) is a convex function satisfying \( \det D^2 u \leq 1 \) in \( \Omega \) with \( u = 0 \) on \( \partial \Omega \), then we have the following log-Lipschitz estimate
\[
(1.8) \quad |u(x)| \leq C(\Omega) \text{dist}(x, \partial \Omega)|\log \text{dist}(x, \partial \Omega)| \quad \text{for all } x \in \Omega \text{ close to } \partial \Omega.
\]
The estimate (1.8) turns out to be sharp. Its sharpness can be seen from the explicit formula for the solution to the Monge-Ampère equation \( \det D^2 u = 1 \) with zero boundary data on a planar triangle; see (2.3). Interestingly, this explicit formula comes from the study of dimer models in combinatorics and statistical physics in the works of Cohn, Kenyon, Okounkov, Propp, Sheffield [CKP, K, KO1, KOS], among others. The particular case of the triangle comes from the study of the lozenge tiling model, and from (2.3), one deduces that the gradient of the surface tension of the lozenge tiling model blows up with a rate proportional to the logarithm of the distance to the boundary. This turns out to be true near a generic boundary point for general surface tensions; see Proposition 6.1.

We end this introduction by discussing an application of the log Lipschitz estimate in Proposition 1.4 is to the Abreu’s equation [Ab] with degenerate boundary data. This is a fourth order fully nonlinear partial differential equation of the form
\[
\begin{cases}
U^{ij}D_{ij}w = -f & \text{in } \Omega, \\
w = [\det D^2 u]^{-1} & \text{in } \Omega, \\
w = 0 & \text{on } \partial \Omega,
\end{cases}
\]
where \( u \) is a locally uniformly convex function defined in a bounded domain \( \Omega \subset \mathbb{R}^n \). Throughout, \( U = (U^{ij}) = (\det D^2 u)(D^2 u)^{-1} \) is the cofactor matrix of the Hessian matrix \( D^2 u \). When \( \Omega \) is the interior of a bounded polytope, equation (1.9) arises in the study of the existence of constant scalar curvature Kähler metrics for toric varieties [D1], and the function \( f \) corresponds to the scalar curvature of the toric varieties. When \( \Omega \) is uniformly convex and smooth,
Chen-Li-Sheng [CLS] proved the existence of a smooth and strictly convex solution $u$ in $\Omega$ for equation (1.9) with boundary data of the form
\begin{equation}
 u = \varphi, \quad |Du| = \infty, \quad w = 0 \text{ on } \partial \Omega.
\end{equation}
where the function $\varphi$ is assumed to be smooth and uniformly convex in an open set of $\mathbb{R}^n$ containing $\overline{\Omega}$, and $f$ is smooth with a positive lower bound.

The vanishing of $w$ on $\partial \Omega$ in (1.9) causes the Hessian determinant of $u$ to be infinite on $\partial \Omega$. If
\begin{equation}
(1.11) \quad \det D^2 u(x) \text{ grows at least as } \text{dist}^{-1}(x, \partial \Omega) \text{ when } x \text{ tends to the boundary,}
\end{equation}
then in [D2, Theorem 5], Donaldson established the following global lower bound for the Hessian determinant of a solution to (1.9): for all $\alpha \in (0, 1)$, we have
\begin{equation}
(1.12) \quad \det D^2 u(x) \geq C(n, \alpha) d(x)^{-\alpha} \|f^+\|^{-n}_{L^\infty(\Omega)} \text{dist}^{-1}(x, \partial \Omega)(1 + |\log \text{dist}(x, \partial \Omega)|)^{-1}.
\end{equation}

In the following theorem, we sharpen the estimate (1.12) without requiring the asymptotic behavior (1.11).

**Theorem 1.6 (Log-Lipschitz estimates for the inverse of the Hessian determinant of Abreu’s equation with degenerate boundary data).** Let $\Omega \subset \mathbb{R}^n$ be a bounded domain. Let $u \in C^4(\Omega)$ be a solution of (1.9) where $f \in L^\infty(\Omega)$ with $f^+ > 0$, and $w \in C(\overline{\Omega})$. Then
\begin{equation}
(1.13) \quad \det D^2 u \geq c(n, \text{diam}(\Omega)) \left\|f^+\right\|^{-n}_{L^\infty(\Omega)} \text{dist}^{-1}(x, \partial \Omega)(1 + |\log \text{dist}(x, \partial \Omega)|)^{-1}.
\end{equation}

The rest of the note is organized as follows. In Section 2, we recall the notion of Aleksandrov solutions to the Monge-Ampère equation, and an explicit formula for the surface tension on the triangle. In Section 3, we prove Theorem 1.3. In Section 4, we prove Theorem 1.1. In Section 5, we give the proofs of Proposition 1.4 and Theorem 1.6. In Section 6, we show in Proposition 6.1 that the gradient of general surface tensions behaves similarly to that of the lozenge tiling model.

### 2. **Aleksandrov solutions, and surface tension**

In this section, we recall the notion of Aleksandrov solutions to the Monge-Ampère equation, Aleksandrov estimates, and an important explicit formula for the surface tension on the triangle.

#### 2.1. The Monge-Ampère measure

Let $u : \Omega \rightarrow \mathbb{R}$ be a convex function defined on a bounded convex domain $\Omega \subset \mathbb{R}^n$.

Let $Mu$ be the Monge-Ampère measure associated with $u$; see [F] Definition 2.1 and Theorem 2.3, [Gu] Theorem 1.1.13, and [LMT] Definition 3.4. It is defined by
\[ Mu(E) = |\partial u(E)| \text{ where } \partial u(E) = \bigcup_{x \in E} \partial u(x), \text{ for each Borel set } E \subset \Omega \]
where
\[ \partial u(x) := \{ p \in \mathbb{R}^n : u(y) \geq u(x) + p \cdot (y - x) \text{ for all } y \in \Omega \}. \]
Note that, when $u \in C^2(\Omega)$, we have $\partial u(x) = \{ Du(x) \}$ for all $x \in \Omega$, and $Mu$ is absolutely continuous with respect to the Lebesgue measure, and it has density $\det D^2 u$. In this note, we use $\det D^2 u$ to denote $Mu$ for $u$ being merely convex.
**Definition 2.1** (Aleksandrov solutions). Given a Borel measure $\mu$ on $\Omega$, a convex function $u : \Omega \to \mathbb{R}$ is called an Aleksandrov solution to the Monge-Ampère equation
\[
\det D^2 u = \mu,
\]
if $\mu = M u$ as Borel measures. When $\mu = f \, dx$ we will simply say that $u$ solves
\[
\det D^2 u = f
\]
and this is the notation we use in this note. Similarly, when writing $\det D^2 u \geq \lambda$ ($\leq \Lambda$) we mean that $\mu \geq \lambda \, dx$ ($\leq \Lambda \, dx$).

We recall the following comparison principle; see [F, Theorem 2.10], [Gu, Theorem 1.4.6], and [LMT, Lemma 3.25].

**Lemma 2.2** (Comparison principle). Let $\Omega \subset \mathbb{R}^n$ be an open, bounded and convex domain. Let $u, v \in C(\Omega)$ be convex functions. If $u \geq v$ on $\partial \Omega$, and
\[
\det D^2 u \leq \det D^2 v \quad \text{in} \quad \Omega,
\]
then $u \geq v$ in $\Omega$.

The classical Aleksandrov maximum principle for the Monge-Ampère equation (see [F, Theorem 2.8], [Gu, Theorem 1.4.2] and [LMT, Theorem 3.20]) states that: if $u \in C(\Omega)$ is a convex function satisfying
\[
Mu(\Omega) = \int_\Omega \det D^2 u \, dx := m < \infty, \quad \text{and} \quad u = 0 \quad \text{on} \quad \partial \Omega,
\]
then
\[
|u(x)| \leq C(n, \text{diam}(\Omega))[\text{dist}(x, \partial \Omega)]^{1/n}\left(\int_\Omega \det D^2 u \, dx\right)^{1/n}
\]
(2.1)
In particular, by the convexity of $u$, one finds that $u \in C^{0,1/n}(\Omega)$. Theorem 1.3 asserts the optimality of this global $C^{1/n}$ regularity in all dimensions $n \geq 2$.

As mentioned in the Introduction, Caffarelli’s estimate (1.6) sharpens (2.1) in the special case $\det D^2 u \leq 1$. In two dimensions, we can further sharpen Caffarelli’s estimate using Proposition 1.4.

**2.2. Surface tension for the lozenge tiling model.** Let $T$ be the triangle with vertices at $(0, 0), (1, 0)$ and $(0, 1)$, and let $T^0$ be the interior of $T$. Then, there is a remarkable formula for the solution to
\[
\begin{align*}
\det D^2 \sigma_T &= 1 \quad \text{in} \quad T^0, \\
\sigma_T &= 0 \quad \text{on} \quad \partial T.
\end{align*}
\]
(2.2)

The solution is called the surface tension in the study of the lozenge tiling model in the works [CKP, KO1, KOS]; see also [K, Theorem 8] and [Go, Lecture 12]. It is given by
\[
\sigma_T(x) = -\frac{1}{\pi^2}(\mathcal{L}(\pi x_1) + \mathcal{L}(\pi x_2) + \mathcal{L}(\pi(1 - x_1 - x_2))) \quad \text{for} \quad x = (x_1, x_2) \in T^0
\]
(2.3)
where
\[
\mathcal{L}(\theta) = -\int_0^\theta \log|2 \sin u| du
\]
is the Lobachevsky function.

One notes that
\[
D\sigma_T(x) = \frac{1}{\pi} \left( \log\left( \frac{\sin(\pi x_1)}{\sin(\pi(x_1+x_2))} \right), \log\left( \frac{\sin(\pi x_2)}{\sin(\pi(x_1+x_2))} \right) \right).
\]

A direct calculation shows that \( \det D^2\sigma_T = 1 \) in \( T^0 \). To verify the boundary condition, we use the fact that
\[
L(\pi) = -\int_0^\pi \log|2\sin u|du = 0;
\]
see [A, p. 161]. From this, we see that \( L \) is odd, and \( \pi \)-periodic. The boundary condition in (2.2) can then be easily verified.

3. Optimality of global \( C^{\frac{1}{n}} \) regularity and singular Monge-Ampère

In this section, we prove Theorem 1.3. Interestingly, our construction of the bounded domain and the convex function in Theorem 1.3 is inspired by the study of the optimal global Hölder regularity of the unique convex solution \( u \in C^\infty(\Omega) \cap C(\overline{\Omega}) \) to singular Monge-Ampère equations of the form (1.1) with \( q = -p < 0, p > 0 \). In [L2, Theorem 1.1], it was shown that \( u \in C^{\frac{2}{n+p}}(\overline{\Omega}) \) and this global Hölder regularity is optimal for all \( p \geq 1 \) (it is in fact optimal for all \( p > 0 \) by Theorem 1.1). For any \( \alpha > 1/n \), we can choose \( 1 < p < n \) such that \( \alpha > \frac{2}{n+p} \), and the construction of the convex supersolutions to (1.1) in [L2] gives a candidate for our desired function \( v \). Here, we only need \( \det D^2v \in L^1(\Omega) \) but do not require \( \det D^2v \leq |v|^{-p} \) in \( \Omega \) so our construction actually works for all \( p > 0 \).

For \( x = (x_1, \cdots, x_n) \in \mathbb{R}^n \), let us write \( x = (x', x_n) \), where \( x' = (x_1, \cdots, x_{n-1}) \in \mathbb{R}^{n-1} \). Our basic construction is the following:

**Lemma 3.1.** Let \( n \geq 2 \). Let \( 0 < p < n \), and
\[
\Omega = \{(x', x_n) : |x'| < 1, 0 < x_n < 1 - |x'|^2\}.
\]
Then the function
\[
w = x_n - x_n^{\frac{2}{n+p}}(1 - |x'|^2)^{\frac{n+p-2}{n+p}}
\]
has the following properties:

(i) \( w \) is smooth, convex in \( \Omega \) with \( w = 0 \) on \( \partial\Omega \),
(ii) \( \det D^2w \in L^1(\Omega) \),
(iii) \( w \notin C^\alpha(\overline{\Omega}) \) for any \( \alpha > \frac{2}{n+p} \).

**Proof.** We use the calculation carried out in the proof of [L2] Lemma 2.4. For \( x = (x', x_n) \), we denote \( r = |x'| \). Let
\[
a = \frac{2}{n+p}, \quad b = 1 - a = \frac{n+p-2}{n+p}.
\]
Then
\[
w(x) = x_n - x_n^a(1 - r^2)^b.
\]
We calculate
\[ w_r = 2bx_n^a(1 - r^2)^{b-1}r \]
\[ w_{rr} = 2bx_n^a(1 - r^2)^{b-2}[1 - (2b - 1)r^2] \]
\[ w_{xn} = 1 - ax_n^{a-1}(1 - r^2)^b \]
\[ w_{xn} = a(1 - a)x_n^{a-2}(1 - r^2)^b \]
\[ w_{xnr} = 2abx_n^{a-1}(1 - r^2)^{b-1}r. \]

In suitable coordinate systems, such as cylindrical in \( x' \), the Hessian of \( w \) has the following form
\[
D^2w = \begin{pmatrix}
\frac{w_r}{r} & 0 & \cdots & 0 & 0 \\
0 & \frac{w_r}{r} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & w_{rr} & w_{rxn} \\
0 & 0 & \cdots & w_{rxn} & w_{xnr}\end{pmatrix}
\]

We have
\[
\det D^2w = \left(\frac{w_r}{r}\right)^{n-2}\left[w_{xnxn}w_{rr} - w_{xnr}^2\right]
\]
\[
= \left(2b\right)^{n-1}x_n^{na-2}(1 - r^2)^n(b-1)a[1 - a + (1 - 2b - a)r^2]
\]
\[
= ab(2b)^{n-1}x_n^{na-2}(1 - r^2)^{1-na}.
\]

Since \( 0 < a, b < 1 \) and \( 0 \leq r < 1 \), we deduce that \( w \) is smooth and convex in \( \Omega \) with \( w = 0 \) on \( \partial\Omega \). This confirms (i). For (ii), we note from \( 0 < p < n \) that
\[
na - 1 > 0.
\]

Thus
\[
\int_{\Omega} \det D^2w \, dx = \int_{|x'| < 1} \int_0^{1 - |x'|^2} ab(2b)^{n-1}x_n^{na-2}(1 - |x'|^2)^{1-na} \, dx_n \, dx'
\]
\[
= \int_{|x'| < 1} \frac{ab(2b)^{n-1}}{na - 1} (1 - |x'|^2)^{na-1}(1 - |x'|^2)^{1-na} \, dx'
\]
\[
= \int_{|x'| < 1} \frac{ab(2b)^{n-1}}{na - 1} \, dx' < \infty.
\]

Therefore, \( \det D^2w \in L^1(\Omega) \) and this proves (ii).

Finally, we prove (iii). For \( x = (0, x_n) \), we have
\[
|w(0, x_n)| = x_n^{\frac{n}{n+p}} - x_n \geq x_n^{\frac{n}{n+p}} / 2
\]

for \( x_n \) small, depending only on \( n \) and \( p \). This shows that \( w \notin C^\alpha(\overline{\Omega}) \) for any \( \alpha > \frac{2}{n+p} \). \( \square \)

**Remark 3.2.** If \( 1 \leq p < n \), then as in [12, Lemma 2.4], we can find a constant \( C(n, p) > 0 \) such that \( \tilde{w} := Cw \) is a supersolution of (1.1) where \( q = -p \), that is
\[
\det D^2 \tilde{w} \leq |\tilde{w}|^{-p} \quad \text{in } \Omega, \quad \text{and } \tilde{w} = 0 \quad \text{on } \partial\Omega.
\]
Proof of Theorem 1.3. For $n \geq 2$ and $1/n < \alpha < 1$, let us choose $p$ such that 
$$\max\{2/\alpha - n, 1\} < p < n.$$ 
Then 
$$\alpha > \frac{2}{n + p}.$$ 
Let $\Omega$ and $w$ be as in Lemma 3.1. Then, $v = w \in C(\bar{\Omega}) \cap C^\infty(\Omega)$ is a convex function with $v = 0$ on $\partial \Omega$ and $\det D^2 v \in L^1(\Omega)$, but $v \not\in C^\alpha(\bar{\Omega})$.

By Remark 3.2, there is $C'(n, p) > 0$ such that $\det D^2 v \leq C'(n, p)|v|^{-p}$ in $\Omega$. \hfill \Box

4. Proof of Theorem 1.1

In this section, we prove Theorem 1.1. We write a typical point $x = (x_1, \cdots, x_n) \in \mathbb{R}^n$ as $x_0 = (x', x_n)$ where $x' = (x_1, \cdots, x_{n-1})$. To prove the sharp estimate in Theorem 1.1 for the case $q < 0$, we will use the following smooth, possibly non-convex supersolutions.

Lemma 4.1 (Possibly non-convex supersolution for negative power). Assume $p > 0$. Let 
$$\Omega_1 := \{(x', x_n) : |x'| < 1, 0 < x_n < (1 - |x'|^2)^{\frac{p}{n+p}}\}.$$ 
Then the function 
$$w = \left[x_n - x_n^a (1 - |x'|^2)^{\frac{b}{n+p}}\right]/2$$ 
is smooth in $\Omega_1$ and satisfies
$$\det D^2 w \leq |w|^{-p} \quad \text{in } \Omega_1, \quad \text{and } w = 0 \quad \text{on } \partial \Omega_1.$$

Proof. For $x = (x', x_n)$, we denote $r = |x'|$. Let 
$$v(x) = -C x_n^a (1 - r^2)^b$$
where $0 < a, b < 1$ and $C > 0$. Then, from the computations in [L2, Lemma 2.4], we have 
$$\det D^2 v = (\frac{v_r}{r})^{n-2} [v_{x_n x_n} v_{rr} - v_{x_n r}^2]$$
$$= C^n (2b)^{n-1} x_n^{na-2} (1 - r^2)^{n(b-1)} a [1 - a + (1 - 2b - a)r^2].$$ 
We would like to have 
$$\det D^2 v \leq |v|^{-p} = C^{-p} x_n^{-ap} (1 - r^2)^{-bp}$$
which is equivalent to 
$$C^{n+p}(2b)^{n-1} x_n^{(n+p)a-2} (1 - r^2)^{(n+p)b-n} a [1 - a + (1 - 2b - a)r^2] \leq 1 \quad \text{for all } r < 1.$$ 
We can choose 
$$a = \frac{2}{n+p}, \quad b = \frac{n}{n+p}, \quad C = \frac{1}{2}.$$ 
Now, let 
$$w = C x_n + v = [x_n - x_n^a (1 - r^2)^b] / 2.$$ 
Then $w < 0$ is smooth in $\Omega_1$, and $w = 0$ on $\partial \Omega_1$. Moreover, since $|w| = |v| - C x_n$, we have 
$$\det D^2 w = \det D^2 v \leq |v|^{-p} = |C x_n + |w||^{-p} \leq |w|^{-p} \quad \text{in } \Omega_1.$$
\hfill \Box
Remark 4.2. For a and b in the above proof, we have
\[ 1 - a + (1 - 2b - a)r^2 \to \frac{2(p - 2)}{n + p} \text{ when } r \to 1^-. \]
Thus the function \( v \), or equivalently \( w \) in Lemma 4.1 is convex only when \( p \geq 2 \). When \( 0 < p < 2 \), \( w \) is not convex.

For the case \( 0 \leq q < n - 2 \), the solution \( u \) to (1.7) is expected to grow like some power of the distance function to the boundary. The following lemma is the basic for our argument.

Lemma 4.3 (Non-convex supersolution for positive power). Let \( \Omega \) be a bounded convex domain in \( \mathbb{R}^n \) (\( n \geq 3 \)) such that there is a non-empty closed subset \( \Gamma \) of its boundary \( \partial \Omega \) that lies on a hyperplane and \( \Gamma \) contains an \( (n - 1) \)-dimensional ball. Let \( m, \delta > 0 \), and \( 0 \leq \gamma < n - 2 \). Suppose that \( u \in C(\overline{\Omega}) \cap C^2(\Omega) \) is a convex solution to
\[ \det D^2 u = f \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega, \]
where \( f \in C(\Omega) \), \( f \geq 0 \), and \( f \) satisfies
\[ f(x) \geq m \text{dist}^\gamma(x, \partial \Omega) \quad \text{for } x \in \Omega \quad \text{satisfying dist}(x, \Gamma) \leq \delta. \]
Then, for \( x \in \Omega \) sufficiently close to the interior of \( \Gamma \), we have
\[ |u(x)| \geq c(n, m, \gamma, \delta, \Omega, \Gamma) \text{dist}^{\frac{4\gamma}{n}}(x, \partial \Omega). \]

Proof. Let \( \alpha = (2 + \gamma)/n \). Then \( \alpha \in (0, 1) \). Fix \( z \in \Omega \) being close to the interior of \( \Gamma \).

By translating and rotating coordinates, we can assume that for some \( t = t(n, m, \gamma, \delta, \Omega, \Gamma) \in (0, \min\{2^{-n/2}m^{1/2}, \delta^{1/2} \}) \),
\[ z = (0, z_n) \in \Omega_t := \{(x', x_n) : |x'| < t, 0 < x_n < (t^2 - |x'|^2)^{\frac{1}{n-1}} \} \subset \Omega, \]
\[ \{(x', 0) : |x'| \leq t \} \subset \Gamma \subset \partial \Omega, \quad \text{and dist}(x, \partial \Omega) = x_n \quad \text{for } x \in \Omega_t. \]
Let
\[ v(x) = x_n + x_n^\alpha(|x'|^2 - t^2). \]
Then, \( v \in C^\infty(\Omega_t) \), and \( v = 0 \) on \( \partial \Omega_t \). By a computation (see, for example, [L2 Lemma 2.2]), we have
\[ \det D^2 v = 2^{n-2}\gamma x_n^{\alpha-2} \left[ \alpha(1 - \alpha)t^2 - (\alpha^2 + \alpha)|x'|^2 \right] \leq 2^{n-2}t^2x_n^{\gamma-2} \leq 2^{n-2}t^2x_n^\gamma \leq mx_n^\gamma/4. \]
By the choice of \( t \), one has
\[ f(x) \geq m \text{dist}^\gamma(x, \partial \Omega) = mx_n^\gamma \in \Omega_t. \]
It follows from \( \det D^2 u = f \geq mx_n^\gamma \) in \( \Omega_t \) that
\[ \det D^2 v < \det D^2 u \quad \text{in } \Omega_t. \]
We show that
\[ v \geq u \quad \text{in } \Omega_t. \]
Note that, \( u = v \) on \( \partial \Omega_t \cap \Gamma \), and \( u \leq 0 = v \) on \( \partial \Omega_t \setminus \Gamma \), by the convexity of \( u \). Suppose that \( v < u \) somewhere in \( \Omega_t \). Then \( v - u \) attains its minimum value in \( \overline{\Omega_t} \) at some point \( \bar{x} \in \Omega_t \). At this point, we have \( D^2 v(\bar{x}) \geq D^2 u(\bar{x}) \). Thus, by (4.3)
\[ mx_n^\gamma/4 \geq \det D^2 v(\bar{x}) \geq \det D^2 u(\bar{x}) \geq mx_n^\gamma, \]
Let $u$ be a bounded convex domain in $\mathbb{R}^n$ ($n \geq 3$). Let $M > 0$ and $0 \leq \gamma < n-2$. Let $u \in C(\Omega)$ be an Aleksandrov solution to

$$\det D^2 u \leq M \text{dist}^{\gamma}(\cdot, \partial \Omega) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega.$$ 

Then for all $x \in \Omega$, we have

$$|u(x)| \leq C(n, M, \gamma, \Omega) \text{dist}^{\frac{2\alpha}{n}}(x, \partial \Omega).$$

Proof. Let $\alpha = (2 + \gamma)/n$. Then $\alpha \in (0, 1)$. Let $z = (z', z_n)$ be an arbitrary point in $\Omega$. By translation and rotation of coordinates, we can assume that: $0 \in \partial \Omega$, $\Omega \subset \mathbb{R}_+^n = \{x = (x', x_n) \in \mathbb{R}^n : x_n > 0\}$, the $x_n$-axis points inward $\Omega$, $z$ lies on the $x_n$-axis, and $z_n = \text{dist}(z, \partial \Omega)$. Consider

$$w(x) = x_n + x_n^{\alpha}(|x'|^2 - K),$$

where

$$K := \frac{2(\text{diam}(\Omega))^2 + M + 1}{\alpha(1 - \alpha)}.$$

Then $w$ is convex, $w \in C^\infty(\Omega)$, $w \leq 0$ on $\partial \Omega$, and

$$\det D^2 w(x) = 2^{n-2}x_n^{n\alpha - 2}\left[\alpha(1 - \alpha)K - (\alpha^2 + \alpha)|x'|^2\right] \geq (M + 1)x_n^{n\alpha - 2} \geq (M + 1)\text{dist}^{\gamma}(x, \partial \Omega) \geq \det D^2 u.$$ 

By the comparison principle in Lemma 2.2, we have $w \leq u$. Therefore, at $z$, we have

$$|u(z)| \leq |w(z)| = Kz_n^{\alpha} - z_n \leq K\text{dist}^{\frac{2\alpha}{n}}(z, \partial \Omega).$$

□

Remark 4.6.

(i) Lemma 4.3 was also established in [LL] Theorem 1.1 with a different proof.

(ii) In view of Lemma 4.6, the Hölder exponent $(2 + \gamma)/n$ in Lemma 2.3 is optimal.

Proof of Theorem 1.1. If $q < 0$, then as observed in the proof of Theorem 1.1 in [LL2], we have $u \in C^\infty(\Omega)$ while for $q \geq 0$, we also have $u \in C^\infty(\Omega)$ by [LL] Proposition 2.8.

Case 1: $q = -p < 0$. Then $u \in C^\infty(\Omega) \cap C(\overline{\Omega})$ solves

$$\det D^2 u = |u|^{-p} \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega.$$ 

We need to show that for $x \in \Omega$ sufficiently close to $\Gamma$, we have

$$|u(x)| \geq c(n, p, \Omega, \Gamma) \text{dist}^{\frac{2\alpha}{n-p}}(x, \partial \Omega).$$

First, we note that, under the following rescaling of the domain and the solution $u$:

$$\tilde{\Omega} := \lambda \Omega, \quad \tilde{u}(y) = \lambda^{\frac{2\alpha}{n-p}} u(\lambda^{-1} y)(y \in \tilde{\Omega}),$$

(4.5) holds. Therefore, for all $x \neq (0, z_n)$, we have

$$|u(z)| \geq |v(z)| = |v(0, z_n)| = z_n(t^2 - z_n^{-\alpha}) \geq z_n(t^2/2),$$

if $z_n > 0$ is sufficiently small. □

Remark 4.4. When $|x'| \to t$, we have $|\alpha(1 - \alpha)t^2 - (\alpha^2 + \alpha)|x'|^2 \to -2\alpha^2t^2 < 0$. Thus, from [4.2], we see that the function $v$ in the proof of Lemma 4.3 is not convex.

When $\det D^2 u \leq M \text{dist}^{\gamma}(\cdot, \partial \Omega)$, we have the following Hölder estimate whose proof is an easy adaptation of the above computation.

Lemma 4.5. Let $\Omega$ be a bounded convex domain in $\mathbb{R}^n$ ($n \geq 3$). Let $M > 0$ and $0 \leq \gamma < n-2$.

Let $u \in C(\Omega)$ be an Aleksandrov solution to

$$\det D^2 u \leq M \text{dist}^{\gamma}(\cdot, \partial \Omega) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega.$$ 

Then for all $x \in \Omega$, we have

$$|u(x)| \leq C(n, M, \gamma, \Omega) |\text{dist}^{\frac{2\alpha}{n}}(x, \partial \Omega)|.$$
assume that
By rescaling using a suitable \(\lambda(n, p, \Omega, \Gamma) > 0\), translating and rotating coordinates, we can assume that
\[
\Omega_1 := \{(x', x_n) : |x'| < 1, 0 < x_n < (1 - |x'|^2)^{\frac{n}{p + 2}}\} \subset \Omega,
\]
and
\[
\{(x', 0) : |x'| \leq 1\} \subset \Gamma \subset \partial \Omega.
\]
Let
\[
w = \left[ x_n - \frac{2}{n + p} (1 - |x'|^2)^{\frac{n}{p + 2}} \right] / 2
\]
be as in Lemma 4.1.

We show that \(w \geq u\) in \(\Omega_1\). Note that \(w = 0 \geq u\) on \(\partial \Omega_1\). If \(w - u\) attains its minimum value on \(\Omega_1\) at \(x_0 \in \Omega_1\) with \(w(x_0) < u(x_0) < 0\), then \(D^2 w(x_0) \geq D^2 u(x_0)\). It follows that
\[
|w(x_0)|^{-p} \geq \det D^2 w(x_0) \geq \det D^2 u(x_0) \geq |u(x_0)|^{-p}.
\]
Therefore, \(|w(x_0)|^{-p} \geq |u(x_0)|^{-p}\) which contradicts \(|w(x_0)| > |u(x_0)|\) and \(p > 0\).

Now, from \(w \geq u\) in \(\Omega_1\), we find that for \(x = (0, x_n) \in \Omega_1\),
\[
|u(x)| \geq |w(x)| = \left( \frac{2}{n + p} x_n \right) / 2 \geq \frac{2}{n + p} \text{dist}_{\partial \Omega}(x, \partial \Omega) / 2,
\]
if \(x_n > 0\) is sufficiently small. This proves (4.5).

**Case 2:** \(q = 0\) and \(n \geq 3\). Applying Lemma 4.3 to \(\gamma = 0\) and \(m = 1\), we find that
\[
|u(x)| \geq c(n, \Omega, \Gamma) \text{dist}_{\partial \Omega}(x, \partial \Omega)
\]
for \(x \in \Omega\) sufficiently close to \(\Gamma\).

**Case 3:** \(0 < q < n - 2\) and \(n \geq 3\). Fix \(\beta \in \left(\frac{2}{n - q}, 1\right)\). We show that for \(x \in \Omega\) sufficiently close to \(\Gamma\),
\[
|u(x)| \geq c(n, q, \beta, \Omega, \Gamma) \text{dist}_{\partial \Omega}^\beta(x, \partial \Omega).
\]

By the convexity of \(u\), we have (see [L1] p. 1531)
\[
|u(x)| \geq \frac{\text{dist}_{\partial \Omega}(x, \partial \Omega)}{\text{diam}(\Omega)} \|u\|_{L^\infty(\Omega)} \quad \text{for } x \in \Omega.
\]

On the other hand, by [L1] Lemma 3.1(iii), we have \(\|u\|_{L^\infty(\Omega)} > c(n, q, \Omega) > 0\). Thus, there is a constant \(c_0(n, q, \Omega) > 0\) such that
\[
|u(x)| \geq c_0 \text{dist}(x, \partial \Omega) \quad \text{for } x \in \Omega.
\]

Define the sequence \(\{\alpha_k\}_{k=0}^\infty\) by
\[
\alpha_0 = 1, \quad \text{and } \alpha_{k+1} = \frac{2 + q \alpha_k}{n} \text{ for } k \geq 0.
\]

Note that
\[
\alpha_{k+1} - \frac{2}{n - q} = \frac{q}{n} (\alpha_k - \frac{2}{n - q}).
\]

Thus, the sequence \(\{\alpha_k\}\) is strictly decreasing from 1 to \(\frac{2}{n - q}\).
To prove (4.6), it suffices to prove by induction that there is a constant $c_k(n, q, k, \Omega, \Gamma) > 0$ such that for $x \in \Omega$ sufficiently close to $\Gamma$, we have

$$\tag{4.8} |u(x)| \geq c_k \text{dist}^{\alpha_k}(x, \partial \Omega).$$

The base case $k = 0$ follows from (4.7). Suppose we have proved (4.8) for $k$. We need to prove it for $(k+1)$. Indeed, for $x \in \Omega$ sufficiently close to $\Gamma$, we have from the induction hypothesis that

$$\tag{4.9} \det D^2 u \geq c_k^q \text{dist}^{q\alpha_k}(x, \partial \Omega).$$

Fix $z \in \Omega$ being close to $\Gamma$. Then, by Lemma 4.3 applied to the case $\gamma = q\alpha_k$ and $m = c_k^q$, there is a constant $c_{k+1} = c_{k+1}(n, k, q, \Omega, \Gamma) > 0$ such that

$$|u(z)| \geq c_{k+1} \text{dist}^{\alpha_{k+1}}(z, \partial \Omega).$$

Therefore, (4.8) is proved for $(k+1)$. \hfill $\square$

5. Global log-Lipschitz estimates and application

In this section, we prove Proposition 1.4 and Theorem 1.6.

**Proof of Proposition 1.4** The proof is is based on a construction of a log-Lipschitz convex subsolution. Denote a point $x \in \mathbb{R}^n$ by $x = (x', x_n)$. Let $z = (z', z_n)$ be an arbitrary point in $\Omega$. By translation and rotation of coordinates, we can assume that: $0 \in \partial \Omega$, $\Omega \subset \mathbb{R}_+^n = \{ x = (x', x_n) \in \mathbb{R}^n : x_n > 0 \}$, the $x_n$-axis points inward $\Omega$, $z$ lies on the $x_n$-axis, and $z_n = \text{dist}(z, \partial \Omega)$. Let $D = \text{diam} (\Omega)$, and

$$v(x) = (M + 2D^2)x_n \log(x_n/D) + x_n(|x'|^2 - D^2).$$

Then, $v \leq 0$ on $\partial \Omega$ and

$$D^2 v = \begin{pmatrix} 2x_n & 0 & \cdots & 0 & 2x_1 \\ 0 & 2x_n & \cdots & 0 & 2x_2 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 2x_n & 2x_{n-1} \\ 2x_1 & 2x_2 & \cdots & 2x_{n-1} & \frac{M + 2D^2}{x_n} \end{pmatrix}.$$  

By induction, we find that

$$\det D^2 v(x) = 2^{n-1}x_n^{n-2}(M + 2D^2 - 2|x'|^2) \geq 2Mx_n^{n-2} \geq 2M \text{dist}^{n-2}(x, \partial \Omega).$$

Moreover, $v$ is convex in $\Omega$. From the assumption on $u$, we have $u \geq v$ on $\partial \Omega$, and

$$\det D^2 v \geq \det D^2 u \quad \text{in } \Omega.$$  

By the comparison principle in Lemma 2.2 we have $u \geq v$ in $\Omega$. Thus

$$|u(z)| \leq |v(z)| = (M + 2D^2)z_n \log(D/z_n) + D^2z_n \leq C(M, D)z_n(1 + |\log z_n|).$$

Since $z_n = \text{dist}(z, \partial \Omega)$, the proposition is proved. \hfill $\square$

**Remark 5.1.**

(i) The global Log-Lipschitz estimate in Proposition 1.4 is sharp in two dimensions. This can be seen from formula (2.3) for the solution $\sigma_T$ to (2.2) in a right triangle in the plane.
Proof of Theorem 1.6. We divide the proof into several steps. Note that for \( \|\tilde{w}\| \) where \( \tilde{w} \) satisfies \( \delta = (\tilde{w} \cdot \cdot \cdot) \), \( \det \) \( D \) \( a \) \( \|\cdot\| \) \( U \), \( w \) \( \|\cdot\| \) \( f \). By this estimate, and \( \det(U) = (\det D^2 \tilde{u})^{-1} \), we have \( \|f^+\|_{L^\infty(\Omega)} = 1 \).

**Step 1.** We first establish the lower bound on the Hessian determinant \( \det D^2 u \)
\( \det D^2 u \geq c_1(n, \text{diam}(\Omega)) \)
via the following upper bound for \( w \):
\( w \leq C_1(n, \text{diam}(\Omega)). \)
Indeed, we will use the Aleksandrov-Bakelman-Pucci estimate (see [GT, Theorem 9.1]) for \( \|\cdot\| \) \( L^\infty \) \( u \) \( \alpha \) \( \|\cdot\| \) \( f \) \( \nabla \).
Thus, we can easily obtain (5.3).

**Step 2.** We show that
\( \det D^2 u(x) \geq \begin{cases} c(n, \text{diam}(\Omega)) \text{dist}^{-\frac{n}{2}}(x, \partial \Omega) & \text{if } n > 2, \\ c(\text{diam}(\Omega)) \text{dist}^{-1}(x, \partial \Omega)(1 + \log \text{dist}(x, \partial \Omega))^{-1} & \text{if } n = 2. \end{cases} \)
Indeed, let \( z = (z', z_n) \) be an arbitrary point in \( \Omega \). By translation and rotation of coordinates, we can assume that: \( 0 \in \partial \Omega, \Omega \subset \mathbb{R}^n_+ = \{x = (x', x_n) \in \mathbb{R}^n : x_n > 0\} \), the \( x_n \)-axis points inward \( \Omega \), \( z \) lies on the \( x_n \)-axis, and \( z_n = \text{dist}(z, \partial \Omega) \). We will compare \( w \) with the functions \( v_\alpha \) defined as follows.
Let \( D := \text{diam}(\Omega) \). Consider for \( \alpha \in [\frac{2}{n}, 1] \)
\( v_\alpha(x) = \begin{cases} x_n^\alpha(|x'|^2 - C_\alpha) & \text{where } C_\alpha = \frac{1 + 2x_n^2}{\alpha(1 - \alpha)} \quad \text{if } \alpha \in [\frac{2}{n}, 1), \\ (1 + 2D^2)x_n \log(x_n/D) + x_n(|x'|^2 - D^2) & \text{if } \alpha = 1. \end{cases} \)
Then, for \( \alpha \in [\frac{2}{n}, 1) \), we find from [L2, Lemma 2.2] that \( v_\alpha \) is convex in \( \Omega \), \( v_\alpha \leq 0 \) on \( \partial \Omega \), and
\( \det D^2 v_\alpha = 2^{n-1} x_n^{n-2} (\alpha(1 - \alpha)C_\alpha - (\alpha^2 + \alpha)|x'|^2) \geq x_n^{n-2} \geq \text{dist}^{n-2}(x, \partial \Omega) \) \( \text{in } \Omega \).
For \( \alpha = 1 \), as in the proof of Proposition 1.4 we find that \( v_1 \) is convex in \( \Omega \), and
\( \det D^2 v_1 \geq x_n^{n-2} \geq \text{dist}^{n-2}(x, \partial \Omega) \) \( \text{in } \Omega \), and \( v_1 \leq 0 \) on \( \partial \Omega \).
Thus, for all \( \alpha \in [\frac{2}{n}, 1] \), we have \( v_\alpha \) is convex in \( \Omega \), and
\( \det D^2 v_\alpha \geq \text{dist}^{n-2}(x, \partial \Omega) \) \( \text{in } \Omega \), and \( v_\alpha \leq 0 \) on \( \partial \Omega \).
To prove (5.4), it suffices to show that
\begin{equation}
(5.7) \quad w \leq -C(n, \text{diam} (\Omega))v_{2/n} \quad \text{in} \ \Omega.
\end{equation}
Indeed, suppose (5.7) holds. If \( n > 2 \), then from (5.7) and (5.5), we have at \( z = (0, z_n) \)
\[ w(z) \leq -C(n, \text{diam} (\Omega))v_{2/n}(z) = C(n, \text{diam} (\Omega))C_{2/n}^{-2/n} = C(n, \text{diam} (\Omega))\text{dist}^{2/n}(z, \partial \Omega). \]
Therefore, (5.10) holds in this case because \( \det D^2 u(z) = [w(z)]^{-1} \). The case \( n = 2 \) is similar.

To prove (5.7), we will use the matrix inequality: for positive \( n \times n \) matrices \( A \) and \( B \),
\begin{equation}
(5.8) \quad \text{trace}(AB) \geq n(\det A)^{1/n}(\det B)^{1/n}.
\end{equation}
Then, using (5.2) and (5.6) together with \( \det(U^{ij}D_{ij}(-\tilde{C}v_{2/n}) \leq -\tilde{C}n(\det D^2 u)^{n-1}(\det D^2 v_{2/n})^{\frac{1}{n}} \)
\[ \leq -\tilde{C}nC_1^{\frac{n-1}{n}} < -1 \leq -f = U^{ij}D_{ij}w, \]
if \( \tilde{C} = \tilde{C}(n, \text{diam} (\Omega)) \) is large.

Since
\[-U^{ij}D_{ij}(w + \tilde{C}v_{2/n}) < 0 \quad \text{in} \ \Omega, \quad \text{and} \quad w + \tilde{C}v_{2/n} \leq 0 \quad \text{on} \ \partial \Omega, \]
the classical comparison principle implies \( w + \tilde{C}v_{2/n} \leq 0 \) in \( \Omega \).

By Step 2, the theorem is proved for \( n = 2 \). Thus, in the rest of the proof, we only consider \( n > 2 \).

**Step 3.** The conclusion of the theorem follows from Step 2 and the following improvement on the blow up rate of the Hessian determinant: If for some \( \beta \in \left[ \frac{1}{n}, \frac{n-1}{n} \right] \), we have
\begin{equation}
(5.9) \quad \det D^2 u(x) \geq C(n, \beta, \text{diam} (\Omega))\text{dist}^{-\beta}(x, \partial \Omega) \quad \text{for all} \ x \in \Omega,
\end{equation}
then
\begin{equation}
(5.10) \quad \det D^2 u(x) \geq \begin{cases}
(c(n, \beta, \text{diam} (\Omega))\text{dist}^{-\beta-\frac{1}{n}}(x, \partial \Omega) & \text{if} \ n \leq \beta < \frac{n-1}{n}, \\
(c(n, \text{diam} (\Omega))\text{dist}^{-1}(x, \partial \Omega)(1 + |\log \text{dist}(x, \partial \Omega)|)^{-1} & \text{if} \ \beta = \frac{n-1}{n}.
\end{cases}
\end{equation}
Assume now (5.9) holds. We prove (5.10). Indeed, let \( z = (z', z_n) \) be an arbitrary point in \( \Omega \). By translation and rotation of coordinates, we can assume that: \( 0 \in \partial \Omega, \ \Omega \subset \mathbb{R}_+^n = \{ x = (x', x_n) \in \mathbb{R}^n : x_n > 0 \} \); the \( x_n \)-axis points inward \( \Omega \), \( z \) lies on the \( x_n \)-axis, and \( z_n = \text{dist}(z, \partial \Omega) \). Let \( v_n \) be as in (5.5). To prove (5.10), as in Step 2, it suffices to show that
\begin{equation}
(5.11) \quad w \leq -C(n, \beta, \text{diam} (\Omega))v_{\beta+1/n} \quad \text{in} \ \Omega.
\end{equation}
Let us prove this inequality. Note that \( \beta + 1/n \geq 2/n \). Using (5.8), (5.9) and (5.6) together with \( \det(U^{ij}) = (\det D^2 u)^{n-1} \), we find that
\[ U^{ij}D_{ij}(-\tilde{C}v_{\beta+1/n}) \leq -\tilde{C}n(\det D^2 u)^{\frac{n-1}{n}}(\det D^2 v_{\beta+1/n})^{\frac{1}{n}} \]
\[ \leq -\tilde{C}C(n, \beta, \text{diam} (\Omega))\text{dist}^{-\beta\frac{n-1}{n}}(x, \partial \Omega)\text{dist}^{\frac{n-\beta-1}{n}}(x, \partial \Omega) \]
\[ = -\tilde{C}C(n, \beta, \text{diam} (\Omega))\text{dist}^{\frac{1}{n}}(x, \partial \Omega) < -1 \leq -f = U^{ij}D_{ij}w, \]
if \( \tilde{C} = \tilde{C}(n, \beta, \text{diam} (\Omega)) \) is large.

Applying the classical comparison principle as in Step 2, we obtain \( w + \tilde{C}v_{\beta+1/n} \leq 0 \) in \( \Omega \). This gives (5.11) and the theorem is proved. \( \square \)
6. FURTHER REMARKS ON SURFACE TENSIONS

In general, the surface tension is a convex function on a convex polygon in the plane; it solves a Monge-Ampère equation with constant right-hand side, except possibly a finite number of singularities, and has piecewise affine boundary value. Understanding surface tensions and variational problems associated with them lead to deeper understanding of limit shapes of random surfaces; see, for example [ADPZ, DS, KO2]. In this section, we show that the gradient of general surface tensions behaves similarly to that of the lozenge tiling model described in Section 2.2. Below, we describe below more precisely the context.

Let \( N \subset \mathbb{R}^2 \) be a compact convex polygon with interior \( N^o \). Let \( L : N \to \mathbb{R} \) be a convex function which is piecewise affine on the boundary \( \partial N \). Let \( \mathcal{P} \) be the set of corners of \( N \), and let \( \mathcal{L} \subset \partial N \setminus \mathcal{P} \) be the finite set of “quasi frozen” points where \( L \) is not differentiable. Let \( \mathcal{G} = \{q_1, \cdots, q_l\} \subset N^o \) be a finite set of points; when \( l = 0 \), we make the convention that \( \mathcal{G} = \emptyset \). The set \( \mathcal{G} \) is called the set of “gas” points. Let \( c_1, \cdots, c_l \) be positive numbers.

We consider the Monge-Ampère equation

\[
\begin{aligned}
\det D^2 \sigma &= 1 + \sum_{k=1}^{l} c_k \delta_{q_k} \quad \text{in } N^o, \\
\sigma &= L \quad \text{on } \partial N.
\end{aligned}
\]

(6.1)

The function \( \sigma \), which solves (6.1) in the sense of Alkesandrov, is called the surface tension. Due to the appearance of the Dirac masses at \( \{q_k\}_{k=1}^{l} \), (6.1) is in fact a singular Monge-Ampère equation when \( l \geq 1 \).

By [H, Theorem 1.1], there is a unique convex solution \( \sigma \in C(N) \) to (6.1). It was proved in a recent paper of Astala, Duse, Prause, and Zhong [ADPZ] that for any closed interval \( J \subset \partial N \) not containing any points of \( \mathcal{P} \cup \mathcal{L} \), we have

\[
\lim_{z \to J, z \in N^o} |D \sigma(z)| \to \infty.
\]

Here, we give the precise blow up rate of \( |D_\nu \sigma| \) near \( J \) where \( \nu \) is the unit vector perpendicular to \( J \) and \( D_\nu \sigma = D \sigma \cdot \nu \). Our result states as follows.

**Proposition 6.1.** Let \( \sigma \in C(N) \) be the convex solution to (6.1). Consider a closed interval \( J \subset \partial N \) not containing any points of \( \mathcal{P} \cup \mathcal{L} \). Let \( \nu \) be the unit vector perpendicular to \( J \). Then, there exists positive constants \( c \) and \( C \), depending only on \( N, J, L, \{c_k\}_{k=1}^{l} \), and \( \mathcal{G} \) such that

\[
|c| \log \text{dist}(z, \partial N) \leq |D_\nu \sigma(z)| \leq C| \log \text{dist}(z, \partial N)|
\]

when \( z \in N^o \) with \( \text{dist}(z, J) \) being sufficiently small.

The proof of Proposition 6.1 is based on an explicit formula (2.3) for the surface tension \( \sigma_T \) in the lozenge tiling model where \( N \) is a triangle \( T \) and there are no gas points, and Proposition 1.4. To handle the gas points \( \{q_k\} \), we compare \( \sigma \) with linear combinations of \( \sigma_T \) and conical convex functions \( C_{q_k, N} \) taking value 0 on \( \partial N \) and -1 at \( q_k \). These conical convex functions are globally Lipschitz so the boundary gradient of \( \sigma \) has the magnitude comparable to that of \( \sigma_T \). For this, we use the following property of Monge-Ampère measures; see [F, Lemma 2.9].
Lemma 6.2. Let $u$ and $v$ be convex functions on a convex domain $\Omega \subset \mathbb{R}^n$. Then, in the sense of Aleksandrov, we have

$$\det D^2(u + v) \geq \det D^2u + \det D^2v.$$ 

Now, we proceed to prove Proposition 6.1.

We denote the points in $\mathcal{P} \cup \mathcal{L}$ as $\{p_1, \ldots, p_k\}$ in the counterclockwise direction. For convenience, denote $p_{k+1} = p_1$. Let $l_j$ denote the line going through $p_j$ and $p_{j+1}$. Let $L|_{[p_j, p_{j+1}]}$ be the restriction of $L$ to the line segment $[p_j, p_{j+1}] := \{tp_j + (1-t)p_{j+1} : 0 \leq t \leq 1\}$. Due to the convexity of the boundary data $L$ and its being affine on each segment $[p_j, p_{j+1}]$, we have the following lemma which says that $L$ is one-sided Lipschitz on the boundary.

Lemma 6.3 (One-sided Lipschitz property of boundary data). Let $L := L|_{[p_j, p_{j+1}]}$. Then, for all $x \in \partial N$, we have

$$L_j(x) \geq -C_0(L, N) \text{dist}(x, l_j).$$

Proof. The line segment $[p_j, p_{j+1}]$ lies on some segment $[X, Y] \subset \partial N$ where $X$ and $Y$ are vertices of $N$. By a coordinate change, we can assume that $N$ lies in the upper-half plane $\{x = (x_1, x_2) \in \mathbb{R}^2 : x_2 \geq 0\}$, and that $[X, Y]$ lies on the $x_1$-axis so $l_j$ is the $x_1$-axis. Note that $L_j = 0$ on $[p_j, p_{j+1}]$. There are three cases.

Case 1: $[p_j, p_{j+1}]$ lies in the interior of $[X, Y]$. By the convexity of $L_j$, and $L_j = 0$ on $[p_j, p_{j+1}]$, we have

$$L_j > 0 \quad \text{in } [X, Y] \setminus [p_j, p_{j+1}].$$

If $x \in \partial N$ lies on a side $S$ with no common point with $XY$ then $x_2 \geq c(N) > 0$ so (6.2) is obvious. It remains to consider the case $S$ has a common point with $XY$, say $Y$. Since $L_j(Y) > 0$, and $L_j$ is continuous on $S$, there is $c_j > 0$ such that if $x \in S$ with $x_2 \leq c_j$, then $L_j(x) \geq 0$. Then (6.2) also holds for $x \in \partial N$ with $x_2 \geq c_j$.

Case 2: $[p_j, p_{j+1}] = [X, Y]$. As in Case 1, it suffices to consider the case $x \in \partial N$ where $S$ is a side of $N$ having a common point with $[X, Y]$. Without loss of generality, we can assume that common point is $Y$ and, by a translation of coordinates, $Y = 0$. Since $L_j(0) = 0$, we have $L_j(x) = a_1x_1 + a_2x_2$ on $S$. Since $S$ is not horizontal, it is a graph of the $x_2$ variable so there is $m \in \mathbb{R}$ such that $x_1 = mx_2$ on $S$. It follows that

$$L_j(x) = (a_1m + a_2)x_2 \geq -Cx_2$$

which proves (6.2).

Case 3: One of $p_i, p_{i+1}$ is an endpoint of $[X, Y]$, say $p_{j+1} = Y$. As in Case 1, it suffices to consider the case $x \in \partial N$ where $S$ is a side of $N$ having a common point with $[X, Y]$. If $X \in S$, then we argue as in Case 1 to obtain (6.2). If $Y \in S$, then we argue as in Case 2 to obtain (6.2).

Proof of Proposition 6.1 Assume that $J \subset (p_j, p_{j+1})$. By subtracting the affine function $L|_{[p_j, p_{j+1}]}$ from $\sigma$, we can assume that $\sigma = 0$ on $J$. This will not change our estimates for $|D\nu \sigma|$ since this affine function has bounded slope which will be absorbed in the log terms. Let $T \subset \mathbb{R}^2$ be the triangle with vertices at $(0, 0), (1, 0)$ and $(0, 1)$.

From the hypothesis on $J$, we know that $\det D^2 \sigma = 1$ and $\sigma$ is smooth in a neighborhood of $J$ in $\mathcal{N}$. Recall that the Monge-Ampère equation is invariant under the affine transformations of coordinates where the determinant of the transformations is 1.
Thus, after a rotation and an affine transformation of coordinates, we can assume that $N$ is in the upper half space $\{x = (x_1, x_2) \in \mathbb{R}^2 : x_2 \geq 0\}$, and $J \subset \partial N$ lies on the $x_1$ axis. From the assumption on $J$, we can find small constants $0 < r < 1$, $0 < \delta < 1/2$, and a positive integer $s$, all depending on $J$, $N$, $\mathcal{P}$, $\mathcal{L}$, $\mathcal{G}$ such that

$$J \subset \bigcup_{k=1}^{s} r([\delta, 1 - \delta] \times \{0\} + w^k), \quad \bigcup_{k=1}^{s} r([0, 1] \times \{0\} + w^k) \subset [p_j, p_{j+1}],$$

for suitable $w^k = (w^k_1, 0) \in \mathbb{R}^2$, where

$$\bigcup_{k=1}^{s} r[T + w^k] \subset N, \quad \text{and} \quad \bigcup_{k=1}^{s} r[T + w^k] \text{ does not intersect } \mathcal{P} \cup \mathcal{L} \cup \mathcal{G}.$$
It follows from the comparison principle in Lemma 2.2 that

\[(6.7)\quad \sigma \geq v + \sum_{k=1}^{l} a_k \hat{C}_{q_k, N}.\]

In particular, we have

\[(6.8)\quad \sigma \geq -C(\mathcal{G}, L, N, \{c_k\}_{k=1}^l).\]

By convexity, we have

\[0 = \sigma(r\gamma, 0) \geq \sigma(r\gamma, z_2) + \sigma_{x_2}(r\gamma, z_2)(0 - z_2).\]

Hence, recalling (6.3) and (6.5), we have

\[-\sigma_{x_2}(r\gamma, z_2) \leq \frac{-\sigma(r\gamma, z_2)}{z_2} \leq \frac{-v(r\gamma, z_2)}{z_2} - \sum_{k=1}^{l} a_k \frac{\hat{C}_{q_k, N}(r\gamma, z_2)}{z_2},\]

\[\leq -(1 + 2d^2) \log(z_2/d) + a^2 + C_0 + \sum_{k=1}^{l} a_k C(q_k, N)\]

\[-C(N, J, L, \{c_k\}_{k=1}^l, \mathcal{G}) \log(z_2),\]

when \(z_2 > 0\) is small. This gives the desired upper bound for \(|\sigma_{x_2}(r\gamma, z_2)|\).

**Step 2: Lower bound on \(|\sigma_{x_2}(r\gamma, z_2)|\).** This is an elaboration of the proof of Lemma 2.1 in [ADPZ] in combination with the global lower bound for \(\sigma\) in (6.7). Let \(h \in C(N)\) be the harmonic function in \(N^0\) with boundary value \(L\) on \(\partial N\). Then, since \(\sigma\) is subharmonic, we have

\[(6.9)\quad \sigma \leq h \quad \text{in} \quad N.\]

Combining (6.8) with (6.9), we obtain

\[(6.10)\quad |\sigma| \leq C(\mathcal{G}, L, N, \{c_k\}_{k=1}^l).\]

Consider the linear map

\[\tilde{L}(x_1, x_2) = \sigma((0, r))x_2/r.\]

Then \(\tilde{L} = \sigma = 0\) on \([0, r] \times \{0\}\) due to \(\sigma = 0\) on \([p_j, p_{j+1}]\), and \(\tilde{L}(0, r) = \sigma(0, r)\). Then, by convexity, we have \(\sigma \leq \tilde{L}\) in \(rT\). Let \(\sigma_T\) be as in (2.3). Then

\[\det D^2(r^2\sigma_T(x/r)) = 1 \quad \text{in} \quad rT.\]

Using the comparison principle in Lemma 2.2, we have

\[(6.11)\quad \sigma \leq r^2\sigma_T(x/r) + \tilde{L} \quad \text{in} \quad rT.\]

Let \(m > 1\) be a large constant to be determined. Consider \(z_2 > 0\) small so that \((r\gamma, (m + 1)z_2) \in rT\). By convexity, we have

\[-\sigma_{x_2}(r\gamma, z_2) \geq \frac{\sigma(r\gamma, z_2) - \sigma(r\gamma, (m + 1)z_2)}{mz_2}\]
Therefore, recalling (6.7) together with (6.3), and using (6.11) for \( \sigma(r\gamma, (m+1)z_2) \), we can estimate
\[
-\sigma_{x_2}(r\gamma, z_2) \geq \frac{(1 + 2d^2) \log(z_2/d) - d^2 - C_0 - \sum_{k=1}^l a_k C(q_k, N)}{m} \\
- \frac{r^2 \sigma_T(\gamma, z_2(m+1)/r)}{m z_2} - \frac{(m+1)\sigma(0, r)}{mr} 
\]
(6.12)

When \( z_2 > 0 \) is small, we have, in view of (2.4)
\[
- \frac{r^2 \sigma_T(\gamma, z_2(m+1)/r)}{m z_2} \geq - \frac{1}{2} \frac{r(m+1)}{m} \sigma_{T,x_2}(\gamma, z_2(m+1)/r) \\
\geq c \frac{r(m+1)}{m} \log |z_2|.
\]
(6.13)
where \( c > 0 \) is a positive constant.

Combining (6.12) with (6.13) and (6.10), we obtain the desired lower bound for \( |\sigma_{x_2}(r\gamma, z_2)| \) when \( m \) is large and \( z_2 \) is small.

The proof of the Proposition is complete. \( \square \)
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