OSCILLATION THEOREMS FOR THE WRONSKIAN OF AN ARBITRARY SEQUENCE OF EIGENFUNCTIONS OF SCHRÖDINGER’S EQUATION
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Abstract. The work of Adler provides necessary and sufficient conditions for the Wronskian of a given sequence of eigenfunctions of Schrödinger’s equation to have constant sign in its domain of definition. We extend this result by giving explicit formulas for the number of real zeros of the Wronskian of an arbitrary sequence of eigenfunctions. Our results apply in particular to Wronskians of classical orthogonal polynomials, thus generalizing classical results by Karlin and Szegő. Our formulas hold under very mild conditions that are believed to hold for generic values of the parameters. In the Hermite case, our results allow to prove some conjectures recently formulated by Felder et al.

1. Introduction and main results

Consider the Schrödinger eigenvalue problem $H[\varphi] = E\varphi$ where the Hamiltonian

$$H[\varphi] = -\varphi'' + V(x)\varphi, \quad x \in (a, b) \tag{1}$$

is assumed to have a pure-point spectrum given by square integrable eigenfunctions $\{\varphi_n\}_{n=0}^{\infty}$ with eigenvalues $E_0 < E_1 < E_2 < \cdots$. We assume that the potential $V(x)$ is regular in $(a, b)$ and that

$$\varphi_n(a) = \varphi_n(b) = 0, \quad n \in \mathbb{N} \tag{2}$$

where the equalities have to be interpreted in the limit sense if the endpoints $a$ or $b$ are infinity.

From standard oscillation theorems, we know that $\varphi_n$ has $n$ simple zeros in $(a, b)$ and that the zeros of two consecutive eigenfunctions interlace. The purpose of this paper is to derive oscillation theorems for the Wronskian determinant $\text{Wr}[\varphi_{k_1}, \ldots, \varphi_{k_\ell}]$ of an arbitrary sequence of eigenfunctions. More precisely, to find out how many real roots it has in $(a, b)$. The main interest in this question stems from the theory of Darboux transformations, which are used in the dressing method to generate new solutions to an integrable system from known ones \cite{1}, or with a similar scope in the factorization method in quantum mechanics, \cite{2}. Crum \cite{3} showed that higher order or iterated Darboux transformations with seed functions $\varphi_{k_1}, \ldots, \varphi_{k_\ell}$ of a given potential $V(x)$ result in a transformed potential $\tilde{V}$ given by

$$\tilde{V} = V - 2D_{xx} \log \text{Wr}[\varphi_{k_1}, \ldots, \varphi_{k_\ell}].$$

The natural question to avoid singularities in the transformed potential is to characterize which sequences of eigenfunctions are such that their Wronskian determinant does not vanish in $(a, b)$. A necessary and sufficient condition on the sequence was given by Adler in \cite{4}:

**Theorem 1.1 (Adler).** The Wronskian determinant of a sequence of eigenfunctions $\varphi_{k_1}, \ldots, \varphi_{k_\ell}$ of \cite{1} has constant sign in $(a, b)$ if and only if the sequence $(k_1, \ldots, k_\ell)$ is built by concatenation of the following subsequences

i) a segment of consecutive integers of arbitrary length starting at 0

ii) any number of segments of consecutive integers of even length.
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An alternative characterization of those sequences (albeit only proving sufficiency) for which the Wronskian has no zeros was given by Krein in [3] as the sequences for which the polynomial
\begin{equation}
    p(x) = (x - k_1)(x - k_2) \cdots (x - k_\ell),
\end{equation}
satisfies \( p(n) \geq 0 \), for all \( n \in \mathbb{N} \).

The results of Krein and Adler have been recently extended to multiple Darboux transformations of mixed type, [6].

Wronskian determinants of orthogonal polynomials have been studied since the early works of Karlin and Szegö [7]. They proved the following theorem concerning the Wronskian of a sequence of consecutive orthogonal polynomials

**Theorem 1.2** (Karlin and Szegö). Let \( \{P_n\}_{n=0}^{\infty} \) be orthogonal polynomials with respect to an arbitrary measure whose distribution function has an infinite number of increasing points. Then the Wronskian determinant
\begin{equation}
    W(n, \ell, x) = \text{Wr}[P_n, P_{n+1}, \ldots, P_{n+\ell-1}]
\end{equation}
has constant sign if \( \ell \) is odd, and \( n \) simple real zeros in the support of the measure if \( \ell \) is even. Moreover, in the last case the real zeros of \( W(n, \ell, x) \) and \( W(n+1, \ell, x) \) strictly interlace.

For certain sequences of classical orthogonal polynomials, their Wronskian determinant defines a family of exceptional orthogonal polynomials [3–12], a complete family of Sturm-Liouville orthogonal polynomials where some degrees are missing. The orthogonality weight for such families is the classical Wronskian, so the question of when such objects have constant sign becomes essential to ensure a well defined orthogonal polynomial system. A renewed interest in this matter comes from the recent discovery of Durán [14,15] that Christoffel transformations of classical discrete measures lead to discrete Krall polynomials which in turn are related by duality to exceptional discrete orthogonal polynomials. The positivity of the perturbed measure, which imposes conditions [3,13] in the Charlier case [14], and similar conditions in the Meixner case [15], translates into a well defined weight for the exceptional polynomials under the usual limit procedure. For exceptional Hermite polynomials the classification is complete [16], and every such polynomial can be expressed as a Wronskian determinant of Hermite polynomials such as those studied in [3,1]. Exceptional orthogonal polynomials have regular zeros (which lie in the support of the measure) and exceptional ones (which lie outside the support of the measure). Some interlacing and asymptotic properties of such zeros are given in [17]. Certain Wronskians of Hermite polynomials allow to build rational solutions to nonlinear differential equations such as PIV and NLS [18,20]. Their complex roots form very regular patterns in the complex plane, [18], which can be interpreted approximately in terms of the Ferrer’s diagram of the partition that defines the sequence. [21]. Zhang and Filipuk have recently studied Wronskian determinants of multiple orthogonal polynomials, [22].

The results of this paper are a natural generalization of Theorem 1.1. Under rather mild non-degeneracy conditions, we derive a formula for the number of real zeros of the Wronskian of an arbitrary sequence of eigenfunctions of (1). In case the potential in (1) is even, the symmetry properties of the Wronskian entail a modification to the previous formula.

Given an indexed family of functions \( \{f_n\}_{n=0}^{\infty} \) consider the Wronskian determinant of an arbitrary sequence \( f_1, \ldots, f_\ell \) given by
\begin{equation}
    f_\lambda := \text{Wr}[f_{k_1}, \ldots, f_{k_\ell}] = \begin{vmatrix}
        f_1 & \cdots & f_\ell \\
        f'_1 & \cdots & f'_\ell \\
        \vdots & \vdots & \vdots \\
        f_{1(\ell-1)} & \cdots & f_{\ell(\ell-1)}
    \end{vmatrix}
\end{equation}
where the multi-index \( (k_1, \ldots, k_\ell) \) is related to the partition \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \) by
\begin{equation}
    k_j = \lambda_j + j - 1, \quad j = 1, \ldots, \ell.
\end{equation}
Throughout the paper we will make use of the following notation:

\[ f_{\lambda,m} = \text{Wr}[f_{k_1}, \ldots, f_{k_1}, f_m] \]
\[ f_{\lambda,m,n} = \text{Wr}[f_{k_1}, \ldots, f_{k_1}, f_m, f_n] \]

**Definition 1.1.** A sequence of functions \( \{f_n\}_{n=0}^{\infty} \) defined in \( (a, b) \) is *non-degenerate* if for every partition \( \lambda \) and for every pair of integers \( m, n \) the following two conditions are met

1. \( f_\lambda \) and \( f_{\lambda,m} \) do not have a common root in \( (a, b) \).
2. \( f_{\lambda,m} \) and \( f_{\lambda,n} \) do not have a common root in \( (a, b) \).

We are now ready to state the main theorem of this paper:

**Theorem 1.3** (Main theorem). Let \( \{\varphi_n\}_{n=0}^{\infty} \) be a non-degenerate sequence of eigenfunctions of a Hamiltonian \( H \) as in (1). Then the Wronskian determinant of an arbitrary sequence of eigenfunctions \( \varphi_\lambda = \text{Wr}[\varphi_{k_1}, \ldots, \varphi_{k_1}] \) has \( n(\varphi_\lambda) \) simple real zeros in \( (a, b) \), where

\[ n(\varphi_\lambda) = \sum_{j=1}^{\ell} (-1)^{\ell-j} \lambda_j \]

**Remark 1.1.** We observe that this result includes Adler’s Theorem 1.1 as a particular case since the sequences described there correspond via (4) to partitions of the form \( (0, \ldots, 0, \lambda_1, \lambda_1, \ldots, \lambda_\ell, \lambda_\ell) \) for which the alternate sum (9) vanishes.

A very frequent situation where the previous theorem does not hold occurs if the potential in (1) is even, since in that case all odd eigenfunctions will vanish at zero and the sequence of eigenfunctions is degenerate. Definition 1.1 needs to be relaxed to include this case in which the high multiplicity root at \( x = 0 \) will need a separate treatment.

**Definition 1.2.** A sequence of functions \( \{f_n\}_{n=0}^{\infty} \) defined in \( (-a, a) \) is *semi-degenerate* if for every partition \( \lambda \) and for every pair of integers \( m, n \) the following two conditions are met

1. If \( f_\lambda(x^*) = f_{\lambda,m}(x^*) = 0 \) then \( x^* = 0 \).
2. If \( f_{\lambda,m}(x^*) = f_{\lambda,n}(x^*) = 0 \) then \( x^* = 0 \).

In other words, except for maybe at the origin, the sequence of eigenfunctions is non-degenerate. In this symmetric case, the Wronskian \( \varphi_\lambda \) has well defined parity

\[ \varphi_\lambda(-x) = (-1)^{|\lambda|} \varphi_\lambda(x) \]

where \( |\lambda| = \sum_{j=1}^{\ell} \lambda_j \). Moreover, to every partition \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \) we can associate an integer \( d_\lambda \) given by

\[ d_\lambda = p - q \]

where \( p \) and \( q \) are the number of odd and even elements respectively in the sequence \( k_1, \ldots, k_\ell \), related to \( \lambda \) by (10).

**Theorem 1.4.** Let \( \{\varphi_n\}_{n=0}^{\infty} \) be the eigenfunctions of Schrödinger’s equation (1) with a symmetric potential \( V(-x) = V(x) \) defined in \( (-a, a) \). If the sequence of eigenfunctions is semi-degenerate then the Wronskian determinant of an arbitrary sequence of eigenfunctions \( \varphi_\lambda \) has

i) a root at \( x = 0 \) of multiplicity \( \frac{d_\lambda(d_\lambda+1)}{2} \)

ii) \( n_+(\varphi_\lambda) \) simple positive real roots, where \( n_+(\varphi_\lambda) \) is given by

\[ n_+(\varphi_\lambda) = \frac{1}{2} \left( \sum_{i=1}^{\ell} (-1)^{\ell-i} \lambda_i - \frac{d_\lambda + (\ell - 2) \lfloor \frac{\ell}{2} \rfloor}{2} \right) \]

iii) the same number of negative real roots due to the symmetry (10),
Note that Theorems 1.3 and 1.4 apply to general eigenfunctions of an arbitrary potential, not necessarily polynomials. However, classical orthogonal polynomials fit naturally into this picture since up to a change of variable and multiplication by a nonzero pre-factor they are essentially the eigenfunctions of a Schrödinger problem for some very specific potentials.

Thus, it will not be difficult to derive the following corollaries concerning the number of zeros of an arbitrary Wronskian of classical orthogonal polynomials.

**Corollary 1.1.** For almost every value of \( \alpha \in (-1, \infty) \) the Wronskian of \( \ell \) Laguerre polynomials \( L_\lambda = \text{Wr} \left[ L^{(\alpha)}_{k_1}, \ldots, L^{(\alpha)}_{k_\ell} \right] \) has \( n(L_\lambda) \) simple zeros in \((0, \infty)\) where

\[
n(L_\lambda) = \sum_{j=1}^\ell (-1)^{\ell-j} \lambda_j.
\]

**Corollary 1.2.** If \( \alpha \neq \beta \), for almost every value of \( \alpha, \beta \) the Wronskian determinant of \( \ell \) Jacobi polynomials \( P_\lambda = \text{Wr} \left[ P^{(\alpha,\beta)}_{k_1}, \ldots, P^{(\alpha,\beta)}_{k_\ell} \right] \) has \( n(P_\lambda) \) simple zeros in \((-1, 1)\) where

\[
n(P_\lambda) = \sum_{j=1}^\ell (-1)^{\ell-j} \lambda_j.
\]

If \( \alpha = \beta \), then for almost every value of \( \alpha \) the Wronskian determinant of \( \ell \) Gegenbauer polynomials \( C_\lambda = \text{Wr} \left[ C^{(\alpha)}_{k_1}, \ldots, C^{(\alpha)}_{k_\ell} \right] \) has

i) a root at \( x = 0 \) of multiplicity \( \frac{d_{\lambda}(d_{\lambda}+1)}{2} \)

ii) \( n_+(C_\lambda) \) simple real roots in \((0, 1)\) where \( n_+(C_\lambda) \) is given by

\[
n_+(C_\lambda) = \frac{1}{2} \left( \sum_{i=1}^\ell (-1)^{\ell-i} \lambda_i - \frac{|d_{\lambda} + (\ell - 2)(\frac{1}{2})|}{2} \right)
\]

iii) the same number of roots in \((-1, 0)\) due to the symmetry \( C_\lambda(-x) = (-1)^{|\lambda|} C_\lambda(x) \)

The previous corollaries are a direct application of Theorems 1.3 and 1.4 after performing a gauge transformation and showing that for generic values of the parameters, these orthogonal polynomials are non-degenerate in the sense of Definition 1.1.

In the case of Hermite polynomials, we believe that Theorem 1.4 holds but we lack a proof in the general case that the sequence \( \{H_n\}_{n=0}^\infty \) is non-degenerate. Even the simpler question of whether two Hermite polynomials can have a common root other than zero seems to be unanswered in the literature. The non-degeneracy of \( \{H_n\}_{n=0}^\infty \) is intimately related to Conjecture 1 formulated by Felder et al. in [21] concerning the simplicity of all the roots (real and complex) of a Wronskian of Hermite polynomials \( H_\lambda \). Assuming non-degeneracy of Hermite polynomials, we can prove Conjecture 2 in [21] which gives the number of real and purely imaginary roots of the Wronskian of a double partition of Hermite polynomials.

It is noteworthy that Karlin and Szegő’s Theorem 1.2 applies only to sequences of consecutive orthogonal polynomials for which we would have \( W(n, \ell, x) = P_\lambda \) for \( \lambda = (n, n, \ldots, n) \). The results for the number of zeros given by Karlin and Szegő’s Theorem can thus be seen as a particular case of the alternate sum [9]. However, the premises for Theorem 1.2 require just an orthogonal polynomial system with respect to an arbitrary measure, so they need not satisfy a Sturm-Liouville system. The validity of formula [9] seems thus to be larger, and it may apply to sequences of arbitrary orthogonal polynomials, not just to the classical or exceptional ones. It was already conjectured by Durán in [14] that Theorem 1.1 applies not just to eigenfunctions but to arbitrary orthogonal polynomials. Our numerical explorations confirm this fact, and in fact allow us to formulate the following more general conjecture.
Conjecture 1.1. Let \( \{P_n\}_{n=0}^{\infty} \) be an orthogonal polynomial system with respect to an arbitrary positive measure \( d\mu = W \, dx \) supported on an interval \( I \) of the real line. If \( \{P_n\}_{n=0}^{\infty} \) is non-degenerate in the sense of Definition 1.3 then the Wronskian determinant of an arbitrary sequence \( P_\lambda \) has

\[
n(P_\lambda) = \sum_{j=1}^{\ell} (-1)^{\ell-j} \lambda_j
\]

simple real zeros in the support of \( \mu \).

2. Zeros of Wronskians of eigenfunctions of Schrödinger’s equation

In this section we will prove Theorems 1.3 and 1.4 for the number of zeros of the Wronskian of an arbitrary sequence of eigenfunctions of Schrödinger’s equation. We will study all the possible degenerate cases appearing in the Wronskian of two and three eigenfunctions, and then we will introduce the non-degeneracy condition and prove the main theorems by induction. The techniques involved in the proof are a refinement of those employed in [4], together with some algebraic identities satisfied by Wronskian determinants. Namely, we will use the following algebraic identity satisfied by the Wronskian determinant:

\[
\text{Wr}[\varphi_{k_1}, \ldots, \varphi_{k_\ell}, \varphi_{k_{\ell+1}}, \varphi_{k_{\ell+2}}] = \frac{\text{Wr}[\varphi_{k_1}, \ldots, \varphi_{k_\ell}, \varphi_{k_{\ell+1}}], \text{Wr}[\varphi_{k_1}, \ldots, \varphi_{k_\ell}, \varphi_{k_{\ell+2}}]}{\text{Wr}[\varphi_{k_1}, \ldots, \varphi_{k_\ell}]} \tag{16}
\]

which can be written in compact terms as

\[
\varphi_{\lambda,j,k} = \frac{\text{Wr}[\varphi_{\lambda,j}, \varphi_{\lambda,k}]}{\varphi_\lambda}. \tag{17}
\]

using the notation introduced in [7]-[8]. First, we need to introduce some preliminary notions.

Definition 2.1. Given a function \( f \) in \((a, b)\) and a point \( x_0 \in (a, b) \), let \( \text{ord}_{x_0}(f) \) denote the order of \( x_0 \) as a pole or root of \( f \), i.e. \( \text{ord}_{x_0}(f) = 1 \) if \( f \) has a simple root at \( x = x_0 \) and \( \text{ord}_{x_0}(f) = 0 \) if \( x_0 \) is neither a root nor a pole of \( f \). We also denote by \( n(f) \) the number of times that \( f \) vanishes in \((a, b)\) (not counting the multiplicities of the roots).

Definition 2.2. Let \( f \) be a \( C^2 \) function defined in a punctured neighbourhood of \( x_0 \in \mathbb{R} \). We will consider the following possible behaviours of \( f \) and its derivatives at \( x_0 \):

Type I: \( f(x_0) \neq 0, \quad f'(x_0) = 0, \quad f''(x_0) = -k f(x_0) \)
Type II: \( f(x_0) \neq 0, \quad f'(x_0) = 0, \quad f''(x_0) = k f(x_0) \)
Type III: \( f(x_0) = 0, \quad f'(x_0) = 0, \quad f''(x_0) = 0 \)
Type IV: \( f \) has a pole at \( x_0 \).

where \( k \) is a positive constant.

The following lemma will be necessary to count the number of zeros:

Lemma 2.1. Consider a function \( f \in C^2([a, b]) \) such that \( f' \) does not vanish in \((a, b)\) and the behaviour of \( f \) at \( a \) and \( b \) is of type I, II or III.

i) If \( f \) is of type I at \( a \) and \( b \), the it has a simple zero in \((a, b)\).

ii) If \( f \) is of type II or III at an endpoint, then it is of type I at the other endpoint and it has constant sign in \((a, b)\).

Proof. Without loss of generality we can assume \( f \) to be increasing, i.e.

\[
f(a) < f(b) \tag{18}
\]

Since \( f'(a) = f'(b) = 0 \) and \( f'(x) > 0 \) for \( x \in (a, b) \), it follows that \( f''(a) \geq 0 \) and \( f''(b) \leq 0 \). Therefore

\[
f''(a) \geq f''(b). \tag{19}
\]
If \( f \) is of type I at both endpoints, then \( f \) and \( f'' \) have opposite signs at these points and we have \( f(a) < 0 \) and \( f(b) > 0 \), so \( f \) must have a simple zero in \((a, b)\). Note that \( f \) must be of type I at least at one of the endpoints, since otherwise both inequalities \((15), (19)\) cannot be simultaneously satisfied. Without loss of generality, if \( f \) is of type II or III at \( a \), then \( f(a) \geq 0 \). At \( b \), \( f \) must be type I, so \( f(b) > 0 \) and \( f \) has constant sign in \((a, b)\).

Adler proved \cite{Adler} that the Wronskian of two eigenfunctions has constant sign if and only if they are consecutive. A very straightforward generalization allows to prove the following proposition.

**Proposition 2.1.** Let \( \varphi_i \) and \( \varphi_j, i < j \), be two eigenfunctions of the Schrödinger problem \cite{Adler}. Then, \( \text{Wr}[\varphi_i, \varphi_j] \) vanishes \( j - i - 1 \) times inside \((a, b)\). If \( x^* \) is one such root, its multiplicity is

\[
\text{ord}_{x^*} (\text{Wr}[\varphi_i, \varphi_j]) = \begin{cases} 
3 & \text{if } \varphi_i(x^*) = \varphi_j(x^*) = 0 \\
1 & \text{otherwise.}
\end{cases}
\]

Moreover, in the latter case neither \( \varphi_i \) nor \( \varphi_j \) vanish at \( x^* \).

**Proof.** Let us denote by

\[
\begin{align*}
\text{w} & = \text{Wr}[\varphi_i, \varphi_j] = \varphi_i \varphi_j' - \varphi_i' \varphi_j, \\
\text{w}' & = \varphi_i \varphi_j'' - \varphi_i'' \varphi_j = \delta \varphi_i \varphi_j, \\
\text{w}'' & = -\delta (\varphi_i' \varphi_j' + \varphi_i \varphi_j'),
\end{align*}
\]

where \( \delta = E_j - E_i > 0 \).

Let \( y_1 < ... < y_i \) and \( x_1 < ... < x_j \) be the zeros of \( \varphi_i \) and \( \varphi_j \) in \((a, b)\). From standard Sturm-Liouville theory we know that these zeros are simple and \( x_1 < y_k < x_j \) \( \forall k = 1, \ldots, i \). From (22) we see that these are the only zeros of \( \text{w}' \) in \((a, b)\), and from (21), (23) it is also clear that

\[
\begin{align*}
\text{w}''(y_k) & = \delta \text{w}(y_k), & k = 1, \ldots, i \\
\text{w}''(x_k) & = -\delta \text{w}(x_k), & k = 1, \ldots, j
\end{align*}
\]

We denote by \( n_{ij} \) the number of common zeros of \( \varphi_i \) and \( \varphi_j \) in \((a, b)\). At each of these points, \( z_k, k = 1, \ldots, n_{ij} \) it is clear that \( \text{w}(z_k) = \text{w}'(z_k) = \text{w}''(z_k) = 0 \), but \( \text{w}'''(z_k) \neq 0 \). Therefore \( z_k \) is a triple root of \( \text{w} \).

From Definition 2.2 we see that:

1. \( \text{w} \) is of type I at the points \( x_k \) which are roots of \( \varphi_j \) only.
2. \( \text{w} \) is of type II at the points \( y_k \) which are roots of \( \varphi_i \) only.
3. \( \text{w} \) is of type III at the common roots \( z_k \) of \( \varphi_i \) and \( \varphi_j \).

Note first that the roots of \( \text{w} \) lie in \([x_1, x_j]\). Since \( \text{w}' \) has a constant sign outside that interval and \( \text{w}(a) = \text{w}(b) = 0 \), then \( \text{w} \) cannot vanish in \((a, x_1) \cup (x_j, b)\). Let us count the number of roots that \( \text{w} \) can have in \([x_1, x_j]\). From Lemma 2.1 and the type I-III behaviour of \( \text{w} \) at the roots of \( \varphi_i \) and \( \varphi_j \), we see that between every two consecutive roots of \( \varphi_j \) there can be at most one root of \( \varphi_i \). Suppose initially that \( n_{ij} = 0 \), i.e. that all roots are distinct. Then there are \( j - 1 \) intervals \((x_k, x_{k+1}), k = 1, \ldots, j - 1\), \( i \) of which contain a root of \( \varphi_i \) and \( j - 1 - i \) that do not. Lemma 2.1 asserts that in each of the latter intervals there is exactly one simple root of \( \text{w} \). If some of the roots of \( \varphi_i \) coincide with the roots of \( \varphi_j \), Lemma 2.1 guarantees that the total number of points where \( \text{w} \) vanishes does not change, but \( \text{w} \) has a triple instead of a simple root at those points.

**Remark 2.1.** Note that in the coalescence process where one root of \( \varphi_i \) approaches another root of \( \varphi_j \), a simple root (which is different from the previous ones) and two complex conjugate roots of \( \text{Wr}[\varphi_i, \varphi_j] \) meet at the coalescence point giving a third order root.

The following Lemma extends Lemma 2.1 to the case when the function is allowed to have a pole at the endpoints of the interval.
Lemma 2.2. Consider a function $f \in C^2((a, b))$ such that $f'$ does not vanish in $(a, b)$. We assume that $f$ is of type IV at one of the endpoints.

i) If $f$ is of type I or IV at the other endpoint, then $f$ has exactly one simple zero in $(a, b)$.

ii) If $f$ is of type II or III at the other endpoint, then $f$ has constant sign in $(a, b)$.

Proof. $f$ is monotonic in $(a, b)$. If it is of type IV at both endpoints, then it must approach $+\infty$ and $-\infty$ at the endpoints, and therefore it has exactly one simple zero in $(a, b)$.

Without loss of generality we assume that $f$ is of type IV at $b$. If $f$ is of type I at $a$, then $f(a)$ and $f'(x), \forall x \in (a, b)$ have opposite sign. By continuity, $f$ has exactly one simple zero in $(a, b)$. If $f$ is of type II at $a$, then $f(a)$ and $f'(x), \forall x \in (a, b)$ have the same sign, so $f$ does not vanish in $(a, b)$. The same is true if $f$ is of type III at $a$: since it is strictly monotonic and it vanishes at $a$, it has constant sign in $(a, b)$. $\square$

In order to extend the previous result to the Wronskian of three eigenfunctions we recall that if $\varphi_i$, $\varphi_j$, are eigenfunctions of Schrödinger's equation (11) with a regular potential $V$, then the following functions

$$\bar{\varphi}_j = \frac{\text{Wr}[\varphi_i, \varphi_j]}{\varphi_i}, \quad j \neq i$$

satisfy Schrödinger's equation:

$$-\bar{\varphi}_j'' + \bar{V}\bar{\varphi}_j = E_j\bar{\varphi}_j$$

for the transformed potential

$$\bar{V} = V - 2D_{xx}(\log \varphi_i).$$

Note that the potential $\bar{V}$ will have double poles at the zeros of $\varphi_i$ and we see thus the necessity of Lemma 2.2 to treat the behaviour of the eigenfunctions at the poles of the potential.

We are now ready to state the result for the Wronskian of three eigenfunctions

Proposition 2.2. Let $\varphi_i$, $\varphi_j$ and $\varphi_k$ with $i < j < k$ be three eigenfunctions of (11). The Wronskian determinant $\text{Wr}[\varphi_i, \varphi_j, \varphi_k]$ vanishes exactly $k - j + i - 1 - n_{ijk}$ times in $(a, b)$, where $n_{ijk}$ is the number of simultaneous roots of $\varphi_i$, $\varphi_j$ and $\varphi_k$ in $(a, b)$. Let $x^*$ be one such root, then its multiplicity is given by

$$\text{ord}_{x^*}(\text{Wr}[\varphi_i, \varphi_j, \varphi_k]) = \begin{cases} 6 & \text{if } \varphi_i(x^*) = \varphi_j(x^*) = \varphi_k(x^*) = 0 \\ 3 & \text{if } \varphi_i(x^*) \neq 0 \text{ and } \varphi_j(x^*) = \varphi_k(x^*) = 0 \\ 1 & \text{otherwise,} \end{cases}$$

where $\bar{\varphi}_j = \varphi_i^{-1}\text{Wr}[\varphi_i, \varphi_j]$ and $\bar{\varphi}_k = \varphi_i^{-1}\text{Wr}[\varphi_i, \varphi_k]$.

Proof. The identity for Wronskian determinants (16) in the case of three functions reads

$$\text{Wr}[\varphi_i, \varphi_j, \varphi_k] = \frac{\text{Wr}[\text{Wr}[\varphi_i, \varphi_j], \varphi_k], \text{Wr}[\varphi_i, \varphi_k]]}{\varphi_i},$$

which can be rewritten as

$$\text{Wr}[\varphi_i, \varphi_j, \varphi_k] = \varphi_i w,$$

where

$$w = \text{Wr}[\bar{\varphi}_j, \bar{\varphi}_k].$$

The derivatives of $w$ obey the relations

$$w' = \bar{\varphi}_j\bar{\varphi}_k'' - \bar{\varphi}_j''\bar{\varphi}_k = -\delta \bar{\varphi}_j\bar{\varphi}_k, \quad w'' = -\delta (\bar{\varphi}_j\bar{\varphi}_k' + \bar{\varphi}_j'\bar{\varphi}_k), \quad \delta = E_k - E_j > 0.$$

We shall first count the number of times that $w$ vanishes in $(a, b)$. To this end, we need to consider the behaviour of $w$ and its derivatives at each of the points where $\varphi_i$, $\bar{\varphi}_j$ and $\bar{\varphi}_k$ vanish. We shall denote
by \( n_{ij} \) the number of common roots of \( \varphi_i \) and \( \varphi_j \) where \( \varphi_k \) does not vanish, and \( n_{ijk} \) the number of points where all three functions vanish. Likewise, \( n_{ik} \) denotes the number of common roots of \( \varphi_j \) and \( \varphi_k \) where \( \varphi_i \) is not zero. Using expressions (31), (33) and Proposition 2.1 it is not hard to derive the results gathered in Table 1.

| \( \varphi_i(x^*) \) | \( \varphi_j(x^*) \) | \( \varphi_k(x^*) \) | ord\(_x\) \( \varphi_j \) | ord\(_x\) \( \varphi_k \) | ord\(_x\) \( w \) | type \( x^* \) \( w \) | \# points |
|----------------------|----------------------|----------------------|-----------------|-----------------|-----------------|----------------|----------------|
| 0                    | \( \neq 0 \)          | \( \neq 0 \)          | -1              | -1              | -1              | IV             | \( i - n_{ij} - n_{ik} - n_{ijk} \) |
| \( \neq 0 \)         | 0                    | \( \neq 0 \)          | 1               | 0               | 0               | II             | \( j - i - 1 - n_{ij} - n_{ijk} - n_{jk} \) |
| \( \neq 0 \)         | \( \neq 0 \)         | 0                    | 1               | 1               | 0               | I              | \( k - i - 1 - n_{ik} - n_{ijk} - n_{jk} \) |
| 0                    | \( \neq 0 \)         | \( \neq 0 \)          | 2               | -1              | 0               | II             | \( n_{ij} \) |
| 0                    | \( \neq 0 \)         | 0                    | 1               | 1               | 2               | III            | \( n_{ik} \) |
| \( \neq 0 \)         | 0                    | 0                    | 2               | 2               | 5               | III            | \( n_{ijk} \) |
| 0                    | 0                    | 0                    | 2               | 2               | 5               | III            | \( n_{ijk} \) |

Table 1. Behaviour of \( w \) at the roots of \( \varphi_i \), \( \varphi_j \) and \( \varphi_k \)

For illustrative purposes, we explain the fourth row in Table 1. If \( \varphi_j(x^*) = 0 \) and \( \varphi_i(x^*) = 0 \), then by (26) \( \varphi_j(x^*) = 0 \). By Proposition 2.1 \( \text{Wr}[\varphi_i, \varphi_j] \) has a triple root at \( x^* \), so \( \text{ord}_x \varphi_j = 2 \). It is also clear that \( \varphi_k \) must have a simple pole at \( x^* \). We can thus write

\[
\varphi_j = A(x)(x - x^*)^2, \quad \varphi_k = \frac{B(x)}{x - x^*}
\]

where \( A(x) \) and \( B(x) \) are regular and do not vanish at \( x^* \). From (31) and (33) we have

\[
w(x^*) = -3A(x^*)B(x^*) \quad w''(x^*) = -\delta A(x^*)B(x^*)
\]

so \( w \) is of type II at \( x^* \). The rest of the entries in the table can be derived in a similar manner.

Suppose initially that \( n_{ij} = n_{ik} = n_{ijk} = 0 \), i.e. that all roots are distinct. Let us first consider the roots of \( \varphi_i \) and \( \varphi_k \). Since by assumption \( \varphi_j \) does not vanish in those points, from Table 1 we see that \( w \) is of type I or IV there. There are exactly \( n(\varphi_i) = i \) roots of the first kind and \( n(\varphi_k) = k - i - 1 \) roots of the second type. Let us denote by \( x_{\text{min}} \) the smallest of such roots and \( x_{\text{max}} \) the largest. Since \( \varphi_j \) and \( \varphi_k \) vanish at the endpoints \( a \) and \( b \), then \( w \) is of type III at those points. By Lemmas 2.1 and 2.2 there can be no roots of \( \varphi_j \) and \( w \) in \((a, x_{\text{min}}) \cup (x_{\text{max}}, b)\). The interval \([x_{\text{min}}, x_{\text{max}}]\) contains all the roots of \( w' \), so we can divide it into \( n(\varphi_k) + n(\varphi_i) - 1 \) intervals, limited by the previous roots, where \( w \) is monotonic.

We now consider the position of the \( n(\varphi_j) = j - i - 1 \) roots of \( \varphi_j \) in \([x_{\text{min}}, x_{\text{max}}]\). By Lemma 2.1 between any two such roots there must be at least one root of \( \varphi_i \) or \( \varphi_k \). Out of the previous \( n(\varphi_k) - n(\varphi_i) - 1 \) intervals, there are \( n(\varphi_j) \) that contain exactly one root of \( \varphi_j \). Lemmas 2.1 and 2.2 ensure that in these intervals there are no roots of \( w \). The remaining \( n(\varphi_k) - n(\varphi_j) - n(\varphi_i) - 1 \) intervals are limited by points where \( w \) is of type I or IV and by (33) \( w' \) does not vanish inside them. By Lemmas 2.1 and 2.2 we conclude that \( w \) has exactly \( n(\varphi_k) - n(\varphi_j) + n(\varphi_i) - 1 = k - j + i - 1 \) simple zeros, one in each of these intervals.

If some of the roots of \( \varphi_j \) coincide with roots of \( \varphi_k \) but not with roots of \( \varphi_i \), Lemma 2.1 guarantees that the total number of points where \( w \) vanishes does not change. If a root of \( \varphi_i \) coincides with a root of \( \varphi_j \) or \( \varphi_k \) (or both), then \( w \) has one root less in \((a, b)\) with respect to the case where all roots are distinct.

We conclude then that the total number of roots that \( w \) has in \((a, b)\) in the case where the roots of \( \varphi_i, \varphi_j \) and \( \varphi_k \) are allowed to coincide is:

\[
n(w) = n(\varphi_k) - n(\varphi_j) + n(\varphi_i) - 1 - n_{ij} - n_{ik} - n_{ijk},
\]
which evaluates to
\begin{equation}
   n(w) = k - j + i - 1 - n_{ij} - n_{ik} - n_{ijk}.
\end{equation}

From (31) we see that these are not the only roots of \( \text{Wr}[\varphi_i, \varphi_j, \varphi_k] \): we need to consider also the roots \( x^* \) of \( \varphi_i \) that are not roots of \( w \), i.e. those for which \( \text{ord}_{x^*} w = 0 \). A look at Table 1 suffices to conclude that the total number of roots of \( \text{Wr}[\varphi_i, \varphi_j, \varphi_k] \) in \( (a, b) \) is \( n(w) + n_{ij} + n_{ik} \) which becomes \( k - j + i - 1 - n_{ijk} \). The multiplicity of the roots of \( \text{Wr}[\varphi_i, \varphi_j, \varphi_k] \) can be easily calculated using Lemmas 2.1 and 2.2 and expressions (31)-(33). This concludes the proof of Proposition 2.2.

In order to prove Theorems 1.3 and 1.4, we first observe that the functions
\begin{equation}
   \bar{\varphi}_j := \frac{\varphi_{\lambda,j}}{\varphi_{\lambda}} = \frac{\text{Wr}[\varphi_{k_1}, \ldots, \varphi_{k_\ell}, \varphi_j]}{\text{Wr}[\varphi_{k_1}, \ldots, \varphi_{k_\ell}]}, \quad j \neq k_1, \ldots, k_\ell
\end{equation}
satisfy the equation:
\begin{equation}
   -\bar{\varphi}_j'' + \bar{V}_{\lambda,j} \bar{\varphi}_j = E_j \bar{\varphi}_j
\end{equation}
for the transformed potential
\begin{equation}
   \bar{V}_{\lambda} = V - 2D_{xx}(\log \varphi_{\lambda}).
\end{equation}
Note that \( \bar{\varphi}_j \) are not true eigenfunctions of a well defined Schrödinger’s problem because the potential \( \bar{V}_{\lambda} \) has poles at the zeros of \( \varphi_{\lambda} \). We can rewrite (17) as
\begin{equation}
   \varphi_{\lambda,j,k} = \varphi_{\lambda}w,
\end{equation}
where
\begin{equation}
   w = \text{Wr}[\bar{\varphi}_j, \bar{\varphi}_k],
\end{equation}
and \( \bar{\varphi}_j \) and \( \bar{\varphi}_k \) are defined by (37). It is straightforward to check that the derivatives of \( w \) obey the relations (33).

**Proof of Theorem 1.3.** Let us prove the statement by induction. For \( \ell = 1 \), \( \varphi_{k_1} \) has \( n(\varphi_{k_1}) = k_1 = \lambda_1 \) simple real roots in \( (a, b) \). For \( \ell = 2 \), from Proposition 2.1
\begin{equation}
   n(\text{Wr}[\varphi_{k_1}, \varphi_{k_2}]) = k_2 - k_1 - 1 = \lambda_2 - \lambda_1.
\end{equation}
In addition, since \( \varphi_{k_1} \) and \( \varphi_{k_2} \) have no common roots, all the roots of \( \text{Wr}[\varphi_{k_1}, \varphi_{k_2}] \) are simple. Formula (32) holds thus for \( \ell = 1, 2 \). Next, we assume that formula (32) holds for \( \varphi_{\lambda} \) and \( \varphi_{\lambda,j} \) and all the roots of \( \text{Wr}[\varphi_{k_1}, \varphi_{k_2}] \) are simple. We will use the same argument as in the proof of Theorem 2.2 where \( \varphi_{\lambda} \) plays the role of \( \varphi_i \) and \( \bar{\varphi}_j \) and \( \bar{\varphi}_k \) have the same role. Since \( \{\varphi_n\}_{n=0}^{\infty} \) are non-degenerate by hypothesis, \( \bar{\varphi}_j \) has zeros at all those points where \( \varphi_{\lambda,j} \) vanishes, i.e. \( n(\bar{\varphi}_j) = n(\varphi_{\lambda,j}) \) and \( n_{ij} = n_{ik} = n_{ijk} = 0 \). Using equation (35) we can write
\begin{equation}
   n(w) = n(\varphi_{\lambda,k}) - n(\varphi_{\lambda,j}) + n(\varphi_{\lambda}) - 1.
\end{equation}
Since \( \lambda_{\ell+1} = j - \ell \) and \( \lambda_{\ell+2} = k - \ell - 1 \) and we assume that (32) holds for \( \varphi_{\lambda} \) and \( \varphi_{\lambda,j} \), the previous expression evaluates to
\begin{equation}
   n(w) = \sum_{i=1}^{\ell+2} (-1)^{\ell+2-i} \lambda_i
\end{equation}
From (32) we finally conclude that \( n(\varphi_{\lambda,j,k}) = n(w) \) since the simple zeros of \( \varphi_{\lambda} \) are simple poles of \( w \) due to the non-degeneracy condition. Non-degeneracy also implies that all the roots of \( \varphi_{\lambda,j,k} \) in \( (a, b) \) are simple, which closes the induction and proves the desired result.
Proof of Theorem 1.4. Let us first prove by induction that
\begin{equation}
\text{ord}_0(\varphi_\lambda) = \frac{d_\lambda(d_\lambda + 1)}{2}.
\end{equation}

Let \( \ell \) be the length of \( \lambda \). For \( \ell = 1 \) it is clear that \( \varphi_{k_1} \) has a simple root at \( x = 0 \) if \( d_\lambda = 1 \) and no root at \( x = 0 \) otherwise (\( d_\lambda = -1 \)), so (44) holds for \( \ell = 1 \). For \( \ell = 2 \), if \( d_\lambda = 2 \) or \( d_\lambda = 0 \) formula (44) holds directly from Proposition 2.1. If \( d_\lambda = -2 \), i.e. \( \varphi_{k_1} \) and \( \varphi_{k_2} \) are odd, then their derivatives have a common root at \( x = 0 \) and \( \text{Wr}[^{\varphi_{k_1}}_{\varphi_{k_2}}] \) has a simple root at \( x = 0 \). Therefore, formula (44) holds also for \( \ell = 2 \). Next, we will prove that if expression (44) holds for \( \varphi_\lambda \) and \( \varphi_{\lambda,j} \), it also holds for \( \varphi_{\lambda,j,k} \) for any \( \lambda, j \) and \( k \). To this end, first note that
\begin{equation}
d_{\lambda,j} = \begin{cases} d_\lambda + 1 & \text{if } j \text{ is odd,} \\ d_\lambda - 1 & \text{if } j \text{ is even.} \end{cases}
\end{equation}

Therefore, since (44) holds for \( \varphi_{\lambda,j} \) we have
\begin{equation}
\text{ord}_0(\varphi_{\lambda,j}) = \begin{cases} \text{ord}_0(\varphi_\lambda) + d_\lambda + 1 & \text{if } j \text{ is odd,} \\ \text{ord}_0(\varphi_\lambda) - d_\lambda & \text{if } j \text{ is even.} \end{cases}
\end{equation}

We will next show that (44) holds for \( \varphi_{\lambda,j,k} \) closing the induction. All the possible cases are summarized in the following table:

| \( j \) | \( k \) | \( d_{\lambda,j,k} \) | \( \text{ord}_0(\varphi_j) \) | \( \text{ord}_0(\varphi_k) \) | \( \text{ord}_0(w) \) | \( \text{ord}_0(\varphi_{\lambda,j,k}) \) |
|---|---|---|---|---|---|---|
| odd | odd | \( d_\lambda + 2 \) | \( d_\lambda + 1 \) | \( d_\lambda + 1 \) | \( 2d_\lambda + 3 \) | \( \text{ord}_0(\varphi_\lambda) + 2d_\lambda + 3 = \frac{(d_{\lambda,j,k} + 2)(d_{\lambda,j,k} + 3)}{2} \)
| odd | even | \( d_\lambda \) | \( d_\lambda + 1 \) | \( -d_\lambda \) | \( 0 \) | \( \text{ord}_0(\varphi_\lambda) = \frac{d_{\lambda,j,k}(d_{\lambda,j,k} + 1)}{2} \)
| even | even | \( d_\lambda - 2 \) | \( -d_\lambda \) | \( -d_\lambda \) | \( -2d_\lambda + 1 \) | \( \text{ord}_0(\varphi_\lambda) - 2d_\lambda + 1 = \frac{(d_{\lambda,j,k} - 2)(d_{\lambda,j,k} - 1)}{2} \)

Note that from (47) and (41), \( \text{ord}_0(\varphi_j) = \text{ord}_0(\varphi_{\lambda,j}) - \text{ord}_0(\varphi_\lambda) \) and \( \text{ord}_0(\varphi_{\lambda,j,k}) = \text{ord}_0(w) + \text{ord}_0(\varphi_\lambda) \), while \( \text{ord}_0(w) \) can be obtained from (33) and (41) and taking into account the fact that \( \varphi_{\lambda,j} \) and \( \varphi_{\lambda,j,k} \) have a well defined parity.

Let us prove by induction that the number of times that \( \varphi_\lambda \) vanishes in the real interval \((-a,a)\) is given by
\begin{equation}
n(\varphi_\lambda) = 2n_+(\varphi_\lambda) + \begin{cases} 0 & \text{if } d_\lambda = -1, d_\lambda = 0 \\ 1 & \text{if } d_\lambda \neq -1, 0 \end{cases}
\end{equation}
where we have used formula (44) and \( n_+(\varphi_\lambda) \) is given by (12). In addition, we will show that all those roots except maybe \( x = 0 \) are simple. For \( \ell = 1 \), \( \varphi_{k_1} \) has \( k_1 = \lambda_1 \) simple real roots. Since \( d_\lambda = 1 \) or \( d_\lambda = -1 \), formula (47) holds for \( \ell = 1 \). For \( \ell = 2 \), it can be proved directly from Proposition 2.1. Next, we assume that formula (47) holds for \( \varphi_\lambda \) and \( \varphi_{\lambda,j} \) and all real roots are simple except maybe \( x = 0 \). Again, we will use the same argument as in the proof of Theorem 2.2 where \( \varphi_\lambda \) plays the role of \( \varphi_j \) and \( \varphi_k \) have the same role. Since at \( x = 0 \) we have the same behaviour as the one of Table 1, we can apply equation (35) where
\begin{align}
n_{ij} &= \begin{cases} 1 & \text{if } \text{ord}_0(\varphi_\lambda) > 0, \text{ord}_0(\varphi_j) > 0, \text{ord}_0(\varphi_k) \leq 0 \\ 0 & \text{otherwise} \end{cases} \\
n_{ik} &= \begin{cases} 1 & \text{if } \text{ord}_0(\varphi_\lambda) > 0, \text{ord}_0(\varphi_k) > 0, \text{ord}_0(\varphi_j) \leq 0 \\ 0 & \text{otherwise} \end{cases}
\end{align}
into account that \( \ell \) holds for (51)

\[
\lambda \text{ where }
\]

Moreover, all the roots different from \( x = 0 \) are simple. In order to take into account the total number of real roots of \( \varphi_{\lambda,j,k} \) we must add to \( n(w) \) one more root at \( x = 0 \) if \( \text{ord}(\varphi_{\lambda,j,k}) > 0 \), which happens when

i) \( \text{ord}(w) = 0 \) and \( d_\lambda \neq -1,0 \): \( j \) and \( k \) have different parity.

ii) \( \text{ord}(\varphi_{\lambda}) > - \text{ord}(w) > 0 \): \( j \) and \( k \) are odd and \( d_\lambda < -3 \) or \( j \) and \( k \) are even and \( d_\lambda > 2 \).

Thereoremore

\[
n(\varphi_{\lambda,j,k}) = n(\varphi_{\lambda}) + n(\hat{\varphi}_k) - n(\hat{\varphi}_j) - 1 + m_{\lambda,j,k}
\]

where

\[
m_{\lambda,j,k} = -n_{ijk} + \begin{cases} 1 & \text{if } j \text{ and } k \text{ are odd and } d_\lambda < -3 \\ 1 & \text{if } j \text{ and } k \text{ are even and } d_\lambda > 2 \\ 0 & \text{otherwise} \end{cases}
\]

Applying this formula for all the possible parities of \( j \) and \( k \) and values of \( d_\lambda \) we obtain that formula (50) holds for \( \ell + 2 \).

For instance, let us see in more detail the case when \( \text{ord}_{x_0}(\varphi_j) = \text{ord}_{x_0}(\varphi_k) = 1 \). We have to take into account that

\[
2n_+(\varphi_{\lambda,k}) - 2n_+(\varphi_{\lambda,j}) + 2n_+(\varphi_{\lambda}) - 1 = \sum_{i=1}^{\ell+2} (-1)^{\ell+2-i} \lambda_i - \left| \frac{d_\lambda + (\ell - 2\left\lfloor \frac{\ell}{2} \right\rfloor)}{2} \right|
\]

where \( \lambda_{\ell+1} = j - \ell \) and \( \lambda_{\ell+2} = k - \ell - 1 \).

| \( d_\lambda \) | \( n(\varphi_{\lambda}) \) | \( n(\hat{\varphi}_j) \) | \( n(\hat{\varphi}_k) \) | \( m_{\lambda,j,k} \) | \( n(\varphi_{\lambda,j,k}) \) |
|---|---|---|---|---|---|
| 0 | 2n_+(\varphi_{\lambda}) | 2n_+(\varphi_{\lambda,j}) + 1 | 2n_+(\varphi_{\lambda,k}) + 1 | 0 | 2n_+(\varphi_{\lambda,j,k}) + 1 |
| > 0 | 2n_+(\varphi_{\lambda}) | 2n_+(\varphi_{\lambda,j}) + 1 | 2n_+(\varphi_{\lambda,k}) + 1 | -1 | 2n_+(\varphi_{\lambda,j,k}) + 1 |
| -1 | 2n_+(\varphi_{\lambda}) | 2n_+(\varphi_{\lambda,j}) | 2n_+(\varphi_{\lambda,k}) | 0 | 2n_+(\varphi_{\lambda,j,k}) + 1 |
| \(-2, -3\) | 2n_+(\varphi_{\lambda}) | 2n_+(\varphi_{\lambda,j}) | 2n_+(\varphi_{\lambda,k}) | 0 | 2n_+(\varphi_{\lambda,j,k}) + 1 |

Table 3.

\[^\square\]

3. Zeros of Wronskians of classical orthogonal polynomials

In this section we apply the Theorems [13] and [14] proved in the previous Section to derive some results on the zeros of the Wronskian of classical orthogonal polynomials in their interval of orthogonality. The first key observation is that classical orthogonal polynomials are essentially (up to a pre-factor and a change of variable) the eigenfunctions of a Schrödinger problem (1). For every family of classical orthogonal polynomials \( \{ P_n \}_n \) we can write

\[
\varphi_n(x) = \mu(x) P_n(z(x))
\]

where \( \varphi_n(x) \) is the set of eigenfunctions of a Schrödinger problem (1) for a given potential \( V(x) \). More specifically, the three families of classical orthogonal polynomials are gathered in Table 4.

It is also clear that \( z'(x) > 0 \) and \( \mu(x) > 0 \) for all \( x \in (a, b) \), so it is not difficult to prove the following Proposition.
Table 4.

| Class    | $V(x)$ | $(a,b)$          | $\mu(x)$          | $P_n(z)$          | $z(x)$         |
|----------|--------|------------------|-------------------|-------------------|----------------|
| Hermite  | $x^2$  | $(-\infty, \infty)$ | $e^{-x^2/2}$     | $H_n(z)$         | $x$            |
| Laguerre | $x^2 + \frac{\alpha^2}{x^2}$ | $(0, \infty)$ | $x^{\alpha+1/2}e^{-x^2/2}$ | $L^{(\alpha)}_n(z)$ | $x^2$          |
| Jacobi   | $\frac{\alpha^2-1/4}{\sin^2(x-\pi/4)} + \frac{\beta^2-1/4}{\cos^2(x-\pi/4)}$ | $(\frac{-\pi}{4}, \frac{\pi}{4})$ | $(\sin(x - \frac{\pi}{4}))^{\alpha+1/2}(\cos(x - \frac{\pi}{4}))^{\beta+1/2}$ | $P^{(\alpha,\beta)}_n(z)$ | $\sin 2x$       |

Proposition 3.1. For any given partition $\lambda = (\lambda_1, \ldots, \lambda_\ell)$, if the functions $\varphi_n(x)$ are related to the polynomials $P_n(z)$ by (54), then we have the following identity among their Wronskian determinants:

\[
\text{Wr}[\varphi_{k_1}(x), \ldots, \varphi_{k_\ell}(x)] = \mu(x)^{\ell} \left( \frac{d}{dx} \right)^{(\ell-1)} \text{Wr}[P_{k_1}(z), \ldots, P_{k_\ell}(z)]
\]

We see in particular that the number and multiplicity of zeros of $\varphi_\lambda(x)$ in $(a,b)$ coincides with the those of $P_\lambda(z)$ in $(z(a), z(b))$.

Proof. Note that we can write the $n^{th}$ derivative of $\varphi_k$ as

\[
\varphi^{(n)}_k = (z')^n \mu P^{(n)}_k + \sum_{j=0}^{n-1} f_{n,j}(\mu, z') P^{(j)}_k
\]

where $f_{n,j}(\mu, z')$ is a polynomial expression in $\mu, z'$ and its derivatives up to order $n$. Inserting this expression on the left hand side of (55) and using the invariance of the determinant under linear combinations of its columns we see that only the first term in (56) matters, which leads to (55).

The above proposition allows for a direct application of the formulas (9) and (12) in Theorems 1.3 and 1.4 to the case of classical orthogonal polynomials. In order to complete the proof of Corollary 1.1 we need to discuss the degeneracy or semi-degeneracy of these families according to Definitions 1.1 and 1.2.

Let us discuss first the non-degeneracy condition on Laguerre polynomials. The $k$ zeros of any given $L^{(\alpha)}_k$ move monotonously as $\alpha$ increases , [23]. It is natural to expect that for some values of $\alpha$, two zeros of $L^{(\alpha)}_k$ and $L^{(\beta)}_k$ coincide. As a matter of fact, the resultant of two such polynomials is a polynomial expression in $\alpha$, so it vanishes only for a finite number of values of $\alpha$. Repeating this argument for every possible pair of Laguerre polynomials, the values of $\alpha$ for which they have a common zero is a numerable set. The same argument can be extended to Wronskian determinants of any sequence of Laguerre polynomials to conclude that the set of $\alpha$ values for which the sequence $\{L^{(\alpha)}_n\}_{n=0}^\infty$ is non-degenerate is a numerable set. This observation, together with (55) implies that Corollary 1.1 follows from Theorem 1.3.

For Jacobi polynomials two cases need to be distinguished. If $\alpha \neq \beta$ then the potential has no symmetry while for ultraspherical polynomials ($\alpha = \beta$) the potential is even. Similar arguments on the degeneracy as those presented above imply that Corollary 1.2 follows from Theorem 1.3 and 1.4.

3.1. Hermite polynomials. In the case of Hermite polynomials, we do not have a proof that $\{H_n\}_{n=0}^\infty$ is nongenerate in the sense of Definition 1.1. This question is connected to a long standing conjecture in the theory of monodromy free potentials, (see Conjecture 1 in [21]):

Conjecture 3.1. For every partition $\lambda$, all the zeros (real and complex) of $H_\lambda$ are simple, except maybe $x = 0$.

Numerical explorations show a very strong support for this conjecture, but at the moment we lack a proof in the general case. We have at least a proof that holds for the case of partitions of length 2:
Proposition 3.2. The (real and complex) roots of \( \text{Wr}[H_m, H_n] \) are all simple, except \( x = 0 \) that has multiplicity 3 if both \( m, n \) are odd.

Before we can attempt the proof of this last Proposition, we need to establish two previous Lemmas.

Lemma 3.1. If two Hermite polynomials satisfy \( H_m(x^*) = H_n(x^*) = 0 \) then \( m, n \) are odd and \( x^* = 0 \).

Proof. This proof uses a result by Schur on the irreducibility of Hermite polynomials, which states that an Hermite polynomial cannot be factored into two polynomials with rational coefficients, [24, 25]. Hermite polynomials have rational coefficients, which means that the greatest common divisor (GCD) of any two Hermite polynomials also has rational coefficients, since it can be computed using Euclides’ algorithm. We argue by contradiction: suppose there exits \( x^* \in \mathbb{R} - \{0\} \) such that \( H_m(x^*) = H_n(x^*) = 0 \). Then we have the following factorization

\[
H_m(x) = A(x)P(x), \quad H_n(x) = A(x)Q(x)
\]

where \( A(x) = \text{GCD}(H_m, H_n) \) is a polynomial of degree at least one and \( A(x) \neq x \). From the argument above, \( A(x) \) should have rational coefficients, which is in contradiction with the irreducible character of Hermite polynomials.

\[\square\]

Lemma 3.2. Two Hermite polynomials \( H_m \) and \( H_n \) do not have a root in common if and only if \( \text{Wr}[H_m, H_n] \) has simple roots. If \( H_m(x^*) = H_n(x^*) = 0 \) then \( x^* \) is a triple root of \( \text{Wr}[H_m, H_n] \).

Proof. Let \( w(x) = \text{Wr}[H_m, H_n] \). We have the following expressions

\[
\begin{align*}
w(x) &= H_mH'_n - H'_mH_n, \\
w'(x) &= H_mH''_n - H''_mH_n
\end{align*}
\]

Suppose that \( x^* \) is a common root of \( H_m \) and \( H_n \). It is obvious that \( H'_m(x^*) \neq 0 \) and \( H'_n(x^*) \neq 0 \). Taking derivatives of \( w(x) = \text{Wr}[H_m, H_n] \) it is not hard to verify that \( w(x^*) = w'(x^*) = w''(x^*) = 0 \) but \( w'''(x^*) \neq 0 \). It remains to be proven that if \( x^* \) is a root of \( w(x) \) of multiplicity two or higher, then \( H_m(x^*) = H_n(x^*) = 0 \). We assume that \( w(x^*) = w'(x^*) = 0 \). Suppose initially that neither \( H_m \) nor \( H_n \) vanish at \( x^* \). From (57) and (58) we have

\[
\begin{align*}
\frac{H'_m}{H_m}\bigg|_{x^*} &= \frac{H'_n}{H_n}\bigg|_{x^*}, \\
\frac{H''_m}{H_m}\bigg|_{x^*} &= \frac{H''_n}{H_n}\bigg|_{x^*}.
\end{align*}
\]

Using the differential equation satisfied by Hermite polynomials:

\[
H''_m - 2xH'_m + 2nH_m = 0
\]

we see that

\[
\frac{H''_m}{H_m}\bigg|_{x^*} - 2xH'_m\bigg|_{x^*} = -2m = \frac{H''_n}{H_n}\bigg|_{x^*} - 2xH'_n\bigg|_{x^*} = -2n.
\]

which leads to a contradiction since we assume that \( m \neq n \). The only possibility is that \( H_m(x^*) = 0 \), which implies from (57) that \( H_n(x^*) = 0 \) too.

\[\square\]

The proof of Proposition 3.2 follows directly from Lemma 3.1 and 3.2.

Although we do not have a proof that the sequence of Hermite polynomials is semi-degenerate, assuming this as a conjecture allows to apply Theorem 1.3 and determine the number of real zeros of the Wronskian of an arbitrary sequence of Hermite polynomials.

In the rest of this section we assume that Theorem 1.3 holds for Hermite polynomials, which allows us to proof the following conjecture formulated by Felder et al. in [21]:

Conjecture 3.2. [Felder-Hemery-Veselov] For doubled partitions \( \lambda = (\mu^2_1, \ldots, \mu^2_n) \), \( H_\lambda \) has no real roots and has as many imaginary roots as there are odd numbers in the partition.
We denote by \( \tilde{\lambda} \) the conjugate partition to \( \lambda \), whose Young diagram is the transpose of the diagram of \( \lambda \). We have the following duality property \( (62) \):

\[
\lambda = (\mu_1^{m_1}, \ldots, \mu_n^{m_n}) = (\mu_1, \ldots, \mu_n)^{m_n}, \quad (m_n \text{ times})
\]

We shall use the following shorthand notation

\[
(62) \quad \lambda = (\mu_1^{m_1}, \ldots, \mu_n^{m_n}) = (\mu_1, \ldots, \mu_n, \ldots, \mu_n).
\]

**Proof of Conjecture 3.2.** It is clear that the Wronskian of a doubled partition of Hermite polynomials has no real zeros. This is a particular case of Theorem 1.4 but in fact it is the case treated by Krein [5] and Adler [4]. In order to compute the number of imaginary zeros, we use the duality property \( (63) \) to compute the number of real zeros of \( H_\lambda \), where \( \lambda \) is given by \( (64) \).

Let us first consider the case where \( \mu_1, \ldots, \mu_n \) are odd positive integers. It follows from \( (64), (6) \) and \( (11) \) that \( d_\lambda = -1 \), and therefore the second term in \( (12) \) is zero and \( H_\lambda \) does not vanish at zero. Applying \( (12) \) to the partition \( (64) \) we see that \( n(H_\tilde{\lambda}) = 2n \), as conjectured by Felder et al. To conclude the proof, we shall see that the number of real zeros does not change when the doubled partition is allowed to contain even integers.

Let \( \nu \) be an even integer and \( \lambda \) a doubled partition. Upon the transformation

\[
\lambda = (\mu_1^2, \ldots, \mu_n^2) \rightarrow \lambda' = (\mu_1^2, \ldots, \mu_i^2, \nu^2, \mu_{i+1}^2, \ldots, \mu_n^2)
\]

the conjugate partitions transform as

\[
\tilde{\lambda} = (2\mu_n-\mu_n-1, \ldots, 2n^2) \rightarrow \tilde{\lambda}' = (2^2\mu_n-\mu_n-1, \ldots, 2(n-i)^2\nu, (2n-i+1)^2\nu^2, \ldots, (2n+2)^2\mu_1)
\]

Since \( d_{\lambda'} = d_\lambda \) the difference between the number of real roots of \( H_\lambda \) and \( H_{\lambda'} \) is

\[
(65) \quad n(H_{\lambda'}) - n(H_\lambda) = \sum_{j=1}^{\mu_1} (-1)^{\mu_1-1}(\tilde{\lambda}'_j - \tilde{\lambda}_j) = 2 \sum_{j=\mu_1}^{\mu_1} (-1)^{\mu_1-j} = 0.
\]

Thus, the number of pure imaginary roots of \( H_\lambda \) for an arbitrary doubled partition is equal to twice the number of odd numbers in the sequence \( \mu_1, \ldots, \mu_n \).

\( \square \)

As mentioned in the Introduction, we have proved that the alternate sum formula \( (9) \) (or its symmetric variant \( (12) \)) counts the number of zeros of Wronskians of classical orthogonal polynomials in their interval of orthogonality. The derivation of this result makes explicit use of the second order differential equation satisfied by these functions, and thus a priori there is no reason why it should also apply to the Wronskian of an arbitrary sequence of orthogonal polynomials. However, numerical evidence seems to suggest that this is indeed the case (see Conjecture 1.1 in Section 1). To prove such a result for orthogonal polynomials with respect to an arbitrary measure would require a different technique, and it would complete the full generalization of Karlin and Szegö result for consecutive sequences. On the other hand, the validity of the alternate sum formula \( (9) \) holds for arbitrary eigenfunctions of Schrödinger’s equation, not just polynomials.
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