Abstract: Nowadays, optimal sensor placement (OSP) for leakage detection in water distribution networks is a lively field of research, and a challenge for water utilities in terms of network control, management, and maintenance. How many sensors to install and where to install them are crucial decisions to make for those utilities to reach a trade-off between efficiency and economy. In this paper, we address the where-to-install-them part of the OSP through the following elements: nodes’ sensitivity to leakage, uncertainty of information, and redundancy through conditional entropy maximisation. We evaluate relationships among candidate sensors in a network to get a picture of the mutual influence among the nodes. This analysis is performed within a multi-criteria decision-making approach: specifically, a herein proposed variant of DEMATEL, which uses fuzzy logic and builds comparison matrices derived from information obtained through leakage simulations of the network. We apply the proposal first to a toy example to show how the approach works, and then to a real-world case study.
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1. Introduction and Literature Review

Optimal sensor placement (OSP) for leakage detection in water distribution networks (WDNs) currently represents an exciting and lively field of research, aimed at optimising processes of network control, management, and maintenance [1].

With the explosion of the sensors market, and the consequent access to pressure sensors, various technical questions appear for water utilities. The most important are how many sensors to install, and, given a number of sensors, where to install them. There is a clear trade-off analysis to be performed that aims to answer the first question. Having more sensors in the network means more data that can be used to get more complete knowledge about the system. However, having more sensors also means more money spent. As a result, economical reasons make the choice of a monitoring strategy a crucial decision. The selection of good monitoring points may bring more and better information about the system, for less money.

Considering the complex task of defining the position and number of sensors in a water network, it is reasonable that there are many works in the literature presenting different approaches for the OSP
problem. In this introduction we just focus on some of those most directly related to the approach we present in this paper.

With the aim of finding leaks in water systems, a methodology for pressure sensor placement based on sensitivity analysis is presented in [2]. The authors generate a sensitivity matrix based on simulations of leaks, from which a signature matrix may be extracted. Genetic algorithms are then used to maximise the isolation of leaks. In [3], a multi-objective technique to find the optimal monitoring points for leak detection, given a number of sensors, is applied. The sensitivity matrix is calculated based on the percentage variation of pressure from the normal scenario to an abnormal one.

Hydraulic simulations are performed based on a body of input information, including pipe roughness, nodal water demand, etc. The accuracy of the hydraulic state derived depends on the quality of the input information. Since many inputs are not directly measured, uncertainty analysis is often needed. For example, the authors of [4] modify the work of [2], by adding nodal demand uncertainty analysis to build the sensitivity matrix.

Additionally, in [5], uncertainties coming from water demand in the network are included. The authors use genetic algorithms to investigate optimal sensor placement based on the sensitivity matrix and residual vectors.

To simulate small leaks in water distribution systems, a demand driven approach (DDA) can be used, modelling the leak as a function of only the pressure. Of course, for large leaks and pipe bursts, a DDA has a set of limitations. If the anomaly leads the system’s pressure under the minimal operational pressure, the total demand cannot be supplied. In [6], an optimal pressure sensor placement methodology based on nodal entropy is presented. The authors simulate anomalies using a pressure driven approach (PDA) and compare the results with DDA simulations. Using the entropy method, the authors rank the nodes with high entropy as the best monitoring points.

The sensitivity matrix is widely used in works of OSP. However, the use of that matrix without considering other parameters can lead to the concentration of sensors in a reduced region of the network, which leads to significant coverage reduction. To cope with it, in [7], it is combined the sensitivity matrix with the maximisation of the entropy related to the sensor network. The entropy’s maximisation guarantees better spread of the sensors, according to the authors. Optimisation approaches are also widely applied to locate optimal monitoring points. In [8], an approach to minimise the distance of localised leaks based on sensors’ data is developed. A pre-defined number of sensors is used as a constraint for the optimisation problem. A genetic algorithm is used to find the optimal number of sensors and their strategic monitoring position. Aiming to maximise the number of failures detected, the authors in [9] present an optimal sensor placement using a minimum test cover (MTC) with approximated solutions. The authors develop a new augmented greedy algorithm for solving the MTC problem.

The main purpose of this paper is to evaluate relationships among pressure sensors in a network to get as complete as possible an understanding of their mutual influence, and thus identify those candidate nodes to host sensors that may have bigger impact on the network information. The ultimate aim is to guarantee better network control by optimising the number of sensors and their location in the network. Identifying those network nodes that capture bigger influence can be strategic, since variations on those nodes may directly reflect variations on other nodes in the system, and this will eventually reduce the investment in sensors.

We claim that a multi-criteria decision-making (MCDM) approach may effectively support the problem being faced. A methodology that appears to be best suited to such an aim is the decision making trial and evaluation laboratory (DEMATEL), first implemented by Fontela and Gabus [10,11].

DEMATEL is helpful when dealing with complex systems, such as water networks, since they are characterised by many aspects/elements directly or indirectly interdependent with each other, and this condition makes hard many decision-making tasks. As asserted, for example, in [12], the use of DEMATEL supports the visualisation of interferences existing among the relevant aspects of a given problem, thereby helping comprehensive understanding of the intensity and direction of direct
and indirect relations for each pair of factors under study. This technique deals with interactions through a step-by-step approach [13]; it has been widely applied in the literature for management problems characterised by the presence of heavy interdependence among elements [14–17]; and many developments of its application have been proposed in a wide number of fields (see [18–20], among others).

To address the stated problem, we herein propose a new approach within the framework of the fuzzy DEMATEL method. The fuzzy DEMATEL represents a development of the traditional crisp DEMATEL, extended by Wu and Lee [21], and makes use of elements of the fuzzy set theory [22] for better managing uncertainty affecting input evaluations.

As stated in [23], criteria should be analysed under uncertain conditions when working in vague contexts. Additionally, after stating that decision-making processes are human activities mainly accomplished in uncertain environments, in [24] it is emphasised as the crisp DEMATEL can reflect information only in a partial way. The authors consider the usefulness of applying fuzzy theory to extend the traditional method, so that judgements of preference can be translated into fuzzy numbers, after having been expressed by decision-makers through the adoption of a specific fuzzy linguistic scale.

From that angle, the author of [25] agrees with the fact that making use of fuzzy numbers minimises subjective bias, and for this reason, the fuzzy DEMATEL has to be preferred to the traditional crisp version when it comes to real-world applications. After presenting a literature review related to the various fields of fuzzy DEMATEL application, the author applies this methodology to determine those critical aspects having a major impact on local sustainable development through adaptive reuse projects. The authors in [26] also highlight difficulties in making decisions in a fuzzy environment, especially when complex selection criteria are involved. The authors propose fuzzy DEMATEL to determine the most influential factors when evaluating/selecting suppliers, finding that the aspect of financial stability has the highest impact on project implementation. Additionally, in [27], use is made of fuzzy DEMATEL to design a formal framework to use as a driver during the process of business strategy formulation. The authors also stress that the integration with other methodologies is useful to overcome subjectivity of evaluations, and to generally optimise final results of analyses. With regard to the field of critical infrastructures, in [28], it is proposed a hybrid MCDM approach based on fuzzy DEMATEL for failure risk assessment to capture the dynamic nature of opinions provided by a team of experts.

To the best of the authors’ knowledge, fuzzy DEMATEL has been scarcely applied in the sector of water network management so far. Water networks are really complex systems made of many interconnected elements, such as tanks, pumps, valves, treatment facilities, and hundreds or even thousands of kilometres of underground pipes [29]. Critical components of networks are characterised by the presence of strong degrees of interdependence, which have a huge impact on the quality of the final service, especially when it comes to minimising operation failures. For this main reason, not only does a fuzzy DEMATEL-based application appear suitable to dealing with the type of stated problem, but it also may represent a powerful approach to fuel the process of OSP.

This paper suggests a novel way to face the OSP problem, based on a new modified version of the traditional fuzzy DEMATEL. Our proposal addresses two main issues: (1) Reducing the huge amount of time often spent during the stage of collection of expert evaluations; and (2) making evaluations as objective as possible, despite that they are represented by fuzzy numbers. To pursue this twofold objective, we herein propose to replace the input matrices of expert linguistic assessments with a single input matrix of linguistic assessments related to a suitable quantitative parameter that expresses the degree of influence between pairs of elements. Even though such a new development is herein applied to the OSP process in a WDN, we claim that it can be extended to other kinds of complex problems.

The paper is structured as follows. After this introduction, including some literature reviewing and stating of the significance of the problem for the water supply field, Section 2, devoted to materials and methods, provides a concise description of the elements involved in the problem under analysis.
and presents the novel approach we propose, aimed at getting the final ranking of nodes showing those most convenient for hosting sensors. Section 3 provides a numerical example in which the proposed approach is applied, for exemplification purposes, to a very small WDN of the benchmark literature, whereas Section 4 shows the results for a larger network, including comparisons with two optimisation-based OSP methods. Lastly, Section 5 gives the conclusions and raises likely future developments of research.

2. Materials and Methods

This section describes the methodologies and the elements involved we propose to apply in water network monitoring. The section is divided into three sub-sections: sensitivity matrix for leak detection, redundancy analysis for optimal sensor placement, and DEMATEL-based approach to establish interdependence among sensors without the need for reliance on expert judgements. In this last regard, we propose a simple but effective modification within the framework of the traditional fuzzy DEMATEL procedure, specifically related to the step of input data collection, with the purpose of achieving much more objective results by reducing the uncertainty derived from the collection of human judgements.

2.1. Sensitivity Matrix for Leak Detection

Installing sensors in the network to find anomalies requires the identification of strategical points, which should be as sensitive as possible to anomalies. Considering normal operation, the pressure at a node \( i \) at a time step \( t \) is denoted \( P^N_j \). If an anomaly (e.g., a leak) is simulated as an increase of the demand at a given node \( i \), the sensitivity at node \( j \) related to that anomaly at node \( i \) can be written as

\[
    s_{ij} = \frac{P^N_j - P^i_j}{q_i},
\]

where \( P^i_j \) is the pressure at node \( j \) at time step \( t \), under the anomaly occurring at node \( i \); \( q_i \) is the leakage flow at node \( i \).

The sensitivity matrix is calculated by simulating leaks at all nodes in the network. Row \( i \) of this matrix expresses the sensitivity of column nodes \( j \) to leaks \( q_i \) at node \( i \).

Several works have been proposed in the literature to model leakage in water networks [30,31]. In general, leakage can be modelled as a nonlinear function of pressure. The software Epanet2.0 [32], used in this research, models a leak through an emitter, and the flow is written as:

\[
    q_i = \beta \cdot P^\alpha_i,
\]

where \( \beta \) is the emitter coefficient, and \( \alpha \) is the emitter exponent. The values of \( \alpha \) and \( \beta \) depend on the leakage geometry, external environment, and other parameters. In this work, based on the the well-known orifice equation, the value of \( \alpha \) is defined as 0.5. The emitter coefficient is discussed in the case study section.

Given a comprehensive representation of the network, especially focusing on its nodes, we assume that each node can potentially host a sensor, and proceed by quantitatively calculating the degree of interdependence between sensors in pairs. This approach aims to identify those nodes exhibiting great interdependence with the others, and thus, of most strategic value. Placing sensors in those nodes rather than in others would actually increase the control capability of the entire network.

Within this perspective, we propose a MCDM approach based on a modified fuzzy DEMATEL technique, presented later on.
2.2. Redundancy Analysis for Optimal Sensor Placement

For optimal sensor placement, not only the most sensitive nodes should be monitored, as it is also important to maximise the coverage of the sensor network. In general, the more spread-out the sensors are, the higher the coverage. In this sense, a joint analysis of sensitivity and entropy can help improve the final sensor network.

From a physical approach, entropy is a property that measures the order/disorder level in a system. Mathematically, the entropy \( H(X) \) can be calculated as the product of the mass probability function \( p(x) \) of a variable \( X \) times the logarithm of its inverse:

\[
H(X) = \sum_{x \in X} p(x) \cdot \ln \frac{1}{p(x)}. \tag{3}
\]

Considering the sensitivity matrix \( S \) composed by the elements \( s_{ij} \) \(^{(1)}\), and following the proposal of \([7]\), the function \( p(x) \) is written as:

\[
p(x) = \frac{a_i}{\sum_{i=1}^{n} a_i}, \tag{4}
\]

where

\[
a_i = \max s_{i*}, \tag{5}
\]

and \( s_{i*} \) is the \( i \)th row of matrix \( S \).

In this sense, the entropy is calculated based on maximal sensitivity for a given leakage level.

Anomalies occurring in the network can be observed by one sensor and not by others. This is an important point for optimal sensor placement to optimise the coverage of the sensor network. The conditional entropy \( H(Y|X) \) has been used to measure the redundancy of data and was applied to sensor placement as presented by \([33]\). The conditional entropy represents the remaining entropy of a variable \( Y \) given the entropy of another variable \( X \).

For sensor placement, in \([33]\), it is shown that the increase of the total entropy leads to a wider coverage of the network. The increase of the total entropy can be reached by maximising the conditional entropy, expressed as:

\[
H(Y|X) = \sum_{x \in X, y \in Y} p(x,y) \cdot \ln \frac{p(x)}{p(x,y)}, \tag{6}
\]

\[
H(Y|X) = -\sum_{x \in X, y \in Y} p(x,y) \cdot \ln p(x,y) + \sum_{x \in X, y \in Y} p(x,y) \cdot \ln p(x), \tag{7}
\]

\[
H(Y|X) = H(X,Y) + \sum_{x \in X} p(x) \cdot \ln p(x) = H(X,Y) - H(X). \tag{8}
\]

A new matrix can be written, where the maximal sensitivity is used to calculate the probability function \( p(x) \) (Equation (4)) and then the conditional entropy (Equation (8)). The new matrix of conditional entropy is used to measure the influence of setting a new sensor in the network. Or, in other words, the influence of a monitoring node on the others.

2.3. DEMATEL-Based Approach to Establish Interdependencies Among Sensors

In \([34]\), the DEMATEL procedure is defined as an ad hoc approach transforming relations existing among causes and effects of elements into an intelligible system model. Of course, as in the solution of most problems, it is necessary to accomplish a previously detailed study of the problem under analysis, to clearly define the general objective and the main elements to be taken into account. This accomplished, the traditional (crisp) DEMATEL method follows a procedure consisting on a number of steps. These steps are conceptually recalled here (readers can study them further, for example, in \([12]\), among many other sources).
• Collecting in non-negative matrices the judgements provided by the experts about the influence of one element over another; one matrix per expert.
• Aggregating those matrices into a single one, called direct relation matrix (DRM).
• Calculating the total relation matrix (TRM) by normalising first and then suitably manipulating the DRM so as to aggregate indirect influences.
• Drawing an influential relation chart to visually identify causal relationships among the considered elements.
• Deriving the final ranking of elements according to their prominence, which gives the global impact each element has over the others.

In the next subsections we shortly describe first the fuzzy DEMATEL procedure, and then introduce the modification we propose within the structure of the method, and justify the associated advantages.

2.3.1. Fuzzy DEMATEL

As already underlined, the fuzzy version of DEMATEL is more suitable than the crisp version to reduce uncertainty, and get more reliable results. We describe now the steps to implement the method as it exists in the literature. After having highlighted the general objective of the decision-making problem and the elements to be evaluated, and properly chosen the group of experts, the procedure is the following.

1. Defining the fuzzy linguistic scale that will be used to assess the elements belonging to the system. Judgments must be collected by pairwise comparing all the elements to express the influence of one element, \( i \), over another, \( j \), and vice versa. To such an aim, in [21], it is defined the linguistic variable “influence” through five linguistic terms of evaluation, each one associated to a positive triangular fuzzy number (TFN) \((a_{ij}, b_{ij}, c_{ij})\). TFNs expressing those evaluations are given in Table 1.

| Linguistic Evaluation | Corresponding TFN          |
|-----------------------|---------------------------|
| No Influence (NI)     | \((0, 0, 0.25)\)          |
| Low Influence (LI)    | \((0, 0.25, 0.5)\)        |
| Medium Influence (MI) | \((0.25, 0.5, 0.75)\)     |
| High Influence (HI)   | \((0.5, 0.75, 1)\)        |
| Extreme Influence (EI)| \((0.75, 1, 1)\)          |

2. Aggregating judgements attributed by decision makers, and defuzzifying the collected assessments to get the crisp DRM. Among the wide range of defuzzification methods in the literature, in [21] it is suggested making use of the converting fuzzy data into crisp scores (CFSC) algorithm, introduced by [35]. This is a five-step procedure for deriving a single and aggregated crisp DRM, \( D = (d_{ij}) \) (a squared \( n \times n \) matrix), from the \( k \) matrices of input (\( k \) being the number of involved experts), each one containing the TFNs expressing the linguistic assessments provided by the experts.

3. Normalising the obtained DRM and calculating the TRM. The normalised DRM, \( Z = (z_{ij}) \), can be obtained by means of Equations (9) and (10):

\[
Z = s \times D,
\]

\[
(9)
\]
\[ s \text{ being a positive number slightly smaller than } \min \left( \frac{1}{\max_{1 \leq i \leq n} \sum_{j=1}^{n} d_{ij}}, \frac{1}{\max_{1 \leq j \leq n} \sum_{i=1}^{n} d_{ij}} \right). \]  

(10)

After deriving matrix \( Z \), it is possible to proceed to the calculation of the TRM, \( T = (t_{ij}) \), as follows:

\[ T = Z(I - Z)^{-1}, \]  

(11)

\( I \) being the identity matrix. This matrix represents the build-up of mutual direct and indirect effects among elements, since \( T \), being the sum of all the powers of \( Z \), reflects both direct and indirect effects among elements (note that the series of powers of \( Z \) is convergent (see, for example, [36]), since, because of Equation (10), the spectral radius of \( Z \) is smaller than 1).

4. Building the relational chart on the plane “prominence” (horizontal axis) versus “relation” (vertical axis). Values of prominence \((A + B)\) and relation \((A - B)\) can be derived from matrix \( T \), by calculating the sums of the rows, \( A \), and the sums of the columns, \( B \):

\[ A = \sum_{j=1}^{n} t_{ij}, \]  

(12)

\[ B = \sum_{i=1}^{n} t_{ij}. \]  

(13)

The resulting mapping represents the core of the methodology, since just by observing the positions of the elements in the four quadrants of the plane, it is possible to establish which elements have: (i) high prominence and high relation; (ii) low prominence and low relation; (iii) high prominence and low relation; and (iv) low prominence and high relation. This distinction is very useful to understand how interdependence among the elements is organised, and thus to establish future lines of intervention. Moreover, relations among elements are visually represented by means of arrows: two elements are linked by an arrow if the corresponding value of the TRM overcomes a given threshold, herein calculated by averaging all the values of the TRM [37].

5. Ordering in a decreasing way the elements of the decision-making problem, according to their corresponding values of prominence, to obtain a structured ranking. The “prominence” of an element indicates how much it influences the others, thereby providing a global measurement of its importance. Values of “relation” are instead useful to cluster factors into groups of causes or effects. If the “relation” value corresponding to an element is positive, that means that it has to be considered as a cause, while as an effect otherwise.

2.3.2. Modified Fuzzy DEMATEL: Improvements and Advantages

After the above preliminaries, this subsection presents the novel modified fuzzy DEMATEL, which will be applied to solve a simple case by example, and then to address a real-world case study.

As already stressed throughout the paper, we apply the method to the specific OSP problem. However, the application can be extended to use cases of other nature.

The modification proposed regards the first two steps of the procedure sketched in the previous section, while keeping invariant the remaining last three steps, which are actually shared also by the crisp version of the method. Specifically, we propose to bond the linguistic variable “influence” with a measurable parameter, quantitatively expressing the degree of interconnection among the network elements. In other terms, once defining and numerically calculating this parameter for each pair of elements, we propose to fix five numerical intervals, corresponding to the linguistic assessments and related TFNs of Table 1.
The flowchart of Figure 1 provides a detailed description of the steps of the new procedure. We summarise next the main advantages derived from our modified fuzzy DEMATEL.

First of all, the first step of the traditional procedure requires one to undertake a long process of feedback exchange with as many experts as possible, in order to accomplish a reliable acquisition of data. Each expert is asked to fill in a non-negative input matrix, providing subjective evaluations about the degree of influence between pairs of elements. It is evident as this stage may be highly time-consuming and scarcely precise. Moreover, experts can pairwise compare just a limited number of elements because they may doubt some evaluations. Obviously, it is nonsense to ask someone to pairwise compare hundreds of elements. This is the case with many real, complex problems involving a plethora of factors, which cannot be reduced if effective decisions have to be made. The traditional DEMATEL-based approach cannot be applied in such cases. Instead, our modified fuzzy DEMATEL may take into account very large sets of elements, since linguistic assessments are directly correlated to the numerical values taken by the chosen parameter of interest, according to which the input matrix can be easily compiled.

![Flowchart of the modified fuzzy DEMATEL procedure.](image)

Moreover, our solution permits one to better manage vagueness, since the collected data refer to a measurable parameter, not to personal opinions of experts, and the consequent use of fuzzy numbers further reduces uncertainty due to measurement errors.
Lastly, our proposal gives back directly a single fuzzy DRM, which will require just a simple operation of defuzzification, without aggregating data coming from many matrices of input issued by many experts.

Once this single matrix is defuzzified and normalised, the application continues through the same steps of the traditional method (from the TRM till the final ranking of elements and their graphical representation).

3. Numerical Example

In this section we apply the proposed procedure, as an example, to a very small WDN. Using this small network means indeed to deal with a small number of elements to be evaluated, and then with a small number of matrices. This enables us to show the calculations of our procedure step-by-step.

The small network used as the numerical example is known as a two-loop network [38] (Figure 2). This network has six junctions, eight pipes, and one reservoir. Classically, the network is used as a benchmark for optimal design in water distribution systems. For this example, the optimally designed network is used, and a demand curve with residential features has been added. This allows the simulation of the network for 24-h. Leaks are created using emitters node by node. An emitter coefficient equal to 1 has been used, in accordance with [39], which investigated the effects of the emitter coefficient on different geometries and hydraulic head loads to simulate leaks. Observe that the authors established an interval to simulate single leaks varying from 0.5 to 8.

![Figure 2. Topology and nodal demand for the 2-loop network.](image)

Considering the size of the network, certainly only one sensor should be installed. Given the simplicity of the problem we only maximise the sensitivity, thereby using just the sensitivity matrix as the input for the fuzzy DEMATEL.

Table 2 details the linguistic evaluations of influence (associated to the TFNs of Table 1) referring to the two-loop network nodes, each one possibly hosting a sensor. Each element has been codified as \( N_i \) \( (i = 1, \ldots, 6) \). Tables 3 and 4 respectively present the defuzzified DRM and the corresponding
TRM, this last one also presenting the final ranking of elements. For ease of replication, we specify that the graded mean integration approach has been applied to get the crisp values $d_{ij}$ of the DRM matrix:

$$d_{ij} = \frac{a_{ij} + 4b_{ij} + c_{ij}}{6}. \quad (14)$$

The obtained results shown as the nodes occupying the first positions of the ranking ($N_6$, $N_5$, $N_4$) are more suitable to host sensors because they have higher associated sensitivity. By assuming this condition, the monitoring capability can be enhanced in the considered network. From the hydraulic point of view, these nodes can be identified as those presenting lower pressure during the hydraulic simulations.

Figure 3 shows the final chart graphically showing interdependencies. As it is possible to note, the first three nodes of the ranking are in the first quadrant, being characterised by both high prominence and relation.

### Table 2. Linguistic evaluations of input.

| Elements | $N_1$ | $N_2$ | $N_3$ | $N_4$ | $N_5$ | $N_6$ |
|----------|-------|-------|-------|-------|-------|-------|
| $N_1$    | NI    | NI    | NI    | NI    | NI    | NI    |
| $N_2$    | NI    | NI    | NI    | NI    | NI    | NI    |
| $N_3$    | NI    | NI    | LI    | LI    | LI    | LI    |
| $N_4$    | NI    | NI    | LI    | MI    | MI    | MI    |
| $N_5$    | NI    | NI    | MI    | MI    | NI    | HI    |
| $N_6$    | NI    | LI    | MI    | MI    | HI    | NI    |

### Table 3. Defuzzified direct relation matrix (DRM).

| Elements | $N_1$ | $N_2$ | $N_3$ | $N_4$ | $N_5$ | $N_6$ |
|----------|-------|-------|-------|-------|-------|-------|
| $N_1$    | 0.042 | 0.042 | 0.042 | 0.042 | 0.042 | 0.042 |
| $N_2$    | 0.042 | 0.042 | 0.042 | 0.042 | 0.042 | 0.042 |
| $N_3$    | 0.042 | 0.042 | 0.042 | 0.250 | 0.250 | 0.250 |
| $N_4$    | 0.042 | 0.042 | 0.250 | 0.500 | 0.500 | 0.500 |
| $N_5$    | 0.042 | 0.042 | 0.500 | 0.500 | 0.042 | 0.075 |
| $N_6$    | 0.042 | 0.250 | 0.500 | 0.500 | 0.750 | 0.042 |

### Table 4. Total relation matrix (TRM) and final ranking.

| Elements | $N_1$ | $N_2$ | $N_3$ | $N_4$ | $N_5$ | $N_6$ | $A + B$ | $A - B$ | Ranking |
|----------|-------|-------|-------|-------|-------|-------|---------|---------|---------|
| $N_1$    | 0.027 | 0.034 | 0.065 | 0.065 | 0.072 | 0.072 | 0.667   | 0.000   | $N_6$   |
| $N_2$    | 0.027 | 0.034 | 0.065 | 0.065 | 0.072 | 0.072 | 1.026   | 0.359   | $N_5$   |
| $N_3$    | 0.050 | 0.088 | 0.250 | 0.341 | 0.379 | 0.379 | 3.723   | 0.751   | $N_4$   |
| $N_4$    | 0.068 | 0.132 | 0.490 | 0.400 | 0.643 | 0.643 | 4.612   | 0.139   | $N_3$   |
| $N_5$    | 0.081 | 0.164 | 0.681 | 0.681 | 0.583 | 0.837 | 5.616   | 0.436   | $N_2$   |
| $N_6$    | 0.083 | 0.241 | 0.686 | 0.686 | 0.842 | 0.588 | 5.715   | 0.535   | $N_1$   |
4. Case Study

In this section, we apply the proposed approach to a moderate-size real-world water network, to check its effectiveness and applicability.

The proposed methodology is applied to the JYN network [40]. The network is composed by 300 nodes and two reservoirs. The mean inlet flow is around 2800 L/s. Figure 4 presents the topology of the network and the mean pressure at the nodes.

During the day, the nodal demand varies. This fact makes the calculation of the sensitivity matrix hard. This complexity does not come from the computational effort, but because of the choice of the time step used. To avoid this decision, an extended period simulation is conducted, and the sensitivity time series is represented as a fuzzy number in the format \( (\mu - \sigma, \mu, \mu + \sigma) \), where \( \mu \) is the mean value of \( s_{i,j} \) and \( \sigma \) is the standard deviation. For leakage simulations, an emitter coefficient equal to 1 is adopted as discussed on the numerical example.

For a better understanding of the conditional entropy effect, the sensitivity and the conditional entropy matrices are presented in Figure 5a,b. The sensitivity parameter concentrates the nodes with highest scores around the node 300 (north-west side of the network), while the conditional entropy
allows concentrations to be more scattered, giving higher scores to other nodes. A comparison between both can be drawn from this joint Figure 5.

Using solely the sensitivity matrix for sensor placement can lead to a concentration of nodes in zones of greater sensitivity. Despite the network sensitivity being maximised in this situation, there is no guarantee of good coverage. In contrast, the conditional entropy matrix, where the probabilities are calculated using the sensitivity matrix, as explained in Section 2.2, distributes the information along other sensitive zones, thereby guaranteeing improved scattering of sensors.

This can be achieved with the use of the fuzzy DEMATEL algorithm applied to the conditional entropy matrix. Using this algorithm enables us to obtain the rankings of nodes and identify those with lower influence on the others. This ranking is used to select a set of nodes to be monitored. The main interest of the methodology comes from combining the selection of high sensitivity nodes, based on the sensitivity matrix, with the lowest influencing nodes; namely, those minimising redundancy.

Figure 5. Comparison between sensitivity and conditional entropy for JYN’s network. (a) Sensitivity index for JYN’s network; (b) conditional entropy for JYN’s network.

Considering the solution ranking obtained from fuzzy DEMATEL, Figure 6 presents, for the sake of simplicity, a scenario for just four sensors and their location in the water network.

An interesting property related to the hydraulic conditions of the network is that all the sensors are installed in low pressure zones. Usually, low pressure zones are more sensitive to changes in the network, so they have greater sensitivity than other zones. To check the improvement obtained from the use of the conditional entropy with respect to the performance using just the sensitivity matrix, Figure 7 presents the application of the fuzzy DEMATEL method using just the fuzzy sensitivity matrix, for the same scenario with four sensors. The concentration of sensors in the lowest pressure
zone of this network can be observed. This zone is also the one identified as the most sensitive by Equation (1). The use of the conditional entropy provides a more widespread distribution of sensors (see Figure 6). Of course, the low pressure zone (excessively) identified by just the sensitivity matrix is not missed when the conditional entropy is used. In addition, this methodology avoids the redundancy of information derived from the concentration of sensors in that low pressure zone, as illustrated in Figure 7, with a more widespread distribution of the four sensors.

Figure 6. Layout of a sensor network with four sensors using the conditional entropy as input for fuzzy DEMATEL.

Figure 7. Layout of a sensor network with four sensors using only the sensitivity as input for Fuzzy DEMATEL.
To further evaluate the difference between both solutions, the global sensitivity, which means the sum of the greatest sensitivity of each sensor, and the total entropy of the system, are calculated. Global values for these two metrics are calculated using only the columns of the sensitivity matrix corresponding to the sensors’ positions. Using the conditional entropy as input for the fuzzy DEMATEL method, the global sensitivity equals 4.1985, while using as input the sensitivity matrix, the global sensitivity equals 5.4381. In terms of the total entropy, the conditional entropy leads to a value of 5.2990, while just the sensitivity matrix results in 4.7560. In both cases, the conditional entropy-based approach outperforms the results of the sensitivity matrix alone.

To compare the proposed methodology with two classical optimisation approaches, agent swarm optimisation [41] is applied as an optimisation engine.

Among the various published papers presenting optimisation-based approaches for sensor placement, we consider here [7], which applies a bi-objective optimisation, maximising the sensitivity of the sensors’ network and the entropy of the system. In [7], the sensitivity is defined as in Equation (1), and the entropy as in Equation (3). Given a solution for the sensor placement problem, $X = (x_1, ..., x_k)$, it is possible to take the corresponding $k$-columns of the sensitivity matrix $S$. Using this new sensitivity submatrix $S_k$, it is possible to identify, for each simulated leak, the most sensitive sensor, as in Equation (5). Then the sensors’ network sensitivity and entropy objective functions are calculated as:

$$F_1 = \sum_{x \in X} a(x). \quad (15)$$

$$F_2 = \sum_{x \in X} p(x) \cdot \ln \frac{1}{p(x)}. \quad (16)$$

Finally, to apply single objective optimisation, the authors of [7] combine normalised values of $F_1$ and $F_2$.

IngeniousWare®, in a modification of the methodology in [7], created a plugin for WaterIng® software for optimising pressure sensor placement in water systems. In this case, the entropy based function is modified to guarantee a better spread of sensors in real networks (unpublished results).

The methodology of [7] and the commercial software WaterIng® are used, fixing a number of four sensors, as in the case study solved with the fuzzy DEMATEL approach. With the methodology of [7], the total sensitivity of the sensors’ network results in 4.2261 and the total entropy in 5.5912, which are similar results to those obtained with the fuzzy DEMATEL approach. This is because, in general, the sensors are placed in the same region in both cases. WaterIng® produces a sensitivity value of 5.4920 and a total entropy of 5.3195. This approach produces better values for both sensitivity and entropy. Comparing the four approaches, the modified entropy approach proposed by IngeniousWare® manages to get the best values for both objective functions. Nevertheless, the fuzzy DEMATEL approach of this paper gives results which are comparable with [7], but without the need of running any optimisation process. Table 5 summarises the results obtained in this research.

| Method                        | Global Sensitivity | Global Entropy |
|-------------------------------|--------------------|----------------|
| Fuzzy Dematel Conditional Entropy | 4.1985            | 5.4381         |
| Fuzzy Dematel Sensitivity      | 5.2990            | 4.7560         |
| Optimisation following [7]     | 4.2261            | 5.5912         |
| Optimisation plugin WaterIng® | 5.4920            | 5.3195         |

Let us finally emphasise that the relation between the number of sensors and the global sensitivity is a good indicator for decision makers about the number of sensors to be installed. Figure 8 presents the increase of sensitivity with the increase of the number of sensors in the network. The bigger increases for small numbers of sensors, and an asymptotic trend for larger numbers of sensors may be
verified. The graph in Figure 8 also shows how by increasing the number of sensors beyond a certain point does not entail a corresponding relevant increase in monitoring.

![Figure 8: Sensitivity vs. number of sensors for the network under study.](image)

5. Conclusions

Given the fundamental role played by water networks in daily life and business activities, the present research focuses on suitably operating, managing, and maintaining these assets. In this regard, the problem of optimal sensor placement has been faced with the aim of improving the operations of monitoring and the control of the networks.

Most used methods calculate the sensitivity matrix for a specific simulation time, usually the highest consumption time. The fuzzy DEMATEL handles extended period simulations, suitably transformed into fuzzy numbers. The approach enables us to have information for many horizon simulations, making sensor placement more robust. Other possible applications of fuzzy DEMATEL are the simulations of several leakage scenarios with different emitter coefficients. In that case, the sensitivity matrix could be built considering from small to large leaks.

The use of the sensitivity matrix to generate a conditional entropy helps guarantee the spread of sensors in the network. A clear improvement is found, as observed from the comparisons between results from global sensitivity and global entropy of the sensor network, as shown in the case study.

The use of fuzzy DEMATEL for optimal sensor placement helps water companies identify the most suitable monitoring points. Using conditional entropy, the spread of sensors is guaranteed by using the last positions of the DEMATEL ranking. One important positive point of this approach is the absence of optimisation, which usually requires prior knowledge of the number of sensors to be installed. With the presented fuzzy DEMATEL approach, the sensors’ network can be implemented in steps, without requiring new simulations.

The fuzzy DEMATEL approach presented in this paper produces similar results to the ones obtained with the optimisation algorithm in [7]. Both methodologies use sensitivity and entropy to place sensors in the network. The main advantage of fuzzy DEMATEL hinges on the final rank obtained: this rank enables placing new sensors without performing new simulations. In optimisation-based approaches, adding new sensors requires new simulations. Incidentally, the approach of WaterIngc© finds a solution with better results for both sensitivity and entropy.
Possible future developments of the presented research may regard further investigations about how to choose other quantitative parameters to collect input data. For example, the proposed modified version of the fuzzy DEMATEL may be integrated with other MCDM methodologies to identify a suitable set of parameters, all related to relationships of influence among the considered factors. The selection of the number of sensors should also be further investigated, so as to provide the utilities with a Pareto-like solution enabling them to select the most appropriate number, an aspect not treated in this paper. Such a joint process made of (multi-objective) optimisation plus MCDM methods can be a way of identifying the optimal number of sensors, using the ranking provided for the fuzzy DEMATEL methodology herein developed.
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