Optimized adaptive tracking control for an underactuated vibro-driven capsule system
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Abstract This paper studies the issue of adaptive trajectory tracking control for an underactuated vibro-driven capsule system and presents a novel motion generation framework. In this framework, feasible motion trajectory is derived through investigating dynamic constraints and kernel control indexes that underlie the underactuated dynamics. Due to the underactuated nature of the capsule system, the global motion dynamics cannot be directly controlled. The main objective of optimization is to indirectly control the friction-induced stick–slip motions to reshape the passive dynamics and, by doing so, to obtain optimal system performance in terms of average speed and energy efficacy. Two tracking control schemes are designed using a closed-loop feedback linearization approach and an adaptive variable structure control method with an auxiliary control variable, respectively. The reference model is accurately matched in a finite-time horizon. The key point is to define an exogenous state variable whose dynamics is employed as a control input. The tracking performance and system stability are investigated through rigorous theoretic analysis. Extensive simulation studies are conducted to demonstrate the effectiveness and feasibility of the developed trajectory model and optimized adaptive control system.
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1 Introduction

Recently, a surge of attentions and contributions has been made towards the researches and applications of autonomous microrobotic systems from robotics and control communities. These systems have extensive applications that demand miniaturized structures working in a restricted space and vulnerable media and providing micro-manipulations, micro-positioning and micro-navigation with a wide mobility range and flexibility, for example, minimally invasive diagnosis and intervention [1], pipeline inspection [2], engineering diagnosis [3], seabed exploration [4] and disaster rescues [5].
Motion principle of the microrobotic systems is one of the crucial issues that determine the capabilities, performance, particularly energy consumption and degrees of autonomy. Some motion systems have been designed and utilized via mimicking the worm progression [6,7], canoe paddling [8], friction drive [9] and magnetic field [10,11], which feature complex mechanism structures and make the issue of motion control a challenging task. The vibro-impact capsule systems (e.g. [12–14]) employ motion generation principle based on interactions between internal impact force and external static friction. The main idea is so-called stick–slip effects that rectilinear locomotion can be achieved through an internally vibro-impact mass/inertia interacting with the main capsule body, overcoming the resistance forces acting at contacting surface. Additionally, the dynamics of vibro-impact capsule systems is governed by the underactuated configuration, which means the number of independent control inputs is less than the number of degrees-of-freedom (DOF) to be manipulated [15]. Generally speaking, underactuated systems are intractable to control because the conventional approaches are not directly applicable. Synthesis of the control systems for underactuated systems, according to the Brockett’s theorem [16], is always challenging due to the non-holonomic property, complicated internal dynamics and unavailability of feedback linearizability. It is worth mentioning that analytical studies on the dynamics of unactuated subsystem of the underactuated systems are still challenging. Therefore, it is necessary to consider the non-holonomic constraint dynamics between the system and the operating environment into the control system design; as such, the stick–slip effects can be effectively utilized to manipulate the locomotion of the system as a whole.

A number of the control systems have been designed for the underactuated systems with the purpose of reducing the complexity of the control problem through attempting to stabilize merely a subset of the system’s DOF. Several prevailing approaches have been proposed to achieve this objective, for instance, feedback linearization technique [17–21], sliding mode [22–25], inverse dynamics [26–28] and energy-based approaches [29–32]. It is also worth mentioning that most of the state-of-the-art studies on capsule systems mainly focus on the modelling and analysis of the dynamics and mechanics [12,13], e.g. dynamic analysis of the system stability under variation of specific system parameters. However, the uncertainties lying in the system dynamics of underactuated systems are non-trivial problems and need to be addressed when designing the control system and planning the motion trajectory. The uncertainties include the time-varying external disturbances and the parametric system uncertainty that could not be known exactly beforehand. Towards this end, adaptive control system designs have attracted significant interests. To develop a roll stabilization system for a monohull ship, an adaptive linear quadratic compensator was designed in [33] to compensate the roll effect through a multilayer perceptron neural network. The trajectory generation and optimized adaptive control problems were studied in [34] for a class of wheeled inverted pendulum vehicle models. After separating the overall system into fully actuated and unactuated subsystems, a linear quadratic regulation optimization approach was employed to design an optimal reference model and an adaptive control scheme was developed in the presence of internal and external uncertainties. An adaptive control scheme was designed in [35] through decoupling of the system’s adaptation and control loops to allow for fast estimation rates and simultaneously to guarantee bounded deviation from a non-adaptive reference system. Fuzzy logic and hierarchical sliding model techniques were integrated into an adaptive control system design in [36] to cope with the unknown and single-input–multi-output systems in the presence of time-varying external disturbances. Towards a wheeled inverted pendulum vehicle with non-holonomic constraints, an error data-based trajectory planning and adaptive control scheme was proposed in [37]. The control problem was considered on kinematic and dynamic levels and approached by combination of indirect fuzzy control and variable structure technique. Generally speaking, these methods typically partition the overall underactuated system into two subsystems, where the first one is fully actuated and the other is unactuated. As such, the control objective is conventionally defined as the asymptotic stabilization of either subsystem to desired values.

In this paper, we consider the optimized adaptive tracking control and trajectory generation for an underactuated vibro-driven capsule system. By analytical investigation of the control indexes, the stick–slip motions and the dynamic constraints in collocated and non-collocated subsets, an optimized trajectory model is established. A closed-loop feedback controller is firstly developed through collocated partial linearization. By introducing an auxiliary con-
trol variable, a variable structure-based adaptive controller is constructed to establish the feedback loop in a non-collocated subset and to cope with the parametric uncertainty. The adaptive updating laws for the controller parameters are derived accordingly. Stability of the proposed adaptive control scheme is analysed rigorously and guaranteed by the Lyapunov theory, and the tracking error of the collocated subset can be reduced into a small range.

To sum up, the three main contributions of this paper consist of the following recapitulative aspects:

1. An optimal motion generation model for the pendulum subsystem of the capsule system is derived using dynamic constraints to guarantee motion tracking and obtain optimal locomotion performance in terms of average robot velocity and energy efficacy;
2. Kernel control indexes associated with the dynamic constraints in collocated and non-collocated subsets are designed and evaluated analytically;
3. An auxiliary control variable is proposed to cope with the underactuated properties. This has an advantage to understand how to make appropriate control inputs from the original nonlinear system without partitioning the overall system into subsystems. A variable structure-based adaptive control scheme is developed in order to make the collocated dynamics to match the reference model dynamics in finite time in the presence of the parametric uncertainty.

The rest of this paper is organized as follows. In Sect. 2, the system dynamics and preliminary knowledge of the vibro-driven capsule system are presented. An optimized reference trajectory generator for the actuated subsystem is developed in Sect. 3 such that the stick-slip locomotion of the robot is indirectly manipulated with the satisfactions of the control indexes. Section 4 proposes two tracking control schemes. Extensive simulation studies are conducted in Sect. 5 to verify the effectiveness of the proposed approaches. Finally, concluding remarks and future works are given in Sect. 6.

2 System modelling and preliminaries

The considered vibro-driven capsule system shown in Fig. 1 contains a pendulum and a platform that merged with the rigid massless capsule shell. The actuator is mounted at the pivot to rotate the pendulum. The interaction between the actuator and the pendulum is described by a linear viscoelastic pair of torsional spring and viscous damper. The parameters of the system are defined as follows: $M$ and $m$ are the masses of the platform and the ball, respectively; $l$ is the length from the pivot to the centre of mass (COM) of the ball; $\mu$ is the friction coefficient between the platform and ground; $k$ and $c$ are elastic coefficient of the torsional spring and viscous coefficient of the damper, respectively; $f_c$ denotes the horizontal sliding friction between the robot and the ground; $f$ represents the motor viscous friction at the pivot; $\theta$ is the angular displacement measured from the vertical; $x$ is the displacement of the platform measured from the initial position; and $\tau$ is the control torque applied to the pendulum through the actuator. In what follows, for the sake of brevity, $s_\theta$, $c_\theta$ and $S_\dot{\theta}$ are employed to denote the trigonometric function $\sin \theta$, $\cos \theta$ and the signal function $\text{Sign}(\dot{x})$, respectively.

**Assumption 1** The centre of gravity (COG) of the pendulum is centralized at the ball and the COM of the platform coincides with the pivot axis.

As shown in Fig. 1, the capsule system is different from the conventional cart and pendulum systems which have been extensively studied [25,38,39]. The inverted pendulum that actuated by the motor at the pivot is the driving mechanism of the system, and the motion of the platform is not directly controllable. As the capsule system is used as a mobile autonomous system through controlling the internal pendulum, their control problem is far challenging than the stabilization and swing-up control of the cart–pendulum systems whose cart is typically constrained on a guide rail.

The detailed working principle of the proposed robotic model can be found in our recent work [40]. The robot body is propelled over a surface rectilinearly via the interaction between the driving force and the horizontal sliding friction, generating sticking and slipping motions. Meanwhile, the elastic potential energy is stored and released alternatively in compatible with the contraction and relaxation of the torsional spring. The motion of the platform starts with static state, and it moves when the magnitude of resultant force applied on its body in the horizontal direction exceeds the maximal value of friction force. The definitions of the sticking phase and the slipping phase are given as follows:
Definition 1 The sticking phase is the moment when the magnitude of resultant force applied on the robot body in the horizontal direction is less than the maximal static friction force. The system keeps stationary in this phase.

Definition 2 The slipping phase is the instant when the magnitude of the resultant force applied on the system body in the horizontal direction is larger than the maximal static friction force. When this condition is met, the sticking phase is annihilated and the robot starts to move.

Let the centre of the robot be the origin of the coordinate. Using the Euler–Lagrangian’s method, the underactuated robot dynamics can be derived as

\[ M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + K(q) q + G(q) + F_d = Bu, \quad (1) \]

where \( q(t) = [\theta^T x]^T \) represents the system state vector. \( M(q) \in \mathbb{R}^{2 \times 2} \) is the inertia matrix, \( C(q, \dot{q}) \in \mathbb{R}^{2 \times 2} \) denotes the centripetal–Coriolis matrix, \( K(q) \in \mathbb{R}^{2 \times 2} \) is the generalized stiffness matrix, \( G(q) \in \mathbb{R}^{2 \times 1} \) represents the gravitational torques, \( B \in \mathbb{R}^{2 \times 1} \) is the control input vector, \( F_d(t) \) denotes the frictional torques and \( u \in \mathbb{R}^1 \) denotes the control input torque. Details of the variables are listed as follows:

\[
M(q) = \begin{bmatrix} ml^2 & -mlc_\theta \\ -mlc_\theta & -mlc_\theta (M + m) \end{bmatrix}, \quad C(q, \dot{q}) = \begin{bmatrix} 0 & 0 \\ ml\dot{\theta} & 0 \end{bmatrix}, \quad K(q) = \begin{bmatrix} k_1 & 0 \\ 0 & 0 \end{bmatrix}, \quad G(q) = [-mgls_\theta 0]^T, \\
B = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad F_d(t) = [c\dot{\theta} f]^T. \]

The above matrixes \( M(q, \alpha) \) and \( C(q, \dot{q}, \alpha) \) have the following particular skew-symmetric interconnection

\[
\xi^T [\dot{M}(q, \alpha) - 2C(q, \dot{q}, \alpha)] \xi = 0, \quad \forall \xi \in \mathbb{R}^n \quad (3)
\]

under an appropriate definition of the unknown centripetal–Coriolis matrix \( C(q, \dot{q}, \alpha) \). This property is a matrix version of energy conservation.

Property 3 The dynamic model (1) can be rewritten in a linear form with respect to an appropriate selection of initial estimation of the system’s base parameters and load parameters \( \alpha \). Furthermore, there exist a regressor matrix \( Y(q, \dot{q}, \ddot{q}) \) and a vector \( Y_0(q, \dot{q}, \ddot{q}) \) which contain known functions, which gives

\[
M(q, \alpha) \ddot{q} + C(q, \dot{q}, \alpha) \dot{q} + G(q, \alpha) = Y(q, \dot{q}, \ddot{q}) \alpha + Y_0(q, \dot{q}, \ddot{q}). \quad (4)
\]
3 Optimized trajectory model

3.1 Trajectory generation

To efficiently utilize the stick–slip effect and drive the capsule system move in one direction, a two-stage motion trajectory is designed. The definitions are firstly given as follows:

**Definition 3** Progressive stage: driving the pendulum with higher angular acceleration incorporating with the release of the elastic energy stored in the torsional spring that leads the robot to overcome the maximal static friction to generate a slipping motion ($\dot{x} \neq 0$).

**Definition 4** Restoring stage: returning the pendulum to initial position slowly to restore potential energy and prepare for the next cycle, the resultant force exerting on the robot body in the horizontal direction is less than the maximum dry friction, that is, the robot is kept in the sticking phase in this stage ($\dot{x} = 0$).

**Definition 5** [43] The set of DOF of underactuated systems can be partitioned into two subsets, which referred to as collocated subset with its cardinality containing the actuated DOF and equalling to the number of control inputs; and non-collocated subset accounts for the remaining non-actuated DOF.

Based on practical control indexes and dynamic constraints associated with the stick–slip locomotion of the robot, the following principles are designed as objectives need to be achieved to establish an optimal motion trajectory model for the driving pendulum:

**Principle 1** For each motion cycle, the pendulum is constrained to rotate within an advisable angle range; with this regard, the upper and lower boundaries are given as

$$|\theta(t)| \leq \theta_0, \hspace{1cm} (5)$$

where $\theta_0$ is the prescribed angle of the driving pendulum.

**Principle 2** The angular velocity and angular acceleration of the driving pendulum need to be placed within bounded ranges, given by

$$|\dot{\theta}(t)| \leq v_\theta, \hspace{0.5cm} |\ddot{\theta}(t)| \leq a_\theta, \hspace{1cm} (6)$$

where $v_\theta \in \mathbb{R}^+$ and $a_\theta \in \mathbb{R}^+$ are the absolute boundary values of angular velocity and acceleration, respectively.

**Principle 3** The robot is contacting with the sliding surface, and the contact force in the vertical direction has to be always greater than zero to maintain non-bounding motion, which gives

$$(M + m) g - m l \dot{\theta}^2 c_\theta - m l \ddot{\theta} s_\theta - (k \theta + c \dot{\theta}) s_\theta > 0. \hspace{1cm} (7)$$

**Principle 4** The robot has to be remained stationary after the progressive motion to wait for the pendulum’s return. In this occasion, the force of the driving pendulum applied on the robot in the horizontal direction has to be less than the maximal static friction, which yields

$$m l \ddot{\theta} c_\theta - m l \dot{\theta}^2 s_\theta + (k \theta + c \dot{\theta}) c_\theta \leq \mu \left[ (M + m) g - m l \dot{\theta}^2 c_\theta - m l \ddot{\theta} s_\theta - (k \theta + c \dot{\theta}) s_\theta \right]. \hspace{1cm} (8)$$

The forward motion of the unactuated subsystem cannot be directly controlled by the torque input but is directly affected by the pendulum dynamics. This inspires the authors to control the robot motion indirectly through the pendulum angular velocity reference trajectory.

**Remark 2** Principles 1 and 2 are associated with the collocated subset of the overall DOF which is prone to control and can be achieved through conventional approaches. Nevertheless, Principles 3 and 4 are of vital importance for the non-collocated robot locomotion and energy efficacy. Therefore, in this paper, both of these principles are explicitly considered to establish the optimal trajectory model.

Consider the above design principles, a reference trajectory profile is generated for the actuated pendulum subsystem as shown in Fig. 2. Please refer to [21] for a detailed description of each phase and the overall profile.

The designed trajectory model can be described as

$$\dot{\theta}_d(t) = \begin{cases} P_1 \omega_{\text{tar}}, & t \in [0, t_1] \\ P_1 \omega, & t \in [t_1, t_2] \\ P_1 \omega_{\text{tar}} \rightarrow t_2, & t \in [t_2, t_3] \\ \frac{t_3 - t_2}{t_3 - t_1} P_2, & t \in [t_3, t_4] \\ \frac{t_4 - t_3}{t_4 - t_2} P_3, & t \in [t_4, t_5] \\ -P_3, & t \in [0, t_5, t_6] \\ \frac{t_6 - t_5}{t_6 - t_4} P_3, & t \in [t_6, t_7] \end{cases},$$

where $\omega_{\text{tar}} \in \mathbb{R}^+$.
where $P_1\omega$ and $P_3$ are upper and lower trajectory boundaries, respectively. $P_2$ is the critical boundary when the robot keeps stationary, and $\omega$ is the frequency of excitation.

### 3.2 Optimum selection of the trajectory parameters

Conventional approaches for robot motion planning are not directly applicable to the non-collocated subset; as a result, Principles 3 and 4 imposed on the robot locomotion need to be fully considered when planning an efficient nominal forced trajectory. The following lemmas are firstly given to characterize the constrained stick–slip motions.

**Lemma 1** From the designed control index in Principle 3, the non-bounding motion of the robot can be achieved if the following inequality is satisfied

$$
\dot{\theta}^2 \left| ml\ddot{\theta} + k\theta + c\dot{\theta} \right| < \omega^2 / 2,
$$

where $\omega = \frac{(M+m)\omega}{\sqrt{m}}$.

**Proof** The control index in Principle 3 can be reorganized to generate the following inequality

$$(ml\ddot{\theta} + k\theta + c\dot{\theta})s_0 + ml\dot{\theta}^2 c_\theta < (M+m)g.$$  

(11)

Enlarging the inequality in (11), a sufficient condition can be given based on the auxiliary angle formula, which yields

$$
\sqrt{(ml\ddot{\theta} + k\theta + c\dot{\theta})^2 + m^2l^2\dot{\theta}^4} < (M+m)g.
$$

(12)

Subsequently, based on the AM–GM inequality theorem, we have

$$
2m\dot{\theta}^2 (ml\ddot{\theta} + k\theta + c\dot{\theta}) < (M+m)g.
$$

(13)

Therefore, the following inequality is obtained as

$$
\dot{\theta}^2 \left| ml\ddot{\theta} + k\theta + c\dot{\theta} \right| < [(M+m)g]^2 / 2ml.
$$

(14)

**Lemma 2** From the designed control index in Principle 4, the robot performs the sticking motion in the restoring stage if the following inequality is satisfied

$$
\ddot{\theta} + \dot{\theta}^2 + k\theta + c\dot{\theta} \leq \omega' \dot{\theta},
$$

where $\omega' = \frac{(M+m)\omega}{ml}$, $\dot{\theta} = \mu / \sqrt{\mu^2 + 1}$.

**Proof** The control index in Principle 4 can be reorganized by removing the absolute value and considering one side of the inequality, which gives

$$
ml\ddot{\theta}c_\theta - ml\dot{\theta}^2 s_0 + (k\theta + c\dot{\theta}) s_\theta \leq \mu [(M+m)g - ml\dot{\theta}^2 c_\theta - ml\ddot{\theta} s_0 - (k\theta + c\dot{\theta}) s_\theta].
$$

(16)

The above equation is reorganized as

$$
(\mu ml\ddot{\theta}c_\theta + ml\dot{\theta}^2 c_\theta) + (ml\dot{\theta}^2 c_\theta - ml\ddot{\theta}^2 s_0) + [\mu (k\theta + c\dot{\theta}) s_\theta + (k\theta + c\dot{\theta}) c_\theta] \leq \mu (M+m)g.
$$

(17)

Enlarging the inequality in Eq. (17), a sufficient condition can be given based on the auxiliary angle formula, which yields

$$
ml\sqrt{\mu^2 + 1} \left( \ddot{\theta} + \dot{\theta}^2 + k\theta + c\dot{\theta} \right) \leq \mu (M+m)g.
$$

(18)

Therefore, the following inequality is obtained as

$$
\ddot{\theta} + \dot{\theta}^2 + k\theta + c\dot{\theta} \leq \mu (M+m)g / ml\sqrt{\mu^2 + 1}.
$$

(19)

The result proposed here is also applicable to the other side of the inequality. $\square$

Define the boundary conditions as $\dot{x}(t)_{|t=t_0, t_3, t_7} = 0$, $\theta(t)_{|t=t_0, t_3} = -\theta_0$, $\theta(t)_{|t=t_1} = \theta_0$, $\dot{\theta}(t)_{|t=t_0} = 0$, we have
$P_1$, $P_2$ and $P_3$: integrating the robot dynamics (1) once along one full motion cycle, we have
\[
(M + m) \ddot{x} + \mu (M + m) g \dot{S}_i - m l \dot{\theta} c_\theta - \mu ml \dot{\theta} s_\theta \ddot{S}_i \\
- \mu k S_i \left( \int_0^t \theta s_\theta dt - \int_0^t \mu k P_1 \omega_0 s_\theta \ddot{S}_i dt \right) \\
+ \mu c S_i \left( \theta s_\theta - \int_0^t \theta c_\theta dt \right) \\
- \int_0^t \mu c P_1 \omega_0 s_\theta \ddot{S}_i dt - C_1 = 0. 
\]

(20)

Then, in the duration $[0, t_3]$, $P_2$ can be obtained under the condition that $ml c_\theta + \mu ml s_\theta \neq 0$. We have
\[
P_2 = \dot{\theta}(t)|_{t=t_3} = \frac{1}{ml c_\theta + \mu ml s_\theta} [\mu (M + m) \omega_0] t_3 \\
- \mu k \left( \int_0^{t_3} \theta s_\theta dt + \mu c \left( \theta s_\theta - \int_0^t \theta c_\theta dt \right) \right). 
\]

(21)

Based on the energy conservation principle, it gives
\[
\int_0^{t_1} P_1 \omega_1 s_\omega dt + P_1 \omega_1 (t_2 - t_1) \\
+ \int_{t_2}^{t_3} P_1 \omega_1 s_\omega_{t_2 - t_3} dt \\
- \frac{1}{2} P_2 \left[ (\omega (t_4) + (t_6 - t_5) \right] \\
- \frac{1}{2} (P_3) \left[ (t_4 - t_5) + 2 \theta_0. \right. 
\]

(22)

In order to optimally select the durations for each phase, Lemmas 1 and 2 towards the dynamic constraints are explicitly utilized.

$t_1$ and $t_2$: during Phase I and applying Lemma 1 at time $t_1$, the following inequality can be obtained as
\[
\dot{\theta}^2(t)|_{t=t_1} \left| ml \ddot{\theta}(t)|_{t=t_1} + k \theta(t)|_{t=t_1} + c \dot{\theta}(t)|_{t=t_1} \right| < \sigma^2/2, 
\]

where $\dot{\theta}(t_1) = P_1 \omega_1$, $\ddot{\theta}(t_1) = 0$ and $\theta(t_1) = P_1 \omega t_1$.

As such, the upper boundary of the duration of Phase I is obtained as
\[
t_1 = \frac{1}{k} \left[ \frac{\sigma^2}{2(P_1 \omega)^3} - c \right]. 
\]

(24)

The formulation for Phase II can be described as $P_1 \omega s_{\omega_0 s_3} - t_2 = P_2$; thus, the duration is obtained as
\[
t_2 = \omega t_3 - \arcsin P_2 / P_1 \omega. 
\]

(25)

$t_3$, $t_4$ and $t_5$: The motion trajectory is designed to reach the amplitude of the harmonic excitation at time $\tau_1$ and keep it till time $\tau_2$, and as such, the duration of this phase has to be of the motion period of the excitation. In this regard, the duration Phase III can be yielded as
\[
\tau_3 = N \pi / \omega_1. 
\]

(26)

For the duration of Phase IV, the robot is controlled to perform a sticking motion and it is kept stationary, and the angular velocity of the driving pendulum gradually returns to zero. Applying Lemma 2 to Phases IV and V yields
\[
\dot{\theta}(t)|_{t=t_3, t_5} + \dot{\theta}(t)^2|_{t=t_3, t_5} + k \theta(t)|_{t=t_3, t_5} \\
+ c \dot{\theta}(t)|_{t=t_3, t_5} \leq \sigma \dot{\theta}, 
\]

where $\theta(t_3) = P_2 t_3$, $\dot{\theta}(t_3) = P_2$, $\ddot{\theta}(t_5) = 0$, $\dot{\theta}(t_5) = P_3$, $\theta(t_5) = P_3 t_5$.

Accordingly, we have
\[
t_4 = -P_2/ \left( \sigma \dot{\theta} - P_2^2 - c P_3 \right) / k P_3. 
\]

(27)

$t_5 = (\sigma \dot{\theta} - P_2^2 - c P_3) / k P_3$. 

(28)

$t_6$ and $t_7$: A formulation can be achieved in the duration of $[t_4, t_5]$ as
\[
P_2 = \frac{P_3 (t_4 - t_3)}{t_5 - t_4}. 
\]

(29)

It is noted that the durations for Phase VI $[t_4, t_5]$ and Phase VII $[t_6, t_7]$ are accordant based on the design principles of the proposed trajectory, i.e. $t_5 = t_7 - t_6 + t_4$. Therefore, the durations for Phases VI and VII can be obtained through combination of Eq. (29) with Eq. (21), and we have
\[
t_6 = \frac{1}{2 P_3} \left[ 4 \theta_0 + t_4 (P_2 + 2 P_3) - P_2 t_3 \right], 
\]

(30)

\[
t_7 = \frac{1}{2 P_3} \left[ 4 \theta_0 - P_2 t_3 + P_2 t_4 + 2 P_3 t_5 \right]. 
\]

(31)

Remark 3 The proposed motion trajectory model can be adopted either as a motion pattern generator or as a motion pattern regulator in motion planning and control of underactuated or non-holonomic robotic systems, for example, in the manipulation robotic system mounted on a mobile platform for picking and grasping tasks. Also, the self-propelled robotic model can be potentially cascaded together in numbers to generate propagation of undulatory motions with flexible
properties, and this may make sense to traverse and move/push the obstacles in cluttered environment. This will significantly enhance manoeuvrability and agility of the robot particularly when working in extreme scenarios such as nuclear facilities.

4 Tracking controller design

In this section, the objective of designing trajectory tracking controllers is twofold. Firstly, to verify the superior performance of the capsule system under the proposed trajectory planning approach and to make convenient comparison with a conventional approach, a closed-loop feedback control scheme is considered. On the other hand, an adaptive variable structure trajectory control algorithm with an auxiliary control variable is designed in this paper to cope with the parametric uncertainty. It is noted that the duration of each motion phase is fixed; using equations of motion (1), the prior knowledge of desired robot trajectory for the progressive stage for each sampling time can be obtained by convenient computation.

4.1 Closed-loop feedback control

To verify the robot performance with the optimized trajectory model and to make comparisons with the conventional approach, a closed-loop feedback tracking control system is designed in this subsection. On the basis of the dynamic model in (1) and after some calculations, we have

\[
ml^2 \left( 1 - \frac{mc^2_\theta}{M+m} \right) \ddot{\theta} + \frac{1}{M+m} \left[ mlc_\theta \left( mlc_\theta \dot{\theta}^2 + f \right) \right] \\
\times \left( mlc_\theta \dot{\theta}^2 + f \right) - mgl s_\theta + k \theta + c \dot{\theta} - K_v ml^2 \left( 1 - \frac{mc^2_\theta}{M+m} \right) \dot{\theta} \\
- K_p ml^2 \left( 1 - \frac{mc^2_\theta}{M+m} \right) \dot{\theta} = u, \quad (32)
\]

Define the trajectory tracking error and its derivatives as

\[
\dot{\bar{\theta}} = \theta - \theta_d, \quad \ddot{\bar{\theta}} = \dot{\theta} - \dot{\theta_d} \quad \text{and} \quad \dddot{\bar{\theta}} = \ddot{\theta} - \ddot{\theta_d}. \quad (33)
\]

Substituting (33) into (32) and conducting appropriate mathematical manipulation, we have the following system dynamics

\[
ml^2 \left( 1 - \frac{mc^2_\theta}{M+m} \right) \ddot{\theta} = u - \left[ mlc_\theta \left( mlc_\theta \dot{\theta}^2 + f \right) \right] \\
+ mgl s_\theta - k \theta - c \dot{\theta} - ml^2 \left( 1 - \frac{mc^2_\theta}{M+m} \right) \ddot{\theta}_d. \quad (34)
\]

Then from (34), a feedback linearizing controller can be designed as

\[
u = ml^2 \left( 1 - \frac{mc^2_\theta}{M+m} \right) \ddot{\theta} + \frac{mlc_\theta \left( mlc_\theta \dot{\theta}^2 + f \right)}{M+m} \]

\[- mgl s_\theta + k \theta + c \dot{\theta} - K_v ml^2 \left( 1 - \frac{mc^2_\theta}{M+m} \right) \dot{\theta} \\
- K_p ml^2 \left( 1 - \frac{mc^2_\theta}{M+m} \right) \dot{\theta}, \quad (35)
\]

where \(K_v\) and \(K_p\) are positive control gains selected by the designer.

Substituting the tracking controller (35) into system (34), the closed-loop system error function can be obtained in the following form

\[
\dddot{\bar{\theta}} + K_v \ddot{\bar{\theta}} + K_p \dot{\bar{\theta}} = 0. \quad (36)
\]

Therefore, it is evident through the Routh–Hurwitz criterion that the system stability is guaranteed. Concretely, a linear combination of independent solutions for (36) gives the general solution of the trajectory tracking error \(\dddot{\bar{\theta}} (t)\) as

\[
\dddot{\bar{\theta}} (t) = c_1 e^{-k_v + \sqrt{k_v^2 - 4K_p}} t + c_2 e^{-k_v - \sqrt{k_v^2 - 4K_p}} t,
\]

where \(c_1\) and \(c_2\) are positive constant. Therefore, it can be concluded that the designed tracking controller (35) makes the tracking error \(\dddot{\bar{\theta}} (t)\) converge to zero exponentially and drive the pendulum to follow the planned trajectory exponentially fast.

4.2 Variable structure-based adaptive controller with an auxiliary control variable

This subsection considers the circumstance when parametric uncertainty presents; in other words, the system base parameters are unknown. As stated, the main difficulty exists in the nonlinearity of the collocated inverse dynamics with respect to the base parameters, which makes the applications of conventional adaptive control algorithms not directly available. Therefore, an auxiliary control variable is designed in this paper to establish the non-collocated feedback loop.
In the following, new vector variables are defined as
\[
\begin{bmatrix}
\vartheta \\
\vartheta_x
\end{bmatrix}
= \begin{bmatrix}
\dot{\vartheta} - A_\vartheta \vartheta \\
\dot{\vartheta}_x - A_{\vartheta x} \vartheta_x
\end{bmatrix},
\tag{37a}
\]
\[
\begin{bmatrix}
\delta \\
\delta_x
\end{bmatrix}
= \begin{bmatrix}
\dot{\vartheta} - \vartheta \\
\dot{\vartheta}_x - \vartheta_x
\end{bmatrix}
= \begin{bmatrix}
\dot{\vartheta} + A_\vartheta \vartheta \\
\dot{\vartheta}_x + A_{\vartheta x} \vartheta_x
\end{bmatrix},
\tag{37b}
\]
where \(\delta\) denotes the filtered error signal and describes the measure of tracking accuracy, \(\vartheta\) is referred to as vectors of the reference trajectory and \(A = [A_\vartheta A_{\vartheta x}]^T\) are constant positive constants selected by designers and denoting for the bandwidth of the first-order filter.

Alongside (37), two sliding variables \(\delta\) and \(\delta_x\) are designed for the collocated and non-collocated subsets, respectively. The error dynamics with respect to the defined sliding variables can be derived from (1) and (37) as
\[
M \begin{bmatrix}
\dot{\delta} \\
\dot{\delta}_x
\end{bmatrix}
+ C \begin{bmatrix}
\delta \\
\delta_x
\end{bmatrix}
= \begin{bmatrix}
T + N_\theta (t) \\
N_x (t)
\end{bmatrix},
\tag{38}
\]
where \(N_\theta (t)\) and \(N_x (t)\) represent nonlinear functions with unknown base parameters detailed as follows:
\[
N_\theta (t) = -ml^2 c_\theta \vartheta_x - k \theta + c \theta + mg l s_\theta
= \begin{bmatrix}
\dot{\theta} - c_\theta \vartheta_x \\
\dot{\theta} + s_\theta
\end{bmatrix}
\times \begin{bmatrix}
ml^2 \\
ml \\
ml \\
ml
\end{bmatrix}^T
= -Y_\theta \alpha_\theta
\]
\[
N_x (t) = ml c_\theta \vartheta_x - (M + m) \vartheta_x - \mu N \vartheta_x - ml s_\theta \vartheta_x
= \begin{bmatrix}
\dot{\vartheta}_x \\
\dot{\vartheta}_x
\end{bmatrix}
\times \begin{bmatrix}
\mu \vartheta_x \\
\mu \vartheta_x
\end{bmatrix}^T
= -Y_x \alpha_x.
\]

\textbf{Remark 4} The filtered error dynamics (38) satisfies Properties 3 and 4.

Accounting for the parametric uncertainty existing in \(Y_\theta \alpha_\theta\) and \(Y_x \alpha_x\), and based on the filtered error dynamics (38), the following theorem presents an adaptive variable structure control scheme with an auxiliary control variable that ensures asymptotic convergence of the collocated error signals.

\textbf{Theorem 1} Consider the vibro-driven capsule system modelled by (1) with parametric uncertainty, if the following control system is applied to the underactuated robot system as
\[
u = T_c + T_n, \quad T_c = Y_\theta \hat{\alpha}_\theta - K_1 \delta_\theta, \quad T_n = -sgn (\delta_\theta) \|\delta_\theta\| |\eta| - K_2 sgn (\delta_\theta) \|\delta_\theta\|
\]
\[
(\eta + 1) \delta_\theta \delta_x^T K_3 \delta_x - (\eta - 1) \delta_\theta \|\delta_x^T Y_x \| \|\delta_x\| + \beta, \tag{39d}
\]
with the adaptation laws
\[
\dot{\hat{\alpha}}_\theta = -\Gamma_1 Y_\theta \delta_\theta, \quad \dot{\hat{\alpha}}_x = -\Gamma_2 Y_x \delta_x, \tag{39e}
\]
where the subscripts “c” and “n” indicate the collocated and non-collocated, respectively. \(K_1, K_2, K_3 \in \mathbb{R}^n\) are diagonal, constant positive definite matrices. \(\Gamma_1 \in \mathbb{R}^1\) and \(\Gamma_2 \in \mathbb{R}^1\) are positive definite matrices determining the rate of adaptation. \(\beta > 0\) is a selected small constant. \(\eta\) is a designed auxiliary control variable. \(\hat{\alpha}_\theta (t) = \alpha_\theta (t) - \alpha_\theta (t)\) and \(\hat{\alpha}_x (t) = \alpha_x (t) - \alpha_x (t)\) are parameter estimation errors. Then, the following conclusions hold:

(1) The system is globally asymptotically stabilized;
(2) All signals in the closed-loop system are bounded and uniformly continuous;
(3) The asymptotical convergence of the collocated error signals is guaranteed.

\textbf{Proof} Consider the following Lyapunov function as
\[
V = \frac{1}{2} \delta^T M \delta + \frac{1}{2} \hat{\alpha}_\theta^T T_1^{-1} \hat{\alpha}_\theta
+ \frac{1}{2} \hat{\alpha}_x^T T_2^{-1} \hat{\alpha}_x + \frac{2}{2\eta} \hat{\alpha}_x^T T_2^{-1} \hat{\alpha}_x
+ \frac{1}{2} \hat{\alpha}_x^T T_2^{-1} \hat{\alpha}_x
\]
\[
\dot{V} = \delta^T M \dot{\delta} + \frac{1}{2} \delta^T T_1^{-1} \delta + \hat{\alpha}_\theta^T T_1^{-1} \hat{\alpha}_\theta
+ \hat{\alpha}_x^T T_2^{-1} \hat{\alpha}_x
\]
\[
+ \eta \frac{1}{2} \eta \dot{\eta}.
\]
Adopting Properties 1 and 2 and substituting the auxiliary control variable in (39c) with its evolving law (39d), we have

\[
\dot{V} = \delta^T \left[ T - Y_0 \dot{\alpha}_0 \right] - \delta^T \left[ \frac{1}{2} \dot{M} - C \right] \delta \\
+ \delta^T \left[ \dot{\alpha}_0 \Gamma_1^{-1} \dot{\alpha}_0 + \dot{\alpha}_0 \Gamma_2^{-1} \dot{\alpha}_x + \eta \frac{\delta}{\delta t} \right] \\
= \delta^T \left[ Y_0 \dot{\alpha}_0 - K_1 \delta_0 - \text{sgn} (\dot{\delta}_0) [\delta_0 \| \eta] - K_2 \text{sgn} (\delta_0) \| \delta_x \| \right] \\
- \frac{1}{2} \delta^T \left[ \frac{(\eta + 1 + 1) \delta}{\| \delta \|^2 + \beta} \Gamma_1 \delta_0 + \frac{(\eta + 1) \delta}{\| \delta \|^2 + \beta} \Gamma_2 \delta_x \right] \\
- \frac{\eta}{\| \delta \|^2 + \beta} \left( K_3 \| \delta_x \|^2 + \delta^T \Gamma_1 Y_x \dot{\alpha}_x \right) \\
- \dot{\alpha}_x \Gamma_2^{-1} \dot{\alpha}_x + \frac{\eta \delta}{\| \delta \|^2 + \beta} \\
\leq -\delta^T \left[ K_1 \delta_0 - \text{sgn} (\dot{\delta}_0) [\delta_0 \| \eta] - K_2 \text{sgn} (\delta_0) \| \delta_x \| \right] \\
+ \delta^T \left[ \frac{(\eta + 1 + 1) \delta}{\| \delta \|^2 + \beta} \Gamma_1 \delta_0 + \frac{(\eta + 1) \delta}{\| \delta \|^2 + \beta} \Gamma_2 \delta_x \right] \\
- \frac{\eta}{\| \delta \|^2 + \beta} \left( K_3 \| \delta_x \|^2 + \delta^T \Gamma_1 Y_x \dot{\alpha}_x \right) \\
- \dot{\alpha}_x \Gamma_2^{-1} \dot{\alpha}_x + \frac{\eta \delta}{\| \delta \|^2 + \beta}.
\]

The right-hand side of the above inequality is negative definite, which implies that the uniform boundedness of \( \dot{\alpha}_0 \) and \( \dot{\alpha}_x \) are guaranteed. Note that the reference trajectory and its first- and second-order derivatives are well defined and bounded; then from the definition of filtered tracking error \( \delta \), it is evident that \( \delta \) is bounded. The boundedness of control input is obvious from (39). The uniform continuity of \( V \) can be checked through its derivative \( \dot{V} \), which is concluded to be bounded. Hence, the uniformly continuous of \( V \) is guaranteed. We arrive that the collocated error signal \( \delta_0 \in L^2_\infty \cap L^\infty_\infty \), and it is also evident that \( \delta \in L^\infty_\infty \) from (38); thus, application of Barbalat’s Lemma indicates that \( \delta_0 \) is continuous and \( \delta_0 \to 0 \) as \( t \to \infty \), and \( \eta \in L^\infty_\infty \). From (39d), it is also shown that \( \dot{\alpha}_0 \in L^2_\infty \). This is turns implies, based on Property 1 and (38), that the collocated error signals \( \delta \in L^\infty_\infty \) and \( \dot{\theta} \in L^2_\infty \). Therefore, we can conclude that the collocated error \( \delta \) is uniformly continuous and its convergence \( \dot{\theta} \to 0 \) as \( t \to \infty \).

\[\Box\]

5 Simulation studies

In this section, a number of numerical simulations are conducted to verify the performance and efficiency of the proposed trajectory planning scheme and the adaptive tracking control scheme. In particular, the advantages of the planned trajectory such as smooth transition in progressive stage, superior efficiency in progress and energy consumption are presented. In the simulation, the system parameters are configured as \( M = 0.5 \) kg, \( m = 0.138 \) kg, \( l = 0.3 \) m, \( g = 9.81 \) m/s\(^2\), \( \mu = 0.01 \) N/m/s and the system natural frequency \( \omega_n = 5.7184 \) rad/s. The control parameters are configured as \( k = 0.36 \) Nm/rad and \( c = 0.0923 \) kg m\(^2\)/s/rad to obtain optimal steady-state motion. The optimal selection of viscoelastic parameters will be reported in another paper. The initial conditions are set as \( \theta (0) = \theta_0 = \pi / 3 \), \( \dot{\theta} (0) = 0 \), \( x (0) = 0 \) and \( \dot{x} (0) = 0 \).

Firstly, in the absence of parametric uncertainty, comparative studies are performed with [20] (referred to as EPC system), in which a two-stage velocity trajectory is proposed using conventional approach with heuristically chosen control parameters. Control scheme (35) is employed to make convenient comparison. Based on the optimized trajectory model studied in Sect. 3, the parameters for the constructed trajectory (9) and the trajectory in [20] are detailed in Table 1.
Table 1  Trajectory parameters for numerical simulation

| Trajectories | $t_1$ (s) | $t_2$ (s) | $t_3$ (s) | $t_4$ (s) | $t_5$ (s) | $t_6$ (s) | $t_7$ (s) |
|--------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Trajectory EPC | 0.1       | 0.33      | 0.9       | 1.4       | 5.8       | 6.6       | NA        |
| Trajectory(9) | 0.133     | 0.195     | 0.27      | 0.9       | 1.7       | 5.8       | 6.6       |

Fig. 3  Trajectory tracking performance

Fig. 4  Robot displacement for five cycles

Fig. 5  Input torques for five cycles
Fig. 6  Trajectory tracking performances of controller (39)

Fig. 7  Trajectory tracking error using controller (39)

Fig. 8  Control input torque using controller (39)

Fig. 9  Evolution of the collocated sliding variable $\delta_\theta$
The simulation results are presented in Figs. 3, 4 and 5. It can be clearly observed from Fig. 3 that the maximum angular velocity using the proposed scheme is about 7.8 rad/s, which is lower than the EPC system with 11 rad/s. The synchronized trajectory present better transient performance in terms of the overshoot and the maximum pendulum swing is about 68.75° (17.1° smaller than the EPC system). These results have good agreements with the trajectory planning indexes and principles. The average velocity with the proposed trajectory calculated from Fig. 4 for the first five cycles is 0.642 cm/s, whereas it is 0.629 cm/s for the EPC system. The transition functions inserted into progressive stage guarantee the smooth transition and thereafter a lower maximum input torques as shown in Fig. 5 (0.5367 Nm compared with 0.6246 Nm of EPC system). This directly demonstrates a superior performance in energy efficacy. The backward motions are sufficiently suppressed as shown in Fig. 4. The results conclude that the friction-induced stick–slip motions are precisely controlled through the proposed optimal trajectory model; as such, the superior performances are guaranteed.

Subsequently, the adaptive tracking control scheme in (39) is evaluated in the presence of parametric uncertainty. The mass of the robot body $M$ and the friction coefficient $\mu$ are assumed uncertain with known bounds, i.e. $0.45 \text{ kg} \leq M \leq 0.55 \text{ kg}$ and $0.009 \text{ N/ms} \leq \mu \leq 0.011 \text{ N/ms}$. This is under the consideration that the mass of robot body may vary when working in the environment with high degree of viscosity or humidity and the robot may be glued on environmental component such as water, mud and mucus. And the sliding friction coefficient is undergoing changes at different substrates. The bandwidth of the first-order filter is set as $\Lambda = [\Lambda_\theta \ \Lambda_x]^T = [12 \ 30]^T$. The control gains used in the simulation are chosen to be $K_1 = 1.3$, $K_2 = 10$ and $K_3 = 50$. As a result, the associated base parameters are $\alpha_\theta = [0.01424, 0.0414, 0.36, 0.0923, 0.40527]^T$ and $\alpha_x = [0.0414, 0.638, 0.01, 0.0414]^T$. The adaptation gains are chosen as $\Gamma_1 = 0.1$ and $\Gamma_2 = 0.1$. The simulation results of trajectory tracking performance using the adaptive control scheme (39) are shown in Figs. 6, 7 and 8. The planned collocated trajectory (9) (red dashed line), the simulated trajectory (black solid line) in Fig. 6 and the trajectory tracking error in Fig. 7 are portrayed. From Fig. 7, the angular velocity will eventually converge to zero as we desire. It can be observed that the driving pendulum tracks the planned trajectory accurately and the maximum angular velocity is about 7.9 rad/s. The control input torque is shown in Fig. 8. The figure illustrates the effectiveness of the designed control scheme. The sliding variables are considered as the difference between the system’s velocity and an exogenous state. Therefore, Fig. 9 clearly demonstrates the convergence towards zero of the collocated sliding variable $\delta_\theta$. As clearly shown by the simulation results, in the presence of unknown system parameters, the proposed variable structure-based adaptive control scheme is able to guarantee exact tacking of the collocated (pendulum) subsystem. Therefore, the proposed control scheme is efficient in the presence of unknown nonlinear dynamic systems.

### 6 Conclusions

In this paper, the issues of optimal motion trajectory generation and adaptive tracking control of an underactuated vibro-driven capsule system have been studied. An optimized trajectory model has been proposed to efficiently manipulate the robot stick–slip motions with optimality in almost unidirectional progression and energy efficacy. By doing so, the dynamics of the actuated pendulum subsystem has been reshaped to indirectly control the forward motion of the unactuated robot subsystem. Two tracking control schemes are constructed with rigorous convergence analysis, wherein an auxiliary control variable is designed for the adaptive variable structure control of underactuated capsule systems in the presence of parametric uncertainties. Asymptotic stability of the proposed control systems and convergence of the collocated error signals for the system dynamics are shown by means of Lyapunov theory and illustrated through the simulation studies. Based on the current endeavours and achievements in trajectory optimization, advanced control and modelling and analysis of dynamic frictional interactions [40], the future work will be emphasized on the experimental tests, validations and further investigations of the findings in real environments.
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