Highly Clustered Complex Networks in the Configuration Model: Random Regular Small-World Network
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Abstract – We propose a method to make a highly clustered complex network within the configuration model. Using this method, we generated highly clustered random regular networks and analyzed the properties of them. We show that highly clustered random regular networks with appropriate parameters satisfy all the conditions of the small-world network: connectedness, high clustering coefficient, and small-world effect. We also study how clustering affects the percolation threshold in random regular networks. In addition, the prisoner’s dilemma game is studied and the effects of clustering and degree heterogeneity on the cooperation level are discussed.

Introduction. – Recently, complex networks have played important roles in various fields [1–5]. There are, especially, a lot of researches on the various types of real-world network structures [1, 4, 5]. As a result, studies to generate network models that resemble various kinds of real-world networks attract a lot of attention. Many methods were proposed to generate complex networks: rewiring model, growing model, configuration model, etc [6–18].

The Watts-Strogatz (WS) model generates a small-world network based on the rewiring method [6]. The small-world network has a high clustering coefficient and short average path length, but it has restriction in the degree distribution [6–7].

The Barabási-Albert (BA) model generates a scale-free network using the growing model with the preferential attachment [8]. It produces the power-law degree distribution, which is frequently observed in a real-world network such as citation networks, metabolic networks, and the Internet [19–23]. However, the network generated by the BA model has a vanishing clustering coefficient in contrast with real-world networks. To overcome this problem of the BA model, many researchers proposed modified BA models [9–12] that have a high clustering coefficient maintaining the power-law degree distribution.

The configuration model is a method to make a random network for a given arbitrary degree sequence. This model has the advantage of being able to use the degree sequence of the real-world network. However, this model also has the problem of vanishing clustering coefficient like the BA model. Although this model has also been studied as much as the BA model [13–15], the method to control clustering in the configuration model is rare in contrast to the BA model. Newman proposed a method to generate a highly clustered network model from two sequences for the degree and the number of corners of triangles by modifying the configuration model [16], but generally the distribution of the number of corners of triangles is not known in advance. Therefore, in this paper, we propose a highly clustered configuration model that requires only the degree sequence.

Using this model, we made highly clustered random regular networks, which are special cases of the configuration model [24–26]. The highly clustered random regular network has a wide range of clustering coefficient, which can be estimated in a certain range. This network also has a giant component and a short average path length. We show that it is the random regular small-world network.

In the network generated by our model, we calculated a percolation threshold of the site percolation. We show that the percolation threshold increases with increasing clustering coefficient. We also studied the prisoner’s dilemma game in four networks (BA network, highly clustered BA network, random regular network, and highly clustered...
random regular network) and compared the cooperation level for each network.

**Model of highly clustered random regular network.** – We propose a method to make a highly clustered random $k$-regular network with $N$ nodes by modifying the configuration model for a random regular network $[24–26]$. We assume that $k \geq 3$ and $Nk$ is even $[24–26]$. The algorithm is as follows,

1. Make $N$ nodes.
2. Copy $N$ nodes by $k$. These $Nk$ nodes are a group $G$.
3. Make a triangle (T) with probability $p$ and make a random pair (R) with probability $(1-p)$.
   - (T-1) Choose a node randomly in $G$.
   - (T-2) Choose a second node randomly among the next-nearest neighbors of the node.
   - (T-3) Connect the two nodes and except them from $G$. If the triangle connection is impossible, make a random pair.
   - (R-1) Choose two nodes randomly in $G$.
   - (R-2) Connect the two nodes and except them from $G$.
4. Repeat step (3) until the group $G$ is empty.

See also the algorithm diagram in Fig. 1. Note that the self-loop and multiple connections are not allowed. When $p = 0$, our model reduces to the conventional random $k$-regular network. It is worth mentioning that this method can be applied to any degree sequence in general.

**Properties of the network.** – Complex networks have a huge number of nodes and edges, and their network topologies are nontrivial. Therefore, many kinds of parameters have been proposed to characterize complex networks $[6,27–29]$. Among them, we introduce three parameters and study them for the network made by the algorithm proposed in the previous section.

The first one is the clustering coefficient $c$, which indicates the cliquishness of the neighbors of a node $[6,17]$. Most of the social networks have a considerable value of $c$ $[30]$. The clustering coefficient $c$ is defined by

\[
    c = \frac{1}{N} \sum_{i} c_i \quad \text{with} \quad c_i = \frac{e_i}{k_i(k_i - 1)/2},
\]

where $N$ is the number of total nodes in the network, $k_i$ is the degree of node $i$, and $e_i$ is the number of edges between neighbors of node $i$ $[6,17,30]$. We calculated the clustering coefficient as a function of $p$ and $N$, as shown in Figs. 2(a) and 2(b). The clustering coefficient increases monotonically as $p$ increases, but it is saturated at a specific value of $p$. The point where $c$ is saturated depends on the number of neighbors $k$. The clustering coefficient can be estimated assuming that $p$ is sufficiently small such that no cliques are formed. The probability $P_e$ that the edge exists between two neighbors of the node is given approximately by

\[
    P_e = 2p + 2(1-p)\left(\frac{k-1}{N-2}\right). \tag{2}
\]

The first and last terms on the right-hand side are from the triangle connection and random pair connection, respectively; by the triangle connection the edge is made between the neighbors almost always, and the probability becomes $(k-1)/(N-2)$ for the random pair connection. The last term can be ignored in most cases of $N \gg k$. That is, $P_e \approx 2p$. The factor of 2 represents two chances to be connected from two nodes connected by the edge. Since the first edge connection should be by the random pair connection, the number of possible edges should be multiplied by $(k-1)$. Therefore, by Eq. 1, the clustering coefficient $c$ is

\[
    c = \frac{(k-1)P_e}{k(k-1)/2} \approx \frac{4p}{k}. \tag{3}
\]

The solid lines in Fig. 2(a) represent this equation for each $k$, which are consistent with numerical results for small $p$. When $p$ is large, there appear deviations from Eq. 3 as expected.

The second property is the existence and size of the giant component. The giant component is the largest component of the network whose size has a finite fraction of
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Fig. 2: (a) The clustering coefficient as a function of \( p \) for \( k = 3 \)(▲), \( k = 4 \)(▼), and \( k = 6 \)(●). The solid lines are from Eq. (3). (b) The clustering coefficient as a function of \( N \) for \( p = 0.7 \)(●), \( p = 0.5 \)(○), \( p = 0.3 \)(■), and \( p = 0.1 \)(◆). The solid lines are guide to the eyes. (c) The giant component size as a function of \( p \) for \( k = 3 \)(▲), \( k = 4 \)(▼), and \( k = 6 \)(●). (d) The giant component size as a function of \( N \) for \( p = 0.7 \)(●), \( p = 0.5 \)(○), \( p = 0.3 \)(■), and \( p = 0.1 \)(◆). The solid lines are guide to the eyes. The number of total nodes \( N \) is 10,000 in (a) and (b). The degree \( k \) is 4 in (b) and (d). Each point was averaged over 100 independently generated networks.

We measured the average path length \( l \) of the highly clustered random regular network. Since an unconnected network has infinite average path length, we measured the average path length within the giant component when the network is unconnected. Figure 3 shows that the average path length follows the relation \( l \sim \ln N \) very well regardless of \( p \).

In general a network is called the small-world network if (i) the network is connected, (ii) \( l \sim \ln N \), and (iii) \( c \) is high [6, 33–35]. Therefore, we conclude that the network made by the algorithm of the previous section with appropriate \( p \) is the random regular small-world network, based on the results of Figs. 2 and 3. Although a random regular small-world network is rare in real-world, it can be used to study the effects of clustering and degree heterogeneity in complex networks.

Percolation. – Percolation is one of the most important subjects in physics and network science [36,38]. Among the many types of percolation models, we consider the site percolation: a site (node) is occupied with probability \( q \) and empty with probability \((1 - q)\) [36]. We study the site percolation model in the highly clustered random regular network generated by our model using the Newman-Ziff algorithm [39,40]. The Newman-Ziff algo-

\[ l = \frac{1}{N(N-1)} \sum_{i,j} L(i,j), \]  

where \( L(i,j) \) indicates the shortest path length between nodes \( i \) and \( j \). If a complex network follows the relation \( l \sim \ln N \), it is called as the small-world effect. The Erdős-Rényi random network and random regular (RR) networks were shown to have this property for large \( N \) [24,31,32].
rithm uses a convolution with the binomial distribution,

\[
\langle Q(q) \rangle = \sum_{n=0}^{N} \frac{N!}{n!(N-n)!} q^n (1-q)^{N-n} \langle Q(n) \rangle ,
\]

where \(Q(q)\) is any physical quantity for a given \(q\). Variable \(n\) represents the number of occupied sites in the network \((0 \leq n \leq N)\). Since \(Q(q)\) is derived by \(Q(n)\), we can get \(Q(q)\) and \(dQ(q)/dq\) for an arbitrary \(q\) when we obtain \(Q(n)\) once [41]. Using Eq. \(5\), we calculated the giant component size \(P_{\infty}(q)\) for a given \(q\). The value of \(q\) where the giant component size begins to have nonzero value in infinite network is called the percolation threshold \(q_c(\infty)\), which can be found by the finite-size scaling,

\[
[q_c(N) - q_c(\infty)] \sim \frac{1}{N^\alpha}.
\]

Estimate of the percolation threshold in finite network \(q_c(N)\) is obtained by the value of \(q\) that gives the maximum of \(dP_{\infty}(q)/dq\) in the network with \(N\) nodes, and \(\alpha\) is a fitting parameter \((\alpha \geq 0)\) [36,39,40].

The giant component size \(P_{\infty}(q)\) presented in Fig. \(4\) shows that the networks exhibit continuous percolation transitions. The percolation threshold obtained by Eq. \(5\) is presented in the inset of Fig. \(4\). We confirm that the random \(k\)-regular network without clustering \((p = 0)\) has \(q_c(\infty) = 1/(k-1)\) within error bars consistently with an analytic result [38].

The percolation threshold \(q_c(\infty)\) increases as clustering coefficient \(c\) increases. Though not shown here, we observed a similar increase of \(q_c(\infty)\) with clustering also for the bond percolation model.

Prisoner’s dilemma game. – The prisoner’s dilemma (PD) game has attracted much attention of many biologists, psychologists, mathematicians, physicists, etc. This game describes the situation where an agent is
tempted to choose the defective strategy that is beneficial to itself but detrimental to the whole society. Especially, the effect of the network topology on the cooperation level is one of the important questions; the cooperation level, in general, depends on the generation method even when the degree distributions are the same [42–55]. In this paper, we compare the cooperation level (proportion of cooperators) in the four kinds of networks: BA network, Holme-Kim network, RR network, and highly clustered RR network (our model) [8,9,43]. The Holme-Kim network, which has a high clustering coefficient and scale-free degree distribution, is made by modifying the growing method of the BA network [9].

In the PD game on the network, the node and the edge indicate the agent and the relationship between the agents, respectively. Each agent always interacts with the agents connected by edges (neighbors). The PD game simulation begins from a network whose agents choose their strategies between cooperation (C) and defection (D) uniformly at random. One generation of the simulation is defined as follows.

1. Each agent plays the PD games with each of its neighbors and its payoff is accumulated.
2. Each agent updates its strategy according to the transition probability.

A transient time of 20 000 generations is enough for the system to reach an equilibrium. After the transition time, 5000 more generations were simulated and averaged to reduce statistical error. The payoffs of the agent and its neighbor in step (1) are given by the payoff
matrix $\begin{bmatrix} C & D \\ D & b \end{bmatrix}$ of

$$
\begin{array}{c|c}
C & D \\
\hline
1 & 0 \\
D & b \\
\end{array}
$$

This is a weak version of the PD game and the temptation parameter $b$ should satisfy $1 < b < 2$. In step (2), the transition probability that the agent $i$ imitates the strategy of the agent $j$ is given by

$$
P_{i \rightarrow j} = \begin{cases} \frac{\pi_j - \pi_i}{\Delta \max(b_i, b_j)} & \text{if } \pi_j > \pi_i \\
0 & \text{if } \pi_j \leq \pi_i \end{cases}
$$

(7)

where $\pi_i$ is the payoff of the agent $i$ [42,13]. The agent $j$ is selected randomly among the neighbors of the agent $i$.

Figure 5 shows the cooperation level of the PD game in the four kinds of networks. All of these networks are connected networks. The parameters of the Holme-Kim network and the highly clustered RR network are adjusted to have similar values of the clustering coefficient to be $c = 0.2026(4)$ and $c = 0.2034(3)$, respectively. The average number of neighbors is fixed to be $\langle k \rangle = 4$ for all the networks.

As shown in Fig. 5, the cooperation level decreases as the temptation parameter $b$ increases in all the four networks, as expected. The cooperation level of the scale-free network, which has higher degree heterogeneity than the RR network, is much higher. Within the same category of the network (RR or scale-free network), the higher the clustering, the higher the cooperation level. As the clustering increases, triangles consisting of cooperators are formed more easily, and the cooperators are more likely to survive in the network. However, the enhancement of the cooperation level by clustering is small. (Since the error bars of the cooperation level in Fig. 5 are very small, the differences in the cooperation level are statistically significant.) Thus, we conclude that the degree heterogeneity is more influential factor than the clustering in terms of promotion of cooperation.

**Conclusion.** – We proposed a method to make a highly clustered network within the configuration model. The clustering coefficient can be controlled in a wide range by adjusting the parameter $p$. We generated highly clustered random regular networks by the method and analyzed their properties. The clustering coefficient increases with $p$ and it does not depend on the network size at least for $N \geq 5000$. The networks become disconnected for large $p$, but the giant component exists always for the whole range of $0 \leq p \leq 1$. The average path length $l$ was shown to be proportional to $\ln N$. As a result, we showed that the highly clustered random regular network made in this work is the random regular small-world network for appropriate parameter $p$. We also calculated the percolation threshold of the infinite-size highly clustered random regular network. The percolation threshold increases as the clustering coefficient increases for both the site and bond percolation problems. In addition, we compared the cooperation level of the prisoner’s dilemma game in four kinds of networks. We conclude that clustering promotes cooperation among agents, but the influence of clustering on the cooperation is much smaller than that of degree heterogeneity of the network.
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