Hubbard pair cluster in the external fields. Studies of the chemical potential
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Abstract

The chemical potential of the two-site Hubbard cluster (pair) embedded in the external electric and magnetic fields is studied by exact diagonalization of the Hamiltonian. The formalism of the grand canonical ensemble is adopted. The influence of temperature, Hubbard on-site Coulombic energy $U$ and electron concentration on the chemical potential is investigated and illustrated in figures. In particular, a discontinuous behaviour of the chemical potential (or electron concentration) in the ground state is discussed.
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1. Introduction

The Hubbard model [1–4] has been comprehensively studied over the last decades [5–63]. Its applicability involves, for example, the description of metal-insulator transition, ferromagnetism of itinerant electrons, studies of high-temperature superconductors, optical lattices and graphene magnetism. In spite of intensive efforts, so far the exact solution has been obtained only in 1D case [13, 46], including the solution for the case of Hubbard model in external magnetic field [47, 48]. As far as 2D systems are concerned, the Mermin-Wagner theorem about the absence of magnetic ordering for non-zero temperatures is worthy of mention [51, 52, 59]. In turn, for the systems being in the ground state, the Lieb theorems [12] have been formulated.

Regarding implications for the magnetism, it has been shown that for the Hubbard parameter $U \to \infty$ (and $U > 0$) the so-called $t – J$ model [57] can be derived, which, for half-filling of the band is equivalent to the model of isotropic Heisenberg antiferromagnet [1, 58]. In turn, for $U \to \infty$ (and $U < 0$) the Hubbard Hamiltonian becomes equivalent to that of XXZ model [7, 60].

Parallel to the exact (or rigorous) results mentioned above, the approximate methods, both analytic and numerical, have been developed with different amount of success. Among them the
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Quantum Monte Carlo (QMC) methods [18, 42] and Dynamical Cluster Approximation (DCA) [20] deserve particular attention.

The possible extensions of the domain where the exact solutions can be found for the model include the zero-dimensional, cluster systems (see for example [22, 23]) as well as clusters embedded in the environment of localized spins [24–27]. It is worthy to mention that the studies of such geometrically confined, cluster systems are important from the point of view of nanophysics and nanotechnology. In particular, it has been shown in [22, 23] that for some small number of electrons the analytic solutions can be obtained in addition to the numerical calculations. The magnetic field has been taken into account in [22], however, the influence of the external electric field on the cluster properties has not been studied there.

Motivated by such a possibility, we undertake the exact study of the Hubbard simplest cluster, namely the pair (or dimer), embedded simultaneously in the external magnetic and electric fields. We note that such system has already attracted some attention [28–35]. Also the effect of the electric field on the properties of the Hubbard model was studied [36, 37]. However, the simultaneous influence of both external electric and magnetic field on the Hubbard dimer was not discussed. It can be mentioned that the usefulness of such model can be related to hydrogen molecule [38] or several layered organic strongly correlated compounds [39]. We perform analytic diagonalization of the pair Hamiltonian and proceed using the formalism of the grand canonical ensemble, where the mean number of electrons in the system can vary and results from thermodynamic equilibrium conditions. This enables to obtain the grand thermodynamic potential as well as the average values of relevant operators. However, the statistical-thermodynamic calculations are possible provided the chemical potential is known. Therefore, as the first stage, we found it particularly important to calculate accurately the chemical potential for such an open system, interacting with the environment.

In this paper we concentrate exclusively on the comprehensive calculations of the chemical potential for the Hubbard pair, especially we study its behaviour in the external magnetic and electric fields, in a wide range of temperatures. In particular, for low temperature range the quantum changes of the chemical potential are investigated. The influence of Hubbard energy $U$ on the chemical potential is also studied.

In the next section the outline of the theoretical method will be presented. In the successive section the numerical results will be illustrated in figures and their discussion will be given.

2. Theoretical model

The Hubbard Hamiltonian for a pair of atoms $(a, b)$ in the external fields is assumed in the form of:

$$
\mathcal{H}_{a,b} = -t \sum_{\sigma=\uparrow, \downarrow} c_{a,\sigma}^\dagger c_{b,\sigma} + c_{b,\sigma}^\dagger c_{a,\sigma} + U (n_{a,\uparrow} n_{a,\downarrow}, n_{b,\uparrow} n_{b,\downarrow})
$$

$$
- \frac{g}{\mu_B} \left( S_{a}^z + S_{b}^z \right) - V (n_a - n_b),
$$

(1)

where $t > 0$ is the hopping integral and $U \geq 0$ is on-site Coulomb repulsion energy. The symbol $H = -g\mu_B H^z$ introduces an external magnetic field $H^z$, with $g$ being a gyromagnetic factor for the
electron and $\mu_0$ denoting the Bohr magneton. Moreover, $V = E|e|d/2$ denotes the electrostatic potential of uniform electric field $E$ oriented along the pair, with $d$ being the interatomic distance, whereas $e$ is the electron charge. For the sake of simplicity, we will assume that the hopping integral is not dependent on the external fields. In Eq. (1) $c_{\gamma,\sigma}^+$ and $c_{\gamma,\sigma}$ are the electron creation and annihilation operators, respectively, and $\sigma$ denotes the spin state. The matrix form of the creation and annihilation operators has been derived in Appendix A. Occupation number operators $n_\gamma$ for site $\gamma = a, b$, are expressed by these creation and annihilation operators: 

$$n_\gamma = \sum_{\sigma} c_{\gamma,\sigma}^+ c_{\gamma,\sigma},$$

whereas the resulting $z$-components of the spins, $S^z_\gamma$, are:

$$S^z_\gamma = \left( n_{\gamma,\uparrow} - n_{\gamma,\downarrow} \right) / 2.$$

As shown in the Appendix B, the pair Hamiltonian (1) can be represented by $16 \times 16$ matrix. The exact analytic diagonalization of the Hamiltonian has been performed (see Appendix B). Treating the pair-cluster as an open electronic system, the grand thermodynamic potential $\Omega_{a,b}$ can be obtained from the general formula:

$$\Omega_{a,b} = -k_B T \ln Z_{a,b} = -k_B T \ln \{ \text{Tr}_{a,b} \exp[-\beta (H_{a,b} - \mu (n_a + n_b))] \},$$

where $Z_{a,b}$ is the grand partition function and $\mu$ is the chemical potential. The knowledge of $\Omega_{a,b}$ enables the self-consistent calculations of all thermodynamic properties.

After diagonalization, the thermodynamic mean value of any operator $\hat{O}$ can be calculated as:

$$\langle \hat{O} \rangle = \text{Tr}_{a,b} [\hat{O} \hat{\rho}_{a,b}],$$

where $\hat{\rho}_{a,b}$ is the statistical operator for the grand canonical ensemble:

$$\hat{\rho}_{a,b} = \frac{1}{Z_{a,b}} \exp[-\beta (H_{a,b} - \mu (n_a + n_b))].$$

The chemical potential $\mu$ of the electrons fulfils the relationship:

$$\langle n_a \rangle + \langle n_b \rangle = -\left( \frac{\partial \Omega}{\partial \mu} \right)_{T,H,E}$$

where $\langle n_a \rangle$ and $\langle n_b \rangle$ are the thermodynamic mean values of the total occupation number operators for $a$ and $b$ sites, respectively. These averages are parametrized by $\mu$ and can be calculated according to the general formula (3). The partial derivative in Eq. (5) is performed at constant temperature $T$ and external fields $H$ and $E$. In order to find $\mu$ we define the parameter $x$ denoting the mean number of electrons per lattice site, namely:

$$x = (\langle n_a \rangle + \langle n_b \rangle) / 2$$

Thus, from the relationship (6) the chemical potential $\mu$ can be found as a function of $T$, $H$, $E$ and $x$. For a pair of sites, $x$ can take values from 0 to 2, since the system can house up to 4 electrons.

The results of numerical calculations performed in the framework of the above formalism are presented in the next section.
3. Numerical results and discussion

The numerical calculations have been performed on the basis of analytic solution as presented in the theoretical Section. Independently, in order to check analytic formulas, the numerical diagonalization of the pair Hamiltonian has been made using Mathematica software [64]. The excellent agreement for both methods has been found. The chemical potential has been calculated in a wide range of magnetic and electric fields, for arbitrary temperature, and in a full range of electron concentration $0 \leq x \leq 2$. For the calculations in the electric field, the external potential $V = V_a = -V_b = E|e|d/2$ has been selected.

Figure 1: Chemical potential $\mu/t$ vs. electric field potential $V/t$ ($V = E|e|d/2t$), for $U/t = 1$ and different electron concentrations $x$ per atom. Two different temperatures: $k_B T/t = 0.01$ and $k_B T/t = 1$, as well as two magnetic fields: $H/t = 0$ or $H/t = 2$ are chosen.

In Fig. 1 the dimensionless chemical potential $\mu/t$ is shown vs. normalized electric field $E|e|d/(2t)$, for two different temperatures $k_B T/t=0.01$ and $k_B T/t=1$. For higher temperature the effect of magnetic field with the value $H/t=2$ is shown additionally. The curves are plotted for the electron concentrations $x=0.5$, $1$ and $1.5$. The Hubbard $U$ parameter is set to $U/t = 1$. At first it can be noted that for $x = 1$ (i.e. for half-filling) the chemical potential is equal to $U/2$ and it does not depend on the temperature and the external fields. This is in agreement with our knowledge about the Hubbard model for infinite system. Moreover, for $x \neq 1$ the results are symmetric with respect to that for $x = 1$. For instance, it can be seen that for $x = 1.5$, by increasing temperature the chemical potential also increases, whereas for $x = 0.5$ a symmetric decrease of $\mu/t$ is present.
The dependence of $\mu/t$ on the electric field is rather weak in this figure and much smaller than on the magnetic field. For instance, for $k_B T/t = 1$ a remarkable splitting of two curves: for $H/t = 0$ and $H/t = 2$ can be noticed. The increasing electric field $E$ makes a slow increase of the chemical potential for $x > 1$, whereas for $x < 1$ a symmetric slow decrease of $\mu/t$ is observed.

![Figure 2: Chemical potential $\mu/t$ vs. electric field potential $V/t$ ($V = E|e|d/2$), for electron concentrations $x = 1.25$ per atom (weak electron doping) and different $U/t$. Temperature amounts to $k_B T/t = 0.01$ and the magnetic field is absent.](image)

The dependence of the chemical potential on the electric field potential, for various Hubbard parameters $U$ is shown in Fig. 2. In this figure the mean electron concentration is chosen as $x = 1.25$, which goes beyond the half-filling, towards small electron doping. The temperature $k_B T/t = 0.01$ is close to the ground state and the magnetic field is equal to zero. It is seen that the chemical potential $\mu$ strongly depends on the parameter $U$, and increases with an increase of $U$. At the same time, a slowly increasing function of $\mu$ vs. $V$, seen for small $U$, converts into a decreasing one when $U$ increases.

A relationship between $\mu$ and the electric field potential $V$ for different magnetic fields is illustrated in Fig. 3. In this case $U/t = 2.5$, whereas the parameter $x$ and temperature are the same as in Fig. 2. It is seen that for higher magnetic fields the curves are not monotonous, and have a sharp minimum if the electric field potential $V$ is large enough. On closer inspection of the magnetization, the minima presented for $H/t = 2$ and $H/t = 3$ are connected with ferrimagnetic phase
transitions from saturated phase \( \langle S_z^a + S_z^\alpha \rangle = 0.75 \) for low \( V \) to the phase with lower total magnetization \( \langle S_z^a + S_z^\alpha \rangle = 0.25 \), when \( V \) increases. The analogous minima occur also for larger fields \( H/t \), however, they are not seen in the frame of this figure.

In Fig. 4 the chemical potential \( \mu/t \) is illustrated vs. dimensionless temperature \( k_B T/t \) for various electron concentration \( x \). The electric and magnetic fields are absent and the \( U \) parameter is equal to \( U/t = 1 \). The curves for different \( x \) are distributed symmetrically with respect to the curve for \( x = 1 \). For the electron concentration \( x \) approaching the value \( x = 1 \) a non-monotonous behaviour of the curves is observed. On the other hand, for \( x \) tending to 2 the chemical potential is an increasing function of temperature, whereas for \( x \) tending to 0 it monotonously decreases.

In the next figure (Fig. 5) the chemical potential is presented as a function of the external magnetic field \( H/t \), for different electron concentration \( x \). The remaining parameters are: \( E=0 \) and \( U/t = 1 \). Also in this case the symmetry of the curves with respect to the curve for \( x = 1 \) is seen, and non-monotonous behaviour when \( x \) approaches the value \( x = 1 \) can be noticed. From the Figs. 4 and 5 it is seen that for \( x = 1 \) the chemical potential does not depend on the temperature and magnetic field, in accordance with Fig. 1.

The calculation of \( \mu/t \) vs. electron concentration \( x \) is illustrated in Fig. 6 for different Hubbard parameters.

Figure 3: Chemical potential \( \mu/t \) vs. electric field potential \( V/t \) \( (V = E|e|d/2) \), for electron concentrations \( x = 1.25 \) per atom and different magnetic field \( H/t \). Temperature amounts to \( k_B T/t = 0.01 \) and the Hubbard parameter is \( U/t = 2.5 \).
energies $U$, at constant temperature $k_B T/t = 0.5$. In Fig. 5 the external fields are equal to zero. All the curves are monotinous vs. $x$, with the strongest dependency for $x \to 0$ and $x \to 2$. The fact that $\partial \mu/\partial x > 0$ is important from the thermodynamic point of view, since it proves the chemical stability of the system. For $x = 1$ (i.e., for half-filling) the chemical potential fulfills the relation $\mu = U/2$. It can also be noted that for small $x$ the chemical potential is negative and it becomes independent on $U$.

In Fig. 7 the chemical potential $\mu/t$ vs. electron concentration $x$ is presented, for different electric field potentials $V/t$. The magnetic field is also present in this case, with the constant value $H/t=1$, while $U/t=1$. Since the temperature $k_B T/t = 0$, the chemical potential becomes quantized and is represented by the step-wise function, which shows the steps when the total mean number of electrons in the system, $2x$, amounts to 0, 1, 2, 3 and 4. The influence of electric field potential is evident, manifesting itself by an increasing hight of the steps, whereas the concentrations $x$ at discontinuity points remains the same. The effect of quantization has not been seen in the previous figure (Fig. 6), because the temperature was too high there.

In order to demonstrate the temperature effect on quantization, the dependency of $\mu/t$ on the electron concentration $x$ is plotted in Fig. 8 for two very different temperatures: $k_B T/t=0$ (i.e., in the ground state) and $k_B T/t=1$. In addition, absence of the magnetic field, or its presence with
Figure 5: Chemical potential $\mu/t$ vs. magnetic field $H/t$, for $U/t = 1$ and different electron concentrations $x$ per atom. Temperature is $k_B T/t = 0.5$ and the electric field is set to zero.

the value $H/t = 2$, is taken into account, whereas $E = 0$ and $U/t=3$. Again, it is seen that in the ground state the chemical potential changes discontinuously when the concentrations take the values: $x = 0, 0.5, 1, 1.5$ and 2. As expected, such a quantum behaviour is not present in the high temperature region, where the strong thermal fluctuations are present. In the ground state, the influence of the magnetic field is seen only in the regions $0 \leq x \leq 0.5$ and $1.5 \leq x \leq 2$, whereas no effect on $\mu$ in the region of $0.5 < x < 1.5$ is noticed. On the other hand, for relatively large temperature, $k_B T/t=1$, the magnetic field influences the chemical potential practically in the whole region of $x$, with the exclusion of $x = 1$ where $\mu/t = 1.5$.

In Fig. 9 the chemical potential $\mu/t$ is plotted as a function of $U/t$, for different concentrations $x$ and constant temperature $k_B T/t=0.5$. The absence or presence of the magnetic field with rather high value, $H/t = 3$, is taken into account, whereas the electric field is set to $E = 0$. Only for $x = 1$ the ideal linear behaviour is observed, which is in accordance with $\mu = U/2$. In general, $\mu$ is an increasing function of $U$, however, for small $x$ the chemical potential becomes only weakly dependent on $U$, which is in accordance with Fig. 6. The magnetic field makes the curves more flat for $x < 1$ and more steep for $x > 1$, with no influence observed for $x = 1$. Again, the curves are symmetric with respect to the case of $x = 1$. An increase of the Hubbard energy $U$, which stands for on-site Coulomb repulsion, means that also increasing chemical potential is needed for the electron to be adsorbed by the open system. A significant increase of $\mu$ is observed when both
Figure 6: Chemical potential $\mu/t$ as a function of electron concentration $x$ per atom, for different Hubbard parameters $U/t$. Temperature is $k_B T/t = 0.5$ and the magnetic and electric fields are set to zero.

$U$ and $x$ are large.

Treating chemical potential as a variable, the resulting electron concentration $x$ is plotted in Fig. 10. In such approach the chemical potential can be understood as an uniform external potential acting on the pair of atoms, whereas the electrons can be freely exchanged between the pair-cluster and its environment. In order to preserve this condition, the electric field is set to $E=0$. Resulting mean number of electrons per atom (i.e., concentration $x$) shows a step-wise behaviour at low temperatures, seen already at $k_B T/t=0.1$, and, in particular, in the ground state, when $k_B T/t=0$. After applying the external magnetic field with the value $H/t = 1$, the ranges of plateaus (horizontal parts of concentration $x$, representing the intervals of charge stability) are changed in comparison with the case of $H = 0$. This is an effect of energy competition between the Coulombic repulsion for on-site electrons and the magnetic Zeeman term. It should be noticed that the external magnetic field is not able to change the height of the steps, which occur for $x=0$, 0.5, 1, 1.5, and 2, i.e., for the same values as in Fig. 8. One should also notice that the energy $U$ in Fig. 10 $U/t=1$, differs from that in Fig. 8. As it could be expected, the common point for all curves presented in Fig. 10 lies at $(\mu/t = 0.5, x = 1)$.

In the next figure (Fig. 11) the grand potential, $\Omega/t$, is presented vs. chemical potential $\mu/t$, in the absence of external fields but for different temperatures. The Hubbard energy $U$ amounts to
$U/t = 1$, thus, in the ground state, the result can be related to the corresponding $x$-curve in Fig. [10]. It can be seen that for $k_B T/t = 0$ the grand potential has the kinks at $\mu/t = -1, -0.56, 1.56, \text{ and } 2$, i.e., at the same discontinuity points as $x$ in Fig. [10]. We can identify these discontinuity points as the limits of the intervals where the integer number of electrons is present in the Hubbard pair, whereas the system is in the ground state. Within these intervals the grand potential is presented by the straight lines, and its derivative, i.e., the number of electrons (see Eq. [5]), is constant. By increasing the temperature, the grand potential transforms into the smooth curve, which monotonically decreases with increase of $\mu$. We also see that for constant $\mu$, the increase of temperature involves always a decrease of $\Omega$. Hence, it can be concluded that the entropy, $S = -(\partial \Omega / \partial T)_\mu$, will be positive for all $\mu$ and $T$.

Quantum behaviour of the electron concentration for low temperatures is also illustrated in Fig. [12]. In this diagram the isolines representing constant chemical potentials, $\mu/t$, are plotted in the coordinates $x$ and $k_B T/t$. The isolines are separated by $|\Delta \mu|/t = 0.5$. The external magnetic field is set to zero, whereas $V/t = 1$ and the energy $U$ is $U/t = 1$. It can be seen that for $T = 0$ only five values of electron concentration are allowed, which are distributed symmetrically around $x = 1$, and the $\mu$ values can be divided into five groups. These groups correspond to five regions of constant electron concentrations, as discussed in Fig. [11] for the ground state. By increasing temperature, the discrete values of $x$ are transformed into the continuous spectrum extending over
arbitrary $\mu$ value. Similarly to the ground state, the spectrum remains symmetric around $(x = 1, \mu/t = 0.5)$ for all the temperatures.

In Fig. 8, the isolines representing the constant magnetic fields, $H/t$, which all correspond to the constant chemical potential with the value $\mu/t = -1$, are plotted in the coordinates $x$ and $k_B T/t$. The electric field is assumed as $V/t=0.5$ and the energy $U$ is set to $U/t = 1$. Again, quantum behaviour of the electron concentration $x$ in the ground state is observed. The curves in Fig. 8 presents an evolution of the constant chemical potential curve (with the value $\mu/t = -1$) under the influence of the magnetic field. In particular, it is demonstrated that for high temperatures the increase of the magnetic field causes a continuous increase of the electron concentration $x$. However, for small $T$, the process of increasing $x$ becomes quantized, and the highest electron concentration, which can be reached when $H$ increases, is $x = 1$. It can also be noticed that each curve presented in previous Fig. 7 and described by the constant parameters $\mu$, $U$ and $H = 0$, can be studied in the external magnetic field analogously to the present case (Fig. 8).

In the last figure (Fig. 9) the isolines of constant electric field potential are presented, in the coordinates $x$ and $k_B T/t$. The isolines correspond to $U/t=5$ and constant chemical potential $\mu/t = 1$, whereas the magnetic field is set to zero. It is seen that these isolines can be classified into two groups, due to quantization of electron concentration for $T = 0$. Namely, for such a
set of parameters, only one or two electrons can exist in the ground state (i.e., $2x=1$ or $2x=2$). The same quantization was observed in the previous figure (Fig. 13). Again, for higher temperatures the spectrum becomes continuous, and, at the same time, the range of allowed $x$ is narrowing.

4. Summary and conclusion

In the paper we presented some selected results of exact calculations of the chemical potential for the Hubbard pair-cluster embedded in the external fields. The Hubbard pair is treated as an open system, where the mean number of electrons results from thermodynamic equilibrium. At first, we found that the dependence of $\mu$ on the small electric field, when the external potential is applied asymmetrically to both atoms, is weaker than the dependence on the magnetic field (Fig. 1). However, in a wider range of $V/t$ the influence of electric field is remarkable (Figs. 3, 7, 14). The influence of Hubbard $U$ repulsion parameter has also been taken into account. In particular, for low temperatures the step-wise changes of the electron concentration (or, equivalently, chemical potential) are discussed.

It should be noticed that the curves representing the chemical potential are symmetric with respect to the half-filling case ($x=1, \mu = U/2$) due to a particle-hole symmetry. In particular, the consequences of this symmetry is seen in Figs. 1, 4, 6 - 10 and 12.
Figure 10: A step-wise behaviour of electron concentration $x$ per atom vs. chemical potential $\mu/t$, for $U/t = 1$. Different curves correspond to two chosen temperatures: $k_B T/t = 0$ and $k_B T/t = 1$, as well as two magnetic fields: $H/t = 0$ and $H/t = 1$. The electric field is set to zero.

The calculations of the chemical potential, which may be performed over a wide range of parameters simultaneously taking into account the electric and magnetic fields, are of primary importance for further statistical-thermodynamic studies of the system in question. According to the theoretical background given in this paper, further investigations of open systems will be aimed at the exact calculations of all thermodynamic properties which can be obtained from the knowledge of the grand partition function. For instance, various correlation functions, mean energy, as well as all magnetic and electric properties can be calculated (in preparation). In particular, the thermodynamic response functions, such as the magnetic or electric susceptibilities, can be studied within the method. Such investigations should broaden our knowledge about the physics of small clusters.

Appendix A. Construction of annihilation and creation operators

On the basis of Pauli matrices:

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \text{and} \quad I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$$

(A.1)
Figure 11: Grand potential $\Omega/t$ as a function of the chemical potential $\mu/t$, for $U/t = 1$ and three different temperatures. The magnetic and electric fields are set to zero.

The spin deviation operators are presented as follows:

$$\alpha = \frac{1}{2} \left( \sigma_x + i \sigma_y \right) = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \alpha^+ = \frac{1}{2} \left( \sigma_x - i \sigma_y \right) = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad \text{and} \quad \beta = \sigma_z. \quad \text{(A.2)}$$

We define single-particle auxiliary operators for the electron which can occupy 4 possible states ($\gamma = a, b; \sigma = \uparrow, \downarrow$) [65]:

$$\alpha_1 = \alpha \otimes I \otimes I \otimes I, \quad \beta_1 = \beta \otimes I \otimes I \otimes I$$

$$\alpha_2 = I \otimes \alpha \otimes I \otimes I, \quad \beta_2 = I \otimes \beta \otimes I \otimes I$$

$$\alpha_3 = I \otimes I \otimes \alpha \otimes I, \quad \beta_3 = I \otimes I \otimes \beta \otimes I$$

$$\alpha_4 = I \otimes I \otimes I \otimes \alpha, \quad \beta_4 = I \otimes I \otimes I \otimes \beta, \quad \text{(A.3)}$$

where $\otimes$ stands for the matrix outer product. Then, the annihilation operators in these 4 states are obtained by the ordinary matrix multiplication of the auxiliary operators:

$$c_1 = \alpha_1$$

$$c_2 = \alpha_2 \beta_1$$

$$c_3 = \alpha_3 \beta_1 \beta_2$$

$$c_4 = \alpha_4 \beta_1 \beta_2 \beta_3. \quad \text{(A.4)}$$
Figure 12: Isolines presenting the constant chemical potentials $\mu/t$, in the coordinates $x$ (electron concentration per atom) and $k_B T/t$ (temperature). The curves are separated by $|\Delta \mu|/t = 0.5$. The magnetic field is set to zero, whereas the electric field potential is $V/t = 1$ and $U/t = 1$.

The numbering of states can be chosen as follows:

$$c_{a,\downarrow} = c_1, \quad c_{a,\uparrow} = c_2, \quad c_{b,\downarrow} = c_3, \quad c_{b,\uparrow} = c_4.$$  \hspace{1cm} (A.5)

The operators $c_{a,\downarrow}$, $c_{a,\uparrow}$, $c_{b,\downarrow}$ and $c_{b,\uparrow}$ are represented by 16 $\times$ 16 sparse matrices with real elements. The only non-zero elements of these matrices are the following:

$c_{a,\downarrow}$:

$$c_{a,\downarrow} [9,1] = c_{a,\downarrow} [10,2] = c_{a,\downarrow} [11,3] = c_{a,\downarrow} [12,4] =$$
$$= c_{a,\downarrow} [13,5] = c_{a,\downarrow} [14,6] = c_{a,\downarrow} [15,7] = c_{a,\downarrow} [16,8] = 1;$$ \hspace{1cm} (A.6)

$c_{a,\uparrow}$:

$$c_{a,\uparrow} [5,1] = c_{a,\uparrow} [6,2] = c_{a,\uparrow} [7,3] = c_{a,\uparrow} [8,4] = 1,$$
$$c_{a,\uparrow} [13,9] = c_{a,\uparrow} [14,10] = c_{a,\uparrow} [15,11] = c_{a,\uparrow} [16,12] = -1;$$ \hspace{1cm} (A.7)

$c_{b,\downarrow}$:

$$c_{b,\downarrow} [3,1] = c_{b,\downarrow} [4,2] = c_{b,\downarrow} [15,13] = c_{b,\downarrow} [16,14] = 1,$$
$$c_{b,\downarrow} [7,5] = c_{b,\downarrow} [8,6] = c_{b,\downarrow} [11,9] = c_{b,\downarrow} [12,10] = -1;$$ \hspace{1cm} (A.8)
Figure 13: Isolines presenting constant magnetic fields $H/t$, in the coordinates $x$ (electron concentration per atom) and $k_B T/t$ (temperature). The curves are separated by $|\Delta H|/t = 0.5$. All curves correspond to the constant chemical potential $\mu/t = -1$ and $U/t = 1$. The electric field potential is set to $V/t = 0.5$.

The creation operators $c^+_{\gamma,\sigma}$ are the hermitian adjoints of $c_{\gamma,\sigma}$ and they can be obtained by the transposition of annihilation matrices $A.5$. It can be checked that the above matrices satisfy the anticommutation relations for fermionic operators:

$$\left\{ c_{\gamma,\sigma}, c^+_{\gamma'\sigma'} \right\}_+ = \left\{ c^+_{\gamma',\sigma'}, c_{\gamma,\sigma'} \right\}_+ = 0,$$

and

$$\left\{ c_{\gamma,\sigma}, c^+_{\gamma,\sigma'} \right\}_+ = \delta_{\gamma,\gamma'} \delta_{\sigma,\sigma'},$$

as well as the Pauli principle:

$$\left( c^+_{\gamma,\sigma} \right)^2 = \left( c_{\gamma,\sigma} \right)^2 = 0.$$

Appendix B. The pair Hamiltonian and its diagonalization

Having $c_{\gamma,\sigma}$ and $c^+_{\gamma,\sigma}$ in their explicit form, the matrices representing occupation numbers with a given spin, $n_{\gamma,\sigma}$, and z-component of resulting spin on the $\gamma = a, b$ lattice site, $S^z_\gamma$, can be easily
Figure 14: Isolines presenting constant electric field potentials $V/t$, in the coordinates $x$ (electron concentration per atom) and $k_B T/t$ (temperature). The curves are separated by $|\Delta V|/t = 0.5$. All curves correspond to the constant chemical potential $\mu/t = 1$ and parameter $U/t = 5$. The magnetic field is set to zero.

found from their definitions:

$$n_{\gamma,\sigma} = c_{\gamma,\sigma}^+ c_{\gamma,\sigma},$$  \hspace{1cm} (B.1)

and

$$S_\gamma^z = \frac{1}{2} (n_{\gamma,\uparrow} - n_{\gamma,\downarrow}).$$  \hspace{1cm} (B.2)

The total occupation number for given lattice site is then represented by the operator:

$$n_\gamma = n_{\gamma,\uparrow} + n_{\gamma,\downarrow}.$$  \hspace{1cm} (B.3)

Thus, all operators in the pair Hamiltonian (Eq. 1) can be explicitly expressed by the matrices given above. Consequently, the pair Hamiltonian can be presented as 16×16 sparse matrix. However, in open system, we should deal with the extended Hamiltonian, containing the chemical potential term, which, after division by the hopping integral, can be presented in the dimensionless form:

$$\tilde{\mathcal{H}}_{a,b} = \frac{1}{t} [\mathcal{H}_{a,b} - \mu (n_a + n_b)]$$  \hspace{1cm} (B.4)
As a result, the extended pair Hamiltonian containing interactions with the external fields has the matrix form:

\[
\tilde{\mathcal{H}}_{a,b} = \\
\begin{pmatrix}
  d_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & d_2 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & d_3 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & d_4 & 0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & -1 & 0 & 0 & d_5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & d_6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 & 0 & d_7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & d_8 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & d_9 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & d_{10} & 0 & 0 & -1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_{11} & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_{12} & 0 & 0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_{13} & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_{14} & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_{15} & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_{16} & 0 & 0 \\
\end{pmatrix}, \quad (B.5)
\]

where the diagonal elements \(d_i (i = 1, \ldots, 16)\) are listed below:

\[
\begin{align*}
  d_1 & = 0, \\
  d_2 & = -\mu/t + V/t + H/ (2t), \\
  d_3 & = -\mu/t + V/t + H/ (2t), \\
  d_4 & = U/t - 2(\mu/t - V/t), \\
  d_5 & = -\mu/t - V/t - H/ (2t), \\
  d_6 & = -2\mu/t - H/t, \\
  d_7 & = -2\mu/t, \\
  d_8 & = U/t - 3\mu/t + V/t - H/ (2t), \\
  d_9 & = -\mu/t - V/t + H/ (2t), \\
  d_{10} & = -2\mu/t, \\
  d_{11} & = -2\mu/t + H/t, \\
  d_{12} & = U/t - 3\mu/t + V/t + H/ (2t), \\
  d_{13} & = U/t - 2(\mu/t + V/t), \\
  d_{14} & = U/t - 3\mu/t - V/t - H/ (2t), \\
  d_{15} & = U/t - 3\mu/t - V/t + H/ (2t), \\
  d_{16} & = 2U/t - 4\mu/t. \quad (B.6)
\end{align*}
\]

The extended pair Hamiltonian \(\tilde{\mathcal{H}}_{a,b}\) fulfils the eigenequation:

\[
\tilde{\mathcal{H}}_{a,b} \Psi_i = E_i \Psi_i, \quad (B.7)
\]
where $E_i$ are dimensionless energies and $\Psi_i$ are the eigenvectors ($i=1,...,16$). In general, $\Psi_i$ can be presented as a linear combination of orthonormal basis $\varphi_j$ ($j=1,...,16$), i.e.,

$$\Psi_i = \sum_{j=1}^{16} C_{i,j} \varphi_j.$$  \hfill (B.8)

In (B.8) $\varphi_j$ are the unit vectors represented by 1-columnar, 16th-row matrices, with the only non-zero element, equal to 1, located in the $j$-th row.

$$\varphi_j = \begin{pmatrix} \delta_{j1} \\ \vdots \\ \delta_{jk} \\ \vdots \\ \delta_{j16} \end{pmatrix}. \hfill (B.9)$$

It follows from the matrix form of $\tilde{\mathcal{H}}_{a,b}$ that for $i=1,6,11,16$ the corresponding energies are immediately given as:

$$E_1 = d_1; \quad E_6 = d_6; \quad E_{11} = d_{11} \quad \text{and} \quad E_{16} = d_{16}. \hfill (B.10)$$

Simultaneously, corresponding eigenvectors $\Psi_i$ have the simple form:

$$\Psi_1 = \varphi_1; \quad \Psi_6 = \varphi_6; \quad \Psi_{11} = \varphi_{11} \quad \text{and} \quad \Psi_{16} = \varphi_{16}, \hfill (B.11)$$

respectively. In turn, for the energy pairs $(E_2, E_5)$, $(E_3, E_9)$, $(E_8, E_{14})$, and $(E_{12}, E_{15})$, we obtain from Eq. (B.7) corresponding blocks of 2 coupled equations for the coefficients $C_{i,j}$, which leads to the quadratic equations for the energy. Solving these equations one obtains:

$$E_2 = \frac{1}{2} (d_2 + d_5) - \frac{1}{2} \sqrt{(d_2 - d_5)^2 + 4}$$

$$E_5 = \frac{1}{2} (d_2 + d_5) + \frac{1}{2} \sqrt{(d_2 - d_5)^2 + 4}$$

$$E_3 = \frac{1}{2} (d_3 + d_9) - \frac{1}{2} \sqrt{(d_3 - d_9)^2 + 4}$$

$$E_9 = \frac{1}{2} (d_3 + d_9) + \frac{1}{2} \sqrt{(d_3 - d_9)^2 + 4}$$

$$E_8 = \frac{1}{2} (d_8 + d_{14}) - \frac{1}{2} \sqrt{(d_8 - d_{14})^2 + 4}$$

$$E_{14} = \frac{1}{2} (d_8 + d_{14}) + \frac{1}{2} \sqrt{(d_8 - d_{14})^2 + 4}$$

$$E_{12} = \frac{1}{2} (d_{12} + d_{15}) - \frac{1}{2} \sqrt{(d_{12} - d_{15})^2 + 4}$$

$$E_{15} = \frac{1}{2} (d_{12} + d_{15}) + \frac{1}{2} \sqrt{(d_{12} - d_{15})^2 + 4}. \hfill (B.12)$$
Corresponding eigenvectors have the form of:

\[
\Psi_2 = \frac{1}{\sqrt{1 + (d_5 - E_2)^3}} [(d_5 - E_2) \varphi_2 + \varphi_3] \\
\Psi_5 = \frac{1}{\sqrt{1 + (d_5 - E_5)^3}} [(d_5 - E_5) \varphi_2 + \varphi_3] \\
\Psi_3 = \frac{1}{\sqrt{1 + (d_9 - E_3)^3}} [(d_9 - E_3) \varphi_3 + \varphi_9] \\
\Psi_9 = \frac{1}{\sqrt{1 + (d_9 - E_9)^3}} [(d_9 - E_9) \varphi_3 + \varphi_9] \\
\Psi_8 = \frac{1}{\sqrt{1 + (d_{14} - E_8)^3}} [-(d_{14} - E_8) \varphi_8 + \varphi_{14}] \\
\Psi_{14} = \frac{1}{\sqrt{1 + (d_{14} - E_{14})^3}} [-(d_{14} - E_{14}) \varphi_8 + \varphi_{14}] \\
\Psi_{12} = \frac{1}{\sqrt{1 + (d_{15} - E_{12})^3}} [-(d_{15} - E_{12}) \varphi_{12} + \varphi_{15}] \\
\Psi_{15} = \frac{1}{\sqrt{1 + (d_{15} - E_{15})^3}} [-(d_{15} - E_{15}) \varphi_{12} + \varphi_{15}].
\]  

(B.13)

Remaining four energies: \(E_4, E_7, E_{10},\) and \(E_{13},\) can be found from Eq. (B.7) as the solutions of the block of 4 coupled equations for coefficients \(C_{i,j}.\) This leads to the 4th order algebraic equation for the energy:

\[
E^4 + b E^3 + c E^2 + d E + e = 0,
\]  

(B.14)

where the coefficients \(b, c, d\) and \(e\) can be presented as:

\[
b = -(d_4 + d_7 + d_{10} + d_{13}) \\
c = d_4 d_7 + d_{10} d_{13} + (d_4 + d_7) (d_{10} + d_{13}) - 4 \\
d = -d_4 d_7 (d_4 + d_7) - d_{10} d_{13} (d_4 + d_7) + 2 (d_4 + d_7 + d_{10} + d_{13}) \\
e = -(d_4 + d_{13}) (d_7 + d_{10}) + d_4 d_7 d_{10} d_{13}.
\]  

(B.15)

The 4th-order algebraic equation in the general form of (B.14) can be solved analytically by the methods which can be found in mathematical handbooks \([66]\). These quite long, but standard, methods will not be repeated here. As a result one obtains 4 analytic solutions for energies: \(E_4, E_7, E_{10},\) and \(E_{13},\) which are real and can be used for finding corresponding eigenvectors. In order to present these eigenstates \(\Psi_4, \Psi_7, \Psi_{10},\) and \(\Psi_{13},\) we define auxiliary functions:

\[
f_4(E_i) = \frac{d_{13} - E_i}{d_4 - E_i} \\
f_7(E_i) = -\frac{d_4 + d_{13} - 2E_i}{(d_4 - E_i) (d_7 - E_i)} \\
f_{10}(E_i) = \frac{d_4 + d_{13} - 2E_i}{(d_4 - E_i) (d_{10} - E_i)}
\]  

(B.16)
for \( i = 4, 7, 10 \) and 13, and

\[
F(E_i) = \frac{1}{\sqrt{1 + f_4^2(E_i) + f_7^2(E_i) + f_{10}^2(E_i)}}. \tag{B.17}
\]

With these functions, the eigenvectors for \( i = 4, 7, 10 \) and 13, can be expressed in the form of linear combination:

\[
\Psi_i = F(E_i) \left[ f_4(E_i) \varphi_4 + f_7(E_i) \varphi_7 + f_{10}(E_i) \varphi_{10} + \varphi_{13} \right], \tag{B.18}
\]

where \( \varphi_i \) are the unit vectors as defined in Eq. (B.9).

It can be checked that \( \Psi_i \) for \( i = 1, \ldots, 16 \), form the orthonormal and complete vector set. Thus, the full spectrum of energies \( E_i \) and corresponding eigenvectors \( \Psi_i \) have analytically been determined for the Hubbard pair treated as an open system, whose interactions with the external fields are described by the extended dimensionless Hamiltonian \( \tilde{H}_{a,b} \) (Eq. (B.4)).
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