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Abstract

Background: Kidney dosimetry after peptide receptor radionuclide therapy using $^{177}\text{Lu}$-labelled somatostatin analogues is a procedure with multiple steps. We present the SPECT/CT-based implementation at Aarhus University Hospital and evaluate the uncertainty of the various steps in order to estimate the total uncertainty and to identify the major sources of uncertainty. Absorbed dose data from 115 treatment fractions are reported.

Results: The total absorbed dose with uncertainty is presented for 59 treatments with $[^{177}\text{Lu}]$Lu-DOTATOC and 56 treatments with $[^{177}\text{Lu}]$Lu-DOTATATE. For $[^{177}\text{Lu}]$Lu-DOTATOC the mean and median specific absorbed dose (dose per injected activity) is 0.37 Gy/GBq and 0.38 Gy/GBq, respectively, while for $[^{177}\text{Lu}]$Lu-DOTATATE the median and mean are 0.47 Gy/GBq and 0.46 Gy/GBq, respectively. The uncertainty of the procedure is estimated to be about 13% for a single treatment fraction, while it increases to about 19% if only a single SPECT/CT scan is performed 1 day post-injection.

Conclusions: The specific absorbed dose values obtained with the described procedure are comparable to those from other treatment sites for both $[^{177}\text{Lu}]$Lu-DOTATOC and $[^{177}\text{Lu}]$Lu-DOTATATE, but towards the lower end of the range of reported values. The estimated uncertainty is also comparable to that from other reports and judged acceptable for clinical and research use, thus proving the kidney dosimetry procedure a useful tool. The greatest reduction in uncertainty can be obtained by improved activity determination, partial volume correction and additional SPECT/CT scans.
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Introduction

Peptide receptor radionuclide therapy (PRRT) using somatostatin analogues labelled with radionuclides has become an established option for treatment of somatostatin receptor positive neuroendocrine tumors (NETs) [1–4], and PRRT is now recommended as second-line treatment for gastro-intestinal NETs [5]. For several years, the standard treatment schedule using the isotope $^{177}$Lu has been four fractions of 7.4 GBq $[^{177}\text{Lu}]$Lu-DOTATATE [6] or to lesser extent $[^{177}\text{Lu}]$Lu-DOTATOC [7, 8], but in recent years personalized treatments allowing for an increase of cumulated activity, in anticipation of improved treatment effect, have attracted much attention [9–11], and controlled clinical trials are ongoing [12–14]. This attention is due to the low risk of toxicity with the standard schedule and, in dosimetry studies, the findings of absorbed kidney doses generally being well below dose limits derived from external beam radiation therapy (EBRT) and with large inter-patient differences [15–19].

The kidneys are considered organs-at-risk in PRRT [15], and kidney dosimetry plays a key role in individualized treatments seeking to reach a pre-defined absorbed dose limit to the kidneys [12–14]. The dosimetry implementation should be accurate and reproducible, both in order to compare studies between sites, to relate to dose limits derived from EBRT, where the absolute dose is accurately measured with reference to calibrated ion-chambers [20], and eventually to establish reliable dose limits on the basis of PRRT studies.

Kidney dosimetry is based on a time-activity curve, established by sequential quantitative imaging of gamma-radiation and determination of the $^{177}$Lu activity in the kidneys [21, 22]. A variety of implementations have been reported, which may vary in several aspects including: Method of SPECT/CT scanner calibration, the use of planar imaging, 3D imaging or a hybrid thereof, the number of scans performed after therapy, and their time points, as well as the method of kidney delineation and correction for partial-volume effects [21, 23, 24]. A given implementation will introduce random and systematic effects, which should be evaluated in order to ensure comparable measures of absorbed dose. To this end, publications on standardized dosimetry, uncertainty evaluations and site-to-site comparisons are of great importance [21, 24–28].

In this paper we present the implementation of kidney dosimetry at our institution, evaluate the uncertainty of the various steps in the process and summarize the total uncertainty in an uncertainty budget. The purpose is both to identify the major sources of uncertainty and to obtain an estimate of the total uncertainty. The uncertainties are estimated from measurements, experience or available literature. The absorbed dose and the specific absorbed dose (absorbed dose per injected activity) to the kidneys of patients treated with either $[^{177}\text{Lu}]$Lu-DOTATATE or $[^{177}\text{Lu}]$Lu-DOTATOC in the period November 2015 to January 2021 are reported, and the specific absorbed doses are compared to the results from other sites.

Methods

PRRT treatment and patient cohort

PRRT was performed using either $[^{177}\text{Lu}]$Lu-DOTATATE (Lutathera®; Advanced Accelerator Applications and later Novartis) or in-house produced $[^{177}\text{Lu}]$Lu-DOTATOC.
[177Lu]Lu-DOTATOC was produced using no-carrier-added [177Lu]LuCl₃ provided by ITG (Isotope Technologies Garching, Germany) on a semi-automatic synthesis unit, Modular-Lab PharmTracer from Eckert & Ziegler. The radiolabeling was achieved by heating the DOTATOC (230 µg per 10 GBq until March 2020 and 115 µg per 10 GBq thereafter) to 80 °C in the presence of [177Lu]Lu³⁺ in 20 min. The pH was kept between 4.0 and 4.5 using an acetate/ascorbate-buffer. After radiolabeling the product was purified using a Sep-Pak C18 cartridge, rinsed with saline and released with ethanol through a sterile filter. To the product vial was added ascorbic acid (150 mg/0.85 mmol) and DTPA (20 mg/0.04 mmol), this addition was performed prior to radiolabeling. The final product contained [177Lu]Lu-DOTATOC 5.0–21.8 GBq (from March 2020 up to 50.1 GBq) in a volume of 17–19 ml. From the product vial the requested activity was drawn into a syringe and if necessary diluted with saline to reach a minimum volume of 10 ml.

[177Lu]Lu-DOTATATE (Lutathera®) was provided with 7400 MBq at planned time of infusion in a volume of 20.5–25.0 ml. The peptide amount was 10 µg/ml [29].

[177Lu]Lu-DOTATATE or [177Lu]Lu-DOTATOC was injected through a peripheral or central venous catheter using a manually operated infusion system, and the full infusion was given in 5–10 min including flushing with saline.

For protection of the kidneys an infusion of Vamin-18 (Fresenius Kabi AG, Bad Homburg, Germany) or a solution containing 2.5% arginine and 2.5% lysine dissolved in 1 L of saline [3, 30] was infused. Vamin-18 was used from the first treatment in November 2015 and until June 2016 when the arginine/lysine mixture became available for purchase in Denmark. Infusions were given in one of three different protocols according to the kidney function determined by glomerular filtration rate (GFR) measurement normalized to body-surface area using [51Cr]Cr-EDTA or [99mTc]Tc-DTPA and according to risk factors such as diabetes, hypertension or previous radionuclide therapy. Antiemetics, anti-inflammatory drugs and pain-relievers were given together with the infusions. Table 1 provides an overview of these protocols and the selection criteria. Pre-therapeutical standard GFR < 30 ml/min/1.73 m² was an exclusion criterion for PRRT.

### Table 1 Nephroprotection protocols in PRRT and selection criteria

| Protocol | Criteria | Infusion of Vamin-18 (before June 1st 2016) | Infusion of arginine/lysine mixture (after June 1st 2016) |
|----------|----------|------------------------------------------|--------------------------------------------------------|
| A²       | Pre-therapeutical standard GFR ≥ 50 ml/min/1.73 m² | 1 l solution over 4 h starting ½ hour pre-treatment | 1 l solution and 1 l saline over 4 h starting ½ hour pre-treatment |
| B        | Pre-therapeutical standard GFR of 40–49 ml/min/1.73 m², previous PRRT or multiple risk factors (e.g. nephrotoxic chemotherapy, longstanding diabetes or hypertension) | 3 l solution over 12 h starting ½ hour pre-treatment | 2 l solution and 1 l saline infused over 12 h starting 1 h pre-treatment. Additionally ½ l solution infused over 2 h starting 24 h post-treatment |
| C        | Pre-therapeutical standard GFR of 30–39 ml/min/1.73 m² | 4 l solution over about 24 h starting ½ hour pre-treatment (150–170 ml/h) | 3 l solution and 1–2 l saline infused over 24–36 h starting 1 h pre-treatment. Additionally ½ l solution infused over 2 h starting 48 h post-treatment |

* Infusion of the arginine/lysine mixture in Protocol A corresponds to the EANM guidelines recommendations [3]
The patients in the cohort included in this paper were given their first treatment fraction with either $\text{[^{177}Lu]Lu-DOTATATE}$ or $\text{[^{177}Lu]Lu-DOTATOC}$ in the period from November 2015 to June 2020. Data from additional treatment fractions of these patients were included until January 8, 2021. $\text{[^{177}Lu]Lu-DOTATATE}$ (Lutathera®) was prescribed from November 2015 until September 2016, when our in-house produced $\text{[^{177}Lu]Lu-DOTATOC}$ was approved and ready for patient administration. In November 2018 we switched back to using $\text{[^{177}Lu]Lu-DOTATATE}$ (Lutathera®), as the drug was listed by EMA/Danish Medicines Agency for use in patients with gastroenteropancreatic neuroendocrine tumors grade 1–2, except for the patients who already had initiated a $\text{[^{177}Lu]Lu-DOTATOC}$ treatment series. Patients with disease outside the indications for Lutathera® (e.g. G3 neuroendocrine neoplasms [31], pulmonary NETs, paraganglioma, pheochromocytoma and meningioma) were treated with $\text{[^{177}Lu]Lu-DOTATOC}$ also after November 2018. This use was approved by the Danish Medicines Agency after application for individual compassionate delivery permit.

The standard treatment comprised 4 treatment fractions with injection of 7–8 GBq $\text{[^{177}Lu]Lu-DOTATATE}$ or $\text{[^{177}Lu]Lu-DOTATOC}$ and normally with 6–12 weeks between consecutive fractions. For some of the patients deviations were observed, e.g. cancellation of further treatment fractions due to progression, treatment break due to treatment of other disease/conditions, reduced activity due to risk factors for nephrotoxicity, 2 fractions of $\text{[^{177}Lu]Lu-DOTATATE}$ or $\text{[^{177}Lu]Lu-DOTATOC}$ following 2 fractions of $\text{[^{90}Y]Y-DOTATOC}$ treatment for patients with bulky tumors, or salvage therapy after a period of stable disease followed by progression [32].

For dosimetry of the kidneys, a SPECT/CT scan of the upper abdomen, including the kidneys, was performed the day after each treatment fraction (Day 1) and additionally after one fraction also on Day 4 and Day 7 for determination of the effective decay rate of $^{177}$Lu in the kidneys, following the strategy of e.g. the Uppsala [15] and the Rotterdam site [17]. In rare cases the scan at Day 4 or Day 7 was shifted by one day due to patient requests or public holidays.

**Dosimetry procedure and uncertainty estimates**

The kidney dosimetry procedure involved multiple steps of calibration, measurement, analysis and calculation. A schematic overview is shown in Fig. 1. Briefly, the calibration of dose calibrators was the starting point for both SPECT/CT scanner calibration and activity measurement of patient doses. Following treatment of the patient, one or more SPECT/CT scans were performed with a quantitative image reconstruction, where the voxel values expressed the activity concentration in each voxel. The images were analyzed in order to generate a time-activity curve for the kidneys to finally calculate their absorbed dose.

In the following we discuss in more detail the individual steps of the dosimetry procedure and the related uncertainties. Uncertainties are stated as the standard uncertainty. For some components the standard uncertainty was estimated from the upper and lower limits of a number of observations, where it was assumed, that the probability of falling within these limits (range $2\sigma$) was practically equal to one. In these cases a symmetric triangular distribution of width $2\sigma$ was assumed, in which case the standard uncertainty became $\sigma/6^{0.5}$ [33]. Standard uncertainties were rounded up to 1% precision.
Dose calibrator calibration and activity measurement

In 2015 three dose calibrators (Veenstra VDC-405) were calibrated using a $^{177}$Lu reference source of 500 µl $^{177}$LuCl$_3$ (no-carrier-added) in a vial delivered from ITG. Geometry specific calibration factors were determined for (i) delivery vials with small volumes of $^{177}$LuCl$_3$, (ii) $^{177}$Lu-DOTATOC product vials or $^{177}$Lu-DOTA-TATE delivery vials containing 15 ml of $^{177}$Lu in solution and (iii) 30 ml syringes containing a volume of 15 ml for patient administration of $^{177}$Lu-DOTATOC or $^{177}$Lu-DOTA-TATE. Ca-DTPA was added to $^{177}$LuCl$_3$ as a chelator. The solution was transferred from one geometry to the other, and remnant $^{177}$Lu in one geometry was taken into account before calibration of the next geometry. In 2018–2019 we moved to new hospital facilities and introduced five Capintec CRC-PC Smart Chambers, which were calibrated to the same reading as the Veenstra dose calibrators for a product vial and a syringe (with a homemade plastic insert in the chamber liner to center the tip of the syringe). For each of the geometries we adopted a common calibration factor for all Veenstra or all Capintec dose calibrators, respectively. Uncertainties due to the precision of the reference source, variation between dose calibrators of the same type and variation over time were evaluated. The activity of Lutathera was measured using the ITG-based calibration factors. A comparison with a reference available from NPL (National Physics Laboratory, UK) was also performed.

For the data analysis in this paper, the activity measured with reference to the planned injection time was decay corrected to the actual injection time ($t_{1/2} = 6.647d$ [34]).

Quantitative SPECT (QSPECT)

The SPECT/CT scanners used for the dosimetry scans were two Siemens Symbia T16 SPECT/CT scanners (Siemens Medical Solutions Inc., USA) and from September
2018 also a Siemens Symbia Intevo Bold SPECT/CT scanner, all equipped with two detectors with 3/8" NaI(Tl) scintillation crystals.

**Calibration and deadtime** Calibration was performed following the procedure described in detail by Beauregard et al. [35] for a similar Siemens SPECT/CT scanner. SPECT scans were performed using medium-energy low penetration collimators, photo-peak at 208 keV (187.2–228.8 keV), lower scatter window 156.0–187.2 keV and general scatter windows covering the range 22.0–156.0 keV, 64 views (32 per detector) in step-and-shoot mode with auto-contouring and 128 × 128 matrix (zoom = 1) with 4.8 mm pixel size. CT was performed using 110 kV voltage, quality reference 60 mAs, collimation 16 × 1.2 mm, pitch 1.0, rotation time 0.6 s and for attenuation correction reconstruction with B08 filter, 5.0 mm slice thickness and 500 mm or 650 mm radial diameter FOV (field-of-view). The SPECT iterative reconstruction protocol was build using Siemens OSEM Flash 3D with 4 iterations, 8 subsets and no post-filtering following Table 3 in Ref. [35] and corrections for attenuation, scatter and collimator blurring.

For the first scanner calibration in 2015, the activity used was in the range 80 MBq to 5.9 GBq. The activity was distributed in eight 1.5 ml microtubes (Eppendorf AG, Hamburg, Germany), which in turn were distributed in three large syringes for easy handling and exchange of total activity. A variable number of syringes were placed between eight bags each containing 500 ml of saline placed in a polystyrene box. The time per view ranged from 20 to 60 s. Twenty-two scans were performed over 30 days on one of the Siemens Symbia T16 scanners (Symbia-1).

The sensitivity $S$ and deadtime $\tau$ was determined from a nonlinear fit (Origin Pro 2015, OriginLab Corporation, USA) of the function $R_{Wo} = S \cdot X \cdot \text{Exp}(-S \cdot X \cdot \tau)$ to data of $R_{Wo}$ vs. $X$, where $R_{Wo}$ is the count rate in all the defined energy windows and the scaled activity $X = A \cdot R_{Wo}/R_{So}$, where $R_{So}$ is the total scatter- and attenuation-corrected counts in the SPECT dataset divided by the total acquisition time and $A$ is the activity (see Ref. [35] for further details).

The other Siemens Symbia T16 scanner (Symbia-2) had an identical configuration and practically identical performance in acceptance testing following selected parts of the NEMA NU1-2007 protocol [36], and therefore it was anticipated that the same parameters $S$ and $\tau$ could be adopted for Symbia-2. The sensitivity was compared by a few planar and SPECT/CT scans of $^{177}$Lu sources and furthermore a SPECT/CT scan of the National Electrical Manufacturers Association (NEMA) NU-2 2001 image quality phantom [37] with 6 spheres (inner diameter 10, 13, 17, 22, 28 and 37 mm) filled with a $^{177}$Lu solution of 2.0 MBq/ml and non-radioactive water in the background volume and additionally a 100 ml plastic bottle filled with 99 ml of the $^{177}$Lu solution. These acquisitions furthermore served to verify absolute quantification of activity. Analysis of the total activity in the spheres was performed by placing spherical VOIs with diameter equal to the sphere diameter plus 15 mm over the center of the spheres in order to include essentially all counts from the respective spheres.

Following the installation of the Intevo scanner and the move of the two Symbia T16 scanners in 2018, calibrations, as described above, were made of all scanners using 80–6380 MBq (Intevo)/70–3190 MBq (Symbias) of $^{177}$Lu.
Recovery  The NEMA phantom acquisitions were furthermore used to determine the recovery coefficients, $RC$, for the various sphere sizes, i.e. the ratios between activity measured within the spheres to the total activity within the large spheres mentioned above [26]. A fit to these data of the two-parameter function [38]

$$RC(d) = \frac{1}{1 + (\frac{d}{\bar{d}})^\beta}$$

(1)

where $d$ is sphere diameter, enabled an extrapolation to volumes typical of kidneys.

Stability  In order to document the stability of the scanners, a static planar acquisition of a standard (100–700 MBq, 15 ml in a 30 ml syringe) was performed in fixed geometry on the relevant scanner(s) every day a patient scan was performed.

Patient imaging  For the patient scans, the time per view was 40 s at Day 1 and 60 s at Day 4 and 7. The reconstructed SPECT dataset was multiplied by a conversion coefficient $K$, which converted the dataset into activity concentration in units of 100 Bq/cm³; a unit chosen in order to exploit the 16 bit range of the images. In case of pixel saturation a scaling of the raw projection images by a factor of 0.1 was applied, and the units of the reconstructed dataset therefore became kBq/cm³, when the same conversion coefficient $K$ was applied [35].

Deadtime correction was initially performed for every SPECT/CT acquisition, but the correction to the absorbed dose was found to be very small. In order to simplify the reconstruction process, the deadtime correction was later omitted and a general absorbed dose correction was introduced being estimated from a subset of 28 patient data sets. The largest and smallest correction of the absorbed dose was determined, and from this a deadtime correction factor ($C_{DT}$) and associated standard uncertainty was estimated to cover the observed range of corrections to the absorbed dose.

Kidney delineation and partial volume correction  The kidneys were delineated manually in Hermes Hybrid Viewer (Hermes Medical Solutions AB, Sweden) by drawing on each transverse slice of the CT reconstruction for attenuation correction. The delineation followed the boundary of the kidneys (Fig. 2) and was copied to the quantitative SPECT reconstruction. The mean of the voxel values, i.e. the mean activity concentration, in the delineated volume was then used to generate a time-activity curve for each kidney.

Delineation was performed by a small team of trained technologists or a medical physicist. The delineation was checked by the medical physicist. Before inclusion in the team, each technologist was instructed by the medical physicist and practiced on a small data set of 2–5 patients. The results (mean concentration and absorbed dose to kidneys) were compared to the results of the other team members.

Some of the activity in the kidneys appeared outside the delineated volume due to partial-volume effects [21], but also due to respiratory [39, 40] or other motion resulting in non-perfect overlap between SPECT and CT. These effects are in reality both patient- and examination dependent but were corrected for by applying a fixed correction factor
CPVC. CPVC was estimated with an idealized motionless case as a starting point (CPVC \( \sim 1/\text{RC} \)), i.e. using that the recovery coefficient for the kidneys is generally similar to that of a sphere of the same volume [41] and by extrapolating RC to observed kidney volumes using Eq. (1). Finally, a motion-conditioned decrease of RC (increase of CPVC) was introduced. This was assumed to be equal to the ratio between respiratory motion and the kidney long-axis, which corresponds to the volume-fraction being shifted for a kidney with constant cross-section along the long-axis. The standard uncertainty was chosen such that CPVC > 1 was fulfilled within the range of \( \pm 6^{0.5} \) times the standard uncertainty.

**Time-activity curve and absorbed dose**

For 3-SPECT fractions (treatment fractions with SPECT/CT at Day 1, 4 and 7) a time-activity curve was generated as the mean activity concentration \( C \) for each kidney versus time between end of injection and start of SPECT scan. The data were fitted to a single-exponential decay

\[
C(t) = C_0 \cdot e^{-\lambda t},
\]

where \( C_0 \) is the initial concentration and \( \lambda \) the effective decay rate. The number of decays per volume of kidney tissue is equal to the area under the time-activity curve (AUC: area-under-curve). The nonlinear fit and calculation of AUC = \( C_0/\lambda \) and its uncertainty was performed using Origin Pro 2015 (OriginLab Corporation, USA), and the determined values transferred to a spreadsheet (Microsoft Excel 2010 or 2016, Microsoft Corporation, USA) for dose calculation. Extrapolation of the exponential decay to before the first and after the last datapoint introduced an uncertainty to the total absorbed dose [42]. This was assessed by considering the fractional contribution of these periods, which put a limit on the uncertainty of the total absorbed dose. Further, the study by Delker et al. [43] was considered, where they studied in detail the early phase and found minor contributions of 0.6% each from a linear uptake phase, coinciding with the infusion period,
and a rapid decay phase. In the late phase, a continuation of the single-exponential decay was expected.

For 1-SPECT fractions (treatment fractions with SPECT/CT at Day 1 only) with a single data point \(C(t')\), the AUC was determined as

\[
AUC = \frac{C(t')}{\lambda} \cdot e^{\lambda t'},
\]

where \(\lambda\) is taken as the effective decay rate of a 3-SPECT fraction in the same treatment series. The relative uncertainty derived from the uncertainty of \(\lambda\) is

\[
\frac{s(AUC)}{AUC} = \frac{s(\lambda)}{\lambda} \cdot \text{Abs}\left(1 - \lambda \cdot t'\right).
\]

The variation of the effective half-life throughout a treatment series was evaluated by calculating the standard deviation of the ratio between the effective half-life at the first and the fourth treatment fraction using the data given by Garske et al. [44], and this standard deviation was taken as the standard uncertainty due to the assumption of equal effective half-life.

The absorbed dose to each kidney from a 1-SPECT or 3-SPECT fraction was finally calculated by multiplication of the AUC with the mean absorbed energy per decay and division by the tissue density. The absorbed energy has contributions from electrons, gamma self-absorption and cross-irradiation from \(^{177}\)Lu in other organs or tumors. For the electron contribution we assumed total absorption of beta radiation, Auger electrons and internal conversion electrons within each kidney (max. electron range 1.6 mm in water) [45]. A value of 0.1479 MeV for the mean energy per decay was adopted from ICRP Publication 107 [46]. The self-absorption of gamma radiation from \(^{177}\)Lu activity in each kidney was taken into account by multiplication with a factor of 1.05 based on the Monte Carlo simulation by Hippeläinen et al. [47]. The density of kidney tissue was taken as 1.04 g/ml [48]. Cross-irradiation from other organs or tumors were not accounted for as this was very patient-specific.

Uncertainties of these factors were estimated from computed values for gamma- and beta-radiation absorption for ellipsoidal volumes [49, 50]. We assumed ellipsoids with semi-axes 4.5 cm, 1.5 cm and 5.5 cm [48], computed the effective radius \(\rho\) defined by Amato et al. [49, 50] \((\rho = 3V/S, \text{where } V \text{ is volume and } S \text{ is surface area})\), scaled it to the minimum and maximum observed kidney volume and computed the absorbed fractions of radiation within these limits. Reported values of mean energy [34, 46, 51, 52] were considered to estimate its uncertainty or possible error. The most recent value was found by summing the average energy emitted from beta-, conversion electron- and Auger-emissions as given by the National Nuclear Data Center at Brookhaven National Laboratory [51] following the recent update of the comprehensive data evaluation by Kondev [34, 52]. The kidney composition [48, 53], and therefore density, is patient specific and a small study of its variation was considered [54] together with another reported value for kidney density [55].

In total, the AUC was multiplied by a factor of 1.95 mGy·ml/(kBq·d) to account for the absorption of beta radiation, Auger electrons and internal conversion electrons in kidney tissue and a factor of 1.05 to account for gamma radiation self-absorption.
Further, as mentioned above a partial volume correction factor $C_{\text{PVC}}$ and a dead-
time correction factor $C_{\text{DT}}$ was applied ($C_{\text{DT}} = 1$ if deadtime correction was already
included in the QSPECT reconstruction).

In total the absorbed dose $D$ was calculated as

$$D = 1.05 \times 1.95 \frac{\text{mGy} \cdot \text{ml}}{\text{kBq} \cdot \text{d}} \times \text{AUC} \times C_{\text{PVC}} \times C_{\text{DT}}$$

(5)

**Uncertainty budget**
The standard uncertainties were collected in an uncertainty budget. Combined uncer-
tainties were obtained by adding the uncertainties in quadrature valid for independent
error sources.

**Patient dosimetry**
Absorbed doses are reported from 3-SPECT fractions only, in order to exclude the
uncertainty of 1-SPECT fractions related to the assumption of equal effective half-life.
For patients who switched nephroprotection or treatment drug the equal effective half-
life assumption was questionable, and in these cases a 1-SPECT fraction was replaced by
a 3-SPECT fraction, meaning that some patients were represented by two 3-SPECT frac-
tions in a treatment series of four fractions.

Of 113 treated patients, 3 patients were excluded due to lack of compliance for
3-SPECT fractions, 1 patient due to metal artefacts on CT slices containing part of the
kidneys, 1 patient due to cysts near both kidneys resulting in large delineation uncer-
tainty and 1 patient with one kidney only. 139 3-SPECT fractions were performed on the
remaining 107 patients; of these fractions one were excluded due to extravasation [56]
and 23 due to body parts (mostly arms) outside the CT field-of-view in transverse slices
containing part of the kidneys, as this would lead to insufficient attenuation correction.
Of the remaining 115 3-SPECT fractions, 59 were treatments with $^{177}\text{Lu}]$Lu-DOTATOC
and 56 with $^{177}\text{Lu}]$Lu-DOTATATE (Lutathera®). 20 patients were represented with two
3-SPECT fractions, and of these 12 patients were treated with both $^{177}\text{Lu}]$Lu-DOTA-
TOC and $^{177}\text{Lu}]$Lu-DOTATATE. 2 patients were represented with three 3-SPECT frac-
tions of $^{177}\text{Lu}]$Lu-DOTATOC and $^{177}\text{Lu}]$Lu-DOTATATE, respectively.

Absorbed doses to both kidneys with uncertainties are reported. The specific absorbed
doses averaged over the two kidneys are presented for $^{177}\text{Lu}]$Lu-DOTATOC and $^{177}\text{Lu}]$Lu-
DOTATATE treatments separately.

Intra-patient comparisons were made for the 22 patients represented with two or
three 3-SPECT fractions in order to study the difference between the two treatment
drugs. The ratios between specific absorbed dose, effective half-life and specific uptake
($C_0$/injected activity) for a $^{177}\text{Lu}]$Lu-DOTATATE to a $^{177}\text{Lu}]$Lu-DOTATOC treatment
are presented. The same ratios for consecutive $^{177}\text{Lu}]$Lu-DOTATATE or $^{177}\text{Lu}]$Lu-
DOTATOC treatments are also presented to illustrate the variation for treatments with
the same drug.
Results
Dosimetry procedure and uncertainty estimates
Dose calibrator calibration and activity measurement
The $^{177}\text{Lu}$ reference source was delivered with a certificate stating an overall uncertainty of ±5% on the activity, and assuming it was given with a coverage factor [33] of 2, the standard uncertainty was 3% (rounded up). For each of the geometries we found agreement between the dose calibrators within a 3% range and a 1% range for the Veenstra and the Capintec dose calibrators, respectively. All dose calibrators were stable within ±1% over a year according to measurements of standard sources of Co-57, Co-60 and Cs-137. A standard uncertainty of 1% was included to account for the variation between the individual dose calibrators following the calibration procedure and an additional 1% to account for variation over time, using the triangular distribution assumption.

When receiving deliveries of $[^{177}\text{Lu}]$Lu-DOTATATE (Lutathera®; activity stated with overall uncertainty of ±10%) we consistently measured about 10% (4–14%) above the stated activity. In comparison with the NPL reference source (expanded uncertainty 1% with coverage factor 2) we measured 4% higher than the stated activity. Both comparisons showed agreement within the combined uncertainties of the sources.

Quantitative SPECT (QSPECT)
Calibration and deadtime
The data for the first calibration of a Siemens Symbia T16 scanner (Symbia-1) are shown in Fig. 3. The fit yielded the sensitivity $S = (1.081 \pm 0.006) \times 10^{-5}$ s$^{-1}$ Bq$^{-1}$ and the dead time constant $\tau = 0.44 \pm 0.04$ μs.

The later calibrations of all scanners yielded identical calibration factors within their uncertainties. The values found were $S = (1.09 \pm 0.02) \times 10^{-5}$ s$^{-1}$ Bq$^{-1}$ and $\tau = 0.5 \pm 0.3$ μs for Symbia-1, $S = (1.11 \pm 0.03) \times 10^{-5}$ s$^{-1}$ Bq$^{-1}$ and $\tau = 0.6 \pm 0.4$ μs for Symbia-2 and for the Intevo scanner $S = (1.15 \pm 0.05) \times 10^{-5}$ s$^{-1}$ Bq$^{-1}$ and $\tau = 0.7 \pm 0.2$ μs. Given the agreement between sensitivity and dead time on all scanners, uncertainty-weighted means of the parameters with $S = (1.104 \pm 0.018) \times 10^{-5}$ s$^{-1}$ Bq$^{-1}$ and $\tau = 0.61 \pm 0.16$ μs were adopted for all scanners after the move. Hence from the calibration we find a 2% standard uncertainty due to $S$, while the relatively large uncertainty on $\tau$ translates into only 1% standard uncertainty on the absorbed dose through the deadtime correction.

![Fig. 3 Data and fit for calibration of Siemens Symbia T16 scanner (Symbia-1)](image-url)
The conversion coefficient $K$ was 3.2758 (Day 1) or 2.1839 (Day 4 and Day 7) before the relocation of the scanners and $K = 3.2090$ and $K = 2.1393$, respectively, after the move.

Comparison of Symbia-1 and Symbia-2 using planar and SPECT/CT acquisitions of $^{177}$Lu sources showed agreement within 4%. The SPECT/CT scan of the NEMA phantom showed agreement between Symbia-1 and Symbia-2 within 2% for the total activity in the 5 largest spheres and the plastic bottle.

The total activity was reproduced to 98.9% (Symbia-1) and 98.6% (Symbia-2) for the largest sphere, while for the plastic bottle only 89% of the total activity was found. For two glass vials with 145 MBq and 302 MBq of $^{177}$Lu scanned on Symbia-2 a deviation of $+15\%$ and $-3\%$, respectively, was found in reproducing the known activity with the vials in the calibration phantom, and $+4\%$ and $-11\%$, respectively, with the vials outside the phantom. The range of deviations observed ($26\%$) translated to a standard uncertainty of 6% using the triangular distribution assumption.

**Recovery** In Fig. 4 the recovery coefficients are shown for both Symbia scanners with a fit of Eq. (1), which yielded the parameters $(\alpha; \beta) = (2.47; 15.4)$ and $(2.30; 16.6)$ for Symbia-1 and Symbia-2, respectively. Extrapolation to the range of observed kidney volumes (60–255 ml) yielded RC of 0.94–0.98 (Symbia-1) and 0.92–0.97 (Symbia-2) with values of 0.97 and 0.96, respectively, at 150 ml.

**Stability** The sensitivity over a period of 10 months is shown for both Siemens Symbia T16 scanners in Fig. 5. The relative standard deviation of the sensitivity for each detector head was 2.1–3.4%. The variation was in part due to the activity measurement of the varying standards, as apparent ‘jumps’ in sensitivity could be seen when the standard was exchanged (not indicated in Fig. 5) and therefore a standard uncertainty of only 2% was assumed for the stability.

**Patient imaging** For the subset of 28 patients, the largest deadtime correction of a single time point (Day 1) was 3.4%, while it was smaller at Day 4 and Day 7, and the resulting correction to the absorbed dose was only 2% for this case. The smallest cor-
rection to the absorbed dose was 0.5%. The general deadtime correction factor was chosen as $C_{DT} = 1.01$ with an estimated standard uncertainty of 1%, which covered the observed range of corrections using the triangular distribution assumption.

**Kidney delineation and partial volume correction**

In kidney delineation, the deviation from the mean among team members was up to 5% in the mean activity concentration at a single time point and up to 4% in the absorbed dose. The relative standard deviation of the absorbed dose, averaged over the 5 patients in the training sample material, was 2.3%, and hence we include 3% standard uncertainty due to kidney delineation.

For the observed kidney volumes of 60–255 ml, the recovery coefficient extrapolated from the data in Fig. 4 was 0.92–98, yielding on average $C_{PVC} \sim 1/0.95 = 1.05$. The motion-conditioned decrease of $RC$ was found to be about 10%, using values of 1 cm for respiratory motion (mean values of 0.75 cm [39] and 1.11 cm (cranio-caudal direction) [40] have been reported) and a kidney-long axis of 10 cm [48]. This resulted in $C_{PVC} = 1/0.85 = 1.18$. Using the triangular distribution assumption, the standard uncertainty had an upper limit of 7% ($C_{PVC} > 1$), and it was not likely to be any smaller given the variation of $RC$ with volume, the range of kidney motion (standard deviation 4.8 mm and range 2.0–20.5 mm is stated in Ref. [40]) and the simplicity of the motion-conditioned correction. Hence we took 7% as standard uncertainty on $C_{PVC}$.

**Time–activity curve and absorbed dose**

Two examples of time–activity curves with fits are shown in Fig. 6. In Fig. 6a the effective half-life is 2.3 days, while the relative uncertainties of $C_0$, $\lambda$ and AUC are 0.64%, 0.66% and 0.44%, respectively. In Fig. 6b the effective half-life is 1.9 days and the relative uncertainties of $C_0$, $\lambda$ and AUC are equal to 8.9%, 8.7% and 6.1%, respectively.

---

Fig. 5  Sensitivity as determined from static images of a $^{177}$Lu standard. Head 1 was always above the patient board, while head 2 was below and therefore the sensitivity was reduced due to attenuation in the patient board.
These are examples which serve to illustrate the variable standard uncertainty of AUC, which typically was 1–10%.

With respect to the uncertainty introduced by extrapolating the exponential decay to before the first and after the last datapoint, the fractional contribution to the AUC before Day 1 is 27% (for the effective half-life mean of 2.2 d, see patient dosimetry data below) and 11% after Day 7. Hence, even the smallest stated standard uncertainty of 1% on the total absorbed dose would correspond to about 4% standard uncertainty for the pre-Day 1 phase and about 9% for the post-Day 7 phase. The initial linear phase found by Delker et al. [43] was considered negligible here, as the injection was performed in only 5–10 min including flushing with saline as opposed to the 30 min infusion time in Ref. [43]. A contribution of about 0.6% [43] due to the initial rapid decay phase must, however, be expected here. In total 1% standard uncertainty due to extrapolation in the early phase seemed adequate. Given the generally good agreement with a single-exponential decay from Day 1 to Day 7, as exemplified in Fig. 6, a standard deviation of 1% on the total absorbed dose also seemed adequate for the late phase.

For 1-SPECT fractions the standard uncertainty derived from fitting of the 3-SPECT fraction is given by Eq. (4). Taking as an example the data from Fig. 6b and $t' = 24$ h, the standard uncertainty was 5.5%. In the data from Garske et al. [44], the ratio between the effective half-life at the fourth and the first treatment fraction [44] has a mean of 0.98 and standard deviation 0.12. This warranted no correction factor to be introduced, but yielded an estimate of the standard uncertainty of 12%.

With respect to absorption of gamma- and beta-radiation, we found the effective radius $\rho = 2.5$ cm for an ellipsoid with semi-axes 4.5 cm, 1.5 cm and 5.5 cm, which had a volume $V = 155 \text{ cm}^3$ [49, 50]. Scaling with $V^{1/3}$, the effective radii of a 60 ml and a 255 ml ellipsoid became 1.8 cm and 3.0 cm, respectively. Even for $\rho = 1.8$ cm the absorbed fraction of beta-radiation is >99% [50]. The absorption of gamma-radiation varied by 2.9 percentage points for a 60 to a 255 ml ellipsoid both at 100 keV and 200 keV, representative of the dominant gamma radiation at 113 keV and 208 keV [49]. This variation was translated to a standard uncertainty of 1% using the triangular distribution assumption.

The mean energy per decay is a physical quantity, which, for our purpose, is determined with a negligible standard uncertainty. The most recent value from NNDC is 0.1465 MeV [51].
For the kidney density a value of ‘approximately 1.05 g/cm$^3$’ was reported in ICRP Publication 89 [55] deviating only about 1% from our value of 1.04 g/cm$^3$. A standard deviation on the density of about 1% has been reported on a sample of five kidneys [54], which was also assumed here for the standard uncertainty.

**Uncertainty budget**

The standard uncertainties found above were collected in the uncertainty budget shown in Table 2, with the total uncertainty given in bold italics. The individual sources contributed with standard uncertainties of 1%-12%, with a few major sources contributing >5%, namely the reproduction of activity, the partial volume correction, the assumption of equal effective half-life (1-SPECT fractions only), and the uncertainty from the single-exponential fit, which could be significant with typical values of 1–10%. The total uncertainty was 13% for a 3-SPECT fraction and 19% for a 1-SPECT fraction with uncertainties added in quadrature and using fitting values from Fig. 6b as an example.

**Patient dosimetry**

In Fig. 7 the absorbed doses are plotted for (a) 56 $^{[177]}$Lu-DOTATATE and (b) 59 $^{[177]}$Lu-DOTATOC 3-SPECT fractions. The median is 3.3 Gy for $^{[177]}$Lu-DOTATATE (range 1.5–9.2 Gy) and 2.6 Gy for $^{[177]}$Lu-DOTATOC (range 1.3–5.6 Gy).

---

**Table 2 Uncertainty budget for the dosimetry procedure**

| Section in paper                          | Source                        | Uncertainty estimate |
|-------------------------------------------|-------------------------------|----------------------|
| Dose calibrator calibration and activity measurement | Calibration source$^a$ | 3%                   |
|                                           | Calibration of dose calibrators$^a$ | 1%                   |
|                                           | Dose calibrator stability     | 1%                   |
| Quantitative SPECT (QSPECT)              | Scanner calibration          | 2% + 1%              |
|                                           | Reproduction of activity      | 6%                   |
|                                           | Scanner stability             | 2%                   |
|                                           | Deadtime correction$^b$        | 1%                   |
| Kidney delineation and partial volume correction | Kidney delineation          | 3%                   |
|                                           | Partial volume correction     | 7%                   |
| Time-activity curve and absorbed dose    | Single exponential model      | 1% + 1%              |
|                                           | Fitting uncertainty           | Individual value from fit (normally 1–10%) |
|                                           | Assumption of equal effective half-life$^c$ | 12%                   |
|                                           | 1-SPECT AUC calculation$^c$    | Individual value dependent on 3-SPECT fit |
|                                           | Dose factor                   | 1% + 1%              |
| Total (3-SPECT—example)$^d$              |                               | 13%$^e$              |
| Total (1-SPECT—example)$^d$              |                               | 19%$^e$              |

$^a$ For calculations of specific absorbed dose (Gy/GBq) this error cancels out, as it enters in both dose (Gy) measured through scanner calibration and activity (GBq) measured through dose calibrator calibration.

$^b$ If the deadtime correction factor was applied.

$^c$ Only relevant for 1-SPECT fractions.

$^d$ Taking 6% standard uncertainty on AUC as in Fig. 6b, 1-SPECT example: Assuming effective half-life of 2.2 d, scan performed 24 h after injection and 9% standard uncertainty on $\lambda$ (see Eq. (4)).

$^e$ The stated total uncertainty was obtained by adding the uncertainty components in quadrature and is thus valid for independent error sources. The value was rounded up.
The observed relative frequency of specific absorbed doses is shown in Fig. 8. For $^{177}$Lu-Lu-DOTATATE the median is 0.47 Gy/GBq (range 0.20–1.19 Gy/GBq) and the mean 0.46 Gy/GBq, while for $^{177}$Lu-Lu-DOTATOC the median is 0.37 Gy/GBq (range 0.19–0.78 Gy/GBq) and the mean 0.38 Gy/GBq.

The effective half-life is very similar for $^{177}$Lu-Lu-DOTATATE (median 2.22 days; range 1.70–3.26 days; mean 2.27 days) and $^{177}$Lu-Lu-DOTATOC (median 2.13 days; range 1.55–3.21 days; mean 2.19 days).

In Fig. 9a we show the intra-patient ratio between the specific absorbed doses with either $^{177}$Lu-Lu-DOTATATE or $^{177}$Lu-Lu-DOTATOC given first (‘TATE first’ and ‘TOC first’). In 8 of 12 cases the ratio (‘TATE’/‘TOC’) was above 1, but the difference was not statistically significant ($p = 0.1$, Wilcoxon paired signed rank test). For the effective half-life 5 out of 12 ratios were above 1, while it was 8 out of 12 for the specific uptake. The variation over up to 3 years is also shown for consecutive treatments with the same treatment drug.
**Discussion**

**Dosimetry procedure and standard uncertainties**

The calibration for quantitative SPECT yielded values which appear reasonable in comparison to the values found by Beauregard et al. [35] using a Siemens TruePoint T6.
scanner equipped with a 5/8” NaI(Tl) crystal \((S = 1.08 \times 10^{-5} \text{ s}^{-1} \text{ Bq}^{-1}\text{ and } \tau = 0.78 \mu s)\). The deviations observed in reproduction of activity are about the same magnitude as in the original paper by Beauregard et al. [35]. They performed several tests including a QSPECT patient validation with excellent agreement. Therefore, it is reasonable to assume, also in this work, that the reproduction of activity achieved in patient studies is similar to that obtained in phantom studies. Reproduction of activity in a 100 ml bottle showed a deficit. The bottle was, unlike the spheres, not placed in a scatter medium, and therefore the deficit most likely be attributed to the attenuation and scatter correction. This difference seems to be in line with the recent work by Frezza et al. [57], where they find a lower sensitivity factor than in their original work [35], and demonstrate that suboptimal scatter correction appears to be the cause of this difference. The deficit observed without scatter medium may indicate the possibility of underestimation of activity in small patients and overestimation in large patients.

Delineation was generally in good agreement within a small group of trained technologists. In our experience, when comparing two delineated volumes, the relative volume difference was larger than the difference in mean activity concentration, as the activity concentration was normally non-zero near the kidney surface, where the two volumes would differ. This makes the delineation procedure less critical to small variations in volume. Delineation was particularly difficult in slim patients, where kidneys were poorly separated from nearby organs. Spill-in from nearby activity in the spleen or in liver metastases was sometimes seen, and could lead to an overestimate of the kidney dose.

The determination of an appropriate factor for correction of partial volume effects is an important but difficult point. We used a fixed correction factor, \(C_{\text{PVC}}\), but in reality the appropriate factor varies with not only kidney volume and shape, but also motion, which may even vary between examinations of the same patient. The value of up to 0.98, obtained from extrapolation of spheres with volume up to 26.5 ml, can probably not be attained in clinical practice due to motion causing a non-perfect overlap between the kidneys on SPECT and CT. We introduced a 10% correction based on reported values of respiratory motion, however, this was a simplistic ‘order-of-magnitude’ estimate. A model should ideally take into account e.g. kidney shape, activity distribution within the kidney, direction of motion and SPECT resolution. With the estimated standard uncertainty on \(C_{\text{PVC}}\), \(C_{\text{PVC}}\) is expected to lie in a certain range of 1.01–1.35 (\(RC = 0.74–0.99\)), but larger values of \(C_{\text{PVC}}\) cannot be excluded in case of excessive motion artefacts or if cortex and medulla form a narrow structure, as seen in some patients with small kidneys. In the latter case, the recovery coefficient can be significantly reduced as compared to a sphere or ellipsoid, as demonstrated by the Würzburg group using a 2-compartment dedicated kidney phantom with activity in the cortex only and no background [58]. A value of \(RC = 0.64\) was e.g. found for a cortex volume of 100 ml, as opposed to 0.83 for an ellipsoid of the same volume. Further studies are clearly warranted to study the variation of partial volume effects in clinical practice.

The AUC has a relative uncertainty, which is smaller than on both the amplitude \(C_0\) and the decay rate \(\lambda\). This is due to the fact that an increase of \(C_0\) is counteracted by an increase of \(\lambda\); mathematically it follows from Eq. (60) in Ref. [26] and that the covariance \(u(C_0, \lambda\) was generally found to be positive.
The assumption of equal effective half-life throughout a treatment series is generally good with standard deviations in the effective decay rate of about 12% between treatment fractions [44], and it has furthermore been shown that the absorbed dose derived from a 1-SPECT fraction compares well with that derived from a 3-SPECT fraction [59]. As noted in Ref. [44], in patients with large changes in tumor load, marginal kidney function or cardio-vascular risk factors larger changes in kidney uptake or clearance can frequently be observed, and therefore repeated 3-SPECT fractions instead of 1-SPECT fractions are recommended. In the present study a 3-SPECT fraction replaced a 1-SPECT fraction, if the treatment drug or nephroprotection was changed within a treatment series.

The factor of 1.95 mGy·ml/(kBq·d) in Eq. (5) has only a small uncertainty or error. The mean energy of 0.1479 MeV enters and is only 1% above the more recent value from NNDC [51], and it is furthermore in good agreement with the value from the Radar website (0.1472 MeV) [60], which enters into the frequently used program Olinda/EXM [61]. Olinda/EXM applies a value of 1.05 g/cm³ for the kidney density following Ref. [55], while we use 1.04 g/cm³ here. While these are small systematic deviations, some authors use 1.0 g/cm³ [44, 62, 63], which yields a more significant, but easily correctable, difference. The product of 1.05 and 1.95 mGy·ml/(kBq·d) equals 2.05 mGy·ml/(kBq·d), which is in excellent agreement with the isotope-specific S-values for the adult kidney model reported in MIRD Pamphlet 19 [48].

For the neglected cross-fire radiation to the kidneys from ¹⁷⁷Lu in other organs or tumors, an upper limit of about 10% was suggested by Hippeläinen et al. [47] based on a specific example and it was also considered to be below 10% by Sandström et al. [63].

Uncertainty budget

The combined uncertainties stated for a 3-SPECT and a 1-SPECT fraction are obtained by adding the components in quadrature, which is only correct for independent error sources. An upper limit of the uncertainty in the dosimetry procedure can be found by assuming complete positive correlation between the error sources, which leads to a 33% uncertainty for a 3-SPECT fraction by summing the terms linearly. A detailed discussion of correlations is a topic of its own [26] and beyond the scope of the present paper. The stated total uncertainty, or its bounds, is nevertheless a good estimate of the total uncertainty of the dosimetry procedure, which is useful for a consideration of the relevance and application of the dosimetry procedure. The estimated uncertainty compares reasonably well with the numbers stated in Refs. [24, 26] using similar dosimetry procedures.

The main uncertainty contributions are due to uncertainty in activity quantification and partial volume correction and possibly from the fitting procedure. For a full PRRT treatment series, an additional significant contribution applies due to an assumed effective half-life in 1-SPECT fractions.

Patient dosimetry

Specific absorbed doses have been reported in the literature by several groups. A fairly recent compilation of results is given in Ref. [19] for [¹⁷⁷Lu]Lu-DOTATATE, where mean or median values vary from 0.31 to 1.0 Gy/GBq. The lowest value of 0.31 Gy/GBq is
exceptional in this compilation as all other values are 0.6 Gy/GBq or above, but similarly low specific absorbed doses of 0.43 Gy/GBq, 0.40 Gy/GBq, 0.29 Gy/GBq and 0.23 Gy/GBq have been reported [64–67]. Our median value of 0.47 Gy/GBq and mean 0.46 Gy/GBq fall well within the range of these reported values. For $^{177}$Lu-DOTATOC only a few literature values are to our knowledge available; Schuchardt et al. [16] report median (range) of 0.6 Gy/GBq (0.3–1.6) while Guerriero et al. [68] report $0.7 \pm 0.2$ Gy/GBq (mean ± standard deviation). Our median value of 0.37 Gy/GBq (range 0.19–0.78) and mean 0.38 Gy/GBq is somewhat lower but not in disagreement with these values. The same authors also compare the specific absorbed dose of $^{177}$Lu-DOTATATE and $^{177}$Lu-DOTATOC and find a ratio (“TATE”/”TOC”) of 1.33 (ratio of medians) and 1.43 (ratio of means), respectively, while we find a ratio of 1.27 and 1.21, respectively.

These intra-patient ratios may, however, be heavily influenced by changes in patient status between the treatments being given up to 3 years apart. Indeed, in the cases where a patient was treated more than once with the same drug, we could observe (Fig. 9a) that the variation in specific absorbed dose tended to increase with time between the treatments, and that the ratios for treatment with two different drugs were of a similar magnitude as for treatments with the same drug.

**PRRT and EBRT**

The specific absorbed doses reported in the literature for PRRT vary by up to a factor of 4. Differences in the imaging procedure (planar, SPECT or hybrid [69] and variable use of attenuation and scatter correction) or the dosimetry calibration and calculation procedure may on the one hand introduce a significant variation. It has e.g. been shown that dosimetry based on 2D rather than 3D imaging can lead to an overestimate of about 25% [69], or even up to a factor of 2–3 [70]. On the other hand different patient cohorts, differences in the nephroprotective protocols or other differences in the treatment given such as peptide amount used [71–73] or the use of carrier-added or no-carrier-added $^{177}$Lu [64] will also contribute to this rather large variation on specific absorbed dose. The uncertainties of the reported values are rarely stated, which makes a comparison difficult, and it is generally not possible to say whether this large difference is mainly due to the dosimetry procedure or due to biological differences in the patient cohorts or differences in the treatment procedures.

In comparing dosimetry results from different treatment sites, it is obviously important to note and, when relevant, correct for systematic differences. As noted above the applied kidney density, either directly or through the use of S-values or dose factors [74], may vary up to 5%, while the variation of the mean energy per decay is very small. Different $^{177}$Lu reference sources for calibration may also introduce a significant difference, about 5% is not unlikely. This transfers to the absorbed dose and e.g. reported thresholds for kidney toxicity or other outcomes in similar applications, such as spleen, image-based red-marrow or tumor dosimetry [38, 75–77].

For the dosimetry procedure to be relevant in a clinical or research setting, a reasonable requirement is that the uncertainty of the procedure is not significantly higher than the uncertainty of the EBRT derived absorbed dose limit. Furthermore, the dose limit for kidneys is currently not well established in PRRT, and any dose limit obtained in a PRRT study with acceptable precision would add to our current knowledge [19].
A TD$_{5/5}$ limit (the radiation dose that would result in 5% probability of complication within 5 years from treatment) for whole-kidney irradiation of 23 Gy adopted directly from EBRT [78] has frequently been quoted, however this limit is probably too cautious. The low dose-rate in PRRT (~ mGy/min) results in less DNA double strand breaks and allows for increased repair when compared to EBRT (dose rate ~ Gy/min). This can be taken into account by applying the linear-quadratic (LQ) model to calculate the biologically effective dose (BED) of a PRRT treatment, which in turn can be compared to the BED of a given EBRT fractionation scheme [12, 79–81]. Furthermore, the inhomogeneous dose distribution in PRRT is expected to increase the dose limit in PRRT as compared to EBRT [82].

The limit of 23 Gy is stated in the work by Emami et al. [78] with a 5-week fractionation schedule. Dawson et al. [83] states 18–23 Gy in 0.5–1.25 Gy fractions, while Marks et al. [84] states 15–18 Gy in 1.8–2.0 Gy fractions. The biologically effective doses of EBRT schemes with 23 Gy in 25 fractions or 18 Gy in 9 or 10 fractions are 31.5–33.0 Gy, using $\alpha/\beta = 2.4$ Gy in the LQ-model [85]. Hence these fractionation schemes are in very good agreement, but the absolute value of the BED may vary by about 10% due to about 20% variation in $\alpha/\beta$ values [86].

The BED from a PRRT treatment series has two terms, the absorbed dose and a term quadratic in absorbed dose. The latter involves $\alpha/\beta$ and additional parameters, the repair time of sub-lethal damage and the patient-specific effective half-life [79, 85]. The absorbed dose is the dominant term, but the quadratic term contributes with additional uncertainty to the BED, which depends on the magnitude of the term and the uncertainty of the model parameters. In total, we find that the uncertainty of the BED of a PRRT treatment series is at least a factor of 2 larger than the variation of BED in EBRT schemes, including the uncertainty of $\alpha/\beta$. Given the complexity of dosimetry after PRRT this seems like an acceptable number, and the dosimetry appears to be useful in a clinical or research setting.

**Conclusion**

The presented kidney dosimetry procedure yields specific absorbed dose values in agreement with values from other treatment sites, towards the lower end of reported values. The estimated uncertainty of the procedure is comparable to numbers reported using similar dosimetry procedures. The greatest reduction in uncertainty can be obtained by improved activity determination, partial volume correction and by performing more than a single post-treatment SPECT/CT scan after all treatment fractions. With the level of uncertainty estimated, the presented kidney dosimetry procedure appears to be relevant for use in a clinical or research setting.

**Abbreviations**

AUC: Area-under-curve; BED: Biologically effective dose; DTPA: Diethylenetriaminepentaacetic acid; EBRT: External beam radiation therapy; EDTA: Ethylenediaminetetraacetic acid; GFR: Glomerular filtration rate; NEMA: National Electrical Manufacturers Association; NET: Neuroendocrine tumor; OSEM: Ordered subset expectation maximization; PRRT: Peptide receptor radionuclide therapy; QSPECT: Quantitative SPECT; RC: Recovery coefficient.

**Acknowledgements**

All our colleagues at Aarhus University Hospital who have been involved in the $^{177}$Lu PRRT treatments, and in particular the team of technologists who patiently have been delineating kidneys, are gratefully acknowledged for their work.
Authors’ contributions
PFS designed the dosimetry part of the study and performed the analysis. AFF and MLO were responsible for the production of treatment drugs and assisted with calibrations. PI and AKA performed the treatments as responsible treating physicians. PFS wrote the manuscript with contributions from the other authors. All authors approved the final manuscript.

Funding
None.

Availability of data and materials
The datasets used and/or analyzed during the current study are available from the corresponding author on reasonable request.

Declarations

Ethics approval and consent to participate
This study is based on retrospective data acquired for routine clinical dosimetry. The study was performed in accordance with the Declaration of Helsinki. The requirement for ethics approval was waived by The Central Denmark Region Committees on Health Research Ethics.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Received: 2 June 2021   Accepted: 25 October 2021
Published online: 13 November 2021

References
1. Strosberg J, El-Haddad G, Wolin E, Hendifar A, Yao J, Chasen B, et al. Phase 3 Trial of 177Lu-dotatate for midgut neuroendocrine tumors. N Engl J Med. 2017;376:125–35.
2. Hicks RJ, Kwekkeboom DJ, Krenning E, Bodei L, Grozinsky-Glasberg S, Arnold R, et al. ENETS consensus guidelines for the standards of care in neuroendocrine neoplasms: peptide receptor radionuclide therapy with radiolabelled somatostatin analogues. Neuroendocrinology. 2017;105:295–309.
3. Bodei L, Mueller-Brand J, Baum RP, Pavel ME, Horsch D, O’Dorisio MS, et al. The joint IAEA, EANM, and SNMMI practical guidance on peptide receptor radionuclide therapy (PRRT) in neuroendocrine tumours. Eur J Nucl Med Mol Imaging. 2013;40:800–16.
4. Janson ET, Knigge U, Dam G, Federspiel B, Granbaek H, Stalberg P, et al. Nordic guidelines 2021 for diagnosis and treatment of gastroenteropancreatic neuroendocrine neoplasms. Acta Oncol. 2021. https://doi.org/10.1080/0284103X.2021.1921262.
5. Ambrosini V, Kunikowska J, Baudin E, Bodei L, Bouvier C, Capdevila J, et al. Consensus on molecular imaging and theranostics in neuroendocrine neoplasms. Eur J Cancer. 2021;146:56–73.
6. Kwekkeboom DJ, Teunissen JJ, Bakker WH, Kooij PP, de Herder WW, Feelders RA, et al. Radiolabeled somatostatin analog [177Lu-DOTA]5-Tyr3-octreotate in patients with endocrine gastroenteropancreatic tumors. J Clin Oncol. 2005;23:2754–62.
7. Forrer F, Uusi-Järvi H, Storch D, Maecke HR, Mueller-Brand J. Treatment with [177Lu-DOTATOC] of patients with relapse of neuroendocrine tumors after treatment with [131I]-DOTATOC. J Nucl Med. 2005;46:1310–6.
8. Baum RP, Kluge AW, Kulkarni H, Schorr-Neufing U, Niepsch K, Bitterlich N, et al. [177Lu-DOTA]5-D-Phe1-Tyr3-Octreotide ([177Lu-DOTATOC]) for peptide receptor radiotherapy in patients with advanced neuroendocrine tumours: a phase-II study. Theranostics. 2016;6:501–10.
9. Haug A. PRRT of neuroendocrine tumors: individualized dosimetry or fixed dose scheme? EJNMMI Res. 2020;10:35.
10. Eberlein U, Cremonesi M, Lassmann M. Individualized dosimetry for theranostics: necessary, nice to have, or counterproductive? J Nucl Med. 2017;58:975–1035.
11. Hofman MS, Hicks RJ. Peptide receptor radionuclide therapy for neuroendocrine tumours: standardized and randomized, or personalized? Eur J Nucl Med Mol Imaging. 2014;41:211–3.
12. Sundlof A, Sjögren-Glasen K, Svensson J, Ljungberg M, Olsson T, Bernhardt P, et al. Individualised [177Lu-DOTATATE] treatment of neuroendocrine tumours based on kidney dosimetry. Eur J Nucl Med Mol Imaging. 2017;44:1480–9.
13. Del Prete M, Butera F-A, Arsenault F, Saighi N, Bouchard L-G, Beauleau A, et al. Personalised [177Lu-octreotate peptide receptor radionuclide therapy of neuroendocrine tumours: initial results from the P-PRRT trial. Eur J Nucl Med Mol Imaging. 2019;46:728–42.
14. Dosimetry based PRRT versus standard dose PRRT with Lu-177-DOTATOC in NEN patients-a randomized study; a step towards tailored PRRT. http://www.clinicaltrialsregister.eu; EudraCT number 2019-002450-23
15. Sandström M, Garcke-Román U, Granberg D, Johansson S, Widstrom C, Eriksson B, et al. Individualized dosimetry of kidney and bone marrow in patients undergoing [177Lu-DOTA-octreotate treatment. J Nucl Med. 2013;54:33–41.
16. Schuchardt C, Kulkarni HR, Prasad V, Zachert C, Müller O, Baum RP. The Bad Berka dose protocol: comparative results of dosimetry in peptide receptor radionuclide therapy using [177Lu-DOTATATE, [177Lu-DOTANOC, and [177Lu-DOTATOC. Recent Results Cancer Res. 2013;194:519–36.
17. Bergsma H, Konijnenberg MW, van der Zwan WA, Kam BLR, Teunissen JM, Kooij PP, et al. Nephrotoxicity after PRRT with $^{177}$Lu-DOTA-octreotate. Eur J Nucl Med Mol Imaging. 2016;43:1802–11.

18. Del Prete M, Buteau F-A, Beauregard J-M. Personalized $^{177}$Lu-octreotate peptide receptor radionuclide therapy of neuroendocrine tumours: a simulation study. Eur J Nucl Med Mol Imaging. 2017;44:1490–500.

19. Cremonesi M, Ferrara ME, Bodei L, Chiesa C, Samelli A, Gandini C, et al. Correlation of dose with toxicity and tumour response to $^{90}$Y- and $^{177}$Lu-PRRT provides the basis for optimization through individualized treatment planning. Eur J Nucl Med Mol Imaging. 2018;45:2426–41.

20. Almond PR, Biggs PJ, Coursey BM, Hanson WF, Huq MS, Rath N, et al. AAPM's TG-51 protocol for clinical reference dosimetry of high-energy photon and electron beams. Med Phys. 1999;26:1847–70.

21. Ljungberg M, Cellier A, Konijnenberg MW, Eckerman KF, Defarwara YK, Sjögren-Gleisner K. MIRD Pamphlet No. 26. Joint EANM/MIRD Guidelines for Quantitative $^{177}$Lu SPECT Applied for Dosimetry of Radiopharmaceutical Therapy. J Nucl Med. 2016;57:151–62.

22. Huizing DMV, de Wit-van der Veen BJ, Verheij M, Stokkel MPM. Dosimetry methods and clinical applications in peptide receptor radionuclide therapy for neuroendocrine tumours: a literature review. EJNMMI Research. 2018;8:89.

23. Sandström M, Ilan E, Karlberg A, Johansson S, Freedman N, Garske-Römán U. Method dependence, observer variability and kidney volumes in radiation dosimetry of $^{177}$Lu-DOTATATE therapy in patients with neuroendocrine tumours. EJNMMI Phys. 2015;2:24.

24. Gustafsson J, Brolin G, Cox M, Ljungberg M, Johansson L, Sjögren GK. Uncertainty propagation for SPECT/CT-based renal dosimetry in $^{177}$Lu peptide receptor radionuclide therapy. Phys Med Biol. 2015;60:8329–46.

25. Lassmann M, Chiesa C, Flux G, Bardiès M. EANM Dosimetry Committee guidance document: good practice of clinical dosimetry reporting. Eur J Nucl Med Mol Imaging. 2011;38:192–200.

26. Gear JL, Cox MG, Gustafsson J, Sjögren-Gleisner K, Murray I, Glattling G, et al. EANM practical guidance on uncertainty analysis for molecular radiotherapy absorbed dose calculations. Eur J Nucl Med Mol Imaging. 2018;45:2456–74.

27. Wester J, Fenwick A, Scuffham J, Johansson L, Gear J, Schlogl S, et al. Inter-comparison of quantitative imaging of lutetium-177 ($^{177}$Lu) in European hospitals. EJNMMI Phys. 2018;5:17.

28. Peters SMB, Viol SL, van der Werf N, van Velden FHP, Meeuwis A, et al. Variability in lutetium-177 SPECT quantification between different state-of-the-art SPECT/CT systems. EJNMMI Phys. 2020;7:9.

29. Advanced Accelerator Applications. Annex I Summary of Product Characteristics. https://www.emea.europa.eu/en/documents/product-information/lutathera-epar-product-information_en.pdf.

30. Rollemann EJ, Valkema R, de Jong M, Kooij PPM, Krenning E. Safe and effective inhibition of renal uptake of radiolabelled octreotide by a combination of lysine and arginine. Eur J Nucl Med. 2003;30:309–15.

31. Carlens EA, Fazio N, Granberg D, Grozinsky-Glasberg S, Ahmadzadehfar H, Grana CM, et al. Peptide receptor radionuclide therapy in gastroenteropancreatic NEN G3: a multicenter cohort study. Endocr Relat Cancer. 2019;26:227–39.

32. Zacho MD, Jersens P, Villadsen GE, Baumwall SMD, Arveschoug AK, Granbaek H, et al. Clinical efficacy of first and second series of peptide receptor radionuclide therapy in patients with neuroendocrine neoplasms: a cohort study. Scand J Gastroenterol. 2021;56:289–97.

33. Joint Committee for Guides in Metrology. JCGM 100. Evaluation of measurement data – Guide to the expression of uncertainty in measurement. Sèvres: BIPM; 2008.

34. Kondev FG. Nuclear data sheets for A=177. Nucl Data Sheets. 2003;98:801–1095.

35. Beauregard J-M, Hofman MS, Pereira JM, Eu P, Hicks RJ. Quantitative $^{177}$Lu SPECT (QSPECT) imaging using a commercially available SPECT/CT system. Cancer Imaging. 2011;11:56–66.

36. National Electrical Manufacturers Association (NEMA). Performance Measurements of Gamma Cameras. NEMA Standards Publication NU1–2007. National Electrical Manufacturers Association 2007.

37. National Electrical Manufacturers Association (NEMA). Performance Measurements of Positron Emission Tomographs. NEMA Standards Publication NU2–2001. National Electrical Manufacturers Association 2001.

38. Ilan E, Sandström M, Wassberg C, Sundin A, Freedman N, Eriksson B, et al. Dose response of pancreatic neuroendocrine tumors treated with peptide receptor radionuclide therapy using $^{177}$Lu-DOTATATE. J Nucl Med. 2015;56:177–82.

39. Siva S, Pham D, Gill S, Bressel M, Dang K, Devereux T, et al. An analysis of respiratory induced kidney motion on four-dimensional computed tomography and its implications for stereotactic kidney radiotherapy. Radiat Oncol. 2013;8:248.

40. Yamashita H, Yamashita M, Futaguchi M, Takenaka R, Shibata S, Yamamoto K, et al. Individual variability in radiation dosimetry of $^{177}$Lu-DOTA-octreotide by a combination of lysine and arginine. Eur J Nucl Med Mol Imaging. 2003;57:1998–2005.

41. Hindorf C, Glattling G, Chiesa C, Lindén O, Flux G. EANM Dosimetry Committee guidelines for bone marrow and whole-body dosimetry. Eur J Nucl Med Mol Imaging. 2010;37:1238–50.

42. Delker A, Illhan H, Zach C, Brosch J, Gildehaus FJ, Lehner S, et al. The influence of early measurements onto the estimated kidney dose in $^{177}$Lu(DOTA, $^{10}$Tyr$^2$) Octreotate peptide receptor radiotherapy of neuroendocrine tumors. Mol Imaging Biol. 2015;17:726–34.

43. Garske U, Sandström M, Johansson S, Sundin A, Granberg D, Eriksson B, et al. Minor changes in effective half-life during fractionated $^{177}$Lu-Octreotide therapy. Acta Oncol. 2012;51:86–96.

44. Amato E, Lizio D, Baldari S. Absorbed fractions for electrons in ellipsoidal volumes. Phys Med Biol. 2009;54:N479–87.
83. Dawson LA, Kavanagh BD, Paulino AC, Das SK, Miften M, Li XA, et al. Radiation-associated kidney injury. Int J Radiat Oncol Biol Phys. 2010;76:S108–15.

84. Marks LB, Yorke ED, Jackson A, Ten Haken RK, Constine LS, Eisbruch A, et al. Use of normal tissue complication probability models in the clinic. Int J Radiat Oncol Biol Phys. 2010;76:S10–9.

85. Dale R. Use of the linear-quadratic radiobiological model for quantifying kidney response in targeted radiotherapy. Cancer Biother Radiopharm. 2004;19:363–70.

86. Konijnenberg M. Is the renal dosimetry for [109Y-DOTA\(^3\), Tyr\(^3\)]Octreotide accurate enough to predict thresholds for individual patients. Cancer Biother Radiopharm. 2003;18:619–25.

**Publisher’s Note**
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.