Abstract—We propose a modified expectation-maximization algorithm by introducing the concept of quantum annealing, which we call the deterministic quantum annealing expectation-maximization (DQAEM) algorithm. The expectation-maximization (EM) algorithm is an established algorithm to compute maximum likelihood estimates and applied to many practical applications. However, it is known that EM heavily depends on initial values and its estimates are sometimes trapped by local optima. To solve such a problem, quantum annealing (QA) was proposed as a novel optimization approach motivated by quantum mechanics. By employing QA, we then formulate DQAEM and present a theorem that supports its stability. Finally, we demonstrate numerical simulations to confirm its efficiency.

I. INTRODUCTION

Combinatorial optimization is a fundamental issue in both science and engineering. Although some problems in such optimization can be efficiently solved by well-known algorithms [1], [2], other problems in a class of NP-hard, e.g., the traveling salesman problem, are essentially difficult to solve.

One of the effective approaches for NP-hard problems is simulated annealing (SA), which was proposed by Kirkpatrick et al. [3], [4]. SA is a generic approach for optimization, in which random numbers that mimic thermal fluctuations are used to go over potential barriers in objective functions. Furthermore, its global convergence is in some sense guaranteed by Geman and Geman et al. [5]. After that, a quantum extension of SA, which is called quantum annealing (QA), was proposed in physics [6], [7], [8], and has been intensively studied [9], [10], [11], [12], [13], [14], [15], [16], [17]. In QA, instead of thermal fluctuations, quantum fluctuations are used to overcome potential barriers in objective functions, and it has been reported that QA is more effective than SA for some problems [12]. Especially, due to quantum fluctuations, QA exhibits better performance than SA when objective functions have steep multimodality.

Such combinatorial optimization also appears in machine learning, which has attracted much interest recently [18], [19]. For example, some class of data clustering is known to be NP-hard problems [20]. One of common methods for data clustering is as follows. Assuming data points are generated by Gaussian mixture models (GMMs), we estimate the parameters in GMMs by the expectation-maximization (EM) algorithm [21]. However, parameter estimation sometimes fails since EM depends on initial values and suffers from the problem of local optima. To relax the problem, Ueda and Nakano proposed a deterministic simulated annealing expectation-maximization (DSAEM) algorithm [22], and it succeeds to relax the difficulty of the multimodality in EM. This algorithm is based on deterministic simulated annealing (DSA) [23], which was proposed by Rose et al. [24]. The essence of these approaches is to make objective functions smooth by introducing thermal fluctuations without random numbers, and the non-convex problem in optimization is considerably managed without increase of numerical cost.

As we have explained, QA is considered to be effective than SA in some conditions [12], and thus the quantum version of DSA is expected to be superior to it. In this paper, we propose a deterministic quantum annealing expectation-maximization (DQAEM) algorithm for Gaussian mixture models because it is expected that quantum fluctuations can relax the problem of local optima in parameter estimation. In our previous paper [25], we proposed DQAEM for continuous latent variables, and obtained the result that DQAEM outperformed EM. However, its applicability is limited because the latent variables are assumed to be continuous and most difficulties in parameter estimation come from optimization of discrete latent variables, such as Gaussian mixture models. Thus, in this paper, we develop DQAEM for discrete latent variables and apply it to GMMs. After the formulation of the algorithm, we present a theorem that guarantees its stability. Finally, to illustrate its efficiency compared to EM, we show numerical simulations, in which DQAEM is applied to GMMs for data clustering.

This paper is organized as follows. In Sec. II we review GMMs and EM to prepare for DQAEM. In Sec. III which is the main section of this paper, we describe the formulation of DQAEM in detail and present a theorem on its convergence. In Sec. IV we demonstrate numerical simulations and discuss its efficiency. In Sec. V we conclude this paper.

II. REVIEW OF THE EXPECTATION-MAXIMIZATION (EM) ALGORITHM AND GAUSSIAN MIXTURE MODELS (GMMs)

In this section, we review EM to prepare for introducing our DQAEM, and consider an estimation problem of GMMs to formulate DQAEM because it is one of the simplest models with discrete variables.

This algorithm is called the deterministic annealing expectation-maximization algorithm in Ref. [22].

This algorithm is called deterministic annealing in Ref. [23].
A. Maximum likelihood estimation (MLE) and the expectation-maximization (EM) algorithm

The aim of this subsection is to describe EM because DQAEM is based on it. First, we review maximum likelihood estimation (MLE) briefly. Suppose we have N data points $Y_{\text{obs}} = \{y^{(1)}, y^{(2)}, \ldots, y^{(N)}\}$ and they are independent and identically distributed obeying $p(y^{(i)}; \theta)$ where $\theta$ is a parameter. Moreover we define $p(y^{(i)}, \sigma^{(i)}; \theta)$ as the probability density functions for complete data with the unobservable variables $[\sigma^{(1)}, \sigma^{(2)}, \ldots, \sigma^{(N)}]$. Namely, $p(y^{(i)}; \theta) = \sum_{\sigma^{(i)}\in\Omega(i)} p(y^{(i)}, \sigma^{(i)}; \theta)$, where $\Omega(i)$ represents the domain of $\sigma^{(i)}$. Then the log likelihood function is given by

$$
\mathcal{L}(Y_{\text{obs}}; \theta) = \sum_{i=1}^{N} \log p(y^{(i)}; \theta) = \sum_{i=1}^{N} \log \left( \sum_{\sigma^{(i)}\in\Omega(i)} p(y^{(i)}, \sigma^{(i)}; \theta) \right).
$$

Note that $i$ in $y^{(i)}$ and $\sigma^{(i)}$ is the index for each observed data point. MLE is a technique to estimate the parameter $\theta$ in model distributions that maximize the log likelihood function $\mathcal{L}(Y_{\text{obs}}; \theta)$.

In general, maximizing the log likelihood function $\mathcal{L}(Y_{\text{obs}}; \theta)$ with respect to $\theta$ is difficult because it is sometimes a non-convex optimization, and then we replace it with its lower bound. Using Jensen’s inequality, we have the following inequality

$$
\mathcal{L}(Y_{\text{obs}}; \theta) \geq \sum_{i=1}^{N} \log \left( \sum_{\sigma^{(i)}\in\Omega(i)} p(y^{(i)}, \sigma^{(i)}; \theta) \right) \geq \sum_{i=1}^{N} \sum_{\sigma^{(i)}\in\Omega(i)} P(\sigma^{(i)}; y^{(i)}; \theta') \log \frac{P(y^{(i)}, \sigma^{(i)}; \theta)}{P(\sigma^{(i)}; y^{(i)}; \theta')},
$$

where $\theta'$ is an arbitrary parameter and $P(\sigma^{(i)}; y^{(i)}; \theta')$ is the conditional probability. Then, the procedure of EM consists of the following two steps. The first one, which is called the E step, is to compute the conditional probability $P(\sigma^{(i)}|y^{(i)}; \theta')$ by

$$
P(\sigma^{(i)}|y^{(i)}; \theta') = \frac{p(y^{(i)}, \sigma^{(i)}; \theta')}{p(y^{(i)}; \theta')},
$$

Here we have used Bayes’ rule. The second one, which is called the M step, is to maximize the $Q$ function (2) with respect to $\theta$ instead of $\mathcal{L}(Y_{\text{obs}}; \theta)$. Denoting the tentative estimated parameter at the $r$-th iteration by $\theta^{(r)}$, the estimated parameter is updated by

$$
\theta^{(r+1)} = \arg\max_{\theta} Q(\theta; \theta^{(r)}).
$$

At the end of this subsection, we summarize EM in Alg. 1.

B. Gaussian mixture models (GMMs)

Here we introduce GMMs and its quantum mechanical representation. We follow the notations in Refs. [18], [19]. Let $y$ and $\sigma$ denote continuous observable and discrete unobservable variables. Here, we assume that $\Omega$, which is the domain of $\sigma$, is given by $(1k)_{k=1}^K$, where

$$
l_k = [0, 1, 0, \ldots, 0]^T_k, \quad k = 1, \ldots, K.
$$

for $k = 1, \ldots, K$, and then the number of elements in $\Omega$ is $K$. Specifically, $\sigma = l_k$ when $\sigma$ denotes the $k$-th element in $\Omega$.

Using the above notation, the probability density function of GMMs is given by

$$
p(y; \theta) = \sum_{k=1}^{K} p(y|\sigma = 1k; \theta) P(\sigma = 1k; \theta),
$$

where

$$
p(y|\sigma = 1k; \theta) = g(y; \mu_k, \Sigma_k),
P(\sigma = 1k; \theta) = \pi_k (k = 1, \ldots, K),
$$

$\{\pi_k\}_{k=1}^K$ satisfies $\pi_k \pi_k = 1$, $g(y; \mu_k, \Sigma_k)$ is a Gaussian function with mean $\mu_k$ and covariance $\Sigma_k$ for $k = 1, \ldots, K$, and $\theta = [\pi_k, \mu_k, \Sigma_k]_{k=1}^K$. The joint probability density function for GMMs is therefore given by

$$
p(y, \sigma; \theta) = \prod_{k=1}^{K} [p(y|\sigma = 1k; \mu_k, \Sigma_k) p(\sigma = 1k; \pi_k)]^{\sigma_k},
$$

where $\sigma_k$ is the $k$-th element of $\sigma$.

To introduce quantum fluctuations, we need to rewrite the above equations in the Hamiltonian formulation. Taking the logarithm of (4), the Hamiltonian for GMMs can then be written as

$$
H(y, \sigma; \theta) = \sum_{k} h_k \sigma_k,
$$

where $h_k = -\log(\pi_k g(y; \mu_k, \Sigma_k))$ for $k = 1, \ldots, K$. Here, we introduce ket vectors, bra vectors and “spin” operators to rewrite (5) in the manner of quantum mechanics. First, we
define the ket vector \( |\sigma = 1_k \rangle \) by \( 1_k \) and the “spin” operator \( \hat{\sigma}_k \) by
\[
\hat{\sigma}_k = |\sigma = 1_k \rangle \langle \sigma = 1_k | = \text{diag}(0, \cdots, 0, 1, 0, \cdots, 0),
\]
respectively, where the bra vector \( |\sigma = 1_j \rangle \) satisfies the orthonormal condition \( \langle \sigma = 1_j | \sigma = 1_k \rangle = \delta_{ij} \). Replacing \( \sigma \) with \( \hat{\sigma} \), we have the Hamiltonian operator
\[
H(y, \hat{\sigma}; \theta) = \sum_k h_k \hat{\sigma}_k,
\]
\[
= \text{diag}(h_1, h_2, \ldots, h_K),
\]
and this satisfies
\[
\langle \sigma = 1_i | H(y, \hat{\sigma}; \theta) | \sigma = 1_j \rangle = h_i \delta_{ij},
\]
where \( \delta_{ij} \) is the Kronecker delta. We use this formulation to describe DQAEM in the following section. Note that a similar expression is presented in Ref. [26].

III. Deterministic quantum annealing expectation-maximization algorithm (DQAEM)

First, we formulate DQAEM by using the quantum representation described in the previous section. Then we discuss its stability by showing the monotonicity of the free energy during the algorithm.

A. Formulation

In this subsection, we formulate DQAEM by employing the concept of quantum annealing [8] (also see App. A).

First, we rewrite EM in the quantum representation. The log likelihood function (11) is rewritten as
\[
\mathcal{L}(Y_{\text{obs}}; \theta) = \sum_{i=1}^{N} \log \text{Tr} \left[ p(y^{(i)}; \hat{\sigma}^{(i)}; \theta) \right].
\]

Note that \( \text{Tr}[.] = \sum_i \langle \sigma^{(i)} = 1_k | . | \sigma^{(i)} = 1_k \rangle \). As we have explained in Sec. II-A, the \( Q \) function (2) is maximized in the M step of EM. Similarly to (7), the quantum representation of the \( Q \) function (2) is given by
\[
Q(\theta; \theta') = \sum_{i=1}^{N} \text{Tr} \left[ P(\hat{\sigma}^{(i)} | y^{(i)}; \theta') \log p(y^{(i)}; \hat{\sigma}^{(i)}; \theta) \right],
\]
where
\[
p(y^{(i)}; \hat{\sigma}^{(i)}; \theta) = \exp\left[ -(H(y^{(i)}; \hat{\sigma}^{(i)}; \theta)) \right],
\]
(8)
and \( H(y^{(i)}; \hat{\sigma}^{(i)}; \theta) \) is in Eq. (9). Furthermore, the conditional probability \( P(\hat{\sigma}^{(i)} | y^{(i)}; \theta) \) is computed using Bayes’ rule. That is,
\[
P(\hat{\sigma}^{(i)} | y^{(i)}; \theta) = \frac{p(y^{(i)}; \hat{\sigma}^{(i)}; \theta)}{Z^{(i)}(\theta)}.
\]
Here, the normalization factor, which is called the partition function in physics, has the form
\[
Z^{(i)}(\theta) = \text{Tr} \left[ p(y^{(i)}; \hat{\sigma}^{(i)}; \theta) \right].
\]

Now we begin to formulate DQAEM. To introduce quantum fluctuations, we add \( H'(\Gamma) = \Gamma \hat{\sigma}' \) whose \( \hat{\sigma}' \) satisfies \( [\hat{\sigma}_k, \hat{\sigma}'_k] \neq 0 \) for \( k = 1, \ldots, K \) to the original Hamiltonian \( H \), and then (8) is converted to
\[
p_{\Gamma}(y^{(i)}; \hat{\sigma}^{(i)}; \theta) = \exp\left[-(H(y^{(i)}; \hat{\sigma}^{(i)}; \theta) + H'(\Gamma))\right].
\]
(9)

In MLE, the log likelihood function (7) is optimized. On the other hand, the objective function in DQAEM, which is called the free energy, is given by
\[
F_{\Gamma}(\theta) = -\log Z_{\Gamma}(\theta),
\]
where
\[
Z_{\Gamma}(\theta) = \prod_{i=1}^{N} Z_{\Gamma}^{(i)}(\theta),
\]
and then (8) is converted to
\[
F_{\Gamma}(\theta) = -\mathcal{L}(Y_{\text{obs}}; \theta).
\]
(10)

Thus we can say that the negative free energy at \( \Gamma = 0 \) is the log likelihood function.

Next, we define the function \( U_{\Gamma}(\theta; \theta') \) to formulate DQAEM, which corresponds to the \( Q \) function in EM. Using (9), the function \( U_{\Gamma}(\theta; \theta') \) has the form
\[
U_{\Gamma}(\theta; \theta') = \sum_{i=1}^{N} \text{Tr} \left[ P_{\Gamma}(\hat{\sigma}^{(i)} | y^{(i)}; \theta') \log p_{\Gamma}(y^{(i)}; \hat{\sigma}^{(i)}; \theta) \right],
\]
(11)
where
\[
p_{\Gamma}(\hat{\sigma}^{(i)} | y^{(i)}; \theta) = \frac{p_{\Gamma}(y^{(i)}; \hat{\sigma}^{(i)}; \theta)}{Z_{\Gamma}^{(i)}(\theta)}.
\]
(12)

Then DQAEM is composed of the following two steps. The first one is to compute the conditional probability (12), and this is called the E step of DQAEM. The second one is to update the parameter \( \theta^{(i)} \) by minimizing the function
\[
U_{\Gamma}(\theta; \theta') \quad (11).
\]
That is,
\[
\theta^{(i+1)} = \arg \min_{\theta} U_{\Gamma}(\theta, \theta^{(i)}),
\]
and this is called the M step in DQAEM. Furthermore, we decrease \( \Gamma \) during the iterations. We summarize DQAEM in Algo. 2.

B. Convergence theorem

We have proposed DQAEM in the previous subsection. Here, we present the theorem that guarantees its stability via iterations.

**Theorem 1:** Let \( \theta^{(i+1)} = \arg \min_{\theta} U_{\Gamma}(\theta, \theta^{(i)}) \). Then
\[
F_{\Gamma}(\theta^{(i+1)}) \leq F_{\Gamma}(\theta^{(i)})
\]
holds. Moreover, the equality holds if and only if \( U_{\Gamma}(\theta^{(i+1)}; \theta^{(i)}) = U_{\Gamma}(\theta^{(i+1)}; \theta^{(i)}) \) and \( S_{\Gamma}(\theta^{(i+1)}; \theta^{(i)}) = S_{\Gamma}(\theta^{(i+1)}; \theta^{(i)}) \), where
\[
S_{\Gamma}(\theta; \theta') = \sum_{i=1}^{N} \text{Tr} \left[ P_{\Gamma}(\hat{\sigma}^{(i)} | y^{(i)}; \theta') \log P_{\Gamma}(\hat{\sigma}^{(i)} | y^{(i)}; \theta) \right].
\]

This theorem insists that DQAEM converges at least to the global optimum or a local optimum. We mention that the global convergence of EM is discussed by Dempster et al. [21] and Wu [27], and their discussions apply to DQAEM.
Algorithm 2 Deterministic quantum annealing expectation-maximization (DQAEM) algorithm

1: set $\Gamma \leftarrow \Gamma_{\text{init}}$
2: initialize $\theta^{(0)}$ and set $t \leftarrow 0$
3: while convergence criteria is satisfied do
4: calculate $P_y(\sigma^{(i)}; \theta^{(i)})$ ($i = 1, \ldots, N$) with (12) (E step)
5: calculate $\theta^{(i+1)} = \arg\min_{\theta} U_y(\theta; \theta^{(i)})$ with (11) (M step)
6: decrease $\Gamma$
7: end while

IV. NUMERICAL SIMULATIONS

In this section, we carry out numerical simulations to confirm the performance of DQAEM. In the first subsection, we present the setup of numerical simulations, and, in the following subsection, we provide numerical results.

A. Mathematical setup

We estimate the parameters of GMMs by using both DQAEM and EM. Suppose $N$ data points $Y_{\text{obs}} = \{y^{(1)}, y^{(2)}, \ldots, y^{(N)}\}$ are identically sampled by GMMs with $K = 3$. Here, a GMM is given by (2).

In EM, the updating equations for $\theta = [\pi_k, \mu_k, \Sigma_k]_{k=1}^K$ are determined by the derivative of the $Q$ function ($2$) with respect to $\theta$. The parameter $\theta^{(i+1)}$ of GMMs at the $t+1$-th iteration is then given by

$$\pi_k^{(i+1)} = \frac{1}{N} \sum_{i=1}^{N} P(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)}),$$

$$\mu_k^{(i+1)} = \frac{\sum_{i=1}^{N} y^{(i)} P(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)})}{\sum_{i=1}^{N} P(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)})},$$

$$\Sigma_k^{(i+1)} = \frac{\sum_{i=1}^{N} (y^{(i)} - \mu_k^{(i+1)}) (y^{(i)} - \mu_k^{(i+1)})^T P(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)})}{\sum_{i=1}^{N} P(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)})}.$$

where $\theta^{(i)}$ is the tentative estimated parameter at the $t$-th iteration.

In DQAEM, the updating equations for $\theta$ are determined by the derivative of the function $U_y(\theta; \theta')$ in (11) with respect to $\theta$, and then $P(\sigma^{(i)}) = 1_k | y^{(i)}; \theta^{(i)}$ in (13), (14) and (15) are replaced by $P_Q(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)}) = (\sigma^{(i)} = 1_k | P_y(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)}); \sigma^{(i)} = 1_k)$. That is, the updating equations for DQAEM are given by

$$\pi_k^{(i+1)} = \frac{1}{N} \sum_{i=1}^{N} P_Q(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)}),$$

$$\mu_k^{(i+1)} = \frac{\sum_{i=1}^{N} y^{(i)} P_Q(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)})}{\sum_{i=1}^{N} P_Q(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)})},$$

$$\Sigma_k^{(i+1)} = \frac{\sum_{i=1}^{N} (y^{(i)} - \mu_k^{(i+1)}) (y^{(i)} - \mu_k^{(i+1)})^T P_Q(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)})}{\sum_{i=1}^{N} P_Q(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)})}.$$

Note that the quantum effects for parameter estimation comes from $P_Q(\sigma^{(i)} = 1_k | y^{(i)}; \theta^{(i)})$. The annealing parameter $\Gamma$ are varied from initial values to 0 via iterations.

In Section 3, we derive the updating equations for parameter estimation of EM. We also describe the results of EM and DQAEM in Fig. 1(b), which shows the log likelihood function of EM and DQAEM.

In this section, assume that, in matrix notation, $\sigma'$ is given by

$$\sigma' = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix}.$$
In this paper, we have proposed the deterministic quantum annealing expectation-maximization (DQAEM) algorithm for Gaussian mixture models (GMMs) to relax the problem of local optima of the expectation-maximization (EM) algorithm by introducing the mechanism of quantum fluctuations into EM. Although we have limited our attention to GMMs in this paper to simplify the discussion, the derivation presented in this paper can be straightforwardly applied to any models which have discrete latent variables. After formulating DQAEM, we have presented the theorem that guarantees its convergence. We then have given numerical simulations to show its efficiency compared to EM and DSAEM. It is expect that the combination of DQAEM and DSAEM gives better performance than DQAEM. Finally, one of our future works is a Bayesian extension of this work. In other words, we are going to propose a deterministic quantum annealing variational Bayes inference.

V. Conclusion

In this paper, we have proposed the deterministic quantum annealing expectation-maximization (DQAEM) algorithm for Gaussian mixture models (GMMs) to relax the problem of local optima of the expectation-maximization (EM) algorithm by introducing the mechanism of quantum fluctuations into EM. Although we have limited our attention to GMMs in this paper to simplify the discussion, the derivation presented in this paper can be straightforwardly applied to any models which have discrete latent variables. After formulating DQAEM, we have presented the theorem that guarantees its convergence. We then have given numerical simulations to show its efficiency compared to EM and DSAEM. It is expect that the combination of DQAEM and DSAEM gives better performance than DQAEM. Finally, one of our future works is a Bayesian extension of this work. In other words, we are going to propose a deterministic quantum annealing variational Bayes inference.

TABLE II: Ratios of success for DQAEM, EM and DSAEM.

| Method | DQAEM | EM  | DSAEM |
|--------|-------|-----|-------|
| Value  | 97.4% | 36.6% | 77.8% |

REMEMBER: This text is a natural reading of the given section of the document, not a literal reproduction of the text. It focuses on the key points and concepts presented in the paper, providing a clear and concise summary of the research findings and contributions.
A. Quantum annealing

Here, we briefly introduce “quantum” annealing (QA) to prepare for DQAEM. First we consider the minimization problem of the Ising model. That is,  

$$\min_{\sigma_i^z} H, \quad (\sigma_i^z)$$  

where  

$$H = -\sum_{i<j} J_{ij} \sigma_i^z \sigma_j^z, \quad (16)$$  

$$\sigma_i^z = \pm 1 \text{ for each } i, \text{ and } J_{ij} \text{ is the coupling constant between spins at site } i \text{ and site } j.$$  

Note that this problem can describe many combinatorial problems such as the traveling salesman problem and the max-cut problem [28].

In QA, we quantize the Ising model [16] by applying magnetic fields along the x axis to the model and solve the Schrödinger equation on this system while decreasing the magnetic fields. Then the Hamiltonian of this system is given by  

$$\dot{H} = -\sum_{i<j} J_{ij} \sigma_i^z \sigma_j^z + \Gamma \sum_i \sigma_i^z, \quad (\text{where})$$  

$$\sigma_i^z = \frac{I_{2x2} \otimes \cdots \otimes I_{2x2} \otimes \sigma_x \otimes I_{2x2} \otimes \cdots \otimes I_{2x2}}{\text{i}}, \quad (\text{using})$$  

and \( \Gamma \) represents the strength of the magnetic fields. This is called the Transverse Ising model. Thus the Schrödinger equation that we solve in QA is given by  

$$i\hbar \frac{\partial}{\partial t} |\psi\rangle = H |\psi\rangle, \quad (17)$$  

where \( i \) is the imaginary unit, \( \hbar \) is the Dirac constant, and \( |\psi\rangle \) is the ket vector. The magnetic field \( \Gamma \) is set to be large at the beginning of QA, and then \( |\psi\rangle \) is initially equal or close to the eigenstate of \( \sum_i \sigma_i^z \). During solving (17), we gradually decrease \( \Gamma \) and finally make \( \Gamma \) go to zero. Therefore, \( |\psi\rangle \) gives a solution for the original Hamiltonian [16]. The efficiency of QA is discussed in Refs. [8], [11], [12].