pcPromoter-CNN: A CNN-Based Prediction and Classification of Promoters
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Abstract: A promoter is a small region within the DNA structure that has an important role in initiating transcription of a specific gene in the genome. Different types of promoters are recognized by their different functions. Due to the importance of promoter functions, computational tools for the prediction and classification of a promoter are highly desired. Promoters resemble each other; therefore, their precise classification is an important challenge. In this study, we propose a convolutional neural network (CNN)-based tool, the pcPromoter-CNN, for application in the prediction of promoters and their classification into subclasses $\sigma_{70}$, $\sigma_{54}$, $\sigma_{38}$, $\sigma_{32}$, $\sigma_{28}$ and $\sigma_{24}$. This CNN-based tool uses a one-hot encoding scheme for promoter classification. The tools architecture was trained and tested on a benchmark dataset. To evaluate its classification performance, we used four evaluation metrics. The model exhibited notable improvement over that of existing state-of-the-art tools.
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1. Introduction

Promoters are short DNA sequences located near the beginning of the gene’s transcription site. Promoters play a significant role in initiating the process of transcription in genes. Throughout the gene transcription process, $s$ (sigma) is an important factor of RNA holoenzyme that identifies the promoter sequence. Bacterial promoters are composed of purines at the transcription start site (TSS). At the TSS, the hexamer TATAAT is centered at $-10$, while TTGACA is centered at $-35$ [1]. The RNA polymerase of the bacterium *Escherichia coli* has many sigma factors, factors that are dependent on environmental factors and gene identity.

Different types of promoter sequences are identified by different sigma factors; therefore, the type of $s$ factor decides the category of the bacterial promoter. Sigma factors are divided into six different types: $\sigma_{70}$, $\sigma_{54}$, $\sigma_{38}$, $\sigma_{32}$, $\sigma_{28}$ and $\sigma_{24}$ where each sigma factor has different functions. The $\sigma_{28}$ factor is responsible for flagellar gene function during normal growth, whereas $\sigma_{24}$ and $\sigma_{32}$ are responsible for the heat shock response and the exponential growth to the stationary phase in *E. coli*. The $\sigma_{38}$ factor is associated with the stress response during transition [2] and $\sigma_{54}$ is involved in the regulation of nitrogen metabolism [3]. The most important sigma factor and the one that is obligatory for transcription commencement in most genes is $\sigma_{70}$. A recent study has shown that $\sigma_{70}$ can also affect RNA polymerase activity during elongation [4].

The available biological methods for promoter classification are time-consuming and involve undertaking an expensive procedure. Usually, a promoter can deviate from position to position;
therefore, it is challenging to effectively identify a promoter by applying biological techniques [5]. Regardless, the accurate identification of a promoter is essential in the formulation of every gene and transcription unit within the genome. To overcome the disadvantages of biological classification methods, computational techniques for predicting promoter function have been developed.

Over the last few years, various computational techniques for different research problems have exhibited great results [6–10]. Similarly, computational techniques have been developed to classify DNA sequences as either promoter or non-promoter regions, and some techniques are reported to identify the specific sigma class of a promoter. For example, ref. [11] introduced a sequence-based identifier that could predict the presence of a σ70 promoter. The proposed method, PseZNC, formulates the DNA sequence based on nucleotide composition. Besides, a variable-window Z-curve method to identify promoters was presented by [12]. The BacSVM+ software package, which is based on the LibSVM library, was reported to predict promoters from *Bacillus subtilis* [13]. Also, De Avila e Silva et al. [14] developed a method to predict the σ28 and σ54 promoters in *E. coli* that was based on the duplex stability feature of the neural network. A deep feature selection method proposed by [15] evaluates the non-linearity of a deep structure and selects a subset of the deep feature at the input level to predict promoters within a DNA sequence. Le et al. [16] presented a hybrid technique that combined deep learning and FastText N-grams to predict promoters and their strengths. Finally, Rahman et al. [17] introduced a technique based on a feature subspace-based ensemble classifier to predict σ70 promoter sequences.

To investigate the sequence features of prokaryotic and eukaryotic promoters in *E. coli*, a convolutional neural network (CNN)-based architecture was proposed in previous research [18]. In [19], Liu et al. introduced a model named iPromoter-2L, which included a two-layer prediction model in which the first layer predicted whether the DNA sequence is a promoter or non-promoter, and the second layer identified the promoter class from among sigma classes σ70, σ54, σ38, σ32, σ28 and σ24. The report by Zhang et al. [20] addressed the same research problem and proposed a model named MULTIPLY that can improve the predictive performance of previous techniques. MULTIPLY is a multilayer dual-task predictor that can distinguish between a promoter and non-promoter and can identify promoter class. MULTIPLY first identifies the best combination of information features by using an F-score feature selection method; that step is followed by applying five binary classifiers to identify the promoter class. A model named iPromoter-BnCNN proposed by Amin et al. utilized four parallel one-dimensional convolutional filters applied to the monomer nucleotide sequence, the trimer nucleotide sequence, and the structural belonging dimers and trimers of the DNA sequence [21]. The dense layer combined all of the extracted features and performed the classification task. The proposed model was applied to *E. coli* to predict promoters and non-promoters and promoter sigma classes. It showed improved results compared to results from MULTIPLY and iPromoter2L.

Recent computational methods for the identification and classification of sigma promoters have shown a marked improvement in sensitivity, specificity, accuracy and Matthews correlation coefficient (MCC), but there is still room for improvement. For example, the performance of the iPromoter-2L tool produces conflicting results for classification sensitivity and specificity. The MULTIPLY method tried to overcome that problem, but limitations in the selection of basic features remain. The iPromoter-BnCNN performed step by step binary classification and showed impressive results when compared with those previously reported. Overall, that method achieved 88.2% accuracy, 88.3% sensitivity, 88.0% specificity and 0.763 MCC. Regardless, the main limitation of iPromoter-BnCNN is the extraction of local features and structural properties.

In this study, we present a pcPromoter-CNN model. The pcPromoter term stands for “prediction and classification of promoters”. As indicated by its name, pcPromoter-CNN is a CNN-based method for the identification and classification of sigma promoters and their sigma subclass and has been applied to *E. coli*. The results of the pcPromoter-CNN model were scrutinized by employed K-fold cross-validation technique as the value of K set by 5. Four performance evaluation metrics were used to record the remarkable outcomes of the model to compare with the state-of-the-art methods.
Several recent publications [20,22–24] have described standard rules for presenting promoter-related research results more effectively. We have used the five-step rules described by Chou’s [25] five-step rules, which are as follows:

- Selection and creation of benchmark dataset
- Numerical expression of dataset and DNA Sequence
- Proposal of powerful prediction architecture
- Performance evaluation of predictor using cross-validation
- Development of a web server to provide public access to predictor

A graphical representation of the five steps is presented in Figure 1. The remaining parts of this paper follow the research flow indicated by the steps presented by Chou’s rules.

### 2. Benchmark Dataset

To develop an efficient biological predictor, it is important to select a suitable benchmark dataset on which the proposed predictive model can be evaluated. The promoter sequence of *E. coli* used for the evaluation in this study is the same as that used in the studies of [19,20]. All of the promoter sequences have been sub-divided into sub-types. The length of each sequence in the dataset is 81 base pairs (bp). To utilize an improved quality dataset, this study has used the experimentally confirmed promoter sample data presented in version 9.3 of RegulonDB [26].

Furthermore, the non-promoter sequences have been collected from the middle of the long sequence of the *E. coli* K-12 genome. The dataset is redundant; thus, it can be biased toward one sigma class; therefore, CD-HIT software [11], in which the identity index was set at 0.8, was used to remove the redundancy. New samples of promoters were introduced in RegulonDB version 10.7 [27]. These samples were used as an independent test dataset. This independent dataset has promoter sequences only while no non-promoter sequences were introduced. Table 1 shows the further information regarding the number of sequences for each class in benchmark dataset as well as in the independent test dataset.
In the prepared benchmark dataset, there are two overall classes, and the whole dataset can be expressed as

\[ D_S = P_S \cup N_S \]

where \( D_S \) is the overall benchmark dataset, \( P_S \) represents the positive promoters and \( N_S \) represent the negative promoters. The positive promoters are divided into six subclasses \( \sigma_{70}, \sigma_{38}, \sigma_{32}, \sigma_{28}, \) and \( \sigma_{24}. \) Thus, \( P_S \) can be further defined as

\[ P_S = \sigma_{70} \cup \sigma_{38} \cup \sigma_{32} \cup \sigma_{28} \cup \sigma_{24} \]

### 3. Numerical Expression of DNA Sequence

A DNA sequence consists of four nucleotides (A, T, C and G). To perform numerical operations on the input DNA sequences, the sequences need to be converted to a numerical form. For this purpose, we have used one-hot encoding, where each nucleotide is converted to a four-element vector of which a single element is kept as 1 and all other elements are 0. The corresponding numerical representation to each nucleotide is

- A: (1, 0, 0, 0)
- T: (0, 1, 0, 0)
- C: (0, 0, 1, 0)
- G: (0, 0, 0, 1)

After converting into this one-hot encoding numerical format, every DNA sequence was converted to an \( 81 \times 4 \) two-dimensional matrix.

### 4. Proposed Methodology

#### 4.1. Model Setup

The purpose of pcPromoter-CNN is to predict the presence of a promoter or a non-promoter within a queried DNA sequence, and if a promoter is identified, the next task is to identify the sigma class to which the promoter belongs. The dataset used to train the model is imbalanced, so different techniques, such as Synthetic Minority Oversampling Technique (SMOTE), were used to overcome the problem; however, SMOTE can easily turn the model toward data overfitting. Being inspired from [21] we proposed the use of a cascading binary classifier. The problem identified in the proposed architecture of [21] was that it uses four different encoding schemes and a large number of convolutional filters, which eventually increases both computational cost and complexity. In contrast, although the pcPromoter-CNN approach uses one encoding technique, a simple CNN architecture, and a small number of training parameters, it resulted in a performance improvement.

The pcPromoter-CNN first identifies whether the input sequence is a promoter or non-promoter. If the input sequence is identified as a promoter, the next step is to identify its subclass. For subclass identification, we developed a mechanism where one after another subclass is selected for performing classification. For example, if \( \sigma_{70} \) is considered a positive class all other remaining subclasses are

| Classes | Benchmark Dataset | Independent Test Dataset |
|---------|------------------|-------------------------|
| Promotor | 2860             | 256                     |
| Non-Promotor | 2860           | 0                       |
| \( \sigma_{70} \) | 1694           | 199                     |
| \( \sigma_{54} \) | 94             | 0                       |
| \( \sigma_{38} \) | 163            | 10                      |
| \( \sigma_{32} \) | 291            | 13                      |
| \( \sigma_{28} \) | 134            | 04                      |
| \( \sigma_{24} \) | 484            | 30                      |
considered negative. If the test sequence is not classified as σ70, then the next subclass is selected as the positive class, σ70 is excluded from the list, and the other remaining subclasses are deemed negative. This process is carried out until the identification of the subclass of the promoter sequence is accomplished. Figure 2 and Table 2 presents detail on how this cascading process works.

4.2. Proposed CNN Architecture

The CNN is a computational model that uses different layers to learn a dataset’s features through various degrees of deliberation [28]. These models have accomplished outstanding results in different fields, generally because of the ongoing improvement of convolutional neural networks. CNNs achieved record-breaking results in medical image processing [29,30] and in computational biology [31–37]. Moreover, there are several remarkable examples of the use of CNNs to produce a prediction system that can identify the effects of genetic variation. The leading advantage of a CNN is that it does not require prior feature extraction; a CNN-based model can directly extract features from data. In this study, we have used this advantage of CNN to extract features directly from the base DNA sequence information.

Figure 3 shows the proposed CNN architecture for the classification of promoters and non-promoters. Through that architecture, the encoded sequence is passed to the input layer of the model. The model consists of two single-dimensional convolutional layers. The first convolution layer is followed by a batch normalization average-pooling and a dropout layer, while the second convolution layer is followed by average-pooling and a dropout layer.
The features extracted from the convolution layers are flattened using a flatten layer. After which the feature set proceeds to the fully connected dense layers for classification. For the selection of finest parameters for convolution, pooling, dropout, and dense layering, hyper-parameter tuning is carried out. Table 3 shows the range of hyper-parameters used for tuning purpose.

**Table 3. Hyper-parameter tuning parameters.**

| Parameter                  | Values                      |
|----------------------------|-----------------------------|
| Number Convolution Filters | 8, 16, 32, 64, 128          |
| Convolution Kernel Size    | 3, 5, 7, 9, 11              |
| Pooling Layer Kernel Size  | 2, 4                        |
| Dropout Ratio              | 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45 |
| Dense Layer Neurons        | 8, 16, 32, 64               |

The first convolution layer uses 32 filters of kernel size 7, while the second convolution layer uses 32 filters with the smaller kernel size of 5. Batch normalization is performed on the first convolution layer. Moreover, both average-pooling layers use a pool size of 2 with 2 strides. The first dropout layer drops 35% of the features while the second dropout layer drops 30% of the features, thereby allowing the finest feature vector to be obtained. The convolution layers use a ReLU activation function that can be mathematically represented as

\[ F(x) = \max(0, x) \]

In the two fully connected layers, the first layer has 16 neurons and uses a ReLU activation function. In contrast, the second layer has a single neuron and a sigmoid activation function. The sigmoid function is represented as

\[ S(x) = \frac{1}{1 + e^{-x}} \]

All convolution layers and the dense layer use L2 regularization to control the overfitting problem. The loss function used in the model is a binary cross-entropy function. A stochastic gradient descent with 0.95 momentum and a learning rate of 0.007 is used as an optimizer. The mathematical expression for the binary cross-entropy function is

\[
H_p(q) = -\frac{1}{(N_{pos} + N_{neg})} \left[ \sum_{i=1}^{N_{pos}} \log(p(y_i)) + \sum_{i=1}^{N_{neg}} \log(1 - p(y_i)) \right]
\]

5. Results and Discussion

This section discusses the evaluation metrics and the performance achieved by the pcPromoter-CNN.

5.1. Evaluation Metrics

A five-fold cross-validation was utilized to examine the classification performance of the proposed model. To evaluate the performance of pcPromoter-CNN, we used four different metrics that have been previously used in other state-of-the-art techniques. These metrics are sensitivity (Sn), specificity (Sp), accuracy (Acc), and Matthews correlation coefficient (MCC). The mathematical expressions for these metrics are

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt((TP+FP)(TP+FN)(TN+FP)(TN+FN))}
\]

\[
Acc = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
Sp = \frac{TN}{TN + FP}
\]

\[
Sn = \frac{TP}{TP + FN}
\]

In the above equations, TP, TN, FP and FN represent the number of true positives, true negatives, false positives and false negatives, respectively.
5.2. Performance Evaluation

To evaluate the performance of the proposed model we carried out k-fold validation in which the value of k was 5. The tests were similarly carried out using IPromoter2L, IPromoter-BnCNN, and MULTIply, which are considered state-of-the-art techniques to diagnose and classify *E. coli* sigma promoters. Table 4 shows the pcPromoter-CNN results for the classification between promoter and non-promoter and a comparison with the results of the state-of-the-art techniques. The pcPromoter-CNN achieved 89.84% sensitivity, 90.38% specificity, 90.11% accuracy and 0.802 MCC. The pcPromoter-CNN exhibited improved performance in all four parameters when compared with IPromoter2L, IPromoter-BnCNN and MULTIply. A significant improvement of 3.9% for the value of MCC shows how accurately the proposed technique distinguishes the promoter and non-promoter class.

Table 4. Promoter and non-promoter identification comparison using five-fold cross-validation on benchmark dataset.

| Methods               | Sn (%) | Sp (%) | Acc (%) | MCC   |
|-----------------------|--------|--------|---------|-------|
| IPromoter-2L          | 79.2   | 84.2   | 81.7    | 0.637 |
| MULTIply              | 87.3   | 86.6   | 86.9    | 0.739 |
| IPromoter-BnCNN       | 88.3   | 88.0   | 88.2    | 0.763 |
| pcPromoter-CNN        | 89.84  | 90.38  | 90.11   | 0.802 |

A summary of the performance evaluation results for the next step in pcPromoter-CNN is presented in Table 5. The table summarizes the proposed method’s identification of each of the five promoter sigma subclasses. The proposed model has depicted an increase in overall accuracy by 3%, 2.8%, 7.3%, 4.9% and 4.8% for σ24, σ28, σ32, σ38, and σ70 respectively. For all subclasses, the pcPromoter-CNN achieved notable increases in terms of specificity.

Table 5. Sigma promoter performance comparison. ‘Pc’ represents the results of proposed architecture, ‘Bn’ represents the results of iPromoter-BnCNN, ‘Mu’ represents results of MULTIply architecture.

| Metrics | σ24 | σ28 | σ32 | σ38 | σ70 |
|---------|-----|-----|-----|-----|-----|
| Acc (%) | 96.8| 93.8| 91.2| 98.9| 86.1|
| Sn (%)  | 88.5| 93.3| 88.8| 94.1| 92.9|
| Sp (%)  | 98.5| 94.1| 92.9| 99.6| 93.6|
| MCC     | 0.885| 0.873| 0.818| 0.875| 0.918|

We used independent test dataset to further evaluate the performance of pcPromoter-CNN. Table 6 shows the comparison results of pcPromoter-CNN with state-of-the-art methods. Independent test dataset doesn’t contain non-promoter sequences that is why we only reported the values of true positive and false negative. Except for the promoter σ24, pcPromoter-CNN shows promising results compared to state-of-the-art methods.

Table 6. Validation of pcPromoter-CNN on independent test dataset. ‘TP’ represents true positives and ‘FN’ represents false negatives.

| Parameter | Promoter | σ24 | σ28 | σ32 | σ38 | σ70 |
|-----------|----------|-----|-----|-----|-----|-----|
|           | Pc       | Bn  | Mu  | Pc  | Bn  | Mu  |
| TP        | 236      | 245 | 238 | 28  | 19  | 12  |
| FN        | 20       | 11  | 18  | 6   | 2   | 11  |

Figure 4a illustrates the receiver operating characteristic (ROC) curve for the promoter and non-promoter predication and Figure 4b presents an ROC curve for the promoter subclasses.
classification; the curve clearly shows a large area under the curve (AUC; 95.7%). The five promoter subclasses assessed showed similarly high AUC values (96.5–98.3%).

![ROC curve](image1.png)

**Figure 4.** Receiver operating characteristic (ROC) curves. (a) Promoter non-promoter ROC curve. (b) Sigma subclasses ROC curve.

6. Webserver

To provide easy access to the proposed tool for the research community, a web server that hosts the high performing pcPromoter-CNN tool is freely available at [http://nsclbio.jbnu.ac.kr/tools/pcPromoter-CNN/](http://nsclbio.jbnu.ac.kr/tools/pcPromoter-CNN/). Many researchers [38–40] have followed this step. The pcPromoter-CNN is a user-friendly tool that can be used by researchers and experts in the fields of medicine and bioinformatics. It supports two options which are, direct sequence input and uploading a file containing sequences for prediction. The length of each sequence should be 81 nt containing A, C, G, and T. In the case of uploading a file, the maximum number of sequences for prediction is 1000. Figure 5 shows a snippet from the web-server where Figure 5a shows an example of inserting sequences for prediction and Figure 5b shows the output of the predictor. Furthermore, the code of pcPromoter-CNN was made available at [https://github.com/Shujaatmalik/pcPromoter-CNN](https://github.com/Shujaatmalik/pcPromoter-CNN).

![Webserver](image2.png)

**Figure 5.** Webserver. (a) Insertion of sequences for prediction. (b) Predictor output.

7. Conclusions

The classification of the promoter and non-promoter DNA sequences is an important task in the fields of medicine and bioinformatics. Furthermore, knowledge of the sigma subclass classification of a promoter DNA sequence can have a significant role in elucidating various biological aspects of a promoter. To assist in such endeavors, we propose the use of the pcPromoter-CNN tool. The tool is capable of efficiently classifying a DNA sequence as a promoter or non-promoter and can identify the...
sigma subclass of a promoter. The CNN-based tool uses a single encoding scheme for classification, and its proposed architecture was evaluated by using a publicly available dataset. Overall, the tool produced notable classification improvements over the results obtained using existing techniques.

**Author Contributions:** Conceptualization, M.S., H.T. and K.T.C.; methodology, M.S., A.W.; software, M.S., A.W.; validation, M.S., A.W., H.T. and K.T.C.; investigation, M.S., H.T. and K.T.C.; writing—original draft preparation: M.S.; writing—review and editing, M.S., A.W., H.T. and K.T.C.; supervision, H.T. and K.T.C. All authors have read and agreed to the published version of the manuscript.

**Funding:** This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2020R1A2C2005612) and the Brain Research Program of the National Research Foundation (NRF) funded by the Korean government (MSIT) (No. NRF-2017M3C7A1044816).

**Conflicts of Interest:** The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.

**References**

1. Busby, R.H.; Ebright, S. Promoter structure, promoter recognition, and transcription activation in prokaryotes. *Cell* **1994**, *79*, 743–746. [CrossRef]
2. Jishage, M.; Ishihama, A. Regulation of RNA polymerase sigma subunit synthesis in *Escherichia coli*: Intracellular levels of sigma 70 and sigma 38. *J. Bacteriol.* **1995**, *177*, 6832–6835. [CrossRef]
3. Bunney, P.; Zink, A.; Holm, A.; Billington, C.; Kotz, C. Orexin activation counteracts decreases in nonexercise activity thermogenesis (NEAT) caused by high-fat diet. *Physiol. Behav.* **2017**, *176*, 139–148. [CrossRef] [PubMed]
4. Goldman, S.R.; Nair, N.U.; Wells, C.D.; Nickels, B.E.; Hochschild, A. The primary σ factor in *Escherichia coli* can access the transcription elongation complex from solution in vivo. *eLife* **2015**, *4*, 443. [CrossRef]
5. Towsey, M.; Timms, P.; Hogan, J.; Mathews, S.A. The cross-species prediction of bacterial promoters using a support vector machine. *Comput. Biol. Chem.* **2008**, *32*, 359–366. [CrossRef] [PubMed]
6. Nizami, I.F.; Rehman, M.U.; Majid, M.; Anwar, S.M. Natural scene statistics model independent no-reference image quality assessment using patch based discrete cosine transform. *Multimed. Tools Appl.* **2020**, *79*, 26285–26304. [CrossRef]
7. Nizami, I.F.; Majid, M.; Rehman, M.U.; Anwar, S.M.; Nasim, A.; Khurshid, K. No-reference image quality assessment using bag-of-features with feature selection. *Multimed. Tools Appl.* **2020**, *79*, 7811–7836. [CrossRef]
8. Abbas, Z.; Rehman, M.U.; Najam, S.; Rizvi, S.D. An Efficient Gray-Level Co-Occurrence Matrix (GLCM) based Approach towards Classification of Skin Lesion. In Proceedings of the 2019 Amity International Conference on Artificial Intelligence (AICAI), Dubai, United Arab Emirates, 4–6 February 2019; pp. 317–320.
9. Rehman, M.U.; Abbas, Z.; Khan, S.H.; Ghani, S.H.; Najam. Diabetic retinopathy fundus image classification using discrete wavelet transform. In Proceedings of the 2018 2nd International Conference on Engineering Innovation (ICEI), Bangkok, Thailand, 5–6 July 2018; pp. 75–80.
10. Khan, A.; Ilyas, T.; Umraiz, M.; Mannan, Z.I.; Kim, H. CED-Net: Crops and Weeds Segmentation for Smart Farming Using a Small Cascaded Encoder-Decoder Architecture. *Electronics* **2020**, *9*, 1602. [CrossRef]
11. Lin, H.; Liang, Z.-Y.; Tang, H.; Chen, W. Identifying Sigma70 Promoters with Novel Pseudo Nucleotide Composition. *IEEE/ACM Trans. Comput. Biol. Bioinform.* **2019**, *16*, 1316–1321. [CrossRef]
12. Song, K. Recognition of prokaryotic promoters based on a novel variable-window Z-curve method. *Nucleic Acids Res.* **2011**, *40*, 963–971. [CrossRef]
13. Coelho, R.V.; Silva, S.D.A.E.; Echeverrigaray, S.; Delamare, A.P.L. Bacillus subtilis promoter sequences data set for promoter prediction in Gram-positive bacteria. *Data Brief* **2018**, *19*, 264–270. [CrossRef] [PubMed]
14. Silva, S.D.A.E.; Forte, F.; Sartor, I.T.; Andrighetti, T.; Gerhardt, G.J.L.; Delamare, A.P.L.; Echeverrigaray, L. DNA duplex stability as discriminative characteristic for *Escherichia coli* σ54- and σ28- dependent promoter sequences. *Biologicals* **2014**, *42*, 22–28. [CrossRef]
15. Koumakis, L. Deep learning models in genomics: are we there yet? *Comput. Struct. Biotechnol. J.* **2020**, *18*, 1466–1473. [CrossRef] [PubMed]
16. Le, N.-Q.K.; Yapp, E.K.Y.; Nagasundaram, N.; Yeh, H.-Y. Classifying Promoters by Interpreting the Hidden Information of DNA Sequences via Deep Learning and Combination of Continuous FastText N-Grams. *Front. Bioeng. Biotechnol.* **2019**, *7*, 1–9. [CrossRef]
17. Rahman, S.; Akhtar, U.; Jani, R.; Shatabda, S. iPromoter-FSEn: Identification of bacterial σ70 promoter sequences using feature subspace based ensemble classifier. Genomics 2019, 111, 1160–1166. [CrossRef] [PubMed]

18. Umarov, R.K.; Solovyev, V. Recognition of prokaryotic and eukaryotic promoters using convolutional deep learning neural networks. PLoS ONE 2017, 12, e0171410. [CrossRef]

19. Liu, B.; Yang, F.; Huang, D.-S.; Chou, K.-C. iPromoter-2L: A two-layer predictor for identifying promoters and their types by multi-window-based PseKNC. Bioinformatics 2018, 34, 33–40. [CrossRef]

20. Zhang, M.; Li, F.; Marquez-Lago, T.T.; Leier, A.; Fan, C.; Kwok, C.K.; Chou, K.-C.; Song, J.; Jia, C. MULTIPLY: A novel multi-layer predictor for discovering general and specific types of promoters. Bioinformatics 2019, 35, 2957–2965. [CrossRef]

21. Amin, R.; Rahman, C.R.; Ahmed, S.; Sifat, H.R.; Liton, N.K.; Rahman, M.; Khan, Z.H.; Shatabda, S. iPromoter-BnCNN: A novel branched CNN-based predictor for identifying and classifying sigma promoters. Bioinformatics 2020, 36, 4869–4875. [CrossRef]

22. Chen, W.; Tang, H.; Ye, J.; Lin, H.; Chou, K.-C. iRNA-PseU: Identifying RNA pseudouridine sites. Mol. Ther. Nucleic Acids 2016, 5, e332. [CrossRef]

23. Feng, P.; Ding, H.; Yang, H.; Chen, W.; Lin, H.; Chou, K.-C. iRNA-PseColl: Identifying the Occurrence Sites of Different RNA Modifications by Incorporating Collective Effects of Nucleotides into PseKNC. Mol. Ther. Nucleic Acids 2017, 7, 155–163. [CrossRef] [PubMed]

24. Jia, J.; Liu, Z.; Xiao, X.; Liu, B.; Chou, K.-C. iSuc-PseOpt: Identifying lysine succinylation sites in proteins by incorporating sequence-coupling effects into pseudo components and optimizing imbalanced training dataset. Anal. Biochem. 2016, 497, 48–56. [CrossRef] [PubMed]

25. Chou, K.-C. Some remarks on protein attribute prediction and pseudo amino acid composition. J. Theor. Biol. 2011, 273, 236–247. [CrossRef] [PubMed]

26. Gama-Castro, S.; Salgado, H.; Santos-Zavaleta, A.; Ledezma-Tejeida, D.; Muñiz-Rascado, L.; García-Sotelo, J.S.; Alquicira-Hernández, K.; Martínez-Flores, I.; Pannier, L.; Castro-Mondragón, J.A.; et al. RegulonDB version 9.0: High-level integration of gene regulation, coexpression, motif clustering and beyond. Nucleic Acids Res. 2016, 44, D133–D143. [CrossRef]

27. Santos-Zavaleta, A.; Salgado, H.; Gama-Castro, S.; Sánchez-Pérez, M.; Gómez-Romero, L.; Ledezma-Tejeida, D.; García-Sotelo, J.S.; Alquicira-Hernández, K.; Muñiz-Rascado, L.J.; Peña-Loredo, P.; et al. RegulonDB v 10.5: Tackling challenges to unify classic and high throughput knowledge of gene regulation in E. coli K-12. Nucleic Acids Res. 2019, 47, D212–D220. [CrossRef]

28. Lecun, Y.; Bengio, Y.; Hinton, G. Deep learning. Nature 2015, 521, 436–444. [CrossRef]

29. Rehman, M.-U.; Khan, S.H.; Abbas, Z.; Rizvi, S.D. Classification of Diabetic Retinopathy Images Based on Customised CNN Architecture. In Proceedings of the 2019 Amity International Conference on Artificial Intelligence (AICAI), Dubai, United Arab Emirates, 4–6 February 2019; pp. 244–248.

30. Rehman, M.U.; Khan, S.H.; Rizvi, S.M.D.; Abbas, Z.; Zafar, A. Classification of Skin Lesion by Interference of Different Encoding Schemes by Using Deep Learning. In Proceedings of the 2018 2nd International Conference on Engineering Innovation (ICEI), Bangkok, Thailand, 5–6 July 2018; pp. 81–85.

31. Wahab, A.; Mahmoudi, O.; Kim, J.; Chong, K.T. DNC4mC-Deep: Identification and Analysis of DNA N4-Methylcytosine Sites Based on Genomes. ACM Trans. Comput. Biol. Bioinform. 2020, 14, 1. [CrossRef]

32. Abbas, Z.; Tayara, H.; Chong, K.T. SpineNet-6mA: A Novel Deep Learning Tool for Predicting DNA N6-Methyladenine Sites in Genomes. IEEE Access 2020, 8, 201450–201457. [CrossRef]

33. Wahab, A.; Ali, S.D.; Tayara, H.; Chong, K.T. iIM-CNN: Intelligent Identifier of 6mA Sites on Different Species by Using Convolution Neural Network. IEEE Access 2019, 7, 178577–178583. [CrossRef]

34. Ali, S.D.; Alam, W.; Tayara, H.; Chong, K. Identification of Functional piRNAs Using a Convolutional Neural Network. IEEE/ACM Trans. Comput. Biol. Bioinform. 2020, 14, 1. [CrossRef]

35. Park, S.; Wahab, A.; Nazari, I.; Ryu, J.H.; Chong, K.T. i6mA-DNC: Prediction of DNA N6-Methyladenosine sites in rice genome based on dinucleotide representation using deep learning. Chemom. Intell. Lab. Syst. 2020, 204, 104102. [CrossRef]

36. Rehman, M.U.; Chong, K.T. DNA6mA-MINT: DNA-6mA Modification Identification Neural Tool. Genes 2020, 11, 898. [CrossRef] [PubMed]
37. Mahmoudi, O.; Wahab, A.; Chong, K.T. iMethyl-Deep: N6 Methyladenosine Identification of Yeast Genome with Automatic Feature Extraction Technique by Using Deep Learning Algorithm. *Genes* 2020, 11, 529. [CrossRef] [PubMed]

38. Nazari, I.; Tayara, H.; Chong, K.T. Branch Point Selection in RNA Splicing Using Deep Learning. *IEEE Access* 2018, 7, 1800–1807. [CrossRef]

39. Oubounyt, M.; Louadi, Z.; Tayara, H.; Chong, K.T. DeePromoter: Robust Promoter Predictor Using Deep Learning. *Front. Genet.* 2019, 10, 286. [CrossRef]

40. Tayara, H.; Tahir, M.; Chong, K.T. Identification of prokaryotic promoters and their strength by integrating heterogeneous features. *Genomics* 2020, 112, 1396–1403. [CrossRef]

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).