Abstract

High mobility may destroy the orthogonality of subcarriers in OFDM systems, resulting in inter-carrier interference (ICI), which may greatly reduce the service quantity of high-speed railway (HSR) wireless communications. This paper focuses on ICI mitigation in the HSR downlinks with distributed transmit antennas. For such a system, its key feature is that the ICIs are caused by multiple carrier frequency offsets corresponding to multiple transmit antennas. Meanwhile, the channel of HSR is fast time varying, which is another big challenge in the system design. In order to get a good performance, low complexity real-time ICI reduction is necessary. To this end, we first analyzed the property of the ICI matrix in AWGN and Rician scenarios, respectively. Then, we propose corresponding low complexity ICI reduction methods based on location information. For evaluating the effectiveness of the proposed method, the expectation and variance of remaining interference after ICI reduction is analyzed with respect to Rician $K$-factor. In addition, the service quantity and the bandwidth and computation cost are also discussed. Numerical results are presented to verify our theoretical analysis and the effectiveness of proposed ICI reduction methods. One important observation is that our proposed ICI mitigation method can achieve almost the same service quantity with that obtained on the case without ICI when the train’s velocity is 300km/h, that is, ICI has been completely eliminated. Numerical results also show that the scenarios with Rician $K$-factors over 30dB can be considered as AWGN scenarios, which may provide valuable insights on future system designs.
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I. INTRODUCTION

In recent decade, high-speed railway (HSR) is experiencing explosive growth and the velocity of trains can be 350km/h or higher in recent future. HSR creates special conditions and challenges for wireless channel access, due to high velocity and rapidly changing environmental conditions. For instance, the orthogonal frequency-division multiplexing (OFDM) techniques adopted by the long term evolution for railway (LTE-R) are extremely sensitive to frequency errors and can be seriously affected by carrier frequency offset (CFO), phase noise, timing offset and Doppler spread, which could trigger the inter-carrier interference (ICI) and deteriorate in high mobility scenarios [1], [2]. In addition, owing to the high mobility feature in HSR, the frequency handover between adjacent base stations (BSs) is a big challenge in system design. In [3], [4], it proposed distributed antenna systems to combat the frequent handover, which introduce a new infrastructure building, increasing the signal to noise ratio (SNR) to user equipments. However, the corresponding ICI problem has not been involved. That is, ICI reduction schemes for such a HSR system need to be carefully designed.

In HSR scenarios, the train may travel in a variety of terrains such as wide plains, viaducts, mountain areas, urban and suburban districts, and tunnels. Thereby, wireless propagation environments for HSR are extremely diverse, in which viaducts and tunnels are the two typical scenarios [2], [5]. In addition to tunnels, viaducts account for the vast majority of Chinese HSRs (more specifically, 86.5% of railways is elevated in the Beijing-Shanghai HSR [5]), and there are few multi-paths because of little scattering and reflection. Hence, line-of-sight (LOS) assumption is widely used and the investigation of LOS MIMO channels are presented in [5], [6].

Based on LOS assumption, it can be observed that in HSR scenarios, the distribution of arrival of angles (AOAs) is not uniform and may be discrete for the distributed antenna regimes. This is because the Doppler spread is caused by few CFOs corresponding to multiple LOS downlinks. Previous works aimed at situations where the ICI is caused by single CFO or the Doppler spread is with uniformly distributed arrival of angles (AOAs), i.e. Jakes’ model [7]. The corresponding ICI mitigation schemes include frequency equalization [8], ICI self-cancellation [9], windowing and coding [10], etc. For the ICI caused by single CFO, an effective ICI reduction scheme based on the unitary property of ICI matrix is proposed in [11], which may be borrowed into the cases with multiple CFOs.
On the other hand, the wireless channels in HSR are fast time varying, which indicates low complexity real-time ICI reduction is necessary. Therefore, the effective ICI reduction methods for HSR need to be designed by taking into account the new Doppler spread characteristics and the channel fast time varying nature.

The main contributions of this paper are listed as follows:

1) We first analyze the ICI matrix corresponding to LOS paths. In this scenario, the ICI matrix is caused by Doppler spread with non-uniformly distributed AOAs.
2) Based on the Rician propagation model, we also derived the ICI matrix corresponding to NLOS paths, whose AOAs and amplitudes are uniformly and Gaussian distributed.
3) We prove that the overall ICI matrix is the weighting average of ICI matrices caused by LOS and NLOS paths. The weighting factors are the large-scale fading coefficients. Then, we proved that the overall ICI matrix is almost unitary.
4) Based on the theoretical results, we proposed two low complexity ICI reduction methods aiming at AWGN and Rician channels, which can avoid the matrix inverse calculation and is suitable to the fast time varying scenarios. Finally, the variances of reduced SIR with proposed ICI reduction method are derived.
5) One important observation is obtained that our proposed ICI mitigation method can achieve almost the same service quantity with that obtained on the case without ICI when the velocity of the train is 300km/h. Another observation is that Rician channels with Rician factors over 30dB can be considered as AWGN channels.

The rest of this paper is organized as follows. Firstly, in Section II the system model of HSR MIMO-OFDM downlinks with distributed antennas is introduced and the Doppler spread effects of LOS paths are mathematically summarized via an ICI matrix. As to the Doppler spread effects of NLOS paths and the propagation model with Rician fading, they are analyzed in section III. In Section IV we proposed two low complexity ICI reduction methods aiming at AWGN and Rician channels. Later on, the mean of remaining signal to interference (SIR) after ICI reduction is analyzed. In section V we derived the variance of remaining SIR and accumulate service quantity (ASQ) with respect to Rician factor and the velocity of train. In Section VI the effectiveness of proposed method and the accuracy of previous theoretical results are verified via numerical results. Finally, the conclusions are given in Section VII.

Notation: $(\cdot)^{-1}$, $(\cdot)^{T}$ denote the inverse and transpose of $(\cdot)$, respectively. The symbols $\mathbf{E}$ and $\mathbf{G}$ denote the identical matrix and the matrix full with elements 1, respectively. $\| (\cdot) \|_2$ denotes
the $L_2$ norm of $(\cdot)$.

II. **System Structure and Channel Model of LOS Paths**

We consider the distributed antenna system shown in Fig. 1 where the base band unit (BBU) is connected with a serial of radio remote units (RRUs) by optical fibers. At each transmit slots, the RRUs transmit uniform signals to receive antennas. In addition, the distributed RRUs as well as the receivers at trains are equipped with multiple antennas, which forms the multiple input multiple output (MIMO) regimes at the downlinks of HSR communication systems. The antenna number at each individual RRUs and receivers is denoted by $T_x$ and $T_y$, respectively.

![Fig. 1. Distributed antennas on rail way coverage system. The RRUs are connected to BBU with optical fibers and transmit uniform signals to the receivers at trains simultaneously.](image)

Due to the widely used LOS assumption for HSR wireless channel modeling, we firstly consider the LOS paths only, which can be modeled as additive white Gaussian noise (AWGN) channels [5], [6]. Furthermore, considering the large-scale path loss, receivers can only identify few of the RRUs with relatively short distance. Denote the receive antenna number as $N_r$ and let the resolvable LOS path number corresponding to the $r$-th ($r = 1, 2, \cdots, N_r$) receive antenna as $N_t$. As the train running along the railway, the signal transmitted from the $t$-th RRU ($t = 1, 2, \cdots, N_t$) to the $r$-th receiver in HSR is modeled as

$$y_{r,t}[n] = \rho_{r,t} h_{r,t}[n] x_t[n - \tau] + w_r[n],$$

where $y_{r,t}[n]$, $x_t[n - \tau]$ and $w_r[n]$ are the time domain received signal, normalized transmit signal and the circular complex white Gaussian noise, respectively. $\tau$ is the time-delay of propagation path and less than the guard interval. Previous signals at the transmit and receive side are vectors composed by the transmit symbol and receive symbol at $T_x$ and $T_y$ antennas. $h_{r,t}[n]$ denotes the
unitary time domain channel fading matrix and $\rho_{r,t}$ is the power coefficient containing the power control of RRU's side and large-scale path loss between antenna pairs. By denoting the AOA of each LOS path as $\theta_{r,t}$ and involving CFO at each path, one can express the total receive signal at the $r$-th receive antenna as

$$y_r[n] = \sum_{i=1}^{N_t} e^{j\omega_D \cos(\theta_{r,t}) n} \rho_{r,t}[n] x[n - \tau_{r,t}] + w_r[n], \quad (2)$$

where $\omega_D$ is the maximum normalized Doppler frequency offset denoted by $\omega_D = \frac{f v}{C}$. $v$ and $C$ is the traveling velocity of train and light, respectively. $f$ and $T_s$ denote the carrier frequency and the time domain sampling duration of OFDM signals. $\tau_{r,t}$ is the time-delay of each path and the largest $\tau_{r,t}$ is assumed to be less than guard interval. It should be noted that the time-delay of each path is ignored. This is because the distance difference among the paths are relatively short, comparing to the distance of electromagnetic wave propagation in one sampling duration $T_s$ or one can employ the signal delay launching method by using the relative position information between RRU's and receive antenna, which can be acquired via positioning systems, e.g. GPS, Beidou, etc.

After removing the cyclic prefix and performing discrete Fourier transformation on the time domain received signals in (2), the demodulated signal at $r$-th receive antenna can be represented as (4) at the top of next page. In (4), $Y_r[k], W_r[k], H_{r,t}[k]$ and $X[k]$ are the frequency domain received signal, AWGN, channel fading matrix and transmitted signal at the $k$-th subcarrier ($k = 1, 2, \cdots, N$), respectively. $N$ is the total subcarrier number of OFDM system and $I_{r,t}[n-k]$ is ICI coefficient between the $n$-th and $k$-th subcarriers, which can be expressed as

$$I_{r,t}[n-k] = \frac{\sin(\pi (n + \varepsilon_{r,t} - k))}{N \sin \left(\frac{\pi}{N} (n + \varepsilon_{r,t} - k)\right)} \cdot \exp \left(j\pi \left(1 - \frac{1}{N}\right) (n + \varepsilon_{r,t} - k) \right), \quad (3)$$

where $\varepsilon_{r,t} = \omega_D \cos(\theta_{r,t})$ is the normalized frequency offset between the $r$-th receive antenna and the $t$-th transmit antenna.

Based on the assumption that the time-delay of each path is ignored, the MIMO channels can be considered as flat fading. It demonstrates that when in LOS propagation environments, the MIMO channel response matrix can be approximated as $G$. As illustrated in Section I, $G$ is
\[ Y_r[k] = \sum_{t=1}^{N_t} \sum_{n=1}^{N} \rho_{r,t} I_{r,t}[n-k] H_{r,t}[k] X[n] + W_r[k] \]

\[ = \sum_{t=1}^{N_t} \rho_{r,t} I_{r,t}[0] H_{r,t}[k] X[k] + \sum_{t=1}^{N_t} \sum_{n=1, n \neq k}^{N} \rho_{r,t} I_{r,t}[n-k] H_{r,t}[n] X[n] + W_r[k] \] (4)

the \( N_r \times N_t \) matrix fulls of elements 1. Thus, \( H_{r,t}[1] = H_{r,t}[2] = \cdots = H_{r,t}[N] = G \) and all frequency domain received signals at \( N \) subcarriers can be represented in matrix form as

\[ Y_r = \left\{ \sum_{t=1}^{N_t} \rho_{r,t} I_{r,t} \otimes G \right\} X + W_r = S_{r}^{L} X + W_r, \] (5)

where \( Y_r, X \) and \( W_r \) are the \( N T_y \times 1 \), \( N T_x \times 1 \) and \( N T_y \times 1 \) column vectors constituted by the permutation of corresponding symbol vectors in (4) from 1 to \( N \), respectively. The \( N \times N \) matrix \( I_{r,t} \) is denoted by

\[ I_{r,t} = \begin{bmatrix}
I_{r,t}[0] & I_{r,t}[1] & \cdots & I_{r,t}[N-1] \\
I_{r,t}[-1] & I_{r,t}[0] & \cdots & I_{r,t}[N-2] \\
\vdots & \vdots & \ddots & \vdots \\
I_{r,t}[-(N-1)] & I_{r,t}[-(N-2)] & \cdots & I_{r,t}[0]
\end{bmatrix}. \] (6)

The non-diagonal elements of \( I_{r,t} \) correspond to the ICI components in (4). The symbol \( \otimes \) denotes the Kronecker product. \( S_{r}^{L} \) is the sum of \( N_t \) channel fading matrices weighted by \( \rho_{r,t} \) and thus, it denotes the channel fading matrix corresponding to received signals from \( N_t \) transmit antennas. The superscript of \( S_{r}^{L} \) denotes that the channel fading matrix corresponds to the LOS paths.

**III. Analysis on the Effects of NLOS Paths**

Previous works on HSR wireless communications mainly focus on the AWGN channels [5], [6] or the estimation of Doppler spread [14]–[17]. In this part, we derived the Doppler spread model in HSR scenarios with Rician fading model. That is, with known Rician K-factor and
velocity, the effects of non-line of sight (NLOS) paths is analyzed under the Rician channel fading model. It can be noted that the analyzed propagation model is one of the specific scenarios of base expansion model (BEM) \[18\]. This is because, in HSR scenarios, there exist a strong LOS path and the NLOS paths are assumed to be Gaussian distributed in this paper.

### A. Rician Channel Fading with Doppler Spread

Review the Rician channel fading shown in Fig. 2, there exist a LOS path and a large number of reflected/scattered (i.e. NLOS) paths in one delay window. The unitary channel fading between one of the antenna pairs in (1) can be modeled as \[19\]

\[
h_{r,t}[n] = \sqrt{\frac{K}{K+1}} e^{j\phi} + \sqrt{\frac{1}{K+1}} \mathcal{CN}(0, 1),
\]

(7)

where the first and second term corresponds to the LOS path and NLOS paths, respectively. \(\phi\) is the phase of LOS path and \(\mathcal{CN}(0, 1)\) is the aggression of large number of NLOS paths, which is circular complex Gaussian distributed. \(K\) is the Rician factor and denotes the power ratio of the LOS path to NLOS paths.

![Fig. 2. Channel propagation model between the t-th transmitter and the r-th receiver with LOS and reflecting/scattering paths, the large-scale channel gain between antenna pair is \(\rho_{r,t}\).](image)

The effect of LOS paths with Doppler shift has been analyzed in section II with (3) and (4). As to the NLOS paths, we assume that the amplitudes are Gaussian distributed and the path number is \(N_s\) \((N_s \to \infty)\). Denote the amplitudes of each paths as \(a_i\) \((i = 1, \cdots, N_s)\). It can be noted that, according to the central limit theorem \[20\], the distribution of \(a_i\) doesn’t affect the
aggregation of NLOS paths. Thus, one can immediately derive that $a_i \sim \sqrt{\frac{1}{K+1}}CN(0, \frac{1}{N_s})$. The effects of Doppler spread caused by the Doppler shifts of NLOS paths can be expressed as

$$D[n-k] = \sum_{i=1}^{N_s} a_i \frac{\sin(\pi(n-k+\omega_D cos(\theta_i)))}{Nsin(\frac{\pi}{N}(n-k+\omega_D cos(\theta_i)))},$$  \hfill (8)

which is the interference amplitude from the $n$-th to the $k$-th subcarrier. $\theta_i$ is the AOA of the $i$-th NLOS path and $\theta_i \sim U[-\pi, \pi]$. The statistics of $D[n-k]$ can be summarized via following lemma.

**Lemma 1.** $D[n-k]$ is complex Gaussian distributed and

$$D[n-k] \sim \begin{cases} 
CN(0, \frac{1}{K+1}) & , n = k \\
CN(0, \frac{\omega_D^2}{2(K+1)(n-k)^2}) & , n \neq k,
\end{cases}$$

where $\omega_D$ is the maximum normalized Doppler frequency offset.

**Proof.** Proof of this lemma is given in appendix A.

It can be noticed that the variance of Doppler spread decreases linearly with the index difference $(n-k)$ and is determined by the velocity of train as well as the $K$ factor of Rician channels. In addition, the AOA of the LOS path in Fig. 2 doesn’t affect the Doppler spread of NLOS paths, which is intuitionistic.

**B. Propagation Model With Rician Fading**

By substituting the results in Lemma 1 into (5), the channel propagation model with Rician fading can be modified as (9), shown at the top of next page. $S_r$ is the channel fading matrix of Rician channels with Doppler spread, wherein $S_r^L$ and $S_r^N$ corresponds to the LOS and NLOS paths. $R_t$ is the aggression of these paths and $R_t = r_tG$ ($r_t \sim CN(0, 1)$), when beam-forming is adopted. $I_D$ is the ICI coefficient matrix caused by the Doppler shifts of NLOS paths and can be easily obtained by replacing $I_{r,t}[n-k]$ in (6) with $I_D[n-k]$, i.e.
\[ Y_r = \sqrt{\frac{K}{K+1}} \left\{ \sum_{t=1}^{N_r} \rho_{r,t} I_{r,t} \otimes G \right\} X + \sqrt{\frac{1}{K+1}} \left\{ \sum_{t=1}^{N_r} \rho_{r,t} I_D \otimes R_t \right\} X + W_r = \left( \frac{S^L_r + S^N_r}{S_r} \right) X + W_r. \] (9)

\[
I_D = \\
\begin{bmatrix}
I_D[0] & I_D[1] & \cdots & I_D[N-1] \\
I_D[-1] & I_D[0] & \cdots & I_D[N-2] \\
\vdots & \vdots & \ddots & \vdots \\
I_D[-(N-1)] & I_D[-(N-2)] & \cdots & I_D[0]
\end{bmatrix},
\] (10)

where

\[ I_D[n-k] = \begin{cases} 
1 & , n = k \\
\frac{(-1)^{n-k} \omega_D}{\sqrt{2(n-k)}} & , n \neq k;
\end{cases} \] (11)

The estimation of \( S^L_r \) in (5) is actually equivalent to the estimation of large scale channel fading \( \rho_{r,t} \), which can be acquired with known relative positions between RRUs and receive antennas [21]. In addition, the estimation of \( S^N_r \) in (9) is equivalent to the estimation of \( R_t \), which can be acquired via channel estimation methods. Hence, we assume that \( S_r \) has been perfectly estimated. In order to mitigate the ICI influence on the OFDM symbols detection, it is necessary to eliminate \( S_r \) in fact.

IV. ICI Reduction Schemes

As previously illustrated, ICI components in (4) can be reduced by counteract operation method via repetition coding (i.e. ICI self-cancellation) [9], which could reduce the bandwidth efficiency for fast time varying channels. Likewise, ICI can be reduced via frequency equalization [8], [22], which can mitigate ICI efficiently but is limited by the complexity of matrix inverse calculation, especially with large amount of subcarriers. Both of the methods can either reduce spectrum efficiency or with very high computational complexity, which limit their applications in HSR scenarios.
In this section, we shall utilize the approximately unitary property of the channel fading matrix \( S_r \) to retain the spectrum efficiency and achieve low complexity frequency equalization for real-time ICI reduction over fast time varying HSR channels. For the scenarios with and without NLOS reflecting/scattering paths, two distinct ICI reduction methods are proposed and the effectiveness of these two methods shall be analyzed in section \( \text{V} \).

A. Orthogonal Property, ICI Reduction Method and SIR Analysis in AWGN Scenarios

Let us first analyze the properties of channel fading matrix and summarize the unitary property of \( S_r \) as following lemma.

**Lemma 2.** \( S_r \) defined in (5) is approximately orthogonal, that is, 
\[
(S_r^L)^T S_r^L \approx E \otimes (\beta^T \beta),
\]
where \( \beta = \sum_{t=1}^{N_t} \rho_{r,t} G \) is the weighted sum of LOS fading channels from \( L \) RRUs.

**Proof.** The proof of this lemma is given in appendix B.

Based on the result of Lemma 1, the approximately frequency equalization can be executed by replacing \( \gamma_\beta (S_r^L)^{-1} \) with \( (S_r^L)^T \gamma_\beta \). \( \gamma_\beta^2 = \text{trace} \left( (S_r^L)^T S_r^L \right) = NT_y T_x (\sum_{t=1}^{N_t} \rho_{r,t})^2 \), so that \( \gamma_\beta \) is the channel gain of summed fading channels from \( N_t \) transmit antennas to the \( r \)-th receive antenna. Hence, \( (S_r^L)^T / \gamma_\beta \) is normalized and retains the power of frequency equalized signals \( \hat{Y}_r \), which can be immediately expressed as

\[
\hat{Y}_r = \frac{1}{\gamma_\beta} (S_r^L)^T S_r^L X + \frac{1}{\gamma_\beta} (S_r^L)^T W_r = \frac{\gamma_\beta}{NT_x} (E \otimes G') X + \sqrt{\frac{\gamma_\beta^2}{\text{SIR}_k} + 1} W'_r,
\]
which avoids the complexity of calculating \( S_r^{-1} \). \( \text{SIR}_k \) denotes the SIR at the \( k \)-th subcarrier after approximately frequency equalization and \( W'_r \) is the normalized AWGN and the noise power coefficient includes the remaining interference power \( \gamma_\beta^2 / \text{SIR}_k \) and the original normalized Gaussian noise power in (5). \( G' \) is the \( T_x \times T_x \) matrix full of elements 1. It can be observed that the ICI caused by high mobility has been eliminated.

To analyze the \( \text{SIR}_k \) in (19), let \( (S_r^L)^T S_r^L = \Lambda_r^L \). Notice the definition of Kronecker product, \( S_r^L \) can be considered as partitioned matrix and the size of submatrices is \( T_y \times T_x \). In addition,
\[ \Lambda^L_r(k, k) = \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i}) \sin(\pi \varepsilon_{r,j}) \frac{1}{\pi^2 \varepsilon_{r,i} \varepsilon_{r,j}} G^T G + \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i}) \sin(\pi \varepsilon_{r,j}) \frac{1}{3} G^T G \]

(15)

\[ \Lambda^L_r(k, k + m) = \left\{ \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i}) \sin(\pi \varepsilon_{r,j}) \frac{1}{\pi^2 \varepsilon_{r,i}(\varepsilon_{r,j} - m)} G^T G + \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i}) \sin(\pi \varepsilon_{r,j}) \frac{1}{\pi^2 (\varepsilon_{r,i} + m) \varepsilon_{r,j}} G^T G \right\} (-1)^m \]

(16)

because of the frequency domain transmitted signals \( X[k] \) are normalized and independent with each other, \( \text{SIR}_k \) can be expressed as

\[ \text{SIR}_k = \frac{||\Lambda^L_r(k, k)||^2}{\sum_{i=1}^{N} ||\Lambda^L_r(k, i)||^2}, \]

(14)

where \( \Lambda^L_r(k, i) \) is the submatrix at the \( k \)-th row and the \( i \)-th column. The diagonal and non-diagonal submatrix \( \Lambda^L_r(k, k) \) and \( \Lambda^L_r(k, k + m) \) can be calculated by (15) and (16), which are shown at the top of next page. Hence, the \( \text{SIR}_k \) can be derived by substituting (15) and (16) into (14).

It can be noticed that the precise expression of \( \text{SIR}_k \) is much too complex and can not provide brief insight on the performance of proposed ICI reduction method. Thus, a closed form approximation is provided in section V by the maximum and minimal \( \text{SIR}_k \) and the accuracy has been verified by simulation results. The SIR dynamic range at the \( k \)-th subcarrier as the train running alone the railway can be simplified as

\[ \begin{cases} \max(\text{SIR}_k) = \psi \frac{\pi^4}{90} \\ \min(\text{SIR}_k) = \frac{1}{8\pi^4 \cos^4(\theta_A) \zeta(4)} \end{cases} \]

(17)

The variables \( \psi = \frac{\rho_{j+2}^2}{\rho_{j+1}^2} \) and \( \cos(\theta_A) = \frac{d_h}{\sqrt{d_h^2 + d_v^2}} \) are the ratio of \( \rho_{j+2}^2 \) to \( \rho_{j+1}^2 \) and the cosine of signal AOA from the \( (j + 3) \)-th RRU, when the train is at A in Fig. 1. \( \zeta(4) = \frac{\pi^4}{90} \) is the Riemann Zeta function [23]. Proofs of (15), (16), (17) are also given in appendix B.
The orthogonality based frequency equalization scheme can be summarized as algorithm 1. It can be observed that due to $S_r$ can be expressed via the weighted sum of $I_{r,t} \otimes G$, proposed algorithm avoids the computation complexity and bandwidth cost for Doppler spread estimation, i.e. the overall channel fading matrix affected by Doppler spread can be easily generated via the known train velocity and relative positions between RRUs and receive antennas. This is because the fast time-varying small-scale channel fading information is omitted and matrix $G$ is fixed and known, while the large-scale channel fading can be predicted via specific methods, e.g. the Okumura-Hata propagation prediction model [21]. In addition, employing $(S_r^L)^T$ rather than $(S_r^L)^{-1}$ reduces the computational complexity of frequency equalization.

### Algorithm 1 Frequency Equalization in LOS Scenarios

**Input:**

1) The set of system parameters, $\{T_x, T_y, N\}$;
2) Received signals, $Y_r$;
3) Map of large-scale fading, $M_L$;
4) Velocity of trains, $v$.

**Output:** Frequency equalized signals, $\hat{Y}_r$

**Initialization:** Search large-scale fadingInfos (i.e. $\rho_{r,t}$) from $M_L$.

While large-scale fadingInfos remains stable do

1) Generate $I_{r,t}$ with (6);
2) $S_r^L \leftarrow \sum_{t=1}^{L} \rho_{r,t} I_{r,t} \otimes G$.
3) $\gamma_\beta \leftarrow \sqrt{N T_y T_x \sum_{t=1}^{L} \rho_{r,t}}$;
4) $\hat{Y}_r \leftarrow \frac{1}{\gamma_\beta} (S_r^L)^T Y_r$;

**Return:** $\hat{Y}_r$

### B. Orthogonal Property, ICI Reduction Method and SIR Analysis in Rician Fading Scenarios

For the scenarios with Rician fading channels, more channel information and computation complexity is need to to reduce ICI. This is because the random part in (7), which is caused by the random scattering/reflecting, needs to be estimated and eliminated. Similarly, the orthogonal property holds for the channel fading matrices with Rician Doppler propagation model, which can be expressed as following Lemma.
Lemma 3. \( S_r \) defined in (9) is approximately orthogonal, that is, 

\[
S_r^T S_r \approx E \otimes (\zeta^T \zeta),
\tag{18}
\]

where \( \zeta = \sum_{t=1}^{N_t} \rho_{r,t} \left( \sqrt{\frac{K}{K+1}} G + \sqrt{\frac{1}{K+1}} R_t \right) \) is the weighted sum of Rician fading channels from \( L \) RRU's.

Proof. The proof of this lemma is given in appendix C.

Thus, the approximately frequency equalization can also be executed by replacing \( \gamma \zeta S_r^{-1} \) with \( S_r^T / \gamma \zeta \), where \( \gamma \zeta = \text{trace}(\beta^T \beta) \) and \( \zeta \) is the channel gain of summed fading channels from \( N_t \) transmit antennas to the \( r \)-th receive antenna. Hence, \( S_r^T / \gamma \zeta \) is normalized and unitary. The frequency equalized signals \( \hat{Y}_r \) can be immediately expressed as

\[
\hat{Y}_r = \frac{1}{\gamma \zeta} S_r^T S_r X + \frac{1}{\gamma \zeta} S_r^T W_r = \gamma \zeta X + \sqrt{\gamma^2 \zeta / \text{SIR}_k + 1} W'_r, \tag{19}
\]

which avoids the complexity of calculating \( S_r^{-1} \) but involves the estimation of small-scale channel fading \( R_t \) compared with the ICI reduction method proposed in Section IV-A. \( \text{SIR}_k \) and \( W'_r \) has the same definition with previous illustrated.

To analyze the \( \text{SIR}_k \) in (19), let \( S_r^T S_r = \Lambda_r \), \( (S_r^N)^T S_r^N = \Lambda_r^N \), \( (S_r^L)^T S_r^N = \Lambda_r^LN \) and \( (S_r^N)^T S_r^L = \Lambda_r^{NL} \), which are partitioned matrices and the size of submatrices is \( T_y \times T_x \). The diagonal and non-diagonal submatrices of \( \Lambda_r^N \) is

\[
\Lambda_r^N(k, k) = \left( 1 + \frac{\pi^2 \omega_D^2}{6} \right) \sum_{i=1}^{L} \sum_{j=1}^{L} \rho_{r,i} \rho_{r,j} R_i^T R_j \tag{20}
\]

and

\[
\Lambda_r^N(k, k + m) = \left\{ \sum_{i=1}^{L} \sum_{j=1}^{L} \rho_{r,i} \rho_{r,j} \omega_D^2 m^2 \right\} (1)^m. \tag{21}
\]

Also, \( \Lambda_r^{LN} \) can be expressed as (22) and (23), which are shown at the top of next page. The expression of \( \Lambda_r^{NL} \) is omitted, which can be easily obtained by \( (\Lambda_r^{LN})^T \). Referencing the expression in (14), the \( \text{SIR} \) at the \( k \)-th subcarrier can be immediately expressed as

\[
\text{SIR}_k = \frac{\| \Lambda_r(k, k) \|_2^2}{\sum_{i=1, i \neq k}^{N} \| \Lambda_r(k, i) \|_2^2}, \tag{26}
\]
\[ \Lambda_r^{LN}(k, k) = \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i}) \pi \varepsilon_{r,i} G^T R_j + \frac{\sqrt{2 \pi}}{6} \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i}) \omega_D G^T R_j \] (22)

\[ \Lambda_r^{LN}(k, k + m) = \left\{ \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \frac{\rho_{r,i} \rho_{r,j} \omega_D}{\sqrt{2} m} G^T R_j + \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \frac{\rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i})}{\pi (\varepsilon_{r,i} + m)} G^T R_j \right. \\
\left. + \frac{\sqrt{2}}{m^2} \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \varepsilon_{r,i} \omega_D G^T R_j \right\} (-1)^m \] (23)

\[ \text{max}(\text{SIR}_k) = \frac{\|K \rho_{j+2} G^T G + 2 \sqrt{K} \rho_{j+2} G^T R_{j+2} + \rho_{j+2}^2 R_{j+2}^T R_{j+2}\|^2}{2 \zeta(4) \|6K \rho_{j+1} \rho_{j+2} \omega_D^2 \cos^2(\theta_A) G^T G - 4 \sqrt{K} \rho_{j+1} \rho_{j+2} \omega_D \cos^2(\theta_A) G^T R_{j+2} + 2 \rho_{j+2}^2 \omega_D^2 R_{j+2}^T R_{j+2}\|^2} \] (24)

\[ \text{min}(\text{SIR}_k) = \frac{\|4K \rho_{j+2}^2 G^T G + 2 \sqrt{K} \rho_{j+2} G^T (R_{j+1} + R_{j+2}) + \rho_{j+2}^2 (R_{j+1} + R_{j+2})^T (R_{j+1} + R_{j+2})\|^2}{2 \zeta(4) \|8K \rho_{j+2} \omega_D^2 \cos^2(\theta_B) G^T G + \rho_{j+2}^2 \omega_D^2 (R_{j+1} + R_{j+2})^T (R_{j+1} + R_{j+2})\|^2} \] (25)

where

\[ \Lambda_r(k, i) = \frac{K}{K+1} \Lambda_r^L(k, i) + \sqrt{K} \frac{1}{K+1} \Lambda_r^{LN}(k, i) + \sqrt{K} \frac{1}{K+1} \Lambda_r^{NL}(k, i) + \frac{1}{K+1} \Lambda_r^N(k, i). \] (27)

The corresponding maximum and minimal SIR\(_k\) can be simplified as (24) and (25), which is shown at the top of next page and is the SIR dynamic range at the k-th subcarrier as the train running alone the railway. The mean of (24) and (25) can also be expressed as (17). The derivation of the mean SIR\(_k\) and (20)-(26) are shown in appendix C.

Based on previous theoretical results, the orthogonality based frequency equalization scheme can be summarized as Algorithm 2.

V. EVALUATION OF PROPOSED ICI REDUCTION METHODS

In this section, let us consider the situation when the power of NLOS paths can not to be neglected. The effectiveness of proposed ICI reduction is considered respect to varying Rician K factors. Later, we shall analyze the impact of remaining SIR after ICI reduction from the
**Algorithm 2** Frequency Equalization in Rician Scenarios

**Input:**

1) The set of system parameters, \( \{T_x, T_y, N\} \);
2) Received signals, \( Y_r \);
3) Map of large-scale fading, \( M_L \);
4) Training sequence on pilots, \( T_s \);
5) Large-scale fading infos, \( \rho_{r,t} \);
6) Velocity of trains, \( v \).

**Output:** Frequency equalized signals, \( \hat{Y}_r \)

**Initialization:** Search large-scale fading infos (i.e. \( \rho_{r,t} \)) from \( M_L \) and estimate the channel fading \( \left\{ \sqrt{\frac{K}{K+1}}G + \sqrt{\frac{1}{K+1}}R_t \right\} \) with \( T_s \).

**While** the large- and small-scale channel fading remains stable **do**

1) Generate \( I_{r,t} \) with \( \text{[5]} \);
2) \( S_r \leftarrow S_r^L + S_r^N \), where \( S_r^L \) and \( S_r^N \) are generated from \( \text{[9]} \);
3) \( \gamma_{\zeta} \leftarrow \text{trace}\left\{ \sum_{t=1}^{N_t} \rho_{r,t} \left( \sqrt{\frac{K}{K+1}}G + \sqrt{\frac{1}{K+1}}R_t \right) \right\} \);
4) \( \hat{Y}_r \leftarrow \frac{1}{\gamma_{\zeta}} S_T^T Y_r \);

**Return:** \( \hat{Y}_r \)

perspective of information theory and evaluate how mobility affects the ASQ of proposed ICI reduction method. ASQ [24] is the accumulate channel service capacity in one period. In addition, the approximate calculation of ASQ is proposed, which gives more specific instructions for the design of HSR wireless communication systems. Finally, the computation complexity and bandwidth cost of proposed ICI reduction methods is analyzed.

A. Effectiveness with Respect to K Factor

In proposed ICI reduction methods, the frequency equalization is carried out by applying \( (S_r^L)^T / \gamma_{\beta} \) or \( S_T^T / \gamma_{\zeta} \) to both sides of \( \text{[9]} \) in AWGN or Rician scenarios, respectively. Thus, following two questions should be answered: 1) When the propagation channels can be considered as AWGN channels. 2) How the NLOS paths affects ICI reduction results. That is, the suitable situation of proposed ICI reduction methods and the effects of varying K factor on AWGN or Rician scenarios need to be analyzed. For the concise of paper, the theoretical results are
Lemma 4. In ICI reduction method aiming at AWGN scenarios, the expectation and variance of maximum SIR\(_k\) with respect to Rician K-factor can be expressed as

\[
\begin{align*}
\mathbb{E}(\max(SIR_k)) &= \frac{\psi K}{72\omega D^4 \cos^4(\theta A) \zeta(4) K + \psi \zeta(2) \omega^2} \\
\text{Var}(\max(SIR_k)) &= 8 \log_{10}^2 \left(1 + \frac{\psi \zeta(2)}{29\omega D^4 \cos^4(\theta A) \zeta(4) K} \right) \text{dB}^2.
\end{align*}
\]

In ICI reduction method aiming at Rician scenarios, the variance of SIR\(_k\) with respect to Rician K-factor can be expressed as

\[
\begin{align*}
\text{Var}(\max(SIR_k)) &= \frac{400}{\ln^2(10) K} \text{dB}^2 \\
\text{Var}(\min(SIR_k)) &= \frac{200}{\ln^2(10) K} \text{dB}^2.
\end{align*}
\]

Proof. Proof of this lemma is given in appendix D. \[\square\]

It can be observed from Lemma 4 that, in ICI reduction method aiming at AWGN scenarios, the expectation of maximum SIR\(_k\) increases with respect to Rician K-factor. Meanwhile, the variance of SIR\(_k\) decreases with respect to K. Thus, in scenarios with properly high K-factor, the effects of NLOS parts can be neglected. Using the variance to expectation ratio (VER), we define the proper K-factor as follows.

Definition 1. Define the Rician K-factor \(K_p\) satisfies that \(\frac{\text{Var}(\max(SIR_k))}{\mathbb{E}(\max(SIR_k))} = \chi\), where \(\chi\) is the preset threshold (i.e. 10\%).

For channels with \(K \geq K_p\), adopting Alg. 1 can acquire less VER than \(\chi\). In these scenarios, propagation channels can be considered as AWGN channels. On the contrary, for channels with \(K \leq K_p\), Alg. 2 should be adopted to provide better ICI reduction performance, including higher expectation and less VER of remaining SIR\(_k\). In these scenarios, propagation channels should be considered as Rician channels. The proof can be easily derived with the monotony of \(\mathbb{E}(\max(SIR_k))\) and \(\text{Var}(\max(SIR_k))\).

B. Accumulate Service Quantity

Without loss of generality, let A as the original, the position \(x\) from \(A \rightarrow C\) varies from 0 to \(d_h\), which is the distance between adjacent RRUs. In addition, denote the corresponding signal
to interference plus noise ratio at the $k$-th subcarrier ($\text{SINR}_k$) as $\text{SINR}_k(x)$. Hence, the ASQ $\mathcal{L}(\omega_D, x)$ of $k$-th subcarrier can be represented as \[24\]

$$
\mathcal{L}(\omega_D, x) = \int_0^{x/v} \log_2 \left( 1 + \frac{\gamma^2}{\text{SINR}_k(\tau v)} \right) d\tau 
\approx \frac{x}{2v} \left\{ \log_2 \left( 1 + \frac{\gamma^2}{\text{E}(\max(\text{SINR}_k)) + 1} \right) + \log_2 \left( 1 + \frac{\gamma^2}{\text{E}(\min(\text{SINR}_k)) + 1} \right) \right\}.
$$

The approximation of \[30\] is by using the linear approximation of $\text{SINR}_k(x)$ with respect to $x$, which will be verified by simulations in next Section. If $x = \psi$, the ASQ is the mobile service (MS) and denotes the accumulated channel capacity in one period. Observing $\text{(17)}$ and $\text{(30)}$, one can find that as the mobility increases, $\omega_D$ increases as well and hence, reduces the channel mobile service $\mathcal{L}(\omega_D, \psi)$. On the other hand, one can conclude that the MS at one deterministic subcarrier is only related to the velocity when the K-factor as well as the distributions and transmit power of RRUs are determined.

C. Computational Complexity and Bandwidth Cost

In AWGN and Rician scenarios, Alg. 1 and Alg. 2 is adopted, respectively. The difference of two proposed ICI reduction method is whether or not estimating the small-scale channel fading. In literature, there are amount of channel estimation methods. For instance, in [25]-[29], minimum mean-square error (MMSE), least-squares (LS) and Kalman-based channel estimators are proposed, which cost different computation complexity is not the scope of this paper. Thus, we ignore the channel estimation complexity and only consider the complexity on ICI reduction.

In Alg. 1 and 2, the complexity of generating $S_L^r$ and $S_N^r$ is $O(T_xT_yLN^2)$. In addition, the approximate frequency equalization is carried out by simply multiplexing the transpose of $S_L^r$ or $S_r$, which cost $O(N^2)$. Thus, the overall ICI reduction computational complexity is $O(T_xT_yLN^2)$ and no additional bandwidth cost is needed.

VI. Numerical Results

In this section, numerical results are presented to show the validity of our theoretical analysis and provide more insights on the effectiveness of proposed ICI reduction algorithm. By absorbing the transmit power into large-scale path loss, which is modeled via Okumura-Hata model [21], the
received signal power can be normalized (i.e. \( \sigma_x^2 = 1 \)) and the channel gains can be represented as \( G(d) = B - 10\alpha \log(d) \), where \( \alpha \) is related to the height of receive antennas and defined as 3.8. The propagation distance is denoted by \( d \). The parameter \( B \) controls the receive signal power and has been set as 126. \( d_h \) and \( d_v \) in Fig. 1 are defined as 500m and 100m, respectively. Referencing the simulation parameters in [30], the OFDM sampling duration \( T_s \) is 71\( \mu \)s and 2.4GHz, respectively. The total subcarrier number \( K = 1024 \).

A. SIR and ASQ Performance versus \( \omega_D \)

We summary the maximum and minimum SIRs versus different \( \omega_D \) in table I. To illustrate the overall SIR performance of proposed method, we also give the theoretical SIRs calculated by (17) and the simulated SIRs with and without ICI reduction at specific \( \omega_D = 0.08 \) in Fig. 3, that is, the velocity is 500 km/h. The black vertical lines denote the positions of RRUs. The propagation channels are assumed to be LOS (i.e. \( K \rightarrow +\infty \)). It can be seen that the calculated theoretical maximum and minimum SIRs with (17) are 51.75dB and 35.01dB, corresponding to simulated SIR 51.61dB and 35.22dB, respectively. This confirmed that our theoretical upper- and lower-bounds are tight and with high accuracy to its real values. In table I, the minimum SIRs with proposed ICI reduction method are significantly higher than that without ICI reduction. In addition, at most of the positions in Fig. 3 the resulted SIR via proposed ICI reduction method is observably higher than the SIR without ICI reduction. That is, for such a interference limited OFDM system, one can conclude that proposed ICI reduction method can effectively increase system capacity at most positions on the railway and provide promising mobile service enhancement.

Also, the simulated and theoretical MSs versus different \( \omega_D \) are summarized in table I. In addition, for specific \( \omega_D = 0.05 \) and 0.08, the theoretical ASQ with (30) and the ASQ with and without ICI reduction are depicted in Fig. 4 corresponding to 300km/h and 500km/h, respectively. It can be observed that the approximation in (30) at discussed velocities is tight and the ASQ can be precisely predicted with (30). Observe the ASQ without ICI reduction in table I and Fig. 4, one can find that the ICI increases significantly with respect to mobility and results in a sharp loss of ASQ. By contrast, our proposed ICI mitigation method can get almost the same performance with the ICI completely removed mode in terms of the mobile service in HSR scenarios with \( \omega_D = 0.05 \). For HSR scenarios with \( \omega_D = 0.08 \sim 0.2 \), the MS loss with ICI reduction varies from 13% to 34% compared with ICI completely removed. However, the MS
Fig. 3. The experimental SIRs Versus different Positions on 500km/h without scattering/reflecting and MIMO regime is $4 \times 4$. The x-label represents the position of receive antenna and the y-label represents corresponding SIRs with and without ICI reductions. The horizontal lines are theoretical maximum and minimal SIRs via (17).

loss without ICI reduction varies from 39% to 55%. That is, proposed method can efficiently retain the MS of system, especially for the HSR scenarios with $\omega_D = 0.05 \sim 0.08$, corresponding to 300km/h $\sim$ 500km/h.

| $\omega_D$  | 0.05 | 0.08  | 0.12 | 0.15 | 0.2 |
|-------------|------|-------|------|------|-----|
| Max reduced SIR | 60.6 | 51.73 | 45.96 | 41.63 | 38.2 |
| Min reduced SIR | 43.82 | 34.97 | 29.21 | 24.91 | 21.54 |
| Min SIR without reduction | 27.41 | 22.98 | 20.06 | 17.87 | 16.11 |
| MS with no ICI | 12.82 | 7.68  | 5.49 | 4.26 | 3.49 |
| MS with ICI reduction | 12.4 | 6.68 | 4.2 | 2.89 | 2.11 |
| Theoretical MS with (17) | 12.54 | 6.95 | 4.46 | 3.11 | 2.3 |
| MS without ICI reduction | 9.0 | 4.69 | 2.98 | 2.10 | 1.57 |
Fig. 4. The accumulative service quantity (ASQ) over one subcarrier, where the velocities are 300km/h and 500km/h, corresponding to $\omega_D = 0.05$ and 0.08, respectively.

**B. Effects of Antenna number and Rician K-factor**

The effects of antenna numbers are summarized in table II. It can be seen that the antenna numbers don’t affect the expectation and variance of Alg. 1 and Alg. 2. This is because the signal and interference power in (14) and (26) grows linearly with $T_x T_y$ simultaneously. Therefore, as the antenna number grows, the expectation and variance performance of SIR remains unchanged.

**TABLE II**

**EXPECTATION AND VARIANCE VERSUS ANTENNA REGIMES**

(Shown in dB, iteration times = 1000)

| Antenna Regime | 1 × 1 | 2 × 2 | 4 × 4 | 8 × 8 |
|----------------|------|------|------|------|
| Alg. 1         |      |      |      |      |
| $\mathbb{E}(\max(SIR_k))$ | 48.76 | 48.72 | 48.87 | 48.80 |
| $\text{Var}(\max(SIR_k))$ | 3.90  | 4.46  | 3.78  | 4.23  |
| Alg. 2         |      |      |      |      |
| $\mathbb{E}(\max(SIR_k))$ | 48.76 | 48.72 | 48.87 | 48.80 |
| $\text{Var}(\max(SIR_k))$ | 3.90  | 4.46  | 3.78  | 4.23  |
| $\mathbb{E}(\min(SIR_k))$ | 48.76 | 48.72 | 48.87 | 48.80 |
| $\text{Var}(\min(SIR_k))$ | 3.90  | 4.46  | 3.78  | 4.23  |

Fig. 5 and 6 demonstrate the SIR and variance performance of Alg. 1 and Alg. 2 versus Rician
factor. Besides, the theoretical and simulated expectations and variances are summarized in table III. The simulation parameter $\omega_D$ and antenna regime are 0.08 and $4 \times 4$, respectively. That is, the simulation results are shown in scenarios with velocity of 500km/h. Observe and compare the ICI reduction performance of Alg. 1 and 2 one can conclude that

1) In Alg. 1 the expectation and variance of maximum SIR increases and decreases with K, respectively. By contrast, even though the variances of maximum and minimum SIRs in Alg. 2 increase with K, the expectations remain stable.

2) Any channels with $K \geq 30$dB can be considered as AWGN channels. (In the scenarios with $K = 30$dB, which is marked in table III $\mathrm{Var}(\mathrm{SIR}_k)/\mathbb{E}(\mathrm{SIR}_k) \approx 10\%$. According to definition I one can claim that $K_p = 30$dB.)

3) For arbitrary $K$, the variances of remained SIR in Alg. 2 are less than that in Alg. 1. When $K \leq 30$dB, Alg. 2 can provide better ICI reduction performance. However, for $K \geq 30$dB, adopt Alg. 1 can provide satisfying performance.

Finally, as shown in table III except for scenarios with low Rician factors (i.e. 10dB), the theoretical expectations and variances are with high accuracy to the simulated ones. This is because the linear approximations in (40), (41) and (42) are with the assumption that $K$ is sufficiently large. Notice the fact that, in most of the HSR scenarios, the scattering/reflecting is poor [5], [6]. The accuracy of theoretically approximated expectations and variances in (17) and lemma 4 is sufficiently enough for HSR scenarios.

VII. Conclusion

This paper analyzed the ICI reduction problem in HSR scenarios for MIMO-OFDM downlinks with distributed antennas and prove that the total ICI matrix can be formulated as the weighting average of single ICI matrices at related SWGN/Rician downlinks, where the weighting coefficients are the corresponding channel gain factors. By analyzing the features of ICI matrix, the unitary property when $\omega_D \to 0$ is derived, based on which, an ICI reduction method without computational costly matrix inversion is proposed. The proposed ICI reduction method can retain the spectrum efficiency and achieve low complexity frequency equalization for real-time ICI reduction on the fast time varying HSR channels. In addition, the ICI reduction performance are analyzed via the derived SIR expectation and variance with respect to Rician $K$-factor. Numerical results show that our proposed ICI mitigation method can get almost the same performance with
Fig. 5. The ICI reduction effects with algorithm 1. The experimental SIRs versus different Positions on $\omega_D = 0.08$ are shown different Rician factors, i.e. K = 20dB, 30dB and 40dB, respectively. The MIMO regime is $4 \times 4$ and corresponding velocity is 500km/h.

Fig. 6. The ICI reduction effects with algorithm 2. The experimental SIRs versus different Positions on $\omega_D = 0.08$ are shown different Rician factors, i.e. K = 10dB, 20dB and 30dB, respectively. The MIMO regime is $4 \times 4$ and corresponding velocity is 500km/h.

that obtained on the ICI completely removed mode in terms of the mobile service in the scenarios of HSR with velocity of 300km/h.

It can be noted that with the location information, the single ICI matrices of LOS paths can be acquired and hence, the estimation of weighting coefficients and fadings corresponding to NLOS paths are the key of ICI mitigation in HSR scenarios, which may be taken into account for future works.
### TABLE III

**EXPECTATION AND VARIANCE IN THEORY (Th) AND SIMULATION (Sim) versus Rician factors**

(Shown in dB, iteration times = 1000)

| Rician Factors | 10  | 20  | 30  | 40  |
|----------------|-----|-----|-----|-----|
| **Alg. 1**     |     |     |     |     |
| $E(\text{max}(\text{SIR}_k))$ | Sim | 42.28 | 48.62 | 51.25 |
|                | Th  | 39.28 | 47.42 | 50.96 |
| $\text{Var}(\text{max}(\text{SIR}_k))$ | Sim | 17.92 | 4.16  | 0.19  |
|                | Th  | 21.01 | 3.98  | 0.18  |
| **Alg. 2**     |     |     |     |     |
| $E(\text{max}(\text{SIR}_k))$ | Sim | 51.68 | 51.72 | 51.73 |
|                | Th  | 51.61 | 51.61 | 51.61 |
| $\text{Var}(\text{max}(\text{SIR}_k))$ | Sim | 8.19  | 0.33  | 0.03  |
|                | Th  | 3.77  | 0.38  | 0.04  |
| $E(\text{min}(\text{SIR}_k))$ | Sim | 35.0  | 35.0  | 35.0  |
|                | Th  | 35.22 | 35.22 | 35.22 |
| $\text{Var}(\text{min}(\text{SIR}_k))$ | Sim | 1.20  | 0.12  | 0.01  |
|                | Th  | 1.89  | 0.19  | 0.02  |
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### APPENDIX A

Because the AOAs and amplitudes of each NLOS paths is i.i.d. and $N_s$ is sufficiently large, according to the central limit theorem, $D(n-k)$ is complex Gaussian distributed and the variance is related to the power of the first and second term of (8). Denote the second term as $I(\theta)$, one can derive that

$$E(I(\theta)^2) = \int_{-\pi}^{\pi} I(\theta)^2 p(\theta) d\theta = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left( \frac{\sin(\pi(n-k+\omega_D\cos(\theta)))}{N\sin(\pi(n-k+\omega_D\cos(\theta)))} \right)^2 d\theta$$

$$= \begin{cases} 
\frac{1}{2\pi} \int_{-\pi}^{\pi} \left( \frac{\sin(\pi\omega_D\cos(\theta_i))}{\pi\omega_D\cos(\theta_i)} \right)^2 d\theta, & n = k \\
\frac{1}{2\pi} \int_{-\pi}^{\pi} \left( \frac{\sin(\pi\omega_D\cos(\theta_i))}{N\sin(\pi(n-k+\omega_D\cos(\theta_i)))} \right)^2 d\theta, & n \neq k
\end{cases}$$

Ignore the small $\omega_D$ when $(n-k) \neq 0$ and approximate $\sin(\pi\omega_D\cos(\theta_i))$ with $\pi\omega_D\cos(\theta_i)$, the expectation of $I(\theta)^2$ is
\[
E(I(\theta)^2) = \begin{cases} 
1, & n = k \\
\frac{\omega_0^2}{2(n-k)^2}, & n \neq k.
\end{cases}
\]

Obviously, the mean of \(D(n-k)\) is

\[
E(D(n-k)) = \sum_{i=1}^{N_t} E(a_i) E(I(\theta)) = 0.
\]

Hence, the variance of Doppler spread in Lemma 1 is

\[
E(D(n-k)^2) = N_s E(a_i^2) E(I(\theta)^2) = \begin{cases} 
\frac{1}{K+1}, & n = k \\
\frac{\omega_0^2}{2(K+1)(n-k)^2}, & n \neq k.
\end{cases}
\]

**APPENDIX B**

The proving of the unitary property of the transmission matrix \(S_r^L\) can be split into two parts, i.e. the diagonal submatrices of \(F_r\) approach \((\sum_{t=1}^{L} \rho_{t,r} G)^T (\sum_{t=1}^{L} \rho_{t,r} G)\) denoted as \(\beta^T \beta\), and the remaining interference caused by non-diagonal submatrices tends to be vanish as \(\omega_D \to 0\).

From (3), we can see that \(I_{r,t}[N + n - k] = I_{r,t}[n - k], \lim_{(n-k) \to \infty} I_{r,t}[n - k] = 0\) and

\[
\lim_{N \to \infty} I_{r,t}[n - k] = \frac{\sin(\pi \xi_{r,t}) \exp(j \pi \xi_{r,t})}{\pi(n + \xi_{r,t} - k)}(-1)^{n-k}.
\]

(31)

Hence, the component \(I_{r,t}[n - k]\) can be vanished for sufficiently large \(n - k\). Substituting (31) into (6) and vanishing the imaginary parts for tiny \(\xi_{r,t}\), we can derive the expression of \(\Lambda_r^L(k, k + m)\) as

\[
\Lambda_r^L(k, k + m) = \sum_{u=-(N-1)}^{N-1} \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \left\{ \frac{\rho_{r,i} \rho_{r,j} \sin(\pi(u - \xi_{r,i})) \sin(\pi(u + m - \xi_{r,j}))}{\pi^2(u - \xi_{r,i})(u + m - \xi_{r,j})} G^T G \right\}.
\]

The diagonal submatrices of \(\Lambda_r^L, m = 0\), is

\[
\Lambda_r^L(k, k) = \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \frac{\rho_{r,i} \rho_{r,j} \sin(\pi \xi_{r,i}) \sin(\pi \xi_{r,j})}{\pi^2 \xi_{r,i} \xi_{r,j}} G^T G + 2 \sum_{u=1}^{N-1} \frac{1}{u^2} \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \frac{\rho_{r,i} \rho_{r,j} \sin(\pi \xi_{r,i}) \sin(\pi \xi_{r,j})}{\pi^2} G^T G.
\]
Using the assumption that $N$ is sufficiently large and the conclusion of Riemann Zeta function, i.e. $\sum_{u=1}^{\infty} \frac{1}{u^x} = \zeta(x)$ [23], we can derive that $\lim_{N \to \infty} \sum_{u=1}^{N-1} \frac{1}{u^2} = \zeta(2) = \frac{\pi^2}{6}$. Hence, (15) can be easily derived. When $\omega_D \to 0$, the first component of (15) can be approximated as $\sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \mathbf{G}^T \mathbf{G} = \beta^T \beta$ and the second component can be vanished.

The non-diagonal submatrices of $\Lambda^L_r$, $m \neq 0$, is

$$
\Lambda^L_r(k, k + m) = \left\{ \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i}) \sin(\pi \varepsilon_{r,j}) \frac{G^T G}{\pi^2 (\varepsilon_{r,i} - \varepsilon_{r,j} - m)} \right. \\
+ \sum_{u=-(N-1)}^{-m-1} \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i}) \sin(\pi \varepsilon_{r,j}) \frac{G^T G}{\pi^2 (u - \varepsilon_{r,i})(u + m - \varepsilon_{r,j})} \right. \\
+ \sum_{u=-(m-1)}^{-1} \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i}) \sin(\pi \varepsilon_{r,j}) \frac{G^T G}{\pi^2 (u - \varepsilon_{r,i})(u + m - \varepsilon_{r,j})} \right. \\
+ \sum_{u=1}^{N-1} \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \rho_{r,i} \rho_{r,j} \sin(\pi \varepsilon_{r,i}) \sin(\pi \varepsilon_{r,j}) \frac{G^T G}{\pi^2 (u - \varepsilon_{r,i})(u + m - \varepsilon_{r,j})} \right\} (-1)^m.
$$

(32)

By approximating $u \pm \varepsilon_{r,i}$ with $u$ and adopting the assumption of $N \to \infty$, (32) can be simplified as (16). The orders of the first and second component in (16) are $O(\omega_D)$ and the third component’s order is $O(\omega_D^2)$, where $O(\cdot)$ is the order operator. As $\omega_D \to 0$, $O(\omega_D) + O(\omega_D^2) \to 0$.

Hence, the ICI matrix $\mathbf{D}_c$ is approximately unitary when $\omega_D \to 0$.

As the unitary property declines with increasing velocity, the ICI reduction performance decreases and the remaining SIR can be expressed in (14). Because $\mathbf{G}$ is the matrix full with elements 1, the SIR$_k$ is determined by the coefficients in (15) and (16). Thus, by dividing (16) by (15) and denoting the result as ISR$_{k,m}$, the ISR caused by $(k + m)$-th subcarrier is

$$
\text{ISR}_{k,m} \approx \left( \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} \frac{\varepsilon_{r,i} \varepsilon_{r,j} + m \varepsilon_{r,j} - m \varepsilon_{r,i}}{\varepsilon_{r,i} \varepsilon_{r,j} + m \varepsilon_{r,j} - m \varepsilon_{r,i} - m^2} \right)^2 \leq \frac{4 \omega_D^4 \cos^4(\theta_B)}{m^4},
$$

Hence, the upper-bound of summed ISR$_k$ is

$$
\text{ISR}_k \leq 2 \sum_{m=1}^{\infty} \frac{4 \omega_D^4 \cos^4(\theta_B)}{m^4} = 8 \omega_D^4 \cos^4(\theta_B) \zeta(4),
$$

where $\sum_{m=1}^{\infty} \frac{1}{m^4} = \zeta(4) = \frac{\pi^4}{90}$ and the minimum SIR can be expressed as (17). The minimum SIR corresponds to B in Fig. 1 and $\theta_B$ is the AOA of signals from the $(j + 3)$-th RRU.
By contrast, A and C corresponds to the maximum SIR. Without loss of generality, A is considered. In this situation, \( \theta_{j+1} = \pi - \theta_{j+3} \), \( \theta_{j+2} = 0 \), \( \rho_{j+1} = \rho_{j+3} \) and \( \rho_{j+2} \gg \rho_{j+1} \) holds. For the concise of paper, denote \( \theta_{j+3} \) as \( \theta_A \). Due to the large-scale path loss, only signals from the \((j + 1)\)-th to the \((j + 3)\)-th RRU's are dominant and \( L = 3 \). Substitute above equations into (15) and (16) and ignore the tiny parts, one can generate the lower-bound of remaining ISR at the \((k + m)\)-th subcarrier as

\[
\text{ISR}_{k,m} \geq \left\{ \frac{6\rho_{j+1}\rho_{j+2}\omega_D \cos(\theta_A) \sin(\pi\omega_D \cos(\theta_A))}{\pi m^2} + \frac{8\rho_{j+1}^2 \sin^2(\pi\omega_D \cos(\theta_A))}{\pi^4 m^4} \right\}^2 \approx \left( \frac{6\rho_{j+1}\omega_D^2 \cos^2(\theta_A)}{\rho_{j+2} m^2} \right)^2.
\]

The corresponding maximum ISR can be easily derived as (17) by substituting \( \sum_{m=1}^{\infty} \frac{1}{m^4} = \zeta(4) \) into \( \text{ISR}_k = 2 \sum_{m=1}^{\infty} \text{ISR}_{k,m} \).

**APPENDIX C**

The proving of the unitary property of the transmission matrix \( S_r \) can also be split into two parts, i.e. the diagonal submatrices of \( \Lambda_r \) approach \((\sum_{t=1}^{L} \rho_{t,r} \frac{K}{K+1} G + \frac{K}{K+1} R_t)^T (\sum_{t=1}^{L} \rho_{t,r} \frac{K}{K+1} G + \frac{K}{K+1} R_t)\), denoted as \( \zeta^T \zeta \), and the remaining interference caused by non-diagonal submatrices tends to be vanish as \( \omega_D \to 0 \).

Observing (6) and (10), one can derive the expression of \( \Lambda_r^L \) and \( \Lambda_r^{LN} \) by simply replacing \( G \), \( \frac{\sin(\pi \varepsilon_{r,i})}{\pi (n+\varepsilon_{r,j}-k)} \) and \( R_i \), \( \frac{\omega_D}{\sqrt{2(n-k)}} \) with \( R_i \), \( \frac{\omega_D}{\sqrt{2(n-k)}} \) and 1, respectively. Thus, adopting the assumption of \( N \to \infty \), the corresponding diagonal and non-diagonal submatrices can be easily expressed as (20), (21), (22) and (23).

Vanish the components with orders \( O(\omega_D) \) and \( O(\omega_D^2) \) as \( \omega_D \to 0 \). The conclusion in Lemma 3 can be easily proved.

Referencing the remaining SIR in (26), the ICI reduction performance of proposed method decreases with increasing velocity. Observe the structure of (15), (16) and (20)-(25), one can claim that the SIR performance of Alg. 2 is similar with Alg. 1. Thus, the maximum and minimal SIR is achieved at A and B in Fig. 1 respectively.

Observing the expression of \( \Lambda_r^{LN}(k, k + m) \) and considering the fact that \( \Lambda_r^{NL} = (\Lambda_r^{LN})^T \), one can easily derive that

\[
\Lambda_r^{NL}(k, k + m) + \Lambda_r^{LN}(k, k + m) = (-1)^m \sum_{i=1}^{N_r} \sum_{j=1}^{N_t} \left\{ 2 \rho_{t,i} \rho_{j,r} \sin(\pi \varepsilon_{r,i}) \varepsilon_{r,i} \right\} \left\{ 2 \sqrt{2 \rho_{t,r} \rho_{j,i} \varepsilon_{r,i} \omega_D \varepsilon_{r,i}} + 2 \sqrt{2 \rho_{t,r} \rho_{j,i} \varepsilon_{r,i} \omega_D \varepsilon_{r,i}} \right\} \right\} G^T R_j.
\]

(33)
\[ ISR_{k,m} \geq \frac{\|6K^2 \rho_j^2 \rho_j \rho_j + 2 \omega^2 \omega_D^2 \cos^2(\theta_A) G^T G - 4\sqrt{K^2 \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 \cos^2(\theta_A) G^T R_{j+2} + 2 \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 R_{j+2}^T R_{j+2} \|_2^2}{\|K^2 \rho_j^2 \rho_j G^T G + 2\sqrt{K^2 \rho_j^2 \rho_j G^T R_{j+2} + \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 R_{j+2}^T R_{j+2} \|_2^2}} \] (34)

\[ ISR_k \geq \frac{2\zeta(4) \|6K^2 \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 \cos^2(\theta_B) G^T G - 4\sqrt{K^2 \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 \cos^2(\theta_B) G^T R_{j+2} + 2 \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 R_{j+2}^T R_{j+2} \|_2^2}{\|4K^2 \rho_j^2 \rho_j G^T G + 2\sqrt{K^2 \rho_j^2 \rho_j G^T R_{j+2} + \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 R_{j+2}^T R_{j+2} \|_2^2}} \] (35)

\[ ISR_{k,m} \leq \frac{\|8K^2 \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 \cos^2(\theta_B) G^T G + \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 \rho_j \rho_{j+2} R_{j+2} + \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 R_{j+2}^T R_{j+2} \|_2^2}{\|4K^2 \rho_j^2 \rho_j G^T G + 2\sqrt{K^2 \rho_j^2 \rho_j G^T R_{j+2} + \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 R_{j+2}^T R_{j+2} \|_2^2}} \] (36)

\[ ISR_k \leq \frac{2\zeta(4) \|8K^2 \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 \cos^2(\theta_B) G^T G + \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 \rho_j \rho_{j+2} R_{j+2} + \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 R_{j+2}^T R_{j+2} \|_2^2}{\|4K^2 \rho_j^2 \rho_j G^T G + 2\sqrt{K^2 \rho_j^2 \rho_j G^T R_{j+2} + \rho_j^2 \rho_j + 2 \omega^2 \omega_D^2 R_{j+2}^T R_{j+2} \|_2^2}} \] (37)

When train is at A, the assumptions in Appendix B holds as well. Substitute (33) into (26) and vanishing the tiny parts, the lower-bound of remaining ISR\(_{k,m}\) and ISR\(_k\) can be expressed as (34) and (35), which is shown at the top of next page. \(\theta_A\) has the same definition as Appendix B. Similarly, when train is at B, \(\theta_{j+2} = \pi - \theta_{j+3}, \rho_{j+2} = \rho_{j+3}\) and \(L = 2\). Denote \(\theta_{j+3}\) as \(\theta_B\), the corresponding upper-bounds of ISR\(_{k,m}\) and ISR\(_k\) can be written as (36) and (37), respectively. Thus, the maximum and minimal SIR\(_k\) can be expressed as (24) and (25).

To analysis the mean of SIR\(_k\), ignore the parts of \(R_{j+2}^T R_{j+2}\) and \((R_{j+1}+R_{j+2})^T(R_{j+1}+R_{j+2})\) in (24) and (25) for sufficiently large \(K\). In addition, because \(R_{j+1}\) and \(R_{j+2}\) are Gaussian distributed, the mean of signal and interference parts in (24) and (25) are the same as that in (14). Thus, the average SIR\(_k\) can be also expressed as (17).

**APPENDIX D**

In the ICI reduction method aiming at LOS scenarios, the SIR at the \(k\)-th subcarrier can be immediately expressed as

\[ SIR_k = \frac{\|\Lambda_r(k,k)\|_2^2}{\sum_{i=1,i\neq k}^N \|\Lambda_r(k,i)\|_2^2}, \] (38)
where

\[ \Lambda_r(k,i) = \sqrt{\frac{K}{K+1}} \Lambda_rL(k,i) + \sqrt{\frac{1}{K+1}} \Lambda_rLN(k,i). \]

Substitute (B), (32), (22) and (23) into (38), the approximate lower-bound of remaining ISR at the \((k+m)\)-th subcarrier can be expressed by

\[ \text{ISR}_{k,m} \geq \frac{||6\sqrt{K}\rho_{j+1}\rho_{j+1}\omega^2\cos^2(\theta_A)G^T G + \rho_{j+1}^2\omega_D G^T R_{j+2}||^2}{||\sqrt{K}\rho_{j+2}^2 G^T G + \rho_{j+2}^2 G^T R_{j+2}||^2}. \]

In LOS scenarios, the Rician K-factor is sufficiently large. Thus, the random part in denominator can be vanished and ISR\(_{k,m}\) can be simplified as

\[ \text{ISR}_{k,m} \geq 36K^{\omega^A} \frac{\cos^4(\theta_A)}{m^2} + \frac{\psi\omega^2}{2m^2} r_{j+2}^2, \]

where \( r_{j+2} \) is the representative element of \( R_{j+2} \). By substituting \( \sum_{m=1}^{\infty} \frac{1}{m^2} = \zeta(2) \) and \( \sum_{m=1}^{\infty} \frac{1}{m^4} = \zeta(4) \) into ISR\(_k \) and ISR\(_{k,m}\), the corresponding minimal ISR\(_k\) can be easily derived as

\[ \text{ISR}_k \geq \frac{72K\omega^A \cos^4(\theta_A)\zeta(4) + \psi\omega^2\zeta(2)r_{j+2}^2}{K\psi}. \] (39)

Furthermore, let us evaluate the variance of maximum SIR\(_k\) in log scale. Consider the fact that Rician K-factor is sufficiently large, the SIR\(_k\) can be linearly approximated by

\[ \text{SIR}_k \approx 10\log_{10} \left( \frac{72\omega^A_D \cos^4(\theta_A)\zeta(4)}{\psi} \right) + 2\sqrt{2}\log_{10} \left( 1 + \frac{\psi\zeta(2)}{29\omega^A_D \cos^4(\theta_A)\zeta(4)K} \right) r_{j+2}^2. \] (40)

Because \( r_{j+2} \) is Gaussian distributed, \( \mathbb{E}(r_{j+2}^2) = 1 \) and \( \text{Var}(r_{j+2}^2) = 1 \). Thus, the expectation and variance of maximum SIR\(_k\) can be easily derived from (39) and (40), respectively.

In the ICI reduction method aiming at Rician scenarios, the maximum and minimum SIR\(_k\) can be expressed as (24) and (25). Vanish the random parts in denominator and ignore the parts of \( R_{j+2}^T R_{j+2} \) and \( (R_{j+1} + R_{j+2})^T (R_{j+1} + R_{j+2}) \), the maximum and minimum SIR\(_k\) can be linearly approximated by

\[ \max (\text{SIR}_k) \approx 10\log_{10} \left( \frac{\psi^2}{72\zeta(4)\omega^A_D \cos^4(\theta_A)} \right) + \frac{20}{\sqrt{K}\ln(10)} r_{j+2}^2 \] dB\(^2\) (41)
and

\[
\min (\text{SIR}_k) \approx 10 \log_{10} \left( \frac{1}{4\zeta(4)\omega_B^4\cos^4(\theta_B)} \right) + \frac{10}{\sqrt{K \ln(10)}} \left( r_{j+1} + r_{j+2} \right) \text{dB}^2. \tag{42}
\]

Because \( r_{j+1} \) and \( r_{j+2} \) are Gaussian distributed and independent, \( \text{Var}(r_{j+1} + r_{j+2}) = 2 \). Thus, the variance of maximum and minimal SIR\(_k\) can be easily derived from (41) and (42), respectively.
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