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We formulate a comprehensive hydrodynamic theory of two-dimensional liquid crystals with generic $p$-fold rotational symmetry, also known as $p$–atics, of which mematics ($p = 2$) and hexatics ($p = 6$) are the two best known examples. Previous hydrodynamic theories of $p$–atics are characterized by continuous O(2) rotational symmetry, which is higher than the discrete rotational symmetry of $p$–atic phases. By contrast, here we demonstrate that the discrete rotational symmetry allows the inclusion of additional terms in the hydrodynamic equations, which, in turn, lead to novel phenomena, such as the possibility of flow alignment at high shear rates, even for $p > 2$. Furthermore, we show that any finite imposed shear will induce long-ranged orientational order in any $p$–atic liquid crystal, in contrast to the quasi-long-ranged order that occurs in the absence of shear. The induced order parameter scales like a non-universal power of the applied shear rate at small shear rates.

I. INTRODUCTION

The existence of the hexatic phase, i.e., a liquid-crystalline phase of two-dimensional matter intermediate between crystalline solid and isotropic liquid, was predicted by Halperin and Nelson in the late ’70s [1, 2], building upon Kosterlitz’ and Thouless’ groundbreaking discovery of defect-mediated phase-transitions in two dimensions [3, 4], later refined by Young [5]. According to this picture, known as KTHNY scenario, two-dimensional solids can melt via two distinct phase transitions as temperature is increased. First, the unbinding of neutral pairs and triplets of dislocations transforms a crystal, characterized by quasi-long-ranged translational order and long-ranged 6–fold orientational order, into a hexatic liquid crystal, with quasi-long-ranged orientational order and short-ranged translational order. Second, as temperature is further increased, pairs of 5– and 7–fold disclinations unbind, driving the transition of the hexatic liquid crystal into an isotropic liquid, in which both translational and orientational order are short-ranged.

For the past four decades, the hexatic phase and KTHNY melting scenario have been subject to extensive theoretical and experimental investigation, aimed at clarifying the nature of the individual solid-hexatic and hexatic-isotropic phase transitions, as well as the role of material properties. Large-scale numerical simulations [6, 7], experiments with superparamagnetic colloids [8, 9] and, more recently, tilted monolayers of sedimented colloidal hard-spheres [10], in particular, have progressively shed light on several fascinating aspects of these transitions, while opening new avenues in condensed matter physics at the interface between statistical mechanics, material science and topology [11–16]. By contrast, the hydrodynamic behavior of hexatics has received little attention and, with the exception of a small number of pioneering works, e.g. Refs. [17–20], is still largely unexplored.

Yet, recent findings in tissue mechanics have renewed interest in hexatic hydrodynamics, by providing this phase of matter with unexpected biological relevance. Like atomic, molecular and colloidal systems, that exhibit low temperature two-dimensional crystal phases, tissues are often neither ordered solids nor disordered liquids, but inhabit a continuum of intermediate states known as the epithelial-mesenchymal spectrum [21]. This versatility lies at the heart of a myriad processes that are essential for life, such as embryonic morphogenesis [22] and wound healing [23], as well as life-threatening conditions, such as metastatic cancer [21]. Using a cell-resolved computational model of confluent tissues [24, 25], Li and Pica Ciamarra have demonstrated that the solid and the isotropic liquid states of these model-epithelia are separated by an intermediate hexatic phase, in which cells are orientationally ordered and yet able to flow [26]. Upon heating, the phase diagram is further enriched by various examples of phase coexistence, including solid-isotropic and hexatic-isotropic. This remarkable discovery sheds new light on the complex physics of tissues and, simultaneously provides a strong motivation for aiming at a deeper understanding of hexatic hydrodynamics and, more generally, of the hydrodynamics of liquid crystals with rotational symmetries other than polar (i.e. 1–fold) and nematic (i.e. 2–fold).

In this article we formulate a comprehensive hydrodynamic theory of two-dimensional liquid crystals endowed with $p$–fold rotational symmetry (i.e. symmetry with respect to rotations by $2\pi/p$), often referred to as $p$–atics (Fig. 1). Previous hydrodynamic theories (e.g. Refs. [17–20]) are characterized by continuous O(2) rotational symmetry, which is higher symmetry than required by the discrete rotational symmetry of $p$–atics. By contrast, here we show that the discrete $p$–fold symmetry allows the inclusion of additional terms in the hydrodynamic equations, which, in turn, lead to novel phenomena, such as the possibility of flow alignment at high shear rates.
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rates, even for arbitrary \( p \) values (thus, in particular, for \( p = 6 \)). Our approach is based on a tensorial hydrodynamic variable, i.e. the \( p \)-atic tensor order parameter, that directly embodies the discrete rotational symmetry of \( p \)-atic phases. Exploiting the symmetries and the algebraic structure of this tensor, we will construct the equations governing the dynamics of \( p \)-atics, as well as the stress contribution associated with a departure from the \( p \)-atic ground state. In addition, we investigate the effects of an imposed shear flow on \( p \)-atic order. We restrict our attention exclusively to momentum-conserving systems. Experimental realizations of this would therefore have to be free standing films, to avoid loss of momentum due to friction with a substrate. Our two most striking conclusions can be summarized as follows.

1) An applied shear makes \( p \)-atic order long-ranged, in contrast to the quasi-long-ranged order that occurs in absence of shear. In particular, we find that at small shear rates \( \dot{\epsilon} \), the magnitude \( |\Psi| \) of the complex order parameter scales like a power law with the applied shear rate \( \dot{\epsilon} \): i.e.

\[
|\Psi| \sim \dot{\epsilon}^{\eta_p/4},
\]

where \( \eta_p < 1/4 \) is the non-universal, temperature-dependent exponent for the decay of orientational correlations in the absence of an applied shear \([1, 2]\).

2) In the presence of a simple shear flow, \( p \)-atics orient at specific angles with respect to the flow direction. This effect, referred to as “flow alignment” in the literature of nematic liquid crystals \([29, 30]\), was only known for \( p = 1 \) and \( p = 2 \), where it occurs at arbitrary shear rate, unless the mesogens are anchored to a wall, which enforces a specific preferential direction. For \( p > 2 \), on the other hand, flow alignment occurs exclusively if the the shear rate \( \dot{\epsilon} \) exceeds a given threshold.

The remainder of this paper is organized as follows. In Sec. II we lay down our basic mathematical terminology and notation and introduce the \( p \)-atic order parameter tensor \( Q_p \), which plays a central role in our hydrodynamic theory. In Sec. III, we construct the hydrodynamic equations of \( p \)-atics and discuss about the additional terms arising when the \( p \)-fold rotation symmetry is fully taken into account. In Sec. IV we investigate the effects of backflow, namely the hydrodynamic flow driven by spatial variations of \( p \)-atic order. In Sec. V we investigate the effect of flow on the orientational order of unconfined \( p \)-atics. Using fluctuating hydrodynamics and Renormalization Group (RG) arguments we demonstrate that, remarkably, a shear flow of arbitrary finite shear rate induces long-ranged orientational order in \( p \)-atics. In Sec. VI we consider two examples of viscous flow in \( p \)-atics, namely simple shear and Taylor-Couette flow, and demonstrate how flow alignment can arise at large shear-rates depending on the specific flow geometries and \( p \) values. Finally, Sec. VII is devoted to conclusions.

II. THE \( p \)-ATIC TENSOR

There are, at the moment, two approaches to describe structured fluids whose constituents have \( p \)-fold rotational symmetry that propagates over the macroscopic scale. The first approach relies on a tensor order parameters endowed with the same \( p \)-fold rotational symmetry. For instance, polar fluids (i.e. \( p = 1 \)) can be straightforwardly described in terms of a polarization vector, whereas nematic liquid crystals, which are invariant under \( 180^\circ \) rotations of the nematic director \( n \) (i.e. \( p = 2 \)), require a rank-2 traceless and symmetric tensor: i.e. \( Q_2 = |\Psi|(n \otimes n - \mathbb{I}) \), with \( |\Psi| \) the scalar order parameter and \( \mathbb{I} \) the identity tensor \([29]\). This tensor is invariant under the transformation \( n \to -n \), thus it represents a suitable hydrodynamical variable to describe flow in nematics. The second approach, pioneered by Lammert et al. for nematics \([31]\), and recently extended to describe phases characterized by generic three-dimensional point groups \([32]\), consists of a lattice-gauge formulation, in which a vectorial director field is coupled with auxiliary gauge fields, designed to implement the desired symmetry in the Hamiltonian. As the latter approach is inherently discrete, it cannot be integrated into a continuum me-

![FIG. 1. Examples of \( p \)-atic colloidal suspensions. (a) Tri-atic (\( p = 3 \)) colloidal platelets (courtesy of Thomas Mason, adapted from Ref. [27]). (b) Possible tetradic (\( p = 4 \)) suspension of colloidal cubes (courtesy of Janne-Mieke Meijer, adapted from Ref. [28]). (c) Isotropic monolayer of sedimented colloidal hard spheres (top) coexisting with a hexatic phase (\( p = 6 \), bottom) (courtesy of Roel Dullens, adapted from Ref. [10]). In all panels, the scale bar corresponds to 10 \( \mu \)m.](https://example.com/link)
A. Mathematical preliminaries and notation

In this section we introduce the essential mathematical concepts and notation that will be used throughout the remainder of the article. The central object in our hydrodynamic theory of $p$-atic liquid crystals is a tensor order parameter endowed with the same $p$-fold rotational symmetry of the $p$-atic phase. In general, rank-$p$ tensors will be indicated as

$$ T = T_{i_1i_2\ldots i_p} e_{i_1} \otimes e_{i_2} \otimes \cdots \otimes e_{i_p} , $$

where $e_{i_n}$, with $n = 1, 2 \ldots p$, are basis vectors and summation over repeated indices is implied. Analogously, we define the $n$-th tensorial power of a generic tensor $T$ as the $n$-fold product of the tensor with itself:

$$ T^\otimes n = T \otimes T \otimes \cdots \otimes T . $$

Contracting one index of a generic rank-$p$ tensor, $T$, with one index of a rank-$q$ tensor, $U$, yields a rank-$(p+q-2)$ tensor. This operation will be indicated with a dot product, in analogy with vectorial and matrix multiplication. That is

$$ (T \cdot U)_{i_1\ldots i_p \cdot j_1 \ldots j_q} = T_{i_1 \ldots i_p} U_{j_1 \ldots j_q} . $$

Similarly, the contraction of two indices will be indicated with

$$ (T : U)_{i_1 \ldots i_{p-2} k j_1 \ldots j_q} = T_{i_1 \ldots i_{p-2}} U_{lkj_1 \ldots j_q} . $$

The inner product of two rank-$p$ tensors, on the other hand, will be denoted in the following by the symbol $\otimes$, that is

$$ T \otimes U = T_{i_1i_2\ldots i_p} U_{l_1l_2\ldots l_p} . $$

In particular, the Euclidean norm of the tensor is given by

$$ |T|^2 = T \otimes T . $$

Evidently, different choices of the dummy index $k$ and $l$ in Eqs. (4) and (5) yield different tensors, unless $T$ and $U$ are both symmetric. Although there is no unambiguous definition of a trace for rank-$p$ tensors with $p > 2$, this exists for symmetric tensors, because of the symmetry under permutation of the indices. Consider then a symmetric rank-$p$ tensor $S$, such that:

$$ S_{i_1i_2\ldots i_p} = S_{\sigma i_1i_2\ldots i_p} , \quad \sigma \in \mathfrak{S}_p , $$

where $\mathfrak{S}_p$ is the group of permutations of $\{1, 2 \ldots p\}$. The trace of such a symmetric tensor is defined as the rank-$(p-2)$ tensor obtained upon contracting any two indices

$$ (\text{tr} S)_{i_1i_2\ldots i_{p-2}} = S_{i_1i_2\ldots i_{p-2} j j} , $$

and is symmetric by construction.

Finally, we will denote with the symbol $[\cdots]$ the operation of rendering an arbitrary rank-$p$ tensor symmetric and traceless. For $p \geq 2$ this can be achieved by contracting a rank-$p$ tensor $T$ with the special rank-$2p$ tensor $\Delta_{p,p}$, that is:

$$ [T_{i_1i_2\ldots i_p}] = \Delta_{i_1i_2\ldots i_p j_1j_2\ldots j_p} T_{j_1j_2\ldots j_p} . $$

In three dimensions, an expression for $\Delta_{p,p}$ was obtained in Ref. [33] using multipole potentials. An analogous expression can be obtained in two dimensions (see Appendix A):

$$ \Delta_{p,p} = \frac{(-1)^p+1}{p!(2p-2)!!} \nabla^{\otimes p} \left( r^{2p} \nabla^{\otimes p} \log \frac{r}{\ell} \right) , $$

where $r = \sqrt{x^2 + y^2}$ and $\ell$ an arbitrary length scale. $\Delta_{p,p}$ is an isotropic tensor, that is a tensor whose structure is invariant upon rotation of the reference frame. It is symmetric with respect to any permutation of the first $p$ and the last $p$ indices: i.e. $i_n \leftrightarrow i_n$ and $j_m \leftrightarrow j_n$, with $m, n = 1, 2 \ldots p$; as well as with respect to the exchange of the full set of $i$- and $j$-indices: i.e. $\{i_1i_2\ldots i_p\} \leftrightarrow \{j_1j_2\ldots j_p\}$. Furthermore, contracting any pair among the first or last $p$ indices, yields the null tensor:

$$ \Delta_{kkj_1\ldots j_p} = \Delta_{i_1i_2\ldots i_p kkj_1\ldots j_p} = 0 . $$

This latter property, in particular, guarantees that:

$$ \text{tr}[T] = 0_{p-2} , $$

where $0_{p-2}$ is the rank-$(p-2)$ tensor whose elements are identically zero: i.e. $(0_{p-2})_{i_1i_2\ldots i_{p-2}} = 0$. For $p = 1$, Eq. (11) yields the identity tensor: i.e. $\Delta_{1,1} = 1$.

As noted by Park and Lubensky in Ref. [34], various calculations involving traceless and symmetric rank-$p$ tensors can be conveniently performed by representing the tensor in terms of two circular basis vectors $\epsilon_{\pm}$, defined as

$$ \epsilon_{\pm} = \frac{\epsilon_x \pm i \epsilon_y}{\sqrt{2}} , $$

which can readily be shown to satisfy the relations

$$ \epsilon_+ \cdot \epsilon_+ = \epsilon_- \cdot \epsilon_- = 0 , $$

$$ \epsilon_+ \cdot \epsilon_- = 1 , $$

as well as the tensorial identity

$$ \epsilon_+ \otimes \epsilon_+ = \frac{\mathbb{1} + i \varepsilon}{2} , $$

with $\varepsilon$ is the antisymmetric tensor: i.e. $\varepsilon_{xx} = \varepsilon_{yy} = 0$ and $\varepsilon_{xy} = -\varepsilon_{yx} = 1$. By virtue of Eq. (15), one can readily see that any rank-$p$ tensor of the form $T = T \epsilon_+^{\otimes p}$, with $T$ a scalar, is symmetric and traceless [35]. Furthermore, it is possible to show that

$$ \Delta_{p,p} = \epsilon_+^{\otimes p} \otimes \epsilon_+^{\otimes p} + \epsilon_-^{\otimes p} \otimes \epsilon_-^{\otimes p} . $$
B. Order parameter tensor in $p$–atics

Let us consider a $p$–atic phase, whose microscopic constituents can be assigned a direction

$$\nu = \cos \theta e_x + \sin \theta e_y .$$  \hspace{1cm} (18)

The latter may correspond to a particular direction at the molecular scale (e.g., the position of a specific functional group with respect to the center of mass of the molecule) or be conventionally assigned for perfectly $p$–fold symmetric constituents. Local $p$–atic order can then be identified starting from the following microscopic complex function [1]:

$$\psi_p = e^{i\nu \theta} .$$  \hspace{1cm} (19)

In two-dimensional equilibrium systems, $p$–atic order is quasi-long-ranged and is characterized by a power-law decaying two-point correlation function [1, 2]:

$$\left\langle \psi_p^* (r) \psi_p (0) \right\rangle \sim |r|^{-\eta_p} ,$$  \hspace{1cm} (20)

where $\langle \cdots \rangle$ denotes the ensemble average and $\eta_p$ is a positive non-universal exponent depending upon temperature and the $p$–atic orientational stiffness $K$ (see Sec. III B), given by

$$\eta_p = \frac{p^2 k_B T}{2\pi K} < \frac{1}{4} ,$$  \hspace{1cm} (21)

where the inequality prevents topological defects from unbinding at equilibrium [36]. The $p$–atic order parameter can be expressed as:

$$\Psi_p = \langle \psi_p \rangle = |\Psi| e^{i\nu \theta} ,$$  \hspace{1cm} (22)

where $|\Psi|$ and $\theta$ are, respectively, the scalar order parameter amplitude and average orientation. Quasi-long-range order implies that $\langle \psi_p \rangle$ is scale-dependent and vanishes at large length scales (see Sec. V and Ref. [37]). Specifically,

$$|\Psi| \sim \left( \frac{a}{\ell} \right)^{\eta_p/2} ,$$  \hspace{1cm} (23)

where $a$ is a short distance (i.e., ultraviolet) cut-off and $\ell$ the length scale at which the system is probed.

As in nematics, a symmetric and traceless $p$–atic order parameter tensor can be constructed by averaging the $p$–th degree tensorial powers of the microscopic direction $\nu$ within a fluid element, this being defined as a portion of the system that is sufficiently small to be considered infinitesimal with respect to the system size and yet sufficiently large to contain a macroscopic number of $p$–atic building blocks:

$$Q_p = \sqrt{2p-2} \left[ \langle \nu \otimes \nu \rangle \right] = \sqrt{2p-2} |\Psi| \left[ n \otimes n \right] ,$$  \hspace{1cm} (24)

where

$$n = \cos \theta e_x + \sin \theta e_y$$  \hspace{1cm} (25)

is the $p$–atic director field (Fig. 2a). Consistently with the standard convention in nematics, the numerical prefactor has been chosen in such a way as to obtain:

$$|Q_p|^2 = \frac{|\Psi|^2}{2} .$$  \hspace{1cm} (26)

Furthermore, using the auto-orthogonality of circular basis vectors, embodied in Eqs. (15), one can express the $p$–atic order parameter tensor in the following equivalent forms:

$$Q_p = \Re \left[ \Psi_p e_{-p}^* \right]$$

$$= \Re \left[ \Psi_p^* e_{+p} \right]$$

$$\begin{array}{c}
= \frac{1}{2} \left( \Psi_p e_{-p}^* + \Psi_p^* e_{+p} \right) , \\
\end{array}$$  \hspace{1cm} (27)

where $\Re[\cdots]$ yields real part of any complex quantity, whereas $\Im[\cdots]$ will be used for the imaginary part. For $|\Psi| = \sqrt{2}$, these expressions coincide the $p$–atic tensor introduced in Ref. [34]. Finally, using standard algebraic manipulations, one can prove that contracting the $Q_p$ tensor with itself yields the isotropic tensor, that is:

$$Q_p \cdot Q_p = \frac{|\Psi|^2}{4} \Delta_{p-1,p-1} .$$  \hspace{1cm} (28)
As we will see in the next Section, Eq. (28) has implications for the structure of the viscosity tensor and other coupling tensors of the theory.

III. HYDRODYNAMIC EQUATIONS OF TWO-DIMENSIONAL \( p \)-ATIC TENSORS

A. Hydrodynamic variables

Our goal is to describe the spatiotemporal evolution of \( p \)-atic liquid crystals at large length and long time scales. To this end, we start by identifying a set of “hydodynamic variables”, namely material fields whose evolution rate vanishes as the length scale at which they are probed diverges (see e.g. Ref. [38]). Whereas almost any variable determined by a macroscopic number of degrees of freedom relaxes to its equilibrium value on microscopic time scales, these “slow” variables naturally arise in critical phenomena (see e.g. Ref. [39]) or, away from criticality, in the presence of conservation laws and broken continuous symmetries. In the absence of external stimuli, films of \( p \)-atic liquid crystals are characterized by four conserved quantities, namely the system’s total mass \( M = \int dA \rho \), momentum \( \mathcal{P} = \int d^2 r \rho \mathbf{v} \), energy \( E = \int d^2 r \rho e \) and entropy \( S = \int d^2 r \rho s \), as well as a broken rotational symmetry, embodied in the \( p \)-atic tensor \( Q_p \) or, equivalently, in the complex order parameter \( \Psi_p \), defined in Eq. (22).

The hydrodynamic equations governing the evolution of the density fields associated with conserved quantities, namely \( \rho, \rho \mathbf{v}, e \) and \( s \), follow directly from the fundamental laws of continuum mechanics (see e.g. Ref. [40]) and are given by:

\[
\begin{align*}
\frac{D \rho}{Dt} + \rho \nabla \cdot \mathbf{v} &= 0, \\
\rho \frac{D \mathbf{v}}{Dt} &= \nabla \cdot \mathbf{\sigma} + \mathbf{f}, \\
\rho \frac{D e}{Dt} + \nabla \cdot \mathbf{Q} &= \mathbf{\sigma} : \nabla \mathbf{v}, \\
\rho \frac{D s}{Dt} + \nabla \cdot \mathbf{Q} &= \sigma^{(r)} : \nabla \mathbf{v} + 2R,
\end{align*}
\]

where \( D/Dt = \partial_t + \mathbf{v} \cdot \nabla \) is the material derivative, \( \mathbf{\sigma} \) the stress tensor, \( \mathbf{f} \) the external force per unit area, \( \mathbf{Q} \) the heat flux density, resulting from local energy and entropy variations, and \( 2R \geq 0 \) the entropy production rate. The stress tensor is customarily decomposed into a reactive component \( \sigma^{(r)} \), resulting from the reversible processes, and a viscous component \( \sigma^{(v)} \), arising from the irreversible processes, which give rise to local entropy production. Thus

\[
\mathbf{\sigma} = \sigma^{(r)} + \sigma^{(v)}.
\]

Eqs. (29) must be complemented with the equation governing the dynamics of the \( p \)-atic tensor \( Q_p \) and a constitutive equation for the stress tensor \( \mathbf{\sigma} \) in terms of the other hydrodynamic variables. Both tasks will be accomplished in the next Subsection.

B. Hydrodynamics of the \( p \)-atic tensor

The hydrodynamic equation describing the spatiotemporal evolution of the broken symmetry variable \( \Psi_p \) are most conveniently derived in terms of the order parameter tensor \( Q_p \), defined in Sec. II B, by taking advantage of the algebraic structure of the tensor in order to achieve frame invariance. Specifically, as \( Q_p \) is traceless and symmetric, one can construct its hydrodynamic equation by expressing its time derivative as a sum of all possible symmetric and traceless rank-\( p \) tensor combinations of the velocity gradient tensors \( \nabla \mathbf{v} \) and \( Q_p \) and its gradients. In nematics, this procedure, as explained in, e.g., Ref. [41], leads to the following well established parabolic partial differential equation:

\[
\frac{dQ_2}{dt} = \Gamma H_2 + \lambda_2 \|\mathbf{u}\| + \lambda_2 \text{tr}(\mathbf{u})Q_2, \quad (31)
\]

where the left-hand side indicates the rotational time derivative of a rank-\( 2 \) tensor field

\[
\frac{dQ_2}{dt} - \frac{DQ_2}{Dt} = Q_2 \cdot \omega + \omega \cdot Q_2, \quad (32)
\]

where \( \omega = [\nabla \mathbf{v} - (\nabla \mathbf{v})^T]/2 \), with T denoting transposition, is the vorticity tensor. On the right-hand side of Eq. (31), \( H_2 = -\delta F/\delta Q_2 \) is the molecular tensor describing the relaxation of the nematic phase toward the minimum of the free energy \( F \), with \( \Gamma^{-1} \) a rotational viscosity, \( \mathbf{u} = [\nabla \mathbf{v} + (\nabla \mathbf{v})^T]/2 \) is the strain-rate tensor and \( \lambda_2 \) and \( \lambda_2 \) are dimensionless constants. The quantity \( \lambda_2 \), in particular, is referred to as the flow alignment parameter and it can cause the nematic director to align with an imposed shear flow (see e.g. Ref. [29], and Sec. VI). The last term on the right-hand side of Eq. (31), on the other hand, affects the magnitude of the scalar order parameter and vanishes identically in the case of incompressible flow, where \( \text{tr}(\mathbf{u}) = \nabla \cdot \mathbf{v} = 0 \). Notably, the first term on the right-hand side of Eq. (31) has the opposite signature with respect to \( dQ_2/dt \) under time reversal, whereas the last two terms have the same signature. Hence, these terms embody irreversible (dissipative) and reversible (reactive) processes respectively.

A hydrodynamic equation such as Eq. (31) could, in principle, be formulated for any \( p \)-atic liquid crystal upon constructing all possible rank-\( p \) tensors, obtained by contracting \( \nabla \mathbf{v} \) and \( Q_p \), that are simultaneously symmetric and traceless. In the following, we demonstrate that such a hydrodynamic equation can indeed be constructed in the form

\[
\frac{dQ_p}{dt} = \Gamma H_p + L_p + N_p, \quad (33)
\]

where \( H_p = -\delta F/\delta Q_p \) is a \( p \)-atic generalization of the molecular tensor and \( L_p \) and \( N_p \) are, respectively, linear and nonlinear tensorial functions of the strain-rate
\( u \). The Landau free energy \( F = \int \text{d}^2r \, f \) can be readily constructed from the free energy density

\[
f = \frac{1}{2} L |\nabla Q_p|^2 + \frac{1}{2} a_2 |Q_p|^2 + \frac{1}{4} a_4 |Q_p|^4
\]

\[
= \frac{1}{4} L |\nabla \Psi_p|^2 + \frac{1}{4} a_2 |\Psi_p|^2 + \frac{1}{16} a_4 |\Psi_p|^4 ,
\]

where have made use of Eq. (26) to derive the second equality. The constant \( L \) is the order parameter stiffness of \( p \)-atic phases, while the phenomenological coefficients \( a_2 \) and \( a_4 \) favor a non-vanishing \( |\Psi| \) value in the ordered phase (i.e. where \( a_2 < 0 \)), away from the system boundary or topological defects. Specifically

\[
|\Psi_0| = \sqrt{\frac{2a_2}{a_4}} ,
\]

at the minimum of the free energy. We stress that \( |\Psi_0| \) is the order parameter magnitude at the scale of the ultraviolet cut-off \( a \), introduced in Eq. (23), and should not be confused with the renormalized order parameter \( |\Psi| \), which, as explained in Sec. (II B), vanishes in the thermodynamic limit. Cubic terms, such as those obtained upon contracting the tensor \( Q_p^{\otimes 3} \), cannot be constructed for odd \( p \) values and, using Eqs. (15) and (27), can be shown to vanish identically for even \( p \) values in two dimensions. In the case of two-dimensional nematics (i.e. \( p = 2 \)), the free energy density, Eq. (34), can be augmented with additional elastic terms, such as \( Q_{ij} \partial_i Q_{kl} \partial_j Q_{kl} \), to independently account for the costs of bending (i.e. longitudinal) and splay (i.e. transverse) deformations [42]. For \( p > 2 \), such a construction is not possible and the system is elastically isotropic, consistently with the intuition that a notion of longitudinal and transverse directions can be unambiguously defined only for rod-shaped objects.

From the free energy Eq. (34), one obtains

\[
H_p = L \nabla^2 Q_p - (a_2 + a_4 |Q_p|^2) Q_p ,
\]

which is symmetric and traceless because \( Q_p \) is. Similarly, a \( p \)-atic generalization of the corotative derivative can be constructed starting from the generic expression

\[
\frac{dQ_p}{dt} = \frac{DQ_p}{Dt} - \kappa \left[ Q_p , \omega \right] ,
\]

where \( \kappa \) is a numerical pre-factor, which can be determined as follows. Consider a system in which \( |\Psi| \) is uniform throughout the system. Then, using Eqs. (27) and (37), contracting both sides of the resultant equation with \( \Psi_p^{\otimes 2} \) and using the orthogonality relation Eqs. (15), one can cast Eq. (37) in the form:

\[
\frac{d\theta}{dt} = \frac{D\theta}{Dt} - \frac{\kappa}{p} \omega_{xy} .
\]

The last term on the right-hand side of this equation describes the effect of rigid-body rotations on the \( p \)-atic director. It must be equal to \( \omega_{xy} \), hence \( \kappa = p \).

Now, taking this into account and momentarily ignoring the tensors \( L_p \) and \( N_p \) in Eq. (33), yields the following equation for the local average orientation \( \theta \):

\[
\frac{D\theta}{Dt} = \frac{K}{\gamma} \nabla^2 \theta + \omega_{xy} ,
\]

where the orientational stiffness \( K \) [see Eq. (21)] and the rotational viscosity \( \gamma \) are given by:

\[
K = \frac{p^2 |\Psi|^2}{2} L , \quad \gamma = \frac{p^2 |\Psi|^2}{2} \Gamma^{-1} .
\]

For \( p = 6 \), Eq. (39) coincides with the hydrodynamic equation for hexatics first proposed by Zippelius et al. [17] and later adopted in Refs. [18–20]. In the following, we will demonstrate that Eq. (39) can in fact be augmented by additional terms, originating from the interplay between orientational order and flow and embodied in the tensors \( L_p \) and \( N_p \). For \( p > 3 \), these terms depend upon high order derivatives of the velocity field, or non-linear powers of the strain rate and, unlike in nematics, are “irrelevant” in the RG sense of not altering the scaling or form of equilibrium correlation functions at large length and long time scales. However, in driven systems, in particular those subject to externally imposed shear flows, they can lead to new phenomena, including flow alignment, in contrast to the predictions of the linear theory [17].

Although unknown a priori, the tensors \( L_p \) and \( N_p \) in Eq. (33) can be expanded in gradients of the velocity field or, analogously, of powers of the strain rate tensor \( u \). Each gradient term is proportional to the wave-number \( |q| = 2\pi/\ell \), with \( \ell \) the length scale under consideration, in the Fourier expansion of the velocity. Therefore, at large length scales, one can truncate the expansion at the lowest-order term whose symmetric and traceless part is non-zero. For \( p = 2 \), for instance, the coupling can be expressed, at the lowest order in both \( q \) and \( Q_2 \), in terms of the isotropic \( \Delta_{p,p} \) tensor introduced in Sec. II A.

\[
L_2 = (\lambda_2 \Delta_{2,2} + \bar{\lambda}_2 Q_2 \otimes 1) : u
\]

\[
= \lambda_2 [u] + \bar{\lambda}_2 \text{tr}(u) Q_2 + O\left(|q|^2\right) ,
\]

consistent with Eq. (31). We stress that the isotropy of the \( \Delta_{2,2} \) tensor guarantees that the resulting hydrodynamic equation is frame invariant and is thus indispensable in this construction. Now, although higher order isotropic tensors can be obtained from \( \Delta_{p,p} \), with the exception for the \( p = 2 \) case, this yields tensors whose rank \( 2p \) is higher than the value \( p + 2 \) required to couple \( Q_p \) and \( u \). For even \( p \) values, \( \Delta_{p,p} \) could be contracted with another isotropic tensor of rank \( -(p-2) \), but the only one available in two dimensions is \( \Delta_{p/2-1,p/2-1} \) and the tensor resulting from this contraction is either null or anisotropic (i.e. not frame invariant). For odd \( p \) values, no isotropic tensor exists such that, when contracted with \( \Delta_{p,p} \), yields a rank \( -(p + 2) \) tensor. From this we conclude that an \( O(|q|) \) coupling between \( p \)-atic order
and flow, such as that given by Eq. (41), does not exist for any \( p > 2 \)-atic liquid crystal.

In contrast, various flow alignment terms can be constructed of the form:

\[
\bigotimes_{i=1}^{\infty} \left[ \nabla^\otimes_{\alpha_i} u^\otimes_{\beta_i} \right] = \mathcal{O} \left( |q|^{\alpha_1+\beta_1+\alpha_2+\beta_2} \right),
\]

(42)

where the exponents \((\alpha_i, \beta_i) \in \mathbb{N}\) are solutions of the Diophantine equation

\[
\sum_i (\alpha_i + 2 \beta_i) (1 - \delta_{\alpha_i, \beta_i}) = p,
\]

(43)

and we use the convention \((\cdots)^{\otimes 0} = 1\). Now, the only term of this form linear in \( u \) is obtained when \( \beta_1 = 1 \) and \( \alpha_1 = p - 2 \). Thus, the linear flow alignment tensor \( L_p \) is given by:

\[
L_p = \lambda_p \left[ \nabla^\otimes_{p-2} u \right] + \bar{\lambda}_p \text{tr}(u)Q_p,
\]

(44)

with \( \lambda_p \) and \( \bar{\lambda}_p \) phenomenological constants. As we will shortly demonstrate, this tensor represents the only re- coupling between orientational order and flow that all \( p \)-atic systems in common. Notice that \( \left[ Q_p \cdot u \right] = 1/2 \text{tr}(u)Q_p \), as one can demonstrate using the representations Eqs. (27) and (17) of the tensor \( \Delta_{p,p} \) and the order parameter tensor, respectively, in terms of the circular basis vectors, as well as Eqs. (15) and (16). Thus, the linear flow alignment tensor \( L_p \) has no contribution other than those featured in Eq. (44).

Conversely, for sufficiently large \( p \) values, Eqs. (42) and (43) give rise to several nonlinear terms that, unlike Eq. (44), differ depending on whether \( p \) is even or odd and correspond to both reversible and irreversible processes. At the lowest order in \( q \), these can be expressed in the generic form:

\[
N_p = \nu_p \left[ \nabla^\otimes_{p \mod 2} u \right]^{p/2},
\]

(45)

where \( \nu_p \) is another phenomenological constant, \([ \cdot ]\) denotes the floor function and \( p \mod 2 = p - 2 \lfloor p/2 \rfloor \) is zero for even \( p \) values and one for odd \( p \) values.

Some examples are in order. For \( p = 2 \) and 3, the only solutions of Eq. (43) are, respectively, \((\alpha_1, \beta_1) = (0, 1)\) and \((\alpha_1, \beta_1) = (1, 1)\). Thus, the coupling between local orientation and flow is, at this order, embodied solely in the linear flow alignment tensor, Eq. (44), whereas \( \nu_2 = 0 \) and \( \nu_2 = 0 \). For \( p = 4 \), on the other hand, Eq. (43) has two independent solutions, \((\alpha_1, \beta_1) = (2, 1)\) and \((0, 2)\) and the corresponding nonlinear flow alignment tensor is given, at the lowest order in \( q \), by

\[
N_4 = \nu_4 \left[ u^{\otimes 2} \right].
\]

(46)

As this tensor has opposite signature with respect to \( dQ_4/dt \) under time-reversal, it describes an irreversible process originating from the interplay between tetradic order and flow, with no counterpart in either nematics or triatics. For \( p = 5 \), Eq. (43) has instead three independent solutions: \((\alpha_1, \beta_1, \alpha_2, \beta_2) = (3, 1, 0, 0), (1, 2, 0, 0)\) and \((0, 1, 1, 1)\). The last two of these are both of order \( \mathcal{O} \left( |q|^{6} \right) \) and feature, in general, different terms, but yield the same function of \( u \) under the action of the \([ \cdots ]\) operator. Thus:

\[
\mathcal{N}_5 = \nu_5 \left[ \nabla u^{\otimes 2} \right].
\]

(47)

Similarly, for the most physically relevant case \( p = 6 \), Eq. (43) has five independent solutions: \((\alpha_1, \beta_1, \alpha_2, \beta_2) = (4, 1, 0, 0), (0, 3, 0, 0), (1, 1, 1, 1), (0, 1, 2, 1)\) and \((2, 2, 0, 0)\) from which, at the lowest order in \( q \), one finds:

\[
\mathcal{N}_6 = \nu_6 \left[ u^{\otimes 3} \right].
\]

(48)

Unlike the previous cases, \( \mathcal{N}_6 \) is odd under time reversal, thus it describes a reversible process.

In summary, the dynamics of the \( p \)-atic tensor can generally be described by the following partial differential equation:

\[
\frac{DQ_p}{Dt} = \Gamma H_p + p \left[ Q_p \cdot \omega \right] + \bar{\lambda}_p \text{tr}(u)Q_p
\]

\[
+ \lambda_p \left[ \nabla^\otimes_{p-2} u \right] + \nu_p \left[ \nabla^\otimes_{p \mod 2} u \right]^{p/2}.
\]

(49)

The apparent complexity of Eq. (49) simplifies considerably when expressed in terms of the complex order parameter \( \Psi_p \), as given in Eqs. (24) and (27). This can be done by inserting Eq. (27) into Eq. (49), and then contracting both sides of the resultant equation with \( \epsilon^\otimes_{\otimes p} \). Using the orthogonality relations, Eqs. (15), then yields

\[
\frac{D\Psi_p}{Dt} = 2\Gamma LU \partial \Psi_p - \Gamma \left( a_2 + \frac{a_4}{2} |\Psi|^{2} \right) \Psi_p + i p \omega_{xy} \Psi_p
\]

\[
+ \bar{\lambda}_p \text{tr}(u)\Psi_p + 2\lambda_p \partial \otimes_{p-2} \Psi + 2\nu_p \left[ \nabla^\otimes_{p \mod 2} u \right]^{p/2},
\]

(50)

where we have introduced the complex strain-rate:

\[
\mathcal{U} = (\epsilon_+ \otimes \epsilon_+): u = \frac{u_{xx} - u_{yy}}{2} + i u_{xy},
\]

(51)

as well as the complex derivative \( \partial = (\partial_x + i \partial_y) / \sqrt{2} \) and its conjugate \( \bar{\partial} = (\partial_x - i \partial_y) / \sqrt{2} \).

For \( p = 2 \), Eq. (49) reduces to the classic hydrodynamic equation for the nematic tensor, Eq. (31). For \( p > 2 \), on the other hand, Eqs. (49) and (50) provide a generalization of Eq. (39), in which the interplay between \( p \)-atic and flow is not limited to the precession of the local orientation \( \theta \) in the vorticity field, but includes couplings with the local strain rate, whose strength is set by the material parameters \( \lambda_p, \bar{\lambda}_p \) and \( \nu_p \). With exception of \( \lambda_p \) and \( \bar{\lambda}_p \), which are dimensionless numbers, the parameters \( \lambda_p \) and \( \nu_p \) depend upon intrinsic length and time scales. Denoting these with \( \ell \) and \( \tau \), one has

\[
\lambda_p \sim \ell^{p-2}, \quad \nu_p \sim \ell^{p \mod 2} \tau^{p/2}.\]

(52)

As a consequence, the linear flow alignment terms become relevant when the strain rate \( u \) undergoes spatial
variations over a length scale of order \( \ell \), whereas the non-linear terms yield measurable effects when \( u \) is comparable in magnitude with \( 1/\tau \); i.e. \( \dot{\epsilon} \tau \approx 1 \), where \( \dot{\epsilon} \) is the typical magnitude of \( u_{xx}, u_{yy} \) and \( u_{xy} \). Thus, unlike in nematics, hydrodynamic flow may or may not affect the dynamics of the \( p \)-atic director in ways other than the simple advection and precession, depending on the specific value of the material parameters. In some, but not all, cases, these couplings between flow and orientation may never lead to measurable effects. Furthermore, \( \lambda_p \) and \( \nu_p \) could, in principle, depend on the shear rate \( \dot{\epsilon} \), e.g.

\[
\lambda_p = \lambda_p^{(0)} + \lambda_p^{(1)} \dot{\epsilon} + \lambda_p^{(2)} \dot{\epsilon}^2 + \cdots, \\
\nu_p = \nu_p^{(0)} + \nu_p^{(1)} \dot{\epsilon} + \nu_p^{(2)} \dot{\epsilon}^2 + \cdots.
\]

(53a) (53b)

For small shear rates, higher order terms are evidently unimportant, but the same argument does not apply at large shear rates since these terms would become comparable in magnitude to those in Eqs. (49) and (50). As we will discuss in Sec. VI, these considerations are particularly important in the context of flow alignment.

Finally, the case \( p = 1 \) is sufficiently different from the rest to justify a separate treatment. In this case, the order parameter is the polarization vector \( P = |\Psi| \hat{n} \), whose hydrodynamic equation can be obtained, on the basis of phenomenological arguments (e.g. Ref. [43]) or microscopic models (e.g. Ref. [44]), as follows

\[
\frac{DP}{Dt} = \Gamma H_1 - \omega \cdot P + \lambda_1 u \cdot P + \lambda_1 \text{tr}(u)P,
\]

(54)

where \( H_1 = -\delta F/\delta P \) is the molecular field. Under the assumption of equal splay and bending moduli, the free-energy density can be expressed as

\[
f = \frac{1}{2} L |\nabla P|^2 + \frac{1}{2} a_2 |P|^2 + \frac{1}{4} a_4 |P|^4,
\]

(55)

from which \( H_1 \) can be readily found in the form

\[
H_1 = L \nabla^2 P - (a_2 + a_4 |P|^2) P.
\]

(56)

This finally allows us to cast Eq. (54) in terms of the polar complex order parameter \( \Psi_1 = |\Psi| \exp \imath \theta \):

\[
\frac{D\Psi_1}{Dt} = 2\Gamma L \partial \partial \Psi_1 - \Gamma \left( a_2 + a_4 |\Psi|^2 \right) \Psi_1 \\
+ \imath \omega_{xy} \Psi_1 + \lambda_1 \text{tr}(u) \Psi_1 + \left( \frac{\lambda_1}{2} + \lambda_1 \right) \text{tr}(u) \Psi_1.
\]

(57)

We stress that the cases \( p = 1, 2 \) are the only ones for which the complex strain rate \( \Sigma \) is linearly coupled to the order parameter \( \psi_p \) at leading order in derivatives. As we will see in Secs. V and VI, this peculiarity of polar and nematic liquid crystals crucially affects the onset of flow alignment.

### C. Hydrodynamic equations for the orientation field

Eqs. (49), (50), (54) and (57) represent the most generic hydrodynamic equations for \( p \)-atic liquid crystals with arbitrary discrete rotational symmetry. Yet, in various practical situations, the phase \( \theta \) of the complex order parameter is the only hydrodynamic variable resulting from the broken rotational symmetry, whereas the scalar order parameter \( |\Psi| \) relaxes to its equilibrium value in a finite time. In the case of incompressible flows (i.e. \( \nabla \cdot v = 0 \)), this occurs when \( \theta \) varies over length scales much larger than

\[
\xi_m = \sqrt{\frac{L}{|\omega|}}.
\]

(58)

Thus, in particular, in the absence of topological defects or other singular features, an example of which will be given in Sec. VI in the context of the so-called flow tumbling instability. In compressible flows, this condition is further augmented by the requirement for the velocity field to be time-independent, as long as \( \lambda_p \neq 0 \).

Under these circumstances, \(|\Psi|\) is uniform throughout the system and one can express the hydrodynamic equations in terms of the sole angle \( \theta \):

\[
\frac{D\theta}{Dt} = \mathcal{D} \nabla^2 \theta + \omega_{xy} - |\mathcal{H}_p| \sin (p\theta - \text{Arg} \mathcal{H}_p),
\]

(59)

where \( \mathcal{D} = K/\gamma \) is the rotational diffusion coefficient and the complex function \( \mathcal{H}_p \), hereafter referred to as flow alignment field, embodies all the contributions arising from the interaction between \( p \)-atic order and flow. For \( p \geq 2 \), this can be expressed as

\[
\mathcal{H}_p = \frac{2}{|\Psi_0|^2} \left( \lambda_p \partial^{p-2} \Upsilon + \nu_p \partial^{p \text{mod} 2} \Upsilon^{p/2} \right).
\]

(60)

Similarly, for \( p = 1 \), Eqs. (57) reduces to

\[
\frac{D\theta}{Dt} = \mathcal{D} \nabla^2 \theta + \omega_{xy} - |\mathcal{H}_1| \sin (2\theta - \text{Arg} \mathcal{H}_1),
\]

(61)

with the flow alignment field given by:

\[
\mathcal{H}_1 = \frac{\lambda_1}{|\Psi_0|} \Upsilon.
\]

(62)

It is worth noticing that \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) are formally identical. Thus, for \( p = 1 \) and 2, the angle \( \theta \) obeys to the same hydrodynamic equation.

### D. Stresses in \( p \)-atics

In order to complete the derivation of Eq. (29b), one needs to calculate the reactive and viscous components of the stress tensor Eq. (30). The reactive stress can be expressed as:

\[
\sigma^{(r)} = -P \mathbb{1} + \sigma^{(e)} + \sigma^{(d)},
\]

(63)
where $P$ is the pressure, $\sigma^{(e)}$ is the elastic stress, arising in response to static deformations of a fluid patch, and $\sigma^{(d)}$ is the dynamic stress originating from the reversible coupling between $p$-atic order and flow.

The elastic stress $\sigma^{(e)}$ can be calculated using the principle of virtual work (see e.g. Ref. [45]). This consists of equating the work performed by an arbitrary small deformation acting upon a generic fluid patch to the corresponding free energy variation. This procedure, reviewed in detail in Appendix B, yields:

$$\sigma_{ij}^{(e)} = -L\partial_i Q_{k_1 k_2 \cdots k_p} \partial_j Q_{k_1 k_2 \cdots k_p}, \quad (64)$$

up to diagonal terms that can be incorporated into the pressure $P$.

The dynamic contribution to the reactive stress, on the other hand, can be further decomposed into a symmetric part, arising from the linear flow alignment tensor $L_p$, and an anisymmetric part, resulting from the correlational derivative in Eq. (28). Both contributions can be calculated starting from the total entropy production rate (see e.g. Ref. [46]), which is given by

$$\dot{S} = \int \frac{d^3r}{T} \left( \sigma^{(v)} : \nabla \mathbf{v} + H_p \circ \frac{DQ_p}{Dt} \right). \quad (65)$$

Taking $\sigma^{(v)} = \sigma + P I - \sigma^{(e)}$ and casting Eq. (65) in the form of Eq. (29d), yields:

$$\sigma_{ij}^{(d)} = -\lambda_p Q_{p} \circ H_p \delta_{ij} + (-1)^p \lambda_p Q^p_{k_1 k_2 \cdots k_p} H_{k_1 k_2 \cdots i j} + \frac{p}{2} (Q_{k_1 k_2 \cdots} H_{k_1 k_2 \cdots j} - H_{k_1 k_2 \cdots i} Q_{k_1 k_2 \cdots j}). \quad (66)$$

More details about this calculation are given in Appendix B. As in nematic hydrodynamics, the second term on the right-hand side of Eq. (66), originating from the correlational derivative of the tensor order parameter, is anti-symmetric by construction and, therefore, cannot equate the ensemble average of a microscopic stress tensor, which is symmetric. This symmetry property is, however, unimportant as the stress tensor enters in the momentum equation, Eq. (28b), only via its divergence and it is always possible to construct a symmetric stress tensor, i.e. $\sigma'$, such that $\nabla \cdot \sigma' = \nabla \cdot \sigma$. This procedure is reviewed, e.g., in Ref. [46] for the case of nematics.

The non-linear flow alignment tensor $N_p$, on the other hand, does not yield relevant contributions to the reactive stress. For even $[p/2]$ values, i.e., for $p = 4, 5, 8, 9 \ldots$, $N_p$ is even under time reversal. It therefore describes an irreversable exchange of momentum between orientational degrees of freedom and flow. For odd $[p/2]$ values, i.e., for $p = 6, 7, 10, 11 \ldots$, the coupling is reversible, but, as nonlinear effects becomes relevant only when the shear rate is comparable to the inverse relaxation time (i.e. $\dot{\epsilon} \approx 1$), their contribution to the total stress is negligible compared to the viscous stresses within the hydrodynamic regime.

The viscous stress tensor $\sigma^{(v)}$, finally, can be expressed in the form:

$$\sigma^{(v)} = \eta : \nabla \mathbf{v}, \quad (67)$$

by virtue of Onsager’s reciprocal relations [47]. Here $\eta$ is the rank–4 viscosity tensor, which is symmetric with respect to the first and second pair of indices, i.e., $i_1 \leftrightarrow i_2$ and $i_3 \leftrightarrow i_4$. In the absence of parity symmetry-breaking effects, such as odd viscosity [48] (which does not occur in passive liquid crystals, but could in driven or active chiral fluids, e.g. Ref. [49]), it is also symmetric with respect to the exchange $\{i_1 i_2\} \leftrightarrow \{i_3 i_4\}$.

Now, in the case of isotropic liquids, the viscosity tensor takes the standard form (see e.g. Ref. [47]):

$$\eta^{(i)} = \zeta 1 \otimes 2 + \eta \Delta_{2,2}, \quad (68)$$

with $\zeta > 0$ and $\eta > 0$ the bulk and shear viscosity respectively. By contrast, in $p$–atics, the viscosity tensor is augmented by an anisotropic component: i.e. $\eta = \eta^{(i)} + \eta^{(a)}$, with $\eta^{(a)}$ a $p$–fold symmetric function of the director $\mathbf{n}$. Using standard algebraic manipulations, it is possible to show that, with exception for $p = 1, 2$ and $4$, no combination of the anisotropic tensor $[\mathbf{n} \otimes \mathbf{n}]$ and the isotropic tensors $1$ and $\Delta_{p,p}$ yields an anisotropic tensor that complies with the symmetry requirements of $\eta$. Therefore, in these cases:

$$\sigma_{ij}^{(v)} = \zeta \text{tr}(\mathbf{u}) \delta_{ij} + 2\eta \left[ u_{i j} \right]. \quad (69)$$

To illustrate this concept, let us consider, for instance, the case $p = 3$. An additional contribution to the viscosity tensor could be obtained upon contracting $[\mathbf{n} \otimes \mathbf{n}]$ with itself, i.e.: $\eta^{(a)} [\mathbf{n} \otimes \mathbf{n}]$, with $\eta^{(a)}$ a constant. By virtue of Eq. (28), however, this term is proportional to the isotropic tensor $\Delta_{2,2}$, thus it affects the viscosity tensor by merely renormalizing the magnitude of the shear viscosity: $\eta \to \eta + \eta^{(a)}/4$. Analogous arguments apply to other $p$ values.

For $p = 1$ and $2$, however, it is possible to construct an anisotropic viscosity tensor $\eta^{(a)}$. In two dimensions, this consists of three independent viscosity coefficients, which, together with $\zeta$ and $\eta$, make a set of five independent viscosities (see e.g. Ref. [50] for a general treatment that includes spatial curvature). Analogously, for $p = 4$, one has:

$$\eta^{(a)} = \eta^{(a)} [\mathbf{n} \otimes \mathbf{n}], \quad (70)$$

with $\eta^{(a)} \sim |\Psi_0|$ a constant, whose magnitude is constraint by the requirement $\dot{S} > 0$, as demanded by the second law of thermodynamics. To make this constraint explicit, we calculate

$$\dot{S} = \int \frac{d^3r}{T} \left\{ \eta \left[ \nabla \mathbf{v} \right]^2 + \zeta \left[ \text{tr}(\mathbf{u}) \right]^2 + \eta^{(a)} \nabla \mathbf{v} : [\mathbf{n} \otimes \mathbf{n}] : \nabla \mathbf{v} \right\}. \quad (71)$$
Then, switching again to the complex strain rate $\mathcal{D}$, defined in Eq. (51), and taking advantage of the fact that $\|\nabla v\|^2 = 2|\mathcal{D}|^2$ and

$$\nabla v : [n^{\otimes 4}] : \nabla v = |\mathcal{D}|^2 \cos(4\theta - \text{Arg} \mathcal{D}),$$

allows one to express the tetratic entropy production as

$$S = \frac{1}{T} \left\{ \xi [\text{tr}(\mathcal{U})]^2 + |2\eta + \varrho_4 \cos(4\theta - 2 \text{Arg} \mathcal{D})| |\mathcal{D}|^2 \right\}.$$  

(73)

Finally, since either one of the two terms on the right-hand side of this equation can vanish independently and $-1 \leq \cos(4\theta - \text{Arg} \mathcal{D}) \leq 1$, $S > 0$ requires

$$-2\eta \leq \varrho_4 \leq 2\eta.$$  

(74)

In summary, $p$–atic liquid crystals are expected to exhibit isotropic viscous stresses, except for polars (i.e. $p=1$), nematics (i.e. $p=2$) and tetratics (i.e. $p=4$), for which the orientational anisotropy affects viscous dissipation. Even in these three cases, however, the dissipational anisotropy is expected to become weaker at large length scales, owing to the fact that the viscosity coefficients appearing in $\eta^{(a)}$, which in turn are proportional to the order parameter (at least in mean field theory), are renormalized by thermal fluctuations and, therefore, vanish in the infinite system size limit.

Although a full RG analysis (which we have not attempted here) is required in order to accurately assess the behavior of $\eta^{(a)}$ across different length scales, there are at least two reasons to expect the viscous anisotropy to be experimentally relevant. First, since the scalar order parameter, hence the anisotropic viscosities, decays as a power law in the presence of quasi-long-ranged order [see Eq. (23)], even macroscopically large samples could still exhibit appreciable anisotropy. For instance, assuming $\varrho_4/\eta \sim |\Psi_0| \sim (a/\ell)^{2s/2}$ (which is likely an overestimation, but the more accurate one can make without explicitly accounting for thermal fluctuations), taking $\varrho_4 = 1/4$ and assuming the ultraviolet cut-off to be a molecular length scale, i.e., $a \approx 1$ nm, yields $\varrho_4/\eta \approx 0.13$ at a length scale $\ell = 1$ cm. Thus even a centimeter-sized sample would exhibit an appreciable 13% viscous anisotropy. This percentage is significantly larger for colloidal tetratics, such as those shown in Fig. 1b, where $a \approx 1 \mu$m and $\varrho_4/\eta \approx 0.32$ for $\ell = 1$ cm. Second, as we will detail in Sec. V, subjecting the system to a finite shear rate induces long ranged order, which would make the anisotropy of the viscous tensor unambiguously measurable.

IV. BACKFLOW EFFECTS

As in other liquid crystals, the dynamics of the velocity field in $p$–atics is characterized by two different time scales, associated with propagation of linear and angular momentum, i.e.

$$\tau_p = \frac{\rho \ell^2}{\eta}, \quad \tau_a = \frac{\eta \ell^2}{K}.$$  

(75)

In turn, multiplying these by the shear rate $\dot{\epsilon}$ yields two fundamental dimensionless numbers: the classic Reynolds number $Re = \dot{\epsilon} \tau_p$, proportional to the ratio of inertial to viscous forces, and the Ericksen number $Er = \dot{\epsilon} \tau_a$, proportional to the ratio of viscous to elastic torques (see e.g. Ref. [30]). As such, the latter quantifies the preponderance of an externally induced flow with respect to the internal backflow, namely the flow caused by spatial variations of $p$–atic order. Specifically, for $Er \gg 1$ ($Er \ll 1$), backflow effects are negligible (dominant). In a nematic film with thickness $w$, $\eta/w \approx 10$ mPa s and $K/w \approx 10$ pN [30], taking $\ell \approx 1$ mm and $\dot{\epsilon} \approx 10^4$ s$^{-1}$ gives $Er \approx 10^4$. Thus, at the macroscopic scale, it is generally possible to neglect backflow, except in proximity to boundary layers or topological defects, where the local orientation can vary over submicron distances. At the microscopic scale, on the other hand, backflow effects are more prominent and thermal fluctuations can temporarily disrupt the condition $Er \gg 1$, even if this is fulfilled at the scale of the system size.

In this Section, we demonstrate that, in the Stokesian limit, that is when inertial effects are negligible, and for $Er \approx 1$, backflow effectively enhances rotational diffusion and can be accounted for by replacing

$$\mathcal{D} \rightarrow \mathcal{D}_{\text{eff}} = K \left( \frac{1}{\gamma} + \frac{1}{4\eta} \right),$$  

(76)

in Eqs. (59) and (61). To prove this statement we observe that, in the Stokesian limit, Eq. (29b) reduces to

$$\eta \nabla^2 v - \nabla P + \nabla \cdot \sigma^{(r)} = 0,$$  

(77a)

$$\nabla \cdot v = 0,$$  

(77b)

where $\sigma^{(r)}$ is reactive stress tensors defined in Sec. III D. Under the assumption of homogeneous scalar order parameter, this can be cast in the classic form given in Ref. [17], namely

$$\sigma^{(r)} = -P \mathbb{I} + \frac{K}{2} \varepsilon \nabla^2 \theta - K \nabla \theta \otimes \nabla \theta,$$  

(78)

where $\varepsilon$ is again the antisymmetric tensor defined in Sec. II B. Now, a simple solution of Eqs. (77) can be obtained by decomposing the velocity field in an externally driven component, $v^{(e)}$, and a backflow component, $v^{(b)}$, so that

$$v = v^{(e)} + v^{(b)}.$$  

(79)

For simplicity, here we take $v^{(e)} = 0$ and assume the flow is solely due to backflow effects. This hypothesis will be lifted in the following Section. Then, substituting
Eq. (78) in Eq. (77) and approximating all the fields at the linear order in $\nabla \theta$, readily yields
\[
\mathbf{v}^{(b)} = -\frac{K}{2\eta} \mathbf{e} \cdot \nabla \theta + O \left( |\nabla \theta|^2 \right),
\]
where $\mathbf{e}$ is a constant of order one, $t = (T - T_m)/T_m$, with $T_m$ the melting temperature, and $\nu_b = 1/2$ for all $p$ values [52–54] expect $p = 6$, for which $\nu_b \approx 0.36963$ [1, 2, 5]. Thus $Re/Er \to 0$ as the liquid-solid phase transition is approached from above. The third assumption, on the other hand, requires $|\nabla \theta| \approx d^{-1}$, with $d$ the system size. Since $|\mathbf{v}| = K/(2\eta)|\nabla \theta|$ and, away from topological defects, $Er = \eta vd/K$, this assumption translates once again into the requirement $Er \approx 1$, thus it is already accounted for in Eq. (84).

**V. LONG-RANGE ORDER IN $p$–ATICS UNDER SHEAR**

As we discussed in Sec. II B, two-dimensional $p$–atics do not, in fact, exhibit long-ranged orientational order in equilibrium. Rather, orientational order is quasi-long-ranged [1, 2], that is, the orientational correlation function, Eq. (20), decays to zero as a power law as the spatial separation $|r| \to \infty$, with a non-universal exponent, as shown explicitly in Eqs. (20) and (21). This implies a vanishing order parameter as well. The latter can be calculated by taking the long distance limit of the correlation function:
\[
\lim_{|r| \to \infty} \langle \psi_p^*(\mathbf{r})\psi_p(\mathbf{0}) \rangle = \langle \psi_p^*(\mathbf{r}) \rangle \langle \psi_p(\mathbf{0}) \rangle = |\Psi|^2.
\]
Thus, in the thermodynamic limit, the $p$–atic order parameter vanishes as demanded by Eq. (23). At equilibrium, this classic result can be recovered starting from the $O(2)$ Hamiltonian
\[
\mathcal{H} = \frac{1}{2} K \int d^2r |\nabla \theta|^2,
\]
from which one can calculate
\[
\langle \psi_p^*(\mathbf{r})\psi_p(\mathbf{0}) \rangle = e^{-p^2 g(\mathbf{r})},
\]
where $g(\mathbf{r})$ is the connected correlation function of the microscopic orientation $\vartheta$:
\[
g(\mathbf{r}) = \frac{1}{2} \langle |\vartheta(\mathbf{r}) - \vartheta(\mathbf{0})|^2 \rangle.
\]
Applying the equipartition theorem to Eq. (86), one can readily show that
\[
g(\mathbf{r}) \approx \frac{k_BT}{2\pi K} \log \frac{|\mathbf{r}|}{a}, \quad |\mathbf{r}| \gg a,
\]
from which one readily obtains Eq. (20), with the exponent $\eta_p$ given by Eq. (21) (see e.g. Ref. [39]).

In this Section, we show that an externally imposed uniform shear induces long-ranged order. Intuitively, this
can be understood by observing that hydrodynamic flow introduces a time scale \( \tau_s = 1/\dot{e} \), with \( \dot{e} \) the typical shear rate of the flow, as well as the length scale
\[
\ell_s = \sqrt{\frac{D_{\text{eff}}}{\dot{e}}} .
\] (91)

The latter, hereafter referred to as the \textit{shear length scale}, is the distance at which elastic and hydrodynamic torques balance each other. As a consequence, fluctuations are highly anisotropic, but are suppressed at length scales larger than \( \ell_s \), with respect to their equilibrium counterpart. Thus, it is the shear length \( \ell_s \), rather than the system size, that provides the long wavelength (i.e. infrared) cutoff on the Goldstone modes and one can expect
\[
|\Psi| \sim \left( \frac{a}{\ell_s} \right)^{\eta_p/2} \sim (\dot{e}r)^{\eta_p/4} ,
\] where \( \tau = a^2/D_{\text{eff}} \) is the characteristic relaxation time at the cut-off length scale. Furthermore, since \( \eta_p < 1/4 \), Eq. (92) implies that even a very small shear rate can induce large, i.e. \( \mathcal{O}(1) \), order parameter values. This upper bound also entails important physical consequences for flow alignment, as we will see in Sec. VI.

The mechanism illustrated above is analogous to that described by Onuki and Kawasaki in the context of generic second order phase transitions [55] and latter invoked to account for the solid-like behavior of smectic layers [56]. In the following, we will demonstrate through a detailed calculation that the same mechanism results in the suppression of Goldstone modes in two-dimensional liquid crystals under shear, thereby promoting quasi-long-ranged into long-ranged order.

### A. Linear theory

In this Subsection we consider an incompressible \( p \)-atic liquid crystal subject to thermal fluctuations and to an externally imposed shear flow. This can be achieved by augmenting hydrodynamic equations for \( p \)-atic phase \( \vartheta \) and vorticity \( \omega = 2\omega_{xy} = \partial_x v_y - \partial_y v_x \) with additional random fields. At the linear order in \( \vartheta \), this gives
\[
\rho(\partial_t + v \cdot \nabla)\vartheta = \eta \nabla^2 \vartheta + \nabla_\perp \times \nabla \cdot \vartheta + v^{(\vartheta)} + \xi^{(\vartheta)} ,
\] (93a)
\[
(\partial_t + v \cdot \nabla)\vartheta = D_{\text{eff}} \nabla^2 \vartheta + \frac{\omega}{2} + \xi^{(\vartheta)}.
\] (93b)

with \( \nabla_\perp = e_z \cdot \nabla \). The random fields \( \xi^{(\vartheta)} = \xi^{(\vartheta)}(r, t) \) and \( \xi^{(\vartheta)} = \xi^{(\vartheta)}(r, t) \) have zero mean, are Gaussianly distributed and their correlation functions are consistent with the fluctuation-dissipation theorem, so that
\[
\langle \xi^{(\vartheta)}(r, t) \xi^{(\vartheta)}(r', t') \rangle = 2k_B T \left( \frac{1}{\gamma} \delta_{\vartheta} \delta_{\vartheta} + \eta \delta_{\vartheta} \delta_{\vartheta} \nabla^4 \right) \delta(r - r') \delta(t - t') .
\] (94a)

To make progress, we decompose the velocity field into an average and a fluctuating component:
\[
v = \langle v \rangle + \delta v ,
\] (95)
so that \( \langle \delta v \rangle = 0 \). To compute the average velocity, we consider a simple shear flow generated by placing the sample between parallel plates and sliding them over each other at constant relative velocity. Taking the plates parallel to the \( x \)-direction, yields
\[
\langle v \rangle = \dot{e} y e_x ,
\] (96)
with \( \dot{e} \) a constant shear-rate. Furthermore, we assume the system in the regime discussed in Sec. IV and subject to the constraint expressed by Eq. (84), so that the backflow effects can be incorporated directly into the rotational diffusion coefficient, Eq. (76). Analogously, as we detail in Appendix C, the random field \( \xi^{(\omega)} \) results in a renormalization of the orientational noise \( \xi^{(\vartheta)} \), so that Eqs. (93) can be reduced, at the linear order in all the fluctuating fields, to a single stochastic partial differential equation:
\[
\partial_t \vartheta + \dot{e} y \partial_x \vartheta = D_{\text{eff}} \nabla^2 \vartheta - \frac{\dot{e}}{2} + \xi ,
\] (97)
where we have used the fact that the vorticity arising from the externally imposed field Eq. (96) is given by \( \omega = -\dot{e} \). The effective rotational diffusion coefficient is given by Eq. (76), whereas \( \xi = \xi^{(\vartheta)} \) is the effective orientational noise field, whose correlation function is given by
\[
\langle \xi(r, t) \xi(r', t') \rangle = \frac{2k_B T}{\gamma_{\text{eff}}} \delta(r - r') \delta(t - t') ,
\] (98)
with \( \gamma_{\text{eff}} = K/D_{\text{eff}} \). In Appendix C we formally solve Eq. (97) to express the orientational field \( \vartheta(q, t) \) in Fourier space as a linear functional of the spatially Fourier transformed noise \( \xi(q, t) \). We can then autocorrelate this expression with itself and use Eq. (98) for the noise correlations to obtain an expression for the equal time correlation \( \langle |\vartheta(q, t)|^2 \rangle \). Then computing
\[
g(r) = \lim_{t \to \infty} \int_{0 < |q| < \Lambda} \frac{d^2 q}{(2\pi)^2} \left( 1 - e^{i q r} \right) \langle |\vartheta(q, t)|^2 \rangle ,
\] (99)
where \( \langle |\vartheta(q, t)|^2 \rangle \) is an orientational structure factor defined from the relation
\[
\langle \vartheta(q, t) \vartheta(q', t') \rangle = (2\pi)^2 \langle |\vartheta(q, t)|^2 \rangle \delta(q + q') \delta(t - t') ,
\] (100)
we obtain
\[
g(r) = \frac{k_B T}{2\pi K} \int_0^\infty d\tau \frac{e^{-\mathcal{G}(\tau, \varphi)}(\frac{\varphi}{1})^2 - e^{-\mathcal{G}(\tau, \varphi)}(\frac{1}{\tau^3})^2}{\tau \sqrt{4 + \frac{1}{3} \tau^3}} ,
\] (101)
where we have defined
\[
\mathcal{G}(\tau, \varphi) = \frac{1 - \frac{1}{2} \tau \sin 2\varphi + \frac{1}{4} \tau^2 \sin^2 \varphi}{2\tau (4 + \frac{1}{3} \tau^2)} .
\] (102)
Thus, as already evident from the Fig. 3a, the short distance behavior of the correlation function is unaffected by the shear flow, as a consequence of the fact that, well below the shear length scale $\ell_s$, the fluctuations of the $p$-atic orientation $\vartheta$ are mainly governed by the competition between thermal and elastic torques. By contrast, at distances much larger than $\ell_s$, elastic torques are outweighed by hydrodynamic torques, resulting in the emergence of global alignment. Using Eqs. (85) and (103) and the expansion of the exponential integral given in Appendix C, we recover the expression for the order parameter given in Eq. (92). The latter, in turn, vanishes for $\dot{\epsilon} \to 0$, when $\ell_s \to \infty$, thereby recovering the equilibrium absence of long-ranged order.

The inherent anisotropy of the shear flow, Eq. (96), has the further effect of rendering the orientational correlation of the $p$-atic anisotropic, as can be seen from the $\phi-$dependence in Eq. (101) and the contour plots shown in Fig. 4. Nevertheless, as it is clear from Eq. (103), this effect disappears at both small and large scales.

In summary, to leading order in the externally imposed shear rate $\dot{\epsilon}$, the effect of such shear is to induce long-ranged order, as manifest by a non-zero value of $|\Psi|$ given by Eq. (92). Although the demonstration presented here is strictly valid only in the subset of parameter space described by Eq. (84), where backflow effects can be accounted for via a simple redefinition of the rotational diffusion coefficient, we expect this result to carry over to other regimes, provided the longest relaxation time in the dynamics of $\theta$, i.e. $\tau_{\text{max}}$, is larger than the time scale of the externally applied shear flow: i.e. $\tau_{\text{max}} > 1/\dot{\epsilon}$. In these circumstances, and analogously to the regime discussed here, the orientational fluctuations are expected to be suppressed by the flow at length scales larger than $\ell_{\text{max}} = \sqrt{\tau_{\text{max}}/\dot{\epsilon}}$. Finally, Eq. (97), implies that the phase $\theta$ of the complex order parameter $\Psi_p$, though coherent in space due to the suppression of fluctuations by the imposed shear, is not fixed in time, but rather rotates at a constant rate $-\dot{\epsilon}/2$. Such a state is analogous to the “tumbling” state found in nematics for $\lambda_3 < 1$ [30]. In Sec. VI we will further elaborate on this tumbling state and its onset in confined systems and we will show that, as a consequence of the nonlinear couplings between orientation and flow, Eq. (45), it is possible to obtain a flow aligned state, but only at sufficiently high shear rates $\dot{\epsilon}$.

**B. Nonlinear theory**

In this Subsection, we perform a simple RG analysis to assess the validity of the preceding linear theory, which ignored nonlinear flow-alignment effects and we will see that there is a surprising connection between this problem and the dynamics of the roughening transition [58].

For odd $p \neq 1$ values, $\delta_p = 0$, by virtue of the fact that $\dot{\epsilon}$ is uniform throughout the system and the nonlinear terms cancel identically. For even $p$ values, on the other hand, including nonlinearities yields the following
The hydrodynamic equation for the fluctuating field $\vartheta$

$$\partial_t \vartheta + \hat{e} y \partial_x \vartheta = \mathcal{D}_{\text{eff}} \nabla^2 \vartheta - \frac{\hat{e}}{2} h_0 \sin \left( \vartheta - \frac{\pi}{4} \right) + \xi . \tag{104}$$

where $h_0$ is the “bare” amplitude of the flow alignment field $\delta_p$ and is given by

$$h_0 = \left( \frac{\hat{e}}{2} \right)^{p/2} \left\{ \begin{array}{ll} \frac{\lambda_0}{|w_0|} & p = 2 \\ \frac{2\nu_p}{p|\eta_0|} & p = 4, 6, 8 \ldots \end{array} \right. \tag{105}$$

Next, performing the transformation $\vartheta \rightarrow \vartheta + \pi/4$, and ignoring the terms resulting from convection and vorticity, i.e. $\hat{e} y \partial_x \vartheta$ and $\hat{e}/2$, which do not affect the dynamics of the local orientation at scales $\ell \ll \ell_s$, we can rewrite Eq. (104) as:

$$\partial_t \vartheta = \mathcal{D}_{\text{eff}} \nabla^2 \vartheta - h_0 \sin \vartheta + \xi . \tag{106}$$

This equation is simple relaxational model for a sine-Gordon theory and, following Ref. [58], can be analyzed using dynamical RG in order to obtain the following equations describing how the parameters $h = h(\ell)$, $\mathcal{D}_{\text{eff}} = \mathcal{D}_{\text{eff}}(\ell)$ and $K = K(\ell)$, change at the length scale $\ell > a$. This gives:

$$\frac{\text{d} h}{\text{d} \ell} = h \left[ 2 - \frac{\eta_p}{2} + \mathcal{O}(h \tau) \right] , \tag{107a}$$

$$\frac{\text{d} \mathcal{D}_{\text{eff}}}{\text{d} \ell} = \mathcal{O}(h^2 \tau^2) , \tag{107b}$$

$$\frac{\text{d} K}{\text{d} \ell} = \mathcal{O}(h^2 \tau^2) , \tag{107c}$$

with $l = \log(\ell/a)$ and $\tau$ as in Eq. (92). From Eqs. (107b,c), we see that, as long as

$$h \tau \ll 1 , \tag{108}$$

both $\mathcal{D}_{\text{eff}}$ and $K$ are not renormalized by fluctuations and $\tau$ equates the time scale of the rotational dynamics at the length scale of the ultraviolet cut-off $a$. Thus, the right-hand side of Eq. (107a) is constant and the equation can be immediately integrated to give

$$h(\ell) = h_0 \left( \frac{\ell}{a} \right)^{2-\eta_p/2} . \tag{109}$$

Now, Eq. (107) holds for length scales $\ell < \ell_s$. For $\ell > \ell_s$, on the other hand, the terms resulting from convection and vorticity in Eq. (104) become important and, as shown earlier, cut off thermal fluctuations at the large scale. Thus, fluctuations no longer renormalize the material parameters at any length scale larger than $\ell_s$ and the linear theory is again valid, unless the coupling $h$ itself has by then become so large as to violate Eq. (108). To exclude this possibility one can compute the renormalized coupling at the crossover scale. Using Eqs. (91) and (109) gives

$$h \tau \sim \hat{e}^{p/2-1+\eta_p/4} , \tag{110}$$

which vanishes for small $\hat{e}$ values, provided

$$p > 2 - \frac{\eta_p}{2} . \tag{111}$$

Since $\eta_p > 0$, this condition is obviously satisfied, meaning that the shear flow term is irrelevant at small shear rates, for all $p \geq 2$. The same argument applies to the case $p = 1$, which, as we explained in Sec. III C, is formally identical to $p = 2$. Using again Eq. (109), the condition Eq. (108) requires then

$$h \tau \sim \hat{e}^{4/4} , \tag{112}$$

which again vanishes for small shear rates.

VI. FLOW ALIGNMENT IN CHANNEL AND TAYLOR-COUETTE FLOWS

In this Section we demonstrate that the nonlinear couplings between $p$--atic order and flow, embodied by the field $\delta_p$ in Eq. (59), although they can not lead to flow...
alignment at small shear rates, could potentially do so at high shear rates. This possibility was missed by previous hydrodynamic theories of \( p \)-atic crystals, because of the continuous, i.e. \( O(2) \) rotational symmetry.

Specifically, we will discuss two classic examples of liquid crystals hydrodynamics: a generic \( p \)-atic liquid crystal confined in an infinitely long channel whose upper wall is dragged at constant speed (Sec. VI A and Fig. 5a) as well as a two-dimensional analog of a Taylor-Couette cell, consisting of a annulus delimited by two counter-rotating walls (Sec. VI B and Fig. 5b). In both cases, we assume the \( p \)-atic fluid incompressible (i.e. \( \nabla \cdot \mathbf{v} = 0 \)) and strongly anchored to the lateral walls.

A. Channel flow

Let us consider a \( p \)-atic liquid crystal confined within a two-dimensional channel of infinite length along the \( x \)-direction and finite width \( d \). The upper wall is dragged at speed \( v_0 \), in such a way that \( \operatorname{Er} = \eta v_0 d / K \gg 1 \) and backflow effects can be ignored. The velocity field throughout the sample is then given by Eq. (96), with \( \dot{\epsilon} = v_0 / d \) a constant shear rate. A stationary configuration of the average orientation \( \theta \) is then found by solving a simplified version of Eq. (59) of the form

\[
\mathcal{D} \partial_y^2 \theta - \frac{\dot{\epsilon}}{2} |\partial_y| \sin (p \theta - \operatorname{Arg} \Psi) = 0 ,
\]

with \( \theta = \theta(y) \) by virtue of the translational invariance along the \( x \)-direction imposed by the channel geometry, with boundary conditions

\[
\theta(0) = \theta_0 , \quad \theta(d) = \theta_0 + \Delta \theta ,
\]

with \( \Delta \theta \) a constant angle. Before considering the case of general \( p \), we review the phenomenon of flow alignment in nematics. In this case, Eq. (113) reduces to

\[
\mathcal{D} \partial_y^2 \theta - \frac{\dot{\epsilon}}{2} \left( 1 - \frac{\lambda_2}{|\Psi_0|} \cos 2 \theta \right) = 0 .
\]

Thus, away of the channel walls, the nematic director orients at an angle

\[
\theta = \frac{1}{2} \arccos \left( \frac{|\Psi_0|}{\lambda_2} \right) ,
\]

also known as Leslie’s angle, with respect to the flow direction [29]. The latter result applies exclusively to so called flow-aligning nematics, for which \( \lambda_2 / |\Psi_0| \geq 1 \). Nematic liquid crystals with \( \lambda_2 / |\Psi_0| < 1 \) are known as flow-tumbling and, when subject to shear, form more complex textures featuring multiple stationary or time-dependent rotations of the nematic director. Near the boundaries, the local orientation \( \theta \) inevitably deviates from Leslie’s angle in order to match the anchoring direction, as required by Eq. (114), thereby creating a boundary layer whose width is approximatively given by \( \ell_c \) in Eq. (91).

Similarly, for \( p = 4, 6, 8 \ldots \), Eq. (113) reduces to

\[
\mathcal{D} \partial_y^2 \theta - \frac{\dot{\epsilon}}{2} \left[ 1 + \left( \frac{\dot{\epsilon}}{\dot{\epsilon}_c} \right)^{p/2-1} \sin p \left( \theta - \frac{\pi}{4} \right) \right] = 0 , \tag{117}
\]

with \( \dot{\epsilon}_c \) a constant shear rate given by

\[
\dot{\epsilon}_c = 2 \left( \frac{|\Psi_0|}{2 \nu_p} \right)^{\frac{1}{p/2 - 1}} . \tag{118}
\]

Thus, unlike in nematics, the fluid can be either flow-tumbling, for \( \dot{\epsilon} < \dot{\epsilon}_c \), or flow-aligning, for \( \dot{\epsilon} > \dot{\epsilon}_c \). In the latter case, the director aligns at an angle that progressively approaches the asymptotic value

\[
\theta_p = \left( \frac{\pi}{4} + \frac{k\pi}{p} \right) \mod \frac{2\pi}{p} , \quad k \in \mathbb{Z} ,
\]

as \( \dot{\epsilon} \) is increased. The integer \( k \) depends on the anchoring of the \( p \)-atic director and can be selected in such a way to minimize the energetic cost of the boundary layer in proximity of the channel walls. Taking, for instance, \( \theta_0 = \Delta \theta = 0 \), this yields: \( \theta_1 = \pm \pi / 4 \), \( \theta_2 = \pm \pi / 12 \), \( \theta_3 = \pm \pi / 8 \) etc. with the sign is given by \( - \operatorname{sign} \dot{\epsilon} \).

Fig. 5a shows the configurations obtained from a numerical solution of Eq. (113) for \( 3 \leq p \leq 6 \) and different two different Ericksen number values, with boundary condition \( \theta_0 = \Delta \theta = 0 \). In the case of channel flow, flow alignment is prominent in both tetratics (\( p = 4 \)) and hexatics (\( p = 6 \)), where the director orientation \( \theta \) is uniform in the bulk of the channel and abruptly rotates in proximity of the boundary to comply with the anchoring conditions. The analysis presented here assumes the parameter \( \nu_p \) constant, but, as anticipated in Sec. III B [see Eq. (53) in particular], both \( \lambda_2 \) and \( \nu_p \) could, in principle, depend upon the shear rate \( \dot{\epsilon} \), as no symmetry prevents this. Whereas at small shear rates these higher order terms would be negligible, the same argument could not be applied in the present context, as the flow alignment phenomenon entailed in Eq. (117), holds exclusively at large shear rates. In fact, in the absence of microscopic arguments, one could expect these higher order terms to become comparable to those in Eq. (117) precisely at \( \dot{\epsilon} > \dot{\epsilon}_c \). Hence, in general, we expect both \( \dot{\epsilon}_c \) and the asymptotic flow alignment angle \( \theta_p \) to be non-universal. In spite of these caveats, the truncated model presented here demonstrates the existence of a region of parameter space, corresponding to \( \dot{\epsilon} \approx \dot{\epsilon}_c \), where the terms proportional to \( \dot{\epsilon}^{p/2} \) dominates over all possible higher order terms and flow alignment occurs for arbitrary even \( p \) values subject to channel confinement. In practice, the occurrence of flow alignment in experiments on driven \( p \)-atic liquid crystals ultimately depends on the specific material properties of the system, hence on the magnitude of the higher order terms. This situation, however, is no worse than in nematics, where, consistently with Eq. (116), the occurrence of flow alignment crucially relies on the specific value of the parameter \( \lambda_2 \).
For $p = 3, 5, 7 \ldots$, on the other hand, $\mathcal{S}_p = 0$ because of the uniform shear rate and Eq. (113) further simplifies to

$$D \theta^2 - \frac{\dot{\epsilon}}{2} = 0,$$

(120)

whose solution with the boundary conditions given by Eq. (114) is

$$\theta(y) = \theta_0 + \Delta \theta \frac{y}{d} + \frac{y(y-d)}{4R^2}.$$

(121)

Thus for odd $p \neq 1$, the director rotates in such a way to accommodate the vorticity of the imposed shear flow, but without aligning at a specific angle, as can be seen in Fig. 5b in the case of triatics ($p = 3$) and pentatics ($p = 5$). As in nematic liquid crystals, however, the stationary configuration described by Eq. (121) is unstable to tumbling for finite values of the length scale $\xi_m$ defined in Eq. (58). In two-dimensional nematics, such an instability takes place via the formation of “walls”, that is, singular lines located in proximity of the boundaries where the director is highly distorted and the scalar order parameter vanishes [59]. The periodic appearance of walls allows the director in the bulk to temporarily disengage from the boundary and precess at roughly constant angular velocity $\omega_{xy} = -\dot{\epsilon}/2$. Fig. 6, displays the typical tumbling dynamics obtained from a numerical integration of Eqs. (29b) and (57) in the case $p = 3$.

To gain further insight into this instability, we assume the length scale $\xi_m$, defined in Eq. (58), to be finite and split Eq. (57) into two coupled partial differential equations for the magnitude $|\Psi|$ and the phase $\theta$ of the complex order parameter $\Psi_p$. Using Eq. (35), this gives,

FIG. 5. Examples of high Ericksen number $p$–atic flow in a channel (a) and a Taylor-Couette cell (b), when $\xi_m \rightarrow 0$ and the scalar order parameter can be assumed uniform throughout the system, i.e. $|\Psi| = |\Psi_0|$. (a) Numerical solution of Eq. (115) for triatics ($p = 3$), tetratics ($p = 4$), pentatics ($p = 5$) and hexatics ($p = 6$) with boundary conditions $\theta_0 = \Delta \theta = 0$, with $d$ the channel thickness. The left-hand side of all plots shows the configuration of the $p$–atic director, represented by $p$–headed stars, superimposed to a heat map of the flow speed. The solid lines denote the channel walls, whereas the dotted lines mark the position of the channel inlet/outlet. The left-hand side of the plots shows the configuration of the $p$–atic director in terms of the angle $\theta_0 - \theta$. (b) Numerical solutions of Eq. (135) with boundary conditions $\alpha_0 = \pi/2$ and $\Delta \alpha = 0$. In all plots the parameter values are $\tau_p/\tau_a = 1$, $\lambda_p/d^{p-2} = 1.5$ and $\nu_p/(d^{p+1} \tau_p^{p/2} \xi_m) = 2.0$. For the plots in panel (b) we set $R_1/d = 1$, $R_2/d = 2$ and $\Omega_1 = 0$. 

For $p = 3, 5, 7 \ldots$, the director rotates in such a way to accommodate the vorticity of the imposed shear flow, but without aligning at a specific angle, as can be seen in Fig. 5b in the case of triatics ($p = 3$) and pentatics ($p = 5$). As in nematic liquid crystals, however, the stationary configuration described by Eq. (121) is unstable to tumbling for finite values of the length scale $\xi_m$ defined in Eq. (58). In two-dimensional nematics, such an instability takes place via the formation of “walls”, that is, singular lines located in proximity of the boundaries where the director is highly distorted and the scalar order parameter vanishes [59]. The periodic appearance of walls allows the director in the bulk to temporarily disengage from the boundary and precess at roughly constant angular velocity $\omega_{xy} = -\dot{\epsilon}/2$. Fig. 6, displays the typical tumbling dynamics obtained from a numerical integration of Eqs. (29b) and (57) in the case $p = 3$.

To gain further insight into this instability, we assume the length scale $\xi_m$, defined in Eq. (58), to be finite and split Eq. (57) into two coupled partial differential equations for the magnitude $|\Psi|$ and the phase $\theta$ of the complex order parameter $\Psi_p$. Using Eq. (35), this gives,
after standard algebraic manipulations

\[ D^{-1} \partial_t |\Psi| = \nabla^2 |\Psi| + \frac{|\Psi|}{\xi_m} \left( 1 - \left| \frac{|\Psi|^2}{|\Psi_0|^2} - p^2 \xi_m^2 |\nabla \theta|^2 \right) \right), \]

\[ D^{-1} |\Psi| \partial_t \theta = |\Psi| \left( \nabla^2 \theta - \frac{1}{2 \xi_s^2} \right) + 2 \nabla |\Psi| \cdot \nabla \theta, \]  

(122a)

(122b)

where we used again Eq. (96) to express the velocity \( \mathbf{v} \) and its derivatives in terms of the shear rate \( \dot{\gamma} \). The last three terms on the right-hand side of Eq. (122a) set the magnitude of the scalar order parameter \( |\Psi| \), which, in turn, is positive by construction and vanishes in the isotropic phase: i.e. \( |\Psi| \geq 0 \). At low shear rates, the latter condition can be fulfilled throughout the entire channel and the solution of Eqs. (122) is given, at the quadratic order in \( d/\xi_s \), by \( |\Psi| = |\Psi_0| \) and Eq. (121). As the shear rate is increased, the distortion of the \( p \)-atic director is initially compensated by a decrease of the scalar order parameter, until, for high shear rates, this becomes virtually negative, thereby violating the positivity requirement. As the \( p \)-atic director is more highly distorted near the boundaries of the channel, the critical shear rate associated with the tumbling instability can be found by demanding

\[ |\Psi|^2 = |\Psi_0|^2 \left( 1 - p^2 \xi_m^2 |\nabla \theta|^2 \right) \geq 0, \]  

(123)

at \( y = 0 \) and \( y = d \). Next, assuming the anchoring conditions to be the same on both boundaries (i.e. \( \Delta \theta = 0 \)) and using Eq. (121) to express \( |\nabla \theta|_{y=0,d} = d/(2 \xi_s^2) \), solving Eq. (123) readily yields the following stability criterion for the static configuration:

\[ \frac{\xi_m d}{\xi_s^2} \geq \frac{2}{p}, \]

(124)

from which one finds the critical Ericksen number associated with the tumbling transition in the form

\[ \text{Er}_c = \frac{(\eta/\gamma)(d/\xi_m)}{p/2}, \]

(125)

in perfect agreement with our numerical solutions of Eqs. (29b) and (57), which additionally include backflow effects (Fig. 6).

Some comments are in order. Eqs. (124) and (125) hold exclusively for odd \( p \) values, whereas for even \( p \) values flow alignment prevents the tumbling instability from taking place. The critical Ericksen number is a monotonically decreasing function of \( p \) and vanishes in the limit \( p \to \infty \), when isotropy is restored at the microscopic scale. Furthermore, since \( \eta \approx \gamma \) in most liquid crystals [30] and \( \xi_m \) has the same order of magnitude of the size of the microscopic building blocks, we expect that the tumbling instability discussed here is accessible in experiments on colloidal \( p \)-atics (see e.g. Fig. 1). Finally, this instability shares some resemblances with the Silsbee criterion in superconducting wires (see e.g. Ref. [60]).

**B. Taylor-Couette flow**

As a second example of flow alignment in \( p \)-atics, we consider the two-dimensional analog of Taylor-Couette flow, that is, the flow induced inside an annulus delimited by two concentric circles of radii \( R_1 \) and \( R_2 = R_1 + d \), with \( d \) the width of the annulus, rotating at angular velocities \( \Omega_1 \) and \( \Omega_2 \) respectively. At large shear rate, where backflow effects are negligible, the velocity field becomes identical to that of an isotropic fluid, given by [61]

\[ \mathbf{v} = \left( Ar + \frac{B}{r} \right) e_\phi, \]  

(126)

FIG. 6. Examples of flow tumbling in triatic liquid crystals under channel confinement. (a)-(d) Configurations of the triatic director along one tumbling period obtained from a numerical integration of Eqs. (29b) and (57), slightly above the instability. As in Fig. 5, the solid horizontal lines denote the channel walls, whereas the dotted vertical lines mark the position of the channel inlet/outlet. The arrows indicate the locations of the “walls”, where the order parameter periodically vanishes, thus allowing the director in the bulk to temporarily disengage from the boundary. (e) Time-plot of the real (blue) and imaginary (red) parts of the complex order parameter \( \Psi_0 \) at the center of the channel, i.e. \( x = 0 \) and \( y = d/2 \). The time points corresponding to panels (a)-(d) are marked in the figure. In all panels the parameter values are \( d/\xi_m = 50 \), \( \tau_1/\tau_m = 1 \), \( \gamma/\eta = 1 \), \( \lambda_0/d = 0.2 \), \( |\Psi_0| = 1 \) and the Ericksen number is \( \text{Er} = 35 \), thus slightly above the critical Ericksen number \( \text{Er}_c = 100/3 \).
where \( r = \sqrt{x^2 + y^2} \) is the distance from the center of the annulus, \( e_\phi = -\sin \phi \, e_x + \cos \phi \, e_y \) and \( e_r = \cos \phi \, e_x + \sin \phi \, e_y \), with \( \phi = \arctan(y/x) \), orthonormal basis vectors in the longitudinal and transverse direction respectively and we have set

\[
A = \frac{R_2^3 \Omega_2 - R_1^3 \Omega_1}{R_2^3 - R_1^3}, \quad B = \frac{R_2^3 \Omega_1 - R_1^3 \Omega_2}{R_2^3 - R_1^3},
\]

from which the components of the strain rate and vorticity tensor can be readily computed in the form

\[
\begin{align*}
\omega_{rr} &= -\omega_{\phi \phi} = 0, \\
\omega_{r\phi} &= \omega_{\phi r} = -\frac{B}{r^2}, \\
\omega_{r \phi} &= -\omega_{\phi r} = A.
\end{align*}
\]

Thus, unlike in the case of simple shear flow discussed in Sec. VI A, the strain rate across the Taylor-Couette cell and both the linear and non-linear terms in the flow alignment field \( \delta_\phi \) do not vanish identically. The typical strain rate of the flow is given by

\[
\dot{\epsilon} = \frac{\Omega_2 R_2 - \Omega_1 R_1}{R_2^3 - R_1^3}.
\]

Eq. (59) can be expressed in polar coordinates by setting \( \alpha = 0 - \phi \). Thus, using Eqs. (126) and (128) and assuming \( \partial_\phi \alpha = 0 \) by virtue of the rotational symmetry of the annulus, yields the following equation for a stationary configuration of the average orientation \( \alpha \):

\[
D \left( \frac{\partial^2 \alpha}{r} + \frac{1}{r} \partial_r \alpha \right) - \frac{B}{r^2} \left| \delta_\phi \right| \sin (p \alpha - \text{Arg} \delta_\phi) = 0,
\]

where the flow alignment field now takes the form:

\[
\delta_\phi = \frac{\chi}{r^p},
\]

with \( \chi \) a complex number given by

\[
\chi = \frac{2}{p|\Psi_0|} \left\{ -i \lambda_p B (-\sqrt{2})^{p-2} (p-1)! + \nu_p B |p/2| (-\sqrt{2} (p-1))^{p \mod 2} e^{-i|p/2| \frac{\pi}{2}} \right\}.
\]

Now, in nematics, \( \chi = -i \lambda_3 B / |\Psi_0| \) and Eq. (130) yields again Leslie’s angle in the rotating frame \( \{e_r, e_\phi\} \):

\[
\alpha = \frac{1}{2} \arccos \left( -\frac{|\Psi_0|}{\lambda_2} \right).
\]

By contrast, for any \( p \geq 3 \) value, the \( r \)-dependence of the right-hand side of Eq. (130) does not cancel. In this case, defining

\[
R_s = \left| \frac{\chi}{B} \right|^{\frac{1}{p-2}},
\]

the stationary configuration of the local orientation \( \alpha \) is found to obey the ordinary differential equation

\[
D \left( \frac{\partial^2 \alpha}{r} + \frac{1}{r} \partial_r \alpha \right) - \frac{B}{r^2} \left( 1 + \left( \frac{R_s}{r} \right)^{p-2} \sin (p \alpha - \text{Arg} \delta_\phi) \right) = 0,
\]

with and boundary conditions

\[
\alpha(R_1) = \alpha_0, \quad \alpha(R_2) = \alpha_0 + \Delta \alpha.
\]

In the absence of flow alignment effects, \( R_s = 0 \) and the solution of Eq. (135) is given by

\[
\alpha = \alpha_0 + \frac{\Delta \alpha}{\log R_2/R_1} \log \frac{r}{R_1} + \frac{B}{2D} \log \left( \frac{r}{R_1} \right) \log \left( \frac{r}{R_2} \right),
\]

and the \( p \)-atic director tumbles across the Taylor-Couette cells depending on the ratio \( B/D \sim (R_1/\ell_s)^2 \), with \( \ell_s \) the shear length scale given in Eq. (91).

Conversely, for non-vanishing \( \lambda_p \) and \( \nu_p \) values, and with only exception for \( p = 3 \), increasing the shear rate \( \dot{\epsilon} \) results in an increase of the length scale \( R_s \) until, for \( R_s \gg r \), flow alignment effects becomes dominant and the \( p \)-atic director uniformly aligns at an angle

\[
\alpha_p = \left( \lim_{\ell \to \infty} \frac{\text{Arg} \delta_\phi}{p} + \frac{k \pi}{p} \right) \mod \frac{2 \pi}{p}, \quad k \in \mathbb{Z},
\]

in the bulk of the Taylor-Couette cell. The integer \( k \) depends again on the anchoring conditions and is chosen in such a way to minimize the energetic cost of the boundary layer near the edges. As in the large \( \dot{\epsilon} \) limit, the value of \( \text{Arg} \delta_\phi \) converges towards either 0, \( \pm \pi/2 \) and \( \pm \pi \), depending on the sign of the constants \( \lambda_p, \nu_p \) and \( B \). Thus, the asymptotic bulk orientation \( \alpha_p \) is non-universal and, unlike in the case of simple shear flow discussed in Sec. VI A, can be used in order to infer information about the material parameters.

Fig. 5b some examples of Taylor-Couette flow in \( p \)-atics with \( 3 \leq p \leq 6 \), obtained from a numerical integration of Eq. (135) with boundary conditions \( \alpha_0 = \pi/2 \) and \( \Delta \alpha = 0 \) and the same \( \xi_0 \) values already considered in the case of channel flow. Unlike the latter, here the spatial dependence of the strain rate \( u_{r \phi} \) and the vorticity \( \omega_{r \phi} \) render the flow alignment field \( \delta_\phi \), non-vanishing regardless of the specific \( p \) value and the director is always found to flow align at large shear rates.

For \( p = 3 \), \( \chi = 4i \sqrt{2} \lambda_3 B / (3 |\Psi_0|) \) and the length scale \( R_s \) does not diverge for large shear rates. In this case, the local orientation \( \alpha \) does not approach the asymptotic value given by Eq. (138), but varies along the radial direction similarly to the statically tumbling configuration described by Eq. (121). Yet, for large shear rate, thus large \( B \) values, the last two terms on the left-hand side of Eq. (135), expressing the hydrodynamic torque experienced by the \( p \)-atic director, overweight the restoring
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Appendix A: Derivation of Eq. (11)

Following Ref. [33], in this Appendix, we provide a derivation of Eq. (11) in terms of derivatives of multipole potentials. Multipole potentials are tensorial solutions of the Laplace equation. These can be hierarchically obtained starting from the Green function $X_0 = \log |r|/d$, with $d$ an arbitrary length scale. For $|r| > 0$, both $X_0$ and its derivatives $\nabla^{\otimes p} X_0 = \partial^p_{i_1\ldots i_p} X_0$ are solutions of the Laplace equation, from which one can define the family of tensorial solutions:

$$X_p = -\nabla X_{p-1} = (-1)^q \nabla^{\otimes q} X_{p-q},$$  \hspace{1cm} (A1)

with $q \in \mathbb{N}$. The tensorial functions $X_p$ are proportional to the irreducible tensor $[r^{\otimes p}]$ constructed from the components of the position vector $r$, which, in turn, are related to $\Delta_{p,p}$ [33], as follows:

$$\partial^p_{i_1\ldots i_p} [r_{j_1\ldots j_p}] = p! \Delta_{i_1\ldots i_p; j_1\ldots j_p}.$$

(A2)

Now, starting from $X_0$ and using an inductive construction, one can show that:

$$[r^{\otimes p}] = -\frac{1}{2^{(p-1)!}} r^{2p} X_p.$$  \hspace{1cm} (A3)

Finally, combining Eqs. (A2) and (A3) yields Eq. (11).

Appendix B: Calculation of the stresses

1. Static stress

In order to calculate the elastic stress arising in the system in response to a static deformation of the $p$–atic tensor, let us consider an arbitrarily small virtual displacement of the form $r \to r + \delta r$ acting upon a fluid patch $\Omega$. The associated free energy variation is given by:

$$\delta F = \int_\Omega dA \delta f + \oint_{\partial \Omega} d\ell f \delta \mathbf{r} \cdot \mathbf{N},$$  \hspace{1cm} (B1)

where $f$ is the free energy density, and the second term accounts for the free energy change associated with a displacement of the boundaries of the patch, whose outward-pointing normal vector is indicated with $\mathbf{N}$. Now, defining $\delta Q_p$, as the change in the $p$–atic tensor induced by the virtual displacement, and expanding $f$ at the linear order in $\delta Q_p$, yields:

$$\delta F = -\int_\Omega dA \mathbf{H}_p \otimes \delta Q_p + \oint_{\partial \Omega} d\ell N_j \left[f \delta r_j + \frac{\partial f}{\partial (\partial_i Q_p)} \delta Q_p \right],$$

where:

$$\mathbf{H}_p = \frac{\delta F}{\delta Q_p} = -\frac{\partial f}{\partial Q_p} + \partial_i \left[\frac{\partial f}{\partial (\partial_i Q_p)}\right],$$  \hspace{1cm} (B2)

is the molecular tensor. Next, performing a gradient expansion of $\delta Q_p$ by writing $\delta Q_p = -\delta r_i \partial_i Q_p$ yields, after standard algebraic manipulations:

$$\delta F = -\int_\Omega dA Q_p \otimes \partial_i \mathbf{H}_p \delta r_i + \oint_{\partial \Omega} d\ell N_j \left[ (f + \mathbf{H}_p \otimes Q_p) \delta_{ij} - \frac{\partial f}{\partial (\partial_j Q_p)} \delta r_j \right].$$  \hspace{1cm} (B3)

The mechanical work performed on the fluid patch, the other hand, can be expressed as:

$$W = \int_\Omega dA \sigma_{ij}^{(c)} \epsilon_{ij} = -\int_\Omega dA \partial_i \sigma_{ij}^{(c)} \delta r_j + \oint_{\partial \Omega} d\ell \sigma_{ij}^{(c)} \delta r_i N_j,$$

(B4)

with $\epsilon_{ij} = \partial_j \delta r_i$ the strain tensor. Comparing the boundary terms in Eqs. (B3) and (B4) allows us to identify the elastic stress:

$$\sigma_{ij}^{(c)} = (f + \mathbf{H}_p \otimes Q_p) \delta_{ij} - \frac{\partial f}{\partial (\partial_j Q_p)} \otimes \partial_i Q_p,$$

(B5)

whereas a comparison of the bulk integrals yields a Gibbs-Duhem equation for $p$–atics:

$$\partial_j \sigma_{ij}^{(c)} = Q_p \otimes \partial_i \mathbf{H}_p.$$  \hspace{1cm} (B6)

The procedure outlined above assumes that the mapping $r \to r + \delta r$ leaves the area of the fluid patch unchanged, hence $\operatorname{tr} \mathbf{e} = \nabla \cdot \delta r = 0$. This constrained could be explicitly accounted for in the calculation of the free energy variation by considering the alternative functional $F^* = F + \int dA \mu \nabla \cdot \delta r$, with $\mu = \mu(r)$ a Lagrange multiplier. This, however, leads to an additional isotropic term that can be incorporated into the pressure.

Finally, taking $f$ as given in Eq. (34) yields, up to the aforementioned terms that can be incorporated into the isotropic pressure, Eq. (64).
2. Dynamic stress

In order to calculate the reactive stresses arising from linear couplings between the velocity gradient \( \nabla \mathbf{v} \) and the \( \mathbf{Q}_p \) tensor, one needs to cast the entropy production rate density, Eq. (65), in the form:

\[
\sigma_{ij}^{(v)} \partial_j v_i + H_p \odot \frac{D \mathbf{Q}_p}{Dt} = \left( \sigma_{ij} + P \delta_{ij} - \sigma_{ij}^{(e)} - \sigma_{ij}^{(d)} \right) \partial_j v_i + \nabla \cdot (\cdots) ,
\]

from which one readily obtains Eq. (63), hence \( \sigma^{(d)} \), by recognizing that \( \sigma = \sigma^{(v)} \) when \( T S = 0 \). The problem of computing the dynamic contribution to the reactive stress is then reduced to the simple task of expressing the inner product between the molecular tensor and the material derivative of the \( p \)-atic tensor in the form \( \sigma_{ij}^{(d)} \partial_j v_i \), up to boundary terms. In order to perform this computation, we ignore the nonlinear term \( N_p \) and write:

\[
H_p \odot \frac{D \mathbf{Q}_p}{Dt} = I_1 + I_2 + \lambda_p \mathbf{Q}_p \odot H_p \partial_{ij} \partial_j v_i .
\]

The inner product \( I_1 \) originates from the corotational derivative \( Q_p \) and is given by

\[
I_1 = p H_p \odot [Q_p \cdot \mathbf{u}] = -\frac{p}{2} (H_{kk} k_{k2} \cdots j \partial_j v_j - H_{k1} k_1 \cdots j \partial_j v_j)
\]

Analogously, the inner product \( I_2 \) can be computed as

\[
I_2 = H_p \odot [\nabla \wedge p \partial_{ij} \cdot \mathbf{v}] = \lambda_p (H_{kk} k_{k2} \cdots j \partial_j v_j - H_{k1} k_1 \cdots j \partial_j v_j)
\]

where the second line is derived from the first one by \( p-2 \) applications of the chain-rule. Combining Eqs. (B9) and (B10) readily yields Eq. (66).

Appendix C: Long-ranged order under shear

1. Derivation of Eqs. (97) and (98)

In the regime where Eq. (84) holds, inertial and \( \mathcal{O}(|\nabla \mathbf{v}|^2) \) terms can be neglected. Then, approximating

\[
\sigma^{(r)} = -P_0 \mathbb{I} + \frac{K}{2} \varepsilon \nabla^2 \vartheta + \mathcal{O}(|\nabla \vartheta|^2) ,
\]

by virtue of Eq. (78), and decomposing the velocity as in Eq. (95), allows us to cast Eqs. (93) in the simplified form

\[
0 = \eta \nabla^2 \delta \omega - \frac{K}{2} \nabla^4 \vartheta' + \xi^{(\omega)} ,
\]

where \( \delta \omega = \partial_x \delta v_y - \partial_y \delta v_x \) and \( \vartheta' = \vartheta + \epsilon t/2 \). Next, dropping the prime for sake of conciseness and expressing Eqs. (C2) in Fourier space gives

\[
0 = -\eta q^2 \delta \omega (q, t) - \frac{K}{2} q^4 \vartheta (q, t) + \xi^{(\omega)} (q, t) ,
\]

\[
(\partial_t + (\vartheta) \cdot \nabla) \vartheta = -D q^2 \vartheta (q, t)
\]

where the correlation function of the Fourier amplitudes of the random fields \( \xi^{(\omega)} \) and \( \xi^{(\vartheta)} \) appearing in Eq. (99).

Solving Eq. (C3a) with respect to \( \delta \omega (q, t) \) readily yields

\[
\delta \omega (q, t) = -\frac{K}{2 \eta} q^4 \vartheta (q, t) + \frac{\xi^{(\omega)} (q, t)}{\eta q^2} .
\]

Replacing this in Eq. (C3b) then gives

\[
\vartheta (q, t) = -q^2 D_{\text{eff}} \delta \vartheta (q, t) + \xi (q, t) ,
\]

where

\[
\xi (q, t) = \xi^{(\vartheta)} (q, t) + \frac{\xi^{(\omega)} (q, t)}{2 \eta q^2} ,
\]

is an effective rotational noise, whose correlation function can be readily computed from Eq. (C4), to give

\[
\langle \xi (q, t) \xi (q', t') \rangle = \frac{2 k_B T}{\gamma_{\text{eff}}} (2 \pi)^2 \delta (q + q') \delta (t - t')
\]

where \( \gamma_{\text{eff}} = K / D_{\text{eff}} \). Finally, expressing Eqs. (C6) and (C8) in real space, one obtains Eqs. (97) and (98).

2. Derivation of Eq. (101)

Calculating the \( p \)-atic correlation function \( \langle \psi_p (r) \psi_p (0) \rangle \) requires computing the orientational structure factor \( \langle |\vartheta (q, t)|^2 \rangle \) appearing in Eq. (99). Following Onuki [72] and Ramaswamy [56], this can be achieved by solving the stochastic partial differential
where we have set again $\vartheta' = \vartheta + \dot{\vartheta} t/2$. Notice that, since $\omega_{xy} = -\dot{\vartheta}/2$ is uniform in space, this change of variable does not affect the equal time connected correlation function: i.e. $\langle [\vartheta'(r,t) - \vartheta'(0,t)]^2 \rangle = \langle [\vartheta(r,t) - \vartheta(0,t)]^2 \rangle$.

Next, we can eliminate the convective term in Eq. (C9) by performing the following position-dependent Galilean transformation:

$$
\begin{cases}
  x' = x - v_x t = x - \dot{\vartheta} t, \\
y' = y, \\
t' = t.
\end{cases}
$$

This yields:

$$
\partial_t \vartheta' = D_{\text{eff}} \left[ \partial_{x'}^2 + (\partial_{y'} - \dot{\vartheta} \partial_{x'}) \right] \vartheta' + \xi, 
$$

or, in Fourier space,

$$
\partial_t \vartheta = -\mathcal{L}(q,t) \vartheta + \xi, 
$$

where:

$$
\mathcal{L}(q,t) = D_{\text{eff}} \left[ q_x^2 + (q_y - \dot{\vartheta} q_x)^2 \right],
$$

and we have dropped the prime. The general solution of Eq. (C12) can be straightforwardly expressed in the form

$$
\vartheta(q,t) = e^{S(q,t)} \left[ \vartheta(q,0) + \int_0^t dt' e^{-S(q,t')} f(q,t') \right],
$$

where

$$
S(q,t) = -\int_0^t dt' \mathcal{L}(q,t').
$$

Without loss of generality, we can choose the initial condition $\vartheta(r,0) = 0$, so that the first term in (C14) vanishes. The second term can be used to compute the orientational structure factor, yielding

$$
\langle |\vartheta(q,t)|^2 \rangle = \frac{2k_B T}{\gamma} e^{2S(q,t)} \int_0^t dt' e^{-2S(q,t')}.
$$

In practice, it is more convenient to swap the order of the integrals over $t$ and $q$ in Eq. (99) and take advantage of the integration formula for multivariate Gaussian integrals:

$$
\int_{\mathbb{R}^d} d^d q \int_0^t dt' e^{-\frac{1}{2} q^t M^{-1} q + i q \cdot r} = \frac{(2\pi)^d}{\sqrt{\det M}} e^{-\frac{1}{2} r^t M^{-1} r}. 
$$

with $M$ a $d \times d$ matrix of coefficients independent on $q$. Notice that, unlike in Eqs. (99), here the integration is extended over the whole $d$–dimensional real space. This leads to divergences that, nevertheless, cancel out in the connected correlation function upon introducing a suitable short-distance cut-off. To illustrate this strategy, let us consider again the $\dot{\epsilon} = 0$ case. The equal-time two-point correlation function can be expressed as:

$$
\langle \vartheta(r,t) \vartheta(0,t) \rangle = \frac{2k_B T}{\gamma_{\text{eff}}} \int_0^t dt' \int_{\mathbb{R}^d} d^2 q e^{-\frac{1}{2} q^t M^{-1} q + i q \cdot r} e^{\frac{1}{2} q^t q}.
$$

with $M = 4D_{\text{eff}} (t - t') I$. Calculating the integral over $q$ yields:

$$
\langle \vartheta(r,t) \vartheta(0,t) \rangle = \frac{2k_B T}{\gamma_{\text{eff}}} \int_0^t dt' e^{-\frac{1}{2} q^t q} (C18)
$$

Now, in the limit of $t \to \infty$, the exponential integral diverges logarithmically:

$$
\mathrm{Ei}(\pm z) = \gamma_{\text{EM}} + \log z \pm \mathcal{O}(z^2), \quad 0 < z < 1,
$$

with $\gamma_{\text{EM}}$ the Euler-Mascheroni constant. This singular behavior can be regularized by approximating $\langle \vartheta(0,t) \rangle^2 \approx \langle \vartheta(a,t) \vartheta(0,t) \rangle$, where the vector $a = \alpha \epsilon r$ traces the boundary of a small disk-shaped region around the origin. Then, using the expansion of the exponential integral, we can express the connected correlation function in the standard form in the long time limit. This gives:

$$
g(r) \approx -\frac{k_B T}{4\pi K} \left[ \epsilon - \frac{|r|^2}{8D_{\text{eff}}t} \right] \text{Ei} \left( -\frac{|r|^2}{8D_{\text{eff}}t} \right)
$$

consistent with the equilibrium result, Eq. (90).

Now, for $\dot{\epsilon} \neq 0$, carrying out the integral over $q$ yields:

$$
\langle \vartheta(r,t) \vartheta(0,t) \rangle = \frac{2k_B T}{\gamma_{\text{eff}}} \int_0^t dt' e^{-\frac{1}{2} q^t q} (C19)
$$

Reintroducing the original coordinates, via Eq. (C10), yields the equal time correlation function in the following integral form:

$$
\langle \vartheta(r,t) \vartheta(0,t) \rangle = \frac{k_B T}{2\pi K} \int_0^t \frac{d\Delta t}{\Delta t \sqrt{1 + \frac{1}{4} \dot{\epsilon}^2 \Delta t^2}} \exp \left[ -\frac{r^2 - \dot{\epsilon} \Delta t x y + (1 + \frac{1}{4} \dot{\epsilon}^2 \Delta t^2) y^2}{2D \Delta t (4 + \frac{1}{4} \dot{\epsilon}^2 \Delta t^2)} \right].
$$

(C22)
where $\Delta t = t - t'$. Finally, taking $\tau = \epsilon \Delta t$, switching to polar coordinates, and taking the limit $t \to \infty$, allows one to express the steady state connected correlation function in the form given by Eq. (101).

3. Derivation of Eq. (103)

As the function $\mathcal{G}(\tau, \phi)$ in Eq. (102) approximately scales like $\mathcal{G}(\tau, \phi) \sim 1/\tau$, the exponential factor $\exp[-\mathcal{G}(\tau, \phi) \tau^2]$, with $z \ll 1$, affects the magnitude integrand only for $\tau \ll 1$ and rapidly plateaus to one for $\tau \gg 1$. Taking advantage of this, one can approximate:

$$
\int_0^\infty dr \frac{e^{-\mathcal{G}(\tau, \phi) \tau^2}}{\tau \sqrt{4 + \frac{1}{3} \tau^2}} \approx \int_0^1 d\tau \frac{e^{-\frac{\tau^2}{2\pi}}}{\tau \sqrt{4 + \frac{1}{3} \tau^2}} + \int_1^\infty d\tau \frac{\tau}{\tau \sqrt{4 + \frac{1}{3} \tau^2}}
$$

$$
= -\frac{1}{2} \text{Ei} \left(-\frac{z^2}{8}\right) + \frac{1}{2} \arcsinh 2\sqrt{3}.
$$

(C23)

This approximation can always be applied to the first integral at the right-hand side Eq. (101), since the cut-off radius $a$ is a microscopic length scale, and, for $r \ll \ell_s$, to the second integral as well. Using again the expansion of the exponential integral, this readily yields the usual logarithmic dependence, Eq. (C20), in the short distance limit. Similarly, for $r \gg \ell_s$ the second integral at the right-hand side of Eq. (101) vanishes, whereas the first integral yields again Eq. (C23) with $z = a/\ell_s$, from which one recovers Eq. (103).
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