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Abstract
This paper proposes a new class of distribution using the concept of exponentiated of distribution function that provides a more flexible model to the baseline model. It also proposes a new lifetime distribution with different types of hazard rates such as decreasing, increasing and bathtub. After studying some basic statistical properties and parameter estimation procedure in case of complete sample observation, we have studied point and interval estimation procedures in presence of type-II censored samples under a classical as well as Bayesian paradigm. In the Bayesian paradigm, we considered a Gibbs sampler under Metropolis-Hasting for estimation under two different loss functions. After simulation studies, three different real datasets having various nature are considered for showing the suitability of the proposed model.

Keywords: LTE distribution, Gibbs sampler, M-H algorithm, Bootstrap confidence interval, HPD interval

1. Introduction
In statistical literature, a number of lifetime models have been discussed for analyzing uncertainty of random phenomenon of life. In lifetime models, exponential distribution is one of the oldest and famous model due to its properties and easy tractability of estimation for different parameters and close form solutions. However, the utility of this model becomes restricted when it has only constant hazard rate due to a lifetime experiment that exhibits non constant behavior. However, the constant hazard rate property is visa versa property of the exponential model. Researchers have therefore moved to develop a more flexible model with most of the developed models somehow related to the exponential model as Weibull, gamma and Lindley distribution (Lindley, 1958). Generalization and transformation are some techniques that are more popular nowadays for proposing a new lifetime model. Mudholkar and Srivastava (1993) proposed a three parameter exponentiated Weibull distribution. Gupta et al. (1998) also proposed an exponentiated exponential distribution (Gupta and Kundu, 2001) known as Lehmann type I distribution. In this technique, cumulative distribution function raised to a shape parameter which increase the flexibility of baseline model. Nadarajah and Kotz (2006) subsequently proposed exponentiated gamma, exponentiated Frechet and exponentiated Gumbel distribution. In this context quadratic rank transmuted matrix (QRTM) is a new technique of generalization proposed by Shaw and Buckley (2007) (see Aryal and Tsokos (2009) for more details). Cordeiro et al. (2013) recently proposed a new class of distribution by adding two new shape parameters. Another method is
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Kumaraswamy generalization (KWG) by Kumaraswamy (1980) that also adds two additional shape parameters. In addition, nearly all extensions add few additional parameters to the existing model. That results to addition of complexities in future inferences. Additional parameters provide greater flexibility, but with added complexity in the estimation of parameter(s).

Perhaps, keeping this point in mind Maurya et al. (2016) proposed logarithmic transformation (LT) method to obtain a new distribution. If \( G(x) \) be baseline cumulative distribution function (CDF), LT transformation provides new CDF \( F(x) \) as given below:

\[
F(x) = 1 - \frac{\log[2 - G(x)]}{\log 2}, \quad x > 0
\]

and they considered exponential distribution as baseline distribution and named it LTE distribution. Therefore, this gives a distribution with non constant hazard rates. Another advantage of the use of this transformation is that the new distribution preserves the properties of being parsimonious in the parameter because it does not add any additional parameter. A more generalized concept of LT method was proposed by Pappas et al. (2012). Using this concept, Dey et al. (2017) proposed a new distribution and studying its statistical properties and naming as \( \alpha \) LT generalized exponential distribution (see also Nassar et al. (2018) and Dey et al. (2019) for more details about the transformation).

Either no model is perfect or no model is worst. In this series, our objective is to propose a new class of distribution with a transformation technique that incorporates all types of hazard rates for the appropriate choice of shape parameter. Here we propose the use of LT method on the exponentiated CDF (i.e., applying Lehmann type I on LT technique) referred to as generalized LT (GLT) method. The obtained distribution is expected to possess both monotone and non-monotone shapes of hazard rate, depending on the choice of the values of the parameters. The new distribution through GLT can be obtained as: let \( X \) be a random variable with CDF \( G(x) \) and \( g(x) \) be the corresponding probability density function (PDF) taken as the baseline distribution and let \( F(x) \) and \( f(x) \) be the CDF and PDF of the proposed GLT distribution respectively, then new CDF \( F(x) \) is defined as,

\[
F(x) = 1 - \frac{\log[2 - G^\alpha(x)]}{\log 2}, \quad x > 0, \ \alpha > 0 \tag{1.1}
\]

and the corresponding PDF is,

\[
f(x) = \frac{\alpha g(x)G^{\alpha-1}(x)}{[2 - G^\alpha(x)]\log 2}, \quad x > 0, \ \alpha > 0. \tag{1.2}
\]

For the illustrative point of view, we consider exponential distribution as baseline distribution due to its simplicity and popularity in life testing problem. The CDF of exponential distribution with scale parameter \( \theta \) is \( G(x) = 1 - e^{-\theta x}; \ x, \theta > 0 \) and corresponding PDF as \( g(x) = \theta e^{-\theta x} \).

Now, using GLT method proposed in equation (1.1), the CDF and PDF of new proposed distribution, known as GLT exponential (GLTE) distribution can easily be obtained as:

\[
F(x) = 1 - \frac{\log\left(2 - (1 - e^{-\theta x})^\alpha\right)}{\log 2}, \tag{1.3}
\]

\[
f(x) = \frac{\alpha \theta e^{-\theta x} \left(1 - e^{-\theta x}\right)^{\alpha-1}}{\left(2 - (1 - e^{-\theta x})^\alpha\right)\log 2}, \quad x, \theta, \alpha > 0. \tag{1.4}
\]
and its associated hazard rate is,

\[ h(x) = \frac{\alpha \theta e^{-\alpha x} \left( 1 - e^{-\alpha x} \right)^{\alpha - 1}}{\left( 2 - (1 - e^{-\alpha x})^\alpha \right) \log \left( 2 - (1 - e^{-\alpha x})^\alpha \right)}, \]

(1.5)

where \( \alpha \) is the shape parameter and \( \theta \) is the scale parameter of the distribution.

However, a researcher may receive incomplete or partially known data because the complete information on lifetime data for the estimation purpose of the parameters may not always available. These type of datasets are know as censored data. In general, there are two conventional censoring schemes named, type-I (time) and type-II (failure) censoring scheme. Here, we are using type-II censored sample for the estimation purpose because, the experiment will be terminated in this censoring scheme after obtaining a prefixed number of failures (let it be \( r \)) rather than total \( n \) failures placed on the life testing experiment. Therefore, we can obtain as number of failures as we require to maintain the efficiency of statistical inference. See Nelson (2003) and Lawless (2011) for the estimation problem under type-I and type-II censoring schemes. Evans and Ragab (1983), Singh et al. (2005), and Kundu and Howlader (2010) used a Bayesian technique to estimate parameters under type-II censoring scheme for different lifetime models.

The rest of the paper is organized as follows. Section 2, discusses the shapes of CDF, PDF, and hazard rates for various value for the parameters of the proposed distribution. Section 3, deals with the basic statistical properties of the proposed model and Section 4, discusses the parameter estimation procedure in complete sample data for the distribution. In Section 5, the point estimation methods in case of type-II censoring in both paradigms are given. Section 6, deals with interval estimations in both paradigms. A simulation study under complete sample as well as type-II censored sample is elaborated in Section 7, under both paradigms. Section 8, illustrates three real datasets to show the suitability of the proposed model in comparison to six other famous lifetime models having the same nature of hazard rate in both cases of complete as well as censoring in both the paradigms. Finally, conclusion is summarized in Section 9.

2. Nature of distribution and hazard rate

The shape of the distribution is an important feature in any distribution because it gives an indication on the nature of the distribution. The CDF plot using equation (1.3) is given in Figure 1. This figure shows that the proposed distribution does not possess a stochastic ordering relationship if shape parameter \( \alpha \) is less than scale parameter \( \theta \). The PDF plot for various value of \( \alpha \) and \( \theta \) using equation (1.4) are given in Figure 1 and shows that the proposed model is very flexible with the capability to fit a wide variety of real datasets.

We now follow Glaser (1980) lemma to study the shapes of hazard rate. As he defined the term \( \eta(t) = -f'(t)/f(t) \) where \( f(t) \) is density function and \( f'(t) \) is first derivative of \( f(t) \) with respect to \( t \) and stated that:

**Lemma 1.** 1. If \( \eta'(t) > 0 \) for all \( t > 0 \), then distribution has increasing hazard rate (IHR).

2. If \( \eta'(t) < 0 \) for all \( t > 0 \), then distribution has decreasing hazard rate (DHR).

3. Suppose there exists \( t' > 0 \) such that \( \eta'(t) < 0 \) for all \( t \in (0, t') \), \( \eta'(t') = 0 \), and \( \eta'(t) > 0 \) for all \( t > t' \) and \( \epsilon = \lim_{t \to 0} f(t) \) exists. Then if

   (a) \( \epsilon = \infty \), distribution has bathtub hazard rate.
(b) \( \epsilon = 0 \), distribution has IHR (for more details see Glaser (1980), Gupta et al. (1998)).

In our proposed distribution, we see that:

\[
\eta(t) = \theta - \frac{(\alpha - 1)\theta e^{-\theta t}}{1 - e^{-\theta t}} - \frac{\alpha \theta e^{-\theta t}(1 - e^{-\theta t})^{\alpha - 1}}{2 - (1 - e^{-\theta t})^\alpha}
\]

and

\[
\eta'(t) = \frac{\theta^2 e^{-\theta t} \left[4(\alpha - 1) - (1 - e^{-\theta t})^{2\alpha} + (4 - 2\alpha - 2\alpha^2 e^{-\theta t})(1 - e^{-\theta t})^\alpha\right]}{(1 - e^{-\theta t})^2 [2 - (1 - e^{-\theta t})^\alpha]^2}.
\] (2.1)

Now, it can easily be checked that the following three cases may arise:

1. When \( \alpha \geq 1 \), then from equation (2.1), we have \( \eta'(t) > 0 \) for all \( t > 0 \), hence distribution has IHR.
2. When \( \alpha \leq 0.5 \), we have \( \eta'(t) < 0 \) for all \( t > 0 \), hence distribution has DHR.
3. When \( 0.5 < \alpha < 1 \), then we have verified that there always exists a \( t^* \) such that \( \eta'(t) < 0 \) when \( t \in (0, t^*) \) and \( \eta'(t^*) = 0 \) and \( \eta'(t) > 0 \) for all \( t > t^* \), where \( t^* \) depend on the value of \( \alpha \) and \( \theta \) but the exact functional form of \( t^* \) in terms of \( \alpha \) and \( \theta \) could not be obtained.

It is also easy to verify from equation (1.4) that \( \lim_{t \to 0} f(t) = \infty \) when \( \alpha < 1 \), hence, the proposed distribution has a bathtub hazard rate. Various shapes of the hazard rate are plotted in Figure 2 to support the above conclusions. The proposed distribution therefore includes both monotone and non-monotone types of hazard rates (increasing, decreasing and bathtub hazard rates).

3. Statistical properties of the proposed distribution

The proposed GLTE model can also be obtained through the model proposed by Dey et al. (2017) as a unique choice of the parameter because they considered generalized exponential distribution as
baseline model in LT transformation while we used exponential distribution as baseline model. In this section, some basic statistical properties of the proposed distribution such as moments, moment generating function (MGF), characteristics function (CHF), cumulant generating function (CGF) and Shannon entropy are systematically discussed below. One may also follow Dey et al. (2017) for more details about distributional properties.

3.1. Moments

Moments are useful in studying the nature of a distribution. However, in deriving the expression of moments, we shall derive the following lemma.

**Lemma 2.**

\[
K_1(\theta, \alpha, r, \delta) = \int_0^\infty x^r \frac{e^{-dx}(1-e^{-\theta x})^{\alpha-1}}{2 - (1-e^{-\theta x})^\alpha} dx
\]

\[
= \sum_{l=0}^{\infty} \sum_{m=0}^{l} \sum_{n=0}^{m+1} (-1)^{l+m+n} \binom{l}{m} \binom{\alpha(m+1)-1}{n} \frac{r!}{(\delta + \theta n)^{r+1}}. \tag{3.1}
\]

**Proof:** As a convergent sum of infinite terms of geometric series, \(1/(1+x) = \sum_{i=0}^\infty (-x)^i\) where \(x < 1\),
we get,

\[ K_1(\theta, \alpha, r, \delta) = \int_0^\infty x^r e^{-\delta x} \left(1 - e^{-\delta x}\right)^{\alpha - 1} \sum_{l=0}^\infty (-1)^l \left(1 - \left(1 - e^{-\delta x}\right)^{\alpha - 1}\right)^l \, dx \]

using the expansion of series, \((1 - y)^b = \sum_{i=0}^\infty \left(-1\right)^i \binom{b}{i} y^i\) and then simplifying, we get,

\[ K_1(\theta, \alpha, r, \delta) = \sum_{l=0}^\infty \sum_{m=0}^l (-1)^{l+m} \binom{l}{m} \int_0^\infty x^r e^{-\delta x} \left(1 - e^{-\delta x}\right)^{\alpha + m + 1} \, dx \]

(Readers may follow Graham et al. (1994) for a detailed expression of binomial series).

Using the above Lemma 2, we get \(r^{th}\) moment as,

\[ E(X^r) = \frac{\alpha \theta}{\log 2} K_1(\theta, \alpha, r, \theta). \quad (3.2) \]

Hence, the arithmetic mean of the proposed distribution is, \(E(X) = \frac{\alpha \theta}{\log 2} K_1(\theta, \alpha, 1, \theta)\). Similarly, other measures such as variance, skewness and kurtosis of random variable \(X\) following the proposed model can be easily obtained.

3.2. Moment generating function, characteristics function and cumulant generating function

If \(X\) is a random variable following the proposed distribution with PDF defined in equation (1.4), then its MGF is given as follows,

\[ M_X(t) = \frac{\alpha \theta}{\log 2} K_1(\theta, \alpha, 0, \theta - t), \quad \text{for } t < \theta. \quad (3.3) \]

CHF of \(X\) can be found as,

\[ \phi_X(t) = \frac{\alpha \theta}{\log 2} K_1(\theta, \alpha, 0, \theta - it), \quad (3.4) \]

where \(i = \sqrt{-1}\) stand for imaginary and CGF of \(X\) found as,

\[ K_X(t) = \log \left(\frac{\alpha \theta}{\log 2}\right) + \log K_1(\theta, \alpha, 0, \theta - t). \quad (3.5) \]

3.3. Shannon entropy

An entropy is a measure that measures the randomness of any system. Shannon entropy proposed by Shannon (1951) is defined as \(E[-\log f(x)]\). Thus, by using equation (1.4), we can write,

\[ -\log f(x) = -\log \left(\frac{\alpha \theta}{\log 2}\right) + \theta x - (\alpha - 1) \log \left(1 - e^{-\delta x}\right) + \log \left[2 - \left(1 - e^{-\delta x}\right)^{\alpha}\right] \quad (3.6) \]
and hence,
\[ E[- \log f(x)] = - \log \left( \frac{\alpha \theta}{\log 2} \right) + \frac{\alpha \theta^2}{\log 2} K_1(\theta, \alpha, 1, \theta) + \frac{0.5823(\alpha - 1) \log 2}{\alpha \log 2} + \frac{\log 2}{2}, \tag{3.7} \]
where \( K_1(\cdot, \cdot, \cdot) \) is the mean of the proposed distribution, given in Lemma 2.

4. Estimation of the parameters in presence of complete sample

In a classical set-up, we use the maximum likelihood estimator of parameters \( \alpha \) and \( \theta \) for the proposed distribution obtained by maximizing the likelihood function. In addition, the estimator that maximizes the likelihood function will also maximize the logarithmic (log) of the likelihood function. A log likelihood function is used because it is easy to deal with the log of the likelihood function instead of only the likelihood function. Let \( x_1, x_2, \ldots, x_n \) be \( n \) independent identically distributed random variables from the proposed distribution therefore, the logarithmic likelihood (log L) function using equation (1.4) is,
\[
\log L = \log \prod_{i=1}^{n} f(x_i \mid \alpha, \theta) = n \log \frac{\alpha \theta}{\log 2} + (\alpha - 1) \sum_{i=1}^{n} \log \left( 1 - e^{-\theta x_i} \right) - \theta \sum_{i=1}^{n} x_i - \sum_{i=1}^{n} \log \left[ 2 - \left( 1 - e^{-\theta x_i} \right)^\alpha \right]. \tag{4.1}
\]
Differentiating equation (4.1) with respect to the parameters \( \alpha \) and \( \theta \) we get,
\[
\frac{\partial \log L}{\partial \alpha} = \frac{n}{\alpha} + \sum_{i=1}^{n} \log \left( 1 - e^{-\theta x_i} \right) + \sum_{i=1}^{n} \left[ \frac{(1 - e^{-\theta x_i})^{\alpha} \log \left( 1 - e^{-\theta x_i} \right)}{2 - (1 - e^{-\theta x_i})^\alpha} \right], \tag{4.2}
\]
and
\[
\frac{\partial \log L}{\partial \theta} = \frac{n}{\theta} - \sum_{i=1}^{n} x_i + (\alpha - 1) \sum_{i=1}^{n} \left( \frac{x e^{-\theta x_i}}{1 - e^{-\theta x_i}} \right) + \sum_{i=1}^{n} \left( \frac{\alpha x_i (1 - e^{-\theta x_i})^{\alpha - 1} e^{-\theta x_i}}{2 - (1 - e^{-\theta x_i})^\alpha} \right). \tag{4.3}
\]
Now, we obtain two non-linear equations (likelihood equations) after equating these equations to zero. Solving these likelihood equations simultaneously provides the maximum likelihood estimators (MLE) \( \hat{\alpha} \) and \( \hat{\theta} \) of parameters \( \alpha \) and \( \theta \) respectively. These equations cannot be solved analytically therefore, we propose the use of Newton-Raphson method because one can use numerical techniques for their solution. For the choice of initial guess, contour plot technique is used.

The estimation of the parameters in the Bayesian paradigm in presence of a censored sample, is given in Section 5 (for point estimation) and Section 6 (for interval estimation). From these discussions, we can easily obtain the point and interval estimates for the parameters in presence of complete sample just by putting \( r = n \) in the corresponding equations.

5. Point estimation of the parameters in presence of type-II censoring

This section discusses the point estimation in the presence of type-II censoring for both a classical and Bayesian set-up. The detailed discussion is given below.
Let \( x(1), x(2), \ldots, x(r) \) be the \( r \) ordered type-II right censored random observations obtained from \( n \) units placed on a life-testing experiment where each unit has its lifetime following the PDF given in equation (1.4), with the largest \((n - r)\) lifetimes having been censored. Then, the likelihood function is given by Cohen (1965) and Balakrishnan and Cohen (2014) as

\[
L(\alpha, \theta | x) = \frac{n!}{(n-r)!} \prod_{i=1}^{r} f(x(i) | \alpha, \theta) [1 - F(x(i) | \alpha, \theta)]^{n-r}.
\]  

(5.1)

In a classical set-up, maximum likelihood estimators and in Bayesian framework, Bayes estimates using informative and non-informative prior under two different loss functions namely; squared error and linex are used. The procedures are discussed systematically in the following subsections.

5.1. Classical method of estimation for parameters

From equation (5.1), the likelihood function of the distribution can be written as,

\[
L(\alpha, \theta | x) = \frac{n!}{(n-r)!} \prod_{i=1}^{r} \alpha \theta e^{-\theta x(i)} \left(1 - e^{-\theta x(i)}\right)^{\alpha-1} \times \left[\frac{\log 2}{\log 2}\right]^{\alpha-\theta}.
\]  

(5.2)

and logarithmic of likelihood function can be written as,

\[
\log L = \log \left[\frac{n!}{(n-r)!}\right] + r \log \frac{\alpha \theta}{\log 2} + (\alpha - 1) \sum_{i=1}^{r} \log \left(1 - e^{-\theta x(i)}\right) - \theta \sum_{i=1}^{r} x(i)
- \sum_{i=1}^{r} \log \left[2 - \left(1 - e^{-\theta x(i)}\right)^{\alpha}\right] + \left(n - r\right) \log \left[\frac{\log 2}{\log 2}\right].
\]  

(5.3)

Now, the method of finding MLEs of parameters are same as discussed in case of complete sample in Section 4.

5.2. Bayesian method of estimation for parameters

In a Bayesian paradigm, posterior probability is an effect of two components with a prior probability and a likelihood function, calculated from the statistical model for the observed data. The prior distribution of the parameters are assumed before the data is observed. The prior distribution might not be easy to determine. There are different categorization to the prior distribution of parameters defined as proper and improper prior. Another way to define the priors are based on available advanced information and known as informative and non-informative prior. Here, we used an informative prior distribution for \( \alpha \) as Gamma\((a, b)\) and a non-informative prior distribution for \( \theta \), because the nature of hazard rate of the proposed distribution depends on \( \alpha \), the shape parameter. Therefore, the prior for parameter \( \alpha \) is,

\[
\pi(\alpha) = \frac{a^b \alpha^{b-1} e^{-\alpha a}}{\Gamma(b)}, \quad \alpha, a, b > 0
\]  

(5.4)

and prior for parameter \( \theta \) is,

\[
\pi(\theta) = \frac{1}{\theta}, \quad \theta > 0.
\]  

(5.5)
Hence, the joint prior of parameters $\alpha$ and $\theta$ can be written as,
\[
\pi(\alpha, \theta) = \frac{\alpha^a \theta^{b-1} e^{-\alpha a}}{\theta^b} \cdot \theta, \alpha, a, b > 0. \tag{5.6}
\]
where the hyper parameters $(a, b)$ are assumed to be known and can be evaluated by following the method suggested by Singh et al. (2013). Using the prior (given in equation (5.6)) and the sample information (via likelihood function given in equation (5.2)), the posterior density for the proposed model is,
\[
\Pi(\alpha, \theta \mid x) = \frac{L(\alpha, \theta \mid x) \pi(\alpha, \theta)}{\int L(\alpha, \theta \mid x) \pi(\alpha, \theta) d\alpha d\theta} = \frac{J_1}{J_0}, \tag{5.7}
\]
where $J_0 = \int J_1 d\alpha d\theta$. Using the prior density (given in equation (5.6)) and the sample information (via likelihood function given in equation (5.3)), the numerator of equation (5.7) can be written as,
\[
J_1 = \prod_{i=1}^r \frac{\alpha \theta e^{-\theta x_i} (1 - e^{-\theta a_i})^{a_i-1}}{2 (1 - e^{-\theta a_i})^a} \log 2 \times \log \left(2 - \left(1 - e^{-\theta a_i}\right)^a\right) \times \alpha^{a_i-1} e^{-\alpha a_i}. \tag{5.8}
\]
Marginal posterior densities of $\alpha$ and $\theta$ are obtained by integrating equation (5.8) with respect to $\theta$ and $\alpha$ respectively. In Bayesian statistics, a loss function is used for the estimation of parameters. Here, we consider two different types of loss functions of a symmetric type of loss function named squared error loss function (SELF) and an asymmetric loss function called a linex loss function (LLF). The SELF is defined as $L(\hat{\theta}, \theta) = (\hat{\theta} - \theta)^2$, where $\hat{\theta}$ is the Bayes estimator of $\theta$ and under SELF, Bayes estimator is nothing but the posterior mean.

The linex loss function (Varian, 1975) is defined as $L(\hat{\theta}, \theta) = e^{c(\hat{\theta} - \theta)} - c(\hat{\theta} - \theta) - 1$; where $c \neq 0$. Here, constant $c$ determines the shape of the loss function. For small values of $c$, the behavior of linex loss function is approximately the same as a symmetric loss function. Under LLF, the Bayes estimator is given by $\hat{\theta}_L = -(1/c) \log(E_{\theta}(e^{-\theta a} \mid x))$. We have computed the Bayes estimator for the unknown parameter under SELF and LLF. The Bayes estimate of $\alpha$ and $\theta$ under SELF is given by
\[
\hat{\alpha}_S = \frac{1}{J_0} \int_0^\infty \alpha \left(\int_0^\infty J_1 d\theta\right) d\alpha \tag{5.9}
\]
and
\[
\hat{\theta}_S = \frac{1}{J_0} \int_0^\infty \theta \left(\int_0^\infty J_1 d\alpha\right) d\theta. \tag{5.10}
\]
The Bayes estimate of $\alpha$ and $\theta$ under LLF is given by
\[
\hat{\alpha}_L = -\frac{1}{c} \log \left[\frac{1}{J_0} \int_0^\infty e^{-\alpha E_{\theta}(e^{-\theta a} \mid x)} \left(\int_0^\infty J_1 d\theta\right) d\alpha\right] \tag{5.11}
\]
and
\[
\hat{\theta}_L = -\frac{1}{c} \log \left[\frac{1}{J_0} \int_0^\infty e^{-\theta E_{\alpha}(e^{-\alpha a} \mid x)} \left(\int_0^\infty J_1 d\alpha\right) d\theta\right]. \tag{5.12}
\]
It is not possible to compute equations (5.9)–(5.12) analytically; therefore, we used the approach of the Markov chain Monte Carlo (MCMC) technique to approximate these equations (Hastings, 1970; Robert and Casella, 2013).
5.2.1. The Metropolis-Hastings within Gibbs sampling

The Metropolis-Hastings algorithm is the general purpose technique for sampling from complex density models (introduced by Metropolis and Ulam (1949), Metropolis et al. (1953) and extended by Hastings (1970)). One can also see Chib and Greenberg (1995) for review literature. Gibbs sampler (Geman and Geman, 1984; Tierney, 1994) is a special case of a MCMC algorithm where randomly generated data is always accepted. It generates a sequence of samples from the full conditional probability distribution of two or more random variables. Gibbs sampling requires decomposing the joint posterior into the full conditional distributions for each parameter and then sampling from them. For the GLTE parameters $\alpha$ and $\theta$, priors have been given in equation (5.4) and equation (5.5) and the joint posterior has been given in equation (5.7). The integrations involved in the posterior and Bayes estimator cannot be solved analytically, therefore, we suggest to use MCMC technique, named Gibbs sampler to simulate from the posterior density, so that sample based information can be easily drawn. Reader may follow Gelfand and Smith (1990) and Smith and Roberts (1993) for more detailed.

6. Interval estimation of parameter in presence of type-II censoring

This section deals with classical and Bayesian confidence intervals (CIs) estimation. We computed asymptotic confidence interval and bootstrap confidence intervals in classical framework. The highest posterior density interval for the parameter is obtained in a Bayesian framework. A detailed discussion is given in subsequent subsections.

6.1. Classical interval estimation

Classical methods of interval estimations are discussed in this subsection. Asymptotic confidence intervals and bootstrap intervals are also discussed in subsequent subsections.

6.1.1. Asymptotic confidence interval

In case of large samples, we can obtain confidence intervals based on the diagonal elements of an inverse Fisher information matrix $I^{-1}(\hat{\alpha}, \hat{\theta})$ that provides the estimated asymptotic variance for the parameters $\alpha$ and $\theta$ respectively. Thus, two sided $100(1 - \beta)\%$ confidence interval of $\alpha$ and $\theta$ can be defined as

$$[\hat{\alpha} \pm Z_{\beta/2} \sqrt{\text{var}(\hat{\alpha})}] \quad \text{and} \quad [\hat{\theta} \pm Z_{\beta/2} \sqrt{\text{var}(\hat{\theta})}],$$

where $Z_{\beta/2}$ denotes the upper $\beta/2\%$ point of standard normal distribution. Fisher information matrix can be estimated by,

$$I(\hat{\alpha}, \hat{\theta}) = \begin{bmatrix} -\partial^2 \log L / \partial \alpha^2 & -\partial^2 \log L / \partial \alpha \partial \theta \\ -\partial^2 \log L / \partial \alpha \partial \theta & -\partial^2 \log L / \partial \theta^2 \end{bmatrix}_{(\hat{\alpha}, \hat{\theta})},$$

(6.1)

where,

$$\partial^2 \log L / \partial \alpha^2 = -n / \alpha^2 + 2 \sum_{i=1}^{n} \left[1 - e^{-\theta x_i}\right]^{y} \left[\log \left(1 - e^{-\theta x_i}\right)\right]^2 / (2 - (1 - e^{-\theta x_i})^2),$$
\[
\frac{\partial^2 \log L}{\partial \alpha \partial \theta} = -\frac{n}{\alpha} + (\alpha - 1) \sum_{i=1}^{n} \frac{x_i^2 e^{-\theta x_i}}{(1 - e^{-\theta x_i})^2} + \alpha \sum_{i=1}^{n} \frac{x_i^2 (2(1-e^{-\theta x_i})) e^{-\theta x_i} (1-e^{-\theta x_i})^{\alpha-1} (\alpha-1) e^{-\theta x_i} (1-e^{-\theta x_i})^{-1} + \alpha x_i^2 e^{-\theta x_i} (1-e^{-\theta x_i})^{2\alpha-1}}{(2 - (1-e^{-\theta x_i})^2)^2}.
\]

\[
\frac{\partial^2 \log L}{\partial \alpha \partial \theta} = \sum_{i=1}^{n} \frac{x_i^2 e^{-\theta x_i}}{(1 - e^{-\theta x_i})} + \sum_{i=1}^{n} \frac{x_i e^{-\theta x_i} (2 - (1-e^{-\theta x_i})^2 (1-e^{-\theta x_i})^{\alpha-1} [1 + \alpha \log (1-e^{-\theta x_i}) [1 + \alpha x_i e^{-\theta x_i} (1-e^{-\theta x_i})^\alpha]}}{(2 - (1-e^{-\theta x_i})^2)^2}.
\]

**6.1.2. Bootstrap confidence interval**

Class intervals based on the asymptotic property or normal theory assumption perform inadequately for small samples. One can obtain the accurate intervals using bootstrap without having normal theory assumption. The bootstrap method firstly introduced by Efron (1979). It is a general re-sampling procedure to estimate the statistics of distributions based on independent observations. Here, we discussed two types of CIs using bootstrap method, percentile bootstrap (Boot-p) suggested by Efron (1982) and studentized bootstrap (Boot-t), suggested by Peter (1988).

- **Boot-p**: An algorithm for the Boot-p CI is:
  1. Assemble the type-II censored data \(x\) and obtain MLEs for the parameters \(\alpha\) & \(\theta\), denoted as \(\hat{\alpha}_{ML} \& \hat{\theta}_{ML}\).
  2. Generate a type-II censored sample by using MLEs of the parameters.
  3. Generate \(B\) bootstrap samples from the above generated samples.
  4. Obtain MLEs for each \(B\) bootstrap sample, denoted as \(\hat{\alpha}^*_1, \hat{\theta}^*_1, \hat{\alpha}^*_2, \hat{\theta}^*_2, \ldots, \hat{\alpha}^*_B, \hat{\theta}^*_B\).
  5. Arrange these in ascending orders as \(\hat{\alpha}^{*1}, \hat{\alpha}^{*2}, \ldots, \hat{\alpha}^{*B}\) and \(\hat{\theta}^{*1}, \hat{\theta}^{*2}, \ldots, \hat{\theta}^{*B}\).

  A pair of 100\((1 - \beta)\%\) Boot-p CIs for \(\alpha\) & \(\theta\) are given by

  \[
  \left[\hat{\alpha}^{(*)}_{\left(\frac{1}{2}\right)}, \hat{\alpha}^{(*)}_{\left(1 - \frac{1}{2}\right)}\right] \quad \text{and} \quad \left[\hat{\theta}^{(*)}_{\left(\frac{1}{2}\right)}, \hat{\theta}^{(*)}_{\left(1 - \frac{1}{2}\right)}\right]
  \]

  respectively.

- **Boot-t**: Boot-p is very simple algorithm; however, the percentile approach is not so much accurate if the sample size is small. Therefore the Boot-t, can be used because it gives more accuracy to results than the percentile approach. The following steps are in the algorithm of Boot-t CIs.

  5. Repeat step 1-4 as in Boot-p approach.
  6. Compute standard errors of the parameters also, denoted as \(\hat{se}_1^*(\alpha), \hat{se}_1^*(\theta), \hat{se}_2^*(\alpha), \hat{se}_2^*(\theta), \ldots, \hat{se}_B^*(\alpha), \hat{se}_B^*(\theta)\).
  7. Compute statistics \(z_b^*(\alpha) = (\hat{\alpha}_b^* - \hat{\alpha}_{ML})/\hat{se}_b^*(\alpha)\) and \(z_b^*(\theta) = (\hat{\theta}_b^* - \hat{\theta}_{ML})/\hat{se}_b^*(\theta)\), for each \(b = 1, 2, \ldots, B\).
  8. Arrange \(z_b^*(\alpha)\) in ascending orders as \(z_{(1)}^*(\alpha), z_{(2)}^*(\alpha), \ldots, z_{(B)}^*(\alpha)\).
9. Arrange $z_\star^a(\theta)$ in ascending orders as $\{z_\star^a(1)(\theta), z_\star^a(2)(\theta), \ldots, z_\star^a(\beta)(\theta)\}$.

A pair of $100(1-\beta)$% Boot-t CIs for $\alpha$ & $\theta$ are given by

$$\left[\hat{\alpha}_{\text{ML}} - z_\star^a(\alpha(1-\frac{1}{2}\beta)) \times \text{se}(\alpha), \hat{\alpha}_{\text{ML}} + z_\star^a(\alpha(\frac{1}{2}\beta)) \times \text{se}(\alpha)\right]$$

and

$$\left[\hat{\theta}_{\text{ML}} - z_\star^a(\theta(1-\frac{1}{2}\beta)) \times \text{se}(\theta), \hat{\theta}_{\text{ML}} + z_\star^a(\theta(\frac{1}{2}\beta)) \times \text{se}(\theta)\right]$$

respectively. Refer to Davison and Hinkley (1997), Efron and Tibshirani (1994), and Carpenter and Bithell (2000) for a more detailed study.

6.1.3. Bayesian confidence interval

In Bayesian philosophy, the parameter considered to be a random variable, then what is probability that the parameter $\theta$ lies within a specified interval. Edwards et al. (1963) named it credible interval and the shortest interval among all of the Bayesian credible intervals is called highest posterior density (HPD) interval. The HPD credible interval (Chen and Shao, 1999) of the parameter $\theta$ is obtained based on ordered MCMC samples of $\theta$ as $\theta(1), \theta(2), \ldots, \theta(N)$. After that $100(1-\beta)$% credible interval for the parameter $\theta$ is obtained as $((\theta(1), \theta(\lceil(1-\beta)N\rceil)), \ldots, (\theta[\lceil N\beta \rceil], \theta(N)))$. Where $\lceil Y \rceil$ denotes the largest integer less than or equal to $Y$. After that, HPD credible interval for $\theta$ is that interval for which length is shortest (see Box and Tiao (1973), Edwards et al. (1963), and Sinha (1987) for a detailed study on HPD interval).

7. Simulation studies

This section performs the simulation study for the proposed model GLTE in the presence of a complete as well as type-II censored sample. For the purpose of point estimation, we calculated MLEs of parameters along with their mean square error (MSE) under classical set up as well as estimates calculated under different loss functions along with their risks in case of Bayesian inference. In case of interval estimation, we calculated asymptotic confidence intervals, Boot-t and Boot-p confidence intervals in classical and HPD confidence intervals in Bayesian set-up. The sample observations from the proposed model can be obtained by solving $F(x) = u$. Hence, from equation (1.3), we get

$$x = -\frac{1}{\theta} \log \left[1 - (2 - 2^u)^{\frac{1}{\alpha}}\right],$$

where $u$ stand for a uniform random variable from $U(0, 1)$. For data generation, we used equation (7.1) and the values of true parameters $(\alpha, \theta)$ have been taken as $(0.5, 0.5)$, $(0.8, 0.8)$ and $(1, 1)$. The reason for this combination is that, in these choice of parameters, the proposed distribution exhibits all of its shapes of hazard rate such as IHR, DHR and bathtub hazard rates.

In case of Bayesian analysis, we assumed that the shape parameter $\alpha$ has gamma prior and scale parameter $\theta$ as non informative prior given in equation (5.4) and (5.5). The hyper parameters for gamma prior are taken as $(a = 5, b = 0.2$ as particular case). For the generation of posterior samples, in the case of the Bayesian paradigm we have used Gibbs sampling under the M-H technique (see topic 5.2.1 in Section 5). The Bayes estimators of the parameters under the assumption of the above prior using SELF and LLF are obtained from these simulated posterior samples. Only one choice
Table 1: Estimates of parameter $\alpha$ and $\theta$ under different techniques with their risks

| $n$ | $(\alpha, \theta)$ | $\alpha_{ML}$ | $\theta_{ML}$ | $h_{ML}$ | $\alpha_{S}$ | $\theta_{S}$ | $h_{S}$ | $\alpha_{L}$ | $\theta_{L}$ | $h_{L}$ |
|-----|---------------------|----------------|----------------|-----------|-------------|-------------|-----------|-------------|-------------|-----------|
|     | (0.5, 0.5)          | 0.6923         | 0.6856         | 0.6588    | 0.3918      | 0.4859      | 0.5873    | 0.3905      | 0.4823      | 0.5845    |
|     | (0.8, 0.8)          | 1.1779         | 1.0284         | 0.8352    | 0.5319      | 0.6758      | 0.7088    | 0.5296      | 0.6710      | 0.7052    |
|     | (1.0, 1.0)          | 1.5326         | 1.2662         | 0.9791    | 0.6475      | 0.8195      | 0.8011    | 0.6445      | 0.8138      | 0.7968    |
|     | (0.5, 0.5)          | 0.5463         | 0.5502         | 0.5851    | 0.4625      | 0.4933      | 0.5645    | 0.4619      | 0.4923      | 0.5638    |
|     | (0.8, 0.8)          | 0.0233         | 0.0267         | 0.0341    | 0.0114      | 0.0182      | 0.0001    | 0.0001      | 0.0001      | 0.0001    |
|     | (1.0, 1.0)          | 1.1160         | 1.0755         | 0.8983    | 0.8609      | 0.8853      | 0.8154    | 0.7849      | 0.8832      | 0.8140    |
|     | (0.5, 0.5)          | 0.5264         | 0.5298         | 0.5736    | 0.4781      | 0.4970      | 0.5617    | 0.4777      | 0.4964      | 0.5613    |
|     | (0.8, 0.8)          | 0.0341         | 0.0372         | 0.7500    | 0.7217      | 0.7611      | 0.7196    | 0.7207      | 0.7601      | 0.7190    |
|     | (1.0, 1.0)          | 1.0660         | 1.0448         | 0.8827    | 0.8636      | 0.9281      | 0.8313    | 0.8621      | 0.9268      | 0.8305    |

of loss function parameter $c$ has been considered ($c = 0.1$ as particular case) for LLF. Asymptotic confidence intervals, Boot-p and Boot-t CIs are obtained under a classical set-up and HPD CIs are constructed under a Bayesian paradigm for both parameters at 5% level of significance.

7.1. In presence of complete sample

For the complete sample case, we considered a sample size as $n = 10, 30$ and $50$, as small, moderate and large samples. All estimates (point and interval) in both the set up are obtained for the mentioned choices of the parameters ($\alpha, \theta$). The performances of these estimators with their corresponding risks (below the estimates in the brackets) under classical and Bayesian paradigm along with the hazard rates for the model of these estimates provided in Table 1, where $\alpha_{ML}, \theta_{ML}$ are ML estimates of $\alpha, \theta$ and $h_{ML}$ is the estimated value of hazard rate at time $t = 1$ under MLEs. $\alpha_{S}, \theta_{S}$ are Bayes estimates of $\alpha, \theta$ and $h_{S}$ is the value of hazard rate at time $t = 1$ under SELF and in the same fashion, L stands for the Bayes estimates under LLF. Table 2 and Table 3 represent all four interval estimates with their coverage probability (cp) under both the set up for the parameter $\alpha$ and $\theta$ respectively. Here, in Table 2, Conf$_{-}\alpha$ denotes the asymptotic confidence interval, hpd$_{-}\alpha$ stands for the highest posterior density interval, pboot$_{-}\alpha$ denotes Boot-p confidence interval and tboot$_{-}\alpha$ is for the Boot-t confidence interval, where LL stands for the lower limit and UL stands for the upper limit of the confidence intervals for parameter $\alpha$. The same notations are used for parameter $\theta$ in Table 3.

From Tables 1–3, we can conclude that,

1. The MSE’s of both the parameters decreases with the increment in sample size $n$ (10, 30, and 50), in all the three choices of the parameters as $(\alpha, \theta) = (0.5, 0.5), (0.8, 0.8)$, and $(1, 1)$ (Table 1).

2. The risk of both the parameters $\alpha$ and $\theta$ decreases with increment in $n$ under Bayesian paradigm for all choices of parameters taken in this article (Table 1).

3. Table 2 and Table 3 show that the length of the HPD interval is smaller than the length of the other mentioned intervals as asymptotic confidence interval, Boot-p, and Boot-t intervals in case of both the parameters.
Table 2: Classical and Bayesian interval estimates of parameter $\alpha$ with their coverage probability

| $n$ | $\alpha$, $\theta$ | $\text{Conf}_{\alpha}$ | $\text{pboot}_{\alpha}$ | $\text{tboot}_{\alpha}$ | $\text{hpd}_{\alpha}$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
|     | $\text{LL}$,$\text{UL}$,$\text{cp}$ | $\text{LL}$,$\text{UL}$,$\text{cp}$ | $\text{LL}$,$\text{UL}$,$\text{cp}$ | $\text{LL}$,$\text{UL}$,$\text{cp}$ |
| (0.5, 0.5) | (0.1139, 1.2576, 0.9529) | (0.4508, 2.1960, 0.9507) | 0.1284 | 0.1429 | 0.7990 |
| (0.8, 0.8) | (0.7035, 1.2600, 0.9549) | 0.2644 | 1.1667 | 0.7997 | 0.1646 | 1.2394 | 0.8335 |
| (1.0, 1.0) | (0.3812, 1.2421, 0.9504) | 0.3724 | 2.0246 | 0.7990 | 0.2476 | 1.4400 | 0.7692 |

Table 3: Classical and Bayesian interval estimates of parameter $\theta$ with their coverage probability

| $n$ | $\alpha$, $\theta$ | $\text{Conf}_{\theta}$ | $\text{pboot}_{\theta}$ | $\text{tboot}_{\theta}$ | $\text{hpd}_{\theta}$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
|     | $\text{LL}$,$\text{UL}$,$\text{cp}$ | $\text{LL}$,$\text{UL}$,$\text{cp}$ | $\text{LL}$,$\text{UL}$,$\text{cp}$ | $\text{LL}$,$\text{UL}$,$\text{cp}$ |
| (0.5, 0.5) | (0.1319, 1.3654, 0.9519) | (0.3853, 0.1359, 0.7663) | 0.3306 | 0.7364 | 0.8152 |
| (0.8, 0.8) | (0.5465, 1.1289, 0.9506) | 0.6337 | 1.2493 | 0.7708 | 0.5883 | 1.1275 | 0.8162 |
| (1.0, 1.0) | (0.7012, 1.3879, 0.9498) | 0.7132 | 1.3897 | 0.8143 | 0.6312 | 1.2366 | 0.8970 |

4. The length of the intervals are also in an increasing order of HPD, Boot-t, asymptotic, and Boot-p intervals for both the parameters $\alpha$ and $\theta$.

7.2. In presence of type-II censored sample

For the simulation study under type-II censored sample, we consider various combinations of $n$, the number of units placed on the life testing experiment and $r$, the prefixed number of observation ($r \leq n$) as $(n, r) = (10, 8); (30, 15); (30, 25); (50, 25); (50, 35); (50, 45)$ as early and late failure.

All estimates (point and interval) in both the set up are obtained for the mentioned choices of parameters $(\alpha, \theta)$ and all the combinations of sample size $n$ with prefixed number of failures $r$ i.e., $(n, r)$. Table 4 reports the performances of these estimators with the corresponding MSE’s under the classical method, where $\alpha_{\text{ML}}$ and $\theta_{\text{ML}}$ are the ML estimates of $\alpha$ and $\theta$. Table 5 shows the Bayes estimates under SELF and LLF with their corresponding risks; $\alpha_{\text{S}}, \theta_{\text{S}}$ are Bayes estimates under SELF, $\alpha_{\text{L}}, \theta_{\text{L}}$ are Bayes estimates under LLF and $\text{Risk}(\alpha_{\text{S}})$ and $\text{Risk}(\alpha_{\text{L}})$ denotes the risks of the parameter under SELF and LLF respectively. Table 6 and Table 7, represent all four interval estimates under both the set up for the parameters $\alpha$ and $\theta$ respectively. Here, in Table 6, $\text{Conf}_{\alpha}$ denotes the asymptotic confidence interval, $\text{hpd}_{\alpha}$ stands for the highest posterior density interval, $\text{pboot}_{\alpha}$ denotes Boot-p confidence interval and $\text{tboot}_{\alpha}$ is for Boot-t confidence interval, where LL stands for lower limit and UL stands for upper limit of the confidence intervals for the parameter $\alpha$. The same notations are used for parameter $\theta$ in Table 7.

4. From Tables 4–7, we can conclude that,

1. The MSE’s of both the parameters decreases with the increment in $(n, r)$ (with all choices that we
Table 4: Classical estimates with the MSE’s of parameters $\alpha$ & $\theta$

| $(\alpha, \theta)$ | $n$ | $r$ | $\hat{\alpha}_{ML}$ | $\hat{\theta}_{ML}$ | MSE($\alpha$) | MSE($\theta$) |
|-------------------|-----|-----|---------------------|---------------------|---------------|---------------|
| $(0.5, 0.5)$     | 10  | 8   | 0.689               | 0.787               | 0.222         | 0.405         |
|                  | 30  | 15  | 0.604               | 0.723               | 0.028         | 0.047         |
|                  | 50  | 25  | 0.558               | 0.625               | 0.023         | 0.098         |
|                  | 45  | 35  | 0.541               | 0.564               | 0.016         | 0.035         |
| $(0.8, 0.8)$     | 10  | 8   | 1.140               | 1.105               | 0.851         | 0.457         |
|                  | 30  | 15  | 0.983               | 1.026               | 0.210         | 0.289         |
|                  | 25  | 0.906 | 0.890               | 0.993               | 0.073         |               |
|                  | 50  | 25  | 0.906               | 0.890               | 0.210         | 0.289         |
|                  | 35  | 0.906 | 0.890               | 0.993               | 0.073         |               |
|                  | 45  | 0.855 | 0.847               | 0.038               | 0.084         |               |
| $(1.0, 1.0)$     | 10  | 8   | 1.493               | 1.341               | 2.200         | 0.562         |
|                  | 30  | 15  | 1.247               | 1.245               | 0.382         | 0.347         |
|                  | 25  | 1.139 | 1.100               | 0.162               | 0.094         |               |
|                  | 50  | 25  | 1.127               | 1.135               | 0.129         | 0.149         |
|                  | 35  | 1.092 | 1.079               | 0.083               | 0.071         |               |
|                  | 45  | 1.073 | 1.053               | 0.065               | 0.042         |               |

**MSE = mean squared error.**

Table 5: Bayesian estimation and corresponding risk of parameters $\alpha$ & $\theta$ under different loss function

| $(\alpha, \theta)$ | $n$ | $r$ | $\hat{\alpha}_S$ | $\hat{\alpha}_L$ | $\hat{\theta}_S$ | $\hat{\theta}_L$ | Risk($\alpha$)$_S$ | Risk($\alpha$)$_L$ | Risk($\theta$)$_S$ | Risk($\theta$)$_L$ |
|-------------------|-----|-----|------------------|------------------|------------------|------------------|-------------------|-------------------|-------------------|-------------------|
| $(0.5, 0.5)$      | 10  | 8   | 0.4076           | 0.4064           | 0.4768           | 0.4714           | 0.0412            | 0.0003            | 0.1335            | 0.0007            |
|                  | 30  | 15  | 0.4416           | 0.4407           | 0.4795           | 0.4750           | 0.0154            | 0.0001            | 0.0791            | 0.0004            |
|                  | 25  | 0.4604 | 0.4597           | 0.4926           | 0.4912           | 0.0120           | 0.0001            | 0.0268            | 0.0001            |
|                  | 50  | 35  | 0.4752           | 0.4747           | 0.4933           | 0.4921           | 0.0088            | 0.0000            | 0.0227            | 0.0001            |
|                  | 45  | 0.4789 | 0.4785           | 0.4970           | 0.4963           | 0.0078           | 0.0000            | 0.0136            | 0.0000            |
| $(0.8, 0.8)$      | 10  | 8   | 0.5575           | 0.5552           | 0.6270           | 0.6212           | 0.2833            | 0.0025            | 0.2136            | 0.0011            |
|                  | 30  | 15  | 0.6103           | 0.6087           | 0.6224           | 0.6176           | 0.0609            | 0.0003            | 0.1108            | 0.0006            |
|                  | 25  | 0.6586 | 0.6571           | 0.7104           | 0.7082           | 0.0376           | 0.0002            | 0.0410            | 0.0002            |
|                  | 50  | 35  | 0.7012           | 0.7000           | 0.7267           | 0.7248           | 0.0259            | 0.0001            | 0.0344            | 0.0002            |
|                  | 45  | 0.7164 | 0.7154           | 0.7532           | 0.7521           | 0.0226           | 0.0000            | 0.0230            | 0.0001            |
| $(1.0, 1.0)$      | 10  | 8   | 0.6829           | 0.6800           | 0.7649           | 0.7586           | 1.1395            | 0.2527            | 0.3531            | 0.0018            |
|                  | 30  | 15  | 0.7068           | 0.7043           | 0.7269           | 0.7215           | 0.1374            | 0.0007            | 0.1839            | 0.0009            |
|                  | 25  | 0.7644 | 0.7622           | 0.8459           | 0.8432           | 0.0770           | 0.0004            | 0.0613            | 0.0003            |
|                  | 50  | 35  | 0.8302           | 0.8285           | 0.8728           | 0.8705           | 0.0493            | 0.0002            | 0.0497            | 0.0002            |
|                  | 45  | 0.8549 | 0.8534           | 0.9143           | 0.9128           | 0.0414           | 0.0002            | 0.0323            | 0.0002            |

are considering i.e., $(10, 8), (30, 15), (30, 25), (50, 25), (50, 35),$ and $(50, 45)) in all the three cases as $(\alpha, \theta) = (0.5, 0.5), (0.8, 0.8),$ and $(1, 1), (Table 4).

2. Similar to the classical results, in Bayesian inference, the risks of both the parameters $\alpha$ and $\theta$ decreases with increase in $n$ and $r$ for all choices taken in this study (Table 5). The risk for both parameters under LLF is minimum than SELF.

3. Table 6 and Table 7 indicate that the length of HPD interval is smaller than the length of the other mentioned intervals as asymptotic confidence interval, Boot-p and Boot-t confidence intervals in case of both the parameters.
4. Also, the lengths of the intervals are in increasing order as HPD, Boot-t, asymptotic and Boot-p confidence intervals for both parameters $\alpha$ and $\theta$.

8. Real data analysis

The suitability of proposed model can be verified in a real life situation. Here, we consider three different datasets with a different nature of failure rate.

**Table 6:** Classical and Bayesian interval estimates of the parameter $\alpha$

| $(\alpha, \theta)$ | $n$ | $r$ | CONF$_\alpha$ | hpd$_\alpha$ | pboot$_\alpha$ | tboot$_\alpha$ |
|------------------|-----|-----|---------------|-------------|--------------|--------------|
|                  |     |     | LL            | UL          | LL           | UL           |
| $(0.5, 0.5)$     | 10  | 8   | 0.137         | 1.242       | 0.156        | 0.704        | 0.622        | 9.704        | 0.320        | 1.191        |
|                  | 30  | 15  | 0.239         | 0.970       | 0.219        | 0.694        | 0.550        | 3.630        | 0.261        | 0.960        |
|                  |     | 25  | 0.280         | 0.841       | 0.265        | 0.679        | 0.498        | 1.654        | 0.297        | 0.817        |
|                  | 50  | 35  | 0.321         | 0.763       | 0.304        | 0.661        | 0.503        | 1.467        | 0.268        | 0.698        |
|                  |     | 45  | 0.333         | 0.732       | 0.320        | 0.650        | 0.468        | 1.068        | 0.324        | 0.701        |
| $(0.8, 0.8)$     | 10  | 8   | 0.133         | 2.147       | 0.219        | 0.954        | 1.327        | 7.826        | 0.683        | 2.710        |
|                  | 30  | 15  | 0.239         | 1.628       | 0.286        | 0.975        | 0.799        | 3.832        | 0.357        | 1.340        |
|                  |     | 25  | 0.418         | 1.394       | 0.357        | 0.993        | 0.819        | 3.222        | 0.470        | 1.344        |
|                  | 50  | 35  | 0.490         | 1.251       | 0.432        | 0.993        | 0.812        | 2.779        | 0.413        | 1.132        |
|                  |     | 45  | 0.512         | 1.198       | 0.469        | 0.986        | 0.753        | 1.858        | 0.500        | 1.128        |
| $(1.0, 1.0)$     | 10  | 8   | 0.088         | 2.099       | 0.295        | 1.138        | 1.907        | 8.500        | 0.966        | 4.050        |
|                  | 30  | 15  | 0.390         | 2.105       | 0.330        | 1.131        | 1.263        | 4.866        | 0.564        | 2.112        |
|                  |     | 25  | 0.502         | 1.778       | 0.412        | 1.156        | 1.041        | 4.463        | 0.587        | 1.706        |
|                  | 50  | 35  | 0.596         | 1.590       | 0.504        | 1.186        | 1.023        | 3.812        | 0.510        | 1.428        |
|                  |     | 45  | 0.627         | 1.520       | 0.543        | 1.192        | 0.952        | 2.451        | 0.619        | 1.425        |

LL = lower limit; UL = upper limit.

**Table 7:** Classical and Bayesian interval estimates of the parameter $\theta$

| $(\alpha, \theta)$ | $n$ | $r$ | CONF$_\theta$ | hpd$_\theta$ | pboot$_\theta$ | tboot$_\theta$ |
|------------------|-----|-----|---------------|-------------|--------------|--------------|
|                  |     |     | LL            | UL          | LL           | UL           |
| $(0.5, 0.5)$     | 10  | 8   | 0.008         | 1.568       | 0.043        | 1.034        | 0.855        | 6.211        | 0.000        | 1.206        |
|                  | 30  | 15  | 0.023         | 1.423       | 0.065        | 1.003        | 0.762        | 7.382        | 0.000        | 1.165        |
|                  |     | 25  | 0.228         | 0.932       | 0.208        | 0.803        | 0.611        | 1.938        | 0.113        | 0.722        |
|                  | 50  | 35  | 0.134         | 1.117       | 0.134        | 0.903        | 0.854        | 3.565        | 0.000        | 0.794        |
|                  |     | 45  | 0.301         | 0.777       | 0.290        | 0.716        | 0.550        | 1.251        | 0.216        | 0.614        |
| $(0.8, 0.8)$     | 10  | 8   | 0.187         | 2.023       | 0.105        | 1.233        | 1.272        | 6.995        | 0.000        | 1.697        |
|                  | 30  | 15  | 0.226         | 1.827       | 0.120        | 1.191        | 0.946        | 6.508        | 0.000        | 1.253        |
|                  |     | 25  | 0.432         | 1.348       | 0.334        | 1.109        | 0.911        | 2.446        | 0.263        | 1.071        |
|                  | 50  | 35  | 0.348         | 1.512       | 0.248        | 1.155        | 0.977        | 5.573        | 0.000        | 1.157        |
|                  |     | 45  | 0.526         | 1.168       | 0.477        | 1.042        | 0.842        | 1.714        | 0.399        | 0.948        |
| $(1.0, 1.0)$     | 10  | 8   | 0.310         | 2.372       | 0.187        | 1.412        | 1.520        | 7.547        | 0.000        | 1.989        |
|                  | 30  | 15  | 0.358         | 2.133       | 0.173        | 1.336        | 1.344        | 7.612        | 0.000        | 1.714        |
|                  |     | 25  | 0.570         | 1.631       | 0.422        | 1.292        | 1.116        | 2.823        | 0.368        | 1.310        |
|                  | 50  | 35  | 0.487         | 1.784       | 0.320        | 1.315        | 1.185        | 5.878        | 0.000        | 1.388        |
|                  |     | 45  | 0.679         | 1.549       | 0.482        | 1.281        | 1.114        | 3.317        | 0.150        | 1.210        |

LL = lower limit; UL = upper limit.

The suitability of proposed model can be verified in a real life situation. Here, we consider three different datasets with a different nature of failure rate.
8.1. Real data analysis under complete case

We have considered six other famous lifetime models having capability of different type of hazard rates. The description of considered models are given below,

1. GDUS exponential (GDUSE) distribution proposed by Maurya et al. (2017) having PDF

\[
f(x) = \frac{\alpha \theta e^{-\theta x}}{e-1} \left(1 - e^{-\theta x}\right)^{\alpha - 1} e^{(1-e^{-\theta x})}, \quad x > 0, \theta > 0, \alpha > 0.
\]

It is a very flexible model having decreasing, increasing, and bathtub shaped hazard rates.

2. Generalized Lindley (GL) distribution proposed by Nadarajah et al. (2011) having PDF

\[
f(x) = \frac{\alpha \theta^2}{(1 + \theta)^2} (1 + x) e^{-\theta x} \left(1 - e^{-\theta x} \frac{1 + \theta + \theta x}{1 + \theta}\right)^{\alpha - 1}, \quad x > 0, \theta > 0, \alpha > 0.
\]

It has also increasing, decreasing, and bathtub hazard rate.

3. Chen’s model proposed by Chen (2000) having PDF

\[
f(x) = \alpha \theta x^{\alpha - 1} e^{\alpha x x^{\alpha - 1}} e^{\theta (1-e^{-\theta x})}, \quad x > 0, \theta > 0, \alpha > 0.
\]

This is a widely used model for bathtub hazard rate that also has increasing hazard rate.

4. Gamma distribution with PDF

\[
f(x) = 1 \frac{x^{\alpha - 1}}{\theta^\alpha \Gamma(\alpha)} e^{-\frac{x}{\theta}}, \quad x > 0, \theta > 0, \alpha > 0.
\]

5. Hjorth distribution proposed by Hjorth (1980) with PDF

\[
f(x) = \frac{\theta x (\beta x + 1) + \alpha e^{-\frac{x}{\theta}}}{(1 + \beta x)^{\beta + 1}}, \quad x > 0, \theta > 0, \alpha > 0, \beta > 0.
\]

This is also a well-known model for bathtub situation with an increasing, decreasing, constant, and bathtub hazard rate.

6. Weibull distribution with PDF

\[
f(x) = \frac{\alpha}{\theta} \left(\frac{x}{\theta}\right)^{\alpha - 1} e^{-\left(\frac{x}{\theta}\right)^\alpha}, \quad x > 0, \theta > 0, \alpha > 0.
\]

Gamma and Weibull, both having increasing, decreasing, and constant hazard rate.

The suitability of models in terms of fitting, for the considered datasets have been measured on the basis of negative of logarithmic value of likelihood (−Log L), Kolmogorov-Smirnov (KS) test statistic and p-value. We also used Akaike information criterion (AIC), Bayesian information criterion (BIC) for model selection criterion. The AIC and BIC are defined as,

\[
AIC = 2 \times k - 2 \times \log \hat{L}, \quad BIC = k \times \log(n) - 2 \times \log \hat{L},
\]
and KS test statistics (D) is defined as

\[ D = \sup_x |F_n(x) - F(x)|, \]

where \( F_n(x) = \frac{1}{n} \sum_{i=1}^{n} I_{x_i \leq x} \), \( I_{x_i \leq x} \) is an indicator function.

In the above expression, \( F_n(x) \) is empirical distribution function, \( F(x) \) is CDF, \( n \) is sample size, \( k \) is number of parameters and \( \hat{L} \) is the value of maximum likelihood for the considered distribution. It is known that the smaller value of these criterion indicate a better fit (except \( p \)-value). All calculations have been done on the basis of maximum likelihood estimates. The detailed description of datasets are given below

1. Item failure data (Dataset 1): This dataset contain 50 observations of an item placed on test at time \( t = 0 \) and their failure times are recorded in weeks and proposed by Murthy et al. (2004). This dataset exhibit decreasing hazard rate and analyzed by Maurya et al. (2017) and Merovci et al. (2013).

2. Flood level data (Dataset 2): The data are about the excellences of flood peaks (in \( m^3/s \)) of the Wheaton River near Carcross in Yukon Territory, Canada and consist of 72 excellences for the years 1958–1984, rounded to one decimal place. It has been proposed by Choulakian and Stephens (2001) and analysed by Merovci and Puka (2014). This dataset shows bathtub type hazard rate.

3. Wind speed data (Dataset 3): This dataset proposed by Leiva et al. (2011) shows IHR and it consist 31 observations of daily average speed (in km/hr) of wind in July, 2009 in Penco city, Chile.

We also plotted the scaled TTT plot to understand the nature of all datasets given in Figure 3. This figure shows the nature of datasets discussed above. The curve above the abline shows increasing hazard rate, below the abline shows decreasing hazard rate and first below and then above the abline shows the nature of the bathtub hazard rate (see Aarset (1987) and Singh et al. (2016) for more detail about TTT plot). Table 8, represents maximum likelihood estimates of the parameters, log likelihood value, KS statistics, corresponding \( p \)-value, and model selection criterion i.e., AIC and BIC for all the considered datasets and comparative distributions. The following conclusion can be made based on this table,

1. For the item failure data: All the considered models fit to this dataset at 5% level of significance. The –Log L, KS statistics, AIC and BIC are least for the GDUSE model at third place of the
Table 8: MLE, KS, AIC, and BIC statistics with p-value for fitted data sets

| Distribution | MLE | KS | AIC | BIC |
|--------------|-----|----|-----|-----|
| Dataset 1    |     |    |     |     |
| GDUSE        | 0.563 | 0.113 | 150.192 | 0.082 | 0.891 | 304.385 | 308.209 |
| Proposed     | 0.612 | 0.112 | 150.194 | 0.089 | 0.828 | 304.389 | 308.213 |
| GL           | 0.464 | 0.148 | 150.517 | 0.073 | 0.951 | 305.035 | 308.859 |
| Chen         | 0.345 | 0.147 | 151.521 | 0.084 | 0.876 | 307.041 | 310.865 |
| Gamma        | 0.695 | 11.250 | 150.315 | 0.105 | 0.639 | 304.631 | 308.455 |
| Hjorth       | 0.177 | 0.002 | 151.960 | 0.098 | 0.718 | 309.921 | 315.657 |
| Weibull      | 0.800 | 6.969 | 150.677 | 0.112 | 0.559 | 305.354 | 309.178 |
| Dataset 2    |     |    |     |     |
| GDUSE        | 0.680 | 0.081 | 251.624 | 0.113 | 0.319 | 507.247 | 511.800 |
| Proposed     | 0.746 | 0.081 | 251.267 | 0.109 | 0.355 | 506.534 | 511.087 |
| GL           | 0.509 | 0.104 | 252.675 | 0.117 | 0.276 | 509.349 | 513.903 |
| Chen         | 0.350 | 0.092 | 253.223 | 0.093 | 0.558 | 510.446 | 514.999 |
| Gamma        | 0.838 | 14.559 | 251.344 | 0.103 | 0.434 | 506.689 | 511.242 |
| Hjorth       | 0.173 | 0.003 | 249.013 | 0.069 | 0.887 | 504.026 | 510.856 |
| Weibull      | 0.901 | 11.632 | 251.499 | 0.105 | 0.403 | 506.997 | 511.551 |
| Dataset 3    |     |    |     |     |
| GDUSE        | 2.395 | 0.721 | 57.277 | 0.131 | 0.665 | 118.553 | 121.421 |
| Proposed     | 2.626 | 0.714 | 57.131 | 0.132 | 0.653 | 118.262 | 121.130 |
| GL           | 2.070 | 0.839 | 57.250 | 0.132 | 0.652 | 118.500 | 121.368 |
| Chen         | 0.571 | 0.162 | 63.028 | 0.186 | 0.236 | 130.056 | 132.924 |
| Gamma        | 2.353 | 1.167 | 57.153 | 0.137 | 0.604 | 118.306 | 121.174 |
| Hjorth       | 0.160 | 0.096 | 60.214 | 0.178 | 0.280 | 126.428 | 130.730 |
| Weibull      | 1.495 | 3.068 | 58.488 | 0.156 | 0.435 | 120.976 | 123.844 |

MLE = maximum likelihood estimate; KS = Kolmogorov-Smirnov test; AIC = Akaike information criterion; BIC = Bayesian information criterion.

2. For the flood level data: We found that, in the considered seven distributions, all fit to this dataset at 5% level of significance. In all the criterion Hjorth model have least value and proposed have second one. But one point to consider is that the Hjorth model has more parameter than the proposed one with minimal difference in term of BIC.

3. For the wind speed data: In this dataset, all the model fit to the data at a 5% level of significance. The –Log L is least for proposed model and the KS statistic is least for GDUSE model, proposed model and GL model; however, both the model selection criterion AIC and BIC are least for the proposed model.
The logarithmic value of likelihood of proposed distribution (in case of complete sample) are plotted for population parameters $\alpha$ and $\theta$ in Figure 4 and Figure 5. Also, in case of censored sample, the log likelihood plots are given in Figure 6 and Figure 7 for different values of $r$ and $n$ as mentioned in Table 9 for the considered datasets. These figures show that the estimates obtained by method of maximum likelihood are unique and exist.

Here, we have also considered some non-parametric fitting tools like, histogram, estimated density function plot, kernel density plot and empirical cumulative distribution function (ECDF) plot for validating the above results. Kernel density plot is a technique to estimate density function through
Classical and Bayesian studies for a new lifetime model in presence of type-II censoring
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Figure 7: Log likelihood plot for parameter \( \theta \) at the estimated value of \( \alpha \) in censored case.

Figure 8: Histogram, fitted density and kernel density plots of considered data sets.

the dataset. Plots such as relative histogram, estimated density and kernel density plots for all datasets given in Figure 8. This figure graphically exhibits that the proposed distribution adequately fits all datasets. The ECDF and fitted CDF plot, for all considered datasets, have also been plotted in Figure 9. This figure provides a comparative picture which shows the proposed model fit all datasets.

8.2. Real data analysis under type-II censored sample

Here, three real datasets are taken for the illustrative purpose of the study and the estimation methods discussed in this chapter for the proposed distribution under type-II censored sample. The item failure
data, flood level data and wind speed data having size 31, 50 and 72. Here, we consider various combinations of the prefixed number of failures $r$ under type-II censored sample and the total units placed on the life testing experiment i.e., $n$ as $(n, r) = (31, 15), (31, 25)$ for item failure data, $(50, 25), (50, 45)$ for flood level data and $(72, 35), (72, 60)$ for wind speed data (Table 9). MLEs and Bayes estimates of both the parameters $\alpha$ and $\theta$ are tabulated in Table 9.

The 95% asymptotic confidence intervals, bootstrap confidence intervals (Boot-p and Boot-t), and HPD intervals for both parameters $\alpha$ and $\theta$ are given in Table 10 and Table 11 respectively.

### Table 9: Estimators of $\alpha$ and $\theta$ under different techniques

| Dataset          | $n$ | $r$ | $\alpha_{ML}$ | $\alpha_S$ | $\alpha_L$ | $\theta_{ML}$ | $\theta_S$ | $\theta_L$ |
|------------------|-----|-----|----------------|------------|------------|----------------|------------|------------|
| Item failure data | 50  | 25  | 0.579         | 0.579      | 0.470      | 0.094         | 0.068      | 0.068      |
|                  | 45  |     | 0.642         | 0.570      | 0.569      | 0.122         | 0.114      | 0.114      |
| Flood level data | 72  | 35  | 0.443         | 0.578      | 0.578      | 0.009         | 0.054      | 0.054      |
|                  |     | 60  | 0.493         | 0.646      | 0.645      | 0.028         | 0.068      | 0.068      |
| Wind speed data  | 31  | 15  | 0.807         | 1.154      | 1.147      | 0.076         | 0.411      | 0.410      |
|                  |     | 25  | 1.166         | 1.328      | 1.321      | 0.260         | 0.530      | 0.530      |

### Table 10: Interval estimators for $\alpha$ under different techniques

| Dataset          | $n$ | $r$ | $\text{Conf}_{\alpha}$ | $\text{pboot}_{\alpha}$ | $\text{tboot}_{\alpha}$ | $\text{hpdi}_{\alpha}$ |
|------------------|-----|-----|-------------------------|-------------------------|-------------------------|-------------------------|
|                  |     |     | LL  | UL  | LL  | UL  | LL  | UL  | LL  | UL  | LL  | UL  |
| Item failure data | 50  | 25  | 0.314| 0.485| 0.408| 0.824| 0.517| 1.020| 0.274| 0.658|
|                  |     | 45  | 0.398| 0.887| 0.438| 1.007| 0.341| 0.754| 0.418| 0.785|
| Flood level data | 72  | 35  | 0.400| 0.949| 0.629| 1.225| 0.675| 1.291| 0.330| 0.784|
|                  |     | 60  | 0.459| 0.920| 0.639| 1.241| 0.548| 1.049| 0.466| 0.873|
| Wind speed data  | 31  | 15  | 0.586| 7.269| 1.181| 5.346| 1.798| 7.829| 0.503| 1.882|
|                  |     | 25  | 1.093| 6.119| 1.368| 6.974| 1.394| 6.274| 0.667| 2.067|

LL = lower limit; UL = upper limit.

9. Conclusion

In this paper, we proposed a new transformation technique to generate a new lifetime model with a new lifetime model. The proposed distribution is a flexible two parameter model in the sense of flexible density as well as in different hazard rates that has an increasing, decreasing and bathtub nature of hazard rate. We have also studied some statistical properties like, moments, MGF, CHF, CGF, and Shannon entropy for the proposed model. We have performed simulation studies under complete as well as type-II censored cases of classical and Bayesian paradigm for point and interval estimation. In...
Table 11: Interval estimators for $\theta$ under different techniques

| Dataset               | n  | r  | Conf $\theta$ | pboot $\theta$ | tboot $\theta$ | hpd $\theta$ |
|-----------------------|----|----|---------------|----------------|----------------|--------------|
|                       |    |    | LL  | UL  | LL  | UL  | LL  | UL  | LL  | UL  |
| Item failure data     | 50 | 25 | 0.021 | 0.167 | 0.023 | 0.147 | 0.038 | 0.290 | 0.014 | 0.118 |
|                       | 45 | 072 | 0.058 | 0.134 | 0.032 | 0.083 | 0.075 | 0.156 |
| Flood level data      | 72 | 35 | 0.024 | 0.109 | 0.029 | 0.087 | 0.033 | 0.095 | 0.021 | 0.091 |
|                       | 60 | 045 | 0.052 | 0.110 | 0.038 | 0.083 | 0.045 | 0.094 |
| Wind speed data       | 31 | 15 | 0.458 | 1.445 | 0.232 | 1.061 | 0.459 | 1.793 | 0.140 | 0.682 |
|                       | 25 | 055 | 0.326 | 1.067 | 0.359 | 1.187 | 0.305 | 0.788 |

LL = lower limit; UL = upper limit.

classical point estimation, we have used maximum likelihood method to estimate unknown population parameters $\alpha$ and $\theta$ along with their MSE's and in Bayesian point estimation we have used Gibbs sampler under Metropolis-Hasting (M-H) for sample generation. Here we have used a Gamma prior for shape parameter $\alpha$ and a non-informative prior for scale parameter $\theta$ as in this model, nature of hazard rate depends on the shape parameter of the model. We used two different loss functions namely SELF and LLF as symmetric and asymmetric loss to compute corresponding estimates and risks. In interval estimation; we have computed asymptotic confidence interval, boot intervals (Boot-t and Boot-p) in classical set-up and HPD interval in Bayesian context. The simulation studies have been done for the different choices of parameter combinations to indicate the different hazard rate along with different sample sizes and censoring schemes.

Lastly, three different real datasets having different nature (IHR, DHR and bathtub) have been considered in comparison of six other models, out of which four having bathtub nature (in which Hjorth and Chen model are two known bathtub models), five having a decreasing, six having increasing type hazard rate. Our proposed model fits well in all the considered models and datasets. The uniqueness of ML estimates are also shown graphically and in non-parametric technique, relative histogram plot, kernel density plot, fitted density plot, ECDF plot have been considered, which also support our findings in the support of the proposed model. In the presence of type-II censoring, classical and Bayesian point and interval estimates have been considered for different censoring schemes.

The proposed model is therefore a very flexible model that fits the large varieties of real datasets and can be recommended in the different situations.
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