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ABSTRACT
The rapid increase in large-scale photovoltaic installations, or solar parks, causes a need to monitor their amount and allocation, and assess their impacts. While their spectral signature suggests that solar parks can be identified among other land covers, this detection is challenged by their low occurrence. Here, we develop an object-based random forest (RF) classification approach, using publicly available satellite imagery, which has the advantage of requiring relatively little training data and being easily extendable to large spatial extents and new areas. First, we segmented Sentinel-2 imagery into homogenous objects using a Simple Non-Iterative Clustering algorithm in Google Earth Engine. Thereafter, we calculated for each object the mean, standard deviation, and median for all 10- and 20-meter resolution bands of Sentinel-1 and Sentinel-2. These features are subsequently used to train and validate a range of RF models to select the most promising model setup. The training datasets consisted of subsampled presence/absence data, oversampled presence/absence data, and multiple land-cover categories. The best-performing model used an oversampled dataset trained on all 10- and 20- meter resolution spectral bands and the radar backscatter properties of one period. Independent test results show an overall classification accuracy of 99.97% (Kappa: 0.90). For this result, the producer accuracy was 85.86% for solar park objects and 99.999% for non-solar park objects. The user accuracy was 92.39% for solar park objects and 99.999% for non-solar park objects. These high classification accuracies indicate that our approach is suitable for transfer learning and is able to detect solar parks in new study areas.

1. Introduction

Renewable energy sources, including solar power, hydropower, wind power, biomass and geothermal energy, are necessary to decarbonize the energy sector and avoid the worst impacts of climate change (IPCC 2014; Trappey et al. 2016). Over the past few years solar photovoltaics (PVs) installation has increased rapidly, mainly due to the reduction of costs and strong policy support in Europe, the United States, Japan, China, and India (Haegel et al. 2017; International Energy Agency 2021). The International Energy Agency (2021) estimated that the global solar PV energy generation increased from 665 TWh to 821 TWh in 2020 alone. This is an increase of 23% in only one year, and as a result, the share of PVs in global electricity generation is approaching 3.1%. Solar PV panels are installed as rooftop panels, as floating PV plants on lakes, canals and offshore sites, and as “solar parks,” which are large-scale PV installations (Sahu, Yadav, and Sudhakar 2016). In contrast to rooftop systems and floating PV plants, solar parks generate power at the utility level and have ground-mounted PV panels (Kok et al. 2017). These PV panels are distanced from each other, to avoid the cast of shadows onto a panel (RVO and ROM3D 2016; ROM3D 2021).

Mapping solar parks is important in order to quantify the amount of renewable energy that is produced as well as to assess the potentially negative impact on their immediate environment. Although solar parks have the advantage of generating renewable energy (Tsoutsos, Frantzeskaki, and Gekas 2005), they are also associated with soil degradation due to extensive landscape modifications, potential losses of biodiversity and habitats, as well as landscape fragmentation (Hernandez et al. 2014). Solar panels affect local soil conditions by reducing the amount of sunlight and water reaching the soil and vegetation (Frambach and Schurer 2019; Kok et al. 2017). Besides, solar parks decrease surface temperatures, due to enhanced effective albedo, solar panel shading, and convection cooling of PV installations (Zhang and Xu 2020).
Furthermore, several studies indicate that solar parks have negative esthetic impacts on the surrounding landscape (Sánchez-Pantoja, Vidal, and Carmen Pastor 2018; Del Carmen Torres-sibille et al. 2009). Lastly, solar parks tend to cover large areas and they therefore compete with agriculture or nature for scarce land (van der Zee et al. 2019). For these reasons, it is important to track the locations and development of solar parks. However, only few countries have spatially explicit national data about solar PVs locations, and these are often not open access (Dunnett et al. 2020). Besides, solar databases, like Wiki-Solar, are not complete (Scott, Brown, and Culbertson 2019) as they depend on voluntary contributions. Therefore, there is a need to map large-scale PV installations to quantify and optimize the efficiency of solar panels, and assess their environmental impacts (Hou et al. 2019).

Satellite imagery offers an alternative for identifying solar parks at large spatial scales and with a high level of detail. We hypothesize that PVs are sufficiently distinct from other landscape features to detect them using publicly available imagery in machine learning algorithms, such as random forest classifiers (RF) and convolutional neural networks (CNN) (Phan, Kuch, and Lehnert 2020; T. Zhang et al. 2021). CNNs are deep learning networks that can classify and segment images by learning spectral and spatial relations from the input data (Arel, Rose, and Karnowski 2010), in contrast to RF classifiers. The disadvantage is that a CNN generally require large datasets for training. We chose a RF in this study, because it requires less training data, is more robust against noise and the setup is simple compared to other non-parametric methods (Rodriguez-Galiano et al. 2012).

Although satellite and aerial imagery in combination with machine learning algorithms have widely been used to identify a variety of objects, such as buildings, roads and ships (e.g. Alshehhi et al. 2017; Li et al. 2021), very few studies identified solar parks. Previous studies trained CNNs based on hyperspectral imagery to map PVs as solar parks (Hou et al. 2019) and as panels on roofs of residential buildings (e.g. Castello et al. 2019; Yu et al. 2018; Yuan et al. 2016; Malof et al. 2015). However, these studies depend on very-high resolution imagery (<1 m spatial resolution), which is resource-intensive and constrains the application over large spatial extents. The study by da Costa et al. (2021), in contrast, utilized multi-spectral Sentinel-2 imagery to detect and segment solar parks with high accuracies. The aim of this study is to develop and test a classification approach that is able to detect solar parks at large spatial scales and that uses only publicly available satellite imagery. Specifically, we trained RF models in an Object-Based Image Analysis (OBIA) approach using different combinations of multispectral Sentinel-2 imagery, and radar backscatter from SAR (Synthetic Aperture Radar) imagery of Sentinel-1. These datasets were selected based on the properties in which solar parks can be distinguished from other land cover categories. By using the Google Earth Engine (GEE) both to preprocess the data, and to create segments for the OBIA we present an approach that is not reliant on heavy computational resources. We tested a wide range of model specifications to find the optimal set of data for the detection of solar parks and subsequently examined the model’s capacity to transfer learning.

2. Materials and methods

2.1 Overall approach and case study area

This study combines two procedures to identify solar park objects: image segmentation and random forest classification (RF). Image segmentation divides an image into relatively homogenous objects (segments) based on spectral characteristics of adjacent pixels. Segmentation yields a uniform and homogeneous object according to some characteristics, for example color, texture, or height (Haralick and Shapiro 1985), which can be used as input to OBIA. Each object, consisting of one or more pixels, is subsequently classified based on its feature characteristics (Liu and Xia 2010). We chose OBIA over pixel-based classification because this removes the so-called salt-and-pepper effect as well as reduces the spectral variation of PV installations (Liu and Xia 2010).

An RF classifier consists of a group of decision trees, where each tree is constructed by randomly taking a bootstrap sample from the original dataset. Each tree consists of multiple nodes. At each node, a subset of randomly selected features, for instance
spectral information, is created. The eventual classification of an object depends on the majority outcome of all trees (Breiman 2001).

We trained RF models with different combinations of satellite imagery to determine whether objects in the Netherlands are solar parks or not. Figure 1 provides an overview of our methodology. We tested our approach to detect solar parks in the Netherlands because the location of all solar parks in the Netherlands is known, and the number of solar parks is sufficiently high for a reliable accuracy assessment. Solar parks in the Netherlands are located in industrial and business parks and agricultural areas. As of 2020, 135 solar parks were realized with an average area of 6615 m² (std. 2207.39 m²) (ROM3D 2021).

2.2 Image segmentation and ground truth data

We used the Simple Non-Iterative Clustering (SNIC) segmentation to identify objects as input for our classification algorithm (Achanta and Süsstrunk 2017). Mahdianpari et al. (2019) showed that SNIC is suitable for the segmentation of Sentinel-2 data and that it is superior in processing time to comparable methods thanks to the use of 4- or 8-connected pixels. The implementation of SNIC in GEE has the added benefit that no computational resources are necessary for users. The algorithm starts with centroids, which are a uniform grid of pixels. Around the centroids, clusters of pixels, called super-pixels, are formed using a distance calculation in a five-dimensional space of color and spatial coordinates. The distance calculation combines normalized spatial and color distances. The SNIC requires two user-defined parameters: (1) object size and (2) object compactness that controls the possible geometry of an object. The compactness and boundary continuity exhibit a trade-off, as a larger compactness results in more compact super-pixels and poor boundary continuity. To select the next pixels to join the cluster, the SNIC uses 4- or 8-connected candidate pixels in the growing super-pixel. The candidate pixel is selected based on the smallest distance from the centroid. In this study, the required parameters were manually set, and the results were visually inspected to further refine the parameter settings. The parameters included: (1) compactness, which was set to 1; (2) connectivity, which was set to 4; (3) neighborhood size, which was set to 64; (4) size, which was set to 10; (5) seeds, which was set to 15; (6) kernel, which was set to 3; and (7) scale, which was set to 10.

We randomly gathered SNIC-segmented objects for all land categories in the northern part of the Netherlands, covering the provinces Overijssel, Flevoland, Noord-Holland, Drenthe, Gelderland and Friesland (Figure 2), and used the objects to train RF models. The northern part of the Netherlands is hereafter referred to as “training area.” Validation data was drawn from a region not belonging to the training area, to avoid overfitting and to develop a model that can potentially be applied in new regions (transfer learning). To this end, a validation dataset was created from an area of about 1600km² in Zeeland, Noord-Brabant and Limburg, hereafter referred to as “validation area” (Figure 2). Subsequently, to test how well the model is able to generalize, the best performing validation model was used to predict the location of solar parks in an independent test dataset covering the entire province of Groningen (2800km²), hereafter referred to as “test area” (Figure 2).

The ground truth location of the solar parks present in 2020 in the training, validation, and test data was derived from the websites http://zonopkaart.nl/, https://www.wiki-solar.org/ and https://www.vallei-veluwe.nl/. We considered panels that stood >10 meters apart from each other as separate solar park arrays. Objects segmented by the SNIC algorithm that existed more than 50% of a solar park were labeled as solar park. In total, 924 polygons covering PV panels in the training dataset were selected. The validation dataset contained 369 polygons with solar parks and the test dataset contained 1341 polygons that represented a solar park.

The land-use and land-cover (from here on: land cover) categories we identified in this study were (1) agriculture, (2) business areas, (3) forested areas, (4) dry natural areas, (5) greenhouses, (6) semi-built up areas, which have some degree of paving but are not used as an area for traffic, (7) roads and airports, (8) residential areas, (9) sand, and (10) water. The location of these land cover objects was based on the Bestand Bodemgebruik 2015 (Nationaal Georegister 2018) of the Centraal Bureau van de Statistiek (CBS), downloaded from PDOK.nl. The dataset consisted of geometries/objects of land cover categories. The CBS
determined the boundaries of these objects using object-based topographical datasets (TOPNL) and interpreted the land cover with aerial photographs from 2015. A land cover map with the objects covering a part of the test area is shown in Figure A1. In this study, SNIC-segmented objects distributed over the entire research area were selected. Visual inspection with Sentinel-2 imagery from March 2021 determined whether the land cover had not changed compared to the Bestand Bodemgebruik 2015, in which case they were omitted from our datasets.

The total number of objects for each category in the training dataset is tabulated in Table 1. The horizontal length of the PV objects ranged between 12 and 492 meters, and the width ranged between 10 and 263 meters. The average width was 83 meter (std 26 meter), and the average length was 127 meter (std 43 meter).

### 2.3 Satellite imagery

We trained and applied our RF model using satellite imagery from various publicly available sources. Specifically, we used spectral information from Sentinel-2, and SAR data from Sentinel-1. A description of the datasets and derived products that we used is shown in Table 2, and further detailed below.

#### 2.3.1 Sentinel-2 imagery

We used Sentinel-2 imagery to extract spectral information of the solar parks and other land cover categories. Sentinel-2 imagery has already been used in previous studies for various land monitoring applications, such as mapping built-up areas (Pesaresi et al. 2016) and land-cover classifications (Phan, Kuch, and Lehnert 2020), indicating a high potential of Sentinel-2 imagery for such applications. In this study, we used the 10-meter resolution bands, i.e. the blue (band 2, 490 nm), the green (band 3, 560 nm), the red (band 4, 665 nm), and the NIR (band 8, 842 nm). PV panels have a relatively low reflectance in the visible and near-infrared portion of the spectrum, due to the characteristics of which the panels are composed (Czirjak 2017).

We also included the 20-meter resolution bands, which consists of the red edge 1 (Band 5, 704 nm), red edge 2 (Band 6,740 nm), red edge 3 (Band 7, 783 nm), the narrow NIR (band 8a, 865 nm), the
SWIR 1 (band 11, 1614 nm), and the SWIR 2 (band 12, 2202 nm). We added the different red edge bands and the narrow NIR, as they are useful to estimate the state of vegetation and can therefore be used to differentiate between vegetated and non-vegetated areas (Sun et al. 2021). The SWIR bands were included, as they have previously been used to identify minerals and bare soils (Yamaguchi and Naito 2003). We used Sentinel-2 imagery from spring (March 2021) and autumn (September 2020), because multi-temporal imagery tends to improve the differentiation between vegetation and non-vegetation, as the spectral reflectance of for instance forests and crops changes between seasons (Song, Woodcock, and Xiaowen 2002).

The Normalized Difference Vegetation Index (NDVI) was also included. This was calculated from the Sentinel-2 data using the following formula:

$$\text{NDVI} = \frac{(\text{NIR} - \text{Red})}{(\text{NIR} + \text{Red})}$$  \hspace{1cm} (1)

The NDVI was used to determine if areas contain vegetation, which is useful to differentiate between vegetated areas and non-vegetated areas such as solar parks (Defries and Townshend 1994). Furthermore, the Normalized Difference Water Index (NDWI) was also added and can be used to detect water bodies (McFeeters 1996). The NDWI is calculated with the following formula:

$$\text{NDWI} = \frac{(\text{Green} - \text{NIR})}{(\text{Green} + \text{NIR})}$$  \hspace{1cm} (2)

Sentinel-2 tiles (Table 2) covering the Netherlands were obtained from GEE. The selection criteria for the images were <1% cloud cover and an acquisition period in or
close to September 2020 and March 2021. The GEE data are atmospherically corrected Sentinel-2 imagery at level-2A.  

### 2.3.2 Sentinel-1 imagery

We used SAR data, as we expected the surface roughness of the PV panels differs from other land covers such as buildings or trees. In order to utilize the different radar backscatter properties of each land cover category, Sentinel-1 imagery was used. Sentinel-1 collects C-band (5.407 GHz) SAR imagery at a 10 m resolution and at a variety of polarizations and resolutions during ascending and descending orbits. The system operates in different acquisition modes: Stripmap, Interferometric Wide swath (IW), Extra-Wide swath, and Wave. The IW is the default mode over land. The geometric plane in which the radar waveis transmitted and received is referred to as polarization, which is either horizontal (H) or vertical (V) in respective to the satellite antenna. Previous studies used Sentinel-1 imagery for various applications; for example the VV and VH have previously been used to estimate building heights (Frantz et al. 2021; M. Li et al. 2020) and to detect water bodies (Pham-Duc, Prigent, and Aires 2017; Clement, Kilsby, and Moore 2018).

GEE offers calibrated, ortho-corrected Sentinel-1 imagery with a spatial resolution of 10 m. This imagery was pre-processed by thermal noise removal, radiometric calibration, and terrain correction, as implemented by the Sentinel-1 toolbox (ESA 2020). For this study, the VV and VH in the IW mode from 23 until 27 March 2021 were used from both the descending and ascending orbits. The VV raster-imagery from March 2021 covering a part of the test area is shown in Figure 3. This figure shows that built-up areas have high backscatter intensity, and waterbodies have low backscatter intensities compared to solar parks.

### 2.4 Data processing

To detect solar parks, we fed an RF model with different combinations of the abovementioned datasets. For each of the segmented objects, the surface spectral reflectance from the 10- and 20-meter Sentinel-2 resolution bands and the VV and VH backscatter values from the Sentinel-1 images were extracted. For each feature, we calculated the mean, standard deviation, and median to account for the potential influence of weather or pollution. We augmented each object in the training dataset three times by randomly changing the brightness to enlarge the training dataset size and account for atmospheric changes. The brightness values were randomly changed within a factor range of \([-0.2, 0.2]\), similar to the approach of Knopp et al. (2020). After the augmentation, the training dataset consisted of 38744 objects.

The extracted satellite data were used as explanatory variables in the RF models. These models were trained with the R-package randomForest (version 4.6–14) (Liaw and Wiener 2002). We trained various models using different

---

**Table 2.** Satellite imagery used in this study.

| Imagery | Tile | Acquisition dates | Spectral bands | Spatial resolution |
|---------|------|-------------------|----------------|-------------------|
| Sentinel-2 | 31UES | 19–09–2020; 31–03–2021 | Blue (Band 2, 490 nm); Green (Band 3, 560 nm); Red (Band 4, 665 nm); Near Infrared (Band 8, 842 nm); | 10 m; |
| | 31UET | 22–09–2020; 31–03–2021 | Red edge 1 (Band 5, 704 nm);Red edge 2 (Band 6,740 nm); | 20 m |
| | 31UEU | 22–09–2020; 31–03–2021 | Red edge 3 (Band 7, 783 nm); Narrow Near Infrared (Band 8a, 865 nm); | |
| | 31DFS | 22–09–2020; 31–03–2021 | SWIR 1 (Band 11, 1614 nm);SWIR 2 (Band 12, 2202 nm) | |
| | 31FU | 22–09–2020; 31–03–2021 | | |
| | 31FV | 22–09–2020; 31–03–2021 | | |
| | 31UGS | 22–09–2020; 31–03–2021 | | |
| | 31UGT | 22–09–2020; 31–03–2021 | | |
| | 31UGU | 22–09–2020; 31–03–2021 | | |
| | 31UGV | 22–09–2020; 31–03–2021 | | |
| Sentinel-1 | - | 1/09/2020 – 30/09/2020; 31/03/2021 – 04/04/2021 | VV and VH polarization | 10 m |
combinations of training sample size (e.g. sub-sampled or oversampled) and explanatory variables (only the Sentinel-2 bands, or the Sentinel-2 bands combined with the Sentinel-1 backscatter information), to assess the impact on the classification accuracies of the validation dataset. Subsequently, the RF model with the best validation results was used to classify objects in the test dataset. In order to reduce the amount of false positives caused by any small objects being erroneously classified as PV installation, we filtered the objects that were classified as solar parks based on the surface area of the smallest solar park object in the training data. The filter threshold was set to 1034.7 m². Ultimately, we created a map with the predicted location of solar parks in Groningen.

2.5 Experimental set-up

We applied a classification based on the label of the land cover categories (e.g. solar park, agricultural area, or forested area) and a classification based on a yes/no label (indicating only whether an object is a solar park or not). Regardless of the labeling, classification accuracies of the validation and test dataset indicate the accuracy of separating the solar park from no solar park objects. We considered solar panels on rooftops that were detected by the model as PV panels as true positives, even though we did not train the model using rooftop solar panels.

The RF model requires two initialization parameters: (1) the number of classification trees or bootstrap iterations (ntree), and (2) the number of input
variables randomly split at each node (mtry). The default settings for mtry and ntree were applied in this study, where the value for mtry is $\sqrt{p}$ and p stands for the number of predictor variables in a dataset (Liaw and Wiener 2002), and ntree $= 500$. The explanatory power of the input data was calculated by the mean decrease in accuracy (MDA) and the mean decrease in Gini (MDG). The MDA expresses how much the accuracy of a model is lowered by excluding a variable and the MDG indicates how each variable contributes to the homogeneity of the nodes and leaves in the RF model.

We balanced the amount of samples per category in the training dataset, because classification algorithms aim to minimize the overall error rate and to maximize the overall classification accuracies. Consequently, the algorithm tends to fit the model to the majority class, in this case, the no solar park category (Chen, Liaw, and Breiman 2004). Specifically, we trained the model on an oversampled yes/no dataset, a subsampled yes/no dataset, and on all datasets including all land cover classes separately (Table 3). For the subsampled dataset, we reduced the amount of samples for each class until the total amount of non-PV equaled the amount of PV samples. For the oversampled dataset, we randomly oversampled the PV category by randomly duplicating solar park objects, while the original data remained intact (Kuhn 2021). For the model trained on all land cover classes, we used all actual training data without further adjustments.

After validation, the model that yielded the best validation accuracies was used to classify the independent test dataset. By doing so, we assessed whether the model is able to generalize and thus further assess its capacity for transfer learning.

### 2.6 Accuracy assessment

The RF model evaluation used different precision metrics: (1) producer accuracy, representing the probability that a reference sample is correctly identified in the classification map; (2) user accuracy, indicating the probability that a classified object in the classification map accurately represents that category on the ground; (3) overall accuracy (OA), determining the overall efficiency of the algorithm; (4) Kappa, indicating the degree of agreement between the ground truth data and the predicted value corrected for chance agreement; (5) Jaccard-Index (IoU), expressed as the intersection divided by the union of a class in the reference data and the classification result, calculating the similarity and diversity of sample sets; and lastly (6) F-measure, the harmonic mean of precision and recall (Congalton 1991). The F-measure ranges from 0 to 1, with 1 indicating a small amount of false positives and negatives. We used the F-measure value as the metric for the selection of the best performing RF model.

### 3. Results

The most accurate model yielded a producer accuracy of 85.86%, a user accuracy of 92.39% and a IoU of 80.19% for detecting solar parks in the test region (F-measure: 0.89). For no solar park objects, the producer accuracy was 99.906%, and the user accuracy was 99.97% (F-measure: 0.99997). The overall accuracy of the test dataset was 99.97% (Kappa: 0.90). Figure 4 shows the object segmentation and the final results in a subsection of our test area. These results are generated with an RF model that was trained on an oversampled dataset using the spring 10- and 20-meter resolution Sentinel-2 imagery in combination with the backscatter Sentinel-1 features from spring (Table 4). This model specification yielded the best validation results and was
therefore selected to detect solar parks in the test area. Our model detected 41 PV arrays of 15 solar parks that are not yet present in the databases of http://zonopkaart.nl/ and https://www.wiki-solar.org/. In addition, the model classified objects belonging to PV panels on rooftops as solar park; to be specific, 11 out of 1386 classified PV objects belonged to rooftop PV panels. The accuracy of the independent test is comparable to the accuracy of the validation (producer accuracy 81.39%, user accuracy 92.39%, F-measure of 0.80, see Table 4).

The classification accuracies of the validation dataset indicate that the models trained on an oversampled yes/no dataset outperformed the models trained on a subsampled yes/no dataset or the land cover category dataset for all model specifications (Table A2). Interestingly, the model with the highest accuracy when trained with the subsampled data only used the spring 10- and 20-meter resolution Sentinel-2 imagery. This model yields a producer accuracy of 91.96% and a user accuracy of 31.07%. Adding the Sentinel-1 data

Figure 4. RGB Sentinel-2 imagery showing a part of the test area. Firstly, Sentinel-2 10 m resolution imagery was segmented with the SNIC algorithm (a). Secondly, the objects were classified with an RF model (b). To facilitate interpretation, true negatives are not shown on the map.
here results in a higher producer accuracy, but a lower user accuracy, and together this yields a lower F-measure (0.42 versus 0.46).

The classification accuracies for the validation of the model trained on all land cover classes perform better than the subsampled but worse than the oversampled model for all model specifications (Table A1). Similar to the subsampled model, the highest accuracy here is obtained with the model that uses only used the spring 10- and 20-meter resolution Sentinel-2 imagery. For this model, the producer accuracy is 88.56% and the user accuracy is 72.37%, leading to an F-measure of 0.80. By comparison, the model that also includes Sentinel-1 spring data yields an F-measure 0.71 (Table A1).

For all three training datasets, the best classification accuracies were obtained for the models using the 10- and 20-meter resolution bands from Sentinel-2 imagery from one season in combination with and without the VV and VH backscatter properties from Sentinel-1 imagery. In the validation dataset, the best performing model had a producer accuracy of 81.39% and a user accuracy of 92.39% for solar park objects and a producer and user accuracy of 99.999% for no solar objects. The model obtained an overall accuracy of 99.99% (Kappa: 0.99).

The models with the lowest accuracy metrics and statistics were the models that only used the green, blue, red and NIR bands. The addition of the NDVI, NDWI, Red edge, SWIR and backscatter information improved the classification results. The addition of the autumn Sentinel-2 and Sentinel-1 imagery had a negative impact on the classification results, since the number of false positives increased, leading to a lower user accuracy.

### 3.2 Variable importance, SHAP-values and ROC curve

The variable importance plot of the best performing model shows the explanatory power of the different input variables (Figure 5). The plot suggests that the SWIR 1 mean and SWIR 1 median, as well as the NDWI mean and median contributed most to the RF model. These variables also had high predictive power. The relevance of SWIR-1 is further illustrated by the spectral reflectance curves, which shows that solar parks are particularly distinct from other land cover categories in this bandwidth (1614 nm) (Figure 6). Additionally, we calculated the mean SHAP-values of the best performing model over all observations, which provides the global feature importance. SHAP-values are used to overcome inconsistencies of traditional variable importance methods. For example, two equally important features in tree-based models are given different values based on what level of splitting was done; the features which split the

| Model | Category | Producer accuracy | User accuracy | F-measure | IoU | Overall accuracy | Kappa |
|-------|----------|------------------|---------------|-----------|-----|-----------------|-------|
| Sentinel-2 (10 m resolution) spring | Solar park | 58.88% | 6.97% | 0.12 | 6.65% | 99.37% | 0.55 |
| | No solar park | 99.92% | 99.997% | 0.9996 | 99.92% |
| Sentinel-2 (10 m resolution + NDVI) spring | Solar park | 58.94% | 9.06% | 0.16 | 8.53% | 99.57% | 0.51 |
| | No solar park | 99.92% | 99.997% | 0.9996 | 99.92% |
| Sentinel-2 (10 m resolution + NDVI) spring | Solar park | 57.29% | 15.05% | 0.24 | 13.53% | 99.74% | 0.52 |
| | No solar park | 99.94% | 99.997% | 0.9997 | 99.94% |
| Sentinel-2 (10 & 20 m resolution) spring | Solar park | 80.24% | 88.22% | 0.84 | 72.47% | 99.99% | 0.98 |
| | No solar park | 100.00% | 99.999% | 0.99999 | 100% |
| Sentinel-2 (10 & 20 m resolution) spring + Sentinel-1 spring | Solar park | 81.39% | 92.39% | 0.87 | 76.28% | 99.99% | 0.99 |
| | No solar park | 99.99% | 99.999% | 0.9999 | 100% |
| Sentinel-2 (10 & 20 m resolution) spring & autumn + Sentinel-1 spring | Solar park | 96.83% | 63.22% | 0.76 | 61.93% | 99.95% | 0.80 |
| | No solar park | 99.99% | 99.9996% | 0.9999 | 99.99% |
| Sentinel-2 (10 & 20 m resolution) spring & autumn + Sentinel-1 spring & autumn | Solar park | 96.50% | 71.61% | 0.82 | 69.80% | 99.97% | 0.93 |
| | No solar park | 99.99% | 99.999% | 0.9999 | 99.99% |
model first might be given higher importance (Lundberg, Erion, and Lee 2018). The SHAP-variable importance plot (Figure 7) also indicates that the mean and median of SWIR 1 and NDWI contributed most to the models performance.

We used the validation dataset to construct a Receiver Operator Characteristic (ROC) curve of the best performing model (Figure 8). The ROC curve represents the trade-off between the sensitivity (true positive rate) and specificity (1-false positive rate). When the ROC curve is closer to the top-left corner, the binary RF classification yields a better performance. The area under the ROC curve (AUC) indicates the model’s ability to distinguish between two classes. The AUC ranges between 0 and 1, where a value of 1 indicates a better model. The AUC of our best performing model was 0.93.
4. Discussion

Our results indicate that a RF model trained on spectral and backscatter features has a high potential to detect automatically segmented solar park objects. We found that the validation models that used an oversampled dataset in the Y/N category outperformed the models trained on subsampled Y/N categories or on multiple land cover categories. By subsampling the training data, objects might have been left out that contain crucial information about a category. As a consequence, the overall accuracy of a model applied to an independent dataset might be lowered (Maxwell, Warner, and Fang 2018).

Furthermore, to assess the added value of the different satellite datasets on the performance of the model, we applied different combinations of the datasets. With the addition of more explanatory features, e.g. the Sentinel-2 and Sentinel-1 images from autumn, the classification results were lowered, as also found by Georganos et al. (2018). Other explanatory features, not considered in this study, can also be used to identify solar parks. The study by Zhang et al. (2021) used the 100 meter resolution bands from the Landsat-8 mission, as the land surface temperature of the solar parks is different from the surroundings (Zhang and Xu 2020). The authors, however, found that the thermal bands had little effect on the accuracy of the model, which they attributed to the coarse resolution of the bands and to the likelihood that surface temperatures of the PV power plants would be more similar to other ground objects over large regions. Besides the thermal information, the study used textural information of power plants to analyze the spatial auto-correlation among pixels belonging to solar parks and associated ground features such as roads or generation facilities. The spectral signal of a solar park is a mixture of PV arrays, shadows, different types of soil or vegetation (Karoui et al. 2019). Consequently, the space between solar panels could lead to a fragmented detection result. We overcame this problem using an object-based instead of a pixel-based approach.

The results of this study have an equal or higher accuracy than other studies that aim to detect PV panels (Table 5). These other studies are all based on CNNs, rather than RF models. As opposed to RF models, CNNs generally require large training...
datasets, as demonstrated by the studies of Yu et al. (2018), Li et al. (2020) and Kruitwagen et al. (2021). This difference marks a clear advantage of our method. For example, Yu et al. (2018) used an imbalanced training dataset of 366,467 manually annotated samples. This is more than five times as much as used in this study, since the most accurate model of this study was trained on 70096 samples, of which a large part was oversampled from a much smaller number of actual solar parks. The original dataset of this study was balanced and consisted of 9686 automatically segmented objects (Table 1), which were manually selected, and artificially increased using image augmentation (Table 3). Another difference is that existing studies that aim to detect PV installations used VHR imagery (up to 0.25 spatial resolution), which is resource-intensive, while this study used publicly available high-resolution imagery only (10-meter resolution and coarser). As a result, our approach can easily be extended to large spatial extents and new areas.

The comparison of different methods to identify PV installations in general and solar parks specifically is challenging due to differences in the approaches as well as in the reporting. Not all studies reported their methodology completely, as it was unclear in some cases whether the training and test datasets were balanced or not. Additionally, the studies that used their trained model to detect the location of solar parks in a complete area, did not all provide the accuracy metrics of these experiments (Hou et al. 2019).

We chose to use the F-measure of the solar park category as the indicator for the best performing RF model, as a classifier that produces a high F-measure will result in a balanced ratio between precision and recall. The definition of a “best” classifier is dependent on the application for which it is designed. Choosing the classifier that gives the highest overall accuracy will create the most accurate map, but this might result in more false negatives (i.e. fewer PV-installations being identified). When the objective is to identify as many PV-installations as possible it is more appropriate to choose a classifier with a high precision, as discarding any false positives is much easier than finding false negatives.
Table 5. The methodology, and the accuracy metrics and statics of this study and previous studies addressing solar panel detection (OA: overall accuracy; PA: producer accuracy; UA: user accuracy).

| Study                  | Classification algorithm | Solar panel | Remote sensing dataset                             | Size training and test data                          | OA validation data | PA solar panels test data: | UA solar panels test data: | IoU solar panels test data | OA test data | F-measure solar panels test data | Applied on complete areas |
|------------------------|--------------------------|-------------|----------------------------------------------------|-----------------------------------------------------|-------------------|---------------------------|---------------------------|---------------------------|--------------|---------------------------------|--------------------------|
| Centraal Bureau voor de Statistiek (2019) | CNN | Rooftop | High resolution aerial imagery                     | Not mentioned                                       | 81%               | 82%                       | 0.94                      | No                        |
| Yu et al. (2018)      | CNN | Rooftop | Google Statics Map: 15 cm spatial resolution       | Imbalanced training and test data: More no solar panels | 88.5% (residential) | 90.45% (residential) | 93.1% (residential) | 93.7% (nonresidential) | Yes          | 0.91 (residential) 0.92 (nonresidential) | Yes: accuracy metrics not mentioned |
| Zhang et al. (2021)   | RF  | Solar park | Landsat-8 imagery (30 m resolution): spectral, texture, terrain and thermal | Imbalanced training data: More no solar panels; Pixel-based | 92.19% | 98.53% | 98.47% | Yes |
| da Costa et al. (2021) | Different semantic segmentation models | Solar park | Mosaics of Sentinel-2 imagery: 10 m resolution | Not mentioned | 91.17% | 98.08% | 0.95 | Yes |
| Kruitwagen et al. (2021) | CNNs | Solar park | High resolution (1.5-m pixel); 4-band SPOT-6/7 imagery and 10-m Sentinel-2 imagery | Imbalanced training and test data: More solar parks | 90% | 99% | 86% | Yes |
| This study            | RF  | Solar park | Sentinel-2 imagery: 10 and 20 m resolution | Balanced training data. Imbalanced test data: More no solar parks | 99.99% | 85.86% | 92.39% | 80.19% | 99.97% | 0.87 | Yes |
4.1 Potential limitations

The segmentation performance of the SNIC-algorithm was only visually inspected and not evaluated with ground truth data. During the visual inspection, it was observed that the SNIC-algorithm tends to over-segment land cover objects (Figure 4). As a consequence, the solar park objects are slightly smaller compared to the solar park panels, but tend to only cover the PV panel. The spectral signal of the solar park object is thereby less influenced by its surroundings.

The classification accuracies and metrics of the validation and test data indicate that the method presented is very suitable for transfer learning. To detect the location of solar parks in other areas, the RF model requires the variables that were used in this study. As the satellites of Sentinel-1 and Sentinel-2 cover the entire world, the spectral and backscatter characteristics in areas outside the Netherlands can be acquired. The models are trained on the dominant land cover categories that are present in the Netherlands. In other countries, land cover categories unknown for the trained RF model might be present. As observed by Kruitwagen et al. (2021), solar parks are mostly sited on croplands and (semi-)arid areas. In (semi-)arid regions, the climatic and soil conditions are different compared to temperate regions such as the Netherlands, which influences the signal recorded by the satellite (Ben-Dor 2002). Consequently, the model might have difficulties in detecting solar parks in regions with considerable different geography and vegetation, and require new training for such application. Yet, the RF model requires relatively little training data as compared to other machine learning algorithms.

which used only the spectral, thermal and spatial information of solar panels, we used multitemporal spectral and backscatter data. The results indicated that the highest validation accuracies were obtained with a model that used the blue, red, green, near infrared, red edge and shortwave infrared bands of Sentinel-2 imagery from one period, as well as the VV and VH backscatter properties of Sentinel-1 imagery from one period as explanatory features. The variable importance plot and the mean SHAP values over all observations indicated that the shortwave infrared and NDWI mean and median had the highest predictive power. After testing the model on an independent dataset, we obtained an overall accuracy of 99.97% (Kappa: 0.87), a producer accuracy of 85.86% for solar park objects and 99.999% for no solar park objects, and a user accuracy of 92.39% for solar park objects and 99.999% for no solar park objects. The IoU of solar park objects was 80.19%. The F-measure for solar park objects was 0.89 and for no solar parks 0.9997. The high classification accuracies indicate the transferrability of our methodology and thus the ability of our model to detect solar park objects in other areas.
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Appendices

Figure A1. Land cover map with the objects from the Bestand Bodemgebruik and the segmented solar park objects. The map covers a part of the test area.

Table A1. Accuracies and metrics of the validation dataset classified by RF models trained on datasets with land cover categories.

| Model                                      | Category       | Producer accuracy | User accuracy | F-measure | IoU       | Overall accuracy | Kappa |
|---------------------------------------------|----------------|------------------|--------------|-----------|-----------|-----------------|-------|
| Sentinel-2 (10 m resolution) spring         | Solar park     | 68.41%           | 99.85%       | 0.13      | 0.99924   | 99.25%          | 0.42  |
|                                             | No solar park  | 6.93%            | 99.998%      | 6.71%     | 99.85%    |                 |       |
| Sentinel-2 (10 m resolution + NDVI) spring  | Solar park     | 69.97%           | 99.78%       | 0.06      | 0.99891   | 98.42%          | 0.34  |
|                                             | No solar park  | 3.39%            | 99.999%      | 3.34%     | 99.78%    |                 |       |
| Sentinel-2 (10 m resolution + NDWI) spring  | Solar park     | 65.82%           | 99.78%       | 0.07      | 0.99887   | 98.57%          | 0.32  |
|                                             | No solar park  | 3.53%            | 99.998%      | 3.46%     | 99.77%    |                 |       |
| Sentinel-2 (10 & 20 m resolution) spring    | Solar park     | 88.56%           | 99.99%       | 0.80      | 0.99997   | 99.97%          | 0.96  |
|                                             | No solar park  | 72.37%           | 99.999%      | 66.18%    | 99.99%    |                 |       |
| Sentinel-2 (10 & 20 m resolution) spring +  | Solar park     | 86.62%           | 99.99%       | 0.71      | 0.99993   | 99.95%          | 0.90  |
| Sentinel-1 spring                          | No solar park  | 60.07%           | 99.999%      | 54.97%    | 99.99%    |                 |       |
| Sentinel-2 (10 & 20 m resolution) spring &  | Solar park     | 98.51%           | 99.96%       | 0.53      | 0.99981   | 99.86%          | 0.81  |
| Sentinel-1 spring                          | No solar park  | 35.97%           | 99.999%      | 35.77%    | 99.96%    |                 |       |
| Sentinel-2 (10 & 20 m resolution) spring &  | Solar park     | 98.21%           | 99.96%       | 0.48      | 0.99981   | 99.83%          | 0.81  |
| Sentinel-1 spring                          | No solar park  | 31.48%           | 99.999%      | 31.30%    | 99.96%    |                 |       |
| Model | Category | Producer accuracy | User accuracy | F-measure | IoU | Overall accuracy | Kappa |
|-------|----------|------------------|--------------|-----------|-----|-----------------|-------|
| Sentinel-2 (10 m resolution) spring | Solar park | 79.66% | 4.54% | 0.09 | 4.49% | 98.61% | 0.48 |
| | No solar park | 99.78% | 99.998% | 0.9989 | 99.77% | 97.73% | 0.47 |
| Sentinel-2 (10 m resolution + NDVI) spring | Solar park | 80.29% | 2.91% | 0.06 | 2.89% | 97.38% | 0.26 |
| | No solar park | 99.65% | 99.999% | 0.998 | 99.65% | 97.38% | 0.26 |
| Sentinel-2 (10 m resolution + NDWI) spring | Solar park | 73.38% | 3.67% | 0.07 | 3.62% | 98.38% | 0.26 |
| | No solar park | 99.65% | 99.999% | 0.998 | 99.65% | 98.38% | 0.26 |
| Sentinel-2 (10 & 20 m resolution) spring | Solar park | 91.96% | 31.07% | 0.46 | 30.25% | 99.81% | 0.75 |
| | No solar park | 99.94% | 99.9996% | 0.99 | 99.94% | 99.81% | 0.75 |
| Sentinel-2 (10 & 20 m resolution) spring + Sentinel-1 spring | Solar park | 93.85% | 26.90% | 0.42 | 26.43% | 99.78% | 0.69 |
| | No solar park | 99.93% | 99.999% | 0.99 | 99.93% | 99.78% | 0.69 |
| Sentinel-2 (10 & 20 m resolution) spring & autumn + Sentinel-1 spring | Solar park | 99.09% | 3.29% | 0.06 | 3.29% | 97.45% | 0.33 |
| | No solar park | 99.64% | 99.999% | 0.9982 | 99.64% | 97.45% | 0.33 |
| Sentinel-2 (10 & 20 m resolution) spring & autumn + Sentinel-1 spring & autumn | Solar park | 99.54% | 4.17% | 0.08 | 4.16% | 98.01% | 0.36 |
| | No solar park | 99.69% | 99.999% | 0.9985 | 99.69% | 98.01% | 0.36 |