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Abstract

Using a Cauchy integral formulation of the boundary integral equations, we simulate the erosion of a porous medium comprised of up to 100 solid bodies embedded in a Stokes flow. The grains of the medium are resolved individually and erode under the action of surface shear stress. Through nonlinear feedback with the surrounding flow fields, microscopic changes in grain morphology give way to larger-scale features in the medium such as channelization. The Cauchy-integral formulation and associated quadrature formulas enable us to resolve dense configurations of nearly contacting bodies. We observe substantial anisotropy to develop over the course of erosion; that is, the configurations that result from erosion generally permit flow in the longitudinal direction more easily than in the transverse direction by up to a factor of six. These results suggest that the erosion of solid material from groundwater flows may contribute to previously observed anisotropy of natural porous media.

1. Introduction

Flow-induced erosion acts across a range of scales in the natural world, from massive geological structures sculpted by wind or water \cite{1, 28, 20, 32, 19}, to mesoscopic patterns formed by surface or internal flows \cite{6, 7, 36}, and down to granular and porous networks slowly disintegrating in groundwater flows \cite{10, 33, 22, 15, 8, 11, 37}. The associated nonlinear feedback between changing shapes and the surrounding flows can imprint across all of these scales, affecting large-scale features as well as small-scale ones, such as the microstructure of porous materials. Porous media encountered in nature typically exhibit material anisotropy in that they permit seepage flow in certain directions more easily than in others. Typical materials are more permeable to flow in the longitudinal (or horizontal) direction than transversely by a factor of 5–20 \cite{5, 2}. Most commonly, this material anisotropy is attributed to the sedimentation process, in which, due to the fluid-structure interaction, non-spherical particles tend to settle with their long axis parallel to the plane of deposition \cite{5}. Controlled experiments, however, have not been performed to test this hypothesis, and other mechanisms may be at work. Here, we use highly-accurate numerical simulations to examine an alternative, and possibly complementary, mechanism: namely, that the flow-induced erosion of the medium’s solid constituents contributes to its overall anisotropy.

Our method merges highly-efficient and highly-accurate boundary-integral equation (BIE) methods \cite{3, 26, 14} with stable interface evolution methods \cite{17, 27} to simulate the erosion of dense suspensions of solid bodies in the Stokes flow regime relevant for groundwater-flow applications \cite{30, 10}. Originally inspired by related work in the high-Reynolds-number regime \cite{31, 27, 18, 25}, our method is documented, validated, benchmarked in \cite{30}, and can simulate the erosion of $O(100)$ solid bodies. The more recent Cauchy reformulation of the BIE and the associated quadrature formulas allow us to resolve points of near contact between bodies, thus enabling high-fidelity simulation of dense suspensions of erodable bodies \cite{10}. Though the governing fluid-flow equations (Stokes) are linear, the nonlinear feedback between evolving microstructure and flow gives rise to highly complex and anisotropic configurations.

Figure 1 shows an example simulation with 80 circular bodies of randomized sizes and positions immersed in a Stokes flow moving from left to right. Color depicts the local speed of the flow intervening between...
bodies. Over time, individual bodies erode in response to the shear stresses induced on them, and heterogeneous material removal creates visible features both at the level of individual bodies and the larger-scale configuration. For example, horizontally-oriented channels are clearly visible in the third and fourth frames, and these contribute to the overall anisotropy of the medium.

The outline of the paper is as follows. In Section 2 we discuss the governing equations for the fluid flow and interface evolution. In Section 3 we discuss the numerical methods, including the Cauchy formulation of the BIE. In Section 4 we explain how to extract porous-medium properties, such permeability, anisotropy, and tortuosity. In Section 5 we provide results and we conclude in Section 6.

2. Governing Equations

Consider an incompressible, Stokes flow inside a domain Ω containing M erodable bodies. We take the outer boundary Γ to be a slightly smoothed version of the boundary of $[-3, 3] \times [-1, 1]$. The fluid flow is primarily from left to right, so that the inlet and outlet are located at approximately $x = \pm 3$ (the actual locations are slightly curved versions of these vertical lines due to domain smoothing). The erodable bodies, with boundaries $\gamma_\ell$, $\ell = 1, \ldots, M$, all sit inside of the central region $[-1, 1] \times [-1, 1]$. The boundary of the fluid domain is thus $\partial \Omega = \Gamma \cup \gamma_1 \cup \cdots \cup \gamma_M$. The empty space to the left and right of $[-1, 1] \times [-1, 1]$ serve as buffer regions to allow the flow profile imposed at the inlet and outlet to gradually adjust to the presence of the bodies. The equations governing the velocity $\mathbf{u} = (u, v)$ and pressure $p$ of the fluid consist of the incompressible, Stokes equations coupled to boundary conditions:

$$
\begin{align*}
\mu \Delta \mathbf{u} &= \nabla p, & x &\in \Omega, & & \text{conservation of momentum,} \\
\nabla \cdot \mathbf{u} &= 0, & x &\in \Omega, & & \text{conservation of mass,} \\
\mathbf{u} &= \mathbf{0}, & x &\in \gamma, & & \text{no slip on the erodable bodies,} \\
\mathbf{u} &= \mathbf{U}, & x &\in \Gamma, & & \text{prescribed outer wall velocity.}
\end{align*}
$$

(1)

Above, $\mathbf{U}$ represents the fluid velocity imposed along the outer boundary $\Gamma$, in particular at the inlet and outlet, as well as along the top and bottom walls. In this work, we impose a uniform flow profile along $\Gamma$, i.e. $\mathbf{U} = (U, 0)$, although other choices are possible, for example a Poiseuille profile as employed in previous work [10, 30]. The advantages of the uniform profile are: (1) it will simplify the calculation of porous-medium properties, such as permeability and anisotropy, that will be described later; and (2), it may more realistically model the flow impinging upon a porous medium. We will allow the imposed flow speed to change with time $U = U(t)$ to enforce, for example, a desired pressure drop across the flow cell. To nondimensionalize the above system, we set the fluid viscosity to unity, $\mu = 1$.

The embedded bodies may erode in response to the shear stresses induced by the intervening fluid flow. Erosion typically occurs over much longer timescales than the fluid flow, permitting a quasi-steady
approximation. In this approximation, the configuration of bodies is held fixed in order to compute the steady Stokes flow determined by (1), and then this flow field determines the stresses acting to erode each body. We employ an erosion law in which the local rate of material loss is linearly proportional to the magnitude of the shear stress $\tau$ acting on the surface $[31, 27, 24, 25, 16, 30, 10]$. The material loss gives rise to an inward velocity of the solid surface, $V_n$, pointing in the direction normal to the surface. The erosion law is thus expressed as

$$V_n = C_E |\tau|, \quad x \in \gamma,$$  \hspace{1cm} \text{erosion model,} \hspace{1cm} (2)

where $n$ is the unit normal vector pointing into each body, $\beta$ is the unit tangent vector pointing in the counterclockwise direction, and $C_E$ is a material-dependent erosion constant.

3. Boundary Integral Equation and Cauchy Integral Formulation

To accurately and efficiently solve the Stokes equations (1), we reformulate the system as a boundary integral equation (BIE). A BIE formulation has the advantage that all the unknowns are on the one-dimensional boundaries of the domain. That is, only the boundary of the complex geometry must be discretized which we do with a spectrally accurate Fourier basis. Applying the same approach as our previous works [10, 30], we represent the velocity as the sum of a double-layer potential and a combination of Stokeslets and rotlets [29]

$$u(x) = D[\eta](x) + \sum_{\ell=1}^{M} (S[\lambda_{\ell}](x) + R[\xi_{\ell}](x)), \quad x \in \Omega,$$  \hspace{1cm} \text{representation (4)}

where

$$D[\eta](x) = \frac{1}{\pi} \int_{\partial\Omega} \frac{r \cdot n \otimes r}{\rho^2} \eta(y) ds_y,$$  \hspace{1cm} \text{quadrature rule (5)}

where $r = x - y$ and $\rho = \|r\|$. Note that $\partial\Omega$ includes both the eroding bodies and the outer boundary. The Stokeslets and the rotlets are

$$S[\lambda_{\ell}](x) = \frac{1}{4\pi} \left(- \log\rho_{\ell} + \frac{r_\ell \otimes r_\ell}{\rho^2}\right) \lambda_{\ell}, \quad R[\xi_{\ell}](x) = \frac{r_\ell}{\rho^2} \xi_{\ell},$$

respectively, where $r_{\ell} = x - c_{\ell}$, $\rho_{\ell} = \|r_{\ell}\|$, and $c_{\ell}$ is a point inside body $\ell$. If the density function, Stokeslets, and rotlets satisfy the second-kind boundary integral equation

$$U(x) = \frac{1}{2} \eta(x) + D[\eta](x) + \sum_{\ell=1}^{M} (S[\lambda_{\ell}](x) + R[\xi_{\ell}](x)), \quad x \in \Gamma,$$  \hspace{1cm} \text{representation (7a)}

$$0 = \frac{1}{2} \eta(x) + D[\eta](x) + \sum_{\ell=1}^{M} (S[\lambda_{\ell}](x) + R[\xi_{\ell}](x)), \quad x \in \gamma_{\ell}, \quad \ell = 1, \ldots, M,$$  \hspace{1cm} \text{(7b)}

$$\lambda_{\ell} = \int_{\gamma_{\ell}} \eta(y) ds_y, \quad \ell = 1, \ldots, M,$$  \hspace{1cm} \text{(7c)}

$$\xi_{\ell} = \int_{\gamma_{\ell}} (y - c_{\ell})^\perp \cdot \eta(y) ds_y, \quad \ell = 1, \ldots, M,$$  \hspace{1cm} \text{(7d)}

then the representation [4] satisfies the Stokes equations with the required boundary conditions [1]. We solve (4) by discretizing $\gamma_{\ell}$ and $\Gamma$ at equispaced collocation points, and then replacing the integrals with quadrature rules. This results in a linear system with a mesh-independent condition number, and it is solved iteratively with GMRES.
Instead of evaluating the Stokes double-layer potential \[5\] as a contour integral in \(\mathbb{R}^2\), we convert the integral to a sum of contour integrals around Jordan curves in \(\mathbb{C}\). We identify \(x = (x_1, x_2)\) with \(x = x_1 + ix_2\) and use similar notation for \(y, n,\) and \(\eta\). We also interpret \(\gamma\), the boundary of the \(i^{th}\) grain or the bounding box \(\Gamma\), as a Jordan curve in \(\mathbb{C}\). We introduce the functions

\[\tau_1(y) = \eta(y)n(y)\text{Re}(n(y)), \quad \tau_2(y) = \eta(y)n(y)\text{Im}(n(y)),\]

and then define the five Cauchy integrals

\[v_1(x) = \frac{1}{2\pi i} \int_{\gamma} \frac{\text{Re}(\eta(y))}{x-y} \, dy, \quad v_2(x) = \frac{1}{2\pi i} \int_{\gamma} \frac{\text{Im}(\eta(y))}{x-y} \, dy, \quad v_3(x) = \frac{1}{2\pi i} \int_{\gamma} \frac{\text{Re}(\overline{\eta}(y))}{x-y} \, dy,\]

\[v_4(x) = \frac{1}{2\pi i} \int_{\gamma} \frac{\tau_1(y)}{x-y} \, dy, \quad v_5(x) = \frac{1}{2\pi i} \int_{\gamma} \frac{\tau_2(y)}{x-y} \, dy.\] (9)

Then, the first and second components of the Stokes double-layer potential are

\[u_1(x) = -\text{Re}(x)\text{Re}(v_1'(x)) - \text{Im}(x)\text{Re}(v_2'(x)) + \text{Re}(v_3'(x)) + \text{Re}(v_4'(x))\] (11a)

\[u_2(x) = +\text{Re}(x)\text{Im}(v_1'(x)) + \text{Im}(x)\text{Im}(v_2'(x)) - \text{Im}(v_3'(x)) + \text{Re}(v_5'(x)),\] (11b)

respectively. The components of the deformation tensor are

\[\frac{\partial u_1}{\partial x_1} = -\text{Re}(v_1'(x)) + \text{Re}(v_2'(x)) + \text{Re}(v_3'(x)) - \text{Re}(x)\text{Re}(v_4'(x)) - \text{Im}(x)\text{Re}(v_5'(x))\] (12a)

\[\frac{\partial u_1}{\partial x_2} = -\text{Re}(v_2'(x)) - \text{Im}(v_3'(x)) - \text{Im}(v_4'(x)) + \text{Re}(x)\text{Im}(v_5'(x)) + \text{Im}(x)\text{Im}(v_5'(x))\] (12b)

\[\frac{\partial u_2}{\partial x_1} = +\text{Im}(v_1'(x)) - \text{Im}(v_2'(x)) - \text{Im}(v_3'(x)) + \text{Re}(x)\text{Im}(v_4'(x)) + \text{Im}(x)\text{Im}(v_5'(x))\] (12c)

\[\frac{\partial u_2}{\partial x_2} = +\text{Im}(v_2'(x)) - \text{Re}(v_3'(x)) - \text{Im}(v_4'(x)) + \text{Re}(x)\text{Re}(v_5'(x)) + \text{Im}(x)\text{Re}(v_5'(x))\] (12d)

Having the deformation tensor at hand, the vorticity can be shown to satisfy

\[\omega(x) = \frac{\partial u_2}{\partial x_1} - \frac{\partial u_1}{\partial x_2} = \text{Im}(v_1'(x)) + \text{Re}(v_2'(x)) + \text{Re}(v_5'(x)) + \text{Im}(v_4'(x)).\] (13)

We note that the deformation tensor requires second-order derivatives of Cauchy integrals, while the vorticity only requires first-order derivatives. On solid boundaries, the vorticity reduces to the shear stress given in \[3\] and needed in erosion law \[2, 30, 10\].

### 3.1. Quadrature for Cauchy integrals

The overall accuracy of our method is determined by the quadrature rule applied to equation \[7\]. Since we have written the Stokes double-layer potential velocity \[11\], deformation tensor \[12\], and vorticity \[13\] as a sum of Cauchy integrals and their derivatives, the overall accuracy hinges on the computation of a general Cauchy integral

\[v(x) = \frac{1}{2\pi i} \int_{\gamma} \frac{\eta(y)}{x-y} \, dy.\] (14)

Here we describe a quadrature formulae that was first used to approximate analytic functions \[21\], and then extended to Stokes layer potentials \[4\]. The quadrature method requires the boundary data of the analytic function \[14\] which satisfies the Sokhotski-Plemelj jump relation

\[v^- (x_0) = \lim_{\varepsilon \to 0} \int_{\gamma_{x_0-\varepsilon}} \frac{\eta(y)}{x_0-y} \, dy = -\frac{1}{2} \eta(x_0) - \frac{1}{2\pi i} \int_{\gamma} \frac{\eta(y)}{x_0-y} \, dy, \quad x_0 \in \gamma,\] (15)
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where the last integral is interpreted in the principal-value sense. Here we are assuming that \( \Omega \) is the bounded region interior to \( \gamma \). Once \( v^- \) is calculated, \( v(x) \) and its derivatives can be determined by its boundary data alone using the Cauchy Integral Theorem

\[
v(x) = \frac{1}{2\pi i} \int_{\gamma} \frac{v^-(y)}{y-x} \, dy,
\]

(16a)

\[
v'(x) = \frac{1}{2\pi i} \int_{\gamma} \frac{v^-(y)}{(y-x)^2} \, dy,
\]

(16b)

\[
v''(x) = \frac{1}{\pi i} \int_{\gamma} \frac{v^-(y)}{(y-x)^3} \, dy.
\]

(16c)

The trapezoid rule can be used to approximate this Cauchy integral and its derivatives. For example, the Cauchy integral (16a) can be approximated as

\[
v(x) \approx \frac{1}{2\pi i} \sum_{j=1}^{N} w_j \frac{v^-(y_j)}{y_j-x},
\]

(17)

where \( y_j \) are equispaced points on \( \gamma \), \( w_j = L/N \), and \( L \) is the length of \( \gamma \). Because the integrand is both periodic and smooth, given a fixed point \( x \), the trapezoid rule achieves spectral accuracy [35]. However, for a fixed \( N \), the quadrature error is not bounded uniformly with respect to \( x \) because the derivative of the integrand grows without bound as \( x \) approaches \( \gamma \). This error is problematic for many of our simulations since we allow eroding bodies to be arbitrarily close to one another, and we often compute the velocity and vorticity at points in the fluid domain that are close to an eroding body. In contrast to the integrand in the Cauchy integral (16a), the integrand in the identity

\[
\frac{1}{2\pi i} \int_{\gamma} \frac{v^-(y) - v(x)}{y-x} \, dy = 0, \quad x \in \Omega,
\]

(18)

is bounded with respect to \( x \), and therefore the error of the trapezoid rule is bounded with respect to \( x \). Applying the trapezoid rule, we have

\[
\frac{1}{2\pi i} \sum_{j=1}^{N} \frac{w_j}{y_j-x} \frac{v^-(y_j) - v(x)}{y_j-x} \approx 0,
\]

(19)

where the error is now uniformly bounded for all \( x \). Rearranging, we have

\[
v(x) \approx \left( \frac{1}{2\pi i} \sum_{j=1}^{N} \frac{v^-(y_j)}{y_j-x} w_j \right) \left/ \left( \frac{1}{2\pi i} \sum_{j=1}^{N} \frac{1}{y_j-x} w_j \right) \right., \quad x \in \Omega.
\]

(20)

Note that the numerator in (20) is identical to equation (17), while the denominator is an approximation of the analytic function \( v(x) = 1 \). As \( x \) approaches \( \gamma \), the errors in the numerator and denominator grow, however, since the integrand in equation (18) is bounded independent of \( x \), the error of the ratio is also bounded independent of \( x \).

The derivatives of the Cauchy integral in (16) can be approximated with spectral accuracy, uniformly in \( x \), using similar quadrature rules. To summarize, for \( x \in \Omega \),

\[
v'(x) \approx \left( \frac{1}{2\pi i} \sum_{j=1}^{N} \frac{v^-(y_j) - v(x)}{(y_j-x)^2} w_j \right) \left/ \left( \frac{1}{2\pi i} \sum_{j=1}^{N} \frac{1}{y_j-x} w_j \right) \right.,
\]

(21)

\[
v''(x) \approx \left( \frac{2}{2\pi i} \sum_{j=1}^{N} \frac{v_j - v(x) - (y_j-x)v'(x)}{(y_j-x)^3} w_j \right) \left/ \left( \frac{1}{2\pi i} \sum_{j=1}^{N} \frac{1}{y_j-x} w_j \right) \right.,
\]

(22)
We note that equations (20), (21), and (22) all assume that \( x \in \Omega \), where \( \Omega \) is the bounded region interior to the Jordan curve \( \gamma \). However, in our application, when \( \gamma \) is one of the eroding bodies, \( x \) is in the exterior region of the Jordan curve. In this case, slightly different identities are used, but they all guarantee that the trapezoid rule achieves spectral accuracy with an error that is independent of \( x \). A complete description of the quadrature rules for (20) and (21) are described by Barnett, Wu, and Veerapaneni [4], and the quadrature rule for (22) is described in our previous work [10].

3.2. Interface evolution

With the flow computed, we extract the vorticity which reduces to shear stress, \( \tau \), on solid boundaries. Next, we seek to evolve the boundaries of these erodable bodies. For numerical stability, we modify erosion law (2) to include a smoothing term that depends on local curvature \( \kappa \)

\[
V_n = C_{E} |\tau| + \epsilon \langle |\tau| \rangle \left( \frac{L}{2\pi\kappa} - 1 \right).
\]

(23)

The last term is a smoothing term that has strength \( \epsilon \ll 1 \) and scales with the spatial average of the shear stress \( \langle |\tau| \rangle \). \( L \) indicates the total arc length of the body, and, inside the parenthesis, the mean curvature is subtracted so that this term preserves area. As such, the only source of material loss is the first term, \( C_{E} |\tau| \), representing the shear-dependent erosion law (2). In addition, we apply a narrow Gaussian filter to the distribution \( |\tau| \) to further improve stability.

Rather than tracking the Cartesian coordinates of each surface, we employ the \( \theta-L \) formulation [17, 27, 25, 19] by tracking the tangent angle \( \theta \) as a function of arc length and the total length \( L \) of each body. In this formulation, the curvature-dependent smoothing becomes a linear diffusive term, thus enabling the use of stable, implicit schemes for this stiff term. The remaining nonlinear terms are not stiff and can be treated by explicit time-stepping methods. In particular, we use an exponential integrator for the diffusion term and a Runge-Kutta method for all other terms, both of which are second-order in time [30].

4. Extracting porous-media properties: permeability, drag, anisotropy, tortuosity

With the numerical methods in place, we now discuss how to measure the permeability and other porous-media properties of the configurations generated by fluid-mechanically induced erosion.

4.1. Longitudinal permeability

While the Stokes equations (1) provides a microscopic description of the detailed flow field \( u \) penetrating the complex configuration of erodable bodies, a coarse-grained description can be obtained by treating the collection of bodies as a single porous-medium and homogenizing the flow-field through Darcy’s law,

\[
\mathbf{q} = \frac{1}{\mu} \mathbf{k} \nabla p.
\]

(24)

Here, \( p \) and \( \mu \) represent the pressure field and fluid viscosity as before, with \( \mu = 1 \) by the non-dimensionalization. Meanwhile, \( \mathbf{q} = (q_1, q_2) \) represents the specific discharge, which is the volume of water flowing through a unit cross sectional area of porous media per unit time; \( \mathbf{q} \) relates to the (interstitial) velocity \( \mathbf{u} \), by integrating \( \mathbf{u} \) over a sufficiently small control region and dividing by the total volume (including both fluid and solid) of the region. The parameter \( \mathbf{k} \) represents the permeability of the porous medium, which generally takes the form of a rank-2 tensor to permit different propensities to flow in different directions, i.e. medium anisotropy.

For simplicity, we assume \( \mathbf{k} \) to be a diagonal matrix, \( \mathbf{k} = \text{diag}(k_{11}, k_{22}) \), for the sake of characterizing the permeability of the porous medium. Because the diagonal components of \( \mathbf{k} \) need not be equal, the medium can have different permeabilities in the longitudinal and transverse directions. Further, we will assume \( \mathbf{k} \) to be spatially homogeneous in order to characterize the medium with a single bulk quantity at any instance in
time. Naturally, the permeability will change over time as the bodies that comprise the medium disintegrate. Consider first the horizontal component of (24)

\[ q_1(x, y) = -k_{11} \frac{\partial p}{\partial x}(x, y). \]  

(25)

By conservation of mass, the average of the horizontal discharge, \( q_1 \), over any vertical cross-section must equal the uniform flow rate \( U \) imposed at the inlet and outlet. That is, for any location \( x_0 \),

\[ \bar{q}_1 := \frac{1}{2} \int_{-1}^{1} q_1(x_0, y) dy = U. \]  

(26)

Above and henceforth, the overline signifies an average over a vertical cross-section. Similarly, consider the pressure averaged over a vertical cross-section at \( x_0 \)

\[ \bar{p}(x_0) := \frac{1}{2} \int_{-1}^{1} p(x_0, y) dy. \]  

(27)

In particular, we define the upstream and downstream pressures as

\[ p_u = \bar{p}(-1), \quad p_d = \bar{p}(1), \]  

(28)

since \( x_0 = -1 \) lies immediately upstream of the porous medium and \( x_0 = 1 \) immediately downstream.

Integrating (25) over the porous-medium domain \([-1, 1] \times [-1, 1]\), applying the fundamental theorem of calculus, and rearranging gives

\[ k_{11} = \frac{2U}{p_u - p_d}. \]  

(29)

This exact formula gives the permeability in terms of the total flux \( U \) and measurements of the upstream and downstream pressures.

4.2. Relationship to drag

The permeability of the medium is directly related to the drag exerted by the collection of bodies. The stress tensor associated with the Stokes equations (1) is given by \( \sigma = -pI + \mu (\nabla u + \nabla u^T) \), and the Stokes equations can alternatively be expressed as \( \nabla \cdot \sigma = 0. \) Integrating over an arbitrary domain \( D \) and applying the divergence theorem gives

\[ 0 = \int_D \nabla \cdot \sigma \, dV = \int_{\partial D} \sigma \cdot n \, ds. \]  

(30)

Consider \( D \subseteq [-x_0, x_0] \times [-1, 1] \) to be the subset consisting of the fluid region (i.e. excluding solid bodies), where \( x_0 \geq 1 \) will be chosen to include the entire porous region plus some amount of the buffer region. The boundary \( \partial D \) consist of all solid-body boundaries \( \gamma \), along with an outer boundary.

The hydrodynamic drag on the collection of bodies is obtained by integrating the surface traction over the boundary \( \gamma \). The surface traction on a no-slip boundary is given by

\[ -\sigma \cdot n = pn + \tau \beta, \]  

(31)

where the negative sign is a consequence of choosing the normal vector \( n \) to point out of the fluid region or into the bodies. The total drag on the collection of bodies is thus

\[ F_d = -\int_{\gamma} \sigma \cdot n \, ds = \int_{\gamma} pn + \tau \beta \, ds. \]  

(32)
Projecting $\mathbf{F}_d$ onto the horizontal direction $\mathbf{e}_1$, using (32), and rearranging gives the exact relationship

$$\mathbf{F}_d \cdot \mathbf{e}_1 = \int_{-1}^{1} (-p(x, y) + 2\mu u_x(x, y)) \bigg|_{x=x_0}^x \, dy + \int_{-x_0}^{x_0} \mu u_y(x, y) \bigg|_{y=y_0}^{y=1} \, dx.$$  

(33)

We will now make some simplifying assumptions. First, because the imposed flow profile is uniform $\mathbf{U} = (U, 0)$, slip is permitted along the top and bottom boundaries $y = \pm 1$. Therefore the viscous stress is generally much smaller along these top and bottom surfaces than on the no-slip erodable boundaries. We therefore drop the contribution from the second integral above. Second, if $x_0 > 1$ is chosen a sufficient distance from the erodable bodies, the flow profile approximately matches the uniform profile, implying that the term involving $u_x(\pm x_0, y)$ can be dropped. In addition, the pressure $p(\pm x_0, y)$ approximately matches the downstream and upstream values respectively. With these assumptions, (33) simplifies to the approximate form

$$\mathbf{F}_d \cdot \mathbf{e}_1 \approx 2(p_u - p_d).$$  

(34)

Combining with (29) yields a formula relating the longitudinal drag and permeability

$$\frac{1}{k_{11}} \approx \frac{1}{4U} \mathbf{F}_d \cdot \mathbf{e}_1.$$  

(35)

This formula establishes an important link between the microscopic (Stokes) perspective and the macroscopic (Darcy) perspective, and it gives us a way to test the assumptions involved in coarse-graining the system to extract porous-medium properties. That is, the total drag is an unambiguous quantity that can be computed with high accuracy in our Stokes-based simulations. The extraction of permeability, on the other hand, requires a few key approximations and assumptions, for example that the length-scale of grains is sufficiently small compared to the domain scale so that the flow field can be homogenized. Verifying relationship (35), as will be done in Section 5, will therefore support the idea that the collection of bodies can be treated as a porous medium and meaningful bulk quantities can be extracted.

4.3. Transverse permeability and anisotropy

Now consider measuring the transverse permeability $k_{22}$ using Darcy’s law. Taking the vertical component of (24) yields

$$q_2(x, y) = -k_{22} \frac{\partial p}{\partial y}(x, y).$$  

(36)

This form, however, is not useful if no vertical pressure gradient is imposed, as is the case in our erosion simulations. It is important to recognize that the permeability is a property of the medium, not the imposed flow. Hence, for a frozen configuration of bodies, it is permissible to alter the imposed flow for the purpose of measuring $k_{22}$ (this altered flow is completely separate from the simulation of the erosion process that generates the configurations). Thus, instead of a horizontal flow in the far-field, we seek to impose a vertical one $\mathbf{U} = (0, U)$. If this were to be done directly, the outer geometry would need to rotate by 90 degrees about the fixed configuration of bodies. In practice, it is simpler to keep the outer geometry fixed and rotate the inner configuration of bodies, then simply apply the method from Section 4.1 to measure $k_{22}$.

With both the longitudinal and transverse components of permeability computed, we define the anisotropy of the medium as the ratio between the two:

$$A = k_{11}/k_{22}.$$  

(37)

Note that the random configuration of circles used to initialize the erosion simulations will have an anisotropy nearly equal to one. As this configuration erodes, it would be expected to permit flow in the longitudinal direction more easily than in the transverse direction, yielding $A > 1$. 
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There are two mechanistic explanations for how erosion can create medium anisotropy. First, the shear stresses could carve each individual body into a more slender form, thus creating anisotropy at the level of individual grains. Second, the shear stress could preferentially remove certain bodies before others, thus creating large-scale anisotropy. For example, a body positioned in a high-throughput channel might disintegrate relatively quickly, thus opening the channel and creating higher overall anisotropy. We will refer to these two possible mechanisms as shape anisotropy and configurational anisotropy, respectively. As an extreme example, a tightly-packed horizontal row of circular bodies would exhibit high configurational anisotropy but no shape anisotropy. Meanwhile, an array of highly eccentric ellipses, all oriented horizontally but positioned randomly, would exhibit high shape anisotropy and low configurational anisotropy. We note that channelization is likely associated with both types of anisotropy. Certainly the overall configuration must support a channel, and, secondly, the geometry of the individual bodies that outline the channel could control its structure to some degree.

Fortunately, it is possible to devise a test to isolate these two types of anisotropy and therefore determine how much each contributes to the total anisotropy. In particular, for a fixed configuration of partially-eroded bodies, we replace each body with a circle having the same area and center of mass. Since the configurations resulted from the erosion of initially circular bodies, such a replacement does not lead to any overlap between bodies. We then measure the two permeabilities, \( k_{11}^{(c)} \) and \( k_{22}^{(c)} \), of this configuration of circular bodies. Since all of the individual shapes are identical and isotropic (i.e. circles), the resulting anisotropy is entirely due to the relative positions of the bodies, thus allowing us to define the configurational anisotropy as

\[
A_C = \frac{k_{11}^{(c)}}{k_{22}^{(c)}}.
\]

The total anisotropy, meanwhile, is the product of the shape and configurational anisotropy, \( \mathcal{A} = \mathcal{A}_S \mathcal{A}_C \), the latter of which we have measured. We can therefore deduce the shape anisotropy through

\[
A_S = \frac{\mathcal{A}}{A_C}.
\]

4.4. Tortuosity

Like the permeability, the tortuosity provides a macroscopic perspective of the porous medium [33]. We define the tortuosity to be the average length of streamlines passing through the region \([-1, 1] \times [-1, 1]\). In particular, for a partially-eroded configuration of bodies with velocity field \( \mathbf{u} \), we calculate streamlines \( \mathbf{p}(t) \) that satisfy

\[
\dot{\mathbf{p}}(t) = \mathbf{u}(\mathbf{p}), \quad \mathbf{p}(0) = (-1, y_0),
\]

where \( y_0 \in (-1, 1) \). The streamlines are calculated with a fourth-order Runge-Kutta method. Then, the length of each streamline, which only depends on its initial \( y \)-coordinate, is

\[
\lambda(y_0) = \int_0^{t(y_0)} \| \mathbf{p}(t) \| \, dt.
\]

The integral limit \( t(y_0) \) is chosen so that the \( x \)-coordinate of \( \mathbf{p}(t(y_0)) \) is +1. Then, the longitudinal tortuosity is

\[
T_1 = \frac{1}{2} \frac{\left( \int_S u(-1, y) \lambda(y) \, dy \right)}{\left( \int_S u(-1, y) \, dy \right)}.
\]

The factor of \( 1/2 \) guarantees that \( T_1 \geq 1 \), and \( T_1 = 1 \) if and only if no grains are present. Identical to how we calculate the transverse permeability, we rotate the configuration of eroded bodies by 90 degrees to compute a transverse tortuosity \( T_2 \).

An alternative and computationally more convenient way to compute the tortuosity is to use an area integral. If there is no reentrant flow in \( D = [-1, 1] \times [-1, 1] \), then the longitudinal tortuosity can be calculated as

\[
T_1 = \frac{\left( \int_D \| \mathbf{u}(\mathbf{x}) \| \, d\mathbf{x} \right)}{\left( \int_D \mathbf{u}(\mathbf{x}) \, d\mathbf{x} \right)}.
\]
5. Results

With the numerical methods in place, we now present results on how fluid-mechanical erosion alters porous-media properties over time. We first discuss the results from a single simulation and then generalize to statistical analysis of ensembles of simulations.

5.1. Single simulation results

To begin, we discuss a single simulation of 80 bodies eroding in Stokes flow. The simulation discussed here is the same one shown in Figure 1. The initial configuration consists of 80 circular bodies having randomized sizes and positions. The material-removal process alters both the shape of individual bodies as well as the overall structure of the pore network transmitting the flow, as can be seen in Figure 1. Initially, the solid bodies occupy 60% of the area, or the porosity is \( \phi = 0.4 \), corresponding to a relatively dense packing; see Figure 1 for a visual. Figure 2(a) shows how the solid-body area decreases, or equivalently the porosity increases, over time as the bodies erode. The increasing porosity serves as a convenient proxy for dimensionless time that is insensitive to the end conditions setting the strength of the flow (i.e. whether we specify the pressure drop or the end velocity to be constant in time). We will henceforth use porosity, \( \phi \), on the horizontal axis of many plots to represent increasing time.

As the bodies disintegrate and give way to wider pores, the resistance to flow decreases as seen in Figure 2(b). The resistance to flow can be quantified in two separate ways, as outlined in Section 4, namely by computing the total drag or by extracting the permeability. As discussed in Section 4 the drag is a microscopic quantity that can be computed with high accuracy and without ambiguity in our Stokes-based simulations. The permeability, on the other hand, relies on a few approximations, but the extraction of such bulk quantities will be more valuable in characterizing the evolving porous medium. As such, it is particularly useful to compare these two perspectives so that the assumptions underlying the coarse-graining process can be assessed. In particular, we aim to test the approximate formula (35), relating the longitudinal drag \( F_1 \) to the inverse permeability \( 1/k_{11} \), also known as the resistivity. Figure 2(b) indeed shows close agreement between these two quantities over the entire duration of the simulation, thus confirming the ability to extract medium properties during the erosion process.

In Figure 2(b) we also show the transverse resistivity, \( 1/k_{22} \), as it decreases over the course of the simulation. Notice that this transverse resistivity exceeds the longitudinal resistivity by a significant margin,
this feature to emerge robustly in simulations featuring a relatively large number of bodies particular to the simulation shown in Figure 3. However, statistical analysis of many simulations will show the configurational anisotropy corresponds to the strong channelization seen in the last panel of Figure 1.

As the bodies erode, the configurational anisotropy grows significantly and surpasses the shape anisotropy. This relative growth of plays a larger role than their relative positions. It is only during the last 20% of the simulation that the is the larger factor throughout the majority of the simulation, implying that the shape of individual grains is larger throughout most of the simulation, but near the end of the simulation, the configurational contribution grows large as the channel-structure dominates.

indicating that the configuration provides greater resistance to flow in the vertical direction. This trend fits the intuition that horizontally-aligned channels transmit flow more easily in the longitudinal direction.

Figure 3(a) shows more directly how permeability in the longitudinal, \( k_{11} \), and transverse, \( k_{22} \) directions increase over time as the medium erodes. Once again, the relationship \( k_{11} > k_{22} \) indicates a higher propensity for flow in the longitudinal direction. Notice that the permeability increases by nearly five orders of magnitude over the course of the simulation, indicating that erosion substantially alters medium properties.

As given in (37), the ratio of longitudinal to transverse permeability defines the anisotropy of the medium, \( A = \frac{k_{11}}{k_{22}} \), which is plotted in Figure 3(b) over the course of the simulation (solid curve). Early on, the anisotropy is nearly one, as the initial configuration of randomly placed circles has no preferred flow direction. The anisotropy then increases as heterogeneous rates of erosion promote longitudinal flow over transverse flow. The anisotropy peaks at a value of \( A \approx A \approx 4 \) later in the simulation. At very late times, the anisotropy approaches unity again as the bodies completely vanish and return the system to a state of no preferred flow direction.

As discussed in Section 4.3, the anisotropy of the medium results from the combination of shape anisotropy, at the individual grain level, and configurational anisotropy, at the large scale. As detailed in Section 4.3, the configurational anisotropy can be extracted through a process in which, at any point in time, the configuration of partially-eroded bodies is replaced with a collection of circles having the same areas and centers of mass. We perform this process and show in Figure 3(a) the permeabilities, \( k^{(c)}_{11} \) and \( k^{(c)}_{22} \) of the corresponding circle configurations. As seen in the figure, the permeabilities of the circle configurations always lie in between the values, \( k_{11} \) and \( k_{22} \), of the true, eroded medium. The configurational anisotropy is then computed as the permeability ratio of the circle configuration, \( AC = \frac{k^{(c)}_{11}}{k^{(c)}_{22}} \), and then the shape anisotropy can be determined through \( A_S = \frac{A}{AC} \). As seen in Figure 3(b), the shape anisotropy is the larger factor throughout the majority of the simulation, implying that the shape of individual grains plays a larger role than their relative positions. It is only during the last 20% of the simulation that the configurational anisotropy grows significantly and surpasses the shape anisotropy. This relative growth of the configurational anisotropy corresponds to the strong channelization seen in the last panel of Figure 3.

The late emergence of substantial configurational anisotropy may seem like a spurious effect that is particular to the simulation shown in Figure 3. However, statistical analysis of many simulations will show this feature to emerge robustly in simulations featuring a relatively large number of bodies \( M \geq 60 \).

As a second way to quantify medium anisotropy, we measure the tortuosity, \( T_1 \) and \( T_2 \), in the longitudinal and transverse directions respectively. Figure 4(a), shows how both vary over the course of the simulation. As the bodies erode, \( T_2 \) grows significantly larger than \( T_1 \), indicating that passive tracers must follow more tortuous paths when traveling transversely compared to longitudinally. The ratio \( (T_2 - 1)/(T_1 - 1) \) provides...
Figure 4: Tortuosity measurements of the same 80-body simulation featured in Figures 1 and 2. a) As the bodies erode, the transverse tortuosity $T_2$ exceeds the longitudinal component, indicating more convoluted paths for tracers traveling vertically, transverse to the flow. Also shown are the measurements for the configurations of circles. b) The ratio $(T_2-1)/(T_1-1)$ serves as a second proxy for anisotropy. Like anisotropy, this ratio grows large over the course of erosion. It can be decomposed into configurational and shape components in a similar manner.

5.2. Statistics of ensembles of simulations

The previous section shows intriguing features to arise from the erosion of a single, random initialization of solid bodies. The observations natural raise the question: are the trends specific to the particular simulation shown or do these features emerge robustly across different initial conditions? To answer this question, we now analyze the same quantities—permeability, tortuosity, and anisotropy—over an ensemble of simulations having different numbers of bodies and different random initializations. We analyze runs having $M = 20, 40, 60, 80, \text{ and } 100$ bodies, with at least three different instances of each. This data set represents roughly 2,100 hours of computational time.

Figure 5 shows the permeability and anisotropy measurements for the complete data set. In particular, for a given number of initial bodies ($M = 20, 40, 60, 80, \text{ or } 100$), the mean of each quantity (permeability or anisotropy) is plotted against increasing porosity, with the standard deviation across the runs shown by the vertical error bars. Different initial numbers of bodies, $M$, are shown by different colors. As seen in Figures 5(a)–(b), the trends of increasing permeabilities are well grouped by the number of initial bodies. That is, permeability monotonically decreases with the number of bodies and the error bars shows little overlap between different values of $M$ until very late in the simulation when the bodies have nearly vanished.

Figure 5(c) shows the corresponding statistics of anisotropy, $A$. Notice that the anisotropy is not as well separated by $M$. That is, given the error-bars, there is significant overlap in the signal of $A$ across different values of $M$. For all values of $M$, the anisotropy initially increases and reaches a peak of roughly $A \approx 4$. Interestingly, for the runs featuring a large number of bodies ($M = 60, 80, \text{ and } 100$) there is a second rise in anisotropy that occurs late in the simulation and results in a higher peak of roughly $A \approx 6$. Thus, the late surge of anisotropy, first observed in Fig. 3, is not specific to that particular simulation. Rather, it occurs robustly across all simulations as long as the initial number of bodies is sufficiently large, $M \geq 60$.

As before, the anisotropy can be decomposed into configurational and shape components, $A_C$ and $A_S$ respectively, and the statistics of these quantities are shown in Figs. 5(d)–(e). The shape anisotropy, seen in Fig. 5(e), takes a fairly regular, parabolic arc — first increasing due to the shapes carved by erosion and then decreasing as the bodies vanish. This behavior is consistent across all of the values of $M$. The configurational anisotropy (Fig. 5(d)), however, shows less regular behavior. For runs with a smaller number of bodies ($M$...
Figure 5: Permeability and anisotropy statistics from an ensemble of simulations. (a)–(b) Measurements of the longitudinal (a) and transverse (b) permeability are well separated with respect to the number of bodies, \( M \). For each \( M \), the mean and standard deviation of permeability are shown against increasing porosity (or time). (c) The same statistics for anisotropy. In all runs, the anisotropy grows substantially and reaches a maximum value of roughly 4–6. Runs with a large number of bodies (\( M = 60, 80, \) or \( 100 \)) show a second surge in anisotropy near the end of the simulation. (d)–(e) The configurational and shape contributions of anisotropy. While the shape anisotropy varies fairly regularly across all runs, the configurational anisotropy shows a distinct peak late in the simulation for runs with large \( M \).

For \( M = 20 \) and \( 40 \) the configurational anisotropy remains relatively small throughout the entire simulation, indicating that the majority of observed anisotropy is due to the individual shapes of bodies. For the runs with a higher body count (\( M = 60, 80, \) and \( 100 \)), though, the configurational anisotropy grows moderately and then surges late in the simulation, as was observed in the single 80-body simulation from Fig. 3. Since the shape anisotropy is decreasing at this time, the observed second rise in the total anisotropy is due entirely to this surge in the configurational component. For these high-body count runs, the latest stages of erosion are dominated by channelization, which substantially promotes the configurational anisotropy over shape anisotropy. That is, the large-scale arrangement of the bodies has greater effect than the shape of individual bodies.

We show in Figs. 6(a)–(b) similar statistical analysis performed on the longitudinal and transverse tortuosity measurements, \( T_1 \) and \( T_2 \). Figure 6(a) shows that, in all simulations, the longitudinal tortuosity decreases with time as erosion allows passive tracers to take more direct paths when traveling in the flow direction. In contrast, Fig. 6(b) shows the transverse tortuosity increases with time, as vertically-traveling passive tracers must circumvent the horizontally aligned bodies carved by erosion.

As before, the tortuosity ratio, \( (T_2 - 1)/(T_1 - 1) \), provides a second proxy for medium anisotropy to complement the permeability-based definition. Figure 6(c) shows that the tortuosity ratio behaves similarly across all simulations and all different values of \( M \). The ratio increases substantially with erosion, reaching a peak of roughly \( (T_2 - 1)/(T_1 - 1) \approx 8 \), before descending during the final stages of erosion. As before the tortuosity ratio can be decomposed into configurational and shape components, as shown in Figures 6(d)–(e). Here, we see that the shape component is the main contribution and the configurational component remains minimal. This observation fits with the intuition that the main hindrance to a passive tracer should be the shape of individual obstructions, rather than how those obstructions are arranged relative to one another. As such, the tortuosity ratio is a less sensitive indicator of the channelization seen to develop late in the erosion simulations.
6. Conclusion

In this paper, we have presented a Cauchy formulation of the boundary integral equations to simulate the fluid-mechanical erosion of many bodies in a Stokes flow. The accuracy and efficiency of the method enables high-fidelity simulations of dense suspensions of $O(100)$ bodies and statistical analysis across an ensemble of different initializations. By linking the governing Stokes equations to Darcy’s law, we are able to extract porous-media properties, including permeability, resistivity, tortuosity, and anisotropy, as they evolve over time. Direct comparison between the resistivity and the total drag force confirms such bulk properties are extracted with high accuracy.

The ratio of longitudinal to transverse permeability provides our main diagnostic of medium anisotropy. Measurements indicate that the anisotropy grows substantially as a result of fluid-mechanical erosion, reaching a peak of roughly six in most simulations, before the bodies completely vanish and return the system to an isotropic state. The anisotropy can be further decomposed into a configurational component, due only to the relative positions of bodies, and a shape component, due to the detailed geometry of each body. Statistical analysis across a large number of simulations reveals that if the number of bodies is sufficiently large, $M \geq 60$, the configurational anisotropy surges near the final stages of erosion and surpasses the shape anisotropy as the primary contribution. This surge in configurational anisotropy is associated with the formation of visual channels that transmit a large portion of the flow. The tortuosity provides a second metric and also reveals strong anisotropy to develop across all simulations. In the future, we hope to extend the methodology to more complex scenarios of thermal convective flows in porous media [23], erodable porous structures formed by precipitation reactions [13], and first arrival statistics of Brownian particles [9].
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