STRUCTURE OF VIRASORO TENSOR CATEGORIES AT CENTRAL CHARGE $13 - 6p - 6p^{-1}$ FOR INTEGERS $p > 1$
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Abstract. Let $\mathcal{O}_c$ be the category of finite-length central-charge-$c$ modules for the Virasoro Lie algebra whose composition factors are irreducible quotients of reducible Verma modules. Recently, it has been shown that $\mathcal{O}_c$ admits vertex algebraic tensor category structure for any $c \in \mathbb{C}$. Here, we determine the structure of this tensor category when $c = 13 - 6p - 6p^{-1}$ for an integer $p > 1$. For such $c$, we prove that $\mathcal{O}_c$ is rigid, and we construct projective covers of irreducible modules in a natural tensor subcategory $\mathcal{O}_0^c$. We then compute all tensor products involving irreducible modules and their projective covers. Using these tensor product formulas, we show that $\mathcal{O}_c$ has a semisimplification which, as an abelian category, is the Deligne product of two tensor subcategories that are tensor equivalent to the Kazhdan-Lusztig categories for affine $\mathfrak{sl}_2$ at levels $-2 + p^{\pm 1}$. Finally, as a straightforward consequence of the braided tensor category structure on $\mathcal{O}_c$ together with the theory of vertex operator algebra extensions, we rederive known results for triplet vertex operator algebras $\mathcal{W}(p)$, including rigidity, fusion rules, and construction of projective covers.
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1. Introduction

The Virasoro algebra $\mathcal{V}ir$ is the unique non-trivial one-dimensional central extension of the Lie algebra of polynomial vector fields on the circle. It is foundational in algebraic approaches to two-dimensional conformal field theory, and it is the source of one of the first-constructed families of vertex operator algebras [FZ1]. As with all Lie algebras, the full category of $\mathcal{V}ir$-modules is a symmetric tensor category, but for applications in physics, one restricts to categories of $\mathcal{V}ir$-modules with a fixed central charge: this is the scalar by which the canonical central element of $\mathcal{V}ir$ acts. The correct tensor product operation on such categories then becomes the fusion product of conformal field theory, which can be defined mathematically in terms of vertex algebraic intertwining operators [HLZ3].

At central charge $c = c_{p,q} = 13 - 6\left(\frac{p}{q} + \frac{q}{p}\right)$ for $p, q \geq 2$ and $\gcd(p, q) = 1$, the $\mathcal{V}ir$-module category of primary interest, corresponding to “minimal models” in rational conformal field theory, is the representation category of the simple Virasoro vertex operator algebra $V_c$. The algebra $V_c$ is rational [Wa] and $C_2$-cofinite [Zh, DLM], and thus its representations form a modular tensor category [Hu1, Hu2]. For all other central charges, however, the Virasoro vertex operator algebras are neither rational nor $C_2$-cofinite, and only recently has there been much progress in understanding the tensor structure of their representations.

In [CJORY], it was shown that for any $c \in \mathbb{C}$, the category $\mathcal{O}_c$ of $C_1$-cofinite grading-restricted generalized modules for the universal Virasoro vertex operator algebra of central charge $c$ is the same as the category of finite-length $\mathcal{V}ir$-modules whose composition factors are irreducible quotients of reducible Verma modules of central charge $c$. As a consequence, it was shown that $\mathcal{O}_c$ satisfies the conditions of Huang-Lepowsky-Zhang’s vertex tensor category theory [HLZ1]-[HLZ8], and thus $\mathcal{O}_c$ is a braided tensor category as described in [HLZ8]. Some details of the tensor structure on $\mathcal{O}_c$ are known for the following $c$:

1. For $c = 13 - 6t - 6t^{-1}$ with $t \notin \mathbb{Q}$, it was shown in [CJORY] that $\mathcal{O}_c$ is a rigid semisimple tensor category, with tensor products of irreducible modules given by the fusion rules calculated previously in [FZ2] using a Zhu algebra approach.
2. For $c = 1$, tensor products of simple modules in $\mathcal{O}_1$ were determined in [McR] using the fusion rule calculations of [Mil], and it was shown in [CMY2, Remark 4.4.6] using results from [McR] that $\mathcal{O}_1$ is rigid. The full category $\mathcal{O}_1$ is not semisimple, but its simple objects generate a semisimple tensor subcategory, namely, the category of $C_1$-cofinite unitary modules for the unitary vertex operator algebra $V_1$.
3. For $c = 13 - 6p - 6p^{-1}$ with $p > 1$ an integer and for $c = 25$, fusion rules for irreducible modules in $\mathcal{O}_c$ were calculated in [Lin] and [OH], respectively. However, since these categories are not semisimple, fusion rules are not enough to identify tensor products of irreducible modules in $\mathcal{O}_c$. Rigidity for these categories has also remained open.

In this work, we present a comprehensive analysis of the tensor category $\mathcal{O}_c$ at central charge $c = c_{p,1} = 13 - 6p - 6p^{-1}$ for integers $p > 1$; especially, we prove rigidity and compute tensor products of irreducible modules. The simple Virasoro vertex operator algebras $V_c$ at these central charges occur as subalgebras of many of the best-known vertex operator algebras in logarithmic conformal field theory, including the singlet algebras [Ka, Ad, AM1, CF, CMR, CMY2], triplet algebras [FHST, FGST1, FGST2, GR, NT, TW, CGR], and logarithmic $B_p$ algebras [CRW, ACKR, ACGY]. Reflecting the non-semisimplicity of the Virasoro zero-mode $L_0$ in logarithmic conformal field theory (which leads to logarithmic
singularities in correlation functions), the Virasoro categories \( \mathcal{O}_{c_{p,1}} \) are neither semisimple nor finite.

At central charge \( c = c_{p,1} \), the Virasoro category \( \mathcal{O}_c \) has simple modules labeled \( L_{r,s} \) for \( r, s \in \mathbb{Z} \) such that \( r \geq 1 \) and \( 1 \leq s \leq p \). Tensor products of these \( V_c \)-modules are described in the following theorem, which summarizes our main results:

**Theorem 1.1.** Let \( V_c \) denote the simple Virasoro vertex operator algebra of central charge \( c = 13 - 6p - 6p^{-1} \) for an integer \( p > 1 \). Then:

1. The tensor category \( \mathcal{O}_c \) of \( C_1 \)-cofinite grading-restricted generalized \( V_c \)-modules is rigid and ribbon, with duals given by the contragredient modules of \([FHL]\) and natural twist isomorphism \( \theta = e^{2\pi iL_0} \).
2. Every irreducible module \( L_{r,s} \) in \( \mathcal{O}_c \) has a projective cover \( P_{r,s} \) in a natural tensor subcategory \( \mathcal{O}_{c_0}^0 \) of \( \mathcal{O}_c \).
3. Tensor products of the irreducible modules in \( \mathcal{O}_c \) are as follows:

\[
L_{r,s} \otimes L_{r',s'} \cong \bigoplus_{k=|r-r'|+1}^{r+r'-1} L_{k,0} \bigoplus_{\ell=|s-s'|+1}^{\min(s+s'-1,2p-1)} L_{0,0} \bigoplus_{\ell=2p+1-s-s'}^{\ell+s+s' \equiv 1 \pmod{2}} P_{k,\ell}
\]

for \( r, r' \geq 1 \) and \( 1 \leq s, s' \leq p \), with sums taken to be empty if the lower bound exceeds the upper bound.

To prove that \( \mathcal{O}_c \) is rigid, we first prove that \( \mathcal{L}_{1,2} \) is rigid (and self-dual) using explicit formulas for compositions of intertwining operators, obtained from solutions to Belavin-Polyakov-Zamolodchikov equations (Theorem 4.1); the method is the same as in [TW] for the triplet algebras and in [CMY2] for the singlet algebras. Next, the modules \( L_{r,1} \), \( r \geq 1 \), are the irreducible \( V_c \)-modules appearing in the decomposition of the doublet abelian intertwining algebra \([AM4]\) as a \( V_c \)-module. As \( V_c \) is an \( SU(2) \)-fixed point subalgebra of the doublet, results in [McR] show that the modules \( L_{r,1} \) generate a tensor subcategory of \( \mathcal{O}_c \) that is braided tensor equivalent to an abelian 3-cocycle twist of \( \text{Rep} \, SU(2) \) (Theorem 4.3). Consequently, these \( V_c \)-modules are rigid. Once we know that the modules \( \mathcal{L}_{1,2} \) and \( L_{r,1} \) are rigid, we can compute tensor products involving these modules using the Zhu algebra approach developed in [FZ2, Li, FZ2, HY], among other references. We show that all remaining irreducible modules in \( \mathcal{O}_c \) occur as direct summands in repeated tensor products of the rigid modules \( \mathcal{L}_{1,2} \) and \( L_{r,1} \), and thus are rigid. Finally, we use [CMY2, Theorem 4.4.1] to extend rigidity from irreducible modules to all finite-length modules in \( \mathcal{O}_c \).

The modules \( \mathcal{L}_{r,s} \) do not have projective covers in the full category \( \mathcal{O}_c \) since their associated Verma modules have infinite length. Thus to obtain projective covers, it is indeed necessary to introduce the tensor subcategory \( \mathcal{O}_{c_0}^0 \), which contains all irreducible modules in \( \mathcal{O}_c \). We can define \( \mathcal{O}_{c_0}^0 \) in several ways: it turns out to be the tensor subcategory of \( \mathcal{O}_c \) (closed under tensor products and subquotients) generated by \( \mathcal{L}_{1,2} \), but it is more useful to define \( \mathcal{O}_{c_0}^0 \) as the Müger centralizer of the semisimple subcategory of \( \mathcal{O}_c \) that has simple objects \( \mathcal{L}_{2n+1,1,1} \), \( n \in \mathbb{N} \). Equivalently, this is the subcategory of modules in \( \mathcal{O}_c \) that induce to ordinary modules for the triplet vertex operator algebra \( \mathcal{W}(p) \), an infinite-order extension of \( V_c \).

In \( \mathcal{O}_{c_0}^0 \), the irreducible modules \( \mathcal{L}_{r,p} \) are already projective (Theorem 5.4), and then we construct length-3 projective covers \( \mathcal{P}_{1,s} \) from \( \mathcal{L}_{1,p} \) recursively (Theorem 5.7), using the methods of [CMY2, Section 5.1]. Finally, we show that \( \mathcal{P}_{r,s} = \mathcal{L}_{r,1} \otimes \mathcal{P}_{1,s} \) is a length-4 projective cover of \( \mathcal{L}_{r,s} \) for \( r \geq 2 \) (Theorem 5.9). After constructing all projective covers, we
complete the proof of the tensor product formula in Theorem 1.1(3), and we also determine all tensor products of the projective modules with irreducible modules and with each other (see the details in Theorem 6.2).

In Section 6.2, we investigate relations between \( \mathcal{O}_c \) and representations of the affine Lie algebra \( \widehat{\mathfrak{sl}}_2 \) at levels \(-2 + p \pm 1\) (note that \( V_c \) is the \( W \)-algebra obtained via quantum Drinfeld-Sokolov reduction from the universal affine vertex operator algebras for \( \mathfrak{sl}_2 \) at both levels [FFr]; see also [FB, Chapter 15]). First, the tensor product formulas of Theorem 6.2 show that \( \mathcal{O}_c \) has a semisimplification which is a ribbon category with simple objects \( L_{r,s} \) for \( r \geq 1 \) and \( 1 \leq s \leq p - 1 \). As an abelian category, the semisimplification is the Deligne product of two subcategories: \( \mathcal{O}_c^L \) containing the modules \( L_{r,1} \) for \( r \geq 1 \), and \( \mathcal{O}_c^R \) containing the modules \( L_{1,s} \) for \( 1 \leq s \leq p - 1 \). We then use [ACGY] to show that \( \mathcal{O}_c^L \) is braided tensor equivalent to the Kazhdan-Lusztig category \( KL_{-2+1/p}(\mathfrak{sl}_2) \) of \( \widehat{\mathfrak{sl}}_2 \)-modules at level \(-2 + p^{-1}\), while we use the main theorem of [KW] to show that \( \mathcal{O}_c^R \) is tensor equivalent to the \( \mathfrak{sl}_2 \)-module category \( KL_{-2+p}(\mathfrak{sl}_2) \). Note that \( KL_{-2+p}(\mathfrak{sl}_2) \) is a modular tensor category since the simple affine vertex operator algebra of \( \mathfrak{sl}_2 \) at level \(-2 + p \) is rational and \( C_2 \)-cofinite. The corresponding universal affine vertex operator algebra, however, has a non-semisimple \( C_1 \)-cofinite module category; it would be interesting to see if this category bears any relation to the non-semisimple Virasoro category \( \mathcal{O}_c \).

As an application of our results, we apply the vertex operator algebra extension theory of [HKL, CKM, CMY1] to the triplet vertex operator algebra extension \( W(p) \supseteq V_c \). Using the rigid tensor category structure on \( \mathcal{O}_c \), we can rather quickly derive rigidity of the tensor category of \( W(p) \)-modules, tensor product formulas for \( W(p) \)-modules, and a construction of projective covers of irreducible \( W(p) \)-modules. The only properties of \( W(p) \) that we need are the classification of irreducible \( W(p) \)-modules [AM2] and their decompositions as direct sums of \( V_c \)-modules. Our results on \( W(p) \) recover those previously obtained in [AM3, NT, TW]. Our tensor-categorical approach especially provides an alternative to the technical construction of projective covers for irreducible \( W(p) \)-modules outlined in [NT]. Note that since every vertex operator algebra has a built-in Virasoro subalgebra, vertex operator algebra extension techniques could be used to study the modules for many other vertex operator algebras. For example, the results on singlet algebras recently obtained in [CMY2] could also be recovered from the structure of \( \mathcal{O}_c \).

We plan to explore the tensor structure of \( \mathcal{O}_c \) for other central charges in future work. The remaining unsolved cases are the universal Virasoro vertex operator algebra at central charge \( c_{p,q} \) and the simple Virasoro vertex operator algebra at central charge \( c_t = 13 - 6t - 6t^{-1} \) for \( t = -\frac{p}{q} \) a negative rational number. For \( c_{p,q} \), the universal Virasoro vertex operator algebra is neither simple nor self-contragredient and thus the braided tensor category \( \mathcal{O}_{c_{p,q}} \) will be poorly behaved. For example, it will not be rigid because tensor products of non-zero modules in \( \mathcal{O}_{c_{p,q}} \) can be zero. However, we expect \( \mathcal{O}_{c_t} \) for \( t = -\frac{p}{q} \) to be rigid and quite interesting, and we expect \( V_c \) to admit large conformal vertex algebra extensions analogous to the triplet \( W \)-algebras. These categories \( \mathcal{O}_{c_t} \) will be subjects of forthcoming papers.
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2. Preliminaries

In this section we collect some results on the representation theory of the Virasoro Lie algebra, and on intertwining operators among modules for a vertex operator algebra.

2.1. The Virasoro algebra. Let $\mathcal{V}ir$ denote the Virasoro Lie algebra with basis $\{L_n \mid n \in \mathbb{Z}\} \cup \{c\}$ with $c$ central and commutation relations

$$[L_m, L_n] = (m-n)L_{m+n} + \frac{m^3-m}{12}\delta_{m+n,0}c.$$ 

We will sometimes use the decomposition $\mathcal{V}ir = \mathcal{V}ir_- \oplus \mathcal{V}ir_0$, where

$$\mathcal{V}ir_- = \text{span}\{L_n \mid n < 0\}, \quad \mathcal{V}ir_0 = \text{span}\{L_n, c \mid n \geq 0\}.$$

For any vector space $\mathcal{U}$ on which $L_0$ and $c$ act by commuting operators, $\mathcal{U}$ extends to a $\mathcal{V}ir_0$-module on which $L_n$ acts by zero for $n > 0$, and then we can form the induced module $\text{Ind}_{\mathcal{V}ir_0}^{\mathcal{V}ir} \mathcal{U}$. In particular, for any central charge $c \in \mathbb{C}$ and conformal dimension $h \in \mathbb{C}$, the one-dimensional $\mathcal{V}ir_0$-module $\mathbb{C}_{c,h}$ on which $c$ acts by $c$ and $L_0$ acts by $h$ induces to the Verma module $V(c,h) = \text{Ind}_{\mathcal{V}ir_0}^{\mathcal{V}ir} \mathbb{C}_{c,h}$. Every Verma module $V(c,h)$ has a unique irreducible quotient $L(c,h)$.

For a central charge $c \in \mathbb{C}$, we define $V_c$ to be the quotient of the Verma module $V(c,0)$ (induced from $\mathbb{C}_{c,0} = \mathbb{C}1$) by the submodule generated by the singular vector $L_{-1}1$. By [FZ1], $V_c$ is a vertex operator algebra in the sense of [LL]. Moreover, every $\mathcal{V}ir$-module $\mathcal{W}$ that is suitably graded by generalized $L_0$-eigenvalues is a grading-restricted generalized $V_c$-module. Specifically, we require a grading $\mathcal{W} = \bigoplus_{h \in \mathbb{C}} \mathcal{W}_h$ such that:

1. $\mathcal{W}_h$ is the generalized $L_0$-eigenspace with generalized eigenvalue $h$,
2. $\dim \mathcal{W}_h < \infty$ for all $h \in \mathbb{C}$, and
3. For any $h \in \mathbb{C}$, $\mathcal{W}_{h+n} = 0$ for $n \in \mathbb{Z}$ sufficiently negative.

The irreducible modules $L(c,h)$ for $h \in \mathbb{C}$ comprise all irreducible $V_c$-modules. We are interested, however, in the category $\mathcal{O}_c$ of $C_1$-cofinite grading-restricted generalized $V_c$-modules: by [CJORY] this is the category of finite-length $\mathcal{V}ir$-modules at central charge $c$ whose composition factors are irreducible quotients of reducible Verma modules. (In particular, irreducible Verma modules are not $C_1$-cofinite.)

Writing the central charge as $c = 13 - 6t - 6t^{-1}$ for some $t \in \mathbb{C} \setminus \{0\}$, the Feigin-Fuchs criterion for the existence of singular vectors in Verma modules [FFu] implies that $\mathcal{O}_c$ contains all irreducible modules $L_{r,s} = L(c, h_{r,s})$ for $r, s \in \mathbb{Z}_+$, where

$$h_{r,s} := \frac{r^2 - 1}{4} t - \frac{rs - 1}{2} + \frac{s^2 - 1}{4} t^{-1} = \frac{(tr - s)^2}{4t} - \frac{(t - 1)^2}{4t}.$$ 

Moreover, every irreducible module in $\mathcal{O}_c$ is isomorphic to $L(c, h_{r,s})$ for some $r, s \in \mathbb{Z}$ (see [IK, Section 5.3] for a full description of the irreducible modules in $\mathcal{O}_c$ for general central charges). For any $r, s \in \mathbb{Z}$, we use $\mathcal{V}_{r,s}$ to denote the Verma module $V(c, h_{r,s})$.

It was established in [CJORY] that for any central charge $c$, the category $\mathcal{O}_c$ of $V_c$-modules admits the vertex algebraic braided tensor category structure of [HLZ1]-[HLZ8]. In this work, we are mainly concerned with central charges $c_{p,1} = 13 - 6p - 6p^{-1}$ for integers $p > 1$. At these central charges, we can use the conformal weight symmetries $h_{r,s+p} = h_{r-1,s}$ and $h_{r,s} = h_{-r,-s}$ for $r, s \in \mathbb{Z}$ to show that any irreducible module in $\mathcal{O}_{c_{p,1}}$ is isomorphic to a unique $L_{r,s}$ with $r \geq 1$ and $1 \leq s \leq p$. Then we have the following embedding diagrams involving the Verma modules $\mathcal{V}_{r,s}$ (see for example [IK, Section 5.3]):
(1) When \(1 \leq s \leq p - 1\), we have the diagram
\[
\mathcal{V}_{1,s} \leftarrow \mathcal{V}_{2,p-s} \leftarrow \mathcal{V}_{3,s} \leftarrow \mathcal{V}_{4,p-s} \leftarrow \cdots
\]
In particular, the maximal proper submodule of \(\mathcal{V}_{r,s}\) is \(\mathcal{V}_{r+1,p-s}\) when \(r \geq 1\) and \(1 \leq s \leq p - 1\).

(2) When \(s = p\), we have the diagram
\[
\mathcal{V}_{i,p} \leftarrow \mathcal{V}_{i+2,p} \leftarrow \mathcal{V}_{i+4,p} \leftarrow \mathcal{V}_{i+6,p} \leftarrow \cdots
\]
for \(i = 1, 2\). In particular, the maximal proper submodule of \(\mathcal{V}_{r,p}\) is \(\mathcal{V}_{r+2,p}\) when \(r \geq 1\).

Note that the maximal proper submodule of \(\mathcal{V}_{1,1}\) is a Virasoro module generated by a singular vector of degree 1, so \(V_c \cong L_{1,1}\) as a \(V_c\)-module at the central charges we are considering. In particular, \(V_c\) is a simple (and self-contragredient) vertex operator algebra.

In addition to Virasoro modules, we will sometimes need to work with their contragredients \(V'_r,s\). Since irreducible Virasoro modules are self-contragredient, the surjections \(\mathcal{V}_{r,s} \to \mathcal{L}_{r,s}\) dualize to injections \(\mathcal{L}_{r,s} \to \mathcal{V}'_{r,s}\). In particular, \(\mathcal{L}_{r,s}\) is the \(V_c\)-submodule of \(\mathcal{V}'_{r,s}\) generated by the lowest conformal weight space.

### 2.2. Intertwining operators among modules for a vertex operator algebra

We recall the definition of (logarithmic) intertwining operator among a triple of modules for a vertex operator algebra \(V\) from [HLZ2]:

**Definition 2.1.** Suppose \(W_1, W_2,\) and \(W_3\) are grading-restricted generalized \(V\)-modules. An **intertwining operator** of type \((W_1, W_2, W_3)\) is a linear map
\[
\mathcal{Y} : W_1 \otimes W_2 \to W_3[\log x]\{x\}
\]
\[
w_1 \otimes w_2 \mapsto \mathcal{Y}(w_1, x)w_2 = \sum_{h \in \mathbb{C}} \sum_{k \in \mathbb{N}} (w_1)_{h,k}w_2 x^{-h-1}(\log x)^k
\]
which satisfies the following properties:

1. **Lower truncation:** For any \(w_1 \in W_1, w_2 \in W_2,\) and \(h \in \mathbb{C}, (w_1)_{h+n,k}w_2 = 0\) for \(n \in \mathbb{Z}\) sufficiently large, independently of \(k\).
2. **The Jacobi identity:** For \(v \in V\) and \(w_1 \in W_1,\)
\[
x_0^{-1} \delta \left( \frac{x_1 - x_2}{x_0} \right) Y_{W_3}(v, x_1) \mathcal{Y}(w_1, x_2) - x_0^{-1} \left( \frac{-x_2 + x_1}{x_0} \right) \mathcal{Y}(w_1, x_2) Y_{W_2}(v, x_1)
\]
\[= x_1^{-1} \delta \left( \frac{x_2 + x_0}{x_1} \right) \mathcal{Y}(Y_{W_1}(v, x_0)w_1, x_2).
\]
3. **The \(L_{-1}\)-derivative property:** For \(w_1 \in W_1,\)
\[
\mathcal{Y}(L_{-1}w_1, x) = \frac{d}{dx} \mathcal{Y}(w_1, x).
\]

We will need two consequences of the Jacobi identity. Extracting the coefficient of \(x_0^{-1}x_1^{-n-1}\) in the Jacobi identity yields the **commutator formula**
\[
(2.1) \quad v_n \mathcal{Y}(w_1, x) = \mathcal{Y}(w_1, x)v_n + \sum_{i \geq 0} \binom{n}{i} x^{n-i} \mathcal{Y}(v_i w_1, x);
\]
in the special case that \( v \) is the conformal vector \( \omega \), this means
\[
(2.2) \quad L_n \mathcal{Y}(w_1, x) = \mathcal{Y}(w_1, x)L_n + \sum_{i \geq 0} \binom{n+1}{i} x^{n+1-i} \mathcal{Y}(L_{i-1} w_1, x).
\]
Similarly, extracting the coefficient of \( x^{-n-1} x_1^{-1} \) yields the iterate formula
\[
(2.3) \quad \mathcal{Y}(v_n w_1, x) = \sum_{i \geq 0} (-1)^i \binom{n}{i} (v_{n-i} x^i \mathcal{Y}(w_1, x) - (-1)^n x^{n-i} \mathcal{Y}(w_1, x)v_i);
\]
in the special case \( v = \omega \) we have
\[
(2.4) \quad \mathcal{Y}(L_n w_1, x) = \sum_{i \geq 0} (-1)^i \binom{n+1}{i} (L_{n+1-i} x^i \mathcal{Y}(w_1, x) + (-1)^n x^{n+1-i} \mathcal{Y}(w_1, x)L_{i-1}).
\]

For grading-restricted generalized \( V \)-modules \( W_1, W_2, W_3 \), we say that an intertwining operator \( \mathcal{Y} \) of type \( \left( \frac{W_3}{W_1, W_2} \right) \) is surjective if
\[
W_3 = \text{span}\{(w_1)_{h,k} w_2 \mid w_1 \in W_1, w_2 \in W_2, h \in \mathbb{C}, k \in \mathbb{N}\}.
\]
Actually, we can reduce the spanning set for the image of an intertwining operator somewhat:

**Lemma 2.2.** Let \( W_1, W_2, W_3 \) be grading-restricted generalized \( V \)-modules. An intertwining operator \( \mathcal{Y} \) of type \( \left( \frac{W_3}{W_1, W_2} \right) \) is surjective if and only if
\[
W_3 = \text{span}\{(w_1)_{h,0} w_2 \mid w_1 \in W_1, w_2 \in W_2, h \in \mathbb{C}\}.
\]

**Proof.** We just need to show that all \( (w_1)_{h,k} w_2 \) for \( k \in \mathbb{N} \) are contained in the span of the vectors \( (w_1)_{h,0} w_2 \) for \( w_1 \in W_1, w_2 \in W_2, \) and \( h \in \mathbb{C} \). Using the \( L_{-1} \)-derivative property,
\[
\mathcal{Y}(L_{-1} w_1, x) w_2 = \frac{d}{dx} \sum_{h \in \mathbb{C}} \sum_{k \in \mathbb{N}} (w_1)_{h,k} w_2 x^{-h-1} (\log x)^k
\]
\[
= \sum_{h \in \mathbb{C}} \sum_{k \in \mathbb{N}} (w_1)_{h,k} w_2 x^{-h-2} \left(k (\log x)^{k-1} - (h+1) (\log x)^k\right).
\]
From this we see that
\[
(w_1)_{h,k+1} w_2 = \frac{1}{k+1} ((h+1)(w_1)_{h,k} w_2 + (L_{-1} w_1)_{h+1,k} w_2),
\]
so that
\[
(w_1)_{h,k} w_2 \in \text{span}\{(w_1)_{h,0} w_2 \mid w_1 \in W_1, w_2 \in W_2, h \in \mathbb{C}\}
\]
for all \( k \in \mathbb{N} \) follows by induction on \( k \).

Associated to any intertwining operator \( \mathcal{Y} \) of type \( \left( \frac{W_3}{W_1, W_2} \right) \), we have an intertwining map
\[
I : W_1 \otimes W_2 \rightarrow \overline{W}_3 = \prod_{h \in \mathbb{C}} \overline{W}_3[h]
\]
defined by
\[
I(w_1 \otimes w_2) = \mathcal{Y}(w_1, 1) w_2
\]
for \( w_1 \in W_1, w_2 \in W_2 \), where we realize the substitution \( x \mapsto 1 \) using the real-valued branch of logarithm \( \ln 1 = 0 \). In particular, for generalized \( L_0 \)-eigenvectors \( w_1 \in W_1 \) and \( w_2 \in W_2 \), the coefficients \( (w_1)_{h,0} w_2 \) are simply the projections of \( I(w_1 \otimes w_2) \) to the conformal weight spaces of \( \overline{W}_3 \). Thus we get the following corollary of Lemma 2.2:
Corollary 2.3. Let $W_1$, $W_2$, and $W_3$ be grading-restricted generalized $V$-modules. An intertwining operator $\mathcal{Y}$ of type $\left(\frac{W_3}{W_1, W_2}\right)$ is surjective if and only if $W_3$ is spanned by projections of vectors $\mathcal{Y}(w_1, 1)w_2$ for $w_1 \in W_1$, $w_2 \in W_2$ to the conformal weight spaces of $W_3$.

In [HLZ3], tensor products of $V$-modules are defined in terms of intertwining maps; they can be defined equivalently in terms of intertwining operators:

Definition 2.4. Let $\mathcal{C}$ be a category of grading-restricted generalized $V$-modules containing $W_1$ and $W_2$. A tensor product of $W_1$ and $W_2$ in $\mathcal{C}$ is a pair $(W_1 \boxtimes W_2, \mathcal{Y}_2)$, with $W_1 \boxtimes W_2$ a module in $\mathcal{C}$ and $\mathcal{Y}_2$ an intertwining operator of type $\left(\frac{W_3}{W_1, W_2}\right)$, which satisfies the following universal property: For any module $W_3$ in $\mathcal{C}$ and intertwining operator $\mathcal{Y}$ of type $\left(\frac{W_3}{W_1, W_2}\right)$, there is a unique $V$-module homomorphism $f : W_1 \boxtimes W_2 \to W_3$ such that $\mathcal{Y} = f \circ \mathcal{Y}_2$.

If the tensor product $(W_1 \boxtimes W_2, \mathcal{Y}_2)$ exists, then the tensor product intertwining operator $\mathcal{Y}_2$ is surjective [HLZ3, Proposition 4.23]. In [HLZ1]-[HLZ8], it was shown under suitable conditions, such as closure under tensor products, that $V$-module categories $\mathcal{C}$ have braided tensor category structure. In [CJORY], it was shown that these conditions are satisfied by the category $O_c$ of $C_1$-cofinite grading-restricted generalized modules for the Virasoro vertex operator algebra $V_c$ at any central charge $c$. For a detailed description of the braided tensor category structure on categories such as $O_c$, in particular a description of the left and right unit isomorphisms $\mathcal{A}$, and the braiding isomorphisms $\mathcal{R}$, see [HLZ8] or the exposition in [CKM, Section 3.3].

2.3. Zhu algebra construction of intertwining operators. Let $V$ be a vertex operator algebra with grading-restricted generalized modules $W_1$, $W_2$, and $W_3$. The fusion rule $N_{W_1, W_2}^{W_3}$ is the dimension of the space of intertwining operators of type $\left(\frac{W_3}{W_1, W_2}\right)$. Here, we recall some general results on constructing intertwining operators and determining fusion rules using the Zhu algebra approach developed in [FZ1, Li, FZ2, HY], among other references.

To start, consider a grading-restricted generalized $V$-module $W = \bigoplus_{h \in \mathbb{C}} W[h]$. If we take $I$ to be the set of cosets in $\mathbb{C}/\mathbb{Z}$ such that for $i \in I$, $W[h] \neq 0$ for some $h \in i$, then

\begin{equation}
W = \bigoplus_{i \in I} \bigoplus_{n=0}^{\infty} W[h_i+n]
\end{equation}

with $h_i$ the minimal conformal weight occurring in the coset $i$. Each $W_i = \bigoplus_{n=0}^{\infty} W[h_i+n]$ is a $V$-submodule of $W$, so that $|I| = 1$ if $W$ is non-zero and indecomposable, and $|I|$ is finite if $W$ is finitely generated.

The decomposition (2.5) implies that $W$ has an $\mathbb{N}$-grading $W = \bigoplus_{n=0}^{\infty} W(n)$, given by

$$W(n) = \bigoplus_{i \in I} W[h_i+n],$$

such that

\begin{equation}
v_m \cdot W(n) \subseteq W(\deg v + n - m - 1)
\end{equation}

for $v \in V$, $m \in \mathbb{Z}$, and $n \in \mathbb{N}$. Although this need not be the unique $\mathbb{N}$-grading such that (2.6) holds, we shall always use this particular $\mathbb{N}$-grading for grading-restricted generalized $V$-modules unless specified otherwise. If $W$ is finitely generated, so that $|I| < \infty$, then each
$W(n)$ is the direct sum of finitely many generalized $L_0$-eigenspaces. In this case, we have well-defined projection maps

$$\pi_n : W = \prod_{h \in \mathbb{C}} W_{[h]} \to W(n)$$

for each $n \in \mathbb{N}$.

Now suppose $W_1$, $W_2$, and $W_3$ are three grading-restricted generalized $V$-modules such that $W_3$ is finitely generated (to guarantee that the projection map $\pi_0 : W_3 \to W_3(0)$ exists). Let $A(V)$ denote the Zhu algebra of $V$ defined in [Zh] and let $A(W_i)$ denote the $A(V)$-bimodule defined in [FZ1]. The degree-0 subspaces $W_2(0)$ and $W_3(0)$ are left $A(V)$-modules [Zh]. Now for any intertwining operator $\mathcal{Y}$ of type $(W_3, W_2)$, the following $A(V)$-module map was first constructed in [FZ1]:

$$\pi(\mathcal{Y}) : A(W_1) \otimes_{A(V)} W_2(0) \to W_3(0)$$

$$[w_1] \otimes u_2 \mapsto \pi_0(\mathcal{Y}(w_1, 1)u_2),$$

where $[w_1]$ is the image of $w_1 \in W_1$ in $A(W_1)$ and $\mathcal{Y}(\cdot, 1)$ is the intertwining map associated to $\mathcal{Y}$. The next proposition is essentially a version of [TW, Proposition 24], where the result is attributed to Nahm [Na]:

**Proposition 2.5.** Assume that $W_1$, $W_2$, and $W_3$ are grading-restricted generalized $V$-modules such that $W_2$ is generated by $W_2(0)$ as a $V$-module and $W_3$ is finitely generated. If $\mathcal{Y}$ is a surjective intertwining operator, then $\pi(\mathcal{Y})$ is surjective.

**Proof.** Since $\mathcal{Y}$ is surjective, Corollary 2.3 says that $W_3(0)$ is spanned by $\pi_0(\mathcal{Y}(w_1, 1)w_2)$ for $w_1 \in W_1$ and $w_2 \in W_2$. Thus we need to show that

$$\pi_0(\mathcal{Y}(w_1, 1)w_2) \in \text{Im} \pi(\mathcal{Y})$$

for any $w_1 \in W_1$, $w_2 \in W_2$. This holds by definition for $w_2 \in W_2(0)$. For $w_2 \in \bigoplus_{n \geq 1} W_2(n)$, we note that because $W_2(0)$ generates $W_2$ as a $V$-module, $w_2$ is a linear combination of vectors $v_n u_2$ for $u_2 \in W_2(0)$, homogeneous $v \in V$, and $n \in \mathbb{Z}$ such that $\text{deg} v - n - 1 > 0$ (see [LL, Proposition 4.5.6]). The commutator formula (2.1) then implies that for any $w_1 \in W_1$,

$$\pi_0(\mathcal{Y}(w_1, 1)v_n u_2) = \pi_0(v_n \mathcal{Y}(w_1, 1)u_2 - \sum_{i \geq 0} \binom{n}{i} \mathcal{Y}(v_i w_1, 1)u_2)$$

$$= - \sum_{i \geq 0} \binom{n}{i} \pi_0(\mathcal{Y}(v_i w_1, 1)u_2) \in \text{Im} \pi(\mathcal{Y})$$

since $\text{deg} v_n > 0$. This proves the proposition. \qed

Note that $\mathcal{Y} \mapsto \pi(\mathcal{Y})$ defines a linear map from intertwining operators of type $(W_3, W_1, W_2)$ to $\text{Hom}_{A(V)}(A(W_1) \otimes_{A(V)} W_2(0), W_3(0))$. The main theorem of [Li] (generalized to logarithmic intertwining operators in [HY]) is that this linear map is an isomorphism under suitable conditions on $W_1$, $W_2$, and $W_3$. For simplicity, we will describe these conditions only when $V$ is a Virasoro vertex operator algebra $V_c$, in which case we have an isomorphism $A(V_c) \cong \mathbb{C}[x]$ given by $[\omega] \mapsto x$ [FZ1].

Any $\mathbb{C}[x]$-module $\mathcal{U}$ is equivalently an $A(V_c)$-module, which is equivalently a $\mathcal{V}_{ir \geq 0}$-module on which $L_0$ acts by $x$ and $L_n$ acts by 0 for $n > 0$. We then have the induced generalized
Verma module \( \mathcal{V} = \text{Ind}_{\mathcal{V}_t}^{\mathcal{V}} \mathcal{U} \). If \( \mathcal{U} \) is finite dimensional, then we have an \( A(V_c) \cong \mathbb{C}[x] \)-module isomorphism \( \mathcal{U} \cong \mathcal{U}^* \), so that the lowest conformal weight space \( \mathcal{V}'(0) \) of the generalized Verma module contragredient is isomorphic to \( \mathcal{U} \). Now the following theorem is the main result of [Li, HY] for Virasoro vertex operator algebras (see also [FZ2, Lemma 2.19]):

**Theorem 2.6.** Suppose \( \mathcal{W}_1 \) is a grading-restricted generalized \( V_c \)-module generated by \( \mathcal{W}_1(0) \) and \( \mathcal{U}_2, \mathcal{U}_3 \) are finite-dimensional \( A(V_c) \)-modules. Then \( \mathcal{Y} \mapsto \pi(\mathcal{Y}) \) defines a linear isomorphism from intertwining operators of type \( (\mathcal{W}_1, \mathcal{V}_3) \) to \( \text{Hom}_{A(V_c)}(A(V_1) \otimes A(V_c) \mathcal{U}_2, \mathcal{U}_3) \), where \( \mathcal{V}_i = \text{Ind}_{\mathcal{V}_t}^{\mathcal{V}_i} \mathcal{U} \) for \( i = 2, 3 \). In particular, fusion rules satisfy

\[
\mathcal{N}_{\mathcal{W}_1, \mathcal{V}_2} = \dim \text{Hom}_{A(V_c)}(A(V_1) \otimes A(V_c) \mathcal{U}_2, \mathcal{U}_3).
\]

**Remark 2.7.** In the preceding theorem, we need to define \( \pi(\mathcal{Y}) \) using the \( \mathbb{N} \)-grading on \( \mathcal{V}_3' \) such that \( \mathcal{V}_3'(0) = \mathcal{U}_3^t \cong \mathcal{U}_3 \). This \( \mathbb{N} \)-grading will differ slightly from our usual \( \mathbb{N} \)-grading convention if \( L_0 \) has two eigenvalues on \( \mathcal{U}_3 \) that differ by a non-zero integer.

### 3. First results on Virasoro fusion

In this section, our goal is to use Proposition 2.5 to obtain upper bounds on tensor products of certain \( V_c \)-modules in \( \mathcal{O}_c \), and to use Theorem 2.6 to obtain lower bounds. At first, we consider arbitrary central charges, and then we specialize to the central charge \( c_{p,1} \).

#### 3.1. Results at general central charge.

In this subsection, we assume \( c = 13 - 6t - 6t^{-1} \) for any \( t \in \mathbb{C} \setminus \{0\} \). We want to see what Proposition 2.5, applied to the surjective tensor product intertwining operator \( \mathcal{Y}_{2,3} \), says about the tensor products \( \mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s} \) for \( r, s \in \mathbb{Z}_+ \). Thus we must first determine the \( A(V_c) \)-bimodules \( A(\mathcal{L}_{1,2}) \) and \( A(\mathcal{L}_{2,1}) \). This was done in [FZ2, Lemmas 2.10 and 2.11] under the assumption \( t \notin \mathbb{Q} \); here we review the calculations to confirm that the same results hold for general \( t \).

In this and the following sections, we use \( v_{r,s} \) to denote a lowest-conformal-weight vector generating either \( \mathcal{V}_{r,s} \) or one of its quotients, such as \( \mathcal{L}_{r,s} \). We now compute \( A(\mathcal{L}_{1,2}) \), noting that \( A(\mathcal{L}_{2,1}) \) can be determined almost identically with the substitutions \( v_{1,2} \mapsto v_{2,1}, h_{1,2} \mapsto h_{2,1} \), and \( t^{-1} \mapsto t \). To begin, the isomorphism \( A(V_c) \cong \mathbb{C}[x] \) corresponds to an isomorphism

\[
\mathbb{C}[x, y] \rightarrow A(\mathcal{V}_{1,2})
\]

\[
x^m y^n \mapsto [\omega]^m \cdot [v_{1,2}] \cdot [\omega]^n,
\]

where the left and right actions of \( \mathbb{C}[x] \) on the bimodule \( \mathbb{C}[x, y] \) are multiplication by \( x \) and \( y \), respectively, while the left and right actions of \( A(V_c) \) on \( A(\mathcal{V}_{1,2}) \) are given by

\[
[\omega] \cdot [v] = [(L_0 + 2L_{-1} + L_{-2})v], \quad [v] \cdot [\omega] = [(L_{-2} + L_{-1})v]
\]

for \( v \in \mathcal{V}_{1,2} \). Under this isomorphism, we can then identify

\[
A(\mathcal{L}_{1,2}) \cong \mathbb{C}[x, y]/(f_{1,2}(x, y)),
\]

where \( f_{1,2}(x, y) \) is the polynomial corresponding to the singular vector \( (L^2_{-1} - \frac{1}{t}L_{-2})v_{1,2} \in \mathcal{V}_{1,2} \) generating the maximal proper submodule of \( \mathcal{V}_{1,2} \). To determine \( f_{1,2}(x, y) \), we first note that for \( v \in \mathcal{V}_{1,2} \),

\[
[L_{-2}v] = [v] \cdot [\omega] - [L_{-1}v].
\]

This together with

\[
[\omega] \cdot [v] = (\text{wt } v)[v] + 2[L_{-1}v] + [L_{-2}v]
\]
We have now determined
\[(3.2) \quad [L_{-1}v] = [\omega] \cdot [v] - [v] \cdot [\omega] - (\text{wt } v)[v].\]
Consequently,
\[
\left[\left(L^2_{-1} - \frac{1}{t}L_{-2}\right)v_{1,2}\right] = [\omega] \cdot [L_{-1}v_{1,2}] - [L_{-1}v_{1,2}] \cdot [\omega] - (h_{1,2} + 1)[L_{-1}v_{1,2}]
\]
\[
- \frac{1}{t}(v_{1,2} \cdot [\omega] - [L_{-1}v_{1,2}])
\]
\[
= [\omega] \cdot ([\omega] \cdot [v_{1,2}] - [v_{1,2}] \cdot [\omega] - h_{1,2}[v_{1,2}]) - ([\omega] \cdot [v_{1,2}] - [v_{1,2}] \cdot [\omega] - h_{1,2}[v_{1,2}]) \cdot [\omega]
\]
\[
- (h_{1,2} + 1) ([\omega] \cdot [v_{1,2}] - [v_{1,2}] \cdot [\omega] - h_{1,2}[v_{1,2}])
\]
\[
- \frac{1}{t}[v_{1,2}] \cdot [\omega] + \frac{1}{t}([\omega] \cdot [v_{1,2}] - [v_{1,2}] \cdot [\omega] - h_{1,2}[v_{1,2}])
\]
\[
= [\omega]^2 \cdot [v_{1,2}] - 2[\omega] \cdot [v_{1,2}] \cdot [\omega] + [v_{1,2}] \cdot [\omega]^2 - \left(2h_{1,2} + 1 - \frac{1}{t}\right) [\omega] \cdot [v_{1,2}]
\]
\[
+ \left(2h_{1,2} + 1 - \frac{2}{t}\right) [v_{1,2}] \cdot [\omega] + h_{1,2} \left(h_{1,2} + 1 - \frac{1}{t}\right) [v_{1,2}].
\]
This corresponds to the polynomial
\[
f_{1,2}(x, y) = x^2 - 2xy + y^2 - \left(2h_{1,2} + 1 - \frac{1}{t}\right) x + \left(2h_{1,2} + 1 - \frac{2}{t}\right) y + h_{1,2} \left(h_{1,2} + 1 - \frac{1}{t}\right)
\]
\[
= \left(x - y - \left(h_{1,2} + 1 - \frac{1}{t}\right)\right) (x - y - h_{1,2}) - \frac{1}{t} y.
\]
We have now determined \(A(L_{1,2})\); similarly, we can use the singular vector \((L^2_{-1} - tL_{-2})v_{2,1} \in V_{2,1}\) to show that
\[
A(L_{2,1}) \cong \mathbb{C}[x, y]/(f_{2,1}(x, y))
\]
where
\[
f_{2,1}(x, y) = (x - y - (h_{2,1} + 1 - t)) (x - y - h_{2,1}) - ty.
\]
Now it is easy to determine the \(A(V_c)\)-modules \(M_{r,s} = A(L_{1,2}) \otimes A(V_c) \mathbb{C}v_{r,s}\) and \(N_{r,s} = A(L_{2,1}) \otimes A(V_c) \mathbb{C}v_{r,s}\) for \(r, s \in \mathbb{Z}_+\), where \(\mathbb{C}v_{r,s}\) is both \(V_{r,s}(0)\) and \(L_{r,s}(0)\). We have
\[
M_{r,s} \cong \mathbb{C}[x]/(f_{1,2}(x, h_{r,s})),
\]
\[
N_{r,s} \cong \mathbb{C}[x]/(f_{2,1}(x, h_{r,s})),
\]
where
\[
f_{1,2}(x, h_{r,s}) = \left(x - \left(h_{1,2} + h_{r,s} + 1 - \frac{1}{t}\right)\right) (x - (h_{1,2} + h_{r,s})) - \frac{h_{r,s}}{t}
\]
\[
= (x - h_{r,s-1})(x - h_{r,s+1}),
\]
\[
f_{2,1}(x, h_{r,s}) = (x - (h_{2,1} + h_{r,s} + 1 - t)) (x - (h_{2,1} + h_{r,s})) - t h_{r,s}
\]
\[
= (x - h_{r-1,s})(x - h_{r+1,s}).
\]
In other words, \(L_0\) has eigenvalue(s) \(h_{r,s+1}\) on \(M_{r,s}\) and eigenvalue(s) \(h_{r+1,s}\) on \(N_{r,s}\).
We can now apply Proposition 2.5:

**Proposition 3.1.** Let \(r, s \in \mathbb{Z}_+\) and let \(W\) be a grading-restricted generalized \(V_c\)-module in \(O_c\).
Remark 3.3. Let $V$ be a $C_1$-cofinite module in $\mathcal{O}_c$, and consider the families $\{V^r, V^s\}$ of potential conformal weights of $\mathcal{O}_c$. The two sets \{h_{r,s-1} + N\} and \{h_{r,s+1} + N\} of potential conformal weights of $\mathcal{W}$ are either disjoint (if $h_{r,s-1} - h_{r,s+1} \notin \mathbb{Z}$) or identical (if $h_{r,s-1} = h_{r,s+1}$). Thus
\[ (\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})[h_{r,s-1}] + (\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})[h_{r,s+1}] = (\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})(0) \subseteq \text{Im } \Pi_{r,s}, \]
which means $\mathcal{W}(0) = 0$. By our $\mathbb{N}$-grading convention, $\mathcal{W} = 0$ as well, that is, $(\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s}) = \text{Im } \Pi_{r,s}$ and $\Pi_{r,s}$ is surjective. 

Proposition 3.2. If $h_{r,s-1} - h_{r,s+1} \notin \mathbb{Z} \setminus \{0\}$, then the homomorphism $\Pi_{r,s}$ is surjective.

Proof. First note that $\mathcal{L}_{r,s}$ is generated by $\mathcal{L}_{r,s}(0)$ and that $\mathcal{W}$, as a $C_1$-cofinite module in $\mathcal{O}_c$, is finitely generated. So in the first case, Proposition 2.5 says that $\mathcal{W}(0)$ is a homomorphic image of $\mathcal{M}_{r,s}$ as an $A(V_c)$-module. Thus the generalized $L_0$-eigenvalue(s) on $\mathcal{W}(0)$ are $h_{r,s+1}$, and then the first conclusion of the proposition follows from our $\mathbb{N}$-grading convention. The proof of the second part of the proposition is the same.

From now on, we will mainly focus on the tensor products $\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s}$. We have shown that there is a surjective $A(V_c)$-homomorphism $\pi(\varphi_2) : \mathcal{M}_{r,s} \to (\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})(0)$. We may also regard $\pi(\varphi_2)$ as a $\mathbb{V}t_{r,s}$-homomorphism, so if we set $\mathcal{M}_{r,s} = \text{Ind}_{\mathbb{V}t_{r,s}}^{\mathbb{V}t_{r,s}} \mathcal{M}_{r,s}$, then the universal property of induced modules leads to a $V_c$-module homomorphism
\[ \Pi_{r,s} : \mathcal{W}_{r,s} \to \mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s} \]
such that $(\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})(0) \subseteq \text{Im } \Pi_{r,s}$. We show that $\Pi_{r,s}$ is usually surjective:

Proposition 3.2. If $h_{r,s-1} - h_{r,s+1} \notin \mathbb{Z} \setminus \{0\}$, then the homomorphism $\Pi_{r,s}$ is surjective.

Proof. Set $\mathcal{W} = (\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})/\text{Im } \Pi_{r,s}$ and let $\pi : \mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s} \to \mathcal{W}$ denote the canonical quotient map. The grading-restricted generalized module $\mathcal{W}$ is in $\mathcal{O}_c$, and $\pi \circ \varphi_2$ is a surjective intertwining operator of type $(\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})$. Thus from Propositions 2.5 and 3.1(1),
\[ \mathcal{W}(0) \subseteq \mathcal{W}_{[h_{r,s-1}]} + \mathcal{W}_{[h_{r,s+1}]} \]
The two sets \{h_{r,s-1} + N\} and \{h_{r,s+1} + N\} of potential conformal weights of $\mathcal{W}$ are either disjoint (if $h_{r,s-1} - h_{r,s+1} \notin \mathbb{Z}$) or identical (if $h_{r,s-1} = h_{r,s+1}$). Thus
\[ (\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})[h_{r,s-1}] + (\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})[h_{r,s+1}] = (\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})(0) \subseteq \text{Im } \Pi_{r,s}, \]
which means $\mathcal{W}(0) = 0$. By our $\mathbb{N}$-grading convention, $\mathcal{W} = 0$ as well, that is, $\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s} = \text{Im } \Pi_{r,s}$ and $\Pi_{r,s}$ is surjective. 

Remark 3.3. The proof of the above proposition fails when, say, $h_{r,s-1} - h_{r,s+1} \in \mathbb{Z}_+$, because then it is possible that $(\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})(0) = (\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})_{[h_{r,s+1}]}$ and that $(\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s})/\text{Im } \Pi_{r,s}$ has a non-zero space of conformal weight $h_{r,s-1}$.

Note that if $h_{r,s-1} \neq h_{r,s+1}$, then $\mathcal{W}_{r,s} \cong \mathcal{V}_{r,s-1} \oplus \mathcal{V}_{r,s+1}$. In these cases, we can determine the images of $v_{r,s+1} \in \mathcal{V}_{r,s+1}$ in $\mathcal{L}_{1,2} \otimes \mathcal{L}_{r,s}$ under the homomorphism $\Pi_{r,s}$. In fact, we get the following by determining the $x$-eigenvectors in $\mathbb{C}[x]/(f_{1,2}(x, h_{r,s}))$ and using definitions:
\[ \mathbb{C}[v_{r,s-1}] \oplus \mathbb{C}[v_{r,s+1}] \to \mathbb{C}[x]/(f_{1,2}(x, h_{r,s})) \to A(\mathcal{L}_{1,2}) \otimes A(V_c) \mathbb{C}[v_{r,s}] \]
\[ v_{r,s+1} \to x - h_{r,s+1} + (f_{1,2}(x, h_{r,s})) \to ([\omega] - h_{r,s+1}) \cdot [v_{1,2}] \otimes_A(V_c) v_{r,s} \]
Then (3.2) implies
\[ ([\omega] - h_{r,s+1}) \cdot [v_{1,2}] \otimes_A(V_c) v_{r,s} = [v_{1,2}] \cdot (\omega + h_{1,2} - h_{r,s+1}) \otimes_A(V_c) v_{r,s} \]
\[ + [L_{-1}v_{1,2}] \otimes_A(V_c) v_{r,s} \]
\[ = (h_{1,2} + h_{r,s} - h_{r,s+1})[v_{1,2}] \otimes_A(V_c) v_{r,s} + [L_{-1}v_{1,2}] \otimes_A(V_c) v_{r,s}, \]
which $\pi(\mathcal{Y}_{\mathbb{Z}})$ maps to

$$\left(-\frac{1 \pm r}{2} + \frac{1 \pm s}{2} t^{-1}\right) \pi_0(v_{1,2} \boxtimes v_{r,s}) + \pi_0(L_{-1} v_{1,2} \boxtimes v_{r,s});$$

here $\boxtimes$ denotes the tensor product intertwining map $\mathcal{Y}_{\mathbb{Z}}(\cdot, 1)$. Rescaling these vectors a little, we may conclude:

**Proposition 3.4.** For $r, s \in \mathbb{Z}_+$, the vectors

$$\Pi_{r,s}(v_{r,s \pm 1}) = (1 \pm s - (1 \pm r)t) \pi_0(v_{1,2} \boxtimes v_{1,2}) + 2t \pi_0(L_{-1} v_{1,2} \boxtimes v_{1,2}) \in (L_{1,2} \boxtimes L_{r,s})(0)$$

are, if non-zero, $L_0$-eigenvectors with eigenvalues $h_{r,s \pm 1}$.

**3.2. Results at specialized central charge.** In this section, we now assume that $c = 13 - 6p - 6p^{-1}$ where $p > 1$ is an integer. In this case, irreducible modules in $\mathcal{O}_c$ are given by $L_{r,s}$ for $r \geq 1$ and $1 \leq s \leq p$, and conformal weights satisfy

$$h_{r,s-1} - h_{r,s+1} = r - \frac{s}{p}.$$  

We see that $h_{r,s-1} = h_{r,s+1}$ only when $(r, s) = (1, p)$, so that the generalized Verma module $\mathcal{W}_{r,s} = \text{Ind}_{\text{Vir}_{\geq 0}}^{\text{Vir}} \mathcal{M}_{r,s}$ is given by

$$\mathcal{W}_{r,s} \cong \begin{cases} 
\mathcal{V}_{r,s-1} \oplus \mathcal{V}_{r,s+1} & \text{if } (r, s) \neq (1, p) \\
\mathcal{V}_{1,p-1}^{(2)} & \text{if } (r, s) = (1, p)
\end{cases},$$

where $\mathcal{V}_{1,p-1}^{(2)}$ is the generalized Verma module induced from the two-dimensional $\text{Vir}_{\geq 0}$-module on which $L_0$ acts by the matrix $\begin{bmatrix} h_{1,p-1} & 1 \\ 0 & h_{1,p-1} \end{bmatrix}$. Moreover, Proposition 3.2 yields:

**Corollary 3.5.** The homomorphism $\Pi_{r,s} : \mathcal{W}_{r,s} \to L_{1,2} \boxtimes L_{r,s}$ is surjective when $r \geq 1$, $1 \leq s \leq p-1$ and when $(r, s) = (1, p)$.

Corollary 3.5 gives an upper bound for the tensor product $L_{1,2} \boxtimes L_{r,s}$ when $1 \leq s \leq p-1$ or when $(r, s) = (1, p)$: in the first case, $L_{1,2} \boxtimes L_{r,s}$ is a quotient of $\mathcal{V}_{r,s-1} \oplus \mathcal{V}_{r,s+1}$, and in the second, $L_{1,2} \boxtimes L_{1,p}$ is a quotient of $\mathcal{V}_{1,p-1}^{(2)}$. We next use Theorem 2.6 to get lower bounds for these tensor products. We start by obtaining some non-zero intertwining operators:

**Proposition 3.6.**

1. When $r \geq 1$ and $s = 1$, there is a non-zero intertwining operator of type $\left(\frac{\mathcal{V}_{r,s}}{L_{1,2}^r} \right)$.

2. When $r \geq 1$ and $2 \leq s \leq p-1$, or when $(r, s) = (1, p)$, there is an intertwining operator of type $\left(\frac{\mathcal{W}_{r,s}}{L_{1,2}^r} \right)$ that contains $\mathcal{W}_{r,s}(0) \cong \mathcal{M}_{r,s}$ in its image.

**Proof.** Note that $L_{1,2}$ is generated by $L_{1,2}(0)$ and that $\mathcal{M}_{r,s}$ is finite dimensional. Thus by Theorem 2.6, the identity on $\mathcal{M}_{r,s}$ induces an intertwining operator $\mathcal{Y}$ of type $\left(\frac{\mathcal{W}_{r,s}}{L_{1,2}^r} \right)$ such that $\pi(\mathcal{Y}) = \text{Id}_{\mathcal{M}_{r,s}}$. This intertwining operator will induce a non-zero quotient intertwining operator $\overline{\mathcal{Y}}$ of type $\left(\frac{\mathcal{W}_{r,s}}{L_{1,2}^r} \right)$ if $\mathcal{Y}|_{L_{1,2} \boxtimes \mathcal{J}_{r,s}} = 0$, where $\mathcal{J}_{r,s}$ is the maximal proper submodule of $\mathcal{V}_{r,s}$. To show this, it is enough to show that there are no non-zero intertwining operators of type $\left(\frac{\mathcal{W}_{r,s}}{L_{1,2}^r} \right)$. Since $\mathcal{J}_{r,s}$ is a Verma module, this is equivalent to

$$\dim \text{Hom}_{A(V_c)}(A(L_{1,2}) \otimes A(V_c), \mathcal{J}_{r,s}(0), \mathcal{M}_{r,s}) = 0,$$
by Theorem 2.6.

For $1 \leq s \leq p - 1$, $\mathcal{J}_{r,s} = \nu_{r+1,p-s}$, so the $L_0$-eigenvalues on $A(\mathcal{L}_{1,2}) \otimes_A(V_c) \mathcal{J}_{r,s}(0) = \mathcal{M}_{r+1,p-s}$ are $h_{r+1,p-s \pm 1}$. For $2 \leq s \leq p - 1$, these never equal the $L_0$-eigenvalues $h_{r,s \pm 1}$ on $\mathcal{M}_{r,s}$, proving the second assertion in the proposition for $s < p$. But when $s = 1$, we have

$$h_{r+1,p-1+1} = h_{r+1,p} = h_{r,0} = h_{r,1-1},$$

so (3.3) fails. However, since

$$\dim \text{Hom}_{A(V_c)}(\mathcal{M}_{r+1,p-1}, \mathbb{C}v_{r,2}) = 0,$$

we do get a non-zero intertwining operator of type $(\nu_{r,2}^{\mathcal{J}_{1,p}})$ induced by a non-zero homomorphism $A(\mathcal{L}_{1,2}) \otimes_A(V_c) v_{r,1} \rightarrow \mathbb{C}v_{r,2}$. This proves the first assertion of the proposition.

For $(r, s) = (1, p)$, $\mathcal{J}_{1,p} = \nu_{3,p}$, and the eigenvalues of $L_0$ on $\mathcal{M}_{3,p}$ are

$$h_{3,p \pm 1} = h_{3,p-1, h_{2,1}}.$$

Neither equals the generalized eigenvalue $h_{1,p-1}$ of $L_0$ on $\mathcal{M}_{1,p}$, so (3.3) holds, proving the second assertion of the proposition for $(r, s) = (1, p)$.

**Remark 3.7.** For $r \geq 2$ and $s = p$, there is also a non-zero intertwining operator $\mathcal{Y}$ of type $(\nu_{r,p}^{\mathcal{J}_{1,p}})$ induced by the identity on $\mathcal{M}_{r,p}$, but we cannot conclude that its image includes $\mathcal{M}_{r,p} \cong \mathbb{C}v_{p-1} \oplus \mathbb{C}v_{p-1,1}$, even though $\text{Im } \pi(\mathcal{Y}) = \mathcal{M}_{r,p}$. The reason is that $\pi(\mathcal{Y})$ is defined using the non-standard $\mathbb{N}$-grading of Remark 2.7 for $\mathcal{W}_{r,p}$. In particular, the projection $\pi_0$ does not quite correspond to projection onto conformal weight spaces, which means that we cannot conclude that $\text{Im } \pi(\mathcal{Y})$ is contained in $\text{Im } \mathcal{Y}$.

Using the intertwining operators we have obtained, we can prove:

**Proposition 3.8.**

1. For $r \geq 1$ and $s = 1$, there is a surjective $V_c$-module map $\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,1} \rightarrow \mathcal{L}_{r,2}$.
2. For $r \geq 1$ and $2 \leq s \leq p - 1$, there is a surjective $V_c$-module map $\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s} \rightarrow \mathcal{L}_{r,s-1} \oplus \mathcal{L}_{r,s+1}$.
3. For $(r, s) = (1, p)$, $(\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,p})(0) \cong \mathcal{M}_{1,p}$ as $A(V_c)$-modules.

**Proof.** For the cases of $(r, s)$ that we are considering, we have shown that

$$(\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s})(0) = (\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s})[h_{r,s-1}] + (\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s})[h_{r,s+1}]$$

and that $\Pi_{r,s} : \mathcal{W}_{r,s} \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s}$ is surjective.

When $s = 1$, the image of any non-zero intertwining operator of type $(\nu_{r,2}^{\mathcal{J}_{1,1}})$ is a $C_1$-cofinite module in $O_c$ by [Miy, Key Theorem]. Thus the universal property of the tensor product induces a non-zero map $f : \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,1} \rightarrow \mathcal{W}_{r,2}$, whose image must contain the unique minimal non-zero submodule $\mathcal{L}_{r,2}$. Moreover, $\text{Im } f$ is a quotient of $\mathcal{W}_{r,1} \cong \mathcal{V}_{r,0} \oplus \mathcal{V}_{r,2}$ because $\Pi_{r,1}$ is surjective. As $\mathcal{L}_{r,2}$ is the only non-zero quotient of $\mathcal{V}_{r,0} \oplus \mathcal{V}_{r,2}$ that is also a submodule of $\mathcal{V}_{r,2}$, it follows that $\text{Im } f = \mathcal{L}_{r,2}$, that is, we have a surjective map $\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,1} \rightarrow \mathcal{L}_{r,2}$.

Similarly, for $2 \leq s \leq p - 1$ or $(r, s) = (1, p)$, Proposition 3.6 and the universal property of tensor products yield a homomorphism $f : \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s} \rightarrow \mathcal{W}_{r,s}$ whose image contains

$$\mathcal{W}_{r,s}(0) = (\mathcal{W}_{r,s})[h_{r,s-1}] + (\mathcal{W}_{r,s})[h_{r,s+1}] \cong \mathcal{M}_{r,s}. $$
This forces $\dim(\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s})(0) \geq 2$, so $\Pi_{r,s}|_{\mathcal{M}_{r,s}}$ must be injective as well as surjective, proving the proposition in the $(r, s) = (1, p)$ case. When $2 \leq s \leq p - 1$, surjectivity of $\Pi_{r,s}$ implies that $\text{Im } f$ is generated by

$$(f \circ \Pi_{r,s})(v_{r,s+1}) \in \mathcal{M}_{r,s} \subseteq \mathcal{W}_r' \cong \mathcal{V}_{r,s-1}' \oplus \mathcal{V}_{r,s+1}'. $$

These vectors generate a submodule isomorphic to $\mathcal{L}_{r,s-1} \oplus \mathcal{L}_{r,s+1}$, so we have a surjection $\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s} \twoheadrightarrow \mathcal{L}_{r,s-1} \oplus \mathcal{L}_{r,s+1}$.

The upper bound of Corollary 3.5 and the lower bound of Proposition 3.8 already provide strong constraints on the tensor product $\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s}$. To fully identify this tensor product, we will need $\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s}$ to be a self-contragredient $V_c$-module. This will follow from the rigidity of $\mathcal{L}_{1,2}$ and $\mathcal{L}_{r,s}$ in the tensor category $\mathcal{O}_c$, which we prove for $\mathcal{L}_{1,2}$ next.

4. Rigidity, categorical dimensions, and some fusion rules

In this section, we show that $\mathcal{O}_c$ is a rigid (and also ribbon) tensor category, and we calculate the categorical dimensions of all simple modules $\mathcal{L}_{r,s}$. In addition, we determine some tensor products in $\mathcal{O}_c$ involving $\mathcal{L}_{1,2}$, and some involving the modules $\mathcal{L}_{r,1}$ for $r \geq 1$.

4.1. Rigidity and categorical dimension for $\mathcal{L}_{1,2}$. We begin by showing that $\mathcal{L}_{1,2}$ is rigid and self-dual in $\mathcal{O}_c$. Since $V_c = \mathcal{L}_{1,1}$ is the unit object of $\mathcal{O}_c$, we first of all need an evaluation map $e : \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,2} \rightarrow \mathcal{L}_{1,1}$ and a coevaluation $i : \mathcal{L}_{1,1} \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,2}$.

The evaluation is easy: Since $\mathcal{L}_{1,2}$ is self-contragredient with lowest conformal weight $h_{1,2}$, symmetries of intertwining operators from [FHL, HLZ2] applied to (possibly a rescaling of) the vertex operator $Y_{\mathcal{L}_{1,2}}$ yield an intertwining operator $\mathcal{E}$ of type $(\mathcal{L}_{1,1})$ such that

$$\mathcal{E}(v_{1,2}, x)v_{1,2} \in x^{-2h_{1,2}}(1 + xL_{1,1}[[x]]).$$

We then define the evaluation $e : \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,2} \rightarrow \mathcal{L}_{1,1}$ to be the unique map such that $e \circ \mathcal{V}_{33} = \mathcal{E}$.

For the coevaluation, Proposition 3.4 describes a homomorphism $\mathcal{V}_{1,1} \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,2}$. It will descend to a map $i : \mathcal{L}_{1,1} \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,2}$ such that

$$i(1) = -\pi_0(v_{1,2} \boxtimes v_{1,2}) + 2p \pi_0(L_{-1}v_{1,2} \boxtimes v_{1,2})$$

provided that $L_{-1}i(1) = 0$ (since $L_{-1}v_{1,1}$ generates the maximal proper submodule of $\mathcal{V}_{1,1}$).

To prove this, we use the commutator formula (2.2), the iterate formula (2.4), and the relation $(L_{-1}^2 - \frac{1}{p}L_{-2})v_{1,2} = 0$ in $\mathcal{L}_{1,2}$ to compute

$$L_{-1}\pi_0(L_{-1}v_{1,2} \boxtimes v_{1,2}) = \pi_1(L_{-1}^2v_{1,2} \boxtimes v_{1,2}) + \pi_1(L_{-1}v_{1,2} \boxtimes L_{-1}v_{1,2})$$

$$= \frac{1}{p}\pi_1(L_{-2}v_{1,2} \boxtimes v_{1,2}) + L_{-1}\pi_0(v_{1,2} \boxtimes L_{-1}v_{1,2}) - \pi_1(v_{1,2} \boxtimes L_{-2}v_{1,2})$$

$$= \frac{1}{p}\pi_1(v_{1,2} \boxtimes (L_{-1} + L_0)v_{1,2}) - L_{-1}\pi_0(L_{-1}v_{1,2} \boxtimes v_{1,2})$$

$$- \frac{1}{p}\pi_1(v_{1,2} \boxtimes L_{-2}v_{1,2}).$$
We solve for $L_{-1} \pi_0(L_{-1} v_{1,2} \boxtimes v_{1,2})$ and apply the commutator formula (2.2) to get
\[
L_{-1} \pi_0(L_{-1} v_{1,2} \boxtimes v_{1,2}) = \frac{h_{1,2}}{2p} \pi_1(v_{1,2} \boxtimes v_{1,2}) + \frac{1}{2p} \pi_1(v_{1,2} \boxtimes L_{-1} v_{1,2})
+ \frac{1}{2p} \pi_1((L_{-1} - L_0) v_{1,2} \boxtimes v_{1,2})
= \frac{1}{2p} \left( \pi_1(L_{-1} v_{1,2} \boxtimes v_{1,2}) + \pi_1(v_{1,2} \boxtimes L_{-1} v_{1,2}) \right)
= \frac{1}{2p} L_{-1} \pi_0(v_{1,2} \boxtimes v_{1,2}).
\]
Thus indeed
\[
L_{-1} \pi_0(v_{1,2} \boxtimes v_{1,2}) + 2p \pi_0(L_{-1} v_{1,2} \boxtimes v_{1,2}) = 0,
\]
showing that the coevaluation $i$ exists.

We now prove the rigidity of $L_{1,2}$:

**Theorem 4.1.** The module $L_{1,2}$ is rigid and self-dual in the tensor category $O_c$.

**Proof.** We need to show that the compositions
\[
\begin{align*}
L_{1,2} & \xrightarrow{l^{-1}} L_{1,1} \boxtimes L_{1,2} \xrightarrow{\pi \boxtimes \text{Id}} (L_{1,2} \boxtimes L_{1,2}) \boxtimes L_{1,2} \xrightarrow{A^{-1}} L_{1,2} \boxtimes (L_{1,2} \boxtimes L_{1,2}) \xrightarrow{\text{Id} \boxtimes e} L_{1,2} \boxtimes L_{1,1} \xrightarrow{r} L_{1,2}
\end{align*}
\]
and
\[
\begin{align*}
L_{1,2} & \xrightarrow{r^{-1}} L_{1,2} \boxtimes L_{1,1} \xrightarrow{\text{Id} \boxtimes i} L_{1,2} \boxtimes (L_{1,2} \boxtimes L_{1,2}) \xrightarrow{A} (L_{1,2} \boxtimes L_{1,2}) \boxtimes L_{1,2} \xrightarrow{e \boxtimes \text{Id}} L_{1,1} \boxtimes L_{1,2} \xrightarrow{l} L_{1,2}
\end{align*}
\]
are identical non-zero multiples of the identity (we can then rescale either $e$ or $i$ to get the identity). By Lemma 4.2.1 and Corollary 4.2.2 of [CMY3], it is enough to show that one of these two compositions is non-zero. We shall show that the second, which we label $\mathfrak{R}$ for convenience, is non-zero. In particular, we just need to show that $\langle v_{1,2}, \mathfrak{R}(v_{1,2}) \rangle \neq 0$, where $\langle \cdot, \cdot \rangle$ is the nondegenerate invariant bilinear form on $L_{1,2}$ such that $\langle v_{1,2}, v_{1,2} \rangle = 1$.

To compute $\langle v_{1,2}, \mathfrak{R}(v_{1,2}) \rangle$, we first use the definition of $r$ to get
\[
r^{-1}(v_{1,2}) = r^{-1}(\pi_0(e^{L_{-1}} Y_{L_{1,2}}(1, -1)v_{1,2})) = \pi_0(\mathfrak{Y}_{\otimes}(v_{1,2}, 1) 1).
\]
Then we observe that $i(1)$ is the coefficient of the monomial $x^{-2h_{1,2}}(\log x)^0$ in
\[
x^{L_0} \left( 2p (L_{-1} x^{-L_0} v_{1,2} \boxtimes x^{-L_0} v_{1,2}) - x^{-L_0} v_{1,2} \boxtimes x^{-L_0} v_{1,2} \right)
= 2p x \mathfrak{Y}_{\otimes}(L_{-1} v_{1,2}, x)v_{1,2} - \mathfrak{Y}_{\otimes}(v_{1,2}, x)v_{1,2}
= \left( 2p x \frac{d}{dx} - 1 \right) \mathfrak{Y}_{\otimes}(v_{1,2}, x)v_{1,2}.
\]
Thus $\langle v_{1,2}, \mathfrak{R}(v_{1,2}) \rangle$ is the coefficient of $x^{-2h_{1,2}}(\log x)^0$ in
\[
\left( 2p x \frac{d}{dx} - 1 \right) \langle v_{1,2}, [l \circ (e \boxtimes \text{Id}) \circ A \circ \mathfrak{Y}_{\otimes}] (v_{1,2}, 1) \mathfrak{Y}_{\otimes}(v_{1,2}, x)v_{1,2} \rangle.
\]
This series is the expansion of a multivalued analytic function on the punctured unit disk. Alternatively, it is a single-valued analytic function on the simply-connected region
\[
U_{1} = \{ z \in \mathbb{C} \mid |z| < 1 \} \setminus (-1, 0],
\]
where we choose the single-valued branch corresponding to the branch of logarithm
\[
\log z = \ln |z| + i \arg z
\]
with $-\pi < \arg z < \pi$. From the definitions of $A$, $e$, and $l$, the analytic continuation of this function to the simply-connected region

$$U_2 = \{ z \in \mathbb{C} \mid |z| > |1 - z| > 0 \} \setminus [1, \infty) = \{ z \in \mathbb{C} \mid \text{Re} z > 1/2 \} \setminus [1, \infty)$$

is

$$\left( 2px \frac{d}{dx} - 1 \right) \langle v_{1,2}, [l \circ (e \boxtimes \text{Id}) \circ Y] \rangle (Y(v_{1,2}, 1 - x)v_{1,2}, x)v_{1,2} \rangle = \left( 2px \frac{d}{dx} - 1 \right) \langle v_{1,2}, Y_{L_{1,2}}(E(v_{1,2}, 1 - x)v_{1,2}, x)v_{1,2} \rangle. \quad (4.1)$$

This expression should be interpreted as a double series in $1 - x$ and $x$, with the branch of logarithm $\log z$ used for both $1 - x$ and $x$. Thus to show $\langle v_{1,2}, R(v_{1,2}) \rangle \neq 0$, we need to find the explicit expansion of (4.1) as a series in $x$ and $\log x$ on $U_1 \cap U_2$, and then extract the coefficient of $x^{-2h_{1,2}}(\log x)^0$.

Compositions of intertwining operators involving $C_1$-cofinite modules for the Virasoro algebra are solutions to Belavin-Polyakov-Zamolodchikov equations [BPZ, Hu1]. When all insertions in the intertwining operators are lowest-conformal-weight vectors in $L_{1,2}$ at central charge $c_{p,1}$, the specific differential equation appears in [TW]; see also [CMY2] for a more detailed derivation. On $U_1$, the series

$$\langle v_{1,2}, [l \circ (e \boxtimes \text{Id}) \circ A \circ Y] \rangle (v_{1,2}, 1)v_{1,2}, x)v_{1,2} \rangle$$

is a solution to the second-order regular-singular-point differential equation

$$x(1 - x)\phi''(x) + \frac{1}{p}(1 - 2x)\phi'(x) - \frac{h_{1,2}}{p}x^{-1}(1 - x)^{-1}\phi(x) = 0.$$ 

Thus the analytic continuation

$$\psi(x) = \langle v_{1,2}, Y_{L_{1,2}}(E(v_{1,2}, 1 - x)v_{1,2}, x)v_{1,2} \rangle$$

solves the same differential equation on $U_2$. If we write

$$\psi(x) = x^{1/2p}(1 - x)^{1/2p}f(x) \quad (4.2)$$

for some analytic function $f(x)$, then $f(x)$ solves the hypergeometric differential equation

$$x(1 - x)f''(x) + \frac{2}{p}(1 - 2x)f'(x) + \frac{1}{p} \left( 1 - \frac{3}{p} \right) f(x) = 0, \quad (4.3)$$

whose solutions are well known (see for example [DLMF, Section 15.10]).

For $p \geq 3$, (4.3) has the following basis of solutions on $U_2$ (see [DLMF, Equations 15.10.13 and 15.10.14]):

$$f_1(x) = x^{-1/p}F_1 \left( \frac{1}{p}, 1 - \frac{1}{p}; \frac{1}{p} - \frac{1 - x}{x} \right) \quad (4.4)$$

$$f_2(x) = x^{-1/p}(1 - x)^{1-2/p}F_1 \left( \frac{1}{p}, 1 - \frac{1}{p}; \frac{2}{p} - \frac{1 - x}{x} \right).$$
On the other hand, the $L_0$-conjugation formula and the definition of $E$ shows that
\[
(1 - x)^{2h_1,2} \psi(x) = \left( \frac{1 - x}{x} \right)^{2h_1,2} \left\langle v_{1,2}, Y_{\mathcal{L}_{1,2}} \left( E \left( v_{1,2}, \frac{1 - x}{x} \right) v_{1,2}, 1 \right) v_{1,2} \right\rangle
= \left( \frac{1 - x}{x} \right)^{2h_1,2} \left\langle v_{1,2}, Y_{\mathcal{L}_{1,2}}(1, 1)v_{1,2} \right\rangle \left( \frac{1 - x}{x} \right)^{-2h_1,2} + \ldots
\]
(4.5)

\[
\in 1 + \left( \frac{1 - x}{x} \right) C \left[ \left[ \frac{1 - x}{x} \right] \right].
\]

By examining the powers of $\frac{1 - x}{x}$ in (4.2) and (4.4), we see that
\[
\psi(x) = x^{1/2p}(1 - x)^{1/2p} f_2(x) = (1 - x)^{-2h_{1,2}} \left( 1 + \frac{1 - x}{x} \right)^{1/2p} \frac{\Gamma \left( 1 - \frac{3}{p} \right) \Gamma \left( 2 - \frac{3}{p} \right)}{\Gamma \left( 1 - \frac{1}{p} \right) \Gamma \left( 2 - \frac{1}{p} \right)} \quad _2F_1 \left( \frac{1}{p} - 1, 2; \frac{2}{p}; x \right)
+ \frac{\Gamma \left( \frac{2}{p} - 1 \right) \Gamma \left( 2 - \frac{2}{p} \right)}{\Gamma \left( \frac{1}{p} \right) \Gamma \left( 1 - \frac{1}{p} \right)} \quad x^{1-2/p} \quad _2F_1 \left( \frac{1}{p} - 1, 2; \frac{2}{p}; x \right)
\]
\[
on U_1 \cap U_2. \text{ Only the second term contributes to the coefficient of } x^{-2h_{1,2}} \text{ in } (2p \cdot \frac{d}{dx} - 1)\psi(x):
\]
\[
(2p \cdot \frac{d}{dx} - 1) x^{-2h_{1,2}} (1 - x)^{1/2p} \quad _2F_1 \left( \frac{1}{p} - 1, 2; \frac{2}{p}; x \right)
= x^{-2h_{1,2}} (1 - x)^{1/2p} \left[ -4ph_{1,2} - \frac{x}{1 - x} - 1 \right] \quad _2F_1 \left( \frac{1}{p} - 1, 2; \frac{2}{p}; x \right)
+ 2px _2F_1' \left( \frac{1}{p} - 1, 2; \frac{2}{p}; x \right)
\in x^{-2h_{1,2}}(2(p - 2) + xC([x])).
\]
We conclude that when $p \geq 3$,
\[
\left\langle v_{1,2}, \mathcal{R}(v_{1,2}) \right\rangle = 2(p - 2) \frac{\Gamma \left( \frac{2}{p} - 1 \right) \Gamma \left( 2 - \frac{2}{p} \right)}{\Gamma \left( \frac{1}{p} \right) \Gamma \left( 1 - \frac{1}{p} \right)} = -2(p - 2) \frac{\sin(\pi/p)}{\sin(2\pi/p)} = -\frac{p - 2}{\cos(\pi/p)} \neq 0,
\]
using [DLMF, Equation 5.5.3] in the second equality. This proves $\mathcal{L}_{1,2}$ is rigid when $p \geq 3$. For $p = 2$, the equation (4.3) has logarithmic solutions. On the simply-connected region
\[
1 - U_1 = \{ z \in \mathbb{C} \mid |1 - z| < 1 \} \setminus \{ 1, 2 \},
\]
which has non-empty intersection with $U_2$, (4.3) has the following basis of solutions:
\[
f_1(x) = 2 \quad _2F_1 \left( \frac{1}{2}, \frac{1}{2}; 1; 1 - x \right)
f_2(x) = f_1(x) \log(1 - x) + G(1 - x),
\]
where $G(x)$ is a power series (which we may assume has no constant term). Since (4.5) shows that $(1 - x)^{-2h_{1,2}}\psi(x)$ is analytic at $x = 1$ with value 1, we must have

$$\psi(x) = x^{1/4}(1 - x)^{1/4}f_1(x) = x^{1/4}(1 - x)^{1/4} \frac{1}{2F_1\left(\frac{1}{2}, \frac{1}{2}; 1; 1 - x\right)}$$
onumber

on $(1 - U_1) \cap U_2$. We need to expand $\psi(x)$ on $U_1$ as a series in $x$; to do so, we use [DLMF, Equation 15.8.10], which states that

$$2F_1\left(\frac{1}{2}, \frac{1}{2}; 1; 1 - x\right) = -\frac{1}{\Gamma\left(\frac{1}{2}\right)\Gamma\left(\frac{1}{2}\right)} \sum_{n=0}^{\infty} \left(\frac{1}{2}\right)_n \frac{\left(\frac{1}{2}\right)_n}{(n!)^2} x^n \cdot (\log x + C_n),$$

for $x \in U_1 \cap (1 - U_1)$, where the constants $C_n$ can be expressed in terms of the digamma function. Thus on the non-empty open region $U_1 \cap (1 - U_1) \cap U_2$,

$$\left(4x \frac{d}{dx} - 1\right)\psi(x) = x^{1/4}(1 - x)^{1/4} \left[4 \cdot \frac{1}{4} - \frac{x}{1 - x} - 1\right] \frac{1}{2F_1\left(\frac{1}{2}, \frac{1}{2}; 1; 1 - x\right)}$$

$$- \frac{4}{\Gamma\left(\frac{1}{2}\right)\Gamma\left(\frac{1}{2}\right)} \sum_{n=0}^{\infty} \left(\frac{1}{2}\right)_n \frac{\left(\frac{1}{2}\right)_n}{(n!)^2} x^n \cdot [nx^n(\log x + C_n) + x^n],$$

and the coefficient of $x^{1/4}$ is

$$-\frac{4}{\Gamma\left(\frac{1}{2}\right)\Gamma\left(\frac{1}{2}\right)} = -\frac{4}{\pi / \sin(\pi/2)} = -\frac{4}{\pi} \neq 0.$$

We conclude that $\langle v_{1,2}, R(v_{1,2}) \rangle \neq 0$ and thus $L_{1,2}$ is rigid when $p = 2$.

Our calculations allow us to describe the evaluation and coevaluation for $L_{1,2}$ explicitly. If we fix a non-zero lowest-conformal weight vector $v_{1,2} \in L_{1,2}$, we take the evaluation to be

$$e : L_{1,2} \boxtimes L_{1,2} \rightarrow L_{1,1}$$

$$\pi_0(v_{1,2} \boxtimes v_{1,2}) \mapsto 1.$$

The $L_0$-conjugation formula determines $e$ on the other possibly linearly independent lowest-conformal-weight vector:

$$e(\pi_0(L_{-1}v_{1,2} \boxtimes v_{1,2})) = e(\pi_0(L_0(v_{1,2} \boxtimes v_{1,2}) - L_0v_{1,2} \boxtimes v_{1,2} - v_{1,2} \boxtimes L_0v_{1,2}))$$

$$= (L_0 - 2\hbar_1)e(\pi_0(v_{1,2} \boxtimes v_{1,2})) = -2\hbar_11.$$}

With this choice of evaluation, we must take the coevaluation as follows:

$$i(1) = \begin{cases} \frac{\cos(\pi/p)}{p-2} \left(\pi_0(v_{1,2} \boxtimes v_{1,2}) - 2p \pi_0(L_{-1}v_{1,2} \boxtimes v_{1,2})\right) & \text{if } p \geq 3 \\ \frac{\pi_0(v_{1,2} \boxtimes v_{1,2}) - 4 \pi_0(L_{-1}v_{1,2} \boxtimes v_{1,2})}{} & \text{if } p = 2 \end{cases}.$$}

Using these explicit evaluation and coevaluation, we determine the categorical dimension

$$\dim_{\mathcal{O}_c} L_{1,2} = e \circ R \circ (\theta \boxtimes \text{Id}) \circ i : L_{1,1} \rightarrow L_{1,1}$$

of $L_{1,2}$ in $\mathcal{O}_c$, where $\theta = e^{2\pi i L_0}$ is the ribbon twist on $\mathcal{O}_c$:

**Proposition 4.2.** In the tensor category $\mathcal{O}_c$, $\dim_{\mathcal{O}_c} L_{1,2} = -2 \cos(\pi/p) \text{Id}_{L_{1,1}}$. 
Proof. Since $\mathcal{L}_{1,1}$ is simple, the dimension is just a scalar multiple of the identity. Using $a_p$ to denote $\frac{\cos(\pi/p)}{p-2}$ or $\frac{\pi}{4}$ according as $p \geq 3$ or $p = 2$ (note that $a_2 = \lim_{p \to 2} a_p$), we calculate

$$\dim_{\mathcal{O}_c} \mathcal{L}_{1,2} : 1 \mapsto a_p e^{2\pi i h_{1,2}} (e \circ \mathcal{R})(\pi_0(v_{1,2} \boxtimes v_{1,2})) - 2p \pi_0(L_{-1} v_{1,2} \boxtimes v_{1,2})$$

$$= a_p e^{2\pi i h_{1,2}} (e \circ \pi_0) (e^{L_{-1}} - \mathcal{Y}_{\mathcal{O}_c}(v_{1,2}, e^{\pi i}) v_{1,2}) + 2p e^{L_{-1}} \mathcal{Y}_{\mathcal{O}_c}(v_{1,2}, e^{\pi i}) L_{-1} v_{1,2})$$

$$= a_p (e \circ \pi_0) (v_{1,2} \boxtimes v_{1,2} + 2p (v_{1,2} \boxtimes L_{-1} v_{1,2}))$$

$$= a_p e (\pi_0(v_{1,2} \boxtimes v_{1,2}) - 2p \pi_0(L_{-1} v_{1,2} \boxtimes v_{1,2}))$$

$$= a_p (1 + 4p \hbar_{1,2}) 1$$

$$= 2a_p (2 - p) 1 = -2 \cos(\pi/p) 1$$

as required. □

Note that the dimension formula is valid for all $p \geq 2$; in particular, $\dim_{\mathcal{O}_c} \mathcal{L}_{1,2} = 0$ when $p = 2$. Note also that if we ignore the braiding and twist isomorphisms, we still get

$$e \circ i = -2 \cos(\pi/p) \text{Id}_{\mathcal{L}_{1,1}}.$$ 

This quantity is an invariant of the tensor category structure on $\mathcal{O}_c$ (it depends on the associativity isomorphisms, but not on the braiding or ribbon twist).

4.2. Rigidity of $\mathcal{O}_c$ and some fusion rules. In this section, we determine the tensor products of $\mathcal{L}_{1,2}$ with the irreducible modules in $\mathcal{O}_c$, and we prove that $\mathcal{O}_c$ is rigid. But first, we establish rigidity and fusion products of the modules $\mathcal{L}_{r,1}$:

**Theorem 4.3.** The irreducible $V_c$-modules $\mathcal{L}_{r,1}$ are rigid for $r \geq 1$, and

$$\mathcal{L}_{r,1} \boxtimes \mathcal{L}_{r',1} \cong \bigoplus_{k = \min(|r-r'|, 1)}^{r+r'-1} \mathcal{L}_{k,1}$$

for $r, r' \geq 1$.

**Proof.** We use a realization of $V_c$ as the fixed-point subalgebra of a compact automorphism group of an abelian intertwining algebra. The triplet vertex operator algebra $\mathcal{W}(p)$ is a $C_2$-cofinite vertex operator algebra extension of $V_c$; its automorphism group is $PSL(2, \mathbb{C})$ [ALM] and $V_c$ is the fixed-point subalgebra. In particular, $V_c$ is the fixed-point subalgebra of the compact automorphism group $SO(3, \mathbb{R})$ acting on $\mathcal{W}(p)$.

The triplet $\mathcal{W}(p)$ admits a simple current extension $\mathcal{A}(p)$ called the doublet [AM4]; it is an abelian intertwining algebra. The Lie algebra $\mathfrak{sl}_2$ acts by derivations on $\mathcal{A}(p)$ [ACGY, Remark 2], and this action exponentiates to an action of $SL(2, \mathbb{C})$ by automorphisms. In particular, $V_c$ is the fixed-point subalgebra of the compact automorphism group $SU(2)$ acting continuously on $\mathcal{A}(p)$. As an $SU(2) \times V_c$-module,

$$\mathcal{A}(p) \cong \bigoplus_{r \geq 1} M_r \otimes \mathcal{L}_{r,1}$$

where $M_r$ is the $r$-dimensional irreducible $SU(2)$-module (again see [ACGY, Remark 2]).

Now by the main theorems of [McR], the modules $\mathcal{L}_{r,1}$ are the simple objects of a semisimple tensor subcategory of $\mathcal{O}_c$ that is braided tensor equivalent to $\text{Rep} SU(2)$ (twisted by an
abelian 3-cocycle of \( \mathbb{Z}/2\mathbb{Z} \). In particular, the modules \( \mathcal{L}_{r,1} \) are rigid (since finite-dimensional \( SU(2) \)-modules are rigid) and the fusion rules (4.7) hold.

Now we can determine the tensor products of \( \mathcal{L}_{1,2} \) with most irreducible modules in \( \mathcal{O}_c \):

**Theorem 4.4.** For \( r \geq 1 \) and \( 1 \leq s \leq p \), the irreducible \( V_c \)-module \( \mathcal{L}_{r,s} \) is rigid. Moreover,

\[
\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s} \cong \begin{cases} \mathcal{L}_{r,2} & \text{if } s = 1 \\ \mathcal{L}_{r,s-1} \oplus \mathcal{L}_{r,s+1} & \text{if } 2 \leq s \leq p - 1 \end{cases}
\]  

for all \( r \geq 1 \).

*Proof.* We prove the theorem by induction on \( s \). For \( s = 1 \), Theorem 4.3 shows that \( \mathcal{L}_{r,1} \) is rigid, but we still need to determine \( \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,1} \). We will prove that this tensor product is \( \mathcal{L}_{r,2} \) by induction on \( r \), with the base case \( \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,1} \cong \mathcal{L}_{1,2} \) clear because \( \mathcal{L}_{1,1} \) is the unit object of \( \mathcal{O}_c \).

Now assume that we know \( \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,1} \cong \mathcal{L}_{r,2} \) for some \( r \geq 1 \), and consider \( \mathcal{L}_{r+1,1} \). Because \( \mathcal{L}_{1,2} \) is rigid, the tensoring functor \( \mathcal{L}_{1,2} \boxtimes \bullet \) is exact, so by (4.7) and the inductive hypothesis, we have an injection

\[
\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r+1,1} \rightarrow \mathcal{L}_{1,2} \boxtimes (\mathcal{L}_{2,1} \boxtimes \mathcal{L}_{r,1}) \cong \mathcal{L}_{2,1} \boxtimes \mathcal{L}_{r,2}.
\]

Now on the one hand, Proposition 3.1(1) says that the conformal weights of \( \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r+1,1} \) are contained in \( \{h_{r+1,0} + \mathbb{N}\} \cup \{h_{r+1,2} + \mathbb{N}\} \), while on the other hand, Proposition 3.1(2) says that the weights are contained in \( \{h_{r-1,2} + \mathbb{N}\} \cup \{h_{r+1,2} + \mathbb{N}\} \). Since

\[
h_{r+1,0} - h_{r+1,2} = (r + 1)p - (r + 1) + 1 - p^{-1} \notin \mathbb{Z},
\]

we have \( h_{r+1,0} \notin \{h_{r-1,2} + \mathbb{N}\} \cup \{h_{r+1,2} + \mathbb{N}\} \). Thus \( v_{r+1,0} \) is in the kernel of the surjection

\[
\Pi_{r+1,1} : \mathcal{V}_{r+1,0} \oplus \mathcal{V}_{r+1,2} \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r+1,1}
\]

from Section 3, and so there is a surjective map \( \mathcal{V}_{r+1,2} \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r+1,1} \). But now because \( \mathcal{L}_{1,2} \) and \( \mathcal{L}_{r+1,1} \) are rigid and self-dual, their tensor product is also rigid and we have isomorphisms

\[
\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r+1,1} \cong \mathcal{L}_{r+1,1} \boxtimes \mathcal{L}_{1,2} \cong (\mathcal{L}_{r+1,1} \boxtimes \mathcal{L}_{1,2})'.
\]

As \( \mathcal{L}_{r+1,2} \) is the only quotient of \( \mathcal{V}_{r+1,2} \) that is self-contragredient, we conclude that \( \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r+1,1} \cong \mathcal{L}_{r+1,2} \). This proves the \( s = 1 \) case of the theorem.

Now assume by induction that for all \( r \geq 1 \) and some \( s \in \{1, \ldots, p - 1\} \), \( \mathcal{L}_{r,s} \) is rigid and (4.8) holds. Then for all \( r \geq 1 \), \( \mathcal{L}_{r,s+1} \) is also rigid, since it is a direct summand of the tensor product of rigid objects. If \( s \leq p - 2 \), we still need to compute the fusion products \( \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s+1} \). By Corollary 3.5 and Proposition 3.8, this tensor product is a homomorphic image of \( \mathcal{V}_{r,s} \oplus \mathcal{V}_{r,s+2} \) that has \( \mathcal{L}_{r,s} \oplus \mathcal{L}_{r,s+2} \) as a quotient. Also, since \( \mathcal{L}_{1,2} \) and \( \mathcal{L}_{r,s+1} \) are both rigid and self-dual, their tensor product is also rigid and self-dual. Thus \( \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s+1} \) also contains \( \mathcal{L}_{r,s} \oplus \mathcal{L}_{r,s+2} \) as a submodule. As the only such homomorphic image of \( \mathcal{V}_{r,s} \oplus \mathcal{V}_{r,s+2} \) is \( \mathcal{L}_{r,s} \oplus \mathcal{L}_{r,s+2} \) itself, this proves the fusion rules of the theorem in the \( s + 1 \) case.

We shall describe the fusion products \( \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,p} \) soon, but first note that we have now proved that all simple modules in \( \mathcal{O}_c \) are rigid. This means we can use [CMY2, Theorem 4.4.1] to extend rigidity to general finite-length modules in \( \mathcal{O}_c \):

**Theorem 4.5.** For \( c = 13 - 6p - 6p^{-1} \) with \( p > 1 \) an integer, the tensor category \( \mathcal{O}_c \) of \( C_1 \)-cofinite grading-restricted generalized \( V_c \)-modules is rigid. Moreover, it is a braided ribbon tensor category with natural twist isomorphism \( \theta = e^{2\pi i L_0} \).
As another consequence of Theorem 4.4, we can derive some more fusion rules in $O_c$:

**Theorem 4.6.** For $r \geq 1$ and $1 \leq s \leq p$,

$$\mathcal{L}_{r,1} \boxtimes \mathcal{L}_{1,s} \cong \mathcal{L}_{r,s}.$$  

**Proof.** The $s = 1$ case is clear and the $s = 2$ case was proved in Theorem 4.4. We can prove the general case by induction on $s$. In particular, for $2 \leq s \leq p-1$, Theorem 4.4 shows that we have an exact sequence

$$0 \to \mathcal{L}_{1,s-1} \to \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,s} \to \mathcal{L}_{1,s+1} \to 0.$$  

Since $\mathcal{L}_{r,1}$ is rigid, the tensoring functor $\mathcal{L}_{r,1} \boxtimes \bullet$ is exact, and the inductive hypothesis implies that there is an exact sequence

$$0 \to \mathcal{L}_{r,s-1} \to \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s} \to \mathcal{L}_{r,1} \boxtimes \mathcal{L}_{1,s+1} \to 0.$$  

Since $\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,s} \cong \mathcal{L}_{r,s-1} \oplus \mathcal{L}_{r,s+1}$ by Theorem 4.4, it follows that $\mathcal{L}_{r,1} \boxtimes \mathcal{L}_{1,s+1} \cong \mathcal{L}_{r,s+1}$. \qed

We now turn to the fusion products $\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,p}$. In the next section, we will show that these modules are projective covers of $\mathcal{L}_{r,p-1}$ in a certain tensor subcategory of $O_c$, so we will use the notation $\mathcal{P}_{r,p-1} = \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,p}$. First we handle $r = 1$:

**Proposition 4.7.** The tensor product $\mathcal{P}_{1,p-1}$ is a self-dual indecomposable length-3 module with subquotients as indicated in the diagram

$$\xymatrix{ \mathcal{L}_{1,p-1} & (\mathcal{V}_{1,p-1}/\mathcal{V}_{3,p-1})' \ar[d] & \mathcal{L}_{2,1} \ar[d] \\
\mathcal{P}_{1,p-1} & \mathcal{V}_{1,p-1}/\mathcal{V}_{3,p-1} \ar[d] & \mathcal{L}_{1,p-1} \\
 & \mathcal{L}_{1,p-1} & }$$  

and Loewy diagram

$$\xymatrix{ & \mathcal{L}_{1,p-1} \ar[rr] & & \mathcal{L}_{2,1} \ar[rr] & & \mathcal{L}_{1,p-1} \\
\mathcal{P}_{1,p-1} : & \mathcal{L}_{1,p-1} & & \mathcal{L}_{2,1} & & \mathcal{L}_{1,p-1} }$$  

**Proof.** First, $\mathcal{P}_{1,p-1}$ is self-dual because $\mathcal{L}_{1,2}$ and $\mathcal{L}_{r,p}$ are self-dual and because the tensor product is commutative. Also, since $\Pi_{1,p-1}$ is surjective by Corollary 3.5, $\mathcal{P}_{1,p-1}$ is a quotient of the generalized Verma module $\mathcal{V}_{1,p-1}^{(2)}$. As this generalized Verma module has a unique maximal proper submodule (the sum of all proper submodules is proper because any proper submodule is graded and must intersect $\mathcal{V}_{1,p-1}^{(2)}(0)$ in its $L_0$-eigenspace), $\mathcal{P}_{1,p-1}$ has unique irreducible quotient $\mathcal{L}_{1,p-1}$. Then because $\mathcal{P}_{1,p-1}$ is self-dual, it also contains $\mathcal{L}_{1,p-1}$ as unique irreducible submodule. Since $\Pi_{1,p-1}$ is an isomorphism on degree-0 spaces by Proposition 3.8(3), the submodule $\mathcal{L}_{1,p-1}$ is generated by the image under $\Pi_{1,p-1}$ of an $L_0$-eigenvector in $\mathcal{V}_{1,p-1}^{(2)}(0)$. This means that $\ker \Pi_{1,p-1}$ contains the maximal proper submodule of the Verma submodule $\mathcal{V}_{1,p-1} \subseteq \mathcal{V}_{1,p-1}^{(2)}$.  


So far, we have shown that there is an exact sequence

\[ 0 \to \mathcal{L}_{1,p-1} \to \mathcal{P}_{1,p-1} \to \mathcal{V}_{1,p-1}/J \to 0, \]

where the submodule \( J \subseteq \mathcal{V}_{1,p-1} \) is a Verma module occurring in the embedding diagram

\[ \mathcal{V}_{1,p-1} \leftarrow \mathcal{V}_{2,1} \leftarrow \mathcal{V}_{3,p-1} \leftarrow \mathcal{V}_{4,1} \leftarrow \cdots \]

Let \( \mathcal{L}_{r,s} \) denote the unique irreducible submodule of \( \mathcal{V}_{1,p-1}/J \) (that is, \( J = \mathcal{V}_{r+1,p-s} \)). We have \( r \geq 2 \) because \( \mathcal{L}_{1,p-1} \) does not admit non-split self-extensions at central charge \( c_{p,1} \) [GK, Section 5.4]. Now let \( \mathcal{Z}_{1,p-1} \subseteq \mathcal{P}_{1,p-1} \) denote the inverse image of \( \mathcal{L}_{r,s} \) under the surjection \( \mathcal{P}_{1,p-1} \to \mathcal{V}_{1,p-1}/J \); thus we have an exact sequence

\[ 0 \to \mathcal{L}_{1,p-1} \to \mathcal{Z}_{1,p-1} \to \mathcal{L}_{r,s} \to 0. \]

This sequence does not split because \( \mathcal{L}_{1,p-1} \) is the unique irreducible submodule of \( \mathcal{P}_{1,p-1} \), and \( r \geq 2 \). Applying the exact contragredient functor, we get the non-split sequence

\[ 0 \to \mathcal{L}_{r,s} \to \mathcal{Z}'_{1,p-1} \to \mathcal{L}_{1,p-1} \to 0. \]

Since \( h_{r,s} - h_{1,p-1} \in \mathbb{Z}_+ \), \( \mathcal{Z}'_{1,p-1} \) contains a singular vector of weight \( h_{1,p-1} \), and therefore there is a non-zero homomorphism \( \mathcal{V}_{1,p-1} \to \mathcal{Z}'_{1,p-1} \). The image has length at least 2 (since \( \mathcal{Z}'_{1,p-1} \) does not contain \( \mathcal{L}_{1,p-1} \) as a submodule), and thus \( \mathcal{Z}'_{1,p-1} \) is a homomorphic image of \( \mathcal{V}_{1,p-1} \). The only length-2 quotient of \( \mathcal{V}_{1,p-1} \) is \( \mathcal{V}_{1,p-1}/\mathcal{V}_{3,p-1}, \) so \( \mathcal{Z}_{1,p-1} \cong (\mathcal{V}_{1,p-1}/\mathcal{V}_{3,p-1})' \) and therefore \((r,s) = (2,1)\). This verifies the top row in the subquotient diagram for \( \mathcal{P}_{1,p-1} \), and also \( \mathcal{P}_{1,p-1}/\mathcal{L}_{1,p-1} \cong \mathcal{V}_{1,p-1}/J \) with \( J = \mathcal{V}_{3,p-1} \). This finishes the proof that \( \mathcal{P}_{1,p-1} \) has the subquotients indicated in the diagram. Now the Loewy diagram is easy: the socle of \( \mathcal{P}_{1,p-1} \) is \( \mathcal{L}_{1,p-1} \) since this is the unique irreducible submodule, and then the socle of \( \mathcal{P}_{1,p-1}/\mathcal{L}_{1,p-1} \cong \mathcal{V}_{1,p-1}/\mathcal{V}_{3,p-1} \) is \( \mathcal{L}_{2,1} \). Moreover, the two extensions \((\mathcal{V}_{1,p-1}/\mathcal{V}_{3,p-1})' \) and \( \mathcal{V}_{1,p-1}/\mathcal{V}_{3,p-1} \) of irreducible subquotients of \( \mathcal{P}_{1,p-1} \) are both indecomposable. Finally, \( \mathcal{P}_{1,p-1} \) itself is indecomposable since the intersection of any two non-zero submodules must contain the unique irreducible submodule \( \mathcal{L}_{1,p-1} \).

**Remark 4.8.** Note that \( \mathcal{P}_{1,p-1} \) is a logarithmic \( V_c \)-module, with maximum Jordan block size 2 for \( L_0 \) beginning in degree 0.

Now we handle \( r \geq 2 \):

**Proposition 4.9.** For \( r \geq 2 \), the tensor product \( \mathcal{P}_{r,p-1} \) is a self-dual indecomposable length-4 module with subquotients as indicated in the diagram

![Diagram](attachment:image.png)
and Loewy diagram

\[ \mathcal{L}_{r,p-1} : \mathcal{L}_{r-1,1} \rightarrow \mathcal{L}_{r+1,1} \]

\[ \mathcal{P}_{r,p-1} : \mathcal{L}_{r-1,1} \rightarrow \mathcal{L}_{r+1,1} \]

\[ \mathcal{L}_{r,p-1} \]

Proof. First, \( \mathcal{P}_{r,p-1} \) is self-dual exactly as in the \( r = 1 \) case. Then from Theorem 4.6, (4.9)

\[ \mathcal{P}_{r,p-1} = \mathcal{L}_{1,2} \otimes \mathcal{L}_{r,p} \cong \mathcal{L}_{1,1} \otimes (\mathcal{L}_{1,2} \otimes \mathcal{L}_{p,1}) = \mathcal{L}_{1,1} \otimes \mathcal{P}_{1,p-1}. \]

Thus because \( \mathcal{L}_{r,1} \otimes \bullet \) is exact (since \( \mathcal{L}_{r,1} \) is rigid), \( \mathcal{P}_{r,p-1} \) contains submodules \( \mathcal{L}_{r,p-1} \cong \mathcal{L}_{r,1} \otimes \mathcal{L}_{1,p-1} \) and \( Z_{r,p-1} \cong \mathcal{L}_{r,1} \otimes (\mathcal{V}_{r-1,1} / \mathcal{V}_{r+1,1})' \); and using (4.7), we have an exact sequence

\[ 0 \rightarrow \mathcal{L}_{r,p-1} \rightarrow Z_{r,p-1} \rightarrow \mathcal{L}_{r-1,1} \oplus \mathcal{L}_{r+1,1} \rightarrow 0. \]

Moreover, \( Z_{r,p-1} \) is a maximal proper submodule of \( \mathcal{P}_{r,p-1} \) because we have an exact sequence

\[ 0 \rightarrow Z_{r,p-1} \rightarrow \mathcal{P}_{r,p-1} \rightarrow \mathcal{L}_{r,p-1} \rightarrow 0. \]

So \( \mathcal{L}_{r,p-1} \) is both a submodule and quotient of \( \mathcal{P}_{r,p-1} \).

We claim that \( \mathcal{L}_{r\pm 1,1} \) are neither submodules nor quotients of \( \mathcal{P}_{r,p-1} \). Indeed, using rigidity,

\[ \text{Hom}_{c}(\mathcal{L}_{r\pm 1,1}, \mathcal{P}_{r,p-1}) \cong \text{Hom}_{c}(\mathcal{L}_{r\pm 1,1}, \mathcal{L}_{r,1} \otimes \mathcal{P}_{1,p-1}) \]

\[ \cong \text{Hom}_{c}(\mathcal{L}_{r\pm 1,1} \otimes \mathcal{L}_{r,1}, \mathcal{P}_{1,p-1}) = 0, \]

since \( \mathcal{L}_{r\pm 1,1} \otimes \mathcal{L}_{r,1} \) is a direct sum of submodules \( \mathcal{L}_{r,1} \) that does not include \( \mathcal{L}_{1,1} \) (by (4.7)) and since \( \mathcal{L}_{1,p-1} \) is the only irreducible submodule of \( \mathcal{P}_{1,p-1} \). Then since \( \mathcal{P}_{r,p-1} \) is self-dual,

\[ \text{Hom}_{c}(\mathcal{P}_{r,p-1}, \mathcal{L}_{r\pm 1,1}) = 0 \]

as well. So if we use \( \mathcal{X}_{r\pm 1,1} \subseteq Z_{r,p-1} \) to denote the inverse images of \( \mathcal{L}_{r\pm 1,1} \) under the surjection \( Z_{r,p-1} \rightarrow \mathcal{L}_{r-1,1} \oplus \mathcal{L}_{r+1,1} \), the exact sequences

\[ 0 \rightarrow \mathcal{L}_{r,p-1} \rightarrow \mathcal{X}_{r\pm 1,1} \rightarrow \mathcal{L}_{r\pm 1,1} \rightarrow 0 \]

do not split. Then using conformal weight considerations as in the \( r = 1 \) case, \( \mathcal{X}_{r+1,1}' \) is a quotient of \( \mathcal{V}_{r,p-1} \) while \( \mathcal{X}_{r-1,1}' \) is a quotient of \( \mathcal{V}_{r-1,1} \). Specifically,

\[ \mathcal{X}_{r+1,1}' \cong (\mathcal{V}_{r-1,1} / \mathcal{V}_{r+2,1})' \]

and

\[ \mathcal{X}_{r-1,1}' \cong \mathcal{V}_{r-1,1} / \mathcal{V}_{r+1,1}, \]

verifying the upper left half of the subquotient diagram for \( \mathcal{P}_{r,p-1} \).

We still need to determine \( \mathcal{P}_{r,p-1}/\mathcal{X}_{r\pm 1,1} \). These quotients appear in the exact sequences

\[ 0 \rightarrow Z_{r,p-1}/\mathcal{X}_{r\pm 1,1} \rightarrow \mathcal{P}_{r,p-1}/\mathcal{X}_{r\pm 1,1} \rightarrow \mathcal{L}_{r,p-1} \rightarrow 0, \]

with \( Z_{r,p-1}/\mathcal{X}_{r\pm 1,1} \cong \mathcal{L}_{r\pm 1,1} \). These sequences do not split because \( \mathcal{L}_{r\pm 1,1} \) are not quotients of \( \mathcal{P}_{r,p-1} \), so conformal weight considerations as before show that

\[ \mathcal{P}_{r,p-1}/\mathcal{X}_{r+1,1} \cong (\mathcal{V}_{r-1,1} / \mathcal{V}_{r+1,1})' \]

and

\[ \mathcal{P}_{r,p-1}/\mathcal{X}_{r-1,1} \cong \mathcal{V}_{r-1,1} / \mathcal{V}_{r+2,p-1}. \]

This verifies all subquotients in the diagram for \( \mathcal{P}_{r,p-1} \), and the Loewy diagram also follows easily. In particular, \( \text{Soc}(\mathcal{P}_{r,p-1}) \cong \mathcal{L}_{r,p-1} \) because \( \mathcal{L}_{r\pm 1,1} \) are not submodules and
\( \mathcal{L}_{r,p} \) occurs as a submodule only once (otherwise \( \mathcal{L}_{r\pm 1,1} \) would be quotients), and then \( \text{Soc}(\mathcal{P}_{r,p-1}/\mathcal{L}_{r,p-1}) \cong \mathcal{L}_{r-1,1} \oplus \mathcal{L}_{r+1,1} \) because again \( \mathcal{L}_{r\pm 1,1} \) are not quotients of \( \mathcal{P}_{r,p-1} \). Finally, as in the \( r = 1 \) case, \( \mathcal{P}_{r,p-1} \) is indecomposable because the intersection of any two non-zero submodules must contain the irreducible socle \( \mathcal{L}_{r,p-1} \).

**Remark 4.10.** Proposition 4.9 shows that for \( r \geq 2 \), the homomorphism \( \Pi_{r,p} : \mathcal{V}_{r,p-1} \oplus \mathcal{V}_{r,p+1} \to \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,p} \) is not surjective: its image is the Verma module quotient \( \mathcal{V}_{r-1,1}/\mathcal{V}_{r+1,1} \) (note that \( \mathcal{V}_{r-1,1} = \mathcal{V}_{r,p+1} \)).

We summarize the fusion rules of this section in the following theorem:

**Theorem 4.11.** The following fusion rules hold in \( \mathcal{O}_c \):

1. For \( r, r' \geq 1 \) and \( 1 \leq s \leq p \),

\[
L_{r',1} \boxtimes L_{r,s} \cong \bigoplus_{k = |r-r'|+1}^{r+r'-1} L_{k,s}.
\]

2. For \( r \geq 1 \) and \( 1 \leq s \leq p \),

\[
L_{1,2} \boxtimes L_{r,s} \cong \begin{cases} L_{r,2} & \text{if } s = 1 \\ L_{r,s-1} \oplus L_{r,s+1} & \text{if } 2 \leq s \leq p-1 \\ \mathcal{P}_{r,p-1} & \text{if } s = p \end{cases}
\]

where \( \mathcal{P}_{r,p-1} \) is the indecomposable module described in Propositions 4.7 and 4.9.

We will use these formulas to compute all fusion products of irreducible modules later, but we will first need to construct additional indecomposable modules \( \mathcal{P}_{r,s} \) that will appear in the fusion products.

4.3. **Categorical dimensions in \( \mathcal{O}_c \).** Now we can use Proposition 4.2 and Theorem 4.11 to compute the categorical dimensions of all irreducible modules in \( \mathcal{O}_c \):

**Theorem 4.12.** In the ribbon tensor category \( \mathcal{O}_c \),

\[
\dim_{\mathcal{O}_c} L_{r,s} = (-1)^{(p+1)(r+1)+s+1} r \cdot \frac{\sin(\pi s/p)}{\sin(\pi/p)}
\]

for all \( r \geq 1 \) and \( 1 \leq s \leq p \).

*Proof.* We have \( \dim_{\mathcal{O}_c} L_{1,1} = 1 \), and Proposition 4.2 shows that

\[
\dim_{\mathcal{O}_c} L_{1,2} = -2 \cos(\pi/p) = -\frac{\sin(2\pi/p)}{\sin(\pi/p)} = -\frac{q^2 - q^{-2}}{q - q^{-1}}
\]

where \( q = e^{\pi i/p} \). We can now prove by induction on \( s \) that \( \dim_{\mathcal{O}_c} L_{1,s} = (-1)^{s+1} \frac{\sin(\pi s/p)}{\sin(\pi/p)} \) for \( 1 \leq s \leq p \). Indeed, if this formula holds for \( s \), then using the fusion rules (4.11) and the fact that categorical dimension respects tensor products, we get

\[
\dim_{\mathcal{O}_c} L_{1,s+1} = (\dim_{\mathcal{O}_c} L_{1,2})(\dim_{\mathcal{O}_c} L_{1,s}) - \dim_{\mathcal{O}_c} L_{1,s-1}
\]

\[
= (-1)^{s+2} \frac{(q^2 - q^{-2})(q^s - q^{-s})}{(q - q^{-1})^2} - (-1)^s \frac{q^{s-1} - q^{-s+1}}{q - q^{-1}}
\]

\[
= \frac{(-1)^{s+2}}{q - q^{-1}} \left((q + q^{-1})(q^s - q^{-s}) - q^{s-1} + q^{-s+1}\right) = (-1)^{s+2} \frac{q^{s+1} - q^{-s-1}}{q - q^{-1}},
\]

where the second equality follows from the fusion rules and the fact that the modules are of the form \( \mathcal{L}_{r,p} \).

**Remark.** Note that the expression above is well-defined because the denominator is non-zero for \( 1 \leq s \leq p \).
as required. From this dimension formula, we can see that \( \dim_{\mathcal{O}_c} \mathcal{L}_{1,p} = 0 \).

Next we consider \( \mathcal{L}_{2,1} \). Since this is a composition factor of \( \mathcal{P}_{1,p-1} = \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,p} \) and since categorical dimension respects extensions,

\[
\dim_{\mathcal{O}_c} \mathcal{L}_{2,1} = \dim_{\mathcal{O}_c} \mathcal{P}_{1,p-1} - 2 \dim_{\mathcal{O}_c} \mathcal{L}_{1,p-1}
= (\dim_{\mathcal{O}_c} \mathcal{L}_{1,2})(\dim_{\mathcal{O}_c} \mathcal{L}_{1,p}) - 2(-1)^p \frac{\sin((p-1)\pi/p)}{\sin(\pi/p)}
= 0 + (-1)^{p+1} 2 \cdot \frac{\sin(\pi - \pi/p)}{\sin(\pi/p)} = (-1)^{p+1} 2.
\]

From this, the \( \mathfrak{sl}_2 \)-type fusion rules (4.10) and induction on \( r \) show that

\[
\dim_{\mathcal{O}_c} \mathcal{L}_{r,1} = (-1)^{(p+1)(r+1)} r
\]

for all \( r \geq 1 \). Then (4.12) for general \( r \) and \( s \) follows from \( \mathcal{L}_{r,s} \cong \mathcal{L}_{r,1} \boxtimes \mathcal{L}_{1,s} \).

\[\Box\]

### 5. Projective modules

The category \( \mathcal{O}_c \) is quite wild: for example, since all Verma modules \( \mathcal{V}_{r,s} \) have infinite length, each irreducible module \( \mathcal{L}_{r,s} \) has non-split extensions in \( \mathcal{O}_c \) of arbitrary length. This means that no irreducible module \( \mathcal{L}_{r,s} \) has a projective cover in \( \mathcal{O}_c \), and consequently, there is probably no hope of any reasonable classification or description of the indecomposable objects in \( \mathcal{O}_c \). We can remedy this situation somewhat by restricting attention to a tamer tensor subcategory, which we introduce next.

#### 5.1. The tensor subcategory \( \mathcal{O}_c^0 \)

Recall from Theorem 4.3 that the modules \( \mathcal{L}_{r,1} \) for \( r \geq 1 \) are the simple objects of a semisimple tensor subcategory of \( \mathcal{O}_c \) that is braided tensor equivalent to an abelian 3-cocycle twist of \( \text{Rep} SU(2) \). Moreover, the modules \( \mathcal{L}_{2n+1,1} \) for \( n \in \mathbb{N} \) are the simple objects of a semisimple symmetric tensor subcategory that is equivalent to \( \text{Rep} SO(3, \mathbb{R}) \). These are the irreducible \( V_c \)-modules that appear in the decomposition of the triplet vertex operator algebra \( \mathcal{W}(p) \) as a \( V_c \)-module: specifically,

\[
\mathcal{W}(p) \cong \bigoplus_{n=0}^{\infty} (2n + 1) \cdot \mathcal{L}_{2n+1,0}.
\]

Because the subcategory \( \text{Rep} SO(3, \mathbb{R}) \) of \( \mathcal{O}_c \) is symmetric, monodromies satisfy

\[
\mathcal{R}_{\mathcal{L}_{2n'+1,1},\mathcal{L}_{2n+1,1}} \circ \mathcal{R}_{\mathcal{L}_{2n+1,1},\mathcal{L}_{2n'+1,1}} = \text{Id}_{\mathcal{L}_{2n+1,1} \boxtimes \mathcal{L}_{2n'+1,1}}
\]

for all \( n, n' \in \mathbb{N} \), that is, the modules \( \mathcal{L}_{2n+1,1} \) and \( \mathcal{L}_{2n'+1,1} \) centralize each other. We define the subcategory \( \mathcal{O}_c^0 \subseteq \mathcal{O}_c \) to consist of all modules that centralize the \( \mathcal{L}_{2n+1,1} \):

**Definition 5.1.** The category \( \mathcal{O}_c^0 \) is the Müger centralizer of \( \text{Rep} SO(3, \mathbb{R}) \) in \( \mathcal{O}_c \), that is, \( \mathcal{O}_c^0 \subseteq \mathcal{O}_c \) is the full subcategory whose objects \( \mathcal{W} \) satisfy

\[
\mathcal{R}_{\mathcal{L}_{2n+1,1},\mathcal{W}} \circ \mathcal{R}_{\mathcal{W},\mathcal{L}_{2n+1,1}} = \text{Id}_{\mathcal{W} \boxtimes \mathcal{L}_{2n+1,1}}
\]

for all \( n \in \mathbb{N} \).

The next result establishes the fundamental properties of \( \mathcal{O}_c^0 \):

**Proposition 5.2.** The category \( \mathcal{O}_c^0 \) is a ribbon tensor subcategory of \( \mathcal{O}_c \) that contains all irreducible \( V_c \)-modules \( \mathcal{L}_{r,s} \) for \( r \geq 1 \), \( 1 \leq s \leq p \).
Proof. To show that $\mathcal{O}_c^0$ is a monoidal subcategory of $\mathcal{O}_c$, we just need to show that if $W_1$ and $W_2$ are modules in $\mathcal{O}_c^0$, then so is $W_1 \boxtimes W_2$, that is,

$$R^2_{W_1 \boxtimes W_2, L_{2n+1,1}} = \text{Id}_{(W_1 \boxtimes W_2) \boxtimes L_{2n+1,1}}$$

for all $n \in \mathbb{N}$. But this is straightforward from the hexagon axiom for the braiding $R$. Then to show that $\mathcal{O}_c^0$ is abelian and thus a tensor subcategory of $\mathcal{O}_c$, it is enough to show that $\mathcal{O}_c^0$ is closed under submodules and quotient modules. This follows from the rigidity of $L_{2n+1,1}$ and corresponding exactness of $L_{2n+1,1} \boxtimes \bullet$, as well as the naturality of the braiding in $\mathcal{O}_c$.

To show that $\mathcal{O}_c^0$ is rigid and thus a ribbon subcategory of $\mathcal{O}_c$, we just need to show closure under contragredients, that is, if $R^2_{W, L_{2n+1,1}}$ is the identity for each $n \in \mathbb{N}$, then so is $R^2_{W^\vee, L_{2n+1,1}}$. Since any such $W$ is rigid (in $\mathcal{O}_c$) by Theorem 4.5, we can use [EGNO, Lemma 8.9.1], which states that $R_{W^\vee, L_{2n+1,1}}$ agrees with the composition

$$W^\vee \boxtimes L_{2n+1,1} \overset{r^{-1}}{\longrightarrow} (W^\vee \boxtimes L_{2n+1,1}) \boxtimes V_c \overset{\text{Id} \boxtimes (\text{R}_{W, L_{2n+1,1}}^{-1} \boxtimes \text{Id})}{\longrightarrow} (W^\vee \boxtimes L_{2n+1,1}) \boxtimes W^\vee$$

where the arrows marked $\text{assoc.}$ represent compositions of associativity isomorphisms in $\mathcal{O}_c$. Using the opposite braiding, $R_{L_{2n+1,1}, W^\vee}$ is the identical composition, except that $R_{W, L_{2n+1,1}}^{-1}$ is replaced with $R_{L_{2n+1,1}, W}$. But $R_{W, L_{2n+1,1}}^{-1} = R_{L_{2n+1,1}, W}$ since $W$ is an object of $\mathcal{O}_c^0$; so the compositions giving $R_{W^\vee, L_{2n+1,1}}$ and $R_{L_{2n+1,1}, W^\vee}$ are the same. Therefore the monodromy of $W^\vee$ with each $L_{2n+1,1}$ is the identity.

Finally, to show that each $L_{r,s}$ is an object of $\mathcal{O}_c^0$, we use the balancing equation for monodromies:

$$R^2_{L_{r,s}, L_{2n+1,1}} = \theta_{L_{r,s}, L_{2n+1,1}} \circ (\theta_{L_{r,s}, L_{2n+1,1}}^{-1})$$

Recall that $\theta = e^{2\pi i L_0}$ and that

$$L_{r,s} \boxtimes L_{2n+1,1} \cong \bigoplus_{k=\lfloor r-2n-1 \rfloor+1}^{\min(r,2n+1)} L_{k,s} = \bigoplus_{k=1}^{\lfloor r+2n \rfloor} \bigoplus_{k+r+2n \equiv 0 \pmod{2}} L_{r+2(n-k+1),s}$$

(from Theorem 4.11). Thus on the $L_{r+2(n-k+1),s}$ summand of $L_{r,s} \boxtimes L_{2n+1,1}$, the monodromy is given by the scalar

$$e^{2\pi i [(pr+s)(n-k+1)+(k-1)p-2(k-1)n+p+n]} = 1.$$

Thus

$$R^2_{L_{r,s}, L_{2n+1,1}} = \text{Id}_{L_{r,s} \boxtimes L_{2n+1,1}}$$

for all $n \in \mathbb{N}$ as required. \qed

Remark 5.3. Although $\mathcal{O}_c^0$ is closed under submodules, quotients, and contragredients, it need not be closed under arbitrary (non-split) extensions. Thus it is possible for a module to be projective in the subcategory $\mathcal{O}_c^0$ even if it is not projective in $\mathcal{O}_c$. In fact, we will show that every irreducible module $L_{r,s}$ has a projective cover in $\mathcal{O}_c^0$, although not in $\mathcal{O}_c$.

We now begin to obtain projective objects in $\mathcal{O}_c^0$.

Theorem 5.4. For all $r \geq 1$, the module $L_{r,p}$ is both projective and injective in $\mathcal{O}_c^0$. 

Proof. Since $\mathcal{L}_{r,p}$ is self-dual, injectivity of $\mathcal{L}_{r,p}$ will follow from projectivity. Moreover, it is enough to show that $\mathcal{L}_{1,p}$ is projective because $\mathcal{L}_{p} \cong \mathcal{L}_{r,1} \bigotimes \mathcal{L}_{1,p}$ from Theorem 4.6 (recall that projective objects form a tensor ideal in any rigid tensor category).

Now because $\mathcal{L}_{1,p}$ is simple, it will be projective in $\mathcal{O}_c$ if all surjections $\mathcal{W} \rightarrow \mathcal{L}_{1,p}$ with $\mathcal{W}$ an object of $\mathcal{O}_c$ split. In fact, because all modules in $\mathcal{O}_c$ have finite length, we may assume that $\mathcal{W}$ has length 2. (If all length-2 extensions of $\mathcal{L}_{1,p}$ split, then so do all finite-length extensions by induction on length.) Thus we are reduced to considering extensions
\begin{equation}
0 \rightarrow \mathcal{L}_{r,s} \rightarrow \mathcal{W} \rightarrow \mathcal{L}_{1,p} \rightarrow 0.
\end{equation}

It is easy to see that $h_{1,p}$ is the minimum of all conformal weights $h_{r,s}$ at central charge $c_{p,1}$, so because $\mathcal{L}_{1,p}$ does not admit non-split self-extensions (see [GK, Section 5.4]), we may assume $h_{r,s} > h_{1,p}$. This means that $\mathcal{W}$ contains a singular vector of conformal weight $h_{1,p}$, and thus $\mathcal{W}$ contains a homomorphic image of the Verma module $\mathcal{V}_{1,p}$.

If the image of $\mathcal{V}_{1,p}$ in $\mathcal{W}$ has length 1, the exact sequence (5.1) splits, so we may assume the length is 2. In this case, the structure of $\mathcal{V}_{1,p}$ as a $\mathcal{V}ir$-module shows that $\mathcal{W} \cong \mathcal{V}_{1,p}/\mathcal{V}_{5,p}$ and $(r, s) = (3, p)$. Thus we just need to show that $\mathcal{V}_{1,p}/\mathcal{V}_{5,p}$ is not an object of $\mathcal{O}_c$, and for this it is sufficient to show that the monodromy $\mathcal{R}_{\mathcal{L}_{3,1},\mathcal{V}_{1,p}/\mathcal{V}_{5,p}}^2$ is non-trivial. From the balancing equation

$$\mathcal{R}_{\mathcal{L}_{3,1},\mathcal{V}_{1,p}/\mathcal{V}_{5,p}}^2 = \theta_{\mathcal{L}_{3,1},\mathcal{V}_{1,p}/\mathcal{V}_{5,p}} \circ (\theta_{\mathcal{L}_{3,1},\mathcal{V}_{1,p}/\mathcal{V}_{5,p}}^{-1} \bigotimes \theta_{\mathcal{L}_{3,1},\mathcal{V}_{1,p}/\mathcal{V}_{5,p}}^{-1}) = e^{2\pi i (L_0 - h_{3,1} - h_{1,p})},$$

it is enough to show that $\mathcal{L}_{3,1} \bigotimes (\mathcal{V}_{1,p}/\mathcal{V}_{5,p})$ is a logarithmic $\mathcal{V}_c$-module, that is, $L_0$ acts non-semisimply on the tensor product. To show this, we prove that $\mathcal{L}_{3,1} \bigotimes (\mathcal{V}_{1,p}/\mathcal{V}_{5,p})$ surjects onto a logarithmic self-extension of $\mathcal{L}_{3,p}$.

First, the exactness of $\mathcal{L}_{3,1} \bigotimes \bullet$ and the fusion rules of Theorem 4.11 imply there is an exact sequence

$$0 \rightarrow \mathcal{L}_{1,p} \bigoplus \mathcal{L}_{3,p} \bigoplus \mathcal{L}_{5,p} \rightarrow \mathcal{L}_{3,1} \bigotimes (\mathcal{V}_{1,p}/\mathcal{V}_{5,p}) \rightarrow \mathcal{L}_{3,p} \rightarrow 0.$$ We quotient out the submodule $\mathcal{L}_{1,p} \bigoplus \mathcal{L}_{5,p}$ from the tensor product to get a surjection

$$f : \mathcal{L}_{3,1} \bigotimes (\mathcal{V}_{1,p}/\mathcal{V}_{5,p}) \rightarrow \mathcal{L}_{3,p}^{(2)},$$

where $\mathcal{L}_{3,p}^{(2)}$ is some self-extension of $\mathcal{L}_{3,p}$. We want to show that $L_0$ acts non-semisimply on $\mathcal{L}_{3,p}^{(2)}(0)$; this $A(V_c)$-module is 2-dimensional and $h_{3,p}$ is its only $L_0$-eigenvalue.

The intertwining operator $\mathcal{Y} = f \circ \mathcal{Y}_{3,1}$ of type $(\mathcal{L}_{3,1} \bigotimes (\mathcal{V}_{1,p}/\mathcal{V}_{5,p}))$ is surjective because $f$ and $\mathcal{Y}_{3,1}$ are surjective. Then Proposition 2.5 implies that

$$\pi(\mathcal{Y}) : A(\mathcal{L}_{3,1}) \otimes A(V_c) (\mathcal{V}_{1,p}/\mathcal{V}_{5,p})(0) \rightarrow \mathcal{L}_{3,p}^{(2)}(0)$$

is surjective, so $\mathcal{L}_{3,p}^{(2)}(0)$ is a homomorphic image of $A(\mathcal{L}_{3,1}) \otimes A(V_c) \mathcal{C}V_{1,p}$. This latter $A(V_c)$-module was determined in [FZ2] (under the unnecessary assumption that $p \notin \mathbb{Q}$): we now review the computation.

The computation of the $A(V_c) \cong \mathbb{C}[x]$-bimodule $A(\mathcal{L}_{3,1})$ is similar to the computation of $A(\mathcal{L}_{1,2})$ from Section 3. Recall there is an isomorphism

$$\varphi : A(\mathcal{V}_{3,1}) \rightarrow \mathbb{C}[x, y]$$

$$[\omega]^m \cdot [v_{3,1}] \cdot [\omega]^n \mapsto x^m y^n,$$

and that

$$A(\mathcal{L}_{3,1}) \cong \mathbb{C}[x, y]/(f_{3,1}(x, y))$$
where \( f_{3,1}(x, y) = \varphi([v]) \) for a singular vector \( v \in V_{3,1} \) generating the maximal proper submodule. We can take
\[
\varphi = (L_{-3} - 4pL_{-1}L_{-2} + 2p(2p + 1)L_{-3}) v_{3,1}.
\]

Then to compute \( \varphi([v]) \), first note that (3.2) implies
\[
\varphi([L_{-1}v]) = (x - y - wt v) \varphi([v])
\]
for \( v \in V_{3,1} \), while (3.1) implies
\[
\varphi([L_{-2}v]) = y \varphi([v]) - \varphi([L_{-1}v]) = (2y - x + wt v) \varphi([v]).
\]

Then the relation
\[
[L_{-n}v] = (-1)^n[(n - 1)L_{-2}v + (n - 2)L_{-1}v]
\]
in \( A(V_{3,1}) \) specialized to \( n = 3 \) (see the proof of [FZ2, Lemma 2.11]) implies
\[
\varphi([L_{-3}v]) = -2\varphi([L_{-2}v]) - \varphi([L_{-1}v]) = (x - 3y - wt v) \varphi([v]).
\]

Using these formulas, we get
\[
f_{3,1}(x, y) = (x - y - h_{3,1} - 2)(x - y - h_{3,1} - 1)(x - y - h_{3,1}) - 4p(x - y - h_{3,1} - 2)(2y - x + h_{3,1}) + 2p(2p + 1)(x - 3y - h_{3,1}) = (x - y) ((x - y - 2p + 1)(x - y - 1) - 4py)
\]
(see [FZ2, Example 2.12]).

We now have
\[
A(L_{3,1}) \otimes A(V_{3}) \mathbb{C}v_{1,p} \cong \mathbb{C}[x]/(f_{3,1}(x, h_{1,p}))
\]
and it turns out that
\[
f_{3,1}(x, h_{1,p}) = (x - h_{1,p})(x - h_{3,p})^2.
\]

Thus \( L_0 \) acts non-semisimply on the only 2-dimensional quotient of \( A(L_{3,1}) \otimes A(V_{3}) \mathbb{C}v_{1,p} \) whose only \( L_0 \)-eigenvalue is \( h_{3,p} \). So \( L_{3,p}^{(2)} \) is a logarithmic module in \( O_c \), proving that \( V_{1,p}/V_{5,p} \) is not an object of \( O_c^0 \). This completes the proof that \( L_{1,p} \) is projective in \( O_c^0 \).

As the modules \( L_{r,p} \) are irreducible, they are their own projective covers in \( O_c^0 \). For this reason, we will sometimes use the alternate notation \( L_{r,p} = \mathcal{P}_{r,p} \) for \( r \geq 1 \). The irreducible modules \( L_{r,p} \) also have projective covers in \( O_c^0 \).

**Proposition 5.5.** For \( r \geq 1 \), the module \( \mathcal{P}_{r,p-1} \) is a projective cover of \( L_{r,p-1} \) in \( O_c^0 \).

**Proof.** The module \( \mathcal{P}_{r,p-1} \) is projective in \( O_c^0 \) because it is by definition the tensor product of a rigid with a projective module. From Propositions 4.7 and 4.9, there is also a surjective homomorphism \( q : \mathcal{P}_{r,p-1} \to L_{r,p-1} \).

Now let \( P \) be any projective module in \( O_c^0 \) with surjective homomorphism \( \tilde{q} : P \to L_{r,p-1} \). Because both \( P \) and \( \mathcal{P}_{r,p-1} \) are projective, there are homomorphisms \( f : P \to \mathcal{P}_{r,p-1} \) and \( g : \mathcal{P}_{r,p-1} \to P \) such that the diagrams
\[
\begin{array}{ccc}
P & \xrightarrow{f} & \mathcal{P} \\
\mathcal{P}_{r,p-1} & \xrightarrow{\tilde{q}} & L_{r,p-1} \end{array}
\]

\[
\begin{array}{ccc}
\mathcal{P} & \xrightarrow{\tilde{q}} & \mathcal{P}_{r,p-1} \\
P & \xrightarrow{g} & L_{r,p-1} \end{array}
\]
commute; we need to show that \( f \) is surjective. Indeed, \( f \circ g \), as an endomorphism of a finite-length indecomposable module, is either nilpotent or an isomorphism by Fitting’s Lemma, and it cannot be nilpotent because for all \( N \in \mathbb{N} \),
\[
q \circ (f \circ g)^N = q \neq 0.
\]
Therefore \( f \circ g \) is an isomorphism, which means \( f \) is surjective (and \( g \) is injective). \( \square \)

5.2. The remaining projective covers. For \( p = 2 \), we have shown that every irreducible module has a projective cover in \( \mathcal{O}_c^0 \). For \( p \geq 3 \), we now construct projective covers of the remaining irreducible modules \( \mathcal{L}_{r,s} \), \( s \leq p - 2 \), using the method of [CMY2, Section 5.1]. In fact, many of the arguments from [CMY2] go through almost verbatim in this context.

5.2.1. The case \( r = 1 \). From Proposition 4.7, the maximal submodule \( \mathcal{Z}_{1,p-1} \) of the projective module \( \mathcal{P}_{1,p-1} \) is isomorphic to \((\mathcal{V}_{1,p-1}/\mathcal{V}_{3,p-1})'\), and there is an exact sequence
\[
(5.2) \quad 0 \longrightarrow \mathcal{L}_{1,p-1} \longrightarrow \mathcal{Z}_{1,p-1} \longrightarrow \mathcal{L}_{2,1} \longrightarrow 0.
\]
Since \( \mathcal{L}_{1,2} \) is rigid, the functor \( \mathcal{L}_{1,2} \boxtimes \bullet \) is exact. Applying \( \mathcal{L}_{1,2} \boxtimes \bullet \) to (5.2) and using the fusion rules (4.11), we get an exact sequence
\[
0 \longrightarrow \mathcal{L}_{1,p-2} \oplus \mathcal{L}_{1,p} \longrightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{Z}_{1,p-1} \longrightarrow \mathcal{L}_{2,2} \longrightarrow 0.
\]
Because \( \mathcal{L}_{1,p} \) is injective in \( \mathcal{O}_c^0 \), it is a direct summand of \( \mathcal{L}_{1,2} \boxtimes \mathcal{Z}_{1,p-1} \). Let \( \mathcal{Z}_{1,p-2} \) be a submodule complement of \( \mathcal{L}_{1,p} \) in \( \mathcal{L}_{1,2} \boxtimes \mathcal{Z}_{1,p-1} \), that is,
\[
(5.3) \quad \mathcal{L}_{1,2} \boxtimes \mathcal{Z}_{1,p-1} = \mathcal{L}_{1,p} \oplus \mathcal{Z}_{1,p-2}.
\]
It is easy to see that there is an exact sequence
\[
(5.4) \quad 0 \longrightarrow \mathcal{L}_{1,p-2} \longrightarrow \mathcal{Z}_{1,p-2} \longrightarrow \mathcal{L}_{2,2} \longrightarrow 0.
\]
We claim that this exact sequence does not split. Indeed, the rigidity of \( \mathcal{L}_{1,2} \), the fusion rules (4.11), and the Loewy diagram of \( \mathcal{Z}_{1,p-1} \) imply
\[
\text{Hom}(\mathcal{L}_{2,2}, \mathcal{L}_{1,2} \boxtimes \mathcal{Z}_{1,p-1}) \cong \text{Hom}(\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{2,2}, \mathcal{Z}_{1,p-1}) \\
\cong \text{Hom}(\mathcal{L}_{2,1} \oplus \mathcal{L}_{2,3}, \mathcal{Z}_{1,p-1}) = 0.
\]
So \( \mathcal{L}_{2,2} \) cannot be a submodule of \( \mathcal{Z}_{1,p-2} \subseteq \mathcal{L}_{1,2} \boxtimes \mathcal{Z}_{1,p-1} \). Note that the non-splitting of (5.4) together with conformal weight considerations show that \( \mathcal{Z}_{1,p-2} \cong (\mathcal{V}_{1,p-2}/\mathcal{V}_{3,p-2})' \), just as in the proof of Proposition 4.7.

Now we apply \( \mathcal{L}_{1,2} \boxtimes \bullet \) to the exact sequence
\[
0 \longrightarrow \mathcal{Z}_{1,p-1} \longrightarrow \mathcal{P}_{1,p-1} \longrightarrow \mathcal{L}_{1,p-1} \longrightarrow 0.
\]
Using (4.11) and the decomposition (5.3), we get the exact sequence
\[
0 \longrightarrow \mathcal{L}_{1,p} \oplus \mathcal{Z}_{1,p-2} \longrightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{P}_{1,p-1} \longrightarrow \mathcal{L}_{1,p-2} \oplus \mathcal{L}_{1,p} \longrightarrow 0.
\]
Because \( \mathcal{L}_{1,p} \) is both projective and injective in \( \mathcal{O}_c^0 \), \( 2 \cdot \mathcal{L}_{1,p} \) is a direct summand of \( \mathcal{L}_{1,2} \boxtimes \mathcal{P}_{1,p-1} \). Defining \( \mathcal{P}_{1,p-2} \) to be a direct summand of \( \mathcal{L}_{1,2} \boxtimes \mathcal{P}_{1,p-1} \) complementary to \( 2 \cdot \mathcal{L}_{1,p} \), we get an exact sequence
\[
(5.5) \quad 0 \longrightarrow \mathcal{Z}_{1,p-2} \longrightarrow \mathcal{P}_{1,p-2} \longrightarrow \mathcal{L}_{1,p-2} \longrightarrow 0.
\]
We claim that $\text{Soc}(\mathcal{P}_{1,p-2}) = \mathcal{L}_{1,p-2}$. Indeed, (5.4) and (5.5) show that the composition factors of $\mathcal{P}_{1,p-2}$ are $\mathcal{L}_{1,p-2}$, $\mathcal{L}_{1,p-2}$, and $\mathcal{L}_{2,2}$. We have already seen that $\mathcal{L}_{2,2}$ is not a submodule of $\mathcal{P}_{1,p-2}$, while

$$\dim \text{Hom}(\mathcal{L}_{1,p-2}, \mathcal{P}_{1,p-2}) = \dim \text{Hom}(\mathcal{L}_{1,p-2}, \mathcal{L}_{1,2} \boxtimes \mathcal{P}_{1,p-1})$$

$$= \dim \text{Hom}(\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,p-2}, \mathcal{P}_{1,p-1})$$

$$= \dim \text{Hom}(\mathcal{L}_{1,p-3} \oplus \mathcal{L}_{1,p-1}, \mathcal{P}_{1,p-1}) = 1,$$

proving the claim.

Next, the exact sequences (5.5) and (5.4) give

(5.6) \hspace{1cm} 0 \rightarrow \mathcal{L}_{2,2} \rightarrow \mathcal{P}_{1,p-2}/\mathcal{L}_{1,p-2} \rightarrow \mathcal{L}_{1,p-2} \rightarrow 0.

We claim this sequence does not split and thus $\text{Soc}(\mathcal{P}_{1,p-2}/\mathcal{L}_{1,p-2}) = \mathcal{L}_{2,2}$. Otherwise, we would have $\mathcal{P}_{1,p-2}/\mathcal{L}_{1,p-2} \cong \mathcal{L}_{1,p-2} \oplus \mathcal{L}_{2,2}$; using the rigidity of $\mathcal{L}_{1,2}$, this would imply

$$\text{Hom}(\mathcal{P}_{1,p-1}/\mathcal{L}_{1,p-1}, \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{2,2}) \cong \text{Hom}(\mathcal{L}_{1,2} \boxtimes (\mathcal{P}_{1,p-1}/\mathcal{L}_{1,p-1}), \mathcal{L}_{2,2})$$

$$\cong \text{Hom}((\mathcal{L}_{1,2} \boxtimes \mathcal{P}_{1,p-1})/(\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,p-1}), \mathcal{L}_{2,2})$$

$$\cong \text{Hom}((\mathcal{P}_{1,p-2}/\mathcal{L}_{1,p-2}) \oplus \mathcal{L}_{1,p}, \mathcal{L}_{2,2}) \neq 0,$$

whereas in fact the Loewy diagram of $\mathcal{P}_{1,p-1}$ shows

$$\text{Hom}(\mathcal{P}_{1,p-1}/\mathcal{L}_{1,p-1}, \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{2,2}) \cong \text{Hom}((\mathcal{V}_{1,p-1}/\mathcal{V}_{3,p-1}, \mathcal{L}_{2,1} \oplus \mathcal{L}_{2,3}) = 0.$$

This proves the claim; note that because (5.6) does not split, $\mathcal{P}_{1,p-2}/\mathcal{L}_{1,p-2} \cong \mathcal{V}_{1,p-2}/\mathcal{V}_{3,p-2}$, just as in the proof of Proposition 4.7.

We have now derived the Loewy diagram for $\mathcal{P}_{1,p-2}$ stated in the next proposition. Moreover, $\mathcal{P}_{1,p-2}$ is indecomposable for the same reasons as $\mathcal{P}_{1,p-1}$, and $\mathcal{P}_{1,p-2}$ is projective in $\mathcal{O}_c^0$ because it is a direct summand of the projective tensor product $\mathcal{L}_{1,2} \boxtimes \mathcal{P}_{1,p-1}$. Thus the argument of Proposition 5.5 shows that $\mathcal{P}_{1,p-2}$ is a projective cover of $\mathcal{L}_{1,p-2}$.

**Proposition 5.6.** The module $\mathcal{P}_{1,p-2}$ is indecomposable and a projective cover of $\mathcal{L}_{1,p-2}$ in $\mathcal{O}_c^0$. It has Loewy diagram

\[
\begin{array}{c}
\mathcal{L}_{1,p-2} \\
\mathcal{P}_{1,p-2} \\
\mathcal{L}_{1,p-2}
\end{array}
\]

\[
\begin{array}{c}
\mathcal{L}_{2,2} \\
\mathcal{L}_{1,p-2}
\end{array}
\]

Now that we have projective covers $\mathcal{P}_{1,p-2}$, $\mathcal{P}_{1,p-1}$, and $\mathcal{P}_{1,p}$, we proceed to construct modules $\mathcal{P}_{1,s}$ for $1 \leq s \leq p-3$ recursively (assuming now that $p \geq 4$). Fix $s \in \{1, 2, \ldots, p-3\}$ and assume we have $\mathcal{P}_{1,\sigma}$ for all $s+1 \leq \sigma \leq p-1$ such that:

- The module $\mathcal{P}_{1,\sigma}$ is a projective cover of $\mathcal{L}_{1,\sigma}$ in $\mathcal{O}_c^0$.
- The Loewy diagram of $\mathcal{P}_{1,\sigma}$ is

\[
\begin{array}{c}
\mathcal{L}_{1,\sigma} \\
\mathcal{P}_{1,\sigma} \\
\mathcal{L}_{1,\sigma}
\end{array}
\]

\[
\begin{array}{c}
\mathcal{L}_{2,p-\sigma} \\
\mathcal{L}_{1,\sigma}
\end{array}
\]
We now define $\mathcal{P}_{1,s}$ as follows. We have a surjection

$$\mathcal{L}_{1,2} \otimes \mathcal{P}_{1,s+1} \longrightarrow \mathcal{L}_{1,2} \otimes \mathcal{L}_{1,s+1} \cong \mathcal{L}_{1,s} \oplus \mathcal{L}_{1,s+2} \longrightarrow \mathcal{L}_{1,s+2}.$$ 

Because $\mathcal{L}_{1,2}$ is rigid and $\mathcal{P}_{1,s+1}$ is projective, $\mathcal{L}_{1,2} \otimes \mathcal{P}_{1,s+1}$ is also projective. So because $\mathcal{P}_{1,s+2}$ is the projective cover of $\mathcal{L}_{1,s+2}$, we get a surjective map

$$\mathcal{L}_{1,2} \otimes \mathcal{P}_{1,s+1} \longrightarrow \mathcal{P}_{1,s+2}.$$ 

Since $\mathcal{P}_{1,s+2}$ is projective, this surjection splits and $\mathcal{P}_{1,s+2}$ is a direct summand of $\mathcal{L}_{1,2} \otimes \mathcal{P}_{1,s+1}$. Define $\mathcal{P}_{1,s}$ to be a complement of $\mathcal{P}_{1,s+2}$:

$$\mathcal{L}_{1,2} \otimes \mathcal{P}_{1,s+1} = \mathcal{P}_{1,s} \oplus \mathcal{P}_{1,s+2}.$$ 

The module $\mathcal{P}_{1,s}$ is in $\mathcal{O}_c^0$ because this category is a tensor subcategory of $\mathcal{O}_c$, and it is projective in $\mathcal{O}_c^0$ because it is a summand of a projective module. We can now prove:

**Theorem 5.7.** The module $\mathcal{P}_{1,s}$ is a projective cover of $\mathcal{L}_{1,s}$ in $\mathcal{O}_c^0$ with Loewy diagram

$$\mathcal{P}_{1,s} : \mathcal{L}_{2,p-s} \longrightarrow \mathcal{L}_{1,s}$$

*Proof.* From its Loewy diagram, $\mathcal{P}_{1,s+1}$ has a maximal proper submodule $\mathcal{Z}_{1,s+1}$ with non-split exact sequence

$$(5.7) \quad 0 \longrightarrow \mathcal{L}_{1,s+1} \longrightarrow \mathcal{Z}_{1,s+1} \longrightarrow \mathcal{L}_{2,p-s-1} \longrightarrow 0.$$ 

We apply $\mathcal{L}_{1,2} \otimes \bullet$ to (5.7) and use the fusion rules (4.11) to get an exact sequence

$$0 \longrightarrow \mathcal{L}_{1,s} \oplus \mathcal{L}_{1,s+2} \longrightarrow \mathcal{L}_{1,2} \otimes \mathcal{Z}_{1,s+1} \longrightarrow \mathcal{L}_{2,p-s} \oplus \mathcal{L}_{2,p-s-2} \longrightarrow 0.$$ 

This shows that the conformal weights of $\mathcal{L}_{1,2} \otimes \mathcal{Z}_{1,s+1}$ are contained in the two distinct cosets $h_{1,s} + \mathbb{Z}$ and $h_{1,s+2} + \mathbb{Z}$, and thus $\mathcal{L}_{1,2} \otimes \mathcal{Z}_{1,s+1}$ decomposes as a direct sum of two modules, say $\mathcal{Z}_{1,s}$ and $\tilde{\mathcal{Z}}_{1,s+2}$, with exact sequences

$$(5.8) \quad 0 \longrightarrow \mathcal{L}_{1,s} \longrightarrow \mathcal{Z}_{1,s} \longrightarrow \mathcal{L}_{2,p-s} \longrightarrow 0$$

and

$$0 \longrightarrow \mathcal{L}_{1,s+2} \longrightarrow \tilde{\mathcal{Z}}_{1,s+2} \longrightarrow \mathcal{L}_{2,p-s-2} \longrightarrow 0.$$ 

We claim that (5.8) does not split. Otherwise, $\mathcal{L}_{2,p-s}$ is a submodule of $\mathcal{Z}_{1,s}$, and thus also a submodule of $\mathcal{L}_{1,2} \otimes \mathcal{Z}_{1,s+1}$. Rigidity of $\mathcal{L}_{1,2}$ would then imply

$$\text{Hom}(\mathcal{L}_{1,2} \otimes \mathcal{L}_{2,p-s}, \mathcal{Z}_{1,s+1}) \cong \text{Hom}(\mathcal{L}_{2,p-s}, \mathcal{L}_{1,2} \otimes \mathcal{Z}_{1,s+1}) \neq 0.$$ 

However by the fusion rules (4.11) and the non-split exact sequence (5.7) for $\mathcal{Z}_{1,s+1}$, there is no non-zero homomorphism

$$\mathcal{L}_{1,2} \otimes \mathcal{L}_{2,p-s} \cong \mathcal{L}_{2,p-s-1} \oplus \mathcal{L}_{2,p-s+1} \longrightarrow \mathcal{Z}_{1,s+1}.$$ 

As a result, $\text{Soc}(\mathcal{Z}_{1,s}) = \mathcal{L}_{1,s}$. 

Now we apply $\mathcal{L}_{1,2} \otimes \bullet$ to the exact sequence

$$0 \longrightarrow \mathcal{Z}_{1,s+1} \longrightarrow \mathcal{P}_{1,s+1} \longrightarrow \mathcal{L}_{1,s+1} \longrightarrow 0$$

...
and get an exact sequence
\[ 0 \rightarrow \mathcal{Z}_{1,s} \oplus \tilde{\mathcal{Z}}_{1,s+2} \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{P}_{1,s+1} \rightarrow \mathcal{L}_{1,s} \oplus \mathcal{L}_{1,s+2} \rightarrow 0. \]
Conformal weight considerations again show that $\mathcal{P}_{1,s}$ satisfies the exact sequence
\[ (5.9) \quad 0 \rightarrow \mathcal{Z}_{1,s} \rightarrow \mathcal{P}_{1,s} \rightarrow \mathcal{L}_{1,s} \rightarrow 0. \]
We claim that $\text{Soc}(\mathcal{P}_{1,s}) = \mathcal{L}_{1,s}$. Otherwise, since (5.8) is non-split, we would have $\text{Soc}(\mathcal{P}_{1,s}) = 2 \cdot \mathcal{L}_{1,s}$, and rigidity of $\mathcal{L}_{1,2}$ would imply
\[ \dim \text{Hom}(\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,s}, \mathcal{P}_{1,s+1}) = \dim \text{Hom}(\mathcal{L}_{1,s}, \mathcal{L}_{1,2} \boxtimes \mathcal{P}_{1,s+1}) = 2. \]
However, this would conflict with
\[ \dim \text{Hom}(\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,s}, \mathcal{P}_{1,s+1}) = \dim \text{Hom}([\mathcal{L}_{1,s-1} \oplus] \mathcal{L}_{1,s+1}, \mathcal{P}_{1,s+1}) = 1, \]
where the summand in the brackets occurs for $s \geq 2$.

The exact sequences (5.8) and (5.9) give an exact sequence
\[ (5.10) \quad 0 \rightarrow \mathcal{L}_{2,p-s} \rightarrow \mathcal{P}_{1,s}/\mathcal{L}_{1,s} \rightarrow \mathcal{L}_{1,s} \rightarrow 0. \]
We claim that (5.10) does not split and thus $\text{Soc}(\mathcal{P}_{1,s}/\mathcal{L}_{1,s}) = \mathcal{L}_{2,p-s}$. Otherwise, we would have $\mathcal{P}_{1,s}/\mathcal{L}_{1,s} = \mathcal{L}_{2,p-s} \oplus \mathcal{L}_{1,s}$, and rigidity of $\mathcal{L}_{1,2}$ would imply
\[ \text{Hom}(\mathcal{P}_{1,s+1}/\mathcal{L}_{1,s+1}, \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{2,p-s}) \cong \text{Hom}((\mathcal{L}_{1,2} \boxtimes \mathcal{P}_{1,s+1})/(\mathcal{L}_{1,2} \boxtimes \mathcal{L}_{1,s+1}), \mathcal{L}_{2,p-s}) \]
\[ \cong \text{Hom}(([\mathcal{P}_{1,s+2}/\mathcal{L}_{1,s+2}] \oplus (\mathcal{P}_{1,s}/\mathcal{L}_{1,s}), \mathcal{L}_{2,p-s}) \neq 0. \]
However, in fact
\[ \text{Hom}(\mathcal{P}_{1,s+1}/\mathcal{L}_{1,s+1}, \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{2,p-s}) \cong \text{Hom}(\mathcal{P}_{1,s+1}/\mathcal{L}_{1,s+1}, \mathcal{L}_{2,p-s-1} \oplus \mathcal{L}_{2,p-s+1}) = 0. \]
Thus $\mathcal{P}_{1,s}/\mathcal{L}_{1,s}$ is indecomposable, and we have verified the Loewy diagram for $\mathcal{P}_{1,s}$.

Finally, $\mathcal{P}_{1,s}$ is a projective cover of $\mathcal{L}_{1,s}$ in $\mathcal{O}_c^0$ by the argument of Proposition 5.5. □

**Remark 5.8.** As in the proof of Proposition 4.7, we have $\mathcal{P}_{1,s}/\mathcal{L}_{1,s} \cong \mathcal{V}_{1,s}/\mathcal{V}_{3,s}$ and $\mathcal{Z}_{1,s} \cong (\mathcal{V}_{1,s}/\mathcal{V}_{3,s})'$.

5.2.2. The case $r \geq 2$. We can construct the projective cover $\mathcal{P}_{r,s}$ for $r \geq 2$, $1 \leq s \leq p - 2$ exactly as in [CMY2, Section 5]. Alternatively, we can simply define $\mathcal{P}_{r,s} = \mathcal{L}_{r,1} \boxtimes \mathcal{P}_{1,s}$.

**Theorem 5.9.** For $r \geq 2$ and $1 \leq s \leq p - 2$, the module $\mathcal{P}_{r,s} = \mathcal{L}_{r,1} \boxtimes \mathcal{P}_{1,s}$ is a projective cover of $\mathcal{L}_{r,s}$ in $\mathcal{O}_c^0$. It has Loewy diagram

\[ \mathcal{P}_{r,s} : \quad \mathcal{L}_{r-1,p-s} \leftrightarrow \mathcal{L}_{r,s} \leftrightarrow \mathcal{L}_{r+1,p-s} \]

**Proof.** The Loewy diagram for $\mathcal{P}_{r,s}$ follows from that for $\mathcal{P}_{1,s}$ exactly as in the $s = p - 1$ case of Proposition 4.9. Also as in Proposition 4.9, $\mathcal{P}_{r,s}$ is indecomposable and there is a surjection $\mathcal{P}_{r,s} \rightarrow \mathcal{L}_{r,s}$. Moreover, $\mathcal{P}_{r,s}$ is projective in $\mathcal{O}_c^0$ since it is the tensor product of a rigid with a projective module. Thus the argument of Proposition 5.5 shows that $\mathcal{P}_{r,s}$ is a projective cover of $\mathcal{L}_{r,s}$. □
6. Tensor product formulas and semisimplification

We now compute all tensor products involving irreducible modules \( \mathcal{L}_{r,s} \) and their projective covers \( \mathcal{P}_{r,s} \). As a consequence, we show that there is a semisimple subquotient category of \( \mathcal{O}_c \) which is a product of two \( \mathfrak{sl}_2 \)-type tensor subcategories.

6.1. General fusion rules. We first show how the irreducible modules \( \mathcal{L}_{r',1} \) and \( \mathcal{L}_{1,2} \) tensor with the projective covers; recall that \( \mathcal{P}_{r,p} = \mathcal{L}_{r,p} \) for \( r \geq 1 \):

**Theorem 6.1.**

1. For \( r, r' \geq 1 \) and \( 1 \leq s \leq p \),

\[
\mathcal{L}_{r',1} \boxtimes \mathcal{P}_{r,s} \cong \bigoplus_{k = |r-r'| + 1}^{r+r'-1} \mathcal{P}_{k,s}
\]

2. For \( p \geq 3 \) and \( r \geq 1 \), \( 1 \leq s \leq p - 1 \),

\[
\mathcal{L}_{1,2} \boxtimes \mathcal{P}_{r,s} \cong \begin{cases} 
\mathcal{P}_{1,2} \oplus \mathcal{P}_{2,p} & \text{if } r = s = 1 \\
\mathcal{P}_{r,2} \oplus \mathcal{P}_{r-1,p} \oplus \mathcal{P}_{r+1,p} & \text{if } s = 1, r \geq 2 \\
\mathcal{P}_{r,s-1} \oplus \mathcal{P}_{r,s+1} & \text{if } 2 \leq s \leq p - 2 \\
\mathcal{P}_{r,p-2} \oplus 2 \cdot \mathcal{P}_{r,p} & \text{if } s = p - 1
\end{cases}
\]

3. For \( p = 2 \) and \( r \geq 1 \),

\[
\mathcal{L}_{1,2} \boxtimes \mathcal{P}_{r,1} \cong \begin{cases} 
2 \cdot \mathcal{P}_{1,2} \oplus \mathcal{P}_{2,2} & \text{if } r = 1 \\
\mathcal{P}_{r-1,2} \oplus 2 \cdot \mathcal{P}_{r,2} \oplus \mathcal{P}_{r+1,2} & \text{if } r \geq 2
\end{cases}
\]

**Proof.** The \( s = p \) case of (6.1) is just the \( s = p \) case of (4.10). For \( 1 \leq s \leq p - 1 \) and \( r = 1 \), (6.1) is just (4.9) and the definition of \( \mathcal{P}_{r,s} \) in Theorem 5.9. For \( r \geq 2 \), we simply calculate

\[
\mathcal{L}_{r',1} \boxtimes \mathcal{P}_{r,s} = \mathcal{L}_{r',1} \boxtimes (\mathcal{L}_{r,1} \boxtimes \mathcal{P}_{1,s}) \cong (\mathcal{L}_{r',1} \boxtimes \mathcal{L}_{r,1}) \boxtimes \mathcal{P}_{1,s}
\]

using the \( r = 1 \) case and (4.10).

Next, note that the \( r = 1 \), \( 2 \leq s \leq p - 1 \) cases of (6.2) are immediate from our construction of the modules \( \mathcal{P}_{1,s} \) in Section 5.2. For \( r \geq 2 \), we can then use (6.1) and the \( r = 1 \) case. It remains to prove the \( s = 1 \) cases of (6.2).

Taking \( s = 1 \) now, the maximal proper submodule \( \mathcal{Z}_{r,1} \) of \( \mathcal{P}_{r,1} \) satisfies the exact sequence

\[
0 \longrightarrow \mathcal{L}_{r,1} \longrightarrow \mathcal{Z}_{r,1} \longrightarrow [\mathcal{L}_{r-1,p-1} \oplus \mathcal{L}_{r+1,p-1}] \longrightarrow 0,
\]

where from now on, terms in brackets vanish if \( r = 1 \). Applying \( \mathcal{L}_{1,2} \boxtimes \bullet \) and using the fusion rules (4.11), we have

\[
0 \longrightarrow \mathcal{L}_{r,2} \longrightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{Z}_{r,1} \longrightarrow [\mathcal{L}_{r-1,p-2} \oplus \mathcal{L}_{r+1,p-2} \oplus \mathcal{L}_{r+1,p}] \longrightarrow 0.
\]

Since both of \( \mathcal{L}_{r \pm 1,p} \) are projective, \( [\mathcal{L}_{r-1,p} \oplus \mathcal{L}_{r+1,p}] \) is a direct summand of \( \mathcal{L}_{1,2} \boxtimes \mathcal{Z}_{r,1} \). Then the complement \( \mathcal{Z}_{r,2} \) of \( [\mathcal{L}_{r-1,p} \oplus \mathcal{L}_{r+1,p}] \) satisfies the exact sequence

\[
0 \longrightarrow \mathcal{L}_{r,2} \longrightarrow \mathcal{Z}_{r,2} \longrightarrow [\mathcal{L}_{r-1,p-2} \oplus \mathcal{L}_{r+1,p-2}] \longrightarrow 0.
\]
Now consider the exact sequence

\[ 0 \rightarrow \mathcal{Z}_{r,1} \rightarrow \mathcal{P}_{r,1} \rightarrow \mathcal{L}_{r,1} \rightarrow 0. \]

Applying \( \mathcal{L}_{1,2} \boxtimes \bullet \) and using the fusion rules (4.11), we have

\[ 0 \rightarrow \widetilde{\mathcal{Z}}_{r,2} \oplus [\mathcal{L}_{r-1,p} \oplus \mathcal{L}_{r+1,p}] \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{P}_{r,1} \rightarrow \mathcal{L}_{r,2} \rightarrow 0. \]

Since both \( \mathcal{L}_{r \pm 1,p} \) are injective, there exists a direct summand \( \widetilde{\mathcal{P}}_{r,2} \) of \( \mathcal{L}_{1,2} \boxtimes \mathcal{P}_{r,1} \) complementary to \([\mathcal{L}_{r-1,p} \oplus \mathcal{L}_{r+1,p}] \) satisfying the exact sequence

\[ (6.6) \quad 0 \rightarrow \widetilde{\mathcal{Z}}_{r,2} \rightarrow \widetilde{\mathcal{P}}_{r,2} \rightarrow \mathcal{L}_{r,2} \rightarrow 0. \]

The module \( \widetilde{\mathcal{P}}_{r,2} \) is projective in \( \mathcal{O}_c^0 \) since it is a summand of a projective module. Since \( \mathcal{P}_{r,2} \) is a projective cover of \( \mathcal{L}_{r,2} \), there is thus a surjection \( \widetilde{\mathcal{P}}_{r,2} \rightarrow \mathcal{P}_{r,2} \); but since (6.5) and (6.6) show that these two modules have the same length, we get \( \widetilde{\mathcal{P}}_{r,2} \cong \mathcal{P}_{r,2} \). Therefore

\[ \mathcal{L}_{1,2} \boxtimes \mathcal{P}_{r,1} \cong \mathcal{P}_{r,2} \oplus \mathcal{L}_{r+1,p}[\oplus \mathcal{L}_{r-1,p}], \]

proving (6.2) for \( s = 1 \).

Now when \( p = 2 \), we need to replace the exact sequence (6.4) with

\[ 0 \rightarrow \mathcal{L}_{r,2} \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{Z}_{r,1} \rightarrow [\mathcal{L}_{r-1,2} \oplus \mathcal{L}_{r+1,2}] \rightarrow 0. \]

Since both \( \mathcal{L}_{r \pm 1,2} = \mathcal{P}_{r \pm 1,2} \) are projective, this exact sequence splits. The exact sequence

\[ 0 \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{Z}_{r,1} \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{P}_{r,1} \rightarrow \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,1} \rightarrow 0 \]

also splits because \( \mathcal{L}_{1,2} \boxtimes \mathcal{L}_{r,1} \cong \mathcal{L}_{r,2} \) is projective. Then these two split exact sequences together imply

Finally, here are all fusion rules involving the simple modules \( \mathcal{L}_{r,s} \) and their projective covers in \( \mathcal{O}_c^0 \).

**Theorem 6.2.** All tensor products in \( \mathcal{O}_c \) of the \( V_c \)-modules \( \mathcal{L}_{r,s} \) and \( \mathcal{P}_{r,s} \) are as follows, with sums taken to be empty if the lower bound exceeds the upper bound:

1. For \( r, r' \geq 1 \) and \( 1 \leq s, s' \leq p \),

\[ \mathcal{L}_{r,s} \boxtimes \mathcal{L}_{r',s'} \cong \bigoplus_{k = |r - r'| + 1 \text{ (mod 2)}} \mathcal{L}_{k, \ell} \oplus \bigoplus_{\ell = 1 \text{ (mod 2)}} \mathcal{L}_{k, \ell} \oplus \bigoplus_{\ell = 2p + 1 \text{ (mod 2)}} \mathcal{P}_{k, \ell}. \]

2. For \( r, r' \geq 1 \), \( 1 \leq s \leq p \), and \( 1 \leq s' \leq p - 1 \),

\[ \mathcal{L}_{r,s} \boxtimes \mathcal{P}_{r',s'} \cong \bigoplus_{k = |r - r'| + 1 \text{ (mod 2)}} \mathcal{P}_{k, \ell} \oplus \bigoplus_{\ell = 1 \text{ (mod 2)}} \mathcal{P}_{k, \ell} \oplus \bigoplus_{\ell = 2p + 1 \text{ (mod 2)}} \mathcal{P}_{k, \ell}. \]
(3) For \( r, r' \geq 1 \) and \( 1 \leq s, s' \leq p - 1 \),

\[
\mathcal{P}_{r,s} \boxtimes \mathcal{P}_{r',s'} \cong 2 \cdot \bigg( \bigoplus_{k=\max(|r-r'|+1, k+r+r' \equiv 0 \pmod{2})}^{r+r'-1} p \bigg) \bigg( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 1 \pmod{2})}^{r+r'-3} p \bigg) \bigg( \bigoplus_{\ell=\min(s+s'-1,p)}^{p} \biggl( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 1 \pmod{2})}^{\ell=p+1-s-s'} P_{k,\ell} \biggr) \bigg).
\]

Proof. The proof of the \( r = r' = 1 \) case of (6.7) is exactly the same as the corresponding proof in [CMY2, Theorem 5.2.1], so we omit the details:

\[
\mathcal{L}_{1,s} \boxtimes \mathcal{L}_{1,s'} \cong \bigg( \bigoplus_{\ell=\min(s+s'-1,2p-1-s-s')}^{p} \biggl( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 0 \pmod{2})}^{r+r'-1} \mathcal{L}_{k,1} \biggr) \bigg) \bigg( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 1 \pmod{2})}^{r+r'-1} \mathcal{L}_{k,1} \bigg) \bigg( \bigoplus_{\ell=\min(s+s'-1,2p-1-s-s')}^{p} \biggl( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 1 \pmod{2})}^{\ell=p+1-s-s'} P_{1,\ell} \biggr) \bigg).
\]

The general case then follows from the commutativity and associativity of tensor products in \( \mathcal{O} \) and the fusion rules (4.10) and (6.1):

\[
\mathcal{L}_{r,s} \boxtimes \mathcal{L}_{r',s'} \cong \bigg( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 0 \pmod{2})}^{r+r'-1} \mathcal{L}_{k,1} \bigg) \bigg( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 1 \pmod{2})}^{r+r'-1} \mathcal{L}_{k,1} \bigg) \bigg( \bigoplus_{\ell=\min(s+s'-1,2p-1-s-s')}^{p} \biggl( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 1 \pmod{2})}^{\ell=p+1-s-s'} P_{1,\ell} \biggr) \bigg).
\]

Let us now consider the \( r = r' = 1 \) case of (6.8):

\[
\mathcal{L}_{1,s} \boxtimes \mathcal{P}_{1,s'} \cong \bigg( \bigoplus_{\ell=\min(s+s'-1,p)}^{p} \biggl( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 1 \pmod{2})}^{p} \mathcal{L}_{k,1} \biggr) \bigg) \bigg( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 1 \pmod{2})}^{p} \mathcal{L}_{k,1} \bigg) \bigg( \bigoplus_{\ell=\min(s+s'-1,2p-1-s-s')}^{p} \biggl( \bigoplus_{\ell=\max(|r-r'|+1, k+r+r' \equiv 1 \pmod{2})}^{\ell=p+1-s-s'} P_{1,\ell} \biggr) \bigg).
\]

The case \( s = 1 \) is easy since \( \mathcal{L}_{1,1} \) is the unit object of \( \mathcal{O} \), and since only the first sum in (6.10) is non-empty (because \( s' \leq p - 1 \)). Then for \( s = 2 \), (6.10) in the cases \( s' = 1, 2 \leq s' \leq p - 2 \),
and \( s' = p - 1 \) yields the corresponding cases of (6.2) and (6.3). This proves (6.10) when \( p = 2 \), and for \( p \geq 3 \), we can finish the proof using induction on \( s \).

Thus assume we have proved (6.10) for some \( s \) such that \( 2 \leq s \leq p - 1 \), and consider the \( s + 1 \) case. Since

\[
\mathcal{L}_{1,2} \otimes (\mathcal{L}_{1,s} \otimes \mathcal{P}_{1,s'}) \cong (\mathcal{L}_{1,2} \otimes \mathcal{L}_{1,s}) \otimes \mathcal{P}_{1,s'} \cong (\mathcal{L}_{1,s-1} \otimes \mathcal{P}_{1,s'}) \oplus (\mathcal{L}_{1,s+1} \otimes \mathcal{P}_{1,s'})
\]

and since all these tensor products have finite length, the Krull-Schmidt Theorem guarantees that we can determine the indecomposable summands of \( \mathcal{L}_{1,s+1} \otimes \mathcal{P}_{1,s'} \) by subtracting the indecomposable summands of \( \mathcal{L}_{1,s-1} \otimes \mathcal{P}_{1,s'} \) from those of \( \mathcal{L}_{1,2} \otimes (\mathcal{L}_{1,s} \otimes \mathcal{P}_{1,s'}) \). So we get

\[
\mathcal{L}_{1,s+1} \otimes \mathcal{P}_{1,s'} \cong \begin{cases} 
(\mathcal{L}_{1,s} \otimes \mathcal{P}_{1,2}) \oplus (\mathcal{L}_{1,s} \otimes \mathcal{L}_{2,p}) \oplus (\mathcal{L}_{1,s-1} \otimes \mathcal{P}_{1,1}) & \text{if } s' = 1 \\
(\mathcal{L}_{1,s} \otimes \mathcal{P}_{1,s'-1}) \oplus (\mathcal{L}_{1,s} \otimes \mathcal{P}_{1,s'+1}) \oplus (\mathcal{L}_{1,s-1} \otimes \mathcal{P}_{1,s'}) & \text{if } 2 \leq s' \leq p - 2 \\
(\mathcal{L}_{1,s} \otimes \mathcal{P}_{1,p-2}) \oplus (\mathcal{L}_{1,s} \otimes \mathcal{L}_{1,p}) & \text{if } s' = p - 1
\end{cases}
\]

using the fusion rules (6.2). Analysis of these three formulas using the \( s \) and \( s - 1 \) cases of (6.10) (which hold by induction), as well as \( s' = p \) cases of (6.7), then yields the \( s + 1 \) case of (6.10). For \( s' = p - 1 \), it is helpful to divide the analysis into cases \( r < p - 1 \) and \( r = p - 1 \).

Now we prove (6.8) for general \( r, r' \) using the \( r = r' = 1 \) case along with (4.10) and (6.1):

\[
\mathcal{L}_{r,s} \otimes \mathcal{P}_{r',s'} \cong (\mathcal{L}_{r,1} \otimes \mathcal{L}_{r',1}) \otimes (\mathcal{L}_{1,s} \otimes \mathcal{P}_{1,s'})
\]

as required.

To prove (6.9), we again take \( r = r' = 1 \) first. The exact sequences

\[
0 \rightarrow \mathcal{Z}_{1,s} \otimes \mathcal{P}_{1,s'} \rightarrow \mathcal{P}_{1,s} \otimes \mathcal{P}_{1,s'} \rightarrow \mathcal{L}_{1,s} \otimes \mathcal{P}_{1,s'} \rightarrow 0
\]

and

\[
0 \rightarrow \mathcal{L}_{1,s} \otimes \mathcal{P}_{1,s'} \rightarrow \mathcal{Z}_{1,s} \otimes \mathcal{P}_{1,s'} \rightarrow \mathcal{L}_{2,s-p} \otimes \mathcal{P}_{1,s'} \rightarrow 0,
\]

both of which split since \( \mathcal{L}_{1,s} \otimes \mathcal{P}_{1,s'} \) and \( \mathcal{L}_{2,s-p} \otimes \mathcal{P}_{1,s'} \) are projective in \( \mathcal{O}_c^0 \), imply that

\[
\mathcal{P}_{1,s} \otimes \mathcal{P}_{1,s'} \cong 2 \cdot (\mathcal{L}_{1,s} \otimes \mathcal{P}_{1,s'}) \oplus (\mathcal{L}_{2,s-p} \otimes \mathcal{P}_{1,s'}).
\]
Thus by (6.8),
\[
P_{1,s} \boxtimes P_{1,s'} \cong 2 \left( \begin{array}{c}
\min(s+s'-1,p) \\
\ell = |s-s'|+1 \\
\ell + s + s' \equiv 1 \pmod{2} \\
\min(p-s-s'-1,p) \\
\ell = |p-s-s'|+1 \\
\ell + p + s + s' \equiv 1 \pmod{2} \\
\end{array} \right) \begin{array}{c}
\overset{p}{P_{1,\ell}} \oplus \\
\overset{p}{P_{2,\ell}} \\
\overset{p}{P_{3,\ell}} \\
\end{array} \begin{array}{c}
P_{1,\ell} \oplus \\
P_{2,\ell} \\
\end{array} \begin{array}{c}
P_{1,\ell} \oplus \\
P_{2,\ell} \\
\end{array} \begin{array}{c}
P_{2,\ell} \\
\overset{p}{P_{3,\ell}} \\
\end{array} \begin{array}{c}
P_{1,\ell} \oplus \\
P_{2,\ell} \\
\end{array} \begin{array}{c}
P_{1,\ell} \oplus \\
P_{2,\ell} \end{array} \right).
\]

We now get (6.9) by tensoring this expression with \( \mathcal{L}_{r,1} \boxtimes \mathcal{L}_{r',1} \) as before.

**Remark 6.3.** The fusion rules for irreducible \( V_c \)-modules in \( \mathcal{O}_c \) follow from the tensor product formula (6.7): For \( r, r', r'' \geq 1 \) and \( 1 \leq s, s', s'' \leq p \),
\[
\dim \text{Hom}_{V_c}( \mathcal{L}_{r,s} \boxtimes \mathcal{L}_{r',s'}, \mathcal{L}_{r'',s''} ) \leq 1,
\]
with equality if and only if
\[
r'' = \{ r + r' - 1, r + r' - 3, \ldots, |r - r'| + 1 \}
\]
and
\[
s'' = \{ s + s' - 1, s + s' - 3, \ldots, |s - s'| + 1 \}
\]
(with \( s'' \leq p \) also). This agrees with [Lin, Theorem 2.3], but note that the fusion rule result of [Lin] does not distinguish between \( \mathcal{L}_{r'',s''} \) or \( \mathcal{P}_{r'',s''} \) appearing as a summand of \( \mathcal{L}_{r,s} \boxtimes \mathcal{L}_{r',s'} \).

### 6.2. Semisimplification

**Theorem 6.2.** Theorem 6.2 shows that the full subcategory \( \mathcal{O}'_c \subseteq \mathcal{O}_c \) whose objects are finite direct sums of modules \( \mathcal{L}_{r,s} \) and \( \mathcal{P}_{r,s} \) for \( r \geq 1, 1 \leq s \leq p \) is an additive monoidal subcategory of \( \mathcal{O}_c \) (but it is not abelian since it is not closed under submodules and quotients). Since the modules \( \mathcal{L}_{r,s} \) and \( \mathcal{P}_{r,s} \) are all self-dual, \( \mathcal{O}'_c \) is a ribbon category, and thus we can define its semisimplification \( \overline{\mathcal{O}}_c \) as usual to be the quotient of \( \mathcal{O}'_c \) by the tensor ideal of negligible morphisms. Recall (see for example [BK, Definition 3.3.16]) that \( f : \mathcal{W}_1 \rightarrow \mathcal{W}_2 \) in \( \mathcal{O}'_c \) is negligible if the categorical trace \( \text{Tr}_{\mathcal{O}'_c} f \circ g \) vanishes for all morphisms \( g : \mathcal{W}_2 \rightarrow \mathcal{W}_1 \). Moreover, an object \( \mathcal{W} \) in \( \mathcal{O}'_c \) is negligible if \( \text{Id}_{\mathcal{W}} \) is negligible; such objects are isomorphic to 0 in the semisimplification \( \overline{\mathcal{O}}_c \).

**Lemma 6.4.** An irreducible module \( \mathcal{L}_{r,s} \) is negligible in \( \mathcal{O}'_c \) if and only if \( s = p \). Moreover, all projective modules \( \mathcal{P}_{r,s} \) are negligible.

**Proof.** Since \( \mathcal{L}_{r,s} \) is irreducible, \( \text{End}_{\mathcal{O}_c}(\mathcal{L}_{r,s}) = \mathbb{C} \cdot \text{Id}_{\mathcal{L}_{r,s}} \) and thus \( \mathcal{L}_{r,s} \) is negligible if and only if its categorical dimension \( \text{Tr}_{\mathcal{O}_c} \text{Id}_{\mathcal{L}_{r,s}} \) vanishes. Then (4.12) shows that \( \dim_{\mathcal{O}_c} \mathcal{L}_{r,s} = 0 \) if and only if \( s = p \). For the projective modules, the definitions and constructions in Sections 4.2 and 5.2 show that every \( \mathcal{P}_{r,s} \) is in the tensor ideal generated by the modules \( \mathcal{L}_{r,p} \). Since negligible morphisms are a tensor ideal containing all \( \text{Id}_{\mathcal{L}_{r,p}} \), each \( \mathcal{P}_{r,s} \) is negligible. \( \square \)
Corollary 6.5. The category $\overline{O}_c$ is a semisimple abelian category with simple objects $L_{r,s}$ for $r \geq 1$ and $1 \leq s \leq p-1$.

Since negligible morphisms form a tensor ideal, the semisimplification $\overline{O}_c$ is also a (ribbon) tensor category. Tensor products of simple objects in $\overline{O}_c$ follow from Theorem 6.2(1):

Proposition 6.6. Simple objects in $\overline{O}_c$ have the following tensor products:

$$ L_{r,s} \otimes L_{r',s'} \cong \bigoplus_{k=|p-r'|+1}^{r+r'-1} \bigoplus_{k+r+r' \equiv 1 \pmod{2}} \bigoplus_{\ell=|s-s'|+1}^{\min(s+s'-1,2p-1-s-s')} L_{k,\ell} $$

for $r, r' \geq 1$ and $1 \leq s, s' \leq p-1$.

From this proposition, we see that as an abelian category, $\overline{O}_c$ decomposes as the Deligne product of two tensor subcategories. First, the modules $L_{r,1}$ are the simple objects of a tensor subcategory which we denote by $O^L_c$. As discussed in the proof of Theorem 4.3 (see also [ACGY, Corollary 14]), $O^L_c$ is braided tensor equivalent to an abelian 3-cocycle twist of Rep $SU(2)$ (or Rep $\mathfrak{sl}_2$). This same cocycle twist of Rep $\mathfrak{sl}_2$ is also braided tensor equivalent to the Kazhdan-Lusztig category $KL_{-2+1/p}(\mathfrak{sl}_2)$ of modules for the simple affine vertex operator algebra $L_{-2+1/p}(\mathfrak{sl}_2)$ at level $-2+\frac{1}{p}$ [ACGY, Corollary 9]. Thus $O^L_c$ is braided tensor equivalent to $KL_{-2+1/p}(\mathfrak{sl}_2)$, although they have different ribbon twists because the conformal weights of $L_{2,1}$ differ from those of the corresponding simple $L_{-2+1/p}(\mathfrak{sl}_2)$-module.

Secondly, although the modules $L_{1,s}$ for $1 \leq s \leq p-1$ do not form the simple objects of a tensor subcategory of $O_c$, they do in the semisimple quotient $\overline{O}_c$. We denote by $O^R_c$ the subcategory generated by $L_{1,s}$ for $1 \leq s \leq p-1$. Then the $r = r' = 1$ case of Proposition 6.6 yields precisely the Frenkel-Zhu fusion rules [FZ1] for the simple affine vertex operator algebra $L_{-2+p}(\mathfrak{sl}_2)$, under the identification of $L_{1,s}$ with the simple $L_{-2+p}(\mathfrak{sl}_2)$-module induced from the $s$-dimensional simple $\mathfrak{sl}_2$-module. We can actually prove a stronger relationship:

Proposition 6.7. The subcategory $O^R_c$ is tensor equivalent to the category $KL_{-2+p}(\mathfrak{sl}_2)$ of modules for the simple affine vertex operator algebra $L_{-2+p}(\mathfrak{sl}_2)$.

Proof. From [Fi], the category $KL_{-2+p}(\mathfrak{sl}_2)$ is equivalent (as modular tensor categories) to the semisimplification of the category of tilting modules for the Lusztig quantum group $U_q(\mathfrak{sl}_2)$ at $q = e^{\pi i/p}$ [AP]. We denote this category by $C(q, \mathfrak{sl}_2)$.

Proposition 6.6 shows that the Grothendieck rings of the categories $O^R_c$ and $C(q, \mathfrak{sl}_2)$ are isomorphic under the map $[L_{1,s}] \rightarrow [V_{s-1}]$, with $V_{s-1}$ the $s$-dimensional irreducible representation of $U_q(\mathfrak{sl}_2)$, then by [KW, Theorem A2], $O^R_c$ is tensor equivalent to $C(q, \mathfrak{sl}_2)^\tau$, where $\tau$ is a primitive root of unity of order $p$ (unique up to $\tilde{q}^2 \rightarrow \tilde{q}^{-2}$) and $\tau$ denotes modification of the associativity isomorphisms in $C(q, \mathfrak{sl}_2)$ by a 3-cocycle on $\mathbb{Z}/2\mathbb{Z}$. Up to coboundaries, there is only one non-trivial 3-cocycle $\tau$ on $\mathbb{Z}/2\mathbb{Z}$; it modifies the usual associativity isomorphism $V_1 \otimes (V_1 \otimes V_1) \rightarrow (V_1 \otimes V_1) \otimes V_1$ in $C(q, \mathfrak{sl}_2)$ by a sign.

The tensor categories $C(q, \mathfrak{sl}_2)$ for various 2pth roots of unity can be distinguished using the evaluation $e_{V_1} : V_1^* \otimes V_1 \rightarrow \mathbb{C}$ and coevaluation $i_{V_1} : \mathbb{C} \rightarrow V_1 \otimes V_1^*$ (see for example [EGNO, Exercise 8.18.8]). Specifically, if we identify $V_1 = V_1^* = V_1^{**}$, then $e_{V_1} \circ i_{V_1} \in \mathbb{C}$ is an invariant of the tensor category structure on $C(q, \mathfrak{sl}_2)$, and in fact

$$ e_{V_1} \circ i_{V_1} = -\tilde{q} - \tilde{q}^{-1}.$$
If \( \tau \) is the non-trivial 3-cocycle on \( \mathbb{Z}/2\mathbb{Z} \), then \( \epsilon_{V_1} \circ i_{V_1} = \tilde{q} + \tilde{q}^{-1} \) in \( C(\tilde{q}, \mathfrak{sl}_2)^{\tau} \), since modification of \( A_{V_1,V_1,V_1} \) by a sign means that either \( \epsilon_{V_1} \) or \( i_{V_1} \) should be modified by a sign to get rigidity.

For our tensor category \( \mathcal{O}_c^R \), we showed in (4.6) that
\[
\epsilon_{\mathcal{L}_{1,2}} \circ i_{\mathcal{L}_{1,2}} = -2 \cos(\pi/p) = -\frac{\sin(2\pi/p)}{\sin(\pi/p)} = -\frac{e^{2\pi i/p} - e^{-2\pi i/p}}{e^{\pi i/p} - e^{-\pi i/p}} = -e^{\pi i/p} - e^{-\pi i/p}.
\]
Comparing with (6.11), we see that \( \mathcal{O}_c^R \) must be tensor equivalent to either \( C(q, \mathfrak{sl}_2) \) or \( C(-q, \mathfrak{sl}_2)^{\tau} \). But these two quantum group categories are equivalent to each other: Since \( \pm q \) square to the same primitive \( p \)-th root of unity, [KW] implies that \( C(q, \mathfrak{sl}_2) \) is tensor equivalent to a 3-cocycle twist of \( C(-q, \mathfrak{sl}_2) \), and this cocycle has to be the non-trivial one because \( C(q, \mathfrak{sl}_2) \) and \( C(-q, \mathfrak{sl}_2) \) are not tensor equivalent. We conclude that \( \mathcal{O}_c^R \) is tensor equivalent to \( C(q, \mathfrak{sl}_2) \), and thus also to the tensor category of \( L_{-2+p}(\mathfrak{sl}_2) \)-modules. \( \square \)

**Remark 6.8.** The appearance of affine \( \mathfrak{sl}_2 \) tensor categories in the semisimplification of \( \mathcal{O}_c \) is not surprising because the Virasoro algebra at central charge \( 13 - 6p - 6p^{-1} \) is the quantum Drinfeld-Sokolov reduction \([FFr]\) of both universal affine vertex operator algebras \( V_{-2+1/p}(\mathfrak{sl}_2) \) and \( V_{-2+2+p}(\mathfrak{sl}_2) \) (see also \([FB, \text{ Chapter 15}]\)).

**Remark 6.9.** As a braided tensor category, \( \mathcal{O}_c \) is not quite the Deligne product of \( \mathcal{O}_c^L \) and \( \mathcal{O}_c^R \), since these two subcategories do not quite centralize each other. Indeed, the balancing equation for monodromies implies
\[
R_{\mathcal{L}_{1,1},\mathcal{L}_{1,s}}^2 = \theta_{\mathcal{L}_{r,s}} \circ (\theta_{\mathcal{L}_{r,1}}^{-1} \boxtimes \theta_{\mathcal{L}_{1,s}}^{-1}) = e^{2\pi i(h_{r,s} - h_{r,1} - h_{1,s})} = e^{\pi i(r+s-rs-1)},
\]
which is not trivial if \( r, s \in 2\mathbb{Z} \).

### 7. On the representation theory of triplet vertex operator algebras

In this section, we show how to obtain basic results in the representation theory of triplet vertex operator algebras using extension theory \([HKL, \text{ CKM, CMY1}]\) applied to the Virasoro category \( \mathcal{O}_c^0 \). We have already used the vertex operator algebra embedding \( V_c \subseteq \mathcal{W}(p) \) in Section 4.2, where \( c = 13 - 6p - 6p^{-1} \) for \( p > 1 \) an integer. Since the triplet algebra \( \mathcal{W}(p) \) is \( C_2 \)-cofinite \([AM2]\), every grading-restricted generalized \( \mathcal{W}(p) \)-module has finite length, the category \( \mathcal{C}_{\mathcal{W}(p)} \) of grading-restricted generalized \( \mathcal{W}(p) \)-modules has the vertex algebraic braided tensor category structure of \([HLZ8]\), and every irreducible \( \mathcal{W}(p) \)-module has a projective cover in \( \mathcal{C}_{\mathcal{W}(p)} \) \([Hu3]\). Two of these projective covers were constructed explicitly in \([AM3]\), and the remaining ones were obtained in \([NT]\). Fusion rules and rigidity of \( \mathcal{C}_{\mathcal{W}(p)} \) were established in \([TW]\). We now rederive these results as a straightforward consequence of the braided tensor category structure on \( \mathcal{O}_c^0 \); we would especially like to emphasize that our tensor-categorical approach provides an alternative to the technical projective cover constructions in \([NT]\).

To begin, we recall that \( \mathcal{W}(p) \) has \( 2p \) distinct irreducible modules labeled \( \mathcal{W}_{r,s} \) for \( r = 1, 2 \) and \( 1 \leq s \leq p \), with \( \mathcal{W}_{1,1} \) isomorphic to \( \mathcal{W}(p) \) itself. As \( V_c \)-modules,
\[
(7.1) \quad \mathcal{W}_{r,s} \cong \bigoplus_{n=0}^{\infty} (2n + r) \cdot \mathcal{L}_{2n+r,s}.
\]
This means that every irreducible \( \mathcal{W}(p) \)-module is an object in the direct limit completion \( \text{Ind}(\mathcal{O}_c) \), which consists of all generalized \( V_c \)-modules that are unions of their \( C_1 \)-cofinite submodules. As shown in \([CMY1]\), \( \text{Ind}(\mathcal{O}_c) \) has the vertex algebraic braided tensor category
structure of [HLZ8], and thus $\mathcal{W}(p)$ is a commutative algebra object in $\text{Ind}(\mathcal{O}_c)$ [HKL]. We can then define $\text{Rep}^0\mathcal{W}(p)$ to be the category of generalized $\mathcal{W}(p)$-modules which, as $V_c$-modules, are objects of $\text{Ind}(\mathcal{O}_c)$. This category also has the vertex algebraic braided tensor category structure of [HLZ8] (see [CKM, Theorem 3.65] and [CMY1, Theorem 7.7]). From Proposition 3.1.3 and Remark 3.1.4 of [CMY2], $\mathcal{C}_{W(p)}$ is a subcategory of $\text{Rep}^0\mathcal{W}(p)$; since $\mathcal{C}_{W(p)}$ also has braided tensor category structure, it is a tensor subcategory of $\text{Rep}^0\mathcal{W}(p)$.

We also have the category $\text{Rep}\mathcal{W}(p)$ of not-necessarily-local $\mathcal{W}(p)$-modules which, as $V_c$-modules, are objects of $\text{Ind}(\mathcal{O}_c)$. There is an induction tensor functor

$$F : \mathcal{O}_c \to \text{Rep}\mathcal{W}(p)$$

$$\mathcal{W} \mapsto \mathcal{W}(p) \boxtimes \mathcal{W}$$

$$f \mapsto \text{Id}_{\mathcal{W}(p)} \boxtimes f.$$ 

Since the modules $\mathcal{L}_{2n+1,1}$ appearing in the decomposition of $\mathcal{W}(p)$ as a $V_c$-module are rigid, induction is an exact functor (see the similar [CMY2, Proposition 3.2.2] and its proof). Moreover, induction satisfies Frobenius reciprocity: if we use $G : \text{Rep}^0\mathcal{W}(p) \to \text{Ind}(\mathcal{O}_c)$ to denote the forgetful functor, then

$$\text{Hom}_{\text{Rep}\mathcal{W}(p)}(F(\mathcal{W}), \mathcal{X}) \cong \text{Hom}_{\mathcal{O}_c}(\mathcal{W}, G(\mathcal{X}))$$

for objects $\mathcal{W}$ in $\mathcal{O}_c$ and $\mathcal{X}$ in $\text{Rep}\mathcal{W}(p)$.

**Lemma 7.1.** Induction restricts to a functor $F : \mathcal{O}_c^0 \to \mathcal{C}_{W(p)}$.

**Proof.** From the $r = s = 1$ case of (7.1) and naturality of the braiding,

$$\mathcal{R}_{\mathcal{W}, \mathcal{W}(p)} \circ \mathcal{R}_{\mathcal{W}(p), \mathcal{W}} = \bigoplus_{n=0}^{\infty} (2n+1) \cdot \mathcal{R}_{\mathcal{W}, \mathcal{L}_{2n+1} \circ \mathcal{L}_{2n+1}, \mathcal{W}}$$

$$= \bigoplus_{n=0}^{\infty} (2n+1) \cdot \text{Id}_{\mathcal{L}_{2n+1} \boxtimes \mathcal{W}} = \text{Id}_{\mathcal{W}(p) \boxtimes \mathcal{W}}$$

if $\mathcal{W}$ is in $\mathcal{O}_c$. Then [CKM, Theorem 2.65] implies $F(\mathcal{W})$ is an object of $\text{Rep}^0\mathcal{W}(p)$. Also, finite-length modules in $\mathcal{O}_c$ induce to finite-length modules in $\text{Rep}\mathcal{W}(p)$ because induction is exact. In particular, modules in $\mathcal{O}_c^0$ induce to finite-length modules in $\text{Rep}^0\mathcal{W}(p)$, which are necessarily grading restricted and thus are in $\mathcal{C}_{W(p)}$. □

**Remark 7.2.** Our definition of $\mathcal{O}_c^0$ was chosen so that $\mathcal{O}_c^0$ is precisely the subcategory of modules in $\mathcal{O}_c$ that induce to local $\mathcal{W}(p)$-modules (in $\text{Rep}^0\mathcal{W}(p)$).

We now compute the inductions of simple $V_c$-modules. First we need the following lemma, which is just basic algebra:

**Lemma 7.3.** Suppose $\mathcal{X}$ is an object of $\text{Rep}\mathcal{W}(p)$ and $\mathcal{W}$ is an irreducible $\mathcal{W}(p)$-module such that $\dim \text{Hom}_{\mathcal{W}(p)}(\mathcal{X}, \mathcal{W}) < \infty$. Then there is a surjective $\mathcal{W}(p)$-homomorphism $\mathcal{X} \to \text{Hom}_{\mathcal{W}(p)}(\mathcal{X}, \mathcal{W})^* \otimes \mathcal{W}$.

**Proof.** Let $\{f_i\}_{i=1}^l$ be a basis of $\text{Hom}_{\mathcal{W}(p)}(\mathcal{X}, \mathcal{W})$ and let $\{f_i^*\}_{i=1}^l$ be the corresponding dual basis of $\text{Hom}_{\mathcal{W}(p)}(\mathcal{X}, \mathcal{W})^*$. Then we have the $\mathcal{W}(p)$-homomorphism

$$F : \mathcal{X} \to \text{Hom}_{\mathcal{W}(p)}(\mathcal{X}, \mathcal{W})^* \otimes \mathcal{W}$$

$$b \mapsto \sum_{i=1}^l f_i^* \otimes f_i(b).$$
To show that $F$ is surjective, note that the cokernel $\text{Coker } F = \text{Hom}_{W(p)}(\mathcal{X}, W)^* \otimes W / \text{Im } F$ is isomorphic to a finite direct sum of copies of $W$ (since $W$ is irreducible), so $F$ is surjective if and only if $\text{Hom}_{W(p)}(\text{Coker } F, W) = 0$.

Thus suppose $g \in \text{Hom}_{W(p)}(\text{Coker } F, W)$; it is enough to show that $g \circ q = 0$, where $q : \text{Hom}_{W(p)}(\mathcal{X}, W)^* \otimes W \rightarrow \text{Coker } F$ is the natural quotient map. Now, because $W$ is irreducible, there is a linear isomorphism $\text{Hom}_{W(p)}(\mathcal{X}, W) \rightarrow \text{Hom}_{W(p)}(\text{Hom}_{W(p)}(\mathcal{X}, W)^* \otimes W, W)$, that is, $\forall f \in \text{Hom}_{W(p)}(\mathcal{X}, W)$.

To show that $F$ is surjective, note that the cokernel $C\text{oker } F$, the multiplicity of $\text{Coker } F$, and moreover, $g \circ q$ annihilates $\text{Im } F$. In other words,

$$0 = (g \circ q)(F(b)) = \sum_{i=1}^{l} (g \circ q)(f_i^* \otimes f_i(b)) = \sum_{i=1}^{l} \langle f_i^*, f_i \rangle f_i(b) = f(b)$$

for all $b \in \mathcal{X}$. Thus $f = 0$ and therefore $g \circ q = 0$ as well, proving $F$ is surjective. \hfill $\Box$

**Proposition 7.4.** For $r \geq 1$ and $1 \leq s \leq p$,

$$F(\mathcal{L}_{r,s}) \cong r \cdot \mathcal{W}_{r,s},$$

where $\cdot$ denotes the direct sum of $r$ copies and $\bar{r} = 1$ or $2$ according as $r$ is even or odd.

**Proof.** By Frobenius reciprocity,

$$\dim \text{Hom}_{W(p)}(F(\mathcal{L}_{r,s}), \mathcal{W}_{r,s}) = \dim \text{Hom}_{V_c}(\mathcal{L}_{r,s}, G(\mathcal{W}_{r,s})) = r,$$

so by the preceding lemma, there is a surjective homomorphism $F : F(\mathcal{L}_{r,s}) \rightarrow r \cdot \mathcal{W}_{r,s}$. To show that $F$ is also injective, it is enough to show that $F(\mathcal{L}_{r,s})$ and $r \cdot \mathcal{W}_{r,s}$ are isomorphic as grading-restricted $V_c$-modules, since then they will have the same graded dimension. Indeed, using the fusion rules of Theorems 4.3 and 4.6,

$$G(F(\mathcal{L}_{r,s}))) \cong \bigoplus_{n=0}^{\infty} (2n + 1) \cdot (\mathcal{L}_{2n+1,1} \boxtimes \mathcal{L}_{r,s})$$

$$\cong \bigoplus_{n=0}^{\infty} \bigoplus_{k=0}^{\min(r-1,2n)} (2n + 1) \cdot \mathcal{L}_{2n+r-2k,s}.$$

For any $m \in \mathbb{N}$, we need to determine the multiplicity of $\mathcal{L}_{2m+r,s}$ in this direct sum: we get $2n + 1$ copies of $\mathcal{L}_{2m+r}$ for each $k = n - m + \frac{r-\bar{r}}{2}$ such that

$$0 \leq n - m + \frac{r-\bar{r}}{2} \leq \min(r-1,2n),$$

that is,

$$\left| m - \frac{r - \bar{r}}{2} \right| \leq n \leq m + \frac{r + \bar{r}}{2}.$$

Thus for $m \leq \frac{r-\bar{r}}{2}$, the multiplicity of $\mathcal{L}_{2m+r,s}$ is

$$\sum_{i=0}^{2m+r-1} \left[ 2 \left( -m + \frac{r - \bar{r}}{2} + i \right) + 1 \right] = (2m + \bar{r})(-2m + r - \bar{r} + 1) + 2 \cdot \frac{(2m + \bar{r} - 1)(2m + \bar{r})}{2} = r \cdot (2m + \bar{r}),$$
while for \( m \geq \frac{r - \bar{r}}{2} \), the multiplicity of \( \mathcal{L}_{2m + r, s} \) is

\[
\sum_{i=0}^{r-1} \left[ 2 \left( m - \frac{r - \bar{r}}{2} + i \right) + 1 \right] = r \cdot (2m - r + \bar{r} + 1) + 2 \cdot \frac{(r - 1)r}{2} = r \cdot (2m + \bar{r}).
\]

We conclude that

\[
\mathcal{G}(\mathcal{F}(\mathcal{L}_{r,s})) \cong r \cdot \bigoplus_{m=0}^{\infty} (2m + \bar{r}) \cdot \mathcal{L}_{2m + \bar{r}, s} \cong \mathcal{G}(r \cdot \mathcal{W}_{r,s})
\]
as required, where the last isomorphism comes from (7.1).

Now we use Proposition 7.4 together with the fusion rules (4.10) and (4.11) for irreducible \( V_c \)-modules to determine fusion rules of irreducible \( \mathcal{W}(p) \)-modules, previously proved in [TW]:

**Theorem 7.5.**

1. The module \( \mathcal{W}_{2,1} \) is a self-dual simple current with

\[
\mathcal{W}_{2,1} \boxtimes \mathcal{W}_{r,s} \cong \mathcal{W}_{3-r,s}
\]

for \( r = 1, 2 \) and \( 1 \leq s \leq p \).

2. The module \( \mathcal{W}_{1,2} \) has fusion rules

\[
\mathcal{W}_{1,2} \boxtimes \mathcal{W}_{r,s} \cong \begin{cases} 
\mathcal{W}_{r,2} & \text{if } s = 1 \\
\mathcal{W}_{r,s-1} \oplus \mathcal{W}_{r,s+1} & \text{if } 2 \leq s \leq p - 1
\end{cases}
\]

for \( r = 1, 2 \) and \( 1 \leq s \leq p - 1 \).

**Proof.** We use the fact that induction is a monoidal functor. For (7.3), we have

\[
2r \cdot (\mathcal{W}_{2,1} \boxtimes \mathcal{W}_{r,s}) \cong \mathcal{F}(\mathcal{L}_{2,1}) \boxtimes \mathcal{F}(\mathcal{L}_{r,s}) \cong \mathcal{F}(\mathcal{L}_{2,1} \boxtimes \mathcal{L}_{r,s})
\]

\[
\cong \begin{cases} 
\mathcal{F}(\mathcal{L}_{2,s}) & \text{if } r = 1 \\
\mathcal{F}(\mathcal{L}_{1,s}) \oplus \mathcal{F}(\mathcal{L}_{3,s}) & \text{if } r = 2
\end{cases}
\]

\[
\cong \begin{cases} 
2 \cdot \mathcal{W}_{2,s} & \text{if } r = 1 \\
(1 + 3) \cdot \mathcal{W}_{1,s} & \text{if } r = 2
\end{cases} \cong 2r \cdot \mathcal{W}_{3-r,s}.
\]

From this we see that \( \mathcal{W}_{3-r,s} \) can be the only composition factor of \( \mathcal{W}_{2,1} \boxtimes \mathcal{W}_{r,s} \), occurring with multiplicity 1. The proof of (7.4), using (4.11), is similar.

The category \( \mathcal{C}_{\mathcal{W}(p)} \) also inherits rigidity from \( \mathcal{O}_c^0 \).

**Theorem 7.6.** The category \( \mathcal{C}_{\mathcal{W}(p)} \) is rigid.

**Proof.** Since \( \mathcal{C}_{\mathcal{W}(p)} \) is the category of finite-length \( \mathcal{W}(p) \)-modules, it is closed under contragredients and [CMY2, Theorem 4.4.1] implies that it is enough to prove that simple \( \mathcal{W}(p) \)-modules are rigid. But this holds because by Proposition 7.4, every simple \( \mathcal{W}(p) \)-module is a summand of the induction of a rigid \( V_c \)-module (see for example [KO, Lemma 1.16], [EGNO, Exercise 2.10.6], or [CKM, Proposition 2.77]).

Next, we use our results on projective objects in \( \mathcal{O}_c^0 \) together with induction to obtain all projective covers of simple modules in \( \mathcal{C}_{\mathcal{W}(p)} \); these modules have been constructed previously in [AM3, NT]. The following lemma is [ACKR, Theorem 17] and [CMY3, Lemma 5.0.3]; it can be proved using Frobenius reciprocity:

**Lemma 7.7.** If \( \mathcal{P} \) is projective in \( \mathcal{O}_c^0 \), then \( \mathcal{F}(\mathcal{P}) \) is projective in \( \mathcal{C}_{\mathcal{W}(p)} \). In particular, the simple modules \( \mathcal{W}_{r,p} \) are projective for \( r = 1, 2 \).
The projective cover of $W_{1,s}$ for $1 \leq s \leq p$ turns out to be $\mathcal{F}(\mathcal{P}_{1,s})$:

**Proposition 7.8.** For $1 \leq s \leq p - 1$, the module $\mathcal{R}_{1,s} = \mathcal{F}(\mathcal{P}_{1,s})$ is a projective cover of $W_{1,s}$ in $\mathcal{C}_{W(p)}$ with Loewy diagram

\[
\begin{array}{ccc}
W_{1,s} & \rightarrow & W_{2,p-s} \\
\mathcal{R}_{1,s} : & & \\
& \leftarrow & W_{2,p-s}
\end{array}
\]

**Proof.** Recall from Theorem 5.7 that $\mathcal{P}_{1,s}$ has Loewy diagram

\[
\begin{array}{ccc}
\mathcal{L}_{1,s} & \rightarrow & \mathcal{P}_{1,s} \\
\mathcal{P}_{1,s} : & & \mathcal{L}_{2,p-s} \\
& \leftarrow & \mathcal{L}_{1,s}
\end{array}
\]

Applying the exact functor $\mathcal{F}$ to $\mathcal{P}_{1,s}$ and using (7.2), we see that $W_{1,s}$ and $W_{2,p-s}$ are the only composition factors of $\mathcal{R}_{1,s}$, both occurring with multiplicity 2. We also see that $W_{1,s}$ is a submodule of $\mathcal{R}_{1,s}$, and there is a surjective $W(p)$-module map $\mathcal{R}_{1,s} \rightarrow W_{1,s}$.

To determine the Loewy diagram of $\mathcal{R}_{1,s}$, we first note that the fusion rules (6.1) and the decomposition (7.1) implies that $G(\mathcal{R}_{1,s}) \cong \bigoplus_{n=0}^{\infty} (2n + 1) \cdot \mathcal{P}_{2n+1,s}$.

Then by Frobenius reciprocity,

$$
\dim \text{Hom}_{W(p)}(W_{1,s}, \mathcal{R}_{1,s}) = \dim \text{Hom}_{W(p)}(\mathcal{F}(\mathcal{L}_{1,s}), \mathcal{R}_{1,s}) = \dim \text{Hom}_{V_c} \left( \mathcal{L}_{1,s}, \bigoplus_{n=0}^{\infty} (2n + 1) \cdot \mathcal{P}_{2n+1,s} \right) = 1,
$$

while

$$
2 \cdot \dim \text{Hom}_{W(p)}(W_{2,p-s}, \mathcal{R}_{1,s}) = \dim \text{Hom}_{W(p)}(\mathcal{F}(\mathcal{L}_{2,p-s}), \mathcal{R}_{1,s}) = \dim \text{Hom}_{V_c} \left( \mathcal{L}_{2,p-s}, \bigoplus_{n=0}^{\infty} (2n + 1) \cdot \mathcal{P}_{2n+1,s} \right) = 0.
$$

From these, we see that $\text{Soc}(\mathcal{R}_{1,s}) = W_{1,s}$.

Next, if we apply the exact functor $\mathcal{F}$ to the exact sequence

$$
0 \rightarrow \mathcal{L}_{2,p-s} \rightarrow \mathcal{P}_{1,s}/\mathcal{L}_{1,s} \rightarrow \mathcal{L}_{1,s} \rightarrow 0,
$$

we get the exact sequence

$$
0 \rightarrow 2 \cdot W_{2,p-s} \rightarrow \mathcal{R}_{1,s}/W_{1,s} \rightarrow W_{1,s} \rightarrow 0.
$$
This sequence does not split because by exactness of induction and Frobenius reciprocity,

\[
\text{Hom}_{W(p)}(R_{1,s}/W_{1,s}, W_{2,p-s}) \cong \text{Hom}_{W(p)}(\mathcal{F}(P_{1,s}/L_{1,s}), W_{2,p-s})
\]

\[
\cong \text{Hom}_{V_c} \left( P_{1,s}/L_{1,s}, \bigoplus_{n=0}^{\infty} (2n+2) \cdot L_{2n+2,p-s} \right) = 0.
\]

Consequently, \(\text{Soc}(R_{1,s}/W_{1,s}) = 2 \cdot W_{2,p-s}\), and we have verified the row structure of the Loewy diagram for \(R_{1,s}\). Moreover, all four length-2 subquotients indicated in the Loewy diagram for \(R_{1,s}\) are indecomposable because

\[
\text{Hom}_{W(p)}(W_{2,p-s}, R_{1,s}) = \text{Hom}_{W(p)}(R_{1,s}, W_{2,p-s}) = 0.
\]

This completes the verification of the Loewy diagram in the proposition.

Now \(R_{1,s}\) is projective in \(\mathcal{C}_{W(p)}\) by Lemma 7.7, and the same argument as in the proof of Proposition 5.5 shows that it is a projective cover of \(W_{1,s}\).

Next, define \(R_{2,s} = W_{2,1} \boxtimes R_{1,s}\). Since \(W_{2,1}\) is a simple current, [CKLR, Proposition 2.5] shows that \(R_{2,s}\) is an indecomposable projective module whose Loewy diagram is obtained by replacing each composition factor of \(R_{1,s}\) with its fusion product with \(W_{2,1}\):

**Proposition 7.9.** For each \(1 \leq s \leq p - 1\), the module \(R_{2,s}\) is a projective cover of \(W_{2,s}\) in \(\mathcal{C}_{W(p)}\) with Loewy diagram

\[
R_{2,s} : \quad W_{2,s} \quad \xrightarrow{\alpha} \quad W_{1,p-s} \quad \xrightarrow{\beta} \quad W_{1,p-s} \quad \xrightarrow{\gamma} \quad W_{2,s}
\]

Finally, we find the fusion products of \(W_{1,2}\) and \(W_{2,1}\) with the projective covers (see [TW, Proposition 38] where, however, the slightly different formula in the \(p = 2\) case is omitted):

**Proposition 7.10.** For \(r = 1, 2\),

\[
W_{2,1} \boxtimes R_{r,s} \cong R_{3-r,s},
\]

\[
W_{1,2} \boxtimes R_{r,s} \cong \begin{cases} R_{r,2} \oplus 2 \cdot R_{3-r,p} & \text{if } s = 1 \\ R_{r,s-1} \oplus R_{r,s+1} & \text{if } 2 \leq s \leq p - 2 \quad \text{if } p \geq 3, \\ R_{r,p-2} \oplus 2 \cdot R_{r,p} & \text{if } s = p - 1 \end{cases}
\]

\[
W_{1,2} \boxtimes R_{r,1} \cong 2 \cdot R_{r,2} \oplus 2 \cdot R_{3-r,2} \quad \text{if } p = 2.
\]

*Proof.* The \(r = 1\) case of (7.5) is the definition of \(R_{2,s}\), and then the \(r = 2\) case follows using \(W_{2,1} \boxtimes W_{2,1} \cong W_{1,1}\).

The \(r = 1\) cases of (7.6) and (7.7) follow from

\[
W_{1,2} \boxtimes R_{1,s} \cong \mathcal{F}(L_{1,2}) \boxtimes \mathcal{F}(P_{1,s}) \cong \mathcal{F}(L_{1,2} \boxtimes P_{1,s})
\]

together with (6.2), (6.3), and the formula

\[
\mathcal{F}(P_{2,s}) \cong \mathcal{F}(L_{2,1} \boxtimes P_{1,s}) \cong 2 \cdot (W_{2,1} \boxtimes R_{1,s}) \cong 2 \cdot R_{2,s}.
\]

Then the \(r = 2\) cases follow by tensoring the \(r = 1\) cases with \(W_{2,1}\) and applying (7.5). □
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