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Abstract

The binary signed-digit representation of integers is used for efficient computation in various settings. The Stern polynomial is a polynomial extension of the well-studied Stern diatomic sequence, and has itself been investigated in some depth. In this paper, we show previously unknown connections between BSD representations and the Stern polynomial.

We derive a weight-distribution theorem for \( i \)-bit BSD representations of an integer \( n \) in terms of the coefficients and degrees of the terms of the Stern polynomial of \( 2^i - n \).

We then show new recursions on Stern polynomials, and from these and the weight-distribution theorem obtain similar BSD recursions and a fast \( O(n) \) algorithm that calculates the number and number of 0s of the optimal BSD representations of all of the integers of NAF-bitslength \( \log(n) \) at once, which then may be compared.
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1 Introduction

Integers may be represented in binary signed-digit (BSD) representation, in which each integer is represented in terms of sums or differences of distinct powers of 2 [17, 2, 16]. BSD representations of an integer are not unique; there are an infinite number of such
representations for any integer using an arbitrary number of bits, and of course, a finite number for a fixed number of bits.

The number of such representations of an integer is of interest, as is the number of representations having a maximal number of 0s, as these optimal representations may be used for efficient calculation [17, 2, 1], and in many other applications [10, 4, 8]. At times, it can be useful to have a choice of integers of a given length, each having many optimal representations, or optimal representations with many 0s, or both.

In [9], a correspondence was shown between the number of BSD representations of an integer and Stern’s diatomic sequence. We extend that work here, and examine the relationship of the related Stern polynomial [7] to the number of integer BSD representations, and in particular to optimal representations.

The first result of this paper is a weight-distribution theorem identifying the number of \(i\)-bit BSD representations of an integer \(n\) having weight \(i - \ell\) with the coefficient of the \(\ell^{th}\) term of the Stern polynomial of \(2^i - n\). This refines the result in [9], and is the basis for the rest of the paper.

As a consequence of this theorem, the number of \(i\)-bit optimal BSD representations of an integer \(n\) is the same as the leading coefficient of the Stern polynomial \(B_{2^i-n}\), and the number of 0s in an optimal representation of \(n\) is the degree of \(B_{2^i-n}\).

In an effort to express these Stern parameters more directly, we derive a simple recursion on the leading coefficients and degrees of Stern polynomials of integers. This recursion depends on a partition of \(I_k\), the interval of integers having non-adjacent form (NAF) of bitlength \(k\). \(I_k\) is partitioned into three subintervals \(A_k\), \(B_k\) and \(C_k\), as shown in Fig. 1. The leading coefficients and degrees of the Stern polynomials of integers in \(A_k\) and \(C_k\) are expressed in terms of those of \(I_{k-2}\) and those of \(B_k\) are expressed in terms of those of \(I_{k-1}\), in forward and reverse order. This is the second result of the paper.

The weight-distribution theorem is then applied to the recursion on Stern polynomials, and similar recursive formulas based on the partition are established for the number of optimal BSD representations of integers and for the weights of these optimal representations. This is the third result of the paper.

Finally, the simplicity of the recursions is illustrated with algorithms that calculate the number and number of 0s of the optimal BSD representations of all integers in \(I_k\). These algorithms are \(O(n)\), where \(n\) is the maximum integer calculated. Their advantage is that they permit comparison between all integers of a given NAF-length that have weights and number of optimal representations appropriate to the application in question.

2 The Stern polynomial

The Stern polynomial of \(n\), \(B_n(t)\), was introduced by Klavžar et al. in [7]. This polynomial is closely related to the Stern diatomic sequence. Among other things, Klavžar et al. show that \(B_n(1) = c(n)\), where \(c(n)\) is the \(n^{th}\) entry in the Stern sequence, and \(B_n(2) = n\).

Definition 1 (Stern polynomial). [7] Let \(n \in \mathbb{N}_0\). The Stern polynomial \(B_n(t)\) is defined
as follows:

\[ B_n(t) = \begin{cases} 
0 & \text{if } n = 0, \\
1 & \text{if } n = 1, \\
t \cdot B_m(t) & \text{if } n = 2m, \\
B_m(t) + B_{m+1}(t) & \text{if } n = 2m + 1. 
\end{cases} \]

For ease of notation, throughout the rest of this paper we will refer to \( B_n(t) \) simply as \( B_n \). We refer to the leading coefficient of \( B_n \) as \( \ell c(B_n) \), and to the degree of \( B_n \) as \( \deg(B_n) \).

Many papers have addressed aspects of the Stern polynomial. Ulas and Ulas discuss some of its arithmetic properties in [20] and Ulas continues this investigation in [19]. Schinzel investigates the factors of Stern polynomials in [14], and presents a formula for the leading coefficient of \( B_n(t) \) in terms of the binary representation of \( n \) in [15]. Dilcher and Tomkins continue the investigation into divisibility of Stern polynomials in [3].

The Stern polynomial and its associated properties are extremely useful in the study of BSD representations of integers. We discuss these applications throughout the rest of this paper.

\section{The weight distribution of the BSD representations of an integer}

As our first result, we derive a weight distribution of \( i \)-bit BSD representations of \( n \), in terms of the Stern polynomials \( B_{2^i - n}(t) \). This permits the application of the many prior results on the Stern polynomial to the study of BSD representations of integers.

The result given here is exact, so improves upon the upper bound given in [18] by Túma and Vábek for the number of \( i \)-bit BSD representations of an integer \( n \) of a given weight.

This derivation depends on a transform between the \( i \)-bit BSD representations of \( n \) and the \( i \)-bit hyperbinary representations of \( (2^i - 1 - n) \).

\textbf{Definition 2} (BSD representation of an integer). An integer \( n \) is in BSD representation when

\[ n = \sum_{j=0}^{i-1} b_j 2^j, \text{ where } b_j \in \{1, 0, -1\}. \]

\textbf{Definition 3} (Hyperbinary representation of an integer). [12] An integer \( n \) is in hyperbinary representation when

\[ n = \sum_{j=0}^{i-1} h_j 2^j, \text{ where } h_j \in \{0, 1, 2\}. \]

In [9], Monroe noted a correspondence between the BSD representations of \( n \) and the hyperbinary representations of \( 2^i - 1 - n \). This correspondence is restated here in Theorem 4.
Theorem 4. [9] \((b_{i-1} \cdots b_0)\) is an \(i\)-bit BSD representation of a non-negative integer \(n\) if and only if \(((1 - b_{i-1}) \cdots (1 - b_0))\) is an \(i\)-bit hyperbinary representation of \(2^i - 1 - n\).

As noted in [9], Theorem 4 gives the following transform between the digits of a BSD representation \((b_{i-1} \cdots b_0)\) of an integer \(n\) and the digits of the corresponding hyperbinary representation, \((h_{i-1} \cdots h_0)\) of \(2^i - 1 - n\).

\[
\begin{align*}
1 & \leftrightarrow 0, \\
0 & \leftrightarrow 1, \\
-1 & \leftrightarrow 2.
\end{align*}
\]  

(1)

Klavžar et al. [7] relate the coefficients of Stern polynomials to hyperbinary representations in the following theorem.

Theorem 5. [7] Let \(h_1(n, \ell)\) be the number of hyperbinary representations of \(n \in \mathbb{N}\) that have exactly \(\ell\) 1s. Then

\[
B_n = \sum_{\ell \geq 0} h_1(n - 1, \ell) \cdot t^\ell.
\]

Using Klavžar’s Theorem 5 and the transform in Equation (1), we obtain a weight distribution of the \(i\)-bit BSD representations of an integer \(n\) in terms of the Stern polynomial of \(2^i - n\).

Theorem 6. Let \(b_0(n, i, \ell)\) be the number of \(i\)-bit BSD representations of \(n \in \mathbb{N}\) that have exactly \(\ell\) 0s (and thus have weight \(i - \ell\)). Then

\[
B_{2^i - n} = \sum_{\ell \geq 0} b_0(n, i, \ell) \cdot t^\ell.
\]

Proof. By Theorem 5,

\[
B_{2^i - n} = \sum_{\ell \geq 0} h_1(2^i - n - 1, \ell) \cdot t^\ell.
\]

By Equation (1), there is a one-to-one correspondence between the \(i\)-bit hyperbinary representations of \(2^i - 1 - n\) having exactly \(\ell\) 1s and the \(i\)-bit BSD representations of \(n\) having exactly \(\ell\) 0s. So \(h_1(2^i - n - 1, \ell) = b_0(n, i, \ell)\).

Corollary 7. Let \(n \in I_k\). Then the number of 0s in the reduced NAF of \(n\) is \(\deg(B_{2^k - n})\), and its weight is \(k - \deg(B_{2^k - n})\).

Proof. This follows immediately from the weight distribution result in Theorem 6, and the fact that the NAF of \(n\) has minimum weight.
4 Non-adjacent form and the NAF-interval $I_k$

Reitweisner introduced the non-adjacent form (NAF) of an integer in [11]. The NAF-interval $I_k$ turns out to be very useful in the derivation of several properties of Stern polynomials, and therefore of BSD representations.

Using the definitions in this section, we will calculate degrees and leading coefficients of Stern polynomials recursively across NAF-intervals. The weight-distribution Theorem 6 then allows us to extend that result to count the number of optimal BSD representations of integers along with their weights.

Definition 8 (Non-adjacent form). [11] The $k$-bit non-adjacent form (NAF) of an integer $n$ is a BSD representation $(b_{k-1} \cdots b_0)$ of $n$, with the property that for all $0 \leq i < k - 1$, either $b_i$ or $b_{i+1}$ must be 0. An NAF is said to be reduced if $b_{k-1} \neq 0$.

Every integer $n$ has exactly one reduced NAF. The NAF of $n$ has the most 0s of any BSD representation of $n$ of the same length, so the smallest weight, thus making the NAF good for fast arithmetic. However, the NAF of $n$ may not be the only BSD representation of its length having minimal weight.

Definition 9 (NAF-bitlength). The NAF-bitlength of $n$ is the bitlength of the reduced NAF of $n$.

Definition 10 (NAF-interval). The NAF-interval of bitlength $k$ is the interval of positive integers having NAF-bitlength $k$. We denote this as $I_k$.

The following simple lemma shows a symmetry on the NAF-interval $I_k$: all integers in $I_k$ come in pairs $(n, 2^k - n)$, except for $2^{k-1}$, which is the midpoint of $I_k$ and is paired with itself.

Lemma 11. An integer $n \in I_k$ if and only if $2^k - n \in I_k$.

Proof. Let $n$ be positive and let $\bar{n}_i = -n_i$. The NAF of $n$ is $(1 \ 0 \ n_{k-3} \ldots n_1 \ n_0)$ if and only if the NAF of $2^k - n$ is $(1 \ 0 \ \bar{n}_{k-3} \ldots \bar{n}_1 \ \bar{n}_0)$. Both of these have NAF-bitlength $k$. \qed

Definition 12 (Sibling integers). Let $n \in I_k$. The sibling of $n$ is $2^k - n$.

Siblings appear throughout this paper, and have already appeared in Theorem 6, giving the weight distribution of the BSD representations of $n$ in terms of the Stern polynomial of its sibling $2^k - n$.

5 A partition on the NAF-interval $I_k$

The following partition of $I_k$ is the basis for the recursions shown in subsequent sections. We will draw correspondences between $A_k$, $C_k$ and $I_{k-2}$, and between $B_k$ and the first half
of $I_{k-1}$, and use these to establish recursions for Stern polynomials and BSDs of integers in $I_k$. The partition is illustrated in Fig. 1.

The interval is partitioned into three disjoint subintervals, so $I_k = A_k \cup B_k \cup C_k$. The integers $a_k$, $b_k$, and $c_k$ are the lower bounds of the intervals $A_k$, $B_k$, and $C_k$. The first and third of these subintervals, $A_k$ and $C_k$, have the same length as $I_{k-2}$. The middle subinterval, $B_k$, has the same length as $I_{k-1}$.

**Figure 1:** Partition of $I_k$, the interval of integers having NAF-bitlength $k \geq 3$. The values above the brackets indicate the length of the subintervals. The integers $a_k$, $b_k$, and $c_k$ are the lower bounds of the intervals $A_k$, $B_k$, and $C_k$, respectively. $2^{k-1}$ is the midpoint of $I_k$.

**Lemma 13.** The interval of integers $I_k$ is

$$[a_k, a_{k+1}) = \left[\left\lfloor \frac{2^k}{3} \right\rfloor, \left\lceil \frac{2^{k+1}}{3} \right\rceil\right].$$

**Proof.** This proof rests on the fact that $2^k = 1 \mod 3$, if $k$ is even, and $2^k = 2 \mod 3$, if $k$ is odd. Let $n_k$ be the the greatest integer having NAF-bitlength $k$. Then $n_k = (1010 \ldots 10)$ if $k$ is even, and $n_k = (1010 \ldots 01)$ if $k$ is odd. In either case, $n_k = \left\lfloor \frac{2^{k+1}}{3} \right\rfloor$. So $a_{k+1} = n_k + 1 = \left\lceil \frac{2^{k+1}}{3} \right\rceil$, and $a_k = n_{k-1} + 1 = \left\lfloor \frac{2^k}{3} \right\rfloor$. \hfill \Box

The remainder of this section is comprised of a few lemmas on the length of $I_k$ and on the values of the lower endpoints $a_k, b_k, c_k$ of the partitions, to be used in the recursions in Section 6 and 7. These lemmas follow from Lemma 13, the partition definition and some arithmetic. We do not include the routine proofs of Lemmas 14 through 16 here, in the interest of brevity of exposition.

**Lemma 14.** The length of $I_k$, with $k \geq 1$, is

$$|I_k| = |I_{k-1}| + 2 \cdot |I_{k-2}| = \begin{cases} \left\lceil \frac{2^k}{3} \right\rceil = a_k - 1, & \text{if } k \text{ is even,} \\ \left\lfloor \frac{2^k}{3} \right\rfloor = a_k, & \text{if } k \text{ is odd.} \end{cases}$$

**Lemma 15.** Let $I_k$ be partitioned as in Fig. 1, where $k \geq 3$. Then

$$a_k = 2^{k-2} + a_{k-2}, \quad c_k = 2^{k-1} + a_{k-2}.$$
Lemma 16. Let $I_k$ be partitioned as in Fig. 1, where $k \geq 3$. Then

$$b_k = \begin{cases} 2^{k-1} - |I_{k-2}| & \text{if } k \text{ is even}, \\ 2^{k-1} - (|I_{k-2}| - 1) & \text{if } k \text{ is odd}. \end{cases}$$

$$c_k = \begin{cases} 2^{k-1} + (|I_{k-2}| + 1) & \text{if } k \text{ is even}, \\ 2^{k-1} + |I_{k-2}| & \text{if } k \text{ is odd}. \end{cases}$$

The following lemma gives a relationship between siblings in $I_{k-2}$ and siblings in $I_k$ from $A_k$ and $C_k$.

Lemma 17. Let $0 \leq v < |I_{k-2}|$. Then

$$2^{k-2} - (a_{k-2} + v) = a_{k-2} + x \text{ if and only if } 2^k - (a_k + v) = c_k + x.$$  

In other words, $a_{k-2} + v$ is the sibling of $a_{k-2} + x$ in $I_{k-2}$ if and only if $a_k + v$ is the sibling of $c_k + x$ in $I_k$.

Proof. Let $2^{k-2} - (a_{k-2} + v) = a_{k-2} + x$. Then

$$2^k - (a_k + v) = 2^k - (2^{k-2} + a_{k-2} + v) \quad \text{by Lemma 15}$$

$$= 2^{k-1} + (2^{k-2} - (a_{k-2} + v)) \quad \text{by Lemma 15}$$

$$= 2^{k-1} + (a_{k-2} + x) \quad \text{by the assumption}$$

Conversely, let $2^k - (a_k + v) = c_k + x$. This implies $2^{k-1} - (a_k + v) = c_k - 2^{k-1} + x$. So

$$2^{k-2} - (a_{k-2} + v) = 2^{k-1} - 2^{k-2} - a_{k-2} - v \quad \text{by Lemma 15}$$

$$= 2^{k-1} - a_k - v \quad \text{by the assumption}$$

$$= c_k - 2^{k-1} + x \quad \text{by the assumption}$$

$$= a_{k-2} + x. \quad \text{by Lemma 15}$$

\[ \square \]

6 Degrees and leading coefficients of Stern polynomials on $I_k$

In this section, we give a recursion expressing the degrees and leading coefficients of Stern polynomials of integers in $I_k$ in terms of the degrees and leading coefficients of Stern polynomials of integers in $I_{k-2}$ and $I_{k-1}$.

The idea in this section is to express the Stern polynomial of $n \in I_k$ as a sum involving Stern polynomials of $2^a - r$ and $r$ so that $2^a - r$ (and perhaps $r$) are in $I_{k-1}$ or $I_{k-2}$. We then
compare the degrees of these polynomials, which allows us to deduce the leading coefficient and degree of the sum.

We make use of a lemma by Schinzel [14], extended by Dilcher and Tomkins in [3], to obtain the needed expression.

Lemma 18. [14, 3] Let $a, m, \text{ and } r$ be integers such that $0 \leq r \leq 2^a$. Then

\[ B_{2^a m + r} = B_{2^a - r} B_m + B_r B_{m+1}, \text{ and } \]
\[ B_{2^a m - r} = B_{2^a - r} B_m + B_r B_{m-1}. \]

By applying Lemma 18 with $m = 1$ or $m = 2$ (which forces the values of $a$ and $r$), a Stern polynomial may be expressed as a combination of the Stern polynomials $B_{2^a - r}$ and $B_r$, each multiplied by 1, $t$, or ($t + 1$). Lemma 19 then allows us to compare the degrees of $B_{2^a - r}$ and $B_r$, and from that, obtain the degree and leading coefficient of the sums derived from Lemma 18.

Lemma 19. Let $a \geq 1$, and let $0 \leq s < a$. Let $r \in I_{a-s}$. Then

\[ \deg(B_{2^a-r}) = s + \deg(B_r). \]

Proof. $2^a$ has NAF-bitlength $a + 1$ and $r$ has NAF-bitlength $a - s$.

If $s = 0$, $2^a - r$ may be expressed as

\[
\begin{array}{cccccccc}
1 & 0 & 0 & 0 & \cdots & 0 \\
-1 & 0 & r_{a-s-2} & \cdots & r_0 \\
1 & 0 & \overline{r}_{a-s-2} & \cdots & \overline{r}_0
\end{array}
\]

with $r$ in non-adjacent form, and with $\overline{x} = -x$. By Theorem 6, the number of 0s in $r$ is $\deg(B_r)$. The result is in reduced non-adjacent form, and has the same number of 0s as $r$. So again by Theorem 6, $\deg(B_{2^a-r}) = \deg(B_r)$.

If $s > 0$, $2^a - r$ may be expressed as

\[
\begin{array}{cccccccc}
1 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 \\
-1 & 0 & r_{a-s-2} & \cdots & r_0 \\
1 & 0 & \cdots & 0 & \overline{1} & 0 & \overline{r}_{a-s-2} & \cdots & \overline{r}_0
\end{array}
\]

with $r$ in non-adjacent form. By Theorem 6, the number of 0s in $r$ is $\deg(r)$. The result is in reduced non-adjacent form, and has $(a + 1) - (a - s) - 1 = s$ more 0s than $r$. So again by Theorem 6, $\deg(B_{2^a-r}) = s + \deg(B_r)$. \qed

Lemma 19 has as a corollary the symmetry of degrees of Stern polynomials in $I_k$. In other words, siblings in $I_k$ have Stern polynomials of equal degree.
Corollary 20. Let $k \geq 1$ and let $n \in I_k$. Then

\[ \deg(B_{2^k-n}) = \deg(B_n). \]

Lemma 19 requires consideration of integers in terms of their NAF-bitlengths. We have not found a similar relationship in terms of binary bitlengths. The partition $I_k = A_k \cup B_k \cup C_k$ comes into play in the recursion, since $2^n - r$ and $r$ fall into different prior NAF-intervals, for $n$ in $A_k$, $B_k$ and $C_k$.

6.1 Degrees and leading coefficients of the Stern polynomial in $A_k$ and $C_k$

The Stern polynomials for the integers in both $A_k$ and $C_k$ may be expressed as a combination of Stern polynomials of siblings in $I_k - 2$. This follows by application of Schinzel’s Lemma 18 and the symmetricity of degrees of siblings.

Proposition 21. Let $k \geq 3$, and let $0 \leq v < |I_{k-2}|$. Then

\[ \deg(B_{a_k+v}) = \deg(B_{a_{k-2}+v}) + 1, \text{ and} \]
\[ \ell c(B_{a_k+v}) = \ell c(B_{a_{k-2}+v}). \]

Proof. Setting $a = 2^{k-2}$, $m = 1$, and $r = a_{k-2} + v$, we apply Lemma 18:

\[ B_{a_k+v} = B_{(2^{k-2}+a_{k-2})+v} \]
\[ = B_{2^{k-2}-(a_{k-2}+v)} + t \cdot B_{a_{k-2}+v}. \]

Because of the symmetry of degrees of siblings in $I_k$ shown in Corollary 20, $B_{a_{k-2}+v}$ and $B_{2^{k-2}-(a_{k-2}+v)}$ have the same degree. The theorem follows.

Proposition 22. Let $k \geq 3$, and let $0 \leq v < |I_{k-2}|$. Then

\[ \deg(B_{c_k+v}) = \deg(B_{2^{k-2}-(a_{k-2}+v)}) + 1, \text{ and} \]
\[ \ell c(B_{c_k+v}) = \ell c(B_{2^{k-2}-(a_{k-2}+v)}) + \ell c(B_{a_{k-2}+v}). \]

Proof. Setting $a = 2^{k-2}$, $m = 2$, and $r = a_{k-2} + v$, we apply Lemma 18:

\[ B_{c_k+v} = B_{(2^{k-1}+a_{k-2})+v} \]
\[ = t \cdot B_{2^{k-2}-(a_{k-2}+v)} + (t+1) \cdot B_{a_{k-2}+v}. \]

Because of the symmetry of degrees of siblings in $I_k$ shown in Corollary 20, $B_{a_{k-2}+v}$ and $B_{2^{k-2}-(a_{k-2}+v)}$ have the same degree. The theorem follows.
6.2 Degrees and leading coefficients of the Stern polynomial in $B_k$

The Stern polynomials of the integers in $B_k$ may be expressed as a combination of Stern polynomials of integers in $I_{k-1}$ and integers in $I_d$ with $d < k - 1$. This follows by application of Schinzel’s Lemma 18 and the lemma comparing degrees of $B_{2^n-r}$ and $B_r$.

Lemma 23 is a translation lemma that allows us to express elements in $B_k$ in the form of $2^{k-1} \pm w$, thus permitting easy application of Lemma 18.

**Lemma 23.** Let $0 \leq u \leq 2^{k-1} - b_k$, and let $w = a_{k-2} - 1 - u$. Then $w \in I_m$, with $m < k - 2$, and

\[
\begin{align*}
a_{k-1} + u &= 2^{k-2} - w, \\
b_k + u &= 2^{k-1} - w, \text{ and} \\
2^k - (b_k + u) &= 2^{k-1} + w.
\end{align*}
\]

**Proof.** We have that $w \in I_m$, for $m < k - 2$, since $w < a_{k-2}$.

By the definition of siblings in $I_k$, $a_{k-2}$ and $a_{k-1} - 1$ are siblings, so

\[
a_{k-1} - 1 = 2^{k-2} - a_{k-2}, \quad \text{by Lemma 11} \quad (2)
\]

Likewise, $b_k$ and $c_k - 1$ are siblings, so

\[
\begin{align*}
b_k &= 2^k - (c_k - 1) \\
&= 2^k - (2^{k-1} + a_{k-2} - 1) \quad \text{by Lemma 15} \\
&= 2^{k-1} - a_{k-2} + 1. \quad (3)
\end{align*}
\]

The results follow from these equations and the definition of $w$.

\[
\begin{align*}
a_{k-1} + u &= a_{k-1} + a_{k-2} - 1 - w \\
&= (2^{k-2} - a_{k-2} + 1) + a_{k-2} - 1 - w \quad \text{by Equation (2)} \\
&= 2^{k-2} - w.
\end{align*}
\]

\[
\begin{align*}
b_k + u &= b_k + a_{k-2} - 1 - w \\
&= 2^{k-1} - w. \quad \text{by the definition of } w
\end{align*}
\]

\[
\begin{align*}
2^k - (b_k + u) &= 2^k - b_k - u \\
&= 2^k - b_k - a_{k-2} + 1 + w \quad \text{by the definition of } w \\
&= 2^k - (2^{k-1} + 1) + 1 + w \quad \text{by Equation (3)} \\
&= 2^{k-1} + w.
\end{align*}
\]
Proposition 24. Let \( k \geq 3 \) and let \( 0 \leq u \leq 2^{k-1} - b_k \). Then
\[
\deg(B_{b_k+u}) = \deg(B_{a_k-1+u}) + 1, \quad \text{and} \\
\deg(B_{2^k-(b_k+u)}) = \deg(B_{a_k-1+u}) + 1.
\]

Proof. Let \( w \) be as in Lemma 23. By applying Lemma 18, with \( a = 2^{k-2}, m = 2, \) and \( r = w \),
\[
\deg(b_k + u) = \deg(B_{2^k-1-w}) \quad \text{by Lemma 23} \\
= \deg(t \cdot B_{2^k-2-w} + B_w) \quad \text{by Lemma 18} \\
= \deg(B_{2^k-2-w}) + 1 \quad \text{by Lemma 19}
\]
\( 2^k - (b_k + u) \) is the sibling of \( b_k + u \), so by Corollary 20,
\[
\deg(B_{2^k-(b_k+u)}) = \deg(B_{a_k-1+u}) + 1.
\]

\( \square \)

Proposition 25. Let \( k \geq 3 \) and let \( 0 \leq u \leq 2^{k-1} - b_k \). Then
\[
\ellc(B_{b_k+u}) = \ellc(B_{a_k-1+u}), \quad \text{and} \\
\ellc(B_{2^k-(b_k+u)}) = \ellc(B_{a_k-1+u}).
\]

Proof. Let \( w \) be as in Lemma 23. By applying Lemma 18, with \( a = 2^{k-2}, m = 2, \) and \( r = w \):
\[
B_{b_k+u} = B_{2^k-1-w} \quad \text{by Lemma 23} \\
= t \cdot B_{2^k-2-w} + B_w \quad \text{by Lemma 18} \\
\deg(t \cdot B_{2^k-2-w}) > \deg(B_w) \quad \text{by Lemma 19}
\]
So by the above and Lemma 23,
\[
\ellc(B_{b_k+u}) = \ellc(B_{2^k-2-w}) = \ellc(B_{a_k-1+u}).
\]
Again applying Lemma 18, with \( a = 2^{k-2}, m = 2, \) and \( r = w \):
\[
B_{2^k-(b_k+u)} = B_{2^k-1+w} \quad \text{by Lemma 23} \\
= t \cdot B_{2^k-2-w} + (t + 1) \cdot B_w \quad \text{by Lemma 18} \\
\deg(t \cdot B_{2^k-2-w}) > \deg((t + 1) \cdot B_w) \quad \text{by Lemma 19}
\]
So by the above and Lemma 23,
\[
\ellc(B_{2^k-(b_k+u)}) = \ellc(B_{2^k-2-w}) = \ellc(B_{a_k-1+u}).
\]

\( \square \)
6.3 Recursions on leading coefficients and degrees of Stern polynomials

In this section, the recursions on the degrees and on the leading coefficients of $I_k$ are brought together.

**Theorem 26.** Let $k \geq 3$, and let $n \in I_k$. Let $0 \leq v < |I_{k-2}|$, and let $0 \leq u \leq 2^{k-1} - b_k$. Then

\[
\deg(B_{a_k+v}) = \deg(B_{a_k-2+v}) + 1,
\]

\[
\deg(B_{b_k+u}) = \deg(B_{a_{k-1}+u}) + 1,
\]

\[
\deg(B_{2^k-(b_k+u)}) = \deg(B_{a_{k-1}+u}) + 1,
\]

\[
\deg(B_{c_k+v}) = \deg(B_{2^{k-2}-(a_{k-2}+v)}) + 1.
\]

**Proof.** The results on the integers in $A_k$ and $C_k$ follow from Propositions 21 and 22. The result on the integers in $B_k$ follows from Proposition 24. \qed

**Theorem 27.** Let $k \geq 3$, and let $n \in I_k$. Let $0 \leq v < |I_{k-2}|$, and let $0 \leq u \leq 2^{k-1} - b_k$. Then

\[
\ellc(B_{a_k+v}) = \ellc(B_{a_k-2+v}),
\]

\[
\ellc(B_{b_k+u}) = \ellc(B_{a_{k-1}+u}),
\]

\[
\ellc(B_{2^k-(b_k+u)}) = \ellc(B_{a_{k-1}+u}),
\]

\[
\ellc(B_{c_k+v}) = \ellc(B_{2^{k-2}-(a_{k-2}+v)}) + \ellc(B_{a_{k-2}+v}).
\]

**Proof.** The results on the integers in $A_k$ and $C_k$ follow from Propositions 21 and 22. The result on the integers in $B_k$ follows from Proposition 25. \qed

In [15], Schinzel proved a theorem expressing the leading coefficients of the Stern polynomial of a single integer $n$ in terms of its binary representation. The recursion above, however, may be applied en masse to the Stern polynomials of all the integers in $I_k$, facilitating comparison between them.

7 Optimal BSD representations of integers in $I_k$

We can now apply the weight-distribution theorem to the recursions on Stern polynomials, and derive the number of optimal BSD representations of an integer $n$, along with their Hamming weight.

**Definition 28** (Optimal BSD representations). A BSD representation of $n$ is called optimal if it has same Hamming weight as the reduced NAF representation of $n$. We refer to the number of optimal representations of $n$ as $M(n)$, and to the number of 0s in an optimal representation as $Z(n)$. 
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Theorem 29. Let \( k \geq 3 \), and let \( n \in I_k \). Let \( 0 \leq v < |I_{k-2}| \), and let \( 0 \leq u \leq 2^{k-1} - b_k \). Then

\[
Z(a_k + v) = Z(a_{k-2} + v) + 1, \\
Z(b_k + u) = Z(a_{k-1} + u) + 1, \\
Z(2^k - (b_k + u)) = Z(a_{k-1} + u) + 1, \\
Z(c_k + v) = Z(2^{k-2} - (a_{k-2} + v)) + 1.
\]

Proof. By Theorem 6, the number of 0s in the NAF-representation of \( n \) is the same as \( \deg(B_{2^k-n}) \). By Lemma 19, \( \deg(B_{2^k-n}) = \deg(B_n) \). The theorem follows by application of these results to Theorem 26, the result on the degree of a Stern polynomial. \( \square \)

Theorem 30. Let \( k \geq 3 \), and let \( n \in I_k \). Let \( 0 \leq v < |I_{k-2}| \), and let \( 0 \leq u \leq 2^{k-1} - b_k \). Then

\[
M(a_k + v) = M(2^{k-2} - (a_{k-2} + v)) + M(a_{k-2} + v), \\
M(b_k + u) = M(2^{k-1} - (a_{k-1} + u)), \\
M(2^k - (b_k + u)) = M(2^{k-1} - (a_{k-1} + u)), \\
M(c_k + v) = M(a_{k-2} + v).
\]

Proof. For the \( M(a_k + v) \) and \( M(c_k + v) \) cases, let \( x \) be as in Lemma 17.

\[
M(a_k + v) = \ell c(B_{2^k-(a_k+v)}) \\
= \ell c(B_{a_k+x}) \\
= \ell c(B_{a_{k-2}+x} + c(B_{2^k-(a_{k-2}+x)})) \\
= \ell c(B_{2^k-(a_{k-2}+v)}) + \ell c(B_{a_{k-2}+v}) \\
= M(a_{k-2} + v) + M(2^{k-2} - (a_{k-2} + v)).
\]

\[
M(c_k + v) = \ell c(B_{2^k-(c_{k}+v)}) \\
= \ell c(B_{a_k+x}) \\
= \ell c(B_{a_{k-2}+x}) \\
= \ell c(B_{2^k-(a_{k-2}+v)}) \\
= M(a_{k-2} + v).
\]
The $M(b_k + u)$ and $M(2^k - (b_k + u))$ cases follow from Theorems 6 and 27.

\[
M(b_k + u) = \ell c(B_{2^k - (b_k + u)}) \\
= \ell c(B_{a_{k-1} + u}) \\
= M(2^{k-1} - (a_{k-1} + u)).
\]

by Theorem 6

\[
M(2^k - (b_k + u)) = \ell c(B_{2^k - (2^k - (b_k + u))}) \\
= \ell c(B_{b_k + u}) \\
= \ell c(B_{a_{k-1} + u}) \\
= M(2^{k-1} - (a_{k-1} + u)).
\]

by Theorem 6

Fig. 2 shows three examples of distributions of the number of optimal representations of integers in $I_k$, for $k = 14, 15$ and 16. Fig. 3 shows the number of 0s in the optimal representations of integers in $I_{16}$. Here in the text, we will discuss Fig. 2, and provide Fig. 3 for comparison.

(a) The number of optimal representations of integers in $I_{15}$. (b) The number of optimal representations of integers in $I_{14}$.

(c) The number of optimal representations of integers in $I_{16}$. The distribution for $I_{14}$ from (b) can be seen to be exactly that of $C_{16}$ here, and the distribution in the second half of $I_{15}$ from (a) can be seen to be exactly that of the second half of $B_{16}$ here.

Figure 2: The number of optimal representations of integers in $I_{14}$, $I_{15}$, and $I_{16}$. 
The $x$-axes represent the integers in $I_k$. These axes are delineated at $a_k$, $b_k$ and $c_k$ and $2^{k} - 1$. In Fig. 2, the $y$ axes represent the number of representations of a given integer $n \in I_k$. The tick marks on the $y$-axes are the Fibonacci numbers, which are the maxima within a NAF-interval. The maxima have value $F_{\lceil \frac{k}{2} \rceil + 1}$ and are reached in $A_k$, as discussed in [5, 6, 13, 18]. Relative maxima can also be seen within subintervals, and these are also Fibonacci numbers.

In general, the distributions of the number of optimal representations in $I_k$ for odd $k$ have similar shapes, as do the distributions for even $k$. One of the differences between odd and even NAF-bitlengths $k$ is that the relative maxima in $B_k$ are $F_{\frac{k}{2}}$ for $k$ even, but are only $F_{\frac{k}{2} - 1}$ for $k$ odd.

The symmetries within $A_k$ and $B_k$ are evident. The $C_k$ are not symmetric, but instead have the same values as $A_{k-2}$, giving a fractal structure in the $C_i$.

The distributions of the leading coefficients of the Stern polynomials $n \in I_k$ are easily obtained from the distributions of the number of optimal representations: by Theorem 6, the Stern polynomial distributions are those of the number of optimal representations, but reflected about the $I_k$-midpoint $x = 2^{k-1}$.

![Figure 3: The number of 0s in the optimal representations of integers in $I_{16}$.](image)

8 Algorithms

We present in this section two algorithms counting the number of $k$-bit optimal BSD representations of integers in $I_k$, and giving the number of 0s in such representations. They calculate for all the integers in $I_k$ recursively, depending on previously calculated values for the integers in $I_{k-1}$ and $I_{k-2}$.

They are quite simple. Algorithm 1 does a copy and an increment for each $n$. Algorithm 2 does only a single copy for three-quarters of the integers in $I_k$ and a two-term sum for the rest of $I_k$. Algorithm 2 is illustrated in Fig 4.

These algorithms are $O(n)$, with $n \in I_k$. They are $O(1)$ on average per integer, but must calculate for all $m < n$. They are embarrassingly parallel within a NAF-interval $I_k$; however, the $i$-loop that calculates each NAF-interval must be performed sequentially, because of the NAF-interval dependency.
The advantage of these algorithms is that they permit comparison between all integers in \( I_k \), since all values for \( I_k \) are calculated in one loop iteration. It is often advantageous to work with integers of a given NAF-bitlength having a relatively large number of optimal representations, or else having optimal representations of relatively small weight. These algorithms allow one to choose between many integers having lengths, weights and optimal representations suited to the needs at hand.

In [6], Grabner and Heuberger gave relations that count the number of optimal representations of an integer \( n \) using transducers. In [15], Schinzel gave a method for calculating the leading coefficients of the Stern polynomial of an integer \( n \), in terms of its binary decomposition. From this, the number of optimal representations of \( n \) may be calculated from application of the weight-distribution Theorem 6.

Both of these are \( O(\log(n)) \) and would be algorithms of choice if one wanted the result for only one \( n \). However, calculating for all \( n \in I_k \), both would be \( O(n \log(n)) \). So if comparison is desired, the \( O(n) \) Algorithm 2 presented below is preferable.

**Algorithm 1** Number of 0s in optimal BSD representations

1: function Zeros-Opt-BSD\((k, Z)\)
2: \( Z[0] \leftarrow 0, Z[1] \leftarrow 0, Z[2] \leftarrow 1, a_{i-2} \leftarrow 0, a_{i-1} \leftarrow 1, a_i \leftarrow 2 \)
3: for \( i \leftarrow 3, k \) do
4: \( a_{i-2} \leftarrow a_{i-1}, a_{i-1} \leftarrow a_i, a_i \leftarrow 2^{i-2} + a_{i-2} \) \hspace{1cm} \( \triangleright \) By Lemma 15
5: \( \text{loop_length} \leftarrow 2^{i-1} - a_i \)
6: \( Z[2^{i-1}] \leftarrow i - 1 \) \hspace{1cm} \( \triangleright \) By Theorem 29
7: for \( j \leftarrow 0, \text{loop_length} - 1 \) do
8: \( Z[a_i + j] \leftarrow Z[a_{i-2} + j] + 1 \)
9: \( Z[2^i - (a_i + j)] \leftarrow Z[a_{i-2} + j] + 1 \)
10: end for
11: end for
12: end function
Algorithm 2 Number of optimal BSD representations

1: function Num-Opt(k, M)
2: \[
M[0] \leftarrow 0, \ M[1] \leftarrow 1, \ M[2] \leftarrow 1, \ a_0 \leftarrow 0, \ a_1 \leftarrow 1, \ a_2 \leftarrow 2
\]
3: for \( i \leftarrow 3, k \) do
4: \[
a_{i-2} \leftarrow a_{i-1}, \ a_{i-1} \leftarrow a_i, \ a_i \leftarrow 2^{i-2} + a_{i-2}
\]
5: if \( i \) is even then
6: \[
ac\_loop\_length \leftarrow a_{i-2} - 1
\]
7: \[
b\_loop\_length \leftarrow a_{i-2}
\]
8: else
9: \[
ac\_loop\_length \leftarrow a_{i-2}
\]
10: \[
b\_loop\_length \leftarrow a_{i-2} - 1
\]
11: end if
12: \[
b_i \leftarrow a_i + ac\_loop\_length
\]
13: \[
c_i \leftarrow 2^{i-1} + a_{i-2}
\]
14: for \( h \leftarrow 0, ac\_loop\_length - 1 \) do
15: \[
M[a_i + h] \leftarrow M[a_{i-2} + h] + M[2^{i-2} - (a_{i-2} + h)]
\]
16: \[
M[c_i + h] \leftarrow M[a_{i-2} + h]
\]
17: end for
18: \[
M[2^{i-1}] \leftarrow 1
\]
19: for \( j \leftarrow 0, b\_loop\_length - 1 \) do
20: \[
M[b_i + j] \leftarrow M[2^{i-1} - (a_{i-1} + j)]
\]
21: \[
M[2^i - (b_i + j)] \leftarrow M[2^{i-1} - (a_{i-1} + j)]
\]
22: end for
23: end for
24: end function
(a) The number of optimal representations of integers in $A_5$ and $C_5$ are calculated in the $h$ loop. In general, the entries from $I_{k-2}$ in order are added to the entries of $I_{k-2}$ in reverse order, and the result is entered into $A_k$. The entries of $I_{k-2}$ are entered into $C_k$ in order.

(b) The number of optimal representations of integers in $B_5$ are calculated in the $j$ loop. In general, the entries from $I_{k-1}$ are entered into the first half of $B_k$ in reverse order, and into the last half of $B_k$ in order. (The reverse ordering is not evident in this small example, because the relevant entries of $I_4$ are palindromic.) The entry for $2^4$ is 1.

Figure 4: An illustration of the $h$ and $j$ loops inside of the $i$ loop in Algorithm 2, showing the calculation of the number of optimal BSD representations of $n \in I_5$. The calculation inside of the $i$ loop is embarrassingly parallel. Every calculation is a copy from $I_3$, or the sum of two entries from $I_3$, or a copy from $I_4$.
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