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Abstract

Imaging Earth structure or seismic sources from seismic data involves minimizing a target misfit function, and is commonly solved through gradient-based optimization. The adjoint-state method has been developed to compute the gradient efficiently; however, its implementation can be time-consuming and difficult. We develop a general seismic inversion framework to calculate gradients using reverse-mode automatic differentiation. The central idea is that adjoint-state methods and reverse-mode automatic differentiation are mathematically equivalent. The mapping between numerical PDE simulation and deep learning allows us to build a seismic inverse modeling library, ADSeismic, based on deep learning frameworks, which supports high performance reverse-mode automatic differentiation on CPUs and GPUs. We demonstrate the performance of ADSeismic on inverse problems related to velocity model estimation, rupture imaging, earthquake location, and source time function retrieval. ADSeismic has the potential to solve a wide variety of inverse modeling applications within a unified framework.

Introduction

Inverse modeling is used in seismology to recover physical parameters such as earthquake location, magnitude, and Earth’s interior structure. Such inverse problems are usually solved by minimizing a misfit function that measures the discrepancy between predictions and observations. Gradient-based optimization requires calculation of the gradient of the misfit function with respect to the physical parameters. The adjoint-state method [Plessix 2006] is a commonly used technique for computing the gradient efficiently. This method solves an adjoint linear system, which involves solutions of the forward problem. The drawback of the
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adjoint-state method is that the derivation and implementation can be very challenging, and
must be done on a case-by-case basis for different systems. To our knowledge, although many
frameworks exist for specific inverse modeling applications (Rücker et al., 2017; Cockett et
al., 2015), general frameworks that can estimate physical parameters without case-by-case
gradient derivation and implementation are lacking.

Automatic differentiation (AD) (Paszke et al., 2017; Baydin et al., 2017), where the
gradients are computed automatically based on the computational graph of the forward sim-
ulation, provides an alternative approach. In AD, a computational graph of the forward
simulation keeps track of arithmetical operation dependencies, stores intermediate results,
and computes the gradient using the chain rule. AD has been the dominant approach for
training deep neural networks, which is known as “backpropagation” in the deep learning
community. Both deep neural networks and PDE simulations can be viewed as a series of
linear or nonlinear operators (Hughes et al., 2019). Moreover, reverse-mode automatic dif-
ferentiation has been shown to be equivalent to the adjoint-state method mathematically (Li
et al., 2019). This correspondence allows us to develop a flexible and general seismic inver-
sion framework, ADSeismic, based on current deep learning frameworks such as TensorFlow
(Abadi et al., 2016) and PyTorch (Paszke et al., 2019). ADseismic provides a high perfor-
ance environment with easily accessible gradients on CPUs, GPUs, and TPUs (Jouppi et
al., 2017).

We note that AD has already been applied to velocity estimation in exploration seismol-
yogy (Sambridge et al., 2007; Cao & Liao, 2015; Vlasenko et al., 2016; Richardson, 2018). In
contrast to existing open-sourced seismic inversion software; however, ADSeismic is built on
a deep learning framework, which allows for flexibly experimenting with new models, lever-
ages specialized hardware designed for deep learning, and executes numerical simulations on
heterogeneous computing platforms.

We demonstrate several applications, including: velocity estimation, fault rupture imag-
ing, earthquake location, and source time function retrieval. AD yields the same results
as adjoint-state methods. The advantage is that while we need to derive and implement a
specific gradient in each case with adjoint-state methods, different inversion problems can be
solved with little or no change in the forward simulation codes with ADSeismic. Moreover,
we achieve more than 20 times and 60 times acceleration for acoustic and elastic wave equa-
tions respectively when switching to GPU devices compared to CPUs. Since deep learning
hardware and frameworks are improving continuously, ADSeismic provides seismic inverse
modeling with increasingly powerful automatic differentiation techniques for a wide range of
applications.

**Method**

**Automatic Differentiation**

Automatic differentiation (AD) is a general and efficient method to compute gradients based
on the chain rule. By tracing the forward-pass computation, the gradient at the final step
propagates back to each operator and parameter in a computational graph. AD is mainly
used for training neural network models that consist of a sequence of linear transforms and
non-linear activation functions. AD calculates the gradients of every variable by propagating the gradients back from the loss function to the trainable parameters. These gradients are then used in a gradient-based optimizer, such as the gradient descent (GD) method to update the parameters and minimize the differences between the model predictions and the ground-truth labels. Numerical simulations based on PDEs are similar to neural network models in that they are both sequences of linear/non-linear transformations (Fig. 1). For example, the Finite-Difference Time-Domain (FDTD) method (Yee, 1966), applies a finite difference operator to consecutive time steps to solve time-dependent PDEs (Hughes et al., 2019). In seismic problems, we specify parameters, such as wave velocity, source location, or source time functions, in forward simulations to generate predicted seismic signals. In ADSeismic, the gradients of the observational differences over these parameters can be computed automatically and thus used in a gradient-based optimizer in the same way as when training neural networks.

Figure 1: The similarity between neural networks and PDE-based physical simulation

Relationship to the Adjoint Method

The adjoint-state method is an efficient technique for computing the gradient of the misfit function with respect to the physical parameters of interest. For example, the adjoint-state method is commonly used to compute the gradient in full-waveform inversion (Plessix, 2006).
To clarify the connection between the adjoint-state method and reverse-mode automatic differentiation, we provide a derivation based on the Lagrange multipliers.

Consider the explicit discretization of the wave equation, which can be written as

\[
\begin{align*}
U_1 &= A(\theta)U_0 + F_0 \\
U_2 &= A(\theta)U_1 + F_1 \\
&\vdots \\
U_{n-1} &= A(\theta)U_{n-2} + F_{n-2} \\
U_n &= A(\theta)U_{n-1} + F_{n-1}
\end{align*}
\]

where \( U_k \) is the seismic wavefield at \( k \)-th time step, \( F_k \) is the source term at the \( k \)-th time step, \( A(\theta) \) is the associated coefficient matrix, and \( \theta \) is the physical parameter of interest, e.g., the wave velocity. \( A(\theta) \) indicates that the entries in the matrix depend on \( \theta \). To simplify the notation, we let the misfit function be

\[
J(\theta) = \frac{1}{2} \sum_{k=1}^{n} \| U_k(\theta) - U^\text{obs}_k \|^2
\]

where \( U^\text{obs}_k \) is the observation at \( k \)-th step. The corresponding Lagrangian functional is

\[
L(\theta, U_1, \ldots, U_n) = \frac{1}{2} \sum_{k=1}^{n} \| U_k - U^\text{obs}_k \|^2 + \sum_{k=1}^{n} \lambda_k^T (A(\theta)U_{k-1} + F_{k-1} - U_k)
\]

where \( \lambda_k \) is the adjoint variable. The Karush-Kuhn-Tucker (KKT) condition (Luenberger et al., 1984) for Eq. (2) reads

\[
\begin{align*}
\frac{\partial L}{\partial U_n} &= U_n - U^\text{obs}_n - \lambda_n = 0 \\
\frac{\partial L}{\partial U_{n-1}} &= U_{n-1} - U^\text{obs}_{n-1} - \lambda_{n-1} + A(\theta)^T \lambda_n = 0 \\
&\vdots \\
\frac{\partial L}{\partial U_2} &= U_2 - U^\text{obs}_2 - \lambda_2 + A(\theta)^T \lambda_3 = 0 \\
\frac{\partial L}{\partial U_1} &= U_1 - U^\text{obs}_1 - \lambda_1 + A(\theta)^T \lambda_2 = 0
\end{align*}
\]

Rearranging (3) we obtain

\[
\begin{align*}
\lambda_n &= U_n - U^\text{obs}_n \\
\lambda_{n-1} &= A(\theta)^T \lambda_n + U_{n-1} - U^\text{obs}_{n-1} \\
&\vdots \\
\lambda_2 &= A(\theta)^T \lambda_3 + U_2 - U^\text{obs}_2 \\
\lambda_1 &= A(\theta)^T \lambda_2 + U_1 - U^\text{obs}_1
\end{align*}
\]
Note that we can compute all the adjoint variables $\lambda_k, k = 1, 2, \ldots, n$ sequentially from $k = n$ to $k = 1$. In this process, we need to perform matrix multiplication with the coefficient matrix $A(\theta)^T$, which why we call $\lambda_k$ adjoint variables.

Finally, the gradients of $L$ with respect to $\theta$ can be extracted using the computed $\lambda_k, k = 1, 2, \ldots, n$

$$\frac{\partial L}{\partial \theta} = \sum_{k=1}^{n} \lambda_k^T \frac{\partial A(\theta)}{\partial \theta} U_{k-1}$$  \hspace{1cm} (5)

In the following text, we describe how reverse-mode AD is used for computing the gradient $\frac{\partial J}{\partial \theta}$ and show that AD calculates the adjoint variables and gradients in the same way as the adjoint-state method (Eq. (4) and (5)). A straightforward way to view AD is to consider a specific operator in the computational graph from $k - 1$ to $k$ step:

Forward Computation: \( U_k(U_{k-1}, \theta) = A(\theta)U_{k-1} + F_{k-1} \)

Backward Gradient:

\[
\frac{\partial U_k(U_{k-1}, \theta)}{\partial U_{k-1}} = A(\theta)^T \\
\frac{\partial U_k(U_{k-1}, \theta)}{\partial \theta} = \frac{\partial A(\theta)}{\partial \theta} U_{k-1}
\]

We assume that the gradient of $J$ with respect to $U$ has already been calculated at the $k$-th time step. We then back-propagate the gradients to the previous time step (Fig. 2). For convenience we define

$$\mu_k := \left( \frac{\partial J(\theta, U_1, \ldots, U_k)}{\partial U_k} \right)^T \hspace{1cm} k = 1, 2, \ldots, n - 1$$

$$\mu_n = (U_n - U_n^{\text{obs}})^T$$  \hspace{1cm} (7)

Here, $J(\theta, U_1, \ldots, U_k)$ can be recursively defined as

$$J(\theta, U_1, \ldots, U_n) := \frac{1}{2} \sum_{k=1}^{n} \| U_k - U_k^{\text{obs}} \|^2$$

$$J(\theta, U_1, \ldots, U_k) := J(\theta, U_1, \ldots, U_k, A(\theta)U_k + F_k) \hspace{1cm} k = 1, 2, \ldots, n - 1$$

where we define $J(\theta, U_1, \ldots, U_k)$ by substituting $U_{k+1}$ in $J(\theta, U_1, \ldots, U_k, U_{k+1})$ with $A(\theta)U_k + F_k$.

We now focus on one specific step shown in bold in Fig. 2. In AD, we need to compute the gradients $\frac{\partial J}{\partial U_{k-1}}$ and $\frac{\partial J}{\partial \theta}$ given the so-called “top” gradients $\frac{\partial J}{\partial U_k}$ (noted by the symbol “b” in Fig. 2). The gradient backpropagation rule for $\frac{\partial J}{\partial U_{k-1}}$ reads

$$\mu_{k-1}^T = \frac{\partial J(\theta, U_1, \ldots, U_{k-1})}{\partial U_{k-1}} = \underbrace{\frac{\partial J(\theta, U_1, \ldots, U_k)}{\partial U_k}}_{(b)} \frac{\partial U_k(U_{k-1}, \theta)}{\partial U_{k-1}} + \underbrace{\frac{\partial J(\theta, U_1, \ldots, U_n)}{\partial U_{k-1}}}_{(c)}$$

$$= A(\theta)^T \mu_k + (U_{k-1} - U_{k-1}^{\text{obs}}) \hspace{1cm} k = 2, \ldots, n \hspace{1cm} (8)$$
Note $J$ on the left hand side and on the right hand side have different arguments. See Fig. 2 for illustration.

The gradient back-propagation rule for $\frac{\partial J(\theta, U_1, U_2, \ldots, U_{k-1})}{\partial \theta}$ reads

$$g_{k-1} := \frac{\partial J(\theta, U_1, \ldots, U_{k-1})}{\partial \theta} = \frac{\partial J(\theta, U_1, \ldots, U_k)}{\partial U_k} \frac{\partial U_k(U_{k-1}, \theta)}{\partial \theta} = \mu_k^T \frac{\partial A(\theta)}{\partial \theta} U_{k-1}$$

The gradient $\frac{\partial J(\theta)}{\partial \theta}$ is computed by accumulating $g_k$ from all steps

$$\frac{\partial J(\theta)}{\partial \theta} = \sum_{k=1}^{n} g_k = \sum_{k=1}^{n} \mu_k^T \frac{\partial A(\theta)}{\partial \theta} U_{k-1}$$

(9)

We now demonstrate the equivalence of the gradients (Eq. (5)) computed using AD and the gradients (Eq. (9)) computed using the adjoint-state method.

**Theorem 1.** Assume that $\{\mu_k\}_{k=1}^n$ satisfies Eq. (7) and Eq. (8), and $\{\lambda_k\}_{k=1}^n$ satisfies Eq. (3), then

$$\lambda_k = \mu_k \quad k = 1, 2, \ldots, n$$

(10)

And therefore,

$$\sum_{k=1}^{n} \mu_k^T \frac{\partial A(\theta)}{\partial \theta} U_{k-1} = \sum_{k=1}^{n} \lambda_k^T \frac{\partial A(\theta)}{\partial \theta} U_{k-1}$$

(11)

**Proof.** Note $\lambda_n = \mu_n = U_n - U_{n}^{\text{obs}}$ and the recursive relations Eq. (4) and Eq. (8) are the same. Thus, we have $\lambda_k = \mu_k$, $k = 1, 2, \ldots, n$. Therefore, Eq. (11) holds.

Theorem 1 implies that reverse-mode automatic differentiation is mathematically equivalent to the adjoint-state method, and the intermediate gradient $\mu_k = \frac{\partial J}{\partial U_k}$ is exactly the adjoint variable $\lambda_k$. In the following text, we describe our general approach for seismic inversion based on the connection between the automatic differentiation and the adjoint state method.

**Implementation**

In this section we describe how automatic differentiation assists computing the gradient of the misfit function with respect to the physical parameters in ADSeismic. We use a staggered grid finite difference method for discretizing both the acoustic wave equation and the elastic wave equation with perfectly matched layer (PML) [Roden & Gedney 2000, Komatitsch & Martin 2007, Grote & Sim 2010]. The governing equation for the acoustic wave equation is

$$\frac{\partial^2 u}{\partial t^2} = \nabla \cdot (c^2 \nabla u) + f$$

(12)

where $u$ is displacement, $f$ is the source term, and $c$ is the spatially varying acoustic velocity. The inversion parameters of interest are $c$ or $f$. The governing equation for the elastic wave
\[
J = \frac{1}{2} \sum_{i=1}^{n} \| U_i - U_{i,\text{obs}} \|^2
\]

\[
\theta \quad U \quad \rightarrow \quad A(\theta)U + F
\]

\[
\frac{\partial J(\theta, U_1, …, U_n)}{\partial U_k} \quad (c)
\]

\[
\frac{\partial J(\theta, U_1, …, U_n)}{\partial \theta} \quad (d)
\]

\[
\frac{\partial J(\theta, U_1, …, U_{k-1})}{\partial \theta} \quad (a)
\]

\[
\frac{\partial J(\theta, U_1, …, U_k)}{\partial U_{k-1}} \quad (b)
\]

\[
\frac{\partial J(\theta, U_1, …, U_{k-1})}{\partial U_k} \quad (c)
\]

\[
\frac{\partial J(\theta, U_1, …, U_k)}{\partial \theta} \quad (d)
\]

Figure 2: Computational graph and gradient back-propagation by automatic differentiation

The finite difference discretization leads to a system of linear equations Eq. (12) and Eq. (13). For the adjoint-state method, we also need to derive and implement Eq. (3) to compute the gradient Eq. (5). This step is unnecessary in ADSeismic since the gradient is extracted automatically from the computational graph. We emphasize that only the forward simulation code is required for building a computational graph and the gradient automatically computed by AD is the same as that computed by the adjoint-state method.

We use the Julia package, ADCME\footnote{https://github.com/kailaix/ADCME.jl}, for our implementation since it provides an interface to TensorFlow for automatic differentiation and intuitive Julia syntax for expressing mathematical formulae in numerical simulation. Additionally, ADCME provides built-in optimization solvers such as L-BFGS-B (Zhu et al., 1997) for minimizing the misfit function. ADCME allows us to easily extend ADSeismic to other equations or models in seismic applications.

\[
\rho \frac{\partial v_i}{\partial t} = \sigma_{ij,j} + \rho f_i
\]

\[
\frac{\partial \sigma_{ij}}{\partial t} = \lambda v_{k,k} + \mu (v_{i,j} + v_{j,i})
\]

where \( v \) is velocity, \( \sigma \) is stress tensor, \( \rho \) is density, and \( \lambda \) and \( \mu \) are the Lamé's constants. The inversion parameters in the elastic wave equation case are \( \lambda, \mu, \rho \) or \( f \).

\( \rho, \sigma, v, \lambda, \mu \) are positive constants. The damping term is typically \( \mu (v_{i,j} + v_{j,i}) \).
Applications

In this section, we first highlight the performance of ADSeismic on CPUs and GPUs, where we observe an impressive 20-fold and 60-fold acceleration for acoustic and elastic wave equations, respectively. We then present three applications of ADSeismic to seismic problems including: velocity model estimation, earthquake location and source time function estimation, and earthquake rupture imaging. The applications are built with the same forward simulation code (acoustic or elastic wave equations) with only minor changes to specify the inversion parameters to be recovered.

Performance Benchmarking

We benchmark the performance of ADSeismic†. Since the backend of ADSeismic is TensorFlow, the same forward simulation code runs on both the CPU and GPU. The speed comparisons between the CPU and GPU for the acoustic equation and elastic equation are shown in Fig. 3a and 3b with the computation times averaged over three tests. We achieve more than 20 times the acceleration for the acoustic equation and 60 times the acceleration for the elastic equation on the GPU. The extra acceleration for the elastic equation is due to the fact that TensorFlow automatically parallels the updating of the velocity and stress tensors (Eq. 13).

In ADSeismic, we can split the sources onto different GPUs so that the forward simulation and the associated gradient are computed using AD in parallel across the GPUs. Next, the gradients are assembled on the CPU and fed to the L-BFGS optimizer to update the inversion parameters (Fig. 3c). The updated inversion parameters are then distributed to all GPU devices for the next integration. This multi-GPU routine avoids storing all wavefields on a single GPU, thus enabling us to perform larger numerical simulations than would otherwise be possible.

Full-waveform Inversion

Classic full-waveform inversion (FWI) is based on the adjoint-state method (Tarantola, 1984; Virieux & Operto, 2009; Plessix, 2006; Fichtner et al., 2006). As shown above, AD is mathematically equivalent to the adjoint-state method so that we can apply AD directly to the full-waveform inversion without manual derivation of the adjoint-state equations. We demonstrate our method using two cases: the well-known and geometrically complex Marmousi benchmark model (Versteeg, 1994; Martin et al., 2002) (Fig. 4) and a layered Earth crust model with embedded anomalies of elliptical shape (Fig. 5). We place eight active sources on the surface with a spacing of 850m for the Marmousi benchmark and four plane waves with incident angles from $-30^\circ$, $-10^\circ$, $10^\circ$, to $30^\circ$ from the bottom to mimic incoming teleseismic waves for the layered model. We use a Ricker wavelet as the source time function for both cases. Similar to common FWI applications, we choose the L-BFGS optimization method and a $L_2$–norm loss function for all the inversion. We note that ADSeismic supports other optimization techniques such as the stochastic gradient descent.

†The CPU model on the test platform is the Intel(R) Xeon(R) CPU E5-2698 v4. The GPU model is the Tesla V100-SXM2.
Figure 3: High-performance computing of ADSeismic: (a) computational times on CPU and GPU for the acoustic equation; (b) computational times on CPU and GPU for the elastic equation; (c) diagram of multi-GPU computing.

(SGD) method (Witte et al., 2018; Bottou, 2010; Richardson, 2018) although the application and comparison of these optimizers is beyond the scope of this paper. The inversion results in Fig. 4c and Fig. 5c show good recovery of the complex velocity structures and anomalies demonstrating that AD accurately estimates the velocity models.

Earthquake Location and Source Time Function Retrieval

Determining earthquake location is a routine, but essential earthquake monitoring task for which commonly used methods include 1) linearized inversion for absolute earthquake location (Lienert et al., 1986; Kissling et al., 1994, 1995; Klein, 2002) and relative earthquake location (Waldhauser & Ellsworth, 2000; Schaff et al., 2004); 2) non-linear inversion methods (Thurber, 1985; Lomax et al., 2000, 2009); and 3) migration-based or time-reversal methods (Rubinstein & Beroza, 2007; Nakata & Beroza, 2016; Nakata et al., 2016). The migration-based method produces a focused wavefield that is the same as the gradient in the first iteration of the adjoint-state method (Fichtner, 2010); however, this method does not ex-
Figure 4: The Marmousi benchmark model: (a) the true P-wave velocity model; (b) the initial velocity model; (c) the inverted velocity model. The white triangles at the top represent the receiver locations, while the red stars represent the source locations.
Figure 5: The layered model with inclusions: (a) the true P-wave velocity model; (b) the initial velocity model; (c) the inverted velocity model. Here we use four plane waves propagating from the bottom to the surface with incident angles of -30°, -10°, 10°, and 30°.
licitly give the source location but requires post-processing to extract potential earthquake locations from the focused wavefield.

We use a new non-linear earthquake location method based on full waveforms. The inversion target, the source term \( f(x, t) \) in equation (12), is a delta function in space, whose gradient at zero is not well defined, making the direct application of the adjoint-state method difficult. With AD, we can flexibly re-parameterize the inversion target \( f(x, t) \) with a continuous Gaussian form

\[
f(x, t) = \frac{g(t)}{2\pi\sigma^2} \exp \left( -\frac{||x - x_0||^2}{2\sigma^2} \right)
\]

where \( g(t) \) is the source time function, \( x_0 \) is the earthquake location, and \( \sigma \) is the standard deviation of the Gaussian function, which in our test is set to half of the grid size. In this test, we simultaneously estimate the earthquake location \( x_0 \) and the source time function \( g(t) \) by fitting the recorded waveforms. Fig. 6 shows the evolution of the earthquake location and source time function during optimization from an initial state of a random selected earthquake location and a zero source time function. The inversion results agree well with the true earthquake location and source time function.

**Earthquake Rupture Imaging**

The rupture process of large earthquakes has resolvable spatial and temporal extent. Imaging this rupture process from observed seismic data contributes to the understanding the complexity behind the evolution of earthquakes. The linearized kinematic inversion method using elastodynamic Green’s functions (Kikuchi & Kanamori, 1982; Hartzell & Heaton, 1983; Beroza & Spudich, 1988; Beroza, 1991; Suzuki et al., 2011; Wald et al., 1990; Zhang et al., 2009) and direct imaging methods, such as back-projection (Ishii et al., 2005; Lay et al., 2010; Xu et al., 2009; Krüger & Ohrnberger, 2005; Walker et al., 2005; Simons et al., 2011; Meng et al., 2012), are the two most commonly used for imaging the earthquake rupture process. The adjoint-state method has also been tested for rupture process inversion (Kremers et al., 2011; Somala et al., 2018).

We consider a simplified 2D earthquake rupture case to show the potential applications of ADSeismic for imaging the earthquake rupture process. We mimic a simple rupture process with a group of sources activated from the left to right with different rise times and amplitudes (Fig. 7a and 7b). We consider two inversion targets: the entire rupture history, and the rupture time and amplitude. To estimate the rupture history, we choose the unknown parameter as the source time function \( f(t) \). To estimate the rupture time and amplitude, we choose the parameters of rupture time \( t_0 \) and amplitude \( A_0 \) by assuming that the shape of the source time function is known as a Gaussian function:

\[
f(t) = A_0 \exp \left( -\frac{(t - t_0)^2}{2\sigma^2} \right)
\]

Imaging the entire rupture history contains many more parameters (the number of time steps \( Nt \) for each candidate location) than when estimating only the rupture time and amplitude (two parameters \( (A_0 \text{ and } t_0) \) for each candidate location), with the result that the former problem is less constrained for the same number of receivers. To estimate the
Figure 6: Inversion of earthquake location and source time function: (a) the velocity model and true source location; (b) the evolution of earthquake location represented by the black x; (c) the evolution of the source time function from a zero initial state.
entire rupture history, the initial state is set to be zero slip for all locations (Fig. 8b). When estimating the rupture time and amplitude, the initial state is set to be a constant rupture time and amplitude. The final inversion results are shown in Fig. 7c and 8c. Note that we have not incorporated a dynamic rupture model to simulate the rupture propagation in this test; rather, AD provides an inversion method to back-propagate the gradients from the wave equation into the dynamic rupture equation to optimize the fault parameters based on seismic waves.

Figure 7: Inversion of the whole rupture history: (a) the velocity model, receivers (white triangles), and simplified rupture locations (red starts); (b) true slip waveforms; (c) inverted slip waveforms.

Limitations

Despite the many strengths of ADSeismic, it has three major limitations:

First, as with any estimation problem, it may suffer from ill-conditioning. The same applies for the often-encountered problem in seismology of cycle-skipping (Virieux & Operto, 2009; Hu et al., 2018), which produces a local minimum when the predicted signal is shifted
more than half a wavelength from the observation due to a poor initial model or lack of low frequency information. Neither AD nor adjoint-state methods can solve the ill-conditioning issue, which is intrinsic to the optimization problem. Nevertheless, many of the techniques for improving the conditioning of the optimization problem (Biondi & Almomin, 2014; Ma & Hale, 2013; Wu et al., 2014; Yang et al., 2018) can be applied to our AD framework.

Second, reverse-mode AD has demanding memory requirements, which is a noteworthy constraint when running large simulations on GPUs. Techniques such as checkpointing schemes (Chen et al., 2016) have been used to reduce memory requirements. In ADSeismic, we partially alleviate this problem by using multi-GPUs, where the source functions are split onto multiple GPUs and simulations are executed concurrently.

Third, the numerical schemes we consider in this work are all explicit. In some applications (Richardson, 2018; Liu & Sen, 2009; Chu & Stoffa, 2012), implicit schemes are desirable for reasons such as stability, accuracy, and nonlinearity. For implicit schemes it is challenging to apply reverse-mode AD techniques since most AD frameworks only provide explicit differentiable operators. Li et al. (2019) introduce the intelligent automatic differentiation method that implements AD for implicit numerical schemes. This approach could be used for augmenting ADSeismic for implicit schemes.

Conclusion

We have demonstrated the connection between the automatic differentiation technique in deep learning and adjoint-state methods in seismic numerical simulations. Based on that correspondence we design a general seismic inversion framework, ADSeismic, based on the AD functionality from deep learning software. ADSeismic shows promising results on a series of seismic inversion problems and demonstrates dramatic acceleration on GPUs compared with CPUs. Since deep learning techniques and frameworks are continuously improving, ADSeismic allows for flexibly experimenting with new models, leverages specialized hardware

Figure 8: Inversion of slip time and amplitude: (a) true earthquake slip with a shape of Gaussian function; (b) initial inversion state with a same slip time and amplitude; (b) inverted earthquake slip.
designed for deep learning, and executes numerical simulations on heterogeneous computing platforms. This should facilitate general seismic inversion in a high performance computing environment. Furthermore, it opens a pathway for innovation in inverse modeling in geophysics by leveraging AD functionalities in a deep learning framework.
References

Abadi, M., Barham, P., Chen, J., Chen, Z., Davis, A., Dean, J., . . . others (2016). Tensorflow: A system for large-scale machine learning. In 12th USENIX symposium on operating systems design and implementation (OSDI 16) (pp. 265–283).

Baydin, A. G., Pearlmutter, B. A., Radul, A. A., & Siskind, J. M. (2017). Automatic differentiation in machine learning: a survey. The Journal of Machine Learning Research, 18(1), 5595–5637.

Beroza, G. C. (1991). Near-source modeling of the loma prieta earthquake: Evidence for heterogeneous slip and implications for earthquake hazard. Bulletin of the Seismological Society of America, 81(5), 1603–1621.

Beroza, G. C., & Spudich, P. (1988). Linearized inversion for fault rupture behavior: Application to the 1984 Morgan Hill, California, earthquake. Journal of Geophysical Research: Solid Earth, 93(B6), 6275–6296.

Biondi, B., & Almomin, A. (2014). Simultaneous inversion of full data bandwidth by tomographic full-waveform inversion. Geophysics, 79(3), WA129–WA140.

Bottou, L. (2010). Large-scale machine learning with stochastic gradient descent. In Proceedings of compstat’2010 (pp. 177–186). Springer.

Cao, D., & Liao, W. (2015). A computational method for full waveform inversion of crosswell seismic data using automatic differentiation. Computer Physics Communications, 188, 47–58.

Chen, T., Xu, B., Zhang, C., & Guestrin, C. (2016). Training deep nets with sublinear memory cost. arXiv preprint arXiv:1604.06174.

Chu, C., & Stoffa, P. L. (2012). Implicit finite-difference simulations of seismic wave propagation. Geophysics, 77(2), T57–T67.

Cockett, R., Kang, S., Heagy, L. J., Pidlisecky, A., & Oldenburg, D. W. (2015). SimPEG: An open source framework for simulation and gradient based parameter estimation in geophysical applications. Computers & Geosciences, 85, 142–154.

Fichtner, A. (2010). Full seismic waveform modelling and inversion. Springer Science & Business Media.

Fichtner, A., Bunge, H.-P., & Igel, H. (2006). The adjoint method in seismology: I. theory. Physics of the Earth and Planetary Interiors, 157(1-2), 86–104.

Grote, M. J., & Sim, I. (2010). Efficient PML for the wave equation. arXiv preprint arXiv:1001.0319.

Hartzell, S. H., & Heaton, T. H. (1983). Inversion of strong ground motion and teleseismic waveform data for the fault rupture history of the 1979 imperial valley, california, earthquake. Bulletin of the Seismological Society of America, 73(6A), 1553–1583. 
Hu, W., Chen, J., Liu, J., & Abubakar, A. (2018). Retrieving low wavenumber information in FWI: An overview of the cycle-skipping phenomenon and solutions. *IEEE Signal Processing Magazine, 35*(2), 132–141.

Hughes, T. W., Williamson, I. A., Minkov, M., & Fan, S. (2019). Wave physics as an analog recurrent neural network. *Science Advances, 5*(12).

Ishii, M., Shearer, P. M., Houston, H., & Vidale, J. E. (2005). Extent, duration and speed of the 2004 sumatra–andaman earthquake imaged by the hi-net array. *Nature, 435*(7044), 933–936.

Jouppi, N. P., Young, C., Patil, N., Patterson, D., Agrawal, G., Bajwa, R., . . . others (2017). In-datacenter performance analysis of a tensor processing unit. In *Proceedings of the 44th annual international symposium on computer architecture* (pp. 1–12).

Kikuchi, M., & Kanamori, H. (1982). Inversion of complex body waves. *Bulletin of the Seismological Society of America, 72*(2), 491–506.

Kissling, E., Ellsworth, W., Eberhart-Phillips, D., & Kradolfer, U. (1994). Initial reference models in local earthquake tomography. *Journal of Geophysical Research: Solid Earth, 99*(B10), 19635–19646.

Kissling, E., Kradolfer, U., & Maurer, H. (1995). Program VELEST users guide-short introduction. *Institute of Geophysics, ETH Zurich*.

Klein, F. W. (2002). *User’s guide to hypoinverse-2000, a fortran program to solve for earthquake locations and magnitudes* (Tech. Rep.). US Geological Survey.

Komatitsch, D., & Martin, R. (2007). An unsplit convolutional perfectly matched layer improved at grazing incidence for the seismic wave equation. *Geophysics, 72*(5), SM155–SM167.

Kremers, S., Fichtner, A., Brietzke, G., Igel, H., Larmat, C., Huang, L., & Käser, M. (2011). Exploring the potentials and limitations of the time-reversal imaging of finite seismic sources. *Solid Earth, 2*(1), 95–105.

Krüger, F., & Ohrnberger, M. (2005). Tracking the rupture of the $m_w = 9.3$ Sumatra earthquake over 1,150 km at teleseismic distance. *Nature, 435*(7044), 937–939.

Lay, T., Ammon, C. J., Kanamori, H., Koper, K., Sufri, O., & Hutko, A. (2010). Teleseismic inversion for rupture process of the 27 February 2010 chile (mw 8.8) earthquake. *Geophysical Research Letters, 37*(13).

Li, D., Xu, K., Harris, J. M., & Darve, E. (2019). Time-lapse full waveform inversion for subsurface flow problems with intelligent automatic differentiation. *arXiv preprint arXiv:1912.07552*.

Lienert, B. R., Berg, E., & Frazer, L. N. (1986). Hypocenter: An earthquake location method using centered, scaled, and adaptively damped least squares. *Bulletin of the Seismological Society of America, 76*(3), 771–783.
Liu, Y., & Sen, M. K. (2009). A practical implicit finite-difference method: examples from seismic modelling. *Journal of Geophysics and Engineering, 6*(3), 231–249.

Lomax, A., Michelini, A., & Curtis, A. (2009). Earthquake location, direct, global-search methods. *Encyclopedia of complexity and system science, 5*, 1-33.

Lomax, A., Virieux, J., Volant, P., & Berge-Thierry, C. (2000). Probabilistic earthquake location in 3D and layered models. In *Advances in seismic event location* (pp. 101–134). Springer.

Luenberger, D. G., Ye, Y., et al. (1984). *Linear and nonlinear programming* (Vol. 2). Springer.

Ma, Y., & Hale, D. (2013). Wave-equation reflection traveltime inversion with dynamic warping and full-waveform inversion. *Geophysics, 78*(6), R223–R233.

Martin, G. S., Marfurt, K. J., & Larsen, S. (2002). Marmousi-2: An updated model for the investigation of avo in structurally complex areas. In *Seg technical program expanded abstracts 2002* (pp. 1979–1982). Society of Exploration Geophysicists.

Meng, L., Ampuero, J.-P., Stock, J., Duputel, Z., Luo, Y., & Tsai, V. (2012). Earthquake in a maze: Compressional rupture branching during the 2012 mw 8.6 sumatra earthquake. *Science, 337*(6095), 724–726.

Nakata, N., Beroza, G., Sun, J., & Fomel, S. (2016). Migration-based passive-source imaging for continuous data. In *Seg technical program expanded abstracts 2016* (pp. 2607–2611). Society of Exploration Geophysicists.

Nakata, N., & Beroza, G. C. (2016). Reverse time migration for microseismic sources using the geometric mean as an imaging condition. *Geophysics, 81*(2), KS51–KS60.

Paszke, A., Gross, S., Chintala, S., Chan, G., Yang, E., DeVito, Z., … Lerer, A. (2017). Automatic differentiation in PyTorch.

Paszke, A., Gross, S., Massa, F., Lerer, A., Bradbury, J., Chanan, G., … others (2019). Pytorch: An imperative style, high-performance deep learning library. In *Advances in neural information processing systems* (pp. 8024–8035).

Plessix, R.-E. (2006). A review of the adjoint-state method for computing the gradient of a functional with geophysical applications. *Geophysical Journal International, 167*(2), 495–503.

Richardson, A. (2018). Seismic full-waveform inversion using deep learning tools and techniques. *arXiv preprint arXiv:1801.07232*.

Roden, J. A., & Gedney, S. D. (2000). Convolution PML (CPML): An efficient FDTD implementation of the CFS–PML for arbitrary media. *Microwave and optical technology letters, 27*(5), 334–339.
Rubinstein, J. L., & Beroza, G. C. (2007). Full waveform earthquake location: Application to seismic streaks on the calaveras fault, california. *Journal of Geophysical Research: Solid Earth, 112*(B5).

Rücker, C., Günther, T., & Wagner, F. M. (2017). pyGIMLi: An open-source library for modelling and inversion in geophysics. *Computers & Geosciences, 109*, 106–123.

Sambridge, M., Rickwood, P., Rawlinson, N., & Sommacal, S. (2007). Automatic differentiation in geophysical inverse problems. *Geophysical Journal International, 170*(1), 1–8.

Schaff, D. P., Bokelmann, G. H., Ellsworth, W. L., Zanzerkia, E., Waldhauser, F., & Beroza, G. C. (2004). Optimizing correlation techniques for improved earthquake location. *Bulletin of the Seismological Society of America, 94*(2), 705–721.

Simons, M., Minson, S. E., Sladen, A., Ortega, F., Jiang, J., Owen, S. E., . . . others (2011). The 2011 magnitude 9.0 tohoku-oki earthquake: Mosaicking the megathrust from seconds to centuries. *Science, 332*(6036), 1421–1425.

Somala, S. N., Ampuero, J.-P., & Lapusta, N. (2018). Finite-fault source inversion using adjoint methods in 3D heterogeneous media. *Geophysical Journal International, 214*(1), 402–420.

Suzuki, W., Aoi, S., Sekiguchi, H., & Kunugi, T. (2011). Rupture process of the 2011 tohoku-oki mega-thrust earthquake (m9.0) inverted from strong-motion data. *Geophysical Research Letters, 38*(7).

Tarantola, A. (1984). Inversion of seismic reflection data in the acoustic approximation. *Geophysics, 49*(8), 1259–1266.

Thurber, C. H. (1985). Nonlinear earthquake location: theory and examples. *Bulletin of the Seismological Society of America, 75*(3), 779–790.

Versteeg, R. (1994). The marmousi experience: Velocity model determination on a synthetic complex data set. *The Leading Edge, 13*(9), 927–936.

Virieux, J., & Operto, S. (2009). An overview of full-waveform inversion in exploration geophysics. *Geophysics, 74*(6), WCC1–WCC26.

Vlasenko, A., Köhl, A., & Stammer, D. (2016). The efficiency of geophysical adjoint codes generated by automatic differentiation tools. *Computer Physics Communications, 199*, 22–28.

Wald, D. J., Helmberger, D. V., & Hartzell, S. H. (1990). Rupture process of the 1987 superstition hills earthquake from the inversion of strong-motion data. *Bulletin of the Seismological Society of America, 80*(5), 1079–1098.

Waldhauser, F., & Ellsworth, W. L. (2000). A double-difference earthquake location algorithm: Method and application to the northern Hayward fault, California. *Bulletin of the Seismological Society of America, 90*(6), 1353–1368.
Walker, K. T., Ishii, M., & Shearer, P. M. (2005). Rupture details of the 28 March 2005 Sumatra Mw 8.6 earthquake imaged with teleseismic p waves. Geophysical Research Letters, 32(24).

Witte, P., Louboutin, M., Lensink, K., Lange, M., Kukreja, N., Luporini, F., . . . Herrmann, F. J. (2018). Full-waveform inversion, part 3: Optimization. The Leading Edge, 37(2), 142–145.

Wu, R.-S., Luo, J., & Wu, B. (2014). Seismic envelope inversion and modulation signal model. Geophysics, 79(3), WA13–WA24.

Xu, Y., Koper, K. D., Sufri, O., Zhu, L., & Hutko, A. R. (2009). Rupture imaging of the Mw 7.9 12 May 2008 Wenchuan earthquake from back projection of teleseismic p waves. Geochemistry, Geophysics, Geosystems, 10(4).

Yang, Y., Engquist, B., Sun, J., & Hamfeldt, B. F. (2018). Application of optimal transport and the quadratic Wasserstein metric to full-waveform inversion. Geophysics, 83(1), R43–R62.

Yee, K. (1966). Numerical solution of initial boundary value problems involving Maxwell’s equations in isotropic media. IEEE Transactions on antennas and propagation, 14(3), 302–307.

Zhang, Y., Feng, W., Xu, L., Zhou, C., & Chen, Y. (2009). Spatio-temporal rupture process of the 2008 great Wenchuan earthquake. Science in China Series D: Earth Sciences, 52(2), 145–154.

Zhu, C., Byrd, R. H., Lu, P., & Nocedal, J. (1997). Algorithm 778: L-BFGS-B: Fortran subroutines for large-scale bound-constrained optimization. ACM Transactions on Mathematical Software (TOMS), 23(4), 550–560.