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Abstract—We construct an analytical model for the dispersion of the hot modes in a traveling wave tube (TWT) based on the Lagrangian field theory, upgrading its constants to be frequency-dependent. The frequency dependence of the parameters of the TWT slow wave structure (SWS) is recovered from full-wave simulations by standard software (e.g., CST). We applied the model to study the hot modes of a helical-based TWT and found an excellent agreement between the results from our model and those from particle in cell (PIC) simulations. Our additional studies show that the proposed approach can be applied to various SWS geometries.
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I. INTRODUCTION

Vacuum electron devices (VEDs) are used widely for radar and satellite communications applications for several decades due to their high power operational capabilities and reliability [1], [2]. VEDs operation is based on the synchronous interaction of an electromagnetic (EM) wave in a slow wave structure (SWS) with the electron beam [3], [4].

We advance here an analytical model of traveling wave tubes (TWTs) based on the Lagrangian field as in [5], [6] upgrading its constants to be frequency-dependent. The frequency dependence of the cold circuit parameters, like modal phase velocity and characteristic wave impedance, was already included previously in TWTs computational models, e.g., in [7], [8]. We refer to an eigenmode as “hot” if it is the one associated with the full-interactive TWT system and as “cold” if it is associated with the SWS (without the presence of the electron beam). The hot eigenmodes involve both the charge wave and the EM fields and may have a complex-valued wavenumber, and determining them is the main subject of our study. The commonly taken initial step in the studies of TWT eigenmodes is to consider the cold eigenmodes in the SWS in order to establish conditions providing synchronous interaction between the charge wave on the electron beam and the EM wave in the SWS. It is well known that the synchronization occurs when the speed of the EM wave in the SWS matches the speed of the beam electrons to facilitate effective energy transfer [4], [9], [2]. While the studies of the EM eigenmodes in the cold SWS are important for making good choices when designing the TWT, its actual efficiency is fully manifested only in hot eigenmodes. The hot eigenmodes, in particular, carry significant information on electron beam instabilities such as convective and absolute instability [10], which are crucial for electron beam energy harvesting (i.e., the energies transfer from the electron beam to the EM wave). The hot mode exponential growth in space is expressed through the relevant complex-valued wavenumber with non-zero imaginary part representing the TWT gain.

In most cases, a theoretical model or a computer simulation is used to model and design TWTs. Pierce’s classical small-signal theory has been widely used for modeling and designing TWTs for about seventy years [11], [4]. Pierce used the 3-wave theory and described the dispersion relation as a cubic polynomial (i.e., also know as 3-wave dispersion) [3] that is fully characterized by four dimensionless constants. Many earlier works are carried out to quantitatively evaluate those constants ([12], [13], and references therein). Other studies have extended the work by Pierce to theoretically model TWTs as in [10], [14]. Recently, a numerical eigenmode solver for hot eigenmodes in TWT systems was introduced based fully on PIC simulations in [15], that is however more complicated than the method proposed here since in this work we constrain the dispersion to follow the physics predicted by an analytical model. In spite of being excellent tools for the initial design of TWTs, theoretical models are often not reliable, and the actual TWT performance is determined by accurate and time consuming particle-in-cell (PIC) simulations. In this research, we present a mean to narrow the gap between the theoretical predictions and PIC simulation results.

One of the focuses of our efforts, is the recovering of the information about hot eigenmodes from a very reduced set of PIC simulations (as explained later on, a single PIC simulation at only one frequency is sufficient). The biggest challenge in addressing this subject is that the extraction of useful information about eigenmodes from PIC full-wave simulations is not by any means a simple straightforward problem. We address the problem by a thoughtful selection of special regimes of TWT operation in which the hot eigenmode features are manifested in the most pronounced and undisturbed form. The proposed approach utilizes information of key physical quantities obtained in PIC simulations, such as EM fields and electrons’ energy, and it allows to extract the spectral information in the form of complex-valued wavenumbers as well as harmonics of the hot Floquet-Bloch eigenmodes.

The above mentioned spectral information allows in turn to reconstruct the analytical model parameters and its frequency dependence. From the analytical model we obtain the complex-valued $(\omega-k)$ dispersion relation of the hot eigen-
modes in the TWT (i.e., in the beam-EM interactive system). This dispersion relation is compared side by side with data obtained from PIC simulations at various frequencies. As one can see from Fig. 1, the dispersion relation based on the recovered analytical model is in excellent agreement with results from three dimensional PIC multi-frequency simulations for the helical-based TWT shown in Fig. 2. The dispersion relation and the frequency dependence of the imaginary part of the complex-valued wave numbers provide valuable information on the TWT operation. For instance, the amplification region refers to the range of the frequencies where $\Im(k) > 0$ and the TWT gain is directly related to $\Im(k)$. The constructed analytical model with frequency dependence parameters accomplishes our primary goal to model TWT operations for a wide range of frequencies accurately as verified by the comparison with PIC simulations. Taking into account the complexity of TWT operation and its simulation, the simplicity of the analytical model and its excellent agreement with PIC simulations is rather remarkable.

The remainder of this article is organized as follows. Section II presents a brief review of the analytical model used to describe the system and associated model parameters. Section III presents the proposed approach to obtain hot eigenmodes of interest in a TWT using a single PIC simulation (at one frequency). Section IV demonstrates the connection between the analytical model and actual electron beam device based on eigenmode and dispersion relations analysis. Conclusions are presented in Section V.

II. MATHEMATICAL FORMULATION

We briefly review the analytical model of TWTs used in this paper. An effective mathematical model for a TWT was introduced by Pierce [11], [4]. This model can be considered as the simplest one that accounts for EM wave amplification and the electron beam energy conversion into microwave radiation in the TWT [16], [9], [2]. The Pierce model, also known as the 4-wave theory of a TWT, is one-dimensional linear theory in which the SWS is represented by a lossless transmission line (TL), assumed to be homogeneous, that is, with uniformly distributed capacitance and inductance [3], [4], [9]. An approximation to the 4-wave theory is the 3-wave small-signal theory which laid the foundation for TWT design [4].

The analytical model used in this paper is a generalization of the Pierce theory, based on the Lagrangian field framework presented in Refs. [5], [6], that, in particular, takes into account the space charge effects. The Lagrangian field theory in [5], [6], allows also to model more complex SWSs than the simple one represented by Pierce by involving more than one SWS mode and multi-stream beam. We provide below a concise summary of the simplest case of a single-stream electron beam coupled to a single TL representing the primary eigenmode of the SWS.

The state of the TWT system is described by variables $Q(t, z) = \int_{t_0}^{t} I(t', z) dt'$ and $q(t, z) = \int_{t_0}^{t} i(t', z) dt'$, where $I$ and $i$ are respectively the TL line and the electron beam currents, $t_0$ is the initial time. Variables $Q$ and $q$ represent the amount of charge that has traversed the cross-section of the transmission line and the electron beam, respectively, at point $z$, from time $t_0$ to time $t$. Then, following [6], we introduce the TWT-system Lagrangian $\mathcal{L}_{TB}$ as

$$\mathcal{L}_{TB} = \mathcal{L}_{Tb} + \mathcal{L}_B,$$

where the Lagrangian components $\mathcal{L}_{Tb}$ and $\mathcal{L}_B$ are associated with the SWS and the electron beam respectively and are defined as follows

$$\mathcal{L}_{Tb} = \frac{L}{2} (\partial_t Q)^2 - \frac{1}{2C} (\partial_q Q + b \partial_z q)^2,$$

$$\mathcal{L}_B = \frac{v_0^2 \partial_z q \partial_t q}{2 \beta} - \frac{2\pi}{\sigma_B} q^2.$$

Here, $\sigma_B$ is the cross-section of electron beam and $v_0$ is the electron beam stream velocity. The symbols $\partial_t, \partial_z$ represents the partial derivative with respect to time $t$ and space $z$, respectively. The parameters $L$ and $C$ are, respectively, the distributed inductance and capacitance associated with the single TL. The term $b$ in 2 describes how the electron beam couples to the TL. The representation of the coupling between an electron beam and a SWS goes back to Ramo [17]. The debunching effects are considered by the term $-2\pi q^2 / \sigma_B$ in equation 3. The parameter $\beta$ is the electron beam stream intensity and it equals $\sigma_B R_{sc} \omega_p^2 / (4\pi)$, where $\omega_p, R_{sc}$ are
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Fig. 1. Complex-valued wavenumbers of the hot eigenmodes in the interactive electron beam-EM mode in the helical SWS in Fig. 2(a). (a-b) Real-imaginary parts of the recovered dispersion by estimating the adjusted analytical model ($\gamma$) parameter using PIC simulations data (the black cross data point) and the frequency dependence of cold wavenumber $\omega_\sigma(\omega)$ and $\gamma(\omega)$, directly obtained from the cold CST eigenmode solver in Fig. 10. A good agreement is observed in the real part in (a) as well as the imaginary part in (b) between the recovered adjusted analytical model and PIC simulations data (the green dots).
the corresponding plasma frequency and plasma frequency reduction factor, respectively. The Euler-Lagrange equations associated with the Lagrangian are the following system of second-order differential equations:

\[ L \dddot{Q} - \frac{1}{C} \left( q \dddot{Q} + b \dddot{q} \right) = 0, \]  

\[ \frac{1}{\beta} \left( \dot{q} + v_0 \dot{z} \right)^2 + \frac{4\pi}{\sigma_B} q - \frac{b}{C} \left( \dddot{Q} + b \dddot{q} \right) = 0. \]

Since the beam parameters are assumed constant in space, we can make use of the dispersion relation to study the eigenmodes. With that in mind, we consider solutions of the form \( q(z, t), Q(z, t) \propto e^{i(\omega t - kz)}. \) In the case of spatially uniform (homogeneous) TL, the Fourier transform, in time \( q \) and space variable \( z \), of equations 4, 5 yields

\[ \left( \frac{k^2}{C} - \omega^2 L \right) \dddot{Q} + \frac{k^2}{C} b \dddot{q} = 0, \]

\[ \left[ \frac{4\pi}{\sigma_B} - \frac{1}{\beta} \left( \omega - v_0 k \right)^2 \right] \dddot{q} + \frac{k^2}{C} \left( b \dddot{q} + b \dddot{Q} \right) = 0, \]

where \( \omega \) and \( k \) are respectively the frequency and the wavenumber, and \( Q = Q(\omega, k) \) and \( \dddot{q} = \dddot{q}(\omega, k) \) are the Fourier transforms of the system variables \( Q(t, z) \) and \( q(t, z) \), respectively. The above system of linear equations 6, 7 is of special interest to us as for it encodes important information on the TWT system including its dispersion relations and the structure of the eigenmodes. For every fixed \( \omega \), the linear system 6, 7 are viewed as a kind of eigenvalue problem, which is not the standard eigenvalue problem, where the \( k \) is an eigenvalue and the pair \( Q, q \) forms an eigenvector, see details in [6]. Taking into account the significant role played by the velocities in electron flow interactions, we recast equations 6, 7 by substituting there \( k = \omega / u \) where \( u \) is the phase velocity of a mode in the interactive system. We then solve the system of equations 6, 7 assuming non-trivial (non-zero) solutions, and after elementary transformations we arrive at the following dimensionless form of the dispersion relation

\[ D_s(u, \omega) = \left( \frac{v_0 - u}{u^2} \right) + \frac{\gamma}{u^2 - u^2} - \frac{R_{sc}^2 \omega_p^2}{\omega^2} = 0, \]

where \( \gamma = \beta b^2 / C \) is the system coupling parameter [6] with unit of \( [\text{velocity}]^2 \), and \( w = 1 / \sqrt{LC} \) is the cold SWS mode phase velocity (i.e., TL model). The Euler-Lagrange equations 4, 5 and the system of second-order differential equations 6, 7 are written in centimeter–gram–second (CGS) system, whereas the dispersion relation is dimensionless, hence in the following we will use SI units for convenience. In SI units, the parameters \( R_{sc} \) and \( \omega_p \) are given in [18]. The same dispersion relation was also obtained by using a method based on the Pierce model including the space charge effect. The translation between the Lagrangian model parameters used in this framework and the parameters used in Pierce model is listed in the Supplementary Material of [18].

The dispersion equation 8 has three main parameters: (i) the electron stream velocity \( v_0 \) which is chosen to be equal the electron beam particles’ initial velocity; (ii) the SWS TL modal phase velocity \( w \), and (iii) the system coupling parameter \( \gamma \). Recovering the correct values of these parameters as functions of the angular frequency \( \omega \) is not straightforward, and the purpose of this paper is to develop an approach that uses values of these parameters without any recourse to “curve fitting” approximations but rather based on simple cold SWS full-wave simulations and a single (at one frequency) three dimensional PIC simulation as explained next.

### Analytical model adjustment

In this subsection, we present a way of improving the agreement between the analytical model previously discussed and real device data by introducing a phenomenological adjustment to the analytical model. The main physics-based modification is the introduction of frequency dependence of parameters \( w \) and \( \gamma \) that were assumed to be constant in the analytic model. In other words, we adjust the analytical model by assuming that \( w = w(\omega) \) and \( \gamma = \gamma(\omega) \) in 8, and that yields

\[ D_s(u, \omega) = \left( \frac{v_0 - u}{u^2} \right) + \frac{\gamma(\omega)}{u^2 - u^2} - \frac{R_{sc}^2 \omega_p^2}{\omega^2} = 0. \]

The frequency dependence of analytical model parameters \( (w \) and \( \gamma \) is invoked as an ad-hock to the final characteristics equation in 8. In the following sections, we present an approach to recover the frequency dependent parameters by exploring solution sets of the dispersion equation 8 at one or more frequencies and comparing that to the hot complex-valued eigenmode observations obtained based on PIC simulations.

### III. TWT HOT EIGENMODES BASED ON PIC SIMULATIONS

Our goal here is to develop an approach of recovering the TWT hot eigenmode information by a thoughtful selection of regimes of TWT operation. The selected regime carries TWT eigenmode information in the most pronounced and undisturbed form. The approach features the estimation of the hot eigenmode information, such as \( (\omega, k) \), where \( \omega \) and \( k \) are the angular frequency and the associated complex-valued wave number, respectively, based on one PIC simulation where we extract particles information at one frequency. In general, there is no straightforward way to extract an information about the eigenmodes from commonly performed PIC simulation.

#### A. Eigenmode-like operation regime

The eigenmode-like regime of operation is determined by a set of conditions that facilitate the manifestation of the eigenmode frequency and wavenumber dispersion through analyzing observable parameters in PIC simulations. Those conditions include, first, limiting our setup to the region of frequencies where the cold SWS has a single dominant mode. Consequently, the 4-wave theory based on Lagrangian formalism in Sec. II is expected to provide an accurate account for the interaction between the electron beam and the EM wave in the SWS. Second, we would like to suppress backward waves by all means available including introducing a sever. Third,
where $\exp$ modes, $\omega$ form the basis for two regions of operation beam space-charge waves. ± waves in the cold SWS (along four modes are the resultant of the interaction between two EM frequency and complex-valued wavenumber, respectively. The effects are minimal (i.e., negligible). Suppose now that the above conditions are implemented. Then we carry out PIC simulation assuming that the complex time representation of a chosen observable $s$ (for instance, electric or magnetic field) after reaching the steady state can be represented as follows:

$$s(t, z) = \sum_{i=1}^{4} a_i \exp \{ j(\omega t - k_i z) \} , \quad (10)$$

where $\exp \{ j(\omega t - k_i z) \}$ represents the TWT hot eigenmodes, $\omega$ and $k_i$ are the associated angular frequency and complex-valued wavenumber, respectively. The four modes are the resultant of the interaction between two EM waves in the cold SWS (along ±z) along with two electron beam space-charge waves.

In a simple fully interactive system, four hot eigenmodes form the basis for two regions of operation

1) Amplification region: in this region the four modes are divided into two sets of modes: the first set consists of two exponentially growing and decaying oscillatory modes (amplifying/attenuating, $\Im \{k_i \} \neq 0$) such that two modes wavenumbers are complex conjugate to each other (i.e., $k_1 = k_2^*$); the second set consists of two oscillatory modes (unamplifying/unattenuating, $\Im \{k \} = 0$) that vary harmonically in time and are bounded in the entire space by a constant.

2) Non-amplified region: in this region the four modes are oscillatory with real-valued wavenumbers (i.e. $\Im \{k_{1,2} \} = 0$).

**Assumption 1:** In the amplification region the amplifying eigenmode is the dominant one. Such that, for a large value of $z$ and after reaching the steady state any observable physical quantity in 10 can readily be approximated as follows:

$$s(t, z) \approx a \exp \{ j(\omega t - k_1 z) \} , \quad (11)$$

where subscript $i$ here refers to only the mode with $\Im \{k_i \} > 0$, so that the mode $\exp \{ j(\omega t - k_1 z) \}$ is amplifying and exponentially growing in space. In view of Assumption 1, the structure hot amplified eigenmode $\exp \{ j(\omega t - k_1 z) \}$ is detected by considering the Fourier transformation in spatial variable $z$ of one or more of the observable physical quantities in the PIC simulation. The PIC algorithm uses a three dimensional self-consistent solution of Maxwell’s equations in the time domain in the presence of an electron beam current made of by a finite number of emitted electrons. It also accounts for saturation effects such as electron overtaking. In the following subsection, we show an example of helix-based SWS and the estimation of the amplified eigenmode using observable physical quantities.

**B. Estimation of the amplified eigenmode in helical TWT**

We illustrate the efficiency of the approach described in the previous section by considering an example of a C-Band TWT amplifier shown in Fig. 2(a). A helix-based SWS typically consists of a metallic tape-helix inside a metallic waveguide; such SWSs have been used for decades for high power device sources and amplifiers [16], [9], [2]. Figure 2(a) shows an example of helix-based TWT optimized to operate at around 15 GHz, with a total length of about 18 cm comprised of 160 unit cells with period $d = 1.04$ mm. TWT unit cells are made of a helix metallic tape with an inner radius of 795 $\mu$m, 0.2 mm thickness and 0.51 mm width. The metallic circular waveguide has a radius of 1.06 mm and the three equally spaced dielectric rods support that physically hold the helix are made of BeO dielectric with a relative dielectric constant of 6.5. The input and output radio frequency (RF) signals of the structure are defined as input RF port and output RF port as shown in Fig. 2(a).

We show in Fig. 3 the dispersion relations of the modes in the periodic cold SWS. The cold SWS dispersion diagram indicates that the frequency range of the first quasi-TEM for-
ward mode, which is the reasonable for amplification regime of operation, ends around 25 GHz.

The (ω-k) cold dispersion is calculated using the eigenmode solver implemented in CST Suite Studio by DS SIMULIA based on the finite-element method. The eigenmode solver enforces a phase shift across the structure period in the longitudinal direction of propagation and solves for the real-valued eigenfrequencies. The dispersion diagram is constructed by repeating the simulation for different phase shifts.

The cold dispersion diagram shows both forward and backward Floquet-Bloch propagating harmonics in the fundamental Brillouin zone that is here defined from \( k d / \pi = 0 \) to \( k d / \pi = 2 \). The plotted dispersion curves represent only the propagating part of the spectrum and thus, they have a purely real-valued wavenumber \( k \). In addition, it is worth emphasizing that the dispersion diagram obtained in Fig. 2(b) is for the cold SWS case (electron beam is absent). However, this cold dispersion is still helpful as a 0th-order approximation to establish synchronization in the fully interactive system (SWS and electron beam). This approximate picture of the interactive system is realized by plotting the “electron beam line” together with the cold dispersion diagram as shown in Fig. 3 in the blue-dashed line. As shown in Fig. 3, the electron beam line intersects with the TEM eigenmode in red around 12 GHz.
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**Fig. 3.** Dispersion diagram of the lowest order Floquet-Bloch eigenmodes of the cold SWS in Fig. 2. An electron beam (e-beam) line with particles’ initial velocity about 0.2 times the speed of light to have a synchronization around the 12 GHz in the region where the electron beam line intersects with the cold dispersion in the forward region.

The hot simulation setup is carried out by CST Studio Suite (PIC solver). The PIC algorithm uses a 3-D self-consistent solution to Maxwell’s equation in the time domain in the presence of an electron beam current made by a finite number of emitted charged particles. It also accounts for saturation effects such as electron overtaking which is responsible for reaching a steady state in an oscillator.

The hot simulation is performed taking into account the eigenmode-like regime considerations by defining particles that are emitted based on the direct current (DC) emission model of the PIC Solver. Such TWT amplifier uses a solid linear electron beam with a radius of 560 µm. The particles’ initial velocity is 0.2 times the speed of light \( c \) (i.e., \( v_0 = 0.2c \)) to have a synchronization around 12 GHz in the region where the cold SWS unit cell can be modeled by one cold eigenmode (in each direction) as shown in the cold dispersion and to have a good matching to minimize any rise of the backward (i.e., reflected) modes due to mismatch at the RF ports. The value of the emitted current was set to 10 mA that is less than the threshold current for oscillation, to minimize nonlinear effects. A static axial magnetic field \( B_z = 0.64 \) T is used to ensure a good beam confinement of the solid electron beam traveling in the axial direction. The total number of charged particles used to model the electron beam in the PIC simulation is about 8,901,500 while the whole space in the SWS structure is modeled using 6,640,704 mesh cells.

A PIC simulation is performed to verify the stability of the structure and its immunity to oscillation by running the CST PIC for no RF excitation at the input RF port (red trace), and the signal observed at the output port (blue trace) is shown in Fig. 4(a). It is clear that in the case where there is no RF excitation and since the hot setup configuration, that ensures the stability of the hot structure, the output vanishes after passing the transient time.

Figure 4(b) shows the output (in blue) and input (in red) RF signals, indicating the amplification level for a single-tune sinusoidal excitation signal of frequency 15 GHz. The frequency spectrum of the output RF signal shown in Fig. 4(c) is obtained by applying Fourier transform to the output RF signal in the time window from 10 nsec to 25 nsec. By utilizing the eigenmode-like regime of operation in the hot setup, one can assume that any observable physical quantity after reaching the steady state resembles the hot amplified eigenmode as in 11.

To estimate the amplified hot eigenmode, we analyze the observable physical quantities obtained in the CST PIC simulations. The PIC solver simulates the complex interaction between the EM wave and electron beam using a large number of charged particles and it follows their trajectories in self-consistent electromagnetic fields computed on a fixed mesh. The physical quantities that represent the EM mode in the interacting SWS are electric and magnetic fields. Also, one can observe physical quantities related to the electron beam such as beam electrons’ energy, momentum, and electron beam charge density.

Figure 5(a) shows a snapshot of the z-component of the transient electric field along the SWS after the steady state is reached (on the gap between the SWS and circular waveguide wall). The phasor-domain representation of the \( E_z(z, t) \) versus \( z \) along the SWS is calculated as

\[
E_z(z) = \frac{1}{T} \int_{t=t_0+T}^{t=t_0} E_z(z, t)e^{-j\omega t} dt, \tag{12}
\]

where \( t_0 \) is any time instant after steady state is observed, and \( T = 2\pi / \omega \). The phasor \( E_z(z) \) is depicted in Fig. 5(b, c) in terms of magnitude and phase, respectively.

It is apparent that there is more than one spatial frequency component in the field data shown in Fig. 5. Those spatial frequency components are obtained by taking the Fourier transform of the \( E_z(z) \). We report the normalized spatial spectrum in Fig. 6 showing different spatial frequency components where the fundamental one that carries most of the energy is \( k = 1580 \text{m}^{-1} \). Also, it is worth noting that,
the plotted normalized spatial spectrum in Fig. 6 invokes other modes from PIC simulations that are not part of the analytical model eigenmodes solution. Those other modes are related to the Floquet-Bloch modes associated with the periodic SWS such as \( k_n = k_0 + 2\pi n/d \) where \( n \) is an integer number representing the order of harmonics. For the particular illustrative example shown here, we report that \( k_0 = 1580 \text{ m}^{-1} \) and \( 2\pi/d = 6041.5 \text{ m}^{-1} \) accordingly the corresponding \(-1\) Floquet-Bloch harmonic \( k_{-1} = -4461.5 \text{ m}^{-1} \), similarly for the negative fundamental \( k_0 = -1580 \text{ m}^{-1} \) the corresponding \(+1\) Floquet-Bloch harmonic is \( k_1 = 4461.5 \text{ m}^{-1} \).

Similarly, we apply the same procedure to a physical quantity related to the electron beam such as electrons’ energy. In reality, the energy of the electrons in the beam does not have a single value at each \( z \) point. The energy usually depends on each electron transverse location, hence it is convenient to deal with the average of all electrons’ energies at each transverse \( z \)-dependent cross section such that at each point \( z \) the electrons’ energy is represented by a single value representing their average, as was done for the beam electrons’ speed in [15, Eqn. 6].
Fig. 7. (a) A snapshot in time at \( t = 10 \text{ nS} \) of the average beam electrons’ energy along the SWS after reaching steady state time. (b, c) Complex-valued AC part of the phasor beam electrons’ energy in terms of amplitude and phase. Red line in (b) represents the exponential curve \( \chi e^{\alpha z} \) with \( \alpha = 31.6 \text{ m}^{-1} \) and \( \chi = 19.7 \text{ eV} \) which fits well to the magnitude growth of the AC part of beam electrons’ energy.

is reached. The phasor-domain representation of small-signal kinetic energy (i.e., by subtracting the time-averaged kinetic energy) of the electron beam “AC-Energy” is calculated similarly to the \( E_z \) in 12. The phasor small-signal kinetic energy is depicted in Fig. 7(b, c) in terms of magnitude and phase, respectively.

It is apparent that there is only one spatial frequency component in the electron beam data shown in Fig. 7, which is contrary to the electric field spectrum that involves Floquet-Bloch modes due to the periodicity nature of the SWS. We report the normalized spatial spectrum of phasor small-signal kinetic energy in Fig. 8 where its spatial frequency is \( k = 1595 \text{ m}^{-1} \). This spatial frequency component is directly related to the eigenmode that is harvesting energy from the electron beam.

By analyzing the spatial frequency spectrum of such physical observables at a certain frequency one can estimate the dominant amplified eigenmode complex-valued wavenumber and the corresponding complex-conjugate attenuated eigenmode. For the helical TWT understudy and from the spatial frequency spectrum in Fig. 8 and the amplitude growth rate reported in Fig. 7(b) the estimated eigenmodes are \( (\omega, k) \sim (15 \text{GHz}, 1595 \pm j31.6 \text{m}^{-1}) \).

IV. CONNECTION BETWEEN THE ANALYTICAL MODEL AND ACTUAL ELECTRON BEAM DEVICE

TWT observables, like EM fields and beam electrons’ energy, are used to determine the analytical model parameters \( (\gamma, w) \) through full-wave simulations either for the model with constants parameters or the adjusted model with dispersive model parameters. As to their qualification to be TWT observables, we notice that by their very definition these observables are some of the parameters associated to the amplified eigenmode in the fully interactive system, since the amplified eigenmode is the dominating the others for \( z \)-locations away from the input port. The wavenumber-frequency dispersion describing the eigenmodes in the TWT is determined by running multiple PIC simulations at different frequencies and then determining hot amplified eigenmode \( (\omega, k_{PIC}) \) at each. Those eigenmodes can be observed through a series of PIC simulations each where the structure is excited by a single tone RF signal. Notice also that TWT observables give knowledge about the complex-valued wavenumbers \( k \) for certain frequency \( \omega \) at which the TWT dispersion relations as well the TWT characteristic function \( D_s(\omega, k) \) solutions attain instabilities (i.e. convective instability referring to growing and decaying waves with space) as discussed in Sec. II.

To facilitate the computation of analytical model parameter \( \gamma \) we would like to optimize \( \gamma \) to best fit growing solutions of the dispersion relation 8 \( (\omega, k_{D_s} = \omega/u) \) to the estimated amplified eigenmode through PIC simulations \( (\omega, k_{PIC}) \). This optimization process is applied only at the “estimation frequency”. The estimation frequency can be any frequency in the vicinity of the synchronization frequency, within the amplification region. A common way to deal with this kind of problem is to look for analytical parameter \( \gamma \) that minimizes error between the analytical model \( k_{D_s} \) and PIC \( k_{PIC} \) data for the estimated frequency \( \omega \), by defining the following error function:

\[
\mathcal{E} = c_1 |\Re(k_{D_s} - k_{PIC})|^2 + |\Im(k_{D_s} - k_{PIC})|^2, \tag{13}
\]
Adjusted analytical model

In this subsection, we show an improved matching between the analytical model and PIC results attributed to the adjusted analytical model. The adjustment is the replacement of constants $w$ and $\gamma$ with the corresponding frequency dependent functions $w(\omega)$ and $\gamma(\omega)$. The phase velocity frequency dependence $w(\omega)$ is obtained from the cold full-wave simulation by analyzing wave propagation in the SWS in the absence of the electron beam to get the $w(\omega)$ to be used in our analytical model recovery method. The frequency dependence of $\gamma$ is also obtained from the cold simulation and relation $\gamma(\omega) = B/C(\omega)$ where $C(\omega)$ is the frequency-dependent equivalent per-unit-length capacitance of the TL model of the SWS as discussed in [18], and $B$ is an adjustment constant which is evaluated by minimizing the error function in (13). We simulated the helix-based cold SWS by using the finite element-based eigenmode solver implemented in CST Suite Studio and extracted the (i) cold-circuit EM phase velocity $w(\omega)$ normalized to the speed of light $c$ as shown in Fig. 10, and (ii) the characteristic wave impedance $Z_{c}(\omega)$ of the mode under interest (i.e., mode 1 “red trace” in the cold dispersion shown in Fig. 3). By using $w(\omega)$ and $Z_{c}(\omega)$, one obtains the equivalent frequency-dependent distributed inductance $L(\omega) = Z_{c}(\omega)/w(\omega)$ and capacitance $C(\omega) = 1/[Z_{c}(\omega)/w(\omega)]$.

Figure 1 depicts the recovered complex-valued wavenumbers dispersion of the hot modes with an electron beam whose electrons have an initial velocity of $v_0 = 0.2c$ using the adjusted analytical parameters as follows: the frequency
dependent phase velocity of the EM cold mode \( w(\omega) \) is obtained from full-wave cold simulations, and the optimized adjustment parameter \( B = 71.28 \text{F} \cdot \text{m/s}^2 \). Note that, \( B \) is evaluated at only the “estimation frequency” (by minimizing the error function in 13 at the estimation frequency of 15 GHz) and then the frequency dependence of \( \gamma(\omega) \) is found from \( \gamma(\omega) = B/C(\omega) \), where the TL distributed capacitance \( C(\omega) \) is obtained from full-wave cold simulations. The dispersion obtained by the model is compared with the hot eigenmode obtained directly from the PIC simulations, plotted by green circular dots, showing a significant improvement in the agreement between the recovered dispersion and actual data from PIC simulations when compared to the results of the model without frequency dependent parameters. To facilitate the comparison,

in Figure 11, we plot side by side the imaginary part of the recovered dispersion using the analytical model without frequency dependent parameters in Fig. 11(a), and the phenomenological adjusted one using frequency dispersion in Fig. 11(b) to emphasize the significant improvement of the model in matching real data obtained from CST PIC simulations.

V. Summary

An adjusted analytical model for TWTs is proposed that gives accurate predictions of the wavenumber-frequency dispersion relation and the frequency dependent gain/amplification. The approach utilizes primary frequency-dependent parameters of the cold SWS (modal wave velocity and equivalent TL capacitance) recovered by using a standard procedure, and only one PIC simulation of the TWT, at one frequency, to find the adjustment parameter \( B \) without curve fitting. The proposed adjusted analytic model was tested against results obtained directly from PIC simulation for a helical-based TWT operating in the GHz range and showed an excellent agreement. Our extensive preliminary studies suggest that the proposed approach can be applied to different kinds of TWTs including those based on the serpentine SWS. The method can also be extended to retrieve other important TWT parameters like the plasma frequency reduction factor.
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