Competing quantum phases of hard-core boson with tilted dipole-dipole interaction
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Different quantum phases of hard-core boson induced by dipole-dipole interaction with varying angles of polarization are discussed in this work. We consider the most influential two leading terms with anisotropy due to the tilted polarization of the on-site boson in the square lattice. For assuring the concreteness of our choice, we have applied both cluster mean-field theory (CMFT) and infinite projected entangled-pair state (iPEPS), and compared the results of our model with previous ones where longer-range interaction was included. Next, we focus on the case where the azimuthal angle is fixed to $\phi = \pi/4$. Through the mean-field analysis in a fashion that imposes quantum spin operators into classical ones, we aim to search for the underlying phases, especially the supersolid. Our results indicate a competing scenario between phases that break different translational symmetries. With the help of CMFT and variational iPEPS, the phase boundaries predicted by the mean-field treatment are determined more precisely. Our discoveries elucidate the possible underlying supersolid phases which might be seen in the real cold-atom experiments under dipolar interaction. Moreover, our results indicate that an effective triangular optical lattice can also be realized by fine tuning the dipolar angles.

I. INTRODUCTION

The ultracold atomic gases \cite{1-4}, thanks to the advance of cooling techniques, have become one of the promising platforms in studying various physical scenarios where quantum effect is emphasized. At such low temperature, exotic quantum phases could be formed due to the reduction of thermal fluctuation, and supersolid (SS), the state with coexisting superfluidity and solidity, is one of them \cite{5-6}. Recently, experimental groups have successfully captured the features that belong to SS from Bose-Einstein condensates, made of erbium and dysprosium gases, with large dipole moments \cite{7-12}. Their discoveries have made huge impact to the physical society.

From the theoretical side, these ultracold atomic gases can be viewed as bosonic systems with soft- or hard-core characteristics, depending on the strength of the on-site repulsion. Under the hard-core limit, previous studies have shown that for a Hubbard-like Hamiltonian in square lattice, one will need more than nearest-neighbor (nn) interaction to stabilize the SS phases \cite{13-15}. Similar effect can be seen by including the next-nearest-neighbor (nnn) hopping term \cite{17, 18} and peculiar SS phases appear under the frustration. The effect of combining nn hopping and interaction was discussed in Ref. \cite{19} and our recent work has revealed that various superfluid (SF) and SS phases can be generated out of such extended Bose-Hubbard (EBH) Hamiltonian \cite{20}.

However, in the experiments mentioned above, the interaction between atoms is mediated by the dipole moment possessed by each boson \cite{21}. These dipole moments, as demonstrated in Fig. 1, align along the direction of external electric/magnetic field and cast a long-range interaction of the following form:

$$V_{ij} = \frac{V}{r_{ij}^3} (1 - 3\cos^2 \alpha_{ij}),$$

where $V$ is the dipole-dipole interaction strength and $r_{ij} = |\vec{r}_i - \vec{r}_j|$, is the relative distance between site $i$ and $j$. As demonstrated in Fig. 1, $\alpha_{ij}$ represents the angle between the vector of polarization and $\vec{r}_{ij}$, the relative-position vector from site $i$ to site $j$. Due to the external field, all polarizations point to the same direction with identical polar ($\theta$) and azimuthal ($\phi$) angles. As can be seen from Eq. 1, if the polarization is along $\hat{e} = (0, 0, 1)$, then $\alpha_{ij} = \pi/2$ between every $i$ and $j$ so that the repul-

FIG. 1: Schematic demonstration of dipolar interaction in a two dimensional square optical lattice. Blue dots denote the atomic sites and pink arrows represent the polarization. Notice that in this work we consider the hard-core limit so that on each site there will be at most one boson. Polarization vector (black dashed vector) is determined by polar ($\theta$) and azimuthal ($\phi$) angles. $\alpha_{ij}$ determines the anisotropic dipolar interaction in Eq. 1 and can be obtained by measuring the angle between polarization and the vector of relative positions (red dashed vector) between two sites.
sive interaction becomes isotropic and decreases in inverse cubic form with \( r_{ij} \) throughout the optical lattice. Nonetheless, if we tilt the polarization to a non-zero polar angle, the interaction becomes anisotropic.

The effect of dipole-dipole interaction has been discussed previously for both isotropic [22, 24] and anisotropic [25–28] cases in the hard-core limit for square lattice. For the scenarios with anisotropic interaction, however, studies were mainly focused on the polarization within the x-z(y-z) plane under different polar angles. In Ref. [28] the authors have mentioned the possible competition between two solid phases with intermediate azimuthal angle, which arouses our interest. In fact, according to Eq. [1] we can see that as \( \alpha_{ij} \) changes from 90° to 0°, the dipolar interaction strength varies from \( V/r_{ij}^3 \) to \( -2V/r_{ij}^3 \), and is equal to zero at the transition angle \( \cos^{-1}(1/\sqrt{3}) \approx 54.7° \). If we choose \( \phi \) to be \( \pi/4 \) and \( 35.3° < \theta < \sin^{-1}(\sqrt{2}\cos(54.7°)) \approx 54.8° \), we can assure that the nn interaction is isotropically repulsive but the nnn interaction is attractive along the [1,1] direction while repulsive in the perpendicular direction. Under such circumstances, a diagonal stripe with \( 3 \times 3 \) unit cell [22, 29] might be favored. Such effect of anisotropic nnn terms leading to the translational-symmetry breaking into a larger unit cell has been demonstrated before [30, 31]. Nevertheless, they analyzed the effect of nnn hopping terms, instead of the interactive terms. Moreover, although the dipole-dipole interaction is relatively short-range, due to the fact that its interaction strength decreases with distance in the inverse-cubic form, dominant short-range interactions are more influential in determining the resulting phases [32]. Therefore, we will focus on the effect of short-range interactions with realistic dipolar form, as indicated in Eq. [1].

This paper is organized in the following structure. In section II we will present our results. We first demonstrate our Hamiltonian and explain our numerical approaches in II.A. We then discuss the \( \phi = 0 \) case and present our results in II.B. Starting from II.C, we reveal our main results focusing on \( \phi = \pi/4 \). We will begin with a mean-field analysis to identify possible underlying phases, and a second-order perturbative approach to resolve the boundaries where solid order starts to melt down. We then perform the cluster mean-field theory to re-construct the phase diagrams. In order to attain the thermodynamic limit, we apply the variational iPEPS, which is more precise than the simple update. Our conclusion is included in section III.

II. RESULTS

A. Dipolar Bose-Hubbard Hamiltonian

Our Hamiltonian is chosen in the square lattice with the following form:

\[
H = -t \sum_{\langle i,j \rangle} (b_i^\dagger b_j + H.C.) + \sum_{\langle i,j \rangle} V_1 n_i n_j + \sum_{\langle \langle i,j \rangle \rangle} V_2 n_i n_j - \mu \sum_i n_i,
\]

with

\[
V_1 = V(1 - 3\cos^2 \alpha_{ij}),
\]

\[
V_2 = \frac{V(1 - 3\cos^2 \alpha_{ij})}{2\sqrt{2}},
\]

where \( b_i^\dagger \) and \( b_i \) stand for the creation and annihilation operators of the hard-core boson, with the number operator to be \( n_i = b_i^\dagger b_i \). \( \langle i, j \rangle \) and \( \langle \langle i, j \rangle \rangle \) denote the summation for the nn and nnn pairs, respectively. According to Eq. [1] our inter-site interactions, \( V_1 \) and \( V_2 \), possess the forms indicated by Eq. [3]. We neglect the further long-range tail of the dipolar interaction in this research. We adopt two numerical methods for solving our model and the first one is the cluster mean-field theory (CMFT) [18, 24, 29, 33–40]. The central spirit is quite similar despite the varying details or namings among different references. We first divide our Hamiltonian into two parts. The first part, \( H_C \), is within the chosen cluster, and the second part, \( H_{AC} \), contains the terms connecting the bulk to the environment on the boundary of the cluster. \( H_C \) possesses the exact form of the original Hamiltonian (Eq. [2]) and the mean-field decoupling only takes place in \( H_{AC} \):

\[
H_{AC} = -t \sum_{\langle i,j \rangle} \langle b_i^\dagger \rangle \langle b_j \rangle + H.C. + \sum_{\langle i,j \rangle} V_1 n_i \langle n_j \rangle + \sum_{\langle \langle i,j \rangle \rangle} V_2 n_i \langle n_j \rangle,
\]

where the prime indicates that this summation is between site \( i \) on the boundary of the cluster and site \( j \) connected to \( i \) outside the cluster. Our effective Hamiltonian is then written as \( H_{\text{eff}} = H_C + H_{AC} \). Next, we diagonalize the effective Hamiltonian and obtain the wave function for calculating the mean-field parameters, \( \langle b_j \rangle \) and \( \langle n_j \rangle \). After several iterations, the mean-field parameters converge and our calculation reaches its self-consistent solution. Note that the diagonalization only takes place within the chosen cluster.

The merit of CMFT is that, unlike the regular single-site mean-field calculation, CMFT can well cover the short-range correlation since the solution within the cluster is exact. By gradually enlarging the cluster size, we can extrapolate the results to the thermodynamic limit and a more precise phase boundary can be obtained.
In this work, for solving the exact Hamiltonian within the cluster, we have applied the exact diagonalization (ED).

In addition to CMFT, we have also employed another numerical ansatz for comparison, the infinite projected entangled-pair state (iPEPS) [41]. iPEPS has proven itself to be an effective ansatz for 2D quantum systems in a large scope [42]. For this ansatz, we use rank-5 tensors to demonstrate the wave function on each site within the repeating unit cell. Each tensor is composed of four auxiliary legs with dimension $D$ and one physical index with dimension $d=2$ here, reflecting the filled and empty states separately. Another merit of iPEPS is that we can achieve the properties in the thermodynamic limit. To attain the limit, we construct the environment tensors by applying the corner-transfer-matrix algorithm [43–45]. In our previous work [20], we have demonstrated that for extended Bose-Hubbard (EBH) model, simple-update iPEPS [46] is adequate for showing the correct structure of phase diagram. Therefore, we will try to apply the same approach here. However, later in section II.C.4, we will notice that for some regions where competing phases possess very close energies, it is hard for the simple-update iPEPS to distinguish them apart. There, we will apply another style of iPEPS, which is based on estimating the gradient of the variational energies to the tensor elements [47, 48].

B. $\phi=0$

First of all, we revisit the previously discussed case, where the polarization lies within the x-z(y-z) plane while tilting the polar angle. Here, we would like to investigate the influence by removing the long-range tail. For such polarization, the symmetry of nn interacting terms in x- and y-directions will break, while leaving the nnn interactions to be isotropic in our Hamiltonian:

$$
\begin{align*}
V_x &= V \\
V_y &= V(1 - 3\sin^2 \theta) \\
V_{nnn} &= \frac{V}{2\sqrt{2}}(1 - \frac{3}{2}\sin^2 \theta).
\end{align*}
$$

In Eq. 5 the polarization lies in the y-z plane. We then try to reconstruct the phase diagram shown in the Figure 2 of Ref. 28 which focused on the half-filled doping. In fact, their phase diagram already implies the dominant influence from nn and nnn interactions, because the checkerboard (CB) and stripe solids break the translational symmetry within the $2 \times 2$ unit cell, which is also the unit cell for $V_{nn}$ and $V_{nnn}$ interaction. Therefore, we expect that our phase diagram will be similar to theirs. Accordingly, we construct the phase diagram of half-filled phases using fixed-D simple-update iPEPS (D=4) and CMFT with $4 \times 4$ clusters. Our order parameter for charge order is defined as

$$
\tilde{n}(k) = \frac{1}{N_C} \sum_{i \in C} \langle n_i \rangle e^{ik \cdot r_i},
$$

and for the condensate density,

$$
\rho_0 = \frac{1}{N_C} \sum_{i \in C} |\langle b_i \rangle|^2,
$$

where $C$ means the unit cell or cluster. $r_i$ is the coordinate of location for each site. The zero-momentum condensate density, $\rho_0$, indicates the superfluidity if a sharp peak exists. $\tilde{n}(k)$ reflects the structural order of bosons in the lattice. $\tilde{n}(\pi, \pi)$ represents the CB-like modulation and $\tilde{n}(0, \pi)$ stands for stripe-like order. Our states can be classified by calculating these two orders. If there is no structural order then the state corresponds to SF; on the other hand, we have a CB/stripe solid state once structural order exists and $\rho_0 = 0$. These two orders, $\tilde{n}(k)$ for $k \neq 0$ and $\rho_0$, can coexist at the same time and a SS phase appears under such scenario.

Our result is shown in Fig. 2(a). The phase diagram for short-range dipolar interaction qualitatively agrees with the QMC result in Ref. 28. The black solid lines are phase boundaries obtained from CMFT. At small $V/t$, the system is in SF phase, characterized by a non vanishing condensate density $\rho_0$. As $V/t$ is increased, the system goes through a first order phase transition and either enters a CB solid or a stripe solid phase, depending on the anisotropy of the nn interaction determined by $\theta$. Since the interaction is weaker for nn bonds, CB is more favored for smaller $\theta$. As $\theta$ increases, the anisotropy in nn interactions is enhanced. According to Eq. 5 when $\theta$ exceeds $\theta_c = \sin^{-1} \sqrt{2/(9 + 3\sqrt{2})}$, $V_y$ becomes smaller than $2V_{nnn}$ and the stripe solid state oriented in the y direction becomes more favorable in the classical limit. $\theta_c$ is thus the critical polar angle in the limit $V/t \rightarrow \infty$, marked as the red triangle in Fig. 2(a). The phase transition between CB and stripe solid is first-order because of the breaking of different symmetries. Along this phase boundary, as $V/t$ decreases, the kinetic energy becomes more important. From the perturbation points of view, the energy gain from hopping is $-t^2/2V_x - t^2/(4V_x - 2V_y)$ for CB solid and $-t^2/2V_x$ for stripe solid. This causes CB states to be more favorable, making the line lean to the right slightly at the triple point. Moreover, the phase boundaries by iPEPS (brown dashed lines in Fig. 2(a)) agree with those from CMFT, indicating that the underlying physics can be well represented by finite-size calculation. Most importantly, our calculations capture the correct phases revealed by QMC upon a full long-range dipolar model [28].

We next demonstrate the transitions across three phase boundaries along the cuts indicated by the black dotted lines in Fig. 2(a). Fig. 2(b) shows the condensate density and CB structural order parameters along the vertical cut $\theta = 0.2$. For smaller $V/t$, there is finite $\rho_0$ and no
CB structural factor, which represents a SF phase. At 
around $V/t \sim 3.8$, $\rho_0$ disappears with the simultaneous 
onset of $\tilde{n}(\pi, \pi)$, suggesting a first order transition to CB 
structure. Fig. 2(c) shows the CB and stripe structural 
factor along horizontal cut at $V/t = 8$, where the 
two solid phases compete. Again, the order parameters 
indicate first-order features with an abrupt change from 
$\tilde{n}(\pi, \pi) \neq 0$ (CB solid) to $\tilde{n}(0, \pi) + \tilde{n}(\pi, 0) \neq 0$ (stripe 
solid) at around $\theta = 0.415$. At last, Fig. 2(d) is the 
vertical cut along $\theta = 0.6$. Similar to 2(b), the system 
starts from the SF phase with non-zero $\rho_0$ and vanishing 
$\tilde{n}(\pi, \pi)$, but it transits to stripe solid as $\tilde{n}(0, \pi) + \tilde{n}(\pi, 0)$ 
f becomes finite at stronger interaction. The facts that all 
of our phase boundaries are first-order and no SS phase 
appears are in agreement with Ref. [28].

The above results show that our short-range dipolar 
Hamiltonian is able to reflect the same solid phases and 
behavior of the full dipolar model if the repeating unit 
cell is $2 \times 2$, despite some quantitative differences. This 
accords with our expectation. The difference is that with 
the current Hamiltonian, we are not able to deal with the 
small plateaus, named after the Devil’s staircase, in the 
$\mu-t$ phase diagram [22][23]. These plateaus break higher 
symmetries under the long-range interaction, which is ex-
cluded here. However, in this work we strive to investi-
gate the dominant phases and their properties. Therefore, 
it is reasonable to remove the longer-range tail in the 
current scope. After we present our main results in 
the next section, we will make a conjecture upon how 
our results would become under the true dipolar model, 
in the conclusion.

We conclude the discussion of short-range dipolar in-
teraction with dipoles lying in the x-z(y-z) plane. Next, 
we will investigate its effect when azimuthal angle is set 
equal to $\pi/4$, where a more fruitful phase diagram would 
appear.

C. $\phi = \pi/4$

In contrast to the previous case, where polarization lies 
in the x-z(y-z) plane, by choosing $\phi = \pi/4$ we will have 
isotropic an interacting terms, while nnn terms become 
anisotropic:

$$H = -t \sum_{\langle i,j \rangle} \langle b_i^\dagger b_j + H.C. \rangle + V_{nn} \sum_{\langle i,j \rangle} n_i n_j$$

$$+ V_{[1,1]} \sum_{\langle\langle i,j\rangle\rangle_{[1,1]}} n_i n_j + V_{[1,-1]} \sum_{\langle\langle i,j\rangle\rangle_{[1,-1]}} n_i n_j$$

$$- \mu \sum_i n_i,$$

where

$$V_{nn} = V \left(1 - \frac{3}{2} \sin^2 \theta \right)$$

$$V_{[1,1]} = \frac{V(1 - 3\sin^2 \theta)}{2\sqrt{2}}$$

$$V_{[1,-1]} = \frac{V}{2\sqrt{2}}$$

$[1,1]/[1,-1]$ means the interaction along the $(1,1)/(1,-1)$
direction. Since we have set $\phi = \pi/4$ here, the interactive
terms are expressed with one variable, the polar angle $\theta$ (Eq. 9). We will examine the effect of altering $\theta$ in this model. Note that according to Eq. 9 $V_{[1,-1]}$ is independent of $\theta$ while $V_{[1,1]}$ will alter with $\theta$ and change from repulsive to attractive interaction. We will then focus on the region of intermediate $\theta$.

1. Mean-field analysis

To properly discuss possible underlying phases, it would be better to start from a mean-field analysis. The hard-core EBH model is known for its connection with spin-1/2 XXZ model under the mapping of $b_i \rightarrow \hat{S}_i^z$, $b_i \rightarrow \hat{S}_i^z$, and $n_i \rightarrow \hat{S}_i^z + 1/2$ [49, 50]. Therefore, our Hamiltonian can be rewritten in the following form:

$$H = -2t \sum_{\langle i,j \rangle} (\hat{S}_i^x \hat{S}_j^x + \hat{S}_i^y \hat{S}_j^y) + V_{nn} \sum_{\langle i,j \rangle} \hat{S}_i^z \hat{S}_j^z$$

$$+ V_{[1,1]} \sum_{\langle (i,j) \rangle_{[1,1]}} \hat{S}_i^z \hat{S}_j^z + V_{[1,-1]} \sum_{\langle (i,j) \rangle_{[1,-1]}} \hat{S}_i^z \hat{S}_j^z$$

$$- (\mu - 2V_{nn} - V_{[1,1]} - V_{[1,-1]}) \sum_i \hat{S}_i^z. \quad (10)$$

Now the Hamiltonian is represented with the pseudospin operator $\hat{S}_i = (\hat{S}_i^x, \hat{S}_i^y, \hat{S}_i^z)$, which satisfies the commutation relation:

$$[\hat{S}_i^\mu, \hat{S}_j^\nu] = i\epsilon_{\mu\nu\lambda} \hat{S}_i^\lambda \delta_{ij}. \quad (11)$$

In contrast to the ordinary spin-1/2 XXZ model, Eq. 10 contains anisotropic interactive terms. For such spin model, the last term in Eq. 10 can be viewed as an effective external magnetic field with $h = \mu - 2V_{nn} - V_{[1,1]} - V_{[1,-1]}$. Related physical observables of the hard-core boson can be evaluated with $\langle n_i \rangle = \langle \hat{S}_i^z \rangle + 1/2$ and $\langle b_i \rangle = \langle \hat{S}_i^z \rangle$. Therefore, after the mapping, we can adopt the treatment of a spin model and then interpret our results back to the hard-core bosonic side.

At zero temperature, we can apply a mean-field treatment to the spin model by replacing the pseudospins with classical spin vectors with magnitude $S$ equal to 1/2 [29]:

$$\hat{S}_i \rightarrow \boldsymbol{S}_i = (\cos \varphi_i \sin \theta_i, \sin \varphi_i \sin \theta_i, \cos \theta_i). \quad (12)$$

After such transformation, we can calculate the classical mean-field energy, $E_{\text{MF}}$, of Eq. 10. We then minimize $E_{\text{MF}}$ in the $(\varphi, \varphi)$ space to determine the mean-field ground states. By investigating the different orders of these states, we can construct the mean-field phase diagrams.

The mean-field energy can be expressed in terms of different kinds of on-site pseudospin directions, depending on how many sublattices we have included. Note that to properly reproduce desired states with distinct structural order, we need to select a correct sublattice structure. Due to the rotational symmetry of local spin in the x-y plane, we can take $\varphi = 0$ for all sites without loss of generality. We then include four kinds of sublattices for the demonstration of states which break the translational symmetry within 2 × 2 unit cell. Its mean-field energy is:

$$E_{4\text{MF}} / N = - \frac{1}{4} t (\sin \theta_1 \sin \theta_2 + \sin \theta_1 \sin \theta_3$$

$$+ \sin \theta_2 \sin \theta_4 + \sin \theta_3 \sin \theta_4)$$

$$+ \frac{1}{8} V_{nn} (\cos \varphi_1 \cos \varphi_2 + \cos \varphi_1 \cos \varphi_3$$

$$+ \cos \varphi_2 \cos \varphi_1 + \cos \varphi_3 \cos \varphi_4)$$

$$+ \frac{1}{8} V_{[1,1]} (\cos \varphi_1 \cos \varphi_4 + \cos \varphi_2 \cos \varphi_3$$

$$+ \frac{1}{8} V_{[1,-1]} (\cos \varphi_1 \cos \varphi_4 + \cos \varphi_2 \cos \varphi_3$$

$$- \frac{1}{8} h (\cos \varphi_1 + \cos \varphi_2 + \cos \varphi_3 + \cos \varphi_4), \quad (13)$$

where the lower index of $\vartheta$ is the labeling of site within the unit cell. Note that we have already included the condition that $S = 1/2$ into our energy. In Ref. 29, the authors have also considered the 2 × 2 unit cell for only two sublattices, to describe the CB or stripe solid. But if we adopt four sublattices, then all possible underlying structures, such as CB, stripe, or quarter ($\rho = 1/4$ or 3/4) solids, can be taken care of. This choice of sublattices is demonstrated in Fig. 3(a).

Because the dipolar interaction is anisotropic here, although our Hamiltonian contains terms no more than the next nearest neighbor, the stable states can still break the

FIG. 3: Schematic demonstration of sublattice structures for (a) 2 × 2 and (b) 3 × 3 unit cell (dashed boxes) that we adopt for the mean-field analysis. For 2 × 2 unit cell we divide lattice sites into four different kinds, which guarantee to include all possible underlying structures. As for the 3 × 3 unit cell, we have three kinds of sublattices. (c) The equivalence of an eighteen-site square lattice to the effective triangular lattice with the same number of sites. Dotted lines indicate the virtual bonds where hopping is not allowed for bosons.
FIG. 4: Mean-field phase diagrams with polar angles (a) $\theta = 0.2$, (b) $\theta = 0.4$, (c) $\theta = 0.6$, and (d) $\theta = 0.7$. Figure legends are placed in the middle panel. Notice that in fact we have two quarter ($\rho = 1/4$ and $3/4$) and diagonal stripe ($\rho = 1/3$ and $2/3$) solids/SSs, but we label them with identical colors to demonstrate the particle-hole symmetry. (e) and (f) show the structures of these two quarter and diagonal stripe solids. Sites with darker color are the occupied sites and the others are for empty sites.

translational symmetries of larger unit cell. Ref. [30] has shown that such anisotropy can lead to the symmetry breaking within the $3 \times 3$ unit cell, which is in fact effectively equivalent to the triangular lattice [51]. For our model, we expect that such equivalence would appear as the effect of nn interacting term in one direction ($V_{[1,1]}$) becomes more dominant than the other ($V_{[1,-1]}$), while it varies from repulsion to attraction along with the polar angle $\theta$. To address such states, we write down our mean-field energy by including three sublattices, as shown in Fig. 3(b):

$$E_{3}^{\text{MF}}/N =$$

$$-\frac{1}{3} t (\sin \vartheta_1 \sin \vartheta_2 + \sin \vartheta_1 \sin \vartheta_3 + \sin \vartheta_2 \sin \vartheta_3)$$

$$+ \frac{1}{6} V_{nn} (\cos \vartheta_1 \cos \vartheta_2 + \cos \vartheta_1 \cos \vartheta_3 + \cos \vartheta_2 \cos \vartheta_3)$$

$$+ \frac{1}{12} V_{[1,1]} (\cos^2 \vartheta_1 + \cos^2 \vartheta_2 + \cos^2 \vartheta_3)$$

$$+ \frac{1}{12} V_{[1,-1]} (\cos \vartheta_1 \cos \vartheta_2 + \cos \vartheta_1 \cos \vartheta_3 + \cos \vartheta_2 \cos \vartheta_3)$$

$$- \frac{1}{6} h (\cos \vartheta_1 + \cos \vartheta_2 + \cos \vartheta_3).$$

Such three-sublattice structure is in fact equivalent to an effective triangular lattice, shown in Fig. 3(c). The diagonal bonds are virtual since our Hamiltonian does not include the nnn hopping. However, the nn interactions, $V_{[1,1]}$ and $V_{[1,-1]}$, can still be present in between diagonal bosons. Other kinds of symmetry breaking for larger unit cells will require the inclusion of longer-range interaction. Note that in this work we do not consider the possibility of incommensurately ordered phases. We will then use the mean-field energies in Eq. 13 and 14 to construct the phase diagrams under different polar angles. Since these two energies have different minimum values, we need to search for the ground-state energies for both cases and then compare the values to decide which one should be the true ground state.

From Fig. 4(a) to (d) we plot the mean-field phase diagrams for different polar angles. It is clear that diagonal stripe appears gradually once the polar angle is more tilted. At $\theta = 0.6$, quarter solid/SS is almost replaced by diagonal stripe solid. Moreover, in between the lobes of CB and diagonal solids, diagonal SS is formed, replacing the CB SS. Previously, we have mentioned that when the polar angle $\theta$ is tilted more than $35.3^\circ \approx 0.616$, $V_{[1,1]}$ becomes attractive and is more in favor for the formation of diagonal stripe solid. This can be seen as we further tilt the polar angle to $0.7$, and diagonal stripe becomes the dominant phase while CB solid only occupies a very small area in the middle of phase diagram. Its area will keep shrinking until no phase that breaks $2 \times 2$ translational symmetry can be seen in the phase diagram. If we further tilt the polar angle, then after $\theta \approx 0.956$, even nn interaction becomes attractive. As a result, the phase
diagram becomes trivial for $\mu > 0$, where bosons tend to occupy all sites.

Notice that unlike the case when polarization is within the $x$-$z(y$-$z$) plane, we cannot find any traditional stripe phase all along the tilting. This can be demonstrated by comparing the mean-field energies of CB and stripe solids, setting $\cos \vartheta_1 = \cos \vartheta_4 = -\cos \vartheta_2 = -\cos \vartheta_3 = 1$ for CB and $\cos \vartheta_1 = \cos \vartheta_2 = -\cos \vartheta_3 = -\cos \vartheta_4 = 1$ for stripe:

$$E_{4}^{\text{MF(CB)}}/N = -\frac{1}{2} V_{nn} + \frac{1}{4} (V_{[1,1]} + V_{[1,-1]}),$$

and

$$E_{4}^{\text{MF(stripe)}/N = -\frac{1}{4} (V_{[1,1]} + V_{[1,-1]}).}$$

Since the condition for forming the stripe solid is that $E_{4}^{\text{MF(CB)}} > E_{4}^{\text{MF(stripe)}}$, therefore we obtain $V_{nn} < V_{[1,1]} + V_{[1,-1]}$. Then according to Eq. 9, the condition becomes $\theta \gtrsim 0.955$, where the states that break $2 \times 2$ translational symmetry are no longer prominent. As a result, no stripe solid/SS can be formed.

In fact, by analyzing the mean-field energy, the phase boundaries and whether they are first- or second-order transitions can be determined analytically. This has been discussed for $2 \times 2$ unit cell in Ref. [29]. Here, we will provide a similar analysis on the complementary case for the $3 \times 3$ supercell. This will be done by examining the mean-field energy $E_{3}^{\text{MF}}$ in Eq. 14. Since under the particle-hole transformation ($\vartheta_i \rightarrow \vartheta_i + \pi, i = 1, 2, 3$), all terms remain the same except for the Zeeman field $h \rightarrow -h$, we only have to consider the lower-half of the phase diagram where $h$ is negative. In this case, the three states to be considered are SF ($\vartheta_1 = \vartheta_2 = \vartheta_3$), 1/3 diagonal stripe ($\vartheta_1 = 0$, $\vartheta_2 = \vartheta_3 = \pi$) and the diagonal SS (all the others). Let us first look at the stability of the diagonal stripe and SF. This is determined by the signs of the eigenvalues of the Hessian matrix $H_{i,j}(\vartheta_1, \vartheta_2, \vartheta_3) = \partial^2 E_{3}^{\text{MF}}/\partial \vartheta_i \partial \vartheta_j$. If a state is stable (at the local minimum), both eigenvalues will be positive; otherwise the state is unstable. Therefore, at the stability boundaries, we expect det($H$)($\vartheta_1, \vartheta_2, \vartheta_3) = 0$, where one of the eigenvalues becomes zero.

For diagonal stripe phase, the corresponding pseudospin coordinate ($\vartheta_1, \vartheta_2, \vartheta_3$) is at $(0, \pi, \pi)$, while for the SF, ($\vartheta_1, \vartheta_2, \vartheta_3$) = $(\psi, \psi, \psi)$, where $\psi = \cos^{-1}(h/4t + 2V_{nn} + V_{[1,1]} + V_{[1,-1]})$. This is the position that minimizes $E_{3}^{\text{MF}}$ along $\vartheta_1 = \vartheta_2 = \vartheta_3$. Plugging in these two conditions separately, we found that the stability boundary for diagonal stripe satisfies:

$$8t^2 + (2t + V_{[1,1]} + h)(2V_{nn} - V_{[1,1]} + V_{[1,-1]} + h) = 0,$$

and for the SF:

$$h^4(4t + 2V_{nn} - 2V_{[1,1]} + V_{[1,-1]}) + 2h^2(4t + 2V_{nn} + V_{[1,1]} + V_{[1,-1]}) \times (2t - 2V_{nn} - V_{[1,-1]} + 2V_{[1,1]}) - (4t + 2V_{nn} + V_{[1,1]} + V_{[1,-1]})^2 \times (8t - 2V_{nn} + 2V_{[1,1]} - V_{[1,-1]}) = 0. \quad (18)$$

In Fig. 5, we take the case of polar angle $\theta = 0.6$ as an example to demonstrate different analytical boundaries. Besides the first-order boundaries surrounding the checkerboard solid and quarter solid phase, all the other phase boundaries can be accounted for within our analysis. First, the two stability boundaries mentioned above are presented as dashed lines. The white dashed lines enclose two regions where diagonal stripe solid is stable; on the contrary, the region outside the enclosed area by black dashed line denotes the SF stability. Since these stability lines represent the spontaneous symmetry breaking in the parameter space, they are in fact second-order boundaries.

Since the diagonal stripe solid and SF states break different symmetries, the phase boundaries in between them must be of first order, and thus do not belong to continuous dashed boundaries. In this case, we would need to compare the energies of the two states to determine the boundaries. Their analytic form can be derived by sim-
ply setting $E_3^{MF}(0, \pi, \pi) = E_3^{MF}(\psi, \psi, \psi)$, which results in the formula:

$$12t - 2V_{nn} + 3V_{[1,1]} - V_{[1,-1]} + 2h + \frac{3h^2}{4t + 2V_{nn} + V_{[1,1]} + V_{[1,-1]}} = 0. \quad (19)$$

This corresponds to the red solid lines in Fig. 5. Note that since the conditions for diagonal stripe solid and SF states cannot be interchanged continuously in the phase space, these are indeed first-order boundaries, agreeing with the argument from the symmetry point of view. Combining the above deductions, we can conclude that the intersecting areas enclosed by the red solid curves and the white dashed curves represent the phase of diagonal stripe solid.

Finally, the boundary between diagonal SS and SF is less obvious due to the fact that the diagonal SS does not have a strong constraint for its degrees of freedom like the other two cases. However, we notice that the tips of two red solid curves and black dashed curve are all located at a vertical straight line, which is

$$t = \frac{2V_{nn} + V_{[1,-1]} - 2V_{[1,1]}}{8}. \quad (20)$$

Plugging this back into Eq. (14), the mean field energy becomes

$$E_3^{MF} = \frac{2V_{nn} + V_{[1,1]} - V_{[1,-1]}}{24} \left[ (\sin \vartheta_1 - \sin \vartheta_2)^2 + (\sin \vartheta_2 - \sin \vartheta_3)^2 + (\sin \vartheta_3 - \sin \vartheta_1)^2 \right] + \frac{2V_{nn}}{24} \sum_i \cos \vartheta_i - \frac{2h}{2V_{nn} + V_{[1,-1]}} \right)^2 + \frac{2V_{[1,1]} - 2V_{nn} - V_{[1,-1]}}{8} - \frac{h^2}{6(V_{[1,-1]} + 2V_{nn})}. \quad (21)$$

According to the above form, there are two global minima in the phase space where the first two terms vanishes. One is a SF state at $\vartheta_1 = \vartheta_3 = \vartheta_3 = \cos^{-1}(2h/(6V_{nn} + 3V_{[1,-1]}))$ and the other is a diagonal SS on $\vartheta_1 = \pi - \vartheta_2 = \pi - \vartheta_3$ with $\vartheta_1 = \cos^{-1}(-2h/(2V_{nn} + V_{[1,-1]}))$. As a result, the straight line of Eq. (20), denoted by orange color in Fig. 5 indicates the first-order boundary between diagonal SS and SF. Note that the point of intersection between orange line and black dashed curve is a highly symmetrical point, where the breaking of translational symmetry can take place continuously. Similar first-order transition between diagonal SS and SF is also observed in Refs. 35 and 51 and it can not be directly inferred from the symmetry argument. At last, since the states within $3 \times 3$ unit cell compete with those in $2 \times 2$ unit cell, part of the phase boundaries is replaced by the one caused from the phase competition. Note that since these competing phases always break different symmetries, the phase boundaries are of first order.

In sum, our mean-field analysis reveals that the physical scenario we discuss here can be interpreted as the competition between states belonging to square and effectively triangular lattices. This is largely different from the previous case when polarization is within the plane of principal axis.

2. Defect condensation

Our mean-field analysis has revealed the existence of solid and SS which are absent as the polarization stays along the principal axes. This also includes the diagonal SS state from the three-sublattice scenario. Therefore, it is worthy to investigate more of the effective triangular lattice along with the related phases, and the perturbation theory is helpful for showing the phase transition from solid to SS. Because the SS is formed by doping the commensurate solid, called the "defect-condensation" we can think of doping as adding defects into the background composed of a perfect solid. By studying the energy of defect we can determine the transition points where having defects within lattice is more stable, leading to the formation of SS. For that purpose, first we need to write down the effective model for the defects.

Since now we focus on the effective triangular lattice, original interaction terms on the square lattice is now mapped into the form shown in Fig. 5. For the nearest two sites interaction exists along the diagonal ($V_{nn}$) and horizontal ($V_{[1,1]}$) directions, while $V_{[1,-1]}$ corresponds to the interaction across the diamond. Due to the particle-hole symmetry for the hard-core boson we only analyze the scenario when bosons are doped as defects into the 1/3 diagonal stripe. For such scenario, defects lie on a
honeycomb lattice where the centers of all hexagons are occupied with bosons [51]. The effective Hamiltonian for defects is then:

$$H = -\sum_{i,n,\alpha} \hat{t}_n^{\alpha}(a_i^\dagger a_{i+1} + H.C.) + V_{nn} \sum_{\langle (i,j) \rangle} m_i m_j$$

$$+ V_{[1,1]} \sum_{\langle (i,j) \rangle_{[1,1]}} m_i m_j + V_{[1,-1]} \sum_{\langle (i,j) \rangle_{[1,-1]}} m_i m_j$$

$$- \bar{\mu} \sum_i m_i,$$

(22)

where $m_i = a_i^\dagger a_i$ is the number operator for defects. $\hat{t}_n^{\alpha}$ has two sub-indices and $n \in \{1, 2, 3\}$, representing the nearest, next-nearest, and next-next-nearest hoppings, respectively. For $n = 1$ or 3, $\alpha \in \{h, d\}$, meaning the hoppings along horizontal or diagonal direction. While as $n = 2$, $\alpha \in \{v, d\}$, reflecting the hoppings in vertical or diagonal direction. Details are shown in Fig. 6. We will then expand these hopping terms up to the second order of perturbation, generated from the two-step process of hoppings. Their forms are expressed in the following context. For $n = 1$:

$$\hat{t}_1^h = \frac{t^2}{V_{[1,-1]} - V_{[1,1]}},$$

(23)

$$\hat{t}_1^d = t,$$

$n = 2$:

$$\hat{t}_2^h = \frac{t^2}{V_{[1,-1]} - V_{[1,1]}},$$

(24)

$$\hat{t}_2^d = 0,$$

and $n = 3$:

$$\hat{t}_3^h = 0,$$

$$\hat{t}_3^d = \frac{t^2}{V_{[1,-1]} - 2V_{[1,1]}},$$

(25)

The two-step process will also alter the effective chemical potential, leading to $\bar{\mu} = \mu - 2V_{nn} - V_{[1,-1]} + \mu^{(2)}$, where

$$\mu^{(2)} = \frac{t^2}{V_{nn} - V_{[1,1]}},$$

$$+ \frac{3t^2}{V_{nn} - V_{[1,-1]} - 2V_{[1,1]}},$$

$$+ \frac{2t^2}{V_{nn} - 2V_{[1,-1]} - 2V_{[1,1]}},$$

$$+ \frac{2V_{nn} + V_{[1,-1]} - 2V_{[1,1]}}{14t^2},$$

$$- \frac{V_{nn} + V_{[1,-1]} - 2V_{[1,1]}}{14t^2}.$$

(26)

This energy will change sign crossing the transition points. As a result, we obtain the phase boundary as a curve of $\mu - \bar{\mu}$ between solid and SS:

$$\mu = 2V_{nn} + V_{[1,-1]} - \mu^{(2)} - \bar{\mu}_1^d - 2\bar{\mu}_2^d - 2\bar{\mu}_3^d.$$

(28)

This phase boundary of perturbation theory is shown in Fig. 7 of the next section, along with our numerical outcomes for a clearer comparison.

3. CMFT phase diagrams

To better determine the phase boundaries, we have also performed the CMFT calculation to construct again the phase diagrams. We focus on the scenarios of $\theta = 0.7$ and $\theta = 0.8$, where the diagonal SS phase is more pronounced, as shown in Fig. 4 (a) and (b). Results are obtained from considering the ground state of $3 \times 3$ and $4 \times 4$ clusters, which can host states that possess a $2 \times 2$ unit cell. For the first-order transitions, we determine the phase boundaries by extrapolating the energy on the two sides and then finding the intersection. On the other hand, the second-order phase boundary between diagonal solid and diagonal SS is defined as the onset of superfluidity, which can be obtained by extrapolating the condensate density on the SS side to zero. The analytic boundaries between solid and SS obtained from defect condensation (Eq. 28) are also shown for comparison.

At small $\mu$, the system at $t = 0$ is in the diagonal stripe phase, characterized by a non-vanishing order $S_{\text{diag}} \equiv \langle \hat{n}(2\pi/3, 2\pi/3) + \hat{n}(2\pi/3, -2\pi/3) \rangle$. As $t$ increases, it goes through a first-order phase transition to SF. The first-order nature is characterized by a discontinuous drop in $dE/dt$, as can be seen in Fig. 4 (c), where a horizontal cut along $\mu = 0$ for Fig. 7 (b) is shown.

As $\mu$ becomes larger, a diagonal SS phase appears between the solid and SF phase, where both $S_{\text{diag}}$ and $\rho_0$ are present. As an example, the cut along $\mu = 0.4$ is shown in Fig. 7 (d). Focusing on the $dE/dt$ curve, we observed a discontinuous drop at the transition point from SS to SF, indicating a first-order phase transition. This is consistent with the aforementioned mean-field result. The discontinuity reduces as $\mu$ increases and disappears at the symmetry point, $\mu = 2V_{nn} + V_{[1,1]} + V_{[1,-1]}$, where the transition becomes second-order. We do not observe such drop in $dE/dt$ at the onset of superfluidity from diagonal stripe phase, which suggests that the transition from solid to SS is of second order. In Fig. 4 (a) and (b), the phase boundaries between solid and SS, obtained by defect condensation, are plotted as blue dashed curves, showing good agreement with the CMFT counterparts. It suggests that the perturbation theory performs well in this transition. At $\theta = 0.7$, a CB solid phase appears as the chemical potential approaches the symmetry point. Since the CB solid breaks different translational symmetry, the phase boundary is also first-order. This again confirms the competing picture that we have revealed by the mean-field analysis.
Comparing Fig. 7(a) with its corresponding mean-field phase diagram in Fig. 8(d), different phase boundaries are quite consistent except for the one between SS and SF, where the mean-field theory overestimates the SS regions. This is due to the fact that mean-field approaches ignore the effect of quantum fluctuation, which is unfavorable for long-range orders. In our model, quantum fluctuation becomes the strongest when the effective external field $h$ approaches zero. Therefore, the mean-field phase boundary is the least accurate in this regime.

4. Thermodynamic limit

An important issue we need to investigate is if the above phases obtained by mean-field-based methods can be stable after pushing to the thermodynamic limit. Of course, this can be done by gradually increasing the cluster size in the CMFT and performing the scaling technique, which will be shown in the Appendix. But here, we apply another strategy and use iPEPS for this purpose. However, we have noticed that the simple-update iPEPS is no longer enough for the reason that these phases possess competing energies very close to each other and it is hard to distinguish them without a more precise ansatz. Therefore, we turn to another kind of iPEPS, which is based on the variational way of optimization [17, 38]. For this kind of iPEPS, we firstly encode the full progress among obtaining the variational energy of the target Hamiltonian, starting from the wavefunctions in the form of tensors. We then apply the backward-propagated automatic differentiation (AD) to calculate the gradients of our target function, the variational energy, and then optimize the wavefunctions. In this way, we do not have to go through the traditional process of optimization where estimation after singular value decomposition (SVD) happens repeatedly.

Fig. 8 represents the results of our variational iPEPS with bond dimension $D = 4$. In Fig. 8(a), we go through a vertical cut at $t/V = 0.085$ in Fig. 7(b). In the middle we can see clearly a region where condensate density ($\rho_0$) coexists with solid order $S_{diag}$, indicating the existence of diagonal SS. We enlarge the region encircled by black dotted box and it is clear that at $\hat{n}(0, 0) \approx 0.3$ there is a two-fold degeneracy. This is because our two diagonal stripe solids are in analogy to the Ising spins under external magnetic field. When $\mu$ is larger than the symmetric point (effective field pointing upward), the state prefers the one with more bosons (spin aligning upward), and $\mu$ being smaller than the symmetric point (effective field pointing downward) is the other way around. Such effect can be more clearly seen in the inset of Fig. 8(b), where the cut along $t/V = 0.06$ is drawn. Due to the above-mentioned reason, the quantum state will resume half-filled only when the solid order is smeared out; that is to say, when entering the SF phase. As a result, SS can not be half-filled in the current scope since its solid order is not zero. This conclusion is the same as that in Ref. [28].

Fig. 8(b) shows another vertical cut along $t/V = 0.12$. An obvious first-order phase transition can be seen between diagonal solid and superfluid, indicated by a sudden jump of order parameters. To reveal the competition between phases of different sublattices, we plot the cut of $t/V = 0.085$ for $\theta = 0.7$. Along this cut, diagonal stripe solid melts into diagonal SS, right before the solid order...
FIG. 8: iPEPS data for order parameters $\bar{n}(0,0), S_{\text{diag}}$, and $\rho_0$. In (a), the cut is along $t/V = 0.085$ for $\theta = 0.8$. Green area marks the region for SS phase while solid phases are indicated with blue background. The inset magnifies the region enclosed by black dotted box in the middle. In (b), the cut is now along $t/V = 0.12$. For this cut, SS is replaced by SF denoted by yellow background. Its inset shows a cut along $t/V = 0.06$. For $\theta = 0.7$, a cut along $t/V = 0.085$ is present in (c). The inset demonstrates again a cut for $t/V = 0.06$, where competition between CB and diagonal stripe solids takes place.

is completely smeared out with a first-order transition into the superfluid. However, unlike the CMFT phase diagram, we do not see the phase competition here. We then plot another cut along $t/V = 0.06$ in the inset for showing the competition between different solid phases. It is clear that diagonal stripe solid transits into CB solid with a first-order phase transition. Here, we apply the variational iPEPS with different unit cells, in order to obtain both states. We then compare their energies to determine the ground state, as what we have done in the mean-field analysis.

We have noticed that some differences appear in comparison with the CMFT phase diagrams. For example, in Fig. 8(c) the SS phase goes through a first-order phase transition into the superfluid. However, unlike the CMFT phase diagram, we do not see the phase competition here. We then plot another cut along $t/V = 0.06$ in the inset for showing the competition between different solid phases. It is clear that diagonal stripe solid transits into CB solid with a first-order phase transition. Here, we apply the variational iPEPS with different unit cells, in order to obtain both states. We then compare their energies to determine the ground state, as what we have done in the mean-field analysis.

In this work, we have considered the short-range dipolar model with tilting polar angles. For the polarization lying in the x-z(y-z) plane, we have re-constructed the similar phase diagram as shown in Ref. [28] with CMFT and simple-update iPEPS. By setting the dipole moment pointing along the direction with $\phi = \pi/4$ while varying the polar angle, we have discovered that the physical scenario is in fact the competition among phases belonging to different unit cells. Moreover, the diagonal stripe and its SS correspond to quantum states in an effective triangular lattice. Thus, our results reveal the possibility to generate a scenario for triangular optical lattice out of the original square lattice, with the fine tuning of dipolar angle.

Previously, we have mentioned that the difference between our model and the long-range dipolar model is that the so-called Devil’s staircase is excluded in the short-range model. In addition to this, it is common for some SS phases to become destabilized for the short-range model due to the strong quantum fluctuation [29]. Nevertheless, our main phases in Section II.C are shown to be present in the thermodynamic limit. We therefore expect that our SS phases can exist for the full long-range dipolar model. Moreover, we have noticed that for isotropic dipolar interaction, the diagonal stripe solid can already be seen [22]. Therefore, under the long-range model, the diagonal stripe could become the prominent phase at smaller $\theta$ than our prediction.

Since we have known that for $\phi = 0$ the similar competition exists only within the $2 \times 2$ unit cell, with the appearance of stripe solid for $\theta \gtrsim 0.5$, we estimate that for some intermediate $\phi$ the competition between CB and diagonal solids would be replaced by the competition between stripe and diagonal solids, as varying the polar angle. But since we do not expect any new phase except the stripe solid and its SS with the current Hamiltonian (Eq. 8), we did not examine other $\phi$ values here. We believe a more interesting scenario would be gradually increasing the interactive range, where an interpolation to the long-range physics can be realized and yet avoid-

III. CONCLUSION

In this work, we have considered the short-range dipolar model with tilting polar angles. For the polarization lying in the x-z(y-z) plane, we have re-constructed the similar phase diagram as shown in Ref. [28] with CMFT and simple-update iPEPS. By setting the dipole moment pointing along the direction with $\phi = \pi/4$ while varying the polar angle, we have discovered that the physical scenario is in fact the competition among phases belonging to different unit cells. Moreover, the diagonal stripe and its SS correspond to quantum states in an effective triangular lattice. Thus, our results reveal the possibility to generate a scenario for triangular optical lattice out of the original square lattice, with the fine tuning of dipolar angle.

Previously, we have mentioned that the difference between our model and the long-range dipolar model is that the so-called Devil’s staircase is excluded in the short-range model. In addition to this, it is common for some SS phases to become destabilized for the short-range model due to the strong quantum fluctuation [29]. Nevertheless, our main phases in Section II.C are shown to be present in the thermodynamic limit. We therefore expect that our SS phases can exist for the full long-range dipolar model. Moreover, we have noticed that for isotropic dipolar interaction, the diagonal stripe solid can already be seen [22]. Therefore, under the long-range model, the diagonal stripe could become the prominent phase at smaller $\theta$ than our prediction.

Since we have known that for $\phi = 0$ the similar competition exists only within the $2 \times 2$ unit cell, with the appearance of stripe solid for $\theta \gtrsim 0.5$, we estimate that for some intermediate $\phi$ the competition between CB and diagonal solids would be replaced by the competition between stripe and diagonal solids, as varying the polar angle. But since we do not expect any new phase except the stripe solid and its SS with the current Hamiltonian (Eq. 8), we did not examine other $\phi$ values here. We believe a more interesting scenario would be gradually increasing the interactive range, where an interpolation to the long-range physics can be realized and yet avoid-
Appendix A: Scaling analysis of CMFT

In CMFT calculations, the effect of correlation with range beyond the cluster size is excluded. To infer the physics in the thermodynamic limit, a common method is to repeat the calculation on clusters of different sizes and perform extrapolation. We employ the scaling method introduced in Refs. 29 and 35, with the scaling parameter $\lambda$ defined as $\lambda \equiv N_B/(N_C \times z/2)$, where $N_B$ is the number of nn bonds, $N_C$ is the number of sites, and $z$ is the coordination number for the lattice. Since $\lambda \rightarrow 1$ in the thermodynamic limit, we can approach this limit by extrapolating $\lambda$ to 1.

Here we examine the phase boundary for diagonal SS as $\lambda \rightarrow 1$. We choose the line cut along $\mu = 0.494$ at $\theta = 0.8$, where the diagonal SS phase can be found between $0.104 < t/V < 0.130$ in the $3 \times 3$ cluster, as shown in Fig. 7(b). Besides the 9-site cluster, we have conducted the calculation with 12- and 18-site clusters. The 12-site cluster is a $3 \times 4$ rectangular lattice and the 18-site cluster is a 45$^\circ$-tilted square lattice defined by the side vectors $(3, 3)$ and $(3, -3)$. Results are shown in Fig. A.1, where the order parameters from these three clusters are consistent with each other, except when approaching the SS-SF transition point. We notice that SS phase becomes thinner as cluster size increases, which accords with the observation by iPEPS.

The finite-size scaling is performed for the phase boundaries. Since the phases appearing here are from the equivalent triangular lattice, we instead adopt the lattice structure in Fig. 3(c) to define the scaling parameter $\lambda$. The result is shown in Fig. A.2. According to the linear extrapolation, at $\lambda = 1$ the ss-sf(solid-ss) transition point is at $t/V \sim 0.1031(0.1268)$. These values are reasonably close to those from the $3 \times 3$ cluster, which are 0.1040 and 0.1301. Therefore, we can conclude that the $3 \times 3$ cluster already provides a good estimation for the CMFT.
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