A Marker-Controlled Watershed Algorithm for the Intelligent Picking of Long Jujubes in Trees

Yingpeng Dai †, Lingfeng Meng †, Songfeng Wang * and Fushan Sun *

Tobacco Research Institute, Chinese Academy of Agricultural Sciences, Qingdao 266000, China;
daiyingpeng@hotmail.com (Y.D.); menglingfeng@caas.cn (L.M.)
* Correspondence: wangsongfeng@caas.cn (S.W.); sunfushan@caas.cn (F.S.);
Tel.: +86-532-88702076 (S.W.); +86-532-88701009 (F.S.)
† These authors contributed equally to this work.

Abstract: Vision is the most important way for an unmanned picking or plant protection robot to navigate an external environment. To achieve intelligent picking or plant protection, it is essential to obtain target location information. A new marker-controlled watershed (MCW-D) algorithm is proposed for object segmentation. By analyzing the shortcomings of the watershed algorithm and the characteristics of objects, the proposed MCW-D method mainly solves three problems. First, it reduces the influence of shadow and other factors on image color information. Based on histogram specification, secondary mapping is used to reduce the effects of lighting. Second, marker images are selected. All points with markers need to be located in the target object. The hue feature of long jujubes and trees is used as the marker image. Third, a mask image is acquired, which requires a clear boundary between the target and the background. An adaptive angle rotation based on an energy-driven approach is designed to find large differences between the target and the background. In a natural environment, the proposed MCW-D method respectively achieves segmentation accuracies of 94.7% and 93.2% on a jujube dataset and a tree dataset, which exceed the accuracies of widely used machine learning methods. These results promote the development of the forest and fruit economies.
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1. Introduction

In the development of the forest and fruit economies, intelligent picking robots could effectively improve picking efficiency, reduce picking costs, and decrease labor intensity. Intelligent picking robots need to accurately extract targets from the background. Image segmentation technology has a significant influence on the subsequent processing [1], e.g., for location determination, plant protection, automatic picking, and nondestructive testing. Domestic and foreign scholars have put forward a series of effectual methods for improved segmentation. Based on the small difference in gray value among the same objects and the large difference in gray value among different objects, the OTSU method uses the statistical data of gray values to calculate the maximum differences between different targets and segment different targets [2,3]. According to the principle of entropy increase, maximum entropy seeks an optimal threshold to maximize the sum of the entropy of the background and the foreground [4]. Other segmentation methods also calculate the optimal segmentation threshold based on underlying features such as texture, hue, and shape [5–17]. These algorithms rely heavily on the color information of the image; therefore, before segmentation, the images are usually pre-processed to mitigate the illumination effect [18–24]. The watershed algorithm uses a gradient map to obtain the boundary information of a target. Because some boundary gradients are not obvious, the traditional watershed algorithm often suffers from over-segmentation [25].

For jujube segmentation, according to the characteristics of a jujube, segmentation methods based on the hue model [26] and maximum entropy [4] have achieved a segmen-
The segmentation accuracy of more than 88%. However, the green part of a jujube cannot be separated effectively. For the segmentation of living trees, the improved watershed algorithm [25] can overcome the phenomenon of over-segmentation to some extent, but there are problems such as inaccurate boundary information.

The picking environment of long jujubes involves natural light, so environmental factors such as lighting and shadow have an important effect on their color information. The first task is to decrease the effect of environmental factors by improved histogram specifications. Moreover, both shortcomings of the traditional watershed algorithm and the image features of mature long jujubes are comprehensively considered. An improved watershed algorithm, which adaptively rotates the angle of hues by an energy-driven approach and neglects the complexity of the background, focuses on solving the boundary problem between long jujubes and the background objects. The overall framework is shown in Figure 1.

Our main contributions are as follows:

1. An algorithm that overcomes the influence of illumination is proposed. In a natural environment, secondary mapping is used to reduce the influence of illumination on the image.

2. A marker-controlled watershed algorithm is proposed, which emphasizes the selection of marker images and mask images to solve the phenomenon of over-segmentation. An energy-driven approach is introduced to select the appropriate mask image, obtain stable and effective gradient information, and overcome the impact of environmental change.

3. An algorithm is provided for the target segmentation of intelligent picking. This provides visual theoretical support for intelligent picking robots and promotes the development of forest and fruit economies.

2. Materials and Methods

2.1. Experimental Materials

Hardware used for image acquisition includes a Levono P700 mobile phone with eight megapixels and an HP Pavilion g series PC, Inter(R) Core(TM) i3-2310M CPU @ 2.10 GHz 2.10 GHz, RAM 2.00, Windows 7 ultimate ×32. Original images are shown in Figure 2.

2.2. Image Pre-Processing

2.2.1. Convolution Coefficient Function

Affected by environmental factors, it is important to maintain the invariability of color information for the image of long jujubes. When the image is segmented with color information, it is only necessary to maintain the color invariability of the target object rather than the entire image. Since the image of the Lingwu long jujube is not affected by lighting and shadow, there is brightness without polarization distribution (an area that changes in value due to environmental factors). Therefore, for those areas in the background, whether the polarization distribution exists or not will not affect the final segmentation.
For images that are not affected by environmental factors, the distribution of the brightness value mainly has two characteristics. Firstly, pixel values have a wide distribution range. Secondly, pixel values mainly range in the middle area of the entire distribution range. Therefore, partial brightness values with polarization distribution need to be mapped on the normal area. Based on the analysis of the influence of lighting and shadow, the brightness value is lower or higher as the influence increases. In order to adhere to the mapping principle, the function type of the initial convolution coefficient is a power function. For a normalized image with a polarization distribution, the brightness value distribution can present three different situations:

1. the brightness value is lower than 0.5, which requires a mapping coefficient greater than 1;
2. the brightness value is greater than 0.5, which requires a mapping coefficient greater than 1;
3. the brightness value is close to 0.5, which requires a mapping coefficient close to 1. In this situation, the lighting has no influence on the brightness value.

The expression of the power function is as follows:

\[ y = 1 - (x - 0.5)^p, \quad p = 1, 3, 5, \cdots \]  

\( x \) is the normalized brightness value. \( y \) is the convolution coefficient at the corresponding \( x \), and it shows how much \( x \) changes. \( p \), whose value is an odd number, is the index. Equation (2) shows that the value of its derived function is less than 1. Therefore, it is a decreasing function. When \( p = 1 \) and \( x = 0 \), the maximum convolution coefficient is 1.5. This is not sufficient to map polarized regions, where the pixel values are distributed near 0 or 1, to normal regions, where the pixel values can be displayed normally. Here, secondary mapping is used to solve this problem:

\[ Y = y^q, q > 1 \]

2.2.2. Determination of Parameters

(1) The \( p \) Parameter

The convolution coefficient function determined by \( p \) should comply with the mapping principle. The area with a polarization distribution will be mapped to the middle area and the convolution coefficient from the polarization area to the normal area tends towards 1 gradually. The convolution coefficient function with different parameters is shown in Figure 3.

It can be seen in Figure 3 that the trend of the convolution coefficient function is very different with the change of \( p \). When \( p = 1 \), the coefficient function is a line where the coefficient changes proportionally with the brightness value. The regions with low and
high brightness values have larger convolution coefficients, but the middle region undergoes severe changes instead of tending towards 1. When \( p = 3 \), the region, in the range from 0.3 to 0.7, has a consistent convolution coefficient of about 1. The convolution coefficient has a larger change in other regions. When \( p \geq 5 \), the convolution coefficient changes more evenly in the entire region. Based on parametric analysis and mapping requirements, the value of \( p \) is 3.

![Figure 3. Convolution coefficient function.](image)

(2) The \( q \) parameter

Assuming that the image is named \( V \) and its size is \( M \times N \), \((i, j)\) represents the position of row \( i \) and column \( j \). \( V(i, j) \) represents the pixel value in the position \((i, j)\). The mean of the brightness in the image is

\[
K = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} V(i, j)}{M \times N}
\]

(3)

The influence degree of light and shadow is judged by the size of \( K \). If \( K \) is small, then the image is severely affected by shadow. Part of the high brightness is neglected in the process of handling. If \( K \) is large, then the image is greatly affected by reflection (light). The part of the low brightness value is neglected at this time. When \( K \) is close to 0.5, the image affected by light and shadow is smaller, and environmental factors can be neglected approximately.

For the entire image, with the mean value of the brightness representing the brightness value, the convolution coefficient function becomes

\[
Y = (1 - (K - 0.5)^q)^q
\]

(4)

When \( K \) is small, then most of the brightness values are outside the normal region and are smaller than the mean of the normal region. That is to say, the overall mapping results should be improved. To compensate for neglecting the influence of regions with a high brightness value, the adjustment center (the position where the convolution coefficient is 1) should be adjusted. The same operation should occur when \( K \) is large, but the movement direction of the adjustment center is different.

\( Mean_1 \) represents the mean of the brightness values in the region where the brightness value is less than 0.5. \( Mean_2 \) represents the mean of the brightness values in the region where the brightness value is more than 0.5. When \( K < 0.5 \), the adjustment center \( K_1 \) is

\[
K_1 = \frac{|0.5 - Mean_1|}{2} + 0.5
\]

(5)

When \( K > 0.5 \), the adjustment center \( K_2 \) is
\[ K_2 = 0.5 - \frac{|0.5 - \text{Mean}_2|}{2} \]  

(6)

An improved mean of brightness by histogram specification is found by

\[ KK = K \times Y = K \times (1 - (K - K_i)^3)^q, i = 1, 2 \]  

(7)

The mean of the entire image is close to 0.5 when the image is not affected by any environmental factor. Here, KK is 0.5. \( q \) can be obtained from Equation (8) for different images:

\[ q = \log_{0.5} (K - K_i)^3 \]  

(8)

2.2.3. Mapping Result

Images collected under natural conditions are often affected by light, as shown in Figure 4a. Affected by illumination, the jujube loses a high amount of original color information. Equation (2) is used to process the images affected by the light to mitigate the influence of the light, as shown in Figure 4b.

![Figure 4](image)

(a) Original image. (b) Image handled by histogram specification.

It can be seen in Figure 4 that the darker parts of the jujube/leaves become bright after transformation, while the color information of areas less affected by light remains basically unchanged. In general, quadratic mapping can alleviate the influence of illumination and make the color information of the same target tend to be consistent.

2.3. Experimental Method

2.3.1. Characteristic Analysis

According to the research on long jujubes in the literature, the picking stage for long jujubes occurs when the red area accounts for 50% or more of the total area. Based on the color distribution characteristics for mature long jujubes, in the 2-D image obtained by picking machinery, the red area accounts for more than 85%.

Mature long jujubes are different from the surrounding environment in color information. In this paper, the statistical analysis for several images of long jujubes indicates that the gray value of the R component is generally higher than that of the G and B components in the corresponding position. Figure 5 displays the cross-sectional pixel values along the middle position for images of long jujubes.
It can be seen in Figure 5 that the R, G, and B components of long jujubes have obvious distribution characteristics.

\[
f(i, j) = \begin{cases} 
1, & R(i, j) - G(i, j) \geq t \\
0, & R(i, j) - G(i, j) < t
\end{cases}
\]  \hspace{1cm} (9)

\(f(i, j)\) represents a pixel value that has been handled in the corresponding position. \(R(i, j)\) and \(G(i, j)\) represent, respectively, the pixel value of the red component and the pixel value of the green component. \(t\) represents the threshold.

The data statistics of the long jujubes indicate that the pixel value of the red component is higher than that of the green and blue components by about 20. Here, \(t\) is 20. As shown in Figure 6, the segmentation results of long jujubes are segmented by Equation (9).

Figure 5. Cross-sectional pixel values. (a,b) represent different cross-sectional pixel values of two long jujubes.

Figure 6. Segmented result based on differences in color information.

Based on the influence of multiple factors, such as the complicated shooting environment, the color information of the image will change greatly when the capturing angle is rotated by a certain angle, as shown in Figure 7.
Figure 7. Segmented result rotated by a certain angle.

It can be seen in Figures 6 and 7 that the images segmented by the above statistical laws have problems, such as the incomplete segmentation of long jujubes, the segmentation of redundant objects, and severe adhesion between redundant objects and target objects. Although performance is poor, some useful factors can be obtained by the statistical analysis of a large number of images.

(1) In the part of the image showing the long jujube, the red component is dominant.
(2) In the part of the image showing the long jujube, the gray value of the R component is generally higher than that of the G component by 20 dB or more at the corresponding position.
(3) The distribution characteristics of the color components in most background objects are different from those in the target object (the long jujubes). However, there is also a partial region in the background objects that are similar to that of long jujubes, which have a great influence on the result of segmentation.

2.3.2. The Marker Image

Finding a marker image is the operation of finding the valley bottom of a topographic map. In this paper, in order to ensure the accuracy of segmentation, all valley bottoms of the topographic map are located inside the region of the long jujubes. Based on the fact that the red component of the long jujubes is dominant, the red regions are used to find the valley bottom. The statistical results of 10 images that are similar to Figure 2 are shown in Table 1.

Table 1 shows the distribution range of pixel values between 0 and 0.6 for the R-G image. The minimum pixel value is 0 for the target objects and background objects. The reason why the target objects have a 0 pixel value is mainly that the part of the long jujubes has cyan information and dark-red spots. These areas are not large enough to affect the final result. The statistical analysis for the target objects in the 10 R-G images shows that the region with a pixel value greater than 0.05 accounts for more than 94.48%, and the average value reaches 97.376%. In the background object, the pixel value is greater than 0, and that of some regions are as high as 0.3343. In the R-G image, the distribution range of the target object is generally wider than that of the background object. In Image No. 6, the same distribution range between the target object and the background object is as high as 74.745%. In general, the maximum distribution range of the background object is less than 0.3343 and that of the target object is more than 0.4118. Both appear in the same overlay area, but the target object has its own unique distribution range, which makes it possible for the valley bottom of the marker image to be located inside the region of the long jujubes. In this paper, 0.34 is the segmented threshold needed to obtain the marker image. The marker image is shown in Figure 8.
Table 1. Statistical results.

| No. | Statistical Region | Minimum       | Maximum |
|-----|--------------------|---------------|---------|
| 1   | target             | >0.05(98.65%) | 0.4235  |
|     | background         | 0             | 0.2039  |
| 2   | target             | >0.05(97.45%) | 0.5176  |
|     | background         | 0             | 0.3255  |
| 3   | target             | >0.05(98.78%) | 0.4235  |
|     | background         | 0             | 0.2039  |
| 4   | target             | >0.05(96.79%) | 0.4824  |
|     | background         | 0             | 0.3214  |
| 5   | target             | >0.05(98.28%) | 0.4667  |
|     | background         | 0             | 0.3029  |
| 6   | target             | >0.05(97.10%) | 0.4118  |
|     | background         | 0             | 0.3078  |
| 7   | target             | >0.05(94.38%) | 0.4510  |
|     | background         | 0             | 0.2510  |
| 8   | target             | >0.05(96.34%) | 0.4980  |
|     | background         | 0             | 0.3343  |
| 9   | target             | >0.05(97.48%) | 0.4431  |
|     | background         | 0             | 0.3098  |
| 10  | target             | >0.05(98.52%) | 0.5333  |
|     | background         | 0             | 0.3020  |

Figure 8. Marker result.

2.3.3. The Mask Image

(1) Extraction and Analysis of Hue

The characteristic analysis of the images of the long jujubes shows that there is difference between the long jujube section and the background section in color information. Therefore, it is a viable solution to use color information to construct a dam. Figure 9 shows the hue extraction result.

The hue is described by the angle, which is distributed in 360° circumferential patterns. However, the hue is linearly described and cannot be described in a circular manner. Therefore, a break-point exists in the circumferential distribution of the hue. That is, the hue representation changes from the original circular distribution to the linear distribution (the appearance of the start point and the end point). At the start point, the region close to 0°+ appears black. At the end point, the region close to 360°− (or 0°−) is white. As a result, the area that is close to red is divided into two parts, which results in a considerable difference in the representation of similar hues that are close to the break-point. As shown in Figure 10, the long jujube section is divided into two parts, where one appears black and the other appears white.
An effective way to solve this problem is to rotate the hue. Figure 7 is a two-dimensional histogram of the long jujubes. The long jujube section is divided into two parts: the region close to 0 and the region close to 1. Here, the image is divided into three objects: a 0+ object (the long jujube region with a black appearance), a 1− object (the long jujube region with a white appearance), and the background object. The mean of the pixel value between the 0+ object and the background object is less than that between the background object and the 1− object. That is to say, the difference between the background object and the 1− object is larger, which makes the boundary more clearly beneficial to the accuracy of segmentation. Therefore, the object will be rotated from the 0+ region to the 1− region. The rotary angle plays an important role in the process of obtaining a mask image. As shown in Figure 11, the different rotary angles have different effects.

Figure 9. Extracted hue information.

Figure 10. Two-dimensional histogram.

Figure 11. The images with different rotary angles. (a) Small rotary angle. (b) Large rotary angle.
In Figure 11, there is a great lack of long jujubes when the rotary is too small, and a large background object is rotated to the 1− region when the rotary angle is too large. Different images of long jujubes have different rotary angles, so it is important to find the optimal rotary angle.

(2) Adaptive Angle Rotating Based on an Energy-Driven Approach

The distribution range of the hue where red information is dominant has two parts: 0°–60° and 300°–360°. The maximum rotary angle of the rotation of the long jujube section from 0°–60° to 300°–360° part is 60°. The normalized range of the rotary angle is 0–0.17. Analysis of the statistical characteristics of the R-G image shows that both the partial target and the background objects have the same pixel values, which limits the ability to directly use R-G images for image segmentation and other operations. According to the statistics of the R-G images as well as Figures 8 and 9, the following facts can be obtained.

(a) In the R-G image, the color information of partial long jujubes is unique, and the pixel values of this section are the highest of the entire R-G image.

(b) Some long jujube regions that need to be rotated coincide with the area of a high pixel value that is unique to the R-G image. As the rotation continues, the high pixel value area gradually rotates to the 1− area until the rotation of the high pixel value area is completed.

(c) As the hue rotates, a small part of the background area will also be rotated to the 1− area. However, if the hue continues to rotate, a large number of background regions will be rotated to the 1− region when all long jujube regions are rotated to the 1− region.

Therefore, with the rotation of the hue, the unique high pixel value region of the R-G image will also be transformed. With the addition of high pixel values, the mean of the pixels in the rotated region will increase until the end of the rotation. In the process of angle rotating, the average value of the pixels in the long jujube region will appear to be extreme. Because all high pixel value areas have been rotated to the 1− area, the average value of the pixels will gradually decrease when the rotation continues, which provides a termination condition for the angle that is rotating.

The average value of pixels in the long jujube section is used as the energy. The rotation will stop when the energy reaches the maximum. The angle is rotated by a fixed value, which is 0.01. $k$ is the time of rotation. $D(k)$ is the region after rotating $k$ times. $V(i, j)$ is the pixel value in the R-G image. $Num(k)$ is the area of $D(k)$. The sum of the pixel value in $D(k)$ is expressed as Equation (10).

$$Tol(k) = \sum_{(i,j)\in D(k)} V(i, j)$$  (10)

The energy is

$$En(k) = \frac{Tol(k)}{Num(k)}$$  (11)

The rotation will stop when the energy reaches the maximum. Therefore, the termination condition is

$$En(k) > \frac{(En(k+1) + En(k+2) + En(k+3))}{3}$$  (12)

The results of using Equation (12) as the termination condition are shown in Figure 12. Figure 12 shows that the expression basically tends to be consistent for long jujube regions after angle rotation. Accompanied by this process, only a small part of the background region is rotated to the target region, and this has little effect on the result. However, in the edge portion, there are still areas that are not rotated to the 1− area.
(3) Error Compensation of Angle Rotation
In general, in addition to the shelter of branches and leaves, the shelter of the Lingwu long jujube is also an important factor that causes shadows. The pre-processing of the image can only reduce the influence of environmental factors to a certain extent. In addition, during the rotation, in addition to the rotation of long jujubes, some background regions are also rotated into the target region, so the termination condition is satisfied even if the rotation is not finished. To eliminate this error, error compensation is necessary.

In this paper, the ratio of the difference (the difference between the divided area after being rotated and the original divided area) is the compensation coefficient. The compensated image is shown in Figure 13.

(4) Morphological Processing
The mask image needs to make the boundary between the long jujube regions and the background regions clear. Here, the Prewitt operator is considered to extract edge detection, and the detected image is used as a mask image, as shown in Figure 14.

2.3.4. Segmentation by the Marker-Controller Watershed Algorithm
Since the marker points are located inside the target object, there needs to be a clear boundary between the target region and the background region in the image. The complexity of the background has no effect on the final segmentation. The image after being handled by the marker-controller watershed algorithm and an image of the extracted edge are shown in Figures 14 and 15.
3. Results

3.1. Segmentation Results of the Long Jujubes

The traditional watershed algorithm has the disadvantage of over-segmentation. This paper overcomes this disadvantage by finding a suitable marker image and mask image. Based on the hue image after angle rotation, the results of segmentation by the method put forward in the literature are shown in Figure 16.
Although it overcomes the disadvantage of over-segmentation, the segmentation is incorrect. In particular, the background is divided into multiple regions, so further post-processing including region merging is required. Moreover, this algorithm is sensitive to the complexity of the background. The size of the structural element is difficult to determine, which affects directly the final segmentation result.

This paper neglects the complexity of the background and successfully separates long jujube regions from the background regions. The segmentation effectiveness is illustrated by comparison with artificial segmentation, as shown in Figure 17.

![Figure 17](image)

**Figure 17.** Comparison between artificial segmentation and the proposed algorithm. (a) Segmentation of the proposed algorithm. (b) Artificial segmentation.

Except for the cyan long jujube region, regions segmented by the proposed algorithm are basically consistent with that of the artificial segmentation. In 30 images similar to Figure 2, the region with artificial segmentation was used as the standard. Photoshop software was used to extract the boundary of the long jujubes and calculate the number of pixels. The number of missing segments is the total number of pixels of long jujubes that are not divided into target regions by the proposed algorithm. The number of erroneous segments is the total number of pixels of background object that is divided into target objects by the proposed algorithm. The rate of missing segmentation is the ratio of the number of correct segments to the number of artificial segments. The rate of error segmentation is the ratio of the number of erroneous segments to the number of artificial segments. The statistical results are shown in Table 2.

Table 2 shows that the average rate of missing segmentation is 6.030%. There are different results for different images that are similar to each other. The highest rate of missing
segmentation is 23.489%, while the smallest rate of missing segmentation is only 1.791%. In No. 3, No. 8, No. 9, and No. 10, the long jujube areas are similar, but the accuracy of segmentation is very different. The rate of missing segmentation is 23.489% in No. 8, while the rates of missing segmentation are less than 10% in the others. For the No. 8, No. 17 and No. 24, the rates of missing segmentation are more than 15%. Especially the No. 8 and No. 17, the rates of missing segmentation are more than 20%. There are mainly two reasons why the rate of missing segmentation is high. Firstly, the cyan long jujube regions are not recognized. Secondly, the pre-processing has little effect on long jujube regions that are severely affected by shadow (whose values are close to 0). For the rate of error segmentation, the average value is 0.752%. Except in No. 3, No. 23, and No. 25, the rate of error segmentation is less than 1%. The main reason for higher rates of error segmentation is the fact that the dark-red branches are divided into target regions.

Table 2. The result of the segmentation of 30 images of long jujubes.

| No. | The Number of Artificial Segments | The Number of Missing Segments | The Number of Erroneous Segments | The Rate of Missing Segmentation | The Rate of Error Segmentation |
|-----|-----------------------------------|-------------------------------|---------------------------------|---------------------------------|------------------------------|
| 1   | 11,680                            | 352                           | 34                              | 3.014%                          | 0.291%                       |
| 2   | 28,144                            | 872                           | 154                             | 3.098%                          | 0.547%                       |
| 3   | 25,170                            | 1328                          | 1362                            | 5.376%                          | 5.407%                       |
| 4   | 34,558                            | 2871                          | 87                              | 8.308%                          | 0.252%                       |
| 5   | 6338                              | 273                           | 29                              | 4.307%                          | 0.458%                       |
| 6   | 8536                              | 310                           | 46                              | 3.632%                          | 0.539%                       |
| 7   | 20,409                            | 1422                          | 115                             | 6.968%                          | 0.563%                       |
| 8   | 23,113                            | 5429                          | 14                              | 23.489%                         | 0.071%                       |
| 9   | 25,368                            | 1399                          | 154                             | 5.195%                          | 0.607%                       |
| 10  | 44,769                            | 2419                          | 0                               | 5.403%                          | 0%                           |
| 11  | 25,066                            | 881                           | 54                              | 3.515%                          | 0.215%                       |
| 12  | 17,599                            | 826                           | 16                              | 4.693%                          | 0.091%                       |
| 13  | 15,283                            | 1012                          | 31                              | 6.622%                          | 0.203%                       |
| 14  | 17,937                            | 621                           | 0                               | 3.462%                          | 0%                           |
| 15  | 14,903                            | 267                           | 63                              | 1.791%                          | 0.423%                       |
| 16  | 6881                              | 202                           | 0                               | 2.936%                          | 0%                           |
| 17  | 11,904                            | 2419                          | 31                              | 20.321%                         | 0.260%                       |
| 18  | 9791                              | 215                           | 17                              | 2.194%                          | 0.174%                       |
| 19  | 22,903                            | 591                           | 51                              | 2.580%                          | 0.223%                       |
| 20  | 24,041                            | 1783                          | 79                              | 7.416%                          | 0.329%                       |
| 21  | 14,828                            | 518                           | 25                              | 3.493%                          | 0.169%                       |
| 22  | 24,187                            | 837                           | 89                              | 3.461%                          | 0.368%                       |
| 23  | 13,207                            | 296                           | 1051                            | 2.241%                          | 7.958%                       |
| 24  | 12,611                            | 2103                          | 62                              | 16.676%                         | 0.492%                       |
| 25  | 9121                              | 1043                          | 126                             | 11.435%                         | 1.381%                       |
| 26  | 27,862                            | 7847                          | 69                              | 3.040%                          | 0.248%                       |
| 27  | 10,865                            | 588                           | 9                               | 5.412%                          | 0.083%                       |
| 28  | 22,448                            | 591                           | 145                             | 2.632%                          | 0.646%                       |
| 29  | 16,013                            | 629                           | 68                              | 3.928%                          | 0.425%                       |
| 30  | 15,735                            | 638                           | 22                              | 4.052%                          | 0.140%                       |

In order to verify the effectiveness of the proposed algorithm, it was compared with OTSU, maximum entropy, the watershed algorithm, improved maximum entropy, and the algorithm-based hue model. The results are shown in Table 3 and Figure 18.

Table 3. Segmentation accuracy of long jujubes.

| Model                                | Segmentation Accuracy |
|--------------------------------------|-----------------------|
| OTSU                                 | 81.91%                |
| Maximum entropy                      | 82.14%                |
| Watershed algorithm [25]             | 80.54%                |
| Improved maximum entropy [4]         | 89.60%                |
| Algorithm based hue model [26]       | 92.69%                |
| Marker-controlled watershed algorithm (ours) | 94.70% |
Figure 18. Segmentation results of long jujubes. (a) Original image. (b) Proposed marker-controlled watershed algorithm. (c) Artificial segmentation.
With 300 mature long jujube images, the proposed marker-controlled watershed algorithm achieves a 94.70% segmentation accuracy. OTSU and maximum entropy can only obtain about an 82% segmentation accuracy. The influence of illumination makes the color information representation of the long jujubes very different, resulting in a large number of incorrect segmentations. Secondly, affected by the background, there will be a high degree of noise in the segmentation process, resulting in incorrect segmentation. The improved maximum entropy and the hue model algorithm use color differences and hue information for segmentation, which can overcome the influence of the color inequality in the long jujubes to a certain extent. The accuracy of the watershed algorithm is 80.54%. Because the boundary gradient is not obvious, the background area is also incorrectly divided. In addition, too many minimum regions cause severe over-segmentation, resulting in the incorrect segmentation of the same long jujubes into different parts. The marker-controlled watershed algorithm based on an energy-driven approach strengthens the representation of gradient information and uses the energy-driven approach to find the best marking area to reduce over-segmentation. Compared with the watershed algorithm, the proposed marker-controlled watershed algorithm improves the accuracy by 14.1%. Compared with OTSU and maximum entropy, the proposed algorithm improves accuracy by more than 12%. Compared with the maximum entropy of the improved algorithm, the proposed algorithm also has very high accuracy.

3.2. Segmentation Results of Trees

The traditional watershed algorithm causes severe over-segmentation. As shown in Figure 19b, the traditional watershed algorithm cannot effectively segment the tree area. The improved watershed algorithm can overcome over-segmentation to a certain extent, but it still divides the trees into several different regions, as shown in Figure 19c. On the basis of the tree image reconstructed by morphology, the proposed marker-controlled watershed algorithm extracts the tree hue information and then extracts the marker image using the color difference between the trees and the background. For the extracted hue information, the energy-driven adaptive hue adjustment is used to obtain the gradient image with a clear boundary, so that the boundary between the tree and the background is more obvious. The tree area extraction result after marker-controlled watershed algorithm processing is shown in Figure 19d.

![Figure 19](image-url)
The reconstructed tree image is processed using OTSU and maximum entropy, the improved watershed algorithm, and the proposed marker-controlled watershed algorithm. The results are shown in Table 4 and Figure 20. The segmentation accuracy could be computed by

\[
\text{Accuracy} = \frac{N_{cor}}{N_{tot}} \quad (13)
\]

where \(N_{cor}\) is the number of correct segments, and \(N_{tot}\) is the number of artificial segments.

Figure 20. Segmentation results of long jujubes. (a) Original image. (b) Maximum entropy. (c) Proposed marker-controlled watershed algorithm. (d) Artificial segmentation.

OTSU uses the maximum variance difference between the tree and the background to determine the segmentation threshold, so as to segment the tree from the background. However, in a natural environment, due to the influence of light, there are great differences in colors between different parts of trees. In addition, the background is complex, resulting in an unclear boundary between the trees and the background. These factors lead to a poor segmentation effect, and the correct segmentation rate is only 74.19%. The maximum
entropy has a similar effect as OTSU, and its correct segmentation rate is 75.21%. Due to the complex environmental information of the tree image, the color information is very different inside the tree area. Therefore, the traditional watershed algorithm cannot effectively extract the tree area. As an improved watershed algorithm, morphological reconstruction is used to eliminate some abnormal points and smooth the color information of the image, so that the color information inside the trees tends to be stable, and over-segmentation is alleviated to a certain extent. However, due to its multiple minimum regions and the fact that the boundary information is not strengthened, there is still slight over-segmentation in some tree images. The improved watershed algorithm achieves an 88.42% accuracy. On the basis of morphological reconstruction, the marked region is determined by hue information and erosion operations. Hue adaptive rotation based on an energy-driven approach is used to extract gradient information with a clear boundary. On the basis of the enhanced marker image and mask image, the marker-controlled watershed algorithm was used to extract the tree region. Experiments showed that the proposed marker-controlled watershed algorithm can achieve a 93.2% segmentation accuracy, which is 4.7% higher than the improved watershed algorithm.

Table 4. Segmentation accuracy of tree.

| Model                                      | Segmentation Accuracy |
|--------------------------------------------|-----------------------|
| OTSU                                       | 74.19%                |
| Maximum entropy                            | 75.21%                |
| Improved watershed algorithm [25]          | 88.42%                |
| marker-controlled watershed algorithm (ours)| 93.20%                |

4. Discussion and Conclusions

In this paper, the histogram specification overcomes the influence of lighting, shadow, and others on the color information of the image to a certain extent. In light of the shortcomings of the traditional watershed algorithm, this paper puts forward the MCW-D algorithm for object segmentation. By analyzing the characteristics of long jujubes and trees, the optimal regions are used as the marker image, and the hue information is scanned using the Prewitt operator to obtain a mask image. In the process of extracting the mask image, an energy-driven hue adaptive method is used to obtain a gradient image with a clear boundary, so that there is a strict boundary between the target and the background. These operations can well overcome the disadvantages of the watershed algorithm. In 300 long jujube images, the average correct segmentation rate is as high as 94.7%. In 100 tree images, the average correct segmentation rate is as high as 93.2%. Compared with widely used methods such as the watershed algorithm and maximum entropy, the proposed MCW-D algorithm can improve accuracy by more than 2%. The MCW-D algorithm relies heavily on mathematical modeling and cannot adjust parameters to adapt to changes in an environment; in general, however, the proposed MCW-D algorithm can accurately extract jujube and tree regions and complete the visual tasks of unmanned robots. It thus provides visual support for intelligent picking or plant protection robots.
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