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Abstract

It is shown that the differential geometry of space-time, can be expressed in terms of the algebra of operators on a bundle of Hilbert spaces. The price for this is that the algebra of smooth functions on space-time $M$ has to be made noncommutative. The generalized differential geometry of space-time is constructed in terms of the algebra $\mathcal{A}$ (and its derivations) on a transformation groupoid. Regular representation $\pi$ of $\mathcal{A}$ in the algebra of bounded operators on a bundle of Hilbert spaces leads to the algebra $\pi(\mathcal{A}) = \mathcal{M}_0$ which can be completed to the von Neumann algebra $\mathcal{M}$. The representation $\pi$ establishes the isomorphism between $\mathcal{A}$ and $\mathcal{M}_0$ which, in turn, implies the isomorphism between moduli of their derivations. In this way, geometry naturally transfers to the algebra $\mathcal{M}_0$ and its derivations. Although geometry, as defined in terms of $\mathcal{M}_0$, is formally isomorphic to that defined in terms of $\mathcal{A}$, it exhibits a strong probabilistic flavour. However, the geometry of $\mathcal{M}_0$ does not prolong to $\mathcal{M}$. This is clearly a serious stumbling block to fully unify mathematical tools of general relativity and quantum theory.

1 Introduction

Mathematical tool of general relativity is differential geometry of space-time manifold $M$, which can be formulated either in terms of maps and atlases on $M$ or, equivalently, in terms of the algebra $C^\infty(M)$ of smooth functions on $M$ [4], whereas the standard tool of quantum mechanics and quantum field theories are operator algebras (usually $C^*$-algebras or von Neumann algebras). These different mathematical structures of general relativity and quantum physics are one of major stumbling blocks preventing their unification. This is why any study that sheds light onto mutual relations between differential geometry and operator algebras seems to be of high interest. In the present paper we show that the standard tool of general relativity, i.e., the differential geometry of space-time, can be expressed in terms of the algebra of operators on a bundle of Hilbert spaces which is very close to the standard tools of quantum physics. The price for this rapprochement is that the algebra
$C^\infty(M)$ of smooth functions on space-time $M$ has to be made noncommutative. This is done by constructing a groupoid $\Gamma = E \times G$, where $E$ is the frame bundle (with $G$ as its structural group) over space-time $M$, and defining the algebra $A$ of smooth, compactly supported functions on $\Gamma$ with convolution as multiplication. The generalized differential geometry of space-time is constructed in terms of this algebra and its derivations. This is described in section 2. Regular representation $\pi$ of $A$ in the algebra of bounded operators on a bundle of Hilbert spaces leads to the algebra $\pi(A) = M_0$ which can be completed to the von Neumann algebra $\mathcal{M}$. In section 3, we demonstrate that elements of the algebra $M_0$ are random operators in the sense of Connes [2].

In section 4, we show that the algebra $\mathcal{M}_0(U)$, with $U$ open in $M$, is of the form $\mathcal{M}_0(U) = C^\infty_b(U) \otimes \mathcal{K}(C^\infty_c(G \times G))$, where $C^\infty_b(U)$ is an algebra of smooth bounded functions on $U$, $\mathcal{K}(C^\infty_c(G \times G))$ is an algebra of integral operators with kernel belonging to $C^\infty_c(G \times G)$, and we use the fact that $\mathcal{M}(U) = L^\infty(U) \otimes \mathcal{B}(L^2(G))$ (demonstrated in Appendix C) to study geometry of the von Neumann algebra $\mathcal{M}$. To this end we employ the technique of sheaves (some elements of it are recalled in Appendix A). The representation $\pi$ establishes the isomorphism between $A$ and $M_0$ which, in turn, implies the isomorphism between moduli of their derivations. Since the generalized geometry of space-time is defined in terms of the algebra $A$ and its derivations, it naturally transfers to the algebra $M_0$. Geometry, as defined in terms of $M_0$ and its derivations, is formally isomorphic to that defined in terms of $A$ and its derivations, but it exhibits a new interpretative element, namely it has a strong probabilistic flavour (algebra $M_0$ consists of random operators).

Can this geometry be extended from $M_0$ to the full von Neumann algebra $\mathcal{M}$? Outer derivations of $M_0$ do not prolong to $\mathcal{M}$, and since the standard differential geometry (connection, curvature, etc.) is defined with the help of outer derivations, this geometry breaks down at $\mathcal{M}$. Only inner derivations survive the completion to $\mathcal{M}$ (as is well known, von Neumann algebras admit only inner derivations). The standard space-time geometry being commutative, has only vanishing inner derivations and, consequently, it has no contact with $\mathcal{M} - M_0$. This is clearly a serious stumbling block to fully unify mathematical tools of general relativity and quantum theory, at least according to lines proposed in the present work.

In section 5, we illustrate our results with a simple example of a matrix algebra on a groupoid $\Gamma_U = U \times G \times G$ where $G$ is a finite group.
2 Geometry of a Groupoid Algebra

Let $M$ be a smooth manifold, and $\pi_M : E \to M$ the frame bundle over $M$ with the structure group $G$. Since $G$ acts on $E$ (to the right), $E \times G \to E$, we can equip $\Gamma = E \times G$ with the groupoid structure. The groupoid obtained in this way is called transformation groupoid [12, p. 90]. Let further $A = C_c^\infty(\Gamma, \mathbb{C})$ be an algebra of compactly supported, smooth, complex valued functions on the groupoid $\Gamma$ with the convolution

$$(f \ast g)(\gamma) = \int_{\Gamma r(\gamma)} f(\gamma_1) g(\gamma_1^{-1} \circ \gamma) d\gamma_1,$$

$f, g \in \mathcal{A}$, as multiplication. Here $\gamma = (p, g) \in \Gamma$, $r(p, g) = pg$ (and analogously, $d(p, g) = p$), $\Gamma^q = \{ \gamma \in \Gamma : r(\gamma) = q, q \in E \}$ (and analogously $\Gamma_q = \{ \gamma \in \Gamma : d(\gamma) = q, q \in E \}$) and $d\gamma_1$ denotes the Haar system on the groupoid $\Gamma$. The symbol $\Gamma^{r(\gamma)}$ denotes elements of $\Gamma$ that end at $r(\gamma)$. This algebra is, in general, noncommutative, and its center is null, $Z(\mathcal{A}) = \{0\}$ (see Appendix B), but $\mathcal{A}$ is a module over $Z = \pi_M^*(C^\infty(M))$. Functions of $Z$, which in general are not compactly supported, act on $\mathcal{A}$, $\alpha : Z \times \mathcal{A} \to \mathcal{A}$, in the following way

$$\alpha(f, a)(p, q) = f(p) a(p, g),$$

$f \in Z$, $a \in \mathcal{A}$. In [6] and [8], we have constructed a derivation-based geometry in terms of the algebra $\mathcal{A}$ and its derivations in close analogy to the differential geometry of the manifold $M$ when it is constructed in terms of the algebra $C^\infty(M)$ and its derivations.

We now briefly summarize the construction of the the differential geometry in terms of the algebra $\mathcal{A}$ and its derivations; for details the reader should refer to [6, 8].

In the $Z$-module of derivations of the algebra $\mathcal{A}$ we can distinguish three types of derivations:

(i) Horizontal derivations. With the help of the connection in the frame bundle $\pi_M : E \to M$ we lift a vector field $X$ on $M$ to $E$, i.e., $\bar{X}(p) = \sigma(X(x))$, $x = \pi_M(p) \in M$, where $\sigma$ is a chosen lifting homomorphism. This vector field is right invariant on $E$. After being lifted further to $\Gamma$

$$\bar{X}(p, g) = (\iota_g)_e \bar{X}(p),$$

it becomes a left invariant derivation of the algebra $\mathcal{A}$. We call it a horizontal derivation of $\mathcal{A}$. 
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(ii) Vertical derivations. Let $\bar{X}$ be a right invariant vector field on $E$. If it satisfies the condition $(\pi_M)_*\bar{X} = 0$ it is said to be a vertical vector field. Such vector fields, when lifted to $\Gamma$, are derivations of the algebra $\mathcal{A}$ and are called vertical derivations of $\mathcal{A}$.

(iii) As a noncommutative algebra, $\mathcal{A}$ has also inner derivations; they are defined to be

$$\text{Inn}(\mathcal{A}) = \{\text{ad}(a) : a \in \mathcal{A}\}$$

where $(\text{ad}(a))(b) := a * b - b * a$. The mapping $\Phi(a) = \text{ad}(a)$, for every $a \in \mathcal{A}$, defines the isomorphism between the algebra $\mathcal{A}$ and the space $\text{Inn}(\mathcal{A})$ as $Z$-moduli.

We call the pair $(\mathcal{A}, V)$, where $\mathcal{A}$ is an algebra and $V \subset \text{Der}(\mathcal{A})$ a (sub)module of its derivations, a differential algebra. We shall consider $V = V_1 \oplus V_2 \oplus V_3$ where $V_1$, $V_2$ and $V_3$ are submoduli of horizontal, vertical and inner derivations of $\mathcal{A}$, respectively. Geometry based on the differential algebra $(\mathcal{A}, V_1 \oplus V_2)$ will be called outer geometry; geometry based on the differential algebra $(\mathcal{A}, V_3)$ will be called inner geometry. We first summarize the outer geometry.

As the metric $\mathcal{G} : (V_1 \oplus V_2) \times (V_1 \oplus V_2) \to Z$ for the outer geometry we choose

$$\mathcal{G}(u, v) = \bar{g}(u_1, v_1) + \bar{k}(u_2, v_2)$$

where $u_1, v_1 \in V_1, u_2, v_2 \in V_2$. The metric $\bar{g}$ is simply the lifting of the metric $g$ on space-time $M$, and we assume that the metric $\bar{k}$ is of the Killing type. In [6] we have demonstrated that, for the case when the group $G$ is semisimple the Killing part of the metric has the form

$$\bar{k}(\bar{X}, \bar{Y}) = \mathcal{B}(\bar{X}(p), \bar{Y}(p))$$

where $\mathcal{B}$ is the Killing form for the group $G$; it is nondegenerate and is given by

$$\mathcal{B}(V, W) = \text{Tr}(\text{ad}(V) \circ \text{ad}(W))$$

and $V, W$ are elements of the Lie algebra $g$ of the group $G$.

It is natural to define the preconnection by the Koszul formula

$$(\nabla^*_u v)w = \frac{1}{2}[u(\mathcal{G}(v, w)) + v(\mathcal{G}(u, w)) - w(\mathcal{G}(u, v)) + \mathcal{G}(w, [u, v]) + \mathcal{G}(v, [w, u]) - \mathcal{G}(u, [v, w])].$$
It turns out (see [6, Proposition 3]) that if $V$ is a $Z$-module of derivations of an algebra $(\mathcal{A}, \ast)$ such that $V(Z) = \{0\}$ then, for every symmetric nondegenerate tensor $g : V \times V \to Z$, there exists exactly one connection $g$-consistent with the preconnection $\nabla^\ast$. For $V_1$ it is the familiar Levy-Civita connection, whereas for $V_2$ it is given by

$$\nabla_u v = \frac{1}{2}[u, v].$$

For the submodule $V_i$, $i = 1, 2$, the curvature is defined in the usual way

$$i^R (u, v) w = i^\nabla_u i^\nabla_v w - i^\nabla_v i^\nabla_u w - i^\nabla_{[u, v]} w.$$  

For $i = 2$, we have

$$2^R (u, v) w = -\frac{1}{4}[[u, v], w].$$

For every endomorphism $T : V_i \to V_i$, there exists the usual trace $\text{Tr}(T) \in Z$, and we define $\hat{R}_{uw} : V_i \to V_i$ by

$$\hat{R}_{uw} (v) = R (u, v) w.$$  

Consequently, we have the Ricci curvature

$$\hat{\text{ric}} (u, w) = \text{Tr}(\hat{R}_{uw}),$$

and the adjoint Ricci operator $\hat{\mathcal{R}} : V_i \to V_i$

$$\hat{\text{ric}} (u, w) = \hat{\mathcal{G}} (\hat{\mathcal{R}} (u), w)$$

with $\hat{\mathcal{G}} = \hat{g}$ and $\hat{\mathcal{G}} = \hat{k}$. If the metric $\hat{\mathcal{G}}$ is nondegenerate, there exists the unique $\hat{\mathcal{R}}$ satisfying the above equation for every $w \in V_i$.

The curvature scalar is given by

$$\hat{i} r = \text{Tr}(\hat{\mathcal{R}}).$$

For $V_2$ (for which the usual trace exists) we compute

$$2^\text{ric} (u, w) = \frac{1}{4}k(u, w)$$
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for every \( u, w \in V_2 \).

The inner geometry was analyzed in [8]. Let us only notice that in this case we have a unique connection \( \nabla \) associated with the preconnection \( \nabla^* \),

\[
\nabla_{\text{ad}a}\text{ad }b = \frac{1}{2}[\text{ad }a, \text{ad }b],
\]

\( a, b \in \mathcal{A} \). Because of the isomorphism between \( \mathcal{A} \) and \( \text{Inn} \mathcal{A} \) (as \( \mathbb{Z} \)-moduli and also as Lie algebras) this connection can also be written as

\[
\nabla_a b = \frac{1}{2}[a, b] = \frac{1}{2}(a \ast b - b \ast a).
\]

From the general formula

\[
R(a, b)c = \nabla_a \nabla_b c - \nabla_b \nabla_a c - \nabla_{[a, b]} c
\]

we easily compute

\[
R(a, b)c = -\frac{1}{4}[[a, b], c].
\]

Unfortunately, it is unclear how to proceed further. Because of the infinite dimensionality of the submodule \( V_3 \), the usual trace concept is not well defined. However, it turns out that inner derivations are the only one that survive the completion to the von Neumann algebra (see below). This fact, on the one hand, can be interpreted in terms of quantum effects in our model [9] and, on the other hand, it indicates a certain incompatibility of the standard geometry and quantum mechanics.

## 3 Randomization of Geometry

Let us consider the regular representation of the algebra \( \mathcal{A} \) in the Hilbert space \( \mathcal{H}^p = L^2(\Gamma^p) \), for every \( p \in E, \pi_p : \mathcal{A} \to \mathcal{B}(\mathcal{H}^p) \), given by

\[
(\pi_p(f)\psi)(\gamma) = \int_{\Gamma^p(\gamma)} f(\gamma_1)\psi(\gamma_1^{-1} \circ \gamma)d\gamma_1
\]

where \( \mathcal{B}(\mathcal{H}^p) \) is the algebra of bounded operators in the Hilbert space \( \mathcal{H}^p \), and \( f \in \mathcal{A}, \psi \in \mathcal{H}^p, \gamma, \gamma_1 \in \Gamma \). The Haar measure on the group \( G \), transferred
to each fiber of $\Gamma$, forms a Haar system on $\Gamma$ [11, chapter 3]. Let us consider the mapping $\pi: \mathcal{A} \to \pi(\mathcal{A}) = M_0$ given by

$$\pi(a) = (\pi_p(a))_{p \in E}$$

which is, in fact, an isomorphism of algebras [9, p. 2506]. The operator $\pi(a)$ should be understood as an operator in the space $H = \int_\oplus \mathcal{H}^p$, the direct integral of the Hilbert spaces $\mathcal{H}^p$ ($\mathcal{H}$ is isomorphic with the Hilbert space $L^2(E, \mathcal{H}^p)$ of cross sections of the Hilbert bundle $\{\mathcal{H}^p\}_{p \in E}$). We have demonstrated that every $a \in \mathcal{A}$ generates a random operator $r_a = (\pi_p(a))_{p \in E}$, acting on a collection of Hilbert spaces $\{\mathcal{H}^p\}_{p \in E}$ where $\mathcal{H}^p = L^2(E^p)$ on $\Gamma$ (see [7]). We recall that an operator $r_a$ is a random operator if it satisfies the following conditions [2, p. 51].

1. If $\xi_p, \eta_p \in \mathcal{H}^p$ then the function $E \to \mathbb{C}$, given by $E \ni p \mapsto (r_a \xi_p, \eta_p), a \in \mathcal{A}$, is measurable (with respect to the usual manifold measure on $E$).

2. The operator $r_a$ is bounded with respect to the norm $||r_a|| = \text{ess sup}||\pi_p(a)||$. where “ess sup” denotes essential supremum, i.e., supremum modulo zero measure sets.

By a slight abuse of notation let us denote by $\mathcal{M}_0$ the algebra of equivalence classes (modulo equality almost everywhere) of bounded random operators $r_a, a \in \mathcal{A}$ (in analogy with the standard identifying operation in the theory of $L^p$-functions). It can be completed to the von Neumann algebra $\mathcal{M}$ which we call von Neumann algebra of the groupoid $\Gamma$. $\mathcal{M}_0$ is dense in $\mathcal{M}$ (see Appendix C). It can be shown [9, p. 2506] that the mapping $\pi: \mathcal{A} \to \mathcal{M}_0$ given by

$$\pi(a) = (\pi_p(a))_{p \in E}$$

is an isomorphism of algebras. With the help of this isomorphism the differential geometry, as defined by the algebra $\mathcal{A}$ and its derivations, can be transferred to $\mathcal{M}_0$. In what follows, we study this fact in detail. To do this in a more transparent way, we consider a sheaf of von Neumann algebras rather than a single von Neumann algebra.

4 A Sheaf of von Neumann Algebras

Let now, as before, $\Gamma = E \times G$ be the transformation groupoid where, as we remember, $E$ is the total space of the frame bundle over the space-time
manifold $M$. The topology on $M$ will be denoted by $\tau_M$. Let $U \in \tau_M$ and let us consider an open subset $\Gamma_U = \pi_M^{-1}(U) \times G$ of $\Gamma$ where $\pi_M : E \to M$ is a natural projection.

Let $C^\infty_c(\Gamma_U)$ be the algebra of smooth, complex valued functions on $\Gamma_U$ with compact supports along the fibres $\Gamma_p = \pi_E^{-1}(p)$, $p \in \pi_M^{-1}(U)$, where $\pi_E : \Gamma \to E$ is a natural projection. We additionally assume that these functions are bounded. Multiplication in this algebra is defined as convolution in the following way

$$(f \ast g)(\gamma) = \int_{\pi^{-1}(\gamma)} f(\gamma_1)g(\gamma_1^{-1} \circ \gamma)d\gamma_1$$

for $f, g \in C^\infty_c(\Gamma_U)$. Actually, compactness along the fibres would be enough to guarantee that the above integral is well defined.

Let us consider the presheaf $F^\ast_{c}$ defined by the mappings $U \mapsto C^\infty_c(\Gamma_U)$ and the restriction mappings $\rho^V_U$ given by the usual restriction of a function to a subset of its domain. Let $\mathcal{U} = (U_j)_{j \in I}$ be an open covering of $M$. We define the family $(f_U)_{U \in \mathcal{U}}$ where $f_U \in C^\infty_c(\Gamma_U)$, such that

$f_U|_{\pi_M^{-1}(U) \cap \pi_M^{-1}(V)} = f_V|_{\pi_M^{-1}(U) \cap \pi_M^{-1}(V)}$

or, equivalently,

$$\rho^V_U(f_U) = \rho^V_U(f_V).$$

This implies that there exists the unique $f \in C^\infty_c(\Gamma)$ such that $f|_U = f_U$.

Moreover, if $f, g \in F_{c}(U)$ then $f \ast g \in F_{c}(U)$. Therefore, the presheaf $F_{c}$ is a sheaf of noncommutative algebras.

Let us now consider the regular representation $\pi_{0,U} : F_{c}(U) \to \mathcal{B}(\mathcal{H}^U)$, where $\mathcal{H}^U = \int_{p \in \pi_M^{-1}(U)} \mathcal{H}^p$, of the algebra $F_{c}(U)$, given by

$$\pi_p(f) = f \ast \psi$$

for $p \in \pi_M^{-1}(U)$, $\psi \in \mathcal{H}^p$.

Let us denote

$$\mathcal{M}_0(U) := \{\pi_{0,U}(f) : f \in C^\infty_c(\Gamma_U)\}.$$

It should be noticed that $\pi_{0,U} : F_{c}(U) \to \mathcal{M}_0(U)$ is an isomorphism of algebras. In Appendix C it is shown that $\mathcal{M}_0(U)$ can be completed to the von Neumann algebra $\mathcal{M}(U)$ as a weak closure $\overline{\mathcal{M}_0(U)}^\omega$. In the same Appendix we prove also that $\mathcal{M}(U)$ is of the form

$$\mathcal{M}(U) = L^\infty(U) \otimes \mathcal{B}(L^2(G))$$
for every \( U \in \tau \), with the operations defined in the following way

\[
(f \otimes A) + (g \otimes A) = (f + g) \otimes A,
\]
\[
(f \otimes A) + (f \otimes B) = f \otimes (A + B),
\]
\[
(f \otimes A) \circ (g \otimes B) = f \cdot g \otimes A \circ B;
\]

\( f, g \in L^\infty(U), A, B \in B(L^2(G)) \) for simple elements, and extended (linearly and to the weak closure) for other elements. The functor \( U \mapsto \mathcal{M}(U) \) with the restriction mappings \( \rho^U_V : \mathcal{M}(U) \to \mathcal{M}(V) \), given by

\[
\rho^U_V(f \otimes A) = (f|_V) \otimes A,
\]

is a presheaf of von Neumann algebras \( \mathcal{M}(U) \).

By writing down explicitly \( \pi^0_U \), we see that

\[
\mathcal{M}_0(U) \cong C_b^\infty(U) \otimes K(C_c^\infty(G \times G))
\]

where \( C_b^\infty(U) \) is an algebra of smooth bounded functions on \( U \), and \( K(C_c^\infty(G \times G)) \) is an algebra of integral operators on \( L^2(G) \) with kernels belonging to \( C_c^\infty(G \times G) \). Any operator \( A \in K(C_c^\infty(G \times G)) \) is of the form

\[
[A(\psi)](g_1) = \int_G a(g_1, g_2) \psi(g_2) dg_2
\]

for \( \psi \in L^2(G) \), \( g_1, g_2 \in G \), \( a \in C_c^\infty(G \times G) \). \( \mathcal{M}_0(U) \) has a presheaf structure induced by the isomorphism \( \pi^0_U \); moreover, it is a sub-presheaf of the presheaf of algebras \( \mathcal{M}(U) \).

It is clear that the convolution (in the sense of the pair groupoid \( G \times G \)) corresponds to the composition of integral operators, i.e., we have the isomorphism

\[
K(C_c^\infty(G \times G), \circ) \cong (C_c^\infty(G \times G), *)
\]

Therefore, the algebra \( \mathcal{M}_0(U) \) is isomorphic with the algebra \( \widetilde{\mathcal{A}}(U) = C_b^\infty(U) \otimes C_c^\infty(G \times G) \), and we can work with either of them.

On the algebra \( \mathcal{M}_0(U) \) we define outer and inner derivations. For the derivation \( X \in \text{Der}(C_c^\infty(U)) \) we define the horizontal derivation \( \bar{X} \in \text{Der}_H(\mathcal{M}_0(U)) \) by

\[
\bar{X}(f \otimes A) = (Xf) \otimes A.
\]
On the strength of the above isomorphism of algebras to the derivation $\tilde{X}$ there corresponds the derivation $\tilde{X}$ of the algebra $\tilde{A}(U)$ given by

$$\tilde{X}(f \otimes a) = X(f) \otimes a$$

for $a \in C^\infty_c(G \times G)$. It follows that there is an isomorphism between differential algebras $(\mathcal{M}_0(U), \text{Der}(\mathcal{M}_0(U)))$ and $(\tilde{A}(U), \text{Der}(\tilde{A}(U)))$. In this way we obtain horizontal derivations of $\mathcal{M}_0(U)$

$$\text{Der}_H(\mathcal{M}_0(U)) = \{\tilde{X} : X \in \text{Der}(C^\infty(U))\}.$$

We thus have two isomorphisms

$$\text{Der}(C^\infty(U)) \rightarrow \text{Der}_H(\mathcal{M}_0(U)), \quad \text{Der}(C^\infty(U)) \rightarrow \text{Der}_H(\tilde{A}(U))$$

given by $X \mapsto \tilde{X}$ and $X \mapsto \tilde{\tilde{X}}$, respectively.

To deal with vertical derivations let us choose a vector $u \in g$, where $g$ is the Lie algebra of the group $G$, i.e., $u \in \text{Der}(C^\infty(G))$ is a right invariant vector field on $G$.

We lift $u$ to $\tilde{u} \in \text{Der}(C^\infty_c(G \times G))$, respectively.

For $a, b \in C^\infty_c(G \times G)$ we have

$$\tilde{u}(a \ast b)(g_1, g_2) = \int_G \left[ u_1[a(g_1, g_3)b(g_3, g_2)] + u_2[a(g_1, g_3)b(g_3, g_2)] \right] dg_3$$

$$= \int_G [(u_1a)(g_1, g_3) \cdot b(g_3, g_2) + a(g_1, g_3) \cdot (u_2b)(g_3, g_2)] dg_3$$

$$+ \int_G [(u_2a)(g_1, g_3) \cdot b(g_3, g_2) + a(g_1, g_3) \cdot (u_1b)(g_3, g_2)] dg_3.$$

The last integral has been added to manifest the Leibniz rule. This could be done since it vanishes. Indeed,

$$\int_G u[(a \circ \iota_{g_1})(b \circ \iota_{g_2})](g_3) dg_3$$
\[
\frac{d}{dt} t=0 \int_G (a \circ \iota_{g_1})(b \circ \iota_{g_2})(\exp(tu)g_3) dg_3 = 0.
\]

The last line follows from the left invariance of the Haar measure. On the strength of the isomorphism \( g \to \text{Der}_V(A(U)) \) and the isomorphism of algebras \( A(U) \cong \mathcal{M}_0(U) \) we have the isomorphism \( g \to \text{Der}_V(\mathcal{M}_0(U)) \).

We also have inner derivations
\[
\text{ad}_{f \otimes A}(g \otimes B) = [f \otimes A, g \otimes B] = (fg) \otimes [A, B].
\]

We now show that \( \mathcal{M}_0(U), U \subset M, \) determines a sheaf. Indeed, for every \( x \in U \) we have the equivalence class of germs, i.e., a stalk \( \mathcal{M}_x \) at \( x \). The germs are multiplied in the following way
\[
[(f \otimes A)]_x \circ [(g \otimes B)]_x = [(f \cdot g \circ A \circ B)]_x.
\]

Let us consider the set of mappings
\[
g : U \to \bigcup_{x \in U} \mathcal{M}_x
\]
given by
\[
g(x) = [f \otimes A]_x,
\]
and let us take into account only those mappings of this set which are of the local form, i.e. such that for every \( x_0 \in U \) there exist an open neighborhood \( W \) of \( x_0 \) and a \( [\xi]_x \in \mathcal{M}_x(U) \) with the property \( g|_W = [\xi]_x, x \in W \). By standard construction we have the sheaf associated with the presheaf \( \mathcal{M}_0(U) \) (see Appendix A).

## 5 Simple Example

As a simple example (see [5]), let us consider a groupoid \( \Gamma_U = U \times G \times G, U \subset M, \) where \( G = \{g_1, \ldots, g_n\} \) is a finite group, with the algebra \( A(U) = M_{n \times n}(C^\infty(U)) \) of square matrices with elements from \( C^\infty(U) \). The center of this algebra is
\[
\mathcal{Z}(A(U)) = \{ f \cdot 1_{n \times n} : f \in C^\infty(U) \},
\]
For \( \gamma_1 = (x,g_1,g'_1), \gamma_2 = (x,g_2,g'_2) \in \Gamma_U \), the composition is \( \gamma_1 \circ \gamma_2 = (x,g_1,g_2) \) if \( g'_1 = g'_2 \) and undefined if otherwise.

Since \( a(x,g_i,g_j) \in \mathcal{A}(U) \) can be abbreviated to \([a_{ij}] = A(\cdot) \in C_b^\infty(U)\), the convolution can be written as

\[
a * b = A(\cdot)B(\cdot).
\]

The regular representation of the algebra \( \mathcal{A}(U), \pi_x : \mathcal{A} \to \mathcal{B}(L^2(G)) \), is given by

\[
\pi_x(a)\psi = A(x)\psi
\]

for \( \psi \in L^2(G) = \mathbb{C}^n, x \in U \), and \( \pi = (\pi_x)_{x \in U} \) is a random operator. It is clear that in the case of a finite group the formula for \( \mathcal{M}_0(U) \) of the previous section reduces to

\[
\mathcal{M}_0(U) \cong C_b^\infty(U) \otimes M_{n \times n}(\mathbb{C})
\]

The center of the algebra \( \mathcal{M}_0(U) \) is

\[
\mathcal{Z}(\mathcal{M}_0(U)) = \{ f \otimes 1_{n \times n} : f \in C_b^\infty(U) \}.
\]

Because of the above isomorphism the moduli of derivations of the algebra \( \mathcal{A}(U) \) readily “transfer” to the moduli of the algebra \( \mathcal{M}_0 \). Let \( X \in \text{Der}(C^\infty(U)) \), and let \( \tilde{X} \) be its lifting to \( \text{Der}(\mathcal{A}) \). Then

\[
\tilde{X}([a_{ij}]) = [Xa_{ij}].
\]

Inner derivations of the algebra \( \mathcal{A}(U) \) are of the form

\[
(ad A)(B) = [A, B].
\]

Taking into account the fact that the weak closure of \( C_b^\infty(U) \) is \( C_b^\infty(U) = L^\infty(U) \), we obtain

\[
\mathcal{M}(U) = \overline{\mathcal{M}_0}(U) = L^\infty(U) \otimes M_{n \times n}(\mathbb{C}):
\]

The center of the algebra \( \mathcal{M}(U) \) is

\[
\mathcal{Z}(\mathcal{M}(U)) = \{ f \otimes 1_{n \times n} : f \in L^\infty(U) \}.
\]

Outer derivations of the algebra \( \mathcal{M}_0(U) \) do not survive the completion of \( \mathcal{M}_0(U) \) to the von Neumann algebra \( \mathcal{M}(U) \), but \( ad A \) are still derivations after this completion.
A Appendix: From Presheaves to Sheaves

Let $M$ be a topological space with topology $\tau$. By the same symbol $\tau$ we denote the category with open sets from this topology as objects and the inclusion mappings $\iota_U^V : U \hookrightarrow V$ as morphisms.

**Definition 1.** A presheaf of algebras on $M$ is a contravariant functor $F$ from the category $\tau$ to the category $\text{Alg}$, i.e., objects $U$ of the category $\tau$ go to the objects $F(U)$ of the category $\text{Alg}$, and the morphisms $\iota_U^V : U \hookrightarrow V$ of the category $\tau$ go to the restriction mappings $\rho_U^V : F(V) \to F(U)$ as morphisms of the category $\text{Alg}$.

Let $U \subset V \subset W$ then we have
\[
\iota_W^V \circ \iota_U^W = \iota_U^W \Rightarrow \rho_W^V = \rho_U^W \circ \rho_V^W,
\]
\[
\iota_U^U = \text{id}_U \Rightarrow \rho_U^U = \text{id}_{F(U)}.
\]

**Definition 2.** Let $\mathcal{U} = (U_j)_{j \in I}$ be an open covering of a topological space $M$. A presheaf $F$ is said to be a sheaf if, for any family $(f_j)_{j \in I}$, $f_j \in F(U_j)$, $j \in I$, such that
\[
f_i|_{U_i \cap U_j} = f_j|_{U_i \cap U_j}
\]
for every $i, j \in I$, there exists exactly one (global) element $f \in F(\bigcup_{j \in I} U_j)$ such that
\[
f|_{U_j} = f_j, \ j \in I.
\]

There exists a canonical method of constructing a sheaf associated with a given presheaf. Let $F$ be a presheaf on a topological space $(M, \tau)$. For $U \in \tau$, $F(U)$ is a set of cross sections of the presheaf $F$ over $U$. Let $p \in M$, and $f \in F(U), g \in F(V), U, V \in \tau$. We define an equivalence relation in the set $\bigcup_{U \ni p} F(U)$ in the following way
\[
f \sim_p g \iff \forall W \subset U \cap V f|_W = g|_W.
\]

The equivalence class $[f]_{\sim_p}$ is said to be a germ of the element $f \in F(U)$ at the point $p \in M$. This germ is denoted by $f_p$, and the set of germs at $p$, called the stalk at $p$, is denoted by $F_p$. This set inherits the algebraic structure from $F(U)$.

Let us denote by $F^+(U)$ the set of mappings $\tilde{f} : U \to \bigcup_{p \in U} F_p(U)$ given by
\[
\tilde{f}(q) = f_q.
\]
\( q \in U, \) where \( f \in \mathcal{F}(U) \).

We now define the presheaf \( \tilde{\mathcal{F}} \) by

\[
\tilde{\mathcal{F}}(U) = \mathcal{F}^+(U)_U.
\]

Here the localization (denoted by the subscript \( U \)) should be understood in the following sense. The mapping \( g : U \to \bigcup_{p \in U} \mathcal{F}_p(U) \) is a local \( \mathcal{F}^+(U) \)-mapping if, for any \( q \in U \), there exists an element \( \tilde{f} \in \mathcal{F}^+(U) \) and an open neighbourhood \( W \ni q \) such that \( g|_W = \tilde{f}|_W \).

It is straightforward to check that the presheaf \( \tilde{\mathcal{F}} \) of local \( \mathcal{F}^+(W) \)-mappings is a sheaf with the restriction mappings \( \rho^V_U : \tilde{\mathcal{F}}(V) \to \tilde{\mathcal{F}}(U) \) given by \( \rho^V_U(g) = g|_U \).

\[ q \in U, \text{ where } f \in \mathcal{F}(U). \]

\[ \text{We now define the presheaf } \tilde{\mathcal{F}} \text{ by} \]

\[ \tilde{\mathcal{F}}(U) = \mathcal{F}^+(U)_U. \]

\[ \text{Here the localization (denoted by the subscript } U \text{) should be understood in the following sense. The mapping } g : U \to \bigcup_{p \in U} \mathcal{F}_p(U) \text{ is a local } \mathcal{F}^+(U)\text{-mapping if, for any } q \in U, \text{ there exists an element } \tilde{f} \in \mathcal{F}^+(U) \text{ and an open neighbourhood } W \ni q \text{ such that } g|_W = \tilde{f}|_W. \]

\[ \text{It is straightforward to check that the presheaf } \tilde{\mathcal{F}} \text{ of local } \mathcal{F}^+(W)\text{-mappings is a sheaf with the restriction mappings } \rho^V_U : \tilde{\mathcal{F}}(V) \to \tilde{\mathcal{F}}(U) \text{ given by } \rho^V_U(g) = g|_U. \]

\[ \text{Appendix: The Center of the Convolution Algebra on a Groupoid} \]

In this Appendix we show that the center for the algebra \( \mathcal{A} \) of smooth, compactly supported functions on the transformation groupoid \( \Gamma \) is null. In fact, we show this for a more general class of algebras and then specify the result to the case of interest.

Let \( X \) be a differential manifold with the Lebesgue measure \( \mu \) (let us notice, however, that the proof below remains valid for a locally compact topological space with a Radon measure). Let us consider a pair groupoid \( \Gamma = X \times X \) (see [12]) and the algebra \( \mathcal{A} = C^\infty_c(\Gamma, \mathbb{C}) \) with the convolution as multiplication

\[
(a \ast b)(x, y) = \int_X (a(x, z)b(z, y))d\mu(z)
\]

for \( a, b \in \mathcal{A} \). We shall prove that the center \( \mathcal{Z}(\mathcal{A}) \) is null, i.e., that \( a \in \mathcal{Z}(\mathcal{A}) \) implies \( a = 0 \). The proof will also be valid for the algebra \( \mathcal{A} = C^\infty_c(\Gamma, \mathbb{C}). \)

Let us consider the set \( K = \text{pr}_2(\text{supp}a) \) where \( \text{pr}_2 \) is the projection \( \text{pr}_2(x, y) = y \). There exists a function \( b_1 \in C^\infty_c(X, \mathbb{C}) \) such that \( \text{supp}b_1 \cap K = \emptyset \). Let us also consider a function \( b \in \mathcal{A} \) of the form \( b(z, y) = b_1(z)b_2(y) \), where \( b_2 \in C^\infty_c(X, \mathbb{C}) \) is given by \( b_2(z) = a(z, y_0) \) for a fixed \( y_0 \in X \). Then

\[
\int_X a(x, z)b(z, y)d\mu(z) = 0
\]
since $a(x,z)b(z,y) = 0$ for any $x,y,z \in X$. On the other hand,

$$(b \ast a)(x,y_0) = \int_X b_1(x)b_2(z)a(z,y_0)d\mu(z)$$

$$= b_1(x)\int_X b_2(z)a(z,y_0)d\mu(z)$$

$$b_1(x)\int_b|a(z,y_0)|^2d\mu(z) = 0.$$

There exists $x \in X$ such that $b_1(x) \neq 0$, therefore

$$\int_X |a(z,y_0)|^2d\mu(z) = 0.$$

Hence $|a(z,y_0)| = 0$, and consequently $a(z,y_0) = 0$ for any $z \in X$. Since $y_0 \in X$ has been chosen arbitrarily, $a = 0$ (this conclusion remains valid also for the algebra $\mathcal{A} = C_c^\infty(X,\mathbb{C})$ of continuous, compactly supported functions). This ends the proof.

Let us now consider the groupoid $\Gamma = \bigcup_{x \in M} E_x \times E_x$ where $M$ is a space-time, and $E_x$ a fiber over $x \in M$ of the frame bundle $E \to M$ with the structural group $G$. Let us also consider the algebra $\mathcal{A} = C_c^\infty(\Gamma, \mathbb{C})$ with the convolution as multiplication

$$(a \ast b)(p_1,p_2) = \int_G a(p_1,p_2g)b(p_2g,p_2)d\mu$$

where $a,b \in \mathcal{A}, p_1,p_2 \in E, g \in G$.

Let us denote $\mathcal{A}_x = C_c^\infty(\Gamma_x, \mathbb{C})$ where $\Gamma_x = E_x \times E_x$. The above convolution is an inner operation for the algebra $\mathcal{A}_x$. Since $\Gamma_x$ is closed in $\Gamma$ then $\mathcal{A}_x = \mathcal{A}|\Gamma_x$. From what we have proved above it follows that $\mathcal{Z}(\mathcal{A}_x) = \{0\}$ for any $x \in M$. Of course, if $a \in \mathcal{Z}(\mathcal{A})$ then for every $x \in M$ we have $a|\Gamma_x \in \mathcal{Z}(\mathcal{A}_x) = \{0\}$. Therefore, $a = 0$.

Since the pair groupoid $\Gamma = \bigcup_{x \in M} E_x \times E_x$ and the transformation groupoid $\Gamma_1 = E \times G$ are isomorphic (the isomorphism $j : \Gamma_1 \to \Gamma$ is given by $j(p,g) = (p,pg)$, see also [6, Proposition 1]), therefore $\mathcal{Z}(\mathcal{A}_1) = \{0\}$ where $\mathcal{A}_1 = C_c^\infty(\Gamma_1, \mathbb{C})$. 
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Appendix: The Structure of the Groupoid von Neumann Algebra

First, let us establish notation. Since we consider the transformation groupoid \( \Gamma = E \times G \), and since \( E \) is locally trivial it is enough to consider \( \Gamma_U = \pi^{-1}_M(U) \times G \), where \( U \) is open in \( M \). We thus set \( \Gamma_U = U \times G \times G \).

On this groupoid we have the algebra \( A(U) = C^\infty_f(\Gamma_U) = \{ f \in C^\infty(\Gamma_U) : \forall x \in U \supp f_x \text{ is compact in } G \times G, \sup |f| < \infty \} \), where \( f_x : G \times G \to \mathbb{C} \) is given by \( f_x(g_1, g_2) = f(x,g_1,g_2) \), with the convolution as multiplication

\[
(a_1 * a_2)(x, g_1, g_2) = \int_G a_1(x, g_1, g) a_2(x, g, g_2) dg.
\]

We define the regular representation of the algebra \( A(U) \) on \( H = L^2(G) \) by

\[
(\pi_x(a)\psi)(g) = \int_G a(x, g, \bar{g})\psi(\bar{g})d\bar{g}
\]

for every \( x \in U \), and we put \( \pi(a) = (\pi_x(a))_{x \in U} \). Now, we introduce the abbreviation \( M_0(U) = \pi(A(U)) \), and define the von Neumann algebra \( M(U) \) as the weak closure of \( M_0(U) \), \( M(U) = \overline{M_0(U)}^\omega \).

**Theorem 1.** The algebra \( M(U) \) is isomorphic with the algebra \( L^\infty(U, \mathcal{B}(L^2(G))) \).

We first prove two lemmas.

**Lemma 1.** The space \( C^\infty_b(U) \) of smooth bounded functions on \( U \) is a weakly dense subspace of \( L^\infty(U) \).

*Proof.* Let us recall that a sequence \((f_n)\) in \( L^\infty(U) \) is weakly convergent to \( f \in L^\infty(U) \) if, for any two elements \( \varphi, \psi \) of the Hilbert space \( L^2(U) \), one has

\[
((f_n - f)\varphi, \psi)_{L^2(U)} \to_{n \to \infty} 0.
\]

As it is well known, every function \( f \in L^\infty(U) \) is a limit, in the sense of the norm \( || \cdot ||_2 (||f||_\infty = \esssup_{x \in U} |f(x)|) \), of a sequence of simple functions (i.e., of linear combinations of characteristic functions of measurable sets). Of course, convergence in this sense implies the weak convergence. Therefore, it is enough to show that the characteristic function \( \chi_A \) of a measurable set \( A \) is a weak limit of functions from \( C^\infty_b(U) \).
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It is well known [1, p. 51] that for any open set \( O \subset U \) containing \( \bar{A} \) there exists a function \( \psi \in C^\infty(U) \) such that \( \psi|\bar{A} = 1 \) and \( \psi|(U - O) = 0 \). Let us remember that the Lebesgue measure is regular. This implies that for the set \( \bar{A} \) and every \( \epsilon > 0 \) there exists an open set \( O_\epsilon \) such that \( \bar{A} \subset O_\epsilon \) and \( \mu(O_\epsilon - \bar{A}) < \epsilon \).

Let then \( \psi_\epsilon \) be a function such that \( \psi_\epsilon|\bar{A} = 1 \) and \( \psi_\epsilon|(U - O_\epsilon) = 0 \) (as above). It can be easily seen that

\[
((\psi_\epsilon - \chi_A)\xi_1, \xi_2)_{L^2(U)} \to_{\epsilon \to 0} 0
\]

for every \( \xi_1, \xi_2 \in L^2(U) \). □

**Lemma 2.** Space \( C^\infty_\text{cf}(U \times G \times G) \) is weakly dense in \( L^\infty(U, L^2(G \times G)) \).

Before we prove this lemma, let us notice that the elements of the space \( L^\infty(U, L^2(G \times G)) \) can be interpreted as operators in the Hilbert space \( L^2(U, L^2(G)) \) with the scalar product

\[
(\Phi, \Psi) = \int_U (\Phi(x), \Psi(x))_{L^2(G)}d\mu(x)
\]

and the operation

\[
(F \cdot \Psi)(x)(g) = \int_G F(x)(g, g_1)\Psi(x)(g_1)dg
\]

for \( F \in L^\infty(U, L^2(G \times G)), \Psi \in L^2(U, L^2(G)) \).

A sequence \( (F_n) \) in \( L^\infty(U, L^2(G \times G)) \) is weakly convergent to \( F \in L^\infty(U, L^2(G \times G)) \) if, for any two elements \( \Phi, \Psi \in L^2(U, L^2(G)) \) one has

\[
((F_n - F)\Phi, \Psi)_{L^2(U, L^2(G))} \to_{n \to \infty} 0.
\]

**Proof of Lemma 2.** For \( F \in L^\infty(U, L^2(G \times G)) \) we have the representation

\[
F = \sum_{n=1}^\infty \langle F, e_i \rangle_{L^2(G \times G)} e_i
\]

where \( \{e_i\}_{i \in \mathbb{N}} \) is an orthonormal basis in the Hilbert space \( L^2(G \times G) \). Let \( f_i \in \langle F, e_i \rangle_{L^2(G \times G)}, \ i \in \mathbb{N} \). Therefore, \( f_i = L^\infty(U) \), and from Lemma 1 we have \( f_i = \lim_{n \to \infty} f_i^n \) for a sequence \( (f_i^n) \) of functions from \( C^\infty_b(U) \); this is a weak convergence.
To complete the proof, we will approximate (in the norm $\| \cdot \|_2$) functions $e_i \in L^2(G \times G)$ by functions from $C_c^\infty(G \times G)$. It is known that the space $L^2(\mathbb{R}^m)$ contains the space $C_c^\infty(\mathbb{R}^m)$ as its dense subspace (with respect to the norm $\| \cdot \|_2$) [10, p. 710]. By applying the smooth decomposition of unity to an open covering of the manifold $G \times G$ by domains of coordinate maps, the above property is transferred from $L^2(\mathbb{R}^m)$ to $L^2(G \times G)$. □

Proof of Theorem 1. Let us notice that every function $\psi \in L^\infty(U, L^2(G \times G))$ (as in Lemma 2) determines the family of integral operators $\{\Psi(x)\}_{x \in U}$, $\Psi(x) \in \mathcal{B}(L^2(G))$ given by

$$(\Psi(x))(\varphi)(g) = \int_G \psi(x)(g, g_1)\varphi(g_1)dg_1$$

for $\varphi \in L^2(G)$. Let us notice that

$$\overline{\mathcal{K}(L^2(G))} = \mathcal{B}(L^2(G))$$

where the “overline $\omega$” denotes the weak closure of the space of integral operators $\mathcal{K}(L^2(G))$ in the Hilbert space $L^2(G)$. We should notice that integral operators on a Hilbert space are compact. We also observe that among integral operators there are one-dimensional projectors $P_\psi = (\psi_1, \psi)\psi_1$, $\psi_1 \in \mathcal{H}, ||\psi_1|| = 1$. In fact all operators of finite rank $\mathcal{F}(\mathcal{H})$ on a Hilbert space $\mathcal{H}$ are integral operators.

Now, we make use of the fact that $\overline{\mathcal{F}(\mathcal{H})} = \mathcal{B}(\mathcal{H})$. Therefore, by $\pi$ we obtain all compact operators.

Finally, we conclude that $\mathcal{M}(U) = \overline{\mathcal{M}_0(U)} = L^\infty(U, \mathcal{B}(L^2(G)))$, and obviously $\mathcal{M}(U)$ is a von Neumann Algebra. □

Theorem 2. The algebra $\mathcal{M}_1 = L^\infty(U) \otimes \mathcal{B}(L^2(G))$, where $\otimes$ denotes tensor product in the sense of von Neumann algebras (see [3]), is isomorphic with the algebra $\mathcal{M}_2 = L^\infty(U, \mathcal{B}(L^2(G)))$.

Proof. $\mathcal{M}_1$ is a von Neumann algebra of operators in the Hilbert space $H_1 = L^2(U) \otimes L^2(G)$. Any element (of the simple tensor type), $f \otimes B$, $f \in L^\infty(U)$, $B \in \mathcal{B}(L^2(G))$ acts on $\psi \otimes \varphi \in L^2(U) \otimes L^2(G)$ by

$$(f \otimes B)(\psi \otimes \varphi) = f\psi \otimes B\varphi.$$ 

$\mathcal{M}_2$ is an operator algebra in the Hilbert space $H_2 = L^2(U, L^2(G))$. Let $A \in \mathcal{M}_1$, $\Psi \in \mathcal{H}_2$, then

$$[A\Psi](x) = A(x)(f(x)).$$
There is an isomorphism $I : H_1 \rightarrow H_2$ given by

$$[I(\psi \otimes \varphi)(x)](\cdot) = \psi(x)\varphi(\cdot),$$

$x \in U$.

$\mathcal{M}_1$ is a weakly closed subalgebra of the algebra $\mathcal{B}(H_1)$; $\mathcal{M}_2$ is a weakly closed subalgebra of the algebra $\mathcal{B}(H_2)$. Of course, $\mathcal{B}(H_1)$ is isomorphic with $\mathcal{B}(H_2)$.

Let $\{e_i\}$ be a complete orthonormal system of vectors in $L^2(G)$. Elements of the form $f \otimes B$, $f \in L^\infty(U)$, $B \in \mathcal{B}(L^2(G))$ generate $\mathcal{M}_1$; but elements of the form $f \otimes P_{e_i}$, where $P_{e_i}$ is an operator projecting on the vector $e_i$, generate $\mathcal{M}_1$ as well. We now define, on these generators, a new isomorphism $J : \mathcal{M}_1 \rightarrow \mathcal{M}_2$ by

$$J(f \otimes P_{e_i}) = f \cdot P_{e_i}.$$ 

Since the elements of the form $f \cdot P_{e_i}$ generate $\mathcal{M}_2$, $J$ is an isomorphism of von Neumann algebras. □
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