Optically buffered Jones-matrix-based multifunctional optical coherence tomography with polarization mode dispersion correction
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Abstract: Polarization mode dispersion (PMD) degrades the performance of Jones-matrix-based polarization-sensitive multifunctional optical coherence tomography (JM-OCT). The problem is specially acute for optically buffered JM-OCT, because the long fiber in the optical buffering module induces a large amount of PMD. This paper aims at presenting a method to correct the effect of PMD in JM-OCT. We first mathematically model the PMD in JM-OCT and then derive a method to correct the PMD. This method is a combination of simple hardware modification and subsequent software correction. The hardware modification is introduction of two polarizers which transform the PMD into global complex modulation of Jones matrix. Subsequently, the software correction demodulates the global modulation. The method is validated with an experimentally obtained point spread function with a mirror sample, as well as by in vivo measurement of a human retina.
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Optical coherence tomography (OCT) [1] is a noninvasive imaging modality that provides high axial resolution cross-sectional images at micrometer scales. Because of its noninvasiveness, OCT has been widely applied for clinical fields including ophthalmology [2], dermatology [3], dentistry [4], gastroenterology [5], and cardiology [6]. Among them, ophthalmology is one of the most successful field of OCT, because of the difficulty of performing ocular biopsy [2].

Functional extensions of OCT, including Doppler OCT [7–9] and polarization-sensitive OCT (PS-OCT) [10–15], have been demonstrated to obtain additional information over the morphological information. Doppler OCT can detect moving particles in a sample, and as a clinical application, it has been used to measure blood flow and velocity and also to visualize vascu-
lature [8, 16–22]. On the other hand, PS-OCT measures the polarization properties of a sample [10, 11, 13–15]. As an ophthalmic application, it has been utilized to visualize fibrous tissues [23, 24] and the retinal pigment epithelium (RPE) [25, 26].

Recently, we demonstrated Jones-matrix-based multifunctional OCT (JM-OCT) [27, 28]. This system simultaneously measures OCT, Doppler shift, and the polarization properties of a sample, and it enables simultaneous imaging of tissue structure, vasculature, and birefringent tissue. This system has been applied for imaging of the posterior eye [29], where the integrity of the vasculature and RPE of exudative macular disease were noninvasively investigated. Measurement speed is important for in vivo ophthalmic imaging, because eye motion and its related artifacts are problematic. Hence, it was natural to continue development of faster JM-OCT techniques. In the present work, we adopt optical buffering [18, 30–32] to JM-OCT. The optical buffering enables a scan rate of 200,000 A-lines per second with a commercially available 100-kHz wavelength swept laser, and high-speed Jones matrix imaging of the posterior eye is demonstrated.

When significant length of optical fiber is used in an OCT system, a non-negligible amount of polarization mode dispersion (PMD) is incurred. This can be classified into two types: PMD in non-common paths of an interferometer or that in a common path. The first type of PMD occurs in probe and reference arms, whose lengths are typically a few meters. It mainly appears as a small additional dispersive phase in the OCT signals. Although this small dispersive phase is not a problem in non-PS-OCT, it can degrade the image quality and polarimetric accuracy of PS-OCT [33]. So far, several methods have been devised to eliminate this type of PMD in PS-OCT. For instance, Zhang et al. [34] demonstrated numerical compensation of PMD with three calibration signals in the sample arm, and Villiger et al. [35] numerically mitigated PMD artifacts by spectral binning. Recently, Braaf et al. [36] demonstrated another sophisticated numerical correction method.

The second type of PMD becomes problematic if it is induced by a very long optical fiber of the order of a few hundreds to thousands of meters. This PMD is substantial and affects not only the phase but also the envelope of the spectrum if the OCT is equipped with polarization-sensitive components such as polarizers, polarizing beam splitters, or polarization-sensitive semiconductor optical amplifiers (SOAs). Hence, it significantly degrades the imaging performance of PS-OCT. Bonesi et al. [37] employed an actively controlled booster SOA to compensate for the slowly fluctuating spectral envelope that is mainly due to the temporally drifting PMD at the buffering fiber spools. A similar method was also used to cancel the spectral distortion induced by a long fiber spool in a Fourier-domain mode-locking laser, where the injection current of the primary SOA in a cavity was actively controlled [38].

In this work, a specialized method to correction for the substantial PMD induced by an optical buffering module in JM-OCT is presented. This method is purely numerical, and no active SOA control is required. Thus, it is compatible with commercially available standard light sources. We first mathematically formulate the PMD in JM-OCT, and then derive a method to correct for it. This method is applied to an optically buffered high-speed swept-source JM-OCT system with an A-line scan rate of 200 kHz. By using this JM-OCT, in vivo retinal imaging is demonstrated.

2. Optically buffered JM-OCT system

Figure 1 is a schematic of the system. The source arm is equipped with an optical buffering module built with a fast optical switch (FOS), which is similar to that demonstrated by Dhall et al. [32]. Aside from the buffering module, it is nearly identical to a JM-OCT system that we have previously demonstrated [28].

The light source is a wavelength-sweeping laser (Axsun Technologies, Massachusetts, USA)
Fig. 1. Schematic diagram of the optically buffered JM-OCT system. An (a) optical buffering module makes a 200 kHz laser sweep. The JM-OCT system is composed of a (b) reference arm, (c) passive polarization delay unit (PP-delay unit), (d) polarization diversity detection unit (PD-detection unit), (e) retinal scanner, and (f) calibration mirror. PC: polarization controller, FG: function generator, FBG: fiber Bragg grating, PD: photo-detector, FC: fiber collimator, PBS: polarizing beam-splitter, DP: dove prism, BS: non-polarizing beam splitter, BPD: balanced photo-detector. Point-B and -C indicate particular points which are discussed in Section 6.3 and PC-1 and -2 correspond to those in Fig. 6.

with a scanning frequency of 100 kHz, a center wavelength of 1040 nm, and a −10-dB bandwidth of 111 nm, and an output optical power of 31 mW. The swept laser has a duty cycle of around 50% and hence has a dead time between wavelength scans of approximately 5 μs. A subsequent buffering module doubles the scanning frequency into 200 kHz. A 60 : 40 fused fiber coupler is used to split the beam into buffered and unbuffered fiber paths. A 1027 m fiber spool (HI1060, Corning) is used in the buffered path to create a 5 μs delay. The 60% port of the coupler is used for the buffered line to compensate the optical loss of −1.5 dB at the fiber spool. A 2 × 2 FOS (Nanona, Boston Applied Technologies, Massachusetts, USA) is utilized to switch between the buffered and unbuffered paths. The FOS has insertion losses at each switching mode as −1.05 dB (cross state, for buffered path) and −0.99 dB (bar state, for unbuffered path). The net insertion loss in the continuous switching drive mode is −1.61 dB. The transition time between the switching modes is around 60 ns, and it corresponds to 30 sampling points of spectral detection. 100 kHz driving signal for the FOS is generated by a function generator (AFG3252, Tektronix), which is synchronized with the light source by using an A-trigger from the source. The switch timing was fine tuned with the function generator to match the delay timing of the buffering module. Three in-line polarization controllers (PCs) (PolaRITE, PLC-006-S-25, General Photonics) were used in the buffering module to maximize the optical power throughput. The optical loss of the buffering module was −2.65 dB.

The 200 kHz A-trigger is generated by a fiber Bragg grating (reflection at 996.3 nm, full width at half-maximum (FWHM) of the reflection band of 0.1 nm, Tatsuta Electric Wire & Cable Co. Ltd., Osaka, Japan) attached to the sub-port of the FOS through a 50 : 50 coupler.
A weak cross-talk light from the FOS is sufficient to generate the A-trigger. Reflected light from the FOS is received by a photo-detector (PDA10A-EC, Thorlabs) and amplified with a signal amplifier (AA020-0S, R&K, Shizuoka, Japan). The amplified signal is fed into the trigger channel of a digitizer (ATS9350, Alazar Technologies, Québec, Canada).

The JM-OCT interferometer consists of a reference arm, a passive polarization delay unit (PP-delay unit), a polarization diversity detection unit (PD-detection unit), a retinal scanner, and a calibration mirror [Figs. 1(b)–1(f)]. Light from the optical buffering module is split by a 30 : 70 fiber coupler; the 30% portion feeds the reference delay arm, and the 70% portion is guided to the probe arm. In the probe arm, the light enters to the PP-delay unit after passing through a polarizer oriented at 45°. In the PP-delay unit, the two orthogonal polarization states are split, travel through different paths with different lengths, and are recombined at the output port. This results in passive multiplexing of the incident polarization states in depth. P-polarization state is delayed compared to the S-polarization state, and the delayed depth difference was 2.8 mm in air. The output from the PP-delay unit is split by a 50 : 50 single-mode fiber coupler. One portion is guided to the retinal scanner, and the other is reflected by a calibration mirror. The scanning mirrors in the retinal scanner are clocked by the 200-kHz trigger. The back-scattered light from a sample and a reflected beam from the calibration mirror are guided to the PD-detection unit through the 50 : 50 fiber coupler. The optical probe power on the cornea is 1.48 mW. And the sensitivity of the PS-OCT system was measured as 84.3 dB at 0.5 mm depth of $J_{11}$ channel (undelayed polarization input and horizontal polarization detection channel). The reference beam passes through a reference arm consisting of single-mode optical fiber and a bulk optical delay unit and is introduced into the PD-detection unit after passing a 45°-oriented polarizer.

Interference signals are detected by balanced photo-detectors (BPDs; PDB430C, Thorlabs). The analog output from each BPD is sent through a 1-MHz high-pass and a 250-MHz low-pass filter (HP1CH3-0S and LP250CH3-0S, 7th-order type I Chebyshev, R&K, Shizuoka, Japan) and digitized by the ATS9350 with a sampling rate of 500 MS/s and 12-bit resolution. Each spectral interference signal is sampled with 2,368 points, which corresponds to a wavelength range of 104 nm. Spectral shifts among the spectra, which are due to timing jitter in the A-trigger, are estimated and corrected by use of the calibration signal [28]. The sampled interference signals are numerically rescaled to be linear in the wave-number using predefined rescaling parameters determined by a time-frequency calibration method [39]. The spectral shift is compensated during this rescaling process.

For OCT reconstruction, first the spectral distortion due to PMD is numerically corrected, as described in detail in Section 3.2, and then OCT signals are obtained by numerically inverse-Fourier transforming the interference signals. The sampled spectral range and the windowing function finally yield the measured −6-dB depth-resolution of 14.6 μm in air, corresponding to 10.6 μm in tissue. This depth resolution was measured based on the unbuffered A-lines. And as described in Section 5.1, a significant difference was not observed for −6-dB depth resolution.

3. Polarization mode dispersion in JM-OCT

3.1. Formulation

A 1-km single-mode fiber is used in the optical buffering module to create a 5-μs delayed laser sweep, and it causes a significant amount of PMD. As the first step of PMD correction, we mathematically describe the effect of PMD in the optically buffered JM-OCT system.

The polarization properties of our JM-OCT are modeled as depicted in Fig. 2. The light from the source is first introduced into the buffering module, which consists not only of optical fiber but also an FOS, which has significant diattenuation at one of its two switching modes. Hence
the Jones matrix of the optical buffering module is modeled as a general matrix, as

$$
\mathbf{J}_{OB}(k) = \begin{bmatrix}
    a(k) & b'(k) \\
    b(k) & a'(k)
\end{bmatrix},
$$

for buffered mode,

$$
\mathbf{J}_{OB}(k) = \begin{bmatrix}
    a_U(k) & b'_U(k) \\
    b_U(k) & a'_U(k)
\end{bmatrix},
$$

for unbuffered mode,

where $a(k), b(k), a'(k),$ and $b'(k)$ and their subscripted versions with $B$ and $U$ are arbitrary complex functions of wavenumber $k.$ Note that $\mathbf{J}_{OB}(k)$ has two realizations, as described on the right-hand side. One realization is for a buffered mode in which the light passes through a long fiber spool, and the other is for an unbuffered mode.

After the buffering module, a portion of the light is led to the reference arm, which consists of optical fiber and nonbirefringent free-space optics. The reference arm is treated as a general elliptic retarder, which can have an arbitrary eigenpolarization state but has no diattenuation. Since the Jones matrix of a general elliptic retarder is a matrix in the special unitary group of degree 2, i.e., SU(2), the Jones matrix of the reference arm can be expressed in general form as

$$
\mathbf{J}_{R}(k) = \begin{bmatrix}
    \alpha(k) & -\beta^*(k) \\
    \beta(k) & \alpha^*(k)
\end{bmatrix},
$$

where $\alpha(k)$ and $\beta(k)$ are arbitrary complex functions of $k$ and the superscript of $*$ denotes complex conjugation. According to the property of SU(2) matrix, $|\alpha(k)|^2 + |\beta(k)|^2 = 1.$ After passing through the reference arm, the reference beam passes a $45^\circ$-oriented linear polarizer ($\mathbf{P}_{45^\circ} = \frac{1}{2}[1 1; 1 1]$) at the entrance of the PD-detection unit. Hence the Jones vector of the reference beam at the photo-detectors becomes

$$
\mathbf{E}_{R}(k) = \mathbf{P}_{45^\circ} \mathbf{J}_{R}(k) \mathbf{J}_{OB}(k) \mathbf{E}_{SRC}(k)e^{-ikz_r},
$$

where $\mathbf{E}_{SRC}(k)$ is the Jones vector of the source light and the bulk phase on the right-hand side is a phase slope corresponding to the bulk length of the reference arm, $z_r.$

On the other hand, the probe beam passes through the optical buffering module, another $45^\circ$-oriented linear polarizer ($\mathbf{P}_{45^\circ}$), the PP-delay unit ($\mathbf{J}_{PD}(k)$), an illumination path ($\mathbf{J}_{in}(k)$), the
sample \( (\mathbf{J}\_s(k)) \), and a collection path \( (\mathbf{J}\_\text{out}(k)) \). So the Jones vector of the probe beam at the photo-detectors becomes

\[
\mathbf{E}_p(k) = \mathbf{J}_\text{all}(k) \mathbf{J}_{\text{PD}}(k) \mathbf{P}_{45^\circ} \mathbf{J}_{\text{OB}}(k) \mathbf{E}_{\text{SRC}}(k) e^{-ikz_p},
\]
(4)

where \( z_p \) is the bulk length of the probe arm and \( \mathbf{J}_\text{all}(k) = \mathbf{J}_\text{out}(k) \mathbf{J}_s(k) \mathbf{J}_\text{in}(k) \), which is also expressed as \( [J_{11}(k) \ J_{12}(k) ; J_{21}(k) \ J_{22}(k)] \) in the later part of this paper. The Jones matrix of the PP-delay unit is \( \mathbf{J}_{\text{PD}}(k) = [1 \ 0 ; 0 \ d(k)] \) where \( d(k) = \exp(-ikz_d) \) with \( z_d \) the path-length difference generated by the PP-delay unit between two incident polarization states.

It should be noted that the model of the PP-delay unit does not account for depth dependent signal roll-off. The signal roll-off can cause different signal strengths between two OCT signals corresponding to the two incident polarization states. This signal roll-off is not corrected in our method, since the effect of signal roll-off to the polarization measurement is not significant as far as the roll-off speed is similar for the both incident polarizations as discussed in Section 5.4 of [28]. Although it was not implemented in our system, additional numerical correction of the signal roll-off [36] would further enhance the accuracy of polarization measurement.

Without loss of generality, the source light can be assumed to be horizontally polarized: \( \mathbf{E}_{\text{SRC}}(k) = [S(k) \ 0]^T \), where \( S(k) \) is a complex spectral amplitude of the source. With this light source, the Jones vectors of the probe and the reference beam at the PD-detection unit respectively become

\[
\mathbf{E}_p(k) = \frac{1}{2} (a(k) + b(k)) S(k) \begin{bmatrix} J_{11}(k) + d(k)J_{12}(k) \\ J_{21}(k) + d(k)J_{22}(k) \end{bmatrix} e^{-ikz_p},
\]
(5)

\[
\mathbf{E}_R(k) = \frac{1}{2} \left\{ \left( \alpha(k) + \beta(k) \right) a(k) + \left( \alpha^*(k) - \beta^*(k) \right) b(k) \right\} S(k) \begin{bmatrix} 1 \\ 1 \end{bmatrix} e^{-ikz_r}.
\]
(6)

The spectral interference signal is obtained by entrywise operations of these Jones vectors as

\[
|E_p(k) + E_R(k)|^2 = |E_p(k)|^2 + |E_R(k)|^2 + E_p(k) \circ E^*_R(k) + E^*_p(k) \circ E_R(k),
\]
(7)

where \( | \cdot |^2 \) and \( \circ \) denote the entrywise absolute square and multiplication, respectively. The first and second entries of this vector expression are the interference signals detected by the horizontal and vertical detectors of the PD-detection unit, respectively. The third term of this equation is a polarization-sensitive spectral interference signal corresponding to an OCT signal, expressed as

\[
E_p(k) \circ E^*_R(k) = |S(k)|^2 \varepsilon(k) \begin{bmatrix} J_{11}(k) + d(k)J_{12}(k) \\ J_{21}(k) + d(k)J_{22}(k) \end{bmatrix} e^{-ik\Delta z},
\]
(8)

where \( \Delta z = z_p - z_r \) is the bulk path-length difference between the probe and reference arms. Here \( \varepsilon(k) \) is a complex modulation defined as

\[
\varepsilon(k) = \frac{1}{2} \left\{ \{ \alpha^*(k) + \beta^*(k) \} \{ |a(k)|^2 + a^*(k)b(k) \} + \{ \alpha(k) - \beta(k) \} \{ |b(k)|^2 + a(k)b^*(k) \} \right\}.
\]
(9)

Because of the presence of \( d(k) \), the OCT signals corresponding to \( J_{12}(k) \) and \( J_{22}(k) \) appear at a different depth from those for \( J_{11}(k) \) and \( J_{21}(k) \). Hence, the four entries of the Jones matrix can be properly demultiplexed [28], and the spectrum of a raw measured Jones matrix is obtained as

\[
\mathbf{J}_m(k) = |S(k)|^2 \varepsilon(k) \begin{bmatrix} J_{11}(k) & J_{12}(k) \\ J_{21}(k) & J_{22}(k) \end{bmatrix} = |S(k)|^2 \varepsilon(k) \mathbf{J}_\text{out}(k) \mathbf{J}_s(k) \mathbf{J}_\text{in}(k).
\]
(10)
This equation indicates that the Jones matrices are globally modulated by $|S(k)|^2 \epsilon(k)$. The inverse Fourier transform of this modulation, $\mathcal{F}^{-1}[|S(k)|^2] * \mathcal{F}^{-1}[\epsilon(k)]$, is the point spread function (PSF) of the JM-OCT system, with $\mathcal{F}^{-1}$ the inverse Fourier transform and $*$ denoting convolution. Since $a(k)$ and $b(k)$ have different realizations for the buffered and unbuffered modes, the PSFs for these two modes are different. On the other hand, all four entries of the Jones matrix are concurrently modulated, and their PSFs are identical. This difference in PSFs between the buffered and unbuffered modes — but not among the four entries of Jones matrix — is the main inadequacy induced by the optical buffering in our JM-OCT system. This relatively simple effect of PMD is due to the two 45°-oriented polarizers. The benefits of the polarizers are discussed in detail in Section 6.1.

In our JM-OCT system, this buffering-mode-dependent modulation is numerically corrected using the method described in the next section.

In this section, the orientations of polarizers are assumed to be 45°. It is to ensure equal optical power between two incident polarization states and between two reference powers of horizontal and vertical detectors. This particular configuration of polarizers are selected mainly to simplify the formulation, and, in practice, the orientations do not need to be 45° as to be discussed in Section 6.2.

3.2. Numerical correction of polarization mode dispersion

As described in the previous subsection, the PMD, which is due mainly to the buffering module, appears as a global complex modulation of the measured Jones matrix [Eq. (10)]. This section describes a numerical method to cancel this modulation. In this method, the envelope of the modulation is corrected first. The phase of the modulation is then corrected after the envelope correction, together with polarization-independent chromatic dispersion.

By scanning a sample with the optically buffered JM-OCT system, two sets of spectra are obtained, corresponding to two horizontal and vertical detection polarization states. To estimate the envelope of the modulation, we utilized the spectra of a B-scan, which typically consists of 490 A-lines. For PMD correction of a volumetric data set, only the first B-scan of the volume is used. The two (horizontal and vertical) spectral sets consist of interlaced buffered and unbuffered spectra. These are deinterlaced, and the buffered and unbuffered spectra are then processed independently.

First, the spectral shift correction and spectral rescaling were performed as described in Section 2. Note that the set of spectra are function not only of $k$ but also of the transversal scanning position $x$. The wavelength-dependent DC-offset is removed by subtracting a spectrum averaged over $x$. These processes are applied to the horizontal and vertical polarization spectral sets independently, and two sets of rescaled spectra, $f_H(k,x)$ (horizontal) and $f_V(k,x)$ (vertical), are obtained.

These spectra are inversely fast Fourier transformed (IFFT’ed) into the depth domain, and OCT signals corresponding to $J_{11}$ and $J_{21}$ are cropped with Hanning windows from the inverse Fourier transforms of $f_H(k,x)$ and $f_V(k,x)$, respectively. These spectra are then fast Fourier transformed (FFT’ed) back into the $k$-domain. This process provides two sets of complex spectra: $f_{11}(k,x)$ for $J_{11}$, and $f_{21}(k,x)$ for $J_{21}$. These are expressed as

$$f_n = |S(k)|^2 \epsilon(k) J_n(k,x),$$

where $n$ is 11 or 21. It is noteworthy that $J_{11}$ and $J_{21}$ are functions of $k$ and $x$ while $S(k)$ and $\epsilon(k)$ are independent of $x$.

The joint envelope of the modulation function $\epsilon(k)$ and the source spectrum $|S(k)|^2$ are then
The remaining unwanted phase disorders are thus the global phase modulation $e^{i\phi(k)}$, which corrects the envelope of the spectral interference signal to Gaussian. The remaining unwanted phase disorders can be estimated by minimizing the information entropy of the OCT image. In our implementation, the dispersion phase is estimated by using an iterative numerical method originally developed for polarization-independent chromatic dispersion correction [41], which determines the modulation phase to minimize the information entropy of the OCT image. The dispersion phase estimation and correction are performed independently for the buffered and unbuffered spectra. This yields a PMD-corrected spectral Jones vector.

The spectral reshaping filter to demodulate the modulation envelope is then defined as

$$h(k) = \frac{G(k)}{I_c(k)},$$

where $G(k)$ is a Gaussian function that defines the depth resolution. In our particular implementation, the FWHM of the Gaussian window is 45.3 nm, which results in a theoretical depth resolution of 10.8 $\mu$m in air. Two reshaping filters are independently defined for buffered and unbuffered modes.

After obtaining the spectral reshaping filter, all the rescaled spectra in the volume ($f_{11}(k,x)$ and $f_{12}(k,x)$) are reshaped. This reshaping modifies the spectral interference signal of OCT [Eq. (8)] to

$$(E_P(k) \circ E_R^*(k)) h(k) = \frac{G(k)}{C} e^{i\phi(k)} \left[ J_{11}(k) + d(k)J_{12}(k) \right] e^{-ik\Delta z}$$

where $\angle e(k)$ is the phase of the modulation function $e(k)$. In the second line, the polarization-independent chromatic dispersion, $\phi(k)$, is unlinked from the entries of the Jones matrix so that $J_n(k,x) = e^{i\phi(k)}J_n(k)$ with $n = 11, 12, 21, \text{and } 22$. This equation indicates that the reshaping filter corrects the envelope of the spectral interference signal to Gaussian. The remaining unwanted factor is thus the global phase modulation $e^{i(\angle e(k) + \phi(k))}$, which is removed in the subsequent numerical process.

Before removing the global phase, fixed pattern noise (FPN) is removed by complex median subtraction [40]. In this process, the spectra are IFFT’ed into the depth domain once, the complex median along the $x$-direction is subtracted from each depth-domain complex signal at each depth, and the signals are FFT’ed back into the $k$-domain.

After correcting the spectral envelope and removing FPN, the modulation phase is estimated by using an iterative numerical method originally developed for polarization-independent chromatic dispersion correction [41], which determines the modulation phase to minimize the information entropy of the OCT image. In our implementation, the dispersion phase is estimated by minimizing the information entropy of the $J_{11}$ and $J_{12}$ images obtained from the horizontal and vertical spectra. This dispersion phase is used to correct the dispersion in both the horizontal and vertical spectra.

The dispersion phase estimation and correction are performed independently for the buffered and unbuffered spectra. This yields a PMD-corrected spectral Jones vector.
\( G(k)/C [J'_{11}(k) + d(k)J'_{12}(k) \quad J'_{21}(k) + d(k)J'_{22}(k)]^T \exp(-ik\Delta z) \). Each entry of the spectral Jones vector is then IFFT'ed, and a set of four OCT images forming the Jones matrix OCT is obtained.

The computation of spectral reshaping filter and the dispersion phase estimation are performed with the first B-scan of a volumetric data set. This set of spectral filter and the dispersion phase is utilized for the entire volumetric processing.

4. Image formation

In our scanning protocol, four cross-sectional frames are sequentially acquired at each location on the sample. Several types of OCT images, including intensity, power Doppler, phase retardation, and degree-of-polarization uniformity (DOPU) [25, 42], are obtained from a set of four PMD-corrected Jones matrices.

The intensity and power Doppler images are obtained by the same means as in Section 3.7 of [28]. The intensity image is a global-phase-corrected, sensitivity-enhanced, scattering OCT, described in detail in Section 3.8 of [28]. The power Doppler image is a power-of-Doppler-shift image, as described in Section 3.7 of [28]. In our particular implementation, the time separation for Doppler phase shift determination is 3.2 ms. In the image formation, four A-lines are combined to yield an intensity A-line and a power Doppler A-line. Our scanning protocol is designed to ensure that all four A-lines in the set are solely buffered or unbuffered. It is in order to ease the implementation of numerical correction of PMD which should be applied separately to the buffered and unbuffered data sets.

To compute the phase retardation and DOPU images, the four PMD-corrected Jones matrices are first averaged by the adaptive Jones-matrix averaging method (Section 3.4 of [28]). For DOPU computation, Makita’s modified DOPU [42] is computed with a kernel size of 8 pixels (transverse) by 3 pixels (depth). Two of the four entries of the Jones matrix \((J_{11} \text{ and } J_{21})\) represent the Jones vector of an output probe beam generated from horizontal incident polarization, while the other entries \((J_{12} \text{ and } J_{22})\) represent vertical polarization. Hence, two Stokes vectors are obtained from a single Jones matrix. In addition, since the buffered and unbuffered A-lines are interlaced, the kernel consists of 4 \times 3 buffered and unbuffered Jones matrices for each. Hence, the Stokes vectors obtained within the kernel are subdivided into four groups according to the combinations of buffering modes and the incident polarization states. The Stokes vectors are then corrected for noise error [Eq. (1) of [42]]. This correction is done independently for each group by using the estimated noise energies of each group. Finally, modified DOPU with multiple incident polarization states (M-DOPU') is computed by use of Eq. (3) of [42] from the noise-error-corrected Stokes vectors.

For computation of the phase retardation, the buffered and unbuffered A-lines are first deinterlaced into two frames of Jones-matrix images. The phase retardation is then computed for each frame independently as described in [28]. Briefly, each Jones-matrix pixel in the image is multiplied by the inverse of the averaged Jones matrix of the sample surface. This operation transforms the Jones matrix into the similar matrix of the sample Jones matrix [28, 43]. The phase retardation is obtained as the phase difference between the two eigenvalues of the similar matrix. The phase retardation images obtained from the buffered and unbuffered frames are then reinterlaced to form a phase retardation image.

5. Results

5.1. Validation of PMD correction

To validate the numerical PMD correction, a mirror sample was measured by JM-OCT. The mirror was sampled for 512 A-lines (256 each for of buffered and unbuffered modes) without
transversal scanning. Since transversal scanning was not performed, FPN removal was not applied. For the same reason, wavelength-dependent DC-offset removal was performed not by averaged spectrum subtraction but by frequency filtering, such that ±30 pixels around the zero-delay position in the depth domain were masked. Figure 3 shows the averaged A-lines of the buffered (red solid lines) and unbuffered (black dotted lines) modes with different combinations of processing. The modulation envelope correction filter [Eq. (13)] was applied only to Figs. 3(b) and 3(d) (the right panels), but not applied to Figs. 3(a) and 3(c) (the left panels). In Figs. 3(c) and 3(d) (the bottom panels), the modulation phase was separately estimated and corrected for buffered and unbuffered spectra. For Figs. 3(a) and 3(b) (the top panels), the modulation phase was obtained from the buffered spectra and the same phase correction was applied to both buffered and unbuffered spectra. Thus, Fig. 3(d) shows the signal with the full PMD correction.

Without envelope correction (Fig. 3, left), the SNR of the mirror signal was around 46 dB and strong side peaks were observed. The maximum side peak of the buffered spectra was around −19 dB compared with the main signal peak of the mirror. With the envelope correction, the maximum side peaks were decreased to −29.7 [Figs. 3(b)] and −29.4 dB [Fig. 3(d)]. A small side peak appears, as indicated by red arrowheads in Figs. 3(b) and 3(d). However, since its strength is −42.1 dB for unbuffered mode and −39.3 dB for buffered mode, it can be neglected.
Fig. 4. Comparison of \textit{in vivo} retinal OCT images (a), (c) without and (b), (d) with PMD correction. Panels (c) and (d) are magnified images of the red rectangular regions in (a) and (b), respectively. The scale bar in (a) represents 0.5 mm \times 0.5 mm

for \textit{in vivo} measurements. The unbuffered signal was not significantly altered by the envelope correction, as expected from the insignificant amount of PMD in the unbuffered path. Spectral reshaping slightly decreased the SNR by around $-1$ dB. However, considering the reduction of side peaks by more than 10 dB, it is worth applying the envelope correction. The reduction of the side peak was measured at five depth locations at 0.57 mm, 0.83 mm, 1.12 mm, 1.40 mm, and 1.66 mm and corresponding reductions were $-9.3$ dB, $-10.2$ dB, $-10.2$ dB, $-9.5$ dB, and $-9.1$ dB, respectively.

In contrast to envelope correction, there was no significant difference between separate (bottom) and non-separate (top) phase correction. This is due to appropriate alignment of the fiber polarization, as discussed in detail in Section 6.3. Although separate versus non-separate phase correction makes no difference if the fiber polarization is well aligned, this will slowly alter over time. Hence, the phase should be corrected separately for the two buffering modes to ensure mid- to long-term stability.

Figure 4 shows the typical difference in OCT intensity images of \textit{in vivo} human retina. The PMD is not corrected in Figs. 4(a) and 4(c) while the PMD is corrected in Figs. 4(b) and 4(d). Figures 4(c) and 4(d) are magnified images of red rectangle area of Figs. 4(a) and 4(b), respectively, and their dynamic range was reduced to show the improvement of the PMD correction. Without PMD correction, comblike smearing appears around hyper-scattering layers, such as the retinal nerve fiber layer and RPE complex, as indicated by red arrowheads in Fig. 4(c). This appearance is due to the different PSFs between buffered and unbuffered modes, which are caused by different PMD in the optical buffering module. PMD correction removes this smearing, as shown in Figs. 4(b) and 4(d).
Fig. 5. An example of our high-speed multifunctional OCT images of in vivo human optic nerve head. (a), (c) En face projection and a representative cross section of scattering (intensity) OCT, respectively; (d)–(f) power Doppler, phase retardation, and M-DOPU′ cross-sections, respectively; (b) an en face pseudo-color composite of power Doppler and M-DOPU′ signals. Yellow dashed lines in (a) and (b) represent the location of the cross-sectional images. The scale bars in (a) and (c) represent 0.5 mm × 0.5 mm.
5.2. High-speed JM-OCT imaging of in vivo human eye

Figure 5 summarizes the high-speed in vivo JM-OCT images of the human optic nerve head (ONH) obtained at 200,000 A-lines per second with PMD correction. The imaged eye was myopic (−7.25 D) and the subject was a 28-year-old Japanese male. A 6 mm × 6 mm area around the ONH was scanned with 512 A-lines × 256 B-scans × 4 repeated B-scans at a single location in 3.3 seconds. For this in vivo imaging, the polarizer in the sample arm was realigned to minimize the measurement error of the phase retardation, by which the polarizer is aligned to 37°. This realignment is compatible with the PMD correction, as discussed in Section 6.2. The SNRs of two PD-detection channels are roughly equalized for each subject by aligning the polarization controller in the probe arm (PC-3 of Fig. 1).

Even with a shorter measurement time, the high-speed JM-OCT yields contrast similar to a previous system based on nearly the same configuration but without optical buffering and, hence, scanning at 100,000 A-lines per second [28]. Figure 5(a) is an en face projection of the scattering (intensity) OCT, and Fig. 5(c) is a representative scattering OCT B-scan. Figures 5(d)-5(f) are power Doppler, phase retardation, and DOPU (M-DOPU') images, respectively. Figure 5(b) is a volume rendered en face view of power Doppler signals which are pseudo-colored by DOPU signals [42]. The voxel color is defined by the integrated values of (1 – M-DOPU') over the voxel. The voxel brightness is first defined by the power Doppler signal intensity and then attenuated by the integrated values of (1 – M-DOPU') over the voxel. This numerical attenuation emulates the obscuration of the vessels by melanin in RPE and the choroid. Then, the pseudo-colored en face power Doppler image is created by integrating the voxels along depth. In this en face image, blood vessels anterior to the RPE appear as red, while those beneath the RPE appear as green.

A myopic conus is well recognized in the en face scattering OCT image [Fig. 5(a), red arrow]. The OCT B-scan [Fig. 5(c)] shows clear retinal and choroidal structures. The phase retardation image [Fig. 5(e)] exhibits rapid alterations around the chorio-scleral interface and the lamina cribrosa, which indicate high birefringence of the sclera and lamina cribrosa, respectively. The DOPU image [Fig. 5(f)] discriminates the RPE clearly as a low-DOPU line. Some regions in the choroid also appear with low DOPU values, which is consistent with our previous clinical study based on 100,000 A-lines per second JM-OCT [29]. The power Doppler B-scan [Fig. 5(d)] contrasts not only the retinal vessels but also choroidal vessels. The retinal and choroidal vessels can be distinguished by its color in the en face pseudo-color composite [Fig. 5(b)], where the retinal vessels are red and choroidal vessels are green. It is noteworthy that this distinguishing between retinal and choroidal vessels was done without RPE segmentation. Hence, the technique will be applicable even to pathologic cases with severe RPE damage.

6. Discussion

6.1. Roles of polarizers in probe and reference arms

In our JM-OCT system, two polarizers are used in the probe and reference arms, while some other JM-OCT systems do not [36, 44]. These polarizers play an important role in simplifying the effect of PMD.

By removing the polarizers from Eqs. (3) and (4), the polarization-sensitive spectral signal corresponding to OCT [Eq. (8)] becomes

\[
E'_p(k) \circ E'_R(k)^* = |S(k)|^2 \left[ J_{11}(k) + d(k)J_{12}(k) \right] e^{-ik\Delta z},
\]

where \(E'_p(k)\) and \(E'_R(k)\) are probe and reference fields without polarizers in Jones-vector form,
respectively, and
\[
\begin{align*}
\epsilon'_{11}(k) &= \alpha^*(k) |a(k)|^2 - \beta(k) a(k)b^*(k), \\
\epsilon'_{12}(k) &= -\beta(k) |b(k)|^2 + \alpha^*(k) a^*(k)b(k), \\
\epsilon'_{21}(k) &= \beta^*(k) |a(k)|^2 + \alpha(k) a(k)b^*(k), \\
\epsilon'_{22}(k) &= \alpha(k) |b(k)|^2 + \beta^*(k) a^*(k)b(k).
\end{align*}
\]  

(Eq. 16)

Evidently, the four entries of the measured Jones matrix are differently modulated. In addition, the modulation differs between the buffered and unbuffered modes. Hence, eight different modulations appear in total, while there are only two if the polarizers are employed. As shown by these equations, the polarizers dramatically simplify the treatment of PMD.

As a reference, Baumann et al. has built a similar JM-OCT but without polarizers [45]. As the authors described, the dispersion had to be numerically corrected independently for each polarization channel in this case.

Even without linear polarizers, the complex modulations of four entries of the measured Jones matrix can be corrected by separately applying the numerical PMD correction method to each entry. In this case, we should accept additional computational load. In addition, it should be noted that the result of dispersion correction should be consistent among four entries. It is not always assured because the numerical dispersion correction method utilized in the present method is heuristic. So the property of this numerical method should be carefully examined and the algorithm should be modified if necessary.

6.2. Orientation of polarizers

In Section 3, the orientations of the polarizers were assumed to be 45° for simplicity. However, the orientations do not significantly affect JM-OCT measurements.

Let the polarizer orientations be θ_P and θ_R in the probe and reference paths, respectively. The Jones matrices of the polarizers become \( P_P = R(\theta_P) [1 \ 0] [0 \ 0] R(-\theta_P) \) for the probe arm and \( P_R = R(\theta_R) [1 \ 0] [0 \ 0] R(-\theta_R) \) for the reference arm, where \( R(\theta) \) is a rotation matrix defined as \( [\cos \theta \ -\sin \theta; \ \sin \theta \ \cos \theta] \). By replacing \( P_{45°} \) in Eq. (3) with \( P_R \) and that in Eq. (4) with \( P_P \), Eq. (8) is generalized as

\[
E''_P(k) \circ E''_R(k) = |S(k)|^2 e''(k) \begin{bmatrix} J_{11}(k) \cos \theta_R \cos \theta_P + d(k)J_{12}(k) \cos \theta_R \sin \theta_P \\
J_{21}(k) \sin \theta_R \cos \theta_P + d(k)J_{22}(k) \sin \theta_R \sin \theta_P \end{bmatrix} e^{-i\Delta z},
\]

(Eq. 17)

where \( E''_P(k) \) and \( E''_R(k) \) are the probe and reference fields in Jones-vector form with arbitrary polarizer rotation angles, respectively, and

\[
\begin{align*}
e''(k) &= (\alpha^*(k) \cos \theta_R + \beta^*(k) \sin \theta_R) \left[ |a(k)|^2 \cos \theta_P + a^*(k)b(k) \sin \theta_P \right] \\
&\quad + (\alpha(k) \sin \theta_R - \beta(k) \cos \theta_R) \left[ |b(k)|^2 \sin \theta_P + a(k)b^*(k) \cos \theta_P \right].
\end{align*}
\]  

(Eq. 18)

According to this equation, the measured Jones matrix becomes

\[
J''_m(k) = |S(k)|^2 e''(k) \begin{bmatrix} \cos \theta_R & 0 \\
0 & \sin \theta_R \end{bmatrix} \begin{bmatrix} J_{11}(k) & J_{12}(k) \\
J_{21}(k) & J_{22}(k) \end{bmatrix} \begin{bmatrix} \cos \theta_P & 0 \\
0 & \sin \theta_P \end{bmatrix}.
\]

(Eq. 19)

It is evident that all entries of the Jones matrix are only globally modulated. Hence, the method described in Section 3.2 can remove the modulation.

This equation also shows that \( J''_m(k) \) is decomposed into the products of a diagonal matrix of \( \Theta_R(\theta_R) \), \( J_{\text{all}}(k) = J_{\text{out}}(k) J_{\text{in}}(k) \), and a diagonal matrix of \( \Theta_P(\theta_P) \). By regarding \( \Theta_R J_{\text{out}}(k) \) as the Jones matrix of a collection optics \( J_{\text{out}}(k) \) and \( J_{\text{in}}(k) \Theta_P \) as that of an illumination optics
Fig. 6. Schematic model of the polarization properties of the JM-OCT interferometer with a specific FOS model and polarizers with arbitrary orientations. $U(k)$, $U'(k)$, and $U''(k)$ are SU(2) matrices representing the Jones matrices of the optical fibers. $R(\theta)$ is a rotation matrix with rotation angle $\theta$ and $P_\theta$ represents a polarizer oriented at $\theta^\circ$.

$J_{in}(k)$, the measured Jones matrix can be expressed as $J_{m}(k) = |S(k)|^2 e^{i\epsilon} J_{in}(k) J_s(k) J_{out}(k)$. Since this form of $J_{m}(k)$ is covered by the generality of Eq. (10), $\Theta_R$ and $\Theta_P$ have no significant effect on JM-OCT measurements.

Although the theory suggests that the orientations of the polarizers do not affect the result, this does not take measurement noise into account. It is known that such noise results in significant bias in phase retardation measurements [46]. This bias can be reduced by increasing the signal energy of OCT. When the total signal energy of OCT is fixed, as in the case of practical JM-OCT measurements, the bias is minimized by equalizing the SNRs of OCT signals originating from the two incident polarization states. Hence, for practical in vivo measurement (Section 5.2), $\Theta_P$ and $\Theta_R$ were aligned to satisfy this condition. In our particular case, $\Theta_P$ and $\Theta_R$ were aligned to 37° and 45°, respectively.

6.3. Alignment of polarization controllers

There was no significant difference between two sets of PSFs; when the modulation phase were corrected separately for the buffered and unbuffered modes [Figs. 3(c) and 3(d)], and when the same correction phase was applied to both modes [Figs. 3(a) and 3(b)], respectively. This insensitivity to separate or non-separate phase correction is a result of proper alignment of the polarization controllers. In this section, this fact is elucidated with a mathematical description of the alignment process.

By considering the strong diattenuation of the FOS, the polarization model of our JM-OCT interferometer in unbuffered mode can be illustrated as in Fig. 6. In this schematic, $U(k)$, $U'(k)$, and $U''(k)$ are Jones matrices of the optical fibers and can be treated as SU(2) matrices; $\phi$ is the orientation of the diattenuation of the FOS, which is modeled by a polarizer; $\Theta_P$ and $\Theta_R$ are the orientations of the polarizers in the probe and reference arms, respectively. By comparison with the polarization model in Fig. 2, It can be seen that the Jones matrices from $U(k)$ to $U''(k)$ form the Jones matrix of a buffering module, $J_{OB}$. Note that in the practical optical setup, a coupler splits the beam after $U'(k)$ and before $U''(k)$. This departure from the practical setup is compensated by accounting for the same matrix $U''(k)$ in both the probe and reference arms. The polarization controller in the probe arm (PC-1) alters $U''(k)$, while that in the reference arm (PC-2) alters $J_R(k)$.

In the first step of the alignment, PC-1 is aligned to maximize the optical throughput from
point-A to point-B indicated in Fig. 6. This yields
\[ U''(k)U'(k) = R(\theta_P) \begin{bmatrix} p(k) & 0 \\ 0 & p^*(k) \end{bmatrix} R(-\varphi), \]
where \( p(k) \) is an arbitrary complex function. Since \( U''(k)U'(k) \) is a Jones matrix of optical fiber and is SU(2) matrix, thus the condition \( |p(k)|^2 = 1 \) is ensured.

After the alignment of PC-1, the polarization of the reference arm \( (J_R(k)) \) is modified by PC-2 to maximize the optical throughput from point-A to point-C. This alignment establishes
\[ J_R(k)U''(k)U'(k) = R(\theta_R) \begin{bmatrix} q(k) & 0 \\ 0 & q^*(k) \end{bmatrix} R(-\varphi), \]
where \( q(k) \) is an arbitrary complex function and \( |q(k)|^2 = 1 \).

By combining Eqs. (20) and (21), it can be known that the alignment process ensures
\[ J_R(k) = R(\theta_R) \frac{\gamma(k)}{0} \begin{bmatrix} 0 \\ \gamma^*(k) \end{bmatrix} R(-\theta_P), \]
where \( \gamma(k) = p^*(k)q(k) \).

By substituting \( J_R(k) \) into Eq. (18) as \( [\alpha(k) - \beta^*(k); \beta(k) \alpha^*(k)] = J_R(k) \), the spectral modulation function under this alignment condition is given by
\[ \varepsilon'''(k) = |a(k)|^2 \gamma^*(k) \cos^2 \theta_P + a(k) b^*(k) \gamma^*(k) \sin \theta_P \cos \theta_P \\
+ |b(k)|^2 \gamma^*(k) \sin^2 \theta_P + a^*(k) b(k) \gamma^*(k) \sin \theta_P \cos \theta_P . \]
The phase of this modulation function is
\[ \angle \varepsilon'''(k) = \arctan \frac{\text{Im}[\varepsilon'''(k)]}{\text{Re}[\varepsilon'''(k)]} = \arctan \frac{\text{Re}[\gamma(k)]}{-\text{Im}[\gamma(k)]}. \]

As is evident from this equation, the phase of the modulation function does not depend on \( a(k) \) and \( b(k) \), the phase functions defining the polarization properties of the buffering module. This suggests that the phase of the modulation becomes independent from the buffering mode under this alignment condition. It properly explains why the PSFs presented in Section 5.1 are equally good no matter whether the modulation phase correction was applied separately or not for the buffered and unbuffered modes.

Equation (24) suggests that the dispersion correction can be performed at once for buffered and unbuffered spectra if the system polarization is properly aligned. However, in practice, the polarization properties of optical fibers varies slowly but continuously. Hence, it is still important to separately correct the modulation phase to ensure mid- to long-term stability.

In this section, Eq. (23) was derived by directly substituting Eq. (22) into Eq. (18). Although this simplifies the explanation, it results in elaborate manipulations of the equations. Alternatively, Eq. (23) can be derived more simply by substituting \( J_{OB}(k) = U''(k)U'(k)R(\varphi)P_0R(-\varphi)U(k) \) and \( J_R(k) \) obtained in this section into Eqs. (3) and (4).

6.4. Polarization mode dispersion of buffering module

Dhalla et al. reported that, with their non-PS-OCT, the PMDs of the fiber spool and the FOS in the buffering module result in two distinctive types of side peaks with different separations...
from the main peak [32]. In our PSF measurement (Fig. 3), these two types of side peaks were overlapped each other.

As it was done by Dhalla et al., we also carefully aligned the polarization controllers in the buffering module to minimize the PMDs of the fiber spool and the FOS at an initial time point. Although this alignment condition is slowly corrupted by temporal drifting of fiber birefringence, the PMDs of both the fiber spool and the FOS are corrected by the present numerical correction method. It is assured by the fact that the birefringence model of the buffering module [Eq. (1)], which is the bases of our method, properly models the PMD of both sources.

6.5. Polarization mode dispersion in probe arm

In this paper, we assumed that PMD in the probe arm optics is negligible, i.e., $J_{\text{in}}(k)$ and $J_{\text{out}}(k)$ have only polarization-independent chromatic dispersion. This assumption is rational if the optical fibers in the probe arm are short.

In our particular case, the optical fibers in the illumination and collection paths are 5 m and 4 m, respectively. Thus, the assumption would be rational.

In the case that PMD in the probe arm is not negligible, other methods can be additionally applied to correct this PMD. For instance, a method recently presented by Braaf et al. [36] can be combined with the present method. Villiger et al. [35] have also presented a spectral binning method to reduce PMD. This method could be applicable with little modification for Jones-matrix formulation.

7. Conclusion

We have described JM-OCT based on optical buffering. Although the long optical fiber in the optical buffering module induces strong PMD and a consequent strong spectral modulation, it can be corrected numerically. Validation experiments showed that the numerical method successfully corrected the PMD.

In vivo measurement of a non-pathologic eye was employed to demonstrate the practical imaging performance of a high-speed JM-OCT system. This system was designed for the investigation of the posterior eye and uses a probe wavelength of 1 μm. A high-speed measurement with 200,000 A-lines per second was achieved with a commercially available wavelength-sweeping light source with a wavelength scanning rate of 100 kHz. The quality of the OCT intensity, Doppler, cumulative phase retardation, and DOPU images were found to be similar to a previous JM-OCT system with half the measurement speed. This decreased measurement time would enhance the clinical utility of JM-OCT by reducing motion artifacts.
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