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Abstract: Information Technology domain is facing changes day by day. Furthermore, the size of data increases, as well as the demand to process them. There are two types of data: structured and unstructured data. The multiple sources and the variety of data today involve the use of “Big data” instead of data. It is related that 80% of enteUprie’s data is unstructured [1]. However, the procedures to handle unstructured data are more complex than those for structured data. Thus, it becomes necessary to have a clear idea about this type of data and to know how to extract useful information from this data set. In this paper we will study how to retrieve useful information from unstructured data in E-commerce area using data analysis tools: Spark. To solve this issue, first an overview on structured and unstructured data and data analysis is provided, then information retrieval algorithm will be implemented using Spark MLlib tool in order to determine for a set of reviews, negative or positive, which subjects are more discussed by the customers. This study is needed in order to improve business based on customer satisfaction reviews. In that case, Unsupervised Machine Learning Latent Dirichlet Allocation (LDA) algorithm constitutes our model. Finally, the evaluation of the model will be given based on some parameters.
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I. INTRODUCTION

In December 2019, Amazon visitors were up to 2729 Million [3], so it generates a considerable number of reviews. It becomes necessary to study such data in order to gain knowledge. Reviews data on online platform helps improve Business products. In previous studies, it is used a classification method on reviews dataset to categorize them based on the existing categories. What if the categories are missing? The LDA algorithm solution comes on to solve this issue. The aim of this study is to search for relevant topics that were discussed in a set of Amazon reviews.

A. Background study

• Unstructured data Vs Structured data

When combined structured data and unstructured data, it will result in Big data concept. To understand technologies related to Big data, it must be cleared what are structured and unstructured data. Structured data is the type of data that has a pre-defined schema.

Unlike structured data, the unstructured data gathers the type of data whose format or model is not defined. The estimation of unstructured data in the world is around 80% [4]. Due to the growth of unstructured data, it becomes primarily to develop an intelligent solution to handle them as they cannot be processed using traditional tools like: Relational Database, Data warehouse, OLAP.

The unstructured data are those data which come from sensors, satellite, blogs, emails, social media, etc. They are raw data with no structure. The techniques or technologies used to process and store (Data Lake) them are also different from structured data one.

• Data analysis

The term analysis comes from Greek that means ‘breaking-up or releasing’ [5]. So, data analysis can be defined as a breaking up of data.

Clearly, data analysis is the process of collecting, cleaning, transforming and modelling data in order to get insights of data according to the requirements. There are five (5) types of data analysis that are: Text analysis, Statistical analysis, Predictive analysis, Prescriptive analysis, Diagnostic analysis.

• Data analysis techniques and tools

Data analysis techniques are a set of operations, methods, tools that are required for the analysis of data. There are three (3) techniques for analysing data: Data Mining techniques, Business Intelligence (BI) analytics tools and Artificial Intelligence (AI). Data mining approaches are used to retrieve knowledge from a huge amount of data. It is a process that allow to extract patterns from unstructured data. Business Intelligence is a set of mechanisms that enhances the business. The approach results in a set of techniques, tools, architectures that provides results on dashboard, chart, etc. for data visualization. It is mostly applied on structured data. Artificial Intelligence for data analysis refers to the computation of complexes algorithms that makes machines to think like a human being or to perform tasks that require human being intelligence.
Machine learning, Natural Language processing (NLP), Neural Network (NN) are used to implement data analysis solutions.

There are several data analysis tools, commercial and free tools. The big challenge is to find out which one is the best for the requirements. To know that, the kind of data that will processed must be known and the characteristics of such data as well as the requirements must be clearly defined.

As commercial tools there are: Tableau Public, RapidMiner, Microsoft Excel etc.

As free tools there are: Apache Spark, Apache Storm, Apache Hadoop, R, Python, etc.

II. METHODOLOGY

A. Approach

one major approach used to solve our problem is : relevant topic retrieval along with negative reviews filtration. The solution will be implemented using unsupervised machine learning algorithm “Latent Dirichlet Allocation, LDA”.

B. Processing methodology

The unstructured data processing involves the consideration of defining the steps in the problem solving. Steps involving in the algorithm model are:

- **Data collection**
  
  In the first step, the dataset of our building model is Amazon-fashion reviews [9] from year 2014. It counts 883k reviews and the raw data has given in JSON file. The data are about: overall, verified, review time, reviewerID, asin, reviewerName, reviewerText, summary, rating and UnixReviewTime. Our model will focus on reviewerID, reviewText and rating.

- **Data pre-processing**
  
  this step is about the pre-processing of data to fit the inputs required for our model. It results in: Tokenization, null value remover, stop Word treatment and vectorization.

- **Data Processing**
  
  Once the data is collected then prepared, the processing model based on LDA will be built.

- **Data visualization and the model evaluation**
  
  Once the data are processed, the result will be shown in Pycharm output window and in graphs.

C. The proposed solution

LDA which stands for “Latent Dirichlet Allocation” is based on Dirichlet distribution studied by Peter Gustav Lejeune Dirichlet. The LDA algorithm was developed in machine learning by David Blei, Andrew Ng and Michael I. Jordan in 2003[11].

LDA is an algorithm of Unsupervised Machine Learning for topic modelling.

The LDA model built in this study is described with the below diagram:

The model built has four (4) stages:

- First stage: Data Loading which consist to load the dataset into data frame in the coding environment,
- Second stage: the polarity segregation in the algorithm model are: 
- Third stage: Data Pre-processing which allows the dataset to fit the inputs required for our model.
- Fourth stage: LDA which is based on the score of customer reviews using Machine learning techniques. The solution aimed to provide a recommendation list based on the extraction of knowledge from online shopping customer reviews. This solution is implemented as AdaBoost classifier and AdaBoost classifier was provided. The proposed solution implements AdaBoost classifier, and it results in better accuracy and better time execution than Naive Bayes. As shown above, there are many choices of tools and algorithms that can solve a particular problem. Every researcher may be chosen [8] Hadoop instead of Spark and vice versa, but to provide better insights by the analysis of online reviews using LDA in PySpark are quiet unknown.

The use of Spark and Hadoop promises to give an effective result for the processing of huge amount of data.
• Third stage: the pre-processing of the data is going here, it is a set of tokenization, stopword remover, null value treatment and vectorization.
• Fourth stage: LDA algorithm was implemented along with the likelihood and perplexity parameters. Those parameters will help further to evaluate the model.

D. Result and discussion
The model after the stage of pre-processing comes in this result: five (5) rows are showing below because of the size of the document.

![Figure 4: Topic distribution](image)

In the figure (5), it is observed that the number of words contains in each array of the column “reviewText” decreases after the end of the pre-processing stage.
“tokens” counts the number of words of each array of the column “words” into the column “tokens”. After transforming each row of sentences in “reviewText” into tokens refers column “words” on which the stopword remover was applied, the column “stpW” counts the number of words in “filtered”. The last column is showing the arrays of words transformed into vectors.

![Figure 5: pre-processing result](image)

The figure (6) is showing the distribution of topics over the set of reviews. As the figure above describes it, four (4) subjects have been deducted from customer review as well as the indices corresponding to the terms in the corpus, their weight and their corresponding terms.
The results below, figure (7) was obtained by choosing four (4) topics and four (4) words to describe each topic. This permit to have:
Lower Likelihood = -203324.64874793414
Upper Perplexity = 7.625150899978779

![Figure 6: Topic distribution](image)

![Figure 7: topics retrieved](image)

To evaluate the model, we will variate the number of topics to observe what will be the behaviour of the likelihood and perplexity parameters. As shown below, with the increase in number of topics the likelihood decreases and the perplexity increases. The model with higher likelihood and lower perplexity is considering being good.

![Figure 7: graph of evaluation](image)

The figure (7) shows the behavior of the variation of the topic’s numbers over the “likelihood” and “perplexity” parameter. To solve the problem defined in this paper, we have using the free data analysis tool Spark.
It matches well for the type of data that are processed. Spark execute the algorithm in few second with complete result.

III. CONCLUSION END FUTURE SCOPE

Unstructured data processing is a crucial methodology being used in current technology due to its simplicity in implementing the solutions and giving high performance. In the light of everything that has been done, it is concluded that using Spark in the case of unstructured data analysis is very determinant in problem solving. As a proposed solution the unsupervised method LDA with the review’s polarity was developed. Such method gives a satisfying result with a low execution time. Further, various data pre-processing methods can be added for more relevant results when the dataset becomes very important in terms of volume. Also, Some NLP algorithm such as NER can be implementing to get insight in topics interpretation.
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