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Abstract. Due to the lack of structure, scholarly knowledge remains hardly accessible for machines. Scholarly knowledge graphs have been proposed as a solution. Creating such a knowledge graph requires manual effort and domain experts, and is therefore time-consuming and cumbersome. In this work, we present a human-in-the-loop methodology used to build a scholarly knowledge graph leveraging literature survey articles. Survey articles often contain manually curated and high-quality tabular information that summarizes findings published in the scientific literature. Consequently, survey articles are an excellent resource for generating a scholarly knowledge graph. The presented methodology consists of five steps, in which tables and references are extracted from PDF articles, tables are formatted and finally ingested into the knowledge graph. To evaluate the methodology, 92 survey articles, containing 160 survey tables, have been imported in the graph. In total, 2,626 papers have been added to the knowledge graph using the presented methodology. The results demonstrate the feasibility of our approach, but also indicate that manual effort is required and thus underscore the important role of human experts.
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1 Introduction

Scholarly communication is mainly document-based and the communicated scholarly knowledge therefore hardly machine-actionable [21]. Scholarly knowledge graphs have the potential to solve these issues by making knowledge structured and thus more machine processable. Existing initiatives for scholarly information systems, e.g., the Microsoft Academic Graph [8] or Crossref [15] mainly focus on bibliographic metadata and not on the actual research contributions. The Open Research Knowledge Graph (ORKG) [10] aims to build a knowledge graph infrastructure that publishes the research contributions of scholarly publications rather than only the metadata. The approach is to crowdsource structured paper descriptions by including paper authors and domain experts. ORKG
Fig. 1: Systematic workflow in which survey articles are used to build a scholarly knowledge graph. The input of our methodology is survey articles in PDF format and the output is a scholarly knowledge graph.

primarily relies on synergistically combining crowdsourcing and automated extraction rather than, as other systems such as Semantic Scholar\(^3\), exclusively on automated techniques to extract knowledge from scholarly articles. Mainly because automated extraction methods, for example Natural Language Processing (NLP), do not have sufficient accuracy to generate the high-quality knowledge graph needed to obtain suitable state-of-the-art overviews for researchers.

In this work, we present a human-in-the-loop methodology to create a scholarly knowledge graph by extracting knowledge from survey tables. We leverage survey tables from literature review papers, specifically. Tables in survey papers generally consist of high-quality research data that has been manually curated by domain experts. Conducting a literature review is a labour-intensive task and writing a review article is often more time-consuming than writing a research article \citep{32}. Compared to natural text, tables present information in a semi-structured manner, making the creation of a structured graph from such data less complicated. Additionally, survey tables present relevant information which is why the survey was conducted and published in the first place. We present a supervised approach to firstly extract data from survey articles and afterwards build a knowledge graph from this data. Compared to sole crowdsourcing, the approach of extracting knowledge is more efficient because the review has already been conducted by the authors of the survey paper. Taking into account the previously mentioned considerations, our work addresses the following research question: \textit{How to efficiently populate a scholarly knowledge graph with high-quality knowledge?} We propose a methodology for extracting tabular survey data. This methodology is used to create a scholarly knowledge graph from survey articles. An overview of the systematic workflow is depicted in Figure 1.

The rest of this paper is structured as follows. Section 2 discusses the related work. Section 3 introduces the proposed five-step methodology for building the knowledge graph from survey articles. Section 4 presents the results. Section 5 discusses the present and future work. Finally, Section 6 concludes the presented work.

\(^3\) https://www.semanticscholar.org
2 Related Work

Survey articles provide well-structured overviews of the literature [33]. The terms “literature review” and “literature survey” are sometimes used interchangeably in the literature, but we make the following distinction. We refer to the tables within review articles as literature surveys. Together with a (textual) analysis and explanation, they form the literature review. Among other things, literature reviews are helpful in delimiting the research problem, avoiding fruitless approaches [5] and to discover new research directions [6]. Conducting a literature review is a complicated and time-consuming activity [33]. When literature reviews are not available for certain fields, its development could be weakened [32].

Because of the importance of literature surveys to scientific research, leveraging surveys to build a graph results in a high-quality and relevant scholarly knowledge graph. Some existing work with respect to semantifying literature surveys exists [4,29,23]. However, those approaches are not (semi-)automated and are therefore not scaling well to larger amounts of survey articles.

One aspect of the proposed methodology is table extraction from survey articles. Portable Document Format (PDF) is the most common format for scientific articles [12]. Extracting tables from PDF documents is a cumbersome process since the tabular structure is not stored within the file itself [11]. This means that regular PDF extraction tools are only able to extract the text within a table, but losing the tabular structure. Tools that specifically focus on table extraction from PDF files use segmentation techniques to estimate the position of rows and columns [7]. Corrêa et al. did a literature survey on table extraction tools [3]. They concluded that Tabula\textsuperscript{4} is the most suitable open-source tool. Based of these findings, we decided to use Tabula. Tabula is criticized because of the lack of documentation [26], but for our use case this is not considered problematic.

Another aspect of the proposed methodology is reference extraction from PDFs. Since every individual article referenced within a survey table is imported, metadata from this article should be collected. This is done by parsing the references that are used within a table. For this, we use the state-of-the-art PDF extraction tool GROBID [13]. GROBID focuses specifically on extracting bibliographic data from scholarly articles [19]. Lipinski et al. [17] compared GROBID to other PDF metadata extraction tools, and found out that GROBID performed best.

Publishing data as structured or semantic data is a well researched topic among various domains. For example, challenges related to publishing semantic open government data are similar to the challenges in our research. This includes extracting data from legacy documents, often in PDF format [2,3]. Furthermore, in the literature use cases are described on publishing unstructured data as semantic data (e.g., [9,20,27]). These existing approaches differ from our approach since they generally aim to semantify a homogeneous set of documents. This enables them to create data specific ontologies. In our case, this is not feasible since we work with a highly heterogeneous set of survey tables coming from different domains and comparing different aspects of papers. Table 1 provides

\textsuperscript{4} https://tabula.technology
Table 1: Related work compared to the method presented in our study. The full comparison is available via the ORKG.\textsuperscript{5}

| Study | Name | Method automation | Scope | Input format | Output format | KG\textsuperscript{a} creation | Reference extraction | User interface |
|-------|------|-------------------|-------|--------------|---------------|------------------|---------------------|---------------|
| This study | ORKG  | Semi-Automatic     | Survey tables | PDF          | JSON, RDF\textsuperscript{b} | ✓    | ✓     | ✓  |
| [28]   | SemAnn | Semi-Automatic     | Scholarly articles | PDF          | RDF\textsuperscript{b} | ×     | ×     | ✓  |
| [16]   | Web Tables | Automatic       | Web tables | HTML         | JSON          | ×     | ×     | ✓  |
| [18]   | TableSeer | Automatic       | Scholarly articles | PDF          | Relational database | ×     | ×     | ✓  |
| [25]   | TEXUS   | Automatic         | Documents (application agnostic) | PDF          | Abstract table representation | ×     | ×     | ✓  |
| [1]    | None    | Automatic         | Web tables | HTML, Spreadsheet | Relational schema | ×     | ×     | ✓  |

\textsuperscript{a} Knowledge Graph; \textsuperscript{b} Resource Description Framework

a related work overview. In this overview, our proposed method is compared to other related approaches. To the best of our knowledge, this work is the first to build a knowledge graph at scale from survey tables.

**Use Case: Open Research Knowledge Graph.** Extracted survey data can be imported in a variety of different (scholarly) knowledge graphs, such as the Microsoft Academic Graph, Wikidata [14] or ORKG. We chose ORKG as our use case for the following reasons. The ORKG provides tools that specifically focus on building paper comparisons (i.e., literature surveys), making it the most suitable infrastructure for this study. By using the extracted survey data, the ORKG automatically generates a similar tabular survey view as was originally presented in the review paper [22]. Additionally, the literature surveys within ORKG are compliant [23] with the FAIR data principles [34] thus making them Findable, Accessible, Interoperable and Reusable. The imported survey tables are FAIR in contrast to the originally presented ones in the non-FAIR PDF article. This has several benefits, among others:

- Comparisons can evolve over time, are not static and do not become stale after publication.
- Comparisons do represent a broader community consensus, since many researchers and curators can revise, discuss and annotate.

\textsuperscript{5} https://www.orkg.org/orkg/comparison/R36099
Manually search for review papers that contain survey tables. Semi-automatically extract survey tables from PDF papers. Clean the extracted tables and prepare them for import. Extract the bibliographic metadata for each paper in the survey table. Combine the data from the previous steps and build the graph.

Fig. 2: Methodology for importing survey tables into the scholarly knowledge graph.

– Via the ORKG search interface it is possible to search for specific comparisons and to create dynamic custom comparison views.
– Survey data can be reused by other researchers more easily because of its machine readable export formats (e.g., export as CSV or RDF).

3 Methodology

We now present a five-step methodology for the creation of a scholarly knowledge graph from survey tables. In order to reach sufficient quality, the methodology takes a human-in-the-loop approach in which multiple steps require human interaction. Data quality improves with human evaluation and, if needed, correction of the extracted data. The methodology is displayed in Figure 2. The scripts required to perform the steps are available online.6

3.1 Paper Selection

In the first step, suitable survey papers are selected based on multiple criteria. The purpose is to find survey papers from a diverse range of domains. Therefore, a protocol has been designed to determine which papers are suitable for data extraction. The structured nature of the selection process is needed to be able to make conclusions about the percentage of survey papers that present the information in such a way that extracting data is relatively straightforward.

Search Strategy. Table 2 lists the search engines used to find survey articles. Google Scholar is chosen to ensure that survey papers from various fields are searched. Additionally, ACM Digital Library has been selected because the ORKG currently focuses mainly on the Computer Science domain. The search is

6 https://doi.org/10.5281/zenodo.3739427
limited to 100 papers that are suitable for import. The following search criteria are used:

- Google Scholar: the article title contains the term “literature survey”.
- ACM Digital Library: queries “literature review” and “literature survey”.
- The survey article has been published after 2002.
- The results are sorted by relevance.

The rationale for selecting papers published after the year 2002 is because in general more recent papers are more interesting for research and should therefore have more priority in the scholarly knowledge graph. In the end, articles published before 2002 can still be part of the graph, since this criterion only applies to the survey articles themselves, and not to the papers being reviewed in those articles.

Selection Criteria. Papers that satisfy the inclusion criteria are selected for the import process. The inclusion criteria are defined as follows:

1. The article contains at least one table that lists scientific literature (i.e., the literature is presented in a semi-structured manner).
2. The article compares literature based on published results and does not solely textually summarize the content of original papers.
3. The survey table should be in markup format and not included as raster image.
4. The table structure should be suitable for import (e.g., one table row should provide information about one publication).
5. The article is written in English.

Inclusion criterion 1 ensures that a survey article does not only textually summarize the literature, but does also provide a semi-structured comparison (in tabular form). Although papers that are textually reviewing scientific literature are interesting for importing as well, it is out of scope for this work. Criterion 2 ensures only surveys that compare actual paper results are included. This excludes surveys researching, for instance, the growth of a field. Criterion 3 excludes tables in image format. This is because of the tabular extraction method we use, which is based on character extraction and does not use Optical Character Recognition (OCR) needed to support image extraction [30]. Criterion 4 only selects tables that are suitable for import. Our methodology does only support paper import when one row in a table represents one paper. Although minor

| Search engine       | Field                      | Evaluated papers |
|---------------------|----------------------------|------------------|
| Google Scholar      | All                        | 335              |
| ACM Digital Library | Computer Science           | 80               |
changes can be made manually (e.g. merging multiple tables), in case the structure of the table deviates significantly from the required format, the table is excluded. Finally, criterion 5 ensures a homogeneous semantic integration into the currently English monolingual knowledge graph. The result of this step is a set of the selected papers in PDF format.

3.2 Table Extraction

This step focuses on extracting the tables from the PDF files collected in the previous step. Not only the text within the table should be extracted, but the tabular structure should be preserved as well. As explained in the related work section, we use Tabula to perform the table extraction. Each PDF article is uploaded via the Tabula user interface. Afterwards, the regions of the tables are manually selected within the interface. Although Tabula provides a functionality to automatically detect tables, the accuracy is not sufficient for our use case. The performance is especially low for articles with a two-column layout. Additionally, not all tables within an article have to be extracted since not all of them are listing and comparing literature. Arguably, the manual selection method is most useful in this methodology since human judgment is needed in the selection process. Part of the extraction step is quality assurance after the extraction. When needed, extraction errors are manually fixed. Tabula supports two types of extraction, namely “Stream” and “Lattice”. The Stream extraction method is based on white space between columns while Lattice is based on boundary lines between columns. During the extraction it is possible to switch between the different methods, which allows for selecting the best method for a particular table. The result of this step is a set of CSV files, in which each file represents one survey table from a review article.

3.3 Table Formatting

The CSV files containing the extracted tables from the review articles should be formatted in a structure that is suitable for building a graph. Since the data from the CSV file is extracted automatically, all tables should have the same format. In this step, the formatting of the tables is changed when necessary. For some tables, a considerable amount of changes is required while for other tables only minor changes are needed. Changes could include merging, splitting, adding and removing both columns and rows. We use OpenRefine [31] to perform bulk operations on tables. A table is formatted in such a way that it adheres to the following rules:

1. The first row of the table is the header.
2. Each row represents one reviewed paper.
3. Each row has a column called: “Reference”.
4. The reference cell should contain the citation key for a paper.
5. Non-literal values are prefixed with “[R]” in the column header.
6. When needed, abbreviations are replaced by the full value from the legend.
For rule 2, in some cases a multidimensional table has to be flattened. This can often be accomplished by adding additional columns to the table. Also, in some cases a table has to be transposed to ensure that each row contains one paper. Rules 3 and 4 ensure that bibliographic metadata can be fetched for each paper in the next step. Rule 5 makes a distinction between literal values and resources. The default cell type is a literal, and when [R] is prefixed to a header label, the cells are considered as resources. Finally, rule 6 makes the content of the table readable without requiring the original text from the legend. Often table legends are used to condense information to improve user readability.

3.4 Extracting References

As mentioned earlier, each table row represents one paper. For each row, there is a value that contains the reference key from the original paper. The reference key is often a numerical reference, in the form of \([n]\), where \(n\) represents the reference number. In another frequently used citation style, the author names combined with their publication year is used as a reference key. The citation key is used to automatically capture the bibliographic metadata for an article. In order to extract references from article, we use the PDF extraction tool GROBID. GROBID processes the full PDF article. In the first place to extract all citations from the paper’s reference list and then to connect the citation keys used in the text to their respective citation string. In case a reference key cannot be extracted from the paper’s text, a reference key is generated automatically based on the author’s name and publication year.

When the citation is extracted and parsed, five additional columns are appended to the table: paper title, authors, publication month, publication year and the DOI\(^7\). In case a citation key could not be automatically mapped to an actual citation, a citation can be provided manually. The full citation text can be copied directly from the paper (including paper title, authors etc.) and is then parsed by GROBID to get structured bibliographic metadata. To perform the process of adding references, we created a Python script.\(^8\) This script first tries to automatically fetch the metadata. In case the reference is not found, a command line input field is displayed to enter the citation manually.

3.5 Build Graph

The final step is to build a knowledge graph from the previously created CSV files. An example of the resulting graph for a single paper is depicted in Figure 3. Firstly, a settings file is created which lists the table numbers, a suitable title for the table and a reference to the original survey article. The reference is required to attribute the work done by the authors of the survey article. The table title is manually created based on the original table caption. In case no suitable caption is available, a more suitable title is written.

---

\(^7\) Digital Object Identifier

\(^8\) File 4_reference_extraction.py from https://doi.org/10.5281/zenodo.3739427
Fig. 3: Example of the resulting subgraph for importing a single paper from a survey table. Metadata captured by reference extraction is displayed in blue. Data coming from the survey table is displayed in orange and ORKG specific data is displayed in white.

Next, a Python script \cite{build_graph} is used to select all rows from the tables. For each row, a paper is added to the graph via the ORKG API. For each table, a comparison is created in ORKG. The title and reference from the previously generated settings file are attached to this comparison. The comparison can be used later in ORKG to generate the same tabular literature overview as originally presented in the survey paper.

3.6 User Interface

Based on the steps from our methodology, a web User Interface (UI) is created that integrates all steps into a single interface. The interface provides a streamlined process for importing survey tables as depicted in Figure 4. The UI is specifically designed to make importing a table an effortless task without the need of downloading any tools or the need to be able to operate these tools. In the background, the same tools from the methodology are used to extract tables (Tabula) and extract references (GROBID). The first step is to upload a PDF file and select the survey table within this file. Afterwards, the table is extracted and the formatting can be fixed with an integrated spreadsheet editor. Then, for each row the respective paper reference is extracted. Finally, the data is ingested in the knowledge graph.

The UI is not used to import the surveys tables presented in Section 4. The interface is designed to import individual survey tables rather than importing large amounts of tables at once. In the UI, all steps required to import a single table should be performed consecutively. To increase efficiency when importing
large amounts of tables, it helps to first finish a step for all papers before moving to the next step. The UI provides a method to extend the graph beyond the extracted surveys from this work. In the future, this interface will therefore be integrated in the ORKG.

4 Results

In this section, we report the results of the import process for each step of the methodology. Table 3 summarizes the results for all steps.

4.1 Paper Selection

The dataset of the results are published online [24]. This set contains the selected papers, the ORKG comparisons and the ingested papers. The selected papers file lists IDs, paper titles, table references, sources and references. The IDs are used to record any additional information about the import process for this specific paper. IDs are missing for papers that were selected in the first place, but were excluded after revising the inclusion criteria. Additionally, table references refer to the original table references used in the survey article.

In total, 335 papers from Google Scholar were evaluated against the selection criteria described in Section 3.1. Out of these papers, 78 met the criteria and have therefore been selected for importing. From the ACM Digital Library 80 papers were evaluated and 14 papers have been selected. In total 22% of the evaluated review papers are suitable to be imported with the presented approach.
Table 3: Summary of the results of all steps.

| Description                | Amount |
|----------------------------|--------|
| Paper selection            |        |
| Amount of evaluated papers | 415    |
| Amount of selected papers  | 92     |
| Table extraction           |        |
| Total amount of extractions (partial tables) | 265  |
| Amount of extracted complete tables | 160  |
| Reference extraction       |        |
| Found references           | 2,069  |
| Not found references       | 1,137  |
| Build graph                |        |
| Individual amount of imported papers | 2,626  |
| Imported data cells (with metadata) | 40,584 |
| Imported data cells (without metadata) | 21,240 |

4.2 Table Extraction

We extracted 160 tables from the 92 survey articles. In 22 cases, tables stretched across multiple pages, which results in a total of 265 extractions performed with Tabula. Table 4 lists the most frequently occurred issues with the extraction. Issue 1 and 2 occur mostly when no boundary lines are present between table columns. In this case, the Stream extraction method has to be used, which often results in rows that are not correctly merged (e.g., multi-line sentences are put in separate rows while in the original table they are in the same row). Also, issue 3 is mostly present when using the Stream method. When the Lattice method can be used for the extraction, the result is generally of higher quality. When no table borders (or boundary lines) are present, this method does not work and the Stream method has to be used. Issue 4 is caused by general extraction errors.
which can result in tables with wrongly extracted text. Additionally, formulas and other text styling are not supported, which compounds this issue. Issues 7 and 8 result in tables that are not, or only partially, imported. The other issues are self-explanatory.

### 4.3 Reference Extraction

In total, we extracted unique 2626 papers from 3206 rows. For each paper, the respective citation was retrieved. In 2069 cases the citation could be extracted automatically from the row (65% of the cases). In 1137 cases it was not possible to automatically extract the reference (35% of the cases). For those cases, the citation is manually copied from the paper. There were multiple reasons why automatic reference extraction was not successful. Most issues occurred for references that used a numeric citation key. GROBID’s performance for extracting numeric references from tables was low, oftentimes numeric table references were not recognized. The amount of rows is higher than the amount of extracted papers because multiple rows could refer to the same paper. Each paper only has one graph entry and any additional data is added to the existing paper.

In case a reference is only used in a table and not somewhere else in the article, automatic reference extraction was oftentimes not possible. When an author name was used as citation key, problems occurred mostly because of the different citation styles. While some citation formats only use the last name of the first author, suffixed by *et al.*, other formats could list all author names. When a format was used that deviates from the standard implementation, automatic extraction was not possible.

### 4.4 Build Graph

In total, we added 2626 papers to the knowledge graph. These papers are used in 160 different comparisons. A complete list of the generated ORKG comparisons and a list of all ingested papers is available via [24]. In total, 21240 table cells have been imported, excluding the bibliographic metadata. Including metadata, the total is 40584 data cells.

### 5 Discussion and Future Work

#### 5.1 Time Performance

The presented methodology takes a human-in-the-loop approach as opposed to a fully automated approach. Compared to a fully manual approach, the proposed approach saves considerable time. In previous work [23], we manually imported only four survey articles. On average, this process took 4 hours per article. For each of the papers, a Python script was created specifically to import the survey table with its references and data. An example of such a script for one paper can
be found online.\footnote{https://gitlab.com/TIBHannover/orkg/orkg-papers/-/blob/master/question-answering-import.py} For the methodology used in this paper, the time to import one survey article was on average 15 minutes. Compared to the 4 hours of the manual approach, this is considerably faster (i.e., 16-fold increase in speed). The minimum amount of time needed to import a relatively small table was 2 minutes. The table could be extracted without any issues. The maximum amount of required time was approximately 60 minutes. This was for a table with a complex layout, stretched across multiple pages. Also, this table did not have boundary lines. Most time was spent on fixing extraction issues. To further improve time performance, we identified two tasks that are time-consuming and can potentially be improved. The first task relates to fixing errors occurred during the table extraction by Tabula. Most errors occurred when tables did not have boundary lines between columns and rows. A potential solution, and possible future research direction, is to create an interface that supports manually drawing boundary lines between rows and columns. The second task is related to adding missing references, which have to be manually copied from the PDF article. In total, 65\% of the references were extracted automatically. By applying more advanced heuristics to match reference keys with their respective reference, this percentage can be improved.

5.2 Impact of Methodology

The impact of the methodology relates to the amount of survey papers that are suitable for our approach (i.e., surveys representing information in tabular format). To order to provide insights on the impact, a structured search protocol has been employed in the paper selection step. As the results show, out of the 415 evaluated papers, 92 of them are suitable to be imported. This indicates that since 2002, 22\% of the published survey papers contain comparison tables. Therefore, arguably our methodology can have considerable impact when applied more broadly. In the paper selection, non-survey papers were excluded. However, it is not uncommon for research articles to also contain tables with related work (e.g., Table 1 in this article). Thus the paper selection step could be extended to also include other articles to have a broader impact.

5.3 Semantics of Data

The extracted knowledge graph consists of structured scholarly data. The quality of the knowledge graph could be further improved by providing more semantics to the data. Currently, a primitive method is used to map existing properties and resources. This is based on a lookup by resource label, in case a result is found, the resource is mapped. If not, a new resource is created. A more advanced mapping of resources and properties to existing ontologies improves the machine readability of the data. Tables containing large amounts of natural text (e.g., textually describing a methodology) could be further processed using
named entity recognition and linking. This results in more structured data and therefore a higher quality knowledge graph. Approaches to improve the overall quality of the graph are part of future work.

5.4 Future Research Directions

In total, we extracted 92 survey articles from a variety of domains. In the future, more survey articles will be ingested in ORKG. This will be done for multiple domains. The User Interface (UI) presented in Section 3.6 can be used to support users to import survey tables. The UI will be further improved to make to process more efficient. Due to the dynamic nature of the interface (especially compared to a regular spreadsheet editor), mapping properties and resources to existing concepts is better supported. In the end, we aim to import as many surveys from a specific domain as possible. There are several reasons why such an approach is useful. In the first place, ORKG can serve as a digital library for literature surveys. As discussed in the related work, the platform provides tools to better find and organize surveys. Additionally, when all existing reviews for a domain are imported, the ORKG can be used as a source to find literature surveys. In case a survey is not present in the ORKG, it means that is does not (yet) exist. This can be used as a basis to start working on new literature surveys.

6 Conclusions

Knowledge graphs are useful to make scholarly knowledge more machine actionable. Manually building such a knowledge graph is time-consuming and requires the expertise of paper authors and domain experts. In order to efficiently build a high-quality scholarly knowledge graph, we leverage survey tables from review articles. Generally, survey tables contain high-quality, relevant, semi-structured and manually curated data, and are therefore an excellent source for building a scholarly knowledge graph. We presented a methodology used to extract 2,626 papers from 92 survey articles. The methodology adopts a human-in-the-loop approach to ensure the quality and usefulness of the extracted data. Compared to manually reviewing and entering research data, or to manually importing literature surveys, the methodology is considerably more efficient. In conclusion, the presented methodology provides a full pipeline that can be used to extract knowledge from PDF documents and represent the extracted knowledge in a knowledge graph. The corresponding evaluation with survey articles demonstrates the effectiveness and efficiency of the proposed methodology.
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