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Abstract

In this paper, we present an end-to-end empathetic conversation agent CAiRE. Our system adapts TransferTransfo (Wolf et al., 2019) learning approach that fine-tunes a large-scale pre-trained language model with multi-task objectives: response language modeling, response prediction and dialogue emotion detection. We evaluate our model on the recently proposed empathetic-dialogues dataset (Rashkin et al., 2019), the experiment results shows that CAiRE achieves state-of-the-art performance on dialogue emotion detection and empathetic response generation.

1 Introduction

Empathetic chatbots are conversational agents that can understand users’ emotion and reply appropriately. Being empathetic is an essential step toward human-like conversation. In the early development of the conversational systems such as ELIZA (Weizenbaum et al., 1966), PARRY (Colby et al., 1971) and AL-ICE (AbuShawar and Atwell, 2015), efforts were put on the hand-craft features with rules. Recently, a modularized system, XiaoIce (Zhou et al., 2018) achieved an impressive number of conversational turns, which is higher than average normal human conversations. Despite its promising success, this system is designed using a complex architecture with hundreds of independent modules including Natural Language Understanding and Response Generation modules, trained using a tremendous amount of labeled data.

In contrast to the modularized dialogue system, end-to-end dialogue system learns all components in a single model in an entirely data-driven way, and it mitigates the lack of labeled data by sharing representations among different modules. Incorporating empathy into the dialogue system is essential to achieve human-like conversations because naturally, humans express and perceive emotion in natural language to increase their sense of social bonding. Practically, a multi-task training strategy with an additional objective function to optimize emotion label prediction of the conversation can produce more emotion-evoking responses (Rashkin et al., 2019).

However, data-driven end-to-end empathetic chatbot currently suffers from two limitations: 1). Model capacity. 2). The paucity of data for both emotion recognition and empathetic response generation (Rashkin et al., 2019). Thanks to the recent success of large pre-trained language models (Peters et al., 2018; Devlin et al., 2019), both problems can be mitigated.

In this paper, we extend TransferTransfo (Wolf et al., 2019) learning approach on empathetic dialogue learning scenario (Rashkin et al., 2019), fine-tuning a large-scale pre-trained language model (Radford et al., 2018) with an additional dialogue emotion classification objective. The goal is not only generating grammatical and coherent responses but also empathetic responses accord-
ing to the context of the conversation. Our experimental results show that the model trained with this strategy outperforms existing models on Empathetic Dialogues dataset in terms of the perplexity of responses and BLEU score.

2 Related Work

Detecting sentiment and emotion (Felbo et al., 2017; Xu et al., 2018) has been affirmed indispensable for creating empathetic chatbots (Fung et al., 2016; Bertero et al., 2016; Winata et al., 2017). Recently, Zhou et al. (2017); Hu et al. (2017); Wang and Wan (2018) introduced a framework to control the sentiment and emotion of the generated response, while Zhou and Wang (2018) introduced a new Twitter conversation dataset and proposed to leverage the emoji labels of Twitter data to generate emotional responses. Besides, Rashkin et al. (2019) proposed a new benchmark for empathetic dialogue generation, which is grounded in a situation prompted by specific emotion labels. Meanwhile, personalized dialogue agents (Li et al., 2016; Zhang et al., 2018a; Madotto et al., 2019) have been deemed to make the conversation more consistent and engaging.

Previous work (Peters et al., 2018; Radford et al., 2018; Devlin et al., 2019) showed that leveraging a large amount of data to learn context-sensitive features from a language model can create state-of-the-art models for a wide range of tasks. Taking this further, Radford et al. (2019); Yang et al. (2019) deployed higher capacity models and improved the state-of-the-art results. In this paper, we build the empathetic chatbot based on the pre-trained language model and achieve state-of-the-art results on dialogue emotion detection and empathetic response generation.

3 Methodology

3.1 Language Model Pre-training

We apply the Generative Pre-trained Transformer (GPT) (Radford et al., 2018) as our pre-trained language model. GPT is a multi-layer Transformer decoder with a causal self-attention which is unsupervised pre-trained on BooksCorpus dataset (Zhu et al., 2015). BooksCorpus dataset contains over 7,000 unique unpublished books from a variety of genres. Pre-training on such large contiguous text corpus enable the model to capture long-range dialogue context information.

3.2 Persona Dialogue Pre-training

As existing empathetic dialogue dataset (Rashkin et al., 2019) is relatively small, fine-tuning only on such dataset will limit the chitchat topic of the model. To enhance the chitchat capability of CAiRE, we first pre-train the model on PersonaChat (Zhang et al., 2018b) by following the transfer learning strategy of Wolf et al. (2019). This pre-training procedure endows CAiRE a persona, thus improve the engagement and consistency of the model. We refer interested readers to repository 1 recently published by HuggingFace.

3.3 Empathetic Dialogue Fine-tuning

In order to optimize the empathy of CAiRE, we fine-tune the pre-trained model using empathetic

---

1 https://github.com/huggingface/transfer-learning-convai
dialogue dataset (Rashkin et al., 2019) with custom persona and three objectives: response language modeling, response prediction and dialogue emotion detection.

**Empathetic Dialogue Dataset** Rashkin et al. (2019) introduced a new empathetic dialogue dataset of 25k open-domain one-on-one conversations based on emotional scenarios triggered by specific emotion labels. The dataset provides 32 emotion labels, the distribution of which is close to even. Table 1 shows an example from the training set. The speakers are talking about their situation, and the listeners are trying to understand their feeling and reply accordingly. At training time, the emotional labels of the speakers are given, while we hide the label in test time to evaluate the empathy of our model.

**Fine-tuning Detail** The whole fine-tuning schema for empathetic dialogues is illustrated in Figure 1. To fully leverage the pre-training on PersonaChat, we customize the persona of CAiRE with two sentences: “my name is caire” and “i like to help people”.

Following the fine-tuning schema of Wolf et al. (2019), we first concatenate the custom persona, dialogue history and response (distractor) with special separate tokens and represent all the input source with the summation of trainable positional embeddings, word embeddings, and dialogue state embeddings. Positional embeddings and word embeddings are required for transformer input, while dialogues state embeddings are added to help CAiRE model the hierarchical dialogue structure and distinguish persona sentences and dialogue context and response. The input representation is fed into the causal attention transformer decoder to get the contextualized representation. Here we denote the contextualized representation of the last special token as SEN, the special token before reply (distractor) as EMO.

To optimize the response prediction objective, at each training step, we sample one distractor from other conversation against the gold response. Then the SEN representation is pass to a linear classifier to classify the correct response and get the cross-entropy loss $L_S$.

To optimize the response language model objective, we take each contextualized representation of gold reply to predict the next reply tokens, and we compute the language model loss using cross-entropy $L_L$.

To enable CAiRE detecting conversational partner’s emotion, we add the dialogue emotion detection objective during the training. We take EMO as summarization of the current state of dialogue and pass it to a linear projection layer to predict the score of 32 emotions. The cross-entropy is applied for emotion classification loss $L_E$.

Our final fine-tuning loss function is the weighted sum of the aforementioned losses:

$$\mathcal{L} = \alpha \mathcal{L}_L + \mathcal{L}_S + \mathcal{L}_E$$

### 4 Experiment and Result

We evaluate our model on the empathetic dialogue dataset against the following baselines:

- **Pretrained**: This model is trained with the full Transformer network architecture (Vaswani et al., 2017) on 1.7 billion REDDIT conversations.
- **Fine-Tuned**: This model fine-tunes Pre-trained model using the Emotion Dialogue Dataset.
- **MULTITASK**: This model is trained by adding another linear layer on top of the encoder of the Transformer to classify the emotion of the dialogue based on the context.
EmoPrepend-1: This model prepends the top-1 predicted emotions to the beginning of the token sequence as encoder input.

ENSEM-DM: This model concatenates the encoded representations from the encoder of the Transformer and the representations from the pre-trained emotion classifier and feeds it to the decoder of the Transformer.

We use perplexity (PPL), average BLEU of BLEU-1, BLEU-2, BLEU-3, BLEU-4 (AVG BLEU), and emotion classification accuracy (EMO ACC) as our evaluation metrics. As a result, shown in Table 2, CAiRE outperforms all the baseline models in terms of all metrics, which shows the strong capacity of modeling empathetic response and dialogue emotion classification.

4.1 Live Chat with CAiRE

To evaluate the robustness of the models, we deploy a live interface which allows people to live chat with CAiRE. Figure 2 shows the two chatting history between a user and CAiRE. CAiRE can detect the user emotion (sad on the left example and happy on the right example) from dialogue context and response appropriately by conditioning on the multi-turn information.

5 Conclusion

In this paper, we introduce CAiRE, an end-to-end empathetic chatbot. Our system fine-tunes a large-scale pre-trained language model with three multi-task objectives: response language modeling, response prediction and dialogue emotion detection. The evaluation on the empathetic dialogue dataset shows that it achieves state-of-the-art performance on detecting dialogue emotion and generating empathetic responses. An online demo is built for live chat.
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