**ABSTRACT**

Machine Learning (ML) plays a vital role in implementing digital health. The advances in hardware and the democratization of software tools have revolutionized machine learning. However, the deployment of ML models — the mathematical representation of the task to be performed — for effective and efficient clinical decision support at the point of care is still a challenge. ML models undergo constant improvement of their accuracy and predictive power with a high turnover rate. Updating models consumed by downstream health information systems is essential for patient safety. We introduce a functional taxonomy and a four-tier architecture for cloud-based model deployment for digital health. The four tiers are containerized microservices for maintainability, serverless architecture for scalability, function as a service for portability and FHIR schema for discoverability. We call this architecture **Serverless on FHIR** and propose this as a standard to deploy digital health applications that can be consumed by downstream systems such as EMRs and visualization tools.
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1 Introduction

Artificial Intelligence (AI) and Machine Learning (ML) are transforming every aspect of healthcare from diagnostics to therapeutics [1]. The capabilities of many of these applications are maturing at a fast pace. There is a growing interest in building ML models — the mathematical representation of the task to be performed — that have a positive impact on patient care. With the democratization of ML techniques and the increasing availability and accessibility of high-performance computing, increasingly sophisticated ML models in healthcare are being built. However, making the application available at the point of patient care — operationalizing the ML model — in a timely and efficient manner is still a challenge as most models have a short life span requiring constant revisions. Many of the sophisticated and expensive ML models end up as theoretical artifacts in academic publications with minimal practical utility [2].

Artificial Intelligence (AI) — as used here is synonymous with operationalized ML models — may currently be at the peak of expectations of the Gartner hype cycle [3]. Even after the hype wanes off, AI will have applications in several healthcare domains. AI has matured in sectors such as business analytics and banking. Some of the successful tools and techniques from these domains can be applied to improve the application of AI in healthcare [4].

ML can be used in fundamental research (e.g. bioinformatics and computational biology) [5], clinical practice (e.g. clinical decision support systems) [6] or healthcare delivery (e.g. prediction of healthcare consumption) [7]. In this article, we will be focusing on AI in clinical practice. Functionally, AI in clinical practice can be used for diagnosis (identifying the presence of a named disease entity) [8], prognosis (predicting future risk) [9], therapeutics (treatment) [10], and public health [11] to name a few. AI has applications in several specialties such as Radiology (image analytics) [12], Dermatology (skin cancer classifiers) [8], Cardiology (interpretation of echocardiography) [13] and Neurology (analyzing electroencephalograms) [14]. Developing AI for digital health involves selecting an appropriate problem,
identifying and curating the appropriate datasets, developing and evaluating models and finally assessing the clinical impact [2]. Problems, datasets and evidence change with time, causing old models to lose relevance. It is vital to update and maintain models used in healthcare to ensure patient safety [15].

The rest of the article is structured as follows: First, we propose a workflow-centric taxonomy to support implementation. This modified taxonomy will serve model deployments better than the functional taxonomies as described above. We then extend techniques from cloud-based business intelligence to solve common problems such as maintainability, scalability, portability, and discoverability of ML model deployments. Next, we offer some pragmatic suggestions for model deployment, and model management, by embedding models into clinical workflow. FHIR is emerging as a popular standard for healthcare interoperability. We propose FHIR schema for the integration of ML application programming interfaces (API) into existing health information systems. Finally, we demonstrate the process with an example.

2 Taxonomy of ML models

The various ML algorithms such as regression, decision trees and neural networks, typically build a mathematical model of the task to be performed after the training phase [16]. Most platforms used for machine learning will allow the exporting of this representation in a proprietary or open format [17]. These exported models contain the weights required for the prediction task along with other metadata generated during the building phase.

Models in healthcare can be varied based on factors such as the ML method used to create them. From a clinical perspective, ML models are classified according to the domain in which they are used such as diagnostic models (that ascertain the presence of a known disease) [18], prognostic models (that estimate the future outcome for a given patient) [19], therapeutic models (that predict the best treatment given the set of probable diagnosis and patient-related constraints) [20] and public health models (that predict group outcome such as an outbreak of an epidemic) [21]. This clinical classification guides ML model builders in healthcare to isolate the problem and propose the best prediction task.

This classification is inadequate for the technical team concerned with functions such as model deployment, model management, designing APIs and ultimately making the deployed model to be available to clinicians at the point of patient care. We propose a technical taxonomy for ML models in healthcare drawing from our information system experience along with typical examples.

2.1 Explanatory models

Explanatory models attempt to ‘explain’ a phenomenon by specifying the relationships among a setup of constructs given a boundary condition. The constructs are generally concepts that cannot be measured and are calculated from a set of variables that are directly measured. Explanatory models are widely used in behavioural sciences and psychology [22]. Techniques for dimension reduction such as principal component analysis (PCA) are commonly used to build explanatory models.

Models encompassing tree or rule-based logic such as decision trees and random forests are explanatory. Decision trees are particularly important in healthcare owing to their simplicity and ease of understanding. Linear and logistic regression models are also explanatory in nature providing insights on the relative importance of various factors in deciding the final outcome or dependent variable.

Explanatory models can be built using various statistical and machine learning packages and exported to proprietary formats. Irrespective of the nature of the exported artifact, most explanatory models take a set of inputs, process it in a manner that can be explained and give one or more outputs.

The decision tree model for classifying cardiac arrhythmias based on a feature set is an example of an explanatory model [23]. Cardiac arrhythmias — irregular heartbeat pattern — can be life-threatening. Manual arrhythmia classification from ECG signals is hard because of its non-stationary nature. A proposed decision tree model in a published example [23] for classifying six types of arrhythmias based on 15 features had an accuracy of 99%. The decision algorithm based on the 15 features is explainable.

Explainable models typically have a longer life span and are easier to deploy compared to predictive models described below.
2.2 Predictive models

Predictive models prioritize predictive power over explanatory power [24]. Predictive models require different modelling approaches so that they are fine-tuned for maximum predictive power. Most probabilistic models such as neural networks and distance-based models such as clustering fall under this category. Predictive models are popular in healthcare because of their practical utility and because some are partially interpretable [25].

Popular skin cancer screening apps make use of such predictive models [26]. For example, malignant melanoma is aggressive skin cancer, but it is difficult to differentiate it from a benign nevus (normal mole), especially in the early stages. Deep learning models, especially the convolutional neural networks (CNN) based on images of histopathology slides can be as accurate as trained clinicians in identifying melanoma [27]. However, the CNN models trained on labelled images of melanoma and nevi are black boxes that cannot be explained.

More accurate models are becoming available on a regular basis through the use of more data and better algorithms. Hence, predictive models need to be updated regularly to ensure patient safety [28].

2.3 Environment models

Reinforcement learning (RL) is an emerging paradigm in machine learning concerned with software agents learning to take actions in a particular environment in order to maximize some reward [29]. An agent learns the best actions for a given situation (policy) by dynamically interacting with the environment. To accomplish this, the agent needs a representation of the environment that provides information on its changing states based on the agent’s actions and the associated reward. In RL parlance, an environment is called a model only when it is complete (model-based RL). Here, we apply the term model to any representation of the environment that can be used for RL.

Sepsis is a potentially lethal infection that requires the optimum combination of interventions to improve the patient’s chances of survival [30]. These interventions have to be administered at the right time, depending upon various patient characteristics where early or late administration of an intervention may be disastrous. For example, fluid administration increases tissue perfusion, but at the same time increases the chances of edema. Existing evidence on the probabilities of different outcomes for patient attributes can be encapsulated as an environment model. RL agents can learn from such models, trying to optimize some notion of reward which is patient survival in the case of sepsis.

Environment models have low life spans and need to be updated more frequently than predictive models as more data become available.

2.4 Interaction models

Interaction models are used in the context of conversational agents (chatbots) that understand user utterances and provide relevant responses. Chatbots are gaining popularity in healthcare, mostly for providing behavioural interventions and triage [31]. Interaction models may maintain state during the course of a conversation with a client (‘slots’ in the chatbot parlance), but these states are generally temporary. Interaction models classify the client’s ‘intent’ and produce an output for the inferred intent based on the filled slots – i.e. the background information available to the agent [32]. Interaction models can be shared across agents with similar functions. The concept of transfer learning may be applicable in the context of conversational agents whereby specialized agents are designed by extending generic interaction models that may be applicable in multiple related situations.

The models generated by ML experts need to be deployed in an efficient and sustainable manner to be useful to the clinician, who ultimately uses these models for patient care [33]. We have not included in our taxonomy self-learning models that continuously evolve and learn from data streams. Agents in reinforcement learning are typical examples of such models. Models that we describe typically do not maintain their state across different sessions. For example, interaction models in chatbots keep state during a session but do not usually save the session for reuse and hence do not require data persistence.

In the following discussion we describe deployment guidelines for models in healthcare that do not need access to persistent storage for saving state. We have not included self-learning and session-preserving models in our taxonomy as the proposed guidelines do not apply to models that save their state.

3 Deployment Guidelines

The utility and effectiveness of ML models in healthcare depend on their availability at the point of care [33]; their maintainability as new models emerge and scalability as the demand waxes and wanes. The adoption of suitable standards enables the sharing of models. DevOps — the process of providing continuous delivery of modified software
artifacts — in the context of ML models is becoming increasingly important [34]. We posit maintainability, sustainability, portability and discoverability as the four rungs of a pyramid that are vital in the effective and efficient DevOps of any ML model in healthcare.
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**Figure 1: Serverless on FHIR pyramid**

### 3.1 Maintainability

Maintainability has several dimensions in software engineering, but in the context of ML models, it represents the ease with which modifications can be made to the artifact to correct faults or to improve performance after deployment [35]. Continuous improvement, one of the aspects of maintainability, is especially crucial for ML models in healthcare because of patient safety implications. New and better ML models emerge all the time in healthcare and some can outperform human decision-makers. Any delay in synchronizing deployed models to the most sensitive and specific ML model available can potentially affect human lives.

Software maintainability research has identified microservices architecture as a significant factor in its ease of deployment [36]. Microservices architecture splits up monolithic applications into small, independent, distributed and strongly decoupled parts [36]. Microservices, owing to their modular nature is easy to be maintained. The availability of containerization tools such as docker [37] facilitates the adoption of a microservices architecture. Containerization is the process of packaging an application and all its dependencies and environment in a manner that facilitates deployment on various computing environments with minimal changes [38]. Containerization is the cornerstone of DevOps — providing continuous software delivery with high quality [39].

Self-adaptive orchestrating platforms such as Kubernetes [40] and Docker Swarm [41] can efficiently manage containerized microservices. The use of small, stateless, containerized, microservices built around a single clinical problem tends to promote maintainability.

### 3.2 Scalability

The scalability of model deployments is important in healthcare applications. As its use increases, the system should be able to deal with the increased load without increases in latency and impact on patient care. Similarly, as models change with changing evidence, their use may decline, and the system should downscale accordingly to conserve resources [42]. Emerging serverless architecture in cloud computing [43] — where the cloud service provider manages the backend — that is capable of scaling from 0 to infinity. However, Cold start — delay in the availability of a function after invocation — is a problem in serverless operations [44], especially after a service is completely shut down (scaled to 0) due to low
usage. A serverless function is a small, reusable chunk of code (Function as a Service [45]) that is stateless and can be easily deployed on a suitable infrastructure. The serverless architecture supports both upscaling and downscaling of model deployments according to actual use. Serverless architecture is well suited for healthcare model deployments that scale with usage.

3.3 Portability

Portability is used here to represent the ease with which a deployment in one cloud provider platform can be moved to another provider. However, vendor lock-in is a problem with cloud providers that reduces flexibility and increases software cost. There have been several attempts by vendors and other companies to promote standards that will ensure portability. One such popular standard stipulates deployment in 64-bit Linux containers not exceeding 2 GB of memory, listening to and responding on port 8080 [46]. In this solution, computation is stateless and scoped to a request. Such standardized containers can be easily deployed on a serverless framework. OpenFaaS provides a set of tools to facilitate the management of such standardized containers [47]; and Google has followed suit with the Google Cloud Run [48]. Containers built according to a standard can reduce vendor lock-in for ML workflows in healthcare.

3.4 Discoverability

Downstream systems such as Electronic Medical Record systems (EMRs) need to communicate with models deployed in the cloud. Ideally, downstream systems should be able to discover the input and output parameters of a deployed model, so that both can exchange information without any configuration. This would allow ML workflows to be used within the context of EMRs and other health information systems in a ‘plug-and-play’ manner.

Fast Health Interoperability Resource (FHIR) has emerged as the de-facto standard for the exchange of information between health information systems [49]. The draft standard for trial use (DSTU) stage is over, and the current version (R4) is considered stable. FHIR’s popularity is due to the use of existing web standards such as the RESTful (Representational state transfer) interfaces and the XML or JSON (JavaScript Object Notation) format for data exchange. FHIR based systems exchange Resources that represent a semantic entity represented by a defined set of elements and metadata that supports 80% of the use cases [50]. For example, name, gender and date of birth are attributes for the Patient resource. The Endpoint resource describes the technical specifications of an information system that can connect and exchange other FHIR resources. It consists of elements such as address or the uniform resource locator (URL), header and the type of the exchanged payload. Observations are measurements and assertions made about a patient having attributes such as the value and the reference range. CarePlan represents the plan of how one or more clinicians intend to deliver care to a particular patient with attributes such as activity and detail. A FHIR Bundle is a collection of related resources that can be exchanged as a single unit.

FHIR EndPoint resource is ideally suited for exposing the service details in a declarative manner for discoverability by consuming systems [51]. Any GET request on the Serverless on FHIR should produce a FHIR EndPoint resource that describes the expected input and output. The input to the Serverless on FHIR should be a POST request. Input and output should produce a FHIR bundle as JSON that typically consists of a Patient resource, Observations, CarePlans and Subscription resources. The uniform format of the input and output allows the chaining of ML models as a pipeline. Patient and Observations provide the context, CarePlan captures the output as recommendations and Subscription refers to any additional systems that should receive a push notification from the system. The adoption of a standardized FHIR bundle will promote automated service discovery and use.

4 Serverless on FHIR (architecture)

Deploying models as small, stateless, containerized microservices ensure maintainability. The scalability of deployments is vital to ensure efficient use of resources. The serverless architecture provides ‘backend as a service’ with the cloud provider managing all backend infrastructure by automatically scaling services according to demand, from zero to infinity. The Function as a Service with small, stateless, polyglot, containerized functions compiled for 64 bit Linux and responding to requests on port 8080, ensures portability.

Finally, the FHIR specification can be used to declare the capabilities of service. The digital health services should respond with a FHIR EndPoint on a ‘GET’ request declaring the capabilities and metadata. Inputs and Outputs should be FHIR bundles with the Patient, Observation, CarePlan and Subscription resources. The Patient resource provides the context for personalized output, Observation resources provide input data and CarePlan encapsulates the output. The optional Subscription resource points to potential subscribing systems.
The proposed four-tier architecture for cloud-based digital health service (see Figure 1) with containerized microservices for maintainability, serverless architecture for scalability, function as a service for portability and FHIR specifications for declaring capabilities. We call this architecture Serverless on FHIR and propose this as a standard to deploy ML and AI algorithms for digital health that can be consumed by downstream systems such as EMRs and visualization tools.

5 Industry standards and challenges

There is no current standard for deploying ML models in healthcare. Models are usually prepared by the analytics team using specialized hardware and software. The technical team deploys it using customized tools or proprietary standards. There may be little interaction between the two teams during this approach to development and implementation, leading to infrequent model updates. There are no standards for service discovery and models are generally deployed inhouse for a limited audience. This siloed approach leads to duplication of work even within the same organization. The progress made in model building using the latest ML tools and techniques may make hardly any impact at the point of patient care.

Open Neural Network Exchange (ONNX) [52] is an open standard for neural network models. ONNX has a set of tools for converting models generated using other frameworks into a standard file format. Several runtimes and compilers are available for ONNX models for more efficient deployments [53]. The ONNX standard strives to make models, framework agnostic, helping AI developers to share their models.

Docker containers have democratized virtualization — the process of creating a virtual instance in a host [40]. Docker provides a set of tools for creating and using containers and it has become crucial in successful DevOps [38]. Docker provides operating system-level virtualization that is more efficient than hardware level virtualization [37]. Another advantage of Docker is the ease with which containers can be versioned and pushed to repositories for sharing. Docker has become the de-facto standard for deploying containers on the cloud.

Kubernetes is an orchestrating framework for docker containers by decoupling containers from the infrastructure on which they run [54]. Kubernetes facilitates the scaling of services by increasing or decreasing the number of deployed containers. Kubernetes also makes networking between containers within the host easy and exposes external services through a shared host address. OpenFaaS® [47] is a set of tools that makes it easy to deploy polyglot functions and microservices to Kubernetes. It adopts a set of standards that makes microservice deployment agnostic to the underlying cloud vendor. Stateful models — models that persist state in a database — may require further considerations during deployments. Databases, traditionally are not amenable to scaling down to zero. Kubernetes and similar container orchestrating platforms manage databases with persistent volumes and persistent volume claims [55].

5.1 SMART-ON-FHIR

The Substitutable Medical Applications and Reusable Technologies (SMART) for platform-agnostic medical applications adopting the FHIR schema is called the SMART on FHIR platform [56]. The SMART on FHIR utilizes a profiled version of FHIR and OAuth2 for authentication. Serverless on FHIR describes the low-level deployment architecture for microservices that can be consumed by SMART apps because of the use of a FHIR schema.

Privacy and security considerations are essential for any clinical deployment. High-level applications such as EMRs determine the privacy and security standards. SMART on FHIR adopts OAuth2 and OpenID for authorization and authentication, respectively [56], and the orchestrating frameworks such as Kubernetes and Docker Swarm implement them for services [41].

6 Use cases and examples

To demonstrate the use of our framework for deployment, we describe how to build and deploy a machine learning model from a national database. Discharge Abstract Database (DAD) is a Canada-wide database of hospital admission and discharge data excluding the province of Quebec, maintained by the Canadian Institute for Health Information (CIHI) [57]. The data points in DAD include patient demographics, comorbidities coded in the International Statistical Classification of Diseases and Related Health Problems (ICD), interventions encoded in the Canadian Classification of Health Interventions (CCI) and the length of stay. CIHI provides DAD in the SPSS (.sav) format with each record having horizontal fields for 20 comorbidities and 25 interventions.

As a first step, we vectorized data with each record represented as patient demographics (age and gender), morbidities, interventions and length of stay. All variables were converted into binary (age over 40, length of stay exceeding 10
days, morbidities represented by first 3 characters of their respective ICD codes and the interventions represented by the first 3 characters of their respective CCI code).

Automatic Machine Learning (AutoML) — the process of automating the ML model building — is becoming increasingly popular in areas such as healthcare and is reducing the barrier of entry to ML. We used H2O.ai [58], a popular AutOML platform to create the model. H2O.ai can compare a range of models and display a leaderboard with various prediction metrics, that helps in choosing the appropriate model. We chose the XGBoost [59] method as it had maximum area under the curve (AUC) of 0.92, and used H2O.ai to build the final model. Deciding on the right model for various scenarios may require considering the other parameters, but we chose XGBoost for demonstration purposes. The model was subsequently exported to the proprietary MOJO (Model Object, Optimized) format [60].

We used the OpenFaaS tools and a custom template we created to build a container with the model and a wrapper for serving predictions over http on port 8080. The OpenFaaS tools allow the deployment of the prediction workflow on frameworks such as Kubernetes and Docker Swarm. Most serverless platforms support these standards. The process of containerization and deployment using the OpenFaaS toolset ensures maintainability, scalability and portability. When more data becomes available a different model can be deployed with minimal effort.

A gateway container that wraps incoming and outgoing messages in a FHIR bundle will ensure discoverability. FHIR is an evolving specification and separating the FHIR wrapper helps in updating FHIR wrapper without changing any of the existing containers. The OpenFaaS template for deploying the model is made available as open-source at https://github.com/dermatologist/java-ext [61] for modification and use.

7 Discussion

ML is becoming increasingly prevalent in healthcare. It brings to light ethical issues different from that of other domains [62]. Advanced ML models need to be deployed in such a way that they are available for everyone. But bias in ML models towards populations that are not widely represented is a known problem [63]. Inefficient deployments can worsen healthcare inequalities by making ML available only to a privileged few.

Our proposed framework is based on technologies that are currently available. The turnover time for technological innovations in ML is short. In the future, browser-based ML and on-device and edge computing may become more frequent, and need for cloud deployments may become less critical [64].

There is an increasing emphasis by healthcare providers on patient-centred solutions enabling patients to make informed decisions. ML is popular in pre-clinical research, and recent advances in drug discovery and bioinformatics rely on ML algorithms [65]. The time to characterize genes and develop lab tests and vaccines has been greatly reduced, as seen in the recent COVID-19 pandemic. However, there is growing discontent in the clinical community that their participation has not been encouraged [66]. Many of the ML algorithms developed for clinical decision making are only available to a few, and efficient ML deployments may reduce this disparity.

FHIR, as an interoperability solution, has gained wide acceptance, which is why we adopted FHIR as the backbone of our deployment framework. We have extended BI deployment guidelines [67] to eHealth but have refrained from offering any new standard. We hope that the Serverless on FHIR that we propose will evolve and mature into a standard, with a focus on serving clinicians.

ML and AI have resulted in several innovative applications in medicine. But many of these innovations need support to scale from computer labs to the bedside. Traditionally, deployment of ML models has received less attention than model building. We have proposed a taxonomy of ML models and a set of deployment principles to bridge the gap between researchers who build innovative healthcare models and implementation engineers who make them available at the point of patient care.
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