On Fibonacci-type polynomial recurrences of order two and the accumulation points of their set of zeros
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Abstract

We identify the accumulation points of the zero set of the polynomial family \( G_{n+1}(z) := zG_n(z) + G_{n-1}(z), n \in \mathbb{N} \), generated from complex polynomial seeds \( G_0, G_1 \). This problem has been treated recently, for seed pairings of constants with linear polynomials, by Böttcher and Kittaneh (2016). We determine the accumulation points in the general case of arbitrary co-prime polynomial seeds, thus simplifying and streamlining previous approaches.
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1. Introduction

The Fibonacci recursion \( \varphi_{n+1} := \varphi_n + \varphi_{n-1}, n \in \mathbb{N} \), with initial values \( \varphi_0 \equiv 0, \varphi_1 \equiv 1 \), can be generalized to complex polynomials, for fixed given \( G_0, G_1 \in \mathbb{C}[z] \), as

\[
G_{n+1}(G_0, G_1; z) \equiv G_{n+1}(z) := zG_n(z) + G_{n-1}(z), \quad n \in \mathbb{N}.
\] (1.1)

For \( G_0 \equiv 0, G_1 \equiv 1 \), we obtain the well-known Fibonacci polynomials which we denote by \( F_n(z) := G_n(0, 1; z) \). The roots of all the \( F_n, n \in \mathbb{N} \), lie everywhere dense in \([-2i, 2i]\) (see [10]). For arbitrary co-prime polynomials \( G_0, G_1 \in \mathbb{C}[z] \) and \( G_{n+1} \)
defined by (1.1) we determine in the following the accumulation points arising from
the set

\[ Z(G_0, G_1) := \{ \xi \in \mathbb{C} : G_{n+1}(\xi) = 0 \text{ for at least one } n \in \mathbb{N} \}. \]

Let us denote the set-theoretic accumulation points of \( Z(G_0, G_1) \) by \( A(G_0, G_1) \).
Mátyás [16] characterized the real accumulation points in \( A(G_0, G_1) \) for general
seed polynomials \( G_0, G_1 \in \mathbb{C}[z] \), and moreover determined them explicitly [14] for
the real seeds \( G_0 := -g, \ G_1(z) := z \pm g, \ (g \in \mathbb{R} \setminus \{0\}) \). Recently, Böttcher and
Kittaneh [5] determined all accumulation points for \( G_0(z) := a, \ G_1(z) := z + b \).
They showed that for such seed pairings the accumulation points \( A(G_0, G_1) \) contain
\([-2i, 2i]\) together with at most two points, depending on the seeds.

The inclusion \([-2i, 2i] \subset A(a, z + b)\), as established in [5], relied on the identi-
fication (found in [15]) of \( G_{n+1}(a, z + b; z) \) as the characteristic polynomial of
a perturbed tridiagonal Toeplitz matrix \( T_{n+1} \), followed by an embedding of \( T_{n+1} \)
into an infinite Toeplitz matrix \( T \), and an application of the finite section method
in connection with \( T \)'s essential spectrum.

In the following, we present our generalization and analysis. In Section 2 we
determine, for arbitrary co-prime polynomial seeds \( G_0, G_1 \) the isolated points in
\( A(G_0, G_1) \) by a natural number-theoretic approach. This reveals moreover (see
our Remark 2.3 below) the general meaning of the technical conditions in [5]. We
avoid an obstacle to the direct generalization of the Böttcher-Kittaneh approach
[5], namely, the missing general, computable Toeplitz matrix interpretation of the
recurrence polynomials \( G_{n+1}(G_0, G_1; z) \).

In Section 3, looking at the elegant fixed point-argument in [5], we add the
observation that the same argument essentially leads more generally to \([-2i, 2i] \subset A(G_0, G_1)\). To this end, we rewrite the values of the polynomial \( G_{m+1} \) at \( x \in \mathbb{C} \)
in terms of the solutions of the characteristic equation, and identify the general
symmetric structure. Thus, different from [5], we avoid the discussion of the es-
sential spectrum of operators and their truncations as well as convergence issues.
Nevertheless, our proofs could be re-used in this direction. We close with some
small historical notes in Section 4.

2. The isolated accumulation points

Let the Fibonacci polynomials be defined (as above) by

\[ F_{n+1}(z) := zF_n(z) + F_{n-1}(z), n \in \mathbb{N}, \]

where \( F_0(z) \equiv 0, \ F_1(z) \equiv 1 \), and hence \( F_2(z) = z \). (Thus, every \( F_k(z) \) is a
polynomial of degree \( k - 1 \), with \( F_k(1) \) being a Fibonacci number.) It is well-
known, cf. [10], that the zeros of \( F_{n+1} \) are the rotated, scaled zeros of the Chebyshev
polynomials of the second kind of degree \( n \in \mathbb{N} \). This implies in particular that no two consecutive Fibonacci polynomials have a common root. Let us note that if either \( G_0 \equiv 0 \) or \( G_1 \equiv 0 \), the polynomials \( G_{n+1} \) will be the product of an \( F_k \) by the non-trivial polynomial seed. Thus, we may omit these trivial cases from the discussion of the zero set and its accumulation points.

We first expand Theorem 1 in [16] characterizing zeros outside \([-2i, 2i]\).

**Lemma 2.1.** Assume that two polynomials \( G_0, G_1 \in \mathbb{C}[z] \setminus \{0\} \) are co-prime, i.e., let these have only trivial common divisors. Let us consider a value \( x \in \mathbb{Z} (G_0, G_1) \setminus [-2i, 2i] \). Then for \( G_{n+1} \in \mathbb{C}[z] \) defined by \( G_{n+1}(z) = zG_n(z) + G_{n-1}(z), n \in \mathbb{N} \), we have

\[
G_{n+1}(x) = 0 \iff -\frac{G_1(x)}{G_0(x)} = \frac{F_{n-1}(x)}{F_n(x)}. \tag{2.1}
\]

**Proof.** As a generalization from Fibonacci numbers to Fibonacci polynomials it is easily proved by induction that

\[
\begin{pmatrix}
F_{n+1}(z) & F_n(z) \\
F_n(z) & F_{n-1}(z)
\end{pmatrix} = \begin{pmatrix} z & 1 \\ 1 & 0 \end{pmatrix}^n
\]

(this may be found, e.g., in [4]). Subsequently, matrix calculus establishes (cf., e.g., [4, 8]) that

\[
G_{n+1}(z) = G_1(z)F_n(z) + G_0(z)F_{n-1}(z) \text{ for } z \in \mathbb{C}. \tag{2.2}
\]

Hence, \( G_{n+1}(x) = 0 \) is equivalent to \( G_1(x)F_n(x) = -G_0(x)F_{n-1}(x) \). As the zeros of \( F_n \) lie in \([-2i, 2i]\), cf., e.g. [10], we have \( F_n(x) \neq 0 \). As the polynomials \( G_0 \) and \( G_1 \) are co-prime, we see that \( G_0(x) \neq 0 \). Hence, (2.1) holds true. \( \Box \)

There is a natural analogue of the classical 'Binet formula' for the Fibonacci polynomials, and in view of (2.2), also for the polynomials \( G_n \) (see, e.g., Mátyás [15]). To write out this generalization, we define \( \lambda_1, \lambda_2 \) by

\[
\lambda_1(z) := \frac{z}{2} \cdot \left( 1 + \sqrt{1 + 4/z^2} \right),
\]

\[
\lambda_2(z) := \frac{z}{2} \cdot \left( 1 - \sqrt{1 + 4/z^2} \right).
\]

Taking the principal value of the logarithm outside the purely imaginary interval \([-2i, 2i] =: J\) the \( \lambda_k(\cdot) \) are analytic functions. Please note that in \( \mathbb{C} \setminus J \) we have \( |\lambda_1(z)| > |\lambda_2(z)| \). Thus, our choice of the \( \lambda_i \) avoids the case distinctions found in [16]. Moreover, for any fixed \( x \in \mathbb{C} \setminus J \) we have

\[
\lambda_1(x) + \lambda_2(x) = x, \quad \text{and} \quad \lambda_1(x) \cdot \lambda_2(x) = -1. \tag{2.3}
\]

\[
\lambda_1(x) \cdot \lambda_2(x) = -1. \tag{2.4}
\]
Hence, \( z^2 - x \cdot z - 1 = (z - \lambda_1(x)) \cdot (z - \lambda_2(x)) \).

With these definitions, substituting \( x \not\in \{-2i, 0, 2i\} \) into (2.2), the evaluation of \( G_{n+1} \) at \( x \) can be rewritten as

\[
G_{n+1}(x) = G_1(x) \frac{\lambda_1^{n+1}(x) - \lambda_2^{n+1}(x)}{\lambda_1(x) - \lambda_2(x)} + G_0(x) \frac{\lambda_1^n(x) - \lambda_2^n(x)}{\lambda_1(x) - \lambda_2(x)}. \tag{2.5}
\]

As in [16], and similar to, e.g., [13, 7], we express the values of the Fibonacci-like polynomials \( G_n \) generated by the recurrence as

\[
G_n(x) = w_1(x) \cdot \lambda_1^n(x) - w_2(x) \cdot \lambda_2^n(x) \quad \text{for} \quad x \in \mathbb{C} \setminus \{-2i, 2i, 0\}, \tag{2.6}
\]

with

\[
w_1(x) := \frac{G_1(x) - \lambda_2(x) \cdot G_0(x)}{\lambda_1(x) - \lambda_2(x)}, \quad \text{and} \quad w_2(x) := \frac{G_1(x) - \lambda_1(x) \cdot G_0(x)}{\lambda_1(x) - \lambda_2(x)}. \]

The generalization of the continued fraction expansion for the (inverse of the) golden ratio, i.e., the fact that

\[
\lim_{n \to \infty} \frac{F_{n+1}(1/x)}{F_n(1/x)} = -1 + \frac{\sqrt{1 + 4/x^2}}{2x} \tag{2.7}
\]

inside the doubly-slit complex plane \( \mathbb{C} \setminus ((-\infty, -i/2] \cup [i/2, +\infty)) \) is well-known (cf., e.g., [9]). This easily leads us to the determination of the points in \( A(G_0, G_1) \) which lie outside \([-2i, 2i]\).

**Theorem 2.2.** Given co-prime polynomials \( G_0, G_1 \in \mathbb{C}[z] \setminus \{0\} \). A complex value \( x' \in \mathbb{C} \setminus [-2i, 2i] \) is an accumulation point of the zero set \( Z(G_0, G_1) \) if and only if

\[
\frac{G_1(x')}{G_0(x')} = \frac{x'}{2} \cdot \left(1 - \sqrt{1 + 4/x'^2}\right) = \lambda_2(x').
\]

**Proof.** Relying on Lemma 2.1, we deduce from (2.1) together with (2.7) (or the elementary (2.5), employing the inequality \( |\lambda_2(x')/\lambda_1(x')| < 1 \)) for accumulation points \( x' \in Z(G_0, G_1) \cap (\mathbb{C} \setminus [-2i, 2i]) \) existence of an infinite sequence of indices \( n_k \) with

\[
x_{n_k} \to x' \quad \text{and} \quad -\frac{G_1(x_{n_k})}{G_0(x_{n_k})} \to -\frac{G_1(x')}{G_0(x')} = \frac{-1 + \sqrt{1 + 4/(x')^2}}{2/x'}.
\]

Hence,

\[
\frac{G_1(x')}{G_0(x')} = \frac{-x'}{2} \left(-1 + \sqrt{1 + 4/(x')^2}\right) = \lambda_2(x'). \tag{2.8}
\]

Thus, an accumulation point outside \([-2i, 2i]\) is necessarily a zero of the co-factor \( w_1(\cdot) \) in (2.6). We extract from [3] the essentials (fitting our tailored set-up) to show sufficiency of this condition.
Choose a small circular neighbourhood of $x'$ non-intersecting with $[-2i, 2i]$, say $D_\epsilon(x') := \{ z \in \mathbb{C} : |z - x'| < \epsilon \}$, such that its boundary $\partial D_\epsilon = \{ z \in \mathbb{C} : |z - x'| = \epsilon \}$ contains no zero of $w_1$. On the disc and its boundary, we consider

$$w(z) := -w_2(z) \cdot \lambda_2^m(z)/\lambda_1^m(z).$$

On $\partial D_\epsilon$ we have $|w_1(z)| > m > 0$, and $|\lambda_2(z)/\lambda_1(z)| < r < 1$, for some constants $r$ and $m$.

Let $M := \max_{z \in \partial D_\epsilon} \{|w_1(z)|; |w_2(z)|\}$. Choose $N \in \mathbb{N}$ such that $2Mr^N < m$. Thus, for all $n \geq N$ we have $|w(z)| < |w_1(z)|$. Hence by Rouché’s theorem (cf., e.g., [1, p.153]), the two functions $w_1(z) - w(z)$ and $w_1(z)$ have the same number of zeros in $D_\epsilon$. Thus, as $x' \in D_\epsilon$, and $w_1(x') = 0$, there is at least one point $y_n$ in $D_\epsilon$ such that $w(y_n) = w_1(y_n)$, and hence $G_n(y_n) = 0$ for all $n \geq N$. □

**Remark 2.3.** The accumulation points $x'$ outside $[-2i, 2i]$ may be found from (2.3) and (2.4) via

$$x' = \lambda_2(x') + \lambda_1(x') = \lambda_2(x') - \frac{1}{\lambda_2(x')} = \frac{G_1(x')}{G_0(x')} - \frac{G_0(x')}{G_1(x')}$$

as solutions of a polynomial equation in $x'$. Of course, only those solutions $x'$ with $\Re\frac{G_1(x')}{G_0(x')} < 1$ can satisfy (2.8).

### 3. The segment of accumulation points

It remains to determine the accumulation points in $[-2i, 2i]$.

**Theorem 3.1.** Consider two co-prime polynomials $G_0, G_1 \in \mathbb{C}[\mathbb{Z}] \setminus \{0\}$ and the polynomial family $G_{n+1}, n \in \mathbb{N}$, defined by (1.1). Then every point $x'$ in the imaginary segment $[-2i, 2i]$ is an accumulation point of the zero set $Z(G_0, G_1)$, i.e., we have $[-2i, 2i] \subset A(G_0, G_1)$.

**Proof.** We will show that all values $x'$ in a dense subset of the disjoint open intervals $(-2i, 0)$ and $(0, 2i)$ are accumulation points of $Z(G_0, G_1)$. This suffices to establish that $[-2i, 2i] \subset A(G_0, G_1)$. Let us transform the algebraic relation $G_{m+1}(x) = 0, m \in \mathbb{N}$, into a two-variable equation with related fixed point problem. Using (2.5), we multiply $G_{m+1}(x) = 0$ to obtain $(\lambda_1(x) - \lambda_2(x))G_{m+1}(x) = 0 \Leftrightarrow G_1(x)(\lambda_1^{m+1}(x) - \lambda_2^{m+1}(x)) + G_0(x)(\lambda_1^m(x) - \lambda_2^m(x)) = 0$. We replace $x$ by $\lambda_1(x) + \lambda_2(x) = \lambda_1(x) - 1/\lambda_1(x)$ and find that

$$G_1(\lambda_1(x) - \frac{1}{\lambda_1(x)})(\lambda_1^{m+1}(x) - (-\frac{1}{\lambda_1(x)})^{m+1}) +$$

$$G_0(\lambda_1(x) - \frac{1}{\lambda_1(x)})(\lambda_1^m(x) - (-\frac{1}{\lambda_1(x)})^m) = 0.$$
This rational equation is of the form

$$S(\lambda_1) \pm S(-1/\lambda_1) = 0, S \in \mathbb{C}[z].$$  \hspace{1cm} (3.1)

The degree \(\sigma\) of \(S\) is bounded by \(d + m + 1\), where \(d := \max\{\deg G_0; \deg G_1\}\). Moreover, the least exponent of \(\lambda_1\) in \(S\) is at least \((m + 1 - d)\) for all sufficiently large \(m\). Let us denote the reciprocal polynomial \((-z)^\sigma S(-1/z)\) by \(U(z)\). The exponents of \(z\) in \(U(z)\) thus lie in the range between 0 and \(2d\). We multiply the equation (3.1) by \((-\lambda_1)^\sigma\), incorporate signs appropriately, and obtain a polynomial equation of the form

$$\lambda_1(x)^{2(m+1)} s(\lambda_1(x)) - U(\lambda_1(x)) = 0,$$

for some polynomials \(s\) and \(U \in \mathbb{C}[z]\) of degree at most \(2d\). The last equation may be rewritten and rearranged for \(n := m + 1\), and \(\varrho e^{i\theta} := \lambda_1(x)\) (whenever \(U(\varrho e^{i\theta}) \neq 0\)) as

$$\varrho^{2n} e^{2n i \theta} = \frac{s(\varrho e^{i\theta})}{U(\varrho e^{i\theta})} = r(\varrho, \theta) e^{i \gamma(\varrho, \theta)}.$$

(3.2)

This implicitly defines the functions \(r\) and \(\gamma\) depending on the variables \(\varrho\) and \(\theta\).

We demonstrate in the following the existence of values \(x\) with \(G_{m+1}(x) = 0\) for all sufficiently large \(m\) in any sufficiently small neighbourhood of \(x' = e^{i\varphi} - e^{-i\varphi} \in (-2i, 0) \cup (0, 2i)\) where \(\varphi \in \mathbb{R}\) and \(U(e^{i\varphi}) \neq 0\). This excludes the (finitely many) poles of modulus 1 eventually occurring in (3.2). Thus, at most finitely many, isolated points \(x'\) are excluded from \((-2i, 0) \cup (0, 2i)\). The resulting point set is dense in \([-2i, 2i]\). The values \(x\) are sought in the form \(x = \varrho e^{i\theta} - \varrho^{-1} e^{-i\theta}\). Thus, for every sufficiently small \(\varepsilon, 0 < \varepsilon < 1\), we define the parameter neighbourhood \(X := [1 - \varepsilon, 1 + \varepsilon] \times [\varphi - \varepsilon, \varphi + \varepsilon]\). If \(\varepsilon > 0\) is sufficiently small, the functions \(r(\varrho, \theta)\) and \(\gamma(\varrho, \theta)\) defined above in (3.2) can be assumed to be continuously differentiable, and are bounded as, say, \(0 < \mu < r(\varrho, \theta) < M\) and \(-M < \gamma(\varrho, \theta) < M\).

At this point, we may re-use the proof in [5] directly (without discussion of the essential spectrum or computation of perturbed Toeplitz determinants). For completeness, we repeat the nice and short argument based on fixed points.

There is an \(n_0' \in \mathbb{N}\) with the following property: for \(n \geq n_0'\) there is an integer \(k_n \in \mathbb{Z}\) such that \(|\pi k_n/n - \varphi| < \varepsilon/2\). Since \(e^{2\pi i k_n} = 1\), equation (3.2) is certainly satisfied if

$$\varrho = \left[ r(\varrho, \theta) \right]^{1/(2n)}, \quad \theta = \frac{1}{2n} \gamma(\varrho, \theta) + \frac{\pi k_n}{n}.$$

In other terms, equation (3.2) is satisfied if \((\varrho, \theta)\) is a solution of the fixed point equation \((\varrho, \theta) = F(\varrho, \theta)\)

$$F(\varrho, \theta) := \left( \left[ r(\varrho, \theta) \right]^{1/(2n)}, \frac{1}{2n} \gamma(\varrho, \theta) + \frac{\pi k_n}{n} \right).$$

If \(n\) is sufficiently large, then

$$1 - \varepsilon \leq \mu^{1/(2n)} \leq r(\varrho, \theta)^{1/(2n)} \leq M^{1/(2n)} \leq 1 + \varepsilon,$$
and
\[
\left| \frac{1}{2n} \gamma(\varrho, \theta) + \frac{\pi k_n}{n} - \varphi \right| \leq \frac{1}{2n} M + \frac{\varepsilon}{2} \leq \varepsilon.
\]
Consequently, \( F \) maps \( X \) into itself for every sufficiently large \( n \). Denoting the partial derivatives as \( \frac{\partial r}{\partial \varrho} =: r_{\varrho}, \frac{\partial r}{\partial \theta} =: r_{\theta} \) etc., the Jacobi matrix of \( F \) reads
\[
\frac{1}{2n} \begin{pmatrix}
\gamma_{\varrho} & \gamma_{\theta} \\
\varrho^{-1/(2n)-1} r_{\varrho} & \theta^{-1/(2n)-1} r_{\theta}
\end{pmatrix}.
\]
The norm of this matrix goes to zero, uniformly in \( (\varrho, \theta) \in X \), as \( n \) goes to infinity. Thus, there is an \( n_0 \geq n'_0 \) such that \( F \) is a strictly contractive map of \( X \) into itself for \( n \geq n_0 \). Banach’s fixed point theorem (see, e.g., [18]) therefore implies for each \( n \geq n_0 \) existence of a point \( x = \varrho_n e^{i\theta_n} \) with \( (\varrho_n, \theta_n) \in X = X(\varepsilon) \) (with \( x' \in X \)) such that \( G_n(x) = 0 \). Letting \( \varepsilon \to 0 \), we see that all the considered \( x' \) are accumulation points of the zero set. This carries over to the segment endpoints \(-2i, 2i\) and the center \( 0 \), as well as to the (eventually occurring finitely many) roots of \( U(\cdot) \). Thus, the segment \([-2i, 2i]\) consists exclusively of accumulation points.

**Future directions:** The aim of this work was to give as simple and concise arguments as conceivable for the complete accumulation point determination of the considered recursions. Thereby, we wanted to re-connect to the elementary number-theoretic approach, while dealing with as many cases as possible. It would be interesting to see which higher-order recursions, or which recursions of the form \( H_{n+1}(z) = p(z)H_n(z) + q(z)H_{n-1}(z) \), can be dealt with by elementary, concise arguments as the ones presented.

### 4. Historical note

The function \( F_n(z) \) was considered in both the forms (2.5) and (2.6) as an arithmetical function of \( n \in \mathbb{N} \) in the works of Lucas [13], Catalan [7], and, later, Bell [2]. Jacobsthal [11] considered the recursion \( f_n(z) := f_{n-1}(z) + zf_{n-2}(z) \) (quite different from our (1.1)). A recent non-homogeneous generalization of this may be found in [12]. An early appearance of the Fibonacci polynomials \( F_n(z) \) as a complex function of \( z \) is in [6], see also [4, 10] and references therein. Sometimes the generalization we have considered here is called 'Fibonacci-like' as in [14, 15, 16], while the name 'Fibonacci-type' (cf., e.g., [8, 5]) seems to be more frequently used. The encompassing attribute 'generalized Fibonacci polynomials' is eventually used for solutions of other recurrences as well cf., e.g., [17].
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