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We present a characterization of the many-body lattice wave functions obtained from the conformal blocks (CBs) of the Ising conformal field theory (CFT). The formalism is interpreted as a matrix product state using continuous ancillary degrees of freedom. We provide analytic and numerical evidence that the resulting states can be written as BCS states. We give a complete proof that the translationally invariant 1D configurations have a BCS form and we find suitable parent Hamiltonians. In particular, we prove that the ground state of the finite-size critical Ising transverse field (ITF) Hamiltonian can be obtained with this construction. Finally, we study 2D configurations using an operator product expansion (OPE) approximation. We associate these states to the weak pairing phase of the \( p + ip \) superconductor via the scaling of the pairing function and the entanglement spectrum.

I. INTRODUCTION

Even though superconductivity was discovered experimentally in 1911 by Kamerlingh Onnes\cite{1}, a sufficiently predictive microscopic theory was not available until the work of Bardeen, Cooper and Schriefer, published in 1957\cite{2}. Despite its cumbersome original formulation, current understanding of this model is closely related to BCS theory. More concretely, the ground-state of the associated one-dimensional quantum spin chain can also be constructed from a condensate of fermionic pairs. Following these steps, several other many-body systems have benefited from these insights and extended the result to other non-trivial Gaussian states.

Another seminal landmark of many-body physics is Onsager’s solution of the two-dimensional Ising model, published more than a decade earlier\cite{3}. Despite its cumbersome original formulation, current understanding of this model is closely related to BCS theory. More concretely, the ground-state of the associated one-dimensional quantum spin chain can also be constructed from a condensate of fermionic pairs\cite{4}. This is a remarkable result if we consider that both models have very different descriptions and applications.

BCS theory has remained an important starting point for the analysis of more exotic phenomena. For instance, in the past few decades two-dimensional superconductors have become testbeds for novel topological features, some of them closely related to the fractional quantum Hall (FQH) effect. Read and Green\cite{5} established a connection between the weak pairing regime of the \( p + ip \) superconductor and the topological phase defined by the Moore-Read Pfaffian state\cite{6}. The robustness of these phases to local perturbations have turned them into strong candidate schemes for quantum computing\cite{7}.

One of the shared tools for the study of these strongly correlated quantum systems is conformal field theory (CFT)\cite{8,9,10}. Due to its symmetry constraints, these theories have powerful algebraic structures that may allow for exact solutions. This has been exploited in the construction of trial wave functions for many-body systems, both in the lattice and the continuum. This is done by computing correlators in the CFT and using them as variational wave functions. The most famous applications have been in FQH physics\cite{11}, however it has also been used to study 1D spin systems using infinite matrix product states (iMPS)\cite{12,13}. In this latter case, the entanglement structure has some features that cannot be easily obtained from finite matrices, such as logarithmic scaling of the entanglement entropy\cite{14}.

It has been argued that conformal blocks (CBs) of rational CFTs can be used to construct wave functions for lattice spin systems\cite{15}. Even if there is no straightforward spin-like structure arising from the representation of internal symmetries (for instance, in the case of minimal CFTs\cite{16}), the physical degrees of freedom can still be encoded in the different fusion channels of non-Abelian operators. This was illustrated using the Ising CFT, where the relevant CBs were obtained from chiral correlators of several spin operators \( \sigma \), grouped in pairs to describe two-level systems.

In this paper, we provide further characterization of the many-body lattice wave functions obtained from the Ising CFT. In particular, we show both analytic and numerical evidence that states describing \( N \) spins obtained from the CBs of \( 2N \) \( \sigma \) fields (dubbed \( |\psi_{ee}\rangle \)) can be understood as BCS wave functions.

This article is organized as follows: Sect. II presents a general short review of BCS states. Sect. III and Sect. IV introduce the notion of vertex operators. We use this formalism to write \( |\psi_{ee}\rangle \) and other related states as matrix product states with continuous ancillary degrees of freedom. In Sect. V, we develop a first-order operator product expansion (OPE) that allows us to write \( |\psi_{ee}\rangle \) as an explicit (albeit approximate) BCS state. Sect. VI reviews the exact formulas for the Ising CBs. In Sect. VII, Sect. VIII and Sect. IX, we study in detail translationally invariant 1D states. We prove that in this case \( |\psi_{ee}\rangle \) can be written as a BCS state in an exact manner and find suitable parent Hamiltonians. In particular, we prove that the ground-state of the finite critical Ising transverse field (ITF) spin chain corresponds to \( |\psi_{ee}\rangle \) for a homogeneous configuration. In Sect. X, we study 1D excitations by means of wave functions obtained from CBs with different asymptotic boundary conditions. Sect. XI presents some general remarks about the problem of writing \( |\psi_{ee}\rangle \) as a BCS state for an arbitrary coordinate configuration. Finally, in Sect. XII, we provide a brief study of the 2D states obtained from the OPE regime. We use both the entanglement spectrum\cite{17} and the scaling of the entanglement entropy to relate these states to...
the weak pairing phase of the $p + ip$ superconductor.

II. BCS WAVE FUNCTIONS: A SHORT REVIEW

Given a collection of (spinless) fermionic modes $\{c_n\}_{n=1}^N$ on a lattice, we can define the BCS many-body wave function

$$|\psi_{\text{BCS}}\rangle = \prod_{n<m} (u_{nm} + v_{nm}c_n^\dagger c_m^\dagger) |0\rangle_c,$$

where $|0\rangle_c$ is the state annihilated by all the operators $c_n$, and $u_{nm}$, $v_{nm}$ are complex numbers that satisfy the normalization condition $|u_{nm}|^2 + |v_{nm}|^2 = 1$. Furthermore, we impose $u_{nm} = u_{mn}$ and $v_{nm} = -v_{mn}$. This state can be written as

$$|\psi_{\text{BCS}}\rangle = C_N \exp\left(\sum_{n<m} g_{nm}c_n^\dagger c_m^\dagger\right) |0\rangle_c,$$

where $g_{nm} = v_{nm}/u_{nm}$ is the pairing function (or more generally pairing matrix) and $C_N = \prod_{n<m} u_{nm}$ is a normalization constant. Note that $g_{nm}$ is a (generally complex) antisymmetric tensor $g_{nm} = -g_{mn}$.

We can interpret this wave function as a grand canonical state of paired fermions. From the fermionic anticommutation relations, it can be shown that the wave function amplitude for $2M$ fermions occupying sites $r(1) < \cdots < r(2M)$ is given by

$$\Psi(r(1), \cdots, r(2M)) = C_N \text{Pf}(M),$$

where $M$ is the $2M \times 2M$ antisymmetric matrix

$$(M)_{ij} = g_{r(i),r(j)},$$

and we make use of the Pfaffian

$$\text{Pf}(Q) = \frac{1}{2^M M!} \sum_{\sigma \in S_{2M}} \text{sgn}(\sigma) \prod_{j=1}^M (Q)_{\sigma(2j-1),\sigma(2j)}.$$ (*)

BCS wave functions are Gaussian states that arise naturally from mean-field solutions of Hamiltonians describing superconductivity. In that context, both $u_{ij}$ and $v_{ij}$ can be written in terms of single-particle energies $e_k$ and the pairing interaction potential $V_{k,k'}$. Being spinless fermions, we can say that these states correspond to a wave superconductivity, due to the fact that the wave functions for the spatial degrees of freedom are antisymmetric.

The aim of this paper is to provide an alternative route to the BCS state using CFT. More precisely, we shall consider states obtained from the chiral conformal blocks of the critical Ising model and relate them to known BCS states.

III. VERTEX OPERATORS IN THE CHIRAL ISING CFT

The (chiral) Ising CFT is a minimal RCFT that consists of three primary fields, $1$, $\chi$ (Majorana), and $\sigma$ (spin) with conformal weights $0$, $1/2$, and $1/16$, respectively. They have the (non-trivial) fusion rules

$$\sigma \times \sigma = 1 + \chi, \quad \chi \times \chi = 1, \quad \sigma \times \chi = \sigma.$$

A conformal block (CB) in a RCFT is a chiral correlator that encodes an allowed fusion channel for a given set of primary fields. If we start with $N$ primaries $\{\phi_{j_n}\}$, a CB can be written as

$$F_p(z_1, \cdots, z_N) = \prod_{n=1}^N \phi_{j_n}(z_n).$$

where $p$ labels the internal channels. The number of conformal blocks of this type depends on the possible allowed fusion channels of the $\phi_{j_n}$ fields.

The exact formulas for the CBs obtained from the Ising primary fields have been calculated in Ref.\textsuperscript{24-25} We will be interested mainly in CBs containing only $2N$ spin field operators

$$F(2N)_p(z_1, \cdots, z_{2N}) = \langle \sigma(z_1) \cdots \sigma(z_{2N}) \rangle_p.$$ (7)

Given the fusion rules, a pair of $\sigma$ fields can be seen as a single degree of freedom.\textsuperscript{26} This allows us to write the fusion rules in terms of local binary variables. In order to see this explicitly, we group the fields in reference pairs $[\sigma(z_{2n-1}), \sigma(z_{2n})]$. When they are fused pairwise, the different channels can be labeled using the vector $\mathbf{m} = (m_1, \cdots, m_N)$, with $m_i = 0, 1$ representing an identity operator $1$ (a fermion $\chi$). In this representation, there is an enforced parity coming from the preservation of fermion parity, so that $\sum_i m_i \equiv 0 (\text{mod }2)$.

The local pair-wise fusion produces bilocal chiral vertex operators

$$V^{b}_{ac}(z_{2n-1}, z_{2n}) : \mathcal{V}_c \to \mathcal{V}_a,$$ (9)

where $b = m_a$ corresponds to the fusion channel of reference pair $[\sigma(z_{2n-1}), \sigma(z_{2n})]$, $\mathcal{V}_a$ are the Verma modules associated to the corresponding primary fields, and we require the conservation of fermionic parity at each vertex [Fig.\textsuperscript{1}]. We can use these operators to express explicitly the inner structure of each CB.

![Fig. 1. Graphical representation of the bilocal vertex operator $V^b_{ac}(z_1, z_2)$](image)

FIG. 1. Graphical representation of the bilocal vertex operator $V^b_{ac}(z_1, z_2)$.\textsuperscript{22}
IV. MANY-BODY LATTICE STATES FROM ISING CONFORMAL BLOCKS

Let us now consider the $2^N$-dimensional Hilbert space $\mathcal{H}$ obtained from $N$ spinless fermionic modes $\{c_n\}_{n=1}^N$ and define the $2 \times 2$ operator matrix

$$A^{(n)}(z_{2n-1}, z_{2n}) = \begin{pmatrix} V_{11}^{\chi} & V_{12}^{\chi} \\ V_{21}^{\chi} & V_{22}^{\chi} \end{pmatrix}.$$  \hfill (10)

This yields the map

$$A^{(n)}(z_{2n-1}, z_{2n}) : \left( V_{11}^{\chi} \otimes \mathcal{H}_e \right) \rightarrow \left( V_{11}^{\chi} \otimes \mathcal{H}_o \right),$$  \hfill (11)

where $\mathcal{H}_e$ ($\mathcal{H}_o$) is the Fock space with even (odd) number of fermions

$$\mathcal{H}_e = \left\{ |0\rangle_c, c_{i_1}^\dagger c_{i_2}^\dagger |0\rangle_c, \cdots \right\},$$

$$\mathcal{H}_o = \left\{ c_{i_1}^\dagger |0\rangle_c, c_{i_1}^\dagger c_{i_2}^\dagger c_{i_3}^\dagger |0\rangle_c, \cdots \right\},$$  \hfill (12)

so that $\mathcal{H} = \mathcal{H}_e \oplus \mathcal{H}_o$. The product of $N$ matrices of type $A$ gives the $2 \times 2$ operator matrix

$$\Phi^{(N)} = A^{(1)}(z_1, z_2) \cdots A^{(N)}(z_{2N-1}, z_{2N}) = \left( \Phi^{(N)}_{ee} \Phi^{(N)}_{eo} \Phi^{(N)}_{oe} \Phi^{(N)}_{oo} \right).$$  \hfill (13)

Using this notation, we have that the operator $\Phi^{(N)}_{ee}$ acting on $\mathcal{V}_k \otimes \mathcal{H}_e$ defines the (unnormalized) state

$$|\psi_{ee}\rangle = \left\{ 0 | \Phi^{(N)}_{ee} | 0 \right\}_c \in \mathcal{H}_e,$$  \hfill (14)

where $|0\cdots 0\rangle$ corresponds to the expectation value in the vacuum of the CFT.

As noted in Ref [20], this construction is very similar to matrix product states (MPS) obtained from CFT [10][12]. In both cases, the ancillary degrees of freedom are described by a quantum field theory and the resulting many-body wave functions describes a lattice system. As a matter of fact, note that $|\psi_{ee}\rangle$ corresponds to the many-body state defined in that paper written in fermionic variables

$$\psi^{(m)}_{ee} = |m| \langle \psi_{ee} | = F_m(z_1, \cdots, z_{2n}),$$  \hfill (15)

where $|m\rangle = |m_1 \cdots m_N\rangle$. The present formulation highlights both the inner (i.e., entanglement) structure of these states and its relation to the physical degrees of freedom.

We can also construct other states by adding fermions to the asymptotic states (within the operator-state correspondence [22]), in particular

$$|\psi_{oo}\rangle = \langle \chi | \Phi^{(N)}_{oo} | \chi \rangle |0\rangle_c \in \mathcal{H}_e.$$  \hfill (16)

As we will see in a later section, these wave functions are natural ansätze for low-energy excited eigenstates.

V. FIRST-ORDER PICTURE: OPE ANALYSIS

The construction we have discussed so far is quite general. In order to get a more intuitive picture of these states, we can consider a first-order approximation using the operator product expansion (OPE). This scheme will allow us to get a glimpse of the structure of state $|\psi_{ee}\rangle$ using simplified operators.

The full expression of the OPE of two $\sigma$ fields is given by

$$\sigma(z_1)\sigma(z_2) = \frac{1}{z_{12}^{1/8}} \left( \sum_{\alpha \in \mathcal{V}_1} h_{12}^{z_1 z_2} C^{\alpha \beta}_{\sigma \sigma} \left( \frac{z_1 + z_2}{2} \right) \right) + \sum_{\beta \in \mathcal{V}_1} \frac{h_{12}^{z_1 z_2}}{z_{12}^{1/2}} C^{\beta}_{\sigma \sigma \beta} \left( \frac{z_1 + z_2}{2} \right),$$  \hfill (17)

where $z_{12} = z_1 - z_2$, $\alpha$ ($\beta$) are the fields with conformal weights $h_{12}$ ($h_{2}$) that generate the Verma module $\mathcal{V}_1$ ($\mathcal{V}_2$) by acting on the vacuum, and $C^{\alpha \beta}_{\sigma \sigma}$, $C^{\beta}_{\sigma \sigma \beta}$ are constants fixed by 3-point functions. (Note that we are using a symmetrized version of the OPE, instead of pinning the resulting operators on $z_{2}$.) If we only keep the lowest orders in the expansion, we get the familiar expression

$$\sigma(z_1)\sigma(z_2) \sim \frac{1}{z_{12}^{1/8}} \left( 1 + \left( \frac{z_{12}}{2} \right)^{1/2} \chi \left( \frac{z_1 + z_2}{2} \right) \right),$$  \hfill (18)

where we used the fact that $C_{\sigma \sigma}^2 = 1/\sqrt{2}$.

Assume now that we have $N$ pairs of $c$ fields, parametrized by

$$z_{2n-1} = w_n - \frac{1}{2} \delta_n, \quad z_{2n} = w_n + \frac{1}{2} \delta_n.$$  \hfill (19)

Using this notation and the OPE, we can write the approximate expression for

$$A^{(n)} \sim \frac{1}{\delta_n^{1/8}} \left[ I_2 + \left( \sqrt{\frac{\delta_n}{2}} c_n^\dagger \chi(w_n) \right) \sigma^x \right],$$  \hfill (20)

where $\sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ is one of the Pauli matrices. Note that this approximation implies

$$V_{11}^{\chi} = V_{\chi \chi}^{1} \sim \frac{1}{\delta_n^{1/8}} I, \quad V_{22}^{\chi} = V_{\chi \chi}^{2} \sim \sqrt{2} \delta_n^{3/8} \chi(w_n).$$

Given that $(c_n^\dagger)^2 = 0$, we have

$$A^{(n)} \propto \exp \left( \sqrt{\frac{\delta_n}{2}} c_n^\dagger \chi(w_n) \sigma^x \right),$$  \hfill (22)

so that (13) becomes

$$\Phi^{(N)} \propto \exp \left[ \sum_{n=1}^{N} \left( \sqrt{\frac{\delta_n}{2}} c_n^\dagger \chi(w_n) \sigma^x \right) \right].$$  \hfill (23)
Now, using the fact that the vacuum of the Ising CFT is a free Gaussian state for the Majorana fermions, we employ the familiar identity

\[
\langle \exp(A) \rangle_{\text{Gaussian}} = \exp \left( \frac{1}{2} \langle A^2 \rangle_{\text{Gaussian}} \right)
\]

(assuming \( \langle A \rangle_{\text{Gaussian}} = 0 \)) to obtain

\[
\langle 0 | \Phi^{(N)} | 0 \rangle \propto \exp \left[ \sum_{n < m} \frac{\sqrt{\delta_n \delta_m}}{2} \langle \chi(w_n) \chi(w_m) \rangle c_n^\dagger c_m^\dagger \right] = \exp \left[ \sum_{n < m} \frac{\sqrt{\delta_n \delta_m}}{2} (\chi(w_n - w_m)) c_n^\dagger c_m^\dagger \right].
\]

We conclude then that \(| \psi_{\text{exc}} \rangle\) is a BCS state defined by the (real-space) pairing function

\[
g^{(\text{OPE})}_{nm} = \frac{\sqrt{\delta_n \delta_m}}{2(w_n - w_m)}.
\]

Note that this result holds for arbitrary complex coordinates and only depends on the validity of the OPE approximation. One may wonder if this expansion is really needed to guarantee the BCS structure of the lattice wave function. As we will show in a later section, numerical calculations suggest that this result extends beyond the OPE expansion, albeit with a different pairing function. We will also discuss some aspects regarding a full analytical proof of this fact.

If \(|z_n| = 1\), it is also convenient to use the conformal transformation that maps the plane to the cylinder

\[
z \mapsto \exp(i\theta).
\]

In this setting, we parametrize the coordinates as

\[
\theta_{2n-1} = \phi_n - \frac{1}{2} \epsilon_n, \quad \theta_{2n} = \phi_n + \frac{1}{2} \epsilon_n,
\]

so that the OPE can be written as

\[
\sigma(\theta_{2n-1})\sigma(\theta_{2n}) \sim \left( \frac{1}{2 \sin \left( \frac{\epsilon_n}{2} \right)} \right)^{1/8} \left( 1 + \sin^{1/2} \left( \frac{\epsilon_n}{2} \right) \chi(\phi_n) \right).
\]

Given that on the cylinder we have

\[
\langle \chi(\phi_1) \chi(\phi_2) \rangle_{\text{cyl}} = \frac{1}{2 \sin \left( \frac{\phi_1 - \phi_2}{2} \right)},
\]

a similar analysis yields a BCS state with the pairing function

\[
g^{(\text{OPE, cyl})}_{nm} = \frac{\sin \left( \frac{\epsilon_n}{2} \right) \sin \left( \frac{\epsilon_m}{2} \right)}{2 \sin \left( \frac{\phi_n - \phi_m}{2} \right)}.
\]

This representation is particularly useful for lattice configurations which are periodic, such as cylinders. Note again that this analysis holds for arbitrary configurations, allowing for complex \(\theta_n\).

VI. EXACT EXPRESSIONS FOR THE ISING CONFORMAL BLOCKS

Finding the exact form of the CBs for an arbitrary CFT is in general an arduous task. While it is known that they must satisfy a set of well-known differential equations, it is far from obvious that they can be solved analytically for any given number of primary fields. In the case of the Ising CFT, one can find exact closed expressions by means of bosonization.

We will make use of the multiperipheral basis to write the exact formulas for the CBs. This is a canonical representation that is valid for all types of CB. We will omit the \(\sigma\)'s in this notation and write \(p = (p_1, \cdots, p_{N-1})\), where \(p_i = 0\) (1) corresponds to an identity operator \(I\) (a fermion \(\chi\)). (Note that \(p\) can take \(2^{N-1}\) different values, as expected.)

We can easily relate the multiperipheral basis to the one obtained from the pair-wise fusion of operators (see Fig. 2). The latter is the basis that we used previously in (15). Note that, in order to preserve the number of fermions at each vertex, there is the restriction \(m_k = p_{k-1} + p_k \mod 2\). (We define fixed auxiliary values \(p_0 = p_N = 0\).)

Before stating the formulas for the CBs, we introduce some extra notation. First, we will need certain bipartitions of the \(\sigma\) field coordinates that associate the points of each reference pairs to different groups. We call these macrogroups \(\ell_q, \ell_q'\) and they are generated from an integer \(q = 0, \cdots, 2^{N-1} - 1\) according to

\[
\ell_q(k) = 2k - \frac{1}{2} (1 + s_k), \quad \ell_q'(k) = 2k - \frac{1}{2} (1 - s_k),
\]

where \(s_k\) are the binary digits of \(q = (q_1, q_2, \cdots, q_{N-1})\),

\[
s_k = \prod_{i=1}^{k-1} (1 - 2q_i),
\]

and \(s_1 = 1\) by definition.

Using this notation, we can define

\[
z_{\ell_q} = \prod_{k < m} z_{\ell_q(k), \ell_q(m)}.
\]

where \(z_{ab} = z_a - z_b\). We will also need the sign given by

\[
\epsilon_{pq} \equiv (-1)^{\sum_k p_k q_k} = \prod_{k=1}^{N-1} (1 - 2p_k q_k)
\]

(35)

\[
= \prod_{k=1}^{N-1} (1 + p_k(s_k s_{k+1} - 1)) \equiv \tilde{\epsilon}_{ps}.
\]
using the binary expansion of both \( p \) and \( q \).

The expression for the CB can be written as

\[
\mathcal{T}_{p}^{(2N)} = \frac{1}{2^{N-1}} \prod_{a < b} z_{ab}^{-1/8} \left( \sum_{q=0}^{2^{N-1}-1} \epsilon_{pq} \sqrt{z_{pq}^2 + \epsilon_{pq}^2} \right)^{1/2}.
\]

(36)

Note that the sum inside the square root is the only part that depends on \( p \).

It is important to remark that we are assigning radial ordering

\[
|z_1| \geq |z_2| \geq \cdots \geq |z_{2N}|. \tag{37}
\]

Moreover, if \( |z_n| = |z_m| \) and \( n < m \), we will assume that the angular parts in the polar decomposition are ordered with respect to the principal value of the logarithm. In other words, if \( z_n = \exp(a_n + ib_n) \), whenever \( a_n = a_m \), we will assume

\[
-\pi < b_n < b_m \leq \pi \tag{38}
\]

if \( n < m \).

The ordering of the coordinates will be important because it ensures that we consistently choose the same branches of the (complex) square root. In order to see this, let us define

\[
B_q = \prod_{n<m} \left( 1 - \frac{z_{\ell_q(m)}}{z_{\ell_q(n)}} \right) \left( 1 - \frac{z_{\ell_q'(m)}}{z_{\ell_q'(n)}} \right)^{1/2}. \tag{39}
\]

Using this notation, we note that we can write the \( p \)-dependent part of (36) using only the main branch of the square root

\[
\mathcal{T}_{p}^{(2N)} \propto \left( \sum_{q=0}^{2^{N-1}-1} \epsilon_{pq} B_q B_0 \right)^{1/2}. \tag{40}
\]

This will be particularly important for 2D spin configurations. Note that we can obtain CBs for coordinates which are not radially ordered by analytic continuation of these expressions. This can be done by means of the Ising braid matrices.15,20

VII. 1D WAVE FUNCTIONS

We focus now on a one-dimensional configuration. For this purpose, we choose the \( 2N \) coordinates to be given by \( z_k = \exp(i\theta_k) \), where (see Fig. 3)

\[
\theta_k = \frac{2\pi}{2N} (k + (-1)^j \delta - N), \tag{41}
\]

and \( \delta \in (-\frac{1}{2}, \frac{1}{2}) \) is a fixed parameter. Using this parametrization, we can rewrite the wavefunction amplitudes15,

\[
\Psi_{p}^{(ee)}(\delta) = \frac{1}{N_0} \left( \sum_{q=0}^{2^{N-1}-1} \epsilon_{pq} A_q(\delta) \right)^{1/2}, \tag{42}
\]

where

\[
A_q = \prod_{n>m} \left[ \sin \frac{\theta_{\ell_q(n)} - \theta_{\ell_q(m)}}{2} \sin \frac{\theta_{\ell_q'(n)} - \theta_{\ell_q'(m)}}{2} \right]^{1/2}, \tag{43}
\]

and \( N_0 \) is a normalization constant

\[
\bar{N}_0^2 = \frac{N^{N/2}}{2^{(N-1)(N-2)/2}}. \tag{44}
\]

We can also write (43) in terms of the auxiliary spins (33) (see the Appendix in Ref. 20).

\[
A(\{s_k\}) = \prod_{j>i} \left[ \frac{\pi}{N} \left( j - i + 1 + 2\delta \right) \right] \left( s_j - s_i \right) \tag{45}
\]

Note that for all values of \( \delta \), the resulting wave function describes a translationally invariant spin chain with periodic boundary conditions. This is a consequence of the fact that we are describing physical degrees of freedom on the lattice by means of pairs of \( \sigma \) fields. The centers-of-mass of the pairs are uniformly distributed on the circle, while their size is constant for fixed \( \delta \)

\[
\theta_{2k} - \theta_{2k-1} = \frac{2\pi}{N} \left( \frac{1}{2} + \delta \right) \tag{46} \quad \text{and} \quad \frac{\theta_{2k} + \theta_{2k-1}}{2} = \frac{2\pi}{N} \left( k - \frac{2N+1}{2} \right).
\]

FIG. 3. Coordinate configuration on the complex plane for a 1D system with 12 spins. Note that the reference pairs are uniformly distributed, so the wave function is translationally invariant for all values of \( \epsilon \).

In this representation, there is an exponentially large number of numerical operations that need to be performed. Luckily, we can obtain a determinant form for these particular configurations that simplifies the calculations. Once again, we make use of the pair-wise fusion basis \( \omega_{m} = (m_1, \ldots, m_N) \).

It can be shown that the normalized wave function amplitudes can be written as (we will leave the details for Appendix A)

\[
\Psi_{m}^{(ee)}(\delta) = \left( \frac{\det(F_m * V)}{\det(V)} \right)^{1/2}, \tag{47}
\]
where $F_m \ast V$ is the element-wise matrix product (also known as the Hadamard product of matrices)

$$(F_m \ast V)_{rt} = (F_m)_{rt}(V)_{rt},$$

(48)

obtained from matrices

$$(V)_{rt} = \exp \left( \frac{2\pi i}{N} r(t-1) \right)$$

(49)

and

$$(F_m)_{rt} = \begin{cases} 
\cos \left[ \frac{\pi}{N} (1 + 2\delta) (2r - N - 1) \right], & m_r = 0, \\
\sin \left[ \frac{\pi}{N} (1 + 2\delta) (2r - N - 1) \right], & m_r = 1.
\end{cases}$$

(50)

Determinant expression \[47\] can also allow us to write $|\psi_{ee}(\delta)\rangle$ as a BCS state. If we define the lattice momenta as

$$k = \frac{\pi}{N} (2m - N - 1), \quad m = 1, \cdots, N$$

(51)

we can write the normalized state as

$$|\psi_{ee}(\delta)\rangle = C_N(\delta) \exp \left( \sum_{n<m} \tilde{g}_{nm}(\delta) c_{n}^\dagger c_{m} \right) |0\rangle_c,$$

(52)

where

$$C_N(\delta) = \prod_k \cos \left( \frac{(1 + 2\delta)}{4} k \right),$$

(53)

and $\tilde{g}_{nm} = g_{n-m}$ with

$$g_r = (-1)^{\frac{2}{N}} \sum_{k>0} \tan \left[ \frac{(1 + 2\delta)}{4} k \right] \sin(kr).$$

(54)

We will leave the details for Appendix B. Note that this result is exact and does not depend on any approximation. We also highlight that this is further evidence that $|\psi_{ee}\rangle$ as defined in \[14\] has a BCS structure beyond the OPE regime.

VIII. THE GROUND STATE OF THE CRITICAL ISING SPIN CHAIN FROM CONFORMAL BLOCKS

In Ref\[20\] it was argued from numerical evidence that $|\psi_{ee}(\delta = 0)\rangle$ correspond exactly to the ground-state of the even sector (defined by $\langle Q \rangle = \langle \prod_n \sigma_n^z \rangle = 1$) of the Ising transverse field (ITF) critical Hamiltonian with periodic boundary conditions

$$H = - \sum_{n=1}^N \sigma_n^x \sigma_{n+1}^x - \sum_{n=1}^N \sigma_n^z.$$ 

(55)

We will now present a analytical proof of this result.

The exact solution of \[25\] is well-known\[18\]. The ground state can be obtained by mapping the spin variables to spinless fermions using a Jordan-Wigner (JW) transformation

$$\sigma_n^z = 1 - 2c_n^\dagger c_n,$$

$$\sigma_n^x = \prod_{m=1}^{n-1} (1 - 2c_m^\dagger c_m)(c_m^\dagger + c_m),$$

(56)

to obtain

$$H = - \sum_n (1 - 2c_n^\dagger c_n) - \sum_n (c_n^\dagger - c_n)(c_{n+r}^\dagger + c_{n+r}).$$

(57)

This is a translationally invariant quadratic Hamiltonian that can be solved via a Fourier transform

$$c_n^\dagger = \frac{1}{\sqrt{N}} \sum_k \epsilon_{kn} c_k^\dagger,$$

(58)

where we take $k$ as in \[51\], followed by a Bogoliubov transformation. The normalized ground state has a BCS structure

$$|gs\rangle = \prod_{k>0} \left[ \cos \left( \frac{\theta_k}{2} \right) + i \sin \left( \frac{\theta_k}{2} \right) c_k^\dagger c_{-k} \right] |0\rangle_c,$$

(59)

$$= \prod_{k>0} \cos \left( \frac{\theta_k}{2} \right) \exp \left[ \sum_{k>0} i \tan \left( \frac{\theta_k}{2} \right) c_k^\dagger c_{-k} \right] |0\rangle_c,$$

where we define

$$\cos \left( \frac{\theta_k}{2} \right) = \sqrt{\frac{1 + \sin \left( \frac{k}{2} \right)}{2}},$$

$$\sin \left( \frac{\theta_k}{2} \right) = -\text{sgn}(k) \sqrt{\frac{1 - \sin \left( \frac{k}{2} \right)}{2}}.$$ 

This implies that the normalization constant is

$$\prod_{k>0} \cos \left( \frac{\theta_k}{2} \right) = \prod_{k>0} \sqrt{\frac{1 + \sin \left( \frac{k}{2} \right)}{2}}$$

(60)

$$= \prod_{m=1}^{N} \cos \left( \frac{\pi}{4N} (2m - N - 1) \right).$$

(61)

We can also compute the real-space pairing function by doing a Fourier transform of $g_k = i \tan \left( \frac{k}{2} \right)$

$$g_r = \frac{2}{N} \sum_{k>0} \frac{1 - \sin \left( \frac{k}{2} \right)}{\cos \left( \frac{k}{2} \right)} \sin(kr)$$

(62)

$$= (-1)^r \frac{2}{N} \sum_{k>0} \tan \left( \frac{k}{4} \right) \sin(kr), \quad r \in \mathbb{Z},$$

where the second expression is obtained from the first one by replacing $k \mapsto \pi - k$.

Now, coming back to the wave functions obtained from the Ising CBs, note that these expressions correspond to the normalization constant \[53\] and the pairing function \[54\] obtained in the previous section when $\delta = 0$, so that

$$|gs\rangle = |\psi_{ee}(\delta = 0)\rangle.$$ 

(63)

This is a remarkable result given that the expression for the CBs \[36\] was obtained from the infrared fixed point of the critical theory. It is non-trivial that it would agree with the ground state of a finite-size lattice system.
IX. PARENT HAMILTONIANS FOR 1D

We have checked numerically that for $\delta \neq 0$, we can find parent Hamiltonians that can also be mapped to a quadratic fermionic form. We consider the following family of Hamiltonian terms

$$Z = - \sum_n \sigma_n^z,$$
$$X_r = - \sum_n \sigma_n^x \sigma_{n+1}^x \cdots \sigma_{n+r-1}^x \sigma_{n+r}^x,$$  \hspace{1cm} (64)
$$Y_r = - \sum_n \sigma_n^y \sigma_{n+1}^y \cdots \sigma_{n+r-1}^y \sigma_{n+r}^y,$$

with $r = 1, \ldots, N/2$. (Note that $X_1$ is the usual Ising term.) This particular choice for the family of Hamiltonian terms corresponds to those that will yield quadratic forms in fermionic variables (see Appendix C for an explicit fermionic formulation). Given that $|\psi_{ee}(\delta)\rangle$ is translationally invariant and describes a system with periodic boundary conditions, we impose the same constraints on the Hamiltonian terms.

We know that the variational wavefunctions obtained from the CB of the Ising model behave nicely under a Kramers-Wannier (KW) duality transformation $\tilde{\sigma} = \sigma \sigma^z$. In particular, we have that

$$|\psi_{ee}(\delta)\rangle \mapsto |\psi_{ee}(-\delta)\rangle.$$  \hspace{1cm} (65)

Something similar can be said about the Hamiltonian terms we are considering.
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**FIG. 4.** Variational coefficients of the parent Hamiltonians of the form (60) for $|\psi_{ee}(\delta)\rangle$ for $N = 20$ spins. They are normalized so that $a_1 = 1$.

The action of the KW transformation can be summarized in the map

$$\sigma_n^z \mapsto \sigma_n^z \sigma_{n+1}^z, \quad \sigma_n^x \mapsto \sigma_n^x \cdots \sigma_n^x.$$  \hspace{1cm} (66)

(See Appendix C for a formulation of the KW transformation in terms of Majorana fermions.) From these relations, it is easy to compute the action of the KW transformation (for the even-parity sector of the Hilbert space, defined by

$$\langle Q \rangle = (\prod_n \sigma_n^z) = 1$$

$$Z \mapsto X_1, \quad X_1 \mapsto Z,$$

$$X_r \mapsto -Y_{r-1}, \quad (r = 2, \ldots, N/2),$$

$$Y_r \mapsto -X_{r+1}, \quad (r = 1, \ldots, N/2).$$  \hspace{1cm} (67)

Note first that the KW dual of a Hamiltonian that can be written as a quadratic form in fermionic variables is once again of the same type.

We can try to take advantage of the KW duality. For our variational fits, we used the Hamiltonian family

$$\tilde{H}_0 = 1, \quad \tilde{H}_1 = X_1 + Z, \quad \tilde{H}_2 = X_1 - Z,$$

$$\tilde{H}_r = X_{r-1} + Y_{r-2}, \quad (r = 3, \ldots, N/2 + 1).$$  \hspace{1cm} (68)

We need $\tilde{H}_0$ to be equal to the identity for the variational algorithm (see Appendix C). Notice also that $\tilde{H}_1$ corresponds to the critical ITF Hamiltonian. Using these definitions, the whole family is closed under a KW transformation

$$\tilde{H}_0 \mapsto \tilde{H}_0, \quad \tilde{H}_1 \mapsto \tilde{H}_1,$$

$$\tilde{H}_r \mapsto -\tilde{H}_r, \quad (r = 2, \ldots, N/2 + 1).$$  \hspace{1cm} (69)

We checked numerically that the wavefunction $|\psi_{ee}(\delta)\rangle$ obtained from the Ising CBs with $|\delta| < 1/2$ is the ground state of a Hamiltonian of the form (see Fig. 4)

$$H = - \sum_{r=1}^{N/2+1} a_r \tilde{H}_r.$$  \hspace{1cm} (70)

The duality implies that $a_1(\delta) = a_1(-\delta)$, so we will set $a_1 = 1$. (Remember this is the coefficient associated to the critical ITF Hamiltonian.) Note also that

$$a_r(-\delta) = -a_r(\delta), \quad (r = 2, \ldots, N/2 + 1).$$  \hspace{1cm} (71)

In Fig. (4), we plot the variational coefficients obtained for different values of $\delta$ and $N = 20$ spins. We see that the Hamiltonian is dominated by $\tilde{H}_1$, namely, the ITF critical Hamiltonian. The other significant contribution comes from $\tilde{H}_2$, in particular for $|\delta| \approx 1/2$, so that the ground state approximates the trivial Ising fixed points in these limits (see Ref. 20).

For $|\delta| \approx 0$, all the Hamiltonian terms that change sign under a KW transformation are very small compared to $\tilde{H}_1$. Given that the whole Hamiltonian family $\{\tilde{H}_r\}$ respects the basic Ising symmetries, this implies that $|\psi_{ee}(\delta)\rangle$ approximates small massive perturbations away from criticality. If we drop the Hamiltonian terms for $r > 2$, we see that in this vicinity the corresponding transverse field will be given by

$$h = \frac{1 - a_2}{1 + a_2} \approx 1 - 2a_2 + O(a_2^2).$$  \hspace{1cm} (72)

This explains the relative good agreement between $|\psi_{ee}(\delta)\rangle$ for $|\delta| \ll 1$ and the ground state of the ITF Hamiltonian close to the critical point.\[20]
X. EXCITED STATES

We can extend the previous discussion to other states obtained from operator matrix \( |\psi_{ee}\rangle \), defined in \( |\chi\rangle \). In this case, the asymptotic states of the CFT are fermions

\[
\Psi_p^{(oo)} \propto \langle \chi | \sigma(z_1) \cdots \sigma(z_{2N}) | \chi \rangle_p. \tag{73}
\]

Assuming radial ordering, we can obtain the amplitudes for this state by adding two fermions at \( z = 0, \infty \). Starting from the exact expression\(^{29,30}\) and taking the appropriate limit, the corresponding amplitudes for the associated wave function are given by

\[
\Psi_p^{(oo)} = \frac{1}{N^2} \left( \sum_{q=0}^{2N-1} \epsilon_{pq} A_q \right)^{-1/2} \left[ \sum_{q=0}^{2N-1} \epsilon_{pq} A_q \left( \prod_{k=1}^{N/2} z_{r(k)} + \prod_{k=1}^{N/2} z_{\ell(k)} \right) \right]. \tag{74}
\]

If we use the homogeneous 1D configuration \( \{z\} \), we can rewrite these amplitudes as

\[
\Psi_p^{(oo)} = \frac{1}{N^2} \left( \sum_{\{s\}} \epsilon_{ps} A(\{s\}) \right)^{-1/2} \left( \sum_{\{s\}} \epsilon_{ps} A(\{s\}) \cos \left( \frac{\pi}{2N}(1+2\delta) \sum_{k=1}^{N/2} s_k \right) \right). \tag{75}
\]

They can also be written in terms of determinants. Define the matrix

\[
(J_m(q))_{r,t} = \exp \left( i \frac{2\pi}{N} t (t-1) \right) (F_m(q))_{r,t}, \tag{76}
\]

where

\[
(F_m(q))_{r,t} = \begin{cases} \cos \left( \frac{\pi}{N} (1+2\delta) (2t - N - 1 + q) \right), & m_r = 0, \\ i \sin \left( \frac{\pi}{4N} (1+2\delta) (2t - N - 1 + q) \right), & m_r = 1. \end{cases} \tag{77}
\]

We can easily show that

\[
\Psi_m^{(oo)} \propto \frac{1}{\det(J_m(0))^{1/2}} \det(J_m(2) + \det(J_m(-2))) . \tag{78}
\]

This implies that the two states will be orthogonal if \( \delta = 0 \). (Recall that we are assuming \( |\delta| < 1/2 \).) This is exactly the case for which \( |\psi_{ee}\rangle \) describes the ground state of the critical ITF Hamiltonian \( H^{(5)} \).

We have checked numerically the action of this Hamiltonian on \( |\psi_{oo}(\delta = 0)\rangle \) for sizes up to \( N = 20 \) spins using a Lanczos algorithm. We found that it corresponds within machine precision to the first excited state of the even-parity sector of the critical ITF Hamiltonian \( H^{(5)} \). This is again a remarkable result given that the amplitudes are computed from CBs obtained at the infrared limit of the thermodynamic model.

These results reflect the relation between the finite-size study of the Ising spin chain and the operator content of the Ising CFT\(^{29,30}\). It is known that the spectrum of the even-parity sector of \( H^{(5)} \) with periodic boundary conditions corresponds to the Virasoro towers of both operators \( \mathbb{I} \) and \( \epsilon \). These are the primary operators of the full Ising CFT that are even under the internal \( \mathbb{Z}_2 \) symmetry. Starting from these states, we can in principle construct the full spectrum of the Hamiltonian by acting with the corresponding representation of the Virasoro algebra. These operators can be obtained on the lattice from the local Hamiltonian density\(^{29,30}\).

It is tempting to extend this construction to the odd-parity sector of the ITF spin chain. Finite-size scaling using periodic boundary conditions relate this sector to the Virasoro tower of \( H^{(0)} \). We tried the natural candidates obtained from (a) using a single fermion on the asymptotic states, both at \( z = 0, \infty \), so that the CFT degrees of freedom are traced out by \( \langle 0 \rangle \cdots \langle \chi \rangle \) or \( \langle \chi \rangle \cdots \langle 0 \rangle \); (b) using a pair of \( \sigma \) fields on the asymptotic states \( \langle \sigma \rangle \cdots \langle \sigma \rangle \). In both scenarios, the amplitudes obtained using configuration \( \{z\} \) for \( \delta = 0 \) contained complex amplitudes that cannot be factored to an overall phase. This implies that these states cannot be used naively to describe ground states of real Hamiltonians. Moreover, using \( \sigma \) for both asymptotic states can yield wave functions that are not translationally invariant even if the degrees of freedom are arranged uniformly on the circle. This suggests that there is a richer structure underlying the general framework that needs to be understood in further work.

XI. BCS STRUCTURE BEYOND OPE: GENERAL OBSERVATIONS

We have seen that the OPE expansion of the CBs yields many-body wave functions with a BCS structure, and that this remains true in the exact case for translationally invariant 1D configurations. One may wonder if this result still holds true for the exact CBs using an arbitrary configuration (assuming, of course, radial ordering). In order to check this, let us consider \( N = 4 \) spins described by \( |\psi_{ee}\rangle \). This provides the smallest system size in which a BCS wave function is non-trivial and it allows us to understand the problem in more detail.

First, consider a general BCS wave function for \( N = 4 \). If
we write it in full detail, we have
\[ |\psi_{\text{BCS}}\rangle \propto \left( 1 + \sum_{n,m} g_{nm} c_n^\dagger c_m + g_{1234} c_1^\dagger c_2^\dagger c_3^\dagger c_4^\dagger \right) |0\rangle_c, \]  
where we define for convenience
\[ g_{1234} = g_{12924} - g_{13924} + g_{14923}. \]  
Note that this definition relates explicitly to Wick theorem for fermions. If \(|\psi_{ee}\rangle\) does indeed describe a BCS state, we expect its amplitudes to fulfill this constraint.

In order to check this, let us write the operator matrix \((10)\) as (we omit the coordinates for simplicity)
\[ A^{(n)} = \left( \begin{array}{cc} V_{00} & c_{n}^\dagger V_{01} \\ c_{n} V_{10} & V_{11} \end{array} \right). \]  
Using this notation, it is easy to see that condition \((81)\) will be fulfilled for \(|\psi_{ee}\rangle\) if and only if (see Fig. (5))
\[ \langle V_{00}V_{00}V_{00}V_{00} \rangle \langle V_{01}V_{10}V_{01}V_{10} \rangle = \langle V_{01}V_{10}V_{00}V_{00} \rangle \langle V_{00}V_{01}V_{10}V_{10} \rangle - \langle V_{01}V_{11}V_{01}V_{10} \rangle \langle V_{00}V_{01}V_{11}V_{10} \rangle + \langle V_{01}V_{11}V_{11}V_{10} \rangle \langle V_{00}V_{01}V_{10}V_{00} \rangle. \]  
\[ \text{(82)} \]

Note first that this equation is trivially satisfied if all \(V_{ij}\) are numbers. Also, if we use the OPE approximation \((21)\), the equation reduces to the usual Wick theorem for free fermions. If we write this using the exact amplitudes in the pair-wise fusion basis, we get
\[ F_{0000}F_{1111} = F_{1100}F_{0011} - F_{1010}F_{0101} + F_{1001}F_{0110}. \]  
\[ \text{(84)} \]

\[ \text{FIG. 5. Graphical representation of equation } \text{(83)}. \]

We have checked numerically the condition for (radially ordered) random configurations using the exact CBs and they do indeed describe BCS wave functions. Unfortunately, we cannot provide a general proof even for such a small system size. One possible route is to expand the vertex operators using the full OPE expansion \((17)\). In that case, condition \((83)\) can be recast into a perturbative expression. Some subtleties regarding this approach are discussed in the Appendix D.

XII. 2D WAVE FUNCTIONS

So far, we have used coordinate configurations for the \(\sigma\) fields that are constrained to the unit circle on the complex plane. We now study 2D configurations, where the formalism for the construction of the wave function will be very similar. Unfortunately, we cannot use the same procedure we described in Appendix B to write the amplitudes using a determinant form such as \((47)\). This limits the system sizes we can consider numerically. However, we can get around this impasse by considering the OPE approximation we already discussed.

We will relate \(|\psi_{ee}\rangle\) for a 2D configuration to the weak pairing phase of the effective mean-field Hamiltonian that describes \(p + ip\) superconductivity \([1]\)
\[ H = \sum_k \left[ \xi_k c_k^\dagger c_k + \frac{1}{2} \left( \hat{\Delta}_k c_{-k}^\dagger c_k + h.c. \right) \right], \]  
\[ \text{(85)} \]

where
\[ \xi_k = \frac{1}{2m} k^2 - \mu, \quad \Delta_k = \hat{\Delta}(k_x - ik_y), \]  
\[ \text{(86)} \]

\(\mu\) is the chemical potential, and \(\hat{\Delta}\) is a constant defining the gap function. The (normalized) ground state of this theory is obtained by usual BCS methods and can be written as
\[ |gs\rangle = \prod_k \left( u_k + v_k c_k^\dagger c_{-k} \right) |0\rangle, \]  
\[ \text{(87)} \]

where the prime on the product indicates that each pair \((k, -k)\) appears only once, and \(u_k, v_k\) are the Bogoliubov functions obtained from the Bogoliubov-de Gennes (BdG) equations
\[ E_k u_k = \xi_k u_k - \Delta_k \varepsilon_k, \quad E_k v_k = -\xi_k v_k - \Delta_k v_k. \]  
\[ \text{(88)} \]

This reduces to
\[ E_k = \sqrt{\xi_k^2 + |\Delta_k|^2}, \]  
\[ |u_k|^2 = \frac{1}{2} \left( 1 + \frac{\xi_k}{E_k} \right), \quad |v_k|^2 = \frac{1}{2} \left( 1 - \frac{\xi_k}{E_k} \right). \]  
\[ \text{(89)} \]

The ground state can then be rewritten as
\[ |gs\rangle = \left( \prod_k |u_k|^2 \right) \exp \left( \frac{1}{2} \sum_k g_k c_k^\dagger c_{-k}^\dagger \right) |0\rangle, \]  
\[ \text{(90)} \]

where
\[ g_k = \frac{v_k}{u_k} = -\frac{E_k - \xi_k}{\Delta_k}. \]  
\[ \text{(91)} \]

(Note there is no restriction on \(k\), except maybe for \(k = 0\).) Using the fermionic statistics, the amplitudes of the ground state can be written as Pfaffians \((5)\) using the real-space pairing function
\[ g(r) = \frac{1}{N^2} \sum_k \epsilon_i^k r g_k. \]  
\[ \text{(92)} \]
If \( \mu > 0 \), the system will be in the so-called weak pairing phase.\(^{78}\) For small momenta we have \( c_k < 0 \) and

\[
g_k \sim -\frac{2\mu}{\Delta(k_x + ik_y)},
\]

(93)

The leading behavior of the real-space pairing function is given by (see Appendix E for details)

\[
g(r) \sim -\frac{2a^2\mu}{2\pi i\Delta} \frac{1}{x + iy},
\]

(94)

where \( a \) is the lattice spacing. Note that this analysis is done on a regular square lattice, assuming a very large system size. However, the leading singular term gives the qualitative infrared behavior that determines the phase of the system.
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FIG. 6. 2D configuration corresponding to 48 \( \sigma \) fields arranged on a cylinder with \( N_x = 6 \) and \( N_y = 4 \). We represent it on the plane according to the exponential map \( z \mapsto \exp(i\theta) \). For clarity, we label the 24 physical spins, each one obtained from a pair of \( \sigma \) fields. Using coordinates \((95)\), spins with equal \( y_n \) are located at the same radius.

Pairing function \((94)\) is similar to the one obtained from \( |\psi_{ee}\rangle \) using an OPE approximation \((26)\). This suggests that \( |\psi_{ee}\rangle \) can be related to the weak pairing phase of \((85)\) as long as the OPE regime yields a good approximation of the CBs. The set of distances between the \( \sigma \) fields can then be related to the chemical potential of the \( p + ip \) superconductor. We expect then that \( |\psi_{ee}\rangle \) can describe the topological weak pairing phase of \((85)\), which has been associated to the Moore-Read Pfaffian state in the fractional quantum Hall effect.\(^{23}\)

Based on the previous analysis, we focus now 2D spin systems on finite cylinders. The lattice will contain \( N_y \) spins along the longitudinal direction and \( N_x \) spins along the periodic one. We follow the analysis presented in Sect. V for the OPE approximation on the cylinder. We set \( z_n = \exp(i\theta_n) \) using the cylinder coordinates \((28)\), where \( \phi_n \) corresponds to the location of the \( n \)-th physical spin and \( \epsilon_n \) to the size of its reference pair. We parametrize them as (see Fig. (6))

\[
\phi_n = \frac{2\pi}{N_x} (x_n - iRy_n)
\]

(95)

where \( n = 1, \cdots, N_xN_y \) labels the spin sites, \( x_n \in \{1, \cdots, N_x\} \) and \( y_n \in \{1, \cdots, N_y\} \) are positive integers that define the lattice on the cylinder, and \( R \) is the anisotropy factor. (We will use a regular square lattice, so we set \( R = 1 \).) We also define the same separation for all reference pairs

\[
\epsilon_n = \frac{2\pi}{N_x}\epsilon.
\]

(96)

We can use complex values for \( \epsilon \), but the radial ordering leads to subtleties when we extrapolate to the exact regime. We will focus then on real values, noting that the OPE regime corresponds to \( 0 < \epsilon \ll 1 \).

Using this notation, the OPE pairing function becomes

\[
g_{nm} = \frac{\sin \left( \frac{\pi}{N_x}(x_n - x_m - iR(y_n - y_m)) \right)}{2\sin \left( \frac{\pi}{N_x}(x_n - x_m - iR(y_n - y_m)) \right)}. \]

(97)

Note that, for large values of \( N_x \), we can approximate this expression by a power law, so the leading singular term is similar to \((94)\).
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FIG. 7. Expected occupation per site for different values of \( \epsilon \) for a cylinder with \( N_x = N_y = 20 \). The layer \( y_n \) correspond to the longitudinal \( y \)-direction in the cylinder. Note that being periodic along the \( x \)-direction, the expectation value does not depend on \( x_n \).

In order to characterize these wave functions, we study the entanglement spectrum\(^{23}\) and the entanglement entropy obtained from the reduced density matrix \( \rho_{cyl} \) of half a cylinder (corresponding to all sites with \( y_n = 1, \cdots, \frac{N_y}{2} \)). Being a BCS state, we know that \( \rho_{cyl} \) can be written as

\[
\rho_{cyl} = \frac{1}{Z} \exp \left( \sum_m \lambda_m b_m^\dagger b_m \right),
\]

(98)

where \( \{b_m\} \) are fermionic modes and \( Z \) the normalization constant. In Appendix F, we describe a general algorithm to obtain both the spectrum \( \{\lambda_m\} \) and the fermionic modes from the pairing function \( g_{nm} \).

We compute the expected occupation per site for different values of \( \epsilon \) (see Fig. (7)). We see that the boundaries do not
We have presented a characterization of many-body states for lattice systems constructed from the CBs of the chiral Ising CFT. The basic feature of the construction is the use of pairs of \( \sigma \) fields to describe single localized spins. Writing these CBs using local vertex operators enables us to relate this formalism to usual matrix product states. This rewriting makes explicit the relation between the ancillary CFT degrees of freedom and the lattice fermionic modes.

We have provided evidence that states constructed from CBs using only \( \sigma \) fields can be written as BCS states. A partial proof of this fact can be obtained whenever an OPE approximation is valid. In this case, an explicit BCS form can be obtained using the local vertex operator formalism. In the case of translationally invariant 1D configurations, we can go beyond the approximation and write a full non-perturbative proof. This also allows us to obtain a whole family of quasi-local parent Hamiltonians that can be written as quadratic fermionic forms. They are closely related to the critical ITF Hamiltonian (55). In particular, we presented a proof that the ground state of the critical ITF Hamiltonian can be obtained exactly from this construction. The first excited state of the even-parity sector of this Hamiltonian can also be obtained using CBs with fermions in the asymptotic CFT states.

The OPE approximation can be used to study large 2D spin configurations. By placing the degrees of freedom on finite cylinders, we have related the states obtained from the CBs in the OPE regime to the weak pairing phase of the \( p + ip \) superconductor. This has been done via the entanglement spectrum obtained from the reduced density matrix of half of the cylinder.

Further work is needed to deepen the connection between CBs and the ground states of finite systems. In the case of the Ising CFT, this would mean a general proof that \( |\psi_{\mathrm{BCS}}\rangle \) describes a BCS wave function regardless of the coordinate configuration. A deeper understanding of the formalism may produce other physically relevant states, such as the ground state of the 1D odd parity sector of the ITF Hamiltonian, or vortices in 2D superconductors. In additional, generalizations to other rational CFTs, such as the Potts model or the \( \mathbb{Z}_n \) model (58,59) are worth studying. Due to the algebraic constraints, we expect those constructions to be related to anyon chains (58) or parafermions (59,60).
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\[
A(\{s_k\}) = \left( \prod_{j>i}^{N} \sin \left[ \frac{\pi}{N} \left( j - i + \frac{1 + 2\delta}{4}(s_j - s_i) \right) \right] \right) \left( \prod_{j>i}^{N} \sin \left[ \frac{\pi}{N} \left( j - i - \frac{1 + 2\delta}{4}(s_j - s_i) \right) \right] \right)^{1/2},
\]

for arbitrary real \( \alpha \), we can eliminate the square root in \( A(\{s_k\}) \) and lift the restriction on \( s_1 \) noting that

\[
\sum_{\{s_k\}} \tilde{\epsilon}_{ps} A(\{s_k\}) = \frac{1}{2} \sum_{\{s_k\}} \tilde{\epsilon}_{ps} A(\{s_k\}).
\]

Putting all the pieces together, we have

\[
\Psi_p = \frac{1}{N_0} \left( \sum_{\{s_k\}} \tilde{\epsilon}_{ps} A(\{s_k\}) \right)^{1/2},
\]

where

\[
A(\{s_k\}) = \prod_{j>i}^{N} \sin \left[ \frac{\pi}{N} \left( j - i + \frac{1 + 2\delta}{4}(s_j - s_i) \right) \right]
\]

and

\[
N_0^2 = 2\tilde{N}_0^2 = 2^N \left( \frac{N}{2^{N-1}} \right)^{N/2}.
\]

Note first that, using the identities

\[
\sum_{\sigma \in S_N} \text{sgn}(\sigma) \prod_{n=1}^{N} \alpha_n^{(\sigma(n)-1)} = \prod_{n>m}^{N} (\alpha_n - \alpha_m)
\]

and

\[
\sin \left( \frac{\theta_n - \theta_m}{2} \right) = \exp \left( -i \frac{\theta_n + \theta_m}{2} \right) \left( \frac{z_n - z_m}{2i} \right),
\]

we have

\[
A(\{s_k\}) = \prod_{j>i}^{N} \left[ \exp \left( -i \frac{\theta_j + \theta_i}{2} \right) \left( \frac{z_j - z_i}{2i} \right) \right]
\]

\[
= C_N \sum_{\sigma \in S_N} \text{sgn}(\sigma) \left( \prod_{j=1}^{N} a_{j,\sigma(j)} \right) \left( \prod_{j=1}^{N} b_{j,\sigma(j)} \right)
\]

(109)

where

\[
(V)_{r,t} = a_{r,t} = \exp \left( i \frac{\pi}{4N} (1 + 2\delta)(2t - N - 1) \right)
\]

(110)

defines a Vandermonde matrix,

\[
b_{r,t} = \exp \left( i \frac{\pi}{4N} s_r(1 + 2\delta)(2t - N - 1) \right)
\]

(111)

contains all the dependence on \( \{s_k\} \), and

\[
C_N = (2i)^{-N(N-1)/2} e^{-\frac{\pi}{2}(N^2 - 1)}
\]

(112)

Coming back to \( \Psi_p \), we can now sum over the auxiliary spins \( \{s_k\} \)

\[
\sum_{\{s_k\}} \tilde{\epsilon}_{ps} A(\{s_k\}) = C_N \sum_{\sigma \in S_N} \text{sgn}(\sigma) \prod_{j=1}^{N} a_{j,\sigma(j)} \left( \sum_{\{s_k\}} \tilde{\epsilon}_{ps} \prod_{j=1}^{N} b_{j,\sigma(j)} \right).
\]

(113)

We can perform the sum

\[
\sum_{\{s_k\}} \tilde{\epsilon}_{ps} \prod_{j=1}^{N} b_{j,\sigma(j)} = 2^N \prod_{j=1}^{N} f_{j,\sigma(j)}.
\]

(114)

where

\[
f_{r,t} = \begin{cases} 
\cos \left[ \frac{\pi}{4N} (1 + 2\delta)(2t - N - 1) \right], & m_r = 0, \\
i \sin \left[ \frac{\pi}{4N} (1 + 2\delta)(2t - N - 1) \right], & m_r = 1,
\end{cases}
\]

(115)

and we make use again of the pair-wise basis \( \mathbf{m} = (m_1, \ldots, m_N) \). In other words, we have a cosine whenever the \( r \)-th reference pair fuses to an identity and sine when it fuses to a fermion. We can now clean everything up. Note first that

\[
N_0^2 = 2\tilde{N}_0^2 = 2^N \left( \frac{\pi}{2N} (j - i) \right)
\]

(116)

\[
= 2^N C_N \sum_{\sigma \in S_N} \text{sgn}(\sigma) \prod_{j=1}^{N} a_{j,\sigma(j)}
\]

and

\[
\sin \left( \frac{\theta_n - \theta_m}{2} \right) = \exp \left( -i \frac{\theta_n + \theta_m}{2} \right) \left( \frac{z_n - z_m}{2i} \right),
\]

(108)

we have

\[
A(\{s_k\}) = \prod_{j>i}^{N} \left[ \exp \left( -i \frac{\theta_j + \theta_i}{2} \right) \left( \frac{z_j - z_i}{2i} \right) \right]
\]

\[
= C_N \sum_{\sigma \in S_N} \text{sgn}(\sigma) \left( \prod_{j=1}^{N} a_{j,\sigma(j)} \right) \left( \prod_{j=1}^{N} b_{j,\sigma(j)} \right)
\]

(109)
where $V$ is the Vandermonde matrix defined by $a_{r,t}$. If we define the matrix $F_m$ by the elements $f_{r,t}$, we have
\[
\Psi_m = \left( \frac{\det(F_m * V)}{\det(V)} \right)^{1/2},
\]
where $F_m * V$ is the Hadamard product
\[
(F_m * V)_{r,t} = a_{r,t} f_{r,t}.
\]

**APPENDIX B: BCS STATE FROM DETERMINANT FORM FOR 1D WAVE FUNCTIONS**

In order to show that the wave function amplitudes corresponding to a BCS state, we need to write them as Pfaffians obtained from a given pairing function. We will accomplish this by using the multilinearity of the determinant.

First, consider the matrix
\[
(U)_{r,t} = \frac{1}{\sqrt{N}} \exp \left( i \frac{2\pi}{N} \left( t - \frac{1}{2} \right) \right).
\]

It is easy to show that $U$ is a unitary matrix. Also, by multilinearity of the determinant,
\[
\psi_m^2 = \frac{\det(F_m * V)}{\det(V)} = \frac{\det(F_m * U)}{\det(U)}.
\]

Now, note that we can write
\[
\det(F_m * U) = C_N(\delta)^2 \det(H_m * U),
\]
where
\[
C_N(\delta)^2 = \prod_{m=1}^N \cos \left[ \frac{\pi}{4N} (1 + 2\delta) (2m - N - 1) \right],
\]
and $H_m$ is defined by matrix elements
\[
(H_m)_{r,t} = \begin{cases} 
1, & m_r = 0, \\
tan \left[ \frac{\pi}{4N} (1 + 2\delta) (2t - N - 1) \right], & m_r = 1.
\end{cases}
\]

We can further simplify this expression. If we define $M_m = (H_m * U)U^\dagger$ and
\[
g_r = (-1)^r \sum_{m=1}^N \tan \left[ \frac{\pi}{4N} (1 + 2\delta) (2m - N - 1) \right] e^{i\pi m_r}
\]
\[
= (-1)^r \sum_{k=0}^\infty \tan \left( \frac{k}{4} \right) \sin(k r),
\]
(124)

(using momenta $k$ as defined in 51), it is easy to see that
\[
(M_m)_{r,t} = \begin{cases} 
\delta_{r,t}, & m_r = 0, \\
g_{r-t}, & m_r = 1.
\end{cases}
\]

Note that $g_r$ is an anti-symmetric function. Taking into account that $\sum m_n = 2R$ is an even number, assume that the 1’s are located at positions $r(1) < \cdots < r(2R)$. In order to compute the determinant of $M_m$, note that
\[
\det(M_m) = \det(G_m)
\]
where
\[
(G_m)_{ij} = g_{r(i) - r(j)}.
\]

is the $2R \times 2R$ anti-symmetric matrix obtained from $M_m$ by keeping only the rows and columns corresponding to $r(1), \cdots, r(2R)$. Being anti-symmetric, note also that
\[
\det(G_m) = \text{Pf}^2(G_m).
\]

Summing up, we have
\[
\psi_m^2 = C_N(\delta)^2 \frac{\det(H_m * U)}{\det(U)}
\]
\[
= C_N(\delta)^2 \det(M_m)
\]
\[
= (C_N(\delta) \text{Pf}(G_m))^2.
\]

Given that this result holds for all $m$, we conclude that $|\psi\rangle = \sum_m \Psi_m |m\rangle$ corresponds to a BCS state defined by pairing function 124.

**APPENDIX C: FINDING THE 1D PARENT HAMILTONIANS**

Consider a family of Hamiltonian terms
\[
H_\alpha = \sum_{i_1, \cdots, i_k} h_{i_1, \cdots, i_k}^{(\alpha)}
\]
which can be either local or non-local. For convenience, we set $H_0 = 1$. Given a wavefunction $|\Psi\rangle$, we would like to find a linear superposition of these operators that will have $|\Psi\rangle$ as an eigenstate. In other words, we want to find coefficients $J_\alpha$ such that
\[
\left( \sum_\alpha J_\alpha H_\alpha \right) |\Psi\rangle = 0.
\]

In order to solve this, consider the matrix
\[
(M)^{\alpha\beta} = \langle \Psi | H_\alpha H_\beta | \Psi \rangle.
\]

It is easy to see that condition [131] will be satisfied for a certain set of coefficients $\{J_\alpha\}$ if and only if $M$ has a non-trivial kernel. (Note that $M$ is positive-definite.)

Going back to the Hamiltonian terms [64], we can use the JW transformation,
\[
\frac{\sigma_n^z}{2} = 1 - 2c_n^\dagger c_n,
\]
\[
\sigma_n^x = \prod_{m=1}^{n-1} (1 - 2c_m^\dagger c_m)(c_m^\dagger + c_m),
\]
\[
\sigma_n^y = i \prod_{m=1}^{n-1} (1 - 2c_m^\dagger c_m)(c_m^\dagger - c_m),
\]
\[
\sigma_n^z = \prod_{m=1}^{n-1} (1 - 2c_m^\dagger c_m)(c_m^\dagger - c_m),
\]
\[
\sigma_n^x = \prod_{m=1}^{n-1} (1 - 2c_m^\dagger c_m)(c_m^\dagger + c_m),
\]
\[
\sigma_n^y = i \prod_{m=1}^{n-1} (1 - 2c_m^\dagger c_m)(c_m^\dagger - c_m),
\]
\[
\sigma_n^z = 1 - 2c_n^\dagger c_n,
\]
\[
\sigma_n^x = \prod_{m=1}^{n-1} (1 - 2c_m^\dagger c_m)(c_m^\dagger + c_m),
\]
\[
\sigma_n^y = i \prod_{m=1}^{n-1} (1 - 2c_m^\dagger c_m)(c_m^\dagger - c_m),
\]
\[
\sigma_n^z = 1 - 2c_n^\dagger c_n,
\]
\[
\sigma_n^x = \prod_{m=1}^{n-1} (1 - 2c_m^\dagger c_m)(c_m^\dagger + c_m),
\]
\[
\sigma_n^y = i \prod_{m=1}^{n-1} (1 - 2c_m^\dagger c_m)(c_m^\dagger - c_m),
\]
to obtain

\[ Z \mapsto -\sum_n (1 - 2c_n^\dagger c_n), \]
\[ X_r \mapsto -\sum_n (c_n^\dagger - c_n)(c_{n+r}^\dagger + c_{n+r}), \]  
\[ Y_r \mapsto \sum_n (c_n^\dagger + c_n)(c_{n+r}^\dagger - c_{n+r}). \] (134)

We pick the convention for the JW transformation so that \([0]_c = |1\rangle \otimes |N\rangle_c\). Note that, for the even parity sector \([Q] = ([1]_n \sigma_n^z = 1\), we have antiperiodic boundary conditions for the fermions \(c_{N+m} = -c_m\).

It is illuminating to write these operators in terms of Majorana fermions

\[ a_{2n-1} = c_n + c_n^\dagger, \quad a_{2n} = \frac{c_n - c_n^\dagger}{i}. \] (135)

Antiperiodic boundary conditions on the fermions imply \(a_{2N+r} = -a_r\). In these variables, we have

\[ Z = i \sum_n a_{2n-1} a_{2n}, \]
\[ X_r = i \sum_n a_{2n} a_{2(n+r)-1}, \] (136)
\[ Y_r = -i \sum_n a_{2n-1} a_{2(n+r)}. \]

Now, let us consider the variational Hamiltonian family defined in \([68]\). Using the Majorana variables, we obtain

\[ \tilde{H}_1 = i \sum_n a_n a_{n+1}, \] (137)
\[ \tilde{H}_r = i \sum_n (-1)^n a_n a_{n+2(r-1)-1}, \]

with \(r = 2, \cdots, N/2 + 1\). The action of the KW transformation on the Majorana fermions is simply

\[ a_r \mapsto a_{r+1}, \] (138)

which acts as expected on the Hamiltonian family. Note that this action mimics the interpretation of the KW transformation as a consequence of the braiding of sigma fields as discussed in Ref.\([28]\).

The Hamiltonian family we have used is very similar to the conserved quantities of the Ising model, seen as an integrable model\([29]\). Those can be obtained from

\[ E_p = (-1)^p \frac{i}{2p} \sum_n a_n a_{n+p}. \] (139)

APPENDIX D: TOWARDS A GENERALIZED WICK THEOREM

The OPE of two \(\sigma\) fields is given by \([17]\). One can easily identify the fields \(\alpha(z)\) as the ones appearing in the fusion channel of the CVOs \(V_{00}\) and \(V_{0\chi}\), while the fields \(\beta(z)\) are the ones appearing in the CVOs \(V_{\chi\chi}\) and \(V_{\chi 0}\). This implies that \([83]\) holds provided the fields \(\alpha(z_1)\) and \(\beta(z_2)\) satisfy the relation

\[ \langle \alpha_1 \alpha_2 \alpha_3 \alpha_4 \rangle \langle \beta_1 \beta_2 \beta_3 \beta_4 \rangle = \langle \beta_1 \beta_2 \alpha_3 \alpha_4 \rangle \langle \alpha_1 \alpha_2 \beta_3 \beta_4 \rangle - \langle \beta_1 \alpha_2 \beta_3 \alpha_4 \rangle \langle \alpha_1 \beta_2 \alpha_3 \beta_4 \rangle + \langle \beta_1 \alpha_2 \beta_3 \alpha_4 \rangle \langle \alpha_1 \alpha_2 \beta_3 \beta_4 \rangle, \] (140)

where \(\alpha_i = \alpha(z_i)\) and \(\beta_i = \beta(z_i)\). This equation coincides with the standard Wick theorem if \(\alpha(z) = 1\) and \(\beta(z) = \chi(z)\). Let us provide other examples.

Suppose \(\alpha_1 = T(z_1)\) with \(T(z)\) the stress tensor\([14]\), \(\alpha_2 = \alpha_3 = \alpha_4 = 1\) and \(\beta_i = \chi(z_i)\). Using this, \([140]\) becomes

\[ \langle T_1 \rangle \langle T_1 \chi_2 \chi_3 \chi_4 \rangle = \langle \chi_1 \chi_2 \rangle \langle T_1 \chi_3 \chi_4 \rangle - \langle \chi_1 \chi_3 \rangle \langle T_1 \chi_2 \chi_4 \rangle + \langle \chi_1 \chi_4 \rangle \langle T_1 \chi_2 \chi_3 \rangle. \] (141)

The left hand side of the equation vanishes because on the plane \((T(z)) = 0\). To find \(\langle T_1 \rangle\), we use Ward identities\([11]\) to conclude

\[ \langle T(z_1) \chi(z_2) \chi(z_3) \rangle = \frac{z_{23}}{2z_{12}^2 z_{13}^2} . \] (142)

Plugging these equations into \([140]\) yields

\[ \frac{1}{z_{12}} \frac{z_{34}}{2z_{13}^2 z_{14}^2} - \frac{1}{z_{13}} \frac{z_{24}}{2z_{12}^2 z_{14}^2} + \frac{1}{z_{14}} \frac{1}{2z_{12}^2 z_{13}^2 z_{14}^2} = 0, \]

so that the condition is satisfied.

As a more elaborate example, choose \(\alpha_1 = 1, \beta_1 = L_{-n}\chi(z_1)\) with \(L_{-n}\) the mode operator of the stress tensor that belongs to the representation of the Virasoro algebra\([13]\) and \(\beta_i(z) = \chi(z_i)\) \((i = 2, 3, 4)\). Equation \([140]\) becomes

\[ \langle [L_{-n}\chi_1]\chi_2 \chi_3 \chi_4 \rangle = \langle [L_{-n}\chi_1]\chi_2 \rangle \langle \chi_3 \chi_4 \rangle - \langle [L_{-n}\chi_1]\chi_3 \rangle \langle \chi_2 \chi_4 \rangle + \langle [L_{-n}\chi_1]\chi_4 \rangle \langle \chi_2 \chi_3 \rangle, \] (144)

where

\[ L_{-n}\chi_1(z_1) = \oint_{z_1} d\zeta (\zeta - z_1)^{-n+1} T(\zeta) \chi(z_1), \quad n \geq 1 \] (145)

(We have suppressed the denominator \(2\pi i\) in the integral.) Equation \([140]\) can be written as

\[ \Omega_n = \oint_{z_1} d\zeta (\zeta - z_1)^{-n+1} f(\zeta, \{z_i\}) = 0, \] (146)
with
\[ f(\zeta, \{z_i\}) = \langle T(\xi)\chi_{12}\chi_{34}\rangle - \langle T(\xi)\chi_{12}\rangle \langle \chi_{34}\rangle \]
(147)
+ \langle T(\xi)\chi_{13}\rangle \langle \chi_{24}\rangle - \langle T(\xi)\chi_{13}\rangle \langle \chi_{24}\rangle .

We now use the familiar identity for general fields \(\phi_i\) with conformal weights \(h_i\),
\[ \left< T(\zeta) \prod_i \phi_i(z_i) \right> = \left< \sum_i \left( \frac{h_i}{(\zeta - z_i)^2} + \frac{1}{\zeta - z_i} \frac{\partial}{\partial z_i} \right) \prod_i \phi_i(z_i) \right> , \]
(148)
to find
\[ f(\zeta, \{z_i\}) = \left( \frac{\zeta - z_1}{(\zeta - z_2)(\zeta - z_3)(\zeta - z_4)} \right)^2 \frac{\zeta z_2 z_3 z_4}{2z_1 z_2 z_3 z_4} . \]
(149)
Hence, equation (146) becomes
\[ \Omega_n = \int_{z_1} d\zeta \left( \frac{\zeta - z_1}{(\zeta - z_2)(\zeta - z_3)(\zeta - z_4)} \right)^{n+1} \left( \frac{\zeta - z_1}{(\zeta - z_2)(\zeta - z_3)(\zeta - z_4)} \right)^{-n+3} \]
\[ = \int_{z_1} d\zeta \left( \frac{\zeta - z_1}{(\zeta - z_2)(\zeta - z_3)(\zeta - z_4)} \right)^2 = 0. \quad (n \geq 1) \]
(150)
This equation holds for \(n = 1, 2, 3\) but for \(n = 4\) one has
\[ \Omega_4 = \int_{z_1} d\zeta \left( \frac{\zeta - z_1}{(\zeta - z_2)(\zeta - z_3)(\zeta - z_4)} \right)^{-1} = \frac{1}{(z_1 z_2 z_3 z_4)^2} . \]
(151)
It seems that \(\Omega_n \neq 0\) for \(n \geq 4\). Hence in these cases (140) does not hold. What is the explanation of this fact?

The characters of the Verma modules \(\mathcal{V}_1\) and \(\mathcal{V}_\chi\) are given by
\[ \chi_0(q) = \text{Tr}_\mathcal{V}_1 q^{L_0-c/24} = q^{-\frac{1}{24}} (1 + q^2 + q^4 + 2q^6 + 3q^8 + \ldots) , \]
(152)
\[ \chi_1(q) = \text{Tr}_\mathcal{V}_1 q^{L_0-c/24} = q^{-\frac{1}{24}-\frac{1}{2}} (1 + q^2 + q^3 + 2q^4 + 2q^5 + \ldots) . \]
(153)
Notice that at level \(n = 4\) there are two states in the Majorana sector. As a matter of fact, the descendants we had considered above correspond to the derivatives of the field \(\chi(z)\),
\[ (L_{-n}\chi)(0) = \frac{n + 1}{2} \chi_{n-\frac{3}{2}} . \]
(154)
The conclusion is that equation (83) reduces to equation (140) only if the fields \(\alpha\) and \(\beta\) that appear in the OPE (17) are unique at a given level. Otherwise one has to consider all the fields appearing at the same level.

APPENDIX E: FOURIER TRANSFORM OF 2D PAIRING FUNCTION

If \(\mu > 0\), we have \(\xi_k > 0\) for small momenta and
\[ g_k \sim -\frac{2\mu}{\Delta(k_x + ik_y)} . \]
(155)
Let us try to fix the constants in the Fourier transform, at least in an asymptotic way. Taking \(L = aN\) to be the length of the systems (so that the total number of sites is \(N \times N\)), we can define
\[ k_x = \frac{2\pi(n - \frac{1}{2})}{aN}, \quad k_y = \frac{2\pi(m - \frac{1}{2})}{aN} , \]
(156)
where \(n, m = -N/2, -N/2 + 1 \ldots, N/2\). Using this, we have
\[ \frac{1}{N^2} \sum_{k_x, k_y} \exp \left[ i (k_xx + k_yy) \right] \frac{1}{k_x + ik_y} \]
\[ \rightarrow \frac{a^2}{(2\pi)^2} \int_{-\pi/a}^{\pi/a} dk_x \int_{-\pi/a}^{\pi/a} dk_y \exp \left[ i (k_xx + k_yy) \right] \frac{1}{k_x + ik_y} . \]
(157)
Here we need to be careful. We will both take the limit \(a \rightarrow 0\) and keep it explicitly in the prefactor. (This can be fixed by changing the normalization of the Fourier transform.) Note that for \(y > 0\)
\[ \int_{-\infty}^{\infty} dk_y \exp \left[ i (k_xx + k_yy) \right] \frac{1}{k_y - ik_x} = \Theta(k_x) \exp \left[ ik_x (x + iy) \right] . \]
(158)
Using this, we have
\[ g(r) \rightarrow \frac{2a^2 \mu}{2\pi i \Delta} \frac{1}{x + iy} . \]
(159)
For a fixed number of fermions, this corresponds to the Moore-Read state for the FQHE. In this phase, the ground-state of the \(p + ip\) conductor is then a grand-canonical state of fermions with this pairing.

APPENDIX F: BOGOLIUBOV TRANSFORMATION FROM A BCS PAIRING MATRIX

Let us consider a fermionic system with on-site creation operators \(c_i^\dagger, i \in \{1, \cdots, N\}\) and annihilation operators \(c_i\). We will adopt the following notation:
\[ \{c_i\}_{i=1}^{2N} = \{c_1, \cdots, c_N, c_1^\dagger, \cdots, c_N^\dagger\} . \]
(160)
Thus, creation and annihilation operators are bundled together. Let us consider a different set of creation and annihilation operators,
\[ \{b_i\}_{i=1}^{2N} = \{b_1, \cdots, b_N, b_1^\dagger, \cdots, b_N^\dagger\} \]
(161)
with $B_l = \sum_p M_{lp} C_p$. The linear transformation will be a Bogoliubov transformation if the $b_\dagger$ and $b$ are bona-fide creation and annihilation operators, with the expected anticommutation and adjoint relations. The first condition is that $M$ is unitary. If that is the case, the Bogoliubov matrix $M$ can be naturally split:

\[
\begin{pmatrix}
    b \\
    b_\dagger
\end{pmatrix} = \begin{pmatrix}
    D & E \\
    E^* & D^*
\end{pmatrix} \begin{pmatrix}
    c \\
    c_\dagger
\end{pmatrix},
\]

where $D$ and $E$ are $N \times N$ complex matrices, $D^*$ and $E^*$ are their complex conjugates (not Hermitian adjoints!) and they must fulfill

\[
DD_\dagger + EE_\dagger = 1, \quad DE^T + ED^T = 0
\]

so that matrix $M$ will be unitary. Notice that $A^\dagger$ is the Hermitian adjoint, and $A^T$ is merely the transpose.

In our case, the BCS state is defined via the pairing function $g_{ij}$, which is anti-symmetric, $g_{ij} = -g_{ji}$,

\[
|\Psi\rangle = \exp \left( \sum_{ij} g_{ij} c_i^\dagger c_j^\dagger \right) |0\rangle_c \equiv \exp(P) |0\rangle_c
\]

where the last relation defines the pairing operator $P$. This state is the vacuum of a certain Bogoliubov set of operators, $\{B_l\}_{l=1}^N = \{b_1^\dagger, \ldots, b_N^\dagger, b_1, \ldots, b_N\}$, which means that

\[
b_k |\Psi\rangle = 0, \quad k \in \{1, \ldots, N\}. \tag{165}
\]

Let us impose that condition in order to find the Bogoliubov transformation $M$. By definition,

\[
b_k = \sum_i D_{ki} c_i + E_{ki} c_i^\dagger, \tag{166}
\]

so our condition becomes

\[
0 = b_k \exp(P) |0\rangle = (\exp(P)b_k + [b_k, \exp(P)]) |0\rangle. \tag{167}
\]

Remember that $b_k$ can be expanded as a linear combination of $c_i$ and $c_i^\dagger$. Using

\[
[c_i, f(c_j, c_j^\dagger)] = \frac{\partial f}{\partial c_j^\dagger}, \tag{168}
\]

we find that

\[
[c_i, \exp(P)] = \exp(P) \left( \sum_j g_{ij} c_j^\dagger \right). \tag{169}
\]

Of course, $c_i^\dagger$ commutes with $\exp(P)$. Thus, the annihilation condition becomes

\[
\exp(P) \left\{ \sum_i D_{ki} c_i + \sum_{ij} D_{kj} g_{ij} c_j^\dagger + \sum_i E_{ki} c_i^\dagger \right\} |0\rangle = 0.
\]

which implies the following relation between $D$, $E$ and $g$:

\[
\sum_i D_{ki} g_{ij} + E_{kj} = 0. \tag{171}
\]

Thus, in order to find the Bogoliubov transformation given the pairing matrix $g$, we have to solve the following matrix equations:

\[
\begin{align*}
    Dg + E &= 0, \\
    DD_\dagger + EE_\dagger &= 1, \\
    DE^T + ED^T &= 0,
\end{align*}
\]

From the first equation we get $E = -Dg$, which when inserted into the third equation yields $D(g^T + g)D = 0$. But this relation is trivial due to the antisymmetry of $g$. Then, the only non-trivial equation becomes

\[
D (1 + gg^T) D_\dagger = 1. \tag{173}
\]

This equation can be easily solved in the eigenbasis of $1 + gg^T$, which is self-adjoint and positive-definite.
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