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Abstract

This paper considers a constrained optimal impulse control problem of dynamical systems generated by a flow. Under quite general and natural conditions, we prove the existence of an optimal stationary policy. This is done by making use of the tools of Markov decision processes. Two linear programming approaches are established and justified. In absence of constraints, we show that these two linear programming approaches are dual to the dynamic programming method with the optimality equations in the integral and differential form, respectively.
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1 Introduction

Impulse control of dynamical systems attracts attention of many researchers, see [2, 6, 13, 14, 17] to mention the most relevant and the most recent works. The underlying system can be described in terms of an ordinary differential equation [2, 6, 13, 14], or by a fixed flow in an abstract Borel space [17]. Impulse/intervention means the instantaneous change of the state of the system. In all the cited works, the target was to optimize the single objective functional, usually having the shape of the integral with respect to time of the running cost and the impulse costs. The popular method of attack to such problems is dynamic programming [2, 17]; in [13, 14], versions of the Pontryagin maximum principle were used.

The impulse control problem considered in this paper can be described as follows. In the absence of impulses, the dynamical system evolves according to \( \phi(x_0, t) \), where \( x_0 \in X \) is a fixed initial state, \( X \) is a Borel space, and \( \phi \) is a (measurable) mapping from \( X \times [0, \infty) \) to \( X \) such that \( \phi(x, 0) = x \) and \( \phi(x, t + s) = \phi(\phi(x, t), s) \) for each \( x \in X \) and \( s, t \geq 0 \). The latter property is called the semigroup property, and the mapping \( \phi \) is also often referred to as a flow. If an impulse \( a \in A \), with \( A \) being a Borel space, is applied when the system state is \( x \), then it instantaneously results in a post-impulse state given by \( l(x, a) \), where \( l \) is a (measurable) mapping from \( X \times A \) to \( X \). There are \( J+1 \in \{1, 2, \ldots, \} \) objective functionals corresponding to the pairs of functions \( \{C_g^j, C_I^j\}_{j=0}^J \), where \( C_g^j(x) \) is the running cost rate at the state \( x \in X \), and \( C_I^j(x, a) \) is the cost incurred when the impulse \( a \in A \) is applied at the state \( x \in X \). The \( j \)th objective function is obtained as the sum of total impulse cost and running cost over the infinite time horizon \([0, \infty)\) with respect to the pair \( \{C_g^j, C_I^j\} \). The decision maker decides
when to apply impulses and what impulses to select so as to minimize one objective function subject to the constraints that the other cost functions are not too big. The more detailed formulation of the concerned impulse control problem is given in Section 2.

We would view the consecutive occasions of applying an impulse as a sequence of decision epochs. More precisely, the first decision epoch occurs at the initial time 0, where the decision maker selects a pair \((t, a) \in [0, \infty) \times A\), where \(t\) is the time to wait until an impulse is applied, and the impulse to be applied then is \(a\). Then the next decision epoch occurs at \(t\) after this impulse is applied, where decision maker selects another pair, and so on. In this way, the impulse control problem can be viewed as an MDP (Markov Decision Process) with the action space \([0, \infty) \times A\), and investigated using the tools of MDPs. For impulse control problems, which are with a single objective and thus unconstrained, this method was pursued in [17], where the dynamic programming equations, both in the integral form and in a very general differential form, were established and discussed in detail.

In this paper, we consider the impulse control problem of dynamical systems with multiple objectives. For optimal control problems with functional constraints, dynamic programming is not convenient, and another method, the convex analytic approach, also known as the linear programming approach, proved to be effective, e.g., for MDPs, see [9, 16]. In a nutshell, this approach, if justified, reduces the original optimal control problem to a linear program with the same (optimal) value, and one can retrieve an optimal control policy for the original problem from an optimal solution to the induced linear program. For impulse control problem of dynamical systems, to the best of our knowledge, the only work concerned with this method is [6], which dealt with an unconstrained problem for a specific model, and obtained partial results mostly related to the second linear programming approach in our paper. Moreover, the generalization of the results in [6] to the constrained case was problematic. More detailed discussions and comparisons with [6] are given below.

The key step in establishing the induced linear program is in the investigations of the so-called occupation measures and their characterizations. There are two possible definitions of occupation measures for the impulse control problem considered in this paper. The first possible definition comes from the occupation measures of the MDP corresponding to the impulse control problem. Based on results in the recent work [9] for MDPs, we establish a linear programming approach for the impulse control problem, and obtain, under very general and natural conditions, the existence of an optimal (possibly randomized) stationary policy. This linear programming approach will be referred to as the first because it is based on the first definition of occupation measures. Here the problematic issue is that while the MDP model in [9] is required to be semicontinuous, the induced MDP from our impulse control problem does not have a continuous transition kernel. To get over this difficulty, we use the following trick: the state space can be extended in such a way that one can introduce a suitable topology on it, with respect to which, the resulting MDP model becomes semicontinuous. (In fact, this trick also facilitates the development of our second linear programming approach.) This is the first contribution of this paper.

The first linear programming approach seems not considered in the previous literature. In case of a single objective, we show that this method is related (and dual) to the dynamic programming equation in the integral form. In this connection, the second possible definition of occupation measures, which we call the aggregated occupation measures, is in some sense dual to the dynamic programming equation in the differential form. It turns out that the task of establishing the linear programming approach based on aggregated occupation measures is far not simple and much more challenging as compared to that of the first linear programming approach, because at least to say, now one does not have tools from MDPs for it. The second and major contribution of this work lies in establishing and justifying the second linear programming approach.

In terms of the previous literature, the second linear program is most closely related to, albeit different from the one formulated in the interesting work [5], where a specific impulse control problem with a single objective in a different setup was considered, and only partial results were obtained.
To get an idea of our second linear program and its relation with the one that follows from the idea of [6], let us consider and describe roughly the following simple but non-trivial optimal impulse control problem with a single objective in the state space $[x_0, \infty] \subseteq (-\infty, \infty)$:

$$
\begin{align*}
\frac{dx}{dt} &= f(x)dt + dw(t), \quad x(0) = x_0; \\
V(w) &= \int_0^\infty h(x(t))dt + \int_0^\infty dw(t) \to \inf_w
\end{align*}
$$

(1)

where $x_0$ is a fixed initial state,

$$
w(t) := \sum_{j=1}^{\infty} \left( \sum_{i=1}^{j-1} a_i \right) I\{T_{j-1} \leq t < T_j\};
$$

and the impulse control strategy $w$, represented by $\{T_j, a_j\}_{j=1}^\infty$ with $a_j \in A = [a, \overline{a}]$ for some finite constants $a, \overline{a}$, can be arbitrary. The measurable functions $f > 0$ and $h > 0$ are assumed to be smooth and regular enough, such that $\int_0^\infty h(x(t))dt$ is well defined and finite for all $w$. (This is the case when e.g., as $x \to \infty$, $h(x)$ approaches zero rapidly enough, and the function $f$ is separated from zero.)

Although the work [6] is about the finite horizon $[0, T]$, their constructions can be generalized for the infinite horizon $[0, \infty)$. Namely, the following linear program on the space of the so called occupation measures $\mu$ and $\omega$ can be formulated for problem (1):

$$
\begin{align*}
V_M(\mu, \omega) &= \int_{[x_0, \infty)} h(y)\mu(dy) + \int_{[x_0, \infty)} \omega(dy) \to \inf_{\mu, \omega} \\
\text{subject to} \\
0 &= v(x_0) + \int_{[x_0, \infty)} \frac{dv(y)}{dy}f(y)\mu(dy) + \int_{[x_0, \infty)} \frac{dv(y)}{dy}\omega(dy),
\end{align*}
$$

(2)

where the constraints must be satisfied by all test functions $v$, which are continuously differentiable on $[x_0, \infty)$ and $\lim_{y \to \infty} v(y) = 0$. Here $\mu$ is $\sigma$-finite and $\omega$ is finite. For the case of a finite horizon, the version of this linear program was formulated in [6]. However, it was left as an open problem whether the optimal value of this linear program coincides with the value of the original impulse control problem.

Next, let us formulate our second linear program for problem (1). To this end, some notations are needed. Let us introduce

$$
V^c = \{x = (y, t) : y \in [x_0, \infty), \ t \in [0, D(y)]\},
$$

which is the extended state space, which includes the time elapsed since the previous impulse; $D(y)$ comes from the relations

$$
dz = f(z) \ dt; \ z(0) = x_0; \ z(D(y)) = y.
$$

Note that if $z(0) \in [x_0, \infty)$, then $z(t) = y$ implies that $t$ cannot be bigger than $D(y)$. Moreover, in terms of the notations in this paper, $A = [a, \overline{a}]$ is the action (impulse) space, and $l((y, t), a) = (y+a, 0)$. Now, our second linear program for problem (1), which is in the space of aggregated occupation measures $\eta$ on $V^c \times (A \cup \{\square\})$ can be written as follows:

$$
\begin{align*}
V(\eta) &= \int_{V^c} h(y)\eta(dy \times dt \times \square) + \int_{V^c \times A} a \eta(dx \times da) \to \inf_\eta \\
\text{subject to} \\
0 &= w(x_0) + \int_{V^c} \chi w(x)\eta(dx \times \square) + \int_{V^c \times A} [w(y+a, 0) - w(y, t)]\eta(dy \times dt \times da),
\end{align*}
$$

(3)
where the test functions $w(x) = w(y, t)$ are measurable, bounded and absolutely continuous along the two-dimensional flow $\Phi$: on $[x_0, \infty)$ we have the flow $\phi$ generated by the differential equation $dz = f(z) \, dt$, and on the time scale $[0, \infty)$ the flow is trivial: $\phi^{\text{time}}(s, t) = s + t$. Moreover, $\lim_{t \to \infty} w(\Phi(x, t)) = 0$, and the functions $w$ are either negative and increasing, or positive and decreasing along the flow $\Phi$. $\chi w$ is the “derivative” of $w$ along the flow $\Phi$: $w(\Phi(x, t)) = w(x) + \int_{[0,t]} \chi w(\Phi(x, s)) \, ds$.

Trivial calculations show that all the corresponding expressions in (2) and (3) coincide for the common test functions. Those are continuously differentiable functions $v(y)$ on $[x_0, \infty)$, monotonically increasing or decreasing, and such that $\lim_{y \to \infty} v(y) = 0$. The correspondence between the measures $(\omega, \mu)$ and $\eta$ is as follows:

$$\omega(\Gamma) = \int_{\Gamma} \left[ \int_{V^c \times A} I\{y < z < y + a\} \eta(dy \times dt \times da) \right] \, dz;$$

$$\mu(\Gamma) = \int_{(\Gamma \times [0,\infty)) \cap V^c} \eta(dx \times \square), \quad \Gamma \in B([x_0, \infty)).$$

This indicates the relation between our second linear program with the one that would follow from the idea in (6). However, what was not obtained in (6), we established the equivalence between problems (4) and (5), in the sense that the minimal values of the objectives coincide, and indicated how to obtain an optimal policy for problem (4) from an optimal solution to problem (5). See Corollary 5.1 below for more details. It seems that for impulse control problems of dynamical systems, this challenging issue is dealt with for the first time in the present paper.

Besides, the underlying dynamical systems in this paper are more general than in (6). For example, we deal with more general objective functions: in (6), they were affine in the (impulse) controls. Moreover, our impulses lead to the new state $l(x, a)$, which is not necessarily equal to $x + a$ as compared to (6); and so on. But the main difference is that here we consider multiple objectives by incorporating into problem (4) functional constraints of the type

$$V_j(w) = \int_0^\infty h_j(x(t)) \, dt + \int_0^\infty g_j \, dw(t) \leq d_j, \quad j = 1, 2, \ldots, J.$$
open interval \((a, \infty)\). Expressions like “positive, negative, increasing, decreasing” are understood in the non-strict sense, like “nonnegative” etc. For \(I \subset \mathbb{R}, \tau \in \mathbb{R}, \tau + I := \{\tau + x : x \in I\}\) is the shifted set. \(\mathbb{I}\{\cdot\}\) is the indicator function; \(\delta_y(dx)\) is the Dirac measure at the point \(y\). For \(b, c \in [-\infty, +\infty], b^+ := \max\{b, 0\}, b^- := -\min\{b, 0\}, b \land c := \min\{b, c\}, b \lor c := \max\{b, c\}\).

## 2 Problem Statement

We will deal with a control model defined through the following elements.

- \(X\) is the state space, which is a Borel space, i.e., a topological space homeomorphic to a Borel subset, endowed with the restricted topology, of a complete separable metrizable (i.e., Polish) space. See [3, Chap.7].
- \(\phi(\cdot, \cdot) : X \times \mathbb{R}_+^0 \to X\) is the measurable flow possessing the semigroup property \(\phi(x, t + s) = \phi(\phi(x, s), t)\) for all \(x \in X\) and \((t, s) \in (\mathbb{R}_+^0)^2\); \(\phi(x, 0) = x\) for all \(x \in X\). Between the impulses, the state changes according to the flow.
- \(A\) is the action space, again a Borel subset of a complete separable metric space with metric \(\rho_A\) and the Borel \(\sigma\)-algebra.
- \(l(\cdot, \cdot) : X \times A \to X\) is the mapping describing the new state after the corresponding action/impulse is applied.
- For each \(j = 0, 1, \ldots, J\), where and below \(J\) is a fixed natural number, \(C_j^g(\cdot) : X \to \mathbb{R}_+^0\) is a (gradual) cost rate.
- For each \(j = 0, 1, \ldots, J\), \(C_j^I(\cdot, \cdot) : X \times A \to \mathbb{R}_+^0\) is a cost function associated with the actions/impulses applied in the corresponding states.

All the mappings \(\phi, l, \{C_j^g\}_{j=0}^J\) and \(\{C_j^I\}_{j=0}^J\) are assumed to be measurable.

Let \(X_\Delta = X \cup \{\Delta\}\), where \(\Delta\) is an isolated artificial point describing the case that the controlled process is over and no future costs will appear. The dynamics (trajectory) of the system can be represented as one of the following sequences

\[
x_0 \to (\theta_1, a_1) \to x_1 \to (\theta_2, a_2) \to \ldots; \quad \theta_i < +\infty \text{ for all } i \in \mathbb{N},
\]

or

\[
x_0 \to (\theta_1, a_1) \to \ldots \to x_n \to (+\infty, a_{n+1}) \to \Delta \to (\theta_{n+2}, a_{n+2}) \to \Delta \to \ldots,
\]

where \(x_0 \in X\) is the initial state of the controlled process and \(\theta_i < +\infty\) for all \(i = 1, 2, \ldots, n\). For the state \(x_{i-1} \in X, i \in \mathbb{N}\), the pair \((\theta_i, a_i) \in \mathbb{R}_+^0 \times A\) is the control at the step \(i\): after \(\theta_i\) time units, the impulsive action \(a_i\) will be applied leading to the new state

\[
x_i = \begin{cases} l(\phi(x_{i-1}, \theta_i), a_i), & \text{if } \theta_i < +\infty; \\ \Delta, & \text{if } \theta_i = +\infty. \end{cases}
\]

The state \(\Delta\) will appear forever, after it appeared for the first time, i.e., it is absorbing.

After each impulsive action, if \(\theta_1, \theta_2, \ldots, \theta_{i-1} < +\infty\), the decision maker has in hand complete information about the history, that is, the sequence

\[
x_0, (\theta_1, a_1), x_1, \ldots, (\theta_{i-1}, a_{i-1}), x_{i-1}.
\]

The next control \((\theta_i, a_i)\) is based on this information and we allow the pair \((\theta_i, a_i)\) to be randomized.
For each $j = 0, 1, \ldots, J$, the cost on the coming interval of the length $\theta_i$ equals
\[ C_j^\delta(\phi(x_{i-1}, u))du + I\{\theta_i < +\infty\} C_j^\delta(\phi(x_{i-1}, \theta_i), a_i), \]
the last term being absent if $\theta_i = +\infty$. The next state $x_i$ is given by formula (5).

In the space of all the trajectories \[8\]
\[ \Omega = \bigcup_{n=1}^\infty [X \times (([0,1) \times A) \times X]^n \times \{\{t \leq \ell\} \times (\mathbb{R}_+ \times A) \times \{\ell\})^\infty] \]
we fix the natural $\sigma$-algebra $\mathcal{F}$. Finite sequences
\[ h_i = (x_0, (\theta_1, a_1), x_1, (\theta_2, a_2), \ldots, x_i) \]
will be called (finite) histories; $i = 0, 1, 2, \ldots$, and the space of all such histories will be denoted as $H_i$; $\mathcal{F}_i := \mathcal{B}(H_i)$ is the restriction of $\mathcal{F}$ to $H_i$. Capital letters $X_i, T_i, \Theta_i, A_i$ and $H_i$ denote the corresponding functions of $\omega \in \Omega$, i.e., random elements.

**Definition 2.1** A control strategy $\pi = \{\pi_i\}_{i=1}^\infty$ is a sequence of stochastic kernels $\pi_i$ on $[0,1) \times A$ given $H_{i-1}$. A (non-stationary) Markov strategy is defined by stochastic kernels $\{\pi_n(d\theta \times da|x_{n-1})\}_{n=1}^\infty$.

A control strategy is called stationary, and denoted as $\bar{\pi}$, if there is a stochastic kernel $\bar{\pi}$ on $[0,1) \times A$ given $X$ such that $\pi_n(d\theta \times da|x_{n-1}) = \bar{\pi}(d\theta \times da|x_i)$ for all $i = 1, 2, \ldots$. A control strategy is called stationary deterministic and denoted as $(\varphi_0, \varphi_a)$, if, for all $i = 1, 2, \ldots$, $\pi_i(d\theta \times da|h_{i-1}) = \delta_{\varphi_0(x_{i-1})}(d\theta)\delta_{\varphi_a(x_{i-1})}(da)$, where $\varphi_0: X_\Delta \rightarrow \mathbb{R}_+$ and $\varphi_a: X_\Delta \rightarrow A$ are measurable mappings.

If the initial distribution $\nu$ on $X$ and a strategy $\pi$ are fixed, then there is a unique probability measure $P_{\nu}^\pi(\cdot)$ on $\Omega$ satisfying the following conditions:
\[ P_{\nu}^\pi(X_0 \in \Gamma_X) = \nu(\Gamma_X) \]
for all $\Gamma_X \in \mathcal{B}(X_\Delta)$, for all $i \in \mathbb{N}$, $\Gamma \in \mathcal{B}(\mathbb{R}_+ \times A)$, $\Gamma_X \in \mathcal{B}(X_\Delta)$,
\[ P_{\nu}^\pi((\Theta_i, A_i) \in \Gamma|H_{i-1}) = \pi_i(\Gamma|H_{i-1}); \]
\[ P_{\nu}^\pi(X_i \in \Gamma_X|H_{i-1}, (\Theta_i, A_i)) = \left\{ \begin{array}{ll} \delta_{\phi(X_{i-1}, \Theta_i), A_i}(\Gamma_X), & \text{if } X_{i-1} \in X, \Theta_i < +\infty; \\ \delta_{\Delta}(\Gamma_X), & \text{otherwise} \end{array} \right. \]
For details, see the Ionescu-Tulcea Theorem [3, Prop.7.28]. When the initial distribution $\nu$ on $X$ is a Dirac measure concentrated on a singleton, say $\{x_0\}$, we write $P_{\nu}^\pi$ as $P_{x_0}^\pi$. The mathematical expectation with respect to $P_{\nu}^\pi$ and $P_{x_0}^\pi$ is denoted as $E_{\nu}^\pi$ and $E_{x_0}^\pi$, respectively.

Let us introduce the notation
\[ V_j(\nu, \pi) := E_{\nu}^\pi \left[ \sum_{i=1}^\infty I\{X_{i-1} \neq \Delta\} \int_{(0,\Theta_i)} C_j^\delta(\phi(X_{i-1}, u))du + I\{\Theta_i < +\infty\} C_j^\delta(\phi(X_{i-1}, \Theta_i), A_i) \right] \]
for each initial distribution $\nu$, strategy $\pi$ and $j = 0, 1, \ldots, J$. Again, when $\nu = \delta_{x_0}$, we write $V_j(x_0, \pi)$ for $V_j(\nu, \pi)$.

The constrained optimal control problem under study is the following one:
\[ \text{Minimize with respect to } \pi \quad V_0(x_0, \pi) \]
\[ \text{subject to } \quad V_j(x_0, \pi) \leq d_j, \quad j = 1, 2, \ldots, J. \]

Here and below, we take $x_0 \in X$ as a fixed point, and $\{d_j\}_{j=1}^J$ as fixed constraint constants.

**Definition 2.2** A strategy $\pi$ is called feasible if it satisfies all the constraint inequalities in problem [8]. A feasible strategy $\pi^*$ is called optimal if, for all feasible strategies $\pi$, $V_0(x_0, \pi^*) \leq V_0(x_0, \pi)$. 
3 MDP Approach and the First Linear Programming Method

In this section, by using the relevant results of MDPs, we show the existence of a stationary optimal strategy for the impulsive control problem (8) and justify the first linear programming method for it, see linear program (15)-(18).

Clearly, the control model presented in Section 2, from the formal viewpoint, is a specific constrained MDP, which is defined by the following elements. The state space is

\[ X_{\Delta} := X \cup \{\Delta\}, \]

where the state \( \Delta \notin X \) is an isolated point. The action space is

\[ B := \mathbb{R}_0^+ \times A, \]

which is endowed with the product topology and the corresponding Borel \( \sigma \)-algebra. The transition kernel is defined by

\[
Q(dy|x, (\theta, a)) := \begin{cases} 
\delta_{l(\phi(x, \theta), a)}(dy), & \text{if } x \neq \Delta, \ \theta \neq +\infty; \\
\delta_{\Delta}(dy), & \text{otherwise},
\end{cases}
\]

The cost functions are given by

\[
\tilde{C}_j(x, (\theta, a)) = \mathbb{I}\{x \neq \Delta\} \left\{ \int_{[0, \theta]} C^g_j(\phi(x, u))du + \mathbb{I}\{\theta < +\infty\}C^I_j(\phi(x, \theta), a) \right\}, \quad j = 0, 1, \ldots, J,
\]

and the constraint constants are denoted by \( d_j \in \mathbb{R}_0^+, \ j = 1, 2, \ldots, J \). Here \( J \) is the number of constraints.

The first statement concerns the solvability of problem (8). Regarding this, it is a trivial situation if either problem (8) has no feasible strategy: in that case problem (8) is not solvable; or all the feasible strategies \( \pi \) are with infinite value, i.e., \( V_0(x_0, \pi) = \infty \): in that case any feasible strategy is optimal.

We therefore assume the following regarding the consistency of problem (8).

**Condition 3.1** There exists some feasible strategy \( \pi \) such that \( V_0(x_0, \pi) < \infty \).

We also need to assume the following compactness-continuity conditions for the solvability of problem (8), under which, we actually show the existence of a stationary optimal strategy, and develop the linear programming approach for obtaining it.

**Condition 3.2**

(a) The space \( A \) is compact, and \( +\infty \) is the one-point compactification of the positive real line \( \mathbb{R}_0^+ \).

(b) The mapping \( (x, a) \in X \times A \rightarrow l(x, a) \) is continuous.

(c) The mapping \( (x, \theta) \in X \times \mathbb{R}_0^+ \rightarrow \phi(x, \theta) \) is continuous.

(d) For each \( j = 0, 1, \ldots, J \), the function \( (x, a) \in X \times A \rightarrow C^l_j(x, a) \) is lower semicontinuous.

(e) For each \( j = 0, 1, \ldots, J \), the function \( x \in X \rightarrow C^g_j(x) \) is lower semicontinuous.

**Theorem 3.1** Suppose Conditions 3.1 and 3.2 are satisfied. Then there exists an optimal stationary strategy for problem (8).
According to [9, Thm.4.1], for a constrained total cost MDP with Borel state space \( X_\Delta \), Borel action space \( B \), transition probability \( Q \), and positive cost functions \( \{\tilde{C}_j\}_{j=0}^J \), if the model is semicontinuous, then, provided that there exists a feasible strategy with finite value, there is an optimal stationary strategy. Here the model is called semicontinuous if its action space \( B \) is compact, \( \{\tilde{C}_j\}_{j=0}^J \) are all lower semicontinuous, and \( Q \) is continuous, i.e., for each bounded continuous function \( f \) on \( X_\Delta \), 
\[
\int_{X_\Delta} f(y)Q(dy|x,a) \quad \text{is continuous on} \quad X_\Delta \times B.
\]

Since problem (8) can be formulated as such an MDP problem, the statement of the current theorem would follow from [9, Thm.4.1], if the corresponding MDP model described earlier in this subsection is semicontinuous. However, for this MDP, while its action space \( B \) is compact, and its cost functions are lower semicontinuous (as verified in the proof of [17, Thm.1]), its transition probability \( Q \) is in general not continuous, because, if \( x \neq \Delta \), \( \theta_n \in \mathbb{R}_+^0 \) and \( \theta_n \to +\infty \) then the transition probabilities \( Q(dy|x,(\theta_n,a)) \) do not converge to \( \delta_\Delta(dy) \) in the standard weak topology on the space of Borel probability measures on \( X_\Delta \) (generated by bounded continuous functions). Although the conditions in [9] are not all satisfied, some relevant results survive, by checking the proofs therein. Below in the proof of the above theorem, we firstly state the corresponding versions of those results, and then show the existence of an optimal strategy for problem (8) by considering an auxiliary MDP model, which is semicontinuous whereas the original MDP model is not.

**Proof of Theorem 5.1.** The proof proceeds in the following two steps. Firstly, we explain that if there is an optimal strategy for the MDP problem (8), then there is an optimal stationary strategy for it. Secondly, the existence of an optimal strategy for the MDP problem (8) is shown by considering an auxiliary MDP.

Consider the MDP for problem (8). We shall often refer to this MDP as the original model, since we will introduce another auxiliary MDP model below. For each strategy \( \pi \), define its occupation measure (in the original MDP model) \( \mu^\pi \) on \( X_\Delta \times B \) by

\[
\mu^\pi(\Gamma_1 \times \Gamma_2) := E_{x_0}^{\pi} \left[ \sum_{n=0}^\infty \mathbb{1}(\{X_n, B_{n+1}\} \in \Gamma_1 \times \Gamma_2) \right], \quad \forall \Gamma_1 \in B(X_\Delta), \Gamma_2 \in B(B). \tag{9}
\]

Now \( V_j(x_0, \pi) = \int_{X_\Delta \times B} \tilde{C}_j(x,b) \mu^\pi(dx \times db) \).

For each feasible strategy \( \pi \), its occupation measure \( \mu^\pi = \mu \) is feasible in the following linear program:

Minimize over all measures \( \mu \) on \( X_\Delta \times B \) :  

\[
\int_{X_\Delta \times B} \tilde{C}_0(x,b) \mu(dx \times db) \tag{10}
\]

subject to :  

\[
\mu(dx \times B) = \delta_{x_0}(dx) + \int_{X_\Delta \times B} Q(dx|y,b) \mu(dy \times db); 
\]

\[
\int_{X_\Delta \times B} \tilde{C}_j(x,b) \mu(dx \times db) \leq d_j, \quad j = 1,2, \ldots, J.
\]

In the opposite direction, if one solves the above linear program for an optimal solution \( \mu^* \), then one can produce an optimal stationary strategy \( \tilde{\pi}^* \) as follows. Let

\[
V := \left\{ x \in X_\Delta : \inf_{\pi} E_x^\pi \left[ \sum_{n=0}^\infty \sum_{j=0}^J \tilde{C}_j(X_n, B_{n+1}) \right] = 0 \right\}, \tag{11}
\]

where \( \{B_n\}_{n=1}^\infty \) is the action process of the original MDP model of problem (8). Note that \( \Delta \in V \). We also mention that by [17, Thm.1], the function \( x \in X_\Delta \rightarrow \inf_{\pi} E_x^\pi \left[ \sum_{n=0}^\infty \sum_{j=0}^J \tilde{C}_j(X_n, B_{n+1}) \right] \) is positive lower semicontinuous, and there is a measurable mapping \( f^\pi \) from \( X_\Delta \) to \( B \) such that
\[
\inf \mathbb{E}_x^T \left[ \sum_{n=0}^{\infty} \sum_{j=0}^{J} \tilde{C}_j (X_n, B_{n+1}) \right] = E_x^T \left[ \sum_{n=0}^{\infty} \sum_{j=0}^{J} \tilde{C}_j (X_n, B_{n+1}) \right]
\]
for each \( x \in \mathbf{X}_\Delta \). In particular, the set \( V \) is a closed subset of \( \mathbf{X}_\Delta \). Throughout this paper, we fix this measurable mapping \( f^* \). It can be shown as in \cite[Prop.3.2]{9} that \( Q(V^c|x, f^*(x)) = 0 \) for each \( x \in V \).

A feasible measure \( \mu \) in linear program \cite{10} satisfying
\[
\int_{\mathbf{X}_\Delta \times \mathbf{B}} \tilde{C}_0 (x, b) \mu(dx \times db) < \infty
\]
is called to be of finite value. It can be shown as in \cite[Thm.3.2]{9} that each feasible measure \( \mu \) with finite value is \( \sigma \)-finite on \( V^c = \mathbf{X}_\Delta \setminus V \), so that there is a stochastic kernel \( \varphi_\mu \) on \( \mathbf{B} \) given \( V^c \) satisfying \( \tilde{\varphi}_\mu(db|x) \mu(dx \times \mathbf{B}) = \mu(dx \times \mathbf{B}) \) on \( V^c \times \mathbf{B} \), see \cite[Appendix 4]{10} or \cite{12}. It can be shown as in the proof of \cite[Thm.3.3, Cor.3.1]{9} that the stationary strategy \( \tilde{\pi}_\mu \) defined by
\[
\tilde{\pi}_\mu(db|x) := \mathbb{I}\{ x \in V^c \} \varphi_\mu(db|x) + \mathbb{I}\{ x \in V \} \delta_{f^*(x)}(db)
\]
(c.f. \cite[Def.3.1]{9}) dominates the given feasible measure \( \mu \) with finite value in the sense \( V_j (x_0, \tilde{\pi}_\mu) \leq \int_{\mathbf{X}_\Delta \times \mathbf{B}} \tilde{C}_j (x, b) \mu(dx \times db) \) for each \( j = 0, 1, \ldots, J \). Moreover, due to \cite[Thm.3.3]{9}, \( \mu \tilde{\pi}_\mu (\Gamma \times \mathbf{B}) \leq \mu(\Gamma \times \mathbf{B}) \) for each \( \Gamma \in \mathcal{B}(V^c) \). Consequently, we have the following observations, which will be used in the rest of this paper without special reference.

- If one obtains a solution \( \mu^* \) to linear program \cite{10} (such a solution is necessarily with finite value in view of Condition \cite{3.1}), then the stationary strategy \( \tilde{\pi}_{\mu^*} \) defined above with \( \mu \) being replaced by \( \mu^* \) is the required optimal stationary strategy for problem \cite{8}. Incidentally, we mention that for this optimal solution \( \mu^* \), it holds that \( \int_{\mathbf{X}_\Delta \times \mathbf{B}} \tilde{C}_0 (x, b) \mu^*(dx \times db) = V_0 (x_0, \tilde{\pi}_{\mu^*}) \). Nevertheless, in general, \( \mu^* \) and \( \mu \tilde{\pi}_\mu \) may be different, and in particular, it can happen that \( \int_{\mathbf{X}_\Delta \times \mathbf{B}} \tilde{C}_j (x, b) \mu^*(dx \times db) > V_j (x_0, \tilde{\pi}_{\mu^*}) \) for some \( j = 1, 2, \ldots, J \).

- An optimal stationary strategy for the MDP problem \cite{8} exists, as soon as there exists an optimal strategy.

For the future reference, we show that it suffices to solve a simpler linear program for an optimal stationary strategy. Consider the following linear program on the space of \( \sigma \)-finite measures on \( V^c \times \mathbf{B} \):
\[
\text{Minimize over } \sigma\text{-finite measures } \mu \text{ on } V^c \times \mathbf{B} : \int_{V^c \times \mathbf{B}} \tilde{C}_0 (x, b) \mu(dx \times db)
\]
subject to:
\[
\mu(dx \times \mathbf{B}) = \delta_{x_0} (dx) + \int_{V^c \times \mathbf{B}} Q(dx|y, b) \mu(dy \times db);
\]
\[
\int_{V^c \times \mathbf{B}} \tilde{C}_j (x, b) \mu(dx \times db) \leq d_j, \ j = 1, 2, \ldots, J,
\]
where the first constraint holds on \( \mathcal{B}(V^c) \), or to put it more simply, say, on \( V^c \). This problem is consistent for the facts stated in the previous paragraph. For the optimal solution \( \mu^* \) to linear program \cite{10}, we consider the associated occupation measure \( \mu V^c_{\mu^*} \), which is also optimal for problem \cite{10}, as explained in the above. Here \( \mu V^c_{\mu^*} \) is an optimal stationary strategy satisfying \( \tilde{\mu}_V^c (db|x) = \delta_{f^*(x)}(db) \) for each \( x \in V \) (c.f. \cite{12}). Then the restriction of \( \mu V^c_{\mu^*} \) on \( V^c \times \mathbf{B} \) defined by
\[
\mu V^c_{\mu^*} (dx \times db) := \mu V^c_{\mu^*} (dx \times db \cap V^c \times \mathbf{B})
\]
is a feasible solution to problem \cite{13}. Indeed, \( \mu V^c_{\mu^*} (dx \times db) = \mu V^c_{\mu^*} (dx \times \mathbf{B}) \tilde{\mu}_{\mu^*} (db|x) \), which actually is valid for all stationary strategies, and \( \sum_{j=0}^{J} \tilde{C}_j (x, f^*(x)) = 0 \) and \( Q(V^c|x, f^*(x)) = 0 \) for each \( x \in V \) by the definition of the set \( V \), as mentioned earlier. On the other hand, if \( \mu \) is an optimal solution to
problem (13), then the stationary strategy defined by (12) generates a feasible measure for problem (10), which is necessarily optimal, for otherwise, it would contradict the relation mentioned earlier. This follows from the fact that $\mu(dx \times B) \geq \mu^\wedge_\rho(dx \times B)$ on $V^c$, which can be shown as in the proof of [9 Thm.3.3]. In greater detail, suppose for contradiction that the feasible measure $\mu^\wedge_\rho$ is not optimal for linear program (10). Then there is some feasible measure $\gamma$ in linear program (10) such that

$$\int_{X \times B} \tilde{C}_0(x,b) \gamma(dx \times db) < \int_{X \times B} \tilde{C}_0(x,b) \mu^\wedge_\rho(dx \times db).$$

Then

$$\int_{X \times B} \tilde{C}_0(x,b) \mu^\wedge_\rho(dx \times db) = \int_{V^c \times B} \tilde{C}_0(x,b) \mu^\wedge_\rho(dx \times db) \geq \int_{X \times B} \tilde{C}_0(x,b) \mu(dx \times db)$$

$$\geq \int_{X \times B} \tilde{C}_0(x,b) \gamma(dx \times db) \geq \int_{X \times B} \tilde{C}_0(x,b) \mu(dx \times db)$$

where the first equality is by the definition of $\mu^\wedge_\rho$, c.f., (12), the first inequality holds as $\mu$ is optimal for linear program (13) by assumption, and $\mu^\wedge_\rho$ is feasible for linear program (13) by the earlier explanation in this paragraph, and the strict inequality is by the assumption. This yields the desired contradiction. In the discussions in the next section, we will concentrate on linear program (13) instead of (10).

Next, let us show the existence of an optimal strategy. Let $\rho_X$ be a compatible metric on $X$. Since $X$ is a Borel space, according to the lemma of Urysohn, see [3 Prop.7.2], it is without loss of generality to assume that $\rho_X(x,y) \leq 2$ for each $x, y \in X$. We consider the MDP model with the state space

$$\tilde{X} := \mathbb{R}^0_+ \times X \cup \{(\infty, \Delta)\},$$

and action space $B$. Here, we introduce the following metric on $\tilde{X}$: for each $(x_1, s_1), (x_2, s_2) \in \tilde{X}$,

$$\rho_{\tilde{X}}((s_1, x_1), (s_2, x_2)) := \rho_X(x_1, x_2)(1 - g(s_1) \vee g(s_2)) + |g(s_1) - g(s_2)|,$$

where $g(s) := \frac{1}{1 + s}$ defines a one-to-one correspondence between $\mathbb{R}^0_+$ and $[0, 1]$, accepting $g(0) := 0$ and $g(\infty) := 1$. Note that in the previous definition, if $x_i = \Delta$ for some $i = 1, 2$, then $\rho_{\tilde{X}}(x_1, x_2)$ is undefined, but $1 - g(s_1) \vee g(s_2) = 0$; in this case we formally regard $\rho_{\tilde{X}}(x_1, x_2)(1 - g(s_1) \vee g(s_2)) = \rho_{\tilde{X}}(x_1, x_2)0 := 0$. This convention should be kept in mind below in this proof.

Let us firstly verify that $\rho_{\tilde{X}}$ is indeed a metric on $\tilde{X}$. It is clearly positive and symmetric. For notational convenience, we write $g(s) = \tilde{s}$ for all $s \in \mathbb{R}^0_+$. If $\rho_{\tilde{X}}((s_1, x_1), (s_2, x_2)) = 0$, then necessarily $\tilde{s}_i = \tilde{s}_2$. If $\tilde{s}_1 = \tilde{s}_2 < 1$, then $\rho_{\tilde{X}}(x_1, x_2) = 0$, i.e., $(s_1, x_1) = (s_2, x_2)$. If $\tilde{s}_1 = \tilde{s}_2 = 1$, then $(\tilde{s}_1, x_1) = (\tilde{s}_2, x_1) = (\infty, \Delta)$, as required. It suffices to verify the triangle inequality. Let $(s_i, x_i) \in \tilde{X}$, $i = 1, 2, 3$, be arbitrarily fixed. In case of $\tilde{s}_1 \leq \tilde{s}_2 \leq \tilde{s}_3$,

$$\rho_{\tilde{X}}((s_1, x_1), (s_3, x_3)) + \rho_{\tilde{X}}((s_3, x_3), (s_2, x_2)) - \rho_{\tilde{X}}((s_1, x_1), (s_2, x_2)) = \rho_X(x_1, x_3)(1 - \tilde{s}_3) + \tilde{s}_3 - \tilde{s}_1 + \rho_X(x_3, x_2)(1 - \tilde{s}_3) + \tilde{s}_3 - \tilde{s}_2 - \rho_X(x_1, x_3)(1 - \tilde{s}_2) - \tilde{s}_2 + \tilde{s}_1$$

$$= \rho_X(x_1, x_3)(1 - \tilde{s}_3) + \rho_X(x_3, x_2)(1 - \tilde{s}_3) + 2(\tilde{s}_3 - \tilde{s}_2) - \rho_X(x_1, x_2)(1 - \tilde{s}_2)$$

$$\geq (1 - \tilde{s}_3)\rho_X(x_1, x_2) - \rho_X(x_1, x_2)(1 - \tilde{s}_2) + 2(\tilde{s}_3 - \tilde{s}_2)$$

$$= \rho_X(x_1, x_2)(\tilde{s}_2 - \tilde{s}_3) + 2(\tilde{s}_3 - \tilde{s}_2) \geq 0.$$
Finally, in case $\tilde{s}_2 \leq \tilde{s}_3 \leq \tilde{s}_1$,
\begin{align*}
\rho_{\tilde{X}}((s_1, x_1), (s_3, x_3)) + \rho_{\tilde{X}}((s_3, x_3), (s_2, x_2)) - \rho_{\tilde{X}}((s_1, x_1), (s_2, x_2)) \\
= \rho_{\tilde{X}}(x_1, x_3)(1 - \tilde{s}_1 + \tilde{s}_3 + \rho_{\tilde{X}}(x_3, x_2)(1 - \tilde{s}_3) + \tilde{s}_3 - \tilde{s}_2 - \rho_{\tilde{X}}(x_1, x_2)(1 - \tilde{s}_1) - \tilde{s}_1 + \tilde{s}_2 \\
= (\rho_{\tilde{X}}(x_1, x_3) - \rho_{\tilde{X}}(x_1, x_2))(1 - \tilde{s}_1) + \rho_{\tilde{X}}(x_3, x_2)(1 - \tilde{s}_3) \\
\geq (\rho_{\tilde{X}}(x_1, x_3) - \rho_{\tilde{X}}(x_1, x_2))(1 - \tilde{s}_1) + \rho_{\tilde{X}}(x_3, x_2)(1 - \tilde{s}_1) \geq 0,
\end{align*}
as required. The claimed relation holds for all the other possible orders of $\tilde{s}_1, \tilde{s}_2, \tilde{s}_3$ by symmetry.

With this metric, $(s_n, x_n) \to (s, x) \in \mathbb{R}_+^n \times \tilde{X}$ if and only if $s_n \to s$ and $x_n \to x$, whereas if $(s, x) = (\infty, \Delta)$, then the convergence takes place if and only if $s_n \to \infty$ in the Euclidean norm.

Next we show that $\tilde{X}$ is a Borel subset of $\mathbb{X}$. Let $\mathbb{X}$ be a Borel subset of a Polish space $[X]$. Then

$$[\tilde{X}] := \mathbb{R}_+^n \times [X] \cup \{(\infty, \Delta)\},$$
endowed with $\rho_{[\tilde{X}]}$ defined as above with $\mathbb{X}$ being replaced by $[X]$, is a Polish space. Indeed, for the separability, the union of $\{(\infty, \Delta)\}$ and the countable dense subset of $\mathbb{R}_+^n \times [X]$ (endowed with product topology) provides a required dense subset of $[\tilde{X}]$. For the completeness, consider a Cauchy sequence $\{(s_n, x_n)\}_{n=0}^{\infty} \subseteq [\tilde{X}]$. Then $\{s_n\}_{n=0}^{\infty}$ is Cauchy in $[0, 1]$, and so it converges to some $s \in [0, 1]$. If $s = 1$, then $s_n \to \infty$ and so $(s_n, x_n) \to (\infty, \Delta)$ in the metric space $[\tilde{X}]$. If $s \neq 1$, then $s_n \to s \neq \infty$, and $x_n \to x$ for some $x \in [X]$ as $[X]$ is Polish. In either case, Cauchy sequences in $[\tilde{X}]$ converge, as required.

Finally, observe that $\tilde{X}$ is a Borel subset of $[\tilde{X}]$. Indeed, $\mathbb{R}_+^n \times [X]$ is an open subset of the Polish space $[\tilde{X}]$, and the relative Borel $\sigma$-algebra on $\mathbb{R}_+^n \times [X]$ is the same as the Borel $\sigma$-algebra $\mathcal{B}(\mathbb{R}_+^n \times [X])$ with respect to the relative topology, which is the product topology on $\mathbb{R}_+^n \times [X]$. Consequently, $\mathbb{R}_+^n \times [X]$ is a Borel subset of $\mathbb{R}_+^n \times [X]$ and thus $\tilde{X}$ is a Borel subset of $[\tilde{X}]$.

Note that $\mathcal{B}([\tilde{X}])$ is generated by $\mathcal{B}(\mathbb{R}_+^n \times [X])$ and $\{(\infty, \Delta)\}$. Consequently, we legitimately define the transition probability $\tilde{Q}$ on $\mathbb{X}$ given $\mathbb{X} \times \mathcal{B}$ by

$$\tilde{Q}(\Gamma_1 \times \Gamma_2|(s, x), (\theta, a)) := \delta_{s+\theta}(\Gamma_1)Q(\Gamma_2|x, (\theta, a))$$

for each $\Gamma_1 \in \mathcal{B}(\mathbb{R}_+^n)$ and $\Gamma_2 \in \mathcal{B}(\mathbb{X})$, and $\tilde{Q}(\{(\infty, \Delta)\}|(s, x), (\theta, a)) := \mathbb{I}\{\theta + s = \infty\}$. The cost functions are $\tilde{C}_j((s, x), (\theta, a)) := \tilde{C}_j(x, (\theta, a))$ for each $(s, x) \in \tilde{X}$ and $(\theta, a) \in \mathcal{B}$, and $j = 0, 1, \ldots, J$.

In this MDP model, which we call the hat model, there is only one extra component compared to the original MDP model: the first coordinate of the state process records the consecutive time moments of impulses, and the second coordinate records the corresponding state after the impulses. Therefore, we take the initial distribution for the hat MDP model as $\delta_0(dt) \times \delta_{x_0}(dx)$. Since the consecutive time moments of impulses can be calculated by summing up the times between consecutive impulses, i.e., the first coordinate of the action in the original MDP model, any strategy in the hat model admits an equivalent strategy in the original model. In particular, if there is an optimal strategy in the hat model, the original MDP admits an optimal strategy, too.

The reason for introducing this hat MDP model is that, under the conditions of the statement, it is semi-continuous, and consequently, according to the paragraph preceding this proof, there is an optimal strategy for it as well as the original MDP. This would complete the proof of this statement. It remains to verify that the hat model is lower semicontinuous as follows. The action space $\mathcal{B}$ is compact trivially. For the continuity of $\tilde{Q}$, consider a bounded continuous function $f$ on $\tilde{X}$. Let $(s_n, x_n) \to (s, x)$, and $(\theta_n, a_n) \to (\theta, a)$. Then consider

$$\int_X f(t, y)\tilde{Q}(dt \times dy|(s_n, x_n), (\theta_n, a_n)) = f(s_n + \theta_n, l(\phi(x_n, \theta_n), a_n))\mathbb{I}\{s_n + \theta_n < \infty\}$$

$$+ \mathbb{I}\{s_n + \theta_n = \infty\}f(\infty, \Delta),$$

as required. The claimed relation holds for all the other possible orders of $\tilde{s}_1, \tilde{s}_2, \tilde{s}_3$ by symmetry.
If \( s + \theta < \infty \), then \( s_\theta, \theta_\theta < \infty \), and \( x_n \in X \) for all large enough \( n \geq 1 \), and the right hand side of the above equality converges to \( f(s + \theta, l(\phi(x, \theta), a)) = \int_X f(t, y)\bar{Q}(dt \times dy)(s, x, (\theta, a)) \) according to Condition 3.2(b,c). If \( s = \infty \) or \( \theta = \infty \), then \( s_\theta + \theta_\theta \to \infty \), and hence \( f(s_\theta + \theta_\theta, l(\phi(x, \theta, \theta, a), a_n)) \to f(\infty, \Delta) \) according to the definition of topology on \( X \). Thus, the right hand side of (14) still converges to \( f(\infty, \Delta) = \int_X f(t, y)\bar{Q}(dt \times dy)(s, x, (\theta, a)) \), as required. For the lower semicontinuity of \( \hat{C}_j \), where \( j = 0, 1, \ldots, J \) is fixed, consider \( (s_n, x_n) \to (s, x) \), and \( (\theta_n, a_n) \to (\theta, a) \). If \( (s, x) \in \mathbb{R}_+^J \times X \), then \( (s_n, x_n) \in \mathbb{R}_+^J \times X \) for all large enough \( n \geq 1 \), and so

\[
\lim_{n \to \infty} \hat{C}_j((s_n, x_n), (\theta_n, a_n)) = \lim_{n \to \infty} \left\{ \int_{[0, \theta_n]} C_j^d(\phi(x_n, u))du + \mathbb{I} \{ \theta_n < +\infty \} C_j^d(\phi(x_n, \theta_n), a_n) \right\} \\
\geq \int_{[0, \theta]} C_j^d(\phi(x, u))du + \mathbb{I} \{ \theta < +\infty \} C_j^d(\phi(x, \theta), a) = \hat{C}_j((s, x), (\theta, a)),
\]

where the inequality holds because the function \( (\theta, x) \in \mathbb{R}_+^J \times X \to \int_{[0, \theta]} C_j^d(\phi(x, u))du + \mathbb{I} \{ \theta < +\infty \} C_j^d(\phi(x, \theta), a) \) is lower semicontinuous under Condition 3.2(c,d,e), as was proved in the proof of [12] Thm.1, see equation (7) therein. If \( (s, x) = (\infty, \Delta) \), then \( \lim_{n \to \infty} \hat{C}_j((s_n, x_n), (\theta_n, a_n)) \geq 0 = \hat{C}_j((\infty, \Delta), (\theta, a)) \) still holds. The lower semicontinuity of \( \hat{C}_j \) is now seen.

To complete the proof, one can refer to [9] or [13] for the existence of an optimal strategy for the hat MDP model, because it is semicontinuous. According to the previous discussions, this induces an optimal strategy for the original MDP model, from which we deduce the existence of an optimal stationary strategy for the original MDP model as well as for problem (8), recall the paragraph at the beginning of this proof. Note also that linear programs (10) and (13) are solvable. \( \square \)

Theorem 3.4 is about the solvability of problem (8). Its proof also reveals how to obtain an optimal stationary strategy. Namely, under the conditions of Theorem 3.1 first obtain the set \( V \) (11) by solving the unconstrained problem

\[
\text{Minimize over } \pi: \mathbb{E}_x^c \left[ \sum_{n=0}^\infty \sum_{j=0}^J \tilde{C}_j(X_n, B_{n+1}) \right]
\]

with a deterministic stationary strategy \( f^* \). After that, solve the linear program (13) for the optimal solution \( \mu^* \). Then obtain a stochastic kernel \( \varphi_* \) on \( \mathbb{R}_+^J \times \mathbb{A} \) from \( V^c \) by disintegration: \( \mu^*(dx \times d\theta \times da) = \mu^*(dx \times \mathbb{R}_+^J \times \mathbb{A}) \varphi_*(d\theta \times da|x) \), and the stationary strategy

\[
\pi_* \varphi_* (d\theta \times da|x) := \mathbb{I} \{ x \in V^c \} \varphi_*(d\theta \times da|x) + \mathbb{I} \{ x \in V \} \delta_{f^*(x)} (d\theta \times da)
\]

for each \( x \in X_\Delta \) is optimal for problem (8).

**Condition 3.3** There exists \( \delta > 0 \) such that \( \sum_{j=0}^J C_j^d(x, a) \geq \delta \) for all \( (x, a) \in X \times \mathbb{A} \).

Below, we assume that Conditions 3.3, 3.2 and 3.3 are satisfied.

According to the definition of the set \( V \), see (11), and the mapping \( f^* \), under Condition 3.3 if \( x \in V \), then \( f^*(x) = (\infty, a) \) because otherwise the expectation \( \mathbb{E}_x^c \left[ \sum_{n=0}^\infty \sum_{j=0}^J \tilde{C}_j(X_n, B_{n+1}) \right] \) would have been bigger than \( \delta > 0 \). This means that, if \( x \in V \cap X \), then necessarily for the optimality no impulses are applied in the future on the whole trajectory \( \phi(x, u) \), \( u \in \mathbb{R}_+^J \). Note also that \( \sum_{j=0}^J C_j^d(\phi(x, t)) \geq 0 \) for almost all \( t \in \mathbb{R}_+^J \), for each \( x \in V \cup X \); consequently, \( \phi(x, t) \in V \cup X \) and \( C_j^d(\phi(x, t)) = 0 \) for almost all \( t \in \mathbb{R}_+^J \) (in fact, for all \( t \) due to Conditions 3.2(c,e)), for each \( x \in V \cap X \), for all \( j = 0, 1, \ldots, J \). Moreover, Condition 3.3 implies that one can actually focus on the finite
measures $\mu$ on $V^c \times \mathbb{R}_0^+ \times A$ in the linear program (13). The reason is that an infinite occupation measure $\tilde{\mu}$ on $V^c \times \mathbb{R}_0^+ \times A$ would be either infeasible or with infinite value. Consequently it is suboptimal in view of Condition 3.1. The more detailed explanation is as follows:

$$\int_{V^c \times \mathbb{R}_0^+ \times A} \left( \sum_{j=0}^J \tilde{C}_j(x, (\theta, a)) \right) \mu^\pi(dx \times d\theta \times da) \geq \delta E_{\pi \circ \tilde{\nu}} \left[ \sum_{n=0}^{\infty} \mathbb{I}\{X_n \in V^c, \Theta_{n+1} < \infty\} \right]$$

subject to:

$$\mu(\Gamma \times \mathbb{R}_0^+ \times A) = \delta_{x_0}(\Gamma) + \int_{V^c \times \mathbb{R}_0^+ \times A} \mathbb{I}\{I(\phi(y, \theta), a) \in \Gamma\} \mathbb{I}\{\phi(y, \theta) \in V^c\} \mu(dy \times d\theta \times da),$$

$$\forall \Gamma \in \mathcal{B}(V^c),$$

$$\int_{V^c \times \mathbb{R}_0^+ \times A} \left( \int_{[0, \theta]} C_j^\phi(\phi(x, u)) \mathbb{I}\{\phi(x, u) \in V^c\} du + \mathbb{I}\{\theta < +\infty\} \mathbb{I}\{\phi(x, \theta) \in V^c\} C_j^\theta(\phi(x, \theta), a) \right) \mu(dx \times d\theta \times da) \leq d_j, \quad \forall j = 1, 2, \ldots, J. \quad (17)$$

The terms $\mathbb{I}\{\phi(x, u) \in V^c\}$ in (16) and (18) appear legitimately because, as explained above, $C_j^\phi(\phi(x, u)) = 0$ for almost all $u \in \mathbb{R}_0^+$, for each $x \in V$, for all $j = 0, 1, \ldots, J$.

As for the terms $\mathbb{I}\{I(\phi(y, \theta), a) \in \Gamma\}$ in (15), (17) and (18), note that, for the optimal stationary strategy $\pi^\mu_\ast$, one should have

$$\pi^\mu_\ast(\{\theta : \phi(x, \theta) \in V\} \times A|x) = 0$$

for almost all $x$ with respect to $\mu^\pi_\ast (dx \times B)$; otherwise, under $\pi^\mu_\ast$ impulses will be applied in the states $\phi(x, \theta) \in V$ with positive probability, which is not optimal. Thus

$$\int_{V^c \times \mathbb{R}_0^+} \mathbb{I}\{\phi(x, \theta) \in V\} \mu^\pi(dx \times d\theta \times A) = \int_{V^c} \int_{\mathbb{R}_0^+} \mathbb{I}\{\phi(x, \theta) \in V\} \pi^\mu_\ast(d\theta \times A|x) \mu^\pi(dx \times B) = 0,$$

and we do not miss the desired optimal solution of the linear program (13) if we insert the terms under consideration in (15), (17) and (18). The minimal value of linear program (15)–(18) is finite by Condition 3.1. Linear program (15)–(18) has an optimal solution because $\pi^\mu_\ast$ does program (13).

Note that the case $x_0 \in V \cap X$ is trivial: $\mu = 0$ on $V^c \times \mathbb{R}_0^+ \times A$ and the stationary deterministic strategy $f^\ast$ from the proof of Theorem 3.1 is optimal. Below, we assume that $x_0 \in V^c$. As was established in the proof of Theorem 3.1 under Conditions 3.1 and 3.2 the set $V$ is closed in $X_\Delta$. With some abuse of notation, we denote the closed set $V \cap X$ as $V$ as well, just to avoid new notations. As was explained, for each $x \in V$, $\phi(x, t) \in V$ for all $t \in \mathbb{R}_0^+$. 
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4 Aggregated Occupation Measures and Modified Linear Program

In this section, we introduce the aggregated occupation measures based on the measures in the first linear program \([16] - [18]\), and provide a candidate characterizing relation satisfied by them. We also modify the first linear program \([16] - [18]\) and rewrite it partially in terms of aggregated occupation measures. The results in this section also serve the analysis in the next section, where a second linear programming method, which is completely in terms of aggregated occupation measures will be provided.

Firstly, note that, under Condition 3.3, the objective functionals \([16]\) and \([18]\) can be represented in terms of other measures, in some sense easier than the measures \(\mu\).

In the linear program \([16] - [18]\), for each \(j = 0, 1, \ldots, J\), the integral

\[
\int_{V^c \times \mathbb{R}_+^0} \left\{ \int_{[0, \theta]} C^g_j(\phi(x, u)) \mathbb{I}\{\phi(x, u) \in V^c\} du \right\} \mu(dx \times d\theta \times da)
\]

can be rewritten in the following way. Since the measures \(\mu\) are finite on \(V^c \times \mathbb{R}_+^0 \times A\), they have the form

\[
\mu(dx \times d\theta \times da) = p_T(d\theta|x, a)p_A(da|x)\mu(dx \times \mathbb{R}_+^0 \times A),
\]

where \(p_T(\cdot)\) and \(p_A(\cdot)\) are stochastic kernels on \(\mathbb{R}_+^0\) and \(A\) correspondingly: see [3, Prop.7.27]. The dependence of \(p_T\) and \(p_A\) on \(\mu\) is not explicitly indicated. Hence, using the Tonelli Theorem [11 Thm.11.28] (remember, \(C^g_j(\cdot) \geq 0\)), we obtain

\[
\int_{V^c \times \mathbb{R}_+^0} \left\{ \int_{[0, \theta]} C^g_j(\phi(x, u)) \mathbb{I}\{\phi(x, u) \in V^c\} du \right\} \mu(dx \times d\theta \times da)
\]

\[
= \int_{V^c} \int_{\mathbb{R}_+^0} \left\{ \int_{[0, \theta]} C^g_j(\phi(x, u)) \mathbb{I}\{\phi(x, u) \in V^c\} du \right\} p_T(d\theta|x, a)p_A(da|x)\mu(dx \times \mathbb{R}_+^0 \times A)
\]

\[
= \int_{V^c} \int_{\mathbb{R}_+^0} \int_{[u, \infty]} C^g_j(\phi(x, u)) \mathbb{I}\{\phi(x, u) \in V^c\} p_T(d\theta|x, a)\, dx \, dp_A(da|x)\mu(dx \times \mathbb{R}_+^0 \times A)
\]

\[
= \int_{V^c} \int_{\mathbb{R}_+^0} C^g_j(\phi(x, u)) \mathbb{I}\{\phi(x, u) \in V^c\} p_T([u, \infty]|x, a)\, dx \, dp_A(da|x)\mu(dx \times \mathbb{R}_+^0 \times A).
\]

After we introduce the following measure on \(V^c\)

\[
\eta(dy \times \Box) := \int_{V^c} \int_{\mathbb{R}_+^0} \delta_{\phi(x,u)}(dy) \mathbb{I}\{\phi(x, u) \in V^c\} \left( \int_A p_T([u, \infty]|x, a)\, dp_A(da|x) \right) \, dx \, \mu(dx \times \mathbb{R}_+^0 \times A),
\]

the last integral equals simply

\[
\int_{V^c} C^g_j(y) \eta(dy \times \Box).
\]

Here the point \(\Box \notin A\), introduced for the notational convenience in the future, plays no role.

Similarly to the above, for each \(j = 0, 1, \ldots, J\),

\[
\int_{V^c \times \mathbb{R}_+^0 \times A} \left\{ \mathbb{I}\{\theta < +\infty\} \mathbb{I}\{\phi(x, \theta) \in V^c\} C^f_j(\phi(x, \theta), a) \right\} \mu(dx \times d\theta \times da)
\]

\[
= \int_{V^c} \int_{\mathbb{R}_+^0} \mathbb{I}\{\phi(x, \theta) \in V^c\} C^f_j(\phi(x, \theta), a)p_T(d\theta|x, a)p_A(da|x)\mu(dx \times \mathbb{R}_+^0 \times A)
\]

\[
= \int_{V^c \times A} C^f_j(y, a) \eta(dy \times da),
\]
where
\[
\eta(dy \times da) := \int_{V^c} \int_{\mathbb{R}^+_0} \delta_{\phi(x, \theta)}(dy) I\{\phi(x, \theta) \in V^c\} p_T(d\theta|x, a)p_A(da|x) \mu(dx \times \mathbb{R}^+_0 \times \mathbf{A})
\]
\[
= \int_{V^c} \int_{\mathbb{R}^+_0} \delta_{\phi(x, \theta)}(dy) I\{\phi(x, \theta) \in V^c\} \mu(dx \times d\theta \times da)
\]
(21)
is a finite measure on \(V^c \times \mathbf{A}\), since the measure \(\mu\) is finite.

Let us introduce the modified action space \(\mathbf{A}_{\square} := \mathbf{A} \cup \{\square\}\), where \(\square\) is the additional isolated point mentioned above, the cost functions
\[
C_j(x, a) := \left\{ \begin{array}{ll}
C_j^g(x), & \text{if } a = \square; \\
C_j^l(x, a), & \text{if } a \in \mathbf{A}
\end{array} \right.
\]
on \(V^c \times \mathbf{A}_{\square}\), and the following combined measure \(\eta\).

**Definition 4.1** Given the measure \(\mu\) in linear program (13)-(15), the measure on \(V^c \times \mathbf{A}_{\square}\) defined by
\[
\eta(\Gamma_X \times \Gamma_A) := \eta(\Gamma_X \times (\Gamma_A \cap \mathbf{A})) + \eta(\Gamma_X \times \{\square\}) I\{\square \in \Gamma_A\},
\]
(22)
where the measures \(\eta(dy \times \square)\) on \(V^c\) and \(\eta(dy \times da)\) on \(V^c \times \mathbf{A}\) were introduced in (21) and (22), is called an aggregated occupation measure (induced by \(\mu\)).

Now, under Condition 3.3 the linear program (13)-(15) can be rewritten in the following way:
\[
\text{Minimize } \int_{V^c \times \mathbf{A}_{\square}} C_0(y, a) \eta(dy \times da) \text{ over finite measures } \mu \text{ on } V^c \times \mathbb{R}^+_0 \times \mathbf{A}
\]
(23)
subject to:
\[
\int_{V^c \times \mathbf{A}_{\square}} C_j(y, a) \eta(dy \times da) \leq d_j, \quad \forall j = 1, 2, \ldots, J;
\]
\[
\eta(\Gamma_X \times \square) = \int_{V^c} \int_{\mathbb{R}^+_0} \delta_{\phi(x, \theta)}(\Gamma_X) \left( \int_{\mathbf{A}} p_T([u, \infty]|x, a)p_A(da|x) \right) \mu(dx \times \mathbb{R}^+_0 \times \mathbf{A})
\]
\[
= \int_{\mathbb{R}^+_0} \left\{ \int_{V^c \times \mathbf{A}} \delta_{\phi(x, \theta)}(\Gamma_X) \mu(dx \times [u, \infty] \times da) \right\} du, \quad \Gamma_X \in \mathcal{B}(V^c);
\]
(24)
\[
\eta(\Gamma_X \times \Gamma_A) = \int_{V^c} \int_{\mathbb{R}^+_0} \delta_{\phi(x, \theta)}(\Gamma_X) p_T(d\theta|x, a)p_A(\Gamma_A|x) \mu(dx \times \mathbb{R}^+_0 \times \mathbf{A})
\]
\[
= \int_{V^c \times \mathbb{R}^+_0} \delta_{\phi(x, \theta)}(\Gamma_X) \mu(dx \times d\theta \times \Gamma_A), \quad \Gamma_X \in \mathcal{B}(V^c), \Gamma_A \in \mathcal{B}(\mathbf{A});
\]
(25)
\[
\mu(\Gamma \times \mathbb{R}^+_0 \times \mathbf{A}) = \delta_{x_0}(\Gamma) + \int_{V^c \times \mathbb{R}^+_0 \times \mathbf{A}} I\{l(\phi(y, \theta), a) \in \Gamma\} I\{\phi(y, \theta) \in V^c\} \mu(dy \times d\theta \times da),
\]
(26)
\[
\Gamma \in \mathcal{B}(V^c).
\]
In (24), the Tonelli Theorem was used. Below, the Fubini-Tonelli Theorem is used without explicit references.

It was shown in the proof of Theorem 3.1 that the optimal solution exists and the minimal value \(\mu^*\) is finite. As soon as the solution \(\mu^*\) is found, the optimal control strategy is defined by formula (12). The target is to formulate the linear program without references to measures \(\mu\). The new linear program, in terms of aggregated occupation measures only, is given in Corollary 6.1.

We will need the following simple lemma concerning Markov strategies.
Lemma 4.1 Let $\pi$ be a Markov strategy defined by stochastic kernels $\pi_i(d\theta \times da|x) = p^i_T(d\theta|x)p^i_A(da|x, \theta)$ and $\eta$ be the corresponding aggregated occupation measure (22) coming from the occupation measure $\mu^n$ as in (9). Introduce the (partial) aggregated occupation measures

$$\eta^n(\Gamma_X \times \Gamma_A) := \eta^n(\Gamma_X \times (\Gamma_A \cap A)) + \eta^n(\Gamma_X \times \Box) \ll \{\Box \in \Gamma_A\}$$
onumber

on $V^c \times A$, defined recursively:

$$\eta^0(\Gamma_X \times \Gamma_A) \equiv 0;$$

$$\eta^{i+1}(\Gamma_X \times \Box) = \eta^i(\Gamma_X \times \Box) + \int_{V^c} \int_{\mathbb{R}^0_+} \delta_{d(x,w)}(\Gamma_X)p^{i+1}_T([u, \infty]|x)du \nu^i(dx), \Gamma_X \in \mathcal{B}(V^c);$$

$$\eta^{i+1}(\Gamma_X \times \Gamma_A) = \eta^i(\Gamma_X \times \Gamma_A) + \int_{V^c} \int_{\mathbb{R}^0_+} \delta_{d(x,\theta)}(\Gamma_X)p^{i+1}_A(\Gamma_A|x,\theta)p^{i+1}_T(\theta|dx)\nu^i(dx), \Gamma_X \in \mathcal{B}(V^c), \Gamma_A \in \mathcal{B}(A),$$

where $\nu^i(dx) = P_{x_0}^\pi(X_i \in dx), i \geq 0$.

Then $\eta^n \uparrow \eta$ on $V^c \times A$ set-wise as $n \to \infty$.

The proofs of this and most other lemmas are presented in the Appendix.

Definition 4.2 $W$ is the space of measurable bounded functions $w$ on $X$, absolutely continuous, negative and increasing or positive and decreasing along the flow $\phi$ and satisfying conditions:

1. $w(y) = 0$ for all $y \in V$ and
2. $\lim_{t \to \infty} w(\phi(x,t)) = 0$ for all $x \in V^c$ such that $\phi(x,t) \in V^c$ for all $t \in \mathbb{R}^0_+$.

Throughout this paper, $\chi w$ denotes a function as in Lemma A.1 (see Appendix). Without loss of generality, one can assume for each negative (or positive) function $w \in W$ that the function $\chi w$ is positive (or negative), i.e., in [23] one can put $g(\cdot) \equiv 0$. Note that below we consider only such measures $\zeta$ on $V^c$ that the value of the integral $\int_{V^c} \chi w(x)\zeta(dx)$ does not depend on the function $g$ in [54].

Theorem 4.1 Let Conditions 3.1, 3.2 and 3.3 be fulfilled. Suppose a finite measure $\mu$ on $V^c \times \mathbb{R}^0_+ \times A$ satisfies equation (17). Then the aggregated occupation measure $\eta$ given by (22) (recall (19), (20) and (27)) satisfies equation

$$0 = w(x_0) + \int_{V^c} \chi w(x)\eta(dx \times \Box) - \int_{V^c} w(x)\eta(dx \times A) + \int_{V^c \times A} w(l(x,a))\eta(dx \times da)$$

(27)

for all functions $w \in W$. All particular integrals in (27) are finite; the measure $\eta(dx \times da)$ is finite on $V^c \times A$.

Proof. Note that, for each function $w \in W$, for each fixed $x \in V^c$, the function $w(\phi(x,\cdot))$ is bounded on $\mathbb{R}^0_+$.

According to Lemma A.1, for each fixed $x \in V^c$,

$$w(\phi(x,\theta)) = w(x) + \int_{[0,\theta]} \chi w(\phi(x,s))ds,$$

where the function $\chi w$ is given by (54). After we integrate this equation over $\mathbb{R}^0_+$ with respect to the measure

$$\int_A \mathbb{I}\{\phi(x,\theta) \in V^c\}p_T(d\theta|x,a)p_A(da|x)\mu(dx \times \mathbb{R}^0_+ \times A),$$
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on $V^c \times \mathbb{R}_+^0$, where the stochastic kernels $p_T$ and $p_A$ are as in [19], we obtain the equality

$$\int_{V^c} w(y)\eta(dy \times A) = \int_{V^c} \int_{\mathbb{R}_+^0} w(\phi(x, \theta)) \mathbb{I}\{\phi(x, \theta) \in V^c\} \hat{p}(d\theta|x) \mu(dx \times \mathbb{R}_+^0 \times A)$$

$$= \int_{V^c} w(x) \int_{\mathbb{R}_+^0} \mathbb{I}\{\phi(x, \theta) \in V^c\} \hat{p}(d\theta|x) \mu(dx \times \mathbb{R}_+^0 \times A)$$

$$+ \int_{V^c} \int_{\mathbb{R}_+^0} \mathbb{I}\{\phi(x, \theta) \in V^c\} \int_{[0, \theta]} \chi w(\phi(x, s)) ds \int_{\mathbb{R}_+^0} \hat{p}(d\theta|x) \mu(dx \times \mathbb{R}_+^0 \times A),$$

where $\hat{p}(d\theta|x) := \int_A p_T(d\theta|x, a)p_A(da|x)$. Note that all the integrals here are finite because the function $w(\cdot)$ is bounded and the measures $\mu$ and $\eta(dy \times A)$ are finite. For each $x \in V^c$, let us denote

$$\theta^*(x) := \inf\{\theta \in \mathbb{R}_+^0 : \phi(x, \theta) \in V\}. \tag{28}$$

As usual, $\inf \emptyset := +\infty$. Since the flow $\phi$ is continuous, the function $\theta^*(\cdot)$ is measurable: see [8, Lemma 27.1] or [11] Prop.1.5, p.154. Besides, $\theta^*(x) > 0$ because the set $V^c$ is open and the set $V$ is closed.

Since the set $V$ is closed and the flow $\phi$ is continuous, $\phi(x, \theta^*(x)) \in V \cap X$ and the infimum is attained, if $\theta^*(x) < +\infty$, and, as mentioned after Condition 3.3, $\phi(x, s) \in V$ for all $s \geq \theta^*(x)$. Therefore,

$$\int_{V^c} w(y)\eta(dy \times A) = \int_{V^c} w(x)\int_{\mathbb{R}_+^0} \mathbb{I}(\theta^*(x), \infty] dx \times \mathbb{R}_+^0 \times A)$$

$$- \int_{V^c} w(x)\hat{p}(\theta^*(x), \infty] \mu(dx \times \mathbb{R}_+^0 \times A)$$

$$+ \int_{V^c} \int_{\mathbb{R}_+^0} \mathbb{I}\{\phi(x, \theta) \in V^c\} \int_{[0, \theta]} \chi w(\phi(x, s)) ds \int_{\mathbb{R}_+^0} \hat{p}(d\theta|x) \mu(dx \times \mathbb{R}_+^0 \times A).$$

Recall, the measure $\eta(dy \times A)$ is finite and the function $\chi w(\phi(x, s))$ is integrable on $[0, \theta]$ with $\theta < \infty$. After we apply the Tonelli Theorem [11] Thm.11.28 to the last integral, we obtain:

$$\int_{V^c} w(y)\eta(dy \times A) = \int_{V^c} w(x)\mu(dx \times \mathbb{R}_+^0 \times A) - \int_{V^c} w(x)\hat{p}(\theta^*(x), \infty] \mu(dx \times \mathbb{R}_+^0 \times A)$$

$$+ \int_{V^c} \int_{\mathbb{R}_+^0} \int_{[s, \infty)} \mathbb{I}\{\phi(x, \theta) \in V^c\} \chi w(\phi(x, s)) \hat{p}(d\theta|x) ds \mu(dx \times \mathbb{R}_+^0 \times A)$$

$$= \int_{V^c} w(x)\mu(dx \times \mathbb{R}_+^0 \times A) - \int_{V^c} w(x)\hat{p}(\theta^*(x), \infty] \mu(dx \times \mathbb{R}_+^0 \times A)$$

$$+ \int_{V^c} \chi w(\phi(x, s))\mathbb{I}\{\phi(x, s) \in V^c\} \hat{p}(s, \theta^*(x)] ds \mu(dx \times \mathbb{R}_+^0 \times A).$$

The artificially added term $\mathbb{I}\{\phi(x, s) \in V^c\}$ does not change anything as $\chi w(\phi(x, s)) = 0$ for $\phi(x, s) \in V$. (See [14], where, in our case, $V \subseteq D$ and $W(y) = 0$ for all $y \in V$.) Now

$$\int_{V^c} w(y)\eta(dy \times A) = \int_{V^c} w(x)\mu(dx \times \mathbb{R}_+^0 \times A) - \int_{V^c} w(x)\hat{p}(\theta^*(x), \infty] \mu(dx \times \mathbb{R}_+^0 \times A)$$

$$+ \int_{V^c} \chi w(y)\eta(dy \times \emptyset) - \int_{V^c} \int_{\mathbb{R}_+^0} \chi w(\phi(x, s))\hat{p}(\theta^*(x), \infty] ds \mu(dx \times \mathbb{R}_+^0 \times A).$$
All the integrals here are finite because of the following. Since in any case, whether \( \theta^*(x) \) is finite or not,
\[
\lim_{t \to \infty} w(\phi(x,t)) = w(x) + \int_{\mathbb{R}^+_0} \chi w(\phi(x,s))ds = 0,
\]
we conclude that
\[
\int_{V^c} w(x) \hat{p}([\theta^*(x), \infty]|x) \mu(dx \times \bar{\mathbb{R}}^+_0 \times \mathbf{A}) + \int_{V^c} \int_{\mathbb{R}^+_0} \chi w(\phi(x,s)) \hat{p}([\theta^*(x), \infty]|x) ds \mu(dx \times \bar{\mathbb{R}}^+_0 \times \mathbf{A}) = 0.
\]
Here and above, all the integrals are finite.

Finally,
\[
\int_{V^c} w(y)\eta(dy \times \mathbf{A}) = \int_{V^c} w(x)\mu(dx \times \bar{\mathbb{R}}^+_0 \times \mathbf{A}) + \int_{V^c} \chi w(y)\eta(dy \times \mathbf{A})
\]
\[
= w(x_0) + \int_{V^c \times \mathbb{R}^+_0 \times \mathbf{A}} w((\phi(y,\theta),a))\mathbb{I}\{\phi(y,\theta) \in V^c\} \mu(dy \times d\theta \times da)
\]
\[
+ \int_{V^c} \chi w(y)\eta(dy \times \mathbf{A})
\]
by (17), and the required formula (27) follows from the definition (21).

The finiteness of the measure \( \eta(dx \times da) \) is obvious and was mentioned earlier. \( \square \)

5 The Second Linear Programming Method

In this section, we will present a second linear programming method for the impulsive control problem §3. To this end, we will consider the impulsive control problem §3 in the extended model, where we extend the state with the extra coordinate, which records the time since the most recent impulse. It will be clear that the impulsive control problem in the extended model is equivalent to the one in the original model. We would apply the results established earlier to the impulse control problem in the extended model. For this reason, it would be convenient if we denote the enlarged state space \( \tilde{\mathbf{X}} \), and thus will denote the original state space \( \hat{\mathbf{X}} \). Accordingly, the flow will be denoted by \( \tilde{\phi} \) in the model with extended state space and by \( \hat{\phi} \) in the original model. More precisely, the following notation will be in use.

Definition 5.1 Let \( \tilde{\mathbf{X}} \) be the original state space with the flow \( \tilde{\phi} \) satisfying the requirements formulated earlier in Section §2 with \( \mathbf{X} \) being replaced by \( \hat{\mathbf{X}} \) therein. Then we put
\[
\mathbf{X} := \{(\tilde{y},t) \subset \tilde{\mathbf{X}} \times \bar{\mathbb{R}}^+_0 : \tilde{y} = \tilde{\phi}(\tilde{x},t) \text{ for some } \tilde{x} \in \tilde{\mathbf{X}}\}.
\]

In \( \mathbb{R}^+_0 \), the standard Euclidean topology is fixed. The product space \( \tilde{\mathbf{X}} \times \mathbb{R}^+_0 \) is equipped with the product topology [\( \mathbb{R}^+_0 \) §2.14] which is metrizable. The topology on \( \mathbf{X} \) is the restriction of the product topology on \( \tilde{\mathbf{X}} \times \mathbb{R}^+_0 \) on it. We endow \( \mathbf{X} \) with its Borel \( \sigma \)-algebra, which is the restriction of the Borel \( \sigma \)-algebra \( \mathcal{B}(\tilde{\mathbf{X}} \times \mathbb{R}^+_0) \) on \( \tilde{\mathbf{X}} \), see [3 Lem.7.4]. The flow is modified in the obvious way:
\[
\tilde{\phi}((\tilde{x},t),u) := (\tilde{\phi}(\tilde{x},u),t + u).
\]

The mappings \( C^f_j \) and \( C^g_j \) do not depend on the component \( t \) of the state \( x = (\tilde{x},t) \) so that
\[
C^f_j((\tilde{x},t),a) := \begin{cases} C^g_j(\tilde{x}), & \text{if } a = \Box; \\
C^f_j(\tilde{x},a), & \text{if } a \in \mathbf{A}; \end{cases}
\]
\[
C^g_j((\tilde{x},t),a) := C^g_j(\tilde{x},a).
\]
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l(x,a) = l(\tilde{x},t), \ a = (\tilde{l}(\tilde{x},a),0),$ where $\tilde{l}$ is the original mapping describing the state after an impulse: after each impulse the t component goes down to zero. The initial state $x_0 = (\tilde{x}_0,0)$ has the time component zero.

Rigorously speaking, for the above definition to be consistent with those in Section 2 we need $X$ in the above definition to be a Borel space. This will be guaranteed under some further conditions imposed below, see Lemma 5.2.

Recall that Theorem 1.1 provides a relation, see (27), which is satisfied by the aggregated occupation measures. The next and indeed more demanding step is to show that, if equation (27) holds for a measure $\eta$ with $\eta(V^c \times A) < \infty$, for all functions $w \in \mathcal{W}$, then the following assertion is valid. There exists a finite measure $\mu$ on $V^c \times \mathbb{R}^0_+ \times A$ satisfying equation (17) such that the corresponding aggregated occupation measure $\tilde{\eta}$ (22), defined using (19), (20), (21), is set-wise majorized by the measure $\eta$. In fact, that measure $\mu$ comes from a Markov strategy $\pi$ according to (9): see Theorem 5.1 below. This will give rise to the second linear programming method, see Corollary 5.1 and the discussions following it. We implement this plan in the rest of this section as well as in the next section.

**Definition 5.2** We call the orbit of a point $\tilde{x} \in \tilde{X}$ the following subset of $X$:

$$\tilde{x} \mathcal{X} = \{ (\tilde{\phi}(\tilde{x},t), t) : t \in \mathbb{R}^0_+ \} = \{ \phi((\tilde{x},0), t) : t \in \mathbb{R}^0_+ \}.$$ 

**Lemma 5.1** The following assertions hold.

(i) The flow $\phi$ has no cycles.

(ii) Suppose the original flow $\tilde{\phi}$ is continuous, so that $\phi$ is continuous, too. Then every orbit is a closed set in $\tilde{X} \times \mathbb{R}^0_+$.

**Condition 5.1** Two different orbits do not intersect, i.e., for any two distinct points $\tilde{x}_1 \neq \tilde{x}_2 \in \tilde{X}$, $\tilde{x}_1 \mathcal{X} \cap \tilde{x}_2 \mathcal{X} = \emptyset$.

**Definition 5.3** Under Condition 5.1 for each $y = (\tilde{y}, t) \in X$, we introduce $h(y)$ equal to the point $\tilde{x}^0 \in \tilde{X}$ such that $\tilde{y} = \tilde{\phi}(\tilde{x}^0, t)$ and put $\tau_y = t$.

Note that the mapping $h : X \to \tilde{X}$ is well defined: if, for $y = (\tilde{y}, t) \in X$, for two points $\tilde{x}_1^0 \neq \tilde{x}_2^0$ from $\tilde{X}$, $\tilde{y} = \tilde{\phi}(\tilde{x}_1^0, t) = \tilde{\phi}(\tilde{x}_2^0, t)$, then the different orbits $\tilde{x}_1^0 \mathcal{X}$ and $\tilde{x}_2^0 \mathcal{X}$ are not disjoint having the common point $y$.

All the introduced notations are illustrated on Figure 1.

If Condition 5.1 is satisfied, one can define the flow $\tilde{\phi}$ in the reverse time. For each $y = (\tilde{y}, t) \in X$ we say that $\tilde{\phi}(\tilde{y}, -t) = h(y)$ and, for all $u \in [0,t]$, we put $\tilde{\phi}(\tilde{y}, -u) := \tilde{\phi}(h(y), t-u)$. The semigroup property here takes the form $\phi(x, t+s) = \phi(\phi(x, s), t)$ for $s$ and $t$ satisfying $s \geq -\tau_x$, $t+s \geq -\tau_x$. In general, the flow $\phi$ in the reverse time is not continuous. Similarly, in general, the set $X$ is analytic, see [12, §12.5], [13, Def.7.16], as the image of the continuous mapping $(\tilde{x}^0, t) \to (\tilde{\phi}(\tilde{x}^0, t), t)$ from $\tilde{X} \times \mathbb{R}^0_+$ to $\tilde{X} \times \mathbb{R}^0_+$, and needs not be Borel. The space $X$ is a Borel space, see Lemma 5.2 if we assume that the divergence of the original trajectories in $\tilde{X}$, in the reverse time, is bounded by some function of time. Or, roughly speaking, the speed of moving along the flow $\tilde{\phi}$ from $h((\tilde{y}, t))$ to $\tilde{y}$ is bounded. The precise condition is as follows.

**Condition 5.2** Condition 5.1 is satisfied; the original flow $\tilde{\phi}$ is continuous, and thus so is the flow $\phi$; and there exists a $(0, \infty)$-valued function $d$ on $\mathbb{R}^0_+$, bounded on every finite interval $[0,T]$ and such that for all $y_1 = (\tilde{y}_1,t_1)$, $y_2 = (\tilde{y}_2,t_2) \in X$,

$$\tilde{\rho}(h(y_1), h(y_2)) = \rho(\tilde{\phi}(\tilde{y}_1, -t_1), \tilde{\phi}(\tilde{y}_2, -t_2)) \leq d(t_1) \vee d(t_2) \rho(y_1,y_2),$$

where $\rho$ and $\tilde{\rho}$ denote the compatible metrics on $X$ and $\tilde{X}$, respectively.
Figure 1: Flows \( \tilde{\phi} \) and \( \phi \). The grey area is \( \tilde{V}_c^\nu \): outside it \( \nu \equiv 0 \).

**Lemma 5.2** Suppose Condition 5.2 is satisfied. Then the mapping \( h : X \to \tilde{X} \), introduced in Definition 5.3, is continuous, the original flow \( \tilde{\phi} \) in the reverse time is continuous, the mapping \( F : \tilde{X} \times \mathbb{R}_0^+ \to X \) defined as

\[
F(x_0, t) := (\tilde{\phi}(x_0, t), t) = \phi((x_0, 0), t), \quad \text{with} \quad F^{-1}(y) = (h(y), \tau_y),
\]

is a homeomorphism, and the set \( X \) is a Borel space.

As was mentioned above, the modified flow \( \phi \) is obviously continuous if \( \tilde{\phi} \) was so. Conditions 3.1, 3.2 and 3.3 remain fulfilled if and only if they were so for the original model, i.e., the model with the original state space \( \tilde{X} \). Now suppose Conditions 3.1, 3.2 and 3.3 are satisfied, so that Theorems 3.1 and 4.1 remain valid for the current model with the extended state space. Histories \( h_i \) contain only elements \( x_k \) of the form \( x_k = (\tilde{x}_k, 0) \); hence there is a one-to-one correspondence between the control strategies in the original “tilde” model and in the extended model with the state space \( X \). The set \( V \) defined as in (11) for the “tilde” model gives rise to the corresponding set

\[
V := \{ y = (\tilde{y}, t) \in X : \tilde{y} \in \tilde{V} \cap \tilde{X} \} \cup \{ \Delta \}
\]

with the complement in \( X \) being \( V^c \). For \( \tilde{\nu} \in \tilde{V}^c \),

\[
\tilde{\nu}^*(\tilde{z}) := \inf\{ \theta \in \mathbb{R}_0^+ : \phi((\tilde{z}, 0), \theta) \in V \} = \inf\{ \theta \in \mathbb{R}_0^+ : \tilde{\phi}(\tilde{z}, \theta) \in \tilde{V} \}.
\]

(cf [28]; as was shown, the function \( \tilde{\nu}^*(\cdot) \) is measurable and \( \tilde{\nu}^*(\tilde{z}) > 0 \) because the set \( \tilde{V}^c \) is open.)

Definition 4.2 of the space \( W \) remains the same, but for the extended state space \( X \), the flow \( \phi \) and the sets \( V \) and \( V^c \). The next remark is in its position now.

**Remark 5.1** Suppose Condition 5.2 is satisfied. If Conditions 3.1, 3.2 and 3.3 are satisfied, so that the sets \( \tilde{V} \) and \( \tilde{V}^c \) are well defined, then \( F \) provides a homeomorphism between the set

\[
D := \{ (\tilde{x}_0, t) : \tilde{x}_0 \in \tilde{V}^c, \ 0 \leq t < \tilde{\nu}^*(\tilde{x}_0) \} = \{ (\tilde{x}_0, t) : \tilde{\phi}(\tilde{x}_0, t) \in \tilde{V}^c \} \quad (29)
\]

and \( V^c \). Indeed, \( F(\tilde{x}_0, t) \in V^c \) if and only if the pair \( (\tilde{x}_0, t) \) belongs to the set \( D \) defined in (29). See Figure 3. Recall that \( \phi(\tilde{x}_0, t) \in V \) for all \( t \in \mathbb{R}_0^+ \) if \( \tilde{x}_0 \in \tilde{V} \).
We underline that the points \((\bar{x}^0, t) \in D \) and \((\bar{y}, t) \in X\) have different meanings, although the components \(\bar{x}^0, \bar{y} \in X\) and \(t \in \mathbb{R}^+\) look the same. That is the reason to equip the first coordinates of points in \(D\) with the upper index 0, to make them look different from the points in \(X\).

**Definition 5.4** Suppose Conditions 5.1, 5.2, 5.3, and 5.2 are satisfied. If \(\zeta\) is a measure on \(V^c\), then \(\zeta\) is the image of \(\zeta\) under the mapping \(F\):

\[
\zeta(\Gamma) = \zeta(F(\Gamma)), \quad \Gamma \in \mathcal{B}(D).
\]

In case the measure \(\zeta\) is finite, we, with slight but convenient abuse of notations, introduce \(\zeta(\Gamma) := \zeta(\Gamma \times \mathbb{R}^+_0)\) for \(\Gamma \in \mathcal{B}(V^c)\), the marginal of \(\zeta\) on \(V^c\), and \(\zeta(dt|\bar{x}^0)\), the stochastic kernel from \(V^c\) to \(\mathbb{R}^+_0\) such that

\[
\zeta(d\bar{x}^0 \times dt) = \zeta(d\bar{x}^0)\zeta(dt|\bar{x}^0),
\]

see [5] Cor. 7.27.2 or [12] Prop. D.8. Below, we sometimes simplify the notations and, given \(\zeta\), denote \(\zeta(dt|\bar{x}^0)\) as \(\zeta(dt|\bar{x}^0)\). Note that \(\zeta([0, \bar{\theta}^*(\bar{x}^0)])|\bar{x}^0) = 1\) for \(\zeta\)-almost all \(\bar{x}^0 \in V^c\). Clearly,

\[
\zeta_1 \subseteq \zeta_2 \text{ set-wise} \iff \zeta_1 \leq \zeta_2 \text{ set-wise}.
\]

If the measure \(\zeta\) is zero outside the set \(\bar{V}^c \times \{0\}\), then \(\zeta(\Gamma) = 0\) for all measurable subsets \(\Gamma \subseteq D \cap \{\bar{x}^0, t) \in X \times \mathbb{R}^+_0 : t > 0\}\), \(\zeta(\Gamma) = \zeta(\bar{x}^0 \times \{0\})\) for all \(\Gamma \in \mathcal{B}(V^c)\), and \(\zeta(dt|\bar{x}^0) = \delta_0(dt)\) for \(\zeta\)-almost all \(\bar{x}^0 \in \bar{V}^c\).

**Definition 5.5** Under Conditions 5.1, 5.2, 5.3, and 5.2 a measure \(\zeta\) on \(V^c\) is called normal if there exist a finite measure \(L\) on \(\bar{V}^c\) and a bounded measurable function \(g(\bar{x}^0, u) : \bar{V}^c \times \mathbb{R}^+_0 \to \mathbb{R}^+_0\) such that

\[
\zeta(d\bar{x}^0 \times du) = g(\bar{x}^0, u)du L(d\bar{x}^0).
\]

Clearly, every normal measure is \(\sigma\)-finite. Similarly, a normal measure on some orbit is understood.

**Remark 5.2** Suppose Conditions 5.1, 5.2, 5.3, and 5.2 are satisfied.

(a) The restriction to \(V^c \times (\mathbb{R}^+_0 \times A)\) of the measure \(\mu^\pi\) defined in (27) is concentrated on \(\bar{V}^c \times \{0\} \times \mathcal{B} = \{\bar{x}, 0) : \bar{x} \in \bar{V}^c\} \times \mathcal{B}\) because, for all \(n = 0, 1, \ldots\), if \(X_n \neq \Delta\), then \(X_n = (\bar{x}, 0)\) when \(\bar{x}\) remains in \(X^c\). Therefore, in problems (17), (18) and (26), (27), and (28), one needs to consider only such finite measures \(\mu\).

(b) Consider a finite measure \(\mu\) on \(V^c \times \mathbb{R}^+_0 \times A\) satisfying (26) and concentrated on \(\bar{V}^c \times \{0\} \times \mathbb{R}^+_0 \times A\). Then for the aggregated occupation measure \(\eta\) induced by \(\mu\), \(\eta(dy \times \square)\) (see (26)) is obviously a normal measure because

\[
\eta(\Gamma) = \eta(F(\Gamma)) = \int_{\mathbb{R}^+_0} \int_{\bar{V}^c} \delta_{(\bar{x}^0, 0)}(F(\Gamma)) \int_A p_T([u, \infty])|\bar{x}^0, 0, a)p_A(da)\mu(d\bar{x}^0 \times \{0\} \times \mathbb{R}^+_0 \times A)\]

\[
= \int_{\mathbb{R}^+_0} \int_{\bar{V}^c} \chi_{\{\bar{x}^0, u) \in \Gamma\}} \int_A p_T([u, \infty])|\bar{x}^0, 0, a)p_A(da)\mu(d\bar{x}^0 \times \{0\} \times \mathbb{R}^+_0 \times A),
\]

where the second equality is by the definition of the aggregated occupation measure \(\eta\), and the third equality is by the definition of the mapping \(F\).
Suppose Conditions 3.1, 3.2, 3.3 and 5.2 are satisfied. For a given measure $\zeta$ on $V^c$ and a function $w \in W$, the value of the integral $\int_{V^c} \chi w(x) \zeta(dx)$ depends on the selection of the function $g(\cdot)$ in (54), see Definition 4.2. We would like to get rid of this dependence. This is the case if the measure $\zeta$ is normal, or more generally, weakly normal, defined as follows.

**Definition 5.6** Suppose Conditions 3.1, 3.2, 3.3 and 5.2 are satisfied. Then a measure $\zeta$ on $V^c$ is called weakly normal if it satisfies the following two conditions.

(i) 
\[ \zeta\{(x = (\tilde{x}, u) \in V^c : \tilde{x} \in \tilde{V}^c, 0 \leq u < t}\} < \infty \ \forall \ t \in \mathbb{R}_+. \]
Equivalently,
\[ \zeta(\Gamma_t) < \infty \ \forall \ t \in \mathbb{R}_+, \]
where 
\[ \Gamma_t := \{(\tilde{x}^0, u) : \tilde{x}^0 \in \tilde{V}^c; \ 0 \leq u < t \wedge \tilde{\theta}^*(\tilde{x}^0)\} \in \mathcal{B}(D). \] (30)

(ii) For each $t \in \mathbb{R}_+$, the stochastic kernel $\zeta_t(du|\tilde{x}^0)$, coming from the decomposition 
\[ \hat{\zeta}_t(dx^0 \times du) = \hat{\zeta}_t(dx^0)\zeta_t(du|\tilde{x}^0) \]

of the finite measure $\hat{\zeta}_t$, which is the restriction of $\tilde{\zeta}$ on $\Gamma_t$, is absolutely continuous with respect to the Lebesgue measure for $\tilde{\zeta}_t$-almost all $\tilde{x}^0$: $\zeta_t(du|\tilde{x}^0) = G_t(\tilde{x}^0, u)du$. Here $\tilde{\zeta}_t$ is the marginal of $\tilde{\zeta}_t$ on $\tilde{V}^c$.

**Lemma 5.3** Suppose Conditions 3.1, 3.2, 3.3 and 5.2 are satisfied. Then every normal measure $\zeta$ on $V^c$ is weakly normal.

Now, if Conditions 3.1, 3.2, 3.3 and 5.2 are satisfied, then, for each weakly normal measure $\zeta$ and $w \in W$, independently on the selection of $g$ in (54), the integral $\int_{V^c} \chi w(x) \zeta(dx)$ is uniquely defined, being equal to the limit of the monotone sequence of integrals 
\[ \int_{\Gamma_t} \chi w(\phi((\tilde{x}^0, 0), u))\zeta(dx^0 \times du) = \int_{\tilde{V}^c} \int_{[0,1] \times \tilde{\theta}^*(\tilde{x}^0)} \chi w(\phi((\tilde{x}^0, 0), u))G_t(\tilde{x}^0, u)du \hat{\zeta}_t(dx^0) \]
as $t \uparrow \infty$, where $\Gamma_t$ is defined by (30). For the justification, see Item (b) of Lemma A.2 and remember that $\chi w(\phi((\tilde{x}^0, u)))$ is positive (or negative) for all $u$, and $\Gamma_{t_2} \supseteq \Gamma_{t_1}$ if $t_2 > t_1$.

For two weakly normal measures $\zeta^1$ and $\zeta^2$ and the corresponding measures $\tilde{\zeta}^1$ and $\tilde{\zeta}^2$, in case $\zeta^1 \geq \zeta^2$ set-wise, we define the difference $\tilde{\zeta}^1 - \tilde{\zeta}^2$ as
\[ (\tilde{\zeta}^1 - \tilde{\zeta}^2)(\Gamma) := \lim_{t \to \infty} (\tilde{\zeta}^1(\Gamma \cap \Gamma_t) - \tilde{\zeta}^2(\Gamma \cap \Gamma_t)), \ \forall \ \Gamma \in \mathcal{B}(D), \]
where $\Gamma_t$ is defined by (30). Then, the difference $\zeta^1 - \zeta^2$ is defined by
\[ (\zeta^1 - \zeta^2)(\Gamma) := (\tilde{\zeta}^1 - \tilde{\zeta}^2)(F^{-1}(\Gamma)), \ \forall \ \Gamma \in \mathcal{B}(V^c). \]
Now the differences $\tilde{\zeta}^1 - \tilde{\zeta}^2$ and $\zeta^1 - \zeta^2$ are (positive) measures.

**Lemma 5.4** Suppose Conditions 3.1, 3.2, 3.3 and 5.2 are satisfied.
Remark 5.3

By checking its proof, one can see that the statement of Theorem 5.1 remains true if for \( \eta \) the measure in the next section.

This is why a more strict definition of normal measures is in use, which also serves the duality results as far as linear program (31) is concerned, it is desirable to have it in a smaller space of measures.

To be more precise, if the finite measure \( \mu \) on \( V^c \times A_\square \), coming from the occupation measure \( \eta \) such that the optimal solution \( \bar{\eta} \) as in (4), inequalities \( \bar{\eta}(\Gamma) \leq \eta(\Gamma) \) hold for all \( \Gamma \in B(V^c \times A_\square) \).

The statement of Theorem 5.1 can be further strengthened as in the next remark.

Remark 5.3 By checking its proof, one can see that the statement of Theorem 5.1 remains true if for the measure \( \eta \), \( \eta(dx \times \square) \) is weakly normal. Consequently, Corollary 5.1 remains true if one considers linear program (31) therein in such a space of measures \( \eta \) that \( \eta(dx \times \square) \) are weakly normal. However, as far as linear program (31) is concerned, it is desirable to have it in a smaller space of measures. This is why a more strict definition of normal measures is in use, which also serves the duality results in the next section.

The proofs of Theorem 5.1 and of the next corollary are postponed to the next section.

Corollary 5.1. Let Conditions 5.1, 5.2, and 5.3 be satisfied. Then linear program (23)-(26) is equivalent to the following one:

\[
\begin{align*}
\text{Minimize over the measures } \eta & \text{ on } V^c \times A_\square \\
\int_{V^c \times A_\square} C_0(x,a)\eta(dx \times da) & \\
\text{subject to} & \\
(i) & \eta(V^c \times A) < \infty \text{ and the measure } \eta(dx \times \square) \text{ on } V^c \text{ is normal.} \\
(ii) & \text{Equation (27) is satisfied for all functions } w \in W: \\
& 0 = w(x_0) + \int_{V^c} \chi w(x)\eta(dx \times \square) - \int_{V^c} w(x)\eta(dx \times A) + \int_{V^c \times A} w(l(x,a))\eta(dx \times da). \\
(iii) & \int_{V^c \times A_\square} C_j(x,a)\eta(dx \times da) \leq d_j, \forall j = 1,2,\ldots,J.
\end{align*}
\]

To be more precise, if the finite measure \( \mu^* \) on \( V^c \times \bar{R}_+ \times A \) solves linear program (23)-(26), then the measure \( \eta^* \) on \( V^c \times A_\square \), given by (25) and (26) solves linear program (31). Conversely, if the measure \( \eta^* \) on \( V^c \times A_\square \) solves linear program (31), then, for the Markov strategy \( \pi^* \) as in Theorem 5.1, the corresponding occupation measure \( \mu^* \) on \( V^c \times \bar{R}_+ \times A \), defined in (4), solves linear program (23)-(26).

As soon as the optimal solution \( \eta^* \) to the linear program (31) formulated above is obtained, the Markov strategy \( \pi^* \) from Theorem 5.1 solves the original optimal impulsive control problem (8). Recall that linear program (23)-(26) has an optimal solution; hence the linear program (31) is also solvable. Note also that, having in hand the Markov strategy \( \pi^* \), one can compute the corresponding occupation measure \( \mu^* \), (9), and after that the stationary strategy (12) also solves the optimal impulsive control problem (8).
6 Proof of Theorem 5.1 and Corollary 5.1

The proofs will be based on a series of lemmas.

Lemma 6.1 Suppose Conditions 3.1 3.2 3.3 and 5.2 are satisfied. Suppose an orbit
\[ \mathcal{X} \cap V^c = \{ \phi((\tilde{x},0),t) : t \in [0,\tilde{\theta}^*(\tilde{x})) \} \]
is fixed and \( p^* \) is a probability measure on \( \mathbb{R}_+^0 \) such that \( p^*([\tilde{\theta}^*(\tilde{x}),\infty)) = 0 \).
Then the measures \( \eta^*_\mathcal{X} \) and \( \eta^*_A \) on \( \mathcal{X} \cap V^c \), defined as
\[ \eta^*_\mathcal{X}(\Gamma) := \int_{\mathbb{R}_+^0} \mathbb{I}\{\phi((\tilde{x},0),u) \in \Gamma\} p^*(\{u,\infty\}) du = \int_{\mathbb{R}_+^0} \mathbb{I}\{\phi((\tilde{x},0),u) \in \Gamma\} (1 - p^*(\{0,u\}) du, \]
\[ \eta^*_A(\Gamma) := \int_{\mathbb{R}_+^0} \mathbb{I}\{\phi((\tilde{x},0),u) \in \Gamma\} p^*(du), \quad \Gamma \in B(\mathcal{X} \cap V^c), \]
satisfy equation
\[ 0 = w((\tilde{x},0)) + \int_{\mathcal{X} \cap V^c} \chi w(x) \eta^*_\mathcal{X}(dx) - \int_{\mathcal{X} \cap V^c} w(x) \eta^*_A(dx) \quad (32) \]
for all functions \( w \in \mathcal{W} \). The measure \( \eta^*_\mathcal{X} \) is finite, and the measure \( \eta^*_A \) is normal on the orbit.

Proof. The properties of the measures \( \eta^*_\mathcal{X} \) and \( \eta^*_A \) formulated in the last sentence of this lemma are obvious, c.f. the reasoning in Item (b) of Remark 5.2. Now let \( w \in \mathcal{W} \) be fixed. We verify the rest of the statement of this lemma by distinguishing the following two cases.

(i) Suppose that \( u^* := \inf\{u \in \mathbb{R}_+^0 : p^*([0,u]) = 1\} \geq \tilde{\theta}^*(\tilde{x}) \). The expression
\[ I := w((\tilde{x},0)) + \int_{\mathcal{X} \cap V^c} \chi w(x) \eta^*_\mathcal{X}(dx) - \int_{\mathcal{X} \cap V^c} w(x) \eta^*_A(dx) \]
is well defined because the measure \( \eta^*_\mathcal{X} \) is normal, the integral \( \int_{\mathcal{X} \cap V^c} \chi w(x) \eta^*_\mathcal{X}(dx) \) is positive or negative, the function \( w \) is bounded and the measure \( \eta^*_A \) is finite. According to Lemma A.2(c),
\[ I = w((\tilde{x},0)) + \int_{\{0,\tilde{\theta}^*(\tilde{x})\}} \chi w(\phi((\tilde{x},0),t)) [1 - p^*([0,t])] dt - \int_{\{0,\tilde{\theta}^*(\tilde{x})\}} w(\phi((\tilde{x},0),t)) p^*(dt) \]
\[ = - \left[ \int_{\{0,\tilde{\theta}^*(\tilde{x})\}} \chi w(\phi((\tilde{x},0),t)) p^*([0,t]) dt + \int_{\{0,\tilde{\theta}^*(\tilde{x})\}} w(\phi((\tilde{x},0),t)) p^*(dt) \right]. \]
The last equality is by Lemma A.1 and Definition 1.2 of the space \( \mathcal{W} \):
\[ w((\tilde{x},0)) + \lim_{T \to \tilde{\theta}^*(\tilde{x})} \int_{\{0,T\}} \chi w(\phi((\tilde{x},0),t)) dt = \lim_{T \to \tilde{\theta}^*(\tilde{x})} w(\phi((\tilde{x},0),T)) = 0. \]
We apply the Tonelli Theorem [11 Thm.11.28] to the first integral in the square brackets and again use Lemma A.1,
\[ \int_{\{0,\tilde{\theta}^*(\tilde{x})\}} \chi w(\phi((\tilde{x},0),t)) \int_{\{0,t\}} p^*(du) dt = \int_{\{0,\tilde{\theta}^*(\tilde{x})\}} \int_{\{u,\tilde{\theta}^*(\tilde{x})\}} \chi w(\phi((\tilde{x},0),t)) dt p^*(du) \]
\[ = \int_{\{0,\tilde{\theta}^*(\tilde{x})\}} \int_{\{u,\tilde{\theta}^*(\tilde{x})\}} [-w(\phi((\tilde{x},0),u))] p^*(du). \]
Thus \( I = 0 \).
(ii) Suppose that \( u^* := \inf \{ u \in \mathbb{R}_+^0 : p^*([0, u]) = 1 \} < \tilde{\theta}^*(\tilde{x}) \). Since measures \( \tilde{\eta}_A \) and \( \tilde{\eta}_C \) both equal zero on the set \( \{ \phi((\tilde{x}, 0), t) : t > u^* \} \), it is sufficient to show that
\[
I := w((\tilde{x}, 0)) + \int_{[0, u^*]} \chi w(\phi((\tilde{x}, 0), t))[1 - p^*([0, t])] dt
- \int_{[0, u^*]} w(\phi((\tilde{x}, 0), t))p^* (dt) - w(\phi((\tilde{x}, 0), u^*))[1 - p^*([0, u^*])].
\]

In the last term, \( [1 - p^*([0, u^*])] = p^*([u^*, \infty)) \). Since
\[
w((\tilde{x}, 0)) + \int_{[0, u^*]} \chi w(\phi((\tilde{x}, 0), t)) dt - w(\phi((\tilde{x}, 0), u^*)) = 0
\]
(see Lemma A.1), after we subtract this equality from \( I \), we obtain
\[
I = -\int_{[0, u^*]} \chi w(\phi((\tilde{x}, 0), t))p^*([0, t]) dt - \int_{[0, u^*]} w(\phi((\tilde{x}, 0), t))p^* (dt) + w(\phi((\tilde{x}, 0), u^*))p^*([0, u^*]).
\]

Finally, apply the Tonelli Theorem [1] Thm.11.28 to the first term and again use Lemma A.1
\[
\int_{[0, u^*]} \int_{[0, t]} \chi w(\phi((\tilde{x}, 0), t)) p^* (du) dt = \int_{[0, u^*]} \int_{[u, u^*]} \chi w(\phi((\tilde{x}, 0), t)) dt p^* (du)
= \int_{[0, u^*]} [w(\phi((\tilde{x}, 0), u^*)) - w(\phi((\tilde{x}, 0), u))] p^* (du)
= w(\phi((\tilde{x}, 0), u^*)) p^*([0, u^*]) - \int_{[0, u^*]} w(\phi((\tilde{x}, 0), u)) p^* (du).
\]

Therefore, \( I = 0 \).

The proof is completed. \( \square \)

**Lemma 6.2** Let Conditions \( \mathcal{A}, \mathcal{B}, \mathcal{B}' \) and \( \mathcal{B}'' \) be satisfied. Suppose \( \nu \) is a finite measure on \( V^c \) such that \( \nu(V^c \times \{ t : t > 0 \}) = 0 \), or say more rigorously, \( \nu(V^c \cap (V^c \times \{ t : t > 0 \})) = 0 \), \( \tilde{\eta} \) is a finite measure on \( V^c \times \mathbb{A} \), \( \tilde{\eta}_C \) is a normal (or weakly normal) measure on \( V^c \) and \( \tilde{\eta}_A \) is a finite measure on \( V^c \) which satisfy equation
\[
0 = \int_{V^c} w(x) \nu(dx) + \int_{V^c} \chi w(x) \tilde{\eta}_C(dx) - \int_{V^c} w(x) \tilde{\eta}_A(dx) + \int_{V^c \times \mathbb{A}} w(t(x, a)) \tilde{\eta}(dx \times da) \tag{33}
\]
for all functions \( w \in \mathcal{W} \). Then there is a stochastic kernel \( \tilde{p}(dt|x) \) on \( \mathbb{R}_+^0 \) given \( V^c \) such that, for \( \theta^* \) as in (33), \( \tilde{p}(\theta^*(x), \infty)|x) = 0 \) for \( \nu \)-almost all \( x \in V^c \) and the measures

\[
\tilde{\eta}_A^w(\Gamma) := \int_{V^c} \int_{\mathbb{R}_+^0} \mathbb{1}\{\phi(x, u) \in \Gamma\} \tilde{p}(du|x) \nu(dx)
\]

and

\[
\tilde{\eta}_\Gamma^w(\Gamma) := \int_{V^c} \int_{\mathbb{R}_+^0} \mathbb{1}\{\phi(x, u) \in \Gamma\} \tilde{p}(|u, \infty||x)du \nu(dx), \quad \Gamma \in \mathcal{B}(V^c)
\]

satisfy equation

\[
0 = \int_{V^c} w(x) \nu(dx) + \int_{V^c} \chi w(x) \tilde{\eta}_\Gamma^w(dx) - \int_{V^c} w(x) \tilde{\eta}_A^w(dx)
\]

(34)

for all functions \( w \in \mathcal{W} \). Moreover, the set functions \( \tilde{\eta}_\Gamma(\Gamma) - \tilde{\eta}_\Gamma(\Gamma) \) and \( \tilde{\eta}_A(\Gamma) - \tilde{\eta}_A(\Gamma) \) on \( \mathcal{B}(V^c) \) are again normal (or weakly normal) and finite measures, correspondingly.

**Proof.** (i) First of all, we underline that, for each \( \Gamma \in \mathcal{B}(V^c) \), the function \( \mathbb{1}\{\phi(x, u) \in \Gamma\} \) is measurable since the flow \( \phi \) is continuous. Below, \( \hat{\nu}(\Gamma) := \nu(\Gamma \times \{0\}) \) for \( \Gamma \in \mathcal{B}(V^c) \).

According to Definition 5.4, we introduce the finite measure \( \hat{\eta}_A(dx) \) and stochastic kernel \( \hat{\eta}_A(dt|x) \) coming from \( \hat{\eta}_A(dx) \). Next, introduce the finite measure

\[
K := \hat{\nu} + \hat{\eta}_A
\]

on \( \tilde{V}^c \) and the Radon-Nikodym derivatives

\[
n(x^0) := \frac{d\hat{\nu}}{dK}(x^0), \quad \text{and} \quad a(x^0) := \frac{d\hat{\eta}_A}{dK}(x^0).
\]

Below, we fix one specific version of the derivative \( n \) and of the derivative \( a \). On the set

\[
\tilde{V}_\nu^c := \{x^0 \in \tilde{V}^c : n(x^0) > 0\},
\]

we have

\[
\hat{\eta}_A(\tilde{\Gamma}) = \int_{\tilde{\Gamma}} a(x^0) K(dx^0) = \int_{\tilde{\Gamma}} \frac{a(x^0)}{n(x^0)} \hat{\nu}(d\tilde{x}^0)
\]

for all \( \tilde{\Gamma} \in \mathcal{B}(\tilde{V}_\nu^c) \). See Figure 1.

Since the function \( \mathbb{1}\{u \leq t\} \) of \( (u, t) \) is measurable, the integral \( \int_{\mathbb{R}_+^0} \mathbb{1}\{u \leq t\} \hat{\eta}_A(du|x^0) \) is a measurable function of \( (x^0, t) \) [3, Prop.7.29], and hence the function

\[
G(x^0, t) := \hat{\eta}_A([0, t]|x^0) \frac{a(x^0)}{n(x^0)} = \int_{\mathbb{R}_+^0} \mathbb{1}\{u \leq t\} \hat{\eta}_A(du|x^0) \frac{a(x^0)}{n(x^0)}, \quad x^0 \in \tilde{V}_\nu^c, \quad t \in \mathbb{R}_+
\]

is measurable. For all \( x^0 \in \tilde{V}_\nu^c \), the function \( G(x^0, \cdot) \) clearly increases and is right-continuous: it is constant for \( t \geq \theta^*(x^0) \) and, if \( t_i \downarrow t \in [0, \theta^*(x^0)] \) then \( \tilde{\eta}_A([0, t_i]|x^0) \downarrow \tilde{\eta}_A([0, t]|x^0) \).

Let us introduce the function

\[
u^*(x^0) := \inf\{t \in \mathbb{R}_+^0 : G(x^0, t) \geq 1\} \in \mathbb{R}_+^0, \quad x^0 \in \tilde{V}_\nu^c.
\]

This infimum is clearly attained and \( G(x^0, \nu^*(x^0) -) \leq 1 \). To show that the function \( \nu^*(\cdot) \) is measurable, it is sufficient to notice that \( \nu^* \) is the solution to the one-step MDP with the state space \( \tilde{V}_\nu^c \), admissible compact action spaces

\[
T(x^0) := [\nu^*(x^0), \infty] \subset \mathbb{R}_+^0
\]
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and the cost \( c(\tilde{x}^0, t) = t \) [12, Prop.D.5]. (The multifunction \( \tilde{x}^0 \to T(\tilde{x}^0) \) is measurable because the graph

\[
Gr = \{(\tilde{x}^0, t) : \tilde{x}^0 \in \tilde{V}^c, t \in T(\tilde{x}^0)\} = \{(\tilde{x}^0, t) \in \tilde{V}^c \times \bar{R}_+^0 : G(\tilde{x}^0, t) \geq 1\}
\]

is measurable [12, Prop.D.4].) Note also that if \( u^*(\tilde{x}^0) > \tilde{\theta}^*(\tilde{x}^0) \) then \( u^*(\tilde{x}^0) = \infty \). Figure 3 can serve as an illustration.

For \( \tilde{x}^0 \in \tilde{V}^c \), we put

\[
\tilde{p}(I(\tilde{x}^0, 0)) := \tilde{\eta}_A(I \cap [0, u^*(\tilde{x}^0) \land \tilde{\theta}^*(\tilde{x}^0)]|\tilde{x}^0) \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} + \mathbb{I}\{u^*(\tilde{x}^0) < \tilde{\theta}^*(\tilde{x}^0)\} \mathbb{I}\{u^*(\tilde{x}^0) \in I\} \left[ 1 - \tilde{\eta}_A([0, u^*(\tilde{x}^0)]|\tilde{x}^0) \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} \right]
\]

for all \( I \in \mathcal{B}(\bar{R}^0_+) \), and \( \tilde{p}(\{\infty\})(\tilde{x}^0, 0) := 1 - \tilde{p}(\bar{R}^0_+|\tilde{x}^0, 0)) \).

For all other points \( x \in V^c \), we put \( \tilde{p}(\{\infty\}|x) = 1 \) and \( \tilde{p}(I|x) \equiv 0 \) for \( I \in \mathcal{B}(\bar{R}^0_+) \). Clearly, \( \tilde{p}(\theta^*(x), \infty)|x) = 0 \) for \( \nu \)-almost all \( x \in V^c \). The possible shapes of the distribution function \( \tilde{p}([0, t]|(\tilde{x}^0, 0)) \) are shown on Figure 2.

![Figure 2: Graphs of the function \( \tilde{p}([0, t]|(\tilde{x}^0, 0)) \), see also Figure 3](image)

In case a), \( \tilde{p}([0, t]|(\tilde{x}^0, 0)) = \tilde{\eta}_A([0, t]|\tilde{x}^0) \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} \) for all \( t \in \bar{R}^0_+ \). This holds for all \( \tilde{x}^0 \in \tilde{V}^c \), where

\[
\tilde{p}(I(\tilde{x}^0, 0)) := \tilde{\eta}_A(I \cap [0, u^*(\tilde{x}^0)]|\tilde{x}^0) \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} + \mathbb{I}\{u^*(\tilde{x}^0) < \tilde{\theta}^*(\tilde{x}^0)\} \mathbb{I}\{u^*(\tilde{x}^0) \in I\} \left[ 1 - \tilde{\eta}_A([0, u^*(\tilde{x}^0)]|\tilde{x}^0) \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} \right]
\]

for all \( I \in \mathcal{B}(\bar{R}^0_+) \), and \( \tilde{p}(\{\infty\})(\tilde{x}^0, 0) := 1 - \tilde{p}(\bar{R}^0_+|\tilde{x}^0, 0)) \).

(ii) Let us prove that equation (44) holds. Since \( \nu(V^c \times \{ t : t > 0 \}) = 0 \),

\[
\tilde{\eta}'_A(\Gamma) = \int_{V^c} \tilde{\eta}_A^c(\Gamma(\tilde{x}^0, 0)) \tilde{\nu}(d\tilde{x}^0); \quad \tilde{\eta}'_c = \int_{V^c} \tilde{\eta}_c^c(\Gamma(\tilde{x}^0, 0)) \tilde{\nu}(d\tilde{x}^0)
\]

for all \( \Gamma \in \mathcal{B}(V^c) \), where

\[
\tilde{\eta}_A^c(\Gamma(\tilde{x}^0, 0)) := \int_{\bar{R}^0_+} \mathbb{I}\{\phi((\tilde{x}^0, 0), u) \in \Gamma\} \tilde{p}(du|(\tilde{x}^0, 0));
\]

\[
\tilde{\eta}_c^c(\Gamma(\tilde{x}^0, 0)) := \int_{\bar{R}^0_+} \mathbb{I}\{\phi((\tilde{x}^0, 0), u) \in \Gamma\} \tilde{p}(\infty|((\tilde{x}^0, 0))) du.
\]
The introduced measures $\eta_A^*$ and $\eta_\nu^c$ are concentrated on $\mathbb{P}_0\mathcal{X} \cap V^c$ for each $\tilde{x}^0 \in \tilde{V}^c$. By the way, $\eta_A^*$ and $\eta_\nu^c$ are measurable kernels because the flow $\phi$ is continuous and $\tilde{p}$ is a (measurable) stochastic kernel. Now

$$
\int_{V^c} w(x)\nu(dx) + \int_{V^c} \chi w(x)\eta_\nu^c(dx) - \int_{V^c} w(x)\tilde{\eta}_A^*(dx)
\quad = \int_{V^c} w((\tilde{x}^0, 0))\tilde{\nu}(d\tilde{x}^0) + \int_{V^c} \int_{\tilde{x}^0, \chi \cap V^c} \chi w(x)\eta_\nu^c(dx|\tilde{x}^0, 0)\tilde{\nu}(d\tilde{x}^0)
\quad - \int_{V^c} \int_{\tilde{x}^0, \chi \cap V^c} w(x)\eta_A^*(dx|\tilde{x}^0, 0)\tilde{\nu}(d\tilde{x}^0)
\quad = \int_{V^c} \left[w((\tilde{x}^0, 0)) + \int_{\tilde{x}^0, \chi \cap V^c} \chi w(x)\eta_\nu^c(dx|\tilde{x}^0, 0) - \int_{\tilde{x}^0, \chi \cap V^c} w(x)\eta_A^*(dx|\tilde{x}^0, 0)\right] \tilde{\nu}(d\tilde{x}^0).
$$

The re-arrangement is legal because the function $w$ is bounded, the measure $\tilde{\eta}_\nu^c$ is normal, and the measures $\tilde{\nu}$ and $\eta_A^*(dx|\tilde{x}^0, 0)$ are finite (for all $\tilde{x}^0 \in \tilde{V}^c$). Equation (34) follows from Lemma 6.1. (iii) Let us show that $\tilde{\eta}_A - \tilde{\eta}_A^*$ is a finite measure. In case $u^*(\tilde{x}^0) < \theta^*(\tilde{x}^0)$,

$$
\tilde{p}(\{u^*(\tilde{x}^0)\}|(\tilde{x}^0, 0)) = 1 - \tilde{\eta}_A([0, u^*(\tilde{x}^0)]|\tilde{x}^0)\frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} \leq \tilde{\eta}_A(\{u^*(\tilde{x}^0)\}|\tilde{x}^0)\frac{a(\tilde{x}^0)}{n(\tilde{x}^0)}
$$

because

$$
\tilde{\eta}_A([0, u^*(\tilde{x}^0)]|\tilde{x}^0)\frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} = G(\tilde{x}^0, u^*(\tilde{x}^0)) \geq 1.
$$

Therefore, in any case

$$
\tilde{p}(I|(\tilde{x}^0, 0)) \leq \tilde{\eta}_A(I|\tilde{x}^0)\frac{a(\tilde{x}^0)}{n(\tilde{x}^0)}
$$

for all $I \in \mathcal{B}(\mathbb{R}_+^0)$ and for all $\tilde{x}^0 \in \tilde{V}^c$. Now, for each measurable subset $\Gamma \subset V^c$,

$$
\tilde{\eta}_A(\Gamma) = \int_{\tilde{V}^c} \int_{\mathbb{R}_+^0} \mathbb{I}\{\phi((\tilde{x}^0, 0), u) \in \Gamma\} \tilde{p}(du|(\tilde{x}^0, 0))\tilde{\nu}(d\tilde{x}^0)
\quad = \int_{\tilde{V}^c} \int_{[0, \theta^*(\tilde{x}^0))} \mathbb{I}\{\phi((\tilde{x}^0, 0), u) \in \Gamma\} \tilde{p}(du|(\tilde{x}^0, 0))\tilde{\nu}(d\tilde{x}^0)
$$

because $\nu(\tilde{V}^c \times \{t: t > 0\}) = 0$ (see the comments in Definition 5.4). Therefore, for each measurable subset $\Gamma$ of $V^c$,

$$
\tilde{\eta}_A(\Gamma) \leq \int_{\tilde{V}^c} \int_{[0, \theta^*(\tilde{x}^0))} \mathbb{I}\{\phi((\tilde{x}^0, 0), u) \in \Gamma\} \tilde{\eta}_A(du|\tilde{x}^0)\frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} \tilde{\nu}(d\tilde{x}^0)
\quad = \int_{\tilde{V}^c} \int_{[0, \theta^*(\tilde{x}^0))} \mathbb{I}\{\phi((\tilde{x}^0, 0), u) \in \Gamma\} \tilde{\eta}_A(du|\tilde{x}^0)\frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} n(\tilde{x}^0) K(d\tilde{x}^0)
\quad = \int_{\tilde{V}^c} \int_{[0, \theta^*(\tilde{x}^0))} \mathbb{I}\{\phi((\tilde{x}^0, 0), u) \in \Gamma\} \tilde{\eta}_A(du|\tilde{x}^0)\tilde{\eta}_A(d\tilde{x}^0)
\quad \leq \int_{\tilde{V}^c} \int_{[0, \theta^*(\tilde{x}^0))} \mathbb{I}\{\phi((\tilde{x}^0, 0), u) \in \Gamma\} \tilde{\eta}_A(du|\tilde{x}^0)\tilde{\eta}_A(d\tilde{x}^0)
\quad = \int_{\tilde{V}^c} \mathbb{I}\{y \in \Gamma\} \tilde{\eta}_A(dy) = \tilde{\eta}_A(\Gamma).
$$

The last but one equality is by Lemma A.2(a). Hence, $\tilde{\eta}_A - \tilde{\eta}_A^*$ is a finite measure.
(iv) Let us show that $\tilde{\eta}_0 \geq \tilde{\eta}'_0$ set-wise. Recall that the measure $\tilde{\eta}'_0$ is normal. It is convenient to consider the images $\tilde{\eta}_0$ and $\tilde{\eta}$ of the measures $\tilde{\eta}_0$ and $\tilde{\eta}(\cdot \times A)$ as in Definition 5.4 and, similarly, for $\Gamma \in B(D)$, we introduce

$$\tilde{\eta}_0(\Gamma) := \tilde{\eta}_0(F(\Gamma)).$$

Now, according to Lemma A.2(a,b), equation (33) takes the form:

$$0 = \int_{\tilde{V}_c} w((\tilde{x}^0, 0)) \tilde{\phi}(d\tilde{x}^0) - \int_{\tilde{V}_c} \chi w(\phi((\tilde{x}^0, 0), u))\tilde{\eta}_0(d\tilde{x}^0 \times du)$$

and the stochastic kernel $\tilde{\eta}$ equal to the value of $\tilde{\eta}(\cdot \times A)$ as in Definition 5.4, and similarly, for $\Gamma \in B(D)$, we introduce

$$\tilde{\eta}_0(\Gamma) := \tilde{\eta}_0(F(\Gamma)).$$

Now, according to Lemma A.2(a,b), equation (33) takes the form:

$$0 = \int_{\tilde{V}_c} w((\tilde{x}^0, 0)) \tilde{\phi}(d\tilde{x}^0) - \int_{\tilde{V}_c} \chi w(\phi((\tilde{x}^0, 0), u))\tilde{\eta}_0(d\tilde{x}^0 \times du)$$

and the stochastic kernel $\tilde{\eta}(da|y)$ comes from the decomposition

$$\tilde{\eta}(dy \times da) = \tilde{\eta}(da|y)\tilde{\eta}(dy \times A).$$

According to [41 V.1;Thm.1.5.6], it suffices to show that the value of the measure $\tilde{\eta}_0$ is greater or equal to the value of $\tilde{\eta}_0$ on each set of the form

$$Y_{T_1, T_2, \tilde{\Gamma}} := \{(\tilde{x}^0, u) : \tilde{x}^0 \in \tilde{\Gamma}, T_1 \leq u < T_2 \land \tilde{\phi}^*(\tilde{x}^0)\}, \quad \tilde{\Gamma} \in B(\tilde{V}_c), \quad 0 \leq T_1 < T_2 < \infty.$$

See Figure 3 and also Figure 2 for illustration.

Note that, in case $\tilde{\Gamma} \subset \tilde{V}_c \setminus \tilde{V}_c^c$, $\tilde{\eta}_0(Y_{T_1, T_2, \tilde{\Gamma}}) = 0$ and hence $\tilde{\eta}_0(Y_{T_1, T_2, \tilde{\Gamma}}) - \tilde{\eta}_0(Y_{T_1, T_2, \tilde{\Gamma}}) \geq 0$ for all $T_1, T_2$ because $\nu((\tilde{V}_c \setminus \tilde{V}_c^c) \times \{0\}) = 0$. Therefore, below in this proof, we assume that $\tilde{\Gamma} \subset \tilde{V}_c^c$.

**Figure 3:** Space $D = \{(\tilde{x}^0, t) : \tilde{\phi}(\tilde{x}^0, t) \in \tilde{V}_c\}$ and “rectangle” $Y_{T_1, T_2, \tilde{\Gamma}}$. The points $\tilde{x}_1^0, \tilde{x}_2^0, \tilde{x}_3^0$ belong to $\tilde{V}_c^c \subset \tilde{V}_c$. The dashed area is the part of $Y_{T_1, T_2, \tilde{\Gamma}}$ where $\tilde{\eta}_0$ might be positive.

To use equality (35) to calculate $\tilde{\eta}_0(Y_{T_1, T_2, \tilde{\Gamma}})$, we put

$$\chi w_{T_1, T_2, \tilde{\Gamma}}(\phi((\tilde{x}^0, 0), u)) := -\mathbb{I}\{(\tilde{x}^0, u) \in Y_{T_1, T_2, \tilde{\Gamma}}\},$$
and consider the following positive function decreasing along the flow:

\[
    w_{T_1, T_2, \tilde{\Gamma}}(\tilde{y}, t) = w_{T_1, T_2, \tilde{\Gamma}}((\tilde{y}, t)) := \begin{cases} 
    T_2 \land \tilde{\theta}^*(h(\tilde{y})) - T_1 \land \tilde{\theta}^*(h(\tilde{y})), & \text{if } 0 \leq t \leq T_1; \\
    T_2 \land \tilde{\theta}^*(h(\tilde{y})) - t, & \text{if } T_1 < t \leq T_2 \land \tilde{\theta}^*(h(\tilde{y})); \\
    0, & \text{if } t > T_2 \land \tilde{\theta}^*(h(\tilde{y})).
    \end{cases}
\]

See Figure 4.

Figure 4: Graph of the function 

\[
    w_{T_1, T_2, \tilde{\Gamma}}(\tilde{y}, t) = w_{T_1, T_2, \tilde{\Gamma}}((\tilde{\phi}(\tilde{x}^0, t), t)) \text{ for a fixed value of } h(\tilde{y}) = \tilde{x}^0 \in \tilde{\Gamma} \text{ and } \tilde{\theta}^*(h(\tilde{y})) > T_1.
\]

One can easily see that, for all \(0 \leq T_1 < T_2 < \infty, \tilde{\Gamma} \in \mathcal{B}(\tilde{V}^c), w_{T_1, T_2, \tilde{\Gamma}} \in \mathcal{W}.\) Now

\[
    w_{T_1, T_2, \tilde{\Gamma}}((\tilde{x}^0, 0)) = \mathbb{I}\{\tilde{x}^0 \in \tilde{\Gamma}\} \left( T_2 \land \tilde{\theta}^*(\tilde{x}^0) - T_1 \land \tilde{\theta}^*(\tilde{x}^0) \right); \\
    w_{T_1, T_2, \tilde{\Gamma}}(\tilde{\phi}((\tilde{x}^0, 0), u)) = \mathbb{I}\{\tilde{x}^0 \in \tilde{\Gamma}\} \times \begin{cases} 
    T_2 \land \tilde{\theta}^*(\tilde{x}^0) - T_1 \land \tilde{\theta}^*(\tilde{x}^0), & \text{if } u \leq T_1; \\
    T_2 \land \tilde{\theta}^*(\tilde{x}^0) - u, & \text{if } T_1 < u \leq T_2 \land \tilde{\theta}^*(\tilde{x}^0); \\
    0, & \text{if } u > T_2 \land \tilde{\theta}^*(\tilde{x}^0),
    \end{cases}
\]

and expression \((36)\) takes the form

\[
    w_{T_1, T_2, \tilde{\Gamma}}(y) = w_{T_1, T_2, \tilde{\Gamma}}((\tilde{y}, t)) := \int_{\mathbb{A}} w_{T_1, T_2, \tilde{\Gamma}}((\tilde{l}(\tilde{y}, a), 0)) \tilde{\eta}^A(da|y)
    \]

\[
    = \mathbb{I}\{\tilde{l}(\tilde{y}, a) \in \tilde{\Gamma}\} \int_{\mathbb{A}} \left[ T_2 \land \tilde{\theta}^*(\tilde{l}(\tilde{y}, a)) - T_1 \land \tilde{\theta}^*(\tilde{l}(\tilde{y}, a)) \right] \tilde{\eta}^A(da|y).
\]

This function is positive for all \(T_1, T_2, \tilde{\Gamma}\) and for \(\tilde{\eta}(\cdot \times \mathbb{A})\)-almost all \(y \in V^c.\)

From equality \((35)\), using the expression \((\tilde{\eta}_A(d\tilde{x}^0) = \frac{a(\tilde{x}^0)}{m(\tilde{x}^0)} \tilde{\nu}(d\tilde{x}^0),\) we have for

\[
    \tilde{\Gamma}_\tilde{\theta} := \tilde{\Gamma} \cap \{\tilde{x}^0 : \tilde{\theta}^*(\tilde{x}^0) \geq T_1\}.
\]
\[ \hat{\eta}_\circ(Y_{T_1,T_2,\hat{\Gamma}}) = \int_{\hat{\Gamma}_\theta} \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - T_1 \right] \dot{\nu}(\hat{x}^0) - \int_{\hat{\Gamma}_\theta} \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - T_1 \right] \tilde{\eta}_A([0,T_1]|\hat{x}^0) \frac{a(\hat{x}^0)}{n(\hat{x}^0)} \dot{\nu}(\hat{x}^0) \\
- \int_{\hat{\Gamma}_\theta} \int_{(T_1,T_2 \land \tilde{\theta}^*(\hat{x}^0))} \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - u \right] \tilde{\eta}_A(du|\hat{x}^0) \frac{a(\hat{x}^0)}{n(\hat{x}^0)} \dot{\nu}(\hat{x}^0) \\
+ \int_D w_A^{T_1,T_2,\hat{\Gamma}}(\phi((\hat{x}^0,0),u)) \tilde{\eta}(\hat{x}^0 \times du) .
\]

For the last but one integral, note that \( \tilde{\eta}_A(\{\tilde{\theta}^*(\hat{x}^0)\}|\hat{x}^0) = 0 \) for \( K \)-almost all \( \hat{x}^0 \). The corresponding integrals over \( \hat{\Gamma} \setminus \hat{\Gamma}_\theta \) equal zero and hence are omitted; the last term above, denoted below as \( J(\hat{\Gamma}) \), is positive. According to Lemma [A,3] for \( K \)-almost all \( \hat{x}^0 \in \hat{\Gamma}_\theta ,
\[
\int_{(T_1,T_2 \land \tilde{\theta}^*(\hat{x}^0))} \left[ u - T_2 \land \tilde{\theta}^*(\hat{x}^0) \right] \tilde{\eta}_A(du|\hat{x}^0) = \int_{(T_1,T_2 \land \tilde{\theta}^*(\hat{x}^0))} [u - T_1] \tilde{\eta}_A(du|\hat{x}^0) \\
- \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - T_1 \right] \tilde{\eta}_A((T_1,T_2 \land \tilde{\theta}^*(\hat{x}^0))|\hat{x}^0) \\
= \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - T_1 \right] \tilde{\eta}_A((T_1,T_2 \land \tilde{\theta}^*(\hat{x}^0))|\hat{x}^0) - \int_{(0,T_2 \land \tilde{\theta}^*(\hat{x}^0)) - T_1} \tilde{\eta}_A((T_1,T_1 + s)|\hat{x}^0)ds \\
- \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - T_1 \right] \tilde{\eta}_A((T_1,T_2 \land \tilde{\theta}^*(\hat{x}^0))|\hat{x}^0),
\]

so that

\[
\hat{\eta}_\circ(Y_{T_1,T_2,\hat{\Gamma}}) = \int_{\hat{\Gamma}_\theta} \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - T_1 \right] \dot{\nu}(\hat{x}^0) - \int_{\hat{\Gamma}_\theta} \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - T_1 \right] \tilde{\eta}_A([0,T_1]|\hat{x}^0) \frac{a(\hat{x}^0)}{n(\hat{x}^0)} \dot{\nu}(\hat{x}^0) \\
+ \int_{\hat{\Gamma}_\theta} \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - T_1 \right] \tilde{\eta}_A([T_1]|\hat{x}^0) \frac{a(\hat{x}^0)}{n(\hat{x}^0)} \dot{\nu}(\hat{x}^0) \\
- \int_{\hat{\Gamma}_\theta} \int_{(0,T_2 \land \tilde{\theta}^*(\hat{x}^0)) - T_1} \tilde{\eta}_A((T_1,T_1 + s)|\hat{x}^0)ds \frac{a(\hat{x}^0)}{n(\hat{x}^0)} \dot{\nu}(\hat{x}^0) + J(\hat{\Gamma}) \\
= \int_{\hat{\Gamma}_\theta} \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - T_1 \right] \dot{\nu}(\hat{x}^0) - \int_{\hat{\Gamma}_\theta} \left[ T_2 \land \tilde{\theta}^*(\hat{x}^0) - T_1 \right] \tilde{\eta}_A([0,T_1]|\hat{x}^0) \frac{a(\hat{x}^0)}{n(\hat{x}^0)} \dot{\nu}(\hat{x}^0) \\
- \int_{\hat{\Gamma}_\theta} \int_{(T_1,T_2 \land \tilde{\theta}^*(\hat{x}^0))} \tilde{\eta}_A((T_1,u)|\hat{x}^0)du \frac{a(\hat{x}^0)}{n(\hat{x}^0)} \dot{\nu}(\hat{x}^0) + J(\hat{\Gamma}).
\]

According to the definitions of the measures \( \hat{\eta}_\circ \) and \( \hat{\eta}_\circ \),

\[
\hat{\eta}_\circ(F(Y_{T_1,T_2,\hat{\Gamma}})) = \int_{\hat{\Gamma}_\theta} \int_{[0,\hat{x}^0)} \mathbb{I}\{ (\hat{x}^0, u) \in Y_{T_1,T_2,\hat{\Gamma}) \} \left(1 - \tilde{\eta}_A([0, u]|(\hat{x}^0, 0)) \right) \dot{\nu}(\hat{x}^0) \\
- \int_{\hat{\Gamma}_\theta} \int_{[T_1,T_2 \land \tilde{\theta}^*(\hat{x}^0))} \mathbb{I}\{ \hat{x}^0 \in \hat{\Gamma} \} \left(1 - \tilde{\eta}_A([0, u]|(\hat{x}^0, 0)) \right) \dot{\nu}(\hat{x}^0) \]

(39)

The difference

\[
\hat{\eta}_\circ(Y_{T_1,T_2,\hat{\Gamma} \setminus \hat{\Gamma}_\theta}) - \hat{\eta}_\circ(Y_{T_1,T_2,\hat{\Gamma} \setminus \hat{\Gamma}_\theta}) = J(\hat{\Gamma} \setminus \hat{\Gamma}_\theta) \geq 0
\]
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because \( \tilde{\eta}^0(Y_{T_1,T_2,\hat{\Gamma}_s}) = 0 \). Below, we split the main set \( \tilde{\Gamma}_\theta \) into three measurable subsets:

\[
\tilde{\Gamma}_1 := \tilde{\Gamma}_\theta \cap \{ \tilde{x}^0 : u^*(\tilde{x}^0) < T_1 \}, \\
\tilde{\Gamma}_2 := \tilde{\Gamma}_\theta \cap \{ \tilde{x}^0 : u^*(\tilde{x}^0) \geq T_2 \land \tilde{\theta}^*(\tilde{x}^0) \}, \\
\text{and } \tilde{\Gamma}_3 := \tilde{\Gamma}_\theta \cap \{ \tilde{x}^0 : T_1 \leq u^*(\tilde{x}^0) < T_2 \land \tilde{\theta}^*(\tilde{x}^0) \}.
\]

For each \( \tilde{x}^0 \in \tilde{\Gamma}_1 \), \( \tilde{p}([0,u])((\tilde{x}^0,0)) = 1 \) for all \( u \in [T_1,T_2 \land \tilde{\theta}^*(\tilde{x}^0)) \). Hence, according to \( \text{(39)} \), \( \tilde{\eta}^0(Y_{T_1,T_2,\hat{\Gamma}_1}) = 0 \) and

\[
\tilde{\eta}^0(Y_{T_1,T_2,\hat{\Gamma}_1}) - \tilde{\eta}^0(Y_{T_1,T_2,\hat{\Gamma}_1}) \geq 0.
\]

For each \( \tilde{x}^0 \in \tilde{\Gamma}_2 \) (see the point \( \tilde{x}^0_1 \) on Figure 3),

\[
\tilde{p}([0,T_1])((\tilde{x}^0,0)) = \tilde{\eta}_A([0,T_1]|\tilde{x}^0) \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} \text{ and } \tilde{p}([T_1,u])((\tilde{x}^0,0)) = \tilde{\eta}_A([T_1,u]|\tilde{x}^0) \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)}
\]

for all \( u \in (T_1,T_2 \land \tilde{\theta}^*(\tilde{x}^0)) \). Therefore, by \( \text{(38)} \) and \( \text{(39)} \),

\[
\tilde{\eta}^0(Y_{T_1,T_2,\hat{\Gamma}_2}) - \tilde{\eta}^0(Y_{T_1,T_2,\hat{\Gamma}_2}) = \mathbf{J}(\tilde{\Gamma}_2) \geq 0.
\]

For the set \( \tilde{\Gamma}_3 \) (the typical points in \( \tilde{\Gamma}_3 \) are \( \tilde{x}^0_2 \) and \( \tilde{x}^0_3 \) on Figure 3), we compute \( \tilde{\eta}^0(Y_{T_1,T_2,\hat{\Gamma}_3}) \) and \( \tilde{\eta}^0(Y_{T_1,T_2,\hat{\Gamma}_3}) \) using the representation \( Y_{T_1,T_2,\hat{\Gamma}_3} = Y^1 \cup Y^2 \), where

\[
Y^1 := \{ (\tilde{x}^0,u) : \tilde{x}^0 \in \tilde{\Gamma}_3, T_1 \leq u < u^*(\tilde{x}^0) \}; \quad Y^2 := \{ (\tilde{x}^0,u) : \tilde{x}^0 \in \tilde{\Gamma}_3, u^*(\tilde{x}^0) \leq u < T_2 \land \tilde{\theta}^*(\tilde{x}^0) \}.
\]

To compute \( \tilde{\eta}^0(Y^1) \), we introduce the function

\[
w(y) = w((\hat{g},t)) = 1\{ h(y) \in \tilde{\Gamma}_3 \} \times \begin{cases} u^*(h(y)) - T_1, & \text{if } t \leq T_1; \\ u^*(h(y)) - t, & \text{if } T_1 < t \leq u^*(h(y)); \\ 0, & \text{if } t > u^*(h(y)) \end{cases}
\]

(cf \( \text{(54)} \)). Calculations similar to those presented above, lead to the following version of expression \( \text{(38)} \):

\[
\tilde{\eta}^0(Y^1) = \int_{\tilde{\Gamma}_3} [u^*(\tilde{x}^0) - T_1] \tilde{\nu}(d\tilde{x}^0) - \int_{\tilde{\Gamma}_3} [u^*(\tilde{x}^0) - T_1] \tilde{\eta}_A([0,T_1]|\tilde{x}^0) \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} \tilde{\nu}(d\tilde{x}^0)
\]

\[
- \int_{\tilde{\Gamma}_3} \int_{(T_1,T_2,\tilde{x}^0)} \tilde{\eta}_A([T_1,u]|\tilde{x}^0)du \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} \tilde{\nu}(d\tilde{x}^0) + \mathbf{J}^1.
\]

The last term is similar to \( \mathbf{J}(\tilde{\Gamma}) \), its calculation is based on the function similar to \( w^A_{T_1,T_2,\hat{\Gamma}} \): one only has to replace \( \hat{\Gamma} \) with \( \tilde{\Gamma}_3 \) and \( \tilde{\theta}^*(\cdot) \) with \( u^*(\cdot) \). Like previously, \( \mathbf{J}^1 \geq 0 \). Again, similarly to \( \text{(39)} \), we have

\[
\tilde{\eta}^0(Y^1) = \int_{\tilde{\Gamma}_3} [u^*(\tilde{x}^0) - T_1] \tilde{\nu}(d\tilde{x}^0) - \int_{\tilde{\Gamma}_3} [u^*(\tilde{x}^0) - T_1] \tilde{p}([0,T_1]|(\tilde{x}^0,0)) \tilde{\nu}(d\tilde{x}^0)
\]

\[
- \int_{\tilde{\Gamma}_3} \int_{(T_1,u^*(\tilde{x}^0))} \tilde{p}([T_1,u]|(\tilde{x}^0,0))du \tilde{\nu}(d\tilde{x}^0)
\]

and, like in the case of \( \tilde{\Gamma}_2 \), for each \( \tilde{x}^0 \in \tilde{\Gamma}_3 \)

\[
\tilde{p}([0,T_1]|(\tilde{x}^0,0)) = \tilde{\eta}_A([0,T_1]|\tilde{x}^0) \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)} \text{ and } \tilde{p}([T_1,u]|(\tilde{x}^0,0)) = \tilde{\eta}_A([T_1,u]|\tilde{x}^0) \frac{a(\tilde{x}^0)}{n(\tilde{x}^0)}
\]
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for all \( u \in (T_1, u^*(\tilde{x}^0)] \). Therefore, 
\[
\tilde{\eta}_C(Y^1) - \tilde{\eta}_C^*(Y^1) = J^1 \geq 0.
\]
Finally, similarly to (39),
\[
\tilde{\eta}_C(Y^2) = \int_{\Gamma_3} \int_{u^*(\tilde{x}^0),T_2>A(\tilde{x}^0)} (1 - \tilde{p}([0, u]|(\tilde{x}^0, 0))) du \tilde{\nu}(d\tilde{x}^0) = 0
\]
because for each \( \tilde{x}^0 \in \tilde{\Gamma}_3, \tilde{p}([0, u]|(\tilde{x}^0, 0)) = 1 \) for all \( u > u^*(\tilde{x}^0) \). Hence,
\[
\tilde{\eta}_C(Y^2) - \tilde{\eta}_C^*(Y^2) \geq 0.
\]

To summarise, \( \tilde{\eta}_C(Y_{T_1,T_2,T_3}) - \tilde{\eta}_C^*(Y_{T_1,T_2,T_3}) \geq 0 \) and \( \tilde{\eta}_C(Y_{T_1,T_2,T_3}) - \tilde{\eta}_C^*(Y_{T_1,T_2,T_3}) \geq 0 \) for all \( \tilde{\Gamma} \in B(V^c) \) and \( 0 \leq T_1 < T_2 < \infty \).

Therefore, \( \tilde{\eta}_C \geq \tilde{\eta}_C^* \) set-wise on \( D \). Since the measures \( \tilde{\eta}_C \) and \( \tilde{\eta}_C^* \) are both normal (or weakly normal), we see that the difference \( \tilde{\eta}_C - \tilde{\eta}_C^* \) is a normal (or weakly normal) measure on \( V^c \); see the reasoning in Item (b) of Remark 5.2 and Lemma 5.4. The proof is completed.

**Proof of Theorem 5.1**

When \( x \in V \), we fix \( \pi_i(d\theta \times da) := \delta_{f^*(x)}(d\theta \times da) \), where the mapping \( f^* \) is as in the proof of Theorem 3.1. Recall that \( f^*(x) = (\infty, a) \), and the value of \( a \in A \) plays no role. Below, for two finite or normal measures \( \zeta^1 \) and \( \zeta^2 \) on \( V^c \), the inequality \( \zeta^1(dx) \leq \zeta^2(dx) \) is understood set-wise. The same concerns measures on \( V^c \times A \).

Let \( p_A^i(da|x) \) be the stochastic kernel on \( A \) given \( V^c \) coming from the decomposition \( \eta(dx \times da) = p_A^i(da|x)\eta(dx \times A) \). For all \( i \geq 1 \), we put
\[
p_A^i(da|x, \theta) = p_A^i(da|\phi(x, \theta))
\]
for \( x \in V^c, \theta < \theta^*(x) \), and \( p_A^i(da|x, \theta) \) is an arbitrarily fixed stochastic kernel on \( A \) for \( x \in V^c, \theta \geq \theta^*(x) \).

We will prove by induction the following statement.

For each \( i \geq 1 \), there is a stochastic kernel \( \pi_i \) on \( B = \mathbb{R}^0_+ \times A \) given \( V^c \), having the form
\[
\pi_i(d\theta \times da|x) = p_A^i(d\theta|x)p_A^i(da|x, \theta),
\]
such that, for the sequence \( \{\pi_i\}_{i=1}^n \), the following assertions are fulfilled.

(i) The (partial) aggregated occupation measures \( \{\tilde{\eta}^n\}_{i=0}^n \), defined as in Lemma 4.1, exhibit the following properties:
\[
\tilde{\eta}^n(dx \times \square) \leq \eta(dx \times \square) \quad \text{and} \quad \tilde{\eta}^n(dx \times da) = \eta(dx \times A)p_A^i(da|x) \leq \eta(dx \times A)p_A^i(da|x) = \eta(dx \times da).
\]

(ii) The measure \( \nu^n(dx) := P^n_{x_0}(X_n \in dx) \) on \( V^c \) is such that, for each function \( w \in W \),
\[
0 = \int_{V^c} w(x)\nu^n(dx) + \int_{V^c} \chi_w(x)[\eta - \tilde{\eta}^n](dx \times \square) - \int_{V^c} w(x)[\eta - \tilde{\eta}^n](dx \times A)
+ \int_{V^c \times A} w(l(x,a))[\eta - \tilde{\eta}^n](dx \times da), \tag{40}
\]
and all the integrals here are finite. Note that \( \nu^n \) is uniquely defined by the finite sequence \( \{\pi_i\}_{i=1}^n \); see (7).
When \( n = 0 \), \( \tilde{\eta}^0(dy \times \square) \equiv 0 \), \( \tilde{\eta}^0(dy \times da) \equiv 0 \), and \( \nu^0(dx) = \delta_{x_0}(dx) \). Assertions (i) and (ii) are obviously fulfilled.

Suppose assertions (i) and (ii) hold true for \( i = 0, 1, 2, \ldots, n \geq 0 \). Note that \( \nu^n(\mathcal{V}^c \times \{ t : t > 0 \}) = 0 \) (see Definition 5.1). We apply Lemma 5.2 to the measures \( \nu := \nu^n \), \( \tilde{\eta} := (\eta - \tilde{\eta}^n)(dx \times \square) \), \( \tilde{\eta}_A := (\eta - \tilde{\eta}^n)(dx \times A) \), and \( \tilde{\eta} := (\eta - \tilde{\eta}^n)(dx \times da) \) satisfying equation (40). All of them are finite, maybe apart from \( \tilde{\eta} \) which is normal. As a result, we have the stochastic kernel \( \tilde{p}(dt|x) \) on \( \mathbb{R}_0^+ \) given \( \mathcal{V}^c \) and the measures

\[
\tilde{\eta}_A(dx) \leq (\eta - \tilde{\eta}^n)(dx \times A) \quad \text{and} \quad \tilde{\eta}_\square(dx) \leq (\eta - \tilde{\eta}^n)(dx \times \square)
\]  

(41)
on \( \mathcal{V}^c \), which satisfy equation (44):

\[
0 = \int_{\mathcal{V}^c} w(x)\nu^n(dx) + \int_{\mathcal{V}^c} \chi w(x)\tilde{\eta}_A(dx) - \int_{\mathcal{V}^c} w(x)\tilde{\eta}_A(dx), \quad w \in \mathcal{W}.
\]  

(42)
All the integrals here are finite.
For \( x \in \mathcal{V}^c \), we put

\[
p^n_{T+1}(d\theta|x) := \tilde{p}(d\theta|x).
\]
All the kernels \( \{\pi_i\}_{i=1}^n \) were built on the previous steps of the induction. According to the definition of the measure \( \tilde{\eta}^{n+1} \),

\[
\tilde{\eta}^{n+1}(\Gamma \times \square) = \tilde{\eta}^n(\Gamma \times \square) + \int_{\mathcal{V}^c} \int_{\mathbb{R}_0^+} \delta_{\phi(x,\omega)}(\Gamma)\tilde{p}(\eta, \infty)(x)du \nu^n(dx)
\]

\[
= \tilde{\eta}^n(\Gamma \times \square) + \tilde{\eta}^{0}(\Gamma), \quad \Gamma \in \mathcal{B}(\mathcal{V}^c);
\]

\[
\tilde{\eta}^{n+1}(\Gamma \times A) = \tilde{\eta}^n(\Gamma \times A) + \int_{\mathcal{V}^c} \int_{\mathbb{R}_0^+} \delta_{\phi(x,\omega)}(\Gamma)\tilde{p}(du|x)\nu^n(dx) = \tilde{\eta}^n(\Gamma \times A) + \tilde{\eta}_A^{n+1}(\Gamma), \quad \Gamma \in \mathcal{B}(\mathcal{V}^c).
\]  

(43)
(44)
Inequalities are valid according to the basic properties of the measures \( \tilde{\eta}^{0} \) and \( \tilde{\eta}^{n} \) presented in (41). Recall that

\[
\tilde{\eta}^{n+1}(\Gamma_X \times \Gamma_A) = \tilde{\eta}^n(\Gamma_X \times \Gamma_A) + \int_{\mathcal{V}^c} \int_{\mathbb{R}_0^+} \delta_{\phi(x,\theta)}(\Gamma_X)p^n_{T+1}(\Gamma_A|x, \theta)p^n_{T+1}(d\theta|x)\nu^n(dx),
\]

\[
\Gamma_X \in \mathcal{B}(\mathcal{V}^c), \quad \Gamma_A \in \mathcal{B}(A).
\]
Since \( \nu^n(\mathcal{V}^c \times \{ t : t > 0 \}) = 0 \), the last term equals

\[
I := \int_{\mathcal{V}^c} \int_{(0,\tilde{x}_0]} \delta_{\phi((\tilde{x}_0,0),\eta)}(\Gamma_X)p^n_A(\Gamma_A|\phi((\tilde{x}_0,0),\eta))\tilde{p}(d\theta|\tilde{x}_0)\nu^n(d\tilde{x}_0),
\]  

(45)
where \( \tilde{\nu}^n(\Gamma) := \nu^n(\{ (\tilde{x}_0,0), \tilde{x}_0 \in \Gamma \}) \). According to Lemma 5.2 for all \( \Gamma \in \mathcal{B}(D) \) and for the mapping \( F \) as in Lemma 5.2

\[
\tilde{\eta}_A^n(F(\Gamma)) = \int_{\mathcal{V}^c} \int_{(0,\tilde{x}_0]} \mathbb{1}\{ \phi((\tilde{x}_0,0),u) \in \{ y = \phi((\tilde{x}_0,0),t) : (\tilde{x}_0,t) \in \Gamma \} \} \tilde{p}(du|\tilde{x}_0)\tilde{\nu}^n(d\tilde{x}_0)
\]

\[
= \int_{\mathcal{V}^c} \int_{(0,\tilde{x}_0]} \mathbb{1}\{ (\tilde{x}_0,u) \in \Gamma \}\tilde{p}(du|\tilde{x}_0)\tilde{\nu}^n(d\tilde{x}_0).
\]

(46)
Therefore, for each $\Gamma \in \mathcal{B}(V^c)$,
\[
I = \int_{V^c} \delta_x(\Gamma_X) p'_A(\Gamma_A| x) \eta'_A(dx) = \int_{\Gamma_X} p'_A(\Gamma_A| x) \eta'_A(dx),
\]
meaning that
\[
\tilde{\eta}^{n+1}(dx \times da) = \tilde{\eta}^n(dx \times da) + p'_A(da|x) \eta'_A(dx) = \tilde{\eta}^n(dx \times A)p'_A(da|x) + \eta'_A(dx)p'_A(da|x)
\]
\[
= \tilde{\eta}^{n+1}(dx \times A)p'_A(da|x)
\]
\[
\leq \tilde{\eta}^n(dx \times A)p'_A(da|x) + [\tilde{\eta} - \tilde{\eta}^n](dx \times A)p'_A(da|x) = \eta(dx \times A)p'_A(da|x).
\]

The second equality is by the inductions supposition, the third equality follows from (44), and the inequality is according to the basic property (41) of the measure $\tilde{\eta}'_A$.

Property (i) for $n + 1$ is established.

For the proof of Item (ii), note that, by (40) at $n$, (42), (43), and (44), we have equation
\[
0 = \int_{V^c} \chi w(x)[\eta - \tilde{\eta}^{n+1}](dx \times \square) - \int_{V^c} w(x)[\eta - \tilde{\eta}^{n+1}](dx \times A)
\]
\[
+ \int_{V^c \times A} w(l(x, a))[\eta - \tilde{\eta}^{n+1}](dx \times da) + \int_{V^c \times A} w(l(x, a))[\tilde{\eta}^{n+1} - \tilde{\eta}^n](dx \times da)
\]
valid for all functions $w \in W$, and all the integrals here are finite. Since the stochastic kernel $p'_A(da|x)$ is the same in the decompositions $\tilde{\eta}^n(dx \times da) = \tilde{\eta}^n(dx \times A)p'_A(da|x)$ and $\tilde{\eta}^{n+1}(dx \times da) = \tilde{\eta}^{n+1}(dx \times A)p'_A(da|x)$, the last integral, according to (44), equals
\[
\int_{V^c} \int_A w(l(x, a))p'_A(da|x)\eta'_A(dx),
\]
i.e., the function $w$ is integrated with respect to the measure
\[
m(\Gamma) = \int_{V^c} \int_A \delta_{l(x, a)}(\Gamma)p'_A(da|x)\eta'_A(dx), \quad \Gamma \in \mathcal{B}(V^c),
\]
and it remains to show that this measure coincides with $\nu^{n+1}$ on $V^c$.

From equation (40), we have for all $\Gamma \in \mathcal{B}(V^c)$:
\[
m(\Gamma) = \int_{V^c} \int_{[0, \tilde{\eta}^n(z^0)]) \int_A \delta_{l(\phi((z^0,0),u),a)}(\Gamma)p'_A(da|\phi((z^0,0),u))p^{n+1}_T(du|(z^0,0))\tilde{\eta}^n(dx^0),
\]
and, keeping in mind that $\nu^n(\tilde{V}^c \times \{ t : t > 0 \}) = 0$, we have from (7):
\[
\nu^{n+1}(\Gamma) = \int_{V^c} \int_{[0, \tilde{\eta}^n(z^0)]) \int_A \delta_{l(\phi((z^0,0),\theta),a)}(\Gamma)p^{n+1}_A(da|(z^0,0),(z^0,0),\theta)p^{n+1}_T(du|(z^0,0))\tilde{\eta}^n(dx^0) = m(\Gamma)
\]
for all $\Gamma \in \mathcal{B}(V^c)$ by the definition of the stochastic kernel $p^{n+1}_A$.

The proof of the induction statement for $n + 1$ is completed.

According to Lemma 4.1 for the constructed Markov strategy $\pi = \{ \pi_i \}_{i=1}^\infty$ and for the corresponding aggregated occupation measure $\tilde{\eta}$, we have the convergence $\tilde{\eta}^n \uparrow \tilde{\eta}$ set-wise as $n \to \infty$. Since $\tilde{\eta}^n \leq \eta$ set-wise on $V^c \times A$, the desired set-wise inequality $\tilde{\eta} \leq \eta$ follows.

Proof of Corollary 5.1. We denote by $Val(23)$ and $Val(31)$ the minimal values of linear programs (23)–(20) and (31), respectively.
Suppose the finite measure \( \mu^* \) on \( V^c \times \bar{\mathbb{R}}^0_+ \times A \) solves linear program (23)-(26). Then the measure \( \eta^* \) on \( V^c \times A_D \) given by (24) and (25) satisfies equation (27) according to Theorem 5.1. Conditions (i) and (iii) are also fulfilled by \( \eta^* \). Thus
\[
\infty > Val(23) = \int_{V^c \times A_D} C_0(x, a) \eta^*(dx \times da) \geq Val(31).
\]
In case the last inequality is strict, there exists a feasible solution \( \eta \) to linear program (31) satisfying inequality
\[
\int_{V^c \times A_D} C_0(x, a) \eta(dx \times da) < Val(23).
\]
According to Theorem 5.1, there is a Markov control strategy \( \pi \) such that, for the aggregated occupation measure \( \tilde{\eta} \) coming from the occupation measure \( \mu^* \), inequalities \( \tilde{\eta}(\Gamma) \leq \eta(\Gamma) \) hold for all \( \Gamma \in \mathcal{B}(V^c \times A_D) \). Therefore, since \( C_j \geq 0 \) for all \( j = 0, 1, \ldots, J \), all the conditions in linear program (23)-(26) are satisfied for \( \mu^* \) and
\[
\int_{V^c \times A_D} C_0(x, a) \eta(dx \times da) \leq \int_{V^c \times A_D} C_0(x, a) \eta(dx \times da) < Val(23) < \infty.
\]
The measure \( \mu^* \) cannot take infinite value as explained above linear program (15)-(17). We obtained a contradiction to the optimality of the measure \( \mu^* \). Hence, \( Val(23) = Val(31) \), and the measure \( \eta^* \) solves linear program (31).

Suppose now that the measure \( \eta^* \) on \( V^c \times A_D \) solves linear program (31) and consider the Markov strategy \( \pi^* \) as in Theorem 5.1. The corresponding occupation measure \( \mu^* \) is feasible in linear program (23)-(26). More detailed reasoning is similar to that presented above. Therefore, for the aggregated occupation measure \( \tilde{\eta} \) coming from \( \mu^* \), we have relations
\[
Val(23) \leq \int_{V^c \times A_D} C_0(x, a) \tilde{\eta}(dx \times da) \leq \int_{V^c \times A_D} C_0(x, a) \eta^*(dx \times da) = Val(31).
\]
But we have shown that \( Val(31) = Val(23) \), (recall that an optimal solution \( \mu^* \) exists by Theorem 3.1), so that
\[
\int_{V^c \times A_D} C_0(x, a) \tilde{\eta}(dx \times da) = Val(23)
\]
meaning that the measure \( \mu^* \) solves linear program (23). The proof is completed.

### 7 Duality

In this section, we assume that there are no constraints \( (J = 0) \) and investigate the programs dual to program (15)-(17) and to program (31). The target is to show that the linear programming method developed in the current paper is in some sense dual to the dynamic programming approach developed in [17].

Consider program (15)-(17) assuming that Conditions 3.1, 3.2, and 3.3 are satisfied.

Let \( \mathcal{M}_1 \) be the space of finite measures \( \mu \) on \( V^c \times \bar{\mathbb{R}}^0_+ \times A \), \( \mathcal{U}_1 \) be the space of bounded measurable functions \( u \) on \( V^c \), and
\[
K_1(\mu, u) := \int_{V^c \times \bar{\mathbb{R}}^0_+ \times A} C'(x, \theta, a) \mu(dx \times d\theta \times da) + u(x) + \int_{V^c \times \bar{\mathbb{R}}^0_+ \times A} u(y)Q'(dy|x, \theta, a) \mu(dx \times d\theta \times da) - \int_{V^c} u(x) \mu(dx \times \bar{\mathbb{R}}^0_+ \times A).
\]
be the $(-\infty, +\infty]$-valued function on $M_1 \times U_1$, where

$$C'(x, \theta, a) := \int_{[0, \theta]} C^0_0(\phi(x, u))I\{\phi(x, u) \in V^c\}du + \mathbb{I}\{\theta < +\infty\}\mathbb{I}\{\phi(x, \theta) \in V^c\}C_1^0(\phi(x, \theta), a)$$

is an $\bar{\mathbb{R}}^0_+$-valued function, and

$$Q'(dy|x, \theta, a) := \mathbb{I}\{l(\phi(y, \theta), a) \in dy\}\mathbb{I}\{\phi(y, \theta) \in V^c\}$$

is a substochastic kernel. Now the “primal” program (15)-(17) can be rewritten as

$$\sup_{u \in U_1} K_1(\mu, u) \rightarrow \inf_{\mu \in M_1}$$

Indeed, for each measure $\mu \in M_1$, if it does not satisfy equality (17), then $\sup_{u \in U_1} K_1(\mu, u) = +\infty$. The primal program has an optimal solution $\mu^* \in M_1$, as was established in Section 3.

The “dual” program (see problems (1.5) and (1.6) in [18])

$$\inf_{\mu \in M_1} K_1(\mu, u) \rightarrow \sup_{u \in U_1}$$

can be rewritten as

Maximize $u(x_0)$ over $u \in U_1$ \\
subject to $C'(x, \theta, a) + \int_{V^c} u(y)Q'(dy|x, \theta, a) - u(x) \geq 0$ \\
for all $(x, \theta, a) \in V^c \times \bar{\mathbb{R}}^0_+ \times A$.

Indeed, for the functions $u \in U_1$ satisfying (not satisfying) the presented inequality in program (17), $\inf_{\mu \in M_1} K_1(\mu, u) = K_1(0, u) = u(x_0)$ (inf $\mu \in M_1, K_1(\mu, u) = -\infty$). Here 0 is the zero measure. Throughout this section,

$$x_0 \in V^c,$$

as adopted at the end of Section 3.

**Proposition 7.1** Suppose Conditions 3.1, 3.2, and 3.3 are satisfied, and

$$\sup_{x \in V^c} \int_{[0, \infty)} C^0_0(\phi(x, u))du < \infty.$$ 

Then the solution to the (dual) program (17) is provided by the Bellman function $u^* \in U_1$, which is the unique bounded solution to the integral Bellman equation

$$\inf_{(\theta, a) \in \bar{\mathbb{R}}^0_+ \times A} \left\{ C'(x, \theta, a) + \int_{V^c} u(y)Q'(dy|x, \theta, a) \right\} - u(x) = 0, \text{ for all } x \in V^c;$$

the values of the primal program (15)-(17) and the dual program (17) coincide, and $(\mu^*, u^*)$ is a saddle-point of $K_1$:

$$K_1(\mu^*, u) \leq K_1(\mu^*, u^*) \leq K_1(\mu, u^*) \text{ for all } \mu \in M_1, u \in U_1.$$
Proof. Under the imposed conditions, the Bellman equation (48) has a unique bounded positive lower semicontinuous solution \( u^* \), and \( \inf_{\pi} V_0(x, \pi) = u^*(x_0) \): see [17] Thm.1, Prop.1. Note that \( \inf_{x \in V} V_0(x, \pi) \equiv 0 \) for \( x \in V \). According to the proof of Theorem 5.1 the value of the primal program (10)-(17) (which has an optimal solution \( \mu^* \)), equivalent to (13), also coincides with \( \inf_{\pi} V_0(x_0, \pi) \). Since, in any case,

\[
\sup_{u \in \mathcal{U}_1} \inf_{\mu \in \mathcal{M}_1} K_1(\mu, u) \leq \inf_{\mu \in \mathcal{M}_1} \sup_{u \in \mathcal{U}_1} K_1(\mu, u) = \inf_{\pi} V_0(x_0, \pi),
\]

and the function \( u^* \) is feasible in program (17), we conclude that

\[
u^*(x_0) = \inf_{\mu \in \mathcal{M}_1} K_1(\mu, u^*) = \sup_{u \in \mathcal{U}_1} \inf_{\mu \in \mathcal{M}_1} K_1(\mu, u) = \inf_{\pi} V_0(x_0, \pi),
\]

so that, the function \( u^* \) solves program (17).

We have showed that the values of the primal and dual programs coincide:

\[
\inf_{\mu \in \mathcal{M}_1} K_1(\mu, u^*) = \inf_{\pi} V_0(x_0, \pi) = \sup_{u \in \mathcal{U}_1} K_1(\mu^*, u).
\]

Hence, the common value equals \( K_1(\mu^*, u^*) \) because

\[
\inf_{\mu \in \mathcal{M}_1} K_1(\mu, u^*) \leq K_1(\mu^*, u^*) \leq \sup_{u \in \mathcal{U}_1} K_1(\mu^*, u),
\]

and, in fact, we have equalities in the latter expression. Therefore,

\[
K_1(\mu^*, u) \leq \sup_{u \in \mathcal{U}_1} K_1(\mu^*, u) = K_1(\mu^*, u^*) = \inf_{\mu \in \mathcal{M}_1} K_1(\mu, u^*) \leq K_1(\mu^*, u^*) \quad \text{for all } \mu \in \mathcal{M}_1, \ u \in \mathcal{U}_1.
\]

Next, we turn to program (31). Assume that the (extended) state space \( \mathbf{X} \) is as in Definition 5.1 and Conditions 5.1.2, 5.1.3, and 5.2 are satisfied. Then program (31) has an optimal solution \( \eta^* \) as mentioned at the end of Section 5.

Assume additionally that

\[
\sup_{x \in V} \int_{[0, \infty)} C_0^0(\phi(x, u)) du < \infty.
\]

Let \( \mathcal{M}_2 \) be the space of measures \( \eta \) on \( V^c \times \mathbf{A}_0 \) satisfying the requirement (i) in Corollary 5.1. \( \mathcal{U}_2 \) be the space of finite linear combinations \( u \) of the functions from \( \mathcal{W} \), and

\[
K_2(\eta, u) := \int_{V^c \times \mathbf{A}} C_0^0(x, a)\eta(dx \times da) + \int_{V^c} C_0'(y)\eta(dy \times \square) + u(x_0) + \int_{V^c} \chi u(y) \eta(dy \times \square) - \int_{V^c} u(x) \eta(dx \times \mathbf{A}) + \int_{V^c \times \square} u(l(x, a)) \eta(dx \times da)
\]

be the \([-\infty, +\infty]\)-valued function on \( \mathcal{M}_2 \times \mathcal{U}_2 \). The integral \( \int_{V^c} \chi u(x) \eta(dx \times \square) \) in (50) is calculated, as usual, separately for \( (\chi u)^+ \) and \( (\chi u)^- \) with the convention \( +\infty - \infty := +\infty \). Now the “primal” program (31) can be rewritten as

\[
\sup_{u \in \mathcal{U}_2} K_2(\eta, u) \rightarrow \inf_{\eta \in \mathcal{M}_2}.
\]

Indeed, if the requirement (ii) in program (31) is satisfied by \( \eta \), then

\[
\forall \ u \in \mathcal{U}_2 \quad K_2(\eta, u) = \sup_{u \in \mathcal{U}_2} K_2(\eta, u) = \int_{V^c \times \mathbf{A}_0} C_0(y, a)\eta(dy \times da);
\]
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otherwise, \( \sup_{u \in \mathcal{U}_2} K_2(\eta, u) = +\infty \).

The “dual” program

\[
\inf_{\eta \in \mathcal{M}_2} K_2(\eta, u) \to \sup_{u \in \mathcal{U}_2}
\]

can be rewritten as

Maximize \( u(x_0) \) over \( u \in \mathcal{U}_2 \)

subject to

\( \chi u(\phi(x, t)) + C_0^g(\phi(x, t)) \geq 0 \) for all \( x \in V^c \)

and

\( \text{for almost all } t \text{ such that } \phi(x, t) \in V^c \)

\[ C_0^l(x, a) + u(l(x, a)) - u(x) \geq 0 \text{ for all } (x, a) \in V^c \times A. \]

The explanations are as follows. Note that any point \( y \in V^c \) can be represented as \( \phi(x, t) \) with \( x \in V^c \) and \( t \in \mathbb{R}^0_+ \) such that \( \phi(x, t) \in V^c \), and remember that the measure \( d\eta(dx \times \Box) \) is normal for each \( \eta \in \mathcal{M}_2 \). Note also that, in view of (49), \( \int_{V^c} C_0^g(y)\eta(dy \times \Box) < \infty \) for each normal measure \( \eta(dy \times \Box) \).

Therefore, if a function \( u \in \mathcal{U}_2 \) does not satisfy the constraints presented in program (51), then, one can make \( K_2(\eta, u) \) arbitrarily close to \( -\infty \) by choosing appropriately a corresponding measure \( \eta \in \mathcal{M}_2 \), so that \( \inf_{\eta \in \mathcal{M}_2} K_2(\eta, u) = -\infty \). Otherwise, if those constraints are satisfied, then

\[
\inf_{\eta \in \mathcal{M}_2} K_2(\eta, u) = K_2(0, u) = u(x_0).
\]

Here 0 is the zero measure.

Proposition 7.2 below shows that, under certain conditions, the solution to the dual program (51) is provided by the Bellman function (solution to the integral Bellman equation (48)) \( u^* \), which also satisfies the following Bellman equation in the differential form, or say for brevity, differential Bellman equation, see [17]:

\[
\min \left\{ \chi u(\phi(x, t)) + C_0^g(\phi(x, t)); \inf_{a \in A} \{C_0^l(\phi(x, t), a) + u(l(\phi(x, t), a)) - u(\phi(x, t))\} \right\} = 0
\]

for all \( x \in V^c \), for almost all \( t \text{ such that } \phi(x, t) \in V^c \).

**Proposition 7.2** Suppose the following holds true.

(a) Conditions 3.1, 3.2, 3.3, and 5.2 are satisfied, and in addition, (49) holds.

(b) For each \( x \in V^c \),

\[
\int_{[0, \infty)} \left( \int_{[t, \infty)} C_0^g(\phi(x, u))du \right) dt < \infty.
\]

(c) The solution \( u^* \) to the integral Bellman equation (48) is absolutely continuous along the flow \( \phi \).

Then \( u^* \) provides a solution to the (dual) program (51) and satisfies also the differential Bellman equation (52); the values of the primal program (37) and the dual program (51) coincide, and \( (\eta^*, u^*) \) is saddle-point of \( K_2 \):

\[
K_2(\eta^*, u) \leq K_2(\eta^*, u^*) \leq K_2(\eta, u^*) \text{ for all } \eta \in \mathcal{M}_2, \ u \in \mathcal{U}_2.
\]
Proof. Under assertion (a), the Bellman equation (48) has a unique bounded positive lower semicontinuous solution $u^*$, and $\inf_\pi V_0(x_0, \pi) = u^*(x_0)$: see [17, Thm.1, Prop.1]. Note that $\inf_\pi V_0(x, \pi) \equiv 0$ for $x \in V$. According to Corollary 5.1 and to the proof of Theorem 5.1 the value of the primal program (31), equivalent to program (15)-(17) and to program (13), also coincides with $\inf_\pi V_0(x_0, \pi)$.

Let us show that $u^* \in \mathcal{U}_2$. Under the assumptions (a), (b) and (c) in the statement of this proposition, [17, Thm.2] is applicable, and implies that

$$\forall x \in X, \chi u^*(\phi(x, t)) + C_0^\phi(\phi(x, t)) \geq 0$$

for almost all $t \in \mathbb{R}^+_0$.

Therefore,

$$\forall x \in X, \ 0 \leq (\chi u^* - (\phi(x, t))) \leq C_0^\phi(\phi(x, t))$$

for almost all $t \in \mathbb{R}^+_0$

and

$$\sup_{x \in X} \int_{[0, \infty)} (\chi u^*)^- (\phi(x, t)) dt \leq \sup_{x \in X} \int_{[0, \infty)} C_0^\phi(\phi(x, t)) dt < \infty$$

meaning that the positive function

$$w^-(x) := \int_{[0, \infty)} (\chi u^*)^- (\phi(x, u)) du,$$

which decreases along the flow $\phi$, is (uniformly) bounded on $X$.

As explained after Condition 3.3 $C_0^\phi(\phi(x, t)) = 0$ and $\phi(x, t) \in V$ for all $x \in V$, $t \in \mathbb{R}^+_0$; hence $w^-(x) = 0$ for all $x \in V$. In case $x \in V^c$ and $\phi(x, t) \in V^c$ for all $t \in \mathbb{R}^+_0$,

$$\lim_{t \to \infty} w^-(\phi(x, t)) \leq \lim_{t \to \infty} \int_{[0, \infty)} C_0^\phi(\phi(x, t), u) du = \lim_{t \to \infty} \int_{[t, \infty)} C_0^\phi(\phi(x, r)) dr = 0$$

meaning that the positive function $w^-$ satisfies $\lim_{t \to \infty} w^-(\phi(x, t)) = 0$. Hence, $w^- \in \mathcal{W}$.

We know that $u^*(y) = 0$ for all $y \in V$ by the definition (11). Assumption (b) in the statement of this proposition implies that

$$\forall x \in X, \int_{[0, \infty)} u^*(\phi(x, t)) dt < \infty,$$

so that

$$\lim_{t \to \infty} u^*(\phi(x, t)) = 0$$

for all $x \in X$.

As a result, we obtain that the positive function

$$w^+(x) := \int_{[0, \infty)} (\chi u^*)^+ (\phi(x, u)) du = u^*(x) + w^-(x),$$

which is decreasing along the flow $\phi$, belongs to $\mathcal{W}$. (Obviously, the both function $w^+$ and $w^-$ are bounded and absolutely continuous along the flow $\phi$.)

Therefore, $u^* = w^+ - w^- \in \mathcal{U}_2$.

According to [17, Thm.2], the function $u^*$ is feasible in program (51) and also satisfies the differential Bellman equation (52). Since, in any case,

$$\sup_{u \in \mathcal{U}_2} \inf_{\eta \in \mathcal{M}_2} K_2(\eta, u) \leq \inf_{\eta \in \mathcal{M}_2} \sup_{u \in \mathcal{U}_2} K_2(\eta, u) = \inf_\pi V_0(x_0, \pi),$$

and the function $u^*$ is feasible in program (51), we conclude that

$$u^*(x_0) = \inf_{\eta \in \mathcal{M}_2} K_2(\eta, u^*) = \sup_{u \in \mathcal{U}_2} \inf_{\eta \in \mathcal{M}_2} K_2(\eta, u) = \inf_\pi V_0(x_0, \pi),$$

so that, the function $u^*$ solves program (51).

The proof of the last assertion in this proposition is identical to the end of the proof of Proposition [7.4].
8 Conclusion

To sum up, we developed two linear programming approaches to impulsively controlled dynamical systems with constraints, and under quite general and natural conditions, we showed the existence of an optimal control policy. In the absence of constraints, the two linear programs proposed here are in correspondence with the dynamical programming equations in the integral and differential form, which were the objects investigated in [17]. It looks that the similar technique can be successful for solving optimal gradual-impulsive control problems for piecewise deterministic processes with functional constraints. We leave this for future research.
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Appendix

Lemma A.1 and its proof presented below are similar to Lemma 2.2 in [7], where the authors assumed that $E$ was a subset of an Euclidean space.

Let $E$ be an arbitrary set and $\phi : E \times [0, \infty) \to E$ be a flow in $E$. The semigroup property of the flow is assumed to be satisfied, $\phi(x, t+s) = \phi(\phi(x, t), s)$ for all $x \in E$ and all $t \geq 0$ and $s \geq 0$.

**Definition A.1** A function $w : E \to \mathbb{R}$ is said to be absolutely continuous along the flow if for all $x \in E$ the function $t \mapsto w(\phi(x, t))$, $t \in [0, \infty)$ is absolutely continuous. It is called increasing (decreasing) along the flow if so is the function $t \mapsto w(\phi(x, t))$, $t \in [0, \infty)$ for all $x \in E$.

**Lemma A.1** Suppose function $w$ is absolutely continuous along the flow $\phi$. Then the following assertions are valid.

(a) There exists a function $\chi^w : E \to \mathbb{R}$ such that, for any $x \in E$, the function $\chi^w(\phi(x, s))$ is Lebesgue integrable with respect to $s$ on any finite interval $[0, t] \subset [0, \infty)$ and

\[
 w(\phi(x, t)) - w(x) = \int_{[0,t]} \chi^w(\phi(x, s)) \, ds
\]

for all $x \in E$ and $t \geq 0$.

(b) If, additionally, $E$ is a measurable space (that is, is equipped with a $\sigma$-algebra of subsets), $w$ is measurable, and the functions $\phi(\cdot, t) : E \to E$ are measurable for all $t \geq 0$, then the function $\chi^w$ satisfying (a) can be chosen measurable.

**Proof.** We provide one common proof for (a) and (b) underlining the measurability properties as soon as they appear.

Define the functions

\[
 \overline{W}(x) = \lim_{n \to \infty} \frac{w(\phi(x, \frac{1}{n})) - w(x)}{1/n}, \quad \underline{W}(x) = \lim_{n \to \infty} \frac{w(\phi(x, \frac{1}{n})) - w(x)}{1/n}
\]

and the set $D = \{ x \in E : \overline{W}(x) = \underline{W}(x) \neq \pm \infty \}$. Let us additionally define the function $W : D \to \mathbb{R}$ by $W(x) = \overline{W}(x)$; that is, $W(x)$ coincides with the limit $\lim_{n \to \infty} n [w(\phi(x, \frac{1}{n})) - w(x)]$, if it exists and is finite.
If \( w \) and \( \phi(\cdot, t) \) are measurable, then \( w(\phi(x, \frac{1}{n})) \) is also measurable. Hence the functions \( \overline{W} \) and \( \underline{W} \) are measurable as the upper and lower limits of the sequence of measurable functions \( n [w(\phi(x, 1/n)) - w(x)] \). Consequently, the set \( D \) is also measurable.

Define the function \( \chi w \) on \( E \) by

\[
\chi w(x) = \begin{cases} 
W(x), & \text{if } x \in D; \\
g(x), & \text{otherwise},
\end{cases}
\]

(54)

where \( g \) is any function. In the measurable case we take \( g \) to be measurable and readily get that \( \chi w \) is also measurable.

Since \( w \) is absolutely continuous along the flow then for any \( x \in E \) there exists a subset of full measure \( T_x \subset \mathbb{R}_+^n \setminus \{0\} \) such that the derivative \( \frac{d}{dt} w(\phi(x, t)) \) exists and is finite for all values \( t \in T_x \). For any such value (let it now be denoted by \( s \in T_x \)) we can write down the following (below we denote \( x' = \phi(x, s) \) and use the semigroup property of the flow)

\[
\frac{d w(\phi(x, t))}{d t} \bigg|_{t=s} = \lim_{\varepsilon \to 0} \frac{w(\phi(x, s + \varepsilon)) - w(\phi(x, s))}{\varepsilon} = \lim_{n \to \infty} \frac{w(\phi(x', \frac{1}{n})) - w(x')}{1/n}.
\]

The latter value exists and is finite, and therefore coincides with \( W(x') \). This argument also shows that \( \phi(x, T_x) \subset D \).

Since \( w \) is absolutely continuous along the flow, one can write down

\[
w(\phi(x, t)) - w(x) = \int_{[0, t] \cap T_x} \frac{d w(\phi(x, \tau))}{d \tau} \big|_{\tau=s} \, ds = \int_{[0, t] \cap T_x} W(\phi(x, s)) \, ds.
\]

Now taking into account that \( [0, t] \setminus T_x \) has Lebesgue measure zero and \( \chi w \) is an extension of \( W \) to \( E \), we conclude that the latter integral coincides with \( \int_{[0, t]} \chi w(\phi(x, s)) \, ds \), and so, formula (53) is proved.

\[\square\]

**Proof of Lemma 4.1**. We will need the (partial) occupation measure on \( V^c \times \mathbb{R}_+^n \times \mathbb{A} \)

\[
\mu^n(dx \times d\theta \times da) := E_{\mathcal{F}_0} \left[ \sum_{i=1}^{n} \mathbb{I}\{X_{i-1} \times dx, \Theta_i \times d\theta, A_i \times da\} \right], \quad n = 0, 1, 2, \ldots.
\]

Clearly, \( \mu^n \uparrow \mu^n \) on \( V^c \times \mathbb{R}_+^n \times \mathbb{A} \) set-wise as \( n \to \infty \). Therefore, according to the definition of the measure \( \eta \), for each positive measurable function \( C^g \) on \( V^c \),

\[
I^n := \int_{V^c \times \mathbb{R}_+^n \times \mathbb{A}} \left\{ \int_{[0, \theta]} C^g(\phi(x, u)) \mathbb{I}\{\phi(x, u) \in V^c\} \, du \right\} \mu^n(dx \times d\theta \times da)
\]

\[\uparrow\]

\[
\int_{V^c \times \mathbb{R}_+^n \times \mathbb{A}} \left\{ \int_{[0, \theta]} C^g(\phi(x, u)) \mathbb{I}\{\phi(x, u) \in V^c\} \, du \right\} \mu^n(dx \times d\theta \times da) = \int_{V^c} C^g(\eta(dy \times \Box))
\]

and, for each positive measurable function \( C^I \) on \( V^c \times \mathbb{A} \),

\[
J^n := \int_{V^c \times \mathbb{R}_+^n \times \mathbb{A}} \mathbb{I}\{\theta < +\infty\} \mathbb{I}\{\phi(x, \theta) \in V^c\} C^I(\phi(x, \theta), a) \mu^n(dx \times d\theta \times da)
\]

\[\uparrow\]

\[
\int_{V^c \times \mathbb{R}_+^n \times \mathbb{A}} \mathbb{I}\{\theta < +\infty\} \mathbb{I}\{\phi(x, \theta) \in V^c\} C^I(\phi(x, \theta), a) \mu^n(dx \times d\theta \times da)
\]

\[= \int_{V^c \times \mathbb{A}} C^I(y, a) \eta(dy \times da).
\]
We will prove by induction the following assertions:

\[ I^n = \int_{V^c} C^g(y) \eta^n (dy \times \square) \quad \text{and} \quad J^n = \int_{V^c \times A} C^f(y, a) \eta^n(dy \times da). \]

If \( n = 0 \), then \( \mu^0 = 0, \eta^0 = 0, I^0 = 0, \) and \( J^0 = 0. \)

Suppose the above assertions are valid for some \( n \geq 0. \) Then

\[
\begin{align*}
I^{n+1} &= I^n + \int_{V^c} \int_{R_+^d} \int_A \left\{ \int_{[0, \theta]} C^g(\phi(x, u)) \mathbb{1}\{\phi(x, u) \in V^c\} du \right\} p_A^{n+1}(da|x, \theta) p_T^{n+1}(d\theta|x) \nu^n(dx) \\
J^{n+1} &= J^n + \int_{V^c} \int_{R_+^d} \int_A \left\{ \mathbb{1}\{\theta < \infty\} \mathbb{1}\{\phi(x, \theta) \in V^c\} C^f(\phi(x, \theta), a) p_A^{n+1}(da|x, \theta) p_T^{n+1}(d\theta|x) \nu^n(dx) \right\}
\end{align*}
\]

because, according to (1),

\[
\mu^{n+1}(dx \times d\theta \times da) = \mu^n(dx \times d\theta \times da) + p_A^{n+1}(da|x, \theta) p_T^{n+1}(d\theta|x) \nu^n(dx).
\]

Using the Tonelli Theorem [1, Thm.11.28], we obtain:

\[
\begin{align*}
&\int_{V^c} \int_{R_+^d} \int_A \left\{ \int_{[0, \theta]} C^g(\phi(x, u)) \mathbb{1}\{\phi(x, u) \in V^c\} du \right\} p_T^{n+1}(d\theta|x) \nu^n(dx) \\
&= \int_{V^c} \int_{R_+^d} \int_A \left\{ \mathbb{1}\{\phi(x, u) \in V^c\} p_T^{n+1}(d\theta|x) du \right\} \nu^n(dx) \\
&= \int_{V^c} \int_{R_+^d} C^g(\phi(x, u)) \mathbb{1}\{\phi(x, u) \in V^c\} p_T^{n+1}([u, \infty]|x) du \nu^n(dx) \\
&= \int_{V^c} C^g(y) \left\{ \int_{V^c} \int_{R_+^d} \delta_{\phi(x,u)}(dy) p_T^{n+1}([u, \infty]|x) du \right\} \nu^n(dx)
\end{align*}
\]

and, by induction and the definition of the measure \( \eta^{n+1}(\Gamma_X \times \square) \),

\[ I^{n+1} = \int_{V^c} C^g(y) \eta^{n+1}(dy \times \square). \]

Similarly,

\[
\begin{align*}
&\int_{V^c} \int_{R_+^d} \int_A \left\{ \mathbb{1}\{\phi(x, \theta) \in V^c\} C^f(\phi(x, \theta), a) p_A^{n+1}(da|x, \theta) p_T^{n+1}(d\theta|x) \nu^n(dx) \right\} \\
&= \int_{V^c} \int_A C^f(y, a) \left\{ \int_{V^c} \int_{R_+^d} \delta_{\phi(x,\theta)}(dy) p_A^{n+1}(da|x, \theta) p_T^{n+1}(d\theta|x) \right\} \nu^n(dx)
\end{align*}
\]

and, by induction and the definition of the measure \( \eta^{n+1}(\Gamma_X \times \Gamma_A) \),

\[ J^{n+1} = \int_{V^c \times A} C^f(y, a) \eta^{n+1}(dy \times da). \]

Since, for all positive measurable functions \( C^g \) on \( V^c \) and \( C^f \) on \( V^c \times A \),

\[
\int_{V^c} C^g(y) \eta^n(dy \times \square) \uparrow \int_{V^c} C^g(y) \eta(dy \times \square) \quad \text{and} \quad \int_{V^c \times A} C^f(y, a) \eta^n(dy \times da) \uparrow \int_{V^c \times A} C^f(y, a) \eta(dy \times da),
\]
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we conclude that \( \eta^n \uparrow \eta \) on \( V^c \times A \) set-wise as \( n \to \infty \).

Proof of Lemma 5.1. (i) This is obvious because the second component of the flow (time) has no cycles.

(ii) Let \( (\hat{z}, \tau) \) be a limiting point of \( \hat{z} \mathcal{X} \). Then there exists a sequence of values \( u_n \in \mathbb{R}_+^0 \) such that the corresponding sequence of points \( (\hat{\phi}(\hat{x}, u_n), u_n) \in \hat{z} \mathcal{X} \) converges to \( (\hat{z}, \tau) \). We have \( \lim_{n \to \infty} u_n = \tau \in \mathbb{R}_+^0 \). Further, using the continuity of the flow \( \hat{\phi} \), we have \( \hat{z} = \lim_{n \to \infty} \hat{\phi}(\hat{x}, u_n) = \hat{\phi}(\hat{x}, \tau) \). Thus, \( (\hat{z}, \tau) = (\hat{\phi}(\hat{x}, \tau), \tau) = \phi((\hat{x}, 0), \tau) \in \hat{z} \mathcal{X} \). □

Proof of Lemma 5.2. In this proof, let us denote by \( \rho \) and \( \hat{\rho} \) the compatible metrics on \( \mathcal{X} \) and \( \hat{\mathcal{X}} \). If \( y_n \to y \), where \( y_n = (\hat{y}_n, t_n) \), then the sequence \( \{t_n\}_{n=1}^\infty \) is bounded: \( t, t_n \in [0, T] \) for some \( T < \infty \). Now \( \hat{\rho}(h(y_n), h(y)) \leq \sup_{t \in [0, T]} d(t) \rho(y_n, y) \to 0 \). The proved continuity of the mapping \( h \) and continuity of the original flow \( \hat{\phi} \) immediately imply that the flow \( \hat{\phi} \) in the reverse time is continuous.

The mapping \( F \) is continuous because the flow \( \hat{\phi} \) is continuous. It is a bijection from \( \hat{\mathcal{X}} \times \mathbb{R}_+^0 \) to \( \mathcal{X} \), and the inverse mapping \( F^{-1}(y) = (h(y), \tau_y) \) is continuous, as has been proved above. (For \( y = (\hat{y}, t) \), \( \tau_y = t \) is obviously the continuous function of \( y \).) Thus, \( F \) is a homeomorphism, and \( \mathcal{X} \) is a Borel space, being the homeomorphic image of the Borel space \( \hat{\mathcal{X}} \times \mathbb{R}_+^0 \). □

Proof of Lemma 5.3. Item (i) is obvious, so let us prove Item (ii). Clearly,

\[
\hat{\zeta}(\Gamma_X) = \int_{\Gamma_X} \int_{[0, t \land \hat{\theta}^*(\hat{x}^0))]} g(\hat{x}^0, u) \, du \, L(d\hat{x}^0), \quad \Gamma_X \in \mathcal{B}(V^c).
\]

Now

\[
\int_{\Gamma_X \times \Gamma_R} \hat{\zeta}(d\hat{x}^0 \times d\hat{x}) = \left( \int_{\Gamma_X} \int_{\Gamma_R} \left\{ \int_{[0, t \land \hat{\theta}^*(\hat{x}^0))]} g(\hat{x}^0, v) \, dv > 0 \right\} \frac{g(\hat{x}^0, u) \, du}{\int_{[0, t \land \hat{\theta}^*(\hat{x}^0))]} g(\hat{x}^0, v) \, dv} \right) + \frac{1}{\int_{[0, t \land \hat{\theta}^*(\hat{x}^0))]\hat{\zeta}(d\hat{x}^0)} \hat{\zeta}(d\hat{x}^0).
\]

Recall that \( \hat{\theta}^*(\hat{x}^0) > 0 \). Hence

\[
\int_{[0, t \land \hat{\theta}^*(\hat{x}^0))] \frac{g(\hat{x}^0, u)}{\int_{[0, t \land \hat{\theta}^*(\hat{x}^0)]} g(\hat{x}^0, v) \, dv} \, du + \int_{[0, t \land \hat{\theta}^*(\hat{x}^0)]} \frac{g(\hat{x}^0, v) \, dv}{\hat{\theta}^*(\hat{x}^0)} = \frac{du}{\hat{\theta}^*(\hat{x}^0)}
\]

is the required version of the stochastic kernel \( \hat{\zeta}(du|\hat{x}^0) \).

Lemma A.2 Let Conditions 3.1, 3.2, 3.3 and 5.2 be satisfied.

(a) Suppose \( \zeta \) is a finite measure on \( V^c \), and the measure \( \hat{\zeta}(d\hat{x}^0) \) and the stochastic kernel \( \zeta(dt|\hat{x}^0) \) are as in Definition 5.4. Then, for each bounded measurable function \( g \) on \( V^c \),

\[
\int_{V^c} g(y) \hat{\zeta}(dy) = \int_{V^c} \int_{[0, \hat{\theta}^*(\hat{x}^0)]} g(\hat{\phi}(\hat{x}^0, 0), u) \zeta(du|\hat{x}^0) \hat{\zeta}(d\hat{x}^0).
\]

(b) Suppose \( \zeta \) is a weakly normal measure on \( V^c \), and the measure \( \hat{\zeta}(d\hat{x}^0 \times dt) \) is as in Definition 5.4. Then, for each positive (or negative) measurable function \( g \) on \( V^c \),

\[
\int_{V^c} g(y) \zeta(dy) = \int_{D} g(\hat{\phi}(\hat{x}^0, 0), u) \zeta(d\hat{x}^0 \times du).
\]
(c) Suppose $\zeta$ is a weakly normal measure (or a finite measure) on the orbit
\[ \mathcal{Z}\mathcal{X} \cap V^c = \{ \phi((\tilde{z},0),t) : t \in [0,\tilde{\theta}^* (\tilde{z})) \} \]
and
\[ m(I) := \zeta(\{ \phi((\tilde{z},0),t) : t \in I \}) \]
is the $\sigma$-finite (or finite) measure on $[0,\tilde{\theta}^*(\tilde{z}))$. Then, for each positive or negative measurable function $g$ on $\mathcal{Z}\mathcal{X} \cap V^c$,
\[ \int_{\mathcal{Z}\mathcal{X} \cap V^c} g(y)\zeta(dy) = \int_{[0,\tilde{\theta}^*(\tilde{z}))} g(\phi((\tilde{z},0),t)) m(dt). \]

**Proof.** (a) It is sufficient to check the required formula for $g(y) = 1\{y \in Y\}$, where $Y \in \mathcal{B}(V^c)$. According to the definition of the mappings $F$ and $F^{-1}$,
\[ (\tilde{x}^0,u) \in F^{-1}(Y) \iff F(\tilde{x}^0,u) \in Y \iff (\phi(\tilde{x}^0,u),u) = \phi((\tilde{x}^0,0),u) \in Y. \]
Hence
\[ \int_{V^c} g(y)\zeta(dy) = \zeta(Y) = \tilde{\zeta}(F^{-1}(Y)) = \int_{\mathcal{V}_c \times \mathbb{R}^+_c} 1\{(\tilde{x}^0,u) \in F^{-1}(Y)\} \tilde{\zeta}(d\tilde{x}^0 \times du) \]
\[ = \int_{\mathcal{V}_c} \int_{\mathbb{R}^+_c} 1\{\phi((\tilde{x}^0,0),u) \in Y\} \zeta(du|\tilde{x}^0) \tilde{\zeta}(d\tilde{x}^0). \]
But, for $u \geq \tilde{\theta}^*(\tilde{x}^0)$, $\phi((\tilde{x}^0,0),u) \in V$ and thus $\phi((\tilde{x}^0,0),u)$ cannot belong to $Y$. The desired formula
\[ \int_{V^c} g(y)\zeta(dy) = \int_{\mathcal{V}_c} \int_{[0,\tilde{\theta}^*(\tilde{x}))} 1\{\phi((\tilde{x}^0,0),u) \in Y\} \zeta(du|\tilde{x}^0) \tilde{\zeta}(d\tilde{x}^0) \]
is proved.

(b) The required formula is justified after we represent the function $g$ as $g(x) = \sum_{t=1}^\infty g_t(x)$ with $g_t((\tilde{x},u)) = 1\{u \in [t-1,t)\} g((\tilde{x},u))$ and use the statement (a) separately for all $g_t$, where one can legitimately use the (finite) restriction of $\zeta$ to the set \( \{ x = (\tilde{x},u) \in V^c : t-1 \leq u < t \} \).

(c) Without loss of generality, we assume that $\zeta(\mathcal{Z}\mathcal{X} \cap V^c) > 0$.
If $\tilde{\theta}^*(\tilde{z}) < \infty$ then the measure $\zeta$ is finite and can be extended to $V^c$ by putting $\zeta(V^c \setminus \mathcal{Z}\mathcal{X}) := 0$. Now
\[ \tilde{\zeta}(d\tilde{x}^0 \times dt) = m(dt)\delta_{\tilde{z}}(d\tilde{x}^0); \]
\[ \tilde{\zeta}(d\tilde{x}^0) = \zeta(\mathcal{Z}\mathcal{X} \cap V^c) \delta_{\tilde{z}}(d\tilde{x}^0); \]
\[ \zeta(dt|\tilde{x}^0) = \begin{cases} m(dt)/\zeta(\mathcal{Z}\mathcal{X} \cap V^c), & \text{if } \tilde{x}^0 = \tilde{z}; \\ \text{arbitrarily fixed probability measure,} & \text{if } \tilde{x}^0 \neq \tilde{z}, \end{cases} \]
and the required equality follows from Item (a).
Suppose $\tilde{\theta}^*(\tilde{z}) = \infty$, so that $\mathcal{Z}\mathcal{X} \cap V^c = \mathcal{Z}\mathcal{X}$. It is sufficient to check the required formula for $g_t(y) = 1\{y \in Y_t\}$, where
\[ Y_t = \{ \phi((\tilde{z},0),u) : u \in I_t \in \mathcal{B}([t-1,t)) \}, \quad t = 1,2,\ldots \]
Recall that, according to Lemma 5.2, the mapping $F(t) = \phi((\tilde{z},0),t)$ is a homeomorphism between $\mathbb{R}^+_c$ and $\mathcal{Z}\mathcal{X}$: all different subsets $I_t \in \mathcal{B}([t-1,t))$ produce all possible subsets $Y_t \in \mathcal{B}(\{ \phi((\tilde{z},0),u) : u \in [t-1,t) \})$.  
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Now
\[ \int_{\mathcal{N}} g_t(y) \zeta(dy) = \zeta(Y_t); \]
\[ \int_{\mathbb{R}_+^4} g_t(\phi(\bar{z}, 0), u)m(du) = \int_{\mathbb{R}_+^4} \mathbb{I}\{\phi(\bar{z}, 0), u) \in Y_t\}m(du) = m(I_t), \]
and \( m(I_t) = \zeta(Y_t) \) by the definition of the measure \( m \).

**Proof of Lemma 5.4.** (a) If
\[ \tilde{\zeta}^1(d\bar{x}^0 \times du) = g^1(x^0, u)du \quad \text{and} \quad \tilde{\zeta}^2(d\bar{x}^0 \times du) = g^2(x^0, u)du \]
then we put \( L := L^1 + L^2 \) and
\[ g(x^0, u) := \left[ g^1(x^0, u) \frac{dL^1}{dL}(x^0) - g^2(x^0, u) \frac{dL^2}{dL}(x^0) \right] \mathbb{I}\left\{ \left. g^1(x^0, u) \frac{dL^1}{dL}(x^0) - g^2(x^0, u) \frac{dL^2}{dL}(x^0) \right| 0 \right. \geq 0 \}
Now, for \( \zeta := \tilde{\zeta}^1 - \tilde{\zeta}^2 \), we have, for each \( t \in \mathbb{R}_+ \) and \( \Gamma_t \) defined by (30),
\[ \tilde{\zeta}(d\bar{x}^0 \times du) = \tilde{\zeta}^1(d\bar{x}^0 \times du) - \tilde{\zeta}^2(d\bar{x}^0 \times du) = g(x^0, u)du \quad L(d\bar{x}^0), \]
because, for each \( t \in \mathbb{R}_+ \), the set
\[ \left\{ (x^0, u) \in \Gamma_t : g^1(x^0, u) \frac{dL^1}{dL}(x^0) - g^2(x^0, u) \frac{dL^2}{dL}(x^0) < 0 \right\} \]
is null with respect to the measure \( L(d\bar{x}^0) \times du \).

(b) Item (i) of Definition 6.6 is obvious. For Item (ii), we fix \( t \in \mathbb{R}_+ \) and consider the measures
\[ \tilde{\zeta}^i_t(d\bar{x}^0 \times du) = \tilde{\zeta}^i_t(dx^0)G_t^i(x^0, u)du, \quad i = 1, 2. \]
Below, \( \zeta_t := \zeta^1_t - \zeta^2_t \), so \( \hat{\zeta}_t = \hat{\zeta}^1_t - \hat{\zeta}^2_t \) and \( \check{\zeta}_t = \check{\zeta}^1_t - \check{\zeta}^2_t \). Remember that \( \zeta^1_t \geq \zeta^2_t \); hence \( \hat{\zeta}^1_t \geq \hat{\zeta}^2_t \) and there exist Radon-Nikodym derivatives
\[ \frac{d\hat{\zeta}^2_t}{d\zeta^1_t}(x^0) \quad \text{and} \quad \frac{d\check{\zeta}^2_t}{d\zeta^1_t}(x^0). \]
Now
\[ \hat{\zeta}_t(d\bar{x}^0 \times du) = \left[ \mathbb{I}\left\{ \frac{d\hat{\zeta}_t}{d\zeta^1_t}(x^0) > 0 \right\} + \mathbb{I}\left\{ \frac{d\check{\zeta}_t}{d\zeta^1_t}(x^0) \geq 0 \right\} \right] \left[ G^1_t(x^0, u) - G^2_t(x^0, u) \frac{d\hat{\zeta}^2_t}{d\zeta^1_t}(x^0) \right] du \quad \check{\zeta}^1_t(dx^0). \]
The \( \hat{\zeta}_t \)-measure of the set \( \{ \bar{x}^0 \in V \cup \mathbb{R}^c : \frac{d\hat{\zeta}_t}{d\zeta^1_t}(x^0) \leq 0 \} \) is zero, because so is the \( \hat{\zeta}^1 \)-measure, and one can put \( \zeta_t(du|x^0) \) arbitrarily on it, e.g.,
\[ \zeta_t(du|x^0) := \frac{du}{t \land \theta^*(x^0)}. \]
Recall that \( \theta^*(x^0) > 0 \). Therefore,
\[ \check{\zeta}_t(d\bar{x}^0 \times du) = \left\{ \mathbb{I}\left\{ \frac{d\hat{\zeta}_t}{d\zeta^1_t}(x^0) > 0 \right\} \left[ G^1_t(x^0, u) - G^2_t(x^0, u) \frac{d\hat{\zeta}^2_t}{d\zeta^1_t}(x^0) \right] \frac{du}{t \land \theta^*(x^0)} \right\} \check{\zeta}_t(dx^0) \]
\[ + \mathbb{I}\left\{ \frac{d\check{\zeta}_t}{d\zeta^1_t}(x^0) \leq 0 \right\} \frac{du}{t \land \theta^*(x^0)} \check{\zeta}_t(dx^0) \]
\[
\dot{\zeta}(d\tilde{x}^0 \times du) = G_t(\tilde{x}^0, u)du \dot{\zeta}(d\tilde{x}^0),
\]
where
\[
G_t(\tilde{x}^0, u) := \mathbb{I}\left(\frac{d\dot{\zeta}_t}{d\xi_t}(\tilde{x}^0) > 0\right) \left[ G_1^1(\tilde{x}^0, u) - G_2^2(\tilde{x}^0, u) \frac{d^2\zeta_t}{d\xi_t^2}(\tilde{x}^0) \right] + \mathbb{I}\left(\frac{d\dot{\zeta}_t}{d\xi_t}(\tilde{x}^0) \leq 0\right) \frac{1}{t \wedge \theta^*(\tilde{x}^0)}.
\]

\[\tag{56} \]

\textbf{Lemma A.3} Suppose \( m \) is a finite measure on \( \mathbb{R} \). Then, for each \( \tau, t \in \mathbb{R} \),
\[
 tm([\tau, \tau + t]) = \int_{[0,t]} m([\tau, \tau + s])ds + \int_{[\tau, \tau + t]} (s - \tau) \, dm(s)
\]
and
\[
 tm([\tau, \tau + t]) = \int_{[0,t]} m([\tau, \tau + s])ds + \int_{[\tau, \tau + t]} (s - \tau) \, dm(s).
\]

\textbf{Proof.} For all cadlag (i.e., right-continuous, having left limits) real-valued functions \( U \) and \( V \) on \( \mathbb{R} \) with finite variation (on finite intervals),
\[
U(t_2)V(t_2) = U(t_1)V(t_1) + \int_{(t_1, t_2]} U(s-) \, dV(s) + \int_{(t_1, t_2]} V(s-) \, dU(s) \quad (55)
\]
for any \(-\infty < t_1 < t_2 < \infty \). (See \[\text{5.} \text{Appendix A4,§2} \].) Equivalently, in the symmetric form:
\[
U(t_2)V(t_2) = U(t_1)V(t_1) + \int_{(t_1, t_2]} U(s-) \, dV(s) + \int_{(t_1, t_2]} V(s-) \, dU(s) + \sum_{u \in (t_1, t_2]} \Delta U_u \, \Delta V_u.
\]

Introduce cadlag functions of finite variation (on finite intervals):
\[
U(s) := m([\tau, s]) \quad \text{and} \quad V(s) := s - \tau, \quad s \in \mathbb{R}.
\]

Then, according to the above formulae,
\[
 tm([\tau, \tau + t]) = \int_{[\tau, \tau + t]} m([\tau, s])ds + \int_{[\tau, \tau + t]} (s - \tau) \, dm(s) = \int_{[0,t]} m([\tau, \tau + s])ds + \int_{[\tau, \tau + t]} (s - \tau) \, dm(s). \tag{56}
\]
For the last equality to be proved, it is sufficient to consider a sequence \( t_i \uparrow t > 0 \) and pass to the limit in \[\text{56} \]. The case \( t \leq 0 \) is trivial. \[\square\]
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