Impact of FBG feedback phase on laser dynamics
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Fiber Bragg Gratings have been advantageously used to improve the chaotic properties of semiconductor lasers. Though these components are known to be highly sensitive to environmental conditions, feedback phase fluctuations are often neglected. In this work, we experimentally demonstrate that the small variations of the propagation time induced by a simple thermal tuning of the FBG is sufficient to induce significant changes of the laser behavior. We report periodic stability enhancements linked with phase variations and highlight that both phase variation and phase offsets play an important role. Last, we show a good qualitative agreement with simulations based on an expanded version of the Lang-Kobayashi model. © 2022 Optical Society of America
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The dynamical behavior and the properties of a semiconductor laser can be notably affected by an external optical feedback and will be highly sensitive to all kinds of feedback features. Optical feedback typically compromises the performance of a laser but is also the source of several applications which have in their foundation the variety of the complex dynamics exhibited by the laser. Amid these, secure communication [1], fast physical random-number generation [2], remote chaotic lidar/radar [3, 4] and optical time-domain reflectometry [5].

Recently, Fiber Bragg Gratings (FBGs) have been investigated as promising candidates to enhance the performance of such applications[6, 7]. Thus far, the implementation of FBG feedback has been focused on the reduction of the time-delay signature (TDS) as shown in [8]. This is attributed to the distribution in time of the reflections of the FBG, which are associated with the chromatic dispersion. Chirping the FBG period [9, 10] can make the feedback delay a key parameter to optimise and better suppress the TDS compared with the conventional FBGs. Recently, it has been demonstrated that TDS suppression and bandwidth enhancement are achieved for nanolasers via FBG feedback [11]. On other studies, changing the setup configuration such as introducing FBG feedback under optical injection [12] and mutual injection [13] can modify the feedback features to benefit many applications via the enhancement of the chaotic dynamics.

The emission dynamics also depend heavily on the feedback phase, that is, the phase that the light accumulates while traveling through the feedback loop. It has been shown that in the short cavity regime the dynamics evolving under the variation of the feedback phase exhibit a cyclic behavior [14]. The effect of feedback phase on the relaxation oscillations has been studied as well, in [15] it is demonstrated that the relaxation oscillation frequency (ROF) changes in a sinusoidal manner with respect to the feedback phase. The impact of phase for the case of filtered optical feedback (FOF), where the filter alters the spectral content of the feedback light, has also been investigated. FOF lasers show different types of dynamics and dependence on the feedback phase. In [16] several regimes were identified as function of the feedback rate. FBG feedback is a specific case of FOF, however, the impact of FBG feedback phase has not been thoroughly investigated yet.

In this letter the dependence of a semiconductor laser operation on the phase of time-distributed feedback from an FBG is studied. Experimental maps based on highly resolved optical spectra of the laser output are used to obtain a detailed overview of the laser dynamics. The maps are established in the parameter space of wavelength detuning and feedback strength in a fully automated setup. Similar maps are generated numerically using a modified version of the Lang-Kobayashi equations and we obtain an excellent qualitative agreement with the experimental data. It is found that when the Bragg wavelength of the FBG is varied a phase change is induced which modifies the laser’s emission dynamics.

The FBG is fabricated in the core region of a conventional single-mode fiber (Corning SMF-28) with a standard phase mask technique using a 193 nm ArF excimer pulsed laser. The grating has a maximum reflectivity of 90% and length of 4 mm. The configuration of the experimental setup is shown schematically in Fig. 1(a). We use a single-mode distributed feedback laser (Tholabs L1550P5 DFB) which is coupled into a single-mode fiber connected to an FBG, that provides optical feedback into the laser. The lasers temperature is fixed at $T = 22^\circ$C by a TEC controller. To ensure that the reflected light returns towards the laser with the same polarization orientation, a free-space linear polarizer is combined with a fiber-based polarization controller. The feedback strength is controlled via a fiber-based variable optical attenuator (VOA). Single-mode fibers with angle-polished tips and narrow key mating sleeve connectors with index matching gel are used in the feedback arm to avoid unwanted reflections. The overall cavity length is 5.52 m (0.42 m free space and 5.1 m fiber setup) and the estimated coherence length of the laser is 2.83 m. The beam splitter diverts 25% of the emitted light towards the measurement arm composed of a free-space optical isolator followed by a high-resolution OSA (APEX 2083A) that uses a resolution of 5 MHz to record the optical spectra. Due to
the long feedback cavity and despite the high-resolution, external cavity modes cannot be resolved.

The Bragg wavelength of the FBG is temperature-controlled in a closed loop via a Peltier element (Thorlabs TEC141) combined with a 10kΩ thermistor. The gratings are positioned at different positions on the heater as illustrated in Fig. 1(a). In our experiment, the temperature of the Peltier is increased in steps of 0.2°C from 10°C to 45°C to detune the Bragg wavelength in a range of 48.5 GHz with respect to the laser’s emission wavelength, as highlighted in Fig. 1(b). As a result, the feedback strength varies with the VOA voltage, but also with the detuning due to the FBG reflectivity profile. In addition, the VOA response has a sigmoid shape as shown in the supplementary information: transmission is maximal slightly above 4V and minimal slightly below 1V. We show the estimated feedback ratio for the whole feedback loop as a function of detuning for 4 different VOA voltages in Fig. 1(b). In order to have a relatively high emitted power level, the injection current is set at 26 mA (∼2.5× the threshold current). The laser spectrum without feedback is shown in the inset of Fig. 1(c). The laser dynamics are characterized by the bandwidth at -20 dB of the main peak evaluated based on optical spectral data as depicted in Fig. 1(c) for a broadened spectrum. The choice of this figure of merit is based on three important criteria: straightforward, systematic, and simple compared to the commonly used merits extracted from the time series processing.

We show in Fig. 2(a) the bandwidth at -20 dB as function of VOA voltage and frequency detuning. Since the bandwidth is intrinsically linked to the laser dynamics, we can easily observe the evolution of the laser dynamics. The dark blue represents the regions where the laser is in a stable state. While the most complex chaotic behavior — which typically has the broadest bandwidth — is displayed in yellow. The gradient in between represents the gradual broadening of the optical spectrum between the two extreme cases. There is a correlation between the minimum feedback strength required for instability and the FBG reflectivity spectrum thus, the re-stabilization regions at detuning around -30 GHz results from the dip of the FBG reflectivity profile. In the same way the larger bandwidths at small detunings can be attributed to the higher reflectivity of the FBG’s main lobe in comparison with that of the first side lobe. Though the evolution of the dynamics along the vertical axis i.e. for varying feedback strength, is fully in line with standard expectations, its evolution along the horizontal axis brings some surprises. Besides the improved stability observed around a detuning of -30 GHz, a roughly periodic stability enhancement visible across the whole range of feedback strength is observed. To effectively link this feature to fluctuations of the feedback phase, we analyze the evolution of the optical spectrum along a horizontal line at low feedback rates as shown in Fig. 2(b). The corresponding VOA voltage at which the optical spectra are taken is 4.5V, at a position where the laser exhibits stable behavior and the optical spectrum is not broadened in order to accurately track the position of the peaks (the red thread in Fig. 2(a)). We observe the emergence of a periodic wavelength shift, consistent with a feedback phase variation, well aligned with the recorded periodicity of the dynamical evolution. Furthermore, the wavelength of the laser (without feedback) remains untouched in the whole experiment as it is temperature controlled and pumped with fixed current. Hence, the wavelength variation can only be induced by the feedback phase changes.

It has been shown that in optical fibers the optical phase fluctuates due to the thermal effects with a phase sensitivity of about 48 rad/m/K at 1550 nm [17]. Hence, any temperature change — including localized changes — will therefore lead to a variation of the feedback phase. As a result, in our experimental setup, temperature tuning of the FBG center wavelength will simultaneously lead to phase variations. We suppose that the total phase that the light accumulates while traveling in the feedback cavity is given by:

$$\theta = \theta_{TS} \Delta \Omega + \theta_0$$

(1)

where $\theta_{TS}$ is the temperature sensitivity phase and $\theta_0$ is the offset phase, that is, the initial phase of the system when the grating is not subjected to temperature variations. The FBG temperature tuning in our experiment produces a change of 1.385 GHz/K of the FBG center frequency. Considering that the heated fiber portion is 3 cm it equates a temperature sensitivity phase change of $\approx 0.33\pi$ rad/GHz.

Depending on the temperature gradient over the heated section of the fiber the periodic stability enhancement variations period is expected to change. To test that, the grating was positioned at three different positions along the heater, exposing different lengths of the fiber before and after the grating to a heat gradient. The heat-subjected fiber length changes proportionally
from one position to the other as illustrated in the inset of Fig. 1(a). After the grating position in the heater is adjusted, the wavelength detuning is varied via the temperature controller, as in the first experiment and all other parameters are the same.

Fig. 3. (a),(c),(e) Experimental map of the values of the bandwidth at -20 dB as a function of frequency detuning and VOA Voltage for different positions of the grating on the heater. The optical spectra bandwidth for the third position is reduced thus, the the color scale in (e) is different. (b),(d),(f) The corresponding optical spectra as function of wavelength detuning at VOA voltage 4.5 V.

The experimental maps of bandwidth at -20 dB for the three positions are shown in Fig. 3(a), (c), (e) and the qualitative changes resulting from the phase difference can be distinguished. The first two positions seem to trigger roughly the same laser behavior. The destabilization starts at the same feedback strength and a correlation with the FBG reflection profile can be observed. Instead, in the third position, the feedback strength necessary to destabilize the laser is higher compared to the first two positions and the optical bandwidth for the same conditions is reduced (for this reason the color scale in Fig. 3(e) is different from Fig. 3(a), (c)). Although it seems intuitively hard to attribute such significant change of the overall dynamics only to a change of the phase, we obtain consistent measurements when reproducing the measurement across different days. The seemingly periodic stability enhancement due to the temperature sensitive phase, discussed previously, is not visible for the first two positions but more prominent for the third one where it seems that the phase variations have a greater impact. However, when taking into consideration the evolution of the emission wavelength with the frequency detuning, plotted in Fig. 3(b), (d), (f), these alternations are still visible and repeated with a slightly different period for the three positions. Hence, we associate the qualitative changes of the experimental maps to the effects arising from the offset phase variations, the second term in eq. 1, and the behavior we observe in these maps is a combined effect of the offset phase and the temperature sensitive phase. Depending on the starting value of the offset phase the stability enhancement variations could be more prominent as in the third position or vanish as happens for position one and two. In the first position, for detuning between -30 GHz and -50 GHz the periodicity degrades. This could be attributed to the environmental disturbances such as temperature variations and vibrations, possibly bringing some instability to the frequency detuning and thus compromising the results. This is a factor that should be taken into consideration for all the experimental results.

To confirm our interpretation on the impact of the feedback phase, we perform numerical simulations based on a normalized version of the Lang-Kobayashi rate equations, modified to include the effect of time-distributed feedback from the FBG as follows \[18, 19\]:

\[
\begin{align*}
\frac{dE}{dt} &= (1 + ia)N(t)E(t) + \kappa e^{-i\theta_T} r(t)e^{-i\Delta \Omega t} * E(t - \tau) \\
\frac{dN}{dt} &= \frac{1}{T} \left( P - N(t) - (1 + 2N(t))|E(t)|^2 \right) \\
r(\Omega) &= \Omega_{BW} \left( 2\Omega + i\sqrt{\Omega_{BW}^2 - 4\Delta^2} \coth \left( \frac{\sqrt{\Omega_{BW}^2 - 4\Delta^2}}{2\Omega_T} \right) \right)^{-1}
\end{align*}
\]

where \(E(t)\) represents the normalized complex electric field and \(N(t)\) the normalized carrier density in the laser cavity. The equations are normalized in time by the photon lifetime and thus all time-related parameters are unitless. \(T\) is the normalized carrier lifetime, \(P\) is the dimensionless pump parameter, \(P = 0\) corresponds to the threshold, \(\kappa\) is the feedback rate and \(\alpha\) the linewidth enhancement factor. In the simulations the values corresponding to \(T\), \(P\) and \(\alpha\) are 1000, 1 and 3 respectively. The feedback optical phase is denoted with \(\theta\) and is given by eq. 1. The FBG feedback is described by the last term in the field equation, expressing the impulse response of the FBG reflection by \(r(t)\), the field amplitude coupling back to the laser is proportional to the convolution \(r(t) * E(t - \tau)\). \(r(t)\) for the FBG case is obtained from the inverse Fourier transform of the FBG reflection frequency response \(r(\Omega)\) as reported in \[20-22\]. The FBG parameters are \(\Omega_{BW}\) and \(\Omega_T\) representing the FWHM bandwidth of the main lobe in the reflectivity profile and frequency gap between neighboring side lobes, respectively. The values of \(\Omega_{BW}\) and \(\Omega_T\) for the 4 mm long grating are 29.95 GHz and 25.86 GHz accordingly considering a photon lifetime of 1 ps. In the simulations the normalized feedback rate is switched from 0 to 0.005. The simulated FBG reflectivity spectrum is shown in black in Fig. 4(a) (together with the experimental spectrum in blue for comparison). The scanned range of FBG is 55 GHz covering the main and the first side lobe of the FBG as highlighted in Fig. 4(a). The temperature sensitive phase changes by \(\theta_{TS} = 0.36\pi\) rad/GHz and offset phase is taken \(\theta_0 = 0\).

Fig. 4. (a) In black: the simulated normalized reflectivity spectrum of the FBG used throughout the simulation with corresponding \(\Omega_{BW} = 29.95\) GHz and \(\Omega_T = 25.86\) GHz when considering the photon lifetime equal to 1 ps. In blue: the normalized reflectivity spectrum of the FBG used in the experiment. (b) Mapping of the bandwidth at -20 dB in the parameter space of frequency detuning and feedback rate plane. For
completeness, the evolution of the optical spectra for a low feedback rate can be found in the supplementary information. We observe that the border between different dynamical regions qualitatively matches the behavior of the experimental maps. This consistent input indicates that the temperature sensitive phase is the underlying mechanism explaining the periodic stability enhancement. It is worth mentioning that here we focus in a small inset of the theoretical dynamical map reported in [8], where only the reflection phase of the FBG is considered. The FBG reflection phase exhibits rapid changes near the edges of the lobes corresponding to the chromatic dispersion as reported in [22] for different gratings. There the dynamics have been identified using the distribution of the time-series extrema however, the laser follows roughly the same behavior as the one we compute in Fig. 4(b) with the exception that the stability enhancement variations appear at the border between different states resulting from the extra phase term added on top of the FBG’s reflection phase.

If we do the same fitting effort for the measurements shown in Fig. 3, that is considering also the effect of the phase offset $\theta_0$, then we obtain the results shown in Fig. 5. The offset phase $\theta_0$ is $\pi/4$ rad, $\pi/2$ rad and $\pi$ rad at (a), (b) and (c) while the temperature sensitive phase $\theta_{TS}$ is equal to 0.027$\pi$ rad/GHz, 0.027$\pi$ rad/GHz and 0.182$\pi$ rad/GHz respectively. Again, the corresponding evolution of the optical spectra for a low feedback rate can be found in the supplementary information. As in the experimental results, the first two maps show roughly the same behavior, the border between the different dynamical states is smoother and the effect of the side lobe is visible where it seems that another threshold of the feedback rate is necessary to destabilize the laser. The effect of the temperature sensitive phase is only visible for detunings around -45 GHz where a stability enhancement is visible around the middle of the side lobe. For the third map we observe the same bandwidth reduction resulting from the phase change consistent with the experimental data (similar to Fig. 3(c) a different color scale is also used here). For this combination of offset and temperature sensitive phase the periodic stability enhancements are more prominent but with another period compared to Fig. 4(a). Overall, the simulated maps for consistent $\theta_{TS}$ and $\theta_0$ qualitatively match the experimental results illustrating the impact of the offset phase of the system and its combined effect with the temperature sensitive phase as given by Eq. 1.

In conclusion, we have shown experimentally and numerically that semiconductor lasers have a strong sensitivity to the phase of time distributed feedback from an FBG. We considered both the effect of the temperature sensitive phase and the offset phase or the initial phase of the system. The temperature sensitive phase results from the thermal tuning of the FBG and triggers roughly periodic stability enhancement in the border between different dynamical states corresponding with periodic shifts of the emission wavelength consistent with the feedback phase variations. The offset phase of the system changes the overall dynamics exhibited by the laser influencing this way also the periodic stability enhancement variations. Depending on the initial conditions the variations could fade or become more prominent. The simulations are in good agreement with the experimental results, confirming once again the relevance of the Lang-Kobayashi model. Because such phase variation is likely to occur for any practical method employed to tune the Bragg Wavelength, such as temperature, strain or bending, we believe that this feature should be closely considered and monitored when dealing with FBG feedback.
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