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We extend finite-temperature tensor network methods to compute Matsubara imaginary-time correlation functions, building on the minimally entangled typical thermal states (METTS) and purification algorithms. While imaginary-time correlation functions are straightforward to formulate with these methods, care is needed to avoid convergence issues that would result from naive estimators. As a benchmark, we study the single-band Anderson impurity model, even though the algorithm is quite general and applies to lattice models. The special structure of the impurity model benchmark system and our choice of basis enable techniques such as reuse of high-probability METTS for increasing algorithm efficiency. The results are competitive with state-of-the-art continuous time Monte Carlo. We discuss the behavior of computation time and error as a function of the number of purified sites in the Hamiltonian.

I. INTRODUCTION

The development of high precision quantum many-body physics is a rapidly growing field, whose purpose is to obtain controlled solutions of strongly interacting quantum systems. One direction of research are tensor network methods, which represent ground state many-body wavefunctions through a low-rank tensor decomposition. The first and most famous approach of this class is the density matrix renormalization group (DMRG) [1–3] which is very efficient for one dimensional systems and whose modern form is now understood in terms of matrix-product state (MPS) tensor networks.

The computation of real time dynamics and correlators in DMRG and tensor methods has been studied extensively, for a review see e.g. Ref. 4. However, in order to study the thermodynamics and much of the equilibrium properties of a system, the complete and detailed knowledge of real time dynamics is not necessary. The Matsubara imaginary time formalism in thermal equilibrium is sufficient and is almost always easier computationally since imaginary time evolution involves decaying exponentials. Indeed, many physical properties of a system can be derived from Matsubara self-energy, such as the Fermi liquid effective mass, quasiparticle lifetime, or the location of the Fermi surface. Real frequency correlators can also be obtained to some extent at low energy from imaginary time results by using analytical continuation techniques, for example Padé approximants.

Quantum Monte Carlo (QMC) methods typically work in Matsubara imaginary time (with some notable recent exceptions [5–9]). However they face limitations within some parameter ranges, especially at low temperatures. The most famous is the sign problem, which affects most QMC methods and manifests itself as an exponential increase of error bars at low temperatures. Certain other QMC methods such as diagrammatic QMC [10], which computes perturbative series with stochastic techniques, face difficulties with convergence as the interaction strength is increased, see e.g. Ref. 8. It is therefore very interesting to explore the computation of Matsubara Green functions at finite temperature using tensor network methods for various systems, since these methods are not limited in the same way.

Apart from the imaginary time evolution itself, the main challenge in obtaining the Matsubara Green function is computing finite temperature versus ground state properties. Within tensor network methods, finite temperature systems can be accessed in two ways: (i) the minimally entangled typical thermal states (METTS) algorithm [11–15] uses a sampling technique over tensor network states to produce the thermal average; (ii) the purification technique [16–19] rewrites the thermal trace as a average in a pure state in a larger space, obtained by imaginary time evolution.

In this paper, we show how to combine the METTS and the purification idea to compute the finite temperature Matsubara Green function with these tensor network approaches at any temperature. As a first benchmark application, we use the single-site one-band Anderson quantum impurity model. Indeed, quantum impurity models are a very interesting application for this algorithm in the context of dynamical mean field theory (DMFT) [20]. DMFT and its extensions constitute a systematic approach to strongly correlated systems, not only for models but also in realistic computation [21]. The core of the technique consists in solving quantum impurity models, in self-consistently determined baths, at low temperatures. These models are still complex many-body problems, and require advanced algorithms to solve them, such as continuous time QMC [22–25] the numerical renormalization group (NRG) [26, 27], DMRG [28–36], and recently more general tensor network approaches [37]. Most MPS-based DMFT solvers have focused on real time evolution, with some notable exceptions [32, 34, 36] but still at zero tem-
perature. The METTS/purification hybrid algorithm presented in this paper works at finite temperature.

This paper is structured as follows. In Sec. II we briefly introduce the original METTS algorithm as well as how to combine METTS and purification and define the estimator to sample imaginary time correlators. In Sec. III we benchmark the algorithm on the Anderson Impurity model and discuss the balance between the METTS and purification in details.

II. METTS FOR IMAGINARY TIME CORRELATION FUNCTIONS

A. The METTS algorithm

The METTS algorithm [11, 12] is a particular form of quantum Monte Carlo. It computes finite temperature thermal averages

$$\langle A \rangle = \frac{1}{Z} \text{Tr}[e^{-\beta H} A]$$  \hspace{1cm} (1)

where $A$ is an observable, $\beta$ the inverse temperature, $H$ the Hamiltonian and $Z$ the partition function. It is based on the observation that (1) can be rewritten as:

$$\langle A \rangle = \frac{1}{Z} \text{Tr}[e^{-\beta H} A] = \frac{1}{Z} \sum_i \langle i | e^{-\beta H/2} A e^{-\beta H/2} | i \rangle$$

$$= \frac{1}{Z} \sum_i P(i) \langle \phi_i | A | \phi_i \rangle$$  \hspace{1cm} (2)

where $\phi$ and $P$ are defined by

$$| \phi_i \rangle \equiv e^{-\beta H/2} | i \rangle / \sqrt{P(i)}$$

$$P(i) \equiv \langle i | e^{-\beta H} | i \rangle.$$

The states $| \phi_i \rangle$ are non-orthogonal but normalized. When the $| i \rangle$ are chosen to be a basis of classical, or unentangled product states, the resulting $| \phi_i \rangle$ are called METTS. The METTS algorithm performs the full imaginary time evolution $e^{-\beta H/2} | i \rangle$ at each step and samples the basis states $| i \rangle$ with a Monte Carlo procedure. The algorithm starts with a state $| i \rangle$, time-evolves it in imaginary time up to $\beta/2$, then computes observables as expectation values of the $| \phi_i \rangle$ states. After that, a new basis state $| j \rangle$ is chosen with probability $p(i \rightarrow j) = | \langle j | \phi_i \rangle |^2$. The collapse into the new basis state $| j \rangle$ can be computed efficiently [12] by recursively collapsing one site at a time.1 Additionally, it is worth noting that within the METTS algorithm, the newly sampled state $| j \rangle$ is always accepted as detailed balance is satisfied [12].

The METTS states $| \phi_i \rangle$ are non-trivial entangled states, hence tensor networks, such as matrix product states, are used to represent these states during and after the time evolution process. Note however that the actual METTS algorithm presented above is independent of the choice of wavefunction representation and could be implemented using any representation that allows $| \phi_i \rangle$ to be computed efficiently.

B. Imaginary time correlation functions

The finite-temperature correlation function of two operators $A$ and $B$ in imaginary time for a system with Hamiltonian $H$ is defined as (note the unusual sign convention for $G_{AB}$ used in this paper):

$$G_{AB}(\tau) = (T_\tau A(\tau) B)$$

$$A(\tau) = e^{\tau H} A e^{-\tau H}$$

$$T_\tau A(\tau) B = \begin{cases} +A(\tau)B & \tau > 0, \\ \pm BA(\tau) & \tau < 0, \end{cases}$$  \hspace{1cm} (4)

where the $\pm$ sign depends on whether the operators $A$ and $B$ are fermionic ($-$) or bosonic ($+$). Here we will be treating the fermionic case. Because of the cyclic invariance of the thermal trace, $G_{AB}(\tau)$ can be written in two ways:

$$G_{AB}(\tau) = \langle A(\tau) B \rangle = \frac{1}{Z} \sum_i P(i) \langle \phi_i | A(\tau) B | \phi_i \rangle$$

$$G_{AB}(\tau) = \langle BA(\tau - \beta) \rangle = \frac{1}{Z} \sum_i P(i) \langle \phi_i | BA(\tau - \beta) | \phi_i \rangle$$  \hspace{1cm} (5)

where we have also written out each of the thermal averages as averages over the METTS labeled by $i$. While the exact thermal expectation value of these two ways of writing $G_{AB}(\tau)$ is necessarily the same, the estimators $G^+_{AB}(\tau)$ and $G^-_{AB}(\tau)$ generally differ for each individual METTS. Note that this is true even if $A$ and $B$ respects a symmetry, because the METTS states $| \phi_i \rangle$ can break this symmetry. Using the explicit form of $| \phi_i \rangle$ from (3), we have

$$G^+_{AB}(\tau) = P(i) \langle i | e^{-\beta/2 H} A e^{-\beta H} B e^{-\beta H/2} | i \rangle$$

$$G^-_{AB}(\tau) = P(i) \langle i | e^{-\beta H/2} B e^{-\beta H} A e^{-\beta H/2} | i \rangle$$  \hspace{1cm} (6)

where $\tilde{\tau} = \beta - \tau$. For $\tau, \tilde{\tau} > \beta/2$ these expressions can become very large because of the positive exponentials. Therefore, we use the following symmetric estimator defined by:

$$G_i(\tau) \equiv \begin{cases} G^+_{i}(\tau) & \text{for } \tau < \beta/2 \\ G^-_{i}(\tau) & \text{for } \tau > \beta/2 (\tilde{\tau} < \beta/2) \end{cases}$$  \hspace{1cm} (7)
Moreover this symmetric estimator also allows to reuse partially time-evolved states already computed during the calculation of the METTS $|\phi_i\rangle$: if the METTS states and their normalization are kept during the computation, the time evolved states

$$e^{-(\beta/2-\tau)H|i\rangle},$$

for $\tau < \beta/2$ require no extra computation.

The main drawback of the symmetric estimator Eq. (7) is to introduce a discontinuity at $\beta/2$ for any finite number of samples, since $G_\uparrow^+(\beta/2)$ and $G^-_\uparrow(\beta/2)$ are in general not equal. We will discuss that point further in Sec. III C 2 on a concrete example.

C. Hybrid METTS-Purification algorithm

The METTS algorithm presented above has two main drawbacks, which we will now address by mixing it with the purification technique [14, 15]. First we will introduce purification then review how a controlled algorithm can be formulated which is hybrid of purification and METTS.

1. Purification

Let us start with a simple reminder of the purification idea. For each physical (spinless) fermionic degree of freedom $P_i$ at site $i$ with two states $|0\rangle_{P_i}$ and $|1\rangle_{P_i}$, we take the tensor product with an auxiliary or “ancilla” degree of freedom $A_i$ with two states $|0\rangle_{A_i}$ and $|1\rangle_{A_i}$ and define the maximally entangled state $S_i$ as

$$|S_i\rangle \equiv \frac{1}{\sqrt{2}} (|0\rangle_{P_i} \otimes |1\rangle_{A_i} + |1\rangle_{P_i} \otimes |0\rangle_{A_i})$$

such that

$$\text{Tr}_{A_i} |S_i\rangle \langle S_i| = 1_{P_i}$$

(10)

where $P_i$ or $A_i$ refer to physical and auxiliary degrees of freedom on site $i$ respectively ($\text{Tr}_{A_i}$ is the trace over the auxiliary degrees of freedom).

The density matrix can then be rewritten as

$$\rho = \frac{1}{Z} e^{-\beta H/2} \cdot 1_P \cdot e^{-\beta H/2}$$

$$= \frac{1}{Z} e^{-\beta H/2} \text{Tr}_A \bigg( \sum_i |S_i\rangle \langle S_i| \bigg) e^{-\beta H/2}$$

$$= \frac{1}{Z} \text{Tr}_A \left[ \left( e^{-\beta H/2} \otimes 1_A \right) |S\rangle \langle S| \left( e^{-\beta H/2} \otimes 1_A \right) \right]$$

$$= \frac{1}{Z} \text{Tr}_A |\psi\rangle \langle \psi|,$$

where $|S\rangle \equiv \otimes_i |S_i\rangle$, $\text{Tr}_A$ is the trace over auxiliary degrees of freedom and the subscript $P$ (resp. $A$) means that the operator acts on the physical (resp. auxiliary) space. We also used $1_P \equiv \otimes_i 1_{P_i}$ and (10). In other words, at the cost of doubling the dimension of the Hilbert space, the introduction of the ancilla states lets us rewrite the density matrix as partial trace of a pure state density matrix, which can be obtained from a time evolution from $|S\rangle$ using pure-state time evolution methods.

2. Hybrid algorithm

The purification technique has two main advantages over the original METTS algorithm.

First, although the METTS algorithm implemented with MPS is highly efficient at low temperature and scales similarly to DMRG, its sampling becomes less efficient at high temperatures compared to the purification approach.

Secondly, because METTS updates remain in a fixed quantum number sector corresponding to the symmetries of the Hamiltonian, one cannot straightforwardly use quantum numbers to simulate the grand canonical ensemble efficiently [12, 13]. On the contrary, using purification, the maximally entangled state $|S\rangle$ allows particle numbers to fluctuate on the physical sites while keeping the total number of particles conserved in the total space (physical and auxiliary).

Remarkably, one can mix the two algorithms and purify only some fermionic sites, creating an hybrid METTS-purification algorithm [14, 15]. The default METTS algorithm discussed above corresponds to purifying no sites. When every site is purified, no METTS sampling is necessary as the purified state computes the density matrix of the whole system. This hybrid algorithm is simple to implement from the original METTS, as the collapse step only needs to be modified slightly: purified sites are ignored at first (not collapsed) and after the collapse on all other sites is completed, purified and ancilla pairs are reinitialized in the maximally entangled state given by Eq. (9) [14].

The choice of the purified sites is a delicate question: it is a free parameter of the algorithm and is certainly model dependent. Two extreme limits are clear. At high temperatures, purifying all of the sites is the most efficient choice. This can be understood by observing that at infinite temperature a full purification immediately gives the exact thermal density matrix without any time evolution or sampling [3]. In contrast, at zero temperature the thermal density matrix is the tensor product $|\psi_0\rangle \langle \psi_0|$ where the ground state $|\psi_0\rangle$ can be represented with a single METTS and thus no purification is needed. Away from these limits, purifying additional sites decreases the amount of sampling that is necessary while increasing the cost of computing each sample. In quantum impurity models, a physically motivated choice is to purify only the sites of the impurity and the bath sites with the largest thermal fluctuations. This approach will be investigated in detail in the next section.
III. APPLICATION TO THE ANDERSON IMPURITY MODEL

A. Model

We benchmark the hybrid METTS/purification algorithm on a single-band Anderson impurity model, defined by the Hamiltonian:

\[ H = U n_\uparrow n_\downarrow + \epsilon_0 (n_\uparrow + n_\downarrow) + \sum_{k\sigma} \epsilon_k n_{k\sigma} + V_k (d_\sigma^* c_{k\sigma} + h.c.) \] (12)

where \( d_\sigma^* \) and \( d_\sigma \) are impurity creation and annihilation operators of impurity electrons with spin \( \sigma \). The \( n_\sigma = d_\sigma^* d_\sigma \) are the corresponding particle number operators. Similarly, \( c_{k\sigma}^* \) and \( c_{k\sigma} \) create and annihilate a spin-\( \sigma \) electron at bath orbital \( k \).

In general, the effect of the bath onto the impurity is described by the hybridization function:

\[ \Delta(i\omega_n) = \sum_k \frac{V_k^2}{i\omega_n - \epsilon_k} \] (13)

which, in many applications, is a general (causal) function that would require an infinite number of bath sites to represent. Algorithms based on an Hamiltonian representation (like exact diagonalization, DMRG, NRG) require an approximation of \( \Delta \) by a finite bath in Eq. (12). The precise way to discretize the bath depends on the algorithm in question. Here we use a bath with \( N_b \) linearly spaced bath energies \( \epsilon_k \) [26, 37, 38] (see Appendix A). The energy resolution of our method is given by the difference between consecutive bath energies \( \epsilon_k \). In the following, we choose a semi-circular bath of half bandwidth \( D = 2 \) corresponding to a tight-binding model on a infinite coordination Bethe lattice with hopping parameter \( t = 1 \). We use \( N_b = 109 \) sites and we do not vary the bath size with \( \beta \).

B. Algorithm

We apply the algorithm presented in Section II to compute imaginary-time dependent properties of the Anderson impurity model defined above. Before presenting the results, let us discuss aspects of the algorithm implementation which are specific to this system.

First a physically-motivated criterion is needed to choose which sites to purify. Here we choose to purify sites likely to have the largest charge fluctuations, namely the impurity site and bath sites with energy \(|\epsilon_k| < E_P\) for some threshold energy \(E_P\), as represented on Fig. 1. It is also natural to purify the impurity itself, because of the Kondo spin flips at low energy.

In order to represent the METTS states, we use the fork tensor product states (FTPS) [37] tensor network, which allows the use of a large number of bath sites \((N_b \sim 100)\). The imaginary time evolution is done with the time dependent variational principle (TDVP) [39, 40]. While generally this approach is very accurate even when using large time steps \(\Delta\tau\), it can produce incorrect results when bond dimension of the matrix product state is very small as generically happens at the beginning of each step of the METTS algorithm. Therefore, when starting from a product state \(|i\rangle\), we first perform a small number of tDMRG [37] (or Trotter-gate evolution) steps to increase the tensor dimensions and then switch to TDVP. In this work, we use a few tDMRG steps of size \(\Delta\tau_{\text{tDMRG}} = 0.05\). Recently, a basis extension for TDVP was proposed which should allow the use of only TDVP for the time evolution [41]. We however leave this extension for future work.

In practice, we observe that the METTS algorithm revisits the same product states quite often. Depending on \(E_P\) and the sample size, 10\%-90\% of the METTS appear at least twice. This behavior is quite specific to the quantum impurity problem we study here and the basis used to represent it, and would not be expected to occur in a generic model when working in a real-space basis. Here we can take advantage of it by saving each METTS we have previously computed in memory, reusing them if the same initial product state is encountered, thus skipping redundant imaginary time evolution calculations which are the most costly part of the algorithm.

C. Results

We now present our results for the impurity single-particle Green function (omitting the spin index)

\[ G(\tau) = \langle T_\tau d(\tau) d^\dagger \rangle, \] (14)
which are computed by first performing 20 steps of tDMRG with a time step of $\Delta \tau_{\text{tDMRG}} = 0.05$, and then evolving to $\beta/2$ by TDVP with a time step of $\Delta \tau_{\text{TDVP}} = 0.5$. We use a truncation error cutoff of $10^{-8}$ for both stages.

1. Benchmark and convergence

In Fig. 2 we show the Green function, for $U = 2$, at low temperature $\beta = 100$, in the particle-hole-symmetric case, with a purification window energy $E_P = 0.4$. We compare it to a QMC (CTHYB) solution for the exactly the same finite discretized bath, using the TRIQS/CTHYB code [42]. The agreement is excellent even with a small sample size. In Matsubara frequencies (Fig. 2, lower panel), the agreement is also very good even at small frequencies, with an error of order of $10^{-3}$. Additional results for larger interactions and particle-hole asymmetric impurity models can be found in Appendix D.

We observe that one of the METTS has a very high probability $P(i)/Z$ and dominates the whole distribution: $P(i)/Z \approx 70\%$ in the present case. Using this state alone (Fig. 2, first panel) already yields an excellent approximation of the Green function. Unsurprisingly, this METTS corresponds to having a filled Fermi sea the set of non-purified bath sites. At this low temperature, purifying about 20% ($E_P = 0.4$) of the bath sites captures most thermal fluctuations already and there is no need to purify every site.

The contribution of other METTS states to $G_i^\pm(\tau)$ are shown in Fig. 3. They display a very large variance around $\beta/2$ (even with sign change). This explains why in Fig. 2 the Green function does not appear to improve when increasing the sample size from 1 to 50. In Figure 9 in Appendix C, we show detailed histograms for $G(\beta/2)$ for various temperatures.

![Figure 2](image-url)  
Figure 2. (Upper panel) Imaginary-time Green function $G(\tau)$ vs $\tau$ computed by the METTS algorithm for different number of samples, compared to the QMC/CTHYB solution for the same finite discretized bath. For the single-sample panel, we use the highest probability METTS. The fraction of METTS reused was between 0.6 (50 samples, 20 unique METTS were computed) and 0.8 (1000 samples, 200 unique METTS were computed). (Lower panel) Difference between the METTS ($G_M$) and the QMC result ($G_{\text{QMC}}$). (Inset) METTS (red, with 1000 samples) and QMC results (blue) at low frequencies. For all graphs, we used $U = 2$, $\beta = 100$, $E_P = 0.4$ and $\epsilon_0 = -U/2$ (particle-hole symmetry).

![Figure 3](image-url)  
Figure 3. First 8 METTS Green functions in the METTS Markov chain shown in Fig. 2 compared to the CTHYB reference calculation. The highest probability METTS ($P(i)/Z \approx 0.7$) is plotted in green.
As expected, the symmetric estimator Eq. (7) does not deviate from the exact result by increasing the sample size. Nevertheless, the benefit of using the symmetric estimator is quite evident in Fig. 3. They can even change sign around $\beta/2$. Sampling from such a distribution is clearly hard (see App. C for the shape of the distribution), which is an incentive to increase $E_P$.

The optimal choice of the purification window energy $E_P$ is therefore a delicate balance. When $E_P$ increases, the computation cost of a METTS increases, but the variance of the distribution decreases. In order to quantify this balance more precisely, we show on Fig. 5 the relative standard deviation (RSD) of $G(\beta/2)$ (left panel) and the computation time per METTS (right panel), for the $U = 0$ case (note that non-interacting models are non-trivial for tensor network approaches). Apart from small $\beta$, where it is nearly independent of $E_P$, the RSD is similar for all $\beta$ (note however that for large $\beta$, $G(\beta/2)$ is very small, so the RSD is large even though the results improve with increasing $\beta$). The computing time for a single sample increases with $E_P$ even without taking into account that one would have to actually decrease the truncated weight to get similar accuracies. The difference in computation time between different choices of $E_P$ can be large. For example, a factor of about three can be gained at all values of $\beta$ if the highest probability METTS of $E_P = 0.4$ is used instead of the full purification.

Finally, we show in Fig. 6 the error of the Green function $G(\tau)$ for various sample sizes, values of $\beta$ and $E_P$. Starting from a single sample where we always choose the highest probability METTS, the Green function converges to the exact result by increasing the sample size. Nev-
We have presented an extension of finite-temperature tensor network algorithms to obtain imaginary-time correlation functions, such as the Matsubara single-particle Green function $G(\tau)$. Though the steps to obtain $G(\tau)$ are straightforward, care is needed in devising estimators with good convergence properties. Benchmarking the algorithm on the single-band Anderson quantum impurity model yields excellent results when compared to well-established quantum Monte Carlo algorithms, with a relative accuracy of order $\sim 10^{-3}$ at low Matsubara frequencies.

For the Anderson model, we purified sites with the lowest magnitude single-site energies while sampling the rest as in the METTS algorithm. One improvement could be to solve the finite-temperature system in the non-interacting limit and purify sites with fractional occupations, rather than using a simple energy criterion. In more general future applications the choice of sites to purify will depend on the specific system. Also the balance between METTS sampling and purification depends on the computing resources available: purifying fewer sites makes each METTS less costly to compute but requires more to be sampled. Yet this sampling overhead can parallelized away with more nodes available.

An interesting future direction is applying the methods presented here to real space systems, for example lattice models of fermions such as the Hubbard model. METTS and purification already provide accurate results for the strongly-correlated regime of the Hubbard model at low temperatures \cite{43, 44}. Having access to the Matsubara Green function would yield additional insight into phenomena like the metal-insulator transition and Fermi surface properties. In those settings, certain aspects particular to the benchmark impurity system we used here would need to be adapted, especially the choice of which sites to purify.

Another valuable topic to investigate further would be improvements to the algorithm or estimator to enhance convergence near $\tau \approx \beta/2$. Though we still obtained accurate results near this point, it is the slowest to converge due to a discontinuity in the contribution from each METTS as discussed in Section III. Finding an estimator or modified algorithm that would eliminate such discontinuities is an open interesting question.

Finally, the effectiveness of METTS as an imaginary-time solver for more complex, multi-orbital impurity models will be important to investigate. In particular, the optimum balance between purification and METTS could be significantly modified in the multi-orbital case. Nevertheless, since tensor network methods are insensitive to the sign problem which limits usual continuous time quantum Monte Carlo, the algorithm we present here could be a method of choice to solve realistic DMFT equations at low temperatures, especially in the presence of strong spin-orbit coupling.

---

**IV. CONCLUSION**

A crucial factor to reduce overall computation times for this class of system is to reuse the already computed METTS. In Fig. 7 we plot the fraction of METTS that appeared at least twice and for which we were able to reuse the Green function and METTS $|\phi_i\rangle$. Like the RSD, this fraction does not strongly depend on $\beta$ as soon as $E_P$ exceeds some $\beta$-dependent value (for $\beta = 10$, $E_P = 0.32$). By purifying half the bath ($E_P = 1$), a $\beta$ independent fraction of about 90% of the sample can be reused. From these 90%, the by far largest contribution comes of course from the highest probability METTS with a small number $O(1)$ of single-particle excitations that appear multiple times.

---

**4. Reuse of METTS state**

A crucial factor to reduce overall computation times for this class of system is to reuse the already computed METTS. In Fig. 7 we plot the fraction of METTS that appeared at least twice and for which we were able to reuse the Green function and METTS $|\phi_i\rangle$. Like the RSD, this fraction does not strongly depend on $\beta$ as soon as $E_P$ exceeds some $\beta$-dependent value (for $\beta = 10$, $E_P = 0.32$). By purifying half the bath ($E_P = 1$), a $\beta$ independent fraction of about 90% of the sample can be reused. From these 90%, the by far largest contribution comes of course from the highest probability METTS with a small number $O(1)$ of single-particle excitations that appear multiple times.
Figure 6. Error defined as $\sum |G_{Es}(\tau_i) - G_{METTS}(\tau_i)|$ for a non-interacting impurity model. For the single sample, we again chose the highest probability METTS. Note that for $\beta = 5$ and low $E_P$ the highest probability METTS is not well defined for the sample sizes studied. Again, the $E_P = 2$ values correspond to the full purification method and for those data points, no sampling is needed.

Appendix A: Bath Discretization

The discretization of the bath starts with a given bath spectral function $-\frac{1}{\pi} \text{Im} \Delta(z = \omega + i0^+)$ (see Eq. (13). First, we find the energy range $[\omega_L, \omega_U]$ in which the bath spectral function is non-zero. We then split the energy axis into $N_b$ linearly spaced intervals of size $\Delta \epsilon = \frac{\omega_U - \omega_L}{N_b}$ such that the $k$-th interval $I_k = [\omega_L + (k-1)\Delta \epsilon, \omega_L + k\Delta \epsilon]$. We then place a bath site in the middle of this interval and compute the bath parameters via:

$$V_k^2 = -\frac{1}{\pi} \int_{I_k} d\omega \text{Im} \Delta(\omega)$$
$$\epsilon_k = \omega_L + (k-0.5)\Delta \epsilon. \quad (A1)$$

Appendix B: Tensor Network

In this appendix we give some additional details about the tensor network itself and the methods used to perform the time evolutions.

The MPS used in this work is depicted in Fig. 8. The impurity degrees of freedom are at the center of the MPS with the spin-up and spin-down bath sorted according to their energy $\epsilon_k$ to the left/right of the impurity. The long-range couplings $V_k$ of the Hamiltonian Eq. 12 are no issue for TDVP since the matrix product operator can be computed efficiently with links of dimension 5 only. For tDMRG, we use swap-gates as discussed next.
Figure 7. Fraction of METTS reused for a sample of size 400 as a function of $E_P$. At $E_P = 1$ half the bath sites are purified and a $\beta$-independent fraction of about 90% of the METTS appear at least twice. From those, the highest probability METTS is the main contributor followed by the single- and two-particle excitations etc.

tDMRG - Partial Swap Gates

The tDMRG-like time evolution discussed in Ref. [37] uses swap-gates to efficiently encode the long-range hybridization terms of strength $V_k$. In case we swap a purified site with a normal site, we choose to swap the physical degree of freedom only and keep the auxiliary one untouched, to keep the local degrees of freedom the same size at all times.

We begin with the usual swap gates for fermionic degrees of freedom:

$$S_{dd} = \sum_{n_i, n_j} (-1)^{n_i n_j} |n_i n_j\rangle\langle n_j n_i|,$$

where $|i\rangle$ and $|j\rangle$ are the basis states of the two sites $i$ and $j$ respectively and $n_i$ and $n_j$ are the total occupations. The factor $(-1)^{n_i n_j}$ gives a negative sign if both of the occupations are odd and accounts for the change of fermionic order caused by the swap. These swap gates are used if both Hilbert space dimensions are equal as indicated by the subscript $dd$, meaning that such a gate is used to swap two normal sites as well as two-purified sites.

To swap a normal site with a purified site, the order in which these two sites appear in the fermionic order matters. The fermionic order on the purified sites is indicated by the subscript $dd$ are used if both Hilbert space dimensions are equal as of the Green function destroys some tensor network basis states. If we start the time evolution at the sites where this happened allows TDVP to immediately recover the lost bond dimension and reduces the numerical error. The second reason is of practical nature: it is simply easier to generalize to multi-orbital impurity problems, where in FTPS tensor network, there is no clear left and right matters. The fermionic order on the purified sites is in which these two sites appear in the fermionic order.

The TDVP time evolution is performed with a modified integration scheme compared to the usual right-left-right sweep [39]. Instead, we start the integration in the middle at the impurity, sweep outwards one bath, jump back to the middle and sweep outwards the other bath. Details can be found in the Appendix of Ref [45]. The reason for doing that is two-fold. First, the application of the creation/annihilation operators during the computation of the Green function destroys some tensor network basis states. If we start the time evolution at the sites where this happened allows TDVP to immediately recover the lost bond dimension and reduces the numerical error. The second reason is of practical nature: it is simply easier to generalize to multi-orbital impurity problems, where in the FTPS tensor network, there is no clear left and right anymore.

Appendix C: Green Function Histogram

As mentioned in the main text, the distribution of METTS Green functions is not Gaussian, especially for large values of $E_P$ and around $\beta/2$. Instead, single METTS dominates the distribution and a couple of side bands appear as shown in Fig. 9 (note the logarithmic scale).
Figure 9. Histogram of single particle Green function at $\tau = \beta/2$ taken from samples of size 1000 at $U = 2$. The left-most column with $E_P = 0.01$ purifies only the impurity and the $\epsilon_k = 0$ bath site. Decreasing $\beta$ as well as increasing $E_P$ reduces the total width of the histogram. Importantly, with increasing $E_P$, a single METTS starts to dominate the distribution (called highest probability METTS in the main text).

scale on the y-axis). Even though sampling from such distribution is hard, the highest probability METTS alone often gives a very satisfying result already. Fortunately, in case that computing the highest probability METTS with a sufficiently high $E_P$ is computationally too expensive, decreasing $E_P$ improves the distribution and makes sampling easier.

Appendix D: Additional Results

To obtain a complete picture of the METTS sampling of Impurity Green functions, lets us study two additional systems, both in somewhat extreme parameter regions. In Fig. 10, we show Green functions for very strong interactions $U = 8$ and in Fig. 11 for a strongly asymmetric impurity model. Both cases actually perform better than the symmetric $U = 2$ (Fig 2) counterpart with tiny errors even when using just a single sample. This result exemplifies the wide range of applicability of this method with respect to different parameter regimes.
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