Numerical solution of two-dimensional Fredholm integral equations via modification of barycentric rational interpolation
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Abstract. We have presented a modified barycentric rational interpolation method for solving two-dimensional integral equations. The present method can accurately approximate the exact solution. We also compare with the Lagrange interpolation method and Nyström method. The proposed method can achieve higher numerical accuracy than other two methods. At last, we give some examples to illustrate the validity of the presented method.

1. Introduction

Many scientific phenomena in science and engineering can be modeled by integral equations. Such as mathematical economics and optimal control theory [1, 2], boundary value problems of mathematics physics in [3]. There is a fact that many integral equations are usually difficult to solve analytically. So, it is important that the solutions of the integral equations can be computed by numerical methods.

There are many works on the study of numerical solutions of integral equations [4, 5]. A modified interpolation method and Nyström method have been introduced in [6, 7]. In [6], the author has presented an approach which is different and more general as well as more efficient than the Nyström method, in the sense that Nyström method becomes a particular case of the method developed here. Imran et al. in [8] developed the haar wavelet method for the numerical solutions of two-dimensional nonlinear integral equations. Nyström method is a well-known method, and the method is easy to implement because we do not need to calculate any integral. But, Nyström method has its own flaws, the given integral equation must be well behaved everywhere in the range of integration which ultimately helps in discretizing the given integral equation by utilizing standard quadrature rules. The present method is a modified barycentric rational interpolation method, the collocation nodes of traditional barycentric rational interpolation method are equidistant points or Gaussian nodes. In this paper, we give different method to discrete equations. Based on the barycentric rational interpolation with special collocation points, we will find that the order of accuracy can be improved greatly. From the numerical solution, we know the present method is good at solving two-dimensional Fredholm integral equations. We can conclude that the method is an efficient one and our work is meaningful.

2. Barycenric Rational interpolation formula

The barycentric rational interpolation basis can be expressed as follows:
In this section, we introduce a method to solve two-dimensional Fredholm integral equations. We consider the following integral equations

\[ f(x, y) = \int_a^b \int_c^d k(x, y, s, t)u(s, t)\, ds\, dt + f(x, y), \]

where \( u(x, y) \) is a known function, \( k(x, y, s, t) \) and \( f(x, y) \) are known functions.

Now, we use the barycentric rational interpolation method to approximate the equation. The interval \([a, b] \) and \([c, d] \) are divided into equally spaced grid points \( \{x_k\}_{k=0}^n \) and \( \{y_l\}_{l=0}^m \) with step size \( h_x = x_k - x_{k-1} \) and \( h_y = y_l - y_{l-1} \). Let \( x_k, \alpha = x_k - x_{k-1} + \alpha(x_k - x_{k-1}), y_l, \alpha = y_l - x_{l-1} + \alpha(y_l - y_{l-1}) \), \( k = 1, 2, \ldots, n \) and \( l = 1, 2, \ldots, m \). First, we approximate to unknown function as follows

\[ u(x, y) = \sum_{k=0}^n \sum_{l=0}^m u_{k, l}r_k(x)r_l(y), \]

where \( u_{k, l} = u(x_k, y_l) \) represent unknown interpolation coefficient, \( r_k(x) \) and \( r_l(y) \) are basis functions of barycentric rational interpolation. Taking the above equation into (2), and then we obtain the following equation

\[ \sum_{k=0}^n \sum_{l=0}^m u_{k, l}r_k(x)r_l(y) = \lambda \int_a^b \int_c^d k(x, y, s, t)r_k(s)r_l(t)\, ds\, dt + f(x, y). \]

We use Gauss-quadrature rule to calculate the integral of the right side of the above equation. Then (4) can be written as follows

\[ \sum_{k=0}^n \sum_{l=0}^m u_{k, l}r_k(x)r_l(y) = \lambda \sum_{k=0}^n \sum_{l=0}^m u_{k, l}\sum_{p=0}^d \sum_{q=0}^d c_{p, q} k(x_k, y_l, s_p, t_q)r_k(s_p)r_l(t_q)\, ds\, dt + f(x, y), \]

where \( c_{p, q}, 1 \leq p, q \leq d \) are coefficients of Gauss-quadrature, and \( s_p, t_q \) are Gauss-quadrature nodes. Replace the unknown \( x, y \) in the above equation with \( x = x_k, \alpha, y = y_l, \alpha \) and we can obtain the following algebra system

\[ \sum_{k=0}^n \sum_{l=0}^m u_{k, l}r_k(x_k, \alpha)r_l(y_l, \alpha) = \lambda \sum_{k=0}^n \sum_{l=0}^m u_{k, l}\sum_{p=0}^d \sum_{q=0}^d c_{p, q} k(x_k, \alpha, y_l, \alpha, s_p, t_q)r_k(s_p)r_l(t_q)\, ds\, dt + f(x_k, \alpha, y_l, \alpha). \]
3. Examples

In the section, we will give some examples to illustrate the validity of the present method. For each example use Gauss-quadrature rule to approximate the integral. For convenience, we consider the case of $m = n$.

**Example1.** We consider the following two-dimensional linear integral equation

$$u(x, y) = x \cos(y) - \frac{1}{6} (\sin(1) + 3) \sin(1) + \int_0^1 \int_0^1 (s \cdot \sin(t) + 1) u(s, t) ds dt,$$

Where the exact solution is $u(x, y) = x \cos(y)$.

We use the present method to approximate the exact solution of two-dimensional integral equation. We compare the abscission errors obtained by the present method and the method in [6] and the method in [7] for different $n$. Form the Tab.1, it is easy to find that when $n = 6$ the method in [6] is better than the present method, but with the increase of $n$ the present method can reach a higher accuracy than the method in [6] and the method in [7]. In Fig. 1, we give the error map of some points which obtained by using the present method with $n = 12$ and $d = n - 1$. From the figure, we can find that the errors of all the points are less than $2.5 \times 10^{-14}$. So, the numerical results show the superiority for solving two-dimensional Fredholm integral equation of the second kind.
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**Fig1. The error of Ex. 1 with $n = 12$**

| $(x, y)$ | $n = 6$ | $n = 8$ | $n = 10$ | $n = 12$ | $n = 12$ | $n = 16$ |
|---------|---------|---------|---------|---------|---------|---------|
| ours    | [6]     | ours    | [6]     | ours    | [7]     |         |
| $(\frac{1}{2}, \frac{1}{2})$ | 4.54e-09 | 5.399e-13 | 4.89e-12 | 4.22e-10 | 8.88e-13 | 2.83e-15 | 9.5e-06 | 5.9e-07 |
| $(\frac{1}{4}, \frac{1}{4})$ | 2.78e-09 | 8.64e-10 | 4.89e-12 | 2.68e-10 | 8.88e-13 | 2.33e-15 | 9.5e-06 | 5.9e-07 |
| $(\frac{1}{5}, \frac{1}{5})$ | 6.01e-09 | 1.20e-09 | 4.89e-12 | 1.85e-10 | 9.53e-13 | 4.29e-15 | 9.5e-06 | 5.9e-07 |
| $(\frac{1}{10}, \frac{1}{10})$ | 6.33e-09 | 3.54e-10 | 7.11e-12 | 1.40e-10 | 7.92e-13 | 3.24e-15 | 1.0e-05 | 5.9e-07 |
| $(\frac{1}{16}, \frac{1}{16})$ | 5.31e-09 | 2.92e-10 | 6.24e-12 | 1.18e-10 | 8.21e-13 | 1.10e-14 | 9.8e-06 | 6.2e-07 |
| $(\frac{1}{24}, \frac{1}{24})$ | 4.79e-09 | 1.10e-10 | 5.39e-12 | 1.07e-10 | 8.82e-13 | 2.83e-15 | 9.6e-06 | 6.0e-07 |

**Example2.** Consider the following two-dimensional linear Fredholm integral equation

$$u(x, y) = \frac{1}{1+x+y} - \frac{x}{1+y} + \int_0^1 \int_0^1 \frac{x(1+t+s)}{1+y} u(s, t) ds dt,$$

Where the exact solution is $u(x, y) = \frac{1}{1+x+y}$.

Tab.2 give the error results with some different $n$. Also, we compare the absolute error obtained by the present method and the method in [7]. From Tab.2, it is easy to find that the numerical results which obtained by using the present method is better than that obtained in [7]. In Fig.2, we give the error map which obtained by $n = 16$ and $d = 10$. From the figure, we can easy to find that when $n = 16$ the errors are under the order of $10^{-11}$ magnitude. In Tab.3, we give the CPU time for Examples 1 and 2. From the results, we can find the present method spend significantly less time.
Fig. 2. The error of Ex. 2 with $n = 16$

| (x, y)             | $n = 8$     | $n = 16$     |
|-------------------|-------------|-------------|
| ours              | [7]         | ours        | [7]         |
| $(0, 0)$          | 0.00e-00    | 5.41e-11    |
| $(1, 0)$          | 3.44e-04    | 2.52e-05    |
| $(0, 1)$          | 7.08e-08    | 3.05e-13    |
| $(1, 1)$          | 4.63e-04    | 1.40e-05    |
| $(0, 1)$          | 1.70e-08    | 1.49e-13    |
| $(1, 1)$          | 2.01e-04    | 1.68e-05    |
| $(0, 1)$          | 3.64e-09    | 3.11e-15    |
| $(1, 1)$          | 7.48e-05    | 3.33e-16    |
| $(0, 1)$          | 6.66e-16    | 8.43e-06    |
| $(1, 1)$          | 5.55e-17    | 2.87e-06    |
| $(0, 1)$          | 1.77e-09    | 3.19e-14    |
| $(1, 1)$          | 3.11e-05    | 2.02e-06    |
| $(0, 1)$          | 4.79e-09    | 1.67e-13    |
| $(1, 1)$          | 4.98e-05    | 2.93e-06    |
| $(0, 1)$          | 2.33e-09    | 5.55e-15    |
| $(1, 1)$          | 3.02e-05    | 0.00e-00    |
| $(0, 1)$          | 2.87e-09    |             |
| $(1, 1)$          | 1.26e-05    |             |
| $(0, 1)$          | 1.33e-15    |             |
| $(1, 1)$          | 1.67e-16    |             |

4. Conclusion

In this paper, we give a modified barycentric rational interpolation method for solving two-dimensional Fredholm integral equations of the second kind. For solving two-dimensional integral equations, we let $\alpha = 0$ and $\gamma = 1$ with some suitable $d$. By using barycentric rational interpolation method, a better numerical solution can be obtained. From the numerical result we can conclude that the modified barycentric rational interpolation method is a valid method for solving two-dimensional Fredholm integral equations of the second kind. Next, we consider solving some more practical problems.
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