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Abstract

We study online matching in the Euclidean 2-dimensional plane with the non-crossing constraint. The offline version was introduced by Atallah in 1985 and the online version was introduced and studied more recently by Bose et al. The input to the monochromatic non-crossing matching (MNM) problem consists of a sequence of points. Upon arrival of a point, an algorithm can decide to match it with a previously unmatched point or leave it unmatched. The line segments corresponding to the edges in the matching should not cross each other, and the goal is to maximize the size of the matching. The decisions are irrevocable, and while an optimal offline solution always matches all the points, an online algorithm cannot match all the points in the worst case, unless it is given some additional information, i.e., advice. In the bichromatic version (BNM), blue points are given in advance and the same number of red points arrive online. The goal is to maximize the number of red points matched to blue points without creating any crossings.

We show that the advice complexity of solving BNM optimally on a circle (or, more generally, on inputs in a convex position) is tightly bounded by the logarithm of the $n$th Catalan number from above and below. This result corrects the previous claim of Bose et al. that the advice complexity is $\log(n!)$. At the heart of the result is a connection between the non-crossing constraint in online inputs and the 231-avoiding property of permutations of $n$ elements. We also show a lower bound of $n/3 - 1$ and an upper bound of $3n$ on the advice complexity for MNM on a plane. This gives an exponential improvement over the previously best-known lower bound and an improvement in the constant of the leading term in the upper bound. In addition, we establish a lower bound of $\alpha \times D_{(2(1-\alpha)||1/4)}(1/2)$ on the advice complexity for achieving competitive ratio $\alpha \in (16/17, 1)$ for MNM on a circle where $D(p||q)$ is the relative entropy between two Bernoulli random variables with parameters $p$ and $q$. Standard tools from advice complexity, such as partition trees and reductions from string guessing problems, do not seem to apply to MNM/BNM, so we have to design our lower bounds from first principles.

Keywords — Online algorithms, advice complexity, non-crossing matching in 2D.

1 Introduction

Suppose that $2n$ points in general position are revealed one by one in the Euclidean plane. When and only when a point is revealed you have a choice of connecting it with a previously revealed (but yet unconnected) point by a straight-line segment. Each point can be connected to (alternatively, we say “matched to”) at most one other point and the connecting segments should not intersect each other: the connecting segments should form a non-crossing matching. Each decision on how to connect a point is irrevocable and the goal is to maximize the number of connected points.

It is easy to see that a perfect matching (matching involving all the points) of minimum total length\footnote{Total length of the matching is the sum of lengths of segments corresponding to edges in the matching.} is non-crossing. One can establish it by contradiction as follows. Suppose that a perfect matching of minimum total length contains two crossing segments. These crossing segments form diagonals of a quadrilateral and they can be exchanged for two sides of this quadrilateral giving another perfect matching of smaller total length. This contradicts the assumption of the initial perfect matching being of minimum total length. Thus, an optimal solution always matches all points. However, this optimal solution requires the knowledge of the entire input sequence, and in our...
version of the problem the points arrive online and decisions are irrevocable. The question we are concerned with in this paper is how much additional information an online algorithm needs so that it can achieve optimal or near-optimal performance. We study two variants of the above problem: Online Monochromatic Non-Crossing Matching (or MMNC, for short) where each point can be potentially matched with any other point, and Online Bichromatic Non-Crossing Matching (or BMNC, for short) where \( n \) of the points are colored blue and \( n \) of the points are colored red, all the blue points arrive first, and points can be matched only if they have different colors. BMNC can be thought of as a bipartite variant of the MMNC in the geometric setting.

Matching problems in general abstract graphs have a long history dating back to König’s theorem from 1931 and Hall’s marriage theorem from 1935. The offline setting of matching algorithms, where the entire input is known in advance, is fairly well understood: efficient polynomial time algorithms are known for the general and bipartite versions of the problem \( 1, 2, 3, 4, 5 \). The online versions of the problem, where input is revealed one item at a time with the restriction of irrevocable decisions, have received a lot of attention in recent years due to applications in online advertising and algorithmic game theory (see the excellent survey by Mehta \( 6 \) and references therein).

The performance of an online algorithm \( ALG \) is measured by its competitive ratio, which is analogous to the notion of approximation ratio in the offline setting. The algorithm for a maximization problem is said to have an asymptotic competitive ratio at most \( \rho \) if for all inputs \( I \) we have \( ALG(I) \geq \rho \cdot OPT(I) + c \), where \( OPT(I) \) denotes the value of the offline optimal solution on the input \( I \). If the constant \( c \) is zero then we say that the competitive ratio is strict. The online maximum matching problem has been studied in a variety of settings, including adversarial \( 7, 8, 9 \), stochastic \( 10, 11, 12, 13, 14, 15 \), and advice \( 16 \). The advice setting is also the focus of the present paper, so we shall review it next.

In the online advice model, the algorithm that receives input items one by one is cooperating with an all-powerful oracle, which has access to the entire input in advance. The oracle can communicate information to the algorithm by writing on an infinite tape, which it populates with an infinite binary string before the algorithm starts its execution. At any point during its runtime, the online algorithm can decide to read one or more bits from the tape. The worst-case number of bits read by the algorithm on an input of length \( n \) is its advice complexity, as a function of input length \( n \). The advice can be viewed as a generalization of randomness. A randomized algorithm is given random bits (independent of the input instance), whereas an advice algorithm is given advice bits prior to processing the online input. Note that unlike the standard Turing machine model with advice, in the online setting advice string contents are allowed to depend on the entire input and not just its length. Thus, advice length can be thought of as a measure of how much extra information about the input the online algorithm needs in order to achieve a certain competitive ratio. For more information about the online advice complexity see the excellent survey by Boyar et al. \( 17 \). This setting is important not only from the theoretical point of view but also from a practical one, as advice-based algorithms can often lead to efficient offline algorithms when advice is efficiently computable \( 18 \). In addition, recently a new research direction has gained a lot of momentum, where the feasibility of using advice obtained by machine learning techniques in conjunction with online algorithms is being assessed (see \( 19, 20 \) for such results related to bipartite matching and \( 21 \) references therein for a general theoretical framework).

In a variety of stochastic settings, algorithms for the general abstract online bipartite matching face the competitive ratio barrier of \( 1 - 1/e \). This is a consequence of a simple observation that when one throws \( n \) balls into \( n \) bins at random there will be roughly \( n/e \) collisions, and this situation is often embedded in the online bipartite matching. In fact, the tight worst-case competitive ratio in the adversarial randomized setting is exactly \( 1 - 1/e \) \( 7 \). This competitive ratio is achieved by an algorithm that uses \( \Theta(n \log n) \) random bits. Miyazaki \( 22 \) showed that in order to achieve optimality with advice, one needs \( \Omega(n \log n) \) bits of advice. However, if one is satisfied with getting near optimality, Dürr et al. \( 10 \) showed that one can get the competitive ratio \( (1 - \epsilon)n \) using only \( \Theta_{\epsilon}(n) \) bits of advice, where \( \Theta_{\epsilon} \) hides constants depending on \( \epsilon \).

Considerations in image processing \( 23 \) and circuit board design \( 24 \), among other applications, motivate the study of matching problems in geometric graphs. In the geometric setting restricted to 2 dimensions, one is led to consider various shapes in the Euclidean plane, such as circles, regular polygons, convex polygons, points, etc. Such shapes serve as vertices of the graph, on which the matching problem is defined. The adjacency can be defined by geometric considerations as well, such as two shapes intersecting each other, or shapes being reachable from one another via a curve in the plane that avoids all other shapes. The geometric setting motivates introducing new constraints to the problem such as non-crossing edges, which are important for the applications, such as circuit board design. The geometric settings are numerous and not as well understood as the general abstract setting (see the survey by Kano and Urrutia \( 25 \)), since introducing new constraints can change the complexity of the problem significantly resulting in some variants of the problem being \( \mathcal{NP} \)-hard \( 26 \). As mentioned earlier, in this paper we study the geometric version of matching in 2 dimensions, where geometric objects of interest are points and they can be matched with each other via non-crossing straight line segments. Observe that for our matching problems of interest we have \( OPT(I) = |I| \) as discussed earlier, so the competitive ratio coincides with the fraction of matched points that the algorithm can guarantee in the worst case. The bichromatic version of the problem was first defined by Atallah who gave the \( O(n \log^2 n) \) time deterministic offline algorithm for it \( 27 \). Dumitrescu and Steiger \( 28 \).
generalized the problem and gave efficient approximation algorithms. The online versions of both monochromatic and bichromatic matching in the plane were introduced and studied by Bose et al. and additional results are found in Sajadpour’s Master’s thesis. The main results from the work done on online MNM and BNM prior to our work can be summarized as follows (recall that the input length is 2n rather than n in BNM and MNM):

- A tight bound of 2/3 on the deterministic competitive ratio for MNM, and a tight bound of $\log n - o(\log n)$ on the maximum worst-case number of matched points for BNM;
- An upper bound of $2\log 3n \approx 3.17n$ and a lower bound of $\Omega(\log n)$ on the advice length to achieve optimality for MNM;
- Tight bound of $\Theta(n \log n)$ on the advice length to achieve optimality for BNM (note that the proof of the lower bound has a mistake);
- Upper bound of 0.3304 and lower bound of 0.0738 on the competitive ratio of a randomized algorithm for MNM;
- Lower bound of $\Omega(n)$ on the number of points that can be matched by a randomized algorithm in the worst case for BNM.

Overall, the above set of results paints a picture that the bichromatic version is significantly more difficult than the monochromatic version of the problem, which is contrary to the offline setting, in which the bipartite setting is typically easier than the general setting. The above results indicate that the situation stays the same even in the presence of advice. A significant special case of the BNM and MNM problems is when input points are located at the same distance from the origin, i.e., they are all located on a common circle. First of all, the known lower bounds are based on such inputs, and second of all, designing algorithms for this special case may be easier and often serves as the first step towards the algorithm for the general case. We refer to this special case as “BNM/MNM on a circle”, and we say “BNM/MNM on a plane” to emphasize the general case without the common circle restriction.

Our contributions are as follows. We observe that the lower bound of Bose et al. of $\Omega(n \log n)$ on the advice length to achieve optimality for BNM contains a bug. We give a new argument to establish the lower bound of $\log C_n \sim 2n - \frac{1}{2} \log n$, where $C_n$ is the $n^{th}$ Catalan number. The lower bound of Bose et al., as well as our new lower bound use input points that are located on a circle. We present an algorithm that uses $\log C_n$ bits of advice to solve BNM optimally on a circle. Thus, we completely resolve the advice complexity of BNM on a circle. We also show a lower bound of $n/3 - 1$ and an upper bound of $3n$ on the advice complexity for MNM on a plane. This gives an exponential improvement over the previously known lower bound and an improvement in the constant of the leading term in the upper bound. In addition, we establish $\frac{3}{2} D(\frac{2(1-e^{-\alpha})}{\alpha}||1/4)n$ lower bound on the advice complexity to achieve competitive ratio $\alpha \in (16/17, 1)$ for MNM on a circle where $D(p||q)$ is the relative entropy between two Bernoulli random variables with parameters $p$ and $q$. The results are summarized in Table 1.

| Problem Version | Previous LB | New LB (this work) | Previous UB | New UB (this work) |
|-----------------|-------------|---------------------|-------------|-------------------|
| MNM, Circle     | $\Omega(\log n)$ | $n/3 - 1$ | $2n \log 3 + o(n)$ | $\log C_n$ |
| MNM, Plane      | $\Omega(\log n)$ | $n/3 - 1$ | $2n \log 3 + o(n)$ | $3n$ |
| MNM, $\rho = \alpha$ | - | $\frac{3}{2} D(\frac{2(1-e^{-\alpha})}{\alpha}||1/4)n$ | - | - |
| BNM, Circle     | $n \log n$ (Mistake) | $\log C_n$ | $n \log n$ | $\log C_n$ |
| BNM, Plane      | $n \log n$ (Mistake) | $\log C_n$ | $n \log n$ | - |

Table 1: Summary of previously known results and our new results for the advice complexity of BNM and MNM.

In terms of conceptual contributions, our work shows that the previously held belief that BNM is more difficult than MNM even in the presence of advice is no longer justified. Indeed, it might still turn out that BNM requires asymptotically more bits of advice than MNM to achieve optimality, but this would require new lower bound constructions and arguments where input points are not located on the same circle. Whether the advice complexity of BNM in the plane is $\omega(n)$ or $O(n)$ is left as an important open problem. Our lower bound arguments also provide a conceptual contribution to the advice complexity area, since MNM and BNM have an interesting phenomenon of complicated evolution of constraints during the runtime of the algorithm (because of the non-crossing condition). This makes it difficult (or perhaps even impossible) to use the standard tools from advice complexity, such as a reduction from the string guessing problem or partition trees. Thus, our lower bound arguments are based on the first principles. In the BNM case, we establish connections between BNM on the circle and a particular structured subset of the permutation group that is in one-to-one correspondence with full binary trees. Our further investigations of the BNM problem hint at deep connections between the theory of permutations and the BNM problem, which will...
perhaps be encountered when one would try to get tight bounds for the plane version of the problem. Our lower bound for the advice complexity of approximating MNM is based on probabilistic arguments and the nemesis input sequence is defined by a Markov chain that can successfully fool any online algorithm.

The rest of the paper is organized as follows. Preliminaries are presented in Section 2. We discuss the bug in the paper of Bose et al. in Section 3. We present our new lower bound argument and the upper bound for BNM on a circle in that section as well. In Section 4 we present our results for the monochromatic version including the exponential improvement of the previously known lower bound, a slight improvement on the upper bound for achieving optimality, as well as a new lower bound to approximate MNM. Lastly, we conclude with some discussion and open problems in Section 5.

2 Preliminaries

2.1 Online Non-Crossing Matching

The input to MNM is a sequence of $2n$ points $p_1, p_2, \ldots, p_{2n} \in \mathbb{R}^2$ in general position arriving one-by-one. At step $i$, $p_i$ arrives and the algorithm can decide to match it with one of the unmatched points $p_j$ for some $j < i$ with a straight line segment or leave it unmatched. The goal of the algorithm is to match all input points without creating any crossings of line segments.

In BNM, the first $n$ points, denoted by $B = (b_1, \ldots, b_n)$, are blue and can be thought of as given in advance. The next $n$ points, denoted by $R = (r_1, \ldots, r_n)$, are red and arrive one-by-one. The algorithm has to match red points (online) upon their arrival to the blue points (offline) without creating any crossings. Note that any algorithm for BNM can also be used for MNM by treating the first $n$ points $p_1, \ldots, p_n$ as blue and the next $n$ points $p_{n+1}, \ldots, p_{2n}$ as red. Consequently, an upper bound (on competitive ratio and/or advice complexity) for BNM implies the same upper bound for MNM, and a lower bound for MNM implies a lower bound for BNM. Many of our algorithms that achieve good performance on a circle also work on slightly more general inputs, namely, when input points are vertices of their convex hull. When this happens we say that points are in a “convex position”.

Suppose that the input to MNM $I = (p_1, \ldots, p_{2n})$ is in convex position. Order the points in $I$ clockwise starting with $p_1$ in the convex hull of $I$. Let $j_i$ denote the index of point $p_i$ in this order with $j_1 = 0$. The parity of $p_i$ is denoted by $\chi(p_i) := j_i \mod 2$. Therefore $\chi(p_1) = 0$, the parity of clockwise neighbor of $p_1$ in the convex hull is 1 and so forth. See Figure 1 for an illustration.

![Figure 1: An instance of MNM in convex position with 6 points with their convex hull and parities.](image)

2.2 Online Algorithms with Advice

In this subsection, we briefly discuss two different models of algorithms with advice: the advice tape model and the parallel algorithms model. For completeness, we present a known argument demonstrating the equivalence (up to lower order terms) of the two models. Thus, in the rest of the paper, we shall use two models interchangeably.

**Advice tape model.** In this model, there is an all-powerful oracle that sees the entire input in advance and populates an infinite advice tape with bits. Then the online algorithm $ALG$ receives the input one item at a time and $ALG$ has the ability to read any number of bits of advice from the tape at any point during the runtime. The oracle is trustworthy and always behaves in the best interests of the online algorithm according to a pre-agreed protocol. Thus, the oracle and the algorithm co-operate to achieve the best possible performance against an adversary. The worst-case number of advice bits read by the online algorithm with advice on inputs of length $n$ is the advice complexity of the algorithm (as a function of $n$). The advice complexity of $ALG$ is denoted by $a(ALG, n)$.

**Parallel online algorithms model.** In this model, a set of deterministic online algorithms (without advice) $A$ is said to solve a set of inputs $I$ if for every input sequence $I \in I$ there is at least one algorithm $ALG \in A$ such that
The closed-form expression in terms of binomial coefficients for Catalan numbers is
\[ C_n \approx \frac{1}{
\sum_{i=0}^{n-1} C_i C_{n-i-1}} \quad n = 0 \quad n \geq 1 \].

The advice tape model and the parallel online algorithms model are equivalent (up to additive \( O(\log n) \) terms) in the following sense:

1. If \( ALG \) is an algorithm in the advice tape model that solves inputs of length \( n \) correctly then there is a set \( A \) of algorithms in the parallel online algorithms model that solves the same inputs correctly and such that \( w(A) \leq a(ALG,n) \).
2. If \( A \) is a set of algorithms that solves a set of inputs of length \( n \) correctly in the parallel online algorithms model then there exists an algorithm \( ALG \) in the tape model with advice that solves the same inputs correctly and such that \( a(ALG,n) \leq w(A) + O(\log w(A)) \).

Proof.

1. For \( x \in \{0,1\}^{a(ALG,n)} \) we define \( ALG_x \) to be the algorithm \( ALG \) with the first \( a(ALG,n) \) bits on the advice tape fixed to be \( x \) and restricted to inputs of length \( n \). Then setting \( A = \{ ALG_x \}_{x \in \{0,1\}^{a(ALG,n)}} \) establishes the claim.

2. The oracle and the online algorithm \( ALG \) agree on the ordering of \( A \). The oracle uses Elias delta coding scheme to encode the index of the first algorithm from \( A \) that solves the given input sequence correctly. This requires \( w(A) + O(\log w(A)) \) bits of advice, the rest of the bits are arbitrary. \( ALG \) starts by reading and decoding the index of an algorithm from \( A \) written on the advice tape, and then runs that algorithm.

Since \( O(\log w(A)) \) additive terms are small in our setting, we shall use the two models interchangeably and we shall sometimes refer to \( w(A) \) as the advice complexity. Analogous statements and considerations hold for approximation.

### 2.3 Catalan Numbers and Related Topics

Catalan numbers, denoted by \( C_n \), are defined recursively as
\[ C_n = \begin{cases} 1 & n = 0 \\ \sum_{i=0}^{n-1} C_i C_{n-i-1} & n \geq 1 \end{cases} \]

The closed-form expression in terms of binomial coefficients for Catalan numbers is \( C_n = \frac{1}{n+1} \binom{2n}{n} \). By Stirling’s approximation, we get \( \log C_n \approx 2n - \frac{3}{2} \log n \). All logs are to the base 2 unless stated otherwise.

The following three combinatorial objects are used in this paper extensively:

1. A binary sequence \( B = \{b_1, \ldots, b_{2n}\} \) is a **Dyck word** if it has the equal number of 0’s and 1’s and in every prefix of it there are no more 1’s than 0’s.
2. A rooted ordered binary tree is a tree with a dedicated root vertex. Each vertex of such a tree has a left subtree and a right subtree (either of which can be empty).
3. A permutation of integers \( \{1,2,\ldots,n\} \) is a reordering of these integers. We represent a permutation \( \sigma \) as a sequence \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n) \) where \( \sigma_i \) is the integer in the \( i^{th} \) position according to \( \sigma \). We say that \( \sigma \) has a 231 pattern if there exist indices \( i < j < k \) such that \( \sigma_k < \sigma_i < \sigma_j \). If \( \sigma \) does not have any 231 pattern, we say \( \sigma \) is **231-avoiding**.

Catalan numbers have been discovered in a variety of different contexts, so they have many alternative definitions. In particular, the above three definitions of combinatorial objects can be used to define Catalan numbers. An interested reader is referred to [33] and references therein.

**Fact 2.2.** The number of Dyck words of length \( 2n \), the number of ordered rooted binary trees with \( n \) vertices, and the number of 231-avoiding permutations of \([n]\) are all equal to \( C_n \).
3 Advice Complexity of Convex BNM

Bose et al. [29] gave an argument that at least $\lceil \log n! \rceil \sim n \log n$ bits of advice are needed to solve BNM with $2n$ points optimally. Their argument is based on a family of input sequences in a convex position. Unfortunately, the proof contains a mistake and it is not possible to fix that mistake to restore the original bound, since there is an algorithm achieving asymptotically much better advice complexity of $\lceil \log C_n \rceil \sim 2n - \frac{3}{2} \log n$ for inputs in convex position. In this section, we begin by presenting this algorithm. The pseudocode is shown in Algorithm 1 below. After that we show that $\lceil \log C_n \rceil$ bits of advice are necessary to achieve optimality for inputs on a circle, thus, establishing the tightness of $\lceil \log C_n \rceil$ bound. After presenting these arguments, we explain the mistake in the proof of Bose et al.

$BTMatching$ algorithm works on an input sequence of BNM as follows. Knowing the input sequence in which all blue points $B$ arrive before all red points $R$, the oracle finds a perfect non-crossing matching $M \subseteq R \times B$ between red and blue points. It is easy to see that such a matching always exists witnessed by a perfect matching of minimum total length, similarly to what we discussed in the introduction for the monochromatic case. The oracle then creates a tree representation $T$ of $M$ that takes into account the order in which red points arrive so that the online algorithm can later recover $M$ from $T$ on the fly. The tree is constructed recursively. Take the first red point $r_1$ and let $b_i$ denote the blue point to which $r_1$ is matched in $M$. The vector $b_i - r_1$ splits the plane into two half-planes: the left half-plane consists of all points $p$ such that $p - r_1$ forms an angle between 0 and $\pi$ counter-clockwise with $b_i - r_1$, the right half-plane consists of all points $p$ such that $p - r_1$ forms an angle between $\pi$ and $2\pi$ counter-clockwise with $b_i - r_1$. Since the points are in convex position and $M$ is a non-crossing matching it follows that each line segment corresponds to matched points in $M \setminus \{(r_1, b_i)\}$ lies entirely either in the left half-plane or the right-half plane. Thus, we partition $M = \{ (r_1, b_i) \} \cup M_L \cup M_R$, where $M_L$ ($M_R$) consists of edges from $M$ that lie entirely in the left (respectively, right) half-plane. A tree $T_L$ ($T_R$) is constructed recursively for $M_L$ (respectively, $M_R$). Then $T$ is constructed by creating a root $t$ with $T_L$ as its left subtree and $T_R$ as its right subtree. Let $\langle T \rangle$ denote the encoding of a tree in binary. Then the oracle writes $\langle T \rangle$ on the tape.

When the online algorithm is executed, it starts by reading $T$ from the tape. When a red point arrives the algorithm uses $T$ to deduce which blue point it should be matched to according to $M$. Let’s first observe how it works for the first red point. When $r_1$ arrives the algorithm knows that this point corresponds to the root of $T$ and therefore it knows that the matching $M$ is such that there are $|M_L| = |T_L|$ edges to the left of the line segment by which $r_1$ is matched to a blue point. Thus, the algorithm can order blue points in clockwise order starting with $r_1$ and deduce that $b_i$ is the $|T_L| + 1$st blue point in this order and match $r_1$ with $b_i$. After these points are matched, the problem splits into two independent problems corresponding to $T_L$ and $T_R$, which are located inside the two half-planes induced by the vector $b_i - r_1$, as described above. Thus, when the next red point $r_2$ arrives, the algorithm can determine whether $r_2$ lies in the left half-plane or the right-half plane and apply the same procedure as before with $T_L$ or $T_R$, respectively. And so on. We use the following notation some of which depends on the current step in the execution of the algorithm:

- $size(t)$ denotes the number of vertices in the subtree rooted at node $t$; $root(T)$ denotes the root of the (sub)tree $T$; $label(t)$ denotes the label of a node $t$; $left(t)$ ($right(t)$) denotes the left (respectively, right) child of the node $t$;
- $B_r$ is the set of currently available blue points such that matching the red point $r$ does not create any crossings with previously matched points;
- $C_r$ be the convex hull of the points in $B_r \cup \{r\}$;
- $b_i^t$ be the $i$th blue point in clockwise order in $C_r$.

**Algorithm 1** $BTMatchingOracle$

```plaintext
procedure $BTMatchingOracle(B = (b_1, \ldots, b_n), R = (r_1, \ldots, r_n))$
    $M \leftarrow$ non-crossing perfect matching $\subseteq R \times B$
    $T \leftarrow$ $MatchingToBT(B, R, M)$
    write $\langle T \rangle$ on the tape
```

In the pseudocode, the procedure $BTMatchingOracle$ describes how the oracle operates. It uses $MatchingToBT$ subroutine to convert $M$ into a binary tree $T$. The procedure $BTMatchingAlgorithm$ describes how the online algorithm operates. As the online algorithm constructs the matching it labels the nodes by the edges of the matching constructed so far.

**Theorem 3.1.** $BTMatching$ (see Algorithms [13]) solves BNM with $n$ red and $n$ blue points in convex position optimally with $\lceil \log C_n \rceil$ bits of advice.
Next, we present a lower bound for BNM. Our lower bound uses input points located on a common circle, so it implies the same lower bound for BNM on inputs in convex position and in general position.
Algorithm 3 \(BTMatchingAlgorithm\)

```plaintext
procedure BTMatchingAlgorithm
    receive all blue points \(B = (b_1, \ldots, b_n)\)
    read \(T\) from the tape
    for every node \(t \in T\) do
        \(label(t) \leftarrow \emptyset\)
    for \(i = 1\) to \(n\) do
        receive \(r_i\)
        \(t \leftarrow \text{root}(T)\)
        while \(\text{label}(t) \neq \emptyset\) do
            if \(r_i\) is on the left side of \(\text{label}(t)\) then
                \(t \leftarrow \text{left}(t)\)
            else
                \(t \leftarrow \text{right}(t)\)
            \(k \leftarrow \text{size(left}(t)) + 1\)
            match \(r\) to \(b_k\)
            \(\text{label}(t) \leftarrow (r, b_k)\)
```

Theorem 3.2. Any online algorithm that solves BNM on a circle with \(n\) red and \(n\) blue points optimally uses at least \([\log C_n]\) bits of advice.

Proof. We prove this by creating a family of input sequences \(I_n\) with \(n\) red and \(n\) blue points on a circle. In all input sequences in \(I_n\), blue points \(B = (b_1, \ldots, b_n)\) have the exact same positions: they are located on the upper half of the circle and for each \(1 \leq i \leq n\), \(b_i\) is the \(i\)th blue point from the left. Formally, \(b_i\) has coordinates \((\cos \alpha_i, \sin \alpha_i)\) (Figure 3 left), where \(\alpha_i = \pi(1 - i/(n+1))\).

For each permutation \(\sigma = (\sigma_1, \ldots, \sigma_n)\) on \([n]\), we generate the online input sequence \(R(\sigma) = (r_1, \ldots, r_n)\) of red points in the lower half of the circle such that \(r_i\) is the \(\sigma_i\)th red point from the left. Formally, let \(\sigma_{-1} = 0\) and \(\sigma_0 = n + 1\) for the ease of notation and auxiliary points \(r_{-1}\) and \(r_0\) on \((0, -1)\) and \((0, 1)\) respectively. These two points are not in the input sequence and we define them for the ease of describing the input sequence. Next, we generate \((r_1, r_2, \ldots, r_n)\) in order. After generating \(k\) points we have \(k + 1\) arcs between \(r_{-1}\) and \(r_0\) in counterclockwise order with points \(r_{-1}, r_0, \ldots, r_k\) as boundary points between arcs. When we refer to \(j\)th arc, we mean \(j\)th arc in this order. To generate \(r_i\), let \(j = \min(i, \sigma_i)\) and place \(r_i\) in the middle of \(j\)th arc. An example of such a construction for \(R(2143)\) is illustrated in Figure 2 prior to \(r_1\) being generated there is just one arc between \(r_{-1}\) and \(r_0\), so \(j = \min(1, \sigma_1) = \min(1, 2) = 1\) and \(r_1\) is placed in the middle of this one arc. This results in two arcs: one between \(r_{-1}\) and \(r_1\) and another between \(r_1\) and \(r_0\). For \(i = 2\) we have \(j = \min(2, \sigma_2) = (2, 1) = 1\) so we place \(r_2\) in the middle of the first arc. For \(i = 3\) we have \(j = \min(3, \sigma_3) = \min(3, 4) = 3\), so we place \(r_3\) in the middle of the third arc, that is in the middle of the arc between \(r_1\) and \(r_0\). For \(i = 4\) we have \(\min(4, \sigma_4) = \min(4, 3) = 3\), so we place \(r_4\) in the middle of the third arc, that is in the middle of the arc between \(r_1\) and \(r_3\). Since input sequences in \(I_n\) only differ in red points we refer to an input sequence by its set of red points.

Let \(\sigma\) and \(\sigma'\) be two 231-avoiding permutations over \([n]\) and \(R(\sigma) = (r_1, \ldots, r_n)\) and \(R(\sigma') = (r'_1, \ldots, r'_n)\) be their corresponding input sequences. Let \(i\) be the first index that \(\sigma\) and \(\sigma'\) are different, i.e. \(i = \arg \min \{j \in \{1, \ldots, n\} \mid \sigma_j \neq \sigma'_j\}\). It is clear from the above construction that the first \(i - 1\) points of \(R(\sigma)\) and \(R(\sigma')\) will be identical. The 231-avoiding property implies that \(r_i = r'_j\) as well. For \(i = 1\) the claim is trivial because the first red point in all \(I \in I_n\) goes to \((0, 1)\). For \(i > 1\), we establish the claim by contradiction. Assume that \(r_i \neq r'_j\). Prior to the placement of the \(i\)th point the two inputs partitioned the lower half of the circle into identical sequences of arcs. Since points are always placed in the middle of one of the arcs, it follows from \(r_i \neq r'_j\) that the points \(r_i, r'_j\) were placed in different arcs. Without loss of generality, suppose \(r_i\) is placed in the middle of an arc to the right of \(r'_j\) and there is a \(1 < j < i\) such that \(r_j\) is between \(r'_j\) and \(r_i\). Since \(\sigma_j = \sigma'_j\), the number of red points in \(R(\sigma)\) to the left of \(r_i\) is equal the number of red points in \(R(\sigma')\) to the left of \(r'_j\). Thus there should be a \(k < i \leq n\) such that \(r_k\) will be placed on the left side of \(r_j\), i.e. \(\sigma_k \leq \sigma_j \leq \sigma_i\). Hence the subsequence \(\sigma_j, \sigma_i, \sigma_k\) is a 231 pattern which is a contradiction.

Note that in an input sequence \(I \in I_n\), for \(1 \leq i \leq n\), if \(r_i\) is the \(i\)th red point from left, it should be connected to \(b_j\) in the unique perfect matching corresponding to \(I\). The decision of a deterministic online algorithm is based on the prefix of the input sequence that has received so far. With the same prefix of input sequences, \(r_i\) and \(r'_i\) should be matched to \(b_{\sigma_i}\) and \(b_{\sigma'_i} \neq b_{\sigma_i}\) respectively, therefore one deterministic algorithm cannot solve both \(R(\sigma)\) and \(R(\sigma')\) optimally and by pigeonhole principle together with Fact 2.2 we need at least \(C_n\) deterministic algorithms.
and at least $\lceil \log C_n \rceil$ bits of advice for solving this problem optimally.

Figure 2: Left: positions of blue points. Right: the input sequence for $n = 4$, corresponding the permutation $\sigma = (2, 1, 4, 3)$.

Bose et al. [29] had almost the same procedure of creating instances from permutations, but mistakenly, claimed no deterministic algorithm can solve two different permutations rather than two 231-avoiding permutations. They did not consider that a single deterministic algorithm can solve inputs $R(\sigma)$ for multiple different $\sigma$ because of non-crossing constraints. For example, input sequences associated with permutations $\sigma = (2, 3, 1)$ and $\sigma' = (2, 1, 3)$ can be solved with one deterministic algorithm: the algorithm matches $r_1 = r_1'$ with $b_2$, then if $r_2$ arrives it will be in the right half-plane associated with $(r_1, b_2)$ edge, so it can be matched only with $b_2$ given the non-crossing constraint. If $r_2'$ arrives instead of $r_2$ then it will be in the left half-plane associated with $(r_1', b_2)$ edge, so it can be matched only with $b_2$ given the non-crossing constraint. Thus, once the algorithm determines to match $r_1$ with $b_2$ it can complete it to a perfect matching in both $R(\sigma)$ and $R(\sigma')$. It implies that not every permutation out of $n!$ possibilities require a different deterministic algorithm. Another way of looking at it is that $r_i$ might be different from $r_i'$ where $i$ is the first coordinate at which $\sigma$ and $\sigma'$ differ unless $\sigma$ and $\sigma'$ are 231-avoiding. If $r_i \neq r_i'$ then a single deterministic algorithm can use this information to match $r_i$ and $r_i'$ differently.

4 Advice Complexity of MNM

In this section, we present our results for the advice complexity of MNM. We begin by presenting a bound of $3n$ on the advice complexity of solving MNM with general inputs in Subsection 4.1. The algorithm using $\lceil \log C_n \rceil$ bits of advice for inputs in convex position from Section 3 can be viewed as an algorithm for MNM that postpones matching points as long as possible leaving the first $n$ points unmatched (treating them as “blue” points). In Subsection 4.2, we present a family of algorithms that have an opposite behavior – each algorithm in the family tries to match points as soon as possible leaving the first $n$ points unmatched; treating them as “blue” points. We show that just like BTMatching algorithm, ASAPMatching algorithms achieve optimality with $\lceil \log C_n \rceil$ bits of advice for MNM on inputs in convex position. In Subsection 4.3, we present an $\lceil n/3 \rceil$ lower bound for optimally solving MNM on a circle, and in Subsection 4.4 we show an $\Omega_n(n)$ lower bound for achieving competitive ratio $\alpha$.

4.1 3n Upper Bound for General Position

Bose et al. [29] showed how to solve MNM with $(2 \log 3)n \approx 3.17n$ bits of advice. In this section, we show that their result can be improved to $3n$ bits of advice by just using a slightly more efficient way of generating advice bits.

On input $P = (p_1, p_2, \ldots, p_{2n})$ the oracle sorts the points by their $x$-coordinates and matches consecutive pairs of points. Let $M$ be the resulting matching. Suppose $p_i$ is matched with $p_j$ in $M$, thus $p_j$ has the closest $x$-coordinate to $p_i$ either on its right or left. The advice string $A$ consists of $n$ parts, i.e. $A = a_1a_2\cdots a_{2n}$ such that for each $1 \leq i \leq 2n$, $a_i$ is defined as follows:

- $a_i = 0$ if $j > i$, i.e. $p_j$ comes after $p_i$;
- $a_i = 10$ if $i < j$ and $p_j$ is on the left side of $p_i$;
- $a_i = 11$ if $i < j$ and $p_j$ is on the right side of $p_i$.

The online algorithm reads $A$ and reveals the sequence $a_1, \ldots, a_{2n}$ and for $1 \leq i \leq 2n$ decides as follows:

- if $a_i = 0$, leaves $p_i$ unmatched;
• if $a_i = 10$, matches $p_i$ with its closest $x$-coordinate on the its left;
• if $a_i = 11$, matches $p_i$ with its closest $x$-coordinate on the its right.

Observe that this is just a prefix-free encoding/decoding of the three choices of an algorithm described above. The pseudocode is given in Algorithm 4.

\begin{algorithm}
\caption{SortedMatching algorithm.}
\begin{algorithmic}
\Procedure{SortedMatchingOracle}{$P = (p_1, \ldots, p_{2n})$}
\State let $L$ be the sorted list of $P$ by their $x$-coordinates
\State $M \leftarrow \emptyset$
\For{$i = 1$ to $n$}
\State let $p = L[2i + 1]$ and $q = L[2i + 2]$
\State $M$.append($(p, q)$)
\State $A \leftarrow [\ ]$
\EndFor
\For{$i = 1$ to $2n$}
\State find $j$ such that $(p_i, p_j) \in M$
\If{$j > i$}
\State $A$.append(0)
\ElseIf{$p_j$ is on the left of $p_i$}
\State $A$.append(10)
\Else
\State $A$.append(11)
\EndIf
\EndFor
\State Write $A$ on the tape
\EndProcedure
\Procedure{SortedMatchingAlgorithm}
\While{receive a new point $p_i$}
\State read a bit $b_1$ from the tape
\If{$b_1 = 0$}
\State leave $p_i$ unmatched
\Else
\State read another bit $b_2$ from the tape
\If{$b_2 = 0$}
\State match $p_i$ with its closest $x$-coordinate point on its left
\Else
\State match $p_i$ with its closest $x$-coordinate point on its right
\EndIf
\EndIf
\EndWhile
\EndProcedure
\end{algorithmic}
\end{algorithm}

\textbf{Theorem 4.1.} \textit{SortedMatching (Algorithm 4) solves MNM with $2n$ points in general position optimally with $3n$ bits of advice.}

\textbf{Proof.} Let $(p_i, p_j)$ be an edge in the offline matching $M$ such that $i < j$. Since $p_i$ comes before $p_j$, $a_i$ is 0 and $a_j$ is either 10 or 11 therefore for each edge in $M$ there are 3 bits of advice and the size of the advice string is $3n$. Since the points are in general position, no three points may lie on the same vertical line. It follows that the matching $M$ produced by \textit{SortedMatchingOracle} is non-crossing and from the description of the algorithm it is easy to see that the online matching produced by \textit{SortedMatchingAlgorithm} is the same as $M$. \hfill $\square$

\subsection{[$\log C_n$] Upper Bound for Convex Position}

In this section, the set of available points plays a crucial role. It is defined for an online algorithm as follows: when $p_i$ arrives, a point $p_j$ for $1 \leq j < i$ is called available if matching $p_i$ with $p_j$ does not create any crossing with the existing edges in the matching constructed by the algorithm by time $i$. Let $A_i$ denote the set of all available points for $p_i$. Observe that since the decisions of the online algorithm are deterministic, the oracle knows existing matching edges at time $i$, and hence it knows $A_i$.

Recall that $\chi(p)$ denotes the parity of $p$ as described in Subsection 2.1. First, observe that in a perfect non-crossing matching $M$ if $p_i$ is matched with $p_j$, then the two points have opposite parities, for otherwise there would be an odd number of points in half-planes associated with the edge $(p_i, p_j)$, guaranteeing that at least one point on each side
must remain unmatched. Our advice algorithm is based on the observation that this claim can be “reversed”: as long as an online algorithm matches points of opposite parities without creating any crossings, this partial non-crossing matching remains valid, that is it can be extended to a perfect non-crossing matching of the whole instance. Of course, the parities are not known to the online algorithm and they cannot be inferred from the input seen so far, since they are based on a complete instance. One possibility is for an oracle to specify all parities with 2n bits of advice, but we can do it slightly more efficiently with \( \lceil \log C_n \rceil \) bits of advice if n is known to the algorithm in advance. If n is not known then the savings from our more efficient encoding are diminished because of the need to encode numbers up to \( C_n \) with a prefix-free code.

Observe that we can insist that as soon as \( p_i \) arrives such that \( A_i \) contains a point of opposite parity to \( p_i \), then \( p_i \) is matched. We refer to this property as “as soon as possible” or \textsc{ASAPMatching}, for short. In an \textsc{ASAPMatching} algorithm, if one point in \( A_i \) has parity opposite to \( p_i \), then all points in \( A_i \) have parity opposite to \( p_i \). This means that as long as \textsc{ASAPMatching} algorithm can infer that it is possible to match \( p_i \) it can choose any point in \( A_i \) for such matching. Therefore \textsc{ASAPMatching} algorithms form a family of algorithms, where the specific algorithm is determined by how ties are broken. The tie-breaking rule is not important for our analysis, so we do not specify it explicitly.

Next, we describe the details of how our algorithm (see Algorithm 5) works. The oracle creates a binary string \( D = (a_1, \ldots, a_{2n}) \). For \( i \in \{1, \ldots, 2n\} \), if there exists an available point \( p_j \in A_i \) such that \( \chi(p_j) \neq \chi(p_i) \) the oracle sets \( a_i = 1 \), otherwise it sets it to 0. Thus, \( a_i \) indicates whether \( p_i \) could be matched at step \( i \). The number of edges in a perfect matching is \( n \) and for every \( 1 \leq i \leq 2n \), at step \( i \), the number of points matched at the time of their arrival is not more than the number of points that were left unmatched at the time of their arrival hence \( D \) is a Dyck word. Let \( \langle D \rangle \) denote the encoding of a Dyck word in binary. If \( n \) is known to the algorithm then \( \langle D \rangle \) can consist of just \( \lceil \log C_n \rceil \) bits. If \( n \) is not known to the algorithm the oracle can encode \( n \) using Elias delta coding followed by the encoding of \( D \) as before, resulting in \( \lceil \log C_n \rceil + \log n + O(\log \log n) \sim 2n - \frac{1}{2} \log n + O(\log \log n) \) bits. When the online algorithm is executed, it starts by reading \( D \) from the tape. When an online point \( p_i \) arrives, if \( a_i = 1 \) the algorithm matches \( p_i \) with one arbitrary point of \( A_i \), and if \( a_i = 0 \) it leaves \( p_i \) unmatched.

**Algorithm 5 \textsc{ASAPMatching} algorithm.**

**procedure** \textsc{ASAPMatchingOracle}

\[ D \leftarrow [0] \]

**for** \( i = 2 \) to \( 2n \) **do**

\[ \text{if there exist an available point } p_j \text{ for } p_i \text{ and } \chi(p_i) \neq \chi(p_j) \text{ then} \]

\[ D.append(1) \]

\[ \text{else} \]

\[ D.append(0) \]

**write** \( \langle D \rangle \) **on** the tape

**procedure** \textsc{ASAPAlgorithm}

**read** \( D \) **from** the tape

**while** receive a new point \( p_i \) **do**

\[ \text{if } d_i = 1 \text{ then} \]

connect \( p_i \) **to** one of the available points

\[ \text{else} \]

leave \( p_i \) unmatched

**Theorem 4.2.** \textsc{ASAPMatching} (see Algorithm 5) solves \textsc{MNM} with \( 2n \) points in convex position optimally with \( \lceil \log C_n \rceil + \log n + O(\log \log n) \) bits of advice. Moreover, if \( n \) is known to the algorithm only \( \lceil \log C_n \rceil \) bits are required.

**Proof.** By Fact 2.2 we know that the number of Dyck words with length \( 2n \) is \( C_n \). Hence, the encoding described prior to this theorem achieves the desired advice complexity. \textsc{ASAPMatching} matches \( p_i \) with its available vertices thus it does not create crossing edges. It is left to see that the constructed matching is perfect. We can demonstrate it by strong induction on \( n \). For \( n = 1 \) we have \( \chi(p_1) \neq \chi(p_2) \) and we are done. For \( n \geq 2 \) define \( i \) to be the smallest index such that \( \chi(p_i) \neq \chi(p_j) \). \textsc{ASAPMatching} then matches \( p_i \) with \( p_j \) for some \( j \in \{1, \ldots, i-1\} \). The line passing through \( p_i \) and \( p_j \) splits the plane into two half-planes. Let \( P_1 \) consist of the points from the input that lie in one half-plane. Note that \( P_1 \) is a sequence and the order of points is the same as their order in \( P \). We define \( P_2 \) similarly but for the other half-plane. Thus \( P_1 = (p_{i_1}, p_{i_2}, \ldots, p_{i_k}) \) and \( P_2 = (p_{j_1}, p_{j_2}, \ldots, p_{j_m}) \). Since every point other than \( p_i \) and \( p_j \) appears either in \( P_1 \) or \( P_2 \) we have \( k + m + 2 = 2n \).
Also, since \( \chi(p_i) \neq \chi(p_j) \) we have that \( P_1 \) and \( P_2 \) contain even number of points each. Define \( D_1 = (a_{i_1}, a_{i_2}, \ldots, a_{i_k}) \) and \( D_2 = (a_{j_1}, a_{j_2}, \ldots, a_{j_m}) \) be the portions of the advice \( D \) corresponding to items in \( P_1 \) and \( P_2 \), respectively. It is easy to see that \( P_1 \) forms an input to an MNM problem of size \( k/2 < n \) and \( D_1 \) is a correct advice string corresponding to this input. Similarly for \( P_2 \). Thus, by induction assumption \( ASAPMatching \) creates a perfect matching \( M_1 \) when it runs on \( P_1 \) with advice \( D_1 \), and it also creates a perfect matching \( M_2 \) when it runs on \( P_2 \) with \( D_2 \). Lastly, we observe that the decision of the algorithm for an input point \( p \) depends on the advice bit and the set of available points. Since the advice bit and the set of available points for each \( p \in P_1 \) coincides with the advice bit and the set of available points for \( p \in P_2 \) after \( p_i \) is matched with \( p_j \), the algorithm will construct matching \( M_1 \) in \( P_1 \). Similarly, it will construct matching \( M_2 \) in \( P_2 \), and together with \( p_i \) being matched with \( p_j \) it gives a perfect matching for the entire instance \( P \).

\[
\square
\]

### 4.3 \([n/3] - 1\) Lower Bound

**Theorem 4.3.** Any online algorithm that solves MNM on a circle with \( 2n \) points optimally uses at least \([n/3] - 1\) bits of advice.

**Proof.** Let \( n = 3k \). We create a family of adversarial input instances \( I_n \) such that each instance \( I \in I_n \) contains \( 6k = 2n \) points on the perimeter of a circle. The first \( 4k \) points \( p_1, \ldots, p_{4k} \) are exactly the same in all instances \( I \in I_n \) and are positioned on the perimeter of a circle at regular angular intervals. These points arrive clockwise with \( p_1 \) located at the North pole. The interval between \( p_1 \) and \( p_{i+1} \) is called the \( i^{th} \) interval (the \( 4k^{th} \) interval is between \( p_{4k} \) and \( p_1 \)).

Choose \( j \in \{0, 1, 2, \ldots, 2k\} \) and choose a subset \( S \) of \( j \) intervals from the first \( 4k - 1 \) intervals. The next \( j \) points are placed in the middle of each interval in \( S \) and arrive in clockwise order. The remaining \( 2k - j \) points are placed in the \( 4k^{th} \) interval in clockwise order at regular angular intervals within the \( 4k^{th} \) interval. The family \( I_n \) arises out of all possible choices of \( j \) and \( S \).

\[
|I_n| = \sum_{j=0}^{2k} \binom{4k-1}{j} \geq 2^{4k-2} + 1.
\]

For each \( I = (p_1, \ldots, p_{4k}) \in I_n \), let \( X(I) \) be the binary sequence \( (\chi(p_1), \ldots, \chi(p_{4k})) \) of parities of the first \( 4k \) points of \( I \) (recall that \( \chi(p) \) is the parity of \( p \) as described in Subsection 2.1). Consider \( I \neq I' \in I_n \), and take the smallest index \( j > 4k \) such that \( p_j \) belongs to different intervals in \( I \) and \( I' \). Without loss of generality suppose that the location of \( p_j \) in \( I \) is before the location of \( p_j \) in \( I' \) in clockwise order from the North pole. Let \( p_k \) be the clockwise neighbor of \( p_j \) in \( I \). Then the parity of \( p_k \) in \( I \) is different from the parity of \( p_k \) in \( I' \). This implies that \( X(I) \neq X(I') \) demonstrating that \( X : I_n \rightarrow \{0, 1\}^{4k} \) is one-to-one.

If \( M \) is a non-crossing matching on \( p_1, \ldots, p_{4k} \) we call it a prior matching. We say a prior matching \( M \) is consistent with an input sequence \( I \in I_n \) if it can be completed to a perfect non-crossing matching on points in \( I \). The size of a consistent \( M \) should be at least \( k \) otherwise with more than \( 2k \) unmatched points and \( 2k \) arriving points it cannot become a perfect matching. Moreover, for every \( (p_i, p_j) \in M \), parities of \( p_i \) and \( p_j \) should be different, i.e. \( \chi(p_i) \neq \chi(p_j) \). Otherwise \( (p_i, p_j) \) splits the points of \( I \) into two odd sets and it cannot become a perfect non-crossing matching.

Since \( X \) is one-to-one, a single prior matching \( M \) can be consistent with at most \( 2^{3k} \) input sequences: \( 2^k \) different parities for points with opposite parities in \( k \) matched edges and at most \( 2^{2k} \) different parities for other points.

The first \( 4k \) point of every input sequence in \( I_n \) is the same, therefore for a deterministic algorithm, there is a one-to-one relation between the set of the prior matchings that it makes and the set of advice strings from the oracle for solving \( I_n \). Thus we say the advice string \( A \) is consistent with input sequence \( I \in I_n \) if the prior matching that the algorithm makes with advice \( A \) is consistent with \( I \).

The size of the input family is greater than \( 2^{4k-2} \) and each advice string can be consistent with at most \( 2^{3k} \) input sequences therefore there should be more than \( 2^{4k-2} \) different advice strings to cover all input sequences in \( I_n \) hence the algorithm needs at least \( k - 1 \) bits of advice.

For \( n = 3k + 1 \) and \( n = 3k + 2 \), we create a family inputs the same way as \( n = 3k \) case but with \( 4k + 1 \) and \( 4k + 2 \) points in the fixed prefix respectively. With the same argument, we also need at least \( k - 1 \) bits of advice in both cases.

\[
\square
\]

### 4.4 \( \Omega_\alpha(n) \) Lower Bound for \( \alpha\)-Approximation

In this subsection, we prove a lower bound on the amount of advice needed for an online algorithm to match at least \( 2\alpha n \) points without creating any crossing line segments. That is we study the advice complexity of achieving a strict competitive ratio \( \alpha \). It is not clear whether it is possible to reduce from the binary string guessing problem \[34\].
to our problem of interest. As such, instead of using the binary string guessing problem as a black box, we argue from first principles similar to the proof of the lower bound on string guessing. The argument is probabilistic: an algorithm that uses k bits of advice and guarantees that at least 2αn points are matched gives rise to a randomized algorithm that matches at least 2αn points with a probability of at least 2−k on every input (and consequently with respect to random inputs). This can be achieved by setting k advice bits uniformly at random as opposed to having an oracle generate them. We exhibit a distribution on inputs of length 2n and show that a randomized algorithm cannot match a lot of points with high probability. The input is generated by a Markov chain process and all the points are on a circle. We maintain an active arc such that all future input points will be generated within this arc. The next point p_i to arrive is placed in the middle of this arc. This splits the current arc into two and the process continues on one of these two arcs chosen at random. However, it is not enough to simply continue the process on a randomly chosen arc, since an algorithm might decide to keep matching points as soon as they arrive and can be matched. Thus, we need to set up a probabilistic trap for this choice. We do this by deciding at random to insert a “fake” point in one arc and continue the process on another arc. We leave a possibility of not having a “fake” point and immediately continuing into one of the arcs chosen at random. This Markov chain process is designed so that with a constant probability we can guarantee a future unmatched point no matter whether p_i is matched at time i or is left unmatched by the algorithm. There are several possibilities to consider and the fact that the above trap works in all cases are a bit subtle. Nonetheless, the analysis only requires elementary probability theory and the following well-known tail bound:

**Fact 4.4.** If \( X \) is a binomial random variable with variables \( n \) and \( p \), then by the Chernoff bound for \( \alpha \in (0, p) \) we have:

\[
P\{X \leq \alpha n\} \leq 2^{-n D(\alpha || p)}
\]

Where \( D(\alpha || p) = \alpha \log \frac{\alpha}{p} + (1 - \alpha) \log \frac{1 - \alpha}{1 - p} \) is the relative entropy between an \( \alpha \)-coin and a \( p \)-coin.

Now, we are ready to present the main result of this subsection.

**Theorem 4.5.** Any online algorithm with advice for MNM that guarantees at most 2(1 − \( \alpha \))n unmatched points, where \( \alpha \in (16/17, 1) \), reads at least \( \frac{n}{2} D(2(1-\alpha)||1/4)n \) bits of advice.

**Proof.** We begin by describing a distribution of inputs consisting of 2n points on a circle, as discussed at the beginning of this section. Each point is either “fake” or “parent” — terms that will become clear after we describe the distribution.

Create two sequences \( F_1, \ldots, F_{2n} \) and \( R_1, \ldots, R_{2n} \) of i.i.d. Bernoulli random variables with parameter 1/2. Put points \( p_1 \) and \( p_2 \) on the North and the South poles of \( \mathbb{S}^1 \) ((0, 1) and (0, −1)) respectively and make \( p_2 \) a parent. Starting from \( i = 2 \), follow the process: if \( p_i \) is a parent, let \( s_i^L \) and \( s_i^R \) be its left and right adjacent arcs (maximal portions of the perimeter of a circle starting with \( p_i \) and continuing until a previously generated point is encountered in clockwise and counterclockwise directions, respectively). Place \( p_{i+1} \) in the middle of \( s_i^R \). If \( F_i = 0 \) make \( p_{i+1} \) a parent and continue the process with \( p_{i+1} \). If \( F_i = 1 \), make \( p_{i+1} \) a fake point, place \( p_{i+2} \) in the middle of \( s_i^1-Ri \), make \( p_{i+2} \) a parent and continue with \( p_{i+2} \).

From the above process we see that \( F_i \) controls whether a point \( p_i \) generated after a parent is fake, and \( R_i \) controls whether \( p_i \) is placed in the right arc or the left arc. We introduce \( F_i \) as the indicator that \( p_i \) is a parent. We have \( P_i = 1 - P_{i-1} F_i \). Next, we analyze the probability with which a randomized algorithm can achieve a large matching. Let \( ALG \) be an arbitrary randomized algorithm. Note that at time \( i \), \( F_i, R_i, \) and \( T_i\) are not known to the algorithm. Let \( M \) be the size of the matching (random variable) constructed by \( ALG \) and \( T_1 < \ldots < T_M \) be the times at which the algorithm matched points. Let \( A_i \) be the set of all available points to which \( p_T \) can be connected. Suppose \( p_T \) is parent and the algorithm matches it to \( p_j \in A_i \), this matching splits \( A_i \setminus \{ p_j \} \) into \( A_i^0 \) and \( A_i^1 \) points on the left side and the right side of the matching respectively.

A point becomes isolated if it is unmatched and cannot be matched afterward. If \( |A_i^0| \) is zero and \( p_{T_{i+1}} \) is fake and goes to \( s_{T_i}^L \), it will be isolated. If \( |A_i^1| \) is greater than zero and \( p_{T_{i+1}} \) is a parent and it goes in \( s_{T_i}^R \), points in \( A_i^1 \) become isolated.

For \( 1 \leq i \leq M \) let \( a_i \in \{0, 0+, +0, +0+, +00, +00+, +000, +000+, +0000, +0000+, \ldots \} \) indicate the number of points in \( A_i^0 \) and \( A_i^1 \) at time \( T_i \) (e.g. \( a_i = +0 \) indicates that \( |A_i^0| > 0 \) and \( |A_i^1| = 0 \)). Let \( X_i \) be the indicator that \( p_{T_i} \) is a parent and the matching at time \( T_i \) creates at least one isolated point. Then we have:

\[
X_i = \begin{cases} 
(1 - P_{T_i-1} F_{T_i}) F_{T_i+1} & \text{if } a_i = 00 \\
(1 - P_{T_i-1} F_{T_i}) F_{T_i+1} + (1 - R_{T_i}) + (1 - P_{T_i-1} F_{T_i}) (1 - R_{T_i}) R_{T_i} & \text{if } a_i = 0+ \\
(1 - P_{T_i-1} F_{T_i}) (1 - F_{T_i+1}) (1 - R_{T_i}) + (1 - P_{T_i-1} F_{T_i}) F_{T_i+1} R_{T_i} & \text{if } a_i = 00+ \\
(1 - P_{T_i-1} F_{T_i}) (1 - F_{T_i+1}) & \text{if } a_i = +0 \\
(1 - P_{T_i-1} F_{T_i}) (1 - F_{T_i+1}) & \text{if } a_i = ++ 
\end{cases}
\]

Values of \( X_1 \) and \( X_M \) do not follow this equation if \( T_1 = 2 \) or \( T_M = 2n \) but it does not affect the asymptotic
result and we can ignore these scenarios. Now we define an auxiliary random sequence \( Y_1, \ldots, Y_M \) as follows:

\[
Y_i = \begin{cases} 
(1 - F_{T_i})F_{T_{i+1}} & \text{if } a_i = 0 0 \\
(1 - F_{T_i})F_{T_{i+1}}(1 - R_{T_i}) + (1 - F_{T_i})(1 - F_{T_{i+1}})R_{T_i} & \text{if } a_i = 0 + \\
(1 - F_{T_i})(1 - F_{T_{i+1}})(1 - R_{T_i}) + (1 - F_{T_i})F_{T_{i+1}}R_{T_i} & \text{if } a_i = 0 + \\
(1 - F_{T_i})(1 - F_{T_{i+1}}) & \text{if } a_i = ++
\end{cases}
\]

It is easy to check that \( Y_i \leq X_i \) for \( 1 \leq i \leq M \), for every sequence of decisions of an algorithm, and every outcome of \( F_1, \ldots, F_M \) and \( R_1, \ldots, R_M \). Note that \( Y_2, Y_4, \ldots, Y_{\lfloor \frac{M}{2} \rfloor} \) are i.i.d. Bernoulli random variables with parameter 1/4. Let \( U \) be the number of unmatched points by \( ALG \) then \( U + 2M = 2n \) and \( \sum_{i=1}^{M} X_i \leq U \) thus \( \sum_{i=1}^{\lfloor \frac{M}{2} \rfloor} Y_{2i} \leq \sum_{i=1}^{M} X_i \leq 2n - 2M \). We have:

\[
P\{M \geq \alpha n\} = P\{\sum_{i=1}^{M} X_i \leq 2n - 2M, M \geq \alpha n\} \leq P\{\sum_{i=1}^{\alpha n/2} Y_{2i} \leq 2(1 - \alpha)n\}
\]

For \( \alpha \in (16/17, 1) \) by Fact 4.4

\[
P\{M \geq \alpha n\} \leq 2^{-\Omega \left( \frac{\alpha^2 n^2}{4} \right)} ||1/4\}
\]

To conclude the statement of the theorem, suppose we have an algorithm that guarantees at most \( 2(1 - \alpha)n \) unmatched points with \( f(\alpha)n \) bits of advice. If we replace advice bits with random bits and run this algorithm then with probability at least \( 2^{-f(\alpha)n} \) the algorithm creates at most \( 2(1 - \alpha)n \) unmatched points. This implies that \( f(\alpha) \geq \frac{1}{2}D\left( \frac{\alpha^2 n^2}{4} \right) ||1/4\}
\]

\[
\square
\]

5 Conclusion

In this paper, we studied the advice complexity of online MNM and BNM. We showed that the advice complexity of solving BNM on a circle (or, more generally, on inputs in a convex position) is tightly bounded by the logarithm of the \( n^{th} \) Catalan number from above and below. This result corrects the previous claim of Bose et al. 29 that the advice complexity of BNM on a plane is \( \Theta(n!) \). At the heart of the result is a connection between non-crossing constraints in online inputs and the 231-avoiding property of permutations of \( n \) elements. The advice complexity of BNM on a plane is left as an open problem:

Open Problem 5.1. What is the advice complexity of BNM on a plane?

We know that the advice complexity of BNM lies between \( \log C_n \) and \( n \log n \). We suspect that if the answer to the above question is \( \Theta(n) \), then the upper bound is due to a connection between non-crossing constraint in the plane and some structured subset of permutations, such as \( \tau \)-avoiding permutations for some pattern \( \tau \). If the answer to the above question is \( \omega(n) \) then this would demonstrate that BNM is, indeed, harder than MNM in the advice setting (which is provably so in the vanilla online model), but as of now, it remains unclear.

Algorithms for BNM can be seen as a class of algorithms for MNM that wait for the first \( n \) points to arrive and only then they start to match points. Since waiting longer would prevent an algorithm from creating a perfect matching, such algorithms postpone matching points as much as possible. On the other side of the spectrum, we introduced ASAP\( ^{\text{M}} \text{ Matching} \) that matches points as soon as possible and we showed that this algorithm always solves MNM on a circle with at most \( \log C_n \) bits of advice. It is interesting to investigate whether there are natural algorithms “in between” waiting for first \( n \) arrivals versus matching as soon as possible and whether it makes any difference for MNM on a circle.

Open Problem 5.2. Can every algorithm with advice for MNM on a circle be converted into a greedy algorithm with advice that matches points as soon as possible while preserving the advice complexity?

We exponentially improved the lower bound on the advice complexity of solving MNM optimally from \( O(\log n) \) (due to Bose et al. 29) to \( n/3 - 1 \). We also established \( \Omega_c(n) \) lower bound for achieving competitive ratio \( \alpha \). All our lower bounds are obtained on input points that are located on a common circle. The non-crossing constraint presented an obstacle to using standard proof techniques, such as a reduction from the string guessing problem. This motivates the following open problem.

Open Problem 5.3. Does there exist a reduction from the string guessing problem to MNM/BNM on a circle/plane?

The approximation version of MNM/BNM considered in this paper is obtained by relaxing the perfect matching constraint and retaining the non-crossing constraint. It is quite natural to consider an alternative definition where the perfect matching constraint is retained and the non-crossing constraint is relaxed. That is, in this alternative
approximation version of BNM/MNM an algorithm must always produce a perfect matching but the number of crossings of the edges of such a matching should be bounded by some parameter. Studying the advice complexity of this version and how it is related to the version of the problem in this work is another open problem of interest.

References

[1] R. Duan and S. Pettie. Linear-time approximation for maximum weight matching. *J. ACM*, 61(1):1:1–1:23, 2014.
[2] J. E. Hopcroft and R. M. Karp. An $n^{5/2}$ algorithm for maximum matchings in bipartite graphs. *SIAM J. on Comput.*, 2(4):225–231, 1973.
[3] M. Mucha and P. Sankowski. Maximum matchings via gaussian elimination. In *Proc. of FOCS*, pages 248–255, 2004.
[4] A. Madry. Navigating central path with electrical flows: From flows to matchings, and back. In *Proc. of FOCS*, pages 253–262, 2013.
[5] A. Madry. Computing maximum flow with augmenting electrical flows. In *Proc. of FOCS*, pages 593–602, 2016.
[6] A. Mehta et al. Online matching and ad allocation. *Foundations and Trends in Theoretical Computer Science*, 8(4):265–368, 2013.
[7] R. M. Karp, U. V. Vazirani, and V. V. Vazirani. An optimal algorithm for on-line bipartite matching. In *Proceedings of the 23rd ACM Symposium on Theory of Computing*, pages 352–358, 1990.
[8] B. Birnbaum and C. Mathieu. On-line bipartite matching made simple. *SIGACT News*, 39(1):80–87, Mar. 2008.
[9] N. R. Devanur, K. Jain, and R. D. Kleinberg. Randomized primal-dual analysis of ranking for online bipartite matching. In *Proc. of SODA*, pages 101–107, 2013.
[10] B. Bahmani and M. Kapralov. Improved bounds for online stochastic matching. In *European Symposium on Algorithms*, pages 170–181. Springer, 2010.
[11] B. Brubach, K. A. Sankararaman, A. Srinivasan, and P. Xu. New algorithms, better bounds, and a novel model for online stochastic matching. In *Proceedings of the 24th European Symposium on Algorithms*. Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik, 2016.
[12] J. Feldman, A. Mehta, V. Mirrokni, and S. Muthukrishnan. Online stochastic matching: Beating 1-1/e. In *Proceedings of the 50th IEEE Symposium on Foundations of Computer Science*, pages 117–126. IEEE, 2009.
[13] B. Haeupler, V. S. Mirrokni, and M. Zadimoghaddam. Online stochastic weighted matching: Improved approximation algorithms. In *International workshop on internet and network economics*, pages 170–181. Springer, 2011.
[14] P. Jaillet and X. Lu. Online stochastic matching: New algorithms with better bounds. *Mathematics of Operations Research*, 39(3):624–646, 2014.
[15] V. H. Manshadi, S. O. Gharan, and A. Saberi. Online stochastic matching: Online actions based on offline statistics. *Mathematics of Operations Research*, 37(4):559–573, 2012.
[16] C. Dürr, C. Konrad, and M. Renault. On the power of advice and randomization for online bipartite matching. *arXiv preprint arXiv:1602.07154*, 2016.
[17] J. Boyar, L. M. Favrholdt, C. Kudahl, K. S. Larsen, and J. W. Mikkelsen. Online algorithms with advice: a survey. *Acm Sigact News*, 47(3):93–129, 2016.
[18] A. Borodin, D. Pankratov, and A. Salehi-Abari. On conceptually simple algorithms for variants of online bipartite matching. *Theory of Computing Systems*, 63(8):1781–1818, 2019.
[19] J. Y. Chen and P. Indyk. Online bipartite matching with predicted degrees, 2021.
[20] M. A. Alomrani, R. Moravej, and E. B. Khalil. Deep policies for online bipartite matching: A reinforcement learning approach, 2021.
[21] S. Angelopoulos, C. Dürr, S. Jin, S. Kamali, and M. Renault. Online computation with untrusted advice, 2019.
[22] S. Miyazaki. On the advice complexity of online bipartite matching and online stable marriage. *Information Processing Letters*, 114(12):714–717, 2014.
[23] S. Cohen. *Finding color and shape patterns in images*. PhD dissertation, Stanford University, 1999.
[24] J. Hershberger and S. Suri. Efficient breakout routing in printed circuit boards. In *Workshop on Algorithms and Data Structures*, pages 462–471. Springer, 1997.
[25] M. Kano and J. Urrutia. Discrete geometry on colored point sets in the plane—a survey. *Graphs and Combinatorics*, 37(1):1–53, 2021.

[26] G. Aloupis, J. Cardinal, S. Collette, E. D. Demaine, M. L. Demaine, M. Dulieu, R. Fabila-Monroy, V. Hart, F. Hurtado, S. Langerman, et al. Non-crossing matchings of points with geometric objects. *Computational geometry*, 46(1):78–92, 2013.

[27] M. J. Atallah. A matching problem in the plane. *Journal of Computer and System Sciences*, 31(1):63–70, 1985.

[28] A. Dumitrescu and W. Steiger. On a matching problem in the plane. *Discrete Mathematics*, 211(1-3):183–195, 2000.

[29] P. Bose, P. Carmi, S. Durocher, S. Kamali, and A. Sajadpour. Non-crossing matching of online points. In 32 *Canadian Conference on Combinatorial Geometry*, 2020.

[30] A. Sajadpour. Non-crossing matching of online points. Master’s thesis, University of Manitoba, 2021.

[31] H.-J. Böckenhauer, J. Hromkovič, D. Komm, S. Krug, J. Smula, and A. Sprock. The string guessing problem as a method to prove lower bounds on the advice complexity. In D.-Z. Du and G. Zhang, editors, *Computing and Combinatorics*, pages 493–505, Berlin, Heidelberg, 2013. Springer Berlin Heidelberg.

[32] K. Barhum, H.-J. Böckenhauer, M. Forišek, H. Gebauer, J. Hromkovič, S. Krug, J. Smula, and B. Steffen. On the power of advice and randomization for the disjoint path allocation problem. In *International Conference on Current Trends in Theory and Practice of Informatics*, pages 89–101. Springer, 2014.

[33] The on-line encyclopedia of integer sequences. https://oeis.org/A000108 Accessed: 2021-12-14.

[34] H.-J. Böckenhauer, J. Hromkovič, D. Komm, S. Krug, J. Smula, and A. Sprock. The string guessing problem as a method to prove lower bounds on the advice complexity. *Theoretical Computer Science*, 554:95–108, 2014.