Abstract—The testing of cyber-physical systems such as automated vehicles (AV) is difficult as engineers face challenges from both cybersecurity and safety domains that start to converge. For cybersecurity, conducting vulnerability testing even before mitigation designs are fixed requires the predication and modeling of adversaries’ malicious behaviors. For safety, complete testing at system-level is time-consuming and also infeasible due to the large combination of operational domains. To help engineers design cost-effective mitigation solutions, this paper presents a framework for constructing testing scenarios driven by cyber threats that can be evaluated early in the design process. The testing results can inform the design of mitigation strategies and help engineers in constructing security requirements such that the large solution space will converge more quickly on effective designs. We also illustrate how to build visualization tools to support this process.

I. INTRODUCTION

The testing of cyber-physical systems such as automated vehicles (AV) is difficult as engineers face challenges from both cybersecurity and safety domains that start to converge. For cybersecurity, conducting vulnerability testing even before mitigation designs are fixed requires the predication and selection of adversaries’ malicious behaviors. Although previously industrial guidebook such as J3061 documents the general procedure of vulnerability testing for automotive systems [1], determining how each cyber threat causes the loss of functionalities (i.e., engineering traceability) and choosing among all threats the most severe ones for early evaluation are still an open-ended question. For safety, Koopman and Wagner [3] suggest complete testing at system-level is time-consuming and also infeasible due to the large space for testing NHTSA Level-4 AVs [2]. The Level-4 AV can drive and respond to emergencies by itself under predefined operational design domains (ODDs) [2]. This indicates that security requirements that set constraints for security designs might be incorrect, incomplete or ambiguous during initial stages of product development.

To help engineers come up with cost-effective mitigation solutions more efficiently, this paper presents a test-driven framework for security designs. In the framework, the construction and selection of testing scenarios is driven by cyber threats that can be evaluated early in the design process. The test results can inform the design of mitigation strategies and help engineers derive security requirements such that the large solution space can converge early on effective designs. To illustrate the proposed approach, a case study is conducted on the emergency-braking feature that is a crucial function for automated driving systems. We also illustrate how to build visualization tools to support this process.

II. EXISTING APPROACHES

Cybersecurity testing [1] shares common procedures with those of general testing of AVs specified in ISO 26262 [4]. The specified testing framework is based on the “V” software development model. The system (vehicle) is decomposed into sub-components and modules (e.g., hardware for sensing or software algorithms) hierarchically. Sub-components that are tested and passed the test at a certain level will then be integrated and tested against specifications at the level above. One of the challenges in testing of Level-4 automated vehicles is to construct scenarios by iterating all possible combinations of variables in ODDS with reasonable costs. Li et al. [5] propose an approach that generates testing tasks by considering the functionalities that an AV should perform under certain scenarios with temporal and space constraints. The authors suggest the use of simulation testing based on a concept named “parallel” transportation (i.e., a simulation platform that “mirror real testing ground in virtual space”). Masuda [6] suggests that requirements, system specifications and user needs be translated into models that can be implemented in simulation software in order to reduce costs. Thorn et al. [7] propose a framework that provides guidance on building test scenarios with a focus on the safety of automated-driving systems. The authors suggest that a testing scenario consists of and can be built upon four parts—behavioral goals, ODD regarding driving environment, object and events and fail-safe strategies, as shown on the second column of Table I. When it comes to testing scenarios for cybersecurity, its unique characteristic—an adversary who is always actively seeking opportunities to damage the target AV and mobility services it supports—requires additional attention on identifying potential cyber threats beforehand. Engineers need to figure out what can go wrong due to malicious activities during the process of receiving, store and process information based on which safety-critical decisions are made. Specifically, we recommend that engineers consider unique characteristics of security testing that can influence the generation of testing scenarios and the design of mitigation solutions. Table I summarizes the similarity and difference between testing for safety and cybersecurity of AVs.
### III. A TEST-DRIVEN APPROACH FOR SECURITY DESIGN

Given the overlaps and differences in testing scenarios discussed in the previous section, we first set up the scope and goal of our approach. First, we are interested in the intersection between safety and cybersecurity, i.e., vulnerabilities in security designs that may be compromised by adversaries to create safety hazards. For this reason, the testing scenarios derived from the proposed approach are either behavior or tactical and often require immediate control tasks, as shown in Table I. Second, the main goal of our approach is to build security into designs early in the AV development process, rather than adding it as an afterthought. Therefore, we are more interested in testing methods that are cost-effective and can be applied early to create security requirements before AV concepts are developed and deployed. This differs from the engineering approach for AV testing in [8] that conducts penetration testing after actual systems being built.

The proposed approach requires collaborations among three teams, as shown in Fig. 1. It starts with threat modeling [9] by the safety and security teams, that is, identify high-level cyber threats that compromise safety or other high-level goals for AV designs. This is important for AVs as safety and cybersecurity converge, i.e., cyber attacks on sensing or communication modules can cause incidents and undesired consequences [10]. The results from threat modeling can be stored and sorted based on risk assessment in an attack tree [11]. This is critical for ensuring the traceability between functionalities, cyber threats and mitigation solutions. Based on the risk priority of each threat, engineers from AV design team may select subsets in the target ODDs for constructing testing scenarios. Finally, the three teams jointly decide on the adoption of certain strategies for threat mitigation early in the design process.

#### A. Threat Modeling

Threat modeling is defined as “a planned activity for identifying and assessing application threats and vulnerabilities in a IT systems” [12]. For cyber-physical systems such as AVs, researchers have been developing models adapted to these systems for identifying cyber threats that cause incidents or undesired losses [1][10][13]. In this paper, we choose the method proposed by Suo et al. [10] for identifying threats on an automated-driving system shown in Fig. 2. In particular, this method of threat modeling provides guidance on identifying cyber threats that leverages Microsoft’s STRIDE [14], a model of threats with six categories including Spoofing, Tampering, Repudiation, Information disclosure, Denial of service and Elevation of privilege, and control-theoretic approaches to build the attack tree that maintains the analysis results. The generic model along with detailed processes can be found in [10]. Fig. 3 shows an example attack tree derived from threat modeling analysis.

Our framework for security testing is based on the attack tree derived from Suo’s approach [10]. In particular, the traceability among the high-level goals (e.g., safety), system functionalities and cyber threats give clues on which scenarios are critical for testing. Engineers can simulate potential cyber attacks in early stages of product development and evaluate

| Table I. DIFFERENCE IN BUILDING TESTING SCENARIOS BETWEEN SAFETY AND SECURITY |
|----------------------------------|----------------------------------|
| Testing scenario components      | Safety                           | Cybersecurity                     |
| Goal                             | Behavior or Tactical Maneuver: Immediate control-related tasks with time duration of 1-10s range that ADS is executing as part of the test (e.g., lane following, lane change, turning). | Tactical, Strategic or mission: In addition to behaviors at tactical level, also including those at strategic or mission level (> 10 seconds). |
| Operational Design Domain        | ODD: Operating environment (e.g., roadway type, traffic conditions, or environmental conditions). | ODD & Attacker’s model: in addition to OOD related to environment, also account for attacker’s power and capabilities. |
| Objects or events                | 1. Identify expected or unexpected events or objects such as Vehicles, pedestrians or infrastructure, etc. 2. Define response strategies to each event. | Objects, events either contained in malicious messages and signals or exist in environment that are spoofed or tempered: The goal for OEDR in the context of cybersecurity is to detect and respond to spoofed or tampered objects or signals. |
| Abnormal conditions              | The information “failure”, whether no data, inadequate or latent data. | In addition to information failures, attacks on any components in the automated-driving system that compromise data integrity. |
| Mitigation strategies            | Fail-Safe (FS) or Fail-Operational (FO): The mapping between effects by failures of information from both physical and logical faults and errors and tactical maneuver behaviors and fail-safe behaviors. | Attack-Secure (AS) or Attack-Operational (AO): The information “failure”, whether no data, inadequate or latent data, can be maliciously manipulated such that they can get around the defenses. |

![Figure 1. The proposed framework for security testing](image-url)
the effectiveness of certain mitigate strategies without waiting until designs are fixed. For example, the severity of
consequences from unintended deceleration command issued by an automated-driving system differs between line-of-sight and non-line-of-sight or low-visibility scenarios. Detecting spoofing position-information that creates ghost vehicles in front when the target AV is moving at a straight road is relatively easier (or takes less efforts) than designing security when vehicle is taking turns on a curved highway where the object in front is not detectable immediately. Similar problems occur under low-visibility conditions where camera may not work and provide correct signal for sensor fusion algorithms.

B. Constructing Scenarios for Testing

ODD is defined as conditions under which automated-driving features are functioning [2] such as geographical and temporal limitations, road types, traffic conditions and external environment. It is critical in constructing testing cases. It to a large extent decides the effectiveness of mitigation solutions to a certain cyber threat. For example, a security design built upon sensor fusion technologies for filtering out ghost vehicles (or objects) in front might not be able to decide whether a vehicle exists in a non-line-of-sight region. As to the robustness of sensors, cameras used for object detection and classifications often do not work well in insufficient light, while Lidar signals can be weakened under certain weather conditions such as rain, fog or snow, etc.

The main challenge in constructing testing scenarios is to select which subset of ODD will be included. As Koopman suggested [3], limiting possible combinations of operational concepts can reduce the complexity in requirements. The proposed attack-tree based approach can help engineers achieve this goal by sorting out subsets of ODDS that are related to cyber threats with higher risks.

C. Mitigation Solutions During Early-Stage Design

The third part constitutes testing cases is a set of mitigation solutions against the cyber attack that engineers want to explore. The generic model proposed for threat modeling can also help in generating these solutions. Related strategies include making infrastructure in the environment hack-proof, designing technologies for robust sensing and communications, conducting sanity-check on information from multiple channels, or modifying algorithms for decision-making for responding to emergencies due to cyber attacks, etc. For example, in order to deal with adversaries who tamper traffic signs or road infrastructure in the environment, engineers can encode digital code into traffic signs [15] for authenticating the identity of these signs, while information from multiple channels (e.g., digital map and camera) can be combined to infer the likelihood that a stop sign appears in a particular location.

A. Tool support for requirement management

Maintaining traceability among engineering activities in Fig. 1 is critical for ensuring the consistency between security requirements and mitigation solutions. We leverage Systems Modeling Language (i.e., SysML) to build a visualization tool to support this task. Fig. 4 shows part of the class diagram in the SysML model we built. It can be divided into three parts —classes for threat modeling, operational design domains for constructing testing cases, and mitigation solutions.

The Attack Tree class on the left consists of safety-related events that are either hazardous or undesired, nodes representing cyber threat, and links that connects those events and nodes. Each threat node has a risk rating and belongs to a category in the STRIDE model. As for security testing, the classes of ODD taxonomy and ODD condition on the right in Fig. are critical for building testing cases. For example, the road type (ODD taxonomy) may include one-way highway, two-way highway or city street (ODD condition). The mitigation solutions are associated with one or multiple threats in our SystML model. This is understandable as one cyber threat may be mitigated by more than one solutions, and vice versa. For example, the automated-driving system may detect spoofed vehicle positions included V2V messages based on either sensor fusion techniques or plausibility checks on V2V messages from a single wireless channel.
IV. A CASE STUDY OF CONNECTED AND AUTOMATED VEHICLES

We applied the proposed testing framework to the security design of an AV in this section, as shown in Fig. 2. The architecture of the target AV is created by Suo and Sarma [10] for an illustrative purpose and does not reflect actually designs of any real-world systems. In particular, the automated-driving system (ADS) is installed with automated-driving features such as emergency braking, lane keeping and lane switching by automatically applying acceleration, deceleration and steering, etc. The driving decisions are made based on inputs received from on-board sensors such as camera, radar or Lidar and communication module that support vehicle-to-vehicle (V2V) or vehicle-to-infrastructure (V2I) communications. The inputs include kinematics information of itself including speed and acceleration and the relative distance from nearby vehicles, especially the leading ones.

Potential cyber threats on the target AV that cause safety hazards or undesired losses are first given without describing the detailed process, which can be found in [10]. Different types of cyber threats—threats that belong to various categories in STRIDE—can not only cause safety hazards such as unintended deceleration, but also result in other losses that include compromising the serviceability of mobility-sharing supported by AV fleet or the emergency-response capabilities of transportation authorities. We focus our discussion on cyber attacks of spoofing vehicle position or identities on on-board sensors (e.g., radar, Lidar) that lead to unintended deceleration.

A. Scenarios and test cases

After determining the risk-priority of cyber threats in the attack tree, engineers can select those with highest risk priority to build test cases. Table II gives an example of testing scenarios related to the threat of creating ghost (vehicle) identities in front of the target vehicle by spoofing radar signals. The high-level goals include applying controls for vehicle following while maintaining a safe distance at the same time, as shown in the second row. For selecting ODDS for constructing scenarios, the context information included in safety hazards or undesired events can help them choose subsets of ODD such that the complexity due to combinations of possible operational concepts. For example, for cyber threats resulting in unintended deceleration, a reasonable choice of ODD variables includes speed and road type because they are closely related to the braking function. In addition, engineers may also consider road geometry and illumination or even weather-induced conditions (e.g., fog) as they can affect on-board sensors (e.g., Radar, Lidar, camera, etc.) that provide feedback for emergency-braking decisions. In addition, any nearby object should be included if it can influence the decision-making by automated-driving systems in the selected scenarios (5th row of Table II).

B. Designing mitigation solutions

Each test case constructed before will be evaluated under attack scenarios. However, the purpose of testing here is to address cyber threats early in the design process by iterating mitigation strategies [23]. In this regard, any experimental or simulation tools based on which engineers can evaluate the effectiveness of preliminary security designs can serve this purpose. We use Driving Scenario Designer included in MATLAB R2018b [19] for illustrating how can design the placement of Lidar or camera for robust sensor fusion under spoofing attacks on on-board sensors. However, engineers may select experiment tools that are most appropriate for the evaluation task. For example, Lu et al. [24] use PreScan simulation platform [25] for evaluating security designs against spoofing attacks on V2V messages for cooperative adaptive cruise control (CACC).

Assuming engineers come up with four strategies as listed below.

- Anti-jamming design of Radar and/or Lidar signal [17][18]
TABLE II. TESTING CASES OF SPOOFING VEHICLE POSITION

| Goals                                                                 | Scenarios                                                                 | Object                                                                 |
|----------------------------------------------------------------------|---------------------------------------------------------------------------|------------------------------------------------------------------------|
| • Tactical: vehicle-following with a safe distance                   | • Vehicle moving on a straight highway between the speed of 45 and 60 mph  | The front-vehicle in current lane, vehicles in adjacent lanes, traffic signs, lights; construction signs, pedestrians |
| • Control: applying longitudinal and lateral control for preventing collisions without compromise vehicle stability and passengers’ experience | • Vehicle approaching a roundabout                                         |                                                                        |
|                                                                       | • Vehicle moving at a single-lane curved road                               |                                                                        |
|                                                                       | • Vehicle moving at a two-lane curved road with head-on cars                |                                                                        |
|                                                                       |                                                                           |                                                                        |
| Abnormal conditions due to cyber attacks                             | Mitigation strategies                                                     |                                                                        |
|                                                                       | • Plausibility checking on radar/Lidar data (preprocessing of receiver data) |                                                                        |
|                                                                       | • (Cross-channel) sanity checking by sensor fusion                         |                                                                        |
|                                                                       | • Plausibility checking on post-processing data by sensor fusion           |                                                                        |
|                                                                       | • Anti-spoofing design of Radar signal                                      |                                                                        |

Each strategy will be tested against a set of scenarios included in the test case. Fig. 5 gives two example scenarios synthesized by using the Driving Scenario Designer included in MATLAB R2018b [19]. Fig. 5a shows a highway road in which the ego car (blue color) moving at the speed between 40 and 65 miles per hour detect a (ghost) vehicle (orange color) right after getting out of the corner. A more complicated scenario is described in Fig. 5b in which the ego vehicle for testing is moving at a two-lane highway in which an adversary is trying to spoof a head-on car that is overtaking a truck. It should be addressed though that this paper does not intend to explore the pros or cons of different simulation software.

This example illustrates that minor variations in a given scenario can make the original security solutions invalid. Consider engineers make tradeoffs between the second or the third mitigation strategy. The second strategy adds plausibility checking logic into decision-making algorithms of the ego car. This strategy may work for straight-lane scenarios but not necessarily work for scenarios involving curve lanes. For example, comparing the current position of the leading vehicle indicated by the ego car’s own radar data with the predicted position based on the leading vehicle’s trajectory [20] is based on the assumption that the relative rate of approaching the leading vehicle is less than a certain threshold such that the ego vehicle’s data pre-process module is able to collect enough detections until it confirms that the signal represents a real car rather than a ghost. However, the
assumption may not hold in the case that a head on vehicle approaches in a curve. In this case, the radar may only detect a vehicle that suddenly appears without collecting enough evidence. If this happens, the tracking logic will not be able to differentiate the head on vehicle from a ghost vehicle spoofed by an adversary. Methods used for filtering out radar clutter for ensuring safety [22] such as increasing the confirmation threshold of vehicle detection in tracking history [21] will not work for security-related scenario.

The third strategy adopts sensor fusion of radar (Lidar) and camera for sanity check on data from multiple channels (third mitigation strategy) may require special designs on the placement of radar. Fig. 6 (top-right) shows the placement of two radars on each side of the ego vehicle to increase the field of view for the radar system such that it can detect the leading vehicle or even head-on vehicles earlier than the original design. The detection information can be combined with camera’s inputs. In this way, the tracking algorithm can collect enough information about the trajectory history to confirm whether the indicated leading vehicle is caused by malicious inputs from Radar or not.

C. Discussion

The complexity of tasks for designing mitigation solutions lies in the fact that engineers need to make trade-offs between ensuring a complete threat coverage, i.e., all (or high risk) cyber threats are mitigated by current security designs, and maintaining a reasonable cost to build and deploy solutions. We build a proof-of-concept tool to visualize the design process based on the SysML model discussed before, as shown in Fig. 7. The automated-driving system (Fig. 2) and its interaction with nearby vehicles is included on the left, while the attack tree corresponding to the hazardous event of unintended deceleration (Fig. 3) is shown on the right. One example of designing solutions to mitigate spoofing vehicle positions in V2V messages is given on the bottom of Fig. 7. In addition to conducting sanity checks on V2V messages directly [20], engineers may come up with sensor fusion algorithms to filter out malicious V2V messages if the signal of vehicle positions received from on-board sensors such as Lidar and camera has higher confidence levels than wireless communication [16].
V. CONCLUSION

A framework for security testing of NHTSA Level-4 AVs is presented to support the design of mitigation strategies early in the design process. The proposed approach builds upon a threat modeling technique developed for cyber-physical systems and provides guidance on choosing OODs for constructing testing scenarios.

While enabling early evaluation of mitigation strategies, the proposed approach has limitations that require more research efforts in the future. First, evaluating the effectiveness of mitigation strategies in the vehicle-level (e.g., sensor fusion algorithms) requires an integrated environment that can simulate cyber threats from both on-board sensors and V2X modules (e.g., DSRC). To the best of the author’s knowledge, such integrated simulation platforms are still lacking. Second, many cyber threats on cyber-physical systems such as spoofing signals in the control area network (CAN) or sensors for monitoring vehicle status like tire-pressure monitoring modules are hardware-related and cannot be simulated in software environment.
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