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Abstract
To provide an effective notification service for the blinds awaiting the bus, it is crucial to have a viewpoint classification technique in which a viewpoint is defined with tilt and panning of camera. This paper proposes a viewpoint classification method using the car distribution information in the congested traffic environment. The proposed method takes four steps for classification. First, the YOLO algorithm is used to detect the car positions in the images. Second, the car positions are normalized for feature computation. Third, nineteen simple features are extracted and finally, the viewpoint classification is conducted. The proposed method uses the information gain measure to select relevant ones from the extracted features, and uses the Random Forest algorithm as a classifier. In the experiments, the proposed method has been tested for various roadside scenarios of congested traffic in day and night. The accuracies for car detection and viewpoint classification were 79.90% and 86.00%, respectively, which are improved compared to the prior work.

Keywords: Viewpoints classification, Car distribution, Blind people, Congested traffic environment

1. Introduction
The Ministry of Social Development and Human Security of Thailand has found the official number of visually impaired people in Thailand to be 204,012 in 2017 [1]. However, an estimated 680,000 unofficial visually impaired people, including completely blind individuals, also live in Thailand according to the Thailand Association of the Blind [2]. For travels in daily life, blind individuals face many problems because they cannot visualize the obstructions in their way. However, some problems facing blind people, such as navigation assistance and obstacles detection, have been addressed; for example, the tactile graphics at railway stations in Japan and Poland [3][4] offer important information helping blind travelers. However, there are still no well systems design to support those blind people in many countries including Thailand.

Blind people face huge problems, especially in daily life activities. This research focuses upon the problem of bus service for blind individuals who travel independently. Public-transportation systems are quite poor in Thailand, and support systems for disabled people are not provided. Moreover, the arrival times of oncoming buses cannot be estimated and the drivers make no announcements concerning bus number or destination. Passengers are forced
to observe the bus number or destination themselves at the bus stop, and then to signal the driver by waving their hands. By obtaining help from their neighbors, some blind people can wait for and take the bus; unfortunately, most blind people cannot take the bus because they have no help.

The existing bus-identification systems for blind people are divided into two major types. The first system makes use of transceiver-based communication using RFID, Bluetooth, ZigBee, and GPS [5-9]. For example, Al-Kalbani et al. [5] presented a bus-detection system for the blind using RFID. Their system involved cooperation among bus modules, bus-station systems, and blind tags, with each part of the system communicating via a database. Similarly, Santos [6] proposed an interactive system for city-bus transport using a Bluetooth module to connect buses, bus stops, and blind users, who could select bus lines via smartphone. Moreover, other types of transceivers have been used in similar systems such as ZigBee [7] and wireless sensor networks (WSNs) [8]. In addition, Thai developers presented the ViaBus smartphone application [9], which applied the GPS on a smartphone to searching the bus location and estimating the arrival times of buses. However, this application could search only buses that had the GPS module installed. While transceiver systems seem like a good idea for identifying buses for blind people, they are too large for modules to be practically installed in all buses and bus stations and given to all blind people. Further, when some parts of the system malfunction, maintenance is quite difficult.

The second proposed system makes use of computer-vision techniques [10,14]. Computer vision or image processing is useful and widely used for various applications, including bus identification for blind individuals. For instance, the automatic Thai bus-number-recognition system [10] was proposed in 2016, and can segment and recognize bus-number digits with an accuracy of 73.47%. The problem of bus identification for the blind, not only in Thailand, has also piqued the interest of many researchers who live in other countries. For example, Chun-Ming et al. in Taiwan, [11,12] presented an image-based method comprising three main processes, namely moving-object detection, bus-panel extraction, and bus-route-number detection. Further, the similar system of Lee et al. [13] used gradient-based features for bus-number recognition with classification of a support-vector machine (SVM). Blind individuals were notified of the bus-identification result by a text-to-speech program via a speaker embedded in a tablet PC. In addition, bus detection and recognition was also studied in New York, USA. Pan et al. [14] proposed a general two-step traveling-assistant system for visually impaired people. A HOG-based feature was applied to detecting bus images and performing optical-character recognition for bus-number reading. In practice, image-processing techniques are simpler than transceiver-based systems.

Figure 1 shows the concept of our system, which comprises four main steps. In Step 1, users turn the application on or off by voice command. Then (Step 2), users have to hold their smartphone to take a video while awaiting an oncoming bus. When a bus arrives at the bus stop (Step 3), the application will inform users via voice announcement by smartphone speaker.

Figure 1. Overview of system design for bus identification using a smartphone camera.
(Step 4). Although our concept is similar to previous researches [10–14], these methods had only two main steps, namely bus detection and bus-number recognition, as shown in Step 2 of Figure 1. In fact, blind users, in real situations, will hold their smartphones freely to take videos. The problem is that they may not know the viewpoint of an image on a smartphone screen. For instance, if they face obstacles such as electric poles or other individuals on the roadside, blind users might obtain an image of those obstacles instead of the oncoming bus. Although existing methods have good algorithms for recognizing the bus number, they cannot do so for this example case. Moreover, even certain obstacle-free viewpoints may have difficulty recognizing bus number, and this problem needs to be considered; some viewpoints are unsuitable for capturing bus data or even make this process impossible. Therefore, this paper proposes viewpoint classification in order to fulfill existing methods.

The final goal of our algorithm is to let the blind users know how to adjust the camera to obtain suitable viewpoints of the oncoming bus. Figure 2 shows a four-step algorithm for obtaining such viewpoints. Firstly, images are acquired by a smartphone camera; second, obstacle detection will be performed. When obstacles appear, the algorithm will notify users to adjust their camera position through translation, panning leftward/rightward, or tilting the camera upward/downward. Then, the classification of viewpoints will start when obstacles do not show up in the image. Moreover, two main situations on the road are categorized between congested and non-congested traffic. Since different clues are used for the two situations, we must consider viewpoint classification separately. For the non-congested situation, our prior research [15] proposed using road-area segmentation and the vanishing point in the image for viewpoint classification. On the other hand, the previous proposed method is difficult to apply to a congested-traffic situation because the vehicles obscure the road area. Therefore, in order to achieve the final goal of viewpoint classification with a daily-use system, this research proposes classification of viewpoints in congested traffic.

This paper consists of six sections. In Section 2, a suitable viewpoint for bus waiting is explained because no definition has been presented in previous works. In Section 3, the method of viewpoint classification is proposed using car distribution in the images as a clue. Then, the experiments and results of the proposed method are shown in Section 4. Section 5 presents the conclusion and discussion is presented in Section 6, together with future work.

2. Suitable Viewpoint Definition for Bus Waiting

Generally, each viewpoint of a taken photo depends on two main factors: tilt and panning of the camera. Figure 3 shows the relationship between the viewpoint of each image and the camera’s tilt and panning. For example, Viewpoints 1, 2, and 3 have been shown to be unsuitable. In Viewpoints 1 and 2, the images were taken at unsuitable tilts; namely, they were very-low and very-high-angle shots, respectively. In addition, Viewpoint 3 was taken with a suitable tilt but an unsuitable panning, which might detect bus numbers, but only when the oncoming bus is too near the users. However, Viewpoint 4 is suitable, as it was taken with both suitable tilt and panning of the camera’s position. In practice, suitable tilt can be achieved and defined when a smartphone camera is held vertically. On the other hand, the definition of suitable panning is more complex because the possibility of bus-number detection must be considered. With suitable panning defined, this paper proposes a method that can estimate the bus position in images.

In order to estimate the oncoming-bus position, in the case where no bus appears in the image, a horizontal line (D) between the vanishing point and the bus position will be calculated, as shown in Figure 4(a). First, we consider the possible longest distance for bus-number recognition. The sizes of bus numbers in Thailand are simulated as $15 \text{ cm} \times 15 \text{ cm}$, and all bus numbers in the image.
route and number characteristics, which consist of numbers, English letters and Thai characters, are recognized at different distances. In experiment, those characters are recognized with an image size of $800 \times 600$ px under both ideal day and night conditions by length of 210.00-230.00 lux and 0.80-1.00 lux, respectively. According to the experiment, a distance of 15 meters is recognized as the longest from which bus numbers can be recognized. Next, a photo of the oncoming bus within the 15 m of where the user is standing is captured, as shown in Figure 4(a). After that, the length of D in the image can be measured between the vanishing point ($V_p$) of the perspective image and the square boundary of the detected bus. The D line is measured as 8.70% compared to the original width of the image (5.63 in). Finally, the D line is applied to estimate the position of the oncoming bus in the case where it does not appear, as shown in Figure 4(b). Figure 4(b) shows the perfect camera panning that the $V_p$ have to fall in, as shown in Figure 4(b). However, 25% is set arbitrarily for this proposed application. For this paper, we propose viewpoint classification for congested traffic; thus, Figure 4(c) and 4(d) show examples of suitable and unsuitable viewpoints, as per the following definition.

3. Proposed Method

This paper aims to classify the viewpoints of blind individuals waiting for buses by the roadside, especially in the case of congested traffic. Moreover, in order to classify the suitable panning of the camera, this research assumes that all images were taken by holding smartphones vertically. According to the suitable-viewpoint definition in Section 2, the vanishing point ($V_p$) comprises two convergent lines on the road; however, it is difficult to find these lines in congested traffic. Consequently,
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Figure 5. Main processes of the proposed method.

our method proposes a technique that finds the car distribution in an image related to definition in Section 2. The four main steps of the proposed method consist of car detection using the YOLO technique, data normalization, feature extraction, and viewpoint classification, as shown in Figure 5.

3.1 Car Detection using YOLO

Although, there are many vision-based methods detecting the cars on the road [16], our proposed method apply a technique of convolutional network that was used widely in several applications [17]. The first step of the proposed method is to find the car distribution in the image under both daytime and nighttime illumination conditions. Figure 6(a) to (d) show exemplary images from real congested-traffic situations. To realize a real-time system for viewpoint classification, this research applies the You Only Look Once (YOLO) technique [18] for car detection. YOLO is a real-time object-detection system that applies the convolutional layers of a neural network. There are many versions of YOLO; this research uses YOLOv2 [19], which is faster and more accurate than original YOLO. Furthermore, a Microsoft COCO Dataset is used for model data from which 80 kinds of object can be detected. Generally, the output of the YOLO technique provides four parameters; (1) the objects labeled as humans, dogs, horses, cars, and so on; (2) confidence values of each objects labeled; (3) $x$, $y$ coordinates of the top-left boundary; and (4) $x$, $y$ coordinates of the bottom-right boundary. Although many kinds of object can be detected, this paper solely needs to detect cars in the images. Thus, the car-, truck-, and bus-labeled objects are considered with a threshold confidence value of 0.38 for this research. Since some farther cars were unnecessary, 150 px was set for the distance criterion between the $x$, $y$ coordinate points at the top-left and bottom-right.

After setting all parameters, YOLO was applied for prepared images showing various real situations under congested-traffic conditions. Although the cars detected using YOLO provide the square boundary, as shown in Figure 6(a)-(h), the proposed method solely uses the $x$, $y$ coordinates of the center boundary as a blue point in Figure 6(a)-(h). All center points were provided for the feature-extraction process.

3.2 Data Normalization

In order to provide the data for feature extraction, data normalization was necessary because of different sizes of original-input images. Each center point $(x_n, y_n)$ of a detected car was normalized as a percentage. Eq. (1) and Eq. (2) show the normalized calculation for $x'_n$, $y'_n$, and Figure 7 shows the outcome of this step:

\[
x'_n = \frac{x_n}{\text{number column of original image}} \times 100; \tag{1}
\]

\[
y'_n = \frac{y_n}{\text{number row of original image}} \times 100. \tag{2}
\]

3.3 Feature Extraction

The feature extraction process is an important, which has various calculations such as in [20]. Moreover, the previous study [21] extracted thirteen features, but some possibly useful ones may have been neglected. Moreover, the car distribution in each image appeared randomly depending on different congested-traffic situations, as shown in Figure 7, and there are a few data points that can be calculated for the feature-extraction process, as shown in Figure 7(c). Thus, each image was calculated for providing the feature vector, such as statistics calculation, coefficient of linear regression and geometric data. This research calculated nineteen possible features from data-points, as shown in Table 1. Since there are different numbers of datapoints depending on the number of detected cars in the image, some features could not be calculated. For two detected cars, the biggest of triangle area feature will be set as zero value because the data point is not enough for calculation. In addition, when only one car was detected, the standard deviations, ranges, and centers of these ranges for $x$ and $y$, as well as the slope, $y$-intersection, and $R^2$ of linear regression were set to zero. However, these nineteen features were just all feasible-feature values from the car distribution. Section 4 shows the experiment for feature selection that provides the best results for the classification process.

Up to now, feature vectors have been provided for the classification process. For this process, this research used supervised machine learning. Five general different types of supervised machine learning were selected, namely simple-decision tree, Random Forest, Naïve Bayes, multi-layer perceptron, and SVM. Moreover, each classifier was tested with different numbers of features in order to find the best classification result between the classifier and the feature-selected method, as show in Section 4.
Figure 6. Original images and detected cars: (a)-(d) original images at both of day and night under congested-traffic conditions; (e)-(h) outcomes of car detection using the YOLO technique.

Generally, there are two main steps of supervised learning, namely training and testing. All feature vectors were separated into two classes as suitable and unsuitable viewpoints, following the definition in Section 2. In Figure 8, a feature matrix shows N selected features. In addition, M represents the number of datapoints, which was four hundred in this paper. Each datapoint was labeled as 1 or 0 for suitable and unsuitable viewpoints, respectively.

Ten-fold cross-validation was applied for classification. The cross-validation technique is widely used for data classification, for which the whole dataset is divided into training and evaluation datasets repeatedly. Moreover, 10-fold cross-validation means the dataset is partitioned into 10 equal subsamples. Then, one part of partitioned dataset was evaluated while others were used for data training. The process was repeated ten times, and the average of 10 results was used as the final accuracy of the classification step.

4. Experiments and Results

There were two experiments, which consisted of car detection and viewpoint classification. In addition, 400 images under both day and night conditions were taken in real congested-traffic situations. The original images were in an RGB-color format with different sizes because we used three smartphones to collect them.

4.1 Car-Detection Performance

The car-detection process was one crucial step of the proposed system. YOLOv2 was used for car detection with the parameter setting mentioned in Section 3. Herein, the outcome performance was tested by 400 images for day and night. Table 2 shows the results of the detection process with 79.90% accuracy, as was compared to the actual number of cars counted by humans. However, the accuracy of the nighttime situation was lower than during the daytime (76.74% and 83.72%, respec-
Table 1. List of features and their descriptions

| Feature | Description |
|---------|-------------|
| Number of cars | \( n \mid X = \{x_1, \ldots, x_n\} \) and \( Y = \{y_1, \ldots, y_n\} \) |
| Maximum value of \( x \) and \( y \) | \( x_{\text{max}} = \max(X), y_{\text{max}} = \max(Y) \) |
| Minimum value of \( x \) and \( y \) | \( x_{\text{min}} = \min(X), y_{\text{min}} = \min(Y) \) |
| Mean of \( x \) and \( y \) | \( \bar{x} = \frac{\sum_{i=1}^{n} x_i}{n}, \bar{y} = \frac{\sum_{i=1}^{n} y_i}{n} \) |
| Median of \( x \) and \( y \) | \( \text{med}_x = X \left( \frac{n+1}{2} \right), \text{med}_y = Y \left( \frac{n+1}{2} \right) \) |
| Standard deviation of \( x \) and \( y \) | \( sd_x = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2}, sd_y = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (y_i - \bar{y})^2} \) |
| Range of \( x \) and \( y \) | \( R_x = x_{\text{max}} - x_{\text{min}}, R_y = y_{\text{max}} - y_{\text{min}} \) |
| Center of range for \( x \) and \( y \) | \( \text{Cen}R_x = \frac{R_x}{2}, \text{Cen}R_y = \frac{R_y}{2} \) |
| Slope (\( m \)), \( y \)-interception (\( c \)) of linear regression | \( m = \frac{n \sum x_i y_i - (\sum x_i \sum y_i)}{n \sum x_i^2 - (\sum x_i)^2}, c = \bar{y} - m \bar{x} \) |
| \( R^2 \) of linear regression | \( R^2 = 1 - \frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y}_i)^2}, \hat{y}_i \) represents the \( y \) value of linear regression. |

The biggest of triangle area

\[
\text{Area} = \sqrt{S(S-A)(S-B)(S-C)}, \quad S = \frac{A+B+C}{2}
\]

Figure 7. Data normalization: (a) and (d) example of data normalization for suitable viewpoints; (b) and (c) example of data normalization for unsuitable viewpoints.

Figure 8. Feature-matrix arrangement and its labels.

Table 2. Car-detection performance using YOLOv2 and the proposed parameter setting

| Conditions | Number of cars | Accuracy (%) |
|------------|----------------|--------------|
| Day time   | 860            | 720          | 83.72        |
| Night time | 1,106          | 851          | 76.74        |
| Day and night times | 1,966 | 1,571 | 79.90 |

4.2 Viewpoint-Classification Performance

Although 19 features have been provided, as shown in Section 3, this experiment was performed to find the highest accuracy with each matching feature and classifier. This experiment applied the WEKA 3.8 software [22] developed by the University of Waikato, New Zealand, because it offers useful feature-selection and classification tools.
This section shows results for six different methods of feature selection and five general classifiers of supervised machine learning. Table 3 shows the feature-selection methods comprising no selection, CfsSubsetEval, correlation, information gain (InfoGain), OneRAttribute, and principal components analysis (PCA). The following five classifiers were used: simple decision tree (J48), Random Forest, Naïve Bayes, multi-layer perceptron, and the SVM for sequential minimal optimization (SMO). Each classifier was tested by different feature-selection methods, with the highest outcome shown by the Random Forest classifier with no selection and InfoGain. Although, these two cases both showed 86.00% accuracy, the number of selected features of InfoGain was smaller than any other (namely, 17). Therefore, to attain the best performance for our proposed method, this research selected a Random Forest classifier and the seventeen features shown in Table 1, excluding the mean of y and the y-intersection features.

After the classifier and features were selected, the confusion matrix of viewpoint classification is shown in Table 4. Since there were two classes of label, namely suitable and unsuitable viewpoints, the confusion matrix generally provides true-positive (TP), false-positive (FP), false-negative (FN), and true-negative (TN) results. Based on this information, the precision and F-measure can be calculated by Eqs. (3), (4), and (5), respectively:

\[
\text{recall} = \frac{TP}{\text{Actual suitable viewpoint}} = 0.89; \quad (3)
\]

\[
\text{precision} = \frac{TP}{\text{Predicted suitable viewpoint}} = 0.84; \quad (4)
\]

\[
\text{F-measure} = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}} = 0.86. \quad (5)
\]

All outcomes were quite high by 0.89, 0.84 and 0.86 for recall, precision and F-measure, respectively. According to these results, it was found that the proposed method performed better than that from prior research [18].

5. Discussion

Based on the results in Section 4, the performances of car detection and viewpoint classification were tested under daytime and nighttime illumination. The average accuracy of car detection was 79.90% in Table 2, and was lower at nighttime than at daytime due to darkness and the shine from car headlights. Furthermore, in order to remove some cars located on other lanes of roads, the square-size parameter was set to 150 px.

Then, the number of detected cars was smaller than the number of actual cars seen in Table 2. However, detection accuracy may be improved by adjusting some parameters of the YOLOv2 algorithm, such as confidence value.

For viewpoint classification, the Random Forest classifier showed the highest performance with 86% accuracy. Moreover, seventeen features were chosen, as shown in Table 1, without the y-mean and y-intersection of the linear regression. In addition, the recall and precision were 0.89 and 0.84, respectively, which were both quite high. The F-measure shows the relationship between recall and precision, and thus had a high performance of 0.86. According to the result, it shows that some extracted features with a suitable classifier could improve the performance of our proposed application, which the optimization is necessary for evaluating the best result.

The final goal of the real-time application is to assist blind individuals waiting for the bus. The application’s performance should be perfect (i.e., 100% accuracy), because they cannot see and decide viewpoints by themselves. For future work, we plan to reduce the classification error for real-time implementation, with consideration of the obstacles obscuring suitable viewpoints.

6. Conclusion

This paper proposed a novel viewpoint-classification application for assisting blind individuals using computer-vision techniques while waiting for buses. Classification under congested traffic was considered. Our algorithm had four main steps, namely car detection, data normalization, feature extraction, and viewpoint classification. YOLOv2 was used for car detection because it can be implemented fast in real-time. Moreover, all centers of detected cars were normalized, and 19 features were extracted. In order to classify the viewpoints, this research applied supervised learning. From the experimental results, the car-detection performance showed 79.90% accuracy. The classification accuracy was compared between different feature-selection methods and classifiers. The results showed 17 features and the Random Forest classifier provided the highest accuracy (86.00%). Additionally, the recall, precision, and F-measure were shown as 0.89, 0.84, and 0.86, respectively. Our proposed method is considered to be feasible for real-time implementation with high performance in future work.
### Table 3. Comparison of accuracy with different feature selections and classifiers

| Feature selection methods | Number of selected features | Accuracy (%) | J48 | Random Forest | Naïve Bayes | Multi-layer perceptron | SMO |
|---------------------------|-----------------------------|--------------|-----|---------------|-------------|------------------------|-----|
| No selection              | 19                          | 81.00        | 86.00 | 78.00         | 85.00       | 78.75                  |     |
| CfsSubsetEval             | 6                           | 76.75        | 85.75 | 82.50         | 83.25       | 75.50                  |     |
| Correlation               | 13                          | 78.25        | 85.25 | 77.25         | 81.50       | 77.25                  |     |
| InfoGain                  | 17                          | 81.50        | 86.00 | 78.50         | 83.00       | 77.00                  |     |
| OneRAttribute             | 10                          | 80.00        | 84.75 | 77.00         | 80.50       | 76.25                  |     |
| PCA                       | 6                           | 75.00        | 81.25 | 76.75         | 85.50       | 79.25                  |     |

### Table 4. Confusion matrix for viewpoint classification

| Predicted viewpoint | Actual viewpoint | TP= 178 | FP= 34 | FN= 22 | TN= 166 |
|---------------------|------------------|---------|-------|--------|---------|
| Suitable viewpoints |                  |         |       |        |         |
| Unsuitable viewpoints|                 |         |       |        |         |
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