Coherent via periodic modulation, also known as Floquet engineering, has emerged as a powerful experimental method for the realization of novel quantum systems with exotic properties. In particular, it has been employed to study topological phenomena in a variety of different platforms. In driven systems, the topological properties of the quasienergy bands can often be determined by standard topological invariants, such as Chern numbers, which are commonly used in static systems. However, due to the periodic nature of the quasienergy spectrum, this topological description is incomplete and new invariants are required to fully capture the topological properties. Most prominently, there exist two-dimensional anomalous Floquet systems that exhibit robust chiral edge modes, despite all Chern numbers are equal to zero. Here, we realize such a system with bosonic atoms in a periodically-driven hexagonal lattice and infer the complete set of topological invariants from energy gap measurements and local Hall deflections.

Floquet engineering [1–3] has found widespread applications for the realization of out-of-equilibrium many-body systems with novel properties in systems of ultracold atoms [4, 5], photonics [6, 7], superconducting qubits [8] and graphene [9]. It plays a key role in many successful realizations of artificial gauge fields and topological lattice models [10, 11], including the paradigmatic Harper-Hofstadter [12, 13] and Haldane model [6, 14] and more recently the generation of non-trivial Chern bands in a 2D optical Raman lattice [15]. The topological properties of non-interacting two-dimensional (2D) lattice models without additional symmetries are well understood by a set of Chern numbers $\mathcal{C}^\alpha$, a 2D invariant defined as the integral of the Berry curvature $\Omega^\alpha(q)$ in quasi-momentum space for the $\mu$th energy band: $\mathcal{C}^\alpha = \frac{1}{\pi} \int_{\text{BZ}} \Omega^\alpha(q) \, d^2q$ [16, 17], where BZ denotes the Brillouin zone. In cold-atom systems a number of experimental techniques has been developed to determine the geometric properties of Floquet quasienergy bands in analogy to their static counterparts [14, 18–22]. The properties of chiral edge modes on the other hand have mostly been studied with photonic platforms [6, 7].

Figure 1. Schematics of the periodically-modulated lattice, its Floquet quasienergy spectrum and the topological phase diagram. a. Exemplary Floquet spectrum (reduced zone scheme) with topological invariants: Chern numbers $\mathcal{C}^\alpha$ and Winding numbers $W^j$, which determine the number and chirality of edge modes (red lines) in gap $g_j$, $j \in \{0, \pi\}$ and the resulting real-space potential over one period of the driving $T = 2\pi/\omega$, with $\omega$ the modulation frequency. Red lines indicate larger tunnel couplings. Right panel: Illustration of the three interfering laser beams with frequency $\omega_i$ and the modulated lattice with constant $\alpha = 284$ nm. Lattice acceleration is realized with additional time-dependent detunings $\Delta \omega(t)$ (Methods). b. Topological phase diagram. Phase boundaries are obtained from a band structure calculation including the first six bands of the modulated hexagonal lattice (Supplementary Information). The gray shaded area contains additional phases not discussed in this work.

For static 2D systems, such as Chern insulators, there is a direct correspondence between the Chern number of the bulk band and the net number of topologically
protected 1D edge modes at the boundaries of the sample, known as bulk-edge correspondence \cite{23, 24}. Remarkably, this correspondence survives for certain classes of periodically-driven systems in the high-frequency limit, where the modulation frequency is the largest energy scale in the system. In general, however, the bulk-edge correspondence is modified and knowledge about the Chern numbers is not sufficient to determine the number and chirality of chiral edge modes \cite{25–27}. Instead this information can be obtained from a new bulk topological invariant, the winding number \( \chi \), which depends on the full time evolution during one period of the drive.

In periodically driven systems, the quasienergy \( \varepsilon_F \) is only defined up to integer multiples of the driving energy quantum \( \hbar \omega \), with angular modulation frequency \( \omega \) and reduced Planck's constant \( \hbar \). Hence, the edge-state dispersion can leave the spectrum from the top and re-enter from below. An exemplary spectrum is illustrated in Fig. 1a, which shows a Floquet quasienergy spectrum in the reduced zone scheme with \(-\hbar \omega/2 < \varepsilon_F < \hbar \omega/2\) being the first Floquet Brillouin zone (FBZ) \cite{There are infinitely many copies spaced by \( \hbar \omega \)). Here, the presence of the edge mode is the result of a non-trivial winding of the quasienergy spectrum itself. This implies that there is an anomalous Floquet topological phase \cite{28}, where topological edge modes are present, although the Chern number of the energy bands is zero \( (\mathcal{C} = 0) \); here \( \mathcal{C}^- \) and \( \mathcal{C}^+ \) denote the Chern number of the lower and upper quasienergy band in a two-band model.

Anomalous Floquet phases are genuine out-of-equilibrium settings without any static counterpart. In particular, these anomalous edge modes exhibit a remarkable robustness that can even exceed those of conventional quantum Hall systems \cite{29}. Anomalous edge modes have been observed in photonic experiments \cite{30–33}. However, a complete experimental characterization of the topological properties of Floquet systems is still lacking. Here we report on experimental results obtained with ultracold bosonic atoms in a periodically-modulated hexagonal lattice, where we use a combination of energy gap \cite{34, 35} and local Hall drift measurements \cite{14, 18} in order to reveal the full set of bulk topological invariants.

In hexagonal lattices anomalous Floquet phases can be generated via step-wise periodic modulation of the tunnel couplings \cite{25}, using step-wise linear phase shaking \cite{36} or circular phase shaking near resonant with a sublattice energy offset \cite{37}. Here, we employ a continuous analog of the step-wise modulation protocol proposed in Ref. \cite{25} using amplitude modulation. This is realized by sinusoidal modulation of the laser intensities (Fig. 1b): \( I_1(t) = I_0(1 - m + m \cos(\omega t + \phi_1)) \), where \( m \) is the relative modulation amplitude and \( \phi_i = \frac{2 \pi}{3} \times (i - 1) \) denotes the modulation phase for the three laser beams, \( i \in \{1, 2, 3\} \). This time-dependent lattice model exhibits a rich topological phase diagram as a function of the modulation parameters (Fig. 1c). We study the three most robust phases: \( \textcircled{1} \) The topological Haldane phase with \( \mathcal{C}^\pm = \mp 1 \), \( \textcircled{2} \) an anomalous phase with trivial Chern bands \( \mathcal{C}^\pm = 0 \), but chiral edge modes and \( \textcircled{3} \) a Haldane-like topological phase with \( \mathcal{C}^\pm = \pm 1 \), where the chiral edge modes are located between Floquet zones. Generally, the Chern number of a certain energy band is determined by the difference between the net number of edge modes leaving the band at the top and entering from below, i.e., \( \mathcal{C}^\pm = F(W^0 - W^\mp) \), where \( W^j \) characterizes the net number of edge modes in the energy gap \( g^j, j \in \{0, \pi\} \). This set of winding numbers uniquely defines the Chern numbers of the bulk bands, however, the opposite only holds for static systems. In this work we deduce the value of the bulk winding numbers by tracking the topological charges associated with each energy-gap-closing point \cite{37} that occurs at the topological phase transition, providing a full classification of the Floquet topological phase diagram of our model (Fig. 1c). In addition, we calculated the Floquet quasienergy spectrum for a semi-infinite system using an approximate tight-binding model, which directly reveals the edge modes in the respective quasienergy gaps (Supplementary Information).

The experimental setup consists of a Bose-Einstein condensate (BEC) of \(^{39}\)K atoms loaded into an optical hexagonal lattice, that is created by interfering three s-polarized laser beams with \( \lambda_L = 736.8 \text{ nm} \) at relative angles of 120° (Fig. 1b). Additional harmonic confinement is provided by a crossed dipole trap and a third, vertical dipole beam, all at 1064 nm, with total trapping frequency \( \omega_r = 2 \pi \times 27.0(4) \text{ Hz} \) in the \( xy \)-plane and \( \omega_z \approx 2 \pi \times 200 \text{ Hz} \). Using a Feshbach resonance at 403.4(7) G, we generate a nearly non-interacting cloud with a scattering length of \( a_s = 6.35 \text{ a}_0 \). The initial state for all measurements described in the following is a condensate in the lowest energy eigenstate at zero quasi-momentum (\( \Gamma \)-point) prepared in a hexagonal lattice with in-plane depth \( V = 6.00(5) E_r \), where \( E_r = \frac{k_l^2}{2m_K} = \hbar \times 9.43 \text{ kHz} \) is the recoil energy, \( k_L = 2 \pi/\lambda_L \) and \( m_K \) is the mass of an atom.

In a first set of measurements we locate the phase boundaries shown in Fig. 1c by probing the quasienergy gaps. This uniquely determines the topological phase transition points, since the topology of the bands can only change via a gap-closing in the spectrum. We resolve the energy gap locally as a function of quasi-momentum using St"uckelberg interferometry \cite{34, 35} (Methods): The quasi-momentum of the condensate is changed non-adiabatically using lattice acceleration, which results in a coherent superposition of population in the first and second band. Holding at a specific final quasi-momentum \( \mathbf{q} \) and subsequently driving back with the same force, produces oscillations of the relative band population with a frequency \( \Delta E(q)/\hbar \), which can be measured using bandmapping \cite{38}. Note that in principle there are two different energy gaps \( g^0 \) and \( g^\pi \) that could be probed using this method. However, since we probe the system at a fixed quasi-momentum at stroboscopic times, we always measure the minimal energy gap \( \min(g^0, g^\pi) \).
Figure 2. Energy gaps at Γ, K and M and energy bands in the different topological phases shown in the extended zone scheme. a. Minimal energy gap $ΔE = \min(g^0, g^π)$ at Γ as a function of modulation frequency and amplitude. The white arrows mark the parameter scan used for the measurements in b and c. b. Measured energy gaps (points) at Γ with $Fa/h = 4086$ Hz and theoretical values (solid line) obtained from a band structure calculation including the six lowest energy bands of the modulated lattice (Supplementary Information). Error bars denote fitting errors; every data point represents a Stueckelberg interferometry measurement with 23 points each being averaged over 3-4 single experimental realizations. The blue shaded areas indicate the different topological phases, deduced from the gap-closing points. Upper panels: Lowest two energy bands in the extended zone scheme along the high-symmetry path in the first BZ calculated at $ω/(2\pi) = 30$ kHz, $m = 0.1$; $ω/(2\pi) = 10$ kHz, $m = 0.215$; $ω/(2\pi) = 6.2$ kHz, $m = 0.3$ from right to left. c. Measured and calculated energy gaps at K and M with errorbars similar to b.

(M methods), which can be chosen to lie in the interval $[0, hω/2]$ as discussed in [37].

Figure 2 shows experimental data for various modulation parameters along the path illustrated by the white arrows in Fig. 2a, which covers all three topological phases (Fig. 1c). The experimental results of the energy gaps at the high-symmetry points are shown in Fig. 2b for the Γ-point and in Fig. 2c for the M- and K-points. Probing the high-symmetry points is sufficient in two dimensions to detect gap-closing points in a hexagonal lattice with our modulation scheme [39]. The obtained data is in excellent agreement with an ab initio Floquet-bandstructure calculation including the lowest six bands without any free parameter (Supplementary Information). This parameter scan allows us to identify the phase transitions from gap-closing points at Γ. The energy gaps at the M- and K-points remain finite for all modulation parameters (Fig. 2c).

Since we always determine the minimal gap $\min(g^0, g^π)$, we can use this data to unambiguously identify whether the gap closes within or between Floquet zones [37]. In the high-frequency limit, where $hω$ is much larger than any other energy scale, one always measures the gap around zero energy $g^0$, because $g^π \gg g^0$. Following the parameter scan shown in Fig. 2a, the energy gap $g^0$ increases for smaller modulation frequencies until $g^π = g^0 = hω/2$ at the first cusp, whereupon we measure the energy gap between Floquet zones, $g^π$. We then continue to probe $g^π$, until a second cusp appears, indicating that $g^0$ is now the smaller gap. From this we conclude that the first phase transition between phases ⃞ and ⃞ occurs via a band touching at the Γ-point between Floquet zones, while the second one between ⃞ and ⃞ appears via a gap-closing at Γ around zero energy (upper panels in Fig. 2b). For $ω \to 0$, additional phase transitions occur, which are not discussed in this work.

The change of topological invariants across the phase transition is determined by the signed topological charge $Q_j$ associated with the band touching singularity, which occurs at $(q_s, λ_s)$, in the abstract 3D parameter space spanned by the quasimomentum $q$ and the modulation parameter $λ$, which parametrizes the path through the phase diagram (white arrows in Fig. 2a). For a generic
Figure 3. Schematics and experimental results for the local Hall deflections $s_\perp$ to probe the local Berry curvature distribution $\Omega$. **a.** Schematics of the paths traversed in quasimomentum space for measuring the transverse deflections along the $K$- and $\Gamma$-direction ($q_0 \rightarrow q_\perp$) and the first BZ (grey shaded area). **b.** Definition of the differential transverse deflection $s_\perp$: The CoM positions for left- and right circular modulation as well as the starting position are measured as the mean values over 30-40 individual experimental realizations for each point. The bisecting line of the opening angle formed by the two paths defines an axis and the differential deflection is the distance of each final position to this axis (being the same for both modulation directions per definition). **c.** Measured transverse deflections $s_\perp$ along all $K$- and $\Gamma$-directions (inset) with $Fa/h = 204$ Hz for: $\omega/2\pi = 16$ kHz, $m = 0.25$ (phase $\ominus$) and $\omega/2\pi = 10$ kHz, $m = 0.24$ (phase $\boxdot$). The solid lines are theoretical calculations (Supplementary Information) and the errorbars denote the standard error of the mean (SEM). Lower panels: Calculated Berry curvature for the same modulation parameters in the first BZ. **d.** Main panel: Measured transverse deflections along the $\Gamma$-direction along the path in Fig. 2a with $Fa/h = 170$ Hz, for $q_0 \rightarrow q_{\text{eff}} \approx 1.25\sqrt{3}k_L$ (phase $\ominus$ and $\boxdot$) and for $\Gamma \rightarrow q_{\text{eff}} \approx 0.93\sqrt{3}k_L$ (phase $\boxddot$). Errorbars indicate the SEM. Upper panels: Calculated Berry curvature distributions in the first BZ. Inset: Change of modulation amplitude and frequency during the ramp-up in the three different phases (denoted by the numbers) while changing the quasimomentum from $\Gamma$ to the point denoted at the end of the ramp-up path (Methods), the parameters are $\omega/(2\pi) = (5, 7, 10)$ kHz, $m = (0.3, 0.3, 0.16)$. Lower panel: Winding numbers deduced from the measured transverse deflections. Right panel: Schematics of the energy bands in the different topological phases with the corresponding Chern numbers and edge modes (red lines).

The value of the topological charge uniquely defines the change of the topological invariants

$$W_i^j_{\lambda_s, \varepsilon} = W_i^j_{\lambda_s, -\varepsilon} + Q_s^j$$

across the phase transition, where $\varepsilon$ is a small parameter. As a result, we can determine the winding numbers of any topological phase by tracking the number of gap-closing points and characterizing the associated topological charge along a smooth path parametrized by $\lambda$. Note that there can be several degenerate singularities $Q_s^j$ at the same parameters ($q_m, \lambda_s$), which results in $|\Delta W_i^j_{\lambda_s}| = |W_i^j_{\lambda_s, \varepsilon} - W_i^j_{\lambda_s, -\varepsilon}| > 1$. Such a situation could be always identified experimentally by applying a small perturbation, which lifts the degeneracy and results in isolated phase transitions [27, 41].

The high-frequency limit $\omega \rightarrow \infty$ can always be mapped onto a static Hamiltonian via the rotating-wave approximation, in which case the winding number $W^\pi$ between Floquet zones is necessarily trivial, $W^\pi \rightarrow \infty \rightarrow 0$. In our model this limit corresponds to the Haldane phase with $\sigma^z \rightarrow \mp 1$ that has been studied extensively both in theory and experiment [6, 14, 44]. The set of topological invariants characterizing the high-frequency limit of our time-dependent model is thus, $(W^0, W^\pi) = (1, 0)$ and we can characterize the other topological phases by tracking the evolution of $W^j$ along the path shown in Fig. 2a by extracting the topological charges $Q_s^j$ and using Eq. (1). As derived in the Supplementary Information, the value of the topological charge is determined by the sign of the local Berry curvature $\Omega^\varepsilon(q_m)$, con-
centrated at the band touching singularity. The concentrated Berry curvature is associated with a $\pi$-Berry flux in quasimomentum space near the gap-closing singularity and the sign of the topological charge is given by the change of sign of this $\pi$-flux across the phase transition (upper panels in Fig. 3d). In the experiment we investigate the local Berry curvature distribution via Hall drift measurements [14, 18] close to the singularity. Due to the finite width of the momentum distribution of the BEC, we obtain a signal that is averaged and weighted according to the momentum-space profile (Supplementary Information). Nonetheless, the change in sign of the Berry flux across the phase transition can be unambiguously defined from a change in sign of the measured deflections $s^\nu_\pm$ across the phase transition

$$Q^\nu_s = \text{sgn} \left( \Delta s^\nu_\pm(q_s) \right), \quad Q_s^\nu = -\text{sgn} \left( \Delta s^\nu_\pm(q_s) \right), \quad (2)$$

$$\Delta s^\nu_\pm(q_s) = \text{sgn}[s^\nu_+(q_s, \lambda_s + \varepsilon)] - \text{sgn}[s^\nu_-(q_s, \lambda_s - \varepsilon)],$$

where the transverse deflection $s^\nu_\pm$ is defined with respect to the energy band the atoms are prepared in.

The sequence starts by applying a force to the atoms by linear acceleration of the lattice (Methods), to adiabatically move the wavepacket in quasimomentum space. The Berry curvature acts like an effective magnetic field adding a transverse component to the atom’s velocity [14, 18, 45, 46]. This anomalous velocity is directly proportional to the Berry curvature and gives rise to a deflection perpendicular to the direction of the force (Eq. (S.3) in the Supplementary Information). We typically move the atoms along high-symmetry paths: $\Gamma - M - \Gamma$ ($\Gamma$-direction) and $\Gamma - K - K'$ ($K$-direction) between $q_0$ and $q_f$ (Fig. 3a), probing regions with non-vanishing Berry curvature at the $\Gamma$- and $K$-points.

Since the force is generated by lattice acceleration, there is an additional longitudinal velocity component, which gives rise to large displacements in the direction of the force $F$. This leads to a non-negligible restoring force from the harmonic trap, which reduces the final longitudinal quasimomentum to $q_{eff} < q_f$, whereas the transverse direction is not affected (Supplementary Information). We record the final position of the cloud after applying the force by taking in situ absorption images and determine the center-of-mass (CoM) position by fitting a two-dimensional (2D) Gaussian function. We perform the same measurement for opposite chirality of the modulation to evaluate the differential deflection $s^\nu_\pm$ (Fig. 3b), which is more robust to systematic deviations in the CoM position of the cloud.

To characterize the Haldane phase and quantitatively validate our experimental approach, we probed the Berry curvature almost in the entire first BZ by measuring deflections along all $K$- and $\Gamma$-directions in the range $q_0 = 0.5\sqrt{3}k_L \rightarrow q_{eff} = 1.33\sqrt{3}k_L$ (Fig. 3c). The Berry curvature around $\Gamma$ as well as around both Dirac points is traversed once by all atoms. We find a good agreement between our experiment and ab initio numerical simulations taking into account the finite Gaussian width $\sigma$ of the momentum distribution (Supplementary Information), which was independently calibrated for each data set and lies in the range $\sigma \in [0.137, 0.168] k_L$. In particular, we observe positive deflections throughout the whole BZ, which coincide well with theoretical calculations that employ a band with $C = 1$. In contrast, we find distinct negative deflections along all $\Gamma$-directions in the anomalous phase, which is consistent with a quasienergy band with trivial Chern number $C = 0$.

In Fig. 3d we show a complete scan of the transverse deflections at the $\Gamma$-point, where the gap closings occur, across the three different phases. We traverse the Berry curvature around the $\Gamma$-point approximately once with the full cloud. The start and end point of the path in reciprocal space as well as the ramp-up of the modulation depend on the parameter regime (inset of Fig. 3d and Methods). At larger modulation frequencies, we measure a slight positive deflection, as expected from the Haldane phase, which then grows when approaching the gap closing point. At the phase transition it suddenly changes to negative values, indicating a change of the winding number by $\text{sgn} \left( \Delta s^\nu_+(\Gamma) \right) = -1$. Combined with the previous energy gap measurements, which indicated a gap closing point in the $\pi$-gap, we conclude that $Q^\nu_s = +1$, according to Eq. (2), and that the winding number $W^\pi$ changes from $0 \rightarrow 1$ (Fig. 2c bottom) across the first phase transition 1-2. This signals the transition to the anomalous phase, where $C = 0$ and $(W^0, W^\pi) = (1, 1)$.

Approaching the second phase transition 2-3, the deflection $s^\nu_\pm$ starts to decrease due to the spreading of the negative Berry curvature in quasimomentum space. Shortly before the gap-closing point at $g^0$, the deflection turns positive and jumps to negative values after the transition. According to Eq. (2) the topological charge at this transition is $Q^\nu_s = -1$, signalling a change of $W^0$ from $1 \rightarrow 0$. At this transition we enter the third topological phase with $C^\pm = \pm 1$ and $(W^0, W^\pi) = (0, 1)$, which is characterized by topological quasienergy bands similar to the Haldane phase with the difference, that there is an edge mode located between FBZs.

To confirm our observations, we further probed the energy gap closings as well as the local Berry curvature for a larger range of modulation parameters (Fig. 4a). Over the full parameter regime shown here and in Fig. 3d, the measured deflections are in quantitative agreement with numerical simulations (Fig. 4b) taking into account the finite momentum-space width and the harmonic trap, without free parameters. We further show the experimentally determined phase boundaries, which were extracted from energy gap measurements at the $\Gamma$-point (Supplementary Information).

The periodic nature of the Floquet bands further allows for direct loading of the atoms into the second band, when the modulation parameters lie in the anomalous phase during the complete ramp-up of the modulation (right panel of Fig. 4c and Methods). This can be understood as follows: In the limit of $m \rightarrow 0$ the quasienergy bands are multiple copies of the static energy bands sep-
Figure 4. Transverse deflections in both bands in the three different phases. **a.** Measured transverse deflections $s_1^\pm$ at the $\Gamma$- (upper panel) and $K$-point (lower panel); the strength of the force was adapted to the different bandgaps, also changing the effective final quasimomentum (Methods). The SEM is on average $\Sigma_{\Gamma} = 0.72(4)\, a$ and $\Sigma_{K} = 0.78(5)\, a$. The dark gray data points correspond to the phase transition points obtained from linear fits to bandgap measurements at $\Gamma$ where the errorbars represent the stepsize of the modulation frequency used in the St"uckelberg interferometry (Supplementary Information). The solid lines show the theoretical phase boundaries. **b.** Calculated transverse deflections, including effects due to the harmonic trap and the calibrated momentum-space widths. Solid lines are the same as in **a.** **c.** Left panel: Transverse deflections $s_1^\pm$ in the second band for $q_0 \to q_{\alpha} \approx 1.25\sqrt{3} \, k_L$ and for $\Gamma \to q_{\alpha} \approx 0.93 \, k_L$ in phase 2 along $\Gamma$; $F_{\text{rel}}/h = 170$ Hz. The modulation parameters are varied along the path depicted in Fig. 2a, the shadings and numbers indicate different topological phases. Errorbars indicate the SEM. Right panel: Variation of the modulation frequency and amplitude and final quasimomentum during the ramp-up and loading into the second band in the different phases, identified by the numbers on the right; $\omega/(2\pi) = \{5, 7, 10\}$ kHz, $m = \{0.3, 0.3, 0.16\}$ (top to bottom).

we were able to probe the Berry curvature of the second band in the different phases around the $\Gamma$- and $K$-points, plotted in the left panel of Fig. 4c. We indeed observe an inversion of the Berry curvature, as expected from theory.

In this work we have presented the first experimental realization of anomalous Floquet phases with cold atoms and its complete characterization using bulk winding numbers $W$, which were deduced by combining energy gap measurements with local Hall deflections. The experimental data is in excellent agreement with numerical band structure calculations involving the first six bands of the modulated lattice over a wide range of parameters explicitly probing three distinct topological phases. Moreover, the large degree of control of our experimental setup and observables facilitated an independent probe of the geometric properties of the first excited band. The successful realization of different topological phases with rather long lifetimes in the non-interacting limit, opens the door to a variety of interesting phenomena, for instance, the properties of edge modes at the boundaries [47–49] or the interplay of disorder and topology in driven systems [50, 51], to name only a few. The many-body regime provides a particularly rich experimental and theoretical playground [28]. Intriguingly, it has been shown that an anomalous Floquet insulator may exhibit a remarkable robustness against disorder [29], which holds great promise for realizing quantized transport at high temperatures. This is due to the non-zero winding number of the Floquet spectrum, which cannot be annihilated even if all bulk states are localized, in contrast to conventional quantum Hall insulators. Moreover, in the anomalous phase one of the quasienergy bands exhibits a moatlike dispersion, i.e. a ring-shaped minimum of near-degenerate states, which can give rise to exotic many-body phenomena [52–54].
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METHODS

Stückelberg interferometry: The energy gaps between the two lowest bands are measured using Stückelberg interferometry [34, 35]. We start by loading the atoms into the lowest band of the static lattice at \( \Gamma \) and then change their quasimomentum non-adiabatically to the point where the bandgap should be probed, which leads to coherent population of the second band. The change in quasimomentum was carried out via linear frequency sweeps of two laser beams, enabling large forces in arbitrary directions in the 2D quasimomentum space. The modulation amplitude was ramped up linearly at the desired modulation frequency within five modulation cycles \( T \) and the acceleration started meanwhile, such that the final quasimomentum was reached at the end of the ramp-up. Then, the atoms were held at the final quasimomentum for integer multiples of the driving cycle and subsequently accelerated back to \( \Gamma \) in the first BZ using the same force as before while ramping down the modulation inversely to the ramp-up. During the hold time, the atoms acquire a dynamical phase depending on the energy band and quasimomentum they are occupying. Driving back non-adiabatically recombines the populations in the two bands leading to oscillations of the band populations in time with a frequency given by the bandgap at the probed quasimomentum.

Considering the first order Floquet copies of the \( s \)-bands, there are two energy gaps that can be probed, the gap at zero energy, \( g^0 \), and between Floquet zones, \( g^\gamma \), with \( g^0 + g^\gamma = \hbar \omega \). Since the hold times are always integer multiples of the modulation cycle, the maximum gap frequency that can be measured is \( \omega_{\text{max}} = \omega/2 \) which would correspond to sampling the cosine-wave with two points per oscillation. This means that we always measure the smaller gap out of \( g^0 \) and \( g^\gamma \), enabling us to differentiate between them as described in the main text.

At certain modulation parameters in the anomalous phase excitations to the second band can occur during the ramp-up due to energy gap closings. This leads only to an offset phase in the Stückelberg oscillations and does not change their frequency. The relative population in the lowest band \( n^1 \) is measured by taking absorption images after performing bandmapping and a time-of-flight (TOF) of 3.5 ms (Supplementary Information). We average the relative population over 3-4 independent experimental realizations for each hold time and extract the oscillation frequency from a fit. Due to the periodic nature of the quasienergy bands, there might be excitations to Floquet copies of the \( p \)-bands, being suppressed with the corresponding Floquet order. This would lead to an oscillation with multiple frequencies which we take into account by fitting a sum of two cosine functions. We also include a possible damping of the oscillation due to dynamical instabilities and atom loss:

\[
\begin{align*}
n^1(t) &= e^{-(t-t_1)\gamma} A_1 \cos(\omega_1(t-t_1)) + A_2 \cos(\omega_2(t-t_2)) + n_0,
\end{align*}
\]

where \( A_1, A_2, \omega_1, \omega_2, t_1, t_2 \) and \( \gamma \) are free fit parameters and the main oscillation frequency is defined as having the larger relative amplitude. For most parameters, the contribution from the second frequency is negligible, it mainly plays a role in the anomalous phase close to the phase transition. In Fig. S4 an example of population oscillations at \( \Gamma \) is shown together with its Fast Fourier transform (FFT), which clearly shows the closing and opening of the energy gaps.

Deflection measurements: For the deflection measurements the force is also applied using lattice acceleration but now it is small compared to the energy gaps, in order to adiabatically move inside a single band. Here, the ramp-up of the modulation depends on the band and topological phase that is probed. When measuring in the first band at modulation frequencies \( \omega/(2\pi) \geq 8 \text{kHz} \), being in the Haldane and anomalous phase, we ramp up the modulation amplitude at the desired frequency while moving the condensate to \( q_0 = 0.5\sqrt{3}k_L \) (the \( M \)-point when driving along the \( \Gamma \)-direction). At this point the final modulation parameters are reached and we continue to accelerate to the final quasimomentum \( q_f \) for the local deflection measurement. The ramp-up time is chosen as the time needed to change the quasimomentum of the cloud from \( \Gamma \) to \( q_0 \), with the given force rounded up to full cycles of the modulation. We have verified independently that the magnitude of the force leads to negligible excitations (Fig. S2b). By moving away from the \( \Gamma \)-point we avoid the gap closing point, which would result in excitations to the second band. We verified that the points in quasimomentum space where the bands have crossed and hybridized (the ring-shaped minimum in the anomalous phase) are always located away from the outer edge of the moving cloud defined by its Gaussian width in reciprocal space, meaning that during the ramp-up the cloud does not traverse regions with non-zero Berry curvature. Hence, we effectively probe the Berry curvature along paths in quasimomentum space starting at a distance of \( q_0 \) from the \( \Gamma \)-point, which was also used in the calculations. For smaller modulation frequencies the phase transition takes place at earlier times during the ramp-up and the lowest frequency for which we used this scheme was set to \( 8 \text{kHz} \) to ensure that the energy gaps the atoms see during the ramp-up are always larger than \( \Delta E/h \approx 1 \text{kHz} \). From the good agreement between the measured deflections and the theoretical calculations we can confirm that for most modulation parameters there can only be minor excitations to higher bands and the Berry curvature probed during the ramp-up is negligible. We also verified the latter experimentally by measuring

\[
\begin{align*}
n^1(t) &= e^{-(t-t_1)\gamma} A_1 \cos(\omega_1(t-t_1)) + A_2 \cos(\omega_2(t-t_2)) + n_0,
\end{align*}
\]
the transverse deflection when accelerating by $q_0$ along the $\Gamma$- and $K$-directions (see Fig. S2a).

For measurements in the anomalous phase with $\omega/(2\pi) < 8$ kHz we ramped the modulation amplitude and frequency simultaneously, starting at $f_0 = 13.3$ kHz which is the modulation frequency at which the relative gap in the Haldane phase is maximal for $m \to 0$. The modulation amplitude was increased linearly in time, while again accelerating the atoms to up to $q_0$, and the frequency was changed exponentially (see also inset of Fig. 3d):

$$\omega(t)/(2\pi) = \frac{f_f - f_0}{e^{m_f t} - 1} \left(e^{m_f t} + 1\right) + f_0,$$

(4)

where the final frequency and amplitude are denoted by $f_f$ and $m_f$, respectively, $t_r$ is the ramp-up time and $p = 20$ for the ramp-up in the anomalous phase. The functional form was motivated by the shape of the phase transition lines, which approximately follow $m(f) \propto e^f$. When using this chirped ramp-up, the time was chosen as being close to the traversing time to $q_0$ but ending at full cycles of the modulation. We verified numerically that for all modulation parameters probed here, the minimal gap and Berry curvature during the ramp-up fulfill the requirements stated above.

In the third phase we start at $f_0 = 2.7$ kHz, which is again at the maximal relative gap, and ramp up according to Eq. (4), but now the parameter $p$ is fitted to maximize the (absolute) energy gap during the ramp-up and the atoms are held at $\Gamma$. When probing the Berry curvature around $\Gamma$, we moved by $q_{\text{eff}} \approx 0.95\sqrt{3} k_L$, so along $\Gamma - M - \Gamma$, which is equivalent to $M - \Gamma - M$ for the modulation parameters used here, as verified numerically. This is not true along the $K$-directions, where we determined the final deflection from $q_0$ to $q_f$ by measuring along the whole path and subtracting the measured deflection when only moving up to $q_0$. Here, the ramp-up time was chosen to be similar to the traversing times used in the other phases ($\approx 1.96$ ms) and ending with a full modulation cycle again.

To probe the second band, we always started in the anomalous phase, where it is connected to the first band of the static lattice for $m \to 0$ (see main text and right panels of Fig. 4c). To probe the anomalous phase, the same ramp-up scheme was used as for the first band in the third phase, but now starting at $f_0 = 4.4$ kHz. To reach the Haldane phase, we first performed a ramp in the anomalous phase from $f_0 = 4.4$ kHz to $m = 0.3$ and $f_f$ at $\Gamma$ with $p$ being fitted to maximize the gap, and then decreased the amplitude linearly to $m_f$, while moving to $q_0$, avoiding the gap closing points. In this case, the atoms do traverse Berry curvature during the second part of the ramp-up, so we determined again the final deflection by subtracting the deflection measured up to $q_0$, now along all directions. In the third phase we used a similar procedure, now ramping up to $m = 0.1$ at $\Gamma$ and then linearly increasing the amplitude to $m_f$.

For the frequency scans presented in Fig. 4a, the force was adapted to the energy gaps: For $m = 0.25$ and $\omega/(2\pi) \geq 8$ kHz we used $F/\hbar = 272$ Hz probing $q_0 \to q_{\text{eff}} \approx 1.40\sqrt{3} k_L$; for $m = 0.3$ in the same frequency range, $F/\hbar = 341$ Hz and $q_0 \to q_{\text{eff}} \approx 1.33\sqrt{3} k_L$. In phase $\Phi$ we probed $\Gamma \to q_{\text{eff}} \approx 0.95\sqrt{3} k_L$ along the $\Gamma$-direction using $F/\hbar = 204$ Hz. In all other cases, $F/\hbar = 204$ Hz and $q_0 \to q_{\text{eff}} \approx 1.33\sqrt{3} k_L$.

For all modulation parameters (including the parameter scans in Fig. 3d and Fig. 4c) except for $m = 0.3$ and $\omega/(2\pi) \geq 8$ kHz and when probing the first band in phase $\Phi$ or the second band in phase $\Phi$ along $\Gamma$, the final quasimomentum was set to $q_f = 1.5\sqrt{3} k_L$ by the lattice acceleration, but the effective values $q_{\text{eff}}$ are reduced due to the restoring force of the harmonic trap (Supplementary Information), which increases for larger longitudinal displacements and hence smaller forces. In the case of $m = 0.3$ and $\omega/(2\pi) \geq 8$ kHz this was taken into account in the experiment and $q_f = 1.38\sqrt{3} k_L$ was programmed yielding $q_{\text{eff}} \approx 1.33\sqrt{3} k_L$, similar to the other measurements. The effective distance traversed during the ramp-up remains $q_0 \approx 0.5\sqrt{3} k_L$, since the real space displacement is still small here. For the theoretical calculations, the full equations of motion were solved numerically, including the harmonic trap and the band dispersion as well as the measured momentum space widths in all cases (Supplementary Information).
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SUPPLEMENTARY INFORMATION

Here, we present calibration measurements and additional data (S1), the detailed theoretical model (S2), the calculation of the edge states in a tight-binding model (S3) and the connection between the topological charge and the Berry curvature (S4).

S1. CALIBRATIONS AND ADDITIONAL MEASUREMENTS

A. Influence of the harmonic trap

We apply a force on the cloud by accelerating the lattice, which leads to a longitudinal velocity of the atoms in the lab frame. Detuning the frequency of one laser beam by $\Delta f = \Delta \omega / (2 \pi)$ changes the quasimomentum of the atoms by

$$\Delta q = \frac{2 \lambda_L m_K \Delta f}{3 \hbar}.$$  \hfill (S.1)

Changing the laser frequency linearly for a time $\Delta t$ gives rise to the force:

$$F = \frac{\hbar \Delta q}{\Delta t} = m_K a_L.$$  \hfill (S.2)

The force is varied by changing the time $\Delta t$ and keeping the final detuning fixed. For the bandgap measurements the applied forces are large and $\Delta t$ is small, leading only to minor displacements in real space, so in this case the effect of the harmonic trap can be neglected. The transverse deflections were probed with smaller forces to ensure that we adiabatically move within a single band, yielding real-space displacements up to $\approx 100 \mu m$. In the presence of the harmonic trap the semiclassical equations of motion read:

\begin{align*}
\dot{x} &= \frac{1}{\hbar} \frac{\partial}{\partial q_y} (q_y) - \frac{1}{\hbar} \left( F_y - \frac{\partial V_{\text{trap}}}{\partial y} \right), \\
\dot{y} &= \frac{1}{\hbar} \frac{\partial}{\partial q_x} (q_x) + \frac{1}{\hbar} \left( F_x - \frac{\partial V_{\text{trap}}}{\partial x} \right), \\
\dot{q}_x &= \frac{1}{\hbar} \left( F_x - \frac{\partial V_{\text{trap}}}{\partial x} \right), \\
\dot{q}_y &= \frac{1}{\hbar} \left( F_y - \frac{\partial V_{\text{trap}}}{\partial y} \right), \hfill \tag{S.3}
\end{align*}

where the trapping potential is given by $V_{\text{trap}} = 0.5 m_K \omega_r^2 (x^2 + y^2)$ with the mean trapping frequency in the $xy$-plane being $\omega_r = 2 \pi \times 27.0(4) \text{ Hz}$ (see below). The additional acceleration terms arise due to the motion of the lattice potential when transforming back into the lab frame and give rise to the longitudinal displacements mentioned above. In these cases the restoring force of the harmonic trap becomes significant along the direction of the force leading to a reduction of the longitudinal displacement and quasimomentum. Hence, a different amount of Berry curvature is traversed in reciprocal space, potentially changing the transverse deflection. In Fig. S1a, the calculated longitudinal quasimomentum center of mass (CoM) and calibration of the momentum space width. a. Calculated quasimomentum CoM $q_{\text{eff}}$ along the direction of the force as a function of the programmed quasimomentum $q_z$ in the presence of the harmonic trap and a static lattice with $V = 6 E_r$ (see Sec. S2). The force is applied along the $\Gamma$-direction and varied between $F a / h = 170 \text{ Hz}$ and $F a / h = 545 \text{ Hz}$, as indicated by the colorbar, and $\sigma = 0.139 k_L$. The black line is the solution without the harmonic trap. The dashed lines mark the quasimomentum $q_0 = 0.5 \sqrt{3} k_L$ up to which we accelerate during the parameter ramp-up in many cases, and the final quasimomentum $q_f = 1.5 \sqrt{3} k_L$. b. Measurement of the momentum space width by observing the population transfer when driving adiabatically across the border of the first BZ. Each point is an average over five individual experimental realizations, errorbars indicate the standard error. The solid line is an errorfunction fitted to the data to determine the Gaussian width $\sigma$.

Figure S1. Calculated longitudinal quasimomentum center of mass (CoM) and calibration of the momentum space width. a. Calculated quasimomentum CoM $q_{\text{eff}}$ along the direction of the force as a function of the programmed quasimomentum $q_z$ in the presence of the harmonic trap and a static lattice with $V = 6 E_r$ (see Sec. S2). The force is applied along the $\Gamma$-direction and varied between $F a / h = 170 \text{ Hz}$ and $F a / h = 545 \text{ Hz}$, as indicated by the colorbar, and $\sigma = 0.139 k_L$. The black line is the solution without the harmonic trap. The dashed lines mark the quasimomentum $q_0 = 0.5 \sqrt{3} k_L$ up to which we accelerate during the parameter ramp-up in many cases, and the final quasimomentum $q_f = 1.5 \sqrt{3} k_L$. b. Measurement of the momentum space width by observing the population transfer when driving adiabatically across the border of the first BZ. Each point is an average over five individual experimental realizations, errorbars indicate the standard error. The solid line is an errorfunction fitted to the data to determine the Gaussian width $\sigma$. 

Along the transverse direction the real space displacements are small leading only to minor changes in the quasimomentum due to the trap. To calculate the transverse deflections we numerically solved the set of equations in (S.3) including the band dispersion and the harmonic trap. The resulting transverse quasimomentum components were $q_{\perp} \lesssim 0.005 k_L$ for all modulation parameters used in this work, meaning that the transverse band derivative is negligible, since the paths in reciprocal space are still well directed along the high-symmetry lines of the lattice. Hence, it is justified that that the transverse deflection measured in the experiments is indeed proportional to the Berry curvature.

The trapping frequency was measured in the presence of a static lattice with $V = 6 E_r$ by observing the breathing mode of the BEC insitu after a quench of the in-plane harmonic confinement. We fitted a 2D Gaussian to the absorption images, with the principle axes directed along the propagation directions of the trapping beams.
in the $xy$-plane, to extract the oscillation of the real-space width. In our system, the trapping frequency along the vertical direction is about 8-times larger than the in-plane frequency. According to [S1], the in-plane trapping frequency can thus be extracted from the frequency $f_b$ of the breathing mode as:

$$f = \sqrt[3]{10^{f_b}}.$$

The corresponding trapping frequencies along the dipole axes were $f_X = 27.9(7) \text{ Hz}$ and $f_Y = 26.8(4) \text{ Hz}$ giving the weighted average value of $f = 27.0(4) \text{ Hz}$ mentioned above.

**B. Momentum space width**

Due to finite temperatures, harmonic confinement and on-site interactions, the BEC is broadened in reciprocal space, which we describe by a symmetric Gaussian momentum distribution with width $\sigma$. The width was determined experimentally by performing a knife-edge measurement in reciprocal space: the quasimomentum is changed adiabatically by one reciprocal lattice vector along the $\Gamma$-direction using a force of $Fa/h = 204 \text{ Hz}$ and performing bandmapping [S2] at certain quasimomenta along the path. Since the velocity component imposed by the moving lattice is directed opposite to the Bloch oscillation, the atoms appear, when bandmapping, at the $\Gamma$-point within the first BZ. When some of the atoms reach the edge of the BZ they appear at the $\Gamma$-point in the next BZ, so we count the relative population in the first BZ (similar to the bandgap measurements) depending on the quasimomentum. The amount of atoms in the first BZ is given by the integral over the Gaussian distribution and hence described by an errorfunction. An exemplary measurement is depicted in Fig. S1b along with the resulting fit. The width of the error function was obtained from the fit, all other parameters were fixed. For every measurement of the transverse deflections we determined the width in reciprocal space immediately before or after the measurement and used this to calculate the corresponding theory values (see Sec. S2 B).

**C. Deflections during ramp-up and test of the used forces**

To probe the Berry curvature in the Haldane and anomalous phase the modulation amplitude and partly the modulation frequency were ramped up while driving to $q_0$. Using the band structure calculations we verified that during the ramp-up the points where the two lowest bands potentially had touched and hybridized, which is the location of the additional negative Berry curvature in the anomalous phase, is always located away from the edge of the moving cloud in reciprocal space (see Methods). Since we are accelerating along high-symmetry lines in reciprocal space, the band derivatives along the transverse direction average to zero. Hence, there should be no deflection during the ramp-up and the measured transverse deflection can be assumed to correspond to a path in reciprocal space starting at $q_0$. This is confirmed by the data in Fig. S2a, showing the measured transverse deflections along the $\Gamma$- and $K$-direction up to a distance of $q_0$ for $m = 0.25$ and different modulation frequencies.

We also verified that the forces we used to measure the transverse deflections were sufficiently small to avoid a reduction of the deflections due to excitations to the second band. We measured the deflections depending on the applied force when driving by $q_{\text{eff}} \approx 1.25 \sqrt[3]{k_L}$ along the $\Gamma$- and $K$-directions for modulation parameters in the anomalous phase (see Fig. S2b). The final quasimomenta for the lattice acceleration were chosen such that the effective length of the traversed path in reciprocal space was similar for all forces. For $Fa/h > 300 \text{ Hz}$, the deflections along both directions are smaller than predicted by the theoretical calculations due to excitations to the second band. The modulation parameters chosen here lie close to the phase transition with energy gaps $\Delta E(K)/h = 1500(30) \text{ Hz}$ and $\Delta E(\Gamma)/h = 1110(70) \text{ Hz}$. The measured deflections saturate for smaller forces which happens earlier along the $K$-direction, also indicating the larger energy gap compared to $\Gamma$. In total, the chosen forces of $Fa/h = 170 \text{ Hz}$ and $Fa/h = 204 \text{ Hz}$ used for these modulation parameters are sufficiently small, which is also confirmed by the overall good agreement between the measured deflections and the theoretical calculations, where we assume population in a single band.

**D. Bandgap measurements for frequency scans**

To explore the phase diagram shown in Fig. 1c we probed the bandgaps and Berry curvature for a broad
Figure S3. Energy gaps $\Delta E$ at $\Gamma$ and $K$ depending on the modulation frequency for modulation amplitudes $m = \{0.2, 0.22, 0.25, 0.27, 0.3\}$ measured with Stückelberg interferometry using $Fa/h = 1362$ Hz. The energy gap at $K$ (gray circles) remains open over the full parameter range. The gap at $\Gamma$ shows multiple closings, indicating the transitions from the Haldane to the anomalous and third phase with decreasing frequency. With increasing amplitude an avoided crossing appears at modulation frequencies around $\omega/(2\pi) = 15$ kHz. The solid green and grey lines are the corresponding theoretical minimal gaps calculated using six bands, the solid blue lines in the last two panels are the theoretical gaps from a two-band model (see Sec. S2). The red dashed lines are fits $\propto |\omega|$ to the bandgaps at $\Gamma$ to determine the phase transitions (see text). The errorbars indicate fitting errors from the oscillation fits, every oscillation consists of 23 points each averaged over 3-4 individual experimental realizations.

range of modulation parameters in different topological phases. The measured transverse deflections along the $\Gamma$- and $K$-directions are shown in the main text in Fig. 4a accompanied by the experimentally determined phase transitions. The corresponding gap measurements at $\Gamma$ and $K$ are displayed in Fig. S3 together with the theoretical values from our model including the six lowest energy bands. For $m = 0.3$ we also show the result of a model truncated to the lowest two energy bands. At the phase transitions, the (absolute) energy gap at $\Gamma$ closes and reopens linearly with the modulation frequency for constant modulation amplitude. To determine the phase transition points, we fitted $\Delta E/h = n \cdot |\omega - \omega_0|/(2\pi)$ to the slope on the left and right of the gap closings, with $n = 1$ and $n = 2$ for the first and second phase transition. The second phase transition could only be obtained for $m \geq 0.25$. The errors for the phase transitions are $\sigma_{\text{tot}} = \sqrt{\sigma_{\text{fit}}^2 + \sigma_{\text{sys}}^2}$ with the fit errors $\sigma_{\text{fit}}$ and the systematic errors $\sigma_{\text{sys}}$. The latter are given by the stepsize $\Delta \omega/(2\pi) = 300$ Hz used in the energy gap measurements which is dominating the fit errors $\sigma_{\text{fit}} \in [20, 70]$ Hz.

We also measured the energy gaps at $K$ to validate our theoretical calculations and pick the forces for the deflection measurements appropriately. For large modulation frequencies and amplitudes the influence of the $p$-bands becomes significant which can be seen in the jumps of the energy gap around $\omega/(2\pi) = 15$ kHz. Due to the coupling between the different bands, gaps open at avoided crossings, which increase with modulation amplitude. These manifest in discontinuities in the effective Floquet bands and the corresponding energy gaps. The experimental data is well reproduced by a six-band model, signalling that coupling to even higher bands with $\mu > 6$ can be neglected. A two-band model fails to capture all signatures of the experimental data, as illustrated by the comparison for $m = 0.3$ in Fig. S3: The overall shape of the energy gap at $\Gamma$ is similar, but the first phase transition is shifted, whereas the difference between the two models decreases for smaller modulation frequencies. This is expected since the modulation frequency becomes more detuned from the energy gap to the $p$-bands. At $K$, the theoretical curves also coincide at small frequencies but in the Haldane phase the deviations are larger, especially the jumps at the avoided crossings are not captured by a two-band model. The general mechanism of the phase transitions is captured by a simple two-band model but to quantitatively describe the experiments performed here, a six-band model is necessary.

E. Stückelberg interferometry

All energy gaps presented in this work were measured using Stückelberg interferometry as described in
the Methods. To quantify the amount of atoms in the first and second band, we take absorption images after performing bandmapping at Γ giving distinct peaks corresponding to the different bands, as shown in the insets of Fig. S4a. The atoms in the lowest band appear in the center, whereas atoms in the second to sixth band are distributed over the outer peaks. The forces were chosen sufficiently large to ensure population of the second band but not too large to avoid excitations to the p-bands which can also be assumed to be small due to the good agreement of the measured energy gaps with the calculated minimal gaps. We sum up the pixels inside each of the seven regions of interest (ROIs) drawn as yellow circles with radius R in the insets of Fig. S4a. To account for inhomogeneities in the background due to the finite size of the imaging beam, we also count the pixels in a larger ROI with radius √2R (grey circles). The pixel counts for each peak are then obtained as 2Σ
\[ R \]− ∑√\[ R \] and the relative population in the lowest band is given by the counts in the central peak divided by the total counts.

An example of the population oscillations at Γ for different modulation frequencies and \( m = 0.25 \) is presented in Fig. S4a, already showing the decrease of the oscillation frequency towards the phase transitions. To obtain the points in Fig. 2 and Fig. S3 we fit a sum of cosines to each population curve as described in the Methods section of the main text. However, the change in the oscillation frequency can also be seen directly by performing a Fast Fourier transform (FFT) of the population oscillation (Fig. S4b) where the gap closings at the two phase transitions are clearly visible as well as additional small frequency components appearing around \( ω/(2π) = 10 \text{kHz} \) probably arising from weak coupling to Floquet copies of the p-bands.

**F. Lifetimes**

We measured the lifetime of the BEC at Γ in all three topological phases probed in this work. As described in the main text, in the anomalous phase the first band of the static lattice is adiabatically connected to the second band of the modulated lattice which has an energy minimum at Γ. Hence we probed the lifetime for the anomalous phase in the second band by ramping the modulation frequency and amplitude simultaneously in a non-linear fashion (see Methods) to directly access the anomalous phase. The third phase was probed in the first band, using a similar ramp-up but starting at a smaller modulation frequency. After ramping up the modulation we held the atoms at the Γ-point in the modulated lattice for different times \( t = nT \) with \( n \in \mathbb{N} \), then ramped down the modulation and performed bandmapping after 10 ms TOF. In the Haldane phase (for amplitude and phase modulation) the ramp time was fixed to 5T, in the anomalous and third phase we used 12T and 77-8T respectively, corresponding to \( ≈ 2 \text{ms} \). The population in the lowest band was then counted as \( Σ^1 = 2Σ_R − Σ_{√R} \) for the central peak using the main and background ROIs described above for the St"{u}ckelberg oscillations. The population exhibited an exponential decay as a function of the hold time for most modulation parameters, so we fitted the function \( Σ^1(t) = Ae^{-t/τ} + y_0 \) to it and extracted the parameters \( A, y_0 \) and the lifetime \( τ \), whereas all of them were constrained to be real and positive. The fitted offset was negligible in most cases, since we measured up to times \( t \) at which almost no atoms were left.

In the Haldane phase (Fig. S5a) we compared the lifetime for different modulation amplitudes at \( ω/(2π) = 10 \text{kHz} \) and for \( m = 0.1 \) at \( ω/(2π) = 20 \text{kHz} \). The lifetimes increase linearly for smaller modulation amplitudes and larger frequencies moving away from the first phase transition. The value for \( m = 0.1 \) and \( ω/(2π) = 20 \text{kHz} \) is comparable to the lifetime in the static lattice. In the anomalous phase (Fig. S5b) the lifetimes are much smaller and depend mainly on the modulation frequency. For \( ω/(2π) = 7 \text{kHz} \) the system is deep in the anomalous phase and exhibits similar lifetimes for all amplitudes, whereas the lifetime is reduced significantly for \( ω/(2π) = 10 \text{kHz} \) and slightly decreases with the modulation amplitude. In the third phase (Fig. S5c) the lifetimes increase and strongly depend on the modulation amplitude and frequency. The parameters were chosen such that they have equal distance to the phase transition and the lifetimes are reduced by almost two orders of magnitude for larger amplitudes and higher frequencies. The last panel of Fig. S5 shows the lifetimes in the Haldane phase as a function of the scattering length which we can tune using a Feshbach resonance (see main text).
S2. NUMERICAL CALCULATIONS

A. Effective Hamiltonian and energy bands

In the experiments, we directly probe the properties of the bulk from which we can deduce the topological winding numbers associated with the band gaps. These topological invariants determine the existence of chiral edge modes in the system (not measured in the experiment).

To obtain the bulk energy bands and corresponding Berry curvatures in the modulated lattice we numerically calculated the effective Hamiltonian \( H_{\text{eff}} \), which is defined via the time-evolution operator \( U(T) \) over one full period of the drive:

\[
H_{\text{eff}} = \frac{i\hbar}{T} \ln(U(T)), \quad U(T) = \mathcal{T} e^{-\frac{i}{\hbar} \int_0^T H(t) dt}, \quad (S.4)
\]

where \( \mathcal{T} \) denotes time-ordering and \( \ln \) the matrix logarithm. To numerically calculate \( H_{\text{eff}} \), the time-dependent Hamiltonian is evaluated at 300 discrete timesteps \( t_l \) within one driving period. We set \( T = 1 \) for the integration over one driving period to simplify the numerics.

For each set of parameters \((q, m)\) we calculated the instantaneous Hamiltonian \( H(t_l, q, m) \) at each timestep \( t_l \) in the basis of plane waves and projected it to its six lowest eigenstates:

\[
H_p^*(t_l, q, m) = M^\dagger(t_l, q, m) \cdot H(t_l, q, m) \cdot M(t_l, q, m),
\]

where the columns of the matrix \( M \) are the eigenstates of \( H \) corresponding to the six lowest eigenvalues and \( \cdot \) denotes matrix multiplication. The resulting \( 6 \times 6 \)-matrices \( H_p^* \) are then transferred to a common basis consisting of the six lowest eigenstates of \( H(t = 0, q = 0, m = 0) \), being the columns of the Matrix \( M_0 \). The basis change is done as:

\[
H_p(t_l, q, m) = B(t_l, q, m) \cdot H_p^*(t_l, q, m) \cdot B^{-1}(t_l, q, m),
\]

\[
B(t_l, q, m) = M_0^\dagger \cdot M(t_l, q, m).
\]

The time-evolution operator is then calculated from the projected Hamiltonians at each timestep:

\[
U(T, q, m, f) = \Pi_l e^{-\frac{i}{\hbar} H_p(t_l, q, m) \Delta t_l}, \quad (S.5)
\]

with \( f = \omega/(2\pi) \), and the effective Hamiltonian (in units of \( \hbar \omega \)) is given by

\[
H_{\text{eff}}(q, m, f) = \frac{i}{2\pi} \ln(U(T, q, m, f)). \quad (S.6)
\]

Due to the periodic driving, the energies are not bounded any more and the band of \( H_{\text{eff}} \) that is connected to the lowest band of the static Hamiltonian not necessarily appears as the lowest. In our case, we are interested in
the two lowest bands, which are adiabatically connected to the two \( s \)-bands of the static lattice.

To extract the two lowest bands, we scanned the quasimomentum across the first BZ, calculated the six eigenstates and eigenenergies of each \( H_{\text{eff}}(q,m,f) \) and determined which of the states had the maximal overlap with the first and second eigenstate from the last \( q \)-step. For the initial step we considered the overlap with the first two unit vectors, being the eigenstates of the two lowest bands in the static lattice. The state overlap is defined as the fidelity \( F_{ij} \):

\[
F_{ij} = |\langle \phi(q_i, m, f) | \phi(q_j, m, f) \rangle|^2. \tag{S.7}
\]

Especially at high modulation frequencies and amplitudes, all six bands couple and many avoided crossings appear. In the vicinity of these points, the eigenstate-overlap decreases and there can be several states having an overlap of similar magnitude with the first or second state of the last step. If the overlap with the previous eigenstate dropped below a certain threshold, we used the overlap with the unit vectors instead to avoid false attributions. The threshold value depends on the modulation parameters, i.e., for low modulation frequencies it could be set to 0.5, using the eigenstate-overlap mostly everywhere. By checking the bands in the first BZ as well as on a 1D-high-symmetry line (\( \Gamma - M - K - \Gamma \)), we determined the optimal limits for the fidelity for each band and set of modulation parameters. The results for two bands shown in Fig. S3 were obtained by the same procedure but projecting the instantaneous Hamiltonian at each timestep to its two lowest eigenstates.

B. Transverse deflections

From the eigenstates of the two lowest bands we numerically calculate the Berry curvature according to Ref. [S5] on a rhombic grid spanning the first BZ. For the numeric integration of Eq. (S.3) we interpolate the Berry curvature and the band derivatives on a large quadratic grid spanning several BZs to be able to simulate the full curvature and the band derivatives on a large quadratic grid spanning the first BZ. For the numerically calculate the Berry curvature according to Eq. (S.3) along the \( \Gamma \) and \( K \)-direction with the initial points lying on a circle centered around the starting point after the ramp-up, given either by the values above or, when measuring along the \( \Gamma \)-direction in the first band and third phase or the second band and anomalous phase, by \( q_\parallel = 0 = q_\perp \) (see Methods). The time span was determined by the corresponding force and the programmed quasimomentum distance of \( 1.5\sqrt{3} k_L - q_0 \) (or \( 1.0\sqrt{3} k_L \), respectively). The CoM deflection and quasimomentum were obtained as the average over the final values, again using the Gaussian weights of the independently calibrated density distribution. For modulation parameters lying in between the experimental points, the Gaussian width of the closest measured point was used. The approximate final values \( q_{\text{eff}} \) for the longitudinal quasimomentum mainly depend on the magnitude of the applied force and the time for which it is applied, whereas the influence of the band derivatives and the force direction is negligible.

S3. CALCULATION OF EDGE STATES IN A TIGHT-BINDING MODEL

As described in the main text, in a periodically-driven system the net number and chirality of edge modes per energy gap is given by the winding number of the respective gap, allowing for a full characterization of the system using topological invariants of the bulk only. In addition to the determination of the winding numbers we also calculated the energy spectrum of the effective Hamiltonian on a stripe-geometry displaying the dispersion of the edge states directly. We employed a two-band tight-binding model defined on a stripe terminated by an armchair-edge in the \( y \)-direction and with periodic boundary conditions along \( x \) (Fig. S6a).

Due to hybridization between the \( s \)- and \( p \)-bands for large modulation frequencies, the lowest six energy bands have to be taken into account to quantitatively understand the position of the phase transitions for the model realized in our experiment (Sect. S2 A). Considering only the two lowest bands results in a shift of the transition points (see last two panels of Fig. S3), but the general nature of the topological phase diagram remains unchanged. In this section we present an approximate description based on a two-band tight-binding model with time-dependent nearest-neighbor hoppings that allows us
to compute the dispersion of the edge modes directly.

The modulation of the relative intensities leads to a modulation of the distance between neighbouring lattice sites, which can be expressed as time-dependent tunneling matrix amplitudes in the tight-binding limit. The unit cell of the stripe consists of \( N \) dimers along the \( y \)-direction and has a width of \( 3a \) in the \( x \)-direction. Due to the periodicity along \( x \), the Hamiltonian can be Fourier-transformed along this direction with quasi-momentum \( q_x \in [-\frac{\pi}{M}, \frac{\pi}{M}] \). Including time-dependent nearest-neighbour tunneling along the directions \( \delta_i \) with amplitudes \( J_i(t) \), \( i = \{1, 2, 3\} \) and setting the energy offset between the \( A \)- and \( B \)-sites to zero, the Hamiltonian reads

\[
\hat{H}_{tb}(q_x, t) = -\sum_{n, q_x} J_1(t) \left( e^{-i q_x \delta_1} \hat{\alpha}^\dagger_{q_x}(n) \hat{\beta}_{q_x}(n) + c.c. \right)
+ J_2(t) \left( e^{i q_x \delta_2} \hat{\alpha}^\dagger_{q_x}(n) \hat{\beta}_{q_x}(n + 1) + c.c. \right)
+ J_3(t) \left( e^{i q_x \delta_3} \hat{\alpha}^\dagger_{q_x}(n + 1) \hat{\beta}_{q_x}(n) + c.c. \right),
\]

where \( \hat{\alpha}^\dagger_{q_x}(n) \) and \( \hat{\beta}^\dagger_{q_x}(n) \) create a particle with quasimomentum \( q_x \) on the \( n \)-th \( A \)- and \( B \)-site within the stripe.

To extract the time-dependent tunneling amplitudes, we fitted the energy bands of the two-band tight-binding model for the system without boundaries to the two lowest energy bands of the full Hamiltonian for a fixed modulation amplitude at every timestep \( t l \) within one driving period. The fit was performed on both energy bands in the entire 2D-BZ, yielding the values of \( J_i(t_l) \), \( i = \{1, 2, 3\} \) within one modulation cycle. In the full six-band Hamiltonian of our time-dependent hexagonal lattice model, particle-hole symmetry is broken resulting in an asymmetry of the two \( s \)-bands. This could be accounted for by including next-nearest-neighbour hoppings and coupling to \( p \)-orbitals, however, for a conceptual understanding of the phase diagram, the simple two-band model of Eq. (S.8) is sufficient. In general, the nearest-neighbour hopping amplitude between two sites is expected to depend exponentially on the height of the potential barrier between the sites. Hence, we described the time-dependence of the hopping amplitudes as

\[
J_i(t) = A e^{B \cos(\omega t + \phi_i)} + C \quad i = \{1, 2, 3\},
\]

with \( \phi_i = \frac{2\pi}{m} \times (i - 1) \) and \( A, B, C \) are free variables that depend on the modulation amplitude. This function was fitted to the extracted hopping amplitudes. Using the time dependent hopping amplitudes we calculated the effective Hamiltonian by integration of \( \hat{H}_{tb}(q_x, t) \) over one driving period according to Eq. (S.4) for every \( q_x \). The resulting \( 2N \) quasienergies are shown in Fig. S6b as a function of the quasimomentum \( q_x \) for \( N = 50, m = 0.25 \) and different modulation frequencies describing the three topological phases. The first plot with \( \omega / (2\pi) = 16 \) kHz corresponds to the Haldane phase, where a pair of chiral edge modes is visible in the gap at zero quasienergy. For a system with an armchair edge being periodic along \( x \), the \( \Gamma \) - and \( K \)-point are both displayed at \( q_x = 0 \). At \( \omega / (2\pi) = 8 \) kHz the system is in the anomalous phase exhibiting an additional pair of edge modes in the \( g^0 \)-gap between FBZs. In the third phase with \( \omega / (2\pi) = 4 \) kHz the are no edge modes at zero quasienergy in the \( g^0 \)-gap, but there exist chiral edge modes in the \( \pi \)-gap, characterizing a Haldane-like topological phase.

S4. WINDING NUMBERS AND TOPOLOGICAL CHARGE

The change in winding number across a topological phase transition is defined via the topological charge \( Q^s_t \) of the band touching singularity as defined in Eq. (1) in the main text. We consider a three-dimensional parameter space spanned by the quasimomentum \( q \) and \( \lambda \), which smoothly connects a family of Hamiltonians...
and accordingly, the topological charge $Q_s^\pi$ in the gap $g^\pi$ is defined via the Berry curvature of the upper band $\Omega^\pi$.

One possibility to measure the topological charge associated with the singularity is to determine the flux through a sphere containing the band touching point or equivalently through a cube as depicted in Fig. S7a, which would require Berry flux measurements through the six surfaces of the cube in $(q, \lambda)$-space. This idea, however, can be simplified, if we consider the limit of $2\varepsilon \to 0$ and shift the origin trivially, such that the singularity located at $\xi$ is at the origin $\xi = 0$. In this limit, the Berry flux through the two surfaces just before and just after the phase transition (Fig. S7b) in $q$-space is determined by

$$\phi_{\pm\varepsilon} = \int_{-q_0^\varepsilon}^{q_0^\varepsilon} dq_x \int_{-q_y^\varepsilon}^{q_y^\varepsilon} dq_y \, \Omega_{\lambda_s, \pm\varepsilon}^{-} (q_s)$$

$$\phi_{\pm\varepsilon} \xrightarrow{\varepsilon \to 0} \pm \pi$$  \hspace{1cm} (S.13)

Infinitesimally away from the band-touching singularity, the Berry curvature is perfectly localized in the $q_xq_y$-plane giving rise to a flux of $\pm \pi$. Thus, in order to determine the sign of the topological charge we simply need to detect the sign of the $\pi$ Berry flux on both sides of the phase transition:

$$\frac{1}{2\pi} \Delta \phi^{-} (q_s) \xrightarrow{\varepsilon \to 0} Q_s^0,$$  \hspace{1cm} (S.14)

with $\Delta \phi^{-} (q_s) = (\phi_{+\varepsilon} - \phi_{-\varepsilon})$. The Berry flux $\phi$ is proportional to our measured deflections $s_{\pm\varepsilon}$, however, in the experiment we perform a weighted average according to the momentum distribution of our condensate as discussed in Section S2B. Nonetheless, if the spread is not too large and if we can perform the measurement close enough at the phase transition point, we can identify the topological charge of the singularity by determining the sign of the local Hall drifts across the phase transition [S4, S9]:

$$Q_s^0 = \text{sgn} \left( \Delta s_{\mp\varepsilon}^{-} (q_s) \right) = -\text{sgn} (\Delta s_{\pm\varepsilon}^{+} (q_s))$$ \hspace{1cm} (S.15)

Equivalently, the topological charge of the $\pi$-gap is determined by

$$Q_s^\pi = -\text{sgn} \left( \Delta s_{\mp\varepsilon}^{-} (q_s) \right) = \text{sgn} (\Delta s_{\pm\varepsilon}^{+} (q_s)),$$ \hspace{1cm} (S.16)
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