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Abstract

We study the robust matrix completion problem for the low-rank Hankel matrix, which detects the sparse corruptions caused by extreme outliers while we try to recover the original Hankel matrix from partial observation. In this paper, we explore the convenient Hankel structure and propose a novel non-convex algorithm, coined Hankel Structured Gradient Descent (HSGD), for large-scale robust Hankel matrix completion problems. HSGD is highly computing- and sample-efficient compared to the state-of-the-arts. The recovery guarantee with a linear convergence rate has been established for HSGD under some mild assumptions. The empirical advantages of HSGD are verified on both synthetic datasets and real-world nuclear magnetic resonance signals.

1 Introduction

Recently, the problems of Hankel matrix have received much attention. A complex-valued Hankel matrix has identical values on every antidiagonal:

\[
Hx = \begin{bmatrix}
x_1 & x_2 & \cdots & x_{n_2} \\
x_2 & x_3 & \cdots & x_{n_2+1} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n_1} & x_{n_1+1} & \cdots & x_n
\end{bmatrix} \in \mathbb{C}^{n_1 \times n_2},
\]

where \(x = [x_1, x_2, \cdots, x_n]^\top \in \mathbb{C}^n\) is a vector consisting of the distinct entries of the Hankel matrix, and the linear operator \(H : \mathbb{C}^n \to \mathbb{C}^{n_1 \times n_2}\) is called Hankel mapping. Note that we always have \(n = n_1 + n_2 - 1\) regardless of the shape of the Hankel matrix. Hence, a Hankel matrix can always be efficiently mapped from a much smaller vector.

The low-rank Hankel matrix has arisen in various applications; for instance, nuclear magnetic resonance (NMR) spectroscopy [20, 29, 31], medical imaging [21, 22], seismic imaging [14, 30], and autoregression [24, 26]. In real-world applications, there are often two major challenges for data analysis:
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1. Missing data. Due to hardware limitations or time constraints, only partial data can be obtained \[34\]. By the structure of the Hankel matrix, we naturally know all the values on an antidiagonal once we observe one entry on it. In this sense, the partial observation of a Hankel matrix must also be Hankel structured.

2. Extreme outliers. Due to hardware malfunction, the recorded data are often sparsely corrupted by extreme outliers \[37\]. Note that the outliers are usually Hankel structured as well due to the nature of these applications. In fact, the outliers who corrupt only a few entries on an antidiagonal can be easily detected by comparing all values on that antidiagonal. Thus, we are only interested in the Hankel structured outliers that destroy some antidiagonals completely.

In the NMR spectroscopy example, observing the full signal is very time-consuming and can take up to months. Thus, the researchers often deal with the partially observed signal due to time constraints. On the other hand, impulse noise often causes sparse corruptions on the observed signal, which can be viewed as additive outliers.

In this paper, we aim to handle both these challenges simultaneously by solving the Robust Low-rank Hankel Matrix Completion (RHC) problem: Given the sparsely corrupted partial observations on the Hankel matrix, we want to recover the original low-rank Hankel matrix. Note that the observations are Hankel structured since observing one entry gives the information for an entire antidiagonal. In addition, we are only interested in the sparse corruptions with Hankel structured support since (i) unstructured outliers can be easily removed when we sample multiple entries on the same antidiagonal\(^1\) or (ii) corrupting very few entries is equivalent to corrupting the entire antidiagonal if only very few entries were sampled. Moreover, in many applications, e.g., NMR spectroscopy, only one entry (viz. one copy) may be observed for each antidiagonal. Thus, adding outliers to such observations is the same as adding Hankel structured outliers.

With all the participants in the Hankel structure, we can write the RHC problem in the following form: Consider

\[
\mathcal{H} y = \mathcal{H} x^\natural + \mathcal{H} w^\natural,
\]

where \(\mathcal{H} x^\natural \in \mathbb{C}^{n_1 \times n_2}\) is the underlying low-rank Hankel matrix and \(\mathcal{H} w^\natural \in \mathbb{C}^{n_1 \times n_2}\) is the Hankel structured sparse corruption matrix. The problem is to recover \(\mathcal{H} x^\natural\) (or equivalently \(x^\natural \in \mathbb{C}^n\)) from the sparsely corrupted partial observation

\[
\mathcal{H} \Pi_\Omega y = \mathcal{H} \Pi_\Omega (x^\natural + w^\natural),
\]

where \(\Omega \subseteq [n]\) is the index set of the observed entries in corresponding vector form. \(\Pi_\Omega : \mathbb{C}^n \to \mathbb{C}^n\) is the sampling operator defined by \([\Pi_\Omega y]_i = y_i\) if \(i \in \Omega\), or otherwise \([\Pi_\Omega y]_i = 0\). Naturally, we consider the loss function:

\[
\frac{1}{2p} \| \mathcal{H} \Pi_\Omega y - \mathcal{H} \Pi_\Omega (x + w) \|_F^2,
\]

where \(p\) is the probability of an entry being observed. One can see that the RHC problem can be efficiently described in a more straightforward vector form \(\Pi_\Omega y = \Pi_\Omega (x^\natural + w^\natural)\). However, the corresponding vector loss function \(\frac{1}{2} \| \Pi_\Omega y - \Pi_\Omega (x + w) \|_2^2\) is not equivalent to the original Hankel matrix loss function Eq. (3), because antidiagonals contain different numbers of repeated entries. Thus, we must adjust the weights of the entries in the vector loss function. To this end, we introduce

\(^1\)Applying a simple median filter will remove the outlier(s) as long as less than half of the observations on this antidiagonal were corrupted.
the reweighting operator \( D : \mathbb{C}^n \rightarrow \mathbb{C}^n \) defined as \( [Dx]_i = \sqrt{\zeta_i}x_i \), where \( \zeta_i \) is the number of entries on the \( i \)-th antidiagonal of an \( n_1 \times n_2 \) matrix, so that
\[
\frac{1}{2p} \| \Pi_{\Omega}Dy - \Pi_{\Omega}D(x + w) \|^2_2
\]
is equivalent to Eq. (3). For the interested reader, we extend further discussion on the necessity of the reweighting operator in the supplementary material. For ease of presentation, we introduce the reweighted notations:
\[
f := Dy, \quad z := Dx, \quad s := Dw, \quad G := H D^{-1}.
\]
Note that \( Gf = Hy, \quad Gz = Hx, \) and \( Gs = Hw \). Combined with the low-rank constraints on \( x \) and the sparse constraints on \( w \), we have the vector formula that is equivalent to the original Hankel matrix formula:
\[
\begin{align*}
\minimize_{z, s \in \mathbb{C}^{n_1}} & \quad \frac{1}{2p} \| \Pi_{\Omega}f - \Pi_{\Omega}(z + s) \|^2_2 \\
\text{subject to} & \quad \text{rank } (Gz) = r, \quad \Pi_{\Omega}s \text{ is } \alpha p \text{-sparse},
\end{align*}
\]
where \( \alpha p \)-sparsity will be formally defined as Assumption 3 later. Note that \( D^2 = H^*H \) and \( G^*G = I \) where \( (\cdot)^* \) denotes the adjoint operator. Hence, RHC can be viewed as robust matrix completion on an orthonormal basis.

1.1 Assumptions and notation

In this subsection, we present the problem assumptions and notation that will be used for the rest of the paper. We start with the sampling model for the observations.

**Assumption 1** (Bernoulli sampling). The set of sampling index \( \Omega \) is drawn by the Bernoulli model with probability \( p \). That is, the \( i \)-th entry of \( y \) is observed with probability \( p \) independent of all others.

Note that the entries on an antidiagonal are repeated. Thus, for sampling efficiency, we will sample no more than once on each antidiagonal for sampling efficiency. Hence, our sampling model is presented on the vector that consists of the distinct elements of the Hankel matrix. In practice, the actual probability \( p \) is usually unknown, and it is common to take \( p = |\Omega|/n \). For the reader’s interest, we highlight that a similar method and theorem can also be developed for the uniform sampling model with no extra difficulty.

**Assumption 2** (\( \mu \)-incoherence). The rank-\( r \) Hankel matrix \( Hx^k = Gz^k \in \mathbb{C}^{n_1 \times n_2} \) is \( \mu \)-incoherent, i.e., there exists a constant \( \mu \) such that
\[
\| U^k \|_{2, \infty} \leq \sqrt{\mu c_s r/n} \quad \text{and} \quad \| V^k \|_{2, \infty} \leq \sqrt{\mu c_s r/n},
\]
where \( U^k \Sigma^k V^{k*} \) is the compact SVD of \( Hx^k \) and \( c_s = \max\{n/n_1, n/n_2\} \).

The assumption of incoherence was first introduced in [12] and has been widely used in RPCA and matrix completion studies. The parameter \( \mu \) describes how evenly the information is distributed among the entries of the matrix, and its value is small in a well-conditioned dataset. Empirically,
many applications related to low-rank matrices, such as face recognition [30] and video background subtraction [4], satisfy the incoherence condition with small $\mu$. In this paper, Assumption 2 is a Hankel variation of the standard incoherence. In the applications of Hankel matrix, the parameter $\mu$ is often very small. For example, in the application of spectrally sparse signal, $\mu = O(1)$ if the signal is well separated in the frequency domain [25, Theorem 2]. Note that the constant $c_s$ describes how square the Hankel matrix is. Ideally, when $n$ is fixed, $n_1 \approx n_2 \approx n/2$ gives a relatively easier problem.

Assumption 3 ($\alpha$-sparsity). Under the Bernoulli model with probability $p$, i.e., Assumption 4, the vector of observed outliers is $\alpha$-sparse. That is, 

$$\|\Pi_\Omega s^i\|_0 = \|\Pi_\Omega w^i\|_0 \leq \alpha pn.$$

Following the same argument for Assumption 1, the observed outliers are also presented in the vector form. Note that Assumption 3 holds with high probability provided $\|s^i\|_0$ with $\alpha pn\cdot\mu$-sparsity [7, Proposition 4.5]. This assumption also implies that $\mathcal{H}\Pi_\Omega s^i$ has no more than $\alpha pn$ non-zero entries in each row and column.

In the rest of this subsection, we describe the notation that we will use throughout the paper. We use regular lowercase letters for scalars, bold lowercase letters for vectors, bold capital letters for matrices, and calligraphic letters for operators. For a vector $v$, let $\|v\|_0$, $\|v\|_2$, and $\|v\|_\infty$ denote $\ell_0$, $\ell_2$, and $\ell_\infty$-norms, respectively. For a matrix $M$, $\|M\|_{2,\infty}$ denotes the largest $\ell_2$-norm of the rows, $\|M\|_\infty$ denotes the largest magnitude in the entries, $\sigma_i(M)$ denotes the $i$-th singular value, $\|M\|_2$ denotes its spectral norm, and $\|M\|_F$ denotes its Frobenius norm. $\|P\|$ denotes the operator norm of the linear map $P$. For both vectors and matrices, $\langle \cdot, \cdot \rangle$, $(\cdot)^T$, $(\cdot)^*$, and $\langle \cdot, \cdot \rangle$ denote conjugate, transpose, conjugate transpose, and inner product, respectively. Moreover, $\sigma_i^2$ denotes the $i$-th singular value of the underlying Hankel matrix $\mathcal{H}x^i$ and $\kappa = \sigma_1^2/\sigma_2^2$ denotes its condition number. Later in Appendix A we introduce some additional notations used only in the analysis.

### 1.2 Related work and main contributions

The decomposition problem for generic low-rank and sparse matrices is known as robust principal component analysis (full observation) or robust matrix completion (partial observation), which has been widely studied in both theoretical and empirical aspects [4–8, 11, 13, 16, 17, 19, 28, 38]. However, without utilizing the convenient Hankel structure, the generic matrix approaches are sub-optimal on RHC problems, in terms of robustness, sample complexity, and computational efficiency.

Recently, dedicated methods have been proposed for low-rank Hankel matrix problems. Robust Enhanced Matrix Completion (Robust-EMaC) [15] relaxes the non-convex RHC problem with a convex formula where the nuclear norm and $\ell_1$-norm are used to enforce low-rank and sparsity constraints, respectively. While Robust-EMaC has the state-of-the-art sampling complexity, requiring merely $O(c_s^2\mu^2r^2\log n)$ samples, it does not provide an efficient numerical solver. Note that Robust-EMaC tolerates a small constant portion of outliers if the support of outliers is randomly distributed, which is more restrictive than Assumption 3. Other convex approaches [1, 14, 32] have similar computational challenging when the problem scale is large. Later, more provable non-convex methods with linear convergence are introduced. [3, 10] propose two fast algorithms that both solve a Hankel matrix completion problem in $O(r^2n + rn \log n)$ flops per iteration. Unfortunately, they

---

2The original paper uses semidefinite programming to solve the convex model, which is as expensive as $O(n^6)$. The first-order method can improve this to $O(n^3)$ flops per iteration, which is still too expensive.
are not designed to handle extreme outliers. Structured Alternating Projection (SAP) \cite{39} is an alternating projection-based algorithm that efficiently removes outliers from the Hankel matrix, but the theoretical guarantee is only established under full observation. The computational complexity of SAP is $O(r^2n \log n)$ per iteration, which is later improved to $O(r^2n + rn \log n)$ by its accelerated version, namely ASAP \cite{2}; however, ASAP only focuses on the fully observed cases. In the follow-up work \cite{40}, SAP is modified for exploring the setting of partial observation, which we call PartialSAP. PartialSAP has the same computational complexity as SAP, requiring $O(c^2s^\mu r^3 \log^2 n \log \varepsilon^{-1})$ samples due to its iterative re-sampling requirement in theory. PartialSAP can tolerate $\alpha \lesssim O(1/csr)$ fraction outliers\footnote{\(a \lesssim O(b)\) means there exists an absolute constant \(C > 0\) such that \(a \leq C \cdot b\).} under the same Assumption 3.

In this work, we propose a novel non-convex algorithm, coined Hankel Structured Gradient Descent (HSGD), for solving large-scale RHC problems. Our main contributions are:

1. HSGD is computing-efficient. Its computational complexity is $O(r^2n + rn \log n)$ flops per iteration—better than the current state-of-the-art PartialSAP.
2. HSGD is sample-efficient. Without the requirement of iterative re-sampling, its overall sample complexity is $O(\max\{c^2s^\mu r^2 \log n, cs^\mu r^2 \log n\})$—tied with the state-of-the-art Robust-EMaC if the problem is well-conditioned.
3. The recovery guarantee has been established. Under some mild assumptions, we show HSGD converges linearly to the ground truth. In particular, the theoretical outlier tolerance is $\alpha \lesssim O(1/\max\{cs^\mu r^3/2, cs^\mu r^2\})$.
4. The empirical advantages of HSGD are verified by both synthetic datasets and real-world NMR signals. We observe that HSGD outperforms Robust-EMaC and PartialSAP for both speed and recoverability.

2 Proposed method

In this section, we propose a highly efficient non-convex algorithm for the RHC problem \cite{6}, coined Hankel Structured Gradient Descent (HSGD). The first major challenge in algorithm design is how to enforce the low-rank constraint on $\mathcal{G}(z)$. We reformulate the objective function so that the low-rank constraint can be avoided. Following \cite{38}, we rewrite the rank-$r$ matrix on factorized space: $\mathcal{G}(z) = LR^*$ where $L \in \mathbb{C}^{n_1 \times r}$ and $R \in \mathbb{C}^{n_2 \times r}$. Thus, the low-rank constraint is automatically coded by the shapes of $L$ and $R$. Moreover, we add a penalty term $\frac{1}{2} \| (I - GG^*) (LR^*) \|_F^2$ to make sure $LR^*$ is a Hankel matrix, because $LR^*$ is a Hankel matrix if and only if $(I - GG^*) (LR^*) = 0$. By replacing $z = G^*(LR^*)$, we have

$$\psi := \psi (L, R; s) := \frac{1}{2\rho} \| \Pi_\Omega (G^* (LR^*) + s - f) \|_2^2 + \frac{1}{2} \| (I - GG^*) (LR^*) \|_F^2. \quad (7)$$

We also add another balance regularization

$$\phi := \phi (L, R) := \frac{1}{4} \| L^*L - R^*R \|_F^2 \quad (8)$$

to encourage that $L$ and $R$ have the same scale, which is a common technique for factorized gradient descent under the asymmetric setting. \cite{27} suggests that the balance regularization $\phi$ may
be removed in the matrix sensing problem if we have a very good initialization. However, we decide to keep this term since the initialization is usually more challenging in RHC problems. Putting all the pieces together, we have the non-convex loss function:

$$\ell := \ell (L, R, s) := \psi (L, R, s) + \lambda \phi (L, R),$$

where $\lambda > 0$ is a regularization parameter.

Based on the reformulated loss function (9), we detail the proposed HSGD method in three steps: (a) initialization, (b) iterative updates on outliers, and (c) iterative updates on the low-rank Hankel matrix. For ease of presentation, we start the discussion with iterative updates, followed by initialization.

**Iterative updates on outliers.** With the sparsity assumption on the outlier vector $s$, we design a *sparsification operator* to filter large-magnitude entries:

$$[\Gamma_\alpha(v)]_i = \begin{cases} v_i & |v_i| \text{ is one of the largest } \tilde{\alpha} n \text{ element in } |v| \\ 0 & \text{otherwise} \end{cases}$$

for any vector $v \in \mathbb{C}^n$ and $\tilde{\alpha} \in [0, 1)$. At the $(k+1)$-th iteration, we first compute the residues over the observed entries $\Pi_\Omega(f - z^{(k)})$ where $z^{(k)} = G^*(L^{(k)}R^{(k)*})$ is the reweighted vector representing the estimated low-rank Hankel matrix from the previous iteration. Then, we keep the largest $\gamma_k \alpha p$-fraction of the residue as the outliers, i.e.,

$$s^{(k+1)} = \Gamma_{\gamma_k \alpha p}(\Pi_\Omega(f - z^{(k)})),$$

where $\gamma_k > 1$ is a parameter that allows us to overestimate the outlier density a bit.

Recall that $G^*$ is the adjoint operator of $G = HD^{-1}$. For the $t$-th entry of $G^*(LR^*)$,

$$[G^*(LR^*)]_t = \sum_{j=1}^{r} [G^*(L_{ij}R_{ij}^*)]_t = \sum_{j=1}^{r} \frac{1}{\sqrt{\zeta_t}} \sum_{i_1+i_2=t+1} L_{i_1,j} \overline{R}_{i_2,j},$$

where $\zeta_t$ is the number of entries on the $t$-th antidiagonal of the $n_1 \times n_2$ Hankel matrix. This suggests that $G^*(LR^*)$ can be computed via $r$ fast convolutions (i.e., via FFT). Thus, (10) costs merely $O(rn \log n)$ flops.

**Iterative updates on low-rank Hankel matrix.** After removing the estimated outliers, we simultaneously update the factors $L$ and $R$ of the low-rank Hankel matrix via one step of structured gradient descent. The gradients with respect to $L$ and $R$ are calculated based on the loss function (9). Moreover, according to Assumption [2] we project the updates of $L$ and $R$ onto the convex sets

$$\mathcal{L} = \left\{ L \mid \|L\|_{2,\infty}^2 \leq \frac{2\mu_{rcz}}{n}\|L^{(0)}\|_2^2 \right\} \quad \text{and} \quad \mathcal{R} = \left\{ R \mid \|R\|_{2,\infty}^2 \leq \frac{2\mu_{rcz}}{n}\|\tilde{R}^{(0)}\|_2^2 \right\}
$$

respectively. The projection step ensures that the estimated low-rank matrix is always incoherent. Note that the ideal $\mathcal{L}$ and $\mathcal{R}$ should be defined with $\|G(z)\|_2^2$. However, this information is usually unavailable to the user, so instead we use the initial estimations of $L$ and $R$. In summary, we have the projected gradient descent for updating the low-rank Hankel matrix:

$$L^{(k+1)} = \Pi_{\mathcal{L}} (L^{(k)} - \eta \nabla_L \ell (L^{(k)}, R^{(k)}, s^{(k+1)})),
$$

$$R^{(k+1)} = \Pi_{\mathcal{R}} (R^{(k)} - \eta \nabla_R \ell (L^{(k)}, R^{(k)}; s^{(k+1)})).$$
where $\eta > 0$ is the step size. The complexity of (12) is dominated by computing the gradients. Notice that

$$\nabla L = U (p^{-1} \Pi_0 \mathcal{G}^*(L \mathcal{R}^*) + s - f) - \mathcal{G}^*(L \mathcal{R}^*) \mathcal{R} + L (\lambda L^* L + (1 - \lambda) \mathcal{R}^* \mathcal{R}).$$

As discussed, computing $\mathcal{G}^*(L \mathcal{R}^*)$ costs $O(rn \log n)$ flops, so does computing the vector $a := p^{-1} \Pi_0 (\mathcal{G}^* (L \mathcal{R}^*) + s - f) - \mathcal{G}^*(L \mathcal{R}^*)$. Next, $\mathcal{G}(a) \mathcal{R}$ can be computed via another $r$ fast convolutions since a Hankel matrix can be viewed as a convolution operator. Thus, the first term in $\nabla L(L; s)$ costs total $O(rn \log n)$ flops. While the second term costs $O(r^2 n)$ flops, computing $\nabla L(L, \mathcal{R}; s)$ costs merely $O(rn \log n + r^2 n)$ flops. The same argument applies to $\nabla R(L, \mathcal{R}; s)$. Therefore, the update of the low-rank Hankel matrix is computationally efficient, in the complexity of $O(rn \log n + r^2 n)$.

**Initialization.** For a good initial guess, we modify the widely used spectral method [18, Section VIII]. The first step is to detect the obvious (i.e., large) outliers from the observations:

$$s^{(0)} = \mathcal{D} \Gamma_{ap} (\Pi_0 y) = \mathcal{D} \Gamma_{ap} (D^{-1} \Pi_0 f),$$

where $\mathcal{D} \Gamma_{ap}$ comes from Assumption [3]. Next, we initialize

$$\tilde{L}^{(0)} = U^{(0)} (\Sigma^{(0)})^{1/2} \quad \text{and} \quad \tilde{R}^{(0)} = V^{(0)} (\Sigma^{(0)})^{1/2},$$

where $U^{(0)} \Sigma^{(0)} V^{(0)*}$ is the rank-$r$ truncated SVD of $p^{-1} \mathcal{G}(\Pi_0 f - s^{(0)})$. Then, the convex sets $\mathcal{L}$ and $\mathcal{R}$ can be defined based the spectral norms of $\tilde{L}^{(0)}$ and $\tilde{R}^{(0)}$ (see 11). We immediately project $\tilde{L}^{(0)}$ and $\tilde{R}^{(0)}$ onto $\mathcal{L}$ and $\mathcal{R}$ to ensure their incoherence:

$$L^{(0)} = \Pi_{\mathcal{L}} \tilde{L}^{(0)} \quad \text{and} \quad R^{(0)} = \Pi_{\mathcal{R}} \tilde{R}^{(0)}.$$

This finishes the initialization.

The complexity of the initialization remains $O(rn \log n)$, which is dominated by the step of truncated SVD. Although a typical truncated SVD costs $O(n^2 r)$ flops, it costs only $O(rn \log n)$ flops on a Hankel matrix since the involved Hankel matrix-vector multiplications can be computed via fast convolutions.

We summarize the proposed HSGD as Algorithm [1]. Although we are solving a matrix problem, HSGD never has to form the whole matrix due to the convenient Hankel structure—we only need to track the $n$ distinct entries in the reweighted vector form. If the user needs the recovered result in Hankel matrix form, simply apply $\mathcal{G}(z^{(K)})$ on the output vector $z^{(K)}$. Therefore, we conclude HSGD is both computationally and memory efficient. In particular, the overall computational complexity is as low as $O(rn \log n + r^2 n)$, as we discussed.

### 2.1 Recovery guarantee

In this section, we present the recovery guarantee of the proposed HSGD. Denote $L^\delta := U^\delta \Sigma^{\delta \frac{1}{2}}$ and $R^\delta := V^\delta \Sigma^{\delta \frac{1}{2}}$, where $U^\delta \Sigma^{\delta} V^\delta*$ is the compact SVD of the underlying Hankel matrix $\mathcal{G} z^\delta$. Consider the error that measures the distance between $(L^{(k)}, R^{(k)})$ and $(L^\delta, R^\delta)$:

$$d_k := \text{dist}(L^{(k)}, R^{(k)}, L^\delta, R^\delta) := \min_{Q \in Q_k} \sqrt{\|L^{(k)} - L^\delta Q\|_F^2 + \|R^{(k)} - R^\delta Q\|_F^2}, \quad (13)$$
Algorithm 1 Hankel Structured Gradient Descent (HSGD)

1. **Input:** \( \Pi_\Omega f \): partial observation on the corrupted Hankel matrix in reweighted vector form; \( r \): the rank of underlying Hankel matrix; \( p \): observation rate; \( \alpha \): outlier density; \( \{ \gamma_k \} \): parameters for sparsification operator.

2. // **Initialization:**
3. \( s^{(0)} = D\Gamma_{\alpha p}(D^{-1}\Pi_\Omega f) \)
4. \( [U^{(0)}, \Sigma^{(0)}, V^{(0)}] = \text{SVD}_r(p^{-1}\Gamma(\Pi_\Omega f - s^{(0)})) \)
5. \( L^{(0)} = U^{(0)}(\Sigma^{(0)})^{1/2}, \quad \hat{R}^{(0)} = V^{(0)}(\Sigma^{(0)})^{1/2} \)
6. Define \( L \) and \( R \) by (11)
7. \( L^{(0)} = \Pi_L \hat{L}^{(0)}, \quad R^{(0)} = \Pi_R \hat{R}^{(0)} \)
8. // **Iterative updates:**
9. for \( k = 0, 1, \ldots, K - 1 \) do
10. \( z^{(k)} = G^*(L^{(k)}R^{(k)*}) \)
11. \( s^{(k+1)} = \Gamma_{\alpha p}(\Pi_\Omega(f - z^{(k)})) \)
12. \( L^{(k+1)} = \Pi_L(L^{(k)} - \eta \nabla_L \ell(L^{(k)}, R^{(k)}; s^{(k+1)})) \)
13. \( R^{(k+1)} = \Pi_R(R^{(k)} - \eta \nabla_R \ell(L^{(k)}, R^{(k)}; s^{(k+1)})) \)
14. end for
15. **Output:** \( z^{(K)} = G^*(L^{(K)}R^{(K)*}) \): the recovered low-rank Hankel matrix in reweighted vector form.

Therein, \( Q \), denotes the set of \( r \times r \) rotation matrices and the best rotation matrix \( Q \) is used to align \( (L^{(k)}, R^{(k)}) \) and \( (L^*, R^*) \) since the matrix factorization is not unique. Note that the standard reconstruction error (i.e., in Frobenius norm) is controlled by

\[
\|Hx^\natural - L^{(k)}R^{(k)*}\|_F^2 \leq \sigma_1^2 \epsilon_k^2,
\]

provided \( \epsilon_k^2 \leq \frac{\sigma_1^2}{32} \). Thus, it is sufficient to bound \( \epsilon_k \) in our analysis.

We are ready to present our main results now. Firstly, we present the local linear convergence of HSGD as Theorem 1 provided a sufficiently close initial guess.

**Theorem 1.** Suppose Assumptions \([7] to [9]\) hold with \( p \gtrsim \O((c_s^2\mu^2\sigma^2 \log n)/n) \) and \( \alpha \lesssim \O(1/(c_s\mu r\kappa^2)) \). Choose the parameters \( \lambda = 1/16, \gamma_k \in [1 + 1/b_0, 0] \) with some fixed \( b_0 \geq 1 \), and \( \eta = \tilde{c}/\sigma_1^2 \) with some sufficiently small \( \tilde{c} \). If the initialization satisfies \( d_0 \lesssim \O(\sqrt{\sigma_1^2} / \kappa) \), then with probability at least \( 1 - 6n^{-2} \), the iterations of HSGD satisfy

\[
d_{k+1}^2 \leq \left(1 - \frac{\eta \sigma_1^2}{64}\right)^k d_0^2.
\]

**Proof.** The proof of this theorem is deferred to Appendix A.3.

Next, we present the initialization guarantee as Theorem 2. Therein, we show the initial guess \( (L^{(0)}, R^{(0)}) \) falls in the basin of attraction that specified in Theorem 1.

**Theorem 2.** Suppose Assumptions \([7] to [9]\) hold with \( p \geq (\varepsilon_0^{-2}\kappa^3 c_s\mu r^2 \log n)/n \) and \( \alpha \leq 1/(32c_s\mu r \kappa) \)
where \( \varepsilon_0 \in (0, \sqrt{e}/800) \) with some constant \( c_0 \). Then with probability at least \( 1 - 2n^{-2} \), the initialization step of HSGD satisfies

\[
d_0 \leq 26c_0\kappa \mu r \sqrt{r} \sqrt{\sigma_1^2} + 7c_0\varepsilon_0 \sqrt{\sigma_1^2} / \kappa.
\]
Proof. The proof of this theorem is deferred to Appendix A.2.

Note that the probabilities in Theorems 1 and 2 come from some analogous restricted isometry properties (see Lemmas 1 to 3), which hold uniformly for our results. Thus, all our theorems hold uniformly with a probability at least $1 - 6n^{-2}$. By directly combining (14), Theorems 1 and 2, we show HSGD has global convergence to the ground truth with high probability, provided sufficiently many samples and sufficiently sparse outliers.

Corollary 1. Suppose Assumptions 1 to 3 hold with $p \gtrsim \mathcal{O}\left( \frac{\max\{c_s^2\mu r^2 \log n, c_s\mukr^3 \log n\}}{n} \right)$ and $\alpha \lesssim \mathcal{O}\left( \frac{1}{\max\{c_s\mu r^3/2, c_s\mukr^2\}} \right)$. Then, HSGD finds an $\varepsilon$-optimal solution, i.e., $\|Hx^\# - L^KR^K\|_F / \|Hx^\#\|_F \leq \varepsilon$, in $K = \mathcal{O}(\kappa \log \varepsilon^{-1})$ iterations with probability at least $1 - 6n^{-2}$.

Remark 1. When outliers are not appearing (i.e., $\alpha = 0$), the RHC problem reduces to the vanilla Hankel matrix completion problem, and HSGD becomes projected gradient descent (PGD) introduced in [6]. In the original paper, PGD theoretically requires $\mathcal{O}(\kappa^2 \log \varepsilon^{-1})$ iterations to find a $\varepsilon$-optimal solution. With the improved proof techniques, we show that running $\mathcal{O}(\kappa \log \varepsilon^{-1})$ iterations is sufficient for HSGD. Thus, as a special case of HSGD, we also theoretically improve the convergence speed of PGD to $\mathcal{O}(\kappa \log \varepsilon^{-1})$ iterations.

Remark 2. The convergence rate of HSGD suggests that the proposed algorithm runs faster on well-conditioned problems, i.e., $\kappa = \mathcal{O}(1)$. In many applications, the condition number of the underlying Hankel matrix is indeed good. For example, in a NMR spectroscopy problem, $\kappa$ depends on the ratio between the largest and smallest magnitudes of the complex amplitudes [10, Remark 1], which typically is modest.

3 Numerical experiments

In this section, we compare the proposed HSGD against the state-of-the-art RHC approaches, PartialSAP [40] and RobustEMaC [15]. We demonstrate the empirical advantages of HSGD on both synthetic and real datasets. We hand tuned the parameters for their best performance. In particular, we use a iterative decaying $\gamma_k = 1.05 + 0.45 - 0.95^k$ for HSGD, so it starts with $\gamma_0 = 1.5$ and $\gamma_k \to 1.05$ as $k \to \infty$. By Theorem 1 any $\gamma_k \in [1.05, 2]$ (i.e., $b_0 = 20$) will work, we find the iterative decaying $\gamma_k$ provides the best empirical performance for HSGD. The reason behind this parameter choice is HSGD gets better outlier estimations in the latter iterations, so less amount of false-positive outliers will be taken. All numerical experiments were performed from Matlab on a Windows laptop equipped with Intel i7-8750H CPU and 32GB RAM. For a fair comparison, PROPACK [23] was used for fast truncated SVD in all tested algorithms. The Matlab implementation of HSGD is available online at [https://github.com/caesarcai/HSGD](https://github.com/caesarcai/HSGD).

3.1 Synthetic examples

We generate the rank-$r$ Hankel matrices via two steps: (i) generate a vector $x^\# \in \mathbb{C}^n$ that is sparse in Fourier space with exact $r$ active frequencies, then (ii) generate the corresponding Hankel

---

4 We follow the same method used in [3] section III.A1 to generate such vectors. In our tests, we ensure the active frequencies are well separated in the generated vectors.
Figure 1: Empirical phase transition for HSGD, PartialSAP, and RobustEMaC: Rank vs. rate of outliers. 50 entries are sampled in all testing problems.

Figure 2: Empirical phase transition for HSGD, PartialSAP, and RobustEMaC: Number of samples vs. rate of outliers. All testing problems have rank 10.

matrix $H(x^\natural) \in \mathbb{C}^{n_1 \times n_2}$ with $n_1 \approx n_2 \approx n/2$. Such a Hankel matrix must be rank-$r$. For the suitable algorithms, we also generate the reweighted vector $z^\natural = Dx^\natural$ so that $H(x^\natural) = G(z^\natural)$. We uniformly (without replacement) observe $m := pn$ entries from $z^\natural$, then we uniformly choose $\alpha m$ entries among the observed ones to be corrupted. The corruption is done by adding complex outliers whose real parts and imaginary parts are drawn i.i.d. from the uniform distribution over the intervals $[-10\mathbb{E}(|\text{Re}(z^\natural_i)|), 10\mathbb{E}(|\text{Re}(z^\natural_i)|)]$ and $[-10\mathbb{E}(|\text{Im}(z^\natural_i)|), 10\mathbb{E}(|\text{Im}(z^\natural_i)|)]$, respectively. In the experiments, we use a uniform sampling model instead of Bernoulli sampling model since the former is easier to control the number of samples and outliers. We emphasize that the empirical behaviors are not much different between these two sampling models.

**Empirical phase transition.** In this section, we present the recoverability of the tested algorithms under various settings. We fix $n = 125$ for all experiments in the section. The pixels on the phase transition plots represent different problem settings. For each pixel, we conduct 50 testing problems, then a white pixel means all 50 cases were recovered and a black pixel means all 50 cases were failed. Specifically speaking, the output of a testing problem is considered a successful recovery if $\|Gz^{(k)} - Gz^\natural\|_F / \|Gz^\natural\|_F \leq 10^{-3}$ while the stopping criteria is $\|G\Pi f^{(k)} + G\Pi s^{(k)} - G\Pi f\|_F / \|G\Pi f\|_F \leq 10^{-5}$.

In Fig. 1 we fix the number of samples $m = 50$ and study the empirical phase transition with

---

5 If $n$ is odd, we use $n_1 = n_2 = (n + 1)/2$. If $n$ is even, we use $n_1 = n_2 - 1 = n/2$.

6 When suitable, we calculate the empirical residue in the equivalent vector form to save runtime.
varying rank $r$ and outlier sparsity $\alpha$. In Fig. 2 we fix rank $r = 10$ and study the empirical phase transition with varying outlier sparsity $\alpha$ and number of samples $m$. In Fig. 3, we fix the outlier sparsity $\alpha = 0.1$ and study the empirical phase transition with varying rank $r$ and number of samples $m$. In all three comparisons, we find HSGD has the best recoverability and the other non-convex algorithm, i.e., PartialSAP, is competitive.

**Computational efficiency.** We demonstrate the computational efficiency of the tested algorithms. All testing problems is this experiment have rank $r = 10$, observation rate $p = 40\%$, and outlier sparsity $\alpha = 10\%$. The reported runtime is averaged over 20 trials. Since the large-scale problems are prohibitive for the convex method Robust-EMaC, so we only compare HSGD against PartialSAP in this section. While both non-convex algorithms have similar complexity orders, the leading constant for HSGD is expected to be much smaller. In the left subfigure of Fig. 4, we exponentially increase the problem dimension $n$ and record the runtime. We observe that HSGD is $10\times$ faster than PartialSAP when the problem dimension is large. In the middle subfigure of Fig. 4, we run the same dimension vs. runtime experiment with only HSGD and even larger dimensions. In this plot, we match the logarithmic base for $x$- and $y$-axis in the log-log plot and also include error bars. The slope of this log-log plot is approximately 1 when $n$ is large, this verifies the claimed computational complexity for HSGD, i.e., the dependence on problem dimension is merely $O(n \log n)$. Moreover, the narrow error bar in the plot shows the runtime of HSGD is stable. In the right subfigure of Fig. 4 we present the convergence behavior of the tested algorithms where we fix $n = 2^{12}$. One can see both algorithms have linear convergence as the theorems indicated, and HSGD has a more sharp convergence rate with respect to runtime. Overall, we conclude HSGD is a highly efficient algorithm, compared to the state-of-the-art RHC approaches.

### 3.2 Nuclear magnetic resonance spectroscopy

As we discussed in Section 1, NMR signal recovery is a widely used real-world benchmark for the problems of low-rank Hankel matrix: Given a clear one-dimensional NMR signal $x^\natural$, the corresponding Hankel matrix $Hx^\natural$ is rank-$r$ where $r$ is determined by the number of bars in the power spectrum of the signal. In this section, we apply RHC algorithms to complete the partially observed NMR signal and remove the impulse corruptions, simultaneously. The testing NMR signal has the dimension $n = 32,768$ and rank $r \approx 40$, which is prohibitively large size for RobustEMaC. We test HSGD and PartialSAP for recovering this signal under various observation rate $p$ and outlier
Figure 4: Experimental results for speed tests between HSGD and PartialSAP. **Left:** Dimension vs. runtime. **Middle:** Dimension vs. runtime with error bar for HSGD only. **Right:** Relative error vs. runtime.

Table 1: Runtime comparison between HSGD and PartialSAP for NMR signal recovery under various observation rate $p$ and outlier sparsity $\alpha$.

| $(p, \alpha)$   | PartialSAP | HSGD     |
|-----------------|------------|----------|
| $(0.3, 0.1)$    | 335.09 s   | 31.142 s |
| $(0.3, 0.2)$    | 346.328 s  | 33.67 s  |
| $(0.3, 0.3)$    | 352.01 s   | 45.82 s  |
| $(0.4, 0.4)$    | 357.75 s   | 53.69 s  |
| $(0.5, 0.5)$    | 369.32 s   | 64.11 s  |

The runtime comparison results are summarized as Table 1 where tested algorithms recover the desired signal in all cases. One can see that HSGD maintains his speed advantage in this real-world application, under each of the settings. Moreover, in Section 3.2, we demonstrate the power spectrum of the signal recovered by HSGD. Therein, we not only successfully recovered the NMR signal but also clear the small noise in the original data. Although it is not theoretically verified, the empirical results suggests that HSGD can also denoise small white noise when it detects extreme outliers.

4 Conclusion remarks

In this work, we proposed a novel non-convex algorithm, coined Hankel Structured Gradient Descent (HSGD), for robust Hankel matrix completion problems. HSGD is highly computing- and sample-efficient. In particular, HSGD costs merely $O(r^2n + rn \log n)$ flops per iteration while it requires as few as $O(\max\{c_2^2 \mu r^2 \log n, c_4 \mu \kappa^2 \log n\})$ samples. HSGD is also robust and tolerates $O(1/\max\{c_4 \mu \kappa^{3/2} r^{3/2}, c_6 \mu r \kappa^2\})$-fraction outliers. Theoretical recovery guarantees have been established for HSGD, along with a provable linear convergence rate. The superior performance of HSGD, in terms of efficiency and robustness, is verified by numerical experiments on both synthetic and real datasets.

A Proofs of theoretical results

In this section, we provide the analysis for the claimed theoretical results. All the proofs are under Assumptions 1 to 3. We start with introducing some addition notation used in the analysis. We
Figure 5: Power spectrum of the noisy original NMR signal, the observed signal \((p = 30\% \text{ and } \alpha = 30\%\)), and HSGD recovered signal (upside down). Note that the observed signal in picture is rescaled by \(1/p\), which is a common method to offset the energy loss due to partial observation.

denote the tangent space of rank-\(r\) matrix manifold at \(Gz\) by

\[
T := \{ X \mid X = U^*C^* + DV^* \text{ where } C \in \mathbb{C}^{n_1 \times r}, D \in \mathbb{C}^{n_2 \times r} \}. 
\]

For any \(Q \in \mathbb{Q}_r\), \((L^q, R^q)\) is an equivalent solution to \((L^k, R^k)\). Thus, we define the solution set to be

\[
E(L^k, R^k) := \{ (L, R) \in \mathbb{C}^{n_1 \times r} \times \mathbb{C}^{n_2 \times r} \mid L = L^kQ, R = R^kQ \text{ where } Q \in \mathbb{Q}_r \}. 
\]

The sequence \(\{\tilde{d}_k\}_{k \geq 0}\) is defined as

\[
\tilde{d}_k := \text{dist}(\tilde{L}^{(k)}, \tilde{R}^{(k)}; L^k, R^k), 
\]

where we use \(\tilde{L}^{(k)} := L^{(k-1)} - \eta \nabla L^{(k-1)}(L^{(k-1)}, R^{(k-1)}; s^{(k)})\) and \(\tilde{R}^{(k)} := R^{(k-1)} - \eta \nabla R^{(k-1)}(L^{(k-1)}, R^{(k-1)}; s^{(k)})\) to denote the middle step of (12) before the projection onto \(L\) and \(R\) respectively. With a slight abuse of notation, we let \(\mathcal{P}_\Omega\) be the projection operator onto the space which can be represented by an orthonormal basis of Hankel matrices. That is, for any matrix \(Z \in \mathbb{C}^{n_1 \times n_2}\),

\[
\mathcal{P}_\Omega(Z) = \sum_{a \in \Omega} \langle Z, H_a \rangle H_a, 
\]

where \(\{H_a\}_{a=1}^n\) is the orthonormal basis of Hankel matrices, defined by

\[
H_a := \frac{1}{\sqrt{n}} He_a, \quad \text{where } e_a \text{ is the } a\text{-th standard basis vector of } \mathbb{R}^n. 
\]

By this definition, for any Hankel matrix \(Gz\), we have \(\mathcal{P}_\Omega Gz = G\Pi_\Omega z\). \(\delta_a\) is defined as

\[
\delta_a = \begin{cases} 
1, & \text{with probability } p_i; \\
0, & \text{otherwise,} 
\end{cases} 
\]

for all \(a \in [n]\).
A.1 Technical lemmas

We prove some technical lemmas that will be used in the convergence analysis in this subsection.

**Lemma 1.** There exists some universal constant $c_0 > 0$ such that

$$
\| (p^{-1} G_{\Pi_\Omega} - G) z^* \|_2 \leq c_0 \sqrt{(p^{-1} \mu_c r \log n) / n} \| G z^* \|_2
$$

holds with probability at least $1 - 2n^{-2}$ provided $p \geq (\mu_c r \log n) / n$.

**Proof.** By the definition of $\delta$ in Eq. (15), first we have

$$
p^{-1} G_{\Pi_\Omega} z^* - G z^* = p^{-1} (\delta - p) z^*_0 H_a.
$$

Denote $Z_a := p^{-1} (\delta - p) z^*_0 H_a$. Thus, $E[Z_a] = 0$. By $\| H_a \|_2 \leq \frac{1}{\sqrt{n}}$, we have

$$
\| Z_a \|_2 \leq p^{-1} |z^*_0| \| H_a \|_2 \leq p^{-1} \frac{|z^*_0|}{\sqrt{n}} \leq p^{-1} \| D^{-1} z^* \|_\infty.
$$

Note that $Z_a Z_a^* = \left( \frac{\delta}{p} - 1 \right)^2 |z^*_0|^2 H_a \Sigma H_a^*$. Thus,

$$
\left\| E \sum_a Z_a Z_a^* \right\|_2 \leq \frac{1}{p} \left\| \sum_a |z^*_0|^2 H_a \Sigma H_a^* \right\|_2 \leq \frac{1}{p} \left\| \text{diag} (G z^* (G z^*)^*) \right\|_2 \leq \frac{1}{p} \| G z^* \|_{2,\infty}^2.
$$

Similarly, we have $\left\| E (\sum_a Z_a Z_a^*) \right\|_2 \leq \frac{1}{p} \| (G z^*)^* \|_{2,\infty}^2$. Moreover, by the $\mu$-incoherence condition, we have

$$
\| G z^* \|_{2,\infty}^2 = \max \| e_i^* U^j \Sigma V^j \|_2 \leq \| G z^* \|_2 \max \| e_i^* U^j \| \leq \frac{c_0 \mu r}{n} \| G z^* \|_2^2.
$$

Similarly, we also have $\| (G z^*)^* \|_{2,\infty}^2 \leq \frac{c_0 \mu r}{n} \| G z^* \|_2^2$. Note that

$$
\| D^{-1} z^* \| = \| G z^* \| = \max e_i^* (G z^*) e_j \leq \frac{c_0 \mu r}{n} \| G z^* \|_2.
$$

Using the bounds of $\| G z^* \|_{2,\infty}^2$, $\| (G z^*)^* \|_{2,\infty}$ and $\| D^{-1} z^* \|$, the Bernstein’s inequality [33, Theorem 1.6] then yields

$$
P \left( \| \sum_a Z_a \|_2 > t \right) \leq (n_1 + n_2) \exp \left( \frac{-np t^2/2}{\| G z^* \|_2^2 c_0 \mu r + t \| G z^* \|_2 c_0 \mu r / 3} \right).
$$

Let $t = c_0 \sqrt{(\mu_c r \log n) / (pn)} \| G z^* \|_2$ and $p \geq (\mu_c r \log n) / n$. We then have

$$
P \left( \| p^{-1} G_{\Pi_\Omega} z^* - G z^* \|_2 > c_0 \sqrt{p^{-1} \mu_c r \log n / n} \| G z^* \|_2 \right) \leq 2n^{-2},
$$

for any constant $c_0 \geq 4$.

**Lemma 2.** There exists a constant $c_4$ such that if $p \geq (\varepsilon_0^{-2} c_4 \mu r \log n) / n$, it holds

$$
\| p^{-1} \mathcal{P}_r \mathcal{P}_{\Omega} G G^* \mathcal{P}_r - \mathcal{P}_r G G^* \mathcal{P}_r \| \leq \varepsilon_0
$$

with probability at least $1 - 2n^{-2}$. \qed
Proof. Notice $GG^*H_a = H_a$. For any matrix $X \in \mathbb{C}^{n_1 \times n_2}$, we have

$$
\left( \frac{1}{p} \mathbb{P} \mathcal{P} H_a G G^* \mathbb{P} - \mathbb{P} G G^* \mathbb{P} \right) (X) = \mathbb{P} \left( \frac{1}{p} \sum_a \delta_a \langle \mathbb{P} H_a G G^* H_a, \mathbb{P} H_a \rangle - \mathbb{P} G G^* \mathbb{P} X \right)
$$

$$
= \sum_a \left( p^{-1} \delta_a - 1 \right) \langle \mathbb{P} H_a \rangle \mathbb{P} H_a.
$$

Denote $\mathcal{Y}_a : X \mapsto \left( \frac{2}{p} - 1 \right) \langle X, \mathbb{P} H_a \rangle \mathbb{P} H_a$. Thus $\mathbb{E} [\mathcal{Y}_a] = 0$ and

$$
\| \mathcal{Y}_a \| = \sup_{\| X \|_F = 1} \| (p^{-1} \delta_a - 1) \langle X, \mathbb{P} H_a \rangle \mathbb{P} H_a \|_F
$$

$$
\leq p^{-1} \sup_{\| X \|_F = 1} \| X \|_F \| \mathbb{P} H_a \|_F \| \mathbb{P} H_a \|_F \leq 2p^{-1} c_\delta \mu r / n,
$$

where the last inequality follows from

$$
\| \mathbb{P} H_a \|_F^2 \leq \| \mathbb{P} U H_a \|_F^2 + \| \mathbb{P} V H_a \|_F^2 = \| U^* U H_a \|_F^2 + \| H_a V^* V^* \|_F^2
$$

$$
= \| U^* H_a \|_F^2 + \| H_a V^* \|_F^2 \leq \| U^* \|_2^2 + \| V^* \|_2, \mu \leq 2 c_\delta \mu r / n.
$$

Moreover, we notice that $\mathcal{Y}_a$ is self-adjoint and it holds

$$
\mathcal{Y}_a^2(X) = \mathcal{Y}_a \left( (p^{-1} \delta_a - 1) \langle X, \mathbb{P} H_a \rangle \mathbb{P} H_a \right)
$$

$$
= (p^{-1} \delta_a - 1)^2 \langle X, \mathbb{P} H_a \rangle \mathbb{P} H_a \mathbb{P} H_a \mathbb{P} H_a
$$

$$
= (p^{-1} \delta_a - 1)^2 \| \mathbb{P} H_a \|_F^2 \langle X, \mathbb{P} H_a \rangle \mathbb{P} H_a.
$$

Therefore, we have

$$
\| \mathbb{E} (\sum_a \mathcal{Y}_a^2) \| = \sup_{\| X \|_F = 1} \mathbb{E} \left[ \sum_a (p^{-1} \delta_a - 1)^2 \| \mathbb{P} H_a \|_F^2 \langle X, \mathbb{P} H_a \rangle \mathbb{P} H_a \right] \|_F
$$

$$
\leq p^{-1} \sup_{\| X \|_F = 1} \| \mathbb{P} H_a \|_F^2 \sup_{\| X \|_F = 1} \| \sum_a \langle X, \mathbb{P} H_a \rangle \mathbb{P} H_a \|_F
$$

$$
\leq p^{-1} \max_a \| \mathbb{P} H_a \|_F^2 \sup_{\| X \|_F = 1} \| \sum_a \langle X, \mathbb{P} H_a \rangle \mathbb{P} H_a \|_F
$$

$$
= p^{-1} \max_a \| \mathbb{P} H_a \|_F^2 \sup_{\| X \|_F = 1} \| \mathbb{P} H_a \|_F \| \mathbb{P} H_a \|_F \| \mathbb{P} H_a \|_F
$$

$$
\leq p^{-1} \max_a \| \mathbb{P} H_a \|_F^2 \leq 2p^{-1} c_\delta \mu r / n.
$$

where the last inequality follows from $\| \mathbb{P} H_a \|_F^2 = \langle \mathbb{P} H_a \mathbb{P} H_a \mathbb{P} H_a \rangle \| \mathbb{P} H_a \|_F \| \mathbb{P} H_a \|_F \| \mathbb{P} H_a \|_F$ and thus $\| \mathbb{P} H_a \|_F \| \mathbb{P} H_a \|_F \leq \| \mathbb{P} H_a \|_F \| \mathbb{P} H_a \|_F \| \mathbb{P} H_a \|_F$. Then, by the Bernstein’s inequality [33, Theorem 1.6], we have

$$
\mathbb{P} \left( \left\| \sum_a \mathcal{Y}_a \right\| > t \right) \leq (n_1 + n_2) \exp \left( \frac{-pt^2 / 2}{\mu c_\delta / 2 + 2c_\delta \mu r / 3} \right).
$$

For any $\varepsilon > 0$, let $t = \varepsilon > 0$, and $p \geq c_\delta (\varepsilon_0 n_2^2 c_1 \mu r \log n) / n$ for some universal constant $c_\delta > 12 + 12 \varepsilon_0$. The above inequality then implies $\mathbb{P}(\| \sum_a \mathcal{Y}_a \| > \varepsilon_0) \leq 2n^{-2}$. □
Lemma 3. For any $U \in \mathbb{C}^{n_1 \times r}$ and $V \in \mathbb{C}^{n_2 \times r}$, if $p \geq (\log n)/n$, then it holds
\[
p^{-1} \| P_{\Omega} (UV^*) \|^2_F \leq \| UV^* \|^2_F + \sqrt{8p^{-1}n \log n} \| U \|_F \| V \|_F \| U \|_2,\infty \| V \|_2,\infty \quad (19)
\]
with probability at least $1 - 2n^{-2}$.

Proof. By the supporting Lemma 10 in Appendix B we have
\[
p^{-1} \| P_{\Omega} (UV^*) \|^2_F = p^{-1} \sum_a \sum_{i+j=a+1} \frac{\delta_a}{\sqrt{\delta_a}} \langle UV^*, e_i e_j^T \rangle^2
\leq p^{-1} \sum_a \sum_{i+j=a+1} \delta_a \| U_{(i,:)} \|_2 \| V_{(j,:)} \|_2^2
\leq \| UV^* \|^2_F + \sqrt{8p^{-1}n \log n} \sqrt{\sum_i \| U_{(i,:)} \|_2^2} \sqrt{\sum_j \| V_{(j,:)} \|_2^2}
\leq \| UV^* \|^2_F + \sqrt{8p^{-1}n \log n} \| U \|_F \| U \|_2,\infty \| V \|_F \| V \|_2,\infty .
\]

Lemma 4. For any matrix $A \in T$, under event $\mathcal{E}_5$, it holds
\[
p(1 - \varepsilon_0) \| A \|^2_F \leq \| P_{\Omega} GG^* A \|^2_F \leq p (1 + \varepsilon_0) \| A \|^2_F.
\]

Proof. For $A \in T$, we have $P_T A = A$. Thus, by Lemma 2 we have
\[
\| P_{\Omega} GG^* A \|^2_F = \| P_T P_{\Omega} GG^* P_T A \|_F \| A \|_F \leq p(1 + \varepsilon_0) \| A \|^2_F.
\]

Similarly, $p(1 - \varepsilon_0) \| A \|^2_F \leq \| P_{\Omega} GG^* A \|^2_F$. □

A.2 Proof of Theorem 2 (guaranteed initialization)

Proof of Theorem 2. We will finish the proof in three steps under event Eq. (16). For simplicity, following the notation in Algorithm 1, we denote
\[
M^{(0)} := p^{-1} G \left( \Pi_{\Omega} f \ - \ s^{(0)} \right), \quad \text{and } M^{(0)}_i := \text{the top-}r \text{ SVD of } M^{(0)}.
\]

Step 1. We first bound $\| M^{(0)} - G z^s \|_2$. By the triangle inequality we have
\[
\| M^{(0)} - G z^s \|_2 \leq \left\| M^{(0)} - p^{-1} G \Pi_{\Omega} z^s \right\|_2 + \left\| p^{-1} G \Pi_{\Omega} z^s - G z^s \right\|_2.
\]

The definition in (20) yields
\[
\left\| M^{(0)} - \frac{1}{p} G \Pi_{\Omega} z^s \right\|_2 = \left\| \frac{1}{p} G \left( \Pi_{\Omega} f \ - \ s^{(0)} \right) - \frac{1}{p} G \Pi_{\Omega} z^s \right\|_2 = \left\| \frac{1}{p} G \left( \Pi_{\Omega} s^s - s^{(0)} \right) \right\|_2.
\]

Denote the support of $\Pi_{\Omega} s^s$ and $s^{(0)}$ by $\Omega^s_s$ and $\Omega^{(0)}_s$ respectively. Notice that $\Omega^s_s \subseteq \Omega$, $\Omega^{(0)}_s \subseteq \Omega$. By the definition of $s^{(0)}$ in Algorithm 1 we have
\[
\left[ D^{-1} (\Pi_{\Omega} s^s - s^{(0)}) \right]_i = -(D^{-1} z^s)_i, \quad \text{for } i \in \Omega^s_s \cap \Omega^{(0)}_s \text{ and } i \in \Omega^s_s \setminus \Omega^{(0)}_s.
\]
Recall $\Pi f = \Pi z^k + \Pi s^k$ and $\|\Pi s^k\|_0 \leq \alpha n$. We see there are no more than $\alpha n$ elements in $D^{-1} \Pi f$ such that $\|(D^{-1} f)_i\| > \|D^{-1} \Pi s^k\|_{\infty}$. Also, by the definition of the operator $\Gamma_{\alpha n}$, we know $\|(D^{-1} f)_i\| \leq \|D^{-1} \Pi s^k\|_{\infty}$ for all $i \in \Omega_i$. Using these facts, we obtain

$$\|D^{-1}(\Pi z^k - s^{(0)})\|_\infty \leq 2 \|D^{-1} \Pi s^k\|_{\infty}$$

for $i \in \Omega_i \setminus \Omega^{(0)}$. Combing all the pieces for $D^{-1}(\Pi s^k - s^{(0)})$, we obtain

$$\|D^{-1}(\Pi s^k - s^{(0)})\|_\infty \leq 2 \|D^{-1} \Pi s^k\|_{\infty}.$$

Since $\mathcal{G} = \mathcal{H}D^{-1}$, by the definition of $\mathcal{H}$ and $\mathcal{D}$ we know $\|\mathcal{G}(\Pi s^k - s^{(0)})\|_\infty \leq 2 \|\mathcal{G}\| \leq 2 \|\mathcal{G}\Pi s^k\|_{\infty}$. It then yields

$$\|\mathcal{G}(\Pi s^k - s^{(0)})\|_\infty \leq 2 \alpha n m \|\mathcal{G}\| \Pi s^k\|_{\infty} \leq 4 \alpha n p \|\mathcal{G}\| \Pi s^k\|_{\infty},$$

where the first inequality follows from $\Pi \Pi s^k - s^{(0)} \|_\infty \leq 2 \alpha n m$ and Lemma 4. And the last inequality follows from $\|\mathcal{G}\Pi s^k\|_{\infty} \leq \|L\|_{2,\infty} \|\mathcal{G}\Pi s^k\|_2 \|R\|_{2,\infty} \leq \mu_{\mathcal{G}} \|\mathcal{G}\Pi s^k\|_2$. Finally, under event (3), we combine (21) and (22) to obtain

$$\|\mathcal{G}(\Pi s^k - s^{(0)})\|_\infty \leq 4 \alpha c_\mu \sigma^2 r + c_0 \sqrt{(p - \alpha) \mu c_\mu r \log n} \leq 4 \alpha c_\mu \sigma^2 r + \frac{c_0 \varepsilon_0 \sigma^2}{\mu c_\mu r},$$

provided $p \geq (\varepsilon_0^{-2} \kappa^2 c_\mu \mu^2 \log n)/n$.

**Step 2.** The second step is to bound $\hat{d}_0$. First we have

$$\|M^{(0)}(\mathcal{G}z^k)\|_2 = \|M^{(0)}(\mathcal{G}z^k)\|_2 \leq \|M^{(0)} - \mathcal{G}z^k\|_2 \leq 2 \|M^{(0)} - \mathcal{G}z^k\|_2 \leq 8 \alpha c_\mu \mu c_\mu r^2 + 2 \varepsilon_0 \sigma^2 \mu c_\mu r ,$$

where the second inequality follows from the definition of $M^{(0)}$ and Eckart-Young-Mirsky theorem, the third inequality follows from (23). Hence, for any $\varepsilon_0 \in \left(0, \frac{\sqrt{2} \mu}{c_\mu r}\right)$, as long as $\alpha \leq \frac{1}{2 \mu c_\mu r}$, one has

$$\left\|M^{(0)} - \mathcal{G}z^k\right\|_2 \leq \frac{1}{2} \sigma^2 r.$$

Then, by the definition of $\hat{d}_0$ and the inequality in [33, Lemma 5.14], we have

$$\hat{d}_0^2 \leq \frac{2}{\left(\sqrt{2} - 1\right) \sigma^2 r} \|\mathcal{G}z^k\|_2^2 \leq \frac{10 r \sigma^2 r}{\sigma^2 r} \|\mathcal{G}z^k\|_2^2 \leq \frac{1}{\varepsilon_0} \|\mathcal{G}z^k\|_2^2,$$

which together with Eq. (23) reveals

$$\hat{d}_0 \leq 2 \alpha c_\mu \mu c_\mu r \sqrt{\sigma^2 r} + 7 \varepsilon_0 \sigma^2 r.$$
Together with the $\mu$-incoherence of $Gz^2$, it yields $(L^2, R^2) \in \mathcal{L} \times \mathcal{R}$. Let $\tilde{Q}$ be the best align matrix between $(\tilde{L}^{(0)}, \tilde{R}^{(0)})$ and $(L^2, R^2)$. We then have
\[
\text{dist}^2 \left( L^{(0)}, R^{(0)}; L^2, R^2 \right) \leq \left\| \Pi_{\mathcal{L}} \left( \tilde{L}^{(0)} \right) - L^2 \tilde{Q} \right\|_F^2 + \left\| \Pi_{\mathcal{L}} \left( \tilde{R}^{(0)} \right) - Z_{\hat{\nu}}^{\circ} \tilde{Q} \right\|_F^2 \\
\leq \left\| \tilde{L}^{(0)} - L^2 \tilde{Q} \right\|_F^2 + \left\| \tilde{R}^{(0)} - R^2 \tilde{Q} \right\|_F^2 \\
= \text{dist}^2 \left( \tilde{L}^{(0)}, \tilde{R}^{(0)}; L^2, R^2 \right),
\]
where the second inequality comes from the non-expansion property of projections onto the convex sets $\mathcal{L}$ and $\mathcal{R}$. Finally, (29) implies $d_0 \leq d_0$.

A.3 Proof of Theorem 1 (local convergence)

Firstly, we present some key lemmas that is essential for the proof of local convergence. Some parts of the proofs in this section follow similar technique introduced in [9, 38]. We begin with the following definition.

Definition 1. Let $(L, R)$ be arbitrary matrices in the the space $(\mathcal{L} \times \mathcal{R}) \cap \mathcal{B}(\sqrt{\sigma_1^2})$. Define $s$ as
\[
s := \Gamma_{\gamma p} \left( \Pi \Omega \left( f - \mathcal{G}^* (LR^*) \right) \right).
\]

Define $(L_\varepsilon, R_\varepsilon)$ as the solution set which satisfies
\[
(L_\varepsilon, R_\varepsilon) \in \arg \min_{(L, R) \in E} \left( \hat{L} - L \right)^2 + \left( \hat{R} - R \right)^2.
\]

Define $\Delta_L, \Delta_R$ and $\Delta$ as
\[
\Delta_L := L - L_\varepsilon, \quad \Delta_R := R - R_\varepsilon, \quad \text{and} \quad \Delta := \left\| \Delta_L \right\|_F^2 + \left\| \Delta_R \right\|_F^2.
\]

Actually, in Definition 1, $(L_\varepsilon, R_\varepsilon)$ is aligned with some $Q \in \mathbb{Q}_\varepsilon$ to be the solution that match $(L, R)$ best. So the error between $(L, R)$ and the solution set is then defined by $\Delta_L, \Delta_R$ and $\Delta$. Let the iteration sequence $(L^{(k)}, R^{(k)})_{k \geq 1}$ be generated by the gradient descent strategy described in (12). Denote $\nabla \ell^{(k)} := \nabla \ell (L^{(k)}, R^{(k)}; s^{(k+1)})$. In fact, if there is a proper lower bound for the term $\text{Re}(\nabla \ell^{(k)}, \Delta_L^{(k)} + (\nabla \ell^{(k)}, \Delta_R^{(k)}))$ and also a proper upper bound for the term $\left\| \nabla \ell^{(k)} \right\|_F^2 + \left\| \nabla \ell^{(k)} \right\|_F^2$, we can then show the local convergence of HSGD (see [13] for details).

In the rest of this section, we give bounds for the above terms in Lemmas 7 and 8 and the proof of Theorem 1 follows. Some crucial lemmas have to be shown first for the bounds.

Lemma 5. Let $\Delta_L, \Delta_R, L, R, L_\varepsilon, R_\varepsilon$ and $\Delta$ be defined in Definition 1. Then, if provided $p \geq (\varepsilon_0^3 c_2^2 \mu^2 r^2 \log n) / n$, $\alpha \leq \frac{1}{\sqrt{2c_4 \mu^2 \varepsilon_0^2}}$, $\varepsilon_0 \in \left( 0, \frac{\sqrt{2c_4 \mu^2 \varepsilon_0^2}}{8c_4 \mu^2} \right)$, under events $\Omega$ in Eq. (10), (18) and (19) it holds
\[
\left\| P_{\Omega} \left( \Delta_L \Delta_R^* \right) \right\|_F^2 \leq \frac{p}{4} \Delta^2 + 18\varepsilon_0 \rho \sigma_1^2 \Delta,
\]
\[
\left\| P_{\Omega} G \mathcal{G}^* (LR^* - L_\varepsilon R_\varepsilon) \right\|_F^2 \leq 4 \left( 1 + 10\varepsilon_0 \right) \rho \sigma_1^2 \Delta + \frac{p}{2} \Delta^2.
\]

$\mathcal{B}(\cdot)$ is the ball with the centre $(L^2, R^2)$ and a radius defined by the distance in (13).
Lemma 5. If

Then, we have

where the last inequality follows from (31). Denote

where the second inequality follows from \( p \geq (\varepsilon_0^{-2} c_2^2 \mu^2 \sigma^2 \log n) / n \) and (by Eq. (28))

Then, we have

where the second inequality follows from Lemma 4.

Lemma 6. Let \( L, R, L_\varepsilon, R_\varepsilon \) and \( \Delta \) be defined in Definition 4. Then, under some condition to Lemma 4 if \( |\Omega| \leq \alpha n \), we have

Proof. By Definition 4 we have

where the last inequality follows from (31). Denote \( \Phi := \{ (i, j) : (i + j - 1) \in \Omega \} \). The Hankel structure yields \( \text{card}(\Phi(i, :)) \leq \alpha n \), card(\( \Phi(\cdot, j) \)) \leq \alpha n \). Hence, we use the inequality \( (a + b)^2 \leq 2a^2 + 2b^2 \) and the fact \( \sum_{(i, j) \in \Phi} \| \Delta_R (j, :) \|_2 = \sum_{i \in \Phi(i, :)} \sum_j \| \Delta_R (j, :) \|_2 \) to obtain

where the last inequality follows from (31).
With Lemmas \[4\] to \[6\] in hand, we can give the bounds in the following Lemmas \[7\] and \[8\] that lead to the local descent property of \(\ell\).

**Lemma 7.** Let \(\Delta_L, \Delta_R, L, R, L_\xi, R_\xi\), and \(\Delta\) be defined in Definition \[11\] \(\Lambda = \frac{1}{n_0}\). Let \(\gamma \in [1 + \frac{1}{5\nu}, 2]\) with any given \(1 \leq b_0 < \infty\). If provided \(p \geq (\varepsilon_0^2 \lambda_2^2 \mu^2 \gamma^2 \log n) / n\), \(\alpha \leq \frac{1}{32c_{\text{aux}}},\) then for any \(\varepsilon_0 \in (0, \frac{1}{10}) \cap \left(0, \frac{1}{\sqrt{c_{\text{aux}}}}\right)\), under events Eq. \[16\], \[18\] and \[19\] we have

\[
\begin{align*}
\text{Re} \left( (\nabla \ell, L - L_\xi) + (\nabla \ell, R - R_\xi) \right) \\
\geq \frac{7}{8} \|LR^* - L_\xi R_\xi^*\|_F^2 + \left( \frac{1}{64} \sigma_r^2 - \nu \sigma_1^2 \right) \Delta - \left( 2 + \frac{\sqrt{2b_0}}{4} + \frac{b_0}{4\beta} \right) \Delta^2 \\
- \left( \sqrt{3b_0} + 6\sqrt{c_{\text{aux}} \nu \alpha \beta} + \frac{\sqrt{2}}{16} \right) \sqrt{\sigma_1^2 \Delta^3} + \frac{1}{64} \|L^* L - R^* R\|_F^2,
\end{align*}
\]

where \(\nu := (54 + 9\beta) \alpha \mu^2 + 4b_0 \beta^{-1} + \varepsilon_1\) with \(\varepsilon_1 := \sqrt{20} \left( 12\sqrt{b_0} + 44\sqrt{c_{\text{aux}} \nu \alpha \beta} \right)\) and arbitrary \(\beta > 0\).

**Proof.** The proof are divided into two main parts. In the first part of the proof, we establish a lower bound of \(\text{Re} \left( (\nabla \ell, L - L_\xi) + (\nabla \ell, R - R_\xi) \right)\). In fact,

\[
\begin{align*}
\text{Re} \left( (\nabla \ell, L - L_\xi) + (\nabla \ell, R - R_\xi) \right) &= \text{Re} \left( p^{-1} \Pi_{\Omega} (G^* (LR^*) + s - f) + (I - GG^*) (LR^*), \Delta_L R^* \right) \ \
&+ \text{Re} \left( (I - GG^*) (L_\xi R_\xi^*) + \Delta_L R^* + L \Delta_R^* \right).
\end{align*}
\]

Notice \((I - GG^*) (L_\xi R_\xi^*) = 0\) and \(z^2 = G^* (L_\xi R_\xi^*)\). Rearrangement gives

\[
\begin{align*}
\text{Re} \left( (\nabla \ell, L - L_\xi) + (\nabla \ell, R - R_\xi) \right) &= \text{Re} \left( G \left( p^{-1} \Pi_{\Omega} - I \right) G^* (LR^* - L_\xi R_\xi^*) + \Delta_L R^* + L \Delta_R^* \right) \ \
&+ \text{Re} \left( p^{-1} \Pi_{\Omega} (s - s^2) + \Delta_L R^* + L \Delta_R^* \right). \\

\text{Now we estimate the bounds of } T_1, T_2, T_3. \text{ By direct calculation, we have}
\end{align*}
\]

\[
\Delta_L R^* + L \Delta_R^* = LR^* - L_\xi R_\xi^* + \Delta_L \Delta_R = \Delta_L R_\xi^* + L_\xi \Delta_R^* + 2 \Delta_L \Delta_R. \tag{33}
\]

Then, for \(T_1\) we have

\[
\begin{align*}
|T_1| &= \left| \text{Re} \left( G \left( p^{-1} \Pi_{\Omega} - I \right) G^* (\Delta_L R_\xi^* + L_\xi \Delta_R^* + \Delta_L \Delta_R^*), \right) \right| \\
&\leq \left| \text{Re} \left( G \left( p^{-1} \Pi_{\Omega} - I \right) G^* (\Delta_L R_\xi^* + L_\xi \Delta_R^*), (\Delta_L R_\xi^* + L_\xi \Delta_R^*) \right) \right| \\
&+ 2 \left| \text{Re} \left( G \left( p^{-1} \Pi_{\Omega} - I \right) G^* (\Delta_L \Delta_R^*), \Delta_L \Delta_R^* \right) \right| \\
&+ 3 \left| \text{Re} \left( G \left( p^{-1} \Pi_{\Omega} - I \right) G^* (\Delta_L R_\xi^* + L_\xi \Delta_R^*), \Delta_L \Delta_R^* \right) \right|.
\end{align*}
\]

Notice that \(T_1 (\Delta_L R_\xi^* + L_\xi \Delta_R^*) = \Delta_L R_\xi^* + L_\xi \Delta_R,\) thus

\[
|T_1| \leq \varepsilon_0 \|\Delta_L R_\xi^* + L_\xi \Delta_R^*\|_F^2 + 2p^{-1} \|P_{\Omega} G^* \Delta_L \Delta_R^*\|_F^2 - 2 \|GG^* \Delta_L \Delta_R^*\|_F^2.
\]
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\[ \begin{align*}
&\quad + \frac{3\varepsilon_0}{2} \| \Delta L R^*_\xi + L_\xi \Delta^*_R \|_F^2 + \frac{3}{2} \| \Delta L \Delta^*_R \|_F^2 \\
&\leq \frac{5\varepsilon_0}{2} \| \Delta L R^*_\xi + L_\xi \Delta^*_R \|_F^2 + \frac{1}{2} \Delta^2 + 36\varepsilon_0\sigma_1^2 \Delta + \frac{3}{2} \| \Delta L \Delta^*_R \|_F^2 \\
&\leq 41\varepsilon_0\sigma_1^2 \Delta + \frac{7}{8} \Delta^2,
\end{align*} \]

where the first inequality follows from Lemma 1 and \( ab \leq \frac{a^2 + b^2}{2} \), the second inequality follows from \( \| P_{\Omega} G^* X \|_F = \| G^* P_{\Omega} X \|_F \) for \( X \in \mathbb{C}^{n_1 \times n_2} \), then apply Lemma 3 and the fact \( G^* \) is a projection operator. The last inequality follows from \( \| \Delta L R^*_\xi \|_F^2 \leq \sigma_1^2 \| \Delta L \|_F^2 \), \( \| L_\xi \Delta^*_R \|_F^2 \leq \sigma_1^2 \| \Delta R \|_F^2 \) and the Cauchy-Schwarz inequality which yields \( \| \Delta L \Delta^*_R \|_F \leq \| \Delta L \|_F \| \Delta R \|_F \leq \frac{\Delta}{2} \).

About \( T_2 \), by \( \Delta L R^* + L \Delta^*_R = LR^* - L_\xi R^*_\xi + \Delta L \Delta^*_R \) we have

\[ T_2 \geq \| LR^* - L_\xi R^*_\xi \|_F^2 - \| LR^* - L_\xi R^*_\xi \|_F \| \Delta L \Delta^*_R \|_F \]

\[ \geq \frac{15}{16} \| LR^* - L_\xi R^*_\xi \|_F^2 - 4 \| \Delta L \Delta^*_R \|_F^2 \geq \frac{15}{16} \| LR^* - L_\xi R^*_\xi \|_F^2 - \Delta^2, \]

where the second inequality follows from \( a^2 - ab \geq \frac{15}{16}a^2 - 4b^2 \).

About \( T_3 \), we denote the support of \( s \) and \( s^\perp \) by \( \Omega_s \) and \( \Omega_{s^\perp} \), respectively. We have

\[ p | T_3 | \leq \left| \text{Re} \left( \langle P_{\Omega_s} (s - s^\perp) , LR^* - L_\xi R^*_\xi \rangle \right) \right| + \left| \text{Re} \left( \langle P_{\Omega_{s^\perp}} (s - s^\perp) , \Delta L \Delta^*_R \rangle \right) \right| \\
\leq \left| \text{Re} \left( \langle P_{\Omega_s} G^* P_{\Omega_s} (s - s^\perp) , LR^* - L_\xi R^*_\xi \rangle \right) \right| \\
+ \left| \text{Re} \left( \langle P_{\Omega_{s^\perp}} G^* P_{\Omega_{s^\perp}} (s - s^\perp) , LR^* - L_\xi R^*_\xi \rangle \right) \right| + \left| \text{Re} \left( \langle P_{\Omega_s} (s - s^\perp) , LR^* - L_\xi R^*_\xi \rangle \right) \right|. \]

Noticing that for \( i \in \Omega \cap \Omega_s \), we have \( s_i = z_i + s_i^\perp - [G^* (LR^*)]_i \), then

\[ T_4 = \left| \text{Re} \left( \langle P_{\Omega_s} G^* P_{\Omega_s} (z^i + s_i^\perp - [G^* (LR^*)]_i \rangle , LR^* - L_\xi R^*_\xi \rangle \right) \right| \\
= \left| \text{Re} \left( G^* (L_\xi R^*_\xi - LR^*) , P_{\Omega_s} (LR^* - L_\xi R^*_\xi) \right) \right| \\
= \left| \text{Re} \left( (L_\xi R^*_\xi - LR^*) , P_{\Omega_s} G^* P_{\Omega_s} (LR^* - L_\xi R^*_\xi) \right) \right| \\
= \left\| G^* P_{\Omega_s} (L_\xi R^*_\xi - LR^*) \right\|_F \leq \left\| P_{\Omega_s} (L_\xi R^*_\xi - LR^*) \right\|_F^2 , \]

where the second equality follows from \( P_{\Omega_s} G^* P_{\Omega_s} X = G^* P_{\Omega_s} X \) for \( X \in \mathbb{C}^{n_1 \times n_2} \), which comes from the definition of \( G^* \). The inequality in the last line follows from the fact \( G^* \) is a projection operator. By the definition of \( P_{\Omega_s} \) and \( \Omega_s \), we know \( P_{\Omega_s} (M) \) has at most \( \gamma apn \) nonzero elements each row and each column. Then by Lemma 5 we have

\[ T_4 \leq 18c_s \gamma apn \sigma^2 \sigma_1 \Delta. \]

About \( T_5 \), by the definition of \( \Gamma_{\gamma apn} \), we know for \( i \in \Omega \cap (\Omega_s \setminus \Omega_s) \), the term \( z_i + s_i^\perp - [G^* (LR^*)]_i \) is smaller than the \( \gamma apn \)-th largest element in \( \Pi_{\Omega_s} (z^i + s_i^\perp - [G^* (LR^*)]_i \), then it is smaller than \( (\gamma apn - apn) \)-th largest element in \( \Pi_{\Omega_s} (z^i - G^* (LR^*) \) as \( \| \Pi_{\Omega_s} s^i \|_0 \leq \gamma apn \). It then implies for \( i \in \Omega \cap (\Omega_s \setminus \Omega_s) \), we have

\[ |z_i^2 + s_i^2 - [G^* (LR^*)]_i| \leq \frac{\| \Pi_{\Omega_s} (z^i - G^* (LR^*)) \|_2}{\gamma apn - apn}. \]
Thus, for \( \beta > 0 \), where the second inequality follows from \( a^2 + ab \leq \left( \frac{a}{2} + 1 \right) a^2 + \frac{b^2}{2\beta} \). Denote \( \Omega' := \Omega_2 \setminus \Omega_\epsilon \). By the above inequality we obtain

\[
T_5 = |\text{Re} \langle \Pi_{\Omega'} (0 - s^2), \Pi_{\Omega} [\mathcal{G}^* (LR^*) - z^2] \rangle |
\leq \left( 1 + \frac{\beta}{2} \right) \left\| \mathcal{P}_{\Pi_{\Omega'}} \mathcal{G}^* (LR^* - L_e R^*_e) \right\|_F^2 + \sum_{i \in \Omega'} \left\| \Pi_{\Omega} [\mathcal{G}^* (LR^* - L_e R^*_e)] \right\|_F^2 \leq \left( 18 + 9\beta \right) c_s \alpha p \sigma^4 \Delta^2 + \frac{4(1 + 10\epsilon_0) \alpha p \sigma^2 \Delta^2 + \epsilon_0 \frac{2\Delta^2}{\gamma - 1}}{2\beta (\gamma - 1) \alpha p n},
\]

(38)

where the first inequality follows from \( \|Gz\|^2_F = \sum_{i=1}^n z_i / \sqrt{\gamma} \|\mathcal{H}e_i\|_F^2 = \|z\|_2^2 \), \( z \in \mathbb{C}^n \) and thus \( \|G^* Z\|_2 = \|\mathcal{G}^* Z\|_F, Z \in \mathbb{C}^{n_1 \times n_2} \). The second inequality follows from the same argument to (36), \( |\Omega'| \leq \alpha pm \) and Lemma 5.

To obtain upper bound of \( T_6 \), the strategy is similar to \( T_4 \) and \( T_5 \). We have

\[
T_6 \leq |\text{Re} \langle \mathcal{P}_{\Pi_{\Omega}} (s - s^2), \Delta_L \Delta^*_R \rangle | + |\text{Re} \langle \mathcal{P}_{\Pi_{\Omega}} (s - s^2), \Delta_L \Delta^*_R \rangle |
\leq |\text{Re} \langle \mathcal{G}^* (LR^* - z^2), \Pi_{\Omega} \Delta_L \Delta^*_R \rangle | + |\text{Re} \langle \mathcal{G}^* (LR^* - z^2), \Pi_{\Omega} \Delta_L \Delta^*_R \rangle |
\leq \left\| \mathcal{P}_{\Pi_{\Omega}} \mathcal{G}^* (LR^* - z^2) \right\|_F \left\| \Pi_{\Omega} \Delta_L \Delta^*_R \right\|_F + \left\| \Pi_{\Omega} \Delta_L (LR^* - z^2) \right\|_F \left\| \Pi_{\Omega} \Delta_L \Delta^*_R \right\|_F
\leq \left( (\sqrt{\gamma} + 1) \sqrt{\frac{18c_s \alpha p \sigma^4 \Delta^2}{\sqrt{\gamma - 1}}} + \frac{4(1 + 10\epsilon_0) \alpha p \sigma^2 \Delta^2 + \epsilon_0 \frac{2\Delta^2}{\gamma - 1}}{\sqrt{\gamma - 1}} \right) \left\| \Pi_{\Omega} \Delta_L \Delta^*_R \right\|_F
\leq \left( (\sqrt{\gamma} + 1) \sqrt{\frac{18c_s \alpha p \sigma^4 \Delta^2}{\sqrt{\gamma - 1}}} + \frac{4(1 + 10\epsilon_0) \alpha p \sigma^2 \Delta^2 + \epsilon_0 \frac{2\Delta^2}{\gamma - 1}}{\sqrt{\gamma - 1}} \right) \left\| \Pi_{\Omega} \Delta_L \Delta^*_R \right\|_F
\]

where the fourth inequality follows from (36), (37) and the equality \( \|G^* Z\|_2 = \|\mathcal{G}^* Z\|_F \). The fifth inequality follows from Lemma 5. Let \( \gamma \) be some constant satisfying \( 1 + \frac{1}{b_0} \leq \gamma \leq 2 \), where \( 1 \leq b_0 < \infty \). Then, for all \( \epsilon_0 \in (0, \frac{1}{4\gamma}) \), one has the upper bound of \( T_6 \) given by

\[
p^{-1} T_6 \leq \sqrt{\frac{2b_0}{4}} \Delta^2 + \left( \sqrt{3b_0} + 6\sqrt{c_s \alpha p m} \right) \sqrt{\sigma^4 \Delta^3} + \sqrt{\epsilon_0} \left( 12\sqrt{b_0} + 44\sqrt{c_s \alpha p m} \right) \sigma^4 \Delta,
\]

and thus

\[
T_3 \leq \left( (54 + 9\beta) c_s \alpha p m + 4b_0 \beta^{-1} + \epsilon_2 \right) \sigma^4 \Delta + \left( \frac{\sqrt{2b_0}}{4} + \frac{b_0}{4\beta} \right) \Delta^2
\]
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where \( \varepsilon_2 = \sqrt{\varepsilon_0} \left(12\sqrt{b_0} + 44\sqrt{c_5\alpha\mu\nu}\right) \), and thus \( \varepsilon_1 \) can be any small number in \((0, \theta)\) for some \( \theta > 0 \) when \( \alpha\mu\nu \) is bounded. Combining all the pieces, we obtain

\[
T_1 + T_2 + T_3 \geq T_2 - |T_1| - |T_3| \\
\geq \frac{10}{16} \|LR^* - L^* R^*\|_F^2 - \left(2 + \sqrt{\frac{2b_0}{4b_0 + \frac{2b_0}{16}}}\right)\Delta^2 - \nu \sigma_1^2 \Delta - \left(\sqrt{3b_0} + 6\sqrt{c_5\alpha\mu\nu}\right)\sqrt{\sigma_1^5 \Delta^3},
\]

where we let \( \nu = (54 + 9\beta) c_6 \alpha \mu \nu + 4 b_0 \beta^{-1} + \varepsilon_1 \) and \( \varepsilon_1 = \varepsilon_2 + 41 \varepsilon_0 \). Now in the second part of the proof, we give a lower bound of \( \langle \nabla \phi, Z - Z^* \rangle \), where \( \phi(L, R) = \frac{1}{4} \|L^* L - R^* R\|_F^2 \) is actually a standard regularization term. Therefore, by directly applying the result in [38, Lemma 3], we have

\[
\text{Re}(\langle \nabla L \phi, \Delta L \rangle + \langle \nabla R \phi, \Delta R \rangle) \\
\geq \frac{1}{4} \|L^* L - R^* R\|_F^2 + \frac{1}{4} \sigma_1^2 \Delta - \sqrt{2} \sigma_1^2 \Delta^3 - \|LR^* - L^* R^*\|_F^2,
\]

provided \((L, R) \in B(\sqrt{\sigma_1^2})\). Finally, taking \( \lambda = \frac{1}{16} \), combining (11) and the lower bound for \( T_1 + T_2 + T_3 \), we have

\[
\text{Re}(\langle \nabla L \ell, \Delta L \rangle + \langle \nabla R \ell, \Delta R \rangle) \\
\geq \frac{7}{8} \|LR^* - L^* R^*\|_F^2 + \frac{1}{16} \sigma_1^2 \Delta - \left(2 + \sqrt{\frac{2b_0}{4b_0 + \frac{2b_0}{16}}}\right)\Delta^2 \\
- \left(\sqrt{3b_0} + 6\sqrt{c_5\alpha\mu\nu}\right)\sqrt{\sigma_1^5 \Delta^3} + \frac{1}{4} \|L^* L - R^* R\|_F^2.
\]

Proof. To bound \( \|\nabla L \ell\|_F^2 + \|\nabla R \ell\|_F^2 = \|\nabla L \psi + \lambda \nabla L \phi\|_F^2 + \|\nabla R \psi + \lambda \nabla R \phi\|_F^2 \), we first bound \( \|\nabla L \psi\|_F^2 + \|\nabla R \psi\|_F^2 \). And we have

\[
\|\nabla L \psi\|_F^2 = \left\|\left(\frac{1}{p} \mathbb{G}_\Omega [L^* R^*] - z^2 + s - s^2\right) + (I - \mathbb{G}^*) (LR^* - L^* R^*) \right\|_F^2 \\
\leq 2 \|R\|_F^2 \left(\left\|\left(\frac{p^{-1} \mathbb{G}_\Omega [L^* R^*] - z^2 + s - s^2}\right)\right\|_T^2 + \left\|(I - \mathbb{G}^*) (LR^* - L^* R^*)\right\|_T^2\right).
\]

Lemma 8. Let \( \Delta_L, \Delta_R, L, R, L^*_\ell, R^*_\ell \), and \( \Delta \) be defined in Definition 1. Let \( \gamma \in \left[1 + \frac{1}{\log 2}\right] \). Then under events Eq. (15), (18) and (19), for any \( \varepsilon_0 \in (0, \frac{1}{10}) \cap \left(0, \frac{32\epsilon_0}{c_5\mu\nu}\right) \), if \( p \geq \left(\varepsilon_0^{-2} c_4^2 \mu^2 r^{-2} \log n\right) / n, \alpha \leq \frac{1}{32c_5\mu\nu} \), it holds

\[
\|\nabla L \ell (L, R; s)\|_F^2 + \|\nabla R \ell (L, R; s)\|_F^2 \\
\leq 32 \sigma_1^2 \left((9b_0 + 10) \|LR^* - L^* R^*\|_F^2 + 72(b_0 + 1)\varepsilon_0 \sigma_1^5 \Delta + \frac{11}{2} (b_0 + 1) \Delta^2\right) \\
+ \frac{\sigma_1^5}{16} \|L^* L - R^* R\|_F^2
\]

Proof. To bound \( \|\nabla L \ell\|_F^2 + \|\nabla R \ell\|_F^2 = \|\nabla L \psi + \lambda \nabla L \phi\|_F^2 + \|\nabla R \psi + \lambda \nabla R \phi\|_F^2 \), we first bound \( \|\nabla L \psi\|_F^2 + \|\nabla R \psi\|_F^2 \). And we have

\[
\|\nabla L \psi\|_F^2 = \left\|\frac{1}{p} \mathbb{G}_\Omega [G^* (LR^*) - z^2 + s - s^2 + (I - \mathbb{G}^*) (LR^* - L^* R^*)]\right\|_F^2 \\
\leq 2 \|R\|_F^2 \left(\left\|\left(\frac{p^{-1} \mathbb{G}_\Omega [G^* (LR^*) - z^2 + s - s^2]}{T_7} + \left\|(I - \mathbb{G}^*) (LR^* - L^* R^*)\right\|_T^2\right)\right.^2\right).
Then we bound $T_7$ and $T_8$. Let $\Omega_s$ and $\Omega_s^2$ be the support of $s$ and $\Pi_\Omega s^2$, then we have

for $i \in \Omega \cap \Omega_s$, $s_i = [z^3 + s^3 - G^*(LR^*_E)]_i \Rightarrow [G^*(LR^*_E) - z^3 + s - s^3]_i = 0$,

for $i \in \Omega \cap (\Omega_s^2 \setminus \Omega_s)$, $[z^3 + s^3 - G^*(LR^*_E)]_i \leq \frac{\|\Pi_\Omega (z^3 - G^*(LR^*_E))\|_F^2}{\gamma_{apm} - \alpha_{apm}}$, for other $i$ in $\Omega$, we have $[z^3 + s^3 - G^*(LR^*_E)]_i = [z^3 - G^*(LR^*_E)]_i$,

the equality in the first line follows from the definition of $s$ in Definition 1, the second line follows from (37). Thus we have

$$T_7 \leq 2 \left( p^{-1}\Pi_{\Omega \cap (\Omega_s^2 \setminus \Omega_s)} \|G^*(LR^*_E) - z^3 + s - s^3\|_2^2 + 2 \|p^{-1}G\Pi_\Omega \|G^*(LR^*_E) - z^3\|_F^2 \right)$$

$$\leq 2\alpha_{apm} \left( p^{-1} \Pi_{\Omega} \|z^3 - G^*(LR^*_E)\|_2^2 + 2p^{-1} \|\Pi_\Omega G\|G^*(LR^* - LR^*_E)\|_F^2 \right)$$

$$\leq p^{-1} \frac{2\gamma}{\gamma - 1} \|\Pi_\Omega GG^*(LR^* - LR^*_E)\|_F^2$$

$$\leq \frac{4\gamma}{\gamma - 1} (1 + \varepsilon_0) \|LR^* - LR^*_E\|_F^2 + \frac{\gamma}{\gamma - 1} \Delta^2 + \frac{72\gamma}{\gamma - 1} \varepsilon_0 \sigma_1 \Delta,$$

where the first to third inequality follows from $\|Gz\|_2^2 = \|z\|_2^2$, the fourth inequality follows from the third line in (32), the last inequality follows from (33). Since $I - GG^*$ is a projection, we have

$$T_8 \leq \|LR^* - LR^*_E\|_F^2.$$ 

Thus, as $\gamma \in [1 + \frac{1}{b_0}, 2]$ with $b_0 \geq 1$, by setting $\varepsilon_0 \in \left( 0, \frac{1}{10} \right)$, combining $T_7$ and $T_8$ gives

$$\|\nabla L\psi\|_F^2 \leq 2 \|R\|_2^2 \left( (9b_0 + 10) \|LR^* - LR^*_E\|_F^2 + 72(b_0 + 1)\varepsilon_0 \sigma_1 \Delta + \frac{11}{2} (b_0 + 1)\Delta^2 \right).$$

One can follow the same process to bound $\|\nabla R\psi\|_F^2$, and thus we have

$$\|\nabla L\psi\|_F^2 + \|\nabla R\psi\|_F^2$$

$$\leq 16\sigma_1^2 \left( (9b_0 + 10) \|LR^* - LR^*_E\|_F^2 + 72(b_0 + 1)\varepsilon_0 \sigma_1 \Delta + \frac{11}{2} (b_0 + 1)\Delta^2 \right),$$

(42) where the inequality follows from $\|L\|_2 \leq 2\sqrt{\sigma_1^2}$, $\|R\|_2 \leq 2\sqrt{\sigma_1^2}$ as $(L, R) \in B(\sqrt{\sigma_1^2})$. Now we bound $\|\nabla L\phi\|_F^2 + \|\nabla R\phi\|_F^2$. In fact, we have

$$\|\nabla L\phi\|_F^2 + \|\nabla R\phi\|_F^2 = \|L (L^* L - R^* R)\|_F^2 + \|R (R^* R - L^* L)\|_F^2$$

$$\leq \left( \|L\|_2^2 + \|R\|_2^2 \right) \|L^* L - R^* R\|_F^2 \leq 8\sigma_1^2 \|L^* L - R^* R\|_F^2.$$ 

(43) Finally, taking $\lambda = \frac{1}{16}$ and combining (42) and (43) to obtain

$$\|\nabla L\eta\|_F^2 + \|\nabla R\eta\|_F^2 \leq 2 \left( \|\nabla L\psi\|_F^2 + \|\nabla R\psi\|_F^2 \right) + 2\lambda^2 \left( \|\nabla L\phi\|_F^2 + \|\nabla R\phi\|_F^2 \right)$$

24
\[ \leq 32\sigma_1^2 \left( (9b_0 + 10) \| LL^* - L_\varepsilon R_\varepsilon^* \|_F^2 + 72(b_0 + 1)\varepsilon_0\sigma_1^2\Delta + \frac{11}{2}(b_0 + 1)\Delta^2 \right) \]
\[ + \frac{\sigma_1^2}{16} \| L^* L - R^* R \|_F^2 \]

As discussed above, with Lemmas 7 and 8, we are now ready to show the local descent property of the proposed method.

**Proof of Theorem 1.** The proof of the theorem is under events (18) and (19). For ease of notation, let \( (L_\varepsilon^{(k)}, R_\varepsilon^{(k)}) \in \mathcal{E}(L^*, R^*) \) defined to be matrices aligned with \( (L^{(k)}, R^{(k)}) \). Then, by the definition of \( d_k \) we have

\[
d_{k+1}^2 = \left\| L^{(k+1)} - L_\varepsilon^{(k+1)} \right\|_F^2 + \left\| R^{(k+1)} - R_\varepsilon^{(k+1)} \right\|_F^2
\]
\[
\leq \left\| L^{(k+1)} - L_\varepsilon^{(k)} \right\|_F^2 + \left\| R^{(k+1)} - R_\varepsilon^{(k)} \right\|_F^2
\]
\[
\leq \left\| L^{(k)} - \eta \nabla L^{(k)} - L_\varepsilon^{(k)} \right\|_F^2 + \left\| R^{(k)} - \eta \nabla R^{(k)} - R_\varepsilon^{(k)} \right\|_F^2
\]
\[
\leq d_k^2 - 2\eta \text{Re} \left( \left\langle \nabla L^{(k)}, L^{(k)} - L_\varepsilon^{(k)} \right\rangle + \left\langle \nabla R^{(k)}, R^{(k)} - R_\varepsilon^{(k)} \right\rangle \right)
\]
\[
+ \eta^2 \left( \left\| \nabla L^{(k)} \right\|_F^2 + \left\| \nabla R^{(k)} \right\|_F^2 \right), \tag{44}
\]

where the second inequality comes from the non-expansion property of projection onto \( L \) and \( R \). Let \( \Delta_k := d_k^2 \). Set \( \eta \leq \frac{\hat{\theta}}{(b_0 + 1)\sigma_1^2} \) for sufficiently small constant \( \hat{\theta} \) and \( \gamma_k \in \left[ 1 + \frac{1}{b_0}, 2 \right] \) with \( b_0 \geq 1 \). By Lemmas 7 and 8, we then have

\[
-2\eta \text{Re} \left( \left\langle \nabla L^{(k)}, L^{(k)} - L_\varepsilon^{(k)} \right\rangle + \left\langle \nabla R^{(k)}, R^{(k)} - R_\varepsilon^{(k)} \right\rangle \right)
\]
\[
+ \eta^2 \left( \left\| \nabla L^{(k)} \right\|_F^2 + \left\| \nabla R^{(k)} \right\|_F^2 \right)
\]
\[
\leq \eta \left( \left( -\frac{7}{4} + 10\hat{\theta} \right) \| LL^* - L_\varepsilon R_\varepsilon^* \|_F^2 - \left( \frac{1}{32}\sigma_1^2 \hat{\theta}^2 - 2\nu\sigma_1^2 - 72\varepsilon_0\sigma_1^2\Delta_k \right) + \left( 4 + \frac{\sqrt{b_0}}{2} + \frac{b_0}{256} + \frac{11\hat{\theta}}{2} \right) \Delta_k^2 + \left( \sqrt{12b_0} + 12\sqrt{\varepsilon_0\alpha\mu^2} + \frac{\sqrt{\varepsilon_0}}{8} \right) \sigma_1^2 \Delta_k \right)
\]
\[
+ \left( \frac{\sqrt{b_0}}{2} - \frac{\hat{\theta}}{2} \right) \| L^* L - R^* R \|_F^2
\]
\[
\leq -\frac{1}{64} \eta \sigma_1^2 \Delta_k,
\]

where the in second inequality, we use \( \Delta_k \leq \frac{\theta_1\sigma_1^2}{b_0} \) with \( \theta_1 = \varepsilon_0 = \frac{\theta_3}{\nu} = \varepsilon_1 = \frac{\theta_4}{\nu} \) sufficiently small. Also, in the inequality we set \( \beta = \frac{\theta_3}{\nu}, \varepsilon_0 = \frac{\theta_3}{\nu}, \varepsilon_1 = \frac{\theta_4}{\nu} \), and assume \( \alpha \leq \frac{\theta_0}{\varepsilon_2\mu_0^2} \) for sufficiently small constants \( \theta_2, \theta_3, \theta_4, \theta_5 \). Then, it implies

\[ d_{k+1}^2 \leq \left( 1 - \frac{\eta\sigma_1^2}{64} \right) d_k^2. \]

Note that under events Eq. (20), (23) and (24), the above inequality holds for all \( k \geq 0 \). \qed
B Supporting lemmas

Lemma 9 ([3, Lemma 6]). For any \( z \in \mathbb{C}^n \) such that \( \|z\|_0 \leq \alpha n \), it holds

\[
\|H z\|_2 \leq \alpha n \|H z\|_\infty = \alpha n \|z\|_\infty.
\]

Lemma 10. For all \( u \in \mathbb{R}^{n_1} \), \( v \in \mathbb{R}^{n_2} \), it holds

\[
\frac{1}{p} \sum_a \sum_{i+j=a+1} \delta_a u_i v_j \leq \|u\|_1 \|v\|_1 + \sqrt{\frac{8n \log n}{p} \|u\|_2 \|v\|_2}
\]

with probability at least \( 1 - 2n^{-2} \), provided \( p \geq (\log n)/n \).

Proof. The result of this lemma is similar to [3, Lemma 5] except the slightly different sampling models. We provide the proof for completeness. Let \( \hat{H}_a := \sqrt{\alpha_a} H_a = \mathcal{H} e_a \), then

\[
\frac{1}{p} \sum_a \sum_{i+j=a+1} \delta_a u_i v_j = \frac{1}{p} \sum_a \delta_a H_a v
\]

\[
= \frac{1}{p} u^\top \left( \sum_a (\delta_a - p) H_a \right) v + u^\top (1_{n_1} 1_{n_2}^\top) v
\]

\[
\leq \left\| \left( \sum_a \left( \frac{\delta_a}{p} - 1 \right) H_a \right) \right\|_2 \|v\|_2 \|v\|_2 + \|u\|_1 \|v\|_1.
\]

Denote \( \mathcal{R}_a := \left( \frac{\delta_a}{p} - 1 \right) H_a \). We have \( \mathbb{E}[\mathcal{R}_a] = 0 \), and

\[
\|\mathcal{R}_a\|_2 \leq \frac{1}{p} \|H_a\|_2 \leq \frac{1}{p}.
\]

Moreover, we have

\[
\left\| \mathbb{E} \left[ \sum_a \mathcal{R}_a \mathcal{R}_a^\top \right] \right\|_2 = \left\| \sum_a \mathbb{E} \left( \frac{\delta_a}{p} - 1 \right)^2 H_a H_a^\top \right\|_2 \leq \frac{n}{p} \|H_a H_a^\top\|_2 \leq \frac{n}{p}.
\]

Similarly, \( \|\mathbb{E} \left[ \sum_a \mathcal{R}_a \mathcal{R}_a^\top \right]\|_2 \leq \frac{n}{p} \). Hence, by Bernstein’s inequality [33, Theorem 1.6], we have

\[
\mathbb{P} \left( \left\| \sum_a \mathcal{R}_a \right\|_2 > t \right) \leq (n_1 + n_2) \exp \left( \frac{-pt^2/2}{n + t/3} \right).
\]

Letting \( t = \sqrt{(8n \log n)/p} \), we have

\[
\mathbb{P} \left( \left\| \sum_a \mathcal{R}_a \right\|_2 > t \right) \leq 2n^{-2},
\]

provided \( p \geq (\log n)/n \). \( \square \)
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