Wigner crystallization in transition metal dichalcogenides: A new approach to correlation energy
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We introduce a new approach for the correlation energy of one- and two-valley two-dimensional electron gas (2DEG) systems. Our approach is based on a random phase approximation at high densities and a classical approach at low densities, with interpolation between the two limits. This approach gives excellent agreement with available Quantum Monte Carlo (QMC) calculations. We employ the two-valley 2DEG model to describe the electron correlations in monolayer transition metal dichalcogenides (TMDs). The zero-temperature transition from a Fermi liquid to a quantum Wigner crystal phase in monolayer TMDs is obtained using density-functional theory within the local-density approximation. Consistent with QMC, we find that electrons crystallize at \( r_s = 30.5 \) in one-valley 2DEG. For two-valleys, we predict Wigner crystallization at \( r_s = 29.5 \), indicating that valley degeneracy has little effect on the critical \( r_s \), in contrast to an earlier claim.

Research on two-dimensional (2D) materials such as graphene (a 2D allotrope of carbon) and semiconducting transition metal dichalcogenides (TMDs), e.g. MoS\(_2\), WS\(_2\), MoSe\(_2\), WSe\(_2\), WTe\(_2\), etc., has attracted a lot of interest over the past decade \[1\][3], and is likely to remain one of the leading topics in condensed matter physics and materials science for many years to come. Their interesting properties \[1\][3], make 2D materials very promising for applications in areas like electronics, sensors, and optical devices. When the effect of electron correlations becomes strong, the properties of the system can undergo profound changes, including novel interactions that crystalize the particles. The energy differences between the WC and liquid phases are on a very tiny scale and, to get meaningful predictions, great accuracy such as is afforded by QMC methods is required \[8\][9][15]. Reference \[15\] obtains the correlation energy for a two-valley 2DEG system using QMC calculations to describe the ground state energy of electrons confined in a Si metal-oxide-semiconductor field-effect transistor (MOSFET). They predict that the density of WC shifts to a much lower density, \( r_s \approx 45 \), making the WC more difficult to form compared to the one-valley system. In the present work we challenge this result.

In our work we first introduce a new approach based on the random phase approximation (RPA) at high densities and a classical approach at low densities, with interpolation between the two limits to obtain the correlation energy in monolayer TMDs, i.e. two-valley 2DEG system. We demonstrate that our results for the correlation energies are in a very good agreement with QMC for both one-valley and two-valley 2DEG systems. Next, we employ a density functional approach and obtain the ground state energy for a non-uniform density distribution corresponding to a 2D hexagonal lattice.

There exists an exact expression for the exchange-correlation energy \( E_{xc}[\rho] \) \[16\][17],

\[
E_{xc}[\rho] = \int_0^1 d\alpha W_\alpha[\rho],
\]

where \( W_\alpha[\rho] \) is the potential energy functional of \( \rho \) excluding the Hartree contribution, for a fictitious system interacting via a Coulomb-like interaction that is scaled by a multiplicative coupling constant factor \( \alpha \). Since \( W_\alpha[\rho] \) is expected to be a smooth function of \( \alpha \), Refs. \[19\][21] proposed an interpolation procedure for \( W_\alpha[\rho] \), between the \( \alpha = 0 \) (weakly-interacting, high density limit) and \( \alpha = \infty \) (strongly-
interacting, low density limit),

\[ W_0[\rho] \approx W_\infty + \frac{W_0 - W_\infty}{\sqrt{1 + 2X\alpha}}, \]

\[ X = \frac{W'_0}{W_\infty - W_0} \]  \hspace{1cm} (2)

where \( W'_0 = dW_\alpha/d\alpha|_{\alpha=0} \). Substituting Eq. (2) into Eq. (1) and integrating, we obtain for the correlation energy,

\[ E_{xc}[\rho] = W_0 + (W_0 - W_\infty) \left[ \frac{\sqrt{1 + 2X\alpha} - 1}{X} - 1 \right]. \]  \hspace{1cm} (3)

**Weakly-interacting regime.** In Ref. [20] \( W_0 \) is calculated for 2DEG using the Fock integral with the (occupied) Kohn-Sham orbitals while \( W'_0 \) is the second order coefficient in Görling-Levy perturbation theory [24]. In our work we instead employ RPA to obtain \( W_0 \) and \( W'_0 \). We recall the RPA is exact in the high-density limit [22]. Using the RPA offers significant advantages over the approach of Ref. [20] since the calculations of \( W_0 \) and \( W'_0 \) can be readily generalized to finite temperatures and to non-parabolic energy dispersions.

The exact expressions for \( W_0[\rho] \) and \( W'_0[\rho] \), are given by the RPA interaction energy as integrals along the imaginary frequency axis [22],

\[ W_0[\rho] = \sum_q v_q \left[ -\frac{h}{2\pi\rho} \int_0^\infty dq[\chi_\alpha(q, i\omega)]/\alpha|_{\alpha=0} - 1 \right], \]

\[ W'_0[\rho] = -\frac{h}{2\pi\rho} \sum_q v_q \int_0^\infty dq[\chi_\alpha(q, i\omega)]/\alpha|_{\alpha=0}, \]  \hspace{1cm} (4)

where \( v_q = e^2/\kappa q \) with \( \kappa \) being the dielectric constant, and the RPA \( \chi_\alpha(q, i\omega) \) is,

\[ \chi_\alpha(q, i\omega) = \frac{\chi_0(q, i\omega)}{1 - \alpha v_q \chi_0(q, i\omega)}. \]  \hspace{1cm} (5)

\( \chi_0(q, i\omega) \) is the dynamic non-interacting density-density response function,

\[ \chi_0(q, i\omega) = \frac{g_s g_v}{\hbar\omega + \xi_k - \xi_{k+q} + i\eta}, \]  \hspace{1cm} (6)

where \( f_k \) is the Fermi function for the wave vector \( k \), \( g_s \) and \( g_v \) are the spin and valley degeneracies, \( \xi_k \) is the lowest energy band, and \( \eta > 0 \) is an infinitesimal number. For the case of TMD’s with \( g_s = 2 \) and \( g_v = 2 \) we assume a parabolic dispersion \( \xi_k = \hbar^2 k^2/2m^*_v \), and due to the existence of a large semiconducting gap we neglect the influence of the hole band in the response function.

Using Eqs. (4) and (5) we obtain

\[ W'_0[\rho] = -\frac{h}{2\pi\rho} \sum_q v_q^2 \int_0^\infty dq[\chi_0(q, i\omega)]^2. \]  \hspace{1cm} (7)

It is crucial to obtain the integrals (4) with a high accuracy. Our computational time needs here are orders of magnitude less than for QMC calculations.

**Strongly-interacting regime.** In the opposite limit of large \( \alpha \to \infty \), the ground state is the classical WC. We treat the classical crystal as a collection of neutral unit cells, each cell containing its electron, embedded in a uniform neutralizing background. To determine the total energy, we represent each unit cell as a disk of diameter \( r_0 \) with the electron or hole at its center. \( r_0 = 1/\sqrt{\pi\rho} \) is the average inter-particle spacing. Neglecting the interaction between unit cells, then \( W_\infty \) is the electrostatic energy of a single unit cell consisting of the potential energy between the electron and the positive charged disk \( E_{e\oplus} \) plus the self energy of the charged disk \( E_{\oplus\oplus} \),

\[ W_\infty = E_{e\oplus} + E_{\oplus\oplus} = -\frac{2}{r_s} + \frac{8}{3\pi r_s}. \]  \hspace{1cm} (8)

We use Hartree units. Having \( W_0 \), \( W'_0 \), and \( W_\infty \) we obtain the correlation energy using Eq. (3).

In Fig. [1](a) we compare our results for the correlation energy \( E_c = E_{xc}[\rho] - W_0 \) (red curve) with those obtained from Diffusion QMC (open circles) and pure RPA (green curve) for a one-valley 2DEG system. Comparing with QMC data, adopted from Refs. [9] and [8] we see that our approach exhibits excellent agreement. We also obtained the correlation energy as a function of \( r_s \) for a monolayer TMD (Fig. [1](b)), which we compare with the corresponding QMC calculations for a two-valley 2DEG [15]. We found that the relative errors between the correlation energies of the present approach and QMC are always less than 5%.

**Ground state energy.** We start by recalling that in Density Functional Theory (DFT), the ground state energy functional \( E[\rho] \) for a system of interacting electrons with density distribution \( \rho(\mathbf{r}) \) is written as the sum,

\[ E[\rho] = K[\rho] + E_{\text{coul}}[\rho] + E_X[\rho] + E_C[\rho], \]  \hspace{1cm} (9)

where \( K[\rho], E_{\text{coul}}[\rho], E_X[\rho] \) and \( E_C[\rho] \) respectively denote the non-interacting kinetic-energy, Hartree term, exchange,
and correlation energy functionals. Within the local-density approximation (LDA), approximate forms of these functionals in terms of density for inhomogeneous density distributions are,

\[ K[\rho] = \frac{1}{8} \int d^2r \frac{\nabla \rho(r) \cdot \nabla \rho(r)}{\rho(r)} + \frac{\pi}{2 g_v} \int d^2 r \rho(r)^2, \]

\[ E_{\text{coul}} = \frac{1}{2} \int d^2 r \int d^2 r' \frac{\sqrt{\rho(r) - \rho_0} [\rho(r') - \rho_0]}{|r - r'|}, \]

\[ E_\alpha[\rho] = -\frac{4}{3} \sqrt{\frac{2}{\pi g_v}} \int d^2 r \rho(r)^{3/2}, \]

\[ E_\varepsilon[\rho] = \int d^2 r \rho(r) \varepsilon_\varepsilon[\rho(r), g_v], \]

where \( \varepsilon_\varepsilon[\rho_0, g_v] \) is the correlation energy for a system of uniform density \( \rho_0 \) and \( g_v = 1, 2 \) distinguishes the one- and two-valley 2DEG systems. From these expressions, we obtain the total energy per particle, \( \epsilon[\rho] = E / \int d^2 r \rho_0 \), defined in Eq. (9) for a uniform density \( \rho_0 \) and also for a non-uniform density distribution \( \rho(r) \) corresponding to a 2D hexagonal lattice. We determine the total ground state energy \( E[\rho] \) from Eqs. (9), (10), and (13).

For the WC, we use for the density a variational form of a superposition of Gaussians centered on the lattice sites,

\[ \rho(r) = \frac{\beta}{\pi} \sum_{m,n} \exp\left[-\beta (r - m a_1 - n a_2)^2\right], \]

where \( m \) and \( n \) are integers and \( a_1 = (a, 0) \) and \( a_2 = (-a/2, \sqrt{3}a/2) \) are the lattice vectors for the two-dimensional hexagonal lattice. \( a = \sqrt{2/\sqrt{3} \rho_0} \). The single variational parameter, \( \beta \) determines the degree of localization on the lattice points. Equation (14) may also be written as a summation of the reciprocal-lattice vectors \( k_{mn} \), viz.

\[ \rho(r) = \rho_0 \sum_{m,n} e^{-k_{mn}^2/4\beta} e^{i k_{mn} \cdot r}, \]

Using this form of density, the Coulomb energy Eq. (11) can be solved analytically. The final expression of the Coulomb energy per particle is given by,

\[ \epsilon_{\text{coul}} = \pi \rho_0 \sum_{k_{mn} \neq 0} \exp\left(-k_{mn}^2/2\beta\right)/k_{mn}. \]

We numerically calculate the total energy per particle of the ordered phase as follows. For a fixed \( r_s \), we calculate the total energy \( \epsilon(\beta) \), with \( \beta \) as a variational parameter. We look for a minimum in \( \epsilon(\beta) \), and use that as the energy for the inhomogeneous phase. If the minimum is at \( \beta = 0 \), we conclude that the system is in the liquid state. The calculated

![FIG. 2: The total energy per particle of a one-valley 2DEG system for the liquid (blue curve) and WC (red curve) phases. The transition to a WC occurs at \( r_s \approx 30.5 \), indicated by the vertical arrow in the figure. Upper inset: total energy as a function of variational parameter \( \beta \) for \( r_s = 30 \) (blue curve) and \( r_s = 31 \) (green curve). Lower inset: \( \beta_{\text{min}} \) as a function of \( r_s \). \( \epsilon_M = -1.1061/r_s \) is the Madelung energy.](image1)

![FIG. 3: The total energy per particle of a two-valley 2DEG system for the liquid (blue curve) and WC (red curve) phases. The transition to a WC occurs at \( r_s \approx 29.5 \), indicated by the vertical arrow in the figure. Upper inset: total energy as a function of variational parameter \( \beta \) for \( r_s = 29 \) (blue curve) and \( r_s = 30 \) (green curve). Lower inset: total ground state energies as function of \( r_s \) for the \( g_v = 2 \) liquid with a \( g_v = 1 \) WC.](image2)
energies for both densities \( \rho_0 \) and \( \rho(r) \) are plotted as function of \( r_s \), in Fig. 2 for a 2DEG system. We observe a stable WC at \( r_s = 30.5 \), in excellent agreement with QMC calculations. (At \( r_s = 30.5 \), there is a bifurcation, indicating a transition to the WC, i.e. the WC energy is lower than the liquid). The upper inset in Fig. 2 shows the total energy as a function of the variational parameter \( \beta \). For \( r_s = 29 \) we find the minimum at \( \beta = 0 \) (liquid phase), but at \( r_s = 30 \), the minimum energy occurs at a nonzero \( \beta \sim 0.0012 \) (WC phase). In the lower inset we show \( \beta_{\text{min}} \), the value of \( \beta \) at which the energy is minimum, as a function of \( r_s \). As \( r_s \) increases \( \beta_{\text{min}} \) becomes larger leading to sharply localized peaks on the lattice sites.

The liquid and WC ground state energies for a two-valley 2DEG system corresponding to monolayer TMDs are shown in Fig. 3. We observe a transition into WC at \( r_s \approx 29.5 \) which is in contrast with results obtained using QMC [15]. Reference [15] finds the WC transition at \( r_s \approx 45 \) which corresponds to a much lower transition density than for the one-valley 2DEG. However in Ref. [15] the authors assume that the WC energy is independent of the number of additional components (spin and valley), and since the liquid energy reduces with an additional valley (because the kinetic, exchange, and correlation energies reduce), it crosses the WC energy at a larger \( r_s \). In the lower inset of Fig. 3 we demonstrate that the \( g_v = 1 \) WC ground state energy does indeed cross the two-valley (\( g_v = 2 \)) liquid energy at \( r_s \approx 43 \), consistent with the prediction in Ref. [15]. But the WC energy is in fact not independent of the number of valleys. This is confirmed by comparing QMC results for the unpolarized and fully-polarized 2DEG in the WC regime (compare the WC energies at \( \xi = 0 \) (unpolarized) and \( \xi = 1 \) (fully-polarized) in Fig. 5 of Ref. [9]).

Using the analogy of these significant WC energy differences between one and two spin components, we expect the same energy difference for the WC in one- and two-valley systems.

The results for the corresponding electron density at \( r_s = 30 \), i.e. in the WC regime, are shown in Table I for different TMDs. The electron density is calculated using \( \rho_0 = 1/\pi(a_B^* r_s)^2 \) where \( a_B^* = \hbar^2 \kappa/e^2 m_e^* \) with \( \kappa = \sqrt{\kappa_\perp \kappa_{\parallel}} \). We find that \( r_s = 30 \) corresponds to the carrier densities \( \rho_0 \gtrsim 0.4 \times 10^{11} \text{ cm}^{-2} \) for the TMD monolayers of Table I, which is within the lower limit of experimentally attainable densities for monolayer TMDs (of the order of \( \rho \gtrsim 10^{10} \text{ cm}^{-2} \), e.g. see Refs. [27][29]).

In summary, we have presented a new approach to obtain the correlation energy in 2D systems. The approach is based on an interpolation of the exchange-correlation energy between the weakly-interacting regime and the strongly-interacting classical regime. For the weakly-interacting limit we employed RPA which is exact in this limit. For the WC regime at low densities, with the electrons forming a lattice, we obtained the electrostatic energy for an assembly of unit-cells that are neutralized by a uniformly charged background. We calculated the correlation energies for one- and two-valley 2DEG systems. The present approach is extremely fast and provides accurate results in excellent agreement with QMC. The approach can readily be extended to: i) 2D systems with non-parabolic low energy bands such as one present in few-layer graphene and ii) to non-zero temperatures.

We utilized density-functional theory within the local-density approximation to investigate the zero-temperature transition from a Fermi liquid to WC phase. We find a stable WC at \( r_s \gtrsim 30.5 \) for the one-valley 2DEG and at \( r_s \gtrsim 29.5 \) for the two-valley 2DEG. In monolayer TMDs, \( r_s = 29.5 \) corresponds to density \( \rho_0 \gtrsim 0.4 \times 10^{11} \text{ cm}^{-2} \), which lies well within the experimentally achievable density range. We conclude that monolayer TMDs could be ideal systems for the observation of WC in zero magnetic field.
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| TMD | MoS\(_2\) | MoSe\(_2\) | WS\(_2\) | WSe\(_2\) | MoTe\(_2\) | WTe\(_2\) |
|-----|----------|----------|--------|---------|---------|--------|
| \( \kappa_\perp (\kappa_{\parallel}) \) | 4.8(3.0) | 6.9(3.8) | 4.4(2.9) | 4.5(2.9) | 5.7(3.3) |        |
| \( m_e^* / m_e \) | 0.46 | 0.56 | 0.26 | 0.28 | 0.62 | 0.26 |
| \( \rho_0 [\times 10^{11} \text{ cm}^{-2}] \) | 1.85 | 1.5 | 0.66 | 0.875 | 1.37 | 0.45 |

**TABLE I:** Wigner crystal electron density of monolayer TMDs at \( r_s = 30 \). The effective electron masses \( m_e^* \) are taken from Ref. [24] and the out-of-plane (in-plane) dielectric constants \( \kappa_\perp (\kappa_{\parallel}) \) from Ref. [20].
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