Long-time behavior of solutions to the generalized Allen–Cahn model with degenerate diffusivity
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Abstract. The generalized Allen–Cahn equation,

$$u_t = \varepsilon^2 (D(u)u_x)_x - \frac{\varepsilon^2}{2} D'(u)u_x^2 - F'(u),$$

with nonlinear diffusion, $D = D(u)$, and potential, $F = F(u)$, of the form

$$D(u) = |1 - u^2|^m, \text{ or } D(u) = |1 - u|^m, \quad m > 1,$$

and

$$F(u) = \frac{1}{2n} |1 - u^2|^n, \quad n \geq 2,$$

respectively, is studied. These choices correspond to a reaction function that can be derived from a double well potential, and to a generalized degenerate diffusivity coefficient depending on the density $u$ that vanishes at one or at the two wells, $u = \pm 1$. It is shown that interface layer solutions that are equal to $\pm 1$ except at a finite number of thin transitions of width $\varepsilon$ persist for an either exponentially or algebraically long time, depending upon the interplay between the exponents $n$ and $m$. For that purpose, energy bounds for a renormalized effective energy potential of Ginzburg–Landau type are derived.
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1. Introduction

In this paper, we consider the equation

$$u_t = \varepsilon^2 (D(u)u_x)_x - \frac{\varepsilon^2}{2} D'(u)u_x^2 - F'(u), \quad x \in (a, b) \subset \mathbb{R}, \ t > 0, \quad (1.1)$$

where $\varepsilon > 0$ is a small parameter, the diffusion coefficient $D : \mathbb{R} \to \mathbb{R}$ is a nonnegative function that vanishes just in one or two points, and $F : \mathbb{R} \to \mathbb{R}$
is a double well potential with wells of equal depth. More precisely, we assume that $D$ is given by either the *doubly degenerate* diffusion function

$$D(u) := |1 - u^2|^m, \quad m > 1,$$

(1.2)
or the *simply degenerate* function

$$D(u) := |1 - u|^m, \quad m > 1,$$

(1.3)
while $F$ is given in all cases by the following double-well potential,

$$F(u) = \frac{1}{2n} |1 - u^2|^n, \quad n \geq 2.$$  

(1.4)

We consider equation (1.1) on a bounded interval $[a, b]$ of the real line with homogeneous Neumann boundary conditions of the form

$$u_x(a, t) = u_x(b, t) = 0, \quad \forall \ t > 0,$$

(1.5)
and initial condition given by

$$u(x, 0) = u_0(x), \quad x \in [a, b].$$  

(1.6)

Assuming that the solution $u$ is sufficiently smooth and expanding the first term in the right hand side of (1.1), we can rewrite it as

$$u_t = \varepsilon^2 D(u) u_{xx} + \frac{\varepsilon^2}{2} D'(u) u_x^2 - F'(u).$$

(1.7)

Equation (1.1), equivalently, (1.7), arises within the framework of one-dimensional phase separation theory in binary alloys by Allen and Cahn [2] and by Cahn and Hilliard [6,9]. It reduces to the classical Allen–Cahn equation in the case where the diffusivity coefficient is assumed to be constant, $D \equiv D_0 > 0$. In the classical theory, the scalar field $u$, called *order parameter* or simply *density*, interpolates between two pure phase components of the alloy, $u = -1$ and $u = +1$, and the parameter $\varepsilon > 0$ measures the interface width separation. In the limit when $\varepsilon \to 0^+$, solutions to (1.1) describe sharp interface layers separating the phases. Under such circumstances, these layers are transient solutions that appear to be stable but which, in fact, destroy its phase separating structure after an exponentially long time. This behavior is known in the literature as *metastability*, see [5,12,27] and the references cited therein.

In most works, consideration has been restricted to models with constant diffusivity coefficients. It is expected from the phenomenological and theoretical viewpoints, however, that diffusion (or mobility/stiffness) can depend on the order parameter $u$; indeed, it is to be observed that a density-dependent mobility coefficient appears in the original derivation of the Cahn–Hilliard equation [10]. Consequently, many extended Cahn–Hilliard or Allen–Cahn models that take these nonlinearities into account have been proposed in the literature, see, e.g., [7,8,10,33], and which, in turn, have motivated their associated mathematical analysis, cf. [15,16,19,21–24]. An interesting mathematical feature appears when the nonlinearity in the diffusion coefficient is *degenerate*, meaning that diffusion approaches zero when the density $u$ approaches one or two of the pure phases. This behavior occurs in some physical models as well. For example, in the description of some binary alloys the diffusivity seems to be
zero outside a relatively narrow interfacial band, cf. [11,22,33], that is, $D$ is zero outside the grain boundary including, e.g., the pure phases $u = \pm 1$, and positive inside. Actually, a function $D = D(\cdot)$ of the form in (1.2) can be justified under thermodynamic considerations, see Taylor and Cahn [33]. Among the new mathematical features one finds that some equations with degenerate diffusion possess finite speed of propagation of initial disturbances, in contrast with the strictly parabolic case [28]. Another feature is the emergence of traveling waves of sharp [30,32] or compacton type [16,17]. Model equations with degenerate diffusivities are not exclusive of the description of binary alloys, but also appear in studies of two-phase fluid flow in a capillary tube [18], which adopt the classical approach of phase separation by Cahn and Hilliard, implement a degenerate higher-order diffusivity coefficient, and describe compacton formation. To sum up, equations of the form (1.1) with nonlinear functions given by (1.2) or by (1.3) for the diffusion coefficient, and by (1.4) as a reaction function of bi-stable type, encompass degenerate, density-dependent diffusion coefficients that vanish at one or two equilibrium points of the reaction, which has the form of the derivative of a double-well potential, and are of interest as models of phase separation in alloys and in other physical applications.

This paper studies the long-time behavior of solutions of interface layer type to equation (1.1), paying particular attention to the phenomenon of metastability. Motivated by previous analyses on the topic for the classical Allen–Cahn equation [5,12,13,27], in this work we apply the energy approach of Bronsard and Kohn [5] to rigorously prove the existence of metastable states for the initial boundary-value problem (IBVP) (1.1), (1.5) and (1.6). In a recent contribution [24], we studied the phenomenon of metastability of solutions to a related equation with density-dependent coefficients. The main differences between the model studied in [24] and (1.1) are (i) that equation (1.1) has a different structure, being the $L^2$-gradient flow of a generalized Ginzburg–Landau energy functional (see (2.1) below) whereas the model in [24] is in conservation form; and, (ii) that in the present case the diffusivity is allowed to be degenerate, vanishing at one or both of the pure phases. Moreover, this work emphasizes the interplay between the diffusion function, $D = D(\cdot)$, and the potential, $F = F(\cdot)$, exemplified by the relation between their (real) exponents $m > 1$ and $n \geq 2$. For instance, it is proved that, in the case when $n = m + 2$ and for any $m > 1$, interface layer solutions exhibit an exponentially slow motion, that is, they maintain the same transition layer structure for (at least) an exponentially long time and the layers move with an exponentially small speed; see Theorems 5.3 and 5.6 below. This result generalizes to degenerate diffusions the known classical results on the Allen–Cahn equation with $m = 0$, $n = 2$, see, among other works, [12,14]. In the case where $n > m + 2$, our analysis predicts algebraic slow motion of interface layer solutions, showing that metastability (understood as exponentially slow motion of interface layers) is a consequence of the relation between the diffusion and the reaction, or to the degeneracy of one with respect to the other; see Theorems 5.3 and 5.6 below. When diffusion vanishes only at one point, like in (1.3), similar results, depending upon the interplay between reaction and diffusion,
arise. By considering equations of the form (1.1) with nonlinearities satisfying either (1.2) or (1.3) for any \(m > 1\) and (1.4) any \(n \geq 2\), our work encompasses a large class of models which can be of interest for the scientific community.

Remark 1.1. Our attention focuses on the explicit formulas (1.2)–(1.4) for the diffusivity \(D\) and the potential \(F\) only for the sake of simplicity and for the readability of the paper; in fact, what is very important for our results is that the functions \(D, F\) behave as (1.2)–(1.3)–(1.4) in a neighborhood of \(-1\) and \(+1\). For instance, one can extend the results contained in this paper to a generic diffusivity \(D \in C^1(\mathbb{R})\) satisfying
\[
D(\pm 1) = 0, \quad D(u) > 0 \quad \forall u \neq \pm 1,
\]
for some constants \(0 < d_1 \leq d_2, \eta > 0\) and \(m > 1\), and a generic potential \(F \in C^2(\mathbb{R})\) satisfying
\[
F(\pm 1) = F'(\pm 1) = 0, \quad F(u) > 0 \quad \forall u \neq \pm 1,
\]
for some constants \(0 < \lambda_1 \leq \lambda_2, \eta > 0\) and \(n \geq 2\).

The rest of the paper is structured as follows. In Sect. 2 we establish an energy identity that plays a crucial role in the forthcoming analysis. First, we make precise the notion of strong solution of the IBVP, see Definition 2.1, and then show the aforementioned energy identity, see Lemma 2.2, for any of these solutions with improved regularity. The existence of strong solutions to the IBVP is beyond the scope of this work. Section 3 is devoted to proving the existence of stationary solutions to equation (1.1) with homogeneous Neumann boundary conditions (1.5). This is done for all values of \(n\) and \(m\) under consideration and yield smooth and sharp wave solutions depending on the relation between these two parameters. These stationary wave solutions constitute fundamental pieces to construct stationary transition layer solutions. In Sect. 3.2 we prove existence of some particular stationary solutions to (1.1)–(1.5) in the case \(n < m + 2\), known as compactons, see the two examples in Fig. 1 or more examples in [16]. Studying stability or attractiveness of the compactons is an interesting open problem; however, in this paper we are interested in proving existence of metastable or algebraically slowly moving patterns for the model (1.1), that is, to prove existence of non-stationary solutions which maintain a transition layer structure, oscillating between \(-1\) and \(+1\) (without touching them, that is, without reaching such values), for a very long time \(T_\varepsilon\), which satisfies \(\lim_{\varepsilon \to 0^+} T_\varepsilon = +\infty\). Therefore, we mainly focus the attention on the case \(n \geq m + 2\), where compactons do not exist.

In Sect. 4 we prove that there exists a lower bound for the Ginzburg–Landau energy functional (2.1), which is a key ingredient for the subsequent analysis. It is worth noticing that this result is purely variational in character and that equation (1.1) plays no role. The lower bound depends upon the relation between \(n\) and \(m\), see Propositions 4.1 and 4.5 for the \(n = m + 2\)
Figure 1. Stationary solutions (compactons) to (1.1)–(1.5), where $\varepsilon = 0.1$ and the functions $D, F$ are given by (1.2)–(1.4), with $m = n = 2$ (left) and $m = 1.5, n = 3$ (right). The zeros are located at $h_1 = -3.4, h_2 = -2, h_3 = -0.5, h_4 = 0.8, h_5 = 2.2, h_6 = 3.2$

and $n > m + 2$ cases, respectively. Moreover, the main novelty of the results of Sect. 4 is that they concern the generalized Ginzburg–Landau functional (2.1), with degenerate functions $D, F$ as in (1.2) or (1.3) and (1.4); in particular, thanks to the results contained in Sect. 4 it is easy to study the $\Gamma$-convergence of the functional (2.1), when $D$ is given by (1.2) or (1.3) and $F$ is given by (1.4), and to extend to such degenerate case the results of [31] (at least in the one-dimensional case), for details see the discussion before Proposition 4.1.

The central section 5 is devoted to establish the slow motion of the transition layer solutions, yielding the main Theorems 5.3–5.6. The latter establish the exponential vs. algebraic slow motions based on the relation between the parameter values $n$ and $m$, and on the choice of doubly (1.2) or simply degenerate (1.3) diffusion coefficient. The content of the main Theorems 5.3 and 5.6 can be summarized as follows:

- when $n = m + 2$, any $m > 1$ and in the case of a doubly degenerate diffusion function of the form (1.2), interface layer solutions exhibit an exponentially slow motion;
- when $n > m + 2$, any $m > 1$, and in the case of a doubly degenerate diffusion function of the form (1.2), interface layer solutions exhibit algebraically slow motion;
- when $n > 2$, any $m > 1$ and for a simply degenerate diffusion of the form (1.3), interface layer solutions exhibit algebraically slow motion; and,
- when $n = 2$, $1 < m \leq 2$ and for a simply degenerate diffusion of the form (1.3), interface layer solutions exhibit exponentially slow motion.
These behaviors are consequence of the decay established in Theorems 5.3 and 5.6, together with an appropriate decay function for each case (see cases (E1)–(E5) below for details).

Some conclusive remarks can be found in Sect. 6.

2. An energy identity

In this section we formulate the notion of solution to equation (1.1), with homogeneous Neumann boundary conditions (1.5) and initial condition (1.6), and provide some important energy estimates for it. We also consider general diffusion coefficients and reaction terms satisfying the following assumptions:

(a) On the diffusion coefficient we assume
\[ D \in C^1[-1,1], \quad D(-1)D(1) = 0, \quad \text{and} \quad D > 0 \text{ in } (-1,1). \]

(b) On the reaction we suppose
\[ F \in C^1[-1,1], \quad F(\pm 1) = F'(\pm 1) = 0 \quad \text{and} \quad F > 0 \text{ in } (-1,1). \]

It is to be observed that the potential and diffusion functions considered in this paper, namely (1.4) and either (1.2) or (1.3), constitute particular cases of the more general nonlinearities $F$ and $D$ satisfying the hypotheses (a) and (b) above. Therefore, all the observations of this section apply to the models under consideration. Also, it is important to mention that the generalized Allen–Cahn equation (1.1) is associated to the gradient flow of the generalized Ginzburg–Landau energy functional, see [16, Appendix A],

\[ E_\varepsilon[u] := \int_a^b \left[ \frac{\varepsilon}{2} D(u)u_x^2 + \frac{F(u)}{\varepsilon} \right] \, dx. \]  

(2.1)

This quantity will be very useful to estimate important norms of solutions to (1.1).

Consider the space-time rectangle $Q_T = (a,b) \times (0,T)$ with lateral boundary $\Sigma_T = \{a,b\} \times (0,T)$; if $T = \infty$, we just write $Q$ and $\Sigma$. Let us also write equation (1.1) in the usual filtration form, see, e.g., Vázquez [34],

\[ u_t = \varepsilon^2 \Psi_1(u)_{xx} - \frac{\varepsilon^2}{2} \Psi_2(u)^2_x + \frac{\varepsilon^2}{2} \Psi_3(u)^2_x - F'(u), \]  

(2.2)

where

- $\Psi'_1 = D$;
- $(\Psi'_2)^2$ is the positive part of $D'$;
- $(\Psi'_3)^2$ is the negative part of $D'$;

and $\Psi_i(-1) = 0$, $i = 1, 2, 3$. For problem (2.2), with boundary and initial conditions (1.5)-(1.6), we consider the strong solution notion [34]. This definition allows us to compute all the derivatives appearing in the equation as functions rather than distributions and, in this way, the equation is satisfied almost everywhere (a.e.) in its domain.
Definition 2.1. Let us consider a measurable function $u_0$, with $-1 \leq u_0 \leq 1$. We say that a measurable function $u$, with $-1 \leq u \leq 1$, is a strong solution to (2.2) with boundary conditions (1.5) and initial condition (1.6), if

(i) 
$$u_t \in L^2((0, T), L^2(a, b)), \quad \Psi_1(u) \in L^2((0, T), H^2(a, b)),$$

and

$$\Psi_2(u), \Psi_3(u) \in L^1_{loc}((0, T), W^{1,1}_{loc}(a, b));$$

(ii) equation (2.2) is satisfied a.e. in $Q_T$;

(iii) the boundary and initial conditions (1.5)-(1.6) are satisfied in the trace sense:

$$T_0(u) = u_0 \quad \text{and} \quad T_\Sigma(\Psi_1(u)_x) = 0,$$

where $T_0 : H^1((0, T), L^2(a, b)) \to L^2(a, b)$ and

$$T_\Sigma : L^2((0, T), H^1(a, b)) \to L^2(\Sigma_T)$$

are the trace operators on the parabolic boundary of the problem, see [1].

The main result of this section is the following.

Lemma 2.2. (energy identity) Let $u \in H^1((0, T), W^{1,4}(a, b))$ be a strong solution to (2.2), with boundary conditions (1.5) and initial condition (1.6). Then $u$ satisfies the energy identity

$$E_\varepsilon[u](0) - E_\varepsilon[u](T) = \varepsilon^{-1} \int \int_{Q_T} u_t^2 \, dx \, dt. \quad (2.3)$$

Proof. Let us first multiply (2.2) by $u_t$ and integrate on the rectangle $Q_T$ to obtain

$$\varepsilon^{-1} \int \int_{Q_T} u_t^2 \, dx \, dt = - \int \int_{Q_T} \left[ \varepsilon \Psi_1(u)_x u_{tx} + \frac{\varepsilon}{2} D'(u) u_x^2 u_t + \frac{F'(u)}{\varepsilon} u_t \right] \, dx \, dt,$$

where the first term in the right-hand side was obtained by integration by parts in space; observe that all the integrals are well defined, due to the hypothesis on $u$. Moreover, the right-hand side of the previous equation can be computed by approximating $u$ with smooth functions in the following way: since $u \in H^1((0, T), W^{1,4}(a, b))$, there exists a sequence $\{\varphi_n\}_{n \in \mathbb{N}} \subset C^\infty(Q_T)$ such that

$$\varphi_n \to u, \quad \text{in } H^1(Q_T), \quad (2.5)$$

$$\varphi^n_{nx} \to u^2_x, \quad \text{in } L^2(Q_T), \quad (2.6)$$

$$\varphi_{ntx} \to u_{tx}, \quad \text{in } L^2(Q_T), \quad (2.7)$$
as \( n \to \infty \). On the other hand, observe that (2.5) implies \( \Psi(\varphi_n) \to \Psi(u) \) in \( L^2(Q_T) \), and then \( \Psi(\varphi_n)_x \to \Psi(u)_x \) weakly in \( L^2(Q_T) \); this weakly convergence, together with (2.5)–(2.7), implies that (2.4) can be written as

\[
\varepsilon^{-1} \int_{Q_T} u_n^2 \, dx dt = - \lim_{n \to \infty} \int_{Q_T} \left[ \varepsilon \Psi(\varphi_n)_x \varphi_{nt} + \frac{\varepsilon}{2} D'(\varphi_n) \varphi_{nx}^2 \varphi_{nt} + \frac{F'(\varphi_n)}{\varepsilon} \varphi_{nt} \right] \, dx dt
\]

(2.8)

Thanks to the smoothness of the functions in the right-hand side of previous equation, the expressions inside can be calculated in the classical way:

\[
I_n = - \int_{Q_T} \left[ \varepsilon D(\varphi_n) \varphi_{nx} \varphi_{nt} + \frac{\varepsilon}{2} D'(\varphi_n) \varphi_{nx}^2 \varphi_{nt} + \frac{F(\varphi_n)}{\varepsilon} \right] \, dx dt
\]

(2.9)

\[
= E_\varepsilon[\varphi_n](0) - E_\varepsilon[\varphi_n](T),
\]

where the last equation was obtained by integration by parts in time.

To finish the proof we have to take \( n \to \infty \) in (2.9). To this end we use the theory of boundary traces \([1]\): for a fixed \( s \in [0,T] \) there exists a continuous operator

\[
T_s : W^{1,1}((0,T), L^1(a,b)) \to L^1(a,b)
\]

such that \( T_s(\varphi) = \varphi(\cdot,s) \) for all \( \varphi \in W^{1,1}((0,T), L^1(a,b)) \cap C(Q_T) \). On the other hand, due to (2.5)–(2.7), we deduce that

\[
(D(\varphi_n) \varphi_{nx}^2)_t = D'(\varphi_n) \varphi_{nx}^2 \varphi_{nt} + 2D(\varphi_n) \varphi_{nx} \varphi_{nt}
\]

\[
\to D'(u) u_n^2 u_t + 2D(u) u_x u_{xt}
\]

in \( L^1(Q_t) \). Therefore, we have \( T_s(D(\varphi_n) \varphi_{nx}^2) \to T_s(D(u) u_n^2) \) in \( L^1(a,b) \) and then

\[
E_\varepsilon[\varphi_n](s) = \int_a^b \left[ \frac{\varepsilon}{2} D(\varphi_n) \varphi_{nx}^2 + \frac{F(\varphi_n)}{\varepsilon} \right] \, dx
\]

\[
\to \int_a^b \left[ \frac{\varepsilon}{2} D(u) u_n^2 + \frac{F(u)}{\varepsilon} \right] \, dx = E_\varepsilon[u](s), \quad \text{as } n \to \infty.
\]

This limit with \( s = 0 \) and \( T \), together with (2.9) and (2.8) imply the energy estimate (2.3), and the proof is complete. \( \square \)

**Remark 2.3.** The energy identity (2.3) is crucial to study the slow motion of the solutions to (1.1)–(1.5)–(1.6); thus, in Sect. 5 we will consider sufficiently smooth solutions such that (2.3) holds true. Let us stress that in Lemma 2.2 we assume that the solution is more regular than the notion of solution of Definition 2.1; still, the *weaker* Definition 2.1 will be helpful in Sect. 3, where we prove the existence of particular stationary solutions that satisfy all the requirements of Definition 2.1. It is to be noticed that in degenerate parabolic problems, the regularity of solutions is a delicate issue and that is why we
start at the outset by considering sufficiently regular solutions suitable for our needs.

3. Stationary solutions

In this section, we investigate some properties of the stationary solutions to the equation (1.1) with homogeneous Neumann boundary conditions (1.5), when the diffusion coefficient $D$ is given either by (1.2) or (1.3) and the potential $F$ is defined in (1.4), namely we discuss the properties of the solutions $\phi:=\phi(x)$ to the boundary value problem

$$
\begin{cases}
\varepsilon^2(D(\phi)\phi^\prime)′ - \varepsilon^2 D(\phi)(\phi^\prime)^2 = F'(\phi), & x \in (a, b), \\
\phi^\prime(a) = \phi^\prime(b) = 0.
\end{cases}
$$

(3.1)

To do that, we focus the attention to some special solutions to (1.1) in the whole real line. The method of constructing stationary wave solutions is somewhat similar to that by Cahn et al. [8], or by Blowey and Elliott [4], for the Cahn–Hilliard equation (see Remark 3.3 below). In the present case we pay special attention to the higher order degeneracy of both the diffusion and the potential, exemplified by the exponents $n$ and $m$.

3.1. Standing waves

To start with, we discuss the existence of traveling waves for (1.1) in the whole real line. Traveling waves (or traveling fronts) are special solutions of the form $u(x, t) = \phi(x - ct)$, where $c \in \mathbb{R}$ is the speed of the wave and $\phi : \mathbb{R} \to \mathbb{R}$ is the wave profile function. We are interested in monotone traveling wave solutions to (1.1) connecting the two stable states $u = -1$ and $u = 1$; thus, we introduce the variable $\xi = x - ct$ and denote by $\phi := \phi(\xi) = \phi(x - ct)$ and by $\phi^\prime := \frac{d\phi}{d\xi}$. Assuming that $u(x, t) = \phi(x - ct) = \phi(\xi)$ is an increasing solution to (1.7) (at least twice differentiable), we obtain

$$
-c\phi^\prime = \varepsilon^2 D(\phi)\phi'' + \frac{\varepsilon^2}{2} D'(\phi)(\phi^\prime)^2 - F'(\phi), \quad \xi \in (\omega_-, \omega_+),
$$

$$
\phi^\prime(\xi) > 0, \quad \xi \in (\omega_-, \omega_+), \quad \phi(\omega_\pm) = \pm 1, \quad D(\phi)(\phi^\prime)^2(\omega_\pm) = 0,
$$

(3.2)

for some $-\infty \leq \omega_- < \omega_+ \leq +\infty$. Let us stress that, in the case of non-degenerate diffusion $D > 0$, one has $\omega_\pm = \pm \infty$, because the profile $\phi$ can not reach the states $u = \pm 1$; however, when the diffusion vanishes in one or both states to be connected, it is possible to have $\omega_\pm \in \mathbb{R}$. Multiplying by $\phi^\prime$ the first equation in (3.2), we deduce

$$
-c(\phi^\prime)^2 = \left[\frac{\varepsilon^2}{2} D(\phi)(\phi^\prime)^2 - F(\phi)\right]^\prime.
$$

By integrating in $(\omega_-, \omega_+)$ and using the second equation in (3.2), we end up with

$$
-c \int_{\omega_-}^{\omega_+} (\phi^\prime)^2 d\xi = F(+1) - F(-1) = 0.
$$
Therefore, as in the case of constant diffusion, we can only have \( c = 0 \) and there are no traveling waves with speed \( c \neq 0 \) connecting the two global minimal points of the potential \( F \). Let us then focus the attention on the case \( c = 0 \) and introduce the following special solution.

**Definition 3.1.** A function \( \Phi : \mathbb{R} \to \mathbb{R} \) is called *non-decreasing standing wave* to (1.1) if it is a solution to the problem

\[
\begin{align*}
\varepsilon^2(D(\Phi)\Phi')' - \frac{\varepsilon^2}{2} D'(\Phi)(\Phi')^2 - F'(\Phi) &= 0, \quad x \in (\omega_1, \omega_2), \\
\Phi(x) &= -1, \quad x \leq \omega_1, \quad \Phi(x) = 1, \quad x \geq \omega_2, \\
\Phi'(x) &> 0, \quad x \in (\omega_1, \omega_2), \\
\lim_{x \to \omega_1} D(\Phi)(\Phi')^2(x) &= \lim_{x \to \omega_2} D(\Phi)(\Phi')^2(x) &= 0,
\end{align*}
\]

(3.3)

for some \(-\infty \leq \omega_1 < \omega_2 \leq +\infty\), where the second condition has to be read as

\[
\lim_{x \to \omega_1} \Phi(x) = -1 \quad \text{respectively,} \quad \lim_{x \to +\infty} \Phi(x) = +1 \quad \text{if} \quad \omega_1 = -\infty \quad \text{respectively,} \quad \omega_2 = +\infty.
\]

In the sequel, we establish the existence of a non-decreasing standing wave and show that its behavior strictly depends on the interplay between the degrees of degeneracy of \( D \) and \( F \) at the wells, \( u = \pm 1 \). We first examine the case of a doubly degenerate diffusion coefficient given by functions of the form (1.2).

**Proposition 3.2.** Let \( D \) and \( F \) be as in (1.2) and (1.4), respectively. Then, there exists a unique solution (up to translation) to the problem (3.3), and we have the three following alternatives:

1. If \( n < m + 2 \), then \( \omega_1, \omega_2 \in \mathbb{R} \) and we say that the standing wave \( \Phi \) touches the equilibria \( \pm 1 \). In particular, there exists a unique solution to (3.3) with \( -\omega_1 = \omega_2 = \omega_\varepsilon \in (0, \infty) \), satisfying \( \Phi(0) = 0 \) and \( \Phi(\pm \omega_\varepsilon) = \pm 1 \), with

\[
\omega_\varepsilon = \varepsilon \int_0^{+1} \sqrt{\frac{D(s)}{2F(s)}} \, ds,
\]

(3.4)

so that \( \lim_{\varepsilon \to 0^+} \omega_\varepsilon = 0 \).

2. If \( n = m + 2 \), then \( -\omega_1 = \omega_2 = \infty \), implying that the solutions to (3.3) never touch the equilibria \( \pm 1 \), namely \( |\Phi(x)| < 1 \) for any \( x \in \mathbb{R} \) and we have the exponential decay

\[
\begin{align*}
\Phi(x) + 1 &\leq c_1 e^{c_2 x}, \quad \text{as} \quad x \to -\infty, \\
1 - \Phi(x) &\leq c_2 e^{-c_2 x}, \quad \text{as} \quad x \to +\infty,
\end{align*}
\]

(3.5)

for some constants \( c_1, c_2 > 0 \). In particular, if we fix \( \Phi(0) = 0 \) the solution is explicitly given by

\[
\Phi(x) = \tanh \left( \frac{x}{\sqrt{n\varepsilon}} \right) = \frac{1 - \exp \left( -\frac{2}{\sqrt{n\varepsilon}} x \right)}{1 + \exp \left( -\frac{2}{\sqrt{n\varepsilon}} x \right)}.
\]

(3.6)
3. Finally, if \( n > m + 2 \) then, as in the previous case, the profile \( \Phi \) never touches the equilibria \( \pm 1 \) \((-\omega_1 = \omega_2 = \infty)\), but in this case we have only the algebraic decay:

\[
\Phi(x) + 1 \leq c_1 x^{-c_2}, \quad \text{as } x \to -\infty,
\]
\[
1 - \Phi(x) \leq c_2 x^{-c_2}, \quad \text{as } x \to +\infty.
\]

(3.7)

Proof. Assuming that \( \Phi \) is sufficiently smooth and multiplying by \( \Phi' \) the first equation of (3.3), one obtains

\[
\left[ \frac{\varepsilon^2}{2} D(\Phi)(\Phi')^2 - F(\Phi) \right]' = 0, \quad x \in (\omega_1, \omega_2),
\]

which implies (together with the second and third conditions in (3.3)) that the left right hand side is constant and equal to zero. Therefore, the existence of a solution to (3.3) can be deduced by studying the Cauchy problem

\[
\begin{cases}
\frac{\varepsilon^2}{2} D(\Phi)(\Phi')^2 = F(\Phi), & x \in (\omega_1, \omega_2), \\
\Phi(0) = 0,
\end{cases}
\]

(3.8)

where we put the condition \( \Phi(0) = 0 \) for definiteness (notice that we can assume \( 0 \in (\omega_1, \omega_2) \) because the problem (3.3) is invariant under translations, that is if \( \Phi(x) \) is a solution to (3.3), then \( \Phi(x + h) \) is still a solution for any \( h \in \mathbb{R} \)). The solution to (3.8) is implicitly defined by

\[
\int_0^\Phi(x) \sqrt{\frac{D(s)}{2F(s)}} ds = \frac{x}{\varepsilon}, \quad x \in (\omega_1, \omega_2),
\]

and so, the integrals

\[
-\frac{\omega_1}{\varepsilon} = \int_{-1}^0 \sqrt{\frac{D(s)}{2F(s)}} ds, \quad \frac{\omega_2}{\varepsilon} = \int_0^{+1} \sqrt{\frac{D(s)}{2F(s)}} ds
\]

play a crucial role in the behavior of the solution to (3.8). Precisely, the behavior of the functions \( D, F \) close to \( \pm 1 \) tells if \( \omega_1, \omega_2 \) are finite or infinite, and in the explicit case (1.2)-(1.4), we have

\[
\int_{-1}^0 \sqrt{\frac{D(s)}{2F(s)}} ds = \int_0^{+1} \sqrt{\frac{D(s)}{2F(s)}} ds = \sqrt{n} \int_0^1 (1 - s^2)^{\frac{m-n}{2}} ds < \infty,
\]

if and only if \( n < m + 2 \). Moreover, if \( n = m + 2 \), then (3.8) becomes

\[
\begin{cases}
\varepsilon^2 (\Phi')^2 = \frac{1}{n} (1 - \Phi^2)^2, & x \in (-\infty, +\infty), \\
\Phi(0) = 0,
\end{cases}
\]

and solving by separation of variables, one finds the explicit solution (3.6). Finally, since

\[
\varepsilon \Phi' = \frac{1}{\sqrt{n}} [(1 - \Phi)(1 + \Phi)]^{\frac{n-m}{2}}, \quad x \in (-\infty, +\infty),
\]

we have the algebraic decay (3.7) if \( n - m > 2 \).
In the proof of Proposition 3.2, we explicitly computed the solution of (3.3) only in the case \( n = m + 2 \), but it is easy to compute the explicit solution also in other cases. For instance, consider the case (1.2)–(1.4) with \( n = m \): from (3.8) it follows that \((\varepsilon \Phi')^2 = \frac{1}{n} \frac{1}{\varepsilon} \) and, as a simple consequence, we obtain the standing wave

\[
\Phi(x) = \begin{cases} 
-1, & x \leq -\sqrt{n} \varepsilon, \\
\frac{x}{\sqrt{n} \varepsilon}, & -\sqrt{n} \varepsilon < x < \sqrt{n} \varepsilon, \\
1, & x \geq \sqrt{n} \varepsilon.
\end{cases}
\] (3.9)

Precisely, the profile \( \Phi \) in (3.9) is a solution to (3.3) with \( \Phi(0) = 0 \) and \( -\omega_1 = \omega_2 = \sqrt{n} \varepsilon \).

As a second example, consider the case of \( D \) given by (1.2) and \( F \) defined in (1.4), with \( n = m + 1 \): the solution to (3.8) satisfies \((\varepsilon \Phi')^2 = \frac{1}{n} (1 - \Phi^2)\), which is equivalent to \([\arcsin(\Phi)]' = \frac{1}{\sqrt{n} \varepsilon} \) and the profile

\[
\Phi(x) = \begin{cases} 
-1, & x \leq -\frac{\pi}{2} \sqrt{n} \varepsilon, \\
\sin \left( \frac{x}{\sqrt{n} \varepsilon} \right), & -\frac{\pi}{2} \sqrt{n} \varepsilon < x < \frac{\pi}{2} \sqrt{n} \varepsilon, \\
1, & x \geq \frac{\pi}{2} \sqrt{n} \varepsilon,
\end{cases}
\] (3.10)

is the solution to (3.3) with \(-\omega_1 = \omega_2 = \frac{\pi}{2} \sqrt{n} \varepsilon\), satisfying \( \Phi(0) = 0 \).

**Remark 3.3.** It is to be observed that formula (3.10) resembles the cosine formula (3.29) in [4] and that it coincides (up to a rescaling) with the profile obtained in [8] (see section 4.2), albeit in the context of a different equation.

Proposition 3.2 states that there is a crucial difference between the cases \( n < m + 2 \) and \( n \geq m + 2 \). Indeed, if \( n \geq m + 2 \) the standing wave \( \Phi \in C^\infty(\mathbb{R}) \) and satisfies \( \Phi'(x) > 0 \) for any \( x \in \mathbb{R} \); thus, a standing wave is never a stationary solution in any bounded interval with homogeneous Neumann boundary conditions, that is we cannot truncate \( \Phi \) in a way to find a solution to (3.1), for some \( a, b \in \mathbb{R} \). On the contrary, in the case \( n < m + 2 \) the standing wave \( \Phi \in C^\infty(\mathbb{R} \setminus \{\omega_1, \omega_2\}) \), it satisfies \( \Phi'(x) = 0 \) if \( x < \omega_1 \) or \( x > \omega_2 \) and we have the following alternatives: if \( m < n < m + 2 \), then \( \Phi' = 0 \) at \( \omega_1, \omega_2 \) and, in particular, \( \Phi \in C^2(\mathbb{R}) \) if \( m+1 < n < m+2 \), while \( \Phi \in C^1(\mathbb{R}) \) if \( m < n \leq m+1 \); see for example (3.10) where \( \Phi \in C^1(\mathbb{R}) \) but \( \Phi' \) is not differentiable at \( \omega_1, \omega_2 \); if \( n = m \), then \( \Phi \in H^1(\mathbb{R}) \) is not differentiable at \( \omega_1, \omega_2 \), see (3.9); finally, if \( 2 \leq n < m \) then

\[
\lim_{x \to -\omega_1^+} \Phi'(x) = \lim_{x \to -\omega_2^-} \Phi'(x) = +\infty.
\]

To be more precise, we have

\[
\int_{\omega_1}^{\omega_2} \Phi'(x)^2 \, dx = \frac{1}{\varepsilon \sqrt{n}} \int_{\omega_1}^{\omega_2} \left[ 1 - \Phi^2(x) \right]^{\frac{n-m}{2}} \Phi'(x) \, dx
\]

\[
= \frac{1}{\varepsilon \sqrt{n}} \int_{-1}^{+1} (1-s^2)^{\frac{n-m}{2}} \, ds,
\]
and, as a consequence, $\Phi \in H^1(\mathbb{R})$ if and only if $n > m - 2$. However, in any case we have $D(\Phi)(\Phi')^2 = F(\Phi) = 0$ at $\omega_1, \omega_2$ and if $n < m+2$, then a standing wave (3.3) is also a stationary solution to (1.1) for any $[a, b] \supset [\omega_1, \omega_2]$, see Definition 2.1.

Moreover, as we pointed out in Proposition 3.2, $\omega_\varepsilon = \mathcal{O}(\varepsilon)$ and so, for any $[a, b] \subset \mathbb{R}$ we can take $\varepsilon$ sufficiently small that a standing wave (3.3) is a solution to (3.1). As a consequence, the set of solutions to (3.1) is very different depending on whether $n < m+2$ or $n \geq m+2$ and in the former case we have many more solutions. Indeed, all the solutions to (3.1) satisfy

$$\frac{\varepsilon^2}{2} D(\varphi)(\varphi')^2 - F(\varphi) = C,$$

for some $C \in [-\frac{1}{2n}, 0]$. In particular, for $C = -\frac{1}{2n}$ we obtain the constant solution $\varphi \equiv 0$, which is clearly a solution to (3.1) for any $a, b$ and any $n, m$; for $C \in (-\frac{1}{2n}, 0)$ it is easy to check that one has periodic solutions and so, there exist infinitely many periodic solutions to (3.1) for any $a, b$ and any $n, m$; finally, if $C = 0$ it is important to distinguish the cases $n < m + 2$ and $n \geq m + 2$. In both the cases, we have the constant solutions $\varphi \equiv \pm 1$, but in the case $n \geq m + 2$ we can not have other solutions to (3.1), because the standing wave never satisfies the boundary conditions as we mentioned above, while if $n < m + 2$ and $\varepsilon$ is small, then a standing wave is a solution to (3.1) or, as we will see in details in Sect. 3.2, we can construct different stationary solutions to the equation (1.1) in a bounded interval of the real line satisfying homogeneous Neumann boundary conditions (1.5) oscillating between (and touching) $-1$ and $+1$. These solutions are known in literature as compactons, cf. [16] and references therein, and we will study its existence in the following section.

We conclude the study of standing wave for (1.1) on the whole real line by considering the case of a simply degenerate diffusion (1.3). Similarly to Proposition 3.2, we can prove the following result.

**Proposition 3.4.** Let $D$ and $F$ be as in (1.3) and (1.4), respectively. Then, there exists a unique solution (up to translation) to the problem (3.3) with $\omega_1 = -\infty$, and we have the three following alternatives:

1. If $n < m + 2$, then $\omega_2 < \infty$ and there exists a unique solution to (3.3) satisfying $\Phi(0) = 0$, $\Phi(\omega_\varepsilon) = 1$, with $\omega_\varepsilon$ given by (3.4) and converging either exponentially fast to $-1$ as $x \to -\infty$ if $n = 2$ (see the first estimate of (3.5)) or algebraically fast if $n > 2$ (see the first estimate of (3.7)).

2. If $n = m + 2$, then $\omega_2 = \infty$, i.e. the solutions to (3.3) never touch the equilibria $\pm 1$, namely $|\Phi(x)| < 1$ for any $x \in \mathbb{R}$ and it converges algebraically fast to $-1$ as $x \to -\infty$ (since $n > 2$) and exponentially fast to $+1$ as $x \to +\infty$.

3. Finally, if $n > m + 2$, then we have the same situation of case (3) of Proposition 3.2.
Proof. The proof is very similar to the one of Proposition 3.2. By proceeding in the same way, we infer
\[
\omega_1 = -\varepsilon \int_{-1}^{0} \sqrt{\frac{D(s)}{2F(s)}} \, ds = -\sqrt{n} \varepsilon \int_{-1}^{0} \frac{ds}{(1-s)^{\frac{n-m}{2}} (1+s)^{\frac{n}{2}}} = -\infty,
\]
for any \( n \geq 2 \), and
\[
\omega_2 = \varepsilon \int_{0}^{1} \sqrt{\frac{D(s)}{2F(s)}} \, ds = \sqrt{n} \varepsilon \int_{0}^{1} \frac{ds}{(1-s)^{\frac{n-m}{2}} (1+s)^{\frac{n}{2}}} < \infty,
\]
if and only if \( n < m + 2 \). Moreover, we have that a non-decreasing standing wave (3.3) satisfies
\[
\varepsilon \Phi' = \frac{1}{\sqrt{n}} (1 - \Phi)^{\frac{n-m}{2}} (1 + \Phi)^{\frac{n}{2}}, \quad x \in (-\infty, \omega_2),
\]
and the proof is complete. \( \square \)

As in the case of a doubly degenerate diffusion (1.2), let us compute some explicit solutions in the case (1.3). First, we consider the case \( n = m = 2 \): equation (3.11) becomes \( \varepsilon \Phi' = \frac{1}{\sqrt{2}} (1 + \Phi) \), which is equivalent to \( [\ln(1+\Phi)]' = \frac{1}{\sqrt{2} \varepsilon} \), and we deduce that the profile
\[
\Phi(x) = \begin{cases} 
\exp \left( \frac{x}{\sqrt{2} \varepsilon} \right) - 1, & x < (\sqrt{2} \ln 2) \varepsilon, \\
1, & x \geq (\sqrt{2} \ln 2) \varepsilon.
\end{cases}
\]
(3.12)
is the solution to (3.3) with \( \omega_1 = -\infty \), \( \omega_2 = (\sqrt{2} \ln 2) \varepsilon \) and \( \Phi(0) = 0 \).

Next, we consider the generic case \( n = m > 2 \). It follows that equation (3.11) becomes \( \varepsilon \Phi' = \frac{1}{\sqrt{n}} (1 + \Phi)^{\frac{n-m}{2}} \), which is equivalent to \( [(1+\Phi)^{1-\frac{m}{n}}]' = \frac{2-n}{2\sqrt{n} \varepsilon} \), and we deduce that the profile
\[
\Phi(x) = \begin{cases} 
\left( \frac{2\sqrt{n} \varepsilon}{(2-n)x + 2\sqrt{n} \varepsilon} \right)^{\frac{n}{2-n}} - 1, & x < \frac{2\sqrt{n}}{2-n} (2^{\frac{2-n}{n}} - 1) \varepsilon, \\
1, & x \geq \frac{2\sqrt{n}}{2-n} (2^{\frac{2-n}{n}} - 1) \varepsilon.
\end{cases}
\]
(3.13)
is the solution to (3.3) with \( \omega_1 = -\infty \), \( \omega_2 = \frac{2\sqrt{n}}{2-n} (2^{\frac{2-n}{n}} - 1) \varepsilon \) and \( \Phi(0) = 0 \).

Notice that in both the examples (3.12) and (3.13), \( \Phi \in H^1(\mathbb{R}) \) is not differentiable in the point where it reaches +1; however, in (3.12) \( \Phi \) converges exponentially fast to −1 as \( x \to -\infty \), while in (3.13) the speed of convergence is only algebraic.

In all this section, we have only considered non-decreasing standing wave, but we can define a non-increasing standing wave in the similar way and it is easy to check that by taking \( -\Phi \) in (3.6)–(3.9)–(3.10) and \( \Phi(-x) \) in (3.12)–(3.13), we obtain a non-increasing standing wave connecting +1 and −1.
3.2. Compactons

In this section, we prove the existence of compactons for (1.1)–(1.5), namely we construct some particular solutions to (3.1), when $D$ is given by (1.2) and $F$ is defined in (1.4) with $n < m + 2$. To be more precise, we show that for any $N \in \mathbb{N}$ and arbitrary points $h_1 < h_2 < \cdots < h_N$, one can choose $\varepsilon > 0$ so small that there exist two stationary solutions oscillating between $\pm 1$ (and touching them) and with exactly $N$ zeros located at $h_1 < h_2 < \cdots < h_N$.

**Proposition 3.5.** Let $D$ and $F$ given by (1.2) and (1.4), respectively, with $n < m + 2$. Fix $N \in \mathbb{N}$ and $N$ points satisfying $a < h_1 < h_2 < \cdots < h_N < b$. Then, there exists $\varepsilon > 0$ such that if $\varepsilon \in (0, \bar{\varepsilon})$, then there exist two stationary solutions to (1.1)–(1.5) with exactly $N$ zeros located at $h_1, h_2, \ldots, h_N$ and oscillating between (touching) $-1$ and $+1$.

**Proof.** As we have previously mentioned, this result follows from the behavior of the standing wave (3.3) described in Proposition 3.2. In particular, consider the unique standing wave given by case (1) of Proposition 3.2 and satisfying $\Phi(0) = 0$. We shall properly glue together some translations of the standing wave $\Phi$ and its reflection to obtain a solution to (3.1).

Define

$$m_1 = a, \quad m_i = \frac{h_{i-1} + h_i}{2}, \quad i = 2, \ldots, N, \quad m_{N+1} = b,$$

and

$$\varphi^\varepsilon_N(x) := \Phi((-1)^{i+1}(x - h_i)), \quad x \in [m_i, m_{i+1}],$$

for $i = 1, \ldots, N$. Clearly, $\varphi^\varepsilon_N(h_i) = 0$ for $i = 1, \ldots, N$ and as, we observed in Sect. 3.1 $\Phi(x - h_i)$ is a non-decreasing standing wave, while $-\Phi(x - h_i) = \Phi(h_i - x)$ is a non-increasing standing wave. Since $\Phi(\pm \omega_\varepsilon) = \pm 1$, where $\omega_\varepsilon$ is given by (3.4) and we want $\varphi^\varepsilon_N$ to touch both $-1$ and $+1$ in any interval $[m_i, m_{i+1}]$ with $\varphi'_N(a) = \varphi'_N(b) = 0$, we require

$$\omega_\varepsilon < \min \{h_1 - a, b - h_N\}, \quad \text{and} \quad \omega_\varepsilon \leq \min_{2 \leq i \leq N} \left\{ \frac{h_i - h_{i-1}}{2} \right\}.$$

Denoting by

$$\delta_N := \min \left\{ h_1 - a, b - h_N, \min_{2 \leq i \leq N} \left\{ \frac{h_i - h_{i-1}}{2} \right\} \right\},$$

we have $\varphi^\varepsilon_N(h_i \pm \omega_\varepsilon) = \pm (-1)^{i+1}$ if $\omega_\varepsilon \leq \delta_N$. Since $\omega_\varepsilon$ is given by (3.4), we define

$$\bar{\varepsilon} := \delta_N \left( \int_0^{+1} \sqrt{\frac{D(s)}{2F(s)}} \, ds \right)^{-1}.$$

Let us stress that the constant $\bar{\varepsilon} \in (0, \infty)$ because $n > m + 2$, and we have $\omega_\varepsilon < \delta_N$ for any $\varepsilon \in (0, \bar{\varepsilon})$. Therefore, the functions $\varphi^\varepsilon_N$ and $-\varphi^\varepsilon_N$ have been constructed by gluing together standing wave solutions (3.3), they have $N$ zeros located at $h_1, h_2, \ldots, h_N$, they satisfy the boundary conditions in (3.1) and we can conclude that they are stationary solutions to (1.1)–(1.5), see Definition 2.1. \qed
In Fig. 1 we show some examples of stationary solutions constructed in Proposition 3.5. In particular, the profile in Fig. 1 (left) can be obtained by using the formula (3.14) with standing wave Φ given by (3.9).

**Remark 3.6.** By construction, the function $\varphi_N^{\varepsilon}$ in (3.14) solves the first equation in (3.1) almost everywhere and it has the same regularity of the standing wave Φ. To be more precise, we can say that $\varphi_N^{\varepsilon} \in C^\infty(\mathbb{R} \setminus \{h_i \pm \omega_\varepsilon\})$ and the regularity in the points $h_i \pm \omega_\varepsilon$ depends on $n, m$: if $m < n < m + 2$, the profile $\varphi_N^{\varepsilon}$ is (at least) differentiable in the whole interval $[a, b]$ ($\varphi_N^{\varepsilon} \in C^2(a, b)$ for any $m + 1 < n < m + 2$), while in the case $n \leq m$, $\varphi_N^{\varepsilon}$ is not differentiable in the 2N points $h_i \pm \omega_\varepsilon$. However, in any case $\varphi_N^{\varepsilon}$ is a stationary solution to (1.1)–(1.5), see Definition 2.1. We also stress that if $\delta_N < \min\{h_1 - a, b - h_N\}$, we can choose $\varepsilon = \bar{\varepsilon}$ or equivalently we can choose $\varepsilon$ so that $\omega_\varepsilon = \delta_N = \frac{1}{2}(h_j - h_{j-1})$ for some $j \in \{2, \ldots, N\}$, meaning that $h_{j-1} + \omega_\varepsilon = h_j - \omega_\varepsilon = m_j$ and we have two standing waves glued together exactly at the point where they reach +1 or −1.

It is important to mention that the function $\varphi_N^{\varepsilon}$ in (3.14) is a stationary solution to (1.1)–(1.5), for any $N \in \mathbb{N}$ and for arbitrarily points $h_1, \ldots, h_N$ provided that $\varepsilon$ is sufficiently small, because $n < m + 2$. On the other hand, if we use the same construction with $\Phi$ given by Proposition 3.2 in the case $n \geq m + 2$ we obtain a profile oscillating between −1 and +1, but it does not touch ±1 and it is far from being a stationary solution if the points $h_1, \ldots, h_N$ are arbitrarily chosen and $\varepsilon > 0$. Indeed, the only solutions to (3.1) in the case $n \geq m + 2$ are constant or periodic. However, we will show in Sect. 5 that a profile like (3.14) evolves very slowly in time in the case $n \geq m + 2$ and the solution starting with initial datum (3.14) maintains the same structure (at least) for an exponentially long time, i.e. for a time $T_\varepsilon \geq \nu \exp(c/\varepsilon)$ if $n = m + 2$, and for an algebraically long time $T_\varepsilon \geq \nu \varepsilon^{-\beta}$, when $n > m + 2$.

Concerning the case (1.3)–(1.4), the profile $\varphi_N^{\varepsilon}(-x)$ in (3.14), with standing wave given by Proposition 3.4 is a stationary solution if and only if $n < m + 2$ and $N$ is an even number.

**Proposition 3.7.** Suppose $D$ and $F$ are given by (1.3) and (1.4), respectively, with $n < m + 2$. Fix $N \in \mathbb{N}$ and 2N points satisfying $a < h_1 < h_2 < \cdots < h_{2N} < b$. Then, there exists $\varepsilon > 0$ such that if $\varepsilon \in (0, \bar{\varepsilon})$, then there exist a stationary solution to (1.1)–(1.5) with exactly 2N zeros located at $h_1, h_2, \ldots, h_{2N}$ and oscillating between −1 and +1 (touching only +1).

**Proof.** The proof is the same of the one of Proposition 3.5. Define

$$\varphi_{2N}(x) := \Phi((-1)^i(x - h_i)), \quad x \in [m_i, m_{i+1}],$$

for $i = 1, \ldots, 2N$, with $\Phi$ given by Proposition 3.4 in the case $n < m + 2$. If $\varepsilon$ is sufficiently small, then $\varphi_{2N}(a) = \varphi_{2N}(b) = +1$ and $\varphi'_{2N}(a) = \varphi'_{2N}(b) = 0$, because 2N is an even natural number. □

Therefore, in the case (1.3)–(1.4) with $n < m + 2$ we have only one stationary solution with an even number of zeros: we can not have a stationary solution with $2N + 1$ zeros because either $\varphi_{2N+1}(a) \in (-1, 0)$ or $\varphi_{2N+1}(b) \in$ .
Figure 2. Two different chains (see (3.14)) of standing waves $\Phi(x)$ and $\Phi(-x)$, where $\Phi$ is given by (3.12) with $\varepsilon = 0.1$. The zeros are located at $h_1 = -3, h_2 = -1, h_3 = 0.5, h_4 = 2.3$ in the left picture, and at $h_1 = -3.4, h_2 = -2, h_3 = -0.5, h_4 = 0.8, h_5 = 2.2, h_6 = 3.2$ in the right one.

(-1, 0), so either $\varphi'_{2N+1}(a) \neq 0$ or $\varphi'_{2N+1}(b) \neq 0$ (the standing wave $\Phi$ never touches $-1$, see Proposition 3.4).

In Fig. 2, we show two examples of profiles (3.14) with $\Phi$ given by (3.12). In both examples the number of transitions is even, but in the left one $\varphi_4(-4) = 1$, while in the right one $\varphi_6(-4) < 0$. Hence, the profile in the left picture is a stationary solution to (1.1)–(1.5), while the profile in the right one has a non stationary transition layer structure, which does not satisfy the boundary conditions (1.5). We will show in Sect. 5 that even if the latter profile is not stationary, it evolves very slowly in time and the solution starting with such an initial datum maintains the same structure for a time $T_\varepsilon \geq \nu \exp(c/\varepsilon)$ for some $c > 0$, independent on $\varepsilon$.

4. A variational result on the energy

This section contains the key results to prove the slow motion of the solutions to (1.1)–(1.5). These results are purely variational in character and concern only the energy functional $E_\varepsilon$, defined in (2.1); equation (1.1) plays no role (related analyses appear in the context of $\Gamma$-convergence problems and the reader is referred to [20] for further information). By applying Young’s inequality in (2.1), we deduce that for any $a \leq c < d \leq b$,

$$
\int_c^d \left[ \frac{\varepsilon}{2} D(u) u_x^2 + \frac{F(u)}{\varepsilon} \right] dx \geq \left| \int_{u(c)}^{u(d)} \sqrt{2D(s)F(s)} ds \right|.
$$

(4.1)
In particular, if $u$ is an increasing function connecting the states $\pm 1$, that is $u(c) = -1$, $u(d) = 1$, we obtain
\[
\int_c^d \left( \frac{\varepsilon}{2} D(u) u_x^2 + \frac{F(u)}{\varepsilon} \right) \, dx \geq \int_{-1}^1 \sqrt{2D(s)F(s)} \, ds =: \gamma.
\] (4.2)
The goal of this section is to prove that the constant $\gamma$ in (4.2) is the minimum energy to have a transition between $-1$ and $+1$ in the following sense: if a sequence $\{u^\varepsilon\}_{\varepsilon > 0} \in H^1(a, b)$ converges in $L^1(a, b)$ as $\varepsilon \to 0^+$ to a piecewise constant function
\[
v : [a, b] \to \{-1, 1\}
\]
with $N$ jumps located at $a < h_1 < h_2 < \cdots < h_N < b,$ (4.3) then
\[
\liminf_{\varepsilon \to 0^+} E_\varepsilon [u^\varepsilon] \geq N \gamma,
\] (4.4)
and it is possible to choose a sequence such that the equality holds. Actually, we shall prove a lower bound on the energy which implies (4.4) and reads as
\[
E_\varepsilon [u] \geq N \gamma - \theta(\varepsilon),
\] (4.5)
where $\theta(\varepsilon) \to 0$ as $\varepsilon \to 0^+$, provided that $L^1$-distance between $u$ and a function $v$ as in (4.3) is sufficiently small. Then, we shall give an example for which in the limit (4.4) the equality holds.

The main novelty of our result concerns the fact that the diffusion coefficient $D$ could be doubly, (1.2), or simply degenerate, (1.3). In [31], the authors study the $\Gamma$-convergence properties of the general class of functionals
\[
W_\varepsilon [u] := \int_\Omega \frac{1}{\varepsilon} w(x, u, \varepsilon \nabla u) \, dx,
\]
where $\Omega$ is an open, bounded domain in $\mathbb{R}^n$ and the function $w \in C^3(\bar{\Omega} \times \mathbb{R} \times \mathbb{R}^n)$ satisfies appropriate assumptions (cf. assumptions (H1)-(H7) in [31]). The functional (2.1) does not enter in the framework of [31] if $D$ and $F$ are given by (1.2) and (1.4), with $m > 0$ and $n > 2$, because $D$ and $F$ are degenerate in the sense that $D(\pm 1) = 0$ and $F''(\pm 1) = 0$, respectively. In [24], a lower bound of the form (4.5) for a functional of the form (2.1) has been established, but with the crucial assumptions $D(u) > 0$ and $F''(\pm 1) > 0$. Then, again if $D$ is given by (1.2) or (1.3) and $F$ is defined in (1.4), with $m > 0$ and $n > 2$, then the energy (2.1) does not satisfy the assumptions needed in [24, Proposition 2.4]. Here, we extend the results of [24], by showing that the remainder $\theta$ in (4.5) strictly depends on the degrees of the degeneracy of $D$ and $F$ in $\pm 1$. In particular, if $n = m + 2$, then $\theta(\varepsilon)$ is exponentially small as $\varepsilon \to 0^+$ (cf. Proposition 4.1 or Proposition 4.4), while it is algebraically small when $n > m + 2$ (cf. Proposition 4.5 and Remark 4.6).

To start with, we prove the lower bound in the case $n = m + 2$, generalizing the results of the case $m = 0$, $n = 2$, see [24] or [25].

**Proposition 4.1.** Consider the functional (2.1) with $D$ and $F$ given by (1.2) and (1.4), respectively. Fix $v$ as in (4.3) and $r > 0$ such that
\[
h_i + r < h_{i+1} - r, \quad \text{for } i = 1, \ldots, N, \quad a \leq h_1 - r, \quad h_N + r \leq b.
\] (4.6)
If $m > 2$ and $n = m + 2$ in (1.2)–(1.4), then for all $A \in (0, 4r)$, there exist $\varepsilon_0, C, \delta > 0$ such that if $u \in H^1(a, b)$ satisfies
\[
\|u - v\|_{L^1} \leq \delta, \quad (4.7)
\]
then for any $\varepsilon \in (0, \varepsilon_0)$,
\[
E_\varepsilon[u] \geq N\gamma - C \exp \left\{-A\sqrt{n/\varepsilon} \right\}, \quad (4.8)
\]
where $\gamma$ is defined in (4.2).

If $m \in (1, 2]$ and $n = m + 2$ in (1.2)–(1.4), then for all $A \in (0, 2r)$, there exist $\varepsilon_0, C, \delta > 0$ such that if $u \in H^1(a, b)$ satisfies (4.7), then for any $\varepsilon \in (0, \varepsilon_0)$,
\[
E_\varepsilon[u] \geq N\gamma - C \exp \left\{-A/\varepsilon \right\}. \quad (4.9)
\]

Finally, in the case $1 < m \leq n = 2$, we have the same lower bound (4.9) for all $A \in (0, 2^{2-m}r)$ provided that $u \in H^1(a, b)$ satisfies (4.7) with a sufficiently small $\delta$.

**Proof.** First of all, we prove the case $n = m + 2$ with $m > 2$. Fix $u \in H^1(a, b)$ satisfying (4.7), with $v, r$ as in (4.3) and (4.6). Take $\hat{r} \in (0, r)$ and $\rho_1 > 0$ so small that
\[
A \leq \sqrt{2(2 - \rho_1)(4 - 3\rho_1)(r - \hat{r})}. \quad (4.10)
\]
Then, choose $0 < \rho_2 < \rho_1$ sufficiently small that
\[
\int_{1-\rho_2}^{1-\rho_1} \sqrt{2D(s)F(s)} \, ds > \int_{1-\rho_2}^{1} \sqrt{2D(s)F(s)} \, ds, \quad (4.11)
\]
\[
\int_{-1+\rho_2}^{-1+\rho_1} \sqrt{2D(s)F(s)} \, ds > \int_{-1}^{-1+\rho_2} \sqrt{2D(s)F(s)} \, ds.
\]
The choices of the constants $\hat{r}, \rho_1, \rho_2$ will be clear later on the proof.

We focus our attention on $h_i$, one of the discontinuous points of $v$ and, to fix ideas, let $v(h_i - r) = -1$, $v(h_i + r) = 1$, the other case being analogous. We can choose $\delta > 0$ so small in (4.7) so that there exist $r_+$ and $r_-$ in $(0, \hat{r})$ such that
\[
|u(h_i + r_+) - 1| < \rho_2, \quad \text{and} \quad |u(h_i - r_-) + 1| < \rho_2. \quad (4.12)
\]
Indeed, assume by contradiction that $|u - 1| \geq \rho_2$ throughout $(h_i, h_i + \hat{r})$; then
\[
\delta \geq \|u - v\|_{L^1} \geq \int_{h_i}^{h_i + \hat{r}} |u - v| \, dx \geq \hat{r}\rho_2,
\]
and this leads to a contradiction if we choose $\delta \in (0, \hat{r}\rho_2)$. Similarly, one can prove the existence of $r_- \in (0, \hat{r})$ such that $|u(h_i - r_-) + 1| < \rho_2$.

Now, we consider the interval $(h_i - r, h_i + r)$ and claim that
\[
\int_{h_i - r}^{h_i + \hat{r}} \left[ \frac{\varepsilon}{2} D(u)u^2_x + \frac{F(u)}{\varepsilon} \right] \, dx \geq \gamma - \frac{C}{N} \exp \left\{-A\sqrt{n}/\varepsilon \right\}, \quad (4.13)
\]
for some $C > 0$ independent on $\varepsilon$. If $u(h_i + r_+) \geq 1$ and $u(h_i - r_-) \leq -1$, then from (4.1) we can conclude that

$$\int_{h_i - r_-}^{h_i + r_+} \left\{ \frac{\varepsilon}{2} [D(u)u_x]^2 + \frac{F(u)}{\varepsilon} \right\} \, dx \geq \gamma,$$

which implies (4.13). On the other hand, notice that in general we have

$$\int_{h_i - r_-}^{h_i + r_+} \left[ \frac{\varepsilon}{2} D(u)u_x^2 + \frac{F(u)}{\varepsilon} \right] \, dx \geq \int_{h_i + r_+}^{h_i + r_+} \left[ \frac{\varepsilon}{2} D(u)u_x^2 + \frac{F(u)}{\varepsilon} \right] \, dx$$

$$+ \int_{h_i - r_-}^{h_i - r_-} \left[ \frac{\varepsilon}{2} D(u)u_x^2 + \frac{F(u)}{\varepsilon} \right] \, dx$$

$$+ \int_{-1}^{1} \sqrt{2D(s)F(s)} \, ds$$

$$- \int_{-1}^{1} u(h_i - r_-) \sqrt{2D(s)F(s)} \, ds$$

$$- \int_{u(h_i + r_+)}^{1} \sqrt{2D(s)F(s)} \, ds$$

$$=: I_1 + I_2 + \gamma - I_3 - I_4,$$  \hspace{1cm} (4.14)

where we again used (4.1). Regarding $I_1$, recall that $1 - \rho_2 < u(h_i + r_+) < 1$ and consider the unique minimizer $z : [h_i + r_+, h_i + r] \to \mathbb{R}$ of $I_1$ subject to the boundary condition $z(h_i + r_+) = u(h_i + r_+)$. If the range of $z$ is not contained in the interval $(1 - \rho_1, 1 + \rho_1)$, then from (4.1), it follows that

$$\int_{h_i + r_+}^{h_i + r_+} \left[ \frac{\varepsilon}{2} D(z)z_x^2 + \frac{F(z)}{\varepsilon} \right] \, dx > \int_{u(h_i + r_+)}^{1} \sqrt{2D(s)F(s)} \, ds = I_4,$$  \hspace{1cm} (4.15)

where, in the last inequality, we used the first estimate of (4.11) and, so the smallness of $r_+$ and $\rho_2$. Suppose, on the other hand, that the range of $z$ is contained in the interval $(1 - \rho_1, 1 + \rho_1)$. Then, the Euler-Lagrange equation for $z$ is

$$\varepsilon D(z)z'' = \varepsilon^{-1} F'(z) - \frac{\varepsilon}{2} D'(z)(z')^2, \hspace{1cm} x \in (h_i + r_+, h_i + r),$$

$$z(h_i + r_+) = u(h_i + r_+), \hspace{1cm} z'(h_i + r) = 0.$$

For later use, we multiply by $z'$ the latter equation to get

$$\left[ \frac{\varepsilon^2}{2} D(z)(z')^2 - F(z) \right]' = 0,$$

which implies

$$\frac{\varepsilon^2}{2} D(z(x))z'(x)^2 = F(z(x)) - F(z(h_i + r)),$$

and so,

$$\frac{\varepsilon^2}{2} D(z(x))z'(x)^2 \leq F(z(x)).$$  \hspace{1cm} (4.16)
Denoting by $\psi(x) := (z(x) - 1)^2$, we have $\psi' = 2(z - 1)z'$ and

$$\psi'' = 2(z - 1)z'' + 2(z')^2 = \frac{2F'(z)}{\varepsilon^2 D(z)} (z - 1) + \left[ \frac{2D(z) - (z - 1)D'(z)}{D(z)} \right] (z')^2.$$

By using the explicit formulas for $D$ and $F$, erasing the modulus because the range of the minimizer $z$ is contained in $(1 - \rho_1, 1)$, we obtain

$$\psi'' = \frac{2z(1 + z)^{n-m-1}(1 - z)^{n-m}}{\varepsilon^2} + 2 \left[ \frac{1 + z(1 - m)}{1 + z} \right] (z')^2.$$

Using again that the range of $z$ is contained in the interval $(1 - \rho_1, 1)$, we can choose $\rho_1$ sufficiently small so that the coefficient of $(z')^2$ is non-positive (because $m > 2$) and, by using (4.16), we deduce

$$\psi'' \geq \frac{2z(1 + z)^{n-m-1}(1 - z)^{n-m}}{\varepsilon^2} + 4 \varepsilon^2 \left[ \frac{1 + z(1 - m)}{1 + z} \right] \frac{F(z)}{D(z)}$$

$$= \frac{2z(1 + z)^{n-m-1}(1 - z)^{n-m}}{\varepsilon^2} + \frac{4}{\varepsilon^2} \left[ \frac{1 + z(1 - m)}{1 + z} \right] (1 - z^2)^{n-m}$$

$$= \frac{2(1 + z)^{n-m-1}(1 - z)^{n-m}}{\varepsilon^2} \left[ 1 + z(n - m + 1) \right]$$

$$= \frac{2(1 + z)^{n-m-1}}{\varepsilon^2} \left[ 1 + z(n - m + 1) \right] \psi^{-m}$$

$$\geq \frac{2(2 - \rho_1)(4 - 3\rho_1)}{\varepsilon^2} \psi,$$

where we used $n = m + 2$. By using (4.10) and denoting by $\mu = A/(r - \hat{r})$, we get from (4.18)

$$\psi''(x) - \frac{\mu^2}{\varepsilon^2} \psi(x) \geq 0, \quad x \in (h_i + r_+, h_i + r),$$

$$\psi(h_i + r_+) = (u(h_i + r_+) - 1)^2, \quad \psi'(h_i + r) = 0.$$

We compare $\psi$ with the solution $\hat{\psi}$ of

$$\hat{\psi}''(x) - \frac{\mu^2}{\varepsilon^2} \hat{\psi}(x) = 0, \quad x \in (h_i + r_+, h_i + r),$$

$$\hat{\psi}(h_i + r_+) = (u(h_i + r_+) - 1)^2, \quad \hat{\psi}'(h_i + r) = 0,$$

which can be explicitly calculated to be

$$\hat{\psi}(x) = \frac{(u(h_i + r_+) - 1)^2}{\cosh \left( \frac{\mu}{\sqrt{n} \varepsilon} (r - r_+) \right) \cosh \left[ \frac{\mu}{\sqrt{n} \varepsilon} (x - h_i - r) \right]}.$$

By the maximum principle, $\psi(x) \leq \hat{\psi}(x)$ so, in particular,

$$\psi(h_i + r) \leq \frac{(u(h_i + r_+) - 1)^2}{\cosh \left( \frac{\mu}{\sqrt{n} \varepsilon} (r - r_+) \right)} \leq 2 \exp(-A/\sqrt{n} \varepsilon)(u(h_i + r_+) - 1)^2,$$

where we used $\mu = A/(r - \hat{r})$ and $r_+ \in (0, \hat{r})$. Then, we have

$$|z(h_i + r) - 1| \leq \sqrt{2} \exp(-A/2\sqrt{n} \varepsilon)\rho_2.$$  (4.19)
Using (4.19), we deduce
\[ \left| \int_{z(h_i + r)}^1 \sqrt{2F(s)D(s)} \, ds \right| \leq C_n \exp \left\{ -A \sqrt{n/\varepsilon} \right\}, \quad (4.20) \]
where the positive constant \( C_n \) depends on \( n \). From (4.1)–(4.20) it follows that, for some constant \( C > 0 \),
\[ \int_{h_i + r}^{h_i + r} \left[ \frac{\varepsilon}{2} D(z) z^2 + \frac{F(z)}{\varepsilon} \right] \, dx \geq \left| \int_{z(h_i + r)}^1 \sqrt{2F(s)D(s)} \, ds \right| - \int_{z(h_i + r)}^1 \sqrt{2F(s)D(s)} \, ds \geq I_4 - \frac{C}{2N} \exp \left\{ -A \sqrt{n/\varepsilon} \right\}. \quad (4.21) \]
Combining (4.15) and (4.21), we get that the constrained minimizer \( z \) of the proposed variational problem satisfies
\[ \int_{h_i + r}^{h_i + r} \left[ \frac{\varepsilon}{2} D(z) z^2 + \frac{F(z)}{\varepsilon} \right] \, dx \geq I_4 - \frac{C}{2N} \exp \left\{ -A \sqrt{n/\varepsilon} \right\}. \]
The restriction of \( u \) to \([h_i + r, h_i + r] \) is an admissible function, so it must satisfy the same estimate and we have
\[ I_1 \geq I_4 - \frac{C}{2N} \exp \left\{ -A \sqrt{n/\varepsilon} \right\}. \quad (4.22) \]
The term \( I_2 \) on the right hand side of (4.14) is estimated similarly by analyzing the interval \([h_i - r, h_i - r] \) and using the second condition of (4.11) to obtain the corresponding inequality (4.15). The obtained lower bound reads:
\[ I_2 \geq I_3 - \frac{C}{2N} \exp \left\{ -A \sqrt{n/\varepsilon} \right\}. \quad (4.23) \]
Finally, by substituting (4.22) and (4.23) in (4.14), we deduce (4.13). Summing up all of these estimates for \( i = 1, \ldots, N \), namely for all transition points, we end up with
\[ E_\varepsilon[u] \geq \sum_{i=1}^{N} \int_{h_i - r}^{h_i + r} \left[ \frac{\varepsilon}{2} D(u) u_x^2 + \frac{F(u)}{\varepsilon} \right] \, dx \geq N \gamma - C \exp \left\{ -A \sqrt{n/\varepsilon} \right\}, \]
and the proof of (4.8) is complete.

The proof of the cases \( n = m + 2 \) with \( m \in (1, 2] \) and \( 1 < m \leq n = 2 \) are very similar. In the case \( n = m + 2 \) with \( m \in (1, 2] \), the only difference is that instead of (4.10), one has to choose \( \hat{r} \in (0, r) \) and \( \rho_1 > 0 \) so small that \( A \leq \sqrt{2(1 - \rho_1)(2 - \rho_1)(r - \hat{r})} \) and then, since the coefficient behind \( (z')^2 \) in (4.17) is non-negative, (being the range of \( z \) contained in \((1 - \rho_1, 1) \) and \( m \leq 2 \)), we can conclude
\[ \psi'' \geq \frac{2z(1 + z)(1 - z)^2}{\varepsilon^2} \geq 2(1 - \rho_1)(2 - \rho_1) \psi \geq \frac{\mu^2}{\varepsilon^2} \psi, \]
where \( \mu = A/(r - \hat{r}) \).
Similarly, in the case $1 < m \leq n = 2$, one can choose \( \hat{r} \in (0, r) \) and \( \rho_1 > 0 \) so small that \( A \leq 2(1 - \rho_1)(2 - \rho_1)^{1-m}(r - \hat{r}) \) and conclude that

\[
\psi'' \geq \frac{2z(1+z)(1-z)^2}{\varepsilon^2} \geq 2(1 - \rho_1)(2 - \rho_1)^{1-m}\psi^{1-\frac{m}{2}} \geq \frac{\mu^2}{\varepsilon^2} \psi,
\]

where \( \mu = A/(r - \hat{r}) \). Once the estimate \( \psi'' \geq \frac{\mu^2}{\varepsilon^2} \psi \) is established, the proof of the lower bound (4.9) is obtained as the one of (4.8).

**Remark 4.2.** In Proposition 4.1, we prove the lower bound for the energy (4.5) with an exponentially small term \( \theta \) as \( \varepsilon \to 0^+ \) in the cases \( n = m + 2 \) and \( 1 < m \leq n = 2 \). A similar lower bound can be easily extended to the case

\[
0 < m - 2 \leq n \leq m + 2:
\]

for such a purpose, in (4.18) we used only at the last passage that \( n = m + 2 \) so that the interested reader may easily verify that an estimate of the type \( \psi'' \geq \frac{\mu^2}{\varepsilon^2} \psi \) can be obtained in general for \( 0 < m - 2 \leq n \leq m + 2 \).

**Remark 4.3.** The constant \( \gamma \) in (4.2) can be explicitly computed when \( D \) and \( F \) are defined by (1.2) and (1.4), respectively, and it is given by

\[
\gamma = \gamma_{n,m} = \frac{1}{\sqrt{n}} \int_{-1}^{1} (1 - s^2) \frac{n+m+1}{2} ds = \frac{\sqrt{\pi} \Gamma\left(\frac{n+m}{2}\right)}{\sqrt{n} \Gamma\left(\frac{n+m+3}{2}\right)},
\]

where \( \Gamma \) is the Euler’s gamma function. In particular, when \( \frac{m+n}{2} \in \mathbb{N} \) we have

\[
\gamma_{n,m} = \frac{2[2^{\frac{n+m}{2}}(\frac{n+m}{2})!]^2}{\sqrt{n}(n+m+1)!},
\]

and if \( n = m + 2 \) with \( m \in \mathbb{N} \), then

\[
\gamma_{n,n-2} = \frac{[2^n(n-1)!]^2}{2\sqrt{n}(2n-1)!}.
\]

For simplicity, in Proposition 4.1 we consider the case of even functions \( D \) and \( F \), but the result can be extended to the general case

\[
D(u) = |1 - u|^{m_1}|1 + u|^{m_2}, \quad F(u) = |1 - u|^{n_1}|1 + u|^{n_2}.
\]

In particular, in the case \( m_1 \in (1, 2] \), \( m_2 = 0 \) and \( n_1 = n_2 = 2 \), that is (1.3)–(1.4) with \( m \in (1, 2] \) and \( n = 2 \), we obtain the following result.

**Proposition 4.4.** Consider the functional

\[
E_\varepsilon[u] := \int_a^b \left[ \frac{\varepsilon}{2} |1 - u|^{m_1} u_x^2 + \frac{|1 - u|^{2m_2}}{4\varepsilon^2} \right] dx,
\]

with \( m \in (1, 2] \), and fix a piecewise constant function \( v \) and \( r > 0 \) as in (4.3)–(4.6). Then for all \( A \in (0, 2^{\frac{2m}{m+2}}) \), there exist \( \varepsilon_0, C, \delta > 0 \) such that if \( u \in H^1(a, b) \) satisfies (4.7), then for any \( \varepsilon \in (0, \varepsilon_0) \), we have

\[
E_\varepsilon[u] \geq N\gamma - C \exp\left\{-A/\varepsilon\right\}, \quad (4.24)
\]

where \( \gamma := \frac{1}{\sqrt{2}} \int_{-1}^{1} (1 - s)^{\frac{m+2}{2}} (1 + s) ds = \frac{4 \cdot 2^{\frac{m+5}{m+2}}}{(m+4)(m+6)} \).
Next, we prove two lower bounds for the energy (4.5) with an algebraically reminder $\theta(\varepsilon)$: the first one concerns the doubly degenerate diffusion (1.2) and it is very important in the case $n > m + 2$, the second one regards the simply degenerate diffusion (1.3).

**Proposition 4.5.** Consider the functional (2.1) with $D$ and $F$ given by (1.2) and (1.4), respectively. Let $v : (a, b) \to \{-1, +1\}$ a piecewise constant function with exactly $N$ discontinuities, as in (4.3), and define the sequence

\[
\begin{align*}
  k_1 &= 0, \\
  k_2 &= \alpha, \\
  k_{j+1} &= \alpha(k_j + 1), \quad j \geq 2,
\end{align*}
\]

where $\alpha := \frac{n + m + 2}{2n}$. (4.25)

Then, for any $j \in \mathbb{N}$ there exist constants $\delta_j > 0$ and $C_j > 0$ such that if $w \in H^1$ satisfies

\[
\|w - v\|_{L^1} \leq \delta_j,
\]

and

\[
E_\varepsilon[w] \leq N\gamma + \varepsilon^{k_j},
\]

with $\varepsilon$ sufficiently small, then

\[
E_\varepsilon[w] \geq N\gamma - C_j\varepsilon^{k_j+1},
\]

where $\gamma$ is defined in (4.2).

**Proof.** We prove our statement by induction on $j \geq 1$ and we begin our proof by considering the case of only one transition ($N = 1$). Let $h_1$ be the only point of discontinuity of $v$ and assume, without loss of generality, that $v = -1$ on $(a, h_1)$. Also, we choose $\delta_j$ small enough such that

\[
(h_1 - 2j\delta_j, h_1 + 2j\delta_j) \subset (a, b).
\]

Our goal is to show that for any $j \in \mathbb{N}$ there exist $x_j \in (h_1 - 2j\delta_j, h_1)$ and $y_j \in (h_1, h_1 + 2j\delta_j)$ such that

\[
w(x_j) \leq -1 + C_j\varepsilon^{\frac{k_j+1}{n}}, \quad w(y_j) \geq 1 - C_j\varepsilon^{\frac{k_j+1}{n}},
\]

and

\[
\int_{x_j}^{y_j} \left[ \frac{\varepsilon}{2} D(u)u_x^2 + \frac{F'(u)}{\varepsilon} \right] \, dx \geq \gamma - C_j\varepsilon^{k_j+1},
\]

where $\{k_j\}_{j \geq 1}$ is defined in (4.25). We start with the base case $j = 1$, and we show that hypotheses (4.26) and (4.28) imply the existence of two points $x_1 \in (h_1 - 2\delta_j, h_1)$ and $y_1 \in (h_1, h_1 + 2\delta_j)$ such that

\[
w(x_1) \leq -1 + C_j\varepsilon^{\frac{1}{n}}, \quad w(y_1) \geq 1 - C_j\varepsilon^{\frac{1}{n}}.
\]

Here and throughout, $C_j$ represents a positive constant that is independent of $\varepsilon$, whose value may change from line to line. From hypothesis (4.26) we have

\[
\int_{h_1}^{b} |w - 1| \leq \delta_j,
\]

(4.32)
Indeed, by using (4.1) and (4.31) one deduces trivial consequence we obtain the statement (4.28) with \( \alpha \)

\[
\text{meas}(S^-(h_1, b)) \leq \delta_j \quad \text{and} \quad \text{meas}(S^+ \cap (h_1, h_1 + 2\delta_j)) \geq \delta_j.
\]

Furthermore, from (4.28) with \( j = 1 \), we obtain

\[
\int_{S^+ \cap (h_1, h_1 + 2\delta_j)} \frac{F(w)}{\varepsilon} \, dx \leq \gamma + 1,
\]

and therefore there exists \( y_1 \in S^+ \cap (h_1, h_1 + 2\delta_j) \) such that

\[
F(w(y_1)) \leq C_j \varepsilon, \quad C_j = \frac{\gamma + 1}{\delta_j}.
\]

From the definition of \( F \) in (1.4), it follows that \( w(y_1) \geq 1 - C_j \varepsilon^{1/2} \). The existence of \( x_1 \in S^- \cap (h_1 - 2\delta_j, h_1) \) such that \( w(x_1) \leq -1 + C_j \varepsilon^{1/2} \) can be proved similarly.

Now, let us prove that (4.31) implies (4.30) in the case \( j = 1 \), and as a trivial consequence we obtain the statement (4.28) with \( j = 1 \) and \( N = 1 \). Indeed, by using (4.1) and (4.31) one deduces

\[
E_\varepsilon[w] \geq \int_{y_1}^{b} \left[ \varepsilon D(w)w_x^2 + \frac{F(w)}{\varepsilon} \right] \, dx \geq \int_{w(x_1)}^{w(y_1)} \sqrt{2D(s)F(s)} \, ds
\]

\[
\quad \geq \gamma - \int_{1-C_j \varepsilon^{1/2}}^{1} \sqrt{2D(s)F(s)} \, ds - \int_{-1}^{-1+1+C_j \varepsilon^{1/2}} \sqrt{2D(s)F(s)} \, ds
\]

\[
\quad \geq \gamma - C_j \varepsilon^{\alpha},
\]

where \( \alpha \) is defined in (4.25) and we used the formulas for \( D, F \) (1.2)–(1.4) (actually, it is important only the behavior close to \( \pm 1 \)). This concludes the proof in the case \( j = 1 \) with one transition \( (N = 1) \).

We now enter the core of the induction argument, proving that if (4.30) holds true for for any \( i \in \{1, \ldots, j-1\}, j \geq 2 \), then (4.29) holds true. By using (4.26) we have

\[
\text{meas}(S^+ \cap (y_{j-1}, y_{j-1} + 2\delta_j)) \geq \delta_j.
\]

Furthermore, by using (4.28) and (4.30) in the case \( j = 1 \), we deduce

\[
\int_{y_{j-1}}^{b} \frac{F(w)}{\varepsilon} \, dx \leq C_j \varepsilon^{k_j},
\]

implying

\[
\int_{S^+ \cap (y_{j-1}, y_{j-1} + 2\delta_j)} F(w) \, dx \leq C_j \varepsilon^{k_j + 1}.
\]

Finally, from (4.34) and (4.35) there exists \( y_j \in S^+ \cap (y_{j-1}, y_{j-1} + 2\delta_j) \) such that

\[
F(w(y_j)) \leq \frac{C_j \varepsilon^{k_j + 1}}{\delta_j},
\]

and, as a consequence, we have the existence of \( y_j \in (y_{j-1}, y_{j-1} + 2\delta_j) \) as in (4.29). The existence of \( x_j \in (x_{j-1} - 2\delta_j, x_{j-1}) \) can be proved similarly.
Reasoning as in (4.33), one can easily check that (4.29) implies
\[ \int_{x_j}^{y_j} \left[ \frac{\varepsilon}{2} D(w)w_x^2 + \frac{F(w)}{\varepsilon} \right] \, dx \geq \gamma - C_j \varepsilon^{k_j+1}, \]
and the induction argument is completed, as well as the proof in case \( N = 1 \).

The previous argument can be easily adapted to the case \( N > 1 \). Let \( v \) be as in (4.3), and set \( a = h_0, h_{N+1} = b \). We argue as in the case \( N = 1 \) in each point of discontinuity \( h_i \), by choosing the constant \( \delta_j \) so that
\[ h_i + 2j\delta_j < h_{i+1} - 2j\delta_j, \quad 0 \leq i \leq N, \]
and by assuming, without loss of generality, that \( v = -1 \) on \((a, h_1)\). Proceeding as in (4.31), one can obtain the existence of \( x_1^i \in (h_i - 2\delta_j, h_i) \) and \( y_1^i \in (h_i, h_i + 2\delta_j) \) such that
\[ w(x_1^i) \approx (-1)^i, \quad w(y_1^i) \approx (-1)^{i+1}, \]
\[ F(w(x_1^i)) \leq C\varepsilon, \quad F(w(y_1^i)) \leq C\varepsilon. \]
On each interval \((x_1^i, y_1^i)\) we estimate as in (4.33), so that by summing one obtains
\[ \sum_{i=1}^{N} \int_{x_1^{i}}^{y_1^{i}} \left[ \frac{\varepsilon}{2} D(w)w_x^2 + \frac{F(w)}{\varepsilon} \right] \, dx \geq N\gamma - C\varepsilon^{\alpha}, \]
that is (4.28) with \( j = 1 \). Arguing inductively as done in the case \( N = 1 \), we obtain (4.28) for the general case \( j \geq 2 \).

**Remark 4.6.** The estimate (4.28) with the sequence \( \{k_j\}_{j \in \mathbb{N}} \) defined in (4.25) holds for any \( m > 1 \) and \( n \geq 2 \) in (1.2)–(1.4). However, it is very important to distinguish the cases \( n \leq m + 2 \) and \( n > m + 2 \). Indeed, if \( n \leq m + 2 \) the increasing sequence in (4.25) is unbounded because \( \alpha \geq 1 \) and we can replace the estimate (4.28) with
\[ E_{\varepsilon}[w] \geq N\gamma - C_j \varepsilon^{k}, \quad k \in \mathbb{N}, \]
provided that
\[ E_{\varepsilon}[w] \leq N\gamma + \varepsilon^{k}, \quad k \in \mathbb{N}. \]
On the other hand, the condition \( n > m + 2 \) implies that \( \alpha \in (0,1) \) and, consequently, the increasing sequence defined in (4.25) is bounded and satisfies
\[ \lim_{j \to +\infty} k_j = \frac{\alpha}{1 - \alpha} = \frac{n + m + 2}{n - m - 2} = 1 + \frac{2m + 4}{n - m - 2} =: \beta. \tag{4.36} \]

Reasoning as in the proof of Proposition 4.5, we obtain the following result valid for the simply degenerate diffusion (1.3).

**Proposition 4.7.** Consider the functional (2.1) with \( D \) and \( F \) given by (1.3) and (1.4), respectively. Let \( v : (a, b) \to \{-1, +1\} \) a piecewise constant function with exactly \( N \) discontinuities, as in (4.3), and define the sequence
\[ k_1 = 0, \quad k_2 := \frac{n + 1}{2n}, \quad k_{j+1} := \frac{n + 2}{2n}(k_j + 1), \quad j \geq 2. \tag{4.37} \]
Then, for any \(j \in \mathbb{N}\) there exist constants \(\delta_j > 0\) and \(C_j > 0\) such that if \(w \in H^1\) satisfies
\[
\|w - v\|_{L^1} \leq \delta_j,
\]
and
\[
E_\varepsilon[w] \leq N\gamma + \varepsilon^{k_j},
\]
with \(\varepsilon\) sufficiently small, then
\[
E_\varepsilon[w] \geq N\gamma - C_j\varepsilon^{k_{j+1}},
\]
where \(\gamma\) is defined in (4.2).

**Proof.** The proof is exactly the same of the one of Proposition 4.5 (we left the same notation), with the only difference that the crucial estimate (4.33) when \(D, F\) are given by (1.3)–(1.4) becomes
\[
E_\varepsilon[w] \geq \int_{x_1}^{y_1} \left[ \frac{\varepsilon}{2} D(w)w_x^2 + \frac{F(w)}{\varepsilon} \right] \, dx \geq \int_{w(x_1)}^{w(y_1)} \sqrt{2D(s)F(s)} \, ds
\]
\[
\geq \gamma - \int_{-1}^{1} \sqrt{2D(s)F(s)} \, ds - \int_{-1}^{-1+\varepsilon^{n+\frac{2}{2n}}} \sqrt{2D(s)F(s)} \, ds
\]
\[
\geq \gamma - C_j(\varepsilon^{\alpha} + \varepsilon^{-\frac{n+2}{2n}}) \geq \gamma - C_j\varepsilon^{\frac{n+2}{2n}},
\]
where \(\alpha\) is defined in (4.25) and we used \(\alpha \geq \frac{n+2}{2n}, \varepsilon \ll 1\). □

Observe that the sequence \(\{k_j\}_{j \in \mathbb{N}}\) in Proposition 4.7 is exactly (4.25) with \(m = 0\). Hence, the same considerations of Remark 4.6 hold true also in the case of \(D\) given by (1.3), and in the case \(n > 2\), the sequence (4.37) is increasing, bounded and
\[
\lim_{j \to +\infty} k_j = \frac{n+2}{n-2} = 1 + \frac{4}{n-2},
\]
that is (4.36) with \(m = 0\).

We conclude this section by showing an example of sequence \(u^\varepsilon\) converging in \(L^1(a,b)\) to a piecewise constant function \(v\) as in (4.3) and for what the equality in the limit (4.4) holds true.

**Proposition 4.8.** Let \(D\) be as in (1.2) or (1.3), let \(F\) be as in (1.4) and fix \(v\) as in (4.3). There exists a function \(u^\varepsilon\) satisfying
\[
\lim_{\varepsilon \to 0^+} \|u^\varepsilon - v\|_{L^1} = 0, \quad \text{and} \quad \lim_{\varepsilon \to 0^+} E_\varepsilon[u^\varepsilon] = N\gamma,
\]
where \(\gamma\) is defined in (4.2).

**Proof.** We have already introduced a function satisfying (4.38) in Sect. 3.2: the proof consists in checking that the function \(\varphi_N^\varepsilon\) defined in (3.14) with standing wave \(\Phi\) satisfying (3.3) with \(\Phi(0) = 0\), whose existence has been proved in Proposition 3.2 in the case of \(D\) given by (1.2), and in Proposition 3.4 when \(D\) is given by (1.3), satisfies (4.38) for any \(N \in \mathbb{N}\).

The convergence in \(L^1\) is a consequence of the behavior of the standing wave \(\Phi\) as \(\varepsilon \to 0^+\). Let us consider the case (1.2), being the other case very similar. Indeed, in the case \(n < m + 2\) we have \(\Phi(\pm \omega_\varepsilon) = \pm 1\) and \(\omega_\varepsilon\) defined
in (3.4) goes to 0 as $\varepsilon \to 0^+$; on the other hand, if $n \geq m + 2$ we can write $\Phi(x) = \Psi(x/\varepsilon)$, where $\lim_{s \to \pm\infty} \Psi(s) = \pm 1$, see the estimates (3.5)–(3.7).

Now, let us check that $\varphi_N^\varepsilon$ satisfies the second limit in (4.38). First, consider the case $n \geq m + 2$: by definitions of energy (2.1), function $\varphi_N^\varepsilon$ (3.14), and the fact that $\Phi$ satisfies (3.8), we get

$$E_\varepsilon[\varphi_N^\varepsilon] = \sum_{i=1}^{N} \int_{m_i}^{m_{i+1}} \left[ \frac{\varepsilon}{2} D(\Phi)(\Phi')^2 + \frac{F(\Phi)}{\varepsilon} \right] dx$$

$$= \sum_{i=1}^{N} (-1)^i \int_{l_i}^{l_{i+1}} \left[ \sqrt{2D(\Phi)}F(\Phi)\Phi' \right] dx$$

$$= \sum_{i=1}^{N} (-1)^i \int_{l_i}^{l_{i+1}} \Phi(l_i) \sqrt{2D(s)}F(s) ds,$$

where $l_i = (-1)^i(m_i - h_i)$, for $i = 1, \ldots, N$ and $l_{N+1} = (-1)^N(b - h_N)$. Since $|\Phi| < 1$ if $n \geq m + 2$ both in the case (1.2) and (1.3), we have $E_\varepsilon[\varphi_N^\varepsilon] < N\gamma$. Using such an upper bound and the lower bounds obtained in Propositions 4.1–4.4–4.5, we obtain (4.38) in the case $n \geq m + 2$. Proceeding in the same way and taking advantage of the fact that $\varphi_N^\varepsilon(h_i \pm \omega_\varepsilon) = \pm (-1)^{i+1}$, we end up with $E_\varepsilon[\varphi_N^\varepsilon] = N\gamma$ in the case $D, F$ given by (1.2)–(1.4), with $n < m + 2$. Similarly, we obtain $E_\varepsilon[\varphi_N^\varepsilon] < N\gamma$ in the case (1.3)–(1.4) with $n < m + 2$, and we can conclude that $\varphi_N^\varepsilon$ satisfies (4.38) in both the cases (1.2)–(1.3) and $F$ defined in (1.4), for any $m > 1$ and $n \geq 2$. □

5. Slow motion of the solutions

In this final section, we present the main results of the paper, regarding the slow evolution of solutions to (1.1)–(1.5), when $D$ is given by (1.2) or (1.3) and $F$ is defined in (1.4). To be more precise, in the case when $D$ and $F$ are given by (1.2) and (1.4), we focus the attention on the case $n \geq m + 2$. As we saw in Sect. 3, in this framework the only stationary solutions to (1.1) and (1.5) are constants ($\pm 1$ stable, 0 unstable) or periodic; however, we shall prove persistence of metastable patterns with a non-stationary $N$-transition layer structure for (at least) an exponentially long time, i.e. for a time $T_\varepsilon \geq \nu \exp(c/\varepsilon)$ as $\varepsilon \to 0^+$ when $n = m + 2$ (taking advantage of Proposition 4.1), and for an algebraically long time $T_\varepsilon \geq \nu\varepsilon^{-\beta}$ as $\varepsilon \to 0^+$ when $n > m + 2$ (taking advantage of Proposition 4.5). Moreover, we consider (1.3)–(1.4) with $n = 2$ and $m \in (1, 2]$ or $n > 2$, $m > 1$: in the first case, thanks to Proposition 4.4, we can prove persistence of metastable patterns for an exponentially long time, while in the second one, thanks to Proposition 4.7, we can prove that some unstable structures persist for an algebraically long time.

In order to obtain all the aforementioned results, we used the energy approach introduced by Bronsard and Kohn [5] to study slow motion of solutions to the classical Allen–Cahn equation, which is formally obtained by choosing $m = 0$ and $n = 2$ in (1.2)–(1.4). In particular, in [5] the authors
prove that some solutions maintain the same \(N\)-transition layer structure of the initial datum (at least) for a time of \(T_\varepsilon \geq \nu \varepsilon^{-k}\) as \(\varepsilon \to 0^+\), for any \(k \in \mathbb{N}\).

The energy approach of [5] is quite elementary yet powerful and it can be adapted for many different evolution PDEs: without claiming to be complete, we list some references where the energy approach [5] has been used to study slow motion of solutions. In [29], Grant improves the energy approach of [5] to obtain exponentially slow motion for the Cahn–Morral system; then, this improved energy approach has been applied to both hyperbolic PDEs like in [25] and in parabolic PDEs with nonlinear diffusion [24,26]. After establishing energy estimates like (2.3) and the crucial lower bound (4.5) obtained in the Propositions 4.1, 4.4, 4.5, 4.7, the energy approach is standard and the procedure to conclude the proof of the slow motion of solutions is very similar to the previous works, see among others the aforementioned papers [5,24–26,29]. Then, the main novelty in the proof of our main results are the energy estimates (2.3) and the variational results contained in Sect. 4. For the sake of completeness, we show how to proceed and obtain slow motion results for solutions to (1.1)–(1.5) satisfying the energy estimates (2.3) once one has a lower bound on the energy of the type (4.5). With this aim, we rewrite all the Propositions 4.1, 4.4, 4.5, 4.7 in a single one as follows.

**Proposition 5.1.** Consider the functional (2.1) with \(D\) given by (1.2) or (1.3) and \(F\) defined in (1.4). Fix \(v\) as in (4.3) and \(r > 0\) such that (4.6) holds true. Then, there exist \(\theta : (0, \infty) \to (0, \infty)\) converging to 0 as \(\varepsilon \to 0^+\), \(\varepsilon_0, C, \bar{\delta} > 0\) such that if \(u \in H^1(a,b)\) satisfies

\[
\|u - v\|_{L^1} \leq \bar{\delta},
\]

and

\[
E_\varepsilon[u] \leq N\gamma + \theta(\varepsilon), \quad \text{for } \varepsilon \in (0, \varepsilon_0),
\]

then the energy functional (2.1) satisfies

\[
E_\varepsilon[u] \geq N\gamma - C\theta(\varepsilon), \quad \text{for any } \varepsilon \in (0, \varepsilon_0),
\]

where the positive constant \(\gamma\) is defined in (4.2).

Notice that the additional assumption (5.2) is needed only in Propositions 4.5, 4.7, but, as we will see, in our applications (5.2) is always satisfied, so we include it in order to treat all the results of Propositions 4.1, 4.4, 4.5, 4.7 at once. We remember that the explicit expression of the function \(\theta\) in all the cases we want to treat.

**E1.** If \(m > 2\) and \(n = m + 2\) in (1.2)–(1.4), from (4.8) it follows that

\[
\theta(\varepsilon) = \exp \{-A\sqrt{n}/\varepsilon\}, \quad A \in (0, 4r).
\]

**E2.** If \(m \in (1,2]\) and \(n = m + 2\) in (1.2)–(1.4), (4.9) implies

\[
\theta(\varepsilon) = \exp \{-A/\varepsilon\}, \quad A \in (0, 2r).
\]

**E3.** If \(m \in (1,2]\) and \(n = 2\) in (1.3)–(1.4), (4.24) gives

\[
\theta(\varepsilon) = \exp \{-A/\varepsilon\}, \quad A \in (0, 2^{2-m} \nu r).
\]
(E4). If \( n > m + 2 \) in (1.2)–(1.4), (4.28) yields
\[ \theta(\varepsilon) = \varepsilon^{k_j+1}, \]
with \( \{k_j\}_{j \in \mathbb{N}} \) defined in (4.25).

(E5). If \( D \) is given by (1.3) and \( n > 2 \) in (1.4), then Proposition 4.7 and Remark 4.6 imply
\[ \theta(\varepsilon) = \varepsilon^{k_j+1}, \]
with \( \{k_j\}_{j \in \mathbb{N}} \) defined in (4.37).

Thanks to Proposition 5.1 and the energy estimates (2.3), we shall prove that solutions to (1.1)–(1.5) starting with initial data which have a \( N \)-transition layer structure, maintain such a structure for a time \( T_\varepsilon \geq \nu \theta(\varepsilon)^{-1} \), for any \( \nu > 0 \). Since \( \theta \) is given by (E1)–(E5), we have that \( T_\varepsilon \to \infty \) as \( \varepsilon \to 0^+ \) and, precisely, in (E1)–(E2)–(E3) \( T_\varepsilon \) is (at least) exponentially large for \( \varepsilon \ll 1 \) while it is (at least) algebraically large in (E4)–(E5).

Before stating and proving our main result, let us give the definition of a function with a \( N \)-transition layer structure, which is a family of functions \( \{u_\varepsilon\}_{\varepsilon > 0} \) converging in \( L^1 \) to some piecewise constant function \( v \) as \( \varepsilon \to 0^+ \), and such that the energy \( E_\varepsilon[u_\varepsilon] \) exceeds of a small quantity \( \theta \) the minimum energy to have \( N \) transitions between \(-1 \) and \(+1 \).

**Definition 5.2.** Let \( D \) be as in (1.2) or (1.3) and \( F \) as in (1.4), with corresponding \( \theta \) as in (E1)–(E5) and let \( v \) be a piecewise constant function like in (4.3). We say that a family of functions \( \{u_\varepsilon\}_{\varepsilon > 0} \) has an \( N \)-transition layer structure if
\[ \lim_{\varepsilon \to 0} \|u_\varepsilon - v\|_{L^1} = 0, \]  
and there exists \( C > 0 \) such that
\[ E_\varepsilon[u_\varepsilon] \leq N\gamma + C\theta(\varepsilon), \]
for any \( \varepsilon \ll 1 \), where the energy \( E_\varepsilon \) is defined (2.1) and the constant \( \gamma \) is given by (4.2).

As we have already mentioned, the main goal of this section is to show that if the initial datum \( u_0^\varepsilon \) has an \( N \)-transition layer structure, then the solution to the IBVP (1.1)–(1.5)–(1.6) maintains such a structure for a time \( T_\varepsilon \geq \nu \theta(\varepsilon)^{-1} \), for any \( \nu > 0 \). We underline that the condition (5.3) fixes the number of transitions between \(-1 \) and \(+1 \) and their relative positions as \( \varepsilon \to 0^+ \), while the condition (5.4) requires that \( u_\varepsilon \) makes these transitions in an “energetical efficient” way. Observe that, condition (5.4) is automatically satisfied for all the time by (2.3). Our main result ensures that condition (5.3) is satisfied for a time \( T_\varepsilon \geq \nu \theta(\varepsilon)^{-1} \) as \( \varepsilon \to 0^+ \).

**Theorem 5.3.** Assume that \( D \) is given by (1.2) or (1.3) and that \( F \) is defined in (1.4). Let \( v, r \) be as in (4.3)–(4.6) and \( \theta \) as in (E1)–(E5). If \( u_\varepsilon \) is the solution of (1.1)–(1.5)–(1.6) with initial datum \( u_0^\varepsilon \) satisfying (5.3) and (5.4), then
\[ \sup_{0 \leq t \leq \nu \theta(\varepsilon)^{-1}} \|u_\varepsilon(\cdot, t) - v\|_{L^1} \xrightarrow{\varepsilon \to 0} 0, \]  
for any \( \nu > 0 \).
The proof of (5.5) is a consequence of the following result, which is obtained by using (2.3) and Proposition 5.1.

**Proposition 5.4.** Assume that $D$ is given by (1.2) or (1.3) and $F$ is defined in (1.4), and consider the solution $u^\varepsilon$ to (1.1)–(1.5)–(1.6) with initial datum $u_0^\varepsilon$ satisfying (5.3) and (5.4). Then, there exist positive constants $\varepsilon_0, C_1, C_2 > 0$ (independent on $\varepsilon$) such that

$$\int_0^{C_1\varepsilon^{-1}\theta(\varepsilon)^{-1}} \|u_t^\varepsilon\|_{L^2}^2 dt \leq C_2\theta(\varepsilon)\varepsilon,$$

(5.6)

for all $\varepsilon \in (0, \varepsilon_0)$.

**Proof.** By using the assumptions (5.3) and (5.4), choose $\varepsilon_0 > 0$ so small that for all $\varepsilon \in (0, \varepsilon_0)$, we have

$$\|u_0^\varepsilon - v\|_{L^1} \leq \frac{1}{2}\tilde{\delta},$$

(5.7)

where $\tilde{\delta}$ is the constant appearing in condition (5.1), and the estimates (5.4) holds. We claim that if

$$\int_0^{\tilde{T}} \|u_t^\varepsilon\|_{L^1} dt \leq \frac{1}{2}\tilde{\delta},$$

(5.8)

for some $\tilde{T} > 0$, then there exists $C > 0$ such that

$$E_\varepsilon[u^\varepsilon](\tilde{T}) \geq N\gamma - C\theta(\varepsilon).$$

(5.9)

Indeed, inequality (5.9) follows from Proposition 5.1 if $u^\varepsilon(\cdot, \tilde{T})$ satisfies (5.1) and (5.2). The latter condition holds true because $E_\varepsilon[u^\varepsilon](\tilde{T}) \leq E_\varepsilon[u^\varepsilon](0) \leq N\gamma + C\theta(\varepsilon)$, where we used the energy estimates (2.3) and the assumption (5.4).

As concerning the condition (5.1) at time $\tilde{T}$, by using triangle inequality, (5.7) and (5.8), we obtain

$$\|u^\varepsilon(\cdot, \tilde{T}) - v\|_{L^1} \leq \|u^\varepsilon(\cdot, \tilde{T}) - u_0^\varepsilon\|_{L^1} + \|u_0^\varepsilon - v\|_{L^1} \leq \int_0^{\tilde{T}} \|u_t^\varepsilon\|_{L^1} + \frac{1}{2}\tilde{\delta} \leq \tilde{\delta},$$

and we proved the claim. Next, by using the inequalities (2.3), (5.4) and (5.9), we infer

$$\int_0^{\tilde{T}} \|u_t^\varepsilon\|_{L^2}^2 dt = \varepsilon \left(E_\varepsilon[u_0^\varepsilon] - E_\varepsilon[u^\varepsilon](\tilde{T})\right) \leq C_2\theta(\varepsilon)\varepsilon.$$
It follows that there exists \( C_1 > 0 \) such that
\[
\hat{T} \geq C_1 \varepsilon^{-1} \theta(\varepsilon)^{-1},
\]
and the proof is complete. \( \square \)

Now, we have all the tools to prove (5.5).

**Proof of Theorem 5.3.** Triangle inequality gives
\[
\|u^\varepsilon(\cdot, t) - v\|_{L^1} \leq \|u^\varepsilon(\cdot, t) - u_0^\varepsilon\|_{L^1} + \|u_0^\varepsilon - v\|_{L^1},
\]
for all \( t \in [0, \nu \theta(\varepsilon)^{-1}] \). The term \( \|u_0^\varepsilon - v\|_{L^1} \) tends to 0 by assumption (5.3). Regarding the first term in the right hand side of (5.11), take \( \varepsilon \) so small that \( C_1 \varepsilon^{-1} \geq \nu \); thus we can apply Proposition 5.4 and by using Hölder’s inequality and (5.6), we infer
\[
\sup_{0 \leq t \leq \nu \theta(\varepsilon)^{-1}} \|u^\varepsilon(\cdot, t) - u_0^\varepsilon\|_{L^1} \leq \int_0^{\nu \theta(\varepsilon)^{-1}} \|u^\varepsilon(\cdot, t)\|_{L^1} \, dt \leq C \sqrt{\varepsilon},
\]
for all \( t \in [0, \nu \theta(\varepsilon)^{-1}] \). Hence, (5.5) follows. \( \square \)

### 5.1. Layer dynamics

In this section we apply a standard procedure (cf. [24–26,29]) to obtain an upper bound on the velocity of the transition points, once (5.5) has been established.

Fix \( v \) as in (4.3), \( r \) as in (4.6) and define its *interface* \( I[v] \) as
\[
I[v] := \{h_1, h_2, \ldots, h_N\}.
\]

For an arbitrary function \( u : [a, b] \to I \) and an arbitrary closed subset \( K \subset \mathbb{R} \setminus \{-1, 1\} \), the *interface* \( I_K[u] \) is defined by
\[
I_K[u] := u^{-1}(K).
\]

Finally, we recall that for any \( X, Y \subset \mathbb{R} \) the *Hausdorff distance* \( d(X, Y) \) between \( X \) and \( Y \) is defined by
\[
d(X, Y) := \max \left\{ \sup_{x \in X} d(x, Y), \sup_{y \in Y} d(y, X) \right\},
\]
where \( d(x, Y) := \inf \{ |y - x| : y \in Y \} \).

First, we prove a purely variational in character result, which states that, if a function \( u \in H^1(a, b) \) is close to \( v \) in \( L^1 \) and \( E_\varepsilon[u] \) exceeds of a sufficiently small quantity the minimum energy to have \( N \) transitions, then the distance between the interfaces \( I_K[u] \) and \( I_K[v] \) is small.

**Lemma 5.5.** Let \( D \) as in (1.2) or (1.3) and \( F \) as in (1.4). Given \( \delta_1 \in (0, r) \) and a closed subset \( K \subset \mathbb{R} \setminus \{-1, 1\} \), there exist positive constants \( \hat{\delta}, \varepsilon_0 \) (independent on \( \varepsilon \)) and \( M > 0 \) such that for any \( u \in H^1(a, b) \) satisfying
\[
\|u - v\|_{L^1} < \hat{\delta} \quad \text{and} \quad E_\varepsilon[u] \leq N\gamma + M,
\]
for all \( \varepsilon \in (0, \varepsilon_0) \), we have
\[
d(I_K[u], I[v]) < \frac{1}{2} \delta_1.
\]
Proof. Fix $\delta_1 \in (0, r)$ and choose $\rho > 0$ small enough that
$$I_\rho := (-1 - \rho, -1 + \rho) \cup (1 - \rho, 1 + \rho) \subset \mathbb{R} \setminus K,$$
and
$$\inf \left\{ \left| \int_{\xi_1}^{\xi_2} \sqrt{2D(s)F(s)} \, ds \right| : \xi_1 \in K, \xi_2 \in I_\rho \right\} > 2M,$$
where
$$M := 2N \max \left\{ \int_{-1}^{-1+\rho} \sqrt{2D(s)F(s)} \, ds, \int_{1-\rho}^{1} \sqrt{2D(s)D(s)} \, ds \right\}.$$
By reasoning as in the proof of (4.12) in Proposition 4.1, we can prove that for each $i$ there exist
$$x^-_i \in (h_i - \delta_1/2, h_i) \quad \text{and} \quad x^+_i \in (h_i, h_i + \delta_1/2),$$
such that
$$|u(x^-_i) - v(x^-_i)| < \rho \quad \text{and} \quad |u(x^+_i) - v(x^+_i)| < \rho.$$
Suppose that (5.13) is violated. Hence, $d(I_K[u], I[v]) \geq \frac{1}{2}\delta_1$, meaning that there exists (at least) a point $\zeta$ such that $u(\zeta) = \xi_1 \in K$ and $\min_{i=1,\ldots,N} |h_i - \zeta| \geq \frac{1}{2}\delta_1$. In particular, notice that $\zeta \notin [x^-_i, x^+_i]$. Using (4.1), we deduce
$$E_\varepsilon[u] \geq \sum_{i=1}^{N} \int_{u(x^-_i)}^{u(x^+_i)} \sqrt{2D(s)F(s)} \, ds$$
$$+ \inf \left\{ \left| \int_{\xi_1}^{\xi_2} \sqrt{2D(s)F(s)} \, ds \right| : \xi_1 \in K, \xi_2 \in I_\rho \right\}. \quad (5.14)$$
On the other hand, we have
$$\left| \int_{u(x^-_i)}^{u(x^+_i)} \sqrt{2D(s)F(s)} \, ds \right| \geq \int_{-1}^{1} \sqrt{2D(s)F(s)} \, ds$$
$$- \int_{-1}^{-1+\rho} \sqrt{2D(s)F(s)} \, ds$$
$$- \int_{1-\rho}^{1} \sqrt{2D(s)F(s)} \, ds$$
$$\geq \gamma - \frac{M}{N},$$
where $\gamma$ is defined in (4.2). Substituting the latter bound in (5.14), we deduce
$$E_\varepsilon[u] \geq N\gamma - M + \inf \left\{ \left| \int_{\xi_1}^{\xi_2} \sqrt{2D(s)F(s)} \, ds \right| : \xi_1 \in K, \xi_2 \in I_\rho \right\}.$$ 
For the choice of $\rho$, we obtain
$$E_\varepsilon[u] > N\gamma + M,$$
which is a contradiction with assumption (5.12). Hence, the bound (5.13) is true. \qed
Thanks to Theorem 5.3 and Lemma 5.5 we can prove the following result, which states that the velocity of the transition points is of $O(\theta(\varepsilon))$.

**Theorem 5.6.** Let $D$ as in (1.2) or (1.3) and $F$ as in (1.4), and $\theta$ as in (E1)–(E5). Let $u^\varepsilon$ be the solution of (1.1)–(1.5)–(1.6), with initial datum $u_0^\varepsilon$ satisfying (5.3) and (5.4). Given $\delta_1 \in (0, r)$ and a closed subset $K \subset \mathbb{R} \setminus \{-1,1\}$, set

$$t_\varepsilon(\delta_1) = \inf\{t : d(I_K[u^\varepsilon(\cdot,t)], I_K[u_0^\varepsilon]) > \delta_1\}.$$

There exists $\varepsilon_0 > 0$ such that if $\varepsilon \in (0, \varepsilon_0)$ then

$$t_\varepsilon(\delta_1) > \theta(\varepsilon)^{-1}.$$

**Proof.** Let $\varepsilon_0 > 0$ so small that (5.3)–(5.4) imply $u_0^\varepsilon$ satisfies (5.12) for all $\varepsilon \in (0, \varepsilon_0)$. From Lemma 5.5 it follows that

$$d(I_K[u_0^\varepsilon], I[v]) < \frac{1}{2} \delta_1. \quad (5.15)$$

Now, consider $u^\varepsilon(\cdot,t)$ for all $t \in (0, \theta(\varepsilon)^{-1}]$. If $\varepsilon$ is sufficiently small, then assumption (5.12) is satisfied thanks to (5.5) and because $E_\varepsilon[u^\varepsilon](t)$ is a non-increasing function of $t$, see (2.3). Then,

$$d(I_K[u^\varepsilon(t)], I[v]) < \frac{1}{2} \delta_1, \quad (5.16)$$

for all $t \in (0, \theta(\varepsilon)^{-1}]$. Combining (5.15) and (5.16), we obtain

$$d(I_K[u^\varepsilon(t)], I_K[u_0^\varepsilon]) < \delta_1,$$

for all $t \in (0, \theta(\varepsilon)^{-1}]$. \hfill $\square$

6. Conclusions

Let us make some comments about Theorems 5.3–5.6. First of all, in the proof of Proposition 4.8 we showed that the function $\varphi_N^\varepsilon$ defined in (3.14) converges in $L^1$ to a piecewise constant function $v$ as in (4.3) and satisfies $E_\varepsilon[\varphi_N^\varepsilon] \leq N\gamma$, in both the cases (1.2)–(1.3), for any $m \geq 0$ and for $F$ given by (1.4). Then, we can say that $\varphi_N^\varepsilon$ has a $N$-transition layer structure and the solution to (1.1)–(1.5)–(1.6) with $u_0^\varepsilon = \varphi_N^\varepsilon$ maintains such a transition layer structure for a time $T_\varepsilon \geq \nu \theta(\varepsilon)^{-1}$.

This result is very surprising in the case (1.2)–(1.4) with $n \geq m + 2$ because $\varphi_N^\varepsilon$ is far from being a stationary solution. Nevertheless, thanks to Theorems 5.3–5.6 we can state that in the case $n = m + 2$, since (E1)–(E2) give $T_\varepsilon \geq \nu \exp\{A\sqrt{n}/\varepsilon\}$ for $m \geq 2$ and $T_\varepsilon \geq \nu \exp\{A/\varepsilon\}$ for $m \in (1,2]$, the solution exhibits exponentially slow motion: it maintains the same transition layer structure for (at least) an exponentially long time and the layers move with an exponentially small speed. Therefore, we generalized the classical results on the Allen–Cahn equation, which is (1.1)–(1.2)–(1.4) with $m = 0$ and $n = 2$, see among others [12,14]. Notice that the positive constant $A$ in (E1)–(E2) is strictly related to the constant $r$ in (4.6) and so, to the distance between the two closest transition points: the further the points are, the slower the evolution of the solution. Moreover, comparing (E1) and (E2), we see that
the degree of the degeneracy in $D$ slows down the evolution of the solution, in
the sense that the larger $m$, the slower the solution evolves.

On the other hand, if $n > m + 2$ we only proved an algebraic slow motion,
because the sequence $\{k_j\}_{j \in \mathbb{N}}$ in (E4) is bounded and satisfies (4.36). It is
worthy to observe that the limit $\beta$ of the increasing sequence $\{k_j\}_{j \in \mathbb{N}}$ diverges
as $n \to m + 2$. In this case, we generalized the results of [3].

Regarding the case of a diffusion coefficient with only one degenerate
point (1.3), thanks to Theorems 5.3–5.6 and (E3), we can say that some
solutions exhibit exponentially slow motion if $n = 2$ in (1.4), for any $m \in (1, 2]$. However, it is important to distinguish two cases. As we proved in Proposition
3.7, the profile $\varphi_{2N}(-x)$ is a stationary solution if $N$ is even, so we do not
expect evolution at all. Thanks to Theorems 5.3–5.6 and (E3), we can state
that a perturbation of $\varphi_{2N}(-x)$ satisfying (5.3)–(5.4) remains very close to
$\varphi_{2N}(-x)$ (at least) for an exponentially long time, but this is only a partial
result. Indeed, it has to be complemented with a stability result on the profile
$\varphi_{2N}(-x)$ and we imagine two possible scenarios: either the stationary profile is
asymptotically stable and the solution maintains the transition layer structure
for all time, or it is unstable and the solution exhibits again the phenomenon
of metastability, namely it appears to be stable for a long time and then the
profile undergoes a drastic change (annihilation of some transitions). The sta-
bility/instability of such profile (as the one of the compactons introduced in
Proposition 3.5) is an open problem, which needs further investigation. On the
contrary, if the number of transition is $2N + 1$ (odd) or $u_0(a) < 0$, we have
exponentially slow motion of a non-stationary $N$-transition layer structure.

In the case $n > 2$, Theorems 5.3–5.6 and (E5) tell us that we have alge-
braic slow motion for any $m > 0$ and it is very important to notice that in
this case the degeneracy of $D$ does not play a role in the slow evolution of
the solution, see (4.37). This is a consequence of the fact that $F$ is degenerate
at $-1$ (in the sense that $F''(-1) = 0$) and there is no counterbalance of the
diffusion, which satisfies $D(-1) > 0$. In other words, it is easy to extend our
results to the general case

$$D(u) = |1 - u|^{m_1}|1 + u|^{m_2}, \quad F(u) = |1 - u|^{n_1}|1 + u|^{n_2},$$

and if $n_i > m_i + 2$ for $i = 1$ or $i = 2$, our results show algebraic slow motion
of the solutions.

Finally, it is interesting to observe how the slow motion results are strictly
related to the behavior of the standing wave, described in Propositions 3.2
and 3.4. In the case that the standing wave does not touch the equilibria $\pm 1$
in order to exclude compactons or other stationary solutions), some solutions
exhibit exponentially slow motion if and only if the standing wave converges
exponentially fast to $\pm 1$ as $x \to \pm \infty$, i.e. $n_i = m_i + 2$ for $i = 1, 2$ in (6.1). Otherwise, if $n_1 > m_1 + 2$ or $n_2 > m_2 + 2$ the standing wave converges
algebraically fast to $+1$ or $-1$ and one can only observe solutions exhibiting
algebraically slow motion.
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