Superfluid/Bose-glass transition in one dimension
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We consider a one-dimensional system of interacting bosons in a random potential. At zero temperature, it can be either in the superfluid or in the insulating phase. We study the transition at weak disorder and moderate interaction. Using a systematic approach, we derive the renormalization group equations at two-loop order and discuss the phase diagram. We find the universal form of the correlation functions at the transitions and compute the logarithmic corrections to the main universal power-law behavior. In order to mimic large density fluctuations on a single site, we study a simplified model of disordered two-leg bosonic ladders with correlated disorder across the rung. Contrarily to the single-chain case, the latter system exhibits a transition between a superfluid and a localized phase where the exponents of the correlation functions at the transition do not take universal values.
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I. INTRODUCTION

The combined effect of disorder and interactions is one of the most fascinating problems of quantum correlated systems. Indeed, interactions can lead to collective effects such as superconductivity or superfluidity for which the many-body function is known to be resistant to disorder. On the other hand, for single particles the quantum nature of the problem is known to strongly reinforce the effects of disorder leading to the celebrated Anderson localization, for which the system is an insulator. One can thus expect a fierce competition between these two phenomena.

One of the systems for which this competition manifests in its strongest possible way are disordered bosons. Indeed, in this case one can expect a competition between superfluidity and Anderson localization. In one dimension it was shown by a renormalization group analysis that disordered interacting bosons would undergo a phase transition between a superfluid and a localized phase. This transition and this phase, nicknamed Bose glass, was also shown by scaling arguments to exist in higher dimensions. The phase diagram of disordered interacting bosons in one dimension possesses several remarkable features. First, the interactions lead to a reentrant superfluid phase, leading first to a delocalization from Bose glass to superfluid, when increased, then to a second transition at stronger interactions between the superfluid and the Bose glass. Second, the transition at moderate interactions is in the Berzinskii-Kosterlitz-Thouless universality class, and universal exponents exists for the various correlation functions, in particular the single-particle one, at the transition. Further analyses of the transition in terms of vortex proliferation confirmed both the reentrant nature of the phase diagram and the nature of the moderate interaction transition. Extensions of this transition to finite temperature have also recently attracted a great deal of attention.

On the experimental front, the superfluid/Bose-glass transition has regained a considerable interest thanks to cold atomic gases which have provided remarkable realization of this problem as well as realization of disordered bosons by magnetic insulators. This has led to a hunt for the Bose glass, as well as new questions on the phase diagram. In particular new studies focused on the low interaction, strong disorder case. In this regime, a real-space renormalization group study by Altman et al. of a related disordered Josephson junction array model found again a Berzinskii-Kosterlitz-Thouless transition, but with disorder-dependent exponents at the transition. These results which are still being debated nevertheless strongly suggest the existence of a different universality class for the weak interaction Bose-glass/superfluid transition than for the moderate interaction one, with universal exponents, and thus a richer phase diagram, a possibility already discussed in Ref. 2.

In order to analyze further the moderate interaction side of the phase diagram we had in a recent paper analyzed the moderate interaction superfluid/Bose-glass transition at the next order in the renormalization group analysis. This study confirmed the universality of the exponent at the transition, in a way consistent with the previous studies, and that non-universal terms such as those appearing in slightly different disordered problems such as the Cardy-Ostlund model were indeed not generated. It also allowed a precise calculation of the correlation functions at the transition including their logarithmic corrections to the main power law.

In this paper we give a detailed account of the renormalization technique used in Ref., since it can be useful to related problems. We also detail the calculation
of the correlation functions. In addition, we generalize
the study to more complex models than a single chain of
bosons. In particular, we investigate the case of a disor-
dered bosonic ladder with correlated disorder along the
rung (for the uncorrelated case see Ref. [30]). This system
caricatures a bosonic system where density fluctuations
on a single rung can be larger than for a single chain. We
show that in that case the exponent is not universal at
the transition in contrast to the case of the single bosonic
chain.

The plan of the paper is as follows. In Sec. II we intro-
duce the model that we treat using the replica method.
We calculate the correlation functions with respect to the
harmonic part of the model. In Sec. III we calculate the
effective action at weak disorder. In Sec. IV we obtain
the renormalization group flow equations, and solve them
finding the phase diagram. In Sec. V we calculate the
generator of connected correlations that enables us to cal-
culate the density-density correlation function in Sec. VI
and the single-particle correlation function in Sec. VII. In
Sec. VIII we consider a two-leg ladder problem of disor-
dered bosons, which exhibits nonuniversal exponents at
the superfluid/Bose-glass transition. Section IX contains
the discussions, which are followed by conclusions. Some
details of calculations are presented in Appendices A, B,
C and D.

II. MODEL

We study the system of one-dimensional interacting
bosons in a disordered potential. At low energies, the clean
system can be described by the Tomonaga-Luttinger Hamiltonian31–33

$$H_0 = \frac{\hbar}{2\pi} \int dx \left\{ vK[\partial_x \varphi(x)]^2 + \frac{v}{K}[\partial_x \varphi(x)]^2 \right\}. \quad (1)$$

Here $v$ denotes the sound velocity and $K$ is a dimension-
less Luttinger parameter that accounts for the in-
teraction strength. The fields $\varphi$ and $\theta$ satisfy the bosonic
commutation relation $[\varphi(x), \partial_y \theta(y)] = i\pi \delta(x - y)$.

The parameters $v$ and $K$ of the phenomenological Hamiltonian11 can be related to the parameters of a
specific microscopic Hamiltonian. For example, the mi-
acroscopic Lieb-Liniger model34 describes bosons with lo-
cal repulsion of the strength $g$. At low energies, the latter
model can be approximated by the Hamiltonian11. The pa-
rameter $K$ of Eq. (1) is such that at very strong inter-
action when $g \to \infty$, we have $K \to 1$34 while in the op-
posite case of weak interaction $g \to 0$, we have $K \to \infty$34.
Therefore, $K \geq 1$ at any strength of the repulsive contact
interaction. The parameter regime $K < 1$ can be reached
only by including longer range interaction in the mi-
acroscopic model. In Galilean invariant microscopic models,
which include the Lieb-Liniger one, the product $vK$ is
fixed and determined by ratio between the mean density
and the mass of physical particles forming the bosonic
system.

The density of bosonic particles can be expressed in
terms of the displacement fields $\varphi$ as

$$\rho(x) = \rho_0 - \frac{1}{\pi} \partial_x \varphi(x) + 2\rho_2 \cos[2\varphi(x) - 2\pi\rho_0x]. \quad (2)$$

In Eq. (2), $\rho_0$ denotes the mean density while the re-
maining terms account for the density fluctuations. The
second term in Eq. (2) describes long-wavelength fluc-
tsuations, while the oscillatory term describes the den-
sity fluctuations around the wave vector $\pm 2\pi\rho_0$.
The constant $\rho_2$ is nonuniversal and depends on microscopic
details.

In the following, we consider the system of disordered
bosons and account for the effects of the disorder via its
coupling to the particle density (2). Thus, we include
additional terms in the model that are of the form

$$H_d = \int dx \left\{ -\frac{1}{\pi} \eta(x) \partial_x \varphi + \rho_2 \left[ \xi^*(x)e^{i2\varphi} + \text{h.c.} \right] \right\}. \quad (3)$$

Here we distinguish the so-called forward $\eta$ and backward
$\xi$ scattering caused by the disorder potential. They re-
spectively have Fourier components around the wavevec-
sors 0 and $\pm 2\pi\rho_0$. We consider Gaussian disorder where
the fields $\eta$ and $\xi$ have mean values zero and correlations

$$\eta(x)\eta(x') = h^2 D_f \delta(x - x'), \quad (4)$$

$$\xi(x)\xi(x') = h^2 D_b \delta(x - x'), \quad (5)$$

$$\eta(x)\xi(x') = \xi(x)\xi(x') = 0. \quad (6)$$

We therefore assume that $D_f$ and $D_b$ characterize the
disorder strength. Here and in the following $\ldots$ denotes the
disorder average. The total Hamiltonian is

$$H = H_0 + H_d. \quad (7)$$

In order to treat the effects of disorder we employ
the replica method. We reexpress the free energy $F = -T \ln Z$, where $Z$ denotes the partition function, as
$F = -T \lim_{n \to 0} Z^n / n$. The latter form enables us
to introduce the replicated action $S_{\text{rep}}$ that contains the
disorder average. It is defined via the relation

$$Z^n = \int \left( \prod_{\alpha=1}^n D\theta_\alpha D\varphi_\alpha \right) e^{-S_{\text{rep}}/\hbar}, \quad (8)$$

where $\varphi_\alpha$ and $\theta_\alpha$ are the replicated fields. A technical
difficulty of the replica method is that the replicated ac-
tion depends on $2n$ fields, in contrast to two fields present
in the initial Hamiltonian.

For the model (7), we conveniently split the replicated
action as

$$S_{\text{rep}} = S_0 + S_f + S_b. \quad (9)$$

The first term in Eq. (9) is quadratic as it arises from $H_0$. It has the form

$$\frac{S_0}{\hbar} = \frac{1}{2\pi} \sum_\alpha \int dx d\tau \left[ vK(\partial_x \theta_\alpha)^2 + \frac{v}{K}(\partial_x \varphi_\alpha)^2 \right.$$}

$$+ 2i(\partial_x \theta_\alpha)(\partial_\tau \varphi_\alpha). \quad (10)$$
The second term in Eq. (9) originates from \( \eta \)-dependent part of the disordered potential (3). It is also quadratic, but off-diagonal in replica space,

\[
\frac{S_f}{\hbar} = -\frac{D_f}{2\pi^2} \sum_{\alpha} \int dx d\tau d\tau' [\partial_x \varphi_\alpha(x, \tau) \partial_x \varphi_\alpha(x, \tau')].
\]

The third term in Eq. (9) is anharmonic and originates from the disordered potential expressed through the \( \xi \) field in Eq. (3). It describes the effects of backward scattering on the disordered potential and reads

\[
\frac{S_b}{\hbar} = -\rho_d^2 D_b \sum_{\alpha, \beta} \int dx d\tau d\tau' \cos[2\varphi_\alpha(x, \tau) - 2\varphi_\beta(x, \tau')].
\]

We therefore see that Gaussian disorder enters into the replicated action through the parameters describing its variance, \( D_f \) and \( D_b \), see Eqs. (11) and (13).

The disorder potential does not couple to the phase field \( \theta_\alpha \). It is therefore sometimes useful to integrate out the fields \( \theta_\alpha \) from the replicated action. As it involves Gaussian integrations, the resulting quadratic part in the action can be found exactly,

\[
\frac{S_b}{\hbar} = \frac{v}{2\pi} \sum_{\alpha} \int dx d\tau \left[ (\partial_x \varphi_\alpha)^2 + \frac{1}{v^2}(\partial_\tau \varphi_\alpha)^2 + m^2 \varphi_\alpha^2 \right].
\]

In Eq. (13) we have introduced a small mass \( m \) that represents an infrared cutoff. On some occasions, we perform calculations at finite \( m \), taking the limit \( m \to 0 \) at the end. An example is the evaluation of the effective action, see Sec. [11]. However, for calculation of some quantities we can use \( m = 0 \) from the beginning. We encounter this situation when calculating the density-density correlation function and the single-particle correlation function. We emphasize that in the most part of this article we use the expression (13) rather than (11). The latter expression we only employ to calculate the single-particle correlation function. This is expected, as \( \theta \) fields are involved in its definition.

In this work we study the case of small anharmonic term (12) that enables us to use perturbation theory. We therefore need the correlation function

\[
G_{\alpha\beta}(x, \tau) = \langle \varphi_\alpha(x, \tau) \varphi_\beta(0, 0) \rangle,
\]

where \( \langle \ldots \rangle \) denotes an average with respect to the quadratic action \( S_0 + S_f \). Introducing the Fourier transform as

\[
\varphi_\alpha(x, \tau) = \int \frac{dk d\omega}{(2\pi)^2} e^{i(kx + \omega \tau)} \varphi_\alpha(k, \omega),
\]

we easily diagonalize Eqs. (13) and (11), and obtain

\[
\frac{S_0 + S_f}{\hbar} = \frac{1}{2} \sum_{\alpha, \beta} \int \frac{dk d\omega}{(2\pi)^2} \varphi_\alpha(k, \omega) \varphi_\beta(-k, -\omega) G_{\alpha\beta}(k, \omega).
\]

The propagator \( G_{\alpha\beta}(k, \omega) = \langle \varphi_\alpha(k, \omega) \varphi_\beta(-k, -\omega) \rangle \) in the previous equation is given by

\[
G_{\alpha\beta}(k, \omega) = \left[ \frac{\delta_{\alpha\beta} v}{\pi K} \left( k^2 + \frac{\omega^2}{v^2} + m^2 \right) - \frac{2D_f k^2 \delta(\omega)}{\pi v} \right]^{-1}
\]

\[
= \frac{\pi K/v}{k^2 + \frac{\omega^2}{v^2} + m^2} \delta_{\alpha\beta} + \frac{2\pi K^2 D_f}{v^2} \times \frac{k^2 \delta(\omega)}{(k^2 + \frac{\omega^2}{v^2} + m^2)^2} + \mathcal{O}(n).
\]

After performing inverse Fourier transform and setting the number of replicas \( n \) to zero, for the correlation function (14) we obtain

\[
G_{\alpha\beta}(x, \tau) = \delta_{\alpha\beta} G(x, \tau) + G_0(x),
\]

where

\[
G(x, \tau) = \frac{K}{2} K_0 \left( m \sqrt{x^2 + v^2 \tau^2 + a^2} \right),
\]

\[
G_0(x) = \frac{K^2 D_f}{4v^2} e^{-m|x|} \left( 1 - m|x| \right).
\]

In Eq. (19) we have introduced the parameter \( a \) as an ultraviolet cutoff, while \( K_0 \) denotes the modified Bessel function of the second kind. In the limit of small distances \( \sqrt{x^2 + v^2 \tau^2} \ll (cm)^{-1} \), the correlation functions (19) and (20) become

\[
G(x, \tau) = -\frac{3 + 2K^2 k^2}{8} \ln \left[ e^{a^2 m^2 (x^2 + v^2 \tau^2 + a^2)} \right],
\]

\[
G_0(0) - G_0(x) = \frac{K^2 D_f}{2v^2} x, \quad |x| \ll m^{-1}.
\]

Here \( c = e^{\gamma_E}/2 \) is the constant, where \( \gamma_E \) denotes the Euler constant. In Eq. (21) we have conveniently introduced

\[
\delta = K - 3/2.
\]

The parameter \( \delta \) of Eq. (23) is introduced as its renormalized value measures the distance from the phase transition between the superfluid and the disordered phase that occurs at moderate interaction correspondingly to the renormalized Luttinger liquid parameter \( 3/2 \). In the superfluid phase, the renormalized parameter corresponding to \( \delta \) is positive. The strength of the anharmonic disordered potential (12) and \( \delta \) are small parameters in our study.

### III. EFFECTIVE ACTION

In this section we derive the renormalization group scaling equations at two-loop order. We use the standard field-theoretical method, which is particularly suitable for calculations beyond lowest order. While being somewhat different from the standard Kadanoff-Wilson
The main quantity needed to derive the scaling equations is the effective action. For an action \( S(\varphi) \), it is defined as \( \Gamma(\varphi) = J \varphi - W(J) \), where \( W(J) \) is the generator of connected correlations defined as \( e^{W(J)} = \int d\varphi e^{-S(\varphi)/\hbar + J \varphi} \). Using \( J(x) = \frac{\delta}{\delta \varphi(x)} \), we obtain an implicit equation for the effective action \( \Gamma \):

\[
e^{-\Gamma(\varphi)} = \int D\chi e^{-\frac{2\chi}{\hbar} + \int dx \chi(x) \frac{\delta}{\delta \varphi(x)}},
\]

(24)

Equation (24) applies for an arbitrary action \( S \).

We consider the model \( \varphi \) at weak disorder that enables us to solve the implicit equation (24) using a perturbation theory. It is controlled by the small parameter \( D_b \) that determines the strength of the anharmonic term \( \varphi^2 \). Up to an additive constant, the effective action for the model \( \varphi \) is given by the expression \( \Gamma \):

\[
\Gamma = \frac{S_b + S_f}{\hbar} + \Gamma_1 + \Gamma_2 + \mathcal{O}(D_b^2),
\]

(25)

where

\[
\Gamma_1 = \frac{1}{\hbar} (S_b(\varphi + \chi))_{\chi},
\]

\[
\Gamma_2 = -\frac{1}{2\hbar^2} \sum_{\alpha\beta} \sum_{x,\tau,\tau'} \int dx d\tau dx' d\tau' G_{\alpha\beta}(x - x', \tau - \tau') \times \frac{\delta\Gamma_1}{\delta\varphi_\alpha(x, \tau)} \frac{\delta\Gamma_1}{\delta\varphi_\beta(x', \tau')}.
\]

(27)

Here \( \langle \cdots \rangle_{\chi} \) denotes an average with respect to the quadratic action \( S_0(\chi) + S_f(\chi) \). For example, the average of the functional \( F(\varphi + \chi) \) is defined as

\[
\langle F(\varphi + \chi) \rangle_{\chi} = \int D\chi F(\varphi + \chi) e^{-\frac{S_b(\chi) + S_f(\chi)}{\hbar}} = \int D\chi e^{-\frac{S_b(\chi) + S_f(\chi)}{\hbar}}.
\]

(28)

Now we evaluate the effective action. Using Eq. (26), we easily obtain

\[
\Gamma_1 = -\mathcal{B} \sum_{\alpha\beta} \int dx d\tau d\tau' \left\{ e^{4G(0,\tau - \tau')} - 1 \right\} \delta_{\alpha\beta} + 1 \times \cos[2\varphi_{\alpha}(x, \tau) - 2\varphi_{\beta}(x, \tau)],
\]

(29)

where \( \mathcal{B} = \rho^2 D_b e^{-4G(0,0)} \). We should note that from the correlation function \( \langle \cdots \rangle_{\chi} \) only the diagonal part in replica indices \( \langle \cdots \rangle_{\chi} \) enters the result (29). This is because the off-diagonal part \( \langle \cdots \rangle_{\chi} \) does not depend on the imaginary time. As will become obvious below in this and in the next section, the lowest order term \( \Gamma_1 \) contains all the information necessary to obtain the scaling equations of Giamarchi and Schulz.

The second order term in the expansion of the effective action is given by Eq. (27). After a careful calculation, we express the final result as a sum \( \Gamma_2 = \sum_{j=1}^{3} \Gamma_2^{(j)} \), where \( j \) denotes the number of different replica indices contained in \( \Gamma_2^{(j)} \), which read

\[
\Gamma_2^{(1)} = -\frac{1}{2} \mathcal{B}^2 \sum_{\alpha} \int_{x_1, \tau_1, \tau_1'} f_1(x - x_1, \tau, \tau', \tau_1, \tau_1') \cos[2\varphi_{\alpha}(x, \tau) - 2\varphi_{\alpha}(x, \tau') + 2\varphi_{\alpha}(x_1, \tau_1) - 2\varphi_{\alpha}(x_1, \tau_1')],
\]

(30)

\[
\Gamma_2^{(2)} = -\mathcal{B}^2 \sum_{\alpha\beta} \sum_{s=\pm 1} \int_{x_1, \tau_1, \tau_1'} \left\{ f_2(x - x_1, \tau - \tau_1', \tau - \tau_1) \cos[2\varphi_{\alpha}(x, \tau) + 2\varphi_{\alpha}(x_1, \tau_1) - 2\varphi_{\alpha}(x_1, \tau_1') - 2\varphi_{\beta}(x, \tau')] + \frac{1}{2} f_3(x - x_1, \tau - \tau_1', \tau' - \tau_1, s) \cos[2\varphi_{\alpha}(x, \tau) - 2s\varphi_{\alpha}(x_1, \tau_1) - 2\varphi_{\beta}(x, \tau') + 2s\varphi_{\beta}(x_1, \tau_1')] \right\},
\]

(31)

\[
\Gamma_2^{(3)} = -\mathcal{B}^2 \sum_{\alpha\beta\gamma} \sum_{s=\pm 1} \int_{x_1, \tau_1, \tau_1'} f_4(x - x_1, \tau - \tau_1, \tau - \tau_1') \cos[2\varphi_{\alpha}(x, \tau') - 2\varphi_{\beta}(x, \tau) + 2s\varphi_{\beta}(x_1, \tau_1) - 2s\varphi_{\gamma}(x_1, \tau_1')],
\]

(32)

Here we have used the shorthand notation \( \int_{x, \tau, \ldots} f(x, \tau, \ldots) \) to denote \( \int dx d\tau \ldots f(x, \tau, \ldots) \). The functions \( f_2, f_3, \) and \( f_4 \) in the previous equations

\[
\int_{x, \tau, \ldots} f(x, \tau, \ldots),
\]
are
\[ f_2(x, \tau, \tau') = e^{4G(x, \tau) - 4G(x, \tau') + 4G(0, 0, \tau') - e^{4G(x, \tau)} - e^{-4G(x, \tau')} - e^{4G(0, \tau') - 4G(0, 0, \tau') + 2} + 4[e^{4G(0, \tau') - 1}]G(x, \tau') - G(x, \tau), \]
\[ f_3(x, \tau, \tau', s) = [e^{4sG(x, \tau)} - 1][e^{4sG(x, \tau')} - 1], \]
\[ f_4(x, \tau, s) = e^{4sG(x, \tau)} - 4sG(x, \tau) - 1. \]

The function \( f_1 \) in \( \Gamma_2^{(1)} \) [see Eq. (30)] is cumbersome and not necessary for the present study. Namely, the term \( \Gamma_2^{(1)} \) leads to the correction proportional to \( D_b^2 \) in the scaling equation for \( \delta \) [see the last term \( \mathcal{O}(\delta^2) \) in Eqs. (35)].

This correction is important at three-loop order calculation and thus \( f_1 \) is not needed here.

The effective action of the model \( S_0 + S_f + S_b \) [Eqs. (13), (11), and (12)] up to second order in the anharmonic coupling \( D_b \) is given by Eq. (25), where \( \Gamma_1 + \Gamma_2 \) is the sum of the terms in Eqs. (29) and (32). It contains all the information about critical properties of our model at two-loop order. In order to derive the scaling equations one should find the most relevant operators in the effective action. In the limit when the ultraviolet cutoff \( a \) goes to zero, those operators contain divergent prefactors.

The most relevant contributions from Eq. (29) are
\[ \Gamma_1 = 2\beta a_1 \int dx d\tau [\partial_\tau \varphi_\alpha(x, \tau)]^2 - \beta \sum_{\alpha \beta} \int_{x, \tau, \tau'} \cos[2\varphi_\alpha(x, \tau) - 2\varphi_\beta(x, \tau')] + \ldots \]
(36)

where
\[ a_1 = \int d\tau \tau^2 \left[ e^{4G(0, \tau)} - 1 \right], \]
(37)

while the ellipsis denotes many irrelevant operators.

The most relevant terms from \( \Gamma_2 \) are
\[ \Gamma_2 = -2b_2 \beta^2 \sum_{\alpha \beta} \int dx d\tau d\tau' [\partial_\tau \varphi_\alpha(x, \tau)][\partial_\tau \varphi_\beta(x, \tau')] \]
\[ - 2b_1 \beta^2 \sum_{\alpha \beta} \int dx d\tau d\tau' \cos[2\varphi_\alpha(x, \tau) - 2\varphi_\beta(x, \tau')] \]
\[ + \mathcal{O}(\beta^2) \sum_{\alpha} \int dx d\tau [\partial_\tau \varphi_\alpha(x, \tau)]^2 + \ldots, \]
(38)

As will be discussed below, the last term Eq. (38) corresponds to a higher order contribution in the scaling equation for \( \delta \). The coefficients \( b_1 \) and \( b_2 \) in Eq. (38) read
\[ b_1 = \int dx d\tau d\tau' f_3(x, \tau, \tau + \tau'), \]
(39)
\[ b_2 = \int dx d\tau d\tau' x^2 f_3(x, \tau, \tau', 1). \]
(40)

Considering \( \Gamma_2^{(2)} \) and performing the derivative expansion, one would naively expect to find the operator with two replica indices of the form
\[ \sum_{\alpha \beta} \int dx d\tau d\tau' \cos[\partial_\tau \varphi_\alpha(x, \tau)][\partial_\tau \varphi_\beta(x', \tau)] \]
(41)

However, the latter operator is not generated in the expanded effective action as a consequence of the equality \( f_3(x, \tau, \tau', 1) = f_3(x, -\tau, -\tau', 1) \). The absence of the operator (41) has important consequences for the universality of the exponent of the single particle correlation function, as we discuss in the following.

The three-replica part (32) contains two contributions that turn out to be unimportant. Namely, for \( s = 1 \) after a gradient expansion a free sum over \( \beta \) index delivers a factor \( n \), that vanishes in the replica limit. For \( s = -1 \), one finds the operator of the form \( \cos(2\varphi_\alpha + 2\varphi_\beta - 4\varphi_\beta) \)

where for simplicity we omitted the arguments in replica replication, one would naively expect to find the operator with two replica indices of the form

\[ \Gamma = \sum_{\alpha} \int dx d\tau \left\{ \frac{v}{2\pi K} [\partial_\tau \varphi_\alpha]^2 + m^2 (\varphi_\alpha)^2 + \frac{1}{2\pi K v} + 2\beta a_1 + \mathcal{O}(\beta^2) \right\} \left( \partial_\tau \varphi_\alpha \right)^2 \]
\[ \times \sum_{\alpha \beta} \int dx d\tau d\tau' [\partial_\tau \varphi_\alpha(x, \tau)][\partial_\tau \varphi_\beta(x, \tau')] \]
\[ - (\beta + 2b_1 \beta^2) \sum_{\alpha \beta} \int dx d\tau d\tau' \cos[2\varphi_\alpha(x, \tau) - 2\varphi_\beta(x, \tau')]. \]
(42)

The parameters \( a_1, b_1, \) and \( b_2 \) in Eq. (42) can be evaluated in a series expansion in the small parameter \( \delta \) that is defined in Eq. (23). The details of calculation are presented in Appendices A, B, and C while here we state the final results. In the limit \( a \to 0 \) we find
\[ a_1 = \frac{-2\lambda + \delta \lambda^2 - 4(\ln 2 - 1)\delta \lambda + \mathcal{O}(\delta^2) + 2c_1}{2(cmv)^3}, \]
(43)
where $\lambda = \ln(c^2m^2a^2)$ and $c$ is the constant defined earlier. In Eq. 43, $c_1$ is a constant. The other two terms are

$$b_1 = \frac{\pi}{8\sqrt{2}(cm)^3} \left[9\lambda^2 + 2(51 - 54 \ln 2)\lambda + O(\delta) + 4c_2\right],$$

$$b_2 = \frac{2\pi}{v^2(cm)^3} \left[1 + O(\delta)\right] + \frac{c_3}{v^m}.$$  \hspace{2cm} (44)

The constants $c_1$, $c_2$, and $c_3$ are nonuniversal since they depend the choice of the infrared cutoff function in Eq. (13). We will see below that only $c_1$ appears in the renormalization group equations. In general, the appearance of nonuniversal terms in renormalization group equations is not surprising, since other low-dimensional models also contain them. Some examples are the sine-Gordon model and the Cardy-Ostlund model. However, those nonuniversal terms do not appear in physical observables at the transition. In the present case an example is the single particle correlation function that does not depend on $c_1$, as shown in Sec. VII.

### IV. RENORMALIZATION GROUP EQUATIONS

Having calculated the effective action, we can derive the renormalization group equations. The effective action contains divergent terms in the limit $ma \to 0$. We absorb them by introducing the renormalized coupling constants that are in the following denoted by the subscript $R$. Characterizing the disorder strength by the dimensionless parameters

$$D = \frac{\pi \rho^2 a^3 D_R}{v^2},$$

$$D_f = \frac{\pi \rho^2 a^3 D_f}{v^2},$$

we define the renormalized coupling constants as

$$\delta = Z(3/2 + \delta_R) - 3/2,$$

$$\delta_f = Z_f \delta_{fR},$$

$$K = Z(3/2 + \delta_R),$$

$$m = m_R.$$  \hspace{2cm} (47)

Here $Z_0$, $Z$, and $Z_f$ are the functions that depend on renormalized parameters and on $\lambda$. Those functions are determined in such a way that the effective action expressed in terms of renormalized parameters is finite order by order in an expansion at small $\delta_R$ and $D_R$, in the limit $a \to 0$. We find

$$Z_0 = 1 + \frac{1}{2} \left[ (39 - 54 \ln 2 + 9c_1) D_R + 2\delta_R \right] \lambda$$

$$+ \frac{1}{4} \left( 9D_R + 2\delta_R \right) \lambda^2 - D_R(6c_1 + c_2) + O(D_R\delta_R),$$

$$Z = 1 - [3D_R + (6 \ln 2 - 4) \delta_R \delta_R] \lambda + \frac{3}{2} \delta_R D_R \lambda^2$$

$$+ 3c_1 D_R + 2c_1 \delta_R \delta_R + O(D_R^2 \delta_R^2),$$

$$Z_f = 1 - 36\pi D_R^2 / D_{fR} + O(D_R^2 \delta_R / D_{fR}).$$  \hspace{2cm} (50)

The renormalization group equations are obtained by requiring that the derivatives of the bare coupling constants with respect to the scale $\ell = -\ln m$ nullify. By differentiating the expressions (13) we obtain a system of two coupled linear equations that can be solved in terms of $dD_R/d\ell$ and $d\delta_R/d\ell$, yielding

$$\frac{dD_R}{d\ell} = -2D_R\delta_R + A\delta_R + O(D_R^2 \delta_R),$$

$$\frac{d\delta_R}{d\ell} = -9D_R + B\delta_R + O(D_R^2 \delta_R).$$  \hspace{2cm} (54)

The constants $A = 54 \ln 2 - 39 - 9c_1$ and $B = 6 - 18 \ln 2 + 9c_1$ are nonuniversal. They depend on $c_1$ that is determined by the choice of the infrared cutoff function [see Eq. (13) for one possibility]. Since this choice is not unique, the form of the correlation function (19) beyond distances of the order of $m^{-1}$ is nonuniversal. Hence the constant $c_1$ in Eq. (13) is also nonuniversal, see Appendix A. However, the sum

$$A + B = 36 \ln 2 - 33$$  \hspace{2cm} (56)

is a universal number that characterizes our model. We discuss below its role.

It is interesting to note that similar equations were derived for the action $S_0 + S_b$ [see Eqs. (11) and (12)] in a different context, namely how a higher dimension affects the transition. This work employs $1 + \epsilon$ expansion. The dimension $\epsilon$ plays the role of a regulator for the theory. However, in that case a different universal combination of the parameters $A$ and $B$ appears.

In renormalization group equations (54) and (55) we have determined the first subleading terms, being proportional to $A$ and $B$. The term $O(D_R^2 \delta_R)$ in Eq. (55) is controlled by the last term in Eq. (58) that is beyond two-loop. Setting $A = B = 0$ in Eqs. (54) and (55) and using $\delta_R = K - 3/2$, we obtain the lowest order scaling equations that correspond to those first obtained by Giamarchi and Schulz. We note that those references use the parameter $1/K$ instead of our $K$.

The other two renormalization group equations are

$$\frac{dD_{fR}}{d\ell} = 0 + O(D_{fR}^2 \delta_R),$$

$$\frac{d}{d\ell} \left( \frac{\nu R}{K R} \right) = 0.$$  \hspace{2cm} (58)

The last equation turns out to be valid beyond our perturbative calculation. The absence of renormalization to the parameter $\nu/K$ in our model (7) is an exact result, due to the statistical symmetry $\varphi(x, \tau) \to \varphi(x, \tau) + w(x)$, where $w(x)$ is an arbitrary function, of the disordered part of the action. Therefore, Eq. (58) is an exact result valid at all orders. The renormalization of forward scattering part of disorder has no consequences for the localization properties of the system.

Let us analyze the renormalization group equations. We see that the possible fixed points $(D_R, \delta_R)$ in Eqs. (54)
and \(55\) are (i) \((0,0)\), (ii) \((0,\delta_R^2 > 0)\), and (iii) \((18/AB, 9/B)\). The fixed points (iii) are not in the domain of applicability of our calculation as we now show. We assumed that both \(D_R\) and \(\delta_R\) are much smaller than unity and thus \(9/|B| \ll 1\). Using the condition \(55\), we obtain \(D_R = 18/AB \approx -18/B^2 < 0\). Since \(D_R\) measures the disorder strength that must be non-negative, see Eq. \(56\), the fixed point (iii) is unphysical.

Now we consider the fixed points (i) and (ii). The solution of the flow equations \(55\) and \(54\) up to third order in \(\delta_R\) can be expressed as

\[
\delta_R^2 - 9D_R - 2(A + B)\delta_R^3/27 = C,
\]

where \(C\) is an arbitrary constant. The case \(C < 0\) corresponds to the insulating phase and \(C > 0\) to the superfluid phase. Thus, the fixed point (i) marks the transition between the superfluid and the insulating phase. The superfluid is characterized by a line of fixed points (ii) where renormalized disorder strength is zero and \(K_R > 3/2\). The insulating phase cannot be described using the perturbation theory beyond the lowest order, see Eq. \(60\).

Using Eq. \(55\) we obtain the connection between the parameters \(D_R\) and \(\delta_R\) at the critical line determined by the condition \(C = 0\):

\[
D_R = (\delta_R/3)^2 + (2B - A)\delta_R^3/243 + \mathcal{O}(\delta_R^4).
\]

Substituting this expression in Eq. \(55\), at large scales we obtain

\[
\delta_R(\ell) = \frac{1}{\ell} + \frac{(A + B)\ln \ell}{27\ell^2} + \mathcal{O}\left(\frac{1}{\ell^2}\right).
\]

At the critical line, the flow of \(\delta_R(\ell)\) is universal at large scales at two leading orders, see Eq. \(61\). The term of the order of \(1/\ell^2\) depends on the bare parameter \(\delta\). Despite the scaling equations \(56\) and \(55\) contain nonuniversal parameters \(A\) and \(B\), their universal combination \(55\) determines \(\delta_R(\ell)\). This has important consequences for the universality of correlation functions, as we discuss below. The flow of the disorder strength is nonuniversal beyond the lowest order, see Eq. \(61\).

The correlation length close to the critical line from the insulating side \((C < 0)\) takes the form \(\xi \propto \exp(\pi/\sqrt{9D_R - \delta_R^2})[1 + \mathcal{O}(\delta_R)]\). Therefore, higher-order corrections do not affect \(\xi\) in an essential way and the transition is of Berezinskii-Kosterlitz-Thouless type\(^{2,4,4}\).

In the superfluid phase, the correlation length is infinite.

V. GENERATOR OF CONNECTED CORRELATIONS

In this section we calculate another useful functional that is called the generator of connected correlations, which will be used in the following sections to calculate the correlation functions. Let us consider an action

\[
S(\varphi) = S_0(\varphi) + gV(\varphi),
\]

where the action \(S\) is expressed as a sum of the quadratic part \(S_0\) and the anharmonic part \(V\). For the action \(\mathcal{Z}\), the generator of connected correlations \(W(J)\) is defined by the relation\(^{39}\):

\[
e^{W(J)} = \int D\varphi e^{-S(\varphi)/h + J\varphi},
\]

where \(J\) denotes an arbitrary source field. The expression \(63\) can be transformed by introducing a new field \(\chi\), such that \(\varphi = \chi + GJ\). We then obtain \(S_0(\varphi) - h\varphi J = S_0(\chi) - S_0(GJ)\), where \(G\) is the propagator such that we have \(S_0(\varphi)/h = \langle \varphi(G^{-1}\varphi)/2 \rangle\) in the shorthand notation. Equation \(63\) thus becomes

\[
e^{W(J)} = \int D\chi \exp\left[-\frac{S_0(\chi)}{h} + \frac{S_0(GJ)}{h} - g\frac{V(GJ + \chi)}{h}\right]
\]

\[
= Z_0 \exp\left[\frac{S_0(GJ)}{h}\right] \langle \exp\left[-g\frac{V(GJ + \chi)}{h}\right]\rangle _\chi,
\]

where \(\langle \ldots \rangle_\chi\) denotes an average with respect to the quadratic action \(S_0(\chi)\). At small \(g\) we can use the cumulant expansion, yielding to

\[
W(J) = \ln Z_0 + \frac{S_0(GJ)}{h} - \frac{g}{h} \langle V(GJ + \chi) \rangle _\chi + \mathcal{O}(g^2).
\]

Another expression for \(W(J)\) that directly follows from the definition \(63\) is

\[
W(J) = \ln Z + \ln \langle \exp(J\varphi) \rangle_S,
\]

where \(Z\) is the partition function of the model and \(\langle \ldots \rangle_S\) denotes the average with respect to the action \(S\). Combining the last two expressions for \(W(J)\) we obtain \(\langle \exp(J\varphi) \rangle_S\) expressed in powers of the anharmonic coupling \(g\).

Now we use the expressions \(63\) and \(64\) for our model \(\mathcal{Z}\). We should have in mind that the above derivation is written in shorthand notation where we suppressed all internal indices (e.g., replica indices) and \(GJ\) is determined by the structure of the theory. For our model \(\mathcal{Z}\), the abbreviation \(GJ\) denotes

\[
\sum_{\beta} \int dx' dx'' G_{\alpha\beta}(x - x', \tau - \tau') J_{\beta}(x', \tau'),
\]

where \(G_{\alpha\beta}(x, \tau)\) is defined in Eq. \(17\). The generator of connected correlations then has the form

\[
W(J) = \ln Z_0 + W_0 + W_1 + \mathcal{O}(D^2_0)
\]

(68)
where

\[ W_0(J) = \frac{1}{\hbar} [S_0(GJ) + S_f(GJ)], \quad (69) \]

\[ W_1(J) = -\frac{1}{\hbar} \langle S_b(GJ + \chi) \rangle \chi. \quad (70) \]

The final expression for the correlation function with an arbitrary source field \( J_\alpha(x, \tau) \) is

\[ \langle \langle \sum_x f dx d\tau J_\alpha(x, \tau) \varphi_\alpha(x, \tau) \rangle \rangle = \frac{Z_0}{Z} \exp \left[ W_0(J) + W_1(J) + O(D_0^2) \right], \quad (71) \]

where the average \( \langle \langle \cdots \rangle \rangle \) with respect to the replicated action \( S_{\text{rep}} \), see Eq. (6). Note that \( Z = Z_0 \) in the replica limit \( n \to 0 \), where

\[ Z_0 = \int \prod_{x=1}^n D\varphi_\alpha \exp (-S_0/\hbar - S_f/\hbar) \]

and

\[ Z = \int \prod_{x=1}^n D\varphi_\alpha \exp (-S_{\text{rep}}/\hbar). \]

In the following sections we consider special choices of the source field in Eq. (71) to evaluate the density-density and the single-particle correlation functions.

Comparing Eqs. (70) and (26) we note similarities between the perturbative expansions of \( W \) and the effective action \( \Gamma_{\text{pert}} \). Either directly calculating or using the this correspondence, we obtain

\[ W_0(J) = \frac{1}{2} \sum_{\alpha, \beta} \int dx d\tau dx' d\tau' J_\alpha(x, \tau) \times G_{\alpha, \beta}(x - x', \tau - \tau') J_\beta(x', \tau'), \quad (72) \]

\[ W_1(J) = \rho_2^2 D_b e^{-4G(0,0)} \sum_{\alpha, \beta} \int dx d\tau dx' d\tau' \cos(2\Theta_{\alpha, \beta}) \times \left\{ [e^{4G(0, \tau-\tau')} - 1] \delta_{\alpha, \beta} + 1 \right\}, \quad (73) \]

\[ \Theta_{\alpha, \beta} = \int d\tau'' dx'' d\tau'' \left[ G(x - x'', \tau - \tau'') J_\alpha(x'', \tau'') - G(x - x'', \tau' - \tau'') J_\beta(x'', \tau'') \right]. \quad (74) \]

VI. DENSITY-DENSITY CORRELATION FUNCTION

Let us consider the oscillatory part of density-density correlation function. It can be expressed as

\[ 2\rho_2^2 \cos(2\pi \rho_0 x) R_1(x, \tau), \]

where

\[ R_1(x, \tau) = \langle e^{2i(\varphi(x, \tau) - \varphi(0,0))} \rangle_H. \quad (75) \]

Here \( H \) denotes the Hamiltonian (7) and the overbar stands for the disorder average. A naive way to calculate this correlation function is to use the renormalized Hamiltonian that is at large scales determined by the fixed point values of the coupling constants. In the present model, the superfluid phase is defined as a phase where the anharmonic coupling constant \( D_b \) renormalizes to zero, while the fixed point value of the Luttinger liquid parameter is \( K^* > 3/2 \). This phase is effectively described by the quadratic theory. Using the renormalized parameters, we obtain for the correlation function in the superfluid phase

\[ R_{1\text{SF}}^{\text{SF}}(x, \tau) = e^{-\frac{2x^2}{\alpha^2 D_0|x|} \frac{\alpha}{\sqrt{x^2 + (\nu^*)^2}}^{2K^*}}, \quad (76) \]

where we used that \( K/\nu = K^*/\nu^* \) is not renormalized due to the exact symmetry of our model, as discussed earlier. At the transition, the fixed point is given by \( D_0^* = 0 \) and \( K^* = 3/2 \), and thus one would infer that the power law exponent in Eq. (76) is 3. As we show below using a more systematic approach, this value for the exponent is correct, but the naive result (76) does not predict all the terms at the transition. We find that the correlation function \( R_1 \) acquires additional logarithmic corrections.

In the following we consider the static correlation function \( R_1(x) = R_1(x, 0) \) at the transition. A systematic way to obtain the correlation function along the critical line is to consider its renormalization group flow. This leads us to the Callan-Symanzik equation. Its solution is

\[ R_1(x) = e^{\ell_x^* \delta \gamma_1(\ell)} R_1(a; \delta R(\ell_x), \partial_R(\ell_x), \ldots), \quad (77) \]

where \( \ell_x = \ln(x/a) \gg 1 \) and the ellipses denotes other coupling constants. The right-hand side of Eq. (77) contains two terms. The term \( R_1(a; \delta R(\ell_x), \partial_R(\ell_x), \ldots) \) corresponds to \( R_1(a) \) where the coupling constants of the Hamiltonian are taken at the scale \( \ell_x \). This term saturates into a constant at large \( x \). The function \( \gamma_1 \) in the exponent of the first term on the right-hand side of Eq. (77) is defined as

\[ \gamma_1 = \frac{\partial \ln Z_{R_1}}{\partial \ln a}. \quad (78) \]

where \( Z_{R_1} \) is the factor that multiplicatively removes \( a \)-dependent divergences from \( R_1(x) \), as we now explain.

In order to find \( \gamma_1 \), the procedure is as follows. (i) We calculate \( R_1(x, \tau = 0) \) of Eq. (15) in a perturbation theory at small bare coupling \( D_b \). (ii) Once we have the perturbative result for \( R_1(x) \) expressed in terms of bare parameters (such as \( D_b \) and \( \delta \)), we reexpress them as functions of the renormalized ones, Eqs. (18)-(50). (iii) The obtained expression will contain divergent behavior at \( a \to 0 \). Those divergent contributions can then be multiplicatively renormalized by introducing \( Z_{R_1} \). (iv) We obtain \( \gamma_1 \) using Eq. (78) and employ Eq. (77) to find the final result.

We begin with the step (i). We use the replica formalism and the connection between the correlation functions

\[ \langle e^{2i(\varphi(x, \tau) - \varphi(0,0))} \rangle_H = \lim_{n \to \infty} \langle \langle e^{2i(\varphi(x, \tau) - \varphi(0,0))} \rangle \rangle, \quad (79) \]

where \( \gamma \) is an arbitrary replica index and \( \langle \langle \cdots \rangle \rangle \) denotes the average with respect to the replicated action \( S_{\text{rep}},... \)
Using these results, we find Eq. (80) and use \( \lim \) as will become clear below. Here we recall the definition in (73), in the limit \( m \to 0 \) and \( n \to 0 \) limits. Substituting Eq. (80) in (73), in the limit \( m \to 0 \) and \( n \to 0 \) yields

\[
W_0 = 4G_{1}\gamma(x, 0) - 4G_{1}\gamma(0, 0)
\]

where we employed (18), (21), and (22) and used the perturbation theory in the small anharmonic term (12).

It is important to note that all \( x \)-dependent divergencies in the limit \( a \to 0 \) have canceled after introducing the renormalized parameters.

In step (iii) we introduce the multiplicative factor \( Z_{R_1} \) that contains all \( a \)-dependence in Eq. (88), such that 

\[
Z_{R_1} = e^{2\phi_{fr}(x/a)}\frac{1}{3-2\delta_R}
\]

\[
\times \left[ 1 + \frac{9}{4} \lambda R^2 - \frac{1}{2} (9c_1 - 2c_4) \lambda R \right].
\]  

In the final step (iv) we determine the anomalous dimension function

\[
\gamma_1 = \frac{\partial \ln Z_{R_1}}{\partial \ln a} = -2\phi_{fr}e^\ell - 3 - 2\delta_R(\ell) + O(\delta_R, \delta_R^2),
\]  

(90)

where \( \ell = \ln(x/a) \) denotes the scale at which we consider the system. We point out that the running scale \( \ell \) is different from the scale \( \ell_z \) introduced just below Eq. (77). This is because \( x \) in the left hand side of Eq. (77) and \( x \) in the left hand side of Eq. (88) have different meanings. The former denotes the real physical distance introduced by the correlation function (73), while the latter determines the scale \( \ell \leq \ell_z \). After combining Eqs. (55) and (80), we find

\[
\int_0^{\ell_z} d\ell \gamma_1(\ell) = -2\phi_{fr}(e^\ell - 1) - 3\ell_x
\]

\[
+ \int_0^{\delta_R(\ell_z)} d\delta_R \frac{2}{\delta_R 1 + O(\delta_R)}
\]

\[
= -2\phi_{fr} e^\ell - 3 \ln \left( \frac{|x|}{a} \right) + 2 \ln (\delta_R) |\delta_R(\ell_z)|.
\]  

(91)

Using Eq. (81) for large scale behavior of \( \delta_R \) in the previous expression, Eq. (77) enables us to obtain the final result at \( |x| \gg a \)

\[
R_1(x) \sim e^{-2\phi_{fr} (x/a)^3 \ln^2 \left( \frac{|x|}{a} \right)}
\]

\[
\times \left\{ 1 + \frac{2(A+B)}{27} \ln \left( \frac{|x|}{a} \right) + O \left( \frac{1}{\ln^2 \left( \frac{|x|}{a} \right)} \right) \right\},
\]  

(92)

where \( A + B = 36 \ln^2 2 - 33 \) [see Eq. (55)] and \( \phi_{fr} \) denotes the renormalized dimensionless strength of forward scattering. At weak disorder where our study is applicable, \( \phi_{fr} \approx \phi_f \), where the latter parameter is defined in Eq. (47).

At criticality, we have found a multiplicative logarithmic correction to the density-density correlation function (74) that is obtained long ago. We point out that logarithmic correction \( \ln^{-2} (x/a) \) in Eq. (92) arises from the lowest order renormalization group equations. Second loop contributions in renormalization group equations give rise to the subleading correction in Eq. (92).
proportional to $A + B$. Despite the fact that our model has nonuniversal flow equations (53) and (55), the correlation function (17) at criticality has the universal form.

In Eq. (82), omitted terms in the curly bracket that are of the order $1/f_\alpha$ may depend on the bare parameters, such as $\delta$. These terms are produced by the neglected higher order terms $O(D_R, \delta^2_R)$ in Eq. (90).

VII. SINGLE PARTICLE CORRELATION FUNCTION

In this section we consider the single-particle correlation function

$$R_2(x) = \langle \Psi(x)\Psi^\dagger(0) \rangle_H. \quad (93)$$

Using the density-phase representation, where $\Psi^\dagger(x) = \sqrt{\rho} e^{-i\theta(x)}$, we express it as

$$R_2(x) \approx \rho_0 \langle e^{i(\theta(x) - \theta(0))} \rangle_H. \quad (94)$$

In order to calculate the correlation function (92) at criticality, we employ the replica formalism similarly as in the preceding section, see in particular Eq. (79). Introducing $R_2(x) \approx \rho_0 \lim_{n \to 0} r_2(x)$, our starting expression becomes

$$r_2(x) = \frac{1}{Z_f} \int D\varphi_1 \ldots D\varphi_n \exp \left[ -\frac{1}{2} \sum_{\alpha\beta} \int \frac{dkd\omega}{(2\pi)^2} \frac{\varphi_{\alpha}(k,\omega) \varphi_{\beta}(-k,-\omega)}{G_{\alpha\beta}(k,\omega)} \right] \times \exp \left\{ \sum_{\alpha} \int \frac{dkd\omega}{(2\pi)^2} \left[ \frac{\pi}{2vK} J_\alpha^0(k,\omega) J_\alpha^0(-k,-\omega) \right] - \frac{i}{vK} \frac{\omega}{k} \varphi_\alpha(k,\omega) j_\alpha(-k,-\omega) \right\} e^{-\frac{S_{\text{rep}}}{\hbar}} \quad (97)$$

where we used Eq. (15), while $G_{\alpha\beta}(k,\omega)$ is defined in Eq. (17). Using the notation of Sec. VII the previous expression can be rewritten as

$$r_2(x) = \left\langle \left\langle e^{i\sum_\alpha \int dx dx' \varphi_\alpha(x,\tau) J_\alpha^0(x',\tau)} \right\rangle \right\rangle \times \exp \left\{ \sum_{\alpha} \int \frac{dkd\omega}{(2\pi)^2} \left[ \frac{\pi vK J_\alpha^0(k,\omega) J_\alpha^0(-k,-\omega)}{2\omega^2} \right] \right\} \quad (98)$$

where the new source field $J_\alpha^0(x,\tau)$ is defined via its Fourier transform

$$J_\alpha^0(k,\omega) = -\frac{i}{vK} \frac{\omega}{k} j_\alpha(k,\omega) = \frac{1}{vK} \frac{\omega}{k} (e^{-ikx} - 1) \delta_{\alpha\gamma}. \quad (99)$$

The remaining calculation is conceptually similar to the one from the previous section. The expression (98) we evaluate using the results of Sec. VII in particular Eq. (77).

We start with $W_0$. Expressing Eq. (72) in Fourier space, we obtain

$$W_0(J) = \frac{1}{2} \sum_{\alpha\beta} \int \frac{dkd\omega}{(2\pi)^2} J_\alpha(k,\omega) G_{\alpha\beta}(k,\omega) J_\beta(-k,-\omega). \quad (100)$$

For the source field (99) that occurs in Eq. (98), we obtain

$$W_0(J_\alpha^0) = -\sum_{\alpha} \int \frac{dkd\omega}{(2\pi)^2} \left[ \frac{\pi vK J_\alpha^0(k,\omega) J_\alpha^0(-k,-\omega)}{2\omega^2} \right] - \frac{\pi}{vK} \int \frac{dkd\omega}{(2\pi)^2} \frac{1 - \cos(kx)}{k^2 + \omega^2/v^2} = -\frac{1}{4K} \ln \left( \frac{x^2}{a^2} \right) \quad (101)$$

at $x \gg a$. We emphasize that the previous lowest order result is obtained directly in the limit $m \to 0$, using the propagator (17) at $m = 0$. We also note that due to $J_\alpha^0 \propto \omega$, the off-diagonal part in replica indices of the propagator (17) does not appear in Eq. (101). Therefore, the lowest order perturbation theory result (101) for $r_2(x)$ does not depend on the strength of the forward scattering part of the disorder potential $D_f$. 
In fact, a more general statement is that $D_f$ does not appear in $r_2(x)$ at any order. This could be inferred using the following argument. We introduce a new field $\tilde{\varphi}(x) = \varphi(x) - K \int_0^x \eta(y)dy/hv$ in the starting Hamiltonian (11). Let us denote by $\tilde{H}$ our Hamiltonian expressed in terms of the fields $\tilde{\varphi}$ and $\theta$ that satisfy the standard bosonic commutation relation. The Hamiltonian $\tilde{H}$ is, up to a constant, equal to the sum of $H_0$ [Eq. (11)] and $H_d|_{\theta=0}$ [Eq. (13)], where $\varphi$ is replaced by $\tilde{\varphi}$. Since disorder potential in $H_d$ is short-range correlated and since $\xi(x)$ and $\eta(x)$ are independent, see Eq. (6), the shift proportional to $\int_0^x \eta(x)dx$ introduced in $\tilde{\varphi}$ will not appear in the replicated action corresponding to $\tilde{H}$. This replicated action is a sum $S_0 + S_h$, Eqs. (19) and (22), where $\varphi$ is replaced by $\tilde{\varphi}$. We note that $S_f$ term (13) is not contained in the replicated action corresponding to $\tilde{H}$. Thus $R_2(x)$ does not depend on $D_f$ at any order in the the perturbation theory in $D_h$. However, in the evaluation of $R_1(x, \tau)$ from the previous section, see Eq. (75), one should account for the difference between $\varphi$ and $\tilde{\varphi}$, that leads to the exponential term in Eq. (92).

Next we calculate $W_1(J^0)$ that we used in the expansion of Eq. (98). It is given by Eq. (23) for the source field (23). In the limits $m \to 0$ and $n \to 0$, the term that has two replica summations in Eq. (73) nullifies, while only one term with one replica summation remains. Employing

$$\int dk d\omega \frac{e^{i(kx+\omega \tau)}}{k^2 \omega^2 + v^2 k^2} = -2\pi \arctan \frac{x}{v \tau},$$

in Eq. (73), after some algebra one obtains

$$W_1(J^0) = \rho_2^2 D_h \int\frac{dx'd\tau'd\tau''}{[1 + v^2(\tau' - \tau'')^2/a^2]^{3+\delta}} \times \left( \frac{A_1 A_2 A_3}{A_2 A_3} - \frac{v^2(\tau' - \tau'')^2 x^2}{2 \sqrt{A_1 A_2 A_3 A_4}} - 1 \right),$$

where

$$A_1 = x'^2 + v^2 r'^2, \quad A_3 = (x' - x)^2 + v^2 r'^2, \quad A_2 = x'^2 + v^2 r'^2, \quad A_4 = (x' - x)^2 + v^2 r'^2.$$

After evaluation Eq. (103) becomes

$$W_1(J^0) = -\frac{1}{4} \partial \ln^2 \left( \frac{x^2}{a^2} \right) + c_5 \partial \ln \left( \frac{x^2}{a^2} \right) + \mathcal{O}(\partial \delta),$$

where $c_5$ is some constant.

We have therefore obtained the expression for $r_2(x)$ at the lowest nontrivial order in $\partial$,

$$r_2(x) = \left( \frac{a}{|x|} \right)^{1/3} \ln^2 \left( \frac{x^2}{a^2} \right) + c_5 \partial \ln \left( \frac{x^2}{a^2} \right) + \mathcal{O}(\partial \delta).$$

Substituting the renormalized parameters given by Eqs. (83) and (85) in the previous expression, we can express the obtained result as

$$r_2(x) = \left( \frac{|x|}{a} \right)^{-\frac{1}{2+3\rho}} \left[ 1 + \frac{1}{4} \mathcal{D}_R \lambda^2 - (c_5 + \frac{c_1}{2}) \mathcal{D}_R \lambda \right] \times \left[ 1 - \mathcal{D}_R \ln^2 (cm|x|) \right] + \mathcal{O}(\mathcal{D}_R \delta R)].$$

We recall $\lambda = \ln(c^2 m^2 a^2)$. One should notice that all $x$ dependent divergencies in the limit $a \to 0$ in Eq. (107) have canceled once we expressed the bare coupling constants by the renormalized ones. Namely, the combination of the term proportional to $\ln^2(x^2/a^2)$ term in the right-hand side of Eq. (107) combines with $-\mathcal{D}_R \lambda \ln(|x|/a)$ that arises after expanding the power $1/(3+2\delta)$ in Eq. (107) reexpressed in terms of the renormalized parameters.

The expression (108) contains divergence when $a \to 0$ that could be removed multiplicatively by

$$Z_{r_2} = (ma)^{-\frac{1}{2+3\rho}} \left[ 1 - \frac{1}{4} \mathcal{D}_R \lambda + \frac{1}{2} (c_5 + c_1) \mathcal{D}_R \right],$$

so that the renormalized correlation function $Z_{r_2} r_2(x)$ has no dependence of $a$. The anomalous dimension function then becomes

$$\gamma_2 = \frac{\partial \ln Z_{r_2}}{\partial \ln m} = \frac{1}{3} + \frac{2}{9} \delta_R (\ell) + \mathcal{O}(\mathcal{D}_R, \delta_R^2),$$

where we have used the scaling equations (54) and (55).

We notice that the previous result could be expressed also as $-1/2K_R$, where $K_R = 3/2 + \delta_R$.

After evaluating $\int_0^{\ell^*} \gamma_2(\ell) d\ell$, using the similar integration as in Eq. (91), we finally obtain

$$R_2(x) \sim \rho_0 \left( \frac{a}{|x|} \right)^{1/3} \ln^2 \left( \frac{|x|}{a} \right) \times \left[ 1 - \frac{2(A + B) \ln \left( \ln \left( |x|/a \right) \right)}{243} \right].$$

The single-particle correlation function (93) at the transition between the superfluid and the disordered phase takes the form (111). The power law in Eq. (111) with the universal exponent $1/3$ was found in Refs. 2 and 44. It can be understood simply by using the quadratic theory described by the fixed point value of the Luttinger liquid parameter $K_R = 3/2$. Here we find an additional logarithmic prefactor with another universal exponent $2/9$. This result follows from the lowest order renormalization group equations, as we revealed here. The renormalization group equations at two-loop order enabled us to find additional additive logarithmic corrections in Eq. (111), proportional to the universal constant of our model $A + B$, see Eq. (50).
VIII. BOSONIC LADDER SYSTEM

So far we considered such bosonic system where changes of particles at neighboring sites (in a discrete lattice picture) are constrained to be in absolute value either zero or one, in order to keep the density fluctuations small and be able to use the bosonization procedure. A more realistic physical situation would require to have possibility for larger particle fluctuations. Such a behavior is certainly expected in the weak interaction side of the phase diagram. To implement this idea within the technique of bosonization is a challenging problem. For clean systems some similar situations were already encountered. Although a full solution of this question is still beyond reach, a first step in this direction is to consider a bosonic two-leg ladder system where each of the two chains is exposed to the same disorder potential. The rung on which charge fluctuations could go from zero to two even for hard core bosons, could then mimic a “site” in a single chain for which large charge fluctuations would be allowed. The rung interaction serves as an additional degree of freedom that should mimic a possibility in a single chain to have larger site to site particle number fluctuations. We thus study such a model in this section.

We consider a two-leg ladder system of disordered bosons. Assuming only the rung interaction and the same disorder in each chain, the Hamiltonian in the continuous description is

\[ H_L = \sum_{j=1}^{2} H(\theta_j, \varphi_j) + V \int dx p_1(x)p_2(x). \]  

Here \( H \) is the Hamiltonian (7), while the density is given by Eq. (2). If the system is at incommensurate fillings, the terms from the rung interaction that are important in the long wavelength limit are

\[ V \int dx \left[ \frac{\partial_x \varphi_1(x) \partial_x \varphi_2(x)}{\pi^2} + 2\rho_2^2 \cos(2\varphi_1(x) - 2\varphi_2(x)) \right]. \]

The product of gradients is diagonalized by introducing

\[ \varphi_c = (\varphi_1 + \varphi_2)/\sqrt{2}, \quad \theta_c = (\theta_1 + \theta_2)/\sqrt{2}, \]

\[ \varphi_s = (\varphi_1 - \varphi_2)/\sqrt{2}, \quad \theta_s = (\theta_1 - \theta_2)/\sqrt{2}, \]

leading to

\[ H_L = \frac{\hbar}{2\pi} \int dx \left\{ v_c K_c [\partial_x \varphi_c(x)]^2 + \frac{v_s}{K_s} [\partial_x \varphi_s(x)]^2 \right\} + \frac{\hbar}{2\pi} \int dx \left\{ v_c K_s [\partial_x \theta_c(x)]^2 + \frac{v_s}{K_c} [\partial_x \theta_s(x)]^2 \right\} + 2V\rho_2^2 \int dx \cos(\sqrt{2}\varphi_c) - \frac{\sqrt{2}}{\pi} \int dx \eta(x) \partial_x \varphi_c + 2\rho_2 \int dx \left[ \xi_c(x)e^{i\sqrt{2}\varphi_c} \cos(\sqrt{2}\varphi_s) + \text{h.c.} \right]. \]

Here

\[ v_c K_c = v_c K_s = vK, \]

\[ \frac{v_c}{K_c} = \frac{v}{K} \left( 1 + \frac{V K}{\pi \hbar} \right), \quad \frac{v_s}{K_s} = \frac{v}{K} \left( 1 - \frac{V K}{\pi \hbar} \right). \]

The Hamiltonian (116) quite resembles to the one of interacting spinful electrons in a disordered potential. Note that, of course, here there is no reason a priori to be on a special separatrix imposed by SU(2) symmetry. Thus, we could use the renormalization group equation derived in Ref. [2].

\[ \frac{dK_c}{d\ell} = -\frac{1}{2} K_c^2 v_c K_c D_R, \quad \frac{dK_s}{d\ell} = -\frac{1}{2} K_s^2 (D_R + y_R^2), \]

\[ \frac{dv_c}{d\ell} = -\frac{v_c^2 K_c}{2v_s} D_R, \quad \frac{dv_s}{d\ell} = \frac{v_s K_s}{2} D_R, \]

\[ \frac{dy_R}{d\ell} = (2 - 2K_c y_R - D_R), \quad \frac{dy_R}{d\ell} = (3 - K_c - K_s - y_R - y_R), \]

in terms of the dimensionless quantities

\[ D = \frac{D_b}{\pi^2 \rho^2 v_s^2} \left( \frac{v_c}{v_s} \right)^2, \quad y = \frac{V}{\pi \hbar v_s}. \]

The expressions (117) and (118) determine the initial values of the parameters \( K_c, K_s, v_c, \) and \( v_s \) in terms of the initial values of \( K, v \) and \( y \) as

\[ K_c = \frac{K \sqrt{2}}{\sqrt{2 - K^2 y^2 + K y \sqrt{4 + K^2 y^2}}}, \quad v_c = \frac{vK}{K_c}, \]

\[ K_s = \frac{K}{2} \left( K y + \sqrt{4 + K^2 y^2} \right), \quad v_s = \frac{vK}{K_s}. \]

In order to find the renormalized fixed point values of the Luttinger liquid parameters \( K_c \) and \( K_s \) at the transition, we numerically solved the system (119)-(122). Strong quantum fluctuations renormalize the anharmonic coupling constants \( y \) and \( D \) to zero. In this limit, the model (112) exhibits a line of Gaussian fixed points. The phase boundary between the latter and the disordered phase is given in Fig. 1 for different values of the rung constant as a function of \( K \) and the initial disorder strength. In Fig. 2 we give the values of renormalized values of the Luttinger liquid parameters at the transition. Unlike the fermionic case where the only fixed point with \( V_R = 0 \) is the one characterized by \( K^*_R = 1 \) due to the spin symmetry in the present case we have a more complicated situation. The absence of such a symmetry leads to higher values for \( K^*_R \) at the transition that depend on the bare values of \( y \) and \( D \). However, at the transition we now have the universal value for the sum, \( K^*_R + K^*_y = 3 \), while each of the two parameters is nonuniversal. This ultimately leads to the nonuniversal correlation functions.
at the transition due to nonuniversal exponents, in contrast to the non-ladder case, examined in previous sections. Let us mention that in the special case of zero rung coupling, corresponding to \( y = 0 \), the Hamiltonian (114) describes two decoupled chains. In this case the scaling equation (121) does not apply, since the rung coupling that is initially absent cannot be created by the disorder. We discuss this in the Appendix D.

IX. DISCUSSIONS

Finally, in this section we discuss the phase diagram. The new terms in the renormalization group flow equations lead to additional insight in the physics of the superfluid/Bose-glass transition for the model (7). At the first order in \( D_b \) no off-diagonal (in replica space) renormalization of the quadratic action could be generated, for trivial reasons. The second order is the lowest order at which such terms might in principle appear. From Eq. (122) we see that no such terms are generated, except for terms describing forward scattering process, which have no consequences for the localization properties of the system. The quadratic part of the effective action thus remains, even to the order \( D_b^2 \) essentially diagonal in replica. The transition between the superfluid and the Bose-glass phases can thus be fully characterized by the two parameters \( K \) and \( D_f \), and not, like in other models such as the classical Cardy-Ostlund model, by a full set of variables (corresponding to the off-diagonal terms) which enter into the correlation functions and can affect the exponents of correlation functions at the transition. This important result, in agreement with the analysis of vortex proliferation of Ref. 1, proven here directly from the renormalization group flow, is a consequence of the time independence of the disorder. Indeed, for two independent replicas \( \alpha \neq \beta \) before averaging over disorder one obtains

\[
\langle \varphi_\alpha(x, \tau) \varphi_\beta(x', \tau') \rangle = \langle \varphi_\alpha(x, 0) \varphi_\beta(x', 0) \rangle \tag{126}
\]

since the disorder does not depend on \( \tau \). The correlation (126) is thus time independent. Thus terms such as \( \int dx dx' d\tau [\partial_\tau \varphi_\alpha(x, \tau)] [\partial_\tau \varphi_\beta(x', \tau)] \) cannot appear in the effective action, at any order, since they would lead to time dependence for Eq. (126). This has important consequences for the physical properties at the separatrices between the phase for which the disorder is irrelevant \( (D_b \to 0) \) and the phase for which the disorder is relevant (the Bose glass phase). The absence of such off diagonal replica terms thus leads to a universal value of the parameter \( K \), namely \( K_c = 3/2 \), and correlation functions will thus decay with a universal exponent at the transition. Our analysis thus confirms that the superfluid/Bose-glass transition around the value \( K = 3/2 \), i.e., for intermediate interactions, has a generic universal exponent in a finite region around that point. This puts stringent constraints on the phase diagram, as schematized in Fig. 3. Indeed, this results which uses the bosonization representation of the disordered Bose gas is guaranteed to work when the disorder is weaker than the chemical potential. This means that for a good part of the superfluid/Bose-glass boundary the exponent will remain constant. What happens for larger disorder or weaker interactions is still an open question. 23–27 One possibility is of course that the exponent remains universal along the whole line. In that case, there is most likely a unique Bose glass phase. The only singular line of the phase diagram would be in that case, the non-interacting line \( g = 0 \) for which the bosons are localized by rare events of the random potential in a finite region of space. However, if for weak interactions one can obtain non-universal exponents at the transition superfluid/Bose-glass as discussed in Refs. 22 and 52, it is then impossible to smoothly connect the two separatrices between the superfluid and the Bose glass.
critical point on the superfluid/Bose-glass boundary between that if at small interaction, there are non-universal exponents the blue box. The other possibility (shown in the figure), is are localized by rare events of the disorder and indicated by the non-universal and universal regime. Consequences for the dashed blue line, then this forces the existence of a critical point above which the exponents would be universal. The question of the superfluid/Bose-glass transition, denoted by the solid blue line, is described by universal exponents. The question of the power of superfluid stiffness distributions. An interesting question is whether a similar mechanism can occur inside the superfluid as well (see, e.g., Ref. \[112\]). This is clearly a question which is largely open and will need further analyses both on the analytical and numerical front.

On the experimental front probing the phase diagram is a challenging question. The superfluid/Bose-glass transition can be seen directly from the superfluid correlation function, which will go from a divergent power law behavior in the superfluid phase, to an exponentially decreasing one in the localized phase. Varying the strength of the disorder and of the interactions allows to probe the universality of the exponent at the transition. Such behavior can be probed in cold atomic systems or in magnetic insulators.\[14\]-\[17\]. Cold atoms offer the advantage of the control over disorder and interactions. However, optical lattice systems suffer from the inhomogeneity due to the confining potential, which strongly complicates the analysis of the exponent. Atom chips realizations are up to now limited to relatively small interactions (\(K \sim 40\)). In all these systems the finite size of the system is also an additional complication. Magnetic insulators are very homogeneous and allow precise control and measurement of the boson density and compressibility. Controlling the disorder is, however, more challenging. No doubt that for both types of system these difficulties will be overcome in the future allowing reliable answer on the above points.

\[\text{FIG. 3. Possible phase diagram of a disordered one-dimensional Bose gas as a function of the boson repulsion } g \text{ and the disorder } D. \text{ The green dashed-dotted line schematically indicates the boundary below which a bosonization description of such a problem is guaranteed (namely the disorder is smaller than the chemical potential). In this region the superfluid/Bose-glass transition, denoted by the solid blue line, is described by universal exponents. The question of the noninteracting bosons (} g = 0 \text{) which are localized by rare events of the disorder and indicated by the blue box. The other possibility (shown in the figure), is that if at small interaction, there are non-universal exponents along the dashed blue line, then this forces the existence of a critical point on the superfluid/Bose-glass boundary between the non-universal and universal regime. Consequences for the various phases (superfluid or Bose glass) are still unknown. For example it could lead to the existence of two distinct Bose glass phases.}\]

It would thus imply that there is on the separatrix a critical point above which the exponents would be universal and below which they would vary with parameters. This would have interesting consequences for the various phases in the system, which are still to be understood. One possible scenario could be two superfluid or two Bose glass phases, as was argued as one of the possible scenarios in Ref. \[2\]. Finding a good order parameter for such a scenario is, however, not easy. One possibility might be the moments of superfluid stiffness distributions. An interesting question is whether a similar mechanism can occur inside the superfluid as well (see, e.g., Ref. \[53\]). This is clearly a question which is largely open and will need further analyses both on the analytical and numerical front.
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\[\text{X. CONCLUSIONS}\]

In conclusion, we have computed to two-loop order the renormalization group equations for the system of interacting disordered bosons described by the model \[7\]. We have shown, both from the renormalization group and from general arguments that in the regime described by bosonization (intermediate interactions) the separatrix between the superfluid and the Bose glass phase is characterized by a universal exponent. We computed the single particle and density-density correlations at the transition. We found logarithmic corrections in those quantities. Our calculation uses bosonization and therefore also applies to disordered fermions.

We also considered a disordered bosonic ladder system, with correlated disorder along the rungs described by the model \[112\]. The presence of two chains exposed to the same disorder enabled us to mimic larger local fluctuations of the boson occupations on a single site than in the bosonization description \[7\]. The rung coupling serves as an additional degree of freedom with respect to a single bosonic chain. In contrast to a single chain, we find that the rung coupling leads to the nonuniversal exponent at the superfluid/Bose-glass transition. This goes well with the idea that increasing the disorder with respect to interactions, which naturally allows for larger density fluctuations, could indeed lead to non-universal exponents. However, the full solution of a model with only a single bosonic species still remains to be made.
Appendix A: Evaluation of $a_1$

Here we give the details about the evaluation of $a_1$ defined by Eq. (37). In order to obtain the renormalization group equations, we need to find all the divergent contributions in the limit $a \to 0$ in the integral on the right-hand side of Eq. (37). They originate from the region of integration where $\tau$ is around zero. Therefore, $a_1$ can be written as

$$a_1 = \frac{2}{v^3} \int_0^{\Delta} dyy^2 \left[ e^{4G(0,y/v)} - 1 \right] + \text{f.t.} \quad (A1)$$

where

$$a \ll \Delta \ll (cm)^{-1}, \quad (A2)$$

while f.t. stands for the remaining terms that are finite in the limit $a \to 0$. Using the small-$\tau$ expansion of $G(0,y/v)$ given by Eq. (21), we obtain

$$a_1 = \frac{2}{(cmv)^3} \int_0^{\Delta} \frac{dy}{(y^2 + a^2)^{3/2}} \left[ 1 - \delta \ln(c^2 m^2 (y^2 + a^2)) \right] + O(\delta^2) + \text{f.t.}$$

$$= \frac{-2\lambda + \delta \lambda^2 - 4(\ln 2 - 1)\delta \lambda + O(\delta^2)}{2(cmv)^3} + \text{f.t.}, \quad (A3)$$

where $\lambda = \ln(c^2 m^2 a^2)$, $c = e^{\gamma_\text{E}}/2$, with $\gamma_\text{E}$ being the Euler constant. In Eq. (A3) we have evaluated the divergent contributions to order $\delta$. This is because we want to obtain the renormalization group equations at two-loop order. However, at two-loop order we also need to find the finite term at $a \to 0$ and at order $\delta^0$, which is the constant $c_1$ appearing in Eq. (43). Thus considering the defining equation for $c_1$,

$$\int d\tau \frac{\tau^2}{[e^{4G(0,\tau)} - 1]} = \frac{-\lambda + c_1 (cmv)^3}{(cmv)^3} \quad (A4)$$

in the limit $a \to 0$ and $\delta \to 0$, we obtain

$$c_1 = \lim_{a \to 0} \left\{ \frac{\lambda + (cmv)^3}{(cmv)^3} \int d\tau \frac{\tau^2}{[e^{3K_0(m\sqrt{\tau^2 + \alpha^2})} - 1]} \right\} \approx 7.17 \quad (A5)$$

The constant $c_1$ depends on the behavior of the correlation function at distances beyond $m^{-1}$. Since the behavior in this region is determined by the cutoff function, $c_1$ is nonuniversal. However, the scaling equations at the criticality lead to the universal behavior.

Appendix B: Evaluation of $b_1$

In this appendix we evaluate $b_1$ defined by Eq. (53). We want to find the renormalization group equation for the strength of the backward scattering part of the disorder up to its quadratic dependence, see Eq. (54). Since $b_1$ in $\Gamma_2$ is multiplied by $D_2^2$ [see Eq. (58)] and since close to the transition $D_2 \sim \mathcal{R}_R \approx \delta^2$ [see Eqs. (10) and (59) at two-loop order is sufficient to evaluate $b_1$ at $\delta = 0$, which is used in the following.

Introducing $z = (0,v\tau')$ and $r = (x,v\tau)$, the integral (59) becomes

$$b_1 = \frac{1}{v} \int_{-\infty}^{\infty} dz \int_{0}^{\infty} dr \int_{0}^{2\pi} d\theta \left\{ e^{4G(z) + G(r)} - G(z + r) \right\} - e^{4G(r)} - e^{-4G(z + r)} + 2 \right\}, \quad (B1)$$

where $z = vr'$, while $\theta$ denotes the angle between $z$ and $y$. In Eq. (B1) we have used the fact that the term $4[e^{4G(0,\tau'-r')}][G(x,z') - G(x,\tau')]$ from Eq. (53) nullifies after the integration in Eq. (59).

In order to evaluate Eq. (B1) and find the divergent terms in $b_1$ the limit $a \to 0$, we split the domain of integration into four regions:

(i) $|z|, r < \Delta,$
(ii) $|z| < \Delta$ and $r > \Delta,$
(iii) $|z| > \Delta$ and $r < \Delta,$
(iv) $|z| > \Delta$ and $r > \Delta.$

Here we choose $\Delta$ to satisfy the condition (A2). We express $b_1 = b_{11} + b_{12} + b_{13} + b_{14}$, where the contribution $b_{1j}$ arises from the region $(j)$.

We start the evaluation considering the region (i). There we can use the small distance expansion (21) of all the propagators appearing in $b_{11}$. Keeping only the terms that could lead to divergent behavior at $a \to 0$, after simple change of coordinates, we obtain

$$b_{11} = \frac{2}{v^2 (cm)^3} \int_{0}^{\Delta/a} d\tilde{z} \int_{0}^{\sqrt{(\Delta/a)^2 + 1}} dy y \int_{0}^{2\pi} d\theta \left\{ \frac{-1}{y^3} + \frac{1}{(\tilde{z}^2 + 1)^{3/2} y^3} \right\} + \text{f.t.} \quad (B2)$$

We begin to calculate this integral by expanding $\sqrt{y^2 - 1} = y + \cdots$. We then perform the integration over $y$, yielding the expression of the form

$$b_{11} = \frac{2}{v^2 (cm)^3} \int_{0}^{w} d\tilde{z} \int_{0}^{2\pi} d\theta \left[ F(\tilde{z},\sqrt{w^2 + 1},\theta) - F(\tilde{z},1,\theta) \right], \quad w = \Delta/a. \quad (B3)$$

The integral of $F(\tilde{z},\sqrt{w^2 + 1},\theta)$ in the large-$w$ limit we calculate by first expanding the function at large $w$, and then performing the two integrations. We find

$$b'_{11} = \frac{\pi}{2v^2 (cm)^3} \left[ 18 \ln^2 w + (36 \ln 2 - 39) \ln w \right] + \text{f.t.} \quad (B4)$$

The integral of $F(\tilde{z},1,\theta)$ in the large-$w$ limit we calculate in four steps. First we perform the derivative with respect to $w$ and then expand the obtained expression at large $w$. In the next step we integrate the obtained expression
over $\theta$. Finally, we perform an indefinite integration over $w$, yielding

$$b''_{11} = \frac{3\pi}{2\nu^2(cm)^3} \left[ 3\ln^2 w - (6\ln 2 + 1) \ln w \right] + \text{f.t.} \quad (B5)$$

Using $b_{11} = b'_{11} - b''_{11}$, we obtain

$$b_{11} = \frac{9\pi}{2\nu^2(cm)^3} \left[ \ln^2 \frac{\Delta}{a} + 2(3\ln 2 - 2) \ln \frac{\Delta}{a} \right] + \text{f.t.} \quad (B6)$$

This result contains all the divergent terms in the limit $\Delta/a \to \infty$.

In the region (ii) we can use the small distance expansion [given by Eq. (21)] only for $G(z)$, while $G(z+r)$ we expand as

$$G(z+r) = G(r) + G'(r) \frac{\hbar}{2\sqrt{r^2 + a^2}}$$

$$+ \left[ \frac{G''(r)}{r^2 + a^2} - \frac{G'(r)}{(r^2 + a^2)^{3/2}} \right] \frac{\hbar^2}{8} + \mathcal{O}(\hbar^3),$$

where $h = z^2 + 2ar \cos \theta$. After performing the integration over $\theta$ in Eq. (B1), we obtain

$$b_{12} = -\frac{4\pi}{\nu^2(cm)^3} \int_0^\Delta \int_0^{+\infty} \frac{dz}{\Delta} \int_0^{+\infty} \frac{dr}{r} \left[ \frac{z^2}{(z^2 + a^2)^{3/2}} \right]$$

$$\times \left\{ \frac{G'(r)}{r} + G''(r) - |G'(r)|^2 + \mathcal{O}(z^2) \right\} + \text{f.t.}$$

(B8)

This leads to

$$b_{12} = \frac{\pi}{\nu^2(cm)^3} \left[ 1 - \ln \frac{2\Delta}{a} \right] \frac{15}{2} + 9 \ln (cm\Delta) \right] + \text{f.t.},$$

(B9)

where $c = e^{\gamma E}/2$.

The regions (iii) and (iv) do not give divergent contributions. Therefore, $b_1 = b_{11} + b_{12}$. Keeping only the divergent terms in the sum gives rise to

$$b_1 = \frac{\pi}{2\nu^2(cm)^3} \left[ 9 \ln^2 \frac{\Delta}{a} - 18 \ln(cm\Delta) \ln \frac{\Delta}{a} \right.$$

$$+ (54 \ln 2 - 51) \ln \frac{\Delta}{a} \right] + \text{f.t.}$$

$$= \frac{\pi}{2\nu^2(cm)^3} \left[ 9 \ln^2 (cm\Delta) + (51 - 54 \ln 2) \ln(cm\Delta) \right] + \text{f.t.}$$

(B10)

We notice that all the divergent terms proportional to $\Delta$ in the final sum cancel. The latter expression is given in the main text in Eq. (44), where $c_2$ stands for finite terms in the limit $a \to 0$, while we also added a term $\mathcal{O}(\delta)$ to emphasize the accuracy of $b_1$.

### Appendix C: Evaluation of $b_2$

Here we evaluate $b_2$ defined by Eq. (40). We are interested in finding the renormalization group equation for the strength of the forward scattering part of disorder up to quadratic dependence in backward scattering strength $D_b$ [see Eq. (77)]. Since $b_2$ appears in $\Gamma_2$ multiplied by $D_b^2$ and since close to the transition $D_b \propto \delta^2$, see Eqs. (58) and (59), we calculate the divergent terms in $b_2$ at the order $\delta^0$. Introducing $y = vt$ and $z = vt'$, the coefficient $b_2$ can be expressed as

$$b_2 = \frac{1}{v^2} \int dx dy dz x^2 \left[ e^{4G(x,y/v)} - 1 \right] \left[ e^{4G(x,z/v)} - 1 \right].$$

(C1)

In order to calculate the divergent contribution in the limit $a \to 0$, we can split the region of integration into eight regions determined by $|x| \gtrless \Delta$, $|y| \gtrless \Delta$ and $|z| \gtrless \Delta$, where $\Delta$ satisfies the condition $\Delta^2$. However, only in the region $|x|, |y|, |z| < \Delta$ the result has a divergent behavior. In this region we can use small distance expansion of the two propagators $G$ appearing in Eq. (C1), given by Eq. (21). We then obtain

$$b_2 = \frac{1}{\nu^2(cm)^6} \int_{-\Delta/a}^{+\Delta/a} dx dy dz \left[ \frac{x^2}{(x^2 + y^2 + 1)^{3/2}} \right.$$

$$\times \left( \frac{1}{(x^2 + z^2 + 1)^{3/2}} \right) + \text{f.t.} + \mathcal{O}(\delta)$$

$$= \frac{2\pi}{\nu^2(cm)^6} + \text{f.t.} + \mathcal{O}(\delta).$$

(C2)

Here we have found the divergent terms at the order $\delta^0$, and f.t. stands for finite terms in the limit $a \to 0$.

### Appendix D: The derivation of the renormalization group equations for the ladder system

In this appendix we give the details about the derivation of the renormalization group equations at the lowest one-loop order for the ladder system described by the Hamiltonian (116). After performing the disorder average using the replica method, we obtain the action

$$S_L = \frac{S_0[\varphi_c]}{h} + \frac{S_0[\varphi_s]}{h} + \frac{S_V}{h} + \frac{S_B}{h},$$

(D1)

where the quadratic part $S_0$ for the charge and spin degrees of freedom [see Eqs. (114) and (115)] is given by Eq. (13). We use the subscripts $c$ and $s$ to distinguish the velocities, the Luttinger parameters, and the corre-
sponding fields. The anharmonic terms in Eq. (D1) are
\[ S_{\alpha} = \frac{2 \rho^2 V}{h} \sum_\alpha \int dx \, \tau \cos[\sqrt{2} \phi_{\alpha}(x, \tau)], \quad (D2) \]
\[ S_{\beta} = -4 \rho^2 D_b \sum_{\alpha, \beta} \int dx \, \tau \, dr \cos[\sqrt{2} \phi_{\alpha}(x, \tau) - \sqrt{2} \phi_{\beta}(x, \tau')] \cdot \cos[\sqrt{2} \phi_{\beta}(x, \tau)] \cdot \cos[\sqrt{2} \phi_{\beta}(x, \tau')]. \quad (D3) \]

For simplicity in the following we omit the forward scattering term. It plays no role at the lowest one-loop order, as it can be gauged away using a transformation similar to the one explained in the paragraph below Eq. (10).

Our aim is to calculate the effective action \( \Gamma \) corresponding to the action (D1). We use the same procedure as in the main text [Eq. (25)]. In the present case, the difference is that we have two anharmonic terms given in the main text [Eq. (25)]. In the present case, the difference is that we have two anharmonic terms given in the main text [Eq. (25)].

At quadratic order, we obtain
\[ G_s(x, \tau) = - \frac{K_s}{4} \ln[c^2 m^2 (x^2 + v_s^2 \tau^2 + a^2)], \quad (D9) \]
provided we use the upper boundary of integration of the order of \( 1/m \). We now introduce the deviation around \( K_s = 1 \)
\[ \delta_s = K_s - 1. \quad (D10) \]

At one-loop order, it is sufficient to use \( \delta_s = 0 \) in the integrals. Thus, in the leading order
\[ \tilde{a}_1 = - \frac{\pi \lambda}{2(c \nu_s)} \], \[ \tilde{a}_2 = - \frac{\pi \lambda}{2(c \nu_s^3/v_s^2)}. \quad (D11) \]

Here we recall \( \lambda = \ln(c^2 m^2 a^2) \). We emphasize that at one-loop order we do not need neither the constant term nor the terms linear in \( \delta_s \) in Eq. (D11). Also, we notice that in principle the first term in brackets in Eq. (D5) should contain the term \(-8jG_s(x-x', \tau - \tau')\) that arises from the last term in Eq. (24). This term makes the expression to be one-particle irreducible. However, in practice we do not need \(-8jG_s(x-x', \tau - \tau')\) term at one-loop order as it does not affect the divergent parts of \( \tilde{a}_1 \) and \( \tilde{a}_2 \) given by Eq. (D11).

\[ \Gamma^{(V)}_1 = 4 \pi^2 \sum_\alpha \int dx \, \tau \cos(\sqrt{2} \phi_{\alpha}), \quad (D4) \]

where \( \pi = (\rho^2 V/h)e^{-4G_s(0,0,0)} \). Here and in the following we use the notation \( G_{\alpha \beta}(x, \tau) = \langle \phi_{\alpha}(x, \tau) \phi_{\beta}(0,0) \rangle = G_s(x, \tau) \delta_{\alpha \beta} \), and similarly for \( \phi_c \) fields. We notice that the off-diagonal part of the correlation function is zero, \( G_{00} \equiv 0 \), since we omitted the forward scattering term [cf. Eqs. (11) and (18)].

At quadratic order, we obtain
\[ \Gamma^{(V)}_2 = - \pi^2 \sum_\alpha \sum_{j = \pm 1} \int dx \, \tau \, dr \cos[\sqrt{2} \phi_{\alpha}(x, \tau) + j \sqrt{2} \phi_{\alpha}(x, \tau')]. \quad (D5) \]

The most relevant contribution from the latter term is
\[ \Gamma^{(V)}_2 = 4 \pi^2 \sum_\alpha \int dx \, \tau \cos[\sqrt{2} \phi_{\alpha}(x, \tau)] \cos[\sqrt{2} \phi_{\alpha}(x, \tau')]. \quad (D6) \]

where
\[ \tilde{a}_1 = \int \int \cos[\sqrt{2} \phi_{\alpha}(x, \tau)] \cos[\sqrt{2} \phi_{\alpha}(x, \tau')]. \quad (D7) \]
\[ \tilde{a}_2 = \int \int \cos[\sqrt{2} \phi_{\alpha}(x, \tau)] \cos[\sqrt{2} \phi_{\alpha}(x, \tau')]. \quad (D8) \]

At one-loop order, we do not need the behavior of \( G_s \) at large distances, and thus it is sufficient to use [see Eq. (24)]
\[ G_s(x, \tau) = - \frac{K_s}{4} \ln[c^2 m^2 (x^2 + v_s^2 \tau^2 + a^2)], \quad (D9) \]

The lowest order term in \( D_b \) is
\[ \Gamma^{(B)}_1 = - B \sum_{\alpha, \beta} \int dx \, \tau \cos[\sqrt{2} \phi_{\alpha}(x, \tau) - \sqrt{2} \phi_{\beta}(x, \tau')] \cos[\sqrt{2} \phi_{\alpha}(x, \tau)] \cos[\sqrt{2} \phi_{\beta}(x, \tau')]. \quad (D12) \]

where \( B = 4 \rho^2 D_b e^{-2G_s(0,0,0)} - 2G_s(0,0,0) \). After performing the gradient expansion, the most relevant contributions are
\[ \Gamma^{(B)}_1 = - B \sum_{\alpha, \beta} \int dx \, \tau \cos[\sqrt{2} \phi_{\alpha}(x, \tau) - \sqrt{2} \phi_{\beta}(x, \tau')] \cos[\sqrt{2} \phi_{\alpha}(x, \tau)] \cos[\sqrt{2} \phi_{\beta}(x, \tau')]. \quad (D13) \]
Here

\[ \bar{a}_3 = \int d\tau \left[ e^{2G_c(0,\tau) - 2G_s(0,\tau)} - 1 \right], \quad (D14) \]
\[ \bar{a}_4 = \int d\tau^2 \left[ e^{2G_c(0,\tau) + 2G_s(0,\tau)} - 1 \right]. \quad (D15) \]

In the following we use

\[ G_c(x, \tau) = -\frac{K_c}{4} \ln[e^3 \tau^2 + v_c^2 + a^2], \quad (D16) \]
[see Eq. (21)] and the deviation around \( K_c = 2 \) introduced as

\[ \delta_c = K_c - 2. \quad (D17) \]

We then easily obtain in the leading order

\[ \bar{a}_3 = -\frac{v_s \lambda}{cm v_c^2}, \quad \bar{a}_4 = -\frac{\lambda}{(cm)^3 v_c^2 v_s}. \quad (D18) \]

where we safely set \( \delta_c = 0 \) at one-loop order.

Finally, we need the term produced by the product of \( S_B \) and \( S_V \) in \( \Gamma_2 \). The formal expression is obtained from Eq. (27) and takes the form

\[ \Gamma_2^{(V)} = -\frac{1}{\hbar^2} (S_V(\varphi + \chi)S_B(\varphi + \chi))_\chi + \Gamma_1^{(V)} \Gamma_1^{(B)}. \quad (D19) \]

Here we do not account for the last term in Eq. (27) that makes the expression to be one-particle irreducible, which is not important for our purpose. After a straightforward evaluation we obtain

\[ \Gamma_2^{(V)} = \frac{\mathcal{V}B}{2} \sum_{\alpha} \int dx d\tau d\tau' d\tau'' \cos[\sqrt{2}\varphi_{\alpha\alpha}(x, \tau) - \sqrt{2}\varphi_{\alpha\alpha}(x, \tau')] \left\{ 8 \cosh[4G_s(x'', \tau'')] - 8 \right\} \]

\[ + e^{2G_s(0, \tau_1 - \tau_2)} - 2G_s(0, \tau_1 - \tau_2) \left\{ -2 \cos[\sqrt{2}\varphi_{\alpha\alpha}(x, \tau) + \sqrt{2}\varphi_{\alpha\alpha}(x, \tau')] \cos[\sqrt{8}\varphi_{\alpha\alpha}(x'', \tau'')] \right\} \]

\[ + \sum_{j=\pm 1} e^{-4jG_s(x-z''', \tau_1 - \tau_2) + 2G_s(0, \tau_1 - \tau_2)} \left\{ - \cos[\sqrt{2}\varphi_{\alpha\alpha}(x, \tau) - \sqrt{2}\varphi_{\alpha\alpha}(x, \tau')] \cos[\sqrt{8}\varphi_{\alpha\alpha}(x'', \tau'')] \right\} \]

\[ + e^{-4G_s(x-z''', \tau_1 - \tau_2)} + 4G_s(x-z''', \tau_1 - \tau_2) \cos[\sqrt{2}\varphi_{\alpha\alpha}(x, \tau) - \sqrt{2}\varphi_{\alpha\alpha}(x, \tau') + \sqrt{8}\varphi_{\alpha\alpha}(x'', \tau'')] \right\} \}

\[ + 2\mathcal{V}B \sum_{j=\pm 1} \sum_{\alpha\beta} \int dx d\tau d\tau' d\tau'' \cos[\sqrt{2}\varphi_{\alpha\alpha}(x, \tau) - \sqrt{2}\varphi_{\alpha\beta}(x, \tau')] \]

\[ \times \cos[\sqrt{2}\varphi_{\beta\beta}(x, \tau')] \cos[\sqrt{2}\varphi_{\alpha\alpha}(x, \tau) + j\sqrt{8}\varphi_{\alpha\alpha}(x'', \tau'')] \left[ e^{-4jG_s(x-z''', \tau_1 - \tau_2)} - 1 \right]. \quad (D20) \]

After the gradient expansion, we find that the one-replica part does not renormalize \( \cos(\sqrt{8}\varphi_{\alpha\alpha}) \) operator, but renormalizes the parameters in the quadratic part of the action. However, this change is of higher order and thus neglected here. The only contribution arises from the two-replica term at \( j = -1 \),

\[ \Gamma_2^{(V)} = 2\mathcal{V}B \bar{a}_5 \sum_{\alpha\beta} \int dx d\tau \cos[\sqrt{2}\varphi_{\alpha\beta}(x, \tau)] \cos[\sqrt{2}\varphi_{\alpha\beta}(x, \tau')] \cos[\sqrt{2}\varphi_{\alpha\alpha}(x, \tau) + \ldots], \quad (D21) \]

where

\[ \bar{a}_5 = \int dx d\tau \left[ e^{4G_s(x, \tau)} - 1 \right]. \quad (D22) \]

The leading order term is

\[ \bar{a}_5 = -\frac{\pi \lambda}{(cm)^2 v_s}. \quad (D23) \]
Collecting the above terms, for the model (D1) we obtain the effective action

$$
\Gamma = \sum_\alpha \int dxdt \left\{ \frac{v_c}{2\pi K_c} \left[ (\partial_x \varphi_{c\alpha})^2 + m^2 (\varphi_{c\alpha})^2 \right] + \left[ \frac{1}{2\pi K_c v_c} + \frac{\mathcal{B}}{2} \right] \left( \partial_x \varphi_{c\alpha} \right)^2 \right\}
+ \sum_\alpha \int dxdt \left\{ \frac{v_s}{2\pi K_s} \left[ (\partial_x \varphi_{s\alpha})^2 + m^2 (\varphi_{s\alpha})^2 \right] + \left[ \frac{1}{2\pi K_s v_s} + 4\pi^2 \lambda_s \right] \left( \partial_x \varphi_{s\alpha} \right)^2 \right\}
- (\mathcal{B} - 2\mathcal{B} \gamma d) \sum_{\alpha \beta} \int dxdy \cos(\sqrt{2} \varphi_{c\alpha}(x,\tau) - \sqrt{2} \varphi_{c\alpha}(x,\tau')) \cos(\sqrt{2} \varphi_{s\beta}(x,\tau) - \sqrt{2} \varphi_{s\beta}(x,\tau'))
+ \left( 2\gamma - \frac{\mathcal{B}}{2} \right) \sum_\alpha \int dxdt \cos(\sqrt{8} \varphi_{s\alpha}).
$$

(D24)

The effective action (D24) contains divergent contributions in the limit $ma \to 0$. They can be absorbed by defining the renormalized parameters, denoted by the superscript $\mathcal{R}$, introduced by the relations

$$
K_c = Z_0 K_{c\mathcal{R}}, \quad \delta_c = Z_0 (2 + \delta_{c\mathcal{R}}) - 2, \quad (D25)
K_s = Z_1 K_{s\mathcal{R}}, \quad \delta_s = Z_1 (1 + \delta_{s\mathcal{R}}) - 1, \quad (D26)
$$
$$
v_c = Z_0 v_{c\mathcal{R}}, \quad v_s = Z_2 v_{s\mathcal{R}}, \quad (D27)
D = Z_B D_{\mathcal{R}}, \quad y = Z_V y_{\mathcal{R}}, \quad (D28)
$$
where the dimensionless parameters measuring the disorder strength $D$ and the running coupling $y$ are defined as

$$
D = \frac{8\pi \rho_0^2 a^2 D_0}{v_c^2}, \quad y = \frac{4\pi \rho_0^2 a^2 V}{h \nu_s}.
$$

(D29)

The $Z$-factors depend on the renormalized quantities, while the only dependence on $m$ is through $\lambda$. These factors are found by requiring that the effective action expressed in terms of the renormalized quantities does not have divergent terms. At the lowest order we obtain

$$
Z_0 = 1 - \frac{v_{c\mathcal{R}}}{2 v_{c\mathcal{R}}} D_{\mathcal{R}} \lambda, \quad Z_1 = 1 - \frac{1}{4} \left( y_{c\mathcal{R}}^2 + D_{\mathcal{R}} \right) \lambda, \quad (D30)
$$
$$
Z_2 = 1 - \frac{1}{4} D_{\mathcal{R}} \lambda, \quad Z_B = 1 - \frac{1}{2} (\delta_{c\mathcal{R}} + \delta_{s\mathcal{R}} + y_{\mathcal{R}}) \lambda, \quad (D31)
$$
$$
Z_V = 1 - \left( \frac{D_{\mathcal{R}}}{2 y_{\mathcal{R}}} + \delta_{s\mathcal{R}} \right) \lambda. \quad (D32)
$$

The renormalization group scaling equations are now easily obtained by the requirement that the derivative of the bare couplings with respect to the scale $\ell = -\ln m$ nul-lify. Recalling Eqs. (D17) and (D10), it yields

$$
\frac{d\delta_{c\mathcal{R}}}{d\ell} = -\frac{2v_{c\mathcal{R}}}{v_{c\mathcal{R}}} D_{\mathcal{R}}, \quad \frac{d\delta_{s\mathcal{R}}}{d\ell} = -\frac{1}{2} (y_{c\mathcal{R}}^2 + D_{\mathcal{R}}), \quad (D33)
$$
$$
\frac{dv_{c\mathcal{R}}}{d\ell} = \frac{v_{c\mathcal{R}}^2}{v_{c\mathcal{R}}} D_{\mathcal{R}}, \quad \frac{dv_{s\mathcal{R}}}{d\ell} = -\frac{v_{s\mathcal{R}}}{2} D_{\mathcal{R}}, \quad (D34)
$$
$$
\frac{dy_{\mathcal{R}}}{d\ell} = (2 - 2K_{c\mathcal{R}}) y_{\mathcal{R}} - D_{\mathcal{R}}, \quad (D35)
$$
$$
\frac{dD_{\mathcal{R}}}{d\ell} = (3 - K_{c\mathcal{R}} - K_{s\mathcal{R}} - y_{\mathcal{R}}) D_{\mathcal{R}}, \quad (D36)
$$

where

$$
K_{c\mathcal{R}} = 2 + \delta_{c\mathcal{R}}, \quad K_{s\mathcal{R}} = 1 + \delta_{s\mathcal{R}}. \quad (D37)
$$

Equations (D23)-(D26) are in agreement with the ones derived by a different method in Ref. 2 and given by Eqs. (119)-(122), provided one expands the right-hand side of Eqs. (119) and (120) at the lowest order. This is achieved by setting $K_c = 2$ and $K_s = 1$. We also notice that Ref. 2 uses $\rho_2 = 1/(2\pi\alpha)$. In this case, the definitions in Eqs. (D29) and (123) coincide.

In the special case of no rung coupling ($V = 0$), the model (D1) describes two decoupled bosonic systems exposed to the same disorder. Thus, it is important to verify that the effective action (D24) for the model (D1) in this special case coincides with the one-loop effective action of the model given by Eqs. (13) and (12). In the present case, we study two decoupled system, each of them described by the latter model. This is directly seen from Eq. (112) at $V = 0$. However, the present calculation uses different degrees of freedom, Eqs. (114) and (115). Since $\gamma = 0$, the only nontrivial part of the effective action that is nonzero is $I_1^{(0)}$, see Eq. (D13). Also, $V = 0$ implies $K_c = K_s = 0$, and $v_c = v_s$, see Eqs. (117) and (118). Therefore, $\bar{\alpha}_3 = 0$, as now becomes obvious from Eq. (D14). Thus, unlike in the case $V \neq 0$ where the disorder affects the rung coupling, at $V = 0$ the disorder can not generate the rung coupling, which is expected. This is not possible to observe from the scaling equations of Ref. 2 or Eqs. (D33)-(D36), since they are obtained by accounting for the deviations around $K_c = 2$ and $K_s = 1$, which is the asymmetry between charge and spin degrees of freedom introduced in the renormalization procedure. At $V = 0$, we must treat them symmetrically accounting for the deviation around $K_c = K_s = K = 3/2$. However, this does not change the value of $\alpha_4$ [see Eq. (D15)], which is controlled by $K_c + K_s$ that has the same value in both cases $V = 0$ and $V \neq 0$.

The effective action in the case $V = 0$ has the form (D24), provided one sets there $\gamma = 0$ and $\bar{\alpha}_3 = 0$. The parameters $K_c$ and $K_s$ are renormalized in the same way. Also $v_c$ and $v_s$. The divergent contributions are absorbed...
by the renormalized parameters

\[ K_c = K_s = \tilde{Z}_0 K_R, \quad \delta_c = \delta_s = \tilde{Z}_0 \left( \frac{3}{2} + \delta_R \right) - \frac{3}{2}, \]  

\[ \nu_c = \nu_s = \tilde{Z}_0 v_R, \quad \mathcal{D} = \tilde{Z}_R \mathcal{D}_R. \]  

At the lowest order we then find

\[ \tilde{Z}_0 = 1 - \frac{3}{8} \mathcal{D}_R \lambda, \quad \tilde{Z}_R = 1 - \delta_R \lambda. \]  

It leads to the renormalization group equations

\[ \frac{d\delta_R}{dt} = -\frac{9}{8} \mathcal{D}_R, \quad \frac{d}{dt} \left( \frac{v_R}{K_R} \right) = 0, \]  

\[ \frac{d\mathcal{D}_R}{dt} = (3 - 2K_R) \mathcal{D}_R, \]  

where

\[ K_R = \frac{3}{2} + \delta_R. \]  

Those equations are equivalent at one-loop order to the ones derived earlier [Eqs. (54) and (55)] if one accounts for the difference in the definition of the dimensionless disorder strength for the two cases in Eqs. (10) and (29).
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