Improvement of Self-Predictive Incremental Conductance Algorithm with the Ability to Detect Dynamic Conditions
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Abstract: This paper presents a new version of the incremental conductance algorithm for more accurate tracking of the maximum power point (MPP). The modified algorithm is called self-predictive incremental conductance (SPInC), and it recognizes the operational region. It is capable of detecting dynamic conditions, and it detects sudden changes in power resulting from changes in the intensity of radiation or temperature. By selecting the appropriate step size, it obtains maximum power from the panel at any moment. The improved algorithm reduces output power ripple and increases the efficiency of the system by detecting the operating area and selecting the appropriate step size for each region. The SPInC algorithm divides the system’s work areas into three operating zones. It calculates the size of the appropriate step changes for each region after identifying the regions, which allows for more accurate tracking of the MPP and increases the system efficiency at a speed equal to the speed of the conventional method. These additional operations did not result in a system slowdown in the tracking maximum power. According to the MATLAB/Simulink simulation results, the SPInC algorithm is more efficient than conventional InC, and the ripple output power is reduced. SPInC is also compared to the improved perturb and observe (P&O) algorithm. In general, SPInC can compete with the popular algorithms that have been recently proposed for MPPT in the other researches.
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1. Introduction

In recent years, most developed countries have been using renewable energy sources to supply their energy. These sources include wind energy, geothermal energy, biomass, and, most importantly, solar energy. The amount of solar energy that the Earth receives in a single day is several times the annual energy consumption of everyone on Earth [1]. This has led to an increase in the installation of photovoltaic systems. The advantage of solar energy over other renewable energies is its stability and availability in most places [2]. Furthermore, photovoltaic arrays are suitable for most applications because they do not produce air pollutants and have low maintenance costs [3,4]. Currently, the most significant obstacle to the commercialization of photovoltaic systems is the high cost of the initial investment. In order to reduce the ratio of output power to the unit cost, photovoltaic arrays must generate the maximum power. One of the ways to maximize power from photovoltaic arrays is to use maximum power point tracking (MPPT) algorithms [5–7].

To maximize power from photovoltaic arrays, many MPPT techniques have been developed, the most popular being hill climbing (HC), perturb and observe (P&O), and
incremental conductance (InC) algorithms. In addition to these three methods, the open-circuit voltage tracking algorithm and the short-circuit algorithm were also proposed. However, since the accuracy of these two methods in tracking the maximum power point is low, they were not given much attention [8,9]. The reason for the popularity of the HC algorithm is its simplicity and easy implementation. In this method, the power value is continuously compared to the previous value, and according to the result of the two power comparisons, the value of the step size changes is determined for each moment until the maximum power point is detected and then starts to oscillate around this point [10,11]. As the name of the perturbation and observation (P&O) algorithm implies, the algorithm perturbs $V_{pv}$ and observes the effect of this change on the output power of the photovoltaic system. This method is extensively used in MPPT because it is uncomplicated, and it requires only measurements of $V_{pv}$ and $I_{pv}$. The disadvantage of P&O is that if the irradiance changes quickly, the tracking path will deviate significantly, and, subsequently, the losses will increase [12–14]. The InC technique operates according to the slope of the $P-V$ curve. It has the advantage of traceability accuracy and low oscillation around the MPP for maximum power point tracking. However, this algorithm is more complicated than the P&O method due to the division operations in its structure [15–17]. The step size in all of these algorithms is constant, and its precise determination is important, because the small size of the step decreases the speed of the MPP tracking, and its large size increases the oscillations around the MPP. To solve this problem, the authors implemented many ideas by modifying common algorithms [18–20], for example, the developed P&O algorithm [21] and the modified InC method [22], the self-adaptive incremental conductance algorithm [23], the low-cost improved incremental conductance algorithm [17], etc. In all of these methods, by improving the performance of the system under steady-state conditions, the performance of the system under dynamic conditions is reduced. To solve this problem, optimization tools, such as the spider monkey algorithm and the fuzzy logic control algorithm [24,25], as well as other methods, have been developed [26–35]. However, these methods complicate system computations and, as a result, reduce tracking speed. For this reason, the development of tracking algorithms is of great importance.

In this paper, a new version of the self-predictive incremental conductance (SPInC) algorithm is presented. The SPInC algorithm recognizes the operational region and is also capable of detecting dynamic conditions. In addition, it detects sudden changes in power caused by changes in the intensity of radiation or temperature. By selecting the appropriate step size, it receives the maximum power from the panel at any moment. The improved algorithm reduces output power ripple and increases the efficiency of the system by detecting the operating area and selecting the appropriate step size for each region. The SPInC algorithm divides the system’s work areas into three operating zones. It calculates the size of the appropriate step changes for each region after identifying each region, which allows for more accurate tracking of the MPP and increases the system efficiency at a speed equal to the speed of the conventional method. These additional operations have not resulted in system slowdown in tracking maximum power. Furthermore, system implementation is simplified by removing the division operations from the conventional algorithm structure extracted from [17]. Thus, SPInC is a good tool to determine the maximum power point, with higher efficiency and lower oscillation around the MPP than other methods. The simulation results show the competence of the SPInC algorithm.

This paper consists of six sections: first, the PV system is introduced, which includes PV modeling and introducing the DC/DC converter structure; in the third section, the conventional InC and the free-division InC are discussed, and in the fourth section, the proposed SPInC is comprehensively explained; Section 5 shows the simulation results, in which the SPInC is compared with the conventional InC and proposed P&O; the sixth section is the conclusion.
2. PV system Configuration

2.1. PV Modeling

A photovoltaic cell is modeled in Figure 1. Equations (1) and (2) show the relationship between voltage and current for a photovoltaic cell. The PV module for this research is Green Energy Technology GET-100A-1.

\[ I = I_{PV} - I_{O} \left[ \exp \left( \frac{V + R_s I}{V_{t} a} \right) - 1 \right] - \frac{V + R_s I}{I} \]  (1)

\[ V_t = \left( \frac{kTN_s}{q} \right) \times \ln \left( \left( \frac{I}{I_0} \right) + 1 \right) \]  (2)

Figure 1. Photovoltaic module characteristic.

According to Equations (1) and (2), we can determine the effects of radiation intensity and temperature [3]. Table 1 shows the specifications of the PV module at 25 °C and 1000 W/m² and defines the variables used in the Equations (1) and (2).

| Parameters                        | Label | Value  |
|-----------------------------------|-------|--------|
| Short circuit current             | I_{SC}| 1.62 A |
| Open circuit voltage              | V_{OC}| 96.2 V |
| Current at P_{max}                | I_{MPP}| 1.35 A |
| Voltage at P_{max}                | V_{MPP}| 74.2 V |
| Maximum power                     | P_{MPP}| 100.17 W |
| V_{OC} coef. of temperature       | K_{V}| -0.39 V/°C |
| I_{SC} coef. of temperature       | K_{I}| 0.11 A/°C |
| Cells per module                  | N_{cell}| 106    |

2.2. Boost Converter

The structure of the boost converter is shown in Figure 2. The relationship between the input and output voltage in this converter is shown in Equation (3) [15]. To calculate the size of the converter’s inductor, it should be considered that the small size of the inductor generates large ripples in the voltage and current. The large inductor increases the converter losses, so the inductor should be large enough to have an acceptable voltage and current ripple rate [16]. The switching frequency for this research is 5 kHz.

\[ \frac{dV_{out}}{dt} = \frac{(1 - D) I_L}{C} - \frac{V_c}{RC} \]  (3)

\[ \frac{dI_L}{dt} = \frac{V_{in} - V_{out}(1 - D)}{L} \]  (4)

where I_L, V_{in}, and V_{out} are input current, input voltage, and output voltage of the boost converter, respectively and D is duty ratio. R, C, L are load resistance, output capacitor and input inductor L, respectively.
3. MPPT

The structures of the conventional InC and free division InC are discussed below.

3.1. Conventional InC Algorithm

The basis of the InC algorithm is formed by the $P-V$ curve slope [7]:

Where $P, V, I$ are the output power and voltage and current, respectively, and $\Delta I$ and $\Delta V$ are the current and voltage changes, respectively.

\[
\frac{dP}{dv} = 0 \quad \text{at MPP} \tag{5}
\]

\[
\frac{dP}{dv} > 0 \quad \text{Left to MPP} \tag{6}
\]

\[
\frac{dP}{dv} < 0 \quad \text{Right to MPP} \tag{7}
\]

Since

\[
\frac{dP}{dv} = \frac{d(vi)}{dv} = I + v\left(\frac{dI}{dv}\right) \tag{8}
\]

Then

\[
\frac{\Delta I}{\Delta v} = -\frac{I}{v} \quad \text{at MPP} \tag{9}
\]

\[
\frac{\Delta I}{\Delta v} > -\frac{I}{v} \quad \text{Left to MPP} \tag{10}
\]

\[
\frac{\Delta I}{\Delta v} < -\frac{I}{v} \quad \text{Right to MPP} \tag{11}
\]

3.2. Free-Division InC Algorithm

The incremental conductance algorithm was improved by removing divide operations from the algorithm structure [17]:

\[
\Delta I \cdot v + I \cdot \Delta v = 0 \quad \text{at MPP} \tag{12}
\]

\[
\frac{\Delta I \cdot v + I \cdot \Delta v}{\Delta v} > 0 \quad \text{Left to MPP} \tag{13}
\]

\[
\frac{\Delta I \cdot v + I \cdot \Delta v}{\Delta v} < 0 \quad \text{Right to MPP} \tag{14}
\]

Finally,

\[
\Delta I \cdot v + I \cdot \Delta v = 0 \quad \text{at MPP} \tag{15}
\]

\[
\Delta I \cdot v + I \cdot \Delta v > 0 \quad \&\& \quad \Delta v > 0 \quad \text{left to MPP} \tag{16}
\]

\[
\Delta I \cdot v + I \cdot \Delta v > 0 \quad \&\& \quad \Delta v < 0 \quad \text{Right to MPP} \tag{17}
\]

\[
\Delta I \cdot v + I \cdot \Delta v < 0 \quad \&\& \quad \Delta v < 0 \quad \text{Left to MPP} \tag{18}
\]

\[
\Delta I \cdot v + I \cdot \Delta v < 0 \quad \&\& \quad \Delta v > 0 \quad \text{Right to MPP} \tag{19}
\]
4. Improved Self-Predictive InC

The system considered in this article is illustrated in Figure 3. A boost converter was used for the DC-to-DC converter. The improved MPPT method is a combination of the free-division incremental conductance algorithm and a self-predictive step-size correction algorithm. In general, in SPInC, the implementation of the algorithm is simplified by eliminating the division operation and, being able to determine the operating region, determining the appropriate step size for each region and detecting radiation changes. The improved algorithm first determines the operating region. In general, the algorithm divides the operating areas into three modes: the MPPT region, the normal region, and dynamic conditions. If the slope of the $P-V$ curve is too low, the algorithm departs from the normal work area and enters the MPPR. In this area, the slope of the $P-V$ curve is too low, and the algorithm reduces output power ripple by changing the step size after detecting the MPPR. However, if the power changes increase, the algorithm detects the dynamic state entry and then resized $\Delta d$ so that the maximum new power point can be detected faster.

![Figure 3. Complete schematic of a photovoltaic system with a boost converter.](image)

The flowchart of the SPInC algorithm is shown in Figure 4. In general, SPInC initially checks the condition to enter the dynamic condition. For this purpose, the initial value of $\Delta P_{\text{max}}$ is considered equal to $\Delta P_{\text{maxi}}$. $\Delta P_{\text{max}}$ is the maximum power change value. $\Delta P_{\text{max}}$ should not be too large, as its large size prevents the algorithm from detecting some changes in radiation and temperature. Its small value makes the system overly sensitive and constantly detects dynamic conditions. considering these two conditions, $\Delta P_{\text{max}}$ is equal to the appropriate coefficient of the power value. If $\Delta P_{\text{max}}$ is not greater than $\Delta P$, it means that the power changes are greater than normal; therefore, the algorithm detects the dynamic conditions, and by selecting a larger $\Delta d$, the maximum power point tracking time is reduced. The $\Delta P_{\text{max}}$ value is also considered twice the initial value to cover the changes. The algorithm uses the slope of the $P-V$ curve to detect two other regions. If the slope of the $P-V$ curve is greater than 0.005, it means that the power is very different from the maximum power point. Thus, the system is in the normal region, and SPInC uses the $\Delta d_{\text{Normal}}$ for MPPT, which must be large enough to ensure that the tracking speed does not decrease. The algorithm continues tracking to reach the maximum power region. If the slope of the $P-V$ curve is less than 0.005, the system has entered the MPPR. In this region, due to the proximity of the maximum point power, a smaller $\Delta d$ than the normal value is selected. In the MPPR, due to the small slope of the $P-V$ curve, the power difference of any point in this region with the maximum power value is very small; thus, the algorithm must track the maximum power point with a smaller $\Delta d$ for more accurate tracking. Therefore, SPInC reduces $\Delta d$ by 75% immediately after reaching the MPPR, which reduces the size of the fluctuations by 75%. Then, the algorithm goes to the next iteration, and if the system is still in the MPPR due to the dependence of $\Delta d$ on the $\Delta P$ value and because $\Delta P$ in this area...
is small, the step size in this area will be smaller in each tracking iteration. The following section explains how to identify each of these conditions.

4.1. Detection of MPP Region (MPPR)

The MPPR is a small area in the $P-V$ curve where the power size of each point in this region has very minute differences to the maximum power. If the slope of the $P-V$ curve falls below 0.005, the algorithm enters the MPPR. Otherwise, the algorithm is in the normal region. Equation (20) is obtained by changing Equation (21). The division operation in Equation (20) is omitted. The slope of the $P-V$ curve at the MPP is equal to zero; according to Equation (21), the slope of the $P-V$ curve at the MPPR is very low, so this region is a good approximation of the MPP. Figure 5 shows the different operating areas for different conditions.
radiation intensities. According to Figure 5, the boundary condition (20) continuously forces the system to oscillate near the MPP.

\[
|\Delta P| \leq 0.005 |\Delta V| \quad (20)
\]

\[
\frac{|\Delta P|}{|\Delta V|} \leq 0.005 \quad (21)
\]

where \(\Delta P\) and \(\Delta V\) are the output power and voltage changes, respectively.

\[\quad\]

Figure 5. Maximum power point region (MPPR) and normal regions under irradiance change at 25 °C.

4.2. Step Size Determination

The step size for the normal region is calculated from Equation (22). According to this equation, the step size has an exponential relation with the value of the power changes at any moment. However, at the MPPR, due to its proximity to the MPP, the step size must be smaller than the normal region to reduce the output power ripple and track the maximum power point more accurately. In this region, the algorithm determines the step size according to Equation (23):

\[
\Delta d_{\text{Normal}} = A \times \left( e^{B \times \Delta P} \right) \quad (22)
\]

\[
\Delta d_{\text{MPPR}} = 0.25 \times A \times \left( e^{B \times \Delta P} \right) \quad (23)
\]

where \(A\) and \(B\) are positive scalar and are obtained by the trial-and-error method, 0.02 is the most appropriate value for \(A\), and 0.1 is the most appropriate value for \(B\). \(\Delta d_{\text{Normal}}\) and \(\Delta d_{\text{MPPR}}\) are the step size of the normal region and the MPPR, respectively.

4.3. Detection of Dynamic Conditions

SPInC uses \(\Delta P_{\text{max}}\) to detect power sudden changes. The initial value of \(\Delta P_{\text{max}}\) is determined by the following equation:

\[
\Delta P_{\text{max}} = 0.05 \times P \quad (24)
\]

where \(P\) is the output power of the panel. The \(\Delta P_{\text{max}}\) value changes during the simulation. During the simulation to detect sudden changes in radiation, the algorithm continuously checks \(\Delta P_{\text{max}} < \Delta P\). If the condition \(\Delta P_{\text{max}} < \Delta P\) is met, the algorithm enters the dynamic condition, and the radiation rate changes suddenly. Therefore, in order for the system to be able to detect the new MPPs faster, \(\Delta d\) must be increased. The following changes in \(\Delta d\) and \(\Delta P_{\text{max}}\) size are made for faster detection of the new MPP:

\[
\Delta d_{\text{Dynamic}} = 2 \times A \times \left( e^{B \times \Delta P} \right) \quad (25)
\]
\[ \Delta P_{\text{max}} = 2 \times \Delta P_{\text{maxi}} \]  
(26)

\(\Delta d_{\text{Dynamic}}\) and \(\Delta P_{\text{maxi}}\) are the step size of dynamic condition and initial value of \(\Delta P_{\text{max}}\), respectively. \(A\) and \(B\) are positive scalar.

Figures 6 and 7 show the performance of two algorithms for dynamic conditions. Figure 6 is at a constant temperature of 25 \(^\circ\)C and shows the performance of the system under conditions of decreasing radiation intensity from 0.95 to 0.8 kW/m\(^2\). For both algorithms, the operating point starts from the start point and finally reaches the maximum power of each radiation, as shown in Figure 6. For the SPInC algorithm, it correctly traces the path and reaches the MPP due to the correct \(\Delta d\) selection, but in the conventional InC algorithm, it follows path 2 and then reaches the MPP by following path 3. As shown in Figure 6, with decreasing radiation intensity, SPInC traces the correct path without error and reaches the new MPP, but the conventional method first loses the tracking path and follows path 2, and after finding the correct path, it reaches the new MPP. Figure 7 shows the performance of the two algorithms at constant radiation intensity of 1000 W/m\(^2\) and variable temperature. In Figure 7, the temperature is first assumed to be 15 \(^\circ\)C and then increases to 35 \(^\circ\)C. As the temperature increases, the conventional InC loses the right tracking path, but SPInC traces the MPP without error.

![Figure 6. P–V curve for a sudden decrease in irradiance.](image)

![Figure 7. P–V curve for a sudden increase in temperature.](image)

5. Simulation Results

The results of the simulation were obtained with MATLAB/Simulink software. The PV module used in this study is Green Energy Technology GET-100A-1. The PV array was formed by connecting a module in series and a module in parallel. Figure 8 shows the conditions for the first part of the simulation, according to which 25 \(^\circ\)C was selected for both methods, and the simulation was performed at five different radiation intensities of 800, 850, 900, 950, and 1000 W/m\(^2\). Figure 8 shows the radiation changes in Figures 9–11. Figures 9–11 show the output power for the proposed SPInC and conventional InC algorithms and proposed P&O algorithm in [36], respectively. \(F_{sw} = 5\) kHz.
According to Figures 9–11, it can be concluded that in different radiations, all three algorithms, namely, the conventional InC, SPInC, and the proposed P&O, detected maximum
peak power at a good speed but with different accuracies. Figures 9–11 show the output power of the system for five different levels of radiation in a transient and steady state for SPInC and the conventional InC and proposed P&O algorithm, respectively. According to Table 2, the efficiency of SPInC for all radiation intensities is higher than that of the conventional InC and proposed P&O methods, and the output power ripple for SPInC is lower than that of the conventional InC and proposed P&O methods. In general, the SPInC algorithm accurately detects the maximum power point, and, at all moments, has higher efficiency and less power ripple than the conventional InC. Furthermore, the SPInC algorithm does not lose the tracking path due to the selection of the appropriate \( \Delta d \) at any given moment. However, in the conventional case, according to the simulation results, the algorithm lost the tracking path and found the correct path after several iterations. Table 2 compares the performance of the three algorithms for different radiations at a constant temperature.

Table 2. Comparison of performance indicators of the SPInC and InC methods under irradiance changes.

| Irradiance  | 1000 (W/m\(^2\)) | 950 (W/m\(^2\)) | 850 (W/m\(^2\)) |
|-------------|-------------------|-------------------|-------------------|
| Performance Parameters | SPInC [36] | InC | SPInC [36] | InC [36] | SPInC | InC [36] |
| Output power (W) | 98.981 | 97.22 | 98.5 | 94.097 | 93 | 93.5 | 81.292 | 80 | 80.7 |
| Output power ripple (W) | 0.005 | 0.4 | 0.15 | 00.004 | 0.021 | 0.14 | 0.0003 | 0.25 | 0.12 |
| MPPT efficiency % | 98.81 | 97.05 | 98.33 | 98.53 | 97.38 | 97.9 | 94.39 | 92.89 | 93.7 |

Figure 12 shows the conditions for the second part of the simulation. For the three methods, radiation intensity 1000 W/m\(^2\) was selected, and simulations were performed at three different temperatures, 15, 35, and 25 °C. Figure 12 shows the temperature changes in Figures 13–15. Figures 13–15 show the output power for the SPInC and conventional InC and proposed P&O algorithms, respectively.

Table 3 compares the energy generated by the three algorithms for the power output under the radiation changes in Figure 8.

Table 3. Energy generated as a function of MPPT technique and irradiance input.

| MPPT Technique | Value |
|----------------|-------|
| SPInC          | 417.199 J |
| InC            | 411.22 J |
| [36]           | 415 J   |
According to Figures 13–15, it can be concluded that in temperature changes, all three techniques, namely, conventional InC, SPInC and the proposed P&O method, detected the maximum power point at a good speed but with different accuracies. Figures 13–15 show the output power of the system for three different temperatures in a transient and steady state for SPInC and the conventional and proposed P&O algorithms, respectively. According to Table 4, the SPInC output for all three temperatures is higher than the conventional InC and proposed P&O algorithm, and the output power ripple for the SPInC is lower than that for the conventional InC and proposed P&O methods. In general, the SPInC algorithm accurately detects the maximum power point, and at all moments, it has higher efficiency and less power ripple than the conventional InC. Furthermore, the SPInC algorithm does not lose the tracking path due to selection of the appropriate $\Delta$ at any time. However, in the conventional InC, according to simulation results, for example, at $t = 0.8$ s, the algorithm loses the tracking path and finds the correct path after several iterations. Table 4 compares the performance of the three algorithms for different temperatures in constant irradiation.
Table 4. Comparison of performance indicators of the SPInC and InC methods under temperature changes.

| Temperature  | 15°C  | 25°C  | 35°C  |
|--------------|-------|-------|-------|
| Performance Parameters | SPInC | InC  | SPInC | InC  | SPInC | InC  |
| Output power (W) | 102.05 | 98.7  | 101.4 | 98.981 | 97.22 | 98.55 |
| Output power ripple (W) | 0.005 | 0.35  | 0.16  | 0.005 | 0.4  | 0.15  |
| MPPT efficiency % | 98.3  | 95    | 97.68 | 98.81 | 97   | 98.38 |

Table 5 compares the energy generated by the three algorithms for the power output under the temperature changes in Figure 12. In Table 6, the SPInC method is compared with several valid articles. According to the results, SPInC has a lower power ripple and higher efficiency. Furthermore, system implementation is simplified by removing the division operations from the algorithm structure. The results show that SPInC is able to compete with the modified algorithms presented in recent popular articles.

Table 5. Energy generated as a function of MPPT technique and temperature input.

| MPPT Technique | Value    |
|----------------|----------|
| SPInC          | 276.503 J|
| InC            | 271.38 J |
| [36]           | 275.28 J |

Table 6. Comparison between the SPInC technique and several valid articles.

| Work | Power Rating | Converter Type | Fsw | MPPT Technique | Power Oscillations | Efficiency |
|------|--------------|----------------|-----|----------------|--------------------|------------|
| Inc  | 100 W        | Boost          | 5 kHz | Traditional InC | 0.4 W (0.4%)       | 97%        |
| [27] | 210 W        | Boost          | 15 kHz | Adaptive P&O–fuzzy MPPT | 1 W (0.5%)    | 95.20%     |
| [28] | 250 W        | Flyback        | 40 kHz | PI InC         | 14 W (5.6%)       | 97.20%     |
| [17] | 120 W        | Boost          | 10 kHz | Modified step-size division-free InC | 4 W (3.3%) | 98.33%     |
| [28] | 60 W         | Boost          | 50 kHz | PI InC         | 1.5 W (0.75%)     | 98.50%     |
| [29] | 200 W        | Boost          | 10 kHz | Modified InC  | 1 W (1.67%)       | 96.40%     |
| [30] | 30 W         | Voltage source converter | 10 kHz | Fuzzy-based InC | 1 W (3.3%) | 97.50%     |
| [33] | 10 W         | Buck           | 100 kHz | Load current based MPPT | 0.04 W (0.4%) | 97%        |
| [32] | 5 W          | Boost          | 20 kHz | Modified InC  | 0.25 W (0.41%)    | 98.80%     |
| [31] | 60 W         | Boost          | 10 kHz | Modified InC  | 0.005 W (0.005%) | 98.81%     |

6. Conclusions

This paper introduces an improved SPInC algorithm. The SPInC algorithm, by recognition of the operation region and selection of the appropriate size of $\Delta d$ for each region, reduced the output power ripple and increased the efficiency of the system. SPInC can detect sudden changes in radiation and temperature, and choosing the appropriate size of the $\Delta d$ in each moment, it can receive the maximum power from the panel. Furthermore, by elimination of the division operation from the conventional InC algorithm, the implementation of the algorithm was simplified. The results of the simulation show that the efficiency of SPInC in any condition is higher than that of the conventional InC and proposed P&O algorithm, and it has a smaller output power ripple. Finally, comparing SPInC with recent popular articles, it has been proven that this algorithm can compete with algorithms which that recently been presented in reputable papers. The study of the degradation of solar panels based on the proposed algorithm will be investigated in our future research.
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