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Abstract

Consider a situation where a new patient arrives in the Intensive Care Unit (ICU) and is monitored by multiple sensors. We wish to assess relevant unmeasured physiological variables (e.g., cardiac contractility and output and vascular resistance) that have a strong effect on the patient’s diagnosis and treatment. We do not have any information about this specific patient, but, extensive offline information is available about previous patients, that may only be partially related to the present patient (a case of dataset shift). This information constitutes our prior knowledge, and is both partial and approximate. The basic question is how to best use this prior knowledge, combined with online patient data, to assist in diagnosing the current patient most effectively. Our proposed approach consists of three stages: (i) Use the abundant offline data in order to create both a non-causal and a causal estimator for the relevant unmeasured physiological variables. (ii) Based on the non-causal estimator constructed, and a set of measurements from a new group of patients, we construct a causal filter that provides higher accuracy in the prediction of the hidden physiological variables for this new set of patients. (iii) For any new patient arriving in the ICU, we use the constructed filter in order to predict relevant internal variables. Overall, this strategy allows us to make use of the abundantly available offline data in order to enhance causal estimation for newly arriving patients. We demonstrate the effectiveness of this methodology on a (non-medical) real-world task, in situations where the offline data is only partially related to the new observations. We provide a mathematical analysis of the merits of the approach in a linear setting of Kalman filtering and smoothing, demonstrating its utility.

1. Introduction

Physiological and biological systems, such as the cardiovascular system, are often approximated by simplified models. When real-time accurate estimation of system states is required, these models serve as a bridge between the obtained observations (e.g., heart-rate, blood-pressure, respiration rate) and the hidden system states (e.g., blood ventricle volumes). Due to the use of approximated models, the accuracy of estimation is lower than is potentially possible. A similar phenomenon occurs when a data-driven estimator is trained on a particular labeled dataset (i.e., one that includes the system’s state), and then evaluated in a different environment, for example, a speech recognition machine trained in the United-States and evaluated in India is in-fact operating with respect to a misspecified model. The problem of shifts between the training data and the deployment data is widely known in machine learning and referred to as dataset shift (Quiñonero-Candela et al., 2008).

Dataset shifts, and in particular dataset shifts in healthcare, pose a major concern since even slight deviations from the training conditions can result in wildly different performance (Subbaswamy & Saria, 2020). In recent years research on dataset shifts has focused on numerous directions among which are, identification and quantification of the limitations of a model when encountered with unseen data (Park et al., 2021), and, algorithms for learning models that guarantee stability against shifts (Subbaswamy et al., 2019). The majority of research in the field is concerned with models that process tabular data such as chest radiographs (Zech et al., 2018) or complete records of lab measurements (Caruana et al., 2015). In the present study we consider dataset shifts on time-series data. The observed time-series evolves according to the dynamic rules of the observed system and, simultaneously, a filter estimates hidden unmeasured physiological variables. Our concern is in retaining the performance level of this real-time estimation in spite of the dataset shift. Our analysis takes advantage of dynamical properties of the data that are more robust to the shifts, and yields an algorithm that reduces the effect of a dataset shift.

To address the problem of causal estimation under a misspecified model (a dataset shift), we introduce a novel model-based and data-driven estimation concept. Trained offline,
the objective of a learned causal estimator is to reproduce the estimates obtained by a model-based non-causal estimator, while operating in a causal setup. This procedure, which fuses our prior knowledge with the new observed data, implicitly assumes that the non-causal estimates are reliable, and so poses a fundamental question - is future information reliable in the context of estimation under a misspecified model setting?

To address this question, we first precisely formulate this problem and provide a methodological learning framework. Then, to analytically assess the reliability of the proposed methodology, in Section 3 we derive novel performance bounds for a use case of a misspecified discrete-time Kalman model. In Section 4 we demonstrate the methodology on both a synthetic linear model and on real motion sensory data obtained from sensors embedded in smartphones.

2. Problem Setup

We begin by describing a filtering problem (causal hidden state estimation) in general terms. The dynamics of a time-invariant system are described by

\[ x_{k+1} = f(x_k, d_k, \omega_k), \quad (1) \]

and an observation equation

\[ z_k = g(x_k, d_k, v_k), \quad (2) \]

where \( x \) is the state of the system, \( d \) is a known input, \( \omega \) is a process noise term and \( v \) is the measurement noise process. The index \( k \) represents discrete time. A filter estimates the state \( x_k \) based on past observations and inputs,

\[ \hat{x}_{k+1|k} = F(z_{0:k}, d_{0:k}), \quad (3) \]

where \( z_{0:k} (d_{0:k}) \) denotes all measurements (inputs) until, and including, time \( k \). Formally this is a 1-step predictor, but, following Anderson & Moore (2012), we refer to it as a filter. It receives measurements according to a measurement equation (2) where \( z \) is the received measurement. The objective of filtering (3) is to produce a causal estimator that minimizes a cumulative cost function, \( L_{F|Z} = \sum_{k=0}^{N-1} E[c_{k|k-1}], \) where \( c_{k|k-1} = C(x_k, \hat{x}_{k|k-1}) \) is a cost term, for example, when minimizing mean-square-error, \( C(\cdot) \) is given by \( C(a, b) = \|a - b\|_2^2 \).

In this study we consider the case where the measurements are generated by \( \tilde{g}(\cdot) \)

\[ \tilde{z}_k = \tilde{g}(x_k, d_k, \tilde{v}_k), \quad (4) \]

while the estimator erroneously assumes \( g(\cdot) \) (and with \( \tilde{v}_k \) a noise process independent of \( v_k \)). To illustrate, consider the task of geo-localization of a lecturer walking in an auditorium. In this case \( x_k \) is the position and \( z_k \) are acoustic measurements. The wrongly assumed measurement equation, \( g(\cdot) \), is merely a simplified wave-propagation model that does not consider the highly complex (and non-available) wave-propagation pattern, \( \tilde{g}(\cdot) \), of the indoor environment. As a result, the filter \( F(\cdot) \) requires a rather long observation period before it produces an accurate estimation of \( x_k \). Over the years, lecture recordings given in this auditorium were collected such that a dataset of recordings is available. We emphasize that the dataset is unlabeled in the sense that it does not include the system state, \( x_k \), and ask, **under what conditions can an unlabeled offline dataset be exploited for obtaining an improved causal estimator?** Of particular interest to us is the case where there is a shift between past and present data, so that any previously learned model may be misspecified in the present setting.

Smoothing (non-causal state estimation) is an estimation method where the state estimate is based on both past and future observations and inputs, namely

\[ \hat{x}_{k|N-1} = S(z_{0:N-1}, d_{0:N-1}), \quad (5) \]

and the objective is to minimize the cost function, \( L_{S|Z} = \sum_{k=0}^{N-1} E[c_{k|N-1}], \) where \( c_{k|N-1} = C(x_k, \hat{x}_{k|N-1}) \). In cases where the model is accurate, smoothing will have a lower estimation error compared to filtering (Simon, 2006), as is intuitively plausible. When the model is a simplified approximation of the system (\( g(\cdot) \) instead of \( \tilde{g}(\cdot) \)) this is not always guaranteed. Yet, since the significant behaviours undoubtedly are modeled by the simplified model \( g(\cdot) \), assuming that smoothing outperforms filtering on average is reasonable, and in many cases empirically true. The concept for learning an improved causal estimator is described in the following Working Hypothesis,

**Working Hypothesis.** Consider the problem of estimating the hidden state of a system from observations, when an approximate system model is available, namely, we have an approximate state dynamics and observation model. Assume the following statements hold:

1. A dataset of observations is available.
2. Non-causal model-based smoothing outperforms causal filtering - in spite of model misspecification.
3. In addition to modeled behaviours, the observed data also displays unmodeled behaviours. These unmodeled behaviours are correlated, to some degree with the internal state of the system.

Then, a learned causal estimator trained on the dataset can obtain a lower error compared to model-based filtering.

As an example of the Working Hypothesis consider a smoother trained on the simplified model of the cardiovascular system developed by Zenker et al. (2007). This smoother...
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operates on coarse time-averaged values of vital physiological signals (blood-pressure, heart rate, etc.) and, although it is able to distinguish between two cardiovascular shock types, it does so only by processing measurements collected over a long observation period that includes external perturbations to the system. On the other hand, the full raw wave pattern of the vital signals contains behaviours which are unmodeled by this simplified model. These unmodeled behaviours are correlated with the state of the cardiovascular system, and thus potentially allow learning a filter that is able to identify the type of shock earlier. When the conditions of the Working Hypothesis hold we propose deriving an improved causal estimator by solving the optimization problem,

$$\arg\min_{\hat{F}} \frac{1}{N} E \left[ \sum_{k=0}^{N-1} C (\hat{x}_{k|k-1}, \hat{x}_{k|N-1}) \right]$$

s.t. \( \hat{x}_{k|k-1} = \hat{F}(\hat{z}_{0:k-1}, d_{0:k-1}) \)

where \( \hat{x}_{k|N-1} = S(\hat{z}_{0:N-1}, d_{0:N-1}) \) is the non-causal estimator based on the misspecified mode, and \( C(\cdot) \) is the application-specific cost function. Note that we measure the causal filter’s estimator \( \hat{x}_{k|k-1} \) against the performance of the non-causal estimator \( \hat{x}_{k|N-1} \).

**Methodology** Our methodology is summarized in figure 1 where (a) depicts the filter \( F(\cdot) \) and smoother \( S(\cdot) \) which are matched to a model given by \( f(\cdot) \) and \( g(\cdot) \) (the input term \( d_k \) was omitted for clarity). The smoothing loss, \( L_{S|Z} = \sum_{k=0}^{N-1} E [c_{k|N-1}] \), is lower than the filtering loss \( L_{F|Z} = \sum_{k=0}^{N-1} E [c_{k|k-1}] \). In (b) we depict the operation of these estimators in case where the measurements are in fact generated by \( \tilde{g}(\cdot) \) due to a misspecification in the measurement equation. By the Working Hypothesis we assume that despite this, the smoothing loss, \( L_{S|Z} \), remains smaller than the filtering loss, \( L_{F|Z} \). In (c) we depict the training setup of optimization (6). For all \( M \) time-series in an offline dataset \( \{\hat{z}_{0:N-1}^{(m)}\}_{m=0}^{M-1} \), the smoother \( S(\cdot) \) estimates the state \( x_k \) using the complete observed time-series, \( \hat{z}_{0:N-1} \). The learned filter, \( \hat{F}(\cdot) \), is trained to reproduce the smoother’s estimations while only observing \( \hat{z}_{0:k-1} \).

This methodology is suited to numerous different use-cases where simplified models are assumed and abundant offline data is available. For example, earthquake predictions from seismic measurements (Ogiso & Yomogida, 2021), self localization by GPS in an urban environment (Merry & Bettininger, 2019) and the above-mentioned simplified physiological models that fail to accurately reproduce the fine details of physiological signals (Keener & Sneyd, 1998).

### 2.1. Related work

Deep learning tools are widely used in inference problems, both causal and non-causal. A large line of work concerns
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Figure 1. (a) The system $f(\cdot)$ is driven by a process noise $\omega_k$ and has an internal state $x_k$. The observations $z_k$ are the output of the measurement equation $g(\cdot)$. The filter $F(\cdot)$ and smoother $S(\cdot)$ are matched to $(f, g)$ and therefore the filtering loss $L_{F|Z} = \sum_{k=0}^{N-1} E[c_k|k-1]$ is higher than the smoothing loss, $L_{S|Z} = \sum_{k=0}^{N-1} E[c_k|N-1]$. (b) In reality the observations are generated by $g(\cdot)$ while the estimators wrongly assume $g(\cdot)$. By the Working Hypothesis we assume that despite the misspecified measurement equation, the smoothing loss, $L_{S|Z}$ remains smaller than the filtering loss, $L_{F|Z}$. (c) Training setup of optimization (6).

For all time-series in an offline dataset $(\{z_{0,N-1}\}_{m=0}^{M-1})$, the model-based smoother, $S(\cdot)$, estimates the state $x_k$ using the complete observed time-series, $\tilde{z}_{0,k}$. The learned filter, $\tilde{F}(\cdot)$, is trained to reproduce the smoother’s estimations while only observing $\tilde{z}_{0,k}$ and obtains a loss $L_{\tilde{F}|Z}$ smaller than the loss of the original filter, $L_{F|Z}$.

adversary energy, we developed bounds on the decrement in the performance of smoothing with respect to filtering. The bounds are easily obtained by solving scalar convex optimization problems. Assume the discrete-time, linear, finite-dimensional, time-invariant, asymptotically stable system,

$$x_{k+1} = Ax_k + \omega_k, \quad z_k = H'x_k + v_k, \quad (7)$$

with $x_k \in \mathbb{R}^n$, $z_k \in \mathbb{R}^m$. The noise terms $v_k$ and $\omega_k$ are independent, zero mean, stationary Gaussian white processes, $E[v_kv_k'] = R\delta_{kl}$, $E[\omega_k\omega_k'] = Q\delta_{kl}$. We assume that $A^{-1}$ exists which is the case if $A$ arises from a real system because then $A$ is the result of a matrix exponential that is always invertible (Simon, 2006). The objective of filtering, as described in Section 1, is to produce a causal estimator that minimizes a cost function, $L_{F|Z} = \sum_{k=0}^{N-1} E[c_k|k-1]$, where here $c_k|k-1 = \|e_k|k-1\|^2$ and $e_k|k-1$ is the estimation error defined by $c_k|k-1 \triangleq x_k - \hat{x}_k|k-1$. Suppose that for the estimation of the state $x_{k+1}$ (for times $k \geq 0$) based on the measurements $z_{0,k}$, the time invariant Kalman filter is used,

$$\hat{x}_{k+1|k} = A\hat{x}_{k|k-1} + Kz_k, \quad \hat{x}_0|0 = \hat{x}_0, \quad (8)$$

with $\hat{A} = A - KH'$, $K = A\Sigma H (H'\Sigma H + R)^{-1}$ and $\Sigma$ is the solution of the steady-state Riccati equation,

$$\Sigma = A[\Sigma - \Sigma H (H'\Sigma H + R)^{-1} H'\Sigma]A' + Q. \quad (9)$$

We note that for the time invariant asymptotically stable system (7) there exists a solution $\Sigma$ to equation (9) that yields $|\lambda_i(\hat{F})| < 1$ (for all $i$), guaranteeing that the filter (8) is asymptotically stable. For a detailed analysis of time-invariant Kalman filters see Chapter 4 in (Anderson & Moore, 2012).

The objective of smoothing is to produce a non causal estimator that minimizes a cumulative cost function, $L_{S|Z} = \sum_{k=0}^{N-1} E[c_k|N-1]$, where $c_k|N-1 = \|e_k|N-1\|^2$ and $e_k|N-1$ is the estimation error defined $e_k|N-1 \triangleq x_k - \tilde{x}_k|N-1$. Suppose that for a non-causal estimation of the state $x_k$ based on the measurements $z_{0,N-1}$ the Kalman smoother is used (Anderson & Moore, 2012),

$$\hat{x}_{k|N-1} = \left(\hat{A}\Sigma'\hat{A}^{-1}\right)\hat{x}_{k+1|N-1} + \left(A^{-1} - \hat{A}\Sigma'\hat{A}^{-1}\right)\hat{x}_{k+1|k}, \quad (10)$$

where the initial condition is,

$$\hat{x}_{N-1|N-1} = \Sigma[A\Sigma]^{-1}\hat{x}_{N|N-1} - (\Sigma[A\Sigma]^{-1}\hat{A} + I - \Sigma[A\Sigma]^{-1}KH')\hat{x}_{N-1|N-2}. \quad (11)$$

We consider a case in which starting at $k = 0$, an additive input $u_k \in \mathbb{R}^n$ (termed adversary, unknown to the estimators) enters the filter such that $\tilde{z}_k = z_k + H'u_k$, so that the
filter receives \( \tilde{z}_k \) instead of \( z_k \), and produces output

\[
\hat{x}_{k+1|k} = \hat{A}\hat{x}_{k|k-1} + K\tilde{z}_k.
\]

We analyze the difference in estimation error of smoothing vs filtering due to their erroneous observation model, and establish a bound on the difference in mean error energies, assuming limited adversary energy.

\[
L_{F|Z} - L_{S|Z} = E\left[ \sum_{k=0}^{N-1} \left\| e_{k|k-1} \right\|_2^2 - \left\| e_{k|N-1} \right\|_2^2 \right].
\]

Then, the optimization problem is

\[
I_N \triangleq \min_{u_0, \ldots, u_{N-1}} \frac{1}{N} \left( L_{F|Z} - L_{S|Z} \right)
\text{ s.t. } \frac{1}{N} \sum_{k=0}^{N-1} \left\| u_k \right\|_2^2 \leq \gamma, \quad \gamma \geq 0.
\]

Note that the expectation is with respect to the true model statistics, not the one assumed – incorrectly – by the estimators. Further, note that (13) is a non-convex optimization problem of dimension \( nN \) (while minimizing a sum of norms subject to a quadratic convex constraint is a convex optimization problem, we are looking for minimizing the difference between two norm sums, leading to a non-convex problem (Boyd et al., 2004)). To obtain a worst-case bound, we assume the adversary has full knowledge about the system and the estimator as well as access to all past and future states and measurement noises. In cases where \( I_N > 0 \), and following the Working Hypothesis, an offline unlabeled dataset can be exploited for learning an improved causal estimator, as defined in optimization problem (6) and depicted in figure 1.

**Notation** Our derivations are compactly expressed with the help of block matrices and vectors. We generally define a block-matrix \( A \) of dimensions \( (N \times n) \times (M \times n) \) such that \( A[r, c] \), with \( 0 \leq r < N \) and \( 0 \leq c < M \) is the \( n \times n \) matrix that lies between rows \( nr \) to \( n(r + 1) - 1 \) and columns \( mc \) to \( m(c + 1) - 1 \) of the block-matrix \( A \) and by \( A[r, c][i, j] \) the entry in row \( i \) column \( j \) of the \( n \times n \) matrix \( A[r, c] \).

For a symmetric and full rank matrix \( A \) we denote the real eigenvalues by \( \lambda_i(A) \) and by \( e_i(A) \) the corresponding unit-length eigenvector. We define \( \lambda_{\max}(A) \) to be the largest eigenvalue of \( A \). We compactly denote all vectors \( \{x_i, x_{i+1}, \ldots, x_j\} \) with \( j \geq i \) as \( x_{i:j} \). We define \( A^t \) to be the transpose of the matrix \( A \) and \( \mathcal{I}() \) to be the indicator function.

Let \( \hat{e}_{k|k-1} \) and \( \hat{e}_{k|N-1} \) be the errors of the Kalman filter and smoother respectively in the absence of an adversary, i.e. \( u_k \equiv 0 \). We refer them as the nominal errors. For simplicity and without loss of generality we assume \( \hat{e}_{0|0} \sim \mathcal{N}(0, \Sigma) \). From the linearity of the estimators we deduce for all \( 0 \leq k < N \),

\[
e_{k|k-1} = \hat{e}_{k|k-1} - \xi_k, \quad e_{k|N-1} = \hat{e}_{k|N-1} - \xi^*_k
\]

with \( \xi_k \) and \( \xi^*_k \) being the outputs of the filter and the smoother respectively if the adversary was the only input, i.e. \( z_k \equiv 0 \) (see Appendix A.1).

\[
\xi_k = \sum_{i=0}^{k-1} \hat{A}^{k-i-1} K\hat{H}'u_i \quad \forall k > 0
\]

\[
\xi^*_k = \sum_{i=0}^{k-1} \tilde{B}_{k,i}K\hat{H}'u_i + \sum_{i=k}^{N-1} \tilde{C}_{k,i}K\hat{H}'u_i,
\]

and

\[
\tilde{B}_{k,i} = \hat{A}^{k-i-1} - \tilde{\Sigma}D_{k,i,k}
\]

\[
\tilde{C}_{k,i} = \tilde{\Sigma}(\hat{A}^{i-k}[A\tilde{\Sigma}]^{-1} - \tilde{D}_{k,i,i+1})
\]

\[
\tilde{D}_{k,i,m} = \sum_{n=m}^{N-1} \tilde{E}_{k,i,n}
\]

\[
\tilde{E}_{k,i,n} = \hat{A}^{n-k'}[A\tilde{\Sigma}]^{-1} K\hat{H}' \hat{A}^{n-i-1}.
\]

Let \( \hat{\xi}_N, \hat{\xi}^*_N, \hat{\xi}_N, \hat{\xi}^*_N \in \mathbb{R}^{nN} \) be the block vectors \( \hat{\xi}_N = [\hat{\xi}_N' \cdots \hat{\xi}_{N-1}']', \hat{\xi}_N = [\hat{\xi}_N' \cdots \hat{\xi}_{N-1}']', \hat{\xi}_N = [\hat{\xi}_N' \cdots \hat{\xi}_{N-1}']', \hat{\xi}_N = [\hat{\xi}_N' \cdots \hat{\xi}_{N-1}']' \), \( u_N = [u'_N \cdots u'_{N-1}]' \) and let \( \hat{\Xi}_N \) and \( \hat{\Xi}^*_N \) be the block matrices of dimensions \( [nN \times nN] \) having the entries,

\[
\hat{\Xi}_N[r, c] = \mathcal{I}(c < r)\hat{A}^{r-1-c} K\hat{H}', \quad \hat{\Xi}^*_N[r, c] = \hat{G}_{r,c}K\hat{H}.
\]

with \( \hat{G}_{k,i} = \mathcal{I}(i < k)\hat{B}_{k,i} + \mathcal{I}(i \geq k)\hat{C}_{k,i} \). The matrices \( \hat{\Xi}_N, \hat{\Xi}^*_N \) are known as the transfer operator of the time-invariant Kalman filter and the corresponding Kalman smoother which relates the outputs to the inputs by \( \hat{\xi}_N = \hat{\Xi}_N u_N \) and \( \hat{\xi}^*_N = \hat{\Xi}^*_N u_N \) (see Appendix A.1 for a detailed derivation of the block operators). Using the block notation we rewrite optimization problem (13) as

\[
I_N(\gamma) = \Delta \alpha_N + \min_{u_N} \|u_N\|_2 \leq 1 E[|u_N'|B_N u_N + 2b_N'|u_N']
\]

with \( \Delta \alpha_N = \alpha_N - \alpha^*_N, B_N = \gamma(\Xi_N - \Xi_N^*), B_N = -\sqrt{\mathcal{F}}(\hat{\Xi}_N \hat{\xi}_N^* - \hat{\Xi}_N^* \hat{\xi}^*_N), \Xi_N = \Xi_N^* \Xi_N, \Xi_N = \Xi_N^* \Xi_N^* \), and where \( \alpha_N \triangleq \frac{1}{N} E[\|\hat{e}_N\|_2^2] \) and \( \alpha^*_N \triangleq \frac{1}{N} E[\|\hat{e}^*_N\|_2^2] \) are the mean error energy in the absence of an adversary. Denote by \( u_N^* \) the optimal solution for the adversary, then, the bound is always of the form

\[
I_N(\gamma) = \Delta \alpha_N + E[|u_N^*|B_N u_N^* + 2b_N'|u_N^*].
\]

We note that the bound on the difference between smoothing and filtering mean error energies is the sum of the difference in nominal error energies, \( \Delta \alpha_N \), and a quadratic term that is a function of the adversarial strategy \( u_N \) and the nominal errors. For all \( N \) and \( \gamma \geq 0 \) it clearly holds that \( \Delta \alpha_N \geq I_N(\gamma) \).
3.2. Linear problem performance bound

As seen in (16) the optimal adversary strategy, which yields the lower bound on the improvement of non-causal estimation is a function of the nominal errors \( \tilde{e}_N \) and \( \tilde{e}_N^* \). In the following theorem, we formulate the smoothing vs filtering performance in a specific finite-horizon instance. The mean improvement of smoothing as a function of the unmodeled behavior energy \( \gamma \) is obtained by averaging multiple independent finite-horizon instances.

**Theorem 3.1.** Let \( \lambda^* \) be the solution to the scalar convex optimization problem,

\[
\lambda^* = \arg\min_{\lambda} \sum_{i=0}^{n-1} \left( u_i'(B_N)b_N \right)^2 + \lambda \left( \lambda_i(B_N) + \lambda \right)
\]

s.t. \( \lambda \geq \max(-\lambda_{\min}(B_N), 0) \).

Then, in a specific finite horizon case of length \( N \) the optimal strategy is \( u_N^* = -\sqrt{N}(B_N + \lambda^* I)^{-1}b_N \) and the bound \( I_N(\gamma) \) is obtained by evaluating equation (17).

When the unmodeled behavior energy is on average (per time-step) \( \gamma \) and \( I_N(\gamma) > 0 \), an improved causal estimator, in the sense of a lower mean-square-error, can be learned. Section 4 provides an example in which utilizing deep-learning tools an improved estimator is obtained.

At first sight, solving problem (16) seems unachievable due to its non-convexity, yet, this optimization problem can be trivially converted to the form of the following problem, (19), which satisfies strong duality with the scalar convex optimization problem, (18). Consider the problem of minimizing a quadratic function over the unit ball,

\[
\text{minimize}_{\|u_N\|^2 \leq 1} u_N'B_Nu_N + 2b_N'u_N
\]

where \( B_N \) is a symmetric matrix and \( b_N \in \mathbb{R}^n \) (Boyd et al., 2004). We do not assume that \( B_N \) is positive-semidefinite (PSD) so problem (19) is potentially a non-convex optimization problem. The dual problem is optimization problem (18). Strong duality holds for problem (19) and thus its optimal value can be obtained by solving the scalar convex optimization problem (18).

We refer the reader to Chapter 5 in Boyd et al. (2004) for a detailed overview on duality in optimization, as well as to a proof (equation 5.28 and Appendix B in Boyd et al. (2004)) of the existence of the property of strong duality between optimization problems (19) and (18).

### 4. Examples

In this section we first utilize the suggested methodology on a synthetic linear example for which we can calculate the bound presented in Theorem 3.1. Then, in Section 4.2, we utilize the methodology to enhance real-time estimations of human activity from motion sensory data obtained from sensors embedded in smartphones (Stisen et al., 2015). Code for both examples is available at GitHub

#### 4.1. Synthetic example

Given a linear dynamical system we would like to calculate, by using Theorem 3.1, the maximal value of the mean unmodeled energy \( \gamma \) (per time-step) for which it is still guaranteed that the smoothing error is lower than the filtering error, \( I_N > 0 \), and therefore, by the Working Hypothesis there exists a potential for learning an improved causal estimator by the training procedure depicted in figure 1. Consider the system

\[
B = \begin{bmatrix}
-0.898 & 0.950 \\
-0.056 & 0.569
\end{bmatrix}, \quad H = \begin{bmatrix}
0.443 & 0.862 \\
-0.220 & -0.100
\end{bmatrix},
\]

where each matrix element was drawn randomly from a standard normal distribution, and the matrices were scaled such \( \lambda_{\max}(A) < 1 \) and \( \|H\|_2 = 1 \), with noise covariance matrices \( Q = R = 0.5I \). Figure 2 depicts the smallest guaranteed improvement of Kalman smoothing over Kalman filtering for different values of \( \gamma \). For unmodeled behavior energies of \( \gamma < 0.25 \text{tr}(Q) \), non-causal estimation is guaranteed to outperform causal estimation and so there is a potential of learning an improved causal estimator.

Since \( I_N(\gamma) \) is a worst case bound, in practice smoothing outperforms filtering for higher unmodeled energies than indicated in figure 2. To emphasize this, consider the nonlinear unmodeled behavior,

\[
u_{k,0} = \mathcal{I}(x_{k,1} > 0)x_{k,1}^2, \quad u_{k,1} = \mathcal{I}(x_{k,0} > 0)x_{k,0}^2.
\]
where \( x_{k,i}(u_{k,i}) \) is the \( i \)th entry of \( x_k(u_k) \) and in which \( \gamma \) is measured to be 12.4\( \text{tr}(Q) \). The estimators receive \( \hat{z}_k = z_k + H'u_k \) instead of \( z_k \) which are optimal for. We learned a causal estimator using the training setup depicted in figure 1. The learned filter is a recurrent neural network made up of two LSTM layers each with a hidden size \( h = 10 \) (Zhang et al., 2020). The input is \( z_k \in \mathbb{R}^2 \) and the output of the RNN, \( h_k \in \mathbb{R}^h \) is connected to a linear layer whose output is \( \hat{x}_{k+1|k} \in \mathbb{R}^2 \). The RNN is trained on batches of size \( b = 320 \) using the Adam optimizer (Kingma & Ba, 2014), with learning rate \( 10^{-3} \).

Table 1 lists the mean square errors, where, as a sanity check, we also learned an estimator for the case \( u_k \equiv 0 \). Due to the presence of the unmodeled behavior, the mean-square-error of the learned estimator increased by 15\% whereas the Kalman filter suffered an increase of 36\%, indicating that the learned causal estimator successfully extracted features of the unmodeled behavior \( u_k \), even when the model was misspecified. The values in table 1 were averaged over 10000 evaluations of the learned estimator on independent time-series leading to an accuracy of \( \pm 0.13\% \). To assess the stability of the training procedure we repeated the procedure process 100 times on independent datasets. The performance of an estimator learned via our training procedure has a standard deviation value of \( \pm 0.28\% \). We note that similar results were obtained for other model systems with similar characteristics.

### 4.2. Enhancing real-time human activity recognition

We evaluated our proposed methodology to enhance real time estimation of human activity from motion sensory data. Human Activity Recognition (HAR) is the estimation of motion activity (standing, biking, etc.) from motion sensory data. HAR is based on the assumption that specific body movements translate into characteristic sensor signal patterns which can be sensed and classified. Off-the-shelf smartphones readily support numerous embedded sensors such as accelerometer, gyroscope and compass with the accelerometer being one of the earliest and most ubiquitous. Accelerometer measurements allow for the recognition of a wide variety of human activities (Casale et al., 2011; Bayat et al., 2014; Ignatov, 2018), capabilities which are integrated into different mobile applications such as the SONY WF-1000XM3 earbuds mobile application.

Different smartphones use different inbuilt accelerometer models which differ in precision, gains, resolution, biases, sampling rate heterogeneity and sampling rate instabilities (Stisen et al., 2015). Dey et al. (2014) state that smartphones are often well distinguishable by their accelerometer fingerprint and Ren et al. (2019) even suggest a fingerprint based authentication scheme.

In 2015, a systematic study of heterogeneity in motion-based sensing and its impact on HAR was performed by Stisen et al. (2015) who gathered sensory data. The dataset, “Heterogeneity Human Activity Recognition Dataset”, is publicly available. In this study, a total of 9 users carried different smartphone models while following a scripted set of activities. External differentiating factors were minimized by keeping all devices in a tight pouch carried by the users around their waist and by keeping the smartphone’s CPU usage at a minimum.

In this setup the same dynamics is measured by each sensor and so the differences between obtained measurements originate only from the dissimilarities between the sensors, thus, by definition, a different measurement equation is the source of dissimilarities between measurements obtained from different devices. Figure 3 depicts accelerometer measurements retrieved from three different devices carried simultaneously by the same user.

For a specific device we define the data generating model as \( M = (f,g) \) and the matched filter and smoother by \( F \) and \( S \), respectively. As is intuitively plausible, the loss of the smoother is guaranteed to be smaller than the loss of the filter, \( L_{F|Z} \geq L_{S|Z} \), as illustrated in figure 1-a.

A second device (consider for example the first is a Samsung-S3mini and the second an LG-Nexus4) outputs measurements \( \hat{z}_k \) according to a model \( \hat{M} = (f,g) \). The filter \( F \) is sub-optimal when operating on measurements \( \hat{z}_k \) due to the differences between the models \( M \) and \( \hat{M} \) which introduce a dataset shift. We tackle the scenario where we would like to derive a dedicated filter \( \hat{F} \) but the model \( \hat{M} \) is unknown and labeled data (measurements coupled with the corresponding states) is unavailable. Instead, abundant offline data is available, containing only the measurements \( z_k \). By the Working Hypothesis we argue that despite the model mismatch, smoothing outperforms filtering, \( L_{F|\hat{Z}} \geq L_{S|\hat{Z}} \); see figure 1-b. This superiority of smoothing allows us to learn an improved filter \( \hat{F} \) for the second device via optimization (6) as illustrated in figure 1-c.

The observations \((z_k, \hat{z}_k \in \mathbb{R}^3)\) are three dimensional ac-

![Figure 3. Accelerometer measurements retrieved simultaneously from Nexus4 (blue), S3 (orange) and S3mini (green) smartphones while user’s activity is walking (Stisen et al., 2015)](image-url)
Figure 4. Left - Posterior probability assigned to the correct category after a change in activity state. The posterior of s3mini by matching filter $F$ (blue) and smoother $S$ (orange); Degraded performance when $F$ operates on LG-Nexus4 (green); In accordance with the Working Hypothesis, better performance is obtained by the learned filter $\tilde{F}$ (purple) that was trained on estimations of $S$ (red). Right - same procedure for s3 evaluated on s3mini.

Table 2. Posterior probability assigned to the correct category two seconds after a change in activity state has occurred. First column lists the tested phone and second column the phone the estimators are matched to. Smoothing outperforms filtering in all cases. Figure 4 depicts the complete posterior probability vs time curves for the two worst performing filters (in bold).

| Phone                  | Estimators | Filter | Smoother |
|------------------------|------------|--------|----------|
| Nexus4                 | Nexus4     | 76%    | 83%      |
| S3                     | Nexus4     | 70%    | 77%      |
| S3mini                 | Nexus4     | 58%    | 61%      |
| S3                     | S3         | 71%    | 80%      |
| Nexus4                 | S3         | 71%    | 80%      |
| S3mini                 | S3         | 56%    | 64%      |
| S3mini                 | S3mini     | 52%    | 65%      |
| Nexus4                 | S3mini     | 40%    | 58%      |
| S3                     | S3mini     | 44%    | 62%      |
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A. Appendix

A.1. Kalman smoother block operator

We include here the complete derivation of the Kalman smoother block operator used in Theorem 3.1. Although an elementary result, it does not exist in the literature for smoothing, to the best of our knowledge. We start with formulating the Kalman smoothing problem and follow with the detailed derivation of the block operator.

A.1.1. Kalman smoother formulation

Assume the discrete-time, linear, finite-dimensional, time-invariant, asymptotically stable system,

\begin{equation}
\begin{align*}
x_{k+1} &= Ax_k + \omega_k \\
z_k &= Hx_k + v_k,
\end{align*}
\end{equation}

with \(x_k \in \mathbb{R}^n\), \(z_k \in \mathbb{R}^m\). The state of the system is \(x\), the received measurement is \(z\), \(\omega\) is a process noise term and \(v\) is a measurement noise process. The index \(k\) represents discrete time and we are analyzing a finite horizon case such that \(0 \leq k < N\). The noise terms \(v_k\) and \(\omega_k\) are independent, zero mean, Gaussian white processes,

\[E[v_k\omega_k']= R\delta_{kl}, \quad E[\omega_k\omega_k'] = Q\delta_{kl}.\]

We assume that \(A^{-1}\) exists which is the case if \(A\) arises from a real system because then \(A\) is the result of a matrix exponential that is always invertible (Simon, 2006). Suppose that for the estimation of the state \(x_{k+1}\) (for times \(k \geq 0\) based on the measurements \(z_{0:k}\), the time-invariant Kalman filter is used,

\begin{equation}
\begin{align*}
\hat{x}_{k+1|k} &= \hat{A}\hat{x}_{k|k-1} + Kz_k \\
\hat{x}_{0|-1} &= \hat{x}_0,
\end{align*}
\end{equation}

with \(\hat{A} = A - KH', K = A\Sigma H(H'\Sigma H + R)^{-1}\) and \(\Sigma\) is the solution of the steady-state Riccati equation,

\begin{equation}
\Sigma = A[\Sigma - \Sigma H(H'\Sigma H + R)^{-1}H'\Sigma]\; A' + Q. \tag{23}
\end{equation}

We note that for the time-invariant asymptotically stable system (21) there exists a solution \(\Sigma\) for equation (23) that yields \(|\lambda_i(\hat{F})| < 1\) (for all \(i\)), guaranteeing that the filter (22) is asymptotically stable. We also note that for time-invariant asymptotically stable systems, a time-varying Kalman filter converges to the time-invariant Kalman filter in the sense that both the gain \(K_k\) and error covariance \(\Sigma_k\) asymptotically converge to the values \(K\) and \(\Sigma\).

The estimations of the filter for all \(k > 0\) can be written as,

\begin{equation}
\begin{align*}
\hat{x}_{k|k-1} &= \hat{A}^k\hat{x}_{0|-1} + \sum_{i=0}^{k-1} \hat{A}^iKz_{k-i-1} \\
&= \hat{A}^k\hat{x}_{0|-1} + \sum_{i=0}^{k-1} \hat{A}^{k-i-1}Kz_i, \tag{24}
\end{align*}
\end{equation}

A.1. Kalman smoother block operator formulations

We include here the complete derivation of the Kalman smoother block operator used in Theorem 3.1. Although an elementary result, it does not exist in the literature for smoothing, to the best of our knowledge. We start with formulating the Kalman smoothing problem and follow with the detailed derivation of the block operator.
which can trivially be written in a block-matrix form,
\[ \xi_N = \bar{\Xi}_N Z_N, \]
where \( \xi_N, Z_N \in \mathbb{R}^{nN} \) are the input-output block vectors,
\[ Z_N = \begin{bmatrix} z_0' & z_1' & \cdots & z_{N-1}' \end{bmatrix}', \]
\[ \xi_N = \begin{bmatrix} \hat{x}_{0|0} & \hat{x}_{1|0} & \cdots & \hat{x}_{N-1|N-2} \end{bmatrix}' \]
and \( \bar{\Xi}_N \) is the operator block matrix of the filter with dimensions \( [nN \times nN] \) and having the entries
\[ \bar{\Xi}_N[r,c] = \mathcal{I}(c < r) \hat{A}^{-1-c} K. \]
Suppose that for a non-causal estimation of the state \( x_j \), the time-invariant Kalman smoother is used such that for times \( k \geq j \) the estimation of \( x_j \) using measurements up to and including time \( k \), \( z_{0:k} \), is given by the recursive relation,
\[ \hat{x}_{j|k} = \hat{x}_{j|k-1} + K_{k-j}^a \hat{z}_k. \]
with the gain matrix given by,
\[ K_{k-j}^a = \bar{\Sigma} \hat{A}^{k-j} [A \bar{\Sigma}]^{-1} K. \]
The fixed point smoother is driven from the innovations process \( \hat{z}_k = (z_k - H' \hat{x}_{k|k-1}) \) of the Kalman filter. We refer the reader to Section 7.2 in (Anderson & Moore, 2012) for the complete derivation of fixed-point smoothing. We analyze the time-invariant estimators but would like to point out that under the assumption
\[ \Sigma_0 = \bar{\Sigma}, \]
they coincide with the time variant optimal estimators. With respect to the convergence property of the time variant Kalman filter, we note that our setup is also suitable for a time varying smoother such that the corresponding filter was utilized at time \( k = k_0 \approx 0 \) such that at time \( k = 0 \) the gain \( K_k \) and error covariance \( \Sigma_k \) have converged, \( \|K_k - K\|_2 \approx 0, \|\Sigma_k - \bar{\Sigma}\|_2 \approx 0 \). For a detailed analysis of time-invariant Kalman filters see Chapter 4 in (Anderson & Moore, 2012).

Let \( \xi_N^s \in \mathbb{R}^{nN} \) be the block vector,
\[ \xi_N^s = \begin{bmatrix} \hat{x}_{0|N-1} & \hat{x}_{1|N-1} & \cdots & \hat{x}_{N-1|N-1} \end{bmatrix}' \]
We are looking for the time-invariant smoother block operator, \( \bar{\Xi}_N^s \), such that,
\[ \xi_N^s = \bar{\Xi}_N^s Z_N. \]
For simplicity we assume \( \hat{x}_{0|0} = 0 \) but emphasize that the derivation of \( \bar{\Xi}_N^s \) is performed in the exact same manner when including the term for \( \hat{x}_{0|1} \).

A.1.2. Kalman Smoother Block Operator
The smoother block operator is a matrix of dimensions \( [nN \times nN] \) having the entries,
\[ \bar{\Xi}_N^s[r,c] = G_{r,c} K, \]
where
\[ \bar{B}_{k,i} = \hat{A}^{k-i} - \Sigma \hat{D}_{k,i,k} \]
\[ \bar{C}_{k,i} = \Sigma (\hat{A}^{k-i} [A \Sigma]^{-1} - \hat{D}_{k,i,i+1}) \]
\[ \bar{D}_{k,i,m} = \sum_{n=m}^{N-1} \hat{E}_{k,i,n} \]
\[ \bar{E}_{k,i,n} = \hat{A}^{n-k} [A \Sigma]^{-1} K H' \hat{A}^{n-i} \]
\[ \bar{G}_{k,i} = \mathcal{I}(i < k) \hat{B}_{k,i} + \mathcal{I}(i \geq k) \bar{C}_{k,i}. \]

A.1.3. Proof
From the recursive equation of the smoother (28), the estimations of the smoother for all \( k \geq 0 \) can be written as,
\[ \hat{x}_{k|N-1} = \hat{x}_{k|k-1} + \sum_{i=k}^{N-1} K_{i-k}^a (z_i - H' \hat{x}_{i|i-1}). \]
This expression is a function both of the measurements and the filter estimations. First we derive an expression that is a direct function of the measurements only,
\[ \hat{x}_{k|N-1} = \hat{x}_{k|k-1} + \sum_{i=k}^{N-1} K_{i-k}^a (z_i - H' \hat{x}_{i|i-1}) \]
\[ = \sum_{i=0}^{k-1} \hat{A}^{k-i} K z_i + \sum_{i=k}^{N-1} K_{i-k}^a (z_i - H' \hat{x}_{i|i-1}) \]
\[ = \sum_{i=0}^{k-1} \hat{A}^{k-i} K z_i + \sum_{i=k}^{N-1} K_{i-k}^a z_i - \sum_{i=k}^{N-1} K_{i-k}^a H' \hat{x}_{i|i-1} \]
\[ = \sum_{i=0}^{k-1} \hat{A}^{k-i} K z_i + \sum_{i=k}^{N-1} K_{i-k}^a z_i - \sum_{i=k}^{N-1} K_{i-k}^a H' \hat{x}_{i|i-1} \]
\[ = \sum_{i=0}^{k-1} \hat{A}^{k-i} K z_i + \sum_{i=k}^{N-1} K_{i-k}^a z_i - \sum_{i=k}^{N-1} K_{i-k}^a H' \hat{x}_{i|i-1} \]
\[ = \sum_{i=0}^{k-1} \hat{A}^{k-i} K z_i + \sum_{i=k}^{N-1} K_{i-k}^a z_i - \sum_{i=k}^{N-1} K_{i-k}^a H' \hat{x}_{i|i-1} \]
where in (i) we substituted equation (24) for \( \hat{x}_{k|k-1} \) and in (ii) we substituted it for \( \hat{x}_{i|i-1} \). Next we manipulate the last term in equation (36) into a sum of two terms, a causal
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term that includes measurements up to and including time k − 1 and a non-causal term that includes measurements from time k and up to and including time N − 1,

\[
\sum_{n=k}^{N-1} K_{n-k}^{a} H' \sum_{i=0}^{n-1} \tilde{A}^{n-1-i} K z_{i} = \\
= \sum_{n=k}^{N-1} K_{n-k}^{a} H' \left( \sum_{i=0}^{k-1} \tilde{A}^{n-1-i} K z_{i} + \sum_{i=k}^{n-1} \tilde{A}^{n-1-i} K z_{i} \right) \\
= \sum_{n=k}^{N-1} \sum_{i=0}^{k-1} K_{n-k}^{a} H' \tilde{A}^{n-1-i} K z_{i} \\
+ \sum_{n=k}^{N-1} \sum_{i=k}^{N-1} K_{n-k}^{a} H' \tilde{A}^{n-1-i} K z_{i} \\
= \alpha \left( \sum_{i=0}^{k-1} \tilde{A}^{n-1-i} K z_{i} + \sum_{i=k}^{N-1} \tilde{A}^{n-1-i} K z_{i} \right) \\
(37)
\]

where in (i) we switched the summation order and noted that the summation in the second term actually starts at n = k + 1. Noting that,

\[
\sum_{n=k+1}^{N-1} \sum_{i=0}^{k-1} \phi_{n,i} = \\
= \sum_{n=k+1}^{N-1} \phi_{n,k} + \phi_{n,k+1} + \cdots + \phi_{n,N-2} \\
= \phi_{k+1,k} + \phi_{k+2,k} + \phi_{k+2,k+1} + \cdots + \phi_{N-1,k} + \phi_{N-1,k+1} + \cdots + \phi_{N-1,1} + \phi_{N-1,2} \\
= \sum_{n=k}^{N-2} \sum_{i=k}^{N-1} \phi_{n,i} \\
= \sum_{i=k}^{N-1} \phi_{N-1,i} + \cdots + \phi_{i,k} + \phi_{i,i} + \cdots + \phi_{i,1}
\]

where in (ii) the internal sum is over the columns in (i) and the outer sum over rows, substituting \( \phi_{n,i} = K_{n-k}^{a} H' \tilde{A}^{n-1-i} K z_{i} \) we can write equation (37) as,

\[
\sum_{n=k}^{N-1} K_{n-k}^{a} H' \sum_{i=0}^{n-1} \tilde{A}^{n-1-i} K z_{i} = \\
= \sum_{i=0}^{k-1} \tilde{A}^{n-1-i} K z_{i} + \sum_{i=k}^{N-1} \tilde{A}^{n-1-i} K z_{i} \\
= \tilde{A}^{k} - \sum_{n=k}^{N-1} K_{n-k}^{a} H' \tilde{A}^{n-1-i} K z_{i} \\
(39)
\]

Now by substituting this expression into equation (36) we obtain \( \hat{x}_{k|N-1} \) as a sum of a causal and a non-causal term,

\[
\hat{x}_{k|N-1} = \hat{x}_{k|N-1} - \hat{z}_{N-1} + \hat{z}_{k|N-1}, \\
(40)
\]

where

\[
\hat{x}_{k|N-1} = \sum_{i=0}^{k-1} \tilde{A}^{k-1-i} K z_{i} - \sum_{n=k}^{N-1} K_{n-k}^{a} H' \tilde{A}^{n-1-i} K z_{i} \\
= \tilde{A}^{k} - \sum_{n=k}^{N-1} K_{n-k}^{a} H' \tilde{A}^{n-1-i} K z_{i} \\
= \left( \tilde{A}^{k} - \sum_{n=k}^{N-1} K_{n-k}^{a} H' \tilde{A}^{n-1-i} K z_{i} \right) \sum_{i=0}^{k-1} \tilde{A}^{i} K z_{i} \\
(41)
\]

We separately further develop each term. Starting with the causal term, simple algebraic manipulations yield,

\[
\hat{x}_{k|N-1} = \\
= \tilde{A}^{k} - \sum_{n=k}^{N-1} K_{n-k}^{a} H' \tilde{A}^{n-1-i} K z_{i} \\
= \tilde{A}^{k} - \sum_{n=k}^{N-1} K_{n-k}^{a} H' \tilde{A}^{n-1-i} K z_{i} \\
= \left( \tilde{A}^{k} - \sum_{n=k}^{N-1} K_{n-k}^{a} H' \tilde{A}^{n-1-i} K z_{i} \right) \sum_{i=0}^{k-1} \tilde{A}^{i} K z_{i} \\
(42)
\]

Next, Substituting the gain from equation (29), \( K_{n-k}^{a} = \Sigma \tilde{A}^{n-k}[\tilde{A}^{l}]^{-1} K \) the causal term becomes,

\[
\hat{x}_{k|N-1} = \\
= \left( \tilde{A}^{k} - \sum_{n=k}^{N-1} \Sigma \tilde{A}^{n-k}[\tilde{A}^{l}]^{-1} K H' \tilde{A}^{n-1-i} K z_{i} \right) \sum_{i=0}^{k-1} \tilde{A}^{i} K z_{i} \\
= \left( \tilde{A}^{k} - \Sigma \tilde{A}^{n-k}[\tilde{A}^{l}]^{-1} K H' \tilde{A}^{n-1-i} K z_{i} \right) \sum_{i=0}^{k-1} \tilde{A}^{i} K z_{i} \\
(43)
\]
Define the matrices,

\[
\begin{align*}
\hat{B}_{k,i} &= A^{k-i} - \sum D_{k,i,k} \\
\tilde{C}_{k,i} &= \sum (\hat{A}^{-k} [A\Sigma]^{-1} - \tilde{D}_{k,i,i+1}) \\
\tilde{D}_{k,i,m} &= \sum_{n=m}^{N-1} \tilde{E}_{k,i,n} \\
\tilde{E}_{k,i,n} &= \tilde{A}^{n-k} [A\Sigma]^{-1} KH' \tilde{A}^{n-1} \\
\tilde{G}_{k,i} &= \mathcal{I}(i < k) \hat{B}_{k,i} + \mathcal{I}(i \geq k) \tilde{C}_{k,i},
\end{align*}
\]

and substitute \( \tilde{E}_{k,i,n} \) into (43),

\[
\tilde{x}_{k|N-1} = \left( \tilde{A}^{-k} - \sum_{n=k}^{N-1} \tilde{E}_{k,0,n} \right) \sum_{i=0}^{k-1} \tilde{A}^{-i} K z_i \\
= \sum_{i=0}^{k-1} \left( \tilde{A}^{-k-i} - \sum_{n=k}^{N-1} \tilde{E}_{k,0,n} \tilde{A}^{-i} \right) K z_i \\
= \sum_{i=0}^{k-1} \left( \tilde{A}^{-k-i} - \sum_{n=k}^{N-1} \tilde{E}_{k,i,n} \right) K z_i. \tag{45}
\]

Now, substituting \( \tilde{D}_{k,i,m} \) and \( \hat{B}_{k,i,m} \) we obtain,

\[
\hat{x}_{k|N-1} = \sum_{i=0}^{k-1} \left( \tilde{A}^{-k-i} - \tilde{D}_{k,i,k} \right) K z_i = \sum_{i=0}^{k-1} \hat{B}_{k,i,K} z_i. \tag{46}
\]

In a similar manner we develop the non-causal term, starting with simple algebraic manipulations,

\[
\hat{x}_{k|N-1} = \sum_{i=0}^{N-1} K_{a} a_{k-i} z_i - \sum_{i=0}^{N-1} K_{a} a_{k-i} K z_i \\
= \sum_{i=0}^{N-1} K_{a} a_{k-i} z_i - \sum_{i=0}^{N-1} K_{a} a_{k-i} K z_i + z_{N-1} \tag{47}
\]

Where we defined \( z_{N-1} = K^{a}_{N} - k z_{N-1} \). Continuing by substitute the gain,

\[
\hat{x}_{k|N-1} = \sum_{i=0}^{N-2} \tilde{E}_{k,0,i} \tilde{A}^{-i} K z_i \\
= \sum_{i=0}^{N-2} \tilde{E}_{k,0,i} \tilde{A}^{-i} K z_i + \sum_{i=0}^{N-1} \tilde{E}_{k,0,i} K z_i \tag{48}
\]

then substituting \( \tilde{E}_{k,i,n} \) into (48),

\[
\hat{x}_{k|N-1} = \sum_{i=0}^{N-1} \tilde{E}_{k,0,i} \tilde{A}^{-i} K z_i \tag{49}
\]

and finally substituting \( \tilde{D}_{k,i,m} \) and \( \hat{C}_{k,i} \),

\[
\hat{x}_{k|N-1} = \sum_{i=0}^{N-1} \tilde{D}_{k,i,i+1} \tilde{A}^{-i} K z_i + \sum_{i=0}^{N-1} \tilde{C}_{k,i} z_i. \tag{50}
\]

Now we combine the causal and non-causal terms yielding,

\[
\hat{x}_{k|N-1} = \hat{x}_{k|N-1} + \hat{x}_{k|N-1} = \sum_{i=0}^{N-1} \hat{B}_{k,i,K} z_i + \sum_{i=0}^{N-1} \tilde{C}_{k,i} K z_i. \tag{51}
\]

From equation (51) it is immediate to deduce the \([nN \times nN]\) smoothing block operator having the entries

\[
\hat{\Xi}_{N}[r,c] = \hat{G}_{r,c} K, \tag{52}
\]

such that

\[
\xi_{N} = \hat{\Xi}_{N} Z_{N}. \tag{53}
\]

A.2. Human activity recognition - technical details

We detail here the architecture of the filter we utilized for real time estimation of the human action given past observations. The smoother has a similar architecture detailed below.
The raw observations \((z_k, \dot{z}_k \in \mathbb{R}^3)\) are three dimensional accelerometer measurements which are received from different smartphones at different sampling rates (see (Stisen et al., 2015) for details). We interpolate them to a common sampling rate of 200 Herz as to utilize the exact same estimator architecture for all smartphones. To preserve causality, the interpolation used is zero-order-hold (Oppenheim & Schafer, 1975). Given raw data \(r_n\) at sampling rate \(r_s\) Herz, resampling it to a sampling rate \(f_s\) Herz using zero-order-hold interpolation is expressed by

\[
\rho_k = r_n, \quad n \frac{r_s}{f_s} \leq k \leq (n + 1) \frac{r_s}{f_s}.
\]

We utilize the DeepConvLSTM architecture presented in (Ordóñez & Roggen, 2016) with slight changes. Four sequential convolution layers are processing finite equal length windows containing four seconds of the observed raw measurements (after the resampling to 200 Herz), and produce for each processed window a 12-dimensional vector of extracted learned features. The windows are overlapping by 3.75 seconds and thus the 12-dimensional feature vector is at a rate of 4 Herz. A single window containing four seconds of raw measurements is given by \(z_{k-df_s+1:k} \in \mathbb{R}^{mdf_s \times 1}\) with \(m = 3\), \(d = 4\) [sec] and \(f_s = 200\) [Herz]. The output of the first convolution layer is given by,

\[
c_k^{(0)} = \sigma \left( W^{(0)} \cdot z_{k-df_s+1:k} + b^{(0)} \right),
\]

where \(W^{(0)} \in \mathbb{R}^{j \times mdf_s}\) with \(j = 12\) is a learned matrix, \(b^{(0)} \in \mathbb{R}^{j \times 1}\) is a learned bias vector, \(l = 50\) reflects the overlap of 3.75 seconds between sequential windows and \(\sigma(\cdot)\) is ReLU activation. We set \(k = 0\) as the starting index of each input time-series and set \(z_k = 0\) for all \(k < 0\). For \(i = 1, 2, 3\), the output of the following convolution layers is given by,

\[
c_k^{(i)} = \sigma \left( W^{(i)} \cdot c_k^{(i-1)} + b^{(i)} \right),
\]

where \(f_s = f_s/l = 4\) [Herz], \(c_k^{(i-1)} \in \mathbb{R}^{j \times ddf_s+1:k}\) is the output of convolution layer \(i - 1\), \(W^{(i)} \in \mathbb{R}^{j \times jdf_s}\) are learned matrices and \(b^{(i)} \in \mathbb{R}^{j \times 1}\) are learned bias vectors.

A single layer LSTM with a hidden size \(h = 30\) processes the 12-dimensional time-series \(c_k^{(3)}\) and its output is a time-series \(o_k^{(f)} \in \mathbb{R}^h\) which is connected to a linear layer that maps the 30-dimensional LSTM state to a vector whose dimension equals the number of categories (6). Finally a log-softmax layer outputs the time-series \(\hat{x}_{k+1|k} \in \mathbb{R}^6\) (at 4 Herz) of log-probabilities of each category. See Zhang et al. (2020) for a detailed explanation of convolution layers LSTMs, softmax layers and ReLU activation.

The smoother utilizes a single bi-directional LSTM and so outputs the non-causal estimation. The forward and backward layers both have the same hidden size \(h = 30\) where the backward layer processes the measurements in a reversed order. The output of the bi-directional LSTM is a time-series \([o_k^{(f)}, o_k^{(b)}] \in \mathbb{R}^{2h}\) which is connected to a linear layer that maps the 60-dimensional bi-directional LSTM state to a vector whose dimension equals the number of categories (6). Finally a log-softmax layer outputs the time-series \(\hat{x}_{k+1|k} \in \mathbb{R}^6\) (at 4 Herz) of log-probabilities of each category, where \(N\) is the length of the time-series.