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Abstract

We give a self-contained randomized algorithm based on shifted inverse iteration which
provably computes the eigenvalues of an arbitrary matrix $M \in \mathbb{C}^{n \times n}$ up to backward error $\delta\|M\|$ 
in $O(n^4 + n^3 \log^2 (n/\delta) + \log(n/\delta)^2 \log \log(n/\delta))$ floating point operations using $O(\log^2 (n/\delta))$
bits of precision. While the $O(n^4)$ complexity is prohibitive for large matrices, the algorithm
is simple and may be useful for provably computing the eigenvalues of small matrices using
controlled precision, in particular for computing Ritz values in shifted QR algorithms as in
[BGVS22b].
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1 Introduction

In Part I of this series [BGVS22a] we gave a family of shifting strategies, of some suitable degree $k$, for which the Hessenberg shifted QR algorithm converges globally and rapidly in exact arithmetic on nonsymmetric matrices with controlled eigenvector condition number. Our analysis relied on the existence of an algorithm, which we called a Ritz value finder, which on a matrix input $H$ and accuracy parameter $\theta > 1$ would compute a set $\mathcal{R} = \{r_1, \ldots, r_k\}$ of $\theta$-optimal Ritz values for $H$, i.e. a set of complex numbers satisfying

$$\left\| e_n^* \prod_{i \leq k} (H - r_i) \right\|^{1/k} \leq \theta \min_{p \in \mathcal{P}_k} \left\| e_n^* p(H) \right\|^{1/k},$$

where $\mathcal{P}_k$ denotes the set of monic polynomials of degree $k$. Then, in Part II [BGVS22b] we showed that any algorithm that could solve the forward-error eigenproblem could be used (on the lower-right $k \times k$ corner of $H$) to build a Ritz value finder. In this paper (Part III of the series) we complete our analysis by presenting a randomized algorithm $\text{SmallEig}$, based on shifted inverse iteration, that can solve this eigenvalue problem on any input $M \in \mathbb{C}^{n \times n}$ using a controlled amount of precision in floating point arithmetic. Our main result can be stated as follows.

Theorem 1.1. On any input matrix $M \in \mathbb{C}^{n \times n}$, accuracy parameter $\delta > 0$, and failure probability tolerance $\phi > 0$, the algorithm $\text{SmallEig}(M, \delta, \phi)$ produces, with probability $1 - \phi$, the eigenvalues of a matrix $\tilde{M} \in \mathbb{C}^{n \times n}$ with $\|M - \tilde{M}\| \leq \delta \|M\|$, using at most

$$O(n^4 + n^3 \log(n/\delta \phi)^2 + \log(n/\delta \phi)^2 \log \log(n/\delta \phi))$$

arithmetic operations on a floating point machine with $O(\log(n/\delta \phi)^2)$ bits of precision.

The above theorem shows that, when implemented on a floating point machine with $O(\log(n/\delta \phi)^2)$ bits of precision, the algorithm $\text{SmallEig}$ is $\delta$-backward stable. However, as mentioned above, the shifting strategy analyzed in [BGVS22a, BGVS22b] requires an algorithm that provides forward approximations of the eigenvalues of a (small) matrix. The following result [Bha07, Theorem 39.1] turns any backward error algorithm for the eigenproblem into a forward error algorithm, at the cost of multiplying the number of bits of precision by a roughly $n$ (which might be tolerable for small $n$, but prohibitively expensive otherwise).
Lemma 1.2. Let $M, \tilde{M} \in \mathbb{C}^{n \times n}$ be any two matrices. Then there are labellings $\lambda_1, \ldots, \lambda_n$ and $\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n$ of the eigenvalues of $M$ and $\tilde{M}$, respectively, so that
\[
\max_i |\lambda_i - \tilde{\lambda}_i| \leq 4(\|M\| + \|\tilde{M}\|)^{1-1/n}\|M - \tilde{M}\|^{1/n}.
\]

In particular, for every $\beta \leq 1$ one can produce $\beta$-forward approximate eigenvalues by calling \textnormal{SmallEig} with accuracy
\[
\delta = \left(\frac{\beta}{12}\right)^n,
\]
as $\|\tilde{M}\| \leq \|M\| + \delta \leq 2\|M\|$. This yields the following corollary.

Corollary 1.3. On any input matrix $M \in \mathbb{C}^{n \times n}$ with eigenvalues $\lambda_1, \ldots, \lambda_n$, any accuracy parameter $\beta > 0$, and failure probability tolerance $\phi > 0$, one can use \textnormal{SmallEig} to find, with probability $1 - \phi$, approximate eigenvalues $\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n \in \mathbb{C}^{n \times n}$ such that
\[
\max_i |\lambda_i - \tilde{\lambda}_i| \leq \beta\|M\|,
\]
using at most $O(n^5 \log(n/\beta\phi)^2 + n^2 \log(n/\beta\phi)^2 \log(n \log(n/\beta\phi)))$ arithmetic operations on a floating point machine with $O(n^2 \log(n/\beta\phi)^2)$ bits of precision.

1.1 Overview of the Algorithm and Intermediate Results

The main subroutine of \textnormal{SmallEig}, which we call \textnormal{OneEig}, is a form of shifted inverse iteration that on a diagonalizable input $M \in \mathbb{C}^{n \times n}$ and an input accuracy parameter $\beta > 0$, produces a $\beta$-forward approximation $\tilde{\lambda} \in \mathbb{C}$ of an eigenvalue of $M$. The precision required to ensure stability of this subroutine and its running time are a function of $n$ and the eigenvector condition number of $M$, i.e. of
\[
\kappa_V(M) := \inf_{V: M = VDV^{-1}} \|V\|\|V^{-1}\|.
\]
The shifting strategy in \textnormal{OneEig} crucially relies on a subroutine \textnormal{DistSpec}, which allows us to estimate the distance of any given point $s \in \mathbb{C}$ to the spectrum of $M$ (henceforth denoted by $\textnormal{Spec} M$) up to relative distance $0.1$. The subroutine \textnormal{DistSpec} is in itself a form of unshifted inverse iteration on $M - s$ and its required precision and running time are also a function of $n$ and $\kappa_V(M)$.

Once a $\beta$-forward approximation $\tilde{\lambda} \in \mathbb{C}$ of $M$ is obtained, the algorithm calls a subroutine \textnormal{Decouple}, which essentially uses inverse iteration on $M - \tilde{\lambda}$ to find a vector $v \in \mathbb{C}^n$ which is close to the right eigenvector of $M$ associated to the eigenvalue which is closest to $\tilde{\lambda}$. Then, the subroutine \textnormal{Deflate} is called to reduce the problem $M$ to a smaller instance.

All of the subroutines used in the algorithm require some control on $\kappa_V(M)$, and some additionally require a lower bound on the minimum eigenvalue gap of $M$, i.e.
\[
gap(M) := \min_{i \neq j} |\lambda_i(M) - \lambda_j(M)|.
\]

In order for \textnormal{SmallEig} to work on any matrix, we pre-process the input matrix by adding a small random perturbation.\textsuperscript{1} This was done in \cite{BGVKS20b} to provide general guarantees for the spectral

\textsuperscript{1}If $M \in \mathbb{C}^{n \times n}$ is the input matrix, we run the algorithm on $M + \gamma G_n$, where $G_n$ is a normalized complex Ginibre matrix and $\gamma > 0$ is a function of the desired accuracy and failure probability.
bisection algorithm, and by now the random matrix literature possesses several results giving high probability quantitative upper bounds on $\kappa_V$ and lower bounds on gap for the pre-processed matrix [ABB⁺18, BKMS21, BGVKS20b, JSS21, BGVKS20a, Ge17, LO21]. We refer the reader to Section 6.3 for a detailed discussion.

Below we elaborate on the main subroutines of SmallEig and discuss the technical results proven in this paper.

Computing the Distance to the Spectrum (DistSpec). Let $M \in \mathbb{C}^{n \times n}$ be a diagonalizable matrix with spectral decomposition

$$M = \sum_{i=1}^{n} \lambda_i v_i w_i^*,$$

and fix $s \in \mathbb{C} \setminus \text{Spec } M$. The main idea behind DistSpec is simple: if $u \in \mathbb{C}^n$ is a vector sampled uniformly at random from the complex unit sphere $S^{n-1}$ then $\|u^*(s - M)^{-m}\|^{-\frac{1}{m}}$ converges (with probability one) as $m$ goes to infinity, to the distance from $s$ to the spectrum of $M$, which we will denote by $\text{dist}(s, \text{Spec } M)$. Indeed:

$$\lim_{m \to \infty} \|u^*(s - M)^{-m}\|^{-\frac{1}{m}} = \lim_{m \to \infty} \left\| \sum_{i=1}^{n} (s - \lambda_i)^{-m} u^* v_i w_i^* \right\|^{-\frac{1}{m}}$$

$$= \lim_{m \to \infty} \text{dist}(s, \text{Spec } M) \left\| \sum_{i=1}^{n} \left( \frac{\text{dist}(s, \text{Spec } M)}{s - \lambda_i} \right)^m u^* v_i w_i^* \right\|^{-\frac{1}{m}}$$

$$= \text{dist}(s, \text{Spec } M)$$

where the last equality holds almost surely. In Section 3.2 we will prove a quantitative version of this fact, and show that when $m = \Omega(\log(n \kappa_V(M)))$ one obtains an approximation of $\text{dist}(s, \text{Spec } M)$ up to a relative error of 0.1. We will then conclude that DistSpec can be implemented with a running time of at most

$$O(\log(n \kappa_V(M)) n^2 + \log(n \kappa_V(M)) \log(n \kappa_V(M)))$$

arithmetic operations and prove its backward error guarantees, which depend on $\text{dist}(s, \text{Spec } M)$ and $\kappa_V(M)$.

Finding One Eigenvalue (OneEig). With DistSpec in hand, OneEig generates a sequence of complex numbers $s_0, s_1, \ldots$ that converges linearly to an eigenvalue of $M$. This sequence is recursively generated as follows: at time $t$, the algorithm uses DistSpec to compute an estimate $\tau_t \approx \text{dist}(s_t, \text{Spec } M)$ with relative error of at most 0.1. This guarantees that there is at least one eigenvalue of $M$ inside the annulus

$$A_{s_t, \tau_t} := \{ z \in \mathbb{C} : 0.9 \tau_t \leq |z - s_t| \leq 1.12 \tau_t \},$$

and hence if $N_{s_t, \tau_t}$ is a fine enough net of $A_{s_t, \tau_t}$ (we will show that nets of six points suffice), we will be able to guarantee that

$$\min_{s \in N_{s_t, \tau_t}} \text{dist}(s, \text{Spec } H) \leq 0.6 \text{dist}(s_t, \text{Spec } H).$$
Given the above guarantee, OneEig then uses DistSpec again, now to estimate the distances of the points \( s \in N_{s_t, \tau_t} \) to the spectrum of \( M \), and chooses a point \( s \in N \) for which

\[
\text{DistSpec}(s, \text{Spec} M) \leq \gamma \tau_t
\]

for some suitably chosen parameter \( \gamma \in (0, 1) \) (we will show that when \( \gamma = 0.66 \) the above inequality is guaranteed for some point in the net). For such an \( s \), OneEig sets \( s_{t+1} := s \) and \( \tau_{t+1} := \text{DistSpec}(s, \text{Spec} M) \), after which the iteration is repeated (see Figure 1 for an example).

![Figure 1: The locations of the eigenvalues of \( M \) are represented by an \( \times \). The figure illustrates the first steps of the iteration which produce \( s_0, s_1 \) and \( s_2 \). The annuli \( A_{s_0, \tau_0} \) and \( A_{s_1, \tau_1} \) are signal with dotted lines, and the corresponding nets of six points on them are marked.](image)

Figure 1: The locations of the eigenvalues of \( M \) are represented by an \( \times \). The figure illustrates the first steps of the iteration which produce \( s_0, s_1 \) and \( s_2 \). The annuli \( A_{s_0, \tau_0} \) and \( A_{s_1, \tau_1} \) are signal with dotted lines, and the corresponding nets of six points on them are marked.

Clearly, the \( s_t \) will converge linearly to an eigenvalue of \( M \) and hence finding a point that is at distance at most \( \beta \) from the spectrum of \( M \) will take \( O(\log(1/\beta)) \) calls to DistSpec. This will be discussed in detail in Section 3.2.

**Remark 1.4.** Intuitively, OneEig is a shifting strategy for inverse iteration where each shift is an exceptional shift (cf. [EH75, WG02, BGVS22a]) chosen from a net of six points.

**Remark 1.5.** Note that even if the subroutine OneEig provides a \( \beta \)-forward approximation of an eigenvalue of the matrix, the ultimate algorithm SmallEig will only be able to provide an \( O(\beta) \)-backward set of approximate eigenvalues. This is because in order to obtain the full eigendecomposition one needs to deflate the problem once a converged eigenvalue is obtained (see the next paragraph for more details on this process), and after deflation we are only able to control the backward error of the eigenvalues that are subsequently obtained.

**Implementation of the Subroutines** (Tau\(^m\), Decouple, Deflate). There are many ways to implement the subroutines DistSpec and OneEig described above. In this paper, for several reasons, we have decided to operate with matrices in their Hessenberg form (similar to what the shifted QR algorithm does). One of the advantages of doing this is that, in the Hessenberg setting, instead
of computing the quantity \( \| u^*(s - M)^{-m} \|^{-\frac{1}{m}} \) mentioned in the analysis of DistSpec one need to compute
\[
\tau_{(z-s)^m}(H) := \| e_n^*(s - H)^{-m} \|^{-\frac{1}{m}}
\]
where \( H \) is a Hessenberg matrix that is unitarily equivalent to \( M \) (or almost unitarily equivalent when finite arithmetic is taken into account). Computing the latter quantity, as shown in e.g. [BGVS22b], can be done directly from running the implicit QR algorithm \( \text{IQR} \) on \( H \) (see Section 2.3 for a definition of \( \text{IQR} \) and the subroutine \( \text{Tau}^m \) defined by it). So in essence, when working with Hessenberg matrices the subroutine DistSpec can be easily implemented by calling \( \text{IQR} \) with a suitable degree.

The second advantage of working with a Hessenberg matrix \( H \) is that once a forward approximate eigenvalue \( \tilde{\lambda} \) of \( H \) is found (which is the purpose of OneEig), reducing the problem \( H \) to a smaller instance becomes easier. Indeed, in Section 4 we will show that if \( H_\ell := \text{IQR}(H, (z - \tilde{\lambda})^\ell) \), then one is guaranteed to have \( |(H_\ell)_{n,n-1}| = O(\beta) \) for some \( \ell = O(n \log \kappa_Y(M)) \). This will allow us to decouple and then deflate the problem.

**Remark 1.6 (Comparison to Shifted QR).** One reason why our algorithm is not an actual shifted QR algorithm is that we have chosen to maintain the same Hessenberg matrix \( H \) throughout the computation of the shifts \( s_1, s_2, \ldots \) done by OneEig, as opposed to updating the Hessenberg matrix in each iteration to produce a sequence of Hessenberg matrices \( H_0 = H, H_1, \ldots \) hand in hand with the computation of each \( s_i \) (as a standard shifted QR algorithm would do). During this process we are using the Hessenberg structure merely as a device for a fast implementation of inverse iteration, and not any of its more subtle properties as in [BGVS22a]. Between calls to OneEig the Hessenberg structure is further used to deflate the matrix in a convenient manner.

More substantially, OneEig requires as input a Hessenberg matrix whose right eigenvectors all have reasonably large (say \( 1 / \text{poly}(n) \)) inner products with the vector \( e_n \); this is roughly because our analysis is based on the power method and not the more sophisticated potential-based arguments of [BGVS22a] which require no assumptions whatsoever. We guarantee the inner product condition by computing a Hessenberg form with respect to a random vector. Unfortunately this must be redone after each deflation, which inflicts a cost in the running time of \( O(n^4) \), as opposed to the \( O(n^3) \) achieved by algorithms that do not need to repeatedly recompute the Hessenberg form.

**Randomness in the Algorithm (RHess, Unif(\(D(0, \eta_2)), G_n \)).** Our algorithm uses randomness in three different ways. The first one is related to the inverse iteration described above when discussing DistSpec. In the Hessenberg setting, the equivalent of running inverse iteration on a randomly chosen vector is to compute a random Hessenberg matrix \( H \) that is unitarily equivalent to the initial matrix \( M \), where the randomness is uniform (in some suitable sense) among the set of Hessenberg matrices that are uniformly equivalent to \( M \). The source of randomness in this case is also a unit vector distributed uniformly on the complex unit sphere \( S_n^{-1} \). We refer the reader to Section 2.2 for the details on the sampling assumptions made in this paper, and to Section 5 for an analysis of the subroutine RHess which on an input matrix \( M \) returns a Hessenberg matrix \( H \) chosen at random from the unitary equivalence class (up to machine error) of \( M \).

The second use of randomness is related to the forward stability of \( \text{IQR}(H, (z - s)^m) \), which as discussed in [BGVS22b], is a function of \( \text{dist}(s, \text{Spec } H) \). As in [BGVS22b], before every call to \( \text{IQR} \) we will add a small random perturbation to the desired shift \( s \), i.e. we define \( \tilde{s} := s + w \) with \( w \)
chosen uniformly at random from the disk centered at zero of radius $\eta_2$ — henceforth denoted by $w \sim \text{Unif}(D(0, \eta_2))$ — and run $\text{IQR}(H, (z - \hat{s})^m)$ instead of $\text{IQR}(H, (z - s)^m)$. The point of doing this is to ensure that with high probability $\text{dist}(\hat{s}, \text{Spec} H) \geq \eta_1$, for some appropriately chosen (as a function of the desired probability) tolerance parameter $\eta_1$ that will ultimately determine the precision required for $\text{IQR}$ to be numerically forward stable, a necessary condition for our running time guarantees on SmallEig to hold.

Finally, the third way in which we use randomness is to randomly perturb the matrix that is given as input to SmallEig, with the purpose of having high probability upper and lower bounds on $\kappa_V$ and gap (cf. [BGVS22a, Remark 1.4] and [BGVKS20b]) when running the subroutines of SmallEig. For this we assume access to a Gaussian sampler that allows us to generate (once) an $n \times n$ complex Ginibre matrix $G_n$.

To conclude this section we make some comments about our analysis and presentation.

**Pseudospectrum vs gap and $\kappa_V$.** Although all of the requirements, actions, and guarantees of the subroutines used by the main algorithm can be phrased in terms of the minimum eigenvalue gap and eigenvector condition number of the matrices in question, in some cases we have decided to instead work with the notion of pseudospectrum. This treatment simplifies the analysis of the effects of roundoff error, since the perturbation theory for the pseudospectrum of a matrix is significantly simpler than that for the eigenvalue gap and eigenvector condition number. In Section 2.4 we include all the necessary preliminaries regarding the notion of pseudospectrum, and explain in what sense the eigenvector condition number and minimum eigenvalue gap of a matrix can be encoded (conversely recovered) in the pseudospectrum.

**Use of Global Data.** As in [BGVS22b] we will use the notion of *global data* when presenting the pseudocode of the algorithms. Here, the global data will be composed of four quantities that all of the subroutines can access if needed. More specifically, the global data will be given by $n$ the dimension of the original input matrix, $\Sigma$ an approximation of the norm of the matrix, and two parameters $\epsilon$ and $\zeta$ which will be used to control the pseudospectrum.

### 1.2 Related Work and Discussion

Inverse iteration has been used since the 1940’s [Wie44] as a method for computing an eigenvector when an approximation of the corresponding eigenvalue is known; a detailed survey of its history and properties may be found in [Var68, PW71, PW79, Ips97]. In contrast, this paper uses inverse iteration along with a simple shifting strategy to find the eigenvalues from scratch.

As discussed in the references above, two situations in which the behavior of inverse iteration in finite arithmetic is known to be tricky to analyze are: (1) matrices with tiny eigenvalue gaps (2) nonnormal matrices which exhibit transient behavior. We deal with these issues by assuming *a priori* bounds on the eigenvalue gaps and nonnormality of our input matrix (see Definition 2.12) and always dealing with high enough powers of the inverse to dampen transient effects. Assuming such bounds is not restrictive because they may be guaranteed with high probability by adding a small random perturbation, as discussed above.

The algorithm in this paper is, at the time of writing, one of four known provable algorithms for computing backward approximations of the eigenvalues of an arbitrary complex matrix in floating
point arithmetic, along with [ABB+18, BGVKS20b, BGVS22b]. The strengths of the algorithm are its simplicity and use of $O(\log^2(n/\delta))$ bits of precision, which is better than [BGVKS20b] but worse than [ABB+18] (however [ABB+18] has the drawback of running in $O(n^{10}/\delta)$ arithmetic operations). The main weakness of this algorithm compared to [BGVKS20b, BGVS22b] is its use of $O(n^4)$ arithmetic operations for repeatedly computing the Hessenberg form. We do not know any example where this recomputation after deflation is actually needed, but are not able to prove that it is not (with high probability). Doing so would entirely remove the $O(n^4)$ factor from the running time in Theorem 1.1 and is worthy of further investigation.

2 Preliminaries

As in the previous two papers in this sequence, all vector/matrix norms are $\ell_2$/operator norms unless stated otherwise, and we use the notation

$$\text{dist}(S_1, S_2) := \inf_{s_1 \in S_1, s_2 \in S_2} |s_1 - s_2|.$$ 

for any sets $S_1, S_2 \subset \mathbb{C}$, and when $s \in \mathbb{C}$ we use $\text{dist}(s, S)$ as a shorthand notation for $\text{dist}([s], S)$.

2.1 Finite Precision Arithmetic

We use the standard floating point axioms from [Hig02, Chapter 2] (ignoring overflow and underflow as is customary), and use $u$ to denote the unit roundoff. Specifically, we will assume that we can add, subtract, multiply, and divide floating point numbers, and take square roots of positive floating point numbers, with relative error $u$. We will use $fl(\ast)$ to denote that the expression $\ast$ is computed in finite arithmetic.

As in [BGVS22b] we will have to compute $m$-th roots of positive numbers, for which we assume access to an algorithm satisfying the guarantees of the following lemma.

**Lemma 2.1** (Lemma 2.1 in [BGVS22b]). There exist small universal constants $C_{\text{root}}, c_{\text{root}} \geq 1$, such that whenever $mc_{\text{root}}u \leq \epsilon \leq 1/2$ and for any $a \in \mathbb{R}^+$, there exists an algorithm that computes $a^{1/\epsilon}$ with relative error $\epsilon$ in at most

$$T_{\text{root}}(m, \epsilon) := C_{\text{root}}m \log(m \log(1/\epsilon))$$

arithmetic operations.

2.2 Random Sampling Assumptions.

In Section 1.1 we enlisted the three different ways in which randomness is used in SmallEig. Here we specify the assumptions we make about the algorithms used to generate the desired random objects.

**Definition 2.2** (Efficient Unif($S_{\mathbb{C}}^{n-1}$) Sampler). An efficient random vector algorithm takes as input a positive integer $n$ and generates a random unit vector $u \in \mathbb{C}^n$ distributed uniformly in the complex unit $n$-sphere $S_{\mathbb{C}}^{n-1}$ and runs in $C_{\text{U}}n$ arithmetic operations, for some universal constant $C_{\text{U}}$.

**Definition 2.3** (Efficient Unif($D(0, R)$) Sampler). An efficient random perturbation algorithm takes as input an $R > 0$, and generates a random $w \in \mathbb{C}$ distributed uniformly in the disk $D(0, R)$, and runs in $C_{\text{D}}$ arithmetic operations, for some universal constant $C_{\text{D}}$. 
Definition 2.4 (Efficient Ginibre Sampler). An efficient Ginibre sampler takes as input a positive integer \( n \) and generates a random matrix \( G_n \in \mathbb{C}^{n \times n} \), where the entries of \( G_n \) independent centered complex Gaussians of variance \( 1/n \), and runs in \( C_G n^2 \) arithmetic operations.

Note that the roundoff error in the algorithm coming from using finite precision when sampling any of these random objects only affects (in a negligible way) the failure probabilities reported in the analysis of the algorithm, and not the quantities handled by the algorithm itself. So, for simplicity we will assume that the samples can be drawn from their exact distribution.

2.3 Definitions and Lemmas from [BGVS22a] and [BGVS22b].

Approximate Functional Calculus. As in the first two parts of this series, we will exploit the notion of approximate functional calculus. For a diagonalizable Hessenberg matrix \( H \in \mathbb{C}^{n \times n} \), with diagonalization \( H = V D V^{-1} \) for \( V \) chosen\(^2\) to satisfy \( \|V\| = \|V^{-1}\| = \sqrt{\kappa_V(H)} \), define \( Z_H \) to be the random variable supported on \( \text{Spec}(H) \) with distribution

\[
P[Z_H = \lambda_i] = \frac{|e^*_n V e_i|^2}{\|e^*_n V\|^2},
\]

where \( \lambda_i = D_{ii} \). As in the prequels, we will often use the following inequalities (see [BGVS22a, Lemma 2.4] for a proof).

Lemma 2.5 (Approximate Functional Calculus). For any upper Hessenberg \( H \) and complex function \( f \) whose domain includes the eigenvalues of \( H \),

\[
\frac{\|e^*_n f(H)\|}{\kappa_V(H)} \leq E \left[ |f(Z_H)|^2 \right]^{\frac{1}{2}} \leq \kappa_V(H) \|e^*_n f(H)\|.
\]

Implicit QR Algorithm. For an invertible matrix \( M \) we will use \([Q, R] = qr(M)\) to denote that \( M = QR \) is the unique QR decomposition of \( M \) where the upper triangular part \( R \) has positive diagonal entries.

We will assume access to a degree 1 implicit QR algorithm \( \text{IQR}(H, s) \), which is \( \nu_{\text{IQR}}(n) \)-stable in the sense of [BGVS22b, Definition 3.4] and we will implement higher degree shifts by composing this IQR algorithm, that is, for any polynomial \( p(z) = (z-s_1) \cdots (z-s_m) \) we define

\[
\text{IQR}(H, p(z)) := \text{IQR(} \text{IQR(} \cdots \text{IQR} \text{(IQR}(H, s_1), s_2) \cdots ) , s_m),
\]

and recall the following backward-stability guarantees given in [BGVS22b, Lemma 3.6].

Lemma 2.6 (Backward Error Guarantees for IQR). Fix \( C > 0 \) and let \( p(z) = \prod_{\ell \in [m]} (z-s_\ell) \), where \( S = \{s_1, ..., s_m\} \subset \mathbb{D}(0, C \|H\|) \). If \( \tilde{H} = \text{IQR}(H, p(z)) \), and

\[
\nu_{\text{IQR}}(n) u \leq 1/4,
\]

there exists a unitary \( \tilde{Q} \) satisfying

\[
\left\| \tilde{H} - \tilde{Q}^* \tilde{H} \tilde{Q} \right\| \leq 1.4 m (1 + C) \|H\| \nu_{\text{IQR}}(n) u. \quad (4)
\]

\(^2\) If there are multiple such \( V \), choose one arbitrarily.
Using Givens rotations, $\text{IQR}(H, p(z))$ can be executed in

$$T_{\text{IQR}}(n, m) := 7mn^2$$

arithmetic operations and it is $v_{\text{IQR}}(n)$-stable for $v_{\text{IQR}}(n) = 32n^{3/2}$ (see [BGVS22b, Appendix A] for details). Forward error guarantees for $v_{\text{IQR}}(n)$-stable implicit QR algorithms on an input $H \in \mathbb{C}^{n \times n}$ can also be given, this time in terms of the distance of the shifts to the spectrum of $H$. More precisely, the following part of Lemma 3.9 in [BGVS22b] will be used repeatedly below.

**Lemma 2.7** (Forward Error Guarantees for IQR). Let $H \in \mathbb{C}^{n \times n}$ be a Hessenberg matrix and fix $C > 0$. Assume that $p(z) = \prod_{\ell \in [m]}(z - s_\ell)$, where $S = \{s_1, \ldots, s_m\} \subset D(0, C\|H\|)$. Furthermore, let $[Q, R] = \text{qr}(p(H)), \tilde{H} = Q^*HQ$, and assume that

$$u \leq u_{\text{IQR}}(n, m, \|H\|, \kappa_V(H), \text{dist}(S, \text{Spec } H)) := \frac{1}{8\kappa_V(H)v_{\text{IQR}}(n)} \left(\frac{\text{dist}(S, \text{Spec } H)}{\|H\|}\right)^m (5)$$

$$= 2^{-O(\log n\kappa_V(H) + m \log \frac{\|H\|}{\text{dist}(S, \text{Spec } H)})}.$$ 

Then, we have the forward error guarantees:

$$\|\tilde{H} - \tilde{H}\|_F \leq 32\kappa_V(H\|H\| \left(\frac{2 + 2C\|H\|}{\text{dist}(S, \text{Spec } H)}\right)^{m} n^{1/2}v_{\text{IQR}}(n)u.$$ 

**Computing $\tau^m$.** For a Hessenberg matrix $H \in \mathbb{C}^{n \times n}$ and $s \in \mathbb{C}$, our algorithm needs to estimate quantities of the form $\|e_n^*(s - H)^{-m}\|^{-1}$. For this task we will use the subroutine $\text{Tau}^m$ which was analyzed in [BGVS22b].

| Tau$^m$ |
|---|
| **Input:** Hessenberg $H \in \mathbb{C}^{n \times n}$, polynomial $p(z) = (z - s_1) \cdots (z - s_m)$ |
| **Output:** $\tilde{\tau}^m \geq 0$ |
| **Ensures:** $|\tilde{\tau}^m - \tau_p(H)^m| \leq 0.001\tau_p(H)^m$ |
| 1. $[\tilde{H}, \tilde{R}_1, \ldots, \tilde{R}_m] \leftarrow \text{IQR}(H, p(z))$ |
| 2. $\tilde{\tau}^m \leftarrow \text{fl}((\tilde{R}_1)_{nn} \cdots (\tilde{R}_m)_{nn})$ |

**Lemma 2.8** (Lemma 3.9 in [BGVS22b]). If $S = \{s_1, \ldots, s_m\} \subset D(0, C\|H\|)$ and

$$u \leq u_{\text{Tau}^m}(n, m, C, \|H\|, \kappa_V(H), \text{dist}(S, \text{Spec } H)) := \frac{1}{6 \cdot 10^3\kappa_V(H)v_{\text{IQR}}(n)} \left(\frac{\text{dist}(S, \text{Spec } H)}{(2 + 2C\|H\|)^m}\right)^2$$

$$= 2^{-O(\log n\kappa_V(H) + m \log \frac{\|H\|}{\text{dist}(S, \text{Spec } H)})},$$

then $\text{Tau}^m$ satisfies its guarantees, and runs in

$$T_{\text{Tau}^m}(n, m) := T_{\text{IQR}}(n, m) + m = O(mn^2)$$

arithmetic operations.
Shift Regularization. In this paper we will only call $\text{Tau}^m$ on polynomials of the form $p(z) = (z - s)^m$ for some $s \in \mathbb{C}$. So, proceeding as in [BGVS22b], to have a control on the relative accuracy of $\text{Tau}^m$, we will randomly perturb $s$ to ensure that it is far enough from the spectrum of the input matrix. To be precise, we will use the following particular case of [BGVS22b, Lemma 3.10].

Lemma 2.9 (Regularization of Shifts). Let $s \in \mathbb{C}$ and $\eta_2 \geq \eta_1 > 0$, and assume that $\eta_1 + \eta_2 \leq \frac{\text{gap}(H)}{2}$. Let $w \sim \text{Unif}(D(0,\eta_2))$ and $\hat{s} := s + w$. Then with probability at least $1 - (\eta_1/\eta_2)^2$, we have $\text{dist}(\hat{s}, \text{Spec } H) \geq \eta_1$.

2.4 Pseudospectrum

Given $M \in \mathbb{C}^{n \times n}$ and $\epsilon > 0$ the $\epsilon$-pseudospectrum of $M$ is defined as

$$\Lambda_\epsilon(M) := \left\{ \lambda \in \mathbb{C} : \| (\lambda - M)^{-1} \| \geq 1/\epsilon \right\}. \quad (7)$$

In particular $\text{Spec } (M) \subset \Lambda_\epsilon(M)$ for every $\epsilon > 0$, and one can show (see [TE20]) that

$$\Lambda_\epsilon(M) = \{ \lambda \in \mathbb{C} : \lambda \in \text{Spec}(M + E) \text{ for some } \| E \| \leq \epsilon \},$$

and as direct consequence the following two standard properties follow.

Lemma 2.10. For any $M, E, U \in \mathbb{C}^{n \times n}$ with $\| E \| \leq \epsilon$ and $U$ unitary, the following are true

i) $\Lambda_\epsilon(UMU^*) = \Lambda_\epsilon(M)$.

ii) $\Lambda_\epsilon(M + E) \subset \Lambda_{\epsilon - \| E \|}(M)$.

We refer the reader to the excellent book [TE20] for a comprehensive treatment on the notion of pseudospectrum. For this paper we will only need the following basic lemmas that relate the pseudospectrum to the notions of eigenvalue gap and eigenvector condition number. First, we recall that the pseudospectrum can be controlled in terms of the eigenvector condition number.

Lemma 2.11 ([TE20]). For every $M \in \mathbb{C}^{n \times n}$,

$$\bigcup_i D(\lambda_i, \epsilon) \subset \Lambda_\epsilon(M) \subset \bigcup_i D(\lambda_i, \epsilon \kappa_V(M)). \quad (8)$$

When analyzing the algorithm in finite arithmetic it will be necessary to have some control on the eigenvector condition number and minimum eigenvalue gap of the matrices produced by the algorithm. For this, we will use the notion of $\zeta$-shattered pseudospectrum, which is very similar to the notion of shattered pseudospectra introduced in [BGVKS20b], but without referencing a grid.

Definition 2.12 ($\zeta$-shattered pseudospectrum). Let $\epsilon, \zeta > 0$ and $M \in \mathbb{C}^{n \times n}$. We say that $\Lambda_\epsilon(M)$ is $\zeta$-shattered if there exist $n$ disjoint disks $D_1, \ldots, D_n$ of radius $\zeta$ such that

i) (Containment) $\Lambda_\epsilon(M) \subset \bigcup_{i=1}^n D_i$.

ii) (Separation) Any two disks are at distance at least $\zeta$, that is, $\text{dist}(D_i, D_j) \geq \zeta$ for all $i \neq j$.

In what can be thought as a converse of Lemma 2.11, the shattering parameter can be used to control the eigenvector condition number of a matrix and its minimum eigenvalue gap.
Lemma 2.13 ($\kappa_V$ from $\zeta$ and $\epsilon$). Let $\epsilon, \zeta > 0$ and $M \in \mathbb{C}^{n \times n}$. If $\Lambda_\epsilon(M)$ is $\zeta$-shattered, then

i) $\kappa_V(M) \leq \frac{n\zeta}{\epsilon}$.

ii) $\text{gap}(M) \geq \zeta$.

Proof. First note that ii) follows from the fact that $\text{Spec}(M) \subset \Lambda_\epsilon(M)$ and the definition of $\zeta$-shattering. To show i) let $\lambda_1, \ldots, \lambda_n$ be the eigenvalues of $M$, and for every $i$ let $\kappa(\lambda_i)$ denote the eigenvalue condition number of $\lambda_i$ (see [BGVKS20b, Section 2.2] for a definition). A trivial modification of the proof of Lemma 3.11 in [BGVKS20b] yields that $\kappa(\lambda_i) \leq \frac{\zeta}{\epsilon}$. Then, by Lemma 3.1 in [BKMS21] we have

$$
\kappa_V(M) \leq \sqrt{n \sum_{i=1}^{n} \kappa(\lambda_i)^2} \leq \frac{n\zeta}{\epsilon}.
$$

3 The Shifting Strategy

3.1 Analysis of DistSpec

We define the subroutine DistSpec($H, s, m$) as follows and prove its guarantees below.

| DistSpec |
|-----------|
| **Input:** Hessenberg $H \in \mathbb{C}^{n \times n}$, $s \in \mathbb{C}$, $m \in \mathbb{N}$ |
| **Output:** $\tau \geq 0$ |
| **Ensures:** $0.998 \frac{\kappa_V(H)}{\kappa_V(H) + \text{dist}(s, \text{Spec} H)} \leq \tau \leq \frac{1.003 \kappa_V(H) \|H\|}{\text{dist}(s, \text{Spec} H)}$ |
| 1. $\tilde{\tau}^m \leftarrow \text{Tau}^m(H, (z - s)^m)$ |
| 2. $\tau \leftarrow \text{fl} \left( \frac{\tilde{\tau}^m}{\kappa_V(H)} \right)$ |

Proposition 3.1 (Guarantees for DistSpec). Let $C > 0$ and assume that $s \in D(0, C\|H\|)$. Then, the algorithm DistSpec runs in $T_{\text{DistSpec}}(n, m) := T_{\text{Tau}}(n, m) + T_{\text{root}}(m, 10^{-3}) = O(mn^2 + m \log m)$ arithmetic operations and satisfies its guarantees provided that

$$
u \leq u_{\text{DistSpec}}(n, m, C, \|H\|, \kappa_V(H), \text{dist}(s, \text{Spec} H)) \quad (9)
$$

$$
:= \frac{1}{\epsilon_{\text{root}}} u_{\text{Tau}}(n, m, C, \|H\|, \kappa_V(H), \text{dist}(s, \text{Spec} H)).
$$

Proof. First note that

$$
\tau_{(z-s)^m}(H) = \|e_n^*(H - s)^{-m}\|^{-\frac{1}{m}}
$$
which combined with all of the above yields the advertised guarantees. To compute the final
result follows from the triangle inequality.

Similarly, to lower bound \( \tau_{(z-s)^m}(H) \) use Lemma 2.5 again to obtain

\[
\tau_{(z-s)^m}(H) = \|e_n^*(H-s)^m\|^{-1/m} \leq \frac{1}{\kappa_V(H)^{\frac{1}{m}}} \|Z_H - s\|^{-2/m} \leq \frac{1}{\kappa_V(H)^{\frac{1}{m}}} \|Z_H - s\|^{-2/m} \leq \frac{1}{\kappa_V(H)^{\frac{1}{m}}} \|Z_H - s\|^{-2/m} \leq \frac{1}{\kappa_V(H)^{\frac{1}{m}}} ,
\]

So, it only remains to control \(|\tau - \tau_{(z-s)^m}(H)|\), where \(\tau\) is the output of DistSpec. Since by assumption (9) holds, we can apply Lemma 2.8 to get

\[
0.999 \tau_{(z-s)^m}(H)^m \leq \tilde{\tau}^m \leq 1.001 \tau_{(z-s)^m}(H)^m.
\]

Similarly, we can apply Lemma 2.1 to get that \(f((\tilde{\tau}^m)^{\frac{1}{m}})\) can be computed to relative accuracy \(\epsilon = 10^{-3}\), using at most \(T_{\text{root}}(m, 10^{-3})\) arithmetic operations. Hence

\[
0.999 (\tilde{\tau}^m)^{\frac{1}{m}} \leq f((\tilde{\tau}^m)^{\frac{1}{m}}) \leq 1.001 (\tilde{\tau}^m)^{\frac{1}{m}},
\]

which combined with all of the above yields the advertised guarantees. To compute the final running time, add to \(T_{\text{root}}(m, 10^{-3})\) the \(T_{\text{tau}}(n, m)\) arithmetic operations needed to compute \(\text{Taum}^m\).

\[\square\]

### 3.2 Analysis of OneEig

For every \(s \in \mathbb{C}\) and \(\tau > 0\), on the annulus \(A_{s, \tau} = \{z \in \mathbb{C} : 0.9\tau \leq |z - s| \leq 1.12\tau\}\) we will define the set \(\mathcal{N}_{s, \tau}\) of six points given by

\[
\mathcal{N}_{s, \tau} := \{s + \tau e^{i\ell \pi/3} : \ell = 1, \ldots, 6\}.
\]

As explained in Section 1.1, at time \(t\), OneEig will call DistSpec on the the locations given by the points in a net on \(A_{s, \tau}\), for some \(s_i\) and \(\tau_i\). So, to give accuracy guarantees on the output provided by DistSpec, we will choose the net to be the randomly perturbed set

\[
\mathcal{N}_{s, \tau} := \{s_t + w : s_t \in \mathcal{N}_{s, \tau}\}, \quad \text{where} \quad w \sim \text{Unif}(D(0, \eta_2)).
\]

(cf. the discussion on shift regularization in Section 2.3).

We begin by noting that for any \(s \in \mathbb{C}\) and \(\tau > 0\), \(\mathcal{N}_{s, \tau}\) is a net on \(A_{s, \tau}\) in the following sense.

**Observation 3.2.** Using the above notation, if \(\eta_2 \leq 0.03\tau\) then for any realization of \(\mathcal{N}_{s, \tau}\) we have

\[
\sup_{z \in \mathcal{N}_{s, \tau}} \text{dist}(z, \mathcal{N}_{s, \tau}) \leq 0.6\tau.
\]

**Proof.** Basic trigonometry shows that because \(z \in A_{s, \tau}\) we can guarantee \(\text{dist}(z, \mathcal{N}_{s, \tau}) \leq 0.57\tau\). Then, because any realization of \(w \sim D(0, \eta_2)\) (which yields a realization of \(\mathcal{N}_{s, \tau}\)) satisfies \(|w| \leq \eta_2 \leq 0.03\tau\), the result follows from the triangle inequality.

\[\square\]
We can now define the algorithm.

### OneEig

**Input:** $H \in \mathbb{C}^{n \times n}$ Hessenberg, accuracy $\beta > 0$, failure probability tolerance $\varphi$, eigenvalue mass lower bound $p$

**Global Data:** Norm bound $\Sigma$, pseudospectral parameter $\epsilon$, shattering parameter $\zeta$

**Output:** $[\lambda, \text{correctness}]$ with $\lambda \in \mathbb{C}$ and correctness $\in \{\text{true, false}\}$

**Requires:** $\beta \leq 1/2$, $\Lambda_\epsilon(H)$ is $\zeta$-shattered, $P[Z_H = \lambda] \geq p$ for all $\lambda \in \text{Spec } H$, $10\beta \leq \|H\| \leq 2\Sigma$

**Ensures:** With probability at least $1 - \varphi$, OneEig terminates successfully, that is correctness $= \text{true}$ and $\lambda$ satisfies $\eta_1 \leq \text{dist}(\lambda, \text{Spec } H) \leq \beta$, where $\eta_1$ is defined in line 1

1. $m \leftarrow \left\lceil 12 \left( \log \left( \frac{\eta_1^2}{\epsilon} \right) + \frac{1}{2} \log \left( \frac{1}{\beta} \right) \right) \right\rceil$, $\eta_2 \leftarrow \frac{\beta}{5} \wedge \frac{\zeta}{5}$, $\eta_1 \leftarrow \eta_2 \left( \frac{12 \log(3\Sigma/10\eta_1)}{12 \log(3\Sigma/10\eta_2)} \right)^{1/2}$

2. $w \sim \text{Unif}(D(0, \eta_2))$, $s \leftarrow H_{nn} + w$, $\tau \leftarrow \text{DistSpec}(s, H, m)$

3. While $\tau > 0.9\beta$
   
   (a) $w \sim \text{Unif}(D(0, \eta_2))$, $\tilde{N} \leftarrow \{s^{(1)}, \ldots, s^{(6)}\} = N_{s, \tau} + w$
   
   (b) $\tau' \leftarrow \min_{j \in [6]} \text{DistSpec}(s^{(j)}, H, m)$
   
   (c) If $\tau' \leq 0.66\tau$
       
       $s \leftarrow s^{(j)}$, $\tau \leftarrow \tau'$, correctness $\leftarrow \text{true}$
   
   (d) Else correctness $\leftarrow \text{false}$, terminate OneEig and output $[s, \text{false}]$.

4. $\lambda \leftarrow \tilde{s}$, output $[\lambda, \text{true}]$

**Remark 3.3** (About the correctness Flag). Although small, there is a positive probability that while running OneEig the subroutine DistSpec is called on a complex number $s \in \mathbb{C}$ for which $\text{dist}(s, \text{Spec } H) < \eta_1$. When this happens there will be no guarantee that the output of DistSpec is relatively accurate, and the information provided by it might be misleading, giving rise to an update of $\tilde{s}$ for which the distance to Spec $H$ might be even larger than what it was for its previous value. In view of this, the purpose of the flag correctness is to identify when as a consequence of an inaccurate output of DistSpec it is no longer possible to decrease the variable $\tau$ at a geometric rate, in which case the algorithm halts and outputs error.$^3$

Before proving the main result about OneEig, we observe that in line 1 of this algorithm, $m$ is set so that DistSpec$(s, H, m)$ will yield an accurate approximation of $\text{dist}(s, \text{Spec } H)$ all throughout the iteration (provided that $s$ is not too close to Spec $H$).

**Observation 3.4** ($m$ is large enough). Let $C > 0$, $s \in D(0, C\|H\|)$ and $m$ be as in line 1 of OneEig. Assume that the requirements of OneEig are satisfied and that

$$u \leq u_{\text{DistSpec}}(n, m, C, \|H\|, \kappa_V(H), \text{dist}(s, \text{Spec } H)).$$  \hspace{1cm} (11)

$^3$Of course, one could try to formulate a dichotomy as in [BGVS22b] in which one leverages that errors can only be made once the shifts that are being used are very close to Spec $H$, and have a mechanism that outputs a forward approximate eigenvalue even when DistSpec provides inaccurate answers. Since this proved to be intricate, for the sake of clarity we have decided to settle for this simpler, but efficient enough, version of the algorithm.
Then
\[ 0.9 \text{dist}(s, \text{Spec } H) \leq \text{DistSpec}(H, s, m) \leq 1.1 \text{dist}(s, \text{Spec } H). \]

**Proof.** Let \( \tau = \text{DistSpec}(H, s, m) \). Since \( u \leq u_{\text{DistSpec}} \) we can apply Proposition 3.1 to get
\[ \frac{0.998}{\kappa_V(H)^\frac{1}{m}} \text{dist}(s, \text{Spec } H) \leq \tau \leq \frac{1.003 \kappa_V(H)^\frac{1}{m}}{\mathbb{P}[|Z_H - s| = \text{dist}(s, \text{Spec } H)]^\frac{1}{m}} \text{dist}(s, \text{Spec } H). \]

Then, it suffices to show that
\[ 0.9 \leq \frac{0.998}{\kappa_V(H)^\frac{1}{m}} \quad \text{and} \quad 1.003 \kappa_V(H)^\frac{1}{m} \mathbb{P}[|Z_H - s| = \text{dist}(s, \text{Spec } H)]^\frac{1}{m} \leq 1.1, \]
or equivalently
\[ m \geq \frac{\log(\kappa_V(H))}{\log(0.998/0.9)} \quad \text{and} \quad m \geq \frac{\log(\kappa_V(H))}{\log(1.1/1.003)} + \frac{1}{2} \log(1/\mathbb{P}[|Z_H - s| = \text{dist}(s, \text{Spec } H)]) \]

Finally, using that
\[ \mathbb{P}[|Z_H - s| = \text{dist}(s, \text{Spec } H)] \geq \min_{\lambda \in \text{Spec } H} \mathbb{P}[Z_H = \lambda] \geq p \]
and \( \kappa_V(H) \leq \frac{n^2}{\epsilon} \) (which follows from Lemma 2.13), it is clear that this \( m \) satisfies the above inequalities. \( \square \)

Now we observe that in line 1 of OneEig, the parameters \( \eta_1 \) and \( \eta_2 \) are set to be small enough that we can apply Lemma 2.9.

**Observation 3.5.** Let \( \eta_1, \eta_2 \) be as in line 1 and assume that the requirements of OneEig are satisfied. Then
\[ \eta_1 + \eta_2 \leq \frac{\text{gap}(H)}{2} \quad \text{and} \quad \eta_2 \leq 0.02 \|H\|. \]

**Proof.** Since \( \Lambda_\epsilon(H) \) is \( \zeta \)-shattered we have \( \zeta \leq \text{gap}(H) \), and by definition of the parameters we have \( 2\eta_1 \leq \eta_2 \leq \zeta/3 \), from where \( \eta_1 + \eta_2 \leq \text{gap}(H)/2 \). To prove the other assertion, note that the requirements of OneEig imply that \( \beta \leq 0.1 \|H\| \), on the other hand by definition \( \eta_1 \leq \beta/5 \), so the proof is concluded by combining both bounds. \( \square \)

We now state the main result of this section.

**Proposition 3.6** (Guarantees for OneEig). Assume that the requirements of OneEig are satisfied, let \( m \) and \( \eta_1 \) be as defined in line 1 of OneEig and assume that
\[ u \leq u_{\text{OneEig}}(n, \Sigma, \epsilon, \zeta, p, \beta, \varphi) \]
\[ := u_{\text{DistSpec}}(n, m, 10, 2\zeta / \epsilon, m). \]

Then, with probability at least \( 1 - \varphi \), OneEig outputs a \( \tilde{\lambda} \in C \) satisfying
\[ \eta_1 \leq \text{dist}(\tilde{\lambda}, \text{Spec } H) \leq \beta, \]
using at most
\[ T_{\text{OneEig}}(n, \Sigma, \epsilon, \zeta, p, \beta) := (6 \lceil 2 \log(\Sigma/5\beta) \rceil + 1) T_{\text{DistSpec}}(n, m) + \lceil 2 \log(\Sigma/5\beta) \rceil (C_D + 16) + O(1) \]
\[ = O(\log(\Sigma/\beta) \log(n\zeta/\epsilon p)(n^2 + \log \log(n\zeta/\epsilon p))) \]
arithmetic operations.

Since the proof of this proposition requires several steps we will present it in a separate subsection.

### 3.2.1 Proof of Proposition 3.6

It is clear that the exact arithmetic version of OneEig would satisfy the advertised guarantees. The challenge is in arguing that in finite arithmetic, with high probability, each call to DistSpec yields an accurate enough answer, and that the aggregate roundoff errors and failure probabilities is not too large. Since DistSpec is based on the subroutine IQR, inaccuracies can only arise when the input \( s \in C \) is either too close to Spec \( H \) or \( |s| \) is too large. This is quantified in the following observation, which we will use repeatedly throughout the proof.

**Observation 3.7** (Conditions for accuracy). For any \( s \in D(0, 10\|H\|) \) with \( \text{dist}(s, \text{Spec} H) \geq \eta_1 \) the following guarantee holds

\[ 0.9 \text{dist}(s, \text{Spec} H) \leq \text{DistSpec}(H, s, m) \leq 1.1 \text{dist}(s, \text{Spec} H). \]

**Proof.** Since \( \Lambda_{\epsilon}(H) \) is \( \zeta \)-shattered by assumption, Lemma 2.13 shows that \( \kappa_V(H) \leq \frac{\eta_2}{\epsilon} \), and using the assumption \( \|H\| \leq 2\Sigma \), we get that (12) implies

\[ u \leq u_{\text{DistSpec}}(n, m, 10, \|H\|, \kappa_V(H), \eta_1). \]

So, for any \( s \in D(0, 10\|H\|) \) with \( \text{dist}(s, \text{Spec} H) \geq \eta_1 \), \( u \) will satisfy inequality (11), which by Observation 3.4 yields the desired inequalities. \( \Box \)

Let \( s_0, s_1, \ldots \) be the values acquired by the variable \( \hat{s} \) throughout the algorithm, \( \tau_0, \tau_1, \ldots \) be the values acquired by \( \tau \), and \( w_0, w_1, \ldots \) be the values acquired by \( w \). We will now show that, by the structure of the algorithm, the only real obstruction to obtaining accuracy is the possibility of the \( s_i \) being too close to \( \text{Spec} H \).

**Lemma 3.8** (Accuracy of the \( \tau_i \)). Let \( t \geq 0 \) and assume that OneEig does not terminate in the first \( t \) while loops\(^4\), and that \( \text{dist}(s_i, \text{Spec} H) \geq \eta_1 \) for all \( i = 0, \ldots, t \). Then, for all \( i = 0, \ldots, t \) we have that

\[ 0.9 \text{dist}(s_i, \text{Spec} H) \leq \tau_i \leq 1.1 \text{dist}(s_i, \text{Spec} H), \]

\( s_i \in D(0, 10\|H\|) \), and moreover \( \mathcal{N}_{s_i, \tau_i} \subset D(0, 10\|H\|) \).

**Proof.** We proceed by induction. First we will prove the statement for \( t = 0 \). In this case, because of the way \( \hat{s} \) is initialized (see line 2 of OneEig), \( s_0 = H_{nn} + w_0 \) for \( w_0 \sim D(0, \eta_2) \). So, by definition,

\(^4\)Here, terminating in the while loop \( t = 0 \) means that the first while loop was never started.
We now show that if true will always be set back to \( \tau \), we have that \( \tau \) satisfies the inequalities in (14). Therefore

\[
\tau_0 \leq 1.1 \text{dist}(s_0, \text{Spec } H) \leq 1.1 \cdot 2.02\|H\| \leq 2.3\|H\|
\]

which we record for later use.

Now take \( k \leq t \) and assume that (14) holds for \( i = 0, \ldots, k \), we will then show that it also holds for \( k + 1 \). First note that by the assumption that OneEig does not terminate in the first \( t \) while loops, we have that \( \tau_{i+1} \leq 0.66\tau_i \) and \( 0.9\beta \leq \tau_i \) for all \( i = 0, \ldots, k \). Hence, by construction of the sequence \( s_0, s_1, \ldots \), for any \( s \in N_{s_i, \tau_i} \) we can obtain

\[
|s| \leq |s_0| + |s_1 - s_0| + \cdots + |s_k - s_{k-1}| + |s - s_k|
\leq |s_0| + \tau_0 + |w_1| + \cdots + \tau_k + |w_{k+1}|
\leq |s_0| + 1.3(\tau_0 + \cdots + \tau_k)
\leq |s_0| + 1.3 \cdot 2.3\|H\|(1 + 0.66 + 0.66^2 + \cdots)
\leq |s_0| + 8.8\|H\|
\leq 10\|H\|
\]

This proves that \( N_{s_i, \tau_i} \subset D(0,10\|H\|) \). So, when \( k \leq t - 1 \) we get that \( s_{k+1} \in D(0,10\|H\|) \), and because we also know that \( \text{dist}(s_{k+1}, \text{Spec } H) \geq \eta_1 \), we can apply Observation 3.7 to show that (14) holds for \( i = k + 1 \).

In the above lemma we assumed that OneEig did not terminate in the first \( t \) calls to the while loop, which tacitly assumes that the the flag correctness was set back to true in each of those loops. We now show that if \( \tau_i \) is sufficiently accurate and the elements in \( N_{s_i, \tau_i} \) are far enough from Spec \( H \), then there is a guarantee that in the while loop \( t + 1 \) the flag correctness will be set back to true.

**Lemma 3.9 (Guaranteeing correctness = true).** Assume that \( \text{dist}(s_i, \text{Spec } H) \) for \( i = 1, \ldots, t \) and moreover that each \( s \in N_{s_i, \tau_i} \) satisfies that \( \text{dist}(s, \text{Spec } H) \geq \eta_1 \). Then

\[
\min_{s \in N_{s_i, \tau_i}} \text{DistSpec}(s, H, m) \leq 0.66\tau_i,
\]

where \( m \) is defined as in line 1 of OneEig.

**Proof.** Because \( \tau_i \) satisfies (14) we know that there is at least one eigenvalue of \( H \) in \( A_{s_i, \tau_i} \). By Observation 3.2 there is at least one \( s \in N_{s_i, \tau_i, \tau_i+1} \) for which \( \text{dist}(s, \text{Spec } H) \leq 0.6\tau_i \). Moreover, by assumption, for such \( s \) we know that \( \text{dist}(s, \text{Spec } H) \geq \eta_1 \), and by Lemma 3.8 we also know that \( s \in D(0,10\|H\|) \). Hence Observation 3.7 implies that

\[
\text{DistSpec}(H, s, m) \leq 1.1\text{dist}(s, \text{Spec } H) \leq 0.66\tau_i,
\]

as we wanted to show.

Lemmas 3.8 and 3.9 imply that as long as all of the values of \( \hat{s} \) and \( \hat{s}^{(j)} \) for \( j = 1, \ldots, 6 \) satisfy that \( \text{dist}(\hat{s}, \text{Spec } H) \geq \eta_1 \) and \( \text{dist}(\hat{s}^{(j)}, \text{Spec } H) \geq \eta_1 \), we will have accurate \( \tau_i \) and the flag correctness will always be set back to true. We can now conclude the proof.
**Probability of success.** Take \( t = \lceil 2 \log(\Sigma/5\beta) \rceil \), which is set so that \( 4.6 \cdot 0.66^t / 0.9 \leq \beta / \Sigma \).

For \( i = 1, \ldots, t \) and \( j = 1, \ldots, 6 \) let \( s_i^{(j)} \) be the value acquired by the variable \( s^{(j)} \) during the while loop \( i \). Using Lemma 2.9 and taking a union bound we have that the probability that

\[
dist(s_0, \text{Spec } H) \geq \eta_1 \quad \text{and} \quad dist(s_i^{(j)}, \text{Spec } H) \geq \eta_1, \quad \forall i \in [t] \forall j \in [6]
\]

is at least \( 1 - (6t + 1)(\eta_1 / \eta_2)^2 \). And from the above discussion we know that under this event OneEig will not terminate in the first \( t \) while loops with correctness = false, and moreover \( \tau_0 \leq 2.3\|H\| \) and \( \tau_{i+1} \leq 0.66\tau_i \). Therefore, because \( \|H\| \leq 2\Sigma \) and the way we have chosen \( t \),

\[
\tau_i \leq 0.66^t \tau_0 \leq 0.66^t 2.3\|H\| \leq 0.66^t 4.6 \Sigma \leq 0.9 \beta.
\]

This ensures that the algorithm terminates with correctness = true sometime in the first \( t \) while loops with probability at least \( 1 - (6t + 1)(\eta_1 / \eta_2)^2 \). Moreover, when it terminates, say at time \( t_0 \), we are guaranteed that \( \text{dist}(s_{t_0}, \text{Spec } H) \geq \eta_1 \), and because \( \tau_0 \) is accurate we have that

\[
0.9 \text{dist}(s_{t_0}, \text{Spec } H) \leq \tau_{t_0} \leq 0.9 \beta,
\]

which implies that \( \text{dist}(s_{t_0}, \text{Spec } H) \leq \beta \).

On the other hand

\[
(6t + 1)(\eta_1 / \eta_2)^2 = (6\lceil 2 \log(\Sigma/5\beta) \rceil + 1)(\eta_1 / \eta_2)^2 \leq 12 \log(3\Sigma/10\beta)(\eta_1 / \eta_2)^2 = \varphi,
\]

that is, the failure probability is upper bounded by \( \varphi \).

**Running time.** Finally, we give an upper bound on the running time. First note that each iteration of the while loop calls DistSpec six times, draws one sample from \( \text{Unif}(D(0, \eta_2)) \), and at most other 16 arithmetic operations are done. Since, in the successful event, there are at most \( \lceil 2 \log(\Sigma/5\beta) \rceil \) while loops, this gives us the count of

\[
\lceil 2 \log(\Sigma/5\beta) \rceil (T_{\text{DistSpec}}(n, m) + C_D + 16).
\]

Before the while loops DistSpec is called once, and other than that at most \( O(1) \) operations are done. This yields the advertised result.

### 4 Decoupling via Inverse Iteration

The following results are the basis of the subroutine we use to decouple a Hessenberg matrix once a forward approximate eigenvalue of \( H \) is obtained.

**Lemma 4.1 (Decoupling in Exact Arithmetic).** Let \( s \in \mathbb{C} \) and \( H \in \mathbb{C}^{n \times n} \) be a Hessenberg matrix. Consider the sequence given by \( H_0 := H \) and \( H_{\ell+1} := R_\ell Q_\ell + s \) for \( [Q_\ell, R_\ell] := q_r(H_\ell - s) \). Then, for any \( m \geq 1 \) there is some \( 1 \leq \ell \leq m \) for which

\[
|(H_\ell)_{n,n-1}| \leq \frac{\kappa_V(H)^{\frac{1}{2}} \text{dist}(s, \text{Spec } H)}{\mathbb{P}[(|Z_H - s| = \text{dist}(s, \text{Spec } H)]}.
\]

(15)
Proof. Because by definition: \( R_\ell \) is upper triangular, all the entries of \( Q_\ell \) are bounded by 1, and
\[ H_{\ell+1} = R_\ell Q_\ell + s, \]
we know that
\[ |(H_{\ell+1})_{n,n-1}| \leq |(R_\ell)_{n,n}|. \] (16)

On the other hand
\[ |(R_0)_{n,n} \cdots (R_{m-1})_{n,n}|^{1/m} = \|e_n^*(H - s)^{-m}\|^{1/m} \]
\[ \leq \frac{\kappa_V(H)^{1/m}}{\mathbb{E}[|Z_H - s|^{-2m}]^{1/m}} \]
\[ \leq \frac{\kappa_V(H)^{1/m} \text{dist}(s, \text{Spec } H)}{\mathbb{P}[|Z_H - s| = \text{dist}(s, \text{Spec } H)]^{1/m}}. \] (17)

So, combining (16) and (17) we get that (15) holds for some \( 1 \leq \ell \leq m \).

Using the forward error guarantees for IQR given in Lemma 2.7 we can easily get a finite arithmetic version of the above result.

Lemma 4.2 (Decoupling in Finite Arithmetic). Let \( H \in \mathbb{C}^{n \times n} \) be a Hessenberg matrix and \( s \in D(0, C\|H\|) \). For every \( \ell \) define \( \tilde{H}_\ell = \text{IQR}(H, (z - s)\ell) \). Then, for each \( m \geq 1 \), if
\[ u \leq \min_{\ell \in [m]} u_{\text{IQR}}(n, \ell, \|H\|, \kappa_V(H), \text{dist}(s, \text{Spec } H)) \] (18)
there is some \( \ell \in [m] \) for which
\[ |(\tilde{H}_\ell)_{n,n-1}| \leq \frac{\kappa_V(H)^{1/m} \text{dist}(s, \text{Spec } H)}{\mathbb{P}[|Z_H - s| = \text{dist}(s, \text{Spec } H)]^{1/m}} + 32\kappa_V(H)\|H\|\left(\frac{(2 + 2C\|H\|)}{\text{dist}(s, \text{Spec } H)}\right)^{\ell} n^{1/2}v_{\text{IQR}}(n)u. \]

Proof. Let \( H_0, \ldots, H_m \) be as in the statement of Lemma 4.1, and let \( \ell \in [m] \) be such that (15) holds. Now, (18) ensures that we can apply Lemma 2.7 for the \( \ell \) we have specified, yielding
\[ |(H_\ell)_{n,n-1} - (\tilde{H}_\ell)_{n,n-1}| \leq \|H_\ell - \tilde{H}_\ell\|_F \leq 32\kappa_V(H)\|H\|\left(\frac{(2 + 2C\|H\|)}{\text{dist}(s, \text{Spec } H)}\right)^{\ell} n^{1/2}v_{\text{IQR}}(n)u. \]

Combining this with (15) the advertised bound follows.

4.1 Analysis of Decouple

In view of the above results we define the subroutine Decouple as follows.
Decouple

**Input:** Hessenberg $H \in \mathbb{C}^{n \times n}$, $\tilde{\lambda} \in \mathbb{C}$, and decoupling parameter $\omega > 0$

**Output:** $\hat{H} \in \mathbb{C}^{n \times n}$ Hessenberg matrix

**Requires:** $0 < \text{dist}(\tilde{\lambda}, \text{Spec } H) \leq \omega/2$

**Ensures:** $|\hat{H}_{n,n-1}| \leq \omega$ and there exists a unitary $Q$ with $\|\hat{H} - Q^*HQ\| \leq 3.5m\|H\|\nu(n)$, for $m$ defined as in the statement of Proposition 4.3

1. $\hat{H} \leftarrow H$
2. While $|\hat{H}_{n,n-1}| > \omega$
   (i) $\hat{H} \leftarrow \text{IQR}(\hat{H}, z - \tilde{\lambda})$
3. Output $\hat{H}$

**Proposition 4.3 (Guarantees for Decouple).** Assume that the requirements of Decouple are satisfied, that $H$ is diagonalizable, and that $d := \text{dist}(\tilde{\lambda}, \text{Spec } H)$ and $p := \mathbb{P}[|Z_H - \tilde{\lambda}| = d]$ are positive. If

$$u \leq u_{\text{Decouple}}(n, \|H\|, \kappa_V(H), p, d) := u_{\text{IQR}}(n, m, \|H\|, \kappa_V(H), d) \omega, \quad \text{for } m = \left\lfloor \frac{\log(\kappa_V(H)^2/p)}{2 \log(3\omega/4d)} \right\rfloor,$$

then Decouple satisfies its guarantees and halts after at most $m$ calls to IQR. Hence, it runs in at most

$$T_{\text{Decouple}}(n, \kappa_V(H), p, d) := mT_{\text{IQR}}(n, m) = O\left( \log(\kappa_V(H)/p)^2 n^2 \right)$$

arithmetic operations.

**Proof.** First, if $\omega \geq \|H\|$ the while loop in line 2 terminates immediately and Decouple satisfies its guarantees after one arithmetic operation. Hence, we can assume $\omega \leq \|H\|$, which combined with the assumption $d \leq \omega/2$ gives $d \leq \|H\|/2$ and $\tilde{\lambda} \in D(0, 1.5\|H\|)$.

Now, for every $\ell$ define $\hat{H}_\ell := \text{IQR}(H, (z - \tilde{\lambda})^\ell)$, and note that (19) implies that

$$u \leq u_{\text{IQR}}(n, m, \|H\|, \kappa_V(H), d) = \min_{\ell \in [m]} u_{\text{IQR}}(n, \ell, \|H\|, \kappa_V(H), d),$$

where the last equality follows from $d \leq \|H\|/2$. Therefore, we can apply Lemma 4.2 to get that there is some $\ell \in [m]$ for which

$$|\hat{H}_\ell_{n,n-1}| \leq \left( \frac{\kappa_V(H)^2}{p} \right)^{1/m} d + 32\kappa_V(H)\|H\| \left( \frac{5\|H\|}{d} \right)^{\ell} n^{1/2} \nu(n).$$

Now, by our choice of $m$ we have that

$$\left( \frac{\kappa_V(H)^2}{p} \right)^{1/m} d \leq \frac{3\omega}{4},$$
and by (19), because $\ell \leq m$ and $\omega \leq \|H\|$, we have that

$$32k_V(H)\|H\| \left( \frac{5\|H\|}{d} \right)^\ell n^{1/2}v_{\text{QR}}(n)u \leq \frac{\omega}{4}.$$  

Combining the above inequalities we get that $|\widetilde{H}_\ell n, n - 1| \leq \omega$ as we wanted to show. To prove the remaining claim use again that $\tilde{\lambda} \in D(0, C\|H\|)$ for $C = 1.5$, and apply Lemma 2.6 to get that there is a unitary $Q$ for which

$$\|\widetilde{H}_\ell - Q^*HQ\| \leq 1.4(1 + C)\|H\|v_{\text{QR}}(n)u \leq 3.5m\|H\|v_{\text{QR}}(n)u,$$

as we wanted to show. □

5 Randomized Hessenberg Form

Some of the most common and well understood subroutines in numerical linear algebra are those used to put an arbitrary matrix $M \in \mathbb{C}^{n \times n}$ into a Hessenberg form (e.g. see [Dem97, Hig02]). The only reason why we have decided to include this section in the present paper, is that we were not able to find in the literature a rigorous result about the effect of randomizing the Hessenberg form $H$ that could allow us to conclude an explicit probabilistic lower bound on $\min_{\lambda \in \text{Spec}(H)} P[Z_H = \lambda]$. Here, in our analysis we assume access to a deterministic algorithm that uses Householder reflectors to obtain the Hessenberg form (see Definition 5.1 below for details), and to a random unit vector generator satisfying the assumptions from Definition 2.2 above.

5.1 Householder Reflectors

Computing Householder reflectors is essential to many numerical linear algebra algorithms and a thorough analysis of the numerical errors involved can be found in [Hig02, Section 19.3]. In short, Householder reflectors are matrices $P \in \mathbb{C}^{n \times n}$ of the form $P = I - \beta vv^*$ with $v \in \mathbb{C}^n \setminus \{0\}$ and $\beta := \frac{2}{v^*v}$. In practice, given $v$, instead of computing $P$ it is more convenient to simply store $v$, which for any vector $x$ allows to compute $Px$ by just computing $x - \beta(v^*x)v$ and this takes

$$T_{\text{hous}}(n) = O(n)$$

arithmetic operations.

With this in mind, given $x, v \in \mathbb{C}^n$ we will use $Hous(v, x)$ to denote the finite arithmetic computation of $Px$ following the procedure outlined above. Similarly, given $A \in \mathbb{C}^{n \times n}$ we will use $Hous(v, A)$ to denote the finite arithmetic computation of $PA$, where the $i$-th column of $PA$ is computed as $Hous(v, A^{(i)})$ where $A^{(i)}$ denotes the $i$-th column of $A$.

In [Hig02, Lemma 19.2] it was shown that there exists a small universal constant $c_h$ for which, provided that $c_hnu < 1/2$, one has

$$Hous(v, x) = (P + E)x \quad \text{for} \quad \|E\|_F \leq 2c_hnu,$$

for any $x \in \mathbb{C}^n$. This will be used later in the analysis of RHess.\footnote{It is easy to see that $P$ is a reflection over the hyperplane $\{v\}^\perp$.}
5.2 Hessenberg Form

The standard way in which a matrix $M \in \mathbb{C}^{n \times n}$ is put into Hessenberg form using Householder reflectors is by using a left-to-right approach, where one generates a sequence of Householder reflectors $P_1, \ldots, P_{n-2}$, that ensure that $H := P_{n-2} \cdots P_1 MP_1 \cdots P_{n-2}$ is Hessenberg, and where each $P_i$ is used to set to zero the entries in column $i$ of the working matrix that are below the subdiagonal.

However, since we will be interested in randomizing the relative position of $e_n$ with respect to the eigenbasis of $H$, it will be convenient to instead use a bottom-up approach, and choose each $P_i$ to set to zero the entries in row $i$ that are to the left of the corresponding subdiagonal. In this way, when acting on the left of the matrix, the $P_i$ leave the $n$-th row of the working matrix invariant and, in particular, we will have $e_n^* P_i = e_n^*$. Since the left-to-right and bottom-up approaches are essentially equivalent, the results from [Tis96, Theorem 2] and [Dem97, Section 4.4.6] apply in both situations, and in particular imply the existence of an efficient and backward stable algorithm in the following sense.

**Definition 5.1** (Bottom-up Hessenberg Form Algorithm). A $c_H$-stable bottom-up Hessenberg form algorithm HessBU, is an algorithm that takes as input a matrix $M \in \mathbb{C}^{n \times n}$ and outputs a Hessenberg matrix $H \in \mathbb{C}^{n \times n}$ satisfying that there exists a unitary $Q$ with

$$\|H - Q^* MQ\| \leq c_H \|M\| n^{5/2}$$

and such that $Q e_n = e_n$. We say that HessBU is efficient if it runs in at most

$$T_{\text{HessBU}}(n) := \frac{10}{3} n^3 + O(n^2)$$

arithmetic operations.

5.3 Analysis of RHess

As mentioned above, the only source of randomness for HessBU is a random vector uniformly sampled from the complex unit sphere. Our main technical tool for the analysis will be the following standard anti-concentration result, whose proof we defer to the appendix.

**Lemma 5.2** (Anti-Concentration for Random Vectors). Let $u \sim \text{Unif}(S^{n-1})$ and $v \in \mathbb{C}$ with $\|v\| = 1$. Then for all $t \in [0, 1]$

$$\mathbb{P} \left[ |u^* v| \leq \frac{t}{\sqrt{n-1}} \right] \leq t^2.$$  

We can now define the algorithm and proof its guarantees.
Proposition 5.3 (Guarantees for randomized Hessenberg form). Assume that
\[
\mathbf{u} \leq \mathbf{u}_{\text{RHess}}(n) := \frac{1}{20c_{h}n^{3/2}}. \tag{21}
\]
Then, RHess satisfies its guarantees for \(c_{\text{RH}} = 3(c_{h} + c_{v})\) and can be instantiated using at most
\[
T_{\text{RHess}}(n) := T_{\text{HessBU}}(n) + 2nT_{\text{hous}}(n) + C_{\text{U}}n = O(n^{3}).
\]

Proof. The case \(n = 1\) is trivial so we assume \(n \geq 2\). Let \(H\) be the output of RHess(\(M\)), \(A_{1}\) and \(A_{2}\) be the matrices computed in lines 2 and 3 of RHess, \(P = I - \beta vv^{*}\) for \(v = u - e_{n}\) (and \(\beta = \frac{2}{\nu_{v}}\)), and define \(E_{1} := A_{1} - PM\) and \(E_{2} := A_{2} - A_{1}P\). From (20) it is easy to see that
\[
\|E_{1}\| \leq 2c_{h}\|M\|n^{3/2}\mathbf{u} \quad \text{and} \quad \|E_{2}\| \leq 2c_{h}\|A_{1}\|n^{3/2}\mathbf{u}.
\]
Using the first inequality and (21) we get that \(\|A_{1}\| \leq \|E_{1}\| + \|M\| \leq 1.1\|M\|\). Then, combining this with the second inequality we get \(\|E_{2}\| \leq 2.2c_{h}\|M\|n^{3/2}\mathbf{u}\). Hence
\[
\|A_{2} - PMP\| \leq \|A_{2} - A_{1}P\| + \|A_{1}P - PMP\| = \|E_{1}\| + \|E_{2}\| \leq 4.2c_{h}\|M\|n^{3/2}\mathbf{u}. \tag{22}
\]
Again because of (21) the above inequality implies that \(\|A_{2}\| \leq 1.3\|M\|\). So, by Definition 5.1 we get that \(\|H - Q^{*}A_{2}Q\| \leq 1.3c_{h}\|M\|n^{3/2}\mathbf{u}\), for some unitary \(Q\) satisfying \(Qe_{n} = e_{n}\), which combined with (22) yields
\[
\|H - Q^{*}PMPQ\| \leq (1.3c_{h}n^{5/2} + 4.2c_{h}n^{3/2})\|M\|\mathbf{u} \leq c_{\text{RH}}\|M\|n^{5/2}\mathbf{u},
\]
proving the first claim. Now, because \(\Lambda_{e}(M)\) is \(\zeta\)-shattered, the above inequality and Lemma 2.10 imply that \(\Lambda_{e}(H)\) is \(\zeta\)-shattered for \(e' = e - c_{\text{RH}}\|M\|n^{5/2}\mathbf{u}\).

It remains to prove the anti-concentration statement for \(Z_{H}\). To do this let \(E \in \mathbb{C}^{n \times n}\) be such that \(H = Q^{*}P(M + E)PQ\), and let \(M + E = VDV^{-1}\) with \(D = \text{diag}(\lambda_{1}, \ldots, \lambda_{n})\) and \(V\) chosen so that
\[ \|V\| = \|V^{-1}\| = \sqrt{\kappa V(M + E)}. \] Now note that \( Q^*PV \) is an eigenvector matrix for \( H \), and because \( P \) and \( Q \) are unitary \( \|Q^*PV\| = \|V\| = \sqrt{\kappa V(M + E)} = \sqrt{\kappa V(H)} \). So

\[
\mathbb{P}[Z_H = \lambda_i] = \frac{|e_n^*Q^*PVe_i|^2}{\|e_n^*Q^*PV\|^2} \quad \text{definition of } \mathbb{P}[Z_H = \lambda_i] = \frac{|e_n^*PVe_i|^2}{\|e_n^*PV\|^2} = \frac{|u^*Ve_i|^2}{\|u^*V\|^2} \quad e_n^*Q^* = e_n^* \\
\]

\[ u = Pe_n \text{ by definition of } P. \]

To simplify notation define \( v_i := \frac{Ve_i}{\|Ve_i\|} \). We then have

\[ \frac{|u^*Ve_i|^2}{\|u^*V\|^2} = \frac{|u^*v_i|^2\|Ve_i\|^2}{\|u^*V\|^2} \geq \frac{|u^*v_i|^2}{\|V\|^2\|V^{-1}\|^2} = \frac{|u^*v_i|^2}{\kappa_V(H)^2} \geq \left( \frac{\epsilon'|u^*v_i|}{n\zeta} \right)^2 \quad \text{\( \Lambda_{\epsilon'}(H) \) is } \zeta\text{-shattered and Lemma 2.13.} \]

Now, because \( \|v_i\| = 1 \), we can apply Lemma 5.2 to get that for any \( t \geq 0 \)

\[ \mathbb{P}\left[ |u^*v_i| \geq \frac{t}{\sqrt{n-1}} \right] \geq 1 - t^2. \]

Which, in conjunction with the above gives that

\[ \mathbb{P}[Z_H = \lambda_i] \geq \left( \frac{\epsilon't}{n^{3/2}\zeta} \right)^2, \]

with probability at least \( 1 - t^2 \). The advertised claim then follows from taking a union bound over all \( v_i \). The claim about the running tie follows trivially.

\[ \square \]

### 6 The Main Algorithm

So far, all but one of the subroutines required to define \( \text{SmallEig} \) have been discussed. The remaining subroutine that will be needed is the one used for deflation, denoted here by \( \text{Deflate}(H, \omega) \), which on a Hessenberg input \( H \in \mathbb{C}^{n \times n} \) sets to zero any of the \( n - 1 \) subdiagonals of \( H \) that are less or equal (in absolute value) to \( \omega \), and returns the diagonal blocks \( H_1, H_2, \ldots \) of the resulting matrix.

We are now ready to define the main algorithm and prove its guarantees. Note that \( n \) refers to the dimension of the original input matrix, which is used to set parameters throughout the recursive calls to \( \text{SmallEig} \).
SmallEig

**Input:** Complex matrix $M$, accuracy $\delta$, failure probability tolerance $\phi$

**Global Data:** Dimension $n$, norm estimate $\Sigma$, pseudospectral parameter $\epsilon$, shattering parameter $\zeta$

**Output:** A multiset $\Lambda \subset \mathbb{C}$

**Ensures:** $\Lambda$ is the spectrum of a matrix $\tilde{M}$ with $\|M - \tilde{M}\| \leq \delta$.

1. $\Delta \leftarrow \frac{\delta \Sigma}{2}, \omega \leftarrow \epsilon \Delta \frac{\omega}{\|M\|}, \beta \leftarrow \omega \frac{\beta}{2n}, p \leftarrow \frac{\phi^2}{2n^2\epsilon}, \phi \leftarrow \frac{\phi}{2n}, \text{correctness} \leftarrow \text{false}$

2. $H \leftarrow \text{RHess}(M)$

3. **While** correctness = false
   - $[\tilde{\lambda}, \text{correctness}] \leftarrow \text{OneEig}(H, \beta, \phi, p)$

4. $H \leftarrow \text{Decouple}(H, \tilde{\lambda}, \omega)$

5. $[M_1, M_2, \ldots] \leftarrow \text{Deflate}(H, \omega)$

6. $\Lambda \leftarrow \bigsqcup \left\{ \text{SmallEig} \left( M_i, \delta, \phi \right) \right\}$

**Theorem 6.1.** Let $M$ be the input matrix and $\delta \in (0, 1)$. Let $\beta, \Delta$ and $p$ be as in line 1 of SmallEig. Assume that the global data satisfies $n = \dim(M), \Sigma/2 \leq \|M\| \leq \Sigma$, and that $\Lambda_2(M)$ is $\zeta$-shattered. If

\[
\begin{align*}
\mathbf{u} &\leq \mathbf{u}_{\text{SmallEig}}(n, \Sigma, \epsilon, \zeta, \delta, \phi) \\
&:= \frac{\epsilon}{6 \cdot 10^3 (c_h \lor c_H \lor c_{\text{root}}) \nu_{\text{IQR}}(n) n \zeta} \left( \frac{\eta_1}{44 \Sigma} \right)^{2m_1}
\end{align*}
\]

where

\[
m_1 = \lceil 12 \log(n \epsilon / \delta) + 6 \log(1 / p) \rceil = O \left( \log(n \epsilon / \phi) \right)
\]

and

\[
\eta_1 = \left( \frac{\epsilon \Delta}{300n} \right) \left( \frac{\phi}{24n \log(18 \Sigma n / (\epsilon \Delta))} \right)^{1/2} = O \left( \frac{(\epsilon \Delta) \phi^{1/2}}{n \log((\Sigma n / (\epsilon \Delta))^{1/2})} \right)
\]

Then, with probability at least $1 - \phi$ SmallEig satisfies its guarantees, and in this event runs in at most

\[
T_{\text{SmallEig}}(n, \epsilon, \zeta, \delta) = (n - 1)(T_{\text{RHess}}(n) + T_{\text{OneEig}}(n, \Sigma, \epsilon, \zeta, p, \beta) + T_{\text{Decouple}}(n, \zeta n / \epsilon, p, \beta))
\]

\[
= O \left( n^4 + n^3 \log(\zeta n / \epsilon \phi) \left( \log(\Sigma n / (\epsilon \Delta)) + \log(\zeta n / \epsilon \phi) \right) \right.
\]

\[
+ \left. \log(\Sigma n / (\epsilon \Delta)) \log(\zeta n / \epsilon \phi) \log \log(\zeta n / \epsilon \phi) \right)
\]

arithmetic operations.

### 6.1 Preservation of the Norm and Pseudospectral Parameters

Before delving into the analysis of SmallEig we will show that the global data provides valuable information throughout the execution of the algorithm. The first observation here is that the only subroutine of SmallEig that accesses the global data is OneEig, so, to ensure correctness, the only requirements regarding the global data that need to be fulfilled are the ones ensured by the following lemma.
Lemma 6.2. Suppose that the assumptions of Theorem 6.1 are satisfied and let $H'$ and $M'$ be any values acquired by the variables $H$ and $M$. If every while loop (line 3) involved in the production of $H'$ and $M'$ ended with OneEig being terminated successfully, then:

i) $\frac{C}{\epsilon} \leq \min\{\|H'\|, \|M'\|\} \leq \max\{\|H'\|, \|M'\|\} \leq 2\Sigma$.

ii) $\Lambda_{\epsilon}(H')$ and $\Lambda_{\epsilon}(M')$ are $\zeta$-shattered.

To prove the above lemma we will need the following results to control the pseudospectral parameters after each deflation step (controlling the norm after deflation is trivial).

Lemma 6.3 (Lemma 5.9 in [BGVKS20b]). Suppose $P$ is a spectral projector of $M \in \mathbb{C}^{n \times n}$ of rank $r \leq n$. Let $S \in \mathbb{C}^{n \times r}$ be such that $S^*S = I_r$ and that its columns span the same space as the columns of $P$. Then for every $\epsilon > 0$,

$$\Lambda_{\epsilon}(S^*MS) \subset \Lambda_{\epsilon}(M).$$

Alternatively, the same pseudospectral inclusion holds if again $S^*S = I_r$ and, instead, the columns of $S$ span the same space as the rows of $P$.

Combining Lemmas 2.10 and 6.3 we can show the following.

Lemma 6.4 (Pseudospectrum After Deflation). Let $H \in \mathbb{C}^{n \times n}$ be a Hessenberg matrix and and $1 \leq r \leq n-1$. Let $H_-$ and $H_+$ be its upper-left and lower-right $r \times r$ and $(n-r) \times (n-r)$ corners respectively. If $|H_{r+1,r}| \leq \epsilon'$ then

$$\Lambda_{\epsilon-\epsilon'}(H_-) \cup \Lambda_{\epsilon-\epsilon'}(H_+) \subset \Lambda_{\epsilon}(H).$$

Proof. Let $H_0$ be the matrix obtained by zeroing out the $(r+1,r)$ entry of $H$. By Lemma 2.10 and the assumption $|H_{r+1,r}| \leq \epsilon'$ we get $\Lambda_{\epsilon-\epsilon'}(H_0) \subset \Lambda_{\epsilon}(H)$.

We will begin by showing that $\Lambda_{\epsilon-\epsilon'}(H_+) \subset \Lambda(H_0)$. Let $w \in \mathbb{C}^r$ be any left eigenvector of $H_+$ and note that, since $H_0$ is block upper triangular, $0_n \oplus w \in \mathbb{C}^{n \times n}$ is a left eigenvector of $H_0$. Hence, there is a spectral projector $P$ of $H_0$ for which its left eigenvectors (equivalently its rows) span the space span$\{e_{n-r+1}, \ldots, e_n\}$. Hence the span of the columns of the $n \times (n-r)$ matrix

$$S = \begin{pmatrix} 0 \\ I_{n-r} \end{pmatrix}$$

coincides the span of the rows of $P$. So, by Lemma 6.3, $\Lambda_{\epsilon-\epsilon'}(H_+) = \Lambda_{\epsilon-\epsilon'}(SHS^*) \subset \Lambda_{\epsilon-\epsilon'}(H_0)$.

The proof that $\Lambda_{\epsilon-\epsilon'}(H_-) \subset \Lambda_{\epsilon-\epsilon'}(H_0)$ is very similar, with the sole difference that this time one should look at the right eigenvectors of $H_-$, and work with columns (rather than rows) of the spectral projector.

We can now proceed to the proof of the lemma.

Proof of Lemma 6.2. First note that in each call to SmallEig the working matrix gets modified exactly once by each of the subroutines RHess, Decouple and Deflate. So, there is a sequence of the form

$$M = M_1, F_1, F'_1, M_2, F_2, F'_2 \ldots$$
that ends in $H'$ (respectively $M'$), and such that $F_i = \text{RHess}(M_i)$, $F'_i = \text{Decouple}(F_i, \tilde{\lambda}_i, \omega)$ and $M_{i+1}$ is one of the matrices in the output of $\text{Deflate}(F'_i)$. Moreover, by the assumption that OneEig terminated successfully at the end of each while loop, we have that

$$\eta_1 \leq \text{dist}(\tilde{\lambda}_i, \text{Spec} F_i) \leq \beta.$$  

(25)

We will show by induction that for every $i \leq n$ the pseudospectra $\Lambda_{2\epsilon-e_{i,0}}(M_i)$, $\Lambda_{2\epsilon-e_{i,1}}(F_i)$ and $\Lambda_{2\epsilon-e_{i,2}}(F'_i)$ are $\zeta$-shattered, where

$$\epsilon_{i,j} := (3(i-1) + j)\omega = \frac{3(i-1) + j}{3n} (\Delta \wedge \epsilon),$$

and that $\|M_i\| \leq \Sigma + \epsilon_{i,0}$, $\|F_i\| \leq \Sigma + \epsilon_{i,1}$ and $\|F'_i\| \leq \Sigma + \epsilon_{i,2}$. Note that in particular this will imply that $\epsilon$-pseudospectra of the $M_i$, $F_i$ and $F'_i$ are $\zeta$-shattered, and their norms are bounded by $2\Sigma$ (since $\epsilon \leq \Sigma$).

That $M_1 = M$ has the advertised pseudospectral and norm properties follows from the assumption about the global data. We can then induct:

- **Effect of RHess.** Assume that $\Lambda_{2\epsilon-e_{i,0}}(M_i)$ is $\zeta$-shattered and $\|M_i\| \leq \Sigma + \epsilon_{i,0}$. Because $F_i = \text{RHess}(M_i)$, and since (12) implies that

$$u \leq u_{\text{RHess}}(n) \leq u_{\text{RHess}}(\text{dim}(M_i)),$$

we can apply Proposition 5.3 to get that $\Lambda_{2\epsilon-e_{i,0}-e'}(F_i)$ is $\zeta$-shattered for

$$e' = c_{\text{RH}} \|M_i\| \text{dim}(M_i)^{5/2} u \leq 2c_{\text{RH}} n^{5/2} u \quad \text{dim}(M_i) \leq n, \quad \|M_i\| \leq 2\Sigma$$

by (23).

So, it follows that $\Lambda_{2\epsilon-e_{i,1}}(F_i)$ is $\zeta$-shattered. And in the same way we can get $\|F_i\| \leq \Sigma + \epsilon_{i,1}$.

- **Effect of Decouple.** Now assume that $\Lambda_{2\epsilon-e_{i,1}}(F_i)$ is $\zeta$-shattered and $\|F_i\| \leq \Sigma + \epsilon_{i,1}$. Let $p$ and $\beta$ be as in line 1 of SmallEig and define

$$m_2 := \left\lceil \frac{\log(\zeta^2 n^2 / p\epsilon^2)}{2\log(3\omega / 4\beta)} \right\rceil = \left\lceil \frac{\log(\zeta^2 n^2 / p\epsilon^2)}{2\log(15)} \right\rceil.$$  

(26)

Now, because $m_2 \leq \lceil 3.3 \log(\zeta n / \epsilon) + 1.5 \log(1/p) \rceil$, it is clear that $m_2 \leq m_1$, and then it is easy to see that (23) implies

$$u \leq u_{\text{Decouple}}(2\Sigma, \zeta n / \epsilon, p, \eta_1).$$

So, because $\|F_i\| \leq 2\Sigma$ (by assumption), $\kappa_V(F_i) \leq \zeta \epsilon / n$ (since $\Lambda_\epsilon(F_i)$ is $\zeta$-shattered and by Lemma 2.13), and $\text{dist}(\tilde{\lambda}, \text{Spec} F_i) \geq \eta_1$ (by the assumption in (25)), we can apply Proposition 4.3 to get that there exists a unitary matrix $Q$ for which

$$\|F'_i - Q F_i Q\| \leq 3.5 m_1 \|F_i\| \text{v}_{\text{QR}}(n) u \leq 7 m_1 \Sigma \text{v}_{\text{QR}}(n) u \quad \|F_i\| \leq 2\Sigma$$

by (23).

Then, by Lemma 2.10 and the assumption that $\Lambda_{2\epsilon-e_{i,1}}(F_i)$ is $\zeta$-shattered, it follows that $\Lambda_{2\epsilon-e_{i,2}}(F'_i)$ is $\zeta$-shattered. And because the norm is preserved under unitary conjugation we also get that $\|F'_i\| \leq \Sigma + \epsilon_{i,2}$.  
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We are now ready to prove Theorem 6.1. For clarity, let us divide the proof in several parts.

Assume that \( \Lambda_{2\varepsilon-\epsilon_{i,2}}(F_i') \) is \( \tilde{\zeta} \)-shattered, and recall that \( M_{i+1} \) is an output of \( \text{Deflate}(F_i', \omega) \). Then, by Lemma 6.4 we have that

\[
\Lambda_{2\varepsilon-\epsilon_{i,1,0}}(M_{i+1}) = \Lambda_{2\varepsilon-\epsilon_{i,2}}(M_{i+1}) \subset \Lambda_{2\varepsilon-\epsilon_{i,2}}(F_i')
\]

and hence \( \Lambda_{2\varepsilon-\epsilon_{i,1,0}}(M_{i+1}) \) is \( \tilde{\zeta} \)-shattered. Similarly, we can note that \( \|M_{i+1}\| \leq \|F_i''\| + \omega \leq \Sigma + \epsilon_{i+1,0} \), which concludes the induction.

Now, since the depth of the recursion tree of SmallEig is at most \( n \), and we have proven the above claim for any \( M_i, F_i, F_i'' \) with \( i \leq n \), we can conclude that \( \Lambda_{\epsilon}(H') \) is \( \tilde{\zeta} \)-shattered (resp. \( \Lambda_{\epsilon}(M') \)) and \( \|H'\| \leq 2\Sigma \) (resp. \( \|M'\| \leq 2\Sigma \), as we wanted to show.

Finally, to show that \( \omega/2 \leq \|H'\| \) (resp. \( \omega/2 \leq \|M'\| \)), first note that \( \omega \leq \|M_i\| \) for every \( i \).

Indeed, when \( i = 1 \) we can use the assumption \( \delta \leq 1 \), which yields \( \Delta \leq \|M\| \), and combine this with \( \omega \leq \Delta \). For \( i > 1 \) note that \( M_i \) is an output of \( \text{Deflate}(F_i'', \omega) \), and hence its subdiagonals are guaranteed to have absolute value at least \( \omega \), which implies that \( \omega \leq \|M_i\| \). We can then proceed as above (using slightly stronger bounds) to show that \( \|M_i - F_i\| \leq \omega/2 \) and \( \|M_i - F_i''\| \leq \omega/2 \). So the proof is concluded. \( \square \)

6.2 Analysis of SmallEig

We are now ready to prove Theorem 6.1. For clarity, let us divide the proof in several parts.

Backward stability. Assume that SmallEig terminates and outputs \( \Lambda \). Moreover, assume that when running SmallEig, at the end of all the while loops from line 3, the subroutine OneEig terminated successfully (later we will prove that this occurs with probability at least \( 1 - \phi \)).

We will show that \( \Lambda \) is the spectrum of a matrix \( \tilde{M} \) with \( \|\tilde{M} - M\| \leq \Delta \) (which combined with the assumption about the global data gives \( \|\tilde{M} - M\| \leq \delta \|M\| \)). To be precise we will show an equivalent statement, namely that \( \Lambda \) is the spectrum of a matrix that is at distance at most \( \Delta \) from the class of matrices that are unitarily equivalent to \( M \). To do this, for the purpose of the analysis, it will be convenient to imagine that during the deflation process (after setting to zero the small subdiagonals) instead of cutting out the blocks on the diagonal and considering them as separate subproblems, one keeps the full \( n \times n \) matrix and continues to operate on the full matrix in the obvious way. With this view point the algorithm terminates when the working matrix becomes an upper triangular matrix, and its diagonal elements are precisely the elements of \( \Lambda \).

In the proof of Lemma 6.2 it was shown that the only subroutines that deviate the working matrix from the unitary orbit of the original matrix are RHess, Decouple and Deflate. Moreover, it was shown that when each of these subroutines is applied, the corresponding backward error incurred is at most of size \( \omega \). So we need only to give an upper bound for the number of times these subroutines are called. To do this consider \( T_n(M) \), the recursion tree of SmallEig, where the input matrix \( M \) is placed at the root, and then the children of any vertex \( v \) are in one-to-one correspondence with the matrices outputted after running Deflate on the matrix associated to \( v \). It is clear from the construction that leaves correspond to matrices of dimension 1, and internal vertices (vertices that are not leaves) correspond to higher dimensional matrices. Now note that for any internal vertex \( v \) it holds that the sum of the dimensions of the matrices associated to the children of \( v \) equals the dimension of the matrix associated to \( v \). Then, by induction on \( n \) it follows that \( T_n(M) \) has at most \( n - 1 \) internal vertices. And, since the relevant subroutines are only called
once at times corresponding to internal leaves, we conclude that each of these subroutines was called at most \( n - 1 \) times. Hence, the ultimate deviation from the original unitary equivalence class is at most

\[
3(n - 1)\omega = \frac{3(n - 1)}{3n} (\epsilon \wedge \Delta) \leq \Delta,
\]
as we wanted to show.

**Precision requirements.** To ensure that the precision has been set to be small enough, so that the precision requirements of each subroutine are satisfied throughout the iteration, we will show that

\[
u_{\text{SmallEig}}(n, \Sigma, \epsilon, \zeta, \delta, \phi, n) \leq \min\{u_{\text{RHess}}(n), u_{\text{OneEig}}(n, 2\Sigma, \epsilon, \phi, p, \varphi), u_{\text{Decouple}}(n, 2\Sigma, \zeta n / \epsilon, p, \eta_1)\}.
\]

First, that \( u_{\text{SmallEig}}(n, \Sigma, \epsilon, \zeta, \delta, \phi, n) \leq u_{\text{RHess}}(n) \) is trivial. On the other hand, by definition we have

\[
u_{\text{OneEig}}(n, \Sigma, \epsilon, \zeta, p, \beta, \phi) = \nu_{\text{DistSpec}}(n, m_1, 10, 2\Sigma, n\zeta / \epsilon, \eta_1) \geq \frac{\epsilon}{6 \cdot 10^3 \sqrt{\nu_{\text{QR}}(n) n_\Sigma} (\eta_1 / 44\Sigma)^{2n_1}} \quad \text{for } m_1, \eta_1 \text{ as in (24)}
\]

So from the (23) it is clear that \( u_{\text{SmallEig}}(n, \Sigma, \epsilon, \zeta, \phi, n) \leq u_{\text{OneEig}}(n, 2\Sigma, \epsilon, \zeta, p, \beta, \phi) \). Finally

\[
u_{\text{Decouple}}(n, 2\Sigma, \zeta n / \epsilon, p, d) = \frac{\nu_{\text{QR}}(n, m_2, 2\Sigma, \zeta n / \epsilon, \eta_1) \omega}{16 \cdot 5^{m_2} \cdot n^{1/2} \Sigma} \cdot \omega \epsilon \cdot \frac{\eta_1}{16 \cdot 8 \nu_{\text{QR}}(n) n^{3/2} \zeta \cdot \Sigma} \cdot \left(\frac{\eta_1}{5 \cdot 2 \Sigma}\right)^{m_2} \quad \text{from (5)}
\]

And because \( m_2 \leq m_2 \), from (23) it is clear that \( u_{\text{SmallEig}}(n, \Sigma, \epsilon, \zeta, \phi, n) \leq u_{\text{Decouple}}(n, 2\Sigma, \zeta n / \epsilon, p, d) \).

**Probability of success.** Observe that the only randomized subroutines of SmallEig are RHess and OneEig. First we will provide a lower bound for the probability that the guarantees of RHess and OneEig are satisfied every time these subroutines are called.

Combining Lemma 6.2 and Proposition 5.3 we get that, if OneEig has succeeded every time it has been called, then for any value \( H' \) acquired by the variable \( H \) in line 2 of SmallEig we have for any \( t > 0 \), with probability \( 1 - n t^2 \), that

\[
\min_{\lambda \in \text{Spec } H'} \mathbb{P}[Z_{H'} = \lambda] \geq \left(\frac{\epsilon t}{n^{3/2} \zeta}\right)^2.
\]

In particular (for \( t^2 = \phi / 2n^2 \)) we get that with probability at least \( 1 - \phi / 2n \) it holds that

\[
\min_{\lambda \in \text{Spec } H'} \mathbb{P}[Z_{H'} = \lambda] \geq p
\]

for \( p \) defined as in line 1. Under this event, and because of Lemma 6.2 and because the precision is high enough, the requirements of OneEig will be met in line 3, and hence (for this call) OneEig will succeed with probability at least \( 1 - \phi / 2n \).

Therefore, every time SmallEig is called, both RHess and OneEig will satisfy their guarantees with probability at least \( 1 - \phi / n \). Moreover, from the backward stability proof we know that the recursion tree for SmallEig has at most \( n - 1 \) internal vertices. Therefore, we can conclude that all the calls to RHess and OneEig will succeed with probability at least \( 1 - \phi \), as we wanted to show.
Now, under the assumption that RHess and OneEig succeed every time, we have that the values of the variables $H$ and $\tilde{\lambda}$ that are passed every time to Decouple satisfy the requirements of this subroutine, and by our previous discussion we know that the precision requirements for Decouple are also met. Therefore, we can apply Proposition 4.3 to argue that the matrix $H$ will be decouple in a finite amount of time, and by Lemma 6.2 we know that the pseudospectral parameters and norm guarantees will also be maintained.

**Running time.** From the above discussion we know that with probability at least $1 - \phi$, SmallEig terminates successfully and moreover, throughout the algorithm, every call to RHess, OneEig and Decouple will be successful, and the requirements of these subroutines will always be met. Under this event (recalling that each subroutine is called at most $n - 1$ times) by Propositions 5.3, 3.6 and 4.3 and using the the running times of the subroutine are monotone in the dimension of the input, we get that the running time of SmallEig is at most

$$(n - 1)(T_{\text{RHess}}(n) + T_{\text{OneEig}}(n, \Sigma, \epsilon, \zeta, p, \beta) + T_{\text{Decouple}}(n, \zeta n / \epsilon, p, \beta)).$$

The proof is concluded by writing $p, \beta$ and $\eta_1$ as a function of $\epsilon$, $\zeta$, $\Sigma$ and $\delta$, and using the big-O bounds provided in Propositions 5.3, 3.6 and 4.3.

### 6.3 Pseudospectral Shattering and Proof of the Main Result

Note that Theorem 6.1 assumes that SmallEig has access to the parameters $\epsilon$ and $\zeta$ in the global data, which control both the minimum eigenvalue gap and the eigenvector condition number of the input matrix $M \in \mathbb{C}^{n \times n}$. In order to ensure that SmallEig works on every input (without having access to $\epsilon$ and $\zeta$), instead of running the algorithm on $M$ we will run it on $M + \gamma G_n$ (for $\gamma = \Theta(\delta)$ and $G_n$ a normalized complex Ginibre matrix\(^6\)), and exploit the following result, whose proof we defer to Appendix B.

**Lemma 6.5 (Shattering).** For any $M \in \mathbb{C}^{n \times n}$ and $\varphi \in (0, 1/2)$, $\gamma \in (0, \|M\|/2)$, we have that, with probability at least $1 - \varphi$, $\Lambda_\epsilon(M + \gamma G_n)$ is $\zeta$-shattered for

$$\zeta := \frac{\varphi^{1/2} \gamma}{2\sqrt{3}n^{3/2}} \quad \text{and} \quad \epsilon := \frac{\gamma^2 \varphi}{180 \sqrt{2} \|M\| \log(1/\varphi) n^3}.$$

The main result of this paper then follows from combining Lemma 6.5 with Theorem 6.1.

**Proof of Theorem 1.1.** Start by recalling the following the well-known tail bound for the norm of a Ginibre matrix (e.g. see [BKMS21, Lemma 2.2])

$$\mathbb{P}[\|G_n\| \geq t] \leq 2 \exp \left(-n(t - 2 \sqrt{2})^2\right), \quad \forall t \geq 2 \sqrt{2}. \quad (27)$$

Then, for $W := 2 \sqrt{2} + \frac{1}{n^{1/2}} \log(6/\varphi)^{1/2}$ we have that

$$\mathbb{P}[\|G_n\| \leq W] \geq 1 - \varphi / 3.$$

\(^6\)That is, an $n \times n$ random matrix with independent centered complex Gaussian entries of variance $1/n$.

\(^7\)A version of this result was already proven and used in a similar context in [BGVKS20b]. However, since the notion of shattered pseudospectrum from that paper differs from the one used here, we were not able to directly apply the aforementioned result.
Then, given a norm estimate $\Sigma$ satisfying $\Sigma/2 \leq \|M\|(1 \pm \delta/2) \leq \Sigma$, we will choose $\gamma := \frac{\delta \Sigma}{4W}$, so that

$$
P \left[ \gamma \|G_n\| \leq \frac{\delta \|M\|}{2} \right] = P \left[ \|G_n\| \leq \frac{2\|M\|W}{\Sigma} \right]
$$

$$
\geq P \left[ \|G_n\| \leq W \right] \quad \Sigma/2 \leq \|M\| \n
\geq 1 - \phi/3.
$$

Moreover, for this choice of $\gamma$, by Lemma 6.5 we have that, with probability at least $1 - \phi/3$, $\Lambda_\epsilon(M + \gamma G_n)$ is $\zeta$-shattered for

$$
\zeta := \frac{\phi^{1/2}\gamma}{2\sqrt{6n^{3/2}}} \quad \text{and} \quad \epsilon := \frac{\gamma^2\phi}{540\sqrt{2}\|M\| \log(1/\phi)n^3}.
$$

On the other hand, conditioning on $\|G_n\| \leq W$ and $\Lambda_\epsilon(M + \gamma G_n)$ being $\zeta$-shattered, we have that SmallEig$(M + \gamma G_n, \delta/2, \phi/3)$ succeeds with probability at least $1 - \phi/3$ when using $n, \epsilon, \zeta$ and $\Sigma$ as global data and provided that $u$ satisfies (23)), in which case the output $\Lambda$ will be a $\delta$-backward approximation of the spectrum of $M$.

Hence, using a union bound we get that with probability $1 - \phi$, SmallEig$(M + \gamma G_n, \delta/2, \phi/3)$ provides a $\delta$-accurate answer, and from Theorem 6.1 we have that the running time and required bits of precision are as in the statement of of Theorem 1.1.

$$
\square
$$
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A Anti-concentration for Random Vectors

Proof of Lemma 5.2. Because the distribution of $u$ is unitarily invariant and $\|v\| = 1$, we have $u^* v =_{d} u^* e_i = u(i)^8$ for every $i \in [n]$. So, for concreteness we will take $i = 1$ and bound $\mathbb{P}[|u(1)| \leq t]$ for any $t \geq 0$.

---

8Given two random variables $X$ and $Y$, we use $X =_{d} Y$ to denote that they have the same distribution.
Now recall that if $X_1, \ldots, X_n, Y_1, \ldots, Y_n$ are independent real standard Gaussians, then

$$u = \frac{(X_1 + iY_1, \ldots, X_k + iY_n)}{\sqrt{X_1^2 + Y_1^2 + \cdots + X_k^2 + Y_n^2}}$$

and in particular $|u(1)|^2 = \frac{Z_1}{Z_1 + Z_2}$ where $Z_1 \sim \chi^2(2)$ and $Z_2 \sim \chi^2(2n - 2)$ are independent. Then, we use the well known fact that $\frac{Z_1}{Z_1 + Z_2}$ has a Beta$(1, n - 1)$ distribution, and hence its probability density function is given by $f_{\text{Beta}(1, n-1)}(s) = (n-1)(1-s)^{n-2} \cdot 1_{0 \leq s \leq 1}$. It follows that, for $t \in [0, 1]$

$$P[|u(1)| \leq t] = P[|u(1)|^2 \leq t^2] = (n-1) \int_0^{t^2} (1-s)^{n-2} ds = 1 - (1-t^2)^{n-1} \leq (n-1)t^2,$$

where the last inequality follows from Bernoulli’s inequality.

\[\square\]

## B Pseudospectral Shattering

Here we will use $G_n$ to denote a normalized complex Ginibre matrix. That a perturbation by $\gamma G_n$ leads to shattering of the pseudospectrum of the perturbed matrix, follows easily from the following lemmas about gap and $\kappa_V$.

**Lemma B.1** (Eigenvalue gap, Proposition D.5 in [BGVKS20b]). For any $M \in \mathbb{C}^{n \times n}$ and any $\gamma > 0$

$$P[\text{gap}(M + \gamma G_n) \leq t] \leq \frac{n^3 t^2}{\gamma^2}.$$

**Lemma B.2** (Eigenvector condition number). For any $M \in \mathbb{C}^{n \times n}$, $\gamma \in (0, \|M\|)$ and $t > 0$ satisfying

$$t < \frac{\gamma}{\|M\|^{3/2}},$$

we have

$$P[\kappa_V(M + \gamma G_n) \geq \frac{1}{t}] \leq 2 \left( 2\sqrt{2} + \frac{\|M\|}{\gamma} + \sqrt{\frac{4 \log(1/t)}{n}} \right)^2 n^3 t^2.$$

All of the ideas needed to prove Lemma B.2 already appeared in [BKMS21], but for the convenience of the reader we quickly outline them below. First, we begin by recalling the following result.

**Lemma B.3** (Theorem 1.5 in [BKMS21]). Let $M \in \mathbb{C}^{n \times n}$, $\gamma \in (0, \|M\|)$, and let $\lambda_1, \ldots, \lambda_n \in \mathbb{C}$ be the random eigenvalues of $M + \gamma G_n$. Then for every measurable open set $B \subset \mathbb{C}$

$$E \left[ \sum_{\lambda_i \in B} \kappa(\lambda_i)^2 \right] \leq \frac{n^2}{\pi \gamma^2} \text{Area}(B).$$

We can now proceed to the proof.
**Proof of Lemma B.2.** To simplify notation put \( X := M + \gamma G_n \) and let \( \lambda_1, \ldots, \lambda_n \) be its random eigenvalues. Then for any \( s, t > 0 \)

\[
\mathbb{P} \left[ \kappa_V(X) \geq 1/t \right] = \mathbb{P} \left[ \kappa_V(X)^2 \geq 1/t^2 \right] 
\leq \mathbb{P} \left[ \sum_{i=1}^n \kappa(\lambda_i)^2 \geq 1/n^2 \right],
\]

\[
\kappa_V(X) \leq \sqrt{n \sum_{i=1}^n \kappa(\lambda_i)^2}.
\]

Moreover, from (27) we have \( \mathbb{P}[\|G_n\| \geq s] \leq 2 \exp \left( -n(s - 2\sqrt{2})^2 \right) \). On the other hand

\[
\mathbb{P} \left[ \|G_n\| \leq s \text{ and } \sum_{i=1}^n \kappa(\lambda_i)^2 \geq 1/n^2 \right] \leq \left( \frac{\|M\}}{\gamma} + s \right)^2 n^3 t^2,
\]

where the last inequality follows from Lemma B.3 and Markov’s inequality. Putting everything together we get that

\[
\mathbb{P} \left[ \kappa_V(X) \geq 1/t \right] \leq 2 \exp \left( -n(s - 2\sqrt{2})^2 \right) + \left( \frac{\|M\}}{\gamma} + s \right)^2 n^3 t^2.
\]

Now, to simplify notation define \( P := \frac{\|M\}}{\gamma} n^{3/2} t \). Then choose \( s \) to be the solution of the equation

\[
2 \exp \left( -n(s - 2\sqrt{2})^2 \right) = P^2,
\]

and plug it into the above inequality to obtain

\[
\mathbb{P} \left[ \kappa_V(X) \geq 1/t \right] \leq P^2 + \left( \frac{\|M\}}{\gamma} + 2\sqrt{2} + \frac{1}{\sqrt{n}} \log(2/P^2) \right)^2 n^3 t^2 
\leq 2 \left( \frac{\|M\}}{\gamma} + 2\sqrt{2} + \frac{1}{\sqrt{n}} \log(2/P^2) \right)^2 n^3 t^2 
\leq 2 \left( \frac{\|M\}}{\gamma} + 2\sqrt{2} + \frac{2}{\sqrt{n}} \log(1/t) \right)^2 n^3 t^2
\]

\[
2P^{-2} \leq t^{-2}.
\]

We can now prove the shattering result.

**Proof of Lemma 6.5.** First, if we take \( t_1 := \frac{\phi^{1/2} n}{\sqrt{2}} \) and apply Lemma B.1 we get that

\[
\mathbb{P}[\text{gap}(M + \gamma G_n) \geq t_1] \geq 1 - \phi/2.
\]

Then, taking \( t_2 = \frac{\gamma^{\phi^{1/2} n}}{60\|M\| \log(1/\phi)n^{3/2}} \) and applying Lemma B.2 we get

\[
\mathbb{P}[\kappa_V(M + \gamma G_n) \geq 1/t_2] \leq 2 \left( 2\sqrt{2} + \frac{\|M\}}{\gamma} + \frac{2}{\sqrt{n}} \log(1/t_2)^{1/2} \right)^2 n^3 t_2^2
\]
\[
\leq 6 \left( 8 + \frac{\|M\|^2}{\gamma^2} + \frac{4}{n} \log(1/t_2) \right) n^3 t_2^2 \quad \text{AM-QM}
\]
\[
\leq \varphi/6 + \varphi/6 + \varphi/6
\]
yielding
\[
\mathbb{P}[\kappa_V(M + \gamma G_n) \leq 1/t_2] \geq 1 - \varphi/2.
\]
Now define \( \zeta = t_1/3 \) and \( \epsilon = t_1 t_2/3 \). By the tail bounds obtained above we have the event \( \{ \text{gap}(M + \gamma G_n) \geq t_1 \text{ and } \kappa_V(M + \gamma G_n) \leq 1/t_2 \} \) occurs with probability \( 1 - \varphi \), and, by Lemma 2.11, under this event we have that \( \Lambda_\epsilon(M + \gamma G_n) \) is \( \zeta \)-shattered, as we wanted to show. \( \square \)