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Abstract
In mirror symmetry, after the work by J. Walcher, the number of holomorphic disks with boundary on the real quintic lagrangian in a general quintic threefold is related to the periods of the mirror quintic family with boundary on two homologous rational curves, known as Deligne conics. Following the ideas of H. Movasati, we construct a quasi-affine space parametrizing such objects enhanced with a frame for the relative de Rham cohomology with boundary at the curves compatible with the mixed Hodge structure. We also compute a modular vector field attached to such a parametrization.

1 Introduction
In the 1980s, physicists working on String Theory discovered a phenomena called Mirror Symmetry: the idea is that the same physical theory can be described by two mathematically different models. Naively, one of these models (the A-model) is mainly related to the symplectic geometry of Calabi-Yau manifolds, while the other one (B-model) is related to the complex algebraic geometry of these spaces. Although many of the tools used by these physicists were not yet rigorous, this led to some impressing purely mathematical results. The most famous example is the quintic threefold: mirror symmetry associates, to a generic quintic threefold in $\mathbb{P}^4$, a family of manifolds known as mirror quintics. In the paper \cite{CDLOGP91}, published in 1991, the authors used these techniques to make predictions for the number of rational curves on a generic quintic threefold in $\mathbb{P}^4$. What they did was to assume that the correlation functions from the A-model and the B-model were the same. The first was associated to Gromov-Witten invariants and a prediction to the number of rational curves on a general quintic, and the second were computed explicitly. This correlation function is usually called Yukawa coupling.

In the B-model, the Yukawa coupling is related to a generalization of Kaneko and Zagier’s theory of quasi-modular forms developed by Movasati in \cite{Mov15}. His approach relies on the algebraic de Rham cohomology (see \cite{Gro66}) and on the
Gauss-Manin connection (see [KO68]). The idea is to consider the moduli space \( T_{cl} \) of pairs \((W, [\alpha_1, \ldots, \alpha_4])\), where \( W \) is a mirror quintic and \([\alpha_1, \ldots, \alpha_4]\) is a basis to the third de Rham cohomology of \( W \) that, in some sense, respects the Hodge filtration. After computing the Gauss-Manin connection matrix, he was able to define a differential algebra attached to \( T_{cl} \) with elements that behave similarly to modular forms: he found relations between the generators and their derivatives which generalizes the Ramanujan relations we have for the Eisenstein series. The procedure described above is part of a more general program known as Gauss-Manin connection in disguise (GMCD, for short). It is an attempt to construct a general theory of modular forms via functions on a moduli space submitted to a differential equation. Some cases have already been treated, from the elliptic curve case (see [Mov12]) to more general cases as in [AMSY16] and the more recent paper [AKV22].

In this text we will focus solely on the B-side of mirror symmetry and consider another enumerative result: the computation of the numbers of disks with boundary on the real quintic Lagrangian inside the quintic threefold. These numbers were first predicted in [Wal07] and then fully computed in [PSW08]. This computation relies on the open Gromov-Witten invariants which are also computed in these articles. Instead of just considering the mirror family, we need to fix, in each one of the elements of the family, a pair of homologous rational curves \( C_{\pm} \) called Deligne conics. See Section 2 for details. We refer to [MW09] for the reasons to consider these two curves. In this context, we have a new natural period to compute, which is the integral of a holomorphic three form over the homology connecting the two curves above. This period satisfy a non homogeneous version of the Picard-Fuchs equation, which can be found on Section 2.4. In order to execute the ideas from the GMCD program, we consider a relative version of the algebraic de Rham cohomology \( H^3_{dR}(W, C_{\pm} \cup C_{-}) \) and a relative version of the Gauss-Manin connection. We define a moduli space \( T_{op} \) of triples \((W, C_{\pm}, [\alpha_0, \ldots, \alpha_4])\), where \( W \) is an element of the mirror family, \( C_{\pm} \) is the pair of curves described above on each element of the family and \([\alpha_0, \ldots, \alpha_4]\) is a basis of the third relative algebraic de Rham cohomology which respect the mixed Hodge structure (for details on mixed Hodge structures, we refer to [PS08] and Section 2.5 of this text). In this case, the Hodge filtration consists of \( F^0 \supset F^1 \supset \cdots \supset F^3 = 0 \) with \( \dim F^0 = 5, \dim F^1 = 4, \dim F^2 = 2, \dim F^3 = 1 \) and the weight filtration consists of \( 0 = W_0 \subset W_1 \subset \ldots W_3 \), with \( \dim W_0 = \dim W_1 = 0, \dim W_2 = 1 \) and \( \dim W_3 = 5 \). These dimensions are computed in Section 2.5. The idea of considering mixed Hodge structures and relative cohomology in the GMCD framework was examined in the case of elliptic curves with two fixed points in the paper [CML21], in which the authors recovered the theory of Jacobi forms of index zero, and in the paper [AKV22], where the authors considered affine Calabi-Yau varieties.
Definition 1. A relatively enhanced mirror quintic is simply a triple \((X, C_\pm, [\alpha_0, \ldots, \alpha_4])\), where \(X\) is a mirror quintic, \(C_\pm\) is the pair of homologous curves cited above and specified in (11), \(\delta_0\) is a homology connecting the two curves and \([\alpha_0, \ldots, \alpha_4]\) is a basis of \(H^3_{dR}(X, C_+ \cup C_-)\) satisfying:

i) \(\alpha_i \in F^{4-i} \setminus F^{5-i}, \quad i = 1, 2, 3, 4\);  

ii) \([\langle \alpha_i, \alpha_j \rangle] = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
\end{bmatrix} \);  

iii) \(\alpha_0 \in F^1 \setminus F^2\);  

iv) \(\alpha_0 \in W_2\);  

v) \(\int_{\delta_0} \alpha_0 = 1\);  

vi) \(\alpha_i \in W_3 \setminus W_2, \quad i = 1, 2, 3, 4\).

Although condition (v) above seems to depend on the choice of \(\delta_0\), it is actually an algebraic condition which is not influenced by this choice. Indeed, \(\alpha_0\) ends up being a class on the image of the map \(H^3_{dR}(C_+ \cup C_-) \rightarrow H^3_{dR}(W, C_+ \cup C_-)\) (see Section 2.5) and, therefore, its integral over any homology class depends only on the boundary of the homology class.

Theorem 1. Relatively enhanced mirror quintics can be parametrized by the nine coordinates in affine space given by

\[
T_{\text{op}} := \text{Spec} \left( \mathbb{C} \left[ s_0, s_1, s_2, s_3, s_4, s_5, s_6, s_7, s_8, \frac{1}{s_5(s_0^{10} - s_4^{10})s_0s_4} \right] \right). \tag{1}
\]

For an explicit description of the parametrization above, see the proof of Theorem 1 in Section 3.1. With this moduli space in hands, it is possible to compute a differential equation relating this generators \(s_i\) with open Gromov-Witten invariants and the virtual count of disks.

Theorem 2. Consider the space \(T_{\text{op}}\) defined above. Let \(A\) be the Gauss-Manin connection matrix in the basis \(\alpha\). There is a unique vector field \(R\), for which the connection composed with it is given, in the basis \(\alpha\), by

\[
A_R = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
F & 0 & 0 & Y & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
\]

for regular functions \(Y\) and \(F\) in \(T_{\text{op}}\). The expression of \(R, F\) and \(Y\) in the coordinates from Theorem 1 are

\[
Y = 5^8 \frac{(s_4^{10} - s_0^{10})^2}{s_5^3}, \quad F = -s_1 Y, \quad (2)
\]
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\[
\begin{align*}
\dot{s}_0 &= \frac{1}{2s_0 s_5} \left(6 \cdot 5^4 s_0^{10} + s_0^2 s_4^3 - 5^4 s_4^3\right) \\
\dot{s}_1 &= \frac{1}{s_5} \left(-5^8 s_0^{12} + 5^5 s_0^8 s_1 + 5^5 s_0^2 s_4^{10} + s_1 s_3\right) \\
\dot{s}_2 &= \frac{1}{s_5} \left(-3 \cdot 5^9 s_0^{14} - 5^4 s_0^{10} s_1 + 2 \cdot 5^5 s_0^8 s_2 + 3 \cdot 5^9 s_0^4 s_4^{10} + 5^4 s_1 s_4^{10} + 2 s_2 s_3\right) \\
\dot{s}_3 &= \frac{1}{s_5} \left(-5^{10} s_0^{16} - 5^4 s_0^{10} s_2 + 3 \cdot 5^5 s_0^8 s_3 + 5^10 s_0^3 s_4^{10} + 5^4 s_2 s_4^{10} + 3 s_3^2\right) \\
\end{align*}
\]

\[\mathbb{R} : \begin{align*}
\dot{s}_4 &= \frac{1}{10s_5} \left(5^6 s_0^8 s_4 + 5 s_3 s_4\right) \\
\dot{s}_5 &= \frac{1}{s_5} \left(-5^4 s_0^{10} s_6 + 3 \cdot 5^5 s_0^8 s_5 + 5^4 s_4^{10} s_6\right) \\
\dot{s}_6 &= \frac{1}{s_5} \left(3 \cdot 5^5 s_0^8 s_6 - 5^5 s_0^8 s_5 - 2 s_2 s_5 + 3 s_3 s_6\right) \\
\dot{s}_7 &= -s_8 \\
\dot{s}_8 &= -\frac{5^{12} \left(s_0^{10} - s_4^{10}\right)}{s_5} \cdot \frac{15 \left(s_4\right)}{8} \left(s_0\right)^5 \frac{1}{25\sqrt{5}} \\
\end{align*}\]

(3)

The proof of Theorem 2 is computational. The interesting part about it is that, if we consider \(s_i\) functions on a variable \(q\), take the derivation to be \(5q \frac{d}{dq}\), fix initial values \(s_{0,0} := \frac{1}{\sqrt{3}}, s_{0,1} := 12\sqrt{5}\) and \(s_{0,4} := 0\) and allow fractional exponents, we get

\[-5^3 Y = 5 + 2875q + 4876875q^2 + 8564575000q^3 + \cdots = \sum_{d=0}^{\infty} n_d d^q \frac{q^d}{1 - q^d}\]

\[\frac{4}{5^3} F(q) := 30q^{1/2} + 13800q^{3/2} + 27206280q^{5/2} + 47823842250q^{7/2} + \cdots = \sum_{d \text{ odd}} n_d^{\text{disk}} d^2 \frac{q^{d/2}}{1 - q^{d/2}},\]

where \(n_d\) are the virtual counts of rational curves of degree \(d\) on a generic quintic threefold (see [CDLOGP91] and [Mov15]) and \(n_d^{\text{disk}}\) are the virtual counts of disks with boundary on a lagrangian of a quintic threefold (see [Wal07] and [PSW08]). The \(q\)-expansions for all functions \(s_i\) can be found on the author’s webpage\footnote{www.impa.br/~felipe.espreafico/expansionsi} Notice that \(s_1, s_2, s_3, s_4, s_5\) and \(s_6\) are the same as the corresponding \(t_i\) from [Mov15, Theorem 3] and that \(s_0^2 = t_0\) and \(s_4^{10} = t_4\).
Our paper is divided in four parts. Section 2 has the aim of presenting basic definitions and properties of the objects and concepts we are using. In Section 3 we present the proofs of the two main results stated in the introduction. In Section 4 we make some computations using the period matrix and the generalized period domain to explain, for example, why the disk counts are appearing in Theorem 2. Moreover, these computations help us understand why these functions behave as modular forms.
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2 Preliminaries

To start, we present some of the necessary concepts to prove our theorems and fix the notation we are going to use in the rest of the paper.

2.1 The case of Elliptic Curves

Before start elaborating on the main topic of the paper, which is to construct a modular framework for open string invariants for the quintic, we recall how a geometric framework is construct for the classical quasi-modular forms. This is an attempt to motivate the constructions in the present text. We refer the interested reader to [Mov12], where this framework was first developed, for more details and proofs.

Recall that the algebra of of quasi-modular forms is \( \mathbb{C}[E_2, E_4, E_6] \), where \( E_k \) are the Eisenstein series. They satisfy a system of differential equations known as Ramanujan equations. Our idea is to interpret these equations as a vector field on a suitable moduli space of elliptic curves. To do this, we have to deal with elliptic curves and elliptic integrals. In order to deal with both at the same time we will consider enhanced elliptic curves.
Definition 2. A triple \((E, \alpha, \omega)\), where \(\alpha\) is a holomorphic 1-form (first piece of the Hodge filtration) and \(\omega\) is not holomorphic such that \(\langle \alpha, \omega \rangle = 1\) is called an enhanced elliptic curve.

Here, \(\langle , \rangle\) is the usual intersection product on the algebraic de Rham cohomology. The definition above allows us to consider, the integrals of \(\alpha\) and \(\omega\) over paths in \(E\), that is, to study elliptic integrals.

Proposition 1 (Mov12, Prop 5.4). The moduli space of enhanced elliptic curves is given by

\[ T = \{ (t_1, t_2, t_3) \in \mathbb{C}^3 \mid 27t_3^2 - t_2^3 \neq 0 \}, \]  

(4)

where the \((t_1, t_2, t_3)\) corresponds to the triple

\[ E : y^2 = 4(x - t_1)^3 + t_2(x - t_1) + t_3 \quad \alpha = \frac{dx}{y} \quad \omega = x \frac{dx}{y}. \]

We now have a universal family \(X \to T\) of enhanced elliptic curves and a basis of sections of the de Rham cohomology bundle. If we compute the Gauss-Manin connection in this basis \((\alpha, \omega)\), we get an explicit matrix in terms of the differentials \(dt_i\).

Proposition 2 (Mov12, Prop. 4.1). Let \(R\) be a vector field in \(T\) such that \(\nabla_R \alpha = -\omega\) and \(\nabla_R \omega = 0\). Then \(R\) is unique and it is given by

\[ R = \left( t_1^2 - \frac{1}{12} t_2 \right) \frac{\partial}{\partial t_1} + (4t_1 t_2 - 6t_3) \frac{\partial}{\partial t_2} + \left( 6t_1 t_3 - \frac{1}{3} t_2^2 \right) \frac{\partial}{\partial t_3}. \]  

(5)

If \(R\) is written as a system of differential equations, after multiplying \(t_i\) by some constants, we get exactly the Ramanujan equations. By looking at the 1-dimensional locus \(L\) for which \(R\) generates the tangent space, the maps \(t_1, t_2, t_3\) restricted to \(L\) will be the Eisenstein series after a change of coordinates. This is a sign that we can generalize modular forms by looking at functions on a suitable moduli space for each case.

Remark 1. The locus \(L\) in the last paragraph has an interpretation based on the periods (integrals) of \(\alpha\) and \(\omega\) over integral cycles. From this point of view, \(L\) is a fundamental domain for the action of an algebraic group and the natural coordinate for \(L\) is given by a quotient of two such periods. For more details, see sections 7 and 8 of Mov12. In the section 4 of the present text, we give this interpretation for the case we are considering.
2.2 Mirror Quintic, Deligne Conics and Relative Algebraic de Rham Cohomology

After the motivation, we introduce our main objects, which are the Mirror quintic threefold and the Deligne conics.

Definition 3. Let $\psi^5 \neq 1$ and let $G$ be the group given by
\[ G = \left\{ (a_0, \ldots, a_4) \in \mathbb{Z}_5^5 : \sum_i a_i \equiv 0 \mod 5 \right\} / \mathbb{Z}_5, \tag{6} \]
where $\mathbb{Z}_5$ is embedded diagonally. This group acts on $\mathbb{P}^4$ in the natural way:
\[ (a_0, \ldots, a_4) \bullet [x_0, \ldots, x_4] \mapsto [\mu^{a_0} x_0 : \ldots : \mu^{a_4} x_4], \]
where $\mu$ is a primitive fifth root of unit. For us, a mirror quintic $X_\psi$ is the resolution of singularities of the quotient
\[ \left\{ [x_0 : x_1 : x_2 : x_3 : x_4] \in \mathbb{P}^4 \mid x_0^5 + x_1^5 + x_2^5 + x_3^5 + x_4^5 - 5\psi x_0 x_1 x_2 x_3 x_4 = 0 \right\} / G. \tag{7} \]

After the quotient and the resolution, one can observe that the varieties obtained will have the Calabi-Yau property. For details, see [GP90] or [CK99, Section 2.2]. As we have stated in the introduction, our framework will include two rational curves, the Deligne conics $C_+ \subset X_\psi$. Besides being rational, these curves are homologous as cycles in $H_2(X, \mathbb{Z})$. They are defined by the equations
\[ C_\pm = \left\{ x_0 + x_1 = 0, x_2 + x_3 = 0, x_4^2 \pm \sqrt{5\psi} x_1 x_3 = 0 \right\}. \tag{8} \]

Our goal now is, instead of considering forms on the absolute cohomology, to consider the relative algebraic de Rham cohomology of the pair $(X_\psi, C_+ \cup C_-)$. In order to do this, we recall the definition for the relative algebraic de Rham cohomology in general, which is a generalization of the original definition from [Gro66].

Definition 4. Let $Y \subset X$ be a closed subvariety of $X$. Define the sheaf $\Omega^m_{X,Y}$ as
\[ \Omega^m_{X,Y}(U) = \Omega^m_X(U) \oplus \Omega^{m-1}_Y(U \cap Y), \]
and define a differential operator as
\[ d(\omega, \alpha) = (d\omega, \omega|_Y - d\alpha), \]
where the $d$’s appearing on the right hand side are the boundary operators of $X$ and $Y$. We define the $m$-th relative de Rham cohomology of $X$ with boundary on $Y$, denoted by $H^m_{\text{dR}}(X, Y)$ as the $m$-th hypercohomology of the complex of sheaves
\[ 0 \to \Omega^0_{X,Y} \xrightarrow{d} \Omega^1_{X,Y} \xrightarrow{d} \ldots \xrightarrow{d} \Omega^m_{X,Y} \to \ldots \]
With this definition, we get a natural long exact sequence of the pair. In our case of $C_+$ and $C_-$, we get $\dim H^3_{\text{dR}}(X_\psi, C_+ \cap C_-) = 5$ and a surjection $H^3_{\text{dR}}(X_\psi, C_+ \cap C_-) \to H^3_{\text{dR}}(X_\psi)$, which means that we can come up with a basis for $H^3_{\text{dR}}(X_\psi, C_+ \cap C_-)$ by choosing elements in the pre image of any basis for $H^3_{\text{dR}}(X_\psi)$ and adding the image of a non zero element from $H^2_{\text{dR}}(C_+ \cup C_-)$. Recall that $\dim H^3_{\text{dR}}(X_\psi) = 4$.

2.3 Moduli Space

After the motivation coming from the Elliptic curve, our goal is to construct an analogous moduli space, we are going to assign coordinates for the space of triples $(X_\psi, C_\pm, \omega)$, where $\omega$ is a holomorphic differential 3-form on $X_\psi$. First, we recall that, from [Mov15, Section 2.1], there are affine coordinates for the pairs $(X, \omega)$: one can associate coordinates $(t_0, t_4)$ to a mirror quintic $X_\psi$, with $\psi^{-5} = t_4 t_0$. If we recall $G$ from Definition 3, we have:

$$X_{t_0, t_4} := \{ f(x) = 0 \}/G$$

$$f(x) := -t_4 x_0^5 - x_1^5 - x_2^5 - x_3^5 - x_4^5 + 5 t_0 x_0 x_2 x_3 x_4. \quad (9)$$

The 3-form dependent on $(t_0, t_4)$ is the form induced on the resolution of the quotient via the residue form

$$\omega_1 := dx_1 \wedge dx_2 \wedge dx_3 \wedge dx_4$$

which is clearly invariant after the action of the group $G$. Note that these coordinates are only defined $t_0^5 \neq t_4$ and $t_4 \neq 0$. The curves $C_\pm$ also depend on this coordinates, but, in order to avoid taking tenth and square roots, we introduce new coordinates $s_0$ and $s_4$ which satisfy $s_0^2 = t_0$ and $s_4^{10} = t_4$. In these coordinates the curves are the resolution of singularities of the quotient of

$$C_\pm = \left\{ s_4^2 x_0 + x_1 = 0, x_2 + x_3 = 0, s_4 x_4^2 \pm \sqrt{5} s_0 x_1 x_3 = 0 \right\} \subset X_{t_0, t_4}, \quad (11)$$

by the group $G$. In the appendix of [MW09], they give an explicit way to solve this singularities. We can, therefore, associate a pair $(s_0, s_4)$ to a triple $(X_{s_0, s_4}, C_\pm, \omega)$. Of course, this association is only defined when $s_4^{10} \neq s_0^{10}$ and $s_4 s_0 \neq 0$, since for $s_0 = 0$ both curves $C_+$ and $C_-$ are equal. We end up with a quasi affine space $S_{\text{op}} := \mathbb{C}^2 \setminus \{ s_0 s_4 (s_0^{10} - s_4^{10}) = 0 \}$ parametrizing the triples $(X_{s_0, s_4}, C_\pm, \omega)$. This parametrization has an important property which we state below:

**Proposition 3.** Let $r \in \mathbb{C}^*$. If $(s_0, s_4)$ is the point corresponding to $(X, \omega, C) \in M$, then $(r s_0, r s_4)$ is the point corresponding to $(X, r^{-2} \omega, C)$. 8
Proof. We know that the isomorphism \((x_0, x_1, x_2, x_3, x_4) \mapsto (r_2x_0, r_2x_1, r_2x_2, r_2x_3, r_2x_4)\) between \(X_{s_0, s_4} = X_{t_0, t_4}\) and \(X_{r_0, r_4} = X_{r_2t_0, r_2t_4}\) takes \(\omega(t_0, t_4)\) to \(r_2^{-2}\omega(r_2t_0, r_2t_4)\) (see [Mov15], sec. 2.1). Using that \(t_0 = s_0^2\) and \(t_4 = s_4^{10}\), we have our result. We just need to check that it maps the curve \(C\) to its correspondent. Indeed, we have

\[
C_{r_0, r_4} = \left\{ r_2^2s_4^2x_0 + x_1 = 0, x_2 + x_3 = 0, rs_4x_4^2 + rs_0\sqrt{5}x_1x_3 = 0 \right\} \subset X_{r_0, r_4}
\]

and

\[
C_{s_0, s_4} = \left\{ s_4^2x_0 + x_1 = 0, x_2 + x_3 = 0, s_4x_4^2 + s_0\sqrt{5}x_1x_3 = 0 \right\} \subset X_{s_0, s_4}.
\]

Taking a point of the second curve and applying the isomorphism, we have that the equations of the first one are satisfied.

\[
\begin{align*}
r_2^2s_4^2x_0 + (r_2^2x_1) &= r_2^2(s_4x_0 + x_1) = 0, \\
(r_2^2x_2) + (r_2^2x_3) &= r_2^2(x_2 + x_3) = 0, \\
rs_4(r_2^2x_4) + rs_0\sqrt{5}(r_2^2x_1)(r_2^2x_3) &= r_5^5(s_4x_4^2 + s_0\sqrt{5}x_1x_3) = 0.
\end{align*}
\]

This finishes the proof. 

Considering the zero locus of the equation \(f\) from (9) in the product \(\mathbb{P}^4 \times S_{\text{op}}\), we get a family \(\mathcal{X} \to S_{\text{op}}\). Now, \(C_{\pm}\) induce a subfamily \(\mathcal{Y} \subset \mathcal{X}\) corresponding to the curves. The next step is to define a structure on this triple which encodes properties of the relative algebraic de Rham cohomology of each element on the family.

2.4 Relative Gauss-Manin Connection

One of the most important tools in our paper is the algebraic Gauss-Manin connection. It was first introduced in the paper [KO68], by Katz and Oda. They defined the Gauss-Manin connection for any smooth morphism \(\pi : X \to S\) of smooth schemes (in other words, a family over \(S\)). Roughly, it formalizes the notion of differentiating with respect to the parameters of a family. They consider the algebraic de Rham cohomology of the family, which is the hyperderived sheaf

\[
\mathcal{H}^m_{\text{dR}}(X/S) := R^m\pi_*(\Omega^\bullet_{X/S})
\]

defined over \(S\). This is the sheaf associated to the presheaf \(U \mapsto \mathbb{H}^m\left(\pi^{-1}(U), \Omega^\bullet_{X/S}\right)\), where \(\mathbb{H}\) denotes the hypercohomology. They define a connection

\[
\nabla : \mathcal{H}^m_{\text{dR}}(X/S) \to \mathcal{H}^m_{\text{dR}}(X/S) \otimes \Omega^1_{S}
\]
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by considering a filtration on $\Omega_X^\bullet$ and taking the spectral sequence associated to this filtration. Here, we need a relative version of this construction. If we have a smooth closed subvariety $Y \subset X$ for which the restriction of $\pi$ is smooth, it is not difficult to make the same construction and get a connection

$$\nabla : \mathcal{H}^m_{dR}(X,Y/S) \to \mathcal{H}^m_{dR}(X,Y/S) \otimes \Omega^1_S,$$

where $\mathcal{H}^m_{dR}(X,Y/S)$ is defined as above, by considering $\Omega^\bullet_{X,Y/S}$ and not $\Omega^\bullet_{X/S}$ (see Definition 4, but considering $\Omega^\bullet_{X/S}$ and $\Omega^\bullet_{Y/S}$ instead of $\Omega^\bullet_{X}$ and $\Omega^\bullet_{Y}$). This definition of the relative version of the Gauss-Manin connection is compatible with the long exact sequence of the pair and thus many computations from the absolute case can be transported to the relative case. The most important example would be the equality

$$d \left( \int_\delta \omega \right) = \int_\delta \nabla \omega, \tag{15}$$

where $\delta$ is any cycle (absolute or relative). In order to compute the connection for the family $S_{\text{op}}$, we will need differential relations among the periods and use (15). We consider, therefore, the nonhomogenous version of the Picard-Fuchs equation

$$\theta^4 - z \left( \theta + \frac{1}{5} \right) \left( \theta + \frac{2}{5} \right) \left( \theta + \frac{3}{5} \right) \left( \theta + \frac{4}{5} \right) = 15 \sqrt{5-5z} \tag{16}$$

satisfied by the integral of a holomorphic three form on $X_\psi$ over the homology connecting the two curves $C_{\pm}$. Above, $z = \psi^{-5}$ and $\theta = \frac{2}{5} e^t$. The equation in the form above is in [PSW08, page 1170] using coordinates $t$ with $z = 5^{5} e^t$. Observe that if we consider the right hand side of (16) to be zero, we get the classical equation appearing on [CDLOGP91] for which the periods given by integrals of the holomorphic three form over absolute homology classes are solutions.

2.5 Mixed Hodge structure on the relative algebraic de Rham cohomology

Consider the family $\mathcal{X} \to S_{\text{op}}$ defined in Section 2.3. We want to study the structure we have on the relative algebraic de Rham cohomology. Recall from algebraic topology that we can define the cup product in the relative cohomology by restricting the cup product from absolute cycles to relative ones. In the case we are considering, i.e., the cohomology $H^3_{dR}(X,Y)$, where $X$ is a mirror quintic and $Y$ is the union of the two curves $C_\pm$, we have that the element coming from $H^2_{dR}(Y)$ is degenerate for the product. Therefore, we can use the computation from [Mov15, Section 2.3], since the intersection matrix will be the same after adding zeros to the first column and row.
The Mixed Hodge structure on the relative cohomology is defined by means of the mixed cone (see [PS08, Theorem 3.22 and Example 3.24]). The important part is that the long exact sequence of the pair ends up being a long exact sequence of mixed Hodge structures and so the Hodge and the weight filtration may be defined via this sequence. Also, the Gauss-Manin connection satisfies the Griffiths transversality property for the Hodge filtration, that is, $\nabla(F^p) \subset F^{p-1} \otimes \Omega_1^S$. This is easily seen using that fact that the Gauss-Manin connection commutes with the long exact sequence and that the long exact sequence is a sequence of mixed Hodge structure. We have a nice description of the mixed Hodge structure for our case, given by the proposition below.

**Proposition 4.** We have that the image of the map $\alpha : H^2_{\text{dr}}(Y) \to H^3_{\text{dr}}(X,Y)$ defined via the long exact sequence is one-dimensional and it is contained in $F^1 H^3_{\text{dr}}(X,Y) \setminus F^2 H^3_{\text{dr}}(X,Y)$, where $F$ represents the Hodge filtration. Also this image is exactly the second piece of the weight filtration $W_2(H^3_{\text{dr}}(X,Y))$. In particular, any generator of this image satisfy properties (iii) and (iv) of Definition 7.

*Proof.* Recall that, as $Y$ is the union of two $\mathbb{P}^1$, it has $F^2 H^2_{\text{dr}}(Y) = 0$ and $F^1 H^2_{\text{dr}}(Y) = H^2_{\text{dr}}(Y)$. Therefore, as the long exact sequence of the pair is a sequence of mixed Hodge structures, we conclude that the image is contained in $F^1$ and not on $F^2$ (since we have $\alpha(F^p H^2_{\text{dr}}(Y))) = \text{Im}(\alpha) \cap F^p H^3_{\text{dr}}(X,Y)$). For the part about the weight filtration, we just need to use that the weight filtration for $H^2_{\text{dr}}(Y)$ is given by $W_0 = 0, W_1 = 0$ and $W_k = H^2_{\text{dr}}(Y)$ for $k \geq 2$. Therefore, by again using that the exact sequence is a sequence of mixed Hodge structures, we conclude that the image of $\alpha$ is $W_2 H^3_{\text{dr}}(X,Y)$. 

3 Proofs of the main theorems

In this section, our goal is to prove the two main theorems stated in the introduction. For simplicity, throughout this section, we denote $Y = C_+ \cup C_-$.  

3.1 Proof of Theorem 1

*Proof of Theorem 1.* Consider the basis $W = \{\omega_1, \ldots, \omega_4\}$ for $H^3_{\text{dr}}(X)$, with $\omega_1$ a holomorphic 3-form and $\omega_i := \nabla_{\frac{\partial}{\partial t_0}} (\omega_{i-1})$, where $t_0 := s_0^2$ and $\nabla$ is the Gauss-Manin connection on the absolute cohomology (see Section 2.3). Notice that we use derivatives with respect to $t_0$ instead of $s_0$, since it makes it easier to compare with the absolute case. Of course, we can go from $t_0$ to $s_0$ via the relation

$$\frac{\partial}{\partial t_0} = \frac{1}{2s_0} \frac{\partial}{\partial s_0}.$$
Using that the map \( H^3_{dR}(X,Y) \to H^3_{dR}(X) \) is surjective, we can take elements \( \omega_1, \ldots, \omega_4 \in H^3_{dR}(X,Y) \) corresponding to the basis \( W \). Then, we choose a generator of \( \text{Im}(H^2_{dR}(Y) \to H^3_{dR}(X,Y)) \) and call it \( \omega_0 \). This generator is chosen to be the image of the of the Poincaré dual of the difference of the homology classes \([C_+]\) and \([C_-]\). In this way, we get that the integral of \( \omega_0 \) over the homology connecting the two curves is 1. Now, consider the matrix:

\[
S = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & a & b & 0 & 0 \\
s_7 & c & s_6 & s_5 & 0 \\
s_8 & s_1 & s_2 & s_3 & d
\end{bmatrix}
\]  

(17)

and assume it is invertible, which implies \( s_5 \neq 0 \). The base \( \alpha = S \omega \) satisfy all properties on Definition 1 except for (ii). Indeed, by Proposition 4 above, (iii) and (iv) are satisfied and, as the map \( H^3(X,Y) \to H^3(X) \) preserves filtrations and the Gauss-Manin connection sends \( F^i \) to \( F^{i-1} \), we have condition (i). Condition (v) is satisfied by construction. Demanding \( S[(\omega_i, \omega_j)] S^\text{tr} = \Phi \), that is, condition (ii), we get equations relating \( a, b, c, d \) and the other variables:

\[
\begin{align*}
18) \quad cb - s_6 a &= 3125 s_0^6 + s_2, \\
19) \quad d &= -b s_5, \\
20) \quad s_5 a &= -3125 s_0^8 - s_3, \\
21) \quad d &= 625 \left(s_1^{10} - s_0^{10}\right).
\end{align*}
\]

To perform this computation, we make use of the intersection product computed in [Mov15, Proposition 3] and the fact that \( \alpha_0 \) is degenerate for the intersection product (see Section 2.5). This relations imply that we can drop the variables \( a, b, c \) and \( d \) and only consider, besides \( s_0 \) and \( s_4 \), five coordinates \( s_1, s_2, s_3, s_5, s_6 \), which are the same as the corresponding \( t_i \) in [Mov15], and the extra two coordinates \( s_7 \) and \( s_8 \) which only appear in the relative case. Notice that, for each matrix \( S \), we obtain a different basis \( \alpha \) and for each basis \( \alpha \), we obtain a matrix by inverting \( S \) and solving \( \omega = S^{-1} \alpha \).

3.2 Proof of Theorem 2

To prove Theorem 2 we need first to compute the Gauss-Manin connection in the basis \( \alpha \). Fix \( z = \frac{t_0}{t_4} = \frac{s_0^{10}}{s_0^7} \) and consider the non-homogenous Picard-Fuchs differential equation [16]. Let \( \eta_1 = t_0 \omega_1 \) and \( \eta_0 = \omega_0 \). Those forms are the ones we get by pulling back \( \omega_0 \) and \( \omega_1 \) via the ismorphism \( X_{1, \frac{t_0}{t_4}} \cong X_{s_0, s_4} \) (see Proposition...
3). Define $\eta_i = \nabla_{\partial_{\eta_i}} (\eta_{i-1})$. By the definition of $z$, we get a relation between $\frac{\partial}{\partial z}$ and $\frac{\partial}{\partial \eta_i}$ given by

$$\frac{\partial}{\partial z} = -\frac{1}{5} \frac{\partial}{\partial \eta_0}. \tag{22}$$

It is easy therefore to get a relationship between the basis $\eta$ and $\omega$. We call this matrix $C$. As we observed, the Picard-Fuchs equation (16) is satisfied by the integral of $\eta_1$ over the homology connecting the curves $C_+$ and $C_-$. Using that $\int \eta_0 = \int \omega_0 = 1$, the fact that $\eta_1$ satisfy (16) implies the following equality:

$$\int_{\delta_0} \nabla_{\partial_{\eta_1}} \eta_1 = -\frac{p}{z^4(z-1)} \int_{\delta_0} \eta_0 + \frac{-24}{625z^3(z-1)} \int_{\delta_0} \eta_1 +$$

$$\frac{-24z + 5}{5z^3(z-1)} \int_{\delta_0} \eta_2 + \frac{-72z + 35}{5z^2(z-1)} \int_{\delta_0} \eta_3 + \frac{-8z + 6}{z(z-1)} \int_{\delta_0} \eta_4. \tag{23}$$

By comparing the integrands, we can see that the Gauss-Manin matrix in the basis $\eta$ is given by:

$$B_1 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ a_0 & a_1 & a_2 & a_3 & a_4 \end{bmatrix} \, dz, \tag{24}$$

where $a_i$ are the coefficients of $\frac{\partial}{\partial \eta_i}$ in (16). To end, we compute

$$B_2 := (dC + C \cdot B_1)C^{-1}, \tag{25}$$

which is the Gauss-Manin connection written in basis $\omega$. Observe that the submatrix formed by lines and columns from 2 to 5 is the Gauss-Manin connection in $H^3_{dR}(X)$ as computed in [Mov15] Section 2.6. To compute the matrix in the basis $\alpha$ from Theorem 1, we compute:

$$A = (dS + S \cdot B_2)S^{-1}, \tag{26}$$

where $S$ is given in (17).

Proof of Theorem 2. We take an unknown vector field $R$ and let its first six co-ordinates be equal to the ones in [Mov15, Theorem 3]. As the 4x4 submatrix of the Gauss-Manin Connection is the same as in the absolute case, by direct computation, we end up with

$$\begin{pmatrix} 0 & 0 & \frac{s^{8}(x_{0}^{10}-x_{10}^{10})^{2}}{s_{7}} & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ ds_{r}(R)+s_{6} & ds_{r}(R)+s_{6} & \frac{s^{8}(x_{0}^{10}-x_{10}^{10})^{2}}{s_{7}} & 0 & 0 & 0 \\ ds_{s}(R)+s_{5} & ds_{s}(R)+s_{5} & 0 & 0 & 0 & -1 \end{pmatrix}. \tag{27}$$
after plugging $R$ in the matrix $A$ from \([26]\). Now, recalling that $d\delta_i(R)$ is the $i$-th coordinate of the vector field $R$ and that the first column has to have only zeros except for the third line, we can determine the other coordinates of $R$ uniquely. This gives us the desired vector field and ends the theorem.

\[ \square \]

### 4 Relationship with Periods

In this section, our goal is to explain why are the functions $Y$ and $F$ appearing. For this, we need to look at the period domain of the space $T_{\text{op}}$ from Theorem \([1]\). For us, a period is simply a number obtained by integration of differential forms over cycles in homology. Here, we are specially interested in the integration of 3-forms over 3 dimensional cycles. Consider a symplectic basis of the homology group $H_3(X)$ given by $\{\delta_1, \delta_2, \delta_3, \delta_4\}$. Also, let $\delta_0$ be the homology connecting the two rational curves $C_+$ and $C_-$. Of course, those five homology classes form a basis for $H_3(X,Y)$.

**Definition 5.** The period matrix is defined as

\[ P = [p_{ij}] = \left[ \int_{\delta_i} \alpha_j \right] , \]

where the $\alpha_j$ form a basis satisfying the conditions from \([4]\).

Using Poincaré duality, one can easily see that this matrix is related to the intersection matrix of the $\alpha_i$’s by the formula

\[ \langle \alpha_i, \alpha_j \rangle = \left[ \int_{\delta_i} \alpha_j \right]^T \Psi^{-T} \left[ \int_{\delta_i} \alpha_j \right] , \]

where $\Psi$ is the intersection matrix of the basis $\delta$, which is given by

\[ \Psi := \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 \end{bmatrix} . \]

**Definition 6.** Let $G$ be the group given by:

\[ g = \begin{pmatrix} 1 & 0 & 0 & h_1 & h_2 \\ 0 & g_{11} & g_{12} & g_{13} & g_{14} \\ 0 & 0 & g_{22} & g_{23} & g_{24} \\ 0 & 0 & 0 & g_{33} & g_{34} \\ 0 & 0 & 0 & 0 & g_{44} \end{pmatrix} , \quad h_k, g_{ij} \in \mathbb{C} \]

\[ \begin{align*} g_{11}g_{44} &= 1, \\ g_{22}g_{33} &= 1, \\ g_{12}g_{44} + g_{22}g_{34} &= 0, \\ g_{13}g_{44} + g_{23}g_{34} - g_{24}g_{33} &= 0. \end{align*} \]

\[ (30) \]
The group $G$ acts in an element $(X, \alpha)$ in the moduli space by the right as $(X, \alpha) \cdot g = (X, \alpha g)$ where $\alpha$ is seen as a line vector. Considering the relations, we can write this group in terms of six ”$g$”-coordinates and two ”$h$”-coordinates, as below:

$$(g_1, g_2, g_3, g_4, g_5, g_6, h_1, h_2) = \begin{pmatrix}
1 & 0 & 0 & h_1 \\
0 & g_1^{-2} & -g_3 g_1^{-1} & (-g_3 g_6 + g_4) g_1^{-2} & h_2 \\
0 & 0 & g_2^{-1} & g_6 g_2^{-1} & (-g_3 g_6 + g_5) g_1^{-2} \\
0 & 0 & 0 & g_2 & g_2 g_3 \\
0 & 0 & 0 & 0 & g_3^2 \\
0 & 0 & 0 & 0 & g_4^2 \\
0 & 0 & 0 & 0 & g_5^2 
\end{pmatrix}.$$  

Notice that our coordinate $g_1$ is different from [Mov15]: ours is the square root of the one in that article.

**Proposition 5.** The action of $G$ written on the coordinates $s_i$ of $T_{op}$ is

$$g \cdot s_0 = s_0 g_1$$
$$g \cdot s_1 = s_1 g_1^2 + c g_1 g_2 g_3 + a g_1 g_2^{-1} g_4 - g_3 g_4 + g_5$$
$$g \cdot s_2 = s_2 g_1^3 + s_6 g_1^2 g_2 g_3 + b g_1 g_2^{-1} g_4$$
$$g \cdot s_3 = s_3 g_1^4 + s_5 g_1^3 g_2 g_3$$
$$g \cdot s_4 = s_4 g_1$$
$$g \cdot s_5 = s_5 g_1^3 g_2$$
$$g \cdot s_6 = s_6 g_1^2 g_2 + b g_1 g_2^{-1} g_6$$
$$g \cdot s_7 = s_7 g_2 + h_1$$
$$g \cdot s_8 = s_7 g_2 g_3 + s_8 g_1 + h_2$$

where $a, b, c$ are the expressions in given in terms of the coordinates $s_i$ from (17).

**Proof.** We start with a pair $(X_{s_0}, s_4, \omega_1)$. This form $\omega_1$, together with its derivatives and a form $\omega_0$ yields a basis of $H^3(X, Y)$. Multiplying by the matrix $S$ from equation (17) we get a basis satisfying the conditions in Definition 1 depending on the coordinates $s_i$. Now, let $g \in G$ act. By definition, $\alpha_1 = \omega_1$ would be multiplied by $g_1^{-2}$. In order to write the new element of the moduli space in coordinates, we need to normalize $\omega_1$. Consider the form $g_1^2 \omega_1$ in the beginning. After this change, we need to multiply the basis $\omega$ by the matrix

$$K = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & k & 0 & 0 & 0 \\
0 & 0 & k^2 & 0 & 0 \\
0 & 0 & 0 & k^3 & 0 \\
0 & 0 & 0 & 0 & k^4
\end{pmatrix}$$
where $k = g_1^2$. This is because of the other forms of the basis $\omega$ are derivatives of $\omega_1$.

Notice that, by doing this, we are considering the point $(ks_1, ks_4)$ of the moduli space of mirror quintics enhanced with a holomorphic 3-form and two rational curves. Now, the matrix $g^T S K$ takes the basis $\omega_0, \omega_1, \ldots, \omega_3$ to its image by the action of $g$. The entries of this matrix are the coordinates of the image. For example, the entry $(5, 2)$ should be the coordinate $t_1$, etc. After completing this computation, we get the result.

4.1 The $\tau$-matrix

We want to consider the orbits of the action of $G$ on $\mathcal{T}_{op}$ and their images by the period map. For this, we notice that $G$ acts on the space of matrices by right-multiplication. This action clearly preserves the relations (29) and is compatible with the action on $\mathcal{T}_{op}$, in the sense that the period matrix relative to a basis $\alpha \cdot g$ is simply $Ag$, where $A$ is the matrix with respect to $\alpha$.

Proposition 6. For any period matrix $P$ satisfying the relations (29), there exists a unique $g \in G$ such that $Pg$ can be written on the form

$$
\tau = \begin{pmatrix}
1 & \tau_4 & \tau_5 & 0 & 0 \\
0 & \tau_0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & \tau_1 & \tau_3 & 1 & 0 \\
0 & \tau_2 & -\tau_0 \tau_3 + \tau_1 & -\tau_0 & 1
\end{pmatrix}.
$$

(32)

for some $\tau_i$.

Proof. Write $g$ in the form (31). Multiplying $g$ by a general matrix $P$ and using the relations (29), we get a matrix of the form

$$
Pg = \begin{pmatrix}
1 & * & * & * & * \\
0 & 1 & 0 & 0 & * \\
0 & 1 & 0 & 0 & 0 \\
0 & * & * & * & * \\
0 & * & * & * & *
\end{pmatrix}
$$

Using the computations done in [Mov15, Section 3.3], writing down the equations for $Pg = \tau$ when the entries in $\tau$ are independent of $\tau_i$, we get that the first
coordinates of $g' := g^{-1}$ are necessarily given by

$$(g'_1)^2 = P_{21},$$
$$g'_2 = \frac{-P_{21}}{P_{11}P_{22} - P_{12}P_{21}},$$
$$g'_3 = \frac{-P_{22}}{P_{21}},$$
$$g'_4 = \frac{-P_{10}P_{23} + P_{13}P_{22}}{P_{11}P_{22} - P_{12}P_{21}},$$
$$g'_5 = \frac{P_{11}P_{22}P_{24} - P_{12}P_{21}P_{24} + P_{12}P_{22}P_{23} - P_{13}P_{22}}{P_{11}P_{21}P_{22} - P_{12}^2 P_{21}},$$
$$g'_6 = \frac{P_{11}P_{23} - P_{13}P_{21}}{P_{11}P_{22} - P_{12}P_{21}}.$$  

It suffices to compute $h'_1$ and $h'_2$. After computing $P g = P g'^{-1}$, we get:

$$\tau = \begin{pmatrix}
1 & 0 & P_{01} P_{21} - P_{02} P_{21} & P_{01} P_{21} - P_{01} P_{21} & P & Q \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & P_{21} & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}$$  

(33)

where $P$ and $Q$ depend linearly on $h'_1$, $h'_2$. Making $P = Q = 0$, we find expressions for $h_1$ and $h_2$. This shows existence and uniqueness. 

Define $L_{op}$ as the locus in the moduli space $T_{op}$ from Theorem 1 for which the period matrix is of the form (32). Our goal is to express the functions $s_i$ restricted to this locus in some coordinate. To do this, we first consider the points of $T_{op}$ of the form $(1, 0, 0, 0, y, 1, 0, 0, 0)$, where $y^{10} = z$ (the same coordinate used in Section 3.2). Then, we compute the period matrix $P$ for these points and find the elements $g \in G$ for which $P$ is of the form (32). Then, by computing the elements $(1, 0, 0, 0, y, 1, 0, 0, 0) \cdot g$, we will get expressions for the coordinates of $L_{op}$. We consider the periods

$$x_{ij} = \int_{\delta_j} \bar{\eta}_i,$$

where $\bar{\eta}_0 = \omega_0 = \alpha_0$, $\bar{\eta}_1$ is the holomorphic three form associated to the point $(1, z_0)$ of the moduli space of triples $(X, \omega, C_\pm)$ defined in Section 2.3 and $\bar{\eta}_i = \theta(N_{i-1})$ (recall $\theta = z \frac{d}{dz}$). These periods are related to the solutions of the Picard-Fuchs
equation via the matrix
\[
\begin{pmatrix}
  x_{01} \\
  x_{11} \\
  x_{21} \\
  x_{31} \\
  x_{41}
\end{pmatrix} = \begin{pmatrix}
  \frac{1}{2\pi^2} & 0 & 0 & \frac{5^4}{2(2\pi)^3} & \frac{5^4}{4(2\pi)^3} \\
  0 & 0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 1 \\
  0 & -5 & 0 & \frac{25}{12} & -\frac{25}{12} \\
  0 & -5 & 0 & \frac{5^4}{4(2\pi)^3} & \frac{5^4}{5(2\pi)^3}
\end{pmatrix} \begin{pmatrix}
  \varphi \\
  \frac{2\pi}{5} \psi_3 \\
  \frac{2\pi}{5} \psi_2 \\
  \frac{(2\pi)^3}{5} \psi_1 \\
  \frac{(2\pi)^3}{5} \psi_0
\end{pmatrix},
\]
where $\psi_i$ are solutions for the homogenous equation as it is presented in [Mov15, Introduction] and $\varphi$ is the solution for inhomogenous equation (16) given by the series:
\[
2 \sum_{m \text{ odd}}^{\infty} \frac{(5m)!!}{(m!!)^5} (5z - 5z)^m/2
\]
where the double exclamation point mean we multiply all the odd numbers less or equal to the number (e.g $7!! = 1 \cdot 3 \cdot 5 \cdot 7 = 105$). The expression for $x_{01}$ is taken from [MW09] and [PSW08]. Notice that the notation for the series above in [MW09] is different: they take $\tau = \frac{\pi}{30}$. The expressions for the other periods are taken from [Mov15, Introduction]. To find the period matrix in terms of $x_{ij}$, we need to change from $\tilde{\eta}$ to the basis $\alpha$ from the moduli space. We consider, therefore, the matrices
\[
S = \begin{pmatrix}
  1 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 \\
  0 & -5^5 & -5^4(z - 1) & 0 & 0 \\
  0 & -\frac{5}{z-1} & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 5^4(z - 1)
\end{pmatrix}
\]
and
\[
T = \begin{pmatrix}
  1 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 \\
  0 & -1 & -5 & 0 & 0 \\
  0 & 1 & 15 & 25 & 0 \\
  0 & -6 & -55 & -150 & -125
\end{pmatrix},
\]
where $T$ takes the basis $\eta$ to the basis $\omega$ and $S$ takes $\omega$ to $\alpha$. Notice that the matrices above have already been used in Section 3 but for general $s_i$. Therefore, the period matrix is simply $P = [x_{ij}](ST)^T$. Now, using Proposition 6 and Proposition 5, it is easy to find $g \in G$ for which $P g$ is of the form (32) and compute the action of $g$ on $(1, 0, 0, 0, y, 1, 0, 0, 0)$ to get the $s_i$ restricted to $L_{\text{op}}$. The first 7 were already computed in [Mov15, Theorem 1] and the other two are given below:
\[
s_7 = 5^7(z - 1) x_{01} x_{12} x_{23} - x_{01} x_{13} x_{22} - x_{02} x_{11} x_{23} + x_{02} x_{13} x_{21} + x_{03} x_{11} x_{22} - x_{03} x_{12} x_{21},
\]
\[
x_{21}
\]
(35)
\[ s_8 = 5^7(z - 1) (x_{01}x_{24} - x_{02}x_{23} + x_{03}x_{22} - x_{04}x_{21}) +
   + 5^6z \left(x_{01}x_{22} + \frac{5}{2}x_{01}x_{23} - x_{02}x_{21} - \frac{5}{2}x_{03}x_{21}\right). \tag{36} \]

**Proposition 7.** The Gauss-Manin connection restricted to the locus \( L \) can be computed in terms of the coordinate \( \tau_0 \). It is given by:

\[
A|_L = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
\frac{d\tau_5}{d\tau_0} & 0 & 0 & \frac{d\tau_4}{d\tau_0} & 0 \\
0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix} d\tau_0, \tag{37}
\]

where \( \tau \) is given by (33).

**Proof.** To prove this, use the fact that the Gauss-Manin connection commutes with integrals, in the following sense:

\[
d \left( \int_{\delta} \omega \right) = \int_{\delta} \nabla \omega,
\]

where the integration on the right hand side takes place only on \( H^3_{\text{dR}}(X,Y) \) (recall that \( \nabla \omega \) can be written as sum of elements of the form \( \omega' \otimes s \), where \( s \) a form in \( \Omega^1_T \)). Now, using this, we get:

\[
d\tau = \left[ \int_{\delta_i} \nabla \alpha_j \right]_{i,j} = \left[ \sum_k \int_{\delta_i} a_{jk} \alpha_k \right]_{i,j} = \left[ \sum_k a_{jk} \tau_{ik} \right]_{i,j} = \left[ \sum_k \tau_{ik} a_{kj}^T \right]_{i,j} = \tau \cdot A^T.
\]

This implies that the Gauss-Manin connection has to be given by

\[
A|_L = d\tau^T \cdot \tau^{-T} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
-\tau_5 d\tau_0 + d\tau_4 & d\tau_0 & -\tau_3 d\tau_0 + d\tau_1 & -\tau_1 d\tau_0 + \tau_0 d\tau_1 + d\tau_2 \\
d\tau_5 & 0 & 0 & d\tau_3 & -\tau_3 d\tau_0 + d\tau_1 \\
0 & 0 & 0 & 0 & -d\tau_0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

By using Griffiths transversality, we conclude that positions (2,1), (2,4) and (3,5) have to be zero, since our basis respect the Hodge filtration. After taking \( d\tau_0 \) out, we have the result. This yields the relations

\[
\tau_1 = -\frac{d\tau_2}{d\tau_0} - \tau_0 \frac{d\tau_1}{d\tau_0}, \tag{38}
\]

\[
\tau_3 = \frac{d\tau_1}{d\tau_0}, \tag{39}
\]

\[
\tau_5 = \frac{d\tau_4}{d\tau_0}. \tag{40}
\]

Notice the first two had already been computed in \[\text{Mov15}\]. \qed
By the uniqueness statement from Theorem 2, we conclude that $\frac{\partial}{\partial \tau_0}$ is the vector field $\mathbf{R}$ restricted to the locus $L_{\text{op}}$. If we consider the coordinate $q = e^{2\pi i \tau_0}$, then $\mathbf{R}$ becomes $2\pi i q \frac{\partial}{\partial q}$. Writing the functions $F$ and $Y$ (or $\frac{d\tau}{d\tau_0}$ and $\frac{d\tau}{d\tau_0}$, respectively) in the coordinate $q$ gives us virtual counts of disks with boundary on the real quintic and virtual counts of rational curves on a quintic threefold. To see this, we just need to look at the expressions of the $\tau_i$ in terms of $x_{ij}$ we get, for example, that $\tau_1$ is given by $\frac{\pi}{\sqrt{2}}$, i.e., the quotient of a solution for the non homogenous Picard-Fuchs equation by the holomorphic solution to the homogenous equation. This shows that the expressions for $F$ and $Y$ are the expressions in periods that we have for the disk potential and the Yukawa coupling.

To end, we list some of the possible extensions that can be made to our work. Firstly, it is natural to consider the case of two moving rational curves or even a family of divisors in the mirror quintic and see if we get a generalization of Jacobi forms. A nice starting point would be the paper [JS09] in which the authors consider families of divisors on the mirror quintic from a Physical point of view. Secondly, we could consider higher genus Gromov-Witten invariants and try to carry out a similar program. Finally, there are still some details missing in the realization of GMCD in general. A very interesting program would be to try to construct a more rigorous framework to define the moduli spaces and the functions we are working with.
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