Prevalence of bone mineral density loss and potential risk factors for osteopenia and osteoporosis in rheumatic patients in China: logistic regression and random forest analysis
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Background: The objective of this study was to explore the prevalence of change in bone mineral density (BMD) and the potential risk factors for osteopenia and osteoporosis in rheumatic patients.

Methods: An analytical cross-sectional study design was carried out. For this study, one thousand and seven rheumatic patients were recruited and further accepted for data collection and blood and BMD tests. The potential risk factors for osteopenia and osteoporosis in rheumatic patients were further analyzed by using both logistic regression analysis and random forest (RF) analysis.

Results: 41.1% of the male patients aged 50 years or above and 50.8% of postmenopausal patients were osteoporotic in their lumbar spine. Among these patients, the prevalence of osteoporosis in the femoral neck and total hip was 19.4% and 8.9% in men, and 27.6% and 16.5% in women respectively, while more than half of the rheumatic patients had osteopenia in the femoral neck and total hip. For men younger than 50 years and premenopausal women, BMD were lower than the health population in the femoral neck (16.5% and 18.3% respectively) and the total hip (17.4% and 10.4% respectively). Older age, body mass index (BMI) <18.5 kg/m², female sex and glucocorticoid use were associated with lower BMD in the lumbar spine, femoral neck, and total hip of patients. In RF analysis, age was ranked as the most important factor for osteopenia in the lumbar spine, femoral neck, and total hip of patients, followed by glucocorticoid use and BMI.

Conclusions: More interventions should be given to osteopenia patients because of the higher prevalence when compared with osteoporosis patients. Older age, BMI <18.5 kg/m², female sex and glucocorticoid use were associated with lower BMD in rheumatic patients. The results from the logistic regression can be supplemented by random forest analysis.
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Introduction

Rheumatic diseases invade the joints, bones, muscles, blood vessels, and related soft tissues or connective tissues (1-4). Most rheumatic diseases are inflammatory diseases (1-5). Many patients tend to use glucocorticoids to treat the disease (6). However, glucocorticoid use was proved to be a potential risk factors for osteoporosis according to a previous study (7). Evidence has shown that both inflammation and glucocorticoids inhibit osteoprotegerin and activate osteoclast activity, thereby affecting formation of the bone matrix and inhibiting intestinal calcium absorption (8,9). Hence, rheumatic patients are more likely to suffer from osteoporosis.

Many studies have reported on the prevalence of osteopenia and osteoporosis in rheumatic patients (10-13). However, the results are often presented in the form of one specific disease type, such as systemic lupus erythematosus (SLE) and rheumatoid arthritis (RA), instead of as a whole. A retrospective study in Spain in 2010 showed a high prevalence of osteopenia (average 36.9%) compared to osteoporosis (average 5.4%) among 105 female patients with SLE (12). Among African Americans in the United States in 2001, around 32.9% and 4.7% of RA patients suffered from osteopenia and osteoporosis, respectively (10,11). In China, the prevalence of rheumatism has varied by city and disease type (13). In 2001, the prevalence of RA was 0.34%, 0.52%, and 0.44% in Beijing, Shanghai, and Shenzhen, respectively. However, the prevalence of symptomatic osteoarthritis (OA) was relatively higher than RA in the same city. In 2005, the prevalence of symptomatic OA was 9.56% in Beijing and 17.5% in Shanghai. The pain varied from 11.6% to 46.4% in different parts of China (13). However, studies in China on bone mineral density (BMD) in different rheumatic diseases with large sample size is rare.

Postmenopausal women are more likely than men to suffer from osteoporosis, as reported by many studies (11,14). Risk factors include age and glucocorticoid use (7,15). Nevertheless, more factors need to be included to explore the association and to see whether these factors enhance the association. Levels of biological characteristics, health behaviors, and medical history (such as diabetes, hypertension, and hyperthyroidism) may play a role in the decreased BMD. Some studies have shown a positive association between calcium and vitamin D use and higher BMD (16-18). However, others posed a different result, that is, that calcium and vitamin D use were weakly or inversely associated (19-22). Moreover, previous studies have focused mainly on the risk factors for osteoporosis instead of osteopenia, which is the end-stage of BMD change.

Traditional logistic regression has been the main method adopted by many studies. Although logistic regression is a great process, it should be used under certain assumptions, such as independent variables. Applying a machine-learning method is common and random forest (RF) can be used for analysis without the above assumption in logistic regression (23). However, we did not find any published research that has applied both logistic regression and RF analysis together to assess comprehensive risk factors for osteopenia as a first step and to predict osteoporosis as a second step in patients with osteopenia.

The traditional treatment for rheumatism with osteoporosis bring challenges to patients and healthcare workers. The present study was conducted to explore the prevalence of BMD change among patients with rheumatism and to investigate the differences between the BMD normal patients and the osteopenia patients. Then, the differences between the osteopenia patients and the osteoporosis patients were further explored by conducting a cross-sectional survey in four hospitals in different districts in China: Third Affiliated Hospital of Sun Yat-sen University, Beijing Hospital, Fujian General Hospital, and the Shantou Second General Hospital. The principal center was the Third Affiliated Hospital, Sun Yat-sen University.

Methods

Study design and population

An analytical cross-sectional study design was carried out, and 1,200 rheumatic patients were selected considering the inclusion and exclusion criteria from the rheumatism departments in four hospitals from May 2018 to August 2018. Patients who were aged 18 or older and diagnosed with rheumatism for at least one year and who had provided written informed consent were included. Exclusion criteria included when patients were unable to answer questions, were pregnant, refused to write informed consent, or dropped out in the process of this study.

The minimum sample size was calculated based on the formula n=Z²pq/d² (where, z= critical value normal distribution, p= the expected prevalence, q= 1 - p, d= tolerable error of the prevalence) (24). A systematic sampling design was used to recruit the patients. We first selected the sample unit in line with the province in which the patient lived, followed by the second sample unit (city).
The final sampling included 26 provinces and 82 cities. Considering the expulsion rate and incomplete feedback, we finally recruited 1,007 patients for this study.

**Data collection, procedures, and tools**

We categorized rheumatism into seven types: rheumatoid arthritis, systemic lupus erythematosus, osteoarthritis, spondyloarthritis, gout, Sjogren's syndrome, and others. A five-part BMD questionnaire was designed for this study. The first part of this questionnaire contained demographic information such as age, date of birth, gender, residence, height, weight, menopause age, etc. Part two consisted of the patient's lifestyle habits including drinking and smoking and drug use, including calcium, vitamin D, and hormonal drugs. All of the questions in part two were dichotomous except hormonal drugs, which was a continuous variable. The third part focused on their medical history, such as diabetes mellitus type 2 and hypertension, and part four of the questionnaire consisted of a biochemical examination. The T- and the Z-score of the lumbar spine, femoral neck, and total hip were recorded in the last part of the questionnaire.

The collection procedures were in two stages. The patients filled in the first part of the questionnaire after admission under the guidance of the trained researcher/interviewers. To reduce the impact of the test report on patients, the other parts were completed by the community-licensed physician according to the patients' rheumatism guidebook and inspection report after the patient had finished the blood test and BMD test at the hospital.

Body mass index (BMI) was calculated by dividing weight (kg) by height (m$^2$). The weight and height were measured with the patient standing barefoot on an electronic scale with minimal clothes. The physician then recorded the data of weight and height. Smoking and drinking habits, medical history, and medications were taken from each patient's history. Patients were divided into current/former smokers and non-smokers. Drinking status was categorized as always or never/seldom.

**Blood samples and BMD tests**

Fresh blood samples were collected from each patient after the patient had been admitted. Blood calcium (BC) and serum phosphate (SP) concentrations were determined from samples collected in an EDTA tube. Concentrations were measured by an auto-analyzer (Hitachi 7600, Tokyo, Japan). After the blood samples had been taken, the patients were taken to the nuclear medicine department for the BMD determination in the lumbar spine, femoral neck, and total hip by using bone X-ray absorptiometry (Hologic 010-1549, Bedfordshire, USA).

**Definitions**

The definition of the two measures, the T- and the Z-score, according to the World Health Organization (25), generates the results of BMD. Scores signify the deviation from the mean in terms of one's BMD and a lower score indicates a lower BMD. A T-score of −1.0 or above, from −1.0 to −2.5, and −2.5 or lower represent the normal condition, osteopenia, and osteoporosis, respectively. All of them can be seen as three sequential stages. Meanwhile, the Z-score indicates the difference between the BMD of the measured person with healthy people of the same gender and age. A Z-score of −2.0 or lower means a lower BMD compared to the peers. Meanwhile, according to the definition by WHO, BMI is categorized as malnutrition, normal, and overweight when the individual had a BMI of <18.5, ≥18.5 to <25, and ≥25 to <30, respectively. In our study, a patient with a BMI over 30 was considered obese.

**Data processing and statistical analysis**

Data were entered into Microsoft Office Excel (version 2016), and then two of the physicians rechecked and transferred this data to the R software (version 3.6.1) for analysis. Continuous variables were marked as the mean ± standard error while discontinuous variables were presented as frequency and percentage. Independent variables consisted of age, gender, BMI, medical history, smoking, and drinking. Dependent variables were the T-score of BMD of the lumbar spine, femoral neck, and total hip, respectively, and each of the variables had been transferred into polytomous variables including normal, osteopenia, and osteoporosis. However, a T-score of BMD was suitable for men over 50 and postmenopausal women. The Kruskal-Wallis test was used for the distribution of rheumatism based on patient age. Pearson's Chi-squared test or Fisher's exact test was used, with simulated P value based on 2,000 replicates for zero counts. A P value less than 0.05 was considered statistically significant. RF was based on an ensemble of classification trees in which it split the data into several nodes that maximized the homogeneity in each group, the random forest assembled hundreds more
classification trees with a selection of correlates randomly. The Gini index represented the purity of the nodes and it was used as a reference the relative importance of the correlates. We first examined the association between these factors and osteopenia among patients with normal BMD or osteopenia using logistic regression (LG1) and random forest (RF1) analysis, then associations with osteoporosis among patients with osteopenia or osteoporosis (LG2 and RF2). Adjusted odds ratios (aORs) with 95% confidence interval (CI) were presented in the logistic regression analysis. To assess the performance of logistic regression and RF, we randomly split the sample of rheumatic patients into training set and validation set at a ratio of 1:1. The validation set was used to test the accuracy of the model built by the training set. In each model, the bag size was equivalent to the sample size of the training set corresponding to the specific analysis, and sampling in each bag was carried out without replacement. The total number of trees grown was 500 and the minimum number of instance per leaf was 1. All available predictor variables (11 features) were included in the random forest. We present the out-of-bag (OOB) error rate for RF1 and RF2 and the test error rate on the validation sets for all models.

Results

Baseline characteristics of patients

A total of 1,007 patients participated in this study. The basic demographic characteristics of the patients are presented in Table 1. Men older than 50 years and postmenopausal women totaled 690 (68.5%) patients. In this study, rheumatoid arthritis was the most common disease (32.8%) of the rheumatic diseases followed by systemic lupus erythematosus (13.3%) and osteoarthritis (10.9%). The distribution of BMD among patients is shown in Tables 2, 3.

Prevalence of BMD change

As shown in Tables 2, around half of the men older than 50 years (41.1%) and postmenopausal women (50.8%) had osteoporosis in their lumbar spine. Although the prevalence of osteoporosis in the femoral neck and total hip was 19.4% and 8.9% in men and 27.6% and 16.5% in women respectively in this group, the prevalence of osteopenia exceeded 50% in the femoral neck and total hip for both men and women. Moreover, the prevalence among patients of normal BMD in the lumbar spine (13.9% for men and 13.1% for women) and femoral neck (19.4% for men and 16.7% for women) was relatively lower than that in total hips.

For men younger than 50 years, 47.8%, 16.5%, and 17.4% of patients had a BMD lower than the aged-matched rheumatic patients in the lumbar spine, femoral neck and total hip, while the fractions were 20.3%, 18.3% and 10.4% respectively for premenopausal female (Table 3). For stratification by gender and BMI when considering the T-score, osteopenia was more prevalent than osteoporosis, but both accounted for the major proportion of lower BMD. On the contrary, in the Z-score when the BMD of patients was compared to the patients’ peers, the normal group took up the main proportion. However, in stratification, men showed a similar percentage in the lumbar spine and the malnourished group in the lumbar spine and femoral neck.

Figure 1 shows the distribution of the rheumatic patients according to their age based on the T-score and Z-score in the lumbar spine, femoral neck, and total hip. When considering the T-score, the median ages of women who had osteopenia in the lumbar spine, femoral neck, and total hip were 55, 60, and 61 years respectively, which were lower than men. However, in terms of total hip, women with osteopenia showed a higher median age (65 years old) than men (60 years old) with osteoporosis. It was not statistically significant between men and women when their Z-score values were less than -2 in the femoral neck and total hip.

Odds ratio and RF analysis for osteopenia and osteoporosis

Table 4 shows the relationships among the criteria of the BMD and variables in men older than 50 years and postmenopausal women using a logistic-adjusted regression model in the lumbar spine, femoral neck, and total hip. The corresponding results of three models of osteopenia in LG1 showed that the area under curve (AUC) values were 65.4%, 67.5%, and 70.4% respectively, whereas for osteoporosis in LG2, the AUC values were 63.7%, 67.3%, and 70.0% respectively (Figure S1).

In RF1 analysis, age was ranked as the most important factor for osteopenia in a patient’s lumbar spine, femoral neck, and total hip (Figure 2). Given the Gini index >5, the important factors were mostly the same as the logistic regression models. However, we found that hormone use was an important factor in all three RF models but was only statistically significant by the logistic regression analysis in the femoral neck. Estimated error rates (OOB
Table 1 Demographic characteristics of the sample

| Characteristic           | All patients (N=1,007), n (%) | Male (N=295), n (%) | Female (N=712), n (%) | P values† |
|-------------------------|-------------------------------|--------------------|-----------------------|-----------|
| Age (years)             |                               |                    |                       | 0.404     |
| ≥50                     | 636 (63.2)                    | 180 (17.9)         | 456 (65.3)            |           |
| <50                     | 371 (36.8)                    | 115 (11.4)         | 256 (24.5)            |           |
| Menopause               |                               |                    |                       |           |
|                         | 510 (50.6)                    | –                  | 510 (71.6)            |           |
| Diagnosis of rheumatism |                               |                    |                       | <0.001    |
| Rheumatoid arthritis    | 330 (32.8)                    | 72 (24.4)          | 258 (32.6)            |           |
| Systemic lupus erythematosus | 134 (13.3)                  | 16 (5.4)           | 118 (16.6)            |           |
| Osteoarthritis          | 110 (10.9)                    | 20 (6.8)           | 90 (12.6)             |           |
| Spondyloarthritis       | 71 (7.1)                      | 53 (18.0)          | 18 (2.5)              |           |
| Gout                    | 62 (6.2)                      | 53 (18.0)          | 9 (1.3)               |           |
| Sjogren’s disease       | 52 (5.2)                      | 3 (1.0)            | 49 (6.9)              |           |
| Others                  | 248 (24.6)                    | 78 (26.4)          | 170 (23.9)            |           |
| Medication              |                               |                    |                       |           |
| Hormonal drugs          | 489 (48.6)                    | 123 (41.7)         | 366 (51.4)            | 0.006     |
| Calcium intake          | 860 (85.4)                    | 238 (80.7)         | 622 (87.4)            | 0.008     |
| Vitamin D               | 846 (84.0)                    | 230 (78.0)         | 616 (86.5)            | <0.001    |
| Medical history         |                               |                    |                       |           |
| Diabetes                | 90 (8.9)                      | 35 (11.9)          | 55 (7.7)              | 0.048     |
| Hypertension            | 221 (21.9)                    | 73 (24.7)          | 148 (20.8)            | 0.190     |
| Hyperthyroidism         | 23 (2.3)                      | 1 (0.3)            | 22 (3.1)              | 0.005     |
| Smoking                 | 95 (9.4)                      | 89 (30.2)          | 6 (0.8)               | <0.001    |
| Alcohol                 | 64 (6.4)                      | 58 (19.7)          | 6 (0.8)               | <0.001    |
| BMI (kg/m²)             |                               |                    |                       | 0.855     |
| <18.5                   | 134 (13.3)                    | 35 (11.9)          | 99 (13.9)             |           |
| 18.5–24.9               | 644 (64.0)                    | 191 (64.7)         | 453 (63.6)            |           |
| 25.0–29.9               | 203 (20.2)                    | 61 (20.7)          | 142 (19.9)            |           |
| >30.0                   | 26 (2.6)                      | 8 (2.7)            | 18 (2.5)              |           |

†, Pearson’s Chi-squared test or Fisher’s exact test. BMI, body mass index.

Error estimate) for RF1 analysis were 29.2%, 26.1%, and 34.9% for the lumbar spine, femoral neck, and total hip, respectively (Table 5).

In RF2 analysis for osteoporosis, age was still ranked as the most important factor in the three areas (Figure 3). The second important factor in the three RF models was hormone use. However, in the three logistic regression models, hormone use was not statistically significant. Sex became the 4th most important factor in predicting osteoporosis in lumbar spine and total hip in RF2. Compared to logistic regression, RF2 analysis mined more factors on osteoporosis in the lumbar spine. Estimated error rates (OOB error estimate) for RF2 analysis were 42.5%, 34.0%, and 22.4% for the lumbar spine, femoral neck, and total hip, respectively (Table 5).

If age alone or together with other important factors...
### Table 2 Distribution of bone density among different groups of patients based on T-score

| T-score (male aged 50 years and over, and postmenopausal female) | Lumbar spine, n (%) | | Femoral neck, n (%) | | Total hips, n (%) |
|---|---|---|---|---|---|
| | Normal | Osteopenia | Osteoporosis | P value† | Normal | Osteopenia | Osteoporosis | P value† | Normal | Osteopenia | Osteoporosis | P value† |
| Gender, n (%) | | | | | | | | | | | | | |
| Male (N=180) | 25 (13.9) | 81 (45.0) | 74 (41.1) | 0.067 | 35 (19.4) | 110 (61.1) | 35 (19.4) | 0.091 | 99 (32.8) | 105 (58.3) | 16 (8.9) | 0.044 |
| Female (N=510) | 67 (13.1) | 184 (36.1) | 259 (50.8) | | 85 (16.7) | 284 (55.7) | 141 (27.6) | | 149 (29.2) | 277 (54.3) | 84 (16.5) | |
| BMI, n (%) | | | | | | | | | | | | | |
| <18.5 (N=83) | 2 (2.4) | 23 (27.7! | 58 (69.9) | <0.001 | 4 (4.8) | 41 (49.4) | 38 (45.8) | <0.001 | 7 (8.4) | 52 (62.7) | 24 (28.9) | <0.001 |
| 18.5–24.9 (N=435) | 58 (13.3) | 168 (38.6) | 209 (48.0) | | 75 (17.2) | 245 (56.3) | 115 (26.4) | | 123 (28.3) | 247 (56.8) | 65 (14.9) | |
| 25.0–29.9 (N=152) | 29 (19.1) | 64 (42.1) | 59 (38.8) | | 35 (23.0) | 99 (65.1) | 18 (11.8) | | 68 (44.7) | 74 (48.7) | 10 (6.6) | |
| >30.0 (N=20) | 3 (15.0) | 10 (50.0) | 7 (35.0) | | 6 (30.0) | 9 (45.0) | 5 (25.0) | | 9 (45.0) | 10 (50.0) | 1 (5.0) | |

†, Pearson’s Chi-squared test for gender or Fisher’s exact test with simulated P value based on 2,000 replicates for BMI. BMI, body mass index; BMD, bone mineral density.

### Table 3 Distribution of bone density among different groups of patients based on Z-score

| Z-score (male aged below 50 years, and premenopausal female) | Lumbar spine, n (%) | | Femoral neck, n (%) | | Total hips, n (%) |
|---|---|---|---|---|---|
| | Normal | BMD lower than peers | P value† | Normal | BMD lower than peers | P value† | Normal | BMD lower than peers | P value† |
| Gender, n (%) | | | | | | | | | | | | | |
| Male (N=115) | 60 (52.2) | 55 (47.8) | <0.001 | 96 (83.5) | 19 (16.5) | 0.803 | 95 (82.6) | 20 (17.4) | 0.107 |
| Female (N=202) | 161 (79.7) | 41 (20.3) | | 165 (81.7) | 37 (18.3) | | 181 (89.6) | 21 (10.4) | |
| BMI (kg/m²), n (%) | | | 0.003 | | <0.001 | | <0.001 | | |
| <18.5 (N=51) | 25 (49.0) | 26 (51.0) | 28 (54.9) | 23 (45.1) | 33 (64.7) | 18 (35.3) | |
| 18.5–24.9 (N=209) | 153 (73.2) | 56 (26.8) | 181 (86.6) | 28 (13.4) | 189 (90.4) | 20 (9.6) | |
| 25.0–29.9 (N=51) | 37 (72.5) | 14 (27.5) | 46 (90.2) | 5 (9.8) | 48 (94.1) | 3 (5.9) | |
| >30.0 (N=6) | 6 (100.0) | 0 (0) | 6 (100) | 0 (0) | 6 (100) | 0 (0) | |

†, Pearson’s Chi-squared test for gender or Fisher’s exact test with simulated P value based on 2,000 replicates for BMI. BMI, body mass index; BMD, bone mineral density.
was entered into the model for analysis, the OOB error estimates and the specificity and sensitivity were not improved or even attenuated (data not shown).

Sensitivity and specificity are the two main indexes to measure the prediction of the model. In Table 5, both LG1 and RF1 presented a similar performance in femoral neck and total hips. In lumbar spine, RF2 presented higher accuracy than LG2 to explore the risk for osteopenia but for osteoporosis, LG1 showed lower test error than RF1.

**Discussion**

The main goal of the bone mineral density investigation was to explore the prevalence of BMD change through proper stratification and improve patient and physician awareness. Such awareness could help prevent osteopenia and efficiently treat rheumatic complications of osteoporosis, and thereby enhance the quality of life for patients. There are few studies regarding the three classifications of T-score and two classifications of Z-score among rheumatic patients in China. Compared to previous studies that focused on the final symptom (osteoporosis) directly (26,27), we picked up osteopenia as a major index and threshold. We studied the risk factors that are associated with osteopenia by using traditional logistic regression analysis first. Because of the limitation of the logistic regression analysis not handling the multiple interactions, we analyzed the correlates by random forest analysis in order to balance the sensitivity and specificity,
Table 4: Associations between risk factors and bone density in men older than 50 years and postmenopausal women

| Variables         | Osteopenia (LG1) | Osteoporosis (LG2) |
|-------------------|------------------|--------------------|
|                   | Lumbar spine, aOR (95% CI) | Femoral neck, aOR (95% CI) | Total hips, aOR (95% CI) | Lumbar spine, aOR (95% CI) | Femoral neck, aOR (95% CI) | Total hips, aOR (95% CI) |
| Age               | 1.05 (1.02–1.09) | 1.05 (1.03–1.08) | 1.05 (1.02–1.07) | 1.02 (1.00–1.04) | 1.02 (1.00–1.05) | 1.05 (1.02–1.08) |
| Gender            |                  |                    |                  |                    |                    |                    |
| Female            | 1.11 (0.56–2.16) | 1.07 (0.60–1.87) | 1.71 (1.07–2.75) | 1.65 (1.06–2.57) | 2.43 (1.43–4.31) | 2.50 (1.26–5.35) |
| Male              | 1                | 1                  | 1                | 1                  | 1                  | 1                  |
| BMI (kg/m²)       |                  |                    |                  |                    |                    |                    |
| <18.5             | 4.47 (1.21–29.23) | 3.09 (1.15–10.82) | 4.04 (1.85–10.21) | 2.03 (1.20–3.52) | 2.13 (1.27–3.57) | 2.08 (1.14–3.75) |
| 18.5–24.9         | 1                | 1                  | 1                | 1                  | 1                  | 1                  |
| 25.0–29.9         | 0.68 (0.39–1.19) | 0.77 (0.47–1.27) | 0.41 (0.27–0.63) | 0.69 (0.45–1.04) | 0.31 (0.17–0.54) | 0.42 (0.19–0.85) |
| >30.0             | 1.13 (0.30–5.53) | 0.32 (0.10–1.05) | 0.31 (0.11–0.84) | 0.48 (0.22–2.79) | 0.89 (0.24–2.94) | 0.26 (0.01–1.63) |
| Hormone use       | 1.01 (0.98–1.03) | 1.02 (1.00–1.04) | 1.00 (0.99–1.02) | 1.00 (0.99–1.02) | 0.99 (0.97–1.01) | 0.98 (0.95–1.01) |
| Diabetes          |                  |                    |                  |                    |                    |                    |
| No                | 1                | 1                  | 1                | 1                  | 1                  | 1                  |
| Yes               | 1.19 (0.57–2.68) | 0.59 (0.29–0.98) | 0.67 (0.39–1.15) | 0.83 (0.49–1.38) | 1.03 (0.55–1.87) | 0.93 (0.43–1.90) |
| Hypertension      |                  |                    |                  |                    |                    |                    |
| No                | 1                | 1                  | 1                | 1                  | 1                  | 1                  |
| Yes               | 0.75 (0.41–1.38) | 1.36 (0.80–2.37) | 1.78 (1.15–2.79) | 1.06 (0.73–1.56) | 1.26 (0.82–1.93) | 1.12 (0.66–1.89) |
| Hyperthyroidism   |                  |                    |                  |                    |                    |                    |
| No                | 1                | 1                  | 1                | 1                  | 1                  | 1                  |
| Yes               | 0.35 (0.09–1.38) | 0.76 (0.22–3.03) | 0.74 (0.25–2.25) | 0.93 (0.31–2.97) | 1.25 (0.37–3.91) | 0.28 (0.01–1.72) |
| Calcium intake    |                  |                    |                  |                    |                    |                    |
| No                | 1                | 1                  | 1                | 1                  | 1                  | 1                  |
| Yes               | 2.00 (0.63–6.72) | 0.46 (0.16–1.24) | 1.09 (0.45–2.58) | 0.59 (0.23–1.41) | 1.39 (0.51–3.90) | 0.39 (0.09–1.52) |
| Vitamin D         |                  |                    |                  |                    |                    |                    |
| No                | 1                | 1                  | 1                | 1                  | 1                  | 1                  |
| Yes               | 0.78 (0.24–2.30) | 1.99 (0.78–5.08) | 1.07 (0.46–2.42) | 2.57 (0.78–9.03) | 0.94 (0.35–2.57) | 2.28 (0.58–10.36) |
| Drinking          |                  |                    |                  |                    |                    |                    |
| Never/seldom      | 1                | 1                  | 1                | 1                  | 1                  | 1                  |
| Always drinking   | 1.09 (0.33–3.77) | 0.81 (0.29–2.32) | 0.67 (0.25–1.74) | 0.93 (0.38–2.26) | 0.36 (0.11–1.04) | 1.40 (0.35–5.37) |
| Smoking           |                  |                    |                  |                    |                    |                    |
| Non-smoker        | 1                | 1                  | 1                | 1                  | 1                  | 1                  |
| Current/former smoker | 0.84 (0.29–2.58) | 0.63 (0.23–1.77) | 3.24 (1.35–8.49) | 1.03 (0.46–2.31) | 4.28 (1.69–11.16) | 0.69 (0.18–5.38) |

aOR, adjusted odds ratio; CI, confidence interval; BMI, body mass index.
maximize the prediction, and reduce the confounders induced by the time interval in the development of osteoporosis. We then did the same in order to explore the risk factors for osteoporosis.

Generally, the prevalence of osteopenia was high, especially in the femoral neck and total hip of patients, and was consistent with the previous study carried out in Spain (12). The distribution of the Z-score was compared to the age-matched normal group. The normal group accounted for a large proportion in the lumbar spine, the femoral neck and total hip. The reasons for the differences may be due to the statistically significant variable (age), which could result in lower BMD and was also a threshold for men older than 50 and women who had reached menopause or not. Regularly, we found that in logistic regression, the odds ratios were very close in the three anatomic locations as the patients aged and progressed from normal BMD to osteopenia and then to osteoporosis.

In the present study, we found that malnourishment affected a patient’s BMD. Those with the lowest BMI were more likely to have osteopenia in the three parts of their bodies. In RF analysis, BMI was also found to be a strong predictor of osteoporosis when the patient’s BMD was lower than normal. In logistic regression, a BMI <18.5 was associated with osteopenia and osteoporosis. However, those who were overweight but not obese tended not to have osteopenia and osteoporosis in the total hip. In addition, smoking is a risk factor for osteopenia and osteoporosis in the total hip. The possible mechanism for the impact may lie in the nicotine, which is the most abundant and most toxic substance in tobacco. Long-term exposure to nicotine can increase heart rate and blood pressure (28), lower appetite, and, most importantly, it can change the permeability of the blood vessel wall, which hinders the absorption of nutrients (29). Although we did not find an association with osteopenia in the femoral neck, patients who were current or former smokers might be more likely to have osteoporosis later, according to logistic regression. This was the case in the RF analysis in which the importance increased from the 10th rank to the 6th rank. What is more, patients who were current or former smokers were more likely to have osteoporosis in their condition of osteopenia and the importance level increased in RF analysis.

We also found that females were more likely than males to have osteoporosis when they had osteopenia in three parts of their bodies, according to logistic regression analysis. However, for the development of osteopenia from the normal, the result was statistically significant only in the total hip. The outcome matched the enhanced importance level and increased the Gini index in the RF analysis. What is more, according to the distribution of BMD of the Z-score stratified by age, we found that women were younger than men when they had lower BMD compared to their peers. Hormone use played a key role in osteopenia in the femoral neck according to logistic regression analysis. However, it was an important factor in osteopenia and especially in osteoporosis in RF analysis. Apart from that, hypertension may be considered as another factor leading to osteopenia in the total hip. However, for RF analysis, the importance of hypertension became steady in the development of osteopenia and osteoporosis at the three
### Table 5: Comparison of performance for logistic regression and random forest of validation set in men aged over 50-year-old and postmenopausal women

| Characteristics | Risk factors for osteopenia | Risk factors for osteoporosis |
|-----------------|----------------------------|------------------------------|
|                 | LG1\(^\dagger\) | RF1\(^\dagger\) | LG2\(^\pound\) | RF2\(^\pound\) |
| **Lumbar spine** |                          |                              |                        |
| Patients with osteopenia (N=179) |                          |                              |                        |
| No. of true positive/false negative | 133/3 | 131/5 |                          |                        |
| No. of true negative/false positive | 1/42 | 3/40 |                          |                        |
| Patients with osteoporosis (N=299) |                          |                              |                        |
| No. of true positive/false negative | 130/27 | 116/41 |                          |                        |
| No. of true negative/false positive | 28/114 | 55/87 |                          |                        |
| Sensitivity, % | 97.8 | 96.3 | 82.8 | 73.9 |
| Specificity, % | 2.3 | 7.0 | 19.7 | 38.7 |
| OOB error estimate, % | 25.1 | 29.1 | 47.2 | 42.5 |
| **Femoral neck** |                          |                              |                        |
| Patients with osteopenia (N=257) |                          |                              |                        |
| No. of true positive/false negative | 196/5 | 197/4 |                          |                        |
| No. of true negative/false positive | 5/51 | 4/52 |                          |                        |
| Patients with osteoporosis (N=285) |                          |                              |                        |
| No. of true positive/false negative | 14/69 | 19/64 |                          |                        |
| No. of true negative/false positive | 182/20 | 183/19 |                          |                        |
| Sensitivity, % | 97.5 | 98.0 | 16.9 | 22.9 |
| Specificity, % | 8.9 | 7.1 | 90.1 | 90.6 |
| OOB error estimate, % | 21.8 | 21.8 | 31.2 | 29.1 |
| **Total hips** |                          |                              |                        |
| Patients with osteopenia (N=295) |                          |                              |                        |
| No. of true positive/false negative | 156/40 | 147/49 |                          |                        |
| No. of true negative/false positive | 34/65 | 39/60 |                          |                        |
| Patients with osteoporosis (N=241) |                          |                              |                        |
| No. of true positive/false negative | 4/47 | 7/44 |                          |                        |
| No. of true negative/false positive | 182/8 | 179/11 |                          |                        |
| Sensitivity, % | 79.6 | 75.0 | 7.8 | 13.8 |
| Specificity, % | 34.3 | 39.4 | 95.8 | 94.2 |
| OOB error estimate, % | 34.9 | 22.4 |                          |                        |
| Test error estimate, % | 35.6 | 36.9 | 22.8 | 22.8 |

\(^\dagger\), to explore the risk for osteopenia to patients with normal bone mineral density; \(^\pound\), to explore the risk for osteoporosis to patients with osteopenia. RF, random forest; OOB, out-of-bag; LG, logistic regression.
Controversy exists about the association between diabetes mellitus type 2 and BMD. Our study showed patients with type 2 diabetes had an increased BMD in the femoral neck, which is consistent with previous studies; however, development of osteoporosis based on the RF analysis was not statistically significant (30). A Hertfordshire cohort study provided evidence that due to insulin resistance in the body, a large amount of insulin acted on osteoblasts through the receptor. The process was beneficial for bone formation and bone density increase (31).

Overall, the results from the logistic regression can be supplemented and strengthened by random forest analysis. The mechanism for the development of osteopenia was applied to osteoporosis. If patients were exposed to risk factors such as smoking and hormone use in the long term, they would be more likely to develop osteoporosis when they had osteopenia. Consistent with some previous studies, we found that calcium intake and vitamin D use were not protective, and the effect of vitamin D became attenuated for those patients in the status of osteopenia.

The strength of the study is the combination of logistic regression and random forest analysis. Besides the matched outcome in our study, the random forest analysis explored and found the interaction between correlates to be independent. For instance, the effect of hormone use may depend on the degree of the rheumatic disease, which should be included in the logistic regression. Limitations include the cross-sectional nature. In addition, the BMD and the diagnosis of osteoporosis relied on X-ray absorptiometry, the results of which predict fracture risk but have certain drawbacks. For example, it does not fully reflect the decline in bone mass.

Conclusions

In summary, the prevalence of osteopenia was found to be high, and it is necessary for physicians to give more intervention to those patients before osteopenia develops into osteoporosis. A combination of logistic regression and random forest model was more accurate to some extent in predicting the outcome. Older age, BMI <18.5 kg/m², female sex and glucocorticoid use were associated with a lower BMD in the lumbar spine, femoral neck, and total hip of the patients. Each site had its own specific factors associated with osteopenia. The common potential risk factors in the lumbar spine, femoral neck, and total hip may be a pragmatic way of expanding shared efforts for the prevention of osteopenia and osteoporosis.
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