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ABSTRACT

Weak gravitational lensing causes subtle changes in the apparent shapes of galaxies due to the bending of light by the gravity of foreground masses. By measuring the shapes of large numbers of galaxies (millions in recent surveys, up to tens of billions in future surveys) we can infer the parameters that determine cosmology. Imperfections in the detectors used to record images of the sky can introduce changes in the apparent shapes of galaxies, which in turn can bias the inferred cosmological parameters. In this paper we consider the effect of two widely discussed sensor imperfections: tree rings, due to impurity gradients that cause transverse electric fields in the charge-coupled devices (CCDs), and pixel size variation, due to periodic CCD fabrication errors. These imperfections can be observed when the detectors are subject to uniform illumination (flat-field images). We develop methods to determine the spurious shear and convergence (due to the imperfections) from the flat-field images. We calculate how the spurious shear when added to the lensing shear will bias the determination of cosmological parameters. We apply our methods to candidate sensors of the Large Synoptic Survey Telescope (LSST) as a timely and important example, analyzing flat-field images recorded with LSST prototype CCDs in the laboratory. We find that tree rings and periodic pixel size variation present in the LSST CCDs will introduce negligible bias to cosmological parameters determined from the lensing power spectrum, specifically $w$, $\Omega_m$, and $\sigma_8$.

Key words: cosmological parameters – cosmology: miscellaneous – cosmology: observations – instrumentation: detectors

1. INTRODUCTION

Weak lensing of the large scale structure (cosmic shear) is one of the most powerful methods for constraining the cosmological model and is sensitive to both the growth of structure and to the expansion history of the universe (Kaiser et al. 2000; Wittman et al. 2000; Schneider 2006; Miller et al. 2007; Munshi et al. 2008; Kilbinger 2014; Jarvis et al. 2015). However, so far, weak lensing data have been available for only small regions of the sky ($<200$ deg$^2$).

Surveys that will produce large weak lensing data sets have begun (e.g., the Dark Energy Survey$^5$ (DES), the Hyper Suprime-Cam$^7$ (HSC), the Panoramic Survey Telescope and Rapid Response System (PanStarrs)$^8$, and the Kilo-Degree Survey$^9$ (KiDS)) or are being built (e.g., the Large Synoptic Survey Telescope (LSST)$^{10}$, Euclid$^{11}$, and the Wide-Field Infrared Survey Telescope (WFIRST)$^{12}$). The statistical power of forthcoming weak lensing data sets, which will cover thousands or tens of thousands of square degrees, makes it necessary to consider the effect of systematic errors that could previously be ignored. The cosmic shear analysis relies on the accurate measurement of shapes of as many as tens of billions of background galaxies, to statistically estimate the small distortion (about 1%) caused by weak gravitational lensing. To fully benefit from the increased statistical power of the new surveys, systematic errors must not significantly degrade the cosmological parameter errors.

Some imperfections in charge-coupled devices (CCDs) become apparent when they record a uniform illumination (flat fields). Structure in the images reveals several patterns that are not due exclusively to quantum efficiency variations. Concentric arcs, called tree rings (Holland et al. 2014; Jarvis 2014; Lupton 2014; Plazas et al. 2014; Stubbs 2014; Rasmussen 2015) are due to impurity gradients in the CCDs which cause electric fields transverse to the surface of the CCD. Patterns aligned with the rows and columns of the pixels are due to periodic pixel size variation caused by errors in the masks used in the step-and-repeat process manufacturing (Smith & Rahmer 2008). Both these effects can change the shapes of galaxy images. For weak lensing analyses, we quantify the shape changes as spurious shear or spurious convergence.

For the tree rings, we show how to calculate the spurious shear and spurious convergence from the flat-field images. For the pixel size variation, we calculate the spurious convergence, which is directly related to the size of the pixel.

The primary statistics for inferring cosmology from weak lensing surveys is the 2 point correlation function (2PCF) of shear or convergence, and its Fourier transform, the power spectrum. The 2PCF of spurious shear must be much smaller than that due to cosmological shear if cosmological parameters are to be accurately inferred.
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2. SPURIOUS SHEAR AND SPURIOUS CONVERGENCE

Weak gravitational lensing causes changes in the apparent position of point sources. For a source at \( \theta_0 \) observed at displaced position \( \theta \) due to lensing, the shift is described by a 2 \times 2 transformation matrix (Dodelson 2003)

\[
A_{ij} = \frac{\partial \theta^j}{\partial \theta^i} = \left( \begin{array}{cc} 1 - \kappa - \gamma_1 & -\gamma_2 \\ -\gamma_2 & 1 - \kappa + \gamma_1 \end{array} \right)
\]

where \( \kappa \), the convergence, describes the isotropic distortion (magnification) of an extended source, and \( \gamma_1 \) and \( \gamma_2 \), the shears, describe anisotropic distortions of the image. Detector imperfections can cause distortions of the images of galaxies, resulting in spurious shear and convergence and biasing the cosmological parameter determination.

Previous work has described biases due to the atmosphere, telescope, and detector in terms of spurious shear (Chang et al. 2013). However, the convergence and the shear are alternative descriptions of lensing; the convergence is related to shear (up to a uniform mass sheet degeneracy) through a non-local Kaiser–Squires inversion (Kaiser & Squires 1993). The power spectrum of convergence is equal to the power spectrum of E-mode shear. We point out here that spurious convergence is in some cases a more convenient description of CCD imperfections than spurious shear. The spurious convergence due to pixel size variation is easily calculated from the change in the pixel area from its nominal value. Since for lensing, convergence is proportional to the mass surface density, it is clear that if we consider an area composed of many pixels, the convergence is just the average of the convergence of the constituent pixels.

3. BIAS TO COSMOLOGICAL PARAMETERS

The bias calculation is performed using a Fisher formalism (see, for example, Dodelson 2003). Let \( \hat{\kappa}^0 \) be the convergence from weak lensing in a field of view of size \( \theta_{\text{FOV}} \), and let \( \hat{P}_0 \) be its power spectrum, defined as

\[
\langle \hat{\kappa}(\ell_i)\hat{\kappa}(\ell_j) \rangle = (2\pi)^2 \delta_D(\ell_i + \ell_j) P_i
\]

We used the superscript 0 to denote the convergence measured from a pure lensing signal, not including systematic effects. In this equation, and in the remainder of this section, the hat (\( \hat{\theta} \)) on a quantity \( q \) means that the quantity is an estimator and we use the tilde \( \tilde{q} \) to denote the Fourier transform of \( q \). The subscripts \( i, j \) are shorthand for the multipole moments \( \ell_i, \ell_j \). We also indicate the Dirac delta function and the Kronecker delta symbol as \( \delta_D, \delta_{ij} \), respectively. In the limit in which \( \kappa^0 \) is a Gaussian field, the power spectrum estimator \( \hat{P}_0 \) has an expectation value \( \langle \hat{P}_0 \rangle = P \) and a variance \( \langle (\hat{P}_0 - P_0)^2 \rangle = \langle P_0^2 \rangle / N_i \), where the mode number \( N_i \) is computed as see (Dodelson 2003)

\[
N_i = \frac{\ell_i \delta_{\text{bin}} \theta_{\text{FOV}}^2}{4\pi} = f_{\text{sky}} \delta_{\text{bin}} \ell_i
\]

where \( \delta_{\text{bin}} \) is the width of the multipole bins used in the analysis. Because the convergence field is statistically isotropic, the power spectrum measured at a multipole \( \ell \) depends on the magnitude \( \ell \) of the two-dimensional multipole moment \( \ell \). Now let \( X_{\alpha} \) be the derivative of \( P_0 \) with respect to cosmological parameter \( \alpha \) and \( C_{ij} \) the \( \hat{P}_0 \) estimator covariance matrix, which we approximate as diagonal

\[
C_{ij} = \langle (\hat{P}_i - P_0)(\hat{P}_j - P_0) \rangle = \delta_{ij} \langle P_0^2 \rangle / N_i
\]

Defining

\[
e_{\alpha} = \sqrt{\sum_{ij} M_{ai} M_{aj} C_{ij}}
\]

we can estimate the bias \( \hat{b}_\alpha \) in the cosmological parameters \( p_\alpha \) when fitting a field of view with spurious convergence added \( \hat{\kappa}^{0+sp} = \hat{\kappa}^0 + \kappa^{sp} \) as

\[
\hat{b}_\alpha = M_{ai} \left( \hat{P}_i^{0+sp} - \hat{P}_i^0 \right)
\]

where the superscripts \( 0+sp \), 0 refer to the power spectrum measured from a field of view with and without spurious convergence added (Petri et al. 2014). The same Fisher formalism can be used to estimate the marginalized errors \( e_\alpha \) on the parameters when using a single field of view

\[
e_{\alpha} = \sqrt{\text{diag}(M_{ai} M_{aj} C_{ij})}
\]

We note that when using the full survey data rather than a single field of view, parameter errors can be much smaller since \( e_{\text{survey}} = e_{\text{FOV}} / \sqrt{N_{\text{FOV}}} \). For LSST, \( \theta_{\text{FOV}} = 3^\circ \) and \( N_{\text{FOV}} = \Omega_{\text{survey}} / \theta_{\text{FOV}}^2 \approx 2000 \).

Equation (6) can be further expanded as

\[
\hat{b}_\alpha = M_{ai} \left[ \kappa_i^{0+sp} - \kappa_i^0 \right] = M_{ai} \left[ \kappa^{sp} + \kappa_i^{0, \text{ext}} + \kappa_i^{0, \text{ext}} \right]
\]

The spurious convergence \( \kappa^{sp} \) is calculated from laboratory measurement of the CCDs. Since the imperfections are fixed on the CCD focal plane, there is only one realization of the spurious convergence and it spans the field of view of the telescope. Because of this, the spurious convergence \( \kappa^{sp} \) becomes a non-stochastic quantity (and hence written without the hat). We can compute the expectation value and standard deviation of the bias estimator (8) and get

\[
\hat{b}_\alpha = \langle \hat{b}_\alpha \rangle = M_{ai} \kappa_i^{sp}
\]
\[ \Delta b_0 = \sqrt{\langle (\hat{b}_0 - b_0)^2 \rangle} = 2M_{\text{ast}} \sqrt{\frac{p^{\text{sp}} p_i^0}{N_i}}. \] (10)

Since the spurious convergence is non-stochastic, the standard deviation of the bias estimator (10) is proportional to the standard deviation of \( \hat{k}_i^0 \), which scales as \( 1/\sqrt{N_i} \). These results are correct for a single field of view; when the analysis is scaled to the full survey side, the expectation value of the bias does not change but the standard deviation of \( \hat{k}_i^0 \) gets reduced by a factor of \( \sqrt{N_{\text{FOV}}} \). The same reduction applies to the bias variance in (10). We note that the stochasticity in the bias is due to the cross term in (8) and is a result of cosmic variance in the lensing convergence field. \( \Delta b_0 \) can be quite large compared to \( b_0 \) even for \( N_{\text{FOV}} \approx 2000 \). The estimated survey bias is

\[ b_{\text{survey}} = b_0 \pm \Delta b_0. \] (11)

We will quote the larger of the two values as the estimated survey bias.

To compute \( p_i \) in the fiducial cosmological model with \( (\Omega_m, w, \sigma_8) = (0.26, -1, 0.8) \), as well as the derivatives \( X_{\text{ast}} \), we make use of the public code NICAEA (Kilbinger et al. 2009) which gives good accuracy for the lensing power spectra in the parameter range we are considering. We assume a redshift distribution of galaxies concentrated in a single redshift \( z_s = 2 \). In the lensing convergence power spectrum \( P_{\text{ksi}}^0 \) we include the effects of galaxy shape for the assumed \( n_g = 30 \) galaxies/arcmin\(^2 \). An approximate scaling relation of the bias with the galaxy density can be obtained, noting that in the limit in which shape noise dominates, \( P_{\text{ksi}}^0 \) scales as \( 1/n_g \). Because the derivatives \( X \) and the spurious power \( P_{\text{ksi}}^0 \) do not depend on \( n_g \), the bias expectation value does not change with \( n_g \), but its standard deviation roughly scales with \( 1/\sqrt{n_g} \).

4. TREE RINGS

Tree rings are due to impurity gradients in the silicon of which CCDs are made. The high-purity, high-resistivity silicon used in recent astronomical CCDs grows cylindrically from a molten state. Time variations in temperature, composition, etc., produce radial impurity gradients that result in resistivity gradients. CCDs made from slices of the cylindrical boule have electric fields transverse to the main field due to the resistivity gradients leading to the displacement of the photo-generated charge. Thick CCDs used for increased near-IR (<1 \( \mu \)m) sensitivity suffer greater charge displacement due to longer path length.

Though the tree rings are observed in flat-field images, they do not correspond to quantum efficiency variations. Instead, they induce a displacement of the collected charge that propagates into astrometric and photometric biases. In this section we describe how to calculate the spurious shear and spurious convergence due to tree rings from the flat-field images and apply the method to the LSST candidate sensors. We then calculate the 2PCF and bias of the cosmological parameters.

4.1. Displacement Caused by Tree Rings

In practice, it is possible to directly measure the astrometric displacement \( d(r) \) as a function of scalar radius \( r \), caused by the tree rings by using sets of several dithered exposures of star fields in different photometric bands and constructing “star flat”

![Figure 1. Shape change of an area caused by the radial displacement field \( d(r) \).](Image 323x504 to 563x739)

images (Manfroid 1995; Tucker et al. 2007). The displacement is defined from differences between the original position \( r_o \) and the displaced position by the tree-ring effect \( r_{\text{dr}} \); it is defined as

\[ d(r_o) = r_{\text{dr}} - r_o. \] (12)

However, this is not an easy task given that the displacement is small (of the order of subpixels). However, it is easy to measure flux modulation \( f(r) \) due to tree rings, defined as

\[ f(r) \equiv \frac{F(r) - F_{\text{all}}}{F_{\text{all}}}, \] (13)

where \( F(r) \) is the average flux at radius \( r \) and \( F_{\text{all}} \) is the average flux of all pixels. Plazas et al. (2014) demonstrated that, to first order, a relationship exists between the tree-ring flux modulation \( f(r) \) as measured by the flat fields (which have higher signal-to-noise ratios compared to those provided by the limited number of stars in the star flats) and the astrometric displacement \( d(r) \), given by

\[ d(r_{\text{dr}}) = -\frac{1}{r_{\text{dr}}} \int_0^{r_{\text{dr}}} dr f(r). \] (14)

Note the sign convention here differs from that in Plazas et al. (2014).

4.2. Shear and Convergence Caused by Tree Rings

Because the displacements caused by tree rings have only radial components, shape changes are measured easily by considering the change in the radial length and the tangential length of images. Consider the effect of the displacement field on an infinitesimal image between radius \( r_{\text{dr}} \) and \( r_{\text{dr}} + \delta r_{\text{dr}} \) and \( \theta_{\text{dr}} \) and \( \theta_{\text{dr}} + \delta \theta_{\text{dr}} \) in polar coordinates, where the origin of the coordinate system is set to the center of the concentric displacement. Thus, the image is mapped from the original position \( r_o \) and \( r_o + \delta r_o \) and \( \theta_o \) and \( \theta_o + \delta \theta_o \) by the tree-ring displacement field, which is written as a function \( d(r_{\text{dr}}) \). Figure 1 shows the relation between the images. The extent of the image in the \( r \) direction relates to each other as in
Equation (12) and
\[
\delta r_o \approx \delta r_d \left( 1 - \frac{\partial d(r)}{\partial r} \Big|_{r=r_i} \right),
\] (15)

The shape change can be obtained by taking the ratio of the length of the images in both the radial and tangential directions. Thus, the radial size change is given by
\[
\frac{\delta r_o}{\delta r_d} \approx 1 - \frac{\partial d(r)}{\partial r} \Big|_{r=r_i},
\] (16)

and the tangential size change is given by
\[
\frac{r_o \delta \theta}{r_d \delta \theta} = 1 - \frac{d(r_o)}{r_d}. \tag{17}
\]

For convenience, and without loss of generality, let us consider a situation where \( \theta_0 = 0 \). Then we can arrange Equations (16) and (17) in matrix form, obtaining
\[
\begin{pmatrix}
\delta r_o \\
\delta r_d \\
\delta r_d \\
\end{pmatrix} = \begin{pmatrix}
1 & -\frac{\partial d(r)}{\partial r} \\
0 & 1 & -\frac{\partial d(r)}{\partial r} \\
0 & 0 & 1 - \kappa^{TR} + \gamma_{rad}^{TR}
\end{pmatrix}
\begin{pmatrix}
\delta r_d \\
\delta r_d \\
\delta r_d \\
\end{pmatrix},
\] (18)

where \( \kappa^{TR} \) and \( \gamma^{TR} \) are the convergence and shear due to the tree-ring displacement, defined as
\[
\kappa^{TR}(r) = \frac{1}{2} \frac{\partial d(r)}{\partial r} + \frac{d(r)}{r}, \tag{19}
\]
\[
\gamma_{rad}^{TR}(r) = \frac{1}{2} \left( \frac{\partial d(r)}{\partial r} - \frac{d(r)}{r} \right), \tag{20}
\]

where \( \gamma_{rad} \) is positive for radial shear and negative for tangential shear. Thus, the two components of the shear, \( \gamma_1 \) and \( \gamma_2 \), at \( (r, \theta) \) can be written as
\[
\gamma_1^{TR}(r, \theta) + i \gamma_2^{TR}(r, \theta) = \gamma_{rad}^{TR}(r) e^{i \theta}.
\] (21)

By using Equations (14), (19), and (20), this can be written in terms of the flux modulation
\[
\kappa^{TR}(r) = -\frac{1}{2} f(r),
\] (22)
\[
\gamma_{rad}^{TR}(r) = -\frac{1}{2} \left( f(r) - 2 \frac{d(r)}{r} \right) \approx -\frac{1}{2} f(r), \tag{23}
\]

where the last approximation is valid when the displacement is much smaller than the radius. The typical spatial scales of the displacements are of the order of subpixels, and the radii are of the order of 100 ~ 1000 pixels, so the approximation is valid. This means that the convergence and shear due to the tree rings are approximately half the value of the flux modulation.

For shear \( \gamma_1 + i \gamma_2 = \gamma e^{2i(\theta - \theta_0)} \) at \( (r, \theta) \) in polar coordinates relative to a fixed origin, the radial and cross shear are given by \( \gamma_{rad} + i \gamma_\infty = \gamma e^{2i(\theta - \theta_0)} \). The tangential shear is obtained as \( \gamma_\infty = -\gamma_{rad} \).

\[4.3. \text{Measurement of Tree Rings on LSST CCDs}\]

We measured the tree-ring patterns of two different LSST candidate CCDs. Here we discuss only one CCD type since results for the others were similar. We used flat-field images from a uniform light source of 750 nm in wavelength. The CCDs have approximately 4000 × 4000 pixels, each one with a physical size of 10 \( \mu m \) × 10 \( \mu m \). The CCDs are 100 \( \mu m \) thick for near-IR sensitivity. We have 25 flat-field images, and each image has approximately 62,500 mean electron counts per pixel. First we corrected the flat-field images to eliminate other effects by following these steps:

1. We masked regions near the edge of the detectors and shadows due to dust particles in the optics.
2. The light source in this test was not completely uniform, so we fit the slow variation with a 7th order polynomial for each readout channel, then normalized by the polynomial.
3. We stacked the normalized 25 flat images.
4. We measured the laser annealing pattern and pixel variation pattern, then simply divided the flat fields by the patterns, and
5. We removed other large-scale fluctuations in the Fourier space.

Though pixel size variation also will result in its own pattern of spurious distortion, for the tree-ring analysis we removed both pixel size variation and laser annealing effects by scaling the image. We discuss pixel size variation in detail in the next section.

We determine the center of the tree-ring profiles in each CCD by selecting points on several rings and then fitting for their common center. The center of the rings lies near of the corner of the CCD, but slightly offset from it (see Figure 2).

Figure 3 shows the measured tree-ring profiles. Before measuring the profiles, the images were smoothed by a Gaussian kernel with a 5 pixel standard deviation. Since the width scale of the tree ring peaks is about 100 pixels, the smoothing should not reduce their amplitude by much. The typical amplitude of the flux modulation is approximately 0.01%, about 50 times smaller than that on the DECam CCDs reported by Plazas et al. (2014). The tangential spurious shear is calculated from the flux modulations by using Equation (23) (the spurious shear is about half the value of the flux modulation). The typical amplitude of the spurious shear is about 0.005%. The displacement is calculated by using Equation (14). The typical amplitude of the astrometric displacement is about 0.001 pixels ~0.0002 arcsec. This means the displacement caused by the tree-ring effect does not cause significant misregistrations.

\[4.4. \text{2PCF of Tree Ring Spurious Shear}\]

Here we calculate the 2PCF of the spurious shear induced by tree rings on the LSST CCDs. First, we calculate the spurious shear pattern on each individual CCD from the observed flux modulation (Figure 4, left panel). The spurious shear 2PCF is calculated from \( \gamma_1 \) and \( \gamma_\infty \) (see, for example, Kilbinger 2014)
\[
\xi_+ (\theta) = \left( \gamma_1 \gamma_\infty \right) (\theta) + \left( \gamma_\infty \gamma_\infty \right) (\theta).
\] (24)

A typical galaxy used for LSST weak lensing analysis subtends 1 arcsec, comparable to the 0.7 arcsec point-spread function (PSF). Each pixel subtends 0.2 arcsec, so a typical
galaxy image covers $\approx 5 \times 5$ pixels. The scale on which tree-ring shear varies is approximately 100 pixels, so the spurious shear does not change significantly over a galaxy image. Thus the spurious shear for a galaxy is approximately equal to the spurious shear at any pixel within the galaxy image.

The LSST focal plane is composed of 21 rafts, and each raft is composed of 9 CCDs. We assume that all CCDs in the raft have the same tree-ring profile but with random orientations differing by 90° rotations. The right panel of Figure 4 shows the spurious shear pattern for a single raft. We assemble a
virtual LSST focal plane out of 25 rafts arranged in square by applying random $90^\circ$ rotations to each raft.

The upper panel of Figure 5 shows the 2PCF of spurious shear due to tree rings for a single LSST CCD. The typical value is about $10^{-12}$. At very short spatial scales we can see a slightly larger peak. This value is much smaller than the square of the typical amplitude of the spurious shear, $(5 \times 10^{-5})^2 \approx 10^{-9}$.

The smallness of the 2PCF results from a cancellation between alternate signs of spurious shear in its calculation. The 2PCF averages over pairs of galaxies at a fixed separation. The sign of the spurious shear due to tree rings alternates on the tree-ring scale as is seen in Figure 4. With 30 galaxies per square arcmin, each CCD will record $5 \times 10^5$ galaxies per pointing and $\approx 10^7$ galaxies for the $2 \times 10^4$ pointing over the course of the survey. Dithering will further reduce the effect of the imperfections we consider. Thus there are a huge number of pairs of galaxies at similar separations but with differing signs of spurious shear. There is less of a cancellation on scales comparable to the CCD size due to the smaller number of pairs at that separation. At scales less than the 100 pixel tree-ring scale, both points may lie on the same tree ring.

The lower panel of Figure 5 shows the 2PCF of the spurious shear on an area equivalent to the full field of view of the LSST camera with a 100 pixel sampling scale. The typical scale for the amplitude decreases to $10^{-14}$ due to further averaging down for the reasons described above.

In comparison, the lensing 2PCF $\xi_\ell$ predicted by NICAEA (Kilbinger et al. 2009) for the fiducial cosmology with an LSST-like galaxy distribution varies monotonically from $2 \times 10^{-4}$ at 1 arcsec separation (5 pixels) to $5 \times 10^{-7}$ at $10^2$ arcsec separation (20,000 pixels).

The fact that the spurious shear two-point function is much smaller than the weak lensing signal is encouraging, but is not sufficient by itself to say that the bias on the cosmological parameters is negligible. To quantify the former bias, we need to isolate the features of the two-point function that are most sensitive to cosmology and study how the spurious power in this feature space affects our parameter estimates. We quantify the bias on the cosmological parameters in the following section.

4.5. Bias in the Cosmological Parameters Caused by Tree Rings

The bias in cosmological parameters caused by tree rings can be calculated from the spurious convergence as described in Section 3. Figure 6 shows the spurious convergence power spectrum $P_l$ used to calculate the bias caused by tree rings. The spurious power spectrum fluctuates randomly around $10^{-19}$ and does not show a systematic trend with $l$. The spurious power spectrum was calculated on a grid with each element of the grid $30 \times 30$ pixels and the convergence averaged over the grid element.

Table 1 shows the amplitude of the bias due to tree rings. The biases shown in Table 1 are much smaller than the expected marginalized errors $\epsilon$ for LSST which are 0.00232 for $\Omega_m$, 0.02434 for $w$, and 0.00427 for $\sigma_8$, calculated as described in Section 3 assuming 30 galaxies per square arcminute at $z = 2$. The marginalized errors will be somewhat smaller if tomography is used.
5. PERIODIC PIXEL SIZE VARIATION

Patterns aligned with the rows and columns of the pixels are due to periodic pixel size variation caused by errors in the masks used in CCD fabrication. We do not consider here a periodic pixel size variation which is degenerate with quantum efficiency variations and hence difficult to measure (Stubbs 2014). A periodic pixel size variation is less likely to result in spurious shear-shear correlations.

In this section we describe how to calculate the spurious shear and spurious convergence due to pixel size variation from flat-field images, and we apply this method to the LSST candidate sensors. We then calculate the 2PCF and bias of cosmological parameters.

5.1. Measuring Periodic Pixel Size Variation

In our study of pixel size variation, we use flat-field images after correction for other effects and assume that the remaining differences in counts are due only to differences in pixel size. We look for periodic variation in the widths of the columns and the heights of rows of pixels in the CCD. We call the coordinate along the direction of the rows \( x \) (horizontal) and along the direction of the columns \( y \) (vertical). The column width is assumed to be a function of \( x \) only and the row height a function of \( y \) only. The pixel boundaries are then parallel lines in the \( x \) and \( y \) directions. We find in the following analysis that the spacing between the pixel boundaries has a periodic variation consistent with the pattern observed visually in the flat fields.

Our measured quantities are the counts in each pixel in the flat fields. The width of a column is assumed to be proportional to the sum of the counts in the pixels in the column, which we call \( C_c(x) \). We call the mean value of \( C_c(x) \) averaged over all columns \( \langle C_c \rangle \). We call \( \delta_h(x) \) the fractional deviation of the column width from the mean, where the subscript \( h \) is used to denote the horizontal dimension.

\[
\delta_h(x) = \frac{C_c(x)}{\langle C_c \rangle} - 1.
\]

Similarly, the height of a row is assumed to be proportional to the sum of the counts in the pixels in the row, which we call \( C_r(y) \). We call the mean value of \( C_r(y) \) averaged over all rows \( \langle C_r \rangle \). We call \( \delta_v(y) \) the fractional deviation of the row height from the mean, where the subscript \( v \) is used to denote the vertical dimension.

\[
\delta_v(y) = \frac{C_r(y)}{\langle C_r \rangle} - 1.
\]

5.2. Pixel Size Variation in the LSST CCDs

We used the same flat-field images as we used to measure tree rings to measure pixel size variation. Since the effect is at the pixel scale we did not smooth the image.

Each LSST CCD is divided into 16 segments, approximately 2000 \times 500 pixels each, each with its own amplifier for the purpose of rapid readout. The eight channels on the lower half of the CCD are called group A, and the eight channels on the upper half are called group B. The direction of the \( x \)-axis is inverted between groups A and B.

The red lines in the upper and middle panels of Figure 7 show the horizontal pixel size variation in channels that belong to group A (channels 1–8) and group B (channels 9–16). Black lines in the upper (middle) panel of the figure are the average of channels in group A (B). In the lower panel of the figure, we plot A (red) and B (blue) superimposed and showing error bars, but with the horizontal axis for B transformed to \( x' = 531 - x \). With this transformation, groups A and B have very similar profiles, and we average them to get the black curve in the lower panel; we use this average to calculate spurious shear in the following sections.

The red lines in Figure 8 show the vertical pixel size variation in channels that belong to groups A and B. We can see the profiles of all channels are similar; black lines in the upper (lower) panel are the average of channels in group A (B). We can see that the vertical pixel size variation is slightly larger than the horizontal pixel size variation. The figure shows 200 out of the full 2000 vertical pixel range of a channel. We look for periodicity by comparing the pixel pattern with itself shifted by \( N \) pixels. In this way we find 256 pixel and 41 pixel cycles.

The pattern of periodic peaks in Figure 8 repeats with a 256 pixel cycle. Figure 9 shows the average of the repeating 256 pixel cycle. Within the 256 pixel cycle there is a periodic pattern that repeats with a 41 pixel cycle. Figure 10 shows the average of the repeating 41 pixel cycle. The 41 pixel cycle contains four peaks; one of the peaks spans 11 pixels and the other three span 10 pixels, so the minimum pattern unit is 41 cycles. We use the average of the 41 pixel cycle to calculate spurious convergence in the following sections.

5.3. 2PCFs Due to Pixel Size Variation

We calculated the two-point correlation by making the following assumptions.

(1) Galaxy size: The scale of pixel size variation is about 10 pixels, the same order as the images of galaxies in contrast, the tree-ring scale is much larger than the size of the galaxy images. This means the effect of spurious shear caused by pixel size variation should be averaged over the galaxy profile. As discussed previously, a typical galaxy image covers 5 \times 5 pixels on the LSST CCDs. Therefore, in this calculation we use a grid with each element of the grid measuring 5 \times 5 pixels and the spurious convergence averaged over the grid element.

(2) Random position for objects: If the positions used to calculate the 2PCF are aligned with the grid, the 2PCF may be inappropriately enhanced.

(3) PSF effect ignored: The spurious shear caused by pixel size variation affects the galaxy image after passing through the atmosphere. In most cases, the PSF correction augments the spurious shear caused by pixel size variation, e.g., in the case of a circular PSF. As a typical situation, let us consider an elliptical Gaussian galaxy and circular Gaussian PSF with the same size, where the PSF smears the galaxy and reduces its ellipticity by a factor of two. Pixel size variation in the CCD will then add additional ellipticity to the smeared
galaxy. The gain is different for each PSF and galaxy size. When the PSF correction is made, we recover the original ellipticity of the galaxy plus twice the ellipticity induced by pixel size variation. The spurious shear can affect the PSF correction itself. However, since the typical distance between stars used for the PSF correction is much greater than the spatial scale of variation of the spurious shear, the effect is random, and is averaged down in the interpolation. Note that this is also true in the case of tree rings.

Figure 7. Upper and middle panels: horizontal pixel size variation for channels 1–8 (A is the average of channels 1–8) and channels 9–16 (B is the average of channels 9–16). $\delta_x(x)$ the fractional deviation of the column width from the mean. Lower panel: horizontal pixel size variation for group A (red) and B (blue) with the horizontal axis for B transformed to $x' = 531 - x$. The black line represents the average horizontal pixel size variation for all channels. The figure shows 200 out of the full 500 pixel horizontal range for each channel.

Figure 8. Vertical pixel size variation for channel 1–8 (group A is the mean of channels 1–8) and for channel 9–16 (group B is the mean of channels 9–16). $\delta_y(y)$ is the fractional deviation of the row height from the mean. The figure shows 200 out of the full 2000 vertical pixel range of a channel.
5.4. Bias in the Cosmological Parameters Caused by Pixel Size Variation

The bias in cosmological parameters caused by pixel size variation can be calculated from the spurious convergence as described in Section 3. Figure 12 shows the spurious convergence power spectrum $P_l$ used to calculate the bias due to pixel size variation. The spurious power fluctuates randomly in the vicinity of $10^{-16}$ to $10^{-17}$ and does not show a systematic trend. The convergence power spectrum was calculated on a grid with each element of the grid measuring $30 \times 30$ pixels and the convergence averaged over the grid element. This corresponds to 6 arcsec smoothing.

Table 2 shows the amplitude of the bias due to pixel size variation. The calculated biases shown in Table 2, though larger than those due to tree rings, are very much smaller than the expected marginalized errors for LSST, which as previously stated, are approximately 0.00232 for $\Omega_m$, 0.02434 for $w$, and 0.00427 for $\sigma_8$.

6. CONCLUSIONS

We describe in detail all the steps necessary to go from flat-field images to spurious shear and convergence, then to 2PCFs and spurious power, and finally to bias in cosmological parameters.

For tree rings, we use new formulae developed here to calculate the spurious shear and convergence from the astrometric displacements and a model developed by Plazas et al. (2014) to estimate the astrometric displacement from the flux modulations measured in flat-field images.

For the LSST CCDs, the typical value of flux modulation due to tree rings is 0.01%, about 50 times smaller than that for the DECam CCDs. The typical amplitude of spurious shear is 0.005%. The typical amplitude of the 2PCF over the LSST focal plane is about $10^{-13}$. The 2PCF is much smaller than the square of the typical amplitude of the spurious shear due to cancellations of tangential and radial shears in the calculation. The 2PCF is much smaller than the lensing 2PCF, suggesting, but not proving, that it can be ignored. We go further and calculate the bias to cosmological parameters and find it to be negligible.

We point out that spurious convergence is the natural way to describe the effect of pixel size variation and calculate the spurious convergence, which is directly related to the size of the pixel, from the counts in individual pixels in flat-field images. The widths of the rows and columns thus determined vary in a periodic way. For the LSST CCDs the typical magnitude of the flux modulation due to periodic pixel size variation is 0.05%, five times larger than for tree rings. This translates into a $10^{-11}$ 2PCF over the LSST focal plane, much smaller than the lensing 2PCF. We calculate the bias to cosmological parameters due to pixel size variation and find it to be larger than for tree rings, but still negligible compared to the marginalized errors.

In this study we have only considered the impact of tree rings and pixel size variation on cosmological parameters derived from the lensing power spectrum. We plan to extend our analysis to other sensor imperfections. We note that as much as a factor of two additional information about cosmology is contained in non-Gaussian lensing statistics beyond the power spectrum. We plan to extend our analysis to
consider the impact of sensor imperfections on cosmological parameters derived from non-Gaussian lensing statistics.
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Figure 11. Two-point correlation function $\xi$, of spurious convergence caused by pixel size variation for LSST CCDs. Absolute values are shown; the values oscillate around zero. The upper panel is for a single CCD. The lower panel is for the full LSST focal plane.

Figure 12. Power spectrum of spurious convergence due to pixel size variation.

Table 2

| Bias | $\Omega_m$ | $w$ | $\sigma_8$ |
|------|------------|-----|-----------|
| Expectation value | 1.21E-05 | -2.18E-05 | -1.79E-05 |
| Standard deviation | 1.21E-05 | 3.37E-05 | 1.82E-05 |
| Survey bias | 2.42E-05 | 5.55E-05 | 3.60E-05 |
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