Cloud Observation and Cloud Cover Calculation at Nighttime Using the Automatic Cloud Observation System (ACOS) Package
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Abstract: An Automatic Cloud Observation System (ACOS) and cloud cover calculation algorithm were developed to calculate the cloud cover at night, and the calculation results were compared with the cloud cover data of a manned observatory (Daejeon Regional Office of Meteorology, DROM) that records human observations. Annual and seasonal analyses were conducted using the 1900–0600 local standard time (LST) hourly data from January to December 2019. Prior to calculating the cloud cover of ACOS, pre-processing was performed by removing surrounding obstacles and correcting the distortion caused by the fish-eye lens. In addition, the red–blue ratio (RBR) threshold was determined, according to the image characteristics (RBR and luminance) using the red, green, and blue (RGB) brightness value of the area in which the solar zenith angle (SZA) was less than 80°, to calculate the cloud cover. The calculated cloud cover exhibited a bias of −0.28 tenths, root mean square error (RMSE) of 1.78 tenths, and a correlation coefficient of 0.91 for DROM across all cases. The frequency of the cases that exhibited differences less than 1 tenth between the observed and calculated cloud cover was 46.82%, while the frequency of cases that exhibited differences less than 2 tenths was 87.79%.
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1. Introduction

Clouds, which represent approximately 70% of the area of the earth, continually change the balance of radiative energy, resulting in meteorological changes that affect the hydrologic cycle, local weather, and climate. Their interaction with aerosols results in global cooling as well as the greenhouse effect owing to changes in their physical characteristics. Such interactions have an effect on precipitation efficiency, which in turn affects vegetation and water resource security [1-3]. In addition, the cloud cover and cloud type are meteorological elements that increase uncertainty in predicting climate and meteorological phenomena because they perform the dual actions of reflecting the solar radiation and absorbing the earth radiation reflected from the ground surface [4,5]. Therefore, the observation of clouds, including high-frequency, high-accuracy cloud cover and cloud type, is required as input data for radiation, weather forecast, and climate models [6,7].

Even though cloud cover represents the main observation data for global weather and climate, it is one of the meteorological variables for which ground-based automatic observation have not yet been performed in several countries, including South Korea. In other words, cloud cover data (octa or tenth) has only been recorded through the eyes of a human observer; thus, it is based on the subjective judgment of the observer [8,9]. Therefore, cloud cover data is often characterized by so much variability, depending on the observer. Particularly, observation data recorded by an unskilled observer
will contain several errors, which degrade the quality of the observation data [2,6]. In other words, the observation data lack objectivity. During the day, human cloud observation is performed at 1-h intervals; however, at night, it is only performed at 1–3 h intervals, depending on the work cycle of the observer and the weather conditions. Therefore, to complement the lack of objectivity and improve the observation period, which are the major shortcomings of human observation, meteorological satellites and surface remote observation data can be used [4,10]. In the case of geostationary satellites, it is difficult to identify the horizontal distribution or shape of clouds because their spatial resolution is large (2 km × 2 km) even though their observation period is short (2–10 min). In the case of polar-orbiting satellites, there is a relatively high spatial resolution of 250 m × 250 m (e.g., MODIS), but they can only detect the same point twice a day [3,11,12]. Ground-based remote sensing equipment includes ceilometers, lidar, and camera-based imagers (e.g., Skyviewer (PREDE Inc. [6,13]), Whole Sky Imager (WSI) (Marine Physical Laboratory [14,15]), and Total Sky Imager (TSI) (Yankee Environmental System (YES) Inc. [16]). Among these, ceilometers and lidar, which are equipment that irradiate a laser directly to an object and detect the return signal, cannot determine cloud information for the entire sky because they can only detect a part of the sky [10]. Camera-based devices, on the other hand, have a number of useful benefits for detecting clouds, such as the observation area (coverage), image resolution, and observation period [6,17,18].

Camera-based devices for cloud observation can observe the entire sky of a hemisphere, as humans do, because they are equipped with a fish-eye lens (180° field of view (FOV)) [19]. The observation period can be set to one minute, and 24-h continuous observation can be performed, depending on camera performance and operational method. Many previous studies have been conducted to detect cloud cover during the day when a light source (sun) is present [6,7,9,20,21]. In other words, clouds were distinguished from the sky using the characteristics of light scattered in the atmosphere by a light source [12,22]. At night, on the other hand, it is difficult to distinguish clouds from the sky because there is no light source, such as the sun. When they are completely blocked from the surrounding light source, it is difficult to detect nighttime clouds with visible channel information (i.e., RGB brightness). In other words, clouds are detected through lights scattered from the light source (such as street lamps around the fields, or the lights from buildings). Therefore, many studies [23–26] calculated nighttime cloud cover by mounting an infrared (IR) sensor or IR filter or by detecting the radiance emitted from clouds and the sky using a sky scanner. In other words, additional devices that can detect the IR region are required, instead of conventional cameras [27]. In this study, a system capable of observing clouds at night using a conventional digital camera, which can perform imaging in the visible region, and a nighttime cloud cover calculation algorithm, were developed. Details of the system are explained in Section 2, and the nighttime cloud cover calculation algorithm is described in Section 3.

2. Data and Research Method

To calculate the nighttime cloud cover in this study, an Automatic Cloud Observation System (ACOS) based on a digital camera (Canon EOS 6D) was developed by the Korea Meteorological Administration (KMA) National Institute of Meteorological Sciences (NIMS), as shown in Figure 1. This system was installed at Daejeon Regional Office of Meteorology (DROM, 36.37°N, 127.37°E), a manned observatory that performs human observations and has been in operation since June 30, 2018. Table 1 provides the detailed specifications of ACOS. The complementary metal oxide semiconductor (CMOS) sensor of this camera was designed to respond sensitively to the luminance change of an object detected at night by supporting an International Organization for Standardization (ISO) sensitivity of up to 25,600. In addition, the camera offers shutter speeds of up to five seconds, which made it possible to capture dark images with a large depth of field (a large area of focus, including a distant background) through a long exposure and setting a F-stop of F11 [10,28]. The camera lens was installed at approximately 1.8 m high to approximate a similar view as from the height of the human eye. A fish-eye lens (EF8-15 F/4L fisheyes USM) was installed to capture the images of surrounding objects, including the sky and clouds, within the 180° FOV in the same manner as human observation.
In addition, heating and ventilation devices were installed inside the system so that the system could perform 24-h continuous observation without artificial management. When the ambient temperature dropped below −2 °C, heating was automatically operated to remove frost and snow from the glass dome and moisture from the lens. The ventilation device employed air flow between the glass dome and the body of the system to remove foreign debris, such as snow, water droplets, leaves and dust, since these objects contaminate images (Figure 1a).

![Figure 1. Exterior of Automatic Cloud Observation System (ACOS) (a) and its installation environment (b).](image)

**Table 1.** Detailed specifications of ACOS.

| Function           | Description                                                |
|--------------------|------------------------------------------------------------|
| Size               | 264 mm (L) × 264 mm (W) × 250 mm (H), 6.5 kg              |
| Pixels             | 2432 × 2432                                                |
| Focal length       | 8 mm, 180° fish-eye lens                                  |
| Sensor             | CMOS                                                       |
| Aperture           | F8 (daytime) ~ F11 (nighttime)                            |
| Sutter speeds      | 1/1000s (daytime) ~ 5s (nighttime)                        |
| ISO                | 100 (daytime) ~ 25,600 (nighttime)                        |
| Observation periods| 24-h operation, hourly observation for 10-min              |
| Etc.               | Automatic heating (below −2 °C), 24-h ventilation          |

The images captured by ACOS were processed by converting the red, green, and blue (RGB) channels for each pixel in the image into a brightness between 0 and 255 as digital number. Although the FOV of the camera was up to 180°, only data within the 80° solar zenith angle (SZA) (160° FOV) were used for analysis due to the permanent blockage of the horizontal plane by surrounding objects (e.g., buildings, trees, and equipment) [11,29,30]. For the analysis, night observations from 1 January to 31 December 2019 (1900–0600 local standard time (LST) hourly data) were collected and compared with the DROM human observation data. In the case of the nighttime human observation data of DROM, observations were performed every hour during inclement weather (e.g., rain and snow) and every three hours otherwise. The nighttime human observation time zone differed depending on the season. A total of 3097 images were collected, excluding missing cases from ACOS. ACOS was installed on the Automated Synoptic Observing System (ASOS) observation field of DROM, an optimal location for a comparison with the human observation data by an observer. In other words, there was no difference in cloud cover caused by the distance between the observation points [6,31]. The cloud cover of ACOS was calculated as a percentage (0–100%), while the human observation cloud cover of DROM was recorded as an integer between 0 and 10. Therefore, the percentage of cloud cover was converted to the tenth cloud cover scale for comparison, as shown in Table 2. For the frequency analysis in all cases...
and seasons, the accuracy of the calculated cloud cover was evaluated using the bias, root mean square error (RMSE), and correlation coefficient (R) as shown in Equations (1)–(3).

\[
\text{bias} = \frac{1}{N} \sum_{i=1}^{N} (M_i - O_i) / N
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (M_i - O_i)^2 / N}
\]

\[
R = \frac{\sum_{i=1}^{N} (M_i - \bar{M})(O_i - \bar{O})}{\sqrt{\sum_{i=1}^{N} (M_i - \bar{M})^2 \sum_{i=1}^{N} (O_i - \bar{O})^2}}
\]

Table 2. Conversion table between the ACOS cloud cover (%) and Daejeon Regional Office of Meteorology (DROM) human observation cloud cover (tenth).

| Tenth | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-------|---|---|---|---|---|---|---|---|---|---|----|
| %     | ≤5| 5~15| 15~25| 25~35| 35~45| 45~55| 55~65| 65~75| 75~85| 85~95| 95< |

Here, M represents the cloud cover calculated from the algorithm proposed in this study, O represents the human-observed DROM cloud cover observed, and N represents the total number of cases (3097).

3. ACOS Cloud Cover Calculation Method

The sky is blue during the day except sunrise (dawn), sunset (twilight), and cloudy days. This is because strong scattering occurs in the blue wavelength range, which has a short wavelength in the visible region, due to the effect of Rayleigh scattering by sunlight (proportional to the $\lambda^{-4}$ power of the wavelength, $\lambda$) [12,22]. Clouds, on the other hand, are white because they scatter all visible wavelength ranges. Therefore, the brightness of the B channel is highest among the RGB channels when imaging of the sky is performed using a digital camera for the visible region, while the brightness of all the RGB channels is high when imaging of clouds is performed [2]. In other words, the red–blue ratio (RBR), which has been used in many studies to detect clouds, is smaller than 1 in sky pixels (e.g., 0.6–0.8 [11,18]) and close to 1 in cloud pixels. Thus, clouds can be distinguished from the sky using RBR [6–8]. At night, on the other hand, it is more difficult to distinguish surrounding objects than during the day because there is no light source, such as the sun [32]. Therefore, Y that represents the luminance of an image in the International Commission on Illumination (CIE) 1931 XYZ color space was used in addition to the RBR information. In this instance, $Y = 0.2126R + 0.7152G + 0.0722B$ was applied [33,34].

Images captured using a fish-eye lens contain the sky, clouds, and surrounding obstacles (e.g., building, trees, and equipment) in the wide FOV of a hemisphere, but they are stored as distorted two-dimensional (2D) images. In other words, the object photographed in the process of storing the 3-D sky dome image as a 2-D image may be distorted, and the object may have a cloud coverage that is different from that of the actual object [11]. Particularly, the difference is large in the edge region of the image. Therefore, the cloud cover must be calculated after removing blocked areas in the images and correcting distortion [3,18,21]. In other words, the pixels in the blocked areas cannot be detected as the sky or clouds, and the distorted images may cause large differences from the actual objects. Thus, these error factors must be considered in the algorithm during the calculation of cloud cover. Therefore, cloud cover was calculated by performing pre-processing to remove obstacles in the images and to correct distortion, as shown in Section 3.1, and then applying the nighttime cloud cover calculation algorithm, as shown in Section 3.2.
3.1. Obstacle Removal and Distortion Correction

Images captured using a fish-eye lens contain obstacles, such as surrounding buildings, trees, and equipment. Therefore, pixels that cannot be used to distinguish clouds from the sky must be eliminated first. In other words, obstacles captured within the 80° SZA, which was set in this study, were removed [6,9]. Here, a clear image obtained during the day, when the distinction of surrounding objects was relatively clear, was used to set the cases, for which the average brightness of the RGB channels was less than 60, and those for which the standard deviation (std) of B in the 5 by 5 pixels around each pixel was 10 or more, as obstacles. Such cases were removed from the images. For the orthogonal projection distortion correction of the sky images obtained by removing obstacle pixels from all the pixels within the 80° SZA, the correction of the x and y axes was performed using Equations (4)–(8) [3,18,35–37].

\[
\begin{align*}
    r &= \sqrt{(x - cx)^2 + (y - cy)^2} \\
    \theta &= \text{asin}(r / \text{radi}) \\
    \phi &= \text{asin}((y - cy) / r) \\
    x' &= cx + r \times \theta \times \cos(\phi) \\
    y' &= cy + r \times \theta \times \sin(\phi)
\end{align*}
\]

where \( r \) is the distance between the center pixel \((cx, cy)\) of the original image and each pixel, \( \theta \) is the SZA, \( \text{radi} \) is the radius of the image, and \( \phi \) is the azimuth. \( x' \) and \( y' \) are the coordinates of each pixel after distortion correction.

Figure 2 shows the images before and after correction as examples of obstacle removal and distortion correction. In the area with SZA less than 80°, which was used for cloud cover calculation, obstacles, objects such as surrounding buildings, trees, and antennae, were removed, such as the green area in Figure 2b. This area continuously generated blockage in the image, and the corresponding pixels were not considered during cloud cover calculation. As shown in Figure 2a, the distortion of the image made objects close to the image center look larger and those farther from the image center look smaller [3,38,39]. Thus, the clouds at the center of the image were corrected to be smaller and those at the edge of the image were corrected to be larger, as seen for the clouds around A and B shown in Figure 2. Therefore, when images captured using a fish-eye lens are used, it is necessary to correct the relative size of clouds by performing distortion correction [18,19].

![Original image](image1.png) ![Corrected image](image2.png)

**Figure 2.** Images (2100 LST, 23 June 2019) before (a) and after (b) obstacle (green area) and distortion correction.
3.2. Nighttime Cloud Cover Calculation Algorithm

Figure 3 shows the nighttime cloud cover calculation algorithm developed in this study. Images captured by ACOS were converted into the brightness of each RGB channel and were subjected to obstacle removal (primary obstacle pixel classification) and distortion correction in accordance with the methods described in Section 3.1. Subsequently, variable obstacle areas in which the average brightness of the RGB channels was 240 or higher, or the standard deviation of B in the 5 × 5 pixels region was 10 or higher (moonlight and ambient artificial light), were removed (secondary obstacle pixel classification). In the case of nighttime images, the brightness of the R channel is relatively high compared with daytime images. This is because the longwave radiation of the earth emitted into the night sky affects the R channel, which has the longest wavelength among the RGB channels [28,40].

Therefore, when the RBR threshold is applied to an image captured at night, the boundary between the sky and clouds becomes obscured. This occurs because RBR becomes large in the sky area as well as in the cloud area. Therefore, in this study, the brightness of the R channel was adjusted for all pixels (a value of 25 was chosen to be ideal). Then, different RBR thresholds were set depending on the luminance (Y) characteristics of the image [41,42]. The adjusted R brightness of 25 is the average brightness within 10° of the center of the image of the clearest sky (the average RGB brightness in the image was the smallest; 0300 UTC on January 3, 2019).

**Figure 3.** Flow chart of the nighttime cloud cover calculation algorithm of ACOS. The average red, green, and blue (RGB) brightness and red–blue ratio (RBR) is $\bar{RGB}$ and $\bar{RBR}$, respectively. The average luminance of the edge (SZA 60–80°) and center (SZA 0–20°) region is $\bar{Y_e}$ and $\bar{Y_c}$, respectively. $RBR_c$ is the average RBR of the center region. $T$ is the RBR threshold.
In the edge region of the image, the luminance is large, even in the cloud-free region. It can be increased from atmospheric turbidity (aerosol, haze, etc.) as well as the light pollution (by street lamps around the fields, or the lights from buildings) around the observation equipment [8,22,40,43]. Figure 4 is an example of classifying images and determination of RBR thresholds according to luminance and RBR characteristics of images from the collected data using the algorithm in this study (Figure 3). Figure 4b shows a hazy cloud-like shape in the edge region of the image despite the clear sky without clouds. This region presented high luminance, as shown in Figure 4e. Therefore, the RBR threshold of the image that was similar to this case was set high to 1, so that hazy regions in the image were not detected as clouds. In other words, if it exceeded the RBR threshold of 1, it was detected as clouds. Figure 4c is an overcast sky image, where the edge region of the image is darker than the center region of the image. Therefore, the luminance of the image that was similar to this case was lower in the edge regions than the center of the image. In this case, the RBR threshold was set to be 0.8 times lower than the average RBR, so that clouds in dark regions could be detected as clouds. Figure 4a shows that the luminance was high in the edge region of the image due to the cloud, but when the average RBR (RBR) in the center of the image was greater than 0.4, the RBR threshold was set as low as 0.75 to detect the cloud. In all cases, the RBR threshold was determined for each image based on the classification of the image. The following results were obtained when the image classification conditions (\(Y_e > Y_c\) and \(\frac{RBR}{c} > 0.4\)) and RBR thresholds (\(T = 0.75, 1.00, \frac{RBR}{c} \times 0.8\)) determined in this study were changed within ±10% within 1% intervals. Only in up to approximately 9.85% of all cases, were image classification results changed, while the remaining cases showed the same results. In this case, the bias of DROM and ACOS was −0.53 tenths, RMSE was 2.11 tenths, and the correlation coefficient was 0.87; these did not show a significant difference from the results shown in Section 4. That is, the numerical values determined in this study were set as image classification conditions and thresholds sufficient to classify images and calculate cloud cover.

After defining the total number of pixels as \(N_{\text{total}}\), the number of pixels that exceed the RBR threshold as \(N_{\text{cloud}}\), and the number of mask pixels as \(N_{\text{mask}}\), the cloud cover was calculated as

\[
\frac{N_{\text{cloud}}}{(N_{\text{total}} - N_{\text{mask}})} \times 100 \, \% 
\]

(9)

In this case, Figure 4a shows that the cloud cover calculated based on the RBR threshold (T) of 0.75 (Figure 4g) was 91.37%. This equates to a cloud cover of 9 tenths, while the human observation of cloud cover at DROM was 8 tenths. Figure 4b shows that the cloud cover calculated based on the RBR threshold of 1 (Figure 4h) was 0.63%. This equates to a cloud cover of 0 tenths, while the human observation of cloud cover was also 0 tenths. Figure 4c shows that the cloud cover calculated based on the RBR threshold of 0.47 (Figure 4i) was 99.99%, equating to 10 tenths, while the human observation of cloud cover was 10 tenths.
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\(\text{Figure 4. Corrected images (a)-(c) and luminance (d)-(f) for each nighttime cloud cover calculation algorithm, and cloud cover classification (g)-(i) and RBR threshold (T). Green areas represent mask, blue areas the sky, and red areas clouds. The average luminance of the edge (SZA 60–80°) and center (SZA 0–20°) region is } Y_e \text{ and } Y_c, \text{ respectively. RBR}_c \text{ is the average RBR of the center region.}

4. Results

Figure 5 shows the tenth cloud cover scatterplot of ACOS and DROM for all the cases in 2019. This scatterplot represents the agreement of the cloud cover between the two observation methods in % frequency. The box of the scatterplot becoming closer to the color red means agreement in higher frequency. When the cloud cover was 0 tenths, a 27.83% agreement, which was the highest frequency, was observed. When the cloud cover was 10 tenths, a 12.23% agreement was observed. Therefore, 40.07% of all the cases were in agreement when the cloud covers were 0 and 10 tenths. In addition, 46.82% of all the cases were in agreement for cloud cover located on the 1:1 line. Agreement close to the 1:1 line was generally observed for the cases with high cloud cover, but ACOS was generally underestimated for the cases with low cloud cover. In this instance, the average cloud covers of ACOS and DROM were 4.58 and 4.86 tenths, exhibiting a difference of −0.28 tenths. The RMSE was 1.78 tenths, which was lower than 2 tenths. The correlation coefficient (R) between the two cloud covers was found
to be 0.91. For reference, when comparing the monthly average data of day- and nighttime in MODIS of the Terra/Aqua satellite [44] and DROM (www.weather.go.kr), the average cloud covers of MODIS and DROM were 6.61 and 5.18 tenths, exhibiting a difference of 1.42 tenths. RMSE was 1.50 tenths and the correlation coefficient between both cloud covers was 0.88. In the case of calculating the daytime cloud cover using the ground-based imager, it was reported in previous studies [6,18] that bias did not exceed 0.5 tenths between those calculated by the imager and the observed cloud cover.

Figure 5. Tenth cloud cover scatterplot of ACOS and DROM for all the cases in 2019. The dotted line represents the 1:1 line and the solid line the regression line. R is the correlation coefficient. N is the number of cases.

Figure 6 shows the results of Figure 5 decomposed by season. The seasonal scatterplots also exhibited high frequencies at 0 and 10 tenths in all seasons. In summertime, when the rainy season was concentrated due to the influence of the North Pacific air mass, the frequency of 10 tenths was highest (20.77%) among all seasons, and that of 0 tenths was lowest (9.70%), because cloudy weather continued for a long period. In addition, there were more changes in cloud cover compared with the other seasons, resulting in the largest error with an RMSE of 2.04 tenths and the lowest correlation coefficient (0.87). In wintertime, on the other hand, the frequency of 0 tenths was highest (41.67%), because clear weather continued due to the influence of the Siberian high [6]. Therefore, in the case of wintertime when the cloud cover change was not significant, the smallest error was observed, with an RMSE of 1.21 tenths, and the correlation coefficient was high (0.96). In summer and winter, the biases were −0.46 and −0.59 tenths, indicating that the cloud cover of ACOS was approximately 0.5 tenths lower than the human observation of cloud cover. In both seasons, the ACOS cloud cover was in relatively good agreement with the human observation of cloud cover for cases with high cloud cover (>5 tenths), but there were large differences between ACOS and human observations for cases with low cloud cover. This is because large calculation errors occurred in the sunrise and sunset images, which frequently occurred in summer and autumn when the length of the day increases among the 1900-0600 LST data collected for nighttime cloud cover calculation [45,46]. In other words, clouds were mistaken for the sky because the cloud region could not sufficiently scatter sunlight in the sunrise and sunset images and the brightness of the B channel increased (RBR decreased) due to Rayleigh scattering [2,7]. In this instance, as the sky, with the increased brightness, can be wrongly detected as clouds on the eastern edge of a sunrise image and on the western edge of a sunset image, additional algorithm improvement is required (Figure 7) [7,8]. When excluding 139 cases on these issues, the average cloud cover of ACOS and DROM were 4.66 and 4.84 tenths, exhibiting a bias of −0.17 tenths, RMSE of 1.52 tenths, and correlation coefficient of 0.94. As it is difficult to distinguish clouds from the sky in these images, the characteristics of sunrise and sunset images need to be analyzed for the continuous calculation of cloud cover during the day and night.
Figure 8 shows the different frequency distributions of ACOS and DROM by cloud cover for each season. In this frequency distribution, as the frequency of a 0 tenth difference increases, it means that the cloud cover calculated from ACOS is in good agreement with the human observation cloud cover of DROM. The frequency of a 0% difference was highest in winter (59.27%) and lowest in summer (31.23%). It was similar in spring (49.12%) and autumn (48.51%). The RMSE for all the cases in this study was 1.78 tenths. When errors within 2 tenths were allowed, seasonal agreement was observed, as shown in Table 3. When errors within 2 tenths were allowed, a high agreement of 94.86% was observed in winter. A high agreement of 82.17% was also observed in summer when RMSE was relatively high and the correlation coefficient was low. For all the cases, an agreement of 87.79% was observed when errors within 2 tenths were allowed.

![Figure 6. Tenth cloud cover scatterplot of ACOS and DROM for each season (a)–(d) in 2019. The dotted line represents the 1:1 line and the solid line the regression line. N is the number of cases, and R is the correlation coefficient.](image)
removed and obstacles were corrected as pre-processing before cloud cover calculation in this study. The calculated cloud cover of DROM. The frequency of a 0% difference was highest in winter (59.27%) and lowest in summer (31.23%). It was similar in spring (49.12%) and autumn (48.51%). The RMSE for all the cases was 1.78 tenths. When errors within 2 tenths were allowed, seasonal agreement was relatively high and the correlation coefficient was low. For all the cases, an agreement of 87.79% was observed when errors within 2 tenths were allowed.

Figure 7. Distortion correction and RBR distribution images of the sunrise (a,c) and sunset (b,d) cases. For the sunrise case, the human observation cloud cover of DROM was 9 tenths while the cloud cover of ACOS was calculated to be 0 tenths. For the sunset case, the human observation cloud cover of DROM was 6 tenths while the cloud cover of ACOS was calculated to be 0 tenths.

Figure 8. Difference frequency distribution of DROM and ACOS by cloud cover for each season in 2019.
Table 3. Agreement frequency (%) according to the seasonal and annual cloud cover difference (Diff.) between ACOS and DROM in 2019.

| Diff.       | Season  | Spring | Summer | Fall | Winter | Annual |
|-------------|---------|--------|--------|------|--------|--------|
| ±0 tenths   | 49.12   | 31.23  | 48.51  | 59.27| 46.82  |        |
| ±2 tenths   | 88.19   | 82.17  | 86.38  | 94.86| 87.79  |        |

5. Summary and Conclusions

In this study, ACOS, based on a digital camera and a cloud cover calculation algorithm, was developed for nighttime cloud cover calculation. The developed ACOS can continuously capture the images of the sky during day and night due to the different settings of ISO, F-stop, and shutter speed. During the day, it is relatively easy to distinguish between clouds and the sky due to the scattering characteristics of the visible region by sunlight [12,22]. At night, however, it is difficult to distinguish objects due to the absence of sunlight. Therefore, a camera sensor sensitive to light must be used and the long exposure of the lens is required to observe clouds at night. A distorted image captured using a camera with a fish-eye lens makes objects closer to its center look larger and those at the edge look smaller. In addition, obstacles, such as surrounding buildings, trees, and equipment, are included in images due to a wide FOV, and they cause errors during the cloud cover calculation. Therefore, for the production of sky images similar to human observation, obstacles in images were removed and distortion was corrected as pre-processing before cloud cover calculation in this study. The calculated ACOS cloud cover was compared with the nighttime cloud cover data of DROM, which were obtained through human observation performed during 1900–0600 LST in 2019. As ACOS was installed on the observation field of DROM, there was no difference in cloud cover caused by the distance between the observation points.

The RBR threshold is usually used for cloud cover calculation [7,18,23]. However, at night, the brightness of the R channel is high because of the long-wave radiation of the earth emitted from the ground [28,40]. Therefore, in this study, the brightness of R was corrected, and different RBR thresholds were set depending on the image characteristics using color space for luminance. It was found that the bias of ACOS and DROM was −0.28 tenths for all cases in 2019. RMSE was 1.78 tenths and the correlation coefficient was 0.91. In this instance, the frequency of the cases that exhibited differences of 0 tenths was 46.82% and that of the cases that exhibited differences of 2 tenths was 87.79%. As for seasons, in winter when clear weather generally continued, the bias was 0.04 tenths and the RMSE was 1.21 tenths. R was 0.96, which was the highest correlation value. In addition, the frequency of the cases that exhibited differences of 0 tenths was 59.27% and that of the cases that exhibited differences of 2 tenths was 94.86%, which was the highest frequency. In summer when the rainy season continued, on the other hand, there were large changes in cloud cover. The bias with the DROM human observation cloud cover was −0.46 tenths and the RMSE was 2.04 tenths. The correlation coefficient was 0.87, which was the lowest value. In this instance, the frequency of the cases that exhibited differences of 0 tenths was as low as 31.23%, but that of the cases that exhibited differences of 2 tenths was 82.17%, which showed a significant agreement. In summer and autumn when the daytime increases, there were large differences between the human observations of cloud cover and the calculated cloud cover in the sunrise and sunset images. Such differences must be improved in the future for continuous cloud cover calculation at night or during the day and night.

Cloud characteristics, such as cloud cover, cloud height, and cloud type, have been observed through the human eye and recorded in approximate numbers (in a rough manner) [30]. These data lack objectivity due to subjective judgement and also have low observational periodicity, even though they are highly useful for meteorological and climate research [2,6,9]. Moreover, there are shortcomings that are not observed in unmanned observatories, such as Automatic Weather System (AWS) and ASOS. At night, in particular, the observation method is different due to the absence of sunlight and continuous observation is difficult due to the nature of work, unlike during the daytime. Many
studies [23, 26, 35, 47, 48] conducted research on nighttime cloud cover detection using infrared (IR) sensors. In this case, however, economic efficiency for replacing humans is low because such sensors are relatively expensive. For this reason, equipment and cloud cover calculation algorithms based on relatively inexpensive digital cameras have been developed [17, 19, 49]. Nevertheless, studies on nighttime cloud cover are scarce. Further research on the development of cloud detection equipment and algorithms that can replace human observation is required.
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