Abstract. The paper focuses on portraying importance measures that are reasonably helpful in analyzing system reliability and its development. The presented measures concern coherent binary and multistate systems and help to distinguish the most influential elements of the system, which require more attention. Importance measures are presented for systems with known structure (e.g. parallel, series) and for repairable or nonrepairable components.
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1 Introduction

1.1 Preliminaries

Let’s consider a system\(^3\), a complex structure with specific functionality. Contemporary systems are characterized by their structural complexity. In the process of designing the system, the most important thing is its preparation for the implementation of the assumed goals. The mathematical model of the system is based on the set theory as the family of subsets of given set \( \mathbb{C} = \{c_1, \ldots, c_n\} \) having some properties. An example is technical devices whose design is dictated by the need to perform specific functions. The constructed system should function in a planned and predictable manner. This property is a requirement that should also be considered in the design and construction (fabrication) process. The goal is therefore to reduce the risk\(^4\) of a break in the planned operation of the system. Therefore, ensuring reliability and proper operation is of great importance in system analysis and management of its operation. One of the measures to assess the quality of a solution is system performance. Correct and expected operation gives the expected results - both in terms of size, time of achievement and costs (outlays) of receiving them. These expectations are achieved by ensuring reliable system operation. The performance of the system is therefore affected by the reliability of its components and its structure. At the same time, not only the reliability of the system depends on these factors. In the event of a failure, it is important to be able to localize the damage more easily and to remove it

\(^3\) System (in Ancient Greek: σύστημα – romanized: systema – a complex thing) – a set of interrelated elements realizing the assumed goals as a whole.

\(^4\) It is difficult to define risk in general. In short, when we think about risk, we mean the possibility of an unexpected loss caused by an unpredictable event or harmful behavior (human, machine, animal, nature). One can think about possibility of loss or injury. From the other side, the risk is the chance or probability that a person (a system) will be harmed or experience an adverse health (functioning) effect if exposed to a hazard. It may also apply to situations with property or equipment loss, or harmful effects on the environment. Therefore, we are talking about reducing ownership and loss as a result of a random event. Risk reduction means minimizing the chance of a loss occurring or limiting its size. In order to better understand the risk and possibilities of risk management, the task of measuring risk has been set. The task is not formulated so that its solution is universal. This allowed to determine the desired properties of such measures [3].
Therefore, it is obvious that not all elements have the same effect on the functioning of the system. To improve system reliability and readiness, as well as streamline maintenance and repair activities, the importance of system components should be explored for both reliability and maintenance - including diagnostics, maintenance and repairs. Without proper analysis, it is impossible to predict the significance of individual elements for these features. Individual elements may affect each of them to a different degree. There are known results on the evaluation of the weight of components on the reliability of the system. The introduced measures of significance of elements on reliability will be the basis for the introduction of diagnostic algorithms, about the possibility of which they wrote at the end of his seminal paper by Birnbaum (1968, 1969) (v. Barlow et al. (1975)). The indication of these algorithms is the subject of this study.

In order to determine the significance of the reliability of individual system components to the reliability of the whole system, measures are constructed that are sensitive to modifications in the system. This allows the rationalization of the structure and subsequent planning for optimal maintenance. The issues are complex due to the fact that it is necessary to take into account both the effective reliability of the constructed system and the cost of maintaining it in readiness in a given period. Profitability analysis is of great importance. It is natural to formulate the problem by defining the primary goal of minimizing the cost while guaranteeing the expected levels of reliability. With this approach, it is possible to define weights for the cost of individual elements in a given time horizon, while ensuring a certain level of security or readiness. This approach can be found at paper by Wu and Coolen (2013). At the same time, one should not forget about the other key goals and parameters in system analysis. Their inclusion in the balanced model is possible with the use of natural methods of analysis in the formulation of many criteria, based on elements of game theory.

We are trying to present the issue comprehensively, although there is currently no consistent approach on the way of determining the importance of elements in the system. This is because the loss of functionality of an element often does not clearly affect the system’s ability to perform tasks. This aspect is highlighted by numerous examples presented in the literature, which show a significant impact of the state of the environment in which the systems are operated (time of day, weather conditions, environmental pollution). In addition, attention should be paid to the cause-effect relationships of the work of the elements. We often deal with a sequential progression of damage and degradation of elements, which means that it is possible to propose a modeling method without the possibility of creating a universal model, the calibration of which allows for a proper description of the analyzed problem. The methodological limitations mentioned here mean that the proposed methods are a development of the problems that we mention, but we do not exclude that the approach may also enrich other analyzes based on other premises and conditions. In order to organize the methodology, we will use the systems classification, which will allow us to formulate assumptions. Wherever possible, we provide the source of inspiration (a description of an issue in which the proposed approach can be modeled, or we
cite sources in the literature that use an analogous model), although we realize that getting to the original formulation of a concept or approach does not have to be the best justification and motivation for the proposed approach.

1.2 Availability for planned tasks determines reliability.

We analyze the system (layout, structure) as one whole, carrying out a specific simple task. We consider systems that are made up of elements. The system is operational if it can accomplish the task for which it was created. With this formulation, we assume that the task execution time is infinitely short, so the possibility of failure in the course of the task can be neglected. The analysis of the role of the components in such a system comes down to the assessment of the impact of the reliability of a specific element on the reliability of the whole. For this category of tests, measures of the importance of elements will be helpful, which allow for the assessment (measure) of the improvement in the system reliability resulting from the improvement of the reliability of a given component. Such measures are useful in determining the components whose reliability should be improved to obtain the maximum improvement in system reliability. Examples of such measures can be found in the works Birnbaum et al. (1961), Birnbaum (1969), Natvig (1985), Boland et al. (1988).

We want, at this level of generality, to measure the weight of an element related to its place in the structure, and structure has a role when the system is intentionally designed. This analysis is also performed when the reliability of the components is unknown. Hence we say that we are looking for a measure of the significance of the structural element (structural importance measure).

The factor that we want to include in the analysis is not only the position, but also the reliability of the element. While still maintaining the assumption that the system takes an infinitely short time to complete a task, we introduce a measure of the element’s significance for reliability reasons (reliability importance measure).

If the time needed to perform the task cannot be omitted, or the tasks are repeated, and we know the reliability functions of the elements, the element significance measure should also take into account the changes in the reliability of elements over time. The inclusion of the reliability function in the element significance analysis can be performed in various ways: global, local or for a fixed time period (various lifetime importance measure).

The aspects presented relate to the readiness to perform the task, excluding the need for maintenance and repair, including the costs of these activities (cost of parts, repair and maintenance time, penalties for non-availability). In system maintenance tasks, in determining component importance, issues such as detecting damaged components at system shutdown are important. The element that should be checked in the first place (because it is most suspected of causing a failure) can be treated as important for the efficient conduct of maintenance or repair (v. e.g. Ping (2004)).
1.3 Raised the role of the element in failure.

At the time of failure (and not analysis during construction), the system analyzes the maintenance team. It can monitor the state of the system. He wants to find out what the elements meant for the observed state. To facilitate this analysis, we determine the posterior weights of the elements. Otherwise, in these considerations, the measure of importance of a component (group of components) in a given system is based on the quantification of the "role" of that component (group of components) in the failure of that system. Examples of such measures can be found in Fussell and Vesely (1972), Barlow and Proschan (1975), El-Neweihi et al. (1978), El-Neweihi and Sethuraman (1991) and Abouammoh et al. (1994). Defined measures (indices) of significance allow us to identify the components (groups) that are probably responsible for "causing" a system failure. Establishing these indexes, in turn, leads to an effective control and maintenance principle, as well as optimizing the storage of spare parts and optimal allocation of repairs to the appropriate maintenance technicians of the relevant system components.

The purpose of such research is to propose new importance measures for degrading components (v. Cao et al. (2019)). The motivation is based on Shapley value, which can provide answers about how important players are to the whole cooperative game and what payoff each player can reasonably expect. The proposed importance measure characterizes how a specific degrading component contributes to the degradation of system reliability by using Shapley value. Degradation models are also introduced to assess the reliability of degrading components. The reliability of system consisting independent degrading components is obtained by using structure functions, while reliability of system comprising correlated degrading components is evaluated with a multivariate distribution. The ranking of degrading components according to this importance measure depends on the degradation parameters of components, system structure and parameters characterizing the association of components. A reliability degradation of engineering systems and equipment are often attributed to the degradation of a particular or set of components that are characterized by degrading features. This approach reflects the responsibility of each degrading component for the deterioration of system reliability. The results are also able to give timely feedback of the expected contribution of each degrading component to system reliability degradation.

1.4 General systems classification

The systems can be split into two categories:

(i) Binary systems (BS)
(ii) Multistate systems (MSS)

A binary system (i) is a system comprised of $n$ elements. It has precisely two states: 0 - when the system is failed and 1 - when the system is functioning. However, term "binary" pertains to the components of the system that define
it. In this case components may be in only one of two states 1 - when the component is functioning perfectly and 0 - when the element is absolutely damaged. Nevertheless, binary systems not always meet the real life problems. Frequently we have to reckon with elements that undergo only partial failure, but do not cease to perform their operation and do not cause the entire system to cease function. This is the case of the multistate systems (ii) with the same properties as (i) beside states of components. Binary systems are discussed in chapter 2, while the discussion of multistate systems are moved to next paper.

There are three main classes of importance measures (v. Birnbaum(1969), Amrutkar and Kamalja(2017))

(i) Reliability importance measure  
(ii) Structural importance measure  
(iii) Lifetime importance measure  
(iv) Failure and its recovery costs importance measure

Reliability importance measure (i) focuses on the change in the reliability of the system due to reliability change of the particular component. The measure is evaluated with respect to the specific finite period of time and depends on the components reliability and on the system structure. Nonetheless, if reliability of the components are unknown, then we consider the case of the structural importance measure (ii). To apply it we are obligated to know the structure of the system. Hence, this measure indicates importance of the system by checking significance of the positions occupied by individual components. The lifetime importance measure (iii) depends on the lifetime distribution of component and also on component position in the system. This measure can be divided into two categories with respect to being the function of time: Time Independent Lifetime importance and Time Dependent Lifetime importance. Lastly but not least, the cost of failure and its recovery importance measure (iv) depends on the lifetime distribution of component, its position in the system and loss related to non-availability of the system, diagnosis and repair. It is a new look at the importance of the components of a complex system. The analysis and significance measure proposed in this paper is based on the possibility of observing the components and a rational system maintenance policy, which consists in stopping the system for maintenance and repairs at a time when it pays off to a sufficient number of components. The details are based on a cooperative analysis of costs and losses in the operation of such a system (v. the section 2.7, Szajowski and Yasuda (1997)).

1.5 Review of importance measure concepts

Since Birnbaum(1968, 1969) the importance measures were investigated and extended in various directions (v. Amrutkar and Kamalja(2017)). Ramamurthy(1990) shows the relation of these idea to the research on the cooperative games. These relationships can be helpful in determining the importance of elements for the reliability of the system and at the same time a role in the possibility of efficient
diagnosis in the event of a failure, as well as in determining the rules of procedure for removing a failure. Removing the failure causes that the features of the element and the repaired module are restored. However, it should be remembered that the method of repair and the quality of the elements used reproduce the original features to varying degrees (v. e.g. Navarro et al. 2019). This has an impact on further operation, diagnosis and maintenance (uplift). Rules are easier to set when they are associated with objective measures of the features of components, modules and the system. Analysis of significance measures in the context of repairs helps to understand such relationships. Let us therefore establish these relationships (v. Do and Berenguer 2020).

**Definition 1 (The structure).** For a non-empty and finite set $N$\(^5\), we denote by $P$ the family of subsets $N$ having the following properties

1. $\emptyset \in P$;
2. $N \in P$;
3. $S \subseteq T \subseteq N$ and $S \in P$ imply $T \in P$.

The family $P$ is called structure.

This basic structure has been studied in many areas under a variety of names. The monograph by Ramamurthy 1990 unified the definitions and concepts in two main fields of application, that is cooperative game theory (simple games) (v. Appendix B, Chapt. 10 in Tijs 2003) and reliability theory (semi-coherent and coherent structures, v. Esary and Proschan 1963, Barlow and Wu 1978, Ohi 2010).

In reliability theory, consider the set $N = \{1, 2, \ldots, n\}$ of components with which a system $g$ has been built. The state of the system as well as any component can either be 0 (a failed state) or 1 (a functioning state). The knowledge of the system is represented by the knowledge of the structure function of the system which is defined as a switching function (boolean) $g : \{0, 1\}^n \to \{0, 1\}$ of $n$ variables (or $n$ dimensional vector $\vec{x}$)\(^6\). The structure function $g$ (simply the structure $g$) is called semi-coherent if

1. $g$ is monotone, i.e. $\vec{x} \preceq \vec{y}$ implies $g(\vec{x}) \leq g(\vec{y})$;
2. $g(\vec{0}) = 0$ and $g(\vec{1}) = 1$.

The semi-coherent structure can be called coherent when all its elements are significant. A subset $A \subseteq N$ is called a path set of $g$, if $g(\vec{1}^A, \vec{0}^{N\setminus A}) = 1$, i.e. the system is working if the items forming the set $A$ [resp. $N \setminus A$] are working [resp. failed]. Similarly, $A \subseteq N$ is called a cut set of $g$, if $g(\vec{0}^A, \vec{1}^{N\setminus A}) = 0$. Obviously, the assemblage of path [cut] sets of a semi-coherent structure $g$ satisfies the three properties of the basic structure mentioned at the beginning.

\(^5\) The list of symbols and abbreviations used in the work has been collected in the section abbreviation on page ??.

\(^6\) With the same symbol, we denote the system and the analytical description of the system using the structure function wherever it does not lead to misunderstandings.
1.6 Cooperative games vs. semi-coherent systems

[30, Sec. 2] indicates the correspondence between the terminology of cooperative game theory and reliability by means of a list of equivalent notions: player or component; simple game or semi-coherent structure; characteristic function or structure function; winning [blocking] coalition or path [cut] set; minimal winning [blocking] coalition or minimal path [cut] set. The review of the various types of simple games and semi-coherent structures encountered in the literature are mentioned there. The most interesting is [30, Ch. 3], where detailed study of the problem of assessing the importance [power] of components [players] comprising the system [game] is described. The emphasis is on the probabilistic approach to the quantification of relative importance.

2 Binary systems

2.1 Preliminary remarks

Importance measures are helpful in deciding on the development of which element to emphasize in order to improve the functioning of the system, through indicating those more meaningful. A system yield function was a concept of a general measure of importance, firstly introduced by Birnbaum(1968). His idea take into account the structure of the system only. Further, the research on the topic went in various direction (cf. Xie(1987)).

New variants of importance measures can be found in Dui et al.(2017), Wu and Coolen(2013), Dutuit and Rauzy(2015). Importance measures have been widely used as important decision-aiding indicators in various purposes such as reliability studies, risk analysis and maintenance optimization. A novel time-dependent importance measure for systems composed of multiple non repairable components is proposed by Do and Bérenguer (2020). The proposed importance measure of a component (module of components) is defined as its ability to improve the system reliability during a mission given the current conditions (states or degradation levels) of its components. To take into account economic aspects, like e.g. maintenance costs, economic dependence between components and the cost benefit thanks to maintenance operations, an extension of the proposed importance measure is then investigated. Thanks to these proposed importance measures, the component (group of components) can be rationally selected for preventive maintenance regarding to the reliability criteria or the financial issues. The new treatment of the mentioned topic is the subject of the section 2.7.

2.2 Coherence and system structure

In this paper, we will consider coherent structures, i.e. that are nondecreasing functions. We call these structures monotonic. We will not consider structures whose state does not depend on the states of their elements.
Definition 2. The structure $\phi$ is called semi-coherent if for states $\vec{x}$ and $\vec{y}$, such that $\vec{x} \leq \vec{y}$ implies
$$\phi(\vec{x}) \leq \phi(\vec{y}),$$
and coherent if additionally it complies with $\phi(\vec{1}) = 1$ and $\phi(\vec{0}) = 0$.

In multi-component system to classify a structure as coherent, we have to introduce more notation and some properties [11], [10]. Thus, at the very beginning we assume that $n$ components comprise the system, denoted by $\vec{c} = (c_1, c_2, \ldots, c_n)$. Of the two available states (S)- failed (F) or functioning (working W) - each component can only have one, what can be defined by a binary indicator variable $x_i = I_W(c_i), c_i \in \{F, W\}$ for every $i = 1, 2, \ldots, n$. In other words, it is a state vector (vector of component states) $\vec{x} = (x_1, x_2, \ldots, x_n)$.

The comparison of the state vectors can be described with following notation [10] based on the component states for $i = 1, 2, \ldots, n$:
$$\vec{x} = \vec{y} \quad \text{if} \quad y_i = x_i,$$
$$\vec{x} \leq \vec{y} \quad \text{if} \quad x_i \geq y_i,$$
$$\vec{x} < \vec{y} \quad \text{if} \quad \vec{x} \leq \vec{y} \quad \text{and} \quad \vec{x} \neq \vec{y}.$$

Moreover, we assume that a system composed of $n$ elements whose states are binary also has only two states possible - failed or functioning. Let $\phi : \{0, 1\}^n \rightarrow \{0, 1\}$ be the structure function. If inequality $x_i \leq y_i$ for $i = 1, \ldots, n$ fulfills conditions from the definition 2 and the structure is monotonic and irreducible, then the structure function $\phi$ is called coherent.

The structure function $\phi$ for every $j = 1, 2, \ldots, n$ may be presented in the manner of
$$\phi(\vec{x}) = x_j \cdot \delta_j(\vec{x}) + \mu_j(\vec{x}) \quad (1)$$

where
$$\delta_j(\vec{x}) = \phi(1, \vec{x}_{-j}) - \phi(0, \vec{x}_{-j}) \quad (2)$$
$$\mu_j(\vec{x}) = \phi(0, \vec{x}_{-j}). \quad (3)$$

Hence, the component $c_j$ with the state $x_j$ does not influence $\delta_j(\vec{x})$ and $\mu_j(\vec{x})$.

2.3 Reliability importance.

If for $i = 1, \ldots, n$ we consider independent elements $X_i$, then the system reliability is defined as a function of reliability of its components, which is equal to the probability that the whole system will keep functioning. Let assume the coherent system with a vector $\vec{p} = (p_1, \ldots, p_n)$ of the components reliabilities, and in that case the reliability function is expressed as
$$h(\vec{p}) = P\{\omega : \phi(\overline{X}(\omega)) = 1|\vec{p}\} = E[\phi(\overline{X})|\vec{p}], \quad (4)$$
where \( h(\overrightarrow{p}) \) is the reliability of the structure \( \phi \) as the function of the reliability of their components. From equations (1) and (4) we have

\[
h(\overrightarrow{p}) = p_i \cdot E[\delta_i(X)] + E[\mu_i(X)]
\]  

for every \( i = 1, \ldots, n \) and from (1) and (5) we obtain the reliability importance of the component \( c_i \) in the system \( \phi \)

\[
I_\phi(i; \overrightarrow{p}) = I_h(i; \overrightarrow{p}) = D_{p_i} h(\overrightarrow{p}) = \frac{\partial h(\overrightarrow{p})}{\partial p_i} = \frac{\partial h(\overrightarrow{p})}{\partial p_i} = E[\delta_i(X)]
\]  

which was first introduced by Birnbaum (1969). These importance measures are known as a vector \( \vec{B}(\overrightarrow{p}) \) having coordinates

\[
B(i; \overrightarrow{p}) = D_{p_i} h(\overrightarrow{p}) = D_{1-p_i} (1 - h(\overrightarrow{p})), \quad i = 1, 2, \ldots, n,
\]

where \( B(i; \overrightarrow{p}) \) is \( \overrightarrow{p} \) dependent. If reliabilities \( \overrightarrow{p} \) are unknown, we obtain the structural importance, defined as

\[
B(i; \overrightarrow{p}) = I_\phi(i; \overrightarrow{p}) = D_{p_i} h(\overrightarrow{p}) \bigg|_{p_1=\ldots=p_n=\frac{1}{2}}, \quad i = 1, 2, \ldots, n
\]

what will be discussed in section 2.6. The reliability importance (v. \([10]\)) of a component \( c_i \) is defined as

\[
I_\phi(i; r; \overrightarrow{p}) = P\{\phi(\overrightarrow{X}) = r|X_i = r; \overrightarrow{p}\} - P\{\phi(\overrightarrow{X}) = r|\overrightarrow{p}\},
\]

\[
= P\{\phi(\overrightarrow{X}) = r|(r, \overrightarrow{p}-i)\} - P\{\phi(\overrightarrow{X}) = r|\overrightarrow{p}\},
\]

for the functioning of the structure \( \phi \) with \( r = 1 \), while for the failure of the structure \( \phi \) with \( r = 0 \). Hence, the compound reliability importance of the component \( c_i \) for the structure \( \phi \) is

\[
I_\phi(i; \overrightarrow{p}) = I_\phi(i, 1; \overrightarrow{p}) + I_\phi(i, 0; \overrightarrow{p}),
\]

what is exactly equal to

\[
I_\phi(i; \overrightarrow{p}) = \frac{\partial h(\overrightarrow{p})}{\partial p_i} = E[\delta_i(X)]
\]  

We can easily get (10) from (9)

\[
I_\phi(i; \overrightarrow{p}) = I_\phi(i, 1; \overrightarrow{p}) + I_\phi(i, 0; \overrightarrow{p})
\]

\[
= P\{\phi(\overrightarrow{X}) = 1|X_i = 1; \overrightarrow{p}\} - P\{\phi(\overrightarrow{X}) = 1; \overrightarrow{p}\}
\]

\[
+ P\{\phi(\overrightarrow{X}) = 0|X_i = 0; \overrightarrow{p}\} - P\{\phi(\overrightarrow{X}) = 0; \overrightarrow{p}\}
\]

\[
= P\{\phi(\overrightarrow{X}) = 1|X_i = 1; \overrightarrow{p}\} - (1 - P\{\phi(\overrightarrow{X}) = 0|X_i = 0; \overrightarrow{p}\})
\]

\[
= P\{\phi(\overrightarrow{X}) = 1|X_i = 1; \overrightarrow{p}\} - P\{\phi(\overrightarrow{X}) = 1|X_i = 0; \overrightarrow{p}\}.
\]
Hence, the equivalent definition of the reliability importance \[43\] is

\[
I_h(i; \vec{p}) = h(1, \vec{p}_{-i}) - h(0, \vec{p}_{-i}) = E[\phi(1_i, \vec{X}) - \phi(0_i, \vec{X})] = E\delta_i(\vec{X}). \tag{11}
\]

For the coherent system, the reliability of each element and the reliability importance belongs to the interval \((0, 1)\). From (11) we obtain

\[
I_h(i; \vec{p}) = P\{\phi(1_i, \vec{X}) - \phi(0_i, \vec{X}) = 1\}. \tag{12}
\]

From equations (11) and (12) we conclude that \(I_h(i)\) can be interpreted as the probability that a system has a state, in which it is spoiled due to the \(i\)-th element being out of order.

**Example 1 (Birnbaum reliability importance - series).** Let us consider the series structure presented in Fig. 1 composed of three independent components, where each component \(c_1, c_2, c_3\) has a corresponding reliability \(\vec{p} = (0.95, 0.99, 0.96)\).

\[
\begin{array}{ccc}
    c_1 & c_2 & c_3 \\
\end{array}
\]

*Fig. 1. Series structure*

Then, at any time \(t\) the system reliability is equal to \(h(\vec{p}) = \prod_{i=1}^{3} p_i = 0.90288\) and the Birnbaum reliability importance (7) for components \(c_1, c_2, c_3\) is

\[
(B(1|\vec{p}), B(2|\vec{p}), B(3|\vec{p})) = \left( \prod_{i=1, i \neq 1}^{3} p_i, \prod_{i=1, i \neq 2}^{3} p_i, \prod_{i=1, i \neq 3}^{3} p_i \right) = (0.9504, 0.912, 0.9405).
\]

In the series system we may see that the component having the smallest reliability is the most meaningful for the system.

**Example 2 (Birnbaum reliability importance - parallel).** Let us consider the parallel structure presented in Fig. 2 composed of three independent components

\[
\begin{array}{c}
    c_1 \\
    \downarrow \\
    c_2 \\
    \downarrow \\
    c_3 \\
\end{array}
\]

*Fig. 2. Parallel structure.*
where components $c_1, c_2, c_3$ have the same reliabilities like in Example 2. Then, the system reliability at time $t$ is equal to

$$h(p) = \prod_{i=1}^{3} p_i = 1 - \prod_{i=1}^{3} (1 - p_i) = 0.99998$$

and the Birnbaum reliability importance (7) for components $c_1, c_2, c_3$ is

$$(B(1|p), B(2|p), B(3|p)) = \left( \prod_{i \neq 1} (1 - p_i), \prod_{i \neq 2} (1 - p_i), \prod_{i \neq 3} (1 - p_i) \right)$$

$$= (0.0004, 0.002, 0.0005).$$

In the parallel system we may see that the component having the greatest reliability is the most relevant for the system.

2.4 Lifetime importance measure.

If $n$ components comprise the system, then we assume that for $t \geq 0$ and $i = 1, 2, ..., n$ a stochastic process $X_i(\omega, t)$ defines the $i$-th component’s state with $X_i(\omega, t)$ equal to 0 or 1, reliant on failure or functioning of the system at moment $t$, respectively. Let $\xi_i(\omega) = \inf \left\{ t \in \mathbb{R}^+ : X_i(\omega, t) = 0 \right\}$—the life time of $i$th element and denote $Q_i(s) = P\{\omega; \xi_i(\omega) \geq s\}$. Assuming continuous life distribution of the $i$-th component $Q_i(t) = P\{\omega : X_i(\omega, t) = 1\}$ and the structure $\phi$, at each moment $t$ there is defined the reliability of the structure by the adequate function $h(Q(t))$ (see (4)). Based on these denotation we have the process of system states $X(\omega, t) = \phi(X(\omega, t))$ and the system’s reliability function $Q(t)$ can be derived. Hence,

$$Q(t) = h(Q(t)) = h(Q_1(t), Q_2(t), \ldots, Q_n(t))$$

$$= P\{\omega : \phi(X(\omega, t)) = 1\} = E[\phi(X(\omega, t))].$$

Let us calculate the density function $f(t) = -Q'(t) = -q(t)$ of the survival time distribution of the structure with the structure function $h$.

$$f(t) = -\frac{d}{dt} Q(t) \overset{(13)}{=} -\left\langle \nabla h(Q(t)), \vec{q}(t) \right\rangle$$

$$= -\left\langle \nabla h(Q(t)), \vec{q}(t) \right\rangle = -\left\langle E[\delta(X)], \vec{q}(t) \right\rangle.$$

First, Birnbaum in 1968 introduced importance measures for fixed function of time $t$, while Barlow and Proschan in 1975 freed the measure from the time-dependence. They proposed probability that the system and $i$-th component failures coincide, which means that the $i$-th component impaired the system.
**Fact 1** For \( i = 1, 2, \ldots, n \) let the \( i \)-th component have a distribution \( F_i \), reliability \( Q_i \) and density \( f_i \). Then, the probability that system failure occurred at time \( t \) and was caused by a component \( i \) is defined as

\[
\frac{f_i(t) \cdot [h(1, \overrightarrow{Q}_{-i}(t)) - h(0, \overrightarrow{Q}_{-i}(t))]}{\left\langle \nabla h(\overrightarrow{Q}(t)), \overrightarrow{f}(t) \right\rangle} = \frac{f_i(t) \cdot I_h(i; \overrightarrow{Q}(t))}{\sum_{k=1}^{n} f_k(t) \cdot I_h(k; \overrightarrow{Q}(t))}.
\]  

(16)

**Proof.** The probability of the system functioning at time \( t \) if the \( i \)-th element is functioning and that the system is not functioning at time \( t \) if the \( i \)-th element is not functioning is

\[
P[\phi(1, \overrightarrow{X}_{-i}(t)) - \phi(0, \overrightarrow{X}_{-i}(t)) = 1] = h(1, \overrightarrow{Q}_{-i}(t)) - h(0, \overrightarrow{Q}_{-i}(t))
= I_h(i; \overrightarrow{Q}(t)).
\]  

(17)

Therefore, the numerator in (16) multiplied by \( dt \) represents the probability that in the interval \([t, t + dt]\) the \( i \)-th component led to the failure of the system and the denominator multiplied by \( dt \) stands for the probability that the system failed in the given interval \([5]\).

**Fact 2** In consequence of equation (17), the probability of \( i \) causing the system failure in time interval \([0, t]\), while the system failure occurs in the same period of time \([0, t]\) is

\[
\frac{\int_{0}^{t} I_h(i; \overrightarrow{Q}(u))dF_i(u)}{\sum_{k=1}^{n} \int_{0}^{t} I_h(k; \overrightarrow{Q}(u))dF_k(t)} = \frac{\int_{0}^{t} [h(1, \overrightarrow{Q}_{-i}(u)) - h(0, \overrightarrow{Q}_{-i}(u))]dF_i(u)}{\sum_{k=1}^{n} \int_{0}^{t} [h(1, \overrightarrow{Q}_{-k}(u)) - h(0, \overrightarrow{Q}_{-k}(u))]dF_k(u)}.
\]  

(18)

When in equation (18) \( t \to \infty \), then it is a probability of \( i \) leading the system to the total failure. In this regard, the denominator is equal to 1. We assume that this limit is a definition of component importance.

**Definition 3.** As a consequence of (18), the probability of \( i \) causing the system failure is denoted as

\[
I_h(i; \overrightarrow{Q}) = \int_{0}^{\infty} [h(1, \overrightarrow{Q}(t)) - h(0, \overrightarrow{Q}(t)(t))]dF_i(t)
\]  

(19)

where \( I_h(i; \overrightarrow{Q}) \) is precisely the lifetime importance measure of the \( i \)-th component.

**Fact 3** Importance measure properties

1. \( I_h(i; \overrightarrow{Q}) \in [0, 1] \)
2. \( I_h(i; \overrightarrow{Q}) \in (0, 1) \) if \( n \geq 2 \)
3. \( \sum_{i=1}^{n} I_h(i; \overrightarrow{Q}) = 1 \)
However, Birnbaum in 1969 extended reliability importance of components, he was not able to free measure from time dependence though. Probability distribution \( F_i(t) = P\{\xi_i \leq t\} \) was considered with assumption of each \( i \)-th component having a life length \( \xi_i \) [10]. Therefore, using this assumption and those from the beginning of this section, we have the lifetime importance measure given by

\[
I_{i}(t) = P\{\phi(1, \overrightarrow{X}_{-i}(t)) - \phi(0, \overrightarrow{X}_{-i}(t)) = 1\} = h(1, \overrightarrow{Q}_{-i}(t)) - h(0, \overrightarrow{Q}_{-i}(t)),
\]

what describes probability at time \( t \) that the system is in the state \( t \) in which the \( i \)-th component is crucial for the system. If the \( i \)-th component is series or parallel to the system, then it has a corresponding formula to the structural importance case [41].

### 2.5 Module importance

Multi-component and coherent system may be partitioned into modules, which in other words are sub-systems consisting of different components. As Birnbaum [10] proposed, a module importance for fixed time with coherent structure \( \phi \) is expressed by

\[
\phi(x) = \phi(x_1, x_2, ..., x_n) = x_1 \cdot \delta_{x_1}(\phi; x) + \mu_{x_1} \cdot (\phi; x)
\]

and coherent structure \( \Psi(y) \) denoted as

\[
\Psi(y) = \Psi(y_1, y_2, ..., y_m),
\]

we may achieve the structure \( \chi \), if in \( \phi(x) \) an element \( x_1 \) is substituted by the coherent module \( \Psi(y) \):

\[
\chi(y_1, ..., y_m, x_2, ..., x_n) = \phi[\Psi(y_1, ..., y_m), x_2, ..., x_n] = \phi[\Psi_1(y), x] = \Psi(y) \cdot \delta_{x_1}(\phi; x) + \mu_{x_1} \cdot (\phi; x).
\]

From (25) we deduce that

\[
\delta_{x_1}(\chi; y_1, ..., y_m, x_2, ..., x_n) = \delta_{x_1}(\phi; x) \cdot (\Psi(1, y) - \Psi(0, y)) = \delta_{y_1}(\Psi; y) \cdot \delta_{x_1}(\phi; x).
\]

If we base on equations (10) and (26), then we obtain the importance of a module defined as

\[
I_{y_1}(\chi; y_1, ..., y_m, x_2, ..., x_n) = I_{x_1}(\phi; x) \cdot I_{y_1}(\Psi; y).
\]

For the system \( \chi \) we may derive the importance of every component comprising the module \( \Psi \) by repeating the procedure of substituting modules for components till none is left [10].

Different definition of module importance of the coherent system was proposed by Barlow and Proschan in [5] (cf. [8]).
Definition 4. For $n$ components let introduce a structure $\phi$ that is coherent, subset of $1, 2, \ldots, n$ given by $M$ and its complement $M^C$, and coherent system $\chi$ comprised of components in $M$. Then, the module $(M, \chi)$ of the coherent system $\phi$ is defined as

$$\phi(x) = \Psi[\chi(x^M), x^{M^C}], \quad (28)$$

where $x^{M^C}$ is a complement of a subset $M$.

The module importance $I_h(M)$ is the probability of the module causing system failure.

Theorem 4. If $i \in M$ and $f$ denotes module’s reliability function, then

$$I_h(i) = \int_{0}^{\infty} [h(1^M, \bar{F}(t)) - h(0^M, \bar{F}(t))] \cdot [f(1_i, \bar{F}(t)) - f(0_i, \bar{F}(t))] d\bar{F}_i(t) \quad (29)$$

and

$$I_h(M) = \sum_{i \in M} I_h(i) \quad (30)$$

Proof. (29) Probability of functioning of the system at time $t$, if and only if the module functions firmly, is represented by

$$h(1^M, \bar{F}(t)) - h(0^M, \bar{F}(t)) = P[\phi(1^M, X(t)) - \phi(0^M, X(t)) = 1],$$

while the probability of module functioning at time $t$, if and only if the component $i$ functions, is denoted as

$$f(1_i, \bar{F}(t)) - f(0_i, \bar{F}(t)) = P[\chi(1_i, X(t)) - \chi(0_i, X(t)) = 1],$$

In the system with modules, component $i$ may only cause system failure through module failure, hence

$$\sum_{i \in M} I_h(i) = \int_{0}^{\infty} [h(1^M, \bar{F}(t)) - h(0^M, \bar{F}(t))] \cdot \sum_{i \in M} [f(1_i, \bar{F}(t)) - f(0_i, \bar{F}(t))] dF_i(t) =$$

$$= - \int_{0}^{\infty} [h(1^M, \bar{F}(t)) - h(0^M, \bar{F}(t))] \frac{dF(t)}{dt} dt = I_h(M)$$

Note 1. Definition of the module importance proposed by Birnbaum is slightly different from the one introduced by Barlow and Proschan. In Birnbaum’s definition importance of the module’s component is equal to the component’s importance for the module multiplied by the importance of the module for the system. This is not consistent with Barlow and Proschan definition due to the fact that for each $x$ expression $r(x) = s(x) \cdot u(x)$ doesn’t imply

$$\int_{a}^{b} r(x) dx = \int_{a}^{b} s(x) dx \cdot \int_{a}^{b} u(x) dx.$$
Lemma 1. If a component $i$ is serial to the system, then the importance $I_h(i)$ increases in $F_i(t)$ and $\bar{F}_j(t)$ when $i \neq j$. Otherwise, if component $i$ is parallel to the system, then the importance $I_h(i)$ decreases.

Proof. With assumption that component $i$ is serial to the system, we obtain

$$I_h(i) = \int_0^\infty h(1, \bar{F}(t))dF_i(t),$$

while $h(0, \bar{F}(t)) = 0$ due to the hypothesis. Since $h(1, p)$ increases in each $p$, $I_h(i)$ increases in $\bar{F}_j(t)$, if $i \neq j$. Moreover, $h(1, \bar{F}(t))$ decreases in $t$, therefore $I_h(i)$ increases in $F_i(t)$.

Lemma 2. If component $i$ is serial or parallel to the system and all components have the same distribution $F$, then for $i \neq j$ we obtain $I_h(i) \geq I_h(j)$.

Proof. If we assume that $i$ is serial to the system and use the fact that components are stochastically alike, $I_h(k)$ may be treated as the permutations’ proportion from $1$ to $n$ corresponding to the failure of the system by cause of $k$. Hence, computation of $I_h(k)$ proceeds with the interchange of $j$ and $i$ in each permutation. This calculation method shows that the number of permutations, in which the failure is caused by $i$, is not smaller than the number of permutations in which the failure is caused by $j$.

By using lemmas 1 and 2 we may introduce the following theorem 5.

Theorem 5. If we assume that the $i$-th component is serial or parallel to the system and $t \geq 0$, $j \neq i$, then the true is $F_j(t) \leq F_i(t)$ and $I_h(j) \leq I_h(i)$.

2.6 Structural importance

At times we have to face the situation when information about component reliabilities are missing. In that case we have to consider the impact of various components to the system. And so, we define the structural importance.

Measure introduced by Birnbaum [10] requires specifying structure function equalities (1), (2), (3).

Definition 5. a) A component $c_i$ is indispensable for the $\phi$ structure at the vector of states $x$ when

$$\phi(1_j, x) - \phi(0_j, x) = \delta_j(x) = 1 \quad (31)$$

b) A component $c_i$ is indispensable at the vector of states $x$ for the functioning of the structure $\phi$ when

$$(1 - x_j) \cdot \delta_j(x) = 1 \quad (32)$$

c) A component $c_i$ is indispensable at the vector of states $x$ for the failure of the structure $\phi$ when

$$x_j \cdot \delta_j(x) = 1 \quad (33)$$
To clarify, if $c_i$ is indispensable at the state vector $x$, then it is equally indispensable for both functioning or failure, when coordinates of the state vector $x$ equal to 0 or 1.

Hence, the structural importance of a component $c_i$ for the functioning of $\phi$ is defined as

$$I_{\phi}(j,1) = 2^{-n} \sum_{x} (1-x_j) \cdot \delta_j(x),$$

(34)

where the sum covers all $2^n$ unit cube’s vertices. The structural importance of a component $c_i$ for failure of structure $\phi$ is defined as

$$I_{\phi}(j,0) = 2^{-n} \sum_{x} x_j \cdot \delta_j(x)$$

(35)

and the structural importance of a component $c_i$ for the structure $\phi$ is defined as

$$I_{\phi}(j) = I_{\phi}(j,1) + I_{\phi}(j,0) = \sum_{x} \delta_j(x).$$

(36)

To conclude, if a component $c_i$ is indispensable at the state vector $\vec{p}$ for functioning of structure $\phi$, then the component $c_i$ is indispensable at $(1, \vec{p}_i - j)$ for failure, meanwhile, if a component $c_i$ is indispensable at the state vector $x$ for failure of structure $\phi$, then the component $c_i$ is indispensable at $(0, \vec{p}_i - j)$ for functioning. Due to communication between vertices at which $c_i$ is responsible for failure or functioning, the number of each type of vertices is the same. Hence, from equalities (34), (35) and (36) follows

$$I_{\phi}(j,1) = I_{\phi}(j,0) = \frac{1}{2} I_{\phi}(j).$$

(37)

From (37) we deduce that there is no purpose dividing the structural importance into the one for failure and the one for functioning, unlike the reliability importance.

When we consider continuous life distribution of components, we shall use the structural importance measure introduced by Barlow and Proschan. The importance of component $c_i$ proposed in fact 1 with assumption that all components have the same life distribution $F_1 = F_2 = ... = F_n$, then in structure $\phi$, such an importance becomes the structural importance of component $c_i$ denoted as $I_{\phi}(i)$. By substituting $p$ for $\bar{F}_i(t)$ for $i = 1, ..., n$, we obtain

$$I_{\phi}(i) = \int_0^1 [h(1_i, p) - h(0_i, p)]dp,$$

(38)

where vector $(1, \vec{p}_i - i)$ has 1 in the $i$-th position and $p$ everywhere else i.e. $\vec{p}_i - i = \vec{p} - i$.

To compute the structural importance presented by Barlow and Proschan (1975), first we need to introduce some definitions.
Definition 6. 

a) A set of elements that allow proper operating of the system is called a path set. If the path set is irreducible, then it is called a minimal path set.

b) At the same time, a set of elements that can by their own effect failure of the system is called a cut set. If the cut set is irreducible, then it is called a minimal cut set.

c) A vector \((1, x)\), which fulfills conditions of \(\phi(0, x) = 0\) and \(\phi(1, x) = 1\), is called a critical path vector for the \(i\)-th component. Hence, for the \(i\)-th component a critical path set is denoted as

\[\{i\} \cup \{j \mid x_j = 1, i \neq j\}.\]

It means that functioning of the system or its failure is determined by a component \(c_i\). A critical path vector for a component \(c_i\) with size \(r\) can be presented as

\[1 + \sum_{i \neq j} x_j = r, \quad r = 1, 2, ..., n.\]

Therefrom, we may introduce a number of critical path vector \(n_r(i)\) for \(i\)-th component of size \(r\) specified as

\[n_r(i) = \sum_{\Sigma_{i \neq j} x_j = r-1} [\phi(1, x_{\bar{j}}) - \phi(0, x_{\bar{j}})].\]

Hence, the structural importance \(I_\phi(i)\) may be expressed as the number of critical path vectors \(n_r(i)\).

Theorem 6.

\[I_\phi(i) = \sum_{r=1}^{n} n_r(i) \cdot \frac{(n-r)!(r-1)!}{n!}\]

(39)

Proof. If we merge equations (38) and (39), we obtain

\[I_\phi(i) = \int_0^1 [h(1, p) - h(0, p)] dp = \]

\[= \int_0^1 \left[ \sum_x [\phi(1, x) - \phi(0, x)] \cdot p^{\sum_{j \neq i} x_j} \cdot (1-p)^{n-1-\sum_{j \neq i} x_j} \right] dp = \]

\[= \int_0^1 \sum_{r=1}^{n} n_r(i) \cdot p^{r-1} (1-p)^{n-r} dp = \sum_{r=1}^{n} n_r(i) \cdot \frac{(n-r)!(r-1)!}{n!}.\]

(42)

Equation (39) can be expressed as

\[I_\phi(i) = \frac{1}{n} \sum_{r=1}^{n} n_r(i)^{(n-1)}_{(r-1)}^{-1},\]

(43)
where the numerator \( n_r(i) \) stands for the critical path vectors with size \( r \) and the denominator stands for the number of results with precisely \( r - 1 \) components functioning among the exactly \( n - 1 \) components, without component \( i \). It means that the \( i \)-th component’s structural importance is in other words the average probability that for the \( i \)-th component the vector is the critical path vector.

Expression (42) can be also translated into

\[
I_{\phi}(i) = \int_0^1 \left[ \sum_{r=1}^{n} n_r(i) \cdot \binom{n-1}{r-1}^{-1} \cdot \binom{n-1}{r-1} \cdot (1-p)^{n-r} \cdot p^{r-1} \right] dp \tag{44}
\]

where \( \binom{n-1}{r-1} \cdot (1-p)^{n-r} \cdot p^{r-1} \) is the probability that \( r - 1 \) among \( n - 1 \) elements, omitting the \( i \)-th one, function. Furthermore, \( n_r(i) \cdot \binom{n-1}{r-1}^{-1} \) is the probability that functioning components \( i \) and \( r - 1 \) comprise the critical path set for the component \( i \). Hence, equation (44) stands for the probability of \( i \) causing the system failure. Integrating it over \( p \) means that the component reliability \( p \) has a uniform distribution \( p \sim U(0,1) \).

If we compare Barlow and Proschan structural importance

\[
I_{\phi}(i; \bar{p}) = \int_0^1 [h(1, \bar{p}_{-i}) - h(0, \bar{p}_{-i})] dp, \tag{45}
\]

with Birnbaum structural importance

\[
B(i; \bar{p}) = I_{\phi}(i; \bar{p}) = \frac{\partial h(p)}{\partial p_i} \bigg|_{p_1=\ldots=p_n=\frac{1}{n}} = h(1, \bar{p}_{-i}) - h(0, \bar{p}_{-i}) \tag{46}
\]

we see that Birnbaum sets \( p = \frac{1}{n} \) in order to compute the difference \( h(1, \bar{p}_{-i}) - h(0, \bar{p}_{-i}) \), while Barlow and Proschan compute this difference for \( p \in [0,1] \).

Moreover, from equation (46) we can deduce that

\[
B(i; \bar{p}) = I_{\phi}(i; \bar{p}) = \sum_{x} \frac{1}{2^{n-1}} \cdot [\phi(1, \bar{p}_{-i}) - \phi(0, \bar{p}_{-i})].
\]

Hence, Birnbaum structural importance can be given as

\[
I_{\phi}(i; \bar{p}) = \sum_{r=1}^{n} \frac{n_r(i)}{2^{n-1}}. \tag{47}
\]

If we compare expressions (39) and (47), we can see that in \( I_{\phi}(i) \) the number of critical vector path \( n_r(i) \) has a weight \( (n-r)!(r-1)!/n! \), meanwhile Birnbaum uses the same weight \( 1/(2^{n-1}) \) everywhere. Due to behavior of \( (n-r)!(r-1)!/n! \) for different \( n \) we deduce that only very large or very small critical paths may reach the greatest weight [5].
Example 3 (Structural importance - series/parallel structure). Let consider a structure of \( n \) elements, which \( k \) are in series and \( n - k \) are parallel. This example concerns a structure of five components \( c_1, c_2, c_3, c_4, c_5 \), \( n = 5 \) and \( k = 2 \) presented in figure 3.

![Fig. 3. Series and parallel structure](image)

Reliability of each component \( c_i \) is unknown, however we may derive the system reliability for different \( p_i \)

\[ h(\vec{p}) = p_1 \cdot p_2 \cdot [1 - (1 - p_3) \cdot (1 - p_4) \cdot (1 - p_5)]. \]

The structural importance’s assumption is that the reliabilities \( p_1 = p_2 = \ldots = p_n = p \) are identical. Since

\[ I_B(j; \vec{p}) = D_{p_j} h(\vec{p}), \]

we may derive formulas for the structural importance for each component

\[ I_B(j) = \prod_{i=1}^{k} p_i \left[ 1 - \prod_{m=k+1}^{n} (1 - p_m) \right] \text{ for } j = 1, \ldots, k, \quad (48) \]

\[ I_B(j) = k \prod_{i=1}^{k} p_i \prod_{m=k+1}^{n} (1 - p_m) \text{ for } j = k + 1, \ldots, n. \quad (49) \]

For Birnbaum case, each reliability \( p_i = \frac{1}{2} \), hence from (48) and (49) we obtain

\[ I_B(j; \frac{1}{2}) = 2^{-(k-1)} - 2^{-(n-1)} \text{ for } i = 1, \ldots, k, \]

\[ I_B(j; \frac{1}{2}) = 2^{-(n-1)} \text{ for } i = k + 1, \ldots, n. \]

Therefore, for structure in figure 3 with \( k = 2 \) and \( n = 5 \), we have

\[ I_B(1; \frac{1}{2}) = I_B(2; \frac{1}{2}) = 2^{-1} - 2^{-4} = 0.4375 \]

\[ I_B(3; \frac{1}{2}) = I_B(4; \frac{1}{2}) = I_B(5; \frac{1}{2}) = 2^{-4} = 0.0625 \]

We can see that the components in series have much greater importance than the components in parallel.
Example 4 (Minimal path and cut sets).

![Graph G_{A,B}](image)

Let’s consider the structure of order 10 with edges of graph $G_{A,B}$ as elements of the system. Every set of edges connecting vertices $A$ and $B$ is a path and every set of edges, when removed, disconnecting vertices $A$ and $B$ is a cut [22]. Directed graph $G_{A,B}$ represents simple example of the network connecting two nodes ($A$ and $B$) that is often used in examining reliability of computer networks. In order to define structure function $\phi(x)$, determining the minimal path and cut sets is obligatory.

The minimal path and cut sets presented in tables 1 and 2 respectively, allow to determine the structure function. Graph $G_{A,B}$ is described by four minimal path series structures

$\rho_1(\vec{x}) = \prod_{i \in \{1,3,8\}} x_i$

$\rho_2(\vec{x}) = \prod_{i \in \{1,4,7,8\}} x_i$

$\rho_3(\vec{x}) = \prod_{i \in \{2,5,7,8\}} x_i$

$\rho_4(\vec{x}) = \prod_{i \in \{2,6,9\}} x_i$

**Table 1.** Minimal path set

| Path | Elements |
|------|----------|
| 1    | 1 3 8    |
| 2    | 1 4 7 8  |
| 3    | 2 5 7 8  |
| 5    | 2 6 9    |
and by fifteen minimal cut parallel structures

| Cut | Elements |
|-----|----------|
| 1   | 1 2      |
| 2   | 1 5 6    |
| 3   | 1 5 9    |
| 4   | 1 6 7    |
| 5   | 1 6 8    |
| 6   | 1 7 9    |
| 7   | 2 3 4    |
| 8   | 2 3 7    |
| 9   | 2 8      |
| 10  | 3 4 5 6  |
| 11  | 3 4 5 9  |
| 12  | 3 6 7    |
| 13  | 3 7 9    |
| 14  | 6 8      |
| 15  | 8 9      |

Table 2. Minimal cut set

\[
\kappa_1(\mathcal{G}) = x_1 \parallel x_2 \quad \kappa_2(\mathcal{G}) = \prod_{i \in \{1,5,6\}} x_i
\]

\[
\kappa_3(\mathcal{G}) = \prod_{i \in \{1,5,9\}} x_i \quad \kappa_4(\mathcal{G}) = \prod_{i \in \{1,6,7\}} x_i
\]

\[
\kappa_5(\mathcal{G}) = \prod_{i \in \{1,6,8\}} x_i \quad \kappa_6(\mathcal{G}) = \prod_{i \in \{1,7,9\}} x_i
\]

\[
\kappa_7(\mathcal{G}) = \prod_{i \in \{2,3,4\}} x_i \quad \kappa_8(\mathcal{G}) = \prod_{i \in \{2,3,7\}} x_i
\]

\[
\kappa_9(\mathcal{G}) = x_2 \parallel x_8 \quad \kappa_{10}(\mathcal{G}) = \prod_{i \in \{4,4,5,6\}} x_i
\]

\[
\kappa_{11}(\mathcal{G}) = \prod_{i \in \{3,4,5,9\}} x_i \quad \kappa_{12}(\mathcal{G}) = \prod_{i \in \{3,6,7\}} x_i
\]

\[
\kappa_{13}(\mathcal{G}) = x_3 \parallel x_7 \parallel x_9 \quad \kappa_{14}(\mathcal{G}) = x_8 \parallel x_9
\]

\[
\kappa_{15}(\mathcal{G}) = x_8 \parallel x_9
\]

The structure functions, if at least one of the minimal paths functions, can be presented as a parallel structure of minimal path series structure

\[
\phi(\mathcal{G}) = \prod_{i=1}^r \rho_i (\mathcal{G}) = 1 - \prod_{i=1}^r [1 - \rho_i (\mathcal{G})],
\]

where \( r \) is a number of minimal paths of graph \( G_{A,B} \). Hence, the structure function of the graph \( G_{A,B} \) can be written in the form of

\[
\phi(\mathcal{G}) = \prod_{i=1}^4 \rho_i (\mathcal{G}) = 1 - \prod_{j=1}^4 (1 - \rho_j (\mathcal{G}))
\]

\[
= 1 - (1 - \prod_{i \in \{1,3,8\}} x_i) (1 - \prod_{i \in \{1,4,7,8\}} x_i) (1 - \prod_{i \in \{2,5,7,8\}} x_i) (1 - \prod_{i \in \{2,6,9\}} x_i)
\]

and the structure function \( \phi(\mathcal{G}) \) is exactly equal to

\[
\phi(\mathcal{G}) = x_1^2 x_2 x_3 x_4 x_5 x_7^2 x_8^3 - x_1^2 x_2 x_3 x_4 x_5 x_6 x_7^3 x_8^3 - x_1 x_2 x_4 x_5 x_7^2 x_8^2 \\
- x_1 x_2 x_3 x_4 x_5 x_7 x_8^2 - x_1 x_2 x_3 x_4 x_5 x_7 x_8 + x_1 x_2 x_4 x_5 \cdot x_6 x_7^2 x_8^2 \\
+ x_1 x_2 x_3 x_4 x_6 x_7 x_8^2 x_9 + x_1 x_2 x_3 x_4 x_6 x_7 x_8^2 x_9 + x_1 x_3 x_8 + x_1 x_4 x_7 x_8 \\
+ x_2 x_3 \cdot x_7 x_8 - x_1 x_2 x_3 x_6 x_7 x_8 x_9 + x_1 x_2 x_4 x_6 x_7 x_8 x_9 + x_2 x_6 x_9 - x_2 x_5 x_6 x_7 x_8 x_9.
\]

Moreover, the structure function can be also presented in the form of the series structure of the minimal cut parallel structures

\[
\phi(\mathcal{G}) = \prod_{i=1}^c \kappa_i (\mathcal{G}),
\]

where \( c \) is a number of minimal cuts of the graph \( G_{A,B} \). If at least one of the minimal cuts fails, the structure fails as well. \( G_{A,B} \) graph’s structure function can be written in the short form as

\[
\phi(\mathcal{G}) = \prod_{i=1}^{14} \kappa_i (\mathcal{G}).
\]
The structural importance measure presented by Birnbaum in 1968 and then by Barlow and Proschan in 1975 was once independently developed in the field of game theory (v. Appendix C) by Shapley and Shubik in 1954 (v. Shapley (1953)) and Banzhaf (1965), respectively (v. Ramamurthy (1990)).

2.7 Importance measure based on multilateral stopping problem.

The basis for the description of binary systems is the structure function described in appendix xxx. We consider semi-coherent structures, which means that the structure function has properties identical to the function aggregating players’ decisions in multi-person decision problems considered in the work of Szajowski and Yasuda (1997). Multi-player decision problems assume that each game participant has a preference function based on a scalar function defined on the states of a certain process. If the elements of the structure are assigned to conservators (hypothetical players) who take care of the condition of these elements so that they fulfill their functions properly, the mentioned function can estimate profits and losses resulting from the state of the element. In principle, this condition should be good, allowing the function of the element, or bad - excluding the element from functioning. However, in reality, it is the diagnostician who decides when to perform maintenance or replacement (and bear the cost of it), and only sometimes a failure introduces a forced repair. An element in a system usually lowers its efficiency (e.g., mating components in a driveline may need lubrication to reduce friction, which results in increased energy expenditure and lower system efficiency), but the maintenance downtime is wasted and cannot always be managed. The operating conditions of the system make it possible to determine the correct payment function (cost) for each maintenance technician. Each of the n conservators, observing the states on which its payment depends, decides whether to order a maintenance break or to carry out uninterrupted operation. For safety reasons and the structure of the system, it is clear whether such a decision of a single observer is effective - it can start work when the system is stopped, and the stoppage requires the consensus of conservators from some critical path.

To analyze the effects of action, we will use the model of the following antagonistic game with elements of cooperation, which are defined by the function of the structure.

Following the results of the author and Yasuda [37] the multilateral stopping of a Markov chain problem can be described in the terms of the notation used in the non-cooperative game theory (see [24], [15], [23], [28]). To this end the process and utilities of its states should be specified.

Definition 7 (ISS-Individual Stopping Strategies). Let \((\vec{X}_n, \mathcal{F}_n, P_x)\), \(n = 0, 1, 2, \ldots, N\), be a homogeneous Markov chain with the state space \((\mathcal{E}, \mathcal{B})\).

- The players are able to observe the Markov chain sequentially. The horizon can be finite or infinite: \(N \in \mathbb{N} \cup \{\infty\}\).
- Each player has their utility function \(f_i : \mathcal{E} \rightarrow \mathbb{R}, i = 1, 2, \ldots, p\), such that \(E_x[f_i(\vec{X}_1)] < \infty\) and the cost function \(c_i : \mathcal{E} \rightarrow \mathbb{R}, i = 1, 2, \ldots, p\).
– If the process is not stopped at moment \( n \), then each player, based on \( F_n \), can declare independently their willingness to stop the observation of the process.

**Definition 8 (see [42]).** An individual stopping strategy of the player \( i \) (ISS) is the sequence of random variables \( \{\sigma^i_n\}_{n=1}^N \), where \( \sigma^i_n : \Omega \to \{0,1\} \), such that \( \sigma^i_n \) is \( F_n \)-measurable.

The interpretation of the strategy is following. If \( \sigma^i_n = 1 \), then player \( i \) declares that they would like to stop the process and accept the realization of \( X_n \).

**Definition 9 (SS–Stopping Strategy (the aggregate function)).** Denote

\[
\sigma^i = (\sigma^i_1, \sigma^i_2, \ldots, \sigma^i_N)
\]

and let \( S^i \) be the set of ISSs of player \( i \), \( i = 1, 2, \ldots, p \). Define \( S = S^1 \times S^2 \times \ldots \times S^p \). The element \( \sigma = (\sigma^1, \sigma^2, \ldots, \sigma^p)^T \in S \) will be called the stopping strategy (SS).

The stopping strategy \( \sigma \in S \) is a random matrix. The rows of the matrix are the ISSs. The columns are the decisions of the players at successive moments. The factual stopping of the observation process, and the players realization of the payoffs is defined by the stopping strategy exploiting \( p \)-variate logical function.

Let \( \delta : \{0,1\}^p \to \{0,1\} \) be the aggregation function. In this stopping game model the stopping strategy is the list of declarations of the individual players. The aggregate function \( \delta \) converts the declarations to an effective stopping time.

**Definition 10 (An aggregated SS).** A stopping time \( \tau_{\delta}(\sigma) \) generated by the SS \( \sigma \in S \) and the aggregate function \( \delta \) is defined by

\[
\tau_{\delta}(\sigma) = \inf \{ 1 \leq n \leq N : \delta(\sigma^1_n, \sigma^2_n, \ldots, \sigma^p_n) = 1 \}
\]

\( (\inf(\emptyset) = \infty) \). Since \( \delta \) is fixed during the analysis we skip index \( \delta \) and write \( \tau(\sigma) = \tau_{\delta}(\sigma) \).

**Definition 11 (Process and utilities of its states).**

\( \{\omega \in \Omega : \tau_{\delta}(\sigma) = n \} = \bigcap_{k=1}^{n-1} \{\omega \in \Omega : \delta(\sigma^1_k, \sigma^2_k, \ldots, \sigma^p_k) = 0\} \cap \{\omega \in \Omega : \delta(\sigma^1_n, \sigma^2_n, \ldots, \sigma^p_n) = 1\} \in F_n \).

\( \tau_{\delta}(\sigma) \) is a stopping time with respect to \( \{F_n\}_{n=1}^N \).

For any stopping time \( \tau_{\delta}(\sigma) \) and \( i \in \{1,2,\ldots,p\} \) the payoff of player \( i \) is defined as follows (cf. [35]):

\[
f_i(X_{\tau_{\delta}(\sigma)}) = f_i(X_n)1_{\{\tau_{\delta}(\sigma) = n\}} + \limsup_{n \to \infty} f_i(X_n)1_{\{\tau_{\delta}(\sigma) = \infty\}}.
\]

**Definition 12.** [An equilibrium strategy (cf. [37])] Let the aggregate rule \( \delta \) be fixed. The strategy \( \sigma = (\sigma^1, \sigma^2, \ldots, \sigma^p)^T \in S \) is an equilibrium strategy with respect to \( \delta \) if for each \( i \in \{1,2,\ldots,p\} \) and any \( \sigma^i \in S^i \) we have

\[
v_i(\overline{x}) = E_x[f_i(\overline{X}_{\tau_{\delta}(\sigma)}))] + \sum_{k=1}^{\tau_{\delta}(\sigma)} c_i(\overline{X}_{k-1}) \leq E_x[f_i(\overline{X}_{\tau_{\delta}(\sigma(i))})) + \sum_{k=1}^{\tau_{\delta}(\sigma(i))} c_i(\overline{X}_{k-1})].
\]
Definition 13. [Voting Game Importance] Let the aggregate rule $\delta = h$ be fixed and the strategy $\sigma = (\sigma^1, \sigma^2, \ldots, \sigma^p)^T \in S$ be an equilibrium strategy with respect to $\delta$. The voting game importance of the elements is the component of

$$VGI = \frac{E_{Q^0} \overline{v}(\overline{X})}{E < \overline{v}(\overline{X}), Q^0 >}.$$  

The measure of significance of a structure element introduced in this way takes into account its role in the structure by the aggregation function $h$, it is normalized in the sense that the measures of all elements sum up to 1. It takes into account the external loads of elements, the cost of maintenance and repairs. Its use requires in-depth knowledge of the system and its components, which is a significant obstacle in its introduction into diagnostic practice. The hardest part is figuring out the payout functions (cost, risk, profit). The simplified version of the method may include in the payout functions only the operating risk with components in a condition requiring maintenance or repair, which is usually associated with less safety.

3 Concluding remarks

3.1 Summary

Ensuring the reliability and secure performance of the simple as well as complex systems has an indisputable significance in system analysis. Wherefore, the aim of the research was to answer the question how to recognize the most influential elements of the system so as to improve its reliability. This paper has demonstrated several approaches to the concept of importance measure depending on parameters and assumptions characterizing the system. The new approach is proposed in section 2.7.

In this paper we have considered binary systems. Their extension in the form of multistate systems is subject of another paper. In addition, the assumption was their coherence. Limitations and assumptions of coherent system for binary systems have been presented. For two-state systems various importance measures have been introduced and also the concept of the module importance, that can be applied to any more complex system. We have looked into case when only structure of the system was known (structural importance measure), case when the system was dependent on both reliability of components and structure of the system (reliability importance measure), and case, when the measure was dependent on the lifetime distribution of the components and the system structure (lifetime importance measure). The measures of importance have been based on Barlow and Proschan and Birnbaum’s studies. The problem of choosing the proper importance measure was shown, e.g. due to the inconsistent behavior for different structures of the system. In addition, the relationship between importance measures in the reliability theory and power indices in the game theory have been discussed in the paper.
This analysis showed that the importance measures first introduced by Birnbaum in 1968 became the foundation for further search of more convenient and versatile definitions of the importance of components in the system reliability. Since then, research has expanded in different directions but till nowadays importance evaluation of highly complex structures such as networks may cause many computational problems. Besides, restrictions regarding coherence may exclude examination of certain systems. Therefore, this subject is under constant exploration.

\section*{3.2 Exploratory importance measure research.}

There are many quantities estimated in probabilistic risk assessments (PRAs) to index the level of plant safety. If the PRA is to be used as a risk management tool to assist in the safe operation of the plant, it is essential that those elements of the plant design and its mode of operation that have the greatest impact on plant safety be identified. These elements may be identified by performing importance calculations. There are certain decisions that must be made before the importance calculation is carried out. The first is the definition of the events for which importance is to be evaluated; that is, to what level of resolution the analysis is to be performed. The second decision that must be made—and the major subject of this paper—is the choice of importance measure. Many measures of importance have been proposed; this discussion is restricted to three: the risk achievement (or degradation) worth, the risk reduction worth, and criticality importance. In Schmidt et al. (1985) these measures of importance are defined, their interrelationships are discussed, and a generalized importance measure is introduced. The use of these three measures is compared and their advantages and disadvantages are discussed.

\section*{3.3 Important direction of further investigations.}

When interpreting component importance (v. Wu and Coolen(2013)), concluded that the importance of a component should depend on the following factors:

1. The location of the component in the system.
2. The reliability of the component.
3. The uncertainty in the estimate of the component reliability and related cost.
4. The costs of maintaining this component in a given time interval \((0, t)\).

(v. also Rausand et al. (2021)). The factor (3) highly depends on the statistical method implemented in the analyzes of exploratory data analyzes. Due to source of the data, the role of structure of the system to the reliability of it, the importance measure should take these elements into accounts. We are not observing the hidden state of the system directly and the information taken from the sensors should by interpreted and evaluated to infer on the hidden state of the elements and the system. The details of the construction needed, based on the results by Szajowski (2020), are subject of a paper under editorial process.
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Appendices

A Structure functions.

To study the relationship between the reliability of the components of a structure and the reliability of the structure itself, one has to know how the performance or failure of various components affect the performance or failure of the structure. We do this with the help of Boolean functions. In the reliability literature, Boolean functions are called structure functions. Structure functions serve as a conceptual model on which the theory of reliability is largely based. The state of the system is assumed to depend only on the states of the components. We shall distinguish between only two states – a functioning state and a failed state. This dichotomy applies to the structure as well as to each component. The assumption that the state of the system is completely determined by the states of its components implies the existence of a Boolean function $\phi : B^n \to B$.

A Boolean function of $n$ variables is a function on $B^n$ taking values in $B = \{0, 1\}$. A system or structure is assumed to consist of an element of $\mathbb{N} = \{1, 2, \ldots, n\}$ - the set of $n$ components. Let us consider the state of the system at a fixed moment of time.

**Definition 14.** The structure function of a system consisting of $n$ components is a Boolean function of $n$ variables.

Let $\phi$ be a structure on $\mathbb{N}$ and $i \in \mathbb{N}$. The component $i$ is irrelevant to the structure $\phi$ if $\phi(1, \overrightarrow{x}_{-i}) = \phi(0, \overrightarrow{x}_{-i})$ for all $\overrightarrow{x} \in B^n$ and relevant otherwise. The number of relevant components is called the order of the structure $\phi$. The structure with no relevant components is a degenerate structure, i.e., $\phi(\overrightarrow{x}) = 1$ or $\phi(\overrightarrow{x}) = 0$ for all $\overrightarrow{x} \in B^n$.

Let $\phi_1, i = 1, 2$ be two structures on $\mathbb{N} = \{1, 2, \ldots, n\}$. The linear composition of these two structures is a structure $h(\overrightarrow{x}, x_{n+1}) = x_{n+1}\phi(\overrightarrow{x}) + (1 - x_{n+1})\phi_2(\overrightarrow{x})$ on $B^{n+1}$.

**Corollary 1.** Any structure $\phi$ of order $n$ is a linear composition of two structures of at most order $n - 1$:

$$\phi(\overrightarrow{x}) = x_i\phi(1, \overrightarrow{x}_{-i}) + (1 - x_i)\phi(0, \overrightarrow{x}_{-i}), \text{ for every } \overrightarrow{x} \in B^n, \ i \in \mathbb{N}. \quad (50)$$

**Definition 15.** Let $\phi$ be a structure on $\mathbb{N}$, $A \subset \mathbb{N}$ and $J = \mathbb{N}\backslash A$. The collection of $A$ of components form a path (cut) set of $\phi$ if $\phi(\overrightarrow{1}^A, \overrightarrow{0}^J) = 1$ $(\phi(\overrightarrow{0}^A, \overrightarrow{1}^J) = 0)$. 


Definition 16. Let \( \varphi \) be a structure on \( \mathbb{N} \). Its dual \( \varphi^D \) is another structure on \( \mathbb{N} \) defined by \( \varphi^D(\vec{x}) = 1 - \varphi(\vec{1} - \vec{x}) \) for every \( \vec{x} \in \mathbb{B}^n \).

Definition 17. Let \( \varphi \) be a structure on \( \mathbb{N} \). A path (cut) set \( S \) of \( \varphi \) is called a minimal path (cut) set of \( \varphi \) if \( T \subset S \) implies that \( T \) is not a path (cut) set of a structure \( \varphi \).

The family \( \alpha(\varphi) (\beta(\varphi)) \) denotes collection of minimal path (cut) sets of the structure \( \varphi \).

Proposition 1. For every semicoherent structure, \( \varphi \) on \( \mathbb{N} \)

\[
\varphi(\vec{x}) = 1 - \prod_{S \in \alpha(\varphi)} (1 - \prod_{i \in S} x_i) = \prod_{S \in \beta(\varphi)} (1 - \prod_{i \in S}(1 - x_i)) \quad \text{for all } \vec{x} \in \mathbb{B}^n. \tag{51}
\]

Remark 1 (A simple form of \( \varphi \)). Expanding either one of the two terms on the right hand side of the expression of Proposition 1 (putting \( x_i^r = x_i \) for \( r \geq 1 \)) we get a structure function in the form

\[
\varphi(\vec{x}) = \sum_{T \subseteq \mathbb{N}} b_T \prod_{j \in T} x_j \text{ for all } \vec{x} \in \mathbb{B}^n \tag{52}
\]

with \( b_T \)—some integer constants (\( \prod_{j \in T} x_j = 1 \) for \( T = \emptyset \)).

For any structure, there always exist at least one simple form and the simple form of a structure is unique.

B The simple game

In game theory considers the set \( N = \{1, 2, \ldots, n\} \) of players and the power set \( 2^N \) of coalitions. A function \( \lambda : 2^N \rightarrow \{0, 1\} \) is called a simple game on \( N \) in characteristic function form if

1. \( \lambda(\emptyset) = 0 \);
2. \( \lambda(N) = 1 \);
3. \( S \subseteq T \subseteq N \) implies \( \lambda(S) \leq \lambda(T) \).

A coalition \( S \subset N \) is called winning if \( \lambda(S) = 1 \) and it is called blocking if \( \lambda(N \setminus S) = 0 \). Indeed, the collection of winning (or blocking) coalitions in a simple game satisfies the three properties of the basic structure mentioned at the beginning.

C Power indexes

In the field of game theory Shapley (1953) and Banzhaf (1965) consider the role of the players in a cooperative game to provide an idea of division of the gain (v. Ramamurthy (1990). First, Shapley and Shubik examined \( n \)-player games what
let them formulate a characteristic value applicable to simple games. Hence, originally the Shapley-Shubik index measured a power of players in voting games. Their measure is a natural consequence of the influence of a given voter on the result.

**Definition 18.** The Banzhaf index of the \( i \)-th player \([\text{component}]\) denoted as \( \psi_i(g) \) is applicable for a semi-coherent structure \( g \) on \( N \), and is defined by

\[
\psi_i(g) = \frac{\eta_i(g)}{2^{n-1}},
\]

where \( i \in N \), \( r \) is a size of \( \eta_i(g) \), which stands for the aggregated sum of critical path vectors of \( g \), and \( \eta_i(g) = \sum_{r=1}^{n} \eta_i(r, g) \).

Definition 18 is identical to the structural importance (47) presented by Birnbaum.

**Definition 19.** For a semicoherent structure \( g \) the Shapley-Shubik index is denoted as \( \phi_i(g) \), given by

\[
\phi_i = \sum_{r=1}^{n} \eta_i(r, g) \cdot \frac{(n - r)!(r - 1)!}{n!},
\]

where \( i \in N \), \( r \) is a size of \( \eta_i(r, g) \), which stands for the number of critical path vectors of \( g \).

Definition 19 is identical to the structural importance (39) presented by Barlow and Proschan.

**Fact 7** If we compare the expressions (53) and (54), we can see that the index introduced by Shapley-Shubik has a weight \((n - r)!(r - 1)!/n!\) attached to \( \eta_i(r, g) \), meanwhile the Banzhaf index is independent on \( r \) and has always weight \( 1/(2^{n-1}) \) attached to \( \eta_i(r, g) \). Due to the behavior of \((n - r)!(r - 1)!/n!\) for different \( n \), we deduce that only very large or very small critical paths may reach the greatest weight.

Dubey (1975) derived the Shapley-Shubik index as a logical consequence of certain axioms. Using another set of axioms, Dubey and Shapley (1979) derived the Banzhaf index. Straffin (1976) using a probabilistic model, providing a unified framework for power indices.
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