Photon-statistics in sensitized emission FRET and FLIM: a comparative theoretical analysis
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Abstract: FRET imaging is an essential analytical method in biomedical research. The limited photon-budget experimentally available, however, imposes compromises between spatiotemporal and biochemical resolutions, photodamage and phototoxicity. The study of photon-statistics in biochemical imaging is thus important in guiding the efficient design of instrumentation and assays. Here, we show a comparative analysis of photon-statistics in FRET imaging demonstrating how the precision of FRET imaging varies vastly with imaging parameters. Therefore, we provide analytical and numerical tools for assay optimization. FLIM is a very robust technique with excellent photon-efficiencies but also intensity-based FRET imaging can reach very high precision by utilizing also information within acceptor fluorescence.

1. Introduction

Förster resonance energy transfer (FRET) is the non-radiative transfer of energy from a donor fluorophore to an acceptor chromophore [1, 2]. The probability for a molecule to transfer energy via FRET (E, FRET efficiency) depends on the inverse of the sixth power of the inter-chromophore distance and, typically, FRET efficiency is sensitive to distances within the nanometers range [3]. For its high sensitivity at the nanometer scale, FRET has many applications in biophysics and biomedical sciences, for instance, to determine intermolecular distances and protein conformational changes, to detect protein-protein interactions, protein modifications and to engineer biosensors for the detection of biomolecules (reviewed in [4-7]). FRET results in the reduction of the quantum yield and the fluorescence lifetime of the donor fluorophore; in the instances where the acceptor is a fluorescent molecule, FRET also causes the sensitized emission of fluorescence from the acceptor fluorophore [1]. Fluorescence lifetime imaging microscopy (FLIM) [8, 9] is thus one of the methodologies that enables researcher to quantitate FRET; among the various types of FLIM techniques, time-correlated single-photon counting (TCSPC) is considered the gold standard for its high precision and accuracy [10, 11]. Biological applications of FRET and FLIM are often constrained by the limited available photon-budget, i.e. the number of photons that can be detected within a reasonable exposure time limited by the need to avoid photodamage and phototoxicity or by the time resolution required to characterize dynamic biological processes. The role of photon-statistics for several FRET imaging techniques has been characterized, more extensively for FLIM applications [8, 12-19] and, to our knowledge, at a lesser extent for intensity-based FRET imaging techniques [20, 21].

A method that is commonly used to quantify FRET efficiencies by sensitized emission FRET (seFRET) relies on the acquisition of three images [22, 23]: i) the image of the donor excited at a wavelength optimized for donor excitation (I DB), ii) the image of the acceptor excited at the same wavelength used for donor excitation (I DA) and iii) the image of the acceptor excited at a wavelength optimized for the excitation of the acceptor (I AA). Usually, the selective excitation of a donor fluorophore (avoiding excitation of the acceptor fluorophore) or the selective detection of the FRET-sensitized emission of the acceptor fluorophore (with no direct excitation or no contamination from the fluorescence emitted by the donor fluorophore) is not possible. Therefore, several groups have developed methods and software for the correction of spectral cross-talks [22-26] or spectral unmixing [27-30]. For example, we can estimate the donor spectral bleed-through into the acceptor channel using a donor-only control sample and measuring the ratio of intensities detected in the acceptor an
donor channels: \( \text{DER} = \frac{I^{DD}}{I^{DD,\text{only-donor}}} \) (donor emission ratio). Similarly, we can estimate the direct excitation of acceptor fluorophores by exciting an acceptor-only sample with excitation light optimal for acceptor excitation, and measuring the ratio of intensities detected into the two channels: \( \text{AER} = \frac{I^{DA}}{I^{AA,\text{only-acceptor}}} \) (acceptor excitation ratio). The corrected FRET signal (cFRET) can be then computed on each pixel of the sample where both donor and acceptor fluorophores are present [22, 23]:

\[
c\text{FRET} = I^{DA} - \text{DER} I^{DD} - \text{AER} I^{AA}
\]  

(1)

We can quantitate FRET efficiency by normalizing the FRET-sensitized fluorescence intensity cFRET to the intensity that would have been emitted by the donor if FRET did not occur (dFRET estimator) or to the intensity that would have been emitted by the acceptor if FRET efficiency was equal to 100% (aFRET estimator):

\[
d\text{FRET} = \frac{c\text{FRET}}{I^{DD,\text{only-donor}}} / \frac{c\text{FRET}}{I^{AA,\text{only-acceptor}}}
\]

(2a)

\[
a\text{FRET} = \epsilon \frac{c\text{FRET}}{I^{AA,\text{only-acceptor}}}
\]

(2b)

\( \epsilon \) and \( \eta \) are two additional correction factors that depend on the imaging parameters and can be determined by imaging a sample exhibiting a known FRET efficiency (see also supplementary tables 1-3 to compare different nomenclatures). It has been shown [22] that dFRET and aFRET are good estimators for the apparent FRET efficiency, i.e., the FRET efficiency (\( E \)) multiplied by the fraction of interacting donors (\( f_D \)) or interacting acceptors (\( f_A \)), respectively. Protocols for seFRET estimation are described elsewhere [22, 23, 31]. Here, we study the role of photon-statistics in seFRET and provide a theoretical comparison of the physical limits in precision and accuracy between seFRET and the well-characterized TCSPC.

Interestingly, seFRET performs very well from a theoretical perspective, resulting in high precision because of the efficient utilization of information inferred from both donor and acceptor signals.

2. Results

A. Fisher information matrix and seFRET

We describe the wavelength-dependent (\( \lambda \)) fluorescence emission as the sum of photons emitted by the donor fluorophore, photons emitted by sensitised acceptors (SE) and photons emitted by acceptors upon direct excitation (DE) with donor excitation light source:

\[
f(\lambda, E, n_D, n_A, n_{DA}) = \\
\times k_e T(S_D(\lambda)[n_D + n_{DA}(1 - E)] + n_{DA}S_{SE}(\lambda)E + n_A S_{DE}(\lambda))
\]

(3)

\( S_D \), \( S_{SE} \) and \( S_{DE} \) depend on the spectral characteristics of the fluorophores and detection system, e.g., quantum yields, molar extinction coefficients, spectral overlaps; \( n_D \), \( n_A \) and \( n_{DA} \) are the number of non-interacting donor molecules, non-interacting acceptor molecules and interacting donor-acceptor pairs in the sample, respectively. After integration of Eq. 3 over the spectral bands of the donor (\( \{\lambda_{d1}, \lambda_{d2}\} \)) and the acceptor channels (\( \{\lambda_{a1}, \lambda_{a2}\} \)), it is possible to express the detected intensity in the form:

\[
I^i(E, C_D, C_A) = F^i[1 - \beta_i^{-1}]\zeta_i(E_j, C_D, C_A) + \beta_i^{-1}]
\]

(4)

where \( i = \text{DD}, \text{DA}, \text{AA} \) and \( j = \text{D, A} \); \( \beta_i \) is the fractional contribution of an unspecific background signal (\( B_i \)); \( F^i \) is the maximum intensity of the channel relative to the value of the function \( \zeta(E, C_D, C_A) \) which is the only expression that explicitly depends on the energy transfer efficiency, the concentrations of donor (\( C_D \)) and acceptor (\( C_A \)) fluorophores; furthermore \( E_D = f_D E \) and \( E_A = f_A E \) are useful parametrization to analyze the performances of dFRET and aFRET,
respectively. For both dFRET and aFRET \((j = D \text{ or } A)\), the values of \(F\), \(\beta\) and \(\zeta\) are (see Supp. Eq. S28-32 in supporting information):

\[
\begin{align*}
F_{DD} &= N_p (1 + B_{DD}) \\
\beta_{DD} &= \frac{B_{DD}}{1 + B_{DD}} \\
F_{DA} &= N_p (1 + B_{DA}) \\
\beta_{DA} &= \frac{B_{DA}}{1 + B_{DA}} \\
F_{AA} &= \varepsilon N_p (1 + B_{AA}) \\
\beta_{AA} &= \frac{B_{AA}}{1 + B_{AA}} \\
\zeta_{AA} &= C_A
\end{align*}
\]

(5)

For the dFRET (Eq. 13a) and the aFRET (Eq. 13b) estimators, \(\zeta_{DD}\) and \(\zeta_{DA}\) are:

\[
\begin{align*}
\zeta_{DD} &= C_D (1 - E_D) \\
\zeta_{DA} &= E_D C_D (\eta^{-1} - DER) + C_A \varepsilon AER + C_D DER
\end{align*}
\]

(6a)

\[
\begin{align*}
\zeta_{DD} &= C_D - E_A \eta C_A \\
\zeta_{DA} &= E_A C_D (1 - \eta DER) + C_A \varepsilon AER + C_D DER
\end{align*}
\]

(6b)

The proportionality constants \(\varepsilon\) and \(\eta\) (see Supp. Eq. S25-26 and Supp. Tables 1-3) are the ratio of the donor/acceptor excitation light intensities and detection efficiencies, respectively; \(N_p = k_{ex} T\) is the sum of photons collected in the donor and sensitized emission channel. With Eqs. 6, we can evaluate the Fisher information matrix \(J\) which element \((J^{-1})_{11}\) of its inverse matrix provides the Cramer-Rao bound [20, 32] for the variance of dFRET and aFRET (see Supp. Eqs. S33-43). With the subscript B, SBT and E, we indicate the variances caused by background signals, spectral bleed-through and FRET efficiency, respectively. The variance of dFRET can be thus written as:

\[
\sigma_D^2 = (J_{dFRET}^{-1})_{11} = \frac{\sigma_B^2 + \sigma_{SBT}^2 + \sigma_E^2}{N_p}
\]

(7)

The symbol \(\sigma\) indicate variances normalized to the Poisson noise variance \((N_p = k_{ex} T)\). The background, spectral bleed-through and intrinsic noise contributions are defined by Eqs. 8-10, respectively:

\[
\begin{align*}
\sigma_B^2 (dFRET) &= \sigma_B^2_{BB} (dFRET) + \sigma_B^2_{BD} (dFRET) + \sigma_B^2_{DA} (dFRET) \\
\sigma_{BB}^2 (dFRET) &= B_{DD} [DER \eta(1 - E_D) + E_D] C_D^2 \\
\sigma_{BD}^2 (dFRET) &= B_{DA} [\eta(1 - E_D)] C_D^{-2} \\
\sigma_{DA}^2 (dFRET) &= B_{DA} [E_A (1 - \eta DER)] C_D^{-2} \varepsilon
\end{align*}
\]

(8)

\[
\begin{align*}
\sigma_{SBT}^2 (dFRET) &= \sigma_{SBT}^2 (dFRET) + \sigma_{SBT}^2 (dFRET) \\
\sigma_{SBT}^2 (dFRET) &= AER (AER + 1) [C_A (1 - E_D)^2 \eta^2] C_D^{-2} \varepsilon \\
\sigma_{AER}^2 (dFRET) &= DER [(DER + 1) (1 - E_D) \eta + 2E_D] [(1 - E_D) \eta] C_D^{-1} \\
\sigma_{B}^2 (dFRET) &= E_D (1 - E_D) [E_D (1 - \eta) + \eta] C_D^{-1}
\end{align*}
\]

(9)

Similarly, we can evaluate the analytical descriptions for the noise of the estimator aFRET:
\[\begin{align*}
\delta_{\phi}^2(\alpha) &= \delta_{\phi_{DD}}^2(\alpha) + \delta_{\phi_{DA}}^2(\alpha) + \delta_{\phi_{AA}}^2(\alpha) \\
\delta_{\phi_{DD}}^2(\alpha) &= B_{DD} C_A^2 \\
\delta_{\phi_{DA}}^2(\alpha) &= B_{DA} C_A^2 \\
\delta_{\phi_{AA}}^2(\alpha) &= B_{AA} [\epsilon - A E_{A}^2] C_A^{-2} \epsilon^{-1}
\end{align*}\]

\begin{align*}
\delta_{\phi_{SRT}}^2(\alpha) &= \delta_{\phi_{ER}}^2(\alpha) + \delta_{\phi_{AER}}^2(\alpha) \\
\delta_{\phi_{ER}}^2(\alpha) &= D E R (D E R + 1) [C_D - C_A E_A \eta] C_A^{-2} \\
\delta_{\phi_{AER}}^2(\alpha) &= A E R [(A E R + 1) \epsilon + 2 E_A] C_A^{-1}
\end{align*}

\[\delta_{\phi}^2(\alpha) = E_A (1 + \epsilon^{-1}) A C_A^{-1}\]

Our analytical framework is explicitly derived from the seminal work of Watkins and colleagues for sensitized emission FRET in single molecule applications [20]. In the present work, the main difference is that we study Fisher information for a typical three-filter method [22, 23, 25, 33], where we acquire the three images I^{DD}, I^{DA} and I^{AA}. The measurement I^{AA} was not included in the previous analysis – where was unnecessary – but it has significant implications for the photon-efficiency of seFRET. In sections C-E, these analytical solutions are tested in the absence of cross-talk, in the presence of spectral bleed-through and in the presence of unspecific channel background by means of open-source numerical simulations (see Methods).

**B. Cramer-Rao lower bound for TCSPC**

To provide a reference for the theoretical efficiency of seFRET, we studied the relative error for the estimation of FRET by TCSPC, the gold-standard in FLIM detection and estimation of FRET [7]. We could not calculate the analytical solutions for an appropriate double-exponential model for TCSPC, thus we implemented open-source numerical simulations (see Methods) adapted the computational core originally developed by Bouchet and colleagues [32]. The Cramer-Rao lower bound for the standard deviation of the FRET estimate (\(\delta_{\phi}(\text{TCSPC})\)), normalized to the total photon count, is shown in figure 1. We consider the case where FRET is estimated by a double exponential fit with a known reference fluorescence lifetime and where the fractional contribution of the FRET-decays and its shortened lifetime are fitted. In fig. 1a we assumed an ideal Dirac-like instrument response function (IRF), for a reference lifetime of 1, 3 and 10 nanoseconds. For each reference lifetime, we simulated a contribution of 10% (higher curves), 50% (middle curves) and ~90% (lower curves) to the total signal arising from the short exponential decay. As expected, for larger reference fluorescence lifetime values and larger relative contribution of the FRET fraction, the normalized standard deviation is lower. Fig. 1b shows the same analysis but with a finite IRF as defined in Bouchet et al. [32] to ~38ps full-width half-maximum. The IRF seems to not have a significant impact except for high FRET efficiencies values, i.e. when the fluorescence lifetime estimates are in the order of magnitude of the IRF. Fig. 1c shows similar simulation, however, in this case the reference fluorescence lifetime is kept constant to 3ns for all curves. Here, we changed the contribution of an uncorrelated background to 0 (fig. 1c, lower curves), 100 (middle curves) and 1,000 (higher curves) background photons. Within the set parameters, the intermediate signal-to-background ratio correspond to 1, 5 and 100 and the conditions with the highest background signal to 0.1, 0.5 and 1, demonstrating that the statistical error in FRET estimates are comparatively robust to the presence of uncorrelated background.

All the intermediate cases that are highlighted with the yellow surface in fig. 1 are also used as reference in fig. 2-4. To guide in the interpretation of the figures, we provide a practical example with a donor fluorophore exhibiting an unquenched fluorescence lifetime of 3ns, 50% FRET efficiency and with only half of the photons emitted by donor interacting with acceptor.
molecules. Under these conditions $\tilde{\sigma}_E(TCSPC)$ is approximately equal to one (fig. 1a). With a photon-budget equal to 1,000 photons, an ideal TCSPC would thus estimate a FRET efficiency of 50±3% (the standard deviation is $\tilde{\sigma}_E/\sqrt{1,000}$). With a 90% of the photons emitted by the quenched donor, $\tilde{\sigma}_E \sim 0.4$ and the estimate of FRET efficiency would be around 50±1%. However, it should be noted that in the first case, around one quarter of photons are lost because of FRET, in the second case, almost half. Therefore, at even exposure times and not at even photon counts, the total photon counts in the second case would amount to ~750, resulting in an estimate of 50±4%. This example illustrates how the results shown are simple to interpret but, at the same time, the specific case of TCSPC presented in fig. 1 is compounded to loss of photons towards the acceptor fluorophore, photons which information is not used.

![Fig. 1. Photon-economy in FRET estimation by TCSPC. The statistical errors normalized to photon-budget for FRET measured by FLIM was estimated numerically. (a) Photon-efficiency of TCSPC for an ideal TCSPC system with Dirac-like IRF for an unquenched lifetime of 1ns (blue), 3ns (black lines and yellow area) and 10ns (magenta). Curves of the same colour represent the cases where the fractional contribution of the FRET-fraction is 10%, 50% and ~90% from top to bottom. (b) Same simulations as shown in panel (a) but with a finite IRF of 38ps full-width at half-maximum. (c) Simulations for a 3ns unquenched fluorescence lifetime, where an uncorrelated background signal of 0 (magenta), 100 (black curves and yellow area) and 1,000 photons (blue) are considered. In all simulations, the number of photons emitted from the unquenched component is kept to 1,000 but the results shown do not change with the absolute number of total photons.](image)

**C. Photon-economy of seFRET in the absence of cross-talks**

First we consider the case where only intrinsic noise is present (Eqs. 10 and 13) with the proportionality constants $\eta$ and $\epsilon$ set to 1, to aid the interpretation of the results. Fig. 2 shows numerical simulations (see Methods for details) carried out with one-hundred donor-acceptor pairs participating in Förster-type energy transfer (from 0 % to 100 % FRET efficiency) in the presence and absence of donor and acceptor molecules that do not undergo energy transfer ($f_D = 10-100\%$, $f_A = 10-100\%$). The close match between the simulations and the analytical solutions demonstrates the consistency of the formalism we obtained. Fig. 2a-b shows that dFRET and aFRET are unbiased estimators for $f_D E$ and $f_A E$, respectively. Furthermore, fig. 2c-d shows that the signal-to-noise ratio (SNR) in dFRET is always equal or better than aFRET. In these ideal conditions, dFRET is infinitely precise both in the absence of FRET or in the presence of 100% FRET efficiencies as the absence of signal from either the donor or acceptor channel unequivocally inform about the occurrence of these particular cases. The SNR values for dFRET and aFRET depend on the relative number of acceptors and donors in the sample; however, the estimators are quite robust in the absence of spurious signals. Indeed, seFRET explores a relatively narrow SNR area when varying the values of $f_D$ and $f_A$ (Fig. 2c-d - grey
area). In comparison, the SNR for an ideal TCSPC (fig. 1a and fig. 2c-d, yellow area) explores a much wider area at the varying contribution of donors interacting with acceptor fluorophores.

**Fig. 2.** seFRET in the absence of background. The dFRET (a) and the aFRET (b) estimators are unbiased in the absence of background signals. When all molecules participate to FRET (black curves), both dFRET and aFRET measures FRET efficiency and trace the diagonal of the plots. dFRET and aFRET are insensitive to an excess of the non-interacting acceptor (orange) or donor (red) molecules, respectively. In all other conditions, for instance, partial participation of molecules to FRET (50% in blue and 10% in green), dFRET and aFRET measure lower FRET values but correct relative to their definitions (fD, fA, respectively). The normalized standard deviations for dFRET (c) and aFRET (d) vary with a sweep of the parameters (nD, nA, nE) for each condition as shown in the gray area. In yellow, the reference area explored by TCSPC from Fig. 1a is shown.

**D. Photon-economy of seFRET in the presence of cross-talk**

To illustrate the general principles underlying photon-statistics in seFRET and for an initial validation of the theoretical framework, in section C we have illustrated an ideal case that does not occur in realistic experimental conditions aiming. Next, we introduce spectral cross-talks (non-negligible AER and DER values) to evaluate at which extent these non-idealities degrade the efficiency of seFRET. Table 1 shows values that are reported in the literature for cross-talk parameters for a confocal (system 1) and a wide-field (system 2) microscope using typical yellow and cyan fluorescent proteins [22, 23].

| FRET pair      | Microscope          | AER  | DER  | η   | ε  | Reference |
|----------------|---------------------|------|------|-----|----|-----------|
| CFP-YFP        | Confocal (system 1) | 0.60 | 0.42 | 0.52| 6.3| [22]      |
| CFP-citrine    | Wide-field (system 2)| 0.29 | 1.07 | 0.015| 42 | [23]      |

**Table 1 - properties of FRET pairs relevant to seFRET**

Fig. 3a-b shows that dFRET and aFRET are unbiased estimators also in the presence of cross-talk when the calibration parameters are properly measured. However, fig. 3c-d shows that the noise performances of the estimators are significantly deteriorated in the presence of
cross-talk, accounting for a twenty-fold (system 2, blue curve and circles) and a five-fold (system 1, red curves and circles) increase of standard deviations compared to the ideal measurement (black curves and circles are those also shown in fig. 2).

![Graphs showing FRET efficiency vs. standard deviation](image)

**Fig. 3.** seFRET in the presence of spectral bleed through. Even in the presence of spectral cross-talk between channels, dFRET (a) and aFRET (b) are unbiased estimators as shown using the cross-talk reported in table one for a representative configuration of a confocal (system 1, red) and a wide-field (system 2, blue) microscope. However, cross-talk cause a significant deterioration of the SNR of the estimators (c-d). The loss of SNR and its dependency on DER, AER and the fraction of interacting donor/acceptor fluorophores is further illustrated in (e-f) where the SNR regions for molecules that all interact (grey), or where a minority of donor (red) or acceptor (blue) molecules interact is shown by varying DER and AER from 0 to 1. In yellow, the reference area explored by TCSPC from Fig. 1b is shown.

To generalize these results, in fig. 3e-f we show noise performance as a function of a parameter sweep, where we varied the AER and DER values from 0 to 1 with η and ε set to 1, similarly to fig. 1. We also simulated three conditions where: all molecules participate to FRET (fD=fA=1, grey area) and only a minority of donor (fD=0.1, fA=1, red area) or acceptor (fD=1, fA=0.1, blue area) molecules contribute to FRET. A decrease of interacting fractions causes significant deterioration of the SNR compared to the case where all molecules are interacting. Lower fractions of donor or acceptor molecules interacting causes the highest loss of efficiency to donor or acceptor estimators, respectively.

Donor imaging by FLIM does not suffer from spectral bleed-through and it is rather robust also to non-idealities such as broadening of the IRF (fig. 3 c-d, yellow areas). In realistic conditions, FRET estimates by TCSPC tend to outperform seFRET methods.
E. seFRET in the presence of a background signal

We also studied how an unspecific background signal deteriorates the performances of dFRET and aFRET. Fig. 4 a-b shows that both dFRET and aFRET are biased and provide inaccurate estimations for FRET efficiency in the presence of background. For simplicity, the numerical simulations are carried out assuming an equal relative background contribution in all channels setting the number of background photons (B\text{D0}, B\text{AA} and B\text{DA}) equal to a fixed fraction of photons emitted by donor and acceptor molecules (shown from 0\% to 60\%). In these conditions, dFRET overestimates FRET efficiencies at lower values (<50\%) and underestimates energy transfer at higher values while aFRET overestimates FRET efficiencies with particularly large biases at low FRET values. These inaccuracies can be ameliorated by experimental corrections and, whenever possible, operating in conditions of high signal-to-background ratio. More importantly, the presence of background deteriorates the SNR of the dFRET and aFRET estimations. In the illustrative cases shown in fig. 4c-d, we set a background signal at 20\% level showing the significant deterioration of SNR (note the logarithmic scale).

![Fig. 4. seFRET in the presence of background. When the measured fluorescence intensities are contaminated with an unspecific background signal, the dFRET (a) and aFRET (b) are not accurate estimators of f\text{D}E and f\text{A}E. The background-to-signal ratio simulated here (0\%, black; 20\%, yellow; 40\%, orange and 60\%, red) span a very broad range to illustrate the magnitude of the loss of accuracy. The analytical solutions (solid lines) describing the noise in dFRET (c) and aFRET (d) match the numerical simulations (solid circles) also in the presence of a background signal. We compare the noise for the systems also shown in fig. 1, i.e. system 1 (confocal, 0\% background in red, 20\% background in orange), system 2 (wide-field, 0\% background in blue, 20\% background in cyan) and the ideal case as a reference (0\% background in black and 20\% background in dark gray). In yellow, the reference area explored by TCSPC from Fig. 1c is shown.](image)

Fluorescence signals from non-specific stains (e.g., autofluorescence) deteriorate estimates obtained by any techniques. However, when the background is caused by instrumentation (e.g., dark current or stray light), TCSPC is very robust to background noise, as illustrated by the yellow areas in fig. 3c-d. The lower and the upper boundaries of the yellow area corresponds to a signal to background ratio for TCSPC equal to infinity and to 0.5, respectively, while the signal to background noise simulated for seFRET is set to either infinite (no background) or 0.8.
3. Discussion

FRET imaging is a powerful method to probe cell biochemistry. Therefore, it is not surprising that a multitude of assays have been developed using FRET, from in vitro single-molecule detection [20] to in vivo imaging [34, 35], including both very common applications (e.g., quantitative polymerase chain reaction and related hybridization-based assays [36]) and more specialist uses such as the study of protein conformations, interactions and post-translational modifications [4]. Because of its versatility, a plethora of methodologies for FRET imaging and data analysis [37] exists. Fluorescence lifetime imaging microscopy and sensitized emission FRET are two of the most common quantitative methods used for biochemical imaging. The choice between FLIM and seFRET often depends on the availability of specialist instrumentation (e.g., for TCSPC/FLIM) or requirements such as fast acquisition speed (typically better for seFRET). FLIM in general - and TCSPC among FLIM techniques - is regarded as the most robust technique for FRET estimation [9]. In fact, FLIM requires fewer control samples and provides robust and reproducible absolute measurements across independent experimental sessions. The photon-statistics of the various implementations of fluorescence lifetime imaging have been studied in-depth (for example, in [10, 11, 13, 38-41]). Photon-counting techniques such as TCSPC are very efficient and can provide the highest attainable SNR. Taken together, these observations suggest that TCSPC/FLIM is the most accurate and precise technique to quantify FRET, a conclusion also supported by some experimental observations [9].

Therefore, seFRET is commonly used as a fast, simpler and more cost-effective alternative. Breakthroughs in FLIM-enabling technologies [42-48] and data analysis [49-51] are reducing the barrier to adoption for FLIM; therefore, as the choice between the two techniques might be slowly drift away from technical requirements, we aimed to develop a comparative analysis of the limits of both techniques from an information theory perspectives to provide guidance on the selection and also optimization of these methodologies.

Interestingly, seFRET can outperform TCSPC in the estimation of FRET in the ideal conditions of negligible spectral cross-talk. In this specific case, TCSPC can attain higher SNR only when the majority (>50%) of donor fluorophores are engaged in FRET with acceptors. In all other cases, the dFRET estimator performs significantly better. A better photon-efficiency of the dFRET estimator for FRET efficiency results from the capability of dFRET to utilize information from photons emitted from both donor and acceptor fluorophores. However, the higher precision of dFRET is vastly reduced as soon as realistic levels of spectral cross-talks and background are taken into account. Furthermore, we did not consider the additional statistical and systematic errors that the reference measurements required by seFRET causes and other sources of noise manifesting in detectors that do not operate in single-photon counting. Therefore, despite the excellent performance of seFRET compared to TCSPC, TCSPC might generally outperform seFRET in reproducibility, accuracy and precision in practical implementations. However, it is important to note that the appropriate optimization of imaging parameters for seFRET can make seFRET rather competitive also for its high precision, something that might be often underestimated. Moreover, the use of long-Stokes shift of acceptor fluorophores for seFRET, not usually implemented to the best of our knowledge, might result in vast improvements in the SNR of this intensity-based technique. We also note that we compared seFRET to TCSPC as an established gold-standard in FRET detection. Other FLIM implementations can provide significantly worse performances than TCSPC [17, 38] and TCSPC can as well deteriorate its performance when pushed to competitive fast detection limits [52, 53], suggesting that there are cases when FLIM can lose its competitive edge relative to a simpler seFRET technique.

Ultimately, one of the most substantial differences between FLIM and seFRET is that FLIM is typically used for the detection of donor fluorescence, permitting researchers to streamline the use of the visible spectrum or to optimize Foster distances with dark acceptors [54, 55], avoiding cross-talks and issues related to chromatic aberrations. On the contrary, seFRET uses
the complete photon-budget emitted by the donor and acceptor fluorophores providing a mean to improve precision. Therefore, in those cases where the benefits of a dark chromophore might be irrelevant, the combination of seFRET and TCSPC (e.g., in dual-colour FLIM) might provide significant improvements in precision in FRET estimation. A higher precision leads directly to an improvement in the capability to resolve smaller biochemical differences in living cells. From a theoretical standpoint, this improvement in biochemical resolving power can also be understood for the general analysis of Fisher information in multi-dimensional or multi-parametric detection systems (see for example the photon partitioning theorem in [56, 57]). From a practical point of view, dual-colour fast high-resolution FLIM might be increasingly accessible thanks to the ongoing revolution in time-resolved detection technologies and could provide yet unexplored ideal performances.

4. Methods

All the analytical solutions were obtained manually, but their consistency was evaluated with the use of Mathematica (Wolfram). The numerical simulations and plots were generated with bespoke software written in Matlab (Mathworks) and available at the GitHub repository github.com/alesposito/FisherInformation with a CC BY 4.0 license. The Cramer-Rao lower bound for TCSPC was obtained with parameters sweeps utilizing the computational core developed Bouchet and colleagues [32]. Briefly, we utilized their methods to compute the standard deviation, normalized to the total (donor) photon counts, of the shorter fluorescence lifetime estimate. This was the fluorescence lifetime quenched via FRET and evaluated as a double-exponential fit with constant background and known IRF. Fig. 1a was generated considering 1,000 photons emitted by donor molecules not participating in FRET with a reference lifetime equal to 1, 3 or 10ns. Both the reference lifetime and the number of photons were used as fixed parameters. The number of photons emitted by quenched donors was varied from 100, 500 to 10,000 corresponding to SNRs of 0.1, 0.5 and 10. Energy transfer efficiency was varied from 0 to 100% in 128 steps on a power series. We used TCSPC as a gold-standard reference and, therefore, we utilized parameters of high-end systems. The laser repetition rate was set to 80MHz with a histogram resolution of 8-bits resulting in a bin time resolution of 48.8ps. Fig. 1b was generated in the same way, but using an experimental IRF provided by Bouchet et al. [32], with a nominal IRF of 38ps full-width at half-maximum. For Fig. 1c, we simulated only a reference fluorescence lifetime of 3ns. All other parameters the same as in Fig. 1b, we varied the number of photons in an uncorrelated background for Fig. 1c, including 0, 100 and 1,000 photons, which had to be estimated. This parameter sweep resulted in different signal-to-background ratios as described in the result sections. The results are shown as normalized by the total photon count emitted, that is including the sum of photons emitted by the FRET-fraction, the unquenched fraction and the background.

Numerical simulations for seFRET were utilized to propagate errors in the unmixing equations described in this work. First, we synthesized noiseless images using the same mathematical framework; subsequently, we added Poissonian noise and unmixed the images to determine how noise propagates to the FRET estimates aFRET and dFRET. The results for both TCSPC and seFRET depend on the ratio of the emitted photons and not on the absolute values (not shown) of photon counts, thus they are presented as normalized to the total photon counts for generality. All the simulations are computationally light and compatible with older versions of Matlab and computers; however, the results reported in this work were performed with Dell Precision workstation equipped with an Intel Xeon CPU E5-1620v3 and 64GB of RAM and Matlab 2018a.
5. Acknowledgements

We acknowledge funding from the Medical Research Council core grants (MC_UU_12022/1 and MC_UU_12022/8) to Prof. Ashok Venkitaraman (MRC Cancer Unit at the University of Cambridge, UK).

Disclosures

The author declares no conflicts of interest

References

1. J. R. Lakowicz, *Principles of Fluorescence Spectroscopy* (Kluwer Academic/Plenum Publishers, New York, 1999).
2. T. Förster, "Zwischenmolekulare Energiewanderung und Fluoreszenz," Annalen der Physik 437, 55-75 (1948).
3. L. Stryer and R. P. Haugland, "Energy Transfer - A Spectroscopic Ruler," Proceedings of the National Academy of Sciences of the United States of America 58, 719-723 (1967).
4. G. Bunt and F. S. Wouters, "Visualization of molecular activities inside living cells with fluorescent labels," International Review of Cytology 237, 205-277 (2004).
5. E. A. Jares-Erijman and T. M. Jovin, "FRET imaging," Nat. Biotechnol. 21, 1387-1395 (2003).
6. J. Zhang and M. D. Allen, "FRET-based biosensors for protein kinases: illuminating the kinome," Mol Biosyst 3, 759-765 (2007).
7. M. Y. Berezin and S. Achilefu, "Fluorescence lifetime measurements and biological imaging," Chem Rev 110, 2641-2684 (2010).
8. E. Gratton, S. Breusegem, J. Sutin, Q. Ruan, and N. Barry, "Fluorescence lifetime imaging for the two-photon microscope: time-domain and frequency-domain methods," Journal of Biomedical Optics 8(2003).
9. S. Pelet, M. J. Previte, and P. T. So, "Comparing the quantification of Förster resonance energy transfer measurement accuracies based on intensity, spectral, and lifetime imaging," Journal of Biomedical Optics 11, 34017 (2006).
10. H. C. Gerritsen, M. A. Asselbergs, A. V. Agronskaia, and W. G. Van Sark, "Fluorescence lifetime imaging in scanning microscopes: acquisition speed, photon economy and lifetime resolution," J. Microsc. 206, 218-224 (2002).
11. H. P. Good, A. J. Kallir, and U. P. Wild, "Comparison of fluorescent lifetime fitting techniques," The Journal of Physical Chemistry 88, 5435-5441 (1984).
12. H. C. Gerritsen, A. V. Agronskaia, A. N. Bader, and A. Esposito, "Time Domain FLIM: theory, Instrumentation and data analysis," in *FRET & FLIM Imaging Techniques*, T. W. Gadella, ed. (Elsevier, Amsterdam, The Netherlands, 2009).
13. M. Kollner and J. Wolfrum, "How many photons are necessary for fluorescence-lifetime measurements," Chem. Phys. Lett. 200, 199-204 (1992).
14. P. Hall and B. Selinger, "Better estimates of exponential decay parameters," The Journal of Physical Chemistry 85, 2941-2946 (1981).
15. Z. Bajzer, T. M. Therneau, J. C. Sharp, and F. G. Prendergast, "Maximum likelihood method for the analysis of time-resolved fluorescence decay curves," European Biophysics Journal 20, 247-262 (1991).
16. R. M. Ballew and J. N. Demas, "An Error Analysis of the Rapid Lifetime Determination Method for the Evaluation of Single Exponential Decays," Analytical Chemistry 61, 30-33 (1989).
17. A. Esposito, H. C. Gerritsen, and F. S. Wouters, "Optimizing frequency-domain fluorescence lifetime sensing for high-throughput applications: photon economy and acquisition speed," Journal of the Optical Society of America A: Optics Image Science and Vision 24, 3261-3273 (2007).
18. A. D. Elder, S. Schlachter, and C. F. Kaminski, "Theoretical investigation of the photon efficiency in Frequency-domain FLIM," Journal of the Optical Society of America A: Optics Image Science and Vision 25, 452-462 (2008).
19. K. Carlsson and J. P. Philip, "Theoretical Investigation of the Signal-To-Noise ratio for different fluorescence lifetime imaging techniques," Proceedings of SPIE 4622, 70-74 (2002).
20. L. P. Watkins and H. Yang, "Information bounds and optimal analysis of dynamic single molecule measurements," Biophysical Journal 86, 4015-4029 (2004).
21. R. A. Neher and E. Neher, "Applying spectral fingerprinting to the analysis of FRET images," Microscopy Research and Technique 64, 185-195 (2004).
22. A. D. Elder, A. Domini, G. S. Kaminski Schierle, C. Lindon, J. Pines, A. Esposito, and C. F. Kaminski, "A quantitative protocol for dynamic measurements of protein interactions by Förster resonance energy transfer-sensitized fluorescence emission," Journal of the Royal Society, Interface/the Royal Society (2008).
23. A. Hoppe, K. Christensen, and J. A. Swanson, “Fluorescence resonance energy transfer-based stoichiometry in living cells,” Biophys J 83, 3652-3664 (2002).
24. M. Elgendi, H. H. Wallrabe, Y. Chen, R. N. Day, M. Barroso, and A. Periasamy, “Characterization of one- and two-photon excitation fluorescence resonance energy transfer microscopy,” Methods 29(2003).
25. G. W. Gordon, G. Berry, X. H. Liang, B. Levine, and B. Herman, "Quantitative fluorescence resonance energy transfer measurements using fluorescence microscopy," Biophysical Journal 74, 2702-2713 (1998).
26. C. Berney and G. Danuser, "FRET or no FRET: A quantitative comparison," Biophysical Journal 84, 3992-4010 (2003).
27. J. Wlodarczyk, A. Woehler, F. Kobe, E. Ponimaskin, A. Zeug, and E. Neher, "Analysis of FRET signals in the presence of free donors and acceptors," Biophysical Journal 94, 986-1000 (2008).
28. A. Zeug, A. Woehler, E. Neher, and E. G. Ponimaskin, "Quantitative intensity-based FRET approaches—a comparative snapshot," Biophys J 103, 1821-1827 (2012).
29. S. Pelet, M. J. Previte, D. Kim, K. H. Kim, T. T. Su, and P. T. So, "Frequency domain lifetime and spectral imaging microscopy," Microscopy Research and Technique 69, 861-874 (2006).
30. F. Fereidouni, A. N. Bader, and H. C. Gerritsen, "Spectral phasor analysis allows rapid and reliable unmixing of fluorescence microscopy spectral images," Opt. Express 20, 12729-12741 (2012).
31. A. I. Iliev and F. S. Wouters, "Application of simple photobleaching microscopy techniques for the determination of the balance between anterograde and retrograde axonal transport," J Neurosci Methods 161, 39-46 (2007).
32. D. Bouchet, V. Krachmalnicoff, and I. Izeddin, "Cramer-Rao analysis of lifetime estimations in time-resolved fluorescence microscopy," Opt Express 27, 21239-21252 (2019).
33. H. Wallrabe, Y. Chen, A. Periasamy, and M. Barroso, "Issues in confocal microscopy for quantitative FRET analysis," Microscopy Research and Technique 69, 196-206 (2006).
34. E. Hirata, H. Yukinaga, Y. Kamioka, Y. Arakawa, S. Miyamoto, T. Okada, E. Sahai, and M. Matsuda, "In vivo fluorescence resonance energy transfer imaging reveals differential activation of Rho-family GTPases in glioblastoma cell invasion," Journal of Cell Science 125, 858-868 (2012).
35. J. R. W. Conway, S. C. Warren, and P. Timpson, "Context-dependent intravital imaging of therapeutic response using intramolecular FRET biosensors," Methods 128, 78-94 (2017).
36. S. Tyagi and F. R. Kramer, "Molecular beacons: Probes that fluoresce upon hybridization," Nature Biotechnology 14, 303-308 (1996).
37. E. A. Iares-Erijman and T. M. Jovin, “Imaging molecular interactions in living cells by FRET microscopy,” Current Opinion in Chemical Biology 10, 409-416 (2007).
38. J. Philip and K. Carlsson, “Theoretical investigation of the signal-to-noise ratio in fluorescence lifetime imaging,” Journal of the Optical Society of America A 20, 368-379 (2003).
39. R. M. Ballew and J. N. Demas, "Error Analysis of the Rapid Lifetime Determination Method for Single Exponential Decays with A Nonzero Base-Line," Analytica Chimica Acta 245, 121-127 (1991).
40. R. A. Colyer, C. Lee, and E. Gratton, "A novel fluorescence lifetime imaging system that optimizes photon efficiency,” Microscopy Research and Technique (2007).
41. A. Esposito, H. C. Gerritsen, F. S. Wouters, and U. Resch-Genger, "Fluorescence lifetime imaging microscopy: quality assessment and standards,” in Standardization in Fluorometry: State of the Art and Future Challenges, O. S. Wolfsbe, ed. (Springer, Berlin Heidelberg New York, 2007).
42. F. Guerrieri, S. Tisa, A. Tosi, and F. Zappa, "Two-Dimensional SPAD Imaging Camera for Photon Counting," IEEE Photonics Journal 2, 759-774 (2010).
43. N. Kristajić, J. Levitt, S. Poland, S. Ameer Beg, and R. Henderson, "256 x 2 SPAD line sensor for time-resolved fluorescence spectroscopy,” Opt. Express 23, 5653-5669 (2015).
44. I. M. Antolovic, C. Bruschiini, and E. Charbon, "Dynamic range extension for photon counting arrays," Opt Express 26, 22234-22248 (2018).
45. M. Gersbach, R. Trimananda, Y. Maruyama, M. Fishburn, D. Stoppa, J. Richardson, R. Walker, R. K. Henderson, and E. Charbon, "High frame-rate TCSPC-FLIM using a novel SPAD-based image sensor," P. Soc. Photo. Opt. Ins. 7780 (2010).
46. M. Popleteeva, K. T. Haas, D. Stoppa, L. Pancheri, L. Gasparini, C. F. Kaminski, L. D. Cassidy, A. R. Venkitaraman, and A. Esposito, “Fast and simple spectral FLIM for biochemical and medical imaging,” Opt Express 18, 23511-23525 (2015).
47. A. Esposito, T. Oggier, H. C. Gerritsen, F. Lustenberger, and F. S. Wouters, "All-solid-state lock-in imaging for wide-field fluorescence lifetime sensing,” Optics Express 13(2005).
48. M. Raspe, K. M. Kedziora, B. van den Broek, Q. Zhao, S. de Jong, J. Herz, M. Mastop, J. Goedhart, T. W. Gadella, I. T. Young, and K. Jalink, "siFLIM: single-image frequency-domain FLIM provides fast and photon-efficient lifetime data,” Nat Methods 13, 501-504 (2016).
49. M. Digman, V. R. Caiolfa, M. Zama, and E. Gratton, "The phasor approach to fluorescence lifetime imaging analysis," Biophys. J. 94, L14-16 (2007).
50. Q. S. Hanley and A. H. Clayton, “AB-plot assisted determination of fluorophore mixtures in a fluorescence lifetime microscope using spectra or quenchers,” J. Microsc. 218, 62-67 (2005).
51. F. Fereidouni, A. Esposito, G. A. Blab, and H. C. Gerritsen, "A modified phasor approach for analyzing time-gated fluorescence lifetime images,” J. Microsc. 244, 248-258 (2011).
52. A. L. Trinh, S. Ber, A. Howitt, P. O. Valls, M. W. Fries, A. R. Venkitaraman, and A. Esposito, "Fast single-cell biochemistry: theory, open source microscopy and applications," Methods Appl Fluoresc 7, 044001 (2019).

53. S. Isbaner, N. Karedla, D. Ruhlandt, S. C. Stein, A. Chizhik, I. Gregor, and J. Enderlein, "Dead-time correction of fluorescence lifetime measurements and fluorescence lifetime imaging," Optics Express 24, 9429-9445 (2016).

54. S. Ganesan, S. M. Ameer beg, T. Ng, B. Vojnovic, and F. S. Wouters, "A YFP-based Resonance Energy Accepting Chromoprotein (REACCh) for efficient FRET with GFP," Proceedings of the National Academy of Sciences of the United States of America 103, 4089-4094 (2006).

55. J. Klarenbeek, J. Goedhart, A. van Batenburg, D. Groenewald, and K. Jalink, "Fourth-generation epac-based FRET sensors for cAMP feature exceptional brightness, photostability and dynamic range: characterization of dedicated sensors for FLIM, for ratiometry and with high affinity," PLoS ONE 10, e0122513 (2015).

56. A. Esposito, M. Popleteeva, and A. R. Venkitaraman, "Maximizing the biochemical resolving power of fluorescence microscopy," PLoS ONE 8, e77392 (2013).

57. S. Ram, "Information theoretic analysis of hyperspectral imaging systems with applications to fluorescence microscopy," Biomed Opt Express 10, 3380-3403 (2019).