Creep-like behavior in athermal threshold dynamics: Effects of disorder and stress
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We study the dynamical aspects of a statistical-mechanical model for fracture of heterogeneous media: the fiber bundle model with various interaction range. Although the model does not include any thermal activation process, the system exhibits creep-like behaviors under a constant load being slightly above the critical value. These creep-like behaviors comprise three stages: in the primary and tertiary stages, the strain rate exhibits power-law behaviors with time, which are well described by the Omori-Utsu and the inverse Omori laws, respectively, although the exponents are larger than those typically observed in experiments. A characteristic time that defines the onset of power-law behavior in the Omori-Utsu law is found to decrease with the strength of disorder in the system. The analytical solution, which agrees with the above numerical results, is obtained for the mean-field limit. Beyond the mean-field limit, the exponent for the Omori-Utsu law tends to be even larger but decreases with the disorder in the system. Increasing the spatial range of interactions, this exponent is found to be independent of disorder and to converge to the mean-field value. In contrast, the inverse Omori law remains independent of the spatial range of interaction and the disorder strength.

\section{INTRODUCTION}

The two major laws for the earthquake statistics are the Omori-Utsu law \cite{1,2} and the Gutenberg-Richter (GR) law \cite{3}. The latter describes the frequency of earthquakes with respect to their magnitude and the former describes the rate of aftershocks decreasing in a power-law fashion with the time elapsed from a mainshock:

\[ n(t) = \frac{k}{(t + c)^p}, \]

where \( n(t) \) is the aftershock rate as a function of the elapsed time \( t \) from a mainshock, \( p \) and \( k \) the positive constants, and \( c \) the time constant. The exponent \( p \) varies from 0.7 – 1.6 \cite{2,4}, while the \( c \)-value may depend on the mainshock magnitude and a magnitude cutoff for aftershocks \cite{5}. Generally, the precise estimate of \( c \)-value is difficult because it is strongly affected by the detection ability of aftershocks, which is degraded by the mainshock coda. Nevertheless, careful analyses have revealed that the \( c \)-value takes a definite non-zero value \cite{6,7} and exhibits a systematic dependence on the faulting geometry \cite{8}. As the faulting geometry correlates with the differential stress on faults, it also implies the stress dependence of the \( c \)-value: it decreases for larger stress \cite{9}. Interestingly, the statistics for micro-fracture events in the laboratory scale shares many aspects with those for earthquakes: the GR \cite{10} and the Omori-Utsu laws \cite{10,11}. Moreover, in creep tests, in which the constant stress is applied to a specimen, the strain rate decreases slightly above the critical value. These creep-like behaviors are classified into the fiber bundle model \cite{14,10}. This stage is referred to as the primary creep and it is followed by the secondary creep with nearly time-independent strain rate. In the subsequent tertiary creep, the strain rate increases in a power-law fashion, which leads to breakdown of a specimen. This power-law acceleration of the strain rate is described by the inverse Omori law:

\[ \dot{\epsilon}(t) \propto (t_f - t + c')^{-p'}, \]

where \( t_f \) is the time of breakdown, \( c' \) the time constant, and \( p' \) the positive exponent. However, the inverse Omori law is not usually observed for earthquakes \cite{12}, whereas it is common in material failure. In their original form, the Omori-Utsu and the inverse Omori laws describe the rate of micro-fracture events but they can be reinterpreted in terms of the strain rate. In this study, we refer to these laws in terms of the strain rate.

There have been some simple models that can reproduce these power-law behaviors. Most of them are classified into the fiber bundle model \cite{14,10}. This is an assembly of fictitious fibers that support the mechanical load in parallel. Each fiber has its own failure threshold, which is randomly set according to a specific probability distribution function. Aiming at reproducing creep-like behaviors, some studies adopt probabilistic rules for the elementary failure process, which may model thermal activation processes \cite{17,21} or introduce additional variables that may correspond to the accumulated damage in the fibers \cite{22}. These attempts, which are regarded as the extension of the original model \cite{14}, may be legitimate because creep involves thermal activation processes as its microscopic origin. In contrast, however, Pradhan and Hemmer adopted a simple deterministic model to show that it is sufficient to reproduce creep-like behaviors qualitatively \cite{23}. On the other hand, they did not discuss the power-law behaviors such as the Omori-Utsu and the inverse Omori laws. Additionally, their analysis is limited to the mean-field limit and a particular strength of disorder.

In the present study, we investigate the time evolution toward breakdown in a simple fiber bundle model under a constant load for both the mean-field and the local stress.
concentration cases. Although the model does not include any thermal activation process, it resembles most properties observed in creep tests including the above-mentioned three stages. Particularly, the Omori-Utsu and the inverse Omori laws are reproduced and the exponent $p$ and the $c$-value are obtained. We show the dependence of $c$-value on the external load and disorder in the system.

In the next section, we provide a brief discussion of the model followed by the analytical results given in section III. The numerical results for the mean field limit as well as the local load sharing model are discussed in details in section IV. In the final section we have discussed our findings and summarized the chances of future works.

II. DESCRIPTION OF THE MODEL

Here we adopt a fiber bundle model as in the previous studies. Initially, the $L$ intact fibers support the load $F$ in parallel, resulting in the stress of $f = F/L$ on each single fiber. Each fiber has its own fracture strength chosen randomly from a certain distribution. The dispersion of the fracture strength characterizes the disorder in the model. If the applied stress exceeds any of the threshold values, the corresponding fibers break irreversibly. After a rupture event, the load that has been supported by the broken fibers is redistributed among the remaining intact fibers. In this literature, two kinds of redistribution models are commonly used: (i) the global load sharing (GLS) model, in which the load is redistributed equally among all the other surviving fibers $[14, 23]$ and (ii) the local load sharing (LLS) model, in which the load is redistributed only to the surviving neighbors $[23, 30]$. The GLS model is regarded as the mean-field model as the range of load redistribution is infinite.

In both the models, the stress on the unbroken fibers increases upon redistribution of the load and therefore a single rupture event can cause a cascade of further rupture events. At a given load of $F$, the system eventually comes to a stable state after a cascade of ruptures, otherwise all the fibers fail. In the former case, the load is increased slightly for a system to reach another stable state with less surviving fibers at larger stress. Such an increment process may be repeated until all the fibers break after a series of cascades. The repetition of the force increments enables one to define the critical load $F_c$, at which all the fibers are broken; namely, there are no stable states above the critical stress $F_c$. The value of $F_c$ depends on the disorder in the system $[31]$, described by dispersion in the strength of fibers. Note that it also depends on the system size $L$ in the local load sharing limit $[18, 32, 33]$. In this study, we investigate the time evolution of the model at a constant load, which is slightly above the critical value. The system is eventually led to the breakdown under such a large load but we can still investigate the dynamics towards breakdown by introducing the relaxation time of the load redistribution. Namely, the breaking of fibers and the following load redistribution should take the finite relaxation time $\tau$, which can be regarded as a single time step. Note that this time constant is assumed to be zero in a conventional algorithm $[13]$. Here we adopt the following algorithm: the total load remains at $F(\approx F_c)$ throughout the time evolution. The initial stress is thus $F/L$ at $t = 0$. Then the fibers having the strength lower than $F/L$ should break and as a result the load is redistributed to all the remaining fibers (the GLS model) or only to the neighbors of the broken fibers (the LLS model). In any case, due to the load redistribution, some fibers are overloaded beyond their strength, resulting in further ruptures at the next time step, $t = \tau$. This defines a single time step in our algorithm and is repeated until all the fibers are broken. This relaxation time $\tau$ may depend on any physical ingredients such as the stress, time or the temperature. Here we regard $\tau$ as a constant for simplicity. Then the model is essentially the same as that investigated by Pradhan and Hemmer $[23]$. They investigated only the GLS but the dynamics of the system depends largely on the nature of load redistribution. In this paper we investigate the time evolution in both models: the GLS and the LLS.

III. ANALYSIS ON GLOBAL LOAD SHARING MODEL

In this section the dynamics of the above mentioned GLS model, which is the mean field limit, is studied analytically. Note that the stress is identical for all the fibers in the GLS model. This allows one to discuss the system behavior analytically for some simple threshold distributions.

Writing the threshold distribution as $p(y)$, a general expression for the number of remaining fibers after the $i^{th}$ ($i = 1, 2, \cdots$) redistribution is

$$L_i = L_0 - \int_0^{f_{i-1}} L_0 p(y)dy. \quad (3)$$

where $L_0$ is the initial number of fibers, $L_i$ the number survived after the $i^{th}$ redistribution, and $f_{i-1}$ the force per fiber at the previous time step $i - 1$. This can be rewritten in terms of fraction $n_i = L_i/L_0$

$$n_i = 1 - \int_0^{f_{i-1}} p(y)dy. \quad (4)$$

Using $n_i = f_0/f_i$, where $f_0$ being the strain at $t = 0$, the above equation is rewritten in terms of $f$.

$$f_i = \frac{f_0}{1 - \int_0^{f_{i-1}} p(y)dy} \approx \frac{f_0}{\int_0^{f_{i-1}} p(y)dy} \quad (5)$$

This is the recursive relation for $f$. One can also consider a differential equation by using $(f_{i+1} - f_i)/\tau \approx f$, where
\( \tau \) is the duration of one time step, \( i \) to \( i + 1 \):

\[
\tau \dot{f} = \frac{f_0}{1 - \int_0^y \rho(y) dy} - f. \tag{6}
\]

Therefore, the time evolution of the present system is solely determined by the threshold distribution \( \rho(f) \) and the initial condition \( f_0 \). As \( f_0 = F/L_0 \), choosing \( f_0 \) is identical to determine the external load \( F \). Note that \( f \) should be proportional to the strain of the system as the strain rate. This is more simplified as

\[
\tau \dot{x} = \frac{f_0 \delta}{x_{\text{max}} - f} - f. \tag{7}
\]

This is rewritten as

\[
\tau \dot{x} = \left( \frac{f - \frac{f_{\text{max}}}{2}}{\frac{f_{\text{max}}}{2} - f} \right)^2 + \frac{f_0 \delta}{\frac{f_{\text{max}}}{2} - f}, \tag{8}
\]

This is more simplified as

\[
\tau \dot{x} = \frac{(x - \frac{1}{2})^2 + \zeta}{1 - x}, \tag{9}
\]

where

\[
x := \frac{f}{f_{\text{max}}} \tag{10},
\]

\[
\zeta := \frac{f_0 \delta}{\frac{f_{\text{max}}}{2}} - \frac{1}{4}. \tag{11}
\]

By choosing \( \tau \) as the time unit, we realize that there is only one non-dimensional parameter \( \zeta \) that controls the time evolution of \( x \).

- If \( \zeta \) is non-negative, Eq. (9) has steady-state solutions of \( x = 1/2 \pm \sqrt{-\zeta} \): \( x = 1/2 - \sqrt{-\zeta} \) is the stable fix point and the other is the unstable fix point. Starting from the initial condition \( x_0 < 1/2 - \sqrt{-\zeta} \), the system relaxes to the stable fixed point exponentially. Although the time derivative of \( x \) is negative for \( x \) between these two fix points, it should be interpreted as \( \dot{x} = 0 \) because the system is essentially irreversible.

- At \( \zeta = 0 \), the saddle-node bifurcation occur. Namely, these two fixed points merge together and annihilate. This bifurcation is actually present for more general threshold distributions, and therefore they yield common behaviors near the bifurcation point.

For positive \( \zeta \), there is no fixed point and the system undergoes breakdown. The exact solution of Eq. (9) is given as

\[
t_m - t = \frac{1}{2} \log \left( \frac{1}{2} - x \right)^2 + \zeta + \frac{1}{2\sqrt{\zeta}} \tan^{-1} \left( \frac{1/2 - x}{\sqrt{\zeta}} \right), \tag{12}
\]

where \( t_m \) is an integral constant. Here we consider a system close to the bifurcation point, \( \zeta \ll 1 \). Then the first term is negligible and one gets the following expression.

\[
x \approx \frac{1}{2} + \sqrt{\zeta} \tan[2\sqrt{\zeta}(t - t_m)]. \tag{13}
\]

Because the above equation should give \( x = x_0 \) at \( t = 0 \),

\[
t_m \approx \frac{1}{2\sqrt{\zeta}} \tan^{-1} \left( \frac{1/2 - x_0}{\sqrt{\zeta}} \right). \tag{14}
\]

The time evolution of the system is fully described by Eqs. (12) or (13). A practically important quantity is the time of breakdown, \( t_f \), where the surviving fibers vanish: Namely, the force per fiber diverges. Considering Eq. (12), the time of the breakdown is given by

\[
2\sqrt{\zeta}(t_f - t_m) = \pi/2. \tag{15}
\]

Importantly, Eq. (12) implies both the Omori-Utsu and inverse Omori laws for the primary and the tertiary stages, respectively.

The Omori law : The primary stage is characterized by \( x_0 < 1/2 \). In this case \( (1/2 - x_0)/\sqrt{\zeta} \gg 1 \) and therefore \( t_m \approx \pi/4\sqrt{\zeta} \). We can thus write

\[
2\sqrt{\zeta}t_m = \frac{\pi}{2} - f(x_0), \tag{16}
\]

where \( f(x_0) > 0 \). Inserting Eq. (10) into Eq. (12),

\[
x \approx \frac{1}{2} - \frac{\sqrt{\zeta}}{\tan[2\sqrt{\zeta}(t + f(x_0))] \approx \frac{1}{2} - \frac{1}{2t + f(x_0)/\sqrt{\zeta}} \tag{17}
\]

for small \( t \). Taking the initial condition into account, this leads to

\[
x \approx \frac{1}{2} - \frac{1}{2[t + 1/(1 - 2x_0)]}. \tag{18}
\]

Therefore,

\[
\dot{x} \approx \frac{1}{2[t + 1/(1 - 2x_0)]^2}. \tag{19}
\]

This is the Omori law with \( p = 2 \) and

\[
c = \frac{1}{1 - 2x_0}. \tag{20}
\]
We are thus led to the concrete expression for the $c$-values.

**The inverse Omori law**: Inserting Eq. (15) into Eq. (12) and rewriting the time $t$ as $t = t_f - t^*$, one can get

$$ x \simeq \frac{1}{2} + \sqrt{a} \tan \left[ \frac{\pi}{2} - 2\sqrt{a}t^* \right] \simeq \frac{1}{2} + \frac{1}{2(t_f - t)}. \quad (21) $$

This leads to the accelerating creep in the tertiary regime.

$$ \dot{x} \simeq \frac{1}{2(t_f - t)^2}. \quad (22) $$

Note that the $c$-value is not visible in this tertiary stage, whereas a non-zero $c$-value is obtained in the primary stage.

**B. General relation between saddle-node bifurcation and the power-law behaviors**

We discuss more general threshold distributions taking advantage of saddle-node bifurcation. First we discuss the nature of fixed points, which are the solutions of the following equation.

$$ f = \Phi(f), \quad (23) $$

$$ \Phi(f) = \frac{f_0}{\int_{-\infty}^{\infty} p(y) dy}. \quad (24) $$

Since $p(y)$ is positive, $\Phi(f)$ is a monotonically increasing function of $f$. Because $\Phi(0) = f_0 > 0$, Eq. (24) may have some solutions.
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**FIG. 1.** Variation of the function $\Phi(f)$ with increasing force per fiber, $f$. The time evolution is given by $f_{i+1} = \Phi(f_i)$ and $f_0$ is the initial condition for $f$. Note that $\Phi(0) = f_0$. The plots are shown for $f_0 < f_0^*, f_0 = f_0^*$ and $f_0 > f_0^*$ (from the bottom to the top), respectively.

Let us suppose that saddle-node bifurcation occurs as a critical initial stress, $f_0^* = f_0^*$. Then, because $\Phi(f)$ is tangent to $f$ at the bifurcation point, one can consider an expansion of $\Phi(f)$ around $f = f_c$.

$$ \Phi(f) \simeq f_c + (f - f_c) + a(f - f_c)^2 + \cdots, \quad (25) $$

where $a := \frac{1}{2}\partial^2\Phi/\partial f^2|_{f_c}$ is assumed to be positive. If $f_0$ is only slightly larger than $f_0^*$, one may write

$$ \Phi(f) \simeq \zeta + f_c + (f - f_c) + a(f - f_c)^2 + \cdots, \quad (26) $$

where $\zeta > 0$. Truncating the above expansion at the second order, one can write an approximate time evolution equation.

$$ \tau \dot{f} = \Phi(f) - f \simeq \zeta + a(f - f_c)^2. \quad (27) $$

This equation is integrated by separating the variables and gives

$$ \sqrt{\zeta}(t-t_1) = \arctan \left( \frac{\sqrt{a}}{\zeta}(f - f_c) \right) - \arctan \left( \frac{\sqrt{a}}{\zeta}(f_1 - f_c) \right), \quad (28) $$

where $f$ and $f_1$ denote $f(t)$ and $f(t_1)$, respectively. Choosing $t_1 = t_m$ and $f(t_m) = f_c$, this equation reduces to

$$ f(t) = f_c + \sqrt{\frac{\zeta}{a}} \tan \left[ \sqrt{\alpha}(t-t_m) \right], \quad (29) $$

which is identical to Eq. (12). Therefore, one can obtain the Omori-Utsu and the inverse Omori laws in the same manner as shown in the previous subsection. Particularly,

$$ \dot{f} = \frac{\tau/a}{[t + \tau/a(f_c - f_0)]^2}. \quad (30) $$

Therefore, the exponent 2 should be robust for a wide class of systems that undergoes saddle-node bifurcation. The time constant $c$ for the Omori law is given by

$$ c = \frac{\tau}{a(f_c - f_0)}. \quad (31) $$

In the above discussion, the positiveness of $a$ is crucial. Note also that these power-law behaviors are realized only in a finite range of $f$ where the expansion of Eq. (26) can be truncated at the second order. Namely, Eq. (26) must hold in a sufficiently wide range of $f$ for the realization of power-law behaviors. This implies that the saddle-node bifurcation itself is not a sufficient condition for the power-law behaviors. This valid range of the quadratic approximation and the sign of $a$ depend on the detail of $p(f)$, and therefore we discuss this for some examples in the next subsection. Importantly, in some special cases the inverse Omori law can be observed without saddle-node bifurcation. Therefore, the bifurcation is indeed not a necessary condition for a power-law behavior.

**C. Power-law distribution**

As the uniform threshold distribution may be a little bit artificial, one should consider some other threshold
distributions. Among them, the power law distribution is particularly instructive as the system exhibits more complex behaviors than the uniform distribution case. It is also important in view of the geophysical systems as the heterogeneities in solid earth systems are often fractal.

The threshold distribution $p(f)$ is proportional to $f^{-\alpha}$ ($\alpha > 0$) within the range of $[f_{\text{min}}, f_{\text{max}}]$ and vanishes otherwise. For $\alpha \neq 1$, the distribution reads

$$p(f) = \frac{1 - \alpha}{f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha}} f^{-\alpha}. \quad (32)$$

This leads to

$$\Phi(f) = \begin{cases} \frac{f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha}}{f^{1-\alpha} - f_{\text{max}}^{1-\alpha}} f_0, & (f \geq f_{\text{min}}) \\ f_0, & (f < f_{\text{min}}) \end{cases} \quad (33)$$

Then the time evolution equation is given by

$$\dot{f} = \frac{f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha}}{f^{1-\alpha} - f_{\text{max}}^{1-\alpha}} f_0 - f, \quad (34)$$

and therefore the fixed points are the solution of

$$f(f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha}) = f_0(f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha}), \quad (35)$$

where $f_{\text{min}} \leq f < f_{\text{max}}$. Noting that the right hand side of the above equation is a constant, the nature of the fixed points depends on the behavior of the left hand side, which largely depends on the exponent $\alpha$. As explained below, the saddle-node bifurcation occurs only for $\alpha < 2$, and therefore the power-law behavior is not expected for $\alpha \geq 2$. Nevertheless, the inverse Omori law is observed at $\alpha = 2$. This illustrates that the bifurcation is not a necessary condition of the power-law behaviors.

- For $\alpha > 2$, the left hand side of Eq. (35) is a monotonically decreasing function from the infinity to the negative infinity as $f$ varies from zero to the infinity. Therefore, in view of Eq. (33), there must be one unstable fixed point. In this case the system fails quickly starting from $f_0$ that is larger than a critical value, $f_0^*$. This is given by inserting $\dot{f} = 0 = f_0^*$ in Eq. (35). Therefore, the power law behavior is not observed for $\alpha > 2$.

- For $\alpha < 2$, the left hand side of Eq. (35) is a concave function of $f$ for $0 < \alpha < 1$, or convex for $1 < \alpha < 2$. Therefore, there must be two fixed points at sufficiently small $f_0$, and they should merge at a critical value of $f_0$. Namely, saddle-node bifurcation occurs. This bifurcation point is determined by combining Eq. (35) and

$$\Phi'(f) = (\alpha - 1) \frac{f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha}}{(f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha})^2} f_0 f^{-\alpha} = 1. \quad (36)$$

Equations (35) and (36) lead to

$$f(f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha}) \left[ 2 - \alpha - \left( \frac{f}{f_{\text{max}}} \right)^{\alpha-1} \right] = 0, \quad (37)$$

which gives

$$f = (2 - \alpha)^{1/(\alpha-1)} f_{\text{max}}. \quad (38)$$

The critical initial condition is given by inserting the above equation to Eq. (35).

$$f_0 = \frac{(\alpha - 1)(2 - \alpha)^{(2-\alpha)/2}}{f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha}} f_{\text{max}}^{1-\alpha}. \quad (39)$$

We can thus expect the power law behaviors of $f(t)$ for $0 < \alpha < 1$ and $1 < \alpha < 2$. This is confirmed by numerical simulation as shown in the next section.

- For $\alpha = 2$, the left hand side of Eq. (35) is a monotonically decreasing function, and therefore there exists one unstable fixed point as in the case of $\alpha > 2$. Nevertheless one may observe power-law behavior. The time evolution equation reads

$$\dot{f} = \frac{f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha}}{f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha}} f_0 - f. \quad (40)$$

If we choose $f_0 = (f_{\text{min}}^{1-\alpha} - f_{\text{max}}^{1-\alpha})^{-1}$, the above equation reduces to

$$\dot{f} = \frac{f^2/f_{\text{max}}}{1 - f/f_{\text{max}}}. \quad (41)$$

which have a solution of $f \propto (t_f - t)^{-1}$ unless $f/f_{\text{max}} \approx 1$. In this case, however, the power law behavior is observed even if the bifurcation does not occur.

- For $\alpha = 1$, the distribution reads

$$p(f) = \frac{1}{f \log \left( \frac{f_{\text{max}}}{f_{\text{min}}} \right)}. \quad (42)$$

By computing $\Phi(f)$, the fixed points are given by the following equation.

$$f \log \left( \frac{f}{f_{\text{max}}} \right) = f_0 \log \left( \frac{f_{\text{min}}}{f_{\text{max}}} \right). \quad (43)$$

We can also show that the saddle-node bifurcation occurs at $f_0 = f_{\text{max}}/e \log(f_{\text{max}}/f_{\text{min}})$ and $f = e^{-1} f_{\text{max}}$, and therefore we can expect power-law behaviors.

IV. NUMERICAL RESULTS: GLOBAL LOAD SHARING MODEL

In the following, numerical results are shown for both the GLS and the LLS models. In each case, the system comprises $10^5$ fibers and the results are averaged over $10^4$ configurations. The main aim for the numerical study is to confirm the analytical results given in the previous section as well as to understand the time evolution of the
system with more general threshold distributions. In case of the GLS model, we have used three different threshold distributions: uniform, Weibull and power laws. The numerical results are compared with the analytical ones. In case of the LLS model, the numerical results shown here are restricted to the uniform threshold distribution only.

For both the systems (GLS and LLS), we show the strain rate as a function of time in the system under a constant load, which is slightly above the critical value. Using the number of unbroken fibers after the $t^{th}$ redistribution (at time $t$), which is denoted by $L_t$, the strain $\epsilon(t)$ is represented as $F/L_t$ with the force $F$ applied to the system. This is indeed identical to the force per fiber $f$ in the GLS model. However, in the LLS model, this strain may be interpreted as the average value (averaged over all surviving fibers), as the force per fiber is inhomogeneous. In the same manner, the strain rate is given as the time derivative of the average strain: $\dot{\epsilon}_f = F/L_{t+1} - F/L_t$. Again, this is identical to $\dot{f}$ in the GLS model, whereas it is the averaged value in the LLS model.

### A. Uniform threshold distribution: Comparison of analytical and numerical results

Here the threshold of each fiber is chosen from a uniform distribution defined on the interval of $[0.5 - \delta, 0.5 + \delta]$. Fig. 2a) shows the creep-like behavior observed under such critically stressed condition. The behavior shows all three stages: primary (red), secondary (green) and tertiary (blue). The strain rate at primary and tertiary stage is observed closely and shown in Fig. 2b) and Fig. 2c) respectively. The time evolution of strain rate in the primary stage (Fig. 2b) follows the Omori-Utsu law and matches satisfactorily with the analytical expression (solid lines drawn according to Eq.19). Also in the tertiary stage, the numerical results match with the inverse Omori law given by Eq.22. We will discuss this in details later in this paper. Also Fig. 2d) compares the analytical (see Eq.23) and numerical $c$-values at different disorder, under the condition $f = f_c$. A probable reason for the discrepancies between analytical and numerical results will be the assumption made in Eq.15.

### B. Weibull distribution

If the constituent fibers themselves are sufficiently macroscopic objects, the strength of a single fiber may obey extreme statistics. In this case one can consider the Weibull distribution for the fiber strength.

$$\int_{f}^{\infty} p(y)dy = \exp \left[ - \left( \frac{y}{\tilde{f}} \right)^{\beta} \right],$$  \hspace{1cm} (44)

where $\beta > 0$ and $\tilde{f}$ is a constant. This leads to the time evolution equation:

$$\tau \dot{x} = x_0 \exp \left( x^\beta \right) - x,$$  \hspace{1cm} (45)

where $x = f/\tilde{f}$.

Whereas the uniform distribution case is controlled by the only one dimensionless parameter, the Weibull distribution case involves two dimensionless parameter, $\beta$ and $x_0$. Note that very large or very small $\beta$ values correspond to less heterogeneity and the intermediate values of $\beta$ may represent disordered systems. However, the parameter $\beta$ does not affect the qualitative behavior of the system as shown below.

#### 1. Saddle-node bifurcation

First, we show saddle-node bifurcation also occurs for the Weibull distribution case irrespective of the value of

---

**FIG. 2. (Color online) (a) Behavior of strain, showing the primary, secondary and tertiary stage in the time evolution normalized by failure time $t_f$. (b) & (c) Variation of the strain rate with time respectively in the primary and tertiary stage, the strength of disorder, in the primary stage. (d) Variation of $c$-value with $\delta$, the strength of disorder, in the primary stage.**
\( \beta \). The fixed points of Eq. (45) must satisfy
\[
x_0 \exp (x^\beta) = x.
\]
Since \( x > 0 \), it is more convenient to take the logarithm.
\[
x^\beta - \log x = - \log x_0.
\]
As the left-hand side is a simple concave function of \( x \) for positive \( \beta \), the above equation must have two solutions at sufficiently small \( x_0 \). One can show that the smaller solution is the stable fixed point, whereas the larger one is unstable. At a critical value of \( x_0 = (e\beta)^{-1/\beta} \), these two fixed points merge and disappear. This is the saddle-node bifurcation as in the case of the uniform threshold distribution. For \( x_0 > (e\beta)^{-1/\beta} \), there is no fixed point and the force per fiber increases rapidly with time. Therefore, we can expect the power-law behaviors with the exponent 2 as discussed in the previous section.

2. Dependence on disorder \( \beta \)

To check the response of the model to the disorder introduced, we have studied the variation of strain rate \( \dot{\varepsilon} \) with time at different disorder values while the applied stress is kept constant at the critical value. Figure 3 shows this \( \dot{\varepsilon} \) v/s \( t \) behavior with a continuous change in \( \beta \) (and hence change in disorder). Here also we observe the Omori and inverse Omori laws in the primary and tertiary stages, respectively.

- **Primary stage** : \( \dot{\varepsilon} = \frac{k}{(t + c)^p} \), \( p \approx 1.8 \).
- **Tertiary stage** : \( \dot{\varepsilon} = \frac{k'}{(t_f - t)^{p'}} \), \( p' \approx 2.0 \).

where \( t_f \) is the time of breakdown of the system.

Both exponents \( p \) and \( p' \) show satisfactory match with the analytical results. In the primary stage, the value of \( \dot{\varepsilon} \) changes with a continuous variation of \( \beta \). The applied stress is kept constant here at the critical value. Strain rate produced in the model at critical stress and corresponding to different \( \beta \) values (see Fig. 3b) in the primary stage are fitted with the Omori law for different \( \dot{\varepsilon} \) values. The variation of \( \dot{\varepsilon} \) value with \( \beta \) is shown in Fig. 3(b) at different loading condition. \( \Delta f \) shows the deviation in applied stress from the critical value \( f_c \). \( \Delta f = 0 \) corresponds to the critically loading condition. A positive \( \Delta f \) tells us that the model is overloaded, while a negative value of \( \Delta f \) leads to situation where the applied load is less than the critical one. \( \dot{\varepsilon} \) attains a higher value at both low and high \( \beta \) value and hence at low disorder limit. This non-monotonic behavior is very prominent where the system is more and more overloaded (\( \Delta f > 0 \)). For \( \Delta f \approx 0 \) or \( \Delta f < 0 \), we have to go to relatively higher value of \( \beta \) to observe this increment in \( \dot{\varepsilon} \) value. Finally Fig. 3(c) shows the strain rate, close to the failure point. When \( t \) approaches \( t_f \), \( \dot{\varepsilon} \) increases in a scale-free manner with an exponent \( -2 \), independent of the disorder introduced in the model. Also, as discussed before, we have a zero \( \dot{\varepsilon} \) value here.

3. Dependence on the applied stress

Next we have investigated the effect of applied stress more closely focusing on the primary stage only. Fig. 4(a) and Fig. 4(b) shows the Omori like behavior under different loading conditions. At high \( \beta \) value the system responses quite well with varying applied stress. On the other hand at low \( \beta \) value, \( \dot{\varepsilon} \) changes very slowly with \( \Delta f \). These different responses can be expressed through a continuous variation of \( \dot{\varepsilon} \) value with \( \Delta f \). Fig. 4(c) shows the \( \dot{\varepsilon} \) value v/s \( \Delta f \) variation at different \( \beta \) (hence at different disorder values). As previously discussed, at low \( \beta \), \( \dot{\varepsilon} \) starts with a relatively higher value and gradually increases with \( \Delta f \). For higher \( \beta \) value, \( \dot{\varepsilon} \) attains a lower value initially but increases rather faster with \( \Delta f \).
the rate of change of such c-value is relatively higher for high disorder values.

4. Variation of c-value on $\Delta f - \delta$ plane

Finally we have reached a point where we can explain the behavior of the c-value with respect to the parameters $\beta$ and $\Delta f$. In Fig.4a and 4b we have shown the c-value in the primary stage as function of both disorder and applied stress in case of the uniform and the Weibull distributions. The value of c is higher at less disorder (low $\delta$ for uniform distribution and very low or very high $\beta$ for Weibull distribution) and gradually decreases when we go to higher disorder. At any particular $\delta$ or $\beta$, the c-value increases with increasing $\Delta f$.

C. Power-law threshold distribution

Next we have carried out the numerical simulation where the thresholds are chosen randomly from a power law distribution with a variable exponent. Following the analytical results, we introduce some cut-off values for the distribution depending on the value of $\alpha$. Irrespective of the value of $\alpha$, we must choose a sufficiently large width that remains constant throughout the numerical simulation. Here it is chosen to be $[1, 10^3]$, where the exponent $\alpha$ varies between 0.5 and 2.5. This variation in the exponent essentially covers all the three situations discussed in the analytical study (see III C).

Fig.6 illustrates the behaviors of strain rate in the primary and the tertiary stages, respectively, where the qualitative difference is apparent for different values of the exponent $\alpha$:

(i) For $\alpha < 2$, we obtain a power law decrease of strain rate $\dot{\epsilon}$ in the primary stage. At the same time in the tertiary stage $\dot{\epsilon}$ increases obeying the inverse Omori law until it reaches global failure. The $p$ values at primary and tertiary stages are respectively 1.8 and 2.0.
(ii) For $\alpha > 2$, the model shows brittle response. In this limit $\dot{c}$ increases exponentially in the primary stage and reaches to global failure much more rapidly and does not exhibit the inverse Omori law in the tertiary stage.

(iii) At $\alpha = 2$, the power law behavior is observed only in the form of inverse Omori law while the strain rate is almost constant in the primary regime.

All these behaviors are consistent with the analytical results.

V. NUMERICAL RESULTS: LOCAL LOAD SHARING MODEL

To include the effect of local stress concentration, we assume that the close neighborhood of a broken fiber is affected much more than the other parts of the model. For this purpose, we redistribute the stress of a broken fiber over a finite distance, known as the stress release range $R$. A recent study has already shown that there exits the critical range value $R_c$, above which the model shifts to the mean-field limit. The critical value depends on the system size $L$ as $R_c \sim L^{2/3}$ [34]. In this paper, instead of $R$, we have used $\rho = R/R_c$ as the parameter, and thus $\rho \geq 1$ corresponds to the mean field limit of the model. Here the uniform threshold distribution is adopted and therefore we investigate the effects of disorder by changing $\delta$, as well as the effects of the interaction range by changing $\rho$. Again, the external load remains to be slightly above the critical value.

1. Role of disorder

Figure 7 shows the behavior of strain rate in the primary stage with different values of local stress concentration parameter $\rho$: 0.93, 0.46 and 0.05. In case of $\rho = 0.05$, the stress is redistributed up to a small range, whereas $\rho = 0.93$ is close to the mean-field limit. As a result, it is expected to obtain the Omori-Utsu law in the primary stage when the $\rho$ is close to 1 (see Fig. 7). Interestingly, we observe this behavior to sustain even for lower $\rho$, namely more stress localization. The $c$-value also changes with disorder in this limit. The extra feature that we get with stress localization is a varying exponent $p$ in the Omori-Utsu law.

2. Role of stress release range

Here we have studied the model at a constant disorder but with varying stress release range. By changing a variable $\rho$ the model shifts from the mean-field limit to another limit where stress redistribution is extremely localized. Figure 8 shows the time evolution of the strain rate with several values of $\rho$. The study is repeated for three different disorder values. The slope in the Omori-like behavior clearly shows an increment while $\rho$ is decreased. Also at very low $\rho$, the exponent $p$ changes with disorder. This variation of $p$ with disorder was absent in the mean field limit.

3. Variation of $c$-value and exponent $p$

To understand the effect of such stress localization, we have studied the $c$-value and the exponent $p$ with a continuous variation of stress release range $\rho$ between 0 and 1.5. As we have already mentioned, for $\rho \geq 1$ the model enters its mean-field limit.

For smaller interaction range ($\rho < 1$), both $p$ and $c$ take large values. As $\rho$ is increased, these two quantities decrease gradually. Throughout the stage $0 < \rho \leq 1.5$, the $c$-value remains a function of disorder $\delta$ and increases as we go to lower $\delta$ values. So, $c$ can be expressed as follows: $c = \Phi(\rho, \delta)$ for $0 < \rho \leq 1.5$, where $\Phi$ is an decreasing function of both stress release range $\rho$ and disorder $\delta$. On the other hand, the exponent of $p$ is function of both disorder $\delta$ and stress localization $\rho$ for $\rho < 1.0$. For $\rho > 1.0$, $p$ takes a value 1.8 independent of $\delta$ and $\rho$, which is the mean field exponent for Omori law we
these three distributions. With local stress concentration, we have shown the results with uniform distribution. The universality of these results are also checked with a Weibull distribution with shape parameter $\beta$ and a power-law distribution with exponent $-1$ ranging from $10^{-9}$ to $10^9$. The parameters $\eta$ and $\beta$ controls the disorder here.

VI. DISCUSSIONS

Here we discuss the relevance of the Omori-Utsu and the inverse Omori laws in a more general context. Although our results are presented in terms of the strain rate, they should apply to more general cases if there is a relation between the rate of micro-fracture events and the strain rate, such as $n(t) \propto \dot{\varepsilon}(t)^q$, where $n(t)$ is the rate of micro-fracture events and $q$ a positive exponent. As the rupture of a single fiber may correspond to a single micro-fracture event in the present system, $n(t) \propto \dot{\varepsilon}(t)L^2(t)$, where $L(t)$ is the number of remaining fibers at time $t$.

Noting that aftershocks are caused by the abrupt stress change caused by a mainshock, the algorithm adopted here, in which a finite stress is applied to the system at $t = 0$, may model such a stress change caused by a mainshock. In this sense, the Omori-Utsu law obtained in the present model mimics the dynamics after a mainshock for earthquakes to some extent. We obtain the exponent $p \approx 2$ in the mean-field model irrespective of the other details such as the threshold distribution, whereas $p$ ranges from 0.6 to 0.8 in creep test and from 0.7 to 1.6 for earthquakes. The difference is significant but the quantitative agreement is not necessarily here because of the simplicity of the mean-field model. In contrast, the difference is even larger for the LLS model. Noting that the LLS model is generally more unstable than the GLS model, we may obtain smaller exponent for more stable systems. For instance, introducing a probabilistic rule for the elementary fracture process might lead to smaller exponent because it can inhibit the cascade-like instability of fracture caused by the load redistribution to slow down the relaxation.

The $c$-value is a characteristic time for the power-law relaxation that results from the abrupt stress loading and therefore it is regarded as a relaxation time for stress. The elementary stress relaxation time in our model is $\tau$, which makes a single time step. It is indeed the only intrinsic time constant in our model and therefore the $c$-value should be scaled with $\tau$ from dimensional analysis. The $c$-value is thus mostly dominated by the nature of $\tau$. For instance, if the stress relaxation time depends on the total load $F$, the analysis given in this study still applies and yields the load-dependent $c$-value.

In the GLS model, the analytical expression for the $c$-value is obtained for a class of threshold distributions. Apart from the trivial dependence on $\tau$, the $c$-value depends on three parameters: $a$, $f_c$, and $f_0$. Among them, $a$ and $f_c$ are determined mostly by the threshold distri-

FIG. 8. (Color online) Plot for $\dot{\varepsilon}$ vs $t$ in the primary stage at three different disorder values ($\delta = 0.3$, 0.4 and 0.5). The stress is kept constant at the critical value while $\rho$ is continuously varied.

FIG. 9. (Color online) Variation of the $c$-value and and the exponent $p$ with increasing stress localization. The model approaches the mean-field limit toward $\rho = 1$, and $p$ approaches its mean-field value 1.8 gradually with increasing $\rho$.

obtained previously.

The results in the mean field limit are already shown for three different distributions: uniform, Weibull and power law. An universal behavior is observed in the time evolution of strain rate (or force per fiber) for all these three distributions. With local stress concentr-
bution via Eqs. \[21\] and \[26\] but they also depend on \(f_0\) because \(\Phi(f)\) is proportional to \(f_0\). Therefore, \(\alpha\) should be proportional to \(f_0\). Noting that \(f_0\) is proportional to the total load \(F\) as \(f_0 = F/L_0\), Eq. \[31\] implies the load dependence of the \(c\)-value. Although the \(c\)-value is found to increase with the load in this study, in view of Eq. \[31\], it can be a decreasing function of the external load if \(f_c > 2f_0\). This actually means \(f_c > 2f_0\) and therefore it depends on the threshold distribution. This condition is not satisfied for the distribution functions investigated here and hence the \(c\)-value exhibits only positive dependence on the external load.

**VII. CONCLUSIONS**

We have studied the time evolution of fiber bundle model under a constant external load being slightly above the critical value with some variations in the load redistribution process: the global-load sharing and the local-load-sharing models. The strain rate in the primary and the tertiary stages follows the Omori-Utsu and the inverse Omori laws respectively. In the local-load-sharing model, both the exponent \(p\) and the \(c\)-value are decreasing functions of disorder and the interaction range. Above a certain stress release range \((\rho > 1)\), the local-load-sharing model exhibits essentially the same behavior as that of the mean field limit; namely, the exponent for the Omori-Utsu law attains a constant value \((\approx 1.8)\) and \(c\) is still a decreasing function of disorder. Despite the simplicity of the model and the absence of any thermal activation process, the system exhibits creep-like behaviors with all the three stages: primary, secondary and tertiary. This in turn implies that the probabilistic rule is not essential for a power-law behavior in creep deformation.
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