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Abstract—An equivalent circuit formulation for power system analysis was demonstrated to improve robustness of Power Flow and enable more generalized modeling, including that for RTUs (Remote Terminal Units) and PMUs (Phasor Measurement Units). These measurement device models, together with an adjoint circuit based optimization framework, enable an alternative formulation to Power System State Estimation (SE) that can be solved within the equivalent circuit formulation. In this paper, we utilize a linear RTU model to create a fully linear SE algorithm that includes PMU and RTU measurements to enable a probabilistic approach to SE. Results demonstrate that this is a practical approach that is well suited for real-world applications.
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Power System State Estimation (SE) plays a crucial role in the Power Systems operations tool-chain. It uses measurement data and a Power Grid topology model to estimate the most likely state of a system. The original formulation of this widely studied problem was introduced by Schweppe [1], formulating it as a nonlinear weighted least squares optimization algorithm. Therein, the power system state is defined as a set of complex bus voltages in polar coordinates, leading to a highly nonlinear formulation that is known to be challenging to solve. In fact, even modern state estimators suffer from convergence issues in real-world scenarios [2].

SE algorithms traditionally consider data from Remote Terminal Units (RTUs), which are deployed as part of Power Systems’ Supervisory Control and Data Acquisition (SCADA) systems. A second type of measurement device, the Phasor Measurement Unit (PMU) measures synchronized voltage and current phasors with high precision using geolocation systems. Algorithms exclusively considering PMU measurements are linear if they are formulated in cartesian coordinates [3], [4]. These linear SEs have been deployed to modern PS operations [3]. However, their success is limited by the amount of installed PMUs in today’s systems [5]. To make use of both types of measurement devices hybrid SE approaches were developed [6], [7].

Alternative approaches to Schweppe’s SE formulation exist. Notably, direct noniterative approaches considering SCADA data were recently proposed in [8] and [9]. Additionally, it has been shown that a cartesian coordinate formulation can lead to improved convergence [10]. A SE formulation based on the Current Injection Method (CIM) for Power Flow (PF) is proposed in [11].

The CIM was originally proposed as a formulation to solve the PF problem [12]. Building on it, the equivalent circuit formulation (ECF) was shown to enable robust PF convergence using circuit simulation techniques [13]. In addition, the ECF can incorporate any physics based model, including that from measurement devices such as PMUs and RTUs [14]. Using this modeling approach and an optimization toolbox, a linear state estimation algorithm was introduced in [15]. Separately, it was demonstrated that it is possible to extend the ECF to natively solve optimization problems, including SE, within the same framework [16]–[18].

Deployed in EMS systems, state estimators operate under hard time constraints. Since numerical approaches to probabilistic analysis are computationally intensive, only a few probabilistic SE approaches for special applications have been proposed [19],[20]. However, probabilistic approaches to general PS analysis have many advantages. According to [19], advantages of a probabilistic SE approach are: reduced standby resources, better ability to quantify voltage variabilities with intermittent renewable generation. [19] also discusses the possibility of probability-based market products. Makarov discusses advantages of a probabilistic PS planning and operations in [21] and further argues that not implementing a probabilistic approach would lead to “increasing risk of system failures, blackouts and near-misses”, and “less economical system operation while addressing unexpected situations”, among others. This suggests that a probabilistic SE could play a major part in comprehensive probabilistic PS analyses. For example, probabilistic SE naturally leads to probabilistic contingency analysis improving risk-awareness.

In this paper, we propose an algorithm for probabilistic SE. We use the modeling capabilities of the ECF to include a previously discussed PMU [14] and an RTU model that is mathematically equivalent to a recently introduced linear RTU model [15], thus defining a fully linear optimization-based SE algorithm that is solved completely within the ECF framework. Finally, we leverage the low computational cost and guaranteed solution of this algorithm to create a Monte Carlo based probabilistic SE.

Our results include a comparison of the deterministic part of our SE algorithm to the standard SE approach. Further, we demonstrate the unique features of a probabilistic SE by incorporating network uncertainties into the analysis. Finally, we discuss the scalability of this algorithm to real-world scenarios.
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I. BACKGROUND

A. AC Power System State-Estimation

Most state-of-the-art AC state estimators (ACSE) include measurements from RTUs, which sample voltage, current, and power magnitudes. Measurements from PMUs, which sample at higher rates and capture relative angle information are generally not included. As already mentioned, the ACSE can be formulated as a weighted least squares (WLS) algorithm with the objective function:

$$\min_x (z - h(x))^TW(z - h(x))$$

(1)

where $z$ is the vector of RTU measurements that includes real and reactive power injection at nodes, voltage magnitude at the bus nodes and real and reactive power flows across the branches, $x$ is a vector of voltage state variables, $h$ is a vector valued measurement function describing the nonlinear relationship between estimated state and measurements, and $W$ is a diagonal weight matrix, where each entry corresponds to the inverse of the variance of a given measurement $(1/\sigma^2_j)$. Notably, simplified decoupled linear versions of this algorithm exist [22]. However, this paper is concerned with an alternative algorithm to ACSE including PMU measurements.

B. Equivalent Circuit Formulation

In the equivalent circuit formulation (ECF) for Power Flow, power systems are modeled in terms of current and voltage state variables. The ECF is formulated in cartesian coordinates using KCL equations on each node. Contrary to the classic PQV formulation for PF with a nonlinear network model and linear equations for constant power models, formulating PF in ECF results in a fully linear PS network model, including linear models for transmission lines, transformers, and phase shifting transformers [13]. However, nonlinearities are now found in constant power models like the PQ-load model or the PV-generator model. The generic expression of a PF problem formulated with the ECF can be written in matrix form as

$$Y_{GB}V + J(V) = 0,$$

(2)

where $Y_{GB}$ is a linear bus admittance matrix, $V$ is the voltage state vector and $J(V)$ is a nonlinear function in terms of the state variables that contains the nonlinear PF models.

To numerically find a solution to this nonlinear problem the Newton-Raphson (NR) algorithm is used. The ECF uses the circuit formalism to solve the nonlinear problem. More precisely, nonlinear models are iteratively linearized and mapped into equivalent circuit elements, enabling the use of circuit simulation techniques to solve otherwise hard-to-solve problems [23].

![Fig. 1 Transmission line pi-model.](image)

Fig. 1 Transmission line pi-model.

![Fig. 2 ECF representation of a transmission line pi-model.](image)

Fig. 2 ECF representation of a transmission line pi-model.

Fig. 1 and Fig. 2 show the mapping of a transmission line pi-model (Fig. 1) to its representation within the ECF (Fig. 2). We derive the series elements of this model by formulating Ohm’s law between buses $i$ and $k$:

$$I_s = \frac{\bar{V}_{ik}}{R_L + jX_L}$$

(3)

where $\bar{V}_{ik}$ is the complex voltage difference between the two buses and $I_s$ is the complex current flowing through the series elements $R_L$ and $X_L$. Eq. (3) is further split into real and imaginary parts and formulated in terms of currents

$$I_{sR} = \frac{V_{ik}R_L}{R_L^2 + X_L^2} + \frac{V_{ik}X_L}{R_L^2 + X_L^2}$$

(4)

$$I_{sI} = \frac{V_{ik}R_L}{R_L^2 + X_L^2} - \frac{V_{ik}X_L}{R_L^2 + X_L^2}$$

(5)

To map equations (4) and (5) to equivalent circuits, terms relating a voltage to its own current are interpreted as conductances, whereas terms that relate a current to a different voltage are represented by voltage-controlled current sources. Shunt elements of this model are derived in the same way. Finally, the equivalent circuit elements of each model are translated into matrix entries and included in $Y_{GB}$ of Eq. (2).

Nonlinear models are linearized and further translated into equivalent circuit elements using similar steps. The main difference is that contributions of nonlinear elements are updated for each NR iteration until convergence. Since nonlinear models are not included in the proposed SE formulation, we refer to [13] for a detailed discussion of handling nonlinear elements within the ECF and achieving robust convergence using circuit simulation techniques.

C. Circuit Theoretic Optimization

Interestingly, it is possible to extend the ECF to solve optimization problems fully within the formulation. This was demonstrated for a PF feasibility optimization in [17], for AC Optimal Power Flow in [16], and SE in [18]. Because of its applicability for many optimization problems in power systems and beyond it was named equivalent circuit programming (ECP). ECP bases on adjoint-network theory [24]. Importantly, adjoint network-based approaches have been proposed in the power systems domain before [25], [26].

II. STATE ESTIMATION IN THE ECF

AC Power System State Estimation (SE) can be formulated as an ECP optimization problem. This is done by first defining ECF measurement models for PMUs and RTUs that include variables reflecting measurement error. After integrating these models into a PS topology model, an optimization algorithm minimizing these variables can be defined. Notably, the PS topology model is the same that is used for PF, including branches, transformers, and shunts.
A. PMU Model

A PMU measurement model consists of synchronized real and imaginary voltage measurements on a bus, as well as real and imaginary current measurements for branches from that bus. Both types of measurements are combined in the PMU model using current source conductances, as seen in Fig. 3.

The currents through the source conductances $G_{PMU}$ are a measure of measurement error. This can be seen by assuming measurements that perfectly depict the state of the system. For this set of measurements, the voltages at the PMU model’s terminals $V_{PMU}^{R,J}$ would be equal to the measured voltages $V_{PMU}^{R,J}$ resulting in zero currents through the source conductances $G_{PMU}$. Any measurement error would change this equilibrium and induce currents flowing through the source conductances. Hence, an algorithm to minimize measurement errors can be designed by minimizing the currents through these current conductances.

B. Linear RTU Model

Remote Terminal Units (RTUs) measure current and voltage magnitudes and the power factor angles between current and voltages. These measurements are then converted into values of voltage magnitude and real and reactive powers [27]. This conversion simplifies including measurement data into the classic SE formulation that is formulated in terms of powers [1]. However, the original measurements lend themselves better for formulations using currents and voltages as state variables.

Our RTU model condenses multiple branch-current measurements into one net bus-injection current measurement [15]. While some amount of measurement information is lost with this compression, we gain a fully linear RTU model that enables our probabilistic SE algorithm. We believe that the resulting probabilistic system state and its associated information gain makes up for this initial information loss. Notably, a post-processing step can extract single current measurement quality information or give information about a branch model’s quality.

The model maps the condensed measurements into an equivalent admittance at the measurement voltage.

$$Y_m = \frac{S_{RTU}}{V_m} = \frac{I_m}{V_m}[\cos(\phi_M) + j\sin(\phi_M)]$$

Here, $V_m$ is the measured bus voltage magnitude. Its equivalent admittance $Y_m = (G_M + jB_M)$ can be found by either using the converted power measurement $S_{RTU}$ ($P_{RTU} + jQ_{RTU}$), or the condensed original current measurement $I_m$ and the power factor angle measurement $\phi_M$. To complete the RTU model, the measurement admittance $Y_m$ is further augmented by current sources. Non-zero values of these current sources indicate measurement error. Hence, the source contributions are later minimized in the SE optimization algorithm. Notably, this is similar to the earlier mentioned feasibility PF algorithm [17]. The equivalent circuit model of the RTU is depicted in Fig. 4.

A mathematically equivalent linear RTU model was recently proposed in [15], where RTU measurements are represented by current sources. Therein, an optimization problem is further defined and solved using general purpose optimization solvers. This paper proposes an algorithm that is fully solved within the ECF.

C. Defining the SE optimization problem

We discussed how both measurement models include a metric for measurement error. Based on these metrics, we can now define a minimization-based SE algorithm

$$\min \mathcal{F}_e = \frac{1}{2} ||I_{PMU}^{R,J}||_2^2 + \frac{1}{2} ||I_{RTU}^{R,J}||_2^2$$  \hspace{1cm} (7)

that is subject to network constraints defined by the power system topology:

$$I_i^R + \sum_{k=1}^{n_B} [G_i(V_i^R - V_k^R) - B_i(V_i^I - V_k^I)] = 0$$ \hspace{1cm} (8)

$$I_i^I + \sum_{k=1}^{n_B} [G_i(V_i^I - V_k^I) + B_i(V_i^R - V_k^R)] = 0$$ \hspace{1cm} (9)

Here, $V_i = V_i^R + jV_i^I$ and $\bar{V}_k = V_k^R + jV_k^I$ are the complex bus voltages at bus $i$ and $k$, respectively. $G_i$ is the bus admittance, $B_i$ the bus susceptance, and the summation is over each of the $n_B$ branches connected to bus $i$. The bus injection $\bar{I} = I_i^R + jI_i^I$ further depends on the type of measurement device on the bus. An RTU’s contribution to it is:

$$I_i^R = G_m V_i^R - B_m V_i^I + I_{RTU}^R$$ \hspace{1cm} (10)

$$I_i^I = G_m V_i^I + B_m V_i^R + I_{RTU}^I$$ \hspace{1cm} (11)

where $Y_m = G_m + jB_m$ is the RTU’s measurement admittance defined in (6), and $I_{RTU}^{R,I}$ are the currents to be minimized. For a PMU measured bus we assume a single current injection measurement without loss of generality and arrive at (compare Fig. 3):

$$I_i^{R,J} = I_{PMU}^{R,J} + I_{PMU}^{R,J}$$ \hspace{1cm} (12)

Importantly, $I_{PMU}^{R,J}$, the current through the PMU’s source conductance $G_{PMU}$, is a dependent variable and can be expressed by formulating Ohm’s law

$$I_{PMU}^{R,J} = G_{PMU}(V_i^{R,J} - V_{PMU}^{R,J})$$ \hspace{1cm} (13)

where $V_{PMU}^{R,J}$ are the real and imaginary voltage measurements. Notably, all constraints of this optimization (8)-(13) are linear. This problem can be solved using any optimization toolbox.
D. Probabilistic Linear State Estimation

In this paper, we are solving this SE optimization problem as an ECP problem within the ECF framework. For this, we represent the network constraints by an aggregation of primal and dual network models (see [17] for details) as well as primal and dual measurement models. To obtain the best estimate of the network state, we minimize the norm of the currents \( I_{\text{PMU}}^R \) and \( I_{\text{RTU}}^R \) that correspond to the measurement errors. Since all models exclusively comprise of linear circuit elements and the objective function is quadratic, this formulation results in a fully linear State Estimation algorithm.

This linear algorithm enables a probabilistic approach to SE that is able to capture additional uncertainties prevalent in power system models. Mainly, these are inherent uncertainties in the system model topology, in addition to the noise in grid measurements. Traditional state estimation approaches are generally deterministic and do not consider this variability. Hence, the results of a state estimation do not reflect the full possible distribution of states, leaving the grid operator less informed about the system. A probabilistic analysis of the estimated system state, including both measurement noise and network uncertainties, enables a much better understanding of possible grid states.

To implement this stochastic SE, we extended our prototype tool SUGAR (Simulation with Unified Grid Analysis and Renewables) that has previously been shown to have a robust framework for Monte Carlo based probabilistic analysis [28] with RTU and PMU measurement models. This SUGAR C++ implementation features a thread-level parallel Simple Random Sampling Monte Carlo engine that uses a fast modern pseudo random number generator with excellent statistical properties [29]. A hierarchical algorithm efficiently creates and evaluates Monte Carlo samples in parallel. Uncertainties for our SE algorithm are integrated by re-introducing measurement uncertainties as stochastic variables into our measurement models. Additionally, any other model parameter can be specified as a stochastic variable.

III. RESULTS

We generate synthetic measurement data to validate our SE formulation using the following approach: First, we solve a power flow base case. This power flow solution is interpreted as the true system state, with a vector of complex state-voltages denoted as \( \tilde{X} \). Then, based on statistical inputs, either PMU or RTU measurement models are randomly assigned to every bus of the system, thereby replacing the original power flow models on that bus. The power flow topology remains unchanged. Finally, we assign measurement values to each PMU and RTU by superimposing randomly created measurement errors on the pre-calculated true system states. In the following experiments, the assignment of a PMU or RTU model to a certain bus remains unchanged when multiple SE samples are created.

We examine the state estimation algorithms using the following measures:

\[
x_{\sigma} = (\tilde{X} - \bar{X})^T(\tilde{X} - \bar{X})
\]

\[
x_{\max} = \max[\tilde{X} - \bar{X}]
\]

\[
r_{\sigma} = (z - h(\tilde{X}))^T(z - h(\tilde{X}))
\]

here \( x_{\sigma} \) is the sum of squared errors over the real and imaginary voltage state variables, \( x_{\max} \) is the maximum voltage vector deviation, and \( r_{\sigma} \) is the sum of squared measurement residuals of the optimization.

A. Comparison against Static AC – WLS State Estimator

First, we compare the deterministic ECF based SE algorithm with the Matpower implementation of a traditional AC WLS SE algorithm [30] that was adapted to include current injection measurements on each bus. As previously mentioned, phasor measurements are generally not part of this WLS formulation. However, our current formulation requires at least one phasor measurement to set the system’s reference angle. To enable a valid comparison between the two algorithms, we select a zero-injection node to set the reference angle of the system. This eliminates the influence of the PMU’s current phasor measurement for this comparison.

A second difference between the two formulations is how the weights are applied to different measurements. The WLS algorithm weighs every single measurement value by the matrix \( W \) that scales its influence within the objective (1). Our formulation does not include every measurement in the objective function but maps them into models that are further used in the optimization. Hence, only weighting of measurement models as a whole is possible. In order to be conservative in this comparison, we weigh individual measurements within the WLS estimator by the inverse of their standard deviations, whereas within the ECF based algorithm we weigh each measurement model equally.

Table 1: ECF SE PERFORMANCE MEASURES FOR DIFFERENT SYSTEMS

| Case | \( x_{\sigma} \) ± c\(_{\sigma}\) | \( x_{\max} \) ± c\(_{\max}\) | \( r_{\sigma} \) ± c\(_{\sigma}\) |
|------|-------------------|-------------------|-------------------|
| #1   | 6.50e-3 8.00e-3   | 1.14e-2 1.25e-2   | 2.04e-2 2.29e-2   |
| #2   | 3.80e-3 4.60e-3   | 7.30e-3 8.00e-3   | 3.67e-2 3.95e-2   |
| #3   | 2.25e-2 2.78e-2   | 0.97e-2 1.04e-2   | 4.38e-1 4.72e-1   |
| #4   | 5.92e-2 7.16e-2   | 1.31e-2 1.43e-2   | 4.05e-1 4.49e-2   |
| #5   | 1.04e-1 1.26e-1   | 1.27e-2 1.41e-2   | 1.22 1.29       |

Table 1 shows performance measures of the ECF based SE algorithm for five openly available power system test cases [31], [32]. Synthetic sets of measurements were created using the methodology described earlier in this section with the following statistics: RTUs have 1% normally distributed real and reactive power injection measurement uncertainty, and 0.4% voltage magnitude measurement uncertainty. The single PMU that sets the reference angle within the ECF is assumed to be a perfect measurement. Its source conductance \( g_{\text{PMU}} \) is set to 10 p.u. All uncertainties are based on the measures’ “true states”.

To perform a valid comparison between the two algorithms, we ran multiple SE samples until we reached an accuracy such that at least one performance measure ((14)-(16)) was within ±5% of its mean with 99% confidence. On average 544 instances were run for each case.

---

1 #1: IEEE-118 bus system; #2: case_ACTIVSg500; #3: 1888-bus RTE model; #4: case_ACTIVSg2000; #5: 6515-bus RTE model.
Alternatively, we fin\[45x93\] presented branch of greater than 15 p.u. is 0.244%. A Simple Random Sampling Monte Carlo approach requires a big sample size to arrive at statistically valuable results. Methods to reduce this sample count while maintaining accuracy under certain assumptions exist. They commonly referred to as Quasi Monte Carlo methods.

From Table 2 we see slightly better results for the nonlinear WLS SE formulation as compared to our linear ECF based State Estimator (Table 1). Notably, this is under conditions that are designed to compare a best-case scenario for the WLS, where weighting can be applied due to good knowledge of uncertainties, and possible divergence is avoided by good initial conditions.

Different to the nonlinear WLS approach, our formulation guarantees a solution due to its linearity and is superior to the WLS algorithm in terms of computational complexity. This enables a probabilistic approach to SE, resulting in a more complete (probabilistic) picture of a system’s state.

### B. Probabilistic State Estimation

We study our probabilistic algorithm on the 1888-bus RTE system model of the French transmission grid that is openly available [31]. This system size is a realistic abstraction of a regional size grid operator in the US. NYPA’s EMS model for example comprises of around 1600 buses [33].

Our algorithm is tested in the following way: We synthetically create a single set of measurement data, where 10% of system buses are randomly selected to be PMU measured. Of these PMUs, 40% are assumed to be perfect measurements. The remaining 60% of PMUs have 0.02% uncertainty for all their measures (i.e. real and imaginary currents and voltages). All other buses are RTU measured with RTU uncertainties identical to the previous experiment. Additionally, we add network model uncertainties that are defined in Table 3.

#### Table 3  Standard deviations of normally distributed uncertainty values of transmission line and transformer series elements

| Network uncertainties | σ_P everywhere [% of mean] | σ_P everywhere [% of mean] |
|------------------------|-----------------------------|-----------------------------|
| Transmission line      | 5%                          | 0.5%                        |
| Transformer            | 1%                          | 0.1%                        |

Fig. 5 shows selected results from a probabilistic SE simulation with one million samples. The probabilistic density functions (PDFs) in Fig. 5 depict the voltage magnitude and angle of bus 1337 and the real and reactive branch flow on the branch that connects the buses 1337 and 311, which has one of the highest loadings in the system. The (PDFs) without network uncertainties are shown in green, whereas the PDFs with network uncertainties are shown in blue. It can be seen that the true system state \( \bar{X} \), shown as a red-dotted line, is within the distributions for all PDFs. Moreover, we observe low influences of network uncertainties for voltage angle and real power in Fig. 5. However, standard deviations of the voltage magnitude and reactive power distributions were raised by 4.95%, and 21.3%, respectively.

Interestingly, the probabilistic algorithm allows us to make statements about probability of states. This is not possible in a deterministic setting. We find, for example that the probability of an absolute value of real power flow on the presented branch of greater than 15 p.u. is 0.244%. Alternatively, we find that there is less than a 1% chance for the real power flow on this branch to be higher than 14.73 p.u. (with a 99% confidence interval of ± 0.0023 p.u.).

The algorithm to estimate confidence intervals of percentiles in MC solutions is based on order statistics and Binomial distribution [34]. Estimated confidence intervals are an important measure to characterize the quality of MC results. These algorithms can either be used to approximate the amount of necessary MC samples prior to running the simulation, or they can be calculated during the simulation to finalize the algorithm when the required accuracy is reached.

![Fig. 5 Selected probabilistic density functions (PDFs) of our SE algorithm for the 1888-bus RTE case, with (blue) and without (green) including network uncertainties, and the true state of the system.](Image)

### C. Performance and Scaling of the Algorithm

The linear probabilistic algorithm that was implemented in C++ was used to evaluate the 10^6 Monte Carlo samples of the 1888-bus case in 7 minutes and 9 seconds on an Intel Xeon server CPUs (E5-2680) running on 2.40GHz using 45 of 56 possible threads. Monte Carlo samples of this algorithm are independent and have close to constant runtime, hence it is expected to scale linearly with additional CPUs. Additionally, it has been shown that similar (nonlinear) algorithms have single iteration runtimes of under one second for systems with close to 10^8 buses [16]. This suggests that our algorithm has the potential to scale well enough to be used in an operations setting for up to continental grid interconnection sized systems on currently available hardware.

### D. Discussion and Paths forward

A Simple Random Sampling Monte Carlo approach requires a big sample size to arrive at statistically valuable results. Methods to reduce this sample count while maintaining accuracy under certain assumptions exist. They commonly referred to as Quasi Monte Carlo methods. Alternatively, statistical theories like the Extreme Value Theory or the Large Deviation Theory can be applied to
improve the statistical quality of statements of this kind. We aim to study applicability of both approaches in future.

Our current algorithm assumes independence of every probabilistic variable, which is generally not the case. Measurements that are only connected through a single network connection, or more general measurements that are in close proximity to each other, are likely to have some correlation with each other. Future work will consider adding models of these correlations to further improve the quality of the results.

IV. CONCLUSION

This paper proposes a Monte Carlo based linear probabilistic State Estimation algorithm. It formulates SE as optimization problem that is expressed in terms of equivalent circuit models. A linear RTU model and a linear PMU model together with a linear topology model facilitate this fully linear algorithm without simplifications. We compare our approach with the traditional WLS formulation for SE for different systems. With similar estimation quality, our approach is found to be computationally superior and is provably convergent. Leveraging this attribute, we implement a probabilistic SE algorithm by reintroducing measurement uncertainties. To further demonstrate advantages of this probabilistic approach we add network model uncertainties as variables. Results suggest that our linear probabilistic SE algorithm is well suited for use under operational time-constraints for medium sized systems and may scale up to interconnection sized systems. Finally, possible future refinements such as Quasi-MC approaches, model correlations, and potentially useful statistical theories are discussed.

V. REFERENCES

[1] F. C. Schweppe, “Power System Static-State Estimation, Parts I, II and III,” no. 1, pp. 130–135, 1970.
[2] T. D. Mohanadhas, N. D. R. Sarma, and T. Mortensen, “State Estimation Performance Monitoring at ERCOT,” in National Power Systems Conference (NPSC), 2016.
[3] L. Zhang, A. Bose, A. Jampala, V. Madani, and J. Giri, “Design, Testing, and Implementation of a Linear State Estimator in a Real Power System,” IEEE Trans. Smart Grid, vol. 8, no. 4, pp. 1782–1789, 2017.
[4] S. D. Systems, D. A. Haughton, and Heydt, “A Linear State Estimation Formulation for Smart Distribution Systems,” IEEE Trans. Power Syst., vol. 28, no. 2, pp. 1187–1195, 2013.
[5] U.S Department of Energy, “Advancement of synchrophasor technology in ARRA Projects,” 2016.
[6] M. Zhou, V. A. Centeno, J. S. Thorp, and A. G. Phadke, “An alternative for including phasor measurements in state estimators,” IEEE Trans. Power Syst., vol. 21, no. 4, pp. 1930–1937, 2006.
[7] T. S. Bi, X. H. Qin, and Q. X. Yang, “A novel hybrid state estimator for including synchronized phasor measurements,” Electr. Power Syst. Res., vol. 78, no. 8, pp. 1343–1352, 2008.
[8] X. T. Jiang, J. H. Chow, B. Fardanesh, D. Maragal, G. Stefopoulos, and M. Razanousky, “Power system state estimation using a direct noniterative method,” Int. J. Electr. Power Energy Syst., vol. 73, pp. 361–368, 2015.
[9] A. S. Dobakhshari, S. Azizi, M. Paolone, and V. Terzija, “Ultra Fast Linear State Estimation Utilizing SCADA Measurements,” IEEE Trans. Power Syst., vol. 8950, no. c, pp. 1–1, 2019.
[10] N. D. Rao and L. Roy, “A Cartesian Coordinate Algorithm for Power System State Estimation,” IEEE Trans. Power Appar. Syst., vol. PAS-102, no. 5, pp. 1070–1082, 1983.
[11] M. Lavorato, M. J. Rider, and A. V. Garcia, “Power system state estimation: A new method based on current equations,” LESCOPE ’07 - 2007 Large Eng. Syst. Conf. Power Eng., pp. 166–170, 2007.
[12] V. M. da Costa, N. Martins, and J. L. R. Pereira, “Developments in the newton raphson power flow formulation based on current injections,” IEEE Trans. Power Syst., vol. 14, no. 4, pp. 1320–1326, 1999.
[13] A. Pandey, M. Jereminov, M. R. Wagner, D. M. Bromberg, G. Hug, and L. Pileggi, “Robust Power Flow and Three Phase Power Analyses,” IEEE Trans. Power Syst., vol. 9850, no. c, pp. 1–10, 2018.
[14] A. Jovicic, M. Jereminov, L. Pileggi, and G. Hug, “An Equivalent Circuit Formulation for Power System State Estimation including PMUs,” in North American Power Symposium (NAPS), 2018.
[15] A. Jovicic, M. Jereminov, L. Pileggi, and G. Hug, “A Linear Formulation for Power System State Estimation including RTU and PMU Measurements.”
[16] M. Jereminov, A. Pandey, and L. Pileggi, “Formulating the AC Optimal Power Flow Problem using Equivalent Circuit State Variables,” IEEE Trans. Power Syst., vol. PP, no. c, pp. 12–18, 2018.
[17] M. Jereminov, D. M. Bromberg, A. Pandey, M. R. Wagner, and L. Pileggi, “Adjoint Power Flow Analysis for Evaluating Feasibility,” arXiv:1809.01569, pp. 1–10, 2018.
[18] M. Jereminov, A. Jovicic, M. R. Wagner, G. Hug, and L. Pileggi, “Equivalent Circuit Programming for Estimating the State of a Power System,” in 2019 Power Tech, Milan.
[19] Y. Weng, R. Negi, and M. D. Ilic, “Probabilistic Joint State Estimation for Operational Planning,” IEEE Trans. Smart Grid, vol. 1, no. c, pp. 1–12, 2017.
[20] A. Ghosh, D. Lubbekan, M. Downey, and R. Jones, “Distribution circuit state estimation using a probabilistic approach,” IEEE Trans. Power Syst., vol. 12, no. 1, pp. 45–51, 1997.
[21] Y. Makarov, “Stochastic Operations and Planning,” PNNL, 2015.
[22] A. Monticelli, State Estimation in Electric Power Systems. Springer, Boston, MA, 1999.
[23] A. Pandey, M. Jereminov, M. R. Wagner, and L. Pileggi, “Robust convergence of Power Flow using Tx Stepping Method with Equivalent Circuit Formulation,” in Power Systems Computation Conference, Dublin, 2018.
[24] S. W. Director, R. A. Rohrer, S. W. Director, R. A. Rohrer, and R. A. Rohrer, “The Generalized Adjoint Network and Network Sensitivities,” IEEE Trans. Circuit Theory, vol. 16, no. 3, pp. 318–323, 1969.
[25] L. A. F. M. Ferreira, “Telfgen’s Theorem and Power Systems -New Load Flow equations, new solution method,” IEEE Trans. Circuits Syst., vol. 37, no. 4, pp. 519–526, 1990.
[26] J. W. Bandler and M. A. El-Kady, “A new method for computerized solution of power flow equations,” IEEE Trans. Power Appar. Syst., vol. PAS-101, no. 1, pp. 1–10, 1982.
[27] F. Caro and G. Valverde, “Impact of transformer correlations in state estimation using the unscented transformation,” IEEE Trans. Power Syst., vol. 29, no. 1, pp. 368–376, 2014.
[28] M. R. Wagner, A. Pandey, M. Jereminov, and L. Pileggi, “Robust Probabilistic Analysis of Transmission Power Systems based on Equivalent Circuit Formulation,” in PMAPS - Probabilistic Methods Applied to Power Systems, 2018.
[29] M. E. O’Neill, “PCG: A Family of Simple Fast Space-Efficient Statistically Good Algorithms for Random Number Generation,” 2014.
[30] R. D. Zimmerman, C. E. Murillo-Sánchez, and R. J. Thomas, “MATPOWER: Steady-State Operations, Planning and Analysis Tools for Power Systems Research and Education,” IEEE Trans. Power Syst., vol. 26, no. 1, 2011.
[31] C. Josz, S. Flisoucakis, J. Maeght, and P. Catastici, “AC Power Flow Data in MATPOWER and QCPQ Format: iTesla, RTE Snapshots, and PEGASE,” pp. 1–7, 2016.
[32] D. B. Birchfield, T. Xu, K. M. Gegner, K. S. Shetye, and T. J. Overbye, “Grid Structural Characteristics as Validation Criteria for Synthetic Networks,” IEEE Trans. Power Syst., vol. 32, no. 4, pp. 3258–3265, 2017.
[33] X. T. Jiang et al., “Pre-Commercial Demonstration of a Direct Non-Iterative State Estimator,” 2018 IEEE/PES Transm. Distrib. Conf. Expo., pp. 1–9, 2018.
[34] A. Owen, Monte Carlo theory, methods and examples. 2013.