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Abstract
At a typical cusp point of the disordered region in a random tiling model we expect
to see a determinantal process called the Pearcey process in the appropriate scaling
limit. However, in certain situations another limiting point process appears that we
call the Cusp-Airy process, which is a kind of two sided extension of the Airy kernel
point process. We will study this problem in a class of random lozenge tiling models
coming from interlacing particle systems. The situation was briefly studied previously
by Okounkov and Reshetikhin under the name cuspidal turning point but their formula
is not completely correct.
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1 Introduction and results
1.1 The Cusp-Airy kernel
In this paper we will study random discrete interlacing particle systems which can
also be interpreted as certain random lozenge tiling models. The particles, or lozenges,
form a random point process which is determinantal. We are particularly interested in
the limiting point process around the type of cusp point we see in the arctic curve in
figure 1, see figure 1 in [16] or [17] for a simulation. Figure 1 illustrates the liquid region
$\mathcal{L}$ and its boundary $\mathcal{E}$, the arctic curve. Inside the liquid region one expects to see the
extended sine-kernel point process in the limit. At the tangency points of the polygon
and the boundary $\mathcal{E}$ one expects to see the GUE-corner process. At all other points of
the curve $\mathcal{E}$, except the cusp, one expects either the Airy kernel or Id-Airy kernel point
processes in the appropriate scaling limit.

To clarify the situation around the cusp point consider figure 2. All possible tiling
configurations of the polygon can be encoded by the red rhombi. This is illustrated in
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Figure 3, where we see that the positions of the red rhombi form two interlacing regions that meet at the dashed line. The rhombi at the common line have been coloured in purple. The purple rhombi form a \textit{discrete orthogonal polynomial ensemble}, DOPE, see Remark 1.5. The dashed line is also a symmetry line (coloured blue in figure 2). The fact that we have two symmetric interlacing systems meeting at common line, will imply that the frozen boundary has a reflection symmetry in the symmetry line. It will also imply that the particle system consisting of red rhombi will have no horizontal oscillations, see figure 3. Therefore, when considering a scaling limit at the cusp on the symmetry line of this determinantal point process, the correct scaling is discrete in the horizontal direction and continuous of size \( n^{1/3} \) in the vertical direction, where \( n \) is the size of the hexagon. Going back to figure 2, we see that directly above the tip of the cusp the blue and yellow rhombi form a corner. This implies that the height function in [17] will have a jump above the tip of the cusp. This should be contrasted to the situation where one expects to find a Pearcey process in the scaling limit around a cusp point of the arctic curve. Then one has only one type of rhombi in the frozen configuration inside the cusp. This also implies that the height function is flat inside the cusp.

\[ \text{Figure 1: The liquid region } \mathcal{L} \text{ is coloured in blue. Its boundary is } \mathcal{E}. \]

\[ \text{Figure 2} \]
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![Figure 3](image)

**Figure 3**

**Figure 4**: Integration contours for the Cusp-Airy kernel.

At the cusp, in an appropriate scaling limit, we will see that the correlation kernel for the determinantal point process given by the red rhombi converges to a process with a kernel that we call the Cusp-Airy kernel. We will show this for the model corresponding to figure 1 up to certain natural technical conditions for a particular DOPE. In a simpler model of the type studied by Petrov in [20] we will give the full proof. This type of cusp situation in a random lozenge tiling model was discovered and discussed briefly by Okounkov and Reshetikhin in [18] who called it a **Cuspidal turning point**. However, the integration contours in their formula are not correct. Thus, the interpretation of their formula is not completely clear, see remark 1.1 below. Also, no proof is given in [18].

Let us give the expression for the Cusp-Airy kernel.

**Definition 1.1.** For $r, s \in \mathbb{Z}$ and $\xi, \tau \in \mathbb{R}$ we define the Cusp-Airy kernel by

$$K_{CA}(\xi, \tau, s - r) = -1_{r \geq s} 1_{s > r} \frac{(\tau - \xi)^{s-r-1}}{(s-r-1)!} + \frac{1}{(2\pi i)^2} \int_{\mathcal{L}_L + \mathcal{E}_{out}} dz \int_{\mathcal{L}_R + \mathcal{E}_{in}} dw \frac{1}{w - z} \frac{w^r}{2z^3} e^{\frac{1}{2}w^3 - \frac{1}{2}z^3 - \xi w + \tau z},$$

where the contours are defined in figure 4, and $1_{a < b}$ is the indicator function for $a < b$. 
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In section 3.2 we give a different formula for the kernel in terms of r-Airy integrals and some polynomials. When \( r = s = 0 \) we see that we get the Airy kernel. Hence, we expect the last red particle on the line \( r = 0 \) to have Tracy-Widom fluctuations. We do not prove this in this paper as we would need to work with test function without compact support in (1.47), and this would require more refined estimates. In the case \( r = s \neq 0 \) we interestingly get the r-Airy kernel, which has appeared in previous work, see [1] and [3].

Remark 1.1. In [18], Okounkov and Reshetikhin give a formula, without proof, for the correlation kernel in the appropriate scaling limit around the type of cusp point studied in the present paper, but in a different model. The definition of the kernel in [18] is somewhat formal due to the fact that the factor \( \frac{1}{w-z} \) in formula (1.1) above is interpreted via a “time-ordered expansion”, see (13) in [18]. However, for the contours used in their formula (18) these expansions are not convergent. Similarly, in our formula (1.1) above we can not expand \( \frac{1}{w-z} \) in a power series when \( z \in \mathcal{L}_L \) and \( w \in \mathcal{L}_R \). In this case it seems more natural to rewrite \( \frac{1}{w-z} \) in a different way, see (3.9) in section 3.2 and compare with the formulas derived there, see Proposition 3.2.

1.2 Random lozenge tiling model

Consider three different types of lozenges (rhombi with angles \( \frac{\pi}{3} \) and \( \frac{2\pi}{3} \)) with sides of length 1. We label these as types Y, B, and R as shown in figure 5.

![Figure 5: Three types of lozenges with sides of length 1.](image)

Consider a ‘half-hexagon’ as shown in figure 6.

![Figure 6: A ‘half-hexagon’ of height \( n \) and width \( n + m \).](image)

Suppose that we place \( n \) lozenge tiles of type Y on the top line of the ‘half-hexagon’ according to figure 7.

![Figure 7: \( n \) tiles of type Y on the top line of the half-hexagon](image)

Fix this configuration of \( n \) tiles of type Y on the top line, at say positions \( \beta_1^{(n)} \), \( \beta_2^{(n)} \), ..., \( \beta_n^{(n)} \), and consider all possible tessellations of the ‘half-hexagon’ with uniform probability distribution. A possible such tessellation is shown in figure 8.
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Figure 8: An example of a tiling and its equivalent interlaced particle configuration when $n = 8$ and $m = 9$. The unfilled circles represent the deterministic lozenges/particles.

By considering the positions of the yellow tiles, such a tessellation can be encoded as an interlaced particle system. More precisely, let $y_i^{(r)}$ denote the position of the $i$:th particle on the $r$:th row. Then the particles on row $r + 1$ will interlace with the particles on row $r$ according to

$$y_1^{(r+1)} > y_1^{(r)} > y_2^{(r+1)} > y_2^{(r)} > y_3^{(r)} > y_{r+1}^{(r+1)},$$

for every $r = 1, ..., n - 1$, where $y_i^{(n)} = \beta_i^{(n)}$. It will be convenient to make a coordinate transformation according to figure 9. For more details see section 1.4 in [8] and section 2.1 in [20].

Figure 9: Coordinate transformation of lozenge tiles.

After the coordinate transformation, figure 8 becomes figure 10. Furthermore the interlacing condition between row $r + 1$ and row $r$ has changed into

$$y_1^{(r+1)} \geq y_1^{(r)} > y_2^{(r+1)} \geq y_2^{(r)} > y_3^{(r)} \geq \cdots \geq y_{r+1}^{(r+1)}.$$

Figure 10: An example tiling and its equivalent interlaced particle configuration after the coordinate transformation. The unfilled circles represent the deterministic lozenges/particles.

1.3 Interlacing model

We begin by briefly recalling the underlying probabilistic model described in [8]. A discrete Gelfand-Tsetlin pattern of depth $n$ is an $n$-tuple, denoted $(y_1^{(1)}, y_2^{(2)}, \ldots, y_n^{(n)}) \in \mathbb{Z} \times \mathbb{Z} \times \cdots \times \mathbb{Z}^n$, which satisfies the interlacing constraint

$$y_1^{(r+1)} \geq y_1^{(r)} > y_2^{(r+1)} \geq y_2^{(r)} > y_3^{(r)} \geq \cdots \geq y_{r+1}^{(r+1)},$$
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denoted \( y^{(r+1)} > y^{(r)} \), for all \( r \in \{1, \ldots, n-1\} \). For each \( n \geq 1 \), fix \( \beta^{(n)} \in \mathbb{Z}^n \) with \( \beta_1^{(n)} > \beta_2^{(n)} > \cdots > \beta_n^{(n)} \), and consider the following probability measure on the set of patterns of depth \( n \):

\[
q_n(y^{(1)}, \ldots, y^{(n)}) := \frac{1}{Z_n} \begin{cases} 1 & \text{when } \beta^{(n)} = y^{(n)} > y^{(n-1)} > \cdots > y^{(1)} , \\ 0 & \text{otherwise}, \end{cases}
\]

where \( Z_n > 0 \) is a normalisation constant. This can equivalently be considered as a measure on configurations of interlaced particles in \( \mathbb{Z} \times \{1, \ldots, n\} \) by placing a particle at position \( (x, r) \in \mathbb{Z} \times \{1, \ldots, n\} \) whenever \( x \) is an element of \( y^{(r)} \). The measure \( q_n \) is then the uniform probability measure on the set of all such interlaced configurations with the particles on the top row in the deterministic positions defined by \( \beta^{(n)} \). This measure also arises naturally from tiling models as was indicated above. In [8] and [20] it was shown that this process is determinantal. Note that the fixed top row and the interlacing constraint implies that it is sufficient to restrict to those positions, \( (x_1, y_1), (x_2, y_2) \in \mathbb{Z} \times \{1, \ldots, n-1\} \), with \( x_1 \geq \beta_1^{(n)} + n - y_1 \) and \( x_2 \geq \beta_1^{(n)} + n - y_2 \). For all such \( (x_1, y_1) \) and \( (x_2, y_2) \), we give an integral representation of the correlation kernel \( K_n((x_1, y_1), (x_2, y_2)) \) in section 4.1.

In terms of tiling models, \( K_n((x_1, y_1)(x_2, y_2)) \) is equal to a correlation kernel for the yellow particles \( K_Y^{(n)}((x_1, y_1), (x_2, y_2)) \). However at the cusp one should not consider the correlation kernel of the yellow particles, but the correlation kernel of the red particles instead. The correlation kernels of the different particle species are related according to Lemma 4.1 below, which we will prove in sec. 4.2. This leads to the following result for the correlation kernel for the red particles which is proved at the end of section 4.2.

**Proposition 1.1.** The red particles (particles) form a determinantal point process with correlation kernel

\[
K_R^{(n)}((x_1, y_1), (x_2, y_2)) = -1_{x_1 < x_2} \frac{1}{(2\pi i)^2} \oint_{\mathcal{X}_n} \oint_{\mathcal{W}_n} dw \int_{\mathcal{X}_n} dz \prod_{k=x_1+y_2-1}^{x_2-1} (z - k) \prod_{k=x_1+y_1-1}^{x_2-1} (w - k) \prod_{i=1}^{n} \frac{1}{w - \beta_i^{(n)}} \prod_{i=1}^{n} \frac{1}{z - \beta_i^{(n)}}
\]

where \( \mathcal{X}_n \) is a counterclockwise oriented contour containing \( \{ \beta_j^{(n)} : \beta_j^{(n)} \geq x_2 \} \) but not the set \( \{ \beta_j^{(n)} \leq x_2 - 1 \} \), and \( \mathcal{W}_n \) is a counterclockwise oriented contour containing \( \{ \beta_j^{(n)} : \beta_j^{(n)} < x_2 \} \) but not the set \( \{ \beta_j^{(n)} \geq x_2 + 1 \} \). In addition, \( \mathcal{W}_n \) contains the set

![Figure 11: Integration contours](http://www.imstat.org/ejp/)
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We write $\phi$. Assume that Assumption 1.

1.4 Asymptotic geometry of discrete interlaced patterns

It is natural to consider the asymptotic behaviour of the determinantal process introduced in the previous section as $n \to \infty$, under the assumption that the (rescaled) empirical distribution of the fixed particles on the top row converges weakly to a measure with compact support. More exactly:

**Assumption 1.** Assume that

$$\mu_n := \frac{1}{n} \sum_{i=1}^{n} \delta_{\beta_j^{(n)}} \rightharpoonup \mu$$

as $n \to \infty$, in the sense of weak convergence of measures, where $\mu$ is a positive Borel measure on $\mathbb{R}$.

We see that $\mu \leq \lambda$ where $\lambda$ is Lebesgue measure (recall $\beta^{(n)} \in \mathbb{Z}^{n}$, $||\mu|| = 1$, $\mu$ has compact support, and $b - a > 1$ where $[a, b]$ is the convex hull of $\text{supp}(\mu)$). We write $\mu \in \mathcal{M}_{\lambda}^{\leq 1}(\mathbb{R})$. Additionally we note that $\mu$ admits a density w.r.t. $\lambda$, which is uniquely defined up to a set of zero Lebesgue measure. Denoting the density by $\varphi$, it satisfies $\varphi \in L^2(\mathbb{R})$, $\varphi(x) = 0$ for all $x \in \mathbb{R}[a, b]$, and $0 \leq \varphi(x) \leq 1$ for all $x \in [a, b]$. We write $\varphi \in \rho_{\lambda}^{\leq 1}(\mathbb{R})$. Note that $\mathbb{R}\setminus \text{supp}(\mu)$ is the largest open set on which $\varphi = 0$ almost everywhere, and $\mathbb{R}\setminus \text{supp}(\lambda - \mu)$ is the largest open set on which $\varphi = 1$ almost everywhere.

Note that, rescaling the vertical and horizontal positions of the particles of the Gelfand-Tsetlin patterns by $\frac{1}{n}$, the above assumption and the interlacing constraint imply that the rescaled particles lie asymptotically in the following set:

$$\mathcal{P} = \{(\chi, \eta) \in \mathbb{R}^2: a \leq \chi \leq b, 0 \leq \eta \leq 1\}. \quad (1.3)$$

Fixing $(\chi, \eta) \in \mathcal{P}$, the local asymptotic behaviour of particles near $(\chi, \eta)$ can be examined by considering the asymptotic behaviour of $K_n((x_1^{(n)}, y_1^{(n)}), (x_2^{(n)}, y_2^{(n)}))$ as $n \to \infty$, where $\{(x_1^{(n)}, y_1^{(n)}))_{n \geq 1} \subset \mathbb{Z}^2$ and $\{(x_2^{(n)}, y_2^{(n)}))_{n \geq 1} \subset \mathbb{Z}^2$ satisfy $\frac{1}{n}(x_j^{(n)}, y_j^{(n)}) \to (\chi, \eta)$ as $n \to \infty$, $j = 1, 2$. Assume this asymptotic behaviour (a more precise scaling will be given later in Definition 1.3), substitute $(x_1^{(n)}, y_1^{(n)})$ and $(x_2^{(n)}, y_2^{(n)})$ into the expression (1.2) for the correlation kernel, and rescale the contours by $\frac{1}{n}$ to get,

$$K_R^{(n)}((x_1^{(n)}, y_1^{(n)}), (x_2^{(n)}, y_2^{(n)})) = -1_{x_1 < x_2} \frac{1}{(2\pi i)^2} \oint_{\frac{1}{n} z_n} dz \oint_{\frac{1}{n} w_n} dw \frac{\exp(n f_n(w) - n \tilde{f}_n(z))}{w - z}$$

$$+ 1_{x_1 > x_2} \frac{1}{(2\pi i)^2} \oint_{\frac{1}{n} z_n} dz \oint_{\frac{1}{n} w_n} dw \frac{\exp(n f_n(w) - n \tilde{f}_n(z))}{w - z}, \quad (1.4)$$

for all $n \in \mathbb{N}$. Here,

$$f_n(w) := \frac{1}{n} \sum_{i=1}^{n} \log \left( w - \frac{\beta_j^{(n)}}{n} \right) - \frac{1}{n} \sum_{j=x_2^{(n)}+y_2^{(n)}-n+1}^{x_2^{(n)}-1} \log \left( w - \frac{j}{n} \right),$$

$$\tilde{f}_n(z) := \frac{1}{n} \sum_{i=1}^{n} \log \left( z - \frac{\beta_j^{(n)}}{n} \right) - \frac{1}{n} \sum_{j=x_1^{(n)}+y_1^{(n)}-n}^{x_1^{(n)}-1} \log \left( z - \frac{j}{n} \right).$$

---
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These expressions and assumption 1 leads us to define
\[
f(w; \chi, \eta) := \int_{\mathbb{R}} \log(w - t) d\mu(t) - \int_{\chi + \eta - 1}^{\chi} \log(w - t) dt,
\]
for all \( w \in \mathbb{C} \setminus \mathbb{R} \). Steepest descent analysis and equation (1.4) suggest that, as \( n \to \infty \), the asymptotic behaviour of \( K_{\mathbb{R}}^{(n)}((x_1^{(n)}, y_1^{(n)}), (x_2^{(n)}, y_2^{(n)}) \) depends on the behaviour of the roots of
\[
f'(w; \chi, \eta) := \frac{df}{dw} = \int_{\mathbb{R}} \frac{d\mu(t)}{w - t} - \int_{\chi + \eta - 1}^{\chi} \frac{dt}{w - t},
\]
for \( w \in \mathbb{C} \setminus \mathbb{R} \). In [8], we define the liquid region, \( \mathcal{L} \), as the set of all \((\chi, \eta) \in \mathcal{P}\) for which \( f'(\chi, \eta) \) has a unique root in the upper-half plane \( \mathbb{H} := \{ w \in \mathbb{C} : \text{Im}(w) > 0 \} \). Whenever \((\chi, \eta) \in \mathcal{L}\), one expects universal bulk asymptotic behaviour, i.e., that the local asymptotic behaviour of the particles near \((\chi, \eta)\) is governed by the extended discrete sine kernel as \( n \to +\infty \). Also, one expects that the particles are not asymptotically densely packed. Moreover, when considering the corresponding tiling model and its associated height function, one would expect to see the Gaussian Free Field asymptotically. For a special case see [21].

Let \( W_\mathcal{L} : \mathcal{L} \to \mathbb{H} \) map \((\chi, \eta) \in \mathcal{L}\) to the corresponding unique root of \( f'(\chi, \eta) \) in \( \mathbb{H} \). In [8], we show that \( W_\mathcal{L} \) is a homeomorphism with inverse \( W_\mathcal{L}^{-1}(w) = (\chi_\mathcal{L}(w), \eta_\mathcal{L}(w)) \) for all \( w \in \mathbb{H} \), where
\[
\chi_\mathcal{L}(w) := w + \frac{(w - w)(e^{C(w)} - 1)}{e^{C(w)} - e^{C(w)}},
\]
\[
\eta_\mathcal{L}(w) := 1 + \frac{(w - w)(e^{C(w)} - 1)(e^{C(w)} - 1)}{e^{C(w)} - e^{C(w)}},
\]
and \( C : \mathbb{C} \setminus \text{supp}(\mu) \to \mathbb{C} \) is the Cauchy transform of \( \mu \):
\[
C(w) := \int_{\mathbb{R}} \frac{d\mu(t)}{w - t}.
\]
Thus \( \mathcal{L} \) is a non-empty, open (w.r.t to \( \mathbb{R}^2 \)), simply connected subset of \( \mathcal{P} \).

In [8] a subset of \( \partial \mathcal{L} \) called the edge \( \mathcal{E} \) was determined and its geometry classified. More precisely, the boundary behavior of \( W_\mathcal{L}^{-1} \) for the open subset \( R \subset \partial \mathbb{H} = \mathbb{R} \) was studied, where
\[
R := (\mathbb{R} \setminus \text{supp}(\mu)) \cup (\mathbb{R} \setminus \text{supp}(\lambda - \mu)) \cup R_1 \cup R_2 = R_\mu \cup R_{\lambda - \mu} \cup R_0 \cup R_1 \cup R_2,
\]
where
- \( R_\mu := \{ t \in \mathbb{R} \setminus \text{supp}(\mu) : C(t) \neq 0 \} \),
- \( R_{\lambda - \mu} := \mathbb{R} \setminus \text{supp}(\lambda - \mu) \),
- \( R_0 := \{ t \in \mathbb{R} \setminus \text{supp}(\mu) : C(t) = 0 \} \),
- \( R_1 \) is the set of all \( t \in \partial(\mathbb{R} \setminus \text{supp}(\mu)) \cap \partial(\mathbb{R} \setminus \text{supp}(\lambda - \mu)) \) for which there exists an \( \epsilon > 0 \) such that \( (t, t + \epsilon) \subset \mathbb{R} \setminus \text{supp}(\mu) \) and \( (t - \epsilon, t) \subset \mathbb{R} \setminus \text{supp}(\lambda) \),
- \( R_2 \) is the set of all \( t \in \partial(\mathbb{R} \setminus \text{supp}(\mu)) \cap \partial(\mathbb{R} \setminus \text{supp}(\lambda - \mu)) \) for which there exists an \( \epsilon > 0 \) such that \( (t, t + \epsilon) \subset \mathbb{R} \setminus \text{supp}(\lambda - \mu) \) and \( (t - \epsilon, t) \subset \mathbb{R} \setminus \text{supp}(\mu) \).

Note that \( R_1 \cap R_2 = \emptyset \), \( R_1 \cup R_2 := \partial(\mathbb{R} \setminus \text{supp}(\mu)) \cap \partial(\mathbb{R} \setminus \text{supp}(\lambda - \mu)) \), the set of all common boundary points of the disjoint open sets \( \mathbb{R} \setminus \text{supp}(\mu) \) and \( \mathbb{R} \setminus \text{supp}(\lambda - \mu) \). Also \( R_1 \cup R_2 \) is a discrete subset of \([a, b]\). In words, \( R_\mu \cup R_0 \) is the interior of the set where the density \( \varphi(x) = 0 \) almost everywhere, and \( R_{\lambda - \mu} \) is the interior of the set where \( \varphi(x) = 1 \) almost everywhere. We see that \( R_1 \) are the jumps from 1 to 0 and \( R_2 \) are the jumps from 0 to 1.
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**Definition 1.2.** Let \( t^* \in R_2 \). We set

\[
  t_1 := \sup \{ t \in R : (t^*, t) \subset R_{\lambda - \mu} \}
\]

and

\[
  t_2 := \inf \{ t \in R : (t, t^*) \subset R_{\mu} \cup R_0 \}.
\]

Then in particular \( \varphi(t) = 0 \) for all \( t \in (t_2, t^*) \) and \( \varphi(t) = 1 \) for all \( t \in (t^*, t_1) \). If \( t = t^* \in R_1 \) we interchange \( R_{\lambda - \mu} \) and \( R_{\mu} \cup R_0 \) in (1.11) and (1.12)

It was shown in [8] that by considering a sequence \( \{w_n\}_n \in \mathbb{H} \) such that \( \lim_{n \to +\infty} w_n = t \in R = \partial \mathbb{H} \) one gets a parametrization of the edge \( E \),

\[
  \lim_{n \to \infty} \chi(w_n) = t + \frac{1 - e^{-C(t)}}{C'(t)} := \chi_E(t)
\]

and

\[
  \lim_{n \to \infty} \eta(w_n) = 1 + \frac{e^{C(t)} + e^{-C(t)} - 2}{C'(t)} := \eta_E(t)
\]

for \( t \in R_\mu \) and

\[
  \lim_{n \to \infty} \chi(w_n) = t + \frac{1 - \frac{(t - t_1)}{t - t_2} e^{-C_I(t)}}{C_I'(t) + \frac{1}{t - t_2} - \frac{1}{t - t_1}} := \chi_E(t)
\]

and

\[
  \lim_{n \to \infty} \eta(w_n) = 1 + \frac{\left(\frac{t - t_1}{t - t_2}\right)e^{C_I(t)} + \left(\frac{t - t_1}{t - t_2}\right)e^{-C_I(t)}}{C_I'(t) + \frac{1}{t - t_2} - \frac{1}{t - t_1}} := \eta_E(t)
\]

for \( t \in R_{\lambda - \mu}, \) where

\[
  C_I(t) = \int_{R \cup I} \frac{d\mu(x)}{t - x}.
\]

and \( I \) is any open interval such that \( \mu|_I = \lambda \) and \( t \in I \). Moreover the collection of these smooth parametrized curves has analytic extensions across the set \( R_1 \cup R_2 \). In particular,

\[
  (\chi_E(t), \eta_E(t)) = (t, 1 - (t - t_2)e^{C_I(t)})
\]

for \( t \in R_1 \) with \( I = (t_2, t) \), and

\[
  (\chi_E(t), \eta_E(t)) = (t + (t_1 - t)e^{-C_I(t)}, 1 - (t_1 - t)e^{-C_I(t)})
\]

for \( t \in R_2 \), with \( I = (t, t_1) \). Finally, it is proven in [8] that this gives a bijection \( W_E : \mathcal{E} \to R \), with inverse \( W_E^{-1}(t) = (\chi(t), \eta_E(t)) \), where \( \chi(t) \) and \( \eta_E(t) \) are real analytic functions.

The importance of the edge \( E \) is that one expects universal edge fluctuations at \( E \). In particular one expects that the local asymptotics in a neighborhood of a generic point of \( E \) is either given by the Airy kernel or the \( \text{Id} - \text{Airy} \) kernel. For a special case see [20], and more generally [9]. In this paper we will consider certain singular points on the curve \( \mathcal{E} \). At these points the curve will have a cusp. Typically one would expect that the local fluctuations at these points in the limit \( n \to \infty \) is a Pearcey process. However, for the situations considered in this paper this will not be the case. In fact we will show that at these points one gets the Cusp-Airy process given by the kernel (1.1).
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1.5 Conditions for cusps

One can rewrite the derivative given by (1.6) as

\[
f'(w; \chi, \eta) = \int_a^{\chi+\eta-1} \frac{d\mu(x)}{w-x} - \int_0^{\chi} \frac{d(\lambda - \mu)(x)}{w-x} + \int_0^b \frac{d\mu(x)}{w-x}.
\] (1.19)

This implies that the function \( f'(w; \chi, \eta) \) has an analytic extension to the set

\[ C(\text{supp}(\mu) \mid_{[\chi, \chi+\eta-1, \chi])} \bigcup \text{supp}(\lambda - \mu) \bigcup \text{supp}(\mu) \bigcup \text{supp}(\mu) \bigcup \text{supp}(\mu) \bigcup \text{supp}(\mu)) \). It is shown in Lemma 2.6 in [8] that the edge, \( E \), is the disjoint union \( E := E_{\lambda-\mu} \cup E_{\lambda-\mu} \cup E_\eta \), where

- \( E_{\lambda-\mu} \) is the set of all \((\chi, \eta) \in \mathcal{P}\) for which \( f' \) has a repeated root in \( \mathbb{R} \setminus [\chi, \chi + \eta - 1, \chi] \).
- \( E_{\lambda-\mu} \) is the set of all \((\chi, \eta) \) for which \( f' \) has a repeated root in \((\chi + \eta - 1, \chi)\).
- \( E_\eta \) is the set of all \((\chi, \eta) \) for which \( f' \) has a root at \( \chi = \chi + \eta - 1 \). In particular, \( E \) is tangent to the line \( \eta = 1 \).
- \( E_1 \) is the set of all \((\chi, \eta) \) for which \( \eta < 1 \) and \( f' \) has a root at \( \chi \). In particular, \( E \) is tangent to the line \( \chi + \eta - 1 = t \in R_2 \).
- \( E_2 \) is the set of all \((\chi, \eta) \) for which \( \eta < 1 \) and \( f' \) has a root at \( \chi + \eta - 1 \). In particular, \( E \) is tangent to the line \( \chi + \eta - 1 = t \in R_2 \).

Moreover it is shown in Lemma 2.6 in [8] that one has following equivalent characterization of the behavior of the roots of \( f'_t := f'(w; \chi(t), \eta(t)) \) whenever \((\chi, \eta) \in E : \)

(a) \((\chi(t), \eta(t)) \in E_{\lambda-\mu} \) if and only if \( t \in R_{\lambda-\mu} \). Moreover, in this case, \( t \) is a root of \( f'_t \) of multiplicity either 2 or 3.

(b) \((\chi(t), \eta(t)) \in E_{\lambda-\mu} \) if and only if \( t \in R_{\lambda-\mu} \). Moreover, in this case, \( t \) is a root of \( f'_t \) of multiplicity either 2 or 3.

(c) \((\chi(t), \eta(t)) \in E_\eta \) if and only if \( t \in R_\eta \). Moreover, in this case, \( f'_t = C \) and \( t \) is a root of \( f'_t \) of multiplicity 1.

(d) \((\chi(t), \eta(t)) \in E_1 \) if and only if \( t \in R_1 \). Moreover, in this case, \( t \) is a root of \( f'_t \) of multiplicity either 1 or 2.

(e) \((\chi(t), \eta(t)) \in E_2 \) if and only if \( t \in R_2 \). Moreover, in this case, \( t \) is a root of \( f'_t \) of multiplicity either 1 or 2.

If case (a) holds and \( t \) is a root of multiplicity 2 of \( f'_t \) one expects to see the extended Airy kernel process. If on the other hand \( t \) is a root of multiplicity 3 of \( f'_t \) one expects to see the Pearcey process. If case (b) holds and \( t \) is a root of multiplicity 2 of \( f'_t \) one expects to see the Id-extended Airy kernel process. What we mean by this is that we have to make a particle/hole transformation, i.e. change the type of tiles we are considering. If on the other hand \( t \) is a root of multiplicity 3 of \( f'_t \) one again expects to see the Id-Pearcey process. If case (c) holds one expects to see the GUE corner process, and similarly if case (d) and (e) holds and \( t \) is a root of multiplicity 1 of \( f'_t \). In the remaining cases (d) and (e) when \( t \) is a root of multiplicity 2 of \( f'_t \) one will see the Cusp-Airy process, which will be shown in this paper.

In this article we will assume that \( t = t_c \in R_1 \cup R_2 \) and that \( t_c \) is a root of \( f'_t \) of multiplicity 2. If these conditions hold, then it is shown in Lemma 2.9 in [8] that the edge at \((\chi(t), \eta(t)) \) is locally an algebraic cusp of first order, that is the curve locally looks like the algebraic curve \( y^3 = x^2 \) in a neighborhood of the origin. Moreover, if \( t_c \in R_2 \), then by Theorem 3.1 in [8] \( \chi_c > t_1 \). Then (1.18) together with the fact that \( \chi_c + \eta_c - 1 = t_c \), where \( \chi_c := \chi(t_c) \) and \( \eta_c := \eta(t_c) \), gives

\[
f'(t_c; \chi_c, \eta_c) = \int_{t_1}^{t_c} \frac{dx}{t_c - x} = C(t_c) + \log |t_c - \chi_c| - \log |t_c - t_1|.
\]
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\[ C_I(t_c) + \log \left| (t_c - t_1) e^{-C_I(t_c)} \right| - \log |t_c - t_1| = 0. \]

A similar computation gives

\[ f'(t_c; \chi, \eta) = 0 \quad \text{whenever} \quad t_c \in R_1. \]

Therefore, \( f''(t_c; \chi, \eta) \equiv 0 \) whenever \( t_c \in R_1 \cup R_2 \). This implies that \( (\chi, \eta) \) is a cusp of \( E \) for \( t_c \in R_1 \cup R_2 \), if and only if \( f''(t_c; \chi, \eta) = 0 \). However, a direct computation shows that if \( t_c \in R_2 \), then

\[ f''(t_c; \chi, \eta) = C_I'(t_c) + \frac{e^{C_I(t_c)} - 1}{t_c - t_1} \]

and if \( t_c \in R_1 \), then

\[ f''(t_c; \chi, \eta) = C_I'(t_c) + \frac{1 - e^{-C_I(t_c)}}{t_c - t_2}. \]

Therefore, \( E \) has a cusp at \((\chi, \eta)\), if and only if

\[ C_I'(t_c) = \frac{e^{C_I(t_c)} - 1}{t_1 - t_c}, \quad (1.20) \]

if \( t_c \in R_2 \), and

\[ C_I'(t_c) = \frac{1 - e^{-C_I(t_c)}}{t_2 - t_c}. \quad (1.21) \]

if \( t_c \in R_1 \). From now on we will consider only the case \( t_c \in R_2 \). The case when \( t_c \in R_1 \) can be treated analogously.

**Assumption 2.** Let \( t_c \in R_2 \) and let \((\chi, \eta) := (\chi_c(t_c), \eta_c(t_c))\). Assume that \( f'(t_c; \chi, \eta) = f''(t_c; \chi, \eta) = 0 \) so that \((\chi, \eta)\) is the asymptotic cusp point.

**Lemma 1.1.** If \( t_c \in R_2 \) and \( f''(t_c; \chi, \eta) = 0 \), then \( f'''(t_c; \chi, \eta) > 0 \).

**Proof.** By Lemma 2.9 in [8], the signed extrinsic curvature \( k_E(t) \) is negative for all smooth points of the curve \( E \). From this it follows that all cusps point into the liquid region \( L \). Together with Lemma 2.9 case (9) and Lemma 2.8 formula (g) in [8] it follows that \( f'''(t_c; \chi, \eta) > 0 \).

In order to prove convergence to the Cusp-Airy kernel in our discrete model we will have to assume that \( \mu_n \) will jump from empty to full not just asymptotically in terms of \( \varphi \), but already at the discrete level. This is the content of the next assumption.

**Assumption 3.** Assume that for every \( \varepsilon > 0 \) and \( n \) large enough we have for \( t_c \in R_2 \),

\[ \mu_n_{[t_2 + \varepsilon, t_1 - \varepsilon]} = \frac{1}{n} \sum_{[mt_c] \leq k \leq n(t_1 - \varepsilon)} \delta_{k/n}, \quad (1.22) \]

where \([x] = \max\{m \in \mathbb{Z} : m \leq x\}\).

**Remark 1.2.** Assuming only weak convergence of the empirical measures \( \{\mu_n\} \) to a limiting measure \( \mu \) will not be sufficient when considering fluctuation of the edge \( E \). We will need better control of the convergence of sequence of empirical measures. More precisely, it is necessary to assume that their supports converge in an appropriate sense, see [9]. This will not be needed here since the other assumptions that we make are enough. Furthermore, Assumption 3 may appear restrictive. However, it is a natural assumption in the situations studied in [20] and [8]. Indeed, if the assumption does not hold, then Theorem 1.1 need not hold, as one would no longer have the same type of cancellations in the integrand of the integral representation (1.39). See also the discussion of Assumption 5 in section 1.9.
1.6 Rescaled variables

Introduce the following notation
\[ a_n := n^{-1} \min \{ t \in \text{supp}(\mu_n) \} = n^{-1} \beta_n^{(n)} \]
and
\[ b_n := n^{-1} \max \{ t \in \text{supp}(\mu_n) \} = n^{-1} \beta_1^{(n)}. \]

Furthermore, we write
\[ t_c^{(n)} := n^{-1} \min \{ \beta_i^{(n)} : \beta_i^{(n)} \geq |nt_c| \} = n^{-1} \min \{ t \in \text{supp}(\mu_n) : t \geq |nt_c| \}, \tag{1.23} \]
\[ t_1^{(n)} + n^{-1} = n^{-1} \min \{ t \in \text{supp}(\lambda_n - \mu_n) : t > nt_c^{(n)} \}, \tag{1.24} \]
and
\[ t_2^{(n)} = n^{-1} \max \{ t \in \text{supp}(\mu_n) : t < nt_c^{(n)} \}. \tag{1.25} \]

In words, \( nt_1^{(n)} + 1 \) is the position of the first hole after \( nt_c^{(n)} \), i.e., \( nt_1^{(n)} \) is the position of the last particle in a densely packed block after \( nt_c^{(n)} \), and \( nt_2^{(n)} \) is the position of the last particle before \( nt_c^{(n)} \). In particular \( nt_2^{(n)}, nt_1^{(n)} \) is an empty block and \( nt_1^{(n)}, nt_c^{(n)} \) is a densely packed block. Finally, we define
\[ x_c^{(n)} := n^{-1}[n\chi_c] \quad \text{and} \quad y_c^{(n)} := 1 + t_c^{(n)} - x_c^{(n)}. \tag{1.26} \]

We note that by Assumption 3, it follows that \( \lim_{n \to \infty} a_n = a \), \( \lim_{n \to \infty} b_n = b \), \( \lim_{n \to \infty} t_2^{(n)} = t_2 \), \( \lim_{n \to \infty} t_1^{(n)} = t_1 \) and \( \lim_{n \to \infty} t_c^{(n)} = t_c \). Let \( \sigma \) be a signed Borel measure on \( \mathbb{R} \) and let
\[ U^\sigma(x) = \int_{\mathbb{R}} \log |x-t|d\sigma(t) \tag{1.27} \]
denote the logarithmic potential of \( \sigma \).

Remark 1.3. Note that sometimes the logarithmic potential is defined with opposite sign. We will however follow the convention in [22].

Consider the signed measure
\[ d\nu(x) = (\chi_{[a,c]}(x) + \chi_{[c,b]}(x))\varphi(x)dx - (1 - \varphi(x))\chi_{[1,\chi_c]}(x)dx. \tag{1.28} \]

Then at the cusp \( \chi_c + \eta_c - 1 = t_c \), and
\[ f(w; \chi_c, \eta_c) = f(w; \chi_c) \]
\[ = \int_a^{t_2} \log(w-x)d\mu(x) - \int_{t_1}^{\chi_c} \log(w-x)d(\lambda - \mu)(x) + \int_{\chi_c}^{b} \log(w-x)d\mu(x) \]
\[ = \int_{\mathbb{R}} \log(w-x)d\nu(x) = U^\nu(w) + i \int_{\mathbb{R}} \text{arg}(w-t)d\nu(t), \tag{1.29} \]
where \( \log \) denotes the principal branch of the complex logarithm function.

In particular we note that \( f \) is independent of \( \eta_c \). By assumption on \( \mu \) we have a complete cancelation of the measures \( \mu \) and \( \lambda \) on \([t_c, t_1] \), that is \( \lambda - \mu \rvert_{[t_c, t_1]} = 0 \). For the exact kernel however, the cancelation of factors is not necessarily complete. Moreover due to the rigidity of the interlacing system, as shown in figure 3, their will be no fluctuations around the frozen boundary at the cusp in the orthogonal direction to the tangential direction of the cusp. It is therefore natural to assume a discrete variation in the orthogonal direction. We therefore assume the following scaling:
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**Definition 1.3.** Introduce the fixed limiting variables $r, s \in \mathbb{Z}$, and $\xi, \tau \in \mathbb{R}$. Let

$$c_0 = \frac{2(\chi_c - t_c)}{d_0}, \quad \text{(1.30)}$$

where

$$d_0 = \left( \frac{2}{\int_0^\infty (t_\epsilon)} \right)^{1/3}. \quad \text{(1.31)}$$

Define the rescaled variables $\xi_n, \tau_n \in \mathbb{R}$, by

$$\begin{align*}
x_1 &= nx_c(n) + \frac{1}{2}(r - c_0 n^{1/3} \xi) \\
y_1 &= ny_c(n) + \frac{1}{2}(r + c_0 n^{1/3} \xi) \\
x_2 &= nx_c(n) + \frac{1}{2}(s - c_0 n^{1/3} \tau) \\
y_2 &= ny_c(n) + \frac{1}{2}(s + c_0 n^{1/3} \tau)
\end{align*} \quad \text{(1.32)}$$

We assume that

$$\lim_{n \to \infty} \xi_n = \xi, \quad \lim_{n \to \infty} \tau_n = \tau. \quad \text{(1.33)}$$

When taking limits of the correlation kernel we will always use the scaling (1.32). Note that by (1.26), the rescaled variables satisfy

$$\begin{align*}
y_1 + x_1 &= n + n t_c(n) + r \\
y_1 - x_1 &= ny_c(n) - nx_c(n) + c_0 n^{1/3} \xi_n \\
y_2 + x_2 &= n + n t_c(n) + s \\
y_2 - x_2 &= ny_c(n) - nx_c(n) + c_0 n^{1/3} \tau_n
\end{align*} \quad \text{(1.34)}$$

It will be convenient to introduce the notation

$$\Delta x_1^{(n)} = \frac{1}{2}(r - c_0 n^{1/3} \xi_n), \quad \Delta x_2^{(n)} = \frac{1}{2}(s - c_0 n^{1/3} \tau_n). \quad \text{(1.35)}$$

The rescaled coordinate system is depicted in figure 12.

![Figure 12: Rescaled coordinate system at the cusp.](image.png)

**1.7 Integrand**

In order to write the integrand in (1.2) in a convenient way we introduce some notation. Let
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\[ q_n(w; r) = \frac{\prod_{k=nx_1^{(n)}}^{nx_1^{(n)} + \Delta x_1^{(n)}} (w-k)}{\prod_{k=x_1 + y_1-n}^{x_1 + y_1-n + \Delta x_1^{(n)} - 1} (w-k)} \]  
\[ = 1_{r>0} \prod_{k=nx_1^{(n)} + r}^{nx_1^{(n)} + \Delta x_1^{(n)} - 1} (w-k) + 1_{r=0} + 1_{r<0} \prod_{k=nx_1^{(n)} + r}^{nx_1^{(n)} + \Delta x_1^{(n)} - 1} (w-k)^{-1} , \]  
and

\[ Q_n(w; \Delta x_1^{(n)}) = \frac{\prod_{k=nx_1^{(n)}}^{nx_1^{(n)} + \Delta x_1^{(n)}} (w-k)}{\prod_{k=nx_1^{(n)}}^{nx_1^{(n)} + \Delta x_1^{(n)} - 1} (w-k)} \]  
\[ = 1_{\Delta x_1^{(n)}>0} \prod_{k=nx_1^{(n)} + 1}^{nx_1^{(n)} + \Delta x_1^{(n)}} (w-k)^{-1} + 1_{\Delta x_1^{(n)}=0} \prod_{k=nx_1^{(n)} + \Delta x_1^{(n)} + 1}^{nx_1^{(n)} + \Delta x_1^{(n)}} (w-k) . \]

We see that \( q_n(w; r) \) only depends on the parameters through \( r \). Also, since \( x_1 = nx_1^{(n)} + \Delta x_1^{(n)} \), \( Q_n(w; \Delta x_1^{(n)}) \) only depends on the parameters through \( \Delta x_1^{(n)} \).

Furthermore, let

\[ E_n(w) = \frac{\prod_{\beta_1^{(n)} \leq \beta_2^{(n)} < \beta_3^{(n)}} (w - \beta_1^{(n)}) \prod_{\beta_1^{(n)} < \beta_2^{(n)} < \beta_3^{(n)}} (w - \beta_1^{(n)})}{\prod_{k=nx_1^{(n)} + 1}^{nx_1^{(n)} + \Delta x_1^{(n)}} (w-k)} . \]  

**Lemma 1.2.** We have that

\[ K_{\mathcal{R}}^{(n)}(y_1, y_2) = -1_{x_1 < x_2} \frac{1}{(2\pi i)^2} \int_{\gamma_n} dz \oint_{\Gamma_n} dw \frac{1}{(w-z)(z-nx_1^{(n)}x_2)} q_n(nz; w) Q_n(nz; \Delta x_1^{(n)}) E_n(nz) q_n(nw; r) Q_n(nw; \Delta x_1^{(n)}) E_n(nw) \]

\[ + 1_{x_1 > x_2} \frac{1}{(2\pi i)^2} \int_{\gamma_n} dz \oint_{\Gamma_n} dw \frac{1}{(w-z)(z-nx_1^{(n)}x_2)} q_n(nz; w) Q_n(nz; \Delta x_1^{(n)}) E_n(nz) q_n(nw; r) Q_n(nw; \Delta x_1^{(n)}) E_n(nw) , \]

where \( \gamma_n \) is a counterclockwise oriented contour that contains the set \( \{n-1, \beta_1^{(n)} \geq t_1^{(n)} \} \) but not the set \( \{\beta_1^{(n)} \leq t_1^{(n)} + s \} \), and \( \Gamma_n \) is a counterclockwise oriented contour containing the set \( \{n-1, \beta_1^{(n)} \leq t_1^{(n)} + s \} \) but not the set \( \{n-1, \beta_1^{(n)} \geq t_1^{(n)} + s \} \). In addition, \( \gamma_n \) is the counterclockwise oriented contour that contains the set \( n-1 \{x_1 + y_1 - n, ..., x_1 \} \) and \( \Gamma_n \) and \( \tilde{\gamma}_n \) is the counterclockwise oriented contour that contains the set \( n-1 \{x_1 + y_1 - n, ..., x_1 \} \) and \( \tilde{\Gamma}_n \). See figure 13 and 14.

![Figure 13: Integration contours for the correlation kernel. Blue dots indicate the positions of poles and red dots indicate the position of zeroes of the function \( q_n(nw; r) E_n(nw) \).](http://www.imstat.org/ejp/)
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![Figure 14: Integration contours for the correlation kernel. Blue dots indicate the positions of poles and red dots indicate the position of zeroes of the function $q_n(nw; r)E_n(nw)$.]

The lemma will be proven in section 2.1.

Let $\nu_n$ and $\nu_{n,j}$, $j = 1, 2$, be the signed measures

$$
\nu_n(t) = \frac{1}{n} \sum_{\beta_i^{(n)} \leq \nu_{n1}^{(n)}} \delta_{\beta_i^{(n)}/n} - \frac{1}{n} \left( \sum_{k=n \nu_{n1}^{(n)}+1}^{n \nu_{n2}^{(n)}} \delta_{k/n} - \sum_{n \nu_{n1}^{(n)} \leq \beta_1^{(n)} \leq n \nu_{n2}^{(n)}} \delta_{\beta_1^{(n)}/n} \right) + \frac{1}{n} \sum_{n \nu_{n1}^{(n)} \leq \beta_1^{(n)} \leq n \nu_{n2}^{(n)}} \delta_{\beta_1^{(n)}/n}.
$$

(1.40)

Furthermore, define $f_n$, $g_{n,j}$ and $h_{n,j}$ by

$$
f_n(w) = \int \log E_n(nw) \, dw_n(t),
$$

(1.42)

and

$$
g_{n,j}(w) = \int \log Q_n(nw; \Delta x_j^{(n)}) + f_n(w) \, dw_n(t).
$$

(1.43)

In particular, $\text{Re}[g_{n,j}(w)] = \int w \, dw_n(t) = U^{\nu_{n,j}}(w)$. Here, we let $\log$ be the principal branch of the logarithm for $f_n(w)$. For $h_{n,j}(w)$, we let the branch cut of $\log$ lie along the positive real axis. With these choices of branch cuts, it follows that $f_n$ is analytic on $C \setminus (-\infty, b_n]$, and $h_{n,j}$ is analytic in $C \setminus [t_1^{(n)}, +\infty)$. In particular we note that $f_n(w)$ has a jump discontinuity over the real line at $t_c$. However $\text{Re}[f_n]$ is real analytic on $C \setminus ([a_n, t_1^{(n)}] \cup [t_1^{(n)}, b_n])$, and $f_n^0$ is homolorphic on $C \setminus ([a_n, t_1^{(n)}] \cup [t_1^{(n)}, b_n])$. Moreover, $

\lim_{t_c \pm \epsilon \rightarrow t_c} f(t_c) = f_n^0(t_c) = \text{Re}[f_n(t_c)] + \frac{\epsilon}{\pi k/n}$, where $k$ is an integer. Therefore $\exp(n(f_n^0(t_c) - f_n^0(t_c))) = \exp(2\pi i k) = 1$. Thus the jump discontinuity in the imaginary part of $f_n$ does not matter when we perform a steepest descent analysis in a neighborhood of $t_c$. From now on it will be understood that when we Taylor expand $f_n$ at $w = t_c$, we look at the branch

$$
\lim_{t_c \rightarrow t_c} f_n^0(t_c) + \sum_{n=1}^{\infty} \frac{f^{(n)}(t_c)}{n!} (w - t_c)^n.
$$

It follows from our assumptions that $f_n$ and $g_{n,j}$ converge uniformly to $f$ on compact subsets of $C \setminus ([a, t_2] \cup [t_1, b])$, see Lemma 2.1.
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We need one more assumption which will enable us to replace the non-asymptotic function \( f_0(z) \) by the asymptotic function \( f(z) \) in a neighbourhood of the critical point \( t_c \).

**Assumption 4.** There is a neighbourhood \( U \) of \( t_c \) such that

\[
\lim_{n \to \infty} n^{2/3} (f'_n(z) - f'(z)) = 0 \tag{1.44}
\]

uniformly in \( U \).

Assumption 4 has to be verified in each individual tiling model. Sometimes, this is trivial. However, it can also be quite nontrivial, in particular when the empirical measure is a random measure. See also the discussion of Assumption 5 in section 1.9.

### 1.8 Main theorem

We can now give the main theorem about convergence to the Cusp-Airy kernel for our system of red particles in the interlacing model.

**Theorem 1.1.** Assume that the sequence of empirical measures \( \{\mu_n\}_n \) satisfies Assumptions 1-4, and assume the scaling in Definition 1.3. Then

\[
\lim_{n \to \infty} \frac{p_n(x_2, y_2)}{p_n(x_1, y_1)} \frac{c_0}{n^{1/3}} K^R_n((x_1, y_1), (x_2, y_2)) = K_{CA}((\xi, r), (\tau, s)) \tag{1.45}
\]

uniformly for \( \xi \) and \( \tau \) in some fixed compact subset of \( \mathbb{R} \), where

\[
p_n(x_1, y_1) = \left( d_0 n^{\frac{3}{2}} \right)^{x_1+y_1-n-nt_{(n)}^c} Q_n(nt_{c}; x_1 - nx_{(n)}^c).
\tag{1.46}
\]

Let \((\xi^r, r)\) be the rescaled coordinates for particles on line \( r \). Fix \( r_1, \ldots, r_M \in \mathbb{Z} \) and let \( \phi : \mathbb{R} \times \{r_1, \ldots, r_M\} \to [0, 1] \) be a bounded measurable function with compact support. Let \( E_{\beta(n)} \) denote the expectation with respect to the determinantal point process with kernel \( K^R_n \).

Then,

\[
\lim_{n \to \infty} E_{\beta(n)} \left[ \prod_{r \in \{r_1, \ldots, r_M\}} \prod_j (1 - \phi(\xi^r_j, r)) \right] = \det(I - \phi K_{CA})_{L^2(\mathbb{R} \times \{r_1, \ldots, r_M\})}. \tag{1.47}
\]

**Example 1.1.** Let the limiting measure \( d\mu(t) = \chi_{[-1-a, a]}(t)dt + \chi_{[0, a]}(t)dt + \chi_{[2a, 1]}(t)dt \) where

\[
a = \frac{3 + \sqrt{17}}{4} \approx 0.28.
\]

In particular \( \|\mu\| = 1 \) and \( t_c = 0 \in R_2 \). Let \( t_1 = a \). Then, with \( I = (0, a) \),

\[
C_I(t) = \log \left| \frac{t + 1 + a}{t + 1} \right| + \log \left| \frac{t - 2a}{t - 1} \right|
\]

From equation (1.18) we then get \( (\chi_{\varepsilon}(0), \eta_{\varepsilon}(0)) = \left( \frac{1}{2(1+a)}, 1 - \frac{1}{2(1+a)} \right) \). Using that \( a < \frac{1}{2(1+a)} < 2a \) and (1.19), we obtain

\[
f^n_\varepsilon(0; \chi_{\varepsilon}(0), \eta_{\varepsilon}(0)) = \int_{-1-a}^{-1} ds \int_{-a}^{0} \frac{dz}{s^2} + \int_{a}^{1} ds \int_{-a}^{0} \frac{dz}{s^2} + \int_{2a}^{1} ds \int_{-a}^{0} \frac{dz}{s^2} = \frac{1 - a - 8a^2 - 4a^3}{2a(1+a)} = 0,
\]

since \( a \) is a root of the polynomial \( 1 - x - 8x^2 - 4x^3 \). Thus Assumption 2 is satisfied. We will now construct a sequence of empirical measures \( \{\mu_n\}_n \) that satisfies Assumptions 1,3 and 4.

Let

\[
\mu_n = \frac{1}{n} \sum_{k=\lfloor n(1-a) \rfloor}^{\lfloor na \rfloor} \delta_{k/n} + \frac{1}{n} \sum_{k=0}^{\lfloor na \rfloor} \delta_{k/n} + \frac{1}{n} \sum_{k=\lfloor 2na \rfloor}^{n} \delta_{k/n}
\]
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where \( d_n \) is chosen so that \( -n + d_n = \lfloor -n(1-a) \rfloor + \lfloor na \rfloor + n - 2na + 3 = n \). Clearly, \( \mu_n \to \mu \), so Assumption 1 is satisfied. Now,

\[
\supp(\mu_n) = \frac{1}{n} \lfloor -n(1-a) \rfloor, \ldots, -n + d_n \cup \frac{1}{n} \lfloor 0, \ldots, \lfloor na \rfloor \rfloor \cup \frac{1}{n} \lfloor 2na, \ldots, n \rfloor,
\]

so by construction \( \{\mu_n\}_n \) satisfies Assumption 3. Now,

\[
\nu_n = \frac{1}{n} \sum_{k=\lfloor -n(1-a) \rfloor}^{-n+d_n} \delta_{k/n} - \frac{1}{n} \sum_{k=\lfloor na \rfloor + 1}^{\lfloor n(1+a) \rfloor} \delta_{k/n} + \frac{1}{n} \sum_{k=\lfloor 2na \rfloor}^{n} \delta_{k/n},
\]

and thus

\[
f_n'(w) = \int_{\mathbb{R}} \frac{d\nu_n(t)}{w-t} = \frac{1}{n} \sum_{k=\lfloor -n(1-a) \rfloor}^{-n+d_n} \frac{1}{w-k/n} - \frac{1}{n} \sum_{k=\lfloor na \rfloor + 1}^{\lfloor n(1+a) \rfloor} \frac{1}{w-k/n} + \frac{1}{n} \sum_{k=\lfloor 2na \rfloor}^{n} \frac{1}{w-k/n}, \tag{1.48}
\]

and

\[
f_n''(w) = -\int_{\mathbb{R}} \frac{d\nu_n(t)}{(w-t)^2} = -\frac{1}{n} \sum_{k=\lfloor -n(1-a) \rfloor}^{-n+d_n} \frac{1}{(w-k/n)^2} + \frac{1}{n} \sum_{k=\lfloor na \rfloor + 1}^{\lfloor n(1+a) \rfloor} \frac{1}{(w-k/n)^2} - \frac{1}{n} \sum_{k=\lfloor 2na \rfloor}^{n} \frac{1}{(w-k/n)^2}. \tag{1.49}
\]

Choose \( r < a \). Then for \( n \) large enough, \( \frac{1}{w-1} \) and \( -\frac{1}{(w-1)^2} \) are continuously differentiable in \( B(0, r) \). Hence (1.48) and (1.49) are Riemann sums of smooth functions with equidistant partitions. Thus, there exists a constant \( C > 0 \), such that

\[
|f_n'(z) - f'(z)| \leq \frac{C}{n},
\]

holds uniformly in \( B(0, r) \) for \( n \) large enough. In particular Assumption 4 is satisfied. This example shows that we indeed can get the Cusp-Airy limit in a natural model of the type considered in [20].

Remark 1.4. The regularity assumption on the sequence of empirical measures made in Assumption 3 are necessary for Theorem 1 to hold, and cannot be substantially relaxed. If one in particular try to perform the cancellation of factors as in Lemma 1.2 without Assumption 3, one immediately sees that \( q_n(w; r) \neq 1_{r>0} \prod_{k=nt_c}^{n(1+t_c)} (w-k)^{-1} + 1_{r=0} + 1_{r<0} \prod_{k=nt_c}^{n(1+t_c)} (w-k), \) in general, and that \( q_n(w; r) \) would also depend on the sequence \( \{\beta^{(n)}_i\}_n \). In particular the limit in Theorem 1.1 need not exist.

1.9 Random top line measure

Up to now we have assumed that the top line configuration of yellow particles is fixed. However, for many models it is natural not to assume that the top line configuration is fixed, but instead is a random particle process.

Let \( \Sigma \subset \mathbb{R} \) be finite union of closed, bounded intervals and write \( \Sigma_n = \mathbb{Z} \cap n\Sigma \). Let \( \mathcal{X}^{(n)} \) denote the set

\[
\mathcal{X}^{(n)} = \{ \beta^{(n)} \in \Sigma_n : \beta^{(n)}_1 < \cdots < \beta^{(n)}_n \}.
\]

We will call \( \mathcal{X}^{(n)} \) the set of all admissible top line configurations. Note that \( \mathcal{X}^{(n)} \) is a finite set. We will now assume that we have a probability distribution \( p^{(n)}(\beta^{(n)}_1, \ldots, \beta^{(n)}_n) \)
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on $X^{(n)}$. Extended to $\Sigma_{n}^{\infty}$, we assume that $p_{j}^{(n)}(\beta_{1}^{(n)},...,\beta_{l}^{(n)})$ is a symmetric function which vanishes if $\beta_{i}^{(n)} = \beta_{j}^{(n)}$ for some $i \neq j$. Let $P_{n}$ denote the probability and $E_{n}$ the corresponding expectation given by $p_{j}^{(n)}$. Also, let $E_{\beta^{(n)}}$ denote the expectation with respect to the red particles in the uniform interlacing with fixed top line $\beta^{(n)}$ that we studied above.

Let $\mu$ with supp $\mu \subseteq \Sigma$ be given and let $f$ be defined by (1.5) as previously. We assume that Assumption 2 holds with this $f$. In order to transfer the Main theorem to the case with a random top line we will use the following assumption.

**Assumption 5.** For each $n \geq 1$ there is a set $X_{reg}^{(n)} \subseteq X^{(n)}$ of regular top line configurations such that the following holds:

(i) $P_{n}[X_{reg}^{(n)}] \to 1$ as $n \to \infty$,

(ii) If $\beta^{(n)} \in X_{reg}^{(n)}$, $n \geq 1$ is any sequence of regular top line configurations, we define $\mu_{n}$ and $f_{n}$ as previously. Then $\mu_{n}$ and $f_{n}$ satisfy Assumptions 1, 3 and 4 above.

We now can now give a version of Theorem 1.1 when we have a random top line measure.

**Theorem 1.2.** Consider uniform interlacing with a random top line given by $p^{(n)}$ as above, and consider the red particle point process. Let $(\xi_{i}', r)$ be the rescaled coordinates for particles on line $r$. Fix $r_{1},...,r_{M} \in \mathbb{Z}$ and let $\phi: \mathbb{R} \times [r_{1},...,r_{M}] \to [0,1]$ be a bounded measurable function with compact support. Assume that Assumption 5 holds. Then

$$\lim_{n \to \infty} E_{n} \left[ E_{\beta^{(n)}} \left[ \prod_{r \in \{r_{1},...,r_{M}\}} \prod_{j} (1 - \phi(\xi_{j}', r)) \right] \right] = \det(I - \phi K_{CA})L^{2}(\mathbb{R} \times [r_{1},...,r_{M}]).$$  \hspace{1cm} (1.50)

**Proof.** We can write

$$E_{n} \left[ E_{\beta^{(n)}} \left[ \prod_{r \in \{r_{1},...,r_{M}\}} \prod_{j} (1 - \phi(\xi_{j}', r)) \right] \right]$$

$$= E_{n} \left[ 1_{X_{reg}^{(n)}} E_{\beta^{(n)}} \left[ \prod_{r \in \{r_{1},...,r_{M}\}} \prod_{j} (1 - \phi(\xi_{j}', r)) \right] \right]$$

$$+ E_{n} \left[ 1_{X^{(n)}} 1_{X_{reg}^{(n)}} E_{\beta^{(n)}} \left[ \prod_{r \in \{r_{1},...,r_{M}\}} \prod_{j} (1 - \phi(\xi_{j}', r)) \right] \right].$$  \hspace{1cm} (1.51)

By Assumption 5 the second term in the right hand side of (1.51) goes to 0 as $n \to \infty$. There is a $\beta^{(n)}$ such that

$$\max_{\beta^{(n)} \in X_{reg}^{(n)}} E_{\beta^{(n)}} \left[ \prod_{r \in \{r_{1},...,r_{M}\}} \prod_{j} (1 - \phi(\xi_{j}', r)) \right]$$

is assumed at $\beta^{(n)} = \beta^{(n)}$, since the maximum is over a finite set. By Assumption 5 we can apply the Main theorem to the sequence $\beta^{(n)}$ and thus

$$\lim_{n \to \infty} E_{n} \left[ 1_{X_{reg}^{(n)}} E_{\beta^{(n)}} \left[ \prod_{r \in \{r_{1},...,r_{M}\}} \prod_{j} (1 - \phi(\xi_{j}', r)) \right] \right]$$

$$\leq \lim_{n \to \infty} E_{\beta^{(n)}} \left[ \prod_{r \in \{r_{1},...,r_{M}\}} \prod_{j} (1 - \phi(\xi_{j}', r)) \right] = \det(I - \phi K_{CA})L^{2}(\mathbb{R} \times [r_{1},...,r_{M}]).$$

We can do the analogous argument for the lower lines, and in this way we obtain the desired result.  \hspace{1cm} $\square$
Remark 1.5. Interlacing particle systems with a random top line occur in certain types of lozenge tiling models. More precisely, we are interested in those tiling models that can be decomposed into two regions, such that after possibly adding virtual particles, these regions become interlacing regions of the type described in section 1.2, glued together along a common line as depicted in figure 15.

Recall that the number of interlacing configurations with a given top line configuration $(y_1, y_2, ..., y_N) \in \mathbb{Z}^N$ is given by Weyl’s dimension formula in [24] for the irreducible characters of the unitary group $U(n)$,

$$N^2(y_1, ..., y_N) = \frac{\prod_{1 \leq i < j \leq N} |y_i - y_j|}{\prod_{1 \leq i < j \leq N} |i - j|} := \frac{1}{2CN} \prod_{1 \leq i < j \leq N} |y_i - y_j|. \quad (1.52)$$

Let $(y_1, y_2, ..., y_N)$ be the positions of the particles/tiles on the intersecting thick black line as in figure 15. Let $\mathcal{V}$ be the index set for the virtual or frozen particles and let $\mathcal{F}$ be the index set for the free particles, so that $|\mathcal{V}| + |\mathcal{F}| = N$, and $y_i$ is a virtual particle if $i \in \mathcal{V}$ and free otherwise. Assume that $|\mathcal{F}| = n$, and let $g : \{1, ..., n\} \to \mathcal{F}$ be a set bijection such that $x_i := y_{g(i)}$, and $x_1 < x_2 < ... < x_n$. Furthermore, the virtual particles are densely packed, which implies that they will form wedge shaped frozen regions. However, the fact that the two interlacing regions $T_1$ and $T_2$ need not be symmetrical implies that we need not have frozen regions on both sides of the intersecting black line. Let $\mathcal{V}_L \subseteq \mathcal{V}$ be the index set of those virtual particles such that they form a frozen region to the left, and let $\mathcal{V}_R \subseteq \mathcal{V}$ be the index set of those virtual particles such that they form
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a frozen region to the right. Then by (1.52), the number of interlacing configuration with a given fixed configuration of free particles at positions \((x_1, \ldots, x_n)\) is given by

\[
N^2(x_1, \ldots, x_n) = \frac{1}{2C_N} \prod_{1 \leq i < j \leq N} |y_i - y_j|
\]

\[
= \frac{1}{2C_N} \prod_{i,j \in F \atop i \neq j} |y_i - y_j|^2 \prod_{j \in V_L} |y_i - y_j| \prod_{j \in V_R} \prod_{i,j \in V_L \atop i \neq j} |y_i - y_j| \prod_{i,j \in V_R \atop i \neq j} |y_i - y_j|.
\]

Now, consider the set of all possible lozenge tessellations of the original polygon. One easily sees that each such tessellation is in a bijective correspondence with two interlacing configurations on \(T_1\) and \(T_2\) with the same configuration of free particles \(x^{(n)} = (x_1, x_2, \ldots, x_n)\) on their common top line. In particular, \(x_i \in \Sigma_n\) for each \(i = 1, \ldots, n\), where \(\Sigma\) is a finite union of intervals. The set \(\mathcal{X}_n\) then denotes the set of all configurations of free particles. Consider the set of all lozenge tessellations of the polygon with uniform distribution. Then this induces a probability distribution on \(\mathcal{X}_n\), given by

\[
p^{(n)}(x_1, \ldots, x_n) = P[\text{particles at positions } x_1, x_2, \ldots, x_n] = \frac{N^2(x_1, \ldots, x_n)}{\sum_{(x_1, \ldots, x_n) \in \mathcal{X}_n} N^2(x_1, \ldots, x_n)}.
\]

Let \(w_n(x) := \prod_{j \in V_L} |x - y_j| \prod_{j \in V_R} |x - y_j|\).

Then

\[
p^{(n)}(x_1, \ldots, x_n) = \frac{1}{Z_n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^2 \prod_{j \in V_L} w_n(x_i) = \frac{1}{Z_n} \Delta_n(x)^2 \prod_{i=1}^n w_n(x_i), \tag{1.53}
\]

where \(Z_n\) is a normalization constant, and \(\Delta_n(x)\) is the Vandermonde determinant. Associated with a particular weight function \(w_n(x)\) is a class of discrete orthogonal polynomials \(\{p_{n,k}(x)\}_k\) satisfying

\[
\sum_{x \in \Sigma_n} p_{n,k}(x)p_{n,1}(x)w_n(x) = \delta_{kl}. \tag{1.54}
\]

Such particle processes are called discrete orthogonal polynomial ensembles, DOPE, and have been studied e.g. in [4]. In particular if one considers the random empirical measure \(\mu_n = \frac{1}{n} \sum_{i=1}^n \delta_{x_i}\), then \(\mu_n \to \mu^\lambda\), where the measure \(\mu^\lambda \in \mathcal{M}_1(\Sigma)\) is the unique solution of the constrained variational problem

\[
\min_{\nu \in \mathcal{M}_1(\Sigma)} \left\{ I_V[\nu] = \min_{\nu \in \mathcal{M}_1(\Sigma)} \left\{ \int_{\Sigma \times \Sigma} \log |x - y|^{-1} d\nu(x)d\nu(y) + \int_{\Sigma} V(x)d\nu(x) \right\} \right\}, \tag{1.55}
\]

where \(V(x) = \lim_{n \to \infty} -n^{-1} \log(w_n(x))\). In the case of those problems originating from a random tiling model as above, the potential will be of the form

\[
V(x) = U^{\lambda'}(x) + U^{\lambda'}(x), \tag{1.56}
\]

where \(I^\nu\) and \(I^\lambda\) are finite unions of closed intervals of \(\mathbb{R}\), such that \((I^\nu \cup I^\lambda)^c \cap \Sigma^c = \emptyset\). In particular \(\lim_{n \to \infty} -n^{-1} \log(w_n(x)) = V(x)\) uniformly on compact subsets of \(\Sigma\) not
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containing the subset $\partial \Sigma \cap \partial (I' \cup I')$. It follows from Theorem 2.1 in [7] that the minimizer $\mu_w^\lambda$ of the variational problem (1.55) has a unique characterization in terms of the following variational inequalities.

There exists a constant $F_0^\lambda$ such that

\begin{align}
2U^\mu(x) + V(x) &\geq F_0^\lambda \quad \text{for all } x \in \Sigma \setminus \text{supp}(\mu_w^\lambda) := I_V \tag{1.57} \\
2U^\mu(x) + V(x) &\geq F_0^\lambda \quad \text{for all } x \in \text{supp}(\mu_w^\lambda) \cap \text{supp}(\lambda - \mu_w^\lambda) := I_B \tag{1.58} \\
2U^\mu(x) + V(x) &\leq F_0^\lambda \quad \text{for all } x \in \Sigma \setminus (\text{supp}(\mu_w^\lambda) \cap \text{supp}(\lambda - \mu_w^\lambda)) := I_S. \tag{1.59}
\end{align}

It follows from general large deviation estimates for DOPE that we can define $X_{\text{reg}}^{(n)}$ so that Assumption 3 is satisfied for large classes of potentials, see [11]. In particular, in the class of potentials of the form (1.56) and associated weights $w_n$ coming from certain tiling models, this is proved in the upcoming review article [10].

It is shown in [10] that if $R_1 \cup R_2 \neq \emptyset$, with $\mu = \mu_w^\lambda$, then for $t_c \in R_1 \cup R_2$, we must have $t_c \in \Sigma$. Thus, if in particular $t_c \in R_2$, then there exists an interval $[t_2, t_c]$, such that $[t_2, t_c] \cap \text{supp}(\mu_w^\lambda) = \emptyset$. This implies that the sequence of empirical measures $\{\mu_n\}_n$ automatically satisfies the left-sided part of regularity assumption in Assumption 3. Let

$$R_m^{(n)}(x_1, \ldots, x_m) = \mathbb{P}[^{\text{there are particles at each of the nodes } x_1, \ldots, x_m}$$

be the $m$:th correlation kernel with $1 \leq m \leq n$. If the potential $V(x)$ is analytic in a complex convex neighbourhood of $\Sigma$, then it is proven in Theorem 3.3 and Theorem 3.5 in [4] that for all subsets $V \in I_V$ and $S \in I_S$ such that $d_H(V, I_B) > 0$ and $d_H(S, I_B) > 0$ (here, $d_H$ denotes the Hausdorff distance between sets) there exists constants $K_V = K_V(d_H(V, I_B)) > 0$ and $L_S = L_S(d_H(S, I_B)) > 0$, such that

$$\max_{x_1, \ldots, x_m \in V} |R_m^{(n)}(x_1, \ldots, x_m)| \leq C_V \frac{e^{-mnK_V}}{n^m} \tag{1.61}$$

and

$$\max_{x_1, \ldots, x_m \in S} |1 - R_m^{(n)}(x_1, \ldots, x_m)| \leq C_S \frac{e^{-mnL_S}}{n^m} \tag{1.62}$$

for some positive constants $C_V$ and $C_S$. In particular this implies that we can define $\lambda_{\text{reg}}^{(n)}$ so that Assumption 3 holds. Unfortunately, the class of potentials given by (1.56) need not be analytic in a neighborhood of $\Sigma$ due to the fact that we may have $\partial \Sigma \cap \partial (I' \cup I') \neq 0$. However, we believe that by additional local arguments around such points, one may generalize the methods used in the book [4] to prove that Theorem 3.3 and Theorem 3.5 in [4] also hold in this case. In particular, the effect of non-analyticity should only matter on a very small neighborhood around the points of $\partial \Sigma \cap \partial (I' \cup I')$. Since $t_c \notin \partial \Sigma \cap \partial (I' \cup I')$, and therefore is a macroscopic distance away from $\partial \Sigma \cap \partial (I' \cup I')$, the effects of non-analyticity should not matter.

Finally, let $A \subset \mathbb{R}$ be an interval and let $K$ be a compact subset of $\{ z \in \mathbb{C} : d_H(z, A \cap \text{supp}(\mu_n)) > 0 \}$. Then, for a "generic" potential $V$, and a sequence of weight functions $\{w_n(x)\}_n$, such that $\lim_{n \to \infty} -n^{-1} \log(w_n(x)) = V(x)$ uniformly on compact subsets of $\Sigma$, we should have for every $\varepsilon > 0$ and every $z \in K$ that

$$\lim_{n \to \infty} \mathbb{P}\left[ \left| \int_{\mathbb{R}} \chi_A(t)d(\mu_n - \mu)(t) \right| > \frac{1}{n^{1-\varepsilon}} \right] = 0, \tag{1.63}$$

where $\chi_A$ is the indicator function of the interval $A$. In particular, this implies that we can define $X_{\text{reg}}^{(n)}$ so that Assumption 4 holds. This result should also follow from
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Riemann-Hilbert methods adapted to the class of potentials derived from tiling models, with the caveat that some of the local arguments need to be modified due to the possible non-analyticity of $V(x)$ at some of the points of $\partial \Sigma$. These questions has also been studied in [5] for very similar models by means of discrete loop equations, though the assumptions in [5] are not satisfied in our models, and can therefore not be applied directly. However, in the special case when $\Sigma$ is an interval, the results in [5] do apply. In particular they apply to the model in Example 1.2.

Remark 1.6. Let $z^{(r)} = (y_1^{(r)}, \ldots, y_r^{(r)}, x_n + n - r - 1, x_n + n - r - 2, \ldots, x_n)$. Then, using (1.53) the total probability distribution is given by

$$u_{\text{tot}}[\{y^1, \ldots, y^{(n-1)}, x^{(n)}\}] = \frac{1}{Z_{n, \text{tot}}} \Delta_n(x)^2 \prod_{i=0}^{n} w_n(x_i) \prod_{r=0}^{n-1} \det \left(1 - z^{(r+1)}_{r+1} z^{(r)}_r\right).$$

Hence, by the Eynard-Mehta theorem, the total process is also a determinantal process. One could therefore try to derive the correlation kernel for the total process instead of the conditional process. However, the Eynard-Mehta formula for the kernel of this process seems very difficult to analyze. In particular, we can not expect to get such a simple formula for the kernel as (1.2), as it would necessarily need to contain all the information about the DOPE, which is highly non-trivial.

Example 1.2. Consider now the example discussed briefly in section 1.1 see fig 2. This can be approached via the tiling model illustrated in figure 16. Elementary geometry gives $\delta = \frac{2}{3\sqrt{3}} - 2\kappa$, where $\kappa \in (0, 1/\sqrt{3})$. In the figure we have added densely packed virtual particles in the intervals $[0, \kappa]$ and $[2\kappa + 2\delta, 3\kappa + 2\delta]$. Moreover, the particles contained in the interval $[\kappa + \delta, 2\kappa + 2\delta]$ are distributed according to a discrete orthogonal polynomial ensemble, DOPE, as is shown above. The fraction of particles contained in this interval as $n \to \infty$ equals $1 - \sqrt{3}/\kappa$. We will now make the symmetric parameter choice $\kappa = \delta = \frac{2}{3\sqrt{3}}$. Associated to the DOPE, there is an equilibrium measure with respect to an external field as above. See also Proposition 2.2 in [5]. Solving the minimization problem gives the density of the measure $\mu$,

$$\rho(t) = \chi_{[0, \frac{2}{3\sqrt{3}}]}(t) + \chi_{[\frac{2}{3\sqrt{3}}, \frac{3\sqrt{3}}{3\sqrt{3}}]}(t) + \phi(3t)\chi_{[\frac{4}{3\sqrt{3}}, \frac{5}{3\sqrt{3}}]}(t),$$

where

$$\phi(x) = \frac{\sqrt{(b - x)(x - a)}}{2\pi} \int_0^{2/\sqrt{3}} \frac{dt}{\sqrt{(t - a)(t - b)(t - x)}} - \frac{\sqrt{(b - x)(x - a)}}{\pi} \int_{4/\sqrt{3}}^{a} \frac{dt}{\sqrt{(t - a)(t - b)(t - x)}} + \frac{\sqrt{(b - x)(x - a)}}{2\pi} \int_{8/\sqrt{3}}^{10/\sqrt{3}} \frac{dt}{\sqrt{(t - a)(t - b)}}.$$ 

Here $(a, b)$ is the unique solution of

$$-\frac{1}{2} \int_0^{2/\sqrt{3}} \frac{dt}{\sqrt{(t - a)(t - b)}} - \int_{4/\sqrt{3}}^{a} \frac{dt}{\sqrt{(t - a)(t - b)}} + \frac{1}{2} \int_{8/\sqrt{3}}^{10/\sqrt{3}} \frac{dt}{\sqrt{(t - a)(t - b)}} = 0 \tag{1.66}$$

and

$$-\frac{1}{2} \int_0^{2/\sqrt{3}} \frac{tdt}{\sqrt{(t - a)(t - b)}} - \int_{4/\sqrt{3}}^{a} \frac{tdt}{\sqrt{(t - a)(t - b)}} + \frac{1}{2} \int_{8/\sqrt{3}}^{10/\sqrt{3}} \frac{tdt}{\sqrt{(t - a)(t - b)}} = 1 \tag{1.67}$$
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satisfying \( \frac{1}{\sqrt[3]{3}} < a < b < \frac{8}{\sqrt[3]{3}} \). In particular it follows that \( \rho \bigg|_{\frac{4}{3\sqrt[3]{3}} a} = 1 \). A direct verification that the Cauchy transform of \( \rho \) satisfies Assumption 2 for \( t_c = \frac{4}{3\sqrt[3]{3}} \) is very difficult using (1.65)-(1.67) even in the case when the original polygon has an apparent symmetry. This is due to the artificial decomposition of the polygon into two interlacing regions which are glued together along a common boundary. After this decomposition has been done, the original symmetry is no longer apparent in the parametrization of the edge \( E \). We will therefore prove that the asymptotic cusp condition holds by an indirect symmetry argument. Instead of considering figure 16, we consider figure 17. We see the yellow dashed line corresponds to the decomposition in figure 16 into two interlacing regions glued together along the yellow dashed line. However, we may equally well decompose our hexagon into two interlacing regions in blue particles glued together along the dashed blue line instead. Moreover there is bijective correspondence between each configuration of blue and yellow particles given by a reflection in the dashed black symmetry line. This imply in particular that the edge \( E \) must posses a reflection symmetry in the dashed black line. Now, the parametrization of the edge \( E \), given by the density (1.65) and (1.13)-(1.16) is smooth by Remark 2.1 in [8], in fact real analytic. Since the density \( \rho \) of the limit measure \( \mu \) satisfies \( \rho \bigg|_{\frac{4}{3\sqrt[3]{3}} a} = 1 \), it follows from Lemma 2.7 in [8], that \( E \), is tangent to the line \( \chi + \eta - 1 = \frac{4}{3\sqrt[3]{3}} \). However, by Theorem 2.3 in [8], the parametrization is injective. This together with the fact that the only singularities of the edge \( E \) are cusps implies the edge \( E \) has a cusp at the tangent point with the line \( \chi + \eta - 1 = \frac{4}{3\sqrt[3]{3}} \). Lemma 2.8 and Lemma 2.9 in [8], implies that \( f''(\frac{4}{3\sqrt[3]{3}}: \chi \varepsilon(\frac{4}{3\sqrt[3]{3}}), \eta \varepsilon(\frac{4}{3\sqrt[3]{3}})) = 0 \). Hence, modulo the technical issues discussed above about how to construct \( X^{(n)}_{\text{edge}} \), we get a cusp-point where the scaling limit is given by the Cusp-Airy process.

![Figure 16](image-url)

**1.10 Outline of the paper**

We now give a brief outline of the paper. In section 2.1 we prove Lemma 1.2. Due to the fact that \( f'''(t_c, \chi_c, \eta_c) > 0 \), it will be necessary to change the integration contours of
the correlation kernel given in Proposition 1.2 to be able to deform the contours to the local steepest ascent/descent contours. This is done section 2.1. In section 2.3 we prove the existence of global ascent/descent contours and finally in sections 2.4 and 2.5 we perform the local asymptotic analysis to arrive at the final result.

In section 3.1 we prove a certain reflection symmetry of the Cusp-Airy kernel in the axis $r = 0$. In section 3.2 we proceed to prove an alternative representation of the Cusp-Airy kernel in terms of r-Airy integrals and certain polynomials. In section 4 we derive the integral representation of the kernel for the interlacing particle system, or the yellow particles and prove Proposition 1.1.

2 Proof of main result

2.1 Discrete cancellation in the correlation kernel

In this section we will perform the discrete cancellation of factors in the correlation kernel (1.2). In the continuum limit, this corresponds to the cancellation between the measures $\mu$ and $\lambda$ on the interval $[t_c, t_1]$, where $\mu|_{[t_c, t_1]} = \lambda$. The difference is that on the discrete level, the cancellation need no longer be exact.

We now prove Lemma 1.2

Proof. Using Assumption 3 and the definition of $t_c^{(n)}, t_1^{(n)}$ and $t_2^{(n)}$ we have

\[
\prod_{k=x_1+1}^{n} \frac{(w - \beta_1^{(n)})}{(w - k)} = \prod_{k=x_1+y_1-1}^{n} \frac{(w - \beta_1^{(n)})}{(w - k)} \prod_{k=n-t_2^{(n)}}^{n-t_1^{(n)}} \frac{(w - k)}{(w - k)} \prod_{k=n-t_1^{(n)}}^{n} \frac{(w - \beta_1^{(n)})}{(w - k)}
\]

\[
= \prod_{k=x_1+y_1-1}^{n} \frac{(w - k)}{(w - k)} \prod_{k=n-t_2^{(n)}}^{n-t_1^{(n)}} \frac{(w - k)}{(w - k)} \prod_{k=n-t_1^{(n)}}^{n} \frac{(w - \beta_1^{(n)})}{(w - k)}
\]

where we have used the definitions of $q_n, Q_n$ and $E_n$. Similarly, we get

\[
\prod_{k=x_1+1}^{n} \frac{(z - \beta_1^{(n)})}{(z - k)} = (z - x_2)q_n(z; r)Q_n(z; \Delta x_1^{(n)})E_n(z).
\]
Finally we rescale the integration variables according to \( w \to \frac{1}{n} w \) and \( z \to \frac{1}{n} z \). Set \( \Gamma_n = \frac{1}{n} \mathcal{Z}_n \), \( \tilde{\Gamma}_n = \frac{1}{n} \mathcal{Z}'_n \), and \( \gamma_n = \tilde{\gamma}_n = \frac{1}{n} \mathcal{W}_n \). Since we have cancelled out poles we may deform \( \Gamma_n \) to be a contour that contains the set \( \{ n^{-1} \beta_1^{(n)} \geq \ell_1^{(n)} \} \) but not the set \( \{ n^{-1} \beta_i^{(n)} \leq \ell_i^{(n)} + s \} \). Similarly, we may deform \( \Gamma'_n \) to contain the set \( \{ n^{-1} \beta_i^{(n)} \leq \ell_i^{(n)} + s \} \) but not the set \( \{ n^{-1} \beta_1^{(n)} \geq n^{-1} \ell_1^{(n)} \} \).

2.2 Change of integration contours

In order to perform a steepest descent analysis in a later section, it will be necessary to change the integration contours so that they may be suitably deformed around the critical point.

Proposition 2.1. The correlation kernel can be rewritten as

\[
K_{\mathcal{R}}^{(n)} ((\xi, r)(\mu_n, s)) = -1_{x_1 < x_2} B_n((x_1, y_1), (x_2, y_2)) + \tilde{K}_{\mathcal{R}}^{(n)} ((x_1, y_1), (x_2, y_2)), \tag{2.1}
\]

where

\[
\tilde{K}_{\mathcal{R}}^{(n)} ((x_1, y_1), (x_2, y_2)) = \frac{1}{(2\pi i)^2} \oint_{\Gamma_1^\pm + \Gamma_2^\pm} \oint_{\gamma_1 + \gamma_2} dw \frac{1}{w - z} \quad \frac{q(nw; r) e^{n(f_n(w) - f_n(z)) + n(h_n(w) - h_n, z(z))}}{w - z} \tag{2.2}
\]

and

\[
B_n((x_1, y_1), (x_2, y_2)) = \frac{1}{2\pi i} \oint_{\Gamma_2^0} dz \frac{1}{z - n^{-1} x_2} \frac{q(nz; r)}{q(nz; s)} e^{n(h_n, 1(z) - h_n, z(z))}. \tag{2.3}
\]

Here the contours are as in figure 18; more precisely:

- \( \Gamma_1^1 \) is a counter-clockwise oriented contour that contains the interval \([l_c^{(n)} - \max \{|r|, |s|\}, b_n]\) and nothing else of the support of \( \nu_n \). Furthermore, \( \Gamma_1^1 \) contains the contours \( \Gamma_1^0, \gamma_1^2 \) and \( \gamma_1^3 \).

- \( \Gamma_2^2 \) is a clockwise oriented contour that contains \( \gamma_2^2 \) and the interval \([l_c^{(n)} - \max \{|r|, |s|\}, l_c^{(n)} + \max \{|r|, |s|\}] \) and nothing else of the support of \( \nu_n \).

- \( \gamma_1^3 \) is a clockwise oriented contour that contains the interval \([l_c^{(n)} - \max \{|r|, |s|\}, l_c^{(n)} + \max \{|r|, |s|\}] \) and nothing else of the support of \( \nu_n \).

Proof. The starting point is lemma 1.2. The proof will consist of a series of deformations of the contours. It will be convenient to introduce the notation

\[
\gamma_{\Gamma, \gamma}^{(n)} = \frac{1}{(2\pi i)^2} \oint_{\Gamma} dz \oint_{\gamma} dw \frac{1}{z - n^{-1} x_2} \frac{q_n(nw; r) Q_n(nw; \Delta x_1^{(n)}) E_n(nw) E_n(nz)^{-1}}{q_n(nz; s) Q_n(nz; \Delta x_2^{(n)})} \quad \text{for some contours } \Gamma, \gamma.
\]

First assume that \( x_1 > x_2 \) and consider the deformation of \( \gamma_n \) in figure 13 into two contours \( \gamma_0^1 \) and \( \gamma_0^2 \) as shown in figure 19. Next consider adding the contour \( \gamma_0^3 \). This is shown in figure 20. Consider the contour \( \gamma_0^1 + \gamma_0^2 + \gamma_0^3 \). Then the integrand of \( K_{\mathcal{R}}^{(n)} \) in (1.39) has one residue inside the domain bounded by \( \gamma_0^1 \) and \( \gamma_0^2 \). Computing this residue gives

\[
\frac{1}{(2\pi i)^2} \oint_{\Gamma, \gamma} \oint_{\gamma_{\Gamma, \gamma}^{(n)}} dw \frac{q_n(nw; r) Q_n(nw; \Delta x_1^{(n)}) E_n(nw) E_n(nz)^{-1}}{z - n^{-1} x_2} \frac{q_n(nz; s) Q_n(nz; \Delta x_2^{(n)})}{q_n(nz; s) Q_n(nz; \Delta x_2^{(n)})} \quad \text{for some contours } \Gamma, \gamma.
\]
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Figure 18: Integration contours
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Figure 19: Integration contours
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Figure 20: Integration contours

\[ J_{\Gamma_n \gamma_n}^{(n)} = J_{\Gamma_n \gamma_1^n}^{(n)} + J_{\Gamma_n \gamma_2^n}^{(n)} \]

since \( \Gamma_n \) contains no poles. Hence

\[ J_{\Gamma_n \gamma_n}^{(n)} = -J_{\Gamma_n \gamma_1^n}^{(n)}. \]  

(2.4)

Next, we deform the contour \( \Gamma_n \) into the contours \( \Gamma_1^n \) and \( \Gamma_2^n \) according to Figure 21. This gives us

\[ J_{\Gamma_n \gamma_n}^{(n)} = J_{\Gamma_n \gamma_1^n}^{(n)} + J_{\Gamma_n \gamma_2^n}^{(n)} \]
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Figure 21: Integration contours

Figure 22: Integration contours

Figure 23: Integration contours

\[ J_{\Gamma_n}(z) = -J_{\Gamma_n,\gamma_n}^{(n)} + J_{\Gamma_n,\gamma_n}^{(n)} \] by (2.4)

\[ = -J_{\Gamma_n,\gamma_n}^{(n)} + J_{\Gamma_n,\gamma_n}^{(n)} + (J_{\Gamma_n,\gamma_n}^{(n)} + J_{\Gamma_n,\gamma_n}^{(n)}). \]

We now instead assume that \( x_1 \geq x_2 \). We then deform the contour \( \Gamma_n \) into the contours \( \Gamma_{1,n} \) and \( \Gamma_{2,n} \) according to figure 22. Finally, we deform the contour \( \gamma_n \) into the contours \( \gamma_{0,n}, \gamma_{2,n} \) and \( \gamma_{1,n} \), according to figure 23. However, using that the only residue contained in \( \gamma_{0,n} \) is the pole \((w-z)^{-1}\), we get

\[ J_{\Gamma_{1,n},\gamma_n}^{(n)} = \frac{1}{2\pi i} \oint_{\Gamma_{1,n}} q_n(nz;r) \sum_{k=2z+1}^{2z-1} (nz-k)dz = 0, \]

since the contour \( \Gamma_{1,n} \) contains no poles in \( z \). Similarly, we get that

\[ J_{\Gamma_{2,n},\gamma_n}^{(n)} = 0. \]
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![Figure 24: Integration contours](image1)

![Figure 25: Integration contours](image2)

since $\gamma_n^0$ contains no poles in $w$. This gives

$$J_{\Gamma_n}^{(n)} = J_{\Gamma_n^1}^{(n)} + J_{\Gamma_n^2}^{(n)} + J_{\Gamma_n^3}^{(n)} + J_{\Gamma_n^4}^{(n)},$$

where the contours are shown in figure 24. We now deform the contour $\Gamma_n^1$ into $\Gamma_n^3 + C_R$ according to figure 25. Clearly the contribution along $\ell$ vanish and to prove that the contribution from $C_R$ vanishes as $R \to \infty$ we observe that that $g_n, 2 p_z = \nu_n, 2 p z \log |z| + O(|z|^{-1})$ and $\lim_{n \to \infty} \nu_n, 2 p = \nu(\mathbb{R}) > 0$. From this it is not difficult to see that $\lim_{R \to \infty} |J_{C_R}^{(n)}| = 0$.

We now have the contours as shown in figure 26. Using that $\Gamma_n^3 = -\Gamma_n^1$, $\tilde{\gamma_n}^1 = -\gamma_n^1$ and $\Gamma_n^2 = -\Gamma_n^2$ where the minus sign means orientation reversion, we get

$$J_{\Gamma_n}^{(n)} = J_{\Gamma_n^1}^{(n)} + J_{\Gamma_n^2}^{(n)} + J_{\Gamma_n^3}^{(n)} + J_{\Gamma_n^4}^{(n)}$$

$$= J_{\Gamma_n^1}^{(n)} - J_{\Gamma_n^2}^{(n)} + J_{\Gamma_n^3}^{(n)} - J_{\Gamma_n^4}^{(n)}.$$

We see that $\gamma_n^2$ is inside $\Gamma_n^3$, which is inside $\tilde{\gamma_n}^2$. Using the residue theorem we find

$$J_{\Gamma_n^2}^{(n)} - J_{\Gamma_n^1}^{(n)} = \frac{1}{2\pi i} \oint_{\Gamma_n^2} dz \frac{1}{z - n^{-1} x_2} \frac{q_n(nz; r)}{Q_n(nz; \Delta x_n^1)}$$

$$= \frac{1}{2\pi i} \oint_{\Gamma_n^1} dz \frac{1}{z - n^{-1} x_2} \frac{q_n(nz; r)}{Q_n(nz; \Delta x_n^2)}$$
This gives us finally,

$$K^{(n)}_{R}((x_1, y_1), (x_2, y_2)) = -1_{x_1 < x_2} B_n((x_1, y_1), (x_2, y_2)) + J^{(n)}_{\Gamma^{1}_n, \gamma_n, \gamma_n} + J^{(n)}_{\Gamma^{2}_n, \gamma_n, \gamma_n} - J^{(n)}_{\Gamma^{3}_n, \gamma_n, \gamma_n},$$

by the definitions of $f_n, h_{n,1}$ and $h_{n,2}$. \qed

### 2.3 Global choice of contours

Recall the asymptotic function $f(w; \chi_c)$ given by (1.29),

$$f(w; \chi_c) = \int_{\mathbb{R}} \log(w - t)dv(t) = U'(w) + i \int_{\mathbb{R}} \arg(w - t)dv(t).$$

For every $\delta > 0$ we let $\Omega_\delta := \{w \in \mathbb{C} : d(w, \text{supp}(\nu)) > \delta\}$.
Lemma 2.1. The functions $f_n(w), g_{n,1}(w)$ and $g_{n,2}(w)$ converge uniformly to $f(w; \chi_c)$ on $\overline{\Omega}_\delta \cap B(0, R)$, for any $\delta > 0$ and any $R > 0$.

Proof. This is a standard consequence of the weak convergence of $\mu_n$ and Vitali’s theorem, (see [23] page 157).

Lemma 2.2. Consider the function $\nu([x, +\infty))$, where the measure $\nu$ is as defined in (1.28). Then $\nu([x, +\infty))$ is monotonically decreasing on $(-\infty, t_2)$, constant in $(t_2, t_1)$, monotonically increasing on $(t_1, \chi_c)$, and monotonically decreasing on $(\chi_c, +\infty)$. More precisely,

\[
\nu([x, +\infty)) = \begin{cases} 
\eta_p & \text{if } x \leq a \\
\mu([x, +\infty)) - (\chi_c - t_c) & a < x < t_2 \\
\mu([t_c, +\infty)) - (\chi_c - t_c) & t_2 < x < t_1 \\
\mu([\chi_c, +\infty)) - \int_x^{\chi_c} (1 - \varphi(t))dt & t_1 \leq x \leq \chi_c \\
\mu([x, +\infty)) & \chi_c < x < b \\
0 & x \in (b, +\infty) 
\end{cases} 
\] (2.5)

Proof. By definition of $\nu$ we have

\[
\nu([x, +\infty)) = \int_x^{\chi_c} (\chi_{[t_2]}(t) + \chi_{[t_1, \chi_c]}(t) + \chi_{[\chi_c, a]}(t))\varphi(t)dt - \int_x^{\chi_c} \chi_{[t_1, \chi_c]}dt \\
= \int_x^{\chi_c} (\chi_{[t_2]}(t) + \chi_{[t_1, \chi_c]}(t) + \chi_{[\chi_c, a]}(t))\varphi(t)dt - \int_x^{\chi_c} \chi_{[t_1, \chi_c]}dt \\
= \mu([x, +\infty)) - \int_x^{\chi_c} \chi_{[t_1, \chi_c]}(t)dt,
\]

from which (2.5) follows. The monotonicity properties are immediate from these formulas.

Since $f(\overline{w}; \chi_c) = \overline{f(w; \chi_c)}$ it is sufficient to prove the existence of the contours in the upper-half plane $\mathbb{H}$.

Lemma 2.3. The asymptotic function $f(w; \chi_c)$ has global steepest ascent/descent contours in the upper half plane as shown in figure 27.

Figure 27: Steepest ascent and descent paths for the asymptotic function $f(w; \chi_c)$. The support of $\nu^+$ is indicated by a red line and the support of $\nu^-$ by a blue line.

Proof. Since $f(\overline{w}; \chi_c) = \overline{f(w; \chi_c)}$ it is sufficient to prove the existence of the contours in the upper-half plane $\mathbb{H}$. We note that $U''$ is real analytic in $C \setminus \text{supp}(\nu)$ and that
The Cusp-Airy process

\[ \int_{\mathbb{R}} \arg(w - t)d\nu(t) \text{ is real analytic in } \mathbb{C}\setminus(-\infty, b]. \]
Moreover, the boundary values on the real axis are given by

\[ \lim_{w \to \infty} U''(w) = U''(x) \]

and

\[ \lim_{w \to \infty} \int_{\mathbb{R}} \arg(x - t)d\nu(t) = \pi\nu([x, +\infty)). \]

In particular, \( U''(w) \) has a continuous extension to all of \( \mathbb{C} \).

Since \( f''(t_\varepsilon) > 0 \) the local steepest ascent/descent structure around \( t_\varepsilon \) is as in figure 28.

![Figure 28: Local steepest ascent/descent contours of the asymptotic function \( \Re f(\omega, \chi_\varepsilon) \), where \( a \) denotes ascent contour and \( d \) denotes descent contour.](http://www.imstat.org/ejp/)

Recall that the contours of steepest ascent/descent are those for which \( \Im f(w) = \Im f(t_\varepsilon) = \pi\mu([t_\varepsilon, [t_\varepsilon, b]). \] Note that \( U''(w) = \nu(R) \log|w| + O(|w|^{-1}) \) as \( |w| \to \infty. \) Therefore \( \lim_{w \to \infty} U''(w) = +\infty. \) This implies that the descent contour have to be contained in some ball \( B(0, R) \), \( R \) sufficiently large. On the other hand since the function \( \Im f(w) \) is real analytic, the curve \( \Im f(w) = \Im f(t_\varepsilon) \) has to be either a closed curve in \( B(0, R) \setminus \text{supp}(\nu) \) or end somewhere in \( \text{supp}(\nu). \) Assume the first case. Then, clearly there has to be a point \( t_p \neq t_\varepsilon \) on the curve such that \( f''(t_p) = 0. \) By Theorem 3.1 in [8], we must for such a \( t_p \) have \( t_p \in \mathbb{R} \cap \text{supp}(\nu) \) and \( f''(t_p) \neq 0. \) At such a point we have descent contour exiting at angle \( \pm\pi/2 \) and ascent contours exiting at 0 and \( \pi \). This gives a contradiction. We may therefore assume the second case holds.

It follows from Lemma 2.2 that if \( \pi\nu([t_\varepsilon, \infty)) < 0 \) then the equation \( \pi\nu([x, \infty)) = \pi\mu([t_\varepsilon, +\infty)) \) has no solution and the steepest descent contour from \( t_\varepsilon \) has to go to infinity, which is impossible. If \( \pi\nu([t_\varepsilon, \infty)) = 0, \) then we have to be in the first case above which is impossible. Thus, \( \pi\nu([t_\varepsilon, \infty)) > 0 \) and Lemma 2.2 implies that the equation \( \pi\nu([x, \infty)) = \pi\mu([t_\varepsilon, +\infty)) \) has at least one solution \( t_\varepsilon \) for \( x \in (\chi_\varepsilon, b) \) and no solution for \( x \in (-\infty, t_2) \cup (t_1, \chi_\varepsilon) \cup [b, \infty). \) In figure 29 we give a plot of what the function \( \pi\nu([x, +\infty)) \) may look like. If \( \nu([x, \infty)) \) is strictly monotonically decreasing at \( t_\varepsilon, \) then \( t_\varepsilon \) is the unique solution to the equation above. Otherwise, by the monotonicity of \( \nu([x, \infty)) \), there exists an interval \( [t_\varepsilon^-, t_\varepsilon^+] \) such that \( \pi\nu([x, \infty)) = \pi\mu([t_\varepsilon, +\infty)) \) for all \( x \in [t_\varepsilon^-, t_\varepsilon^+]. \) In particular, \( (t_\varepsilon^-, t_\varepsilon^+) \cap \text{supp}(\mu) = \emptyset. \)

By Lemma 2.2 and the discussion above, the only possible end points are \( t_2, t_1 \) and \( t_\varepsilon \) or \( t_2, t_1, t_\varepsilon^-, t_\varepsilon^+. \) Assume that it ends at \( t_1. \) Then we get a closed contour in \( \mathbb{H} \) containing the interval \( [t_\varepsilon, t_1], \) and such that the boundary value of \( \Im[f(w)] \) equals \( \Im[f(t_\varepsilon)] = \pi\mu([t_\varepsilon, b]) \) everywhere on the curve. However, since \( \Im[f(w)] \) is harmonic.
inside the domain bounded by the curve, this implies that \( \text{Im}[f(w)] \) is constant, a contradiction. Similarly, the descent contour cannot end in \( t_2 \). Thus it has to end either at \( t_c \) or one of \( t_c^- \) and \( t_c^+ \).

This proves the existence of the global steepest descent path of \( f(w, \chi_c) \). We now consider the ascent path. Recall that the ascent and descent paths cannot intersect because \( f' = 0 \) has no nonreal solutions. This follows from the characterization of the boundary of the liquid region in [8]. By considering the local ascent and descent contours we know it cannot end at \( t_1 \). Suppose that it ends a \( t_2 \). However, by a similar argument as before, this is not possible. Moreover, by the continuity of \( U''(w) \) it cannot end at \( t_c \). Thus, the ascent contour will become an asymptote of the line \( \{te^{i\theta} : t \in [0, +\infty), \theta = \pi \mu([t_c, b])\} \) because \( \phi = 0 \) has no nonreal solutions. This follows from the characterization of the boundary of the liquid region in [8].

Similarly, the descent contour cannot end in \( t_2 \). Since \( f'' = 0 \) has no nonreal solutions, this follows from the characterization of the boundary of the liquid region in [8].

Thus, as before, contour will become an asymptote of the line \( \{te^{i\theta} : t \in [0, +\infty), \theta = \pi \mu([t_c, b])\} \).

\[ \square \]

### 2.4 Estimates and localization

We start with some preliminary results that we will need. By Lemma 2.1 and Assumption 4, if we take \( \delta_0 \) small enough, then \( |g_{n,i}(w)| \leq C \) for \( |w - t_c| \leq \delta_0 \), where \( C \) is a constant. We have the Taylor expansion

\[
\begin{align*}
g_{n,i}(z) & = g_{n,i}(t_c) + g'_{n,i}(t_c)(z - t_c) + \frac{1}{2} g''_{n,i}(t_c)(z - t_c)^2 \\
& \quad + \frac{1}{6} g'''_{n,i}(t_c)(z - t_c)^3 + r_{n,i}(z)(z - t_c)^4, \\
\end{align*}
\]

(2.6)

where

\[
r_{n,i}(z) = \frac{1}{2 \pi i} \int_{|w - t_c| = \delta_3} \frac{g_{n,i}(w)}{w - t_c^5(1 - \frac{z - t_c}{w - t_c})} \, dw.
\]

(2.7)

From (2.7) we see that, if we take \( \delta_1 \leq \delta_0/2 \), then there is a constant \( C(\delta_0) \) so that

\[
|r_{n,i}(z)| \leq C(\delta_0),
\]

(2.8)

for all \( z \in B(t_c, \delta_1) \). Consider a curve

\[
z(t) = t_c + \zeta(t),
\]

(2.9)

t \in I, such that \( |\zeta(t)| \leq Ct \leq \delta_1 \) for all \( t \in I, I \) an interval. From (2.6) we obtain

\[
\begin{align*}
\text{Re}[g_{n,i}(z(t)) - g_{n,i}(t_c)] & = g'_{n,i}(t_c)\text{Re}[\zeta(t)] + \frac{1}{2} g''_{n,i}(t_c)\text{Re}[\zeta(t)^2] + \frac{1}{6} g'''_{n,i}(t_c)\text{Re}[\zeta(t)^3] \\
& \quad + \text{Re}[r_{n,i}(z(t))\zeta(t)^4].
\end{align*}
\]

(2.10)
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Note that, by the assumption on \( \zeta(t) \),
\[
|\text{Re}[\zeta(t)]| \leq C t, \quad |\text{Re}[\zeta(t)^2]| \leq C t^2, \quad |\text{Re}[\gamma_{n,i}(z(t))\zeta(t)^4]| \leq C t^4, \quad (2.11)
\]
for all \( t \in I \), where the constant \( C \) is independent of \( \delta_1 \).

By the definition (1.43), we have that
\[
h_{n,i}(z) = \sum_{k=1}^{\Delta x_i^{(n)}} \log \left( z - \left( \frac{x_i^{(n)}}{n} + \frac{k}{n} \right) \right)
\]
if \( \Delta x_i^{(n)} < 0 \), \( h_{n,i}(z) = 0 \) if \( \Delta x_i^{(n)} = 0 \) and
\[
h_{n,i}(z) = -\sum_{k=1}^{\Delta x_i^{(n)}} \log \left( z - \left( \frac{x_i^{(n)}}{n} + \frac{k}{n} \right) \right).
\]
if \( \Delta x_i^{(n)} > 0 \). Write \( \kappa_i = \text{sgn}(\Delta x_i^{(n)}) \) \( ( = 0 \text{ if } \Delta x_i^{(n)} = 0) \). Then,
\[
h'_{n,i}(z) = -\kappa_i \sum_{k=1}^{\Delta x_i^{(n)}} \frac{1}{z - \left( \frac{x_i^{(n)}}{n} + \frac{k}{n} \right)}.
\]
(2.12)

From this, and (1.35), it follows that, if \( |z - t_c| \leq \delta_1 \), with \( \delta_1 \) small enough, then
\[
|\text{Re}[\gamma_{n,i}(z)]| = C n^{1/3}, \quad |\text{Re}[\gamma_{n,i}''(z)]| \leq C n^{1/3}.
\]
(2.13)

Similarly to (2.6), we get
\[
h_{n,i}(z(t)) = h_{n,i}(t_c) + h'_{n,i}(t_c)\zeta(t) + s_{n,i}(z(t))\zeta(t)^2,
\]
(2.14)
where
\[
|s_{n,i}(z(t))| \leq C n^{1/3},
\]
(2.15)
and \( z(t) \) is given by (2.9).

We will now discuss the localization of the asymptotic analysis of the kernel to a neighbourhood of \( t_c \). Let \( \delta_1 > 0 \) and let \( B_2 = B(t_c, \delta_1) \) be a (small) ball around \( t_c \). The descent contour \( \mathcal{D} \) from Lemma 2.3 intersects \( \partial B_2 \cap \Pi \) at the point \( D_2 \), see figure 30.

![Figure 30: The global descent path \( \mathcal{D} \) close to \( t_c \)](image)

We now formulate a lemma that will allow us to neglect the contribution from \( \mathcal{D} \) outside \( B_2 \).

**Lemma 2.4.** If we choose \( \delta_1 \) sufficiently small, there is a constant \( b_0(\delta_1) > 0 \) such that for \( n \) large enough
\[
\text{Re}[\gamma_{n,i}(D_2) - \gamma_{n,i}(t_c)] \leq -b_0(\delta_1).
\]
(2.16)
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Proof. We take $\zeta(t) = t e^{i \theta(\delta_1)}$, $0 \leq t \leq \delta_1$, where $\theta(\delta_1)$ is chosen so that $\zeta(\delta_1) = D_2$. It follows from Lemma 2.1, $f'(t_c) = f''(t_c) = 0$, and $f'''(t_c) > 0$ that, given $\varepsilon_1 > 0$, we have

$$|g_{n,i}(t_c)| \leq \varepsilon_1, \quad |g_{n,i}'(t_c)| \leq \varepsilon_1$$

(2.17)

for large $n$, and there is a $c_1 > 0$ so that

$$g_{n,i}''(t_c) \geq c_1$$

(2.18)

for all sufficiently large $n$. Also, since $f'(t_c) = f''(t_c) = 0$ and $f'''(t_c) > 0$, a local Taylor expansion of $f$ shows that $\theta(\delta_1) \to \pi/3$ as $\delta_1 \to 0$. Consequently,

$$\Re \zeta(t)^3 = t^3 \cos 3\theta(\delta_1) \leq -\frac{1}{2} t^3$$

(2.19)

for $0 \leq t \leq \delta_1$ if $\delta_1$ is sufficiently small. From (2.10), (2.11), (2.17), and (2.18) we see that

$$\Re \left[ g_{n,i}(D_2) - g_{n,i}(t_c) \right] \geq -\frac{1}{12} c_1 \delta_1^3 + C\varepsilon_1 (\delta_1 + \delta_1^{-1}) + C\delta_1^3$$

$$= c_1 \delta_1^3 \left[ -\frac{1}{12} - C'\varepsilon_1 (\delta_1^{-2} + \delta_1^{-1}) + C'\delta_1^{-1} \right].$$

(2.20)

We can now choose $\delta_1$ so that $C'\delta_1 \leq 1/48$ and then $\varepsilon_1$ so that $C'\varepsilon_1 (\delta_1^{-2} + \delta_1^{-1}) \leq 1/48$. We then get (2.16) with $b_0(\delta_1) = c_1\delta_1^3/24$ and the lemma is proved. □

Let $B_3 = B(t_c, \delta_2)$ be a small ball around $t_c$. The descent contour $D$ intersects $\partial B_3 \cap \mathbb{H}$ at the point $D_3$. Let $C$ be as in figure 31 and $D'$ be the part of $D$ outside $B_2$ and $B_3$, so that $D'$ lies strictly in $\mathbb{H}$. Hence, from Lemma 2.1, it follows that $g_{n,i}(z) \to f(z)$ uniformly on $D'$ as $n \to \infty$.

![Figure 31: The global descent path D and C close to t_c](Figure_31.png)

The next lemma gives the estimate we need on $C$.

**Lemma 2.5.** There is a constant $b_1(\delta_2)$ such that $b_1(\delta_2) \to 0$ as $\delta_2 \to 0$ and

$$\Re \left[ g_{n,i}(z) - g_{n,i}(D_3) \right] \leq b_1(\delta_2)$$

(2.21)

for all $z \in C$ if $n$ is sufficiently large.

**Proof.** Let $D_3 = x_0 + iy_0$ and set

$$z(t) = x_0 + i(y_0 - t), \quad 0 \leq t \leq y_0 \leq \delta_2.$$
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We have chosen \( \delta_2 \) so small that \( x_0 > \chi_c \). From (1.42) we see that

\[
\frac{d}{dt} \text{Re}[f_n(z(t))] = \frac{d}{dt} \left( \frac{1}{n} \sum_{\beta_i^{(n)} < t_2} \log |z(t) - n^{-1} \beta_i^{(n)}| + \frac{1}{n} \sum_{\beta_i^{(n)} > t_1^{(n)}} \log |z(t) - n^{-1} \beta_i^{(n)}| \right)
\]

\[
- \frac{1}{d} \frac{d}{dt} \frac{1}{n} \sum_{k-t_1^{(n)}+1} x^{(n)}_k \log |z(t) - n^{-1} k| = u_1^{(n)}(t) + u_2^{(n)}(t).
\]

Note that \( u_1^{(n)}(t) \leq 0 \) and

\[
u_2^{(n)}(t) = - \frac{1}{d} \frac{d}{dt} \frac{1}{2n} \sum_{k-t_1^{(n)}+1} x^{(n)}_k \log \left( \left( x_0 - \frac{k}{n} \right)^2 - (y_0 - t)^2 \right)
\]

\[
= \frac{1}{n} \sum_{k-t_1^{(n)}+1} \frac{y_0 - t}{(x_0 - \frac{k}{n})^2 + (y_0 - t)^2} \leq \frac{\delta_2}{n} \sum_{k-t_1^{(n)}+1} \frac{1}{(x_0 - \frac{k}{n})^2} \leq C \delta_2,
\]

since \( x_c^{(n)}/n \to \chi_c < x_0 \) as \( n \to \infty \). Thus,

\[
\text{Re}[f_n(z) - f_n(D_3)] \leq C \delta_2
\]

for all \( z \in C \) if \( n \) is sufficiently large. It remains to estimate \( \frac{1}{n} \text{Re}[h_{n,1}(z(t))] \). Consider \( h_{n,1} \) and assume \( \Delta x_1^{(n)} > 0 \), the other cases are similar. From (1.43) and (1.37) we obtain

\[
\frac{1}{n} \left| \text{Re}[h_{n,1}(z(t))] \right| \leq \frac{\log n}{n} \Delta x_1^{(n)} + \frac{1}{2n} \sum_{k-nx_1^{(n)}+1} \log \left( \left( x_0 - \frac{k}{n} \right)^2 + (y_0 - t)^2 \right) \leq C \log n \leq \delta_2
\]

if \( n \) is sufficiently large. Here we used again the fact that \( x_c^{(n)}/n \to \chi_c < x_0 \). This proves the lemma.

From Proposition 2.1 and (1.46) we see that

\[
\frac{p_n(x_2, y_2) c_0 n^{1/3}}{p_n(x_1, y_1)} \approx \frac{1}{2} \delta^{(n)}_c ((x_1, y_1), (x_2, y_2))
\]

\[
= \frac{1}{(2\pi n)^2} \oint_{g'} \oint_{g''} \oint_{g''} z dw \text{Re}^{1/3} \left( \frac{c_0 n^{1/3} q(nw; r)}{(d_0 n^{2/3} q(nz; s))} e^{n\gamma_1(w)-g_{n,1}(t_z) - n(g_{n,2}(w)-g_{n,2}(t_z))} \right).
\]

Note also that

\[
(d_0 n^{2/3} q(nw; r)) = \prod_{k=0}^{r-1} \left( \frac{n^{1/3} (w - t_z) - k/n^{1/3}}{d_0} \right)
\]

if \( r > 0 \); there is an analogous formula if \( r < 0 \) and if \( r = 0 \) the expression is \( 1 \).

By uniform convergence we have that \( |g_{n,i}(z) - f(z)| \leq \frac{1}{4} b_0(\delta_1) \) for all \( z \in D' \) if \( n \) is large enough. Thus, if \( z \in D' \) we have

\[
\text{Re}[g_{n,i}(z) - g_{n,i}(D_2)] \leq \text{Re}[g_{n,i}(z) - f(z)] + \text{Re}[f(D_2) - g_{n,i}(D_2)] + \text{Re}[f(z) - f(D_2)] \leq \frac{1}{2} b_0(\delta_1)
\]
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where we have used that $\mathcal{D}'$ is a descent curve. Combining this with Lemma 2.4, we obtain

$$\text{Re}[g_{n,i}(z) - g_{n,i}(t_c)] \leq -\frac{1}{2} b_0(\delta_1). \quad (2.24)$$

for all $z \in \mathcal{D}'$. Given $\delta_1$ we choose $\delta_2$ so small that $b_1(\delta_2) \leq b_0(\delta_1)/4$. Since $D_3 \in \mathcal{D}'$ we find, using Lemma 2.5 and (2.24) that

$$\text{Re}[g_{n,i}(z) - g_{n,i}(t_c)] \leq -\frac{1}{4} b_0(\delta_1). \quad (2.25)$$

for all $z \in \mathcal{C}$ if $n$ is sufficiently large.

Note that

$$\text{Re } g_{n,2}(z) = \nu_{n,2}(R) \log |z| + O(|z|^{-1}) \quad (2.26)$$

as $|z| \to \infty$, and $\nu_{n,2}(R) \to \nu(R) > 0$ as $n \to \infty$. In (2.22) we can let $\Gamma_n^2$ and $\gamma_n^2$ be small circles around $t_c$ inside $B_2$ and deform $\gamma_n^2$ to the descent contour $\mathcal{D}' + \mathcal{C}$ (and its reflection image in the lower half plane). Using (2.26) we see that we can deform $\Gamma_n^1$ to the ascent contour $\mathcal{A}$. We can now use the estimates (2.24), (2.25) and (2.26) to see that in the integral (2.22) we can ignore $\mathcal{D}' + \mathcal{C}$ and the part of $\mathcal{A}$ outside $B_2$ in the limit. More precisely, we also have to combine this estimate with the estimates and computations inside $B_2$ that we will do in the next section. We leave out the details.

### 2.5 Local analysis

Let $\{M_n\}_{n \geq 1}$ be a sequence satisfying

$$M_n \to \infty, \quad \frac{M_n}{n^{1/12}} \to 0, \quad n^{2/3}M_n |f_n'(t_c)| \to 0 \quad (2.27)$$

as $n \to \infty$, which exists by Assumption 4. Consider the ball $B_1 = B(t_c, M_n n^{-1/3})$. Again we will only discuss the descent contour; the ascent case is analogous. As above, we take $\zeta(t) = te^{i\theta(\delta_1)}$ in (2.9) with $M_n/n^{1/3} \leq t \leq \delta_1$, so that $z(\delta_1) = t_c + \zeta(\delta_1) = D_2$, see figure 32.

![Figure 32: Local contours in the region $B_2 \setminus B_1$](image)

It follows from (2.10), (2.11) and (2.18) that there is a constant $C$ so that

$$\text{Re}[g_{n,i}(z(t)) - g_{n,i}(t_c)] \leq -\frac{1}{12} \left[ \frac{1}{2} C_1 - \frac{C|g_n'(t_c)|}{t^2} - \frac{C|g_n''(t_c)|}{t} - Ct \right]. \quad (2.28)$$

It follows from Assumption 4 that $n^{2/3}f_n'(t_c) \to 0$ and $n^{2/3}f_n''(t_c) \to 0$ as $n \to \infty$. Combining this with (2.13) we see that, for $t \in [M_n/n^{1/3}, \delta_1]$,

$$\frac{|g_n'(t_c)|}{t^2} \leq C \frac{n^{2/3}}{M_n} |f_n'(t_c)| + Cn^{-2/3} \quad (2.29)$$
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and

\[ \frac{|g''_{n,i}(t_c)|}{t} \leq C_n^{2/3} \left( \frac{|f''_n(t_c)|}{M_n} + C_n^{-2/3} \right). \tag{2.30} \]

Using (2.27) we see that the right hand sides of (2.29) and (2.30) are \( \leq c_1/72 \) if \( n \) is large enough. Also, we can assume that \( \delta_1 \) has been chosen so small that \( Ct \) in (2.28) satisfies \( C \delta_1 \leq c_1/72 \). It then follows from (2.28) that

\[ \text{Re} \left[ g_{n,i}(z(t)) - g_{n,i}(t_c) \right] \leq -\frac{1}{24} c_1 t^3 \] \[ \tag{2.31} \]

for \( t \in [M_n/n^{1/3}, \delta_1] \). If we let

\[ z(t) = t_c + d_0 n^{-1/3} t e^{i \theta(t)} \]

\( t \in [M_n, \delta_1 n^{1/3}] \), then (2.31) gives the estimate

\[ n \text{Re} \left[ g_{n,i}(t_c + d_0 n^{-1/3} t e^{i \theta(t)}) - g_{n,i}(t_c) \right] \leq -\frac{d_0 c_1}{24} t^3. \tag{2.32} \]

This estimate can be used together with the corresponding estimate for the ascent contour to control, in the limit, the contribution from the parts of the descent and ascent contours that lie in \( B_2 \setminus B_1 \). We find that we can neglect the contributions from \( B_2 \setminus B_1 \).

We now define the local contours that will be used in \( B_1 \). Let \( D_1 = t_c + M_n n^{-1/3} e^{i \theta(t)} \).

Fix \( x > 0 \) and \( y < 0 \). We define \( \Gamma^{(n)}_n \) in the upper half plane by

\[ z(t) = t_c + d_0 n^{-1/3} u_n(t) := t_c + d_0 n^{-1/3} (x + t e^{i \theta(t)}), \] \[ \tag{2.33} \]

where \( 0 < t < M'_n \). Here \( \theta_n(\delta_1) \) and \( M'_n \) are such that \( z(M'_n) = D_1 \). Note that \( M'_n/M_n \to 1 \) as \( n \to \infty \). In the lower half plane we just take the mirror image. We define \( \Gamma^{(n)}_n \) analogously corresponding to the ascent contour, see figure 33. Also, we define \( \Gamma^{(n)}_n \) by \( z(t) = t_c + d_0 n^{-1/3} r_2 e^{i \theta}, 0 \leq t \leq 2\pi \) and \( \Gamma^{(n)}_n \) by \( z(t) = t_c + d_0 n^{-1/3} r_2 e^{-i \theta}, 0 \leq t \leq 2\pi \), where \( 0 < r_2 < r_1 < \min(x, -y) \), see figure 33.

Write

\[ \tilde{L}^{(n)}(x_1, y_1), (x_2, y_2)) \]

\[ = \frac{1}{(2\pi i)^2} \int_{\Gamma^{(n)}_n} \int_{\Gamma^{(n)}_n} \frac{e^{i\theta/2}}{z - n^{-1} x_2} \]

\[ \times \left( \frac{d_0 n^{1/3}}{d_0 n^{2/3}} \right) g(n w; r) e^{n(g_{n,i}(w) - g_{n,i}(t_c)) - n(g_{n,i}(z) - g_{n,i}(t_c))} \frac{w - z}{w - z}. \tag{2.34} \]

From (2.22) and the discussion above it follows that

\[ \lim_{n \to \infty} \frac{P_n(x_2, x_1)}{p_n(x_1, y_1)} \frac{1}{2} \tilde{L}^{(n)}(x_1, y_1), (x_2, y_2)) = \lim_{n \to \infty} K^{(n)}_n((x_1, y_1), (x_2, y_2)) \]

Consider the contribution from \( \Gamma^{(n)}_n \). Write

\[ n(g_{n,i}(w) - g_{n,i}(t_c)) = n(f_n(w) - f_n(t_c)) + h_{n,i}(w) - h_{n,i}(t_c). \]

In analogy with (2.6) we have, with \( z(t) \) given by (2.33),

\[ n(f_n(z(t)) - f(t_c)) = \frac{1}{2} f''_n(t_c) d_0 u_n(t) + \frac{1}{2} n^{1/3} f''_n(t_c) d_0^3 u_n(t)^3 \]

\[ + \frac{1}{6} f''''_n(t_c) d_0^3 u_n(t)^3 + n^{-1/3} \tilde{r}_n(z(t)) d_0^3 u_n(t)^3, \] \[ \tag{2.35} \]
where $|\tilde{r}_n(z(t))| \leq C$ for $0 \leq t \leq M_n'$. Since $|u_n(t)| \leq CM_n$, 
\begin{equation}
|n^{-1/3}\tilde{r}_n(z(t))d_0^3u_n(t)| \leq Cn^{-1/3}M_n^4 \to 0, \tag{2.36}
\end{equation}
as $n \to \infty$ for $0 \leq t \leq M_n$, by (2.27). Also,
\begin{align*}
&\left|n^{2/3}f'_n(t_c)d_0u_n(t)\right| \leq CM_nn^{2/3}|f''_n(t_c)|, \\
&\left|n^{1/3}f''_n(t_c)d_0^2u_n(t)^2\right| \leq CM_n^2n^{1/3}|f''_n(t_c)|.
\end{align*}
By (2.27) and Assumption 4 it follows that the right hand sides of (2.37) go to 0 as $n \to \infty$. Furthermore it follows from Assumption 4 that $n^{2/3}|f''_n(t_c)| \to 0$ as $n \to \infty$. Hence, we have shown that
\begin{equation}
n(f_n(t_c) - f(t_c)) = \frac{d_0^3}{6}f''(t_c)u_n(t)^3 + o(1) = \frac{1}{3}u_n(t)^3 + o(1) \tag{2.38}
\end{equation}
uniformly for $t \in [0, M_n']$ as $n \to \infty$, by our choice (1.31). From the definition of $\theta_n(\delta_1)$ it follows that $n^{1/3}|\theta_n(\delta_1) - \theta(\delta_1)|$ is bounded, and thus $M_n^2|\theta_n(\delta_1) - \theta(\delta_1)| \to 0$ as $n \to \infty$ by (2.27). From this we see that
\begin{equation}
n(f_n(z(t)) - f(t_c)) = \frac{1}{3}(x + te^{i\theta(\delta_1)})^3 + o(1), \tag{2.39}
\end{equation}
uniformly for $t \in [0, M_n']$ as $n \to \infty$. From (2.14) we obtain
\begin{equation}
h_{n,1}(z(t)) - h_{n,1}(t_c) = h'_{n,1}(t_c)d_0n^{-1/3}u_n(t) + s_{n,1}(z(t))d_0^2n^{-2/3}u_n(t)^2, \tag{2.40}
\end{equation}
and by (2.15),
\begin{equation}
|n^{-2/3}d_0^2s_{n,1}(z(t))u_n(t)^2| \leq Cn^{-1/3}M_n^2 \to 0, \tag{2.41}
\end{equation}

Figure 33: Local contours in $B_1$. Here $r_i^{(n)} = n^{-1/3}r_i$ for $i = 1, 2$. 
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uniformly for $0 \leq t \leq M'_n$ as $n \to \infty$ by (2.27). Recall (2.12) and consider the case when $\Delta x_1^{(n)} > 0$. From (2.12) we see that

$$\left| \frac{\Delta x_1^{(n)}}{t_c - \chi_c} \right| n^{-1/3} + \mathcal{O}\left( \frac{1}{n^{1/3}} \right) \leq \frac{1}{n^{1/3}} \sum_{k=1}^{\infty} \frac{\Delta x_1^{(n)}}{t_c - x_k^{(n)} - \chi_c} \leq \frac{1}{n^{1/3}} \sum_{k=1}^{\infty} \frac{1}{t_c - x_k^{(n)} - \chi_c}$$

$$\leq \frac{C}{n^{1/3}} \sum_{k=1}^{\infty} \left| \frac{k}{n} + \frac{x_k^{(n)}}{n} - \chi_c \right| \leq \frac{C}{n^{2/3}}$$

since $|\Delta x_1^{(n)}| \leq |r/2 - c_0 n^{1/3} \xi_n| \leq C n^{1/3}$, $|x_k^{(n)}/n - \chi_c| \leq 1/n$, $\xi_n \to \xi$ as $n \to \infty$ and $\chi_c > t_c$.

It follows that

$$n^{-1/3} h_{n,1}'(t_c) = \frac{c_0}{2(t_c - \chi_c)} \to 0$$

as $n \to \infty$. Using this and the control on $\theta_n(\delta_1)$, it follows from (2.40), (2.41) and (2.42) that

$$h_{n,1}(z(t)) - h_{n,1}(t_c) = -\frac{c_0 d_0}{2(t_c - \chi_c)} (x + te^{i\theta(\delta_1)}) + o(1),$$

uniformly for $0 \leq t \leq M_n$ as $n \to \infty$. We have chosen $c_0$, (1.30), so that

$$\frac{c_0 d_0}{2(t_c - \chi_c)} = -1.$$

Thus

$$h_{n,1}(z(t)) - h_{n,1}(t_c) = -\xi (x + te^{i\theta(\delta_1)}) + o(1),$$

uniformly for $0 \leq t \leq M_n$ as $n \to \infty$. Now, by (2.23), for $r > 0$,

$$(d_0 n^{2/3})^r q_n(nz(t); r) = \prod_{k=0}^{r-1} (d_0 n^{-1/3}(x + te^{i\theta(\delta_1)}) + n^{1/3}(t_c - t_c^{(n)}) - k/n^{2/3}) = (x + te^{i\theta(\delta_1)})^r e^{o(1)}$$

uniformly for $0 \leq t \leq M_n$ as $n \to \infty$.

We can do the same type of computations for $\Gamma_n^1$, $\Gamma_n^2$ and $\Gamma_n^3$. This gives us

$$\lim_{n \to \infty} \frac{c_0 d_0}{2(t_c - \chi_c)(2\pi i)^2} \int_{\mathcal{R}(\chi)} (x_1, y_2) \int_{\mathcal{L} + \mathcal{C}_n} \frac{d\omega}{w - z} e^{\frac{1}{2} w^3 - \frac{1}{2} z^3 - \xi w + rz}$$

$$= \frac{1}{(2\pi i)^2} \int_{\mathcal{L} + \mathcal{C}_n} dz \int_{\mathcal{L} + \mathcal{C}_n} \frac{d\omega}{w - z} e^{\frac{1}{2} w^3 - \frac{1}{2} z^3 - \xi w + rz}.$$  (2.46)

It remains to consider the asymptotics of $B_n$ in (2.2).

$$\lim_{n \to \infty} \frac{p_n(x_1, y_2)}{p_n(x_1, y_1)} \frac{c_0 n^{1/3}}{2} B_n((x_1, y_1), (x_2, y_2))$$

$$= \lim_{n \to \infty} \frac{1}{2\pi i} \int_{\Gamma_n^1} dz \int_{\mathcal{L} + \mathcal{C}_n} \frac{d\omega}{w - z} e^{\frac{1}{2} w^3 - \frac{1}{2} z^3 - \xi w + rz}.$$  (2.47)
This completes the proof of the Main Theorem.

3 Representations and properties of the Cusp-Airy kernel

3.1 Symmetry property of the Cusp-Airy kernel

From the geometry of the problem we expect that the Cusp-Airy process should be symmetric around the line \( r = 0 \). This is indeed seen in the kernel as the next proposition shows.

**Proposition 3.1.** The Cusp-Airy kernel satisfies

\[
K_{CA}((\xi, -r), (\tau, -s)) = (-1)^{s-r} K_{CA}((\tau, s), (\xi, r)).
\]

(3.1)

In particular, this implies that the correlation functions satisfies the reflection symmetry

\[
\rho_n((\xi_1, -r_1), (\xi_2, -r_2), \ldots, (\xi_n, -r_n)) = \rho_n((\xi_1, r_1), (\xi_2, r_2), \ldots, (\xi_n, r_n))
\]

(3.2)

for all \( n \).

**Proof.** First note that under the change of variables \( z \to -z \) and \( w \to -w \) the contours transform according to: \( L_L \to -L_R \), \( L_R \to -L_L \), \( \mathcal{C}_in \to \mathcal{C}_in \), and \( \mathcal{C}_out \to \mathcal{C}_out \). Thus we see that

\[
K_{CA}((\xi, -r), (\tau, -s))
\]

\[
= -1_{r \geq |\xi|, s > r} \frac{(\tau - \xi)^{s-r-1}}{(s-r-1)!} + \frac{1}{(2\pi i)^2} \int_{L_L \cup C_{out}} dz \int_{L_R \cup C_{in}} dw \frac{1}{w-z} e^{\frac{1}{2}w^3 - \frac{1}{2}z^3 - \tau w + \tau z} = \{z \to -z, w \to -w\}
\]

(2.48)

This completes the proof of the Main Theorem.
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Let \( \mathcal{C} \) be a negatively oriented circular contour around the origin which is contained inside \( \mathcal{C}_\infty \). The residue theorem implies that

\[
\begin{align*}
\frac{1}{(2\pi i)^3} \int_{-\mathcal{L}_L} dz \int_{-\mathcal{L}_R} dw \frac{1}{w - z} e^{\frac{1}{2} w^3 - \frac{1}{4} z^3 - \tau w + \xi z} &= \frac{1}{2\pi i} \int_{\mathcal{C}} dz e^{\frac{1}{2} w^3 - \frac{1}{4} z^3} e^{\xi (\tau - \tau) z} + \frac{1}{(2\pi i)^2} \int_{-\mathcal{L}_L} dz \int_{-\mathcal{L}_R} dw \frac{1}{w - z} e^{\frac{1}{2} w^3 - \frac{1}{4} z^3 - \tau w + \xi z} \\
&= -1_{r > s} \frac{\frac{1}{(r - s - 1)!}}{1} + \frac{1}{(2\pi i)^2} \int_{-\mathcal{L}_L} dz \int_{-\mathcal{L}_R} dw \frac{1}{w - z} e^{\frac{1}{2} w^3 - \frac{1}{4} z^3 - \tau w + \xi z}.
\end{align*}
\]

This gives

\[
\mathcal{K}_{\mathcal{CA}}((\xi, -\tau), (\tau, -s)) = 1_{r \geq \xi} 1_{r > s} \frac{1}{(r - s - 1)!} \frac{\frac{1}{(r - s - 1)!}}{1} \frac{\frac{1}{(r - s - 1)!}}{1} + \frac{(-1)^{1-r}}{(2\pi i)^2} \int_{-\mathcal{L}_L} dz \int_{-\mathcal{L}_R} dw \frac{1}{w - z} e^{\frac{1}{2} w^3 - \frac{1}{4} z^3 - \tau w + \xi z},
\]

We can now change \( \mathcal{C} \) to \( \mathcal{C}_{\text{out}} \) and \( \mathcal{C}_\infty \) to \( -\mathcal{C}_{\text{out}} \). This finally gives

\[
\mathcal{K}_{\mathcal{CA}}((\xi, -\tau), (\tau, -s)) = 1_{r \geq \xi} 1_{r > s} \frac{1}{(r - s - 1)!} \frac{1}{1} + \frac{(-1)^{1-r}}{(2\pi i)^2} \int_{-\mathcal{L}_L} dz \int_{-\mathcal{L}_R} dw \frac{1}{w - z} e^{\frac{1}{2} w^3 - \frac{1}{4} z^3 - \tau w + \xi z}.
\]

3.2 Representation of the Cusp-Airy kernel

In this section we will derive an alternative representation of the Cusp-Airy kernel involving the so called r-Airy integrals and certain polynomials. Define the r-Airy integrals,

\[
A^\pm_r(u) = \frac{1}{2\pi} \int \frac{e^{\frac{1}{2} a^3 + i u a (\mp i a)^{\pm r}}}{a^{\pm r}} da,
\]

where \( r \geq 0 \) and \( \ell \) is a contour from \( xc^{5\pi i/6} \) to \( xc^{\pi i/6} \) such that 0 lies above the contour; see [1]; compare also with the functions \( s^{(m)} \) and \( t^{(m)} \) in [3]. Note that \( A^\pm_r(u) = Ai(u) \), the standard Airy function. Let \( \mathcal{L}_L^\pm \) be the contour \( \mathcal{L}_L \) shifted to the right so that 0 lies to the left of it, see figure 35; define \( \mathcal{L}_R^\pm \) analogously by shifting \( \mathcal{L}_R \) to the left so that 0 is to the right of it. It is straightforward to check that

\[
\begin{align*}
\frac{1}{2\pi i} \int_{\mathcal{L}^-_L} e^{\frac{1}{2} w^3 - uw} e^{2r} dw &= \frac{(-1)^r}{2\pi i} \int_{\mathcal{L}^-_L} e^{\frac{1}{2} z^3 - uz} e^{2r} dz = A^+_r(u),
\end{align*}
\]

and

\[
\frac{1}{2\pi i} \int_{\mathcal{L}^-_L} e^{\frac{1}{2} w^3 - uw} \frac{1}{w} dw = \frac{1}{2\pi i} \int_{\mathcal{L}^-_L} e^{\frac{1}{2} z^3 - uz} \frac{1}{z} dz = A^-_r(u),
\]

for \( r \geq 0 \).

Define the polynomials \( P_n(w, \xi) \) and \( p_n(\xi) \) through

\[
P_n(w, \xi) := e^{\frac{1}{2} w^3 + uw} e^{2n} \left( \frac{d^n}{dw^n} e^{\frac{1}{2} w^3 - uw} \right)
\]
The Cusp-Airy process

and

\[ p_n(u) := P_n(0, u). \] (3.6)

By Cauchy’s integral formula, we have for \( r \geq 0, \)

\[ \frac{1}{2\pi i} \int_{C_{\text{out}}} e^{\frac{i}{2}w^3 - uw} w^r \, dw = \frac{(-1)^{r-1}}{2\pi i} \int_{C_{\text{out}}} e^{-\frac{1}{2} \frac{1}{w^3} + uz} z^r \, dz = p_{r-1}(u). \] (3.7)

Note that \( L_L + C_{\text{out}} = L_L^* \), see figure 34. Thus,

\[ \frac{(-1)^r}{2\pi i} \int_{L_R} e^{\frac{i}{2}w^3 - uw} \frac{1}{w^r} \, dw = \frac{1}{2\pi i} \int_{L_L} e^{-\frac{1}{2} \frac{1}{z^3} + uz} \frac{1}{z^r} \, dz = A_r^-(u) + (-1)^r p_{r-1}(u). \] (3.8)

![Figure 34: Deformation of the contours \( L_L \) and \( C_{\text{out}} \) so that \( L_L \) can be moved to the right of 0.](image1)

![Figure 35: Integration contours moved to the right of 0.](image2)

We can now give a different formula for the Cusp-Airy kernel in terms of the \( r \)-Airy integrals.
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**Proposition 3.2.** The Cusp-Airy kernel can be written as
\[
\mathcal{K}_{CA}((\xi, r), (\tau, s)) = -1_{\tau > \xi} L_{s > r} \frac{(\tau - \xi)^{s-r-1}}{(s-r-1)!} + \tilde{\mathcal{K}}_{CA}((\xi, r), (\tau, s)),
\]
where \(\tilde{\mathcal{K}}_{CA}\) is given

(i) for \(r, s \geq 0\), by
\[
\tilde{\mathcal{K}}_{CA}((\xi, r), (\tau, s)) = \int_0^\infty A^-_+(\tau + \lambda)A_+^r(\xi + \lambda) d\lambda,
\]
(ii) for \(r \geq 0, s < 0\), by
\[
\tilde{\mathcal{K}}_{CA}((\xi, r), (\tau, s)) = (-1)^s \int_0^\infty A_+^s(\tau + \lambda)A_+^s(\xi + \lambda) d\lambda,
\]
(iii) for \(r < 0, s \geq 0\), by
\[
\tilde{\mathcal{K}}_{CA}((\xi, r), (\tau, s)) = (-1)^s - \int_0^\infty A^-_s(\tau + \lambda)A^-_s(\xi + \lambda) d\lambda
\]
\[+ (-1)^{s-r} \int_0^{s-r} p_{s-1}(\tau + \lambda)A^-_r(\xi + \lambda) d\lambda
\]
\[+ (-1)^{s-r} \sum_{k=0}^{s-r-1} p_k(\tau)A_{r+s-k}(\xi) + \sum_{k=0}^{s-r-1} (-1)^k p_k(\tau)p_{s-r-1-k}(\xi),
\]
(iv) and for \(r, s < 0\), by
\[
\tilde{\mathcal{K}}_{CA}((\xi, r), (\tau, s)) = (-1)^{s-r} \int_0^\infty A_+^s(\tau + \lambda)A^-_s(\xi + \lambda) d\lambda.
\]

**Proof.** From Definition 1.1 we have that
\[
\tilde{\mathcal{K}}_{CA}((\xi, r), (\tau, s)) = \frac{1}{2\pi i} \int_{\mathcal{L}_L + \mathcal{E}_{\text{out}}} dz \int_{\mathcal{L}_r + \mathcal{E}_n} dw \frac{1}{w-z} e^{\frac{1}{3}w^3 - \frac{1}{3}z^3 - \xi w + \tau z}.
\]

Consider the case (i). If \(r, s \geq 0\), then \(\mathcal{E}_{\text{in}}\) does not contribute, and using \(\mathcal{L}_L + \mathcal{E}_{\text{out}} = \mathcal{L}_L^*\), see figure 34, and the formula
\[
\int_0^\infty e^{-\lambda(w-z)} d\lambda = \frac{1}{w-z}
\]
valid if \(\text{Re}(w-z) > 0\), we find
\[
\tilde{\mathcal{K}}_{CA}((\xi, r), (\tau, s)) = \int_0^\infty \left( \frac{1}{2\pi i} \int_{\mathcal{L}_L^*} e^{-\frac{1}{3}z^3 + (\tau + \lambda)z} \frac{1}{z^s} dz \right) \left( \frac{1}{2\pi i} \int_{\mathcal{L}_r^*} e^{\frac{1}{3}w^3 - (\xi + \lambda)w w r} dw \right) d\lambda = \int_0^\infty A^-_+(\tau + \lambda)A^+_s(\xi + \lambda) d\lambda,
\]
by (3.3) and (3.4). Here, we also used the fact that since \(r \geq 0\), we can move \(\mathcal{L}_r\) to \(\mathcal{L}_r^*\).

In the case (ii) we have \(r \geq 0\) and \(s < 0\), and thus neither \(\mathcal{E}_{\text{in}}\) nor \(\mathcal{E}_{\text{out}}\) contribute. Using (3.9) and then moving \(\mathcal{L}_L\) to \(\mathcal{L}_L^*\) and \(\mathcal{L}_r\) to \(\mathcal{L}_r^*\), we obtain
\[
\tilde{\mathcal{K}}_{CA}((\xi, r), (\tau, s)) = \int_0^\infty \left( \frac{1}{2\pi i} \int_{\mathcal{L}_L^*} e^{-\frac{1}{3}z^3 + (\tau + \lambda)z} z^{-s} dz \right) \left( \frac{1}{2\pi i} \int_{\mathcal{L}_r^*} e^{\frac{1}{3}w^3 - (\xi + \lambda)w w r} dw \right) d\lambda = (-1)^s \int_0^\infty A_+^s(\tau + \lambda)A^+_s(\xi + \lambda) d\lambda.$
Next, consider the case (iii). If \( r < 0, s \geq 0 \), we can write
\[
\int_{\mathcal{L}_L + \mathcal{E}_{\text{out}}} dz \int_{\mathcal{L}_R + \mathcal{E}_{\text{in}}} dw = \int_{\mathcal{L}_L} dz \int_{\mathcal{L}_R + \mathcal{E}_{\text{in}}} dw + \int_{\mathcal{E}_{\text{out}}} dz \int_{\mathcal{L}_R + \mathcal{E}_{\text{in}}} dw
\]
\[
= \int_{\mathcal{L}_L} dz \int_{\mathcal{L}_R} dw + \int_{\mathcal{E}_{\text{out}}} dz \int_{\mathcal{L}_R} dw + \int_{\mathcal{E}_{\text{out}}} dz \int_{\mathcal{E}_{\text{in}}} dw := I_1 + I_2 + I_3.
\]
Consider first \( I_1 \). By (3.4) and (3.8) we get
\[
I_1 = \int_{0}^{\infty} \left( \frac{1}{2\pi i} \int_{\mathcal{E}_{\text{out}}} e^{-\frac{1}{2} z^2 + (r + \lambda) z} \frac{1}{z^k} \, dz \right) \left( \frac{1}{2\pi i} \int_{\mathcal{L}_R} e^{\frac{1}{4} w^3 - (\xi + \lambda) w} \frac{1}{w^{r-k+1}} \, dw \right) \, d\lambda
\]
\[
= (-1)^s \int_{0}^{\infty} A_{-s}^+ (\tau + \lambda) A_{r}^+ (\xi + \lambda) \, d\lambda. \tag{3.10}
\]
Since \( |w| > |z| \) if \( z \in \mathcal{E}_{\text{out}} \) and \( w \in \mathcal{L}_R \), we can use the identity
\[
\frac{1}{w - z} = \sum_{k=0}^{\infty} \frac{z^k}{w^{k+1}}
\]
to see that
\[
I_2 = \sum_{k=0}^{s-1} \left( \frac{1}{2\pi i} \int_{\mathcal{E}_{\text{out}}} e^{-\frac{1}{2} z^2 + \tau z} \frac{1}{z^{s-k}} \, dz \right) \left( \frac{1}{2\pi i} \int_{\mathcal{L}_R} e^{\frac{1}{4} w^3 - \xi w} \frac{1}{w^{r-k+1}} \, dw \right)
\]
\[
= \sum_{k=0}^{s-1} p_{s-k-1}(\tau) (-1)^{-r+k+1} A_{r+k+1}^- (\xi) + p_{-r+k}(\xi)
\]
\[
= (-1)^{s-r} \sum_{k=0}^{s-1} p_{k}(\tau) A_{-r+s-k}^- (\xi) + \sum_{k=0}^{s-r} (-1)^{k} p_{k}(\tau) A_{p-r+s-1-k} (\xi). \tag{3.11}
\]
If \( z \in \mathcal{E}_{\text{out}} \) and \( w \in \mathcal{E}_{\text{in}} \), then
\[
\frac{1}{w - z} = \sum_{k=0}^{\infty} \frac{w^k}{z^{k+1}}
\]
and we see that, by (3.7), and the fact that \( \mathcal{E}_{\text{in}} \) is negatively oriented, we have
\[
I_3 = -\sum_{k=0}^{s-r-1} \left( \frac{1}{2\pi i} \int_{\mathcal{E}_{\text{out}}} e^{-\frac{1}{2} z^2 + \tau z} \frac{1}{z^{s-r+k+1}} \, dz \right) \left( \frac{1}{2\pi i} \int_{\mathcal{E}_{\text{in}}} e^{\frac{1}{4} w^3 - \xi w} \frac{1}{w^{r-k}} \, dw \right)
\]
\[
= \sum_{k=0}^{s-r-1} p_{k+r}(\tau) p_{r-k-1} (\xi) = \sum_{k=s}^{s-r-1} p_{k}(\tau) p_{p-r+s-1-k} (\xi). \tag{3.12}
\]
Adding up (3.10)–(3.12) we have proved (iii). The case (iv) follows from (i) by using Proposition 3.1.

Note that if we take \( r = s \geq 0 \), then by (i),
\[
\mathcal{K}_{\text{CA}}((\xi, r), (\tau, s)) = \int_{0}^{\infty} A_{r}^- (\tau + \lambda) A_{r}^+ (\xi + \lambda) \, d\lambda := K^{(r)}(\tau, \xi),
\]
which is called the \( r \)-Airy kernel. Note that when \( r = 0 \) we get the standard Airy kernel. The \( r \)-Airy kernel has appeared previously in the work [3] on largest eigenvalues of sample covariance matrices and in [1] on Dyson’s Brownian motion with outliers. See also [2].

Though we do not show it in this paper using the results above and some further estimates it should be possible to prove that the scaling limit of the position of the last (red) particle on line \( r \), close to the cusp point, has the distribution function \( F_{r}(x) = \det(I - K^{(r)})_{L^2(\mathbb{R}, \mathbb{R})} \). In particular, when \( r = 0 \) we should get the Tracy-Widom distribution.
The Cusp-Airy process

**Remark 3.1.** It is instructive to compare the Cusp-Airy kernel to the GUE-corner kernel. Recall that the GUE-corner kernel is given by

\[
K(n, x; n', x') = -1_{n>n'} 1_{x>x'} 2^{n-n'} (x-x')^{n-n'-1} \frac{1}{(n-n'-1)!} + \frac{2}{(2\pi i)^2} \int_{\gamma_0} dz \int_L dw \frac{w^{n'} w^n (w^2 z^2 + 2z x - 2z x')}{w-z z^n},
\]

(3.13)

where \(x, x' \in \mathbb{R}\) and \(n, n' \in \mathbb{Z}\) and \(n, n' \geq 0\), and where the contours are shown in figure 36.

![Figure 36: Contours for the GUE-corner kernel.](http://www.imstat.org/ejp/)

In a sense, one can regard the Cusp-Airy kernel as a double sided version of the GUE-corner kernel. If one changes the assumption that \(f(t)\) has a simple root at \(t_c \in R_1 \cup R_2\), then a similar computation as in the Cusp-Airy case will yield the GUE-corner kernel for an appropriate scaling limit of \(K_n((x_1^{(n)}, y_1^{(n)}), (x_2^{(n)}, y_2^{(n)}))\).

4 Derivation of the correlation kernel

4.1 Integral representation of the correlation kernel for the yellow particles

In section A.1 in [8] it was shown that the correlation kernel for the interlacing particle system is given by

\[
K_n((x_1, y_1), (x_2, y_2)) = \tilde{K}_n((x_1, y_1), (x_2, y_2)) - \phi^{(n)}_{(y_1, y_2)}(x_1, x_2),
\]

(4.1)

where

\[
\tilde{K}_n((x_1, y_1), (x_2, y_2)) = \frac{(n - y_1)!(n - y_2)!}{(n - y_2 - 1)!} \sum_{k=1}^n 1_{\beta_k^{(n)} \geq x_2} \sum_{l=x_1+y_1-n}^{x_1} \frac{\prod_{j=x_2+y_2-n+1}^{x_2} (\beta_k^{(n)} - j)}{\prod_{j=x_2+y_2-n+1}^{x_2} (l - j)} \prod_{i \neq k} (\beta_k^{(n)} - \beta_i^{(n)})
\]

(4.2)

and

\[
\phi^{(n)}_{(y_1, y_2)}(x_1, x_2) = \frac{(n - y_1)!(n - y_2)!}{(n - y_2 - 1)!} \sum_{k=1}^n \sum_{l=x_1+y_1-n}^{x_1} \frac{\prod_{j=x_2+y_2-n+1}^{x_2} (\beta_k^{(n)} - j)}{\prod_{j=x_2+y_2-n+1}^{x_2} (l - j)} \prod_{i \neq k} (\beta_k^{(n)} - \beta_i^{(n)}).
\]

(4.3)

To arrive at an integral representation for the correlation kernel we now make use of the following corollary of the residue theorem:
The Cusp-Airy process

**Corollary 4.1.** Let \( \Omega \subset \mathbb{C} \) be an open simply connected bounded domain with positively oriented boundary Jordan curve \( \gamma \), then for an analytic function \( f(z) \) in \( \Omega \), we have for \( \{z_1, \ldots, z_n\} \subset \Omega \) and \( z_i \neq z_j \) if \( i \neq j \)

\[
\sum_{i=1}^{n} f(z_i) \prod_{k=1, k \neq i}^{n} \frac{1}{z_i - z_k} = \frac{1}{2\pi i} \oint_{\gamma} f(z) \prod_{i=1}^{n} \frac{1}{z - z_i} \, dz.
\]

**Proposition 4.1.** The correlation kernel for the yellow tiles have the following integral representation

\[
K_{\gamma}^{(n)}((x_1, y_1), (x_2, y_2)) = 1_{x_1 < x_2} \frac{(n - y_1)!}{(n - y_2)!} \frac{1}{(2\pi i)^2} \oint_{\mathcal{Z}_n} dz \oint_{\mathcal{W}_n} dw \prod_{j=x_2+y_2}^{x_2-1} \prod_{i=x_1+y_1}^{y_1+1} \frac{1}{z - z_j} \prod_{i=1}^{n} \frac{w - \beta_i^{(n)}}{z - \beta_i^{(n)}}
\]

\[
-1_{x_1 > x_2} \frac{(n - y_1)!}{(n - y_2)!} \frac{1}{(2\pi i)^2} \oint_{\mathcal{Z}_n} dz \oint_{\mathcal{W}_n} dw \prod_{j=x_2+y_2}^{x_2-1} \prod_{i=x_1+y_1}^{y_1+1} \frac{1}{z - z_j} \prod_{i=1}^{n} \frac{w - \beta_i^{(n)}}{z - \beta_i^{(n)}}.
\]

where \( \mathcal{Z}_n \) is a counterclockwise oriented contour containing \( \{\beta_i^{(n)} : \beta_i^{(n)} \geq x_2\} \) but not the set \( \{\beta_i^{(n)} : x_2 - 1\} \) and \( \mathcal{W}_n \) is a counterclockwise oriented contour containing \( \{\beta_i^{(n)} : \beta_i^{(n)} < x_2\} \) but not the set \( \{\beta_i^{(n)} : x_2 + 1\} \) and \( \mathcal{W}_n \) contains the set \( \{x_2+y_2, ..., x_2\} \).

**Proof.** The correlation kernel for the yellow tiles is the same as that for the interlacing particles, i.e. it is given by (4.1). From (4.1) to (4.3) we see that

\[
\frac{(n - y_2 - 1)!}{n - y_1)!} K_{\gamma}^{(n)}((x_1, y_1), (x_2, y_2)) = 1_{x_1 < x_2} \sum_{k=1}^{n} \prod_{l=x_1+y_1}^{y_1+1} \frac{1}{z - z_l} \prod_{i=1, i \neq k}^{n} \frac{w - \beta_i^{(n)}}{z - \beta_i^{(n)}}
\]

\[
-1_{x_1 > x_2} \sum_{k=1}^{n} \prod_{l=x_1+y_1}^{y_1+1} \frac{1}{z - z_l} \prod_{i=1, i \neq k}^{n} \frac{w - \beta_i^{(n)}}{z - \beta_i^{(n)}}.
\]

Consider the first expression in the right hand side of (4.5). Using Corollary 4.1 we can rewrite the l-summation and we find

\[
1_{x_1 < x_2} \sum_{k=1}^{n} \prod_{l=x_1+y_1}^{y_1+1} \frac{1}{2\pi i} \oint_{\mathcal{W}_n} dw \prod_{j=x_2+y_2}^{x_2-1} \prod_{i=x_1+y_1}^{y_1+1} \frac{1}{z - z_j} \prod_{i=1, i \neq k}^{n} \frac{w - \beta_i^{(n)}}{z - \beta_i^{(n)}}
\]

\[
= 1_{x_1 < x_2} \sum_{k=1}^{n} \prod_{l=x_1+y_1}^{y_1+1} \frac{1}{2\pi i} \oint_{\mathcal{W}_n} dw \prod_{j=x_2+y_2}^{x_2-1} \prod_{i=x_1+y_1}^{y_1+1} \frac{1}{z - z_j} \prod_{i=1, i \neq k}^{n} \frac{w - \beta_i^{(n)}}{z - \beta_i^{(n)}}.
\]

Since the \( w \)-contour is outside \( \mathcal{Z}_n \) the sum over the \( \beta_k^{(n)} \geq x_2 \) can be rewritten using Corollary 4.1 and we find

\[
1_{x_1 < x_2} \frac{1}{(2\pi i)^2} \oint_{\mathcal{Z}_n} dz \oint_{\mathcal{W}_n} dw \prod_{j=x_2+y_2}^{x_2-1} \prod_{i=x_1+y_1}^{y_1+1} \frac{1}{z - z_j} \prod_{i=1, i \neq k}^{n} \frac{w - \beta_i^{(n)}}{z - \beta_i^{(n)}}.
\]

The second expression in the right hand side of (4.5) can be rewritten in exactly the same way and we have proved the proposition. \( \square \)
4.2 Particle transformation

From knowledge of a correlation kernel for the yellow particles we now want to derive an expression for a correlation kernel for the red (and blue) particles.

**Lemma 4.1.** Correlation kernels for the red and blue tiles (particles) are given by

\[ K_{R}^{(n)}((x_1, y_1), (x_2, y_2)) = -K_{Y}^{(n)}((x_1, y_1), (x_2, y_2 - 1)) \]
\[ K_{B}^{(n)}((x_1, y_1), (x_2, y_2)) = K_{Y}^{(n)}((x_1, y_1), (x_2 + 1, y_2 - 1)). \]

**Proof.** Let \( K_{P} \) be the Kasteleyn matrix of the adjacency matrix of the honeycomb graph \( G_{P} \) of the polygon \( P \). It is defined according to

\[ K_{P}(x, n; y, m) = \begin{cases} 1 & \text{if } (y, m) = (x, n) \\ 1 & \text{if } (y, m) = (x, n - 1) \\ 1 & \text{if } (y, m) = (x + 1, n - 1) \\ 0 & \text{otherwise} \end{cases} \] \hspace{1cm} (4.6)

Recall that if \((y, m) = (x, n)\) we have a yellow particle (rhombi of shape) at position \((x, n)\) in our lattice. Similarly, if \((y, m) = (x, n - 1)\) we have a red particle at position \((x, n)\) and if \((y, m) = (x + 1, n - 1)\) we have a blue particle at position \((x, n)\).

It was shown in [20] Theorem 6.1 that inverse Kasteleyn matrix \( K_{P}^{-1} \) is related to the correlation kernel of the yellow particles \( K_{Y} \) according to

\[ K_{P}^{-1}((y, m); (x, n)) = (-1)^{y-x+m-n} K_{Y}^{(n)}(x, n; y, m). \] \hspace{1cm} (4.7)

From Corollary 3 in [15] one has that the probability of finding a set of edges \( \{b_1w_1, ..., b_kw_k\} \) is given by

\[ P[\text{edges at } \{w_1b_1, ..., w_kb_k\}] = \left( \prod_{i} K_{P}(w_i, b_i) \right) \det(K_{P}^{-1}(b_i, w_j))^k_{i,j} \]

Now finding \( k \) red particles at positions \( \{(x_i, n_i)\}_{i=1}^{k} \) is equivalent to finding the edges \( \{(x_i, n_i), (x_i, n_i - 1)\}_{i=1}^{k} \). Hence, the probability of finding \( k \) red particles at positions \( \{(x_i, n_i)\}_{i=1}^{k} \) equals

\[ P[\text{red particles at positions } \{(x_i, n_i)\}_{i=1}^{k}] = P[\text{edges at positions } \{(x_i, n_i), (x_i, n_i - 1)\}_{i=1}^{k}] \]
\[ = \det(K_{P}^{-1}(x_i, n_i - 1, x_j, n_j))_{i,j}^{k} \]
\[ = \det((-1)^{x-x_i+n_i-n_j+1} K_{Y}^{(n)}(x_i, n_i; x_i, n_i - 1))_{i,j}^{k} \]
\[ = \det(-K_{Y}^{(n)}(x_i, n_i; x_j, n_j - 1))_{i,j}^{k} \]

However, by definition

\[ \rho_{R}((x_1, n_1), (x_2, n_2), ..., (x_k, n_k)) = P[\text{red particles at positions } \{(x_i, n_i)\}_{i=1}^{k}] \]
\[ = \det(K_{R}^{(n)}(x_i, n_i; y_j, n_j))_{1\leq i,j\leq k} \]

Hence, we find that as a correlation kernel for the red particles we can take

\[ K_{R}^{(n)}(x_i, n_i; y_j, n_j) = -K_{Y}^{(n)}(x_i, n_i; x_j, n_j - 1). \]

Similarly, for the blue particles we can take

\[ K_{B}^{(n)}(x_i, n_i; y_j, n_j) = K_{Y}^{(n)}(x_i, n_i; x_j + 1, n_j - 1). \]

This concludes the proof. \( \Box \)
We can remove the prefactor $p$ whenever the right hand side is well-defined.
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Given such a process, $m \leq N$, and $B \subset \Lambda^m$, define $N_B^m : Y \to \mathbb{N}$ by,

$$N_B^m(y) := \# \{(y_{i_1}, \ldots, y_{i_m}) \in B : i_1 \neq \cdots \neq i_m\},$$

for all $y \in Y$. In words, $N_B^m(y)$ is the number of distinct $m$-tuples of particles from $y$ that are contained in $B$. Then define a measure on $\Lambda^m$ by $B \mapsto E[N_B^m]$ for all Borel subsets $B \subset \Lambda^m$. Assume that this is well-defined and finite whenever $B$ is bounded. Then, given a reference measure $\lambda$ on $\Lambda$, the density of the above measure with respect to $\lambda^m$, whenever it exists, is referred to as the $m$th correlation function, $\rho_m$. That is,

$$\int_B \rho_m(x_1, \ldots, x_m) d\lambda[x_1] \ldots d\lambda[x_m] = E[N_B^m],$$

for all Borel subset $B \subset \Lambda^m$.

A random point process is called determinantal if all correlation functions exist and there exists a function $K : \Lambda^2 \to C$ for which

$$\rho_m(x_1, \ldots, x_m) = \det[K(x_i, x_j)]_{i,j=1}^m,$$

for all $x_1, \ldots, x_m \in \Lambda$ and $m \leq N$. $K$ is called the correlation kernel of the process. Note, correlation kernels are not unique. For example, when $\Lambda = \mathbb{R}$, a new kernel $J : \mathbb{R}^2 \to C$ can be defined by $J(u,v) := \frac{w(u)}{w(v)}K(u,v)$ for all $u,v \in \mathbb{R}$, where $w$ is any non-zero complex function. Also, kernels can be viewed as integral operators on $L^2(\Lambda)$ by the relation,

$$Kf(u) := \int K(u,v)f(v)d\lambda[v],$$

whenever the right hand side is well-defined.

Finally consider a measurable function $\phi : \Lambda \to C$ with bounded support, $B$, for which

$$\sum_{n=0}^{\infty} \frac{|\phi||_B^n}{n!} \int_B \det[K(x_i, x_j)]_{i,j=1}^m d\lambda[x_1] \ldots d\lambda[x_n] < \infty.$$
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Proposition 2.2 of [13], then gives,

\[ E \left[ \prod_j (1 - \phi(x_j)) \right] = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{B^n} \prod_{j=1}^{n} \phi(x_j) \det[K(x_i, x_j)]^n_{i,j=1} d\lambda[x_1] \ldots d\lambda[x_n]. \]

This quantity is referred to as the Fredholm determinant, denoted \( \det[I - \phi K]_{L^2(B)}. \)
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