New signatures on dissipation from fission induced by relativistic heavy-ion collisions
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Abstract:
Fissile nuclei with small shape distortion relative to the ground-state deformation and with low angular momentum were produced in peripheral heavy-ion collisions. Under the conditions of small shape distortions and low angular momentum, the theoretical description of the fission process can be considerably simplified, and the relevant information on dissipation can be better extracted than in conventional experiments based on fusion-fission reactions. In addition, this experimental approach induces very high excitation energies, a condition necessary to observe transient effects. The experimental data were taken at GSI using a set-up especially conceived for fission studies in inverse kinematics. This set-up allowed determining three observables whose sensitivity to dissipation was investigated for the first time: the total fission cross sections of \textsuperscript{238}U at 1 \textit{A} GeV as a function of the target mass, and, for the reaction of \textsuperscript{238}U at 1 \textit{A} GeV on a (CH\textsubscript{2})\texttextit{n} target, the partial fission cross sections and the partial charge distributions of the fission fragments. The comparison of the new experimental data with a reaction code adapted to the conditions of the reactions investigated leads to clear conclusions on the strength of dissipation at small deformation where the existing results are rather contradictory.
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1. Introduction
Dissipation is a fundamental process in nuclei that determines the time an excited nucleus needs to populate the available deformation space and to reach equilibrium. The concept of dissipation was already introduced by Kramers [1] more than sixty years ago, but the success of the transition-state model of Bohr and Wheeler [2] prevented his idea to establish. However, it was found by different groups in the 80's [3, 4] that measured pre-scission neutron multiplicities were much larger than the predictions of the transition-state model. This discrepancy was interpreted as an indication that the deexcitation process of a highly excited heavy nucleus is a dynamical process. Recent efforts have been made to develop fundamental models of fission based
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exclusively on the individual interaction between the nucleons [5]. Unfortunately, a complete
dynamical description of this deexcitation process in terms of a purely microscopic theory is not
possible to the present day due to the large number of degrees of freedom involved. For this
reason, most of the current theoretical models are transport theories [6] that try to portray the
process using a small number of variables. In these theories one distinguishes between collective
(or macroscopic) and intrinsic (or microscopic) degrees of freedom. The latter are not considered
in detail but in some average sense as a heat bath. The collective degrees of freedom of the
nucleus correspond to the coordinate motion of part or all the nucleons, e.g. vibrations and
rotations. The intrinsic degrees of freedom are the individual states of the nucleons. The process
of energy transfer between the collective degrees of freedom and the heat bath is denominated
dissipation. It is quantified by the reduced dissipation coefficient $\beta$, which is defined by the
equation:

$$\frac{dE_{coll}}{dt} = \beta [E_{eq}^{coll} - E_{coll}]$$  \hfill (1)

where $E_{coll}$ and $E_{eq}^{coll}$ are the average excitation energy in the collective degree of freedom at a
given time $t$ and at thermal equilibrium, respectively. From equation (1) it follows that the
reduced dissipation coefficient measures the relative rate with which the excitation energy of the
collective degree of freedom changes. Thus, $\beta$ rules the relaxation of the collective degrees of
freedom towards thermal equilibrium.

The fission process represents the clearest example of a large-scale collective motion. In addition,
the two fission fragments that result from the excitation of this collective motion represent a clear
signature that allows identifying the mechanism univocally. In 1940 Kramers [1] suggested
describing fission as a dissipation process where the evolution of one or more collective degrees
of freedom is given by the interaction with the surrounding medium formed by the individual
nucleons. Such process can be described by the Fokker-Planck equation (hereafter FPE) [7],
where the reduced dissipation coefficient $\beta$ is a parameter. Kramers found that the stationary
solution of the FPE leads to a reduction of the fission width compared to the transition-state
model prediction of Bohr and Wheeler [2] by a factor

$$K = \sqrt{1 + \gamma^2} - \gamma$$ \hfill (2)

with

$$\gamma = \frac{\beta}{2\omega_{sad}}$$ \hfill (3)

where $\omega_{sad}$ is the frequency of the harmonic-oscillator potential that osculates the fission barrier
at the saddle point.

More than forty years later, Grangé, Jun-Qing and Weidenmüller [8] and others investigated
theoretically the influence of nuclear dissipation on the fission time scale for an excited, initially
undeformed, system. From the numerical solution of the time-dependent FPE they derived that
the fission-decay width $\Gamma_f(t)$ needs some time to set in and to finally reach the stationary value $\Gamma_K$
predicted by Kramers. In reference [9] the time evolution of the fission width was characterised
by the transient time $\tau_{tran}$, defined as the time in which $\Gamma_f(t)$ reaches 90% of its asymptotic value.
The relation between the transient time and the reduced dissipation coefficient $\beta$ can be extracted from the numerical solution of FPE. Reference [9] estimates it by the following analytical approximation:

$$
\tau_{\text{tran}} = \frac{1}{\beta} \log \left( \frac{10B_f}{T} \right) \quad \text{for} \quad \beta < 2\omega_g
$$

$$
\tau_{\text{tran}} = \frac{\beta}{2\omega_g^3} \log \left( \frac{10B_f}{T} \right) \quad \text{for} \quad \beta > 2\omega_g
$$

where $B_f$ is the fission barrier, $T$ is the nuclear temperature and $\omega_g$ is the oscillator frequency at the ground state.

Intense work has been performed during the last three decades to understand the origin of dissipation in nuclei as well as its variation with deformation and temperature. Nonetheless, the current theories on dissipation give rather contradictory results [10]. A similar controversial situation is found on the experimental side. Several works [11, 12] have already remarked the difficulty of finding experimental signatures sensitive to the temperature dependence of dissipation. With regard to the deformation dependence, for the large-deformation regime clear signatures of dissipation have been found [12, 13, 14], whereas the situation is rather uncertain for the regime of smaller deformations inside the saddle point. While some studies find clear effects with $\beta = 4 \cdot 10^{21}$ s$^{-1}$ [14] and $\beta = 6 \cdot 10^{21}$ s$^{-1}$ [12] or with a fission delay time of $10^{-19}$ to $10^{-20}$ s [15], other works point to weak effects with $\tau_{\text{ran}} \leq 10^{-21}$ s [16], $\tau_{\text{ran}} < 1 \cdot 10^{-21}$ s [17], $\beta = 2 \cdot 10^{21}$ s$^{-1}$ [18] or to no dissipation effects at all [19, 20]. To clarify the situation, new observables, sensitive to dissipation in the small-deformation regime, should be introduced, and alternative mechanisms to induce fission are needed.

The majority of the experimental approaches dedicated to the study of dissipation are based on nucleus-nucleus collisions at energies that range from 5 $\text{A MeV}$ to about 100 $\text{A MeV}$. Among the experimental observables studied in this type of reactions the most common are the particle [21] and $\gamma$-ray [22] multiplicities, the angular, mass and charge distributions of the fission fragments [23], and the fission and evaporation-residue cross sections. Except for the fission and evaporation-residue cross sections, all these observables give information on dissipation on the whole path from the ground-state deformation to scission, but they do not allow exploring the deformation range from the ground state to the saddle point independently. In addition, fusion-fission and quasi-fission reactions, which are mostly used, induce initial composite systems with large deformation, and therefore they do not offer optimum conditions for extracting the relevant information at small deformation. In these cases, a reliable interpretation of the experimental signatures involves using elaborated dynamical codes that describe the complete evolution of the composite system along the dynamical trajectory. Moreover, such codes have to deal with the large angular momenta of the composite system and to include the effects of fluctuations around the mean trajectory. Contrary to fusion-fission and quasifission reactions, antiproton annihilation [24, 25, 26, 17], very peripheral transfer reactions [27] and spallation reactions [18] lead to fissioning nuclei with small deformation and small angular momentum, simplifying the theoretical description considerably. High excitation energies are necessary to observe transient effects most clearly. Indeed, since the transient time is expected to be small, the excitation energy of the nucleus should be high enough for the statistical decay time to be comparable with the
transient time. Thus, an experimental approach is required that produces highly-excited heavy nuclei with large cross sections. The observables most commonly investigated using these reaction mechanisms are total fission and evaporation-residue cross sections. However, we have shown in references [28, 29] that these observables are not sufficient to answer questions like the temperature dependence of dissipation or the influence of an approximate description of the time dependence of the fission decay width on the magnitude of the dissipation strength. In the present work, we will discuss an experimental method based on peripheral heavy-ion collisions at relativistic energies that offers ideal conditions for investigating dissipation at small deformation.

2. Peripheral heavy-ion collisions at relativistic energies

In the ideal scenario for our investigation, the heavy nucleus produced is highly excited with only little shape distortion. In addition, the angular momentum induced should be small in order to avoid additional complex influence on the fission process. These specific initial conditions can be achieved by applying a projectile-fragmentation reaction, i.e. a very peripheral nuclear collision in inverse kinematics with relativistic heavy ions. The description of such reactions can be divided into three main stages: First, the collision takes place leading to a prefragment, then thermal equilibrium in the intrinsic degrees of freedom is established and, finally, the resulting equilibrated system decays in a competition of particle emission and fission. A scheme of these three stages is shown in figure 1.

![Figure 1: Scheme of the different stages of a very peripheral heavy-ion collision at relativistic energies that leads to fission.](image)

The characteristics of the prefragment are described by the abrasion model [30, 31, 32], which is documented in section 5.2. Nuclear collisions at bombarding energies well above the Fermi energy can be considered as quasi-free nucleon-nucleon collisions. Hence, a peripheral collision of the relativistic heavy projectile with the target essentially removes a number of nucleons from the projectile and the target nucleus. The shape of the prefragment is almost not distorted, the root-mean-square value of the angular-momentum distribution of the prefragment varies from 10 to 20 $\hbar$ (as shown by numerical calculations [33]), and its mean excitation energy is given by the number of nucleons abraded. It has been found experimentally [32] that on the average 27 MeV excitation energy per nucleon abraded is induced. As mentioned in the introduction, similar initial conditions can be reached by relativistic proton-nucleus collisions [18] and by the annihilation of antiprotons [34, 24] at the nuclear surface. However, a comparison between model calculations
based on the intranuclear cascade [35] and the abrasion model [31, 32] shows that, if the same fissioning nucleus is produced, the angular momentum induced by proton reactions is approximately three times larger than the one induced by peripheral fragmentation reactions with heavy nuclei. In addition, peripheral fragmentation reactions populate higher excitation energies more strongly than proton or antiproton-induced reactions do. This is shown in figure 2 for the case of antiproton reactions, where the experimental differential total reaction cross section \( d\sigma/dE^* \) for the system \( \bar{p} (1.2 \text{ GeV}) + ^{238}\text{U} \) taken from reference [34] is compared with a calculation according to the abrasion model for the fragmentation reaction of \( ^{238}\text{U} (1 \text{ A GeV}) + \text{Pb} \). Recent experimental results [36] indicate that at temperatures exceeding values around 5.5 MeV thermal instabilities set in, eventually leading to multifragmentation. This means that the system undergoes a simultaneous break-up. This phenomenon is considered as well in the theoretical model used to interpret these reactions, as discussed below. As can be seen in figure 2, while the reaction cross section induced by antiproton annihilation starts to decrease steeply at excitation energies of about 500 MeV, this range of energies remains strongly populated by fragmentation reactions induced by heavy nuclei. This is of great advantage not only because it enables observing the effects of the dynamical delay induced by dissipation and analysing a possible temperature dependence, but also because it allows investigating the interplay between dissipation and thermal instabilities in the inhibition of fission at high excitation energies, see reference [29].

Figure 2: Total reaction cross section as a function of the excitation energy induced right after the collision, before an eventual pre-equilibrium or break-up process and the consecutive sequential decay. The dashed line corresponds to the reaction \( \bar{p} (1.2 \text{ GeV}) + ^{238}\text{U} \) measured in reference [34], and the full line is a calculation performed with the abrasion model [31, 32] for the reaction \( ^{238}\text{U} (1 \text{ A GeV}) + \text{Pb} \).

3. Experimental set-up

To investigate the reactions described above, the GSI facilities were used. The heavy-ion synchrotron SIS delivered an intense relativistic \( ^{238}\text{U} \) beam of 1 A GeV to the experimental set-up, schematically illustrated in figure 3. This set-up, especially designed for fission studies in
inverse kinematics, consisted of a scintillation detector [37], two MUltiple-Sampling Ionisation Chambers (MUSICs) [38], a double ionisation chamber and a time-of-flight wall. The first scintillation detector supplied the start signal for the time-of-flight measurement and served as a trigger. The target was located in between the two MUSICs. This configuration worked as an active target and provided the information to distinguish reactions in the target material from reactions in other layers of matter. The double IC recorded the energy-loss signals of both fission fragments separately, and the time-of-flight wall provided the stop signal for their time-of-flight measurement. In addition its granularity of 31 horizontal zones due to the partial overlap of 15 paddles allowed applying a multiplicity filter on the events, which should be two for fission fragments. This set-up was a modified version of a previous one [39] that was conceived to study electromagnetic-induced fission in a lead target. The even-odd structure of the charge yields of the fission fragments measured there [40] was used to study dissipation in cold nuclei [41]. In the present case, we wanted to focus on dissipation at higher excitation energies. Therefore, we optimised the set-up for investigating nuclear-induced fission in different targets. In the previous experiment [39], a subdivided scintillation detector, mounted in front of the double IC, served as a fast trigger to reduce the load of the data acquisition. In the present measurement, this detector was removed to avoid corrections due to secondary reactions of the fission fragments when passing through it.

Figure 3: Experimental set-up for fission studies in inverse kinematics.

The double ionisation chamber (IC) was conceived according to the kinematics of fission residues in inverse kinematics. It consisted of two independent counting-gas volumes, separated horizontally by a common cathode. The set-up provided a detection efficiency for fission products of approximately 90%. Due to the vertical emittance of the primary beam and an eventual shift of the cathode with respect to the mean vertical position of the beam, there was a small probability that both fission fragments passed through the same half of the double IC. Additionally, fission fragments moving very close to the cathode had less active volume to ionise and produced less electron-ion pairs, causing some additional losses.
4. Experimental results

The experimental set-up described in section 3 allowed measuring the total fission cross sections of $^{238}\text{U}$ projectiles at 1 $\text{A GeV}$ on C, $(\text{CH}_2)_n$, Cu, and Pb targets. Moreover, for the reaction of $^{238}\text{U}$ at 1 $\text{A GeV}$ on $(\text{CH}_2)_n$, we determined the partial fission cross sections, that is, the cross section as a function of the fissioning element, and the widths of the partial fission-fragment charge distributions, namely, the widths of the charge distributions of the fission fragments that result from a given fissioning element. The analysis procedure used to determine all these observables is thoroughly described in reference [42]. In sections 4.1 and 4.2 we recall the essentials, only.

In figure 4, a cluster plot with the energy-loss signal in the upper part of the double IC against the energy-loss signal in the lower part is shown. The fission events are included in the displayed window and populate the central peak, while the residues produced in fragmentation reactions and central collisions occupy the edges of the spectrum. As mentioned before, due to the limited efficiency of the double IC the window of figure 4 contains around 90% of the fission events. The total number of fission events could be reconstructed by combining the information of the two MUSICs and the double IC.

![Figure 4: Energy-loss signal in the lower part of the double IC versus the energy-loss signal in the upper part of the double IC for the reaction of $^{238}\text{U}$ (1 $\text{A GeV}$) on $(\text{CH}_2)_n$. The window defines the fission events.](image)

4.1. Partial fission cross sections

At relativistic energies, the velocity of the fission fragments is close to the velocity of the projectile. In the velocity range of the present experiment, the energy deposition is close to its minimum as a function of velocity and thus it is almost independent of velocity. As the fission residues are fully stripped, the energy loss is directly proportional to the square of the atomic
number $Z$. Thus, the double IC allows for determining the nuclear charges of both fission residues, $Z_1$ and $Z_2$. Since they are neutron rich and since their excitation energy is low, the probability for emitting protons after scission is small. Therefore, the sum $Z_1 + Z_2$ of the charges of the two fission fragments is an interesting quantity, because it is not very different from the charge of the fissioning nucleus.

Figure 4 shows that the limit between fission and other processes in the region of the lightest fission fragments is somewhat uncertain, while for the heaviest fission fragments the fission peak is well defined. The contribution of fission fragments arising from fissioning elements with charges larger than the projectile charge 92 is approximately 2%. This sharp upper edge of the fission peak was used as reference point for assigning nuclear charges to the energy-loss signals.

Once the charge calibration is done, the fission peak shown in figure 4 transforms into the spectrum of figure 5. We can clearly distinguish the diagonal lines that correspond to fission events for which the sum of the charges $Z_1 + Z_2$ is constant. Each of these lines represents the possible combinations of charge splits associated to one fissioning element. From these considerations we conclude that fissioning elements ranging from charge 93 to approximately charge 70 contribute to the total fission cross section of $^{238}$U at 1 $A$ GeV on (CH$_2$)$_n$. The yield associated to every fissioning element can be better observed representing the number of fission events as a function of $Z_1 + Z_2$ as shown in figure 6a). A least-squares Gaussian fit to the individual peaks of this spectrum was performed. The areas of the Gaussians as a function of their centers yield the curve of figure 6b).

![Figure 5: Nuclear charge of the fission fragment passing through the lower part of the double IC as a function of the nuclear charge of the complementary fragment passing through the upper part of the double IC for the reaction $^{238}$U (1 $A$ GeV) + (CH$_2$)$_n$. The dashed line marks the fission events with $Z_1 + Z_2 = 92$.](image)
On the path from the target to the double ionisation chamber, the fission fragments have to pass several layers of matter, the most important one being about 2.5 meters of air. On this path, the fission residues may lose some protons in secondary fragmentation reactions. As a consequence, the corresponding fission event will be attributed to a lighter fissioning nucleus $Z_1+Z_2$ than it actually corresponds to. Thus, the yields related to the heaviest fissioning nuclei are underestimated whereas those related to the lightest fissioning nuclei are overestimated. Hence, before transforming the yields of figure 6b) into cross sections, we have to consider that the shape of this spectrum is affected by the secondary reactions of the fission residues on their way to the double IC. We have corrected for this effect by following an iterative process in which the charge-changing cross sections of the fission fragments in the different layers of the set-up were calculated with EPAX [43]. For the H$_2$ of the (CH$_2$)$_n$-target a fast simplified version of the INCL3 code [44, 45] was employed (see appendix of reference [46]). Figure 7 shows a comparison between the experimental yields before (dashed line) and after (full line) the correction for secondary reactions. From this comparison it follows that the effect of secondary reactions is very small.

![Figure 6: Number of fission events as a function of the sum of the nuclear charges of the two fission fragments, $Z_1+Z_2$, for the reaction of $^{238}$U (1 A GeV) + (CH$_2$)$_n$. a) Raw data after the charge calibration. b) Result of representing the areas of the Gaussian fits to the peaks of part a) as a function of the centers of the Gaussians. The statistical errors of the data points are smaller than the symbols used.](image)

Up to now, we considered only those fission events which are included in the fission window defined in figure 4. The fission events not included in this window are distributed in the same proportion along the whole $Z_1+Z_2$ range. Therefore, we could correct for these losses by normalizing the spectrum of figure 7 (full line) to the total fission cross section determined in [42]. In addition to the uncertainties of the individual partial yields due to the counting statistics and the uncertainties of the corrections for secondary reactions, the uncertainty of the total fission cross section has been added to obtain the final uncertainties of the partial fission cross sections.

Figure 7 reflects how the yields decrease with decreasing charge of the fissioning nucleus. Several effects define this trend. On the one hand, the fission barriers increase with decreasing charge of the fissioning nucleus. On the other hand, the light fissioning nuclei result from more central collisions, which are less probable. Nevertheless, as we will see below, the partial fission cross sections are expected to depend on dissipation as well. A qualitative and quantitative analysis of this dependence is presented in section 5.
Figure 7: Experimental yields (dashed line) for the reaction of $^{238}\text{U}$ (1 A GeV) + (CH$_2$)$_n$ in comparison with the same data corrected for secondary reactions (full line). For the sake of clarity, the error bars have not been included.

4.2. Widths of the partial charge distributions of the fission fragments

The charge distributions of the fission fragments for a fixed fissioning element $Z_1+Z_2$ produced in the reaction of $^{238}\text{U}$ at 1 A GeV on (CH$_2$)$_n$ can be obtained by projecting the diagonal lines of figure 5 either on the horizontal or the vertical axis. Figure 8 shows three examples: the case of $Z_1+Z_2 = 83$, in part a), the case of $Z_1+Z_2 = 90$, in part b) and the case $Z_1+Z_2 = 92$, in part c). The asymmetric charge distribution of the fissioning nucleus with charge $Z_1+Z_2 = 92$ is characteristic for the contribution of low-energy fission. Here, the excitation energy is induced by very peripheral nuclear collisions where none or only few neutrons are abraded and, to a small part, by the electromagnetic interaction with the target nuclei. For lighter fissioning nuclei, the impact parameter becomes smaller and the induced excitation energy increases. Hence, the influence of the shell effects is increasingly attenuated, and the charge distributions become symmetric. In fact, as shown in figure 8b), shell effects almost vanished already for $Z_1+Z_2 = 90$. As will be explained in the next section, when shell effects are washed out, the variance of the charge distribution scales with the temperature at the saddle point. Therefore in our analysis of the charge widths we will only consider symmetric distributions. To determine these widths, Gaussian fits to the charge distributions based on the method of the maximum likelihood were performed, assuming the data to be Poisson distributed. The result of the fit for the cases of $Z_1+Z_2=83$ and $Z_1+Z_2=90$ is shown by the full lines of figures 8a) and 8b), respectively. The lighter the fissioning nucleus, the larger is the contamination of the tails of the charge distribution by residues originating from other reaction mechanisms. To avoid that the shape of the distribution is falsified by this effect, the tails of the distribution do not enter into the Gaussian fits, which only consider the central part of the spectrum, clearly attributed to fission. For instance, in figure 8a), the central part between $Z = 27$ and $Z = 56$ closely follows the Gaussian distribution of the fission process. However, the tails tend to be higher due to contributions from other reaction mechanisms, until they are cut at $Z = 21$ and $Z = 62$ by the two-dimensional window shown in figure 4.
The standard deviations of the charge distributions are represented in figure 9 as a function of $Z_1 + Z_2$. The error bars represent the uncertainties of the fits. A model calculation revealed that the standard deviations do not change when the correction for secondary reactions of the fission fragments is considered.

**Figure 8:** Fission-fragment element distribution for the fissioning nucleus $Z_1 + Z_2 = 83$, figure a) and for the fissioning nucleus $Z_1 + Z_2 = 90$, figure b). The full lines are the result of Gaussian fits. c) Fission-fragment element distribution for the fissioning nucleus $Z_1 + Z_2 = 92$.

**Figure 9:** Standard deviations of the charge distributions as a function of the charge sum of the fission fragments $Z_1 + Z_2$ for the reaction of $^{238}\text{U}$ at $1\, A\, \text{GeV on (CH}_2)_n$.

### 5. Interpretation of the experimental results

Fission and evaporation-residue cross sections are strongly sensitive to dissipation in the small deformation regime. They have been studied up to now with different experimental approaches. In most experiments, these observables result from the contribution of many fissioning nuclei of different nature: mass, charge, excitation energy and angular momentum. The involvement of such large variety of systems might cause a net compensation that hides the real tendencies. Therefore, these observables do not permit for constraining the parameters of the theoretical codes in an optimum way. Providing additional data that reveal the distribution of fissioning nuclei or that are directly sensitive to the excitation energy at fission allows for a more critical test of the theoretical models. In this spirit, a recent work [19, 20] introduced the angular-momentum distribution of the evaporation residues as an additional observable sensitive to dissipation inside the saddle, since the mean value of the angular-momentum distribution shifts to
larger values with increasing dissipation. In the next section we will show in a qualitative way why the total fission cross sections as a function of the target charge, the partial fission cross sections and the partial widths of the charge distributions of the fission fragments are sensitive to dissipation. A quantitative conclusion on the strength of dissipation can be obtained from a direct comparison of the experimental data with a nuclear-reaction code. This will be illustrated in section 5.3.

5.1. New experimental signatures for transient effects

We would like to start this section by mentioning that transient effects may only be observable in a limited excitation-energy range of the fissioning system. As the decay time for particle emission decreases exponentially with increasing excitation energy, there exists a threshold excitation energy from which the fission process starts to be sensitive to the dynamical delay, even without considering a temperature-dependent dissipation coefficient. This can be seen in the calculation of figure 10 that illustrates the dependence of the mean value of the transient time $<\tau_{\text{tran}}>$ (dashed line) on the excitation energy at fission together with the same dependence of the mean fission time $<\tau_{\text{sad}}>$, i.e. the average time that the system needs to pass the fission barrier (full line). The transient time has been calculated according to equation (4), and the mean fission time is the calculated time span from the abrasion up to fission. The time of the break-up stage is considered to be negligible.

![Figure 10: Calculation representing the mean time $<\tau_{\text{sad}}>$ the system needs to cross the saddle point (full line) as a function of the excitation energy at saddle in comparison with the average transient time $<\tau_{\text{tran}}>$ (dashed line) as a function of the excitation energy at saddle. The calculation was performed for the reaction $^{238}\text{U} (1 \ A \text{GeV}) + \text{Pb}$ with $\beta = 2 \cdot 10^{21} \text{ s}^{-1}$. It includes the break-up stage, and $I(t)$ follows the analytical solution of the FPE [28, 29].](image-url)
Figure 10 shows that the mean fission time \( \langle \tau_{\text{sad}} \rangle \) decreases strongly with increasing excitation energy, while the transient time shows only a very weak dependence. For low excitation energies, the mean fission time is several orders of magnitude larger than the transient time. At excitation energies around 200 MeV, however, \( \langle \tau_{\text{tran}} \rangle \) approaches \( \langle \tau_{\text{sad}} \rangle \) within a factor of two. For the highest energies, the mean fission time is even smaller than the transient time due to the strongly decreasing stationary fission-decay time \( \hbar/\Gamma \). Figure 10 reveals that for nuclei with excitation energies lower than about 100 MeV the transient time is still a too tiny effect to have observable influence on the fission decay width. This should be kept in mind when looking for experimental signatures that are sensitive to transient effect.

In our experiment, the nuclear charges of both fission products from the interaction of the \(^{238}\text{U}\) relativistic beam with different targets were determined. This information permits to extract the fission cross sections as a function of the target size. If the excited nucleus experiences a dynamical hindrance on its way to the saddle point, contrary to what is assumed in the Bohr-Wheeler transition-state model, the fission channel will be initially closed in the deexcitation process. Hence, if the particle-decay time is shorter than the dynamical fission delay, the nucleus will first release excitation energy by evaporation. Due to the loss of excitation energy, the fission probability of the resulting system after the dynamical delay will be considerably smaller than the one of the original compound nucleus. Consequently, the fission cross sections will be reduced compared to the transition-state-model predictions. In addition, since the target has an influence on the mass and the excitation energy of the residues produced directly after the collision, dissipation might affect the number of systems that fission for each target in a different way.

As stated before, the sum of the nuclear charges of the fission residues, \( Z_1 + Z_2 \), corresponds closely to the charge of the fissioning nucleus. Although there might be a small number of charged particles emitted after the fragmentation, the charge of the fissioning element grows with the charge of the prefragment and, hence, it gives an indication of the centrality of the collision. Low values of \( Z_1 + Z_2 \) imply small impact parameters and large excitation energies induced by the nuclear collision.

If the excitation energy of the nucleus is higher than the threshold excitation energy at which the statistical decay time and the transient time \( \tau_{\text{tran}} \) become comparable, the fission competition is delayed with respect to evaporation due to transient effects. Therefore, for the lightest fissioning nuclei, i.e., the lowest values of \( Z_1 + Z_2 \), the existence of a transient time would imply a considerable reduction of the fission cross section compared to the predictions of the transition-state model.

The width of the charge distribution\(^c\) of the fission fragments was used already in reference [18] to determine the temperature of the fissioning system at saddle. The relation between the width of the charge distribution and the saddle-point temperature \( T_{\text{sad}} \) relies on an empirical systematic which relates the variance of the mass distribution \( \sigma_A^2 \) to \( T_{\text{sad}} \) that reads

\[ e \quad \text{The charge distribution considered here is the integral distribution of elements produced. It should not be confounded with the charge distribution of isobaric chains (A=const.), also often dealt with in fission.} \]
\[ \sigma_A^2 = \frac{T_{sad}}{C_A} \]  \hspace{1cm} (5)

where \( C_A \) is a constant that depends on the fissility \( Z^2/A \) of the fissioning nucleus. Due to the almost constant mass-to-charge ratio of the fission fragments, the charge and the mass of the fission fragments are strongly correlated, and thus a linear relation between \( \sigma_A^2 \) and \( T_{sad} \) directly implies a linear relation between \( \sigma_Z^2 \) and \( T_{sad} \) as well. Thus, for the lower values of \( Z_1+Z_2 \), where the initial excitation energy is larger than the threshold excitation energy, the nucleus will evaporate particles on its path to fission, and \( T_{sad} \) will be smaller than the initial temperature. Consequently, the corresponding charge distributions will be narrower than the ones predicted by the transition-state model. The quantity \( C_Z \) that connects \( \sigma_Z^2 \) with \( T_{sad} \) is related to \( C_A \) as follows

\[ C_Z = \frac{A_{fiss}^2}{Z_{fiss}^2} C_A \]  \hspace{1cm} (6)

where \( A_{fiss} \) and \( Z_{fiss} \) represent the mass and the nuclear charge of the fissioning nucleus, respectively.

Rusanov et al. [47] analysed the experimental mass-energy distributions of fragments produced in the fission of various nuclei with fissilities \( Z^2/A \geq 32 \) and excitation energies between 40 and 150 MeV. Their study revealed a considerable enhancement of the variances \( \sigma_A^2 \) with the angular momentum. Furthermore, the relation between \( C_A \) and the fissility parameter was intensively studied. In a later work [48], the experimental mass distributions of the fission products of proton- and alpha-induced reactions were investigated. By means of a fitting procedure, the values of the parameter \( C_A \) for nuclei within a range of fissilities \( Z^2/A \) from about 28 to 44 and excitation energies from approximately 5 to 25 MeV were determined. Including the data for larger fissilities of reference [47], corrected for angular-momentum effects, a parameterisation of the relation between \( C_A \) and the fissility was deduced.

According to the transition-state model, the constant \( C_A \) is proportional to the stiffness of the liquid-drop potential at the saddle point with respect to the mass-asymmetric deformation. In the frame of the transition-state model, the mass yields \( Y(A) \) follow the expression

\[ Y(A) \propto \exp \left[ 2 \sqrt{a_f (E^*-B_f (A))} \right] \]  \hspace{1cm} (7)

where \( A \) is the mass of the fragments, \( a_f \) is the level-density parameter at saddle, and \( E^* \) is the excitation energy of the fissioning nucleus. The conditional fission barrier \( B_f (A) \) corresponding to the fragment mass \( A \) can be described by the liquid-drop model including shell effects by

\[ B_f (A) = (B_f^{LD} - W_g) + K_A \left( A - \frac{A_{fiss}}{2} \right)^2 + W_f (A) \]  \hspace{1cm} (8)
where $B^\text{LD}_f$ is the liquid-drop fission barrier, $W_g$ and $W_f(A)$ are the shell corrections in the ground state and in the transition state, respectively. The stiffness parameter $K_A$ of the liquid drop depends on the mass asymmetry at saddle as follows:

$$K_A = \frac{1}{2} \frac{d^2 V(A)}{dA^2} \bigg|_{A=A_{\text{fiss}}/2}$$

Inserting equation (8) into equation (7) and taking into account that at high excitation energies shell effects can be neglected, the mass yield $Y(A)$ is approximated by a Gaussian with the standard deviation

$$2\sigma^2_A = \frac{E_{\text{sad}}^*/a_f}{K_A} = \frac{T_{\text{sad}}}{K_A}$$

(10)

where $E_{\text{sad}}^*$ is the excitation energy of the fissioning nucleus above the fission barrier. Comparing equation (10) with equation (5), it follows that $C_A = 2K_A$.

Although the arguments that lead to equation (10) were based on the statistical model, the linearity between the variance of the mass distribution and the temperature at saddle has been confirmed by dynamical calculations [49]. However, in this more complete picture the quantity $C_A$ cannot be just interpreted as the stiffness of the liquid drop potential at saddle because it includes as well the dynamical effects that influence the charge distribution on the way from saddle to scission. In reference [49], two-dimensional Langevin calculations were used to investigate the mass distribution of the fragments produced in the fission process of compound nuclei within the fissility range $20 < Z^2/A < 40$. For the compound nucleus $^{205}$At, the linear dependence of $\sigma^2_A$ on $T_{\text{sad}}$ was confirmed for saddle-point temperatures reaching up to 2.4 MeV by this calculation. This gives an indication that the parameterisation of reference [48] is valid also at higher excitation energies. In the quantitative analysis of the widths of the experimental charge distributions, we will take the appropriate value of $C_Z$ for each fissioning nucleus from the parameterisation introduced in reference [48].

5.2. The nuclear-reaction code

The nuclear-reaction code used is an extended version of the abrasion-ablation Monte-Carlo code ABRABLA [31, 45]. It consists of three stages: In the first stage, the interaction of the two reaction partners is described by the abrasion model. If highly excited, the resulting system then eventually undergoes a break-up process. Finally, the ablation stage is considered where the sequential decay takes place.

5.2.1. Abrasion stage

The abrasion model [30] is well suited for describing the properties of the projectile fragment after peripheral collisions. The basic idea of this model is that at relativistic energies ($> 100 A$ MeV) the relative velocity of the reaction partners is large compared to the Fermi velocity of the nucleons in the potential well. In addition, the associated de-Broglie wavelength of the projectile
is of the order of the size of the nucleons. Thus, in the overlap zone between the projectile and the target many nucleon-nucleon collisions take place, while the nucleons in the non-overlapping region are only little disturbed.

Depending on the impact parameter, a distribution of projectile fragments with different masses and nuclear charges are formed by the abrasion process. The mass loss of the projectile, respectively the target, can be determined geometrically by integrating the overlapping volume of the two reaction partners. For a given mass loss, the \( N/Z \) distribution is calculated assuming that every nucleon removed has a statistical chance to be a neutron or a proton as determined by the neutron-to-proton ratio of the precursor nucleus. That results in a hypergeometrical distribution \([50]\) centred at the \( N/Z \) ratio of the projectile. The angular-momentum distribution \([33]\) of the projectile fragments is given in analogy to Goldhaber’s description for the linear-momentum distribution of the projectile residues, which has proven to be in good agreement with experiment \([51]\). According to this idea, the angular-momentum distribution is defined by the initial angular momenta of the nucleons removed. In the same way, the excitation-energy distribution of the projectile residues is determined by the sum of the energies of the holes in the single-particle scheme of the initial nucleus which are formed due to the removal of nucleons. Including final-state interactions derived from measured isotopic production cross sections \([32]\), an average excitation energy of 27 MeV per nucleon abraded is induced. This value is in agreement with predictions for peripheral collisions based on BUU calculations \([52]\).

5.2.2. Break-up stage

Mid-peripheral heavy-ion collisions allow producing nuclei with excitation energies that are far beyond the onset of multifragmentation \([53]\). Nuclear dynamics in this range of excitation energies is the subject of current research. As presented in reference \([54, 36]\), the analysis of the isotopic distributions of heavy projectile fragments from the reactions of a \( ^{238}\text{U} \) beam in a lead target and a titanium target gave evidence that the initial temperature of the last stage of the reaction, the evaporation cascade, is limited to a universal upper value of approximately 5.5 MeV. The interpretation of this effect relies on the onset of a simultaneous-break-up process for systems whose temperature after abrasion is larger than 5.5 MeV. In ABRABLA, the simultaneous break-up stage has been modelled in a quite rough way that, however, shows a good agreement with the experimental data. If the temperature after abrasion exceeds the freeze-out temperature of 5.5 MeV, the additional energy is used for the formation of clusters and the simultaneous emission of these clusters and several nucleons. The number of protons and neutrons emitted in the break-up stage is assumed to conserve the \( N/\bar{Z} \) ratio of the projectile spectator, and an amount of about 20 MeV per nuclear mass unit emitted is released. This last quantity is still under investigation. Nevertheless, its effect on the results is very small. The break-up stage is assumed to be very fast, and thus the fission collective degree of freedom is not excited. The resulting piece left of the projectile spectator then undergoes the sequential decay.

5.2.3. Ablation stage

We assume that at initial temperatures exceeding 5.5 MeV, after the simultaneous break-up and for lower temperatures directly after abrasion, the intrinsic degrees of freedom of the projectile residue reach thermal equilibrium very fast. The following ablation stage describes the sequential deexcitation of the projectile fragment by particle evaporation and/or fission. The decay widths for particle emission are obtained from the statistical model; for instance, the neutron width is given by \([55]\):
\[
\Gamma_n(E) = \frac{1}{2\pi\rho(E)} \frac{4m_nR^2}{\hbar^2} T_r \rho_r(E-S_n)
\]  

\(\rho(E)\) is the level density of the compound nucleus, \(S_n\) is the neutron separation energy, \(m_n\) is the neutron mass, \(R\) is the nuclear radius, \(\rho_r(E)\) is the level density of the daughter nucleus after neutron emission and \(T_r\) is the temperature of the residual daughter nucleus after neutron emission. The proton- and alpha decay widths, \(\Gamma_p\) and \(\Gamma_\alpha\), follow an analogue formula, but the level densities of the daughter nuclei, \(\rho_r(E-S_p-B_p^{\text{eff}})\) and \(\rho_\alpha(E-S_\alpha-B_\alpha^{\text{eff}})\), are shifted by the respective effective Coulomb-barriers, \(B_p^{\text{eff}}\) and \(B_\alpha^{\text{eff}}\).

As discussed in the introduction, dissipation causes an initial suppression of the fission width. Later, this width grows and finally reaches its asymptotic value given by the product of the Kramers factor (equation 1) and the Bohr-Wheeler fission decay width \(\Gamma_f^{BW}\), which is determined according to the transition-state model [2], see also [55]:

\[
\Gamma_f^{BW} = \frac{1}{2\pi\rho(E)} T_{sad} \rho_{sad}(E-B_f)
\]  

The level density of the fissioning nucleus at saddle is \(\rho_{sad}(E)\), and the level density of the compound nucleus is \(\rho(E)\). The temperature of the nucleus at saddle is \(T_{sad}\). The implementation of the time dependence of the fission width is crucial in order to obtain reliable results. This is a rather complicated task, and in literature one mostly finds two rather crude approximations, a step function [56] that sets in at time \(\tau_{tran}\):

\[
\Gamma_f(t) = \begin{cases} 
0, & t < \tau_{tran} \\
\Gamma_f^K, & t \geq \tau_{tran}
\end{cases}
\]  

and an exponential in-growth function [57]:

\[
\Gamma_f(t) = \Gamma_f^K \cdot \{1 - \exp(-t/\tau)\}
\]  

where \(\tau = \tau_{tran}/2.3\) and \(\Gamma_f^K\) is the Bohr-Wheeler fission width given by equation (12), multiplied by the Kramers factor \(K\) of equation (1). In references [28, 29] we have intensively studied the effect of the description of the time dependence of \(\Gamma_f\) on the deduced magnitude of \(\beta\), and we have developed a realistic description for \(\Gamma_f(t)\) based on the analytical solution of the FPE. In order to investigate how the time-dependent shape of the fission-decay width influences the analysis, these three descriptions of \(\Gamma_f(t)\) have been implemented in the ABRABLA code.

Besides the treatment of the dissipation effects, the most critical ingredients that define the fission width are the ratio of the level-density parameters \(a_f/a_n\), and the fission barriers \(B_f\). The ratio \(a_f/a_n\) is calculated considering volume and surface dependencies as proposed in reference [58] according to the expression:

\[
a = \alpha_s A + \alpha_s A^{2/3} B_s
\]
where $\alpha_v$ and $\alpha_s$ are the coefficients of the volume and surface components of the single-particle level densities, respectively, with the values $\alpha_v = 0.073$ MeV$^{-1}$ and $\alpha_s = 0.095$ MeV$^{-1}$. It has been shown recently, that this parameterisation is in good agreement with expectations from the finite-range liquid-drop model [59]. $B_s$ is the ratio of the surface of the deformed nucleus relative to the surface of a spherical nucleus. Its value is taken from reference [60]. The angular-momentum-dependent fission barriers are taken from the finite-range liquid-drop model predictions of Sierk [61]. As demonstrated in reference [18], a recent experimental determination of these parameters by K. X. Jing and co-workers [16], based on the measurement of cumulative fission probabilities of neighbouring isotopes, is in very good agreement with these theoretical predictions.

5.3. Comparison of the experimental data with model calculations

Let us examine now the sensitivity of the experimental observables to the value of the reduced dissipation coefficient $\beta$. Since we have shown [28] that the approximation for the fission decay we have developed is close to the numerical solution of the FPE, the subsequent calculations are performed with this analytical expression. In Figure 11 we consider the partial fission cross sections and the widths of the charge distributions for the reaction $^{238}$U (1 A GeV) + (CH$_2$)$_n$. The experimental data (full dots) are compared with the predictions of the transition-state model (dashed line) and with several calculations obtained for three values of $\beta$, corresponding to three different dissipation regimes. In all calculations, the interactions with carbon were calculated with the ABRABLA code, while the contribution given by the hydrogen part of the (CH$_2$)$_n$ target has been determined with a fast simplified version of INCL3 [44, 45, 46] combined with the same evaporation code as used in ABRABLA. The staggering of the curves and the strong decrease of the dashed-dotted curve below $Z_1 + Z_2 \approx 78$ in Figure 11b) are due to statistical fluctuations of the Monte-Carlo calculations.
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**Figure 11:** Experimental partial fission cross sections (full dots part a) and widths of the charge distributions of the fission fragments (full dots part b) obtained for the reaction $^{238}$U (1 A GeV) + (CH$_2$)$_n$ in comparison with various ABRABLA calculations. Error bars smaller than the symbols are not shown. The thin dashed lines and the thick dashed lines correspond to the transition-state model and Kramers stationary solution with $\beta = 6 \times 10^{21}$ s$^{-1}$, respectively. The other calculations are performed using the fission width that follows from the analytical solution of the FPE [28, 29] with $\beta = 2 \times 10^{21}$s$^{-1}$ (full lines), $\beta = 0.5 \times 10^{21}$s$^{-1}$ (dotted lines) and $\beta = 5 \times 10^{21}$s$^{-1}$ (dashed-dotted lines).

As expected, both observables are over-estimated by the transition-state model confirming their sensitivity to dissipation. But also the Kramers stationary solution deviates from the data. In
particular the width of the charge distribution is strongly overestimated. For the partial fission
cross sections (figure 11a) as well as for the partial widths of the charge distributions (figure
11b), the best description is given by the full line that corresponds to $\beta = 2 \cdot 10^{21} \text{s}^{-1}$. Such value of
$\beta$ corresponds to the shortest transient time $\tau_{\text{tran}}$. This means that the systems studied are critically
damped: The coupling between the collective and the intrinsic degrees of freedom leads to the
fastest possible spread of the probability distribution in deformation space. As shown in figure
11, any other value of $\beta$ above or below the critical damping will result in lower cross sections
and narrower distributions. This is due to the increase of the transient time $\tau_{\text{tran}}$ for all values of $\beta$
which are smaller or larger than $2 \omega_g$, see equation (4).
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**Figure 12**: Total nuclear fission cross sections of $^{238}\text{U}$ (1 $\text{A GeV}$) as a function of the target
nuclear charge. The experimental data are represented by the full dots. The short-dashed line is a
calculation according to the transition-state model, while the long-dashed line represents the
calculation with the Kramers fission width using $\beta = 6 \cdot 10^{21} \text{ s}^{-1}$. The other calculations are
performed using the fission width that follows from the analytical solution of the FPE [28, 29].
The full line corresponds to $\beta = 2 \cdot 10^{21} \text{ s}^{-1}$, the dotted line corresponds to $\beta = 0.5 \cdot 10^{21} \text{ s}^{-1}$ and the
dashed-dotted line to $\beta = 5 \cdot 10^{21} \text{ s}^{-1}$.

The dependence of the total nuclear fission cross sections on the charge of the target is portrayed
by the full dots in figure 12 together with several ABRABLA calculations. The nuclear fission
cross sections are obtained subtracting the electromagnetic component as calculated in reference
[62] from the total fission cross sections determined in [42]. Since the total reaction probability
increases with the mass of the target, one would expect that the fission cross sections grow with
the charge of the target as well. However, figure 12 shows that the nuclear fission cross section is
smaller for carbon than for hydrogen. As before, the calculation based on the transition-state
model (dashed line) overestimates the experimental values and does not reproduce the minimum
of the cross section for $Z_{\text{target}} = 6$. Although none of the calculations that include dissipation
provides a good quantitative description of the whole set of data, the existence of the minimum
for $Z_{\text{target}} = 6$ is only reproduced when dissipation is considered. (In fact, the calculation with the
Kramers fission width and $\beta = 6 \cdot 10^{21} \text{ s}^{-1}$ reproduces the data best, but as we saw this calculation
fails to describe the two other experimental signatures, see Figure 11.) We think that the remaining failure to reproduce the target dependence of the cross section is due to an unexplained shortcoming of the abrasion model that was noticed already by Rubehn et al. [62]. Nevertheless, the fact that the minimum of the cross section is found for carbon and not for hydrogen has its explanation in dissipation. The fragmentation of $^{238}\text{U}$ at 1 $\text{A}$ $\text{GeV}$ in hydrogen leads to the production of heavy projectile-like residues with low excitation energies and low fission barriers. These nuclei are not sensitive to the dynamical delay induced by dissipation, and most of them fission. On the other hand, when the $^{258}\text{U}$ projectiles at 1 $\text{A}$ $\text{GeV}$ react with a carbon target, the number of heavy projectile-like products decreases and the residue distribution extends to lighter nuclei with higher excitation energies. If there would be no dynamical delay, great part of these nuclei would fission, and the total fission cross section would increase with respect to the hydrogen case. However, if dissipation is considered, the statistical decay time of these lighter highly excited nuclei is similar or even shorter than the dynamical delay, and fission is suppressed leading to lower cross sections.

As discussed in reference [29], there exist solid theoretical arguments why the exponential-like in-growth function for describing $I_f(t)$ does not express correctly the increase of the fission decay width as a function of time. This function does not reproduce the initial suppression of fission as shown up in the solution of the FPE and therefore allows for fission at very high excitation energies. Thus, it is to expect that this function is not able to describe properly the experimental data. However, references [28, 63] show that the total nuclear fission cross sections of $^{238}\text{U}$ (1 $\text{A}$ $\text{GeV}$) interacting with different targets can be well reproduced by all the descriptions for $I_f(t)$, provided that the appropriate value of $\beta$ is used. The exponential function leads to $\beta = 4 \cdot 10^{21} \text{ s}^{-1}$ and the two other approximations to $\beta = 2 \cdot 10^{21} \text{ s}^{-1}$. Consequently, we need additional observables that allow tagging the fission events according to the excitation energy for providing experimental evidence on the validity of the different descriptions of the time-dependent fission-decay width. We expect that, for the largest excitation energies, the exponential-like in-growth function leads to results that differ from the measured data. This selection according to the excitation energy can be achieved by considering the charge sum of the fission fragments $Z_1 + Z_2$.

We already discussed in the former section that the excitation energy of the systems before entering the sequential decay is likely to increase with decreasing $Z_1 + Z_2$. However, one has to consider as well that very highly excited prefragments undergo a simultaneous break-up that sets a limit of 5.5 MeV to the temperature of the fissioning nucleus. Thus, one could suspect that for the lightest fissioning nuclei the excitation energy remains constant or even decreases. To clarify the situation, we performed a calculation with ABRABLA that gives the excitation energy of the system right before entering the ablation stage as a function of $Z_1 + Z_2$. The result for the carbon target is displayed in figure 13. It can be seen that, initially, the excitation energy increases with decreasing $Z_1 + Z_2$, while in the range from $Z_1 + Z_2 \approx 78$ to $Z_1 + Z_2 \approx 73$ it remains more or less constant with a mean value of approximately 550 MeV, and finally it slowly decreases. Thus, in spite of the simultaneous break-up, the lowest values of $Z_1 + Z_2$ are related to excitation energies that are high enough for the statistical decay time to be similar or shorter than the transient time $\tau_{\text{tran}}$, and thus the influence of dissipation is expected to be clearly observable.

\footnote{For the case of the $(\text{CH}_2)_n$ target, we have to add the effect of the hydrogen part that leads mostly to heavy residues and for which the excitation energy induced per removed nucleon is not 27 MeV as in carbon but approximately 50 MeV [J. Cugnon, C. Volant, and S. Vuillier, Nucl. Phys. A 620 (1997) 475.]. Consequently, for the largest values of $Z_1 + Z_2$ the spectrum of the correlation between $Z_1 + Z_2$ and excitation energy for the $(\text{CH}_2)_n$ target should be somewhat broader in $E^*$ than the one displayed in figure 13.}
Figure 14 shows the same two observables as figure 11. The experimental data (full dots) are compared with three ABRABLA calculations. The dashed line corresponds to the result of using the exponential-like function and $\beta = 4 \cdot 10^{21}$ s$^{-1}$, the dotted line was obtained with the step function and $\beta = 2 \cdot 10^{21}$ s$^{-1}$, and the full line results from the approximation of the Focker-Planck solution and $\beta = 2 \cdot 10^{21}$ s$^{-1}$. These values of $\beta$ are the ones that lead to the best description of the measured total nuclear fission cross sections with each approximation [28, 63]. For both observables, the calculation performed with the fission width derived from the analytical solution of the FPE and the calculation that employs the step function almost coincide over the whole $Z_1 + Z_2$ interval. Moreover, in the case of figure 14a), the three calculations agree quite well with each other and with the experimental data for the highest values of $Z_1 + Z_2$ but start to differ for the lowest values of $Z_1 + Z_2$. In this part of the spectrum, the exponential-like in-growth function overestimates the experimental partial fission cross sections, while the two other functions underestimate them. A slight reduction of the fission barriers [64] at high excitation energies could eventually account for this deviation in the latter two cases. It is not possible to decide from figure 14a), which function $\Gamma_f(t)$ gives the best description of the data. However, in contrast to the partial fission cross sections, the widths of the charge distributions of the fission fragments depicted in figure 14b) indicate a significant disagreement between the calculation done with the exponential-like description and the data. The over prediction of the widths when applying the exponential-like function suggests that this description yields too large excitation energies at saddle. Finally, figure 14a) shows that the model calculations clearly overestimate the partial fission cross sections for $Z_1 + Z_2 = 91$ and 92. This is possibly due to a failure of the abrasion model in reproducing very peripheral collisions. However, this discrepancy is not critical for the present discussion, because our conclusions are derived from the fission of light nuclei where they have no influence.

**Figure 13:** Calculation performed with ABRABLA including break-up representing the excitation energy of the prefragment right before entering the ablation stage as a function of the charge sum of the fission fragments. The reaction considered is $^{238}$U (1 A GeV) + C.

All the observables studied here are only sensitive to dissipation in the small-deformation range from the ground state to the saddle point. The value of $\beta = 2 \cdot 10^{21}$ s$^{-1}$ resulting from our analysis coincides with the value found in reference [18], where total fission cross sections as well as the
widths of the charge distributions and velocities of the fission residues from the reaction Au 
(800-Å MeV) + p are analysed. Other work [16, 19, 65], sensitive to the same deformation range, 
is consistent as well with our value of $\beta$, although often only upper limits for the transient time or 
the dissipation strength could be deduced. The value extracted for the reduced dissipation 
coefficient remains model dependent to a certain degree. Nevertheless, variations of the most 
critical model parameters by reasonable amount: excitation energy of the prefragments by 30%, 
freeze-out temperature by 20 % and excitation-energy reduction per mass loss in the break-up 
stage by a factor of two, led to variations of the deduced transient time well inside the uncertainty 
range given below. The influence of the ratio of the level-density parameters $a_f/a_n$ has been 
studied in detail in reference [66] showing that the value of $a_f/a_n$ that gives a good description of 
our data is the one predicted by Ignatyuk et al. [58]. Although the calculations presented in 
reference [66] do not include the break-up stage, recent calculations show that the conclusions on 
$a_f/a_n$ derived there are still valid when the break-up process is considered.

Figure 14: Experimental partial fission cross sections (full dots part a) and widths of the charge 
distributions of the fission fragments (full dots part b) obtained for the reaction $^{238}$U (1 Å GeV) + 
(CH$_2$)$_n$ in comparison with various ABRABLA calculations. The dashed lines correspond to 
calculations performed with the fission-decay width described by the exponential in-growth 
function and $\beta = 4 \cdot 10^{21}$s$^{-1}$, the dotted lines are calculations carried out with $\Gamma_f(t)$ approximated 
by the step function and $\beta = 2 \cdot 10^{21}$s$^{-1}$, and the full lines result from using the fission width that 
follows the analytical solution of the FPE [28, 29] and $\beta = 2 \cdot 10^{21}$s$^{-1}$.

5.4. Transient time

The nuclei that contribute to the fission cross section extend over a broad range of masses, 
nuclear charges and excitation energies at the saddle point. Hence, according to equation (4) the 
deduced value of $\beta = 2 \cdot 10^{21}$ s$^{-1}$ corresponds to a distribution of transient times $\tau_{tran}$. In figure 15a) 
the excitation energy of the fissioning nuclei is represented as a function of the transient time $\tau_{tran}$ 
determined according to equation (4) assuming $\hbar\omega_{sad} = 1$ MeV [56]. As discussed in [63], the 
description that reproduces our experimental data implies that transient effects are observed only 
in those nuclei with excitation energies larger than approximately 150 MeV. Therefore, we only 
consider the transient time of nuclei with excitation energies at fission above this threshold. The 
distribution of transient times obtained under the condition $E_{ex}^{sad} > 150$ MeV is shown in figure 
15b). A mean value of the transient time of $\tau_{tran} \approx (1.7 \pm 0.4) \cdot 10^{-21}$ s can be extracted from this
curve. Although the distribution illustrated in figure 15b) corresponds to the reaction on the lead target, the mean value of $\tau_{\text{tran}}$ is independent of the target considered.

**Figure 15:** a) Excitation energy at fission as a function of the transient time $\tau_{\text{tran}}$ calculated according to equation (4) for the reaction $^{238}\text{U} (1A \text{ GeV}) + \text{Pb}$. b) Distribution of transient times corresponding to the fission events with excitation energies at saddle larger than 150 MeV. The calculation has been performed including the break-up stage and using the fission width that follows the analytical solution of the FPE [28, 29].

**6. Summary**

In the present work, a new experimental method suited for the study of dissipation up to the saddle-point deformation has been employed. Fission is induced by peripheral heavy-ion collisions at relativistic energies. The fissioning nuclei produced are characterised by small shape distortions and low angular momenta [33]. Moreover, the high excitation energy induced by the fragmentation of the projectile enables us to be sensitive to the transient time. The specific experimental set-up used allowed for determining different observables sensitive to the strength of dissipation from the ground state up to the saddle point. In particular, the target dependence of the total fission cross sections of $^{238}\text{U}$ at $1A \text{ GeV}$ as well as the partial fission cross sections and the width of the partial charge distributions of the fission fragments for the reaction $^{238}\text{U} at 1A \text{ GeV}$ on $(\text{CH}_2)_n$ were measured. The sensitivity of these observables to dissipation was investigated for the first time.

The experimental observables were compared with calculations obtained with an updated version of the Monte-Carlo code ABRABLA [31, 45] that contains three different approximations for the time-dependent fission width: a step function, an exponential-like in-growth function and a more realistic analytical description based on the solution of the FPE. The transition-state model [2] and several ABRABLA calculations for various values of $\beta$ using the analytical approximation to the solution of the FPE [28], were contrasted with the experimental observables. This analysis clearly demonstrated the influence of dissipation on the way to the fission barrier. None of the new observables could be described by the transition-state model. Although the shape of the target dependence could not be quantitatively reproduced with the present version of the
abrasion-ablation model, the minimum of the cross section at \( Z_{\text{target}} = 6 \) could only be explained including dissipation. The best description of the whole set of data was obtained for \( \beta = 2 \cdot 10^{21} \text{ s}^{-1} \). This value corresponds to the critical damping and leads to the lowest possible transient time with a value of \( \tau_{\text{tran}} \approx (1.7 \pm 0.4) \cdot 10^{-21} \text{ s} \). This result is in agreement with other work \([16, 19, 65]\), sensitive to the same deformation range. The experimental observables are well reproduced assuming a constant value of \( \beta \), independent of temperature and deformation. Note that the ordering parameter \( Z_1 + Z_2 \) selects nuclei according to their excitation energy, but also according to their fissility, which is connected with the deformation at saddle.

When comparing the model calculations with the new observables, it was found that the exponential-like approximation for the fission-decay width clearly overestimates the width of the charge distributions of the fission fragments. The reason for this discrepancy lies in the fact that such an exponential-like in-growth of the fission width does not imply the strong suppression of fission at very high excitation energies required by the FPE. On the contrary, the step-function approximation and the more realistic description we recently developed showed a quite similar behaviour in very good agreement with the new experimental observables. This indicates that the inhibition of the fission decay width during the initial time laps is needed to account for dissipation effects in a proper way.
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