Seismic tuning of dispersive thin layers

Giorgos Papageorgiou\textsuperscript{1,2*} and Mark Chapman\textsuperscript{1}

\textsuperscript{1}School of Geosciences, Grant Institute, West Mains Road, Edinburgh, EH9 3JW, UK, and \textsuperscript{2}Department of Geoscience, NTNU, S.P. Andersensvei 15A, Trondheim, 7491, Norway

Received February 2020, revision accepted July 2020

\textbf{ABSTRACT}

The wedge model is commonly used to study the limits of seismic resolution where conventionally the thickness of sub-resolution seismic layers can be determined from thin layer tuning curves. Tuning curves relate the layer temporal thickness to the wavelet frequency, but, to our knowledge, no systematic study has been done to date of the effects of velocity dispersion and attenuation on tuning. In this work, we study the tuning properties of a thin layer dispersing according to the standard linear solid model. We show that the first tuning curve is sensitive to the attenuation, relative polarity and magnitude of the two reflection coefficients at the top and base of the layer. We provide an analytic formula for the upper bound in the mismatch between the elastic and dispersive tuning curves. We conclude that highly attenuative thin layers can appear thicker or thinner than they actually are depending on polarity and relative magnitude of reflection coefficients at the layer interfaces. Our results are particularly relevant in the quantification of CO\textsubscript{2} where knowledge of the temporal thickness of CO\textsubscript{2} layers is reliant on their tuning curves.
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\textbf{1 INTRODUCTION}

One of the goals of seismic interpretation is to relate seismic amplitude variations to rock and fluid properties from variations in acoustic impedance. However, when geological layers are thinner than the seismic wavelength, interference from their top and base distorts the relation between seismic amplitude and acoustic impedance. Starting from the systematic approach of Widess (1973), much research has been done in the past to understand this interference by studying the tuning properties of waves encountering thin layers.

Notably properties of thin layer tuning are used in carbon monitoring for the quantification of CO\textsubscript{2} injected in depleted reservoirs using spectral characteristics (Williams and Chadwick, 2012; Huang \textit{et al.}, 2016; Ivandic \textit{et al.}, 2018; White \textit{et al.}, 2018) or time delays (Arts \textit{et al.}, 2004; Furre \textit{et al.}, 2015). These are based on earlier modelling works (De Voogd and Den Rooijen, 1983; Chung and Lawton, 1995b, 1995a) all of which assume thin layers to be elastic and the reflection coefficients real-valued.

There is increasing evidence, however, that a range of dispersion mechanisms affect seismic wave propagation all of which are relevant in carbon monitoring. For example, patchy fluid saturation as well as wave-induced flow from large-scale fractures (see Müller \textit{et al.}, 2010; Caspary \textit{et al.}, 2011; Germán Rubino and Velis, 2011; Papageorgiou and Chapman, 2017; Falcon-Suarez \textit{et al.}, 2018) have been shown to affect seismic wave propagation. But the tuning properties of such dispersive thin layers have not been investigated.

In this paper, we revisit the wedge model and use it to understand tuning properties of dispersive thin layers. We assume a thin layer that disperses according to the standard linear solid model (Ursin and Toverud, 2002) and calculate the shift induced by attenuation in its tuning curves as well as the upper bound in this shift. It should be noted that we do not consider different dissipation mechanisms that is due...
to solid–solid friction or contact-line movement (Winkler and Nur, 1982; Rozhko, 2020) in which dispersion depends on wave amplitude rather than frequency, but postpone such considerations for future work. Likewise, the wedge model we discuss here is assumed homogeneous although this is not always the case, particularly in the context of CO$_2$ monitoring (Glubokovskikh et al., 2020).

2 ELASTIC LAYER TUNING

Let us consider the properties of the wedge model depicted in Fig. 1, and its normal incidence reflection coefficient time series given by

$$R_E(t) = r_1 \delta(t - t_0) + r_2 \delta(t - t_0 - \Delta t),$$

or, in the frequency domain:

$$R_E(\omega) = r_1 e^{-i\omega t_0} + r_2 e^{-i\omega(t_0 + \Delta t)},$$

where the normal incidence reflection coefficients are given by the impedance contrast between consecutive layers:

$$r_i = \frac{Z_{i+1} - Z_i}{Z_{i+1} + Z_i}, \quad i = 1, 2,$$

and index $E$ indicates elastic modelling. The wedge model of Fig. 1 is useful for studying tuning which occurs when interference from top and base of layer 2 is maximum. Based on equation (2), the amplitude spectrum takes extreme value (minimum/maximum for opposite/same polarity reflections, respectively) when $f \Delta t = n/2, n = 1, 2, \ldots$. The first of these, that is,

$$f \Delta t = \frac{1}{2}$$

defines the first tuning curve of the thin bed (Chung and Lawton, 1995b), and it has been used in seismic imaging to resolve layer thickness. For example, a zero phase Ricker wavelet with spectrum $W(\omega)$ and central angular frequency $\omega_c = 2\pi f_c$ defined by (see Wang, 2015)

$$W(\omega) = \frac{2\omega^2}{\sqrt{\pi} \omega_c^3} e^{-(\frac{\omega}{\omega_c})^2},$$

will have an effective frequency corresponding to the wavelength between its two troughs $f_{eff} = \frac{1}{\sqrt{2\pi} \omega_c}$ and tune at temporal thickness $\Delta t = \frac{\sqrt{3}}{2 \pi f_c}$ according to (4). The spectral and amplitude characteristics of such a configuration are shown in Fig. 2 with the tuning thickness $\frac{\sqrt{3}}{2 \pi f_c}$ clearly marked to show the maximum (resp. minimum) amplitude as well as the first tuning curve. It is clear that for the reflectivity time series in equation (2) these characteristics depend solely on relative polarity between top and base of the layer.

3 DISPERSIVE LAYER TUNING

For the remainder of this paper, we investigate how spectral and amplitude characteristics are affected when layer 2 of Fig. 1 is dispersive, where dispersion implies that layer 2 has a
complex-valued, frequency-dependent acoustic impedance $\tilde{Z}_2$ given by
\[ \tilde{Z}_2(\omega) = \rho c(\omega), \]
where $\rho$ is the density of the medium and the frequency dependence is dictated by its phase velocity $c(\omega)$. Likewise, the normal incidence reflection coefficients $\tilde{r}_1, \tilde{r}_2$ become frequency dependent and complex valued. They are derived by matching stress and strain boundary conditions at each interface (see Innanen, 2011):
\[ \tilde{r}_1(\omega) = \frac{\tilde{Z}_2(\omega) - Z_1}{\tilde{Z}_2(\omega) + Z_1}; \quad \tilde{r}_2(\omega) = \frac{Z_1 - \tilde{Z}_2(\omega)}{Z_3 + \tilde{Z}_2(\omega)}. \]
With $\tilde{r}_1, \tilde{r}_2$, we obtain the modified reflectivity series:
\[ R_D(\omega) = \tilde{r}_1(\omega)e^{-i\omega t_0} + \tilde{r}_2(\omega)e^{-i\omega (t_0 + t_1)}, \]
where we use index $D$ to indicate dispersive modelling.

It is clear that equations (7) and (8) depend on the choice of the velocity model $c(\omega)$ of equation (6), which we choose to be a standard linear solid (SLS) (e.g. Ursin and Toverud, 2002) whose impedance $\tilde{Z}_2(\omega)$ is the product of the elastic impedance $Z_2$ and a complex function
\[ \tilde{Z}_2(\omega; \alpha, \tau) = Z_2 \sqrt{1 + i \alpha \omega \tau} \quad \alpha \geq 1. \]
where $\tau$ is a characteristic timescale and $\alpha$ is the ratio of unrelaxed to relaxed wave moduli (see Fig. 3). It is straightforward to see that
\[ \lim_{\omega \to 0} \tilde{Z}_2(\omega; \alpha, \tau) = \lim_{\alpha \to 1} \tilde{Z}_2(\omega; \alpha, \tau) = Z_2. \]

These limits are useful if the timescale of the observation can be assumed small relative to the timescale of the model, that is if the impedance $Z_2$ is observed at reference frequency $\omega_0 = 0$ and its behaviour is extrapolated to non-zero frequency by means of the SLS. Alternatively, one may choose reference frequency $\omega_0 = 1/\tau$, where attenuation peaks to
\[ \frac{1}{Q_{min}} = \frac{\alpha - 1}{2\sqrt{\alpha}}, \]
and define some reference, zero-frequency real-valued acoustic impedance $Z_0$ such that
\[ \frac{Z_2}{Z_0} = \text{Re}(\tilde{Z}_2(1/\tau; \alpha, \tau)) \approx \frac{3 + \alpha}{4} + O((\alpha - 1)^2), \]
which is used to extrapolate the impedance when $\omega \neq \omega_0$.

In practical terms, the former choice $\omega_0 = 0$, involves contribution of both amplitude and phase from the SLS whereas the latter choice $\omega_0 = 1/\tau$ of only phase. Here we chose the latter to isolate the potentially neglected effect of phase shift.
Dispersive layer tuning

Figure 4 Difference of dispersive tuning curves from their elastic counterparts as quantified by the quantity $\phi$ from equation (16) for the upper bound $Q \simeq 10$ at reference frequency $\omega_0 = 1/\tau$. Eight reflection coefficient pairs are marked to represent different types of reflectivity as per Chung and Lawton (1995a) but also distinguishing between positive/negative first reflection as detailed in Table 1.

at the wedge interfaces. Using equation (12) and using only first orders in $\alpha - 1$, the reflection coefficients become

\begin{align}
\tilde{r}_1(\omega) &\simeq r_1 + \frac{1 - \omega^2 \tau^2 - 2i\omega \tau}{8(1 + \omega^2 \tau^2)} (r_1^2 - 1)(\alpha - 1) \\
\tilde{r}_2(\omega) &\simeq r_2 - \frac{1 - \omega^2 \tau^2 - 2i\omega \tau}{8(1 + \omega^2 \tau^2)} (r_2^2 - 1)(\alpha - 1) ,
\end{align}

and at $\omega_0 = 1/\tau$:

\begin{align}
\tilde{r}_1(\omega_0) &\simeq r_1 + \frac{i}{8} (1 - r_1^2)(\alpha - 1) \\
\tilde{r}_2(\omega_0) &\simeq r_2 - \frac{i}{8} (1 - r_2^2)(\alpha - 1).
\end{align}

Inserting the reflection coefficients of equation (13) in the dispersive reflectivity series in equation (8) we find that the first tuning curve at the extreme of $|R_D(\omega)|$ has the form:

\begin{equation}
\Delta f = \frac{1}{2} + \phi(\omega, \alpha, r_1, r_2),
\end{equation}

where $\phi$ takes the following simple form at $\omega = \omega_0$:

\begin{equation}
\phi(\omega_0, \alpha, r_1, r_2) = \frac{(r_1 + r_2)(1 - r_1 r_2)(1 - \alpha)}{16\pi r_1 r_2} .
\end{equation}

A reasonable upper bound for $\phi$ of equation (16), is obtained if we constrain the attenuation to $1/Q_{\text{min}} \leq 0.1$, ($1 \leq \alpha \lesssim 1.22$) which still retains a good approximation in using the first order expansion in $\alpha - 1$.

In Fig. 4, we show the quantity $\phi$ against the magnitude of the reflection coefficients at the top ($r_1$) and base ($r_2$) of the wedge for $Q = 10$ when $\omega_0 = 1/\tau$. It is apparent from Fig. 4 that the tuning of the viscoelastic wedge depends nontrivially on the relative magnitude of reflection coefficient pairs. We
Figure 5 Comparison between peak wavelet amplitudes of elastic and viscoelastic wedges is shown in the middle panel of figures I–IV. The labelling of the figures follows the top/base reflectivity classification of Chung and Lawton (1995b). Spectral amplitude together with the shifted tuning curves for the viscoelastic wedge are shown above (when the first reflection is negative) and below (when the first reflection is positive) the amplitude plots in each figure, with a red point marking the elastic tuning thickness for the effective wavelet frequency. The filled/hollow square, cross, circle and triangle symbols refer to reflectivity pairs marked in Fig. 4.

Additionally, we also distinguish between positive/negative polarity of the first reflection which determines whether the wavelet acquires phase retardation or advancement at the dispersive interface. It is evident from Fig. 4 that cases where the top reflection is smaller (in absolute terms)
Table 1 A table indicating maximum errors (for $Q \simeq 10$) that can be made in thickness estimation of thin beds when ignoring the impact of viscoelastic effects in tuning. The error depends on the type of top-bottom reflectivity magnitude as well as relative polarity.

| $r_1$ Polarity | Type I | Type II | Type III | Type IV |
|----------------|--------|---------|----------|---------|
| +ve            | No Error | -6%     | 12%      | -17%    |
| -ve            | No Error | 6%      | -12%     | 17%     |

than the base reflection do not need separate consideration due to the symmetry.

Together with their respective Chung and Lawton (1995b) types the following reflectivity pairs are marked on Fig. 4:

- **Type I:** Opposite polarity-equal magnitude (white square/circle) with $r_1 = \mp 0.15$, $r_2 = \pm 0.15$, respectively
- **Type II:** Equal polarity-equal magnitude (white cross/triangle) with $r_1 = \mp 0.15$, $r_2 = \pm 0.15$, respectively
- **Type III:** Opposite polarity-unequal magnitude (black square/circle) with $r_1 = \mp 0.15$, $r_2 = \pm 0.03$, respectively
- **Type IV:** Equal polarity-unequal magnitude (black cross/triangle) with $r_1 = \mp 0.15$, $r_2 = \pm 0.03$, respectively

Explicitly the tuning curves from the viscoelastic reflectivity series, as well as their amplitude characteristics from convolution with a zero-phase Ricker wavelet of equation (5) are shown in Fig. 5 together with the corresponding elastic models for comparison. Apart from Type I, the rest of the reflectivity types show measurable difference illustrating the potential for mis-estimation of layer thickness if viscoelasticity is neglected. We have calculated this error in Table 1 which represent what we consider to be an upper bound, rather than typical values. This is reflected on our choice of low-quality factor ($Q \simeq 10$) as well as the ratio 3:1 of top-base reflectivity for pairs of types III and IV; a higher ratio of reflectivity pairs would yield the smallest of them very difficult to observe.

### 4 DISCUSSION

We found that when intra-layer multiples are taken into account, the form for $\phi$ in equation (15) is similar both in form and in magnitude to Fig. 4 but we could not find a simple analytic expression like equation (16) in this case. Our work implies that highly attenuative thin layers introduce negligible energy loss but significant phase shifts. Therefore, in order to improve layer thickness estimates, we need a measurement independent of seismic amplitude like a well log, or an estimate of the attenuation in the layer which further implies that confident knowledge of one of thickness or attenuation (and the reflection coefficients at the top and base layer) can be used to invert for the other via equation (16).

### 5 CONCLUSIONS

We demonstrated that tuning of dispersive layers depends on attenuation as well as the polarity and magnitude of the reflection coefficients at the top and base of the layer. We showed that traditional tuning analysis of highly dispersive thin layers ($Q \simeq 10$) can lead to more than 10% mis-estimation in layer thickness if dispersion is ignored. The potential for mis-estimation is larger if the reflection coefficients from top and base layers have different magnitudes.
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