Resistive contribution in electrical-switching experiments with antiferromagnets
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Recent research demonstrated the electrical switching of antiferromagnets via intrinsic spin-orbit torque or the spin Hall effect of an adjacent heavy metal layer. The electrical readout is typically realized by measuring the transverse anisotropic magnetoresistance at planar cross- or star-shaped devices with four or eight arms, respectively. Depending on the material, the current density necessary to switch the magnetic state can be large, often close to the destruction threshold of the device. We demonstrate that the resulting electrical stress changes the magnetic order locally and thereby breaks the fourfold rotational symmetry of the conductor. This symmetry breaking due to film inhomogeneity produces signals, that resemble the anisotropic magnetoresistance and is experimentally seen as a “saw-tooth”-shaped transverse resistivity. This artifact can persist over many repeats of the switching experiment and is not easily separable from the magnetic contribution. We discuss the origin of the artifact, elucidate the role of the film crystallinity, and propose approaches how to separate the resistive contribution from the magnetic contribution.
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I. INTRODUCTION

The possibility to switch the magnetic order of antiferromagnets (AFM) with electric currents has been predicted about five years ago [1]. It was theoretically shown that materials of certain symmetry can exhibit staggered nonequilibrium spin polarization. If this coincides with the crystallographic positions of the staggered magnetic moments, a net torque on the antiferromagnetic order arises, which enables its current-driven reorientation. While the effect was predicted for Mn2Au, its first realization was demonstrated with CuMnAs [2]. Later, the Néel-order switching was also shown for Mn2Au films [3–5]. A greater variety of AFM can be switched using heterostructures that utilize the spin Hall effect (SHE) in an adjacent heavy metal (HM) like Pt to exert an antidamping torque on the Néel-order [6–11]. The reorientation can be realized with cross-shaped planar devices, where electrical pulses driven through the orthogonal lines allow for a reproducible switching of the Néel-order by 90°. In AFM/HM heterostructures, there are two possible readout mechanisms with identical symmetry. The spin-polarized current in the HM is partially absorbed by the AFM, which depends on the relative orientation of the polarization and the magnetic moments in the AFM. This gives rise to the spin Hall magnetoresistance (SMR). The second mechanism is the anisotropic magnetoresistance (AMR). In both cases, typically $\rho_{xx} > \rho_{yy}$ for the current flowing parallel or perpendicular to the magnetic moments is found. In single layer switching experiments, only the AMR is available for electrical readout. To observe the rather small resistivity change associated with the AMR or SMR, it is favorable to measure in transverse geometry. For a sense current density $j$, the associated transverse electric field is given by $E_{\perp} = j (\rho_{xx} - \rho_{yy}) \sin (2\phi)/2$, where $\phi$ is the angle between sense current density and magnetic moments. The experiment is performed by recording the transverse voltage $V_{\perp} = R_{\perp} I_s$ with a fixed sense current $I_s$ in a device as sketched in Fig. 1(a). In this type of experiments, Cheng et al. identified a “saw-tooth”-shaped contribution in $R_{\perp}$ measurements arising from the Pt layer for large current density [12], which is of nonmagnetic origin. It was found to be larger than the magnetic contribution to the transverse electrical response in some cases. Recently, Chiang et al. obtained similar results and proposed a model to explain their finding [13]. They suggest that the high pulse currents lead to lateral temperature gradients and, thus, to Seebeck voltages which contribute to the $V_{\perp}$ measurement. According to Cheng’s interpretation, these voltages are of significant magnitude and persist over hours.

In the present manuscript, we investigate this nonmagnetic contribution to the electrical response of the star-shaped structures and discuss a mechanism that is different from Chiang’s approach and capable to explain the observed behavior on a semi-quantitative level. We chose paramagnetic Nb films as a model system. Two different types of films are compared, grown either at room temperature (polycrystalline) or at high temperature (epitaxial). We analyze the $R_{\perp}$ response to current pulses and inspect the star-shaped devices in operando by x-ray microdiffraction (µXRD) and scanning electron microscopy (SEM). Our findings are
consistent with the data obtained from the transport experiments presented in Refs. [12,13], where a change of $R_\perp$ is observed in Pt films. However, we interpret this observation as a local variation of the film resistivity which gives rise to a $R_\perp$ change $\Delta R_\perp$ with alternating sign for the different pulsing directions. Calculations using a finite-element-method (FEM) show that the effect magnitude is in quantitative agreement with this explanation. Furthermore we see that the sign of $\Delta R_\perp$ can change within one experiment highlighting that at least two processes of nonmagnetic origin can be present in such experiments, related to locally decreasing or increasing resistivities.

II. SAMPLE CHARACTERISTICS AND EXPERIMENTAL SETUP

Samples of MgO (001) / Nb 25 nm / Si 2 nm were grown by magnetron sputtering at room temperature (RT) and at 400 °C (high temperature, HT). The Si capping prevents oxidation of the films. The film quality is characterized by x-ray diffraction (XRD). The RT sample shows no preferred growth direction, whereas the HT sample grows in the (110) direction, see Fig. 1(b). The resistivities are $\rho_{\text{RT}} = 27.4 \mu \Omega \text{cm}$ and $\rho_{\text{HT}} = 23.5 \mu \Omega \text{cm}$, determined by four-point measurements on the films. Finally, the films are patterned to star-shaped devices as depicted in Fig. 1(a) by photolithography and wire-bonded into IC packages. On each sample, half of the devices have their pulse lines $x$ ($y$) aligned parallel to the [100] ([010]) direction of the substrate, the other half of the devices are rotated by 45°.

The experimental procedure for the electrical experiments is similar to our experiment on Néel-order switching in CuMnAs, see Ref. [14]. We apply $n$ bursts of current pulses to our structure in one of two orthogonal directions $x$ and $y$ [cf. Fig. 1(a)]. The pulses have a length of $\Delta t = 1$–10 $\mu$s and a duty cycle of 10–2. The number of pulses per burst is not constant in this work but typically a burst consists of around 100 pulses. After each burst, we measure $R_\perp$ with a lock-in amplifier. We also observe the evolution of $R_\perp$ after the burst sequence during a relaxation-phase. The pulse-line resistances $R_x$ and $R_y$ are measured prior to the burst sequence with a Keithley 2000 multimeter to set the voltage output of the arbitrary waveform generator accordingly. The experiments are additionally performed with simultaneous µXRD measurements or SEM imaging. The µXRD investigation was conducted at beamline 12.3.2 of the Advanced Light Source (ALS), Berkeley, California, USA [15]. We measure diffraction patterns with a PILATUS 1M detector and an integration time of 10–30 s for the beam located on the constrictions of each pulseline and in the center of the device. The spot is rectangular with a Lorentzian intensity profile that expands primarily perpendicular to the slit edges that form the spot. The full width at half maximum reads 5 $\mu$m in $x$ and $y$ direction, as depicted in Fig. 1(a). Due to the long tails associated with a Lorentzian intensity profile, a fraction of the beam will hit the constrictions of the device even if positioned in the center. µXRD measurements are always taken in the same order, i.e., $\{C,x-, y-, x+, y+, \}$. The photon energy $h\nu$ is tuned to suit the diffraction conditions of selected peaks. FEM calculations are performed with version 4.2 of the FEMM software package [16,17].

III. RESULTS

A pulsing experiment performed with Nb thin films is presented in Fig. 2. Panel (a) shows the change of $R_\perp$ for the RT sample with a current density of $J = 7.5 \times 10^{11}$ A/m² applied alternating to the $x$ and $y$ pulseline. The respective relaxation is observed for $T_{\text{relax}} = 60$ s. We observe a significant change of $R_\perp$ during pulsing, whereas $R_\perp$ remains stable during the relaxation. Initially, pulsing along $x$ increases $R_\perp$ while pulsing along $y$ decreases $R_\perp$. The amplitude of this “saw-tooth” signal decreases with each repeat and vanishes.
Further increasing $j$ enhances the transverse response and the resistance change $\Delta R_{\perp}$ alike. Pulsing in y direction changes the sign of $\Delta R_{\perp}$ and has no impact on $R_{\parallel}$. This cycling capability is present at any current density (not shown). For successive bursts in the same direction, $\Delta R_{\perp}$ and $\Delta R_{\parallel}$ seem to saturate until $j$ is increased again. At $j = 8.0 \times 10^{11}$ A/m$^2$, we observe a crossover between reducing and increasing $R_{\parallel}$, where the change of the transverse response also changes sign. This change in sign becomes more apparent for even higher $j$ until a response similar to Fig. 2(b) is obtained for $j = 9.0 \times 10^{11}$ A/m$^2$. The effect size greatly enhances for $j = 9.5 \times 10^{11}$ A/m$^2$ as seen in Figs. 3(c) and 3(d). For this current density, we observe that the transverse response intermittently has a positive sign, while the overall trend is negative. $R_{\parallel}$ increases with each successive experiment until the device breaks. We were not able to resolve any change of the device in SEM images for $j \leq 9.0 \times 10^{11}$ A/m$^2$. However, from the first sequence at $j = 9.5 \times 10^{11}$ A/m$^2$ until the destruction of the device we see clear changes arising at the lower left constriction of the structure. An exemplary image taken after the second repeat with highest $j$ is shown in Fig. 3(e). With the first burst of the fifth repeat the device breaks [cf. Fig. 3(f)] with droplets of material moving in electron flow direction.

We identified a correlation between $R_{\parallel}$ and $R_{\perp}$ where the physical origin of this resistance change needs to be clarified. In the following, we attempt to investigate whether local annealing due to the Joule heating may contribute to the observed behavior. To this end, we perform µXRD observations of selected x-ray diffraction peaks while performing pulsing experiments. Exemplarily, we show 2D diffractograms in Fig. 4. The positions of the x-ray focus are shown in Fig. 1(a). During the experiment, we do not observe any changes of the peak positions. To determine the crystallinity of the samples, we define regions of interest (ROI) around the peak positions and calculate the integrated intensity $I_{n,raw} = \sum_{pixel} I_{pixel}$ with $I_{pixel}$ being the counts of each pixel and $n$ being the experiment index. The x-ray intensity of the beamline varies slightly over time, so we normalize $I_{n,raw}$ to the background signal $I_{bg}$ which is the average pixel brightness calculated from an ROI that contains only diffuse scattering and fluorescence signals. In Fig. 5, we plot the normalized peak intensity $I_{n} = I_{n,raw}/I_{bg}$ divided by $I_{0}$ against the experiment index, which is essentially a number raised with each pulsing-relaxation sequence containing no information about $j$ or the pulsing direction. Because of the noisy signal, the measured value of $I_{n,0}$ is not suitable for normalization of the following measurements. Instead, we determine the normalization factor $I_{0}$ by applying a linear fit individually to each data set (n, $I_{n}$). Figures 5(a) and 5(b) show the data measured at the RT and HT samples, respectively. The error bars are calculated as $\Delta I_{n} = \sqrt{I_{n}}$ following Poisson statistics which implies the assumption of a perfect detector. This methodology underestimates the error but allows to compare data sets of varying peak intensities. Note that the data sets shown in Fig. 5(a) have varying errors which change systematically with measurement position and observed peak. We interpret this apparent inconsistency as an artifact due to the movement of the sample stage in combination with a measurement performed at imperfect diffraction condition. For the RT sample, $hv$ is chosen to capture...
FIG. 3. SEM experiment. Pulses using $\Delta t = 10 \, \mu$s are applied to a device on the RT sample with $x \parallel \text{MgO}[110]$. [(a) and (c)] $R_\perp$ response to bursts of different $j$. The colors of the data points match the arrows (red, black) in Fig. 1(a) to identify the pulsing direction and the relaxation phase (blue). Filled diamonds in (a) and (c) show the expected $\Delta R_\perp$ calculated from $R_x$ in (b) and (d) by FEM simulations considering identical resistivity changes in opposing constrictions. The open diamonds are scaled by a factor of two. [(a)–(d)] The background of the plots highlights which magnitude of $j$ is applied. Encircled letters in (c) mark the points at which the SEM images in (e) and (f) have been recorded. [(b) and (d)] $R_x$ is measured prior to a pulsing-relaxation sequence. [(e) and (f)] SEM images of the device after the second (e) and fifth (f) repeat with $j \leq 9.5 \times 10^{11} \, \text{A/m}^2$. The arrows in (e) indicate how the device was contacted [cf. Fig. 1(a)] with the negative polarity for pulsing in $x$ direction in the lower left.

simultaneously specular and off-specular peaks which comes with the cutback that neither peak is measured at optimized diffraction condition. As consequence, the measured intensity is highly sensitive to changes of the samples angles with respect to the beam. The peaks with comparably small error correlate with the movement direction of the stage along the $x$ direction. We reason this by a tiny mechanical instability of the setup, i.e., each time the sample stage moves it tilts slightly with respect to the beam. Due to this technical issue, which is most prominent for movements along $x$ direction, the brightness data scatters significantly more than expected from photon counting statistics. This mechanism has no effect on the measurement performed on the HT sample because $h \nu$ is optimized solely for the off-specular peaks and, thus, the measured peak intensity is stable with respect to small variations of the samples orientation. We repeat pulsing experiments either until the sign of the response inverts or the device breaks. $j$ is gradually increased to maintain a $\Delta R_\perp$ of similar magnitude. For the RT sample, the current density was in the range $j_{\text{RT}} = (7.0, \ldots, 7.8) \times 10^{11} \, \text{A/m}^2$ and $j_{\text{HT}} = (7.4, \ldots, 9.0) \times 10^{11} \, \text{A/m}^2$ for the HT sample, respectively. We do not observe any electrical response to the beam itself even for long exposure times. We therefore assume that the sample is not altered by the radiation during the experiment.
FIG. 4. µXRD experiment. Exemplary 2D diffractograms measured with monochromatic x-rays of energy $h\nu$. The reflexes result from the Nb film while the rings are due to the Al bonding wires. (a) RT sample measured with $h\nu = 11.2$ keV. (b) HT sample measured with $h\nu = 12.6$ keV. The low-intensity area at the bottom is caused by shadowing from the IC package.

Unfortunately, the signal-to-noise ratio is rather unsatisfying despite the integration times of up to 30 s per image. Instead of looking at the individual positions, we collect all data sets and apply a linear regression $y = y_0 + mn$ to extract the trend of peak intensity under repeated electrical pulsing. Each data point is weighted according to its individual error $\sigma_1$ from photon counting statistics. In Fig. 5, these regressions are visualized by the blue lines. We find a positive slope of $m_{\text{RT}} = 4.7\%_\circ \pm 0.2\%_\circ$ for the device on the RT sample ($y_{0,\text{RT}} = 1.000 \pm 0.002$). The fit result is dominated by the data points with comparably low error and, hence, the calculated uncertainty is small as well. The HT sample was destroyed during the experiment with index 7 where pulses were applied in $x$ direction. It can be seen in Fig. 5(c) that the peak intensity measured at the $x$ position after destruction is significantly reduced compared to the other positions. An optical micrograph verifies that indeed the $x$ constriction is the one which broke during the experiment. At the same time, the intensity reduction by only about 20% demonstrates that the x-ray spot is much larger than the destroyed area seen in the micrograph. Linear regression with $n = 0, \ldots, 6$ gives $m_{\text{HT}} = -3.1\%_\circ \pm 1.1\%_\circ$ and $y_{0,\text{HT}} = 0.999 \pm 0.004$. The given uncertainties are the parameter error estimates $\sigma$ obtained from the parameter covariance matrix of the linear fit. We interpret the µXRD data as indication for an enhanced crystallinity of the RT sample due to the electrical pulsing. The result for the HT sample aligns with this assumption since no enhancement of the µXRD peak intensity is observed, which is in line with the already good crystallinity [cf. Fig. 1(b)]. One could be even tempted to interpret the HT data as an indication for local destruction of the sample. An increasing pulse line resistance with simultaneous reduction of x-ray diffraction intensity would form a consistent picture. However, the significance of the negative slope of the linear regression is rather weak.
IV. DISCUSSION

When a sense current $I_s$ is passed through a material, the appearance of a transverse electric field is generally due to a breaking of the mirror symmetry of the resistivity about the current direction. For the AMR and SMR, this is due to $\rho_{yx} \neq \rho_{xy}$ and the current being neither parallel nor perpendicular to the magnetic moments. As we have shown in this study, one can observe a transverse voltage change induced by electrical pulses that largely resembles the electrical switching of the Néel order in antiferromagnets in devices that are nonmagnetic. Although the amplitude of this nonmagnetic response eventually reduces with successive pulsing, the decay can be marginal and looks like a practically constant amplitude over dozens of repeats.

We interpret our experimental findings on Nb films as a symmetry breaking on the (macroscopic) device level rather than on the microscopic level. Due to the Joule heating associated with the large current densities, a local variation of the film resistivity $\rho$ is created. This resistivity change $\Delta \rho$ is located in the constrictions of the device where $j$ is large compared to the rest of the device. In the following, we attempt to understand the experimental evidence presented before by a finite-element model. Figure 6(a) shows the locally resolved current density in our eight-arm devices during a pulse. Additionally, we consider another pulse-current distribution in cross-shaped devices, see Fig. 6(c), which we discuss later (cf. Refs. [3,18]).

The large current density in the constrictions of the device was shown to locally change the film crystallinity and to reduce the resistivity as a consequence. For the simplicity of our model, we consider local changes of the resistivity within the constriction as depicted in Fig. 6(b). In our example, the dimensions of the pulse line constrictions are about $2 \times 8 \ \mu m^2$ and each constriction accounts for $\sim 3\%$ of the total pulse line resistance $R_{x(y)}$.

Assuming that $\rho$ only changes within the constrictions, a change $\Delta R_x = R_x - R_{x,0}$ can be translated into a resistivity change within the constriction

$$\frac{\Delta \rho_x}{\rho} = \frac{R_x}{R_{x,0} - 0.94 \ \mu m^2} - 1 \quad (1)$$

with $R_{x,0}$ being the pulse line resistance before pulsing and $\Delta \rho_x$ being small. From the resistivity variation of the pulse line in Fig. 3(b), we calculate a maximum $\Delta \rho_x/\rho$ of about $-6\%$ (around burst index 495). Here, we measure $\Delta R_{xy} = 17.7 \ \mu m^2$. We then perform FEM simulations to check whether $\Delta \rho_x$ can account for $\Delta R_{xy}$. The resistivity of the film is set to $\rho_{RT}$ and the resistivity in the constrictions is $\rho_x = \rho_{RT} + \Delta \rho_x = 0.94 \ \mu O m$ [cf. Fig. 6(b)]. We then apply $I_x$ and find that a transverse voltage arises due to the symmetry break about the current direction. The simulated transverse resistance is $R_{xy} = 8.7 \ \mu m^2$. Note that the sign of $R_{xy}$ associated with $\Delta \rho_x$ depends on the measurement geometry. Throughout the manuscript we refer to the configuration shown in Fig. 1(a). In Fig. 6(a), one can see that the current density distribution in a constriction is inhomogeneous. The highest values of $j$ are located at the device's edges close to the probe lines and also outside of the area we allow for resistivity change. The local modification of $\rho$ will be concentrated where $j$ is highest.

We therefore attribute the discrepancy $\Delta R_{xy} \approx 2 \times R_{xy}$ to the simplicity of our model, i.e., the particular choice of the rectangular area of resistivity modification. Changing the profile from rectangular to convex or concave and adjusting the resistivity within to match the observed $R_x$ has only small effects on $R_{xy}$. In Fig. 3(a), we show full calculations with the model using rectangular constrictions, where the local resistivity variation is calculated on the basis of the change in pulse line resistance. We find that the observed transverse resistance is qualitatively well reproduced by the model, although quantitative discrepancies remain, which are probably due to the simplicity of the model. Thus our
conclusion is that the local change $\Delta \rho_{\perp}$ in the constrictions of our device contributes largely to the transverse voltage signals. In addition, the sign of the transverse voltage is the same in the FEM calculation and in the experimental low-current density regime of the RT sample. This implies that the sign change of the transverse resistance change in the experiment with the RT sample [cf. Fig. 2(a)] requires a local increase of the resistivity. This is consistent with Figs. 3(a) and 3(b), where the increase of pulse line resistance correlates with a sign reversal in the transverse voltage change. The “saw-tooth”-like electrical response of Figs. 2(a) and 2(b) is explained by considering that for pulsing along one direction the mirror symmetry of the devices local resistivity about $I_{x}$ is gradually broken with every pulse, whereas pulsing along the orthogonal channel restores the mirror symmetry by also reducing/increasing the resistivity in the other constrictions. We simulated this situation with the FEM model and show the result in Fig. 6(e) (right axis). After restoring the mirror symmetry by reducing the local resistivities along both $x$ and $y$ pulse lines, the transverse voltage drops back to zero within numerical accuracy.

Now we come back to the cross-shaped devices that were used in several previous studies [3,7,9,18]. In this configuration, the pulse voltage is applied to pairs of contacts as depicted in Fig. 6(c). Here, the maximum current density is found in the corners of the structure. The readout is done with a simple Hall configuration, see Fig. 6(d). As we lack detailed measurements to compare with, we just show the basic principle of how a transverse voltage could arise in this type of device. With respect to the Hall configuration, the mirror symmetry is again broken by the local resistivity change in the corners and restored by pulsing in the orthogonal direction. In the simulation, we consider $\rho \rightarrow \infty$ for simplicity in a small rounded area close to the corners [Fig. 6(d)]. Clearly, this gives rise to a transverse voltage, which can be seen by the distorted equipotential lines. Quantifying the local resistivity changes in this type of device is probably more difficult than in the star-shaped devices. It does therefore seem advisable to preferably make use of star-shaped devices in order to quantify the pulse line resistances for estimating the associated transverse voltage with FEM simulations.

Finally, in some cases a readout configuration as depicted in Fig. 6(f) is used, which we call “pseudolongitudinal.” Following previous symmetry-derived arguments, one would not expect an influence of the local resistivity changes. However, our FEM simulation shows that even in this case a change of the pseudo-longitudinal voltage picked up between the top-left and top-right contacts is visible when the constrictions along the $x$ and $y$ directions change resistivity, cf. Fig. 3(e). Here, the reason is that the current-density distribution moves along the $y$ direction, such that more current leaks into the film area between the pickup lines. Due to symmetry, this is not fully reversible by orthogonal pulsing and should lead to a “saw-tooth” signal with a prominent drift given by the inverse sign of the local resistivity change. This drift is readily visible in our simulation in Fig. 6(e). We also note that signal drifts may be ubiquitous as soon as the breaking and restoration of the device symmetry are not perfect, independent of the actual device shape.

V. CONCLUSION

We can conclude that we see two different counteracting mechanisms: on the one hand, the resistivity reduction which is probably due to crystallization. On the other hand, there is a mechanism that increases the resistivity and destroys the sample eventually. The annealing-like contribution should not be present in the HT sample which is already of good crystallinity. Consistently, we see only one sign of the transverse voltage change in the HT sample, which corresponds to a local increase of the resistivity according to the FEM simulation. The latter is supposedly related to electromigration, which transports material away from the constrictions, thereby creating voids in the material and increasing the local resistivity. The final destruction of the device goes along with a melting of the film and droplets of the material moving in electron flow direction [cf. Fig. 3(d)]. Electromigration has been investigated extensively decades ago in the course of microelectronics and is a well understood phenomenon [19–22]. It has been identified as the predominant reason for the failure of microstructures under electrical stress. Hence, electromigration is probably the essential mechanism underlying the apparent resistivity increase and eventual breakdown of the device. We note that both the annealing-like component as well as the electromigration-like component are thermally activated and depend on individual energy barriers $Q$ and the temperature $T$ via a Boltzmann factor [23]. In particular, according to Black’s equation [24]

$$\text{MTF} = \frac{A}{j^2} \exp \left( \frac{Q}{k_B T} \right)$$

the mean-time-to-failure (MTF) is a strong function of current density and temperature, where the film temperature itself depends strongly on the current density. Here, $k_B$ is the Boltzmann constant and $A$ is a scaling factor. Due to the high $j$ necessary to switch an AFM, the film temperature may rise by several hundred Kelvin during the pulses [3,4,25]. Thus experiments performed close to the destruction threshold of the devices are particularly prone to the electromigration-like component of the electrical response and results should be taken with care. In Fig. 7, we evaluate Black’s equation within two models, one calculated at fixed $T = 300$ K, and one calculated at an elevated temperature $T + \Delta T$, where $\Delta T$ is calculated as a pulse-averaged temperature with You’s formula [25] for a pulse width of 10 $\mu$s and typical parameters of the MgO substrate (see Ref. [3] for details). The parameters for Black’s equation are chosen as $Q = 0.6$ eV and $A = 2 \times 10^{17}$ $\text{A}^2/\text{m}^4$. While $Q$ is a typical value for grain-boundary self-diffusion [24], $A$ is chosen to roughly match the experimental destruction threshold of the device. It can be seen in Fig. 7(a), that the Joule heating is largely responsible for the short MTF for $j > 10^{11}$ $\text{A}/\text{m}^2$. Fig. 7(b) demonstrates that for $j > 10^{12}$ $\text{A}/\text{m}^2$, the pulse-averaged film temperature is elevated by more than 700 K and may reach even higher temperatures in the final stage of device breakdown, when the constriction becomes even more narrow due to the formation of cracks in the hot-spots. This is consistent with the observed droplets in the destroyed device, see Fig. 3(f). In the high-current density regime, Black’s equation is often rewritten as $\text{MTF} = A \cdot j^{-m} \exp (Q/(k_B T))$ to
calculate the transverse resistance change $\Delta R_{\perp,FEM}$ that originates solely from the inhomogeneous resistivity from the measured $R_{\text{long}}$. Now one can introduce an anisotropy to the resistivity, i.e., $\rho_{xx} \neq \rho_{yy}$, that may originate from AMR and/or SMR caused by a reorientation of the magnetic order. The corresponding transverse resistance change $\Delta R_{\perp,FEM}$ can be calculated easily if one assumes a homogeneous resistivity. We adjust $\rho_{xx}$ to match $R_{\text{long}}$ and $\rho_{yy}$ according to AMR theory. For a magnetically saturated switching, i.e., the constrictions and the center region are switched by a similar proportion, this assumption is reasonable. We find that this leads to approximately $\Delta R_{\perp,FEM} \approx 10 \times R_{\perp,FEM}$. Thus it is clear that an observed transverse response that is larger than what can be accounted for by the resistivity inhomogeneity must be due to a resistivity anisotropy and might originate from the magnetic order.

Using a chemically stable capping layer may reduce the surface contribution to the electromigration. However, the volume contributions of the electromigration can not be reduced by cap layer engineering. As electromigration is a directed transport along the direction of electron flow, one may use single-cycle AC current pulses instead of DC pulses, similar to a previous experiment with CuMnAs [26]. If the current pulses are short enough, this should greatly reduce the directed transport, thereby increasing the device lifetime by orders of magnitude [27]. As consequence, the resistivity-enhancing component of the transverse electrical response should be substantially reduced. However, the purely thermal, annealing-like contribution would still be present. This contribution should be relatively easy to remove by pulsed-current annealing the device with a larger current density before systematic investigations of the Néel-order switching are performed. In all cases, it is mandatory to carefully monitor the pulse line resistances and the repeatability of an electrical Néel-order switching experiment to avoid possible confusion of the true planar Hall signal due to switching and the resistive contributions.

During this investigation, we did not observe time dependent longitudinal or transversal resistance changes during the relaxation. Hence, we conclude that the temperature of our device is constant in that time, which is in line with You’s calculation that predicts a decay of the device temperature within tens of microseconds after the pulse current is switched off [cf. inset of Fig. 7b]. Our experiments therefore provide no evidence that supports the presence of lateral temperature gradients seconds after the pulse, which were suggested by Chiang et al. [13]. They also noticed a significant change of the longitudinal resistance in their devices which they do not discuss with regard of its effect on the measured $R_\perp$ (cf. Suppl. of Ref. [13]). A model based on thermal gradients can also not explain the positive or negative signs of the transverse voltage that correlate with the pulse line resistance changes. Following our model, this longitudinal resistance change can explain their observation without the assumption of any temperature gradients. We thus conclude that an explanation solely based on thermal gradients and associated thermovoltages is inconsistent with our data. As a final remark, we note that we performed similar experiments with films of Ti, V, Mo, and Ta with various degrees of crystal quality, which support our conclusions.
VI. SUMMARY

In summary, we investigated the resistive response of star-shaped devices often used in switching experiments with antiferromagnets. We used Nb thin films of different crystallinity and observed different responses in films with either polycrystalline or epitaxial growth. We reason that a change of the resistivity in the constrictions of NiO samples in the planar Hall effect geometry. From simulations that are in semiquantitative agreement with the experimental data. We attribute the decrease and increase of resistivity change in the constrictions and perform FEM simulations, that can be done with, e.g., the free software FEMM, may help in ruling out possible artifacts. Our intention with this manuscript is to sensitize the community to carefully examine each experimental finding in regard of possible nonmagnetic contributions. We do not judge any already published work regarding electrically induced magnetic switching individually.
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