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Abstract
Transformer networks have been a focus of research in many fields in recent years, being able to surpass the state-of-the-art performance in different computer vision tasks. However, in the task of Multiple Object Tracking (MOT), leveraging the power of Transformers remains relatively unexplored. Among the pioneering efforts in this domain, TransCenter, a Transformer-based MOT architecture with dense object queries, demonstrated exceptional tracking capabilities while maintaining reasonable runtime. Nonetheless, one critical aspect in MOT, track displacement estimation, presents room for enhancement to further reduce association errors. In response to this challenge, our paper introduces a novel improvement to TransCenter. We propose a post-processing mechanism grounded in the Track-by-Detection paradigm, aiming to refine the track displacement estimation. Our approach involves the integration of a carefully designed Kalman filter, which incorporates Transformer outputs into measurement error estimation, and the use of an embedding network for target re-identification. This combined strategy yields substantial improvement in the accuracy and robustness of the tracking process. We validate our contributions through comprehensive experiments on the MOTChallenge datasets MOT17 and MOT20, where our proposed approach outperforms other Transformer-based trackers. The code is publicly available at: https://github.com/amitgalor18/STC_Tracker

1. Introduction
The task of multiple object tracking in video has been the center of much focus in computer vision research in the past few years, with various real-world applications (e.g., autonomous vehicles, sports analysis, surveillance, etc.). One of the most comprehensive benchmarks dedicated to this task is MOTChallenge [1], having several datasets such as MOT17 and MOT20 which consist of fully annotated videos of pedestrians in various scenarios and environments. The goal of the tracker in the challenge is to infer the positions of each of the pedestrians in each frame while retaining their identities throughout the trajectories. There is a distinction in the challenge between online (causal) trackers which only use past and current frame information for the inference of a current frame and offline (non-causal) trackers that have access to information from all the video frames and can therefore infer on a current frame using future frame information. Much research was done using these datasets [2], with many trackers using different approaches to complete the task. One of the major breakthroughs in the field was SORT (Simple Online and Realtime Tracking) [3], having simplified the task and dividing it into several sub-tasks: Detection of all the pedestrians in the frame, association (Re-ID) between previous tracks (trajectories) and new detections, and prediction of track locations using a motion model. The association sub-task was done using the well-known Hungarian Algorithm [4], and the track prediction was done using a standard Kalman filter [5]. The method was further improved in the publication of DeepSORT [6], which introduced the use of a neural network for the detection subtask. Many more trackers in the following years used this Tracking-by-Detection paradigm [7]–[10], which introduced mainly improvement to the detector network and the track management methods, while some trackers featured a separate network for occlusion handling [11], advanced methods of assignment [12], [13] or camera motion compensation [7], [12], [14]. Other trackers proposed to combine the detection with other components (e.g., appearance embedding, motion model, association) in one module [8], [15]. In the last few years, several trackers [16]–[19] introduced frameworks based on Transformer networks [20] for MOT to benefit from the advantages of the generalizability of the model. The main advantage is the ability of the encoder-decoder architecture to encode features from the scene using a CNN (Convolutional Neural Network) [21] or PVT [22] while also encoding information about relationships between different parts of the scene and then decode the queries with a one-to-
one assignment to objects. Transformer architectures have been shown to achieve better performance than CNN-based methods on several benchmarks, with great flexibility in the tasks they can complete [23]. Nevertheless, with limited data, transformer-based trackers still fail short of surpassing trackers based on state-of-the-art object detectors, either from detection imprecision or inaccurate track motion prediction.

The main contributions of this paper are summarized as follows: Our tracker is an attempt to improve upon a transformer-based tracker using post-processing methods for motion model estimation and re-identification. We show that a tuned Kalman filter performs better than the transformer motion tracking branch, and therefore reduces association errors. We introduce a modified implementation of the Kalman filter that is better optimized for the problem and includes integrated information from the network detection branch. As shown in 4.3 it indeed achieves better results in the HOTA and IDF1 evaluation metrics and competitive results on the MOTA metric on both MOT17 and MOT20 test datasets.

2. Related Work

Transformers. In Multiple Object Tracking, the input is a sequence of frames. The encoder-decoder transformer architecture is therefore designed to encode the representations of the frames, use self-attention to reason about the objects in the scene and the encoder-decoder attention to access information from the whole frame. The self-attention helps preventing Identity Switches (IDSWs), terminate occluded tracks and initiate new tracks. Both Transtrack [17] and TrackFormer [16] use sparse object queries to detect new objects and initialize tracking based on the DETR (Detection Transformer) [23] architecture method, and track queries to keep information about the different objects across the frames, to achieve multi-frame attention. The most significant difference between the two is the association stage, in which TrackFormer took a point-based approach and TransTrack uses bounding-box-based association. MOTR [18] also employs a track query strategy but uses a temporal aggregation network to learn stronger temporal relations and obviate the need for IoU-based matching or Re-ID features. TransCenterV2 [19] took a different approach and achieved the best results out of all the Transformer-based trackers in the MOTChallenge benchmark [1], and therefore was chosen as the basis for our tracker. TransCenter trains pixel-wise dense queries to learn point-based tracking of pedestrian heatmap centers and sizes. They feed multi-scale tracking and detection queries into the decoder in order to find objects at different resolutions of the feature maps. It improved the efficiency by abandoning the heavy ResNet [21] based feature extraction and using the PVT (Pyramid Vision Transformer) [22] architecture as an encoder. TransCenter also uses pixel-level dense queries for detection, to avoid the insufficient number and the overlapping nature of sparse queries without positional correlations. The track queries are kept active even when the object is not found for a few frames, in case it reappears after an occlusion. The main drawback is that the spatial information embedded into the query does not keep motion information from the past, limiting its accuracy and preventing the application for long term occlusions. Kalman Filter. Most of the trackers using the track-by-detection paradigm use the famous Kalman filter [5] to estimate the object’s motion model and hence predict the location of the object in each frame. Kalman filter is an efficient, unbiased, optimal minimum-error estimator for linear dynamics. The implementation of the Kalman filter that appeared in DeepSORT [6] was successfully used by many more modern trackers [8], [9], [24], [25], however this implementation can be improved with a careful choice of the state vector and measurement vector, as well as integration of additional information from the detector for the measurement noise estimation. Kalman filter allows a more precise association based on position, even in scenarios where the detector performs poorly, e.g., during occlusions or crowded scenes. Re-ID. Re-ID is the task of differentiating between different instances of the same class, and retaining the identity of an object seen in multiple occasions. Many works were conducted on optimal methods to represent an object’s appearance, either by multiple views or with a single camera [27]–[31], by using graph collaboration, clustering methods or dedicated neural networks. Retaining an object’s identity in a crowded scene is one of the main challenges in MOT. Several trackers use the same network for object detection and for extracting appearance features [8], [32] in order to increase efficiency, while other methods use a separate deep neural network to extract features from the detected objects [6], [25]. Several methods train both networks together in order to achieve both efficiency and high performance [24], [33]–[35]. A different approach utilized a GAN (Generative Adversarial Network) to augment the expected pose of the pedestrians in each frame [36]. The latest work [7] uses the Strong Baseline for person Re-identification [37] and the FastReID pytorch library [38], since this network achieves high performance on many person re-identification tasks. We chose this network since it was pre-trained on person re-identification datasets and has a simple implementation.

3. Proposed Method

3.1. Overview

Our tracker, STC (Strong-TransCenter) is based on TransCenter [19] with two main modifications integrated into the algorithm: A fine-tuned Kalman filter [5] and an Em-
Figure 1: A flowchart overview of our STC tracker. The TransCenter [19] main architecture was simplified on the left. The additional blocks are in dark red (Kalman filter 3.2 and Embedding Network 3.3) and the modified blocks are in purple. The detection and track positions are used to calculate the GIoU distances [26], while the detection and track embeddings are used to calculate the appearance distance. The cascade matching contains two association steps that match new detections with existing tracks using a combined appearance and GIoU score. The Re-ID module attempts to match remaining detections with inactive tracks. The post-processing block is an optional addition, as in [7], [9], [25] and described in 4.4. The area in pink background is further detailed in Fig 3.

Embedding Network based on FastReID [38]. A flowchart of our tracker pipeline is presented in Fig 1. The TransCenter main encoder-decoder architecture was kept as is. It takes as input two consecutive frames at a time and outputs the object location heatmaps with great performance. The modifications to the algorithm were focused on the track management, track localization and track-detection association. The cascade matching block contains two-step association depending on detection confidence as in [9], and a third Re-ID association. The first association stage matches active tracks in memory to new objects detected by the transformer with a high detection score. The second association stage matches the remaining active tracks with objects detected with low detection score. The third association matches the remaining detected objects with inactive tracks (tracks that were lost recently) and attempts to recover them back to the active tracks list. All three associations were adapted to include both a proximity score (GIoU - generalized Intersection over Union [26]) and an appearance score based on embedding from an Embedding network. An optional offline module was added and discussed in 4.4.

### 3.2. Kalman Filter

Kalman filter in a tracking task is used on trajectories to propagate each track’s location to the next frame (Kalman predict phase), while the Kalman motion model is updated every time a track is associated to a new detection (Kalman update phase). Given an estimated state vector:

\[
x_k = \phi_k x_{k-1} + w_k
\]  

Where \( \phi_k \) is the state transition matrix and \( w_k \) is a white processing noise, and an observation:

\[
z_k = H_k x_k + v_k
\]  

Where \( z_k \) is a measurement at frame \( k \), \( H_k \) is the observation matrix (the ideal relation between measurement and state vector), and \( v_k \) is a white measurement noise, the two steps can be represented by these recursive equations for each frame \( k \in \mathbb{N} \):

**predict phase:**

\[
\hat{x}_k^- = \phi_k \hat{x}_{k-1}^-
\]

\[
P_k^- = \phi_k P_{k-1}^+ \phi_k^T + Q_k
\]

**update phase:**

\[
K_k = P_k^- H_k^T (H_k P_k^- H_k^T + R_k)^{-1}
\]

\[
\hat{x}_k = \hat{x}_k^- + K_k (z_k - H_k \hat{x}_k^-)
\]

\[
P_k = (I - K_k H_k) P_k^-
\]  

Where \( \hat{x}_k^- \) is the prior estimate, \( \hat{x}_k \) is the updated estimate, \( P_k \) is the updated estimate covariance matrix, \( P_k^- \) is the prior estimate covariance matrix \( K_k \) is the Kalman gain, \( Q_k \) is the process noise covariance, and \( R_k \) is the measurement noise covariance. The implementation we chose was based on the work of DeepSORT [6] but the state vector and measurement representation were amended:
Therefore we modified the measurement noise vector from the detector network, usually taking the form:

\[ \zeta = [x_{tl}, y_{tl}, x_{br}, y_{br}] \]  

(6)
to the same form of the state vector:

\[ z = [x_c, y_c, \alpha, h] \]  

(7)

Where \((x_{tl}, y_{tl})\) are the top left corner coordinates and \((x_{br}, y_{br})\) are the bottom right corner coordinates. Accordingly, the common implementations choose the observation matrix to be the trivial projection matrix from state space to measurement space for the 4 position arguments, and zeros for the 4 velocity arguments:

\[ H = [I]_{4 \times 4}[0]_{4 \times 4} \]  

(8)

However, as seen in equation 2, the measurement noise \(v_k\) is not included in this conversion. In order to get a more accurate estimation of the noise, we chose to use the original measurement such that \(z = \zeta\) and the transformation will be done using the observation matrix:

\[
\begin{bmatrix}
1 & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 \\
1 & 0 & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & \frac{1}{2} & 0 & 0 & 0 & 0 
\end{bmatrix}
\]  

(9)

Moreover, in order to get a more accurate estimate of the measurement error of the detector, we used the detection heatmap that is predicted by the transformer network before the creation of the detection bounding boxes. For each detection peak in the heatmap, we calculated the FWHM (Full Width Half Maximum) around the peak in the x and y directions, as demonstrated in Fig 2. The heatmap can be correlated to a probability distribution, and it is known that for a Gaussian distribution with standard deviation \(\sigma\):

\[ \text{FWHM} \propto \sigma \]  

(10)

Therefore we modified \(R\), the covariance matrix of measurement noise \(v_k\), introduced in equation 2, as follows:

\[
R = \begin{bmatrix}
\alpha \cdot F_x^2 & 0 & 0 & 0 \\
0 & \alpha \cdot F_y^2 & 0 & 0 \\
0 & 0 & \alpha \cdot F_x^2 & 0 \\
0 & 0 & 0 & \alpha \cdot F_y^2 
\end{bmatrix}
\]  

(11)

Where \(F_x\) and \(F_y\) are the FWHM of the relevant detection in directions x and y respectively, and \(\alpha = 1\) is a constant, chosen after optimization. Different combinations of FWHM, constants, and the original width and height measures were tested and the best results were achieved with the simple approach presented in equation 11. We found that this modification is particularly helpful in scenes with a dynamic camera or objects with varying sizes such as those in the MOT20 dataset, and not very helpful in scenes with a static camera and objects of roughly the same size, such as those in the MOT20 dataset. The integration of motion model estimation allows a more precise track position estimation and prevents misdetections and IDSWs, especially in cases where the detection is difficult.

### 3.3. Embedding Network

In order to tackle the problem of IDSWs, especially in cases of crowded scenes with many possible matches in close proximity, we incorporated a method to base association on appearance instead of only GIoU. The implementation we chose was the FastReID library [38], based on the SBS architecture [37] with ResNeSt50 backbone [39]. The model was trained on the MOT17 and MOT20 train sets as in [7]. Attempts were made to use the features derived from the TransCenter transformer itself as the object embeddings but it achieved poor results compared to the SBS network, which was trained specifically for the Re-ID task. The network creates an embedding vector to represent the image patch containing the detected object using the heatmap centers’ locations from the transformer. After every matching with a high enough detection score, the embedding vector is updated as the new appearance of the associated track. This is because a low score detection from the transformer network usually correlates with a problematic visual detection, e.g., a partially occluded object, that does not represent the object’s regular appearance. The update is applied using an EMA (Exponential Moving Average), as in [7] and [8]. The
embedding vector for track $i$ at frame $k$ will be therefore updated as such:

$$e_i^k = \alpha e_i^{k-1} + (1 - \alpha) f_i^k$$  (12)

Where $f_i^k$ is the appearance embedding of the current matched detection and $\alpha = 0.9$ is a momentum term.

As demonstrated in Fig 3, the difference between our suggested association and the association of the baseline Transcenter is both the integrated Kalman filter and the added Embedding network that allows a combined distance for matching. In every association stage an embedding distance is calculated between all the existing tracks and the new detections, as the cosine similarity between the track embedding $e_i^k$ and the new detection embedding $f_j^k$. As in [7], the combination of GIoU score and appearance embedding score was done by taking the minimum value between the two:

$$C_{i, j} = \min \{ d_{i, j}^{\text{giou}}, d_{i, j}^{\text{emb}} \}$$  (13)

Where $C_{i, j}$ is the $(i, j)$ element of cost matrix $C$. $d_{i, j}^{\text{giou}}$ is the GIoU distance between the $i$-th track bounding box and the $j$-th detection bounding box, representing the motion cost. $d_{i, j}^{\text{emb}}$ is the cosine distance between the average track appearance vector $i$ and the new detection appearance vector $j$. $d_{i, j}^{\text{emb}}$ is our new appearance cost. Before combining the distances we filter out potential matches that don’t comply with chosen thresholds for appearance distance and GIoU distance. The chosen set of thresholds differs in our case since we used GIoU [26]) instead of the regular IoU. The thresholds were chosen empirically using a grid search. The association itself, after creating the cost matrices, is our new appearance cost. Before combining the distances we filter out potential matches that don’t comply with chosen thresholds for appearance distance and GIoU distance. The chosen set of thresholds differs in our case since we used GIoU [26]) instead of the regular IoU. The thresholds were chosen empirically using a grid search. The association itself, after creating the cost matrices, is done using the Hungarian algorithm [4].

4. Experiments

4.1. Dataset and Evaluation Metrics

The experiments were conducted on the MOT17 dataset [1] which is composed of 7 videos for training and 7 videos for testing, and the MOT20 dataset [40] which is composed of 4 videos for training and 4 videos for testing. The videos feature many pedestrians in various natural scenarios (streets, shopping centers etc.) with different lighting conditions, static or moving camera, different camera fps and resolution etc. The train set contains annotation files with bounding box locations for every object in every frame. The test set has only the videos available while performance evaluation is done using the MOTChallenge website with restrictive measures to avoid overfitting. Methods in the MOTChallenge are evaluated using several main metrics.

MOTA (Multiple Object Tracking Accuracy) [41] has been used as the main evaluation metric for MOT for many years. It is calculated by the formula:

$$\text{MOTA} = 1 - \frac{FN + FP + IDSW}{GT}$$  (14)

Where $FN$, $FP$, $IDSW$, and $GT$ are the numbers of false negatives (misses), false positives, IDSWs and ground truth labels respectively in all the frames of the sequence. This metric places a greater emphasis on detection-based errors and is therefore more useful when evaluating a tracker’s detector.

MOTP (Multiple Object Tracking Precision) [41] is the measure of position precision, regardless of of the detection and identification skills of the tracker. It is calculated as:

$$\text{MOTP} = \frac{D}{M}$$  (15)

Where $D$ is the sum of distances between predicted positions and ground truth positions, and $M$ is the number of matches found for all frames.

IDF1 [42] is a measurement of the tracker’s ability to retain all of the objects’ identifications throughout the sequence, and is based on the standard F1 score that balances between precision and recall in classification tasks. It is widely used in the MOTChallenge benchmark and is calculated by the formula:

$$\text{IDF1} = \frac{2 \text{IDTP}}{2 \text{IDTP} + \text{IDFP} + \text{IDFN}}$$  (16)

Where IDFP, IDFN and IDTP are identification false positive matches, false negative matches and true positive matches.

HOTA (Higher Order Tracking Accuracy) [43] is a relatively new evaluation metric that aims to balance between the ability of a tracker to detect all objects and associate their individual identifications in one number. It is calculated by the formula:

$$\text{HOTA} = \sqrt{\frac{\sum_c \text{A}(c)}{|TP| + |FN| + |FP|}}$$  (17)

Where $TP$, $FN$, and $FP$ are the detection true positives, false negatives, and false positives respectively, and each $TP$ of interest $c$ has a weighted metric $\text{A}(c)$ that weighs the association true positives, false negatives and false positives $TPA$, $FNA$ and $FP A$, as thoroughly explained and illustrated in [43]. This evaluation method produces more intuitive performance scores in many scenarios, so we consider it a better evaluation metric for the MOT task.

MT (Mostly Tracked) and ML (Mostly Lost) metrics are intended to get an intuitive sense of the extreme cases of the
best and worst trajectories to complement the MOTA metric which averages everything, but they are ambivalent to IDSWs. Therefore, like MOTA, these metrics give greater emphasis to the detector performance.

4.2. Implementation

Our proposed method was implemented in Python and is available on GitHub. The inference run for our submitted MOTChallenge results was done on a computer with an Intel Xeon Silver 4110 CPU, and a Geforce GTX 1180 Graphics card with 8GB VRAM. We conducted the execution of the original TransCenter method on the same hardware configuration to recreate their results and directly compare it to our proposed method. This comparison encompassed performance metrics as well as runtime. Notably, our STC tracker demonstrated only a slight decrease in FPS (7%-17%) compared to the TransCenter baseline, primarily attributed to the additional embedding network. Running our tracker without the embedding network yielded the exact same FPS as the baseline, highlighting that our performance improvements did not significantly impact runtime efficiency. Please note that we did not include an FPS (runtime) column in our results table due to variations in hardware configurations across different methods in the literature. While we executed our proposed STC tracker and the original TransCenter method on the same hardware for a direct performance comparison, many published methods employed significantly more powerful hardware setups. Therefore, adding FPS values to the table could lead to misleading comparisons. The results rely on a series of thresholds for different parts of the pipeline. The high detection threshold for the first association stage is $0.3$ in MOT17 and $0.5$ in MOT20, and the low detection threshold for the second association stage is $0.1$, based on the detection confidence score as in [19]. The threshold for the embedding distance and GIoU distance are $0.4$ and $1.0$ respectively. Based on the combined distance, the matching threshold for the linear association itself is $0.9$ for the first association and the Re-ID recovery association, and $0.4$ for the second association, since the second association considers detections with lower confidence.

4.3. Results

Table I and Table II present results on the MOT17 and MOT20 test datasets, respectively. We can see that STC outperforms the trackers that used the same pretraining conditions in terms of the HOTA and IDF1 metrics by a great margin, while the MOTA metric, MT and ML are roughly the same as the baseline tracker. Our MOTP is similar to TransCenter as expected, since the track positions after the association stage are taken as the detection positions. The FN and FP measures can be quite noisy since they are very sensitive to tracking thresholds, thus they are not reliable evaluators by themselves, but the balance between them can...
indicate different tendencies of trackers to prefer misdetection over false-detection or vice versa. The combination of the lower IDSWS rate and the similar FN rate compared to the baseline tracker demonstrates both the performance of the accurate detection process by the original TransCenter transformer [19], and the ability of the Kalman filter and improved association to track more consistently. It is worth noting that STC outperforms all of the transformer-based methods in the HOTA and IDF1 metrics.

4.4. Offline modules

The tracker we presented is an **online** tracker (causal), which means it generates the prediction for the track locations on each frame only based on information from the current and previous frames. Other trackers [25], [53], [54] developed methods for offline tracking (non-causal), which have the advantage of using information from future frames as well. These trackers can be used for various tasks such as sports analysis or analysis of past surveillance videos, but not for real-time tasks which require immediate response. Nevertheless, we decided to test two non-causal features in our ablation study 4.5 - AFLink and GSI, both of which were developed in the work of StrongSORT [25].

**AFLink** (Appearance-Free Link) is a linking algorithm, predicting connectivity between two trajectories based on the spatio-temporal information, i.e., the change of their respective positions through time. It is essentially able to conclude whether two predicted tracks by the original tracker are in fact from the same object and therefore decrease the number of IDSWSs.

**GSI** (Gaussian-smoothed Interpolation) is an interpolation algorithm, intended to fill gaps in predicted trajectories by the original tracker. It models the trajectory as a gaussian process with a function kernel in order to interpolate the track’s position in the missing segment.

4.5. Ablation Study

In our ablation study we compared the added modules described in 3 that make up our proposed method STC, as well as the offline modules described in 4.4 that we explored on top of STC and the original TransCenter [19]. The AFLink and GSI modules are the non-causal features developed in [25] and described in 4.4. As we can see in the results Table III the AFLink module mainly improves the IDSWS number and has no significant effect on the main metrics. The GSI module has a significant effect on the number of FP (false positives) and FN (false negatives, i.e., misdetections) since it was able to complete missing trajectories but at the same time generated false trajectories, and the balance between them indeed improved the main evaluation metrics in several configurations, depending on parameters of the GSI function. In order to optimize the association step between tracks and new detections we tested association using only the appearance embeddings (noted as "Only Embedding"), with the addition of the default implementation of the Kalman filter based on DeepSORT [6] (noted as "Default Kalman") and with the addition of our improved implementation of the Kalman filter (noted as "Improved Kalman"). The improved Kalman and the embedding network together make up our STC tracker. Using only the embedding distance caused a very high number of IDSWS and poor metric results as expected, since it caused the association to match tracks and detections with no regard to their positions. Using only the improved Kalman filter, without using the embedding distance, i.e., not using the appearance feature at all, caused a slightly smaller number of FP but higher number of IDSWS. We can also see that the improved Kalman filter contributes to all the metrics compared to the default Kalman implementation, which confirms that modifying the state vector, correcting the measurement projection matrix and adapting the measurement noise covariance matrix using the detection heatmap FWHM are an effective way to fine-tune the tracker to the required task. The last experiment is testing the classic method of fusing the embedding and GIoU scores for the final association distance, using the formula:

\[
Dist = \lambda \cdot d_{emb} + (1 - \lambda) \cdot d_{giou} 
\]

Where \( Dist \) is the fused association distance, \( d_{emb} \) is the appearance embedding distance, \( d_{giou} \) is the bounding box GIoU distance and \( \lambda \) is a configurable parameter for the respective weight, that we chose as 0.5 for this example after testing various values. We found that like in [7] the best way to utilize the information from the embedding distances is by using the minimum between the two distances. The minimum is taken after filtering the GIoU distance with a higher threshold to guarantee the track predicted position and the positions of the potential matches are close, before considering a match based on appearance.

4.6. Qualitative Analysis

Another method of analysis included plotting bounding boxes to indicate true positive tracking (TP) in green, false negative (FN) in red and false positive (FP) in pink. An additional example for improved tracking is demonstrated in Fig 6, in which the indicated boxes show a pedestrian that is almost entirely occluded and was detected by the Transformer attention mechanism in the wrong position, but the addition of a motion model made it possible to associate it to the existing track in our STC tracker. The original TransCenter managed to detect the mostly occluded pedestrian but positioned the track in the wrong location, causing both an FN in the ground truth location and an FP in the tracker predicted location. Our STC tracker managed to predict the correct location in this scenario due to the added Kalman-based motion model. This demonstrates both the ability of
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\text{ing the appearance feature at all, caused a slightly smaller}
\text{number of FP but higher number of IDSWS. We can also see}
\text{that the improved Kalman filter contributes to all the met-}
\text{rics compared to the default Kalman implementation, which}
\text{confirms that modifying the state vector, correcting the mea-}
\text{surement projection matrix and adapting the measure-}
\text{ment noise covariance matrix using the detection heatmap}
\text{FWHM are an effective way to fine-tune the tracker to the}
\text{required task. The last experiment is testing the classic}
\text{method of fusing the embedding and GIoU scores for the}
\text{final association distance, using the formula:}
\text{\[Dist = \lambda \cdot d_{emb} + (1 - \lambda) \cdot d_{giou}\]}
\text{Where \( Dist \) is the fused association distance, \( d_{emb} \) is the}
\text{appearance embedding distance, \( d_{giou} \) is the bounding box}
\text{GIoU distance and \( \lambda \) is a configurable parameter for the}
\text{respective weight, that we chose as 0.5 for this example after}
\text{testing various values. We found that like in [7] the best way}
\text{to utilize the information from the embedding distances is}
\text{by using the minimum between the two distances. The min-}
\text{imum is taken after filtering the GIoU distance with a higher}
\text{threshold to guarantee the track predicted position and the}
\text{positions of the potential matches are close, before consid-}
\text{ering a match based on appearance.}
\text{Qualitative Analysis}
\text{Another method of analysis included plotting bounding}
\text{boxes to indicate true positive tracking (TP) in green, false}
\text{nega"}
the transformer attention mechanism to infer the existence of occluded objects and the assistance of the motion model in predicting the location of lost objects.

5. Conclusion

In this paper, we explored the problem of multi-object tracking and demonstrated the potential of a Transformer-based tracker on the MOTChallenge MOT17 and MOT20 benchmark datasets. We addressed one of the weakest components of the transformer - its motion estimation branch - and demonstrated the benefits of including a fine-tuned Kalman filter for motion estimation while choosing a more accurate representation of the measurement vector and estimating its error. Moreover, we found that integrating a combination of appearance embedding and position in the track association stage reduces association errors as demonstrated by the IDF1 metric. Our tracker is currently ranked first among the transformer-based trackers in the MOTChallenge datasets in terms of HOTA and IDF1, indicating the merits of our modifications. Looking ahead, we believe future research into transformers and their tailored implementation for the MOT task might lead to an all-in-one transformer-based tracker without the need for additional modules.
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