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## ABSTRACT

To evaluate the impact of stellar feedback, it is critical to estimate the mass outflow rates of galaxies. Past estimates have been plagued by uncertain assumptions about the outflow geometry, metallicity, and ionization fraction. Here we use Hubble Space Telescope ultraviolet spectroscopic observations of the nearby starburst NGC 6090 to demonstrate that many of these quantities can be constrained by the data. We use the Si IV absorption lines to calculate the scaling of velocity ($v$), covering fraction ($C_f$), and density with distance from the starburst ($r$), assuming the Sobolev optical depth and a velocity law of the form: $v \propto (1 - R_i/r)^\beta$ (where $R_i$ is the inner outflow radius). We find that the velocity ($\beta = 0.43$) is consistent with an outflow driven by an $r^{-2}$ force with the outflow radially accelerated, while the scaling of the covering fraction ($C_f \propto r^{-0.82}$) suggests that cool clouds in the outflow are in pressure equilibrium with an adiabatically expanding medium. We use the column densities of four weak metal lines and CLOUDY photoionization models to determine the outflow metallicity, the ionization correction, and the initial density of the outflow. Combining these values with the profile fitting, we find $R_i = 63$ pc, with most of the mass within 300 pc of the starburst. Finally, we find that the maximum mass outflow rate is $2.3 \, M_\odot \, yr^{-1}$ and the mass loading factor (outflow divided by the star formation rate) is 0.09, a factor of 10 lower than the value calculated using common assumptions for the geometry, metallicity and ionization structure of the outflow.
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## 1 INTRODUCTION

Strangely, most of the gas within a galaxy is not near stars (Songaila 1997; Adelberger et al. 2003; Tumlinson et al. 2011; Werk et al. 2014; Peeples et al. 2014; Wakker et al. 2015). The circum-galactic medium extends to radii greater than 150 kpc, is metal rich, and spans a range of temperatures (Songaila 1997; Werk et al. 2014; Peeples et al. 2014). Further, this reservoir of gas is massive, containing up to three times more mass than gas within discs (Werk et al. 2014). Even though the gas extends more than 150 kpc from the stellar disc, the metal enrichment implies that the gas originated within the stellar disc. What could loft so much mass out of discs?

High-mass stars inject energy and momentum into the ISM through high energy photons, cosmic rays, and supernovae, together commonly called stellar feedback (Weaver et al. 1977; McKee & Ostriker 1977; Chevalier & Clegg 1985; Heckman et al. 1990; Murray et al. 2005; Thompson et al. 2005; Everett et al. 2008; Socrates et al. 2008; Hopkins et al. 2012, 2014a; Kim & Ostriker 2015; Kimm et al. 2015; Bostard et al. 2016). If the stellar feedback is highly concentrated, then the combined energy and momentum drives gas out of star forming regions into a galactic outflow (Heckman et al. 1990, 2000; Veilleux et al. 2005; Erb 2015). Galactic outflows may enrich the large reservoir of cirum-galactic gas, while also removing metals from low-mass galaxies to create the mass-metallicity relation (Tremonti et al. 2004; Finlator & Davé 2008; Peeples & Shankar 2011; Andrews & Martini 2013; Zahid et al. 2014; Creasey et al. 2015; Christensen et al. 2015). However, accurate mass outflow rates are required to constrain these relations.

Observations of galactic outflows are challenging. First, galactic outflows are multi-phase, with emission from hot
X-ray emitting plasma (Griffiths et al. 2000; Strickland & Stevens 2000; Strickland & Heckman 2009), to ionized hydrogen (Lynds & Sandage 1963; Bland & Tully 1988; Shopbell & Bland-Hawthorn 1998; Westmoquette et al. 2009; Newman et al. 2012; Arribas et al. 2014), and even cold molecular gas (Weiß et al. 1999; Matsushita et al. 2000; Leroy et al. 2015). Second, outflows are diffuse, and probing outflows with emission lines is challenging and limited to only the local universe. Recent studies use optical (Heckman et al. 2000; Martin 2005; Rupke et al. 2005b; Chen et al. 2010), near UV (Weiner et al. 2009; Martin & Bouché 2009; Steidel et al. 2010; Diamond-Stanic et al. 2012; Kornei et al. 2012; Erb et al. 2012; Rubin et al. 2014) and far UV absorption lines (Pettini et al. 2000, 2002; Shapley et al. 2003; Grimes et al. 2009; Leitherer et al. 2013; Chisholm et al. 2015; Heckman et al. 2015; Wood et al. 2015; Chisholm et al. 2016) to study the diffuse gas within outflows. While these studies have hinted at the role outflows play in removing gas from the discs of galaxies, the mass outflow rate calculations are plagued by uncertain assumptions.

To calculate the mass outflow rate from absorption lines, an observed column density and velocity are converted into a total mass outflow rate. The first step converts the observed ion density to a total Hydrogen density through an assumed metallicity and ionization correction (Rupke et al. 2005b; Heckman et al. 2015). The Hydrogen column density is then converted into a total Hydrogen mass through an assumed geometry, typically a thin shell. These studies make four key assumptions: (1) that the absorption lines are optically thin (2) that the measured ion is the dominant ionization state, and there is no ionization correction (3) that the metallicity of the outflow is consistent with the ISM of the galaxy and (4) that the outflow is a spherical shell with a radius of 5 kpc (Rupke et al. 2005b; Weiner et al. 2009).

Recent observations question these assumptions. Ionization modelling from Chisholm et al. (2016) find that galactic outflows are photoionized, with the dominant ionization state, Si II, at an ionization potential near 25 eV, with only 1-3% of the gas in the neutral phase. For neutral ions like Na I, neglecting the ionization correction can underestimate the total Hydrogen column density by a factor of 4 (Murray et al. 2007; Chisholm et al. 2016). Additionally, these photoionization models predict that the outflows are metal rich, and the assumption that the outflow has the metallicity of the ISM underpredicts the total Hydrogen density.

These large ionization fractions also imply that the outflow is relatively close to the ionizing source. Stars generate outflows at distances of super-star clusters, 20-40 pc (McKee & Ostriker 1977; Weaver et al. 1977; Chevalier & Clegg 1985), but metal-enriched gas is also observed out to 10 kpc from the starburst (Veilleux et al. 2003; Strickland et al. 2004; Rubin et al. 2011; Tumlinson et al. 2011). Even though the outflow extends over this enormous distance, studies typically calculate the mass outflow rates as if the entire mass is in a thin shell with a radius of 5 kpc (Rupke et al. 2005a).

Here, we present a new analysis of the mass outflow rate of the nearby galaxy NGC 6090 using Hubble Space Telescope ultraviolet spectroscopy. We calculate the mass outflow rate by first measuring the distance, metallicity, and ionization fraction of the outflow. In § 2 we describe the data reduction, stellar continuum fitting, and measurement of the outflow properties. We then fit for how the optical depth and covering fraction scales with velocity, using a Sobolev optical depth, a β velocity law, and a power-law density scaling (§ 3). We apply the ionization models of Chisholm et al. (2016) to the outflow of NGC 6090 to determine the metallicity (1.61 Z⊙), total Hydrogen density (18.73 cm−3), and the ionization fractions of the outflow (§ 4). In § 5.1 we consider the implications of the ionization models and the metal enriched outflows, and then calculate the initial radius of the outflow (63 pc). Using these derived quantities, we examine the covering fraction (§ 5.2), velocity (§ 5.3), and density (§ 5.4) laws with radius. Since these relationships vary with velocity, we find that the mass outflow rate of the galaxy also varies with velocity, with a maximum mass outflow rate of 2.3 M⊙ yr−1. This mass outflow rate is 10 times smaller than it would be if we used previous assumptions, and only 9% of the star formation rate of the galaxy.

In this paper we use ΩM = .28, ΩΛ = .72 and H0 = 70 km s−1 Mpc−1 (Jarosik et al. 2011).

2 DATA

NGC 6090 is a massive star forming galaxy at a distance of 128 Mpc (see Table 1), with no indication of AGN contamination from the optical emission lines (see Table 1) and the WISE colors. The galaxy is metal rich, with a log(O/H)+12 of 8.77 (Storchi-Bergmann et al. 1994). The galaxy is in the intermediate stages of a massive merger, as two distinct nu-
The Mass Outflow Rate of NGC 6090

Figure 2. Stellar continuum normalized absorption profiles as the thick black line. The gray envelope around the black line represents the 1σ error on the flux measurement. Multiple transitions are plotted in each panel, and the velocity axis is only for the transition near zero velocity. The zero velocities of all of the transitions are marked and labelled by vertical dashed lines in the upper portions of the plots.

2.1 Data Reduction

Leitherer et al. (2013) observed NGC 6090 with the G130M grating for a total integration time of 8096 s. We downloaded the spectra from MAST and processed the data through the CALCOS pipeline, version 2.20.1. The individual exposures were aligned and co-added following the methods outlined in Wakker et al. (2015). The flux was deredshifted using the redshift from de Vaucouleurs et al. (1991). The flux was normalized to the median flux in a line free region between 1310-1320 Å in the restframe, the wavelength array was then binned by 5 pixels (10 km s$^{-1}$ at 1400 Å), and smoothed by 3 pixels. The set-up of the G130M grating affords continuous wavelength coverage between 1125-1425 Å, in the restframe. Our fully processed data have a median signal-to-noise ratio of 12 per pixel after rebinning.

2.2 Stellar Continuum Fitting

Metal absorption in stellar atmospheres contaminates the ISM absorption profiles. To remove the stellar contribution, we fit the observed spectrum with a linear combination of STARBURST99 simple stellar populations models (Leitherer et al. 1999, 2010). To match the resolution of the
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observations, and to avoid stellar libraries with Milky Way contamination, we use the fully theoretical Geneva models, with high-mass loss (Meynet et al. 1994), computed using the WM-basic method (Leitherer et al. 1999, 2010).

A linear combination of different age stellar populations is required to simultaneously recover the Si III photospheric lines near 1295 Å (signatures of B stars) and the Si IV and N V P-Cygni profiles (signatures of O stars). Since O and B stars dominate the FUV stellar continuum, we include STARBURST99 models of ten ages between 1-20 Myr, and average stellar age (row 12) are calculated in Chisholm et al. (2016), while the SFR within the COS aperture (SFR_COS; row 3), the inclination (row 4), and the spectral resolution (column 11) are from Chisholm et al. (2015). The redshift (row 5) and distance (row 6) are taken from de Vaucouleurs et al. (1991), while the gas phase metallicity (row 7) is from Storchi-Bergmann et al. (1994). The (log(SII/Hα) and log(OIII/Hβ) values are from the JHU-MPA SDSS DR7 catalog (Abazajian et al. 2009; Brinchmann et al. 2004), and show that the galaxy is within the star forming locus defined by Kewley (Abazajian et al. 2006).

Table 1. Host galaxy properties of NGC 6090. The stellar mass (row 1), total star formation rate (SFRtot; row 2), extinction (row 10), stellar metallicity (row 11), and average stellar age (row 12) are calculated in Chisholm et al. (2016), while the SFR within the COS aperture (SFR_COS; row 3), the inclination (row 4), and the spectral resolution (column 11) are from Chisholm et al. (2015). The redshift (row 5) and distance (row 6) are taken from de Vaucouleurs et al. (1991), while the gas phase metallicity (row 7) is from Storchi-Bergmann et al. (1994). The (log(SII/Hα) and log(OIII/Hβ) values are from the JHU-MPA SDSS DR7 catalog (Abazajian et al. 2009; Brinchmann et al. 2004), and show that the galaxy is within the star forming locus defined by Kewley (Abazajian et al. 2006).

| Row Number | Property | Value |
|------------|----------|-------|
| (1)        | log10(M*/M⊙) | 10.7  |
| (2)        | SFRtot    | 25.15 M⊙ yr⁻¹ |
| (3)        | SFR_COS   | 5.55 M⊙ yr⁻¹ |
| (4)        | Inclination | 29°   |
| (5)        | z         | 0.0293 |
| (6)        | D         | 128 Mpc |
| (7)        | log(O/H) + | 12 | 8.77 dex (1.2 Z⊙) |
| (8)        | log(SII/Hα) | -0.69 |
| (9)        | log(OIII/Hβ) | -0.34 |
| (10)       | E(B-V)    | 0.316 |
| (11)       | Z⊙        | 1.0 Z⊙ |
| (12)       | Age       | 4.478 Myr |
| (13)       | Resolution | 48 km s⁻¹ |

2.3 Fine Structure Emission Lines

Before we measure the outflow properties from the metal absorption lines, we must understand how resonance emission lines affect the absorption profiles (Prochaska et al. 2011; Rubin et al. 2011; Scarlata & Panagia 2015; Zhu et al. 2015). Continuum photons excite ground state electrons, and the electron then transitions into a lower energy state by emitting a photon with an energy of the difference between the two states. If the electron transitions back to the ground state through the same path as it was excited, it is called resonance emission. Resonant photons have the same restframe wavelength as the absorption and, depending on the geometry of the outflow, the resonance emission can overlap in velocity space with the absorption. This effectively reduces the measured absorption profile.

The amount, and the velocity, of the infilling can be estimated if fine structure splits the ground state. The electron’s angular momentum splits the ground state into multiple levels, allowing the electron to transition through either resonance or fine structure emission (fine structure emission is normally denoted by a *, i.e. as Si II*). The probability of transitioning by a specific path is given as $P_i = A_i/\Sigma A_i$, where $A_i$ is the Einstein A coefficient corresponding to level i, and the summation is over all possible levels. Therefore, we use the observed fine structure emission to estimate an upper limit on the in-filling of resonance profile.

There are four Si II* lines in the observed wavelength regime at 1194, 1197, 1265, and 1309Å, however the 1265 line is blended with the O I geocoronal emission line. The 1194Å line has the largest probability of fine structure emission (84% of the 1190Å absorption is re-emitted as 1194Å Si II*), therefore this line predicts the maximum amount of resonance emission. The 1194 Si II* line is the strongest of the four Si II* lines in the bandpass, but the equivalent width is only ~0.15 Å, a small fraction of the 1.74 Å Si II 1190 Å equivalent width. Further, the line is redshifted by +132 km s⁻¹, with emission only extending to ~80 km s⁻¹. Below, we chiefly use the Si IV doublet, which does not have fine structure emission lines in the wavelength regime. The Si II and Si IV profiles have similar velocity profiles (Chisholm et al. 2016), allowing for the Si II* to be used as a
Once we have reduced the data, removed the stellar continuum, and explored the impact of the resonance emission features, we measure the properties of the outflow. Here, we describe the outflow with four parameters: equivalent width (W), optical depth (τ), covering fraction (C_f), and column density (N).

W is measured by integrating $1 - F_o$ (the observed continuum normalized flux) over the velocity ranges given in column three of Table 2. As discussed in Chisholm et al. (2016), the maximum velocity of each transition strongly depends on the strength (the W) of the transition, not the ionization state of the transition. The W errors are computed by bootstrapping the observed flux with the flux error array averaged over 1000 times, and the standard deviation is calculated from the resultant W distributions. The equivalent width ratios of doublets (and triplets) can be used to diagnose the saturation of the transitions. With an observed doublet ratio of 1.83 (and an expected ratio of 2), the Si IV 1402Å and 1392Å lines are the only doublet that does not suffer from severe saturation effects. We also use the column densities of the weak S II 1250Å, Si II 1304Å, and O I 1302Å lines during the ionization modelling (see § 4).

C_f is the fraction of the continuum source covered by the foreground absorbing gas (see Rupke et al. (2005a) for a thorough description of the interpretation of C_f). At low τ, C_f and τ are degenerate because both impact the depth of the absorption profile. However, this degeneracy can be broken by solving the radiative transfer equation for the C_f and optical depths of the lines (Hamann et al. 1997). Here, we use the Si IV doublet because it does not suffer from strong saturation effects. The covering fraction is calculated in each pixel to give a velocity (v) resolved C_f profile as (Hamann et al. 1997)

$$C_f(v) = \frac{F_W(v)^2 - 2F_W(v) + 1}{F_S(v) - 2F_W(v) + 1}$$

where $F_W$ is the continuum normalized flux of the weaker doublet line (Si IV 1402Å), and $F_S$ is the continuum normalized flux of the stronger doublet line (Si IV 1394Å). In this equation we use the fact that the Si IV 1402 line has half the oscillator strength of the 1392 line. We set unphysical C_f values that are less than zero to zero. We also calculate the velocity resolved τ as

$$\tau(v) = \ln \left( \frac{C_f(v)}{C_f(v) + F_W(v) - 1} \right)$$

We bootstrap the errors of C_f and τ, similar to the W errors above.

Finally, we calculate the integrated column density of each transition using the apparent optical depth method (Savage & Sembach 1991). Since some of the weak lines are singlets, we cannot use Equation 1 to calculate the column density; rather we have to assume that the lines are fully covered. Below, we find that this assumption is fair for the line centers, which have most of the column density. The integrated column density is calculated as

$$N = \frac{3.77 \times 10^{14} \text{ cm}^{-2}}{\lambda |f| f} \int \ln \frac{1}{F_o(v)} dv$$

where f is the oscillator strength (Chisholm et al. 2016), and the total N is calculated by integrating over the velocity interval given in Table 2. With the measured properties of the outflow, we now study how the Si IV 1402Å optical depth and covering fraction evolve with velocity.

### Table 2. Table of the absorption line properties for the 13 observed metal lines. The ions and wavelengths are given in column 1. The measured equivalent width, the velocity range integrated over, and the column density of each transition are given in columns 2, 3, and 4, respectively. Many of the strong lines suffer from saturation effects, therefore we only use column densities from the Si IV 1402Å, O I 1302Å, Si II 1304Å, and Si II 1250Å lines.

| Line | Equivalent Width (Å) | Velocity Range (km s^{-1}) | log(N) (log(cm^{-2})) |
|------|----------------------|----------------------------|----------------------|
| O I 1302 | 1.36 ± 0.03 | (-170, 150) | 15.46 ± 0.03 |
| SI II 1199 | 1.74 ± 0.03 | (-730, 250) | 14.99 ± 0.03 |
| SI II 1193 | 1.59 ± 0.02 | (-465, 300) | 14.64 ± 0.02 |
| SI II 1260 | 1.92 ± 0.02 | (-635, 205) | 14.40 ± 0.02 |
| SI II 1304 | 1.12 ± 0.02 | (-360, 190) | 15.12 ± 0.03 |
| SI II 1255 | 0.24 ± 0.02 | (-300, 110) | 15.19 ± 0.18 |
| SI II 1335 | 2.99 ± 0.02 | (-810, 300) | 15.59 ± 0.01 |
| SI III 1260 | 2.58 ± 0.03 | (-780, 430) | 14.44 ± 0.02 |
| SI IV 1394 | 2.16 ± 0.04 | (-680, 430) | 14.64 ± 0.04 |
| SI IV 1402 | 1.18 ± 0.03 | (-400, 160) | 14.63 ± 0.04 |
| N V 1239 | 0.31 ± 0.02 | (-340, 130) | 14.22 ± 0.16 |
| N V 1243 | 0.07 ± 0.01 | (-170, 60) | 13.83 ± 0.33 |
Figure 3. Normalized velocity ($w = v/v_\infty$; $v_\infty = -399$ km s$^{-1}$) profiles of the Si IV 1402 Å absorption line. The upper left panel shows the absorption profiles of the Si IV 1402 Å (solid circles) and Si IV 1392 Å lines (open triangles). The upper right panel shows the variation of the Si IV 1402 Å optical depth ($\tau$) with normalized velocity computed using the radiative transfer equation for the Si IV doublet (Equation 2). The lower panel shows the variation of the Si IV covering fraction ($C_f$; Equation 1) with normalized velocity. The black lines show the simultaneous best fit of Equation 12 for $\tau$ and $C_f$. Velocities less than 0.2 are excluded from the fits due to contributions from resonant emission and zero-velocity absorption ($\S$ 2.3), and are plotted in gray. The best-fit parameters are given in Table 3. Lower right panel: velocity profile of 1-Flux, an approximation for $C_f$ for optically thick lines, for the Si III (circles) and C II (triangles) profiles. These two lines are amongst the strongest metal lines in the bandpass. The Si IV $C_f$ fit from the lower left panel is over-plotted, demonstrating that the Si IV $C_f$ fit is also a fair representation of the saturated lines. The velocity resolution (48 km s$^{-1}$) is given by a bar in the corner of each panel.

We must model how $n_4$ is distributed with radius. Previous studies assume that the density is either constant with velocity (Martin & Bouche 2009; Steidel et al. 2010), or that the density follows the continuity equation (Prochaska et al. 2011; Scarlata & Panagia 2015). However, to remain general we assume that the density follows a power-law scaling with radius, such that

$$n_4(x) = n_{4,0}x^{\alpha}$$  \hspace{1cm} (5)

where $n_{4,0}$ is the Si IV density at the initial radius, $R_i$. Placing this into Equation 4 gives the relation

$$\tau(x) = \frac{\pi e^2}{mc^2} \lambda_0 \frac{R_i}{v_\infty} n_{4,0} x^{\alpha} \frac{dx}{dw} = \tau_0 x^{\alpha} \frac{dx}{dw}$$  \hspace{1cm} (6)

where we have combined the constants into a single constant, $\tau_0$, that represents the maximum optical depth.

Additionally, we derive the covering fraction of the Si IV absorption ($C_f$; see Equation 1). As we discuss in § 5.2, the covering fraction is the proportion, expressed as a percentage, of the starburst area covered by the outflow at a given radius. We assume that the covering fraction scales as a power-law with distance (as physically motivated in § 5.2), such that

$$C_f(w) = C_f(R_i) \left(\frac{r}{R_i}\right)^\gamma = C_f(R_i)x^\gamma$$  \hspace{1cm} (7)

Now we have related the two observables of the profile to the distance from the starburst.
Equation 6 and Equation 7 are given in terms of distance, while we measure the parameters in terms of velocity. Many of the physical mechanisms for driving outflows scale the velocity with radius as a $\beta$ velocity law (see § 5.3 below; Lamers & Cassinelli 1999), such that

$$v = v_\infty (1 - \frac{R}{R_\infty})^{\beta}$$  \hspace{1cm} (8)

Substituting for $w$ and $x$, and inverting this relation gives the normalized radius in terms of the velocity as

$$x = \frac{1}{1 - w^{1/\beta}}$$  \hspace{1cm} (9)

Taking the derivative of this gives the velocity gradient in terms of the normalized velocity and the $\beta$ exponent as

$$\frac{dx}{dw} = \frac{w^{1/\beta-1}}{\beta (1 - w^{1/\beta})^2}$$  \hspace{1cm} (10)

We can also use the $\beta$-law to derive the density scaling with velocity as

$$\eta(w) = n_\infty \left( \frac{1}{1 - w^{1/\beta}} \right)^\alpha$$  \hspace{1cm} (11)

producing an $\tau$ (Equation 6) and $C_f$ (Equation 7) velocity scaling as

$$\tau(w) = \tau_0 \frac{w^{1/\beta-1}}{\beta (1 - w^{1/\beta})^{2+\gamma}}$$  \hspace{1cm} (12)

$$C_f(w) = \frac{C_f(R_\infty)}{(1 - w^{1/\beta})}$$

We then have five parameters to fit for: the maximum optical depth ($\tau_0$), the covering fraction at the initial radius ($C_f(R_\infty)$), the exponent of the beta velocity-law ($\beta$), the exponent of the density law ($\alpha$), and the exponent of the covering fraction law ($\gamma$).

Using MPFIT (Markwardt 2009), we simultaneously fit for the five parameters from the unsaturated Si IV 1402 Å, $\tau$ and $C_f$ distributions (see Figure 3). At $w$ below 0.2 ($v > -80$ km s$^{-1}$) zero-velocity absorption and resonance emission may effect the distributions (see § 2.3); therefore, we only fit the distributions between $w$ of 0.2 and 1.0 (the points outside this range are coloured gray in Figure 3). The $C_f$ and $\tau$ fits are shown in Figure 3, and the fit parameters are given in Table 3. In these fits we have binned the flux array by a factor of two (20 km s$^{-1}$) to increase the signal-to-noise ratio, while still Nyquist sampling the observed velocity resolution (see the bar in Figure 3). These fits reproduce the observed $\tau$ and $C_f$ distributions, and describe the radial velocity and density of the outflow through Equation 8 and Equation 11. In § 5 we discuss some implications of these trends.

To test the covering fraction fits, we can use the Si III and C II profiles. Since these profiles are much stronger, they are strongly saturated at all velocities. This means that we cannot measure the $C_f$ with the previous formula (Equation 1), while $\tau$ cannot be accurately measured at all. Rather, at large $\tau$, the depth of the line is completely set by $C_f$, and is measured as $C_f(v) = 1 - F(v)$. In the lower right panel of Figure 3 we plot the $C_f$ for Si III (circles) and C II (triangles). The Si IV $C_f$ fit is over-plotted on these measurements and provides reasonable agreement with the data.

### Table 3

| (1) | (2) | (3) | (4) | (5) |
|-----|-----|-----|-----|-----|
| $\tau_0$ | $\beta$ | $\alpha$ | $C_f(R_\infty)$ | $\gamma$ |
| 4.80 ± 1.41 | 0.43 ± 0.07 | -5.72 ± 1.51 | 1.00 ± 0.04 | -0.82 ± 0.23 |

**4 IONIZATION MODELLING**

In § 2.4 we calculate the integrated column density (N) for individual metal ions, but these only describe the individual ion and not the total mass of the outflow. While Ly-$\alpha$ absorption traces the neutral Hydrogen in the outflow, we opt to use the metal lines to describe the outflow because (1) the strong P-Cygni Ly-$\alpha$ profile requires detailed radiative transfer models to constrain (Verhamme et al. 2006) and (2) up to 99% of the Hydrogen in the outflow may be ionized (Chisholm et al. 2016). To calculate the total Hydrogen in the outflow, ionization models are required to measure the ionization fraction ($\chi_i$, or the ratio of the total gas within transition $i$) and the abundance ($N_i/N_H$, or the ratio of an element to the total Hydrogen).

In Chisholm et al. (2016) we find that photoionization models describe the ionization structure of galactic outflows. These models require the outflow metallicity ($Z_o$) to be greater than 0.5 $Z_\odot$ and the ionization parameter ($\log(U)$; the ratio of the photon density to outflow density) to be between -1.5 and -2.25. Additionally, the ionization structure depends both on the spectral energy distribution and the strength of the ionizing source, as well as the density ($n_\infty$) of the outflow.

We model the ionization structure using CLOUDY version 13.03 (Ferland et al. 2013). The CLOUDY models are not velocity resolved profiles, rather we are fitting the measured integrated column densities to the integrated values from CLOUDY. We assume that the outflow is ionized by the observed stellar continuum, using the best-fit STRABURST99 stellar continuum model from § 2.2. These STARBURST99 models have an age of 4.478 Myr and a constant SFR of 25.15 $M_\odot$ yr$^{-1}$ (see Table 1). In the CLOUDY models, we assume an expanding spherical geometry, which is not meant to reproduce the velocity profiles, but to account for back-scattering of radiation. We set the covering fraction to 1.00, the observed value from the Si IV transition, and scale the density with a power-law of -5.72, as measured above. The CLOUDY models are stopped once the simulations reach 3000 K, which is lower than the default criteria to allow for higher metallicities. These lower temperatures require a cosmic ray background to be included (Indriolo et al. 2007).

We use CLOUDY’s default H II abundances, which are similar to the Milky Way values (Baldwin et al. 1991; Savage & Sembach 1991; Osterbrock et al. 1992; Rubin et al. 1993), and include an Orion Nebular dust grain distribution (Baldwin et al. 1991). The dust grains account for scattering and destruction of photons, as well as depletion of metals onto
grains. The abundances are scaled by a constant factor to change the outflow metallicity (\(Z_o\)). Similarly, we vary the outflow density at the inner radius (\(n_0\)), ionization parameter (\(U\)), and the stellar continuum metallicity (\(Z_\odot\)).

We use a Bayesian approach to estimate \(Z_o\), \(n_0\), \(U\), and \(Z_\odot\) (Kauffmann et al. 2003; Brinchmann et al. 2004; Feigelson & Jogesh Babu 2012). While Chisholm et al. (2016) uses the W ratios to define the ionization structure, the relatively high signal-to-noise ratio and spectral resolution observations of NGC 6090 allow us to use the measured column densities from four weak transitions: O I 1302Å, Si II 1304Å, S II 1250Å, and Si IV 1402Å (see Table 2). We do not use the N V column densities due to Milky Way C I1277Å and imperfect continuum subtraction contamination near the N V line (see § 2.2). We create grids of CLOUDY models, with differing input parameters (Table 4), and tabulate the predicted CLOUDY column densities. We assume a uniform prior – each model is equally likely – and compute the likelihood function of each set of parameters as

\[
L \propto \exp(-\chi^2/2),
\]

where \(\chi^2\) is the chi-squared function using the observed column density (N), the errors on the observed N, and the predicted N from CLOUDY. For each parameter (\(Z_o\), \(n_0\), \(U\), and \(Z_\odot\)), the likelihood function is marginalized over the other nuisance parameters and normalized to one to create probability distribution functions (PDFs). We calculate expectation values and standard deviations of the individual parameters from these PDFs as estimates of the parameters, and their uncertainties.

We do the fitting in two iterations. The first iteration uses a coarse grid to determine the best \(Z_o\). Since there are only five stellar continuum metallicities in the fully theoretical STARBURST99 models, we only coarsely estimate the stellar continuum metallicity. Similar to the COS spectrum fitting (see § 2.2), the Bayesian analysis finds that the 1 \(Z_\odot\) model best fits the ionization structure, assigning 100% of the probability to the 1 \(Z_\odot\) stellar continuum model.

The second iteration uses a more finely spaced grid for \(Z_o\), \(U\), and \(n_0\), while only using the solar metallicity stellar continuum model (see Table 4). In Figure 4 we show the PDFs for the three parameters, with narrow distributions that have expectation values of \(Z_o = 1.61 \pm 0.08 \ Z_\odot\), \(n_0 = 18.73 \pm 2.37 \ cm^{-3}\), and \(U = -1.85 \pm 0.02\) (see Table 5). Using these parameters, we create a best-fit CLOUDY model, producing the ionization fractions of the outflow (see Table 5). As discussed in § 5.1, these ionization models have important implications for the metallicity of the outflow, the inner radius of the outflow, and the mass outflow rate.

### 4.1 Ionization Structure With Velocity

In the following analysis we use an integrated ionization correction. However, if the outflow is heated as it is accelerated, then the column density ratio of high to low ionization potential lines should increase with velocity. Figure 5 shows the velocity resolved column densities for the Si IV (black) and O I (red) lines, normalized to their maximum values. The velocity structure between the neutral (O I) and highly ionized gas (Si IV) stays roughly constant over the velocity range, implying that the ionization structure does not vary substantially with velocity.
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**Figure 4.** Probability density functions (PDFs) from the CLOUDY ionization modelling. The three parameters are outflow metallicity (top panel), ionization parameter (middle panel), and the total Hydrogen density at the initial radius (bottom panel). The PDFs are single peaked, with expectation values and standard deviations given in Table 5.

| Parameter   | Range          | Step Size | Number of Steps |
|-------------|----------------|-----------|-----------------|
| \(\log(U)\) | (-2.5, -1.5)   | 0.05      | 21              |
| \(Z_o/Z_\odot\) | (0.4, 2.5)    | 0.1       | 22              |
| \(\log(n_0)\) | (-1, 4)       | 0.5       | 11              |

**Table 4.** Grid of CLOUDY models used in the Bayesian analysis of the ionization structure.
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**Figure 5.** The velocity resolved column density plots for the Si IV (black) and O I (red) lines, normalized to their maximum values. The velocity structure between the neutral (O I) and highly ionized gas (Si IV) stays roughly constant over the velocity range, implying that the ionization structure does not vary substantially with velocity.
The Mass Outflow Rate of NGC 6090

5 DISCUSSION

Here we discuss various aspects of the profile and ionization fitting from § 3 and § 4. In § 5.1, we first derive important parameters of the outflow. We then study the implications for the covering fraction (§ 5.2), velocity (§ 5.3), and density (§ 5.4) radial scalings. Finally, we combine the various relations to determine the mass outflow rate of NGC 6090 (§ 5.5).

5.1 Ionization Modelling

With the ionization fractions and metallicities derived in § 4, we convert the measured Si IV column densities into a total Hydrogen density (see Table 5). The total (neutral plus ionized) Hydrogen column density is 20.89 ± 0.04 cm$^{-2}$, where the uncertainties for each parameter are propagated to compute the uncertainties for each Hydrogen column density. The UV continuum extinction provides a complementary way to estimate the total Hydrogen column density by relating the extinction to the amount of dust through a dust-to-gas ratio. We use the relation from Leitherer et al. (2002) and Heckman et al. (2011) to calculate the total Hydrogen column density as

$$N_H = \frac{3.6 \times 10^4 E(B-V)}{Z} \text{cm}^{-2}$$

where we use a starburst dust attenuation law and the relation for the FUV optical depth from Gil de Paz et al. (2003) to convert the spectral slope to $E(B-V)$. Using the extinction measured from the UV continuum in Chisholm et al. (2016) and the outflow metallicity from the ionization structure (see Table 1 and Table 5), we expect a log($N_H$) of 20.85, in agreement with the derived total $N_H$ from the ionization modelling.

The ionization model predicts that 99.3% of the Hydrogen in the outflow is ionized. These low neutral fractions suggest that the outflow has a H I column density of $5 \times 10^{25}$ cm$^{-2}$. Current radio arrays cannot detect this H I column in emission, but the upcoming SKA will detect these densities with $10^3$ spatial resolution and 5 km s$^{-1}$ spectral resolution in 10-100 hours of integration time (de Blok et al. 2015).

The outflow metallicity is 1.61 Z$_\odot$, 61% and 34% larger than the measured stellar and ISM metallicities (see Table 1). Substantial uncertainties on log(O/H) measurements (Kewley et al. 2006) means that the outflow metallicity is at least consistent with the ISM values, and likely enriched compared to the ISM of the galaxy. Additional metals may reside in a hotter phase not probed by these observations (see below for a discussion of this phase). Metal enriched outflows are important constraints for models using galactic outflows to explain the mass-metallicity relation (Tremonti et al. 2004; Finlator & Davé 2008; Peeples & Shankar 2011; Creasey et al. 2015; Christensen et al. 2015). For example, to match the mass-metallicity relation of Denicoló et al. (2002) for galaxies with log(M$_*/$M$_\odot$) of 10.7, Figure 8 of Peeples & Shankar (2011) suggests that the outflow metallicity is 1.58 Z$_\odot$. The same figure also uses Z$_0$ to constrain the scaling of the mass outflow rate divided by the star formation rate (mass-loading factor). In future studies, we will determine the scaling of the outflow metallicity with stellar mass and star formation rate to better constrain these studies.

The initial radius ($R_i$) can be determined from the fitted Si IV optical depth (see Equation 6). Solving for $R_i$ in terms of the observed maximum Si IV optical depth, we find that

$$R_i = \frac{mc}{\pi e^2 \chi_{Si IV}^2} \frac{v_{\infty} t_0}{n_0} = 63.4 \text{ pc}$$

Using the values from the $\beta$-profile fitting (Table 3) and the ionization modelling (Table 5). We have related the initial Si IV density ($n_{4,0}$) to the Hydrogen density at the base of the outflow, the abundance, and the ionization corrections from the ionization models ($n_{4,0} = n_0$) of 78 (Strickland & Heckman 2009), and with analytical work from Heckman et al. (2015), who assume that the initial outflow radius is twice the size of the starburst. However, what is the physical meaning of the inner outflow radius?

The shredding of supernova blastwaves by hydrodynamical instabilities is a possible origin for this inner radius. Supernovae energy builds up in the ISM due to multiple impulsive events (?), which creates a blastwave that shocked when it encounters the ambient ISM (Taylor 1950; Sedov 1959; Weaver et al. 1977; McKee & Ostriker 1977; Ostriker & McKee 1988; Kim & Ostriker 2015). The shock compresses surrounding ISM into a thin, dense shell of relatively cool gas that travels outward. This phase is called the snowplow phase, and the radius depends on the amount of injected energy, the density of the medium, and how much of the energy is radiated away (Weaver et al. 1977; McKee & Ostriker 1977; Cooper et al. 2008; ?; Kim & Ostriker 2015), with typical values near 20-30 pc (Draine 2011; Kim & Ostriker 2015).

Once the shell forms, Rayleigh-Taylor and Kelvin-Helmholtz instabilities rapidly destroy it, creating many small warm ($10^4$ K) cloudlets (Mac Low et al. 1989; Cooper et al. 1989).

Table 5. Table of the quantities derived from the CLOUDY photoionization modelling. Row (1) is the ionization parameter; (2) is the derived outflow metallicity; (3) is the stellar continuum metallicity; (4) is the Hydrogen density at the base of the outflow; (5) is the ionization fraction of Si IV, or the per cent of the total Si in the Si IV transition; (6) the best-fit Si to H abundance value; (7) The measured Si IV column density; (8) The total Hydrogen column density calculated from the Si IV column density, Si/H abundance, and the Si IV ionization fraction; (9) The inner radius, calculated using Equation 15; (10) the H II temperature of the best-fit CLOUDY model. The errors on $\chi_{Si IV}$ and log($Si/H$) are calculated by producing CLOUDY models of the estimate plus/minus 1σ errors of the $Z_0$, $n_0$, and log($U$).
et al. 2008; Fujita et al. 2009; Martin & Bouché 2009; Thompson et al. 2016). The destruction of the blastwave allows the hot interior gas to escape and travel into the halo as a hot wind. The hot, high-velocity wind, may then accelerate these clouds through ram pressure to the observed velocities (Fujita et al. 2009; Martin & Bouché 2009; Thompson et al. 2016). Therefore, a possible origin for $R_i$ is that hydrodynamic instabilities have shredded the dense blastwave, and injected cloudlets into the hot wind.

Finally, the CLOUDY modelling estimates the temperature of the H II in the outflow to be 5470 K (see Table 5), leading to a pressure of $P/k_B = 1 \times 10^7$ K cm$^{-3}$. The hot wind is typically assumed to have a temperature of $10^7$ K (Chevalier & Clegg 1985). If the observed cloudlets and hot wind are in pressure equilibrium, then the hot wind has a density of $0.01$ cm$^{-3}$ at $R_i$, a factor of 10 lower than the density in the Chevalier & Clegg (1985) model. However, recent models by Bustard et al. (2016) show that the density and temperature of this hot wind can greatly vary, depending on the efficiency and mass-loading of the outflow.

Regardless of the origin of the outflow, it must be evenly distributed across the stellar continuum to produce a unity covering fraction (see Table 3). However, the external pressure on the outflow decreases as it accelerates out from the starburst. The change in pressure has a dramatic effect on the size of the cloudlets in the outflow, and in turn their covering fraction. In the next section we discuss this pressure change, and how it naturally leads to the observed scaling of the covering fraction with velocity.

5.2 Covering Fraction

In § 3, we observe that the outflow initially completely covers the background stellar continuum, but as the velocity increases the outflow covers less of the background stars ($C_f$ drops as $x^{-3.8}$). To physically understand this scaling relation, we hypothesize that the absorption arises from cloudlets of gas initially a distance $R_i$ from the starburst (see the upper left panel of Figure 6). At $R_i$ these clouds are large enough to completely occupy the volume along the line-of-sight to the stars: none of the stellar continuum is transmitted (see lower left panel in Figure 6 for the face on view at the initial time, $t_0$). However, the starburst imparts energy and momentum to these clouds, accelerating them radially outwards (upper right panel of Figure 6).

In the simplest scenario, these clouds retain their size as they move outward, and a gap appears between the clouds (see upper right panel in Figure 6). The gap allows the background stellar continuum to be transmitted, reducing the covering fraction of the stellar continuum. This is illustrated by the face on view in the lower right panel of Figure 6, where background stars become visible in the gaps between the clouds at higher velocities.

This physical picture can be expressed numerically as a ratio of the cloud area to the total surface area at a given radius ($r$) as (Martin & Bouché 2009)

$$\frac{C_f(r)}{C_f(R_i)} = \frac{A_c(r)}{4\pi r^2} \frac{4\pi R_i^2}{A_c(R_i)} = \frac{A_c(r)}{A_c(R_i)} x^{-2} \quad (16)$$

Where $A_c$ is the area of the individual cloudlets and $x = r/R_i$. Assuming that the area of the clouds remains constant, the $C_f$ in this scenario scales as $x^{-2}$, significantly steeper than the observed relation of $x^{-3.8}$.

However, this simple model of static clouds is not the most physical. These cloudlets are likely in pressure equilibrium with an external pressure ($P_e = P_c$, where $P_c$ is the external pressure and $P_e$ is the pressure of the cloud), possibly a hot wind (see Figure 7 and the discussion in § 5.1). Changes in $P_e$ change $P_c$, and the clouds expand adiabatically to account for these changes as $P_c \propto V_c^{-3}$, where $V_c$ is the volume of the clouds and $\gamma_c$ is the adiabatic index (5/3 for monatomic ideal gas). The larger cloud volume reduces the gap between the individual cloudlets (Martin & Bouché 2009). The lower right panels of Figure 6 and Figure 7 illustrate that the larger clouds cover more of the background stars than the static clouds do, and $C_f$ falls more slowly with distance.

Approximating the outflow as spherical clouds provides a relation for $A_c$ in terms of the volume of the cloudlets as $A_c \propto V_c^{2/3}$. Using this approximation, Equation 16, and the observed $C_f$ ($C_f \propto x^{-0.8}$), the cloud volume changes with distance from the starburst as

$$\frac{V_c(r)}{V_c(R_i)} = \left( \frac{A_c(r)}{A_c(R_i)} \right)^{3/2} = \left( \frac{C_f(r)}{C_f(R_i)} x^{-2} \right)^{3/2} = x^{1.8 \pm 0.4} \quad (17)$$

This demonstrates that the cloud’s volume increases with distance from the starburst, but what differential pressure is needed to change the volume as we observe?

Here, we consider two different pressure laws for a mass-conserving external medium: isothermal expansion and adiabatic expansion. If the external pressure changes isother-
Solving for $0$ more degrees of freedom than monatomic gas, diatomic gas (monatomic ideal gases). Interestingly, since diatomic gas has each other (i.e. both the clouds and external medium are adiabatically expand to remain in pressure equilibrium with the external medium (see Equation 20). However, it is an interesting theoretical question whether clouds can remain in pressure equilibrium with an external medium and still be accelerated. Ram pressure introduces a secondary pressure term, but if the clouds are shielded from direct interaction with the hot medium then the pressure of the cloud is set by the external thermal pressure (Chevalier & Clegg 1985). Further, ablation and ram pressure stripping create a fractal distribution into smaller cloudlets (Klein et al. 1994; Scannapieco & Brüggen 2015), which may produce the observed change in covering fraction. The velocity scaling of the covering fraction provides further constraints for simulations of the acceleration of clouds. The acceleration of the cloudlets out of the star forming region decreases $C_f$, but how are the clouds accelerated?

5.3 Velocity Law

The velocity law describes the acceleration of the outflowing clouds with distance. In § 3 we find a $\beta$ velocity profile of $v(r) = v_\infty \left(1 - \frac{r}{R_\infty}\right)^{0.43\pm0.07}$. The outflow initially accelerates rapidly, but the acceleration moderates at large radii (see the black line in Figure 8). Using the initial radius calculated in § 5.1, the outflow reaches 50% (90%) of the maximum velocity in 79 pc (291 pc). Acceleration much beyond this is not well constrained by the data.

Outflows typically have a "saw-tooth" line profile (Weiner et al. 2009), where the red side of the profile sharply declines and the blue side rises gradually. The velocity and $C_f$ laws produce these profiles. Initially the velocity sharply increases over a short distance, keeping the $C_f$ near unity because $C_f$ scales as $x^{-0.52}$. Meanwhile, at higher velocities the clouds travel larger distances per velocity interval, forcing the high-velocity clouds to expand to remain in pressure equilibrium with the adiabatically expanding external medium. This moderates the decline in $C_f$, and produces the gentler rising blue portion of the profile.

The observed Si IV 1402Å outflows do not escape the galactic potential. Following Heckman et al. (2000), the escape velocity is no more than three times the circular velocity (136 km s$^{-1}$; Chisholm et al. 2015), therefore the outflow velocity needs to exceed 651 km s$^{-1}$ for the clouds to escape the potential. There are two possible explanations for why we do not observe gas escaping the potential: (1) the outflow does eventually exceed the escape velocity but the Si IV density drops below the detection limits at high velocities and requires a larger energy change to remain in pressure equilibrium, as seen by the smaller $\gamma_e$ of diatomic gas (7/5). Using Equation 20, we find that molecular clouds expand more rapidly, and consequently have a more gradually declining $C_f$ with distance, as $x^{-0.4}$. This has an important consequence for the survival of molecular clouds in a hot medium. By increasing the radius of the cloud, it takes longer for a shock wave to propagate across the cloud and dissociate the molecular gas (Klein et al. 1994; Scannapieco & Brüggen 2015). This may extend the lifetime of molecular gas entrained in galactic outflows, while the increased $C_f$ may explain the presence of molecular gas at high velocities (Matsumura et al. 2000; Sakamoto et al. 2014; Leroy et al. 2015).

In § 3, we find that the covering fraction scales as $C_f = 1.0 \times x^{-0.82\pm0.2}$, in agreement with the adiabatic expansion of cloudlets in an adiabatically expanding external medium (Equation 20).
Figure 8. Normalized velocity \((w = v/v_\infty; v_\infty = -399 \text{ km s}^{-1})\) profile with normalized radius \((x = v/R_i; R_i = 63.4 \text{ pc})\), see Equation 15. The solid black curve represents the measured \(\beta\) velocity law from §3, while the grey shaded region corresponds to the fitted error on \(\beta\). The blue dot-dashed and red dashed lines represent theoretical velocity profiles of optically thick radiation pressure and ram pressure/cosmic ray/optically thin radiation pressure (any \(r^{-2}\) force in opposition with gravity) driven outflows, respectively. The upper x-axis is given in terms of pc, as measured in §5.1. At 2.5 kpc the \(r^{-2}\) profile begins to decelerate, and this radius \((r_{\text{turn}})\) is marked by a vertical line.

we do not observe the escaping gas (see §5.4) or (2) the outflow does not actually escape the galaxy, but rather recycles back into the disc as a galactic fountain (Shapiro & Field 1976). The latter is consistent with Chisholm et al. (2015), which finds most galaxies with \(\log(M_*/M_\odot)\) greater than 10.5 cannot drive outflows faster than their escape velocity, unless they are undergoing a merger. Observations probing lower density gas, such as Lyman-\(\alpha\), may constrain whether these outflows are capable of escaping the gravitational potential.

Now we study how these outflows are accelerated. There are numerous theoretical ways to accelerate galactic outflows: radiation pressure on dust grains (Thompson et al. 2005; Murray et al. 2005), cosmic rays (Everett et al. 2008; Socrates et al. 2008), and ram pressure of a hot wind on the cloudlets (Murray et al. 2005; Cooper et al. 2008; Fujita et al. 2009; Martin & Bouché 2009). Below, we use analytical expressions for how the velocity profile evolves radially to explore which mechanisms could accelerate these outflows. In each case, we give the scaling of the normalized velocity \((w = v/v_\infty; \text{where } v_\infty \text{ is the maximum velocity})\) with the normalized radius \((x = v/R_i; \text{where } R_i \text{ is the initial radius})\). We then scale the analytical expressions to the observed relations to determine the plausibility of each mechanism. In §5.3.3 we summarize the implications for the theoretical profiles.

5.3.1 Optically Thick Radiation Pressure

Radiation pressure is an attractive way to drive outflows in dusty, vigorously star-forming galaxies: the high luminosity provides a large momentum source (Murray et al. 2005), while the large dust optical depth scatters photons multiple times (Thompson et al. 2005). Murray et al. (2005) give the radial scaling of the velocity for optically thick radiation pressure as:

\[
w = \sqrt{\frac{4\pi^2}{v_\infty^4} \left( \frac{L}{L_E} - 1 \right) \ln(x)}\]

where \(\sigma\) is the velocity dispersion of the galaxy, \(L\) is the luminosity of the galaxy, and \(L_E\) is the Eddington luminosity. We fit for the constant value that best matches the observed \(\beta\)-law using MPFIT (Markwardt 2009), while excluding velocities less than 0.2. The fit is shown by the blue dot-dashed line in Figure 8. The optically thick radiation model poorly matches the observations.

5.3.2 An \(r^{-2}\) Force

A second appealing driving mechanism is ram pressure. Supernovae thermalize ambient gas into a hot wind, which expands adiabatically out of the star forming region. The hot wind imparts a ram pressure force on the clouds, which depends on the speed and density of the hot wind and the area of the cloud as \(F_{\text{ram}} = \rho v_\infty^2 A_c\) (Klein et al. 1994; Scannapieco & Brüggen 2015). \(F_{\text{ram}} \propto x^{-2}\) in a simplified case of a mass conserving, adiabatically expanding hot wind. Ram pressure driving is appealing because the \(C_T\) scaling is consistent with clouds being in pressure equilibrium with an adiabatically expanding external medium (§5.2), a situation that could lead to ram pressure driving. Including the effects of gravity, Murray et al. (2005) calculate the velocity profile of a ram pressure driven outflow as

\[
w(x) = \sqrt{\frac{\kappa_{CR} L_{CR}}{c}}\left( 1 - \frac{x}{r_{\text{turn}}} \right)^{\frac{1}{2}} - \frac{4\pi^2}{v_\infty^4} \ln(x)\]

where \(v_\infty\), the characteristic velocity clouds reach before gravity dominates, is defined as \(v_\infty = \frac{3M_*/M_\odot}{\pi r_{\text{turn}}^2}\). Defining \(A\) as \(v_\infty^2/v_\infty^2\) and \(B\) as \(4\pi^2/v_\infty^4\), we fit for the values of \(A\) (fitted value of 1.10) and \(B\) (fitted value of 0.03) that match the observed \(\beta\) velocity law, as shown by the red line in Figure 8.

Similarly, shockwaves from supernovae accelerate cosmic rays (CR). These relativistic particles stream out of the star forming regions along the magnetic fields and exchange momentum with magnetized plasma. Cosmic rays have various advantages over radiation pressure and ram pressure, including: CRs interact multiple times with the gas, magnetic fields confine CRs to the galaxy making it difficult for CRs to escape without imparting momentum, and CR feedback is independent of the distribution of ISM gas (Everett et al. 2008; Socrates et al. 2008). Socrates et al. (2008) derive the force imparted by cosmic rays as

\[
F_{CR} = \frac{k_{CR} L_{CR}}{c} \frac{L_{CR}}{4\pi r_\star^2}\]

where \(k_{CR}\) is the cosmic ray opacity, and \(L_{CR}\) is the cosmic ray luminosity. This force produces a similar velocity scaling as the ram pressure scaling in Equation 22.

Additionally, the scaling of the ram pressure and CR velocity profiles are similar to an optically thin radiation profile (Murray et al. 2005). In fact, Equation 22 is a general form for any \(r^{-2}\) force that opposes gravity. Therefore, the red dashed line in Figure 8 corresponds to outflows driven
by any $r^{-2}$ force (ram pressure, cosmic rays, or optically thin radiation pressure), and we cannot distinguish these mechanisms from the measured velocity profile.

### 5.3.3 Velocity Summary

The ram pressure, cosmic rays, and optically thick radiation pressure profile (any $r^{-2}$ force) matches the observed velocity relation for all observed velocities, while optically thick radiation pressure poorly matches the observed velocity profile (Figure 8). In Figure 8, the $r^{-2}$ profile begins to decelerate at a radius of 2.5 kpc ($r_{\text{turn}}$; marked by the vertical line in Figure 8). However, at these large radii the outflow is now diffuse, and the deceleration of the outflow is challenging to study with the Si IV line profile.

### 5.4 Density Law

In § 3 we find the density to scale with the normalized radius as $n(r) \propto r^{-5.72}$. In Figure 9 we show the measured relation for the outflow density with velocity. At low velocities, the density remains nearly constant because the outflow accelerates over a short distance (Steidel et al. 2010), but at higher velocities the density precipitously drops. Stronger transitions probe lower densities than weaker transitions, causing stronger transitions to probe higher velocities than the weaker transitions. Therefore, stronger transitions have larger measured terminal velocities and larger line widths (because they probe a wider velocity distribution) than the weaker transitions (see Table 2; Grimes et al. 2009; Chisholm et al. 2016).

This density-velocity scaling implies that the outflow traced by Si IV does not conserve mass. Fitting the $\tau$ distribution with a mass-conserving flow produces a poor fit because the $\tau$ distribution declines sharply at high velocity. In the continuity equation, the mass flux is conserved, such that the density scales as

$$n(w) \propto \frac{n_0}{x^2 v_c^2} \propto \frac{n_0}{v_\infty} \left(1 - \frac{v}{v_\infty} \right)^{1/3} \frac{1}{w}$$

In Figure 9 we compare the mass-conserving density profile (red dashed line) with the observed profile. Compared to the observed density profile, the density of a mass-conserving flow rapidly decreases at low velocities as the outflow accelerates over small distances, while at higher velocities the conserved density decreases more gradually because the velocity gradient is flatter (see Figure 8).

If the Si IV flow is not mass-conserving, what happens to the Si IV gas? The density could decrease by: (1) increasing the volume of the outflowing clouds while keeping the number of Si IV ions constant or (2) decreasing the number of Si IV ions in the clouds. Equation 17 shows that the volume of the outflowing clouds scales as $x^{-3.77}$, implying that the number of Si IV ions in the outflow must decrease as $x^{-3.95}$ to satisfy the observed density relation. One possibility is that the outflowing clouds lose mass through ablation, ram pressure stripping, or conduction from the hot wind (Klein et al. 1994; Scannapieco & Brüggen 2015; Zhang et al. 2015; Brüggen & Scannapieco 2016). In this scenario, the hot wind rapidly destroys the clouds and incorporates them into the hot wind, making the mass undetectable through Si IV absorption at higher velocities.

A steep density scaling relation is also seen in the nearby starburst M 82. Leroy et al. (2015) probe the surface density profiles of the molecular, neutral and ionized phases of the outflow from M 82. They find that only the H I follows an $n \propto r^{-2}$ density law largely because of the large amount of tidal material present at large radii. However, other surface density profiles along the minor axis decrease more rapidly. The 70 $\mu$m emission, a tracer of warm dust, and CO emission, a tracer of diffuse molecular gas, scale with the distance from the starburst as $n \propto r^{-3}$ (Leroy et al. 2015), roughly consistent, with the density scaling found here. The authors use the divergence of the density profile to argue that the outflow of M82 is a galactic fountain, with gas leaving the outflow and recycling back into the disk.

### 5.5 Mass Outflow Rate

Finally, we combine all of the derived relations to measure the mass outflow rate ($\dot{M}_o = \frac{dM}{dt}$) of the photoionized galactic outflow. The photoionized outflow is a single component of the outflow, and other, unexplored, phases likely contribute to the total mass outflow rate. Since the hot phase is such low density, this photoionized phases likely dominates the mass budget of the outflow.

Typically the mass outflow rate is calculated assuming the outflow is in a thin spherical shell as

$$\dot{M}_o = \Omega C_f \mu m_p N_{HRVcen}$$

where $\mu m_p$ is 1.4 times the mass of the proton, $\Omega$ is the...
angular covering fraction of the wind and $v_{\text{con}}$ is the centroid velocity of the outflow (132 km s$^{-1}$). Previous studies assume a radius of 5 kpc, a full opening angle of 140° ($\Omega = 3.11 \pi$ steradians), solar metallicity, and no ionization correction (Rupke et al. 2005b; Martin 2005; Weiner et al. 2009; Rubin et al. 2014). Using the values from the Si IV line, and these assumptions, we derive a mass outflow rate for NGC 6090 of 7.32 M$_{\odot}$ yr$^{-1}$. However, previous studies typically use absorption lines of cooler gas like Na I, Mg II and Fe II (Rupke et al. 2005b; Martin 2005; Weiner et al. 2009; Martin & Bouche 2009; Rubin et al. 2014). If we use the Si II 1304 column density, a similar ionization potential to the previous outflow tracers, $M_\odot$ rises to 22.6 M$_{\odot}$ yr$^{-1}$.

However, with our tightly constrained physical model of the outflow, now we only have to assume an angular covering fraction to calculate the mass outflow rate. Above, we derive a radius, a metallicity, and an ionization fraction for the outflows (see Table 5 for values). If we use the radius of peak optical depth ($R_p = 72.2$ pc, at a $w$ of 0.41), we calculate a total mass outflow rate of 0.81 M$_{\odot}$ yr$^{-1}$, 28 times lower than the $M_o$ calculated using Si II.

While this calculation uses many of our derived values, it ignores the evolution of these quantities with velocity. In § 5.3 we find that the outflow is accelerated over short distances, in § 5.2 we find that the covering fraction decreases at large velocities, and in § 5.4 we find that the outflow is not a mass conserving flow, rather it evolves as $x^{-5.7}$. All of these impact how mass is distributed in velocity space. Using the scaling of the covering fraction, radius, and density with velocity, we define the mass outflow rate per velocity as

$$\dot{M}_o(r) = \Omega C(r) v(r) \rho(r)$$

where we use the values from Table 3 and Table 5 for the constants and the exponents, and the only assumed parameter is that $\Omega = 3.11 \pi$ steradians. The $M_o$ relation is not constant with velocity, as typically assumed (Figure 10): $M_o$ increases rapidly at low velocities as the outflow accelerates, and declines at high velocities as the density and covering fraction of the outflow decline (Figure 8 and Figure 9).

At $w$ of 0.35, the $M_o$ relation peaks at a value of 2.3 M$_{\odot}$ yr$^{-1}$. This is a factor of ten times smaller than the Si II value calculated with previous assumptions for geometry, ionization fractions, and metallicities. Combining $M_o$ with the derived outflow metallicity, we find that the maximum metal outflow rate is 0.07 M$_{\odot}$ yr$^{-1}$. This may constrain the impact of outflows on the mass-metallicity relationship (see above; Tremonti et al. 2004; Finlator & Davé 2008; Peebles & Shankar 2011; Andrews & Martini 2013; Zahid et al. 2014; Creasey et al. 2015; Christensen et al. 2015).
agreement with the observed global $\eta$. While the outflow from NGC 6090 is weak compared to the SFR, Hayward & Hopkins (2015) predict that $10^9 M_\odot$ galaxies drive outflows with an $\eta$ of 10 at $z \sim 0$. In a future paper we will explore the scaling of $M_o$ and $\eta$ with host galaxy properties to better constrain these types of studies.

The total mass in the outflow ($M_o$) at a particular velocity is given by

$$M_o(w) = \Omega C_f(r) \mu m_p n_0 R_i \left( \frac{1}{1 - w^{1/3}} \right)^{3+\alpha+\gamma}$$

(27)

This relation is shown in Figure 11. Like the density, the total mass in the Si IV outflow declines with velocity. The integrated mass between $w$ of 0 and 1 is $7.5 \times 10^5 M_\odot$. While the current mass of outflowing gas is significantly lower than the measured H I mass of $10^{10.2} M_\odot$ (van Driel et al. 2001), if $M_o$ remains constant over the $\sim 1$ Gyr time scale of the merger, than the outflow will process (and enrich) 15% of the observed H I in NGC 6090, possibly leading to the metal enriched gas seen in the halos of galaxies (Tumlinson et al. 2011; Werk et al. 2014; Peeples et al. 2014; Wakker et al. 2015).

6 CONCLUSION

Here we measure a physically motivated mass outflow rate ($M_o$) of the nearby starburst NGC 6090. To calculate $M_o$, we first fit the optical depth with a Sobolev optical depth, and the covering fraction with a radial power-law (see Equation 12 and Figure 3). We then calculate the ionization corrections and the metallicity of the outflow using a Bayesian analysis, CLOUDY models, and the measured column densities (see Table 5 and Figure 4). The main results of this study are:

(i) The ionization model estimates the metallicity

(1.61 $Z_\odot$), density (18.73 cm$^{-3}$) and the ionization parameter ($\log(U) = -1.85$) of the outflow. The estimated H column density is consistent with that derived from the UV continuum extinction. The outflow is at least as metal enriched as the ISM of the host galaxy (see § 5.1).

(ii) Using the absorption line profile and ionization models, we determine that the inner edge ($R_i$) of the outflow is 63 pc from the starburst (see Equation 15), consistent with the absorption arising from the shredded blastwaves of supernovae remnants. Most of the outflow is constrained within 300 pc of the starburst (§ 5.1).

(iii) The covering fraction scales as $C_f = 1.0 (r/R_i)^{-0.8\pm0.2}$ (Table 3). This scaling relation is consistent with predictions of clouds in pressure equilibrium with an adiabatically expanding external medium (§ 5.2). This warrants further study of whether outflowing clouds remain in pressure equilibrium with an external medium, and if a fractal cloud distribution could produce a similar scaling relation.

(iv) The Si IV outflow velocity scales with radius as $v = v_\infty (1 - R_i/R_\star)^{0.4\pm0.07}$ (Figure 8 and Table 3), where $v_\infty$ is the maximum velocity. We compare this velocity profile to models of different driving mechanisms, and find that an $r^{-2}$ force law matches the observed profile (see Figure 8 and § 5.3).

(v) The outflow density decreases with radius as $n x r^{-5.7\pm1.5}$ (Figure 9), which declines more rapidly than a mass conserving flow (§ 5.4). This rapid density reduction could be due to interactions between the outflowing clouds and a hotter wind.

(vi) Combining all of our measurements, we derive a maximum mass outflow rate ($M_o$) of $2.3 M_\odot$ yr$^{-1}$ (see Figure 10). The mass-loading factor (mass outflow rate divided by star formation rate) is 0.09. The $M_o$ is a factor of 10 lower than the $M_o$ calculated using common assumptions for ionization state, metallicity, and geometry (see § 5.5).

In future work, we will continue this analysis for a larger sample of star forming galaxies, studying how the outflow properties (metallicity, initial radius, mass outflow rate) scale with host galaxy properties. These scaling relations will constrain future models of galaxy evolution.
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