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1 Introduction and summary

Conformal Field Theories (CFTs) in $d$ space-time dimensions describe a wide array of physical phenomena, including second order phase transitions in Euclidean $d$ dimensional systems, zero temperature quantum phase transitions in $d - 1$ space dimensions, and finite temperature phase transitions in quantum systems in $d$ space dimensions. For decades there has been intense work on understanding the spectrum of critical exponents of local operators in CFTs (see [1, 2] for recent reviews). Radial quantization shows that the spectrum of critical exponents is the same as the energy spectrum on $S^{d-1}$. Indeed, choosing the radius of the $S^{d-1}$ to be $R$, we have

$$E = \frac{\Delta}{R},$$

where $E$ is the energy and $\Delta$ is the scaling dimension (critical exponent).

The correspondence (1.1) allows to think about heavy operators with large $\Delta$, as corresponding to high-energy states. Sometimes, such high energy states admit a useful semi-classical description. Here we will be interested in $d = 3$ theories with a U(1) symmetry.
with charge $Q$ and we will consider the lowest energy states with some given $Q, J$, where $J$ is the angular momentum. Taking $Q$ and/or $J$ large we expect that $\Delta$ for the lowest lying operator with the corresponding charge and angular momentum, $\Delta(Q, J)$, would be large as well. Our goal is to understand the behavior of $\Delta(Q, J)$. In terms of the states on $S^2$, we are considering states with large charge and angular momentum, which would be the ground states of the theory in the presence of a chemical potential for the U(1) symmetry and some angular momentum. So the problem we are trying to solve can be equivalently viewed as the search for the (zero temperature) ground state on $S^2$ in the presence of a chemical potential and rotation. The phases of the zero temperature theory in the presence of a chemical potential and rotation could depend on the spatial two-manifold. Here we focus on $S^2$ since this also allows to translate our results to statements about the critical exponents of heavy local operators with spin and charge. In this paper we focus on the $O(2)$ Wilson-Fisher model in $d = 3$, though of course our discussion applies to any other theory with the same semi-classical limits for large $Q, J$. The problem of finding (zero temperature) ground states on $S^2$ in the presence of a chemical potential and rotation is somewhat analogous to the problem of finding the phases of cold atoms in a trap — therefore, some of our results should apply in that context, as we will explain in more detail below.

Past developments have provided us with quite a lot of information about the case of large $Q$ and relatively small $J$ or large $J$ with relatively small $Q$. Let us briefly summarize those two cases. For large $Q$ and $J = 0$ the ground state on $S^2$ is a conformal superfluid [3–5]. One finds

$$\Delta = c_1 Q^{3/2} + c_2 Q^{1/2} - 0.0937 + \cdots,$$

(1.2)

with the $\cdots$ standing for corrections which are small for $Q \gg 1$ and $c_{1,2}$ are some dimensionless coefficients.\footnote{The superfluid picture is compatible with the bootstrap equations in the macroscopic limit derived in [6].} Of course, using the conformal superfluid description, we can compute excitations above the ground state and various other quantities, such as some of the corrections to the ground state energy in (1.2). In the opposite regime, with large $J$ and small or vanishing $Q$ we have the large-spin effective theory [10–12] where one finds Regge-like behavior with

$$\Delta = J + \cdots,$$

(1.3)

with the corrections suppressed for $J \gg 1$.

Our goal is to chart out the phases of the theory as a function of $J, Q$. This program has been initiated in [13]. One finds a rather rich phase diagram. Below we always have $Q \gg 1$.

• $0 \leq J \ll Q^{1/2}$: here one simply adds to the isotropic superfluid a single phonon with spin $J$.\footnote{Their values for the $O(2)$ model are known approximately from numerics (and there exist estimates from the $\epsilon$ expansion [7] and large $N$ [8]), $c_1 \simeq 0.337 \ldots$ and $c_2 = 0.266 \ldots$ [9].} The effective field theory of the superfluid has cutoff at distance scales whether one phonon is preferable over several is dependent on small corrections to the dispersion relation of phonons. The energy of a multiphonon state differs from that of a single phonon with the same angular momentum only in the $O(1)$ term, thus eq. (1.4) remains true to leading order in $J$.\footnote{As we will review, the dispersion relation of phonons is such that a single phonon of angular momentum $J$ is preferable over several phonons each of lower spin, at least up to $J \sim Q^{1/3}$. In the domain $Q^{1/3} \lesssim J \ll Q^{3/2}$ whether one phonon is preferable over several is dependent on small corrections to the dispersion relation of phonons. The energy of a multiphonon state differs from that of a single phonon with the same angular momentum only in the $O(1)$ term, thus eq. (1.4) remains true to leading order in $J$.}
\( Q^{-1/2} R \), which implies that we can trust phonons with \( J \ll Q^{1/2} \).

\[
\Delta = c_1 Q^{3/2} + c_2 Q^{1/2} + \frac{1}{\sqrt{2}} \sqrt{J(J+1)} - 0.09372 + \cdots . \tag{1.4}
\]

- \( Q^{1/2} \ll J \ll Q \): as is familiar from rotating superfluids, at some point it becomes favorable to form vortices. This regime is described by a single vortex anti-vortex pair (rotating around the sphere) and as the spin is increased, the vortices move farther apart until one is at the north pole and the other is in the south pole. The spin cannot be increased further with just a vortex anti-vortex pair.

\[
\Delta = c_1 Q^{3/2} + \sqrt{Q} \log \frac{J(J+1)}{Q} + \cdots . \tag{1.5}
\]

Note the logarithmic enhancement in this regime compared to the \( c_2 \) term in (1.2). The vortex masses introduce additional \( O(Q^{1/2}) \) corrections to eq. (1.5) which depend upon a Wilson coefficient independent from \( c_2 \) introduced in eq. (1.4).

- \( Q \ll J \ll Q^{3/2} \): here many vortices (and anti-vortices) appear — in fact their density on the \( S^2 \) is proportional to \( \cos(\theta) \) and they rotate around the \( S^2 \) as if they form a rigid body — the angular velocity of the vortices is constant (in the non-relativistic approximation). The equation of state in this regime is

\[
\Delta = c_1 Q^{3/2} + \frac{1}{2 c_1} \frac{J^2}{Q^{3/2}} + \cdots . \tag{1.6}
\]

For \( J \sim Q^{3/2} \) the rotation speed becomes relativistic, the density of vortices grows and when the rotation speed exceeds the speed of sound presumably a superradiant instability develops [14], leading to a new phase at \( J \sim Q^{3/2} \).

- \( Q^{3/2} \ll J \ll Q^2 \): we refer to the effective theory in this regime as the “giant vortex.” The superfluid now does not extend throughout the \( S^2 \) but, instead, is concentrated in some domain \( [\pi/2 - \delta, \pi/2 + \delta] \) around the equator. The superfluid in that domain is spinning relativistically fast. The equation of state is

\[
\Delta = J + \frac{9c_1^2}{4\pi} \frac{Q^3}{J} + \cdots . \tag{1.7}
\]

When \( J \sim Q^2 \) the domain becomes very narrow and the effective field theory breaks down. We see that, remarkably, the energy becomes linear in \( J \) in this giant vortex regime (with coefficient exactly 1), as in the Regge regime, which follows next. Additionally, the second term becomes of order \( Q \) near the boundary of the regime of validity of the giant vortex, i.e. \( Q^3/J \sim Q \) for \( J \sim Q^2 \). This is again, exactly as in the Regge regime.

- \( Q^2 \ll J \): here we reach the Regge regime, where there are \( Q \) “partons” spinning around the equator. This description of the partons breaks down for \( J \sim Q^2 \) since, as
Figure 1. Phase-diagram for the ground-state on $\mathbb{R} \times S^2$; the small $Q$ and $J$ regime is accessible via the numerical bootstrap.

we will see, they begin to strongly interact and indeed, presumably, as $J$ is lowered further, they collapse into the giant vortex state. The scaling dimension obeys

$$\Delta = J + \Delta_\Phi Q + \cdots,$$

where $\Delta_\Phi$ is the dimension of the $Q = 1$, spinless parton. To leading order $\Delta$ is insensitive to how the $J$ derivatives are distributed among the $Q$ partons, leading to a large approximate degeneracy in the large spin expansion.

The phases with $J \ll Q^{3/2}$ were already described in [13]. One main new result is the giant vortex phase, which we conjecture to be the ground state after for $Q^2 \gg J \gg Q^{3/2}$. The giant vortex interpolates between the superfluid description and the Regge limit. Figure 1 summarizes the semi-classical phases we discuss at large $Q, J$.

We encounter surprising aspects of the effective theory of the giant vortex phase. The fluctuations around the giant vortex are in a sense chiral; the fluctuations form a Fock space which is very similar to the Fock space of multi-twist operators in the large-spin effective theory! The Fock space of the giant vortex includes both the leading twist Regge trajectory as well as the daughter trajectories, labeled by an integer. The giant vortex phase interpolates between the vortex rigid body and the Regge limit in a very compelling fashion and has qualitative (and some quantitative) similarities with the large spin limit. For instance, both in the large spin limit and in the giant vortex, there is an approximate infinite degeneracy of states. In the large spin limit, as we remarked above, this is due to the insensitivity of the scaling dimension to the distribution of the $J$ derivatives, while in the giant vortex phase this is due to the peculiar chiral excitations which can either raise

---

4The phases outlined above are truly the ground states at fixed $Q, J$. It is not possible to get lower-energy states with these quantum numbers from descendants of states with smaller $J$. For instance, descendants of the homogeneous superfluid are more energetic than the vortex anti-vortex pair, the rigid body, the giant vortex, and the Regge partons.
or lower the energy. In addition, the giant vortex phase is also motivated by the study of rotating traps, see e.g. [15–20], and it was also discussed in the context of holography [21]. Our results about the peculiar Fock space of fluctuations around the giant vortex should be applicable in this wider context.\(^5\)

From the point of view of the large-spin effective theory, the \(Q\) partons experience strong interaction at \(J \sim Q^2\) while they are weakly coupled at \(J \gg Q^2\). Therefore, the giant-vortex may be viewed as a proposal for the new ground state, replacing the \(Q\)-parton state for \(J \sim Q^2\). The strong interaction is due to the energy momentum and current exchange, and hence, it might be possible to re-sum those exchanges and confirm that the new ground state is the giant vortex. In the AdS\(_4\) analog of the CFT, a multitrace large spin operator with \(J \gg Q^2\) consists of \(Q\) blobs orbiting at superhorizon distance \(d \sim R_{\text{AdS}} \log(J/Q) \gg R_{\text{AdS}}\) from one another [11, 12, 24]. The leading interaction arises from the gravitational and the electric forces between the blobs, corresponding, respectively, to energy momentum and current exchanges in the CFT. Consistency with our picture requires the gravitational attraction to dominate over the electromagnetic repulsion, so that this configuration may plausibly collapse to a coherent superfluid state for lower \(J\). This is indeed what we find, as we further discuss below.

Connection to the weak gravity conjecture. We can think of \(\Delta(Q, J)\) as the energy of a composite of \(Q\) particles in a state with angular momentum \(J\). In an AdS language the gravitational force is always attractive while the electric forces are repulsive since like charge repel. Therefore, if gravity is the weakest force [25] (see [26] for a general review) one should expect \(\Delta(Q, J)\) to be above the mean field theory value \(\Delta_{\text{free}}(Q, J) = J + \Delta_\Phi Q\). This is manifestly true for superfluid and vortices, since \(\Delta(Q, J) \sim Q^{3/2}\) and \(J \ll Q^{3/2}\).

In the giant vortex phase this is still true, but the inequality relies on the sign of the subleading term in eq. (1.7); this means that the repulsion becomes parametrically smaller for \(J \gg Q^{3/2}\). In particular, the subleading term in eq. (1.7) dangerously becomes \(O(Q)\) as the angular momentum approaches the boundary of the window of validity, \(J \to Q^2\), from below. Eventually, in the Regge regime, in the approximation (1.8) we have vanishing binding energy since to leading order \(\Delta(Q, J) = \Delta_{\text{free}}(Q, J)\). In the main text we compute the leading correction to (1.8) in the \(O(2)\) model and find that in the Regge regime \(\Delta(Q, J) < \Delta_{\text{free}}(Q, J)\). In an AdS language, one could say that at large separation in AdS the gravitational force among \(Q\) charged particles is stronger than the electric repulsion between them, while for small separation the opposite is true. As \(J\) is increased, \(\Delta(Q, J) \to \Delta_{\text{free}}(Q, J)\) from below.\(^6\) In the special case \(J = 0\), \(\Delta(Q, J) > \Delta_{\text{free}}(Q, J)\) translates to \(\Delta(Q, 0) > Q\Delta_\Phi\) which follows from the conjectured convexity [29–32]. Here we see that for larger separation in AdS, the inequality is reversed. It would be interesting to understand how general this sign reversal is.

Outline. The outline of the paper is as follows. In section 2 we review the large \(Q\) limit with small \(J \ll Q^{1/2}\). In section 3 we review the vortex anti-vortex pair and the

\(^5\)Technically similar solitons were also recently analyzed in [22, 23].

\(^6\)In fact, our computation in the main text shows that \(\Delta(Q, J) < \Delta_{\text{free}}(Q, J)\) for large enough \(J\) also for \(Q \sim 1\), not just for large \(Q\); this is in agreement with the analysis of [27, 28] for \(Q = 2\).
rigid body phase. In section 4 we introduce the giant vortex phase, analyze and quantize the fluctuations and compare with the Regge limit (which we also briefly review in this section). Finally, in section 5 we discuss several open questions. Appendices cover some technical details.

2 The large charge limit

It is natural to assume that the lightest scalar operator with U(1) charge $Q$ corresponds to a state with homogeneous charge density on $S^2 \times \mathbb{R}$. For $Q \gg 1$ the charge density sets a dimensionful scale $\mu \sim \sqrt{Q}/R$ much larger than the compactification scale $1/R$, where $R$ is the sphere radius. The CFT is thus in a “condensed matter” phase. The simplest possibility is that this phase is a superfluid one [3, 33]. This in turn admits a simple effective field theory (EFT) description in terms of a U(1) Goldstone field, with all other “radial” degrees of freedom separated by a large gap $\sim \mu$.

We therefore conclude that the limit of large $Q$ and small or vanishing $J$ is described by a Weyl invariant action for a $2\pi$ periodic scalar field [3]

$$S = \alpha \int d^3x \sqrt{g} \left[ |\partial \chi|^3 + \ldots \right], \quad (2.1)$$

where $|\partial \chi| = |\partial_\mu \chi|^{1/2}$ and the $\ldots$ stand for higher derivative terms. Of course we are ultimately interested in this theory on $S^2 \times \mathbb{R}$ since then the spectrum of energies is the same as the spectrum of local operators (1.1). The metric is $ds^2 = dt^2 - R^2(d\theta^2 + \sin^2 \theta d\phi^2)$. The theory (2.1) is singular if expanded around the trivial configuration of $\chi$, instead, we expand around $\chi = \mu t$ and denote the fluctuations $\varphi$. Choosing $\mu$ appropriately, we can therefore think about the theory (2.1) as the description of the small fluctuations around the minimal operator of charge $Q$. Alternatively, it can be viewed as describing the ground state of the CFT on $S^2 \times \mathbb{R}$ since then the spectrum of local operators (1.1). The metric is $ds^2 = dt^2 - R^2(d\theta^2 + \sin^2 \theta d\phi^2)$.

While in strongly coupled models the Wilson coefficients $\alpha_i$ are $O(1)$ (or more precisely scale with inverse powers of $(4\pi)$ according to generalized dimensional analysis [37]) and $\mu \sim \sqrt{Q}/R$, in weakly coupled models $\mu$ may be parametrically smaller than $\sqrt{Q}/R$ and Wilson coefficients may have nongeneric scaling. We refer to [13] for a general discussion of the derivative expansion in those cases and to [7, 8, 38] for some examples.
To find the relationship between $Q$ and $\mu$ and to find the energy of the configuration $\chi = \mu t$ (as well as for future reference) we write the current and energy-momentum tensor which follow from eq. (2.1):

\begin{align}
  j_\mu &= 3\alpha |\nabla\chi| \partial_\mu \chi, \\
  T_{\mu\nu} &= \alpha \left( 3 |\nabla\chi| \partial_\mu \chi \partial_\nu \chi - g_{\mu\nu} |\nabla\chi|^3 \right).
\end{align}

(2.3) (2.4)

Note that the energy-momentum tensor is traceless. Remembering that the volume of the two-sphere is $4\pi R^2$ we see that the total charge is $Q = 12\pi R^2 \alpha \mu^2$ and the total energy is $E = 8\pi R^2 \alpha \mu^3$ and hence we find that

\[ \Delta = RE = \frac{1}{3^{3/2} \sqrt{\pi \alpha}} Q^{3/2} + \ldots \]

Therefore the coefficient $c_1$ that appeared, for instance, in (1.2), satisfies $c_1 = \frac{1}{3^{3/2} \sqrt{\pi \alpha}}$ in terms of the coefficient $\alpha$ that appeared in the action (2.1). The coefficient $c_2$ arises from terms (2.2) which are suppressed by the cutoff $\mu$.

The fluctuations $\chi = \mu t + \varphi$ to second order have an action

\[ S_{\text{fluctuations}} = 3\mu^2 \alpha \int d^3 x \sqrt{g} \partial_0 \varphi + 3\mu \alpha \int d^3 x \sqrt{g} \left[ (\partial_0 \varphi)^2 - \frac{1}{2} (\partial_i \varphi)^2 \right]. \]

(2.6)

The first term is a total derivative — we keep it for a reason that will become clear in the next section. Expanding the fluctuations in spherical harmonic modes, we see that the total derivative term vanishes for all but the constant mode. So let us first quantize the non-constant modes. They obey the dispersion relation ($J \neq 0$)

\[ \omega^2 = \frac{1}{2R^2} J(J+1). \]

(2.7)

The corresponding modes are phonons of the superfluid. Their speed of propagation is $1/\sqrt{2}$ of the speed of light, which is not surprising given that this is the speed of sound in an isotropic conformally invariant medium in 2+1 dimensions. In particular, the descendants correspond to states involving a number $n > 0$ of spin one quanta, each increasing the energy by $\omega = 1/R$. The zero modes of $\varphi$ instead allow interpolating between states with different charge.

Since the cutoff of our theory is $\mu$, we cannot excite too many phonons — we see from the dispersion relation that we should only trust phonons below $J \sim \mu R$ which is why this description is valid up until $0 < J \ll \sqrt{Q}$. Note that $\omega(J)$ is a sub-additive function, i.e. $\omega(J_1 + J_2) \leq \omega(J_1) + \omega(J_2)$. This means that to minimize the energy for a given $Q$ and $J$ it is always beneficial to excite exactly one phonon of spin $J$.\footnote{In general there is a contribution $\sim J^3/(R^2 \mu^2)$ to the dispersion relation (2.7) which arises from the higher derivative operators (2.2). For $J \gtrsim (R \mu)^{2/3} \sim Q^{1/3}$ the subadditivity of $\omega(J)$ depends on the sign of this contribution and multi-phonon states might be preferred over single-particle ones [39].} The detailed map between the Fock space of phonons and the primary operators of charge $Q$ (with various derivatives inserted) is discussed in [40] for some weakly coupled theories.
3 Vortices

3.1 Vortex dynamics

Since the phonons cannot describe states with $J$ exceeding $\sqrt{Q}$, we must now switch to a description that also contains vortices.\textsuperscript{12} Below we review some aspects of the dynamics of vortices.\textsuperscript{13}

In the previous section that $\chi$ is compact was only important for the quantization of $Q$ itself. However, our spatial configurations of $\chi$ were single valued, regular functions on $S^2$ (such configurations are called irrotational). In this section we explore the configurations of $\chi$ for which the spatial configuration is not single valued. A vortex with core $x_0(t)$ is some configuration $\varphi(t, x)$ that is not single valued when $x$ is rotated around the core $x_0(t)$.

We say that there are $q$ units of vorticity if $\varphi(t, x)$ shifts by $2\pi q$ as we go around the core (of course $q \in \mathbb{Z}$).

Vortices are not finite energy configurations in (2.1). Indeed, from the quadratic term $\sim \int dt d^2x \sqrt{g} (\partial_i \varphi)^2$ in (2.6), we see that near the core of the vortex, in polar coordinates around the core, the energy of a vortex behaves like $\int \frac{dr}{r} \sim \log \left( \frac{L}{a} \right)$ where $a$ is a short distance cutoff and $L$ is a long distance scale (which will be soon identified with the location of an anti-vortex).

The energy of any configuration containing vortices would therefore always be infinite in the limit $a \to 0$, but if one assumes that in the full theory vortices do have a finite energy (as would be the case in the $O(2)$ model, where at the core of the vortex the $O(2)$ order parameter vanishes, and by dimensional analysis the mass of a vortex must be proportional to $\mu$), these are the relevant configurations to consider for minimizing the energy as a function of $Q, J$ with $J \gg Q^{1/2}$. The calculable effects below depend only logarithmically on the cutoff $a$ and hence it would not be an error within our approximation to identify the cutoff $a$ with $\mu^{-1}$. We therefore imagine for simplicity that the mass and inverse radius of vortices are both approximately $\mu$, since there is no other scale.

The action for a vortex moving along a prescribed trajectory receives contributions from the quadratic terms in the fluctuations but also from the linear term in (2.6). To analyze the contribution of the linear term $3\alpha \mu^2 \int d^3x \sqrt{g} \partial_0 \varphi$ to the action of a vortex at $x_0(t)$, we observe that this term fails to be a total derivative only around the location of the vortex. Therefore, we pick normal coordinates $y^i$ in the vicinity of the vortex, in terms of which $\varphi = \varphi(y^i - y_0^i(t))$ very close to the vortex core. The linear term in the action thus becomes

$$3\alpha \mu^2 \int d^3x \sqrt{g} \partial_0 \varphi = 3\alpha \mu^2 \int dtd^2y \frac{\partial \varphi}{\partial y^i} \dot{y}_0^i(t). \quad (3.1)$$

We only need to evaluate the integral $I_i = \int d^2y \frac{\partial \varphi}{\partial y^i}$. To evaluate this integral we use the

\textsuperscript{12}The important role of vortices in superfluids was recognized long ago [41, 42]. For the study of vortices in the wave function of particles in a rotating trap see e.g. also [43–45] in addition to the references already mentioned in the introduction.

\textsuperscript{13}The following analysis provides an alternative (equivalent) treatment to the one in [13, 46], bypassing the explicit dualization of the action (2.1).
local definition of \( q \) units of vorticity

\[
V_{ij} = \partial_i \frac{\partial \varphi}{\partial y^j} - \partial_j \frac{\partial \varphi}{\partial y^i} = 2\pi q \epsilon_{ij} \delta^2(y - y_0(t)),
\]  

(3.2)

with \( \epsilon_{ij} \) being the usual \( \pm 1 \) symbol in any coordinate system. With simple manipulations we then find

\[
I_i = \int d^2 y \frac{\partial \varphi}{\partial y^i} = \pi q \epsilon_{ik} y^k_0.
\]

(3.3)

Plugging this result into the action of the vortex we therefore find the following term in the action

\[
S \supset 3\alpha \mu^2 \int dt d^2 y \frac{\partial \varphi}{\partial y^i} \dot{y}_0^i(t) = 3\alpha \mu^2 \pi q \int dt \epsilon_{ik} \dot{y}_0^k(t).
\]

(3.4)

This action for the vortex core is very familiar from the motion of a classical particle in a transverse constant magnetic field (leading to the Lorentz force). To make the analogy explicit, we introduce the effective magnetic field

\[
\partial_i A_j - \partial_j A_i = -6\alpha \mu^2 \pi \epsilon_{ij} \sqrt{g}.
\]

We therefore see that each vortex has the following term in its worldline action

\[
S \supset q \int dt A_i(y(t)) \dot{y}_i^i, \quad \partial_i A_j - \partial_j A_i = -6\alpha \mu^2 \pi \epsilon_{ij} \sqrt{g} = -\frac{Q}{2R^2} \epsilon_{ij} \sqrt{g}.
\]

(3.5)

Eq. (3.5) allows to lift the worldline action to one in general coordinates. Note that this is a properly quantized magnetic field on \( S^2 \), with exactly \( Q \) units of the minimal magnetic field. The fact that this effective magnetic field is properly quantized guarantees that no Dirac string is needed in the vector potential \( A_i(y(t)) \) and hence the vortices move on the two-sphere in an \( SO(3) \) invariant fashion.

The other contribution to the action of the vortices comes from the quadratic terms in the fluctuations. We will assume that the vortices move at velocity much smaller than the speed of light so the quadratic time derivative terms do not matter. From the quadratic space derivative terms, we have already argued that there is a logarithmic interaction — let us compute it in detail now, starting from the action \(-3\alpha \mu^2 \int dt d^2 x \sqrt{g} (\partial_i \varphi)^2\). For vortices with locations \( x_\alpha(t) \) where the index \( \alpha \) labels the vortices we have the equation of motion

\[
\Delta_{S^2} \varphi = 0
\]

away from the vortices (we assume the vortices are slowly moving so we only solve the space-like Poisson equation) which is solved by

\[
\partial_i \varphi = 2\pi \sqrt{g} \epsilon_{ij} \sum_\alpha q_\alpha \partial^j G(x, x_\alpha),
\]

(3.6)

with \( q_\alpha \) the vorticity and \( G \) the standard Green’s function on the sphere:

\[
G(x, y) = -\frac{1}{4\pi} \log(\hat{n}_x - \hat{n}_y)^2.
\]

(3.7)

Here \( \hat{n} \) is unit normalized three-vector describing the embedding of the 2-sphere in \( \mathbb{R}^3 \); \( R^2(\hat{n}_x - \hat{n}_y)^2 \equiv L_{xy}^2 \) is the chordal distance between the points \( x \) and \( y \) on \( S^2 \).

---

\(^{14}\)To obtain eq. (3.3) we take another derivative with respect to \( y_0 \) and contract with the epsilon tensor:

\[
\epsilon^{ki} \partial_{y_0^i} \epsilon_{ij} \int d^2 y \frac{\partial \varphi}{\partial y^j} \frac{\partial \varphi}{\partial y^k}.
\]

Now we use the property (3.2). Thus we find \( \epsilon^{ki} \partial_{y_0^i} I_i = -2\pi q \) from which we infer that \( I_i = \pi q \epsilon_{ij} y^j_0 \).
Using eq. (3.6) in the action and after a little bit of algebra we find the static component of the logarithmic interaction between the vortices

\begin{equation}
S \supset 3\pi\mu \alpha \int dt \left[ \sum_{\alpha \neq \beta} q_{\alpha}q_{\beta} \log(\mu L_{\alpha\beta}) + \text{const.} \right].
\end{equation}

(3.8)

The cutoff \( \mu \) appears explicitly in the static potential between vortices, which accounts for the self energy as well, due to the constraint that the total number of vortices vanishes. The constant term in eq. (3.8) is interpreted as the contribution of the vortex masses and it is an independent Wilson coefficient within EFT. (More precisely, this independent Wilson coefficient is due to the ratio of the vortex mass and the scale \( \mu \), which is a model dependent coefficient, expected to be \( \sim 1 \) in the \( O(2) \) model.)

We are now ready to summarize the action of the vortices:

\begin{equation}
S_{\text{vortices}} = \int dt \left[ \sum_{\alpha} q_{\alpha}A_{i}(x_{\alpha}^{i}(t)) \dot{x}_{\alpha}^{i}(t) + 3\pi\mu \alpha \sum_{\alpha \neq \beta} q_{\alpha}q_{\beta} \log(\mu L_{\alpha\beta}) \right],
\end{equation}

(3.9)

where the gauge field satisfies \( \partial_{i}A_{j} - \partial_{j}A_{i} = -6\alpha\mu^{2}\pi\epsilon_{ij} \sqrt{g} = Q/(2R^{2})\epsilon_{ij} \sqrt{g} \) and we neglected the masses of the vortices. The kinetic term \( \sim \mu \int dt \sum_{\alpha} \dot{x}_{\alpha}^{2} \) is negligible for slowly moving vortices \( \dot{x} \ll 1 \); quantum-mechanically, neglecting the kinetic term is equivalent to restricting the dynamics to the lowest Landau level [47–51].

The energy stored by the vortices, on top of the ground state energy \( 8\pi R^{2} \alpha \mu^{3} \), is independent of the magnetic field and is just given by the electrostatic potential:

\begin{equation}
E_{\text{vortices}} = -3\pi\mu \alpha \sum_{\alpha \neq \beta} q_{\alpha}q_{\beta} \log(\mu L_{\alpha\beta}) .
\end{equation}

(3.10)

The charge is not sensitive to the vortices and it is given as before by \( Q = 12\pi R^{2} \alpha \mu^{2} \).

The angular momentum is sensitive to the vortices. Let us compute the angular momentum of a static \( q \) vortex at the north pole. From (2.4) we find \( T_{\phi\phi} = 3\alpha\mu^{2}q \), therefore a single vortex contributes to \( J_{z} \) by \( \frac{1}{2} \int d^{2}x T_{\phi\phi} = 6\pi R^{2} \alpha \mu^{2}q \). We divided by 2 since the configuration \( \varphi = q\phi \) has a \( q \) vortex in the north pole and a \( q \) anti-vortex in the south pole, each of which is contributing a half to the total angular momentum. More generally, the angular momentum is given by

\begin{equation}
\vec{J} = 6\pi R^{2} \mu^{2} \alpha \sum_{\alpha} q_{\alpha} \hat{n}_{\alpha} ,
\end{equation}

(3.11)

where \( \hat{n}_{\alpha} \) is the unit vector pointing from the center of the sphere to the location of the vortex. Of course, the angular momentum also receives contributions from the motion of vortices but those are again negligible for slowly moving vortices.\(^{15}\)

\(^{15}\)The fact that a single vortex has angular momentum is of course analogous to the angular momentum in the monopole-charge system [52]. In the presence of many vortices, the angular momentum is additive (3.11) since the equation of motion for the fluctuations around \( \chi = \mu t \) is linear to leading order and hence the profile of \( \varphi \) is a superposition over all the vortices (3.6).
3.2 Results

Consider a vortex anti-vortex pair, each with unit vorticity. When the vortices are antipodally placed, as in (3.12), they are static. More generally, we have to balance the Lorentz force, which is the first term in (3.9) with the electric potential, which is the second term in (3.9). Vortices therefore move via drift motion with velocity \( v \sim 1/(\mu L) \) around the sphere, where \( L \) is the relative distance. The energy and angular momentum of the configuration are

\[
\Delta/R = 8\pi R^2 \alpha \mu^3 + 6\pi \mu \alpha \log(\mu L) + \ldots, \quad J_z = 6\pi R^2 \mu^2 \alpha L = \frac{Q L}{2 R}.
\] (3.12)

The result (1.5) follows upon rewriting (3.12) in terms of \( Q \) (the +1 in \( J(J+1) \) follows from quantization [13]). Eq. (3.12) receives \( O(\mu) \) corrections both from the higher derivative terms (2.2) and from the vortex masses. By moving the vortices farther apart we can increase the angular momentum while keeping the charge fixed. In this way we can increase the angular momentum until we reach \( J_z = Q \), when the vortices are antipodal. On the lower end of the regime of validity of the vortex anti-vortex system, for \( J_z \lesssim \sqrt{Q} \), the vortices are nearby and they become relativistic so our EFT breaks down. Indeed, there are no vortices for \( J_z \lesssim \sqrt{Q} \), as we have seen, phonons are sufficient in this regime. In summary, the vortex anti-vortex configuration is well suited to be the ground state of the system for \( \sqrt{Q} \ll J \leq Q \).

The angular momentum can be increased seemingly as much as we like if we just keep increasing the vorticity \( q \). But this is not the ground state since, for instance, a 2-vortex is generally going to be unstable towards breaking up to two single vortices.\(^{16}\) Given these arguments we now look for configurations that can take us beyond \( Q \sim J \).

For sufficiently large \( J \) we may approximate the vortex distribution with a continuous function \( \rho(x) \). The vortex contribution to the energy (3.10) thus reads:

\[
E_{\text{vortices}} = 6\pi^2 \mu \alpha \int d^2 x \sqrt{g} d^2 x' \sqrt{g} \rho(x) \rho(x') G(x, x'),
\] (3.13)

while the angular momentum is

\[
\vec{J} = 6\pi \alpha \mu^2 R^2 \int d^2 x \sqrt{g} \rho(x) \hat{n}(x).
\] (3.14)

\(^{16}\)This is because the self-energy term scales quadratically with the vorticity. We can therefore clearly decrease the energy by breaking up a 2-vortex and separating the 1-vortices and 1-anti-vortices. This can be done without violating angular momentum conservation. Neglecting the kinetic term, angular momentum (3.11) can be conserved by simply moving the center of mass of the vortex binary slightly farther from the center of mass of the anti-vortex binary. The splitting of the 2 vortex into a binary of 1-vortices slightly decreases the angular momentum and this can be compensated for by moving the binaries a little farther apart, which is possible as long as the original 2-vortex 2-anti-vortex pair is not antipodal. In the latter case we conjecture that it is still possible for the 2 vortex and 2 anti-vortex apart to break up into relativistic binaries (see also the discussion in [53]). More broadly, in 2+1 dimensional theories with U(1) symmetry and one-form symmetry, there could be additional selection rules for which vortices exist and which do not and the conclusions could thus change.
To minimize the energy at fixed angular momentum we assume \( J_x = J_y = 0 \) and consider the functional \( E_{\text{vortices}} + \lambda J_z \), from which we obtain the following minimum condition
\[
\int d^2x' \sqrt{\gamma} \rho(x') G(x', x) = \frac{\lambda}{2} \mu R^2 \cos(\theta),
\] (3.15)
where \( \lambda \) is a Lagrange multiplier. The first term on the left hand side of (3.15) is the electric potential due to charges with density \( \rho \) and the second term on the right hand side states that this electric potential is proportional to \( \cos \theta \). The equation (3.15) is of course solved by acting on both sides with \( \Delta S^2 \) in the \( x \) coordinates. Expressing \( \lambda \) in terms of \( J_z \), we find the following result for the vortex density
\[
\rho = \frac{J_z}{8\pi^2 \alpha \mu^2 R^4} \cos(\theta) = \frac{3J_z}{2\pi QR^2} \cos \theta.
\] (3.16)
Eq. (3.16) corresponds to a velocity profile of a rigid body with a spherical shape, explicitly \( v_\phi = j_\phi/j_0 \approx \sin^2 \theta J/(cQ^{3/2}) \) (therefore \( v_\phi \) is constant and hence the angular velocity is \( \theta \) independent, as for a rigid body). The energy of the rigid body as a function of \( Q, J \) is inferred from (3.13):
\[
E = \frac{1}{3^{3/2} R \sqrt{\pi \alpha}} Q^{3/2} + \frac{3^{3/2} \sqrt{\pi \alpha}}{2R} J^2 Q^{3/2}.
\] (3.17)
We see that for \( J \gg Q \) the second term in (3.17) parametrically dominates over the term depending on the Wilson coefficient \( c_2 \) in (1.2). Additionally the vortex masses contribute to order \( \sim \rho \times \mu \sim J/\sqrt{Q} \), which is subleading for \( J \gg Q \).\(^{17}\) We notice that, since the number of vortices is quantized, the derivation leading to eq. (3.17) only holds for \( 3J/Q \in \mathbb{Z} \) (see footnote 17). It would be interesting to generalize our treatment to more general values of \( J \).

To remain within the non-relativistic regime we must require that \( J \ll Q^{3/2} \), since as \( J \) comes close to \( Q^{3/2} \) the rotation velocity becomes relativistic and our treatment of the problem needs to be revisited. The more general case, including the first nontrivial relativistic correction, is worked out in appendix A. Interestingly, the two terms in (3.17) become comparable for \( J \sim Q^{3/2} \) which is another indication that the rigid body breaks down in that domain, as the energy of the background superfluid begins to be challenged by the potential of the vortices. (Another consistency check is to note that from (3.16) it follows that the number of vortices minus anti-vortices scales like \( \sim J/Q \). On the other hand, since the area of each vortex is \( \sim \mu^{-2} \), the number of vortices on the sphere is limited by \( R^2 \mu^2 \sim Q \), which is indeed parametrically larger than \( J/Q \).)

\(^{17}\)The vortex mass contribution can be read from (3.8). While the constant piece is model dependent, the logarithmic self energy piece \( -3\pi \mu \alpha \sum_{\alpha \neq \beta} q_\alpha q_\beta \log(\mu) = 3\pi \mu \alpha \sum_{\alpha} q_\alpha^2 \log(\mu) \) is calculable. The microscopic realization of the rotating rigid body only has 1-vortices and 1-anti vortices and therefore, if the total number of vortices and anti-vortices is denoted by \( N \), then we find the total self energy \( 3\pi \mu \alpha N \log(\mu) \). For the rigid body configuration \( N = \frac{3J_z}{4c_1} \) and therefore the self energy is
\[
\frac{3\sqrt{3\pi \alpha}}{4R} \frac{J_z}{\sqrt{Q}} \log Q = \frac{J_z}{4c_1 \sqrt{Q}} \log Q,
\]
where we kept the large logarithm which is unaffected by the unknown Wilson coefficients. This is parametrically smaller than (3.17) since \( J \gg Q \) in the rigid body phase.
On general grounds, we expect that when the superfluid velocity exceeds the speed of sound $c_s = 1/\sqrt{2}$ the rigid body configuration becomes unstable [14], and the superfluid settles in a new ground state [17]. Remarkably, such a transition was experimentally observed for Bose-Einstein condensates in anharmonic traps [20].

4 The giant vortex

4.1 The classical profile

To guess the ground state past the point $J \sim Q^{3/2}$ is not obvious. Motivated from simulations of particles in a rotating trap and also from explicit solutions in classical field theories, we propose that an interesting next ground state is the giant vortex.

The hallmark property of the giant vortex is that the superfluid only exists in a domain around the equator. The total vorticity is some $\ell \in \mathbb{Z}$ and, in the simplest case, which is the case we analyze here, inside the domain of the superfluid there are no additional vortices. The domain can now rotate supersonically compared to the velocity $1/\sqrt{2}$ of phonons in the original superfluid. This leads to no instabilities because the velocity of phonons in the giant vortex is no longer $1/\sqrt{2}$ (rather, the phonons can now move at the speed of light, as we will see in section 4.2).

Going back all the way to (2.1), the equation of motion is
\[ \partial_\nu (\sqrt{g}g^{\mu\nu}|\partial\chi|\partial_\mu\chi) = 0. \] (4.1)

An interesting solution with the required vorticity is
\[ \chi = \mu t + \ell \phi. \] (4.2)

In the parlance of section 3 the profile (4.2) corresponds to a vortex-antivortex pair at the opposite poles. The difference however is that we now consider values of the vorticities $\ell \sim R\mu$, i.e. very large vorticity. We will show below that this corresponds to the regime $J \gg Q^{3/2}$.

Since $\ell \in \mathbb{Z}$, the configuration (4.2) only describes states with $J = \ell Q$; in section 4.2 we will see that states with some nearby values of the spin, $|J - \ell Q| \ll Q$, are obtained by considering fluctuations of the field. As in the previous section, it would be interesting to find the classical profile which generalizes (4.2) to arbitrary values of $J$.

The solution (4.2) does not make sense everywhere on the sphere. From the point of view of the superfluid effective theory we can continue trusting the configuration (4.2) for as long as $(\partial\chi)^2 > 0$ (since $(\partial\chi)^2$ controls the gap of the radial modes). This means the domain is given by $\theta \in [\pi/2 - \delta, \pi/2 + \delta]$ with $\cos \delta = |\ell|/(R\mu)$. This also determines the upper limit on $\ell$ where the domain becomes very narrow ($\delta \ll 1$). The fundamental limitation comes from requiring that the domain over which the effective field theory is defined is larger than the inverse cutoff. See figure 2 (where also a boundary layer domain which we will soon discuss is depicted). The size of the domain in the $\theta$ direction is $\sim R\delta$ while the energy cutoff, as inferred from the equator, is $|\partial\chi| \sim \sqrt{\mu^2 - \ell^2/R^2} \sim \mu\delta$. We
Figure 2. In the blue region there are no low-lying excitations, the red region is the spinning superfluid and the green region is the boundary layer, which we discuss in subsection 4.4. As long as the red region is large enough, we can trust the giant vortex effective theory.

hence obtain the inequality $\mu R \delta^2 \gg 1$. We will now see what this implies for the regime of $Q, J$ that is achievable with the giant vortex effective theory.

In appendix B we compute the charge, angular momentum and energy for the solution (4.2). We find that the parameters $\mu$ and $\delta$ admit a simple expansion in $Q^3/J^2 \ll 1$:

$$R \mu = \frac{J}{Q} \left[ 1 + \frac{Q^3}{6\pi^2 \alpha J^2} + \ldots \right],$$

$$\sin(\delta) = \frac{Q^{3/2}}{\sqrt{3\alpha \pi J}} \left[ 1 - \frac{Q^3}{16\pi^2 \alpha J^2} + \ldots \right]. \quad (4.4)$$

Notice the size of the strip $\delta \sim Q^3/J$. For $\delta \ll 1$ the giant vortex allows us to reach angular momentum with $J \gg Q^{3/2}$. However, as discussed above, there is a limit to how small we can take the width of the strip, $\sim \delta$, to be. Our previous considerations have shown that $\delta$ is limited by $\sim 1/\sqrt{\mu R}$. Using eq. (4.3) we find that the largest angular momentum compatible with the giant vortex effective theory is $J \ll Q^2$. Finally we quote the equation of state

$$\Delta = \Delta \equiv \frac{RE}{J} = J + \frac{1}{12\pi^2 \alpha} \frac{Q^3}{J} + \ldots, \quad Q^{3/2} \ll J \ll Q^2. \quad (4.5)$$

The equation of state has two noteworthy features:

- To leading order, the relationship between the energy and the angular momentum is $E = \frac{1}{R} J$. That the coefficient in this formula is exactly 1 is very important as this means that in terms of the scaling dimension (1.1) we have $\Delta = J$ to leading order, which is precisely the slope also when the spin is the largest parameter. In other words, this is exactly the Regge slope!

- The subleading correction of order $Q^3/J$ becomes of order $Q$ near the boundary of the regime of validity of the giant vortex $J \sim Q^2$. This agrees parametrically with
the sub-leading correction in the large-spin expansion, as we will review. Later we will see a striking resemblance between the fluctuations of the giant vortex and the fluctuations in the large-spin expansion.

We stress that, even though eqs. (4.3), (4.4) and (4.5) are expressed as a series expansion, so far we worked only with the leading order action (2.1). Higher derivative corrections introduce correction suppressed by powers of $1/(\mu R \delta^2)^2 \sim J^2/Q^4$. Here and in the following we work in the formal limit where $J/Q^2 \to 0$ while $Q^3/J^2$ is fixed and small, so that we can safely neglect higher derivative terms while retaining the second term in eq. (4.5). We return to this point in section 4.4, where we provide a more careful analysis of the neglected contributions.

A related comment is that it is useful to think about $M^2 = -(\partial \chi)^2$ as an effective mass for a radial mode.\footnote{This is manifest in the linear sigma models considered, e.g., in [54, 55].} Outside the strip the theory is completely massive (which is why we can ignore the physics outside of the strip) and inside the strip the radial mode has nonzero expectation value and thus we have a superfluid theory. The superfluid effective theory is cutoff at points $\theta = \pi/2 \pm \delta$ at some distance from the (small) layer where $M^2 \approx 0$. At those points we impose boundary conditions. For the moment, it suffices to say that to leading order we can identify the location of the thickened boundary $\delta$ with $\delta$, and that Neumann boundary conditions $j_\theta = 0$ are imposed at that point independently of the microscopic model according to the general analysis in [56]. We discuss the physics of the thickened boundary more in detail in section 4.4, where we show that the boundary layer leads to corrections to eq. (4.5) which are suppressed by fractional powers of $1/(\mu R \delta^2)^2 \sim J^2/Q^4$.

### 4.2 Fluctuations around the giant vortex

Let us analyze fluctuations around the giant vortex. We simply expand around (4.2) with fluctuations denoted by $\varphi$ as in the previous section. We retain only the quadratic terms in the fluctuations (disposing of the linear, total derivative, terms and also of higher-order terms). We find the action for the fluctuations (assuming $\ell > 0$ without loss of generality),

$$S_{\text{fluctuations}} = \frac{3}{2} \alpha \mu R^2 \int dt \sin \theta d\theta d\phi \left[ \frac{1}{X} \left( \partial_\theta \varphi - \frac{\cos \delta}{R \sin \theta} \partial_\phi \varphi \right)^2 + X (\partial_\varphi)^2 \right]. \quad (4.6)$$

We denoted $X = \sqrt{1 - \frac{\cos^2 \delta}{\sin^2 \theta}}$ for simplicity. It is important to keep in mind that $\theta \in [\pi/2 - \delta, \pi/2 + \delta]$. More precisely, as discussed above, we must cut off the effective theory slightly before we hit $\theta = \pi/2 \pm \delta$ and replace the singular boundary with a thickened boundary with Neumann boundary conditions $j_\theta |_{\text{boundary}} = X \partial_\theta \varphi = 0$ [56].

The solutions to the equations of motion derived from (4.6) are not known to us in general, but a lot of the physics can be understood from the narrow strip $\delta \to 0$ limit, in which the equations simplify. Below we discuss in detail the result to leading order in $\delta$, and then quote some subleading orders.

In the limit $\delta \to 0$ we can replace the measure on the sphere $\sin \theta d\theta d\phi$ by just $d\theta d\phi$, which is consistent since the strip is a narrow band with opening angle $\sim Q^{3/2}/J$ around
the equator. Additionally, we can approximate $\cos \delta \simeq 1$. Finally, we see that everywhere within the strip of the superfluid we have $X \sim \delta$ or smaller, therefore, in the term $X(\partial \varphi)^2$ the time derivative and $\phi$ derivatives are negligible while the $\theta$ derivative should be retained since $\partial_\theta \sim 1/\delta$. We therefore get the theory for the fluctuations

$$S_{\text{fluctuations}} \simeq \frac{3}{2} \alpha \mu R^2 \int dt d\theta d\phi \left[ \frac{1}{X} \left( \frac{\partial_\theta \varphi}{X} - \frac{1}{R} \partial_\phi \varphi \right)^2 - \frac{X}{R^2} (\partial_\theta \varphi)^2 \right].$$

(4.7)

The modes of the fluctuations can be found by doing a change of variables $d\theta/dy = X$, in terms of which we have the action

$$S_{\text{fluctuations}} = \frac{3}{2} \alpha \mu R^2 \int dt dy d\phi \left[ \left( \frac{\partial_\theta \varphi}{X} - \frac{1}{R} \partial_\phi \varphi \right)^2 - \frac{1}{R^2} (\partial_\theta \varphi)^2 \right],$$

(4.8)

and the coordinate $y$ ranges in the interval $y \in [-\pi/2, \pi/2]$.\(^{19}\) The boundary condition in these coordinates is naturally $\partial_\theta \varphi \big|_{y=\pm\pi/2} = 0$.

Unlike the fluctuations around the non-rotating superfluid phase (2.6), the theory for the fluctuations (4.8) is somewhat unfamiliar. The Neumann boundary conditions allow modes of the type $\cos(ny)$ for even $n$ or $\sin(ny)$ for odd $n$. Therefore expanding with these eigenfunctions we have $\partial_{\theta y}^2 \varphi = -n^2 \varphi$ where $n$ is a positive integer (eigenfunctions with negative $n$ are redundant). Therefore the dispersion relation obtained from the action (4.8) is

$$\left( \omega - \frac{m}{R} \right)^2 - \frac{n^2}{R^2} = 0,$$

(4.9)

with integer $m, n (n \geq 0)$. The corresponding one-particle states have angular momentum $J_z = \ell Q + m$, where $\ell Q$ is the contribution from the background.

This dispersion relation leads to a Fock space with some remarkable properties

- For $n = 0$ we have a second order pole in the Green’s function at every $\omega = m/R$. The second order pole gets resolved at higher order in $\delta$ into two simple poles, of which one has to be interpreted as creation $a_m^\dagger$ and the other as annihilation operator $a_m$. The existence of creation operators with $\omega = m/R$ for any integer $m$ leads to an infinite degeneracy of the vacuum due to states of the form $\prod_i a_m^\dagger |\text{vac} \rangle$ with $\sum_i m_i = 0$. This degeneracy also gets resolved at higher order in $\delta$, but for now, this is a peculiar property we have to keep in mind.\(^{20}\) Importantly, excitations with quantum number $m$ carry no $\text{U}(1)$ charge but they carry $m$ units of angular momentum $J_z$. Therefore states with $\sum m_i \neq 0$ either increase or decrease the total angular momentum, and correspondingly, increase or decrease the energy.

\(^{19}\)The solution of $d\theta/dy = X$ is

$$y = - \arcsin \left( \frac{\cos \theta}{\sin \delta} \right)$$

and therefore as $\theta$ varies between $\theta = \pi/2 - \delta$ to $\theta = \pi/2 + \delta$, the variable $y$ varies between $y = -\pi/2$ to $y = \pi/2$.

\(^{20}\)We discuss the quantization of the $n = 0$ modes including the first subleading correction in appendix C.
• For \( n \neq 0 \) we have to keep only the positive square root of (4.9) and we find
\[
\omega = m/R + n/R, \quad n > 0.
\]
(4.10)
The fact that the integers \( m, n \) appear with coefficient \( 1/R \) is remarkable — we will see that this is essentially identical to the Fock space one obtains for multi-twist operators in the large spin limit.

• As we discuss below, there are small \( O(\delta) \) corrections to the dispersion relation, lifting the infinite degeneracy. However, some modes are protected by symmetry. The mode \( m = -1, n = 1 \) is the soft mode (\( \omega = 0 \)) corresponding to rotations \( J_- = J_+^\dagger = J_x - iJ_y \). This acts on our highest weight state and decreases the \( z \) component of the angular momentum while keeping the scaling dimension intact. The energy of this mode remains exactly 0 for all \( \delta \). The conformal descendants are interpolated by the \( \omega = 1/R \) modes with \( (m = -1, n = 2), (m = 1, n = 0), \) and \( (m = 0, n = 1) \), which all together form a triplet corresponding to the three possible descendants obtained acting with the momentum generator \( P_\mu \). These again receive no corrections to their dispersion relation \( \omega = 1/R \). Finally the \( m = n = 0 \) mode needs to be treated separately as in the discussion in section 2.

We close this section by giving the first nontrivial corrections in \( \delta \). These are straightforwardly derived by restoring the subleading orders in the action (4.8) and solving the equations of motion perturbatively in \( \delta \). The result takes a qualitatively different form for \( n \geq 2 \), \( n = 1 \), and \( n = 0 \).

- for \( n \geq 2 \) the dispersion relation is corrected at order \( O(\delta^2) \) and reads
\[
R\omega = m + n - \frac{\delta^2}{4}(2m + n) + \ldots, \quad \text{for } n \geq 2.
\]
(4.11)
- For \( n = 1 \) the first nontrivial correction arises at order \( O(\delta^4) \), giving
\[
R\omega = m + 1 - \frac{\delta^4}{16}(m^2 + m) + \ldots, \quad \text{for } n = 1.
\]
(4.12)
- Finally, the dispersion relation for the \( n = 0 \) mode differs at subleading orders between \( m > 0 \) and \( m < 0 \), giving
\[
R\omega = \begin{cases} 
  m - \frac{\delta^6}{512}(m^3 - m) + \ldots & \text{for } m > 0 \\
  m - \delta^2m + \ldots & \text{for } m < 0,
\end{cases}
\]
(4.13)
where we reported the first nontrivial correction both for \( m > 0 \) and \( m < 0 \).

The result (4.13) is particularly significant because it predicts the gap between the giant vortex and the next to lightest state with the same angular momentum. This is made of a \( (m = -2, n = 0) \) quantum and a \( (m = 2, n = 0) \) one. The gap reads
\[
\delta \Delta = 2\delta^2 + \ldots = \frac{2Q^3}{3\alpha \pi^2 J^2} + \ldots.
\]
(4.14)
Figure 3. In the large spin limit, the minimal dimension operator(s) can be thought of as $Q$ partons rotating on the equator of the sphere. When $J/Q^2 \sim 1$ these partons should collapse to the giant vortex.

Finally from the subleading terms in the expansion of (4.6), we infer that the neglected nonlinearities are suppressed as long as $|\omega - m| \ll \mu \delta^2$, $n \ll \mu \delta^2$ and $|\omega + m| \delta^2 \ll \mu \delta^2$. This asymmetric structure follows from the broken Lorentz invariance and the almost chiral nature of the theory. It implies that $n \ll Q^2/J$, while for the $n = 0$ modes our analysis holds as long as $|m| \ll R\mu \sim J/Q$.

4.3 Comparison with the large-spin expansion

Let us review the large-spin expansion and then compare with the giant vortex. In order to be concrete we will use notation appropriate for the $O(2)$ model, where there is an operator $\Phi$ carrying one unit of $U(1)$ charge. The lowest dimension operator of charge $Q$ is schematically $\Phi^Q$ and one now needs to add $J$ derivatives. Consider operators of the type

$$\partial^{a_1} \Phi \partial^{a_2} \Phi \cdots \partial^{a_Q} \Phi,$$

(4.15)

i.e. we insert many derivatives between any two $\Phi$ “partons” such that $\sum_{i=1}^Q a_i = J$. If $J$ and each $a_i$ are large enough (we will soon compute how large they need to be) then the large-spin expansion applies and the leading and subleading order terms in the formula for the scaling dimension of the operator (4.15) are

$$\Delta = J + Q \Delta \Phi + \cdots.$$  

(4.16)

One can loosely think about the corresponding state on $S^2$ in terms of $Q$ partons rotating on the equator of the sphere, see figure 3.

Note that (4.16) implies a large degeneracy due to the insensitivity of $\Delta$ to rearrangements of the derivatives, to leading order. This is analogous to the large ground state degeneracy we encountered at leading order in $\delta$ in our analysis of the giant vortex. Next, derivatives with contracted indices can be added to the operator (4.15) without changing the angular momentum. In fact, there are two ways to add contracted derivatives — either in the form $\partial^\mu \Phi \cdots \partial^\nu \Phi$ which corresponds to $n = 2$ since we have added two derivatives
without changing the angular momentum or via $\partial^\nu \Phi \cdots \epsilon_{\mu\nu\rho} \partial^\rho \Phi$ which corresponds to $n = 1$ since we have added one derivative without changing the angular momentum. More generally, we can obtain all integer positive $n$ in this way, exactly matching the giant vortex fluctuations!

It is time to discuss the corrections to (4.16), as this will allow us to determine when the large-spin expansion breaks down. The corrections to the scaling dimension (4.16) come from interactions between the $Q = 1$ constitutes. The exchanged “forces” are due to $Q = 0$ lowest-twist operators, where from the unit operator we obtain (4.16). The next lowest twist operators in the $O(2)$ model are the energy momentum tensor and the $O(2)$ current, both of which have twist 1. A qualitative estimate for the interaction between the $Q$ partons comes from thinking about the problem in the analog AdS$_4$ configuration of $Q$ partons spinning at radial distance $d \sim R_{\text{AdS}} \log(J/Q)$ from the center of AdS$_4$. The gravitational interaction between all the $\sim Q^2$ pairs thus scales as $\sim Q^3/J$.

We therefore see that the large-spin expansion breaks down at $J \sim Q^2$ and it is only valid for $J \gg Q^2$. This nicely matches with the boundary of the regime of validity of the giant vortex description and further reinforces the connection between the giant vortex theory and the large spin expansion.

Conjecturally, the quantum theory of $Q$ partons with the $\sim Q^3/J$ interactions (mediated by the exchange of the energy momentum tensor and current) settles in a new ground state, which is essentially the giant vortex state. This might be possible to demonstrate explicitly. Qualitatively, since the interaction per parton scales like $Q^2/J$, once $J \sim Q^2$ the interaction provides sufficient energy for partons to climb over the $O(1)$ repulsive barrier of parton recombination. Notice that this picture is nicely consistent with the interaction between the partons being attractive.\footnote{Let us check that the interaction between the partons is attractive. Denote the two-point functions of the U(1) current and energy-momentum tensor by

$$
\langle J_{\mu} J_{\nu} \rangle = \frac{\tau}{16\pi^2} \frac{I_{\mu\nu}}{x^4}, \quad \langle T_{\mu\nu} T_{\rho\sigma} \rangle = \frac{C_T}{16\pi^2} \frac{I_{\mu\nu,\rho\sigma}}{x^6}
$$

where $I_{\mu\nu} = \delta_{\mu\nu} - 2 x_{\mu\nu} / x^2$ and $I_{\mu\nu,\rho\sigma} = \frac{1}{2} (I_{\mu\nu} I_{\rho\sigma} + I_{\mu\rho} I_{\nu\sigma} - \frac{1}{2} \delta_{\mu\sigma} \delta_{\nu\rho})$ (see [57]). For a free complex scalar field in 2+1 dimensions of charge 1 we have $\tau = 2$ and $C_T = 3$. In the interacting theory, we have approximately [58] that $\tau = 1.809$ and $C_T = 2.832$. Finally we recall that the parton-parton interaction is attractive if [11]

$$
\frac{\Delta_\Phi}{\sqrt{C_T}} \geq \frac{1}{\sqrt{6}} \frac{1}{\sqrt{\tau}}.
$$

Using the above values of $C_T$, $\tau$, and $\Delta_\Phi = 0.519$ we find that the left hand side evaluates to 0.308 while the right hand side to 0.304. Since the inequality (4.17) is indeed satisfied the force between the partons is attractive. This is consistent with our physical picture. We expect however that a weakly repulsive force might also be compatible with a superfluid state; it is indeed known that bosons with repulsive interactions still form a superfluid state for generic values of the angular velocity [59]. Note that, along the lines of our intuition from AdS, if we could increase $C_T$ indefinitely and thereby decrease the Newton constant, we would never have binding gravitational interactions. Notice that inequalities similar to eq. (4.17) were analyzed in [60] in relation with the weak gravity conjecture [25] in holography.}
\[ RE = J + (Q - 2)\Delta Q = 1 + \Delta Q = 2 + \cdots \]  

which is larger than (4.16) since \( \Delta Q = 2 > 2\Delta Q = 1 \), which is known to be true in the \( O(2) \) model.\(^{22}\) In the effective theory around the giant vortex such a rearrangement of derivatives corresponds to turning on oscillators with large \( |m| \) and we do not know whether in the giant vortex theory such operators are indeed \( O(1) \) heavier than the ground state or, perhaps, they are much heavier.

### 4.4 Higher derivative corrections and the boundary layer

We finally discuss higher derivative corrections. Our discussion will focus on the equation of state (4.5), but analogous comments apply to the predictions discussed in section 4.2 for fluctuations.

As explained in section 4.1, the EFT can be schematically understood depending on the value of \( M^2 \equiv - (\partial^2 \chi)^2 \). When \( M^2 > 0 \) the theory is completely gapped; because of the centrifugal contribution \( \ell^2 / \sin^2 \theta \), \( M^2 \) is positive and large everywhere but in a small strip of size \( \delta \) around the equator. In the strip where \( M^2 < 0 \) we have a superfluid phase with local cutoff \( \Lambda = |\partial \chi| \sim \mu \delta \). Using that derivatives scale as \( \partial \sim 1 / \delta \), higher derivative operators, such as those shown in eq. (2.2), are locally suppressed by inverse integer powers of \( \partial^2 / \Lambda^2 \sim J^2 / Q^4 \) (the square is because of parity invariance) with respect to the leading order action.

It remains to discuss the boundaries of the region \([\pi/2 - \delta, \pi/2 + \delta]\), where \( M^2 \) vanishes and the effective theory naively breaks down. Physically, this means that we must avoid going all the way to \( \pi/2 \pm \delta \), and instead consider some region around the boundary and replace it by some effective boundary. To understand how this works, we notice that integrating out the radial mode is disallowed when \( \partial M \sim M^2 \). This defines a smaller region than the original \( \theta \in [\pi/2 - \delta, \pi/2 + \delta] \), where the superfluid effective theory with a boundary condition should be truly valid. The region where we can use effective field theory is therefore \( \theta \in [\pi/2 - \tilde{\delta}, \pi/2 + \tilde{\delta}] \) with some \( \tilde{\delta} \) slightly smaller than \( \delta \). We can obtain the difference \( \delta - \tilde{\delta} \) from the requirement that the mass gradient is not at the cutoff scale, \( \partial (\partial \chi) \sim (\partial \chi)^2 \); we find

\[ \delta - \tilde{\delta} \sim \frac{\delta}{(\mu \delta^2 R)^{2/3}} \sim \frac{Q^2}{J} \left( \frac{1}{\sqrt{Q}} \right)^{1/3} \frac{1}{\sqrt{Q}}. \]

Therefore all we have to do is to cut off from the strip a domain of size parametrically larger than \( R \left( Q^2 J \right)^{1/3} \frac{1}{\sqrt{Q}} \) — this allows to define within this slightly smaller strip a consistent effective theory with boundary conditions. See figure 2. The size of the original strip is \( 2\delta \sim RQ^{3/2} / J \). Therefore the ratio between the boundary layer and the superfluid

\(^{22}\)More generally, \( \Delta Q \) is conjecturally a convex function (it certainly is for very small and very large \( Q \)) \(^{29}\) and hence the energy is always minimized by breaking up the original operator \( \Phi^Q \) into a maximal number of partons.
strip scales as
\[
\frac{(\delta - \bar{\delta})}{\delta} \sim \left( \frac{J}{Q^2} \right)^{2/3},
\]
which is indeed a small number for \( J \ll Q^2 \). The leading order boundary conditions at \( \theta = \pi/2 \pm \delta \) are found from the variation of the leading order bulk action (2.1), and simply correspond to Neumann \( j_\theta = 0 \) [56].

To understand the consequences of this procedure of “thickening the boundary” for subleading terms in the derivative expansion, it is simplest to discuss the Lagrangian \( L(\mu, \ell) \) evaluated on the profile (4.2), where \( S = \int dt L \) is the total action given by the sum of (2.1) and (2.2).\(^{23}\) The leading order action scales as \( L_0 = \alpha \int d^2x (\partial \chi)^3 \sim R^2 \mu^3 \delta^4 \sim Q^3/J \). Introducing a cutoff \( \bar{\delta} \) only changes the result of the integral by a term of order \( \delta L_0 \sim \mu^4/3 \delta^2/3 R^{1/3} \sim J^{2/3}/Q^{1/3} \). Furthermore, introducing a cutoff \( \bar{\delta} \) is strictly necessary to compute the contribution \( L_2 \) from the subleading terms (2.2). This is because, while they are locally \( 1/(R \mu \delta^2)^2 \) suppressed at the equator, their expectation value \( \sim \mu \delta^2/(\delta^2 - \theta^2)^{3/2} \) is naively singular (and non-integrable) for \( \theta \to \pi/2 \pm \delta \). Integrating in the strip \([\pi/2 - \delta, \pi/2 + \delta]\) and using (4.20), we find the schematic scaling
\[
L_2 \sim \mu^{4/3} \delta^{2/3} R^{1/3} \sim \frac{J^{2/3}}{Q^{1/3}}.
\]

This is the same scaling of \( \delta L_0 \) above. Notice that the precise value of \( L_2 \) depends upon the exact location of the cutoff \( \bar{\delta} \) and it is thus not calculable within EFT. It may be similarly argued that also further higher derivative terms contribute to the same order because of their singular behaviour for \( \theta \to \pi/2 \pm \delta \).

We conclude that the boundary layer where \( M^2 \approx 0 \) introduces a correction suppressed by the ratio \( L_2/L_0 \sim 1/(\delta^2 \mu R)^{5/3} \sim (J/Q^2)^{5/3} \) to \( L \) and therefore to the equation of state (4.5). Notice this correction is more important than that coming from the bulk of the strip, which is suppressed by \( 1/(\delta^2 \mu R)^2 \sim (J/Q^2)^2 \).

As a final comment, we notice that the situation discussed above is analogous to that occurring for rotating strings in effective string theory [61] and non-relativistic superfluids in a harmonic trap [62, 63]. Also in those cases, the contribution from infinitely many integrated higher derivative terms is enhanced with respect to their naive bulk scaling due to a singular behaviour at the boundary. It is known that in such setups to systematically compute subleading orders it is necessary to introduce a proper boundary action [64, 65], whose Wilson coefficients renormalize the contributions from bulk operators and thus encode all the ambiguities related to boundary effects. We leave the explicit construction of such boundary action for future work. Here we limit ourselves to noticing that the natural cutoff in the boundary layer is given by the inverse geometric size \( \tilde{\Lambda} \sim R^{-1}/(\delta - \bar{\delta}) \). Therefore, by locality, we expect the contribution of the boundary action to \( L \) to scale as

\(^{23}\)From the classical value of the Lagrangian \( L(\mu, \ell) \), we can extract the U(1) charge and the energy of the state as
\[
Q = \frac{\partial L}{\partial \mu}, \quad \Delta = \frac{\partial}{\partial R} = \mu Q - L,
\]
where the derivative is taken at fixed \( \ell \).
\[\sim R\tilde{\Lambda}^2 \sim \mu^{4/3}\delta^{2/3}R^{1/3},\] precisely matching eq. (4.21); subleading terms should be further suppressed at least by powers of \(\sim \delta^2/\tilde{\Lambda}^2 \sim 1/(\mu\delta)^{4/3} \sim (J/Q)^{4/3}\). Therefore these considerations do not affect our analysis to the order of interest.

5 Conclusions and open questions

We have discussed the problem of determining the scaling dimensions of the lightest operators with large quantum numbers \(Q, J\). This problem is equivalent to finding the phases of the theory at zero temperature and large \(Q, J\) on \(S^{d-1}\). Or, in the language of the grand-canonical ensemble, this is equivalent to finding the ground state of the zero temperature theory on \(S^{d-1}\) with large chemical potentials for the \(U(1)\) symmetry and angular momentum. The proposals we made in this paper should hold in the \(O(2)\) model and other theories in 2+1 dimensions.

We have seen that as the rotation increases, the superfluid develops vortices which at \(J \sim Q\) form a rigid body, and when the rotation becomes supersonic at \(J \sim Q^{3/2}\) presumably a large hole is created, to which we refer as the “giant vortex.” The giant vortex solution has remarkable properties as it allows to continue and increase the rotation further all the way to \(J \sim Q^2\). Such fast rotation is allowed by a peculiar, chiral dispersion relation for the fluctuations of the giant vortex, \(\omega = \frac{1}{R} (|n| + m)\), allowing for the phonons to move at the speed of light. The fluctuations of the giant vortex lead to a Fock space which is virtually identical to the Fock space of multi-twist operators in the Regge limit, containing both the leading and the daughter Regge trajectories, therefore, allowing us to complete the phase diagram for all \(Q, J\).

Several questions are left for the future.

- It would be nice to explore further the phase diagram in 3+1 dimensions. There spinning operators are associated with vortex-strings; their configurations for sufficiently small \(J\) have been studied in [66], but the analogue of the giant vortex is not known. Likewise, it would be nice to extend the discussion here to supersymmetric theories [67–74] and to parity violating [75] theories.\(^{24}\)

- Starting from the large spin expansion, we have seen that if the energy-momentum and current exchanges could be solved exactly, it could be possible to derive the emergence of the giant vortex. In the AdS\(_4\) analog of this question, this is a problem concerning the gravitational collapse of \(Q\) charged particles.

- Similarly, starting from the rigid body phase, it should be possible to follow the relativistic corrections and perhaps detect the (superradiant?) instability that leads to a new ground state. It should be possible to detect the instability in effective field theory, but to follow it through one might need to start from a microscopic theory (Thomas-Fermi theory or the Gross-Pitaevskii model should suffice as well).

- We do not presently know the orders of the various transitions we have described here, nor is it possible to be sure at the moment that there are no additional phases.

\(^{24}\)We also mention that spinning operators in NRCFTs were studied in [76].
Various phases and transitions with discrete symmetries have appeared in the context of particles in a trap; see [53] for a recent discussion and references.

- Some questions about the fluctuations of the giant vortex remain: what happens for large quantum numbers $m$? are the states described by moving elsewhere all the derivatives separating two adjacent partons gapped? How to describe giant vortices or the rigid body with $J$ not divisible by $Q$?
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A Rigid body rotation

We allow for electric sources in the EFT (2.1) and look for the minimal energy configuration with a given angular momentum and charge. We look for azimuthally symmetric solutions with $\partial_\theta \chi = 0$ and $\partial_\phi \chi = \mu R \sin \theta p(\theta)$ and $\partial_t \chi = \mu$. This problem can be phrased as a search for solutions of azimuthally rotating superfluid (which inevitably leads to vortices if there is any $\theta$ dependence) with given angular momentum and charge. The time dependence is fixed by requiring that a diagonal subgroup involving time translations and the superfluid $U(1)$ symmetry is preserved.

To find the ground-state, we minimize the functional

$$ E - \tilde{\mu}Q - \Omega J_z = \mu^3 \int d^2 x \sqrt{g} \left( 3X^{1/2} - X^{3/2} - 3\lambda X^{1/2} - 3\lambda X^{1/2} p \sin \theta \right) , $$

(A.1)

where $X = 1 - p^2$ and we set $\tilde{\mu} = \tilde{\lambda} \mu$ and $\Omega = \lambda / R$. We get the equation

$$ p^3 - \tilde{\lambda} p - \lambda \sin \theta \left( 2p^2 - 1 \right) = 0. $$

(A.2)

Note the particular normalization of the Lagrange multipliers in (A.1) which renders the equations very convenient. We should also minimize over the constant values of $\mu$ (at fixed $\tilde{\mu}$). We find the equation

$$ \int d^2 x \sqrt{g} X^{1/2} \left( 3 - X - 3\lambda p \sin \theta - 2\tilde{\lambda} \right) = 0 \quad \iff \quad \frac{E - \Omega J_z}{Q} = \frac{2}{3} \tilde{\mu} \tilde{\lambda}. $$

(A.3)
A.1 Reproducing the non-relativistic limit

The non relativistic limit is small $\lambda$ and small $p$. Then (A.2) becomes a linear equation solved by

$$p = \frac{\lambda}{\tilde{\lambda}} \sin \theta.$$  \hspace{1cm} (A.4)

This is the rigid body solution discussed in the main text since $\nu^\phi = \partial^\phi \chi = \text{const}$. To the first nontrivial order in $\lambda$ we can compute the quantum numbers:

$$E = 8\pi \mu^3 R^2, \quad J = 8\pi \frac{\lambda}{\tilde{\lambda}} \mu^3 R^3, \quad Q = 12\pi \mu^2 R^2 - 4\pi \frac{\lambda^2}{\tilde{\lambda}^2} \mu^2 R^2.$$  \hspace{1cm} (A.5)

Note that the quadratic order in $\lambda$ cancels from $T_{00}$ and hence from $E$. From these formulae we can extract the equation of state

$$RE = \frac{1}{3^{3/2} \sqrt{\pi}} Q^{3/2} + \frac{3^{3/2} \sqrt{\pi}}{2R} \frac{J^2}{Q^{3/2}}.$$  \hspace{1cm} (A.6)

This exactly agrees with the results in the main text. Finally, we also need to impose (A.3) which in the strict non-relativistic limit gives $\tilde{\lambda} = 1$. Then, $\lambda$ is found from the angular momentum and $\mu$ is related to the charge, thereby fixing all the dimensionless unknowns in terms of physical quantities. From these formulas, we see that the relativistic limit corresponds to $\lambda/\tilde{\lambda} \sim 1$, therefore we have $J \sim Q^{3/2}$ in the relativistic limit.

We compute one more order in the non-relativistic limit. This already shows a deviation from the rigid body. The next-to-leading order solution is

$$p = \frac{\lambda}{\tilde{\lambda}} \sin \theta - \frac{\lambda^3}{3 \tilde{\lambda}^3} \sin^3 \theta \left(2 - \frac{1}{\tilde{\lambda}}\right).$$  \hspace{1cm} (A.7)

We can regard (A.3) as an equation for $\tilde{\lambda}$, solving it, we find

$$\tilde{\lambda} = 1 - \frac{2}{3} \lambda^2.$$  \hspace{1cm} (A.8)

For the velocity profile of the superfluid we just substitute this expression for $\tilde{\lambda}$ in (A.7)

$$p = \lambda \left(1 + \frac{2}{3} \lambda^2\right) \sin \theta - \lambda^3 \sin^3 \theta.$$  \hspace{1cm} (A.9)

From current components $j_0, j_\phi$ we can read out the velocity $j^\phi/j_0$ and the superfluid density $j_0$. We see that the angular velocity near the equator drops a little compared to the angular velocity elsewhere. Similarly, since $\frac{1}{\sin \theta} \partial_\theta \partial_\phi \chi$ is the density of vortices, we see that it tends to decrease faster now as we approach the equator. In other words, vortices drift to the poles as the rotation velocity increases slightly. More generally, as we continue the expansion in the non relativistic limit, we will find a power series for $p$ of the form

$$p = \lambda \sin(\theta) \sum_n c_n (\lambda^2 \sin^2 \theta)^n.$$  \hspace{1cm} (A.11)

Already for small $\lambda$ the cubic equation (A.2) admits additional solutions where $p$ does not go to zero as $\lambda \to 0$. To leading order in $\lambda$ the two additional solutions are

$$p = \pm \sqrt{\lambda} + \lambda \left(1 - \frac{1}{2\lambda}\right) \sin(\theta).$$  \hspace{1cm} (A.10)
We now have to impose \( (A.3) \), which to leading order in \( \lambda \) gives \( \tilde{\lambda} = 2 \), which is disallowed since then \( X < 0 \) and the superfluid moves superluminally. We therefore rule out the other two solutions of the cubic equation for small \( \lambda \). It is tempting to conjecture that these additional solutions become viable in the relativistic regime and they play a role in the destabilization of the superfluid when it becomes supersonic. This is left for future work.

B  The charges of the giant vortex

In this appendix we compute the value of the conserved charges for the solution (4.2). From the expression of the current (2.3), we see that the charge is given by the following integral

\[
Q = 6\pi R^2 \alpha \mu^2 \int_{\pi/2-\delta}^{\pi/2+\delta} \sin \theta d\theta \sqrt{1 - \frac{\cos^2 \delta}{\sin^2 \theta}}.
\]  

(B.1)

From the energy momentum tensor (2.4) we find that the angular momentum is

\[
J_z = \ell Q, 
\]  

(B.2)

while the total energy of the giant vortex is

\[
E = 2\pi \alpha \mu^3 R^2 \int_{\pi/2-\delta}^{\pi/2+\delta} \sin \theta d\theta \left[ 3\sqrt{1 - \frac{\cos^2 \delta}{\sin^2 \theta}} - \left(1 - \frac{\cos^2 \delta}{\sin^2 \theta}\right)^{3/2} \right].
\]  

(B.3)

To evaluate eqs. (B.1) and (B.3) explicitly, we recall the definition of the complete Elliptic integrals:

\[
E(k) = \int_0^1 dx \frac{\sqrt{1 - k^2 x^2}}{\sqrt{1 - x^2}}, \quad K(k) = \int_0^1 dx \frac{1}{\sqrt{1 - x^2\sqrt{1 - k^2 x^2}}}. 
\]  

(B.4)

Upon performing the change of variable \( \cos \theta = \sin \delta x \), it is possible to show that

\[
\int_{\pi/2-\delta}^{\pi/2+\delta} \sin \theta d\theta \sqrt{1 - \frac{\cos^2 \delta}{\sin^2 \theta}} = 2 \left[ E \left( \sin^2(\delta) \right) - \cos^2(\delta) K \left( \sin^2(\delta) \right) \right], \quad (B.5)
\]

\[
\int_{\pi/2-\delta}^{\pi/2+\delta} \sin \theta d\theta \left(1 - \frac{\cos^2 \delta}{\sin^2 \theta}\right)^{3/2} = 2 \left[ 2 - \sin^2(\delta) \right] E \left( \sin^2(\delta) \right) - 2 \cos^2(\delta) K \left( \sin^2(\delta) \right). \quad (B.6)
\]

It follows that

\[
Q = J_z/\ell = 12\pi \alpha \mu^2 R^2 \left[ E \left( \sin^2(\delta) \right) - \cos^2(\delta) K \left( \sin^2(\delta) \right) \right],
\]  

(B.7)

\[
E = 4\pi \alpha \mu^3 R^2 \left[ \left(1 + \sin^2(\delta) \right) E \left( \sin^2(\delta) \right) - \cos^2(\delta) K \left( \sin^2(\delta) \right) \right]. \quad (B.8)
\]
The expressions for the charge simply when expanded for small $\delta$, for which they read

$$Q = 3\pi^2 \mu^2 R^2 \left( \delta^2 - \frac{5}{24} \delta^4 + \cdots \right), \quad (B.9)$$

$$J_z = 3\pi^2 \mu^3 R^3 \left( \delta^2 - \frac{17}{24} \delta^4 + \cdots \right), \quad (B.10)$$

$$E = 3\pi^2 \mu^3 R^2 \left( \delta^2 - \frac{11}{24} \delta^4 + \cdots \right). \quad (B.11)$$

It is now simple to invert perturbatively eqs. (B.9) and (B.10) to find $\mu$ and $\delta$ as a function of $Q$ and $J_z$.\footnote{In the opposite regime $\delta \approx \pi/2$ one instead recovers the result for the energy discussed in section 3 for point-like vortices.} The results are expressed as a series in $Q^3/(\alpha \pi^2 J^2) \ll 1$:

$$\mu = \frac{J}{Q} \left[ 1 + \frac{Q^3}{6\pi^2 \alpha J^2} + O \left( \frac{Q^6}{\pi^4 \alpha^2 J^4} \right) \right], \quad (B.12)$$

$$\sin(\delta) = \frac{Q^{3/2}}{\sqrt{3} \alpha J} \left[ 1 - \frac{Q^3}{16 \pi^2 \alpha J^2} + O \left( \frac{Q^6}{\pi^4 \alpha^2 J^4} \right) \right]. \quad (B.13)$$

Notice in particular that to leading order $\delta = \frac{\pi}{\sqrt{3}} \frac{Q^3}{2 \alpha J}$, which means that indeed the strip with the superfluid is small (i.e. it occupies a small fraction of there sphere) for $J \gg Q^{3/2}$.

We can also infer the equation of state $E = E(Q, J)$:

$$RE = J \left[ 1 + \frac{1}{12 \pi^2 \alpha J^2} \frac{Q^3}{\pi^4 \alpha^2 J^4} + O \left( \frac{Q^6}{\pi^4 \alpha^2 J^4} \right) \right]. \quad (B.14)$$

### C Quantization of the $n = 0$ fluctuations of the giant vortex

To quantize the fluctuations with $n = 0$ in the dispersion relation (4.9), it is simplest to consider the effective theory which is obtained focusing on momenta $|\omega - m| \ll 1/R$, i.e. excluding all the $n \neq 0$ modes. This amounts at considering only the quasi-homogeneous modes on the strip and thus the EFT is written in terms of a purely two-dimensional action. Denoting $\varphi_0$ the low energy (rescaled) field, we have

$$S_{0\text{-modes}} = R \int dt d\phi \left[ \frac{1}{2} \left( \partial_+ \varphi_0 \right)^2 + \frac{\delta^2}{4} \partial_+ \varphi_0 \partial_- \varphi_0 + O \left( \delta^4 \right) \right], \quad (C.1)$$

where we defined for brevity $\partial_\pm \varphi_0 = \partial_0 \varphi_0 \mp \frac{i}{\pi} \partial_\phi \varphi_0$. The leading order is obtained simply upon taking $\varphi$ independent of $y$ in eq. (4.8), while to obtain the subleading orders we need to match the result for the eigenfrequencies with the result obtained in the full theory.\footnote{To further subleading orders, higher derivative terms $(\partial^2 \varphi_0)^2$ appear.}

We need only consider the quadratic action for our purposes.

From eq. (C.1) we obtain the mode expansion\footnote{Here we neglect the $m = 0$ mode whose only role is to interpolate between states with different charge, see \cite{77, 78} for details on its quantization.}

$$\varphi_0 \simeq \sum_m e^{-imt/R - im\phi} c_m + \sum_m e^{-i(m - \delta^2 m)t/R - im\phi} d_m = \sum_m e^{-imt/R - im\phi} \left( x_m + p_m t/R \right) + O(\delta^2), \quad (C.2)$$
where the second line is the proper mode expansion in the $\delta \to 0$ limit. The $x_m$’s and $p_m$’s are then related to the $c_m$’s and $d_m$’s in the first line as

$$c_m = \frac{1}{2} \left( x_m + i \frac{p_m}{m\delta^2/2} \right), \quad d_m = \frac{1}{2} \left( x_m - i \frac{p_m}{m\delta^2/2} \right). \quad \text{(C.3)}$$

The canonical momentum which follows from eq. (C.1) is $p_0 = \partial_+ \varphi_0 + O(\delta^2)$. Therefore the canonical commutation rules are

$$[\varphi_0(t, \phi), \partial_+ \varphi_0(t, \phi')] = i\delta(\phi - \phi')/R \implies [x_m, p_{-k}] = \frac{i}{2\pi} \delta_{n,k}, \quad \text{(C.4)}$$

while $[x_m, x_k] = [p_m, p_k] = 0 \, \forall \, m, k$. Using eq. (C.3), we obtain the following algebra for the operators $\{c_m, d_m\}$:

$$[c_m, c_{-m}] = \frac{1}{2\pi \delta^2 m} = -[d_m, d_{-m}]. \quad \text{(C.5)}$$

We can therefore interpret $c_{m>0}$ and $d_{m<0}$ as destruction operators and define the vacuum as

$$c_m |0\rangle = d_{-m} |0\rangle = 0 \quad \forall \, m > 0. \quad \text{(C.6)}$$

The Fock space is the obtained acting on the vacuum with the operators $c_{m<0}$ and $d_{m>0}$. The dispersion relation of the single-particle states is given by

$$R\omega = \begin{cases} m + O(\delta^4) & \text{for } m > 0 \\ m - \delta^2 m + O(\delta^4) & \text{for } m < 0. \end{cases} \quad \text{(C.7)}$$

Upon including further subleading orders, we obtain eq. (4.13).
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