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Abstract
Density estimation is a widely used method for unsupervised anomaly detection. However, the presence of anomalies in training data may severely impact the density estimation process, thereby hampering the use of more sophisticated density estimation methods such as those based on deep neural networks. In this work, we propose RobustRealNVP, a robust deep density estimation framework for unsupervised anomaly detection. Our approach differs from existing flow-based models from two perspectives. First, RobustRealNVP discards data points with low estimated densities during optimization to prevent them from corrupting the density estimation process. Furthermore, it imposes Lipschitz regularization to ensure smoothness in the estimated density function. We demonstrate the robustness of our algorithm against anomalies in training data from both theoretical and empirical perspectives. The results show that our algorithm outperforms state-of-the-art unsupervised anomaly detection methods.

Introduction
Anomaly detection (AD) is the task of finding unusual observations, whose characteristics are considerably different from the majority of the data. Applications of AD can be found in diverse domains, including cybersecurity, finance, and healthcare. While there have been extensive methods developed for AD, density-based methods such as kernel density estimation, local outlier factor (LOF), and their variants have found success due to their simplicity, ease of use, and ability to detect diverse types of anomalies under various settings (Breunig et al. 2000). However, despite their success, current density-based methods are mostly designed to operate in the original feature space, which hampers their applicability to high-dimensional data, as density estimation has high sample complexity and computational costs with increasing number of dimensions (Tsybakov 2008). Moreover, if the data lies in some low-dimensional, nonlinear manifold, performing density estimation and anomaly detection in the original feature space may lead to inferior performance.

With the emergence of deep learning, deep generative models have been widely used to perform density estimation in complex, high-dimensional datasets. For example, flow-based models (Dinh, Sohl-Dickstein, and Bengio 2016; Dinh, Krueger, and Bengio 2014) learn an invertible function to facilitate exact inference and sampling of data points for density estimation. By carefully designing the network structure, it can successfully learn the underlying data distribution. Unlike other deep generative models such as generative adversarial networks (Goodfellow et al. 2014) and variational autoencoders (Kingma and Welling 2013), flow-based models explicitly learn the density function, which makes it a powerful tool for inferring out-of-distribution data.

However, due to the high capacity of the DNNs, the density function estimated by the flow-based model can be corrupted by anomalies. To illustrate this, Figure 1 shows a toy example in which the normal data lies in a two-moon manifold. When the training data is clean, the flow-based model accurately captures the true density function, as shown in the upper right figure. However, when training data is contaminated with anomalies, the flow-based model will attempt to learn the density of the anomalies as well, as shown in the lower right figure. Thus, a more robust approach is needed to estimate the density function in order to enhance the performance of flow-based models in unsupervised AD tasks.

This paper presents a deep unsupervised AD method called RobustRealNVP. Unlike Real NVP (Dinh, Sohl-Dickstein, and Bengio 2016), which is a popular flow-based...
model, our framework ignores low-density points when learning the density function. We provide theoretical analysis to show that the robustness of RobustRealNVP depends on smoothness of its estimated density function. This result is significant as the original Real NVP formulation has no performance guarantees on contaminated data. We use Lipschitz regularization to enforce smoothness of the estimated density function. To the best of our best knowledge, none of the previous works have employed Lipschitz regularization in flow-based models or for density estimation.

In summary, our major contributions are as follows:

- We propose a robust flow-based deep density estimation method for unsupervised anomaly detection.
- We present theoretical analysis to demonstrate its robustness to contaminated training data. Specifically, we show its convergence to an $\epsilon$-approximated stationary point of Real NVP trained on clean (anomaly-free) data.
- We perform extensive experiments to show that our framework outperforms various state-of-the-art methods.

## Related Work

Density-based methods are widely used in unsupervised AD (Chandola, Banerjee, and Kumar 2009). They typically employ non-parametric methods such as $k$-nearest-neighbor and kernel density estimation (Tsybakov 2008) to estimate the density function but are susceptible to anomalies. (Humbert et al. 2020) proposed an approach that provides robustness guarantees of kernel density estimation by using the median of the means to replace the empirical mean of kernel sums. Another approach is to replace the $\ell_2$-loss of the estimation with a Huber loss (Kim and Scott 2012). However, these approaches are not scalable to high-dimensional data.

The success of deep learning has inspired the development of deep models such as generative adversarial networks (GAN) (Goodfellow et al. 2014), variational autoencoders (VAE) (Kingma and Welling 2013), and flow-based models (Dinh, Krueger, and Bengio 2014) for density estimation. Unlike GAN and VAE, flow-based models explicitly learn the density function and directly optimize the likelihood function of the observed data, $\max_{\theta} p_{\theta}(X)$, where $\theta$ is the network parameter. Let $p(z)$ be some simple density function and $z = f(x)$, where $f$ is a bijective transformation function. According to the change of variable formula:

$$p_X(x) = p_Z(f(x)) \left| \det \left( \frac{\partial f(x)}{\partial x^T} \right) \right|,$$

where $\left| \det \left( \frac{\partial f(x)}{\partial x^T} \right) \right|$ is the determinant of the Jacobian matrix of $f$ at $x$. By defining $g = f^{-1}$, we have the following sample generation process. First, we generate $z$ from $p(z)$ and use the sample to generate $x = g(z)$. This requires a network architecture that satisfies the following two criteria. First, it must be easy to calculate the determinant to ensure backpropagation can be applied to optimize the network. Second, $f$ must be invertible, so that $f^{-1}$ can be used to generate the data $x$. One such transformation is the affine coupling transformation proposed in Real NVP (Dinh, Sohl-Dickstein, and Bengio 2016). Given a $D$-dimensional input $x$ and $d < D$, the output $y$ is defined as:

$$y_{1:d} = x_{1:d}$$
$$y_{d+1:D} = x_{d+1:D} \odot \exp \{s(x_{1:d})\} + t(x_{1:d}),$$

where $s$ and $t$ are functions that map $\mathbb{R}^D \rightarrow \mathbb{R}^{D-d}$ and can be implemented using DNNs. The transformation is invertible and its Jacobian is a triangular matrix, whose determinant can be easily computed by multiplying the diagonal elements of the matrix. Let $\mathcal{N}$ be the set of normal observations. The goal is to maximize the following objective:

$$\max_{f} \log \left( \prod_{x \in \mathcal{N}} p_Z(f(x)) \left| \det \left( \frac{\partial f(x)}{\partial x^T} \right) \right| \right)$$
$$= \max_{f} \sum_{x \in \mathcal{N}} \log(p_Z(f(x))) + \log \left| \det \left( \frac{\partial f(x)}{\partial x^T} \right) \right|,$$

which is equivalent to minimizing the following loss:

$$\min_{f} \left[ \sum_{x \in \mathcal{N}} \log(p_Z(f(x))) + \log \left| \det \left( \frac{\partial f(x)}{\partial x^T} \right) \right| \right].$$

After learning $f$, the density of $x$ can be inferred as follows:

$$\hat{p}(x) = p_Z(f(x)) \left| \det \left( \frac{\partial f(x)}{\partial x^T} \right) \right|.$$
**Methodology**

Our goal is to develop a robust density-based unsupervised AD approach amenable to training data that may contain anomalies. In this setting, our objective function is:

$$
- \min_{\theta} \sum_{x \in \mathcal{N} \cup \mathcal{A}} \log(p_Z(f(x))) + \log \left( \left| \text{det} \left( \frac{\partial f(x)}{\partial x^T} \right) \right| \right),
$$

(2)

where \( \mathcal{A} \) is the set of anomalies. Optimizing (2) directly may lead to poor results due to the adverse impact of anomalies.

**Robustness for Density Estimation**

Let \( \epsilon \in [0, 0.5] \) be the anomaly ratio, i.e., proportion of anomalies in training data. Given a set of normal instances \( \mathcal{N} \) from a density function \( \rho \) and a set of anomalies \( \mathcal{A} \) from an arbitrary density function, our goal is to learn \( \Psi : \mathcal{N} \cup \mathcal{A} \rightarrow \hat{\rho} \), such that the gradient norm of the negative log-likelihood for \( \mathcal{N} \) is minimized. If \( \hat{\rho} \) is parameterized by \( \theta \), then the learning objective is:

$$
\min_{\theta} \left\| - \sum_{x \in \mathcal{N}} \nabla_{\theta} \log \hat{\rho}_{\theta}(x) \right\|.
$$

Optimizing the objective function is challenging as we have no prior knowledge which instances belong to \( \mathcal{N} \) or \( \mathcal{A} \).

We propose a robust gradient estimation approach to address this problem. Consider a gradient descent approach for minimizing the negative log-likelihood function. Given a data point, \( x_i \), its corresponding gradient is given by

$$
g_i = -\nabla_{\theta} \log \hat{\rho}_{\theta}(x_i) = -\frac{1}{\hat{\rho}_{\theta}(x_i)} \frac{\partial \hat{\rho}_{\theta}(x_i)}{\partial \theta}.
$$

Given \( n \) data points, let \( G = [g_1^T, g_2^T, \ldots, g_n^T] \in \mathbb{R}^{n \times d} \) be the contaminated gradient matrix and \( \Gamma : \mathbb{R}^{n \times d} \rightarrow \mathbb{R}^d \) be an aggregation function. The model parameters can be updated using gradient descent as follows:

$$
\theta^{(t+1)} = \theta^{(t)} - g^{(t)} \Gamma (G).
$$

If \( \Gamma(\cdot) \) is the empirical mean, then the update formula reduces to standard gradient descent. However, since \( G \) contains gradients from both normal data and anomalies, \( \Gamma(G) \) cannot be guaranteed to be close to the gradient of the clean data. Thus, our goal here is to design a robust function \( \Gamma \) that optimizes the following objective to ensure that the estimated density is not corrupted by anomalies:

$$
\min_{\Gamma} \left\| \Gamma(G) - \mu \right\|^2,
$$

where \( \mu = \frac{1}{|\mathcal{N}|} \sum_{i \in \mathcal{N}} g_i \), is the gradient of clean data.

The question is: If there exists a small constant \( \zeta \) such that the gradient difference is upper bounded by \( \zeta \) in every gradient descent step, i.e., \( \forall t : \left\| \Gamma(G)^{(t)} - \mu^{(t)} \right\|^2 \leq \zeta \), can we guarantee that the stationary point will have a bounded gradient norm? The following proposition gives such a guarantee on the bounded gradient norm upon convergence.

**Proposition 1 (Convergence of Biased SGD)** Let \( \phi \) be the objective function and \( \theta \) be the variable to be optimized. Under mild Lipschitz assumptions (Diakonikolas et al. 2019; Ajalloeian and Stich 2020), denote \( \zeta \) as the maximum \( L_2 \) norm of the difference between the clean mini-batch gradient \( \mu \) and corrupted mini-batch gradient, \( \Gamma(G) : \| \mu - \Gamma(G) \| \leq \zeta \). By using the biased gradient estimation \( \Gamma(G) \), SGD converges to the \( \zeta \)-approximated stationary points:

$$
\mathbb{E} (\| \nabla \phi(\theta_t) \|) = \mathcal{O}(\zeta).
$$

Proposition 1 comes from a series of previous work (Fan et al. 2020; Ajalloeian and Stich 2020; Bernstein et al. 2018; Hu et al. 2020; Diakonikolas et al. 2019), and has been widely studied in optimization community. For the sake of completeness, we include the above proposition here to show that it is enough to design a robust mean estimation method to guarantee that the final solution will have small gradient norm in terms of its clean (anomaly-free) objective. The proof of this proposition can be found in the Appendix.

**Robust Gradient Method for Density Estimation**

Our robust aggregation function for \( \Gamma(G) \) works as follows. Given a mini-batch \( B \) of size \( m \), we sort the individual losses of instances in \( B \) and discard the instances with the top-k largest loss. We will show that this strategy ensures robustness guarantee of our algorithm. Before going into details, we first introduce the following Lipschitz assumption.

**Assumption 1** The density function learned by the DNN, \( \hat{\rho}(x) \), is \( \hat{L} \)-smooth with respect to its parameter \( \theta \), i.e., \( \forall \theta_1, \theta_2, x : \| \hat{\rho}_{\theta_1}(x) - \hat{\rho}_{\theta_2}(x) \| \leq \hat{L} \| \theta_1 - \theta_2 \| \).

The above assumption ensures that the gradient norm is upper bound by \( \hat{L} \). By applying the \( \hat{L} \)-smooth assumption on \( \hat{\rho} \), we can bound the individual gradient norm as follows:

$$
\| g_i \| = \| -\nabla_{\theta} \log \hat{\rho}_{\theta}(x_i) \| = \frac{1}{\hat{\rho}_{\theta}(x_i)} \left\| \frac{\partial \hat{\rho}_{\theta}(x_i)}{\partial \theta} \right\| \leq \frac{\hat{L}}{\hat{\rho}_{\theta}(x_i)}.
$$

Since the loss \( -\log \hat{\rho}_{\theta}(x) \) monotonically decreases with increasing \( 1/\hat{\rho}_{\theta}(x) \), thus, at each iteration, our algorithm simply needs to sort the current estimated density \( \hat{\rho}_{\theta(t)}(x) \) of each data point and discards the ones with low densities. The mean gradient, \( \hat{\mu}(t) \), is then computed from the remaining data points, which will be used to perform the gradient descent update:

$$
\theta^{(t+1)} = \theta^{(t)} - \eta^{(t)} \hat{\mu}^{(t)}.
$$

This is summarized by the pseudocode given in Algorithm 1.

We will first show that Algorithm 1 has robustness guarantee by using the following lemma.

**Lemma 1 (Mean Gradient Estimation Error)** Let \( g_i^{(t)} \) be the gradient of the \( i \)-th datum at iteration \( t \), \( \mathcal{N} \) be the clean...
data, and \( \hat{\mu}^{(t)} \) be the output of Algorithm 1 at iteration \( t \). The following guarantee holds on the gradient estimation error:

\[
\left\| \frac{1}{|\mathcal{N}|} \sum_{i \in \mathcal{N}} g_i^{(t)} - \hat{\mu}^{(t)} \right\|^2 = \mathcal{O}(\epsilon) \hat{L}.
\]

For brevity, we only provide a sketch of the proof for the lemma. A more detailed proof is given in the Appendix. Suppose \( |g|_{i \in \mathcal{N}} \leq \frac{1}{\hat{p}_i} \hat{L} \), and let \( \max_{i \in \mathcal{N}} \frac{1}{\hat{p}_i} = C \). Since we discard an \( \epsilon \)-fraction of the data with small \( \hat{p}_i \), there are two possibilities: either all the training anomalies are discarded or some training anomalies still remain as their \( |g_i| \) values are less than \( CL \). In both cases, our approach is to apply empirical mean estimation to the remaining gradient vectors, which has limited magnitude (i.e., bounded by \( CL \)). When \( \hat{L} \) is small, since the magnitude of the remaining gradients (which may include anomalies) are limited, the impact of each remaining anomaly on the mean gradient estimation is limited as well, not exceeding \( CL \). In the worst case, if no anomalies are discarded, this will introduce \( \mathcal{O}(\epsilon) \) error. Putting them together, we obtain the above error rate of \( \mathcal{O}(\epsilon) \hat{L} \), assuming \( C \) is a constant.

The above lemma suggests that the gradient estimation error is controlled by the Lipschitz constant when \( \epsilon \) is small. Combined with Proposition 1, if we can control the Lipschitz constant to be small (i.e. having a smooth loss surface), then the presence of anomalies in training data will not significantly alter the density estimation of clean data.

The preceding analysis suggests that the following two assumptions must hold for the gradient estimation to be robust. First, \( \hat{p}_i \in \mathcal{N} \) must be large enough to ensure \( C \) is small. This is a reasonable assumption as the data contain mostly normal observations. Second, the predicted density function should be smooth enough to avoid the ill-effects of anomalies. If the anomalies are sparse, i.e., not clustered, then including them in the training data has little effect on the estimated density since the density of the anomalies is small. However, clustered anomalies can systematically bias the density estimation as they have relatively high densities. To avoid the effects of such concentrated anomalies, we propose a spectral normalization approach to smooth the learned density.

**Spectral Normalization**

The spectral normalization (SN) method (Miyato et al. 2018) is motivated by the following inequality \( \|g_1 \circ g_2\|_{\text{Lip}} \leq \|g_1\|_{\text{Lip}} \cdot \|g_2\|_{\text{Lip}} \), where \( \| \cdot \|_{\text{Lip}} \) represents the Lipschitz constant. A neural network can be treated as a composition of a series of linear transformation and activation functions. Since most activation functions are Lipschitz continuous (e.g., the Lipschitz constant of RELU function is 1), if the Lipschitz constant at every linear layer is bounded, then it is also bounded for the entire network.

For a linear function \( g : \mathbf{h} \rightarrow \mathbf{Wh} \), where \( W \) is a linear transformation matrix, its Lipschitz constant is upper bounded by the operator norm of the matrix \( W \), i.e., \( \|W\|_{\text{op}} \). As a result, the Lipschitz function for the entire network is upper bounded by \( \prod_i \|W_i\|_{\text{op}} \), where \( v \) is the number of layers (for RELU networks). In the original paper of SN, each layer is normalized as follows: \( W_{SN} = \frac{W}{\|W\|_{\text{op}}} \) to ensure that the function is 1-Lipschitz. However, a 1-Lipschitz may over-smooth the function and lead to underfitting of the density function. In this work, we propose the following SN to satisfy the k-Lipschitz constraint: \( W_{SN} = \frac{W}{\left(\|W\|_{\text{op}}/k\right)} \).

Similar to (Miyato et al. 2018), we approximate the operator norm using power iterations in our experiments.

**Lipschitz Regularization for Flow-based Model**

SN assumes that a DNN can be decomposed into a series of linear transformation and activation functions. However, for flow-based models, the network is no longer a simple decomposition of linear transformation and activation function. While SN can be used to guarantee the learned functions \( s \) and \( t \) in Equation (1) are \( k \)-smooth, there has yet been any proof showing the entire transformation is \( k \)-smooth. In this section, we show that constraining \( s \) and \( t \) is sufficient to achieve the k-smoothness. Our rationale for this is based on the following two lemmas on spectral normalization:

**Lemma 2** If \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a differentiable function everywhere with a Jacobian matrix \( J \), then \( \|J\|_{\text{op}} \leq L \) if and only if \( f \) is \( L \)-smooth.

**Lemma 3** \( \| [A, B] \|_{\text{op}} \leq \|A\|_{\text{op}} + \|B\|_{\text{op}} \), where \([ \cdot, \cdot \] denotes matrix concatenation.

We analyze the applicability of SN to the transformation given in Equation (1) by using the preceding two lemmas. The Jacobian of the transformation is as follows:

\[
J = \frac{\partial y}{\partial x} = \begin{bmatrix}
\frac{d}{\partial x_{1:d}} & 0 \\
\frac{\partial y_{d+1:D}}{\partial x_{1:d}} & \text{diag} (\exp (s(x_{1:d})))
\end{bmatrix}.
\]

The matrix can be further decomposed into the sum of a diagonal and an off-diagonal matrix. Thus

\[
\|J\|_{\text{op}} \leq \left( \left[ \begin{array}{cc}
\frac{d}{\partial x_{1:d}} & 0 \\
\frac{\partial y_{d+1:D}}{\partial x_{1:d}} & \text{diag} (\exp (s(x_{1:d})))
\end{array} \right] \right)_{\text{op}} + \left( \left[ \begin{array}{cc}
\frac{\partial y_{d+1:D}}{\partial x_{1:d}} & 0 \\
0 & 0
\end{array} \right] \right)_{\text{op}}.
\]

Note that the first term is well bounded if the output of function \( s \) is well bounded. In our experiments, we use the tanh function as the last layer of function \( s \). Thus, the first term will be bounded by \( \exp(1) \). For the second term, according to Equation (1), we have

\[
\left| x_{d+1:D} \circ \exp (s(x_{1:d})) + t(x_{1:d}) \right|_{\text{Lip}} \leq |x_{d+1:D} \circ \exp (s(x_{1:d}))|_{\text{Lip}} + |t(x_{1:d})|_{\text{Lip}}.
\]

Since \( s \) and \( t \) are bounded by a Lipschitz constant using SN, assuming \( \|x\| \) is bounded by \( B \) and the last layer of \( s \) is a tanh function, then, according to the inequality \( \|g_1 \circ g_2\|_{\text{Lip}} \leq \|g_1\|_{\text{Lip}} \cdot \|g_2\|_{\text{Lip}} \), it is easy to see that the transformation \( y_{d+1:D} = x_{d+1:D} \circ \exp (s(x_{1:d})) + t(x_{1:d}) \) has a bounded Lipschitz constant \( B \cdot \exp(1) \cdot |s|_{\text{Lip}} + |t|_{\text{Lip}} \).

Thus the operator norm \( \left| \frac{\partial y_{d+1:D}}{\partial x_{1:d}} \right|_{\text{op}} \) is also bounded. Finally,
by Lemma 2, we conclude that application of SN to the functions \( s \) and \( t \) will guarantee that the flow model is Lipschitz regularized, which in turn, guarantees that the learned density function are not affected by clustered anomalies.

**Anomaly Detection from Trained Network**

By discarding data points with low estimated densities during training and adding spectral normalization to the flow-based model, a robust density estimation function can be trained. During testing, the density for each test point can be inferred by applying the trained network. The anomaly score for each test point is given by its estimated density, in which the higher the density, the lower is its anomaly score.

**Experimental Evaluation**

This section presents the empirical studies to validate the effectiveness of our proposed approach.

**Experiments on Synthetic Data**

Lemma 1 suggests that the robustness of the estimated density function is influenced by smoothness of the prediction function, which depends on the distribution of anomalies. If the anomalies are uniformly distributed, then spectral normalization (SN) is not necessary. However, if the anomalies are clustered, then SN is needed to provide robustness guarantees. To validate this, we generate a synthetic data, where the normal observations form a two-moon manifold structure, while the anomalies are generated under the following two settings: (1) **Uniform**, where the anomalies are randomly generated from a uniform distribution. The Lipschitz constant for the density function of anomalies is 0. (2) **Clustered**, where the anomalies are generated from a Gaussian distribution. The Lipschitz constant of the density function for anomalies is large. In both settings, we set the anomaly ratio \( \epsilon = 0.05 \).

We compared the performance of our algorithm, **RobustRealNVP**, against **Real NVP** (Dinh, Sohl-Dickstein, and Bengio 2016). We also investigated a variation of our framework without Lipschitz regularization via SN and termed this approach as **TrimRealNVP**. We expect the performance of Real NVP to be severely hampered by the presence of anomalies in both settings. For anomalies that are uniformly distributed, we expect both TrimRealNVP and RobustRealNVP to perform equally well since they are both designed to alleviate the effect of anomalies during density estimation. For clustered anomalies, we expect RobustRealNVP to perform the best since TrimRealNVP does not guarantee smoothness of the predicted density function.

The results shown in Figure 2 are consistent with our expectation. While TrimRealNVP successfully alleviates the effect of uniform anomalies, it is largely affected by clustered anomalies. The estimated density functions of Real NVP are also impacted by both types of anomalies. RobustRealNVP can effectively handle both types of anomalies since it uses SN to increase smoothness of its loss landscape, which in turn, makes the gradient estimation more robust.

**Experiments on Real-World Data**

**Datasets** We perform experiments on two benchmark datasets: (1) Stony Brook ODDS library (Rayana 2016), which contains 16 benchmark outlier detection data. (2) CIFAR10, which is an image dataset with high-dimensional features. Since the results on CIFAR10 depend on the feature extraction step, for a fair comparison, we first apply the VGG19 network pre-trained on ImageNet and use the output before its final layer as the extracted features. We then apply PCA to reduce its dimensionality from 4096 to 128.

**Baseline Methods** We compare RobustRealNVP against the following baseline methods: (1) AE (autoencoder) and VAE (variational autoencoder). (2) Deep-SVDD (Ruff et al. 2018), a deep 1-class SVM method. (3) SO-GAAL (Liu et al. 2019), a GAN-based anomaly detection approach. (4) OCSVM (Chen, Zhou, and Huang 2001), a shallow 1-class SVM method. (5) LOF (Breunig et al. 2000), a local density-based AD method. (6) IF (Liu, Ting, and Zhou 2008) (isolation forest), an ensemble tree-based method.

**Experiment Settings** For ODDS dataset, we use 60% of the data for training and 40% for testing. For CIFAR10 dataset, 80% of the data are reserved for training while the remaining 20% for testing. CIFAR10 contains images from
Table 1: Average and standard deviation of AUC scores for the ODDS datasets (across 5 different random seeds). The last row corresponds to average rank of each method.

| Model            | AUC Mean | AUC Std | SA-GAAL Mean | SA-GAAL Std | Deep-SVDD Mean | Deep-SVDD Std | OCSVM Mean | OCSVM Std | LOF Mean | LOF Std | IF Mean | IF Std |
|------------------|---------|--------|--------------|-------------|----------------|---------------|-------------|-----------|----------|--------|--------|--------|-------|
| RobustRealNVP    | 0.786±0.012 | 0.784±0.012 | 0.582±0.010 | 0.583±0.012 | 0.534±0.036 | 0.554±0.031 | 0.582±0.007 | 0.74±0.008 | 0.582±0.010 |
| Real NVP         | 0.818±0.028 | 0.782±0.022 | 0.486±0.010 | 0.500±0.010 | 0.400±0.072 | 0.509±0.011 | 0.486±0.008 | 0.504±0.008 | 0.502±0.008 |
| VAE              | 0.694±0.070 | 0.691±0.062 | 0.556±0.007 | 0.562±0.005 | 0.484±0.015 | 0.512±0.118 | 0.565±0.010 | 0.633±0.015 | 0.552±0.016 |
| SVDD             | 0.772±0.077 | 0.726±0.076 | 0.484±0.009 | 0.499±0.015 | 0.526±0.024 | 0.581±0.023 | 0.517±0.008 | 0.582±0.005 | 0.503±0.010 |
| Deep-SVDD        | 0.801±0.006 | 0.784±0.033 | 0.604±0.010 | 0.612±0.010 | 0.431±0.072 | 0.619±0.023 | 0.611±0.007 | 0.73±0.009 | 0.597±0.013 |
| VAE              | 0.760±0.044 | 0.704±0.040 | 0.444±0.003 | 0.430±0.006 | 0.335±0.065 | 0.624±0.035 | 0.490±0.017 | 0.587±0.008 | 0.441±0.010 |
| SVDD             | 0.807±0.022 | 0.797±0.006 | 0.599±0.016 | 0.542±0.015 | 0.532±0.061 | 0.532±0.034 | 0.670±0.008 | 0.812±0.006 | 0.587±0.007 |
| Deep-SVDD        | 0.788±0.013 | 0.769±0.037 | 0.500±0.014 | 0.503±0.011 | 0.501±0.052 | 0.545±0.009 | 0.534±0.008 | 0.670±0.018 | 0.511±0.017 |
| VAE              | 0.770±0.033 | 0.838±0.027 | 0.538±0.010 | 0.598±0.011 | 0.477±0.110 | 0.633±0.031 | 0.605±0.015 | 0.778±0.006 | 0.633±0.008 |
| SVDD             | 0.798±0.006 | 0.802±0.009 | 0.493±0.016 | 0.489±0.006 | 0.410±0.035 | 0.658±0.041 | 0.505±0.006 | 0.73±0.009 | 0.506±0.016 |
| Deep-SVDD        | 0.752±0.018 | 0.748±0.023 | 0.611±0.013 | 0.619±0.010 | 0.512±0.035 | 0.646±0.116 | 0.616±0.008 | 0.678±0.009 | 0.619±0.021 |
| VAE              | 0.850±0.020 | 0.843±0.014 | 0.469±0.016 | 0.466±0.007 | 0.447±0.054 | 0.496±0.113 | 0.448±0.012 | 0.74±0.017 | 0.469±0.017 |
| SVDD             | 0.640±0.025 | 0.639±0.030 | 0.500±0.010 | 0.556±0.016 | 0.483±0.035 | 0.517±0.058 | 0.581±0.017 | 0.644±0.006 | 0.579±0.008 |
| Deep-SVDD        | 0.462±0.017 | 0.451±0.027 | 0.427±0.008 | 0.417±0.005 | 0.545±0.072 | 0.489±0.059 | 0.499±0.004 | 0.405±0.005 | 0.426±0.015 |
| VAE              | 0.825±0.019 | 0.808±0.009 | 0.596±0.008 | 0.669±0.001 | 0.456±0.056 | 0.544±0.111 | 0.634±0.010 | 0.761±0.005 | 0.656±0.012 |
| SVDD             | 0.500±0.021 | 0.487±0.023 | 0.410±0.012 | 0.404±0.005 | 0.585±0.085 | 0.481±0.055 | 0.429±0.006 | 0.416±0.017 | 0.418±0.016 |
| Deep-SVDD        | 0.826±0.015 | 0.888±0.020 | 0.593±0.008 | 0.599±0.016 | 0.436±0.070 | 0.507±0.102 | 0.614±0.009 | 0.81±0.005 | 0.588±0.013 |
| VAE              | 0.575±0.023 | 0.550±0.025 | 0.462±0.005 | 0.460±0.003 | 0.512±0.114 | 0.451±0.090 | 0.490±0.002 | 0.558±0.013 | 0.475±0.022 |
| SVDD             | 0.657±0.030 | 0.664±0.013 | 0.623±0.015 | 0.622±0.006 | 0.503±0.047 | 0.518±0.102 | 0.622±0.012 | 0.659±0.011 | 0.627±0.011 |
| Deep-SVDD        | 0.671±0.025 | 0.632±0.023 | 0.450±0.012 | 0.446±0.013 | 0.492±0.064 | 0.515±0.132 | 0.464±0.002 | 0.598±0.005 | 0.472±0.003 |

Table 2: Average and standard deviation of AUC scores for the CIFAR10 dataset (across 5 different random seeds). The first column shows the category chosen as normal class. ‘class-c’ means the training anomalies are clustered whereas ‘class-u’ means the anomalies are uniformly sampled from other classes.

Results for ODDS data Table 1 shows the AUC scores for various methods on the ODDS datasets. While no method consistently outperforms all others given the diversity of the datasets, RobustRealNVP has the highest average rank compared to other baselines. IF also achieves highly competitive results. The baseline deep learning methods (i.e., SA-GAAL, Deep-SVDD) yield relatively poor results since most of them are designed for clean training data, which is unavailable in an unsupervised AD setting.

Results for CIFAR10 Table 2 shows the AUC scores for various methods when different categories of images are chosen as normal class. RobustRealNVP outperforms all the baseline methods in 15 out of 20 experiments. Similar to the
Figure 4: Ablation study comparing RobustRealNVP to TrimRealNVP, its variant without spectral normalization.

Figure 5: Sensitivity analysis when varying $\epsilon$ for uniform anomalies. Red line is RobustRealNVP, blue is Real NVP.

Figure 6: Sensitivity analysis when varying estimated $\epsilon$ from 0.05 to 0.2. The ground truth $\epsilon$ is 0.1.

ODDS results, the deep learning baselines do not perform well when trained on contaminated data. For Deep-SVDD, the AUC scores reported in Table 2 are slightly lower than the values reported in the original paper (Ruff et al. 2018) as our experiments were performed on contaminated instead of clean training data. Nevertheless, even if we use the results reported in the Deep-SVDD paper, which uses clean training data, RobustRealNVP still outperforms Deep-SVDD on all 10 CIFAR10 datasets with uniform anomalies. Furthermore, Deep-SVDD also performs poorly on data with concentrated anomalies.

Ablation Study for Spectral Normalization We perform ablation study using the ODDS dataset to show the effectiveness of spectral normalization (SN). In Figure 4, we see that RobustRealNVP outperforms TrimRealNVP in 8 out of the 16 datasets and tied in at least 4 of the remaining datasets. These results along with the synthetic experiment results demonstrated the effectiveness of SN in our framework.

Sensitivity Analysis In practice, the anomaly ratio $\epsilon$ is often unknown, which makes it hard to determine the number of data points to be discarded. To investigate the robustness of RobustRealNVP when $\epsilon$ is over- or underestimated, we perform sensitivity analysis on the CIFAR10 datasets by varying the estimated contamination ratio from 0.05 to 0.2 (note that the true anomaly ratio is 0.1). The results shown in Figure 6 suggest that our method remains stable under most settings even though the anomaly ratio was overestimated or underestimated by as high as 15%. In addition, we also perform sensitivity analysis on the CIFAR10 datasets when the true anomaly ratio is varied from 0.1 to 0.4. The results for Real NVP and RobustRealNVP shown in Figure 5 suggest that RobustRealNVP performs consistently better than the Real NVP in most settings.

Conclusions This paper presents RobustRealNVP, a deep, density-based unsupervised anomaly detection method that is robust against training contamination. We demonstrate the effectiveness of our framework from both theoretical and empirical perspectives. For future work, we will investigate the applicability of the framework to other flow-based models.
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