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Abstract: Rapid pose classification and pose retrieval in 3D human datasets are important problems in shape analysis. In this paper, we extend the Multi-View Convolutional Neural Network (MVCNN) with ordered view feature fusion for orientation-aware 3D human pose classification and retrieval. Firstly, we combine each learned view feature in an orderly manner to form a compact representation for orientation-aware pose classification. Secondly, for pose retrieval, the Siamese network is adopted to learn descriptor vectors, where their $L_2$ distances are close for pairs of shapes with the same poses and are far away for pairs of shapes with different poses. Furthermore, we also construct a larger 3D Human Pose Recognition Dataset (HPRD) consisting of 100,000 shapes for the evaluation of pose classification and retrieval. Experiments and comparisons demonstrate that our method obtains better results than previous works of pose classification and retrieval on the 3D human datasets, such as SHREC’14, FAUST, and HPRD.
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1. Introduction

With the rapid development of 3D scanning and capturing technologies, an increasing amount of 3D human shape datasets have emerged, such as SHREC’14 [1], the statistical model shape [2], CAESAR [3], FAUST [4], and SURREAL [5], which usually consist of subjects in different poses. Meanwhile, some classical parametric modeling methods have been proposed for generating human subjects and poses, such as SCAPE [6] and SMPL [7]. The analysis and comparisons of classical parametric modeling methods of 3D human have been reported in surveys [8,9]. Pose is an atomic unit of gesture and action, which plays an important role in 3D human shape analysis. Thus, 3D human pose classification and retrieval have wide applications in computer vision and graphics [10], such as basketball or baseball shot recognition from a sports dataset and a dance pose recognition from a collection of ballet data.

However, most existing recognition approaches of 3D human datasets are focusing on shape retrieval whereby a deformable subject’s shape is recognized regardless of its pose [11]. There are fewer works on 3D human pose classification and retrieval, i.e., recognizing a given pose regardless of the subject of the pose taken, such as Slama et al. [12] and Bonis et al. [13]. Furthermore, the previous shape classification and retrieval methods, such as Su et al. [14] and Pickup et al. [11].
are aimed at being orientation-invariant and cannot operate for pose recognition. Because pose is translation-invariant but orientation-aware, i.e., translating a human in a pose gets the same pose, but rotating the human would obtain a different pose demonstrated in Figure 1.

Figure 1. Rotating the left pose obtains a different one shown on the right.

In view of the above limitations of previous works, we improve the Multi-View Convolution Neural Networks (MVCNN) proposed by Su et al. [14] with a novel ordered view feature fusion to the orientation-aware 3D human pose classification and retrieval demonstrated in Figures 2 and 3, respectively. Our main technical contributions can be summarized as follows:

- Due to the max view-pooling in the original MVCNN being orientation-invariant, we combine the learned feature in each view in an orderly manner after the last convolutional layer and before the fully connected layers in the well known AlexNet [15] for pose recognition.
- For pose retrieval, the Siamese network [16–19] with two identical branches is used to learn descriptor vectors of shapes, where their $L_2$ distances in Euclidean space are close between pairs of shapes with the same pose and far away for pairs of shapes with different poses.
- Due to the existing 3D human datasets, such as SHREC’14 [1], the statistical model shape [2], CAESAR [3], and FAUST [4], only including hundreds of shapes, we construct a larger 3D Human Pose Recognition Dataset (HPRD), which includes 1000 subjects, with each subject in 100 poses, for the evaluation of pose classification and retrieval.

Our proposed method obtains ideal or almost ideal classification and retrieval results on the above datasets. Compared with the previous methods of pose classification [13] and retrieval [12], the proposed method also achieves better results. We will release the codes, pre-trained models, and the 3D human dataset of HPRD for future research.

Figure 2. The process of our MVCNN for orientation-aware pose classification, where the key is the ordered view feature fusion layer.
Figure 3. Pose retrieval: For the query 3D human shape (left one), our method retrieves the first six best shapes who have similar poses to that in the SHREC-RE dataset [1].

The rest of this paper is organized as follows. Related works are summarized in Section 2. In Section 3, our 3D human pose classification and retrieval based on the ordered view feature fusion multi-view CNN are introduced. Experimental results and performance evaluation of our approach are described in Section 4. Finally, we provide a conclusion and point out possible future works.

2. Related Works

Human pose recognition. As an atomic unit of action, pose is an important aspect of human communication. Accordingly, human pose recognition, i.e., classification and retrieval, has been the focus of many works in the recent past. However, most of the works regard the human pose of 2D images [20–22], videos [23], and multi-view videos [24]. There are fewer works for the pose of 3D shapes [12,13], where one [12] is only for pose classification and another [13] is only for pose retrieval. In this paper, we propose a unified end-to-end MVCNN framework for both 3D human pose classification and retrieval. It is noted that our work is different from the Human Pose Estimation (HPE), such as Ionescu et al. [25], Sarafianos et al. [26], and Luvizon et al. [27], which estimates the 2D or 3D pose of the human body in a given image or a sequence of images, while our work is to recognize shapes that have similar poses with a given one from the 3D human datasets.

Geometric deep learning. In the past several years, deep learning, in particular the Convolutional Neural Network (CNN), has shown an ability to learn powerful image features from large collections of examples. Different from images with a grid-based representation, 3D geometric shapes usually have a variety of complex representations. Thus, there is no universal framework for 3D geometric deep learning, such as multi-view CNN [14], voxel-based 3D CNN [28], and point-based CNN [29–31], graph or manifold based CNN [32]. Recent developments in 3D geometric deep learning from a representation perspective are summarized in [33]. Due to the 3D human pose that can be distinguished from certain key views, in this paper, we use the MVCNN framework [14], which is amenable to emerging CNN architectures and their derivatives, for pose classification and retrieval.

Multi-view CNN. The MVCNN framework uses a CNN to learn the feature of each projected 2D view image of the 3D model and fuses the view features using the max view-pooling for shape recognition [14]. The dominant sets are used for view clustering and pooling to improve the accuracy of 3D object recognition [34]. Multiple rendered views of shape regions in different scales are taken and processed through MVCNN for learning local shape descriptors [35]. The view images in the MVCNN are projected from the canonical form of the 3D shape for retrieval [36]. Unlike the above previous works mainly focusing on view generation and selection, we change the max view-pooling to a novel ordered view feature fusion for orientation-aware pose recognition.

Siamese network. The Siamese network proposed by Bromley et al. [16] is a pair of neural networks with the same architectures and weights for learning descriptors of images, where the distances of the descriptors are smaller for images within the same classes and larger for images in different classes. The Siamese network has wide applications in signature verification [16], face verification [17], learning patch descriptors [18,37], video tracking [19], sketch retrieval [38], and so on.
In this paper, we use the Siamese network to learn descriptors for 3D human pose retrieval, where the $L_2$ distances of the descriptors are close between pairs of shapes with the same poses and far away for pairs of shapes in different poses.

3. Methods

In this section, the MVCNN with ordered view feature fusion is proposed for orientation-aware 3D human pose classification in Section 3.1 and retrieval in Section 3.2.

3.1. Pose Classification

**Multi-views of 3D human shape.** The 3D human shapes are represented as triangular meshes, which are collections of points connected with edges forming triangles. The inputs of the MVCNN are multiple projected views of the 3D human shape. We use the classical Phong reflection model to generate the projected multi-views of triangular meshes, which are uniformly scaled to fit the viewing volume. To have a more three-dimensional message of a shape, we apply the second camera setup in the MVCNN [14], i.e., first constructing a regular dodecahedron with a total of 20 vertices and placing a virtual camera at the position of each vertex. Finally, the virtual camera takes each picture of the human body. It is worth noting that, different from the original MVCNN [14], the cameras do not rotate, so each shape renders 20 views.

**Ordered view feature fusion MVCNN.** In the original MVCNN for shape classification [14], the AlexNet [15] is used for processing the views, which consists of five convolutional layers Conv$_{1,...,5}$, some of which are followed by max-pooling layers, and three fully connected layers Fc$_{6,...,8}$ with a final softmax classification layer. Some dropout layers are added after the fully connected layers. In this network, the max view-pooling layer, which aggregates the information of multiple views into a single one, is placed after the last convolutional layer (Conv$_3$) and before the fully connected layers.

The above max view-pooling is orientation-invariant, which cannot handle the orientation-aware pose classification. We change the max view-pooling layer to the Ordered View Feature Fusion (OVFF); i.e., each view feature in the Conv$_5$ layer is treated as an ordered channel in the fused view feature shown in Figure 2. The input and output sizes of each layer are listed in Table 1.

| Layer | Convolutional Kernel | Stride | Output Size |
|-------|----------------------|--------|-------------|
| Input | -                    | -      | $227 \times 227 \times 3$ |
| Conv$_1$ | $96 \times 11 \times 11$ | 4 | $55 \times 55 \times 96$ |
| Pool$_1$ | $3 \times 3$ | 2 | $27 \times 27 \times 96$ |
| Conv$_2$ | $256 \times 5 \times 5$ | 1 | $27 \times 27 \times 256$ |
| Pool$_2$ | $3 \times 3$ | 2 | $13 \times 13 \times 256$ |
| Conv$_3$ | $384 \times 3 \times 3$ | 1 | $13 \times 13 \times 384$ |
| Conv$_4$ | $384 \times 3 \times 3$ | 1 | $13 \times 13 \times 384$ |
| Conv$_5$ | $256 \times 3 \times 3$ | 1 | $13 \times 13 \times 256$ |
| Pool$_3$ | $3 \times 3$ | 2 | $6 \times 6 \times 256$ |
| OVFF | - | - | $20 \times 6 \times 6 \times 256$ |
| Fc$_6$ | - | - | 4096 |
| Fc$_7$ | - | - | 4096 |
| Fc$_8$ | - | - | $k$ |
3.2. Pose Retrieval

**Network architecture.** The Siamese architecture, shown in Figure 4, is composed of two branch networks sharing the same parameters. The network \( f \) of each individual branch is identical to the Multi-View CNN in Section 3.1, except that we replaced the final softmax classification layer with a \( d \) dimensional pose descriptor vector \( f(s) \) for the shape \( s \). The dropout layer of each branch has parameters that are randomly set to zero, which leads to the output of the two branches are not the same when two same 3D human shapes are passed to the Siamese network. Thus, we removed all of the dropout layers in the MVCNN after the fully connected layers in the AlexNet for each view.

![Figure 4](image)

**Figure 4.** Architecture of the Siamese network, where pairs of 3D human shapes are processed by two copies of the same MVCNN sharing the learned parameters \( W \).

**Loss.** In the end, the two branches in the Siamese network are connected with a single loss layer. For the 3D human pose retrieval, we want the network to generate discriminative descriptor vectors that are close enough to each other for positive pairs (two shapes with the same pose) and far away at least by a minimum distance for negative pairs (two shapes in different poses). Similarly as [17,19], we employ the following margin contrastive loss:

\[
l(s_i, s_j, y_{ij}) = y_{ij}D_{ij}^2 + (1 - y_{ij}) \max(0, \epsilon - D_{ij}^2), \tag{1}
\]

where \( y_{ij} \in \{0, 1\} \) indicates whether shapes \( s_i \) and \( s_j \) are within the same pose or not, \( \epsilon \) is the minimum distance margin that pairs with different pairs should satisfy, and the \( L_2 \) distance \( D_{ij} \) between the descriptor vectors \( f(s_i) \) and \( f(s_j) \) is defined as follows:

\[
D_{ij} = \|f(s_i) - f(s_j)\|_2. \tag{2}
\]

The margin distance \( \epsilon \) is set to be 10 for all the experiments in this paper. We find that replacing the other values of \( \epsilon \) also obtains desirable results.

To express the above Siamese network more intuitively, we pick two models randomly from each pose in the SHREC-RE dataset [1] and show their 2D descriptors embedding in Figure 5, which demonstrates that shapes with the same or a similar pose are closer.
Figure 5. 2D descriptors embedding learned by the Siamese network of poses in the SHREC-RE datasets, where the same colors indicate the same poses.

4. Experiments

We evaluate the classification and retrieval methods on the following 3D human datasets: SHREC’14 [1] included the real and synthetic ones, FAUST [4], and our newly constructed datasets. The MVCNN for classification and retrieval are both pre-trained on ImageNet images from 1K categories, and then fine-tuned on all 2D views of the 3D human shapes in the training set. All of the training experiments are conducted on a desktop with a 16 GB NVIDIA Quadro GPU and 64 GB RAM.

4.1. 3D Human Datasets

**SH-RE.** The SHREC REal (SH-RE) dataset [1] is built from point-clouds contained within the Civilian American and European Surface Anthropometry Resource (CAESAR) [3] using the SCAPE (Shape Completion and Animation of PEople) model [6]. This dataset contains four hundred 3D human shapes represented as triangular meshes, consisting of 40 human subjects (20 males and 20 females), each in 10 poses. The ten poses and some representative subjects are demonstrated in Figures 6 and 7, respectively.

**SH-SY.** The DAZ Studio 3D modeling and animation software is used to create the SHREC SYnthetic (SH-SY) human dataset [1], which includes 15 different human subjects (5 males, 5 females, and 5 children), each in 20 different poses resulting in 300 human shapes in total. Some representative poses with different subjects are shown in Figure 8.

Figure 6. The ten human poses of a subject in the SHREC-RE dataset [1].
FAUST. The FAUST [4] dataset is created by scanning human subjects with a sophisticated 3D stereo capture system. Ten subjects and 30 poses are included in this dataset, resulting in 300 human shapes. It should be noted that models have missing parts caused by occlusion and topological noise where touching body parts are fused together, shown in Figure 9.

HPRD. Since the above datasets only include hundreds of shapes, we also constructed a larger 3D Human Pose Recognition Dataset (HPRD) for better evaluation of our MVCNN based on SURREAL [5], which is a large-scale 3D human dataset with synthetically generated but realistic images of people. The synthetic 3D human shapes are created using the SMPL body model [7], whose parameters are fit by the MoSh [39] method given raw 3D MoCap marker data.

SURREAL contains more than 6 million frames of 3D human motions together with a ground truth pose, depth maps, and segmentation masks. We manually chose 100 motion frames as our human poses from SURREAL to have significant visual differences, where each pose is within 1000 subjects (500 males and 500 females), resulting in our HPRD with 100,000 shapes. Some representative poses with different subjects are demonstrated in Figure 10.
4.2. Performance of Pose Classification

For each pose class in the SH-RE, SH-SY, and FAUST, 50% of shapes are randomly used for training, while the others are in the testing sets. In the HPRD, only 20% shapes in each pose class are randomly selected for training, while the other 80% shapes are used for testing.

The results of 3D human pose classification of the above datasets are recorded in Table 2, which demonstrates that our classification method obtains ideal or almost ideal results, i.e., almost 100% accuracy, on the SH-RE, SH-SY, and HPRD datasets. For the FAUST dataset, we obtained 88.33% classification accuracy. There are mainly two reasons for the lower accuracy. First, the training set is a bit smaller, with only five training shapes for each pose class. Second, the shapes in FAUST are real scans using a 3D stereo capture system, which has missing parts, topological noise, and non-manifold components, shown in Figure 9.

| Dataset | Pose | Subject | Epoch | Accuracy (%) |
|---------|------|---------|-------|--------------|
| SH-RE   | 10   | 40      | 300   | 100          |
| SH-SY   | 20   | 15      | 300   | 99.38        |
| FAUST   | 30   | 10      | 300   | 88.33        |
| HPRD    | 100  | 1000    | 100   | 97           |

For the computational steps, there are enough training shapes in the HPRD dataset, so 100 epochs are enough to obtain desirable results, while 300 epochs are needed for the datasets of SH-RE, SH-SY, and FAUST. The classification losses with epochs on training and testing datasets of the SH-RE, SH-SY, and FAUST are shown in Figure 11.

![Figure 11. Training and testing losses of pose classification on the SH-RE, SH-SY, and FAUST datasets.](image)

For the computational steps, there are enough training shapes in the HPRD dataset, so 100 epochs are enough to obtain desirable results, while 300 epochs are needed for the datasets of SH-RE, SH-SY, and FAUST. The classification losses with epochs on training and testing datasets of the SH-RE, SH-SY, and FAUST are shown in Figure 11.

**Comparison with previous work.** Our 3D human pose classification is compared with the work of Bonis et al. [13], where the bag-of-words pipeline is used based on topological persistence-based max pooling to summarize exacted features, and the final classification method is the well-known Support Vector Machine (SVM). They randomly used three shapes per pose class for the training set, two for the validation set, and five for the testing set. The mean accuracy of a hundred times experiments of curvature feature is 90%. For our approach, 12 shapes, i.e., 30% of total models, are randomly used for training in each pose class, and the other 28 shapes are used for testing. The classification accuracy is 100%, which is better than the SVM on hand-crafted features used by Bonis et al. [13].

**Effectiveness of the ordered view feature fusion.** To prove the effectiveness of the ordered view feature fusion layer, we constructed two 3D human datasets by rotating given shapes. The first dataset called RAP (rotating of a given pose) contains 1000 human subjects in a given pose and rotating 0, 90,
180, and 270 degrees along the z-axis of this pose, respectively. Therefore, the RAP dataset has four classes with a total of 4000 3D human models, shown in Figure 12. The second SH-RE-RO dataset is generated by 10 selected poses from the SH-RE dataset. Each selected pose class in the SH-RE generates 34 \((3 \times 11 + 1)\) different orientation classes, using 30, 60, 90, \ldots, 330 degrees rotation along the x, y, and z axis, yielding a total of 340 \((34 \times 10)\) pose classes in the SH-RE-RO datasets.

Comparisons of our OVFF layer with traditional max and mean view-pooling on the above two datasets are recorded in Table 3, which demonstrates that the max and mean view-pooling fail in orientation-aware pose classification. This is because they ignore orientations of the views, while the proposed OVFF reflects the orientations in an orderly manner and obtains desirable results. Furthermore, we also try with different view permutation order in the OVFF, which gets the same results.

**Figure 12.** The given pose and its three rotated ones in the dataset RAP.

**Table 3.** Comparisons of our OVFF with traditional pooling layer for pose classification on the RAP and SH-RE-RO datasets.

| Dataset   | Pose | Subject | Max View-Pooling | Mean View-Pooling | OVFF (Our) |
|-----------|------|---------|------------------|-------------------|------------|
| RAP       | 4    | 800     | 25               | 25                | 100        |
| SH-RE-RO  | 340  | 40      | 29.4             | 30.2              | 99.3       |

**Certainty of the classification result.** The information entropy \(H(s) = -\sum_{i=1}^{k} p_i(s) \log_2(p_i(s))\) is used to measure the certainty of the classification result of each 3D human shape \(s\), where \(k\) is the number of pose classes, and \(p_i(s)\) is the probability that \(s\) belongs to the \(i\)-th pose class. If the value of \(H(s)\) is higher, the classification of \(s\) is more uncertain. In the testing dataset of FAUST, there are 12 shapes with values of information entropy larger than 0.9, where 8 shapes of the above 12 shapes are classified incorrectly shown in Figure 13. The 12 shapes with the smallest values of information entropy are all classified correctly.

**Figure 13.** The 12 shapes with largest values of information entropy on the testing dataset of the FAUST, where orange colors indicate incorrect classification.

4.3. Performance of Pose Retrieval

For the pose retrieval experiments, we use the same training and testing splits on the above datasets as the classification in Section 4.2. In the training part, at each step, \(m_p\) positive pairs and \(m_n\)
negative pairs are used to minimize the loss in Equation (1). Given a testing shape \( s \), the output of the MVCNN \( f(s) \) is the final \( d \) dimensional pose descriptor vector, where the pose dissimilar measure of the shapes is the \( L_2 \) distances between their descriptor vectors defined in Equation (2). The default value of descriptor dimension is \( d = 32 \). In each step, the numbers of positive pairs and negative pairs are listed in Table 4.

| Dataset | \( m_p \) | \( m_n \) | Step | NN(%) | FT (%) | ST (%) |
|---------|--------|--------|------|-------|-------|-------|
| SH-RE   | 10     | 10     | 500  | 100   | 100   | 100   |
| SH-SY   | 20     | 40     | 500  | 100   | 97    | 100   |
| FAUST   | 30     | 30     | 500  | 84    | 79    | 93    |
| HPRD    | 50     | 50     | 3000 | 100   | 99.8  | 100   |

**Table 4. Pose retrieval results of different datasets.**

**Evaluation metrics and results.** We evaluate the retrieval results using the following statistical measures, which indicate the percentage of the top \( K \) matches that belongs to the same pose class as the query shape:

- Nearest Neighbour (NN): the percentage of the closest matches that belongs to the same class as the query (here, \( K = 1 \)).
- First Tier (FT): the recall for the smallest \( K \) that could possibly include 100% of the models in the query class.
- Second Tier (ST): the same type of the result as FT, but a little less stringent (i.e., \( K \) is twice as big).

For the above measures, an ideal retrieval result gives a score of 100%, and higher values indicate better results. Results of the measures and training steps of the proposed pose retrieval method on the above datasets are recorded in Table 4. We plot the retrieval losses of the first 100 steps on training and testing datasets of the SH-RE, SH-SY, and FAUST in Figure 14, which shows that the training process converges quickly.

![Figure 14](image.png)

**Figure 14.** Training and testing losses of pose retrieval on the SH-RE, SH-SY, and FAUST datasets.

Some retrieval results of the SH-RE datasets are shown in Figure 3. Figure 15 demonstrates more retrieval results, where the query poses are not included in the HPRD dataset, and the proposed method can still effectively find the most similar poses in the HPRD dataset. The proposed retrieval method is robust to noises demonstrated in Figure 16, where the query shape is corrupted by Gaussian noises with the variance in 50% of the mean edge length of the shape.
Figure 15. Pose retrieval: For the query 3D human shapes (left one), our method retrieves the first six best shapes who have similar poses to the query one in the HPRD dataset.

**Choices of dimension of the descriptor vector.** We also try the other choices of dimension of the descriptor vector $d = 2, 16, 32, 64$ on the FAUST dataset in Figure 17. It can be seen that the $d = 32$ obtains the best results. Therefore, the default value of the descriptor dimension is $d = 32$ in this paper.

**Comparison with previous work.** We compare our deep learning retrieval method with the approach using the unsupervised Extremal Human Curve (EHC) descriptor [12] on the statistical shape database [2], which is challenging for human pose retrieval because it is a realistic shape database captured with a 3D laser scanner. There are 550 shapes in this dataset with 114 subjects in 35 poses, where the subject number of each pose class ranges from 4 to 111.

Figure 16. Given a noisy query shape, the proposed pose retrieval method is still successful.
Figure 17. Retrieval performance with different dimensions of descriptors on the FAUST dataset.

The comparison is performed on a subset of the above dataset consisting of 18 poses (p0, p1, p2, p3, p4, p5, p6, p7, p8, p9, p10, p11, p12, p13, p16, p28, p29, and p32), reported in Table 5. Several of the used representative poses are demonstrated in Figure 18. This demonstrates that our method obtains better pose retrieval results. However, it should be noted that the EHC-based method is unsupervised, while 50% of shapes are used for training, and the others are for testing in our retrieval approach.

Table 5. Pose retrieval comparisons of our method with the one in [12].

| Approach          | NN (%) | FT (%) | ST (%) |
|-------------------|--------|--------|--------|
| EHC 10 curves [12]| 80.3   | 75.5   | 85.2   |
| EHC 5 curves [12] | 84.8   | 77.2   | 89.1   |
| Our method        | 89.6   | 88.3   | 96.3   |

Figure 18. Ten used representative human poses with different subjects in the statistical shape database [2], where some artifacts are contained.

5. Conclusions and Future Works

The pose recognition of large 3D human datasets has wide practical applications, for example, in sport and dance. Inspired by the powerful success of deep learning and its generalization to 3D geometrical shapes in computer vision and graphics, the improved MVCNN is adopted for orientation-aware 3D human pose classification and retrieval in a united framework in this paper. Firstly, the AlexNet operating on multi-views with an orderly view feature fusion layer is used for 3D human pose classification. Secondly, the shape descriptor vectors are learned by the Siamese network for pose retrieval. Furthermore, we also construct a larger 3D human dataset called HPRD consisting of 100,000 shapes, which will be publicly released for future research. Experiments and comparisons demonstrate that the extended MVCNN framework obtains desirable results.

The proposed method assumes that the 3D human shapes are represented as triangle meshes. Thus, in the future, we plan to extend this framework to other shape representations, such as point
clouds or triangle soups. The accuracy of the proposed method has potential room for improvement on the FAUST dataset, which includes shapes with artifacts or large missing parts. We will investigate methods to overcome this limitation. Furthermore, our work regards the pose recognition of static 3D human shapes. We will extend the proposed method to the 3D human action recognition of dynamic shapes sequences using a recurrent neural network.
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