Dissipative phase transitions: independent vs. collective decay and spin squeezing
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We study the XY model with infinite-range interactions (Lipkin-Meshkov-Glick model) in the presence of dissipation from spontaneous decay. We show that independent and collective decay lead to qualitatively different phase transitions of the steady state, even though the phase boundary is the same. Independent decay leads to a second-order phase transition to a ferromagnet, while collective decay leads to a first-order transition to a time-dependent oscillatory phase. Then we show that the addition of a drive leads to infinite spin squeezing for collective decay in the thermodynamic limit. The combination of spin-spin interaction and drive leads to more spin squeezing than each by itself. Our results can be experimentally seen in trapped-ion and cavity-QED experiments.

I. INTRODUCTION

In recent years, there has been interest in phase transitions of atomic ensembles in the presence of dissipation from spontaneous decay [1–22]. A motivation is that less is known about nonequilibrium systems than equilibrium ones, so it is of fundamental interest to see what new behavior arises due to dissipation. Another motivation is that dissipative systems can exhibit a large amount of spin squeezing [13–16] and may thus be useful for quantum metrology [23–31].

Spontaneous decay in an ensemble of atoms can be either independent or collective. If the atoms are in free space with a spacing much larger than a wavelength, the decay is independent for each atom. If the atoms are coupled to a lossy cavity [12, 13] or close to each other [33–35], the decay is collective (superradiance). There has been work on phase transitions due to either independent decay [2, 3, 4] or collective decay [10, 11]. This raises the question of how the phase transitions of each type are related to each other.

In this paper, we make a direct comparison between independent and collective decay for the XY model with infinite-range interactions (Lipkin-Meshkov-Glick model [35]). Independent decay was previously shown to cause a second-order phase transition from a paramagnet to a ferromagnet [Fig. 1(a)] [8, 9]. Here, we show that collective decay qualitatively changes the phase transition. Although the phase boundary is the same, there is now a first-order transition to a time-dependent oscillatory phase [Fig. 1(b)]. The differences are due to the fact that collective decay conserves angular momentum, causing the Bloch vector to have maximal length. However, both types of decay have spin squeezing limited to \( \xi^2 \geq 1/2 \), where \( \xi^2 \) is the spin-squeezing parameter [23].

Then we show that the addition of a drive leads to maximal spin squeezing (\( \xi^2 \to 0 \)) in the thermodynamic limit for collective decay. The combination of spin-spin interaction and drive leads to more spin squeezing than each by itself. We also consider limitations due to finite-size effects and independent decay.

Our results can be experimentally seen using trapped ions or cavity QED. With trapped ions, the spin-spin interactions are mediated by motional modes [36–37], and collective decay is mediated by an auxiliary ion [38–39]. With atoms in a cavity, the cavity mediates the spin-spin interaction as well as the collective decay [10, 11].

The paper is outlined as follows. In Sec. II we define the Hamiltonian and the master equations that we study. In Sec. III we review results for independent decay. In Sec. IV we present results for collective decay. In Sec. V we discuss what happens in the presence of a drive. In Appendix A we provide details on the spin-squeezing calculations.

II. MODEL

We consider the anisotropic-XY model with infinite-range interactions (Lipkin-Meshkov-Glick model [35]),

\[
H = \frac{V}{N}(J_x^2 - J_y^2),
\]

or

\[
H = \frac{V}{2N}(J_x^2 + J_y^2),
\]

FIG. 1. \( \langle J_x \rangle / j \) for (a) independent decay and (b) collective decay. Solid lines are mean-field predictions. Numerical results are shown for different numbers of atoms: \( N = 10 \) (gray circles), \( N = 100 \) (green triangles), and \( N = 1000 \) (red squares). The phase transition is at \( |V| = \gamma/2 \) for both types of decay.
where \( \vec{J} = \frac{1}{2} \sum_n \sigma_n^z \) and \( J_± = \sum_n \sigma_n^± \) are collective spin operators, and \( N \) is the number of atoms. As seen from Eq. (2), the anisotropic interaction excites two spins at a time. The equilibrium ground state has been studied in terms of phase transitions [10] and spin-squeezing [11, 42]. This model is also known as the two-axis countertwisting model and leads to spin squeezing during the time evolution [24]. The model can be experimentally implemented using trapped ions [36, 37] or atoms in a cavity [10, 11]: the ion motion or the cavity mediates an interaction that excites two spins at a time.

We are interested in the nonequilibrium behavior that arises due to dissipation from spontaneous decay of the atoms. In this case, the system is described by a master equation for the density matrix \( \rho \). We first consider independent decay,

\[
\dot{\rho} = -i[H, \rho] + \frac{\gamma_i}{2} \sum_n (2\sigma_n^z \rho \sigma_n^+ - \sigma_n^+ \sigma_n^z \rho - \rho \sigma_n^+ \sigma_n^z),
\]

where \( \sigma_n^\pm = (\sigma_n^x \pm i\sigma_n^y)/2 \). Then we consider collective decay (Dicke superradiance [33]),

\[
\dot{\rho} = -i[H, \rho] + \frac{\gamma_c}{2N} (2J_ρ J_+ - J_+ J_ρ - \rho J_+ J_-).
\]

\( \gamma_i \) and \( \gamma_c \) are the rates of independent and collective decay, respectively.

In the trapped-ion implementation, the decay can be either independent or collective: independent decay is from optical pumping, while collective decay is mediated by an auxiliary ion [38]. In the cavity implementation, the cavity mediates a collective decay [10, 11], although there is an “upward” decay in addition to the downward decay in Eq. (4) [13]. Note that even if collective decay dominates \( \gamma_c \gg \gamma_i \), independent decay events will eventually occur and modify the behavior. In this paper, when we consider collective decay, we are referring to time scales shorter than \( 1/\gamma_i \). We discuss the modification by independent decay in Sec. II.3.

The steady states of the master equations exhibit phase transitions as the parameters are varied. It is important to note that both master equations have a \( Z_2 \) symmetry: \( \sigma_n^x, \sigma_n^y \rightarrow -\sigma_n^x, -\sigma_n^y \). This is the symmetry that will be broken in the ordered phase.

The intuition for the phase transition is as follows. Since the anisotropic interaction excites two spins at a time [Eq. (2)], there is competition between the pair-wise excitation and the decay. If the interaction is weak, the decay dominates, and the Bloch vector points downwards in steady state. But if the interaction is strong enough, the pair-wise excitation dominates, and the Bloch vector points sideways. Thus, there is a phase transition when \( |V| \) is sufficiently large.

Throughout the paper, we characterize the steady states in terms of their spin squeezing. We use the spin-squeezing parameter as defined by Wineland et al. [23],

\[
\xi^2 = \min \frac{N(\Delta J_\parallel)^2}{|\langle \vec{J} \rangle|^2},
\]

where we minimize with respect to unit vectors \( \vec{n}_\perp \) that are normal to \( \langle \vec{J} \rangle \). When \( \xi^2 < 1 \), the spins have improved phase sensitivity to rotations compared to the shot-noise limit, and are thus useful for metrology. Note that if the Bloch vector has maximal length \( |\langle \vec{J} \rangle| = N/2 \), Eq. (3) coincides with the definition by Kitagawa and Ueda [24].

### III. Independent Decay

The case of independent decay was previously considered [3, 9], and we summarize it here. To obtain the mean-field equations, we find the equations of motion for \( \vec{J} \) and then factorize terms like \( \langle J_x J_y \rangle = \langle J_x \rangle \langle J_y \rangle \).

For convenience, we define \( X = \langle J_x \rangle/j \), \( Y = \langle J_y \rangle/j \), \( Z = \langle J_z \rangle/j \) where \( j = N/2 \), so that \( X, Y, Z \in [-1, 1] \). The mean-field equations for Eq. (3) are

\[
\dot{X} = -VYX - \frac{\gamma_i}{2} X,
\]

\[
\dot{Y} = -VXY - \frac{\gamma_i}{2} Y,
\]

\[
\dot{Z} = 2VXY - \gamma_i(Z + 1).
\]

To find the phases, we solve for the fixed points of Eqs. (6)–(8). When \( |V| < \gamma_i/2 \), the steady state is

\[
\dot{X} = Y = 0, \quad \dot{Z} = -1,
\]

which means that the Bloch vector points downwards. We call this phase the paramagnet (PM) since it does not break the \( Z_2 \) symmetry. When \( |V| > \gamma_i/2 \), there are two possible steady states:

\[
\dot{X} = \pm \sqrt{\frac{\gamma_i}{2(V - \gamma_i)}},
\]

\[
\dot{Y} = \pm \text{sgn}(V) \sqrt{\frac{\gamma_i}{2(V - \gamma_i)}},
\]

\[
\dot{Z} = -\frac{\gamma_i}{2|V|},
\]

so the Bloch vector points sideways. This phase breaks the symmetry, so we call it the ferromagnet (FM). The transition from PM to FM at \( |V| = \gamma_i/2 \) is second order, since \( X, Y, Z \) are continuous there [Fig. 1(a)]. Note that both phases are time-independent, i.e., stable fixed points.

In the limit of large \( N \), one can calculate the spin squeezing analytically by considering fluctuations around the mean-field steady states. In the PM, the spin-squeezing parameter is [8]

\[
\xi^2 = \frac{\gamma_i}{\gamma_i + 2|V|}, \quad |V| < \gamma_i/2.
\]

The squeezing is maximum \( (\xi^2 \text{ is minimum}) \) at the phase transition, where \( \xi^2 = 1/2 \).
IV. COLLECTIVE DECAY

Now we consider what happens with collective decay. We note that phase transitions of a related model were studied in Refs. [10][11], but the model we study turns out to behave quite differently.

We assume that the atoms are in the Dicke manifold with maximum angular momentum \( j = N/2 \) \[33\]. From Eq. (4), the equations of motion for the spin operators are

\[
\begin{align*}
\dot{\langle J_x \rangle} &= -\frac{V}{N} \langle \{J_y, J_z \} \rangle + \frac{\gamma_c}{2N} (\langle \{J_x, J_z \} \rangle - \langle J_x \rangle), \\
\dot{\langle J_y \rangle} &= -\frac{V}{N} \langle \{J_x, J_z \} \rangle + \frac{\gamma_c}{2N} (\langle \{J_y, J_z \} \rangle - \langle J_y \rangle), \\
\dot{\langle J_z \rangle} &= \frac{2V}{N} \langle \{J_x, J_y \} \rangle - \frac{\gamma_c}{2} \gamma_c (\langle J_x^2 \rangle + \langle J_y^2 \rangle + \langle J_z \rangle). 
\end{align*}
\]

(14), (15), (16)

Since these equations do not close, it is useful to make a mean-field approximation (factorize terms like \( \langle J_x J_y \rangle \) and take the limit \( N \to \infty \)), which is accurate for large \( N \). In Sec. [IV.C] we compare the mean-field predictions with the original quantum model.

A. Mean-field theory

The mean-field equations for Eq. (4) are

\[
\begin{align*}
\dot{X} &= -V Y Z + \frac{\gamma_c}{2} X Z, \\
\dot{Y} &= -V X Z + \frac{\gamma_c}{2} Y Z, \\
\dot{Z} &= 2V X Y - \frac{\gamma_c}{2} (1 - Z^2).
\end{align*}
\]

(17), (18), (19)

Thus, collective decay leads to nonlinear dissipative terms in the mean-field equations [44], while independent decay leads to linear dissipative terms. Since the master equation conserves angular momentum \( \mathbf{J}^2 \), there is the additional constraint, \( X^2 + Y^2 + Z^2 = 1 \). (This constraint is a key difference with independent decay, as shown below.)

We solve for the steady states of Eqs. (17)–(19). When \( |V| < \gamma_c/2 \), the steady state is

\[
X = Y = 0, \quad Z = -1,
\]

(20)

which we again call the PM phase. When \( |V| > \gamma_c/2 \), it turns out there are no stable fixed points, but there are center fixed points [45]. The steady state is a periodic orbit, meaning that \( X, Y, Z \) oscillate in time [Fig. 2(a,b)]. There are an infinite number of such steady states, corresponding to different initial conditions [Fig. 2(c,d)]. We call this the oscillatory phase.

These periodic oscillations are reminiscent of those in Refs. [46][47]. However, a notable difference is that the frequency of the oscillations here depends on the initial condition [Fig. 2(a,b)]. In general, a periodic orbit that covers more area on the Bloch sphere has a lower frequency.

![FIG. 2. Examples of mean-field periodic orbits for \( V = 0.6\gamma_c \).](image)

(a) Trajectories in time showing \( X \) (blue dashed line), \( Y \) (green dotted line), and \( Z \) (red solid line). (a) and (b) are for different initial conditions. (c,d) Trajectories on the Bloch sphere and projected onto the \( xy \)-plane. Different colors correspond to different initial conditions. The black arrow shows the direction of the trajectories.

To get some insight into the periodic oscillations, we note that according to Eqs. (17) and (18), there is a constant of motion,

\[
(X + Y)^{\frac{2V}{\gamma_c} + 1} (X - Y)^{\frac{2V}{\gamma_c} - 1} = C,
\]

(21)

where \( C \) depends on the initial conditions. Thus, the trajectory on the Bloch sphere is given by the intersection of vertical sheets defined by Eq. (21) with the sphere defined by \( X^2 + Y^2 + Z^2 = 1 \). Different initial conditions lead to different trajectories [Fig. 2(c,d)]. There are four families of trajectories, corresponding to four quadrants in the \( xy \)-plane, since Eqs. (17)–(19) have three symmetries: \((X,Y) \to (-X,-Y), (X,Y) \to (Y,X), (X,Y) \to (-Y,-X)\). Note that all trajectories come close to \( X = Y = \pm \frac{1}{\sqrt{2}}, Z = 0 \).

The nonsinusoidal shape of the oscillations reflects the fact that the mean-field equations are nonlinear. The “sawtooth” shape of \( Z(t) \) can be understood from Eq. (19). During the part of the cycle when \( Z \) increases, the interaction tries to raise \( Z \) while the decay tries to lower \( Z \). During the part of the cycle when \( Z \) decreases, both the interaction and the decay try to lower \( Z \). Thus, \( Z \) increases slower than it decreases.
When averaged over time, the oscillations satisfy
\[ \langle X \rangle_t \neq 0, \quad \langle Y \rangle_t \neq 0, \quad \langle Z \rangle_t = 0, \quad (22) \]
showing that the oscillatory phase breaks the $Z_2$ symmetry. The transition from PM to the oscillatory phase is first-order since the time-averaged values of $X, Y, Z$ are discontinuous there [Fig. 1(b)].

Note that these results assume that the decay is purely collective. As mentioned in Sec. II in practice, there will always be a little bit of independent decay, which does not conserve angular momentum. Thus, for long enough time scales, the steady states will be modified by independent decay, and the amplitude of the oscillations may decrease over time.

In the limit of large $N$, one can again calculate the spin-squeezing parameter analytically by considering fluctuations around the mean-field steady states. In the PM, it is
\[ \xi^2 = \frac{\gamma_c}{\gamma_c + 2|V|}, \quad |V| < \frac{\gamma_c}{2}. \quad (23) \]
The derivation is given in Appendix A. The squeezing is the same as for independent decay [Eq. (13)]. Thus, even with collective decay, the squeezing is limited to $\xi^2 > 1/2$.

In the oscillatory phase, there is no spin squeezing ($\xi^2 > 1$) because the periodic orbits are spread out across the Bloch sphere.

**B. Comparison with independent decay**

Comparing the results for independent decay and collective decay, we find that the phase boundaries are the same ($|V| = \gamma/2$). However, independent decay has a second-order transition while collective decay has a first-order transition. Also, while both models have the same PM phase, independent decay leads to the time-independent FM, while collective decay leads to the time-dependent oscillatory phase.

The fact that the phase boundary is the same is due to the fact that in the PM, the Bloch vector points downwards. In this regime, collective decay has no collective enhancement [33], so it is effectively the same as independent decay. This also explains why spin squeezing is the same for both.

The intuition for the oscillatory phase is as follows. From Eq. (19), we see that the dissipation is maximum when $Z = 0$, i.e., when the Bloch vector is on the equator. In order for the periodic orbits to exist, the Bloch vector must be able to pass above the equator: $\hat{Z} = 2VXY - \gamma_i/2 > 0$. The first term is maximum when $X = Y = 1/\sqrt{2}$, so to pass the equator, $V > \gamma_c/2$ must be satisfied, i.e., the interaction should be strong enough to lift the Bloch vector further. This is precisely when the oscillatory phase exists.

But why are there no periodic orbits for independent decay? Applying the same argument to Eq. (8), one requires $\hat{Z} = 2VXY - \gamma_i > 0$. The key difference is that with independent decay, the Bloch vector does not have maximal length, so $2VXY > \gamma_i$ is never satisfied. In fact, as $V$ increases, the Bloch vector becomes shorter due to decoherence, as seen from Eqs. (10)–(12). In other words, collective decay gives rise to a periodic orbits because the conservation of angular momentum causes the Bloch vector to have maximal length. This also explains why collective decay has a first-order transition while independent decay has a second-order transition.

**C. Comparison with master equation**

Mean-field theory predicts an infinite number of steady states in the oscillatory phase. However, the original master equation [Eq. (4)] has a unique steady-state density matrix $\rho_{ss}$. This discrepancy is resolved by noting that $\rho_{ss}$ is a mixture of all mean-field steady states. Thus, we expect $\rho_{ss}$ to satisfy $(J_x) = (J_y) = (J_z) = 0$ when $|V| > \gamma_c/2$. (Note that the Bloch vector calculated using $\rho_{ss}$ does not have maximal length in the oscillatory phase due to averaging over multiple mean-field steady states.)

To check the mean-field predictions, we numerically solve the master equation [Eq. (4)] via Runge-Kutta integration to obtain $\rho_{ss}$. Figure 1(b) shows that when $N$ is large, there is a sudden change in $(J_z)$ at $\Omega = \gamma_c/2$, which is consistent with a first-order transition there. As $N$ increases, it becomes more discontinuous. In general, mean-field theory is more accurate as $N$ increases, because fluctuations like $(J_z^2)/N^2$ scale as $\sim 1/N$, as seen from Eqs. (A22)–(A24).

To visualize $\rho_{ss}$, we plot the Wigner function [43]. Figure 2(a) shows what should be the PM phase; as expected, the Bloch vector points in the $-\hat{z}$ direction. Figure 2(b) shows what should be the oscillatory phase; the Wigner function has peaks at $X = Y = \pm \sqrt{V}, Z = 0$, which is consistent with the fact that all the mean-field periodic orbits pass by those points [Fig. 2(c)]. It seems that the Wigner function is always positive for large $N$. 

![Wigner function of the steady state for N = 50 atoms.](image)

*a* $V = 0.4\gamma_c$ and *b* $V = 0.6\gamma_c$. Blue color denotes 0, while red color denotes the maximum value. Due to the $Z_2$ symmetry, the Wigner function in *b* has another peak on the opposite side of the Bloch sphere. Compare (b) with Fig. 2(c).
V. ADDITION OF A DRIVE

We would like to get more spin squeezing, but apparently the Hamiltonian Eq. (1) with either independent or collective decay is not enough to decrease $\xi^2$ past 1/2. This is because the Bloch vector points downwards in the PM and is unable to support much squeezing. To get around this, we add an external drive so that the Bloch vector points sideways. We also omit the $J_y^2$ term, so that the Hamiltonian is

$$H = \frac{V_x}{N} J_x^2 + \Omega J_x,$$

and assume collective decay [Eq. (4)]. The motivation for choosing this Hamiltonian is as follows. The first term $J_x^2$ is the one-axis twisting Hamiltonian [24], which squeezes the spins in the $yz$ plane [Fig. 4(a)]. The second term causes the spins to precess around the $x$-axis; combined with the collective decay, this precession also leads to squeezing in the $yz$ plane [Fig. 4(b)]. Since both terms squeeze in the same plane, the hope is that the combination of the two leads to more squeezing than each by itself. This turns out to be true.

We note that this model with only collective decay and a drive ($V_x = 0$) was previously studied in terms of its steady states [46] [47], entanglement [35] [49], and spin squeezing [15] [16]. Here, we show analytically that $\xi^2 \rightarrow 0$ at the critical point, and that the squeezing at finite time can be enhanced by adding interactions ($V_x \neq 0$). We also find the scaling of $\xi^2$ with $N$.

A. Mean-field equations

The mean-field equations for this model are

$$\dot{X} = \frac{\gamma_c}{2} X Z,$$

$$\dot{Y} = -V_x X Z - \Omega Z + \frac{\gamma_c}{2} Y Z,$$

$$\dot{Z} = V_x X Y + \Omega Y - \frac{\gamma_c}{2} (1 - Z^2).$$

There is a phase transition when $\Omega = \gamma_c/2$. When $\Omega < \gamma_c/2$, the steady state is

$$\dot{X} = 0, \quad \dot{Y} = \frac{2\Omega}{\gamma_c}, \quad \dot{Z} = -\sqrt{1 - \frac{4\Omega^2}{\gamma_c^2}}.$$

When $\Omega > \gamma_c/2$, the steady state is a periodic orbit. We focus on the regime $\Omega < \gamma_c/2$, since that is where $\xi^2 < 1$.

Note that the steady state [Eq. (28)] and the critical point ($\Omega = \gamma_c/2$) are independent of $V_x$. This means we can make a clean comparison between $V_x = 0$ and $V_x \neq 0$ in terms of spin squeezing.

B. Spin squeezing

By calculating fluctuations around the mean-field steady state [Eq. (28)], we find that in the limit of large $N$, the spin-squeezing parameter is

$$\xi^2 = \frac{\gamma_c^2 + V_x^2}{\Omega^2} - 2\sqrt{\frac{\gamma_c^2 V_x^2}{4 + \Omega^4}} \frac{2\gamma_c}{\gamma_c^2 - 4\Omega^2},$$

when $\Omega < \gamma_c/2$. The derivation is given in Appendix A. So $\xi^2$ does depend on $V_x$. In fact, as $V_x$ increases, $\xi^2$ decreases monotonically.

When $V_x = 0$,

$$\xi^2 = \sqrt{1 - \frac{4\Omega^2}{\gamma_c^2}}.$$ (30)

When $V_x \rightarrow \infty$,

$$\xi^2 = \frac{1}{2} \sqrt{1 - \frac{4\Omega^2}{\gamma_c^2}}.$$ (31)

At the critical point ($\Omega = \gamma_c/2$), the squeezing diverges ($\xi^2 \rightarrow 0$), as seen in Fig. 5(b). Thus, adding a drive allows one to get a lot more squeezing. Furthermore, by setting $V_x$ large, one can get twice as much squeezing than with $V_x = 0$.

Although squeezing diverges at the critical point, there are two points to be aware of. The first is that $\xi \rightarrow 0$ only when $N$ is infinite, since that is when mean-field theory is exact. When $N$ is finite, there will be finite-size effects. We discuss this further in Sec. V C. The second point is that there will always be some independent decay in practice, which limits the amount of squeezing. This is discussed further in Sec. V D.

C. Limitations due to finite size

To study finite-size effects, we numerically integrate the master equation for $N = 1000$ and calculate $\xi^2$. Figure 5 shows that there is good agreement with the analytical prediction, except for near the critical point where there is an upturn in $\xi^2$. As $N$ increases, the agreement extends closer to the critical point. The reason for the discrepancy is that when $N$ is finite, mean-field theory is not self-consistent near the critical point since the fluctuations diverge there. [This can be seen by solving Eqs. (A22)–(A24). See also Ref. 50.] However, since
the fluctuations scale as $1/N$, mean-field theory becomes self-consistent again when $N$ is very large.

Figure 6 shows the minimum value of $\xi^2$ as a function of $N$. The data for $V = 0$ suggests a power law scaling,
\[ \xi_{\min}^2 \approx 1.70 \ N^{-0.29}, \]
for large $N$. This scaling indicates that the squeezing here does not reach the Heisenberg limit ($\xi^2 \sim 1/N$).

**D. Limitations due to independent decay**

To estimate the effect of independent decay, we first calculate the time scale required to reach the steady state of Eqs. (25)–(27). The time scale can be estimated within mean-field theory by linearizing Eqs. (25)–(27) around the steady state [Eq. (28)] and calculating the stability eigenvalues. The relevant eigenvalue is
\[ \lambda = -\frac{\gamma_c}{2} \sqrt{1 - \frac{4\Omega^2}{\gamma_c^2}}, \]
so the time scale is
\[ \tau = \frac{2}{\gamma_c \sqrt{1 - \frac{4\Omega^2}{\gamma_c^2}}}. \] (34)

The time scale diverges at the critical point ($\Omega = \gamma_c/2$), leading to critical slowing down. In practice, one would not work exactly at the critical point, since it would take a very long time to reach the steady state. Also note that Eq. (34) is independent of $V_x$; this means that by increasing $V_x$, one gets more squeezing *without* having to wait longer.

Now we make a rough estimate of the effect of independent decay, similar to Ref. [51]. Suppose the independent decay rate $\gamma_i$ is very small: $\gamma_i \tau \ll 1$. During the time $\tau$ that it takes to reach the steady state of Eqs. (25)–(27), about $N\gamma_i \tau$ atoms have undergone an independent decay event, while $N(1 - \gamma_i \tau)$ atoms have not. The former atoms have no squeezing ($\xi^2 \approx 1$). The latter atoms have the squeezing predicted in Eqs. (29) or (32), which we call $\xi_0^2$. The overall squeezing of the atoms is estimated as a weighted average of the two groups:
\[ \xi_{\text{total}}^2 \approx \xi_0^2 + \gamma_i \tau. \] (35)

We write this in terms of the single-atom cooperativity, $C = \frac{g^2}{\kappa \gamma_i}$, using the fact that $\gamma_c = NC\gamma_i$ [12]:
\[ \xi_{\text{total}}^2 \approx \xi_0^2 + \frac{\gamma_c}{NC} \frac{1}{|\lambda|}, \] (36)
\[ \approx \xi_0^2 + \frac{2}{NC\xi_0^2}, \] (37)

since Eqs. (30) and (33) show that $|\lambda| = \gamma_c \xi_0^2/2$. Since $\xi_0^2 \approx N^{-0.29}$, according to Eq. (32), for large $N$ or $C$, Eq. (37) is dominated by the first term.

**VI. CONCLUSION**

We have shown that collective and independent decay lead to qualitatively different phase transitions. The differences are ultimately due to the fact that collective decay conserves angular momentum, which causes the Bloch vector to have maximal length and enables the oscillatory phase to exist. Then we showed that adding a drive allows for infinite spin squeezing because the Bloch vector points sideways. For future work, it would be interesting to consider what happens when the spin-spin interaction is short range but the decay is still collective. One can also consider the effect of a non-Markovian environment on phase transitions and spin squeezing [52].
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Appendix A: Calculation of spin-squeezing parameter

In this appendix, we calculate the spin-squeezing parameter in the limit of large \( N \) by considering fluctuations around the mean-field steady state using the approach of Ref. [11]. For generality, we use the Hamiltonian

\[ H = \frac{V_x}{N} J_x^2 + \frac{V_y}{N} J_y^2 + \Omega J_z, \]  

(A1)

which encompasses Eqs. (1) and (24). We assume collective decay [Eq. (1)].

The mean-field equations are:

\[ \dot{X} = V_y Y Z + \frac{\gamma_c}{2} X Z, \]  

(A2)

\[ \dot{Y} = -V_x X Z - \Omega Z + \frac{\gamma_c}{2} Y Z, \]  

(A3)

\[ \dot{Z} = (V_x - V_y) X Y + \Omega Y - \frac{\gamma_c}{2} (1 - Z^2). \]  

(A4)

A phase transition occurs when \( \Omega = \Omega_c \), where

\[ \Omega_c = \frac{\gamma_c^2 + 4 V_x V_y}{2 (\gamma_c^2 + 4 V_y^2)} \]  

(A5)

When \( \Omega < \Omega_c \), the steady state is the fixed point,

\[ \dot{X} = -\frac{4 V_y \Omega}{\gamma_c^2 + 4 V_x V_y} = \sin \theta \cos \phi, \]  

(A6)

\[ \dot{Y} = -\frac{2 \gamma_c \Omega}{\gamma_c^2 + 4 V_x V_y} = \sin \theta \sin \phi, \]  

(A7)

\[ \dot{Z} = -\frac{\sqrt{(\gamma_c^2 + 4 V_x V_y)^2 - 4 \Omega^2 (\gamma_c^2 + 4 V_y^2)}}{\gamma_c^2 + 4 V_x V_y} = \cos \theta, \]  

(A8)

where \( \theta, \phi \) are the spherical angles of the Bloch vector. When \( \Omega > \Omega_c \), there is no stable fixed point, and the steady state is a periodic orbit. Below, we focus on \( \Omega < \Omega_c \), since that is where spin squeezing exists.

To calculate the spin-squeezing parameter, it is convenient to first rotate the spin operators \( \hat{J} \) by the angle \( \theta \) around the axis \( \hat{n} = (-\sin \phi, \cos \phi, 0) \),

\[ \hat{J}^r = e^{-i \hat{n} \cdot \hat{J}} \hat{J} e^{i \hat{n} \cdot \hat{J}}, \]  

(A9)

\[ e^{-i \hat{n} \cdot \hat{J}} = \cos \frac{\theta}{2} \hat{J} - i \sin \frac{\theta}{2} (-\sin \phi \hat{J}_x + \cos \phi \hat{J}_y). \]  

(A10)

The new spin operators \( \hat{J}^r \) are defined such that \( \hat{J}^r_x \) points in the same direction as the Bloch vector of the steady state:

\[ \langle J^r_x \rangle = \langle J^r_y \rangle = 0, \quad \langle J^r_z \rangle = \frac{N}{2}. \]  

(A11)

In terms of \( \hat{J}^r \), the spin-squeezing parameter is [23],

\[ \xi^2 = \frac{\langle J^r_x^2 + J^r_y^2 \rangle - \sqrt{(\langle J^r_x^2 - J^r_y^2 \rangle)^2 + (\langle J^r_x J^r_y + J^r_y J^r_x \rangle)^2}}{\frac{N}{2}}. \]  

(A12)

Since the Bloch vector has maximal length, the definitions of \( \xi^2 \) in Refs. [23, 24] are identical.

So to calculate squeezing, we need to calculate fluctuations of \( \hat{J} \). This is most conveniently done by using the Holstein-Primakoff transformation to write \( \hat{J} \) in terms of bosonic annihilation and creation operators \( (a, a^\dagger) \). In the limit of large \( N \),

\[ J^r_+ = \sqrt{N} a, \quad J^r_− = \sqrt{N} a^\dagger, \quad J^r_z = \frac{N}{2} - a^\dagger a, \]  

(A13)

where \( [a, a^\dagger] = 1 \). Now we rewrite the master equation [Eq. (4)] in terms of \( a, a^\dagger \). First, we invert Eq. (A9) to find:

\[ J = \cos^2 \frac{\theta}{2} J^r_+ - e^{\pm 2i \phi} \sin^2 \frac{\theta}{2} J^r_− + e^{\pm i \phi} \sin \theta J^r_z. \]  

(A14)

We substitute Eqs. (A13) and (A14) into Eqs. (4) and (A1). The terms linear in \( a, a^\dagger \) cancel out due to the definition of \( \hat{J} \), so the leading order is quadratic. We keep only quadratic terms, since we are interested in the limit of large \( N \). The resulting master equation is,

\[ \dot{\rho} = -i[H, \rho] + \frac{\gamma_c}{2} \left[ \cos^4 \frac{\theta}{2} (2a^\dagger \rho a - a a^\dagger \rho - \rho a a^\dagger) \\
+ \sin^4 \frac{\theta}{2} (2a \rho a^\dagger - a^\dagger \rho a - \rho a^\dagger a) \\
- \frac{1}{4} e^{-2i \phi} \sin^2 \theta (2a \rho a^\dagger - a^\dagger \rho a - \rho a^\dagger a) \\
- \frac{1}{4} e^{2i \phi} \sin^2 \theta (2a^\dagger \rho a - a^\dagger \rho a + \rho a^\dagger a^\dagger) \right], \]  

(A15)

\[ H = b_1 a^\dagger a + b_2 a^\dagger a^\dagger + b_2 a^\dagger a, \]  

(A16)

\[ b_1 = e^{-2i \phi} \left[ V_x (\cos \phi \rho + i \sin \phi \rho^\dagger) \\
- V_y (\cos \phi + i \cos \theta \sin \phi \rho^\dagger) \right], \]  

(A17)

\[ b_2 = \frac{1}{8} [V_x + V_y + 3(V_x + V_y) \cos(2\theta) - 8\Omega \sin \theta \cos \phi \\
+ 6(-V_x + V_y) \sin^2 \theta \cos (2\phi)] \]  

(A18)

Since there are no terms linear in \( a, a^\dagger \), they satisfy \( \langle a \rangle = \langle a^\dagger \rangle = 0 \). The equations of motion for the fluctuations
are,
\[
\frac{d\langle a^2 \rangle}{dt} = -2ib_1^*(2\langle a^2 \rangle + 1) - 2ib_2\langle a^2 \rangle + \gamma_c \left( \cos^4 \frac{\theta}{2} - \sin^4 \frac{\theta}{2} \right) \langle a^2 \rangle + \frac{\gamma_c}{4} e^{2i\phi} \sin^2 \theta, \\
\frac{d\langle a^2 \rangle}{dt} = 2ib_1(2\langle a^2 \rangle + 1) + 2ib_2\langle a^2 \rangle + \gamma_c \left( \cos^4 \frac{\theta}{2} - \sin^4 \frac{\theta}{2} \right) \langle a^2 \rangle + \frac{\gamma_c}{4} e^{-2i\phi} \sin^2 \theta, \\
\frac{d\langle a \rangle}{dt} = 2i(b_1\langle a^2 \rangle - b_1^*\langle a^2 \rangle) + \gamma_c \left( \cos^4 \frac{\theta}{2} - \sin^4 \frac{\theta}{2} \right) \langle a \rangle + \gamma_c \cos^4 \frac{\theta}{2}.
\]
We solve these equations for the steady state fluctuations. The resulting expressions are complicated, so we do not write them out here.

Then we convert fluctuations of \(a, a^\dagger\) into fluctuations of \(J\):
\[
\langle J_x^2 \rangle = \frac{N}{4} \langle (a^2) + \langle a^2 \rangle + 2\langle a^2 \rangle + 1 \rangle, \\
\langle J_y^2 \rangle = -\frac{N}{4} \langle (a^2) + \langle a^2 \rangle - 2\langle a^2 \rangle - 1 \rangle, \\
\langle J_x J_y' + J_y J_x' \rangle = -\frac{iN}{2} \langle (a^2) - \langle a^2 \rangle \rangle.
\]
We plug these expressions into Eq. (A2) to find \(\xi^2\). The resulting expression for \(\xi^2\) is very complicated. However, for the special cases considered in the main text, we get relatively simple expressions [Eqs. (23) and (29)].
When there is both upward and downward decay, the mean-field equations are the same as Eqs. (17)–(19) but with $\gamma_c$ replaced by the net downward decay rate.

The decay in Eq. (19) is maximum when $Z = 0$ due to collective enhancement.
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