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Abstract—Annotation quality and quantity positively affect the learning performance of sequence labeling, a vital task in Natural Language Processing. Hiring domain experts to annotate a corpus is very costly in terms of money and time. Crowdsourcing platforms, such as Amazon Mechanical Turk (AMT), have been deployed to assist in this purpose. However, the annotations collected this way are prone to human errors due to the lack of expertise of the crowd workers. Existing literature in annotation aggregation assumes that annotations are independent and thus faces challenges when handling the sequential label aggregation tasks with complex dependencies. To conquer the challenges, we propose an optimization-based method that infers the ground truth labels using annotations provided by workers for sequential labeling tasks. The proposed Aggregation method for Sequential Labels from Crowds (AggSLC) jointly considers the characteristics of sequential labeling tasks, workers’ reliabilities, and advanced machine learning techniques. Theoretical analysis on the algorithm’s convergence further demonstrates that the proposed AggSLC halts after a finite number of iterations. We evaluate AggSLC on different crowdsourced datasets for Named Entity Recognition (NER) tasks and Information Extraction tasks in biomedical (PICO), as well as a simulated dataset. Our results show that the proposed method outperforms the state-of-the-art aggregation methods. To achieve insights into the framework, we study the effectiveness of AggSLC’s components through ablation studies.

Index Terms—Data aggregation, sequence labeling, crowdsourcing, optimization

I. INTRODUCTION

Online crowdsourcing platforms, such as Amazon Mechanical Turk (AMT), have provided an approachable and low-priced resource to obtain annotated data [28], [40]. Crowdsourcing platforms distribute annotation tasks among workers to be done in a considerably smaller amount of time. It has changed the process of building the annotated data for various machine learning tasks. Although crowdsourcing platforms are leveraged to help collect annotated data, the labels/annotations provided by workers may be noisier comparing with labels/annotations supplied by experts.

One common practice is to hire multiple workers to annotate the same set of data instances so that errors from individual workers can be detected and corrected. For different types of annotations, different post hoc strategies are applied to ensure the annotation quality. For example, the disagreement in the annotations can be resolved by taking the label with the highest votes as the final result, or a label would be regarded as correct if it receives a specific count of votes. These naive data aggregation methods assume that all workers are equally reliable, which, unfortunately, may not be valid in real-world applications. Advanced aggregation methods are proposed to learn the workers’ reliability degrees from their annotations and improve the aggregation results [21], [52]. However, most existing methods assume that data instances are independent, leading to performance loss for tasks such as sequential labeling, a common NLP task, where tokens in a sentence are not independent. Moreover, when the dependencies among data instances are considered, it can be easier to infer correct labels because the dependencies can provide additional information to estimate the correctness of labels.

Multiple aggregation approaches are recently proposed to handle the particular characteristics of sequential labeling tasks, where tokens in the sentence have complex dependencies [26], [34], [39]. In these works, probabilistic models are adapted to model the workers’ labeling behavior and the dependencies between adjacent tokens. However, there are some drawbacks to the probabilistic models. First, they have solid statistical assumptions when modeling the sequence annotations, limiting the flexibility of the models. Second, these models need to infer complex parameters, making it hard to interpret the relations between workers’ quality and token’s true labels. Third, these aggregation methods cannot fully unleash the power of state-of-the-art machine learning in sequential labeling tasks. Recently, an optimization approach has been proposed to aggregate sequence labels with complex dependencies [36]; however, the proposed model handles dependencies between tokens by a unidirectional function, limiting the benefits of incorporating consistency function into the framework.

To address these challenges, we propose an optimization framework to improve aggregation performance. For a token, its label is more likely to be correct if provided by reliable workers, agreed by a highly accurate deep learning model, and coherent with the labels around it. Building upon these observations, the proposed method contains three modules: the aggregation, prediction, and consistency modules. The overall goal is to find the true sequence of labels for each sentence to minimize the deviants from all three modules jointly.

The aggregation module considers workers’ labels, reliability, and aggregation confidence to infer the true labels for each token. This module minimizes the weighted loss of the aggregation results with the crowdsourced annotations. The prediction module further applies the state-of-the-art ma-
The machine learning approach to incorporate corpora features for the sequential labeling task. Unlike existing learning from crowdsourced label techniques that use all noisy labels [17], [35], AggSLC chooses sentences with high confidence from the aggregation module to ensure high-quality training data. The machine learning model in the prediction module is incrementally trained with the iteratively updated aggregation results. The prediction from the machine learning model, in turn, provides additional annotations to the aggregation module. As a result, the prediction module and the aggregation module can mutually enhance each other. The consistency module models the label dependencies in the sequential labeling task. This module penalizes labels that violate the sequential labeling rules. We propose a bidirectional approach inspired by the Viterbi algorithm [27] to keep the consistency following the sequential labeling rules. A gradient descent approach is adopted as the solution to the optimization problem. The model parameters are updated iteratively. We further link the proposed solution to the EM algorithm and prove the convergence of the proposed solution. Empirically, the convergence can be achieved in several iterations.

In summary, we present a general framework for the sequential annotation aggregation problem. AggSLC jointly considers different factors in the objective function, including the workers’ labels, workers’ reliability, the confidence in the estimation, the machine learning predictions, and the characteristics of sequential labeling tasks. The proposed solution iteratively updates the machine learning model, workers’ weights, and aggregation results. AggSLC handles complex sequential label aggregation problems with fewer parameters comparing the state-of-the-art and produces theoretical guaranteed results. Our experimental results on real-world and simulated datasets illustrate that AggSLC outperforms the state-of-the-art sequential label aggregations methods.

II. RELATED WORKS

Data aggregation and label inference tasks have gained lots of concentration over the past decade, and many methods are developed to handle various challenges [21], [52]. We summarize the related works into two categories as below.

Aggregation of Crowdsourced Annotations. The maximum likelihood estimation method (D&S) [6] aims to model the annotator’s reliability using confusion matrices and infer the hidden truth labels through maximum likelihood. Many follow-up methods [12], [40], [46], [49] are inspired by the D&S model. Later, optimization-based methods are proposed [19], [20], [54]. Zhou et al. [54] propose a minimax entropy principle for estimating the true labels from the annotations provided by crowds. Li et al. [20] model the problem as minimizing the overall weighted deviation between the truths and the multi-source observations where each source is weighted by its reliability. In the aforementioned methods, the instances are assumed to be independent. More recently, methods have been developed to handle various types of correlations among annotation instances, such as spatial-temporal dependencies among instances [24], [48], [53]. Recent survey papers [21], [52] have shown that the aggregation methods which consider the worker reliabilities significantly outperform the naive aggregation methods such as voting.

More relevant to this paper, several methods [26], [34], [36], [39] are proposed to handle the sequential labeling tasks in NLP. Rodrigues et al. [34] proposed a probabilistic approach using Conditional Random Fields (CRF) to model the sequential annotations. In this model, the worker’s reliability is modeled by their F1 score, but only one worker is assumed to be correct for any instance. Nguyen et al. relaxed the assumption and proposed a hidden Markov model (HMM) extension [26]. Recently, Simpson et al. [39] proposed a fully Bayesian approach, using a $J \times J \times J$ tensor to model each worker’s reliability, where $J$ is the number of classes in the labeling task.

Recently, an optimization approach (OptSLA) has been proposed [36] to aggregate the sequential labels. Their approach to follow the sequential labeling rules is restricted by the unidirectional consistency loss function, which does not consider the consistency with the previous token label. None of the previous works provide theoretical guarantees.

Deep learning with noisy labels. As noisy labels critically deprave deep neural networks’ generalization performance, robust training and learning from noisy labels have received more and more attention in modern deep learning applications [9], [41], [50]. For example, robust loss functions and loss adjustment [10], [23], [45], [51] robust deep neural network architectures [3], [14], [42], [47], and robust regularization techniques [11], [30], [43] are proposed to handle the noise in training data.

In another line of research, the EM algorithm is used to jointly estimate the parameters of the machine learning model and the reliabilities of the workers [1], [32]. However, for these EM-based methods, the computational complexity of training is high due to the complex iterative procedure. Therefore, multiple methods [13], [35] improve the efficiency by training the deep neural networks directly from the noisy labels. Unlike deep learning methods with noisy labels, which aim to establish prediction models, AggSLC is an aggregation model seeking to combine the annotations from various sources. Inspired by the deep learning models, our framework’s prediction module is designed to boost aggregation performance. An illustrative comparison between the existing branches of studies with the proposed method framework is displayed in Figure 1.

III. METHODOLOGY

We formulate the problem of sequential label aggregation as an optimization problem and incorporate various loss functions. The proposed aggregation model formulates the annotation aggregation problem using a weighted loss of the inferred sequence of aggregated labels to the reliable workers’ labels and machine learning predictions. AggSLC further contains the inconsistency loss function to follow the sequential labeling rules.
A. Problem Formulation

We first introduce the notation frequently used in this paper (summarized in Table I). Let us assume that \( m \) workers (indexed by \( j \)) are hired to annotate the corpus, which consists of \( s \) sentences (indexed by \( k \)) each containing \( n \) tokens (indexed by \( i \)). \( y^j_k \) is a one-hot vector that denotes the annotation given by the \( j \)-th worker on the \( k \)-th token in the \( k \)-th sentence. We use \( \hat{y}_i^k \) to denote the machine learning prediction on this token.

Each worker has a weight parameter \( w_j \) to reflect his/her annotation quality, and \( W = \{w_1, w_2, ..., w_m\} \) refers to the set of all worker weights. A higher weight implies that the worker is of higher reliability. We use \( w_{dl} \) to refer to the weight of machine learning.

The goal is to infer the best sequence of aggregated annotations \( (\hat{Y}_k^*) \) that have the minimum disagreement with the sequence of annotations provided by workers and the machine learning predictions and follows the sequential labeling rules.

B. The proposed framework

In this section, we introduce the AggSLC framework and define each term in detail. The basic idea of the proposed framework is that the labels are mostly to be correct if they are provided by reliable workers, agreed by the high-quality machine learning method, and consistent with the sequential labeling rules. Therefore, our goal is to minimize the overall weighted loss of the aggregated sequential annotations \( Y^*_k \) to the sequence of labels provided by reliable workers \( Y^*_k \), machine learning predictions for the sentence \( Y^*_k \), and the loss of inconsistencies in sequence labeling.

Mathematically, we formulate the aggregation problem as an optimization problem with respect to the aggregated annotation \( Y^* \), a set of worker weights \( W \), the weight of machine learning model \( w_{dl} \), and the machine learning parameters \( \theta \) shown in Eq. (1):

\[
F(Y^*, Y^*_k, \theta) \leq \min_{Y^* \in \mathcal{Y}} \min_{W \in \mathcal{W}, \theta} \left(L_{agg} + L_{pred} + L_{inc}\right)
\]

The objective function \( F \) consists of three components. \( L_{agg} \) refers to the loss from the aggregation module, \( L_{pred} \) refers to the loss from the prediction module, and \( L_{inc} \) indicates the loss from the consistency module. The regularization function is defined to guarantee the weights are always non-zero and positive.

The aggregation module \( L_{agg} \) computes the dissimilarity between inferred annotations to workers’ labels (discussed in Section [III-B1]). The prediction module \( L_{pred} \) calculates the dissimilarity between inferred annotations to machine learning prediction (discussed in Section [III-B2]). The consistency module \( L_{inc} \) aims to maintain the label consistency between tokens for sequence labeling tasks (discussed in Section [III-B3]).

1) Aggregation module: The aggregation module aims to find the aggregated annotation based on the workers’ labels. We follow the same principle proposed in [20]. The idea is that the loss is significant if the estimated true labels are far from the labels given by the workers of high weights. By minimizing the loss, the aggregated labels will be close to the annotations from reliable workers. A reliable worker will get a high weight if their annotations are close to the aggregated labels. Mathematically, the weighted loss is formulated in Eq. (2) as follows:

\[
L_{agg}(W, Y^*, Y^j) = \sum_j \sum_k \xi_y(Y_k^*) \sum_i H(y^j_k, y^*_i), (2)
\]
where $\xi(Y_k^*)$ refers to the confidence score of the annotations, and function $H(\cdot, \cdot)$ is the cross-entropy loss to measure the disagreement level between two vectors.

The loss is further adjusted by the confidence score $\xi(Y_k^*)$. Intuitively, if the annotations are agreed by most workers, we have higher confidence in the aggregation results. For simplicity, we define the confidence score on the sentence level instead of the token level to establish the machine learning prediction in the future steps. For sentences with higher confidence, if a worker’s annotations are pretty different from the aggregation labels, they should receive a higher penalty. On the contrary, for sentences with lower confidence, they should get a lower penalty. The confidence score $\xi(Y_k^*)$ is defined as:

$$\xi(Y_k^*) = \frac{1}{l_k} \sum_{i_k} \text{margin}(y_{i_k}^*),$$  \hspace{1cm} (3)

where $l_k$ is the number of tokens in sentence $k$ and $\text{margin}(y_{i_k}^*)$ is the probability difference between the two most likely labels of $y_{i_k}^*$. If the same label is provided for a given token by most workers, the probability of that label being correct is higher. $\xi(Y_k^*)$ considers agreement of the workers’ labels for the given sentence. The higher agreement among workers’ labels leads to a higher margin and thus a higher confidence score ($\xi(Y_k^*)$). On the other hand, if the workers disagree, the margin between the top two labels is lower, leading to a lower confidence score.

2) Prediction module: The prediction module aims to obtain the annotations from a trained machine learning model. With deep learning, many state-of-the-art machine learning models can achieve high-performance [8]. In our experiments, we treat the machine learning prediction as an additional worker. The loss is formulated similarly as follows:

$$L_{pred}(w_{dl}, Y^*, \hat{Y}) = w_{dl} \sum_k \xi(Y_k^*) \sum_{i_k} H(\hat{y}_{i_k}, y_{i_k}^*).$$  \hspace{1cm} (4)

The weighted cross-entropy loss between $y_{i_k}^*$ and the predicted labels $\hat{y}_{i_k}$ from a trained machine learning model is calculated. The weight of the machine learning model $w_{dl}$ captures the reliability of the machine learning prediction. The loss is adjusted by the confidence score calculated in the aggregation module. The challenge of the prediction module is to obtain a high-quality machine learning model. The training of the machine learning model is discussed in Section [V]

3) Consistency module: The consistency module aims to obtain coherent labels for the sequential labeling task. The term $L_{inc}$ as shown in Eq. (5) is a loss function that maintains the sequential label consistency in the inferred aggregation labels. It is beneficial to access both the left and right context to keep the consistency between two successive tokens according to the sequential label rules. We formulate the bidirectional consistency module considering both previous and succeeding tokens’ labels in the sentence as shown in Eq. (5):

$$L_{inc} = \sum_k \sum_{i_k} (l_{inc}(y_{i_k-1}^*, y_{i_k}^*) + l_{inc}(y_{i_k}^*, y_{i_k+1}^*)).$$  \hspace{1cm} (5)

where function $l_{inc}(\cdot, \cdot)$ refers to the consistency loss between two consecutive token labels in aggregated sequential annotations as defined in Eq. (6):

$$l_{inc}(y_{i_k}^*, y_{i_k+1}^*) = \begin{cases} 0, & \text{if } P(y_{i_k+1}^*|y_{i_k}^*) > 0, \\ 1, & \text{Otherwise.} \end{cases}$$  \hspace{1cm} (6)

This function will give 0 loss if $P(y_{i_k+1}^*|y_{i_k}^*)$ is positive meaning the corresponding label sequence of $y_{i_k}, y_{i_k+1}$ is valid according to sequential label rules, and 1 if the sequence is invalid. $l_{inc}(y_{i_k-1}^*, y_{i_k}^*)$ is calculated similarly.

IV. THE JOINT OPTIMIZATION PROBLEM

To optimize the objective function Eq. (1), we apply the gradient descent algorithm [44] by iteratively updating the model parameters. We start with majority voting as an initial estimate of aggregation and then iteratively conduct the workers’ weight update and aggregation update steps until convergence.

A. Weights Update

To update the weights in the model, we treat the other variables as fixed. Then the weight update is calculated using Eq. (7) as

$$w_j = -\log \frac{\sum_k \xi(Y_k^*) \sum_{i_k} H(\hat{y}_{i_k}, y_{i_k}^*)}{\max_k \sum_k \xi(Y_k^*) \sum_{i_k} H(\hat{y}_{i_k}, y_{i_k}^*)}. \hspace{1cm} (8)$$

The machine learning weight $w_{dl}$ is updated similarly. The total worker annotation loss is the sum of the cross-entropy loss calculated between the aggregated labels and the labels provided by the worker over all the annotated sentences. The above equation shows that the worker weight is inversely proportional to the maximum annotation loss between workers. We normalize workers’ annotation loss as different workers can work on other numbers of sentences. If a worker’s annotations are close to the aggregated labels, they will get a high weight, indicating that this worker is reliable.

B. Aggregated Annotation Update

With the updated workers’ weight and machine learning weight, the aggregated annotation update ($Y^*$) to minimize Eq. (1) is conducted as follows:

$$Y^* = \arg\min_{Y^*} \left( \sum_j w_j \sum_k \xi(Y_k^*) \sum_{i_k} H(\hat{y}_{i_k}, y_{i_k}^*) + w_{dl} \sum_k \xi(Y_k^*) \sum_{i_k} H(\hat{y}_{i_k}, y_{i_k}^*) + \sum_k \sum_{i_k} (l_{inc}(y_{i_k-1}^*, y_{i_k}^*) + l_{inc}(y_{i_k}^*, y_{i_k+1}^*))) \right).$$  \hspace{1cm} (9)

This equation does not have a closed-form solution. In fact, because of the variable correlation in the consistency loss
function $l_{\text{inc}}(\cdot, \cdot)$, the solution is non-trivial. We apply the gradient descent to calculate $Y^1$ (1* refers to the first intermediate step in updating the aggregated annotations) without the consistency loss function first, and then we introduce a bidirectional solution inspired by the Viterbi algorithm [27] to incorporate the consistency loss function and calculate $Y^2$. 

The proposed bidirectional approach.

Our proposed bidirectional solution includes two traversals: forward traversal, which aims to enforce the consistency between the current and the next inferred aggregated annotation ($l_{\text{inc}}(y^*_i, y^*_{i+1})$), and backward traversal which aims to enforce the consistency between the previous and the current inferred aggregated annotation ($l_{\text{inc}}(y^*_{i-1}, y^*_i)$). We start our solution with the forward traversal. Formally, given the sequence of aggregated annotations for the $k$-th sentence at step 1 ($Y_k^1$), we minimize Eq. (9) by minimizing the loss of inconsistency.

The loss for the sequence of token labels at step 1 ($Y_k^1$) is the sum of loss for individual token labels. We aim to minimize the loss for the sequence to obtain the consistent sequence of aggregated annotations $Y_k^2$ as shown in Eq. (10):

$$Y_k^2 \leftarrow \arg\min_{y_{i_k}} \left( \sum_{i_k} l_{\text{inc}}(y^*_{i_k}, y^*_{i_k+1}) \right). \quad (10)$$

To minimize Eq. (10), we apply the Viterbi algorithm by defining the observation space, transition probability, and emission probabilities as follows. The observation space is all the possible labels in the dataset. The transition probability between two consecutive labels is $1$ if $l_{\text{inc}}(\cdot, \cdot) = 0$, and $0$ if $l_{\text{inc}}(\cdot, \cdot) = 1$. The emission probability for $y^*_{i_k}$ equals to $1$, if $l_{\text{inc}}(\cdot, \cdot) = 0$, and if $l_{\text{inc}}(\cdot, \cdot) = 1$ then the emission probability is defined as the probability of selecting a label from observation space for a token given worker labels. The most probable sequence of labels ($Y_k^2$) obtained from the Viterbi algorithm ensures that Eq. (10) is minimized.

The consistent sequence of aggregated annotations for backward traversal ($Y_k^3$) is shown in Eq. (11):

$$Y_k^3 \leftarrow \arg\min_{y_{i_k}} \left( \sum_{i_k} l_{\text{inc}}(y^*_{i_k-1}, y^*_{i_k}) \right), \quad (11)$$

and is computed similarly with the forward traversal.

Both the two sequences of aggregated annotations $Y_k^2$ and $Y_k^3$ are consistent with the sequential labeling rules. We choose the sequence with higher recognized entity labels as the final sequence of aggregated annotation $Y_k^*$. If both $Y_k^2$ and $Y_k^3$ have the same number of detected entity labels, we randomly pick one of them.

C. Machine Learning Model Update

We propose to simultaneously train a machine learning model along with the aggregation process. There are two major challenges: First, the aggregated labels are still noisy. If a machine learning model is trained on noisy labels, it may not perform well. Second, the trained machine learning model is supposed to provide predictions to the corpus in the prediction module. If a model is trained on the same corpus with the noisy labels, the model can overfit the noise in training data, thus being unable to provide useful predictions.

To tackle these two challenges, we propose to use sentences with high confidence scores $\xi(Y_k^*)$ (e.g., $\xi(Y_k^*) > 0.9$) for training, instead of using the entire corpus with noisy labels. The labels for these sentences are most likely correct, so the training data contain less noise. The trained model can then predict annotations to sentences with a lower confidence score (e.g., $\xi(Y_k^*) \leq 0.9$) in the prediction module. The Bidirectional Encoder Representations from Transformers (BERT) [8] is employed as the deep learning model in our experiments. The pseudo-code of AggSLC is summarized in Algorithm 1.

| Algorithm 1 The proposed Framework |
|-----------------------------------|
| **Input:** $s$ sentences indexed by $k$, workers annotations $\{y^*_{i_k}, y^*_{i_k+1}, ..., y^*_{i_{k+1}}\}$ |
| **Output:** aggregated annotations $Y_k^*$, workers’ weights $w_j$, machine learning weight $w_{dl}$, and a trained machine learning model |
| **Initialize the aggregated annotation by $MV$** |
| **while not convergence do** |
| | Update workers’ weights $W$ according to Eq. (8) |
| | Incrementally train the machine learning model with sentences having high confidence scores $\xi(\{y^*_{i_k}\})$ |
| | Obtain predictions $\hat{y}_{i_k}$ from trained machine learning model |
| | Update $w_{dl}$ in the same way as workers’ weight update following Eq. (8) |
| | for each sentence do |
| | | Update $Y_k^*$ according to Eq. (9) |
| | end |
| **end** |

V. DISCUSSION

Here, we mark several issues to make the framework more practical, including the efficiency improvement of the machine learning models and the class imbalance problem.

Incremental Deep Learning. In the prediction module of AggSLC, as the learning model is only trained with the highly confident sentences, the training data increments after each iteration. To speed up the training process, we use the incremental learning technique [22] to train the machine learning model. To retain the knowledge learned and incrementally incorporate it without compromising what it has learned before in a given iteration, we store the model to adjust the model parameters in the future iterations when new training sentences are added.

Class Weights ($U$). In many sequential labeling tasks, the datasets may have one dominant label causing label imbalance problem [15]. Hence the models using such skewed data tend to display weak performance for low-frequency classes. For example, in the NER dataset (discussed in Section VII-B1), which is used in our experiments, the label “O” dominates
the entity annotations. To handle this problem, class weights ($U$’s) can be used to re-weight the classes. A higher $U$ will increase the weight for entity labels when calculating $Y^*$.

In our experiments, we adopt a common class weight calculation, where class weight is inversely proportional to class frequency in the dataset [29].

### VI. Theoretical Analysis

In this section, we prove the convergence of Algorithm 1. First, we show that the proposed method is an instance of the EM algorithm [29]. For this purpose, we use the Expectation-Maximization (EM) theory for Normal/Independent random variables (N/I) or Gaussian scale mixtures (GSMS) [15] and show that it is an instance of the EM algorithm for constrained maximum likelihood estimation under a N/I assumption [2]. We define $U$ as a positive vector representing the class weight for a given label which is discussed in Section V, any constant $M$-dimensional vector $\mu$ as a positive variable representing the class weight, and class weight is inversely proportional to class frequency in the dataset [29].

#### Convergence of the proposed method as an instance of EM algorithm.

The EM algorithm generates a sequence of iterates $\{x^{(t)}\}_{t=0}^{\infty}$ so that the sequence of log-likelihoods $\{L(x^{(t)})\}_{t=1}^{\infty}$ is converged [2]. We assume $S$ to be a non-empty, closed, strictly convex subset of $\mathbb{R}^n$, and define $M$ as $\arg\min_{x \in S} \|x\|_2^2$. (17)

$$M(x_{ik}^*) = \arg\min_{x \in S} \log(\|x\|_2^2_{x_{ik}^*}).$$

To prove the convergence of Eq. (1), we first show that there is a link between cross-entropy loss function $H$ and $l_2$-norm, so that we can replace $l_2$-norm by cross-entropy loss function $H$ in Eq. (17). Taking the log of $l_2$-norm, we will obtain $\log(\|x\|)$ which is equivalent to the cross-entropy loss function $[51]$. Moreover, cross-entropy is a convex measurement like $l_2$-norm, and we know that both likelihood and log-likelihood have the same extremum.

As convergence point is an extremum point for Eq. (1), where workers’ weight does not update, substituting $l_2$-norm function with cross-entropy gives the same result. In Eq. (18), the plugged in cross-entropy loss function into Eq. (17) is demonstrated.

$$M(y_{ik}^*) = \arg\min_{x \in S} \log(\|x\|_{y_{ik}^*}).$$

To prove the convergence of the iterations, we assume $x^{(0)} \in S$ and $\{x^{(t)}\}_{t=0}^{\infty} \in S$ be a sequence such that $x^{(t+1)} = M(x^t) \forall t$. We need to prove the following: (1) $\{x^t\}$ is bounded and $\|x^t - x^{(t+1)}\| \to 0$; (2) every limit point of $\{x^t\}$ is a fixed point of $M$; (3) every limit point of $\{x^t\}$ is a stationary point of the Eq. (1) over $S$; and (4) the Eq. (1) converges monotonically to some stationary point $x^*$. We refer the reader to [2] for detailed proof.

### VII. Experiments

In this section, we demonstrate the proposed method’s effectiveness, we conduct experiment[1] on both real-world and simulated datasets.

#### A. Experiment Setup

1) **Evaluation Metrics:** We use precision, recall, and F1 to evaluate the performance[2] under two settings: strict and relaxed, defined as follows:

**Strict Metrics (S).** The strict metrics measure the span level performance. The entire span must be matched to be considered as correct. There is no partial credit for a partial match. We refer to CoNLL 2003 metrics for span level precision, recall, and F1 scores[3].

**Relaxed Metrics (R).** The relaxed metrics measure the token level performance. It relaxes the strict metrics by providing partial credit for an incomplete match[4].

---

1. Our code can be found at [https://github.com/NasimISU/Truth-Discovery-in-Sequence-Labels-from-Crowds](https://github.com/NasimISU/Truth-Discovery-in-Sequence-Labels-from-Crowds)
2. We use the ground truth labels only for evaluation purposes.
3. The conlleval evaluation function can be found at [http://amlab.dii.uc.pt/imprima-crft.tar.gz](http://amlab.dii.uc.pt/imprima-crft.tar.gz).
4. The evaluation function can be found at [https://scikit-learn.org/stable/modules/model_evaluation.html](https://scikit-learn.org/stable/modules/model_evaluation.html)
TABLE II: Performance comparison for the NER and PICO datasets. "S" refers to the strict and "R" refers to relaxed metrics.

|       | NER |       |       |       |       |       |       |       |       |       |
|-------|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|       | S-Prec. | S-Rec. | S-F1  | R-Prec. | R-Rec. | R-F1  |       |       |       |
| MV    | 79.9    | 55.3   | 65.4   | 93.17   | 81.98   | 85.02     |       |       |       |
| CRF-MA | 80.29   | 51.20  | 62.53  | -       | -       | -       |       |       |       |
| HMM-crowd | 77.40   | 72.29  | 74.76  | 89.54   | 88.55   | 87.67     |       |       |       |
| BSC-seq | 80.3    | 73.72  | 76.87  | 94.70   | 86.40   | 90.36     |       |       |       |
| OptSLA | 79.42   | 77.59  | 78.49  | 91.31   | 92.01   | 90.54     |       |       |       |
| AggSLC | 83.02   | 78.69  | 80.79  | 92.64   | 92.47   | 91.63     |       |       |       |

|       | PICO |       |       |       |       |       |       |       |       |
|-------|------|-------|-------|-------|-------|-------|-------|-------|-------|
|       | S-Prec. | S-Rec. | S-F1  | R-Prec. | R-Rec. | R-F1  |       |       |       |
| MV    | 65.21   | 43.23  | 51.99  | 94.42   | 94.42   | 94.42     |       |       |       |
| CRF-MA | -      | -      | -      | -       | -       | -       |       |       |       |
| HMM-crowd | -      | -      | -      | 52.62   | 57.77   | 89.20     |       |       |       |
| BSC-seq | -      | -      | -      | 52.62   | 57.77   | 89.20     |       |       |       |
| OptSLA | 64.03   | 52.62  | 57.77  | 92.20   | 95.15   | 93.65     |       |       |       |

2) Baseline Methods: We compare the proposed model with the following state-of-the-art aggregation methods with crowdsourced labels.

Majority Voting (MV). This is a common approach to infer the aggregated annotations where the label with the higher number of votes is chosen.

CRF-MA. This is a probabilistic approach for sequence labeling using Conditional Random Fields (CRF) [33]. It uses an EM algorithm to jointly learn the CRF model, the annotator reliability, and the aggregated annotations.

HMM-crowd. This is an extension of CRFs [31] and LSTMs [16] in which crowd component is introduced by including additional parameters for workers reliability.

BSC-seq. This is a full Bayesian method for aggregating sequential labels [39].

OptSLA. This is a framework employing optimization for aggregating crowdsourced sequential labels [36].

The results of HMM-crowd and BSC-seq are reproduced through their public repositories. The results of CRF-MA are reported from their original paper [34].

B. Experiments on Real-World Datasets

In this section, we conduct experiments on two real-world datasets.

1) Datasets: We use two publicly available real-world datasets to test the effectiveness of the proposed method.

NER dataset. The original English portion of the CoNLL 2003 dataset [37] includes over 21,000 annotated sentences from 1393 articles. This dataset is split into three sets: train, validation, and test [37]. Rodrigues et al. [33] crowdsourced labels for 400 articles in the train set. The selected sentences have annotations from 47 workers who identify the named entities and annotate them as Person, Location, Organization, or Miscellaneous. We use the crowdsourced labels collected by Rodrigues et al. [33] for all aggregation methods. The evaluation is conducted on the same evaluation set proposed by Nguyen et al. [26].

PICO dataset. This dataset is annotated for the Biomedical information extraction task [26]. It is annotated to recognize text spans, identifying the population registered in a clinical trial. It includes 5,000 medical paper abstracts describing randomized control trials (RCTs) annotated by Amazon Mechanical Turk workers, and among these, 200 abstracts are annotated by medical students as ground truth labels. The proposed method and all baselines are evaluated on the abstracts with the ground truth labels.

2) Experimental Results: The results are summarized in Table II. Comparing the strict metrics on the NER dataset and the PICO dataset, all methods perform better on the NER dataset. This is because PICO requires more domain knowledge in annotation, and thus the crowd workers provide much noisier labels. Comparing relaxed metrics on NER and PICO datasets, we observe higher performance gain on PICO dataset. This is because PICO dataset contains a fewer number of labels corresponding NER dataset. All the reported results are from the iteration at which the model converges.

Among the baseline aggregation methods, MV achieves high precision but significantly lower recall, indicating that the workers behave conservatively when annotating the corpus. HMM-crowd and BSC-seq models, in general, improve the results compared with MV by considering the workers’ reliabilities. However, comparing these two baselines, BSC-seq outperforms HMM-crowd, indicating that the full Bayesian model can better capture the transitions among sequential labels. The optimization-based method OptSLA further improves on HMM-crowd and BSC-seq, showing that optimization-based approaches can better capture workers’ reliabilities compared to statistical methods. The proposed method AggSLC further improves the results. It can be observed that AggSLC outperforms the aggregation baselines on both the strict and the relaxed metrics in terms of F1 score on both datasets.

Furthermore, as the worker’s reliability estimation is the key to obtain high-quality aggregation results, we further examine if the weights estimated by AggSLC reflect the actual workers’ reliabilities. We plot the estimated weights with respect to their actual F1 scores in Figure 2. The workers are ranked based on their actual strict F1 scores. It can be observed that there is a strong positive correlation between worker weights and their actual F1 scores. We further calculate the Pearson correlation (which measures the linear correlation) and Spearman’s rank coefficient (a non-parametric measure of rank correlation). For both measurements, a strong positive correlation between two variables will lead to a value close to 1. The correlation coefficients between worker weights and their actual F1 scores are 0.79 and 0.87, respectively, illustrating a strong correlation. Moreover, because AggSLC uses one

5Dataset can be found at http://amilab.dei.uc.pt/fmnp/crf-ma-datasets.tar.
6Dataset can be found at https://github.com/yinfeiy/PICO-data.

7All the experiments are performed on the system with 2.6 GHz 6-Core Intel Core i7 processor and 16 GB memory.
C. Experiments on Synthetic Dataset

We simulate a dataset using different knowledge bases and machine learning methods for the NER task to conduct more comprehensive experiments. We first introduce the simulation strategy to generate the dataset in Section VII-C1. Next, we use the simulated dataset to evaluate the effectiveness of the proposed approach in Section VII-C2.

1) Dataset Simulation: We simulate the workers’ annotations using the sentences in the English portion of the CoNLL 2003 dataset introduced in Section VII-B1. The simulated dataset consists of six workers. To keep the diversity within labeling, three workers are simulated by the existing knowledge bases, and three are simulated by the state-of-the-art NER methods. Following, we briefly explain each method:

1. Knowledge bases. We used knowledge bases including Wikidata, DBpedia, and Schema employing pyspotlight package \(^{7}\) to simulate workers’ behavior.

2. Machine learning methods for NER task. We use SpaCy \(^{38}\), Apache OpenNLP \(^{5}\), and GATE \(^{4}\) to generate the workers’ annotations. These are all machine learning models adapted for many tasks, including named entity recognition. SpaCy utilizes a hybrid of HMM, decision tree analysis, and maximum entropy models. Apache OpenNLP includes perceptron-based machine learning and maximum entropy. General Architecture for Text Engineering (GATE) includes an information extraction system.

2) Experimental Results: The experimental results comparing AggSLC with different baselines on the simulated datasets are shown in Table III. It can be observed that AggSLC outperforms all baselines. The reason is that the baseline methods have strong prior assumptions about the worker’s behavior learned from the existing datasets. Thus, they are less flexible to new datasets with different worker behavior.

D. Ablation Study

To gain insights into our three-module framework, we investigate the effectiveness of components of AggSLC via ablation study. We conduct three sets of experiments to investigate the importance of each module of AggSLC: AggSLC - \(L_{inc}\) means that the consistency module is removed from Eq. (1). AggSLC - \(L_{pred}\) means that the prediction module is removed from Eq. (1), and AggSLC - \((L_{inc}, \ L_{pred})\) means that only the aggregation module is kept in Eq. (1). Note that although we utilized BERT for the prediction module, AggSLC can adopt any other model for the prediction module. The results are summarized in Table IV.

Effect of the consistency module \((L_{inc})\). We evaluate the proposed model in the absence of \(L_{inc}\) for both NER and PICO datasets.

Comparing AggSLC and AggSLC - \(L_{inc}\), we observe that strict F1 has decreased for both datasets in the absence of \(L_{inc}\) confirming our expectation.

Effect of the prediction module \((L_{pred})\). Similarly, we evaluate the proposed model in the absence of the prediction module \(L_{pred}\) to show the effectiveness of this module. There are two sets of comparisons for this experiment: AggSLC with AggSLC - \(L_{pred}\) and AggSLC - \(L_{inc}\) with AggSLC - \((L_{inc}, \ L_{pred})\), where the difference for each pair is the absence of the prediction module. We observe a considerable drop in performance when the prediction module is removed. This is because the model misses one good worker since the

---

\(^{7}\) https://pypi.org/project/pyspotlight/
prediction output is considered an extra set of worker labels. The decrease in the NER dataset is larger than the decrease in the PICO dataset because the NER dataset’s machine learning performance is significantly better than machine learning performance on PICO dataset (shown in Table V).

Performance comparison of the prediction module ($L_{\text{pred}}$). We further evaluate the performance of the prediction module used in AggSLC compared to the DL_CL [35]. DL_CL is a deep learning method employed on noisy crowdsourced labels that includes a crowd layer and trains the deep neural networks end-to-end using backpropagation. The results are summarized in Table V. The results of DL_CL are reproduced through their public repository. Compared with DL_CL, the model trained using AggSLC achieves better F1 scores on both strict and relaxed metrics. It shows that although the machine learning model trained in AggSLC uses smaller training data, it can still produce a good prediction model since the training data is of a lower noise level.

VIII. CONCLUSIONS

In this paper, we propose an innovative optimization-based approach AggSLC for sequential label aggregation tasks. To obtain the best sequence of aggregated labels on imbalanced datasets with complex dependencies between tokens, our model jointly considers the workers’ labels, workers’ reliability, the machine learning predictions, and the characteristics of sequential labeling tasks in the objective function. Our experimental results on NER, PICO, and synthetic datasets illustrate that AggSLC outperforms the state-of-the-art sequential label aggregations methods. We demonstrate that the trained deep learning model outperforms the state-of-the-art deep learning with crowdsourced labels method DL_CL. We empirically and mathematically show the convergence of the proposed AggSLC. To mathematically prove the convergence, we also provide theoretical analysis.
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