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Abstract

In this paper we explore general conditions which guarantee that the geodesic flow on a 2-dimensional manifold with indefinite signature is locally separable. This is equivalent to showing that a 2-dimensional natural Hamiltonian system on the hyperbolic plane possesses a second integral of motion which is a quadratic polynomial in the momenta associated with a 2nd-rank Killing tensor. We examine the possibility that the integral is preserved by the Hamiltonian flow on a given energy hypersurface only (weak integrability) and derive the additional requirement necessary to have conservation at arbitrary values of the Hamiltonian (strong integrability). Using null coordinates, we show that the leading-order coefficients of the invariant are arbitrary functions of one variable in the case of weak integrability. These functions are quadratic polynomials in the coordinates in the case of strong integrability. We show that for (1+1)-dimensional systems there are three possible types of conformal Killing tensors, and therefore, three distinct separability structures in contrast to the single standard Hamilton-Jacobi type separation in the positive definite case. One of the new separability structures is the complex/harmonic type which is characterized by complex separation variables. The other new type is the linear/null separation which occurs when the conformal Killing tensor has a null eigenvector.
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I. INTRODUCTION

The cases of weak and strong separation of the equations of motion on a 2-dimensional positive definite manifold were previously treated by us [1]. In that work we related separating coordinate systems with 2nd rank Killing tensors based on the approach used by Rosquist and Uggla [2] where the corresponding problem in the indefinite (1+1)-dimensional case was treated with some applications to cosmological space-times.

In the present work, we make a systematic analysis of the separation of the geodesic equations on 2-dimensional pseudo-Riemannian manifolds classifying all separating coordinate systems. The most important difference with respect to the positive definite case concerns the structure of the traceless conformal Killing tensor. In the positive definite case this structure is unique and leads to a single “standard” form. In the indefinite (1 + 1) case on the other hand, the possible standard forms turn out to be three, leading to a much richer structure. The two new separability structures which appear in addition to standard Hamilton-Jacobi separation are the complex/harmonic and linear/null structures. The complex/harmonic structure is characterized by complex separating variables while the linear/null case occurs when the conformal Killing tensor has a null eigenvector.

Systems with indefinite signature have been investigated before in the classical works by Kalnins [6, 7]. A different approach used by Rastelli [3] was recently re-examined [4, 5]. However a complete and thorough understanding of all aspects has been lacking. In particular, the existence of the new separability structures, complex/harmonic and linear/null (apparently first uncovered in the Rosquist and Uggla paper [2]), has not been fully recognized and systematized previously.

The layout of the paper is as follows: in Sect. 2 we recall the link between geodesic motion, natural Hamiltonian flows and suitable coordinates, reviewing generalized symmetries of these systems associated with Killing tensors; in Sect. 3 we study the separability conditions for indefinite 2-dimensional systems; in Sect. 4 we classify the cases of strong separability that coincide with those of free motion on the flat Minkowski plane; the conclusions are discussed in Sect. 5.
II. GEOMETRIC FORMULATION OF (1+1)-DIMENSIONAL SYSTEMS

We consider the general 2-dimensional indefinite dynamical metric written in the manifestly conformally flat form

\[ ds^2 = 2\Gamma(u, x)(-du^2 + dx^2) \] (1)

where \( \Gamma(u, x) > 0 \). Note that any 2-dimensional geometry with indefinite signature can be represented by the canonical form given in (1). In a relativistic context, the variable \( u \) is a time coordinate, while \( x \) is a spatial coordinate. In addition to describing the geometry on a hyperbolic 2-dimensional manifold, this metric can also be associated with the natural Hamiltonian (via the standard Jacobi-Maupertuis trick [8, 9])

\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + \Phi(u, x) \] (2)

if the identification

\[ \Gamma = \Phi - \mathcal{E} \] (3)

is made for a given value \( \mathcal{E} \) (the ‘energy’) of the Hamiltonian function. When dealing with conformal transformations, it is convenient to introduce the ‘null’ Hamiltonian, by incorporating \( \mathcal{E} \)

\[ \mathcal{H} = H - \mathcal{E} = \frac{1}{2}(-p_u^2 + p_x^2) + \Gamma. \] (4)

The condition \( \Gamma > 0 \) implies \( \mathcal{E} < \Phi \). To consider energies in the region \( \mathcal{E} > \Phi \) one should redefine \( \Gamma \) by \( \Gamma \to -\Gamma \) and reinterpret the variables by performing the transformation \( u \leftrightarrow x \).

To study 2-dimensional systems is very helpful to use coordinates which are null (lightlike) with respect to the dynamical metric. Such variables are naturally adapted to the action of the conformal group which plays an essential role for 2-dimensional systems. The case of a positive definite dynamical metric was discussed in [1]. The null variables for that case are complex conjugates and the conformal group can be parametrized by one arbitrary analytic function. In the indefinite (Lorentzian) signature case [2], the null variables are real and the conformal group can be parametrized by two arbitrary real functions of one variable. We introduce null coordinates according to

\[ \zeta = u + x \]
\[ \hat{\zeta} = u - x. \] (5)
The metric then becomes
\[ ds^2 = -2\Gamma(\zeta, \hat{\zeta}) \, d\zeta \, d\hat{\zeta} \] 
and the Hamiltonian is
\[ H = -2p_\zeta p_\hat{\zeta} + \Phi(\zeta, \hat{\zeta}) . \] 
It is notable that this Hamiltonian, written in the null coordinates, is formally of the same form as the positive definite Hamiltonian
\[ H = 2p_z p_{\bar{z}} + V(z, \bar{z}) \] 
where
\[ z = x + iy \]
\[ \bar{z} = x - iy \]
with \( x, y \) being Cartesian coordinates in \( \mathbb{E}^2 \) and \( V(z, \bar{z}) \) is the standard potential energy. The metric is given by
\[ ds^2 = 2G(z, \bar{z}) \, dz \, d\bar{z} . \]
In analogy with \([3]\), the conformal factor is defined as
\[ G = E - V \]
where \( E \), the given value of the Hamiltonian function, is the physical energy. In the Euclidean case, only the region \( V < E \) is relevant implying \( G > 0 \). The very important difference is that \( z \) and \( \bar{z} \) are complex conjugates while \( \zeta \) and \( \hat{\zeta} \) in \([7]\) are real variables. This difference turns out to be crucial and leads to a much richer structure in the indefinite case. However, to start with, the geometric formulation of \((1+1)\)-dimensional systems proceeds in much the same way as the positive definite case.

We assume that, as usual, the simplest type of integrability (and supposedly of separability) is associated with the conservation of a quadratic integral of motion. We therefore seek conditions on \( \Gamma \) which guarantee the existence of a second rank Killing tensor. To that end we follow \([2]\) as closely as possible. As seen above the dynamics can be represented by a conformally flat metric in the form
\[ ds^2 = \Gamma(x^k)h_{ij}dx^i dx^j \quad (i, j, k = 0, 1) \]
where $h_{ij}$ is the metric tensor on the Minkowski plane $\mathbb{M}^2$. However, when doing calculations it is convenient to employ either an orthonormal frame $\omega^\hat{i}$ using hatted upper case Latin indices ($\hat{I}, \hat{J}, \hat{K}, \ldots = \hat{0}, \hat{1}$) in terms of which the metric is written as

$$ds^2 = -(\omega^\hat{0})^2 + (\omega^\hat{1})^2$$

(13)

or a null frame $\Omega^I$ using upper case Latin indices ($I, J, K, \ldots = 0, 1$) with the metric taking the form

$$ds^2 = -2\Omega^0\Omega^1.$$  

(14)

The frame components are given by

$$\omega^\hat{0} = (2\Gamma)^{1/2}du \quad \Omega^0 = \omega^\hat{0} + \omega^\hat{1} = \Gamma^{1/2}d\zeta$$

$$\omega^\hat{1} = (2\Gamma)^{1/2}dx \quad \Omega^1 = \omega^\hat{0} - \omega^\hat{1} = \Gamma^{1/2}d\hat{\zeta}$$  

(15)

and the metric tensor in the two cases respectively is

$$(h_{\hat{I}\hat{J}}) = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}$$  

(16)

and

$$(h_{IJ}) = -\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.$$  

(17)

The geodesic equations for the metric (6) and the canonical equations for the Hamiltonian (7) have the same solutions as unparametrized trajectories. The link between the time parameter along the solution orbit of the canonical equations (say $t$) and the parameter $s$ along the corresponding geodesic in the Jacobi-Maupertuis metric is given by the relation

$$ds = 2\Gamma dt.$$  

(18)

III. SEPARABILITY OF INDEFINITE 2-DIMENSIONAL SYSTEMS

A. Killing tensors on the hyperbolic plane

A second rank Killing tensor is a symmetric tensor $K_{IJ} = K_{(IJ)}$ satisfying the equation

$$K_{(IJ,K)} = 0.$$  

(19)
The existence of such a tensor is equivalent to the existence of an invariant of the geodesic equations which is a polynomial of the second degree in the momenta

\[ \mathcal{I}_2 = K^{IJ} p_I p_J. \]  

(20)

Killing tensors and second degree invariants are the natural generalizations of Killing vectors \( K^I \) and the corresponding first degree invariants \( K^I p_I \). Any Killing vector gives rise to a Killing tensor \( K_{(I}K_{J)} \). Such a tensor is said to be reducible.

An important property of the second rank Killing tensor equations (19) is that they can be decomposed in conformal (traceless) and trace parts \([10]\):

\[ C_{IJK} = P_{(IJ;K)} - \frac{1}{2} h_{(IJ} P^{L)K};L = 0 \]

(21)

\[ K_{;I} = -P^J_{I;J} \]

where the Killing tensor itself is decomposed in a conformal part \( P_{IJ} \) and the trace \( K = K^I \) according to

\[ K_{IJ} = P_{IJ} + \frac{K}{2} h_{IJ}. \]  

(22)

Referring to the vector \( P_I = P^J_{I;J} \) as the “conformal current”, it follows from (21) that, for any given conformal Killing tensor, the equation for the trace can be solved if the integrability condition

\[ P_{[I;J]} = 0 \]  

(23)

is satisfied. The procedure to solve the Killing tensor equations is therefore firstly to solve the conformal Killing tensor equations and then check if the integrability condition (23) for the trace can be satisfied. In fact it turns out that the conformal equations \( C_{IJK} = 0 \) can easily be solved, leaving the integrability condition as the remaining equation to study.

We can represent the null frame components of the conformal part of the Killing tensor by a pair of real functions \( \Sigma, \hat{\Sigma} \) (cf. \([2]\)), so that the Killing tensor can be written as

\[ (K_{MN}) = \begin{pmatrix} \hat{\Sigma} \Gamma & K/2 \\ K/2 & \Sigma \Gamma \end{pmatrix}. \]  

(24)

In this frame, the only nontrivial components of the conformal Killing tensor equations are \([1, 2]\):

\[ C_{000} = \Gamma_{i}^{1/2} \hat{\Sigma} \varsigma_i = 0, \quad C_{111} = \Gamma_{i}^{1/2} \Sigma \varsigma_i = 0. \]  

(25)
It follows that \( P_{MN} \) is a conformal Killing tensor precisely if \( \Sigma \) is an arbitrary function of \( \zeta \) only and \( \hat{\Sigma} \) is an arbitrary function of \( \hat{\zeta} \) only

\[
\Sigma = \Sigma(\zeta), \quad \hat{\Sigma} = \hat{\Sigma}(\hat{\zeta}).
\]  

(26)

Thus the conformal Killing tensor has the form

\[
(P_{MN}) = \Gamma \begin{pmatrix}
\hat{\Sigma}(\hat{\zeta}) & 0 \\
0 & \Sigma(\zeta)
\end{pmatrix}.
\]

(27)

The equations for the trace are

\[
K_\zeta = -2\Gamma_\zeta \hat{\Sigma}(\hat{\zeta}) - \Gamma\hat{\Sigma}'(\hat{\zeta})
\]

\[
K_{\hat{\zeta}} = -2\Gamma_{\hat{\zeta}} \Sigma(\zeta) - \Gamma\Sigma'(\zeta).
\]

(28)

The integrability condition (23) can be written in terms of the coordinates in the form

\[
K_{\zeta\hat{\zeta}} = K_{\hat{\zeta}\zeta}.
\]

(29)

In the present indefinite case, the integrability condition becomes

\[
2\Gamma_{\zeta\hat{\zeta}}\Sigma(\zeta) - 2\Gamma_{\hat{\zeta}\zeta}\hat{\Sigma}(\hat{\zeta}) + 3\Gamma_{\zeta} \Sigma'(\zeta) - 3\Gamma_{\hat{\zeta}} \hat{\Sigma}'(\hat{\zeta}) + \Gamma[\Sigma''(\zeta) - \hat{\Sigma}''(\hat{\zeta})] = 0.
\]

(30)

We will refer to this equation as the generalized Darboux equation. Its counterpart in the positive definite case reduces to the classical Darboux equation when requiring strong integrability (see [11]).

Once equation (30) is solved, the families of Killing tensors of the system are determined and using the contravariant form of the Killing tensor, the existence of conserved quantities of the form (20) is established. We remark that the conserved quantity should be interpreted as an integral of motion for the null Hamiltonian (7) in a suitable time gauge. In fact, the trace of the Killing tensor depends on \( E \) and the integral (20) is actually a function of the form

\[
I_2 = I_2(p_\zeta, p_{\hat{\zeta}}, \zeta, \hat{\zeta}; E).
\]

(31)

To transform it into the ordinary integral of motion in the physical time gauge, there is a straightforward recipe consisting in replacing the parameter \( E \) appearing in \( I_2 \) with the corresponding Hamiltonian function. As a consequence, the physical integral of motion is

\[
I_2 = I_2|_{E \rightarrow H(p_\zeta, p_{\hat{\zeta}}, \zeta, \hat{\zeta})}.
\]

(32)
In this case with 2 degrees of freedom, Liouville integrability is obtained. As in the usual setting of positive definite geometry, the existence of quadratic conserved quantities gives more than mere integrability, since in all cases it allows the *separability* of the equations of motion associated with the Hamiltonian (7) as described below.

**B. Solution of the integrability condition**

To solve the generalized Darboux equation, it is useful to put it in a simpler form by exploiting a suitable coordinate transformation. As described in [1, 2], we use a conformal transformation to standardize the frame and coordinate representation of the conformal Killing tensor. To that end we introduce the new null frame

\[ \tilde{\Omega}^0 = B\Omega^0, \quad \tilde{\Omega}^1 = B^{-1}\Omega^1 \]  

and new coordinates \( W \) and \( \hat{W} \) by means of the transformation

\[ \zeta = F(W), \quad \hat{\zeta} = \hat{F}(\hat{W}) \]  

with inverse

\[ F^{-1}(\zeta) = A(\zeta) = W \equiv U + X, \quad \hat{F}^{-1}(\hat{\zeta}) = \hat{A}(\hat{\zeta}) = \hat{W} \equiv U - X. \]  

In the following, we will refer to \( U \) and \( X \) as *separating* variables, because, as shown below, separation of the equations of motion occurs in general, even if in a nonstandard fashion.

Referring to (15), the choice

\[ B = \sqrt{\hat{F}'(\hat{W})/F'(W)} \]  

implies that the new frame \( \tilde{\Omega}' \) has the coordinate representation

\[ \tilde{\Omega}^0 = \tilde{\Gamma}^{1/2}dW, \quad \tilde{\Omega}^1 = \tilde{\Gamma}^{1/2}d\hat{W} \]  

where

\[ \tilde{\Gamma} = F'(W)\hat{F}'(\hat{W})\Gamma \]  

is the new metric conformal factor. The metric in the new coordinates has the same form as (6)

\[ ds^2 = -2\tilde{\Gamma}(W, \hat{W})dWd\hat{W}. \]
It follows that the conformal Killing tensor components in the new frame are given by
\[
\tilde{P}_{00} = B^{-2}P_{00} = [\hat{A}'(\hat{\zeta})]^2\hat{\Sigma}(\hat{\zeta})\hat{\Gamma}
\]
\[
\tilde{P}_{11} = B^{2}P_{11} = [A'(\zeta)]^2\Sigma(\zeta)\Gamma.
\]
If \(\Sigma\) and \(\hat{\Sigma}\) are both nonzero, we can choose the functions \(A\) and \(\hat{A}\) so that
\[
[A'(\zeta)]^{-2} = |\Sigma(\zeta)|
\]
and
\[
[A'(\hat{\zeta})]^{-2} = |\hat{\Sigma}(\hat{\zeta})|.
\]
Note that \(\det(P_{IJ})\) is invariant under this frame scaling transformation, implying that the relative sign between \(P_{00}\) and \(P_{11}\) is also invariant. Choosing \(P_{11}\) to be nonnegative, we can always bring the conformal Killing tensor to one of three standard forms, namely
\[
\tilde{P}_{00} = \epsilon \hat{\Gamma}, \quad \tilde{P}_{11} = \tilde{\Gamma},
\]
where \(\epsilon = \pm 1\) or \(\epsilon = 0\), which also includes the case in which one of \(\Sigma\) and \(\hat{\Sigma}\) vanishes. The coordinate transformations (44) are then given by
\[
F(W) = \int \sqrt{|\Sigma(\zeta(W))|}dW, \quad \hat{F}(\hat{W}) = \int \sqrt{|\hat{\Sigma}(\hat{\zeta}(\hat{W}))|}d\hat{W}
\]
and
\[
W = \int \frac{d\zeta}{\sqrt{|\Sigma|}}, \quad \hat{W} = \int \frac{d\hat{\zeta}}{\sqrt{|\hat{\Sigma}|}}.
\]
By contrast, in the positive definite case the determinant of the conformal Killing tensor is always positive. In fact, as shown in [1], its form is given by [12]
\[
(P_{MN}) = G\begin{pmatrix}
\bar{S}(\bar{z}) & 0 \\
0 & S(z)
\end{pmatrix},
\]
where \(G\) is the positive definite conformal factor defined in (11) and \(S(z)\) is an arbitrary holomorphic function. In this case, the conformal transformation
\[
w = A(z), \quad [A'(z)]^{-2} = S(z)
\]
determines the standardization of the frame so that
\[
\tilde{P}_{11} = \tilde{P}_{22} = \tilde{G},
\]
where \( \tilde{G} = |S|G \). It follows that \( \det(P_{IJ}) = |S|^2G^2 \). On the other hand, from (27) and (43) we see that in the indefinite case \( \det(P_{IJ}) = \Psi^2\Gamma^2 = \epsilon \tilde{\Gamma}^2 \) where
\[
\Psi(\zeta, \hat{\zeta}) = [A'(\zeta)\hat{A}'(\hat{\zeta})]^{-1} = |\Sigma(\zeta)\hat{\Sigma}(\hat{\zeta})|^{1/2}
\]
and
\[
\epsilon = \text{sgn}(\det(P_{IJ})) = \text{sgn}(\Sigma(\zeta)\hat{\Sigma}(\hat{\zeta})) \ ,
\]
if \( \det(P_{IJ}) \neq 0 \) and \( \epsilon = 0 \) if \( \det(P_{IJ}) = 0 \). We can then infer that the separated form of an indefinite 2-dimensional system comes in three different flavors depending on the sign of \( \det(P_{IJ}) \). If \( \det(P_{IJ}) > 0 \), we have the standard Hamilton-Jacobi separation, whereas the cases \( \det(P_{IJ}) < 0 \) and \( \det(P_{IJ}) = 0 \) have no counterpart in positive definite systems. These three possibilities affect the form of the generalized Darboux equation (30) in the new variables. In fact, the coordinate transformations leading to the standard form (43) of the conformal Killing tensor, provide the three different equations
\[
\tilde{\Gamma}_{WW} - \epsilon \tilde{\Gamma}_{\tilde{W}\tilde{W}} = 0 \ , \quad \epsilon = +1, -1, 0 \ .
\]
We now examine each of these cases in turn.

### C. Positive determinant of the conformal Killing tensor

In the case \( \det(P_{IJ}) > 0 \), the separation variables are given by (35) where the transformations are generated by
\[
[A'(\zeta)]^{-2} = |\Sigma(\zeta)| \ , \quad [\hat{A}'(\hat{\zeta})]^{-2} = |\hat{\Sigma}(\hat{\zeta})| \ .
\]
In the new variables \( (W, \hat{W}) \) the generalized Darboux equation (30) becomes
\[
\tilde{\Gamma}_{WW} - \tilde{\Gamma}_{\hat{W}\hat{W}} = \tilde{\Gamma}_{UX} = 0
\]
the solution of which, like in the positive definite case, is
\[
\tilde{\Gamma} = B_1(U) + B_2(X)
\]
with \( B_1 \) and \( B_2 \) arbitrary functions of their argument. The null Hamiltonian then takes the explicitly separated form
\[
\mathcal{H} = -2p_Wp_{\hat{W}} + \tilde{\Gamma} = \frac{1}{2}(-p_U^2 + p_X^2) + B_1(U) + B_2(X) \ .
\]
The equations for the trace (28) become

\[ K_U = -2\tilde{\Gamma}_U, \quad K_X = 2\tilde{\Gamma}_X. \] (56)

Using (54), the solution is

\[ K = 2 [B_2(X) - B_1(U)] \] (57)

and the second integral of motion (20) can be written as

\[ \mathcal{I}_2 = p_W^2 + p_X^2 + \frac{1}{2}K = \frac{1}{2}(p_X^2 + p_U^2) + B_2(X) - B_1(U). \] (58)

### D. Negative determinant of the conformal Killing tensor

We now turn to the case \( \det(P_{IJ}) < 0 \), which has no counterpart for positive definite systems. The separation variables (35) are given by

\[ [A'(\zeta)]^{-2} = |\Sigma(\zeta)|, \quad [\hat{A}'(\hat{\zeta})]^{-2} = -|\hat{\Sigma}(\hat{\zeta})|. \] (59)

The form of the generalized Darboux equation written in the separation variables then changes from the wave equation to the Laplace equation

\[ \tilde{\Gamma}_{WW} + \tilde{\Gamma}_{WW} = \frac{1}{2}(\tilde{\Gamma}_{UU} + \tilde{\Gamma}_{XX}) = 0. \] (60)

It follows that the general solution is a harmonic function given by

\[ \tilde{\Gamma} = \Re\{Q(Z)\}, \] (61)

where \( Q(Z) \) is an arbitrary holomorphic function of \( Z = X + iU \). This means that the system separates if it is written in the complex variables \( Z \) and \( \bar{Z} \), since the null Hamiltonian can be written as

\[ \mathcal{H} = p_Z^2 + p_{\bar{Z}}^2 + \frac{1}{2}[Q(Z) + \bar{Q}(\bar{Z})]. \] (62)

We therefore refer to this case as harmonic or complex separation in contrast to the additive Hamilton-Jacobi separation. The equations for the trace (28) are

\[ K_Z + K_{\bar{Z}} = 2i(\tilde{\Gamma}_Z - \tilde{\Gamma}_{\bar{Z}}), \quad K_Z - K_{\bar{Z}} = -2i(\tilde{\Gamma}_Z + \tilde{\Gamma}_{\bar{Z}}). \] (63)

Using (61), we find that the solution is given by

\[ K = i\left(Q(Z) - \bar{Q}(\bar{Z})\right). \] (64)

The second invariant then takes the form

\[ \mathcal{I}_2 = p_Xp_U + \frac{1}{2}K = i(p_Z^2 - p_{\bar{Z}}^2) + \frac{i}{2}(Q(Z) - \bar{Q}(\bar{Z})). \] (65)
E. Vanishing determinant of the conformal Killing tensor

We finally consider the third type of separation which occurs when \( \det(P_{IJ}) = 0 \) and for which there is again no counterpart in the positive definite case. We may then assume \( \Sigma \neq 0 \) and \( \hat{\Sigma} = 0 \) (or vice versa). The generalized Darboux equation becomes

\[
\tilde{\Gamma}_{WW} = 0.
\] (66)

One separation variable is \( W = A(\zeta) \) where \( A(\zeta) \) satisfies \( [A'(\zeta)]^2 = |\Sigma(\zeta)| \) as in the previous cases. There is no restriction on the other variable which can therefore be any function independent of \( W \). It follows that the general solution must have the form

\[
\tilde{\Gamma} = C(\hat{W})W + D(\hat{W}),
\] (67)

where \( C(\hat{W}) \) and \( D(\hat{W}) \) are arbitrary functions. This case is usually referred to as linear or null separation. The latter terminology stems from the fact that the Killing tensor has a double null (or lightlike) eigenvector. We can explicitly check the separation observing that the Hamiltonian is

\[
\mathcal{H} = -2p_W p_{\hat{W}} + C(\hat{W})W + D(\hat{W})
\] (68)

and the second invariant is

\[
\mathcal{I}_2 = p_{\hat{W}}^2 + \frac{1}{2}K = p_{\hat{W}}^2 - \int C(\hat{W})d\hat{W}.
\] (69)

The canonical equation

\[
\frac{d\hat{W}}{d\tau} = -2p_W,
\] (70)

given by the Hamiltonian (68), allows one to write the expression (69) in the form

\[
\left( \frac{d\hat{W}}{d\tau} \right)^2 = 4 \left[ \mathcal{I}_2 + \int C(\hat{W})d\hat{W} \right].
\] (71)

The other equation of motion can be written in the form

\[
\frac{dW}{d\tau} = \frac{C(\hat{W}(\tau))W + D(\hat{W}(\tau))}{\sqrt{\mathcal{I}_2 + \int C(\hat{W}(\tau))d\hat{W}}},
\] (72)

where we have used the fact that (68) is a null Hamiltonian to eliminate \( p_{\hat{W}} \). This is a first order ordinary differential equation and it can therefore always be solved, at least up to quadratures.
IV. STRONG SEPARABILITY

To summarize, in the (1+1)-dimensional case there are two additional types of separation, the harmonic and the linear separations. For all three separation types, one can choose the coordinate transformation factors $\Sigma(\zeta)$ and $\hat{\Sigma}(\hat{\zeta})$ independently of each other, giving rise to several sets of separation variables without counterparts in the positive definite case.

We now focus on the case of strong integrability which in the present case of a quadratic second invariant actually amounts to strong separability. Considering the definition (3), we recall that, by strong separability, we mean that the system is separable for arbitrary values of the energy $\mathcal{E}$. This is the ordinary separation condition which has as a particular case the free (geodesic) motion on the ‘flat’ ($\Gamma = 1$) hyperbolic plane [9]. The case in which the system is separable (or integrable) only at certain fixed values of $\mathcal{E}$ is usually termed weak separability (or integrability in the general case of nonquadratic invariants). A discussion of this issue in the setting of positive definite systems has recently been given in [11].

The condition for strong separability is obtained by requiring that the general integrability condition (30) should not depend on the energy $\mathcal{E}$ leading to

$$\Sigma''(\zeta) = \hat{\Sigma}''(\hat{\zeta}) .$$

(73)

We recall that, in the positive definite case, the corresponding condition is

$$S''(z) = \bar{S}''(\bar{z}) ,$$

(74)

implying that the conformal function has the form

$$S(z) = az^2 + \beta z + \gamma ,$$

(75)

where $a$ is a real constant whereas $\beta$ and $\gamma$ are complex. In the present indefinite case, the solutions of (73) are

$$\Sigma(\zeta) = k\zeta^2 + b\zeta + c , \quad \hat{\Sigma}(\hat{\zeta}) = k\hat{\zeta}^2 + \hat{b}\hat{\zeta} + \hat{c}$$

(76)

where all arbitrary constants are real. In both cases the total number of free constants is five and the leading order coefficients can be assumed to take the values 1 or 0. In the positive definite case, there arises four distinct cases when evaluating the integral

$$w = \int S(z)^{-1/2}dz ,$$

(77)
F_1(W) = W \quad A_1(\zeta) = \zeta \quad \Sigma_1(\zeta) = 1 \quad k = b = 0, c \neq 0

F_2(W) = W^2 \quad A_2(\zeta) = \sqrt{\zeta} \quad \Sigma_2(\zeta) = 4\zeta \quad k = c = 0, b \neq 0

F_3(W) = e^W \quad A_3(\zeta) = \ln \zeta \quad \Sigma_3(\zeta) = \zeta^2 \quad k \neq 0, b = 0, c \neq 0

F_4(W) = \Delta \cosh W \quad A_4(\zeta) = \text{arccosh}(\zeta/\Delta) \quad \Sigma_4(\zeta) = \zeta^2 - \Delta^2 \quad k \neq 0, D = 0

F_5(W) = \Delta \sinh W \quad A_5(\zeta) = \text{arcsinh}(\zeta/\Delta) \quad \Sigma_5(\zeta) = \zeta^2 + \Delta^2 \quad k \neq 0, D < 0

TABLE I: The possible conformal transformation functions for (1+1)-dimensional integrable Hamiltonians with a second degree invariant.

to obtain the separating variables \((w, \bar{w})\). This corresponds precisely to the four classical cases of separability [1]. In the indefinite case, the equations to be integrated are
\[
\frac{dA}{d\zeta} = \frac{1}{\sqrt{|\Sigma(\zeta)|}}, \quad \frac{d\hat{A}}{d\hat{\zeta}} = \frac{1}{\sqrt{|\hat{\Sigma}(\hat{\zeta})|}},
\]
where the functions \(A(\zeta)\) and \(\hat{A}(\hat{\zeta})\) may assume five distinct forms. The forms are enumerated in table I where, for the cases with \(k = 0\), the standard forms with either \(c = 1, b = 0\) or \(c = 0, b = 4\) are chosen and, for the cases with \(k \neq 0\),
\[
D = b^2 - 4kc, \quad \Delta = \frac{1}{2} \sqrt{|D/k|}.
\]
The corresponding “hatted” quantities \(\hat{A}(\hat{\zeta}), \hat{F}(\hat{\zeta}), \hat{D}\) and \(\hat{\Delta}\) are defined in an analogous way in terms of \(\hat{b}\) and \(\hat{c}\).

The reason for the fifth class of coordinate transformations is due to the fact that, in the case of real variables, the choice of the hyperbolic sine rather than the hyperbolic cosine provides two independent coordinate systems. In the positive definite case, the analogous transformation corresponds to a hyperbolic function of a complex variable which generates elliptic-hyperbolic coordinates: the choice of the hyperbolic sine rather than the cosine corresponds to a \(\pi/2\) rotation of the foci of the confocal families of coordinate curves. When combining the five cases, we must consider only cases with the same value of the separating constant \(k\), since \(k\) appears both in \(\Sigma\) and \(\hat{\Sigma}\). There are no other restrictions so this gives four cases with \(k = 0\) and nine cases with \(k \neq 0\), thirteen cases in total. However, it is reasonable not to distinguish systems which can be transformed into each other by the transformation \((\zeta, \hat{\zeta}) \rightarrow (\hat{\zeta}, \zeta)\) or equivalently \(x \rightarrow -x\). This reduces the number of cases to three for \(k = 0\) and six for \(k \neq 0\), nine cases in total. Using the numbers 1–5 appearing in the first column
of the table and the corresponding “hatted” figures $\hat{1}$$\hat{5}$, in an obvious notation, the set of possible independent separating coordinates is given by the combinations

\begin{equation}
\begin{align*}
k = 0: & \quad 1\hat{1} \quad 1\hat{2} \quad 2\hat{2} \\
k \neq 0: & \quad 3\hat{3} \quad 3\hat{4} \quad 3\hat{5} \quad 4\hat{4} \quad 4\hat{5} \quad 5\hat{5} .
\end{align*}
\end{equation}

For each of these possible combinations of the functions $\Sigma$ and $\hat{\Sigma}$, we need to check the possible values of $\epsilon$ ($\pm 1$ or 0) depending on the sign of $\det(P_{IJ})$ [cf. (43)]. It is straightforward to establish that the negative sign can only be present when $\Sigma_1, \Sigma_2$ and $\Sigma_4$ are involved, whereas $\det(P_{IJ})$ can only vanish when $\Sigma_1$ and $\Sigma_2$ are involved.

Let us now consider the case of standard Hamilton-Jacobi separation. The separating coordinates and conformal factors are enumerated in table II. In each of these coordinate systems, we have solutions with the metric factor given by $\tilde{\Gamma} = \Psi \Gamma$, where

\begin{equation}
\Psi = \frac{1}{A'(\zeta)\hat{A}'(\hat{\zeta})} = F'(W)\hat{F}'(\hat{W}) .
\end{equation}

We recall from (3) that the true potential is given by

\begin{equation}
\Phi = \Gamma + \mathcal{E} = \frac{\tilde{\Gamma}}{\Psi} + \mathcal{E} .
\end{equation}

In the case of strong integrability, it turns out that for every possible coordinate system of table II the conformal factor associated with the corresponding coordinate transformation separates in the form

\begin{equation}
\Psi = \Psi_1(U) + \Psi_2(X) .
\end{equation}

Using (82), we can then write the physical potential in the form

\begin{equation}
\Phi = \frac{f_1(U) + f_2(X)}{\Psi_1(U) + \Psi_2(X)} ,
\end{equation}

where $f_1$ and $f_2$ are arbitrary functions [13]. Referring to (55) we have

\begin{equation}
B_1(U) = f_1(U) - \mathcal{E}\Psi_1(U) \\
B_2(X) = f_2(X) - \mathcal{E}\Psi_2(X)
\end{equation}

so that the null Hamiltonian becomes

\begin{equation}
\mathcal{H} = \frac{1}{2}(-p_v^2 + p_x^2) + f_1(U) + f_2(X) - \mathcal{E}(\Psi_1(U) + \Psi_2(X)) .
\end{equation}
The physical Hamiltonian in the separating coordinates is therefore given by

\[ H = \frac{1}{\Psi_1(U) + \Psi_2(X)} \left[ \frac{1}{2} (-p_U^2 + p_X^2) + f_1(U) + f_2(X) \right]. \quad (87) \]

and, applying the prescription (32), the second integral of motion is

\[ I_2 = \frac{1}{\Psi_1(U) + \Psi_2(X)} \left[ \Psi_2(X) (p_U^2 - 2 f_1(U)) + \Psi_1(U) (p_X^2 + 2 f_2(X)) \right]. \quad (88) \]

Turning now to the case of harmonic separation, the conformal factor always separates in the form

\[ \Psi = \frac{1}{2} \left( \psi(Z) + \bar{\psi}(\bar{Z}) \right) = \Re\{\psi(Z)\}, \quad (89) \]

as shown below. Proceeding as in the Hamilton-Jacobi case above, we can write the physical potential in the form

\[ \Phi = \frac{Q_1(Z) + \bar{Q}_1(\bar{Z})}{\psi(Z) + \bar{\psi}(\bar{Z})} = \frac{\Re\{Q_1(Z)\}}{\Re\{\psi(Z)\}}, \quad (90) \]

where \( Q_1(Z) \) is an arbitrary function. Referring now to (62) we can write

\[ Q(Z) = Q_1(Z) - \mathcal{E} \psi(Z). \quad (91) \]

The leads to the null Hamiltonian

\[ \mathcal{H} = \Re\{2p_Z^2 + Q_1(Z) - \mathcal{E} \psi(Z)\}. \quad (92) \]

The physical Hamiltonian in separating coordinates is therefore found to be

\[ H = \frac{\Re\{2p_Z^2 + Q_1(Z)\}}{\Re\{\psi(Z)\}}, \quad (93) \]

while the second integral of motion becomes

\[ I_2 = \frac{\Re\{-i\bar{\psi}(2p_Z^2 + Q_1(Z))\}}{\Re\{\psi(Z)\}}. \quad (94) \]

Finally considering linear separation, the simplest case is that in which \( \Sigma = \Sigma_1 = 1, \hat{\Sigma} = 0 \) (Cartesian-zero case). The Hamiltonian and the second integral are then given by (68) and (69) and are therefore already in the desired separated form. In the case \( \Sigma = \Sigma_2 = 4\zeta, \hat{\Sigma} = 0 \) (parabolic-zero case), the Hamiltonian and the second integral are expressed in separating coordinates as

\[ H = \frac{1}{2(U + X)} \left[ \frac{1}{2} (-p_U^2 + p_X^2) + (U + X) Y''(U - X) + D(U - X) \right]. \quad (95) \]
TABLE II: The possible conformal factors for separable (1+1)-dimensional Hamiltonians.

| \( F_1(W) = W \) | \( \hat{F}_1(\hat{W}) = \hat{W} \) | \( \Psi_1 = 1 \) | \( \Psi_2 = 1 \) |
| \( F_2(W) = W^2 \) | \( \hat{F}_2(\hat{W}) = \hat{W}^2 \) | \( \Psi_1 = 2U \) | \( \Psi_2 = -2X \) |
| \( F_3(W) = e^W \) | \( \hat{F}_3(\hat{W}) = e^{\hat{W}} \) | \( \Psi_1 = e^{2U} \) | \( \Psi_2 = 0 \) |
| \( F_4(W) = \Delta \cosh W \) | \( \hat{F}_4(\hat{W}) = \Delta \cosh \hat{W} \) | \( \Psi_1 = \frac{1}{7}\Delta e^{2U} \) | \( \Psi_2 = -\frac{1}{7}\Delta e^{2X} \) |
| \( F_5(W) = \Delta \sinh W \) | \( \hat{F}_5(\hat{W}) = \Delta \sinh \hat{W} \) | \( \Psi_1 = \frac{1}{7}\Delta e^{2U} \) | \( \Psi_2 = \frac{1}{7}\Delta e^{2X} \) |

and

\[
I_2 = \frac{1}{4(U + X)}(p_U + p_X)[(3X - U)p_U + (3U - X)p_X + 4(U - X)D] - Y + (U - X)Y' ,
\]

where \( Y \) and \( D \) are arbitrary functions of \( \hat{W} = U - X \).

In the rest of the section we list all possible coordinate systems and the corresponding allowed Hamiltonian and integral of motion as classified by the sign of the determinant of the conformal Killing tensor. Each item of the list is therefore labelled by the symbol \((n\hat{n})_\epsilon\), where \( n \) takes the values 1, 2, 3, 4, 5 according to the combinations above and the index \( \epsilon \) takes the values +, −, 0 for the types with respectively positive, negative or zero determinant. When \( \epsilon = -1 \) or \( \epsilon = 0 \), the coordinates and conformal factors of table II do not apply and are instead given by the forms listed below. Referring to table II the choice of the parameters in (76) are standardized by suitable transformations to give the simplest expressions. In particular we always assume \( \Delta = 1 \) and \( \hat{\Delta} = 1 \).

A. The Cartesian-Cartesian (1î) case

In this case the system separates in the physical null coordinates which coincide with the separating coordinates. Actually, in order to simplify expressions, we do not include dilations and rotations, which can be introduced by assuming \( c \neq \hat{c} \neq 1 \) in (76). The
conformal functions and coordinate transformations have the trivial forms

\[ \Sigma_1(\zeta) = 1, \quad \hat{\Sigma}_1(\hat{\zeta}) = 1 \]

\[ F_1(W) = W = \zeta = A_1(\zeta) \]

\[ \hat{F}_1(\hat{W}) = \hat{W} = \epsilon \hat{\zeta} = \hat{A}_1(\hat{\zeta}), \quad \epsilon = \begin{cases} +1 & \text{Hamilton-Jacobi separation} \\ -1 & \text{complex/harmonic separation} \\ 0 & \text{linear/null separation} \end{cases} \tag{97} \]

\[ U = u, \quad X = x, \quad \epsilon = 1 \]

\[ U = x, \quad X = u, \quad \epsilon = -1. \]

In the linear/null case, only one separating variable is actually fixed, but it is convenient to use \( \hat{W}(= \hat{\zeta}) \) as the second variable.

1. Case \((\hat{1} \hat{1}_+)^+\)

The Hamiltonian and the second invariant are given by

\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + f_1(u) + f_2(x), \quad \tilde{I}_2 = \frac{1}{2}p_x^2 + f_2(x). \tag{98} \]

2. Case \((\hat{1} \hat{1}_-)^-\)

Defining the complex variable \( z = x + iu \), the Hamiltonian and the second invariant are given by

\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + \Re\{Q(z)\} = p_z^2 + p_{\bar{z}}^2 - \frac{1}{2}[Q(z) + \bar{Q}(\bar{z})] \]

\[ I_2 = p_up_x - \Im\{Q(x + iu)\}, \quad \tilde{I}_2 = p_z^2 + \frac{1}{2}Q(z), \tag{99} \]

where \( Q(z) \) is an arbitrary complex function.

3. Case \((\hat{1} \hat{1}_0)^0\)

In this case there is just one separating variable which we take as \( W = \zeta = u + x \). It is convenient to use the complementary null variable \( \hat{W} = \hat{\zeta} = u - x \) as the other independent
variable. The Hamiltonian and the second invariant are then given by the expressions

\[
H = \frac{1}{2}(-p_u^2 + p_x^2) + (u + x)Y'(u - x) + D(u - x) = -2p_\zeta p_\zeta + \zeta Y'(\zeta) + D(\zeta),
\]

\[
I_2 = \frac{1}{4}(p_u + p_x)^2 - Y(u - x) = p_\zeta^2 - Y(\zeta),
\]

where \(Y\) and \(D\) are arbitrary functions.

**B. The Cartesian-parabolic \((1\hat{2})\) case**

This is the first nontrivial case. It combines rotated Cartesian and parabolic coordinates. As in the Cartesian-Cartesian case we do not include dilatons and rotations. The conformal coordinate transformation is given by

\[
\Sigma_1(\zeta) = 1, \quad \hat{\Sigma}_2(\hat{\zeta}) = 4\hat{\zeta}
\]

\[
W = A_1(\zeta) = \zeta, \quad F_1(W) = W
\]

\[
\hat{W} = \hat{A}_2(\hat{\zeta}) = \sqrt{\epsilon\hat{\zeta}}, \quad \hat{F}_2(\hat{W}) = \epsilon\hat{W}^2, \quad \epsilon = \begin{cases} +1 & \text{Hamilton-Jacobi separation} \\ -1 & \text{complex/harmonic separation} \\ 0 & \text{linear/null separation} \end{cases}
\]

\[
U = \frac{1}{2}(u + x + \sqrt{u - x}), \quad X = \frac{1}{2}(u + x - \sqrt{u - x}), \quad \epsilon = +1, \quad u > x
\]

\[
U = \frac{1}{2}(u + x + \sqrt{x - u}), \quad X = \frac{1}{2}(u + x - \sqrt{x - u}), \quad \epsilon = -1, \quad u < x.
\]

Again, in the linear/null case, only one separating variable is actually fixed, but it is convenient to use \(\hat{W}(= \hat{\zeta})\) as the second variable.

1. Case \((1\hat{2})_+\)

The conformal factor is \(\Psi = 2\hat{W} = 2(U - X) = 2\sqrt{u - x}\), so that

\[
\Psi_1 = 2U, \quad \Psi_2 = -2X.
\]

This leads to the physical potential

\[
\Phi = \frac{f_1(U) + f_2(X)}{U - X}.
\]
The Hamiltonian and the second invariant are given by
\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + \frac{f_1(u + x + \sqrt{u - x}) + f_2(u + x - \sqrt{u - x})}{\sqrt{u - x}} \]  
and
\[ I_2 = \frac{1}{4} (p_u + p_x)^2 - 2(p_u - p_x)(u p_x + x p_u) + \frac{(u + x - \sqrt{u - x}) f_1(U) + (u + x + \sqrt{u - x}) f_2(X)}{\sqrt{u - x}}. \]

Here and below it is understood that the function arguments \( U \) and \( X \) should be regarded as functions of \( u \) and \( x \) via the relevant coordinate transformation, in this case given by (101).

2. **Case \((\hat{1}^2)\)**

Using the complex variable \( Z = X + iU \), the separating variables are
\[ Z = \frac{1}{2} \left[ (1 + i)(u + x) - (1 - i)\sqrt{x - u} \right], \quad \bar{Z} = \frac{1}{2} \left[ (1 - i)(u + x) - (1 + i)\sqrt{x - u} \right] \]
so that the conformal factor is
\[ \Psi = 2(X - U) = (1 + i)Z + (1 - i)\bar{Z}. \]

This leads to a physical potential of the form
\[ \Phi = \Re \left\{ Q_1 \left( \frac{1}{2} \left[ (1 + i)(u + x) - (1 - i)\sqrt{x - u} \right] \right) \right\} \]
where \( Q_1 \) is an arbitrary function. The Hamiltonian and the second invariant are given by
\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + \frac{\Re \{ Q_1(Z) \}}{2\sqrt{x - u}} \]
and
\[ I_2 = \frac{1}{4} (p_u + p_x)^2 - 2(p_u - p_x)(u p_x + x p_u) + \frac{\Re \{ (u + x - i\sqrt{x - u}) Q_1(Z) \}}{\sqrt{x - u}}. \]

3. **Case \((1\hat{2})_0\)**

This subcase coincides for all expressions with the case \((1\hat{1})_0\) above.
C. The parabolic-parabolic (2\hat{2}) case

In this purely parabolic case the conformal coordinate transformation is given by

\[ \Sigma_2(\zeta) = 4\zeta, \quad \hat{\Sigma}_2(\hat{\zeta}) = 4\hat{\zeta} \]

\[ W = A_2(\zeta) = \sqrt{\zeta}, \quad F_2(W) = W^2 \]

\[ \hat{W} = A_2(\hat{\zeta}) = \sqrt{\hat{\zeta}}, \quad \hat{F}_2(\hat{W}) = \epsilon\hat{W}^2, \quad \epsilon = \begin{cases} +1 & \text{Hamilton-Jacobi separation} \\ -1 & \text{complex/harmonic separation} \\ 0 & \text{linear/null separation} \end{cases} \]

\[ U = \frac{1}{2}(\sqrt{u + x} + \sqrt{u - x}), \quad X = \frac{1}{2}(\sqrt{u + x} - \sqrt{u - x}), \quad \epsilon = +1, \quad u^2 - x^2 > 0 \]

\[ U = \frac{1}{2}(\sqrt{u + x} + \sqrt{x - u}), \quad X = \frac{1}{2}(\sqrt{u + x} - \sqrt{x - u}), \quad \epsilon = -1, \quad u^2 - x^2 < 0. \]

In the linear/null case we assume \( W = A_1(\zeta) = \sqrt{\zeta} \) for the first variable and keep \( \hat{\zeta}(= \hat{W}) \) as the second variable.

1. Case \((2\hat{2})_+\)

The conformal factor is

\[ \Psi = 4W\hat{W} = 4(U^2 - X^2) = 4\sqrt{u^2 - x^2} \]

leading to

\[ \Psi_1 = 4U^2, \quad \Psi_2 = -4X^2. \]

The physical potential then takes the form

\[ \Phi = \frac{f_1(U) + f_2(X)}{U^2 - X^2}. \]

The Hamiltonian and the second invariant are given by

\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + \frac{f_1(\sqrt{u + x} + \sqrt{u - x}) + f_2(\sqrt{u + x} - \sqrt{u - x})}{\sqrt{u^2 - x^2}} \]

and

\[ I_2 = p_x(up_x + xp_u) + \frac{(u - \sqrt{u^2 - x^2})f_1(U) + (u + \sqrt{u^2 - x^2})f_2(X)}{\sqrt{u^2 - x^2}}. \]
2. Case (2\hat{2})

Using the complex variable \( Z = X + iU \), the separating coordinates are

\[ Z = \frac{1}{2}(1 + i)(\sqrt{u + x} + i\sqrt{x - u}), \quad \bar{Z} = \frac{1}{2}(1 - i)(\sqrt{u + x} - i\sqrt{x - u}) \tag{117} \]

corresponding to the conformal factor

\[ \Psi = 4\sqrt{x^2 - u^2} = 2(Z^2 + \bar{Z}^2). \tag{118} \]

This leads the physical potential

\[ \Phi = \Re\{Q_1(\frac{1}{2}(1 + i)\left[\sqrt{u + x} + i\sqrt{x - u}\right])\} \sqrt{x^2 - u^2} \tag{119} \]

where \( Q_1 \) is an arbitrary function. The Hamiltonian and the second invariant are given by

\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + \frac{\Re\{Q_1(Z)\}}{\sqrt{x^2 - u^2}} \tag{120} \]

and

\[ I_2 = p_x(up_x + xp_u) + \frac{\Re\{(u - i\sqrt{x^2 - u^2})Q_1(Z)\}}{\sqrt{x^2 - u^2}}. \tag{121} \]

3. Case (2\hat{2})_0

In this case there is just one separating variable which we take as \( W = \sqrt{\zeta} \). It is convenient to use the complementary null variable \( \hat{W} = \hat{\zeta} = u - x \) as the other independent variable. The Hamiltonian and the second invariant are then given by

\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + \sqrt{u + x}Y'(u - x) + D(u - x) \]

\[ I_2 = (p_u + p_x)(p_x u + p_u x) - Y(u - x) + \frac{u - x}{\sqrt{u + x}}D(u - x) + (u - x)Y'(u - x) \tag{122} \]

where \( Y \) and \( D \) are arbitrary functions.

D. The polar-polar (3\hat{3}) case

The case (3\hat{3}) corresponds to polar coordinates and admits only standard (Hamilton-Jacobi) separation. The conformal coordinate transformation is

\[ \Sigma_3(\zeta) = \zeta^2, \quad \hat{\Sigma}_3(\hat{\zeta}) = \hat{\zeta}^2 \]

\[ W = A_3(\zeta) = \ln |\zeta|, \quad F_3(W) = e^W \tag{123} \]

\[ \hat{W} = \hat{A}_3(\hat{\zeta}) = \ln |\hat{\zeta}|, \quad \hat{F}_3(\hat{W}) = e^\hat{W} \]
or in non-null coordinates

\[ U = \frac{1}{2} \ln(|u^2 - x^2|) \], \quad X = \arctanh \left( \frac{x}{u} \right). \quad (124) \]

The corresponding conformal factor is

\[ \Psi \equiv \Psi_1 = e^{W + \hat{W}} = e^{2U} = u^2 - x^2. \quad (125) \]

This leads to the physical potential

\[ \Phi = f_1(U) + f_2(X) e^{2U}. \quad (126) \]

The Hamiltonian and the second invariant are given by

\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + \frac{f_1 \left( \frac{1}{2} \ln(|u^2 - x^2|) \right) + f_2 \left( \arctanh \left( \frac{x}{u} \right) \right)}{u^2 - x^2} \quad (127) \]

and

\[ I_2 = (u p_x + x p_u)^2 + 2f_2(X). \quad (128) \]

E. The polar-elliptical case of the first kind (34)

The cases (34) combine polar and elliptical coordinates and admit standard and harmonic separation. The conformal coordinate transformation is (with \( \hat{\Delta} = 1 \))

\[ \Sigma_3(\zeta) = \zeta^2, \quad \check{\Sigma}_4(\tilde{\zeta}) = \tilde{\zeta}^2 - 1, \quad W = A_3(\zeta) = \ln |\zeta|, \quad F_3(W) = e^W \]

\[ \hat{W} = \hat{A}_4(\tilde{\zeta}) = \int \frac{d\tilde{\zeta}}{\sqrt{\epsilon(\tilde{\zeta}^2 - 1)}} = \left\{ \begin{array}{ll}
\text{arcosh} \tilde{\zeta}, & \hat{F}_3(\hat{W}) = \cosh \hat{W}, \quad \epsilon = +1, \quad \text{Hamilton-Jacobi separation} \\
\text{arcsin} \tilde{\zeta}, & \hat{F}_3(\hat{W}) = \sin \hat{W}, \quad \epsilon = -1, \quad \text{harmonic separation}
\end{array} \right. \quad (129) \]

or in non-null coordinates

\[ U = \frac{1}{2} \left[ \ln(u + x) + \ln(u - x + \sqrt{(u - x)^2 - 1}) \right] \quad \epsilon = +1, \quad |u - x| > 1 \quad (130) \]

and

\[ U = \frac{1}{2} \left[ \ln(u + x) + \arcsin(u - x) \right] \quad \epsilon = -1, \quad |u - x| < 1. \quad (131) \]
1. **Case \((3^4)_+\)**

The conformal factor in this standard Hamilton-Jacobi case is given by

\[
\Psi = e^W \sinh \hat{W} = (u + x) \sqrt{(u - x)^2 - 1}
\] (132)

so that

\[
\Psi_1 = \frac{1}{2} e^{2u}, \quad \Psi_2 = -\frac{1}{2} e^{2x}.
\] (133)

The physical potential then takes the form

\[
\Phi = \frac{f_1(U) + f_2(X)}{e^{2U} - e^{2X}}.
\] (134)

The Hamiltonian and the second invariant are given by

\[
H = \frac{1}{2} (-p_u^2 + p_x^2) + \frac{f_1(U) + f_2(X)}{(u + x) \sqrt{(u - x)^2 - 1}}
\] (135)

and

\[
I_2 = (up_x + xp_u)^2 - \frac{1}{4} (p_u - p_x)^2 + \left[ \frac{u - x}{\sqrt{(u - x)^2 - 1}} - 1 \right] f_1(U) + \left[ \frac{u - x}{\sqrt{(u - x)^2 - 1}} + 1 \right] f_2(X).
\] (136)

2. **Case \((3^4)_-\)**

In this harmonic case the separating variables are

\[
Z = \frac{1}{2} (1 + i) \left[ \ln(u + x) + i \arcsin(x - u) \right], \quad \bar{Z} = \frac{1}{2} (1 - i) \left[ \ln(u + x) - i \arcsin(x - u) \right]
\] (137)

so that the conformal factor

\[
\Psi = e^W \cos \hat{W} = (u + x) \sqrt{1 - (u - x)^2} = \frac{1}{2} \left[ e^{(1-i)Z} + e^{(1+i)\bar{Z}} \right].
\] (138)

can be written in the form

\[
\Psi = \frac{1}{2} \left[ e^{(1-i)Z} + e^{(1+i)\bar{Z}} \right].
\] (139)

This leads to a physical potential of the form

\[
\Phi = \frac{\Re \left\{ Q_1 \left( \frac{1}{2} (1 + i) \left[ \ln(u + x) + i \arcsin(x - u) \right] \right) \right\}}{(u + x) \sqrt{1 - (u - x)^2}}
\] (140)
where $Q_1$ is an arbitrary function. The Hamiltonian and the second invariant are given by

$$H = \frac{1}{2}(-p_u^2 + p_x^2) + \frac{\Re\{Q_1(Z)\}}{(u + x)\sqrt{1 - (u - x)^2}} \tag{141}$$

and

$$I_2 = (up_x + xp_u)^2 - \frac{1}{4}(p_u - p_x)^2 + \frac{\Re\{[u - x + i\sqrt{1 - (u - x)^2}]Q_1(Z)\}}{(u + x)\sqrt{1 - (u - x)^2}}. \tag{142}$$

F. The polar-elliptical case of the second kind (35)

The polar-elliptical case (35) admits only standard separation. The conformal coordinate transformation is (with $\hat{\Delta} = 1$)

$$\Sigma_3(\zeta) = \zeta^2, \quad \hat{\Sigma}_5(\zeta) = \hat{\zeta}^2 + 1$$

$$W = A_3(\zeta) = \ln|\zeta|, \quad F_3(W) = e^W$$

$$\hat{W} = \hat{A}_5(\hat{\zeta}) = \text{arcsinh}\hat{\zeta}, \quad \hat{F}_5(\hat{W}) = \sinh\hat{W}$$

or in non-null coordinates

$$U = \frac{1}{2}\left[\ln(u + x) + \ln(u - x + \sqrt{(u - x)^2 + 1})\right] \tag{144}$$

$$X = \frac{1}{2}\left[\ln(u + x) - \ln(u - x + \sqrt{(u - x)^2 + 1})\right].$$

The conformal factor is

$$\Psi = e^W \cosh\hat{W} = (u + x)\sqrt{(u - x)^2 + 1} \tag{145}$$

so that

$$\Psi_1 = \frac{1}{2}e^{2U}, \quad \Psi_2 = \frac{1}{2}e^{2X}. \tag{146}$$

This leads to a physical potential of the form

$$\Phi = \frac{f_1(U) + f_2(X)}{e^{2U} + e^{2X}}. \tag{147}$$

The Hamiltonian and the second invariant are given by

$$H = \frac{1}{2}(-p_u^2 + p_x^2) + \frac{f_1(U) + f_2(X)}{(u + x)\sqrt{(u - x)^2 + 1}} \tag{148}$$

and

$$I_2 = (up_x + xp_u)^2 + \frac{1}{4}(p_u - p_x)^2 + \left[\frac{u - x}{\sqrt{(u - x)^2 + 1}} - 1\right] f_1(U) + \left[\frac{u - x}{\sqrt{(u - x)^2 + 1}} + 1\right] f_2(X). \tag{149}$$
G. The elliptic-hyperbolic case of the first kind \((44)\)

The cases \((44)\) represent the first kind of combination of hyperbolic and elliptical coordinates and admit standard and harmonic separation: the conformal coordinate transformation is (with \(\Delta = \hat{\Delta} = 1\))

\[
\Sigma_4(\zeta) = \zeta^2 - 1, \quad \hat{\Sigma}_4(\hat{\zeta}) = \hat{\zeta}^2 - 1
\]

\[
W = A_4(\zeta) = \int \frac{d\zeta}{\sqrt{\zeta^2 - 1}} = \begin{cases} 
\text{arcosh} \zeta, & F_4(W) = \cosh W, \quad |u + x| > 1 \\
\text{arcsin} \zeta, & F_4(W) = \sin W, \quad |u + x| < 1
\end{cases}
\]

\[
\hat{W} = \hat{A}_4(\hat{\zeta}) = \int \frac{d\hat{\zeta}}{\sqrt{\hat{\zeta}^2 - 1}} = \begin{cases} 
\text{arcosh} \hat{\zeta}, & \hat{F}_4(\hat{W}) = \cosh \hat{W}, \quad |u - x| > 1 \\
\text{arcsin} \hat{\zeta}, & \hat{F}_4(\hat{W}) = \sin \hat{W}, \quad |u - x| < 1
\end{cases}
\]

so that the two occurrences are given by

\[
\epsilon = +1, \quad u^2 - x^2 > 1 \quad \text{or} \quad u^2 - x^2 < 1, \quad \text{H-J separation}
\]

\[
\epsilon = -1, \quad |u + x| < 1 \quad \text{or} \quad |u - x| < 1, \quad \text{harmonic separation}.
\]

In non-null coordinates, in the standard Hamilton-Jacobi case, we have

\[
U = \frac{1}{2}[\text{arcosh}(u + x) + \text{arcosh}(u - x)], \quad X = \frac{1}{2}[\text{arcosh}(u + x) - \text{arcosh}(u - x)], \quad u^2 - x^2 > 1
\]

\[
U = \frac{1}{2}[\text{arcsin}(u + x) + \text{arcsin}(u - x)], \quad X = \frac{1}{2}[\text{arcsin}(u + x) - \text{arcsin}(u - x)], \quad u^2 - x^2 < 1
\]

whereas, in the harmonic case, we have

\[
U = \frac{1}{2}[\text{arcosh}(u + x) + \text{arcsin}(u - x)], \quad X = \frac{1}{2}[\text{arcosh}(u + x) - \text{arcsin}(u - x)], \quad |u - x| < 1
\]

for \(|u - x| < 1\) and the same, but with \(x \to -x\), for \(|u + x| < 1\).

1. Case \((44)_+\)

The conformal factor for this Hamilton-Jacobi case is

\[
\Psi = \sinh W \sinh \hat{W} = \sqrt{[ (u - x)^2 - 1 ][ (u + x)^2 - 1 ]}
\]

so that

\[
\Psi_1 = \frac{1}{2} \cosh 2U, \quad \Psi_2 = -\frac{1}{2} \cosh 2X.
\]
This leads to a physical potential of the form
\[ \Phi = \frac{f_1(U) + f_2(X)}{\cosh 2U - \cosh 2X} . \] (156)

The Hamiltonian and the second invariant are given by
\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + \frac{f_1(U) + f_2(X)}{\sqrt{[(u - x)^2 - 1][u + x)^2 - 1]} \] (157)

and
\[ I_2 = (up_x + xp_u)^2 - \frac{1}{2}(p_u^2 + p_x^2) + \frac{1}{\Psi} \left[(u^2 - x^2 - \Psi) f_1(U) + (u^2 - x^2 + \Psi) f_2(X) \right] \] (158)

with \( \Psi \) given by (154).

2. **Case (4\hat{4})**

In the region defined by \(|u - x| < 1\), the separating variables for this harmonic case is given by
\[ Z = \frac{1}{2}(1 + i)[\text{arcosh}(u + x) + i \text{arcsin}(x - u)] \]
\[ \bar{Z} = \frac{1}{2}(1 - i)[\text{arcosh}(u + x) - i \text{arcsin}(x - u)] \] (159)

with the conformal factor
\[ \Psi = \sinh W \cos \hat{W} = \sqrt{[1 - (u - x)^2][u + x]^2 - 1} = \frac{1}{2} \left[ \sinh((1 - i)Z) + \sinh((1 + i)Z) \right]. \] (160)

This leads to a physical potential of the form
\[ \Phi = \mathfrak{R}\left\{ Q_1\left(\frac{1}{2}(1 + i)[\text{arcosh}(u + x) + i \text{arcsin}(x - u)]\right)\right\}, \] (161)

where \( Q_1 \) is an arbitrary function. The Hamiltonian and the second invariant are given by
\[ H = \frac{1}{2}(-p_u^2 + p_x^2) + \frac{\mathfrak{R}\{Q_1(\hat{Z})\}}{\sqrt{[1 - (u - x)^2][u + x]^2 - 1}} \] (162)

and
\[ I_2 = (up_x + xp_u)^2 - \frac{1}{2}(p_u^2 + p_x^2) - \frac{\mathfrak{R}\{\sin((1 - i)\hat{Z})Q_1(\hat{Z})\}}{\sqrt{[1 - (u - x)^2][u + x]^2 - 1}}. \] (163)

In the region \(|u + x| < 1\) we can recover the harmonic separation for this case by the transformation \( x \to -x \).
H. The elliptic-hyperbolic case of the second kind (45)

The cases (4 5) represent the second kind of combination of hyperbolic and elliptical coordinates and admit standard and harmonic separation. The conformal coordinate transformation is (with $\Delta = \hat{\Delta} = 1$)

$$\Sigma_4(\zeta) = \zeta^2 - 1, \quad \Sigma_5(\hat{\zeta}) = \hat{\zeta}^2 + 1$$

$$W = A_4(\zeta) = \int \frac{d\zeta}{\sqrt{\epsilon(\zeta^2 - 1)}} = \begin{cases} \arccosh \zeta, & F_4(W) = \cosh W, \quad \epsilon = +1, \quad \text{H-J separation} \\ \arcsin \zeta, & F_4(W) = \sin W, \quad \epsilon = -1, \quad \text{harmonic separation} \end{cases}$$

$$\hat{W} = \hat{A}_5(\hat{\zeta}) = \arcsinh \hat{\zeta}, \quad \hat{F}_5(\hat{W}) = \sinh \hat{W}$$

or in non-null coordinates

$$U = \frac{1}{2} [\arccosh(u + x) + \arcsinh(u - x)]$$

$$X = \frac{1}{2} [\arccosh(u + x) - \arcsinh(u - x)]$$

$$\epsilon = +1, \quad |u + x| > 1 \quad (165)$$

and

$$U = \frac{1}{2} [\arcsin(u + x) + \arcsinh(u - x)]$$

$$X = \frac{1}{2} [\arcsin(u + x) - \arcsinh(u - x)]$$

$$\epsilon = -1, \quad |u + x| < 1 \quad (166)$$

1. Case $(45)_+$

The conformal factor is

$$\Psi = \sinh W \cosh \hat{W} = \sqrt{[(u + x)^2 - 1][(u - x)^2 + 1]}$$

so that

$$\Psi_1 = \frac{1}{2} \sinh 2U, \quad \Psi_2 = \frac{1}{2} \sinh 2X \quad (168)$$

This leads to a physical potential of the form

$$\Phi = \frac{f_1(U) + f_2(X)}{\sinh 2U + \sinh 2X} \quad (169)$$

The Hamiltonian and the second invariant are given by

$$H = \frac{1}{2}(-p_u^2 + p_x^2) + \frac{f_1(U) + f_2(X)}{\sqrt{[(u + x)^2 - 1][(u - x)^2 + 1]} \quad (170)}$$
and

\[ I_2 = (up_x + xp_u)^2 - p_u p_x + \frac{1}{\Psi} \left[ (u^2 - x^2 - \Psi) f_1(U) + (u^2 - x^2 + \Psi) f_2(X) \right] \]  

(171)

with \( \Psi \) taken from (167).

2. Case \((4^5)\)

In the harmonic case, the separating variables are

\[ Z = \frac{1}{2} (1 + i) \left[ \arcsin(u + x) + i \arcsinh(x - u) \right] \]

\[ \bar{Z} = \frac{1}{2} (1 - i) \left[ \arcsin(u + x) - i \arcsinh(x - u) \right] \]

(172)

with the conformal factor

\[ \Psi = \sinh W \cos \hat{W} = \sqrt{\left[ 1 + (u - x)^2 \right] \left[ 1 - (u + x)^2 \right]} \]

(173)

which can be written in the form

\[ \Psi = \frac{1}{2} \left[ \cos((1 - i)Z) + \cos((1 + i)\bar{Z}) \right] . \]

(174)

This leads to a physical potential of the form

\[ \Phi = \frac{\Re \left\{ Q_1 \left( \frac{1}{2} (1 + i) \left[ \arcsin(u + x) + i \arcsinh(x - u) \right] \right) \right\}}{\sqrt{\left[ 1 + (u - x)^2 \right] \left[ 1 - (u + x)^2 \right]}} \],

(175)

where \( Q_1 \) is an arbitrary function. The Hamiltonian and the second invariant are given by

\[ H = \frac{1}{2} (-p_u^2 + p_x^2) + \frac{\Re \{ Q_1(Z) \}}{\sqrt{\left[ 1 + (u - x)^2 \right] \left[ 1 - (u + x)^2 \right]}} \]

(176)

and

\[ I_2 = (up_x + xp_u)^2 - p_u p_x + \frac{\Im \{ \cos((1 + i)\bar{Z}) Q_1(Z) \}}{\sqrt{\left[ 1 + (u - x)^2 \right] \left[ 1 - (u + x)^2 \right]}} . \]

(177)

I. The elliptic-hyperbolic case of the third kind \((5\hat{5})\)

The elliptic-hyperbolic case \((5\hat{5})\) admits only Hamilton-Jacobi separation. The conformal coordinate transformation is (with \( \Delta = \hat{\Delta} = 1\))

\[ \Sigma_5(\zeta) = \zeta^2 + 1 , \quad \Sigma_5(\hat{\zeta}) = \hat{\zeta}^2 + 1 \]

\[ W = A_5(\zeta) = \arcsinh \zeta , \quad F_5(W) = \sinh W \]

(178)

\[ \hat{W} = \hat{A}_5(\hat{\zeta}) = \arcsinh \hat{\zeta} , \quad \hat{F}_5(\hat{W}) = \sinh \hat{W} \]

29
or in non-null coordinates
\[ U = \frac{1}{2} \left[ \arcsinh(u + x) + \arcsinh(u - x) \right] \]
\[ X = \frac{1}{2} \left[ \arcsinh(u + x) - \arcsinh(u - x) \right] . \]

The conformal factor is
\[ \Psi = \cosh W \cosh \tilde{W} = \sqrt{[(u - x)^2 + 1][(u + x)^2 + 1]} \]

so that
\[ \Psi_1 = \frac{1}{2} \cosh 2U , \quad \Psi_2 = \frac{1}{2} \cosh 2X . \]

This leads to a physical potential of the form
\[ \Phi = \frac{f_1(U) + f_2(X)}{\cosh 2U + \cosh 2X} . \]

The Hamiltonian and the second invariant are given by
\[ H = \frac{1}{2} (-p_u^2 + p_x^2) + \frac{f_1(U) + f_2(X)}{\sqrt{[(u - x)^2 + 1][(u + x)^2 + 1]}} \]

and
\[ I_2 = (u p_x - x p_u)^2 + \frac{1}{2} (p_u^2 + p_x^2) + \frac{1}{\Psi} \left[ (u^2 - x^2 - \Psi) f_1(U) + (u^2 - x^2 + \Psi) f_2(X) \right] \]

with \( \Psi \) as in (180).

V. COMMENTS AND CONCLUSIONS

The main result presented in this paper is the generalization of the standard separability notion for \((1 + 1)\)-dimensional systems to include also the complex/harmonic and the linear/null separation structures. These new separability structures appear naturally in the approach to separability based on the standardization of the traceless conformal Killing tensor by means of suitable conformal coordinate transformations. In the case of a metric with indefinite signature, the determinant of the conformal Killing tensor may vanish and change sign in contrast to the case of positive definite metrics in which the determinant is always positive. The new separability structures arise precisely when the determinant is negative or zero. The analytical justification for this phenomenon relies on the forms taken by the
generalized Darboux equation in the three cases: in the standard Hamilton-Jacobi case, it has the same form (wave equation) as its counterpart for positive definite systems. In the complex/harmonic case on the other hand, it takes the form of the Laplace equation and the separating coordinates are complex conjugate pairs. In the linear/null case, the generalized Darboux equation depends only on one of the separating variables; the other coordinate can be chosen freely.

In the usual case of separability for arbitrary values of the Hamiltonian function (the strong integrability case which includes also free motion on the flat hyperbolic plane) we have listed all separating coordinate systems, including those associated with these new separability structures. The complex/harmonic separation appears in five cases: the Cartesian-Cartesian $\hat{1} \hat{1}_-$ case; the Cartesian-parabolic $\hat{1} \hat{2}_-$ case; the parabolic-parabolic $\hat{2} \hat{2}_-$ case; the elliptic-hyperbolic cases of first $\hat{4} \hat{4}_-$ and second $\hat{4} \hat{5}_-$ kind. The linear/null separation appears in three cases: the Cartesian-Cartesian $\hat{1} \hat{1}_0$ case; the Cartesian-parabolic $\hat{1} \hat{2}_0$ case; the parabolic-parabolic $\hat{2} \hat{2}_0$ case.

There are several directions in which one can extend and generalize this work. We mention two of them. The first is that of exploring the issue of the weak integrability: in the indefinite case, Hamiltonian systems integrable on a single energy surface only are more interesting than those in the positive definite case, because they can be used to describe systems with time-dependent potentials [14, 15]. A second issue is connected with integrable but nonseparable systems: in analogy with the results obtained in the positive definite case [16, 17], it is quite natural to assume the existence of systems on the Minkowski plane admitting integrals of motion cubic or quartic in the momenta.
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