Simulating surface energy fluxes using the variable-resolution Community Earth System Model (VR-CESM)
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Abstract
Recent advances in variable-resolution (VR) global models provide the tools necessary to investigate local and global impacts of land cover by embedding a high-resolution grid over areas of interest in a seamless and computationally efficient manner. We used two eddy covariance tower clusters in the Eastern USA to evaluate surface energy fluxes (latent heat, $\lambda E$; sensible heat, $H$; net radiation, $R_n$; and ground heat, $G$) and surface properties (aerodynamic resistance to heat transfer, $r_{aero}$; Bowen ratio, $\beta$; and albedo, $\alpha$) by uncoupled point simulations of the land-only Community Land Model (PTCLM4.5) and two coupled land–atmosphere Community Earth System Model (CESM1.3) simulations. The CESM simulations included a 1° uniform grid global simulation and global 1° simulation with a 0.25° refined VR grid over the Eastern USA. Tower clusters included the following plant functional types—broadleaf deciduous temperate (hardwood) forest, C3 non-Arctic grass (grass), a cropland, and needleleaf evergreen temperate (pine) forest. During the growing season, diurnal cycles of $\lambda E$ and $H$ for grass and the cropland were simulated well by PTCLM4.5 and VR-CESM1.3; however, $\lambda E$ ($H$) was biased low (high) at the hardwood and pine forested sites, contributing to biases in $\beta$. Growing season $R_n$ was generally well simulated by CLM4.5 and VR-CESM1.3; however, modeled elevated albedo (indicative of snow cover) persisted longer in winter and spring leading to large biases in $R_n$ and $\alpha$. The introduction of a VR grid does not adversely impact surface energy fluxes compared to 1° uniform grids and highlights the usefulness of this approach for future efforts to predict land–atmosphere fluxes across heterogeneous landscapes.

1 Introduction

The need to accurately represent fluxes of energy between the land surface and atmosphere is a crucial part of predicting weather (Viterbo and Beljaars 1995; Koster et al. 2011; Guo et al. 2012) and climate (Dirmeyer et al. 2012; Lorenz et al. 2012; Cheruy et al. 2014). From a biophysical perspective, the vegetation type and soil moisture state strongly control land–atmosphere energy exchange and are capable of altering the boundary layer growth and structure (Weaver et al. 2002; Baidya Roy 2003; Findell and Eltahir 2003; Adegoke et al. 2007; Courault et al. 2007; Davin and Noblet-Ducoudré 2010; Garcia-Carreras et al. 2010; Dirmeyer et al. 2014), the timing and intensity of convection (Juang et al. 2007b; Findell et al. 2011; Taylor et al. 2012; Collow et al. 2014; Tawfik et al. 2015), and surface air temperature (Juang et al. 2007a; Lee et al. 2011; Luysaert et al. 2014). Land cover is also an important control on the severity of extreme events such as heat waves (Seneviratne et al. 2006; Fischer et al. 2007; Teuling et al. 2010; Hirschi et al. 2011; Miralles et al. 2014) and droughts (Dirmeyer 1994; Myoung and Nielsen-Gammon 2010; Santanello and Peters-Lidard 2013; Teuling et al. 2013). While it is vital for land surface models to return observed surface fluxes across various climate zones and vegetation types, it is necessary to capture these surface fluxes in coupled land–atmosphere models in order to fully capture the effects of land cover on climate.

Land cover plays an important role in regulating climate through biophysical differences in albedo, Bowen ratio, and...
aerodynamic roughness (Bonan 2008; Davin et al. 2007; Lee et al. 2011; Luyssaert et al. 2014; Zhao and Jackson 2014; Bright et al. 2017). Previous studies have demonstrated that the temperate mid-latitudes region is characterized by complex responses to land use and land cover change. The complexity is due to the contrasting effects of radiative (albedo) and nonradiative processes (Bowen ratio, aerodynamic roughness) that can be of opposite sign and equal in magnitude, as demonstrated in both modeling and observational studies (Bonan 2008; Davin et al. 2007; Wickham et al. 2013; Zhao and Jackson 2014). A recent intermodel benchmarking comparison project has shown that most land surface models (LSMs) have difficulty capturing observed sensible heat flux, oftentimes being outperformed by a single variable linear regression model that uses incoming shortwave radiation as its only input (Best et al. 2015). This suggests that some valuable input information may be muted by LSMS when calculating sensible heat flux using processed-based modeling approaches. Latent heat flux was found to have similar deficiencies across models, consistently being outperformed by a three-variable linear regression model (Best et al. 2015).

While offline simulations provide an excellent test bed for evaluation, ultimately LSMS must be coupled to broader Earth system models (ESMs) to evaluate the influence of land cover on surface temperature (Pitman et al. 2009; Davin et al. 2007; Davin and Noblet-Ducoudré 2010; Lawrence and Chase 2010; Boisier et al. 2012, among others) and broader climate responses to land use and land cover change (LULCC). The Land-Use and Climate, IDentification of robust impacts (LUCID) project compared the climate response across multiple ESMs and found that the temperate mid-latitudes emerged as a region with diverging signals in responses to LULCC (Pitman et al. 2009; de Noblet-Ducoudré et al. 2012). One of the key reasons the models diverged was the parameterization of processes simulating evapotranspiration and the representation of key surface properties that vary with LULCC like albedo (Pitman et al. 2009). Several modeling studies have also focused on more targeted and idealized land cover change experiments such as deforestation over the Amazon (Shukla et al. 1990; Dickinson and Kennedy 1992) or cropland expansion (Feddema et al. 2005; Diffenbaugh 2009). Using the Weather and Research Forecast Model (WRF), Collow et al. (2014) showed that the complete removal of vegetation over the Southern Great Plains produced significantly less precipitation compared to natural vegetation. An additional modeling experiment was performed by Collow et al. (2014) where soil moisture was uniformly increased. They found that the drying caused by vegetation removal produced a greater precipitation response than the uniform addition of soil moisture. This is similar to an earlier work by Blyth et al. (1994) who found a 30% increase in precipitation over France when comparing a completely forested landscape to bare ground. However, the question still remains as to whether the fluxes from the models themselves are reliable enough to accurately address these land cover change questions. It is therefore important to understand how representation of surface properties and parameterization of surface fluxes in ESMs compare to surface observations.

While ESMs have progressively moved from coarser (~2.5°) to finer resolution (~1°), the computational cost to capture regional details in topography and land cover precludes the practice of running global simulations at ~0.25°. The recently developed variable-resolution Community Earth System Model (VR-CESM1.3) provides the framework to run global coupled land–atmosphere simulations with defined regions at higher spatial resolution at a fraction of the computational cost of globally uniform high-resolution grids (Zarzycki et al. 2014, 2015). In the Sierra Nevada, increased spatial resolution from 1° to 0.25° improved representation of snow dynamics and surface climate (Huang et al. 2016; Rhoades et al. 2016).

Here we evaluate surface energy fluxes and surface properties from the uncoupled Community Land Model (CLM4.5; Oleson et al. 2013) in single-point mode (PTCLM4.5) and the coupled VR-CESM1.3 against measurements from two closely spaced eddy covariance flux tower clusters in the Eastern USA. The tower clusters include four plant functional types (PFTs) common to the region: (1) needleleaf evergreen temperate (NET) forest, broadleaf deciduous temperate (BDT) forest, C3 non-Arctic grass (C3NAG), and rain-fed crop (CRO; e.g., corn). The goal of this evaluation is to determine the fidelity of CLM4.5 in capturing the observed flux climatology across PFTs under observationally forced conditions (PTCLM4.5) and a freely interacting land–atmosphere simulation (VR-CESM1.3). This evaluation is unique in that PFT-level output is evaluated from the VR-CESM1.3 simulations rather than the standard grid cell level comparisons used in validating coupled model simulations, which calculate a weighted average across multiple PFTs (Dirmeyer et al. 2006; Lorenz et al. 2012). For this reason and others, subgrid data reporting has been added as a key component in the Land Use Model Intercomparison Project (LUMIP; Lawrence et al. 2016). The PFT-level evaluation approach provides a more direct assessment with respect to observations because the modeled fluxes and surface properties corresponding to a particular land cover type, instead of a weighted grid cell average of several PFTs, can be directly compared to measurements.

With this evaluation, our goal is to answer the following questions: Does land cover type affect the ability of CLM4.5 to capture observed flux climatology? Do these results change if the model is forced with observations or driven with a freely interacting land–atmosphere simulation? Answering these questions will key opportunities to improve parameterization of CLM4.5 and other similar models, and will open the path to using variable-resolution models for land cover and land use studies.
2 Methods

2.1 Eddy covariance flux tower sites

2.1.1 University of New Hampshire (UNH), Durham, New Hampshire

The tower cluster in Durham, New Hampshire was installed in 2014 and includes three eddy covariance flux towers that collect data over a cornfield (UNH-crop), a hayfield consisting of C3 non-Arctic grass (UNH-grass), and a broadleaf deciduous temperate forest (UNH-hardwood) (Fig. 1). The sampling period included uninterrupted snow cover from January 2015 through late March 2015 at all three sites, with snow cover persisting through early April 2015 at the UNH-hardwood site.

The towers sampled meteorological and near-surface eddy covariance fluxes at half-hourly intervals (Table 1). Turbulent sensible ($H$) and latent heat ($λE$) fluxes were measured using a LI-COR® LI-7200 enclosed path CO$_2$/H$_2$O analyzer and Gill® Windmaster sonic anemometer at 1 m above the cornfield and hayfield canopies and 5 m above the forest canopy. Turbulent fluxes were calculated using the EddyPro® open source software (EddyPro®, 2014). Radiative fluxes were measured using Kipp & Zonen CNR4 net radiometers that measure incoming and outgoing longwave and shortwave radiation at each tower.

Gap filling for missing meteorological data (air temperature, incoming shortwave, precipitation, relative humidity, and wind speed) in the flux tower cluster was performed using two United States Climate Reference Network (USCRN) stations that provide subhourly meteorological data, available from 2002 to present. The USCRN Durham 2N station is located 400 m west of the UNH-grass tower; the USCRN Durham 2SSW is located in a hayfield 400 m east of the UNH-hardwood tower (Fig. 1). Meteorological data from the Durham 2N station were used to fill missing meteorological data in the UNH-grass tower and the UNH-crop tower. Missing data from the UNH-hardwood tower was filled using meteorological data from the Durham 2SSW tower. Any remaining missing data in the flux tower record (< 0.01% of the half-hourly data) were filled using linear interpolation. Filled meteorological variables include air temperature ($T_a$), relative humidity (RH), precipitation (PRCP), incoming shortwave radiation ($SW_{in}$), and wind speed (WS). Missing pressure data in the flux towers were filled using the National Weather Service Automatic Surface Observing System (NWS/ASOS) data collected at Portsmouth International Airport at Pease in Portsmouth, NH (PSM). The amount of missing data gap-filled with USCRN data varied by site and by variable. At a maximum, no more than 26% of meteorological data were gap-filled at UNH-grass, less than 20% at UNH-corn, and less than 5% at UNH-hardwood.

2.1.2 Duke Forest, Durham, North Carolina

The Duke Forest tower cluster includes three ecosystems: an open pasture (Duke-grass), a hardwood forest (Duke-hardwood), and a loblolly pine forest (Duke-pine) (Fig. 1). Meteorological and surface energy flux data analyzed here were collected between 2004 and 2008. Details on data processing and quality control of the Duke Forest tower sites are described in Novick et al. (2009, 2015). Briefly, turbulent fluxes were measured using eddy covariance systems composed of a CSAT3 sonic anemometer (Campbell Scientific, Logan, UT, USA) and an open-path gas analyzer (LI-7500, Li-Cor, Lincoln, NE, USA). Incoming and outgoing short- and longwave radiation were measured with Kipp & Zonen CNR4 net radiometers (Kipp & Zonen, Delft, the Netherlands). Wind and scalar concentration measurements were collected at 10 Hz, and fluxes were processed in real time. The Webb–Pearman–Leuning correction (Webb et al. 1980) for air density fluctuations was applied to the half-hourly $λE$ fluxes. The data were then screened to remove measurements collected during suboptimal meteorological conditions using the online eddy covariance processing tool (http://www.bgc-jena.mpg.de/~MDIwork/eddyproc), which employs the friction velocity filtering method of Reichstein et al. (2005). The footprint model of Hsieh et al. (2000), extended to two dimensions by Detto et al. (2006), was used to estimate the flux footprint for every half-hour averaging.
period, and data were removed when the footprint was not representative of the study ecosystem (see Novick et al. 2015 for details). Gapfilling of missing meteorological data at these sites is accomplished by parameterizing linear relationships between similar instruments located across the three sites, and then using these linear transformations to estimate missing observations when one of the sensors malfunctioned.

### 2.2 Model simulations

#### 2.2.1 Community land model point simulations (PTCLM)

The Community Earth System Model (CESM; Hurrell et al. 2013) is a state-of-the-art global climate model jointly developed by the National Center for Atmospheric Research (NCAR) and the Department of Energy (DOE). The CESM consists of interactive components representing the land surface, atmosphere, ocean, and sea ice. The CLM (Lawrence et al. 2011; Oleson et al. 2013) is the land surface model of the CESM (Hurrell et al. 2013). It simulates the surface energy and water fluxes over vegetated, urban, glacier, lake, wetland, and bare ground land unit types. Vegetated lands are further subdivided into one of 16 PFTs, four of which are examined here: (1) BDT (UNH-hardwood and Duke-hardwood), (2) NET (Duke-pine), C3NAG (UNH-grass and Duke-grass), and a generic crop (UNH-crop).

The CLM version 4.5 (CLM4.5; Oleson et al. 2013) was run in offline point (PTCLM4.5) simulation mode with satellite phenology; explicit biogeochemistry was not simulated. In point mode, CLM4.5 is not coupled to other CESM model components (i.e., atmosphere, ocean, sea ice), and the entire point is a single PFT and, therefore, a single set of PFT-specific parameters (see Oleson et al. 2013). It simulates the biogeochemical exchange of surface energy and water forced with flux tower meteorology including precipitation, surface air temperature, wind speed, surface air pressure, and incoming shortwave and longwave radiation. PTCLM4.5 site characteristics, PFTs, and simulation periods are listed in Table 1. A 50-year spin-up using tower meteorology forcing was conducted for each site to allow soil moisture and soil temperature to reach equilibrium, and output produced at 1 h intervals.

#### 2.2.2 Variable-resolution Community Earth System Model (VR-CESM)

Variable-resolution capabilities have been recently implemented in the CESM framework (VR-CESM1.3), allowing for regional refinement within a global grid (Zarzycki et al. 2014). VR-CESM has been shown to improve aspects of regional climate (e.g., tropical cyclones, snow cover extent) requiring high resolution without adversely impacting the mean global circulation (Zarzycki and Jablonowski 2014; Zarzycki et al. 2015; Rhoades et al. 2016). Here, we ran VR-CESM1.3 simulations using CLM4.5 coupled to the Community Atmosphere Model (CAM5.1; Neal et al. 2010). All model components use the same variable-resolution grid. The SSTs and sea ice were prescribed using historical observations following the Atmospheric Model Intercomparison Project (AMIP; Gates 1992) protocols. Other than the surface constraints imposed by these forcings, the atmosphere and land models are allowed to evolve freely and develop balanced climatological states specific to the coupled system assessed here.

Two VR-CESM1.3 simulations were completed, one with a 1° uniform grid and a second with a 0.25° refined mesh over the USA within a 1° global grid (Fig. 2). Each CLM grid cell was subdivided into columns of land cover type (vegetated, urban, lake, and glacier), derived from the MODerate resolution Imaging Spectroradiometer (MODIS) data (Lawrence and Chase 2010). The vegetated column of the grid cell is further subdivided into at most four of 16 available vegetated

### Table 1 Eddy covariance flux tower clusters and plant function types (PFT) used in CLM

| Site ID          | Simulation period | Lat (N)   | Lon (W)   | Elevation (m) | Tower height (m) | PFT               |
|------------------|-------------------|-----------|-----------|---------------|------------------|-------------------|
| UNH, Durham, NH  | 2014–2015         | 43.1717   | -70.9259  | 33            | 3.6              | C3NAG             |
| UNH-grass        |                   | 43.1385   | -70.9610  | 20            | 3.0              | CRO               |
| UNH-hardwood     |                   | 43.1085   | -70.9522  | 40            | 30               | BDT               |
| Duke, Durham, NC | 2004–2008         | 35.9712   | -79.0934  | 168           | 2.8              | C3NAG             |
| Duke-grass       |                   | 35.9736   | -79.1004  | 168           | 39.8             | BDT               |
| Duke-hardwood    |                   | 35.9782   | -79.0942  | 168           | 20.2             | NET               |

*a* C3 non-Arctic grass  
*b* Crop (e.g., corn)  
*c* Broadleaf deciduous temperate forest  
*d* Needleleaf evergreen temperate forest
PFTs. Four PFTs most common to the Eastern USA (BDT, NET, C3NAG, and CROP) are investigated here (Table 1). At the column level, all PFTs within a CLM4.5 grid cell receive the same upper boundary fluxes (e.g., incoming shortwave radiation) from the lowest model level in the atmosphere produced in CAM5.1. After a 50-year CLM4.5 spin-up period to bring soil moisture and temperature to equilibrium, VR-CESM1.3 simulations were run from 1979 to 2008 with surface energy fluxes output at the PFT level every 3 h, providing high temporal resolution model output to compare against flux tower observations. Ideally, model simulations would be conducted to overlap in time with the flux tower measurements from the UNH cluster; however, AMIP forcing files were not available beyond 2008.

2.3 Comparison of flux towers and models

Diurnal cycles of surface energy fluxes from PTCLM4.5 and VR-CESM1.3 were evaluated against flux tower estimates of latent heat ($\lambda E$), sensible heat ($H$), and net radiation ($R_n$). Flux tower estimates of daily albedo ($\alpha$), Bowen ratio ($\beta$), and aerodynamic resistance to heat transfer ($r_{aero}$) were also used to assess performance of PTCLM4.5 and VR-CESM1.3. The following equations were used to calculate $\alpha$, $\beta$, and $r_{aero}$:

$$\alpha = \frac{\sum SW_{out}}{\sum SW_{in}}$$  \hspace{1cm} (1)

$$\beta = \frac{H}{\lambda E}$$  \hspace{1cm} (2)

$$r_{aero} = \rho C_p (T_s - T_a)/H$$  \hspace{1cm} (3)

where $SW_{out}$ is outgoing shortwave radiation, $SW_{in}$ is incoming shortwave radiation, $\rho$ is the density of air (1.225 kg m$^{-3}$), $C_p$ is the specific heat of air (1004.5 J kg$^{-1}$ K$^{-1}$), $T_s$ is the radiative skin temperature, and $T_a$ is standard reference height air temperature. The radiative skin temperature $T_s$ is calculated from outgoing longwave radiation:

$$T_s = \sqrt[3]{\frac{LW_{out}}{\varepsilon \sigma}}$$  \hspace{1cm} (4)

where $LW_{out}$ is outgoing longwave radiation, $\varepsilon$ is emissivity, and $\sigma$ is the Stefan–Boltzmann constant (5.67e$^{-8}$ J m$^{-2}$ s$^{-1}$ K$^{-4}$). Daily albedo values were calculated from Eq. 1. Growing season (June through August) $\beta$ was calculated using daytime values only.

In addition to $r_{aero}$ calculated using Eq. 3, CLM calculates aerodynamic resistance calculated explicitly using the Monin–Obukhov similarity theory for heat ($r_{ah}$) and momentum ($r_{am}$):

$$r_{ah} = \frac{\theta_{am} - \theta_s}{\theta^* u^*}$$  \hspace{1cm} (5)

$$r_{am} = \frac{V_a}{u^*}$$  \hspace{1cm} (6)

where $V_a$ is the momentum gradient profile, $u^*$ is friction velocity, and $\theta_{am}$, $\theta_s$, and $\theta^*$ are potential temperature at 2-m reference height, surface, and scaled for instability, respectively (Oleson et al. 2013). The additional aerodynamic variables $r_{am}$ and $r_{ah}$ were not included in the VR-CESM model output but were included for the PTCLM model output at hourly intervals. Due to energy balance requirements in PTCLM4.5 and VR-CESM1.3, the calculation of $r_{aero}$ using Eq. 3 can lead to unrealistically high ($> 500$ s m$^{-1}$) or negative values. Values of $r_{aero}$ greater than 500 s m$^{-1}$ and less than 0 s m$^{-1}$ were therefore removed from the analysis. This resulted in removal of less than 10% of the VR-CESM $r_{aero}$ values. The same limits were applied to flux tower calculations of $r_{aero}$ and PTCLM calculations of $r_{ah}$ and $r_{am}$. Setting an upper limit for aerodynamic resistance terms allowed us to maintain consistency among towers, PTCLM4.5 and VR-CESM1.3.

Fig. 2 Community Earth System Model (CESM) grids used in simulations: a uniform 1° grid and b variable-resolution CESM (VR-CESM) grid consisting of a 1° global grid with 0.25° refinement over the USA. Note that each element shown contains an additional 3 × 3 grid of collocation cells.
For VR-CESM1.3 simulations, diurnal cycles of surface energy fluxes (λE, H, and \( R_n \)) and \( r_{aero} \) were averaged at the subgrid PFT level over the period 1979–2008. The 30-year averages were compared to the diurnal cycle obtained from the observational records available at the tower clusters listed in Table 1. Daily albedo was calculated using Eq. 1 and averaged by PFT for snow-covered (\( \alpha_{SC} \)), snow-free/dormant (\( \alpha_{SF} \)), and summer (June through August) growing season (\( \alpha_{GS} \)) periods. A vegetated land unit was considered snow-covered when all 3-h time steps within a given day had the fraction of snow cover (FSNO) equal to 1, and snow-free when all FSNO values in a given day were equal to 0. Because FSNO is a grid cell–level variable and the fractional snow cover is not calculated at the PFT level, days with FSNO between 0 and 1 were not included in the analysis.

3 Results

The overall performance of PTCLM4.5’s simulations of hourly surface energy fluxes (λE, H, \( R_n \)) is summarized in a Taylor diagram (Taylor 2001; Fig. 3). Taylor diagrams succinctly display the root-mean-square difference (RMSD), correlation coefficient (\( r \)), and normalized standard deviation of the simulations relative to the observed quantities. A perfect simulation would therefore plot closest to the gray dot on the x-axis along the radial direction in Fig. 3.

Net radiation is simulated well by PTCLM4.5, with correlations exceeding 0.97, RMSDs less than 0.25, and normalized standard deviations 1 ± 0.06 at all flux tower sites. For λE and H, performance of PTCLM4.5 is stratified more so by cluster location than by PFT, though biases associated with instrumentation and data quality may confound this interpretation. The modeled PTCLM4.5 λE have higher correlations and RMSDs with observations at the Duke flux tower sites than the UNH sites. Likewise, modeled PTCLM4.5 H is more highly correlated with the Duke tower observations than H from the UNH sites, and the spread in normalized standard deviations is larger at the UNH sites.

The overall performance as indicated by the Taylor diagram (Fig. 3) is an important first step in understanding how well the coupled and uncoupled models simulate surface energy fluxes. However, the surface energy fluxes and surface properties relevant to LULCC signals vary on seasonal, monthly, and diurnal time scales not well represented in a Taylor diagram. In the next section, the uniform 1° CESM and 0.25° VR-CESM are compared to tower observations to evaluate the timing and magnitude of the diurnal cycle of λE, H, and \( R_n \).

3.1 Coarse 1° CESM and 0.25° VR-CESM comparison with observed surface energy fluxes

When driven by the same AMIP forcing files, surface energy fluxes from the 1° uniform CESM simulations did not differ considerably from the 0.25° VR-CESM simulations at the UNH sites (Fig. 4) or the Duke sites (Fig. 5). At the UNH sites, summer latent heat fluxes (Fig. 4a–c), sensible
heat flux (Fig. 4d–f), and net radiation (Fig. 4g–i) from the uniform 1° CESM and 0.25° VR-CESM are nearly indistinguishable. While both model simulations capture the diurnal magnitude observed in tower measurements at the UNH-grass site (Fig. 4a), the models tend to overestimate (underestimate) the magnitude of latent (sensible) heat flux and at UNH-crop and underestimate (overestimate) latent (sensible) heat at UNH-hardwood relative to tower observations (Fig. 4c). The differences between the coarse 1° uniform CESM and 0.25° VR-CESM surface energy fluxes were slightly larger at the Duke forested sites and generally within ±30 W m⁻² (Fig. 5). Both coupled CESM model simulations greatly overestimate sensible heat flux (+150 W m⁻²) at the Duke-hardwood site. A comparison of the coarse 1° uniform CESM and 0.25° VR-CESM winter-time surface energy fluxes can be found in the Electronic supplementary material (UNH: Fig. S1; Duke: Fig. S2).

The analysis comparing 1° uniform CESM and 0.25° VR-CESM demonstrates that that VR-CESM does not adversely impact simulation of mean climatology for latent heat diurnal patterns compared to the fixed resolution model; however, both models have challenges in accurately simulating the diurnal cycle in latent and sensible heat at forested sites. A more detailed analysis comparing the coupled VR-CESM simulations, the uncoupled PTCLM simulations, and tower observations follows in Section 3.2.

3.2 Uncoupled PTCLM vs. coupled VR-CESM modeled surface energy fluxes compared to tower observations

3.2.1 Diurnal cycle of latent heat flux (λE)

The VR-CESM modeled summer diurnal cycle of λE was in good agreement with observations from the UNH-grass site (Fig. 6a). Midday λE at the UNH-crop site was within the observed range of variability for both models, though the mean is biased high in PTCLM4.5 (+62 W m⁻²) and VR-CESM1.3 (+70 W m⁻²) (Fig. 6b). Conversely, λE at the UNH-hardwood forested site was biased low in both PTCLM4.5 (by −130 W m⁻²) and VR-CESM1.3 (by −140 W m⁻²) (Fig. 6c). For all PFTs in the UNH tower cluster, coupling to the atmosphere in VR-CESM1.3 had little impact on simulated summer latent heat flux compared to the uncoupled PTCLM4.5 simulations forced by tower meteorology.

PTCLM4.5 and VR-CESM1.3 capture the summer diurnal cycle of λE very well at the Duke-grass site (Fig. 7a). At the Duke-hardwood site, daytime λE is biased low in the uncoupled PTCLM4.5 (−75 W m⁻²) and the coupled VR-CESM1.3 (−50 W m⁻²) simulations (Fig. 7b). The daytime λE simulated for the Duke-pine site is also biased low in
**Fig. 5** Summer (June–August) surface energy fluxes from eddy covariance towers (black), 1° uniform CESM (red), and 0.25° VR-CESM (blue). Diurnal cycle shown in local time for latent heat ($\lambda E$), sensible heat ($H$), and net radiation ($R_n$) at the Duke-grass (a, d, g), Duke-hardwood (b, e, h), and Duke-pine (c, f, i) sites. All fluxes in watts per square meter. Shading and error bars indicate ± 1σ.

**Fig. 6**  a–l Summer diurnal cycle of latent heat flux ($\lambda E$), sensible heat ($H$), net radiation ($R_n$), and ground heat flux ($G$) for C3 non-Arctic grass (UNH-grass; left column), crop (UNH-crop; middle column), and broadleaf deciduous temperate forest (UNH-hardwood; right column) at UNH. Hourly averaged fluxes shown for flux towers (black), PTCLM4.5 (red), and 3-hourly fluxes for VR-CESM (blue). Shading and error bars indicate ± 1σ. Tower and PTCLM4.5 values were averaged over the period 2014–2015. All VR-CESM values are averaged over the period 1979–2008.
PTCLM4.5 (−55 W m⁻²), though the bias is reduced in the VR-CESM1.3 simulations to −30 W m⁻² (Fig. 7c).

Because exposed leaf area index (LAI) exerts a first-order control on simulation of latent heat in CLM4.5, we compared measured LAI values for the Duke sites (Stoy et al. 2006) to PTCLM4.5 LAI values (Table 2). LAI ranges from under 1.5 to just under 4 m² m⁻² at Duke-grass, between 6 and 7 m² m⁻² at Duke-hardwood, and between 4 and 6 m² m⁻² at Duke-pine, with the lowest Duke-pine LAI measurements following ice storm damage sustained in December 2002. Model LAI was underestimated at the Duke-hardwood site and may contribute to the low daytime bias in modeled \( \lambda E \). In general, modeled LAI values were within the range of observed values at the Duke-pine and Duke-grass sites. The lower end of the range in LAI at the Duke-grass site is a dynamic response to hay harvesting, which occurs once or twice a year but not necessarily at the same time each year. LAI measurements were not available for the UNH tower sites.

### 3.2.2 Diurnal cycle of sensible heat flux

Summer \( H \) for UNH-crop was simulated reasonably well by PTCLM4.5 compared to tower estimates (Fig. 6e). When coupled to the atmosphere in VR-CESM, UNH-crop \( H \) was underestimated by −25 W m⁻². Coupling to the atmosphere had little effect on BDT and NET \( H \), which was overestimated by +100 W m⁻² at UNH-hardwood forest (Fig. 6f), +160 W m⁻² at Duke-hardwood forest (Fig. 7e), and +105 W m⁻² at Duke-pine forest (Fig. 7f). For the Duke-grass site, PTCLM4.5 overestimated sensible heat flux by about +45 W m⁻², while VR-CESM1.3 underestimated sensible heat flux by +37 W m⁻² (Fig. 7d).

### 3.2.3 Diurnal cycle of net radiation

The diurnal cycle of summer net radiation was generally well captured by both PTCLM4.5 and VR-CESM1.3 compared to the flux tower observations at both the UNH (Fig. 6g–i) and Duke (Fig. 7g–i) sites. At the UNH BDT site, midday PTCLM4.5 \( R_n \) was biased low by −40 W m⁻² (Fig. 6f). The Duke-grass summer \( R_n \) was biased high at midday by 30 W m⁻² (Fig. 7d). At all the other sites, summer \( R_n \) simulated by PTCLM4.5 and VR-CESM1.3 were within ±20 W m⁻² of flux tower estimates. Although \( R_n \) was very well captured in both models, the biases in \( H \) and \( \lambda E \) resulted in a combined effect of compensating errors that are discussed later in the Bowen ratio section (Section 3.2.6).

In winter, PTCLM4.5 and VR-CESM1.3 midday \( R_n \) was biased low (−60 to −80 W m⁻²) relative to flux tower estimates at all three sites in Durham, NH (Fig. S3g–i). The low bias in PTCLM4.5 was related to the simulation of snow cover, discussed in more detail in the albedo section below (Section 3.2.5). The low bias in \( R_n \) and retention of snow cover in PTCLM4.5 resulted in a reduced sensible heat flux (Fig. S3d–f). With CLM4.5 coupled to the atmosphere in VR-CESM1.3, the bias in net radiation was alleviated (Fig. S3g–i). At the Duke sites, modeled winter net radiation does not appear to be affected by snow cover in the manner that affected the UNH tower sites (Fig. S4g–i).

---

**Fig. 7** a–l Summer diurnal cycle of latent heat flux (\( \lambda E \)), sensible heat (\( H \)), net radiation (\( R_n \)), and ground heat flux (\( G \)) for C3 non-Arctic grass (Duke-grass; left column), broadleaf deciduous temperate forest (Duke-hardwood; middle column), and needleleaf evergreen temperate forest (Duke-pine; right column) at UNH. Hourly averaged fluxes shown for flux towers (black), PTCLM4.5 (red), and 3-hourly fluxes for VR-CESM (blue). Shading and error bars indicate ±1σ. Tower and PTCLM4.5 values were averaged over the period 2014–2015. All VR-CESM simulations were averaged over the period 1979–2008.
3.2.4 Diurnal cycle of ground heat flux ($G$)

Measured ground heat fluxes at the Duke-grass (Fig. 5j) and Duke-DBT (Fig. 7k) were relatively small in summer, typically less than 20 and 8 W m$^{-2}$, respectively, at midday and greater than $-7$ and $-3$ W m$^{-2}$, respectively, at night. PTCLM4.5 simulated a much more pronounced diurnal cycle in $G$ at the Duke-grass site, up to 100 W m$^{-2}$ around local noon and $-35$ W m$^{-2}$ at night during the summer months. Modeled biases from the VR-CESM1.3 simulation of $G$ were greater still at the Duke-grass site, but lower at the Duke-hardwood site. The UNH sites and the Duke-pine site did not have ground heat flux tower measurements available for comparison with PTCLM4.5 and VR-CESM1.3. Nonetheless, we can still evaluate differences in simulation of ground heat flux between PTCLM4.5 and VR-CESM1.3.

In comparison to PTCLM4.5 forced by tower meteorology, coupling to the atmosphere in VR-CESM1.3 tended to increase $G$ at the UNH open sites (Fig. 6j–k) and decreased $G$ at the UNH-hardwood site (Fig. 6l) and Duke-pine site (Fig. 7l).

3.2.5 Daily and seasonal albedo

Measured ground heat fluxes at the Duke-grass (Fig. 5j) and Duke-DBT (Fig. 7k) were relatively small in summer, typically less than 20 and 8 W m$^{-2}$, respectively, at midday and greater than $-7$ and $-3$ W m$^{-2}$, respectively, at night. PTCLM4.5 simulated a much more pronounced diurnal cycle in $G$ at the Duke-grass site, up to 100 W m$^{-2}$ around local noon and $-35$ W m$^{-2}$ at night during the summer months. Modeled biases from the VR-CESM1.3 simulation of $G$ were greater still at the Duke-grass site, but lower at the Duke-hardwood site.

When forced with tower meteorology, PTCLM4.5 summertime albedo at the UNH-grass site was underestimated by 0.05, though generally well simulated during senescence and the dormant, snow-free season in late fall (Fig. 8a). When both the tower and PTCLM4.5 had snow cover, surface albedo was generally well captured at UNH-grass. However, albedo was greatly overpredicted in PTCLM4.5 when snow cover persisted longer during the spring melt season, as well as

![Graphs showing daily albedo from the Durham, NH (UNH) flux tower cluster (black) and PTCLM4.5 (red), January 2014 through August 2015](https://example.com/graph.png)
Fig. 9  a–c Daily albedo from the Durham, NC flux tower cluster (black) and PTCLM4.5 (red), January 2004 through December 2008.

Fig. 10  a–f Mean snow covered, snow free (dormant), and growing season albedo from the flux towers (circles), PTCLM4.5 (diamonds), and VR-CESM1.3 (triangles)
during a melt event that occurred between mid-December 2014 and late January 2015. The same pattern with respect to snow-covered albedo was apparent at the UNH-crop site (Fig. 8b). At the UNH-hardwood forest, summertime albedo was simulated well by PTCLM4.5, though overestimated in winter when PTCLM4.5 overestimated the albedo of the snow-covered canopy (Fig. 8c).

The annual cycle of albedo predicted by PTCLM4.5 was comparable to the flux tower measurements at the Duke-grass site (Fig. 9a). Snow cover in mid-February 2004 led to a spike in albedo in the Duke-grass flux tower albedo record that was not simulated by PTCLM4.5. Similarly, there were three occasions when PTCLM4.5 simulated snow cover at Duke-grass and subsequent increases in albedo that were not observed in...

Table 3  Summer (June through August) daytime Bowen ratio ($\beta$)

| PFT | Flux tower ID | Flux tower $\beta$ | PTCLM4.5 $\beta$ | VR-CESM1.3 $\beta$ |
|-----|---------------|--------------------|------------------|-------------------|
| BDT | UNH-hardwood  | 0.43               | 0.90             | 0.88              |
|     | Duke-hardwood | 0.21               | 0.67             | 0.59              |
| C3NAG| UNH-grass    | 0.38               | 0.48             | 0.43              |
|     | Duke-grass   | 0.44               | 0.50             | 0.26              |
| NET | Duke-pine    | 0.43               | 0.75             | 0.61              |
| CRO | UNH-crop     | 0.52               | 0.41             | 0.26              |

Fig. 11 Monthly Bowen ratio ($\beta$), 2004–2008, calculated from a Duke-grass, b Duke-hardwood, and c Duke-pine flux towers (black) and PTCLM4.5 (red)
the flux tower albedo record. At the Duke-hardwood site, the PTCLM4.5 annual cycle showed relatively constant albedo through the growing season, whereas the flux tower observations indicated a gradual decrease in albedo from the start of the growing season through senescence (Fig. 9b). Mid-winter albedo at the Duke-pine site was biased low by PTCLM4.5 and biased low (~0.05) in spring and summer (Fig. 9c).

At the UNH-grass and Duke-grass sites, the climatological (1979–2008) mean snow-free, dormant ($\alpha_{SF}$) and growing season ($\alpha_{GS}$) albedo from VR-CESM1.3 did not differ significantly from PTCLM4.5, though both models underestimated $\alpha_{GS}$ relative to the flux tower estimates at UNH-grass (Fig. 10a) and Duke-grass (Fig. 8d).

Mean snow-covered albedo ($\pi_{SC}$) was simulated well by PTCLM4.5 and VR-CESM1.3 at UNH-grass (Fig. 10a) and UNH-crop (Fig. 10c) but was biased high at UNH-hardwood (Fig. 10b). The Duke sites had too few occasions with deep (>10 cm) snow cover to calculate meaningful statistics for $\pi_{SC}$.

### 3.2.6 Monthly and summer Bowen ratio ($\beta$)

The PTCLM4.5 simulated monthly average $\beta$ derived from the daytime average $H$ and $\lambda E$ was compared against observations from 2004 to 2008 at the Duke flux tower sites (Fig. 11). The observed $\beta$ at Duke-grass was generally well captured by PTCLM4.5 from January 2004 through September 2005 (Fig. 11a). At the Duke-hardwood flux tower site, the mid-winter $\beta$ peak was underpredicted by PTCLM4.5, while the summertime minimum in $\beta$ was overestimated by PTCLM4.5 (Fig. 11b). At the Duke-pine site, $\beta$ tended to be biased high in PTCLM4.5, particularly in winter (Fig. 11c). At the UNH towers, winter snow cover frequently led to large negative $\beta$ values when surface air temperature was warmer than the skin temperature of the snow and/or frozen ground and sensible heat flux was negative. As such, only mean summertime $\beta$ values are presented (Table 3).

The climatological mean summertime $\beta$ during the day was calculated for the VR-CESM1.3 simulations (1979–2008) and compared to summertime $\beta$ at the flux tower sites and PTCLM4.5 simulations (Table 3). In general, modeled $\beta$ at the forested sites was biased high relative to the flux tower estimates. PTCLM4.5 and VR-CESM BDT $\beta$ was nearly double the $\beta$ calculated from the flux tower data at UNH-hardwood and Duke-hardwood sites. For the Duke-pine site, both PTCLM4.5 and VR-CESM1.3 overpredicted summertime $\beta$. At the Duke-grass flux tower site, $\beta$ was simulated reasonably well by PTCLM4.5 when forced with tower meteorology, but was biased low in the VR-CESM1.3 coupled simulations. The
UNH-crop tower had a low bias in modeled PTCLM4.5 summertime $\beta$ that worsened in VR-CESM1.3. It is worth noting that 2007 was a severe drought year, and temporal shifts in the Bowen ratio at the Duke-hardwood (Fig. 11b) and Duke-pine (Fig. 11c) may be due to inadequate drought response in PTCLM.

### 3.2.7 Diurnal cycle of aerodynamic resistance to heat transfer ($r_{aero}$, $r_{ah}$, and $r_{am}$)

The diurnal cycle of $r_{aero}$ was evaluated to explore the ability of the uncoupled PTCLM4.5 and coupled VR-CESM1.3 to represent the efficacy of heat transfer to and from the atmosphere (see Eq. 3). The diurnal cycle of $r_{aero}$ was calculated using Eq. 3 for the flux towers, PTCLM4.5, and VR-CESM1.3 during the summertime growing season (Fig. 12) and in winter (Fig. 13). In summer, PTCLM4.5 tended to overpredict $r_{aero}$ at night, while VR-CESM1.3 had a tendency to underpredict $r_{aero}$. The largest nighttime bias in growing season $r_{aero}$ occurred at the Duke-pine site (Fig. 12f). The underpredicted $r_{aero}$ suggests that VR-CESM1.3 is more efficient at exchanging heat between CLM4.5 and CAM5.1 than the uncoupled PTCLM4.5 runs. This may be due to observational constraints placed on PTCLM4.5.

In winter, $r_{aero}$ was overpredicted by PTCLM4.5 at all UNH flux tower sites (Fig. 13a–c). At both the UNH sites and the Duke sites, the diurnal cycle of $r_{aero}$ was less pronounced in VR-CESM1.3 compared to PTCLM4.5 and tower estimates. The winter diurnal cycle of $r_{aero}$ was simulated well by PTCLM4.5 at the Duke-grass site (Fig. 13d) and the Duke-hardwood site (Fig. 13e) but underpredicted by VR-CESM1.3 at night. For the Duke-pine site, PTCLM4.5 overestimated $r_{aero}$ at night (Fig. 13f).

The PTCLM aerodynamic resistance terms explicitly using the Monin–Obukhov similarity theory for heat ($r_{ah}$) and momentum ($r_{am}$) were also evaluated against the tower $r_{aero}$ and PTCLM $r_{aero}$ (Fig. 14). The UNH-grass site shows widespread agreement among tower $r_{aero}$ and PTCLM $r_{aero}$, $r_{ah}$, and $r_{am}$, while the Duke-grass site tends to have higher $r_{aero}$ values compared to MO-derived $r_{ah}$ and $r_{am}$. At the UNH-hardwood and Duke-hardwood sites, the PTCLM aerodynamic resistance terms explicitly using the Monin–Obukhov similarity theory for heat ($r_{ah}$) and momentum ($r_{am}$) tend to be higher at night compared to tower and PTCLM $r_{aero}$ values calculated using Eq. 3. The Duke-pine $r_{am}$ and $r_{ah}$ diurnal cycles are very similar, though morning $r_{aero}$ values in PTCLM tend to be lower than PTCLM $r_{am}$ and $r_{ah}$.
4 Discussion

Land surface models are commonly used for assessing the climate impacts of land cover, but care must be taken to understand the limitations of the models. In the PTCLM4.5 simulations forced by tower meteorology, each PFT received slightly different forcing data. In coupled VR-CESM1.3 simulations, forcing data were provided by a freely evolving atmosphere at the grid cell level such that all PFTs contained within the same grid cell received the same atmospheric forcing. In this setup, PFT-level output from VR-CESM1.3 provides an ideal model configuration for understanding the influence of land cover on surface climate because it eliminates confounding effects due to differences in forcing data, isolating and clarifying the effects of land cover.

The diurnal cycle of \( R_n \) was captured well at all PFTs in both PTCLM4.5 and VR-CESM1.3; however, modeled albedo remained high during periods of snowmelt when tower albedo indicated snow-free conditions. We suspect this offset is related to melt patterns below the net radiometer footprint identified in March 2017 (Fig. 15). Snowmelt occurs earlier in the footprint of the net radiometer, which has a taller canopy with stiffer, untiled vegetation that is not as susceptible to compaction as the grasses that were tilled just beyond the footprint of the tower. Detailed snowpack conditions are not available for 2014–2016, so we cannot draw any conclusions on the fidelity of snowpack simulation in PTCLM at the open field sites at this time. Site visits in winter 2016/2017 confirmed that a large melt puddle forms below the net radiometer footprint well before the rest of the field begins to melt out (Fig. 15).

During the growing season, the diurnal cycle of net radiation is simulated well in PTCLM and VR-CESM; however, the partitioning of sensible and latent heat revealed strong biases in the forested sites. Based on flux tower observations, summertime \( \lambda E \) tended to be higher over forested lands.
compared to deforested lands, but this pattern was not reflected in either PTCLM4.5 or VR-CESM1.3. Watershed scale studies (e.g., Ford et al. 2011) generally confirm that $\lambda E$ is greater in forested landscapes compared to deforested lands, so the discrepancy between the observations and the model is more likely due to model simulation of $\lambda E$ than due to observational biases. When we forced PTCLM4.5 with flux tower meteorology, modeled summertime $H$ was overestimated and $\lambda E$ was underestimated relative to the flux tower estimates at the forested sites at UNH and Duke. Given the compensating biases in latent and sensible heat, it is not surprising that the modeled PTCLM4.5 summer $I$ for forests was higher than the flux tower $I$ (Table 3). Despite the biases in $H$ and $\lambda E$, the amplitude of the seasonal cycle in monthly $I$ was generally well captured at the Duke sites (Fig. 11).

There are several possible reasons for the biases in latent and sensible heat for the forested PFTs simulated in this study. In CLM4.5, latent and sensible heat fluxes depend on PFT-specific aerodynamic parameters that determine resistance to heat, moisture, and momentum transfer and PFT-specific photosynthetic parameters that determine stomatal resistance, photosynthesis, and transpiration (Oleson et al. 2013). While these values may represent average values across PFTs on a global scale, the species at individual flux tower sites evaluated using PTCLM4.5 may differ from global PFT averages. Recent work with CLM5 has shown that the choice of empirical or optimized stomatal conductance models has little effect on evapotranspiration; however, species-specific parameters can result in high sensitivity and biases in evapotranspiration (Franks et al. 2018).

The addition of a multilayer canopy model in newer versions of CLM4.5 demonstrates reduced biases in latent and sensible heat (Bonan et al. 2018). Additionally, the influence of biogeochemical cycling on simulation of surface energy fluxes could be explored in more detail in future versions of CLM. The PTCLM4.5 and CESM1.3 simulations in this study were run in satellite phenology (CLM4.5-SP) mode; the biogeochemistry model (CLM4.5-BGC) was not active. For CESM1.3, this means that leaf area and stem area indices (LAI, SAI) and vegetation heights were prescribed in CLM4.5-SP from MODIS-based climatological estimates of LAI and SAI. For PTCLM4.5-SP, one can prescribe LAI, SAI, and canopy top and bottom heights to more closely match observations, though the values will not change dynamically with meteorological forcing and nutrient availability (e.g., nitrogen). Experiments running CLM4.5 in BGC mode were not conducted here but would be important to compare with SP mode in future versions of CLM to evaluate the impact on energy and water fluxes, as has been done in CLM4.0 (Lawrence et al. 2011).

Soil column sharing among PFTs within the vegetated land unit of a VR-CESM1.3 grid cell also affects partitioning of latent and sensible heat in CLM4.5 (Schultz et al. 2016). In a grid cell corresponding to the location of the Duke sites, the effect of soil column partitioning reduced (increased) $H$ and $\lambda E$ by 10 W m$^{-2}$ and increased (reduced) ground heat flux ($G$) by 20 W m$^{-2}$ for forested (grass) PFTs. Soil column
partitioning could therefore explain about 10% of the bias in latent heat and sensible heat at the Duke-hardwood and UNH-hardwood sites and the Duke-pine site.

While large biases in modeled growing season $G$ were identified at the Duke-grass open field site and Duke-hardwood hardwood site, it should be noted that large uncertainties in the measurement of $G$ at the Duke Ameriflux sites—resulting from a combination of soil heterogeneity that may not be representative of the eddy covariance footprint and a lack of energy balance closure, estimated at 20% imbalance (Wilson et al. 2002)—could account for much of the model bias.

We do not suspect that biases in $H$ and $\lambda E$ would be alleviated by improvement in simulation of $r_{\text{ah}}$ or $r_{\text{am}}$ because the largest differences in aerodynamic resistance parameters ($r_{\text{aero}}$, $r_{\text{ah}}$, and $r_{\text{am}}$) occurred at night over forested canopies. We see little divergence in modeled $r_{\text{ah}}$ and $r_{\text{am}}$ for any of the simulated land cover types; however $r_{\text{ah}}$ and $r_{\text{am}}$ are generally much greater at night compared to $r_{\text{aero}}$. This could be due to $u^*$ filtering and exclusion of stable boundary layer conditions at night in the observations, biasing $r_{\text{aero}}$ values low relative to $r_{\text{ah}}$ and $r_{\text{am}}$. Additionally, the PTCLM4.5 parameterization of vegetation properties such as canopy height is uniform in the model, but variable in the observations.

5 Conclusions

We tested the ability of the coupled VR-CESM1.3 and uncoupled PTCLM4.5 to simulate key surface properties and energy fluxes for common plant functional types in the Eastern USA. Results demonstrated model biases in turbulent fluxes for forested PFTs that in some cases were improved with coupling to the atmosphere and that the variable-resolution grids do not adversely impact simulation of surface energy fluxes compared to the uniform 1° CEMS grid.

Future experiments should include VR-CESM runs conducted with CLM-BGC, in which LAI, SAI, and other vegetation-related variables dynamically respond to surface climate forcing, and in-depth evaluation of carbon fluxes could be evaluated. Additionally, the VR-CESM simulations presented here were limited to the PFTs available in tower clusters in the Eastern USA. Additional simulations that evaluate tropical and high-latitude PFTs have not been evaluated here but would be important to consider for future simulations.

In contrast to uncoupled simulations forced by reanalysis data, VR-CESM1.3 has the advantage of a freely evolving coupled climate system that is necessary for investigating feedbacks between LULCC and other anthropogenic forcings (e.g., greenhouse gases). The model grid configuration of VR-CESM1.3 with PFT-level (subgrid) output shows potential as a research tool for understanding how land cover influences surface climate without the confounding effects of differences in forcing and changes in atmospheric circulation imposed through traditional deforestation experiments (Lawrence et al. 2016).
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