Symbolic partition in chaotic maps
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In this work, we only use data on the unstable manifold to locate the partition boundaries by checking folding points at different levels, which practically coincide with homoclinic tangencies (HTs). The method is then applied to the classic two-dimensional Hénon map and a well-known three-dimensional map. Comparison with previous results is made in the Hénon case and Lyapunov exponents are computed through the metric entropy based on the partition, to show the validity of the current scheme.
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Symbolic dynamics is a very effective description of chaotic motion that captures robust topological features but ignores coordinate-dependent metric properties of a system. However, it is difficult to produce a good symbolic partition, especially in high dimensions where the stable and unstable manifolds get entangled in a complex manner. In this paper, we propose a new scheme which only focuses on the unstable manifold and thus avoid the computation of the possibly high-dimensional stable one. With this simplification, the scheme may be applied in more general situations to efficiently carry out the symbolic partitions.

I. INTRODUCTION

In the mid-1600s, Newton started the research on differential equations and solved the two-body problem. Later-generation mathematicians and physicists tried to extend Newton’s method to the well-known three-body problem but miserably failed until Poincaré introduced a new point of view which focuses on qualitative rather than quantitative features of the dynamics. When a motion turns chaotic, analytic approximation becomes less useful and geometric description seems more natural. A very useful tool to represent the topological feature of chaos is symbolic dynamics, which translates points on the attractor into long sequences of symbols drawn from a given set labeling different patches of the attractor, and the dynamics into a shift in the symbol sequence. The key to the construction of good symbolic dynamics is to find a simplest partition which is able to assign each point on the attractor a unique symbol sequence\textsuperscript{11}.

In flows, although it is possible to distinguish different orbits with orbit topology\textsuperscript{2}, a common practice is converting it to a map on a well-chosen Poincaré surface of section. If a 1D map is chaotic on an interval, it is possible to make partitions with extremum points\textsuperscript{3}. In higher dimensions, things become much harder and we need to check the homoclinic tangencies (HTs) of the stable and unstable manifolds of particular invariant set. For some two-dimensional maps, many approaches which heavily rely on the geometry of phase space, have been successfully used to generate symbolic partitions. Hénon map\textsuperscript{4}, for example, a classical two-dimensional map, is used by many authors for different schemes of symbolic partition\textsuperscript{5–13}, where the stable and unstable manifold of a fixed point is often built to search for the HTs, both of which are one dimensional and relatively easy to compute. Even so, at some parameter values, the precise determination of the primary homoclinic tangencies (PHTs) turns illusive\textsuperscript{5–7,14}. For maps in three or more dimensions, the partition becomes even harder since the stable or unstable manifold has a dimension higher than one, which may be very difficult to describe quantitatively. In Hamiltonian systems
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or the like, an interesting homotopic lobe dynamics could be used to define a symbolic partition, where “holes” play an essential role instead of the HTs in the usual consideration. One interesting set of approaches rely on unstable periodic orbits densely embedded in the chaotic attractor, to generate unique symbol sequences. However, in order to guarantee the accuracy, those methods require a sufficient number of unstable periodic orbits which is a challenge in the case with limited, noisy, time series data. Symbolic partition could also be constructed with the help of a network that well shapes the system dynamics and sometimes approximation of the generating partition could be obtained by properly designed stochastic optimization techniques.

Here we propose a new approach which focuses only on unstable manifolds of maps. Since real-world maps including those defined on Poincaré sections for flows are quite dissipative, i.e., the Lyapunov dimension is low. In fact, the unstable manifolds of most well-known maps have a dimension less than three and often are even one-dimensional in some parameter regime, which indicates a high dimension of the stable manifold and thus brings trouble to the conventional computation of HTs. In our method, however, folding points could be conveniently determined on the unstable manifold, which could be identified as a subset of the HTs and thus used for symbolic partition. For finite resolution, the set of partition points once determined can also be used to deduce the number of symbols that are needed. The scheme is tested on the Hénon map at different parameter values and successfully applied to a well-known three-dimensional map.

In the following, we explain the basic idea of the new approach based on an observation in the 1D map in Section 2, emphasizing the importance of the stretching and folding mechanism of chaos generation. In Section 3, Hénon map is used as an example to show how partition points are detected on the unstable manifold of a fixed point, when foldings are strong or not so strong. To further check the validity of the new method, we will extend the application to a three-dimensional map in Section 4, which has a very complex attractor, being proposed by A. S. Gonchenko and S. V. Gonchenko and also mentioned in Ref. Compared with 2D maps, new troubles emerge concerning the 3D structure, but our method still works very well. In the end, we compute the metric entropy to justify our partition, like what other authors did. The results are summarized in Section 5.

II. FOLDING POINTS AND SYMBOLIC PARTITION

First, we have a close look at the folding points that determine the symbolic partition in the 1D map. As we know, the action of a map leading to chaos consists of two steps: stretching and folding. For example, in the logistic map $x_{n+1} = rx_n(1-x_n)$ with $r = 4$, the points in the interval $[0, 1]$ can be viewed as being stretched twice to its original length and then folded back as shown in FIG. 1. As a result, the interval $[0, 1]$ is decomposed into two subintervals on either of which the map is monotone and extends the subset to the full interval. As the iteration goes on, each subinterval is divided into smaller and smaller intervals to ensure the monotonicity. In general, our method starts with a “baseline” which plays a similar role to the interval $[0, 1]$ but needs to be determined (see FIG. 1 and Remark II below), which may not be so obvious in high-dimensional maps, especially when the folding is not strong enough. Iterations of the baseline leads to layers of segments, each of which looks more or less similar to the baseline and is sequentially connected to each other with “folding points” to be characterized in detail below. Therefore, each segment is bounded by two folding points at the two ends and can be viewed as some kind of “maximally stretched” piece of the manifold.

Hence, precisely determining the location of foldings is essential to the symbolic partition since in the process of stretching and folding, two areas
\(B_01\) and \(B_{02}\) will be mapped to the same area \(B_1\) after one iteration as shown in FIG. 1, so that the symbolic sequences after one shift would be the same for the corresponding points in \(B_01\) and \(B_{02}\). Therefore, these pairs of points have to lie in different symbol regions before the mapping. Thus the folding point should play the role of the partition point since any neighborhood of it contains points approaching each other after one or several iterations, which belongs to the set of HTs mentioned before in two or higher dimensions. As displayed in FIG. 1, \(A_1\) is the “folding point” and the partition should be made at its preimage — the “critical point” \(A_0\), which is also called “primary turning point” in the literature. Thus, we have

**Remark I:** folding points emerge from multiple iterations of the baseline and a segment is part of the manifold between two consecutive folding points which is maximally stretched locally. Images of folding points are still folding points and for each genealogy group there is a starting one whose preimage is called a critical point where the radius of curvature is about the size of the attractor.

To locate a folding point precisely, therefore, we may do a few more iterations in the relevant small neighborhood to get a fully folded structure and unambiguously pick up the unique point with the maximum curvature and then make a few inverse iterations of this point to get it. The key of our method is to define a proper baseline and to locate proper folding points to separate these segments, which is similar to the search for PHTs in other algorithms.

**Remark II:** The baseline satisfy the following three conditions:

- The chosen fixed point lies on the baseline.
- The baseline is part of the unstable manifold of the saddle point.
- It stretches continuously in both directions until touching the folding points.

In the current scheme, only a well-selected segment on the unstable manifold of a chosen fixed point is employed as the baseline, which will be iterated a few times to get layers of unstable manifold segments that are separated by the folding points. Each folding point defines a family of points and we need to pick up one as the first folding point and the preimages of these folding points can be chosen as the critical points for partition. In the following, if not stated otherwise, the term “folding point” is usually referring to the first folding point in its family.

In addition, we also want to know how many symbols is required for a chaotic map by simply checking the number of critical points on each segment in different layers. For example, in the logistic map with \(r=4\), there is one folding point after one iteration of the baseline, so the baseline can be decomposed to two intervals represented by two symbols, 0 and 1. As later iterations exactly overlap the same interval, there would appear no new critical point and hence two symbols are enough for a good partition. Thus we have

**Remark III:** the number of symbols for a map is determined through the following two steps:

- If the number of critical points is \(N\) on a segment, the number of symbols is \(N+1\) locally.
- The number of symbols for a map may be chosen as the maximum number of symbols among all segments.

To summarize, for a particular map, our partition scheme consists of the following steps:

1. Define a proper baseline in the attractor according to Remark II;
2. Iterate the map on the existing part of the unstable manifold and locate the newly emerging folding points according to Remark I;
3. Repeat step (2) until a preset resolution is reached;
4. Determine the set of critical points according to Remark I;
5. Determine the number of symbols according to Remark III, based on which the symbolic partition is done.

### III. Generating Symbolic Partition in 2D Maps

In this section, we will apply the new scheme to the classical Hénon map for different parameter values. The equation of the Hénon map is

\[
x_{n+1} = -ax_n^2 + y_n + 1, \quad y_{n+1} = bx_n, \]

(1)
FIG. 2. Hénon map Eq. (1) with $a=1.4$, $b=0.3$: (a) part of the unstable manifold of the fixed point (black star) with six maximum curvature points (red star). (b) the folding and the critical points: by one iteration of the baseline $S_1$, a new segment $S_2$ emerges with the folding point $P_3$ and the critical point $A_0$ on $S_1$ is the preimage of $P_3$; one iteration of $S_2$ results in two new segments $S_3$ and $S_4$ along with the folding point $P_7$. The critical point $B_0$ on $S_2$ is the preimage of $P_7$.

FIG. 3. The symbolic partition for Hénon map at different parameters and the partition line (black dot-dashed line) connects the critical points (red star): (a) $a = 1.4$, $b = 0.3$; (b) $a = 1.0$, $b = 0.54$.

where $a$ is a parameter that controls the folding and $b$ for the dissipation. With the conventional value $a = 1.4$, $b = 0.3$, the folding is strong enough for us to crisply locate the critical points, while with $a = 1.0$, $b = 0.54$ where the folding is insufficient, troubles emerge which we will show how to deal with in our scheme. Just like what we did in 1D maps, we first need to find a baseline on the unstable manifold. Hobson\cite{hobson2021} proposed a numerical scheme which computes stable or unstable manifolds quite accurately and is hence utilized in the following. It starts from a short line near the fixed point along the unstable eigenvector, and an approximation of the unstable manifold results from multiple iterations of this short line.

A. Parameter: $a=1.4$ $b=0.3$

In this case, following Hobson’s procedure, we choose a short line $|x - x^*| < 0.001$ along the unstable direction through the fixed point that lies nearest to the attractor, which produces the unstable manifolds in FIG. 2(a). The structure of the Hénon attractor suggests that the attractor is Cantor-like in the transverse direction and the saddle point sits on the edge of the attractor. Benedicks and Caelson\cite{benedicks1993} and Simó\cite{simon1994} proved that the attractor is the closure of the unstable manifold of the saddle point.

To determine the baseline, we calculate curvatures along the unstable manifold in FIG. 2(a). The
FIG. 4. The entropy $h_n$ (red circles) Eq. (3) for the Hénon map Eq. (1) with $a=1.4$, $b=0.3$ and $a=1.0$, $b=0.54$ and 3D map Eq. (4) with $a=-1.86$, $b=0.72$, $c=0.03$. $n$ denotes the length of the considered symbol sequences. The horizontal blue line indicates the benchmark value of the Lyapunov exponent: (a) for the partition in FIG. 3(a); (b) for the partition in FIG. 3(b); (c) for the partition in FIG. 7.

local maximum curvature at P1 is $3.6435 \times 10^4$; P2: $30.5987$; P3: $1.5630 \times 10^4$; P4: $31.5920$; P5: $1.5802 \times 10^5$; P6: $32.1653$. The segment between P3 and P5 fits Remark II because it reaches the maximum stretching in both directions which can thus be defined as the baseline. Nevertheless, P3 and P5 are only approximations of the true folding points. If we want to locate them more accurately, a few more iterations of their neighborhoods will be able to determine more precisely the points with local maximal curvatures. The same number of inverse iterations of these points then gives better location of the foldings. In the following, we carry out this.

In FIG. 2(b), by iterating the baseline S1 one step, a new segment S2 is produced together with the folding point P3 according to Remark I. Here the S1 and S2 both reach a maximum stretching locally. To locate P3 more accurately, a point with a maximum curvature of $2.6742 \times 10^{12}$ is reached by iterating nine more steps and P3 is obtained by nine inverse iterations of this point. The preimage of P3 is the critical point $A_0$ where the radius of curvature is of the same order of the whole attractor. For S2, a similar procedure is followed to locate the folding point P7 and the critical point $B_0$. In this process, two new segments S3 and S4 are emerging, the critical points of which could be detected similarly. Putting all this information together, we get the partition in FIG. 3(a) at this level.

In order to justify our partition, we compute the metric entropy $h$ and compare it with the Lyapunov exponent which is supposed to be equal to $h$ if the partition is correct, as suggested by Grassberger and Politi. Also L. Jaeger and H. Kantz showed that for wrong partitions this computation would not have a right convergence.

More explicitly, here we use a less biased estimator which was proposed by T. Schürmann and Grassberger

$$H_n = \sum_{i=1}^{M} \frac{k_i}{N} \left( \Psi(N) - \Psi(k_i) + \ln(2) + \sum_{j=1}^{k_i-1} \frac{(-1)^j}{j} \right),$$

(2)

where $M$ represents the number of types of sequences $(s_1, \ldots, s_n)$ and $k(s_1, \ldots, s_n)$ the number for each type. $\Psi(x)$ is the logarithmic derivative of the gamma
FIG. 5. Hénon map Eq. (1) with $a = 1.0, b = 0.54$: (a) part of the unstable manifold of the fixed point (black star) with three maximum curvature points (red star); (b) the folding and the critical points: by one iteration of the baseline S1, a new segment S2 emerges with the folding point P1 and the critical point $A_0$ on S1 is the preimage of P1; one iteration of S2 leads to two new segments S3 and S4 along with the folding point P4. The critical point $B_0$ on S2 is the preimage of P4; one iteration of S3 leads to a new segment S5 along with three maximum curvature points; one iteration of S4 leads to a new segment S6 along with one maximum curvature point; (c) the points P4, P5, P6 will be mapped to points $P_4'$, $P_5'$, $P_6'$ after one iteration.

function. The difference

$$h_n = H_{n+1} - H_n$$

should converge to the Lyapunov exponent when $n \to \infty$ if the partition is a valid symbolic one. We choose a trajectory with length $2^{31}$ for the calculation. In this example, with the current setting, the $h_n$ converges well to the Lyapunov exponent $\lambda = 0.41938$, as shown in FIG. 4(a).

Here, we would like to mention that the proper folding points are easy to select in the current example since the dissipation of the map is strong enough. In the general case where the dissipation is not enough, ambiguity could arise as in the following example.

B. Parameter: $a=1.0$ $b=0.54$

Compared to the previous case, here we deal with a situation in which the folding is not strong, leading to uncertainty that entails different partitions.\cite{6,7,14} With the current parameter values, Grassberger and Kantz\cite{6} produced a partition by searching for PHTs, but there is no precise definition on what is “primary”. Hansen\cite{7} arrived at a different partition by employing the same method but also investigating changes of critical points with the parameters. Moreover, he explained why his partition is better. Later various definitions of PHTs were proposed, but may only be used on specific occasions.\cite{6,12} Giovannini and Politi\cite{5} used a new method which is also focused on the changes of critical points with the parameters to explore what’s characteristic of PHTs and found interesting bifurcations in the generation of symbolic partitions. But for PHTs, they finally gave a conclusion “... it is not possible to give a priori a nonambiguous definition of the primary homoclinic tangency” and “We think that the only meaningful way to determine a PHT is via a trial-and-error procedure”. Biham and Wenzel\cite{14} also obtained a different partition through a set of unstable periodic orbits. Grassberger compared his
result in $\text{Re}^{h}$ with that in $\text{Re}^{l}$ and delivered an explanation in $\text{Re}^{p}$.

As we did before, a few iterations of the short line in the unstable direction of the fixed point results in the structure in FIG. 5(a), on the initial part of which we find three points with local maximum curvature. The curvature at P1 is $8.5531 \times 10^{2}$; P2: 7.0742; P3: 1.0226 $\times 10^{5}$. According to Remark II, the points between P1 and P3 can be defined as the baseline. In FIG. 5(b), by one iteration of the baseline S1, a new segment S2 emerges on which we get the folding point P1 according to Remark I and then the critical point A0. Then one iteration of S2 results in two new segments S3 and S4 emerges. However, the folding is not so obvious and it’s only mildly folded after one iteration. The curvatures at P4 is $8.2807$; P5: 7.3609; P6: 1.3997. Here it’s a little bit hard for us to figure out which part will be folded. To determine the exact folding position, we do one more iteration of S2 and see in FIG. 5(c) that the curve is folded at P4′ which thus distills P4 as the folding point. Then the critical point B0 on S2 is the preimage of P4. By one iteration of S3 and S4, the critical points could be detected similarly. However, the difference is, with one iteration of S3, a new segment S5 is produced which is still stretching locally and P8 does not break it. As a result, no critical point exists on S3. With a similar argument, we conclude that no folding point could be defined on S6 and hence there is no critical point on S4, either. This process could be carried on for more iterations. Finally, after dealing with 180 segments, we get the partition in FIG. 5(b) and the accuracy reaches $1.0 \times 10^{-9}$.

Like what we did before, in order to justify our partition, we compute the metric entropy $h$ which should converge well to the Lyapunov exponent if the partition is a valid symbolic one. The calculation was performed with a series of length $2^{31}$ and the $h_{n}$ converges well to the Lyapunov exponent $\lambda = 0.26315$ with the current setting, as shown in FIG. 5(b), which is identical to what K. Hansen obtained in Ref. 2.

IV. SYMBOLIC PARTITION IN A 3D MAP

In this section, we will extend its application to three-dimensional maps. The map that we deal with is proposed by A.S. Gonchenko and S. V. Gonchenko, which could be written as

\[
\begin{align*}
x_{n+1} &= y_{n} \\
y_{n+1} &= z_{n} \\
z_{n+1} &= bx_{n} + az_{n} + cy_{n} - 1.45z^{2} + 0.515yz - y^{2}
\end{align*}
\]

(4)

where $a = -1.86, b = 0.72, c = 0.03$. The nonlinear term only exists in the equation for the $z$-component. But the dynamics is chaotic at the current parameter values and the strange attractor looks much more complicated than that of the Hénon map.

As what we did in 2D maps, we first need to find a proper baseline. However, for 3D maps, it’s not as easy as in 2D maps since the unstable manifold appears entangled in a complex way in three dimensions. But Remark II still works. Five points with locally maximum curvatures are identified on the initial part of the manifold as shown in FIG. 6(a). The curvature at P1 is 178.3072; P2: 8.3593; P3: 3.0808; P4: 76.5475; P5: 2.7255. And the iteration goes with $P3 \rightarrow P2 \rightarrow P4 \rightarrow P1$, i.e., they belong to the same genealogy group and there is a starting one whose preimage is the critical point. P5 belongs to another genealogy group. According to Remark II, the baseline stretches continuously in both directions until touching the folding points, but at the same time, the baseline between two consecutive folding points is maximally stretched locally according to Remark I. Thus, the baseline captures the overall features of the dynamics but keeps a simple structure. Therefore, the segment between P1 and P4 can be defined as the baseline, which will be folded at P4 after one iteration. According to Remark I, P4 can be defined as a folding point. Its preimage $A_{0}$ is the critical point shown in FIG. 6(b). In all the subfigures of FIG. 6(c)-(f), black segments are mapped to red segments after one iteration. In FIG. 6(c), there is a maximum curvature of 6.0620 at P6. But because the red segment is still stretching locally and P6 does not break it, so according to Remark I, it can’t be defined as a folding point. Therefore, there is no critical point on this black segment. In FIG. 6(d), the red segment will be folded at P7 with a curvature of 25.0883 and the new segments which are separated by P7 have reached the maximum stretching locally until P7 breaks it, so it can be regarded as a folding point and thus locates the critical point $B_{0}$ as a preimage. In FIG. 6(e), the maximum curvature at P8 is 8.9726 and the red segment is still stretching locally and P8 does not
FIG. 6. 3D map Eq. (4) with $a = -1.86, b = 0.72, c = 0.03$: (a) part of the unstable manifold of the fixed point (black star) with five maximum curvature points (red star). The projection (in red line) on the $(x, y)$-plane is also displayed; (b) the folding and the critical points: by one iteration of the baseline $S_1$, a new segment $S_2$ emerges with the folding point $P_4$ and the critical point $A_0$ on $S_1$ is the preimage of $P_4$; (c) a new red segment emerges with $P_6$ by one iteration of the black segment; (d) two new red segments emerges with folding point $P_7$ by one iteration of the black segment and the critical point $B_0$ is the preimage of $P_7$; (e) a new red segment emerges with $P_8$ by one iteration of the black segment; (f) two new segments emerges with folding point $P_{10}$ by one iteration of the black segment and the critical point $C_0$ is the preimage of $P_{10}$.

Like what we did in 2D maps, in order to justify our partition, we compute $h_n$ and compare it with the Lyapunov exponent if the partition is correct. Here the calculation was performed with a series of length $2^{31}$ and we find that $h_n$ converge well to the Lyapunov exponent $\lambda = 0.157$ with the increase of $n$, as shown in FIG. 4(c).
V. CONCLUSION

Symbolic partition is essential for a topological
description of orbits in nonlinear systems but
remains a challenge for long. In this paper, we focus
on the unstable manifold of certain invariant set
and carry out the partition based on the stretching
and folding mechanism of chaos generation. Three
remarks are listed as our guidelines, which starts
with the determination of folding points, since
folding points not only define the baseline of the
manifold but also gives critical points as their
preimages. Critical points serve as boundary points
for a symbolic partition. Our scheme is successfully
demonstrated on the Hénon map with different sets
of parameters and on a well-known 3D map.

The focus on the unstable manifold in our
approach avoids the study of possibly high-dimensional
stable manifold, which may accelerate computation
in an essential way. As a result, we do not have to
search HTs in the full phase space but instead pin
down the critical points by iterations only on the
unstable manifold. After the iteration genealogy of
folding points is sorted out, the partition seems easy
to do. However, the determination of the precise
starting point in the genealogy could be a problem
if the folding process is slow, just as defining the
PHTs in the literature which could be a source of
confusion. Nevertheless, the organization of the
layered structure in the current approach may help alleviating difficulties as shown in the examples.

In the current computation, the determination of
the baseline and individual segments is essential to
the success of the application. In all the examples,
we utilized the unstable manifold of a well-chosen
fixed point. Whether this is generally applicable is
a question that needs further exploration. Also, we
only applied the scheme to maps with just one unsta-
ble direction. How to extend it to high-dimensional
maps with multiple unstable directions is key for its
application in real-world problems. For flows in the
phase space, a common practice is to choose a proper
Poincaré section and construct the return map so
that the current technique may still apply. How-
ever, in general, it is near impossible to select a good
section that works for all orbits and thus a global
map is hard to obtain. It appears very rewarding to
investigate the possibility of carrying out symbolic
partition directly in the full phase space of a flow
with an extended scheme.
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