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Abstract. Medical Ultrasound (US), despite its wide use, is characterized by artefacts and operator dependency. Those attributes hinder the gathering and utilization of US datasets for the training of Deep Neural Networks used for Computer-Assisted Intervention Systems. Data augmentation is commonly used to enhance model generalization and performance. However, common data augmentation techniques, such as affine transformations do not align with the physics of US and, when used carelessly can lead to unrealistic US images. To this end, we propose a set of physics-inspired transformations, including deformation, reverberation, and Signal-to-Noise Ratio, that we apply on US B-mode images for data augmentation. We evaluate our method on a new spine US dataset for the tasks of bone segmentation and classification.
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1 Introduction

Ultrasound (US) is a radiation-free, low-cost, and flexible imaging technique. However, US is characterized by low signal-to-noise ratio (SNR), artifacts, such as phase aberration, reverberation or scattering and an increased operator dependency. These attributes account for high variability in US images. Due to these shortcomings, interpreting US scans is an especially challenging task.

With the rise of machine learning in medical imaging, Deep Neural Networks (DNN) are applied to US imaging to facilitate their interpretation \[1\]. Applications for these methods include bone segmentation and bone registration \[21\] \[22\] \[23\] \[24\]. Successful execution of these tasks can enable the development of innovative applications with an increased degree of autonomy, including robotic scans and diagnostic support \[18\] \[19\] \[20\]. However, training DNNs requires large and diverse datasets. For medical US such datasets are limited due to the strenuous acquisition and annotation process.

Moreover, US datasets that can be used for training DNNs should cover a wide range of variability, induced by operator dependency, US machines, acquisition
parameters, and subject-anatomies. Such diverse US datasets could ensure the generalization of DNNs to an unseen test subject during a computer-aided intervention.

In many computer vision tasks, data augmentation is applied to overcome the lack of training data [2]. For DNNs trained with natural images, datasets are artificially increased by applying different transformation techniques. Augmentation methods could broadly be divided into two categories, namely synthetic data generation and image modification. In the first category, generative adversarial networks (GANs) [3] are used to create synthetic data based on the limited available dataset. Such models have been applied by Zaman et al. [4] on US images for different time gain compensations, different depths and different roll and pitch motions of the US probe. Synthetic augmentations, however, require a rather large amount of data to train the GAN and are, therefore, not suited for every scenario.

In the second category, classical image modifications, such as random scaling, translations, rotations, and Gaussian noise additions, are applied to a dataset. In US this approach has been used in different works. Baka et al. [5] performed data augmentation through mirroring and small free-form deformations in US spine images for bone segmentation. Other works applied random shifting ([6], [11], [13]), random flipping ([6], [9], [7], [8], [11], [13], [14]), different translations ([8], [12]), rotation transformations ([9], [10], [12], [13], [14]) and varying brightness ([7], [9]) as an approach for data augmentation.

However, these classical augmentations are based on the mechanisms behind optical cameras which strongly differ from the principles of US. Applying these transformations to US scans could create unrealistic US images inconsistent with the real variability in US acquisitions. A horizontal flipping (Fig. 2 a)) of the US image is still consistent with a 180-degree rotation of the US transducer. A vertical flipping, however, would result in a shadowing region between a strong reflector and the transducer, as shown in Fig. 2 b) which does not reflect the physical model of attenuation. Rotations and translations of the image (shown in Fig. 2 c), d)) result in displacement between the location of the transducer at the top of the image and the image content, therefore creating a gap between the wave source and reflective tissue.

To this end, we propose a novel augmentation technique for US imaging that is inspired by the physical behavior of US. In this paper our contributions are:

- We propose a novel data augmentation method, using a set of US image modifications that take into account realistic sources of variability in US.
  Our method can expand the size of US datasets and provide anatomically and physically consistent variability.
- We comprehensively evaluate our method on the challenging tasks of bone segmentation and classification regarding the occurrence of bone per frame to showcase its suitability for a variety of crucial tasks for computer-assisted interventions.
- We provide a new spine US dataset, that can be used for tasks such as automated robotic US scanning and intelligent localization of regions of interest.
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Fig. 1: Our proposed data augmentation pipeline: from US images and corresponding bone masks (yellow), different augmentations are generated (green) and can be merged in the same image (blue).

Fig. 2: Classical augmentations applied to an US image: a) horizontal flip, b) vertical flip, c) rotation, d) translation, e) scaling, f) shearing, g) brightness adaption.

2 Methods

The proposed augmentations are inspired by the physical model of wave propagation in medical US. These augmentations use the identification of regions of high-echogenicity or attenuation in order to model and augment the wave propagation and resulting B-mode image. We propose augmenting training data based on deformation due to probe pressure, reverberation artifacts and signal-to-noise-ratio, which have been tailored to linear US imaging.

2.1 Deformation

In this section, we propose a deformation model, seen in Fig. 3 that simulates deformations from variations in the contact pressure of the US probe on interrogated tissues. Assuming a transducer displacement \( d_{\text{probe}} \) for a given augmentation, we derive its respective Displacement Field (DF) for the deformed medium. This DF is then applied to the input B-mode image resulting in our proposed augmentation. The DF is generated from a simplified physical model of the interactions of soft tissues, bones and the transducer. Specifically, we assume that soft-tissues are isotropic and homogeneous, that the probe pressure is applied along the axial direction and that the bone is a static body without deformation or transformation. Furthermore, we assume that only tissues between the probe and bone undergo compression and lateral tissue deformation is negligible. In
Fig. 3: Deformation Pipeline: Left: The forces applied by the US probe (red arrows) and bones (green arrows), and the coordinate systems centered in the bone ($x_b, y_b$) and the probe centroids ($x_p, y_p$), respectively. Right: The original B-mode image and label. The label is used to compute the DF ($\Sigma$) induced by the probe pressure. To avoid unrealistic gap above the skin layer, the DF is expressed in the probe coordinate system ($\Sigma^t$) and blurred. $\Sigma^t$ is finally applied to both image and label.

In lateral tissues there is no deformation, thus the DF is constant and equal to $d_{\text{probe}}$. In tissues laying between bone and probe, we can derive the deformation components as $\epsilon_{yy} = F/EA$, where $A$ is the transducer area and $F$ is the force applied by the probe and $E$ is the Young’s Modulus. This can be rewritten as $F = d_{\text{probe}}EA/y_{\text{probe}}$, where $y_{\text{probe}}$ is the position of the probe in the bone coordinate system. Hence, we have:

$$\Sigma(x, y) = \int \epsilon_{yy}dy \bigg|_{\Sigma(x,0)=0} = -H(-y) \frac{F}{EA}y = -H(-y) \frac{d_{\text{probe}}}{y_{\text{probe}}}y$$

where $\Sigma(x, y)$ is the DF. In order to avoid unrealistic gaps between skin and transducer, we rewrite the displacements in the transducer coordinate system. In this coordinate system $y_{\text{bone}}$ is the position of the bone with respect to the probe. This corresponds to applying an offset of $d_{\text{probe}}$ to the DF equation. To ensure smooth transitions between regions with large and small displacements, we add lateral gaussian smoothing. The transducer translation $d_{\text{probe}}$ is randomly sampled in our US augmentation. Pseudo-code is shown in Algorithm 1.

---

**Algorithm 1** Computation of $\Sigma^t$ given $d_{\text{probe}}$

```plaintext
for i, j = 1 : Width, Height do
    $\Sigma(i, j)^t = -d_{\text{probe}}$ if (i, j) is bone or below bone
    $\Sigma(i, j)^t = -d_{\text{probe}}/y_{\text{bone}} \cdot j$ if (i, j) is above bone
    $\Sigma(i, j)^t = 0$ else
end for
smooth($\Sigma^t(i, j)$)
```
2.2 Reverberation

In this Section we propose a method to simulate reverberation artifacts on US data as can be seen in Fig. 4. Our model uses a ray-based approximation and assumes constant a speed of sound $c$ in tissues. Following these assumptions, a highly reflective structure at depth $\Delta$ in the interrogated tissue will generate an echo at $\Delta = \frac{ct_1}{2}$. If the echo intensity is sufficiently high, the signal is again reflected at the tissue-transducer interface back once more at the tissue-interface level. This generates an additional echo in the recorded signal, located at $\Delta_r$:

$$\Delta_r = 2\Delta = t_1 c = \frac{t_2 c}{2}$$

(2)

Multiple reflections, commonly known as reverberation, can occur several times, generating reverberation artifacts located at multiples of $\Delta$ in the B-mode image. In the proposed method we simulate reverberation artifacts, by first computing the bone centroid $(x_c, y_c)$ on the label image. Secondly, we shift the image patch containing the bone along the axially by $2y_c$. Finally, we compute the resulting image as the weighted sum of the shifted patch and the original image. The multiplication weights for the reverberation region $w_r$ are defined as the shifted label filtered with a Gaussian filter (kernel size=45 px, sigma=20 px) and scaled by a factor $r_i$, which we call reverberation intensity. The multiplication weights for the original image are defined as $1 - w_r$. The factor $r_i$ defines the intensity of the reverberation artifact and is randomly sampled during the augmentation.
Fig. 5: SNR augmentation pipeline. The local energy (LE) map is computed based on the input image. This image is then multiplied with the label or its inverse and the intensity values to obtain tuned local energy maps for bone and background (BG) regions. The overall tuned local energy is computed by adding the bone and background parts and the augmented image is obtained by multiplication of the input image with the tuned local energy.

2.3 Signal-to-Noise Ratio

Signal-to-Noise Ratio (SNR) provides information on the relation between the amount of desired signal and the background noise. For bone segmentation, the signal is given by coherent structures such as bone, and the noise consists of the background speckle. In our method we propose to tune the SNR in B-Mode data by first extracting and scaling the signal in the image to enhance or reduce the SNR, e.g. the visibility of bones compared to the background. The proposed pipeline is shown in Fig. 5. To extract signal from the B-mode, we use the method proposed by [15] to compute local energy (LE) maps from B-Mode data. LE provides pixel-wise information on the signal energy at each location in space and is defined as:

\[ LE(x) = f_e(x)^2 + f_{o1}(x)^2 + f_{o2}(x)^2 \] (3)

where \( f_e(x) \), \( f_{o1}(x) \) and \( f_{o2}(x) \) are the components of the monogenic signal extracted from the US data. To tune the SNR in the US data, we first normalize the images by the LE. Afterwards, we tune the LE maps by multiplying bone and non-bone pixels by different scaling factors, \( i_b \) and \( i_{bg} \). These factors define the scaling between signal and background energies. For \( i_b > i_{bg} \) the bone structure is enhanced, while for \( i_b < i_{bg} \) the background is intensified, making the bone less visible. Both factors are randomly sampled during the augmentation. Finally, we re-scale the B-mode image by the tuned LE map, thus obtaining a new image with an enhanced or reduced SNR.

3 Experiments and results

We evaluated the proposed US augmentations on the tasks of bone segmentation and bone classification.
Table 1: Value ranges for the classical and proposed augmentation parameters selection during training. For each algorithm, the parameter is uniformly sampled from the value range.

| Augmentation Parameter | Value Range |
|------------------------|-------------|
| Classical              |             |
| rotation in degree     | -10 - 10    |
| translation (horizontal and vertical) | 0.2, 0.2 |
| scaling in both axis   | 1, 1        |
| shearing in both axis  | 1, 1        |
| brightness             | 0.2         |
| Proposed               |             |
| deformation - \(d_{\text{probe}}\) | 30 - 100 |
| reverb - \(r_i\)       | 0.50 - 0.9  |
| SNR - \(i_b, i_{bg}\)  | 0.70 - 1.40 |

Model architecture: For the segmentation task we used a U-Net architecture, while for classification we use DenseNet121. For training we used learning rate of 0.01, Adam optimizer and Binary Cross Entropy loss function.

Dataset Acquisition: Our models were trained on an US dataset consisting of 10,656 US images of 24 healthy volunteers with a BMI ranging from 20 to 25. The US scans were acquired with a Zonare z.one ultra sp Convertible Ultrasound System (Zonare Medical Systems Inc.) with a L8-3 linear probe. We set the image depth to 7cm, the gain to 92%, the frequency to 10 MHz and the sampling rate to 13 Hz.

Segmentation For the bone segmentation task, we used 5,284 frames containing bones. On each of these frames, bones were annotated pixel-wise. The dataset was split subject-level to training (3972 frames from 17 subjects), validation (782 frames from 5 subjects) and testing (500 frames from 2 subjects).

Classification For the bone classification task, we leveraged 5,692 US frames from 22 subjects. We split the dataset into two classes: one containing at least one bone per frame, the other containing no bone in each frame. The dataset was split subject-level to training (3821 frames from 16 subjects), validation (1037 from 4 subjects) and testing (834 frames from 2 subjects).

Implementation Our method was implemented in PyTorch 1.7.1 and the DNNs were trained on a NVIDIA Titan V 12 GB HBM2 using Polyaxon. The source code for our method and our dataset will both be made public upon acceptance. For each task we evaluated the network performance using different augmentation techniques, that are shown in detail in Table. Augmentations were only applied in training for both segmentation and classification tasks.

Evaluation Metrics All our models were trained using 5-fold cross validation. For the segmentation model we report the average Dice Score (DSC) and Hausdorff Distance (HDF) with standard deviation. Regarding classification, we evaluate average accuracy (ACC) and F1-score (F1) with standard deviation.

1 https://polyaxon.com/
Table 2: Baseline comparisons for bone segmentation with U-Net and bone classification with DenseNet. We report the average metrics over 5-fold cross validation along with their respective standard deviation (±).

|               | Segmentation | Classification |
|---------------|--------------|----------------|
|               | DSC          | HDF            | ACC            | F1             |
| None          | 0.589 ± 0.07 | 20.72 ± 3.84   | 0.876 ± 0.06   | 0.770 ± 0.15   |
| Classical     | 0.625 ± 0.03 | 17.76 ± 3.17   | **0.883 ± 0.04** | 0.780 ± 0.09   |
| Reverb        | 0.604 ± 0.03 | 19.71 ± 2.20   | **0.883 ± 0.03** | **0.802 ± 0.04** |
| Deformation   | **0.626 ± 0.01** | 19.06 ± 3.63   | 0.865 ± 0.04   | 0.759 ± 0.11   |
| SNR           | **0.626 ± 0.02** | **17.24 ± 1.83** | 0.877 ± 0.06   | 0.764 ± 0.16   |
| All           | 0.600 ± 0.02 | 17.32 ± 2.97   | 0.834 ± 0.02   | 0.742 ± 0.04   |

4 Results and Discussion

Table 2 showcases the results for the segmentation and classification networks for different augmentations. “All” denotes models trained with all three proposed augmentations. For the segmentation task, it can be seen that augmentation substantially improves the network performance both in terms of DSC by 2-4% and HDF. This signifies the fact that data augmentation for the challenging task of bone segmentation is crucial and has a positive effect. The proposed transformations of Deformation and SNR outperform the classical augmentation by 1% for DSC, while SNR achieves the lowest HDF for all techniques. Additionally, the models trained with the proposed transformations had the lowest standard deviation among folds, highlighting their consistency. Combining all proposed transformations, the performance slightly drops by 2%, which could be attributed to the fact that the resulting combination of transformations is not present on our unseen test set.

For the task of bone classification, the model trained with Reverb augmentation outperforms the other methods in terms of F1-Score by 2-7%, highlighting the potential of this transformation. Consistent with our segmentation findings, combining all transformations did not provide an additional benefit. Overall, the results indicated that Deformation and SNR transformations were beneficial for bone segmentation and Reverb for classification.

5 Conclusion

In this conference paper we introduced a novel, physics-inspired augmentation method for US B-mode images. We proposed augmentations that tune the SNR, deformations and reverberations. Our augmentations were evaluated on a new US spine dataset for the tasks of bone segmentation and bone classification. The results showcased the impact of data augmentation on training DNNs for medical US. US augmentation with deformations and reverberation marginally outperformed the classical augmentation baseline, highlighting the potential of these
transformation approaches. Future work includes investigating further realistic and anatomically-consistent US augmentations that contribute towards training generalizable CNNs that can be leveraged for robotic US computer-assisted interventions.
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