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ABSTRACT. We give an outlook, how to realize the ideas of complex scaling from [14], [13], [16] to phase space path integrals in the framework of White Noise Analysis. The idea of this scaling method goes back to [8]. Therefore we extend the concept complex scaling to scaling with suitable bounded operators.

1. Introduction

As an alternative approach to quantum mechanics Feynman introduced the concept of path integrals ([9], [10], [11]), which was developed into an extremely useful tool in many branches of theoretical physics. The phase space Feynman integral, or Hamiltonian path integral, for a particle moving from $y_0$ at time 0 to $y$ at time $t$ under the potential $V$ is given by

$$N \int_{x(0)=y_0, x(t)=y} \exp \left( \frac{i}{\hbar} \int_0^t \mathcal{L} \, dt \right) \prod_{0<\tau<t} dp(\tau) dx(\tau),$$

$$\hbar = \frac{h}{2\pi}. \quad (1.1)$$

Here $h$ is Planck’s constant, and the integral is thought of being over all position paths with $x(0) = y_0$ and $x(t) = y$ and all momentum paths. The missing restriction on the momentum variable at time 0 and time $t$ is an immediate consequence of the Heisenberg uncertainty relation, i.e. the fact that one can not measure momentum and space variable at the same time. The path integral to the phase space has several advantages. Firstly the semi-classical approximation can be validated easier in a phase space formulation and secondly that quantum mechanics are founded on the phase space, i.e. every quantum mechanical observable can be expressed as a function of the space and momentum. A discussion about phase space path integrals can be found in the monograph [2] and in the references therein.

There are many attempts to give a meaning to the Hamiltonian path integral as a mathematical rigorous object. Among these are analytic continuation of probabilistic integrals via coherent states [20, 21] and infinite dimensional distributions e.g. [7]. Most recently also an approach using time-slicing was developed by Naoto Kumano-Go [22] and also by Albeverio et al. using Fresnel integrals [2, 1]. As a
guide to the literature on many attempts to formulate these ideas we point out the
list in [2]. Here we choose a white noise approach. White noise analysis is a mathe-
matical framework which offers generalizations of concepts from finite-dimensional
analysis, like differential operators and Fourier transform to an infinite-dimensional
setting. We give a brief introduction to White Noise Analysis in Section 2, for more
details see [17, 6, 18, 29, 26]. Of special importance in White Noise Analysis are
spaces of generalized functions and their characterizations. In this article we choose
the space of Hida distributions, see Section 2.

The idea of realizing Feynman integrals within the white noise framework goes back
to [19]. There the authors used exponentials of quadratic (generalized) functions in
order to give meaning to the Feynman integral in configuration space representation

$$\int_{x(0)=y_0,x(t)=y} \exp \left( \frac{i}{\hbar} S(x) \right) \prod_{0<\tau<t} dx(\tau), \quad \hbar = \frac{h}{2\pi},$$

with the classical action

$$S(x) = \int_0^t \left( \frac{1}{2} m \dot{x}^2 - V(x) d\tau \right).$$

In [4], concepts of quadratic actions in White Noise Analysis, see [12] were used to give a rigorous
meaning to the Feynman integrand

$$I_V = N \exp \left( -\frac{1}{2} \left\langle (\omega x,\omega p), K(\omega x,\omega p) \right\rangle \right) \cdot \exp \left( -\frac{1}{2} \left\langle (\omega x,\omega p), L(\omega x,\omega p) \right\rangle \right) \cdot \delta \left( \left\langle (\omega x,\omega p), (1_{[0,t]},0) \right\rangle - y \right),$$

as a Hida distribution. In this expression the sum of the first and the third integral in the exponential is the action \( S(x,p) \), and the (Donsker’s) delta function serves to pin trajectories to \( y \) at time \( t \). The second integral is introduced to simulate the Lebesgue integral by a local compensation of the fall-off of the Gaussian reference measure \( \mu \). Furthermore a Brownian motion starting in \( y_0 \) is used to model the space variable when the momentum variable is modeled by white noise, i.e.

$$x(\tau) = y(0) + \sqrt{\frac{\hbar}{m}} B(\tau), \quad p(\tau) = \omega(\tau), \quad 0 \leq \tau \leq t. \quad (1.3)$$

For the integrand we have thus the following ansatz

$$I_V = N \exp \left( -\frac{1}{2} \left\langle (\omega x,\omega p), K(\omega x,\omega p) \right\rangle \right) \cdot \exp \left( -\frac{1}{2} \left\langle (\omega x,\omega p), L(\omega x,\omega p) \right\rangle \right) \cdot \delta \left( \left\langle (\omega x,\omega p), (1_{[0,t]},0) \right\rangle - y \right),$$

where \( K \) is given by

$$K = \begin{pmatrix}
-1_{[0,t]} & -i1_{[0,t]} \\
-i1_{[0,t]} & -(1-i)1_{[0,t]}
\end{pmatrix}. \quad (1.4)$$

Here the operator \( 1_{[0,t]} \) denotes the multiplication with \( 1_{[0,t]} \). And the operator \( L \), fulfilling the assumptions of Lemma [2,13] is used to model the quadratic potential. For sake of simplicity we consider in this article path integrals with one degree of freedom, i.e. the underlying space is the space \( S'_2(\mathbb{R}) \).

In the euclidean configuration space a solution to the heat equation is given by the Feynman-Kac formula with its corresponding heat kernel. In White Noise
Analysis one constructs the integral kernel by inserting Donsker’s delta function to pin the final point \( x \in \mathbb{R} \) and taking the expectation, i.e.,

\[
K_V(x, t, x_0, t_0) = \mathbb{E}\left( \exp\left( \int_{t_0}^{t} V(x_0 + (1_{[t_0, r)}, \cdot) \, dr \right) \delta(x_0 + (1_{[t_0, t]}, \cdot) - x) \right),
\]

where the integrand is a suitable distribution in White Noise Analysis (e.g. a Hida distribution).

A complementary strategy to construct Feynman integrals in the configuration space with White Noise methods was inspired by [8], see also [34] and [33, 14]. Here for suitable potentials \( V \) a complex-scaled Feynman-Kac kernel can be rigorously justified by giving a meaning to

\[
K(x, t, x_0, t_0) = \mathbb{E}\left( \exp\left( \frac{1}{z^2} \int_{t_0}^{t} V(x + zB_s) \, ds \right) \sigma z \delta(B_t - (x - x_0)) \right). \tag{1.5}
\]

In the configuration space, this has been done in [34] and [33, 14]. Note that if \( z = \sqrt{i} \) in (1.5), we have the Schrödinger kernel.

This scaling approach has several advantages e.g.

- Treatable potentials are beyond perturbation theory such as

\[
V(x) = (-1)^{n+1} a_{4n+2} x^{4n+2} + \sum_{j=1}^{4n+1} a_j x^j, \quad x \in \mathbb{R}, n \in \mathbb{N},
\]

with \( a_{4n+2} > 0, a_j \in \mathbb{C} \).

- Due to a Wick formula we have a convenient structure (i.e. "Brownian motion is replaced by a Brownian bridge")

- The kinetic energy "\( \sigma z \delta \)" and the potential can be treated separately, for details see e.g. [27].

We give an idea how to implement this approach to phase space for quadratic potentials. This is a first step to a scaling approach to the above potential class also for Hamiltonian path integrands.

2. Preliminaries

2.1. Gel’fand Triples. Starting point is the Gel’fand triple \( S_d(\mathbb{R}) \subset L^2_d(\mathbb{R}) \subset S'_d(\mathbb{R}) \) of the \( \mathbb{R}^d \)-valued, \( d \in \mathbb{N} \), Schwartz test functions and tempered distributions with the Hilbert space of (equivalence classes of) \( \mathbb{R}^d \)-valued square integrable functions w.r.t. the Lebesgue measure as central space (equipped with its canonical inner product \( (\cdot, \cdot) \) and norm \( \| \cdot \| \)), see e.g. [34, Exam. 11]. Since \( S_d(\mathbb{R}) \) is a nuclear space, represented as projective limit of a decreasing chain of Hilbert spaces \( (H_p)_{p \in \mathbb{N}} \), see e.g. [31, Chap. 2] and [15], i.e.

\[
S_d(\mathbb{R}) = \bigcap_{p \in \mathbb{N}} H_p,
\]

we have that \( S_d(\mathbb{R}) \) is a countably Hilbert space in the sense of Gel’fand and Vilenkin [15]. We denote the inner product and the corresponding norm on \( H_p \) by \( (\cdot, \cdot)_p \) and \( \| \cdot \|_p \), respectively, with the convention \( H_0 = L^2_d(\mathbb{R}) \). Let \( H_{-p} \) be the dual space of \( H_p \) and let \( (\cdot, \cdot) \) denote the dual pairing on \( H_p \times H_{-p} \). \( H_p \) is continuously embedded into \( L^2_d(\mathbb{R}) \). By identifying \( L^2_d(\mathbb{R}) \) with its dual \( L^2_d(\mathbb{R})' \), via the Riesz isomorphism, we obtain the chain \( H_p \subset L^2_d(\mathbb{R}) \subset H_{-p} \). Note that
\[ S'_d(\mathbb{R}) = \bigcup_{p \in \mathbb{N}} H_{-p}, \text{ i.e. } S'_d(\mathbb{R}) \text{ is the inductive limit of the increasing chain of Hilbert spaces } (H_{-p})_{p \in \mathbb{N}}, \text{ see e.g. } [15]. \]

We denote the dual pairing of \( S_d(\mathbb{R}) \) and \( S'_d(\mathbb{R}) \) also by \( \langle \cdot, \cdot \rangle \). Note that its restriction on \( S_d(\mathbb{R}) \times L^2(\mathbb{R}) \) is given by \( \langle \cdot, \cdot \rangle \). We also use the complexifications of these spaces denoted with the sub-index \( \mathbb{C} \) (as well as their inner products and norms). The dual pairing we extend in a bilinear way. Hence we have the relation

\[ \langle g, f \rangle = (g, \overline{f}), \quad f, g \in L^2(\mathbb{R})_\mathbb{C}, \]

where the overline denotes the complex conjugation.

### 2.2. White Noise Spaces

We consider on \( S'_d(\mathbb{R}) \) the \( \sigma \)-algebra \( C_\sigma(S'_d(\mathbb{R})) \) generated by the cylinder sets \( \{ \omega \in S'_d(\mathbb{R}) | (\xi_1, \omega) \in F_1, \ldots, (\xi_n, \omega) \in F_n \}, \xi_i \in S_d(\mathbb{R}), F_i \in \mathcal{B}(\mathbb{R}), 1 \leq i \leq n, n \in \mathbb{N} \), where \( \mathcal{B}(\mathbb{R}) \) denotes the Borel \( \sigma \)-algebra on \( \mathbb{R} \).

The canonical Gaussian measure \( \mu \) on \( C_\sigma(S'_d(\mathbb{R})) \) is given via its characteristic function

\[ \int_{S'_d(\mathbb{R})} \exp(i(\langle f, \omega \rangle)) d\mu(\omega) = \exp(-\frac{1}{2} \| f \|^2), \quad f \in S_d(\mathbb{R}), \]

by the theorem of Bochner and Minlos, see e.g. [28, 6, Chap. 2 Theo. 1.11]. The space \( (S'_d(\mathbb{R}), C_\sigma(S'_d(\mathbb{R})), \mu) \) is the basic probability space in our setup. The central Gaussian spaces in our framework are the Hilbert spaces \( (L^2) := L^2(S'_d(\mathbb{R}), C_\sigma(S'_d(\mathbb{R})), \mu) \) of complex-valued square integrable functions w.r.t. the Gaussian measure \( \mu \).

Within this formalism a representation of a d-dimensional Brownian motion is given by

\[ \mathcal{B}_t(\omega) := (B_t(\omega_1), \ldots, B_t(\omega_d)) := ((1_{[0,t)}, \omega_1), \ldots, (1_{[0,t)}, \omega_d)), \quad (2.1) \]

with \( \omega = (\omega_1, \ldots, \omega_d) \in S'_d(\mathbb{R}), t \geq 0 \), in the sense of an \( (L^2) \)-limit. Here \( 1_A \) denotes the indicator function of a set \( A \).

### 2.3. The Hida triple

Let us now consider the Hilbert space \( (L^2) \) and the corresponding Gel’fand triple

\[ (S) \subset (L^2) \subset (S)', \]

Here \( (S) \) denotes the space of Hida test functions and \( (S)' \) the space of Hida distributions. In the following we denote the dual pairing between elements of \( (S) \) and \( (S)' \) by \( \langle \cdot, \cdot \rangle \). Instead of reproducing the construction of \( (S)' \) here we give its characterization in terms of the \( T \)-transform.

**Definition 2.1.** We define the \( T \)-transform of \( \Phi \in (S)' \) by

\[ T\Phi(f) := \langle \exp(i(\langle f, \cdot \rangle)), \Phi \rangle, \quad f := (f_1, \ldots, f_d) \in S_d(\mathbb{R}). \]

**Remark 2.2.**

(i) Since \( \exp(i(\langle f, \cdot \rangle)) \in (S) \) for all \( f \in S_d(\mathbb{R}) \), the \( T \)-transform of a Hida distribution is well-defined.

(ii) For \( f = 0 \) the above expression yields \( \langle \Phi, 1 \rangle \), therefore \( T\Phi(0) \) is called the generalized expectation of \( \Phi \in (S)' \)

(iii) Another important examples of Hida test functions are the so-called coherent states or Wick exponentials

\[ \exp((f, \cdot)) := \exp(-\frac{1}{2} \langle f, f \rangle) \cdot \exp((f, \cdot)), \quad f \in S_d(\mathbb{R}). \]
In order to characterize the space \((S)’\) by the \(T\)-transform we need the following definition.

**Definition 2.3.** A mapping \(F : S_d(\mathbb{R}) \to \mathbb{C}\) is called a \(U\)-functional if it satisfies the following conditions:

1. For all \(f, g \in S_d(\mathbb{R})\) the mapping \(\mathbb{R} \ni \lambda \mapsto F(\lambda f + g) \in \mathbb{C}\) has an analytic continuation to \(\lambda \in \mathbb{C}\) (**ray analyticity**).
2. There exist constants \(0 < C, D < \infty\) and a \(p \in \mathbb{N}_0\) such that
   \[|F(zf)| \leq C \exp(D|z|^2\|f\|_p^2),\]
   for all \(z \in \mathbb{C}\) and \(f \in S_d(\mathbb{R})\) (**growth condition**).

This is the basis of the following characterization theorem. For the proof we refer to [30, 25, 18, 24].

**Theorem 2.4.** A mapping \(F : S_d(\mathbb{R}) \to \mathbb{C}\) is the \(T\)-transform of an element in \((S)’\) if and only if it is a \(U\)-functional.

Theorem 2.4 enables us to discuss convergence of sequences of Hida distributions by considering the corresponding \(T\)-transforms, i.e. by considering convergence on the level of \(U\)-functionals. The following corollary is proved in [30, 18, 24].

**Corollary 2.5.** Let \((\Phi_n)_{n \in \mathbb{N}}\) denote a sequence in \((S)’\) such that:

1. For all \(f \in S_d(\mathbb{R})\), \(((T\Phi_n)(f))_{n \in \mathbb{N}}\) is a Cauchy sequence in \(\mathbb{C}\).
2. There exist constants \(0 < C, D < \infty\) such that for some \(p \in \mathbb{N}_0\) one has
   \[|(T\Phi_n)(zf)| \leq C \exp(D|z|^2\|f\|_p^2)\]
   for all \(f \in S_d(\mathbb{R})\), \(z \in \mathbb{C}\), \(n \in \mathbb{N}\).

Then \((\Phi_n)_{n \in \mathbb{N}}\) converges strongly in \((S)’\) to a unique Hida distribution.

**Example 2.6** (Vector valued white noise). Let \(B(t), t \geq 0\), be the \(d\)-dimensional Brownian motion as in (2.1). Consider
\[
\frac{B(t+h, \omega) - B(t, \omega)}{h} = (\frac{1_{[t,t+h)}}{h}, \omega_1), \ldots, (\frac{1_{[t,t+h)}}{h}, \omega_d), \quad h > 0.
\] Then in the sense of Corollary 2.5 it exists
\[
\langle \delta_t, \omega \rangle := (\delta_t, \omega_1), \ldots, \langle \delta_t, \omega_d \rangle := \lim_{h \searrow 0} \frac{B(t+h, \omega) - B(t, \omega)}{h}.
\]

Of course for the left derivative we get the same limit. Hence it is natural to call the generalized process \((\delta_t, \omega), t \geq 0\) in \((S)’\) vector valued white noise. One also uses the notation \(\omega(t) = \langle \delta_t, \omega \rangle, t \geq 0\).

Another useful corollary of Theorem 2.4 concerns integration of a family of generalized functions, see [30, 18, 24].

**Corollary 2.7.** Let \((\Lambda, \mathcal{A}, \nu)\) be a measure space and \(\Lambda \ni \lambda \mapsto \Phi(\lambda) \in (S)’\) a mapping. We assume that its \(T\)-transform \(T\Phi\) satisfies the following conditions:

1. The mapping \(\Lambda \ni \lambda \mapsto T(\Phi(\lambda))(f) \in \mathbb{C}\) is measurable for all \(f \in S_d(\mathbb{R})\).
2. There exists a \(p \in \mathbb{N}_0\) and functions \(D \in L^\infty(\Lambda, \nu)\) and \(C \in L^1(\Lambda, \nu)\) such that
   \[|T(\Phi(\lambda))(zf)| \leq C(\lambda) \exp(D(\lambda)|z|^2\|f\|^2),\]
   for a.e. \(\lambda \in \Lambda\) and for all \(f \in S_d(\mathbb{R})\), \(z \in \mathbb{C}\).
Then, in the sense of Bochner integration in $H_{-q} \subset (S)'$ for a suitable $q \in \mathbb{N}_0$, the integral of the family of Hida distributions is itself a Hida distribution, i.e. $\int_{\Lambda} \Phi(\lambda) \, d\nu(\lambda) \in (S)'$ and the $T$-transform interchanges with integration, i.e.

$$T \left( \int_{\Lambda} \Phi(\lambda) \, d\nu(\lambda) \right)(f) = \int_{\Lambda} T(\Phi(\lambda))(f) \, d\nu(\lambda), \quad f \in \mathcal{S}_d(\mathbb{R}).$$

Based on the above theorem, we introduce the following Hida distribution.

**Definition 2.8.** We define Donsker’s delta at $x \in \mathbb{R}$ corresponding to $0 \neq \eta \in L_2^d(\mathbb{R})$ by

$$\delta_0(\langle \eta, \cdot \rangle - x) := \frac{1}{2\pi} \int_{\mathbb{R}} \exp(i\lambda(\langle \eta, \cdot \rangle - x)) \, d\lambda$$

in the sense of Bochner integration, see e.g. [18, 27, 34]. Its $T$-transform in $f \in \mathcal{S}_d(\mathbb{R})$ is given by

$$T(\delta_0(\langle \eta, \cdot \rangle - x))(f) = \frac{1}{\sqrt{2\pi \langle \eta, \eta \rangle}} \exp \left( -\frac{1}{2} \langle \eta, \eta \rangle (\langle \eta, f \rangle - x)^2 - \frac{1}{2} \langle f, f \rangle \right), \quad f \in \mathcal{S}_d(\mathbb{R}).$$

### 2.4. Generalized Gauss Kernels.

Here we review a special class of Hida distributions which are defined by their $T$-transform, see e.g. [12]. Let $\mathcal{B}$ be the set of all continuous bilinear mappings $B : \mathcal{S}_d(\mathbb{R}) \times \mathcal{S}_d(\mathbb{R}) \rightarrow \mathbb{C}$. Then the functions

$$\mathcal{S}_d(\mathbb{R}) \ni f \mapsto \exp \left( -\frac{1}{2} B(f, f) \right) \in \mathbb{C}$$

for all $B \in \mathcal{B}$ are U-functionals. Therefore, by using the characterization of Hida distributions in Theorem 2.4 the inverse $T$-transform of these functions

$$\Phi_B := T^{-1} \exp \left( -\frac{1}{2} B \right)$$

are elements of $(S)'$.

**Definition 2.9.** The set of **generalized Gauss kernels** is defined by

$$\text{GGK} := \{ \Phi_B : B \in \mathcal{B} \}.$$  

**Example 2.10.** [12] We consider a symmetric trace class operator $K$ on $L^2_2(\mathbb{R})$ such that $-\frac{1}{2} < K \leq 0$, then

$$\int_{\mathcal{S}_d(\mathbb{R})} \exp(-\langle \omega, K\omega \rangle) \, d\mu(\omega) = (\det(Id + 2K))^{-\frac{1}{2}} < \infty.$$  

For the definition of $\langle \cdot, K \cdot \rangle$ see the remark below. Here $Id$ denotes the identity operator on the Hilbert space $L^2_2(\mathbb{R})$, and $\det(A)$ of a symmetric trace class operator $A$ on $L^2_2(\mathbb{R})$ denotes the infinite product of its eigenvalues, if it exists. In the present situation we have $\det(Id + 2K) \neq 0$. Therefore we obtain that the exponential $g = \exp(-\frac{1}{2} \langle \cdot, K \cdot \rangle)$ is square-integrable and its $T$-transform is given by

$$Tg(f) = (\det(Id + K))^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \langle f, (Id + K)^{-1}f \rangle \right), \quad f \in \mathcal{S}_d(\mathbb{R}).$$

Therefore $(\det(Id + K))^{\frac{1}{2}} g$ is a generalized Gauss kernel.
Definition 2.11. Let \( K : L^2_{d,C}(\mathbb{R}, dx) \to L^2_{d,C}(\mathbb{R}, dx) \) be linear and continuous such that

(i) \( Id + K \) is injective,
(ii) there exists \( p \in \mathbb{N}_0 \) such that \((Id + K)(L^2_{d,C}(\mathbb{R}, dx)) \subset H_{p,C} \) is dense, 
(iii) there exist \( q \in \mathbb{N}_0 \) such that \((Id + K)^{-1} : H_{p,C} \to H_{-q,C} \) is continuous with \( p \) as in (ii).

Then we define the normalized exponential

\[
N_{\exp}(-\frac{1}{2} \langle \cdot, K \cdot \rangle)
\]

by

\[
T(N_{\exp}(-\frac{1}{2} \langle \cdot, K \cdot \rangle))(f) := \exp(-\frac{1}{2} \langle f, (Id + K)^{-1} f \rangle), \quad f \in S_d(\mathbb{R}).
\]

Remark 2.12. The ”normalization” of the exponential in the above definition can be regarded as a division of a divergent factor. In an informal way one can write

\[
T(N_{\exp}(-\frac{1}{2} \langle \cdot, K \cdot \rangle))(f) = \frac{T(\exp(-\frac{1}{2} \langle \cdot, K \cdot \rangle))(f)}{\sqrt{\det(Id + K)}}
\]

i.e. we can still define the normalized exponential by the T-transform even if the determinant is not defined.

Lemma 2.13. Let \( L \) be a \( d \times d \) block operator matrix on \( L^2_d(\mathbb{R}) \) acting component-wise such that all entries are bounded operators on \( L^2(\mathbb{R}) \). Let \( K \) be a \( d \times d \) block operator matrix on \( L^2_d(\mathbb{R}) \), such that \( Id + K \) and \( N = Id + K + L \) are bounded with bounded inverse. Furthermore assume that \( \det(Id + L(Id + K)^{-1}) \) exists and is different from zero (this is e.g. the case if \( L \) is trace class and -1 in the resolvent set of \( L(Id + K)^{-1} \)). Let \( M_{N^{-1}} \) be the matrix given by an orthogonal system \((\eta_k)_{k=1,\ldots,J}\) of non-zero functions from \( L^2_d(\mathbb{R}) \), \( J \in \mathbb{N} \), under the bilinear form \( \langle \cdot, N^{-1} \rangle \), i.e. \((M_{N^{-1}})_{i,j} = (\eta_i, N^{-1} \eta_j), 1 \leq i, j \leq J \). Under the assumption that either

\[
\Re(M_{N^{-1}}) > 0 \quad \text{or} \quad \Re(M_{N^{-1}}) = 0 \quad \text{and} \quad \Im(M_{N^{-1}}) \neq 0,
\]

where \( M_{N^{-1}} = \Re(M_{N^{-1}}) + i\Im(M_{N^{-1}}) \) with real matrices \( \Re(M_{N^{-1}}) \) and \( \Im(M_{N^{-1}}) \),

then

\[
\Phi_{K,L} := N_{\exp}(-\frac{1}{2} \langle \cdot, K \cdot \rangle) \cdot \exp\left(-\frac{1}{2} \langle \cdot, L \cdot \rangle\right) \cdot \exp(i \langle \cdot, g \rangle) \cdot \prod_{i=1}^{J} \delta_0(\langle \cdot, \eta_k \rangle - y_k),
\]

for \( g \in L^2_d(\mathbb{R}, C), t > 0, y_k \in \mathbb{R}, k = 1, \ldots, J \), exists as a Hida distribution. Moreover for \( f \in S_d(\mathbb{R}) \)

\[
T\Phi_{K,L}(f) = \frac{1}{\sqrt{(2\pi)^J \det((M_{N^{-1}}))}} \frac{1}{\sqrt{\det(Id + L(Id + K)^{-1})}}
\]

\[
\times \exp\left(-\frac{1}{2} (f + g, N^{-1}(f + g))\right) \exp\left(-\frac{1}{2} (u, (M_{N^{-1}})^{-1} u)\right), \quad (2.3)
\]
where
\[ u = \left( (iy_1 + (\eta_1, N^{-1}(f + g))), \ldots, (iy_J + (\eta_J, N^{-1}(f + g))) \right). \]

2.5. Scaling Operator. First note, that every test function \( \varphi \in (S) \) can be extended to \( S_d(\mathbb{R})' \), see e.g. [26]. Thus the following definition makes sense.

**Definition 2.14.** Let \( \varphi \) be the continuous version of an element of \( (S) \). Then for \( 0 \neq z \in \mathbb{C} \) we define the scaling operator \( \sigma_z \) by
\[ (\sigma_z \varphi)(\omega) = \varphi(z\omega), \quad \omega \in S_d(\mathbb{R}). \]

**Proposition 2.15.**
(i) For all \( 0 \neq z \in \mathbb{C} \) we have \( \sigma_z \in L((S), (S)) \),
(ii) for \( \varphi, \psi \in (S) \) we have
\[ \sigma_z(\varphi \cdot \psi) = (\sigma_z \varphi)(\sigma_z \psi). \]

**Proof.** (i) is proved in [34].
For (ii), first note that \( (S) \) is an algebra under pointwise multiplication. Since the scaling operator is continuous from \( (S) \) to itself by (i), it suffices to show the assumption for the set of Wick ordered exponentials. Since this set is total the rest follows by a density argument. We have for \( \xi, \eta \in S_d(\mathbb{R}) \),
\[
\sigma_z(\exp(\langle \xi, \cdot \rangle) \cdot \exp(\langle \eta, \cdot \rangle)) = \exp(-\frac{1}{2}(\langle \xi, \xi \rangle + \langle \eta, \eta \rangle) \exp(\langle \xi + \xi, \omega \rangle) \exp(\langle z \xi, \omega \rangle) \exp(\langle z \eta, \omega \rangle)
\]
on the other hand
\[
\sigma_z(\exp(\langle \xi, \cdot \rangle)) \cdot \sigma_z(\exp(\langle \eta, \cdot \rangle)) = \exp(-\frac{1}{2}(\langle \xi, \xi \rangle) \exp(\langle \xi, z\omega \rangle) \exp(-\frac{1}{2}(\langle \eta, \eta \rangle) \exp(\langle \eta, z\omega \rangle),
\]
which proves the assumption. □

More precisely we have, compare to [33] and [34] the following proposition.

**Proposition 2.16.** Let \( \varphi \in (S) \), \( z \in \mathbb{C} \), then
\[ \sigma_z \varphi = \sum_{n=0}^{\infty} (\varphi_z^{(n)}), \]
with kernels
\[ \varphi_z^{(n)} = z^n \sum_{k=0}^{\infty} \frac{(n + 2k)!}{k!n!} \left( \frac{z^2 - 1}{2} \right)^k \cdot tr^k \varphi^{(n+2k)}. \]

**Definition 2.17.** Since \( \sigma_z \) is a continuous mapping from \( (S) \) to itself we can define its dual operator \( \sigma_z^* : (S)^* \to (S)^* \) by
\[ \langle \varphi, \sigma_z^* \Phi \rangle = \langle \sigma_z \varphi, \Phi \rangle, \]
for \( \Phi \in (S)^* \) and \( \varphi \in (S) \).
The following proposition can be found in [34] and [33].

**Proposition 2.18.** Let \( \Phi \in (S)^* \), \( \varphi, \psi \in (S) \) and \( z \in \mathbb{C} \) then we have

(i) \[ \sigma_z^\dagger \Phi = J_z \circ \Gamma_z \Phi, \]

where \( \Gamma_z \) is defined by

\[ S(\Gamma_z \Phi)(\xi) = S(\Phi)(z \xi), \quad \xi \in S_d(\mathbb{R}), \]

and \( J_z = \text{Nexp}(-\frac{1}{2} z^2 \langle \cdot, \cdot \rangle) \). In particular we have

\[ \sigma_z^\dagger 1 = J_z. \]

(ii) \[ J_z \varphi = \sigma_z^\dagger (\sigma_z \varphi). \]

3. Generalized Scaling Operators

In a view to the previous section we want to generalize the notion of scaling to bounded operators. More precisely we investigate for which kind of linear mappings \( B \in L(S(\mathbb{R})', S(\mathbb{R})') \) there exists some operator \( \sigma_B : (\mathcal{N}) \to (\mathcal{N}) \) such that

\[ \Phi(B B^\ast) \cdot \varphi := \sigma_B^\dagger \sigma_B \varphi. \]

Further we state a generalization of the Wick formula to Gauss kernels. We start with the definition of \( \sigma_B \).

**Definition 3.1.** Let \( B \in L(S_d(\mathbb{R})C, S_d(\mathbb{R})C) \). By \( \text{tr}_B \) we denote the element in \( S_d'(\mathbb{R})C \otimes S_d'(\mathbb{R})C \), which is defined by

\[ \forall \xi, \eta \in S_d(\mathbb{R})C : \text{tr}_B (\xi \otimes \eta) := \langle \xi, B \eta \rangle. \]

Note that \( \text{tr}_B \) is not symmetric. Further there exists a \( q \in \mathbb{Z} \) such that \( \text{tr}_B \in H_q, C \otimes H_q, C \).

**Proposition 3.2.** Let \( B \in L(H_C, H_C) \) be a Hilbert-Schmidt operator. Then \( \text{tr}_B \in H_{q,C} \otimes H_{q,C} \). Further for each orthonormal basis \( \{e_j\}_{j \in \mathbb{N}} \) of \( H_C \) it follows:

\[ \text{tr}_B = \sum_{i=0}^{\infty} B e_i \otimes e_i. \]

**Proof.**

\[ \left\| \sum_{i,j=0}^{\infty} \langle e_i, Be_j \rangle e_i \otimes e_j \right\|^2 = \sum_{i,j=0}^{\infty} |\langle e_i, Be_j \rangle|^2 = \sum_{j=0}^{\infty} |Be_j|^2 = \|B\|^2_{HS} < \infty. \]

Hence the sum is a well-defined element in \( H_{q,C} \otimes H_{q,C} \). The identity follows by verifying the formula for \( \{ek \otimes ei\}_{k,i \in \mathbb{N}} \):

\[ \langle ek \otimes ei, \sum_{i=0}^{\infty} Be_i \otimes e_i \rangle = (ek, Be_i)H = (ek, Be_i)H = \langle e_k, Be_i \rangle. \]

\( \square \)

**Proposition 3.3.** In the case \( S(\mathbb{R}) = S(\mathbb{R}) \) and \( B \in L(S_C(\mathbb{R}), S'_C(\mathbb{R})) \) we have

\[ \text{tr}_B = \sum_{i=0}^{\infty} Bh_i \otimes h_i \]
Definition 3.4. For a shorter notation we write $B$ for $B_\cdot \cdot$.

Proof. By the continuity of the bilinear form $\langle \cdot, B \cdot \rangle$ on $S(\mathbb{R})_C \times S(\mathbb{R})_C$ there exists $p \geq 0$ such that $B \in L(H_{p,C}, H_{-p,C})$. Let $q > p + 1$. Then

\[ |\sum_{n=0}^\infty B h_n \otimes h_n|^2_q = \sum_{n=0}^\infty |B h_n|^2_q, |h_n|^2_{-q} \leq K \sum_{n=0}^\infty |h_n|^2_p, |h_n|^2_{-q}, \]

for some $K > 0$. For the last expression we have

\[ K \sum_{n=0}^\infty |h_n|^2_p, |h_n|^2_{-q} \leq K \sum_{n=0}^\infty \left( \frac{1}{2n+2} \right)^2 < \infty. \]

Then as in the proof of Proposition 3.2 we obtain

\[ tr_B = \sum_{n=0}^\infty B h_n \otimes h_n, \]

since

\[ \text{span}(h_n \otimes h_n)_{n,t} S(\mathbb{R}) \otimes S(\mathbb{R}) = S(\mathbb{R}) \otimes S(\mathbb{R}). \]

\[ \square \]

Definition 3.4. For $B \in L(S'_d(\mathbb{R})_C, S'_d(\mathbb{R})_C)$ we define $\sigma_B \varphi, \varphi \in (S)$, via its chaos decomposition, which is given by

\[ \sigma_B \varphi = \sum_{n=0}^\infty \langle \varphi_B^{(n)}, \cdot \rangle \otimes \varphi^{(n)} \cdot, \]

with kernels

\[ \varphi_B^{(n)} = \sum_{k=0}^\infty \frac{(n+2k)!}{k! n!} \left( \frac{-1}{2} \right)^k (B^*)^{\otimes n}(tr_{(B^{id} - B^*)}^k)^{\otimes(n+2k)}. \]

Here, $B^*$ means the dual operator of $B$ with respect to $\langle \cdot, \cdot \rangle$. Further for $A \in L(S_d(\mathbb{R})_C, S'_d(\mathbb{R})_C)$, the expression $tr_A \varphi^{(n+2k)}$ is defined by

\[ tr_A \varphi^{(n+2k)} := \langle tr_A^{\otimes k}, \varphi^{(n+2k)} \rangle \in \mathcal{N}^{\otimes n}, \]

where the generalized trace kernel $tr_A$ is defined in 3.1.

Proposition 3.5. Let $B \in L(S_d(\mathbb{R})_C, S'_d(\mathbb{R})_C)$ and $n \in \mathbb{N}, n > 0$. Then for all $p \in \mathbb{N}$ there exists a $K > 0$ and $q_1, q_2 \in \mathbb{N}$, with $p < q_1 < q_2$ such that for all $\theta \in S_d(\mathbb{R})_C^n$ we have

\[ |B^{\otimes n} \theta|^p_p \leq \left( K \|B\|_{q_2,q_1} \|i_{q_1,p}\|_{HS} \right)^n \cdot |\theta|_{q_2}. \]

Proof. Choose $q_1 < q_2 \in \mathbb{N}$ with $q_2 > q_1 > p$ and

$B \in L(H_{q_1,C}, H_{p,C})$ and $B \in L(H_{q_2,C}, H_{p,C}).$

For a shorter notation we write $e_j$ for $e_j \otimes \cdots \otimes e_j$. Now let $(e_j)_J$ be an orthonormal basis of $H_{p,C}^\otimes n$. Further let $I_p : (H_{p,C}^\otimes n)' \to H_{p,C}^\otimes n$ be the Riesz isomorphism. Then for $\theta \in S_d(\mathbb{R})_C^n$

\[ |B^{\otimes n} \theta|^2_p = \sum_J |\langle B^{\otimes n} \theta, e_j \rangle_p|^2 = \sum_J \left| \langle B^{\otimes n} \theta, I_p^{-1}(e_j) \rangle \right|^2 \]

\[ = \sum_J \left| \langle B^{\otimes n} \theta, I_p^{-1}(e_j) \rangle \right|^2 = \sum_J \left| \langle \theta, (B^*)^{\otimes n} I_p^{-1}(e_j) \rangle \right|^2. \]
First choose $q > 0$, where the last equation is due to [32, Theorem 4.10(2), p. 93]

Then for a $K > 0$ we have

$$\left| \theta_{q_2}^2 \cdot \sum_J \left( (B^*)^{\otimes n} T_p^{-1} (e_J) \right)^2 \right|_{q_2} \leq | \theta_{q_2}^2 \cdot K^2 n \| B^* \|_{-q_1,-q_2}^2 \sum_J | T_p^{-1} (e_J) |^2_{q_1} ,$$

$$= | \theta_{q_2}^2 \cdot K^2 n \| B \|_{q_1,q_2}^2 \| i_{q_1,q_2} \|_{HS}^2 ,$$

where the last equation is due to [32, Theorem 4.10(2), p. 93]

Next we show the continuity of the generalized scaling operator.

**Proposition 3.6.** Let $B : S'_d (\mathbb{R})_C \to S'_d (\mathbb{R})_C$ a bounded operator. Then $\varphi \mapsto \sigma_B \varphi$ is continuous from $(S)$ into itself.

**Proof.** Let $\varphi^{(n)}_B$ as in Definition 3.1,

First choose $q_1 > 0$, such that $| tr Id - BB^* |_{q_1} < \infty$. Then, by 3.5, there exist $C(B) > 0$, $q_2 > q_1$ such that

$$| \varphi^{(n)}_B |_p = \begin{array}{l}
\sum_{k=0}^{\infty} \frac{(n+2k)!}{k! n!} (-\frac{1}{2})^k (B^*)^{\otimes n} (tr Id - BB^* \varphi^{(n+2k)}) |_p \\
\leq \frac{1}{\sqrt{n!}} C(B)^n \sum_{k=0}^{\infty} \sqrt{\frac{(n+2k)!}{k! 2^k}} \sqrt{(n+2k)!} | tr Id - BB^* |_{q_2}^{-q_2} | \varphi^{n+2k} |_{q_2} \\
\leq \frac{1}{\sqrt{n!}} C(B)^n \sum_{k=0}^{\infty} \sqrt{\frac{(n+k)!}{k!}} \sqrt{(n+k)!} | tr Id - BB^* |_{q_2}^{-q_2} | \varphi^{n+k} |_{q_2} \\
\leq \frac{1}{\sqrt{n!}} C(B)^n 2^{-n-q'} \left( \sum_{k=0}^{\infty} \frac{(n+k)!}{2^{q'(n+k)}} | \varphi^{(n+k)} |_{q_2}^2 \right)^{\frac{1}{2}} \\
\times \left( \sum_{k=0}^{\infty} \frac{(n+k)!}{2^{q'(n+k)}} | \varphi^{(n+k)} |_{q_2}^2 \right)^{\frac{1}{2}} \\
\leq \| \varphi \|_{q_2,q} \frac{1}{\sqrt{n!}} 2^{-n-q'} C(B)^n \left( 1 - 2^{-q'} | tr Id - BB^* |_{q_2} \right)^{\frac{n+1}{2}} .
\end{array}$$

If $q'$ fulfills

$$2^{-q'} | tr Id - BB^* |_{q_2} < 1 ,$$

we obtain

$$\| \sigma_B \varphi \|_{2,q_2}^2 \leq \| \varphi \|_{2,q_2}^2 \sum_{n=0}^{\infty} 2^{n(q-q')} C(B)^{2n} \left( 1 - 2^{-q'} | tr Id - BB^* |_{q_2} \right)^{(n+1)} ,$$

where the right hand side converges if $q' - q$ is large enough.
Proposition 3.7. Let $\varphi \in (S)$ given by its continuous version. Then it holds
$$\sigma_B \varphi(\omega) = \varphi(B \omega),$$
if $B \in L(S'_d(\mathbb{R}), S'_d(\mathbb{R}))$, $\omega \in S'_d(\mathbb{R})$.

This can be proved directly by an explicit calculation on the set of Wick exponentials, a density argument and a verifying of pointwise convergence, compare [29, Proposition 4.6.7, p. 104], last paragraph.

In the same manner the following statement is proved.

Proposition 3.8. Let $B : S(\mathbb{R})' \to S(\mathbb{R})'$ be a bounded operator. For $\varphi, \psi \in (N)$ the following equation holds
$$\sigma_B(\varphi \psi) = (\sigma_B \varphi)(\sigma_B \psi).$$

Since we consider a continuous mapping from $(N)$ into itself one can define the dual scaling operator with respect to $\langle \cdot, \cdot \rangle$, $\sigma_B^* : (N)' \to (N)'$ by
$$\langle \langle \sigma_B^* \varphi, \psi \rangle \rangle = \langle \langle \Phi, \sigma_B \psi \rangle \rangle.$$

The Wick formula as stated in [33, 14] for Donsker’s delta function can be extended to Generalized Gauss kernels.

Proposition 3.9. [Generalized Wick formula] Let $\Phi \in (S)', \varphi, \psi \in (S)$ and $B \in L(S'_d(\mathbb{R}), S'_d(\mathbb{R}))$. then we have

(i) $$\sigma_B^\dagger = \Phi_{BB^*} \circ \Gamma_B^* \Phi,$$
where $\Gamma_B^*$ is defined by
$$S(\Gamma_B^* \Phi)(\xi) = S(\Phi)(B^* \xi), \quad \xi \in S_d(\mathbb{R}).$$

In particular we have
$$\sigma_B^\dagger 1 = \Phi_{BB^*}.$$

(ii) $\Phi_{BB^*} \cdot \varphi = \sigma_B^\dagger (\sigma_B \varphi)$.

(iii) $\Phi_{BB^*} \cdot \varphi = \Phi_{BB^*} \circ (\Gamma_B^* \circ \sigma_B(\varphi))$.

Proof. Proof of (i): Let $\Phi \in (S)'$ and $\xi \in S_d(\mathbb{R})$ then we have
$$S(\sigma_B^\dagger \Phi)(\xi) = \langle \langle \exp(\langle \xi, \cdot \rangle) : \sigma_B^\dagger \Phi \rangle \rangle$$
$$= \langle \langle \sigma_B : \exp(\langle \xi, \cdot \rangle) : \Phi \rangle \rangle = \exp(-\frac{1}{2} \langle \xi, \xi \rangle) \langle \langle \exp(\langle B^* \xi, \cdot \rangle) : \Phi \rangle \rangle$$
$$= \exp(-\frac{1}{2} \langle \xi, (Id - BB^*) \xi \rangle) S(\Phi)(B^* \xi) = S(\Phi_{BB^*})(\xi) \cdot S(\Gamma_B^* \Phi)(\xi)$$

Proof of (ii): First we have $\sigma_B^\dagger 1 = \Phi_{BB^*} \circ \Gamma_B^* 1 = \Phi_{BB^*}$.
Thus for all $\varphi, \psi \in (S)$
$$\langle \langle \Phi_{BB^*} \cdot \varphi, \psi \rangle \rangle = \langle \langle \sigma_B^\dagger 1, \varphi \cdot \psi \rangle \rangle = \langle \langle 1, (\sigma_B \varphi)(\sigma_B \psi) \rangle \rangle = \langle \langle \sigma_B \varphi, \sigma_B \psi \rangle \rangle = \langle \langle \sigma_B^\dagger (\sigma_B \varphi), \psi \rangle \rangle$$

Proof of (iii): Immediate from (i) and (ii).
Remark 3.10. The scaling operator can be considered as a linear measure transform. Let \( \varphi \in S - d(\mathbb{R}) \) and \( B \) a real bounded operator on \( S_{0}(\mathbb{R})' \). Then we have
\[
\int_{S(\mathbb{R})'} \sigma_{B} \varphi(\omega) \, d\mu(\omega) = \int_{S(\mathbb{R})'} \varphi(B\omega) \, d\mu(\omega) = \int_{S(\mathbb{R})'} \varphi(\omega) \, d\mu(B^{-1}\omega)
\]
Moreover we have
\[
\int_{S(\mathbb{R})'} \exp(i\langle \xi, \omega \rangle) \, d\mu(B^{-1}\omega) = \exp(-\frac{1}{2}\langle B^*\xi, B^*\xi \rangle),
\]
which is a characteristic function of a probability measure by the Theorem of Bochner and Minlos [28]. Furthermore
\[
\int_{S(\mathbb{R})'} \exp(i\langle \xi, \omega \rangle) \, d\mu(B^{-1}\omega) = T(\sigma^1 1)(\xi),
\]
such that \( \Phi_{BB^*} \) is represented by the positive Hida measure \( \mu \circ B^{-1} \).

4. Construction of Hamiltonian Path Integrand via Generalized Scaling

We construct in this section by a suitable generalized scaling the Hamiltonian path integral as an expectation based on the formula above as in [13]. In phase space however the arguments are multidimensional, since we consider momentum and space variables as independent variables. For simplicity we consider \( t_0 = 0 \) and furthermore \( \hbar = m = 1 \). Indeed we have the following

Proposition 4.1. Let \( N^{-1} = \begin{pmatrix} 1_{\mathbb{R}^c} & 0 \\ 0 & 1_{\mathbb{R}^c} \end{pmatrix} + i \begin{pmatrix} 1_{\mathbb{R}^c} & 1_{\mathbb{R}^c} \\ 1_{\mathbb{R}^c} & 0 \end{pmatrix} \) as in the case of the free Hamiltonian integrand \( I_0 \) (i.e. \( V = 0 \)). Let \( R \) be a symmetric operator (w.r.t. the dual pairing) with \( R^2 = N^{-1} \). Indeed we have:
\[
R = \begin{pmatrix} 1_{\mathbb{R}^c} & 0 \\ 0 & 1_{\mathbb{R}^c} \end{pmatrix} + \frac{\sqrt{2}}{1 + (\sqrt{2} + 1)^2} U^T \begin{pmatrix} 1_{\mathbb{R}^c} & 0 \\ 0 & -1 \end{pmatrix} U,
\]
with
\[
U = \begin{pmatrix} \frac{-\sqrt{2} + 1}{2} & 1 \\ -1 & -\frac{\sqrt{2} + 1}{2} \end{pmatrix}
\]
Then under the assumption that \( \sigma_{R}\delta\left(\langle(1_{\mathbb{R}},0),\cdot\rangle\right) = \delta(\langle R(1_{\mathbb{R}},0),\cdot\rangle) \in (S)', \) we have
\[
I_0 = \sigma^T_R \sigma_R \delta\left(\langle(1_{\mathbb{R}},0),\cdot\rangle\right).
\]
Consequently the Hamiltonian path integrand for an arbitrary space dependent potential \( V \), can be informally written as
\[
I_V = \text{Nexp} \left( -\frac{1}{2} \langle \cdot, K \cdot \rangle \right) \exp \left( -i \int_0^t V(x_0 + \langle(1_{\mathbb{R}},0),\cdot\rangle) \, dr \right) \times \delta(x_0 + \langle(1_{\mathbb{R}},0),\cdot\rangle - x) = \sigma^T_R \left( \sigma_R \left( \exp \left( -i \int_0^t V(x_0 + \langle(1_{\mathbb{R}},0),\cdot\rangle) \, dr \right) \right) \times \sigma_R \delta(x_0 + \langle(1_{\mathbb{R}},0),\cdot\rangle - x) \right),
\]
for \( x, x_0 \in \mathbb{R} \) and \( 0 < t_0 < t < \infty \).
In the following we give some ideas to give a mathematical meaning to the expression in (4.11). First we consider a quadratic potential, i.e. we consider
\[ \exp \left( -\frac{1}{2} \langle \cdot, L \cdot \rangle \delta((1_{[0, t]}, 0), \cdot) - x \right). \]

**Definition 4.2.** For $L$ fulfilling the assumption of Lemma 2.13 and
\[ \delta((1_{[0, t]}, 0), \cdot) - x \]
we define
\[ \sigma^T_R \left( \exp \left( -\frac{1}{2} \langle \cdot, L \cdot \rangle \delta((1_{[0, t]}, 0), \cdot) - y \right) \right) := \exp \left( -\frac{1}{2} \langle \cdot, RLR^\ast \rangle \delta((R(1_{[0, t]}, 0), \cdot) - x) \right). \]

We now take a look at the $T$-transform of this expression in $f \in S_2(\mathbb{R})$. We have
\[
T(\sigma^T_R \sigma_R \left( \exp \left( -\frac{1}{2} \langle \cdot, L \cdot \rangle \delta((1_{[0, t]}, 0), \cdot) - y \right) \right))(f) = T(\sigma_R \left( \exp \left( -\frac{1}{2} \langle \cdot, L \cdot \rangle \delta((1_{[0, t]}, 0), \cdot) - y \right) \right))(Rf) = \frac{1}{\sqrt{2\pi \det(Id + RLR)}} \exp \left( -\frac{1}{2} \langle Rf, (Id + RLR)^{-1} Rf \rangle \right) \times \exp \left( \frac{(iy - \langle Rf, (Id + RLR)^{-1} R(1_{[0, t]}, 0) \rangle)^2}{2(R(1_{[0, t]}, 0), (Id + RLR)^{-1} R(1_{[0, t]}, 0))} \right).
\]

Now with $R^2 = N^{-1}$ and since $R$ is invertible with $R^{-1} R^{-1} = N$, we have
\[ Id + RLR = RR^{-1} R^{-1} + RLR = R(Id + K + L)R \]
and
\[ (Id + RLR)^{-1} = R^{-1} (Id + K + L)^{-1} R^{-1}. \]

Thus
\[
T(\sigma^T_R \sigma_R \left( \exp \left( -\frac{1}{2} \langle \cdot, L \cdot \rangle \delta((1_{[0, t]}, 0), \cdot) - y \right) \right))(\xi) = \frac{1}{\sqrt{2\pi \det((N + L)^{-1})}} \exp \left( -\frac{1}{2} \langle \xi, (N + L)^{-1} \xi \rangle \right) \times \exp \left( \frac{(iy - \langle \xi, (N + L)^{-1} (1_{[0, t]}, 0) \rangle)^2}{2((1_{[0, t]}, 0), (N + L)^{-1} (1_{[0, t]}, 0))} \right),
\]
which equals the expression from Lemma 2.13. Hence we have that for a suitable quadratic potential
\[ \sigma^T_R \sigma_R \left( \exp \left( -\frac{1}{2} \langle \cdot, L \cdot \rangle \delta((1_{[0, t]}, 0), \cdot) - y \right) \right), \]
exists as a Hida distribution. Moreover for all quadratic potentials from the previous chapter, the $T$-transform obtained via scaling gives the generating functional as in chapter 8. Since the $T$-transforms coincide, also the distributions are the same. For the case of quadratic potentials we obtained the correct physics also by the scaling approach.
**Example 4.3.** We construct the Feynman integrand for the harmonic oscillator in phase space via the generalized scaling. I.e. the potential is given by \( x \mapsto V(x) = \frac{1}{2} k x^2 \), \( 0 \leq k < \infty \). Thus the matrix \( L \) which includes the information about the potential, is given by

\[
L = \begin{pmatrix}
i k A & 0 \\ 0 & 0 \end{pmatrix}, \quad y \in \mathbb{R}, \ t > 0,
\]

where \( A f(s) = 1_{(0,t)}(s) \int_s^t f(r) \ dr \ dr, f \in L^2(\mathbb{R}, \mathbb{C}), s \in \mathbb{R} \), then for \( f \in S_2(\mathbb{R}) \), we have

\[
T \left( \sigma_R^t \sigma_R \left( \exp \left( -\frac{1}{2} \langle \cdot \rangle \right) \delta((1_{(0,t)}, 0), \cdot) - y \right) \right) (f) = \sqrt{\frac{\sqrt{k}}{2\pi i \sin(\sqrt{kt})}} \exp \left( \frac{1}{2} \frac{\sqrt{k}}{i \tan(\sqrt{kt})} \right) \left( iy + (\eta, f + g) \right)^2 \times \exp \left( -\frac{1}{2} \left( f + g \right) \begin{pmatrix}
i k A & 0 \\ 0 & 1_{(0,t)} \end{pmatrix} \left( f + g \right) \right) \times \exp \left( -\frac{1}{2} \left( f + g \right) \begin{pmatrix}
i k A & 0 \\ 0 & 1_{(0,t)} \end{pmatrix} \left( f + g \right) \right),
\]

which is identically equal to the generating functional of the Feynman integrand for the harmonic oscillator in phase space, see e.g. \[4\]. Moreover its generalized expectation

\[
\mathbb{E}(I_{HO}) = T(I_{HO})(0) = \sqrt{\frac{\sqrt{k}}{2\pi i \sin(\sqrt{kt})}} \exp \left( i \frac{\sqrt{k}}{2 \tan(\sqrt{kt})} y^2 \right)
\]

is the Greens function to the Schrödinger equation for the harmonic oscillator, compare e.g. with \[23\].
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