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Abstract
Quantum Discord (QD) is a measure of the total quantum non-local correlations of a quantum system. The formalism of quantum discord has been applied to various two-qubit mixed states and it has been reported that there is a non-zero quantum discord even when the states are unentangled. To this end, we have calculated the Quantum Discord for a higher than two qubit mixed state, that is, the generalized $n$-qubit Werner state with a bipartite split. We found that the QD saturates to a straight line with a unit slope in the thermodynamic limit. Qualitative studies of entanglement between the two subsystems using logarithmic negativity revealed that the entanglement content between them increases non-uniformly with the number of qubits leading to its saturation. We have proved the above claims both analytically and numerically.

Keywords Generalized $n$-qubit Werner state · Quantum discord · Logarithmic negativity

1 Introduction

Quantum non-local correlations have been one of the most unique and exclusive phenomena of the quantum world, which has no classical analogue. Over the years it was assumed that quantum entanglement [1] is the only source of quantum non-local correlations. However, in recent years, numerous pieces of evidence indicated in the direction that quantum entanglement is not the only non-local correlation that exists between two subsystems. Over the years it was shown that there are states that possess non-local behaviour but are not entangled [2, 3]. Zurek and Ollivier [4], Henderson and Vedral [5] independently gave a measure
for the quantification of such non-local correlations known as \textit{Quantum Discord}. For a bipartite composite quantum system $\rho_{AB}$, where $A$ and $B$ are the individual subsystems, the QD is defined as follows,

$$\mathcal{D}(A : B) = I(A : B) - J(A|B),$$  \hfill (1)

where $I(A : B)$ and $J(A|B)$ are the total and classical correlations present between the two subsystems, respectively. Both of these terms are defined as follows, $I(A : B) = S(A) + S(B) - S(A, B)$ and $J(A|B) = S(A) - S(A|B)$, where $S(A)$ and $S(B)$ are the von Neumann entropies of the subsystem states $\rho_A$ and $\rho_B$, respectively. The terms $S(A, B)$ and $S(A|B)$ are the joint von Neumann entropy and the quantum conditional entropy of the system, respectively. Based on these definitions the expression of the QD can be rewritten as,

$$\mathcal{D}(A : B) = S(B) - S(A, B) + S(A|B).$$  \hfill (2)

The quantum conditional entropy $S(A|B)$ is given as,

$$S(A|B) = \min_{\{\Pi_k\}} \sum_{k=1}^{\mathcal{H}_B} p_k S(\rho_{A|\Pi_k}),$$  \hfill (3)

where $\mathcal{H}_B$ is the Hilbert space dimension of subsystem $B$. In (3), $\rho_{A|\Pi_k}$ is the post-measurement state for the subsystem $A$ when a measurement is performed on the subsystem $B$, and $p_k = Tr(\Pi_k^\dagger \Pi_k \rho_{AB})$ is the probability associated with the measurement operators $\Pi_k$. The state $\rho_{A|\Pi_k}$ can be explicitly written as,

$$\rho_{A|\Pi_k} = \frac{1}{p_k} Tr_B (\Pi_k \rho_{AB} \Pi_k^\dagger).$$  \hfill (4)

In this paper, we are constructing the generalized Werner state of $n$ qubits as given in ref. [6, 7]. When we reduce this state to two qubits, it becomes the famous Werner state [8]. We study the QD and the logarithmic negativity between any single qubit ($B$ subsystem) and the remaining $n - 1$ qubits ($A$ subsystem) of the generalized $n$-qubit Werner state. It is to be noted that we can calculate the QD by performing a measurement over any one of the subsystems $A$ or $B$. The subsystem $B$ may contain any arbitrary number of qubits between 1 to $n - 1$, and accordingly, the subsystem size of $A$ will vary. However, here we are performing a measurement over subsystem $B$ and limiting it to one-qubit because the minimization in (3) depends upon $2^m$ parameters of the measurement operators $\Pi_k$, where $m$ ($1 \leq m < n$) is the number of qubits in the subsystem $B$. Therefore, for $m > 1$ it is difficult to track the solution both analytically and numerically as it is non-trivial and there exists no generic prescription for the same. For $m = 1$, the general measurement operators are,

$$\Pi_1 = \mathbb{I}_A \otimes |u\rangle B \langle u| \quad \text{and} \quad \Pi_2 = \mathbb{I}_A \otimes |v\rangle B \langle v|,$$  \hfill (5)

where $|u\rangle = \cos(\theta)|0\rangle + e^{i\phi} \sin(\theta)|1\rangle$ and $|v\rangle = \sin(\theta)|0\rangle - e^{i\phi} \cos(\theta)|1\rangle$, and two parameters, $\theta$ and $\phi$, vary in the range, $0 \leq \theta \leq \pi/2$ and $0 \leq \phi \leq 2\pi$. In Section 2, we analytically calculate QD between the subsystems $A$ and $B$, and in Section 3, we derive the linear relationship between QD and mixing probability $p$ at the thermodynamic limit ($n$ is very large, that is $n \to \infty$). The logarithmic negativity between the subsystems $A$ and $B$ has been investigated in Section 4.
2 Calculation of the QD for the Generalized \( n \)-qubit Werner State

The QD for the two-qubit Werner state has already been studied in ref. [4], however, in this paper, we study the variation of the non-local correlations with respect to the total number of qubits \( n \). The generalized \( n \)-qubit Werner state is given as,

\[
\rho_{WAB} = p|\phi\rangle_{AB}AB\langle \phi| + \frac{(1 - p)}{2^n} I_{AB}, \tag{6}
\]

where \( |\phi\rangle_{AB} \) is the \( n \)-qubit GHZ state [9] given as,

\[
|\phi\rangle_{AB} = \frac{1}{\sqrt{2^n}} \left( |0\rangle^{\otimes n-1}_A |0\rangle_B + |1\rangle^{\otimes n-1}_A |1\rangle_B \right),
\]

and \( p \) is the mixing probability such that \( 0 \leq p \leq 1 \). In (6), \( I_{AB}/2^n \) is the \( n \)-qubit maximally mixed state. For calculating the QD between subsystems \( A \) and \( B \) of the state \( \rho_{WAB} \), the first step is the calculation of the von Neumann entropies in (2). To this end, we calculate the reduced density matrix \( \rho_B \) as shown below,

\[
\rho_B = \left\{ 2^{n-1} \left( \frac{1 - p}{2^n} \right) + \frac{p}{2} \right\} |0\rangle\langle 0| + \left\{ 2^{n-1} \left( \frac{1 - p}{2^n} \right) + \frac{p}{2} \right\} |1\rangle\langle 1|,
\]

\[
= \frac{1}{2} \left( |0\rangle\langle 0| + |1\rangle\langle 1| \right). \tag{7}
\]

The eigenvalues of \( \rho_B \) are \( \frac{1}{2} \) and \( \frac{1}{2} \). Therefore, the von Neumann entropy for subsystem \( B \) can be calculated as,

\[
S(B) = -\frac{1}{2} \log_2 \left( \frac{1}{2} \right) - \frac{1}{2} \log_2 \left( \frac{1}{2} \right) = 1. \tag{9}
\]

Let us define \( 2^n = N \), for compactness of notation. The matrix representation of the state \( \rho_{WAB} \) is given below,

\[
\rho_{WAB} = \begin{bmatrix}
a_{11} & 0 & 0 & \ldots & a_{1N} \\
0 & a_{22} & 0 & \ldots & 0 \\
0 & 0 & a_{33} & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
a_{N1} & \cdots & \cdots & \cdots & a_{NN}
\end{bmatrix}_{N \times N}. \tag{10}
\]

Using (6), the matrix elements \( a_{ij} \)'s in (10) can be written as,

\[
a_{11} = a_{NN} = \left( \frac{1 - p}{2^n} + \frac{p}{2} \right); \quad a_{1N} = a_{N1} = \frac{p}{2}, \tag{11}
\]

and rest of the matrix elements are,

\[
a_{22} = a_{33} = a_{44} = \ldots = a_{N-1\ N-1} = \left( \frac{1 - p}{2^n} \right), \tag{12}
\]

The characteristic equation of the matrix written in (10) can be nicely factored out as,

\[
(a_{22} - \lambda)(a_{33} - \lambda) \cdots (a_{N-1\ N-1} - \lambda)(\lambda^2 - \lambda(a_{11} + a_{NN}) + a_{11}a_{NN} - a_{N1}a_{1N}) = 0. \tag{13}
\]
The roots (eigenvalues) of the above characteristic equation are given below,

$$\lambda_1 = \lambda_2 = \lambda_3 = \ldots = \lambda_{N-2} = \left(\frac{1 - p}{2^n}\right). \quad (14)$$

The remaining two eigenvalues $\lambda_{N-1}$ and $\lambda_N$ can be written as,

$$\lambda_{N-1} = \frac{1}{2} \left\{ (a_{11} + a_{NN} + \sqrt{(a_{11} - a_{NN})^2 + 4a_1 a_N}) \right\} = \left(\frac{1 + (2^n - 1)p}{2^n}\right); \quad (15)$$

$$\lambda_N = \frac{1}{2} \left\{ (a_{11} + a_{NN} - \sqrt{(a_{11} - a_{NN})^2 + 4a_1 a_N}) \right\} = \left(\frac{1 - p}{2^n}\right). \quad (16)$$

Based on the eigenvalues calculated from (14–16), we can directly write the joint entropy $S(A, B)$ as follows,

$$S(A, B) = (N - 2) \left\{ - \left(\frac{1 - p}{2^n}\right) \log_2 \left(\frac{1 - p}{2^n}\right) \right\} - \left(\frac{1 + (2^n - 1)p}{2^n}\right) \log_2 \left(\frac{1 + (2^n - 1)p}{2^n}\right), \quad (17)$$

$$S(A, B) = -(2^n - 1) \left(\frac{1 - p}{2^n}\right) \log_2 \left(\frac{1 - p}{2^n}\right) - \left(\frac{1 + (2^n - 1)p}{2^n}\right) \log_2 \left(\frac{1 + (2^n - 1)p}{2^n}\right). \quad (18)$$

The next step is to find the quantum conditional entropy $S(A | B)$ of the system by performing a measurement over the subsystem $B$ by the set of operators defined in (5). To this end, we operate the measurement operator $\Pi_1$ on the state $\rho_{WAB}$, as shown below,

$$\Pi_1 \rho_{WAB} \Pi_1 = \frac{p}{2} \cos^2(\theta) |0\rangle_A \langle 0|_B (|0\rangle_A \langle 0|_B + |1\rangle_A \langle 1|_B) + \frac{p}{2} e^{i\phi} \sin(\theta) \cos(\theta) (|1\rangle_A \langle 0|_B + |0\rangle_A \langle 1|_B)$$

$$A \langle 0|_A \langle 0|_B + \frac{p}{2} e^{i\phi} \sin(\theta) \sin(\theta) (|1\rangle_A \langle 0|_B + |0\rangle_A \langle 1|_B)$$

$$+ \sum_{i=0}^{2^n-1} \left(\frac{1 - p}{2^n}\right) |i\rangle_A \langle i|_B (|u\rangle_B \langle u| + |\cos^2(\theta) + \sin^2(\theta)\rangle). \quad (19)$$

The associated probability for the outcome of the measurement operator $\Pi_1$ is $p_1$, and it can be calculated as,

$$p_1 = tr(\Pi_1 \rho_{WAB} \Pi_1),$$

$$= \frac{p}{2} \cos^2(\theta) + \frac{p}{2} \sin^2(\theta) + 2^n - \left(\frac{1 - p}{2^n}\right) = \frac{p}{2} + \left(\frac{1 - p}{2^n}\right) = \frac{1}{2}. \quad (21)$$
The post measurement state for the subsystem $A$ is written as,

$$\rho_{A|\Pi_1} = \frac{1}{p_1} tr_B(\Pi_1 \rho_{WAB} \Pi_1),$$

$$= 2 \times \frac{p}{2} \cos^2(\theta)|0\rangle^{\otimes n-1} \langle 0|^{\otimes n-1} + 2 \times \frac{p}{2} e^{i\phi} \cos(\theta) \sin(\theta)|1\rangle^{\otimes n-1} \langle 0|^{\otimes n-1}$$

$$+ 2 \times \frac{p}{2} e^{-i\phi} \cos(\theta) \sin(\theta)|1\rangle^{\otimes n-1} \langle 0|^{\otimes n-1} + 2 \times \frac{p}{2} \sin^2(\theta)|1\rangle^{\otimes n-1} \langle 1|^{\otimes n-1}$$

$$+ 2 \sum_{i=0}^{2n-1} \left( \frac{1 - p}{2^n} \right) |i\rangle \langle i|, \tag{22}$$

The reduced density matrix of the subsystem $A$ in (23) can be further simplified to be,

$$\rho_{A|\Pi_1} = p \cos^2(\theta)|0\rangle^{\otimes n-1} \langle 0|^{\otimes n-1} + p e^{i\phi} \cos(\theta) \sin(\theta)|1\rangle^{\otimes n-1} \langle 0|^{\otimes n-1}$$

$$+ pe^{-i\phi} \cos(\theta) \sin(\theta)|1\rangle^{\otimes n-1} \langle 0|^{\otimes n-1} + p \sin^2(\theta)|1\rangle^{\otimes n-1} \langle 1|^{\otimes n-1}$$

$$+ \sum_{i=0}^{2n-1} \left( \frac{1 - p}{2^n} \right) |i\rangle \langle i|. \tag{24}$$

Let us define $2^{n-1} = L$. The matrix representation of the reduced density matrix $\rho_{A|\Pi_1}$ becomes,

$$\rho_{A|\Pi_1} = \begin{bmatrix} b_{11} & 0 & 0 & \ldots & b_{1L} \\ 0 & b_{22} & 0 & \ldots & 0 \\ 0 & 0 & b_{33} & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ b_{L1} & 0 & 0 & \ldots & b_{LL} \end{bmatrix}, \tag{25}$$

the corner matrix elements of the above matrix are,

$$b_{11} = b_{LL} = p \cos^2 \theta + \left( \frac{1 - p}{2^{n-1}} \right); \tag{26}$$

$$b_{1L} = p e^{i\phi} \cos(\theta) \sin(\theta); \tag{27}$$

$$b_{L1} = p e^{-i\phi} \cos(\theta) \sin(\theta), \tag{28}$$

and remaining matrix elements are written below,

$$b_{22} = b_{33} = \ldots = b_{L-1 \ L-1} = \left( \frac{1 - p}{2^{n-1}} \right). \tag{29}$$

The characteristic equation for the matrix given in (25) is shown below,

$$(b_{22} - \beta)(b_{33} - \beta) \cdots (b_{L-1 \ L-1} - \beta) \left( \beta^2 - \beta(b_{11} + b_{LL}) + b_{11} b_{LL} - b_{L1} b_{1L} \right) = 0. \tag{30}$$

The eigenvalues of the matrix in (25), based upon the (30), can be calculated as,

$$\beta_1 = \beta_2 = \ldots = \beta_{L-2} = \left( \frac{1 - p}{2^{n-1}} \right), \tag{31}$$

and remaining two eigenvalues are,

$$\beta_{L-1} = \left( \frac{1 + (2^{n-1} - 1)p}{2^{n-1}} \right) \quad \text{and} \quad \beta_L = \left( \frac{1 - p}{2^{n-1}} \right). \tag{32}$$
Now we will calculate the von Neumann entropy of the state defined in (24) as it is an important requirement to calculate the quantum conditional entropy given by the (3),

$$S(\rho_{A|\Pi_1}) = -(2^{n-1} - 2) \left( \frac{1-p}{2^{n-1}} \right) \log_2 \left( \frac{1-p}{2^{n-1}} \right) - \left( \frac{1 + (2^{n-1} - 1)p}{2^{n-1}} \right) \log_2 \left( \frac{1 + (2^{n-1} - 1)p}{2^{n-1}} \right),$$

which can be further simplified into the following equation,

$$S(\rho_{A|\Pi_1}) = -(2^{n-1} - 1) \left( \frac{1-p}{2^{n-1}} \right) \log_2 \left( \frac{1-p}{2^{n-1}} \right) - \left( \frac{1 + (2^{n-1} - 1)p}{2^{n-1}} \right) \log_2 \left( \frac{1 + (2^{n-1} - 1)p}{2^{n-1}} \right).$$

The post-measurement state for the subsystem A after the measurement is performed on subsystem B using measurement operator $\Pi_2$ is $\rho_{A|\Pi_2}$, and it has the same matrix structure as that of (25). The associated probability for the state being $\rho_{A|\Pi_2}$ is $p_2$ which is 1/2. From the above discussion, the quantum conditional entropy can be written as,

$$S(A|B) = S(\rho_{A|\Pi_1}).$$

Note that the expression for quantum conditional entropy in (35), is independent of the variables $\theta$ and $\phi$, which are present in the general mathematical expression of the measurement operators in (5). It leads to the fact that the minimization of the quantum conditional entropy over the measurement operators is not required. Using (9, 18, 35) in (2), the expression for the QD finally boils down to,

$$\mathcal{D}(A : B) = 1 + (2^n - 1) \left( \frac{1-p}{2^n} \right) \log_2 \left( \frac{1-p}{2^n} \right) + \left( \frac{1 + (2^n - 1)p}{2^n} \right) \log_2 \left( \frac{1 + (2^n - 1)p}{2^n} \right) - \left( \frac{1 + (2^n - 1)p}{2^n} \right) \log_2 \left( \frac{1 + (2^n - 1)p}{2^n} \right) - \left( \frac{1 + (2^{n-1} - 1)p}{2^{n-1}} \right) \log_2 \left( \frac{1 + (2^{n-1} - 1)p}{2^{n-1}} \right).$$

Note that (36) is dependent on probability $p$ and the total number of qubits $n$ which also appears in (6). We study the variation of QD with $p$ for different number of qubits $n$. To this end, we plot the variation of QD against $p$ for different value of $n$ as shown in Fig. 1. We have plotted the numerical result as inset (a) in Fig. 1, we were able to calculate the QD till $n = 12$ from a normal computer numerically, the main plot in Fig. 1 is an analytical plot giving insights for higher values of $n$ based on (36). It is also to be noted that the analytical plot and numerical plot matches well for all the values of $n$ (till $n = 12$) with a precision of the order of $10^{-6}$. For $n = 2$, the variation between QD and $p$ exactly matches the result for the two-qubit Werner state as discussed in ref. [4] as a self consistent check. From Fig. 1 it is evident that for a given value of $p$ the QD increases as $n$ increases, which indicates that the non-local correlations are dependent upon $n$ as given in (36). However, the area under the curve showing the variation between QD and $p$ saturates for large values of $n$ (like $n \geq 20$), non-trivial analytical calculations show that for large values of $n$, typically $2^n \rightarrow \infty$, this curve approaches a straight line with a unit slope, a phenomenon which we
call as the “saturation of quantum discord”. The proof of the aforesaid statement has been completely derived in the subsequent section. Another important observation from Fig.[1] is that, as the value of \( n \) increases and approaches the thermodynamic limit, it becomes the convex roof at saturation, which is nothing but the straight line with a unit slope. These observations are proved in detail in Appendix A.

3 The Value of Quantum Discord at the Thermodynamic Limit (of \( n \to \infty \))

For a generalized \( n \)-qubit Werner state, the quantum discord, \( \mathcal{D}(A:B) \), between any single qubit and the remaining \((n-1)\) qubits was calculated in (36). Now we can state the following lemma about the nature of QD for higher values of \( n \).

Lemma 1 For large values of \( n \) (as \( n \to \infty \), that is, \( 2^n \to \infty \)), which is the thermodynamic limit, there exists a linear relationship between the QD and the mixing probability \( p \) in the generalized \( n \)-qubit Werner state.

Proof The mathematical expression for the QD in (36) can be rewritten as,

\[
\mathcal{D}(A:B) = 1 + \left( \frac{1-p}{2^n} \right) \log_2 \left( \frac{1-p}{2^n} \right) + \left( \frac{1+(2^n-1)p}{2^n} \right) \\
\log_2 \left( \frac{1+(2^n-1)p}{2^n} \right) - \left( \frac{1-p(2^{n-1}-1)}{2^{n-1}} \right) \log_2 \left( \frac{1-p}{2^{n-1}} \right) \\
- \left( \frac{1+(2^{n-1}-1)p}{2^{n-1}} \right) \log_2 \left( \frac{1+(2^{n-1}-1)p}{2^{n-1}} \right),
\] (37)
after some straightforward simplifications, we have,

\[
D(A : B) = 1 + (1 - p) \left( 1 - \frac{1}{2^n} \right) \log_2 \left( \frac{1 - p}{2^n} \right) + \left( \frac{1}{2^n} + \left( 1 - \frac{1}{2^n} \right) p \right) \\
\log_2 \left( \frac{1}{2^n} + \left( 1 - \frac{1}{2^n} \right) p \right) - (1 - p) \left( 1 - \frac{1}{2^n-1} \right) \log_2 \left( \frac{1 - p}{2^n-1} \right) \\
- \left( \frac{1}{2^n-1} + \left( 1 - \frac{1}{2^n-1} \right) p \right) \log_2 \left( \frac{1}{2^n-1} + \left( 1 - \frac{1}{2^n-1} \right) p \right) .
\] (38)

Now consider the limiting case for large values of \( n \), that is, \( 2^n \to \infty \), the above equation transforms into the following,

\[
\lim_{2^n \to \infty} D(A : B) = 1 + (1 - p) \log_2 \left( \frac{1 - p}{2^n} \right) + p \log_2(p) - (1 - p) \log_2 \left( \frac{1 - p}{2^n-1} \right) \\
-p \log_2(p),
\] (39)

\[
= 1 + (1 - p) \log_2 \left( \frac{1 - p}{2^n} \right) - (1 - p) \log_2 \left( \frac{1 - p}{2^n-1} \right),
\] (40)

\[
= 1 + (1 - p) \log_2 \left( \frac{1}{2} \right),
\] (41)

which finally gives,

\[
\lim_{2^n \to \infty} D(A : B) = p.
\] (42)

It is evident from (42) that there exists a linear relationship between \( D(A : B) \) and \( p \) when \( 2^n \to \infty \). Now it is trivial to verify that the slope of the line as given in (42) is unity, which means that,

\[
\lim_{2^n \to \infty} \frac{\partial D(A : B)}{\partial p} = 1.
\] (43)

Thus our claim is proved.

\[\Box\]

### 4 Logarithmic Negativity in the \( n \)-qubit Werner State

Till now we understood how non-local correlations vary with an increasing number of qubits \( n \) and what really happens to QD as a function of \( p \) in the thermodynamic limit of the number of qubits. Now we analyze more deeply into how the entanglement content varies between any single qubit and the remaining \( n - 1 \) qubits for the state as given in (6). However, there is no entanglement measure reported till now for a mixed state having total number of qubits \( n > 2 \) which has a closed form expression. Therefore, we use logarithmic negativity \([10]\), which is an entanglement monotone, and it gives an indicator of the entanglement content in the state. To this end, we study the variation of logarithmic negativity with respect to \( p \), for different values of \( n \). We perform the partial transpose on the subsystem \( B \) of the density matrix in (6), after some calculations, the final matrix after the partial transposition operation can be written as,

\[
\rho_{W,A}^B = \frac{p}{2^n} \left[ |1\rangle \otimes |0\rangle \otimes (1)\oplus n-1 (0) \otimes (1) \otimes (0) \otimes (0) \otimes n-1 + |0\rangle \otimes (1) \otimes (1) \otimes (1) \otimes n-1 + |0\rangle \otimes n (0) \otimes n \\
+ |1\rangle \otimes n (1) \otimes n \right] + \sum_{i=0}^{2^n-1} \left( 1 - \frac{p}{2^n} \right) |i\rangle \langle i|.
\] (44)
The general structure of the matrix defined in (44) is equivalent to the matrix defined below,
\[
\rho_{W_{AB}}^{T_B} = \begin{bmatrix}
c_{11} & 0 & 0 & \ldots & 0 \\
0 & c_{22} & 0 & \ldots & 0 \\
& \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & c_{N \frac{N}{2}} & c_{N \frac{N}{2} + 1} & \ldots & 0 \\
& \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & \ldots & c_{N \frac{N}{2} + 1} & c_{N \frac{N}{2} + 1} & \ldots & 0 \\
& & & \ddots & \ddots & \ddots & 0 \\
0 & & & & & & c_{NN} 
\end{bmatrix}_{N \times N}.
\] (45)

The matrix in (45) has all the elements are zero except for the diagonal elements, and two off diagonal elements, which are written as follows, \(c_{N \frac{N}{2} + 1}\) and \(c_{N \frac{N}{2} + 1}^\prime\). The non-zero matrix elements can be written as follows,
\[
c_{11} = c_{NN} = \left(1 + \frac{2^{n-1} - 1}{2^n}\right) p;
\] (46)
\[
c_{N \frac{N}{2}} = c_{N \frac{N}{2} + 1} = \frac{p}{2};
\] (47)
\[
c_{22} = \ldots = c_{N-1N-1} = \left(1 - \frac{p}{2^n}\right).
\] (48)

The characteristic equation for the matrix defined in (45) can be written in a factorizable form as,
\[
(c_{22} - \lambda')(c_{33} - \lambda') \cdots (c_{N-1N-1} - \lambda') \left(\lambda'^2 - \lambda'(c_{11} + c_{NN}) + c_{11}c_{NN} - c_{N \frac{N}{2}}c_{N \frac{N}{2} + 1}\right) = 0.
\] (49)

The roots (eigenvalues) of the characteristic equation in (49) are given below,
\[
\lambda'_1 = \left(1 - \frac{p}{2^n}\right) - \frac{p}{2};
\] (50)
\[
\lambda'_2 = \lambda'_{N-1} = \lambda'_{N} = \left(1 - \frac{p}{2^n}\right) + \frac{p}{2};
\] (51)
\[
\lambda'_3 = \lambda'_4 = \ldots = \lambda'_{N-2} = \left(1 - \frac{p}{2^n}\right).
\] (52)

All the obtained eigenvalues in (50 – 52) are positive for any value of \(p\) except the eigenvalue \(\lambda'_1\). In ref. [11], the author has shown that the necessary criteria for a density matrix to be separable is to have non-negative eigenvalues of the partially transposed density matrix. However, the subsystems \(A\) and \(B\) in the generalized \(n\)-qubit Werner state are inseparable for a range of mixing probabilities \(p\), when the eigenvalue \(\lambda'_1\) is negative. The range of \(p\) where \(\lambda'_1\) is negative is shown below,
\[
\left(1 - \frac{p}{2^n}\right) - \frac{p}{2} < 0,
\] (53)
which boils down to,
\[
p > \frac{1}{1 + 2^{n-1}}.
\] (54)

For \(n = 2\) the above equation transform into \(p > 1/3\), which is consistent with the concurrence measure of the two-qubit Werner state [12, 13]. The value of concurrence of two-qubit
Werner state is zero (separable state) in the range $0 \leq p < 1/3$, and non-zero (inseparable state) in the range $1/3 \leq p \leq 1$. From (54), we observe that the range of $p$ for which the state is separable decreases as $n$ increases. To verify (54) with respect to state given in (6), we calculate the logarithmic negativity between the subsystems $A$ and $B$ of the state. As the first step we calculate the trace norm of the matrix $\rho_{WAB}^{B}$ as shown below,

$$||\rho_{WAB}^{B}|| = Tr \left( \sqrt{\left( \rho_{WAB}^{B} \right)^{\dagger} \rho_{WAB}^{B} \left( \rho_{WAB}^{B} \right)^{2} \right) \right),$$

(55)

using the fact that the trace of the matrix is the sum of its eigenvalues in (50 – 52), we can rewrite (55) as,

$$||\rho_{WAB}^{B}|| = \sum_{j=1}^{2^{n}} \sqrt{\left( \lambda_{j}' \right)^{2}}.$$ 

(56)

Now the logarithmic negativity can be computed as,

$$N_{L} = \log_{2} \left( ||\rho_{WAB}^{B}|| \right) = \log_{2} \left( \sum_{j=1}^{2^{n}} \sqrt{\left( \lambda_{j}' \right)^{2}} \right).$$

(57)

For the interval $0 \leq p \leq 1/(1 + 2^{n-1})$, the eigenvalue $\lambda_{1}'$ is positive, therefore the value of the trace norm in (56) will be unity, and by the definition of logarithmic negativity ($N_{L}$) in (57), it will be zero, this indicates that the state is unentangled in the above interval. However, in the interval, $1/(1 + 2^{n-1}) < p \leq 1$, the trace norm as defined in (56) reduces to,

$$||\rho_{WAB}^{B}|| = 1 - 2\lambda_{1} = \frac{(2^{n-1} + 1)p + (2^{n-1} - 1)}{2^{n-1}}.$$ 

(58)

Based on (58), the logarithmic negativity becomes,

$$N_{L} = \log_{2} \left( \frac{(2^{n-1} + 1)p + (2^{n-1} - 1)}{2^{n-1}} \right).$$ 

(59)

From (59) we observe that $N_{L}$ in the interval $1/(1 + 2^{n-1}) < p \leq 1$ is non-zero (inseparable) and is dependent on both $n$ and $p$. In Fig. 2, we have plotted $N_{L}$ versus $p$ for different values of $n$, and we observe that the range of $p$ for which the state is inseparable increases, not only that, even the entanglement content also increases as we increase $n$. The increment in the range of $p$ for which the state remains inseparable is non-uniform which is basically a difference between $\frac{1}{1+2^{n-1}}$ and $\frac{1}{1+2^{n-2}}$, where $2 \leq k \leq (n - 1)$. However, for very large values of $n$ ($2^{n} \rightarrow \infty$), it is easy to see that, the logarithmic negativity as given in (59) reduces to a simple expression,

$$\lim_{2^{n} \rightarrow \infty} N_{L} = \log_{2}(1 + p).$$

(60)

As we see in Fig. 2, the logarithmic negativity $N_{L}$ is a concave function of the mixing probability $p$. A proof of the preceding statement can be found in Appendix B.

Thus it can be concluded that the increase in the entanglement content saturates for large values of $n$. In Fig. 2, we observe that for higher number of qubits, almost for the entire range of $p$ ($0 \leq p \leq 1$) the state remains entangled, which concurs with (54). We now study the change of logarithmic negativity with respect to the variable $p$, in order to gain more insights on the rate of change in the entanglement content with respect to $p$, the first
Fig. 2 Numerical results showing the variation of $N_L$ with respect to $p$ for different number of qubits $n$ indicating a non-uniform behaviour

order derivative of $N_L$ with respect to $p$ is computed as below,

$$\frac{\partial N_L}{\partial p} = \frac{1}{\ln 2} \left( \frac{2^{n-1} + 1}{2^{n-1} + 1 + p(2^{n-1} - 1)} \right) = \frac{1}{\ln 2} \left( p + \frac{2^{n-1} - 1}{2^{n-1} + 1} \right). \quad (61)$$

For very large values of $n$, it is simple to see that (61) transforms into the following,

$$\lim_{2^n \to \infty} \frac{\partial N_L}{\partial p} = \frac{1}{\ln 2} \left( \frac{1}{1 + p} \right), \quad (62)$$

which is the first order derivative of (60) with respect to $p$. From (62), we can conclude that for large values of $n$, the entanglement content in the state does not rise sharply as compared to the smaller values of $n$ in the system, which is also evident from Fig. 2.

5 Conclusion

In this paper, we have constructed a generalized $n$-qubit Werner state and studied it in extensive detail with regard to QD and logarithmic negativity for any single qubit ($B$ subsystem) and the remaining $n - 1$ qubits ($A$ subsystem) of a bipartite split of the state. We have proved that as the total number of qubits ($n$) increases, the QD as a function of $p$ saturates to a straight line and in fact, in the thermodynamic limit of the number of qubits tending to infinity, the QD is a straight line with a unit slope, and this observation is backed by our numerical results also. The convexity property of QD with respect to the mixing probability $p$ has been discussed in detail with relevant analytical and numerical computations. We have then extended our discussion to the variation of entanglement content between the subsystems $A$ and $B$ using logarithmic negativity, subjected to the changes in the parameters $p$ (mixing probability) and $n$ (total number of qubits). Analytically as well as numerically
it has been proved that, the range of $p$ for which the state is inseparable, increases. The entanglement content also increases as we increase $n$. The concave nature of logarithmic negativity with respect to the mixing probability $p$ has been observed and studied in detail. We like to point out that this paper discusses the non-local correlations between a single qubit and the remaining $n-1$ qubits. However, it is an open question to extend this for a bipartite system containing an arbitrary number of qubits in each of its parts, for the state under consideration. This is due to the fact that the complexities in calculating QD in such cases dramatically increase due to exponential increase in the parameters needed to be minimized as discussed earlier in the introduction.
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Appendix A: Convexity of Quantum Discord

It can be seen from Fig. 1 ($\mathcal{D}(A : B)$ versus $p$) that the quantum discord is a convex function over the range of mixing probability $p$. We can prove analytically as well as numerically that the expression for quantum discord written in (A.1) below is a convex function for $0 < p < 1$. To this end, we will use results from differential calculus which says that the function $\mathcal{D}(A : B)$ is a convex function in the aforesaid range of $p$ if $\frac{\partial^2 \mathcal{D}(A : B)}{\partial p^2} > 0$ for all values of $n$. We start by writing the analytical expression of $\mathcal{D}(A : B)$ as,

$$\mathcal{D}(A : B) = 1 + (2^n - 1) \left( \frac{1-p}{2^n} \right) \log_2 \left( \frac{1-p}{2^n} \right) + \left( \frac{1+(2^n-1)p}{2^n} \right) \log_2 \left( \frac{1+(2^n-1)p}{2^n} \right) - \left( \frac{1+(2^{n-1}-1)p}{2^{n-1}} \right) \log_2 \left( \frac{1+(2^{n-1}-1)p}{2^{n-1}} \right).$$

(A.1)

Now we will rearrange the above equation in terms of new variables $x$, $y$ and $z$ as shown below,

$$x = 1-p,$$ \hspace{1cm} (A.2)

$$y = 1 + (2^n - 1)p,$$ \hspace{1cm} (A.3)

$$z = 1 + (2^{n-1} - 1)p.$$ \hspace{1cm} (A.4)

Based on (A.2–A.4), we have the following relations between $x$, $y$ and $z$.

$$2z = x + y,$$ \hspace{1cm} (A.5)

$$y = x + 2^n p.$$ \hspace{1cm} (A.6)

Now, $\mathcal{D}(A : B)$ can be written in terms of $x$, $y$ and $z$ as,

$$\mathcal{D}(A : B) = 1 + (2^n - 1) \frac{x}{2^n} \log_2 \left( \frac{x}{2^n} \right) + \frac{y}{2^n} \log_2 \left( \frac{y}{2^n} \right) - (2^{n-1} - 1) \frac{x}{2^{n-1}} \log_2 \left( \frac{x}{2^{n-1}} \right) - \frac{z}{2^{n-1}} \log_2 \left( \frac{z}{2^{n-1}} \right).$$

(A.7)
We can use the property, \( \log(1/u) = -\log(u) \) (for \( u > 0 \)) and \( \log_2 2^n = n \) for further simplification of (A.7) to get,

\[
D(A:B) = 1 + \left( \frac{2^n - 1}{2^n} \right) x (\log_2 x - n) + \left( \frac{y}{2^n} \right) (\log_2 y - n) - \left( \frac{2^n - 1}{2^{n-1}} \right) \]

\[
x (\log_2 x - (n - 1)) - \left( \frac{z}{2^{n-1}} \right) (\log_2 z - (n - 1)), \tag{A.8}
\]

Again using (A.6), we can write

\[
\frac{2^n - 1}{2^n} - \frac{2^n - 1 - n}{2^{n-1}} \right) x \log_2 x - \frac{nx(2^n - 1)}{2^n} + \left( \frac{y}{2^n} \right) \log_2 y
\]

\[
- \frac{ny}{2^n} + (n - 1) \left( \frac{2^n - 1}{2^{n-1}} \right) x - \left( \frac{z}{2^{n-1}} \right) \log_2 z + \left( \frac{n - 1}{2^{n-1}} \right) z. \tag{A.9}
\]

The above equation can be further rearranged as follows,

\[
D(A:B) = 1 + x \left[ \frac{-n(2^n - 1)}{2^n} + \frac{(n - 1)(2^n - 1)}{2^{n-1}} \right] - \frac{ny}{2^n} + \left( \frac{n - 1}{2^n} \right) \]

\[
(2z) + \left( \frac{x}{2^n} \right) \log_2 x + \left( \frac{y}{2^n} \right) \log_2 y - \left( \frac{z}{2^{n-1}} \right) \log_2 z. \tag{A.10}
\]

Using (A.5), we can substitute for \( 2z \) in terms of \( x \) and \( y \) in (A.10) to get,

\[
D(A:B) = 1 + x \left[ \frac{-n(2^n - 1)}{2^n} + \frac{(n - 1)(2^n - 1)}{2^{n-1}} \right] - \frac{ny}{2^n} + \left( \frac{n - 1}{2^n} \right) \]

\[
(2z) + \left( \frac{x}{2^n} \right) \log_2 x + \left( \frac{y}{2^n} \right) \log_2 y - \left( \frac{z}{2^{n-1}} \right) \log_2 z, \tag{A.11}
\]

\[
= 1 + x \left[ \frac{-n(2^n - 1)}{2^n} + \frac{(n - 1)(2^n - 2)}{2^n} + \frac{(n - 1)}{2^n} \right] - \frac{ny}{2^n} \]

\[
+ \frac{ny}{2^n} - \frac{y}{2^n} + \left( \frac{x}{2^n} \right) \log_2 x + \left( \frac{y}{2^n} \right) \log_2 y - \left( \frac{z}{2^{n-1}} \right) \log_2 z. \tag{A.12}
\]

Again using (A.6), we can write \( y \) in terms of \( x \) in (A.12) and therefore, the above equation becomes,

\[
D(A:B) = x \left[ \frac{-n(2^n - 1)}{2^n} + \frac{(n - 1)(2^n - 2)}{2^n} + \frac{(n - 1)}{2^n} \right] - \left( \frac{x + 2^n p}{2^n} \right) + 1
\]

\[
+ \left( \frac{x}{2^n} \right) \log_2 x + \left( \frac{y}{2^n} \right) \log_2 y - \left( \frac{z}{2^{n-1}} \right) \log_2 z. \tag{A.13}
\]

\[
= x \left[ \frac{-n(2^n - 1)}{2^n} + \frac{(n - 1)(2^n - 2)}{2^n} + \frac{(n - 1)}{2^n} \right] - \frac{x}{2^n} + \left( \frac{x}{2^n} \right) \log_2 x + \left( \frac{y}{2^n} \right) \log_2 y - \left( \frac{z}{2^{n-1}} \right) \log_2 z. \tag{A.14}
\]

\[
= x \left[ \frac{-n(2^n - 1)}{2^n} + \frac{(n - 1)(2^n - 2)}{2^n} + \frac{(n - 1)}{2^n} - \left( \frac{1}{2^n} \right) \right]
\]

\[
+ \left( \frac{x}{2^n} \right) \log_2 x + \left( \frac{y}{2^n} \right) \log_2 y - \left( \frac{z}{2^{n-1}} \right) \log_2 z. \tag{A.15}
\]

It can be observed from (A.15) that the coefficient of \( x \) is independent of \( p \) and it is equal to zero for any value of \( n \). Therefore, we can write the simplified expression for \( D(A:B) \) as follows,

\[
D(A:B) = \frac{1}{2^n} \left( x \log_2 x + y \log_2 y - 2z \log_2 z \right). \tag{A.16}
\]
The first order derivative of \( D(A : B) \) in (A.16) with respect to \( p \) is calculated to be,

\[
\frac{\partial D(A : B)}{\partial p} = \frac{1}{2^n} \left\{ x \times \frac{1}{x \ln 2} \left( \frac{\partial x}{\partial p} \right) + \left( \frac{\partial y}{\partial p} \right) \log_2 y + 2 \left( z \times \frac{1}{z \ln 2} \left( \frac{\partial z}{\partial p} \right) + \left( \frac{\partial y}{\partial p} \right) \log_2 z \right) \right\}. 
\] (A.17)

The second order derivative of \( D(A : B) \) can be calculated using (A.18) as follows,

\[
\frac{\partial^2 D(A : B)}{\partial p^2} = \frac{1}{2^n} \left\{ \left( \frac{1}{\ln 2} + \log_2 x \right) \left( \frac{\partial^2 x}{\partial p^2} \right) + \left( \frac{\partial y}{\partial p} \right) \times \frac{1}{x \ln 2} \left( \frac{\partial x}{\partial p} \right) + \left( \frac{1}{\ln 2} + \log_2 y \right) \left( \frac{\partial^2 y}{\partial p^2} \right) + \left( \frac{\partial y}{\partial p} \right) \times \frac{1}{y \ln 2} \left( \frac{\partial y}{\partial p} \right) - 2 \left( \frac{\partial z}{\partial p} \right) \left( \frac{\partial^2 z}{\partial p^2} \right) - 2 \left( \frac{\partial y}{\partial p} \right) \times \frac{1}{z \ln 2} \left( \frac{\partial y}{\partial p} \right) \right\}. 
\] (A.18)

Recall (A.2–A.4), we can compute the first and second order derivatives of \( x, y \) and \( z \) with respect to \( p \) occurring in (A.19) as,

\[
\frac{\partial x}{\partial p} = -1 \quad \text{and} \quad \frac{\partial^2 x}{\partial p^2} = 0, 
\] (A.20)

\[
\frac{\partial y}{\partial p} = (2^n - 1) \quad \text{and} \quad \frac{\partial^2 y}{\partial p^2} = 0, 
\] (A.21)

\[
\frac{\partial z}{\partial p} = (2^n - 1) \quad \text{and} \quad \frac{\partial^2 z}{\partial p^2} = 0. 
\] (A.22)

Since all \( x, y \) and \( z \) are linear functions of \( p \), it can be observed that all the second order partial derivatives of \( x, y \) and \( z \) in (A.19) are zero as shown in (A.20–A.22). Considering the above facts, (A.19) can be rewritten as,

\[
\frac{\partial^2 D(A : B)}{\partial p^2} = \frac{1}{2^n \ln 2} \left\{ \frac{1}{x} \left( \frac{\partial x}{\partial p} \right)^2 + \frac{1}{y} \left( \frac{\partial y}{\partial p} \right)^2 - \frac{2}{z} \left( \frac{\partial z}{\partial p} \right)^2 \right\}. 
\] (A.23)

Substituting the values of the first order derivatives of \( x, y \) and \( z \) from (A.20–A.22) in (A.23), we get,

\[
\frac{\partial^2 D(A : B)}{\partial p^2} = \frac{1}{2^n \ln 2} \left\{ \frac{(-1)^2}{(1 - p)} + \frac{(2^n - 1)^2}{(1 + (2^n - 1)p)} - \frac{2(2^n - 1)^2}{(1 + (2^n - 1)p)} \right\}. 
\] (A.24)

The task now reduces to show that the RHS of (A.24) is greater than zero. To this effect, the quantity inside the flower brackets in RHS of (A.24) can be expanded out as shown below,

\[
\frac{\partial^2 D(A : B)}{\partial p^2} = \frac{\alpha}{y}. 
\] (A.25)
Therefore, the coefficient of $p$ which is,

$$\alpha = \left[ (1 + (2^n - 1)p)(1 + (2^{n-1} - 1)p) + (2^n - 1)^2(1 - p)(1 + (2^{n-1} - 1)p) \right. \nonumber$$

$$\left. - 2(2^{n-1} - 1)^2(1 - p)(1 + (2^n - 1)p) \right], \quad (A.26)$$

and $\gamma$, the denominator of (A.25) is given by,

$$\gamma = 2^n \ln(1-p)(1 + (2^n - 1)p)(1 + (2^{n-1} - 1)p). \quad (A.27)$$

The denominator $\gamma$ of (A.25) contains terms, $(1 - p)$, $(1 + (2^n - 1)p)$ and $(1 + (2^{n-1} - 1)p)$ which are positive in the range of $p$ considered for any $n$, therefore, the denominator is a positive quantity. Since we need to prove that $\frac{\partial^2 D(A;B)}{\partial p^2} > 0$, which implies, we have to show that the numerator of $\alpha$ should also be greater than zero. To this end, we can rewrite the numerator of (A.25) as a quadratic expression in $p$ by grouping the appropriate terms as,

$$\left[ (2^n - 1)(2^{n-1} - 1) - (2^n - 1)^2(2^{n-1} - 1) + 2(2^{n-1} - 1)^2(2^n - 1) \right] p^2 + \nonumber$$

$$\left[ (2^n - 1) + (2^{n-1} - 1) - (2^n - 1)^2 + (2^n - 1)^2(2^{n-1} - 1) + 2(2^{n-1} - 1)^2 \right. \nonumber$$

$$\left. - 2(2^{n-1} - 1)^2(2^n - 1) \right] p + 1 + (2^n - 1)^2 - 2(2^{n-1} - 1)^2. \quad (A.28)$$

Here we will first simplify the coefficient of $p^2$, then $p$ and finally the constant term individually. Therefore, considering the coefficient of $p^2$ in (A.28) as shown below,

$$\left[ (2^n - 1)(2^{n-1} - 1) - (2^n - 1)^2(2^{n-1} - 1) + 2(2^{n-1} - 1)^2(2^n - 1) \right] \nonumber$$

$$= (2^n - 1)(2^{n-1} - 1) \left( 1 - (2^n - 1) + 2(2^{n-1} - 1) \right) \nonumber$$

$$= (2^n - 1)(2^{n-1} - 1) \left( 1 - 2^n + 1 + 2^n - 2 \right) \nonumber$$

$$= 0. \quad (A.29)$$

Therefore, the coefficient of $p^2$ term is zero, now we consider the coefficient of $p$ in (A.28) as follows,

$$\left[ (2^n - 1) + (2^{n-1} - 1) - (2^n - 1)^2 + (2^n - 1)^2(2^{n-1} - 1) + 2(2^{n-1} - 1)^2 \right. \nonumber$$

$$\left. - 2(2^{n-1} - 1)^2(2^n - 1) \right] \nonumber$$

$$= \left[ 2^n - 1 + 2^{3n-1} + 2^{n-1} - 2^n - 2^{2n} - 2 + 2^{n+2} + 2^{n-1} - 1 - 2^{3n-1} \right. \nonumber$$

$$\left. - 2^{n+1} + 2^{2n+1} + 2^n + 2^2 - 2^{n+2} \right] \nonumber$$

$$= [2^n + 2.2^{n-1} - 2^{n+1}] = [2.2^n = 2^{n+1}] = 2^{n+1} - 2^{n+1} \nonumber$$

$$= 0. \quad (A.30)$$

Therefore, the coefficient of $p$ is also zero. Now we consider the constant term in (A.28), which is,

$$1 + (2^n - 1)^2 - 2(2^{n-1} - 1)^2 \nonumber$$

$$= 1 + 2^{2n} + 1 - 2^{n+1} - 2^{2n-1} - 2 + 2^{n+1} \nonumber$$

$$= 2^{2n} - \frac{2^{2n}}{2} = 2^{2n-1}. \quad (A.31)$$
Finally, the only term that remains in the numerator of (A.25) is $2^{2n-1}$, which is positive for the considered range of $p$ as $n \geq 2$ and where $n$ is an integer. Hence, we have proved that,

$$\frac{\partial^2 D(A : B)}{\partial p^2} > 0.$$  \hspace{1cm} (A.32)

Therefore, $D(A : B)$ is a convex function in the considered range of $p$. The above proof is completely analytical, however, to reinforce our claim and get deeper insights, we have done numerical analysis of the convexity property of $D(A : B)$ for any $n$ and $p$ in the considered range. To this end, the second order derivative $\frac{\partial^2 D(A : B)}{\partial p^2}$ was calculated numerically for different values of $n$ in the considered range of $p$ and the plots in Fig. 3 show conclusively that $D(A : B)$ is indeed a convex function.

**Appendix B: Concavity of Logarithmic Negativity**

Now we will prove that the logarithmic negativity, as given below in (B.1) is a concave function. Again by using differential calculus in the range of $p$ such that $\frac{1}{1+2^n} < p < 1$, if $\frac{\partial^2 N_L}{\partial p^2} < 0$ for all values of $n$, then $N_L$ is a concave function. Here we have logarithmic negativity $N_L$ dependent upon $p$ in the range $\frac{1}{1+2^n} < p < 1$. Considering the expression for logarithmic negativity in the above range of $p$ we have,

$$N_L = \log_2 \left( \frac{(2^{n-1} + 1)p + (2^{n-1} - 1)}{2^{n-1}} \right).$$  \hspace{1cm} (B.1)

We have to calculate the second order derivative of $N_L$ with respect to $p$. To this end, we already know the first order derivative of $N_L$ with respect to $p$ from (61) as,

$$\frac{\partial N_L}{\partial p} = \frac{1}{\ln 2 \left( p + \left( \frac{2^{n-1} - 1}{2^{n-1} + 1} \right) \right)}.$$  \hspace{1cm} (B.2)
We can now differentiate (B.2) with respect to $p$, to obtain second order derivative of $N_L$ with respect to $p$ as,

$$\frac{\partial^2 N_L}{\partial p^2} = \frac{1}{\ln 2} \left( \frac{-1}{\left(p + \left(\frac{2n-1-1}{2n-1+1}\right)^2\right)^2}\right).$$

(B.3)

Since the denominator of the RHS in (B.3) is always positive for the considered range of $p$, it is transparent to see that the RHS of (B.3) is always negative. Therefore, it can be concluded that,

$$\frac{\partial^2 N_L}{\partial p^2} < 0,$$

for all values of $p$ in the range $\frac{1}{1+2^{n-1}} < p < 1$ and for any value of $n$. Thus the logarithmic negativity is proved to be a concave function. The above result is analytical, we also calculated numerically the second order derivative of (B.1) with respect to $p$, to verify our analytical results. We have plotted the numerical results in Fig. 4 above, from which it can be seen that the second order derivative of logarithmic negativity with respect to $p$ is always negative for all values of $p$ such that $\frac{1}{1+2^{n-1}} < p < 1$ and for any value of $n$. Therefore, the analytical result is backed by the numerical results.
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