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ABSTRACT
In this paper, we propose a novel method for separately estimating spectral distributions from images captured by a typical RGB camera. The proposed method allows us to separately estimate a spectral distribution of illumination, reflectance, or camera sensitivity, while recent hyperspectral cameras are limited to capturing a joint spectral distribution from a scene. In addition, the use of Bayesian inference makes it possible to take into account prior information of both spectral distributions and image noise as probability distributions. As a result, the proposed method can estimate spectral distributions in a unified way, and it can enhance the robustness of the estimation against noise, which conventional spectral-distribution estimation methods cannot. The use of Bayesian inference also enables us to obtain the confidence of estimation results. In an experiment, the proposed method is shown not only to outperform conventional estimation methods in terms of RMSE but also to be robust against noise.

Index Terms— Bayesian inference, camera sensitivity, illumination, reflectance, spectral distribution

1. INTRODUCTION
Spectral distributions of illumination, the reflectance of objects, and camera sensitivity play an important role in color image processing. They decide the color of pixel values in images captured by digital cameras. Spectral distribution is a function of wavelengths and describes what wavelengths of light are included in illumination, reflected by objects, or detected by imaging sensors. Knowledge on spectral distributions is essential for many computer vision tasks that use color information, such as hyperspectral imaging [1][2], color constancy [3][8], color image enhancement [9][12], and intrinsic image decomposition [13][16].

Spectral distributions are often measured with specialized devices. Hyperspectral cameras are available for capturing a joint spectral distribution of a scene, but the captured distribution is usually not separated into illuminance, reflectance, and sensitivity. In addition, these cameras require line scans to capture images. For separately measuring reflectance or camera sensitivity, a monochromator that generates narrowband light and a spectrophotometer that measures the spectral power distribution of this light are generally required. The requirement of specialized devices, including hyperspectral cameras, has become a hurdle for estimating spectral distributions because these devices are not easy to carry around and are high-cost.

For this reason, methods of estimating spectral distributions with low-cost equipment such as color checkers and commonly used digital cameras have been proposed [17][19]. Although Han’s and Fu’s methods still require a specialized color checker or additional light sources, Jiang’s method [19] can effectively estimate camera spectral sensitivity by using only a typical color checker and a camera. However, Jiang’s method is not available for estimating reflectance because it uses an algorithm specifically designed for camera sensitivity estimation to incorporate prior information of spectral distributions [20]. The simple least-squares method can estimate illumination, reflectance, or sensitivity, but this method suffers from noise in images.

Therefore, in this paper, we propose a novel method for separately estimating a spectral distribution of illumination, reflectance, or camera sensitivity, from an image of a color checker captured by a commonly used digital camera. The use of Bayesian inference in the method makes it possible to take into account prior information of both spectral distributions and image noise as probability distributions. As a result, the proposed method enables us not only to estimate spectral distributions in a unified way but also to improve the robustness of the estimation against noise. In addition, we can obtain the confidence of the estimation results.

We performed a numerical simulation to evaluate the performance of the proposed method. The method was compared with a simple least-squares-based method and Jiang’s camera-sensitivity estimation method. The experimental results show that the proposed method outperformed the two conventional methods in terms of the root mean squared error (RMSE) between each estimation and the corresponding ground truth. The proposed method can also be used to estimate both illumination and sensitivity as well as the least-squares method can and is demonstrated to be more robust against noise than the least-squares method.

This work was supported by JSPS KAKENHI Grant Number JP18J20326.
2. PRELIMINARY

In this section, we briefly summarize the imaging pipeline from spectral distributions to the pixel values of typical digital cameras. After that, we describe problems in estimating spectral distributions and clarify our aim.

2.1. Imaging pipeline

Under the assumption that objects have Lambertian reflectance, pixel values captured by a digital camera can be calculated by using spectral distributions of illumination, reflectance, and camera sensitivity (see Fig. 1). The mapping from spectral distributions into pixel values \( x_{i,j,k} \) is written as:

\[
x_{i,j,k} = \int_{\mathcal{D}} E_i(\lambda) R_j(\lambda) C_k(\lambda) d\lambda,
\]

where \( \lambda \) means a wavelength of light, \( \mathcal{D} \) is a set of wavelengths of visible light, \( E_i(\lambda) \) is the \( i \in \{1, \cdots, I\} \)-th illumination, \( R_j(\lambda) \) is the \( j \in \{1, \cdots, J\} \)-th reflectance, and \( C_k(\lambda) \) is the \( k \in \{1, \cdots, K\} \)-th sensitivity. When we capture an image of a color checker having 4 \times 6 patches by using a single RGB camera under daylight, \( I, J, \) and \( K \) are 1, 24, and 3, respectively.

By sampling spectral distributions along the wavelength axis, eq. (1) can be approximated by the following discrete form.

\[
x_{i,j,k} = \text{tr}(\text{diag}(e_i)\text{diag}(r_j)\text{diag}(c_k)), \quad (2)
\]

where \( e_i, r_j, \) and \( c_k \) are \( N \)-dimensional column vectors that denote sampled distributions of \( E_i, R_j, \) and \( C_k \), respectively, and \( N \) indicates the number of discrete wavelengths.

2.2. Scenario

Our aim in this paper is to separately estimate a spectral distribution of illumination, reflectance, or sensitivity [i.e., \( E_i(\lambda), R_j(\lambda), \) or \( C_k(\lambda) \)] from pixel values \( x_{i,j,k} \) under the condition that the other two spectral distributions are given. In contrast, a hyperspectral camera having a large number \( K \) of channels aims to capture a multiplied spectral distribution \( E_i(\lambda) R_j(\lambda)C_k(\lambda) \) when the camera sensitivity \( C_k(\lambda) \) is given.

Let us consider a situation in which we want to estimate illumination \( e_i \) from given reflectance \( r_j \), sensitivity \( c_k \), and the corresponding pixel values \( x_{i,j,k} \). In this situation, the simplest way is to use least squares as:

\[
\hat{e}_i = \arg \min_{e} \| x_i - M_{r,c} e \|^2, \quad (3)
\]

where \( \hat{e}_i \) is an estimation of \( e_i \). Vector \( x_i \) is given as

\[
x_i = (x_{i,1,1}, x_{i,1,2}, \cdots, x_{i,J,K}), \quad (4)
\]

and matrix \( M_{r,c} \) is calculated by using the Hadamard product \( \odot \) as

\[
M_{r,c} = (r_1 \odot c_1, r_1 \odot c_2, \cdots, r_J \odot c_K)^T. \quad (5)
\]

Similarly to the case of illumination, the least-squares method can also estimate reflectance or sensitivity. In practice, however, the direct inversion in eq. (3) cannot reliably recover a spectral distribution because it is quite sensitive to noise and the spectral reflectance of real-world objects has low intrinsic dimensionality, as pointed out in [19].

To improve the estimation accuracy, research has been devoted to analyzing the characteristics of spectral distributions and to incorporating these characteristics as prior information in the estimation. Judd et al. analyzed the spectral distributions of daylight and found that they can be written as the sum of daylight’s mean spectral distribution and two other bases [20]. Jiang et al. proposed a camera-spectral-sensitivity estimation method using prior information by which camera sensitivity can be approximated by using two bases obtained by principal component analysis on a set of spectral distributions of 28 camera sensitivities [19]. Jiang’s method works better than the least-squares method. However, its dedicated algorithm for incorporating prior information makes the method specialized only for camera sensitivity estimation.

For this reason, we propose a novel spectral-distribution estimation method based on Bayesian inference.

3. PROPOSED METHOD

The proposed Bayesian-inference-based spectral-distribution estimation method separately estimates the spectral distribution of illumination, reflectance, or sensitivity from pixel values \( x_{i,j,k} \). The method enables us to:

- Estimate illumination, reflectance, or sensitivity separately in a unified way,
- Enhance the robustness of the estimation against noise by incorporating prior information of noise as probability distributions, and
- Obtain the confidence of estimation results as a precision matrix.

3.1. Estimating spectral distribution by Bayesian inference

Let us consider a situation in which illumination is estimated from given reflectance, sensitivity, and pixel values. The goal of the estimation is to calculate the posterior distribution of the \( p(e_i|X, R, C) \) of \( e_i \), where \( X = \{ x_{i,j,k} \}, R = \{ r_j \}, \) and \( C = \{ c_k \} \). To estimate \( p(e_i|X, R, C) \), we assume a prior probability distribution \( p(e_i) \) of \( e_i \) and a probability
Taking the logarithm of distribution \( p(x_{i,j,k}|e_i, r_j, c_k) \) of \( x_{i,j,k} \) (i.e., likelihood) as
\[
p(e_i) = N(e_i|\mu_{e_i}, \Lambda_{e_i}^{-1}),
\]
\[
p(x_{i,j,k}|e_i, r_j, c_k) = N(x_{i,j,k} | \text{tr}(\text{diag}(e_i)\text{diag}(r_j)\text{diag}(c_k)), \beta^{-1}),
\]
respectively, where the mean vector \( \mu_{e_i} \), the precision matrix \( \Lambda_{e_i} \), and the precision \( \beta \) are hyperparameters. Equation (7) corresponds to an image noise model.

On the basis of the Bayesian theorem, \( p(e_i|X, R, C) \) is given by
\[
p(e_i|X, R, C) \propto p(X|e_i, R, C)p(e_i).
\]

Here,
\[
p(X|e_i, R, C) = \prod_{j,k} p(x_{i,j,k}|e_i, r_j, c_k).
\]

Taking the logarithm of \( p(e_i|X, R, C) \), we obtain
\[
\ln p(e_i|X, R, C) = \ln p(X|e_i, R, C) + \ln p(e_i) + \text{const}.
\]
\[
= -\frac{1}{2} e_i^T \left( \Lambda_{e_i} + \beta \sum_{j,k} \text{diag}(s_j)c_kc_k^T\text{diag}(s_j) \right) e_i
\]
\[
+ e_i^T \left( \Lambda_{e_i}\mu_{e_i} + \beta \sum_{j,k} x_{i,j,k}\text{diag}(s_j)c_k \right)
\]
\[
+ \text{const}.
\]

From eq. (10), it is confirmed that the posterior distribution \( p(e_i|X, R, C) \) follows a Gaussian distribution \( N(e_i|\hat{\mu}_{e_i}, \hat{\Lambda}_{e_i}) \). The mean \( \hat{\mu}_{e_i} \) and precision \( \hat{\Lambda}_{e_i} \) of the posterior distribution are given as
\[
\hat{\Lambda}_{e_i} = \Lambda_{e_i} - \beta \sum_{j,k} \text{diag}(r_j)c_kc_k^T\text{diag}(r_j),
\]
\[
\hat{\mu}_{e_i} = \Lambda_{e_i}\mu_{e_i} + \beta \sum_{j,k} x_{i,j,k}\text{diag}(r_j)c_k.
\]

Similarly to the case of illumination, we can estimate the posterior probability distribution \( p(r_j|X, E, C) \) of reflectance from illumination, sensitivity, and pixel values as
\[
\hat{\Lambda}_{r_j} = \Lambda_{r_j} - \beta \sum_{k,i} \text{diag}(c_k)e_i e_i^T\text{diag}(c_k),
\]
\[
\hat{\mu}_{r_j} = \Lambda_{r_j}\mu_{r_j} + \beta \sum_{k,i} x_{i,j,k}\text{diag}(c_k)e_i,
\]

or we can estimate the posterior probability distribution \( p(c_k|X, E, R) \) of sensitivity from illumination, reflectance, and pixel values as
\[
\hat{\Lambda}_{c_k} = \Lambda_{c_k} - \beta \sum_{i,j} \text{diag}(e_i)r_jr_j^T\text{diag}(e_i),
\]
\[
\hat{\mu}_{c_k} = \Lambda_{c_k}\mu_{c_k} + \beta \sum_{i,j} x_{i,j,k}\text{diag}(e_i)r_j.
\]

3.2. Incorporating prior information into estimation

Incorporating prior information of spectral distributions into the proposed estimation method is simply done by modifying the mean and the precision matrix for the prior distributions \( p(e_i), p(r_j), \) and \( p(c_k) \). For example, we can use the mean spectral distribution \( \bar{e} \) of daylight in [20] as
\[
\mu_{e_i} = \bar{e}.
\]
In addition, the mean spectral distribution \( \bar{c}_k \) of the 28 RGB camera sensitivities in [20] can be utilized as
\[
\mu_{c_k} = \bar{c}_k.
\]

Incorporating prior information of image noise into the proposed estimation method is similarly done by modifying the mean and the precision for \( p(x_{i,j,k}|e_i, r_j, c_k) \).

3.3. Proposed procedure

The procedure for estimating illumination \( e_i \) by using the proposed method is as follows

1. Set hyperparameters for prior distributions in eqs. (6) and (7), where prior information of illumination can be incorporated such as in eq. (17).
2. Calculate the mean \( \hat{\mu}_{e_i} \) and the precision matrix \( \hat{\Lambda}_{e_i} \) of the posterior distribution \( p(e_i|X, R, C) \) in accordance with eqs. (11) and (12) by using X, R, and C.
3. Obtain an estimation by normalizing the mean \( \mu_{e_i} \), as
\[
\hat{\mu}_{e_i} = \frac{\hat{\mu}_{e_i}}{\max_{e_{i,n}}}.
\]

where \( e_{i,n} \) indicates the \( n \)-th element of \( e_i \).

Note that the calculated posterior distribution \( p(e_i|X, R, C) \) can be used as the prior distribution \( p(e_i) \) for the next estimation. This enables the estimation to be updated each time a new observation (i.e., captured image) is obtained. In addition, \( \hat{\Lambda}_{e_i} \) can be considered as the confidence of the estimation. Reflectance \( r_j \) and sensitivity \( c_k \) can be estimated in the same way as for illumination [see eqs. (11) to (16)].

4. SIMULATION

To confirm the effectiveness of the proposed method, we conducted a simulation.

4.1. Simulation conditions

In this simulation, we calculated pixel values from the spectral distributions shown in Fig. 2 in accordance with eq. (2), where the illumination was from the spectral distribution of the CIE Standard Illuminant D65, the reflectance was from a color checker manufactured by BabelColor [21], and the camera sensitivity was that of the Nikon 5100 in [22]. In addi-
tion, we added Gaussian noise with a mean of 0 and a standard deviation of 0.01 into the calculated pixel values $x_{i,j,k}$. Assuming a situation in which the illumination is unknown, we estimated the illumination by using the reflectance, sensitivity, and pixel values. Similarly to the illumination, we also estimated the sensitivity from the illumination, reflectance, and pixel values. The estimation accuracy of the proposed method was evaluated by using the well-known root mean squared error (RMSE) between the estimation and the corresponding ground truth.

Although there are advanced spectral-distribution estimation methods such as [17,18], they require a specialized color checker or light source. For this reason, we compared the proposed method with the least-squares method shown in eq. (5) and with Jiang’s high-performance method that requires no special equipment [19]. Here, we used Jiang’s method only for estimating sensitivity since Jiang’s method is not designed for estimating illumination when sensitivity is given.

### 4.2. Results

Figure 3 shows spectral distributions of the illumination estimated by using the least-squares and proposed methods in the case where pixel values had no noise. Both methods estimated the illumination well.

Figure 4 shows spectral distributions of the sensitivity estimated by using the three methods for the case that pixel values had no noise. As shown in Fig. 4, least squares provided an estimation that was not smooth even under the noiseless case, but Jiang’s method and the proposed method provided smooth distributions. This is because the number of available pixel values for estimating sensitivity was less than that for estimating illumination, i.e., $I \times J < J \times K$ in this case.

RMSE scores for the three methods in the case of no noise and noise with the standard deviation of 0.01 are shown in Tables 1 and 2 respectively. From the tables, it is confirmed that the proposed method and Jiang’s method were robust against noise, but the least-squares method was not.

For these reasons, the effectiveness of the proposed method was confirmed in terms of RMSE. The proposed method was also demonstrated to be robust against noise and to achieve accuracy comparable to Jiang’s recent effective method. Furthermore, the proposed method can estimate illumination, reflectance, or sensitivity in a unified way, while Jiang’s method is specialized only for estimating sensitivity.

### 5. CONCLUSION

In this paper, we proposed a novel method for separately estimating a spectral distribution of illumination, reflectance, or sensitivity from images of a color checker captured by a single RGB camera. By using Bayesian inference in the method, prior information of both spectral distributions and image noise can be incorporated into the estimation. As a result, the method enables us not only to estimate spectral distributions in a unified way but also to improve the robustness of the estimation against noise. The method also has other advantages of Bayesian inference, i.e., obtaining the confidence of estimation. Experimental results showed that the proposed method can correctly estimate spectral distributions even under a noisy condition.

In future work, we will extend the proposed method to estimate both illumination and sensitivity at the same time from pixel values and reflectance. Moreover, we will apply a more realistic noise model to the proposed method.
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