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Abstract

Fog computing is becoming a vital component for Internet of things (IoT) applications, acting as its computational engine. Mission-critical IoT applications are highly sensitive to latency, which depends on the physical location of the cloud server. Fog nodes of varying response rates are available to the cloud service provider (CSP) and it is faced with a challenge of forwarding the sequentially received IoT data to one of the fog nodes for processing. Since the arrival times and nature of requests is random, it is important to optimally classify the requests in real-time and allocate available virtual machine instances (VMIs) at the fog nodes to provide a high QoE to the users and consequently generate higher revenues for the CSP. In this paper, we use a pricing policy based on the QoE of the applications as a result of the allocation and obtain an optimal dynamic allocation rule based on the statistical information of the computational requests. The developed solution is statistically optimal, dynamic, and implementable in real-time as opposed to other static matching schemes in the literature. The performance of the proposed framework has been evaluated using simulations and the results show significant improvement as compared with benchmark schemes.
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1 INTRODUCTION

The interconnection of electronic sensors and actuators, known as the Internet of Things (IoT) [1], is creating enormous opportunities for automating systems around us and improving their efficiency. It is paving the way for the development of smart cities with active monitoring and control of public facilities, smart healthcare, smart transit systems, etc. In recent years, due to the ubiquity of the internet, there has been an increasing trend of offloading computing, control, and storage to the cloud [2]. This is fueling the rapid growth of the IoT as it reduces the physical cost of sensors and actuators. Moreover, connectivity to the cloud opens up endless possibilities for powerful and revolutionary applications, due to the availability of massive computational power and data [3]. Therefore, cloud computing [4] is now becoming an integral part of the IoT ecosystem particularly for applications involving realtime analytics and Big data [5].

There is a wide variety of cloud enabled IoT applications that have different data processing needs. For instance, autonomous vehicles on the roads might require information about the shortest available route to the destination. On the other hand, home users might be controlling appliances remotely based on the information obtained from deployed sensors. Some of the IoT applications are highly delay-sensitive, e.g., real time systems such as those involving artificial intelligence (AI), virtual and augmented reality (VR/AR), real time control loops, streaming analytics, etc [6]. Such applications are referred to as mission-critical [7] not only due to conventional ‘life risk’ interpretation but also pertaining to the risks of public services interruption, perturbing public order, jeopardizing enterprise operation and causing losses to businesses, etc.

A common characteristic of such applications is the extremely high delay sensitivity. The total delay in the response of a computational request to the cloud server, also referred to as end-to-end delay, relies on several factors such as the latency [1], i.e., round trip time (RTT), in addition to processing time of the computational tasks and the transmission time over the air interface. Fig. 1 shows the maximum tolerable end-to-end delay of some typical mission-critical IoT (MC-IoT) applications [8]. It can be observed that

![Fig. 1: Tolerable end-to-end delays of some typical mission-critical IoT applications.](image)

1. We use the term ‘latency’ to refer to the delay caused due to the physical distance that is traveled by the data.
most of the applications require an end-to-end delay of less than 10 ms. Some of them are extremely delay sensitive, requiring an end-to-end delay of 1 ms or less, such as VR and real-time industrial control applications. Although the existing cloud servers have the computational power to efficiently compute large amounts of data, the location of the server places a bottleneck on the latency. In other words, a certain time delay is inevitable regardless of the size of the task due to the distance the data has to travel before reaching back to its point of origin. Instead of sending the tremendous amounts of data, generated by the IoT to the cloud, it is more efficient if the data is analyzed at the edge of the network, i.e., close to where it is generated, to reduce the latency. Hence, a new computing architecture known as fog computing, also referred to as edge computing, is now gaining significant attention.

1.1 Background & Motivation

Fog computing is an extension of the cloud such that there are devices located at the edge of the network having computing, storage, and networking capabilities, also referred to as cloudlets or fog nodes. Due to the reduced distance, the availability of fog nodes can significantly reduce the response time of cloud server to incoming data. Hence, fog computing is emerging as one of the key enablers of fog-enabled MC-IoT applications. A cloud service provider (CSP) may have several available fog nodes in addition to the main cloud server for servicing computational requests by MC-IoT applications. An illustration of the hierarchical fog-cloud architecture for an IoT ecosystem is provided in Fig. 2. Each fog node imposes a certain delay in the response to requests coming from a certain geographical region due to its location. Furthermore, the fog nodes may have multiple virtual machine instances (VMIs), similar to the conventional cloud computing, that process the incoming data. The VMIs have different data processing capabilities according to the allocated computing resources, which results in different processing delays. Altogether, the CSP has a set of available VMIs which are characterized by their overall response time. The MC-IoT applications have a varying level of delay tolerance, i.e., the maximum delay in the response of the cloud which does not result in degradation of performance in their operation. Once an application requests the cloud for processing a computational task, the job of the CSP is to instantly make a decision of sending the received data to one of the available VMI. Since the requests by MC-IoT applications arrive at random times and have different levels of delay tolerances, the CSP needs to devise a policy according to which the VMIs are allocated and appropriately price them to maximize its revenue.

Since the number available VMIs are limited, it is important to forward the most delay sensitive applications to the best available VMI and vice versa to deliver a high quality of experience (QoE) to the users and consequently generate higher revenue. Note that improving the QoE of client applications enables the CSP to appropriately charge them for premium services. This implies that a highly delay sensitive applications should be allocated to a low end-to-end delay providing VMI and charged higher prices while delay tolerant applications should be allocated longer end-to-end delays providing VMIs at lower prices. However, the challenge lies in the fact that there is limited information about the nature of upcoming requests in the future. A highly delay sensitive application may not request for service while the CSP reserves the best available VMIs, which leads to an inefficient utilization of resources resulting in lower QoE of the users. On the other hand, if the delay tolerant applications are allocated the best VMIs, then highly delay sensitive applications may request service in the future and may suffer in performance due to the unavailability of VMIs with low end-to-end delay. Secondly, as the time progresses, if the best available VMIs are not utilized while waiting for highly delay sensitive applications, the CSP may loose the opportunity of generating revenues from them at all and it may have been better to allocate them to less delay sensitive applications. Therefore, there is a need for a dynamically efficient policy that takes these trade-offs into account. We use the following example using the simplest case to elaborate the concept.

Example. Consider a CSP with only a single VMI available for allocation within a time period of 10 hours. Requests arrive sequentially at the CSP according to a Poisson process with an arrival rate of $\lambda = 20$ requests per hour. Each arriving request is assumed to have a random minimum required response rate (exponentially distributed with mean $\alpha = 1$). It implies that there is a high probability of delay tolerant applications arriving while there is a low probability of delay sensitive applications requesting service. The CSP sets a threshold specifying the barrier on the required response rate beyond which the first arriving request

---

2. The notion of ‘best’ refers to the VMI that offers the lowest end-to-end delay.

3. The term ‘users’ and ‘clients’ are interchangeably used to refer to the client MC-IoT applications that are using the cloud for data processing.
will be allocated to the VMI resulting in an efficiency equal to the product of the barrier and the response rate of the VMI. Consequently, a price equivalent to the qualification threshold is charged. The expected revenue of the CSP is then the product of the barrier and the probability of a qualifying request arriving. If the barrier is set too low, the probability of a qualifying request within the allocation period will be high but the revenue generated will be low. Similarly, if the bar is set too high, then the probability of an eligible request will be low but the revenue generated if successful allocation takes place will be high. Fig. 3 shows the expected revenue against the qualification threshold set by the CSP. It is clear that there exists an optimal qualification threshold which results in maximum revenue of the CSP under uncertainty of arriving requests.

Note that the example uses a static barrier to filter out computational requests. However, since the allocation period is finite, the threshold needs to be dynamic, i.e., changing with time, in order to maximize the generated revenue. Therefore, there is a need to develop an integrated policy framework that uses the QoE of the users as a basis to maximize the expected revenue generated by the CSP.

1.2 Related Work

Efficient resource management in the context of cloud computing for IoT applications is currently an active area of research [17]. Several different objectives have been targeted for workload offloading to the fog-cloud architecture [18]. For instance, in [19], a framework for allocation of combined fog-cloud resources for IoT services is proposed to minimize the latency experienced by the services. On the other hand, workload allocation in fog-cloud computing for balanced delay and power consumption is provided in [20]. Similarly, the works in [21], [22], and [23] provide useful frameworks for resource provisioning in fog based systems for IoT networks. QoE has recently become an important concern in the context of cloud services [24] as opposed to the quality of service [25]. It is directly linked to the latency experienced by the applications. Latency is considered as one of the biggest hurdles in traditional cloud computing for real-time and MC-IoT applications [26]. The edge-centric computing is by far the most promising approach to reducing latency [27]. However, the fog nodes have limited available computational resources which need to be efficiently allocated to arriving tasks.

Resource dispatch and scheduling in cloud systems has been well studied in the literature [28]. The research on allocation and pricing of cloud/fog resources can be broadly categorized into two main directions, i.e., static and dynamic. Both directions have been driven by several different objectives such as QoS, welfare, and revenue maximization, etc. Static allocation refers to the case where jobs are submitted and the CSP decides the allocation of resources based on the current set of jobs running on the cloud. Often, theoretical tools from queuing theory and optimization are leveraged to develop a scheduling and allocation policy with a specified objective. Sometimes the decisions are made on a real-time basis, referred to as spot pricing and where the prices are set as the demand changes. However, the revenue maximization is not guaranteed over a certain time horizon. For instance, the allocation of resources for spot markets in cloud computing environments has been explored in [29]. Most such works consider a matching problem between requests and virtual machines, which is not a sequential problem as complete information is available at the time of decision.

The idea of dynamic pricing and revenue maximization in the presence of stochastic demand has also been investigated in the context of cloud computing [30]. However, it does not use price discrimination for differentiated services offered by the cloud which is imperative in the case of fog-enabled MC-IoT. Revenue maximization if often accomplished by the use of auctions to extract the maximum revenue under hidden type of the applications [31]. However, auctions are not instantaneous, even though they may be implemented in real-time [32], [33] [34]. Revenue maximization in a dynamic setting is sparingly investigated in relevant literature due to its increased complexity [35]. However, they do not focus on the MC-IoT applications and the revenue maximization aspect. Those that consider real-time decision making, do not consider a finite time horizon to adapt the decision according to the remaining allocation time. This is why we resort to statistical analysis to dealing with the cloud resource provisioning and pricing decisions for real-time and mission-critical needs of the applications. The pricing and allocation is based on the QoE provided to the users, which in turn is based on the delay tolerance of the applications as well as the response rates of the VMIs. In this work, we consider the case where the dynamics of the allocation process are taken into account. In other words, the sequential arrival, instantaneous allocation, incomplete information, and allocation deadline are the salient features that distinguish this work from the literature.

In the following subsection, we highlight the key contributions of this paper in comparison with the existing literature.

1.3 Contributions

Most existing work on job dispatching and scheduling is focused on the static assignment of tasks to computational resources in the fog-cloud environment. For instance, a task offloading framework using matching theory has been proposed in [36]. However, it is based on static pairing between tasks and fog nodes and the dynamic aspects of task arrival are not considered. Similarly, an index based task assignment and scheduling of tasks is proposed in [37]. Several works do consider real-time task allocation and dispatch. For instance, an online job dispatching and scheduling algorithm is proposed in [35], where jobs are released in arbitrary order and times by mobile devices and offloaded to unrelated servers with both upload and download delays. However, the approach is based on a greedy algorithm and is not strategic, i.e., does not make use of the statistical information about computational requests to make more effective allocation decisions. Furthermore, pricing and revenue maximization has been looked into sparingly.

In this paper, we present a revenue maximizing perspective towards allocation and pricing in fog based systems designed for mission critical IoT applications. The QoE resulting from the pairing of fog resources with computation requests is used as a basis for pricing. We develop a dynamic policy framework leveraging the literature in economics, mechanism design [38], and dynamic revenue maximization [39] to provide an implementable mechanism for dynamic allocation and pricing of sequentially arriving IoT requests that maximizes the expected revenue of the CSP. The developed optimal policy framework assists in both determining which fog node to allocate an incoming task to and the price that should be charged for it for revenue maximization.
The proposed policy is statistically optimal, dynamic, i.e., adapts with time, i.e., and is implementable in real-time as opposed to other static matching schemes in the literature. The dynamically optimal solution can be computed offline and implemented in real-time for sequentially arriving computation requests.

The rest of the paper is organized as follows: Section 2 provides a description of the system model, Section 3 provides the details of the dynamically optimal mechanism for QoE based revenue maximization framework along with the main results, and Section 4 presents the results of numerical experiments with discussions. Finally, Section 5 concludes the paper.

2 Model Description

We consider a CSP in a fog enabled IoT ecosystem having a set of \( k \) available fog nodes in addition to the main cloud server and serving a certain geographical region containing MC-IoT devices. The fog nodes have an associated average latency denoted by \( l_i \in \mathbb{R}, i \in \{1, \ldots, k\} \) which depends on the distances of the fog nodes from the locations of origin of the processing requests. The number of available VMIs at the fog nodes is denoted by \( n_i, i \in \{1, \ldots, k\} \) and each of the available VMI is characterized by its processing delay for a fixed number of computational operations denoted by \( \tau_{ij}^{(p)}, i \in \{1, \ldots, k\}, j \in \{1, \ldots, n_i\} \). There are a total of \( \sum_{i=1}^{k} n_i = N \) VMIs available for allocation by the CSP to sequentially arriving MC-IoT requests. The latency of each individual VMI is denoted by \( \tau_{ij} = l_i, \forall j = \{1, \ldots, n_i\} \). The end-to-end delay offered by the VMIs can be evaluated as \( \tau_{ij} = \tau_{ij}^{(l)} + \tau_{ij}^{(p)} + \tau^{(o)} \), where \( \tau^{(o)} \) represents the other delays including the transmission delay over the air interfaces. Consequently, the average response rate of the \( j^{th} \) VMI at compute node \( i \) can be expressed as follows:

\[
 r_{ij} = \frac{1}{\tau_{ij}^{(l)} + \tau_{ij}^{(p)} + \tau^{(o)}}. \tag{1}
\]

With an abuse of notation, the average response rates of the available VMIs can further be denoted by \( r = [r_1, r_2, \ldots, r_N] \), where \( r_1 \geq r_2 \geq \ldots \geq r_N \), and \( M \) defines the mapping of values of the pair \((i,j), i \in \{1, \ldots, k\}, j \in \{1, \ldots, n_i\}\) from the original \( r_{ij} \) to the set \( n = \{1, \ldots, N\} \) in the new response rates denoted by \( r_N \). It implies that the VMI corresponding to a response rate \( r_1 \) is the best in terms of end-to-end delay for processing IoT data while the one corresponding to \( r_N \) is the least favorable in terms of end-to-end delay.

MC-IoT devices in a given geographical region are connected to the CSP via a set of IoT gateways. We assume that requests for processing by MC-IoT applications arrive sequentially at the CSP according to a homogenous Poisson process with intensity \( \lambda \). Each request is characterized by its maximum tolerable delay for successful operation denoted by \( d_i, i \geq 1 \). In other words, there is a minimum required response rate by the applications. Upon arrival of a request by an MC-IoT application, the CSP has to make a decision to forward the data to one of available VMIs at the fog nodes. An illustration of the system model is provided in Fig. 2.

It is pertinent to mention that before the actual task offloading, the task metadata is sent to the cloud server for the allocation decision. Furthermore, we assume that the allocation decision is instantaneous and the delay in transmitting metadata is not relevant in the computation of delay experienced in the transmission and processing of actual application data since it occurs only once before the allocation is made. The allocation is made for long term access of the resources by the applications. The applications can release the resources anytime based on their requirements. Once the resources are returned, they can be reallocated to other incoming applications. The proposed allocation framework allows this since the solution is dynamically optimal. In other words, it depends on the state, which in this case is the number of VMIs available. Therefore, if the optimal policies have been precomputed for multiple available VMs, then the policy can be switched in real-time and it would still be optimal for the remaining time available.

2.1 Allocation Efficiency and Quality of Experience

Upon arrival of a request by an MC-IoT application, the CSP determines the sensitivity of the application to a delay in the response and is subsequently required to allocate it to one of the available VMIs at the fog nodes while charging a particular price. The VMIs are allocated to requesting applications for long term and therefore, once a VMI is allocated to an application, it becomes unavailable for allocation to other applications in the future. Since the VMIs are perishable, i.e., they have no value if not successfully allocated within the allocation time horizon \( T \), so it is important for the CSP to optimally allocate the available resources within a certain time frame. It also motivates the idea of dynamic pricing, i.e., to charge higher prices earlier and reduce them as time goes on for maximizing the revenue of the CSP.

Let \( x_i = d_i^{-1} \) be the minimum required response rate by the \( i^{th} \) application. Each application presents this characteristic to the CSP at the time of requesting service. We assume that each \( x_i \in \mathbb{R}, i \geq 1 \), is an independent and identically distributed (i.i.d.) random variable with a probability density function (pdf) denoted by \( f_X(x) \) and a cumulative distribution function (cdf) denoted by \( F_X(x) \). The product \( x_i r_j \) can be used as a measure of efficiency when the \( j^{th} \) application is allocated to the \( j^{th} \) available VMI. The QoE as a result of the pairing, denoted by \( \Phi(x_i, r_j) \) is quantified as follows:

\[
 \Phi(x_i, r_j) = (x_i r_j)^\gamma, i, j \in \{1, \ldots, N\}, \tag{2}
\]

where \( \eta \geq 1 \) is a constant controlling the rate of increase in QoE with respect to the efficiency of allocation. The concave nature of the QoE function implies that an increase in allocation efficiency results in diminishing improvements in the QoE of the applications. Note that the choice of utility function is not exclusive and any arbitrary function with similar structural properties, i.e., concave and increasing in both the average response rate and the minimum required rate of the applications, can be used. However, the choice here is made for simplicity and tractability of analysis inspired by the Cobb-Douglas function from econometrics that models the production output relationship between the amounts of two or more inputs.

5. Note that this assumption is only made for obtaining an optimal dynamic policy using an open loop methodology. In practical implementation, the policy can be adapted based on how many VMIs are available.

6. The time horizon refers to the period over which the allocation has to occur which can be related to the demand window.

7. We assume that the probability distribution of the arriving tasks is known a priori. This is done for analytical tractability and policy development as data-driven approaches are prohibitive in terms of obtaining an implementable dynamic policy.
In this section, we provide a framework for dynamically maximizing the expected revenue of the CSP based on the QoE of the users. We focus on a mechanism design approach, which is based on developing optimal implementable policies for allocation and pricing. A direct mechanism is provided whereby each requesting application reports its minimum required response rate and the CSP allocates one of the available VMIs to it. For the optimal allocation to be implementable, an allocation policy and a payment rule is required that is incentive compatible[42] in the presence of individually rational users. We first state an allocation rule which satisfies the aforementioned conditions and then provide a pricing strategy that subsequently implements the allocation.

2.2 Allocation Policy

Based on the required response rate of each randomly arriving computational request by the IoT devices, the CSP has to allocate a VMI at one of the fog nodes to maximize the expected QoE of the users. It is clear that an application that requires a high response rate should be allocated to the VMI offering a high response rate and vice versa for efficient utilization of resources. However, the problem rests in the fact that an allocation decision has to be made without knowledge of the type of applications that will request in the future. It is shown in the literature [43] that a dynamically efficient allocation policy in such situations can be achieved using a partition on the characteristic of the sequentially arriving agent. We provide a deterministic and Markovian allocation policy 

\[ \pi_t(x, r_t) : \mathbb{R} \rightarrow \{y_t, \ldots, N_t\} \]

\[ \pi_t(x, r_t) = \pi_i \] where

\[ \pi_i(x) = \begin{cases} i & \text{if } x < y_i(t) \text{ for all } i \in \{1, \ldots, N_t\} \\ \emptyset & \text{otherwise} \end{cases} \]

The allocation policy depends on the nature of the requesting applications as well as the available VMIs at time \( t \). Lemma 1 implies that if at time \( t \), the requesting application has a required response rate lower than \( y_{N_t}(t) \), then the CSP will not allocate any compute node to the application as it aspires to save the VMIs for higher valued application requests in the future. However, if the required response rate is between \( y_i(t) \) and \( y_{i-1}(t) \), then the \( i^{\text{th}} \) best available VMI is allocated to the requesting application.

Lemma 1 (Adapted from [43]). A deterministic and Markovian policy at time \( t \), i.e., \( \pi_t(x, r_t) \) is implementable if there exists a set of functions \( y_i(t) \), \( i = 1, \ldots, N_t \), such that

\[ 0 < y_{N_t}(t) < y_{N_t-1}(t) < \ldots < y_1(t) < y_0(t) = \infty. \]

The allocation policy is such that

\[ \pi_t(x, r_t) = \pi_i \] if \( x \in [y_i(t), y_{i-1}(t)] \) and \( \pi_t(x, r_t) = \emptyset \) if \( x < y_{N_t}(t) \).

The allocation policy depends on the nature of the requesting applications as well as the available VMIs at time \( t \). Lemma 1 implies that if at time \( t \), the requesting application has a required response rate lower than \( y_{N_t}(t) \), then the CSP will not allocate any compute node to the application as it aspires to save the VMIs for higher valued application requests in the future. However, if the required response rate is between \( y_i(t) \) and \( y_{i-1}(t) \), then the \( i^{\text{th}} \) best available VMI is allocated to the requesting application.

2.3 Pricing Policy

For the proposed allocation policy, there is a need to appropriately price the applications for their achieved QoE. We assume that the MC-IoT applications are individually rational, i.e., no application will be willing pay more than the QoE it achieves by using the allocated VMI. The partition based allocation policy described in Section 2.2 provides a natural mechanism for pricing the applications for their proposed allocations. Since an application with a required response rate \( x \in [y_i(t), y_{i-1}(t)] \) at time \( t \) is allocated to a VMI with a response rate \( r_i \), it has achieved an improvement in QoE of atleast \( r_i^\frac{1}{n} - r_i^{\frac{1}{n} + 1} \) as compared to the next best allocation. Therefore, it must pay an equivalent price to be allocated to a VMI with response rate \( r_i \) as compared to the one with \( r_{i+1} \). This process can be continued recursively to obtain implementable prices for each of the available VMIs. It has been shown in literature [43] that such incentive compatible pricing structure in which the price is selected on the basis of displaced value is implementable. Therefore, the optimal prices can be completely determined by the implementation conditions.

For the proposed allocation policy, there is a need to appropriately implement the pricing strategy developed in Section 2.2. We first begin with solving the problem for the case of a single VMI available to the CSP with a response rate \( r_1 \). If only a single VMI is available to the CSP with a response rate \( r_1 \), the price charged to an MC-IoT application that is allocated to a VMI at one of the fog nodes to maximize the expected QoE of the users. It is clear that an application that requires a high response rate should be allocated to the VMI offering a high response rate and vice versa for efficient utilization of resources. However, the problem rests in the fact that an allocation decision has to be made without knowledge of the type of applications that will request in the future. It is shown in the literature [43] that a dynamically efficient allocation policy in such situations can be achieved using a partition on the characteristic of the sequentially arriving agent. We provide a deterministic and Markovian allocation policy 

Lemma 1 (Adapted from [43]). A deterministic and Markovian policy at time \( t \), i.e., \( \pi_t(x, r_t) \) is implementable if there exists a set of functions \( y_i(t) \), \( i = 1, \ldots, N_t \), such that

\[ 0 < y_{N_t}(t) < y_{N_t-1}(t) < \ldots < y_1(t) < y_0(t) = \infty. \]

The allocation policy is such that

\[ \pi_t(x, r_t) = \pi_i \] if \( x \in [y_i(t), y_{i-1}(t)] \) and \( \pi_t(x, r_t) = \emptyset \) if \( x < y_{N_t}(t) \).

The allocation policy depends on the nature of the requesting applications as well as the available VMIs at time \( t \). Lemma 1 implies that if at time \( t \), the requesting application has a required response rate lower than \( y_{N_t}(t) \), then the CSP will not allocate any compute node to the application as it aspires to save the VMIs for higher valued application requests in the future. However, if the required response rate is between \( y_i(t) \) and \( y_{i-1}(t) \), then the \( i^{\text{th}} \) best available VMI is allocated to the requesting application. It can be observed that the number of partitions or cutoff curves depends on the set of available compute nodes at time \( t \). In the subsequent subsections, we provide a suitable pricing scheme associated with the aforementioned policy and provide the optimal time varying cutoff values for efficient allocation.

2.3 Pricing Policy

For the proposed allocation policy, there is a need to appropriately price the applications for their achieved QoE. We assume that the MC-IoT applications are individually rational, i.e., no application applies the minimum required response rate and the CSP allocates one of the available VMIs to it. For the optimal allocation to be implementable, an allocation policy and a payment rule is required that is incentive compatible[42] in the presence of individually rational users. We first state an allocation rule which satisfies the aforementioned conditions and then provide a pricing strategy that subsequently implements the allocation.

2.2 Allocation Policy

Based on the required response rate of each randomly arriving computational request by the IoT devices, the CSP has to allocate a VMI at one of the fog nodes to maximize the expected QoE of the users. It is clear that an application that requires a high response rate should be allocated to the VMI offering a high response rate and vice versa for efficient utilization of resources. However, the problem rests in the fact that an allocation decision has to be made without knowledge of the type of applications that will request in the future. It is shown in the literature [43] that a dynamically efficient allocation policy in such situations can be achieved using a partition on the characteristic of the sequentially arriving agent. We provide a deterministic and Markovian allocation policy 

Lemma 1 (Adapted from [43]). A deterministic and Markovian policy at time \( t \), i.e., \( \pi_t(x, r_t) \) is implementable if there exists a set of functions \( y_i(t) \), \( i = 1, \ldots, N_t \), such that

\[ 0 < y_{N_t}(t) < y_{N_t-1}(t) < \ldots < y_1(t) < y_0(t) = \infty. \]

The allocation policy is such that

\[ \pi_t(x, r_t) = \pi_i \] if \( x \in [y_i(t), y_{i-1}(t)] \) and \( \pi_t(x, r_t) = \emptyset \) if \( x < y_{N_t}(t) \).

The allocation policy depends on the nature of the requesting applications as well as the available VMIs at time \( t \). Lemma 1 implies that if at time \( t \), the requesting application has a required response rate lower than \( y_{N_t}(t) \), then the CSP will not allocate any compute node to the application as it aspires to save the VMIs for higher valued application requests in the future. However, if the required response rate is between \( y_i(t) \) and \( y_{i-1}(t) \), then the \( i^{\text{th}} \) best available VMI is allocated to the requesting application. It can be observed that the number of partitions or cutoff curves depends on the set of available compute nodes at time \( t \). In the subsequent subsections, we provide a suitable pricing scheme associated with the aforementioned policy and provide the optimal time varying cutoff values for efficient allocation.

3 Main Results

In this section, the goal is to maximize the expected revenue generated by the CSP using the pricing strategy developed in Section 2.2. We first begin with solving the problem for the case of a single available VMI and then generalize it to multiple VMIs using a recursive approach.

3.1 Single VMI Case

If only a single VMI is available to the CSP with a response rate \( r_1 \), the first expected revenue generated by its allocation within a time period \( T \) can be expressed as follows:

\[ R(\{r_1\}, t) = \int_t^T P_1(\{r_1\}, t) h_1(s) ds = r_1^\frac{1}{n} \int_t^T y_1^\frac{1}{n}(s) h_1(s) ds, \]

where \( h_1(s) \) is the probability density of waiting time until the first arrival of a request with a required response rate of greater than \( y_1(s) \). The objective of the CSP is to determine the
optimal allocation threshold \( y_1^*(t) \) such that the expected revenue is maximized, i.e.,

\[
y_1^*(t) = \arg \max_{y_1} \int_t^T y_1^*(s) h_1(s) ds.
\] (5)

Note that the revenue expression in (5) involves an integral of a quasi-concave function since for a fixed time \( t \geq 0 \), the function \( y_1^*(t) \) is monotonically increasing while \( h_1(t) \) is monotonically decreasing in \( y_1(t) \). Hence, a unique maxima can be obtained for every \( t \). However, finding the optimal function requires a variational approach. The optimal dynamic threshold for the case of a single VMI can be determined using the following theorem.

**Theorem 1.** If the CSP has a single available VMI at time \( t \), then it is optimal to allocate it to a requesting application if the required delay tolerance \( x_i \geq y_1^*(t) \), where the optimal threshold \( y_1^*(t) \) solves the following equation:

\[
y_1^*(t) = \left( \frac{1 - F_X((y_1^*)^{\frac{1}{\eta}}(t))}{f_X((y_1^*)^{\frac{1}{\eta}}(t))} + \lambda \int_t^T (1 - F_X((y_1^*)^{\frac{1}{\eta}}(s)))^2 ds \right)^{\frac{1}{\eta}}.
\] (6)

**Proof.** See Appendix A.

In the subsequent subsection, we extend the approach to the case of multiple available VMIs.

### 3.2 Multiple VMI Case

In this subsection, we first present the case of two available VMIs at the CSP and then generalize it to the case of multiple available VMIs. If there are only two available VMIs with response rates \( r_1 \) and \( r_2 \), then the expected revenue of the CSP can be expressed as follows:

\[
R(\{r_1, r_2\}, t) = \int_0^T (P_2(\{r_1, r_2\}, t) + R(\{r_1\}, t)) h_2(t) dt + \int_0^T (P_1(\{r_1, r_2\}, t) + R(\{r_2\}, t)) h_1(t) dt,
\]

\[
= \int_0^T \left( r_2^\frac{1}{\eta} y_2^\frac{1}{\eta} + R(r_1, t) \right) \times
\]

\[
\lambda(1 - F_X((y_2^*)^{\frac{1}{\eta}}(t))) e^{-r_0 \lambda(1 - F_X((y_2^*)^{\frac{1}{\eta}}(s)))} ds dt + (r_1^\frac{1}{\eta} - r_2^\frac{1}{\eta}) \int_0^T \left( y_1^\frac{1}{\eta}(t) - R(1, t) \right) \times
\]

\[
\lambda(1 - F_X((y_1^*)^{\frac{1}{\eta}}(t))) e^{-r_0 \lambda(1 - F_X(y_1^*(s)))} ds dt.
\] (7)

where \( h_3(t) \) represents the density of waiting time till the first arrival of a request with a required response rate of at least \( y_1(t) \) if no request with a required response rate in the interval \( [y_2(t), y_1(t)] \) has arrived. Similarly, \( h_3(t) \) represents the density of waiting time till the first arrival of a request with a required response rate in the interval \( [y_2(t), y_1(t)] \) if no request with a required response rate in the interval \( [y_1(t), y_2(t)] \) has arrived. Similarly, \( h_3(t) \) represents the density of waiting time till the first arrival of a request with a required response rate in the interval \( [y_1(t), y_2(t)] \) if no request with a required response rate in the interval \( [y_2(t), y_1(t)] \) has arrived.

**Theorem 2.** If the CSP has two available VMIs at time \( t \), then it is optimal to allocate the low response rate VMI to a requesting application if the required delay tolerance \( x_i \in [y_2^*(t), y_1^*(t)] \), and to allocate the high response rate VMI if the required delay tolerance \( x_i \geq y_1^*(t) \) where the optimal threshold \( y_2^*(t) \) solves the following equation:

\[
y_2^*(t) = \left( \frac{1 - F_X((y_2^*)^{\frac{1}{\eta}}(t))}{f_X((y_2^*)^{\frac{1}{\eta}}(t))} + \lambda \int_t^T (1 - F_X((y_2^*)^{\frac{1}{\eta}}(s)))^2 ds \right)^{\frac{1}{\eta}} - R(1, t)
\] (8)

**Proof.** See Appendix B.

Note that the optimal threshold \( y_2^*(t) \) relies on obtaining the threshold \( y_1^*(t) \). In the general case, it can be shown by induction that the optimal thresholds can be obtained recursively using the following theorem:

**Theorem 3.** If there are \( N_i \) available VMIs at time \( t \), then it is optimal to allocate a VMI with response rate \( r_i \) to an incoming request with minimum required response rate \( x_i \in [y_i^*(t), y_{i-1}^*(t)] \), where the optimal dynamic thresholds \( y_i^*(t) \) satisfy the following recursive equation:

\[
y_i^*(t) = \left( \frac{1 - F_X((y_i^*)^{\frac{1}{\eta}}(t))}{f_X((y_i^*)^{\frac{1}{\eta}}(t))} + \lambda \int_t^T (1 - F_X((y_{i-1}^*)^{\frac{1}{\eta}}(s)))^2 ds \right)^{\frac{1}{\eta}} - R(1, t)
\] (9)

**Proof.** See Appendix C.

Note that the optimal cutoff curves are independent of the response rates of the available VMIs. In fact, they depend only on the number of available VMIs at time \( t \) and on the statistical information about the sequentially arriving computational requests by MC-IoT applications. In the following set of corollaries, we provide the results obtained for special cases of the statistical information about arriving requests.

**Corollary 1.** Assuming that the transformed required response rate of sequentially arriving MC-IoT applications, denoted by \( \hat{X} \) (See Appendix D) follows an exponential distribution with a mean
of $\alpha^{-1}$, i.e., $f_{\bar{X}}(x) = \alpha e^{-\alpha x}$, and $F_{\bar{X}}(x) = 1 - e^{-\alpha x}$, then the optimal cutoff curves for allocation can be expressed as follows:

$$y_1^*(t) = \frac{1}{\alpha}\left[1 + \log\left(\frac{1 + \lambda(T-t)}{e}\right)\right]^{\eta},$$  \hspace{1cm} (11)

$$y_2^*(t) = \frac{1}{\alpha}\left[1 + \log\left(\frac{1 + \lambda^2(T-t)^2}{2e(\lambda(T-t)+\epsilon)}\right)\right]^{\eta},$$  \hspace{1cm} (12)

$$y_3^*(t) = \frac{1}{\alpha}\left[1 + \log\left(\frac{1 + \lambda^3(T-t)^3}{3e(\lambda^2(T-t)^2 + 2e(\lambda(T-t)+\epsilon))}\right)\right]^{\eta}.$$  \hspace{1cm} (13)

The remaining lower cutoff curves cannot be easily derived in closed form and can be computed numerically from (10) using the Picard iterative process [44].

**Corollary 2.** Assuming that the transformed required response rate of sequentially arriving MC-IoT applications, denoted by $\bar{X}$ (See Appendix 7), is uniformly distributed in the interval $[0, \beta]$, i.e., $f_{\bar{X}}(x) = \frac{1}{\beta}$ and $F_{\bar{X}}(x) = \frac{x}{\beta}$, $x \in [0, \beta]$, then the optimal cutoff curves for the allocation of the best available VMI can be expressed as follows:

$$y_1^*(t) = \beta^{\eta} \left(1 - \frac{2}{\lambda(T-t) + 4}\right)^{\eta}.$$  \hspace{1cm} (14)

The lower cutoff curves cannot be easily obtained analytically and thus require numerical methods such as the Picard iterative process [44].

### 3.3 Expected Revenue

The expected revenue from the optimal allocation of VMIs to sequentially arriving MC-IoT requests can be expressed by the following theorem:

**Theorem 4.** The expected revenue of the CSP at time $t$ if a total of $N_t$ VMIs with response rate defined by $r_i = \{r_1, r_2, \ldots, r_{N_t}\}$ can be expressed as:

$$\mathcal{R}(r_i, t) = \sum_{i=1}^{N_t} r_i^{\frac{1}{\alpha}} \left(y_i^*(t) \frac{1 - F_{X}(\frac{1}{\alpha}(t))}{f_{X}(y_i^*(t))}\right).$$  \hspace{1cm} (15)

**Proof.** The expected revenue if only a single VMI with unit response rate is available is given by $\mathcal{R}(\{1\}, t) = \int_x^\infty \frac{(1-F_{X}(\frac{1}{\alpha}(s)))^2}{f_{X}(y_{\text{max}}^*(s))} ds = \left(y_{\text{max}}^*(t) \frac{1 - F_{X}(\frac{1}{\alpha}(t))}{f_{X}(y_{\text{max}}^*(t))}\right)$. Similarly, if two VMIs with unit response rates are available, then using Theorem 4, the expected revenue is given by $\mathcal{R}(\{1, 1\}, t) = \int_x^\infty \frac{(1-F_{X}(\frac{1}{\alpha}(s)))^2}{f_{X}(y_{\text{max}}^*(s))} ds = \frac{1}{\alpha} \left(y_1^*(t) \frac{1 - F_{X}(\frac{1}{\alpha}(t))}{f_{X}(y_1^*(t))}\right) + \frac{1}{\alpha} \left(y_2^*(t) \frac{1 - F_{X}(\frac{1}{\alpha}(t))}{f_{X}(y_2^*(t))}\right)$. Using an inductive argument along with the fact that $\mathcal{R}(\{r_j\}, t) = r_j^{\frac{1}{\alpha}} \mathcal{R}(\{1\}, t)$ proves the result.

Notice that the expected revenue is linear in the response rates of the available VMIs and increases if a high response rate or equivalently a low latency is provided by the VMIs at the fog nodes.

### 3.4 Implementation of Dynamic VMI Allocation and Pricing

In this section, we explain the operation of the proposed QoE based revenue maximizing dynamic allocation and pricing framework. Requests for remote computations by MC-IoT applications arrive at the CSP at random times and have a delay sensitivity which is unknown a priori. Based on the initial number of available VMIs at the CSP $N_0$, there is a minimum cutoff threshold $y_{N_0}(t)$ which an incoming request has to cross before being allocated a VMI. If the incoming request qualifies for an allocation, the CSP needs to decide which VM to allocate to the user. A lookup table denoted by $T$ is prepared by the CSP which contains pre-computed optimal dynamic cutoff curves determined in Section 3.2. Using this lookup table, the request is optimally classified for allocation to one of the available VMIs. The data from the MC-IoT request is forwarded to the selected VMI and a price, also available in the lookup table, is charged to the requesting application. Once the allocation has been completed, the VMI is removed from the set of available VMIs. The lookup tables are updated by removing the least cutoff threshold $y_{N_0}(t)$. The remaining available VMIs are re-arranged in descending order and their prices are updated in the lookup table $T$. This process is repeated until either all the available VMIs have been successfully allocated or the allocation period has ended. Note that the lookup tables are useful in the event that an application decides to leave the cloud. Once an application has released the allocated VMI, it becomes available again for re-allocation. Hence, the allocation policy can simply be updated by moving on to the threshold with higher number of available VMIs. This is because the solution is dynamically optimal and can be updated on the go if the state, i.e., the number of available VMIs changes. This procedure has been summarized in Algorithm 1 and the associated flow diagram is provided in Fig 4.

**Algorithm 1 Dynamic VMI Allocation and Pricing**

**Require:** Initialize counter $= 0$, request index $i = 1$, starting time $t = 0$, $r_0 = \{r_i \mid i = 1, \ldots, N_0 \} : r_1 \geq r_2 \geq \ldots \geq r_{N_0}$.

1. **while** counter $< N_0$ **and** $t < T$ **do**
   2. Determine the required response rate of the arriving computational request $x_i$.
   3. **if** $x_i \geq y_{N_0-\text{counter}(t)}$ **then**
      4. Classify the request using the lookup table, i.e., determine $j : x_i \in [y_j(t), y_{j-1}(t)]$.
      5. The $j^{th}$ requesting application is allocated to the $j^{th}$ highest VMI.
      6. Use the mapping $M$ to realize the allocation in terms of the fog node and available VMI.
      7. Use $T$ to charge a price $P_j(r_i)$ to the requesting application.
    8. Remove the VMI corresponding to $r_j$ from the list of available VMIs.
    9. Re-arrange the set of available VMIs in descending order.
   10. Update lookup table for relevant cutoff curves $T = T \setminus y_{N_0-\text{counter}(t)}$.
   11. Update $T$ with new prices corresponding to the updated list of available VMIs.
   
   $i \leftarrow i + 1$. 
Fig. 4: Resource Allocation and Pricing Flow Diagram.

Fig. 5: Optimal cutoff curves for (a) exponentially distributed and (b) uniformly distributed arrival characteristics.

Fig. 6: Optimal first cutoff curves with varying QoE parameter $\eta$ for (a) exponentially distributed and (b) uniformly distributed arrival characteristics.

4 Numerical Experiments & Discussion

In this section, we present the results of the numerical experiments performed to evaluate the performance of our proposed allocation and pricing framework. We first describe the simulation setup and parameter selection. We then provide the results of the simulation and study the behaviour of the framework under varying parameters. Finally, we provide a comparison of the proposed framework with some benchmark allocation strategies and discuss the insights.
Expected Revenue $R(r, 0)$

Expected QoE of MC-IoT Applications

Fig. 7: Effect of arrival rate on the expected revenue of the CSP ((a) and (c)) and expected QoE of the users ((b) and (d)) for an exponentially and uniformly distributed arrival characteristic respectively.

4.1 Experiment Setup

We assume a CSP with $k = 5$ fog data centers in addition to the main cloud servers (Internet data centers) serving a fixed MC-IoT installation area. Each fog data center has $n_i = 20$, $i = 1, \ldots, 5$, available VMIs for allocation to incoming MC-IoT requests. We have selected a small fog computing architecture in the experiments for the sake of simplicity. However, the experiments can be extended to larger topologies without loss of generality in the results.

The fog data centers are located at increasing distances from the MC-IoT devices which results in increasing latency experienced by the devices while accessing the corresponding data centers. We assume the RTT of the fog nodes experienced by the MC-IoT installation are $l_i = 0.1$, $l_2 = 0.2$, $l_3 = 0.4$, $l_4 = 0.6$, and $l_5 = 0.8$ ms respectively. The transmission delay over the air interfaces is assumed to be fixed at $r^{(o)} = 0.1$ ms. The workload processing times of the VMIs, which depends on the provisioned computing resources, is considered to be uniformly distributed in the interval $[0, 2, 1]$ ms in the simulations. A demand horizon of $T = 12$ hours is assumed during which the allocation takes place. The constant $\eta$ in the QoE function is selected to be $\eta = 1$ for simplicity of results.

The MC-IoT applications generate computational requests according to a homogeneous Poisson process that arrive sequentially at the CSP with an arrival rate $\lambda = 10$ requests per hour unless otherwise specified. The reported required response rate of MC-IoT applications is simulated as i.i.d. random variables distributed according to an exponential distribution with mean $\alpha^{-1}$, where $\alpha = 1$, or according to a uniform distribution in the interval $[0, \beta]$, where $\beta = 10$. In the following subsections, we provide the results of the simulations and the obtained insights.

4.2 Simulation Results

First we obtain the optimal dynamic cutoff curves obtained for dynamic revenue maximizing VMI allocation. Based on the assumption that the reported required response rate of MC-IoT applications is exponentially distributed and uniformly distributed, the cutoff curves are computed by iteratively solving the differential equations provided in Theorem 2. The first 20 dynamic thresholds for both cases are provided in Fig. 5. These are used as a policy for classification of the arriving requests. In general, it can be observed that the thresholds decrease, i.e., the qualification standard is reduced, as the time increases. This implies that the CSP becomes less and less selective as the allocation period is ending to ensure that the maximum number of VMIs are allocated to upcoming requests. However, when there is a lot of time
remaining before the allocation period ends, the CSP is more selective ensuring that only the task that reports a sufficiently high required response rate is allocated to a VMI. It can also be observed from Fig. 5a that the cutoff curves for the exponentially distributed arrivals have a decreasing allocation margin as the number of VMIs increase. This is due to the possibility of arrival of an highly delay sensitive application for which the barrier is set extremely high. On the other hand, Fig. 5b shows that under uniformly distributed arrival characteristic, the allocation margin for each of the VMIs is almost constant as the arrival characteristics are equally likely. In both cases, as time approaches the deadline, the cutoff curves approach a constant value equal to the virtual valuation of the agents. It follows that at terminal time, the proposed mechanism is no better than a first-price auction in terms of revenue generation.

In Fig. 6 illustrates the impact of the QoE parameter $\eta$ on the optimal cutoff thresholds. We plot the first cutoff curve, i.e., $y_1(t)$ for varying values of $\eta$ in the case of exponentially distributed and uniformly distributed arrival types in Fig. 6a and 6b respectively. It is clear that the mechanism becomes more selective as $\eta$ increases. However, the thresholds increase much sharply with time for the exponential arrivals as compared to the uniform arrivals.

Next, we investigate the behaviour of the proposed allocation and pricing scheme in response to the changing rate of arrival of MC-IoT requests and the mean arrival characteristic for both exponentially and uniformly distributed arrival types. Fig. 7 shows the expected revenue of the CSP and the expected QoE of the users as the rate of arrival or requests increases. It can be observed from Fig. 7a and Fig. 7c that the expected revenue of the CSP increases as the arrival rate increases but saturates at high arrival rates as the available VMIs are exhausted. The exponential arrival characteristic results in a higher expected revenue in general due to the possibility of arrival of highly demanding and highly paying requests, which is not the case in the uniform case. Fig. 7b and Fig. 7d depict a similar behaviour in the expected QoE of the users in the two cases. Fig. 8 investigates the behaviour of the expected revenue of the CSP and the expected QoE of the users in response to a change in the mean of the arrival characteristic. It is observed from Fig. 8a and Fig. 8c that the expected revenue increases linearly with the mean of the arrival characteristic for both exponential and uniform arrival types. This is because a higher arrival type raises the qualification standard for allocation and consequently the prices. Hence, it does not saturate as the arrival type or rate increases. Finally, Fig. 8b and Fig. 8d show a similar increasing behaviour in the expected QoE of the users with an increase in the mean arrival characteristic.
4.3 Comparison

To illustrate the performance of the developed optimal allocation mechanism in terms of the QoE of MC-IoT applications, we compare our proposed allocation scheme with the following benchmark strategies:

1) **Ideal Allocation**: In this case, we assume there is no
uncertainty in the future arrivals and the delay tolerances of all the requests are known a priori. This case is similar to the advance scheduling or reservation scenario where the CSP is aware of the delay tolerances of the applications in advance. It is a useful benchmark since it provides the theoretical upper bound to the achievable QoE under any possible allocation strategy. Note that a loss due to sequentiality and incomplete information will always be there with reference to the ideal allocation.

2) **Pessimistic Allocation:** In this strategy, the CSP uses the threshold based allocation policy, however, it adopts a pessimistic approach towards future arrivals, i.e., assumes that more delay tolerant requests will arrive in the future as compared to the current one, and allocates the best available VMIs to the requesting applications first. This strategy does not employ any foresight and only makes myopic decisions based on the current arriving task. Hence it attempts to maximize the QoE and the generated revenue by allocating the best available resources to incoming tasks first.

3) **Optimistic Allocation:** The optimistic allocation policy is the opposite of the pessimistic allocation policy. It always assumes that the arrivals in the future will be more QoE sensitive than the current task at hand. Hence, it saves the best available VMIs while allocating the VMI with the highest end-to-end delay to the current request expecting more QoE sensitive requests to arrive in the future.

4) **ε-Greedy Allocation:** In this strategy, the CSP allocates one of the available VMIs in any of the fog nodes with a probability ε to a requesting application with a probability ε. In other words, it has an expectation about the nature of the requests that will arrive in the future and hence allocates the available VMIs to an upcoming request with ε probability.

5) **Periodic Auction:** In this strategy, the available VMIs are periodically auctioned to the requests. The delay tolerances of incoming requests are considered as bids in the auction and the CSP periodically collects the bids and selects the requests to allocate the VMIs. We use a first price auction strategy whereby the highest bidder wins and receives the best available VMI. We assume that the VMIs are allocated one unit at a time. This strategy is adapted from the work in [45].

Finally, the proposed optimal dynamic strategy makes use of the statistical information about the future arriving tasks to make dynamically optimal decisions for allocating VMIs to arriving requests strategically. For the scenario considered in the simulations, we compare the proposed approach with each of the above mentioned approaches in terms of the average QoE experienced by the MC-IoT applications. We first provide a time evolution of the allocation procedure in Fig. 9. Fig. 9a shows the progression of the number of VMIs allocated as time goes on for each allocation strategy. It can be observed that the auction procedure is able to allocate the maximum number of VMIs while the optimistic approach is able to allocate the least number of VMIs. Fig. 9b shows the corresponding progression of total aggregate QoE with time. Note that while our proposed mechanism does not result in allocation of the most VMIs, but it leads to the maximum aggregate QoE among all the other approaches. Similarly, while auction does allocate more VMIs, it is able to achieve an aggregate QoE similar to the optimistic approach.

The results of the average expected QoE achieved by serviced applications in comparison to the benchmark schemes are provided in Fig. 10. Fig. 10a and Fig. 10b illustrate the average QoE against varying the rate and mean characteristic of the arrival respectively for an exponentially distributed required response rate. Fig. 10c and Fig. 10d illustrate the average QoE of serviced applications against varying the rate and mean characteristic of the arrival respectively for a uniformly distributed required response rate. It is clear from the results that the proposed allocation strategy provides the best expected QoE to the users as well as maximizes the revenue of the CSP. However it does suffer from loss of sequentiality as compared with the Ideal allocation scheme. Furthermore, random pairings result in a very low expected QoE while the greedy and optimistic approaches lead to an intermediate
average QoE of the users. Another striking result is that the auction strategy may not always be better than other benchmark strategies. Under low arrival rates, the optimistic, greedy, and pessimistic may outperform the auction based strategy. Fig. 11 shows the comparison of the average QoE of a typical application request against varying arrival rate of requests for both exponentially (Eq. 11a) and uniformly distributed (Fig. 11b) arrival characteristic. In general, when the rate of arrival of requests is low, there is a lower expected average QoE for a typical request since the total number of highly demanding applications is lower. This increases sharply as the rate of arrival increases. However, when the arrival rate is very high, the average QoE for a typical application declines since only a few of them can be serviced due to limited resource availability.

5 Conclusions

In this paper, we provide a QoE based revenue maximizing dynamic resource allocation and pricing framework for fog-enabled MC-IoT applications. We propose an implementable mechanism for allocation of different VMs available at the fog nodes that result in varying end-to-end delay for user applications. As opposed to existing works in the literature that focus on static pairing of computational tasks and available fog resources, the proposed resource allocation and pricing strategy is dynamic with instantaneous decision-making as well as takes the hierarchical fog-cloud architecture into account. The developed framework provides an optimal threshold based classification mechanism that uses statistical information about the MC-IoT requests arriving in the future to make dynamically optimal real-time allocation decisions resulting in maximizing revenue of the CSP, based on the QoE of the users. The dynamic thresholds can be pre-computed and used as a lookup table for real-time decision making. Numerical results confirm that the proposed allocation scheme significantly performs better in terms of the QoE achieved by the users in comparison with other benchmark allocation schemes.

Appendix A

Proof of Theorem 1

The proof for the dynamically optimal revenue maximizing curves requires the characterization of the expected revenue of the CSP over the allocation period is a dynamic threshold is used to filter incoming requests. This construction of the proofs is based on the works of Gerkshov and Moldovanu [38]. Consider the case where at time $t$ only a single VMI with response rate $r_1$ is available to the CSP for allocation up to time $T$. The expected revenue with a single cutoff curve $y_1(t)$ can be expressed as follows:

$$R(\{r_1\}, t) = r_1^\frac{1}{h} \int_t^T y_1^\frac{1}{h} (s) h_1(s) ds,$$  \hspace{1cm} (16)

where $h_1(s)$ is the probability density of waiting time until the first arrival of a request with a required response rate of greater than $y_1(s)$. The density can be represented by the first arrival in a non-homogeneous Poisson process with intensity $\lambda(1 - F_X(y_1(s)))$. For the sake of analytical tractability, we let $\lambda = X^\frac{1}{h}$. Therefore we will use the intensity $\lambda(1 - F_X(y_1^\frac{1}{h} (s)))$ instead of the former one. Note that the density of homogeneous Poisson task arrival process is thinned by a factor $(1 - F_X(y_1^\frac{1}{h} (s)))$, which represents the probability that the performance improvement of the arriving task is above the set qualification threshold $y_1^\frac{1}{h} (s)$. The density can be expressed as follows:

$$h_1(s) = \lambda(1 - F_X(y_1^\frac{1}{h} (s))) \times e^{-\int_s^t \lambda(1 - F_X(y_1^\frac{1}{h} (u))) du}, \hspace{1cm} t \leq s \leq T. \hspace{1cm} (17)$$

Let $H(s) = \int_s^T \lambda(1 - F_X(y_1^\frac{1}{h} (u))) du$. The expected revenue can then be written as follows:

$$R(\{r_1\}, t) = r_1^\frac{1}{h} \int_t^T F_X(1 - \frac{H'(s)}{\lambda}) H'(s) e^{-H(s)} ds.$$  \hspace{1cm} (18)

The kernel of integration can be expressed as follows:

$$L(s, H(s), H'(s)) = F_X(1 - \frac{H'(s)}{\lambda}) H'(s) e^{-H(s)}.$$  \hspace{1cm} (19)

In order to maximize the expected revenue in (18), we employ the Euler-Lagrange equation from the calculus of variations [47]. The necessary condition for the revenue maximizing cutoff curves can be expressed as

$$\frac{\partial L}{\partial H(s)} = -F_X(1 - \frac{H'(s)}{\lambda}) H'(s) e^{-H(s)}.$$ \hspace{1cm} (20)

$$\frac{\partial L}{\partial H'(s)} = e^{-H(s)} \left( F_X(1 - \frac{H'(s)}{\lambda}) - \frac{H'(s)}{\lambda f_X(F_X(1 - \frac{H'(s)}{\lambda}))} \right).$$ \hspace{1cm} (21)

$$\frac{d}{dt} \frac{\partial L}{\partial H'(s)} = -F_X(1 - \frac{H'(s)}{\lambda}) - \frac{H'(s)}{\lambda f_X(F_X(1 - \frac{H'(s)}{\lambda}))} \left( e^{-H(s)} H'(s) + \frac{-2H''(s)}{\lambda f_X(F_X(1 - \frac{H'(s)}{\lambda}))} \right) \left( F_X(F_X(1 - \frac{H'(s)}{\lambda})) \right) + \frac{f_X(F_X(1 - \frac{H'(s)}{\lambda}))}{\lambda^2 h^2} H''(s) H'(s)$$ \hspace{1cm} (22)

The Euler-Lagrange equation can be written as follows:

$$-(H'(s))^2 + 2H''(s) + \frac{f'_X(F_X(1 - \frac{H'(s)}{\lambda})) H'(s) H''(s)}{\lambda f^2_X(F_X(1 - \frac{H'(s)}{\lambda}))} = 0.$$ \hspace{1cm} (23)

Then, plugging back $H(s) = \int_s^s \lambda(1 - F_X(y_1^\frac{1}{h} (u))) du$, we obtain the following:

$$-\lambda(1 - F_X(y_1^\frac{1}{h} (s)))^2 - \frac{2}{\eta} F_X(y_1^\frac{1}{h} (s)) y_1^{-1} (s) y_1(s) - \frac{f'_X(y_1^\frac{1}{h} (s))(1 - F_X(y_1^\frac{1}{h} (s))) y_1^{-1} (s) y_1(s)}{\eta f_X(y_1(s))} = 0.$$ \hspace{1cm} (24)
This can be further expressed as follows:

\[
\frac{d}{ds} \left( y^\frac{1}{2}_1(s) \right) + \lambda (1 - F_X(y^\frac{1}{2}_1(s)))^2 = \frac{d}{ds} \left( 1 - F_X(y^\frac{1}{2}_1(s)) \right).
\]  

Integrating both sides from \( t \) to \( T \) results in the following:

\[
y^\frac{1}{2}_1(T) - y^\frac{1}{2}_1(t) + \lambda \int_t^T \left( 1 - F_X(y^\frac{1}{2}_1(s)) \right)^2 ds = \left( 1 - F_X(y^\frac{1}{2}_1(T)) \right) - \left( 1 - F_X(y^\frac{1}{2}_1(t)) \right).
\]  

Using the boundary condition \( y^\frac{1}{2}_1(T) = 1 - F_X(y^\frac{1}{2}_1(T)) \) = 0, we reach the following expression:

\[
y^\frac{1}{2}_1(t) + \lambda \int_t^T \left( 1 - F_X(y^\frac{1}{2}_1(s)) \right)^2 ds = \left( 1 - F_X(y^\frac{1}{2}_1(t)) \right)
\]  

Rearranging the terms results in the following:

\[
y^\frac{1}{2}_1(t) = \frac{1 - F_X(y^\frac{1}{2}_1(t))}{f_X(y^\frac{1}{2}_1(t))} + \lambda \int_t^T \left( 1 - F_X(y^\frac{1}{2}_1(s)) \right)^2 ds.
\]  

Equivalently, it can be written as follows:

\[
y_1(t) = \left( 1 - F_X(y^\frac{1}{2}_1(t)) \right) + \lambda \int_t^T \left( 1 - F_X(y^\frac{1}{2}_1(s)) \right)^2 ds.
\]  

To complete the proof, we note that the expected revenue is given by \( R(r_j, t) = r_j^\frac{1}{2} R(1, t) \) where

\[
R(1, t) = \int_t^T y^\frac{1}{2}_1(s) \lambda (1 - F_X(y^\frac{1}{2}_1(s))) e^{-\int_t^s \lambda (1 - F_X(y^\frac{1}{2}_1(s))) ds} ds.
\]  

Differentiating the above expression with respect to \( t \) gives the following:

\[
R'(1, t) = \lambda (1 - F_X(y^\frac{1}{2}_1(t))) (R(1, t) - y^\frac{1}{2}_1(t)).
\]  

It can be shown that \( R(1, t) = \lambda \int_t^T \left( 1 - F_X(y^\frac{1}{2}_1(s)) \right)^2 ds f_X(y^\frac{1}{2}_1(s)) \) satisfies equation (31).

**APPENDIX B**

**PROOF OF THEOREM**

If two VMIs are available, then the revenue can be expressed as follows:

\[
\int_0^T \left( P_2([r_1, r_2], t) + R([r_1, t]) \right) h_2(t) dt + \int_0^T \left( P_3([r_1, r_2], t) + R([r_2, t]) \right) h_1(t) dt.
\]  

This can be further written as follows:

\[
\int_0^T \left( r_2^\frac{1}{2} y_2^\frac{1}{2} + R(r_1, t) \right) \times \lambda (1 - F_X(y^\frac{1}{2}_1(t))) e^{-\int_t^\infty \lambda (1 - F_X(y^\frac{1}{2}_1(s))) ds} dt + \int_0^T \left( r_1^\frac{1}{2} - r_2^\frac{1}{2} \right) y_1^\frac{1}{2}(t) + R(r_2, t) - R(r_1, t) \times \lambda (1 - F_X(y^\frac{1}{2}_1(t))) e^{-\int_t^\infty \lambda (1 - F_X(y^\frac{1}{2}_1(s))) ds} dt,
\]  

\[
\int_0^T \left( r_2^\frac{1}{2} y_2^\frac{1}{2} + R(r_1, t) \right) \times \lambda (1 - F_X(y^\frac{1}{2}_1(t))) e^{-\int_t^\infty \lambda (1 - F_X(y^\frac{1}{2}_1(s))) ds} dt + \int_0^T \left( r_1^\frac{1}{2} - r_2^\frac{1}{2} \right) \int_0^T \left( y_1^\frac{1}{2}(t) - R(1, t) \right) \times \lambda (1 - F_X(y^\frac{1}{2}_1(t))) e^{-\int_t^\infty \lambda (1 - F_X(y^\frac{1}{2}_1(s))) ds} dt.
\]  

Let \( G(t) = \int_0^t \lambda (1 - F_X(y^\frac{1}{2}_1(s))) ds \) and \( H(t) = \int_0^t \lambda (1 - F_X(y^\frac{1}{2}_1(s))) ds \).

Then, the expression can further be written as follows:

\[
\int_0^T \left( r_1^\frac{1}{2} \int_0^t F_X^{-1} \left( 1 - \frac{H(t)}{\lambda} \right) + r_2^\frac{1}{2} R(1, t) \right) H'(t) e^{-H(t)} dt + \int_0^T \left( r_1^\frac{1}{2} - r_2^\frac{1}{2} \right) \int_0^T \left( F_X^{-1} \left( 1 - \frac{G(t)}{\lambda} \right) \right) G''(t) e^{-H(t)} dt.
\]  

Therefore,

\[
\lambda L_1(t, H(t), H'(t)) = \left( \frac{1}{2} r_2 F_X^{-1} \left( 1 - \frac{H'(t)}{\lambda} \right) + r_1^\frac{1}{2} R(1, t) \right) H'(t) e^{-H(t)} + \left( r_1^\frac{1}{2} - r_2^\frac{1}{2} \right) \left( F_X^{-1} \left( 1 - \frac{G(t)}{\lambda} \right) - R(1, t) \right) G''(t) e^{-H(t)}.
\]

Computing the Euler-Lagrange equation, \( \frac{\partial L_1}{\partial H'(t)} - \frac{d}{dt} \frac{\partial L_1}{\partial H(t)} = 0 \) results in the following:

\[
- (r_1^\frac{1}{2} - r_2^\frac{1}{2}) G''(t) \left( F_X^{-1} \left( 1 - \frac{G(t)}{\lambda} \right) - R(1, t) \right) - r_1^\frac{1}{2} R'(1, t) - r_2^\frac{1}{2} \frac{2F_X' \left( F_X^{-1} \left( 1 - \frac{H'(t)}{\lambda} \right) \right) }{\lambda H''(t)} + r_2^\frac{1}{2} \frac{2F_X' \left( F_X^{-1} \left( 1 - \frac{H'(t)}{\lambda} \right) \right) }{\lambda H''(t)} + \frac{2r_2^\frac{1}{2} F_X' \left( F_X^{-1} \left( 1 - \frac{H'(t)}{\lambda} \right) \right) }{\lambda^2 \left( F_X^{-1} \left( 1 - \frac{H'(t)}{\lambda} \right) \right)^3} = 0.
\]  

and \( \frac{\partial L_1}{\partial H(t)} - \frac{d}{dt} \frac{\partial L_1}{\partial H'(t)} = 0 \) results in the following:

\[
- H'(t) - \frac{2G'(t)}{\lambda F_X \left( F_X^{-1} \left( 1 - \frac{G'(t)}{\lambda} \right) \right) + F_X^{-1} \left( 1 - \frac{G'(t)}{\lambda} \right)} = 0.
\]
Eventually, it leads to the following differential equations:

\[-(r_1^\frac{1}{n} - r_2^\frac{1}{n})\lambda \left(1 - F_X \left(y_\frac{1}{n}(t)\right)\right) \left(y_\frac{1}{n}(t) - R(1, t)\right) -
\]

\[r_1^\frac{1}{n} \left(R'(1, t)\right) - r_2^\frac{1}{n} \left(1 - F_X \left(y_\frac{2}{n}(t)\right)\right) y_\frac{1}{n}(t) y_\frac{1}{n}(t) -
\]

\[2r_2^\frac{1}{n} y_\frac{1}{n}(t) \left(1 - F_X \left(y_\frac{2}{n}(t)\right)\right) F'_X \left(y_\frac{1}{n}(t)\right) -
\]

\[2r_2^\frac{1}{n} y_\frac{1}{n}(t) \left(1 - F_X \left(y_\frac{2}{n}(t)\right)\right) y_\frac{2}{n}(t) y_\frac{2}{n}(t) -
\]

\[
\eta F'_X \left(y_\frac{2}{n}(t)\right) \left(y_\frac{2}{n}(t)\right) + \frac{1}{2} \frac{y_\frac{1}{n}(t) + R(1, t)}{y_\frac{1}{n}(t)} = 0,
\]

which results in the following:

\[-(r_1^\frac{1}{n} - r_2^\frac{1}{n})\lambda \left(1 - F_X \left(y_\frac{1}{n}(t)\right)\right) \left(y_\frac{1}{n}(t) - R(1, t)\right) -
\]

\[R'(1, t) - r_1^\frac{1}{n} \left(y_\frac{1}{n}(t)\right) y_\frac{1}{n}(t) = 0.
\]

Substituting this into equation (38) results in the following:

\[-(r_1^\frac{1}{n} - r_2^\frac{1}{n})\lambda \left(1 - F_X \left(y_\frac{1}{n}(t)\right)\right) \left(y_\frac{1}{n}(t) - R(1, t)\right) -
\]

\[R'(1, t) - r_1^\frac{1}{n} \left(y_\frac{1}{n}(t)\right) y_\frac{1}{n}(t) = 0
\]

This holds for \( y_1(t) \) from equation (31).

**APPENDIX C**

**Proof of Theorem 3**

To prove the general case, we show that when two VMIs with unit characteristic are available, the revenue can be computed as follows:

\[R(\{1, 1\}, t) = \int_t^T \left( y_\frac{1}{n}(t) + R(1, t)\right) d\eta = \lambda(1 - F_X \left(y_\frac{1}{n}(s)\right)) e^{-\int_t^T \lambda(1 - F_X \left(y_\frac{1}{n}(s)\right)) ds} ds
\]

Differentiating with respect to \( t \) results in

\[R'(\{1, 1\}, t) = \lambda(1 - F_X \left(y_\frac{1}{n}(s)\right)) (R(\{1, 1\}) - y_\frac{1}{n}(t) - R(1, t))
\]

It can be shown that \( R(\{1, 1\}, t) = \int_t^T (1 - F_X \left(y_\frac{1}{n}(s)\right))^2 ds \) satisfies the above differential equation using equation (39). Using a similar procedure, it can be shown that in the general case, the optimal threshold solves the following equation:

\[y_1(t) = \left(1 - F_X \left(y_\frac{1}{n}(t)\right) + R(1, t) - R(1, t)\right) \eta
\]

where

\[R(1, t) - \lambda \int_t^T (1 - F_X \left(y_\frac{1}{n}(s)\right))^2 ds
\]
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