Nearly Quantum-Limited Josephson-Junction Frequency-Comb Synthesizer
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While coherently driven Kerr microcavities have rapidly matured as a platform for frequency-comb formation, such microresonators generally possess weak Kerr coefficients; consequently, triggering comb generation requires millions of photons to be circulating inside the cavity. This suppresses the role of quantum fluctuations in the dynamics of the comb. In this paper, we realize a minimal version of coherently driven Kerr-mediated microwave-frequency combs in the circuit quantum electrodynamics (cQED) architecture, where the fluctuations of the quantum vacuum are the primary limitation on comb coherence. We achieve a comb phase coherence of up to 35 μs, approaching the theoretical device quantum limit of 55 μs and vastly longer than the inherent lifetimes of the modes, of 13 ns. The ability within cQED to engineer stronger nonlinearities than optical microresonators, together with operation at cryogenic temperatures, and the excellent agreement of comb dynamics with quantum theory indicates a promising platform for the study of complex dynamics of quantum nonlinear systems.
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1. INTRODUCTION

While the circuit quantum electrodynamics (cQED) architecture has built its success on strongly coupled qubit-cavity experiments [1–5], it has also been firmly established as a versatile platform to realize a broader variety of quantum nonlinear systems [6]. Josephson-junction-based superconducting circuits have also enabled devices from quantum-limited amplifiers [7–11] and single-microwave photon detectors [12–15], with applications ranging from quantum information processing through the search for dark-matter axions to hybrid quantum systems [16]. A key factor determining the breadth of realizable quantum nonlinear devices and thus the feasibility of future applications is understanding the diverse dynamical regimes enabled by Josephson junctions.

A nonlinear dynamical regime that has yet to be realized via a Josephson-junction-mediated Kerr nonlinearity is that of frequency-comb formation. Distinct from Kerr-nonlinear amplifiers, which operate in regimes with at least one classically stable fixed point in phase space, frequency-comb formation is marked by a system undergoing stable periodic excursions around unstable fixed points. In the optical domain, coherently driven microresonators utilizing the Kerr nonlinearity have emerged as the leading platform for frequency-comb generation [17–22]; however, the typically weak Kerr nonlinearity of optical microresonators [23] means that contemporary comb generation requires a power input approximately in the microwatt range [24], corresponding to millions of circulating cavity photons [25]. Similar results have been achieved in superconducting circuits using the weak nonlinearity of kinetic inductance in very long resonators [26]. As a result, vacuum fluctuations amplified by the comb-generating nonlinear process are much weaker in comparison [27].

In this paper, we harness the Josephson junction to realize a minimal version of Kerr-mediated microwave-frequency combs based on a recent theoretical proposal [28]. Our minimal realization within cQED consists of just two coupled modes, of which only one possesses a Kerr nonlinearity furnished by Josephson junctions, as shown in Fig. 1. Although our device is based on familiar cQED components, it operates in a distinct regime within the landscape of nonlinear cQED devices: while strongly coupled like transmon-cavity systems [29], its nonlinearity is in fact weaker and is operated under much stronger driving. On the other hand, the device exhibits stronger couplings yet smaller detunings and weaker drives than Kerr-mediated bifurcation and parametric amplifiers [7,30]. This allows us to realize an unstable regime where a single-frequency drive tone generates coherent frequency combs over a large parameter space.

Crucially, the strong engineerable nonlinearities in cQED and operation at cryogenic temperatures brings
quantum fluctuations to the fore ahead of thermal and dephasing effects in our comb synthesizer: the phase coherence of the generated combs is fundamentally limited by vacuum fluctuations that are amplified by the nonlinear comb-generating process itself. In addition to providing precise operating parameters for this comb-generating regime, a microscopic nonlinear quantum theory of our two-mode device enables us to quantify this quantum limit on comb phase coherence. By also characterizing and explaining the dependence of coherence on operating parameters such as detuning and drive power, we provide a detailed quantitative study of the phase coherence of frequency combs near the quantum limit.

Built up of fundamentally quantum components, we believe this highly controllable cQED realization can serve as a necessary building block for Kerr-nonlinear systems operating in classically unstable and deeply quantum regimes, exploring dynamics beyond coherent frequency-comb formation. For certain parameter regimes, our device exhibits temporal instabilities marked by large irregular excursions in phase space, distinct from regular comb dynamics and reminiscent of chaos. More excitingly, while our work indicates that strong quantum fluctuations limit the coherence of generated frequency combs, they are also features of deeply quantum regimes necessary for displaying quantum effects such as squeezing, entanglement, and generation of non-Gaussian states. Our realization thus marks a promising first step in exploring the potentially competing role of strong quantum fluctuations in quantum dynamics within classically unstable regimes.

II. THEORY AND RESULTS

A. System schematic and device overview

The Hamiltonian of our device consists of a linear mode $\hat{a}$ with uncoupled resonant frequency $\omega_a$, linearly coupled with strength $g$ to a nonlinear mode $\hat{b}$ with uncoupled resonant frequency $\omega_b$ [see Fig. 1(a)]. The linear mode is driven by a coherent tone with frequency $\omega_d$ and amplitude $\eta$ and the system Hamiltonian in the frame rotating...
with this drive takes the form

$$\hat{H}/\hbar = -\Delta_{da}\hat{a}\hat{a} - \Delta_{db}\hat{b}\hat{b} - \frac{\Lambda}{2}\hat{b}^\dagger\hat{b}^\dagger\hat{b}\hat{b} + g(\hat{a}\hat{b}^\dagger + \hat{a}^\dagger\hat{b}) + \eta(\hat{a} + \hat{a}^\dagger),$$

where $\Delta_{da/db} = \omega_d - \omega_{a/b}$ and $\Lambda > 0$ is the strength of the Kerr nonlinearity. In our experiment [Fig. 1(c)], the nonlinear mode is realized as a Superconducting Quantum Interference Device (SQUID) [31] array (device A, 25 SQUIDs; device B, 5 SQUIDs, see Table I for device parameters). The SQUIDs act together as a flux-tunable nonlinear inductor, which is shunted with a planar interdigitated capacitor and/or antenna to form a nonlinear microwave mode. Weakly asymmetric SQUIDs (with a critical current ratio of 1:2:1) are used to build up the array, alleviating otherwise large hysteresis effects at the cost of a reduction in tunability of the nonlinear-mode frequency [32]. The device is deposited on a sapphire substrate and capacitively coupled to the 3D copper cavity [33]. This driven-dissipative system is then described by the master equation: $\dot{\rho} = -i[\hat{H}, \rho] + \kappa D[\hat{a}]\rho + \gamma D[\hat{b}]\rho + \gamma_e D[\hat{b}^\dagger\hat{b}]\rho$, which includes linear damping rates $\kappa$ ($\gamma$) for modes $\hat{a}$ ($\hat{b}$) and pure dephasing ($\gamma_e$) for the flux-tunable nonlinear mode; thermal fluctuations are neglected. By sweeping the flux through the SQUIDs to tune the nonlinear-mode frequency and making a measurement of the reflection coefficient $S_{11}(\omega)$, we extract [Fig. 1(c)] a coupling strength of $g/2\pi = 87.6956$ MHz between the modes and a linear-mode damping rate $\kappa/2\pi = 10.9308$ MHz. Via pump-probe measurements given in the Supplemental Material [34], we also extract a Kerr nonlinearity of $\Lambda/2\pi = 5.96$ kHz, such that $\Lambda/\kappa \sim 10^{-3}$, stronger than typical values of approximately $10^{-5}$ for optical microresonators [23,34].

**B. Comb generation and phase diagram**

Analysis of this system in Ref. [28] has shown that the linear mode effectively equips the nonlinear mode with a delayed self-interaction [see Fig. 1(a)], the influence of which is dictated by the coupling $g$ and the linear-mode susceptibility $\chi_a = [-i\Delta_{da} + (\kappa/2)]^{-1}$. Under suitable coupling, drive, and detuning conditions, this two-mode system can go beyond typical bifurcation dynamics associated with Kerr-nonlinear devices to exhibit frequency-comb formation. To illustrate this, we plot the classical phase diagram for measured device A parameters in Fig. 2(a), as a function of drive detunings $\Delta_{da}, \Delta_{db}$ (see Appendix B). For each pair of detunings, we consider a range of experimentally accessible drive powers ($-132$ dBm to $-67$ dBm) and classify phases according to the number of fixed points (FPs) and stable fixed points (SFPs) observable within this driving range. For large $|\Delta_{da}|$ (small $|\chi_a|$) relative to $g$, only two types of phases are exhibited: blank regions, where the system admits one SFP for all driving powers considered, or hatched regions, where for some subset of driving powers, three FPs exist. In either case, at least one fixed point is always stable [28]. These phases are reminiscent of the standard Kerr bistability, and unsurprisingly so: in this regime, the effective coupling $g|\chi_a|$ is weak and the mediated interaction may be treated within a Markov approximations.

However, for intermediate $|\Delta_{da}|$ such that $g|\chi_a| \gtrsim 1$ (on resonance, we require $g > \kappa/2$, comfortably satisfied by device A), the non-Markovian nature of the interaction manifests in a qualitative change in the stability of the nonlinear mode, marked by regions (shaded red) where no stable fixed points exist for a subset of the driving powers considered. Here, classical Lyapunov analysis reveals the possibility of our device exhibiting stable limit cycles with period $T = (2\pi/\Delta)$ and comblike frequency spectra with spacing $\Delta$, and even chaotic dynamics deeper into the unstable regime, namely at more negative detunings and stronger drive powers (see Appendix C).

To observe the response of our quantum device in this rich dynamical regime, we enter the unstable region along the green arrow in Fig. 2(a), by fixing the drive frequency so that $\Delta_{da}/2\pi = -47.8$ MHz and flux tuning the nonlinear-mode frequency. In search of the frequency-domain signature of comb formation, we measure the frequency response in drive-$\Delta_{db}$ parameter space using a spectrum analyzer, with typical results at fixed $\Delta_{db}$ shown in Fig. 2(b). At low powers (1), the system exhibits a single-frequency response at the drive frequency, corresponding to the stable fixed point. However, as the power is increased, a multifrequency spectrum emerges with equidistant peaks [(2) and (3)]. The spacings $\Delta$ extracted from these power spectra are used to construct the experimental phase diagram in Fig. 2(c), with the theoretical result over the same parameter space provided for comparison. We find remarkable agreement between theory and experiment; only a single fitting offset is used to account for scaling factors along the drive power axis.

**C. Temporal coherence and dynamical response**

Power-spectrum measurements provide a key signature of comb formation but are insensitive to the nontrivial

---

**TABLE I.** The device parameters: the coupling strength $g$, nonlinearity $\Lambda$, and bare-cavity damping rate $\kappa$ for device A (25 SQUIDs) and device B (5 SQUIDs); nonlinearity suppression by a factor of approximately 25 is measured, as designed.

|               | Device A (25 SQUIDs) | Device B (5 SQUIDs) |
|---------------|----------------------|----------------------|
| $\omega_d/2\pi$ (GHz) | 4.956806             | 4.951073             |
| $g/2\pi$ (MHz)            | 87.6956              | 89.25                |
| $\Lambda/2\pi$ (MHz)      | $5.96 \times 10^{-3}$ | $152.6 \times 10^{-3}$ |
| $\kappa/2\pi$ (MHz)       | 10.9308              | 22.84                |
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FIG. 2. The phase diagram and the comb spectrum. (a) The theoretically predicted phase diagram in \( \Delta_{ds} - \Delta_{ub} \) space, indicating observable phases characterized by the number and stability of classical fixed points (FPs) over a range of experimentally accessible drive powers (-132 dBm to -67 dBm; see text for details). Here, the unstable regime (shaded red) exhibiting no stable fixed points (SFPs) is entered by fixing the drive frequency to \( \omega_d = 4.9085(2\pi) \) GHz, varying the nonlinear-mode frequency along the direction of the green arrow via a flux sweep (see the schematic) and observing the output power spectra. (b) Typical power spectra as a function of increasing drive power, along the indicated cross section of the experimental phase diagram in (c). At low powers, the system exhibits single-frequency output at \( \omega_d \) (1), marked gray in the phase diagram. With increasing drive power (2), the system enters a regime with a regularly spaced multifrequency output, with spacing \( \Delta \), which is plotted in the phase diagram in drive-\( \Delta_{ub} \) space. With stronger driving power (3), the spacing \( \Delta \) increases, while fewer sidebands are observed above the noise background, before the system ultimately exits the unstable regime and single-frequency output resumes. The theoretical phase diagram is plotted in the top panel of (c) for comparison.

To do so, we first obtain the time-domain cavity output \( I(t) \) using a single-sideband (SSB) mixer to down-convert the dominant sideband peak to around the 100-MHz regime, followed by homodyne detection via a 500 Msample/s digitizer to demodulate the output signal, and finally we compute its time-domain autocorrelation. The normalized coherence function \( G^{(1)}(\tau) \) decays from its maximum value of unity (at \( \tau = 0 \)) toward \( G^{(1)}(\tau) = 0 \) over a time scale \( T_{coh} \) determined by the loss mechanisms affecting the system dynamics. We measure \( G^{(1)}(\tau) \) in the parameter space explored in Fig. 2(c) and extract \( T_{coh} \) as the decay constant of the observed function envelopes; the results are plotted in Fig. 3(a). Focusing in particular on the indicated cross section at \( \Delta_{ub} / 2\pi = 25.2 \) MHz, we plot the measured \( G^{(1)}(\tau) \) functions at positions (1), (2), and (3) in the top panel of Fig. 3(c). Outside the comb regime (1), \( G^{(1)}(\tau) \) decays on a time scale of approximately 13 ns, set by the fastest decay rate, namely the bare-cavity loss \( \kappa \). However, a qualitative change is observed in \( G^{(1)}(\tau) \) when the system transitions into the comb regime (2), with a sharp increase in coherence time to a maximum of 36.7 \( \mu \)s, significantly longer than the time scale set by \( \kappa \). This observation, together with the decrease in \( T_{coh} \) with increasing drive power (3), highlights a key feature of the self-oscillating regime: the intrinsic energy loss of the system is overcome and coherence is therefore no longer determined by the bare energy-loss rates.

This naturally raises the question: what limits the observed phase coherence? The answer lies in the full quantum description of the strongly driven weakly nonlinear two-mode system. In this regime, we employ a phase-space approach based on the positive-P representation [28,39,40], obtaining a set of stochastic differential equations (SDEs) for phase-space variables \( \xi = (\alpha, \alpha^\dagger, \beta, \beta^\dagger)^T \) associated with operators \( (\hat{a}, \hat{a}^\dagger, \hat{b}, \hat{b}^\dagger)^T \). The SDEs take the general form (see Appendix A)

\[
\frac{d\xi(t)}{dt} = \mathcal{A}_c(\xi) dt + \mathbf{B}_n(\xi, \Lambda, \gamma_\phi) d\hat{W}(t). \tag{3}
\]

The deterministic contribution \( \mathcal{A}_c(\xi) \) describes the noise-free classical dynamics of the two-mode system, which yields perfectly coherent combs. The remaining stochastic terms \( \propto d\hat{W}(t) \) (a vector of independent Wiener increments) then describe deviations from classical dynamics, here including fluctuations due to the quantum nonlinearity \( \Lambda \) and pure dephasing \( \gamma_\phi \). These fluctuations are ultimately responsible for phase diffusion that limits the comb coherence. The stochastic terms take the explicit form

\[
\mathbf{B}_n(\xi, \Lambda, \gamma_\phi) = i\sqrt{\Lambda} \mathbf{B}_1(\xi) d\hat{W}_1(t) + \sqrt{\gamma_\phi} \mathbf{B}_2(\xi) d\hat{W}_2(t),
\]

where \( \Gamma = \sqrt{\Lambda^2 + \gamma_\phi^2} \). Crucially, we note that even in the absence of pure dephasing, \( \gamma_\phi \to 0 \), the stochastic terms do not vanish: a contribution due to the intrinsic nonlinearity of the system always remains, setting a fundamental limit on the comb coherence. This is
FIG. 3. Comb coherence. (a) The coherence time $T_{\text{coh}}$ extracted by measuring $G^{(1)}(\tau)$ [Eq. (2)] for the same operating parameters as Fig. 2(b). The inset shows the phase diagram along the dashed line in (a), in black. The blue curve and shaded region indicate the theoretically calculated coherence time due to nonlinearity alone (pure dephasing $\gamma_\phi = 0$). The orange curve shows $T_{\text{coh}}$ for $\gamma_\phi = 2.0(2\pi)$ kHz, demonstrating good agreement with the experimental result. (c) The experimental (top panel) and theoretical (lower panel) $G^{(1)}(\tau)$ for $\gamma_\phi = 2.0(2\pi)$ kHz at positions (1) (stable regime), (2) (threshold of comb formation), and (3) (higher drive power in comb regime). (d) The numerical results for the variation of the coherence time with nonlinearity. The purple and green points correspond to parameters for devices A (25 SQUIDs) and B (5 SQUIDs), respectively, obtained by varying the nonlinearity alone. The experimental results for the devices are shown by the orange square and diamond; corresponding $G^{(1)}(\tau)$ are marked by the same symbols as in (c). The curves are fits to $T_{\text{coh}} = a(\gamma_\phi + b\Lambda)^{−1}$, with $(a, b) = (1.19, 0.55)$ for device A and $(0.94, 0.40)$ for device B. (e) Top panel: the $I-Q$ trace at positions (1), (2), and (3), showing the two-dimensional (2D) projection of the limit-cycle orbit, which decreases in radius with increasing power. Lower panel: the theoretical effective radius of the limit cycle $r_{\text{eff}}$ (solid blue) and the standard deviation of the noise projected tangential to limit cycle, $\delta n$ (solid red, right-hand axis), scaled by their values at threshold. The relative decrease in $r_{\text{eff}}$ combined with the increase in $\delta n$ point toward a reduction in coherence time with increasing drive power (see the text).

verified by simulating Eqs. (3) for $\gamma_\phi = 0$ and the experimentally measured nonlinearity of $\Lambda/2\pi = 5.96$ kHz, and obtaining $T_{\text{coh}}$ [41,42]; the results are shown by the blue curve in Fig. 3(b), with the blue shaded region being a 95% confidence bound accounting for uncertainty in $\Lambda$. The maximum $T_{\text{coh}}$ is thus limited to around 55 $\mu$s by amplified quantum fluctuations due to the device nonlinearity alone under these operating conditions. This, of course, exceeds the maximum observed $T_{\text{coh}}$ since $\gamma_\phi \neq 0$. For $\gamma_\phi/2\pi \simeq 2$ kHz (orange) we find good agreement with experiment (gray) (see Appendix D); simulated $G^{(1)}(\tau)$ at positions (1), (2), and (3) are shown (Fig. 3(e), black) for comparison. The relatively small $\gamma_\phi$ is not unexpected given both the narrow modulation range of the asymmetric SQUID array [32] and operation at $\Phi/\Phi_0 \lesssim 0.12$, close to the flux-noise sweet spot [see Fig. 1(c)].

Since $\Lambda$ cannot be varied in situ while holding other parameters fixed, we confirm our inference on $T_{\text{coh}}$ by employing device B; this 5-SQUID device is engineered to have the same total inductance as device A, while possessing a 25-fold stronger nonlinearity [43] of $\Lambda/2\pi = 152.6$ kHz. While we obtain similar multifrequency behavior (full results in the Supplemental Material [34]), the coherence times for this device are much shorter, $T_{\text{coh}} \lesssim 1.5$ $\mu$s (see Fig. 3(c) for measured and simulated $G^{(1)}(\tau)$ at typical operating parameters). Although device B is operated away from the flux-noise sweet spot [34] and thus experiences a larger estimated $\gamma_\phi/2\pi \simeq 30.0$ kHz, we find that its much stronger nonlinearity is dominant in limiting the comb coherence. To confirm the dependence of $T_{\text{coh}}$ on $\Lambda$ and $\gamma_\phi$ numerically, we simulate $T_{\text{coh}}$ at fixed positions on the phase diagrams of both devices, while varying $\Lambda$. The results are plotted in Fig. 3(d), in purple (green) for device A (device B) parameters, with the experimental result indicated by the square (diamond). They are well described by fits to $T_{\text{coh}} = a(\gamma_\phi + b\Lambda)^{−1}$ (curves); we find $b = (A: 0.40, B: 0.55) \neq 1$, consistent with $\Lambda$ and $\gamma_\phi$-contributions to dephasing originating from different stochastic terms in Eqs. (3). More importantly, both devices clearly operate in the regime where $b\Lambda \gtrsim \gamma_\phi$ and thus $T_{\text{coh}}$ is predominantly set by the nonlinearity.

However, as observed in Fig. 3(a), $T_{\text{coh}}$ also depends nontrivially on the operating parameters (e.g., the drive power and detuning), even if $\Lambda$ and $\gamma_\phi$ are held fixed. This dependence is intimately related to the nature of the dynamical comb regime, where the system traverses a periodic trajectory in phase space. The shape of this trajectory, which changes with operating parameters,
controls its susceptibility to noise, as well as the noise itself when the latter is multiplicative (dependent on \( \xi(t) \), as \( \mathbf{B}_d \) is). This connection can be made precise via a linearized Floquet analysis [36,44,45] of the SDEs around the classical limit-cycle trajectory \( \zeta(t) \). In this weak-fluctuations approach [34,46], the phase \( \theta(t) \) of the limit-cycle solution evolves according to the SDE—\( r_{\text{eff}} \dot{\theta} = n(t) \)—and the coherence time \( T_{\text{coh}} \) can be related to the variance of this diffusing phase, \( T_{\text{coh}} \propto \langle (\theta(T) - \theta(0))^2 \rangle \) (see Appendix E). Here, \( r_{\text{eff}} \) is the effective limit-cycle radius, defined via 
\[
    r_{\text{eff}} \Delta = \sqrt{\langle 1/T \int_0^T dt \langle \| \tilde{v}(t) \|^2 \rangle \rangle},
\]
where \( \tilde{v}(t) = \dot{\zeta}(t) \) is the tangential velocity of limit-cycle traversal. Second, \( n(t) \) is the projection of stochastic terms \( \mathbf{B}_d [\zeta(t)] d\tilde{W} \) onto the limit-cycle trajectory. Noise projected onto the limit cycle therefore provides an impulse that causes \( \theta(t) \) to diffuse, while \( r_{\text{eff}} \) provides an inertial term: the larger the radius, the more \( \theta(t) \) resists diffusion. We plot the average projected noise standard deviation, \( \delta n = \sqrt{\langle 1/T \int_0^T dt \langle n(t)^2 \rangle \rangle} \) and the effective limit-cycle radius \( r_{\text{eff}} \) along the indicated cross section of Fig. 3(a), scaled by their values at the threshold of comb formation. The limit-cycle radius (blue) decreases with increasing power; this is also seen experimentally in the \( I-Q \) traces (top panel), at positions (2) and (3), which can be viewed as a 2D Poincaré section of the limit-cycle trajectory. Additionally, the noise strength \( \delta n \) (red, right-hand axis) increases, in a clear manifestation of its multiplicative nature. Both effects tend to reduce \( T_{\text{coh}} \), as captured by both the linearized analysis [Fig. 3(a), inset] and the full SDE simulations [Fig. 3(b)].

Finally, we note that multiplicative noise can also manifest in nonexponential decay of phase coherence. However, for the operating parameters explored in Fig. 3, theoretical simulations predict the deviations from exponential decay to be minimal [34] and experimentally observed weak nonexponential signatures [such as (3) in Fig. 3(c)] can be attributed to electronic \( 1/f \) noise [34]. With the use of additional probing systems and a judicious choice of operating parameters [47–49], this system could be used to study nonexponential phase decoherence due to quantum fluctuations.

**D. Temporal instabilities and further explorations**

While we demonstrate the formation of stable frequency combs with this minimal two-mode Kerr system, even more complex dynamical phenomena may be observed deeper in the regime with no stable fixed points. We explore this region by fixing \( \omega_b = 4.91 \) GHz and varying \( \omega_d \) instead, now entering the unstable region along the purple arrow in Fig. 2(a). The experimental phase diagram in Fig. 4(a) plots spacings \( \Delta \) where combs are observed, together with a dark-gray region where the spectrum no longer exhibits a comb. The typical variation in the spectrum is shown in Fig. 4(b). For \( \Delta_{db}/2\pi \gtrsim -30 \) MHz, a clear comb spectrum is observed with a spacing that varies with \( \omega_d \); the system polariton frequencies \( \nu_a \) and \( \nu_b \) (unchanged with \( \omega_d \)) are marked in dashed pink, confirming that the comb peaks do not always coincide with passive modes of the two-mode system.

For \( \Delta_{db}/2\pi \lesssim -30 \) MHz, the spectrum changes abruptly, exhibiting a single broad peak and an increased noise background. Analyzing the \( I-Q \) traces in Fig. 4(c), the dynamics in this region (2) show large deviations with time and while recurrently confined to a region of phase space do not follow a regular trajectory, even on short time scales (inset), in stark contrast to the regular periodic dynamics for stable comb operation (1). Note that these temporal instabilities disagree with the results of a weak quantum fluctuations analysis in this regime [Fig. 4(a), inset], which simply predicts frequency combs with finite coherence akin to Fig. 3 (although instabilities do manifest for more negative detunings [34]). Curiously, the quantum dynamics here are also too complex to be captured by simulating the exact SDEs in Eqs. (3), which run into familiar numerical difficulties encountered in the
application of phase-space stochastic approaches to strong quantum systems [50]. This could be indicative of qualitative deviations from classically stable-limit cycles not captured by a linearized treatment of quantum fluctuations and merits further study of this system as a platform for exploring complex dynamics of quantum nonlinear systems.

III. DISCUSSION AND OUTLOOK

We realize a minimal two-mode Kerr system for generating coherent frequency combs under excitation by a single coherent tone. The phase coherence of the generated combs is fundamentally limited by the intrinsic nonlinearity strength in the quantum modes that form the device. The excellent agreement between theory and experiment points toward a highly controllable experimental platform for the study of complex nonlinear dynamics in the quantum regime. Our device realizes a classically unstable Kerr-nonlinear regime, ideally suited to understanding the potentially competing role of strong quantum fluctuations as a source of decoherence and nonclassicality in moderate to strongly nonlinear quantum devices.

Finally, the versatility of the cQED platform admits extensions of our device to multimode systems and to realizations employing tunable parametric couplers [51], paving the way toward an in situ engineerable multifrequency light source. Such frequency combs could enable multiplexed quantum measurement [52] using a single monochromatic incident tone. The generated combs could also function as multifrequency pumps to phase coherently drive multiple parametric processes simultaneously in a single device for Hamiltonian engineering applications [53–56]. This could include the intriguing possibility of multifrequency pumps exhibiting nonclassical coherences, using comb generators operating in the deep quantum regime.
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APPENDIX A: STOCHASTIC DESCRIPTION OF QUANTUM DYNAMICS VIA THE POSITIVE-P REPRESENTATION

The derivation of the system Hamiltonian and master equation that we consider in this paper is quite standard in cQED; in particular, it may be found in detail in the Supplemental Material of our previous work [28] and thus we do not repeat the derivation here. Instead, in this appendix, we begin with the master-equation description, derive its corresponding classical description making use of a positive-P phase-space description, and analyze the stability of the resulting system.

For convenience, we reproduce here the master equation describing the dynamics of the two-mode system:

\[ \dot{\rho} = -\{[H, \rho] + \kappa D[\hat{a}]\rho + \gamma D[\hat{b}]\rho + \gamma_c D[\hat{b}^\dagger \hat{b}]\rho \}, \]  

(A1)

where the system Hamiltonian in the frame rotating with the drive is given by Eq. (1) in the main text.

In the weakly nonlinear regime relevant to the experiment, \( \Lambda / \kappa \sim O(10^{-2}) - O(10^{-1}) \), strong driving leads to large mode occupations of approximately \( O(10^3) - O(10^5) \), rendering standard master-equation and even stochastic wave-function approaches intractable for direct simulation. Such operating regimes are particularly suited to analysis using a phase-space approach to the dynamics of the density operator \( \rho \). In this appendix, we describe the approach used in this work, that of the positive-P representation of the density operator, and the resulting stochastic differential equations (SDEs) that it yields. In Sec. III of the Supplemental Material [34], we also describe how the SDEs may be solved numerically to obtain quantities of interest.

We employ a representation of the density operator in a nondiagonal coherent state basis over both modes \( \hat{a} \) and \( \hat{b} \):

\[ \dot{\hat{\rho}}(t) = \int d^2 \zeta \ P(\zeta, t) \hat{\Xi}_\alpha \otimes \hat{\Xi}_\beta \]

\[ \equiv \int d^2 \zeta \ P(\zeta, t) |\alpha\rangle \langle \alpha^\dagger| |\beta\rangle \langle \beta^\dagger| \otimes |\beta^\dagger\rangle \langle \beta^\dagger|, \]

(A2)

where \( \zeta = (\alpha, \alpha^\dagger, \beta, \beta^\dagger) \) are complex variables describing a classical phase space, \( \zeta \in \mathbb{C}^4 \). For convenience of notation, we use \( \zeta_i \) to refer to the \( i \)th element of the vector \( \zeta \), for \( i = 1, \ldots 4 \) and define \( d^2 \zeta \equiv \prod_i d^2 \zeta_i \) as the integration measure over the entire phase space.

Equation (A2) is simply an expansion of \( \dot{\hat{\rho}}(t) \) in terms of nondiagonal projection operators \( \hat{\Xi}_\alpha \otimes \hat{\Xi}_\beta \), with weights given by the time-dependent function \( P(\zeta, t) \). For the above definition of \( \hat{\Xi}_\alpha \otimes \hat{\Xi}_\beta \), \( P(\zeta, t) \) is a positive-definite function that satisfies a Fokker-Planck equation and therefore may be meaningfully thought of as a classical distribution function; in particular, \( P(\zeta, t) \) is referred to as the positive-P distribution [39,40].
The above expansion casts the study of the dynamics of \( \rho(t) \) and operator averages \( \langle \hat{\rho} \rangle = \text{tr}[\hat{\rho} \hat{\rho}(t)] \) into an equivalent study of the dynamics of the distribution function \( P(\zeta, t) \) and of probabilistic variables sampled from this distribution function. Phase-space approaches therefore first require obtaining the dynamical equation for the distribution function \( P(\zeta, t) \), which takes the form of a nonlinear Fokker-Planck equation:

\[
\partial_t P(\zeta, t) = \left( -\partial_\zeta A'_c + \frac{1}{2} \partial_\zeta \partial_\zeta D_{\zeta \zeta} \right) P(\zeta, t),
\]

where \( \partial_\zeta \equiv (\partial / \partial \zeta) \) and repeated indices are summed over. Here, \( A'_c \) is the \( i \)th element of the drift vector \( \vec{A}_c \) that defines deterministic nonlinear dynamics:

\[
\vec{A}_c = \begin{pmatrix}
  (+i\Delta_{d_\zeta} - \frac{\gamma}{2}) \alpha - ig \beta - i\eta \\
  (-i\Delta_{d_\zeta} - \frac{\gamma}{2}) \alpha^\dagger + ig \beta^\dagger + i\eta \\
  (+i\Delta_{d_\zeta} - \frac{\gamma}{2}) \beta + i\Lambda (\beta^\dagger \beta - ig \alpha) \\
  (-i\Delta_{d_\zeta} - \frac{\gamma}{2}) \beta^\dagger - i\Lambda (\beta^\dagger \beta + ig \alpha^\dagger)
\end{pmatrix}
\]

\( D_{\zeta \zeta} \) is the \( 2 \times 2 \) block form:

\[
D_{\zeta \zeta} = \begin{pmatrix}
  0 & 0 \\
  0 & D_{\beta}
\end{pmatrix},
\]

\[
D_{\beta} = \begin{pmatrix}
  (i\Lambda - \gamma_\psi) \beta^2 \\
  \gamma_\psi \beta^\dagger \beta \\
  (-i\Lambda - \gamma_\psi)(\beta^\dagger)^2
\end{pmatrix}
\]

where \( \vec{0} \) is the \( 2 \times 2 \) block of zeros. Note that the diffusion includes contributions arising from the nonlinearity \( \Lambda \) as well as from the dephasing term \( \gamma_\psi \).

In general, the multidimensional nonlinear Fokker-Planck equation, Eq. (A3), cannot be analytically solved for the distribution function \( P(\zeta, t) \); exceptions include situations in which the Fokker-Planck equation is linear or in which certain potential conditions are satisfied [57]. The current system falls into neither category. However, the utility of the Fokker-Planck equation extends beyond the equation itself; one can also obtain a set of equivalent SDEs describing the dynamics of phase-space variables \( \zeta(t) \) sampled from the positive-\( P \) distribution satisfying the governing Fokker-Planck equation. The set of SDEs takes the following form [39]:

\[
d\zeta = \vec{A}_c(\zeta) dt + \sqrt{\Delta_1} \vec{B}_1(\zeta) d\vec{W}_1(t) + \sqrt{\gamma_\psi} \vec{B}_2(\zeta) d\vec{W}_2(t),
\]

where the \( d\vec{W}_i \) are vectors of real independent Wiener increments. The noise matrices \( \vec{B}_1, \vec{B}_2 \) are related to the square root of the diffusion matrix, \( \vec{D}_{\zeta \zeta} = \vec{B}_2 \vec{B}_2^\dagger \), where \( \vec{B}_{\zeta} = \sqrt{\Delta_1} \vec{B}_1 + \sqrt{\gamma_\psi} \vec{B}_2 \). They can be written compactly in block form:

\[
\vec{B}_1 = \begin{pmatrix}
  0 & 0 \\
  b_1 & 0
\end{pmatrix}, \quad \vec{B}_2 = \begin{pmatrix}
  0 & 0 \\
  b_2 & 0
\end{pmatrix},
\]

where the \( 2 \times 2 \) component matrices \( b_1 \) and \( b_2 \) are given by

\[
b_1 = \begin{pmatrix}
  e^{\theta/2} & 0 \\
  0 & e^{-\theta/2}
\end{pmatrix}, \quad b_2 = \frac{\sqrt{\beta_1^\beta \beta}}{2} \begin{pmatrix}
  e^{i\pi/4} & e^{-i\pi/4} \\
  e^{-i\pi/4} & e^{i\pi/4}
\end{pmatrix}.
\]

Finally, we define the parameters \( \Gamma \) and \( \theta \) via

\[
\Gamma e^{\theta} \equiv i\Lambda - \gamma_\psi \implies \Gamma = \sqrt{\Lambda^2 + \gamma_\psi^2}, \quad \theta = \text{arctan} \left( -\frac{\Lambda}{\gamma_\psi} \right).
\]

Equations (A6) are the same as Eq. (3) in the main text and are the central equations that we employ to analyze the dynamics of the two-mode system.

**APPENDIX B: CLASSICAL LIMIT, FIXED POINTS, AND LINEAR STABILITY**

While Eqs. (A6) describe the quantum dynamics of the two-mode system, they also allow us to analyze a well-defined classical limit, where the stochastic terms in Eqs. (A6) vanish. Clearly, the dephasing contribution \( \propto \sqrt{\gamma_\psi} \vec{B}_2 \) can be dropped by setting \( \gamma_\psi = 0 \). However, simply setting taking \( \Lambda = 0 \) will render the two-mode system linear and eliminate the comb dynamics we are interested in.

Instead, a simple scaling argument allows us to understand the classical limit of the two-mode system. We consider reducing the nonlinearity by a factor \( \Lambda \to \Lambda / k \) 
\( (k > 1) \) and simultaneously transforming \( \zeta \to \sqrt{k} \vec{z}, \eta \to \sqrt{k} \eta \). Under this transformation, we find that Eqs. (A6) become (\( \gamma_\psi = 0 \))

\[
d\vec{z} = \vec{A}_c(\vec{z}) dt + \frac{1}{\sqrt{k}} \sqrt{\Lambda} \vec{B}_1(\vec{z}) d\vec{W}_1(t).
\]

More precisely, the drift vector \( \vec{A}_c(\vec{z}) \) is invariant under this transformation, while the stochastic terms are scaled by a factor of \( 1 / \sqrt{k} \). Physically, this transformation indicates that as the strength of the nonlinearity decreases, the deterministic dynamics remain unchanged provided that the drive is suitably increased, up to a scaling of the mode amplitudes \( \vec{z} \). The stochastic dynamics, on the other hand, are suppressed. The appropriate classical limit that retains nonlinear dynamics can thus be realized by considering weak nonlinearities under sufficiently strong driving. The
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Upon dropping the stochastic terms, it is clear to see from the now ordinary differential equations above (when written out) that $\alpha^\dagger = \alpha^*$, $\beta^\dagger = \beta^*$; as a result, the deterministic dynamics in the classical limit, Eqs. (B2), can finally be written down entirely in terms of $\alpha$ and $\beta$:

\begin{align}
\dot{\alpha} &= (i\Delta_{da} - \frac{\kappa}{2}) \alpha - i\gamma \beta - i\eta, \tag{B3a} \\
\dot{\beta} &= (i\Delta_{db} - \frac{\gamma}{2}) \beta + i\Lambda |\beta|^2 \beta - ig\chi_a.
\tag{B3b}
\end{align}

For completeness, we note here that the above system is the same as that obtained by writing down the equations of motion for operator averages $\{\langle \hat{a} \rangle, \langle \hat{b} \rangle \}$, neglecting correlations (namely performing replacements of the form $(\hat{b}^\dagger \hat{b}) \rightarrow (\hat{b}^\dagger) (\hat{b})$) and finally replacing operator expectation values by complex amplitudes, $\{\langle \hat{a} \rangle, \langle \hat{b} \rangle \} \rightarrow \{\alpha, \beta\}$; the derivation here provides some context to the approximations underlying this dropping of correlations.

The linearity of both mode $\alpha$ and the coupling $\propto g$ enables the linear mode to be integrated out, leading to a single effective dynamical equation for the nonlinear mode amplitude $\chi_a$:

\begin{align}
\dot{\beta} &= (i\Delta_{db} - \frac{\gamma}{2}) \beta + i\Lambda |\beta|^2 \beta - ig\chi_a \eta \\
&- g^2 \int_0^t d\tau F(\tau) \beta(t - \tau), \tag{B4}
\end{align}

where we introduce the linear-mode susceptibility $\chi_a = \left[ -i\Delta_{da} + (\kappa/2) \right]^{-1}$ and where the memory kernel for the self-interaction is given by

\begin{equation}
F(\tau) = e^{i\Delta_{da} - \kappa/2)\tau}. \tag{B5}
\end{equation}

The classical steady state of the two-mode system $(\alpha^\star, \beta^\star)$ may be obtained by setting $\dot{\beta} = 0$ in Eq. (B4). This requirement simplifies the self-interaction term and is exactly equivalent to performing a Markov-regime reduction of the same. The result is a cubic polynomial in $|\beta|^2$ that can be solved exactly for the steady-state nonlinear-mode amplitude $\beta^\star$:

\begin{equation}
\left[ (\Delta_{db} + \Lambda |\beta|^2) + \frac{\Delta^2}{4} \right] |\beta|^2 = g^2 |\chi_a|^2 \gamma^2, \tag{B6}
\end{equation}

where we introduce the renormalized nonlinear-mode detuning and damping parameters, respectively:

\begin{align}
\tilde{\Delta}_{db} &= \omega_d - (\omega_b + g^2 |\chi_a|^2 \Delta_{da}) \\
\tilde{\gamma} &= \gamma + g^2 |\chi_a|^2 \kappa.
\end{align}

The steady-state linear-mode amplitude may then be determined by requiring $\tilde{\alpha} = 0$ in Eq. (B3a), which simply relates $\tilde{\alpha}$ to $\tilde{\beta}$:

\begin{equation}
\tilde{\alpha} = -\chi_a (ig\tilde{\beta} + i\eta). \tag{B8}
\end{equation}

Once the steady-state amplitudes $(\tilde{\alpha}, \tilde{\beta})$ have been determined, we perform a stability analysis for small fluctuations around these steady state(s). Formally, such an analysis can be performed on the linearized version of the effective nonlinear-mode dynamical equation, which can be studied analytically exactly in the Laplace domain and is particularly tractable for the special case where $\Delta_{da} = 0$. Full details of such an analysis are provided in Ref. [28].

However, the current experiment explores more general operating conditions, where $\Delta_{da} \neq 0$ in general. In this case, it proves most convenient to simply perform a numerical-stability analysis based on the Jacobian matrix of the original two-mode system. Performing the linearized stability analysis requires expanding Eqs. (B2) around the classical steady state $(\tilde{\alpha}, \tilde{\beta})$. For notational convenience, we define the vector of steady-state amplitudes $\tilde{Z}$ and small fluctuations $\tilde{z}(t)$, respectively:

\begin{align}
\tilde{Z} &= (\tilde{\alpha}, \tilde{\alpha}^*, \tilde{\beta}, \tilde{\beta}^*)^T, \tag{B9a} \\
\tilde{z}(t) &= \{\delta\alpha(t), \delta\alpha^*(t), \delta\beta(t), \delta\beta^*(t)\}^T. \tag{B9b}
\end{align}

Then, we expand the variables $\tilde{\zeta}(t)$ around the steady state $\tilde{Z}$,

\begin{equation}
\tilde{\zeta}(t) = \tilde{Z} + \tilde{z}(t), \tag{B10}
\end{equation}

and linearize Eqs. (B2) in small fluctuations $\tilde{z}(t)$, obtaining the set of equations

\begin{equation}
\frac{d\tilde{z}}{dt} = \mathbf{J}[\tilde{Z}] \cdot \tilde{z}(t), \tag{B11}
\end{equation}

where $\mathbf{J}[\tilde{Z}]$ defines the Jacobian matrix of the two-mode system evaluated at the classical steady state; its entries are given by $J_{ij} = \partial_i A_j^\star$, where $A_j^\star$ is the $i^{th}$ element of $A_e$; more explicitly, the Jacobian matrix takes the form
\[ \mathbf{J}[\mathbf{Z}] = \begin{pmatrix} +i\Delta_{da} - \frac{\xi}{2} & 0 & -i\Delta_{da} - \frac{\xi}{2} \\ -ig & 0 & 0 \\ 0 & ig & 0 \end{pmatrix} \begin{pmatrix} -ig \\ 0 \\ ig \end{pmatrix} \begin{pmatrix} 0 \\ i\Delta(\beta^2) \\ -i\Delta_{db} - \frac{\gamma}{2} - i2\Delta|\beta|^2 \end{pmatrix}. \] (B12)

The stability of Eqs. (B11) is determined by the eigenvalues of the above Jacobian matrix, obtained by setting \( \det \mathbf{J} = 0 \); these are used to determine the stability boundaries obtained in the main text and in Fig. 5 of Appendix C.

APPENDIX C: NUMERICAL PHASE DIAGRAM AND LYAPUNOV STABILITY

Regions in the classical phase diagram with no stable fixed points (Fig. 2) can give rise to a rich class of dynamics. Amongst various metrics to characterize such dynamics, we employ the standard technique of computing the maximal Lyapunov exponent \( \lambda_M \), which describes the sensitivity of dynamical trajectories to small perturbations in the long-time limit. For details of the numerical approach to computing \( \lambda_M \), see the Supplemental Material [34].

The maximal Lyapunov exponent \( \lambda_M \) that we calculate is plotted for device A parameters in drive-\( \Delta_{db} \) space in Fig. 5; the panel on the right framed in blue shows the region of drive-\( \Delta_{db} \) space explored in Fig. 2. The blank regions indicate regions where \( \lambda_M < 0 \), indicating a stable fixed point; perturbations near this point decay over time, settling back toward the fixed point. This is visible in the projection of the steady-state dynamics onto the nonlinear-mode phase space, plotted in Fig. 5(a); in the long-time limit, the system returns to the stable fixed point indicated by the orange cross. The gray regions indicate \( \lambda_M \approx 0 \), signifying a stable limit-cycle attractor [58]. The steady-state dynamics here follow a stable phase-space orbit, as shown in Fig. 5(b), around a classically unstable fixed point (the green square). The periodic orbits yield combs in the frequency domain, as observed in Fig. 5.

Finally, the dark regions indicate \( \lambda_M > 0 \). Here, perturbations grow without bound over time, manifesting in dynamical chaos observed in numerical simulations of the classical system. The steady-state dynamics plotted in Fig. 5(c) show how, over time, a single fixed orbit does not emerge and the system explores a large region of phase space in an irregular manner. The region framed in blue in the phase diagram describes the detuning range explored in the experiment [Figs. 2 and 3 of the main text], where the system exhibits stable limit-cycle dynamics, consistent with observations in the main text. However, for much more negative \( \Delta_{db} \), it is possible to observe chaos with the same system. This indicates the potential of the two-mode system for controlled studies of chaos in the quantum regime; hints of these dynamics are seen in Fig. 4 of the main text, as well as for device B (see the Supplemental Material [34]).

APPENDIX D: QUANTUM SIMULATIONS: COMB COHERENCE AND ESTIMATING PURE DEPHASING RATE \( \gamma_\rho \)

Simulation of Eqs. (3) allows us to calculate the output coherence function, Eq. (2), defined in the main text; technical details of the simulations are included in Sec. III of the Supplemental Material [34]. This enables us to extract the coherence time \( T_{coh} \) as discussed in the main text. The only parameter required to simulate the SDEs that we are unable to measure directly is the pure dephasing rate \( \gamma_\rho \); the weak nonlinearity of the nonlinear mode prevents standard Ramsay measurement of the pure dephasing rate and indirect methods based on cavity measurement are limited by the large disparity between the dephasing rate and
The cavity line width $\kappa$. These difficulties are discussed in Section IV of the Supplemental Material [34]. However, the coherence of frequency combs is affected by the known nonlinearity and the unknown pure dephasing rate; as a result, by simulating Eqs. (3) for various values of $\gamma_{\phi}$ and comparing with experimental observations, we can estimate $\gamma_{\phi}$. In Fig. 6, we show the numerically obtained value of $T_{\text{coh}}$ across the same cross section of the phase diagram included in the main text [Fig. 2(b)] for $\gamma_{\phi}/(2\pi) \in [0.0, 1.0, 2.0, 3.0] \text{ kHz}$. Also shown is the experimental result. From these results, we conclude that the pure dephasing rate may be well approximated to lie within $\gamma_{\phi}/(2\pi) \in [1.0, 3.0] \text{ kHz}$. Furthermore, the best fit is found to be for $\gamma_{\phi}/(2\pi) \simeq 2.0 \text{ kHz}$.

**APPENDIX E: LINEARIZED FLOQUET ANALYSIS OF SDEs**

The influence of quantum noise on the system dynamics as described by the stochastic terms in Eqs. (3) is well understood when considering dynamics near a classically stable fixed point. Here, one linearizes the system around the stable fixed point and studies weak fluctuations due to stochastic terms. However, in the frequency-comb regime, the system exhibits no classically stable fixed points, instead settling into a stable attractor describing a limit cycle. The study of linearized fluctuations around such stable attractors has gained much interest recently and can be performed by linearizing the dynamics around the periodic classical solution [36,44].

To begin, we rewrite the system of SDEs, Eqs. (A6), in the following form:

$$\frac{d\vec{z}}{dt} = \vec{A}_c(\vec{z}) + \vec{B}_{st}(\vec{z}) \cdot \frac{d\vec{W}(t)}{dt},$$  \hspace{1cm} (E1)

where we suppress the dependence of $\vec{A}_c$, $\vec{B}_{st}$ on the system parameters for notational convenience. In the frequency-comb regime, the classical (noise-free) system admits the periodic solution $\vec{\zeta}_c(t)$:

$$\frac{d\vec{\zeta}_c}{dt} = \vec{A}_c(\vec{\zeta}_c).$$  \hspace{1cm} (E2)

For frequency combs with spacing $\Delta$, $\vec{\zeta}_c(t)$ is periodic with period $T = (2\pi/\Delta)$.

We can then consider fluctuations $\vec{z}(t)$ around this classical periodic solution:

$$\vec{z}(t + \theta) = \vec{\zeta}_c(t + \theta) + \vec{z}(t + \theta),$$  \hspace{1cm} (E3)

where we introduce the additional phase parameter $\theta(t)$, which is not fixed by the classical dynamical equations of motion and is therefore susceptible to perturbations due to noise (or other external stimuli) [36,44]. We are now interested in the linearized dynamics of the fluctuations $\vec{z}(t)$. Substituting the expansion, Eq. (E3), into the system of SDEs, Eq. (3), and retaining only terms linear in $\vec{z}(t)$, we find

$$\frac{d\vec{z}}{dt} + \frac{d\vec{\zeta}_c}{dt} \cdot \frac{d\vec{\zeta}_c}{dt} = \vec{J}[\vec{\zeta}_c(t)] \cdot \vec{z} + \vec{B}_{st}[\vec{\zeta}_c(t)] \cdot \frac{d\vec{W}(t)}{dt},$$  \hspace{1cm} (E4)

where $\vec{J}[\vec{\zeta}_c(t)]$ is the Jacobian matrix evaluated along the periodic classical solution and is therefore a periodic matrix itself. Similarly, $\vec{B}_{st}[\vec{\zeta}_c(t)]$ is the noise matrix also evaluated along the periodic classical solution. Finally, $(d\vec{\zeta}_c/dt) \equiv \vec{v}$ is the velocity vector and is tangential to the limit-cycle trajectory. This term clearly vanishes if $\vec{\zeta}_c(t)$ is time independent, as in the case of a stable fixed point where $\vec{\zeta}_c(t) \rightarrow \vec{0}$, defined in Eq. (B9b); then, the above equation simply describes the linearized dynamics of fluctuations around the fixed point, governed by a static Jacobian and driven by noise terms.

Here, however, the velocity term does not vanish and in addition to the dynamics of $\vec{z}(t)$, we are also interested in the evolution of the free phase $\theta(t)$ under the influence of stochastic terms. To solve for the dynamics of a system governed by a time-periodic dynamical matrix, it proves useful to express the linearized fluctuations $\vec{z}(t)$ in terms of the Floquet eigenvectors defined by the linearized periodic system

$$\frac{d\vec{z}}{dt} = \vec{J}[\vec{\zeta}_c(t)] \cdot \vec{z}.$$  \hspace{1cm} (E5)

Details of the Floquet eigensystem analysis are provided in the Supplemental Material [34]; here, for clarity, we restrict our discussion to understanding how the main results can be used to analyze limit-cycle phase diffusion. For convenience, we define the periodic dynamical matrix $\vec{J}[\vec{\zeta}_c(t)] \equiv \vec{J}(t)$ and the periodic noise matrix $\vec{B}_{st}[\vec{\zeta}_c(t)] \equiv \vec{B}_{st}(t)$. The Floquet eigenvectors $\{\vec{\phi}_1(t), \vec{\phi}_2(t)\}$ for $i = 0, \ldots, N - 1$, where $N$ is the dimension of the
system of ODEs ($N = 4$ for the present system), are periodic with the period of the stable classical limit cycle, $T$. They themselves satisfy the following linear system of equations:

\[
\dot{\vec{p}}_i(t) = [J(t) - \mu_i] \vec{p}_i(t) \tag{E6a}
\]

\[
\dot{\vec{q}}^\dagger_i(t) = \vec{q}^\dagger_i(t) [\mu_i - J(t)]. \tag{E6b}
\]

The $\{\mu_i\}$ are Floquet exponents determined by the eigenvalues of the fundamental matrix of the Floquet system. For systems with a periodic stable attractor, at least one of the Floquet exponents, which we label $\mu_0$ here, vanishes [58]. The corresponding Floquet eigenvector $\vec{p}_0(t)$ can be shown to be proportional to the tangential velocity vector $\vec{v}$ (see the Supplemental Material [34]). Finally, the Floquet eigenvectors satisfy the following orthogonality relation:

\[
\vec{q}^\dagger_i(t) \vec{p}_j(t) = \delta_{ij} \forall t \in [0, T]. \tag{E7}
\]

To proceed, we expand the weak fluctuations around the stable limit cycle in terms of the Floquet eigenvectors:

\[
\vec{z}(t) = \sum_{n=1}^{N-1} c_n(t) \vec{p}_n(t). \tag{E8}
\]

Note that the above expansion does not include the Floquet eigenvector $\vec{p}_0(t)$ corresponding to $\mu_0 = 0$, which, as mentioned before, is proportional to the tangent vector to the classical limit cycle [36]. Substituting the above expansion into the linearized set of SDEs, Eqs. (E4), we find that

\[
\sum_{n=1}^{N-1} \left[ \dot{c}_n(t) \vec{p}_n(t) + c_n(t) \dot{\vec{p}}_n(t) \right] + \vec{v} \dot{\theta} = J(t) \cdot \sum_{n=1}^{N-1} c_n(t) \vec{p}_n(t) + B_{st}(t) \cdot \frac{d\vec{W}}{dt}, \tag{E9}
\]

where we now use Eq. (E6a) to eliminate $J(t) \vec{p}_n(t)$; the terms corresponding to time derivatives of the right Floquet eigenvectors simply cancel and we finally obtain

\[
\sum_{n=1}^{N-1} \dot{c}_n(t) \vec{p}_n(t) + \vec{v} \dot{\theta} = \sum_{n=1}^{N-1} \mu_n c_n(t) \vec{p}_n(t) + B_{st}(t) \cdot \frac{d\vec{W}}{dt}. \tag{E10}
\]

The remaining terms can be used to obtain equations of motion for the expansion coefficients. However, we are primarily interested in the diffusion of the phase variable $\theta(t)$. We can use the fact that $\vec{v}(t) \propto \vec{p}_0(t)$ to isolate the equation of motion for the phase variable: multiplying by the Floquet left eigenvector $\vec{q}^\dagger_0(t)$ and using the orthogonality of the Floquet eigenvectors, the above system simplifies to

\[
\left( \vec{q}^\dagger_0(t) \vec{v}(t) \right) \dot{\theta}(t) = \vec{q}^\dagger_0(t) \left( B_{st}(t) \cdot \frac{d\vec{W}}{dt} \right). \tag{E11}
\]

For notational simplicity, we can normalize $\vec{q}_0(t)$ [and therefore $\vec{p}_0(t)$] such that $\vec{q}^\dagger_0(t) \vec{v} = v_T$, where $v_T$ is the root-mean-square velocity over the limit-cycle period $T$, $v_T = \sqrt{(1/T) \int_0^T dt ||\vec{v}(t)||^2}$. Then, defining the time-dependent noise projection of the noise vector in parenthesis onto $\vec{q}_0(t)$,

\[
n(t) = \vec{q}^\dagger_0(t) \left( B_{st}(t) \cdot \frac{d\vec{W}}{dt} \right), \tag{E12}
\]

we obtain the dynamical equation for $\theta(t)$:

\[
v_T \dot{\theta}(t) = n(t), \tag{E13}
\]

which is the equation introduced in the main text. However, note that as introduced, the phase variable is a perturbation to the time $t$; it appears in the comb time evolution multiplied by the relevant frequency scale for the frequency comb, namely the comb spacing $\Delta$. We then have the equation of motion

\[
r_{\text{eff}} \left[ \Delta \dot{\theta}(t) \right] = n(t), \tag{E14}
\]

where we introduce the effective limit-cycle radius $r_{\text{eff}}$ via $v_T = r_{\text{eff}} \Delta$ as in the main text. The simplified notation does require some caution; the noise term $n(t)$ is a stochastic term and solutions to the above equation must ultimately be determined by calculating moments of the phase variable. In particular, we can obtain the variance:

\[
\Delta^2 \langle \theta^2(t) \rangle = \frac{1}{r_{\text{eff}}^2} \int_0^t \int_0^t d\tau' \, d\tau \, \langle n(\tau) n(\tau') \rangle, \tag{E15}
\]

where we set $\theta(0) = 0$, since only the relative phase is important. The double integral above simplifies once the noise correlation functions for white-noise variables $(d\vec{W}/dt) = \xi(t)$ are substituted. In particular, since

\[
\langle \xi(\tau) \xi(\tau') \rangle = \delta_{\tau' \tau}, \tag{E16}
\]

we can write the variance of the noise moments as

\[
\langle n(\tau) n(\tau') \rangle = \langle n(\tau)^2 \rangle \delta(\tau - \tau'). \tag{E17}
\]
With the above definition, we can write the phase variance after a time equal to the period \( T \) as

\[
\Delta^2(\theta^2(T)) = \frac{1}{r_{\text{eff}}} \int_0^T dt \langle n(\tau)^2 \rangle = T \left( \frac{\delta n}{r_{\text{eff}}} \right)^2 \equiv 2 \left( \frac{T}{T_{\text{coh}}} \right),
\]

E(18)

where we introduce the average projected noise standard deviation as in the main text, \( \delta n = \sqrt{(1/T) \int_0^T dt \langle n(\tau)^2 \rangle} \). The inset of the phase diagram in Fig. 3 of the main text plots \( T_{\text{coh}} \) as the limit-cycle coherence time.
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