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Abstract

We present a general approach to describe slowly driven quantum systems both in real and imaginary time. We highlight many similarities, qualitative and quantitative, between real and imaginary time evolution. We discuss how the metric tensor and the Berry curvature can be extracted from both real and imaginary time simulations as a response of physical observables. For quenches ending at or near the quantum critical point, we show the utility of the scaling theory for detecting the location of the quantum critical point by comparing sweeps at different velocities. We briefly discuss the universal relaxation to equilibrium of systems after a quench. We finally review recent developments of quantum Monte Carlo methods for studying imaginary time evolution. We illustrate our findings with explicit calculations using the transverse-field Ising model in one dimension.
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1. Introduction

Realizing efficient calculations of dynamical properties of interacting quantum systems remains one of the unresolved challenges of modern physics. Even with some recent progress in simulating the dynamics in one dimension using DMRG and related methods [1], as well as exact diagonalization (see, e.g., [2]), most physical systems remain currently out of reach. In a recent work [3], we

\begin{align*}
Q & \approx \nu^2 L^d \chi^{(2r+1)}_{\lambda\lambda}, \\
F & \approx \nu^2 L^d \chi^{(2r+2)}_{\lambda\lambda}.
\end{align*}

We here take the opportunity to point out that in [3] there is a missing factor of \(L^d\) in equation (10), which is due to the inverse volume factor in the definition of the susceptibility, equation (6) of that work. The correct form should be instead: \(Q \approx \nu^2 L^d \chi^{(2r+1)}_{\lambda\lambda}, F \approx \nu^2 L^d \chi^{(2r+2)}_{\lambda\lambda}\).
demonstrated that many difficulties can be overcome by going to imaginary time, where powerful quantum Monte Carlo (QMC) techniques can be used for a wide range of systems. This allows one to study some generic aspects of non-equilibrium dynamics and extract valuable qualitative and quantitative information pertaining also to real time evolution of interacting systems. We argued that the class of systems which can be analyzed in non-equilibrium setups therefore coincides with those which can be analyzed in equilibrium—those for which the QMC sign problems can be circumvented.

Apart from numerical convenience, imaginary time dynamics also has numerous experimental applications. If we are interested in the dynamics of a subset of degrees of freedom of a system, which couple to the rest of the system forming the environment, then the dynamics becomes dissipative. There is no unique framework describing dissipative systems, but in many situations one can rely on Langevin dynamics, which is also equivalent to the model A dynamics [4], which is in many cases equivalent to the imaginary time quantum dynamics with extra noise. If the bath has a temperature much lower than the driven system then the noise term becomes unimportant. Then the model A dynamics describing the evolution of the real multicomponent order parameter becomes equivalent to the imaginary time Schrödinger equation [4]:

\[ \partial_t \psi_j = -\Gamma \frac{\partial F}{\partial \psi_j}, \]

where \( \psi_j \) is generally a multicomponent order parameter, the index \( j \) can be either discrete or continuous e.g. corresponding to the spatial coordinate, and \( F \) is the free energy of the system. This free energy can explicitly depend on time if we are driving, e.g., external fields which explicitly enter \( F \). Such situations were recently considered in [5]. Another wide range of applications of imaginary time quantum dynamics comes from applications to the Kardar–Parisi–Zhang (KPZ) equation and equivalent non-linear Burgers equations which describe the equilibrium behavior of polymers in random media, crystal growth, superconducting flux lines and many other systems (see, e.g., [6, 7]). For instance, the differential equation describing the partition function of a polymer in a disordered media takes the form of the imaginary time Schrödinger equation in a random potential, where the role of time is played by the coordinate along the polymer [7]. Using the replica trick, the KPZ equation maps to the imaginary time Schrödinger equation describing bosons with short-range attractive interactions [8]. There are several other applications of equation (1). In this work we will analyze the general properties of the response of systems described by this equation together with the real time Schrödinger equation in situations where the parameters of the system change slowly in time.

The main purposes of this work are: (i) to further elaborate our earlier findings of [3], (ii) to give a quantitative comparison between real and imaginary time evolution for the specific case of the transverse-field Ising model, (iii) to discuss how one can extract quantitative information about real time correlation functions from the low velocity asymptotics of the imaginary time response. We will also describe how one can extract real and imaginary components of the geometric tensor defining the Riemannian metric and the Berry curvature associated with the ground state wavefunction from both real and imaginary time dynamics. We will discuss the application of the non-equilibrium scaling relations for quantum critical systems obtained in [3, 5, 9, 10] to accurately locate the quantum critical point and determine the static and dynamic critical exponents from the collapse of physical observables. Our results can be useful for: understanding quantum annealing (in particular for finding the optimal path in the parameter space), extracting long-time correlation functions and the dynamical exponent for disordered systems, evaluating both real and imaginary parts of the geometric tensor for interacting systems, including the Berry curvature and the fidelity susceptibilities.

The paper is organized as follows. In section 2 we present the general theory of Kubo response of systems driven with constant velocity both in real and imaginary times. We identify the linear and quadratic susceptibilities of the response of arbitrary observables with respect to the velocity using adiabatic perturbation theory, from here on abbreviated as APT. The linear susceptibilities are given by the components of the geometric tensor. In section 3 we formulate the scaling theory for slowly driven gapless systems and systems driven through quantum critical points and discuss its potential implications for experiments. We also relate the scaling of generic observables to the scaling dimension of the relevant components of the geometric tensor. In section 4 we briefly review two complementary Monte Carlo algorithms [3, 11] for computing the quantities discussed above. In section 5 we present the exact solution for imaginary time quenches of the transverse-field Ising model in one dimension. From this solution we extract the scaling behaviors for several observables (e.g., excess heat, log-fidelity, and nearest-neighbor spin–spin correlation functions). We compare these exact results with those obtained using APT and find a very good agreement between them. We also confirm the general scaling relations presented in section 3. In section 6 we compare the expectation values of different observables in imaginary versus real time quenches. In particular, for diagonal observables like the energy and the fidelity, we find a very good qualitative and quantitative agreement between the real and imaginary time evolution. For off-diagonal observables the low velocity asymptotics in real and imaginary time are different (given by the imaginary and real components of the geometric tensor) while at high velocities they only differ by a numerical factor of the order of one. In section 7 we illustrate how this scaling analysis, either in real or imaginary time, can be used to detect the position of the quantum critical point without the need to vary the system size or the temperature. In section 8 we discuss the universal behavior of the relaxation of observables (again in both real and imaginary times) to a prethermalized state following a quench near a quantum critical point.
2. Generalized Kubo response of driven systems

Originally Kubo response theory was developed to describe transport coefficients for systems in weak electric fields. By now it refers to a general linear response theory to a static or time dependent external perturbation [12]. Let us point that in the Weyl gauge the scalar potential is zero and the electric field can be thought as the rate of change of the vector potential: \( \vec{E} = \frac{1}{c} \partial_t \vec{A} \). Thus, we can formally view the response to the electric field as the response to the rate of change of the vector potential. Here we extend this analogy and generalize the notion of Kubo response of a system to the rate of change of an arbitrary coupling \( \vec{\lambda} \).

Let us consider a system described by a Hamiltonian \( \hat{\mathcal{H}}[\vec{\lambda}(t)] \), where \( t \) is real or imaginary time and \( \vec{\lambda} \) is the vector of coupling constants in the parameter space. To distinguish between real and imaginary time we will reserve the symbol \( \tau \) for the latter. In the real time case, the dynamics of the system is given by the time dependent Schrödinger equation:

\[
\text{i} \hbar \dot{\psi}(t) = \hat{\mathcal{H}}(\vec{\lambda}(t)) \psi(t),
\]

in imaginary time the dynamics is described by the corresponding equation:

\[
\partial_t \psi(\tau) = -\hat{\mathcal{H}}(\vec{\lambda}(\tau)) \psi(\tau).
\]

We will assume that initially the system is prepared at \( t = 0 \) or \( \tau = 0 \) in the ground state. In imaginary time this assumption is not important since, for an evolution lasting sufficiently long time, the initial conditions become irrelevant. In real time our results can be readily generalized to arbitrary stationary initial conditions by performing a statistical average of the expectation value of an observable over the adiabatically evolved initial density matrix. We will also assume that the rate of change of the coupling is sufficiently slow, such that the system remains close to the instantaneous ground state (appropriately rotated with the Berry phase) at all times during the evolution. We will also make the assumption that the ground state is not degenerate.

In this case we can solve the Schrödinger equation using the APT. The details of the derivation of the first-order corrections are presented elsewhere (see [13, 14] for real time and [3] for imaginary time). Here we extend the derivations to the second-order terms.

2.1. Adiabatic perturbation theory in real time

At the first-order of APT in real time we find that the transition amplitude to the instantaneous state \( |n\rangle \neq |0\rangle \) is given by [14]:

\[
a_n^{(1)}(t) = -\int_0^t \text{d}t_1 \langle n|\partial_{t_1} |0\rangle \exp[-\text{i}\Phi_{\alpha 0}(t_1, t)],
\]

where \( \Phi_{\alpha 0}(t_1, t) = \Phi_{\alpha 1}(t_1, t) - \Phi_{\alpha 0}(t_1, t) \) is the total phase difference accumulated between the ground and the excited states in the time interval \( (t_1, t) \),

\[
\Phi_{\alpha}(t_1, t) = \int_{t_1}^t \text{d}t_2 \left( \mathcal{E}_{\alpha}(t_2) - \text{i}\langle n|\partial_{t_2} |n\rangle \right),
\]

where \( \mathcal{E}_{\alpha}(t) \) is the energy of the eigenstate \( |n\rangle \) at time \( t \). We emphasize that there is a difference in the limits of integration in equation (5), equations (12) and (13) in [14]. This difference is due to additional phase transformation in equations (6) and (14) in [14]. Going back to the original basis at the end of the calculation gives the result above. Note that the overall phase entering in equation (5) can be thought of as a purely dynamical phase coming from the gauge invariant energy:

\[
E_n = \mathcal{E}_n - v_{\alpha} A_{\alpha n},
\]

where \( v_{\alpha} = \lambda_{\alpha} \) and \( A_{\alpha n} = i\langle n|\partial_{\alpha} |n\rangle \) is the Berry connection associated with the \( n \)th energy level. It is easy to see that \( E_n \) is invariant under the gauge transformation of the basis states by an arbitrary phase factor: \( |n\rangle \rightarrow \exp[\text{i} \phi_n(\vec{\lambda}(t))] |n\rangle \).

Similarly in the second-order of APT one finds

\[
a_n^{(2)}(t) = \sum_{m \neq 0, n} \int_0^t \text{d}t_1 \int_0^{t_1} \text{d}t_2 \langle n|\partial_{t_2} |m\rangle \langle m|\partial_{t_2} |0\rangle \times e^{-\text{i}[\Phi_{\alpha 0}(t_1, t) + \Phi_{\alpha 0}(t_2, t)]},
\]

Let us point out that the first and second-order terms in APT are not necessarily analytic functions of the adiabatic parameter \( \tilde{v} = \frac{\lambda}{\lambda} \). Thus, this is a nonperturbative expansion. As an example of this, in section 5 we will compare the results obtained within the first-order of APT with results from exact diagonalization and find a very good agreement, even when the observables have non-analytic dependence on velocity. In this sense APT does not have a formal expansion parameter, it only relies on the fact that the transition probabilities are small. For example, for a Landau–Zener problem the first-order of APT gives the correct non-analytic dependence of the transition probability on the sweep rate, but leads to a small \( \pi^2/9 - 1 \) deviation in the prefactor [14].

For gapped systems, or for gapless systems in sufficiently high dimensions, the leading non-adiabatic corrections to various observables are analytic functions of the quench velocity [15]. Then it is possible to expand the expressions for the transition probabilities as a Taylor series in the velocity. This can be done noting that the integrand in equation (4) is a vector potential. Here we extend this analogy and generalize the notion of Kubo response of a system to the rate of change of an arbitrary coupling \( \vec{\lambda} \).
is very large. The oscillating terms can be further suppressed because of various dephasing mechanisms.

Similarly to the treatment above we can evaluate the leading order contribution to \( a_n^{(2)} \). Again, by neglecting the oscillating terms due to the initial excitations in the system, we find that for \( n \neq 0 \):

\[
a_n^{(2)} \approx -v_\alpha v_\beta \frac{\langle n|\partial_\alpha |m\rangle \langle m|\partial_\beta |0\rangle}{(E_n - E_0)(E_m - E_0)},
\]

and finally the quadratic correction for the ground state amplitude reads:

\[
a_0^{(2)} = -\frac{1}{2} \sum_{m \neq 0} |a_m^{(1)}|^2 - iv_\alpha v_\beta \sum_{m \neq 0} \frac{\langle 0|\partial_\alpha |m\rangle \langle m|\partial_\beta |0\rangle}{E_m - E_0}.
\]

Combining all the terms up to the second-order in \( v \) we obtain the result:

\[
a_n \approx iv_\alpha \frac{\langle n|\partial_\alpha |0\rangle}{E_n - E_0} - v_\alpha v_\beta \frac{1}{E_n - E_0} \partial_{n\alpha} \frac{\langle n|\partial_\beta |0\rangle}{E_n - E_0} + v_\alpha v_\beta \frac{\langle n|\partial_\alpha |0\rangle \langle 0|m|\partial_\beta |0\rangle}{(E_n - E_0)^2} - iv_\alpha v_\beta \sum_{m \neq 0} \frac{\langle 0|\partial_\alpha |m\rangle \langle m|\partial_\beta |0\rangle}{E_m - E_0}(E_m - E_0),
\]

2.2. Adiabatic perturbation theory in imaginary time

The APT analysis of the imaginary time dynamics is very similar to that for the real time case. In [3] we derived the following exact integral equation for the amplitudes of the wavefunction in the instantaneous basis:

\[
\alpha_n(\tau) = \alpha_n(\tau_f) + \sum_m \int_\tau^{\tau_f} d\tau' \langle n|\partial_\alpha |m\rangle \times |m\rangle \alpha_m(\tau') e^{-\int_\tau^{\tau'} d\tau' \Delta_{mn}(\tau')},
\]

where \( \Delta_{mn}(\tau) = E_n(\tau) - E_m(\tau) \) and

\[
\alpha_n(\tau) = \alpha_n(\tau_f) \exp\left[-\int_\tau^{\tau_f} d\tau' E_n(\tau')\right].
\]

This equation should be supplemented by the normalization condition:

\[
\sum_n |\alpha_n(\tau)|^2 = 1,
\]

at \( \tau = \tau_f \), where \( \tau_f \) is the arbitrary final time of interest. From equation (14) it is clear that the coefficient \( \alpha_n(\tau) \) coincides with the amplitude \( \alpha_n(\tau_f) \) for the evolved wavefunction to be in the instantaneous state \( |n\rangle \) only at \( \tau = \tau_f \). This boundary condition applies to the situation where the dynamical process started in a distant past enough for the wavefunction to become insensitive to the actual initial state (which is always possible to satisfy in imaginary time). Note that, unlike the real time case, the integral equation (13) explicitly contains the unknown amplitude \( \alpha_n(\tau_f) \), which has to be found from the asymptotic boundary condition. As in the real time case, if we deal with the eigenstates with a non-zero Berry connection, then one has to use the shifted (complex) energies \( E_n = \bar{E}_n + v_\alpha \langle n|\partial_\alpha |n\rangle = \bar{E}_n - iv_\alpha A_n^{(\beta)} \). Note that the fact that the energies are complex and the ‘moving Hamiltonian’ is non-Hermitian is the consequence of the imaginary time evolution.

From the integral equation (13) we find that in the leading order of APT:

\[
a_n^{(1)}(\tau_f) = -\int_{-\infty}^{\tau_f} d\tau |n|\partial_\alpha |0\rangle e^{-\int_\tau^{\tau_f} d\tau' \Delta_{mn}(\tau')}.\]

For \( n \neq 0 \) and \( a_0^{(1)} = 0 \), the first-order correction to the ground state amplitude vanishes. Similarly, in the second-order of APT we find:

\[
a_n^{(2)}(\tau_f) = -\sum_{m \neq 0, n} \int_{-\infty}^{\tau_f} d\tau |n|\partial_\alpha |m\rangle \times |m\rangle \alpha_m^{(1)}(\tau_f) e^{-\int_\tau^{\tau_f} d\tau' \Delta_{mn}(\tau')}.
\]

As in the real time case one can expand equations (16) and (17) into a Taylor series in the quench rate:

\[
a_n^{(1)}(\tau_f) \approx -v_\alpha \frac{\langle n|\partial_\alpha |0\rangle}{E_n - E_0} + v_\alpha v_\beta \frac{1}{E_n - E_0} \partial_{n\alpha} \frac{\langle n|\partial_\beta |0\rangle}{E_n - E_0} + v_\alpha v_\beta \frac{\langle n|\partial_\alpha |0\rangle \langle 0|m|\partial_\beta |0\rangle}{(E_n - E_0)^2},
\]

where all energies and matrix elements are evaluated at \( \tau = \tau_f \). Note that there is a sign difference compared to [3], due to a different definition of the velocity, \( v = -\dot{\lambda} \), used in that work. Similarly, from equations (13), (18) and (17) we find that for \( n \neq 0 \):

\[
a_n^{(2)}(\tau_f) \approx v_\alpha v_\beta \sum_{m \neq 0, n} \frac{\langle n|\partial_\alpha |m\rangle \langle m|\partial_\beta |0\rangle}{(E_n - E_0)(E_m - E_0)}.
\]

Combining the two expressions above we find that up to \( v^2 \) terms and for \( n \neq 0 \):

\[
a_n(\tau_f) \approx -v_\alpha \frac{\langle n|\partial_\alpha |0\rangle}{E_n - E_0} + v_\alpha v_\beta \frac{1}{E_n - E_0} \partial_{n\alpha} \frac{\langle n|\partial_\beta |0\rangle}{E_n - E_0} - v_\alpha v_\beta \frac{\langle n|\partial_\alpha |0\rangle \langle 0|m|\partial_\beta |0\rangle}{(E_n - E_0)^2} + v_\alpha v_\beta \sum_{m \neq 0} \frac{\langle n|\partial_\alpha |m\rangle \langle m|\partial_\beta |0\rangle}{(E_n - E_0)(E_m - E_0)}.
\]

We point out that the real time expression for the transition amplitude (12) can be formally obtained from the imaginary time expression above by the analytic continuation of the velocity to the complex plane \( v \to -iv \). We expect that this will be the case in all orders of expansion in the velocity. However, this continuation might not hold in general when there are additional non-analytic contributions like e.g. an exponential dependence of the transition amplitude on the velocity in the Landau–Zener sweep. There are no analogues of such exponential terms in imaginary time dynamics. We also point out that in order to obtain the complex conjugate of the transition amplitude (12) from the imaginary time value (20) one needs to analytically continue the velocity to the positive imaginary axis: \( v \to iv \).
The correction to the amplitude for the \( n = 0 \) state can be found by enforcing the normalization condition (15) at \( \tau = \tau_1 \):

\[
\alpha_0^{(2)}(\tau_1) = -\frac{1}{2} \sum_{m \neq 0} |\alpha_m^{(1)}(\tau_1)|^2.
\] (21)

2.3. Kubo response in the parameter space

Having derived the expressions for the transition amplitudes in real and imaginary time we can next compute the response functions. As in [3, 16], and without loss of generality, we will represent an observable as a generalized force:

\[
M_\gamma = -\frac{\langle \psi | \partial_\gamma \mathcal{H} | \psi \rangle}{\langle \psi | \psi \rangle},
\] (22)

where \( \gamma \) is some parameter in the Hamiltonian. The normalization factor in denominator highlights that in imaginary time the wavefunction should be properly normalized. Clearly \( M_\gamma \) is simply the expectation value of the operator \( M_\gamma = -\partial_\gamma \mathcal{H} \). For example if \( \gamma \) is the external magnetic field, then the generalized force \( M_\gamma \) is the magnetization, if \( \gamma \) is the volume then we have the pressure, if \( \gamma \) is the spin–spin interaction then we have the spin–spin correlation function, and so on (later on, when presenting the observables for the transverse-field Ising model, we will introduce the following generalized forces: excess energy, the log-fidelity and the transverse magnetization, those will be defined according to the definition in equation (22) in section 5.2). In the first two orders of the adiabatic perturbation theory (both in real and imaginary time) we find:

\[
M_\gamma \approx M_\gamma^{(0)} - \sum_{n \neq 0} \left[ (a_n^{(1)})^* (n | \partial_\gamma \mathcal{H} | 0) + a_n^{(2)} (0 | \partial_\gamma \mathcal{H} | n) \right] - \sum_{n, m \neq 0} (a_n^{(1)})^* a_m^{(1)} (n | \partial_\gamma \mathcal{H} | m),
\] (23)

where \( M_\gamma^{(0)} = -\langle 0 | \partial_\gamma \mathcal{H} | 0 \rangle \) is the ground state expectation value. In a more general situation of finite initial temperature and real time dynamics, \( M_\gamma^{(0)} \) stands for the adiabatic expectation value of \( -\partial_\gamma \mathcal{H} \), i.e., the expectation value with respect to the density matrix adiabatically connected to the initial state. Combining this equation with equations (8) and (10) for the real time case and with (18) and (19) for the imaginary case, we find:

—in real time:

\[
M_\gamma \approx M_\gamma^{(0)} + F_{\gamma a} v_a + [\Pi_{\gamma ab} + \Pi_{\gamma ab}^2] v_a v_b
\] (24)

—while in imaginary time we obtain:

\[
M_\gamma \approx M_\gamma^{(0)} - 2 g_{\gamma a} v_a + [\Pi_{\gamma ab} - \Pi_{\gamma ab}^2] v_a v_b.
\] (25)

To the linear order in the velocity, equation (24) was derived in [16, 17], and in imaginary time it was derived in [3]. Note again the sign difference in the first term of equation (25) and the result in [3] due to different sign conventions in the definition of \( v_a \). In this work \( v_a = \partial_a \lambda_a \). In the above equations \( F_{\gamma a} \) and \( g_{\gamma a} \) are respectively the Berry curvature and the Riemannian metric tensor, which are related to the imaginary (antisymmetric) and real (symmetric) parts of the geometric tensor [18]. Defining the geometric tensor as:

\[
\chi_{\alpha \beta} = \langle 0 | \bar{\alpha} \partial_\beta | 0 \rangle - \langle 0 | \bar{\alpha} | 0 \rangle \langle 0 | \partial_\beta | 0 \rangle,
\] (26)

we have:

\[
F_{\gamma a} = i (\chi_{\gamma a} - \chi_{\gamma a}) = -2 \text{Im} |\chi_{\gamma a}|,
\] (27)

\[
\eta_{\gamma a} = \frac{1}{2} (\chi_{\gamma a} + \chi_{a \gamma}) = \text{Re} |\chi_{\gamma a}|.
\] (28)

The Berry curvature can also be expressed as a curl of the Berry connection [19]:

\[
F_{\gamma a} = \partial_a A_\gamma - \partial_\gamma A_a,
\] (29)

In the general case of a finite-temperature, the expectation values with respect to the ground state in the definition of \( F \) and \( g \) should be substituted by the trace over the density matrix representing the state adiabatically connected to the initial state.

To the second-order in the velocity the coefficients of the response functions are defined as follows:

\[
\Pi_{\gamma ab} = \sum_{n,m \neq 0} \frac{\langle 0 | \bar{\alpha} | n \rangle \langle m | \partial_\beta | 0 \rangle}{(E_n - E_0)(E_m - E_0)} - \langle 0 | \partial_\gamma \mathcal{H} | 0 \rangle
\]

\[
\times \sum_{n \neq 0} \frac{\langle 0 | \bar{\alpha} | n \rangle \langle n | \partial_\beta | 0 \rangle}{(E_n - E_0)^2},
\] (30)

\[
\Pi_{\gamma ab}^2 = \sum_{n \neq 0} \frac{\langle 0 | \partial_\gamma H | n \rangle \langle \partial_\beta \mathcal{H} | 0 \rangle}{E_n - E_0} \frac{\partial_n}{\partial_\alpha \mathcal{H} E_n - E_0} + \text{c.c.}
\]

\[
+ \sum_{n,m \neq 0} \frac{\langle 0 | \partial_\gamma | n \rangle \langle \partial_\beta | m \rangle (m | \partial_\beta | 0)}{E_m - E_0} + \text{c.c.}
\]

\[
- \sum_{n \neq 0} \frac{\langle 0 | \partial_\gamma | n \rangle \langle \partial_\beta | 0 \rangle \langle 0 | \partial_\beta | 0 \rangle}{E_n - E_0},
\] (31)

It is straightforward to see that all the response coefficients \( F_{\gamma a}, \Pi_{\gamma ab}^1, \Pi_{\gamma ab}^2 \) and \( F_{\gamma a}^2 \) and \( g_{\gamma ab} \) are gauge invariant, i.e. invariant under arbitrary basis transformations:

\[
| m (\tilde{\lambda}) \rangle \rightarrow e^{i \theta} | m (\tilde{\lambda}) \rangle.
\]

There is a special class of observables in this regard: those that commute with the Hamiltonian in the final state. Examples of these observables include the Hamiltonian itself (i.e., the energy of the system) as well as its various moments; the expectation value of any other conserved quantity; the probability to remain in the ground state, which is known as the fidelity, or in any particular eigenstate of the final Hamiltonian; the diagonal entropy of the system, and others. For these diagonal observables the linear response term in equations (24) and (25) vanishes, as so does the response coefficient \( \Pi_{\gamma ab}^2 \). Therefore, the leading order non-adiabatic response is given by the following quadratic response function, which is the same both for real and imaginary time dynamics:

\[
M_\gamma \approx M_\gamma^{(0)} + \Pi_{\gamma ab}^1 v_a v_b,
\] (32)

\[
\Pi_{\gamma ab}^1 = \sum_{n \neq 0} \frac{\langle 0 | \bar{\alpha} | n \rangle \langle m | \partial_\beta | 0 \rangle}{(E_n - E_0)^2} \left[ (\partial_\gamma \mathcal{H})_{mn} - (\partial_\gamma \mathcal{H})_{00} \right],
\] (33)

where \( (\partial_\gamma \mathcal{H})_{nn} \equiv \langle n | \partial_\gamma \mathcal{H} | n \rangle \).
2.4. Relation to the zero-frequency limit of the response functions

The components of the geometric tensor $\Pi_{\gamma \alpha \beta}$ can be expressed through the non-equal time correlation functions of the generalized forces. Using equation (9), the geometric tensor (26) for a non-degenerate ground state can be rewritten as:

$$\chi_{\alpha \beta} = \frac{\langle 0 | \partial_\alpha H | n \rangle \langle n | \partial_\beta H | 0 \rangle}{(E_n - E_0)^2}. \quad (34)$$

Next we recall the identity:

$$\frac{1}{(E_n - E_0)^2} = -\lim_{\epsilon \to 0+} \int_0^\infty \frac{d\xi}{\xi} e^{-\epsilon \xi - i(E_n - E_0)\xi}, \quad (35)$$

with which one can rewrite the geometric tensor (34) as an integral from the retarded correlation function:

$$\chi_{\alpha \beta} = -\int_0^\infty \frac{d\xi}{\xi} \langle 0 | \partial_\alpha H(\xi) \partial_\beta H(0) | 0 \rangle e^{-\epsilon \xi}, \quad (36)$$

where the subindex $c$ implies connected and

$$\partial_\alpha H(\xi) = e^{i\hat{H}\xi} \partial_\alpha \hat{H} e^{-i\hat{H}\xi} \quad (37)$$

is the Heisenberg representation of the generalized force $\partial_\alpha \hat{H}$ at the point of measurement. Note that here $\xi$ is an auxiliary variable, which is not related to the time evolution during the dynamical process. One can also rewrite equation (36) in the imaginary time Heisenberg representation by formally rotating to Euclidean time: $\xi \to -i\tau$.

One can also rewrite equation (36) through a derivative of the Fourier transform of the non-equal time correlation function:

$$\chi_{\alpha \beta} = -i\partial_\alpha G_{\alpha \beta}(\omega)|_{\omega=0}, \quad (38)$$

where

$$G_{\alpha \beta}(\omega) = \int_0^\infty dt e^{i\omega t} \langle 0 | \partial_\alpha H(t) \partial_\beta H(0) | 0 \rangle e^{-it}. \quad (39)$$

From this expression we see that the metric tensor and the Berry curvature are given by the imaginary and real parts of the frequency derivative of the corresponding correlation function:

$$g_{\alpha \beta} = \partial_\alpha \text{Im} G_{\alpha \beta}(\omega)|_{\omega=0},$$

$$F_{\alpha \beta} = 2\partial_\alpha \text{Re} G_{\alpha \beta}(\omega)|_{\omega=0}. \quad (40)$$

The components of the quadratic susceptibility $\Pi_{\gamma \alpha \beta}$ can be represented through the time–time correlation functions in a similar fashion. For example:

$$\Pi_{\gamma \alpha \beta} = -\int_0^\infty dt_1 \int_0^\infty dt_2 e^{-i(\tau_1 + \tau_2)} t_1 t_2 \times \left[ \langle 0 | \partial_\gamma H(t_1) \partial_\alpha H(t_2) | 0 \rangle 
- \langle 0 | \partial_\gamma H(t_1) \partial_\beta H(t_2) | 0 \rangle \langle 0 | \partial_\beta H(0) \rangle \right]. \quad (41)$$

2.5. Equivalent derivation of the Kubo response via a generalized Galilean transformation

The linear Kubo response given by equations (24) and (25) can be derived in a simple and intuitive way by going to a moving frame. The time dependent Schrödinger equation (2) can be rewritten in a comoving basis of the instantaneous Hamiltonian as

$$i\partial_\tau |\psi\rangle = (H - v_\alpha P_\alpha) |\psi\rangle = H_{\text{eff}} |\psi\rangle, \quad (42)$$

where the time derivative $\partial_\tau$ acts only on the coefficients of the expansion of the wavefunction in the comoving basis, while $P_\alpha$ is a generalized momentum operator with respect to the parameter $\lambda_\alpha$. It can be formally defined through the matrix elements in the instantaneous basis:

$$\langle n | P_\alpha | m \rangle = \delta_{mn} \quad (43)$$

It is easy to see that $P_\alpha$ is a Hermitian operator. This follows e.g. from differentiating the identity

$$\langle n | m \rangle = \delta_{mn} \quad (44)$$

with respect to $\alpha$. Alternatively one can note that the states $|\alpha(\lambda)\rangle$ can be obtained from some fixed basis corresponding to e.g. $\lambda_0$ by some unitary transformation:

$$|\alpha(\lambda)\rangle = U_{\alpha m} |\alpha_0\rangle. \quad (45)$$

For a non-degenerate spectrum this unitary operator corresponds to the adiabatic evolution of the Hamiltonian. Then in the moving frame the Hamiltonian in the Schrödinger equation will clearly acquire an extra correction

$$-iU^{-1} \partial_\tau U = -iv_\alpha U^{-1} \partial_\alpha U = -v_\alpha P_\alpha. \quad (46)$$

Clearly the momentum operator $P_\alpha$ is the same as above in equation (43).

The RHS of equation (42) extends the conventional Galilean transformation of the Hamiltonian in the moving frame. Indeed let us assume that we have a system of $N$ interacting particles in an external potential, which depends on time via:

$$V(\vec{x}_1, \ldots, \vec{x}_N, t) = V(\vec{x}_1 - \vec{X}(t), \ldots, \vec{x}_N - \vec{X}(t)), \quad \vec{X}(t) \text{ is a time dependent vector defining the moving frame where the potential is stationary. This vector } \vec{X}(t) \text{ can also denote a center of mass coordinate of an interacting system. Then equation (42) is indeed the Galilean transformation where:}$$

$$\vec{v} = \vec{\dot{X}}, \quad \text{and} \quad \vec{P} = \sum_{j=1}^N \vec{p}_j,$$

are the usual velocity and momentum operator.

Close to the adiabatic limit the additional term in the effective Hamiltonian in equation (42) can be treated as a perturbation. A very similar equation can be written in imaginary time with the (non-Hermitian) Hamiltonian in the moving frame: $\hat{H}_{\text{eff}} = H - iv_\alpha P_\alpha$. At the initial moment of time we turn on the velocity and at the moment of measurement
we effectively turn it off. Indeed, we may view the result of the instantaneous measurement as a result of a sudden quench of the velocity going back to zero, which is equivalent to going back to the original lab frame. Thus, for a simple protocol where the velocity suddenly turns on at time $t_i = 0$ and the measurement is done at time $t_f$ our perturbation in the effective Hamiltonian looks like a pulse (see figure 1). Now the results of the APT, e.g., equation (8), leading to the Kubo formulas in real and imaginary time are easily understood as those of the ordinary perturbation theory with respect to the velocity dependent term in the effective Hamiltonian; see equation (42). Indeed, if the time of the pulse is short, then we can apply an ordinary time dependent perturbation theory where the transition amplitude is proportional to the matrix element of the perturbation integrated over time, i.e.:

$$\int_0^t v_\alpha P_\alpha \, dt \approx \delta_{\lambda, \alpha} P_\alpha.$$  \hspace{1cm} (47)

Thus, in this limit of a short pulse we simply reproduce the ordinary perturbation theory where the transition amplitude is proportional to the change of the coupling constant. Conversely, in the long-time limit, the response is very different: to leading order of perturbation theory the system is excited at the initial time, then it freely evolves in a moving basis, after which it is excited again by the quench at $t = t_i$. Thus, the transition amplitude is the sum of two terms, corresponding to the initial and final quenches. The contribution due to the initial quench comes in as a rapidly changing Rabi phase. As we discussed above, this phase averages to zero due to any dephasing mechanism, or it can be simply suppressed by a slow turning on of the velocity. If this is the case, then we can reproduce the transition amplitudes (8) and (18) by using an ordinary static perturbation theory with respect to the perturbation $V = v_\alpha P_\alpha$ for real time protocols and $V = iv_\alpha P_\alpha$ for imaginary time protocols.

### 2.6. Extracting the Berry curvature from the imaginary time dynamics. Analytic continuation of the imaginary time dynamical response to real time.

Equations (24) and (25) show that one can extract the Berry curvature as a linear response to the quench velocity in real time and the metric tensor from the imaginary time response. Real time dynamics of course corresponds to physical processes and thus can be directly realized in experiments. However, with the exception of one-dimensional systems, there are very limited numerical tools which would allow for real time simulations. Imaginary time dynamics has the advantage that it is amenable to powerful QMC as we first showed with the non-equilibrium QMC (NEQMC) approach in [3] and later with a different quasi-adiabatic QMC (QAQMC) scheme in [11]. We will briefly review these approaches in section 4.

Because of the opportunities offered by the NEQMC and QAQMC methods, it would be very practical to have a way to extract the Berry curvature using imaginary time dynamics as well. This indeed becomes possible if we evolve left and right wavefunctions in imaginary time with different velocities, $v_\alpha^L$ and $v_\alpha^R$, and evaluate the following expectation value:

$$\tilde{M}_\beta = \imath \left[ \langle \psi^L_\alpha (\tau) | \partial_\beta H | \psi^R_\beta (\tau) \rangle - \langle \psi^R_\beta (\tau) | \partial_\beta H | \psi^L_\alpha (\tau) \rangle \right].$$  \hspace{1cm} (48)

where $\psi^L_\alpha (\tau)$ and $\psi^R_\beta (\tau)$ are the solutions of the imaginary time Schrödinger equation for the two protocols characterized by different velocities. It is important that both $\psi^L_\alpha (\tau)$ and $\psi^R_\beta (\tau)$ are evaluated at the same point in the parameter space. Then it is easy to see that in the linear order in the velocities $v^L_\alpha$ and $v^R_\beta$ we have:

$$\tilde{M}_\beta \approx \mathcal{F}_{\beta \alpha} (v^R_\alpha - v^L_\alpha).$$  \hspace{1cm} (49)

In particular, if $v^L_\alpha \to 0$, i.e. if the left wavefunctions is the instantaneous ground state, then the equation above is equivalent to the real time linear response (24). Very similar results apply to real time simulations, i.e., if we compute $\tilde{M}_\beta$ in a real time protocol we will get the linear response proportional to the real part of the metric tensor. The result (49) opens the possibility of extracting the Berry curvature from numerical simulations in imaginary time. Note that the Berry curvature is non-zero only if the time reversal symmetry is broken, and, hence, the wavefunction is complex. In these situations QMC simulations usually suffer from the sign problem. However, it is important to mention that the time reversal symmetry can be broken by the parameter $\beta$, which does not enter the time evolution and only appears in the definition of the observable we measure. In these situations, the wavefunction always remains real and the sign problem may be avoidable.

In imaginary time dynamics left and right states corresponding to opposite velocities naturally occur for the asymmetric expectation values. For a closely related QAQMC algorithm this issue was discussed in detail in [11]. Let us define the protocol where the coupling $\lambda$ changes in imaginary time in the symmetric fashion in the interval: $[0, 2T]; \lambda(\tau) = \lambda(2T - \tau)$. Then denoting the imaginary time evolution

![Figure 1. Schematic representation of the perturbation in the effective Hamiltonian in the moving frame for the case of constant velocity (see equation (42)). At the initial time $t_i = 0$ the velocity instantaneously changes from zero to a finite value and at the point of measurement $t = t_f$ the velocity effectively drops back to zero reflecting the transformation back to the lab frame. The shape of the pulse can be smoothened at the initial time by turning on the perturbation slowly (dashed line).](image-url)
operator

$$U(\tau_1, \tau_2) = T_\pi \exp \left[ - \int_{\tau_1}^{\tau_2} \hat{H}(\tau) \, d\tau \right]$$  (50)

we can write a generally asymmetric value of arbitrary observable $M_\gamma(\tau, 2T - \tau)$ as

$$M_\gamma(\tau, 2T - \tau) = \frac{\langle \psi_0 | U(2T, \tau) M_\gamma U(\tau, 0) | \psi_0 \rangle}{\langle \psi_0 | U(2T, 0) | \psi_0 \rangle},$$  (51)

where $\psi_0$ is the initial state and $\tau \in [0, 2T]$. Such expectation values are very straightforward to evaluate for any $\tau$ in e.g. Monte Carlo simulations (see also discussion below following equation (76)). It is easy to see that in the middle point of the evolution $\tau = T$ this expectation value becomes equivalent to the result of the imaginary time dynamics discussed in the previous sections. Away from the symmetric point $\tau \neq T$ the left and right states effectively evolve with the opposite velocities so the expectation value above effectively becomes

$$M_\gamma(\tau, 2T - \tau)|_{\tau \neq T} \approx \frac{\langle \psi_L(-\nu) | M_\gamma | \psi_R(\nu) \rangle}{\langle \psi_L(-\nu) | \psi_R(\nu) \rangle}. \quad (52)$$

As discussed in [11] the interval around $\tau = T$ where the crossover between symmetric and asymmetric asymptotics happens vanishes as $\nu \to 0$.

From the analytic properties of the wavefunction discussed below equation (20) it is clear that the real time expectation value of the observable $M_\gamma$ can be obtained by the analytic continuation of equation (52) to the imaginary velocity $\nu \to -i\nu$. Indeed as we noted earlier to get the real time result for the wavefunction and its complex conjugate one needs to analytically continue the velocity to the imaginary axis in the opposite ways $\nu \to \pm i\nu$. However, because in equation (52) $\psi_L$ and $\psi_R$ are evaluated at opposite velocities both have to be analytically continued in the same way $\nu \to -i\nu$. As a result the analytic continuation works for the observable $M_\gamma$. It is interesting that formally this analytic continuation is valid perturbatively to all orders in $\nu$. In particular, this implies that the leading asymptotic of off-diagonal observables in the asymmetric points in (51) will be given by the Berry curvature multiplied by the velocity and for the diagonal observables the leading asymptotic will be quadratic in velocity but will have a negative sign (i.e. opposite in sign to the real time asymptotic).

### 2.7. Extension to non-linear quench protocols

The linear response analysis carried out above was based on the assumption that near the point of measurement the quench velocity $\nu_q$ is non-zero. This is the case for generic protocols. However, it is also possible to especially design protocols where one approaches the point of measurement $t = t_f$ with some other power law characterized by the exponent $r \geq 0$ (see also [21]):

$$\tilde{\tau}(t) \approx \tilde{\tau}_f + \tilde{\nu} \left( (t - t_f) r \right) \frac{t_f - t}{r!}.$$  (53)

Here the parameter:

$$\tilde{\nu} = (-1)^r d\tilde{\tau}(t)/dt|_{t=t_f},$$  (54)

is the adiabaticity parameter, which plays the role of the quench amplitude for sudden quenches ($r = 0$), quench velocity for linear quenches ($r = 1$), quench acceleration for quadratic quenches ($r = 2$), and so on. We should note that, with the definition (53) for a linear quench, $\tilde{\nu} = -\tilde{\tau}_f$ is actually a negative velocity. However, the convention above is more natural for non-linear protocols, in particular for noninteger values of $r$. In [5] the case was analyzed when $r$ is negative and different behaviors were found. In this work we will not be concerned with such situations.

To evaluate the leading non-adiabatic response for quenches according to (53) with arbitrary $r$ we need to perform the asymptotic analysis of equations (4) and (16) using equation (53) for the dependence of $\lambda(t)$ and taking the asymptotic limit $|\tilde{\nu}| \to 0$. In this limit the matrix elements and the energy spectrum entering equations (4) and (16) are approximately constant. Then, as an example, in imaginary time equation (16) reduces to:

$$a^{(1)}_n = -\langle n | \partial_{\nu_q} | 0 \rangle \int_{-\tau}^{\tau} d\lambda \, e^{-\Delta_n(t_0 - t_0(t))}, \quad (55)$$

where the matrix element $\langle n | \partial_{\nu_q} | 0 \rangle$ and the energy difference $\Delta_n$ are computed at the point of measurement: $\lambda = \tilde{\lambda}_f$. The integral is taken along the actual path $\tilde{\lambda}(t)$ and is readily evaluated in the long-time limit:

$$a^{(1)}_n \approx \nu_r \partial_\nu u \left( \frac{\langle n | \partial_{\nu_q} | 0 \rangle}{(E_n - E_0)^r} \right). \quad (56)$$

For the linear quench this expression reduces to the leading term in equation (18), keeping in mind that for $r = 1$ we have $\tilde{\nu} = -\tilde{\nu}$; see equation (53). Similarly, in real time we find

$$a^{(1)}_n \approx (-i)^r \nu_r \partial_\nu u \left( \frac{\langle n | \partial_{\nu_q} | 0 \rangle}{(E_n - E_0)^r} \right). \quad (57)$$

Using these excitation amplitudes we can easily find linear response expressions for the generalized forces extending equations (24) and (25).

**In real time:**

$$M_\gamma \approx M^{(0)}_\gamma + \left[ (-1)^r \chi^{r+1}_\nu + i^r \chi^{r+1}_\sigma \right] \nu_a + O(\nu^2), \quad (58)$$

while in **imaginary time:**

$$M_\gamma \approx M^{(0)}_\gamma + \left[ \chi^{r+1}_\nu + i^r \chi^{r+1}_\sigma \right] \nu_a + O(\nu^2). \quad (59)$$

Here we have defined:

$$\chi^{r+1}_\nu = \sum_{n \neq 0} \frac{\langle 0 | \partial_{\nu_q} H | n \rangle \langle n | \partial_{\nu_q} H | 0 \rangle}{(E_n - E_0)^{r+1}} = \nu^{r+1} \int dt \, e^{-\epsilon t} \langle 0 | \partial_{\nu_q} H(t) \partial_{\nu_q} H(0) | 0 \rangle. \quad (60)$$

As for the linear quenches the difference between real and imaginary time transition amplitudes is contained in the phase factors. One can always eliminate these factors artificially by considering separately left and right states, e.g., in the imaginary time evolution and forming the appropriate linear combinations similarly to section 2.6. For diagonal observables such as the energy or generic observables which
are measured not instantaneously after the quench at \( t = t_f \) but after allowing the system to relax to the diagonal ensemble, the phases in equations (58) and (59) do not matter. Thus, to leading order in \( \nu \) the responses in real and imaginary time coincide and are given by:

\[
M_y \equiv \langle \psi | M_y | \psi \rangle \approx M_f^{(0)} + \Pi_{yab}^{1, r} \nu^\gamma \beta. \tag{61}
\]

where:

\[
\Pi_{yab}^{1, r} = \sum_{\alpha \neq 0} \frac{\langle 0 | \partial_\alpha \mathcal{H} | n \rangle \langle n | \partial_\beta \mathcal{H} | 0 \rangle}{(E_n - E_0)^{2r+t}} \times \left[ \langle n | M_y | n \rangle - \langle 0 | M_y | 0 \rangle \right]. \tag{62}
\]

This expression opens a way of measuring the symmetric part of the geometric tensor in real time experiments. For example, one could measure the excess heat: \( M_y = \mathcal{H} \) for a protocol with \( r = 1/2 \). In this case \( \Pi_{yab}^{1, 1/2} \) reduces to the metric tensor \( g_{ab} \).

Furthermore, we note that if the power of the quench is \( r = 4 \), the equations (58) and (59) become identical. This suggests the interesting fact that by probing a system through a quartic quench \((\sim t^4)\), we get the same response in real and imaginary time dynamics.

### 3. Universal scaling near quantum critical points

The linear response theory presented above allows one to associate deviations from adiabaticity of various observables through different susceptibilities. These susceptibilities are in turn expressed through integrals of non-equation time correlation functions and, in particular, are very sensitive to their long time asymptotics. However, in gapless regimes, specifically, near continuous phase transitions, these susceptibilities may diverge and the linear response theory then breaks down. In these situations one can extend standard scaling theory of continuous phase transitions to non-equilibrium setups.

The scaling hypothesis originally introduced by Pokrovsky–Patashinsky and Kadanoff (see, e.g., [22, 23] for references) is based on the conjecture that universal physics near continuous phase transitions depends on the microscopic parameters only through the correlation length. For quantum phase transitions, which are relevant for our work here, the correlation length universally diverges with the tuning parameter [23] as:

\[
\xi_v(\tilde{\lambda}) \sim \frac{1}{|\tilde{\lambda} - \lambda_c|^\nu}. \tag{63}
\]

where \( \nu \) is the correlation length exponent. For a multi-dimensional parameter space one can have different exponents \( \nu \) along different directions. In that case there is more than one correlation length. Then, in finite-size systems the scaling hypothesis states that the expectation value of any observable can be written in the following scaling form:

\[
M_y = \text{const} + L^{-\mu_y} f_y(L/\xi_v(\tilde{\lambda})), \tag{64}
\]

where the first constant term represents a non-universal non-critical contribution to \( M_y \), while \( \mu_y \) is a universal number which defines the scaling dimension of the operator \( M_y \), \( L \) is the system size and \( f_y(x) \) is a universal function. Various two-point correlation functions can be represented in a similar form [23] where instead of the system size we use the separation between points. By definition the scaling dimension of the tuning parameter is \( 1/\nu \).

In general, the scaling dimensions of the coupling \( \lambda_a \) and the corresponding generalized force \( M_a \) are independent. But there is an important exception, namely, when the coupling \( \lambda_a \) is relevant, i.e., this coupling drives the system to or away from the critical point. Then the scaling dimension of the product \((\tilde{\lambda} - \lambda_c)_{\mu_y} M_a \) must be equal to \( \xi \), the scaling dimension of the energy, and thus we must have \( \Delta_a + 1/\nu = \xi \). If we are dealing with marginal perturbations which keep the system in the gapless regime, e.g. which lead to renormalization of the velocity, then we generally have to set \( \nu \to \infty \) (corresponding to scaling dimension of \( \lambda_a \) equal to zero) leading to \( \Delta_a = \xi \). In this work we will assume that the driving term in the Hamiltonian is either relevant or marginal but that the observable \( M_y \) has an arbitrary scaling dimension \( \mu_y \). The generalization to situations where the driving term is irrelevant is straightforward.

As it was argued in [3, 5, 9–11, 21, 24] the scaling ansatz (64) can be extended to non-equilibrium situations if we add the quench velocity as another scaling variable. In particular, since \( v_a = \partial \mu_a / \partial t \) we can expect that the scaling dimension of the velocity is \( \text{dim}[v_a] = \text{dim}[\lambda_a] - \text{dim}[t] = \nu - 1 + \xi \). This scaling dimension implies that there should be another length scale associated with the velocity \( \tilde{v} \):

\[
\xi_v \sim \frac{1}{|\tilde{v}|^{\nu - 1}}. \tag{65}
\]

For generic power law protocols characterized by the exponent \( \nu \) (see equation (53)) the above result immediately generalizes to:

\[
\xi_v \sim \nu^{-\frac{1}{\nu - 1}}. \tag{66}
\]

This length scale is indeed the Kibble–Zurek length, which was first introduced by Zurek [25] for classical phase transitions in relation to the Kibble–Zurek mechanism [25, 26] and later reintroduced in [27, 28] for quantum phase transitions. Physically \( \xi_v \) describes the length scale beyond which the system effectively freezes and cannot follow the instantaneous ground state. For multicritical points with more than one direction corresponding to different critical exponents, \( \xi_v \) can depend on the direction of the quench [29]. Now one can use this additional length scale to extend the ansatz for both real and imaginary time evolution (64) to:

\[
M_y(\tilde{\lambda}, \tilde{v}) = \text{const} + L^{-\mu_y} f_y(L/\xi_v(\tilde{\lambda}), L/\xi_v(\tilde{v})). \tag{66}
\]

Here \( \tilde{\lambda} \) and \( \tilde{v} \) describe the coupling and its rate of change at the point where we perform the measurement of our observable \( M_y \).

The asymptotics of the scaling function \( f_y \) can be often determined from qualitative considerations. Thus, if \( \xi_v \gg \xi_v \), then the system effectively behaves adiabatically and we should recover the scaling behavior pertaining to
the static equilibrium. In the opposite limit, depending on the ratio of \( \xi \) and \( L \), we should recover a similar crossover between the linear response discussed earlier and non-equilibrium universal scaling. For \( \xi \gg L \) we have \( f_L(R/\xi) \sim (R/\xi)^{t+1/v} \propto L \) if there is a non-vanishing relevant component of the geometric tensor or \( f_L(R/\xi) \sim (R/\xi)^{2t+2/v} \propto x^2 \) in cases where we expect quadratic scaling with the velocity, e.g., if \( M_v \) is a diagonal observable. This asymptotic predicts a non-trivial scaling of the observables with the system size for very slow protocols. In the opposite limit \( L \gg \xi \), we expect the extensive observables to scale linearly with the system size, i.e., \( f_L(R/\xi) \sim (L/\xi)^{d v} \). While for intensive observables \( M_v \) should saturate to a constant value independent on the system size, such that \( f_L(R/\xi) \sim (L/\xi)^{d v} \).

These simple considerations well reproduce the scaling behaviors derived earlier. For example, we expect that the density of defects is extensive and that the number of defects has scaling dimension zero (more accurately this statement applies to the log-fidelity [21]) and thus:

\[
n \sim \frac{1}{\Gamma_0^d} \left( L/\xi \right) \sim 1/\xi^d \sim \nu^{d v/(d v + 1)},
\]

is the well known Kibble–Zurek scaling form [25]. Similarly we can recover the scaling of the excess energy density for quenches ending near a quantum critical point: \( Q \sim \nu^{d v/(d v + 1)} \), which follows from noting that the scaling dimension of the Hamiltonian is \( z \) (or, equivalently, that the scaling dimension of the Hamiltonian density is \( d + z \)). These scaling considerations equally apply to imaginary time (dissipative) and real time dynamics. The only difference is that in the low-velocity limit \( \xi \ll L \) the response is given by different susceptibilities, which, however, have the same scaling properties. Note that while in this paper we focus on quantum critical points, the general considerations equally apply to thermal transitions, as emphasized in [5].

4. Time-evolving quantum Monte Carlo algorithms

One of the primary reasons for considering imaginary time dynamics is that it is amenable to numerical simulation with modified QMC methods. This way, one can go beyond one dimension (where DMRG is applicable in real time) for a rather broad class of systems for which sign problems can be avoided. This class coincides with that for which equilibrium QMC methods can be applied.

Standard QMC algorithms can be classified into finite-temperature methods, where the goal is to compute a quantum-mechanical thermal average of the form:

\[
\langle A \rangle = \frac{1}{Z} \langle e^{-\beta H} \rangle, \quad Z = \text{Tr}[e^{-\beta H}],
\]

and ground-state projector methods, where some operator \( P(\beta) \) is applied to a ‘trial state’ \( |\Psi_0\rangle \), such that \( |\Psi_\beta\rangle = P(\beta)|\Psi_0\rangle \) approaches the ground state (up to an irrelevant normalization factor) when \( \beta \to \infty \) and an expectation value (which is what normally is computed, although one can also stochastically generate the wavefunction)

\[
\langle A \rangle = \frac{1}{Z} \langle \Psi_\beta | A | \Psi_\beta \rangle, \quad Z = \langle \Psi_\beta | \Psi_\beta \rangle,
\]

approaches the true ground state expectation value, \( \langle A \rangle \to \langle 0 | A | 0 \rangle \). For the projector, one can use \( P(\beta) = e^{-\beta H} \) with large \( \beta \) or a high power of the Hamiltonian, \( P(m) = H^m \).

If in the latter case one uses \( m \propto N \beta \) with \( \beta \) of the former approach, the same rate of convergence applies for a given system volume \( N \) (which follows, e.g., from a series expansion of the exponential, which for large \( \beta \) is dominated by powers of the order \( n = \beta |E_0| \), where \( E_0 \) is the ground state energy).

The differences between \( T > 0 \) and \( T = 0 \) projector methods can be thought of in terms of different boundary conditions in imaginary time: the trace taken at \( T > 0 \) in (68) corresponds to periodic boundaries while the projector methods correspond to opening up these boundaries and replacing them with the ones corresponding to the trial state. Completely open boundary conditions correspond to the trial state being the equal superposition of all states in the basis used.

The time-evolving QMC methods we have developed are essentially modified projector algorithms. In the original NEQMC approach the exponential operator \( e^{-\beta H} \) for a fixed Hamiltonian is replaced by the Schrödinger evolution operator in imaginary time,

\[
U(\tau) = T_\tau \exp \left[ -\int_0^\tau dt' \mathcal{H}[\lambda(t')] \right],
\]

which indicates time ordering. As in equilibrium QMC schemes, there are several ways to deal with the exponential. In the context of spins and bosons, the most frequently used methods are based on (i) the Suzuki–Trotter-decomposition, which leads to world-line methods [30], (ii) the continuous-time version of world-lines (e.g., the worm algorithm [31]), and (iii) the Taylor expansion leading to the SSE method [32, 33] (see [34] for a recent review of these approaches). The latter two methods are not affected by any approximations (beyond statistical sampling errors), while (i) has a discretization error.

In the NEQMC algorithm a series expansion is employed for (70) in the non-equilibrium case, while in the more recently introduced QAQMC method the power \( \mathcal{H}^m \) of the Hamiltonian used in standard projector methods is replaced by a product of evolving Hamiltonians. It was shown in [11] that the product evolution reproduces imaginary time Schrödinger dynamics up to the leading corrections in \( \nu \) to the adiabatic evolution. In practice, this kind of method is easier to implement than the NEQMC scheme, and, moreover, one can obtain results for all times between the initial and final Hamiltonian in a single run. We here briefly review the two methods.

4.1. Non-equilibrium Schrödinger approach

In the NEQMC scheme first proposed in [3] the exponential in (70) is expanded in a power-series and applied to an initial
state $|\Psi(0)\rangle$:

$$
|\Psi(\tau)\rangle = \sum_{n=0}^{\infty} \int_{t_0}^{\tau} dt_1 \int_{t_0}^{t_1} dt_2 \cdots \int_{t_0}^{t_2} dt_0 T \frac{\partial}{\partial t_0} T^{-1} \cdots T^{-1} \frac{\partial}{\partial t_0} T^{-1} |\Psi(0)\rangle.
$$

The Hamiltonian is a sum of terms,

$$
H = -\sum_{i=1}^{N_0} H_i,
$$

where the index $i$ can refer to lattice sites, links, etc, and $N_0$ is the total number of these operators. A minus sign has been included for convenience. The operator product in (71) is then written as a sum over all strings of the operators $H_i$. Truncating at some maximum power $n = M$ (adapted to cause no detectable error—see [34] for a discussion of this issue in the SSE method) and introducing a trivial unit operator $H_0 = 1$, one obtains:

$$
|\Psi(\tau)\rangle = \sum_{H \subseteq \{ (M-n)! \}} \int_{\tau_0}^{\tau} dt_{m} \cdots \int_{t_0}^{t_2} dt_{0} \frac{\partial}{\partial t_0} \cdots \frac{\partial}{\partial t_0} |\Psi(0)\rangle.
$$

where $t_0 \in \{0, \ldots, M\}$, $\sum_{H}$ denotes the sum over all possible sequences of $M$ operators $H_i$ and $n$ is the number of indices $t_0 \neq 0$.

At this stage a basis $\{|\alpha\rangle\}$ should be chosen. For spin systems, this would normally be the standard basis of the $z$ spin components: $|\alpha\rangle = |S^z_1, \ldots, S^z_N\rangle$. If the initial state $|\Psi(0)\rangle$ has some simple known expansion in this basis, $|\Psi(0)\rangle = \sum_{\alpha} c_{\alpha} |\alpha\rangle$, this can be used in (73). The scheme is particularly simple when using the equal superposition, e.g., $|\Psi(0)\rangle = \prod_{i} (|\uparrow \rangle + |\downarrow \rangle)$ for an $S = 1/2$ system, but other states can be used as well. For models with spin-isotropic interactions, such as the Heisenberg model, it is easy to use amplitude-product states in the singlet sector [35]. One can also start with the ground state of some Hamiltonian $\mathcal{H}(\lambda_0)$, by adding to (71) a projection with that fixed Hamiltonian before the quench with the time dependent $\mathcal{H}(\lambda(\tau))$ is applied.

For practical implementations of the QMC scheme, the terms $H_i$ of $\mathcal{H}$ should have the property that $H_i|\alpha\rangle = h_i(\alpha)|\alpha\rangle$, where $|\alpha\rangle$ is a basis state. In the standard spin basis, this implies that $H_i$ is either a diagonal or off-diagonal operator (i.e., $i$ denotes not only a lattice unit but also refers to either a diagonal or off-diagonal part). A string of operators and their associated time values, along with a state $|\alpha\rangle$ then constitute a configuration, and the QMC simulation amounts to importance-sampling of these configurations, which strongly resemble those of a path integral.

To guarantee the absence of a sign problem we need to place certain conditions (which are not always possible to satisfy) on the matrix elements $h_i$, i.e., the product of all matrix elements corresponding to a term in (73) has to be positive. While this is a limitation of the QMC approach in general, the class of accessible models is still large and includes highly non-trivial and important systems (see [36] for a recent review of quantum spin models without sign problems).

Expectation values $\langle \Psi(\tau) | A | \Psi(\tau) \rangle / \langle \Psi(\tau) | \Psi(\tau) \rangle$ are computed by sampling the normalization $\langle \Psi(\tau) | \Psi(\tau) \rangle$ written with (73). The procedures are very similar to those used in the standard SSE and ground-state projector methods [34, 35, 37]. The main difference is that each operator is associated with a time value. The simplest way to deal with the times is to sample them completely independently of the operator and state updates, i.e., the latter are performed with fixed time values, according to one of the standard schemes [34, 35, 37], and the times are updated without changes in the operators and states. A segment of $m$ times, $\tau_i, \ldots, \tau_{i+m-1}$, can be simultaneously updated by generating $m$ numbers within the range $(\tau_i, \tau_{i+m})$, then order these times according to a standard scheme scaling as $\log(m)$ [38]. The ordered set is then inserted in place of the old set of times, with a Metropolis acceptance probability obtained from (73). The number $m$ can be adjusted to give an acceptance probability close to 1/2.

As discussed in section 2.6, in addition to conventional expectation values, it is also useful to study asymmetric expectation values defined with two different time evolution operators $U$ and $V$, e.g., corresponding to different velocities: $\langle \psi_0 | V^* AU | \psi_0 \rangle / \langle \psi_0 | V^* U | \psi_0 \rangle$. This can be done with a simple generalization of the above NEQMC algorithm.

### 4.2. Quasi-adiabatic approach

One may ask whether the role of the time integrals in equation (71) is crucial. Clearly, they are needed in order to obtain a mathematically exact expansion of the time evolution operator (70), but one can, in fact, also formulate a scheme similar to time evolution without these integrals, by acting on the initial ground state $|\Psi_0\rangle$ of $\mathcal{H}(\lambda_0)$ with a product of $M$ evolving Hamiltonians:

$$
P_{M,1} = [-\mathcal{H}(\lambda_1) \cdots [-\mathcal{H}(\lambda_2) \cdots [-\mathcal{H}(\lambda_1)]] \cdots [-\mathcal{H}(\lambda_2)]] \cdots [-\mathcal{H}(\lambda_1)]],
$$

where we consider the parameter changing according to

$$
\lambda_i = \lambda_0 + i \Delta \lambda,
$$

and $\Delta \lambda = [\lambda_{i+1} - \lambda_i]/M$ is the single-step change in the tuning parameter. One can also consider a non-linear grid of points, but here we focus on the linear evolution. It is clear that $|\Psi_M\rangle = P_{M,1}|\Psi_0\rangle$ approaches the ground state $|\Psi_M\rangle$ of the final Hamiltonian $\mathcal{H}(\lambda_M)$ in the limit of large $M$ (up to an irrelevant normalization).

In [11] it was also demonstrated, using APT, that $N\Delta \lambda$, where $N$ is the system volume, plays the role of a velocity $v$, and that $|\Psi_M\rangle$ captures the leading non-adiabatic corrections in $v$ to the imaginary time Schrödinger evolution. This is sufficient for recovering all the dynamical susceptibilities that we discussed in this work.

Moreover, one can also consider generalized (asymmetric) expectation values of the form:

$$
\langle A \rangle_i = \frac{\langle \Psi(\lambda_0) | P_{i+1} M P_{i+1} | A P_{i+1} | \Psi(\lambda_0) \rangle}{\langle \Psi(\lambda_0) | P_{i+1} M P_{i+1} | \Psi(\lambda_0) \rangle},
$$

11
where only the special case \( t = M \) corresponds to a true quantum-mechanical expectation value but also the generic \( t \neq M \) quantities contain useful dynamic information and obey dynamic finite-size scaling. A significant advantage of QAQMC over the NEQMC approach is then that one can compute \( \langle A \rangle_t \) for all \( t \) simultaneously in a single simulation for operators \( A \) that are diagonal in the basis used. Such a simulation amounts to generating terms (paths) contributing to the normalization \( \langle \Psi(\lambda_0) | \mathcal{P}_{L,M} \mathcal{P}_{M,L} | \Psi(\lambda_0) \rangle \) and successively measuring diagonal observables after propagation of the state with \( t \) operators, for \( t \) on a suitable grid.

Figure 2 shows examples of results obtained with the QAQMC method in simulations of the 1D transverse-field Ising model, which we introduce in section 5. The quantity shown is the magnetization fluctuation,

\[
\chi = N \left( \left\langle m_z^2 \right\rangle - \left\langle m_z \right\rangle^2 \right),
\]

which exhibits a peak close to the known quantum critical point at \( g = J \). The peak grows both as a function of the size \( L \) and \( m \), and one can subject the data to various forms of finite-size and finite-velocity scaling, examples of which are discussed in [11].

As an alternative to computing expectation value based on evolving the same state from the left and the right in (76), one can also carry out QAQMC simulations as a one-way evolution. In the simplest case, the left state \( \langle \psi_L \rangle \) is the ground state of \( \lambda_0 \) and the right state \( \langle \psi_R \rangle \) is the ground state of \( \lambda_M \). The single sequence (74) between these states will then smoothly connect them, and, again, this evolution captures the leading non-adiabatic corrections in \( v \) to the standard Schrödinger dynamics, with \( v \propto L \Delta \). As we discussed earlier (see section 2.6) asymmetric expectation values including one-way evolution can be used for computing the Berry curvature in the system.

5. Transverse-field Ising model in one dimension

We now investigate the results of the previous sections by analyzing quenches in real or imaginary time of the one-dimensional (1D) transverse-field Ising model. This model maps onto free fermions and, thus, it is easily solvable. It was used to rigorously demonstrate the universal scaling relations both for equilibrium phase transitions [23] and various aspects of quantum dynamics, including the Kibble–Zurek scaling [39]. Furthermore, using a closely related model it was recently demonstrated that the universality of slow quantum dynamics does not rely on integrability [10]. We also point out that this model was extensively used to study the dynamics following sudden quenches (see e.g. [40–43]). Here we will use this model again for the purpose of a detailed comparisons between real and imaginary time dynamics, to establish that the universal aspects are identical. We will also demonstrate how one can use this universality to accurately extract the equilibrium transition point and the critical exponents using non-equilibrium protocols.

The 1D transverse-field Ising model is defined by the Hamiltonian:

\[
\mathcal{H} = -g \sum_j \sigma_j^x - J \sum_{\langle ij \rangle} \sigma_i^z \sigma_j^z, \tag{78}
\]

where \( \sigma^+ \) and \( \sigma^z \) are Pauli matrices and \( \langle ij \rangle \) are nearest neighbors sites. The parameters \( g \) and \( J \) control the nature of the quantum state: for \( g/J > 1 \) the system is a quantum paramagnet, while for \( g/J < 1 \) it is in a magnetically ordered phase. The point \( (g/J)_c = 1 \) of this spin chain is a quantum critical point (QCP) separating the two different phases.

5.1. Imaginary time quench of the transverse-field Ising model: exact solution

We investigate the dynamical response of the system in the vicinity of the QCP by changing in time either \( g \) or \( J \). Quenches in real time of the Ising model have been considered previously [14], while less is known in imaginary time. In [3] we have fixed \( g = 1 \) and considered a particular quench protocol for \( J : J(\tau) = 1 + \nu \tau \), starting in the ground state at \( \tau_0 = -1/\nu \) and ending at the QCP at \( \tau = 0 \). We can implement a similar process fixing \( J = 1 \) and changing \( g \) as \( g(\tau) = 1 - \nu \tau \). If instead we change \( g \) as \( g(\tau) = 1 + \nu \tau \), then we approach the QCP from the initially ordered (ferromagnetic) phase. All
these protocols give a very similar scaling behavior of the observables. Thus, for extracting analytical results we will focus on the particular protocol:

\[ g(\tau) = 1 + \lambda(\tau), \quad \lambda = -\nu \tau. \]  

(79)

In section 6 we will illustrate our results with numerical simulations, in which we also consider different protocols.

5.1.1. Spectrum of the Ising chain. It is well known that the Hamiltonian (78) can be mapped to that one of non-interacting fermions using the Jordan–Wigner transformation [23, 39]. Because of translational invariance, the relevant excited states are only those which contain pairs of quasi-particles with opposite momenta. As a result, in this reduced Hilbert space the Hamiltonian of the system splits into a direct sum of Hamiltonians describing two-level systems with the states: \( |\uparrow\rangle_k \) and \( |\downarrow\rangle_k \) corresponding to empty and filled fermionic levels with momenta \( (k, -k) \), respectively:

\[ \mathcal{H} = \sum_{k>0} \mathcal{H}_k, \]  

(80)

where:

\[ \mathcal{H}_k = -2[g - \cos(k)]\hat{\sigma}^\dagger + 2\sin(k)\hat{\sigma}^\dagger. \]  

(81)

Each of these Hamiltonians has the following eigenvectors:

\[ |\uparrow\rangle_k = \begin{pmatrix} \sin(\theta_k/2) \\ -\cos(\theta_k/2) \end{pmatrix}, \]

(82)

\[ |\downarrow\rangle_k = \begin{pmatrix} \cos(\theta_k/2) \\ \sin(\theta_k/2) \end{pmatrix}, \]

where:

\[ \tan \theta_k = \frac{\sin(k)}{\cos(k) - g}, \]  

(83)

corresponding to the eigenenergies \( E_k^\pm = \pm \varepsilon_k \) with \( \varepsilon_k = 2\sqrt{1 + g^2 - 2g\cos(k)} \). It is easy to check that:

\[ k(|\uparrow\rangle_k|\downarrow\rangle_k) = -\frac{1}{2} \frac{\sin(k)}{1 + g^2 - 2g\cos(k)}, \]  

(84)

where we have used \( \partial_k = \frac{\partial}{\partial k} \partial_k \).

For a linear quench protocol \( g(\tau) = 1 + \lambda = 1 - \nu \tau \), the imaginary time Schrödinger equation (3) splits into a sum of independent differential equations:

\[ \dot{a}_k = 2(1 - \nu \tau - \cos(k))a_k - 2\sin(k)b_k, \]  

(85)

\[ \dot{b}_k = -2\sin(k)a_k - 2(1 - \nu \tau - \cos(k))b_k. \]  

(86)

In the limit of \( \tau \to -\infty \) we have \( \theta_k \to 0 \) and the eigenstates (82) simply become:

\[ |\uparrow\rangle_k \to -\infty = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad |\downarrow\rangle_k \to -\infty = \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \]  

(87)

At the critical point \( g_c = 1 \), corresponding to \( \tau = 0 \), we have \( \theta_k = -\left( \frac{\pi}{2} \right) \) so that:

\[ |\uparrow\rangle_k^{\tau=0} = \begin{pmatrix} \sin(\frac{\pi - k}{4}) \\ \cos(\frac{\pi - k}{4}) \end{pmatrix}, \]

(88)

\[ |\downarrow\rangle_k^{\tau=0} = \begin{pmatrix} \cos(\frac{\pi - k}{4}) \\ -\sin(\frac{\pi - k}{4}) \end{pmatrix}. \]

5.1.2. Linearized spectrum: exact solution. In the adiabatic limit, where only low momentum modes contribute to the excitations, we work with the linearized spectrum of the Ising model. Then the Hamiltonian (81) simplifies to \( \mathcal{H}_k = 2\nu \tau \hat{\sigma}^\dagger + 2\hat{\sigma}^\dagger \) and equations (85) and (86) reduce to:

\[ \dot{a}_k = -2\nu \tau b_k - 2kb_k, \]  

(89)

\[ \dot{b}_k = -2ka_k + 2\nu \tau b_k. \]  

(90)

These equations can be solved exactly analytically (we point out that this problem is the imaginary time counterpart of the half Landau–Zener (LZ) problem analyzed in [14, 44, 45]). It is convenient to rescale the variables, \( \tau \to \tau/\sqrt{\nu} \), \( k \to q\sqrt{\nu} \), and differentiate both of these equations with respect to time. We then obtain \( \dot{a}_q = (4\tau^2 + 4q^2 - 2) a_q = 0 \) and \( \dot{b}_q = (4\tau^2 + 4q^2 + 2) b_q = 0 \). Each of these equations is of the type \( \dot{y} - (4x^2 + c)y = 0 \), which has two generic solutions: \( y_1(x) = e^{-c/2}F_1 \left( \frac{q}{2} + \frac{3}{2}, \frac{1}{2}, 2\tau^2 \right) \) and \( y_2(x) = (-1)^{-1/4}(2x) e^{-x^2}F_1 \left( \frac{q}{2} + \frac{3}{2}, \frac{1}{2}, 2\tau^2 \right) \), where \( F_1(a, b, z) \) is the confluent hypergeometric function. The generic solutions for equations (89) and (90) are therefore:

\[ a_q(\tau) = c_1 e^{-\tau^2}F_1 \left( \frac{q^2}{2}, \frac{1}{2}, 2\tau^2 \right) + c_2(-1)^{-1/4}(2\tau) e^{-\tau^2}F_1 \left( \frac{q^2}{2} + \frac{3}{2}, \frac{1}{2}, 2\tau^2 \right), \]  

(91)

\[ b_q(\tau) = c_3 e^{-\tau^2}F_1 \left( \frac{q^2}{2} + \frac{1}{2}, \frac{3}{2}, 2\tau^2 \right) + c_4(-1)^{-1/4}(2\tau) e^{-\tau^2}F_1 \left( \frac{q^2}{2} + \frac{1}{2}, \frac{3}{2}, 2\tau^2 \right). \]  

(92)

The coefficients \( c_1, c_2, c_3, c_4 \) are determined by the initial conditions on the wavefunction at time \( \tau_0 \) and two auxiliary conditions, e.g., \( a_q|_{\tau=0} = -2a_0 b_0 \) and \( b_q|_{\tau=0} = -2q a_0(0) \) (continuity at \( \tau = 0 \)). These last two equations give \( c_2 = (-1)^{3/4}q c_3, c_4 = (-1)^{5/4}q c_1 \), while \( c_1 \) and \( c_3 \) are set by the requirement that the system was in its ground state in the distant past: \( a_q(\tau_0 \to -\infty) = 1 \) and \( b_q(\tau_0 \to -\infty) = 0 \).

Using the expansion of the hypergeometric function when \( |z| \to \infty \):

\[ F_1(a, b, z) = \frac{e^z z^{a-b} \Gamma(b)}{\Gamma(a)} + O \left( \frac{1}{z} \right) \]
we find that:
\[ c_3 = -\frac{q}{\sqrt{2}} \frac{\Gamma(q^2/2 + 1/2)}{\Gamma(q^2/2 + 1)} c_1. \]  
(93)

The resulting probability of being in the excited state at the end of the evolution for \( \tau = 0 \) is found by overlapping the final wavefunction with the excited state at \( \tau = 0 \):
\[ |+|^\tau=0 = \frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \]  
(94)

Therefore we have:
\[ p_{ex}^{LZ}(k) = \frac{1}{2} \left[ a_q(0) + b_q(0) \right]^2 + \left| b_q(0) \right|^2 \]
\[ = \frac{1}{2} \left( \frac{q}{\sqrt{2}} \right)^2 \left( \begin{array}{c} q^2/2 + 1/2 \\ q^2/2 + 1 \end{array} \right)^2 \]  
(95)

where we point out that, since \( F_{F}(a, b, 0) = 1 \) for any \( a \) and \( b \), we have \( a_q(0) = c_1 \) and \( b_q(0) = c_5 \). Restoring the dependence on \( \nu \) using the substitution \( q \rightarrow k/\sqrt{\nu} \) we obtain:
\[ p_{ex}^{LZ}(k, \nu) = \frac{1}{2} \left[ \Gamma\left( \frac{k^2}{\nu} + 1 \right) - \frac{k}{\sqrt{\nu}} \Gamma\left( \frac{k^2}{\nu} + \frac{1}{2} \right) \right]^2 \]  
(96)

Furthermore we note that to correctly define the final amplitudes \( a_\pm(\tau = 0) \) of the \( |+\rangle \) and \(|-\rangle \) eigenstates, we need to properly normalize the coefficients in equations (91) and (92) to satisfy the condition in equation (15).

5.2. Observables

In the following we present some observables that describe the response of the system to the quench in equation (79). Their scaling behavior is derived from the exact solution using the excitation probability in equation (96). The results are summarized in table 1, where they are also compared with the correspondent scaling found by adiabatic perturbation theory (APT).

5.2.1. Excess energy \( Q \). We consider the total excess energy of the system (energy above the instantaneous ground state energy):
\[ Q = \langle \mathcal{H} \rangle - \langle \mathcal{H} \rangle_0. \]  
(97)

The scaling predictions in equation (25) apply to this case when the observable \( M_{q} = \langle \psi | M_q | \psi \rangle \) is associated with the Hamiltonian operator: \( M_q = H \), according to our definition of generalized force in equation (22). In this case, since we are dealing with a diagonal operator, the geometric tensor is identically zero (see equations (35) and (34)) and the response is quadratic and, in this case of a quench of a single parameter, is proportional to a single component \( \Pi_{1,1}^{<q} \) (equation (30)):
\[ Q \sim \nu^d \Pi_{1,1}^{<q}. \]  
(99)

From the scaling dimension of the susceptibility \( \Pi_{1,1}^{<q} \) it is possible to extract the scaling behavior of \( Q \), as already done in [3], and to take into account the finiteness of the system, as discussed in section 5, without knowing the details of the model. The expected scaling behavior is stated in table 1. By applying APT to the specific Ising Hamiltonian under investigation, we could also extract the numerical prefactors of the scaling, as we will explain section 6.

From the exact solution presented in section 5.1, we evaluate the total excess energy \( Q \) at the final critical point in the scaling limit as:
\[ Q = \sum_{k>0} P_{ex}^{LZ}(k, \nu) = \sum_{k>0} 4k P_{ex}^{LZ}(k, \nu). \]  
(100)

In the limit \( \nu L^2 \gg 1 \), we convert the sum into an integral to find
\[ Q = \frac{2L \nu}{\pi} \int_{0}^{\infty} dq \, q P_{ex}^{LZ}(q, \nu) = 0.0265L\nu. \]  
(101)

In the limit \( \nu L^2 \ll 1 \), \( P_{ex}^{LZ}(q, \nu) \approx \frac{\nu^2}{64\pi} \) and the total excess energy becomes:
\[ Q \approx \frac{4\nu^2}{64} \sum_{m=0}^{\infty} \frac{1}{m^2} = \nu^2 L^3 \frac{7\xi(3)}{128\pi^3}, \]  
(102)

where we used anti-periodic boundary conditions for fermions which map to periodic boundary conditions for spins (see [46] for details).

5.2.2. Log-fidelity. The logarithm of the fidelity \( F = -\ln(|\langle \psi(0)|0 \rangle|^2) \), in the perturbative regime that we are...
considering, according to equation (23), can be approximated as: $F \approx \sum_{n \neq 0} |\langle 0|H_n|n \rangle|^2$. Therefore the scaling of the log-fidelity can be extracted from that of the generalized force corresponding to the identity operator: $M_{v} = -i \lambda$. It is easy to see from our definition in equation (22). Based on the same reasoning as above for the excess energy, the linear response for this observable vanishes, and the coefficient for the quadratic scaling is:

$$\Pi_{F,\lambda} = \sum_{n \neq 0} \frac{|\langle 0|H_n|n \rangle|^2}{(E_n - E_0)^4}. \quad (103)$$

From the exact solution (see also [47]) we can calculate $F$ using:

$$F = -\sum_{k>0} \ln(1 - p_{12}^L(k, v)). \quad (104)$$

Then in the limit $\nu L^2 \gg 1$, transforming the sum to an integral we immediately find $F = 0.0276 \sqrt{\nu} L$, while in the opposite limit $F \approx \frac{1}{6} \left(\frac{\lambda}{\pi} \right)^4 \sum_{m=0}^{\infty} \frac{1}{(2m+1)^2} = \frac{1}{164} \nu^2 L^4$.

5.2.3. Transverse magnetization. Finally we study the transverse (excess) magnetization

$$M_x = \sum_{i} \langle \sigma_{x}^i \rangle - \sum_{i} \langle 0|\sigma_{x}^i|0 \rangle. \quad (105)$$

According to the definition in equation (22), $M_x$ corresponds to the expectation value of the observable $M_\lambda = -\partial_{\lambda} H$, i.e., the generalized force with respect to the coupling constant that is quenched in time, which in our case is $g(\tau) = 1 + \lambda(\tau)$. Therefore, from equation (25) we expect the scaling:

$$M_x \approx -2v_2 \tilde{g}_x \lambda, \quad (106)$$

where it should be noted that $v_2 = \partial_{\lambda} \lambda_k = -v$. We extract the value of $M_x$ from the exact solution as follows: we evaluate for each momentum $k$ the expectation value at the end of the process ($\tau = 0$): $(\tilde{\sigma}^c(k))_{\tau=0} = -(c_1^2 - c_2^2)/(c_1^2 + c_2^2)$, and the sum over all momenta:

$$M_x = -\sum_{k} \frac{\Gamma_{2,2}^2 + 1}{\Gamma_{2,2}^2 + 1} - \frac{\Gamma_{2,2}^2 + 1}{\Gamma_{1,1}^2 + 1} - \frac{\Gamma_{2,2}^2 + 1}{\Gamma_{1,1}^2 + 1}. \quad (107)$$

Evaluating this expression in the limit $\nu L^2 \gg 1$ we find $M_x = 0.264 \sqrt{\nu} L$, while in the opposite limit $M_x \approx \frac{1}{4} \left(\frac{\lambda}{\pi} \right)^4 \sum_{m=0}^{\infty} \frac{1}{(2m+1)^2} = \frac{1}{16} \nu L^2$.

These results from the exact solution are compared in table 1 with the ones from APT. The agreement is very good, we will comment on this in more detail in section 5.3.

We point out that if instead we would perform a quench changing $J(\tau) = 1 - \lambda = 1 + \nu \tau$, with $g = 1$ (as we did with QMC in [3]), the corresponding generalized force $M_\lambda$ is now found with $\lambda = -J$. It corresponds to the observable:

$$E_c = -J \left[ \sum_{\langle ij \rangle} \langle \sigma_{x}^i \sigma_{x}^j \rangle - \sum_{\langle ij \rangle} \langle 0|\sigma_{x}^i \sigma_{x}^j|0 \rangle \right], \quad (108)$$

which is the excess interaction energy, or $z$-energy. Therefore, the observables $E_c$ and $M_x$ have the same scaling behavior respectively for a quench of the coupling $J$ and of the coupling $g$. When we deal with the QMC simulations and the numerical solution of the differential equations, it is in practice more convenient to perform a quench of the $J$ coupling, therefore in the following, when presenting the data we will use the observable $E_c$.

5.3. Adiabatic perturbation theory for the transverse-field Ising model

The exact solution for the quench dynamics in imaginary time of the 1D transverse-field Ising model provides a good opportunity to test the APT method presented in section 2. The APT analysis in this case is very accurate, agreeing very well with the exact solution, as shown in table 1. The basic ingredient of the APT is the transition amplitude $\alpha_n(\tau_f = 0)$, which in terms of the tuning parameter $\lambda = -\nu \tau$ becomes [3]:

$$\alpha_n(0) \approx \int_0^\infty d\lambda \langle n|\partial_\lambda|0 \rangle \times \exp \left[ -\int_0^\lambda \frac{d\lambda'}{v}(E_n(\lambda')) - E_m(\lambda') \right]. \quad (109)$$

For the transverse-field Ising model the lowest excitations correspond to flipping the effective spin from $|\bar{\nu}\rangle$ to $|\nu\rangle$ (corresponding to exciting two Bogoliubov’s fermions with opposite momenta) characterized by the matrix element in equation (84) and the energy difference $2\varepsilon_k$. Therefore the transition amplitude from the ground to the excited state is:

$$\alpha_k(0) \approx \frac{1}{2} \int_0^\infty d\lambda \frac{\sin(k)}{\lambda^2 + 2(\lambda + 1)(1 - \cos(k))} \times \exp \left[ \frac{4}{\nu} \int_0^\lambda \frac{d\lambda'}{\sqrt{k^2 + \lambda'^2}} \right]. \quad (110)$$

This expression simplifies in the slow limit, where we can use the linearized spectrum:

$$\alpha_k(0) \approx \frac{1}{2} \int_0^\infty d\lambda \frac{k}{\lambda^2 + k^2} \times \exp \left[ -\frac{4}{\nu} \int_0^\lambda \frac{d\lambda'}{\sqrt{k^2 + \lambda'^2}} \right]. \quad (111)$$

Using these transition amplitudes instead of the exact expressions found in section 5.2.3 we recover the last column in table 1.

In figure 3 we plot the excess energy $Q$ for different system sizes as a function of $\nu L^2$ computed from the exact solutions of the Schrödinger equation (solving numerically equations (89) and (90)). In the same plot we also show the APT results for the infinite size. The agreement between the two methods is excellent when sufficiently large systems are used for the exact solution.

In most situations the exact solution for a time dependent problem is not readily available. The good agreement we found here suggests that one can make many qualitative and even quantitative statements about the dynamics using the adiabatic perturbation theory, which only requires the integration of static quantities.
6. Observables in real and imaginary time quenches of the Ising model

According to the results presented in the previous sections, it follows that the imaginary time dynamical protocols give very similar results as the real time protocols considered earlier [14]. This implies, in particular, that imaginary time quantum evolution with a time-evolving Hamiltonian can be used for simulations of real time non-equilibrium dynamics, including, e.g., realizations of the quantum Kibble–Zurek mechanism [28]. However, there are still also important differences between the two types of dynamics. Firstly, the imaginary time evolution clearly breaks time reversal symmetry and this introduces a strong asymmetry between the initial and final times of the evolution. Thus, in real time dynamics, the system is constantly excited during the evolution and these excitations propagate in time. On the contrary, during the imaginary time evolution the system always relaxes toward the ground state, and the effects of non-adiabaticity are visible only when approaching the final state, i.e., the critical point. For example, in real time evolution the ground state fidelity and the diagonal entropy [48] (which are observable independent measures of non-adiabaticity) are identical for the time-reversed protocols. In particular, the degree of non-adiabaticity is the same if one considers protocols which start or end at the quantum critical point. In imaginary time evolution this is not the case. If one passes a singularity, like a critical point, in a real time process, then it will always result in non-analyticities in various observables (the defect density in the case of Kibble–Zurek mechanism is an example of this). In imaginary time evolution the singularities in the observables will show up only if one ends the process at this singularity or in its close vicinity.

Table 2. Results from the exact solution of the 1D transverse-field Ising model: scaling forms for the magnetization, the excess energy, and log-fidelity with the quench velocity \( v \) and the system size \( L \) in real and imaginary time for different regimes.

| Observable | \( vL^2 \ll 1 \) | \( vL^2 \gg 1 \) |
|------------|----------------|----------------|
| M_x        | Real | Imag. | Real | Imag. |
| Q          | \( \frac{1}{120}\lambda L^4 \) | 0.038\(vL \) | 0.0265\(vL \) |
| F          | \( \frac{1}{64}\lambda^2 L^4 \) | 0.035\(vL \sqrt{L} \) | 0.0276\(vL \sqrt{L} \) |

In this section we analyze closely the behavior of the observables in the case of quenches of the transverse-field Ising model, comparing the exact solutions for the real- and imaginary time cases. For simplicity we consider here the protocol already analyzed in [3], where we fix \( g = 1 \) and ramp \( J \) linearly in time to end at the critical point, i.e., \( J = 1 + \nu t \) and \( J = 1 + \nu t \), in imaginary and real time, respectively, with the final time: \( t_f = t_e = 0 \). Then the scalings of the excess energy, fidelity and magnetization in real and imaginary times look nearly identical. Since real time evolution in this model was analyzed earlier in different papers [14, 39] we will omit the details of the calculation and only present the final results. We note that in [14] we analyzed a linear quench where one starts at the quantum critical point. Because of the symmetry of the transition probabilities with respect to time reversal the analysis applies also to the process we are interested in here, where one ends the quench at the quantum critical point. The only subtlety appears in the analysis of the macroscopically observable, which is an off-diagonal observable and which depends on the phase of the transition amplitude. We will comment on this subtlety below.

In table 2 we present the comparison of the scaling of several observables for linear quenches to the QCP in real and imaginary time, obtained from the exact solution of the transverse-field Ising model (see section 5.1 for the imaginary time case and [14, 39] for the real time case). In figures 4–6 we plot the corresponding quantities obtained by solving numerically the Schrödinger equation. The definition of the observables was given in section 5. As mentioned before, since we are quenching \( J \) (and not \( g \), to be consistent with the protocol used in QMC simulation presented in following sections), the observable which gives the fidelity susceptibility in the linear response is the excess interaction energy \( E_x \) (see equation (108)). It is expected to scale in the same way as \( M_x \).

Overall we find very good agreement and almost identical behavior between the imaginary and the real time cases. A more careful analysis is nevertheless necessary. For the diagonal observables, the excess energy \( Q \) and the log-fidelity \( F \), the scaling behaviors are the same in real and imaginary time and in agreement with the APT predictions presented in section 5.3. In particular, in the limit \( vL^2 \ll 1 \) even the prefactors coincide—indeed, in this limit the analytic expression are identical. In the opposite regime \( vL^2 \gg 1 \) the prefactors are slightly different. In this limit, the real
Figure 4. Comparison of real- and imaginary time dynamic scaling of the excess energy $QL$ (left) and the log-fidelity $F$ (right) for system size $L = 16$ (top) and $L = 64$ (bottom).

Figure 5. Data collapse plot for the excess energy $Q$ (top) and the log-fidelity $F$ (bottom) based on real- (left) and imaginary time (right) dynamics for different system sizes. In the regime of large $vL^2$ the splitting of the curves is due to finite-size effects. The real time case shows more oscillating behavior than the imaginary time case.

time dynamics presents a more oscillating behavior: see for instance the plots of the excess energy in figure 5. A similar behavior was also observed in [10, 24].

The case of the excess $x$-energy or magnetization along the $x$-direction (as defined in equation (105)) requires more attention. Indeed this quantity, as mentioned before,
corresponds to the generalized force with respect to the coupling \( \lambda \) that drives the dynamics. Working out the asymptotic scaling behavior from the scaling dimension in the limit of \( vL^2 \gg 1 \) we find \( M_{c} \sim \sqrt{vL} \) in both real and imaginary times, according to equations (24) and (25). Concerning the limit \( vL^2 \ll 1 \), in imaginary time, from the exact solution (see equation (107)) we know that \( M_{x} \sim vL^{2} \). In the real time case, from analyzing the exact solution we can infer that the behavior for small \( vL^{2} \) is non-analytic, decaying exponentially as \( \sim e^{-\frac{2}{vL^{2}}} \). Such behavior is visible in the plot in figure 6; for large values of \( vL^{2} \) (but not too large, as finite-size effects also are apparent) the slopes of the real- and imaginary time functions are the same, the data being shifted by a factor of 2 according to the predictions. For \( vL^{2} \ll 1 \) the imaginary time function decays analytically with slope 1 as expected, while in the real time case there is a more rapid drop reflecting the non-analyticity of the function.

7. Application: detection of quantum critical points

A useful application of the universal scaling presented in the previous sections can be found by considering quenches in either real or imaginary time that sweep through the QCP and end at different final amplitudes \( \lambda_{f} \neq \lambda_{c} \). In this case, as discussed in section 3, the length scale \( \xi_{k}(\lambda) \sim |\lambda - \lambda_{c}|^{-\nu} \) is not diverging anymore and participates in the scaling behavior along with \( \xi_{p} \sim \sqrt{\frac{\nu}{\gamma d}} \) and the system size \( L \). For a generalized force \( M_{p} \), we then expect a scaling behavior as the one given in equation (66):

\[
M_{p}(\tilde{\lambda}, \tilde{v}) = \text{const} + L^{-\mu_{\nu}} f_{p}(L/\xi_{p}(\tilde{\lambda}, L/\xi_{k})) \\
= \text{const} + L^{\frac{d\mu_{\nu}+\nu}{d+\frac{\nu}{1+\nu}}} f_{p}\left(\frac{|\lambda_{f} - \lambda_{c}|}{\sqrt{vL^{2}+1/\nu}}, \sqrt{vL^{2}}\right),
\]

(112)

as was already suggested in [3]. If we perform several quenches changing the final amplitude \( \lambda_{f} \) and plot for each of them the rescaled quantity \( M_{c}/\sqrt{vL} \), we expect all the curves (asymptotically for sufficiently large \( L \)) to cross at the location of the QCP, since when \( \lambda_{f} = \lambda_{c} \) the rescaled quantity does not depend on \( v \) anymore. We have performed such an analysis for an imaginary time quench of the form \( J(\tau) = 1 - \lambda = 1 + v\tau \), and the correspondent real time one (replacing \( \tau \) with \( t \)). Sweeping across the critical point, i.e., starting from a negative \( \lambda \) and ending at some positive value, and looking at the \( z \)-energy \( E_{z} \) as defined above in equation (108), we expect:

\[
E_{z} = L\sqrt{vL_{f}}\left(\frac{J_{f} - J_{c}}{\sqrt{vL^{2}}}\right).
\]

(113)

In figure 7 we show the results for imaginary- (top panel) and real time (bottom graph) quenches based on the numerical solution of the Schrödinger equation. The expected behavior is confirmed in both cases, all the lines cross around \( J = 1 \) where the QCP is located. Therefore, through this type of...
Figure 8. QMC results: data collapse for the $z$-energy $E_z$ for a linear quench of the coupling $J$ ending at different values $J_f$ just before the QCP.

Figure 9. Universal relaxation dynamics in imaginary time after a linear quench.

Figure 10. QMC data: relaxation dynamics of the interaction energy $E_z$ in imaginary time after a sudden quench.

8. Universal relaxation to equilibrium after a quench

Up to this point we have been concerned with the scaling of the observables right at the end of a quench, in particular at the final time, when the Hamiltonian of the system has reached the QCP $\lambda_f = \lambda_c$ or, as in section 7, some other amplitude $\lambda_f \neq \lambda_c$. Here we want to address the scaling behavior that follows subsequent to the quench, when the system starts relaxing governed by a fixed Hamiltonian. Therefore we let the system evolve after the end of a quench with the fixed final Hamiltonian for a variable length of time, that we call $t_R$, and we look at the behavior as a function of $t_R$, that we call the relaxation time. Based on the scaling arguments that have led us to equation (66), we argue that, if we let the system evolve after the quench for a time $t_R$, then we expect (for a generic $r$th power quench as in equation (53)):

$$M_{\gamma}(\vec{\lambda}, \tilde{\nu}) \sim L^{-\nu_{\gamma}} f_{\gamma} \left( t_R \mp \frac{1}{L^2}, L^2/t_R, |\lambda_f - \lambda_c|^2 t_R \right).$$

This means that the relaxation time itself comes into play in the universal scaling behavior as an additional ‘length’ scale to be compared to the other characteristic lengths of the system. For sudden quenches this conjecture was recently suggested and tested in [49]. If the system size is large enough, for instance, we expect the quantity $t_R^{\nu_{\gamma} \nu_{\gamma}}$ to be the rescaled variable that characterize the universal relaxation after quenches with different velocities. As before, we have checked this behavior for the $z$-component excess energy $E_z$ from the exact solutions (solving numerical equations (89) and (90)) for a linear quench, see figure 9, and with NEQMC for a sudden quench see figure 10.

9. Summary and conclusions

We have presented an overview of general aspects of non-adiabatic response of physical observables to slowly changing parameters, both in imaginary (Euclidean) and real time. There are many similarities between the imaginary- and real time response, which we demonstrated by calculating the leading first- and second-order non-adiabatic corrections of physical observables. We identified the corresponding susceptibilities and expressed them through the non-equal time correlation functions. In particular, we extended the traditional Kubo response theory to describe the response of
systems to perturbations which are slow but can be arbitrarily large in amplitude. The components of the geometric tensor (the metric tensor and the Berry curvature) naturally emerge as response functions of physical observables to the quench velocity.

Both real- and imaginary time dynamics near continuous phase transitions can be used to analyze universal non-adiabatic response of the system and extract static and dynamic critical exponents, using a generalized non-equilibrium scaling theory, which we also further elaborated here. Importantly, imaginary time dynamics is amenable to powerful Monte Carlo simulation methods. We briefly reviewed two different QMC algorithms which directly implement quantum dynamics for interacting systems. They have the same range of practical applicability (avoidability of sign problems) as conventional equilibrium finite-temperature or ground-state projection methods.

We illustrated the utility of the general theoretical formalism using the particular example of the transverse-field Ising model in one dimension. Using both exact treatments (through the standard mapping to fermions) and QMC simulations, we found that imaginary- and real time dynamical responses indeed are very similar near the critical point, for all physical observables examined. We also found excellent agreement with predictions of adiabatic perturbation theory. We illustrated how one can use the non-equilibrium finite-size scaling to accurately extract the transition point and the critical exponents.

The ideas presented in this paper have many potential applications, including (i) analyzing universal dynamical response near quantum phase transitions with unknown dynamical exponent, e.g., in disordered systems; (ii) applying QMC methods to implement imaginary time quantum annealing and (using the similarity of non-adiabatic response to the quench) naturally emerge the Berry curvature and the metric tensor (including the fidelity susceptibility) either experimentally or numerically.
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