Classification of EEG signals uses the coefficient of wavelet transform and K-nearest neighbor
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Abstract. The research that was built was used to explain the application of Electroencephalography (EEG) signal waves. EEG data is used to move the cursor up and the cursor down. Characterization of each EEG signal uses the Wavelet method taken at each the subband of the wavelet process. Wavelet process by taking the average value and the standard deviation value of the wavelet coefficient. The average value and the standard deviation value is used as an EEG feature. K-Nearest Neighbor is used as an identification whether the cursor will move up or vice versa. This study uses of 100 EEG signal data consisting of 50 test data and 50 testing data. The accuracy of identification uses the 80% K-NN method.

1. Introduction

A keyboard or mouse is usually used by someone to move the cursor on a computer screen. Someone who has physical limitations, especially people who do not have hands and feet will be difficult to run computer applications using a keyboard or mouse. Researchers from both inside and outside the country have the idea of overcoming physical limitations by not being able to run computer applications, including using the signal brain that is coiled on the scalp without opening the brain skull.

The head brain that is recorded will produce an electrical signal whose current is very weak. This head brain recording is called the Electroencephalography (EEG) signal. The first researcher who tried to produce this EEG signal was German Hans Berger. One of the tools used to communicate with humans is the Brain Computer Interface (BCI), this tool is used to communicate through brain signals. So with this tool, humans can control other equipment by just thinking. BCI is a system that obtains and analyzes nerve signals to create direct communication channels between the brain (EEG signals) and computers. With the BCI tool, the relationship between humans and other equipment does not require the activity of muscle strength [1]. An order from someone to electronic equipment can be responded to using brain signals through the BCI system [2]. Many uses of BCI include playing games through cellphones [3].

The EEG signal is obtained from recording sensors that are affixed to the head and can be used to communicate directly with other equipment through the BCI system. The usefulness of BCI is very much, by using the mind the human brain can control any object or tool [2-4]. To identify the EEG signal is a separate problem, both the method of finding EEG signal characteristics, the method of EEG signal classification, even the problem of the design of inputs and equipment used for applications of BCI systems. Various attributes are used as input of EEG signals for communication
with BCI, including alpha rhythm, beta rhythm or activities related to a BCI device. For example BCI by using P300 [2-4].

Research on identifying epilepsy taking EEG signals and the method used is the Fourier Transform method as feature extraction and Neural Network as a classification has been carried out [5]. Research using a combination of slow cortical potential (SCP) and wavelet packet transformation as a feature extraction and classification using the Artificial Neural Network method, so as to obtain an accuracy of 91.47% [6]. EEG signal classification by obtaining an accuracy of 90.80% using the wavelet packet decomposition method as cirri extraction and nerve tissue as an identification process has been carried out [7].

This research tries to find the feature extraction method and the EEG signal classification method. The method used is the DWT method in the process of finding feature extraction and the K-NN method in the classification process. The EEG signal used is the EEG signal whose recording process imagines the cursor movement up and the cursor movement down.

2. Data and methods

2.1. Material

This research uses data from the 2003 BCI competition, the data from the 2003 BCI competition is an EEG signal recording conducted by Dr. Birbaumer and his team at the University of Tuebingen, Germany (Blankertz 2004). EEG signal data is obtained from recording healthy subjects consisting of six electrode sensors that are affixed to the scalp. In the process of recording the subject is asked to imagine the cursor moving up and down. The recording process lasts for 3.5 seconds and is sampled at a frequency of 256 Hz. This trial data set consisted of 268 trial data and 293 test data [8]. In this study EEG signal data taken in the research process were only taken 50 test data and 50 test data.

2.2. Discrete Wavelet Transformation (DWT)

DWT is one of the feature extractions used in the polo recognition process, which aims to reduce the input dimensions. Input data that is too large can result in a long process, so that the necessary representation of features in this case the representation of these features does not reduce the information needed. The selection of features must be done carefully and accurately and can be used as expected information. Many studies that have tried to find suitable feature extraction for EEG signals, one of them is the use of feature extraction using wavelet transforms can be found in the following studies [9, 10].

The representation of EEG signals in the time domain is still imperfect when using representations using the frequency domain. By using the frequency domain, it provides a good description in non-stationary messages, one of which uses wavelet transforms. Wavelet transform is more suitable for feature extraction for EEG signals [11]. Feature extraction using wavelet transform can represent good resolution for low frequency and high frequency. So the scale owned by wavelet can represent a certain violence from the message to be tried. The formula for multi-axis decomposition of the x [n] signal will be schematically shown in Figure 1.

![Figure 1: Subband decomposition of discrete wavelet transform](image)
In this study the EEG signal is broken down to breakdown D5. To detect changes in the EEG signal daubechies wavelet sequence 2 is used because it displays the interior more precisely. The feature vector will represent can be obtained from the details of the EEG signal that is calculated and estimated by the wavelet coefficient of the EEG signal. This study takes the statistical value of the wavelet coefficient which can be used to reduce the dimensions of vector features. The statistical characteristics used to represent the frequency-time distribution of EEG signals, namely the average value and the standard deviation value of the wavelet coefficient for each subband.

2.3 K-nearest neighbor classification method
The K-NN algorithm is an easy and simple machine learning algorithm. The essence of the K-NN algorithm is a subject that is close to each other, then the subject has the same characteristics. Thus to find out the characteristics of one object, then we can also predict other objects based on the nearest neighbor. K-NN is the idea that each new instance can be classified based on the most votes of neighbor k, where k is a positive integer, and usually with a small number [12]. The K-NN classification algorithm predicts the category of the test sample according to the training sample k is the closest neighbor to the test sample, and puts it in the category that has the largest probability category [13].

In pattern recognition, the KNN algorithm is a method used to classify objects based on the closest training example in the feature space. KNN is a type of institutional-based learning, or lazy learning where this function is only approached locally and all calculations are deferred to classification [14]. The K-NN classification method has several stages, the first being the k value which is the number of closest neighbors that will determine which new query goes to which class is determined. The second stage, k the nearest neighbor is searched by calculating the distance of the query point with the training point. The third stage, after knowing the distance of each training point with the query point, then see the smallest value. The fourth stage takes the smallest k value, then see the class. The class that is the most is the class of the new query. The distance or distance of a point with its neighbors can be calculated using the Euclidean distance. The euclidean distance is represented as follows [15]:

$$j(a, b) = \sqrt{\sum_{k=1}^{n} (a_k - b_k)^2}$$

(1)

J (a, b) is the distance between point a which is the point known to its class and b is a new point. The distance between the new point and the training points is calculated and taken by the nearest point. The new point is predicted to enter the class with the highest classification of these points.

3. Results and discussion
This research processes data from EEG signals from 2003 BCI competition data, the data consists of training data and testing data. The initial process is to separate a set of data from 6 channels into data for each channel. Each channel is then processed using the DWT process. From this DWT process, the average value and standard deviation for each subband are taken. Thus the process of finding feature extraction is used to reduce the dimensions of the data, i.e. the initially large amount of data becomes less.

The feature search process via DWT for EEG signals is taken for coefficient values of A5, D5, D4 and D3 (Figure 2). This process is carried out because the coefficients of A5, D5, D4 and D3 enter the frequency of alpha, beta, gamma and theta waves. Figure 3 is the result of the DWT process which is then taken the average value and the standard deviation of each subband.
To train K-NN, use training data sets, while to verify the accuracy and effectiveness of K-NN test data to detect cursor movements up and down. The test will be carried out with variations in the K value in the KNN system and variations in the training data and test data used. The accuracy in question is the accuracy of the classification results carried out by the program with manual classification results. The level of accuracy can be formulated with Equation 2.

\[
Level \ of \ accuracy = \frac{\text{The number of EEG signals is correctly classified}}{\text{Total amount of test data}} \times 100\% \quad (2)
\]

In this test variations in the number of k are performed on the KNN function. k is the number of closest neighbors. The k values tested are one, three, five, seven, and nine. Odd values are chosen to avoid similarities in proximity to two different points of class. Because KNN will classify based on the most class voting. From this test the average accuracy value for each k value is determined.

- Classification testing with value k = 1, k = 3, k = 5, k = 7, and k = 9
  The classification results with values k = 1 to k = 9 are shown in Table 1. The test results with k = 1 obtain the highest accuracy with a value of 80% and the average value of the KNN classification of 67%. For k = 3 the highest accuracy value is 72% and the lowest value is 48%. For k = 5 the
The highest accuracy value is 76% and the lowest is 48%. For $k = 7$ the highest value is 72% and the lowest is 48%. For $k = 9$ the highest accuracy value is 76% and the lowest is 48%.

| Test | training data | test data | Accuracy $K=1$ | Accuracy $K=3$ | Accuracy $K=5$ | Accuracy $K=7$ | Accuracy $K=9$ |
|------|---------------|-----------|----------------|----------------|----------------|----------------|----------------|
| 1    | 50            | 50        | 80%            | 72%            | 76%            | 72%            | 76%            |
| 2    | 50            | 50        | 68%            | 60%            | 60%            | 60%            | 56%            |
| 3    | 50            | 50        | 64%            | 52%            | 40%            | 52%            | 48%            |
| 4    | 50            | 50        | 60%            | 60%            | 60%            | 60%            | 64%            |
| 5    | 50            | 50        | 60%            | 48%            | 48%            | 48%            | 52%            |
| Average | 67%        | 59%        | 57%            | 58%            | 58%            | 59%            |                 |

- Comparison of the average value of accuracy
  From all tests with variations in the value of $k$ obtained the highest accuracy value is found at the value of $k = 1$ with an average level of accuracy of 67%. The lowest accuracy value is found in testing with $k = 5$ with an average level of accuracy of 57%. Overall the value of accuracy has a value close to 60%. Classification of KNN with the description above, the value of $k = 1$ is the most optimal $k$ value.

4. Conclusion
This study aims to find a cirri extraction method and a good identification method to recognize EEG signals, namely recording the EEG signal of a subject in imagining right cursor movement and imagining cursor movement to the left. The method used for extracting EEG signal characteristics is using the DWT method and the method used for the identification process is the K-NN method. The results of this study are reaching an accuracy value of 80% in the testing process.
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