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Abstract—Co-array-based Direction of Arrival (DoA) estimation using Sparse Linear Arrays (SLAs) has recently gained considerable interest in array processing thanks to its capability of providing enhanced degrees of freedom. Although the literature presents a variety of estimators in this context, none of them are proven to be statistically efficient. This work introduces a novel estimator for the co-array-based DoA estimation employing the Weighted Least Squares (WLS) method. An analytical expression for the large sample performance of the proposed estimator is derived. Then, an optimal weighting is obtained so that the asymptotic performance of the proposed WLS estimator coincides with the Cramér-Rao Bound (CRB), thereby ensuring asymptotic statistical efficiency of resulting WLS estimator. This implies that the proposed WLS estimator has a significantly better performance compared to existing methods. Numerical simulations are provided to validate the analytical derivations and corroborate the improved performance.
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I. INTRODUCTION

The problem of Direction of Arrival (DoA) estimation is of central importance in the field of array processing with many applications in radar, sonar, and wireless communications [2]–[4]. Estimating DoAs using Uniform Linear Arrays (ULAs) is well investigated in the literature; a number of algorithms such as Maximum Likelihood (ML) estimation, MUSIC, ESPRIT and subspace fitting have been presented and their performance thoroughly analyzed [5]–[8]. However, it is widely known that ULAs are not capable of identifying more sources than the number of physical elements in the array [3], [7].

To transcend this limitation, exploitation of Sparse Linear Arrays (SLAs) with particular geometries, such as Minimum Redundancy Arrays (MRAs) [9], co-prime arrays [10] and nested arrays [11] has been proposed. These architectures can dramatically boost the degrees of freedom of the array for uncorrelated source signals such that a significantly larger number of sources than the number of physical elements in the array can be identified. In addition, the enhanced degrees of freedom provided by these SLAs can improve the resolution performance appreciably compared to ULAs [11]. These features have spurred further research on DoA estimation using SLAs in recent years. A detailed study on DoA estimation via SLAs through an analysis of the Cramér-Rao Bound (CRB) has been conducted in [12]. The findings in [12] provide valuable insights into the performance limits of DoA estimation via SLAs and are useful for benchmarking. Further, a number of DoA estimators based on the difference co-array of SLAs have been proposed in the literature. In general, existing co-array-based estimators can be classified under two main groups: 1) Sparsity-Based Methods (SBMs); 2) Augmented Covariance-Based Methods (ACBMs).

SBMs first discretize the angular domain into a grid and then estimate DoAs by imposing sparsity constraints on source profiles and exploiting the compressive sensing recovery techniques [13]–[16]. Such estimators are susceptible to grid mismatch leading to significant performance degradation when DoAs do not lie on the predefined grid [17]. To alleviate this problem, the authors in [18] include a first order approximation of grid mismatch in the model through Taylor series expansion and then estimate DoAs and mismatch variables jointly. Although the algorithm proposed in [18] shows an improvement over that of conventional sparsity-based methods, it is still restricted by higher-order mismatch terms. The shortcoming of discretization approach is overcome by a grid-less sparsity-based algorithm in [19]. This algorithm, named as Sparse and Parametric Approach (SPA), employs the covariance fitting criteria and semidefinite programming. Although SPA does not suffer from grid mismatch, its asymptotic performance (for the large number of snapshots) is not guaranteed to achieve the CRB.

In the second approach, DoAs are estimated by applying conventional subspace methods such as MUSIC, ESPRIT on an Augmented Sample Covariance Matrix (ASCM) obtained from the original sample covariance matrix by exploiting the difference co-array structure [11], [20], [21]. Two different ways of constructing the ASCM are given in the literature, namely, 1) the direct augmentation approach [22]; 2) spatial smoothing approach [11]. Both approaches span identical subspaces resulting in the same estimation performance, but the former is computationally efficient. A main drawback of this family of algorithms is the need for prior knowledge on the exact number of sources, which may not be available in practice. On the contrary, SBMs need information on an
upper bound on the number of sources. The performance of such estimators, called Co-Array-Based MUSIC (CAB-MUSIC) and Co-Array-Based ESPRIT (CAB-ESPRIT), has been rigorously analyzed in [20] and [21], respectively. An existence of a considerable gap between their performance and the CRB is revealed when the number of sources is greater than one. Further, CAB-MUSIC and CAB-ESPRIT suffer from an inherent performance loss when applied to SLAs with holes in their difference co-arrays, such as co-prime arrays, since they discard the information contained in the non-contiguous segment of the difference co-array. To avoid this performance loss, array interpolation-based algorithms has been used for co-prime arrays in [23]–[25] where a convex optimization problem is formulated to recover the covariance matrix of a virtual ULA interpolated from the co-prime array. The performance of interpolation-based algorithms has been analyzed in [26]. In addition, the authors of this paper have recently proposed a least squares estimator capable of exploiting the information contained in the non-contiguous ULA segment of the difference co-array [27]. Although the proposed estimators in [23], [24], [27] succeed in dealing with the performance loss due to omission of the non-contiguous segment of difference co-array, they are still unable to achieve the CRB performance.

It is known that the covariance matrix of uncorrelated signals received by a linear array is structured, e.g., Hermitian Toeplitz for ULA [28]. The structure in the covariance matrix is shown to be highly beneficial in obtaining an enhanced covariance matrix estimate compared to the conventional sample covariance matrix [28]. This, in turn, could yield better DoA estimates through an application of MUSIC. While the discussions in [28] are restricted to ULAs, the approach can be straightforwardly used for SLAs to obtain an enhanced covariance matrix estimate and subsequently construct the ASCM. The performance of such an estimator, which we call it Structured CAB-MUSIC (SCAB-MUSIC), has been never investigated in the literature for SLAs. However, our results for this method, reported in the ensuing Section V, reveal that SCAB-MUSIC does not attain the CRB.

The performance gap between the estimators available in the literature and the CRB motivates the current work on designing an asymptotically statistically efficient estimator for co-array-based DoA estimation via SLAs. To close this gap, in this paper, we propose a Weighted Least Squares (WLS) approach to DoA estimation using SLAs. We analytically prove that the proposed approach can yield an estimator that asymptotically achieves the corresponding CRB for any SLA configuration. As a consequence, the resulting WLS estimator exhibits enhanced performance compared to the existing algorithms in the literature. Accordingly, the contributions of the paper are described as follows:

- The proposed estimator is the minimizer of the aforementioned concentrated WLS objective. Key attributes of this WLS estimator are studied for any feasible weighting matrix by proving consistency, asymptotic unbiasedness and then deriving a closed-form expression for the asymptotic covariance matrix of DoA estimation errors.
- Considering the earlier asymptotic unbiasedness of the proposed WLS estimator and noting that the covariance matrix of any unbiased estimator is lower bounded by the CRB, the optimal weighting matrix should be the one that renders the resulting covariance matrix of DoA estimation errors and CRB identical. To derive this optimal weighting matrix, we reformulate the CRB expression given in [12] in a form suitable for establishing equality of the CRB and the covariance matrix of DoA estimation errors.
- The new expression for the CRB is exploited to analytically obtain the optimal weighting that results in the equivalence of the asymptotic performance of the proposed WLS estimator and the CRB.
- With the framework to obtain asymptotically efficient WLS estimate provided, we now consider the key aspect of implementing the minimization of the WLS objective that leads to the proposed WLS estimate. This, typically needs computationally complex minimization of a multimodal objective function. The quality of the solutions of the iterative algorithms used for minimizing such multimodal functions highly depends on the initialization such that the global minima potentially achieved in case a very good initial point, which is close enough to the global minima, is available. This motivates us to introduce two efficient algorithms for solving the optimization problem. The first algorithm is applicable to SLAs with hole-free co-arrays, such as MRA and nested arrays. This method recasts the optimization problem as a quadratic optimization problem followed by rooting a polynomial function. This leads to a significant reduction in computations, rendering the complexity of the proposed estimator comparable to that of the other techniques such as CAB-MUSIC, CAB-ESPRIT and SCAB-MUSIC while the WLS estimator enjoys a better performance compared to them. The second algorithm can be used for SLAs with holes in their co-arrays such as co-prime arrays. This algorithm recasts the optimization problem as a polynomial optimization problem followed by rooting a polynomial function where the global minima of the introduced polynomial optimization problem is guaranteed to be attained by using Lasserre’s Semidefinite Programming (SDP) relaxation given in [29].
- Further, we validate the analytical derivations through numerical simulations and compare the performance of the proposed WLS estimator with those proposed in the literature. Numerical results confirm asymptotic efficiency of the proposed WLS estimator and illustrate its superior performance in terms of estimation accuracy and resolution compared to the existing estimators in the literature.

Organization: Section II describes the co-array system
model. In Section III, the proposed WLS framework is presented and the form of the WLS estimates of DoAs is derived. The performance of the proposed WLS estimator is analytically evaluated and its asymptotic statistical efficiency is proved in Section IV. The simulation results and related discussions are included in Section V. Finally, Section VI concludes the paper.

Notation: Vectors and matrices are referred to by lower- and upper-case bold-face, respectively. The superscripts $*$, $T$, $H$ denote the conjugate, transpose and Hermitian (conjugate transpose) operations, respectively. $\|a\|_2$ stands for the $\ell_2$-norm of $a$. $[A]_{i,j}$ and $[a]_i$ indicate the $(i,j)$th and $i$th entry of $A$ and $a$, respectively. $\hat{A}$ and $\tilde{A}$ denote the estimate of $A$ and $a$, respectively. $(a_1, a_2, \ldots, a_n)$ is an $n$-tuple with elements of $a_1, a_2, \ldots, a_n$. $|A|$ represents the cardinality of the set $A$. $\text{diag}(a)$ is a diagonal matrix whose diagonal entries are equal to the elements of $a$. The $M \times M$ identity matrix is denoted by $I_M$. The real and image part of $a$ are denoted by $\text{Re}(a)$ and $\text{Im}(a)$, respectively. $E\{\cdot\}$ stands for the statistical expectation. $\delta[.]$ is Kronecker delta. $\otimes$ and $\odot$ represent Kronecker and Khatri-Rao products, respectively.

The noise vector follows a zero-mean circular complex Gaussian distribution with the covariance matrix $\Sigma$. The contiguous ULA segment is defined as $J = \{\text{vec}(L_{D-1}), \ldots, \text{vec}(L_0), \ldots, \text{vec}(L_D)\}$, where $L_n[p,q] = 1$, if $m_p - m_q = \ell_n$, with $1 \leq p, q \leq M$ and $0 \leq n \leq D - 1$.

The difference co-array model in (4) can be perceived to be the response of a virtual array whose steering matrix is given by $A_d(\theta)$ to the parameter vector with signal powers $p$ in presence of the noise vector $\sigma^2 \text{vec}(I_M)$. This virtual array includes a contiguous ULA segment around the origin with the size of $2v - 1$ where $v$ is the largest integer such that $\{0, 1, \ldots, v - 1\} \subseteq D$. An illustrative example of an SLA, the corresponding difference co-array and its contiguous ULA segment is provided in Fig. 1. It has been shown in [10]–[12] that the size of the contiguous ULA segment of the difference co-array plays a crucial role in the number of identifiable sources such that $K$ distinct sources are identifiable if $K \leq v - 1$. Hence, in case the SLA is designed properly such that $v > M$, we are able to identify more sources than the number of physical elements in the SLA, exploiting the source signal covariance matrix structure efficiently.

III. CO-ARRAY-BASED WLS ESTIMATOR

The problem under consideration is the estimation of the unknown parameters in (4) – DoAs, signal powers and the noise variance – using array observations, i.e., $\{y(t)\}_{t=1}^N$. Of these, the DoAs are of primary interest and the other parameters are of subordinate interest. However, the estimation of the secondary parameters is essential for accurate DoA
estimation. In what follows, we first propose a heuristic, but, consistent estimate of the noise variance. We then derive the WLS estimates of DoAs and source signal powers exploiting the proposed consistent estimate of the noise variance.

A. Estimation of the Noise Variance

Let \( \hat{R} \) denote the sample covariance matrix, defined as

\[
\hat{R} = \frac{1}{N} \sum_{t=1}^{N} y(t)y^H(t) \in \mathbb{C}^{M \times M},
\]

and \( \hat{r} = \text{vec}(\hat{R}) \) denote its vectorized form. In addition, let \( \hat{R}_v \) be the augmented sample covariance matrix, which is constructed as follows [22]

\[
\hat{R}_v = [T_vJ^\dagger \hat{r} \quad T_{v-1}J^\dagger \hat{r} \quad \cdots \quad T_1J^\dagger \hat{r}] \in \mathbb{C}^{v \times v},
\]

where \( T_i \) is a selection matrix defined as

\[
T_i = [0_{v \times (i+D-v-1)} \quad I_v \quad 0_{v \times (D-v-1)}] \in \{0, 1\}^{v \times (2D-1)}, (8)
\]

Then, we are able to obtain a consistent estimate of the noise variance, as stated in the following lemma.

**Lemma 1.** If \( K \leq v-1 \), a consistent estimate of the noise variance is given by

\[
\hat{\sigma}^2 = \frac{\text{vec}^H(\hat{U}_n \hat{U}_n^H)TJ^\dagger \hat{r}}{v-K},
\]

where \( \hat{U}_n \) represents the eigenvectors of the augmented sample covariance matrix \( \hat{R}_v \), corresponding to its \( v-K \) smallest eigenvalues and \( T = [T_v^T \quad T_{v-1}^T \quad \cdots \quad T_1^T]^T \in \mathbb{C}^{2v \times (2D-1)}. \)

**Proof.** See Appendix A \( \square \)

**Remark 1** (Efficiency of the Noise Estimate). It can be demonstrated that \( \hat{\sigma}^2 \), while being consistent, is not statistically efficient, meaning that \( \frac{\mathbb{E}(\hat{\sigma}^2 - \sigma^2)^2}{\text{CRB}(\sigma^2)} \geq 1 \) where \( \text{CRB}(\sigma^2) \) represents the CRB of \( \sigma^2 \). We will not dwell on this further since estimation of \( \sigma^2 \) is not the main aim here. A consistent estimate of \( \sigma^2 \) suffices for our purpose.

**Remark 2.** Employing Lemma 7 in Appendix G, it can easily be shown that \( \hat{\sigma}^2 = \hat{\sigma}^2 \), implying that \( \hat{\sigma}^2 \) is real-valued. It is not, however, guaranteed to be positive for a small number of snapshots. Nonetheless, considering the fact that \( \hat{\sigma}^2 \) is a consistent estimate of \( \sigma^2 > 0 \) ensures that \( \hat{\sigma}^2 \) is positive when the number of snapshots is adequately large. As a consequence, the asymptotic performance of the DoA estimator, which will be introduced in the next subsection, will not be affected.

B. WLS Estimates of DoAs

To estimate source DoAs from (4), it is possible to formulate the co-array-based LS estimates of \( \theta \), \( p \) as

\[
\begin{bmatrix} \hat{\theta}_{\text{ls}} \\ \hat{p}_{\text{ls}} \end{bmatrix} = \arg\min_{\theta, p} \| \hat{r} - JA_d(\theta)p - \hat{\sigma}^2 \text{vec}(1_M) \|^2_2. \tag{10}
\]

However, our investigations, presented in [27], indicate that the LS estimates of DoAs do not show a significant performance improvement in terms of MSE compared to the existing algorithms. Thus it would be useful to introduce a weighting in the above criterion to achieve better performance. Hence, we propose the following WLS estimator instead

\[
\begin{bmatrix} \hat{\theta}_{\text{wls}} \\ \hat{p}_{\text{wls}} \end{bmatrix} = \arg\min_{\theta, p} \| W^\dagger (\hat{r} - JA_d(\theta)p - \hat{\sigma}^2 \text{vec}(1_M)) \|^2_2. \tag{11}
\]

where \( W \) is a positive definite weighting matrix. The weighting matrix \( W \) should be determined to minimize the MSE of DoA estimates. For the time being, we defer problem of finding the optimal weighting matrix until Section IV-B and proceed with the derivation of the WLS estimator for DoAs.

Inserting (9) into (11) and performing certain standard algebraic manipulations leads to

\[
\begin{bmatrix} \hat{\theta}_{\text{wls}} \\ \hat{p}_{\text{wls}} \end{bmatrix} = \arg\min_{\theta, p} \| W^\dagger (\hat{Q} \hat{r} - JA_d(\theta)p) \|^2_2, \tag{12}
\]

\[
\hat{Q} = I_M^2 - \text{vec}(1_M)\text{vec}^H(\hat{U}_n \hat{U}_n^H)TJ^\dagger \frac{1}{v-K}. \tag{13}
\]

Solving (12) with respect to \( p \) yields

\[
\hat{p}_{\text{wls}} = (W^\dagger JA_d(\theta))^\dagger W^\dagger \hat{Q} \hat{r}. \tag{14}
\]

**Remark 3** (Consistency of Signal Power Estimates). Based on (48) and (47) in Appendix B, it is readily deduced that \( \hat{p}_{\text{wls}} \) is a consistent estimator of \( p \) iff \( W^\dagger JA_d(\theta) \) has full column rank. Clearly, \( W \) is positive definite by definition and it was shown in [12] that \( J \) has full column rank. These imply that \( \hat{p}_{\text{wls}} \) is consistent iff \( A_d(\theta) \) has full column rank. Following the same approach used in the proof of Lemma 3 in Appendix B, it can be shown that \( A_d(\theta) \) has full column rank if \( K \leq 2v-1 \). This condition is weaker than the identifiability condition, i.e., \( K \leq v-1 \), given in the literature [10]–[12]. Hence, the consistency of \( \hat{p}_{\text{wls}} \) is guaranteed in practice.

**Remark 4.** Making use of Lemma 8 in Appendix G, it can be shown that \( \hat{p}_{\text{wls}} \) is a real number, i.e., \( \hat{p}_{\text{wls}} = \hat{p}_{\text{wls}}^* \). Hence, the same considerations mentioned in Remarks 2 for \( \hat{\sigma}^2 \) are applicable to \( \hat{p}_{\text{wls}} \) as well.

Finally, inserting (14) into (12), concentrates the WLS objective on DoAs and the WLS estimator of \( \theta \) follows as

\[
\hat{\theta}_{\text{wls}} = \arg\min_{\theta} \| \Pi_{\text{wls}}^\perp \text{vec}(1_M) W^\dagger \hat{Q} \hat{r} \|^2_2. \tag{15}
\]

In general, the above problem can be solved iteratively by using either gradient descent or Newton’s methods [30]. The gradient and Hessian of the objective function, needed for implementing the aforementioned methods, are given in Appendix C. However, finding the global minimum in (15) through these algorithms is not guaranteed due to multimodality of the objective function. The quality of the solution is susceptible to the initial point with the global minima potentially achieved in case a very good initial point, which is close enough to the global minima, is available. This motivates us to introduce two efficient algorithms for solving the optimization problem (15), which are presented in next. The first algorithm is applicable to SLAs with hole-free co-arrays, such as MRA and nested arrays, while the second one can be used for SLAs with holes in their co-arrays such as co-prime arrays.
Remark 5. We should remark that the proposed estimator, like ACBMs, requires uncorrelated sources and the exact knowledge of their number.

C. WLS Implementation for SLAs With Hole-Free Co-arrays

When the SLA has no holes in its difference co-array, it is possible to recast (15) as a quadratic optimization problem followed by rooting a polynomial through reparameterization of the objective function. The main idea is similar to the technique used in [31], [32]. Indeed, for such kind of SLAs, the objective function in (15) can be reparameterized in terms of the coefficient of the following polynomial

\[
f(z) = \sum_{k=0}^{K} \gamma_{K-n} z^n = \gamma_0 \prod_{k=1}^{K} (\xi_k - e^{i\pi \sin \theta_k}).
\]

(16)

To show that, let define

\[
\Gamma_{A_d}^H = \left[ \begin{array}{cccc}
\gamma_K & \cdots & \gamma_1 & 0 \\
0 & \cdots & \gamma_K & \gamma_0 \\
\vdots & & \ddots & \vdots \\
0 & \cdots & 0 & \gamma_K \\
\end{array} \right] \in \mathbb{C}^{(2D-1-K) \times (2D-1)},
\]

(17)

and \( J_{\bot} \in \mathbb{R}^{M \times (M^2 - 2D + 1)} \) be obtained from QR-factorization of \( J \) as \( J = [J_J \ J_{\bot}] [\Lambda^T \ 0^T]^{-1} \). It is readily confirmed that \( [J_J \ J_{\bot}] H \Gamma_{A_d}(\theta)^H [J_J \ J_{\bot}] = 0 \) due to the Vandermonde structure of \( A_d(\theta) \) for the aforementioned SLAs. This implies that the columns of \( \Gamma = [J_J \ J_{\bot}] \Gamma_{A_d}^H \) span the null space of \( \Lambda_{A_d}^H(\theta) H \). Hence, considering the fact that \( \pi_K \pi_{A_d}^H(\theta) = \pi_{W + iA_d(\theta)} \) [33], the objective in (15) can be rewritten as

\[
\pi_{W} \hat{\theta} H \Gamma(\pi_{W} H^{-1} W^{-1})^{-1} \Gamma H Q \tilde{\theta}.
\]

(18)

This relaxation does not affect the asymptotic behavior of the objective function and, moreover, the constraint on \( \gamma_0, \gamma_1, \ldots, \gamma_K \) arising from the fact that the roots of the polynomial (16) should lie on the unit circle.

The multimonial objective function (18) can be relaxed through replacing \( (\Gamma H^{-1} W^{-1} - 1) \) with its consistent estimate. This relaxation does not affect the asymptotic behavior of the objective function [5], [31], [32], [34], but converts the objective function to a quadratic function with respect to \( \gamma_0, \gamma_1, \ldots, \gamma_K \). A consistent estimate of \( (\Gamma H^{-1} W^{-1} - 1) \) can be obtained in two ways: 1) making use of CAB-MUSIC or CAB-ESPRIT to derive an initial consistent estimate of \( \theta \); 2) through minimizing \( \|\hat{\Gamma} H_{A_d}^H Q \tilde{\theta} \|^2 = \|\hat{\Gamma} H_{A_d}^H Q \tilde{\theta} \|^2 \) with respect to \( \gamma_0, \gamma_1, \ldots, \gamma_K \). Following the same arguments provided in Appendix B and the fact that there is a one-to-one mapping from \( \theta \) to \( \gamma_0, \gamma_1, \ldots, \gamma_K \) [31], it can be easily shown that minimizing \( \|\hat{\Gamma} H_{A_d}^H Q \tilde{\theta} \|^2 \) with respect to \( \gamma_0, \gamma_1, \ldots, \gamma_K \) gives consistent estimates of \( \gamma_0, \gamma_1, \ldots, \gamma_K \). Once consistent estimates of \( \gamma_0, \gamma_1, \ldots, \gamma_K \) are given, an initial consistent estimates of \( \theta \) can be obtained by solving the polynomial equation (16).

In addition, we need to ensure that the roots of the polynomial lie on the unit circle. Following the methodology in [31], [32], this is addressed by imposing the conjugate symmetric constraint, i.e., \( \gamma_n = \gamma_{K-n} \) for \( n = 0, 1, \ldots, K \). While this constraint is only necessary, following [31], this relaxation tends to be tight in the asymptotic regimes. Further, to avoid \( \gamma_i = 0 \), \( \forall i \), an additional constraint is required. Herein, we employ the linear constraints, i.e., \( \text{Re}\{\gamma_0\} = 1 \) or \( \text{Im}\{\gamma_0\} = 1 \) [31], [32] for simplicity.

Accordingly, the proposed procedure for estimating \( \theta \) can be summarized as follows:

1) Compute a consistent estimate of \( \theta \) by using CAB-MUSIC, CAB-ESPRIT or minimizing the quadratic function \( \|\hat{\Gamma} H_{A_d}^H Q \tilde{\theta} \|^2 \).

2) Based on the initial consistent estimate of \( \theta \) and the sample covariance matrix, i.e., \( \tilde{\mathbf{R}} \), calculate a consistent estimate of \( (\Gamma H W^{-1})^{-1} \).

3) Minimize the quadratic criterion

\[
\pi_{W} \hat{\theta} H \Gamma(\pi_{W} H^{-1} W^{-1})^{-1} \Gamma H Q \tilde{\theta}.
\]

(19)

with respect to \( \gamma_0, \ldots, \gamma_K \) considering the conjugate symmetric constraint, i.e., \( \gamma_n = \gamma_{K-n} \) for \( n = 0, \ldots, K \), besides the linear constraints \( \text{Re}\{\gamma_0\} = 1 \) or \( \text{Im}\{\gamma_0\} = 1 \).

4) Obtain the WLS estimate of \( \theta \) by rooting \( f(z) \) in (16).

D. WLS Implementation for SLAs With Holes in Co-arrays

For these SLAs, it is possible to recast (15) as a polynomial optimization problem followed by rooting \( f(z) \) given in (16). This can be done, similar to Section III-C, through reparameterization of (15) in terms of the coefficients of \( f(z) \), i.e., \( \gamma_0, \gamma_1, \ldots, \gamma_K \), by finding a set of bases spanning the null space of \( \Lambda_{A_d}^H(\theta) H \). Then, the introduced polynomial optimization problem can be globally solved by using the algorithm proposed in [29].

Let define \( \Gamma_{A_d} = [\Gamma \ \Delta_1 \ \Delta_2] \in \mathbb{C}^{(2D-1-K) \times (2D-1)} \) such that the matrices \( \Gamma \in \mathbb{C}^{(2D-1) \times (2D-1-K)} \), \( \Delta_1 \in \mathbb{C}^{(2D-1) \times (2D-v)} \) and \( \Delta_2 \in \mathbb{C}^{(2D-1) \times (2D-v)} \) are given by

\[
\Gamma = \begin{bmatrix}
0 & \cdots & 0 & \gamma_n & \cdots & \gamma_1 & \gamma_0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & \cdots & 0 & \gamma_n & \cdots & \gamma_1 & \gamma_0 \\
0 & \cdots & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix},
\]

(20)

\[
\Delta_1 = \begin{bmatrix}
\delta_{K} & \cdots & \delta_{K} & 0 & \cdots & 0 \\
\vdots & & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \delta_{K} & \cdots & \delta_{K} \\
\cdots & & \ddots & \ddots & \ddots & \ddots \\
\end{bmatrix},
\]

(21)

\[
\Delta_2 = \begin{bmatrix}
0 & \cdots & 0 & \delta_{K} & \cdots & \delta_{K} \\
\vdots & & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \delta_{K} & \cdots & \delta_{K} \\
\cdots & & \ddots & \ddots & \ddots & \ddots \\
\end{bmatrix},
\]

(22)

where \( \gamma_0, \ldots, \gamma_K \) are the coefficients of \( f(z) \) given in (16) and \( \delta_{K}, \ldots, \delta_{K} \) are the coefficients of the following polynomial

\[
q_i(z) = \sum_{n=0}^{K} \delta_{K-n} z^n = f(z) g_i(z)
\]

(23)

with \( a_n = D - 1 - K - i + n \) for \( i \in \{1, \ldots, D-v\} \)

and \( g_i(z) = \sum_{n=0}^{K} q_{K-n} z^n \). From (16), it is observed that \( f(e^{i\pi \sin \theta_k}) = 0 \) for \( k = 1, \ldots, K \), which in turn implies that \( q_i(e^{i\pi \sin \theta_k}) = 0 \) for \( k = 1, \ldots, K \). Hence, it is easily checked that \( [J_{\bot} \ J_{\bot}^H \Gamma_{A_d}]^H = H \mathbf{J}_{A_d}(\theta) = 0 \), indicating that
the columns of $\Gamma = [J \quad J^H \Pi_{A_k}]$ span the null space of $A_d^H(\theta) J^H$. Hence, considering $\Pi_{W, \lambda_{\text{opt}}} = \Pi_{W, \ell r}$ [33], the objective in (15) can be rewritten as

$$t^H \tilde{Q}^H \Gamma (\tilde{\Gamma}^H W^{-1} \tilde{\Gamma})^{-1} \tilde{\Gamma}^H Q \tilde{t}. \quad (24)$$

Here the minimization should be done with respect to the free parameters in $\Gamma$, i.e., $\gamma_0, \ldots, \gamma_K$ and $\delta_0, \ldots, \delta_K$ $\forall i$ from which the WLS estimates of DoAs can be obtained through finding the roots of the polynomial (16). Akin to Section III-C, (24) can be relaxed through replacing $(\tilde{\Gamma}^H W^{-1} \tilde{\Gamma})^{-1}$ with its consistent estimate without affecting the asymptotic behavior of the objective function [5], [31], [32], [34]. However, the reparameterized optimization problem is still complicated despite this relaxation due to the existing constraints on $\gamma_0, \ldots, \gamma_K$ and $\delta_0, \ldots, \delta_K$ $\forall i$. It can be further simplified if the parameters $\delta_0, \ldots, \delta_K$ $\forall i$ are somehow expressed in terms of $\gamma_0, \ldots, \gamma_K$. This parametrizes the optimization problem only in terms of the desired parameters, i.e., $\gamma_0, \ldots, \gamma_K$ and thereby eliminates the constraints corresponding to $\delta_0, \ldots, \delta_K$ $\forall i$. Towards this, in what follows, we use the fact that the remainder $h_i(z)$ generated by division of $q_i(z)$ by $f(z)$ is zero according to (23).

Let $\tilde{n}$ be an integer such that $\tilde{a}_h < K$ and $\ell_{a_h+i} \geq K$. It is then possible to rewrite $q_i(z)$ as $q_i(z) = \sum_{n=0}^{\tilde{n}} \delta_{K-n}^i z^n + \sum_{n=\tilde{n}+1}^{K} \delta_{K-n}^i z^n$. Making use of polynomial long division and after some tedious calculations, the remainder $h_i(z)$ resulting from division of $q_i(z)$ by $f(z)$ takes the form

$$h_i(z) = \sum_{n=0}^{K-1} c_{K-1-n}^i z^n, \quad (25)$$

$$c_{K-1-n}^i = \begin{cases} \delta_{K-n}^i - \tilde{a}_n(\gamma_0, \ldots, \gamma_K, \delta_{K-n}^1, \ldots, \delta_{K-n}^i) & \text{if } n \in S \\ \tilde{a}_n(\gamma_0, \ldots, \gamma_K, \delta_{K-n}^1, \ldots, \delta_{K-n}^i) & \text{if } n \notin S \end{cases} \quad (26)$$

with $S = \{\ell_{a_h}, \ldots, \ell_{a_h+i}\}$, $\tilde{a}_n(\cdot)$ and $\tilde{a}_n(\cdot)$ being linear functions of $\delta_{K-n}^1, \ldots, \delta_{K-n}^i$ for $n = 0, \ldots, K-1$ whose coefficients are obtained along $\ell_{a_h+i}$ with $\delta_{K-n}^i$ $\forall i$. Considering the fact that $\delta_0^i$ can be chosen arbitrarily, the solution of these $K$ linear equations provides us with the values of $\delta_{K-n}^i, \delta_{K-n}^1$ based on $\gamma_0, \ldots, \gamma_K$ and $\tilde{a}_0$. Through an appropriate choice of $\delta_0$, the parameters $\delta_{K-n}^i$ can be expressed as polynomial functions of $\gamma_0, \ldots, \gamma_K$. Hence, $\Gamma$ is parameterized only in terms of the coefficients $\gamma_0, \ldots, \gamma_K$.

Consequently, the optimization problem (23) is converted to a polynomial optimization with respect to $\gamma_0, \gamma_1, \ldots, \gamma_K$. Similar to Section III-C, conjugate symmetry constraint is imposed on $\{\gamma_i\}$ towards ensuring roots of $f(z)$ on the unit circle. Then, the resulting polynomial optimization can be solved by using the Lasserre’s SDP relaxation given in [29]. It is proved in [29] that the Lasserre’s SDP relaxation attains the global minima of the polynomial optimization if the order of relaxation is big enough. However, evidently, this solution exhibits higher complexity than the descent algorithms mentioned earlier due to the nature of operations and increased number of variables.

Accordingly, the proposed procedure for estimating $\theta$ can be summarized as follows:

1. Compute a consistent estimate of $\theta$ by using CAB-MUSIC, CAB-ESPRIT.
2. Based on the initial consistent estimate of $\theta$ and the sample covariance matrix, i.e., $\hat{R}$, calculate a consistent estimate of $(\Gamma^H W^{-1} \Gamma)^{-1}$.
3. Compute the coefficients $c_n^i$’s $\forall i, n$, using polynomial long division.
4. Let $c_n^i$’s equal to zero for each $i$ and solve the $K$ resulting linear equations with respect to $\delta_0, \ldots, \delta_K$. This step gives us the values of $\delta_0, \ldots, \delta_K$ based on $\gamma_0, \ldots, \gamma_K$.
5. Choose the free variable $\delta_0$ such that $\delta_0, \delta_0^1, \ldots, \delta_0^K$ are obtained as polynomial functions of $\gamma_0, \ldots, \gamma_K$.
6. Find the minima of the following polynomial criterion

$$t^H \tilde{Q}^H \Gamma (\tilde{\Gamma}^H W^{-1} \tilde{\Gamma})^{-1} \tilde{\Gamma}^H Q \tilde{t}. \quad (27)$$

with respect to $\gamma_0, \ldots, \gamma_K$ considering the conjugate symmetric constraint and the linear constraints $\Re\{\gamma_0\} = 1$ or $\Im\{\gamma_0\} = 1$ by using the Lasserre’s SDP relaxation.

7. Obtain the WLS estimate of $\theta$ by rooting $f(z)$ in (16).

IV. ASYMPTOTIC PERFORMANCE ANALYSIS

The asymptotic behavior of the proposed WLS estimator for a large number of samples is analyzed in this section and its asymptotic statistical efficiency when an optimal weighting matrix being selected is shown.

A. Asymptotic Performance

In this subsection, we analyze the key attributes of the proposed WLS estimator including consistency, bias and estimation errors for an arbitrary weighting matrix. Asymptotics are resorted to yield tractable analytical results. We start with proving the consistency of the DoA estimates provided by the proposed WLS estimator.

Theorem 1. $\hat{\theta}_{\text{wls}}$ is a consistent estimate of $\theta$ if $K \leq v - 1$.

Proof. See Appendix B

Remark 6 (Unbiasedness). It readily follows from Theorem 1 that $\hat{\theta}_{\text{wls}}$ is asymptotically unbiased as well.

Remark 7. Note that the sufficient condition for the consistency of $\hat{\theta}_{\text{wls}}$, i.e., $K \leq v-1$, given in Theorem 1, is equivalent to the sufficient condition for source identifiability given in [10]–[12].

The consistency of $\hat{\theta}_{\text{wls}}$ can be utilized to obtain the covariance matrix of DoA estimation errors through a Taylor series expansion approach when $N \to \infty$. This is detailed in the following theorem.

Theorem 2. Let $K_M$ denote the commutation matrix defined according to Definition 2 in Appendix D. If $K \leq v-1$ and $\Gamma_M W = W^* K_M$, the asymptotic $(N \to \infty)$ covariance matrix of the WLS estimator $\hat{\theta}_{\text{wls}}$ is given by (28), shown
\[ C_{wls} = \mathbb{E} \left\{ (\hat{\theta}_{wls} - \theta)(\hat{\theta}_{wls} - \theta)^H \right\} = \frac{1}{\pi R} \text{diag}^{-1}(p) \left( \Omega^H W^H \Pi_{w+2A,\theta}^+ W^H \Omega \right)^{-1} \times \left( \Omega^H W^H \Pi_{w+2A,\theta}^+ W^H \Omega \right)^{-1} \text{diag}^{-1}(p), \] (28)

at the top of the next page, where

\[
\begin{align*}
Q & = I_M^2 - \frac{1}{\nu - K} \text{vec}(I_M)b^H, \quad (29) \\
b & = J^H T^H \text{vec} \left( U_n U_n^H \right), \quad (30) \\
M^2 & = R^T \otimes R, \quad (31) \\
\Omega & = J \text{diag} (d) A_d(\theta) \Phi(\theta), \quad (32)
\end{align*}
\]

with \( d = [-\ell_{D-1} \cdots \ell_0 \cdots \ell_{D-1}]^T \), \( U_n \) being given in Appendix A, and \( \Phi(\theta) = \text{diag}([\cos \theta_1 \cdots \cos \theta_K]^T) \).

**Proof.** See Appendix C

**Remark 8.** In Theorem 2, it is assumed that \( K_M W = W^* K_M \) because it simplifies the expression for the covariance matrix of DoA estimation errors. Further, it is shown in Appendix E (See Lemma 9) that the optimal weighting matrix, to be introduced later in Theorem 4, fulfills the constraint. Thus the constraint is not restrictive. However, it is fairly straightforward to also obtain the covariance matrix of \( \hat{\theta}_{wls} \) for the weighting matrices not satisfying the aforementioned constraint by exploiting the derivations given in Appendix C.

**B. Optimal Weighting Matrix and Achieving CRB**

The results presented in Section IV-A are valid for an arbitrary weighting matrix. However, it is of interest to find an optimal weighting matrix providing the best DoA estimation performance in terms of MSE. In this regard, we resort to the fact that \( C_{wls} \), given in Theorem 2, is lower bounded by the CRB. Thus, a good way of finding the optimal weighting matrix is to seek a weighting matrix rendering \( C_{wls} \) to be identical to the CRB. Accordingly, in what follows, we first reformulate the CRB expression given in [12] in a form suitable for establishing equality of \( C_{wls} \) and the CRB in Theorem 3. Then, we show in Theorem 4 that there is a weighting matrix enabling \( C_{wls} \) to coincide with the CRB.

**Theorem 3.** The CRB expression given in [12, Eq. (49)] can be reformulated as the following form

\[
\text{CRB}(\theta) = \left( \text{diag}(p) \Omega^H F (F^H HF)^{-1} F^H \Omega \text{diag}(p) \right)^{-1}, \quad (33)
\]

where \( F \in \mathbb{C}^{M^2 \times (M^2 - K)} \) is any matrix whose columns span the null space of \( A_d^H(\theta)H \) and

\[
H = QM^2Q^H + \frac{M^2 b b^H M^2}{b^H M^2 b}. \quad (34)
\]

**Proof.** See Appendix D

**Theorem 4.** If the weighting matrix is selected as follows

\[
W_{\text{opt}} = (\Pi_{\theta, A_d(\theta)}^+ S \Pi_{\theta, A_d(\theta)}^+ + J A_d(\theta) A_d^H(\theta) J^T)^{-1}, \quad (35)
\]

where

\[
S = QM^2Q^H + b b^H, \quad (36)
\]

then we have \( C_{wls} = \text{CRB}(\theta) \).

**Proof.** See Appendix E

**Remark 9.** We note that the optimal weighting matrix given in Theorem 4 depends on the true value of the parameters. However, in practice, it can be replaced with a consistent estimate without affecting the asymptotic performance of the WLS estimator [5], [31], [32], [34]. To this end, we can first use any other consistent estimator like CAB-MUSIC or CAB-ESPRIT to obtain an initial estimate of \( \theta \). Then, we compute a consistent estimate of the optimal weighting matrix based on the initial estimate of \( \theta \) and the sample covariance matrix \( R \). Finally, we use the WLS estimator given in (15) to derive asymptotically statistically efficient estimates of DoAs. This procedure may be iterated with \( W_{\text{opt}} \) and \( \theta \) alternatively estimated. This may enhance the estimation accuracy especially at low snapshots.

We are also required to make sure that the optimal weighting matrix is positive definite, and moreover, its estimate, obtained using the approach explained in Remark 9, is always nonsingular regardless of the available number of snapshots. The following Lemma addresses this concern.

**Lemma 2.** \( W_{\text{opt}} \) is positive definite and its estimate, obtained through either CAB-MUSIC or CAB-ESPRIT, is nonsingular regardless of the available number of snapshots.

**Proof.** See Appendix F

**V. SIMULATION RESULTS**

In this section, we provide some numerical results to validate the analytical results obtained in Section III as well as to assess the performance of the proposed estimator. Further, we compare the performance of the WLS estimator proposed in this paper with that of CAB-MUSIC [11], [20], CAB-ESPRIT [21], SPA [19] and SCAB-MUSIC [28]; and we will show that the WLS estimator yields better performance in terms of resolution, estimation accuracy and statistical efficiency.

**A. General Set-up**

In all experiments, each simulated point has been computed by 5000 Monte Carlo repetitions. In addition, it is assumed that the \( K \) independent sources are located at \( \{ -60^\circ + 120^\circ (k - 1)/(K - 1) \mid k = 0, 1, \ldots, K - 1 \} \). All sources have equal powers, i.e., \( p_k = p \forall k \), and the SNR is defined as \( 10 \log \frac{p}{\sigma^2} \).

Throughout this section, we use three different types of SLAs with \( M = 6 \) physical elements and the following geometries:

\[
\begin{align*}
\mathbf{B}_{\text{nested}} & : \{1, 2, 3, 4, 8, 12\}, \\
\mathbf{B}_{\text{co-prime}} & : \{0, 2, 3, 4, 6, 9\}, \\
\mathbf{B}_{\text{MRA}} & : \{0, 1, 6, 9, 11, 13\}.
\end{align*}
\]
These SLAs generate the difference co-arrays as:

\[
\mathbf{D}_{\text{nested}} = \{0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11\}, \tag{40}
\]

\[
\mathbf{D}_{\text{co-prime}} = \{0, 1, 2, 3, 4, 5, 6, 7, 9\}, \tag{41}
\]

\[
\mathbf{D}_{\text{MRA}} = \{0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13\}. \tag{42}
\]

The optimization problem (15) for MRAs and nested arrays is solved through the algorithm described in Section III-C; and for co-prime arrays it is solved by using the algorithm given in Section III-D. In both cases, CAB-ESPRIT is used to derive a consistent estimate of \( (\mathbf{\Gamma}^H \mathbf{W}^{-1} \mathbf{\Gamma})^{-1} \). Further, we take the grid from \(-90^\circ\) to \(90^\circ\) with step size \(0.001^\circ\) to implement CAB-MUSIC and SCAB-MUSIC. Moreover, all estimators but SPA need an exact knowledge of the exact number of sources. Hence, for a fair comparison, SPA is also assumed to know the exact number of sources in all simulations. For this end, it is implemented by applying MUSIC on the augmented covariance matrix estimate obtained from the SPA algorithm.

\section*{B. MSE vs. the Number of Snapshots}

Fig. 2 depicts the Root-Mean-Squares-Error (RMSE) for \( \theta_2 \) in degree versus the number of snapshots for the nested array in (37). The SNR is assumed to be 3 dB. In addition, noting \( M = 6 \), two different scenarios are considered: (a) \( K = 4 < M \), and (b) \( K = 7 > M \). Fig. 2 illustrates a close agreement between the RMSE of the proposed WLS estimator and the CRB when about 70 or more snapshots are available, indicating asymptotic statistical efficiency of the WLS estimator. Further, a considerable gap is observed between the performance of CAB-MUSIC (CAB-ESPRIT) and that of the WLS estimator (the CRB). For instance, at \( N = 400 \), Figs 3a and 3b show a performance gain of roughly 2.6 dB and 2 dB, respectively, in terms of the RMSE when the WLS estimator is used. It is also observed that SCAB-MUSIC and SPA outperform CAB-MUSIC CAB-ESPRIT, but their performance is inferior to that of the WLS estimator and they are unable to attain the CRB.

Fig. 2 also shows that when a small number of snapshots is available, for example less than 70, all estimators are confronted with substantial performance degradation. Performance loss of the subspace methods, i.e., CAB-MUSIC, CAB-ESPRIT and SCAB-MUSIC, is justified by the subspace swap arising from the inaccurate estimate of the resulting augmented
covariance matrix is this case. Further, the underlying reasons for performance degradation of the WLS estimator in such a regime are twofold. Firstly, as mentioned in Remarks 1 and 4, the estimates of \( \sigma^2 \) and \( p \) are not precise and might even yield negative values in this case. Consequently, the value of \( \mathbf{Q}_r \) significantly deviates from its asymptotic value, i.e., \( \mathbf{J}_a^2(\theta)p \), which, in turn, causes the minimizer of (15) to diverge from the true value of \( \theta \). Secondly, there exists a poor estimate of the optimal weighting matrix, i.e., \( \mathbf{W}_{opt} \). This has a detrimental effect on the performance of the WLS estimator. However, it is seen that the proposed WLS estimator still has superior performance compared to the other estimators even in low snapshot paradigm.

C. MSE vs. SNR

Fig. 3 shows the RMSE for \( \theta_2 \) in degree versus SNR for the same setup used for Fig. 2. The number of snapshots is considered to be \( N = 500 \). It is seen in Figs. 3a and Fig. 3b that the RMSE of the WLS estimator perfectly matches the CRB for the considered range of SNR as a consequence of its asymptotic statistical efficiency. However, the other estimators are not capable of attaining the CRB.

Fig. 3a demonstrates that for \( K = 4 < M \) the RMSEs of the WLS estimator and SPA, like the CRB, tend to decay to zero as SNR increases while the RMSEs of CAB-MUSIC, CAB-ESPRIT and SCAB-MUSIC tend to get saturated at the high SNR regime. For instance, the RMSEs of CAB-MUSIC and CAB-ESPRIT get saturated at SNR around 5 dB. The underlying cause for this saturation behavior of CAB-MUSIC and CAB-ESPRIT was already explained in [20, Corollary 2] and [21], respectively, through an analysis of their MSE expressions. This saturation behaviour of CAB-MUSIC, CAB-ESPRIT and SCAB-MUSIC renders them highly inefficient as SNR increases while the WLS estimator remains statistically efficient for the considered range of SNR.

Fig. 3b shows that when \( K = 7 < M \), the RMSEs of all the estimators as well as the CRB get saturated at the high SNR regime. The saturation point for the WLS estimator, SPA and the CRB is at the SNR around 15 dB while for CAB-MUSIC, CAB-ESPRIT and SCAB-MUSIC it happens at the SNR around 10 dB. Nonetheless, the WLS estimator still performs better than all the other estimators under this condition. For example, at SNR = 15, the performance gains of about 2.2 dB and 1.3 dB are attained in terms of RMSE compared to CAB-MUSIC (CAB-ESPRIT) and SCAB-MUSIC, respectively.

D. Impact of Different SLA Configurations

In Fig. 4, we plot the RMSE for \( \theta_2 \) in degree versus SNR for different types of SLAs given in (37)-(39). The rest of parameters are equal to those in Fig. 3. It is readily observed that there is a good agreement between the RMSE of the WLS estimator and the CRB regardless of the array geometry. These simulations corroborate the analytical results where the asymptotic equality of the CRB and the MSE of the WLS estimator is shown considering a generic SLA. Another observation is that amongst these three SLAs, MRA is endowed with the least RMSE followed by the nested and co-prime arrays, respectively. This follows from the distinction between the size of their corresponding difference co-array in comparison to each other. The difference co-arrays for these SLAs are given in (40)-(42). Indeed, the array with a bigger difference co-array size brings about the lower RMSE.

E. Resolution Probability

Figs. 5 and 6 depict the probability of resolution versus SNR for the proposed WLS estimator, CAB-MUSIC, CAB-ESPRIT, SCAB-MUSIC and SPA. The co-prime and nested arrays with the configurations given in (38) and (37) are considered in Figs. 5 and 6, respectively. The number of snapshots is considered to be \( N = 500 \). In addition, we consider two sources with equal powers, located at \( \theta_1 = 20^\circ - \Delta \theta \) and \( \theta_2 = 20^\circ + \Delta \theta \) with: (a) \( \Delta \theta = 1^\circ \), and (b) \( \Delta \theta = 2^\circ \). We define the two sources as being resolvable if \( \max|\hat{\theta}_i - \theta_i| < \frac{\Delta \theta}{3} \). Figs. 5 and 6 demonstrate that the WLS estimator has the best resolution performance amongst all the estimators while the SPA resolution performance is inferior to that of all the other ones. Furthermore, CAB-MUSIC and CAB-ESPRIT perform almost equivalently and SCAB-MUSIC performs slightly better than them. When \( \Delta \theta = 1^\circ \), all the estimators but the WLS are unable to resolve the sources with a probability of 1 even at SNR = 17 dB while the WLS estimator could achieve a resolution probability of 1 at SNR = 13 dB. In case \( \Delta \theta \) is increased to \( 2^\circ \), the WLS achieves SNR gains of 3 dB and 6 dB compared to SCAB-MUSIC, to attain a resolution probability of 1, when co-prime and nested arrays are used respectively. A comparison of Figs. 5 and 6 indicates that the probability of resolution for the WLS, CAB-MUSIC and CAB-ESPRIT increases when the co-prime array is replaced with the nested array. This can be justified comparing the aperture size of the co-prime and nested arrays. Indeed, the nested array enjoys a bigger aperture compared to the co-prime array; thus it is expected to demonstrate a better probability of resolution. However, it is observed that the resolution probabilities of SCAB-MUSIC and SAP decline as the nested array is used instead of the co-prime array. This behavior arises from the structure exhibited by the covariance matrix in co-prime arrays compared to that of nested arrays. Hence, SCAB-MUSIC and SAP, utilizing a structured estimate of the covariance matrix, are capable of providing a better estimate of the covariance matrix when the co-prime array is used. This naturally leads to a better covariance matrix estimate and hence better DoA estimates.

VI. CONCLUSION

In this paper, a novel WLS estimator for the co-array-based DoA estimation via SLAs was proposed and its performance is thoroughly analyzed. It was shown that the proposed WLS estimator provides consistent estimates of DoAs of identifiable sources for any SLAs. Further, an asymptotic closed-form expression for the resulting covariance matrix of DoA estimation errors was derived and it was analytically proved that it asymptotically coincides with the CRB in case the optimal weighting matrix is selected. This implies that the proposed WLS estimator is asymptotically statistically efficient. It thus closes an important gap in the co-array-based DoA estimation. Simulation results demonstrated superior performance of the
Fig. 4. RMSE in degree for $\theta_2$ versus SNR for SLAs with $M = 6$ elements and different configurations, $N = 500$, and: (a) $K = 4 < M$; (b) $K = 7 > M$.

Fig. 5. Probability of resolution versus SNR for a co-prime array with $M = 6$ elements and configuration given in (38), $N = 500$, and: (a) $\Delta\theta = 1^\circ$; (b) $\Delta\theta = 2^\circ$.

Fig. 6. Probability of resolution versus SNR for a nested array with $M = 6$ elements and configuration given in (37), $N = 500$, and: (a) $\Delta\theta = 1^\circ$; (b) $\Delta\theta = 2^\circ$.

The proposed WLS estimator compared to the existing algorithms in the literature in terms of estimation accuracy and resolution.

**Appendix A**

**Proof of Lemma 1**

It is well-known that the sample covariance $\hat{\mathbf{R}}$ is a consistent estimate of $\mathbf{R}$ under the current assumption [36], implying that
\[
\lim_{N \to \infty} \hat{r} = r. \text{ As a consequence, considering (7), we obtain}
\]
\[
\lim_{N \to \infty} \tilde{R}_v = [T_1J^Hr \quad T_{v-1}J^Hr \quad \ldots \quad T_1J^Hr].
\] (43)

On the other hand, it has been proved in [22] that
\[
\lim_{N \to \infty} \tilde{R}_v = A_v(\theta)_\text{diag}(p)A_v^H + \sigma^2 I_v = R_v,
\] (44)
where the matrix \( R_v \in \mathbb{C}^{v \times v} \) has the same structure as the covariance matrix of signals received by a contiguous ULA whose elements are located at \((0, \frac{\lambda}{2}, \ldots, (v-1)\frac{\lambda}{2})\) and \( A_v(\theta) \in \mathbb{C}^{v \times K} \) is its corresponding steering matrix. Therefore, in case \( K \leq v-1 \), exploiting the eigendecomposition, it is possible for (44) to be expressed as \( R_v = U_vA_vU_v^H + \sigma^2 U_vU_v^H \), where \( U_v \) and \( U_n \) represent the eigenvectors of \( R_v \) corresponding to its \( K \) largest and \( v-K \) smallest eigenvalues, respectively. From (44), \( \hat{R}_v \) can be deemed to be a perturbed version of \( R_v \). Therefore, we have
\[
\lim_{N \to \infty} \hat{U}_n\hat{U}_n^H = U_nU_n^H.
\] (45)

Eventually, making use of (43), (44), (45) and the fact that \( U_v^HA_v(\theta)^T = 0 \), we obtain
\[
\lim_{N \to \infty} \delta^2 = \frac{\text{trace}(U_v^HA_v^H(J^HT^HT))}{v-K} = \frac{\text{trace}(U_v^HA_v^HU_v^H)}{v-K} = \sigma^2.
\] (46)

**APPENDIX B**

**Proof of Theorem 1**

Let define \( L(\theta, \tilde{r}, \tilde{Q}) = \|\Pi_{w+J\alpha}(\theta)W^2\tilde{Q}\|_2^2 \), \( \tilde{L}(\theta) = \lim_{N \to \infty} L(\theta, \tilde{r}, \tilde{Q}) \) and use \( \theta_0 \) to distinguish the actual DoA vector from a generic vector \( \theta \). Since the derivatives of \( A_d(\theta) \) with respect to \( \theta \) are bounded, \( L(\theta, \tilde{r}, \tilde{Q}) \) converges uniformly to \( L(\theta) \) as \( N \to \infty \) [34]. Thus, \( \theta_{uls} \) also converges to the minimizing argument of \( \tilde{L}(\theta) \) as \( N \to \infty \).

It readily follows from (45) that \( \lim_{N \to \infty} \tilde{Q} = Q \). In addition, from (46) and (4)
\[
Qr = JA_d(\theta_0)p
\] (47)
is readily checked. Hence, considering the fact that \( \lim_{N \to \infty} \tilde{r} = r \) and making use of continuous differentiability of \( L(\theta, \tilde{r}, \tilde{Q}) \), we obtain
\[
\tilde{L}(\theta) = L(\theta, \lim_{N \to \infty} \tilde{r}, \lim_{N \to \infty} \tilde{Q}) = \|\Pi_{\omega+\omega J\alpha}(\theta)W^2JA_d(\theta_0)p\|_2^2. \]
(48)

It is evident from (48) that \( \tilde{L}(\theta_0) = 0 \) and \( \tilde{L}(\theta) \geq 0 \), implying \( \tilde{L}(\theta) \) has a global minima at \( \theta_0 \). Consequently, consistency of \( \theta_{uls} \) follows if \( \theta_0 \) is the unique solution to \( \tilde{L}(\theta) = 0 \) with respect to \( \theta \). According to (48), \( \tilde{L}(\theta) \) is equal to zero if and only if
\[
\Pi_{\omega+\omega J\alpha}(\theta)W^2JA_d(\theta_0)p = 0.
\] (49)

In what follows, we employ the method of proof by contradiction to complete the proof. Let assume that \( \theta_1 \) is a solution to (49) but \( \theta_1 \neq \theta_0 \). This means that \( \theta_1 \) could differ from \( \theta_0 \) at \( q \) DoAs where \( 1 \leq q \leq K \). Substituting \( \theta_1 \) into (49) yields
\[
\Pi_{\omega+\omega J\alpha}(\theta_1)W^2JA_d(\theta_0)p \neq 0.
\] (50)

where \( \theta_0 \in \mathbb{C}^{q \times 1} \) consists of those elements of \( \theta_0 \) which are not shared with \( \theta_1 \), and \( A_d(\theta_0) \in \mathbb{C}^{q \times 1} \) and \( p \in \mathbb{C}^{q \times 1} \) are the corresponding blocks of \( A_d(\theta_0) \) and \( p \). The expression on the left side of the above equation can be rewritten as follows
\[
W^2J[A_d(\theta_0), A_d(\theta_1)]\begin{bmatrix} I_K \n -W^2J A_d(\theta_1) \end{bmatrix}p' \quad (51)
\]

Since the weighting matrix \( W \) is positive definite by definition and \( J \) a is full column rank matrix [12], it is concluded that (49) is zero if and only if the term \( K \in (51) \) is zero.

**Lemma 3.** \( A_d(\theta_0), \hat{A}_d(\theta_1) \) has full column rank if \( K \leq v-1 \).

**Proof.** Let \( A_d(\theta) \in \mathbb{C}^{(2v-1) \times K} \) denote the steering matrix corresponding to the contiguous ULA segment of the difference co-array. Since \( [A_d(\theta_0), \hat{A}_d(\theta_1)] \) is a submatrix of \( [A_d(\theta_0), A_d(\theta_1)] \), it is sufficient to show that \( [A_d(\theta_0), \hat{A}_d(\theta_1)] \) is full column rank instead of \( [A_d(\theta_0), \hat{A}_d(\theta_1)] \).

It is possible to decompose \( [A_d(\theta_0), \hat{A}_d(\theta_1)] \) as follows
\[
\begin{bmatrix}
1 & \ldots & 1 \\
\alpha_1 & \ldots & \alpha_2 & \beta_1 & \ldots & \beta_K \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\alpha_1^{2(v-1)} & \ldots & \alpha_2^{2(v-1)} & \beta_1^{2(v-1)} & \ldots & \beta_K^{2(v-1)}
\end{bmatrix}
\times \text{diag}([\alpha_1^{1-v} \ldots \alpha_2^{1-v} \beta_1^{1-v} \ldots \beta_K^{1-v}]). \]
(52)

where \( \alpha_i = e^{\pi \sin[\theta_i]} \) and \( \beta_i = e^{\pi \sin[\theta_i]} \). The second matrix in (52) is a \((K+q) \times (K+q)\) diagonal matrix and thus full rank. However, the first one is a \((2v-1) \times (K+q)\) Vandermonde matrix which has full column rank for distinct DoAs iff \( K+q \leq 2v-1 \). This condition is fulfilled for all admissible \( q \) iff \( K \leq v-1 \). Hence, it follows that \( [A_d(\theta_0), \hat{A}_d(\theta_1)] \) and, in turn, \( [A_d(\theta_0), \hat{A}_d(\theta_1)] \) have full column rank if \( K \leq v-1 \).

According to Lemma 3, on condition that \( K \leq v-1 \), the term \( K \in (51) \) is equal to zero iff
\[
\begin{bmatrix} I_K 
 -W^2J A_d(\theta) \end{bmatrix}p' = 0,
\] (53)
implying that \( p' = 0 \), which is in contradiction with the definition of \( p \) given in A2. Therefore, it is concluded that \( \theta_0 \) has to be the unique solution to \( \tilde{L}(\theta) = 0 \) with respect to \( \theta \) if \( K \leq v-1 \), which indicates the consistency of \( \theta_{uls} \).

**APPENDIX C**

**Proof of Theorem 2**

The proof is composed of four steps. First, a closed-form error expression for the DoA estimates is given through a Taylor series expansion method. The given closed-form expression involves the gradient and Hessian of \( L(\theta, \tilde{r}, \tilde{Q}) \). Hence, the corresponding gradient and Hessian is computed at the second and third steps, respectively. Finally, the covariance matrix of DoA estimation errors is obtained by combining the net results of preceding steps.
A. Closed-form expression for DoA estimation errors

From (15), we know that $\hat{\theta}_{\text{wls}}$ is a critical point of $L(\theta, \hat{r}, \hat{Q})$, thus we have $\nabla_{\theta} L(\theta_{\text{wls}}, \hat{r}, \hat{Q}) = 0$ where $\nabla_{\theta} L(\theta, \hat{r}, \hat{Q})$ denotes the gradient of $L(\theta, \hat{r}, \hat{Q})$ with respect to $\theta$. It can readily be shown that thus we have

$$\nabla_{\theta} L(\theta, \hat{r}, \hat{Q}) = 0$$

(54)

where $\nabla_{\theta}^2 L(\theta, \hat{r}, \hat{Q})$ denotes the Hessian matrix of $L(\theta, \hat{r}, \hat{Q})$ with respect to $\theta$, the matrix $H(\theta^*, \hat{r}, \hat{Q})$ is given in [37, Ch. 6, Theorem 12] around the true value of $\theta$ yields

$$\nabla_{\theta} L(\theta, \hat{r}, \hat{Q}) + (1 - t) \frac{\partial}{\partial \theta_{\text{wls}}} H(\theta^*, \hat{r}, \hat{Q}) | _{\theta_{\text{wls}}} = 0$$

(54)

From (59) and using $\lim_{N \to \infty} \hat{p}_{\text{ls}} = p$ and $\lim_{N \to \infty} \hat{Q} = Q$, the gradient of $L(\theta, \hat{r}, \hat{Q})$ with respect to $\theta$ is given by

$$\nabla_{\theta} L(\theta, \hat{r}, \hat{Q})$$

(61)

To derive the derivative of (58) with respect to $\theta$ and making use of (57) and the following expression for the derivative of $(W^T \mathbf{J}_{\text{A}_{\text{d}}}(\theta))^H$

$$\frac{\partial}{\partial \theta_{\text{wls}}} H(\theta^*, \hat{r}, \hat{Q}) = \sum_{n=1}^{N} \left[ (\mathbf{A}_{\text{d}}(\theta))^H \mathbf{W}^T \mathbf{J}_{\text{A}_{\text{d}}}(\theta) \mathbf{J}_{\text{A}_{\text{d}}}(\theta))^H \right]$$

(62)

leads to (63), which is shown at the top of this page. Given the fact that $L(\theta_0) = 0$, it is possible to neglect the first four terms on the right hand side of (63) compared to the last term as $N \to \infty$. Thus, by replacing $(W^T \mathbf{J}_{\text{A}_{\text{d}}}(\theta))^H \mathbf{W} Q \hat{r}$ from (14), we have

$$\frac{\partial}{\partial \theta_{\text{wls}}} H(\theta^*, \hat{r}, \hat{Q}) = \sum_{n=1}^{N} \left[ (\mathbf{A}_{\text{d}}(\theta))^H \mathbf{W}^T \mathbf{J}_{\text{A}_{\text{d}}}(\theta) \right]$$

(64)

Based on (64) and considering $\lim_{N \to \infty} \hat{p}_{\text{ls}} = p$ and $\lim_{N \to \infty} \hat{Q} = Q$, the Hessian matrix of $L(\theta, \hat{r}, \hat{Q})$ with respect to $\theta$ is obtained as follows

$$\lim_{N \to \infty} \nabla_{\theta} L(\theta, \hat{r}, \hat{Q}) = \sum_{n=1}^{N} \left[ (\mathbf{A}_{\text{d}}(\theta))^H \mathbf{W}^T \mathbf{J}_{\text{A}_{\text{d}}}(\theta) \right]$$

(65)

D. Calculation of the error covariance matrix

Combining (56), (61) and (65), it is possible to derive an asymptotic ($N \to \infty$) expression for the covariance matrix of $\hat{\theta}_{\text{wls}}$ given at the bottom of this page. It is shown in [41] that

$$\mathbb{E} \{ \hat{r} \hat{r}^H \} = \mathbf{r} \mathbf{r}^H + \frac{1}{N} (\mathbf{R}^T \mathbf{R})$$

(67)

Inserting (67) into (66) and exploiting (47) gives (28).
Using (115), (68) and the fact that $A_{\nu}^H(\theta) U_n = 0$ leads to
\[ L^H J A_{\nu}(\theta) = \text{vec}^H (A_{\nu}^H(\theta) U_n U_n^H A_{\nu}(\theta)) Z = 0. \] (69)
(69) shows that $b$ belongs to the null space of $A_{\nu}^H(\theta) J^H$. We know $\mathcal{N}(A_{\nu}^H(\theta)) = \mathcal{R}(F)$. This concludes the proof. □

**Lemma 5.** The vector $b$ belongs to the null space of the matrix $\Omega^H = \Phi^H(\theta) A_{\nu}^H(\theta) \text{diag}(d) J^H$, i.e., $b \in \mathcal{N}(\Omega^H)$.

**Proof.** Let $a_{\nu}(\theta_k) \doteq [1 \ e^{j \pi \sin \theta_k} \ldots \ e^{j \pi \sin \theta_k(v-1)}]^T$ denote the $k^\text{th}$ column of $A_{\nu}(\theta)$ and $v \doteq [0 \ 1 \ \cdots \ v-1]^T$. Exploiting (60) and (115), we can show that
\[ \text{vec}(d) A_{\nu}(\theta) \Phi(\theta) \] (70)
\[ = \frac{1}{\pi} \left( \frac{\partial a_{\nu}(\theta_1)}{\partial \theta_1} \cdots \frac{\partial a_{\nu}(\theta_k)}{\partial \theta_k} \right) \cdots \left( \frac{\partial a_{\nu}(\theta_{k-1})}{\partial \theta_1} \cdots \frac{\partial a_{\nu}(\theta_k)}{\partial \theta_k} \right) \]
\[ = \frac{1}{\pi} \left( \text{vec}(v) A_{\nu}^*(\theta) \odot A_{\nu}(\theta) + A_{\nu}^*(\theta) \odot \text{vec}(v) A_{\nu}(\theta) \right) \Phi(\theta). \]
Exploiting (68), (70) and the fact that $A_{\nu}^H(\theta) U_n = 0$ gives
\[ b^H \Omega = \frac{1}{\pi} \text{vec}(U_n^H A_{\nu}(\theta)) Z \Phi(\theta) \]
(71)
\[ + \text{vec}(M) = 0. \]
This completes the proof. □

Now, let define $\Psi = [J A_{\nu}(\theta) \ \text{vec}(I_M)]$, the CRB expression given in [12, Theorem 2] can then be rewritten as follows
\[ CRB^{-1}(\theta) = \frac{1}{\pi^2 N} \text{diag}(p) \Omega^H M^{-1} \Pi_{M-1}^{-1} \Psi M^{-1} \Omega \text{diag}(p). \] (72)
Based on the projection decomposition theorem [33], we have
\[ \Pi_{M-1}^{\parallel} = \Pi_{M-1}^{\parallel} \Psi - \Pi_{M-1}^{\parallel} M^{-1} \Psi \text{vec}(I_M) \]
(73)
\[ = \Pi_{\text{MP}} - \Pi_{\text{MP}} M^{-1} \Psi \text{vec}(I_M), \]
where the last equality is obtained by using the fact that $\Pi_{M-1}^{\parallel} \Psi = \Pi_{\text{MP}}^{\parallel}$ [33]. Substituting (73) into (72) yields
\[ CRB^{-1}(\theta) = \frac{1}{\pi^2 N} \text{diag}(p) \Omega^H \Phi \left( F^H M^2 F \right)^{-1} \text{vec}(I_M) \Phi(\theta) \text{diag}(p). \]
(74)

Let decompose the vector $\text{vec}(I_M)$ as a sum of two vectors $h_{\parallel}$ and $h_{\perp}$ where
\[ h_{\parallel} = \text{vec}(I_M) - (v - K) M^2 b, \]
(75)
\[ h_{\perp} = \frac{(v - K) M^2 b}{b^H M^2 b}. \]
(76)

It follows from (30), (89) and the definitions of $h_{\parallel}$ and $h_{\perp}$, given above, that
\[ h_{\parallel}^H M^{-1} h_{\parallel} = \frac{(v - K) b^H \text{vec}(I_M) - (v - K)^2 b^H M^2 b}{b^H M^2 b} \]
(77)
\[ = \frac{(v - K) b^H \text{vec}(I_M) - (v - K)^2 b^H M^2 b}{b^H M^2 b} = 0. \]
(78)

Accordingly and making use of the fact that $\Pi_{M-1}^{\parallel} \Psi = \Pi_{\text{MP}}$, we obtain
\[ \text{vec}(I_M) F \left( F^H M^2 F \right)^{-1} \text{vec}(I_M) \]
\[ = \text{vec}(I_M) M^{-1} \Pi_{M-1}^{\parallel} \Psi M^{-1} \text{vec}(I_M) \]
\[ = \text{vec}(I_M) M^{-2} \text{vec}(I_M) - h_{\parallel}^H M^{-1} \Pi_{M-1}^{\parallel} \Psi M^{-1} h_{\parallel} \]
\[ - h_{\parallel}^H M^{-1} \Pi_{M-1}^{\parallel} \Psi M^{-1} h_{\perp} \]
\[ - h_{\parallel}^H M^{-1} \Pi_{M-1}^{\parallel} \Psi M^{-1} h_{\parallel}, \]
(79)
\[ = h_{\parallel}^H M^{-2} h_{\parallel} + h_{\parallel}^H M^{-2} h_{\perp}. \]

From the definition of $h_{\perp}$ in (76) and Lemma 4, we have
\[ A_{\nu}^H(\theta) J^H M^{-2} h_{\parallel} = \frac{(v - K) A_{\nu}^H(\theta) J^H}{b^H M^2 b} = 0. \]
(79)

Inserting (79) into (78) leads the last three terms in (78) to vanish. Then, exploiting $\Pi_{M-1}^{\parallel} \Psi = \Pi_{\text{MP}}$ once again yields
\[ \text{vec}(I_M) F \left( F^H M^2 F \right)^{-1} \text{vec}(I_M) \]
\[ = \text{vec}(I_M) M^{-2} \text{vec}(I_M) - h_{\parallel}^H M^{-1} \Pi_{\text{MP}} M^{-1} h_{\parallel}. \]
(80)

Given $\text{vec}(I_M) = h_{\parallel} + h_{\perp}$ and from (77), it is observed that
\[ \text{vec}(I_M) M^{-2} \text{vec}(I_M) = h_{\parallel}^H M^{-2} h_{\parallel} + h_{\parallel}^H M^{-2} h_{\perp}. \]
(81)
Inserting (81) into (80) leads to
\[ \operatorname{vec}^H(I_M)F(HMM^2F)^{-1}F^HH\operatorname{vec}(I_M) = \frac{(v-K)^2}{b^HM^2b} + h^H(FHM^2F)^{-1}F^HHh\| . \] (82)
Further, making use of (79) and Lemma 5, we can show that
\[ \Omega^H(FHM^2F)^{-1}F^HHh = \Omega^HM^{-1}M^{-1}J_{A_d}(\theta)M^{-1}h \]
\[ = \Omega^HM^{-2}h \]
\[ - \Omega^HM^{-1}(M^{-1}J_{A_d}(\theta))^{1/2}A_d(\theta)M^{-2}h \]
\[ = (v-K)\Omega^HM^2b = 0. \] (83)
Substituting (80) and (83) into (74) gives
\[ \text{CRB}^{-1}(\theta) = \frac{1}{\pi^2\mathcal{N}}\operatorname{diag}(p)\Omega^HF[FHM^2F]^{-1} \]
\[ = \frac{1}{\pi^2\mathcal{N}}\operatorname{diag}(p)\Omega^HF \]
\[ \times \left( F^H \left( M^2 + \frac{b^HM^2b}{(v-K)^2}h^Hh \right) F \right)^{-1} \]
\[ \frac{1}{\pi^2\mathcal{N}}\operatorname{diag}(p)\Omega^HF, \] (84)
where the last equality is obtained by using the matrix inversion lemma [40]. Now, given the definition of \( h \| \) in (75), it is possible to show that
\[ M^2 + \frac{b^HM^2b}{(v-K)^2}h^Hh = QM^2Q + \frac{M^2bb^HM^2}{b^HM^2b}. \] (85)
Inserting (85) into (84) completes the proof.

APPENDIX E
PROOF OF THEOREM 4
The proof is compromised of two steps. The first step involves simplification of the covariance matrix of DoA estimation errors through inserting the optimal weighting matrix given in Theorem 4 into (28). At the second step, we simplify the CRB expression given in Theorem 3 through doing some algebraic manipulations and show that the CRB coincides with the simplified covariance matrix of DoA estimation errors given in the first step.

A. Simplification of the errors covariance matrix
Considering the expression for \( \mathbf{W}_{\text{opt}} \) from Theorem 4 and exploiting \( F^H\mathbf{A}_d(\theta) = 0 \) and \( \Pi_{\mathbf{W}_{\text{opt}}^{\perp}}J_{\mathbf{A}_d(\theta)} = \Pi_{\mathbf{W}_{\text{opt}}^{\perp}}F \) results in
\[ \mathbf{W}_{\text{opt}}^{\frac{1}{2}}\Pi_{\mathbf{W}_{\text{opt}}^{\perp}}^{\frac{1}{2}}\mathbf{A}_d(\theta) = \Pi_{\mathbf{W}_{\text{opt}}^{\perp}}F. \] (86)
Let now introduce the following Lemma, whereby we can proceed further with simplification of (86).

**Lemma 6.** The matrix \( QM^2Q^H \in \mathbb{C}^{M^2 \times M^2} \) can be decomposed as \( VV^H \), where \( V \in \mathbb{C}^{M^2 \times M^2} \) is a singular matrix with rank \( M^2 - 1 \) whose null space is spanned by \( b \).

**Proof.** For any given matrices \( B \) and \( C \), it is known that \( \text{rank}(B - C) \geq \text{rank}(B) - \text{rank}(C) \geq |40| \). Hence, recalling the definition of \( Q \) in (29), we have
\[ \text{rank}(Q) \geq M^2 - 1. \] (87)
On the other hand, given (30), we obtain
\[ b^HQ = b^H - \frac{\text{vec}^H(U_nU_n^H)}{v-K}Tg = b^H. \] (88)
Let \( g' \in \{0, 1\}^{(2v-1) \times 1} \) be a column vector with \( |g'|_i = \delta[i - v] \). Utilizing (116), (114) and [12, Corollary 3], we observe
\[ Tg = T^g g' = \text{vec}(I_v). \] (89)
where \( T' \in \{0, 1\}^{v \times 2v-1} \) is defined in (114) in Appendix G. Inserting (89) into (88) gives
\[ b^HQ = b^H - \frac{\text{tr}(U_nU_n^H)}{v-K}b^H = b^H - b^H = 0. \] (90)
which implies that
\[ \text{rank}(Q) \leq M^2 - 1. \] (91)
Comparing (87) and (91) concludes that \( \text{rank}(Q) = M^2 - 1 \).
The fact \( \text{rank}(Q) = M^2 - 1 \) implies that the dimension of the null space of \( Q^H \) is equal to 1. In addition, it follows from (88) that \( b \in N(Q^H) \). This means that the vector \( b \) spans the null space of \( Q^H \).

Let now define the matrix \( V = QM. \) Since \( R \) is positive definite, the matrix \( M = (R^T \otimes R)^{-1} \) is also positive definite, implying that \( R(V) = R(Q) \). Hence, \( V^H \) is also a matrix of rank \( M^2 - 1 \) whose null space is spanned by the vector \( b \). \( \Box \)

It follows from Lemma 4 and Lemma 6 that \( N(V^H) \subset R(F) \) and, in turn, \( N(F)^H \subset R(V) \). This implies that a \( K \)-dimensional subspace of \( R(V) \) is a spanning set for the null space of \( F^H \). Hence, making use of Lemma 6 and recalling the definition of \( S \) in (36) result in
\[ F^HBF = F^H\Pi_FV^H\Pi_F + F^Hbb^H. \] (92)
where \( V = U_vA_v \in \mathbb{C}^{M^2 \times (M^2-K)} \) with \( U_v \in \mathbb{C}^{M^2 \times (M^2-K)} \) being comprised of left-singular vectors of \( \Pi_FV \) and the diagonal matrix \( A_v \in \mathbb{C}^{(M^2-K) \times (M^2-K)} \) its corresponding singular values, meaning that
\[ R(V) \subset R(F), \] (93)
\[ R(V) \subset R(V), \] (94)
\[ \text{rank}(V) = M^2 - K - 1. \] (95)
It follows from (94) and Lemma 6 that \( b \notin R(V) \). From (95) and the fact that \( b \notin R(V), \) it can be deduced that
\[ \text{rank}(\begin{bmatrix} V & b \end{bmatrix}) = M^2 - K = \text{rank}(F). \] (96)
Comparing (93), (95) and (96) proves that \( R(\begin{bmatrix} V & b \end{bmatrix}) = R(F) \). Hence, there is a full rank matrix \( X \in \mathbb{C}^{(M^2-K) \times (M^2-K)} \) such that
\[ \begin{bmatrix} V & b \end{bmatrix} = FX. \] (97)
Inserting (92) and (97) into (86) yields
\[ \mathbf{W}_{\text{opt}}^{\frac{1}{2}}\Pi_{\mathbf{W}_{\text{opt}}^{\perp}}^{\frac{1}{2}}\mathbf{A}_d(\theta) = F^H\Pi_X^H = F^H(XF)^H = F^H(FX)^H. \] (98)
Considering (98), Lemma 5 and $\mathcal{R}(b|H) = \mathcal{R}(b)$ gives
\[
\Omega^H W_{\text{opt}}^2 M_{M_b}^b \| b \|^2 b = \Omega^H \begin{bmatrix} V^H \| b \| \\
\end{bmatrix}
\]

where that last equality is obtained by exploiting the fact that $q_\perp$ belongs to the range space of $V$. Now, inserting (105) and (106) into the CRB expression given in (33) gives
\[
\text{CRB}(\theta) = \frac{1}{\pi^2 N} \left( \text{diag}(p) \Omega^H \left[ V^H - \frac{q_\perp q_\perp^H}{\| q_\perp \|^2} \right] q_\perp^H \right) \left( \Omega^H V^H \right)^\dagger \Omega \left( \text{diag}(p) \right)^{-1}
\]

Eventually, comparing (101) into (107) concludes the proof.

\section*{Appendix F}
\section*{Proof of Lemma 2}
We first prove positive definiteness of $W_{\text{opt}}$. It follows from (92) to (97) in Appendix E-A that
\[
\Pi_{\text{opt}} \Pi_{\text{opt}}^\dagger = \Pi_F \Pi_F = FXX^H F^H.
\]
Consequently, we have
\[
W_{\text{opt}}^{-1} = \left[ FX \right] J A_d(\theta) \left[ FX \right] J A_d(\theta)^H.
\]

The matrices $FX \in \mathbb{C}^{M^2 \times (M^2 - K)}$ and $J A_d(\theta) \in \mathbb{C}^{M^2 \times K}$ are full column rank by definition. Further, it is easily checked that $FX$ and $J A_d(\theta)$ are orthogonal subspaces, i.e., $X^H F J A_d(\theta) = 0$. Hence, $\left[ FX \right] J A_d(\theta) \in \mathbb{C}^{M^2 \times M^2}$ is full rank. This implies that $W_{\text{opt}}$ is also full rank and thereby positive definite.

Now we show that the estimate of $W_{\text{opt}}$, obtained from either CAB-MUSIC or CAB-ESPRIT, is always positive definite regardless of the available number of snapshots. Let assume that an arbitrary number of snapshots is available and $S = Q M^2 Q^H + b b^H$ denotes the estimate of $S$, obtained based on the sample covariance matrix. Further, let $\theta$ be an estimate of $\theta$ given by CAB-MUSIC or CAB-ESPRIT and $\hat{F}$ is the estimate of $F$ obtained from $\hat{\theta}$. Following similar kind of arguments and derivations provided from Lemma 6 to (97) in Appendix E-A, it can readily be shown that
\[
\Pi_{\text{opt}}^\dagger \left( \hat{F} X \right) J A_d(\theta) = \Pi_F \hat{F} \Pi_F = \hat{F} X^H \hat{F}^H,
\]

where $\hat{X} \in \mathbb{C}^{(M^2 - K) \times (M^2 - K)}$ is a full rank matrix. Hence, using (110), we observe that
\[
W_{\text{opt}}^{-1} = \left[ \hat{F} X \right] J A_d(\theta) \left[ \hat{F} X \right] J A_d(\theta)^H.
\]

Once again, we note that $FX \in \mathbb{C}^{M^2 \times (M^2 - K)}$ and $J A_d(\theta) \in \mathbb{C}^{M^2 \times K}$ are full column rank by definition, and moreover, they span orthogonal subspaces. Hence, $\left[ FX \right] J A_d(\theta) \in \mathbb{C}^{M^2 \times M^2}$ and in turn $W_{\text{opt}}$ is full rank.
APPENDIX G
COMMUTATION MATRIX AND SOME RELEVANT LEMMAS

**Definition 2.** Let $B$ be any matrix in $\mathbb{R}^{p \times p}$. Then, there exists a permutation matrix $K_p \in \{0, 1\}^{p^2 \times p^2}$ such that $\text{vec}(B^T) = K_p \text{vec}(B)$. This matrix, called the commutation matrix, is an involutory and symmetric matrix, i.e., $K_p^T = K_p^{-1}$ [37].

**Lemma 7.** $K_pJ^{H}\hat{H}K_p = J^{H}\hat{H}J^{H}$ where $K_p \in \{0, 1\}^{M^2 \times M^2}$ and $K_p \in \{0, 1\}^{s^2 \times s^2}$ are commutation matrices defined according to Definition 2.

**Proof.** It has been proved in [12] that $J$ has orthogonal columns. Further, recalling the definition of $J$ given in Definition 1, since $\|\text{vec}(L^n_i)\|^2 = \|\text{vec}(A)\|^2$ for $0 < n < D - 1$, it is readily confirmed that

$$(J^{H}J)^{-1} = \text{diag}(\left[\frac{1}{\text{vec}(L^n_i)} \ldots \frac{1}{\text{vec}(A)} \ldots \frac{1}{\text{vec}(L^n_i)}\right]^T). \quad (112)$$

Recalling $A_\theta$ and $A_v$ in the proof of Lemmas 1 and 3, and based on [12, Appendix B], it is straightforward to show that

$$A^*_v(\theta) \cap A_v(\theta) = T^*A_\theta(\theta), \quad (113)$$

where $T^* \in \{0, 1\}^{s^2 \times 2u-1}$ can be defined like $J$ as

$$T^* = \left[\text{vec}(G^T_{n-1}) \ldots \text{vec}(G_0) \ldots \text{vec}(G_{v-1})\right], \quad (114)$$

where $[G_{p,q}]_{n} = \left\{
\begin{array}{ll}
1, & \text{if } p - q = n, \\
0, & \text{otherwise}.
\end{array}
\right.$

On the other hand, comparing the vectorized form of (43) and (44) gives

$$TA_\theta(\theta) = A^*_v(\theta) \cap A_v(\theta). \quad (115)$$

Making use of (113), (115) and the fact that $A_\theta(\theta) = [0_{(2u-1) \times (D-v)} ~ 1_{2u-1} ~ 0_{(2u-1) \times (D-v)}]A_\theta(\theta)$ results in

$$T = [0_{v \times (D-v)} ~ T^* ~ 0_{v \times (D-v)}]. \quad (116)$$

Combining (5), (112), (114) and (116) gives

$$K_MJ^{H}\hat{H}K_p = J^{H}\hat{H}J^{H} = \frac{\text{vec}(L_i)^T \text{vec}(G_{s})}{\text{vec}(L_i)^T} + \sum_{i=1}^{v-1} \frac{\text{vec}(L_{i})^T \text{vec}(G_{s})}{\text{vec}(L_{i})^T} \tag{117}$$

**Lemma 8.** Let $K_\theta \in \{0, 1\}^{M^2 \times M^2}$ be the commutation matrix as defined according to Definition 2 and $K_MW = W^*K_M$. Then, it follows that

a) $Q^*T^* = K_MQ^*$

b) $T^*Q^*K_M = T^*Q^* K_M$

c) $(J^{\theta}A_\theta(\theta))^T = (J^{\theta}A_\theta(\theta))^H K_M$. 

d) $K_MW^* = (W^*J_\theta(\theta))^T = W^*J_\theta(\theta)^H K_M$. 

e) $K_MW^* = (W^*J_\theta(\theta))^H \in \text{vec}(U^H_n)$. 

**Proof.** The proof of each item is given in the following:

**a) and b)** Since $R$ is Hermitian [36], it readily follows that $T^* = K_M T^*$. Hence, recalling (13) and making use of Lemma 7 and the fact that $U_n U_n^H$ is Hermitian, we obtain

$$Q^*T^* = K_M(T - \text{vec}(L_i) \mu(v_{\lambda} | K_M \text{T} \text{vec}(K_M))) = K_MQ^* \tag{118}$$

Further, transposing (118) results in item b).

c) Let $a \in C^{K \times 1}$ be an arbitrary vector. From (4), we find

$$K_MJ_\theta(\theta)a = \text{vec}(A^T(\theta) \text{diag}(a) A^T(\theta)) = (J_\theta(\theta))^* a. \quad (119)$$

Since $a$ is an arbitrary vector, it can be concluded that

$$K_MJ_\theta(\theta)a = (J_\theta(\theta))^* a. \quad (120)$$

Eventually, replacing both side of (120) with their conjugate transposes and taking derivative with respect to $\theta$ gives c).

d) Using (120) and $K_MW = W^*K_M$, it is observed that

$$K_MW^* = (W^*J_\theta(\theta))^H = W^*J_\theta(\theta)^H W^*J_\theta(\theta)^T = W^*J_\theta(\theta)^H (W^*J_\theta(\theta))^T. \quad (121)$$

Multiplying both sides of (121) by $K_M$ leads to d).

e) and f) Making use of (120) and transposing of (121) and the fact that $W = K_MW^*K_M$, we get

$$W^\ast \Pi^\perp_{w^*J_\theta(\theta)} W^\ast = K_MW^*K_M = K_M. \quad (122)$$

**Lemma 9.** $K_M^\perp W_{opt} = W_{opt}K_M$

**Proof.** Since $K_M$ is involutory and symmetric, to prove the lemma, we can equivalently show that $K_MW_{opt}K_M = W_{opt}$. From (120), it is readily observed that

$$K_M^\perp W_{opt} = K_M \Pi_{1_{\perp J_\theta(\theta)}} \Pi_{1_{\perp J_\theta(\theta)}} = \Pi_{1_{\perp J_\theta(\theta)}} \tag{123}$$

Now, it follows from (120) and (123) that

$$K_MW_{opt}K_M = \Pi_{1_{\perp J_\theta(\theta)}} = \Pi_{1_{\perp J_\theta(\theta)}} \tag{124}$$

In consequence, $K_MW^* = W_{opt}$ iff $K_M^\perp W_{opt} = S$. Exploiting Lemma 7 and recalling (30), we find

$$K_Mb^* = K_MJ^{H}\hat{H}K_p = W_{opt} \text{vec}(U^H_n) = b. \quad (125)$$

Further, recalling (29) and using transpose of (125), we have

$$K_M^* = K_M = \frac{\text{vec}(L_i)^T}{\text{vec}(L_i)^T} = QK_M \tag{126}$$

Now recalling (36) and making use of (125) and (126) gives

$$K_M^\ast K_M = K_MQ^* \text{vec}(M^2\lambda^T) K_M + K_M^2 b^* b^T K_M = QK_M M^2\lambda^T K_M + b^* b^T = S, \quad (127)$$

where the last equality is obtained by using the fact that $K_M^\ast K_M = K_M \text{vec}(M^2 \lambda^T) K_M = R^T \otimes M^2$. 
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