Two-particle correlations in a dynamic cluster approximation with continuous momentum dependence: Superconductivity in the 2D Hubbard model
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The DCA + algorithm was recently introduced in Ref. 11 to extend the dynamic cluster approximation (DCA) with a continuous lattice self-energy in order to achieve better convergence with cluster size. Here we extend the DCA + algorithm to the calculation of two-particle correlation functions by introducing irreducible vertex functions with continuous momentum dependence consistent with the DCA + self-energy. This enables a significantly more controlled and reliable study of phase transitions than with the DCA. We test the new method by calculating the superconducting transition temperature $T_c$ in the attractive Hubbard model and show that it reproduces previous high-precision determinantal quantum Monte Carlo results. We then calculate $T_c$ in the doped repulsive Hubbard model, for which previous DCA calculations could only access the weak-coupling ($U = 4t$) regime for large clusters. We show that the new algorithm provides access to much larger clusters and delivers asymptotically converged results for $T_c$ for both the weak ($U = 4t$) and intermediate ($U = 7t$) coupling regimes, and thereby enables the accurate determination of the exact infinite cluster size result.

INTRODUCTION

Many fascinating phenomena observed in materials, such as high-temperature superconductivity or colossal magnetoresistance, owe their existence to strong interactions between electrons and their theoretical study has therefore posed one of the most difficult challenges in condensed matter science. Due to the complexity of the underlying quantum many-body problem, analytical theories have met with limited success and numerical calculations of simplified model Hamiltonians have become increasingly important to analyze the physics of these systems. The two-dimensional (2D) Hubbard model, a standard model of correlated electron systems, has been used extensively to describe the physics of the high-temperature superconducting cuprates. 12, 13 Its Hamiltonian for a square lattice of sites $i$ is given by

$$H = \sum_{\vec{k},\sigma} \epsilon_{\vec{k}} c_{\vec{k}\sigma}^\dagger c_{\vec{k}\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow}. \quad (1)$$

Here, $c_{\vec{k}\sigma}^\dagger$ destroys (creates) an electron with momentum $\vec{k}$ and spin $\sigma$ and $n_{i\sigma}$ is the occupation number operator for site $i$. The dispersion

$$\epsilon_{\vec{k}} = -4t(\cos k_x + \cos k_y) \quad (2)$$

corresponds to nearest neighbor hopping with an amplitude of $t$ and $U$ describes the on-site Coulomb repulsion between two electrons with opposite spin.

Due to the exponential growth of the Hilbert space with the number of electrons, many numerical methods have taken a finite size approach, in which one carries out calculations on finite size lattice and then tries to scale up to the thermodynamic limit. The dynamical cluster approximation (DCA) takes a different approach in which the bulk lattice problem is replaced by an effective cluster embedded in a mean-field bath that is designed to represent the remaining degrees of freedom. 14–6 For a given cluster size, it therefore gives approximate results for the thermodynamic limit and thus, in contrast to finite size methods, allows to access broken symmetry states. Similar to finite size methods, one can also carry out calculations on different cluster sizes and then use finite size scaling in order to obtain an exact result for the thermodynamic limit.

DCA calculations on different cluster sizes have been used recently to study the normal, paramagnetic phase pseudogap state that is found in the 2D Hubbard model for electron filling factors close to one (half-filling) at intermediate to strong coupling. 12 Similar calculations have also shown that this model describes a superconducting transition with $d$-wave symmetry and even allowed an analysis of the pairing interaction. 10 But if one wants to carry out calculations of the doped model on large clusters at low temperatures, one has to chose an unrealistically small value of $U = 4t$, since the Fermion sign problem of the QMC algorithm used as a cluster solver within the DCA prevents large cluster simulations for $U \sim 8t$ that would be more realistic for these systems. In addition, even for $U = 4t$, the results for the superconducting transition temperature $T_c$ were far from converged, in part because the accessible cluster sizes were too small, but also because for small clusters, results generally depend significantly on the cluster size and shape. 13

As an illustrative example of this strong cluster shape and size dependence, we plot in Fig. 1 the DCA results for the leading ($d$-wave) eigenvalue $\lambda_0$ of the Bethe-Salpeter equation in the particle-particle channel calculated for a 2×2 4-site and and 8-site cluster. This quantity is a measure of the strength of the pairing correlations in
FIG. 1. DCA results for the temperature dependence of the leading \(d\)-wave eigenvalue \(\lambda_d(T)\) of the Bethe-Salpeter equation in the particle-particle channel for the 4- and 8-site clusters calculated in a 2D Hubbard model with \(U/t = 8\) at 5\% doping. At \(T_0\), the eigenvalue \(\lambda_d(T_0) = 1\). Inset: DCA approximation of the \(d\)-wave \(\cos k_x - \cos k_y\) (red line) gap function \(\Delta(k)\) in the 4- and 8-site clusters. In the 4-site cluster, \(\Delta(\vec{k})\) is either 1 or -1 in the antinodal regions and misses the nodal region completely, while the 8-site cluster overestimates the nodal region. This difference in sampling of the gap function is consistent with the existence of a finite \(T_c\) in the 4-site and its absence in the 8-site cluster.

\(d\)-wave channel and indicates a superconducting instability at a temperature \(T_c\) where \(\lambda_d(T_c) = 1\). One sees that the 4-site cluster has a finite temperature superconducting transition where \(\lambda_d\) crosses one, while the 8-site cluster does not. We believe that this discrepancy can be ascribed to differences in the finite size sampling of a continuous \(d\)-wave \(\cos k_x - \cos k_y\) gap function. The red line in the inset of Fig. 1 displays this function along the line from \((\pi, 0)\) to \((0, \pi)\) in the first Brillouin zone. Just like the DCA self-energy, the DCA gap function is also constant within a region about the cluster \(\vec{K}\) momenta, and varies between different \(\vec{K}\). Since different clusters have different \(\vec{K}\) points, the resulting step-function approximation of the continuous \(d\)-wave gap can be very different. This is illustrated in the inset of Fig. 1 by the blue and green lines for the 4- and 8-site clusters respectively. As one sees, the 8-site cluster approximation of the gap has an extended nodal region in which the gap is zero, while the 4-site cluster approximation jumps from +1 in the region about \((0, \pi)\) to -1 near \((\pi, 0)\) and the nodal region near \((\pi/2, \pi/2)\) is completely missed. This underestimation of the antinodal region in the 4-site cluster and overestimation of the nodal region in the 8-site cluster is consistent with the observed large \(T_c\) in the 4-site cluster and the absence of a transition in the 8-site cluster.

In order to reduce the DCA cluster shape and size dependence, we have recently introduced the DCA\(^+\) algorithm, which replaces the discontinuous DCA self-energy by a continuous self-energy. This improvement has been shown to nearly eliminate cluster shape dependencies and result in much better convergence of the self-energy as well as the pseudogap temperature with respect to the cluster size. In addition, the DCA\(^+\) algorithm significantly weakens the fermion sign problem and thus allows calculations on much larger clusters and interaction strengths and at lower temperatures.

In this paper, we extend the DCA\(^+\) framework to the two-particle level, to enable calculations of two-particle correlation functions and thus susceptibilities in order to determine possible phase transitions. In Section I, we will briefly review the DCA and DCA\(^+\) algorithms and present the DCA\(^+\) algorithm for calculating two-particle correlation functions with continuous momentum dependence. Then, in Sec. II, we first validate the new method by comparing DCA\(^+\) results for the superconducting transition in the doped attractive 2D Hubbard model, for which reliable finite size QMC results on large lattices are available in the literature. Then, we discuss new DCA\(^+\) results for the superconducting transition in the doped repulsive 2D Hubbard model for both weak and intermediate coupling regimes.

I. THEORY AND IMPLEMENTATION

In this section, we extend the DCA\(^+\) algorithm that was recently introduced for the single-particle level to the two-particle level. For completeness, we first review the DCA and DCA\(^+\) algorithms for the single-particle level and discuss the DCA formalism for the calculation of two-particle correlation functions. We then derive the DCA\(^+\) formalism for calculating two-particle quantities from the requirement of thermodynamic consistency, which ensures that quantities calculated from the two-particle Green’s function agree with those calculated from the single-particle Green’s function. Following this, we then present our algorithm for computing lattice vertex functions with continuous momentum dependence.

A. DCA and DCA\(^+\) algorithms for single-particle correlation functions

In the DCA\(^+\)\(^\text{III}\), a coarse-graining procedure is used to map the lattice problem of Eq. (1) onto a finite size quantum impurity cluster with \(N_c\) sites and periodic boundary conditions, embedded in a self-consistent mean-field. This coarse-graining procedure consists of averaging the lattice Greens-function over patches in the Brillouin zone, centered around the \(N_c\) cluster-momenta \(\vec{K}\). These patches are formally defined by the basis functions:\(^\text{III}\)

\[
\phi_{\vec{K}_i}(\vec{k}) = \begin{cases} 
1 & \forall j : |\vec{k} - \vec{K}_i| \leq |\vec{k} - \vec{K}_j| \\
0 & \exists j : |\vec{k} - \vec{K}_i| > |\vec{k} - \vec{K}_j| 
\end{cases}
\]
The main assumption in the DCA is that the lattice self-energy $\Sigma(\vec{k}, \omega_m)$ is only weakly $\vec{k}$ dependent and can therefore be expanded on the patches in terms of the functions $\phi_{\vec{K}}(\vec{k})$,

$$\Sigma(\vec{k}, \omega_m) = \sum_{\vec{K}} \Sigma_{\vec{K}}(\omega_m) \phi_{\vec{K}}(\vec{k}).$$

(4)

Here, the expansion coefficients $\Sigma_{\vec{K}}(\omega_m)$ depend only on the cluster momenta $\vec{K}$ and can therefore be calculated in the effective cluster problem. The DCA algorithm can then be summarized in a few essential steps. One starts with an initial guess for the lattice self-energy, which can be simply zero. Next, the Greens-function $G(\vec{k}, \omega_m) = (\omega_m + \epsilon_{\vec{k}} - \Sigma(\vec{k}, \omega_m))^{-1}$ is coarse-grained over the patches, i.e.,

$$\bar{G}_{\vec{K}}(\omega_m) = \frac{N_c}{V} \int d\vec{k} \phi_{\vec{K}}(\vec{k}) G(\vec{k}, \omega_m)$$

(5)

to obtain the coarse-grained Green’s function $\bar{G}_{\vec{K}}(\omega_m)$. The corresponding bare, or “cluster-excluded” Green’s function $G_{\vec{K}}^{ex}(\omega_m) = [G_{\vec{K}}^{-1}(\omega_m) + \Sigma_{\vec{K}}(\omega_m)]^{-1}$ together with the interaction term in the Hamiltonian then defines the effective cluster problem, which, after solution, provides a new estimate for the cluster self-energy $\Sigma_{\vec{K}}(\omega_m)$. This new estimate then provides a new parametrization of the lattice self-energy according to Eq. (4) in the next iteration. This process is repeated until the lattice self-energy is converged.

The expansion of $\Sigma(\vec{k}, \omega_m)$ in Eq. (4) in terms of the basis function $\phi_{\vec{K}}(\vec{k})$ leads to jump discontinuities between the patches. The DCA+ algorithm uses a different approximation in order to generate a self-energy with continuous $\vec{k}$-dependence. By multiplying Eq. (4) on both sides with $\phi_{\vec{K}}(\vec{k})$ and integrating over $\vec{k}$ in the first Brillouin zone, one can effectively invert Eq. (4) using the orthogonality of the basis functions, i.e.,

$$\Sigma_{\vec{K}}(\omega_m) = \frac{N_c}{V} \int d\vec{k} \phi_{\vec{K}}(\vec{k}) \Sigma(\vec{k}, \omega_m) \equiv \Sigma_{\vec{K}}(\omega_m).$$

(6)

This equation implicitly defines the lattice self-energy $\Sigma(\vec{k}, \omega_m)$ in the DCA+ algorithm, by stating that its coarse-grained result has to be equal to the cluster self-energy $\Sigma_{\vec{K}}(\omega_m)$. The procedure to generate, given the cluster self-energy $\Sigma_{\vec{K}}(\omega_m)$, a lattice self-energy $\Sigma(\vec{k}, \omega_m)$ with continuous and smooth $\vec{k}$-dependence is non-trivial and is typically accomplished in two consecutive steps, which involve an interpolation of $\Sigma_{\vec{K}}(\omega_m)$ and a subsequent deconvolution of Eq. (6). These steps are explained in detail in Ref.[1]

B. Two-particle correlation functions in the DCA

The calculation of two-particle correlation functions enables the determination of the leading correlations and possible instabilities in the system and the corresponding transition temperatures. In order to calculate these quantities in the DCA,[1] one first computes the cluster one- and two-particle Green’s functions (with the standard finite temperature definitions)

$$G_{c,\sigma}(X_1, X_2) = -(T_{\sigma} c_{\sigma}(X_1) c^\dagger_{\sigma}(X_2))$$

$$G_{c,\sigma_1...\sigma_4}(X_1, X_2; X_3, X_4) = -(T_{\sigma_1} c_{\sigma_1}(X_1) c_{\sigma_2}(X_2) \times c^\dagger_{\sigma_3}(X_3) c^\dagger_{\sigma_4}(X_4)).$$

(7)

Here, $X_\ell = (\vec{X}_\ell, \tau_\ell)$ where $\vec{X}_\ell$ is the magnetic site in the DCA cluster and $\tau_\ell$ is the imaginary time, $T_{\sigma}$ is the usual time-ordering operator, and $c_{\sigma}^{(j)}(X)$ destroys (creates) a particle on the cluster with spin $\sigma$. Fourier-transforming on both the space and time variables gives $G_{c}(K)$ and $G_{c}^{II}(K_1, K_2; K_3, K_4)$ with $K = (\vec{K}, i\omega_n, \tau)$.

Using these two quantities, one can then extract the irreducible cluster four-point vertex functions $\Gamma^c_\alpha(K_1, K_2; K_3, K_4)$. For example, in the particle-particle channel one has

$$G_{c,\ell_{1+1+1+1}}^{II}(K_1, -K_1 + Q, -K_2 + Q, K_2) =$$

$$\frac{T}{N_c} G_{c,\ell_{1+1+1+1}}(K_1, K_2; -K_1 + Q + K_2)$$

$$- G_{c,\ell_{1+1+1+1}}(K_1, K_2; -K_1 + Q, -K_3 + Q, K_3)$$

$$\times \Gamma_{c,\ell_{1+1+1+1}}^{pp}(K_1, -K_1 + Q, -K_3 + Q, -K_2 + Q, K_2),$$

(8)

which defines the irreducible particle-particle vertex

$$\Gamma_{c,\ell_{1+1+1+1}}^{pp}(K_1, -K_1 + Q, -K_2 + Q, K_2) \equiv \Gamma_{c,\ell_{1+1+1+1}}^{pp}(K_1, K_2)$$

(9)

for the cluster. Here, using momentum, energy and spin conservation, the dependence on 4 variables has been reduced to 3 variables with $Q = (\vec{Q}, \nu)$ with the transferred momentum $\vec{Q}$ and Bosonic Matsubara frequency $\nu$. Here we have dropped the spin indices to simplify the notation for the remainder of this section.

A similar expression is obtained in the particle-hole channels. Furthermore, because of the rotational invariance of the Hubbard model, it is convenient to separate the particle-particle channel into singlet and triplet and the particle-hole channel into a magnetic part which carries spin $S = 1$ and a charge density part which has $S = 0$.

In order to calculate the two-particle Green’s function of the bulk lattice problem, the DCA approximates the lattice irreducible vertex function for channel $\alpha$, $\Gamma_{Q}^{\alpha}(k_1, k_2)$, with the corresponding cluster quantity $\Gamma_{c,\ell_{1+1+1+1}}^{\alpha}(K_1, K_2)$, i.e.,

$$\Gamma_{Q}^{\alpha}(k_1, k_2) = \sum_{K_1, K_2} \phi_{\vec{K}_1}(\vec{k}_1) \Gamma_{c,\ell_{1+1+1+1}}^{\alpha}(K_1, K_2) \phi_{\vec{K}_2}(\vec{k}_2).$$

(10)

The Bethe-Salpeter equation for the lattice (same as Eq. (8) but with $G_{c}(K)$ and $\Gamma_{c,\ell_{1+1+1+1}}^{\alpha}(K_1, K_2)$ replaced by their lattice counterparts $G(k)$ and $\Gamma_{Q}^{\alpha}(k_1, k_2)$, respectively) is then used to determine the lattice four-point
correlation function $G^{(1)}_{Q}(k_1, k_2)$ and from a summation over $k_1$ and $k_2$ one can then determine various susceptibilities (see e.g. Ref.[12]). Here we use an alternative approach in order to determine the nature of the low energy correlations: Using $G(k)$ and $\Gamma^{(1)}_{Q}(k_1, k_2)$, we calculate the Bethe-Salpeter eigenvalues and eigenvectors\[10\]. For example, in the particle-particle channel with $Q = 0$

$$-\frac{T}{N} \sum_{k_2} \Gamma^{pp}(k_1, -k_1; -k_2, k_2) G_\uparrow(-k_2) G_\downarrow(k_2) c_\alpha(k_2)$$

$$= \lambda_\alpha c_\alpha(k_1). \quad (11)$$

with a similar equation for the particle-hole channels. Here the sum over $k_2$ denotes a sum over both momentum $\vec{k}_2$ and Matsubara $\omega_2$ variables. Instabilities of the system towards an ordered phase are signaled by an eigenvalue $\lambda_\alpha$ that crosses 1, and the momentum and frequency structure of the order parameter is reflected in the corresponding eigenvector $c_\alpha(k_2)$. Using the DCA approximation in Eq. (10) for the lattice vertex $\Gamma^{pp}$, one can then sum (coarse-grain) over the Green’s function legs to obtain an equation that only depends on coarse-grained and cluster quantities\[10\]

$$-\frac{T}{N_c} \sum_{k_2} \chi^{pp}_{\alpha}(K_1, -K_1; -K_2, K_2) \chi^{pp}_{\alpha}(K_2) c_\alpha(K_2)$$

$$= \lambda_\alpha c_\alpha(K_1). \quad (12)$$

with

$$\chi^{pp}_{\alpha}(K) = \int d\vec{k} \phi_{\vec{k}}(\vec{k}) G_\uparrow(-k) G_\downarrow(k). \quad (13)$$

While this reduces the complexity significantly, it also lowers the momentum resolution to the discrete set of cluster $\vec{K}$ momenta. Next we will discuss the DCA$^+$ extension to this formalism based on the computation of a lattice irreducible vertex $\Gamma^\alpha(k_1, k_2)$ with continuous momentum dependence in order to retain the full momentum resolution.

C. Thermodynamic consistency and the DCA$^+$ algorithm

As discussed in the previous section, in order to extend the DCA$^+$ algorithm to the two-particle level, one needs to determine irreducible vertex functions $\Gamma^\alpha(k_1, k_2)$ for channel $\alpha$ with continuous momentum dependence given the cluster vertex functions $\Gamma^\alpha_{\vec{K}}(K_1, K_2)$. Thermodynamic consistency in the Baym-Kadanoff sense\[13\] ensures that observables calculated from the single-particle Green’s function agree with those calculated from the two-particle Green’s function (or equivalently as derivatives of the lattice grand potential). In this sense, the relation between $\Gamma^\alpha(k_1, k_2)$ and $\Gamma^\alpha_{\vec{K}}(K_1, K_2)$ should be consistent with the DCA$^+$ relation on the single-particle level between the lattice self-energy $\Sigma(k)$ and the cluster self-energy $\Sigma_c(K)$. An algorithm is thermodynamically consistent if it is self-consistent and if the irreducible vertex functions are related to the self-energy according to

$$\Gamma^\alpha(k_1, k_2) = \frac{\delta \Sigma(k_1)}{\delta G(k_2)}. \quad (14)$$

Here $\alpha$ denotes the channel (particle-hole, spin $S = 0$ and $S = 1$, or particle-particle singlet or triplet) as well as transferred momentum $Q$ of the irreducible vertex corresponding to different combinations of $k_1 = (\vec{k}_1, \omega_1, \sigma_1)$ and $k_2 = (\vec{k}_2, \omega_2, \sigma_2)$. In order to satisfy thermodynamic consistency, one therefore has to find a continuous lattice irreducible vertex function $\Gamma^\alpha(k_1, k_2)$, which is related to the continuous DCA$^+$ lattice self-energy through Eq. (14). By multiplying this equation on both sides with $\phi_{\vec{K}_1}(k_1)$ and $\phi_{\vec{K}_2}(k_2)$, respectively, and integrating over $\vec{k}_1$ and $\vec{k}_2$, one obtains with Eq. (13)

$$\int d\vec{k}_1 d\vec{k}_2 \phi_{\vec{K}_1}(\vec{k}_1) \Gamma^\alpha(k_1, k_2) \phi_{\vec{K}_2}(\vec{k}_2)$$

$$= \int d\vec{k}_1 d\vec{k}_2 \phi_{\vec{K}_1}(\vec{k}_1) \frac{\delta \Sigma(k_1)}{\delta G(k_2)} \phi_{\vec{K}_2}(\vec{k}_2)$$

$$= \int d\vec{k}_2 \frac{\delta \Sigma(k_1)}{\delta G(k_2)} \phi_{\vec{K}_2}(\vec{k}_2)$$

$$= \sum_{\vec{k}_3} \int d\vec{k}_2 \frac{\delta \Sigma_{K_1}}{\delta G_{K_3}} \phi_{\vec{K}_3}(\vec{k}_2). \quad (15)$$

Then, by using the relations $\delta G_{K_3}/\delta G(k_2) = \phi_{\vec{K}_3}(\vec{k}_2)$ and $\int d\vec{k}_2 \phi_{\vec{K}_2}(\vec{k}_2) \phi_{\vec{K}_3}(\vec{k}_2) = \delta_{\vec{K}_3, \vec{K}_2}$ as well as the fact that $\delta \Sigma(\vec{k}_1)/\delta G_{\vec{K}_2}$ is equal to the cluster irreducible vertex $\Gamma^\alpha_{\vec{K}_1, \vec{K}_2}$, one finds that

$$\int d\vec{k}_1 d\vec{k}_2 \phi_{\vec{K}_1}(\vec{k}_1) \Gamma^\alpha(k_1, k_2) \phi_{\vec{K}_2}(\vec{k}_2) = \Gamma^\alpha_{\vec{K}_1, \vec{K}_2}. \quad (16)$$

In analogy to Eq. (3) for the single-particle self-energy, the DCA$^+$ lattice irreducible vertex function is thus related to its cluster analog through a coarse-graining relation. In the standard DCA algorithm, where $\Gamma^\alpha(k_1, k_2)$ is piecewise constant (see Eq. (10)), this requirement is trivially satisfied, but in the DCA$^+$ algorithm one wants to find a $\Gamma(k_1, k_2)$ with continuous momentum dependence and without jump discontinuities that satisfies Eq. (16). Assuming that Eq. (16) can be inverted to determine the lattice irreducible vertex $\Gamma^\alpha_{\vec{K}_1, \vec{K}_2}$, one can then solve the lattice Bethe-Salpeter equation in channel $\alpha$ to obtain the lattice two-particle Green’s function $G^{(1)}_{\alpha}(k_1, k_2)$, or equivalently, determine the eigenvalues and eigenvectors of the matrix $\Gamma^{(1)}_{\alpha}(k_1, k_2) \chi^{(1)}_{\alpha}(k_2)$. Here $\chi^{(1)}_{\alpha}(k_2) = G(k_2)G(-k_2 + Q)$ in the particle-particle channel and $G(k_2)G(k_2 + Q)$ in the particle-hole channels.

In the following section we will discuss a stable algorithm to solve the integral equation (16) for $\Gamma^\alpha(k_1, k_2)$. 


D. Calculation of the lattice-vertex $\Gamma^\alpha(\vec{k}_1, \vec{k}_2)$

The lattice self-energy $\Sigma(k)$ is obtained in the DCA\textsuperscript{+} through a consecutive interpolation and deconvolution of the cluster-self-energy $\Sigma^\beta_{\vec{K}}$. To maintain the similarity between the vertex and the self-energy, we will follow the same procedure in order to generate an estimate of the lattice vertex functions. To simplify the interpolation-process, we first decompose the cluster vertex into its singular value representation

$$\Gamma^\alpha(\vec{k}_1, \vec{k}_2) = \sum_i \sigma_i U_i(\vec{k}_1) V_i(\vec{k}_2).$$

(17)

In this separable representation, the cluster vertex functions are written as a sum over products of functions, which depend only on a single variable ($\vec{k}_1$ or $\vec{k}_2$). The singular value decomposition of the cluster vertex is motivated by two reasons: First, it simplifies the interpolation of the cluster vertex, because $U_i(\vec{k}_1)$ and $V_i(\vec{k}_2)$ are functions of just a single $\vec{k}$ and can be interpolated independently. Second, it is often the case that the singular vectors have very strong frequency dependence, but much weaker momentum dependence. This weak momentum dependence makes them ideal functions to interpolate with cubic splines, without the risk of introducing any numerical artefacts. The interpolated vertex-function $\tilde{\Gamma}$ can thus be written as

$$\tilde{\Gamma}^\alpha(k_1, k_2) = \sum_i \sigma_i U_i(k_1) V_i(k_2),$$

(18)

where $U_i(k_1)$ and $V_i(k_2)$ with $k_i = (\vec{k}_i, \omega_i)$ are cubic spline interpolations in momentum space of $U_i(K_1)$ and $V_i(K_2)$, respectively, with $K_i = (\vec{k}_i, \omega_i)$. In the following we drop the frequency arguments for simplicity.

Just as for the self-energy, we then generalize the coarse-graining in Eq. (16) to a convolution and expand the lattice vertex function into the same set of basis-functions $\{B\}$ that is used for the lattice self-energy\textsuperscript{12}. If cubic Hermite splines\textsuperscript{13} are used as basis-functions, the continuous lattice vertex function can be expanded as follows

$$\Gamma^\alpha(k, k') = \sum_{i,j} B_{\omega}(\vec{k} - \vec{k}_i) \gamma^\alpha(k_i, k_j) B'_{\omega}(\vec{k}' - \vec{k}_j).$$

(19)

Here, the vectors $k_i$ span a fine rectangular grid that covers the whole Brillouin zone. Using the explicit expansion in Eq. (19), one can rewrite Eq. (16) as a matrix-equation,

$$\tilde{\Gamma}^\alpha(k, k') = \sum_{\vec{k}_1, \vec{k}_2} \Phi(\vec{k}, \vec{k}_1) \gamma^\alpha(k_1, k_2) \Phi(k', \vec{k}_2)$$

(20)

$$\Phi_{\omega}(\vec{k}_1, \vec{k}_2) = \int d\vec{k} \phi_{\omega}(\vec{k}_1 - \vec{k}) B_{\omega}(\vec{k} - \vec{k}_2)$$

Using a singular value decomposition of the matrix $\Phi$,

$$\Phi_{\omega} = \sum_i \sigma_i^\omega U_i^\Phi(\vec{k}_1) V_i^\Phi(\vec{k}_2),$$

(21)

(note that all quantities on the right carry an implicit $\omega$-dependence) we can formally invert Eq. (20) and obtain an explicit formula for the lattice-vertex $\tilde{\Gamma}$

$$\tilde{\Gamma}^\alpha(k, k') = \sum_i \sigma_i \tilde{u}_i(k) \tilde{v}_i(k'),$$

(22)

$$\tilde{u}_i(\vec{k}) = \sum_j v_j^\Phi(\vec{k}) \frac{\langle u_j^\Phi(\vec{k}), U_i(\vec{k}) \rangle}{\sigma_j^\omega},$$

$$\tilde{v}_i(\vec{k}) = \sum_j \frac{\langle V_i(\vec{k}), v_j^\Phi(\vec{k}) \rangle}{\sigma_j^\omega} u_j^\Phi(\vec{k}).$$

Here, $\langle a, b \rangle$ represents the usual dot-product between the vectors $a$ and $b$. Similar to what was seen on the single-particle level in Ref\textsuperscript{12} (see Figs. 12 and 14), we generally find that the singular values of the $\Phi$-matrix decay rapidly. Just as in the case of the self-energy, the lattice mapping for the vertex can only be performed if the expansion coefficients $\langle u_j^\Phi(\vec{k}), U_i(\vec{k}) \rangle$ and $\langle V_i(\vec{k}), v_j^\Phi(\vec{k}) \rangle$ decay faster than the singular values. For numerical reasons, we generally impose an upper bound to the inverse of singular values. Due to the numerical noise of the Monte Carlo integration, the expansion coefficients $\langle u_j^\Phi(\vec{k}), U_i(\vec{k}) \rangle$ and $\langle V_i(\vec{k}), v_j^\Phi(\vec{k}) \rangle$ will become small, but never really zero. As a consequence, we convert $1/\sigma^\omega$ to the value $\min\{1/\epsilon, 1/\sigma^\omega\}$, where $\epsilon$ is a small number. In this way, we take all components into account but assure that they don’t diverge due to numerical inconsistencies.

II. PHASE TRANSITIONS IN THE 2D ATTRACTIVE AND REPULSIVE HUBBARD MODELS

The DCA\textsuperscript{+} algorithm was previously applied\textsuperscript{10} to study the self-energy and pseudogap temperature in the doped 2D repulsive Hubbard model. Here we use the new DCA\textsuperscript{+} two-particle formalism discussed in the previous section to determine transition temperatures in both the attractive and repulsive Hubbard models.

In order to validate the DCA\textsuperscript{+} two-particle framework, we will study the attractive Hubbard model and calculate the superconducting (s-wave) transition temperature for various electron densities. When doped away from half-filling, this model has a finite temperature Kosterlitz-Thouless (KT) superconducting transition with a singlet s-wave order parameter (see e.g. Ref\textsuperscript{10}). This model does not have a fermion sign problem, so that accurate results for the KT transition temperature $T_{KT}$ have been obtained from large cluster QMC calculations\textsuperscript{17}, which we will use to validate the new algorithm.
The 2D repulsive Hubbard model has been investigated extensively because of its relevance to the cuprate high-temperature superconductors, but the minus sign problem of the doped model has made it difficult to address the question of whether this model supports a d-wave superconducting state at high temperatures. Variational Monte Carlo (VMC) studies\textsuperscript{13} tend to find a superconducting phase only for couplings $U \gtrsim 6$, while calculations based on cluster dynamic mean field theory generally find a transition to a superconducting state also for the weak-coupling $U \sim 4t$ regime.\textsuperscript{8} For this interaction strength, previous DCA calculations\textsuperscript{8,9} at a filling of $(n) = 0.9$ have found a transition at $T_c \approx 0.023t$. But the largest cluster that could be reached for these parameters had only 26 sites and the results were not converged due to the notorious cluster shape dependence of results computed with the standard DCA. Here, in light of the discrepancy with the VMC results, we will re-investigate this parameter regime using the DCA$^+$ algorithm. In particular we will show that its reduced minus sign problem and cluster shape dependence allows us to reach a regime with asymptotic convergence, in which the results for $T_c$ can be fitted with the expected Kosterlitz-Thouless behavior.

Finally, we will discuss DCA$^+$ calculations for an intermediate coupling strength of $U = 7t$, which is relevant for the cuprates. First, we will study the half-filled 2D model which has an antiferromagnetic ground state at $T = 0$ but is paramagnetic at $T > 0$ because of the Mermin-Wagner theorem. Due to the mean-field character of the DCA and DCA$^+$, these techniques predict a finite temperature transition. We will show, however, that the transition temperature computed with DCA$^+$ decreases logarithmically with linear cluster size, consistent with the Mermin-Wagner theorem as seen before with DCA calculations.\textsuperscript{8} Then we will study the 10% doped model, for which previous DCA calculations could not reach $T_c$ for clusters larger than 12 sites. We will show that the DCA$^+$ algorithm allows us to access $T_c$ in clusters as large as 28 sites, for which asymptotic convergence is reached and $T_c$ can be reliably predicted.

### A. 2D attractive Hubbard model

The attractive Hubbard model has been studied extensively\textsuperscript{16,17,19,21} over the past three decades. Following the discovery of the high-temperature cuprates, this nontrivial toy-model has been used to shed light on the formation of Cooper pairs and other exotic states of matter which arise from the correlation between electrons. As this model does not suffer from a fermionic sign problem, large clusters can be accessed with QMC and the phase diagram can be obtained accurately through a finite size scaling procedure. The aim in this section is to validate the DCA$^+$ framework by reproducing the temperature versus doping phase-diagram of the attractive Hubbard model with an interaction of $U = -4$. This model has been studied in detail by Paiva et al.\textsuperscript{17} using finite size determinantal QMC calculations\textsuperscript{22,23} of large clusters for which accurate results for $T_c$ were obtained.

We will use two complementary procedures to determine the exact (infinite cluster size) KT transition temperature $T_{KT}$: (1) We will use the same finite size scaling analysis of the cluster s-wave pair-field susceptibility that was used in Ref.\textsuperscript{17}. This procedure avoids the determination of the lattice vertex function through interpolation and deconvolution of the cluster vertex function. (2) We will determine the superconducting transition tempera-
ture \( T_c(N_c) \) for a given cluster size \( N_c \) by calculating the leading eigenvalue of the lattice Bethe-Salpeter equation in Eq. (11) as outlined in Section I C, and then obtain an estimate for \( T_{KT} \) by fitting \( T_c(N_c) \) with the expected KT form. We will show that both procedures result in the same estimate for \( T_{KT} \).

We start with a finite size scaling analysis of the s-wave cluster pair-field susceptibility

\[
P_s = \int_0^\beta d\tau \langle \Delta^\dagger(\tau)\Delta(0) \rangle \tag{23}
\]

with

\[
\Delta^\dagger = \frac{1}{\sqrt{N_c}} \sum_K c^\dagger_{K\uparrow} c^\dagger_{K\downarrow}, \tag{24}
\]

Note that \( P_s \) can be obtained directly from the \( Q = 0 \) cluster two-particle Green’s function in the particle-particle channel, \( G_{\uparrow\downarrow\uparrow\downarrow}(K, K') \) (see Eq. (7)), as

\[
P_s = \frac{T^2}{N_c} \sum_{K, K'} G_{\uparrow\downarrow\uparrow\downarrow}(K, K') \tag{25}
\]

where the sum over \( K \) (and \( K' \)) implicitly contains a sum over momenta \( \vec{K} \) and Matsubara frequencies \( \omega \).

If one assumes that the transition to the superconducting phase takes place when the correlation length reaches the linear cluster size \( L_c = \sqrt{N_c} \), one expects from finite size scaling for a Kosterlitz-Thouless transition that

\[
N_c \rightarrow \infty. \tag{26}
\]

In Fig. 2 we have plotted the best data-collapse for this equation at 50% doping. The critical temperature \( T_{KT} = 0.13 \) obtained by the data-collapse is equal to the value obtained by Paiva et al. We believe that the discrepancy on the parameter \( \alpha \) (0.3 versus 0.1) can most likely be attributed to the mean-field character of the DCA+ algorithm.

Next, we use the new DCA+ two-particle formalism described in Section I C to calculate the lattice irreducible vertex in the particle-particle channel, \( \Gamma^{pp}(k, k') \), with continuous momentum dependence. We then compute the leading eigenvalue \( \lambda_c(T) \) (the corresponding eigenvector has s-wave symmetry) of the pairing matrix \( T^{pp} \chi^0 \) that enters the lattice Bethe-Salpeter equation (see Eq. (11)). This allows us to determine the transition temperature \( T_c(N_c) \) for a given cluster size \( N_c \) from \( \lambda_c(T_c(N_c)) = 1 \). The exact infinite size cluster result \( T_c(N_c \rightarrow \infty) \equiv T_{KT} \) is then obtained from fitting the \( T_c(N_c) \) data with the expected KT behavior:

\[
T_c(N_c) = T_{KT} + \frac{A}{[B + \log(\sqrt{N_c})]^2}. \tag{27}
\]

As one sees from the inset of Fig. 3, the fits of the data for electron densities \( \langle n \rangle = 0.1, 0.5 \) and 0.8 with the form in Eq. (27) are excellent. The resulting estimates for \( T_{KT}(\langle n \rangle) \) are shown as symbols in the main figure. The error bars are obtained by omitting each data-point once in the corresponding \( T_c(N_c) \) curves, which results in 6 different estimates for \( T_{KT} \) for each density and thus the standard deviation represented by the error bars. One sees that the obtained transition temperatures lie within the error-bars of Paiva et al. (red dashed lines in Fig. 2).

From these results we can draw two important conclusions: First, the transition temperature we obtain from the data-collapse of the cluster-susceptibility is in excellent agreement with the transition temperature obtained from the lattice Bethe-Salpeter equation. The first procedure is based entirely on the two-particle cluster Greens function and thus does not involve the new procedure for determining the lattice irreducible vertex, while the second method uses the new DCA+ two-particle framework (inversion of Eq. (16) for the lattice vertex. This provides evidence that the algorithm we use to invert the coarse-graining of the lattice vertex in Eq. (16) provides accurate estimates of transition temperatures for a given cluster size \( N_c \), which lead to the same infinite cluster size limit as the results obtained from finite size scaling of the cluster susceptibility. Second, the DCA+ calculations reproduce the temperature versus doping phase-diagram of the attractive Hubbard model with an interaction of \( U/t = -4 \) previously determined by Paiva et al. From this we conclude that the DCA+ algorithm provides a reliable way to accurately determine phase transition temperatures.

### B. 2D repulsive Hubbard model

We will start the DCA+ study of the 2D repulsive Hubbard model by re-investigating d-wave superconductivity in the weak-coupling \( U = 4t \) regime for which previous DCA calculations are available. We will then move on to the intermediate-coupling \( U = 7t \) regime, which has been difficult to access with standard DCA. In particular, we will show results for antiferromagnetism at half-filling and d-wave superconductivity in the doped model.

#### 1. Superconductivity at weak coupling

As for the attractive model, we calculate the temperature dependence of the leading eigenvalues and eigenvectors of the pairing matrix \( T^{pp} \chi^0 \) that enters the lattice Bethe-Salpeter equation for different cluster sizes. At low temperatures, the leading eigenvector has d-wave symmetry. In Fig. 4 we show DCA+ results for the leading d-wave eigenvalue \( \lambda_d(T) \) versus temperature for cluster sizes ranging from 16 to 52 sites for \( U = 4t \) and \( \langle n \rangle = 0.9 \). One sees that \( \lambda_d(T) \) monotonically increases with decreasing temperature and eventually crosses one, which defines the transition temperature for a given cluster size. For the smallest cluster sizes \( N_c < 36 \), one also sees that at a fixed temperature, \( \lambda_d \) increases monoton-
Physically with cluster size, as does $T_c$. We believe that in this regime of large $N_c$ dependence, the superconducting coherence length is larger than the cluster so that spatial phase fluctuations are neglected. Since pairs are correlated over longer distances than those within the cluster size, increasing the cluster size takes into account longer-ranged pair-field correlations and therefore $\lambda_d(T)$ and also $T_c$ increase with $N_c$. This is similar to what one sees in finite size calculations for the cluster pair-field correlations, which increase monotonically with cluster size (see e.g. Fig. 1 in Ref. 22).

In order to show the $N_c$ dependence of $T_c$ more clearly, we plot in Fig. 4 $T_c$ versus $N_c$ as determined from $\lambda_d(T_c) = 1$ (black circles) together with the previous DCA results (red squares). Here one clearly observes the monotonic rise of $T_c(N_c)$ of the DCA$^+$ results for $N_c < 36$. The previous DCA calculations were also able to cover most of this range in $N_c$, although the results for $T_c$ were much more erratic as can be seen from the red squares. With the new DCA$^+$ data, it now becomes clear that the cluster sizes that could be accessed with the DCA are in a regime where the coherence length is larger than the largest length scale covered by the clusters. The DCA$^+$ algorithm, however, due to the larger average QMC sign, can go to significantly larger cluster sizes. Most importantly, it can access a regime in which $T_c(N_c)$ appears to remain roughly constant with $N_c$ or just weakly decreases. We believe that in this regime, the linear cluster sizes are larger than the coherence length. In this case, just as we have found for the attractive model in Sec. II A, $T_c$ should display a weak logarithmic decrease with cluster size according to the KT scaling behavior in Eq. (27) since spatial phase fluctuations are increasingly taken into account.

Although the range of cluster sizes for which this behavior is observed is very small ($36 < N_c < 56$) and finite size scaling therefore difficult, it is interesting to see whether these results are consistent with the KT scaling behavior in Eq. (27) and whether one can extract an infinite cluster size limit $T_c(N_c \to \infty) \equiv T_{KT}$. To this end we first need to determine error bars for $T_c(N_c)$. There are two sources of errors in the DCA$^+$ (as in the DCA) algorithm: (1) The statistical error arising from the Monte Carlo sampling, and (2) the error associated with differences in the results from different cluster shapes. While the cluster shape dependence is significantly reduced in the DCA$^+$, we still assume that the statistical Monte Carlo error is smaller than the spread in results arising from different cluster shapes. Thus, for each cluster size $N_c$, we calculate $T_c$ for four different cluster shapes. The mean and standard deviation of these results is shown in Fig. 6 as circles and dashed lines. For this calculation, we have used a very small deconvolution cut-off $\sigma_\Phi = 0.1$ (typically we use $\sigma_\Phi = 0.5$), which amplifies the cluster-shape dependence to a great extent. In order to obtain an estimate for $T_{KT}$ and its error, we now generate for each cluster size a Gaussian distribution of 10000 transition temperatures around the mean and within the confidence interval. For each of this generated set of transition temperatures, we perform a fit with Eq. (27) in order to obtain an estimate for $T_{KT}$. This results in a distribution of $T_{KT}$, which we show in the inset of Fig. 6. From a Gaussian fit of this distribution we obtain a mean of $T_{KT} = 0.0199 \pm 0.0019$. The average fit to the data is shown in Fig. 6 by the red line.

As mentioned before and demonstrated in Fig. 5 the reduced cluster shape dependence of the DCA$^+$ in con-
We start our investigation of the intermediate coupling regime \( U = 4t \) by studying magnetism in the half-filled model, which is known to become antiferromagnetic at \( T = 0 \). Mean-field methods such as the DMFT or DCA, however, due to their mean-field character at a finite cluster size, find an antiferromagnetic state at a temperature however, due to their mean-field character at a finite cluster size, find an antiferromagnetic state at a temperature \( \mathcal{T} = 0 \). Mean-field methods such as the DMFT or DCA, which is known to become antiferromagnetic at \( \mathcal{T} = 0 \), provide another interesting test-bed to examine the cluster-size dependence of the DCA + algorithm.

In two dimensions, the antiferromagnetic correlation length develops exponentially as the temperature is lowered, i.e. \( \xi \sim \alpha \exp(\gamma/T) \). Then, by assuming that a

\[
\xi(\mathcal{T}) = \xi(\mathcal{T} = 0) \exp(\gamma \mathcal{T}/T)
\]

transition occurs when the correlation length becomes equal to the linear cluster \( L_c = \sqrt{N_c} \) at \( T = T_N(N_c) \), one obtains

\[
\sqrt{N_c} \approx L_c \approx \alpha e^{\gamma/T_N} \rightarrow T_N(N_c) \approx \gamma \log(\alpha^{-1} \sqrt{N_c}).
\]

The weak momentum dependence of \( \Phi(\vec{k}, \omega) \) indicates that the effective interaction giving rise to the antiferromagnetic state is local. And its frequency dependence reflects a mostly instantaneous interaction which also has a retarded component for this strength of the Coulomb interaction.

We now turn to the doped model at \( U = 7t \) and study the superconducting transition for a filling of \( \langle n \rangle = 0.9 \). For these parameters, the standard DCA algorithm can only access clusters as large as 12 sites because of the fermion sign problem. The DCA + algorithm, however, significantly delays the sign problem and allows us to access clusters as large as 28 sites.

Fig. 7 shows the DCA + results for the Neél temperature \( T_N \) versus cluster-size for \( U/t = 7 \) at half-filling. The red curve shows the logarithmic decay of the Neél temperature according to Eq. (28).

Fig. 6. DCA + results for \( T_c \) versus cluster size \( N_c \) in the 2D Hubbard model with \( U = 4t \) and \( \langle n \rangle = 0.9 \). The symbols indicate the mean and the error bars the standard deviation of \( T_c \) of four different cluster shapes with the same \( N_c \). The red line shows the average fit of the Kosterlitz Thouless scaling law, Eq. (27). Inset: By generating random transition temperatures for a give \( N_c \), which are Gaussian distributed around the mean value and lie within the standard-deviation, we generate a distribution function for \( T_c^{KT} \). This distribution is then used to obtain an estimate for the lattice transition temperature \( T_c^{KT}(N_c = \infty) = 0.0199 \pm 0.002 \).
FIG. 8. Frequency and momentum dependence of the leading eigenvector in the spin $S = 1$ particle-hole channel for $U/t = 7$, $N_c = 144$ at half-filling for a temperature close to $T_N(N_c)$. The inset shows the momentum dependence of $\Phi(\vec{k}, \pi T)$ along the diagonal from $\vec{k} = (0, \pi)$ to $(\pi, 0)$.

The weak coupling $U/t = 4$ case, one observes a small cluster regime in which $T_c$ increases with $N_c$, followed by a regime where $T_c(N_c)$ appears approximately constant. Interestingly, the second regime of constant $T_c$ is reached already for a significantly smaller cluster size than for the weak coupling case. From this we estimate the coherence length $\xi$ the weak coupling case. From this we estimate the coherence length decreases with increasing interaction strength $U$.

The $\vec{k}$ dependence of the leading $d$-wave eigenvector $\Phi(\vec{k}, \alpha \vec{\tau}_0 = \pi T)$ obtained for the $N_c = 28$ site cluster is plotted in Fig. 10. Its $d$-wave $\cos k_x - \cos k_y$ structure is obvious from this plot. A detailed analysis of the contribution of higher $d$-wave harmonics will be published elsewhere. The $\alpha$ dependence of $\Phi(\vec{k}, \alpha)$ reflects the frequency dependence of the pairing interaction [10] and is shown for $\vec{k} = (\pi, 0)$ in the inset. From this one sees that $\Phi(\vec{k}, \alpha)$ falls off with $\alpha$ on a scale set by $J = 4t^2/U \approx 0.57$. This reflects a retarded pairing interaction with similar dynamics as the spin-fluctuation [10] tendencies and the fermion sign problem of the underlying QMC solver. The DCA$^+$ two-particle framework is derived from the requirement of thermodynamic consistency, which assures that quantities calculated from the two-particle Green’s functions are identical to those calculated from the single-particle Green’s function. We have shown that this requirement is satisfied if the coarse-grained vertex function $\Gamma^\alpha(K, K') = \int d\vec{k}d\vec{k}' \phi_R(\vec{k})\Gamma^\alpha(k, k')\phi_R(\vec{k}')$ is equal to the corresponding vertex function calculated on the cluster, $\Gamma^\alpha_c(K, K')$.
This is analogous to the DCA$^+$ constraint on the single-particle level, which requires the coarse-grained self-energy $\Sigma(K) = \int d{k} \phi_{K}(k)\Sigma(k)$ to be equal to the cluster self-energy $\Sigma_c(K)$. We have then presented a procedure to determine the lattice vertex function $G^\alpha(k,k')$ from the cluster vertex function $G_c^\alpha(K,K')$ through inversion of the constraint. This procedure consists of a singular value decomposition of the cluster vertex $G_c^\alpha(K,K')$, followed by an interpolation of the singular vectors and a subsequent deconvolution of the interpolated cluster vertex.

We have validated the DCA$^+$ two-particle framework using the 2D attractive Hubbard model, for which previous large scale finite size QMC results are available. We have determined the s-wave superconducting transition temperature $T_{\text{KT}}$ in the doped model using two complementary procedures: (1) Using a data-collapse of the s-wave cluster pair-field susceptibility and (2) using the lattice irreducible particle-particle vertex computed with the new framework to determine the leading eigenvalue of the Bethe-Salpeter equation. Both methods employed a Kosterlitz-Thouless scaling behavior to determine the exact infinite cluster size result $T_{\text{KT}}$ and were shown to give identical results for $T_{\text{KT}}$. Moreover, the DCA$^+$ results were shown to confirm the earlier finite size QMC results.

We then presented calculations for the 2D repulsive Hubbard model, for both the weak coupling $U = 4t$ and intermediate $U = 7t$ regimes. For $U = 4t$, we have found that the DCA$^+$ significantly improves upon earlier DCA calculations of the superconducting d-wave $T_c$ in the doped model with $\langle n \rangle = 0.9$. While the DCA calculations could only access cluster sizes up to 26 sites and gave results with erratic cluster size dependence, the DCA$^+$ calculations can access cluster sizes up to 56 sites and the cluster size dependence is systematic: For small clusters, $T_c$ increases systematically with cluster size, while for larger clusters it decreases weakly consistent with Kosterlitz-Thouless behavior. By scaling to infinite cluster size we were able to estimate $T_{\text{KT}} = 0.0199 \pm 0.0020$ for $U = 4t$. Furthermore, we have argued that the change in the cluster size dependence happens when the linear cluster size becomes of the order of the superconducting coherence length $\xi$. From this we estimate $\xi \sim 6$ lattice spacings for $U = 4t$ and $\langle n \rangle = 0.9$.

For $U = 7t$ and $\langle n \rangle = 0.9$, we were able to access clusters up to 28 sites, a significant improvement over the maximum DCA cluster size of only 12 sites. As for the weak coupling regime, the DCA$^+$ results display systematic behavior as a function of cluster size. For clusters larger than 12 sites, $T_c$ appears to saturate at a value of $T_c \sim 0.053$, i.e. significantly larger than our estimate of $T_c$ for $U = 4t$, and from the cluster size dependence we estimate a coherence length $\xi \sim 3.5$ lattice spacings for $U = 7t$ and $\langle n \rangle = 0.9$. The leading eigenvector of the particle-particle Bethe-Salpeter equation close to $T_c$ is shown to follow a $d_{x^2-y^2} \cos k_x - \cos k_y$ dependence and its frequency dependence indicates a pairing interaction that is retarded on a scale set by the exchange energy $J = 4t^2/U$.

In summary, we have shown that the DCA$^+$ algorithm provides a significant improvement over the DCA approach in the calculation of two-particle properties and the determination of phase instabilities. The reduced fermion sign problem and improved cluster shape and size dependence allows us to access significantly larger clusters at lower temperatures and larger interaction strengths and provides results with systematic cluster size dependence. This enables the reliable extraction of transition temperatures by scaling the results to infinite cluster size and thus facilitates an accurate study of the full temperature versus doping phase diagram of the 2D Hubbard model for realistic parameters relevant to the cuprates.
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The set of basis-functions $\{B\}$ can be freely chosen, since the DCA$^+$ is not dependent on the choice of the basis-functions. In this paper, we have used cubic Hermite splines.\textsuperscript{15}
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