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Abstract

In this paper, we present an efficient semi-automatic method for annotating English phrasal verbs on the OntoNotes corpus. Our method first constructs a phrasal verb dictionary based on Wiktionary, then annotates each candidate example on the corpus as an either a phrasal verb usage or a literal one. For efficient annotation, we use the dependency structure of a sentence to filter out highly plausible positive and negative cases, resulting in a drastic reduction of annotation cost. We also show that a naive binary classification achieves better MWE identification performance than rule-based and sequence-labeling methods.

1 Introduction

Multiword Expressions (MWEs) are roughly defined as those that have “idiosyncratic interpretations that cross word boundaries (or spaces)” (Sag et al., 2001). Vocabulary sizes of single words and MWEs have roughly the same size, thus MWE identification is a crucial issue for deep analysis of natural language text. Indeed, it has been shown in the literature that MWE identification helps various NLP applications, such as information retrieval, machine translation, and syntactic parsing (Newman et al., 2012; Ghoneim and Diab, 2013; Nivre and Nilsson, 2004). Since huge cost is necessary for annotation, there are few corpora that are sufficiently annotated for English MWEs. Schneider et al. (2014b) constructed an MWE-annotated corpus on English Web Treebank, and proposed a sequential labeling method for MWE identification. However, they tried to manually cover the types of comprehensive MWEs, and the number of instances for each MWE was very limited.

In this paper, we propose an efficient annotation method for separable MWEs appearing in a syntactic annotated corpus like the OntoNotes corpus. Although most of natural languages generally have a separable MWEs, an effort for separable MWE annotation is extremely limited. Therefore, we believe that constructing a large-scale corpus for separable MWEs is useful to develop and compare techniques of MWE identification. We especially focus on phrasal verbs that are a majority of separable MWEs, and propose an efficient method for phrasal verb annotation. To efficiently identify MWE usages, we exploit dependency structures on OntoNotes 1. We also report experiments on MWE identification based on a binary classification, and show that it achieves better performance than rule-based and sequence-labeling methods. Further, we explore effective features for achieving high performance on the MWE identification task.

Our contributions are summarized as follows: (1)

1We use English OntoNotes corpus converted into the Stanford Dependency annotation format.
We propose an efficient semi-automatic method for annotating phrasal verbs on OntoNotes. (2) We show that SVM-based naive classification is sufficient for accurate MWE identification. We also investigate effective features for MWE identification.

2 Related Work

MWEs can be roughly divided into two categories, separable and non-separable (or fixed) MWEs. Previous work annotated fixed MWEs on Penn Treebank, where they used syntactic trees of Penn Treebank and an MWE dictionary that is extracted from Wiktionary (Shigeto et al., 2013). In Schneider et al. (2014b), they annotated all types of MWEs on English Web Treebank completely by hand. Afterward, they added to supersenses, which mean coarse-grained semantic classes of lexical units (Schneider and Smith, 2015).

In MWE identification tasks, previous work integrated MWE recognition into POS tagging (Constant and Sigogne, 2011). An MWE identification method using Conditional Random Fields was also presented together with the data set (Shigeto et al., 2013). A joint model of MWE identification and constituency parsing was proposed (Constant et al., 2012). They allocated IOB\textsuperscript{2} tags to MWEs and used MWEs as special features when reranking the parse tree. However, it is difficult for these methods to detect discontinuous MWEs.

In contrast, as for methods that can handle separable MWEs, Boukobza and Rappoport (2009) tackled MWE detection on specific MWE types with a binary classification method. In a framework of a sequential labeling method for MWE detection, a new IOB tag scheme, which is augmented to capture discontinuous MWEs and distinguish strong MWEs from week MWEs, was presented (Schneider et al., 2014a). Here strong MWEs indicate the expression which has strong idiomaticity, and week one indicate the expression which is to more likely to be a compositional phrase or collocation. Additionally, words between components of MWEs are called gaps, and the sequential labeling method that allocates IOB tags even to discontinuous sequences. This model is capable of capturing unknown MWEs, but it is difficult to detect new expressions with high accuracy.

3 Corpus Annotation

In this section, we present our annotation scheme for phrasal verbs. Our scheme mainly consists of three steps: acquisition of phrasal verbs, identification of phrasal verb occurrences on OntoNotes, and semi-automatic MWE classification with our heuristic rules.

3.1 Acquisition of Phrasal Verbs

First, we extract phrasal verb candidates from the English part of Wiktionary\textsuperscript{3}. In particular, we parse a dump data of Wiktionary and extract verb entries that are composed of two or more words. We also collect phrasal verb candidates from the Web. For each MWE candidate, we manually check if they actually function as a phrasal verb. Moreover, we manually annotate whether their candidates are “separable” or “inseparable” and whether they are “transitive” or “intransitive”. By “separable”, we mean an object noun phrase can intervene between the main verb and a particle (e.g. look the tower up). Note that separable phrasal verbs do not always have an intervening object and also that inseparable phrasal verbs can be intervened by an adverb (e.g. consist largely of).

\textsuperscript{2}I, O and B indicate Inside, Outside and Begin in a chunk respectively.

\textsuperscript{3}https://en.wiktionary.org/
### Table 2: Statistics in phrasal verb annotation

| Annotation type     | # instances |
|---------------------|-------------|
| manual annotations  | 4022        |
| automatic annotations| 18574  |
| **Total**           | **22596**   |

### Table 3: Annotation rules for phrasal verb candidates.
(In this table, “p” is positive, “n” is negative, “m” means manual annotation.)

| direct dependency or not | dependency label | label |
|--------------------------|------------------|-------|
| True                     | *                | *     |
| False                    | *                | *     |
| True                     | True             | prep  | p    |
| False                    | True             | prep  | m    |
| True                     | False            | prep  | m    |
| False                    | False            | prep  | n    |
| True                     | *                | other | m    |
| False                    | *                | other | n    |

### 3.2 Identification of Phrasal Verb Occurrences in OntoNotes

Second, we retrieve all possible occurrences of phrasal verbs in OntoNotes. Here, we convert a surface word into a lemma form using Python-NLTK\(^4\), then match the phrasal verb candidates with lemmatized words in OntoNotes. We regard this matching pattern as an instance. In Figure 1, instances (a) and (b) are positive instances where they are used as phrasal verbs. On the other hand, (c) is a negative instance where “go over” is not used as a phrasal verb but is used in the literal meaning. We extract discontinuous patterns as well since phrasal verbs have a potential of appearing discontinuously.

### 3.3 Semi-Automatic Annotation

Third, we check each instance whether it is used as a positive case or a negative one. Since it is too costly to check all instances manually, we propose to make use of dependency structures on OntoNotes to perform semi-automatic annotation. Indeed, we use the Stanford dependency converted from phrase structure trees on OntoNotes corpus. For each possible instance of a phrasal verb, we use the following relation between the verb and the particle that comprise the phrasal verb candidate: whether the verb and the particle appear adjacently or not and whether the verb and the particle have direct dependency or not, and if so the label of the dependency.

Table 3 shows the whole annotation rules. In these rules, we especially focus on the dependency labels \(\text{prt}\) and \(\text{prep}\) in Stanford dependency (de Marneffe and Manning, 2008). The \(\text{prt}\) label, which directly connects a verb and a particle, may indicate the usage of a phrasal verb, and the \(\text{prep}\) label indicates a modifier to a verb as a prepositional phrase. Thus, we assume instances which have a direct \(\text{prt}\) dependency as positive instances. In the case of \(\text{prep}\), there is a possibility of phrasal verbs or not. However, we assume instances which are adjacent, have a direct \(\text{prep}\) relation, and exist in our MWE lexicon as positive instances. If an instance is either not adjacent or having no direct relation with its particle or preposition, we put it for a candidate of manual checking. In this way, we have constructed annotation rules for MWE making full use of syntactic information.

For example, the instance of “break down” in Figure 2 has a direct relation with label \(\text{prt}\), thus the first rule in Table 3 is applied. However, there are overlapping ambiguities that are not covered by these rules. For example, an instance “catch up with” can be labeled as positive, but another instance “catch up” of the part of “catch up with”, may also be labeled as positive. When such an ambiguity oc-

\(^4\)http://www.nltk.org/
curred, we manually checked their instances. As a result of annotation rules, we could reduce the cost of manual annotation considerably as shown in Table 2.

After annotating phrasal verbs on OntoNotes, we merge our annotation with the fixed MWE annotations done by (Shigeto et al., 2013). However, similar overlapping ambiguities have been generated again in this time (s.t. “get out of” and “out of”), we also manually eliminate these ambiguities.

In Table 4, we show statistics about our constructed corpus after merging. In total, 54381 instances are extracted from the 37015 sentences on OntoNotes.

4 Evaluation of Annotation Rule

In order to evaluate our annotation method, we also validate it on English Web Treebank annotated by (Schneider et al., 2014b). We first apply our method to English Web Treebank, then evaluate the quality of automatic annotation between automatically-annotated positive instances and gold MWEs on English Web Treebank. However, there is a large difference between both MWE candidates since annotators (the dictionary-based rule method and human) and domains of two corpora are different. In view of this, we evaluate only common phrasal verbs between two corpora.

In Table 5 we show the results of evaluating annotation rules. We obtain a sufficient recall, but the precision is lower than we expected. However, we consider this is unavoidable because annotators and domains are different as we have described previously.

Table 4: Corpus statistics of MWEs.

| # instances |
|-------------|
| positive instances 13214 |
| negative instances 41167 |
| Total 54381 |

Table 5: Evaluation of annotation rules.

| Precision | Recall | F-value |
|-----------|--------|---------|
| 62.72 | 82.60 | 71.30 |

Table 6: The Feature list. W, G are the position list of the target MWEs to detect and of gaps. h and t are the position of the head MWEs and the tail. c_i, l_i and p_i is the i-th context word, lemma and POS respectively. \([c_i]_{j}^{h}\) is the substring from j-th to h-th in c_i. \(F(x)\) is the set that consisted of each element in the x-th feature set.

| basic features |  |
|----------------|---|
| 1 | \(c_i, l_i, p_i \mid l_i \in W\) |
| 2 | \(c_i, l_i, p_i \mid l_i \in W\) |
| 3 | \(floor\left(\frac{G}{i}\right)\) for i in \(\{1, 2, 3, 4, 5\}\) |

| context features |  |
|------------------|---|
| 4 | \(c_i, l_i, p_i \mid l_i = h - 3 - 1\) |
| 5 | \(c_i, l_i, p_i \mid l_i = t + 1\) |
| 6 | \(p_i \mid i \in G\) |

| suffix & prefix features |  |
|--------------------------|---|
| 7 | \([c_i]_{j}^{h - 1}\) for i in \(h - 1\) to \(h - 3\) |
| 8 | \([c_i]_{j}^{h - 3}\) for i in \(h - 1\) to \(h - 3\) |
| 9 | \([c_i]_{j}^{t + 1}\) for i in \(t + 1\) to \(t + 3\) |
| 10 | \([c_i]_{j}^{t + 3}\) for i in \(t + 1\) to \(t + 3\) |
| 11 | \([c_i]_{j}^{t + 3}\) for i in \(G\) |
| 12 | \([c_i]_{j}^{t + 3}\) for i in \(G\) |

| combination features |  |
|----------------------|---|
| 13 | \((e_1, e_2) \in \{F(1) \times F(2)\}\) |
| 14 | \((e_1, e_2) \in \{F(1) \times F(3)\}\) |
| 15 | \((e_1, e_2) \in \{F(1) \times F(4)\}\) |
| 16 | \((e_1, e_2) \in \{F(1) \times F(5)\}\) |
| 17 | \((e_1, e_2) \in \{F(1) \times F(6)\}\) |
| 18 | \((e_1, e_2) \in \{F(1) \times F(7)\}\) |
| 19 | \((e_1, e_2) \in \{F(1) \times F(8)\}\) |
| 20 | \((e_1, e_2) \in \{F(1) \times F(9)\}\) |
| 21 | \((e_1, e_2) \in \{F(1) \times F(10)\}\) |
| 22 | \((e_1, e_2) \in \{F(1) \times F(11)\}\) |
| 23 | \((e_1, e_2) \in \{F(1) \times F(12)\}\) |

5 Experiments

In this section, we evaluate the performance of MWE identification task on our MWE-annotated OntoNotes. The MWE-annotated corpus used in our experiments contains fixed MWE annotations (Shigeto et al., 2013) and our phrasal verb annotations. The corpus is split into 2 sets: 33313 sentences (48970 instances) for training, and 3702 sentences (5411 instances) for testing. In these experiments, the system identifies MWEs given a sentence
with gold POS.

5.1 Compared Methods

We compare SVM-based binary classification method against rule-based and sequential labeling method (Schneider et al., 2014a). The SVM method simply classifies each candidate instance as positive case or negative one. For the rule-based method, we use the following two simple rules. The first one is “if the target MWE is an instance of an inseparable phrasal verb and there is no gap between the verb and the particle (or preposition), then it is regarded as positive.” The second one is “if the target MWE is an instance of a separable phrasal verb and the gap is 0 or equal to 1, then it is regarded as positive.” Since our dictionary has information whether the target MWE is separable or not, we can use this information.

Table 6 shows the features that are used for SVM, which are categorized as four types: basic features, context features, suffix & prefix features, and combination features. In this table, bold c, l and p are sequences that are concatenated context words, lemmas, POS sequences of target MWEs respectively. In respect to a classifier, we used SVMlight\(^5\) with a linear kernel.

For sequential labeling method, we follow the previous work (Schneider et al., 2014a) for MWE identification. Their work exploits six types of tags, that is, \{O o B b I i\}, to handle with separable MWE identification, where O, B, I tags indicate Outside, Begin, Inside, and o, b, i tags indicate outside, begin, inside in gaps respectively. In the experiments, we use their implementation\(^6\) with exact match evaluation and set the recall-oriented hyperparameter \(\rho\) to 0.

\(^5\)http://svmlight.joachims.org/
\(^6\)http://www.cs.cmu.edu/~ark/LexSem/

5.2 Experimental Results

Table 7 summarizes the experimental results. In the table, we can see that SVM-based binary classification outperforms the rule-based and sequential labeling method. This result suggests that simple binary classification is sufficient for accurate MWE identification.

We also investigated which features are effective for our MWE identification task. Table 8 summarizes this analysis result. In the table, we can see that adding context features, suffix & prefix features, and those combinatorial ones to basic features successfully boost the identification performance. Further investigation of combinatorial features could be helpful for achieving better results, but we leave this for future work.

In error analysis, we found it is difficult for our method to detect the mutually-overlapping MWEs. For example, there should be the positive instance of “come out of” and the negative instance of “out of” in nature, but our model may say “positive” for both instances. Resolution of such conflicting cases should be investigated for future work.

Moreover, we have found that it is hard to recognize fixed MWEs, which appear continuously but are in literal usages. For example, “a bit” in “is really a bit player on the stage” is in literal usages. Our model tends to predict “positive” for such an instance.

Table 7: The experimental results.

|                      | Precision | Recall | F-value |
|----------------------|-----------|--------|---------|
| Rule-based method    | 62.93     | 97.78  | 76.58   |
| Augmented IOB (Schneider et al., 2014a) | 93.37     | 91.44  | 92.40   |
| SVM                  | 93.77     | 94.27  | 94.02   |

Table 8: Investigation of effectiveness of features.

| Feature                  | F-value |
|--------------------------|---------|
| basic features           | 92.89   |
| + context features       | 93.69   |
| + suffix & prefix features | 93.06   |
| + combination features   | 94.02   |
6 Conclusion

We presented an semi-automatic method for annotating English phrasal verbs on the OntoNotes corpus. For efficient annotation, we use the dependency structure of a sentence to filter out positive and negative cases, resulting in a drastic reduction of annotation cost. We also reported that binary classification method outperformed rule-based and sequential labeling method. In order to improve the accuracy, we need a better model that takes wider contexts into consideration. We consider integration of syntactic parsing into MWE identification is one of such directions.

This paper also have described MWE annotation on OntoNotes. We will make the constructed dataset available on our website\(^7\). We are hoping that studies on MWEs are increased by using our dataset.

There are MWE types that we haven’t handled at this work. For example, some flexible MWEs such as “take into account” are not annotated. Thus, we plan to annotate other discontinuous MWE types on OntoNotes so as to cover all MWEs on OntoNotes. We also believe that MWEs can include syntactic patterns, such as “not only ... but also”. To deeply analyze a natural language text, we should explore such directions in future.
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