Warm asymmetric matter in the Quark Meson Coupling Model
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In this work we study the warm equation of state of asymmetric nuclear matter in the quark meson coupling model which incorporates explicitly quark degrees of freedom, with quarks coupled to scalar, vector and isovector mesons. Mechanical and chemical instabilities are discussed as a function of density and isospin asymmetry. The binodal section, essential in the study of the liquid-gas phase transition is also constructed and discussed. The main results for the equation of state are compared with two common parametrizations used in the non-linear Walecka model and the differences are outlined.

I. INTRODUCTION

The understanding of the properties of hot dense nuclear matter is an important problem in theoretical physics in the context of neutron stars as well as in high-energy heavy-ion collisions where nuclei undergo violent collisions. Such collisions may produce states of nuclear matter at conditions far from those normally encountered in low energy collisions. For example, at high density or high temperature nucleons in the nucleus may dissolve into quarks and gluons. At low temperature, which can be attained in medium energy heavy-ion reactions, no such exotic state can be produced but there is the possibility of interesting liquid-gas phase transitions leading to the breakup of heated nuclei into small clusters or droplets of nucleons. Such phase transitions have been identified in multifragmentation experiments and in the crusts of neutron stars. The possibilities of such phase transitions were previously considered by several authors using different approaches.

In the present paper, we employ the quark-meson coupling model (QMC) to investigate the liquid-gas phase transition in nuclear matter at different isospin asymmetries. In the QMC model, nuclear matter is described as a system of non-overlapping MIT bags which interact through the effective scalar and vector mean fields, very much in the same way as in the Walecka model, or more generally Quantum Hadrodynamics (QHD). Many applications and extensions of the model have been made in the last years, including droplet formation at zero temperature. An special improvement is related with a density dependent bag parameter. This model is known as modified QMC model (MQMC) and some of its characteristics are discussed in the last section of the present paper.

The crucial difference is that in the QMC, the effective meson fields couple directly to the confined quarks inside the nucleon bags instead to point like nucleons as in QHD. While the QMC model shares many similarities with QHD-type models, it however offers new opportunities for studying nuclear matter properties. One of the most attractive aspects of the model is that different phases of hadronic matter, from very low to very high baryon densities and temperatures, can be described within the same underlying model. In the QMC, matter at low densities and temperatures is a system of nucleons interacting through meson fields, with quarks and gluons confined within MIT bags. For matter at very high density and/or temperature, one expects that baryons and mesons dissolve and the entire system of quarks and gluons becomes confined within a single, big MIT bag. Another important aspect of the QMC is that the internal structure of the nucleon is introduced explicitly. Although the internal structure of nucleons can be effectively taken into account with an effective field theory employing hadronic degrees of freedom in a derivative expansion, it is clear that such an approach will fail to describe the transition to a quark-gluon phase. It is found that the equation of state (EOS) for infinite nuclear matter at zero temperature derived from the QMC model is much softer than the one obtained in the Walecka model. Also, the QMC nucleon effective mass lies in the range 0.7 to 0.8 of the free nucleon mass, which agrees with results derived from nonrelativistic analysis of scattering of neutrons from lead nuclei, and is larger to the effective nucleon mass in the Walecka model. At finite temperature, there arises yet another difference between predictions of QMC and QHD, namely the behavior of the effective nucleon mass with the temperature at fixed baryon density. While in QHD-type models the nucleon mass always decreases with temperature, in the QMC it increases. The difference arises because of the explicit treatment of the internal structure of the nucleon in the QMC. When the bag is heated up, quark-antiquark pairs are excited in the interior of the bag, increasing the internal energy of the bag.

Here, we analyze the QMC model at finite temperature for different proton fractions. The proper treatment of the problem with isospin asymmetry requires not only isoscalar scalar and vector mesons fields, but also isovector meson fields. In particular we investigate the consequences of the different thermal behavior of the nucleon
mass in the QMC model on the liquid-gas phase transition. The results are also compared with the ones obtained with two commonly used parametrizations for a non-linear Walecka model (NLWM), namely, NL-3 \cite{21} and TM-1 \cite{22}. We organize the present paper as follows. In Section II we describe the QMC model at finite temperature for asymmetric nuclear matter and discuss the binodal section. In Section III we present our numerical results and discuss differences with other approaches. Our summary is presented in Section IV.

II. QMC AT FINITE TEMPERATURES

A. Asymmetric matter at finite temperature

Recently the QMC model has been generalized to finite temperature taking a medium dependent bag constant \cite{14}. In this generalized model, symmetric nuclear matter was considered and hence only the interaction of quarks through the exchange of effective isoscalar (σ) and vector (ω) mesonic fields were taken into account. We now extend this model to asymmetric nuclear matter at finite temperatures and include the contribution of the isovector vector meson \( V \) field as classical in a mean field approximation. The quark quarks couple to effective meson fields, which are treated assumed to be described by a static MIT bag in which the binodal section. In Section III we present our numerical results and discuss differences with other approaches.

At zero temperature, the normalized ground state (s-state) wave function for a quark in the bag is given as

\[
\psi_q(\vec{r},t) = N \exp(-i \epsilon_{q}^{\text{bag}} \frac{t}{\hbar}) \left( j_0(\vec{x} R) \beta_q \sqrt{\frac{\chi_q}{4 \pi}} \right)
\]

where

\[
\beta_q = \sqrt{\frac{\Omega_q - R m_q^*}{\Omega_q + R m_q^*}}
\]

with

\[
\Omega_q = \sqrt{\vec{x}^2 + (R m_q^*)^2}, \quad m_q = m_q^0 - g_{\sigma}^q \sigma
\]

and \( \chi_q \) is a Pauli spinor.

At finite temperatures, the three quarks inside the bag can be thermally excited to higher states and also quark-antiquark pairs can be created. For simplicity, we assume that the bag describing the nucleon continues to remain in a spherical shape with radius \( R \), which is now temperature dependent. The single-particle energies in units of \( R^{-1} \) are given as

\[
e_{q}^{n\kappa} = \Omega_q^{n\kappa} + R (V_\omega \pm \frac{1}{2} V_\rho),
\]

for the quarks and

\[
e_{\bar{q}}^{n\kappa} = \Omega_q^{n\kappa} - R (V_\omega \pm \frac{1}{2} V_\rho),
\]

for the antiquarks, where the + sign is for \( u \) quarks and - for \( d \) quarks, and

\[
\Omega_q^{n\kappa} = \sqrt{x_{q,n,\kappa}^2 + R^2 m_{q}^{*2}}.
\]

The eigenvalues \( x_{q,n,\kappa} \) for the state characterized by \( n \) and \( \kappa \) are determined by the boundary condition at the bag surface,

\[
i \vec{\gamma} \cdot \vec{\psi}_{q,n,\kappa} = \psi_{q,n,\kappa}.
\]

Thus, the quark eigenvalues \( x_{q,n,\kappa} \) become modified by the surrounding nucleon medium at finite temperature.

The total energy from the quarks and antiquarks at finite temperature is

\[
E_{\text{tot}} = \sum_{q,n,\kappa} \frac{\Omega_q^{n\kappa}}{R} \left( f_{n\kappa}^{q} + \bar{f}_{n\kappa}^{\bar{q}} \right),
\]

where

\[
f_{n\kappa}^{q} = \frac{1}{e^{(\Omega_q^{n\kappa}/R - \nu_q)/T} + 1},
\]

and

\[
\bar{f}_{n\kappa}^{\bar{q}} = \frac{1}{e^{(\Omega_q^{n\kappa}/R + \nu_q)/T} + 1},
\]

with \( \nu_q \) being the effective quark chemical potential, related to the true quark chemical potential \( \mu_q \) as

\[
\nu_q = \mu_q - V_\omega - m_q^* V_\rho.
\]

The bag energy now becomes

\[
E_{\text{bag}} = E_{\text{tot}} - \frac{Z}{R} \frac{4 \pi}{3} R^3 B,
\]

where \( B \) is the bag constant and \( Z \) parametrizes the sum of the center-of-mass (c.m.) motion and gluonic corrections. Note that this center of mass correction is different from that of \( \frac{15}{2} \). The effective nucleon mass is obtained from the bag energy and reads:

\[
M_N^* = E_{\text{bag}}.
\]
The bag radius $R$ is determined by the equilibrium condition for the nucleon bag in the medium

$$\frac{\partial M_N^z}{\partial R} = 0.$$  \hfill (15)

Once the bag radius is obtained, the effective nucleon mass is immediately determined. For a given temperature $T$ and scalar field $\sigma$, the effective quark chemical potentials $\nu_q, q = u, d$ are determined from the total number of quarks of each type in the proton and in the neutron, i.e.,

$$n_0^j = \sum_{q,n,\kappa} (f_{nq}^q - f_{\bar{n}q}^{\bar{q}}) \equiv 3,$$  \hfill (16)

$$n_4^j = \sum_{q,n,\kappa} 2m_{\tau(j)}(f_{nq}^q - f_{\bar{n}q}^{\bar{q}}) \equiv 2m_{\tau(j)},$$  \hfill (17)

for $j = p, n$.

From the last two expressions one can see that the masses for protons and neutrons are different, since the effective chemical potentials $\nu_q, q = u, d$ are determined from the nucleon mass the average value, so that we are left only with Eq. (10) and hence, $\nu_u = \nu_d$. As a starting point, this approximation would go along the Walecka model which, with the most common parametrizations, does not distinguish the masses of protons and neutrons. The situation would be different for problems where the neutron-proton mass difference is the main issue, such as those discussed in Ref. [22]. We stress that for a fixed $T$ and $\sigma$ the quark distribution functions only depend on the effective chemical potentials $\nu_q$, which are determined by the constraints in Eqs. (15) and (16). Therefore, just as it happens at zero temperature, also at finite temperature the effective mass $M_N^z$ does not depend on $\omega$ and $b_{03}$.

Before we proceed, we note that we are not considering density/temperature dependence in the zero point energy parametrized by $Z$ because this would introduce extra, presently unknown parameters. Blunden and Miller (see first reference in [13]) have proposed changing $Z$ through a linear dependence with the scalar field and concluded that for reasonable parameter ranges this has little effect.

The total energy density at finite temperature $T$ and at finite baryon density $\rho_B$ is

$$\mathcal{E} = \frac{2}{(2\pi)^3} \sum_{i=p,n} \int d^3k \left[ e^{i} (f_i + \bar{f}_i) + \mathcal{V}_{0i}(f_i - \bar{f}_i) \right]$$

$$+ \frac{1}{2m_{\sigma}^2\sigma^2} - \frac{1}{2}m_{\omega}^2\omega^2 - \frac{1}{2}m_{\rho}^2b_{03}^2,$$  \hfill (18)

where $f_i$ and $\bar{f}_i$ are the thermal distribution functions for the baryons and antibaryons,

$$f_i = \frac{1}{e^{(\epsilon - \nu_i)/T} + 1} \quad \text{and} \quad \bar{f}_i = \frac{1}{e^{(\epsilon + \nu_i)/T} + 1},$$  \hfill (19)

with $i = p, n$ and $\epsilon^* = (\vec{\pi}^2 + M_N^z)^{1/2}$ the effective nucleon energy, $\nu_i = \mu_i - \mathcal{V}_{0i}$ the effective baryon chemical potential and $\mathcal{V}_{0i} = g_{i\omega} + m_\tau g_{i\rho}b_{03}$ ($m_\tau = \pm 1/2$ respectively for protons and neutrons).

The thermodynamic grand potential density is defined as

$$\Omega = \mathcal{E} - TS - \sum_{i=p,n} \nu_i \rho_i,$$  \hfill (20)

with the entropy density $S = S/V$ given by

$$S = - \sum_{i=p,n} \frac{2}{(2\pi)^3} \int d^3k \left[ f_i \ln f_i + (1 - f_i) \ln(1 - f_i) + \bar{f}_i \ln \bar{f}_i + (1 - \bar{f}_i) \ln(1 - \bar{f}_i) \right].$$  \hfill (21)

The proton or neutron density is given by

$$\rho_i = \frac{2}{(2\pi)^3} \int d^3k \left( f_i - \bar{f}_i \right),$$  \hfill (22)

so that the baryon density is $\rho = \rho_p + \rho_n$ and the (third component of) isospin density $\rho_3 = \rho_p - \rho_n$. The proton fraction is defined as

$$y_p = \frac{\rho_p}{\rho}.$$  \hfill (23)

The pressure is the negative of $\Omega$, which after an integration by parts can be written as

$$P = \frac{1}{3} \sum_{i=p,n} \frac{2}{(2\pi)^3} \int d^3k \left[ \frac{k^2}{\epsilon^*(k)} (f_i + \bar{f}_i) - \frac{1}{2}m_{\sigma}^2\sigma^2 - \frac{1}{2}m_{\omega}^2\omega^2 - \frac{1}{2}m_{\rho}^2b_{03}^2. \right]$$  \hfill (24)

From the above expression the pressure depends explicitly on the meson mean fields $\sigma, \omega$ and $b_{03}$. It also depends on the nucleon effective mass $M_N^z$ which in turn also depends on the sigma field (see Eqs. (15) and (16)). At a given temperature and for given $\rho_p, \rho_n$, the effective nucleon mass is known for given values of the meson fields, once the bag radius $R$ and the effective quark chemical potentials $\nu_q$ are calculated by using Eqs. (15) and (16) respectively. Maximizing the pressure with respect to the fields for a given temperature $T$ and given chemical potentials $\mu_i$, we obtain the following equations for the $\omega$ and $b_{03}$ fields

$$\omega = \frac{g_\omega}{m_\omega^2} \rho, \quad b_{03} = \frac{g_\rho}{2m_\rho^2} \rho_3.$$  \hfill (25)

The $\sigma$ meson field is determined through

$$\frac{\partial P}{\partial \sigma} = \left( \frac{\partial P}{\partial M_N^z} \right)_{\mu_i, T} \frac{\partial M_N^z}{\partial \sigma} + \left( \frac{\partial P}{\partial M_N^z} \right)_{M_N^z} = 0.$$  \hfill (26)

We next calculate the binodal sections within this model.
B. Binodal section

Nuclear matter is not stable at all temperatures, proton fractions and densities. If the Gibbs energy of a two component phase is lower than the Gibbs energy of a one component phase, the system will separate into two phases \[\beta, \gamma\]. The stability criteria may be expressed by the following relations

\[
C_v = \left( \frac{\partial u}{\partial T} \right)_{\rho, y_p} > 0, \quad K = 9 \left( \frac{\partial P}{\partial \rho} \right)_{T, y_p} > 0, \quad (27)
\]

\[
\left( \frac{\partial \mu_p}{\partial y_p} \right)_{T, p} \geq 0 \quad \text{and} \quad \left( \frac{\partial \mu_n}{\partial y_p} \right)_{T, p} \leq 0, \quad (28)
\]

where \( u = E/B \) is the energy per particle. These conditions guarantee thermodynamical stability (positive specific heat \( C_v \)), mechanical stability (positive compression modulus \( K \)) and diffusive stability (in a stable system, energy is required to change the proton concentration while the pressure and the temperature are kept constant). If any of these three criteria is violated there will occur a phase separation.

The surface of two phase coexistence, the binodal surface, is determined imposing the Gibbs conditions, namely, for a given temperature, the pressure and chemical potentials are equal for both phases. A discussion of the properties of phase separation in different models in terms of temperature, pressure and proton fraction is most conveniently done by comparing the respective binodal surfaces. Understanding the properties of the mixed phase of nuclear matter is important for different systems both in astrophysics and nuclear physics. One example is the crust composition of a neutron star, which near the surface is thought to form a Coulomb lattice of nuclei immersed in an electron gas and to be responsible for the glitch phenomenon \[\text{\cite{2,22}}\]. Also, in nuclear physics, highly excited nuclei created in heavy-ion collisions gives rise to multifragmentation which is interpreted as a liquid-gas phase transition \[\text{\cite{3}}\].

In order to obtain the proton and neutron chemical potentials in the two coexisting phases for a fixed pressure, we have used the geometrical construction \[\text{\cite{2,7}}\] with the neutron and proton chemical potential isobars as a function of proton fraction. This takes into account the diffusive stability conditions Eq. \[\text{\cite{25}}\] and the Gibbs conditions for phase separation. For a given temperature, the binodal section, which contains points under the same pressure for different proton fractions, is obtained from the above conditions, simultaneously with the following equations:

\[
P(\nu_p, \nu_n, M^*) = P(\nu_p^*, \nu_n, M^*), \quad (29)
\]

\[
\mu_i(\nu_p, \nu_n, M^*) = \mu_i(\nu_p^*, \nu_n, M^*), \quad i = p, n, \quad (30)
\]

\[
\left. \frac{\partial P}{\partial \sigma} \right|_{\sigma} = 0, \quad \text{and} \quad \left. \frac{\partial P}{\partial \sigma} \right|_{\sigma'} = 0. \quad (31)
\]

At this point, it is worth mentioning that the construction of the binodal section for the QMC is slightly more complicated than for the non-linear Walecka model. This is because Eq. \[\text{\cite{15}}\] has to be enforced in the numerical calculation for every \( \sigma \).

The binodal section is formed by two branches, one corresponding to a gas phase and small proton fraction and the other to a liquid phase and large proton fraction. It is, therefore, energetically favorable for nuclear matter to separate into a liquid phase with a large proton fraction (less asymmetric) and a gas phase with a small proton fraction (more asymmetric). This behavior is common to other relativistic mean-field models and reflects the fact that the contribution from the \( \rho \)-meson gives a term in the energy per particle of the form \( \epsilon_{sym}(\rho_B) g^2 \) where the asymmetry parameter is \( \delta = (\rho_n - \rho_p)/\rho_B \) and the coefficient \( \epsilon_{sym} \) increases with \( \rho_B \).

In the next section we will display the binodal section results and compare the same with different non-linear relativistic models.

III. RESULTS

We start by fixing the free-space bag properties. We have used zero quark masses only and \( R_0 = 0.6 \) fm for the bag radius. There are two unknowns, \( Z \) and the bag constant, \( B \). These are obtained as usual by fitting the nucleon mass, \( M = 939 \) MeV and enforcing the stability condition for the bag. The values obtained for \( Z \) and \( B \) are displayed in Table 1. The quark-meson coupling strengths \( g_\omega^2, g_\omega = 3 g_\rho^2 \) and \( g_\rho = g_\pi^2 \) are fitted to obtain the correct saturation properties of nuclear matter, \( E_B \equiv \epsilon/\rho - M = -15.7 \) MeV at \( \rho = \rho_0 = 0.15 \) fm\(^{-3}\) and \( \epsilon_{sym} = 32.5 \) MeV. We take the standard values for the meson masses, also shown in Table 1.

In the sequel we will frequently compare QMC to two different parametrizations of the non-linear Walecka model (NLWM), namely the NL-3 parametrization with non-linear contributions from the scalar meson only \[\text{\cite{21}}\] and the TM-1 parametrization which includes quartic terms on scalar and vector meson \[\text{\cite{22}}\].

We first plot the energy per baryon as a function of the baryon density in Fig. \[\text{\cite{4}}\] for symmetric nuclear matter, \( y_p = 0.5 \), for temperatures 0, 4, 8, 12, 16 and 20 MeV. As expected, this functional at zero temperature has a minimum at the nuclear matter saturation density, \( \rho_0 \), corresponding to a binding energy of \(-15.7\) MeV. As the temperature increases the minimum shifts towards higher densities. This may be understood from the fact that to compensate for the larger kinetic energy a larger value of \( \rho \) is needed to give the minimum. For larger densities the nuclear repulsion effects take over and again energy increases. For higher temperatures, the minimum of the curves become positive, as in the usual NLWM. In Fig. \[\text{\cite{2}}\] we plot the binding energy for neutron matter for temperatures 20, 50 and 100 MeV and compare the results with TM-1 and NL-3 parametrizations of the NLWM.
At higher temperatures, the QMC model gives a larger binding energy as compared to the Walecka models. The reason for this is the contribution for the thermal energy of the nucleon bag which is absent in the Walecka model.

This can be clearly seen from Fig. 3 where the baryon effective masses are plotted as a function of density for different temperatures. In the same figure, we have also shown the results of the parameter set NL-3 and TM-1 for comparison. The value of $M^*$ increases with temperature. We have checked that at zero density and temperature $\sim 40$ MeV, the QMC effective mass increases from 939 MeV in contrast to the calculation of hot nuclear matter using Walecka model. The reason for this is that the sigma field is not strong at higher temperatures. Also, there is a significant contribution to the effective mass arising from the thermal excitation of the quarks inside the nucleon bag, which adds to the mass of the nucleon at higher temperatures. This contribution which is absent in the Walecka model calculation, appears dominant over the contribution from the sigma field and the net effect is a rise of the effective mass. The behavior of the effective mass at high temperature obtained here is contrary to the results presented in Ref. [15], where temperature not-surprisingly is equivalent to the results of Walecka-type of models. In 4 we plot the effective radius in units of the free nucleon radius $R_0 = 0.6$ fm as a function of the baryon density for temperatures 20, 50 and 100 MeV. It is observed that the nucleon bag shrinks with the increase of temperature. A similar behaviour is also predicted with the MQMC model [14]. Such an effect is also encountered using the thermal skyrmion [25], where a baryon shrinks with temperature. We have also calculated the effective mass of the nucleon as a function of density at different temperatures for the QMC and the MQMC models. As already discussed in [15] the effective mass in the MQMC decreases faster with $\rho$ than in the QMC model. However, also in the MQMC there is and increase of the effective mass with temperature. A comparison between the QMC model and different versions of the modified MQMC has been performed in Ref. [15]. One important conclusion was that, contrary to the QMC result, the bag radius increases with density for all MQMC models. For densities not much larger than nuclear matter saturation density $\rho_0$ the bags start to overlap which implies a breakdown of the model. On the other hand the MQMC models contain sufficient free parameters which allow a good reproduction of the ground state properties of nuclei. In the present work we were interested in describing properties of nuclear matter for densities which go beyond the saturation density and therefore have chosen to consider the QMC model.

The possible existence of a liquid-gas phase transition is determined by the pressure. We plot this quantity as a function of the baryon density, $\rho$, for low temperatures in Fig. 5 for symmetric nuclear matter. At zero temperature, the pressure decreases with density, reaches a minimum, then increases and passes through $P = 0$ at $\rho = \rho_0$, where the binding energy per nucleon is a minimum. A decrease of the pressure with density corresponds to a negative compressibility, $K = (\partial P/\partial \rho)|_{T,\sigma} = 0$, and is a sign of mechanical instability. As the temperature increases the region of mechanical instability decreases. At $T=17.7$ MeV, the pocket disappears. This corresponds to the critical temperature defined by $(\partial P/\partial \rho)|_{T,\sigma} = 0$, above which the liquid-gas phase transition is continuous. It is comparable to the values for the critical temperature obtained with Skyrme interactions [26] or relativistic models [7].

In Fig. 6, we plot the pressure as function of density for temperatures 20, 50 and 100 MeV. In the same figure we have also shown the results obtained with the NLWM of TM-1 and NL-3 parameter sets to compare. It is found that the QMC model gives a softer EOS, which is true also for any proton fraction. Although QMC gives a higher energy per particle than NL-3 and TM-1, the pressure, which corresponds to the derivative of the energy per particle with respect to density, does not increase so fast with $\rho$.

In Fig. 7, the pressure is given as a function of the baryon density, $\rho$, for different temperatures and different proton fractions. The region of mechanical instability decreases both with the increase of temperature and the decrease of the proton fraction. This is clearly seen in Fig. 5 where the quantity $(\partial P/\partial \rho)|_{T,\sigma}$ is shown for two different temperatures and three different proton fractions. The curve corresponding to $T = 10$ MeV and $y_p = 0.3$ has the smallest region with a negative value of the derivative $(\partial P/\partial \rho)|_{T,\sigma}$. The behavior of the critical temperature with the proton fraction is shown in Fig. 8. It decreases rapidly with $y_p$ and is going to zero for $y_p = 0.041$. Although there will be no mechanical instabilities above $T_c$, chemical instabilities can still develop above $T_c$. The present results are comparable to the ones discussed in Refs. [7, 27, 28].

The entropy per baryon is an important quantity to describe a collapsing massive star. During the whole process of the collapse the entropy per baryon, including the contribution of baryons and leptons, remains low: it is of the order of $S/\rho \sim 1$ initially, increases slightly before neutrino trapping and remains constant, $S/\rho \sim 1 - 2$, afterwards [29]. According to different models the contribution from the baryons alone changes from 80-90% at the saturation density to 50-65% at 10 times that density [1]. In Fig. 10 the entropy per baryon is plotted and compared with the corresponding quantity calculated within the TM-1 parametrization of NLWM. We conclude that QMC gives values compatible with the ones discussed in Ref. [1]. The entropy per baryon in QMC decreases slower than in TM-1.

In Fig. 11, we plot the scalar and vector potentials as a function of density for $T = 8$ MeV and $y_p = 0.4$. In the same figure we have also shown the non-linear Walecka model results. The $\omega$ and $\sigma$ contributions in the QMC
are both weaker than the corresponding contributions in the NL-3 and TM-1 parametrizations of the NLWM. As a consequence, the QMC effective mass changes less with density than the TM-1 and NL-3 effective masses. This can also be confirmed in Fig. 3. A second consequence is a softer EOS due to the weaker omega field.

Isobars of nuclear pressure are plotted on the $\mu_p$ and $\mu_n$ space in Fig. 12 for $T = 6$ MeV for two different pressures, $P = 0.1$ and 0.063 MeV/fm$^3$. The diffusively unstable regions can be seen clearly in chemical potential isobars in this figure. According to the inequality 28, the region of negative (positive) slope for $\mu_p$ ($\mu_n$) is unstable. Violation of the stability criteria is an indication of phase separation. The surface of the two phase coexistence in the $(p, T, y_p)$ space, the binodal surface, is obtained from conditions 29-31. In Fig. 13 we plot the binodal sections for the QMC and the NL-3 and TM-1 parametrizations, for all temperatures. The region of mechanical instability decreases with the increase of $T$ and decrease of $y_p$. Also, the critical temperature decreases with the proton fraction, from a maximum value of $T = 17.7$ MeV at $y_p = 0.5$ to $T = 0$ MeV at $y_p = 0.041$. We have shown that the potentials in the QMC are weaker than the corresponding ones in the NLWM for the NL-3 and TM-1 parametrizations, which imply a softer EOS and a weaker change of the effective mass with $\rho$.

We have also constructed and studied the binodal sections which is essential for studying the liquid-gas phase transition and to understand under which conditions chemical instabilities develop, leading to isospin fractionation. It is clear from the binodal that the system prefers to separate into regions of higher density and smaller isospin asymmetry and regions of lower density and large isospin asymmetry. The phase separation in the QMC occurs at smaller isospin asymmetry, corresponding to lower values of $y_p$, than the ones predicted by the NL-3 and TM-1 parametrizations of the NLWM.

Extensions of the formalism presented here to droplet formation are currently under process.

IV. SUMMARY

We now summarize the results and conclusions of the present work. We have studied asymmetric nuclear matter at finite temperature using the QMC model which incorporates explicitly quark degrees of freedom. The results for the EOS were compared with the two non-linear Walecka models, namely NL-3 and TM-1 parametrizations. The mean effective fields $\sigma$, $\omega$, and $\rho$ are determined from the minimization of the thermodynamical potential, and the temperature dependent effective bag radius was calculated from the minimization of the effective mass of the nucleon mass of the bag. The thermal contributions of the quarks, which are absent in the Walecka model, are dominant and lead to a rise of the effective nucleon mass at finite temperature. This is contrary to the results presented in Ref. 13, where temperature was introduced only at the hadron level, and therefore the behavior of the effective mass with temperature is equivalent to the results of Walecka-type models 11. In the present calculation, the effective radius of the nucleon bag shrinks with increase of the temperature.

The equation of state as derived here is softer than the ones obtained within the non-linear Walecka model for the NL-3 and TM-1 parametrizations, for all temperatures. The region of mechanical instability decreases with the increase of $T$ and decrease of $y_p$. Also, the critical temperature decreases with the proton fraction, from a maximum value of $T = 17.7$ MeV at $y_p = 0.5$ to $T = 0$ MeV at $y_p = 0.041$. We have shown that the potentials in the QMC are weaker than the corresponding ones in the NLWM for the NL-3 and TM-1 parametrizations, which imply a softer EOS and a weaker change of the effective mass with $\rho$.
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TABLE I: Parameters used in the calculation for $R_0 = 0.6$ fm. All masses and bag pressure are in MeV.

| $m_q$ | $B^{1/4}$ | $Z$ | $m_\sigma$ | $m_\omega$ | $m_\rho$ | $g_\omega$ | $g_\sigma$ | $g_\rho$ |
|-------|----------|-----|------------|------------|----------|------------|------------|--------|
| 0     | 211.3    | 3.987 | 550        | 783        | 763       | 8.9539     | 5.981      | 8.655  |

FIG. 1: Binding energy per nucleon $E_B$ as a function of nuclear matter density, $\rho$, at temperatures $T = 0, 4, 8, 12, 16$ and $20$ MeV.
FIG. 2: Binding energy per nucleon $E_B$ as a function of nuclear matter density, $\rho$, for neutron matter at temperatures $T = 20$, 50 and 100 MeV respectively.

FIG. 3: Effective mass of the nucleon versus density at temperatures 20, 50 and 100 MeV in QMC, NL-3 and TM-1 parameters.
FIG. 4: The effective bag radius as a function of nuclear matter density $\rho$ for temperatures $T = 20, 50$ and $100$ MeV respectively.

FIG. 5: Pressure $P$ as a function of nuclear matter density, $\rho$, for symmetric matter at temperatures $T = 0, 4, 8, 12, 16$ and $20$ MeV respectively.
FIG. 6: Pressure \( P \) as a function of nuclear matter density, \( \rho \), for neutron matter at temperatures \( T = 20, 50 \) and \( 100 \) MeV, respectively, from bottom to top. Note that the QMC model gives softer equation of state.

FIG. 7: Pressure \( P \) as a function of nuclear matter density, \( \rho \), at different temperatures and different proton fractions.
FIG. 8: $\partial P/\partial \rho$ as a function of the proton fraction.

FIG. 9: Critical temperature as a function of the proton fraction.
FIG. 10: Entropy per baryon, $S/B$, calculated within QMC and TM-1, as a function of nuclear matter density, $\rho$, for symmetric matter at temperatures $T = 10, 20$ and $40$ MeV from bottom to top.

FIG. 11: Potentials versus nuclear matter density, $\rho$, at temperature $= 8$ MeV and $y_p = 0.4$ in QMC, NL-3 and TM-1 parameters.
FIG. 12: Nuclear pressure isobars for the proton (lower) and neutron (upper) chemical potentials as a function of proton fraction for $P = 0.1$ and $0.063$ MeV/fm$^3$.

FIG. 13: The binodal section at T=6 MeV for QMC, NL-3 and TM-1.