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Abstract: This paper presents the seismic analytic fragility curve of soil nail wall structures. The numerical modeling procedure of the soil nail wall is presented and discussed in detail. Nonlinear elements have been used to provide an accurate finite element modeling of the soil nail wall. The effect of different soil modeling approaches is studied. Detailed procedures to select an efficient intensity measure are presented. Analytical fragility curves for the different performance levels of the soil nail wall are developed. Detailed techniques have been used to generate accurate soil modeling, such as the Mohr-Coulomb model (MC), Hardening Soil model (HS), and Hardening Soil model with Stiffness effect from small strains (HSS), and these are studied. Incremental dynamic analysis (IDA) is implemented to capture the response of the wall from linear to nonlinear levels. The efficiency of the two common intensity measures is studied (PGA and Sa(T 1/5)). It has been demonstrated that HSS and HS models are more reliable techniques for soil modeling. Two common intensity measures are studied, and the efficiency and the sufficiency of them are compared. It has been suggested that Sa(T 1/5) is a more efficient intensity measure than PGA for soil nail structures due to less depression in the IDA results. Different performance levels were defined to develop analytical fragility curves for different damage states.
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1. Introduction

Seismic vulnerability and seismic performance of structures are becoming an important subject, especially after the 1971 San Fernando earthquake because of damages during the large excitations. In the soil-nailed walls, the structures are constructed for long-term and short-term service life and experience different loading conditions. Fragility curves are a mathematical tool to provide a relationship between the earthquake intensities and the probability of reaching the target damage state. Fragility curves are generated using two approaches: empirical and analytical. In the first approach, fragility curves are developed empirically by evaluation of the historical data from the historical earthquakes, and in the second one, they are generated by applying nonlinear dynamic analyses to the structure models under a large number of ground motions. In empirical fragility curves, a vast volume of damage information is needed for the selected class of structure, and this is one of the drawbacks of this method. The analytical fragility curve can be used for structures that did not experience an earthquake. Basoz and Kiremidjian [1] researched generating empirical fragility curves for California highway bridges. Shinozuka et al. [2] and Yamazaki et al. [3] provided empirical fragility curves by considering the actual damage data observed from the Kobe earthquake. Shinozuka et al. [2] studied the usage of a nonlinear static procedure to develop the fragility of the structure, but they indicated that this method doesn’t show reasonable agreement in predicting all levels of damage...
with nonlinear time history analysis. Many other scientists have studied the PSDA of structures [4–7].

Analytical fragility curves are developed using two methods: the scaling method and the cloud method. In the scaling approach, all the earthquake ground motions need to be scaled to a selective intensity measure, and IDA is applied at different levels and steps of intensity measure. In the cloud method, us-scaled earthquake records are used in time history analysis.

Developing analytical fragility curves based on the probabilistic seismic demand model (PSDM) framework was first proposed by Shome et al. [8]. They formulated the PSDM to consider the uncertainty of the seismic hazard with a nonlinear analysis of structural response. A PSDM presents the conditional probability of the soil nail wall structure (i.e., wall displacement) reaching a certain damage state (DS) for a given earthquake intensity measure (IM) level, as demonstrated in Equation (1) [8]:

\[ P[D \geq d|IM] = P_{\text{Probability of demand exceedance}} \]

An essential task in PSDM is to reduce the uncertainties related to the earthquake intensity measure by selecting an appropriate earthquake IM. Researchers have investigated IM selection for structures. The Applied Technology Council [9] selected the Modified Mercalli Intensity Scale. FEMA’s Hazus program [10] (Geographic information system-based natural hazard analysis tool) used peak ground acceleration (PGA) and peak ground displacement (PGD) [10].

Shome et al. [11] proposed the elastic spectrum at the fundamental period of the structure \( S_a(T) \) as a measure of earthquake intensity. Tothong and Luco et al. [12] considered displacement spectra \( S_d(T) \) as an alternative IM for structures. Padgett et al. [13] studied different intensity measure highway bridge portfolios and proposed PGA as an appropriate IM. Bayat et al. [14] proposed the average value of the \( S_a \) (between a lower and upper structural period), called Averaged Spectral Acceleration (ASA), for highway bridges. Aside from these common IMs, more complex parameters or vector-based IMs have been studied by past researchers for structures [15–21]. Since the structural response and behavior of the structure are different, it is not reasonable to propose one intensity measure for a wide range of the structures (bridges, buildings, soil nailed wall, etc.). Therefore, there is a substantial need to extend the PSDM for a specific class of structures in terms of IM selection. To our knowledge, there is no work on the IM selection of soil-nailed wall structures. This study extends the effort on IM selection for soil nail wall structures to reduce earthquake uncertainty and develop much more reliable fragility curves. The first attempt has been made on common IMs, such as PGA and \( S_a(T^{1.5}) \), which are widely used.

Incremental dynamic analysis is implemented to achieve seismic fragility curves for the soil nail walls. Developing analytical fragility curves requires a combination of earthquake simulation and structural response. The response of the structure is obtained by applying incremental dynamic analysis, which is a reliable method. One of the main objectives of this paper is to assess the vulnerability of soil nail eight meters in height when experiencing different earthquake levels. A detailed finite element model of the wall has been generated, and its seismic analytical fragility curves are developed based on the results of the IDA using a finite element (FE) package, PlAXIS.V8.3.

A Bayesian regression-based demand model with a linear regression formulation in the logarithmic space is developed to predict the maximum displacement for the soil nail wall and the efficiency of the Intensity Measures (IMs). PGA and \( S_a(T^{1.5}) \) are chosen as an intensity measure (IM), and displacement of the wall is chosen as an engineering demand parameter (EDP). The different performance levels of the bridge are considered through slight, moderate, and extensive levels. Bayesian regression analysis has been utilized to develop a probabilistic demand model to predict damage in the soil nail wall. One of the advantages of the Bayesian regression is that uncertainty related to incomplete sample populations is directly considered by standard deviation \( \sigma \) and regression coefficients,
which are random variables, rather than constant variables. In another step to propose a suitable intensity measure, the sufficiency of the intensity measures is also examined for the efficient intensity measure. In the end, fragility curves are presented to define the failure probability of the soil nail wall structure.

2. Numerical Modeling and Verification

2.1. Numerical Modeling

PLAXIS V8.3 finite element software is used to perform site response analysis. Plane strain finite element analyses were used in this program software. Three different soil modeling approaches were used, including MC, HS, and HSS. Tables 1 and 2 show the detailed soil modeling properties for the verified model and the current study. The plate element is used to model the nail and the shotcrete. Tables 2 and 3 show the soil nail wall and shield properties. The experimental results indicated that the ratio of soil-cement adhesion over soil cohesion \( c_{\text{inter}} / c_{\text{soil}} \) is in a range of 0.85–1.18, and the interface friction angle ratio over soil friction angle \( \phi_{\text{inter}} / \phi_{\text{soil}} \) is in a range of 0.95–1.07. The ratios of \( c_{\text{inter}} / c_{\text{soil}} \) and \( \phi_{\text{inter}} / \tan \phi_{\text{soil}} \) are considered 0.8 [18,19].

The interface strength reduction factor for shield modeling and soil interaction is also considered as 0.65. Figure 1 represents the modeled wall, along with its dimensions and boundary conditions. 15-node triangular elements were implemented in all simulations. Table 2 tabulated the soil nail wall’s important parameters. The arrangement of the nails was designed to achieve the required safety factor for a constant volume of material.

| Table 1. Soil, nail, and wall-facing properties were used in the CLOUTERRE project and FE modeling [4]. |
|-------------------------------------------------|-----------------|-----------------|-----------------|
| **Backfill** | **Foundation Soils** |
| Unit weight | \( \gamma (\text{kN/m}^3) \) | 16.6 | 17 |
| Young’s module | \( E (\text{kPa}) \) | \( 3.1 \times 10^4 \) | \( 8.4 \times 10^4 \) |
| Poisson’s ratio | \( \nu \) | 0.39 | 0.37 |
| Cohesive | \( c (\text{kPa}) \) | 3 | 0 |
| The angle of internal friction | \( \phi \) | 38° | 36° |

| **Shotcrete facing** |
|----------------------|
| Unit weight | \( \gamma (\text{kN/m}^3) \) | 24 |
| Young’s module | \( E (\text{kPa}) \) | \( 25 \times 10^6 \) |
| Axial stiffness | \( E_A (\text{kN/m}) \) | \( 2 \times 10^6 \) |
| Bending stiffness | \( E I (\text{kN m}^2/\text{m}) \) | 1066.67 |
| Shotcrete thickness | \( d (\text{m}) \) | 0.08 |
| Poisson’s ratio | \( \nu \) | 0.2 |

| Nail (Grouted diameter = 63 mm) | Type A | Type B | Type C–E |
|--------------------------------|--------|--------|--------|
| Length | \( L (\text{m}) \) | 6 | 8 | 6 |
| Tube thickness | \( e (\text{mm}) \) | 1 | 2 | 1 |
| Tube stiffness | \( \phi (\text{mm}) \) | 16 | 30 | 40 |
| Axial stiffness | \( E_A (\text{kN/m}) \) | \( 5.7 \times 10^4 \) | \( 6.1 \times 10^4 \) | \( 5.88 \times 10^4 \) |
| Bending stiffness | \( E I (\text{kN m}^2/\text{m}) \) | 13.39 | 14.05 | 14.3 |
| Weight | \( w (\text{kN/m/m}) \) | 0.072 | 0.072 | 0.072 |
| Poisson’s ratio | \( \nu \) | 0.2 | 0.2 | 0.2 |
Table 2. Geometrical characteristics and other parameters of the nailed walls.

| Parameters                               | Value        |
|------------------------------------------|--------------|
| Vertical wall height H(m)                | 8            |
| Wall slope α                             | 0            |
| The inclination angle of the slope β     | 0            |
| Nailing system type                      | Grouted      |
| Nails and shotcrete model                | Elastic      |
| Rebar yield stress fy (Mpa)              | 400          |
| Rebar elasticity modulus En (Kpa)        | $2.2 \times 10^8$ |
| Shotcrete elasticity modulus Eg (Kpa)     | $2.19 \times 10^7$ |
| Rebar diameter d(mm)                     | 25, 28       |
| Overall diameter hole drilling Ddh (mm)   | 100          |
| Nail length L (m)                        | 6, 8         |
| Incline angle of soil nail (degree)      | 15           |
| Nail spaces Sh × Sv (m × m)              | $1/5 \times 1$ |
| The thickness of the shotcrete(mm)       | 120          |

Table 3. Geotechnical parameters of the behavioral models.

| Parameters                                      | HSS Model | HS Model | MC Model |
|------------------------------------------------|-----------|----------|----------|
| Cohesion C (KN/m²)                             | 1         | 1        | 1        |
| Friction angle φ                               | 33        | 33       | 33       |
| Dilatancy angle ψ                              | 3         | 3        | 3        |
| Unit weight of soil (γ) (KN/m³)                | 18        | 18       | 18       |
| Modulus of elasticity of soil “E” (KN/m²)     | -         | -        | 22,000   |
| Secant stiffness in standard drained triaxial test stress $E_{sec}^s$ (KN/M²) | 22,000   | 22,000   | -        |
| Tangent stiffness for primary audiometry loading $E_{core}^f$ (KN/M²) | 22,000   | 22,000   | -        |
| Unloading/reloading modulus $E_{ur}^f$ (KN/M²) | 66,000    | 66,000   | -        |
| Reference shear modulus $G_0^f$ (KN/M²)        | 60,000    | -        | -        |
| Reference stress for stiffness $P_{ref}$ (KN/M²) | 100       | 100      | -        |
| Shear strain as shear modulus at which $0.7 G_0^{0.7}$ | 0.0002    | -        | -        |
| Poisson ratio V                                | -         | -        | 0.35     |
| Unloading and reloading Poisson ratio $V_{ur}$  | 0.2       | 0.2      | -        |
| Power for stress level dependency of stiffness m | 0.5       | 0.5      | -        |
One of the methods to test whether the model boundaries are located a sufficient distance from the area of interest is to change the fixities (e.g., add and remove vertical fixity at the vertical boundaries) to see if this affects the key outputs. If no significant effect is observed, then the boundaries are located sufficiently far away [20]. A sensitive analysis has been done on the model under different fixities and boundary conditions. The stress state outputs were checked; stress changes were less than 5% at the model boundaries and displacements, and no significant effect on the results was achieved by increasing the dimensions [20]. The results of the sensitivity analysis in the horizontal direction are shown in Figure 2. From Figure 2, there are no significant changes in maximum displacement that can be observed after 60 m in the horizontal direction. Figure 3 shows the variation in the vertical dimension versus safety factor. It can be seen that by increasing the vertical dimension after 28 m, there is no significance in the safety factor of the wall and also no significant changes in displacement and stresses.

Figure 1. The scheme of the numerical model in PLAXIS.V8.3.

Figure 2. Sensitive analysis of the horizontal dimension on the maximum displacement of the wall.

Figure 3. Variation in the vertical dimension versus safety factor.
Figure 3. Sensitive analysis of the vertical dimension on the safety factor of the wall.

The period of the soil-wall system is $4H/\nu s$, where $H$ is the thicknesses of soil, and $\nu s$ is the shear wave velocity [21,22]. The first period of the wall is 1.68 s.

2.2. Model Verification

The finite element model was validated by comparison with a back-predicted result from a full-scale test carried out in 1986 for the French national research project CLOUTERRE [21]. The CLOUTERRE project’s soil nailed wall is 7 m high and 7.5 m wide. Figure 4 depicts a cross-section of the soil nailed wall.

Figure 4. The CLOUTERRE project’s soil nailed wall geometric profile.

In that test, five different types of nails were used, each labeled A, B, C, D, and E. The lengths of nails for types A, B, C, D, and E are 6 m, 8 m, 6 m, 7.5 m, and 8 m, respectively. Stepped excavation was used to build the wall, with 1 m of excavation alternated with nail installation. The nail lengths ranged from 6 to 8 m and were inclined at a slope of 10 degrees to the horizontal plane. Table 1 represents the detailed parameters of the soil nail wall for backfill soil and the foundation. The 15-node triangular elements are used for this modeling. The Finite element modeling of the CLOUTERRE project is shown in Figure 5. The analysis has been carried out based on the stage of the construction. Figure 6 shows the maximum internal forces in nails compared with Fan and Luo [22] and Plumelle
et al. [23]. There is a reasonable comparison between numerical modeling. Figure 7 depicts a comparison of computed maximum tensile forces in nails. The computed and assessed findings are reasonably consistent. The slight differences between the numerical simulation and the test results are related to the following factors:

1. The number of parameters: The existence of various materials in this research (soil, shotcrete, nail) has led to a large number of parameters being required to model this issue. Nineteen parameters are needed to model this problem, and due to insufficient material test information in different locations of the test, the probability of error in numerical simulation is increased.

2. Behavioral model: Due to inherent uncertainties in the field tests, exact modeling of the soil and materials is not possible.

3. Error in test data collection: Uncertainties always accompany the installation of sensors and monitor the behavior in the test.

Figure 5. A scheme of finite element modeling of the CLOUTERRE project.

Figure 6. Maximum tensile forces (Tmax) in the nails.
3. Soil Modeling and Material Properties

A soil nail wall with a height of 8 m was used as horizontal levels were taken for backfill soil previously studied by the author [4]. Furthermore, in this study, the material behind the wall was considered to be homogenous. Wall design was produced based on the allowable strains method and using FHWA guidelines. The characteristics of material properties are presented in Tables 2 and 3 to model the soil-nail system numerically. The three behavioral models, MC, HS, and HSS, were used to model the wall as their results on maximum horizontal displacement and axial forces generated in the nails are compared after each step of excavation. In what follows, a brief description of the behavioral models, MC, HS, and HSS, as well as the major parameters used here, will be offered. The soil condition in this study is a dry soil. The plate element was used to model the nail, shotcrete. The length of nails is 6 and 8 m. The parameters used for this purpose were chosen based on Feng et al. [24] and other similar works, and their values and descriptions are presented in Table 3. It must be noted that $E_{ur}^{ref} = 3E_{50}^{ref}$ was determined.

3.1. Mohr-Coulomb Model (MC)

In order to model the behavior of the linear elastic-perfectly plastic material, the Mohr-Coulomb (MC) model was used along with five major parameters. The model applies a combination of Hooker's law and Coulomb's failure criteria [25]. The parameters used in the model are divided into elastic and plastic parameters. The model includes: Young's Modulus $(E)$, Poisson ratio $(V)$, and the plastic parameters of the model involve soil friction angle $(\phi)$, cohesion $(C)$, and dilatancy angle $(\psi)$.

3.2. Hardening Soil Model (HS)

The hardening soil model is a robust behavioral model for simulating the behavior of a variety of hard and soft soils. Among the model's major characteristics, we can refer to shear and compressive hardening and the failure to be stable in the model's yield level, and the change in it as plastic strains go up. As one major difference between the Hardening Soil (HS) and Mohr-Coulomb (MC) model is the stiffness dependency on the present model's strain level.

The main idea for formalizing this model is the hyperbolic relationship between axial strain and diversionary strain in relation to triaxial loading. The main parameters of the model include strength parameters $\psi$ and $\Psi$, $C$ as such stiffness parameters $E_{ur}^{ref}$ and $E_{50}^{ref}$.
which can control the behavior of the soil deformation as it is presented in Table 2, and the unloading-reloading reference modulus, $E_{\text{ref}}$. The extent to which stiffness is dependent on strain level is determined by the factor $m$. $m$ value is laid in the range of zero to one. The relationship between the strain and the deviatoric stress is shown in Figure 8.

![Figure 8. The stress and strain relation.](image)

### 3.3. The Hardening Soil Model with Stiffness Effect from Small Strains (HSS)

The HSS model that accounts for the increased stiffness of soils at small strains is developed from the hardening soil model. According to the research, the soil materials revealed higher stiffness in small strains. However, this went unnoticed in most behavioral models such as Mohr-Coulomb and the hardening soil model. Benz [26] considered the effect of the high stiffness of building materials on small strains by making some corrections to the hardening soil. In order to exert the effect of non-linearly raising the stiffness in strains smaller than engineering strains, the parameters and previous parameters were inserted in the HS model, which made a new model called HSS. $G_0$ consists of initial shear modulus, as does $\gamma_{0.7}$ shear strain when shear modulus value reaches 0.7 $G_0$. The HSS model shows a lesser failure strain than HS.

### 3.4. Nail Correspondence Parameters

Normally, plain elements are used to model the nailing system in the state of plain strain numerically. In practice, different models are used for calculating nail input parameters. Using $E_{eq}$ equal elasticity modulus is a correct approach to model an embedded nail system. The equal elasticity modulus is calculated by considering the elastic stiffness covering the injection as well as the interior nail rebar and based on material resistance principles:

$$E_{eq} = E_n \left(\frac{A_n}{A}\right) + E_g \left(\frac{A_g}{A}\right)$$  \hspace{1cm} (2)

where $E_n$ stands for the elasticity modulus of the interior nail rebar, $E_g$ stands for the elasticity modulus of injected materials, $K$ stands for interior cross rebar, $A = 0.25\pi D_h^2$ equals the overall area of the embedded nail system, $A_e = A - A_n$ equals the embedded pure level, and $E_{eq}$ equals to the elastic modulus of the nails. If we present the horizontal distance between nails by $S_h$, the extent of the axial stiffness of the injected nail system is measured by $E_{eq}$ from Equation (2):

$$EA = \frac{E_{eq} \left(\frac{\pi D_h^2}{4}\right)}{S_h}$$  \hspace{1cm} (3)
3.5. Overall Procedure of Numerical Modeling

As for the input, the PlAXIS.V8.3 geometry software, which involved the nails and shotcrete procedures, was to be modeled. In what followed, the boundary conditions and the geometry of the construction process were defined, and material parameters were inserted. After completing these processes, appropriate finite element meshes were selected and prepared to be meshed based on this. As shown in Figure 1, the selected mesh size was made finer by as much as one degree to raise the accuracy of the calculations around the nails. With the completion of the generating model, \( k_0 \), the procedure was used for generating sustainable strains. It must be noted that the value of \( k_0 \) was considered much the same as \( 1 - \sin \sin \phi \) based on Jackie’s equation.

Having completed the construction of the model in input, we arrived at the calculation of the software. In this section, the procedure of the stages for defining and analyzing soil excavation and the implementation based on real stages were chosen, in the sense that the excavation and installation of the nailing system and shotcrete procedure were defined within four calculation phases, \( E_4 \) to \( E_1 \), as is shown in Figure 1. At each stage of construction, one 2-m layer of the sustainable soil was made inactivated. The nailing system and shotcrete procedure would be installed by activating structural elements used for modeling. The type of analysis would be adjusted in the plastic calculation mode.

At the end of each stage, we aimed to determine the reliability factor related to Phi/C Reduction analysis, which is based on strength reduction.

The model was run with the standard fixities and earthquake boundaries. Furthermore, the model’s width was selected in such a way that the influence of boundary conditions was minimized in the results. The Rayleigh damping was used to consider material damping [27]:

\[
C = \alpha M + \beta K
\]

where \( C \) denotes damping, \( K \) denotes stiffness, \( M \) denotes mass, and \( \alpha \) and \( \beta \) are the Rayleigh parameters measured:

\[
\alpha + \beta \omega_i^2 = 2\omega_i \zeta_i
\]

The critical damping ratio \( \zeta_i \) is 0.05, and \( \omega_i \) is the frequency of the system in the first and the second mode [28].

3.6. The Effect of Behavioral Models on Global Stability

The results of the global safety factor are presented at each stage of construction by using the three behavioral models in Figure 9. From Figure 9, every three models show similar results for global safety factors at different stages, and there is no significant difference between the values obtained from HS and HSS behavioral models and those of MC.

![Figure 9](image-url)
3.7. The Effect of Modeling Approach on the Maximum Horizontal Displacement of the Soil Nailed Wall System

Figure 10 shows the effects of the modeling approach on the maximum lateral displacement of the wall during the construction stage. From Figure 10, it can be clearly obtained that the MC model estimated a lateral displacement higher than HS and HSS. This is related to the linear behavior of the MC model prior to the yielding state. Therefore, it can be shown that the application of HS and HSS models provides more reasonable results than the MC model. The maximum lateral displacements of the three models were shown at each phase of modeling in Figure 10.

![Figure 10. The maximum horizontal displacement of the wall.](image)

3.8. The Effect of Behavioral Models on Axial Forces Generated in the Nails

Figures 11 and 12 show the maximum axial force generated at the unit of nail length at different stages of excavation and under different depths of installment, respectively. Axial forces in the nail at the HSS model are a bit higher than the HS and MC models.

![Figure 11. The maximum axial force of nail with construction stages.](image)
It has been shown that by implementing the modeling nailed walls in soft soils, the use of robust behavioral models such as HS or HSS leads to more reliable results compared with the MC model. It is also observed that the HSS model shows a lower value of displacement at the height of the wall than the HS and MC model, which is due to the consideration of the increased hardness at small strains by the HSS model. The application of behavioral models such as HS and HSS delivers more appropriate results than those of the MC model. In this paper, the HSS model is used for Incremental Dynamic Analysis (IDA) and developing fragility curves.

4. Seismic Ground Motion Records

A relationship is needed between the ground motion records as our input and structural damage as our output to allow for comparison between them. How the models of the wall and also the input ground motions are selected is every important. When a nonlinear time history is performed on a structure, all the nonlinearity of the members is taken into account. The responses of the wall are subsequently dependent on the characteristics of earthquake ground motions. Therefore, the frequency content, intensity and ground type have a great effect on the response of the wall. A reasonable intensity measure and structural damage can lead to a good correlation. Many different intensity measures were suggested to describe the severity of the earthquake ground motion, such as PGA, peak ground velocity (PGV), peak ground displacement (PGD), spectrum intensity (SI), the time duration of strong motion (Td), etc. In this research, PGA and $Sa(T_{1,5})$ are used as intensity measures.

PSDA requires an appropriate earthquake record selection. According to FEMA-P58 [29], the earthquake record bin needs to be unbiased to any site-specific seismological characteristic. The other significant point is that the earthquake bin should cover a wide range of structures located in different seismic zones. Therefore, the bin should be structural type independent. FEMA-P695 [30] developed a general far-field record.

Table 3 shows the characteristics of 20 earthquake ground motion records with different ranges of PGA from medium to strong motions, which are used to perform incremental dynamic analysis (IDA). This set of records were selected according to the criteria proposed by FEMA-P695 [30].

Figure 13 shows the acceleration response spectra with a 5% damping ratio of the recorded ground motions. Figure 14 represents the different percentiles of acceleration response spectra with a 5% damping ratio. The range of the PGA is between 0.21 g to 0.82 g. The spectral acceleration figures also contain a wide range of $Sa(T_{1,5})$ at the fundamental period of the soil nail walls.
5. Incremental Dynamic Analysis (IDA) and Fragility Curves

5.1. Incremental Dynamic Analysis (IDA)

One of the methods that has been considered by the researchers in the field of performance-based earthquake engineering is incremental dynamic analysis (IDA). This approach involves the simulation of earthquakes with increasing intensity to assess the structural response and identify the threshold at which damage occurs.

The records are listed in Table 4, and the criteria are presented as follow:

(a) Magnitude > 6.5
(b) Distance from source to site >10 km (average of Joyner-Boore and Campbell distances) [31]
(c) Peak Ground Acceleration (PGA) > 0.2 g and Peak Ground Velocity (PGV) > 15 cm/s
(d) Soil shear wave velocity, in upper 30 m of soil, greater than 180 m/s
(e) Lowest useable frequency <0.25 Hz, to ensure that the low-frequency content was not removed by the ground motion filtering process
(f) Strike-slip and thrust faults (consistent with California)
(g) No consideration of spectral shape
(h) No consideration of station housing, but PEER-NGA records were selected to be “free-field”
### Table 4. Characteristics of the earthquake ground motion histories [30].

| ID No | M   | R (Km) | PGA (g) | Year | Name         | Recording Station | Owner       |
|-------|-----|--------|---------|------|--------------|-------------------|-------------|
| 1     | 7.0 | 14.3   | 0.48    | 1992 | Cape Mendocino | Rio Dell Overpass | USGS       |
| 2     | 7.6 | 10     | 0.21    | 1999 | Chi-Chi, Taiwan | CHY101           | CWB        |
| 3     | 7.1 | 12     | 0.82    | 1999 | Duzce, Turkey  | Bolu              | ERD        |
| 4     | 6.5 | 15     | 0.45    | 1976 | Friuli, Italy  | Tolmezzo          |            |
| 5     | 7.1 | 10.4   | 0.35    | 1999 | Hector Mine   |                   | SCSN       |
| 6     | 6.5 | 22     | 0.34    | 1979 | Imperial Valley | Delt              | UNAMUCSD   |
| 7     | 6.5 | 22     | 0.35    | 1979 | Imperial Valley | El Centro Array#1 | USGS       |
| 8     | 6.9 | 17     | 0.38    | 1995 | Kobe, Japan   | Nishi-Akashi      | CUE        |
| 9     | 6.9 | 17     | 0.51    | 1995 | Kobe, Japan   | Shin-Osaka        | CUE        |
| 10    | 7.5 | 13.1   | 0.24    | 1999 | Kocaeli, Turkey | Duzce             | ERD        |
| 11    | 7.3 | 23.6   | 0.36    | 1992 | Landers       | Yermo Fire Station | CDMG      |
| 12    | 7.3 | 23.6   | 0.24    | 1992 | Landers       | Coolwater         | SCE        |
| 13    | 6.9 | 12.2   | 0.42    | 1989 | Loma Prieta   | Capitola          | CDMG       |
| 14    | 6.9 | 12.2   | 0.53    | 1989 | Loma Prieta   | Gilory Arrey#3    | CDMG       |
| 15    | 7.4 | 12.6   | 0.56    | 1990 | Manjil        | Abbar             | BHRC       |
| 16    | 6.7 | 12.6   | 0.55    | 1994 | Northridge    | Beverly           | USC        |
| 17    | 6.7 | 12.6   | 0.44    | 1994 | Northridge    | Hills-Mulhol Canyon | USC     |
| 18    | 6.6 | 22.8   | 0.36    | 1971 | San Ferando   | LA-Hollywood Stor  | CDMG       |
| 19    | 6.5 | 18.2   | 0.51    | 1987 | Superstition Hills | El Centro Imp.Co | CDMG       |
| 20    | 6.5 | 18.2   | 0.52    | 1987 | Superstition Hills | Poe Road (temp)  | USGS       |

5. Incremental Dynamic Analysis (IDA) and Fragility Curves

#### 5.1. Incremental Dynamic Analysis (IDA)

One of the methods that has been considered by the researchers in the field of performance-based earthquake engineering is incremental dynamic analysis (IDA). This method could prepare valuable information about seismic demand and capacity, estimating the response of structures by increasing the intensity level of ground motion and predicting the probability of reaching or exceeding a specific structural damage level for a given earthquake intensity (PGA and Sa(T, 5%). To perform IDA, a proper nonlinear structural model is needed as the first step. Then, a suite of records (at least 20) are compiled, scaled to 1.0 g and implemented with an increment increase of 0.1 g until they reach the extensive performance level [31–37]. For each record, dynamic analysis was carried out and data were post-processed. Total nonlinear analysis is more than 500. We can generate the IDA curves of the wall response with a damage measure and intensity measure. Figures 15 and 16 show the obtained IDA curves from a full nonlinear time history analysis. The Engineering Demand Parameter (EDP) is the maximum drift ratio of the wall, and the intensity measure in Figure 15 is PGA and Sa(T, 5%) in Figure 16. A suitable intensity measure is an efficient IM when the dispersion of the data is less. In this study, the results show that the dispersion of the PGA is higher than Sa(T, 5%), which shows that Sa(T, 5%) is more efficient than PGA for the considered wall. The current research is based on the IDA results in terms of dispersion, as shown in Table 5, based on Equations (6) and (7). In the following section, Bayesian linear regression is implemented to consider the efficiency of the IMs.
The Engineering Demand Parameter (EDP) is the maximum drift ratio of the wall, and the intensity measure in Figure 15 is PGA and Sa(T1,5%). To perform IDA, a proper nonlinear structural model is needed as the first step. Then, a suite of records (at least 20) are compiled, scaled to 1.0 g and implemented with an increment increase of 0.1 g until they reach the extensive per-processed. Total nonlinear analysis is more than 500. We can generate the IDA curves of the wall response with a damage measure and intensity measure.

Table 5. Damage States (DS) for wall displacements ratio [34].

| Damage         | Slight (DS = 1) | Moderate (DS = 2) | Extensive (DS = 3) |
|----------------|-----------------|-------------------|--------------------|
| Wall Drift ratio | 0.02            | 0.05              | 0.08               |

Intensity Measures (IM) and Damage States (DS)

The IDA results are generally presented as a relation between Engineering Demand Parameter (EDP) and Intensity Measure (IM). The relation between (seismic demand) SD and (intensity measure) IM is estimated as [13]:

\[ SD = a IM^b \]  \hspace{1cm} (6)

The coefficients of \(a\) and \(b\) using linear regression rewrite Equation (5) as:

\[ \ln (SD) = b \ln(IM) + \ln(a) \]  \hspace{1cm} (7)

The following criteria (efficiency and sufficiency) can classify different intensity measures to select the optimal intensity measure. In this paper, the wall displacements ratio was utilized to define the performance levels in Table 5.
5.2. Fragility Function Methodology

The fragility function was formulated by Cornell et al. [35], and the fragility curves are presented as a lognormal distribution:

\[ P[D \geq d | IM] = 1 - \Phi \left( \frac{\ln(d) - \ln(S_D)}{\beta_D|IM} \right) \]  

(8)

\( \Phi(\bullet) = \) Standard normal cumulative distribution function
\( S_D = \) Median value of the structural demand in terms of seismic intensity
\( \beta_D|IM = \) Logarithmic standard deviation, or dispersion, of the demand conditioned on the IM.

6. Bayesian Statistical Inference

Consider \( h(x) \) as a vector of explanatory functions formulated in terms of independent variables collected in vector \( x \). \( y \) is a response variable predicted by:

\[ y = \theta_1 h_1(x) + \theta_2 h_2(x) + \ldots + \theta_k h_k(x) + \sigma \varepsilon \]  

(9)

where \( \theta, \sigma \) are called model parameters, \( \varepsilon \) is a standard normal random variable, and \( \sigma \) is standard deviation of model error. Traditionally, classical regression is applied to compute the point estimation of model parameters \((\hat{\theta}, \hat{\sigma})\). It is clear that the point estimation, based on information obtained from a finite size sample population, is incomplete and uncertain. Conversely, Bayesian linear regression can express our uncertainty on information obtained from a finite size sample population, is incomplete and uncertain.

Under the normality assumption on \( \varepsilon \) and a non-informative prior, Box and Tiao [39] show that the posterior distributions of \( \theta \) and \( \sigma^2 \), denoting the vector of model parameters \( \theta \), are a multivariate \( t \) distribution and an inverse chi-square distribution, respectively.

\[ f(\theta, \sigma) = c.L(\theta, \sigma).P(\theta, \sigma) \]  

(10)

where \( f(\theta, \sigma) \) denotes posterior distribution representing our updated knowledge about the coefficients, \( L(\theta, \sigma) \) represents the likelihood function representing the objective information on \((\theta, \sigma)\) gained from a set of observations, \( P(\theta, \sigma) \) denotes the prior distribution reflecting our knowledge about parameters prior to obtaining observations, and \( c \) is a normalizing factor. In this case, lower bound data and/or upper bound data are not available, such as data collected in this study, and the probabilistic model of interest is formulated as a linear function of \( \theta \), so a closed-form solution can be found for Equation (6) [36–38].

Under the normality assumption on \( \varepsilon \) and a non-informative prior, Box and Tiao [39] show that the posterior distributions of \( \theta \) and \( \sigma^2 \), denoting the vector of model parameters \( \theta \), are a multivariate \( t \) distribution and an inverse chi-square distribution, respectively.

\[ f(\theta) = \frac{\Gamma\left(\frac{k}{2} \nu^{-1}\right) \Gamma^2\left(\frac{\nu}{2}\right) s^{-2} \Gamma\left(\frac{\nu + k}{2}\right) \left[ 1 + \frac{(\theta - \hat{\theta})^T H^T H (\theta - \hat{\theta})}{\nu s^2} \right]^{-\frac{\nu + k}{2}} }{\Gamma\left(\frac{\nu}{2}\right) \left[ \Gamma\left(\frac{\nu}{2}\right) + \frac{(\theta - \hat{\theta})^T H^T H (\theta - \hat{\theta})}{\nu s^2} \right] } \]  

(11)

where \( H \) is an \( n \times k \) dimensional matrix, which contains all \( n \) observations of explanatory functions. Additionally, \( Y \) is the \( n \)-dimensional vector of response variable observations. Once posterior distribution is known, mean vector \( M_\theta \) and the covariance matrix \( \Sigma_\theta \) can be computed as follows:

\[ \mu_\theta = \hat{\theta} \]  
\[ \mu_\sigma = \sqrt{\frac{1}{\nu - 2} s^2} \]  
\[ \sigma_\sigma^2 = \frac{s^2}{\nu (\nu - 2) (\nu - 4)} \]  

(12)

According to the above description and those presented in the previous section, the procedure implemented in the present study to develop the demand model is graphically exhibited in Figure 17.
Figure 17. Bayesian regression demand model procedure.

6.1. Efficiency of an Intensity Measure (IM)

The developed regression-based demand model—the maximum drift demand model of the wall in terms of PGA and Sa(T₁,5%) in the form of Equation (7)—is constructed based on the above definition. Table 6 indicates model parameters obtained from IDA and Bayesian regression analysis.

Table 6. Bayesian regression model parameters in Equation (7).

|                      |  \( a \) |  \( b \) |  \( \sigma \) |
|----------------------|----------|----------|--------------|
| \( \ln(D) = a + b \times \ln(PGA) + \sigma \epsilon \) | Mean   | C.O.V%  | Mean   | C.O.V%  | Mean   | C.O.V%  |
|                      | −3.885  | 0.636   | 0.879   | 2.889   | 0.297   | 0.0473  |
| \( \ln(D) = a + b \times \ln(Sa(T₁)) + \sigma \epsilon \) | Mean   | C.O.V%  | Mean   | C.O.V%  | Mean   | C.O.V%  |
|                      | −4.427  | 0.272   | 0.943   | 1.681   | 0.182   | 0.0351  |

The posterior correlation coefficients computed between the regression coefficients (model parameters \( a, b \)) are also presented in Tables 7 and 8.

Table 7. Correlation matrix of regression coefficients implemented in the model in terms of PGA.

|     |  \( a \) |  \( b \) |
|-----|----------|----------|
| \( a \) | 1        | 0.607    |
| \( b \) | 0.607    | 1        |

Table 8. Correlation matrix of the regression coefficients implemented in the model in terms of \( Sa(T₁,5\%) \).

|     |  \( a \) |  \( b \) |
|-----|----------|----------|
| \( a \) | 1        | −0.031   |
| \( b \) | −0.031   | 1        |

In addition, Figures 18 and 19 show the diagnosis of regression demand graphically. The model projections were plotted against obtained data. The Q-Q graph shows the normality of the model. Similarly, the accuracy of a model is determined by the degree to which plotted prediction data correspond with a 45° line. Furthermore, if the residuals appear roughly horizontal on both sides of the zero axes, the suggested regression model is
appropriate in terms of heteroscedasticity. Technical texts provide more detail on regression diagnosis strategies. Based on Tables 6–8, the $\text{Sa(T}_{1},5\%)$ is more efficient for retaining walls to be considered as an Intensity Measure (IM).

![Graphical diagnoses of the regression model PGA](image)

**Figure 18.** Graphical diagnoses of the regression model PGA; (a) model prediction; (b) Quantile-Quantile graph; (c) residual graph.
Figure 19. Graphical diagnoses of the regression model, Sa(T1,5%); (a) model prediction; (b) Quantile-Quantile graph; (c) residual graph.
6.2. Sufficiency of an Intensity Measure (IM)

Sufficiency is a criterion that shows the IM is statistically independent of earthquake ground motions such as Magnitude (M) and Epicentral distance (R). Regression analysis is needed on the residuals. Lower $p$-values show that the regression estimate’s coefficient is statistically important. A $p$-value of 0.10 was the cutoff for an insufficient IM [13]. The $p$-values are 0.52 and 0.61 based on R and M, which shows that the $\text{Sa}(T,5\%)$ is a sufficient IM for conditioning the probabilistic seismic demand analysis (PSDA) (see Figures 20 and 21).

Figure 20. $p$-value analysis to implement the conditional statistical independence from epicentral distance (R).

Figure 21. $p$-value analysis to implement the conditional statistical independence from magnitude (M).
7. Fragility Analysis Results

Fragility curves of the soil wall for three different performance levels are presented in Figures 22 and 23 for the Slight, Moderate, and Extensive damage states for $\text{Sa}(T_{1,5\%})$ and $\text{PGA}$. The analytical fragility curves show the failure probability of the wall for a certain values’ intensity measures. It is strongly suggested to consider other important intensity measures to find a suitable IM that has less dispersion in data. The reliable fragility curves are based on $\text{Sa}(T_{1,5\%})$, which provides a more accurate failure probability since the IM is more efficient and sufficient.

![Fragility curves for different damage states](image1)

**Figure 22.** The soil nail wall’s fragility curves with respect to $\text{Sa}(T_{1,5\%})$.

![Fragility curves for different damage states](image2)

**Figure 23.** Fragility curves of the soil nail wall with respect to $\text{PGA}$.

8. Conclusions

In this paper, detailed finite element modeling of the soil nailed wall was completely studied. Three different approaches for soil modeling were considered (MC, HS, and HSS). Detailed and verified numerical modeling was presented. We have tried to achieve analytical seismic fragility curves of the typical soil nailed wall. Two standard intensity measures were considered ($\text{PGA}$ and $\text{Sa}(T_{1,5\%})$). A total of 20 suit records were selected,
and incremental dynamic analysis was applied to the wall. Bayesian linear regression was used to develop the demand model and selection of the proposed intensity measure. The results show that the selection of the records has a great effect on the response of the structures and the further findings of the study. Comparison of IDA results and the efficiency and sufficiency of the IMs shows that $S_a(T_{1,5\%})$ is more suitable for these types of walls with respect to PGA because of its efficiency and sufficiency.
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