Simulating the dynamics of braiding of Majorana zero modes using an IBM quantum computer
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We simulate the dynamics of braiding Majorana zero modes on an IBM Quantum computer. We find the native quantum gates introduce too much noise to observe braiding. Instead, we use Qiskit Pulse to develop scaled two-qubit quantum gates that better match the unitary time evolution operator and enable us to observe braiding. This work demonstrates that quantum computers can be used for simulation, and highlights the use of pulse-level control for programming quantum computers and constitutes the first experimental evidence of braiding via dynamical Hamiltonian evolution.

I. INTRODUCTION

Quantum computers may significantly outperform classical ones in the area of simulation of quantum systems [1, 2] and other specialized algorithms [3, 4]. However, we are currently in the era of noisy quantum computing [5] where only a small number of qubits, with relatively short coherences times, can be entangled. Fortunately, recent results demonstrating hardware specific optimization [6–8] and quantum advantage with short-depth noisy circuits [9] offer hope for the usefulness of near-term systems. Here, we simulate a quantum topological condensed matter system on an IBM Quantum processor within the qubits’ coherence times using pulse-level instructions provided by Qiskit Pulse [10–12]. Ideally, the simulation would occur by a continuous time-evolution of the qubits under the appropriate spin Hamiltonian obtained from a transformation of the fermion Hamiltonian. Practically, this “analog” simulation must be decomposed and mapped onto the calibrated native gates of a quantum computer, making it “digital”. This digital implementation on noisy quantum hardware limits the flexibility needed to avoid the accumulation of unnecessary errors. Here, we demonstrate a “semi-analog” approach to noise reduction: a pulse-scaling technique that, without additional calibration [12, 13], gets us closer to the ideal analog simulation.

Topologically protected quantum computation works by moving nonabelian anyons, such as Majorana zero modes (MZMs), around each other in two dimensions to form three dimensional braids in space-time [14–16]. This approach is advantageous as it offers protection from local perturbations. The quest for topological quantum computation has focused on hybrid superconducting-semiconducting [14, 17–27] and fractional quantum hall devices [28–30]. While trivial-topological phase transition [31] and measurement-based braiding [32] have been observed on a (non-topological) quantum computer, thus far there has been no definitive experimental evidence of braiding due to dynamical state evolution [28, 33–38].

In this work, we simulate the key part of a topological quantum computer: the dynamics of braiding of a pair of MZMs on a tri-junction. Specifically, we use the results of Ref. [39] to map a minimum model of a topological tri-junction [26, 40–44] onto a three-qubit Hamiltonian. Braiding is implemented by parametrically adjusting the Hamiltonian parameters; the time evolution is implemented using the Suzuki-Trotter decomposition, with each time step implemented by one- and two-qubit gates. We significantly boost the fidelity of our quantum time-evolution code by using pulse-level control to scale cross resonance (CR) gates [45] derived from those pre-calibrated on the backend, thereby enabling coupling of qubit pairs with shorter CR gate times. Specifically, we observe that using native CNOT gates, we can move a MZM from one arm of the tri-junction device to another arm, thus performing 1/6 of a full braid. However, using the scaled gates, we are able observe a complete braid. We remark that this result can be interpreted as an experimental observation of braiding in a quantum system.

A minimal model of a topological tri-junction – Our model is constructed using the six Majorana operators depicted in Fig. 1a and is described by the Hamilto-
\[ H = i \alpha \sum_{a=0}^{2} \gamma_{a}^{x} \gamma_{a}^{y} + i \frac{1}{2} \sum_{a \neq b} J_{ab} \gamma_{a}^{x} \gamma_{b}^{y} \]  

Here, \( \gamma_{a}^{x}, \gamma_{a}^{y} \) are Majorana operators on the inner and outer ends of arm a respectively, \( \alpha \) describes the coupling between Majorana modes on the same arm, and \( J_{ab} = -J_{ba} \) couples Majorana modes at the tri-junction. Initially, we set \( J_{01} = J_{\text{max}} \) and \( J_{12} = J_{20} = 0 \). This setting results in \( \gamma_{0}^{x} \) and \( \gamma_{1}^{y} \) fusing into one complex fermion and \( \gamma_{1}^{x} \) and \( \gamma_{2}^{y} \) fusing into another complex fermion. The low-energy sector is spanned by the operators \( \gamma_{0}^{0} \) and \( \gamma_{1}^{1} \), which are the two MZMs that we would like to braid. Braiding is preformed by moving the two MZMs around the arms of the tri-junction, which is accomplished by modulating each \( J_{ab}(t) \) as a function of time from 0 to some maximum value which we call \( J_{\text{max}} \) and then back to 0 following the protocol enumerated in Table I. This is the same braiding procedure that would be used on a real tri-junction [26]. This braiding procedure relies on a separation of timescales: braiding should be slow compared to the timescale of the fused MZMs, but fast compared to the splitting of the two “free” MZMs [47].

To simulate braiding on a quantum computer we map the fermionic Hamiltonian Eq. (1) onto a Hamiltonian

\[ H(t) = \alpha \sum_{a=0}^{2} \sigma_{a}^{z} + J_{01}(t) \sigma_{a}^{x} \sigma_{b}^{x} + J_{12}(t) \sigma_{a}^{y} \sigma_{b}^{x} + J_{20}(t) \sigma_{a}^{y} \sigma_{b}^{y} \]  

that acts on qubits. Here, \( \sigma_{a}^{\nu} \) is the Pauli \( \nu \)-matrix acting on qubit \( a \). The Hilbert space of the minimal model of Eq. (1) is equivalent to the Hilbert space of three qubits, depicted in Fig. 1b. The Majorana operators are related to the qubit operators via the Jordan-Wigner transformation, see Fig. 1(b).

| step | time | couplings |
|------|------|-----------|
| 1    | \( t : 0 \rightarrow \tau \) | \( J_{01} : J_{\text{max}} \rightarrow 0, J_{12} : 0 \rightarrow J_{\text{max}} \) |
| 2    | \( t : \tau \rightarrow 2\tau \) | \( J_{12} : J_{\text{max}} \rightarrow 0, J_{20} : 0 \rightarrow J_{\text{max}} \) |
| 3    | \( t : 2\tau \rightarrow 3\tau \) | \( J_{20} : J_{\text{max}} \rightarrow 0, J_{01} : 0 \rightarrow J_{\text{max}} \) |
| 4-6  | \( t : 3\tau \rightarrow 6\tau \) | repeat steps 1-3 |

Table I. Procedure for braiding Majorana zero modes depicted in Fig. 1 by modulating the couplings \( J_{01}, J_{12}, \) and \( J_{20} \). Each step moves a Majorana from one arm to another. In our calculations, we set \( J_{\text{max}} = 1, \alpha = 3 J_{\text{max}}, \) and \( \tau = 3.3 J_{\text{max}} \).

After three steps, the Majoranas are swapped, after six steps the Majoranas have returned to their initial positions.

To simulate the dynamics of Eq. (2) we must find the quantum gates that approximate the time evolution operator \( U = T \prod_{i} \exp \left( -iH(t_{i})dt \right) \), where \( T \) is the time ordering operator and \( dt \) is a small time step. Throughout, we rely on the second order Suzuki-Trotter approximation to decompose the time evolution into manageable pieces. We choose the time step \( dt \) to maximize the fidelity of the braiding procedure which is determined by a competition between (1) the Suzuki-Trotter error that is minimized by making a large number of small time-steps \( dt \) and (2) the error from the imperfect quantum gates which is minimized by reducing the gate count by making \( dt \) large.

Quantum simulation with basis gates - We split the time evolution of a single Suzuki-Trotter step into four parts. Each part is decomposed into single-qubit rotations labeled \( R_{\nu,i}(\theta) \) for a \( \theta \)-rotation around the \( \nu \)-axis of qubit \( i \), and CNOT gates labeled \( C_{x,ij} \), as depicted in Fig. 2a. We initialize the qubits to

\[ \psi_{\pm}(0) = R_{y,2}(\pi)R_{y,0}(\mp\pi/2)C_{x,01}R_{x,0}(-\pi/2)|000\rangle, \]

where the states \( \psi_{\pm}(0) = |\pm\rangle \equiv |e\rangle \pm |g\rangle \) with \( |g\rangle \) and \( |e\rangle \) being the ground and first excited state of the system corresponding to the even \( |e\rangle \) and odd \( |g\rangle \) parity states of the two MZMs. Because there is a finite coupling between the MZMs, given by \( \alpha \) in Eq. (2), \( |g\rangle \) and \( |e\rangle \) are at slightly different energies. Any state outside of the low energy subspace defined by \( |g\rangle \) and \( |e\rangle \) can be understood as a linear combination of higher energy states. After a single braid we expect: \( \psi_{\pm}(6\tau) = |\mp\rangle \). To check if braiding was successful, we invert the initialization gates so that \( |000\rangle \) corresponds to successful braiding.

A full braid with only three time steps per MZM swap (i.e. \( \tau \) is broken into three time steps) requires 96 CNOT gates and cannot be simulated on \( ibmq\_athens \) as the CNOT gates (the dominate source of error) have an error of 1.3% and 0.9% between qubits \( (0,1) \) and \( (1,2) \), respectively. The CNOT gate for qubits \( (0,2) \) is built out of the other two. However, moving a single MZM from one arm of the tri-junction to another arm (thus performing 1/6th of a complete braid), requires only \( 3 \times 4 = 12 \) two qubit gates. This corresponds to step 1 in Table I with \( J_{20} = 0 \). The set of gates depicted in Fig. 2 was translated into the basis gates using Qiskit’s transpiles function at optimization level 3 and 1024 shots were measured. Fig-
Figure 3. Panel (a): Comparing the probability distributions obtained using noiseless classical simulations and quantum computer calculations (see legend) obtained after moving a MZM from one arm of a tri-junction to another arm (as depicted in panel (b)). The $\psi_+(\tau)$ and $\psi_-(\tau)$ states form the low-energy subspace, with $\psi_+(\tau)$ corresponding to the target state in the absence of time-step and gate errors; in constructing the plot we normalized probabilities in this subspace so that $U_{\psi_+}(\tau) + U_{\psi_-}(\tau) = 1$. The percentage of the counts which end up outside of the computational space is labeled "High Energy States". A large number of the counts (38% even in Basis-Noiseless) end up in the high energy states due to the small number of time steps.

ure 3 shows the resulting probability distribution [48]. The probabilities labeled ‘noiseless’ were calculated using the QASM simulator in Qiskit to perform fully coherent quantum evolution and represent the size of time-step errors. We observe a clear preference for the $\psi_+(\tau)$ state when running on *ibmq_athens*, indicating that we have successfully moved a MZM from one arm of the tri-junction to another. However, when performing the full braid, there is no longer a clear preference as we measure $P_-(\tau)/P_+(\tau) = 1.04 \pm 0.12$ where $P_\pm$ is the probability of system ending in the $|\pm\rangle$ state.

Designing scaled quantum gates – We decrease two-qubit gate errors by designing scaled gates which implement smaller rotations in the two-qubit Hilbert subspace than the basis CNOT gates, which apply a full $\pi/2$ rotation in the Hilbert space. We focus on the operator $U_{yx}(\theta) = e^{-i\theta\sigma_y^x\sigma_z^y/2}$, which arises from the Jordan-Wigner transformation, see Fig. 2a. $U_{yx}(\theta)$ can be implemented with 2 CNOT gates as in Fig. 4a. The basis CNOTs are created from $U_{zx}(\pi/2)$ implemented by CR. These CNOTs are echoed CR pulses [49] on the control qubit with rotary echoes [50] on the target qubit, combined with single-qubit gates before and after the echoed CR gate that generate the correct direction of CNOT. Since errors mainly arise during CR pulses, we minimize their duration in the braiding algorithm. This is achieved with pulse-level control enabled by Qiskit Pulse [11]. We implement $U_{yx}(\theta)$ using $U_{zx}(\theta)$ operations (see Fig. 4b) derived from the highly-calibrated CNOT pulse schedules [12, 51]. Modifying the CNOT pulse schedules avoids additional calibrations which is paramount when running jobs through a queue on cloud-based quantum computers [52]. The rotation angle $\theta$ depends on the area under the pulses, and is often considerably less than $2 \times \pi/2$ for the Majorana braiding simulation schedule (Fig. 2). This allows us to build $U_{yx}(\theta)$ gates with considerably shorter CR pulses, and hence introduce less error per Suzuki-Trotter step.

To benchmark the $U_{yx}$ analog quantum gate, we compare it to the double-CNOT basis gate implementation (see Fig. 4a and b). We measure the gate fidelity with quantum process tomography (QPT) for 15 values of $\theta$ linearly spaced between 0 and $\pi$. Each measurement is done with 2048 shots and repeated four times to gather statistics. We mitigate readout errors by preparing each of the four basis states and measuring the outcome which we use to correct the QPT data [53, 54]. Fidelity measurements of the benchmark circuit are interleaved with those of the scaled CR circuit to mitigate biases in our comparison due to drifts. We observe that the scaled CR pulses systematically have a higher fidelity than the double-CNOT implementation at all measured values of $\theta$, see Fig. 4d. The double-CNOT benchmark should have a constant fidelity as the rotation angle $\theta$ is implemented by a virtual $Z$ gate [55] once the schedule is transpiled to *ibmq_athens*. We therefore attribute the fidelity fluctuations in Fig. 4d to drifts as the data were acquired over a three-day period. Such fluctuations are also observed in the fidelity of the scaled CR pulses. We observe that the analog circuit is strongly advantageous to the basis gate circuit at small $\theta$, see Fig. 4e, which is the relevant case for quantum simulation. We attribute the decrease in fidelity of the analog circuit at larger $\theta$ to an increase in errors caused by the longer duration CR pulses.

Quantum simulation with scaled gates – The Hamiltonian (2) contains a three-qubit coupling term which induces a unitary time evolution that cannot be efficiently encoded using our analog two-qubit quantum gates. We perform one more basis transformation, which results in the three-qubit gate being replaced by a pair of two-qubit gates [56]. The resulting quantum circuit, after hand optimization to combine single-qubit rotations, is depicted in Fig. 2b.

We now return to Fig. 3 to compare the fidelity of the simulations implemented with basis and scaled gates. We note that quantum simulations performed with basis and scaled gates use a different wave function basis and therefore have slightly different time-step errors as seen from the high energy states in Fig 3. We observe a larger leakage out of the low energy subspace for the scaled computation than for the basis gates, but the fidelity in the low energy basis is better. Crucially, the scaled-gate computation on the quantum computer is much closer to its noiseless ideal than is the basis-gate calculation on the quantum computer to its own noiseless ideal, highlighting the improvement in the fidelity achieved with analog quantum gates.

In Fig. 5 we plot the results of running the braiding pulse schedule on *ibmq_athens* with a variable amount of incoherent error added in the form of an additional delay time appended to all 2-qubit gates [57]. The prob-
Figure 4. Quantum process tomography of $U_{yx}(\theta)$ as a function of $\theta$ on ibmq_athens. Both the double-CNOT circuit (a) and the parametric $ZX(\theta)$-based circuit (b) create $U_{yx}(\theta)$. The circuit in (b) at $\theta = \pi/2$ is implemented by the pulse schedule shown in (c). Here, each sample lasts 0.222 ns. (d) Fidelity $F(a)$ (blue up-triangles) and $F(b)$ (orange down triangles) of quantum circuits (a) and (b), respectively, obtained with QPT. (e) Relative error reduction of the pulse-efficient circuit in (b) over the circuit in (a), i.e. $1 - E(b)/E(a)$ where $E(x) = 1 - F(x)$.

Figure 5. Bias towards braiding as a function of delay time added to the $ZX$ rotation gate. We plot $(P_- - P_+)/ (P_- + P_+)$ so that 1 (-1) corresponds to perfect braiding for the plus (minus) state and 0 corresponds to an equal distribution of shots in the braiding target state and in the trivial (non-braiding) state.

abilities $P_+$ and $P_-$ are found by counting the number of shots that end in the $\psi_+$ and $\psi_-$ states, respectively, after the braiding procedure. Each data point is the average of four trials with 8192 shots in each trial after applying the same readout error mitigation as with the QPT [53, 54]. We use the ratio $(P_- - P_+)/ (P_- + P_+)$ to measure success in braiding, this ratio should be positive if the final state is closer to $\psi_-(0)$ and negative if it closer to $\psi_+(0)$. In the absence of additional noise, we observe a strong preference for successful braiding. As we introduce additional noise this preference slowly diminishes, disappearing completely when the delay exceeds 150 ns or about 25% of the duration of a CNOT gate. The observation that additional noise washes out the braiding signal (a) supports our interpretation that we are indeed observing a quantum coherent process of braiding and (b) explains why we were unable to observe braiding with CNOT gates which extend the pulse schedule significantly past the 150 ns per two-qubit gate at which the braiding signal disappears [58].

In summary – We have demonstrated that pulse-level control of quantum computers enables us to simulate the braiding of Majorana zero modes, thus expanding the “digital” capabilities offered by the native basis gates on IBM Quantum backends. These two-qubit operations were derived from the highly-calibrated basis CNOT of the backend and required no further calibration. Our demonstration shows that we have reached the point at which quantum computers can perform interesting quantum simulations, but to achieve a sufficient quality it is crucial to understand the performance of the hardware and compose software that respects its limitations. Looking towards the future, the ease of programming obtained from digital abstractions is outweighed by the increase in performance obtained by programming the “analog” pulse schedules in a noise-aware method. We therefore argue that the path forward for quantum simulation in the noisy quantum era is the use of abstraction-free programming of quantum computers. This allows for continuous time evolution on part of the Hamiltonian and could be a path towards fully continuous Hamiltonian evolution.
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Appendix A: Quantum computer code for simulating a tri-junction with longer topological superconducting wires

The three qubit model is convenient due to its simplicity, however, the overlap of the Majorana modes is controlled by hand through the parameter $\alpha$ in Eq. (1). Instead, we would like to control the overlap by the number of qubits which separate the end modes – thus obtain topological protection. In this model, every arm of the T-junction is composed of $L$ qubits, see Fig. 6. The Hamiltonian becomes,

$$H(t) = \frac{1}{2} \sum_{a,b,c} J_{ab}(t) \epsilon_{abc} \gamma_{0a}^x \gamma_{0b}^x,$$

where $\epsilon_{abc}$ is the Levi-Civita symbol, $\mu$ is the on-site potential, $\Delta$ is the p-wave coupling term between sites, $J_{ab} = J_{ba}$ couples the arms of the tri-junction, and $\gamma_{ia}^x$ and $\gamma_{ia}^y$ are the two Majorana operators that act on site $i$ of arm $a$. In other words, we have three Kitaev chains coupled at the first site of each chain. If $\mu$, $\Delta$, and $J_{ab}(t)$ are held constant, then increasing $L$ acts to increase the length of the wire and so one can study how topological protection increases as length increases.

We can model each fermion operator as a string of spin operators acting on qubits:

$$\gamma_{ia}^x = \sigma_{a}^{0} \prod_{j=0}^{i-1} \sigma_{ja}^{x} \sigma_{ia}^{x},$$

$$\gamma_{ia}^y = \sigma_{a}^{0} \prod_{j=0}^{i-1} \sigma_{ja}^{y} \sigma_{ia}^{y},$$

where $\sigma_{ia}^\nu$ is the Pauli $\nu$-matrix acting on the qubit labeled $ia$. The auxiliary qubit with Pauli matrix $\sigma_0^\nu$ is added to keep string operators local [39]. In terms of these spin operators, the Hamiltonian is

$$H(t) = \frac{1}{2} \sum_{a=1}^{3} \left( \mu \sum_{i=0}^{L-1} \sigma_{ia}^{x} + \Delta \sum_{i=0}^{L-2} \sigma_{ia}^{x} \sigma_{i+1,a}^{x} \right)$$

$$+ \frac{1}{2} \sum_{a,b,c} J_{ab}(t) \epsilon_{abc} \gamma_{0a}^{x} \gamma_{0b}^{x}. \quad (A1)$$

Notice that the auxiliary qubit $\sigma_0^\nu$ appears only in the junction coupling term.

Once again we write the sums in the exponential for the time evolution operator $U = \mathcal{T} \prod \exp (iH(t)dt)$ as products of exponentials. In this way, time evolution is defined by the gate sets

$$e^{-i\mu \sigma_{0a}^x dt/2} = R_{z,ia}(\mu dt)$$

$$e^{-i\Delta \sigma_{ia}^x \sigma_{(i+1)a}^x dt/2} = C_{x,ia,(i+1)a} R_{x,ia}(\Delta dt) C_{x,ia,(i+1)a}$$

$$e^{-iJ_{ab}(t) \sigma_{0a}^0 \sigma_{0b}^0 dt/2} = C_{c,0a,03} C_{x,0b,0a} R_{x,0a}(J_{ab}(t)dt) C_{x,0b,0a} C_{c,0,0a}$$

where $C_{\nu,\alpha,\beta}$ is a controlled $\nu \in \{x,y,z\}$ gate acting on the qubits labeled by $\alpha$ and $\beta$.

The qubits are initialized to the two degenerate ground states of the Hamiltonian written in the Jordan-Wigner basis (Eq. (A3)) for $\mu = 0$, $J_{12} = J_{20} = 0$, and $J_{01} = \Delta$. These ground states can be reached from the empty state $\psi_0 = |000\ldots\rangle$ by applying a particular gate set. First we initialize the auxiliary third arm of the tri-junction:

$$\psi_{a=3} =$$

$$C_{x,23,23} R_{y,23} \left( \frac{\pi}{2} \right) R_{x,13}^{(\pi)} C_{x,03,13} R_{y,03} \left( \frac{\pi}{2} \right) R_{x,0}^{(\pi)} \psi_0.$$  

This is the same for both ground states. They can be reached by:

$$\psi_{\pm}(0) = \cdots R_{y,12} \left( \frac{\pi}{2} \right) R_{y,02} \left( \pm \frac{\pi}{2} \right) \cdots R_{y,11} \left( \frac{\pi}{2} \right) R_{y,01} \left( \pm \frac{\pi}{2} \right) \psi_{a=3}$$

If we start in the $\psi_+(0)$ state and apply the conjugate transpose of the gate set that defines $\psi_-(0)$ at the end of the braiding procedure then $\psi_0$ corresponds to successful braiding.

Although there are currently quantum devices with enough qubits to simulate the nine fermion device, the extra two qubit gates (6 per time step) make this simulation impractical. However, as gate fidelities improve checking the topological protection of Majoranas on the nine fermion device will become possible.

Appendix B: Hints of topological protection from the three qubit model

Topological protection from braiding manifests itself as a tolerance to local perturbations. However, braiding
MZMs at a finite rate results in the topological protection being imperfect. In our case the braiding time is dictated by the separation of time scales associated with the strength of the MZM couplings in the tri-junction.

To study tolerance to local perturbations we rewrite the Hamiltonian in Eq. (1) of the main text so that each arm of the tri-junction has a unique coupling $\alpha_a$.

$$H = i \sum_{a=0}^{2} \alpha_a \sigma^x_a \sigma^y_b + \frac{i}{2} \sum_{a \neq b} J_{ab} \sigma^x_a \sigma^y_b$$  \hspace{1cm} (B1)

In Fig. 7 we plot the braiding fidelity as a function of a small perturbation to $\alpha_0$. As the procedure becomes more adiabatic, the system becomes more protected. Each curve in the figure corresponds to a different protocol time $\tau$. As $\tau$ increases the curve flattens out indicating a higher tolerance to local perturbations. This is consistent with the expectation that there is additional protection to local perturbations as the MZM couplings in the tri-junction arms become weaker, e.g. as the number of qubits that compose each arm of the tri-junction increase.

To truly get the benefit of topological protection, one must use a tri-junction model with arms composed of multiple qubits each coupled by local parameters. The parameter $\alpha_0$ can be thought of as a coarse graining of these local parameters. The system becomes truly topologically protected only as $\alpha_0$ approaches zero. In this case, each step of the braiding procedure is achieved by tuning the local parameters so that the edge between topological and trivial superconductors (qubits) can slide towards the tri-junction, the tri-junction couplings are adjusted, and then the topological-trivial edge is brought back out to the the end of the tri-junction arm.

**Appendix C: Tracking the wave function trajectory during braiding**

The first three steps of the braiding procedure swap the two MZMs. While the fidelity of the swap is characterized by the target state on the third step, it is instructive to do an experiment which ends at each of the three steps to see that the states are following the correct path. To do this we unwind the basis in which braiding occurs so that the target state after each step is mapped onto a specific occupation state of the device. This is accomplished by applying

$$R_{y,2} \left( \frac{\pi}{2} \right) R_{x,1} \left( \frac{\pi}{2} \right) R_{y,0} \left( \frac{\pi}{2} \right) \text{ after step 1,}$$

$$R_{y,2} \left( \frac{\pi}{2} \right) R_{y,1} \left( \frac{\pi}{2} \right) R_{x,0} \left( \frac{\pi}{2} \right) \text{ after step 2, and}$$

$$R_{y,0} \left( \frac{\pi}{2} \right) \text{ after step 3.}$$

(C1)

Steps 4 and 5 require several CNOT gates to unwind the basis, therefore, we end this analysis at step 3. The $\ket{+}$ and $\ket{-}$ states stay separated throughout the process, as seen by the separation of probability distributions in Fig. 8. This observation supports our interpretation that the quantum device is truly following the expected Hamiltonian evolution and is not ending in the correct state by other means.

**Appendix D: Implementation with Qiskit Pulse**

IBM quantum computers provide highly calibrated single-qubit and CNOT gates [59]. Virtual single-qubit $Z$-gates are created by phase shifting subsequent microwave drives [55]. In a basis gate quantum computation where the only two-qubit operation is the CNOT gate, the operator $U_{yz}(\theta) = e^{-i\theta \sigma^y_2 \sigma^z_1/2}$ is built with an $R_{y,1}(\theta)$ rotation sandwiched between two CNOT gates, see Fig. 4a of the main text. However, the same operation can be implemented in a pulse-efficient manner by
moving the parameter $\theta$ into a single two-qubit CR gate which ideally implements $U_{zx}(\theta) = e^{-i\sigma_z^1 \sigma_z^2 / 2}$ [45]. The required circuit is thus $R_{x,1}(\pi/2) \cdot U_{zx}(\theta) \cdot R_{x,1}(-\pi/2)$, see Fig. 4b of the main text.

Pulse-level control of IBM backends is enabled by Qiskit Pulse [11, 12]. The CNOT basis gates are built from echoed CR pulses which consist of the $CR(\pm \pi/4)$ pulses sandwiching an $X$-rotation echo pulse applied to the control qubit to cancel undesired $ZZ$ and $IX$ terms of the CR Hamiltonian [49]. The compensation rotary pulses $C(\pm \pi/4)$ applied to the target qubit suppress the remaining non-commuting $ZZ$ and $IY$ terms [50].

The $CR(\pm \pi/4)$ pulses are calibrated to have the shortest duration while minimizing leakage outside of the computational basis, as determined by randomized benchmarking [49]. The effect of decoherence is thus minimized and the pulse amplitude that retains the qubits in the computational subspace is maximized. Since the largest errors arise when performing CR pulses we wish to minimize their duration in the braiding algorithm. This is achieved by (a) using the $U_{zx}(\theta)$ gate to implement $U_{yx}(\theta)$ instead of two CNOT gates and (b) by creating the pulse schedules for $U_{zx}(\theta)$ by modifying the highly-calibrated CNOT pulse schedules [12, 51]. The rotation angle $\theta$ depends on the area under the pulses, and is often considerably less than $2 \times \pi/2$ for the Trotterization that braids MZM. This allows us to build $U_{zx}(\theta)$ gates with considerably shorter duration CR pulses than two CNOT gates, hence introducing less error per Trotter step. Since $CR(\pm \theta)$ and $C_{\pm}$ are all implemented with flat-top Gaussian pulses and that $\theta$ depends non-linearly on the pulse amplitude $A$ [60] we modify the pulse area by first stretching and compressing the width $w$ of the flat-tops. We only scale the amplitude when $w = 0$. This avoids any additional calibration as the relation $\theta(w)$ is linear. Avoiding additional calibration on cloud-based quantum computers is paramount when running jobs through a queue. The $CR(\pm \pi/4)$ pulses are given in the parametric form GaussianSquare$(d, A, \sigma, w)$ with an area given by

$$\alpha^* = |A^*|w^* + |A^*|\sigma \sqrt{2\pi} \text{erf}(n_{\sigma}).$$

(D1)

Here, $n_{\sigma}$ is the number of standard deviations $\sigma$ contained in the pulse with total duration $d$ and flat-top width $w$ and amplitude $A$. The quantities $d, w, \sigma$ and $A$ are all specified in units of Arbitrary Waveform Generator (AWG) samples which last 0.222 ns on ibmq_athens. The star superscript indicates that we are referring to the parameters of the CNOT schedule. To scale the CR gates we first calculate the target area of each pulse

$$\alpha(\theta) = \frac{\theta}{\pi/2} \alpha^*.$$  \hspace{1cm} (D2)

As long as $\alpha(\theta) > |A^*|\sigma \sqrt{2\pi} \text{erf}(n_{\sigma})$ we change the width of the pulse following

$$w(\theta) = \frac{\alpha(\theta)}{|A^*|} - \sigma \sqrt{2\pi} \text{erf}(n_{\sigma}).$$

(D3)

When $\alpha(\theta) < |A^*|\sigma \sqrt{2\pi} \text{erf}(n_{\sigma})$, i.e. when the flat-top vanishes, we instead scale the amplitude of the remaining Gaussian pulse according to

$$|A(\theta)| = \frac{\alpha(\theta)}{\sigma \sqrt{2\pi} \text{erf}(n_{\sigma})}.  \hspace{1cm} (D4)$$

The phase of the pulse, i.e. arg($A$), is left unchanged to implement the $\pm$ rotations in the echo. Since the AWGs can only load pulses if their duration is a multiple of $m = 16$ samples we set the duration of our pulses to

$$d = \left\lfloor \frac{w(\theta) + n_{\sigma} \sigma}{m} \right\rfloor m \text{ samples}. \hspace{1cm} (D5)$$

The pulse schedule implementing $U_{yx}(\theta)$, shown in Fig. 4c of the main text, has three single-qubit pulses. The first pulse is the $R_{x,1}(\pi/2)$ seen in Fig. 4b of the main text. The second pulse is the $R_{x,1}(\pi)$ needed in the echoed CR gate. The third pulse is $R_{x,1}(\pi/2)$ which corresponds to the second $R_{x,1}(\pi)$ pulse in the echoed CR gate together with the $R_{x,1}(\pi/2)$ seen in Fig. 4b of the main text.

A side-by-side comparison of the pulse schedules generated by a highly-transpiled (optimization level 3) circuit using the basis CNOTs to generate $U_{yx}(\theta)$ interactions as in Fig. 4a and the scaled pulses of Fig. 4c is presented in Fig. 9 to highlight their differences. These pulse schedules correspond to the circuits of Fig. 2 for a single Trotter step, in this case the second ($n_1 = 1$) step of the first Braiding step, as $J_{01} \to 0$ and $J_{12} \to J_{\max}$. The duration of the scaled circuit is $5952/9200 = 62\%$ of the basis circuit, leading to a reduction in the amount of decoherence that would occur regardless of the applied pulses. Furthermore, the bulk of errors on current noisy quantum hardware occur during the two-qubit operations, as depicted by the yellow pulses on the ControlChannels in both schedules. The area of the two-qubit pulses is substantially less when scaling the CR pulses than when using CNOT gates which indicates why the scaled pulses yield a successful MZM braiding that is impossible to observe with CNOT-based circuits. For the Trotter step in Fig. 9 the ratio of areas shows that the scaled CR is $463.51/1544.87 = 30\%$ that of the basis CNOTs.

**Appendix E: Rotated basis**

The Hamiltonian of the three dot system (Eq. (2) in the main text) has a three-qubit coupling term $J_{20}(t)\sigma_0^z\sigma_0^z\sigma_2^z$ whose evolution operator cannot be continuously generated from scaled CR gates. We therefore rotate the Hamiltonian into a basis where there are no three-qubit coupling terms.

Take $U = (a + b)/\sqrt{2}$ as a general unitary operator. We want $U$ to transform all terms in the Hamiltonian into terms with less than three qubits. That is $U^1\sigma_0^x\sigma_0^z\sigma_2^z U$, $U^1\sigma_0^y\sigma_0^z\sigma_2^z U$, and $U^1\sigma_0^x U$ must contain fewer than three Pauli matrices for all $a$. Take $U = (a + b)/\sqrt{2}$
Figure 9. Pulse schedules corresponding to the (a) scaled circuit and (b) basis circuit, corresponding to gates given in Fig. 2, with the end of the scaled schedule marked by the vertical gray dashed line. Here, the ‘d’ and ‘u’ correspond to the (on-resonant) DriveChannels and (off-resonant) ControlChannels of Qiskit Pulse, respectively. The pulses are shaded according to phase, with light pulses in-phase and dark pulses in the quadrature phase. The circular arrows correspond to $Z$-rotations executed in software by changing the phase of subsequent pulses [55]. The duration is given in units of sample time, $dt = 0.222$ ns.

as a general unitary operator and $\lambda$ to be a general Hermitian operator. Then we have that

$$U^\dagger \lambda U = \begin{cases} \lambda & \text{if } a\lambda(\lambda a)^{-1} = +b\lambda(\lambda b)^{-1} \\ ab\lambda & \text{if } a\lambda(\lambda a)^{-1} = -b\lambda(\lambda b)^{-1} \end{cases} \tag{E1}$$

In other words, we need to find an $a$ and $b$ such that $a$ and $b$ have different commutation relations with $\sigma_0^a \sigma_1^x \sigma_2^x$ and $ab\lambda$ is a one or two qubit operator. Additionally, for all other operators in the Hamiltonian $\lambda'$, we need that either $ab\lambda'$ is a one or two qubit operator or for $a$ and $b$ to have the same commutation relation with $\lambda'$.

Notice that $a = \sigma_1^z$ and $b = \sigma_0^y \sigma_1^x$ have all of the above properties. Applied to the qubit Hamiltonian (Eq. (2) of the main text), we get:

$$\tilde{H}(t) = (\sigma_1^z + \sigma_0^y \sigma_1^x)H(t)(\sigma_1^z + \sigma_0^y \sigma_1^x)/2$$

$$= a(\sigma_0^y + \sigma_0^y \sigma_1^x + \sigma_2^x) + J_{01}(t) \sigma_1^y + J_{12}(t) \sigma_1^y \sigma_2^z + J_{20}(t) \sigma_1^y \sigma_2^z. \tag{E2}$$

We have exchanged the three-qubit term for two two-qubit terms. Since there are more multi-qubit terms overall, there is no reason to expect that this basis will have less error if the braiding procedure is implemented using basis gates. However, since there are no three-qubit gates, we can simulate the entire braiding process using the scaled CR gates.

To initialize the state in this basis we use the initialization in Eq. (3) of the main text and apply the basis rotation gate set:

$$R_{x,1}(\pi)C_{y,01}R_{y,0}(\pi/2)C_{y,01} \tag{E3}$$

The last step to implementing the Hamiltonian evolution in this basis is to translate the evolution operators into quantum gates. To do this, we Trotterize the evolution operator and use the generalized unitary-to-gate transcription.

$$e^{-i\phi \sigma_1^y/2} = R_{a,i}(\phi)$$

$$e^{-i\phi \sigma_1^y/2} = C_{a,ij}R_{b,j}(\phi)C_{a,ij} \tag{E4}$$

which holds for $b \neq z$ which is always the cases in this basis. Alternatively, we can use the scaled $ZX(\theta)$ gate
Appendix G: Error Model

To illustrate the advantage of scaled gates over basis ones for quantum simulation we construct a simple error model that describes errors accumulated in the CR procedure. The error model consists of single bit flip errors which are proportional to the duration of the CR gate, described by the superoperator

$$\text{Error}_1 = (1 - \epsilon)\text{SuperOp}(\hat{I}) + \epsilon\text{SuperOp}(\hat{X})$$

$$\text{Error}_2 = \text{Error}_1 \otimes \text{Error}_1$$

where Error$_1$ refers to a single-qubit error and Error$_2$ refers to a two-qubit error, SuperOp$(\hat{O})$ denotes the superoperator of operator $\hat{O}$ and $\epsilon$ is determined from the device.

For the ibmq_athens device, the single-qubit gate errors range from $2.2 \times 10^{-4}$ to $2.8 \times 10^{-4}$. For the CR error, we take the CNOT error and scale it to the phase shift we want to apply. In other words, $\epsilon = (\phi/\pi)\epsilon_CNOT$, were $\epsilon_CNOT$ is the CNOT error and $\phi$ is the desired rotation angle. The CNOT errors in the ibmq_athens device range from $6.9 \times 10^{-3}$ to $9.4 \times 10^{-3}$. In Fig. 11, we plot probabilities for both the basis gate procedure using controlled gates and the scaled procedure using CR gates for a range of CNOT errors. The top panel plots the probability of braiding if we project onto the computational basis $(P_+ - P_-)/(P_+ + P_-)$ while the bottom panel shows the probability of being in the computational basis $P_+ + P_-$. The blue curve is generated using the scaled CR procedure while the orange curve is for the basis gate procedure. Typical values of the CNOT error are shaded in gray. There is no bias for the basis gate procedure in

$$e^{-i\phi\sigma_z\pi/2} = R_{dy}(\pi/2)R_{ax}(\pi/2)ZXR_{ax}(-\pi/2)R_{dy}(-\pi/2)$$

(E5)

Appendix F: Noise induced drift in the braiding experiment

In Fig. 10 we plot all of the data accumulated to construct Fig. 5 of the main text, including data at large delay times which was cut off in the figure in the main text as it shows no signs of braiding. The data is acquired in sequential order with all of the low time-delay data taken before the long time-delay data. When the delay is greater than $\sim 200$ ns the probability to end up in $|\pm\rangle$ or $|\mp\rangle$ is essentially independent of the initial state, indicating that the added noise overwhelms the quantum braiding dynamics. We attribute the delay dependency of $(P_- - P_+)/(P_+ + P_-)$ to drifts in the quantum device over the course of the experiment. Similar drifts are also seen in Fig. 4d of the main text, where the fidelity of the double-CNOT circuit oscillates with $\theta$.

Figure 10. Bias towards braiding as a function of delay time added after each ZX rotation. Similar to Fig. 5 in the main text but the data has been extended to longer time delays.

Figure 11. (a) Ratio of the probability of successfully braiding to the total probability of being in the computational space. (b) Probability of being in the computational space. The blue and orange curves show the scaled CR gates and the basis CNOT gates, respectively. The gray shaded region is the typical range of CNOT errors in real devices. While the basis gate procedure has little or no bias towards successfully braiding, the scaled CR procedure is clearly biased towards successfully braiding. The difference in fidelity ratio at zero CNOT error is due to an increased number of single-qubit gates in the scaled CR procedure. For these plots, we have $\alpha = 0.2$ $J_{\max}$ and $\tau = 3.3$ $J_{\max}$. We find that the best balance between Suzuki-Trotter error and gate error is to perform each protocol in these time steps.
the shaded region, but there is a bias for the scaled CR gates. For the real pulse experiment, the braiding probability (Fig. 5 of the main text) is in the expected range, however, there is only a small bias for the computational subspace ($P_+ + P_- = 0.28 \pm 0.01$) which suggest that there are sources of error that we do not include in our model.