Coupling methods and exponential ergodicity for two-factor affine processes
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Abstract
In this paper, by invoking the coupling approach, we establish exponential ergodicity under the $L^1$-Wasserstein distance for two-factor affine processes. The method employed herein is universal in a certain sense so that it is applicable to general two-factor affine processes, which allow that the first component solves a general Cox-Ingersoll-Ross (CIR) process, and that there are interactions in the second component, as well as that the Brownian noises are correlated; and even to some models beyond two-factor processes.
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1 | INTRODUCTION

An affine process $(X_t)_{t \geq 0}$ is a time-homogeneous Markov process which satisfies that

$$
E^x e^{(u,X_t)} = \exp\{\phi(t,iu) + \langle x, \psi(t,iu) \rangle\}, \quad t > 0,
$$

where $\phi$ and $\psi$ satisfy the semi-flow property. See the pioneer work [13] upon the general theory of affine processes, and [12] on succinct mathematical foundations and complete characterizations of regular affine processes. In particular, when the state space $D = \mathbb{R}_+^m \times \mathbb{R}^n$, where $m, n \in \mathbb{N}_0 := \{0, 1, 2, \ldots\}$ with $m + n \geq 1$, the functions $\phi$ and $\psi$ satisfy certain generalized Riccati equations; see [12, Theorem 2.7]. Nowadays, the theory of affine processes has been developed in various directions; see, for example, [9, 10, 14, 24, 26, 27]. Meanwhile, affine processes have been applied considerably in mathematical finance due to their computational tractability and flexibility in capturing many empirical features of financial series; see the book [2], and references therein. The reader is also referred to more recent works on affine processes that are extended to infinite dimensions and beyond stochastic continuity (see, e.g., [19, 28, 39]) and the extension to Volterra processes (see, e.g., [1]).
The set of affine processes contains a large class of important Markov processes such as continuous-state branching processes with immigration with the state space \( D = \mathbb{R}^m_+ \), and Ornstein–Uhlenbeck-type processes with the state space \( D = \mathbb{R}^n \). The long time behaviors (e.g., existence and uniqueness of the invariant probability measure, ergodicity, exponential ergodicity, and so on) of those two processes have been studied extensively in the literature; see, for example [25, 30, 33, 36, 40]. In order to study long time behaviors for general affine processes on the canonical state space \( D = \mathbb{R}^m_+ \times \mathbb{R}^n \), it is natural to start from the following simplest (but interesting and important) two-factor affine process on \( \mathbb{R}_+ \times \mathbb{R} \) (i.e., \( m = n = 1 \)):

\[
\begin{align*}
    dY_t &= (a - bY_t) \, dt + Y_t^{1/\beta} \, dB_t, \quad t \geq 0, \, Y_0 = y \geq 0, \\
    dX_t &= (\lambda - \lambda X_t) \, dt + Y_t^{1/\alpha} \, dZ_t, \quad t \geq 0, \, X_0 = x \in \mathbb{R},
\end{align*}
\]  

(1.1)

where \( a \geq 0, b, \lambda \in \mathbb{R}, \beta, \alpha \in (1, 2) \), \((L_t)_{t \geq 0}\) is a spectrally positive \( \beta \)-stable process with the Lévy measure \( \nu_\beta(dz) := C_\beta z^{-(1+\beta)} 1_{[z>0]}(dz) \) with \( C_\beta = (\beta \Gamma(-\beta))^{-1} \) (where \( \Gamma \) denotes the Gamma function) in case of \( \beta \in (1, 2) \), a standard Brownian motion (which will be denoted by \((B_t)_{t \geq 0}\) later) in case of \( \beta = 2 \), and similarly \((Z_t)_{t \geq 0}\) is a spectrally positive \( \alpha \)-stable process in case of \( \alpha \in (1, 2) \), a standard Brownian motion in case of \( \alpha = 2 \). We further assume that \((L_t)_{t \geq 0}\) and \((Z_t)_{t \geq 0}\) are mutually independent.

The first coordinate process \((Y_t)_{t \geq 0}\) in Equation (1.1) is the so-called \( \beta \)-root process. In the literature, \((Y_t)_{t \geq 0}\) is also referred as the \( \beta \)-stable CIR process (see e.g. [11]), where the associated spectrally positive stable process \((L_t)_{t \geq 0}\) is interpreted as the branching mechanism; see, for example, [18]. In the sovereign bond market, financial data might experience large fluctuations and the interest rate might reach certain low level. In this setting, the short interest rate model (1.1) solving by the first component \((Y_t)_{t \geq 0}\) is one of the better candidates to reconcile large fluctuations with low rate; see, for example, [21, 30]. The second coordinate process is an Ornstein–Uhlenbeck-type process driven by the first coordinate process \((Y_t)_{t \geq 0}\). As we will see, the main purpose of this paper is concerned with the case that 

\[
\begin{align*}
    dX_t &= (\lambda - \lambda X_t) \, dt + Y_t^{1/\alpha} \, dZ_t, \quad t \geq 0, \, X_0 = x \in \mathbb{R},
\end{align*}
\]  

(1.2)

where \( a \geq 0, b, \lambda \in \mathbb{R}, (B_t)_{t \geq 0}\) is a standard Brownian motion, and \((Z_t)_{t \geq 0}\) is an independently spectrally positive \( \alpha \)-stable process with \( \alpha \in (1, 2) \). In terms of [4, Theorem 2.1], the SDE (1.2) has a unique strong solution \((Y_t, X_t)_{t \geq 0}\) in Equation (1.1) have already been received much attention in the literature; see [30] for the exponential ergodicity, [20] for the application on the sovereign bond market (indeed, the setting of [20] includes the first-coordinate process in [20]), and similar results for \( \alpha \in (1, 2) \) are still open. We will fill the gap in this paper. To taste our contribution, we herein state the result for the following SDE on \( \mathbb{R}_+ \times \mathbb{R} \):

\[
\begin{align*}
    dY_t &= (a - bY_t) \, dt + Y_t^{1/\beta} \, dB_t, \quad t \geq 0, \, Y_0 = y \geq 0, \\
    dX_t &= (\lambda - \lambda X_t) \, dt + Y_t^{1/\alpha} \, dZ_t, \quad t \geq 0, \, X_0 = x \in \mathbb{R},
\end{align*}
\]  

where \( a \geq 0, b, \lambda \in \mathbb{R}, (B_t)_{t \geq 0}\) is a standard Brownian motion, and \((Z_t)_{t \geq 0}\) is an independently spectrally positive \( \alpha \)-stable process with \( \alpha \in (1, 2) \). In terms of [4, Theorem 2.1], the SDE (1.2) has a unique strong solution \((Y_t, X_t)_{t \geq 0}\). Let \( P(t, (y, x), \cdot) \) be the transition probability kernel of the process \((Y_t, X_t)_{t \geq 0}\) with the initial value \((y, x)\).

For a strictly increasing function \( \psi \) on \( \mathbb{R}^2_+ \) and two probability measures \( \mu_1 \) and \( \mu_2 \) on \( \mathbb{R}_+ \times \mathbb{R} \), define

\[
W_\psi(\mu_1, \mu_2) = \inf_{\Pi \in \mathcal{E}(\mu_1, \mu_2)} \int_{\mathbb{R}^2_+ \times \mathbb{R}^2_+} \psi(y - y, x - x) \, \Pi(dy, dy, dx, dx),
\]
where \( \mathcal{C}(\mu_1, \mu_2) \) is the collection of all probability measures on \( \mathbb{R}^2_+ \times \mathbb{R}^2 \) with marginals \( \mu_1 \) and \( \mu_2 \). When \( \psi \) is concave, the above definition yields a Wasserstein distance \( W_\psi \) in the space of probability measures \( \mu \) on \( \mathbb{R}_+ \times \mathbb{R} \) such that \( \int_{\mathbb{R}_+ \times \mathbb{R}} \psi(y, |x|) \mu(dy, dx) < \infty \). If \( \psi(s, t) = (s^2 + t^2)^{1/2} \) for all \( s, t \geq 0 \), then \( W_\psi \) is the standard \( L^1 \)-Wasserstein distance, which will be denoted simply by \( W_1 \). Another well-known example for \( W_\psi \) is given by \( \psi(s, t) = 1_{\mathbb{R}^2_+ \setminus \{(0,0)\}}(s, t) \), which leads to the total variation distance

\[
W_\psi(\mu_1, \mu_2) = \frac{1}{2} \|\mu_1 - \mu_2\|_{\text{Var}} \coloneqq \frac{1}{2} [(\mu_1 - \mu_2)^+(\mathbb{R}_+ \times \mathbb{R}) + (\mu_1 - \mu_2)^-(\mathbb{R}_+ \times \mathbb{R})],
\]

where \( (\mu_1 - \mu_2)^+ \) and \( (\mu_1 - \mu_2)^- \) stand respectively for the positive part and the negative part for the Jordan–Hahn decomposition of the signed measure \( \mu_1 - \mu_2 \).

**Theorem 1.1.** Let \( (Y_t, X_t)_{t \geq 0} \) be the unique strong solution to Equation \( (1.2) \). If \( b > 0 \) and \( \lambda > 0 \), then the process \( (Y_t, X_t)_{t \geq 0} \) is exponentially ergodic with respect to the \( L^1 \)-Wasserstein distance \( W_1 \), that is, there exist a probability measure \( \mu \) on \( \mathbb{R}_+ \times \mathbb{R} \) and a constant \( \eta_0 > 0 \) such that for all \( y \geq 0, x \in \mathbb{R} \) and \( t > 0 \),

\[
W_1(P(t, (y, x), \cdot), \mu) \leq C_0(y, x)e^{-\eta_0 t},
\]

where \( C_0(y, x) > 0 \) is independent of \( t \).

We emphasize that, to investigate ergodicity of the two-factor affine processes, the Foster–Lyapunov criteria [35] developed by Meyn–Tweedie was adopted in [4, 5, 21], where the key ingredient is to examine the irreducibility of skeleton chains. Whereas, in general, it is a cumbersome task to check the irreducible property. Instead of the approach above, in this work we shall take advantage of the probabilistic coupling argument. Compared with [4, 5, 21], the coupling method enjoys several advantages. For instance, it avoids verification of the irreducible property of skeleton chains; on the other hand, it is universal in a certain sense that all the frameworks in [4, 5, 21] can be handled.

The approach of our paper is based on the probabilistic coupling, which is a well-known powerful tool in the study of Markov processes. Nowadays, there are considerable developments on discontinuous Lévy processes and related topics. For the initial investigations and systematic expositions on coupling of Lévy processes, we refer to [7, 37, 38] and [8, Chap. 6.2], respectively. Recently the coupling technique has been applied to study the exponential ergodicity under both the \( L^1 \)-Wasserstein distance and the total variation norm in [31, 32] for SDEs driven by Lévy noises, and in [29] for general continuous-state nonlinear branching processes, which in particular include continuous-state branching processes (i.e., typical class of affine processes on \( \mathbb{R}_+ \)). In contrast to these quoted papers, there are essential differences to realize the coupling approach for two-factor processes we are concerned with in the present paper. Roughly speaking, we do not consider directly the coupling of two-factor processes. Whereas we first couple the first component. For the two-factor process solved by Equation \( (1.2) \), the marginals of the coupling process for the first component will stay together once they meet at the first time. Also due to the structure of Equation \( (1.2) \), we then deal with the coupling concerning the second component as well. From the point of view above, the constructions of proper coupling processes and appropriate Lyapunov functions as well as their refined estimates, which are crucial to adopt the coupling approach, require much more effort than that in [29, 31, 32]. See Remarks 3.3 and 3.4 for more details. We emphasize that a two-factor process is a typical (and simple) example of Lévy-type processes with degenerate coefficients and that can describe interactions among the stochastic system. For example, the coefficient of jump noise of the \( x \)-component for the SDE \( (1.2) \) equals to \( y \), which can be zero and is determined by the \( y \)-component. It seems that our paper is the first one to construct a non-trivial coupling to such Lévy-type processes with two characteristics above.

Recently, there are a few of developments on the topics related with ergodicity of affine processes. For example, see [22] for the existence of limit distributions for affine processes, [17] for exponential ergodicity in Wasserstein distances for affine processes, [23] concerning positive Harris recurrence and exponential ergodicity for basic affine jump-diffusions, and [16, 34] and the references therein for exponential/geometric ergodicity of affine processes on cones, and so on. In particular, the exponential ergodicity of affine processes in terms of suitably chosen Wasserstein distances has been established in [17, Theorem 1.5] under the first moment condition on the state-dependent and log-moment conditions on the state-independent jump measures, respectively. Similar ideas have been used in [15] to study the exponential ergodicity for SDEs of nonnegative processes with jumps. Here, are two main differences between the approach of [17, Theorem 1.5] and the counterpart in our paper.
(i) Applying [17, Theorem 1.5(a)] to the setting of Theorem 1.1, one may get the exponential ergodicity of the two-factor process defined by (1.2) in terms of the $L^1$-Wasserstein distance $W_1$. The intermediate key step to yield [17, Theorem 1.5(a)] is [17, Proposition 7.3], which claims that there exist constants $K$ and $\delta > 0$ such that for all $y, \tilde{y} \in \mathbb{R}_+, x, \tilde{x} \in \mathbb{R}$ and $t > 0$,

$$W_{\psi^*}(P(t, (y, x), \cdot), P(t, (\tilde{y}, \tilde{x}), \cdot)) \leq Ke^{-\delta t}\psi^*(|y - \tilde{y}|, |x - \tilde{x}|),$$

where

$$\psi^*(u, v) := u + u^{1/2} + v, \quad u, v \geq 0;$$

see [17, (7.2)]. In this paper, we indeed can verify that for any $\delta \in (0, 1)$, there are positive constants $\eta := \eta(\delta)$ and $C := C(\delta)$ such that for all $y, \tilde{y} \in \mathbb{R}_+, x, \tilde{x} \in \mathbb{R}$ and $t > 0$,

$$W_{\psi^*}(P(t, (y, x), \cdot), P(t, (\tilde{y}, \tilde{x}), \cdot)) \leq Ce^{-\eta t}\psi(\eta(\delta), |y - \tilde{y}|, |x - \tilde{x}|),$$

where

$$\psi(\theta, u, v) := u + u^\theta + v, \quad u, v \geq 0;$$

see Equation (3.16).

(ii) The proof of [17] is based on the characterization of affine processes; see, for example, the proof of the crucial statement [17, Proposition 6.1]. However, our approach does not rely heavily on the structure of two-factor processes. Indeed, our argument still works for some models beyond two-factor processes; see Section 4.3 for further details.

The remainder of this paper is arranged as follows. In Section 2, we overview the existing result on existence and uniqueness of non-negative solutions to Equation (1.2), reveal that the first order moment of solutions to Equation (1.2) is finite, and construct the coupling operator by applying the coupling by reflection for a small distance and the synchronous coupling for a big distance to the first component and the synchronous coupling to the second component in Equation (1.2). Section 3 is devoted to the proof of Theorem 1.1 via the coupling approach and by constructing appropriate Lyapunov functions. In Section 4, we aim to apply the ideas adopted in Sections 2 and 3 to general two-factor affine models, (which allow that the first component solves a general CIR process, that there are interactions in the second component, and even that the Brownian noises are correlated), as well as some models beyond two-factor models.

## 2 COUPLING FOR TWO-FACTOR PROCESSES

### 2.1 Preliminary: Existence and uniqueness of strong solutions

In this part, we recall some known results on the existence and uniqueness of strong solutions to the SDE (1.2), and we also investigate moment estimates for the corresponding solution.

The existence and uniqueness of non-explosive strong solutions to the SDE (1.2) follows essentially from [4, Theorem 2.1]. Roughly speaking, the pathwise uniqueness of the non-negative strong solution $(Y_t)_{t \geq 0}$ of the first equation in Equation (1.2) is due to the well-known Yamada–Watanabe approximation approach. Once the first component $(Y_t)_{t \geq 0}$ is available, the second component $(X_t)_{t \geq 0}$ solved by the second equation in Equation (1.2) is indeed a one-dimensional Ornstein–Uhlenbeck-type process.

Throughout this paper, a spectrally positive $\alpha$-stable process $(L_t)_{t \geq 0}$ with $\alpha \in (1, 2)$ is a real-valued stochastic process with càdlàg paths, independent and stationary increments, and non-negative jumps; moreover, its Laplace exponent is given by

$$\log \mathbb{E}_0 e^{-\lambda L_1} = \int_0^\infty (e^{-\lambda z} - 1 + \lambda z) \nu_\alpha(dz), \quad \lambda > 0,$$
where \( \nu_\alpha(dz) := C_\alpha z^{-\alpha} \mathbb{1}_{\{z > 0\}} dz \) with \( C_\alpha = (\alpha \Gamma(-\alpha))^{-1} \). Then, according to the Itô formula, the infinitesimal generator of the process \((Y_t, X_t)_{t \geq 0}\) associated with the SDE (1.2) is given by

\[
(Lf)(y, x) = (a - bx) \partial_1 f(y, x) + \frac{y}{2} \partial_{11} f(y, x) + (\kappa - \lambda x) \partial_2 f(y, x)
+ y \int \mathbb{R} \left( f(y, x + z) - f(y, x) - \partial_2 f(y, x) z \right) \nu_\alpha(dz)
\]

(2.1)

for any \( f \in C^2_b(\mathbb{R}_+ \times \mathbb{R}) \). Here and below, \( \partial_i f \) stands for the first-order derivative w.r.t. the \( i \)th component, and \( \partial_{ij} f \) means the second-order derivative w.r.t. the \( i \)th component followed by the \( j \)th component. In particular, the operator \( L \) above is a special case of infinitesimal generators for affine processes given in [12, Equation (2.12) in Theorem 2.7] with \( m = n = 1 \) and the admissible parameters \( (a, \alpha, b, \beta, c, \gamma, m, \mu) \), where

\[
a = \begin{pmatrix} 0 & 0 \\ 0 & 1/2 \end{pmatrix}, \quad b = (x, a), \quad \beta = (\lambda, -b), \quad \alpha = c = \gamma = m = 0, \quad \mu = \nu_\alpha.
\]

Now, we take \( W(y, x) = 1 + y + h(x) \), where \( 0 \leq h \in C^2(\mathbb{R}) \) such that \( h(x) = |x| \) for all \( |x| \geq 2 \) and \( \|h'\|_\infty + \|h''\|_\infty < \infty \). Then, according to Equation (2.1), it follows that

\[
(LW)(y, x) = (a - bx) (x - \lambda x) h'(x) + y \int \mathbb{R} \left( h(x + z) - h(x) - h'(x) z \right) \nu_\alpha(dz)
\leq a + b|y| + \|h'\|_\infty (|x| + |\lambda| \cdot |x|) + \frac{1}{2} y \|h''\|_\infty \int_{|z|<1} z^2 \nu_\alpha(dz) + 2 y \|h''\|_\infty \int_{|z|\geq1} |z| \nu_\alpha(dz)
\leq C_0 (1 + y + h(x)) = C_0 W(y, x),
\]

where \( C_0 > 0 \) is independent of \( y \) and \( x \). Hence, for any \( (y, x) \in \mathbb{R}_+ \times \mathbb{R} \) and \( t > 0 \),

\[
\mathbb{E}(Y_t, X_t) W(Y_t, X_t) \leq W(y, x) + C_0 \int_0^t \mathbb{E}(Y_s, X_s) W(Y_s, X_s) \, ds.
\]

This, along with Gronwall’s inequality, yields that for any \( (y, x) \in \mathbb{R}_+ \times \mathbb{R} \) and \( t > 0 \),

\[
\mathbb{E}(Y_t, X_t) W(Y_t, X_t) \leq W(y, x) e^{C_0 t}.
\]

In particular, the first-order moment of \((Y_t, X_t)_{t \geq 0}\) is finite, that is, for any \( (y, x) \in \mathbb{R}_+ \times \mathbb{R} \) and \( t > 0 \),

\[
\mathbb{E}(Y_t, X_t) (Y_t + |X_t|) < \infty.
\]

(2.2)

### 2.2 | Markovian coupling for two-factor affine processes

Now, we consider the following SDE on \( \mathbb{R}_+ \times \mathbb{R} \):

\[
\begin{aligned}
\begin{cases}
\frac{d\tilde{Y}_t}{dt} = \begin{cases} (a - b \tilde{Y}_t) dt + \left( - \mathbb{1}_{\{0 < |Y_t - \tilde{Y}_t| < 1\}} + \mathbb{1}_{\{|Y_t - \tilde{Y}_t| \geq 1\}} \right) \tilde{Y}_t^{1/2} dB_t, & t < T_Y, \\
(a - b \tilde{Y}_t) dt + \tilde{Y}_t^{1/2} dB_t, & t \geq T_Y,
\end{cases}
\end{cases}
\end{aligned}
\]

\[
\begin{aligned}
\begin{cases}
\frac{d\tilde{X}_t}{dt} = (\kappa - \lambda \tilde{X}_t) dt + \tilde{X}_t^{1/\alpha} dL_t,
\end{cases}
\end{aligned}
\]

(2.3)
with the initial value \((\bar{Y}_0, \bar{X}_0) = (\bar{y}, \bar{x}) \in \mathbb{R}_+ \times \mathbb{R}\), where \(T_Y := \inf\{t \geq 0 : Y_t = \bar{Y}_t\}\). Define
\[
B^*_t = \begin{cases} 
B_0 + \int_0^t (-1_{\{0 < |Y_s - \bar{Y}_s| < 1\}} + 1_{\{|Y_s - \bar{Y}_s| \geq 1\}}) \, dB_s, & 0 \leq t \leq T_Y, \\
B^*_t + B_t - B_{T_Y}, & t \geq T_Y.
\end{cases}
\]

Then, we can write the first component process \((Y_t)_{t \geq 0}\) in Equation (2.3) as follows:
\[
d\bar{Y}_t = (a - b \bar{Y}_t) \, dt + \bar{Y}_t^{1/2} \, dB^*_t, \quad t > 0.
\]

Since \((B^*_t)_{t \geq 0}\) is still a standard Brownian motion and the SDE (1.2) has a unique strong (and so a unique weak) solution, the SDE (2.3) also admits a unique weak solution \((\bar{Y}_t, \bar{X}_t)_{t \geq 0}\) so that \(Y_t = \bar{Y}_t\) for all \(t \geq T_Y\) (thanks to the fact that after \(t \geq T_Y\) the process \((Y_t)_{t \geq 0}\) and \((\bar{Y}_t)_{t \geq 0}\) are driven by the same Brownian motion \((B_t)_{t \geq 0}\); moreover, the process \((\bar{Y}_t, \bar{X}_t)_{t \geq 0}\) enjoys the same law (i.e., the same transition probabilities) as that of \((Y_t, X_t)_{t \geq 0}\). In particular, \(((Y_t, X_t), (\bar{Y}_t, \bar{X}_t))_{t \geq 0}\) is a non-explosive coupling of the process \((Y_t, X_t)_{t \geq 0}\). Roughly speaking, before two marginal processes meet we will apply the coupling by reflection for the first component \((Y_t)_{t \geq 0}\) when the distance of them is less than 1 and the synchronous coupling when the distance of them is large or equal to 1, and once two marginal processes meet we will adopt the synchronous coupling; while we always take the synchronous coupling for the second component \((X_t)_{t \geq 0}\).

Furthermore, it is not hard to see that the generator (later we call it the coupling operator of the generator \(L\) given by Equation (2.1)) of the coupling process \(((Y_t, X_t), (\bar{Y}_t, \bar{X}_t))_{t \geq 0}\) is given by
\[
(L^* f)(y, \bar{y}, x, \bar{x}) = (a - b y) \partial_1 f(y, \bar{y}, x, \bar{x}) + \frac{y}{2} \partial_1 f(y, \bar{y}, x, \bar{x}) + (a - b \bar{y}) \partial_2 f(y, \bar{y}, x, \bar{x}) + \frac{\bar{y}}{2} \partial_2 f(y, \bar{y}, x, \bar{x})
\]
\[
- \sqrt{y\bar{y}} \partial_{12} f(y, \bar{y}, x, \bar{x}) 1_{\{0 < y - \bar{y} < 1\}} + \sqrt{y\bar{y}} \partial_{12} f(y, \bar{y}, x, \bar{x}) 1_{\{|y - \bar{y}| \geq 1\} \cup \{|y| = |\bar{y}|\}}
\]
\[
+ (x - \lambda x) \partial_3 f(y, \bar{y}, x, \bar{x}) + (x - \bar{\lambda} x) \partial_3 f(y, \bar{y}, x, \bar{x})
\]
\[
+ y \int_0^\infty (f(y, \bar{y}, x + z, \bar{x} + z) - f(y, \bar{y}, x, \bar{x}) - \partial_3 f(y, \bar{y}, x, \bar{x}) z - \partial_4 f(y, \bar{y}, x, \bar{x}) z) \, d\nu_{\alpha}(dz)
\]
\[
+ (y - \bar{y}) \int_0^\infty (f(y, \bar{y}, x + z, \bar{x}) - f(y, \bar{y}, x, \bar{x}) - \partial_3 f(y, \bar{y}, x, \bar{x}) z) \, d\nu_{\alpha}(dz)
\]
for any \(f \in C^2(\mathbb{R}_+^2 \times \mathbb{R}^2)\) and \((y, \bar{y}, x, \bar{x}) \in \mathbb{R}_+^2 \times \mathbb{R}^2\) with \(y \geq \bar{y}\). Similarly, we can write the expression of \((L^* f)(y, \bar{y}, x, \bar{x})\) for \(f \in C^2(\mathbb{R}_+^2 \times \mathbb{R}^2)\) and \((y, \bar{y}, x, \bar{x}) \in \mathbb{R}_+^2 \times \mathbb{R}^2\) with \(y \leq \bar{y}\).

## 3 Exponential Convergence in the Wasserstein Distance

This section is devoted to the proof of Theorem 1.1. Throughout this section, we shall fix \(\alpha \in (1, 2)\), which is the stability index for the spectrally positive \(\alpha\)-stable process \((Z_t)_{t \geq 0}\) in the second equation of Equation (1.2). Below, let \(\nu_{\alpha}(dz)\) be the associated Lévy measure of \((Z_t)_{t \geq 0}\).

We begin with the following simple lemma.

**Lemma 3.1.** Let \(g \in C^2_0(\mathbb{R}_+)\) such that \(0 \leq g \leq 1\). Then, for the function
\[
F(s, t) := (1 - g(t/s)) s + g(t/s) t, \quad s, t > 0,
\]
\[
\text{it holds that}
\]
\[
|\partial_i F(s, t)| \leq c_0, \quad |\partial_i^2 F(s, t)| \leq c_0 s^{-1}, \quad 1 \leq t/s \leq 2, \quad i = 1, 2,
\]
where \( c_0 > 0 \) is independent of \( s, t \), and \( \partial F \) (resp. \( \partial_i F \)) stands for the first (resp. second)-order derivative w.r.t. the \( i \)-th component of the function \( F \).

**Proof.** A straightforward calculation shows that for any \( s, t > 0 \),
\[
\partial_1 F(s, t) = g'(t/s)ts^{-1} + (1 - g(t/s)) - g'(t/s)t^2s^{-2},
\]
\[
\partial_{11} F(s, t) = -2g''(t/s)ts^{-3} + 2g'(t/s)t^2s^{-3} + g''(t/s)t^3s^{-4},
\]
\[
\partial_2 F(s, t) = -g'(t/s) + g'(t/s)ts^{-1} + g(t/s),
\]
\[
\partial_{22} F(s, t) = -g''(t/s)ts^{-1} + g''(t/s)ts^{-2} + 2g'(t/s)s^{-1}.
\]

Then, Equation (3.2) follows by \( g \in C^2_b(\mathbb{R}^+) \).

Next, we will take \( g \in C^2_b(\mathbb{R}^+) \) with \( g' \geq 0 \) such that
\[
g(r) = \begin{cases} 
0, & 0 \leq r < 1, \\
(r - 1)^{2+\delta}, & 1 < r < 3/2, \\
1, & r \geq 2 
\end{cases}
\] (3.3)

for some constant \( \delta > 0 \). With this choice, \( F(s, t) = s \) if \( t \leq s \); \( F(s, t) = t \) if \( t \geq 2s \).

Now, for any \( c > 0 \) and \( \theta \in (0,1) \) we define the function
\[
V_{c,\theta}(s, t) = c(s + s^{\theta}) + F(s, t), \ s, t \geq 0.
\] (3.4)

It is clear from \( g \in [0,1] \) that for any \( c > 0 \),
\[
V_{c,\theta}(s, t) \asymp (s \lor s^{\theta}) + t, \ s, t \geq 0.
\] (3.5)

Herein, we use the shorthand notation \( f \asymp g \) for two non-negative functions \( f \) and \( g \), which means that there exists a constant \( c \geq 1 \) such that \( c^{-1}f \leq g \leq cf \) on the domain.

Below, concerning \( V_{c,\theta}^*(y, \tilde{y}, x, \tilde{x}) := V_{c,\theta}(y - \tilde{y}, |x - \tilde{x}|) \) for any \((y, \tilde{y}, x, \tilde{x}) \in \mathbb{R}^2_+ \times \mathbb{R}^2 \) with \( y \geq \tilde{y} \), we will simply write \( (L^* V_{c,\theta})(y, \tilde{y}, x, \tilde{x}) \) := \( (L^* V_{c,\theta}^*)(y, \tilde{y}, x, \tilde{x}) \). We now have the following statement, which is crucial for the proof of Theorem 1.1.

**Proposition 3.2.** For any \( \theta \in (0,1) \), there exist constants \( c, \zeta > 0 \) such that for any \( y > \tilde{y} \geq 0 \) and \( x, \tilde{x} \in \mathbb{R} \),
\[
(L^* V_{c,\theta})(y - \tilde{y}, |x - \tilde{x}|) \leq -\zeta V_{c,\theta}(y - \tilde{y}, |x - \tilde{x}|).
\] (3.6)

**Proof.** (1) Let \( G(|y - \tilde{y}|, |x - \tilde{x}|) \in C^2((\mathbb{R}^2_+ \times \mathbb{R}^2) \setminus \{(y, \tilde{y}, x, \tilde{x}) : y = \tilde{y}\}) \). According to the definition of the coupling operator \( L^* \), we find that for any \( y \geq \tilde{y} \geq 0 \) and \( x, \tilde{x} \in \mathbb{R} \),
\[
(L^* G)(y - \tilde{y}, |x - \tilde{x}|) = -b \delta_1 G(y - \tilde{y}, |x - \tilde{x}|)(y - \tilde{y}) + \frac{1}{2} \left( \sqrt{y} + \sqrt{\tilde{y}} \right)^2 \delta_{11} G(y - \tilde{y}, |x - \tilde{x}|) 1_{\{0 < y - \tilde{y} < 1\}}
\]
\[
+ \frac{1}{2} \left( \sqrt{y} - \sqrt{\tilde{y}} \right)^2 \delta_{11} G(y - \tilde{y}, |x - \tilde{x}|) 1_{\{y - \tilde{y} \geq 1\}} - \lambda \delta_2 G(y - \tilde{y}, |x - \tilde{x}|)|x - \tilde{x}|
\]
\[
+ (y - \tilde{y}) \int_0^\infty (G(y - \tilde{y}, |x + z - \tilde{x}|) - G(y - \tilde{y}, |x - \tilde{x}|))
\]
\[
- \delta_2 G(y - \tilde{y}, |x - \tilde{x}|) \frac{(x - \tilde{x})z}{|x - \tilde{x}|}) v_2(dz),
\] (3.7)
where $\partial_i G$ (resp. $\partial_{i1} G$) stands for the first (resp. second) order derivative w.r.t. the $i$th component of the function $G$.

Below, let $y > \bar{y} \geq 0$ and $x, \bar{x} \in \mathbb{R}$ be arbitrary. For any $c > 0$ and $\theta \in (0, 1)$, let

$$U_{c, \theta}(s, t) = c(s + s^\theta), \quad s, t \geq 0.$$ 

Then, we get from Equation (3.7) and $\theta \in (0, 1)$ that

$$(L^* U_{c, \theta})(y - \bar{y}, |x - \bar{x}|) = -c b(1 + \theta(y - \bar{y})^{\theta - 1})(y - \bar{y}) - \frac{1}{2} c \theta(1 - \theta) \left(\sqrt{y} + \sqrt{\bar{y}}\right)^2 (y - \bar{y})^{\theta - 2} 1_{\{0 < y - \bar{y} < 1\}}$$

$$- \frac{1}{2} c \theta(1 - \theta) \left(\sqrt{y} - \sqrt{\bar{y}}\right)^2 (y - \bar{y})^{\theta - 2} 1_{\{y - \bar{y} \geq 1\}}$$

$$\leq -c b(y - \bar{y}) - c b \theta(y - \bar{y})^\theta - \frac{1}{2} c \theta(1 - \theta) \left(\sqrt{y} + \sqrt{\bar{y}}\right)^2 (y - \bar{y})^{\theta - 2} 1_{\{0 < y - \bar{y} < 1\}}.$$ 

Thanks to Equation (3.4), this yields Equation (3.6) provided that there is a constant $C > 0$ such that

$$(L^* F)(y - \bar{y}, |x - \bar{x}|) \leq -\lambda |x - \bar{x}| + 2(\lambda + C)(y - \bar{y}) + C \left(\sqrt{y} + \sqrt{\bar{y}}\right)^2 (y - \bar{y})^{-1} 1_{\{0 < y - \bar{y} < 1\}}$$

(3.8)

and by taking

$$c = \frac{4(\lambda + C)}{b} + \frac{4C}{\theta(1 - \theta)}.$$ 

Whereas, Equation (3.8) is available as long as there exists a constant $C > 0$ such that

$$(L^* F)(y - \bar{y}, |x - \bar{x}|) \leq -\lambda |x - \bar{x}| 1_{\{|x - \bar{x}| \geq 2(y - \bar{y})\}} + C(y - \bar{y}) + \frac{C}{2} (y - \bar{y})^{2-\alpha}$$

$$+ \frac{C}{2} \left(\sqrt{y} + \sqrt{\bar{y}}\right)^2 (y - \bar{y})^{-1} 1_{\{0 < y - \bar{y} < 1\}} + \frac{C}{2} \left(\sqrt{y} - \sqrt{\bar{y}}\right)^2 (y - \bar{y})^{-1} 1_{\{y - \bar{y} \geq 1\}}.$$ 

(3.9)

Indeed, Equation (3.8) holds true since Equation (3.9) implies

$$(L^* F)(y - \bar{y}, |x - \bar{x}|) \leq -\lambda |x - \bar{x}| + 2(\lambda + C)(y - \bar{y}) + C \left(\sqrt{y} + \sqrt{\bar{y}}\right)^2 (y - \bar{y})^{-1} 1_{\{0 < y - \bar{y} < 1\}},$$

where we used the facts that

$$(y - \bar{y})^{2-\alpha} \leq (y - \bar{y})_{\{y - \bar{y} \geq 1\}} + \left(\sqrt{y} + \sqrt{\bar{y}}\right)^2 (y - \bar{y})^{-1} 1_{\{0 < y - \bar{y} < 1\}}$$

(3.10)

and, for $y - \bar{y} \geq 1$,

$$(\sqrt{y} - \sqrt{\bar{y}})^2 (y - \bar{y})^{-1} = (\sqrt{y} - \sqrt{\bar{y}})/(\sqrt{y} + \sqrt{\bar{y}}) \leq 1 \leq y - \bar{y}.$$ 

So, to achieve the desired assertion (3.6), it is sufficient to show Equation (3.9) for the following three cases:

(i) $|x - \bar{x}| \geq 2(y - \bar{y})$;
(ii) $|x - \bar{x}| \leq y - \bar{y}$;
(iii) $y - \bar{y} \leq |x - \bar{x}| \leq 2(y - \bar{y})$.

**Proof of Equation (3.9) for the case (i).** In this case, $F(y - \bar{y}, |x - \bar{x}|) = |x - \bar{x}|$ so that, by Equation (3.7), one has

$$(L^* F)(y - \bar{y}, |x - \bar{x}|) = -\lambda |x - \bar{x}| + (y - \bar{y})(I_1 + I_2 + I_3),$$
where

\[
I_1 := \int_{\{x + z - \bar{x} < y - \bar{y}\}} \left( y - \bar{y} - |x - \bar{x}| - \frac{(x - \bar{x})z}{|x - \bar{x}|} \right) \nu_\alpha(dz),
\]

\[
I_2 := \int_{\{x + z - \bar{x} > 2(y - \bar{y})\}} \left( |x + z - \bar{x}| - |x - \bar{x}| - \frac{(x - \bar{x})z}{|x - \bar{x}|} \right) \nu_\alpha(dz),
\]

\[
I_3 := \int_{\{y - \bar{y} \leq x + z - \bar{x} \leq 2(y - \bar{y})\}} \left[ \left( 1 - g \left( \frac{|x + z - \bar{x}|}{y - \bar{y}} \right) \right) (y - \bar{y}) + g \left( \frac{|x + z - \bar{x}|}{y - \bar{y}} \right) \right] \nu_\alpha(dz).
\]

(3.11)

Note that, if \(|x + z - \bar{x}| < y - \bar{y}\) and \(|x - \bar{x}| \geq 2(y - \bar{y})\), then

\[
z \geq |x - \bar{x}| - |x + z - \bar{x}| > |x - \bar{x}| - (y - \bar{y}) > y - \bar{y}.
\]

Whence, there exists a constant \(c_1 > 0\) such that

\[
I_1 \leq \int_{\{z > y - \bar{y}\}} (y - \bar{y} + z) \nu_\alpha(dz) \leq c_1(y - \bar{y})^{1-\alpha}.
\]

(3.12)

A simple calculation shows that

\[
I_2 = \int_{\{x + z - \bar{x} > 2(y - \bar{y})\}} ((x + z - \bar{x}) - (x - \bar{x}) - z) 1_{\{x \geq \bar{x}\}} \nu_\alpha(dz)
+ \int_{\{x + z - \bar{x} > 2(y - \bar{y})\}} (-z + (x + z - \bar{x}) + (x - \bar{x}) + z) 1_{\{x < \bar{x}, x - \bar{x} + z \leq 0\}} \nu_\alpha(dz)
+ 2 \int_{\{z > x - \bar{x} + 2(y - \bar{y})\}} (x - \bar{x} + z) 1_{\{x < \bar{x}, x - \bar{x} + z > 0\}} \nu_\alpha(dz)
\leq 2 \int_{\{z \geq 3(y - \bar{y})\}} z 1_{\{x < \bar{x}, x - \bar{x} + z \geq 0\}} \nu_\alpha(dz) \leq c_2(y - \bar{y})^{1-\alpha}
\]

(3.13)

for some constant \(c_2 > 0\), where in the inequality we used \(x < \bar{x}\) and \(\bar{x} - x \geq 2(y - \bar{y})\).

Observe that

\[
I_3 = \int_{\{y - \bar{y} \leq x + z - \bar{x} \leq 2(y - \bar{y})\}} \left( 1 - g \left( \frac{|x + z - \bar{x}|}{y - \bar{y}} \right) \right) (y - \bar{y} - |x + z - \bar{x}|) \nu_\alpha(dz)
+ \int_{\{y - \bar{y} \leq x + z - \bar{x} \leq 2(y - \bar{y})\}} \left( |x + z - \bar{x}| - |x - \bar{x}| - \frac{(x - \bar{x})z}{|x - \bar{x}|} \right) \nu_\alpha(dz)
\leq 2 \int_{\{y - \bar{y} \leq x + z - \bar{x} \leq 2(y - \bar{y})\}} (x - \bar{x} + z) 1_{\{x < \bar{x}, x + z - \bar{x} > 0\}} \nu_\alpha(dz)
\leq 2 \int_{\{z \geq 3(y - \bar{y})\}} z \nu_\alpha(dz) = c_3(y - \bar{y})^{1-\alpha}
\]

(3.14)

for some constant \(c_3 > 0\), where in the first inequality we used \(g \in [0, 1]\) and \(y - \bar{y} \leq |x + z - \bar{x}|\), and the second inequality follows from \(x < \bar{x}\) and \(\bar{x} - x \geq 2(y - \bar{y})\). So, combining Equation (3.12) with Equations (3.13), (3.14) and (3.10) yields Equation (3.9) for the case \((i)\).
**Proof of Equation (3.9) for the case (ii).** In this case, \( F(y - \bar{y}, |x - \bar{x}|) = y - \bar{y} \). Then, according to Equation (3.7), we have

\[
(L^*F)(y - \bar{y}, |x - \bar{x}|) = -b(y - \bar{y}) + (y - \bar{y}) \left\{ \int_{|x-\bar{x}+z|>2(y-\bar{y})} (|x-\bar{x}+z|- (y-\bar{y})) \nu_\alpha(dz) 
\right.
\]

\[
+ \int_{|y-\bar{y}|<|x-\bar{x}+z|<2(y-\bar{y})} g \left( \frac{|x-\bar{x}+z|}{y-\bar{y}} \right) (|x-\bar{x}+z|- (y-\bar{y})) \nu_\alpha(dz) \right\} =: -b(y - \bar{y}) + (y - \bar{y})(J_1 + J_2).
\]

It is easy to get that

\[
J_1 \leq \int_{|x+z| > 2(y-\bar{y})} (|x| + z) \nu_\alpha(dz) \leq 2 \int_{|z-y|} z \nu_\alpha(dz) = c_1(y - \bar{y})^{1-\alpha}
\]

for some \( c_1 > 0 \), where in the second inequality we used \( y - \bar{y} > |x-\bar{x}| \) and

\[
z > |x-\bar{x} + z| - |x-\bar{x}| > 2(y-\bar{y}) - |x-\bar{x}| \geq y - \bar{y}.
\]

According to the definition of the function \( g(\cdot) \) given by Equation (3.3), without loss of generality, we can assume that there is a constant \( c_\ast > 0 \) such that \( g(r) \leq c_\ast(r-1)^2 + \delta \) for \( r \geq 1 \). Then, it holds

\[
J_2 \leq \frac{c_\ast}{(y - \bar{y})^{2+\delta}} \int_{|y| < |x-\bar{x}+z| < 2(y-\bar{y})} (|x-\bar{x}+z|- (y-\bar{y}))^{3+\delta} \nu_\alpha(dz)
\]

\[
\leq \frac{c_\ast}{(y - \bar{y})^{2+\delta}} \int_{|y| < |x-\bar{x}+z| < 2(y-\bar{y})} (|x-\bar{x}+z| - (y-\bar{y}))^{3+\delta} \nu_\alpha(dz)
\]

\[
= \frac{c_\ast}{(y - \bar{y})^{2+\delta}} \int_{|z| < 3(y-\bar{y})} z^{3+\delta} \nu_\alpha(dz) = c_2(y - \bar{y})^{1-\alpha}
\]

for some constant \( c_2 > 0 \), where the last inequality follows from the facts that \( |x-\bar{x}| < y-\bar{y} \) and \( z < |x-\bar{x} + z| + |x-\bar{x}| \leq 3(y-\bar{y}) \). Hence, combining the estimates above and taking Equation (3.10) into account gives Equation (3.9) for the case (ii).

**Proof of Equation (3.9) for the case (iii).** With regard to this case, we derive from Equation (3.2) and (3.7) that there exists a constant \( c_1 > 0 \) so that

\[
(L^*F)(y - \bar{y}, |x - \bar{x}|) \leq c_1(y - \bar{y}) + (y - \bar{y})(\Lambda_1 + \Lambda_2) + \frac{c_0}{2} \left( \sqrt{y} + \sqrt{\bar{y}} \right)^2 (y - \bar{y})^{-1} 1_{\{0 < y - \bar{y} < 1\}}
\]

\[
+ \frac{c_0}{2} \left( \sqrt{y} - \sqrt{\bar{y}} \right)^2 (y - \bar{y})^{-1} 1_{\{y - \bar{y} \geq 1\}}.
\]

where

\[
\Lambda_1 := \int_{|z| < (y-\bar{y})/2} \left( F(y - \bar{y}, |x + z - \bar{x}|) - F(y - \bar{y}, |x - \bar{x}|) - \partial_2 F(y - \bar{y}, |x - \bar{x}|) \right) \frac{(x-\bar{x})_z}{|x-\bar{x}|} \nu_\alpha(dz)
\]

and

\[
\Lambda_2 := \int_{|z| > (y-\bar{y})/2} \left( F(y - \bar{y}, |x + z - \bar{x}|) - F(y - \bar{y}, |x - \bar{x}|) - \partial_2 F(y - \bar{y}, |x - \bar{x}|) \right) \frac{(x-\bar{x})_z}{|x-\bar{x}|} \nu_\alpha(dz).
\]
Note that \( x + z - \bar{x} < 0 \) in case of \( x < \bar{x}, z \leq (y - \bar{y})/2 \) and \( y - \bar{y} \leq |x - \bar{x}| \leq 2(y - \bar{y}) \). Then, we have

\[
\Lambda_1 = \int_{z \leq (y - \bar{y})/2} \left( F(y - \bar{y}, x - \bar{x} + z) - F(y - \bar{y}, x - \bar{x}) - \partial_2 F(y - \bar{y}, x - \bar{x})z \right) \mathbb{1}_{\{|x\geq \bar{x}|} \nu_\alpha(dz)
\]

\[
+ \int_{\{|z \leq (y - \bar{y})/2, x + z - \bar{x} < 0\}} \left( F(y - \bar{y}, \bar{x} - x - z) - F(y - \bar{y}, \bar{x} - x) + \partial_2 F(y - \bar{y}, \bar{x} - x)z \right) \mathbb{1}_{\{|x< \bar{x}|} \nu_\alpha(dz).
\]

Applying the mean value theorem and taking Equation (3.2) into account, we find that there is a constant \( c_2 > 0 \) so that

\[
\Lambda_1 = \frac{1}{2} \int_{\{|z \leq (y - \bar{y})/2\}} \partial_2 F(y - \bar{y}, \xi_1)z^2 \mathbb{1}_{\{|x\geq \bar{x}|} \nu_\alpha(dz) + \frac{1}{2} \int_{\{|z \leq (y - \bar{y})/2, x + z - \bar{x} < 0\}} \partial_2 F(y - \bar{y}, \xi_2)z^2 \mathbb{1}_{\{|x< \bar{x}|} \nu_\alpha(dz)
\]

\[
\leq c_2(y - \bar{y})^{1-\alpha},
\]

where \( \xi_1 \in [y - \bar{y}, 5(y - \bar{y})/2] \) and \( \xi_2 \in [(y - \bar{y})/2, 2(y - \bar{y})] \). On the other hand, it follows from Equation (3.2) that there exist constants \( c_3, c_4, c_5 > 0 \) such that

\[
\Lambda_2 \leq c_3 \int_{\{|z \geq (y - \bar{y})/2\}} (y - \bar{y} + |x - \bar{x} + z| + z) \nu_\alpha(dz) \leq c_4 \int_{\{|z \geq (y - \bar{y})/2\}} (y - \bar{y} + z) \nu_\alpha(dz) \leq c_5(y - \bar{y})^{1-\alpha},
\]

where in the second inequality we used the fact that \( y - \bar{y} \leq |x - \bar{x}| \leq 2(y - \bar{y}) \). Therefore, Equation (3.9) for the case (iii) follows by substituting the two estimates above into Equation (3.15) and taking advantage of Equation (3.10).

\[\square\]

Remark 3.3. The main task of the proof above is to control an upper bound for \((L^*F)(y - \bar{y}, |x - \bar{x}|)\) for all \( y > \bar{y} \geq 0 \) and \( x, \bar{x} \in \mathbb{R} \). In cases (i) and (ii), we can get that

\[
(L^*F)(y - \bar{y}, |x - \bar{x}|) \leq -\lambda |x - \bar{x}| \mathbb{1}_{\{|x - \bar{x}| \geq 2(y - \bar{y})\}} + C_0(y - \bar{y})^{2-\alpha}.
\]

To get Equation (3.6) for those two cases, one can take

\[
V_{c,c_\bar{x}}(s, t) = c \left( s + \int_0^s e^{-c_\lambda u + c_\lambda u} \frac{dF(s, t)}{ds, t} \right)
\]

instead of \( V_{c,\xi}(s, t) \) defined by Equation (3.4) (with possibly choices of \( c, c_\lambda > 0 \)), and apply the coupling by reflection for the first component \((Y_t)_{t \geq 0}\) before two marginal processes meet (i.e.,

\[
-\sqrt{2yy\xi_{12}f(y, \bar{y}, x, \bar{x})} \mathbb{1}_{\{0<\bar{y} - y < 1\}} + \sqrt{2yy\xi_{12}f(y, \bar{y}, x, \bar{x})} \mathbb{1}_{\{y \geq \bar{y}\}}
\]

is replaced by

\[
-\sqrt{2yy\xi_{12}f(y, \bar{y}, x, \bar{x})} \mathbb{1}_{\{y \neq \bar{y}\}} + \sqrt{2yy\xi_{12}f(y, \bar{y}, x, \bar{x})} \mathbb{1}_{\{y = \bar{y}\}}
\]

in the coupling operator \((L^*f)(y, \bar{y}, x, \bar{x})\) given by Equation (2.4)). Note that the nice property of the function \( V_{c,c_\bar{x}}(s, t) \) above is that

\[
V_{c,c_\bar{x}}(s, t) \approx s + t,
\]

which is comparable to the “cost function” in the standard \(L^1\)-Wasserstein distance. However, for the case (iii), to eliminate the last two positive terms in the right-hand side of Equation (3.15), we need not only to apply the test function \( V_{c,\xi}(s, t) \) defined by Equation (3.4), but also to modify the coupling of the Brownian motion \((B_t)_{t \geq 0}\) in the first component \((Y_t)_{t \geq 0}\).

Now, we are in a position to present the
**Proof of Theorem 1.1.** Note that, for all $\theta \in (0,1)$, $(y,\tilde{y}) \mapsto |y-\tilde{y}| + |y-\tilde{y}|^\theta$ is a metric on $\mathbb{R}_+$, and so $(\mu_1,\mu_2) \mapsto W_{\psi_\theta}(\mu_1,\mu_2)$ is a metric on the space of probability measures on $\mathbb{R}_+ \times \mathbb{R}$, where

$$\psi_\theta(u,v) := u + u^\theta + v, \quad u,v \geq 0.$$  

Note that $W_1(\mu_1,\mu_2) \leq W_{\psi_\theta}(\mu_1,\mu_2)$ for any $\theta \in (0,1)$. To prove Theorem 1.1, we actually verify the exponential ergodicity of the process $(Y_t,X_t)_{t \geq 0}$ in terms of $W_{\psi_\theta}$. Furthermore, as mentioned in Section 2.2, the coupling of the first component process preserves the order property, that is, $Y_t \geq \tilde{Y}_t$ for all $t \geq 0$ if $Y_0 = y > \tilde{Y}_0 = \tilde{y}$. By carrying out more or less standard arguments (see, e.g., the proof of [32, Corollary 1.8]), to achieve the desired assertion (1.3) on the exponential ergodicity of the process $(Y_t,X_t)_{t \geq 0}$ in terms of $W_{\psi_\theta}$, it is sufficient to show that for all $y \geq \tilde{y} \geq 0$, $x,\tilde{x} \in \mathbb{R}$ and $t > 0$,

$$W_{\psi_\theta}(\mathbb{P}(t,(y,x),\cdot),\mathbb{P}(t,(\tilde{y},\tilde{x}),\cdot)) \leq C e^{-\eta t} \psi_\theta(y-\tilde{y},|x-\tilde{x}|) \quad (3.16)$$

holds with some constants $C, \eta > 0$ (which are independent of $y,\tilde{y},x,\tilde{x}$ and $t$). This obviously holds true provided that

$$\mathbb{E}^{(y,x)} \psi_\theta(Y_t,|X_t|) < \infty \quad (3.17)$$

and that

$$\mathbb{E}^{(y,x),(\tilde{y},\tilde{x})} \psi_\theta(Y_t - \tilde{Y}_t,|X_t - \tilde{X}_t|) \leq C e^{-\eta t} \psi_\theta(y-\tilde{y},|x-\tilde{x}|). \quad (3.18)$$

Since $\psi_\theta(u,v) = u + u^\theta + v \leq 2(1 + u + v)$, Equation (3.17) is true due to Equation (2.2). Let $V_{c,\theta}(s,t)$ be the function and $\zeta$ the positive constant in Proposition 3.2. By using Equation (3.5), Equation (3.18) is valid once we claim that

$$\mathbb{E}^{(y,x),(\tilde{y},\tilde{x})} V_{c,\theta}(Y_t - \tilde{Y}_t,|X_t - \tilde{X}_t|) \leq e^{-(\lambda + \zeta) t} V_{c,\theta}(y-\tilde{y},|x-\tilde{x}|) \quad (3.19)$$

for all $y \geq \tilde{y} \geq 0, x,\tilde{x} \in \mathbb{R}$ and $t > 0$, where $\lambda > 0$ is the constant in the SDE (1.2). So, in what follows, it remains to show that the assertion (3.19) holds.

Define

$$T_Y = \inf\{t > 0 : Y_t = \tilde{Y}_t\}, \quad T_{Y,n} = \inf\{t > 0 : Y_t - \tilde{Y}_t \leq 1/n\}, \quad n \geq 1.$$  

Let $y \geq \tilde{y} \geq 0$. Note that for all $r \geq 0$,

$$V_{c,\theta}(0,r) = r = r \partial_2 V_{c,\theta}(0,r). \quad (3.20)$$

If $y = \tilde{y} \geq 0$, then $T_Y = 0$ so that for any $t \geq s \geq 0$,

$$e^{(\lambda + \zeta) t} V_{c,\theta}(Y_t - \tilde{Y}_t,|X_t - \tilde{X}_t|) = e^{(\lambda + \zeta) s} V_{c,\theta}(0,|X_t - \tilde{X}_t|)$$

$$= e^{(\lambda + \zeta) s} V_{c,\theta}(0,|X_s - \tilde{X}_s|)$$

$$+ \int_s^t e^{(\lambda + \zeta) r} \{\lambda \zeta V_{c,\theta}(0,|X_r - \tilde{X}_r|) - \lambda |X_r - \tilde{X}_r| \partial_2 V_{c,\theta}(0,|X_r - \tilde{X}_r|)\} dr$$

$$\leq e^{(\lambda + \zeta) s} V_{c,\theta}(0,|X_s - \tilde{X}_s|),$$

where the second identity holds true from the structure of the second equation in Equation (1.2), that is, for any fixed $s \geq 0$ with $Y_s = \tilde{Y}_s$, we have $Y_r = \tilde{Y}_r$ for all $r \geq s$ and so

$$d(X_r - \tilde{X}_r) = -\lambda (X_r - \tilde{X}_r) \, dr, \quad r \geq s, \quad (3.22)$$
and the inequality is owing to Equation (3.20). With Equation (3.21) for $s = 0$ at hand, it is easy to see that Equation (3.19) holds for $y = \bar{y} \geq 0$.

In the following, we only need to verify Equation (3.19) for $y > \bar{y} \geq 0$. Choose $n_0 \geq 1$ sufficiently large such that $y - \bar{y} > 1/n_0$. Note again that $Y_t \geq \bar{Y}_t$ for all $t \geq 0$ (in particular, for all $0 \leq t \leq T_{Y,n}$ and $n \geq 1$) whenever $Y_0 = y > \bar{Y}_0 = \bar{y}$. Then, for any $t > 0$ and $n \geq n_0$, by Itô’s formula, it follows that

$$
\mathbb{E}((y, x),(\bar{y}, \bar{x}))((e^{s \zeta(T_{Y,n})}V_{c,\theta}(Y_{t \wedge T_{Y,n}} - \bar{Y}_{t \wedge T_{Y,n}}, |X_{t \wedge T_{Y,n}} - \bar{X}_{t \wedge T_{Y,n}}|))
\leq V_{c,\theta}(y - \bar{y}, |x - \bar{x}|),
$$

where we utilized Equation (3.6) in the last inequality. Approaching $n \to \infty$ yields that for all $y > \bar{y} \geq 0$, $x, \bar{x} \in \mathbb{R}$ and $t > 0$,

$$
\mathbb{E}((y, x),(\bar{y}, \bar{x}))((e^{s \zeta(T_{Y})}V_{c,\theta}(Y_{t \wedge T_{Y}} - \bar{Y}_{t \wedge T_{Y}}, |X_{t \wedge T_{Y}} - \bar{X}_{t \wedge T_{Y}}|)) \leq V_{c,\theta}(y - \bar{y}, |x - \bar{x}|).
$$

Consequently, Equation (3.19) is available for $y > \bar{y} \geq 0$ by taking advantage of

$$
e^{\lambda \zeta(T_{Y})}V_{c,\theta}(Y_{t \wedge T_{Y}} - \bar{Y}_{t \wedge T_{Y}}, |X_{t \wedge T_{Y}} - \bar{X}_{t \wedge T_{Y}}|)
\leq e^{\lambda \zeta(T_{Y})}V_{c,\theta}(y - \bar{y}, |x - \bar{x}|),
$$

where in the first inequality above we used Equation (3.21) with $s = T_{Y}$.

Remark 3.4. Here, we make some comments on the proof of Theorem 1.1.

(i) Recall that $T_Y = \inf\{t > 0 : Y_t = \bar{Y}_t\}$. Define

$$
T_X = \inf\{t \geq 0 : X_t = \bar{X}_t\}, \quad T = \inf\{t > 0 : Y_t = \bar{Y}_t, X_t = \bar{X}_t\}.
$$

It is clear that $T \geq T_Y \vee T_X$ and $Y_t = \bar{Y}_t$ for $t \geq T_Y$. However, by the structure of the two-factor process defined by Equation (1.2), it can take place that $T > T_Y \vee T_X$, since $X_t = \bar{X}_t$ is not true for all $t \geq T_X$ unless $t \geq T_Y$. The idea for the proof of Theorem 1.1 is to make full use of the coupling time $T_Y$ for the first component, rather than $T$. To consider the coupling process until the coupling time $T_Y$, we need the crucial estimate (3.6). Since before time $T_Y$, it may occur that $X_t = \bar{X}_t$ for some $t \leq T_Y$. Hence, if we will apply the Itô formula for the test function $V_{c,\theta}(y - \bar{y}, |x - \bar{x}|)$ as given in Proposition 3.2, then this function is required to be differentiable on $\{(x, x) : x \in \mathbb{R}\}$ for any fixed $y, \bar{y}$. Furthermore, from $T_Y$ to $T$ the coupling of the first component always stays together, so we only need to couple the second component. For this, we make use of Equation (3.22), which is due to the special characterization of the two-factor process.

(ii) As mentioned above, Proposition 3.2 is crucial for the proof of Theorem 1.1. Instead of Equation (3.7), one natural way to obtain the exponential ergodicity in the $L^1$-Wasserstein distance is to prove that there exists a constant $c_0 > 0$ such that for all $y > \bar{y} \geq 0$ and $x, \bar{x} \in \mathbb{R}$,

$$
(L^*G)(y - \bar{y}, |x - \bar{x}|) \leq -c_0 G(y - \bar{y}, |x - \bar{x}|),
$$

(3.23)
where
\[ G(s, t) \triangleq s + t, \quad s, t \geq 0; \quad (3.24) \]
see, for example, [29, 31, 32]. Since in the setting of Theorem 1.1 the drift term satisfies the so-called monotone condition due to \( b > 0 \) and \( \lambda > 0 \), one may just take
\[ G(s, t) = G_0(s, t) : = s + t, \quad s, t \geq 0. \]
By some calculations, we find that there is a constant \( c_1 > 1 \) so that for all \( y > \tilde{y} \geq 0 \) and \( \tilde{x} \geq x \),
\begin{align*}
- b(y - \tilde{y}) - \lambda(\tilde{x} - x) + c_1^{-1} (y - \tilde{y})(\tilde{x} - x)^{1-\alpha} & \leq (L^*G_0)(y - \tilde{y}, \tilde{x} - x) \\
& \leq - b(y - \tilde{y}) - \lambda(\tilde{x} - x) + c_1 (y - \tilde{y})(\tilde{x} - x)^{1-\alpha}.
\end{align*}
That is, with this choice, Equation (3.23) cannot be true. Hence, some modification of \( G_0(s, t) \) is required. The function \( F(s, t) \) defined by Equation (3.1) and satisfying Equation (3.24) is one possible candidate. Roughly speaking, \( F(s, t) \) is a \( C^2 \)-mollifier for two coordinate functions \( (s, t) \mapsto s \) and \( (s, t) \mapsto t \). Whereas, the function \( F(s, t) \) above is not enough for our aim, we need further to refine it into \( V_{c, \beta}(s, t) \). In particular, the factor \( \beta^2 \) is added to balance some bad estimates from \( (L^*F)(y - \tilde{y}, |x - \tilde{x}|) \); see Remark 3.3 above for some details. This partly explains the intuition for the construction of the function \( V_{c, \beta} \) used in the proof of Theorem 1.1.

4 | EXPONENTIAL ERGODICITY FOR OTHER TWO-FACTOR AFFINE PROCESSES AND BEYOND

4.1 | The framework (1.2) with two spectrally positive stable noises

In this subsection, we are still interested in the two-factor model (1.2) but with the Brownian motion \((B_t)_{t \geq 0}\) in the first equation replaced by a spectrally positive \( \beta \)-stable process \((L_t)_{t \geq 0}\) for some \( \beta \in (1, 2) \). More precisely, we shall work on the SDE on \( \mathbb{R}_+ \times \mathbb{R} \):
\[ \begin{aligned}
\{ & dY_t = (a - bY_t) dt + Y_t^{1/\beta} dL_t, \quad t \geq 0, \ Y_0 \geq 0, \\
& dX_t = (\lambda - \lambda X_t) dt + Y_t^{1/\alpha} dZ_t, \quad t \geq 0, \ X_0 \in \mathbb{R},
\end{aligned} \quad (4.1) \]
where \( a \geq 0, \ b, \lambda \in \mathbb{R}, (L_t)_{t \geq 0} \) (resp. \( (Z_t)_{t \geq 0} \)) is a spectrally positive \( \beta \)-stable (resp. \( \alpha \)-stable) process with the Lévy measure \( \nu_\beta(dz) \) (resp. \( \nu_\alpha(dz) \)). We further assume that \((L_t)_{t \geq 0}\) and \((Z_t)_{t \geq 0}\) are mutually independent. Again, by means of [4, Theorem 2.1], Equation (4.1) has a unique strong solution \((Y_t, X_t)_{t \geq 0}\). Then, we have the following statement for the affine process associated with the SDE (4.1).

**Theorem 4.1.** Let \((Y_t, X_t)_{t \geq 0}\) be the unique strong solution to Equation (4.1). If \( b > 0 \) and \( \lambda > 0 \), then the process \((Y_t, X_t)_{t \geq 0}\) is exponentially ergodic with respect to the \( L^1 \)-Wasserstein distance \( W_1 \).

For the SDE (4.1), we shall apply the synchronous coupling for both components \((Y_t)_{t \geq 0}\) and \((X_t)_{t \geq 0}\). For this, we consider the SDE on \( \mathbb{R}_+ \times \mathbb{R} \):
\[ \begin{aligned}
\{ & d\tilde{Y}_t = (a - b\tilde{Y}_t) dt + \tilde{Y}_t^{1/\beta} dL_t, \quad t \geq 0, \ \tilde{Y}_0 > 0, \\
& d\tilde{X}_t = (\lambda - \lambda \tilde{X}_t) dt + \tilde{Y}_t^{1/\alpha} dZ_t, \quad t \geq 0, \ \tilde{X}_0 \in \mathbb{R},
\end{aligned} \]
It is clear that \((Y_t, X_t, (\tilde{Y}_t, \tilde{X}_t))_{t \geq 0}\) is a coupling of the process \((Y_t, X_t)_{t \geq 0}\). According to [29, Corollary 2.3], the coupling of the first component process also preserves the order property; that is, \( Y_t \geq \tilde{Y}_t \) for all \( t \geq 0 \), in case of \( Y_0 \geq \tilde{Y}_0 \).
Furthermore, the infinitesimal generator (i.e., the coupling operator) of the coupling process \((Y_t, X_t, \tilde{Y}_t, \tilde{X}_t)_{t \geq 0}\) is given by

\[
\begin{align*}
(L^*G)(y - \tilde{y}, |x - \tilde{x}|) &= -b\partial_1 G(y - \tilde{y}, |x - \tilde{x}|)(y - \tilde{y}) - \lambda \partial_2 G(y - \tilde{y}, |x - \tilde{x}|)z \nu_\beta(dz) \\
&\quad + (y - \tilde{y}) \int_0^\infty \left( G(y - \tilde{y} + z, |x - \tilde{x}|) - G(y - \tilde{y}, |x - \tilde{x}|) \right) \nu_\beta(dz) \\
&\quad + (y - \tilde{y}) \int_0^\infty \left( G(y - \tilde{y}, |x + z - \tilde{x}|) - G(y - \tilde{y}, |x - \tilde{x}|) \right) \partial_2 G(y - \tilde{y}, |x - \tilde{x}|) \frac{z}{|x - \tilde{x}|} \nu_\alpha(dz)
\end{align*}
\]

(4.2)

for \(G \in C^2(\mathbb{R}^2_+)\) and \((y, \tilde{y}, x, \tilde{x}) \in \mathbb{R}^2_+ \times \mathbb{R}^2\) with \(0 \leq \tilde{y} \leq y\). Similarly, we can write the expression of \((L^*G)(y - \tilde{y}, |x - \tilde{x}|)\) for \(G \in C^2(\mathbb{R}^2_+)\) and \((y, \tilde{y}, x, \tilde{x}) \in \mathbb{R}^2_+ \times \mathbb{R}^2\) with \(0 \leq y \leq \tilde{y}\).

For any \(c > 0\) and \(\theta \in (0, 1)\), define

\[
V_{c, \theta}(s, t) = c(s + s^\theta) + F(s, t),
\]

where \(F\) was introduced in Equation (3.1). It is obvious that for any \(c > 0\),

\[
V_{c, \theta}(s, t) \asymp (s + s^\theta) + t.
\]

The proof of Theorem 4.1 is based on the following proposition.

**Proposition 4.2.** For any \(\theta \in (0, 2 - (\alpha \vee \beta)]\), there exist constants \(c, \eta > 0\) such that

\[
(L^*V_{c, \theta})(y - \tilde{y}, |x - \tilde{x}|) \leq -\eta V_{c, \theta}(y - \tilde{y}, |x - \tilde{x}|), \quad \tilde{y} \in [0, y), x, \tilde{x} \in \mathbb{R}.
\]

(4.3)

**Proof.** Some non-trivial modifications of the proof for Proposition 4.2 are required although the corresponding idea is similar to that of Proposition 3.2. In the following, we highlight some key differences. For \(c > 0\) and \(\theta \in (0, 2 - (\alpha \vee \beta)]\), set

\[
U_{c, \theta}(s, t) := c(s + s^\theta), \quad s, t \geq 0.
\]

Below, we set \(0 \leq \tilde{y} < y\) and let \(x, \tilde{x} \in \mathbb{R}\). According to Equation (4.2), we deduce

\[
(L^*U_{c, \theta})(y - \tilde{y}, |x - \tilde{x}|) = -b c \{y - \tilde{y} + \theta(y - \tilde{y})^\theta\} + c(y - \tilde{y}) \int_0^\infty \frac{(y - \tilde{y} + z)^{\theta} - (y - \tilde{y})^\theta - \theta(y - \tilde{y})^{\theta - 1} z}{|x - \tilde{x}|} \nu_\beta(dz)
\]

\[
\leq -b c \{y - \tilde{y} + \theta(y - \tilde{y})^\theta\},
\]

(4.4)

where in the inequality we used the fact that for all \(0 \leq \tilde{y} < y\) and \(z \geq 0\),

\[
(y - \tilde{y} + z)^{\theta} - (y - \tilde{y})^\theta - \theta(y - \tilde{y})^{\theta - 1} z \leq 0, \quad \theta \in (0, 1)
\]

thanks to the mean value theorem. Thus, Equation (4.3) follows provided that there exists a constant \(C_1 > 0\) such that

\[
(L^*F)(y - \tilde{y}, |x - \tilde{x}|) \leq -\lambda |x - \tilde{x}| + C_1 \{y - \tilde{y} + (y - \tilde{y})^\theta\}
\]

(4.5)

by taking Equation (4.4) into account and choosing \(c > 0\) such that \(cb \theta > C_1\). Nevertheless, to derive Equation (4.5), it suffices to show that there exists a constant \(C_2 > 0\) such that

\[
(L^*F)(y - \tilde{y}, |x - \tilde{x}|) \leq -\lambda |x - \tilde{x}| 1_{\{|x - \tilde{x}| \geq 2(y - \tilde{y})\}} + C_2 \{y - \tilde{y} + (y - \tilde{y})^{2-\alpha} + (y - \tilde{y})^{2-\beta}\}
\]

(4.6)
In fact, Equation (4.6) yields Equation (4.5) by noting that there exists a constant $C_3 > 0$ such that

$$-\lambda|x - \bar{x}|1_{|x-\bar{x}|\geq 2|y-\bar{y}|} + C_4(y - \bar{y} + (y - \bar{y})^{2-\alpha} + (y - \bar{y})^{2-\beta})$$

$$\leq -\lambda|x - \bar{x}| + 2\lambda(y - \bar{y}) + C_3(y - \bar{y} + (y - \bar{y})^{2-(\alpha \lor \beta)})$$

$$\leq -\lambda|x - \bar{x}| + C_3(y - \bar{y} + (y - \bar{y})^{2-(\alpha \lor \beta)})$$

$$\leq -\lambda|x - \bar{x}| + C_4(y - \bar{y} + (y - \bar{y})^{2-\alpha} + (y - \bar{y})^{2-\beta})$$

$$\leq -\lambda|x - \bar{x}| + 2\lambda(y - \bar{y}) + C_2(y - \bar{y} + (y - \bar{y})^2 - \alpha + (y - \bar{y})^2 - \beta)$$

where in the second inequality we used, due to $\alpha, \beta > 1$, $(y - \bar{y})^{1-\alpha} \wedge (y - \bar{y})^{1-\beta} \leq 1$ for $y - \bar{y} \geq 1$ and $1 \leq (y - \bar{y})^{-\alpha} \lor (y - \bar{y})^{-\beta} \leq (y - \bar{y})^{-(\alpha \lor \beta)}$ for $0 < y - \bar{y} \leq 1$, and in the last two inequality we utilized $\beta \in (0, 2 - (\alpha \lor \beta))$. Therefore, to obtain the desired assertion (4.3), we need only to verify Equation (4.6).

From Equation (4.2), we have

$$(L^* F)(y - \bar{y}, |x - \bar{x}|) = -b\delta_1 F(y - \bar{y}, |x - \bar{x}|)(y - \bar{y}) - \lambda \delta_2 F(y - \bar{y}, |x - \bar{x}|) |x - \bar{x}|$$

$$+ (y - \bar{y}) \int_0^\infty \left( F(y - \bar{y} + z, |x - \bar{x}|) - F(y - \bar{y}, |x - \bar{x}|) - \delta_1 F(y - \bar{y}, |x - \bar{x}|)z \right) \nu_\beta(dz)$$

$$+ (y - \bar{y}) \int_0^\infty \left( F(y - \bar{y}, |x + z - \bar{x}|) - F(y - \bar{y}, |x - \bar{x}|) - \delta_2 F(y - \bar{y}, |x - \bar{x}|)(x - \bar{x})z \right) \nu_\alpha(dz)$$

$$= : Y_1 + Y_2 + (y - \bar{y})Y_3 + (y - \bar{y})Y_4.$$  (4.7)

Thus, Equation (4.6) is available once we prove that there is a constant $C_4 > 0$ so that

$$Y_1 + Y_2 + (y - \bar{y})Y_4 \leq -\lambda|x - \bar{x}|1_{|x-\bar{x}|\geq 2|y-\bar{y}|} + C_4(y - \bar{y} + (y - \bar{y})^{2-\alpha}),$$  (4.8)

and

$$Y_3 \leq C_4(y - \bar{y})^{1-\beta}.$$  (4.9)

In what follows, we aim to prove Equations (4.8) and (4.9), respectively. Let (i)–(iii) be the three cases listed in the proof of Proposition 3.2. By a close inspection of argument for Proposition 3.2, there is a constant $c_1 > 0$ such that

$$Y_2 + (y - \bar{y})Y_4 \leq -\lambda|x - \bar{x}|1_{|x-\bar{x}|\geq 2|y-\bar{y}|} + c_1(y - \bar{y} + (y - \bar{y})^{2-\alpha}).$$  (4.10)

From Equation (3.2), it is easy to see that $Y_1 \leq b c_0(y - \bar{y})$. As a result, Equation (4.8) follows immediately. Next, we turn to the proof of Equation (4.9).

**Proof of Equation (4.9) for the case (i).** For this case, it follows that

$$Y_3 = \int_{|x-\bar{x}|\leq y-\bar{y}+z} (y - \bar{y} + z - |x - \bar{x}|) \nu_\beta(dz)$$

$$+ \int_{y-\bar{y}+z<|x-\bar{x}|<2(y-\bar{y}+z)} \left(1 - g\left(\frac{|x - \bar{x}|}{y - \bar{y} + z}\right)\right)(y - \bar{y} + z - |x - \bar{x}|) \nu_\beta(dz)$$

$$= : Y_{31} + Y_{32}.$$
On one hand, since \( y - \bar{y} + z < |x - \bar{x}| \) and \( g \in [0, 1] \), \( Y_{32} \leq 0 \). On the other hand, we have

\[
Y_{31} \leq \int_{z \geq y - \bar{y}} (y - \bar{y} + z) \nu_\beta(dz) \leq c_2(y - \bar{y})^{1 - \beta}
\]

for some constant \( c_2 > 0 \), where we used \( |x - \bar{x}| \geq 2(y - \bar{y}) \) in the first inequality. Hence, we arrive at

\[
Y_3 \leq c_2(y - \bar{y})^{1 - \beta}.
\]

Whence, we infer that Equation (4.9) holds true for the case (i).

**Proof of Equation (4.9) for the case (ii).** Indeed, with regard to this case, Equation (4.9) is available by using

\[
Y_3 = \int_{[|x - \bar{x}| < y - \bar{y} + z]} \left( \left( 1 - g\left( \frac{|x - \bar{x}|}{y - \bar{y} + z} \right) \right)(y - \bar{y} + z) - (y - \bar{y}) - z \right) \nu_\beta(dz)
\]

\[
\leq \int_{[|x - \bar{x}| < y - \bar{y} + z]} (y - \bar{y} + z - (y - \bar{y}) - z) \nu_\beta(dz) = 0,
\]

where the inequality is due to \( g \in [0, 1] \).

**Proof of Equation (4.9) for the case (iii).** As for this case, \( Y_3 \) can be rewritten as

\[
Y_3 = \int_{z \leq (y - \bar{y})/2} (F(y - \bar{y} + z, |x - \bar{x}|) - F(y - \bar{y}, |x - \bar{x}|) - \partial_1 F(y - \bar{y}, |x - \bar{x}|) z) \nu_\beta(dz)
\]

\[
+ \int_{z \geq (y - \bar{y})/2} (F(y - \bar{y} + z, |x - \bar{x}|) - F(y - \bar{y}, |x - \bar{x}|) - \partial_1 F(y - \bar{y}, |x - \bar{x}|) z) \nu_\beta(dz)
\]

\[= : Y_{31} + Y_{32}.
\]

By Taylor’s expansion, there exists a constant \( \xi \in [y - \bar{y}, 3(y - \bar{y})/2] \) such that

\[
Y_{31} = \frac{1}{2} \partial_{11} F(\xi, |x - \bar{x}|) \int_{z \leq (y - \bar{y})/2} z^2 \nu_\beta(dz) \leq c_3(y - \bar{y})^{1 - \beta}
\]

(4.11)

for some constant \( c_3 > 0 \), where the inequality above follows from Equation (3.2). Furthermore, in terms of the definition of \( F \) and Equation (3.2), there is a constant \( c_4 > 0 \) such that

\[
Y_{32} \leq (1 + c_0) \int_{z \geq (y - \bar{y})/2} (y - \bar{y} + |x - \bar{x}| + 2z) \nu_\beta(dz)
\]

\[
\leq 3(1 + c_0) \int_{z \geq (y - \bar{y})/2} (y - \bar{y} + 2z) \nu_\beta(dz) \leq c_4(y - \bar{y})^{1 - \beta},
\]

(4.12)

where the second inequality is owing to \( y - \bar{y} \leq |x - \bar{x}| \leq 2(y - \bar{y}) \). Consequently, for the case (iii), Equation (4.9) follows by combining Equation (4.11) with Equation (4.12).

\[\square\]

**Proof of Theorem 4.1.** Similar to Theorem 1.1, we indeed can claim that, for any \( \vartheta \in (0, 2 - (\alpha \vee \beta)] \), there exist a unique probability measure \( \mu \) on \( \mathbb{R}_+ \times \mathbb{R} \) and a constant \( \eta := \eta(\vartheta) > 0 \) such that for all \( y \in \mathbb{R}_+, x \in \mathbb{R} \) and \( t > 0 \),

\[
W_{\vartheta}(P(t, (y, x), \cdot), \mu) \leq C(y, x, \vartheta)e^{-\eta t},
\]

where

\[
\psi_\vartheta(u, v) := u + u^\vartheta + v, \quad u, v \geq 0
\]
and \( C(y, x, \theta) > 0 \) is independent of \( t \). Note that, as far as Equation (4.1) is concerned, one can check that Equation (2.2) still holds. With Equation (2.2) and Proposition 4.2 at hand, the proof of the assertion above can be completed by implementing the same argument of Theorem 1.1, and so we herein omit the corresponding details.

Remark 4.3. In order to prove the exponential ergodicity for the two-factor model (4.1) driven by two independent spectrally positive stable noises, respectively, we just apply the synchronous coupling. Similarly, one can apply the synchronous coupling (instead of the coupling by reflection for a small distance and the synchronous coupling for a big distance to the first component and the synchronous coupling to the second component) to the two-factor model (1.2). However, with the aid of the synchronous coupling the approach can only yield the exponential ergodicity under a weaker Wasserstein distance with the cost function

\[
(u, v) \mapsto \psi^*(u, v) := u + u^{1/2} + v, \quad u, v \geq 0;
\]

see [17, Theorem 1.5(a)] or Remark (i) in the last but one paragraph in Section 1.

### 4.2 General two-factor affine processes

In this part, we emphasize that the approaches applied to Theorems 1.1 and 4.1 still work for two other general two-factor affine processes. In particular, we can show the exponential ergodicity for the following two kinds of two-factor affine processes with respect to the \( L^1 \)-Wasserstein distance \( W_1 \).

Two-factor affine process (I):

\[
\begin{align*}
\frac{dY_t}{dt} &= (a - b Y_t) dt + Y_t^{1/2} dB_t^{(1)} + Y_t^{1/\beta} dZ_t^{(\beta)}, \quad t \geq 0, Y_0 \geq 0, \\
\frac{dX_t}{dt} &= (\nu - \lambda X_t) dt + Y_t^{1/2} (\rho dB_t^{(1)} + \sqrt{1 - \rho^2} dB_t^{(2)}) + Y_t^{1/\alpha} dZ_t^{(\alpha)}, \quad t \geq 0, X_0 \in \mathbb{R},
\end{align*}
\]

where \( a \geq 0, \nu \in \mathbb{R}, b, \lambda > 0, \rho \in [-1, 1], \beta, \alpha \in (1, 2), (B_t^{(1)}, B_t^{(2)})_{t \geq 0} \) is a two-dimensional standard Brownian motion, \((Z_t^{(\beta)})_{t \geq 0}\) (resp. \((Z_t^{(\alpha)})_{t \geq 0}\)) is a spectrally positive \( \beta \)-stable (resp. \( \alpha \)-stable) Lévy process. Moreover, the processes \((B_t^{(1)}, B_t^{(2)})_{t \geq 0}, (Z_t^{(\beta)})_{t \geq 0}\) and \((Z_t^{(\alpha)})_{t \geq 0}\) are mutually independent.

Two-factor affine process (II):

\[
\begin{align*}
\frac{dY_t}{dt} &= (a - b Y_t) dt + Y_t^{1/2} dB_t, \quad t \geq 0, Y_0 \geq 0, \\
\frac{dX_t}{dt} &= (\nu - \lambda X_t - \gamma Y_t) dt + Y_t^{1/\alpha} dZ_t, \quad t \geq 0, X_0 \in \mathbb{R},
\end{align*}
\]

where \( a \geq 0, b, \lambda > 0, \gamma \in \mathbb{R}, (B_t)_{t \geq 0} \) is a standard Brownian motion, and \((Z_t)_{t \geq 0}\) is an independently spectrally positive \( \alpha \)-stable process with \( \alpha \in (1, 2) \).

We have proven the exponential ergodicity for the SDEs (1.2) and (4.1) (with respect to the \( L^1 \)-Wasserstein distance \( W_1 \)). Combining both arguments together, we can show that the following two-factor affine process

\[
\begin{align*}
\frac{dY_t}{dt} &= (a - b Y_t) dt + Y_t^{1/2} dB_t + Y_t^{1/\beta} dZ_t^{(\beta)}, \quad t \geq 0, Y_0 \geq 0, \\
\frac{dX_t}{dt} &= (\nu - \lambda X_t) dt + Y_t^{1/\alpha} dZ_t^{(\alpha)}, \quad t \geq 0, X_0 \in \mathbb{R},
\end{align*}
\]

is exponentially ergodic. The difference between the SDE (4.13) and type (I) above is that in (I) there is an additional diffusion term driven by Brownian motions for the second equation. Then, one can apply the synchronous coupling to this additional term and follow the argument showing that Equation (4.13) is exponentially ergodic to derive the exponential ergodicity of the type (I).

The difference between the SDE (1.2) and type (II) above is due to the drift term in the second equation for the process \((Y_t)_{t \geq 0}\) of the associated affine process. Concerning the two-factor affine process (II), we can also show that \((Y_t, X_t)\) is exponentially ergodic with respect to the \( L^1 \)-Wasserstein distance \( W_1 \) by following the argument of Theorem 1.1 if the counterpart of Proposition 3.2 is still valid, see Proposition 4.4 for more details.

To proceed, we introduce some additional notation. Below, let \( F \) be defined as in Equation (3.1) but with \( g \in C^2_b(\mathbb{R}_+) \) such that \( g' \geq 0 \) and
for some constant $\delta > 0$. With $F$ above at hand, the function $V_{c,\beta}$ is defined exactly as in Equation (3.4).

**Proposition 4.4.** There exist constants $c, \eta > 0$ such that for any $y > \bar{y} \geq 0$ and $x, \bar{x} \in \mathbb{R}$,

$$(L^* V_{c,\beta})(y - \bar{y}, |x - \bar{x}|) \leq -\eta V_{c,\beta}(y - \bar{y}, |x - \bar{x}|),$$

where $L^*$ is the coupling operator of the two-factor affine process (II) given in Equation (2.4) with $\kappa - \lambda x$ replaced by $\kappa - \lambda x - \gamma y$.

**Proof.** Below, we shall fix $y > \bar{y} \geq 0$ and $x, \bar{x} \in \mathbb{R}$. By following the argument of Proposition 3.2, to end the proof of Proposition 4.4, it is sufficient to show that

$$
(L^* F)(y - \bar{y}, |x - \bar{x}|) \leq \frac{\lambda}{2} |x - \bar{x}| 1_{|x - \bar{x}| \geq \kappa_0(y - \bar{y})} + C(y - \bar{y}) + C \left( \sqrt{y} + \sqrt{\bar{y}} \right)^2 (y - \bar{y})^{-1} 1_{0 < y - \bar{y} < 1} \tag{4.14}
$$

for some constant $C > 0$. In what follows, we are going to verify Equation (4.14) in terms of the three cases below:

(i) $|x - \bar{x}| > \kappa_0(y - \bar{y})$;
(ii) $|x - \bar{x}| \leq y - \bar{y}$;
(iii) $y - \bar{y} < |x - \bar{x}| \leq \kappa_0(y - \bar{y})$.

For the setting (i), we have $F(y - \bar{y}, |x - \bar{x}|) = |x - \bar{x}|$. This, in addition to Equation (3.7) with $-\lambda|x - \bar{x}| - \gamma(x - \bar{x})(y - \bar{y})/|x - \bar{x}|$ instead of $-\lambda|x - \bar{x}|$ therein, yields

$$(L^* F)(y - \bar{y}, |x - \bar{x}|) = -\lambda|x - \bar{x}| - \frac{\gamma(x - \bar{x})(y - \bar{y})}{|x - \bar{x}|} + (y - \bar{y})(I_1 + I_2 + I_3)$$

$$
\leq -\lambda|x - \bar{x}| + |\gamma|(y - \bar{y}) + (y - \bar{y})(I_1 + I_2 + I_3)$$

$$\leq -\frac{\lambda}{2} |x - \bar{x}| + (y - \bar{y})(I_1 + I_2 + I_3),$$

in which $I_1, I_2, I_3$ were introduced in Equation (3.11) with the factor 2 in the splitting intervals replaced by the number $\kappa_0$, and in the last display we used

$$|\gamma|(y - \bar{y}) \leq \frac{\lambda}{2} |x - \bar{x}|.$$

Thus, combining the estimates on $I_1, I_2, I_3$, we infer that (4.14) holds true for the case (i). Observe that, as for the case (ii), $L^* F$ shares the same expression with the counterpart for the setup (ii) in the proof of Proposition 3.2. Subsequently, with some mild modifications of the associated details (where, in particular, replace the factor 2 in the splitting intervals by $\kappa_0$), we conclude that Equation (4.14) is still available for the case (ii). Note that Lemma 3.1 is still valid with the number 2 in Equation (3.2) replaced by $\kappa_0$ so that Equation (3.15) remains true for the new expression $F$. As a result, Equation (4.14) follows by carrying out the same argument to derive Equation (3.9) for the case (iii). $\square$

We mention that, applying the similar idea, one can also prove the exponential ergodicity with respect to the $L^1$-Wasserstein distance $W_1$ for type (II) if the first equation is replaced by

$$
dY_t = (a - bY_t) dt + Y_t^{1/\beta} dZ_t^{(\beta)}, \quad t \geq 0, \ Y_0 \geq 0
$$
or

\[ dY_t = (a - bY_t) \, dt + Y_t^{1/2} \, dB_t + Y_t^{1/\beta} \, dZ_t^{(\beta)}, \quad t \geq 0, \quad Y_0 \geq 0, \]

where \( a \geq 0, b > 0 \), \((B_t)_{t \geq 0}\) is a standard Brownian motion, and \((Z_t)_{t \geq 0}\) is an independently spectrally positive \(\alpha\)-stable process with \(\alpha \in (1, 2]\).

### 4.3 Beyond two-factor affine processes

In this part, we will briefly mention that our method also works for the following models beyond two-factor affine processes. Let \((Y_t, X_t)_{t \geq 0}\) be a time-homogeneous Markov process on \(\mathbb{R}^+ \times \mathbb{R}\) such that

\[
\begin{cases}
    dY_t = b_1(Y_t) \, dt + Y_t^{1/\beta} \, dL_t, & t \geq 0, \quad Y_0 \geq 0, \\
    dX_t = b_2(X_t) \, dt + Y_t^{1/\alpha} \, dZ_t, & t \geq 0, \quad X_0 \in \mathbb{R},
\end{cases}
\tag{4.15}
\]

where \((L_t)_{t \geq 0}\) is a spectrally positive \(\beta\)-stable process with \(\beta \in (1, 2]\), \((Z_t)_{t \geq 0}\) is an independently spectrally positive \(\alpha\)-stable process with \(\alpha \in (1, 2]\), and \(b_1\) (resp. \(b_2\)) is continuous on \(\mathbb{R}^+\) (resp. \(\mathbb{R}\)) so that there are constants \(\lambda_i > 0\) (\(i = 1, 2\)) such that for \(i = 1, 2\) and any \(x > y\),

\[ b_i(x) - b_i(y) \leq -\lambda_i(x - y). \tag{4.16} \]

Note that, according to [18, Theorem 5.6], there exists a unique strong solution to the first component \((Y_t)_{t \geq 0}\) of the SDE (4.15). Once \((Y_t)_{t \geq 0}\) is fixed, the unique strong solution to the second component \((X_t)_{t \geq 0}\) is guaranteed by the monotone condition (4.16) for the drift term \(b_2(x)\). Therefore, the SDE (4.15) has a unique strong solution \((Y_t, X_t)_{t \geq 0}\). Furthermore, according to [29, Corollary 2.3 and Remark 2.4], the coupling of the first component \((Y_t)_{t \geq 0}\) can be chosen to preserve the order property. With these facts and Equation (4.16) again at hand, we can use the ideas of proofs for Theorems 1.1 and 4.1 to conclude that the process \((Y_t, X_t)_{t \geq 0}\) is exponentially ergodic with respect to the \(L^1\)-Wasserstein distance \(W_1\). Note that the contractive property like Equation (3.22) in the proof of Theorem 1.1 is a consequence of Equation (4.16) for the drift term \(b_2(x)\). As we mentioned before, since all known approaches dealing with the ergodicity of affine processes depend on their especially structural characterizations, they seem to be invalid in establishing the exponential ergodicity of the SDE (4.15).
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