Handling Massive Proportion of Missing Labels in Multivariate Long-Term Time Series Forecasting
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Abstract.

Training Deep Learning (DL) models with missing labels is a challenge in diverse engineering applications. Missing value imputation methods have been proposed to try to address this problem, but their performance is affected with Massive Proportion of Missing Labels (MPML). This paper presents an approach for handling MPML in Multivariate Long-Term Time Series Forecasting. It is a two-step process where interpolation (using Gaussian Processes Regression (GPR) and domain knowledge from experts) and prediction model are separated to enable the integration of prior domain knowledge. First, a set of samples of the possible interpolation of the missing outputs are generated by the GPR based on the domain knowledge. Second, the observed input sensor data and interpolated labels from GPR are used to train the prediction model. We evaluated our approach with the development of a soft-sensor with one real dataset to forecast the biomass during recombinant adeno-associated virus (rAAV) production in bioreactors. Our experimental results demonstrate the potential of the approach through quantitative evaluation of the generated forecasts in a case that would be extremely difficult to train a DL model due to MPML.

1. Introduction

Multivariate Long-Term Time Series Forecasting (MLTTSF) task aims to predict the future values of a series based on the history of multiple series [1], and it is an important problem across several domains [2]. The Deep Learning (DL) techniques have an effective and important role in addressing MLTTSF task due to their ability to handle multiple input and output variables and handle complex nonlinear relationships. In addition, they do not require a scaled or stationary time series as an input [3, 1], and they have outperformed the traditional models, such as Autoregressive Integrated Moving Average (ARIMA) in several applications [4, 5, 6, 7, 8].

Despite the excellent performance of DL approaches, training them with missing labels in time series is still a challenge [9, 2, 10]. Here missing label (or missing data target) is defined as the data value that is not stored for a variable in the observation of interest [11]. There are three type mechanisms of missingness by which the data is missing: i) Missing Completely at Random (MCAR) when the fact that the data is missing is independent of the observed and unobserved data, ii) Missing at Random (MAR) when the probability of being missing is the...
same only within groups defined by the observed data and iii) Missing Not at Random (MNAR) if neither MCAR nor MAR holds \[12, 13, 14\]. DL models are Data-Driven Models (DDM), and they need data to learn through prediction error minimization. However, the learning process is inefficient when not enough data is available due to missing labels or low quality of data. The traditional methods formulate the optimization problem as a function of model parameters and solve it using classical gradient descent approaches. But here, due to too many missing labels, we cannot use the squared error function to optimize the model because it does not have enough values to be used in the comparison that allows minimizing the prediction error.

The most widely used methods for handling missing data fall into three main categories: i) Deletion methods (listwise deletion, i.e., complete-case analysis, pairwise deletion, i.e., available-case analysis), ii) Single Imputation Methods (mean/mode substitution, linear interpolation, Hot deck, and cold deck) and iii) Model-Based Methods (multiple imputation, k-nearest neighbors) \[12, 15, 16\]. In general, single imputation, multiple imputation and k-nearest neighbors are not recommended for the case of an extremely large proportion of the missing data \[15\]. These methods were not proposed and evaluated to deal with MPML. In addition, when the multivariate time series dataset has one univariate missing data pattern only in the target feature (the label), Semi-Supervised Learning (SSL) could be used. However, most of the SSL approaches have the performance affected by MPML \[15, 18\].

DL models need data to be trained, but when data is not available due to missing labels or the quality of the data is insufficient, then prior domain knowledge from experts can be incorporated to guide the learning process \[19, 17\]. Gaussian Process Regression (GPR) is one method that allows the use of domain knowledge from experts for modeling a univariate time series. The prior domain knowledge is expressed through the choice of the covariance function family and a set of initial hyper-parameters \[20, 21\]. In this paper, we present an initial study for handling MPML in multivariate multi-step time series forecasting. The approach is a two-step process to allow the integration of prior domain knowledge from experts. First, a set of \(n\) samples of the possible interpolation of the missing labels are generated by the GPR based on the domain knowledge. Second, the observed input sensor data and \(n\) interpolated labels from GPR are used to train the prediction model. The main contribution of this work is a novel approach for Handling Missing Labels based on domain knowledge from experts to sidestep the challenge of training DL models with MPML for MLTTSF. The approach was evaluated by developing a model to forecast the biomass of HEK293 cells in rAAV production. It was modeled using Long Short-Term Memory Encoder-Decoder Architecture and one real dataset obtained during rAAV production performed in 3L bioreactors. Our experimental results demonstrate the potential of the proposed approach through the experimental evaluation of the generated forecasts in a case that would be extremely difficult to train a DL model due to MPML. Furthermore, this approach is the first to be proposed and evaluated in a real case with massive missing values.

The remainder of this paper is organized as follows. In Section 2 we present the related work, and in Section 3 the DL for time series forecasting and GPR are introduced. The proposed approach is described in Section 4, followed by the detailed description of experimental evaluation in Section 5. In Section 6, the results regarding the forecasted biomass by the models developed with the proposed approach are provided. Finally, conclusions and discussion about future work are presented in Section 7.

2. Related Work

No one “perfect” method exists for filling in missing data. It is because there are many possible approaches to deal with missing data and they may lead to quite different errors \[22\]. In \[23\], the comparison of several methods was shown including Mode Imputation \[24\], Decision tree \[25\], and Class Center based Missing Values Imputation \[26\] for missing values estimation on multivariate dataset. They found that the Decision Tree can perform well when used in the
right situation as a missing values imputation method on a multivariate dataset. In [27], a novel model called forward and backward variable-sensitive LSTM (FBVS-LSTM) consisting of two decay mechanisms and some informative data was proposed. The model inputs are mainly the missing indicator, time intervals of missingness in both forward and backward direction, and the missing rate of each variable. They employed this information to address MNAR mechanism. In [28], the authors proposed a deep learning model based on Gated recurrent units (GRU), namely GRU-D, to effectively exploit two representations of informative missingness patterns (masking and time interval). However, their approach depends on robust assumptions suitable only for specific applications and does not consider the missing rate differences. All these approaches mentioned above were not proposed and evaluated to deal with a massive proportion of missing values (>95%) and do not allow for including the domain knowledge in the estimation of the missing data. Papers focusing on missing values handling evaluated their approaches using the datasets where the percentages of missing values ranged from 1% to 80% [29].

3. Background

3.1. Deep Learning for time series forecasting

The deep learning models often perform better for MLTTSF tasks compared to traditional methods when a labeled dataset $D_L$ is available with a large amount of data. The modern neural systems owe their success to the recent increase in data availability and computational capacity [10, 3] as well as their deep structure, which involves stacking multiple layers with a vast number of neurons [3]. These are powerful features for MLTTSF, particularly for problems with big data and complex-nonlinear dependencies [1], and to improve the prediction accuracy [9]. In addition, DL does not only improve the state of the art forecasting performance but also reduces the complexity of the forecasting pipeline and improving code maintainability [30].

A DL architecture that has showed promising results in MLTTSF is Long-Short Term Memory (LSTM) Encoder-Decoder [1, 31, 32, 33, 34, 35]. LSTM is based on Recurrent Neural Network (RNN), but it effectively overcomes the vanishing gradient issue in naively in RNNs models [36, 1, 37, 33]. The LSTM encoder-decoder architecture reads and generates a sequence of arbitrary lengths. In many real cases, we want to predict an output sequence given an input sequence of different lengths, without correspondence between each input and output. An Encoder-Decoder takes a sequence as input and generates the most probable next sequence as output. The architecture comprises two sub-models employing two LSTM networks called the encoder and decoder and an intermediate (encoder) vector connecting the encoder and decoder sub-models. More details can be found in [38, 1, 36].

3.2. Gaussian Process Regression

Gaussian Processes Regression (GPR) is a powerful tool for nonlinear regression that combines prior process and sampled training set to infer posteriori process as interpolation results. This is useful for estimating the missing data in the response variable.

Assume that the predictor variables $X = \{x_i\}_{i=1}^{N} \in \mathbb{R}^{N \times l}$ is an N-attribute time series each of which has l observations and response variables $y = \{y_i \in \mathbb{R}\}_{i=1}^{N}$. If the noises are assumed to be Gaussian and white, the measured records can be expressed as $y = f(x) + \epsilon$ where $f$ is a mapping function. Treating $f$ as a random function, we assume that the distribution over $f$ is a Gaussian process,

$$f(x) = \mathcal{GP}(m(x), k(x, x')),$$

where $x$ and $x'$ are indices that are analogous to the location indices of multidimensional Gaussian variables, and mean function $m(x)$ and the kernel (covariance) function $k(x, x')$ of a real process $f(x)$ are defined as
\[ m(x) = \mathbb{E}[f(x)], \] (2)

\[ k(x, x') = \mathbb{E}[(f(x) - m(x))(f(x') - m(x'))]. \] (3)

The covariance function specifies the covariance between pairs of random variables and the specification of the covariance function implies a distribution over functions. Some of commonly-used covariance function are Squared Exponential Kernel, Periodic Kernel, Polynomial Kernel, Linear Kernel and Rational Quadratic Kernel. This last one was used in this paper and it is defined as follow:

\[ k_{RQ}(x, x') = \sigma_f^2 (1 + \frac{(x, x')}{\alpha l^2} - \alpha)\sigma_n^2 \] (4)

where \( l \) is length-scale, the \( \sigma_f^2 \) is the signal variance, the \( \sigma_n^2 \) is the noise variance. The parameter \( \alpha \) (scale mixture rate) determines the relative weighting of large-scale and small-scale variations. It controls how sharp or wide the kernel shape is and \( \delta_{ij} = 1 \) only when \( i = j \), otherwise \( \delta_{ij} = 0 \). The domain knowledge can be used to determine the value of the hyper-parameters set and the most representative hyper-parameters are \( l, \sigma_f^2 \) and \( \sigma_n^2 \). They specify the precise shape of the covariance function and can be viewed as specifying a distribution over function parameters, instead of being parameters which specify a function directly.

After defining the hyper-parameters and fitting the GPR model to the data, the predicted mean vector, \( \mu(X^*) \), and covariance matrix, \( \Sigma(X^*, X^*) \), can be calculated at unlabelled points \( \{X^* = x_{unlabel}, y^* = y_{mis}\} \), conditional on the observed data points \( \{X, y = y_{obs}\} \). This is done using the key predictive equations for Gaussian process regression

\[ \mu(X^*) = k(X^*, X)(k(X, X) + \sigma_n^2 I)^{-1}y \] (5)

\[ \Sigma(X^*, X^*) = k(X^*, X^*) - k(X^*, X)(k(X, X) + \sigma_n^2 I)^{-1}k(X, X^*). \] (6)

After computing the mean vector and covariance matrix (using equations 5 and 6) \( n \) samples can be obtained from the predictive equations according to the method described in [39] (section A.2). These samples are the estimation for the missing labels, \( y_{mis} \).

4. Handling MPML
The proposed approach is a two-step process that combining interpolation with the prediction model. The interpolation process has five steps, and it starts with an extremely unlabelled dataset with the missing labels interpolated by GPR.

4.1. Interpolation
Three conditions should be met before starting the interpolation procedure: 1) the MCAR assumption should be plausible, 2) labels represent the univariate time series with arbitrary missing data patterns, and 3) the prior domain knowledge should be available. Here the interpolation is performed by replacing missing labels with GPR estimation at unobserved points. This procedure is constituted of 5 steps:

- **Step 1** - Select all observed data with the pair input feature and output (label). For example, the input data that does not have the correspondent output data (label) should not be selected.
• **Step II** - Select kernel, mean function, and hyper-parameters of the GPR model based on the prior knowledge from experts. The kernel could be selected from expert knowledge about the possible characteristic of the feature (variable) with missing data. The other hyper-parameters should be selected based on the uncertainty regards the regions with missing data. Domain knowledge executes a vital role in enhancing the learning performance by helping to design better training data sets [40, 41]. Expert knowledge is a source of knowledge that is held by a particular group of experts [42]. Here, the expert knowledge should be used to get some information about the possible characteristic of the target feature (missing label), such as trends, patterns, constantness, smoothness, roughness variation, etc.

• **Step III** - Fit the GPR model to the observed data selected in Step I and hyper-parameters of Step II.

• **Step IV** - Calculate the predicted mean and covariance matrix of the missing label (unobserved points), conditional on the observed data (distribution of posterior) using the Equations 5 and 6.

• **Step V** - Select \( n \) samples (interpolations) from the posterior predictive distribution using the results of Step IV and the method described in [39] (section A.2).

### 4.2. Prediction Model

This procedure creates the model to perform the multivariate multi-step time series forecasting task based on DL architecture and in the multivariate dataset with the missing label replaced.

• **Step VI** - Combine the \( n \) possible interpolated labels generated by GPR with the input features of the unlabelled multivariate time-series dataset used in Step I. This step generates a new multivariate time-series dataset with the input features pair with \( n \) interpolated labels.

• **Step VII** - Convert the new multivariate time-series dataset generated in Step VI in a supervised time-series dataset. Time series forecasting can be framed as a supervised learning problem. Since, given a sequence of numbers for a multivariate time series dataset, it is possible to restructure the data to look like a supervised learning problem. It can be done by using previous time steps as input variables and using the next step as the output variable. More details could be viewed in [1].

• **Step VIII** - Select one DL Architecture for multivariate multi-step Time Series Forecasting task to be trained with the new multivariate time series dataset (from Step VII). Good options are Encoder-Decoder Model and Attention mechanism. After the model is trained and tested, this step requires analysis of prediction with domain specialist to check if the multivariate multi-step time series forecasting makes sense. If it does not make sense, step II should be considered again.

### 5. Experiment

Recombinant adeno-associated virus (rAAV) vectors have been preferred in a number of gene therapy applications, and to produce rAAV, transfecting HEK293 cells with three plasmids is the most widely used platform [43, 44]. During its production in bioreactor, critical quality attributes, like viable cell density (VCD), need to be monitored for quality assurance purpose. Conventional way of the cell density measurement is by taking samples from bioreactor and counting with a cell counter, which has a long sampling interval, usually per hours, and has a delay between samplings and test. It is considered the offline measurement. To overcome this, dielectric spectroscopy probe has been introduced to monitor the biomass, an indicator of VCD, online by reading the capacitance of the cell culture and estimate the total volume of the cells [43, 44]. The reading interval can be set as small as per second to provide a real time growth.
profile of the cells. However, when a certain probe is not available in some laboratory setups or when target some other critical quality attributes that are unable to be detected with current online sensory techniques, it is a real case where an extremely unlabelled multivariate time-series dataset can be generated with only the off-line measurement, which we explored to evaluate the proposed approach. Using two different models, an experiment was performed to evaluate the proposed approach to forecast the biomass of HEK293 cell culture one hour ahead based on the last one hour of the input features. The objective of this experiment is to try to evaluate the proposed approach comparing the performance of the prediction model generated (from the proposed approach using an extremely unlabelled dataset) with a model trained with a dataset containing only observed data (without missing labels) to check if they have similar performance to forecast the biomass. To achieve this objective, the LSTM Encoder-Decoder architecture was used to create the models and an aperiodic multivariate time-series dataset with three input features without missing labels was used as the ground truth allowing the comparison between the models through the prediction and generalization test. The code used to train the models can be downloaded from [https://github.com/CARG-uOttawa/handlingMPML](https://github.com/CARG-uOttawa/handlingMPML).

5.1. Dataset
The dataset used to train and test the LSTM Encoder-Decoder models was generated by the Viral Vectors and Vaccines Bioprocessing Group of McGill University. The dataset was obtained with the 3L bioreactor, and it has three different rAAV productions (runs). This dataset includes online measurements of the following parameters (or signals): i) biomass (cells/ml) (label), ii) Cumulative O2 - total oxygen supplied to bioreactor (ml), iii) Dissolved Oxygen (%) - oxygen concentration comparing to saturated oxygen in medium, and iv) Cumulative Dissolved Oxygen - dissolved oxygen integrated over time. The three oxygen-related parameters were selected because oxygen demanding of the system is a key indicator for cell growth. The runs were performed in different conditions of agitation speed (rpm) and pH. The runs 1 and 2 (Figure 1 plots a and b) were used to train the models to forecast the biomass and the run 3 (Figure 2.a.) to perform the generalization test. It has the objective of comparing the forecasted biomass (obtained with the models after being trained) with the observed biomass data (ground truth) of run 3. This dataset has data from a real AAV production and in the runs is possible to view the time of transfection. That is the process of delivering plasmid DNA into HEK293 cells that will produce vector particles.

5.2. Models
The two models were developed to forecast the biomass one hour ahead based on the last one hour of three input features (input of the model) using multivariate multi-step LSTM Encoder-Decoder architecture. The input features include: i) Cumulative O2 (ml) ii) Dissolved Oxygen (%), and iii) Cumulative Dissolved Oxygen. In the following will be described how the models were developed. Figure 1 summarize how the two models were trained.

- Model M1 - trained with all observed biomass values from the union of the run 1 (5378 values pairs) and run 2 (6143 values pairs), see the Figure 1 plots a, b and c.
- Model M2 - this model was trained using the proposed approach. Aiming to simulate the situation of use an extremely unlabelled dataset to train a DL model, five observed biomass values were selected from the run-1 and run-2 to represent offline measurement and used with input features (Cumulative O2 (ml), Dissolved Oxygen (%) and Cumulative Dissolved Oxygen). This resulted in two extremely unlabelled training sets with 99.9% of missing labels in both cases (run 1 with 5/5378 and run 2 with 5/6143) which is a MPML. In the Figure 1 plots d and f, we can see these five biomass data points (blue points) selected from the runs, and in plots e and g, the input features from the runs. After
selecting these five observed biomass values, the GPR interpolation was performed, and ten interpolation samples (for each run) were obtained, see red lines in plots d and f. The GPR was performed using Rational Quadratic Kernel, aiming to model the exponential phase of rAAV production. It represents the integration of the domain knowledge from the experts in the interpolation. In the literature, it is reported that the biomass values show an exponential behavior before the time of transfection. The ten obtained samples were combined with the observed input features of runs 1 and 2 (plots e and g), and this generated a unique training set (plot h) used to train the model M2.

All models have two encoders and two decoders as an LSTM hidden layer with 150 units. They were trained with Adam optimizer and Huber loss as the loss function with 50 epochs and batch size of 32.

6. Results

After the models (M1 and M2) were trained, we performed the prediction test of biomass with all runs 1, 2, and 3 (Figure 2 - a, b and c). The predict test with run-3 is the generalization test because all models do not have any information about the run-3. Runs 1 and 2 were used to train the model M1. However, the model M2 does not have all information about the observed biomass of run 1 and 2. Since the training process of M2 was performed with a training set
Figure 2. Results of experimental evaluation. The Prediction test of models M1 and M2 has the objective of forecasting the observed biomass of run-1, run 2 and run-3 (generalization test) plots (a, b and c). In d.1, d.2, d.3, e.1, e.2 and e.3 we have the results that were compared with the observed biomass (ground truth). The model M1 show the best performance in the prediction test and the model M2 showed the best performance in generalization test and a similar performance to M1 in the prediction test.
composed of interpolated biomass (using only five observed biomass values selected from runs 1 and 2, see Figure 1 and the input features of the runs 1 and 2. we can see the forecasting results of the biomass in the Figure plots d.1, d.2, d.3, e.1, e.2 and e.3.

The model M1 performed the prediction (plots d.2 and d.3) with the predicted biomass (red lines) very close to the observed data (blue lines), and it had the lowest Normalized Root Mean Square Error (NRMSE) values in the prediction test. These results were expected because it was trained with only observed data and had more information about the real behavior of the biomass data (the ground truth). It was able to approximate and reproduce the time of transfection in both cases. It is the moment that the biomass is increasing, decrease abruptly and come back to increase, see Figure plots d.2 and d.3. In the generalization test, the M1 showed the prediction farther from observed values.

The model M2 showed the results close to the observed data in the prediction test, but it could not reproduce the time of transfection, plots e.2 and e.3. This is because it did not have this information in the training set generated from the 5 biomass data points selected. However, the M2 showed the lowest NRMSE in the generalization test (NRMSE: 1.118 - plot e.1) compared to M1 (NRMSE: 1.191 - plot d.1).

7. Conclusion and Future works
In this paper, an approach for handling MPML for Multivariate Multi-Step Time Series Forecasting was proposed. The main contribution of this work is to enable training DL models in the case of an unlabelled dataset with a massive proportion of missing labels. So far, to the best of our knowledge, this is the first approach proposed and evaluated to deal with a proportion of missing labels higher than 95%. The viability of the proposed approach was demonstrated through an experimental evaluation performed with the development of conceptual soft-sensors with one real dataset. The experimental evaluation showed that it was possible to train one model (M2) from a dataset with MPML using the proposed approach and get results similar to the model (M1) trained with a dataset composed of only observed data. This approach is an initial study. The future works are: i) include uncertainty in the prediction, ii) evaluate the approach with a real extremely unlabelled multivariate time series dataset, and iii) developing DL-based ensemble model.
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