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ABSTRACT

The sum-product algorithm (SPA) was recently shown to provide a scalable methodology for multitarget tracking (MTT) using multiple sensors. Here, we focus on another advantage of the SPA framework, namely, its capacity for Bayesian fusion of heterogeneous data sources and auxiliary information. We develop extensions of the SPA-based multisensor MTT algorithm that integrate data from an auxiliary surveillance system and geographic information about standard target routes. The effectiveness of our approach is demonstrated for a simulated scenario and for a real maritime scenario.
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1. INTRODUCTION

Multitarget tracking (MTT) [1–12] aims at estimating the number and states of multiple targets from measurements provided by one or multiple sensors. The difficulty and complexity of MTT are mostly due to the measurement origin uncertainty (MOU) [1], i.e., the fact that it is not known from which target, if any, a given measurement originated. Recently, a Bayesian message passing algorithm for MTT that efficiently resolves the MOU problem was presented in [3, 4]. This algorithm uses the sum-product algorithm (SPA) [13] for efficient approximate marginalizations of the joint posterior probability density function (pdf) of the target states.

In addition to improved scalability as discussed in [3–5], the SPA-based MTT algorithm enables an efficient and effective Bayesian fusion of heterogeneous sensors and other data sources. In this paper, we consider the integration of information provided by an auxiliary surveillance system such as the automatic identification system (AIS) [14] and of geographic information about standard target routes, such as sea lanes in a maritime environment [15]. This integration is achieved by the formal inclusion of an additional sensor in the first case and by the introduction of multiple dynamic models in the second case. The remainder of this paper is organized as follows. The SPA-based MTT algorithm for multiple radar sensors [3, 4] is briefly reviewed in Section 2, where also an adaptive extension supporting multiple dynamic models [16] is described. In Sections 3 and 4, we discuss the integration of, respectively, data provided by an auxiliary surveillance system and geographic information about standard target routes. In Sections 5 and 6, the performance of the algorithm proposed in Section 3 is assessed in a simulated scenario and in a real maritime scenario, respectively.

2. SPA-BASED MULTISENSOR MTT ALGORITHM

This section reviews the SPA-based multisensor MTT algorithm [3, 4] and its extension to multiple dynamic models [16].

2.1. System Model

While the number of targets is unknown, we fix the maximum possible number of targets, \( n \). Accordingly, we consider \( n \) potential targets (PTs) \( k \in \mathbb{K} \triangleq \{1, 2, \ldots, n\} \) [3, 4]. The existence of PT \( k \) at a given (current) time step is described by \( r_k \in \{0, 1\} \) in the sense that PT \( k \) exists (does not exist) if \( r_k = 1 \) (0). The state of PT \( k \) at the current time step is denoted as \( x_k \); it consists of the PT’s position and possibly further parameters, and is formally considered also if \( r_k = 0 \). The vector \( y_k \triangleq [x_k^T \ r_k]^T \) will be termed the augmented state of PT \( k \). We also denote by \( y_k^s \triangleq [x_k^T \ r_k^s]^T \) the augmented state of PT \( k \) at the previous time step, and by \( y \) and \( y^- \) the vectors stacking all the augmented PT states at the current time step and at the previous time step, respectively. The temporal evolution of the \( k \)th PT state is described by the state-transition pdf \( f(x_k|y_k^-) \). This is embedded in the augmented state-transition pdf \( f(y_k|y_k^-) \), which also models the birth/death of PT \( k \) [4].

There are \( n \) sensors \( s \in \{1, 2, \ldots, n\} \) that produce measurements \( z_{ms}^{(s)} \) resulting from the detection stage of the radar signal processing chain [17]. An existing PT \( k \) (i.e., with \( r_k = 1 \)) is “detected” by sensor \( s \)—in the sense that it generates a measurement \( z_{ms}^{(s)} \) at sensor \( s \)—with probability \( q^{(s)} \). Let \( \mathcal{M}^{(s)} \triangleq \{1, 2, \ldots, n_m^{(s)}\} \) comprise the indices \( m \) of the measurements \( z_{ms}^{(s)} \) produced by sensor \( s \) at the current time. A measurement \( z_{ms}^{(s)} \) generated by an existing PT \( k \) is modeled by the likelihood function \( f(z_{ms}^{(s)}|x_k) \). We denote by \( \bar{z}^{(s)} \) the vector of all the \( z_{ms}^{(s)}, m \in \mathcal{M}^{(s)} \), and by \( \bar{z} \) and \( \bar{z}^- \) the vectors of all the measurements of all the sensors up to the current time step and up to the previous time step, respectively.

The association between the measurements and the existing PTs is generally unknown, and it is also possible that a measurement did not originate from any PT (false alarm) or that a PT did not generate any measurement (missed detection). This uncertainty is referred to as MOU. We make the assumption—hereafter referred to as data association assumption—that an existing PT can generate at most one measurement at a given sensor and a measurement can originate from at most one existing PT [1]. Let us define the PT-oriented
association variable \(a_k^{(s)}, k \in K\) to be \(m \in M^{(s)}\) if PT \(k\) generates measurement \(m\) at sensor \(s\), and zero if PT \(k\) is missed by sensor \(s\). Similarly, we define the measurement-oriented association variable \(b_m^{(s)}, m \in M^{(s)}\) to be \(k \in K\) if measurement \(m\) at sensor \(s\) originates from PT \(k\), and zero if it is a false alarm. Finally, following [5], we define the indicator function \(\Psi_{km}^{(s)}(a_k^{(s)}, b_m^{(s)})\) to be one if the values of \(a_k^{(s)}\) and \(b_m^{(s)}\) are consistent and zero otherwise. More formally, \(\Psi_{km}^{(s)}(a_k^{(s)}, b_m^{(s)}) = 0\) if and only if either \(a_k^{(s)} = m\) and \(b_m^{(s)} \neq k\) or \(a_k^{(s)} \neq m\) and \(b_m^{(s)} = k\). We also denote by \(\mathbf{a}\) and \(\mathbf{b}\) the vectors of, respectively, all the \(a_k^{(s)}\), \(k \in K\) and all the \(b_m^{(s)}, m \in M^{(s)}\) for all the sensors at the current time step.

2.2. Target Detection and State Estimation

The ultimate goal of MTT is to determine if a PT \(k \in K\) exists and to estimate the states \(x_k\) of the detected PTs. In the Bayesian setting, this essentially amounts to calculating the posterior existence probabilities \(p(r_k = 1|z)\) and the posterior state pdfs \(f(x_k|r_k = 1, z)\), PT \(k\) is detected—i.e., declared to exist—if \(p(r_k = 1|z)\) is larger than a suitably chosen threshold \(P_0\) [18, Ch. 2]. Then, for each detected PT \(k\), an estimate of \(x_k\) is provided by, e.g., the minimum mean-square error estimator \(\hat{x}_k \triangleq \int f(x_k|x_k|z = 1) \, dx_k\) [18, Ch. 4]. The statistics \(p(r_k = 1|z)\) and \(f(x_k|r_k = 1, z)\) can be obtained from the posterior pdf \(f(x_k, r_k|z) = f(y_k|z)\) by applying Bayes’ rule and marginalization. Thus, the remaining problem is to calculate the posterior pdfs \(f(y_k|z)\) for all \(k \in K\).

2.3. Joint Posterior Distribution and Factor Graph

The posterior pdf \(f(x_k, r_k|z) = f(y_k|z)\) is a marginal density of the joint posterior pdf \(f(y, y^−, a, b|z)\). Under commonly made independence assumptions [1–3], one can show that [4]

\[
\begin{align*}
&f(y, y^−, a, b|z) \propto \prod_{k=1}^{n} f(y_k|y_k^−) f(y_k^−|z) \prod_{s=1}^{n} \psi_s(y_k, a_k^{(s)}; z^{(s)}) \\
&\quad \times \prod_{m=1}^{n} \Psi_{km}^{(s)}(a_k^{(s)}, b_m^{(s)}),
\end{align*}
\]

(1)

Here \(f(y_k^−|z)\) is the posterior pdf of \(y_k\), which was calculated at the previous time step, and \(\psi_s(y_k, a_k^{(s)}; z^{(s)})\) is a function involving the likelihood function \(f(z^{(s)}|x_k)\) for \(m = a_k^{(s)}\) [3, 4]. The factorization (1) can be represented by the factor graph [13] shown in Fig. 1, and an efficient and scalable approximate implementation of the marginalization operations converting \(f(y, y^−, a, b|z)\) into the \(n_1\) marginal posterior pdfs \(f(y_k, z), k \in K\) can be obtained by employing the iterative SPA on this factor graph. To reduce the complexity and limit negative effects of loops in the factor graph, we use a message calculation schedule where iterative message passing is only performed for probabilistic data association, but not across the sensors [4]. Furthermore, in order to accommodate nonlinear/non-Gaussian state-transition and measurement models, we represent messages related to continuous state variables by particles [4]. Explicit expressions of the resulting messages and beliefs are provided in [3, 4] and will not be repeated here.

2.4. Extension to Multiple Dynamic Models

So far, the evolution of PT \(k\) was characterized by a single dynamic model (DM) described by \(f(y_k|y_k^−)\). However, many tracking scenarios, such as those of maneuvering targets [19], require the use of different DMs in different time periods. Therefore, following the interacting multiple model approach [19, Ch. 11], we now model the evolution of the state of an existing PT \(k \in K\) as

\[
x_k = \xi_{\ell_k}(x_k, u_k^{(\ell_k)}).
\]

Here, \(\xi_{\ell_k}(\cdot, \cdot)\) is the state-transition function of PT \(k\) that is in force at the current time and \(u_k^{(\ell_k)}\) is a driving process that is assumed independent and identically distributed (iid) across time and \(k [1, 19]\). The DM \(\ell_k\) is then defined by \(\xi_{\ell_k}(\cdot, \cdot)\) and the statistics of \(u_k^{(\ell_k)}\), and it is selected from a set \(\{\ell_k\}_{\ell_k=1}^{n_2}\) of possible DMs by the DM index \(\ell_k \in J \triangleq \{1, 2, \ldots, J\}\). From \(\ell_k\), one can obtain the state-transition pdf \(f_j(x_k|y_k^−)\). The DM indices \(\ell_k\) are modeled as discrete random variables that are independent across \(k\) and evolve according to a Markov chain with transition matrix \(L \in [0, 1]^{J \times J}\) [16]. That is, the transition probability mass function (pmf) of \(\ell_k\) is given by \(p(\ell_{k+1} = j|\ell_k = i) = L_{ij}\) for \(i, j \in J\).

Let us extend the augmented state \(y_k\) to include the DM index \(\ell_k\), i.e., we redefine it as \(y_k \triangleq [x_k^T, r_k, \ell_k]^T\). Then, the DM \(\ell_j\) together with a suitable birth/death model implies the augmented state-transition pdf \(f_j(y_k|y_k^−)\). We can now run the SPA on a factor graph that is equal to that in Fig. 1 except for the new definition of the variable nodes “\(y_k\)” and “\(y_k^−\).” This results in a multisensor MTT algorithm that automatically adapts its DM in each time step [16]. We note that this “multiple DM” formalism will also be used in Section 4 for the integration of geographic information.

3. INTEGRATION OF AUXILIARY SURVEILLANCE DATA

In various applications, the MTT task is assisted by an auxiliary surveillance system, such as the automatic dependent surveillance broadcast (ADS-B) system in air traffic control [20] and the automatic identification system (AIS) system in maritime traffic control [14]. These systems are based on cooperative targets that autonomously broadcast reports informing about their current state. However, the fusion of this information is often difficult due to the asynchronicity and sparsity of these reports. Although each report usually includes a unique identification (ID), the association between targets and reports is not trivial: the ID may be absent, or it may be mistaken for a different ID, or it may be observed for the first time, in which case no prior information about the target is available.

Let us reconsider the multisensor MTT scenario from Section 2.1, with \(n_1\) PTs \(k \in K\) and \(n_s\) sensors \(s \in \{1, 2, \ldots, n_s\}\) produc-
ing measurements $z_{m}^{(s)}$, $m \in M^{(s)}$. We formally associate the reports from the auxiliary surveillance system with an additional sensor $s = 0$, and accordingly denote the reports as $z_{m}^{(0)}$, $m \in M^{(0)} \equiv \{1, 2, \ldots, n_{m}^{(0)}\}$. We assume that a target provides at most one report within one time step. Moreover, we assume that targets do not intentionally alter their reports, from which it follows that a report cannot be a false alarm. Therefore, the data association assumption for reports is phrased such that an existing PT can be associated with at most one report and a report is necessarily associated with an existing PT. The $m$th report $z_{m}^{(0)}$ consists of state information $d_{m}$ and ID $\zeta_{m}$, i.e., $z_{m}^{(0)} = [d_{m}^{(0)} \zeta_{m}]^{T}$. Here, $\zeta_{m} \in \mathcal{L} \equiv \{0, 1, \ldots, L\}$, where $\zeta_{m} \in \{1, 2, \ldots, L\}$ represents an ID identifying a target and $\zeta_{m} = 0$ represents the case in which the ID is absent. Furthermore, for each PT $k \in \mathcal{K}$, we introduce an ID label $\tau_{k} \in \mathcal{L}$, where $\tau_{k} = l \in \{1, 2, \ldots, L\}$ means that PT $k$ produces reports with ID $l$, and $\tau_{k} = 0$ means that PT $k$ produces reports without an ID. Finally, we redefine the augmented state vector to include the ID label, i.e., $y_{k} \triangleq [x_{k}^{(0)} \tau_{k}]^{T}$, and the association vectors $a$ and $b$ to include $a_{k}^{(0)} \in \{0, 1, \ldots, n_{m}^{(0)}\}$, $k \in \mathcal{K}$ and $b_{m}^{(0)} \in \{1, 2, \ldots, n_{m}^{(0)}\}$, $m \in M^{(0)}$, respectively.

Then, one can show that $f(y, y^{*}, a, b; z)$ factorizes as in (1), however with an additional factor corresponding to the additional sensor $s = 0$ [21]. That is, the product $\prod_{a_{m}^{(0)}}$ in (1) is replaced by $\prod_{a_{m}^{(0)}}$, which additionally involves the indicator factor $\psi_{m}^{(0)}(a_{m}^{(0)} b_{m}^{(0)})$ and the report-related factor $\upsilon_{0}(y_{k}, b_{m}^{(0)}; z_{m}^{(0)})$. The factor $\psi_{m}^{(0)}(a_{m}^{(0)} b_{m}^{(0)})$ additionally takes into account the no-false-alarm assumption (i.e., $b_{m}^{(0)}$ cannot be zero) and is therefore defined to be zero if and only if either $a_{m}^{(0)} = m$ and $b_{m}^{(0)} \neq k$ or $a_{m}^{(0)} \neq m$ and $b_{m}^{(0)} = k$ or $b_{m}^{(0)} = 0$, and one otherwise. The factor $\upsilon_{0}(y_{k}, a_{k}^{(0)}; z^{(0)})$ involves the likelihood function $f(z_{m}^{(0)} | x_{k}, \tau_{k})$ for $m = a_{k}^{(0)}$. This likelihood function describes the asynchronous measurement model of the auxiliary surveillance system, including the statistical dependence of $\zeta_{m}$ and $\tau_{k}$ (see [21] for details).

A scalable approximate calculation of the marginal posterior pdfs $f(x, z_{k} \tau_{k}; | z)$ can now again be obtained by running the iterative SPA on the factor graph representing the factorization of $f(y, y^{*}; a, b; z)$. The resulting approximation of $f(x, z_{k} \tau_{k}; | z)$ is used (after marginalizing out $\tau_{k}$) for target detection and state estimation as explained in Section 2.2.

4. INTEGRATION OF GEOGRAPHIC INFORMATION

The performance of an MTT algorithm can be further improved by integrating geographic information about standard target routes, such as known sea lanes in a maritime scenario or known roads in a terrestrial scenario [15]. This type of information fusion can be accomplished by using the “multiple DM” formalism of Section 2.4 with suitable modifications. Consider $J_{k}$ target routes indexed by $j \in \{1, 2, \ldots, J_{k}\}$. We describe the movement of a PT along the $j$th route by a DM $D_{j}$, as in Section 2.4, however with a directional driving process whose standard deviation in the direction orthogonal to the route is smaller than that in the direction of the route [22]. On the other hand, a PT may also move more irregularly off the standard routes (e.g., a ship during fishing operations); we describe this case by a DM $D_{0}$ with a nondirectional driving process whose standard deviation is equal in all directions. Similarly to Section 2.4, we use a discrete random variable $\ell_{k} \in \{0, 1, \ldots, J_{k}\}$ to select the DM index $j$ that is in force for PT $k$ at the current time; this DM is associated either with one of the $J_{k}$ target routes ($\ell_{k} \in \{1, 2, \ldots, J_{k}\}$) or with free movement ($\ell_{k} = 0$).

The evolution of $\ell_{k}$ is again modeled by a Markov chain. However, because the number of target routes $J_{k}$ can be very large, we use a reduced Markov chain corresponding to a variable structure interacting multiple model [22]. The idea is to consider index transitions only to those target routes that are currently close enough so that they can be reached by the respective PT $k$. The set of these target route indices $j$ depends on the PT index $k$ and the previous PT state $x_{k}^{(0)}$; and thus also the transition matrix $L_{k}(x_{k}^{(0)})$ depends on $k$ and on $x_{k}^{(0)}$. Nonetheless, the reduced Markov chain is still consistent with the adaptive multi-DM formulation in Section 2.4, and thus the iterative SPA can be used as described there. This results in a multisensor MTI algorithm that automatically takes into account the knowledge of standard target routes. The fact that only a subset of all the DM index transitions is allowed typically leads to a significant reduction of complexity and also an improved tracking accuracy. A difference from Section 2.4 is the fact that the possible index transitions and the corresponding transition matrix $L_{k}(x_{k}^{(0)})$ have to be determined at each time step and for each PT $k$.

5. SIMULATION RESULTS

We show simulation results demonstrating the fusion of measurements produced by two radar sensors and data provided by an auxiliary surveillance system as described in Section 3. Three targets move during 300 time steps in a square region-of-interest given by $[-15 \text{ km}, 15 \text{ km}] \times [-15 \text{ km}, 15 \text{ km}]$. The PT states consist of two-dimensional position and velocity, i.e., $x_{k} = [x_{1,k} x_{2,k} \dot{x}_{1,k} \dot{x}_{2,k}]^{T}$. Their evolution is governed by a single DM of the nearly-constant velocity type, i.e., $x_{k} = Ax_{k}^{(0)} + Wu_{k}$, where the matrices $A \in \mathbb{R}^{4 \times 4}$ and $W \in \mathbb{R}^{4 \times 2}$ are chosen as in [19, Sec. 6.3.2] (with a time step duration of 10 seconds) and the driving process $u_{k} \in \mathbb{R}^{2}$ is iid zero-mean Gaussian with a per-component standard deviation of 0.05 m/s$^{2}$. (Extensions to multiple DMs can be easily obtained following the discussion in Section 2.4.) The targets exist at all times, and their trajectories are randomly generated in each simulation run. There are $n = 2$ radar sensors, dubbed “S” and “E,” which measure the targets’ range and bearing. These range and bearing measurements are affected by Gaussian noise with standard deviation 100 m and 0.5$^{\circ}$, respectively. The probability of detection is $q^{(1)} = q^{(2)} = 0.8$. The false-alarm pdf is chosen uniform on the region-of-interest; the number of false-alarm measurements is Poisson distributed with mean 2. Fig. 2 shows the positions of the two sensors and exemplary realizations of the three target trajectories. The auxiliary surveillance data consist of the noisy positions (in Cartesian coordinates) and IDs of the three targets. The reported
target positions are affected by Gaussian noise with a per-coordinate standard deviation of 10 m. On average, each target nominally sends 0.5 reports per time step. However, one of the three targets does not send any reports between time steps 100 and 200.

We compare the performance of the following four fusion strategies for MTT: (i) using only the measurements of sensor S (this strategy is referred to as S); (ii) fusing the measurements of the two sensors (S+E); (iii) fusing the measurements of sensor S and the auxiliary surveillance data (S+Aux); and (iv) fusing the measurements of the two sensors and the auxiliary surveillance data (S+E+Aux). For these strategies, Fig. 3 shows the Euclidean distance based mean optimal sub-pattern assignment (MOSP A) error with order $p = 1$ and cutoff parameter $c = 100$ m [23], averaged over 200 simulation runs and displayed versus time. The MOSPA error metric takes into account both the estimation errors for correctly detected targets and the errors due to incorrect target detections. The results in Fig. 3 clearly show the benefit of fusing the information from several sources. In particular, it is interesting that S+Aux consistently outperforms S+E, despite the asynchronous and intermittent nature of the auxiliary surveillance data. This superiority of S+Aux over S+E remains true even during the temporary absence of reports from one of the targets (which is indicated by an increased MOSPA error between time steps 100 and 200).

Table 1 compares the time-on-target (ToT) and the track fragmentation (TF), averaged over the three targets, for the four fusion strategies. The ToT is the fraction of time that a target is successfully tracked in the sense that the Euclidean distance between its estimated and true state is smaller than the MOSPA cutoff parameter $c = 100$ m. The TF is the number of subtracks associated with a target throughout its lifetime. Our ToT and TF results confirm the results in Fig. 3.

### Table 1. Average ToT and TF.

| Fusion Strategy | ToT    | TF  |
|-----------------|--------|-----|
| S               | 74.5%  | 26.2|
| S+E             | 91.3%  | 13.3|
| S+Aux           | 95.4%  | 6.5 |
| S+E+Aux         | 98.0%  | 3.8 |

6. EXPERIMENTAL RESULTS USING REAL DATA

Finally, we present results of a numerical experiment based on real high-frequency surface wave (HFSW) radar measurements and real AIS data. The radar measurements were obtained by two Welen Radar (WERA) systems [24] located on the coast of the Ligurian Sea, one on the island of Palmaria (IP) and the other in San Rossore Park (SRP). The radar measurements were produced by a 3D order statistics constant false alarm rate algorithm [17, Sec. 16.6]. Each measurement $z^{(s)}_t$, $s \in \{1, 2\}$ consists of range, bearing, and range rate. The false-alarm pdf is chosen uniform on the surveillance region, which is the intersection of the fields-of-view of the two radar sensors; the number of false-alarm measurements is modeled by a Poisson distribution with mean 100.

Fig. 4 shows results obtained with the MTT algorithm described in Section 3, which fuses measurements of the two HFSW radars with AIS data. The figure distinguishes graphically between estimated trajectories where a nonzero ID label, i.e., a specific ship identity, has been detected and those that are false tracks or correspond to nonidentified ships (i.e., ships that do not send any AIS data). One can conclude from Fig. 4 that the fusion of radar measurements with AIS data is beneficial in that it enables ship identification for many of the estimated trajectories and, at the same time, it also allows the detection and tracking of ships that are not sending AIS data. Further results demonstrating the performance of the MTT algorithm with radar/AIS fusion are provided in [21].

7. CONCLUSION

The recently proposed sum-product algorithm (SPA) framework for multisensor-multitarget tracking constitutes a powerful and flexible basis for Bayesian information fusion. In this paper, we developed the fusion of multisensor radar measurements with data provided by an auxiliary surveillance system and with geographic information about standard target routes. This fusion was achieved by the formal inclusion of an additional sensor in the first case and by the introduction of multiple dynamic models in the second case. Experimental results using both simulated and real data demonstrated the effectiveness of our SPA-based fusion approach. Possible directions of future research include applications of the proposed framework to indoor localization [25, 26] and simultaneous localization and mapping [27, 28].
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