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Chapter 1

Introduction

1.1 RWRE: Notation and Terminology

A simple random walk \( \{X_n\} \) in \( \mathbb{Z}^d \) is most easily described as the sum of i.i.d. \( \mathbb{Z}^d \)-valued random variables, \( \xi_i \), where \( X_0 = 0 \) and \( X_n = \xi_1 + \cdots + \xi_n \). Alternatively, it can be described as a time-homogeneous Markov chain on \( \mathbb{Z}^d \) with transition probabilities given by \( P(X_{n+1} = x | X_n = y) = P(\xi_1 = x - y) \). While random walks have long been studied, a more recent area of research is random walks in random environments (RWRE). A RWRE consists of two parts: choosing an environment according to a specified distribution, and then performing a random walk on that environment.

Specifically, let \( \mathcal{M}(\mathbb{Z}^d) \) be the collection of all probability distributions on \( \mathbb{Z}^d \). Then, we define an environment to be an element \( \omega = \{\omega(x, x+\cdot)\}_{x \in \mathbb{Z}^d} \in \mathcal{M}(\mathbb{Z}^d)^{\mathbb{Z}^d} =: \Omega \). \( \mathcal{M}(\mathbb{Z}^d) \) with the weak topology is a Polish space, and thus \( \Omega \) is a Polish space as well (since it is the countable product of Polish spaces). Let \( P \) be a probability distribution on \( (\Omega,\mathcal{F}) \), where \( \mathcal{F} \) is the \( \sigma \)-field generated by the cylinder sets of \( \Omega \). Given an environment \( \omega \in \Omega \), one can define a random walk in the environment \( \omega \) to be a time-homogeneous Markov chain on \( \mathbb{Z}^d \) with transition probabilities given by

\[
P(X_{n+1} = x | X_n = y) = \omega(y, x).
\]

Let \( P^x_\omega \) be the law of a random walk in environment \( \omega \) started at the point \( X_0 = x \). For each \( \omega \), \( P^x_\omega \) is a probability distribution on the space of paths \( (\mathbb{Z}^d)^{\mathbb{N}}, \mathcal{G} \), where \( \mathcal{G} \) is the \( \sigma \)-field generated by the cylinder sets of \( (\mathbb{Z}^d)^{\mathbb{N}} \). Now, given any \( A \in \mathcal{G} \), each \( P^x_\omega (A) : (\Omega,\mathcal{F}) \to [0,1] \) is a measurable function of \( \omega \). Thus, we can define a probability measure \( \mathbb{P}^x := P \otimes P^x_\omega \) on \( (\Omega \times (\mathbb{Z}^d)^{\mathbb{N}}, \mathcal{F} \times \mathcal{G}) \) by
the formula
\[ P^x(F \times G) := \int_P P^x_\omega(G)P(d\omega), \quad F \in \mathcal{F}, G \in \mathcal{G}. \]

Generally, the events that we are interested in concern only the path of the RWRE and not the specific environment chosen (i.e., events of the form \( \Omega \times G \)). Thus, with a slight abuse of notation, \( P^x \) can also be used to denote the marginal on \((\mathbb{Z}^d)^N\). Expectations under \( P^x_\omega \) and \( P^x \) will be denoted \( E^x_\omega \) and \( E^x \), respectively. Also, since generally the RWRE starts at the origin, \( P^x_\omega, E^x_\omega, P^0 \) and \( E^0 \) will be understood to mean \( P^0_\omega, E^0_\omega, P^0 \) and \( E^0 \), respectively.

It is important to understand the different probability measures and the differences between them. Thus we give a quick review:

- \( P \) is a probability measure on the space of environments.
- For a fixed environment \( \omega \), \( P^x_\omega \) is a probability distribution of a random walk. However, for fixed \( A \in \mathcal{G} \), \( P^x_\omega(A) \) is a random variable. Statements involving \( P^x_\omega \) are called \textit{quenched}, and since \( P^x_\omega(A) \) is a random variable, a statement such as \( P^x_\omega(A) = 0 \) is only true \( P - a.s. \).
- \( P^x \) is the probability of observing an event in the RWRE without first observing the environment. For \( A \in \mathcal{G} \), \( P^x(A) \) is deterministic and not a random variable. Probabilistic statements involving \( P^x \) are called \textit{annealed}.
- The random walk \( \{X_n\} \) is a Markov chain under the measure \( P^x_\omega \), but not under \( P^x \), and it is stationary (in space) under \( P^x \) but not under \( P^x_\omega \).
- The relationship between \( P^x_\omega \) and \( P^x \) is given by \( P^x(A) = E_P(P^x_\omega(A)) \) for \( A \in \mathcal{G} \).

We end this section with a few further definitions of types of commonly studied RWRE.

1. **Nearest neighbor**: A nearest neighbor RWRE is such that \( \omega(x, y) = 0 \) whenever \( ||x-y||_1 \neq 1 \).

2. **i.i.d. environment**: The collection of vectors \( \omega(x, x+\cdot) \) are independent and identically distributed under the distribution \( P \). This assumption generally simplifies the analysis of RWRE because the independence of disjoint portions of the environment makes random walks restricted to disjoint subsets of \( \mathbb{Z}^d \) independent.

3. **Elliptic / uniformly elliptic**: A nearest neighbor RWRE is called \textit{elliptic} if \( P(\omega(0, e) > 0) = 1 \) for all \( ||e||_1 = 1 \), and \textit{uniformly elliptic} if there exists a \( \kappa > 0 \) such that \( P(\omega(0, e) > \kappa) = 1 \) for all \( ||e||_1 = 1 \).
1.2 Structure of the Thesis

The thesis is divided into two major parts:

**Part I: Chapters 2-5 — Limiting Distributions for RWRE on \( \mathbb{Z} \)**

Chapter 2 begins with a review of some of the standard results for RWRE on \( \mathbb{Z} \), such as criteria for recurrence/transience and a law of large numbers. This review affords us the opportunity to introduce some of the notation and methods that will be used in later chapters. In particular, formulas for hitting probabilities and formulas for the expectation and variance of hitting times are all provided in Section 2.1.

Section 2.2 is a review of known annealed limiting distribution results for transient RWRE on \( \mathbb{Z} \). In contrast with random walks in constant environments, random walks in random environments do not always satisfy a central limit theorem. Theorem 2.2.1 is a classical result of Kesten, Kozlov, and Spitzer [KKS75], which classifies the annealed limiting distribution of a transient RWRE according to a parameter \( s \) of the distribution \( P \) on environments. If \( s > 2 \), then a central limit theorem holds, but if \( s < 2 \), the limiting distributions are related to a stable distribution of index \( s \). In Section 2.2 we give a brief overview of the different approaches used in proving variations of Theorem 2.2.1. We give particular attention to the approach used by Enriquez, Sabot, and Zindy [ESZ08] in providing a new proof of Theorem 2.2.1 when \( s < 1 \), since, in Chapters 4 and 5, we use similar methods to analyze the quenched limiting distributions.

The main results of the first part of the thesis, concerning quenched limiting distributions for transient RWRE, are stated in Section 2.3. When \( s > 2 \), we obtain a quenched functional central limit theorem with a random (depending on the environment) centering. When \( s < 2 \), however, there is no quenched limiting distribution for the RWRE. In fact, with probability one, there exist two different sequences (depending on the environment) along which different limiting distributions hold. In Section 2.3 we provide a sketch of these results on quenched limiting distributions, but the full proofs are given in Chapters 3-5.

In Chapter 3 we give the full proof of the quenched functional central limit theorem when \( s > 2 \). We first prove a quenched functional central limit for the hitting times of the random walk using the Lindberg-Feller condition for triangular arrays of random variables. Then, we transfer this result to a quenched functional central limit theorem for the random walk. The main difficulty in Chapter 3 is to obtain a centering term for the random walk which only depends only on the environment.

Chapters 4 and 5 consist of two recent articles which contain the proofs of the quenched results for \( s < 2 \) that were stated in Chapter 2. In order to keep Chapters 4 and 5 consistent and self-contained,
these articles are left relatively unchanged from their original format. Thus, the introductory sections of Chapters 4 and 5 repeat some of the material from Chapter 2.

Chapter 4 concerns the case \( s < 1 \), which is the zero-speed regime (i.e., \( \lim_{n \to \infty} \frac{X_n}{n} = 0 \)). Our main result for \( s < 1 \) is that, with probability one, there exist two different sequences \( t_k \) and \( t_k' \) (depending on the environment) along which the quenched limiting distributions of the random walk are different. Along the sequence \( t_k \), the random walk is localized in an interval of size \( (\log t_k)^2 \), and along the sequence \( t_k' \) the random walk has scaling of order \( (t_k')^s \) (which is the annealed scaling in Theorem 2.2.1 when \( s < 1 \)).

In Chapter 5, we consider the case \( s \in (1, 2) \). In this regime, the random walk is \emph{ballistic}: That is, \( \lim_{n \to \infty} X_n =: v_P > 0 \). As in the case \( s < 1 \), our main result in Chapter 5 is that there exist two different sequences \( t_k \) and \( t_k' \) (depending on the environment) along which the quenched limiting distributions of the random walk are different. However, when \( s \in (1, 2) \), the existence of a positive speed for the random walk allows for a more precise description of the quenched limiting distributions along the sequences \( t_k \) and \( t_k' \). Along the sequence \( t_k \), the limiting distribution is the negative of a centered exponential distribution, and along the sequence \( t_k' \) the limiting distribution is Gaussian.

**Part II: Chapter 6 — Large Deviations for RWRE on \( \mathbb{Z}^d \).**

After reviewing some of the basics of multidimensional RWRE in Section 6.1, in Section 6.2 we review the known large deviation results for RWRE. In particular, Theorems 6.2.1 and 6.2.2 are large deviation results of Varadhan for multidimensional RWRE, but these results provide much less information about the quenched and annealed rate functions than is known for the rate functions of one-dimensional RWRE. In Section 6.3, we study properties of the annealed rate function \( \bar{H}(v) \). Our main result is that, when the distribution on environments \( P \) is \emph{non-nestling}, the rate function is analytic in a neighborhood of the limiting velocity \( v_P := \lim_{n \to \infty} \frac{X_n}{n} \). Our strategy is to first define a function \( \bar{J}(v) \) as a possible alternative formulation of \( H(v) \). Then, we show that \( \bar{J}(v) \) is analytic in a neighborhood of \( v_P \) and that \( \bar{J}(v) = H(v) \) in a neighborhood of \( v_P \). We end Section 6.3 by showing that when \( d = 1 \), \( H(v) = \bar{J}(v) \) wherever \( \bar{J}(v) \) is defined.
Chapter 2

Limiting Distributions for
Transient RWRE on $\mathbb{Z}$

2.1 Preliminaries for RWRE on $\mathbb{Z}$

In this section, we will review some of the standard results for nearest neighbor RWRE on $\mathbb{Z}$. This will also serve as an introduction to some of the notation and techniques that will be used in proving our main results. In particular, the main results depend heavily on a few explicit formulas that we will derive in this section.

For a nearest neighbor RWRE on $\mathbb{Z}$, $\omega(x, x - 1) = 1 - \omega(x, x + 1)$, and so we can define an environment by only specifying the probability of moving to the right at each location. For ease of notation, let $\omega_x := \omega(x, x + 1)$ so that $1 - \omega_x = \omega(x, x - 1)$. Unless we specifically state that the environments are i.i.d., we will only be assuming that the distribution $P$ on $[0, 1]^\mathbb{Z}$ is ergodic with respect to the spatial shift $(\theta \omega)_n := \omega_{n+1}$.

2.1.1 Hitting Probabilities and Recurrence / Transience

The feature of RWRE in one dimension that makes them much easier to analyze than in higher dimensions is the fact that, for any elliptic environment (i.e., for environments with $\omega_i \in (0, 1)$ for all $i \in \mathbb{Z}$), the random walk is a reversible Markov chain. In fact, any irreducible Markov chain on a tree is reversible. The fact that the quenched law of the RWRE is reversible allows us to represent certain quenched probabilities and expectations with explicit formulas in terms of the environment.
To make these formulas more compact, we introduce the following notation:

\[ \rho_i := \frac{1 - \omega_i}{\omega_i}, \quad \Pi_{i,j} := \prod_{k=i}^{j} \rho_k, \quad (2.1) \]

\[ W_{i,j} := \sum_{k=i}^{j} \Pi_{k,j}, \quad W_j := \sum_{k \leq j} \Pi_{k,j}, \quad (2.2) \]

\[ R_{i,k} := \sum_{j=i}^{k} \Pi_{i,j}, \quad R_i := \sum_{j=i}^{\infty} \Pi_{i,j}. \quad (2.3) \]

Using this notation, we have for any \( i \leq x \leq j \) that

\[ P_{x} \omega (T_j < T_i) = R_{i,x} - 1 + R_{i,j} - 1, \]

\[ \quad \text{and} \]

\[ P_{x} \omega (T_i < T_j) = \Pi_{i,x} - 1 + R_{x,j} - 1, \quad (2.4) \]

where \( T_j := \inf\{n \geq 0 : X_n = j\} \) is the hitting time of site \( j \). These formulas also appear in \([Zei04, \text{formula (2.1.4)}]\), but with different notation. To see that (2.4) holds, note that for any fixed \( i < j \), letting \( h(x) := P_{x} \omega (T_j < T_i) \), we have that \( h(i) = 0, h(j) = 1 \) and \( h(x) = \omega_x h(x+1) + (1-\omega_x)h(x-1) \) for \( i < x < j \). It is easy to check that the first formula in (2.4) satisfies these relations and that this solution is unique (since any such \( h(x) \) is a discrete harmonic function with prescribed boundary values).

The following criterion for recurrence/transience follows from (2.4):

**Theorem 2.1.1** (Solomon \([Sol75]\)). \( E_P(\log \rho_0) \) determines the recurrence/transience of the RWRE:

1. \( E_P(\log \rho_0) < 0 \) \( \Rightarrow \) \( \lim_{n \to \infty} X_n = +\infty, \ \ \mathbb{P} - \text{a.s.} \)
2. \( E_P(\log \rho_0) > 0 \) \( \Rightarrow \) \( \lim_{n \to \infty} X_n = -\infty, \ \ \mathbb{P} - \text{a.s.} \)
3. \( E_P(\log \rho_0) = 0 \) \( \Rightarrow \) \( \liminf_{n \to \infty} X_n = -\infty, \limsup_{n \to \infty} X_n = +\infty, \ \mathbb{P} - \text{a.s.} \)

**2.1.2 Recursions for Hitting Times and a Law of Large Numbers.**

For each \( i \geq 1 \), define

\[ \tau_i := T_i - T_{i-1} \]

to be the amount of time it takes for the random walk to reach \( i \) after first reaching \( i - 1 \). In this section, we will show how simple recursions allow us to compute an explicit formula (depending on the environment) for the quenched mean \( E_\omega \tau_i \). To this end, note that

\[ \tau_1 = 1 + 1_{X_1 = -1}(\tau'_0 + \tau'_1), \quad (2.5) \]
CHAPTER 2. LIMITING DISTRIBUTIONS FOR TRANSIENT RWRE ON Z

where $\tau'_0$ is the time it takes to reach 0 after first hitting $-1$, and $\tau'_1$ is the time it takes to go from 0 to 1 after first hitting $-1$. Taking quenched expectations of both sides in (2.5) and using the strong Markov property, we have that

$$E_\omega \tau_1 = 1 + (1 - \omega_0) \left( E_\omega^{-1} T_0 + E_\omega^0 T_1 \right) = 1 + (1 - \omega_0) \left( E_{\theta - 1\omega} \tau_1 + E_\omega \tau_1 \right).$$

Assuming for the moment that the environment is elliptic (i.e., $\omega_i \in (0, 1)$ for all $i$) and that $E_\omega \tau_1 < \infty$ (which by ellipticity implies that $E_{\theta - 1\omega} \tau_1 < \infty$ as well), we can solve the above equation for $E_\omega \tau_1$ to get

$$E_\omega \tau_1 = \frac{1}{\omega_0} + \rho_0 E_{\theta - 1\omega} \tau_1.$$

Iterating this equation, we get that for any $m \geq 1$,

$$E_\omega \tau_1 = \frac{1}{\omega_0} + \frac{1}{\omega_1} \rho_0 + \cdots + \frac{1}{\omega_m} \Pi_{m+1,0} + \Pi_{m,0} E_{\theta - m\omega} \tau_1.$$

From this it is not hard to see that

$$E_\omega \tau_1 = \bar{S}(\omega) := \frac{1}{\omega_0} + \sum_{i=1}^{\infty} \frac{1}{\omega_{-i}} \Pi_{-i+1,0} = 1 + 2W_0,$$

where $W_0$ is defined in (2.2). In fact, it can be shown that (2.7) holds even if $E_\omega \tau_1 = \infty$ or if the environment is allowed to have $\omega_i = 1$ for some $i \leq 0$ (in which case the last term in (2.6) is eventually zero). We will omit the details of this argument since they can be found in [Zei04], and since the details of a similar argument are provided in the computation of the quenched variance of $\tau_1$ in Appendix A.

If $\limsup_{n \to \infty} X_n = +\infty$, the ergodicity of the law $P$ on the environments implies that the sequence $\{\tau_i\}_{i=1}^\infty$ is ergodic under $\mathbb{P}$ (see [Sol75] or [Zei04, Lemma 2.1.10]). Then, Birkoff’s ergodic theorem yields

$$\frac{T_n}{n} = \frac{1}{n} \sum_{i=1}^{n} \tau_i \to \mathbb{E} \tau_1 = E_P(\bar{S}(\omega)).$$

Moreover, a standard argument changing the index from space to time shows that the convergence $\frac{T_n}{n} \to v$ implies $\frac{X_n}{n} \to v$. Therefore, one obtains the following theorem:

**Theorem 2.1.2** (Solomon [Sol75]). Assume that $E_P \log \rho_0 < 0$. Then

$$E_P(\bar{S}(\omega)) < \infty \implies \lim_{n \to \infty} \frac{X_n}{n} = \frac{1}{E_P(\bar{S}(\omega))},$$

and

$$E_P(\bar{S}(\omega)) = \infty \implies \lim_{n \to \infty} \frac{X_n}{n} = 0.$$
For general ergodic distributions on environments, \( E_P \bar{S}(\omega) \) is difficult to calculate. However, if the environment is i.i.d, recalling the definition of \( W_0 \) in (2.2), we have that
\[
E_P(\bar{S}(\omega)) = 1 + 2E_PW_0 = 1 + 2 \sum_{k \leq 0} E_P \Pi_{k,0} = 1 + 2 \sum_{k=1}^{\infty} (E_P \rho_0)^k.
\]
Thus, if \( P \) is i.i.d., the condition \( E_P(\bar{S}(\omega)) < \infty \) is equivalent to \( E_P \rho_0 < 1 \). We therefore obtain the following corollary:

**Corollary 2.1.3** (Solomon [Sol75]). If \( P \) is an i.i.d. product measure on \( \Omega \) and \( E_P \log \rho_0 < 0 \), then

\[
\begin{align*}
(a) \quad E_P(\rho_0) < 1 & \quad \implies \lim_{n \to \infty} \frac{X_n}{n} = \frac{1 - E_P(\rho_0)}{1 + E_P(\rho_0)} > 0, \quad \mathbb{P} \text{-a.s.} \\
(b) \quad E_P(\rho_0) \geq 1 & \quad \implies \lim_{n \to \infty} \frac{X_n}{n} = 0, \quad \mathbb{P} \text{-a.s.}
\end{align*}
\]

For the remainder of the thesis we will denote \( v_P := \lim_n \frac{X_n}{n} \) whenever the limit exists and is constant \( \mathbb{P} \text{-a.s.} \).

Variance under the law \( P_\omega \) will be denoted by \( \text{Var}_\omega \). That is, \( \text{Var}_\omega \tau_1 := E_\omega(\tau_1 - E_{\omega} \tau_1)^2 \). In a manner similar to the derivation (2.6) of \( E_\omega \tau_1 \), one obtains
\[
\text{Var}_\omega \tau_1 = \bar{S}(\omega)^2 - \bar{S}(\omega) + 2 \sum_{n=1}^{\infty} \Pi_{-n+1,0} \bar{S}(\theta^{-n} \omega)^2 = 4(W_0 + W_0^2) + 8 \sum_{i=0}^{\infty} \Pi_{i+1,0}(W_i + W_i^2). \tag{2.9}
\]
This formula also appears (with different notation) in [Ali99] and [Gol07], but for completeness, we will provide a proof in Appendix A.

### 2.2 Review of Annealed Limit Laws for Transient RWRE on \( \mathbb{Z} \)

In this section, we review known results on annealed limiting distributions for transient RWRE. This will also serve as an introduction to some of the techniques we will use later in deriving quenched limiting distributions. The following theorem of Kesten, Kozlov, and Spitzer was the first result on annealed limiting distributions of transient RWRE in \( \mathbb{Z} \).

**Theorem 2.2.1** (Kesten, Kozlov, and Spitzer [KKS75]). Let \( X_n \) be a nearest neighbor, one-dimensional RWRE with an i.i.d. measure \( P \) on environments such that \( E_P \log \rho_0 < 0 \). Further, assume that there exists an \( s > 0 \) such that \( E_P \rho_0^s = 1 \) and \( E_P \rho_0^s \log \rho_0 < \infty \) and that the distribution
of \( \log \rho_0 \) is non-lattice (i.e., the support of \( \log \rho_0 \) is not contained in \( \alpha + \beta \mathbb{Z} \) for any \( \alpha, \beta \in \mathbb{R} \)). Then, there exists a constant \( b > 0 \) such that

\[
\begin{align*}
(a) \quad s & \in (0, 1) \quad \Rightarrow \quad \lim_{n \to \infty} \mathbb{P} \left( \frac{X_n}{n^{1/s}} \leq x \right) = 1 - L_{s,b}(x^{-1/s}) \\
(b) \quad s & \in (1, 2) \quad \Rightarrow \quad \lim_{n \to \infty} \mathbb{P} \left( \frac{X_n - n^{1/s}v_P}{n^{1/s}} \leq x \right) = 1 - L_{s,b}(-x) \\
(c) \quad s & > 2 \quad \Rightarrow \quad \lim_{n \to \infty} \mathbb{P} \left( \frac{X_n - n^{1/s}v_P}{n^{1/2}\sqrt{n}} \leq x \right) = \Phi(x),
\end{align*}
\]

where \( L_{s,b} \) is the distribution function for the stable law of index \( s \) with characteristic function

\[
\int e^{itx} L_{s,b}(dx) = \exp \left\{ -b|t|^s \left( 1 - \frac{i}{|t|} \tan(\pi s/2) \right) \right\},
\]

and \( \Phi(x) \) is the cumulative distribution function for a standard Gaussian distribution.

Remarks:

1. Annealed limiting distributions were also obtained in [KKS75] for the borderline cases \( s = 1 \) and \( s = 2 \). For simplicity, we will not discuss those results since we will only obtain quenched results when \( s \in (0, 1) \cup (1, 2) \cup (2, \infty) \).

2. The significance of the parameter \( s \) is that \( \mathbb{E} T_1^\gamma \) and \( E_P(E_\omega T_1)^\gamma \) are finite if \( \gamma < s \). The fact that \( E_P(E_\omega T_1)^\gamma < \infty \) follows from the explicit formula for \( E_\omega T_1 \) given in (2.7) and the fact that \( E_P \rho^\gamma < 1 \) for \( \gamma < s \). The proof that \( \mathbb{E} T_1^\gamma < \infty \) is more difficult and is based on a representation of \( T_1 \) as a branching process in a random environment (see [DPZ96] Lemma 2.4 for details). Also, note that \( E_P \rho < 1 \) if and only if \( s > 1 \). Therefore, from Corollary 2.1.3 we have that \( s \leq 1 \) implies that \( v_P = 0 \) (the zero-speed regime) and \( s > 1 \) implies \( v_P > 0 \) (the ballistic regime).

The approach of Kesten, Kozlov, and Spitzer was to first obtain annealed stable limit laws for the hitting times \( T_n \) and then to transfer the results to \( X_n \). For instance, the first line in (2.10) follows from

\[
\begin{align*}
\quad s & \in (0, 1) \quad \Rightarrow \quad \lim_{n \to \infty} \mathbb{P} \left( \frac{T_n}{n^{1/s}} \leq x \right) = L_{s,b}(x).
\end{align*}
\]

The approach used in [KKS75] to derive stable limit laws for \( T_n \) was to relate \( T_n \) to a branching process in a random environment, and then to prove stable limit laws for the related branching process. The same approach was used in [MWRZ04] to extend Theorem 2.2.1 to certain mixing environments that are generated by a Markov chain.

Recently, Enriquez, Sabot, and Zindy [ESZ08] provided a new proof of part (a) of Theorem 2.2.1 which allowed for a probabilistic representation of the constant \( b \) (and in fact an exact calculation for \( b \) when the environment is i.i.d. with Dirichlet distribution). We will provide here a brief discussion
of their techniques since we will use similar methods in analyzing the quenched distributions later.\footnote{With the exception of the method for analyzing the quenched Laplace transform of the crossing time of a large block, our work and \cite{ESZ08} were developed independently.} Their approach differs from that of \cite{KKS75} in that they prove the annealed stable limit laws for $T_n$ by analyzing the potential $V(x)$ of the environment as it was defined by Sinai in his analysis of recurrent RWRE \cite{Sin83}. That is,

$$V(x) := \begin{cases} \sum_{i=0}^{x-1} \log \rho_i & \text{if } x \geq 1, \\ 0 & \text{if } x = 0, \\ -\sum_{i=x}^{-1} \log \rho_i & \text{if } x \leq -1. \end{cases} \tag{2.11}$$

Since $E_P \log \rho < 0$, $V(x)$ is decreasing “on average”. However, there are sections of the environment (traps) where the potential is increasing (which means the random walk is more likely to move left than right). It turns out that the key to analyzing the hitting times $T_n$ is understanding the amount of time it takes to cross the longest sections of the environment where the potential is increasing. To this end, define the “ladder locations” $\nu_i$ of the environment by

$$\nu_0 = 0, \quad \text{and} \quad \nu_i = \inf\{n > \nu_{i-1} : V(n) < V(\nu_{i-1})\} \quad \text{for all } i \geq 1. \tag{2.12}$$

We will refer to the sections of the environment between $\nu_{i-1}$ and $\nu_i - 1$ as the “blocks” of the environment. The exponential height of a block is given by

$$M_k := \max\{\Pi_{\nu_{k-1},j} : \nu_{k-1} \leq j < \nu_k\} = \max\{e^{V(j) - V(\nu_{k-1})} : \nu_{k-1} < j \leq \nu_k\}. \tag{2.13}$$

Note that the $M_k$ are i.i.d. since the environment is i.i.d. Since $P$ is i.i.d. and $E_P \log \rho_0 < 0$, the potential $V$ is a random walk with negative drift. Thus, a result of Iglehart on excursions of random walks with negative drift \cite{Igl72} Theorem 1 implies that there exists a constant $C_5 > 0$ such that

$$Q(M_1 > x) \sim C_5 x^{-s}, \quad \text{as } x \to \infty, \tag{2.14}$$

where, as usual, $f(x) \sim g(x)$ as $x \to \infty$ means that $\lim_{x \to \infty} f(x)/g(x) = 1$. Therefore, the largest exponential height amongst the first $n$ blocks will be roughly of order $n^{1/s}$. Enriquez, Sabot, and Zindy show in \cite{ESZ08} that in analyzing $T_n$, only the crossing times of the blocks in $[0,n]$ with $M_k \geq \frac{1-s}{s}$ are relevant (the sum of the crossing times of all “small blocks” is $o(n)$). The limiting distribution for $T_n$ is then obtained by analyzing the annealed Laplace transform of the time to cross a “large block.” The analysis of the latter is accomplished in two steps: first by showing that the quenched Laplace transform is approximately the Laplace transform of an exponential random
variable with a random (depending on the environment) parameter, and then by analyzing the tails of this random parameter. We will use this analysis of the crossing time of a large block later in our analysis of the quenched distribution of $T_n$. Corollary 2.3.10 contains a precise statement of our approximation of the quenched Laplace transform.

There have been a number of other approaches to proving an annealed central limit theorem (i.e., part (c) of Theorem 2.2.1) under different assumptions, such as non-i.i.d. environments. Zeitouni [Zei04, Theorem 2.2.1] gives an annealed central limit theorem for certain non-i.i.d. environments. Following an approach of Kozlov [Koz85] and Molchanov [Mol94], Zeitouni uses homogenization, i.e., the point of view of the particle, to first derive a quenched central limit theorem for the martingale $M_n := X_n - n \nu P + h(X_n, \omega)$ where

$$h(x, \omega) = \begin{cases} \sum_{j=0}^{x-1} (\nu P S(\theta^j \omega) - 1) & \text{if } x > 0, \\ 0 & \text{if } x = 0, \\ - \sum_{j=x}^{-1} (\nu P S(\theta^j \omega) - 1) & \text{if } x < 0. \end{cases}$$

An annealed CLT is then obtained by analyzing the fluctuations of the harmonic correction $h(X_n, \omega)$. In particular, writing

$$Z_n = Z_n(\omega) := \sum_{j=1}^{[n \nu P]} (\nu P S(\theta^j \omega) - 1),$$

he shows that $\frac{1}{\sqrt{n}} (Z_n - h(X_n, \omega))$ tends to zero in $P$-probability, and that $Z_n$ satisfies a central limit theorem. Since $Z_n$ depends only on the environment, this can be combined with the quenched central limit theorem for the martingale $M_n$ to derive an annealed central limit theorem for $X_n$ with deterministic centering $n \nu P$.

The argument in [Zei04] gives a quenched CLT for $M_n$ in which $X_n$ is centered by a function of both the environment and the position of the random walk. One would like to replace $h(X_n, \omega)$ by $Z_n(\omega)$ to get a quenched CLT with random centering depending only on the environment. However, the argument of the proof in [Zei04] only shows that

$$P_\omega \left( \frac{X_n - n \nu P + Z_n}{\sigma_P \sqrt{n}} > x \right) \xrightarrow{n \to \infty} \Phi(-x), \quad \text{in } P - \text{probability.}$$

A second approach to proving an annealed CLT was given by Alili in [Ali99]. Alili’s approach was to first use the Lindberg-Feller condition for triangular arrays to prove a quenched CLT for the hitting times $T_n$. However, in order to translate this result to $X_n$ Alili needed to make restrictive assumptions which essentially forced $Z_n(\omega)$ to be bounded (which can only happen for certain non-i.i.d. environments) so that the quenched (and therefore annealed) central limit theorem holds with
deteministic centering \( nv_P \). In Section 2.3.1 we extend this approach to prove a quenched central limit theorem (with random centering) for i.i.d. and strongly mixing environments. That is, we show that the convergence in (2.16) holds for \( P \)-almost every environment \( \omega \).

It should be noted that the random centering necessary for a quenched central limit theorem is unique to one-dimensional RWRE. Recent results by Berger and Zeitouni \[BZ08\] and Rassoul-Agha and Seppäläinen \[RAS08\] show that, for RWRE in i.i.d. environments on \( \mathbb{Z}^d \) with \( d \geq 2 \), if the random walk has non-zero limiting velocity (i.e. \( v_P \neq 0 \)) and an annealed central limit theorem holds (and some other mild assumptions), a quenched central limit theorem also holds with the same (deterministic) centering.

Limiting distributions have also been studied for RWRE on a strip \( \mathbb{Z} \times \{1, 2, \ldots, m\} \) which is a generalization of RWRE on \( \mathbb{Z} \) with bounded jump size (identify elements \( (x, i) \in \mathbb{Z} \times \{1, 2, \ldots, m\} \) with \( xm + i \in \mathbb{Z} \)). Roitershtein \[Roi06\] has used homogenization methods to give sufficient conditions for an annealed central limit theorem for transient RWRE on the strip for environments with certain mixing properties. A recent result of Bolthausen and Goldschmidt \[BG08\] shows that recurrent RWRE on \( \mathbb{Z} \) with bounded jump size either has scaling of order \( (\log t)^2 \) (as was shown by Sinai in the nearest neighbor case \[Sin83\]) or satisfies a central limit theorem. The latter is shown to hold if and only if the random walk is a martingale (i.e. the environment has zero drift at each location). Also, Goldsheid \[Gol07, Gol08\] has given quenched central limit theorems for RWRE on \( \mathbb{Z} \) and on a strip.

### 2.3 Quenched Limits for Transient RWRE on \( \mathbb{Z} \)

In this section, we consider the quenched limiting distributions of transient RWRE on \( \mathbb{Z} \). As the previous section showed, there are many results for annealed limiting distributions of transient RWRE on \( \mathbb{Z} \). Until now, however, there have been very few results on quenched limiting distributions. Alili \[Ali99\] and Rassoul-Agha and Seppäläinen \[RAS06\] have obtained quenched central limit theorems, but under assumptions on the environment which do not include the case of nearest neighbor RWRE on \( \mathbb{Z} \) in i.i.d. environments. In this section, we will state our main results on quenched limits for transient nearest neighbor RWRE on \( \mathbb{Z} \), and we will also give brief sketches of the proofs. The full proofs of the main results are contained in the Chapters 3-5. Previously, no quenched limiting

\[ \text{Goldsheid’s results were obtained independently from ours below. However, while Goldsheid is able to prove a quenched central limit theorem for ergodic environments, we are restricted to strongly mixing environments but are able to prove a functional central limit theorem.} \]
distribution results were known for nearest neighbor RWRE in i.i.d. environments.

Our analysis of the quenched limits for transient, nearest neighbor RWRE is divided into the three different cases that appear in Theorem 2.2.1 depending on the value of the parameter $s$. These are respectively, the Gaussian regime ($s > 2$), the ballistic, sub-Gaussian regime ($s \in (1, 2)$), and the zero-speed regime ($s \in (0, 1)$). The case $s > 2$ is handled in Subsection 2.3.1, while the cases $s \in (0, 1)$ and $s \in (1, 2)$ are handled in Subsection 2.3.2.

### 2.3.1 $s > 2$: Quenched Central Limit Theorem

In this section we will give an outline of the proof of a quenched functional central limit theorem for certain nearest neighbor, one-dimensional RWRE. The full proof is contained in Chapter 3. To prove a functional CLT for the RWRE we will make the following assumptions:

**Assumption 1.** The environment is uniformly elliptic. That is, $\exists \kappa > 0$ such that $\omega \in [\kappa, 1 - \kappa]^\mathbb{Z}$, $P$-a.s.

**Assumption 2.** $E_P \log \rho_0 < 0$. That is, the RWRE is transient to the right.

**Assumption 3.** $P$ is $\alpha$-mixing, with $\alpha(n) = e^{-n \log(n)^{1+\eta}}$ for some $\eta > 0$. That is, for any $l$-separated measurable functions $f_1, f_2 \in \{f : \|f\|_{\infty} \leq 1\}$,

$$E_P(f_1(\omega)f_2(\omega)) \leq E_P(f_1(\omega))E_P(f_2(\omega)) + \alpha(l).$$

Assumption 3 was also made in [Zei04, Section 2.4] in the context of studying certain large deviations of one-dimensional RWRE. As noted in [Zei04, Section 2.4], the above assumptions imply that $\frac{1}{n} \sum_{i=0}^{n} \log \rho_i$ satisfies a large deviation principle with a rate function $J(x)$ (see [BD96]).

For our final assumption, we wish to restrict our attention to the regime where there is an annealed CLT. When the environment is i.i.d., Theorem 2.2.1 shows that this is the case when $s > 2$, where $s$ is the unique positive solution to $E_P \rho_s^0 = 1$. Since we are not assuming i.i.d. environments, we need to define the parameter $s$ differently.

**Assumption 4.** $J(0) > 0$ and $s := \min_{y > 0} \frac{1}{y} J(y) > 2$, where $J(x)$ is the large deviation rate function for $\frac{1}{n} \sum_{i=0}^{n-1} \log \rho_i$.

Note that Varadhan’s Lemma [DZ98, Theorem 4.3.1] implies that the parameter $s$ defined in Assumption 4 is also the smallest non-negative solution of $\lim_{n \to \infty} \frac{1}{n} \log E_P \Pi_{0,n-1} = 0$. Therefore, the

\[ \text{As mentioned above, Goldsheid [Gol07]} \] has obtained a quenched central limit theorem similar to ours below, but this work was done independently and at the same time as our results.
above definition of \( s \) is consistent with the previous definition of \( s \) in the case of i.i.d. environments. Assumption 4 is the crucial assumption that we need for a central limit theorem, since it implies that \( \mathbb{E} \tau_1^2 < \infty \) for some \( \gamma > 2 \). In fact, \( \mathbb{E} \tau_1^2 < \infty \) for all \( \gamma < s \) (see [Zei04, Lemma 2.4.16]).

Let \( D[0, \infty) \) be the space of real valued functions on \([0, \infty)\) which are right continuous and which have limits from the left, equipped with the Skorohod topology. Our main result in this Subsection is the following theorem:

**Theorem 2.3.1.** Assume that Assumptions 1-4 hold, and let

\[
B^n_t := \frac{X_{\lfloor nt \rfloor} - nt v_p + Z_{nt}(\omega)}{v_p^{3/2} \sigma \sqrt{n}},
\]

where \( \sigma^2 = \mathbb{E} \tau_1^2 - E_P \bar{S}(\omega)^2 < \infty \) and \( Z_{nt} \) is defined as in (2.15). Then, for \( P - \text{a.e.} \) environment \( \omega \), the random variables \( B^n_t \in D[0, \infty) \) converge in quenched distribution as \( n \to \infty \) to a standard Brownian motion.

**Sketch of proof.** Since the hitting times are the sum of independent (quenched) random variables, we can use the Lindberg-Feller condition to prove a quenched functional CLT for the hitting times. In particular, as elements of \( D[0, \infty) \),

\[
\frac{1}{\sigma \sqrt{n}} \sum_{k=1}^{|nt|} (\tau_k - E_\omega \tau_k) \overset{D}{\rightarrow} W_t,
\]

where \( \sigma^2 = E_P Var_\omega \tau_1 = \mathbb{E} \tau_1^2 - E_P (\bar{S}(\omega)^2) \), \( W_t \) is standard Brownian motion, and \( \overset{D}{\rightarrow} \) signifies convergence in distribution (in the space \( D[0, \infty) \)) as \( n \to \infty \) of the quenched law for \( P - \text{a.e.} \) environment \( \omega \). (Note: although \( \overset{D}{\rightarrow} \) signifies convergence in distribution of random functions of \( t \), in the above and subsequent uses of \( \overset{D}{\rightarrow} \) we will keep the index \( t \) of the functions for clarity). To transfer the CLT to the random walk, we first introduce the random variable \( X^*_t := \max_{k \leq t} X_k \) which is the farthest to the right the random walker has gone by time \( t \). The mixing properties of \( P \) and the fact that \( X_n \to +\infty \) with positive speed \( v_p \), are enough to show that \( X^*_n \) is very close to \( X_n \) (in particular, eventually \( X^*_n - X_n < \log^2(n) \) for all \( n \) large enough). Then, a standard random time change argument \((t \mapsto \frac{X^*_t}{n})\) implies that \( \frac{1}{\sigma \sqrt{n}} \sum_{k=1}^{X^*_n/n} (\tau_k - E_\omega \tau_k) \overset{D}{\rightarrow} W_{v_p t} \). Next, the definition of \( X^*_t \) implies that

\[
\frac{1}{\sigma \sqrt{n}} \sum_{k=1}^{X^*_n/n} (\tau_k - E_\omega \tau_k) \leq \frac{1}{\sigma \sqrt{n}} \left( nt - \sum_{k=1}^{X^*_n} E_\omega \tau_k \right) \leq \frac{1}{\sigma \sqrt{n}} \sum_{k=1}^{X^*_n/n} (\tau_k - E_\omega \tau_k) + \frac{\tau_{X^*_n+1}}{\sigma \sqrt{n}}.
\]
Therefore, since we can prove that $\frac{\tau_{X_{nt}^*}^*}{\sqrt{n}}$ is negligible, we obtain that

$$\frac{-1}{\sigma\sqrt{n}} \left( nt - \sum_{k=1}^{X_{nt}^*} E_\omega \tau_k \right) = \frac{1}{v_p \sigma \sqrt{n}} \left( X_{nt}^* - nt v_p + \sum_{k=1}^{X_{nt}^*} (v_p E_\omega \tau_k - 1) \right) \overset{\mathcal{D}}{\rightarrow} W_{v_p t}. \tag{2.17}$$

All that remains in order to obtain a quenched CLT for $X_n$ is to replace $X_{nt}^*$ by $X_{nt}$ (which is easy since the difference is of order $\log^2(n)$) and then replace the centering $\sum_{k=1}^{X_{nt}^*} (v_p E_\omega \tau_k - 1)$ by $\sum_{k=1}^{nt v_p} (v_p E_\omega \tau_k - 1) = Z_{nt}(\omega)$ which depends only on the environment. (This is the same $Z_n$ as defined above in (2.15).) This replacement is the hardest part of the proof, and is accomplished by first proving that for $\alpha < 1$,

$$\max_{j,k \in [1,n]:|k-j|<n^\alpha} \left| \frac{1}{\sqrt{n}} \sum_{i=j}^{k} (\tau_i - \frac{1}{v_p}) \right| \rightarrow 0, \quad \mathbb{P} - a.s.$$ 

and then, using this, to showing for any $\frac{1}{2} < \alpha$,

$$P_\omega \left( \sup_{0 \leq t \leq 1} |X_{nt}^* - nt v_p| \geq n^\alpha \right) \rightarrow 0, \quad P - a.s.$$ 

Finally, since

$$P_\omega \left( \sup_{0 \leq t \leq 1} \frac{1}{\sqrt{n}} \sum_{k=1}^{X_{nt}^*} (E_\omega \tau_k - \frac{1}{v_p}) - \sum_{k=1}^{nt v_p} (E_\omega \tau_k - \frac{1}{v_p}) \geq \delta \right) \leq P_\omega \left( \sup_{0 \leq t \leq 1} |X_{nt}^* - nt v_p| \geq n^\alpha \right) + P_\omega \left( \max_{j,k \in [1,n]:|k-j|<n^\alpha} \left| \frac{1}{\sqrt{n}} \sum_{i=j}^{k} (\tau_i - \frac{1}{v_p}) \right| \geq \frac{\delta}{2} \right) + P_\omega \left( \max_{j,k \in [1,n]:|k-j|<n^\alpha} \left| \frac{1}{\sqrt{n}} \sum_{i=j}^{k} (E_\omega \tau_i - E_\omega \tau_k) \right| \geq \frac{\delta}{2} \right)$$

for any $\alpha \in (\frac{1}{2},1)$, the above estimates imply that the first two terms on the right go to zero, and the quenched functional CLT for hitting times implies that the third term goes to zero also. Thus, all the replacements in (2.17) discussed above are valid, and we get the quenched functional CLT for the random walk:

$$\frac{X_{nt}^* - nt v_p + Z_{nt}}{v_p^{3/2} \sigma \sqrt{n}} \overset{\mathcal{D}}{\rightarrow} W_{t}, \quad P - a.s.$$
2.3.2 Quenched Limits when $s < 2$

In this section we will give an outline of our results on the quenched limiting distributions of transient nearest neighbor RWRE on $\mathbb{Z}$ in the annealed sub-Gaussian regime (i.e., $s < 2$). The full proofs are contained in Chapters 4 and 5.

For our main results in this section, we will make the following assumptions:

**Assumption 5.** $P$ is an i.i.d. product measure on $\Omega$ such that

$$E_P \log \rho < 0 \quad \text{and} \quad E_P \rho^s = 1 \quad \text{for some } s > 0. \quad (2.18)$$

**Assumption 6.** The distribution of $\log \rho$ is non-lattice under $P$ and $E_P \rho^s \log \rho < \infty$.

Assumption 5 contains the essential assumption necessary for the walk to be transient. Note that $E_P \rho^\gamma$ is a convex function of $\gamma$, and thus $E_P \rho^\gamma < 1$ for all $\gamma \in (0, s)$. Corollary 2.1.3 then gives that $s \leq 1$ if and only if $v_P = 0$. Assumption 6 is a technical condition that was also invoked in [KKS75] for the proof of the annealed limit laws and is used here to give that certain random variables have regularly varying tails. Our main results, however, seem to depend only on much rougher tail asymptotics. Thus, we suspect that in fact Assumption 6 is not needed for Theorems 2.3.2 - 2.3.5. However, Assumption 6 is probably necessary for Theorem 2.3.6 which is interesting in its own right and which greatly simplifies the proofs of Theorems 2.3.2 - 2.3.5.

As was shown above, when $s > 2$, the limiting distribution for $X_n$ is Gaussian in both the annealed and quenched cases (with a random centering in the quenched case). Therefore, when $s < 2$, one could possibly expect the quenched limiting distributions to also be of the same type as in Theorem 2.2.1. Somewhat surprisingly, this turns out not to be the case. In fact, when $s < 2$, there are no quenched limiting distributions for $X_n$ (or for its hitting times $T_n$). Moreover, we are able to prove that for almost any environment $\omega$ there exist two different random (depending on the environment) sequences along which different quenched limiting distributions hold. We divide our analysis of the quenched limiting distributions when $s < 2$ into two subcases: $s \in (0, 1)$ and $s \in (1, 2)$.

When $s \in (0, 1)$ our main results are the following:

**Theorem 2.3.2.** Let Assumptions 5 and 6 hold, and let $s < 1$. Then, $P$-a.s., there exist random subsequences $t_m = t_m(\omega)$ and $u_m = u_m(\omega)$ such that,

$$\lim_{m \to \infty} \frac{X_{t_m} - u_m}{(\log t_m)^2} = 0, \quad \text{in } P_\omega\text{-probability.}$$
Theorem 2.3.3. Let Assumptions 5 and 6 hold, and let $s < 1$. Then, $P$-a.s., there exists a random subsequence $n_{km} = n_{km}(\omega)$ of $n_k = 2^{2^k}$ and a random sequence $t_m = t_m(\omega)$ such that,

$$
\lim_{m \to \infty} \frac{\log t_m}{\log n_{km}} = \frac{1}{s}
$$

and

$$
\lim_{m \to \infty} P_\omega \left( \frac{X_{t_m}}{n_{km}} \leq x \right) = \begin{cases} 
0 & \text{if } x \leq 0, \\
\frac{1}{2} & \text{if } 0 < x < \infty.
\end{cases}
$$

Remarks:

1. Theorem 2.3.2 is a strong localization result. Recall the definition of the ladder locations $\nu_i$ in (2.12). In the proof of Theorem 2.3.2, we prove that, with probability tending to 1, the distribution of the random walk at time $t_m$ is concentrated near a single block. Since the block lengths $\nu_i - \nu_{i-1}$ are i.i.d. with exponential tails, the longest of the first $n$ blocks is on the order of $\log n$.

2. Theorem 2.3.3 shows that the strong localization in Theorem 2.3.2 does not always occur. Note that (2.19) implies that the scaling is roughly of order $t_m^s$, which is what the annealed scaling is when $s \in (0, 1)$ in Theorem 2.2.1.

We now state our main results in the case where $s \in (1, 2)$. When $s \in (1, 2)$, the existence of a positive speed for the random walk allows us to get a more straightforward description of two different limiting distributions along different random sequences. Let $\Phi(x)$ and $\Psi(x)$ be the distribution functions for a Gaussian and exponential random variable, respectively. That is,

$$
\Phi(x) := \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy \quad \text{and} \quad \Psi(x) := \begin{cases} 
0 & x < 0, \\
1 - e^{-x} & x \geq 0.
\end{cases}
$$

Theorem 2.3.4. Let Assumptions 5 and 6 hold, and let $s \in (1, 2)$. Then, $P$-a.s., there exists a random subsequence $n_{km} = n_{km}(\omega)$ of $n_k = 2^{2^k}$ and non-deterministic random variables $v_{km, \omega}$ such that

$$
\lim_{m \to \infty} P_\omega \left( \frac{T_{n_{km}} - E_\omega T_{n_{km}}}{\sqrt{v_{km, \omega}}} \leq x \right) = \Phi(x), \quad \forall x \in \mathbb{R},
$$

and

$$
\lim_{m \to \infty} P_\omega \left( \frac{X_{t_m} - n_{km}}{v P \sqrt{v_{km, \omega}}} \leq x \right) = \Phi(x), \quad \forall x \in \mathbb{R},
$$

where $t_m = t_m(\omega) := \lfloor E_\omega T_{n_{km}} \rfloor$.

Theorem 2.3.5. Let Assumptions 5 and 6 hold, and let $s \in (1, 2)$. Then, $P$-a.s., there exists a random subsequence $n_{km} = n_{km}(\omega)$ of $n_k = 2^{2^k}$ and non-deterministic random variables $v_{km, \omega}$ such
that
\[
\lim_{m \to \infty} P_\omega \left( \frac{T_{n_{k_m}} - E_\omega T_{n_{k_m}}}{\sqrt{v_{k_m,\omega}}} \leq x \right) = \Psi(x + 1), \quad \forall x \in \mathbb{R},
\]
and
\[
\lim_{m \to \infty} P_\omega \left( \frac{X_{t_m} - n_{k_m}}{v_P \sqrt{v_{k_m,\omega}}} \leq x \right) = 1 - \Psi(-x + 1), \quad \forall x \in \mathbb{R},
\]
where \( t_m = t_m(\omega) := \lfloor E_\omega T_{n_{k_m}} \rfloor \).

Remarks:

1. The choice of Gaussian and exponential distributions in Theorems 2.3.4 and 2.3.5 represent the two extremes of the quenched limiting distributions that can be found along random subsequences. In fact, it will be shown in Corollary 2.3.10 that \( T_n \) is approximately the sum of a finite number of exponential random variables with random (depending on the environment) parameters. The exponential limits in Theorem 2.3.5 are obtained when one of the exponential random variables has a much larger parameter than all the others. The Gaussian limits in Theorem 2.3.4 are obtained when the exponential random variables with the largest parameters all have roughly the same size. We expect, in fact, that any distribution which is the sum of (or limit of sums of) exponential random variables can be obtained as a quenched limiting distribution of \( T_n \) along a random subsequence.

2. The sequence \( n_k = 2^k \) in Theorems 2.3.4 and 2.3.5 is chosen only for convenience. In fact, for any sequence \( n_k \) growing sufficiently fast, \( P - \text{a.s.} \) there will be a random subsequence \( n_{k_m}(\omega) \) such that the conclusions of Theorems 2.3.4 and 2.3.5 hold.

3. The definition of \( v_{k_m,\omega} \) is given below in (2.25), and it can be shown in a manner similar to the proof of Theorem 2.3.6 below that \( \lim_{n \to \infty} P \left( n_k^{-2/s} v_{k,\omega} \leq x \right) = L_{2,b}(x) \) for some \( b > 0 \). Also, from (2.8) we have that \( t_m \sim E_T n_{k_m} \). Thus, the scaling in Theorems 2.3.4 and 2.3.5 is of the same order as the annealed scaling, but cannot be replaced by a deterministic scaling.

Before turning to the proofs of Theorems 2.3.2 - 2.3.5, we need to introduce some notation and state some preliminary results that will be used in the proofs of Theorems 2.3.2 - 2.3.5. As was the case when \( s > 2 \), we study the quenched distributions of the location of the random walk by first studying the quenched distributions for the hitting times. The hitting times are then studied by examining the crossing times of the blocks of the environment \( T_{\nu_i} - T_{\nu_{i-1}} \), where the ladder locations \( \nu_i \) are defined in (2.12). We now introduce some more notation that will help us deal with a couple of difficulties that arise in the analysis of \( T_{\nu_i} \).

A major difficulty in analyzing \( T_{\nu_i} \) is that the crossing time from \( \nu_{i-1} \) to \( \nu_i \) depends on the entire environment to the left of \( \nu_i \). Thus \( E_\omega^{\nu_{i-1}} T_{\nu_i} \) and \( E_\omega^{\nu_{i-1}} T_{\nu_j} \) (and similarly \( \text{Var}_\omega(T_{\nu_i} - T_{\nu_{i-1}}) \) and \( \text{Var}_\omega(T_{\nu_i} - T_{\nu_{j-1}}) \)) are not independent even if \( |i - j| \) is large. However, it can be shown
that the RWRE generally will not backtrack too far (in fact, Lemma 3.2.1 implies that $X_n - X_n = o(\log^2 n)$, $P - a.s.$). Thus, the dependence of $E^{\nu_i}_{\nu_j} T_{\nu_i}$ and $E^{\nu_i}_{\nu_j} T_{\nu_j}$ is quite weak when $|i - j|$ is large. (The explicit formulas for the quenched mean and variance of hitting times (2.7) and (2.9) make this dependence precise.) Thus, with minimal probabilistic cost, we can modify the environment of the RWRE to make crossing times of blocks that are far apart independent. For $n = 1, 2, \ldots$, let $b_n := \lfloor \log^2 (n) \rfloor$. Let $X^{(n)}$ be the random walk that is the same as $X_t$ with the added condition that after reaching $\nu_k$, the environment is modified by setting $\omega_{\nu_k} = 1$, i.e., never allow the walk to backtrack more than $\log^2 (n)$ ladder times (that is, we deal with a dynamically changing environment). We couple $X^{(n)}$ with the random walk $X_t$ in such a way that $X^{(n)}_t \geq X_t$, with equality holding until the first time $t$ when the walk $X^{(n)}_t$ reaches a modified environment location. Denote by $\bar{T}^{(n)}_x$ the corresponding hitting times for the walk $X^{(n)}_t$. It will be shown below in Chapter 4 that $\lim_{n \to \infty} P_{\omega}(T_{\nu_n} \neq \bar{T}^{(n)}_x) = 0$, $P - a.s.$, so that the added reflections don’t affect the quenched limiting distribution.

A second difficulty is that, under $P$, the environment is not stationary under shifts by the ladder locations. However, if we define a new measure on environments by $Q(\cdot) = P(\cdot | V(x) > 0, \forall x < 0)$, then under $Q$ the environment is stationary under those shifts. In particular, $\{E^{\nu_i}_{\nu_j} T_{\nu_i}\}_{i=1}^\infty$ and $\{\text{Var}_{\omega}(T_{\nu_i} - T_{\nu_{i-1}})\}_{i=1}^\infty$ are stationary under $Q$. It should be noted that events only depending on the environment to the right of the origin have the same probability under $Q$ and $P$. In particular, if we let

$$
\mu_{i,n,\omega} := E^{\nu_i}_{\nu_j} \bar{T}^{(n)}_x, \quad \text{and} \quad \sigma^2_{i,n,\omega} := \text{Var}_{\omega}(\bar{T}^{(n)}_x - \bar{T}^{(n)}_{\nu_{i-1}}),
$$

then $\mu_{i,n,\omega}$ and $\sigma^2_{i,n,\omega}$ have the same distribution under $P$ and $Q$ when $i > \log^2 n$.

One of the main preliminary results that we obtain is the following annealed stable limit law:

**Theorem 2.3.6.** If $s < 1$, there exists a constant $b' > 0$ such that

$$
\lim_{n \to \infty} Q \left( \frac{E_{\omega} T_{\nu_n}}{n^{1/s}} \leq x \right) = L_{s,b'}(x).
$$

If $s < 2$, then there exists a constant $b'' > 0$ such that

$$
\lim_{n \to \infty} Q \left( \frac{\text{Var}_{\omega} T_{\nu_n}}{n^{2/s}} \leq x \right) = L_{s/2,b''}(x).
$$

**Sketch of proof:** We first derive the tail asymptotics of $E_{\omega} T_{\nu}$ and $\text{Var}_{\omega} T_{\nu}$ under $Q$. In particular, we prove that there exists a constant $K_\infty \in (0, \infty)$ such that

$$
\lim_{x \to \infty} x^s Q(E_{\omega} T_{\nu} > x) = K_\infty, \quad \text{and} \quad \lim_{x \to \infty} x^{s/2} Q(\text{Var}_{\omega} T_{\nu} > x) = K_\infty.
$$

(2.20)
The proof of the tail asymptotics of $E_\omega T_\nu$ is similar to the proof of tail asymptotics in [KKS75] and is based on the explicit formula $E_\omega T_\nu = \nu + 2\sum_{j=0}^{\nu-1} W_j$ from (2.7) and a result of Kesten [Kes73] stating that there exists a constant $K$ such that $P(W_i > x) = P(R_i > x) \sim K x^{-s}$. The tail asymptotics of $\text{Var}_\omega T_\nu$ are then derived by using the explicit formulas in (2.7) and (2.9) to compare $\text{Var}_\omega T_\nu$ to $(E_\omega T_\nu)^2$.

Now, if $\{E_\omega^{\nu_i-1} T_{\nu_i}\}_{i=1}^\infty$ and $\{\text{Var}_\omega T_{\nu_i} - T_{\nu_i-1}\}_{i=1}^\infty$ were i.i.d. sequences, then (2.20) would be enough to prove the stable limit laws. Instead, we introduce some independence by adding reflections and restricting ourselves to large blocks. Recall the definition of $M_i$ in (2.13). Then, for any $\varepsilon > 0$, we may re-write

$$
\frac{1}{n^{1/s}} E_\omega T_{\nu_1} = \frac{1}{n^{1/s}} E_\omega (T_{\nu_1} - \bar{T}_{\nu_1}) + \frac{1}{n^{1/s}} \sum_{i=1}^{n} \mu_{i,n,\omega} 1_{M_i \leq n(1-\varepsilon)/s} + \frac{1}{n^{1/s}} \sum_{i=1}^{n} \mu_{i,n,\omega} 1_{M_i > n(1-\varepsilon)/s}. \tag{2.21}
$$

The explicit representation of $E_\omega T_1$ in (2.7) can be used to show that $n^{-1/s} E_\omega (T_{\nu_1} - \bar{T}_{\nu_1})$ converges to zero in $Q$-probability. Also, (2.7) can be used to show that $\mu_{i,n,\omega}$ cannot be too much larger than $M_i$, and then, since the $M_i$ are i.i.d., (2.13) can be used to approximate the number of $i \leq n$ with $M_i \in (n(1-\varepsilon')/s, n(1-\varepsilon'')/s]$ for any $\varepsilon', \varepsilon'' > 0$. Therefore, the second term on the right in (2.21) also converges to zero in $Q$-probability. Finally, it can be shown that the tails of $E_\omega T_\nu$ are not affected by the added reflections and restrictions to “large blocks” with $M_i > n(1-\varepsilon)/s$. That is, we can show

$$
\lim_{n \to \infty} n Q(\mu_{i,n,\omega} > n^{1/s}, M_i \geq n(1-\varepsilon)/s) = K x^{-s}. \tag{2.22}
$$

Then, (2.22) implies that the “large blocks” are far enough apart so that $\{\mu_{i,n,\omega} 1_{M_i > n(1-\varepsilon)/s}\}_{i=1}^\infty$ is mixing enough to be able to apply a result of Kobus [Kob95] to prove a stable limit law for the last term in (2.21).

We now turn to a brief discussion of the proofs of our main results, Theorems 2.3.2 - 2.3.5

**Proofs of the Main Results when $s < 1$**

**Sketch of proof of Theorem 2.3.2.**

The idea of the proof of Theorem 2.3.2 is to find a subsequence of the ladder locations $\nu_{j_m}$ such that the expected time to cross from $\nu_{j_m-1}$ to $\nu_{j_m}$ is much larger than the expected time to first reach $\nu_{j_m-1}$. From this, we can then find a sequence of times $t_m$ such that, with probability tending to one, $X_m \in [\nu_{j_m-1}, \nu_{j_m})$. The main result needed to find this subsequence is given by the following lemma:

**Lemma 2.3.7.** Assume $s < 1$. Then, for any $C > 1$,

$$
\liminf_{n \to \infty} Q\left( \exists k \in [1, n/2] : M_k \geq C \sum_{j \in [1,n]\setminus\{k\}} E_{\omega, j-1}^{\nu_j} \bar{T}_{\nu_j}^{(n)} \right) > 0.
$$
Sketch of proof: Note that, since $C > 1$ and $E^\nu_{\nu_{k-1}} \overline{T}^{(n)}_{\nu_k} \geq M_k$, there can only be at most one $k \leq n$ with $M_k \geq C \sum_{k \neq j \leq n} E^\nu_{\nu_j} \overline{T}^{(n)}_{\nu_j}$ . Therefore, 

$$Q \left( \exists k \in [1, n/2] : M_k \geq C \sum_{j \in [1, n]\{k\}} E^\nu_{\nu_j} \overline{T}^{(n)}_{\nu_j} \right) = \sum_{k=1}^{n/2} Q \left( M_k \geq C \sum_{j \in [1, n]\{k\}} E^\nu_{\nu_j} \overline{T}^{(n)}_{\nu_j} \right). \quad (2.22)$$

Now, $E^\nu_{\nu_{k-1}} \overline{T}^{(n)}_{\nu_k}$ depends on the environment between $\nu_{k-1}$ and $\nu_k$ for $k < j \leq k + b_n$. However, it can be shown that $\sum_{j=k+1}^{k+b_n} E^\nu_{\nu_{k-1}} \overline{T}^{(n)}_{\nu_j} = o(n^{-1/s})$ with $Q$–probability tending to one. Then, since $E^\nu_{\nu_{k-1}} \overline{T}^{(n)}_{\nu_j}$ is independent of $M_k$ for all $j < k$ or $j > k + b_n$, 

$$Q \left( M_k \geq C \sum_{j \in [1, n]\{k\}} E^\nu_{\nu_j} \overline{T}^{(n)}_{\nu_j} \right) \geq Q(M_k > Cn^{1/s}) + o(1/n) \left[ Q \left( E^\nu_{\nu_{k-1}} \overline{T}^{(n)}_{\nu_k} + E^\nu_{\nu_{k-1}} \overline{T}^{(n)}_{\nu_k} \leq (1 + o(1)) n^{1/s} + o(1) \right) \right] \geq Q(M_k > Cn^{1/s}) + o(1/n) \left( Q \left( E^\nu_{\nu_{k}} \overline{T}^{(n)}_{\nu_k} \leq (1 + o(1)) n^{1/s} + o(1) \right) \right). \quad (2.23)$$

Now, (2.21) implies that $Q(M_k > Cn^{1/s}) = P(M_1 > Cn^{1/s}) \sim C_5 C^{-s} 1/n$ as $n \to \infty$, and Theorem 2.3.6 implies that $\lim_{n \to \infty} Q \left( E^\nu_{\nu_{k}} \overline{T}^{(n)}_{\nu_k} \leq (1 + o(1)) n^{1/s} \right) = L_{s,b}(1)$. Therefore, (2.22) and (2.23) imply that 

$$\liminf_{n \to \infty} Q \left( \exists k \in [1, n/2] : M_k \geq C \sum_{j \in [1, n]\{k\}} E^\nu_{\nu_j} \overline{T}^{(n)}_{\nu_j} \right) \geq \frac{1}{2} C_5 C^{-s} L_{s,b}(1) > 0.$$

Lemma 2.3.7 can then be used to prove that, for $P$–almost every environment $\omega$, there exists a sequence $j_m = j_m(\omega)$ such that $M_{j_m} \geq m^2 \mu_{j_m, j_m, \omega}$. Now, let $t_m = t_m(\omega) := \frac{1}{m} M_{j_m}$ and $u_m = u_m(\omega) := \nu_{j_m-1}$. Since $X_t - X_i = o(\log^2 t)$ and $\max_{1 \leq i \leq t} \nu_i - \nu_{i-1} = o(\log^2 t)$, it is enough to show that 

$$\lim_{m \to \infty} P_\omega \left( X_{t_m}^* \in [\nu_{j_m-1}, \nu_{j_m}] \right) = 1.$$

However, 

$$P_\omega \left( X_{t_m}^* < \nu_{j_m-1} \right) = P_\omega \left( T_{\nu_{j_m-1}} > t_m \right) \leq P_\omega \left( T_{\nu_{j_m-1}} \neq \overline{T}_{\nu_{j_m-1}} \right) + P_\omega \left( \overline{T}_{\nu_{j_m-1}} > t_m \right).$$

The first term on the right tends to zero, and, by Chebychev’s inequality and the definition of $t_m$, the second term is bounded above by 

$$\frac{1}{t_m} \mu_{j_m, j_m, \omega} = \frac{m \mu_{j_m, j_m, \omega}}{M_{j_m}} \leq \frac{1}{m}.$$
On the other hand
\[ P(\omega(X_t < \nu_j) = P(\omega(T_{\nu_j} > t) \geq P_{\nu_j}^{\nu_j-1}(T_{\nu_j} > \frac{1}{m}M_{\nu_j}) \geq P_{\nu_j}^{\nu_j-1}(T_{\nu_j-1} < T_{\nu_j}) \psi^{M_{\nu_j}}, \]

where \( T^+ := \min\{n > 0 : X_n = x\} \) is the first return time to \( x \). Then, (2.4) can be used to show that this last term is larger than \((1 - 1/M_{\nu_j})^{\psi^{M_{\nu_j}}} \) which tends to 1 as \( m \to \infty \).

\textbf{Sketch of proof of Theorem 2.3.3:}

Theorem 2.3.3 represents the opposite extreme of Theorem 2.3.2. Therefore, in contrast to the proof of Theorem 2.3.2, the key to proving Theorem 2.3.3 is to find sections of the environment where none of crossing times of a block is much larger than all the others.

To this end, let
\[
S_{\delta,n,a} := \bigcup_{I \subset [1,\delta n]} \left( \bigcap_{i \in I} \{ \mu_{i,n,\omega}^2 \in [n^{2/\delta}, 2n^{2/\delta}] \} \right) \bigcap_{j \in [1,\delta n] \setminus I} \{ \mu_{j,n,\omega}^2 < n^{2/\delta} \},
\]
and
\[
U_{\delta,n,c} := \left\{ \sum_{i=\delta n+1}^{cn} \mu_{i,n,\omega} \leq 2n^{1/\delta} \right\}. \tag{2.24}
\]

On the event \( S_{\delta,n,a} \), \( 2a \) of the first \( \delta n \) blocks have roughly the same size crossing times and the rest are all smaller. On the event \( S_{\delta,n,a} \cap U_{\delta,n,c} \), we have additionally that the total expected crossing time from \( \nu_{\delta n} \) to \( \nu_{cn} \) is smaller than the large expected crossing times in the first \( \delta n \) blocks. By Theorem 2.3.6, \( U_{\delta,n,c} \) is a typical event in the sense that \( Q(U_{\delta,n,c}) \) tends to a non-zero constant as \( n \to \infty \).

If the \( \mu_{i,n,\omega} \) were independent, an easy lower bound for \( Q(S_{\delta,n,a}) \) would be
\[
(\delta n)^{2a} Q \left( \mu_{1,n,\omega}^2 \in [n^{2/\delta}, 2n^{2/\delta}] \right)^{2a} Q \left( E_\omega T_{\nu_{\delta n}} \leq n^{1/\delta} \right).
\]

(In Chapter 4, we account for the dependence of the \( \mu_{i,n,\omega} \) to get a slightly different lower bound. However, the difference between the true lower bound and the lower bound given above is negligible for the purposes of our argument here.) Now \( Q(E_\omega T_{\nu_{\delta n}} \leq n^{1/\delta}) \) has a non-zero limit as \( n \to \infty \) by Theorem 2.3.6 and for \( \delta \) small and \( a \) and \( n \) large, we have that \( (\delta n)^{2a} Q \left( \mu_{1,n,\omega}^2 \in [n^{2/\delta}, 2n^{2/\delta}] \right)^{2a} \) is approximately
\[
(\delta n)^{2a} (K_\infty n^{-1})^{2a} \approx (\delta K_\infty)^{2a} (2a)! \binom{2a}{2a}.
\]

This lower bound is good enough to ensure that events like \( S_{\delta,n,a} \cap U_{\delta,n,c} \) happen infinitely often along a sparse enough subsequence. The definitions of \( S_{\delta,n,a} \) and \( U_{\delta,n,c} \) imply that, along this subsequence, there are many large blocks whose expected crossing times are approximately the
same, and all the other blocks have smaller expected crossing times. We then apply the Lindbergh-Feller condition for triangular arrays to show that the limiting distribution of hitting times along this subsequence is Gaussian. In particular, let \( n_k := 2^k \) and \( d_k := n_k - n_{k-1} \). Then, for \( P \)-almost every environment \( \omega \), there exists a random sequence \( n_{k_m} = n_{k_m}(\omega) \) and \( \alpha_m < \beta_m < \gamma_m \) with \( \alpha_m = n_{k_m-1} \), \( \beta_m = o(n_{k_m}) \) and \( \lim_{m \to \infty} \gamma_m/n_{k_m} = \infty \), such that for any \( x \in [\nu_{\beta_m}, \nu_{\gamma_m}] \),

\[
\lim_{m \to \infty} P_\omega \left( \frac{T_{x_{n_{k_m}}} - E_\omega T_{x_{n_{k_m}}}}{\sqrt{\nu_{\gamma_m}}} \leq y \right) = \Phi(y), \quad \text{where } \nu_{m, \omega} := \sum_{i=\alpha_m+1}^{\beta_m} \nu_{i, \omega} \cdot
\]

Moreover, the subsequence is chosen so that \( \lim_{m \to \infty} \nu_{m, \omega}/d_{k_m}^{2/s} = \infty \) and \( \lim_{m \to \infty} E_\omega^{\nu_{m, \omega}} T_{\nu_{m, \omega}} / d_{k_m}^{2/s} \leq 2 \). Finally, letting \( t_m = t_m(\omega) := E_\omega T_{n_{k_m}} \), we have for any \( x > 0 \),

\[
P_\omega \left( \frac{X_{n_{k_m}}}{n_{k_m}} < x \right) = P_\omega \left( T_{x_{n_{k_m}}} > t_m \right) = P_\omega \left( \frac{T_{x_{n_{k_m}}} - E_\omega T_{x_{n_{k_m}}}}{\sqrt{\nu_{m, \omega}}} > \frac{E_\omega T_{n_{k_m}} - E_\omega T_{x_{n_{k_m}}}}{\sqrt{\nu_{m, \omega}}} \right). \]

Then, since for all \( m \) large enough \( \nu_{\beta_m} < n_{k_m} < \nu_{\gamma_m} \),

\[
\frac{T_{x_{n_{k_m}}} - E_\omega T_{x_{n_{k_m}}}}{\sqrt{\nu_{m, \omega}}} \overset{d_\omega}{\to} Z \sim N(0, 1) \quad \text{and} \quad \frac{E_\omega T_{n_{k_m}} - E_\omega T_{x_{n_{k_m}}}}{\sqrt{\nu_{m, \omega}}} \leq \frac{E_\omega^{\nu_{m, \omega}} T_{\nu_{m, \omega}}}{\sqrt{\nu_{m, \omega}}} \overset{m \to \infty}{\to} 0.
\]

Therefore, \( \lim_{m \to \infty} P_\omega \left( \frac{X_{n_{k_m}}}{n_{k_m}} < x \right) = \frac{1}{2} \) for any \( x > 0 \). The proof of Theorem 2.3.3 is then finished by first showing that \( \lim_{m \to \infty} \log t_{n_{k_m}} / \log n_{k_m} = \lim_{m \to \infty} \log T_{n_{k_m}} / \log n_{k_m} = \frac{1}{s} \), and then recalling that \( X_t^* - X_t = o(\log^2 t) \).

**Proofs of the Main Results when \( s \in (1, 2) \)**

It turns out to be much easier to transfer limiting distributions from \( T_n \) to \( X_n \) when \( s > 1 \) than it was when \( s < 1 \). This is due to the fact that, first, the walk moves with a linear speed \( n v_P \), and, second, the fluctuations of the variance are of order \( n^{1/s} = o(n) \). A key to proving Theorems 2.3.4 and 2.3.5 is the following proposition:

**Proposition 2.3.8.** Let Assumptions 2 and 8 hold, and let \( s \in (1, 2) \). Also, let \( n_k \) be a sequence of integers growing fast enough so that \( \lim_{k \to \infty} \frac{n_k}{n_{k-1}^{1+\delta}} = \infty \) for some \( \delta > 0 \), and let \( d_k := n_k - n_{k-1} \), and \( v_{k, \omega} := \sum_{i=n_k-1+1}^{n_k} \sigma^2_{i, d_k, \omega} = V ar_\omega \left( \frac{T^{(d_k)} - T_{n_{k-1}}}{\sqrt{E_\omega T_{n_{k-1}}}} \right) \).

Assume that \( F \) is a continuous distribution function for which \( P - a.s. \) there exists a subsequence \( n_{k_m} = n_{k_m}(\omega) \) such that, for \( \alpha_m := n_{k_m-1} \),

\[
\lim_{m \to \infty} P^{\nu_{\alpha_m}} \left( \frac{T^{(d_{k_m})} - E^{\nu_{\alpha_m}} T^{(d_{k_m})}}{\sqrt{\nu_{\alpha_m}}} \leq y \right) = F(y), \quad \forall y \in \mathbb{R},
\]
Thus, to prove (2.26), it is enough to show that
\[ \lim_{m \to \infty} P_\omega \left( \frac{T_{x_m} - E_\omega T_{x_m}}{\sqrt{\nu_{k_m} \omega}} \leq y \right) = F(y), \]
(2.26)
for any \( x_m \sim n_{k_m} \), and
\[ \lim_{m \to \infty} P_\omega \left( \frac{X_{1_m} - n_{k_m}}{v \sqrt{\nu_{k_m} \omega}} \leq y \right) = 1 - F(-y), \]
(2.27)
where \( t_m := \lfloor E_\omega T_{n_{k_m}} \rfloor \).

**Sketch of proof.** As mentioned previously, there is not much difference between the distributions of \( T^{(d_{k_m})}_{x_m} \) and \( T_{x_m} \). In particular, we can show that
\[ \lim_{m \to \infty} P_\omega^{\nu_{k_m}} \left( T_{x_m} \neq T^{(d_{k_m})}_{x_m} \right) = 0 \quad \text{and} \quad \lim_{m \to \infty} E_\omega^{\nu_{k_m}} \left( T_{x_m} - T^{(d_{k_m})}_{x_m} \right) = 0, \quad P - a.s. \]
Thus, to prove (2.26), it is enough to show that
\[ \lim_{m \to \infty} P_\omega \left( \left| \frac{T_{\nu_{k_m}} - E_\omega T_{\nu_{k_m}}}{\sqrt{\nu_{k_m} \omega}} \right| \geq \varepsilon \right) = 0, \quad P - a.s. \]
(2.28)
However, \( T_{\nu_{k_m}} - E_\omega T_{\nu_{k_m}} \) is roughly of the order \( \alpha_m^{1/s} \approx (E_\omega \nu_1)^{1/s} \), whereas \( \sqrt{\nu_{k_m} \omega} \) is roughly of the order \( (\log km)^{1/s} \). The conditions on the rate of growth of \( n_k \) are enough to show that (2.28) holds.

Also, note that the convergence in (2.26) must be uniform in \( y \) since \( F \) is continuous.

Since \( X_t^* - X_t = o(\log^2 t) \), it is enough to prove (2.27) for \( X_{t_m}^* \) in place of \( X_{t_m} \). For any \( y \in \mathbb{R} \), let \( x_m(y) := \lfloor n_{k_m} + y v p \sqrt{\nu_{k_m} \omega} \rfloor \). Then,
\[ P_\omega \left( \frac{X_{t_m}^* - n_{k_m}}{v \sqrt{\nu_{k_m} \omega}} < y \right) = P_\omega \left( X_{t_m}^* < x_m(y) \right) = P_\omega \left( T_{x_m(y)} > t_m \right) \]
\[ = P_\omega \left( \frac{T_{x_m(y)} - E_\omega T_{x_m(y)}}{\sqrt{\nu_{k_m} \omega}} > \frac{t_m - E_\omega T_{x_m(y)}}{\sqrt{\nu_{k_m} \omega}} \right) \]
(2.29)
Since the scaling \( \sqrt{\nu_{k_m} \omega} \) is roughly of the order \( n_{k_m}^{1/s} = o(n_{k_m}) \), we have that \( x_m(y) \sim n_{k_m} \). Therefore, recalling that the convergence in (2.26) is uniform in \( y \), it is enough to show that
\[ \lim_{m \to \infty} \frac{t_m - E_\omega T_{x_m(y)}}{\sqrt{\nu_{k_m} \omega}} = -y. \]
(2.30)
Assuming that \( y > 0 \) (a similar argument works for \( y < 0 \)), we may re-write
\[ \frac{t_m - E_\omega T_{x_m(y)}}{\sqrt{\nu_{k_m} \omega}} = \frac{-1}{\sqrt{\nu_{k_m} \omega}} \sum_{i=n_{k_m}+1}^{n_{k_m}+y v p \sqrt{\nu_{k_m} \omega}} E_\omega^{i-1} T_i. \]
Since \( s > 1 \), this should be close to \(-y v p E T_1 = -y \). In fact, it can be shown that the sequence \( n_k \) grows fast enough to ensure that (2.30) holds for any \( y \in \mathbb{R} \).
Sketch of proof of Theorem 2.3.4:
As in the proof of Theorem 2.3.3, the key is to first find a random sequence along which the hitting times have Gaussian limiting distribution. The sequence can be chosen in such a way so that Proposition 2.3.8 can be used to give Gaussian limits for the random walk along a random subsequence. The proof of the existence of Gaussian limits for hitting times is almost identical to its analogue in the proof of Theorem 2.3.3. The main difference is that, instead of using the set \( U_{\delta,n,c} \) from (2.24), we instead use
\[
U_{\delta,n} := \left\{ \sum_{i=\lfloor \eta n \rfloor + 1}^{n} \sigma_{i,n,\omega}^2 < 2n^2/s \right\}.
\]

Sketch of proof of Theorem 2.3.5:
First, we need to show that the crossing time of a large block is approximately exponentially distributed. As mentioned above, we follow an idea from [ESZ08] in computing the quenched Laplace transform of \( \bar{T}_\nu^{(n)} \). The strategy is to decompose \( \bar{T}_\nu^{(n)} \) into a series of excursions away from 0. An excursion is considered a “failure” if the random walk returns to zero before hitting \( \nu \) (i.e., if \( T_\nu > T_0^+ := \min\{k > 0 : X_k = 0\} \)) and a “success” if the random walk reaches \( \nu \) before returning to zero. Let \( p_\omega := P_\omega(T_\nu < T_0^+) \), and let \( N \) be a geometric random variable with parameter \( p_\omega \) (i.e., \( P(N = k) = p_\omega(1 - p_\omega)^k \) for \( k \in \mathbb{N} \)). Also, let \( \{F_i\}_{i=1}^{\infty} \) be an i.i.d. sequence (also independent of \( N \)), with \( F_1 \) having the same distribution as \( \bar{T}_\nu^{(n)} \) conditioned on \( \{\bar{T}_\nu^{(n)} > T_0^+\} \), and let \( S \) be a random variable with the same distribution as \( T_\nu \) conditioned on \( \{\bar{T}_\nu^{(n)} < T_0^+\} \) and independent of everything else. Thus,
\[
\bar{T}_\nu^{(n)} \overset{law}{=} S + \sum_{i=1}^{N} F_i \quad \text{(quenched).}
\] (2.31)
Consequently,
\[
E_\omega e^{-\lambda \bar{T}_\nu^{(n)}} = E_\omega e^{-\lambda S} E_\omega \left[ (E_\omega e^{-\lambda F_1})^N \right] = E_\omega e^{-\lambda S} \frac{p_\omega}{1 - (1 - p_\omega)(E_\omega e^{-\lambda F_1})} = E_\omega e^{-\lambda S} \frac{1}{1 + E_\omega N(1 - E_\omega e^{-\lambda F_1})}, \quad \forall \lambda \geq 0,
\]
where, in the last equality, we used \( E_\omega N = \frac{1 - p_\omega}{p_\omega} \). Therefore, since \( 1 - x \leq e^{-x} \leq 1 \wedge (1 - x + x^2/2) \) for any \( x \geq 0 \),
\[
\frac{1 - \lambda E_\omega S}{1 + \lambda(E_\omega N)(E_\omega F_1)} \leq E_\omega e^{-\lambda \bar{T}_\nu^{(n)}} \leq \frac{1}{1 + \lambda(E_\omega N)(E_\omega F_1) + \frac{\lambda^2}{2}(E_\omega N)(E_\omega F_1^2)}.
\]
Then, replacing \( \lambda \) by \( \frac{\lambda}{\mu_{1,n,\omega}} \) and noting that \( \mu_{1,n,\omega} = (E_\omega N)(E_\omega F_1) + E_\omega S \),

\[
1 - \frac{E_\omega S}{\mu_{1,n,\omega}} \leq E_\omega e^{-\lambda \frac{\tau^{(n)}_{1,n,\omega}}{\mu_{1,n,\omega}}} \leq \frac{1}{1 + \lambda \left( 1 - \frac{E_\omega S}{\mu_{1,n,\omega}} \right)} + \frac{\lambda^2}{2} (E_\omega N)(E_\omega F_1^2).
\]

Now, the failures and excursions \( F_1 \) and \( S \) can be represented as random walks in certain modified environments, and therefore we can use the formulas (2.7) and (2.9) (which hold for any environment) to get bounds on \( E_\omega S \) and \( E_\omega F_1^2 \) when \( M_1 \) is large. Thus, we can show that, with probability close to one, \( E_\omega e^{-\lambda \bar{T}_n(\omega)} \) is approximately \( \frac{1}{1 + \lambda} \) when \( M_1 \) is large. In particular, letting \( \phi_{i,n}(\lambda) := E_\omega e^{-\lambda \bar{T}_i(\omega)} \) be the scaled, quenched Laplace transforms, we are able to show:

**Lemma 2.3.9.** Assume \( \varepsilon < \frac{1}{8} \), and let \( \varepsilon' := \frac{1 - 8\varepsilon}{8} > 0 \). Then,

\[
Q \left( \exists \lambda \geq 0 : \phi_{1,n}(\lambda) \notin \left[ 1 - \frac{\lambda n^{-\varepsilon/s}}{1 + \lambda} - \frac{1}{1 + \lambda - \left( \lambda + \frac{3\lambda^2}{2} s \right) n^{-\varepsilon/s}}, M_1 > n^{1-\varepsilon/s} \right] \right) = o \left( n^{-1-\varepsilon'} \right).
\]

**Corollary 2.3.10.** Assume \( \varepsilon < \frac{1}{8} \), and let \( n_k := 2^{2k} \). Then, \( P - a.s. \), for any sequence \( i_k = i_k(\omega) \) such that \( i_k \in (n_{k-1}, n_k] \) and \( M_i > d_k^{(1-\varepsilon)/s} \), we have

\[
\lim_{k \to \infty} \phi_{i_k,d_k}(\lambda) = \frac{1}{1 + \lambda}, \quad \forall \lambda \geq 0,
\]

and thus

\[
\lim_{k \to \infty} P^{i_k}_{\nu_k} \left( T^{(d_k)}_{\nu_k} > x \mu_{i_k,d_k,\omega} \right) = \Psi(x), \quad \forall x \in \mathbb{R}.
\]

Assuming Corollary 2.3.10, we can then complete the proof of Theorem 2.3.5. In a manner similar to the proof of Theorem 2.3.2, we find random subsequences \( n_{k_m} = n_{k_m}(\omega) \) and \( i_m = i_m(\omega) \in (n_{k_m-1}, n_{k_m}] \), such that the time to cross the first \( n_{k_m} \) blocks is dominated by \( \bar{T}_{\nu_{k_m}} - \bar{T}_{\nu_{k_m-1}} \), which by Corollary 2.3.10 is approximately exponentially distributed. The proof of Theorem 2.3.5 is then completed by an application of Proposition 2.3.8.
Chapter 3

Quenched Functional CLT

In this chapter, we provide a full proof of the quenched functional central limit theorem (CLT) stated in Chapter 2. To keep the chapter self-contained, we repeat the assumptions that were stated in Subsection 2.3.1.

**Assumption 7.** The environment is uniformly elliptic. That is, \( \exists \kappa > 0 \) such that \( \omega \in [\kappa, 1 - \kappa]^\mathbb{Z}, \) \( P \)-a.s.

**Assumption 8.** \( E_P(\bar{S}(\omega)) < \infty. \) Thus, the random walk is transient to the right with positive speed \( v_P := \lim_{n \to \infty} \frac{X_n}{n} = \frac{1}{E_P(\bar{S}(\omega))} > 0. \)

**Assumption 9.** \( P \) is \( \alpha \)-mixing, with \( \alpha(n) = e^{-n \log(n)^{1+\eta}} \) for some \( \eta > 0. \) That is, for any \( l \)-separated measurable functions \( f_1, f_2 \in \{ f : \|f\|_\infty \leq 1 \}, \)

\[
E_P(f_1(\omega)f_2(\omega)) \leq E_P(f_1(\omega))E_P(f_2(\omega)) + \alpha(l).
\]

As noted in [Zei04, Section 2.4], the above assumptions imply that \( \frac{1}{n} \sum_{i=0}^{n} \log \rho_i \) satisfies a large deviation principle with a good rate function \( J(x). \) (Recall that a non-negative function \( J(x) \) is a good rate function if \( J(x) \) is lower semi-continuous and \( \{ x : J(x) \leq M \} \) is compact for all \( M. \)) The final critical assumption is then

**Assumption 10.** \( J(0) > 0 \) and \( s := \min_{y > 0} \frac{1}{y} J(y) > 2, \) where \( J(x) \) is the large deviation rate function for \( \frac{1}{n} \sum_{i=0}^{n-1} \log \rho_i. \)

Recall that when \( P \) is i.i.d., the parameter \( s \) can also be defined as the smallest positive solution to \( E_P \rho_0^s = 1 \) (as in Theorem 2.2.1). Assumption 10 is the crucial assumption needed for a central
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limit theorem, since it implies that $\mathbb{E}\tau_1^\gamma < \infty$ for some $\gamma > 2$. In fact, that $\mathbb{E}\tau_1^\gamma < \infty$ for all $\gamma < s$ (see [Zei04, Lemma 2.4.16]). Since we will use this repeatedly, we fix such a $\gamma \in (2, s)$ for the remainder of the Chapter.

3.1 Quenched CLT for Hitting Times

The first step in proving a quenched functional CLT for the RWRE is to prove a quenched functional CLT for the hitting times. Recall that $D[0, \infty)$ is the space of real valued functions on $[0, \infty)$ which are right continuous and which have limits from the left, equipped with the Skorohod topology. For any environment $\omega$, let $Z^n_t \in D[0, \infty)$ be defined by

$$Z^n_t := \frac{1}{\sigma \sqrt{n}} \sum_{i=1}^{\lfloor nt \rfloor} (\tau_i - E_\omega \tau_i) = \frac{T_{\lfloor nt \rfloor} - E_\omega T_{\lfloor nt \rfloor}}{\sigma \sqrt{n}},$$

where $\sigma^2 = \mathbb{E}(\tau_1^2) - \mathbb{E}(\bar{S}(\omega)^2)$.

**Theorem 3.1.1.** The hitting times $T_n$ satisfy a quenched functional CLT. That is, for $P - a.e.$ environment $\omega$, the random variables $Z^n_t \in D[0, \infty)$ converge in quenched distribution as $n \to \infty$ to a standard Brownian motion.

**Proof.** Alili proves a quenched CLT for the hitting times $T_n$ in [Ali99, Theorem 5.1]. The proof here is a minor modification of Alili’s proof that implies a functional CLT. First, note that by the remarks after Assumption 10, $\sigma^2 < \infty$. Then, a version of the Lindberg-Feller condition for triangular arrays of random functions [Bil99, Theorem 18.2] implies that it is enough to show the following:

$$\lim_{n \to \infty} \sup_{0 \leq t \leq T} \left( \frac{1}{n} \sum_{k=1}^{\lfloor nt \rfloor} E_\omega ((\tau_k - E_\omega \tau_k)^2 - \sigma^2 t) \right) = 0, \quad \forall T < \infty, \quad P - a.s., \quad (3.1)$$

and

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{\lfloor nT \rfloor} E_\omega ((\tau_k - E_\omega \tau_k)^2 1_{|\tau_k - E_\omega \tau_k| > \epsilon \sqrt{nt}}) = 0, \quad \forall T < \infty, \quad P - a.s. \quad (3.2)$$

The proof of (3.2) can be found in the proof of Theorem 5.1 in [Ali99] and depends on the ergodic theorem and the fact that $E_P [E_\omega (\tau_1 - E_\omega \tau_1)^2] = \sigma^2 < \infty$. To prove (3.1) we re-write

$$E_\omega ((\tau_k - E_\omega \tau_k)^2) = E_\omega \tau_k^2 - (E_\omega \tau_k)^2 = E_{\theta_k - 1, \omega} \tau_k^2 - (E_{\theta_k - 1, \omega} \tau_k)^2.$$ 

Then, since $P$ is an ergodic distribution on environments, we have that for any $t$,

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{\lfloor nt \rfloor} (E_{\theta_k - 1, \omega} \tau_k^2 - (E_{\theta_k - 1, \omega} \tau_k)^2) = E_P (E_\omega \tau_1^2 - (E_\omega \tau_1)^2) t = \sigma^2 t, \quad P - a.s.$$
Thus, $\frac{1}{n} \sum_{k=1}^{\lfloor nt \rfloor} E_\omega (\tau_k - E_\omega \tau_k)^2$ converges pointwise to $\sigma^2 t$. However, since both functions are monotone in $t$ and the limit function is continuous, convergence is therefore uniform on compact intervals. Thus, we have finished the proof of (3.1) and, therefore, the proof of the theorem.

3.2 A Random Time Change

In this section we will use a random time change argument to convert the quenched CLT for the hitting times into one for the position of the RWRE. We begin with a few definitions, with $\sigma$ defined as in Theorem 3.1.1:

$$X^*_t := \max \{ X_n : n \leq t \} = \max \left\{ l : \sum_{i=1}^{l} \tau_i \leq t \right\}$$

$$Y^n_t := \frac{1}{\sigma \sqrt{n}} \sum_{i=1}^{X^*_n} (\tau_i - E_\omega \tau_i)$$

$$R^n_t := \frac{1}{\sigma \sqrt{n}} \left( nt - \sum_{i=1}^{X^*_n} E_\omega \tau_i \right)$$

The following lemma shows that we do not lose much by working with $X^*_n$ instead of $X_n$:

**Lemma 3.2.1.** For all $\delta > 0$, $\mathbb{P} (\sup_{0 \leq t \leq 1} X^*_n - X_{\lfloor nt \rfloor} \geq \delta \log^2 (n) \ i.o.) = 0$.

**Proof.** First, note that the formulas for hitting times (2.4) imply that

$$P_\omega (T_{-M} < \infty) = \frac{\Pi_{-M,1} R_0}{R_{-M}} = \frac{\Pi_{-M+1,0}(1 + R_1)}{1 + R_{-M+1}} \leq \Pi_{-M+1,0}(1 + R_1) = \sum_{j=0}^{\infty} \Pi_{-M+1,j}.$$  

Therefore, by the shift invariance of $P$,

$$\mathbb{P}(T_{-M} < \infty) \leq \sum_{k=M-1}^{\infty} E_P(\Pi_{0,k}). \quad (3.3)$$

Now, since $\rho_k$ is bounded (by Assumption 7), and since $J$ is a good rate function we may apply Varadhan’s Lemma [DZ98, Lemma 4.3.6] to get that

$$\lim_{k \to \infty} \frac{1}{k} \log E_P(\Pi_{0,k-1}) = \lim_{k \to \infty} \frac{1}{k} \log E_P e^{k(\frac{1}{2} \sum_{i=0}^{k-1} \log \rho_i)} = \sup_x (x - J(x)) < 0,$$

where the last inequality is due to Assumption 10 and the fact that $J(x)$ is non-negative and lower semi-continuous. Thus, there exists an $n_0$ such that $E_P(\Pi_{0,k-1}) \leq e^{\frac{1}{2} \sup_x (x - J(x))}$, for all $n \geq n_0$. Then, (3.3) implies that there exists a constant $\delta_1 > 0$ such that $\mathbb{P}(T_{-M} < \infty) < e^{-\delta_1 M}$ for all $M$.
large enough. Therefore, for all $n$ large enough,

$$P \left( \sup_{0 \leq t \leq 1} X_{nt} - X_{\lfloor nt \rfloor} \geq \delta \log^2(n) \right) \leq \sum_{k=0}^{n-1} P(\phi_k \leq x - \delta \log^2(n), \text{ for some } k \leq n)$$

$$\leq n P(T - [\delta \log^2(n)] < \infty)$$

$$\leq ne^{-\delta \log^2(n)}.$$

This last term is summable, and thus the lemma holds by the Borel-Cantelli Lemma. □

An immediate consequence of this last lemma is that $\lim_{n \to \infty} \frac{X^*_n}{n} = \lim_{n \to \infty} \frac{X_n}{n} = v_0$, $P$-a.s.

Letting $\phi^n(t) := \frac{X^*_n}{n}$ and $\phi(t) := t \cdot v_0$ for $t \geq 0$, this implies that $\phi^n(t)$ converges to $\phi(t)$ pointwise. However, since each $\phi^n$ is monotone in $t$ and $\phi$ is monotone and continuous, the convergence is uniform on compact subsets.

**Lemma 3.2.2.** For $P$-a.e. environment $\omega$, the random variables $R^n \in D[0, \infty)$ converge in quenched distribution as $n \to \infty$ to $W_{v_0}$, where $W$ is a standard Brownian motion.

**Proof.** For any $T \in (0, \infty)$, let $D[0,T]$ be the space of all real valued functions on $[0,T]$ which are right continuous and which have limits from the left, equipped with the Skorohod topology. Then, it is enough to show that $R^n \in D[0,T]$ converges in quenched distribution to $W_{v_0}$ in the space $D[0,T]$ for all $T < \infty$.

For the remainder of the chapter, we will use $\eta_n \xrightarrow{\mathcal{D}} \eta$ to mean that $\eta_n$ converges in quenched distribution to $\eta$ as $n \to \infty$. Note that the remarks preceding the theorem imply that $\phi^n \xrightarrow{\mathcal{D}} \phi$ in $D[0,T]$ for any $T < \infty$. Also, recall that Theorem 3.1.1 implies that $Z^n \xrightarrow{\mathcal{D}} W$. Also, note that $Y^n = Z^n \circ \phi^n$ by definition. Therefore, by [Bil99, lemma on p. 151], $Y^n \in D[0,T]$ converges in distribution to $W \circ \phi$. (This is just a consequence of the continuous mapping theorem for Polish spaces and the fact that the mapping $(x, \psi) \mapsto x \circ \psi$ is a continuous mapping from $D[0,T] \times D_0$ to $D[0,T]$, where $D_0 \subset D[0,T]$ is the subset non-decreasing functions with values between 0 and 1.)

It follows from the definition of $X^*_{nt}$, that $\sum_{i=1}^{X^*_n} \tau_i \leq nt < \sum_{i=1}^{X^*_n+1} \tau_i$. Thus,

$$Y^n_t \leq R^n_t < Y^n_t + \frac{1}{\sigma \sqrt{n}} \tau_{X^*_n+1}.$$

For any $\varepsilon > 0$, Chebychev’s inequality implies that

$$P(\tau_k \geq \varepsilon \sqrt{k}) \leq \varepsilon^{-\gamma} \mathbb{E} \tau^\gamma_k k^{-\gamma/2}.$$  

Since $\gamma/2 > 1$, the Borel-Cantelli Lemma implies that $\lim_{k \to \infty} \frac{\tau_k}{\sqrt{k}} = 0$, $P$ - a.s. This can be used to show that $\max_{i \leq n} \frac{\tau_i}{\sqrt{n}}$ converges almost surely to 0, and thus $\frac{1}{\sigma \sqrt{n}} \tau_{X^*_n+1}$ converges uniformly to 0 for $t \in [0,1]$ as $n \to \infty$. Thus, $R^n$ is squeezed between two sequences of functions that both converge in distribution to $W_{v_0}$. □
While it may not be immediately apparent, Lemma 3.2.2 is not far from a quenched functional CLT for the random walk. To see this, note that

\[ R_i^n = \frac{-1}{\sigma} \sqrt{n} \left( nt - \sum_{k=1}^{X_{nt}} E_{\omega} \tau_k \right) = \frac{1}{\sqrt{n}} \left( X_{nt}^* - ntv_{\omega} + \sum_{k=1}^{X_{nt}} (v_{\omega} E_{\omega} \tau_k - 1) \right). \]

By Lemma 3.2.1, we may replace \( X_{nt}^* \) above by \( X_{\lfloor nt \rfloor} \) without changing the limiting distribution. Thus, to obtain a quenched functional CLT for the random walk, we only need to replace \( \sum_{k=1}^{X_{nt}} (v_{\omega} E_{\omega} \tau_k - 1) \) by something that only depends on the environment. In order to accomplish this, we first need to make a few technical estimates.

### 3.3 A Few Technical Estimates

For the following Lemmas we will need to define a few additional random variables in order to take advantage of the mixing properties of the environment. Consider a RWRE modified by never allowing it to backtrack a distance of \( \log^2(n) \) from its farthest excursion to the right. That is, after first hitting \( i \) the environment is changed so that \( \omega_{n-\lfloor \log^2 n \rfloor} = 1 \). Let \( T_i^{(n)} \) be the hitting time of \( i \) for such a walk, and then let \( \tau_i^{(n)} := T_i^{(n)} - T_{i-1}^{(n)} \). Also let \( E\tau_i^{(n)} =: \frac{1}{v_{\omega}} \). Note, the argument given in Lemma 3.2.1 shows that \( P(\tau_i^{(n)} \neq \tau_i) \leq P(T_{\lfloor \log^2(n) \rfloor} < \infty) \leq e^{-\delta_1 \log^2(n)} = n^{-\delta_1 \log(n)} \) for all \( n \) large enough. Using this and the Cauchy-Schwartz inequality, it follows that that

\[ E(\tau_i - \tau_i^{(n)}) \leq \left( E(\tau_i - \tau_i^{(n)})^2 P(\tau_i \neq \tau_i^{(n)}) \right)^{1/2} \leq \sqrt{E\tau_i^2 n^{-\delta_1 \log(n)}}. \]

Thus, there exist positive constants \( A \) and \( B \) depending only on the law of the environment \( P \), such that \( E(\tau_i - \tau_i^{(n)}) \leq An^{-B \log(n)} \) for all \( n \). These constants \( A \) and \( B \) appear in the statement of the following lemma, which provides a crucial estimate:

**Lemma 3.3.1.** For any \( x > 0 \) and any integers \( k \) and \( n \),

\[
P\left( \max_{1 \leq j \leq k} \left| \sum_{i=1}^{j} (\tau_i - \frac{1}{v_{\omega}}) \right| \geq x \right) \leq \frac{3k^2}{x} An^{-B \log n} + D_\gamma K_1^1 + \gamma \frac{k}{K_n} \left( \frac{E\tau_i^\gamma}{n^\gamma} + n\alpha(K_n) \right) + 1_{(An^{-B \log(n)} \geq \frac{x}{2})},
\]

where \( K_n := \lfloor \log^2(n) \rfloor \), \( A \) and \( B \) are positive constants depending only on the distribution \( P \), and \( D_\gamma \) is a positive constant depending only on \( P \) and \( \gamma \).
Proof. First, note that the probability in the statement of the lemma is less than
\[
P \left( \max_{1 \leq j \leq k} \left\{ \frac{j}{3} \right\} \left( \sum_{i=1}^{j} (\tau_i - \tau_i^{(n)}) \right) \geq \frac{x}{3} \right) + P \left( \max_{1 \leq j \leq k} \left\{ \frac{j}{3} \right\} \left( \sum_{i=1}^{j} (\tau_i^{(n)} - \frac{1}{v_i^{(n)}}) \right) \geq \frac{x}{3} \right)
\]
(3.4)

By Chebychev’s inequality, the first probability in (3.4) is less than
\[
k P \left( \tau_1 - \tau_1^{(n)} \geq \frac{x}{3k} \right) \leq \frac{3k^2}{x^2} E|\tau_1 - \tau_1^{(n)}| \leq \frac{3k^2}{x} A n^{-B \log(n)}.
\]
The third probability in (3.4) is either 0 or 1, since it involves no random variables. Also, \( \tau_i^{(n)} \leq \tau_i \) for any \( n \), and so \( \frac{1}{v_i} \leq \frac{1}{v_i^{(n)}} \). Thus, the maximum in the third term is obtained when \( j = k \). Since,
\[
\sum_{i=1}^{k} \left( \frac{1}{v_i} - \frac{1}{v_i^{(n)}} \right) \geq \frac{x}{3} \Rightarrow E \left( \sum_{i=1}^{k} \tau_i - \tau_i^{(n)} \right) \geq \frac{x}{3} \Rightarrow k E(\tau_1 - \tau_1^{(n)}) \geq \frac{x}{3} \Rightarrow A n^{-B \log(n)} \geq \frac{x}{3k}.
\]
it follows that \( P \left( \sum_{i=1}^{k} \left( \frac{1}{v_i} - \frac{1}{v_i^{(n)}} \right) \geq \frac{x}{3} \right) \leq 1_{\{A n^{-B \log(n)} \geq \frac{x}{3}\}} \).

To get an upper bound on the second probability in (3.4), we will break the sum inside the probability into “blocks” of exponentially mixing random variables. Let \( K_n := \lfloor \log^2(n) \rfloor \). Now, \( \tau_i^{(n)} \) and \( \tau_j^{(n)} \) are \( K_n \)-separated if \( |i - j| > 2 \log^2(n) \). We will break the set of integers into \( 2K_n = 2 \lfloor \log^2(n) \rfloor \) blocks: \( B_0 = \{ \ldots, 0, 2K_n, 4K_n, \ldots \}, B_1 = \{ \ldots, 1, 1+2K_n, 1+4K_n, \ldots \}, B_2 = \{ \ldots, 2, 2+2K_n, 2+4K_n, \ldots \}, \) and so on. Then,
\[
P \left( \max_{1 \leq j \leq k} \left\{ \frac{j}{3} \right\} \left( \sum_{i=1}^{j} (\tau_i^{(n)} - \frac{1}{v_i^{(n)}}) \right) \geq \frac{x}{3} \right) \leq P \left( \max_{1 \leq j \leq k} \left\{ \frac{j}{3} \right\} \left( \sum_{i=B_1 \cap [1,j]} (\tau_i^{(n)} - \frac{1}{v_i^{(n)}}) \right) \geq \frac{x}{3} \right)
\]
(3.5)

Now, let \( \bar{\tau}_i \) be i.i.d. random variables that are independent of \( \tau_i^{(n)} \), but with the same distribution. Then, the mixing properties of Assumption 9 allow us to substitute \( \bar{\tau}_i^{(n)} \) for \( \tau_i^{(n)} \) with a small probabilistic cost. In particular:
\[
P \left( \max_{1 \leq j \leq k} \left\{ \frac{j}{3} \right\} \left( \sum_{i=B_1 \cap [1,j]} (\tau_i^{(n)} - \frac{1}{v_i^{(n)}}) \right) \geq \frac{x}{3} \right) \leq \left[ \frac{k}{2K_n} \left( \frac{E\tau_1^{(n)}}{n^\gamma} + n\alpha(K_n) \right) \right] + P \left( \max_{1 \leq j \leq k} \left\{ \frac{j}{3} \right\} \left( \bar{\tau}_i^{(n)} - \frac{1}{v_i^{(n)}} \right) \geq \frac{x}{3} \right).
\]
(3.6)
To see this, we first substitute in $\tilde{\tau}_1^{(n)}$ for $\tau_1^{(n)}$. For ease of notation, let $\xi_i := \tau_i^{(n)} - \frac{1}{v_p}$ and $\bar{\xi}_i := \tilde{\tau}_1^{(n)} - \frac{1}{v_p}$. Then,

$$
\mathbb{P}
\left(
\max_{1 \leq j \leq k} \left| \sum_{i \in B_1 \cap [1,j]} \xi_i \right| \geq x \right) = \mathbb{E}_P \left( \max_{1 \leq j \leq k} \left| \sum_{i \in B_1 \cap [1,j]} \xi_i \right| \geq x \right)
$$

$$
= \mathbb{E}_P \left( \max_{1 \leq j \leq k} \left| \sum_{i \in B_1 \cap [1,j]} \xi_i \right| \geq x \right)
$$

$$
\leq \sum_{m \leq n} \mathbb{P}(\tilde{\tau}_1^{(n)} = m) \mathbb{P}\left( \max_{1 \leq j \leq k} \left| \sum_{i \in B_1 \cap [2K_n+1,j]} \xi_i \right| \geq x \right) + \mathbb{P}(\tau_1^{(n)} > n)
$$

$$
\leq \sum_{m \leq n} \mathbb{P}(\tilde{\tau}_1^{(n)} = m) \mathbb{P}\left( \max_{1 \leq j \leq k} \left| \sum_{i \in B_1 \cap [2K_n+1,j]} \xi_i \right| \geq x \right) + n\alpha(K_n) + \mathbb{P}(\tau_1^{(n)} > n)
$$

$$
\leq \mathbb{P}\left( \max_{1 \leq j \leq k} \left| \sum_{i \in B_1 \cap [2K_n+1,j]} \xi_i \right| \geq x \right) + n\alpha(K_n) + \frac{\mathbb{E}\tau_1^{(n)}}{n^\gamma}.
$$

Iterating this argument proves (3.6). Then, (3.6) and (3.5) imply

$$
\mathbb{P}\left( \max_{1 \leq j \leq k} \left| \sum_{i=1}^{j} (\tau_i^{(n)} - \frac{1}{v_p^{(n)}}) \right| \geq \frac{x}{3} \right)
$$

$$
\leq (k + 2K_n) \left( \frac{\mathbb{E}\tau_1^{(n)}}{n^\gamma} + n\alpha(K_n) \right) + 2K_n \mathbb{P}\left( \max_{1 \leq j \leq k} \left| \sum_{i \in B_1 \cap [1,j]} (\tilde{\tau}_1^{(n)} - \frac{1}{v_p^{(n)}}) \right| \geq \frac{x}{6K_n} \right)
$$

$$
\leq (k + 2K_n) \left( \frac{\mathbb{E}\tau_1^{(n)}}{n^\gamma} + n\alpha(K_n) \right) + \frac{2 \cdot 6^\gamma K_n^{1+\gamma}}{x^\gamma} \mathbb{E}\left| \sum_{i \in B_1 \cap [1,k]} (\tilde{\tau}_i^{(n)} - \frac{1}{v_p^{(n)}}) \right|^{\gamma}.
$$

The second inequality above follows from the Kolmogorov inequality for martingales, since the random variables $(\tilde{\tau}_i^{(n)} - \frac{1}{v_p^{(n)}})$ are i.i.d. and have zero mean.

The Zygmund-Marcinkiewicz inequality [CT78, Theorem 2] says that for any $p \geq 1$, there exists a universal constant $C_p$ such that $E|\sum_{i=1}^{k} \xi_i|^p < C_p |E| \sum_{i=1}^{k} \xi_i^2 |^{p/2}$, for any independent, zero-mean random variables $\xi_i$. If, in addition, $p \geq 2$, then by Jensen’s inequality $|\sum_{i=1}^{k} \xi_i^2 |^{p/2} \leq k^{p/2-1} \sum_{i=1}^{k} |\xi_i|^p$, which implies $E|\sum_{i=1}^{k} \xi_i|^p \leq C_p k^{p/2-1} E \left( \sum_{i=1}^{k} |\xi_i|^p \right)$. Furthermore, if the $\xi_i$ are also identically distributed then this last term equals $C_p k^{p/2} E|\xi_1|^p$. Thus, since the random variables $(\tilde{\tau}_i^{(n)} - \frac{1}{v_p^{(n)}})$ are i.i.d., we can apply the Zygmund-Marcinkiewicz inequality to obtain

$$
\mathbb{E}\left| \sum_{i \in B_1 \cap [1,k]} (\tilde{\tau}_i^{(n)} - \frac{1}{v_p^{(n)}}) \right|^{\gamma} \leq C_\gamma \left| \frac{k}{2K_n} \right|^{\gamma/2} \mathbb{E}\left| \tilde{\tau}_1^{(n)} - \frac{1}{v_p^{(n)}} \right|^{\gamma} \leq C_\gamma \left| \frac{k}{2K_n} \right|^{\gamma/2} 2^{\gamma-1} \mathbb{E}\left( |\tau_1|^\gamma + \frac{1}{v_p^{(n)}} \right).
$$
Combining this with (3.7) gives

\[ P\left( \max_{1 \leq j \leq k} \left| \sum_{i=1}^{j} \left( \tau_i^{(n)} - \frac{1}{v_p} \right) \right| \geq \frac{x}{3} \right) \leq (k + 2K_n) \left( \frac{E\tau_1^\gamma}{n^\gamma} + n\alpha(K_n) \right) + \frac{K_n^{1+\gamma}}{x^\gamma} D_\gamma \left[ \frac{k}{2K_n} \right]^{\gamma/2} , \]

where \( D_\gamma \) is a constant depending only on \( P \) and \( \gamma \). \( \Box \)

The following lemma is the essential step in proving a quenched CLT:

**Lemma 3.3.2.** For any \( \alpha < \beta < \gamma \),

\[
\max_{j,k \in [1,n^\beta]} \left| \frac{1}{n^{\beta/2}} \sum_{i=j}^{k} \left( \tau_i^{(n)} - \frac{1}{v_p} \right) \right| \xrightarrow{n \to \infty} 0, \quad P - a.s. \tag{3.8}
\]

**Proof.** By dividing the interval \([1,n^\beta]\) into blocks of length \( n^\alpha \), we get that for any \( \delta > 0 \),

\[
P\left( \max_{j,k \in [1,n^\beta]} \left| \frac{1}{n^{\beta/2}} \sum_{i=j}^{k} \left( \tau_i^{(n)} - \frac{1}{v_p} \right) \right| \geq \delta \right) \leq [n^{\beta-\alpha}] P\left( \max_{1 \leq k < n} \left| \frac{1}{n^{\beta/2}} \sum_{i=1}^{k} \left( \tau_i - \frac{1}{v_p} \right) \right| \geq \frac{\delta}{3} \right).
\]

Now, choose an integer \( m \) large enough so that \( \min\{(\gamma - \beta), (\frac{\gamma}{2} - 1)(\beta - \alpha)\} > \frac{1}{m} \). Then, letting \( N^m \) take the place of \( n \) above and applying Lemma 3.3.1 (with \( k = N^m \), \( x = \frac{4}{3} N^{m\beta/2} \) and \( n = N^m \)),

\[
P\left( \max_{j,k \in [1,N^m\beta]} \left| \frac{1}{N^{m\beta/2}} \sum_{i=j}^{k} \left( \tau_i - \frac{1}{v_p} \right) \right| \geq \delta \right) \leq [N^{m(\beta-\alpha)}] P\left( \max_{1 \leq k < N^m} \left| \frac{1}{N^{\beta/2}} \sum_{i=1}^{k} \left( \tau_i - \frac{1}{v_p} \right) \right| \geq \frac{\delta}{3} N^{m\beta/2} \right)
\]

\[= [N^{m(\beta-\alpha)}] \left( O \left( N^{m(\gamma(\alpha-\beta)/2)\log(N)} \right) + O \left( N^{m(\alpha-\gamma)} \right) \right) \]

\[= O \left( N^{m \left( \frac{\gamma}{2} - 1 \right)(\alpha-\beta)\log(N)} \right) + O \left( N^{m(\beta-\gamma)} \right) .
\]

Our choice of \( m \) makes both of the exponents of \( N \) in the last line less than \(-1\) so that the last line is summable. Thus, the Borel-Cantelli Lemma implies that

\[
\max_{j,k \in [1,N^m\beta]} \left| \frac{1}{N^{m\beta/2}} \sum_{i=j}^{k} \left( \tau_i - \frac{1}{v_p} \right) \right| \xrightarrow{N \to \infty} 0, \quad P - a.s. \tag{3.8}
\]

This essentially says that the limit in the statement of the lemma converges to 0 along the subsequence \( n^m \). It turns out this subsequence is dense enough to get convergence of the original sequence.
We re-write the original sequence to be able to apply (3.8):

\[
\max_{j,k \in [1,n^n]; |k-j| < n^n} \left| \frac{1}{n^{\beta/2}} \sum_{i=j}^{k} (\tau_i - \frac{1}{v_P}) \right|
\]

\[
\leq \max_{j,k \in [1,\lceil n^{1/m} \rceil \beta]; |k-j| < \lceil n^{1/m} \rceil} \left| \frac{1}{n^{\beta/2}} \sum_{i=j}^{k} (\tau_i - \frac{1}{v_P}) \right|
\]

\[
= \frac{[n^{1/m}]^\beta/2}{n^{\beta/2}} \max_{j,k \in [1,\lceil n^{1/m} \rceil \beta]; |k-j| < \lceil n^{1/m} \rceil} \left| \frac{1}{[n^{1/m}]^\beta/2} \sum_{i=j}^{k} (\tau_i - \frac{1}{v_P}) \right|.
\]

Since \([n^{1/m}]^\beta/2 \sim n^{\beta/2}\), we may apply (3.8), with \(N = \lceil n^{1/m} \rceil\), to finish the proof of the lemma.

\[\square\]

**Corollary 3.3.3.** For any \(\beta > 1\) and any \(\delta > 0\),

\[\lim_{n \to \infty} P_\omega \left( \sup_{0 \leq t \leq 1} |X_{nt}^* - ntv_P| \geq \delta n^{\beta/2} \right) = 0, \quad P \text{ - a.s.} \]

**Proof.** We may assume without loss of generality that \(\beta < 2\). It follows that

\[P_\omega \left( \sup_{0 \leq t \leq 1} |X_{nt}^* - ntv_P| \geq \delta n^{\beta/2} \right)
\]

\[\leq P_\omega \left( \exists t \in [0,1] : X_{nt}^* > ntv_P + \delta n^{\beta/2} \right) + P_\omega \left( \exists t \in [0,1] : X_{nt}^* < ntv_P - \delta n^{\beta/2} \right)
\]

\[\leq P_\omega \left( \exists t \in [0,1] : \sum_{i=1}^{\lceil ntv_P + \delta n^{\beta/2} \rceil} \tau_i \leq nt \right) + P_\omega \left( \exists t \in [0,1] : \sum_{i=1}^{\lceil ntv_P - \delta n^{\beta/2} \rceil} \tau_i > nt \right)
\]

\[\leq P_\omega \left( \inf_{0 \leq t \leq 1} \sum_{i=1}^{\lceil ntv_P + \delta n^{\beta/2} \rceil} (\tau_i - \frac{1}{v_P}) < \frac{-\delta n^{\beta/2}}{v_P} \right)
\]

\[+ P_\omega \left( \sup_{0 \leq t \leq 1} \sum_{i=1}^{\lceil ntv_P - \delta n^{\beta/2} \rceil} (\tau_i - \frac{1}{v_P}) > \frac{\delta n^{\beta/2} - 1}{v_P} \right)
\]

\[\leq 2P_\omega \left( \max_{1 \leq k \leq n^n} \left| \frac{1}{n^{\beta/2}} \sum_{i=1}^{k} (\tau_i - \frac{1}{v_P}) \right| \geq \delta \right),
\]

for all \(n\) sufficiently large. Then, Lemma 3.3.3 implies that the last line tends to zero as \(n \to \infty\). \[\square\]

**Corollary 3.3.4.** For any \(\beta > 1\) and \(\delta > 0\),

\[\lim_{n \to \infty} P_\omega \left( \sup_{0 \leq t \leq 1} |X_{nt} - ntv_P| \geq \delta n^{\beta/2} \right) = 0, \quad P \text{ - a.s.} \]
Proof. First, note that

\[
P_\omega \left( \sup_{0 \leq t \leq 1} |X_{nt} - ntv_p| \geq \delta n^{\beta/2} \right)
\leq P_\omega \left( \sup_{0 \leq t \leq 1} |X_{nt} - X_{nt}^*| \geq \frac{\delta n^{\beta/2}}{2} \right) + P_\omega \left( \sup_{0 \leq t \leq 1} |X_{nt}^* - ntv_p| \geq \frac{\delta n^{\beta/2}}{2} \right).
\]

Then, the proof of the corollary follows from Lemma 3.2.1 and Corollary 3.3.3.

**3.4 Quenched CLT for the Random Walk**

For \( t > 0 \), let

\[ Z_{nt}(\omega) := \sum_{i=1}^{\lfloor ntv_p \rfloor} (v_pE_\omega \tau_i - 1). \]

\( Z_{nt} \) will be the random centering that appears in the quenched CLT for the random walk. The following lemma is a consequence of the technical estimates of the last section:

**Lemma 3.4.1.** For any \( \delta > 0 \) and any \( t \),

\[
\lim_{n \to \infty} P_\omega \left( \sup_{0 \leq t \leq 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{\lfloor ntv_p \rfloor} (E_\omega \tau_i - \frac{1}{v_p}) - \frac{1}{v_p} Z_{nt} \geq \delta \right) = 0, \quad P - a.s.
\]

Proof. Let \( \frac{1}{2} < \alpha < 1 \). Then,

\[
P_\omega \left( \sup_{0 \leq t \leq 1} \frac{1}{\sqrt{n}} \left| \sum_{i=1}^{\lfloor ntv_p \rfloor} (E_\omega \tau_i - \frac{1}{v_p}) - Z_{nt} \right| \geq \delta \right)
= P_\omega \left( \sup_{0 \leq t \leq 1} \frac{1}{\sqrt{n}} \left| \sum_{i=1}^{\lfloor ntv_p \rfloor} (E_\omega \tau_i - \frac{1}{v_p}) - \sum_{i=1}^{ntv_p} (E_\omega \tau_i - \frac{1}{v_p}) \right| \geq \delta \right)
\leq P_\omega \left( \sup_{0 \leq t \leq 1} \left| X_{nt}^* - ntv_p \right| \geq n^n \right) + P_\omega \left( \max_{j,k \in [1,n]: |j-k| < n^n} \left| \frac{1}{\sqrt{n}} \sum_{i=j}^{k} (E_\omega \tau_i - \frac{1}{v_p}) \right| \geq \delta \right). \tag{3.9}
\]

By Corollary 3.2.1, the first term in (3.9) tends to 0 as \( n \to \infty \), \( P - a.s \). The second term in (3.9) is bounded above by

\[
P_\omega \left( \max_{j,k \in [1,n]: |j-k| < n^n} \left| \frac{1}{\sqrt{n}} \sum_{i=j}^{k} (\tau_i - \frac{1}{v_p}) \right| \geq \delta \right)
+ P_\omega \left( \max_{j,k \in [1,n]: |j-k| < n^n} \left| \frac{1}{\sqrt{n}} \sum_{i=j}^{k} (\tau_i - E_\omega \tau_i) \right| \geq \delta \right).
\]
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Since \( \alpha < 1 \), Lemma [3.3.2] shows that, \( P - a.s. \), the first term above goes to 0 as \( n \to \infty \). Also, the quenched functional CLT for hitting times, Theorem [3.1.1], shows that, \( P - a.s. \), the second term above goes to 0 as \( n \to \infty \). Therefore, \( P - a.s. \), the second term in (3.9) tends to zero as \( n \to 0 \).

We can now prove a quenched functional CLT for the random walk.

**Theorem 3.4.2.** Assume that Assumptions [7-10] hold, and let

\[
B^n_t := \frac{X_{[nt]} - nt v_P + Z_{nt} (\omega)}{v_P^{3/2} \sigma \sqrt{n}},
\]

where \( \sigma \) is defined in Theorem [3.1.1]. Then, for \( P - a.e. \) environment \( \omega \), the random variables \( B^n \in D[0, \infty) \) converge in quenched distribution as \( n \to \infty \) to a standard Brownian motion.

**Proof.** As noted in the proof of Lemma [3.2.2], it is enough to prove convergence in quenched distribution in the space \( D[0, T] \) for all \( T < \infty \). We will handle the case when \( T = 1 \) since the proof is the same for any \( T < \infty \). For the remainder of the proof, when denoting convergence in distribution of random functions in \( D[0, 1] \), we will keep the index \( t \) for clarity. That is, we will write \( Z^n_t \xrightarrow{D} W_{v_P t} \) instead of \( Z^n \xrightarrow{D} W_{v_P} \).

Recall that Lemma [3.2.2] implies

\[
R^n_t = \frac{nt - \sum_{i=1}^{X^n_{nt}} E_{\omega} \tau_i}{\sigma \sqrt{n}} = \frac{nt - \frac{X^n_{nt}}{v_P} - \sum_{i=1}^{X^n_{nt}} (E_{\omega} \tau_i - \frac{1}{v_P})}{\sigma \sqrt{n}} \xrightarrow{D} W_{tv_P}.
\]

(3.10)

Also, Lemma [3.4.1] shows that, as elements of \( D[0, 1] \),

\[
\frac{\sum_{i=1}^{X^n_{nt}} (E_{\omega} \tau_i - \frac{1}{v_P}) - \frac{1}{v_P} Z_{nt} (\omega)}{\sqrt{n}} \xrightarrow{D} 0.
\]

(3.11)

Combining (3.10) and (3.11),

\[
\frac{nt - \frac{X^n_{nt}}{v_P} - \frac{1}{v_P} Z_{nt} (\omega)}{\sigma \sqrt{n}} \xrightarrow{D} W_{tv_P},
\]

or equivalently (since \( W_t \) is symmetric),

\[
\frac{X^n_{nt} - nt v_P + Z_{nt} (\omega)}{v_P^{3/2} \sigma \sqrt{n}} \xrightarrow{D} W_t,
\]

in the space \( D[0, 1] \). Finally, Lemma [3.2.1] implies that \( \frac{X^n_{nt} - X_{nt}}{\sqrt{n}} \xrightarrow{D} 0 \). So,

\[
\frac{X_{nt} - nt v_P + Z_{nt} (\omega)}{v_P^{3/2} \sigma \sqrt{n}} \xrightarrow{D} W_t,
\]

in the space \( D[0, 1] \).
Chapter 4

Quenched Limits: Zero Speed Regime

This chapter consists of the article Quenched Limits for Transient, Zero Speed One-Dimensional Random Walk in Random Environment, by Jonathon Peterson and Ofer Zeitouni, which was recently accepted for publication by the Annals of Probability. This article contains the full proofs of Theorems 2.3.2 and 2.3.3 and the first part of Theorem 2.3.6 (sketches of these proofs were provided in Chapter 2).

In order to keep this chapter self-contained, the above mentioned article has been left relatively unchanged. Therefore, much of the introductory material in Section 4.1 has already appeared in Chapters 1 and 2. The notation used in this chapter is consistent with the notation in Chapters 1 and 2.

While the main results of this chapter are for the case when the parameter $s \in (0,1)$, many of the preliminary results are true in greater generality. Since some of these preliminary results will be referenced in Chapter 5, which concerns the case $s \in (1,2)$, if no mention is made of bounds on $s$, then it is to be understood that the statement holds for all $s > 0$. 
4.1 Introduction and Statement of Main Results

Let $\Omega = [0,1]^Z$ and let $\mathcal{F}$ be the Borel $\sigma$–algebra on $\Omega$. A random environment is an $\Omega$-valued random variable $\omega = \{\omega_i\}_{i \in \mathbb{Z}}$ with distribution $P$. We will assume that the $\omega_i$ are i.i.d. The quenched law $P^x_\omega$ for a random walk $X_n$ in the environment $\omega$ is defined by

$$P^x_\omega(X_0 = x) = 1 \quad \text{and} \quad P^x_\omega(X_{n+1} = j | X_n = i) = \begin{cases} \omega_i & \text{if } j = i + 1, \\ 1 - \omega_i & \text{if } j = i - 1. \end{cases}$$

$\mathbb{Z}^N$ is the space for the paths of the random walk $\{X_n\}_{n \in \mathbb{N}}$, and $\mathcal{G}$ denotes the $\sigma$–algebra generated by the cylinder sets. Note that for each $\omega \in \Omega$, $P_\omega$ is a probability measure on $\mathcal{G}$, and for each $G \in \mathcal{G}$, $P_\omega^x(G) : (\Omega, \mathcal{F}) \rightarrow [0,1]$ is a measurable function of $\omega$. Expectations under the law $P^x_\omega$ are denoted $E^x_\omega$. The annealed law for the random walk in random environment $X_n$ is defined by

$$P^x_{\omega}(F \times G) = \int_F P^x_{\omega}(G) P(d\omega), \quad F \in \mathcal{F}, G \in \mathcal{G}. $$

For ease of notation, we will use $P_\omega$ and $P$ in place of $P^0_\omega$ and $P^0$ respectively. We will also use $P^x$ to refer to the marginal on the space of paths, i.e., $P^x(G) = P^x(\Omega \times G) = E_P[P^x_\omega(G)]$ for $G \in \mathcal{G}$. Expectations under the law $P$ will be written $E^x$.

A simple criterion for recurrence and a formula for the speed of transience was given by Solomon in [Sol75]. For any integers $i \leq j$, let

$$\rho_i := \frac{1 - \omega_i}{\omega_i}, \quad \text{and} \quad \Pi_{i,j} := \prod_{k=i}^j \rho_k, \quad (4.1)$$

and for $x \in \mathbb{Z}$, define the hitting times

$$T_x := \min \{n \geq 0 : X_n = x\}.$$

Then, $X_n$ is transient to the right (resp. to the left) if $E_P(\log \rho_0) < 0$ (resp. $E_P(\log \rho_0) > 0$) and recurrent if $E_P(\log \rho_0) = 0$. (henceforth we will write $\rho$ instead of $\rho_0$ in expectations involving only $\rho_0$.) In the case where $E_P(\log \rho < 0$ (transience to the right), Solomon established the following law of large numbers

$$v_p := \lim_{n \to \infty} \frac{X_n}{n} = \lim_{n \to \infty} \frac{n}{T_n} = \frac{1}{E T_1}, \quad P - a.s.$$

For any integers $i < j$, let

$$W_{i,j} := \sum_{k=i}^j \Pi_{k,j}, \quad \text{and} \quad W_j := \sum_{k \leq j} \Pi_{k,j}. \quad (4.2)$$
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When $E_P \log \rho < 0$, it was shown in \[\text{Sol75}, \text{Zei04}, \text{remark following Lemma 2.1.12}\] that

$$E_j^{T_j+1} = 1 + 2W_j < \infty, \quad P - a.s., \quad (4.3)$$

and thus $v_P = 1/(1+2E_PW_0)$. Since $P$ is a product measure, $E_PW_0 = \sum_{k=1}^{\infty} (E_P\rho)^k$. In particular, $v_P = 0$ if $E_P\rho \geq 1$.

Kesten, Kozlov, and Spitzer \[\text{KKS75}\] determined the annealed limiting distribution of a RWRE with $E_P \log \rho < 0$, i.e., transient to the right. They derived the limiting distributions for the walk by first establishing a stable limit law of index $s$ for $T_n$, where $s$ is defined by the equation

$$E_P\rho^s = 1.$$  

In particular, they showed that when $s < 1$, there exists a $b > 0$ such that

$$\lim_{n \to \infty} P\left(\frac{T_n}{n^{1/s}} \leq x\right) = L_{s,b}(x),$$

and

$$\lim_{n \to \infty} P\left(\frac{X_n}{n^s} \leq x\right) = 1 - L_{s,b}(x^{-1/s}), \quad (4.4)$$

where $L_{s,b}$ is the distribution function for a stable random variable with characteristic function

$$\hat{L}_{s,b}(t) = \exp\left\{-b|t|^s\left(1 - i\frac{t}{|t|} \tan(\pi s/2)\right)\right\}. \quad (4.5)$$

The value of $b$ was recently identified \[\text{ESZ08}\]. While the annealed limiting distributions for transient one-dimensional RWRE have been known for quite a while, the corresponding quenched limiting distributions have remained largely unstudied until recently. In Chapter 3 we proved that when $s > 2$ a quenched CLT holds with a random (depending on the environment) centering. A similar result was given by Rassoul-Agha and Seppalainen in \[\text{RAS06}\] under different assumptions on the environment. Previously, in \[\text{KMS84} \text{and Zei04}\], it was shown that the limiting statement for the quenched CLT with random centering holds in probability rather than almost surely. No other results of quenched limiting distributions are known when $s \leq 2$.

In this chapter, we analyze the quenched limiting distributions of a one-dimensional transient RWRE in the case $s < 1$. One could expect that the quenched limiting distributions are of the same type as the annealed limiting distributions since annealed probabilities are averages of quenched probabilities. However, this turns out not to be the case. In fact, a consequence of our main results, Theorems 4.1.1, 4.1.2, and 4.1.3 below, is that the annealed stable behavior of $T_n$ comes from fluctuations in the environment.

Throughout the chapter, we will make the following assumptions:
**Assumption 11.** $P$ is an i.i.d. product measure on $\Omega$ such that

$$E_P \log \rho < 0 \quad \text{and} \quad E_P \rho^s = 1 \quad \text{for some} \quad s > 0. \quad (4.6)$$

**Assumption 12.** The distribution of $\log \rho$ is non-lattice under $P$ and $E_P \rho^s \log \rho < \infty$.

**Note:** Since $E_P \rho^\gamma$ is a convex function of $\gamma$, the two statements in (4.6) give that $E_P \rho^\gamma < 1$ for all $\gamma < s$ and $E_P \rho^\gamma > 1$ for all $\gamma > s$. Assumption 11 contains the essential assumption necessary for the walk to be transient. The main results of this chapter are for $s < 1$ (the zero-speed regime), but many statements hold for $s \in (0, 2)$ or even $s \in (0, \infty)$. If no mention is made of bounds on $s$, then it is assumed that the statement holds for all $s > 0$. We recall that the technical conditions contained in Assumption 12 were also invoked in [KKS75].

Define the “ladder locations” $\nu_i$ of the environment by

$$\nu_0 = 0, \quad \text{and} \quad \nu_i = \begin{cases} \inf\{n > \nu_{i-1} : \Pi_{\nu_{i-1}, n-1} < 1\}, & i \geq 1, \\ \sup\{j < \nu_{i+1} : \Pi_{k, j} < 1, \quad \forall k < j\}, & i \leq -1. \end{cases} \quad (4.7)$$

Throughout the remainder of the chapter, we will let $\nu = \nu_1$. We will sometimes refer to sections of the environment between $\nu_{i-1}$ and $\nu_i - 1$ as “blocks” of the environment. Note that the block between $\nu_{-1}$ and $\nu_0 - 1$ is different from all the other blocks between consecutive ladder locations.

Define the measure $Q$ on environments by $Q(\cdot) = P(\cdot | R)$, where the event $R := \{\omega \in \Omega : \Pi_{k, -1} < 1, \quad \forall k \geq 1\}$.

Note that $P(R) > 0$ since $E_P \log \rho < 0$. $Q$ is defined so that the blocks of the environment between ladder locations are i.i.d. under $Q$, all with distribution the same as that of the block from 0 to $\nu - 1$ under $P$. In Section 4.3 we prove the following annealed theorem:

**Theorem 4.1.1.** Let Assumptions 11 and 12 hold, and let $s < 1$. Then, there exists a $b' > 0$ such that

$$\lim_{n \to \infty} Q \left( \frac{E \omega T_{\nu_m}}{n^{1/s}} \leq x \right) = L_{s, b'}(x).$$

We then use Theorem 4.1.1 to prove the following two theorems which show that $P - a.s.$ there exist two different random sequences of times (depending on the environment) where the random walk has different limiting behavior. These are the main results of the chapter.

**Theorem 4.1.2.** Let Assumptions 11 and 12 hold, and let $s < 1$. Then, $P$-a.s., there exist random subsequences $t_m = t_m(\omega)$ and $u_m = u_m(\omega)$ such that, for any $\delta > 0$,

$$\lim_{m \to \infty} P_\omega \left( \frac{X_{t_m} - u_m}{(\log t_m)^2} \in [-\delta, \delta] \right) = 1.$$
Theorem 4.1.3. Let Assumptions 11 and 12 hold, and let \( s < 1 \). Then, P-a.s., there exists a random subsequence \( n_{k_m} = n_{k_m}(\omega) \) of \( n_k = 2^{2^k} \) and a random sequence \( t_m = t_m(\omega) \) such that
\[
\lim_{m \to \infty} \frac{\log t_m}{\log n_{k_m}} = \frac{1}{s}
\]
and
\[
\lim_{m \to \infty} P_\omega \left( \frac{X_{t_m}}{n_{k_m}} \leq x \right) = \begin{cases} 0 & \text{if } x \leq 0, \\ \frac{1}{2} & \text{if } 0 < x < \infty. \end{cases}
\]

Note that Theorems 4.1.2 and 4.1.3 preclude the possibility of a quenched analogue of the annealed statement (4.4). It should be noted that in [GS02], Gantert and Shi prove that when \( s \leq 1 \), there exists a random sequence of times \( t_m \) at which the local time of the random walk at a single site is a positive fraction of \( t_m \). This is related to the statement of Theorem 4.1.2, but we do not see a simple argument which directly implies Theorem 4.1.2 from the results of [GS02].

As in [KKS75], limiting distributions for \( X_n \) arise from first studying limiting distributions for \( T_n \). Thus, to prove Theorem 4.1.3, we first prove that there exists random subsequences \( x_m = x_m(\omega) \) and \( v_{m,\omega} \) in which
\[
\lim_{m \to \infty} P_\omega \left( \frac{T_{x_m} - E_\omega T_{x_m}}{\sqrt{v_{m,\omega}}} \leq y \right) = \int_{-\infty}^{y} \frac{1}{\sqrt{2\pi}} e^{-t^2/2} dt =: \Phi(y).
\]
We actually prove a stronger statement than this in Theorem 4.5.10 below, where we prove that all \( x_m \) “near” a subsequence \( n_{k_m} \) of \( n_k = 2^{2^k} \) have the same Gaussian behavior (What we mean by “near” the subsequence \( n_{k_m} \) is made precise in the statement of the theorem.)

The structure of the chapter is as follows: In Section 4.2 we prove some introductory lemmas which will be used throughout the chapter. Section 4.3 is devoted to proving Theorem 4.1.1. In Section 4.4, we use the latter to prove Theorem 4.1.2. In Section 4.5, we prove the existence of random subsequences \( \{n_k\} \) where \( T_{n_k} \) is approximately Gaussian, and use this fact to prove Theorem 4.1.3. Section 4.6 contains the proof of the following technical theorem which is used throughout the chapter:

Theorem 4.1.4. Let Assumptions 11 and 12 hold. Then, there exists a constant \( K_\infty \in (0, \infty) \) such that
\[
Q(E_\omega T_v > x) \sim K_\infty x^{-s}.
\]

The proof of Theorem 4.1.4 is based on results from [Kes73] and mimics the proof of tail asymptotics in [KKS75].
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4.2 Introductory Lemmas

Before proceeding with the proofs of the main theorems we mention a few easy lemmas which will be used throughout the rest of the chapter. Recall the definitions of $\Pi_{1,k}$ and $W_i$ in (4.1) and (4.2).

Lemma 4.2.1. For any $c < -E_P \log \rho$, there exist $\delta_c, A_c > 0$ such that

$$P(\Pi_{1,k} > e^{-ck}) = P \left( \frac{1}{k} \sum_{i=1}^{k} \log \rho_i > -c \right) \leq A_c e^{-\delta_c k}. \tag{4.8}$$

Also, there exist constant $C_1, C_2 > 0$ such that

$$P(\nu > x) \leq C_1 e^{-C_2 x} \text{ for all } x \geq 0.$$

Proof. First, note that due to Assumption (11), $\log \rho$ has negative mean and finite exponential moments in a neighborhood of zero. If $c < -E_P \log \rho$, Cramér's Theorem [DZ98, Theorem 2.2.3] then yields (4.8). By the definition of $\nu$ we have

$$P(\nu > x) \leq P(\Pi_{0,\lfloor x \rfloor - 1} > 1),$$

which together with (4.8) completes the proof of the lemma.

From [Kes73, Theorem 5], there exist constants $K, K_1 > 0$ such that

$$P(W_i > x) \sim K x^{-s}, \quad \text{and} \quad P(W_i > x) \leq K_1 x^{-s}. \tag{4.9}$$

The tails of $W_{-1}$, however, are different (under the measure $Q$), as the following lemma shows.

Lemma 4.2.2. There exist constants $C_3, C_4 > 0$ such that $Q(W_{-1} > x) \leq C_3 e^{-C_4 x}$ for all $x \geq 0$.

Proof. Since $\Pi_{i,-1} < 1$, $Q$-a.s. we have $W_{-1} < k + \sum_{i < -k} \Pi_{i,-1}$ for any $k > 0$. Also, note that from (4.8) we have $Q(\Pi_{-k,-1} > e^{-ck}) \leq A_e e^{-\delta_c k} / P(\mathcal{R})$. Thus,

$$Q(W_{-1} > x) \leq Q \left( \frac{x}{2} + \sum_{k=\frac{x}{2}}^{\infty} e^{-ck} > x \right) + Q \left( \Pi_{-k,-1} > e^{-ck} \text{ for some } k \geq \frac{x}{2} \right) \leq 1 + \sum_{k=\frac{x}{2}}^{\infty} Q(\Pi_{-k,-1} > e^{-ck}) \leq 1 + o \left( e^{-\delta_c x/2} \right). \tag{4.10}$$

We also need a few more definitions that will be used throughout the chapter. For any $i \leq k$,

$$R_{i,k} := \sum_{j=i}^{k} \Pi_{i,j}, \quad \text{and} \quad R_i := \sum_{j=i}^{\infty} \Pi_{i,j}. \tag{4.11}$$

Note that since $P$ is a product measure, $R_{i,k}$ and $R_i$ have the same distributions as $W_{i,k}$ and $W_i$ respectively. In particular with $K, K_1$ the same as in (4.9),

$$P(R_i > x) \sim K x^{-s}, \quad \text{and} \quad P(R_i > x) \leq K_1 x^{-s}. \tag{4.12}$$
4.3 Stable Behavior of Expected Crossing Time

Recall from Theorem 4.3.4 that there exists \( K_\infty > 0 \) such that \( Q(E_\omega T_\nu > x) \sim K_\infty x^{-s} \). Thus \( E_\omega T_\nu \) is in the domain of attraction of a stable distribution. Also, from the comments after the definition of \( Q \) in the introduction it is evident that under \( Q \), the environment \( \omega \) is stationary under shifts of the ladder times \( \nu_i \). Thus, under \( Q \), \( \{E_\omega^{\nu_i-1}T_{\nu_i}\}_{i \in \mathbb{Z}} \) is a stationary sequence of random variables. Therefore, it is reasonable to expect that \( n^{-1/s}E_\omega T_{\nu_n} = n^{-1/s} \sum_{i=1}^{n} E_\omega^{\nu_i-1}T_{\nu_i} \) converge in distribution to a stable distribution of index \( s \). The main obstacle to proving this is that the random variables \( E_\omega^{\nu_i-1}T_{\nu_i} \) are not independent. This dependence, however, is rather weak. The strategy of the proof of Theorem 4.1.1 is to first show that we need only consider the blocks where the expected crossing time \( E_\omega^{\nu_i-1}T_{\nu_i} \) is relatively large. These blocks will then be separated enough to make the expected crossing times essentially independent.

For every \( k \in \mathbb{Z} \), define

\[
M_k := \max\{\Pi_{\nu_{k-1},j} : \nu_{k-1} \leq j < \nu_k\}. \tag{4.12}
\]

Theorem 1 in [Igl72] gives that there exists a constant \( C_5 > 0 \) such that

\[
Q(M_1 > x) \sim C_5x^{-s}. \tag{4.13}
\]

Thus \( M_1 \) and \( E_\omega T_\nu \) have similar tails under \( Q \). We will now show that \( E_\omega T_\nu \) cannot be too much larger than \( M_1 \). From (4.3) we have that

\[
E_\omega T_\nu = \nu + 2 \sum_{j=0}^{\nu-1} W_j = \nu + 2W_{-1}R_0 + 2 \sum_{i=0}^{\nu-1} R_{i,\nu-1}. \tag{4.14}
\]

From the definitions of \( \nu \) and \( M_1 \) we have that \( R_{i,\nu-1} \leq (\nu - i)M_1 \leq \nu M_1 \) for any \( 0 \leq i < \nu \). Therefore, \( E_\omega T_\nu \leq \nu + 2W_{-1}\nu M_1 + 2\nu^2 M_1 \). Thus, given any \( 0 < \alpha < \beta \) and \( \delta > 0 \) we have

\[
Q(E_\omega T_\nu > \delta n^\beta, M_1 \leq n^\alpha) \leq Q(\nu + 2W_{-1}\nu n^\alpha + 2\nu^2 n^\alpha > \delta n^\beta)
\leq Q(W_{-1} > n^{(\beta-\alpha)/2}) + Q(\nu^2 > n^{(\beta-\alpha)/2}) = o\left(e^{-n^{(\beta-\alpha)/s}}\right),
\]

where the second inequality holds for all \( n \) large enough and the last equality is a result of Lemmas 4.2.1 and 4.2.2. We now show that only the ladder times with \( M_k > n^{(1-\varepsilon)/s} \) contribute to the limiting distribution of \( n^{-1/s}E_\omega T_{\nu_n} \).

**Lemma 4.3.1.** Assume \( s < 1 \). Then for any \( \varepsilon > 0 \) and any \( \delta > 0 \) there exists an \( \eta > 0 \) such that

\[
\lim_{n \to \infty} Q\left(\sum_{i=1}^{n} (E_\omega^{\nu_i-1}T_{\nu_i})1_{M_i \leq n^{(1-\varepsilon)/s}} > \delta n^{1/s}\right) = o(n^{-\eta}).
\]
Proof. First note that
\[
Q \left( \sum_{i=1}^{n} (E_{\omega_i}^{n-1} T_{\nu_i}^*)_1 \mathbf{1}_{M_1 \leq n(1-\varepsilon)/s} > \delta n^{1/s} \right) \leq Q \left( \sum_{i=1}^{n} (E_{\omega_i}^{n-1} T_{\nu_i}^*)_1 \mathbf{1}_{E_{\omega_i}^{n-1} T_{\nu_i} \leq n(1-\varepsilon)/s} > \delta n^{1/s} \right)
\]
\[+ n Q \left( E_{\omega_i} T_{\nu_i} > n^{(1-\varepsilon)/s}, M_1 \leq n(1-\varepsilon)/s \right) .
\]

By (4.14), the last term above decreases faster than any power of \( n \). Thus it is enough to prove that for any \( \delta, \varepsilon > 0 \) there exists an \( \eta > 0 \) such that
\[
Q \left( \sum_{i=1}^{n} (E_{\omega_i}^{n-1} T_{\nu_i}^*)_1 \mathbf{1}_{E_{\omega_i}^{n-1} T_{\nu_i} \leq n(1-\varepsilon)/s} > \delta n^{1/s} \right) = o(n^{-\eta}).
\]

Next, pick \( C \in (1, \frac{1}{s}) \) and let \( J_{C,\varepsilon,k,n} := \{ i \leq n : n^{(1-C^k \varepsilon)/s} < E_{\omega_i}^{n-1} T_{\nu_i} \leq n^{(1-C^k \varepsilon)/s} \} \). Let \( k_0 = k_0(C, \varepsilon) \) be the smallest integer such that \((1-C^k \varepsilon) \leq 0\). Then for any \( k < k_0 \) we have
\[
Q \left( \sum_{i \in J_{C,\varepsilon,k,n}} E_{\omega_i}^{n-1} T_{\nu_i} > \delta n^{1/s} \right) \leq Q \left( \# J_{C,\varepsilon,k,n} > \delta n^{1/s-(1-C^k \varepsilon)/s} \right)
\]
\[\leq \frac{n Q (E_{\omega_i} T_{\nu_i} > n^{(1-C^k \varepsilon)/s})}{\delta n^{C^k \varepsilon/s}} \sim K_{\infty} n^{-C^k \varepsilon(1-\varepsilon/s)},
\]
where the asymptotics in the last line above is from Theorem [4.14]. Letting \( \eta = \frac{\varepsilon}{2} (\frac{1}{s} - C) \) we have for any \( k < k_0 \) that
\[
Q \left( \sum_{i \in J_{C,\varepsilon,k,n}} E_{\omega_i}^{n-1} T_{\nu_i} > \delta n^{1/s} \right) = o(n^{-\eta}). \tag{4.16}
\]

Finally, note that
\[
Q \left( \sum_{i=1}^{n} (E_{\omega_i}^{n-1} T_{\nu_i}^*)_1 \mathbf{1}_{E_{\omega_i}^{n-1} T_{\nu_i} \leq n^{1-(C^k_0 \varepsilon)/s}} \geq \delta n^{1/s} \right) \leq \mathbf{1}_{n^{1-(C^k_0 \varepsilon)/s} \geq \delta n^{1/s}}. \tag{4.17}
\]
However, since \( C^{k_0} \varepsilon \geq 1 > Cs \) we have \( C^{k_0} \varepsilon > s \), which implies that the right side of (4.17) vanishes for all \( n \) large enough. Therefore, combining (4.16) and (4.17) we have
\[
Q \left( \sum_{i=1}^{n} (E_{\omega_i}^{n-1} T_{\nu_i})_1 \mathbf{1}_{E_{\omega_i}^{n-1} T_{\nu_i} \leq n^{1-(C^k_0 \varepsilon)/s}} > \delta n^{1/s} \right) \leq \sum_{k=1}^{k_0-1} Q \left( \sum_{i \in J_{C,\varepsilon,k,n}} E_{\omega_i}^{n-1} T_{\nu_i} > \delta \frac{n^{1/s}}{k_0} \right)
\]
\[+ Q \left( \sum_{i=1}^{n} (E_{\omega_i}^{n-1} T_{\nu_i})_1 \mathbf{1}_{E_{\omega_i}^{n-1} T_{\nu_i} \leq n^{1-(C^k_0 \varepsilon)/s}} \geq \frac{\delta}{k_0} n^{1/s} \right) = o(n^{-\eta}). \]

\[\square\]

In order to make the crossing times of the significant blocks essentially independent, we introduce some reflections to the RWRE. For \( n = 1, 2, \ldots \), define
\[
b_n := \lfloor \log^2(n) \rfloor. \tag{4.18}
\]
Let $\tilde{X}^{(n)}_t$ be the random walk that is the same as $X_t$ with the added condition that after reaching $\nu_k$ the environment is modified by setting $\omega_{\nu_k-b_n} = 1$, i.e. never allow the walk to backtrack more than $\log^2(n)$ ladder times. We couple $\tilde{X}^{(n)}_t$ with the random walk $X_t$ in such a way that $\tilde{X}^{(n)}_t \geq X_t$ with equality holding until the first time $t$ when the walk $\tilde{X}^{(n)}_t$ reaches a modified environment location. Denote by $\tilde{T}^{(n)}_x$ the corresponding hitting times for the walk $\tilde{X}^{(n)}_t$. The following lemmas show that we can add reflections to the random walk without changing the expected crossing time by very much.

**Lemma 4.3.2.** There exist $B, \delta' > 0$ such that for any $x > 0$

$$Q \left( E_{\omega}T_\nu \geq E_{\omega}\tilde{T}^{(n)}_\nu > x \right) \leq B(x^{-s} \lor 1)e^{-\delta'b_n}.$$  

**Proof.** First, note that for any $n$ the formula for $E_{\omega}\tilde{T}^{(n)}_\nu$ is the same as for $E_{\omega}T_\nu$ in (4.14) except with $\rho_{\nu-b_n} = 0$. Thus $E_{\omega}T_\nu$ can be written as

$$E_{\omega}T_\nu = E_{\omega}\tilde{T}^{(n)}_\nu + 2(1 + \Pi_{\nu-b_n-1})R_{0,\nu-1}. \quad (4.19)$$

Now, since $\nu-b_n \leq -b_n$ we have

$$Q \left( \Pi_{\nu-b_n-1} > e^{-cb_n} \right) \leq \sum_{k=b_n}^{\infty} Q \left( \Pi_{k-1} > e^{-ck} \right) \leq \sum_{k=b_n}^{\infty} \frac{1}{P(R)} P \left( \Pi_{k-1} > e^{-ck} \right).$$

Applying (4.18), we have that for any $0 < c < -E_{\nu} \log \rho$ there exist $A', \delta_c > 0$ such that

$$Q \left( \Pi_{\nu-b_n-1} > e^{-cb_n} \right) \leq A'e^{-\delta_c b_n}.$$  

Therefore, for any $x > 0$,

$$Q \left( E_{\omega}T_\nu - E_{\omega}\tilde{T}^{(n)}_\nu > x \right) \leq \sum_{k=b_n}^{\infty} Q \left( \Pi_{k-1} > e^{-ck} \right) \leq \sum_{k=b_n}^{\infty} \frac{1}{P(R)} P \left( \Pi_{k-1} > e^{-ck} \right).$$

Combining (4.20) and (4.21) finishes the proof. 

Combining (4.20) and (4.21) finishes the proof. 

\[\square\]
Thus, by applying (4.23) and (4.25) and then letting \( \delta \) where the second inequality is from (4.15) and Lemma 4.3.2. Again using Theorem 4.1.4 we have

\[
\limsup_{n \to \infty} nQ \left( E_\omega T_\nu^{(n)} > x^{1/s}, M_1 > n^{(1-\varepsilon)/s} \right) \leq \limsup_{n \to \infty} nQ( E_\omega T_\nu > x^{1/s}) = K_\infty x^{-s}. \tag{4.23}
\]

To get a lower bound we first note that for any \( \delta > 0 \),

\[
Q \left( E_\omega T_\nu > (1 + \delta)xn^{1/s} \right) \leq Q \left( E_\omega \bar{T}_\nu^{(n)} > x^{1/s}, M_1 > n^{(1-\varepsilon)/s} \right) + Q \left( E_\omega T_\nu - E_\omega \bar{T}_\nu^{(n)} > \delta xn^{1/s} \right) \nonumber
\]

\[
+ Q \left( E_\omega T_\nu > (1 + \delta)xn^{1/s}, M_1 \leq n^{(1-\varepsilon)/s} \right) \leq Q \left( E_\omega \bar{T}_\nu^{(n)} > xn^{1/s}, M_1 > n^{(1-\varepsilon)/s} \right) + o(1/n), \tag{4.24}
\]

where the second inequality is from (4.15) and Lemma 4.3.2. Again using Theorem 4.1.4 we have

\[
\liminf_{n \to \infty} Q \left( E_\omega \bar{T}_\nu^{(n)} > xn^{1/s}, M_1 > n^{(1-\varepsilon)/s} \right) \geq \liminf_{n \to \infty} Q \left( E_\omega T_\nu > (1 + \delta)xn^{1/s} \right) - o(1) \nonumber
\]

\[
= K_\infty (1 + \delta)^{-s} x^{-s}. \tag{4.25}
\]

Thus, by applying (4.23) and (4.25) and then letting \( \delta \to 0 \) we get (4.22).

Our general strategy is to show that the partial sums

\[
\frac{1}{n^{1/s}} \sum_{k=1}^{n} E_\omega^{\nu_{k-1}} \bar{T}_\nu^{(n)} 1_{M_k > n^{(1-\varepsilon)/s}}
\]

converge in distribution to a stable law of parameter \( s \). To establish this, we will need bounds on the mixing properties of the sequence \( E_\omega^{\nu_{k-1}} \bar{T}_\nu^{(n)} 1_{M_k > n^{(1-\varepsilon)/s}} \). As in [Kob95], we say that an array \( \{ \xi_{n,k} : k \in \mathbb{Z}, n \in \mathbb{N} \} \) which is stationary in rows is \( \alpha \)-mixing if \( \lim_{k \to \infty} \limsup_{n \to \infty} \alpha_n(k) = 0 \), where

\[
\alpha_n(k) := \sup \{ |P(A \cap B) - P(A)P(B)| : A \in \sigma(\ldots, \xi_{n, -1}, \xi_{n, 0}), B \in \sigma(\xi_{n, k}, \xi_{n, k+1}, \ldots) \}.
\]

**Lemma 4.3.4.** For any \( 0 < \varepsilon < \frac{1}{2} \), under the measure \( Q \), the array of random variables

\[
\{ E_\omega^{\nu_{k-1}} \bar{T}_\nu^{(n)} 1_{M_k > n^{(1-\varepsilon)/s}} \}_{k \in \mathbb{Z}, n \in \mathbb{N}}
\]

is \( \alpha \)-mixing, with

\[
\sup_{k \in [1, \log^2 n]} \alpha_n(k) = o(n^{-1+2\varepsilon}), \quad \alpha_n(k) = 0, \quad \forall k > \log^2 n.
\]
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Proof. Fix $\varepsilon \in (0, \frac{1}{2})$. For ease of notation, define $\xi_{n,k} := E_{\omega}^{T_{\nu}^{(n)}} 1_{M_k > n^{(1-s)/s}}$. As we mentioned before, under $Q$ the environment is stationary under shifts of the sequence of ladder locations and thus $\xi_{n,k}$ is stationary in rows under $Q$.

If $k > \log^2(n)$, then because of the reflections, $\sigma(\ldots, \xi_{n,-1}, \xi_{n,0})$ and $\sigma(\xi_{n,k}, \xi_{n,k+1}, \ldots)$ are independent and so $\alpha_n(k) = 0$. To handle the case when $k \leq \log^2(n)$, fix $A \in \sigma(\ldots, \xi_{n,-1}, \xi_{n,0})$ and $B \in \sigma(\xi_{n,k}, \xi_{n,k+1}, \ldots)$, and define the event

$$C_{n,\varepsilon} := \{M_j \leq n^{(1-\varepsilon)/s}, \text{for } 1 \leq j \leq b_n\} = \{\xi_{n,j} = 0, \text{for } 1 \leq j \leq b_n\}.$$ 

For any $j > b_n$, we have that $\xi_{n,j}$ only depends on the environment to the right of zero. Thus,

$$Q(A \cap B \cap C_{n,\varepsilon}) = Q(A)Q(B \cap C_{n,\varepsilon})$$

since $B \cap C_{n,\varepsilon} \in \sigma(\omega_0, \omega_1, \ldots)$. Also, note that by (4.13) we have $Q(C_{n,\varepsilon}^c) \leq b_nQ(M_1 > n^{(1-\varepsilon)/s}) = o(n^{-1+2\varepsilon})$. Therefore,

$$|Q(A \cap B) - Q(A)Q(B)| \leq |Q(A \cap B) - Q(A \cap B \cap C_{n,\varepsilon})|$$

$$+ |Q(A \cap B \cap C_{n,\varepsilon}) - Q(A)Q(B \cap C_{n,\varepsilon})|$$

$$+ Q(A)|Q(B \cap C_{n,\varepsilon}) - Q(B)| \leq 2Q(C_{n,\varepsilon}^c) = o(n^{-1+2\varepsilon})$$

\\

Proof of Theorem 4.1.1

First, we show that the partial sums

$$\frac{1}{n^{1/s}} \sum_{k=1}^{n} E_{\omega}^{T_{\nu}^{(n)}} 1_{M_k > n^{(1-s)/s}}$$

converge in distribution to a stable random variable of parameter $s$. To this end, we will apply [Kob95 Theorem 5.1(III)]. We now verify the conditions of that theorem. The first condition that needs to be satisfied is:

$$\lim_{n \to \infty} nQ \left( n^{-1/s} E_{\omega}^{T_{\nu}^{(n)}} 1_{M_1 > n^{(1-s)/s}} > x \right) = K_{\infty}x^{-s}.$$ 

However, this is exactly the content of Lemma 4.1.2.

Secondly, we need a sequence $m_n$ such that $m_n \to \infty$, $m_n = o(n)$ and $na_n(m_n) \to 0$ and such that for any $\delta > 0$,

$$\lim_{n \to \infty} \sum_{k=1}^{m_n} nQ \left( E_{\omega}^{T_{\nu}^{(n)}} 1_{M_1 > n^{(1-s)/s}} > \delta n^{1/s}, E_{\omega}^{T_{\nu}^{(n)}} 1_{M_{k+1} > n^{(1-s)/s}} > \delta n^{1/s} \right) = 0. \quad (4.26)$$
However, by the independence of $M_1$ and $M_{k+1}$ for any $k \geq 1$, the probability inside the sum is less than $Q(M_1 > n^{(1-\varepsilon)/s})^2$. By (4.13), this last expression is $\sim C_5 n^{-2s+2\varepsilon}$. Thus letting $m_n = n^{1/2-\varepsilon}$ yields (4.26). (Note that by Lemma 4.3.4, $na_n(m_n) = 0$ for all $n$ large enough.)

Finally, we need to show that

\[ \lim_{\delta \to 0} \limsup_{n \to \infty} nE_Q \left[ n^{-1/s} E_{\nu} \bar{T}(n)^{1} M_{1} > n^{(1-\varepsilon)/s} 1_{E_{\nu} \bar{T}(n)^{1} \leq \delta} \right] = 0. \]  

(4.27)

Now, by (4.23) there exists a constant $C_6 > 0$ such that for any $x > 0$,

\[ Q \left( E_{\nu} \bar{T}(n)^{1} > xn^{1/s}, M_1 > n^{(1-\varepsilon)/s} \right) \leq C_6 x^{-\delta} \frac{1}{n}. \]

Then using this we have

\[ nE_Q \left[ n^{-1/s} E_{\nu} \bar{T}(n)^{1} M_{1} > n^{(1-\varepsilon)/s} 1_{E_{\nu} \bar{T}(n)^{1} \leq \delta} \right] = n \int_{0}^{\delta} Q \left( E_{\nu} \bar{T}(n)^{1} > xn^{1/s}, M_1 > n^{(1-\varepsilon)/s} \right) dx \leq C_6 \int_{0}^{\delta} x^{-\delta} dx = \frac{C_6 \delta^{1-s}}{1-s}, \]

where the last integral is finite since $s < 1$. (4.27) follows.

Having checked all its hypotheses, [Kob95, Theorem 5.1(III)] applies and yields that there exists a $b'>0$ such that

\[ Q \left( \frac{1}{n^{1/s}} \sum_{k=1}^{n} E_{\omega}^{\nu_{k+1}} \bar{T}(n)^{1} M_k > n^{(1-\varepsilon)/s} \leq x \right) = L_{b',b}(x), \]  

(4.28)

where the characteristic function for the distribution $L_{b',b}$ is given in (4.3). To get the limiting distribution of $\frac{1}{n^{1/s}} E_{\omega} T_{\nu_{n}}$, we use (4.19) and re-write this as

\[ \frac{1}{n^{1/s}} E_{\omega} T_{\nu_{n}} = \frac{1}{n^{1/s}} \sum_{k=1}^{n} E_{\nu_{k+1}}^{\nu_{k+1}} \bar{T}(n)^{1} M_k > n^{(1-\varepsilon)/s} \]  

(4.29)

\[ + \frac{1}{n^{1/s}} \sum_{k=1}^{n} E_{\nu_{k+1}}^{\nu_{k+1}} \bar{T}(n)^{1} M_k \leq n^{(1-\varepsilon)/s} \]  

(4.30)

\[ + \frac{1}{n^{1/s}} \left( E_{\omega} T_{\nu_{n}} - E_{\omega} \bar{T}(n) \right). \]  

(4.31)

Lemma 4.3.1 gives that (4.30) converges in distribution (under $Q$) to 0. Also, we can use Lemma 4.3.2 to show that (4.31) converges in distribution to 0 as well. Indeed, for any $\delta > 0$

\[ Q \left( E_{\omega} T_{\nu_{n}} - E_{\omega} \bar{T}(n) > \delta n^{1/s} \right) \leq nQ \left( E_{\omega} T_{\nu_{n}} - E_{\omega} \bar{T}(n) > \delta n^{1/s-1} \right) = \mathcal{O} \left( n^{\delta} \varepsilon^{-\delta} b_n \right). \]

Therefore $n^{-1/s} E_{\omega} T_{\nu_{n}}$ has the same limiting distribution (under $Q$) as the right side of (4.29), which by (4.28) is an $s$-stable distribution with distribution function $L_{b',b'}$. □
4.4 Localization along a subsequence

The goal of this section is to show when \( s < 1 \) that \( P \)-a.s. there exists a subsequence \( t_m = t_m(\omega) \) of times such that the RWRE is essentially located in a section of the environment of length \( \log^2(t_m) \). This will essentially be done by finding a ladder time whose crossing time is much larger than all the other ladder times before it. As a first step in this direction we prove that with strictly positive probability this happens in the first \( n \) ladder locations. Recall the definition of \( M_k \), c.f. (4.12).

**Lemma 4.4.1.** Assume \( s < 1 \). Then for any \( C > 1 \) we have

\[
\liminf_{n \to \infty} Q \left( \exists k \in [1, n/2] : M_k \geq C \sum_{j \in [1, n] \setminus \{k\}} E^{\nu_j-1}_{\nu_j} T^{(n)}_{\nu_j} \right) > 0.
\]

**Proof.** Recall that \( T^{(n)}_x \) is the hitting time of \( x \) by the RWRE modified so that it never backtracks \( b_n = \lceil \log^2 n \rceil \) ladder locations.

To prove the lemma, first note that since \( C > 1 \) and \( E^{\nu_k-1}_{\nu_k} T^{(n)}_{\nu_k} \geq M_k \) there can only be at most one \( k \leq n \) with \( M_k \geq C \sum_{k \neq j \leq n} E^{\nu_j-1}_{\nu_j} T^{(n)}_{\nu_j} \). Therefore

\[
Q \left( \exists k \in [1, n/2] : M_k \geq C \sum_{j \in [1, n] \setminus \{k\}} E^{\nu_j-1}_{\nu_j} T^{(n)}_{\nu_j} \right) = \sum_{k=1}^{n/2} Q \left( M_k \geq C \sum_{j \in [1, n] \setminus \{k\}} E^{\nu_j-1}_{\nu_j} T^{(n)}_{\nu_j} \right)
\]

(4.32)

Now, define the events

\[
F_n := \{ \nu_j - \nu_{j-1} \leq b_n, \quad \forall j \in (-b_n, n] \}, \quad G_{k,n,\varepsilon} := \{ M_j \leq n^{(1-\varepsilon)/s}, \quad \forall j \in (k, k + b_n] \}. \tag{4.33}
\]

\( F_n \) and \( G_{k,n,\varepsilon} \) are both typical events. Indeed, from Lemma 4.2.1 \( Q(F_n) \leq (b_n + n)Q(\nu > b_n) = O(ne^{-C_2b_n}) \), and from (4.13) we have \( Q(G_{k,n,\varepsilon}) \leq b_n Q(M_1 > n^{(1-\varepsilon)/s}) = o(n^{-1+2\varepsilon}) \). Now, from (4.33) adjusted for reflections we have for any \( j \in [1, n] \) that

\[
E^{\nu_j-1}_{\nu_j} T^{(n)}_{\nu_j} = (\nu_j - \nu_{j-1}) + 2 \sum_{l=\nu_{j-1}}^{\nu_j-1} W_{\nu_{j-1}-b_n,l}
\]

\[
= (\nu_j - \nu_{j-1}) + 2 \sum_{\nu_{j-1} \leq \ell < \nu_j} \Pi_{\nu_j,l} + 2 \sum_{\nu_{j-1} - b_n < \nu_{j-1} \leq \ell < \nu_j} \Pi_{\nu_{j-1} - 1, l} \Pi_{\nu_{j-1}, l}
\]

\[
\leq (\nu_j - \nu_{j-1}) + 2(\nu_j - \nu_{j-1})^2 M_j + 2(\nu_j - \nu_{j-1})(\nu_{j-1} - \nu_{j-1} - b_n) M_j,
\]

where in the last inequality we used the facts that \( \Pi_{\nu_{j-1}, i-1} \geq 1 \) for \( \nu_{j-1} < i < \nu_{j} \) and \( \Pi_{\nu_{j-1} - 1} < 1 \) for all \( i < \nu_{j-1} \). Then, on the event \( F_n \cap G_{k,n,\varepsilon} \) we have for \( k+1 \leq j \leq k + b_n \) that

\[
E^{\nu_j-1}_{\nu_j} T^{(n)}_{\nu_j} \leq b_n + 2b_n^2 n^{(1-\varepsilon)/s} + 2b_n^3 n^{(1-\varepsilon)/s} \leq 5b_n^3 n^{(1-\varepsilon)/s},
\]
where for the first inequality we used that on the event $F_n \cap G_{k,n,\varepsilon}$ we have $\nu_j - \nu_{j-1} \leq b_n$ and $M_1 \leq n^{(1-\varepsilon)/s}$. Then, using this we get

$$Q \left( M_k \geq C \sum_{j \in [1,n]\setminus\{k\}} E_{\omega}^{\nu_j-1} \bar{T}_{\nu_j}^{(n)} \right) \geq Q \left( M_k \geq C \left( E_{\omega} \bar{T}_{\nu_{k-1}}^{(n)} + 5b_n^4 n^{(1-\varepsilon)/s} + E_{\omega}^{\nu_k+b_n} \bar{T}_{\nu_k}^{(n)} \right), F_n, G_{k,n,\varepsilon} \right)$$

$$\geq Q \left( M_k \geq C n^{1/s}, \nu_k - \nu_{k-1} \leq b_n \right) \times Q \left( E_{\omega} \bar{T}_{\nu_{k-1}}^{(n)} + 5b_n^4 n^{(1-\varepsilon)/s} + E_{\omega}^{\nu_k+b_n} \bar{T}_{\nu_k}^{(n)} \leq n^{1/s}, \tilde{F}_n, G_{k,n,\varepsilon} \right),$$

where $\tilde{F}_n := \{ \nu_j - \nu_{j-1} \leq b_n, \ \forall j \in (-b_n,n]\setminus\{k\} \} \supset F_n$. In the last inequality we used the fact that $E_{\omega}^{\nu_j-1} \bar{T}_{\nu_j}^{(n)}$ is independent of $M_k$ for $j < k$ or $j > k + b_n$. Note that we can replace $\tilde{F}_n$ by $F_n$ in the last line above because it will only make the probability smaller. Then, using the above and the fact that $E_{\omega} \bar{T}_{\nu_{k-1}}^{(n)} + E_{\omega}^{\nu_k+b_n} \bar{T}_{\nu_k}^{(n)} \leq E_{\omega} T_{\nu_n}$ we have

$$Q \left( M_k \geq C \sum_{j \in [1,n]\setminus\{k\}} E_{\omega}^{\nu_j-1} \bar{T}_{\nu_j}^{(n)} \right) \geq Q \left( M_k \geq C n^{1/s}, \nu_k - \nu_{k-1} \leq b_n \right) Q \left( E_{\omega} T_{\nu_n} \leq n^{1/s} - 5b_n^4 n^{(1-\varepsilon)/s}, F_n, G_{k,n,\varepsilon} \right)$$

$$\geq \left( Q(M_1 \geq C n^{1/s}) - Q(\nu > b_n) \right) \left( Q(E_{\omega} T_{\nu_n} \leq n^{1/s} - 5b_n^4 n^{(1-\varepsilon)/s}) - Q(F_n^c) - Q(G_{k,n,\varepsilon}^c) \right)$$

$$\sim C_5 C^{-s} L_{s,\varepsilon}(1) \frac{1}{n},$$

where the asymptotics in the last line are from \ref{eq:Ls} and Theorem \ref{thm:asymptotic_tail}. Combining the last display and \ref{eq:asymp_odd} proves the lemma. \hfill \Box

In Section \ref{sec:scaling} we showed that the proper scaling for $E_{\omega} T_{\nu_n}$ (or $E_{\omega} \bar{T}_{\nu_n}^{(n)}$) was $n^{-1/s}$. The following lemma gives a bound on the moderate deviations, under the measure $P$.

**Lemma 4.4.2.** Assume $s \leq 1$. Then for any $\delta > 0$,

$$P \left( E_{\omega} T_{\nu_n} \geq n^{1/s+\delta} \right) = o(n^{-\delta s/2}).$$

**Proof.** First, note that

$$P(E_{\omega} T_{\nu_n} \geq n^{1/s+\delta}) \leq P(E_{\omega} T_{2\bar{v}n} \geq n^{1/s+\delta}) + P(\nu_n \geq 2\bar{v}n), \quad (4.34)$$

where $\bar{v} := E_{\rho \nu}$. To handle the second term on the right hand side of \ref{eq:4.34}, we note that $\nu_n$ is the sum of $n$ i.i.d. copies of $\nu$, and that $\nu$ has exponential tails (by Lemma \ref{lem:exponential_tail}). Therefore, Cramér’s Theorem \cite[Theorem 2.2.3]{DZ98} gives that $P(\nu_n/n \geq 2\bar{v}) = O(e^{-\delta' n})$ for some $\delta' > 0$.

To handle the first term on the right hand side of \ref{eq:4.34} we note that for any $\gamma < s$ we have
\[ E_p(E_{wT_1})^7 < \infty \] This follows from the fact that \( P(E_{wT_1} > x) = P(1 + 2W_0 > x) \sim K_2^2 x^{-s} \) by \ref{4.13} and \ref{4.19}. Then, by Chebyshev’s inequality and the fact that \( \gamma < s \leq 1 \) we have

\[
P \left( E_{wT_{2\delta n}} \geq n^{1/s + \delta} \right) \leq \frac{E_p \left( \sum_{k=1}^{2\delta n} E_{wT^k_1} \right)^7}{n^{(1/s + \delta)}} \leq \frac{2\delta n E_p(E_{wT_1})^7}{n^{(1/s + \delta)}}.
\] (4.35)

Then, choosing \( \gamma \) arbitrarily close to \( s \) we can have that this last term is \( o(n^{-\delta s/2}) \).

Proof. Let \( \varepsilon > 0 \). Then,

\[
P \left( \frac{E_{\nu_{n_{k-1}}} T_{\nu_{n_k}}^{(d_k)}}{E_{\nu_{n_{k}}} T_{\nu_{n_k}}^{(d_k)}} - \mu_k \leq 1 - \varepsilon \right) = P \left( \frac{E_{\nu_{n_{k-1}}} T_{\nu_{n_k}}^{(d_k)}}{E_{\nu_{n_{k}}} T_{\nu_{n_k}}^{(d_k)}} - \mu_k \geq \varepsilon \right)
\] (4.37)

\[
\leq P \left( E_{\nu_{n_{k-1}}} T_{\nu_{n_k}}^{(d_k)} \geq n_k^{1/s + \delta} \right) + P \left( E_{\nu_{n_{k}}} T_{\nu_{n_k}}^{(d_k)} - \mu_k \leq \varepsilon^{-1} n_k^{1/s + \delta} \right).
\]

Lemma \[4.4.2\] gives that \( P \left( E_{\nu_{n_{k-1}}} T_{\nu_{n_k}}^{(d_k)} \geq n_k^{1/s + \delta} \right) \leq P \left( E_{\nu_{n_{k-1}}} T_{\nu_{n_k}}^{(d_k)} \geq n_k^{1/s + \delta} \right) = o(n_k^{-\delta s/2}) \). To handle the second term in the right side of (4.37), note that if \( \delta < \frac{1}{3s} \), then the subsequence \( n_k \) grows fast enough such that for all \( k \) large enough \( n_k^{1/s - \delta} \geq \varepsilon^{-1} n_k^{1/s + \delta} \). Therefore, for \( k \) sufficiently large and \( \delta < \frac{1}{3s} \) we have

\[
P \left( E_{\nu_{n_{k-1}}} T_{\nu_{n_k}}^{(d_k)} - \mu_k \leq \varepsilon^{-1} n_k^{1/s - \delta} \right) \leq P \left( E_{\nu_{n_{k}}} T_{\nu_{n_k}}^{(d_k)} - \mu_k \leq n_k^{1/s - \delta} \right).
\]

However, \( E_{\nu_{n_{k}}} T_{\nu_{n_k}}^{(d_k)} - \mu_k \leq n_k^{1/s - \delta} \) implies that \( M_j < E_{\nu_{v_j}} T_{\nu_{v_j}}^{(d_k)} \leq n_k^{1/s - \delta} \) for at least \( n_k - 1 \) of the \( j \leq n_k \). Thus, since \( P(M_1 > n_k^{1/s - \delta}) \sim C_5 n_k^{1+\delta} \), we have that

\[
P \left( E_{\nu_{n_{k}}} T_{\nu_{n_k}}^{(d_k)} - \mu_k \leq \varepsilon^{-1} n_k^{1/s + \delta} \right) \leq n_k \left( 1 - P \left( M_1 > n_k^{1/s - \delta} \right) \right) = o(e^{n_k^{1/2}}).
\] (4.38)

Therefore, for any \( \varepsilon > 0 \) and \( \delta < \frac{1}{3s} \) we have that

\[
P \left( \frac{E_{\nu_{n_{k-1}}} T_{\nu_{n_k}}^{(d_k)}}{E_{\nu_{n_{k}}} T_{\nu_{n_k}}^{(d_k)}} - \mu_k \leq 1 - \varepsilon \right) = o \left( n_k^{-\delta s/2} \right).
\]
By our choice of $n_k$, the sequence $n_{k-1}^{-\delta s/2}$ is summable in $k$. Applying the Borel-Cantelli lemma completes the proof. □

**Corollary 4.4.4.** Assume $s < 1$. Then $P$–a.s. there exists a random subsequence $j_m = j_m(\omega)$ such that

$$M_{j_m} \geq m^2 E_\omega \tilde{T}_{\nu_{j_{m-1}}}^{(j_m)}.$$

**Proof.** Recall the definitions of $n_k$ and $d_k$ in (4.36). Then for any $C > 1$, define the event

$$D_{k,C} := \{\exists j \in (n_{k-1}, n_{k-1} + d_k/2) : M_j \geq C \left( E_\omega^{\nu_{n_{k-1}}} \tilde{T}_{\nu_{j_{m-1}}}^{(d_k)} + E_\omega^{\nu_{j}} \tilde{T}_{\nu_{d_k}}^{(d_k)} \right) \}.$$ 

Note that due to the reflections, the event $D_{k,C}$ depends only on the environment from $\nu_{n_{k-1}} - b_{d_k}$ to $\nu_{n_k} - 1$. Then, since $n_{k-1} - b_{d_k} > n_k - 2$ for all $k \geq 4$, we have that the events $\{D_{2k,C}\}_{k=2}^\infty$ are all independent. Also, since the events do not involve the environment to the left of 0 they have the same probability under $Q$ as under $P$. Then since $Q$ is stationary under shifts of $\nu$, we have that for $k \geq 4$,

$$P(D_{k,C}) = Q(D_{k,C}) = Q \left( \exists j \in [1, d_k/2] : M_j \geq C \left( E_\omega^{\nu_{j_{m-1}}} \tilde{T}_{\nu_{j}}^{(d_k)} + E_\omega^{\nu_{j}} \tilde{T}_{\nu_{d_k}}^{(d_k)} \right) \right).$$

Thus for any $C > 1$, we have by Lemma 4.4.1 that $\liminf_{k \to \infty} P(D_{k,C}) > 0$. This combined with the fact that the events $\{D_{2k,C}\}_{k=2}^\infty$ are independent gives that for any $C > 1$ infinitely many of the events $D_{2k,C}$ occur $P$–a.s. Therefore, there exists a subsequence $k_m$ of integers such that for each $m$, there exists $j_m \in (n_{k_m-1}, n_{k_m-1} + d_{k_m}/2]$ such that

$$M_{j_m} \geq 2m^2 \left( E_\omega^{\nu_{n_{k_m-1}}} \tilde{T}_{\nu_{j_{m-1}}}^{(d_{k_m})} + E_\omega^{\nu_{j_m}} \tilde{T}_{\nu_{d_k}}^{(d_{k_m})} \right) = 2m^2 \left( E_\omega^{\nu_{n_{k_m-1}}} \tilde{T}_{\nu_{d_k}}^{(d_{k_m})} - \mu_{k_m} \right),$$

where the second equality holds due to our choice of $j_m$, which implies that $\mu_{k_m} = E_\omega^{\nu_{j_{m-1}}} \tilde{T}_{\nu_{j_{m-1}}}^{(d_{k_m})}$. Then, by Corollary 4.4.3 we have that for all $m$ large enough,

$$M_{j_m} \geq 2m^2 \left( E_\omega^{\nu_{j_{m-1}}} \tilde{T}_{\nu_{d_k}}^{(d_{k_m})} - \mu_{k_m} \right) \geq m^2 \left( E_\omega \tilde{T}_{\nu_{d_k}}^{(d_{k_m})} - \mu_{k_m} \right) \geq m^2 E_\omega \tilde{T}_{\nu_{j_{m-1}}}^{(d_{k_m})},$$

where the last inequality is because $\mu_{k_m} = E_\omega^{\nu_{j_{m-1}}} \tilde{T}_{\nu_{j_{m-1}}}^{(d_{k_m})}$. Now, for all $k$ large enough we have $n_{k-1} + d_k/2 < d_k$. Thus, we may assume (by possibly choosing a further subsequence) that $j_m < d_{k_m}$ as well, and since allowing less backtracking only decreases the crossing time we have

$$M_{j_m} \geq m^2 E_\omega \tilde{T}_{\nu_{j_{m-1}}}^{(d_{k_m})} \geq m^2 E_\omega \tilde{T}_{\nu_{j_{m-1}}}^{(j_m)}.$$
The following lemma shows that the reflections that we have been using this whole time really
do not affect the random walk. Recall the coupling of \(X_t\) and \(\bar{X}_t^{(n)}\) introduced after \(4.18\).

**Lemma 4.4.5.**

\[
\lim_{n \to \infty} P_\omega \left( T_{\nu_n} - 1 \neq \bar{T}^{(n)}_{\nu_n-1} \right) = 0, \quad P \text{- a.s.}
\]

**Proof.** Let \(\varepsilon > 0\). By Chebychev’s inequality,

\[
P \left( P_\omega \left( T_{\nu_n} - 1 \neq \bar{T}^{(n)}_{\nu_n-1} \right) > \varepsilon \right) \leq \varepsilon^{-1} P \left( T_{\nu_n} - 1 \neq \bar{T}^{(n)}_{\nu_n-1} \right).
\]

Thus by the Borel-Cantelli lemma it is enough to prove that \(P \left( T_{\nu_n} - 1 \neq \bar{T}^{(n)}_{\nu_n-1} \right)\) is summable. Now, the event \(T_{\nu_n} - 1 \neq \bar{T}^{(n)}_{\nu_n-1}\) implies that there is an \(i < \nu_n-1\) such that after reaching \(i\) for the first
time, the random walk then backtracks a distance of \(b_n\). Thus, again letting \(\bar{\nu} = E P \nu\) we have

\[
P \left( T_{\nu_n} - 1 \neq \bar{T}^{(n)}_{\nu_n-1} \right) \leq P(\nu_n-1 \geq 2\bar{\nu}(n-1)) + \sum_{i=0}^{2\bar{\nu}(n-1)} P^i(T_{i-b_n} < \infty)
\]

As noted in Lemma 4.4.2, \(P(\nu_n-1 \geq 2\bar{\nu}(n-1)) = O(e^{-\delta n})\), so we need only to show that \(nP(T_{-b_n} < \infty)\) is summable. However, [GS02, Lemma 3.3] gives that there exists a constant \(C_7\) such that for

\[
P(T_{-k} < \infty) \leq e^{-C_7 k}.
\]

Thus \(nP(T_{-b_n} < \infty) \leq ne^{-C_7 b_n}\) which is summable by the definition of \(b_n\).

We define the random variable \(N_t := \max\{k : \exists n \leq t, X_n = \nu_k\}\) to be the maximum number of
ladder locations crossed by the random walk by time \(t\).

**Lemma 4.4.6.**

\[
\lim_{t \to \infty} \frac{\nu_{N_t} - X_t}{\log^2(t)} = 0, \quad P \text{- a.s.}
\]

**Proof.** Let \(\delta > 0\). If we can show that \(\sum_{t=1}^\infty P(\vert N_t - X_t \vert \geq \delta \log^2 t) < \infty\), then by the Borel-Cantelli lemma we will be done. Now, the only way that \(N_t\) and \(X_t\) can differ by more than \(\delta \log^2 t\) is if either one of the gaps between the first \(t\) ladder times is larger than \(\delta \log^2 t\) or if for some \(i < t\) the random walk backtracks \(\delta \log^2 t\) steps after first reaching \(i\). Thus,

\[
P(\vert N_t - X_t \vert \geq \delta \log^2 t) \leq P \left( \exists j \in [1, t+1] : \nu_j - \nu_{j-1} > \delta \log^2 t \right) + tP(T_{-\delta \log^2 t} < T_1) \quad (4.40)
\]
So we need only to show that the two terms on the right hand side are summable. For the first term we use Lemma 4.2.1 we note that
\[
P(\exists j \in [1, t + 1]: \nu_j - \nu_{j-1} > \delta \log^2 t) \leq (t + 1)P(\nu > \delta \log^2 t) \leq (t + 1)C_1 \epsilon^{-C_2 \delta \log^2 t},
\]
which is summable in \(t\). By (4.39) the second term on the right side of (4.40) is also summable.

**Proof of Theorem 4.1.2:**
By Corollary 4.4.4 \(P\)-a.s there exists a subsequence \(j_m(\omega)\) such that \(M_{j_m} \geq m^2 E_{\omega} \tilde{T}^{(j_m)}\). Define \(t_m = t_m(\omega) = \frac{1}{m} M_{j_m}\) and \(u_m = u_m(\omega) = \nu_{j_m-1}\). Then,
\[
P_{\omega}\left(\frac{X_{t_m} - u_m}{\log t_m} \notin [-\delta, \delta]\right) \leq P_{\omega}(N_{t_m} \neq j_m - 1) + P_{\omega}(|\nu_{N_{t_m}} - X_{t_m}| > \delta \log^2 t_m).
\]
From Lemma 4.4.6 the second term goes to zero as \(m \to \infty\). Thus, we only need to show that
\[
\lim_{m \to \infty} P_{\omega}(N_{t_m} = j_m - 1) = 1. \tag{4.41}
\]

To see this first note that
\[
P_{\omega}(N_{t_m} < j_m - 1) = P_{\omega}(T_{\nu_{j_m-1}} > t_m) \leq P_{\omega}\left(T_{\nu_{j_m-1}} \neq \tilde{T}^{(j_m)}\right) + P_{\omega}\left(T^{(j_m)} > t_m\right).
\]
By Lemma 4.4.5 \(P_{\omega}\left(T_{\nu_{j_m-1}} \neq \tilde{T}^{(j_m)}\right) \to 0\) as \(m \to \infty\), \(P\)-a.s. Also, by our definition of \(t_m\) and our choice of the subsequence \(j_m\) we have
\[
P_{\omega}\left(T^{(j_m)} > t_m\right) \leq E_{\omega} \frac{T^{(j_m)}_{\nu_{j_m-1}}}{t_m} = m E_{\omega} T^{(j_m)}_{\nu_{j_m-1}} M_{j_m} \leq \frac{1}{m} \to 0 \text{ as } m \to \infty.
\]

It still remains to show \(\lim_{m \to \infty} P_{\omega}(N_{t_m} < j_m) = 1\). To prove this, first define the stopping times \(T^+_{x} := \min\{n > 0 : X_n = x\}\). Then,
\[
P_{\omega}(N_{t_m} < j_m) = P_{\omega}(T_{\nu_{j_m}} > t_m) \geq P_{\omega}^{t_{\nu_{j_m-1}}}\left(T_{\nu_{j_m}} > \frac{1}{m} M_{j_m}\right) \geq P_{\omega}^{t_{\nu_{j_m-1}}}\left(T^{+}_{\nu_{j_m-1}} < T_{\nu_{j_m}}\right) \frac{1}{m} M_{j_m}.
\]

Then, using the hitting time calculations given in [Zeit41 (2.1.4)], we have that
\[
P_{\omega}^{t_{\nu_{j_m-1}}}\left(T^{+}_{\nu_{j_m-1}} < T_{\nu_{j_m}}\right) = 1 - \frac{1 - \omega_{\nu_{j_m-1}}}{R_{\nu_{j_m-1}, \nu_{j_m-1}} - 1}.
\]

Therefore, since \(M_{j_m} \leq R_{\nu_{j_m-1}, \nu_{j_m-1}} - 1\) we have
\[
P_{\omega}(N_{t_m} < j_m) \geq \left(1 - \frac{1 - \omega_{\nu_{j_m-1}}}{R_{\nu_{j_m-1}, \nu_{j_m-1}} - 1}\right) \frac{1}{m} M_{j_m} \geq \left(1 - \frac{1}{M_{j_m}}\right) \frac{1}{m} M_{j_m} \to 1, \text{ as } m \to \infty,
\]
thus proving (4.41) and therefore the theorem.
4.5 Non-local behavior on a Random Subsequence

There are two main goals of this section. The first is to prove the existence of random subsequences $x_m$ where the hitting times $T_{x_m}$ are approximately gaussian random variables. This result is then used to prove the existence of random times $t_m(\omega)$ in which the scaling for the random walk is of the order $t_m^s$ instead of $\log^2 t_m$ as in Theorem 4.1.2. However, before we can begin proving a quenched CLT for the hitting times $T_n$ (at least along a random subsequence), we first need to understand the tail asymptotics of $\text{Var}_\omega T_\nu := E_\omega((T_\nu - E_\omega T_\nu)^2)$, the quenched variance of $T_\nu$.

4.5.1 Tail Asymptotics of $Q(\text{Var}_\omega T_\nu > x)$

The goal of this subsection is to prove the following theorem:

**Theorem 4.5.1.** Let Assumptions 11 and 12 hold. Then with $K_\infty > 0$ the same as in Theorem 4.1.4, we have

$$Q(\text{Var}_\omega T_\nu > x) \sim Q((E_\omega T_\nu)^2 > x) \sim K_\infty x^{-s/2} \quad \text{as } x \to \infty,$$

and for any $\varepsilon > 0$ and $x > 0$,

$$Q\left(\text{Var}_\omega T_\nu^{(n)} > xn^{2/s}, \ M_1 > n^{(1-\varepsilon)/s}\right) \sim K_\infty x^{-s/2} \frac{1}{n} \quad \text{as } n \to \infty.$$

Consequently,

$$Q\left(\text{Var}_\omega T_\nu > \delta n^{1/s}, M_1 \leq n^{(1-\varepsilon)/s}\right) = o(n^{-1}).$$

A formula for the quenched variance of crossing times is given in [Gol07, (2.2)]. Translating to our notation and simplifying we have the formula

$$\text{Var}_\omega T_1 := E_\omega(T_1 - E_\omega T_1)^2 = 4(W_0 + W_0^2) + 8 \sum_{i<0} \Pi_{i+1,0}(W_i + W_i^2).$$

Now, given the environment the crossing times $T_j - T_{j-1}$ are independent. Thus we get the formula

$$\text{Var}_\omega T_\nu = 4 \sum_{j=0}^{\nu-1} (W_j + W_j^2) + 8 \sum_{j=0}^{\nu-1} \sum_{i<j} \Pi_{i+1,j}(W_i + W_i^2)$$

$$= 4 \sum_{j=0}^{\nu-1} (W_j + W_j^2) + 8 R_{0,\nu-1} \left(W_{-1} + W_{-1}^2 + \sum_{i<-1} \Pi_{i+1,-1}(W_i + W_i^2)\right)$$

$$+ 8 \sum_{0 \leq i < j < \nu} \Pi_{i+1,j}(W_i + W_i^2).$$
We want to analyze the tails of $\text{Var}_\omega T_\nu$ by comparison with $(E_\omega T_\nu)^2$. Using (4.14) we have

$$(E_\omega T_\nu)^2 = \left(\nu + 2 \sum_{j=0}^{\nu-1} W_j\right)^2 = \nu^2 + 4\nu \sum_{j=0}^{\nu-1} W_j + 4 \sum_{j=0}^{\nu-1} W_j^2 + 8 \sum_{0 \leq i < j < \nu} W_i W_j.$$ 

Thus, we have

$$(E_\omega T_\nu)^2 - \text{Var}_\omega T_\nu = \nu^2 + 4(\nu - 1) \sum_{j=0}^{\nu-1} W_j + 8 \sum_{0 \leq i < j < \nu} W_i (W_j - \Pi_{i+1,j} - \Pi_{i+1,j} W_i) \tag{4.47}$$

$$- 8R_{0,\nu-1} \left(W_{-1} + W_{-1}^2 + \sum_{i<-1} \Pi_{i+1,-1}(W_i + W_i^2)\right) \tag{4.48}$$

$$=: D^+ (\omega) - 8R_{0,\nu-1} D^- (\omega). \tag{4.49}$$

Note that $D^- (\omega)$ and $D^+ (\omega)$ are non-negative random variables. The next few lemmas show that the tails of $D^+ (\omega)$ and $R_{0,\nu-1} D^- (\omega)$ are much smaller than the tails of $(E_\omega T_\nu)^2$.

**Lemma 4.5.2.** For any $\varepsilon > 0$, we have $Q(D^+(\omega) > x) = o(x^{-s+\varepsilon})$.

**Proof.** Notice first that from (4.14) we have $\nu^2 + 4(\nu - 1) \sum_{j=0}^{\nu-1} W_j \leq 2\nu E_\omega T_\nu$. Also we can re-write $W_j - \Pi_{i+1,j} - \Pi_{i+1,j} W_i = W_{i+2,j}$ when $i < j - 1$ (this term is zero when $i = j - 1$). Therefore,

$$Q(D^+(\omega) > x) \leq Q(2\nu E_\omega T_\nu > x/2) + Q\left(8 \sum_{i=0}^{\nu-3} \sum_{j=i+2}^{\nu-1} W_i W_{i+2,j} > x/2\right).$$

Lemma 4.2.1 and Theorem 4.1.4 give that, for any $\varepsilon > 0$,

$$Q(2\nu E_\omega T_\nu > x) \leq Q(2\nu > \log^2(x)) + Q\left(E_\omega T_\nu > \frac{x}{\log^6(x)}\right) = o(x^{-s+\varepsilon}).$$

Thus we need only prove that $Q\left(\sum_{j=0}^{\nu-1} \sum_{j=i+2}^{\nu-1} W_i W_{i+2,j} > x\right) = o(x^{-s+\varepsilon})$ for any $\varepsilon > 0$. Note that for $i < \nu$ we have $W_i = W_{0,i} + \Pi_{0,i} W_{-1} \leq \Pi_{0,i}(i + 1 + W_{-1})$, thus

$$Q\left(\sum_{i=0}^{\nu-3} \sum_{j=i+2}^{\nu-1} W_i W_{i+2,j} > x\right) \leq Q\left((\nu + W_{-1}) \sum_{i=0}^{\nu-3} \sum_{j=i+2}^{\nu-1} \Pi_{0,i} W_{i+2,j} > x\right)$$

$$\leq Q(\nu > \log^2(x)/2) + Q(W_{-1} > \log^2(x)/2)$$

$$+ \sum_{i=0}^{\log^2(x)-3} \sum_{j=i+2}^{\log^2(x)-1} P\left(\Pi_{0,i} W_{i+2,j} > \frac{x}{\log^6(x)}\right) \tag{4.50}$$

where we were able to switch to $P$ instead of $Q$ in the last line because the event inside the probability only concerns the environment to the right of 0. Now, Lemmas 4.2.1 and 4.2.2 give that (4.50) is
o(x^{-s+\varepsilon}) for any \varepsilon > 0, so we need only to consider (4.51). Under the measure \(P\) we have that \(\Pi_{0,i}\) and \(W_{i+2,j}\) are independent, and by (4.9) we have \(P(W_{i+2,j} > x) \leq P(W_j > x) \leq K_1 x^{-s}\). Thus,

\[
P \left( \Pi_{0,i} W_{i+2,j} > \frac{x}{\log^6(x)} \right) = E_P \left[ P \left( W_{i+2,j} > \frac{x}{\log^6(x)} \Pi_{0,i} \right) \right] \leq K_1 \log^{6s}(x) x^{-s} E_P[\Pi_{0,i}^s].
\]

Then because \(E_P \Pi_{0,i}^s = (E_P \rho^s)^{i+1} = 1\) by Assumption 11, we have

\[
\sum_{i=0}^{\log^2(x)-3} \sum_{j=i+2}^{\log^2(x)-1} P \left( \Pi_{0,i} W_{i+2,j} > \frac{x}{\log^6(x)} \right) \leq K_1 \log^{4+6s}(x) x^{-s} = o(x^{-s+\varepsilon}).
\]

\[\square\]

**Lemma 4.5.3.** For any \(\varepsilon > 0\),

\[Q(D^-(\omega) > x) = o(x^{-s+\varepsilon}),\]

and thus for any \(\gamma < s\),

\[E_Q D^-(\omega)^\gamma < \infty.\]

**Proof.** It is obvious that (4.52) implies (4.53) and so we will only prove the former. For any \(i\) we may expand \(W_i + W_i^2\) as

\[
W_i + W_i^2 = \sum_{k \leq i} \Pi_{k,i} + \left( \sum_{k \leq i} \Pi_{k,i} \right)^2 = \sum_{k \leq i} \Pi_{k,i} + \sum_{k \leq i} \Pi_{k,i}^2 + 2 \sum_{k \leq i} \sum_{l < k} \Pi_{k,i} \Pi_{l,i} = \sum_{k \leq i} \Pi_{k,i} \left( 1 + \Pi_{k,i} + 2 \sum_{l < k} \Pi_{l,i} \right).
\]

Therefore, we may re-write

\[
D^-(\omega) = W_{-1} + W_{-1}^2 + \sum_{i < -1} \Pi_{i+1,-1}(W_i + W_i^2) = \sum_{i \leq -1} \sum_{k \leq i} \Pi_{k,-1} \left( 1 + \Pi_{k,i} + 2 \sum_{l < k} \Pi_{l,i} \right).
\]

Next, for any \(c > 0\) and \(n \in \mathbb{N}\) define the event

\[
E_{c,n} := \left\{ \Pi_{j,i} \leq e^{-c(i-j+1)}, \forall -n \leq i \leq -1, \forall j \leq i - n \right\} = \bigcap_{-n \leq i \leq -1} \bigcap_{j \leq i - n} \{ \Pi_{j,i} \leq e^{-c(i-j+1)} \}.
\]

Now, under the measure \(Q\) we have that \(\Pi_{k,-1} < 1\) for all \(k \leq -1\), and thus on the event \(E_{c,n}\) we
have using the representation in (4.54) that

\[
D^-(\omega) = \sum_{i=-1}^{n} \sum_{k \leq i} \Pi_{k,-1} \left( 1 + \Pi_{k,i} + 2 \sum_{l < k} \Pi_{l,i} \right)
\]

\[
\leq \sum_{-n \leq i \leq -1} \left( \sum_{k \leq i} \Pi_{k,i} (\Pi_{i+1,-1} + \Pi_{i,-1}) + 2 \sum_{i-n < k \leq i} \sum_{l < k} \Pi_{l,i} + 2 \sum_{l < k \leq i-n} e^{ck} \Pi_{l,i} \right)
\]

\[
+ \sum_{i < -n} \left( \sum_{k \leq i} e^{ck} + \sum_{k \leq i} e^{ck} \Pi_{k,i} + 2 \sum_{l < k \leq i} e^{ck} \Pi_{l,i} \right)
\]

\[
\leq \sum_{-n \leq i \leq -1} (2 + n) W_i + 2 \sum_{l < k \leq i-n} e^{ck} e^{-c(i-l+1)}
\]

\[
+ \sum_{i < -n} \left( \frac{e^{c(i+1)}}{e^c - 1} + e^{cW_i} + \frac{2e^{c(i+1)}}{e^c - 1} \sum_{i \leq l < k} \Pi_{l,i} \right)
\]

\[
\leq (2 + n) \sum_{-n \leq i \leq -1} W_i + \frac{2e^{-c(2n-1)}}{(e^c - 1)^3(e^c + 1)} + \frac{e^{-c(n-1)}}{(e^c - 1)^2} + \sum_{i < -n} \sum_{l < i} e^{cW_i} \left( 1 + \frac{2e^c}{e^c - 1} \right)
\]

(4.55)

Then, using (4.55) with \(n\) replaced by \([\log^2 x] = b_x\) we have

\[
Q \left( D^-(\omega) > x \right) \leq Q \left( E_{c,b_x}^c \right) + 1 \left\{ \frac{e^{c(i+b_x)}}{(e^c - 1)^3(e^c + 1)} > x/3 \right\} + Q \left( \sum_{i < b_x \leq i \leq -1} W_i > \frac{x}{3(2 + b_x)} \right) + Q \left( \sum_{i < b_x \leq i \leq -1} e^{cW_i} > \frac{(e^c - 1)x}{3(3e^c - 1)} \right).
\]

(4.56)

Now, for any \(0 < c < -E_P \log \rho\) Lemma 4.2.1 gives that \(Q(\Pi_{i,j} > e^{-c(i-j+1)} \leq \frac{A}{P(\rho)} e^{-\delta_c(i-j+1)}\) for some \(\delta_c, A_c > 0\). Therefore,

\[
Q(\Pi_{c,n}) \leq \sum_{-n \leq i \leq -1} \sum_{j \leq i-1} Q(\Pi_{j,i} > e^{-c(i-j+1)}) \leq \frac{nA e^{-\delta_c n}}{P(\rho) (e^c - 1)} = o(e^{-\delta_c n/2}).
\]

(4.57)

Thus, for any \(0 < c < -E_P \log \rho\) we have that the first two terms on the right hand side of (4.56) are decreasing in \(x\) of order \(o(e^{-\delta_c b_x/2}) = o(x^{s+\epsilon})\). To handle last two terms in the right side of (4.56), note first that from (4.9), \(Q(\Pi_{i,j} > e^{-c(i-j+1)}) \leq \frac{1}{P(\rho)} P(W_i > x) \leq \frac{K}{P(\rho)} x^{-s} \) for any \(x > 0\) and any \(i\). Thus,

\[
Q \left( \sum_{-b_x \leq i \leq -1} W_i > \frac{x}{3(2 + b_x)} \right) \leq \sum_{-b_x \leq i \leq -1} Q \left( W_i > \frac{x}{3(2 + b_x)} b_x \right) = o(x^{s+\epsilon}).
\]
and since \( \sum_{i=1}^{\infty} e^{-ci/2} = (e^{c/2} - 1)^{-1} \), we have
\[
Q \left( \sum_{i<1} e^{ci} W_i > \left( \frac{e^c - 1}{9e^c - 3} \right) x \right) \leq Q \left( \sum_{i=1}^{\infty} e^{-ci} W_i > \left( \frac{e^c - 1}{9e^c - 3} \right) \sum_{i=1}^{\infty} e^{-ci/2} \right)
\]
\[
\leq \sum_{i=1}^{\infty} Q \left( W_i > \left( \frac{e^c - 1}{9e^c - 3} \right) e^{ci/2} \right)
\]
\[
\leq \frac{K_1(9e^c - 3)^s}{P(R)(e^c - 1)^s(e^{c/2} - 1)^s} x^{-s} \sum_{i=1}^{\infty} e^{-csi/2} = O(x^s).
\]

**Corollary 4.5.4.** For any \( \varepsilon > 0 \), \( Q(R_{0,\nu-1}D^{-}(\omega) > x) = o(x^{-s+\varepsilon}) \).

**Proof.** From (4.11) it is easy to see that for any \( \gamma < s \) there exists a \( K_\gamma > 0 \) such that
\[
P(R_0 > x) \leq K_\gamma x^{-\gamma}.
\]
Then, letting \( F_\gamma = \sigma(\ldots, \omega_{-2}, \omega_{-1}) \) we have that
\[
Q(R_{0,\nu-1}D^{-}(\omega) > x) = E_Q \left[ Q \left( R_{0,\nu-1} > \frac{x}{D^{-}(\omega)} \right) \right] \leq K_\gamma x^{-\gamma} E_Q(D^{-}(\omega))^\gamma.
\]
Since \( \gamma < s \), the expectation in the last expression is finite by (4.53). Choosing \( \gamma = s - \frac{s}{2} \) finishes the proof. \( \square \)

**Proof of Theorem 4.5.1:**
Recall from (4.49) that
\[
(E_\omega T_\nu)^2 - D^+(\omega) \leq Var_\omega T_\nu \leq (E_\omega T_\nu)^2 + 8R_{0,\nu-1}D^{-}(\omega).
\] (4.58)
The lower bound in (4.58) gives that for any \( \delta > 0 \),
\[
Q(Var_\omega T_\nu > x) \geq Q \left( (E_\omega T_\nu)^2 > (1 + \delta)x \right) - Q \left( D^+(\omega) > \delta x \right).
\]
Thus, from Lemma 4.5.2 and Theorem 4.1.4 we have that
\[
\liminf_{x \to \infty} x^{s/2} Q(Var_\omega T_\nu > x) \geq K_\infty (1 + \delta)^{-s/2}.
\] (4.59)
Similarly, the upper bound in (4.58) and Corollary 4.5.4 give that for any \( \delta > 0 \),
\[
Q(Var_\omega T_\nu > x) \leq Q \left( (E_\omega T_\nu)^2 > (1 - \delta)x \right) + Q \left( 8R_{0,\nu-1}D^{-}(\omega) > \delta x \right),
\]
and then Corollary 4.5.4 and Theorem 4.1.4 give
\[
\limsup_{x \to \infty} x^{s/2} Q(Var_\omega T_\nu > x) \leq K_\infty (1 - \delta)^{-s/2}.
\] (4.60)
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Letting \( \delta \to 0 \) in (4.59) and (4.60) finishes the proof of (4.42).

Essentially the same proof works for (4.43). The difference is that when evaluating the difference \((E_{\omega}T_{\nu}^{(n)})^2 - \text{Var}_{\omega}T_{\nu}^{(n)}\) the upper and lower bounds in (1.47) and (4.38) are smaller in absolute value. This is because every instance of \( W_i \) is replaced by \( W_{\nu-b_n+1,i} \) and the sum in (4.48) is taken only over \( \nu-b_n < i < -1 \). Therefore, the following bounds still hold:

\[
\left( E_{\omega}T_{\nu}^{(n)} \right)^2 - 8 \text{Var}_{\omega}T_{\nu}^{(n)} \leq 8R_{0,\nu-1}D^{-} (\omega). \tag{4.61}
\]

The rest of the proof then follows in the same manner, noting that from Lemma 4.3.3 we have \( Q \left( \left( E_{\omega}T_{\nu}^{(n)} \right)^2 > xn^{2/s}, M_1 > n^{(1-\varepsilon)/s} \right) \sim K_{\infty}x^{-s/2}n^{1-\varepsilon} \) as \( n \to \infty \).

\[\square\]

4.5.2 Existence of Random Subsequence of Non-localized Behavior

Introduce the notation:

\[
\mu_{i,n,\omega} := E_{\omega}^{\nu_i-1} \bar{T}^{(n)}_{\nu_i}, \quad \sigma_{i,n,\omega}^2 := E_{\omega}^{\nu_i-1} \left( \bar{T}^{(n)}_{\nu_i} - \mu_{i,n,\omega} \right)^2 = \text{Var}_{\omega} \left( \bar{T}^{(n)}_{\nu_i} - \bar{T}^{(n)}_{\nu_{i-1}} \right). \tag{4.62}
\]

It is obvious (from the coupling of \( \bar{X}^{(n)}_i \) and \( X_i \)) that \( \mu_{i,n,\omega} I_{E_{\omega}^{\nu_i-1}T_{\nu_i} \leq \alpha} \) as \( n \to \infty \). It is also true, although not as obvious, that \( \sigma_{i,n,\omega}^2 \) is increasing in \( n \) to \( \text{Var}_{\omega} (T_{\nu_i} - T_{\nu_{i-1}}) \). Therefore, we will use the notation \( \mu_{i,\infty,\omega} := E_{\omega}^{\nu_i-1}T_{\nu_i} \) and \( \sigma_{i,\infty,\omega}^2 := \text{Var}_{\omega} (T_{\nu_i} - T_{\nu_{i-1}}) \). To see that \( \sigma_{i,\infty,\omega}^2 \) is increasing in \( n \), note that the expansion for \( \text{Var}_{\omega} \bar{T}^{(n)}_{\nu} \) is the same as the expansion for \( \text{Var}_{\omega} T_{\nu} \) given in (4.46) but with each \( W_i \) replaced by \( W_{\nu-b_n+1,i} \) and with the final sum in the second line restricted to \( \nu-b_n < i < -1 \).

The first goal of this subsection is to prove a CLT (along random subsequences) for the hitting times \( T_n \). We begin by showing that for any \( \varepsilon > 0 \) only the crossing times of ladder times with \( M_k > n^{(1-\varepsilon)/s} \) are relevant in the limiting distribution, at least along a sparse enough subsequence.

**Lemma 4.5.5.** Assume \( s < 2 \). Then for any \( \varepsilon, \delta > 0 \) there exists an \( \eta > 0 \) and a sequence \( c_n = o(n^{-\eta}) \) such that for any \( m \leq \infty \)

\[
Q \left( \sum_{i=1}^{n} \sigma_{i,m,\omega}^2 1_{M_i \leq n^{(1-\varepsilon)/s}} > \delta n^{2/s} \right) \leq c_n.
\]

**Proof.** Since \( \sigma_{i,m,\omega}^2 \leq \sigma_{i,\infty,\omega}^2 \) it is enough to consider only the case \( m = \infty \) (that is, the walk without reflections). First, we need a bound on the probability of \( \sigma_{i,\infty,\omega}^2 = \text{Var}_{\omega} (T_{\nu_i} - T_{\nu_{i-1}}) \) being much larger than \( M_i^2 \). Note that from (4.38) we have \( \text{Var}_{\omega} T_{\nu} \leq (E_{\omega}T_{\nu})^2 + 8R_{0,\nu-1}D^{-} (\omega) \). Then, since \( R_{0,\nu-1} \leq \nu M_1 \) we have for any \( \alpha, \beta > 0 \) that

\[
Q \left( \text{Var}_{\omega} T_{\nu} > n^{2\beta}, M_1 \leq n^\alpha \right) \leq Q \left( E_{\omega}T_{\nu} > \frac{n^\beta}{\sqrt{2}}, M_1 \leq n^\alpha \right) + Q \left( 8\nu D^{-} (\omega) > \frac{n^{2\beta-\alpha}}{2} \right).
\]
By (4.15), the first term on the right is \( o(e^{-n^{(3-\alpha)/s}}) \). To bound the second term on the right we use Lemma 4.2.1 and Lemma 4.5.3 to get that for any \( \alpha < \beta \)

\[
Q \left( 8\nu D^-(\omega) > \frac{n^{2\beta-\alpha}}{2} \right) \leq Q(\nu > \log^2 n) + Q \left( D^-(\omega) > \frac{n^{2\beta-\alpha}}{16 \log^2 n} \right) = o(n^{-\frac{\beta}{3}}(3\beta-\alpha)).
\]

Therefore, similarly to (4.15) we have the bound

\[
Q \left( \text{Var}_\omega T_\nu > n^{2\beta}, M_1 \leq n^\alpha \right) = o(n^{-\frac{\beta}{3}}(3\beta-\alpha)). \tag{4.63}
\]

The rest of the proof is similar to the proof of Lemma 4.5.1. First, from (4.63),

\[
Q \left( \sum_{i=1}^{n} \sigma_{i,\infty,\omega}^2 I_{M_i \leq n^{1-\varepsilon}/s} > \delta n^{2/s} \right) \leq Q \left( \sum_{i=1}^{n} \sigma_{i,\infty,\omega}^2 \sigma_{i,\infty,\omega}^2 \leq n^{2(1-\varepsilon)/s} > \delta n^{2/s} \right)
\]

\[
+ nQ \left( \text{Var}_\omega T_\nu > n^{2(1-\varepsilon)/s}, M_1 \leq n^{1-\varepsilon}/s \right)
\]

\[
= Q \left( \sum_{i=1}^{n} \sigma_{i,\infty,\omega}^2 \sigma_{i,\infty,\omega}^2 \leq n^{2(1-\varepsilon)/s} > \delta n^{2/s} \right) + o(n^{-\varepsilon/s}).
\]

Therefore, it is enough to prove that for any \( \delta, \varepsilon > 0 \) there exists \( \eta > 0 \) such that

\[
Q \left( \sum_{i=1}^{n} \sigma_{i,m,\omega}^2 - \mu_{i,m,\omega}^2 \geq \delta n^{2/s} \right) = o(n^{-\eta}).
\]

We prove the above statement by choosing \( C \in (1, \frac{2}{s}) \), since \( s > 2 \), and then using Theorem 4.5.1 to get bounds on the size of the set \( \{ i \leq n : \text{Var}_\omega (T_\nu_i - T_{\nu_{i-1}}) \in (n^{2(1-\varepsilon/C^k)/s}, n^{2(1-\varepsilon/C^{k-1})/s}) \} \) for all \( k \) small enough so that \( \varepsilon C^k < 1 \). This portion of the proof is similar to that of Lemma 4.3.1 and thus will be omitted.

**Corollary 4.5.6.** Assume \( s < 2 \). Then for any \( \delta > 0 \) there exists an \( \eta' > 0 \) and a sequence \( \epsilon_n' = o(n^{-\eta'}) \) such that for any \( m \leq \infty \)

\[
Q \left( \sum_{i=1}^{n} \sigma_{i,m,\omega}^2 - \mu_{i,m,\omega}^2 \geq \delta n^{2/s} \right) \leq \epsilon_n'.
\]

**Proof.** For any \( \varepsilon > 0 \)

\[
Q \left( \sum_{i=1}^{n} (\sigma_{i,m,\omega}^2 - \mu_{i,m,\omega}^2) \geq \delta n^{2/s} \right) \leq Q \left( \sum_{i=1}^{n} \sigma_{i,m,\omega}^2 I_{M_i \leq n^{1-\varepsilon}/s} \geq \frac{\delta}{3} n^{2/s} \right)
\]

\[
+ Q \left( \sum_{i=1}^{n} \mu_{i,m,\omega}^2 I_{M_i \leq n^{1-\varepsilon}/s} \geq \frac{\delta}{3} n^{2/s} \right) \tag{4.64}
\]

\[
+ Q \left( \sum_{i=1}^{n} (\sigma_{i,m,\omega}^2 - \mu_{i,m,\omega}^2) I_{M_i \geq n^{1-\varepsilon}/s} \geq \frac{\delta}{3} n^{2/s} \right). \tag{4.65}
\]
Lemma 4.5.5 gives that (4.64) decreases polynomially in \( n \) (with a bound not depending on \( m \)). Also, essentially the same proof as in Lemmas 4.5.5 and 4.3.1 can be used to show that (4.65) also decreases polynomially in \( n \) (again with a bound not depending on \( m \)). Finally (4.66) is bounded above by

\[
Q \left( \# \{ i \leq n : M_i > n^{(1-\varepsilon)/s} \} > n^{2\varepsilon} \right) + nQ \left( \left| \text{Var}_{\omega} \overline{T}_\nu^{(m)} - (E_{\omega} \overline{T}_\nu^{(m)})^2 \right| \geq \frac{\delta}{3} n^{2/s-2\varepsilon} \right),
\]

and since by (4.13), \( Q \left( \# \{ i \leq n : M_i > n^{(1-\varepsilon)/s} \} > n^{2\varepsilon} \right) \leq \frac{nQ(M_i > n^{(1-\varepsilon)/s})}{n^{2\varepsilon}} \sim C_5 n^{-\varepsilon} \) we need only show that for some \( \varepsilon > 0 \) the second term above is decreasing faster than a power of \( n \). However, from (4.61) we have

\[
\left| \text{Var}_{\omega} \overline{T}_\nu^{(m)} - (E_{\omega} \overline{T}_\nu^{(m)})^2 \right| \leq D^+(\omega) + 8R_{0,\nu-1}D^-(\omega).
\]

Thus

\[
nQ \left( \left| \text{Var}_{\omega} \overline{T}_\nu^{(m)} - (E_{\omega} \overline{T}_\nu^{(m)})^2 \right| \geq \frac{\delta}{3} n^{2/s-2\varepsilon} \right) \leq nQ \left( D^+(\omega) + 8R_{0,\nu-1}D^-(\omega) > \frac{\delta}{3} n^{2/s-2\varepsilon} \right),
\]

and for any \( \varepsilon < \frac{1}{2s} \) Lemma 4.5.2 and Corollary 4.5.4 give that the last term above decreases faster than some power of \( n \).

Since \( T_\nu = \sum_{i=1}^{n}(T_{\nu_i} - T_{\nu_{i-1}}) \) is the sum of independent (quenched) random variables, in order to prove a CLT we cannot have any of the first \( n \) crossing times of blocks dominating all the others (note this is exactly what happens in the localization behavior we saw in Section 4.4). Thus, we look for a random subsequence where none of the crossing times of blocks are dominant. Now, for any \( \delta \in (0, 1] \) and any positive integer \( a < n/2 \) define the event

\[
S_{\delta, n, a} := \left\{ \# \{ i \leq \delta n : \mu_{i, n, \omega}^2 \in [n^{2/s}, 2n^{2/s}] \} = 2a, \quad \mu_{j, n, \omega}^2 < 2n^{2/s} \quad \forall j \leq \delta n \right\}.
\]

On the event \( S_{\delta, n, a} \) 2a of the first \( \delta n \) crossings times from \( \nu_{i-1} \) to \( \nu_i \) have roughly the same size expected crossing times \( \mu_{i, n, \omega} \), and the rest are all smaller (we work with \( \mu_{i, n, \omega}^2 \) instead of \( \mu_{i, n, \omega} \) so that comparisons with \( \sigma_{i, n, \omega}^2 \) are slightly easier). We want a lower bound on the probability of \( S_{\delta, n, a} \). The difficulty in getting a lower bound is that the \( \mu_{i, n, \omega}^2 \) are not independent. However, we can force all the large crossing times to be independent by forcing them to be separated by at least \( b_n \) ladder locations.

Let \( I_{\delta, n, a} \) be the collection of all subsets \( I \) of \( [1, \delta n] \cap \mathbb{Z} \) of size 2a with the property that any two distinct points in \( I \) are separated by at least 2\( b_n \). Also, define the event

\[
A_{i, n} := \left\{ \mu_{i, n, \omega}^2 \in \left[ n^{2/s}, 2n^{2/s} \right] \right\}.
\]
Then, we begin with a simple lower bound.

\[
Q(S_{\delta,n,a}) \geq Q \left( \bigcup_{I \in \mathcal{I}_{\delta,n,a}} \left( \bigcap_{i \in I} A_{i,n} \bigcap_{j \in [1,\delta n] \setminus I} \left\{ \mu^2_{j,n,\omega} < n^{2/s} \right\} \right) \right)
\]

\[
= \sum_{I \in \mathcal{I}_{\delta,n,a}} Q \left( \bigcap_{i \in I} A_{i,n} \bigcap_{j \in [1,\delta n] \setminus I} \left\{ \mu^2_{j,n,\omega} < n^{2/s} \right\} \right).
\] (4.67)

Now, recall the definition of the event \(G_{i,n,\varepsilon}\) from (4.33), and define the event

\[
H_{i,n,\varepsilon} := \left\{ M_j \leq n^{(1-\varepsilon)/s} \text{ for all } j \in [i-b_n,i) \right\}.
\]

Also, for any \(I \subset \mathbb{Z}\) let \(d(j,I) := \min\{|j-i| : i \in I\}\) be the minimum distance from \(j\) to the set \(I\).

Then, with minimal cost, we can assume that for any \(I \in \mathcal{I}_{\delta,n,a}\) and any \(\varepsilon > 0\) that all \(j \notin I\) such that \(d(j,I) \leq b_n\) have \(M_j \leq n^{(1-\varepsilon)/s}\). Indeed,

\[
Q \left( \bigcap_{i \in I} A_{i,n} \bigcap_{j \in [1,\delta n] \setminus I} \left\{ \mu^2_{j,n,\omega} < n^{2/s} \right\} \right)
\]

\[
\geq Q \left( \bigcap_{i \in I} (A_{i,n} \cap G_{i,n,\varepsilon} \cap H_{i,n,\varepsilon}) \bigcap_{j \in [1,\delta n] : d(j,I) > b_n} \left\{ \mu^2_{j,n,\omega} < n^{2/s} \right\} \right)
\]

\[
- Q \left( \bigcup_{j \notin I, d(j,I) \leq b_n} \left\{ \mu^2_{j,n,\omega} \geq n^{2/s}, M_j \leq n^{(1-\varepsilon)/s} \right\} \right)
\]

\[
\geq \prod_{i \in I} Q(A_{i,n} \cap H_{i,n,\varepsilon}) Q \left( \bigcap_{i \in I} G_{i,n,\varepsilon} \bigcap_{j \in [1,\delta n] : d(j,I) > b_n} \left\{ \mu^2_{j,n,\omega} < n^{2/s} \right\} \right)
\]

\[- 4ab_n Q \left( E_\omega T_\nu \geq n^{1/s}, M_1 \leq n^{(1-\varepsilon)/s} \right). \] (4.68)

From Theorem 4.1.4 and Lemma 4.3.3 we have \(Q(A_{i,n}) \sim K_\infty (1 - 2^{-s/2}) n^{-1}\). We wish to show the same asymptotics are true for \(Q(A_{i,n} \cap H_{i,n,\varepsilon})\) as well. From (4.13) we have \(Q(H_{i,n,\varepsilon}^c) \leq b_n Q(M_1 > n^{(1-\varepsilon)/s}) = o(n^{-1+2\varepsilon})\). Applying this, along with \(|4.13|\) and \(|4.13|\), gives that for \(\varepsilon > 0\),

\[
Q(A_{i,n}) \leq Q(A_{i,n} \cap H_{i,n,\varepsilon}) + Q \left( M_1 > n^{(1-\varepsilon)/s} \right) Q(H_{i,n,\varepsilon}^c) + Q \left( E_\omega T_\nu > n^{1/s}, M_1 \leq n^{(1-\varepsilon)/s} \right)
\]

\[
= Q(A_{i,n} \cap H_{i,n,\varepsilon}) + o(n^{-2+3\varepsilon}) + o(e^{-n^{1/(5\varepsilon)}}).
\]

Thus, for any \(\varepsilon < \frac{1}{3}\) there exists a \(C_\varepsilon > 0\) such that

\[
Q(A_{i,n} \cap H_{i,n,\varepsilon}) \geq C_\varepsilon n^{-1}.
\] (4.69)
To handle the next probability in (4.68), note that
\[
Q \left( \bigcap_{i \in I} G_{i,n} \cap \bigcap_{j \in [1, \delta n] : d(j, I) > b_n} \{ \mu_{j,n,\omega} < n^{2/s} \} \right) \geq Q \left( \bigcap_{j \in [1, \delta n]} \{ \mu_{j,n,\omega} < n^{2/s} \} \right) - Q \left( \bigcup_{i \in I} G_{i,n}^c \right) \\
\geq Q \left( E_\omega T_{\nu_n} < n^{1/s} \right) - 2aQ(G_{i,n}^c) \\
= Q \left( E_\omega T_{\nu_n} < n^{1/s} \right) - ao(n^{-1+2\varepsilon}). \tag{4.70}
\]

Finally, from (4.13) we have \(4ab_n Q (E_\omega T_\nu \geq n^{1/s}, M_1 \leq n^{(1-\varepsilon)/s}) = ao \left( e^{-n^{s/(6a)} } \right) \). This, along with (4.69) and (4.70) applied to (4.67) gives
\[
Q(S_{\delta,n,a}) \geq \#(I_{\delta,n,a}) \left[ (C_e n^{-1})^{2a} \left( Q \left( E_\omega T_{\nu_n} < n^{1/s} \right) - ao(n^{-1+2\varepsilon}) \right) - ao \left( e^{-n^{s/(6a)} } \right) \right].
\]

An obvious upper bound for \(#(I_{\delta,n,a})\) is \((\delta n)^{2a} / (2a)!\). To get a lower bound on \(#(I_{\delta,n,a})\) we note that any set \(I \in I_{\delta,n,a}\) can be chosen in the following way: first choose an integer \(i_1 \in [1, \delta n]\) (\(\delta n\) ways to do this). Then, choose an integer \(i_2 \in [1, \delta n] \cap \{ j \in \mathbb{Z} : |j - i_1| \leq 2b_n \}\) (at least \(\delta n - 1 - 4b_n\) ways to do this). Continue this process until \(2a\) integers have been chosen. When choosing \(i_j\), there will be at least \(\delta n - (j - 1)(1 + 4b_n)\) integers available. Then, since there are \((2a)!\) orders in which to choose each set if \(2a\) integers we have
\[
\frac{(\delta n)^{2a}}{(2a)!} \geq \#(I_{\delta,n,a}) \geq \prod_{j=1}^{2a} \left( \delta n - (j - 1)(1 + 4b_n) \right) \geq \left( \frac{\delta n}{2a+1} \right)^{2a} \left( 1 - \frac{(2a - 1)(1 + 4b_n)}{\delta n} \right)^{2a}.
\]
Therefore, applying the upper and lower bounds on \(#(I_{\delta,n,a})\) we get
\[
Q(S_{\delta,n,a}) \geq \frac{(\delta n)^{2a}}{(2a)!} \left( \frac{C_e}{2a} \right)^{2a} \left( 1 - \frac{(2a - 1)(1 + 4b_n)}{\delta n} \right)^{2a} \left( Q \left( E_\omega T_{\nu_n} < n^{1/s} \right) - ao(n^{-1+2\varepsilon}) \right) \\
- \frac{(\delta n)^{2a}}{(2a)!} ao \left( e^{-n^{s/(6a)} } \right).
\]

Recall the definitions of \(d_k\) in (4.39) and define
\[
ak := [\log \log k] \lor 1, \quad \text{and} \quad \delta_k := a_k^{-1}. \tag{4.71}
\]

Now, replacing \(\delta, n, a\) in the above by \(\delta_k, d_k, a_k\) respectively we have
\[
Q(S_{\delta_k,d_k,a_k}) \geq \frac{(\delta_k C_e)^{2a_k}}{(2a_k)!} \left( 1 - \frac{(2a_k - 1)(1 + 4b_{d_k})}{\delta_k d_k} \right)^{2a_k} \left( Q \left( E_\omega T_{\nu_{d_k}} < d_k^{1/s} \right) - a_k o(d_k^{-1+2\varepsilon}) \right) \\
- \frac{(\delta_k d_k)^{2a_k}}{(2a_k)!} a_k o \left( e^{-d_k^{s/(6a)} } \right) \\
\geq \frac{(\delta_k C_e)^{2a_k}}{(2a_k)!} \left( 1 + o(1) \right) (L_{s,b'}(1) - o(1)) - o(1/k). \tag{4.72}
\]
The last inequality is a result of the definitions of $\delta_k, a_k,$ and $d_k$ (it’s enough to recall that $d_k \geq 2^{2^k-1}$, $a_k \sim \log \log k$, and $\delta_k \sim \frac{1}{\log \log k}$), as well as Theorem 4.1.4. Also, since $\delta_k = a_k^{-1}$ we get from Sterling’s formula that $(\delta_k C_k)^{2\alpha_k} \sim (C_{\nu n}/2a_k)^{2\alpha_k}$. Thus since $a_k \sim \log \log k$, we have that $\frac{1}{k} = o \left( \frac{(\delta_k C_k)^{2\alpha_k}}{(2a_k)} \right)$. This, along with (4.72), gives that $Q(S_{\delta_k, d_k, a_k}) > \frac{1}{k}$ for all $k$ large enough.

We now have a good lower bound on the probability of not having any of the crossing times of the first $\delta_k d_k$ blocks dominating all the others. However for the purpose of proving Theorem 4.1.3 we need a little bit more. We also need that none of the crossing times of succeeding blocks are too large either. Thus, for any $0 < \delta < c$ and $n \in \mathbb{N}$ define the events

$$U_{\delta, n, c} := \left\{ \sum_{i=\delta n + 1}^{cn} \mu_{i, n, \omega} \leq 2n^{1/s} \right\}, \quad \tilde{U}_{\delta, n, c} := \left\{ \sum_{i=\delta n + b_n + 1}^{cn} \mu_{i, n, \omega} \leq n^{1/s} \right\}.$$

**Lemma 4.5.7.** Assume $s < 1$. Then there exists a sequence $c_k \to \infty$, $c_k = o(\log a_k)$ such that

$$\sum_{k=1}^{\infty} Q(S_{\delta_k, d_k, a_k} \cap U_{\delta, n, c_k}) = \infty.$$

**Proof.** For any $\delta < c$ and $a < n/2$ we have

$$Q(S_{\delta, n, a} \cap U_{\delta, n, c}) \geq Q(S_{\delta, n, a}) Q(\tilde{U}_{\delta, n, c}) - Q(S_{\delta, n, a}) Q \left( \sum_{i=1}^{b_n} \mu_{i, n, \omega} > n^{1/s} \right)$$

$$\geq Q(S_{\delta, n, a}) Q \left( E_{\omega} T_{\nu n} \leq n^{1/s} \right) - b_n Q \left( E_{\omega} T_{\nu} \geq \frac{n^{1/s}}{b_n} \right)$$

$$\geq Q(S_{\delta, n, a}) Q \left( E_{\omega} T_{\nu n} \leq n^{1/s} \right) - o(n^{-1/2}), \quad (4.73)$$

where the last inequality is from Theorem 4.1.4. Now, define $c_1 = 1$ and for $k > 1$ let

$$c'_k := \max \left\{ c \in \mathbb{N} : Q \left( E_{\omega} T_{\nu k a_k} \leq d_k^{1/s} \right) \geq \frac{1}{\log k} \right\} \lor 1.$$

Note that by Theorem 4.1.1 we have that $c'_k \to \infty$, and so we can define $c_k = c'_k \land \log \log(a_k)$. Then applying (4.73) with this choice of $c_k$ we have

$$\sum_{k=1}^{\infty} Q(S_{\delta_k, d_k, a_k} \cap U_{\delta, n, c_k}) \geq \sum_{k=1}^{\infty} \left[ Q(S_{\delta_k, d_k, a_k}) Q \left( E_{\omega} T_{\nu k a_k} \leq d_k^{1/s} \right) - o(a_k^{-1/2}) \right] = \infty,$$

and the last sum is infinite because $d_k^{-1/2}$ is summable and for all $k$ large enough we have

$$Q(S_{\delta_k, d_k, a_k}) Q \left( E_{\omega} T_{\nu k a_k} \leq d_k^{1/s} \right) \geq \frac{1}{k \log k}.$$
Corollary 4.5.8. Assume $s < 1$, and let $c_k$ be as in Lemma 4.5.7. Then, $P$-a.s. there exists a random subsequence $n_{km} = n_{km}(\omega)$ of $n_k = 2^k$ such that for the sequences $\alpha_m, \beta_m, \gamma_m$ defined by

$$
\alpha_m := n_{km-1}, \quad \beta_m := n_{km-1} + \delta_k d_{km}, \quad \gamma_m := n_{km-1} + c_k d_{km},
$$

we have that for all $m$

$$
\max_{i \in (\alpha_m, \beta_m]} \mu^2_{i,d_{km},\omega} \leq 2d_{km}^2/s \leq \frac{1}{a_{km}} \sum_{i=\alpha_m+1}^{\beta_m} \mu^2_{i,d_{km},\omega},
$$

and

$$
\sum_{\beta_m+1}^{\gamma_m} \mu_{i,d_{km},\omega} \leq 2d_{km}^{1/s}.
$$

Proof. Define the events

$$
S'_k := \left\{ \left. \#i \in (n_{k-1}, n_{k-1} + \delta_k d_k) : \mu^2_{i,d_k,\omega} \in [d_k^{2/s}, 2d_k^{2/s}] \right\} = 2a_k \right\}
$$

and

$$
U'_k := \left\{ \left. \mu^2_{j,d_k,\omega} < 2d_k^{2/s} \quad \forall j \in (n_{k-1}, n_{k-1} + \delta_k d_k) \right\},
$$

$$
U''_k := \left\{ \sum_{n_{k-1} + \delta_k d_k + 1}^{n_{k-1} + \delta_k d_k + 1} \mu_{i,d_k,\omega} \leq 2d_k^{1/s} \right\}. \quad (4.76)
$$

Note that due to the reflections of the random walk, the event $S'_k \cap U'_k$ depends on the environment between ladder locations $n_{k-1} - b d_k$ and $n_{k-1} + c_k d_k$. Thus, for $k_0$ large enough $\{S'_{2k} \cap U'_{2k}\}_{k=k_0}$ is an independent sequence of events. Similarly, for $k$ large enough $S'_k \cap U'_k$ does not depend on the environment to left of the origin. Thus

$$
P(S'_k \cap U'_k) = Q(S'_k \cap U'_k) = Q(S_{\delta_k,d_k,a_k} \cap U_{\delta_k,d_k,c_k})
$$

for all $k$ large enough. Lemma 4.5.7 then gives that $\sum_{k=1}^{\infty} P(S'_{2k} \cap U'_{2k}) = \infty$, and the Borel-Cantelli lemma then implies that infinitely many of the events $S'_{2k} \cap U'_{2k}$ occur $P - a.s$. Finally, note that $S'_k$ implies the event in (4.75).

Before proving a quenched CLT (along a subsequence) for the hitting times $T_n$, we need one more lemma that gives us some control on the quenched tails of crossing times of blocks. We can get this from an application of Kac’s moment formula. Let $\hat{T}_y$ be the hitting time of $y$ when we add a reflection at the starting point of the random walk. Then Kac’s moment formula [FP99, (6)] and the Markov property give that $E_x^\omega(\hat{T}_y)^j \leq j! \left(E_x^\omega(T_y)^j\right)$ (note that because of the reflection at $x$, $E_x^\omega(\hat{T}_y) \geq E_x^\omega(T_y)$ for any $x' \in (x, y)$). Thus,

$$
E_x^{\omega_{i-1}}(\hat{T}_{y_i}^{(n)})^j \leq E_x^{\omega_{i-1} - b n_i} (T_{y_i})^j \leq j! \left(E_x^{\omega_{i-1} - b n_i} T_{y_i}^j\right) \leq j! \left(E_x^{\omega_{i-1} - b n_i} \hat{T}_{y_{i-1}} + \mu_{i,n,\omega}\right)^j.
$$

(4.76)
Lemma 4.5.9. For any $\varepsilon < \frac{1}{4}$, there exists an $\eta > 0$ such that

$$Q \left( \exists i \leq n, \ j \in \mathbb{N} : M_i > n^{(1-\varepsilon)/s}, \ E^{\nu_i-1}(T_{\nu_i}^{(n)})^j > j!2^j \mu_{i,n,\omega} \right) = o(n^{-\eta}).$$

Proof. We use (4.74) to get

$$Q \left( \exists i \leq n, \ j \in \mathbb{N} : M_i > n^{(1-\varepsilon)/s}, \ E^{\nu_i-1}(T_{\nu_i}^{(n)})^j > j!2^j \mu_{i,n,\omega} \right) \leq Q \left( \exists i \leq n : M_i > n^{(1-\varepsilon)/s}, \ E^{\nu_i-1}_{\omega,\nu_i} \tilde{T}_{\nu_i-1} > \mu_{i,n,\omega} \right) \leq nQ \left( M_i > n^{(1-\varepsilon)/s}, \ E^{\nu_i-1}_{\omega,\nu_i} T_0 > n^{(1-\varepsilon)/s} \right) = nQ \left( M_i > n^{(1-\varepsilon)/s} \right) Q \left( E^{\nu_i-1}_{\omega,\nu_i} T_0 > n^{(1-\varepsilon)/s} \right),$$

where the second inequality is due to a union bound and the fact that $\mu_{i,n,\omega} > M_i$. Now, by (4.13) we have $nQ \left( M_i > n^{(1-\varepsilon)/s} \right) \sim C_5 n^\varepsilon$, and by Theorem 4.1.4 we have

$$Q \left( E^{\nu_i-1}_{\omega,\nu_i} T_0 > n^{(1-\varepsilon)/s} \right) \leq b_n Q \left( E_\omega T_0 > \frac{n^{(1-\varepsilon)/s}}{b_n} \right) \sim K_\infty b_n^{1+s} n^{-1+\varepsilon}.$$

Therefore, $Q \left( \exists i \leq n, \ j \in \mathbb{N} : M_i > n^{(1-\varepsilon)/s}, \ E^{\nu_i-1}_{\omega,\nu_i} (T_{\nu_i}^{(n)})^j > j!2^j \mu_{i,n,\omega} \right) = o(n^{-1+3\varepsilon}). \square$

Theorem 4.5.10. Let Assumptions [11] and [12] hold, and let $s < 1$. Then $P \text{ a.s.}$ there exists a random subsequence $n_{k_m} = n_{k_m}(\omega)$ of $n_k = 2^{k+1}$ such that for $\alpha_m, \beta_m$ and $\gamma_m$ as in (4.74) and any sequence $x_m \in [\nu_{\beta_m}, \nu_{\gamma_m}]$, we have

$$\lim_{m \to \infty} P_{\omega} \left( \frac{T_{\nu_{\alpha_m}} - E_\omega T_{\nu_{\alpha_m}}}{\sqrt{v_{m,\omega}}} \leq y \right) = \Phi(y), \quad (4.77)$$

where

$$v_{m,\omega} := \sum_{i=\alpha_m+1}^{\beta_m} \mu_{i,d_{m,\omega}}^2.$$

Proof. Let $n_{k_m}(\omega)$ be the random subsequence specified in Corollary 4.5.8. For ease of notation, set $\bar{a}_m = a_{k_m}$ and $\bar{d}_m = d_{k_m}$. We have

$$\max_{i \in (\alpha_m, \beta_m]} \mu_{i,d_{m,\omega}}^2 \leq 2\bar{a}_m^2 \leq \frac{1}{\bar{a}_m} \sum_{i=\alpha_m+1}^{\beta_m} \mu_{i,d_{m,\omega}}^2 = \frac{v_{m,\omega}}{\bar{a}_m}, \quad \text{and} \quad \sum_{i=\beta_m+1}^{\gamma_m} \mu_{i,d_{m,\omega}}^2 \leq 2\bar{d}_m^2 / s.$$

Now, let $(x_m)_{m=1}^{\infty}$ be any sequence of integers (even depending on $\omega$) such that $x_m \in [\nu_{\beta_m}, \nu_{\gamma_m}]$. Then, since $(T_{\nu_{\alpha_m}} - E_\omega T_{\nu_{\alpha_m}}) + (T_{\nu_{\alpha_m}} - T_{\nu_{\alpha_m}} - E_{\omega,\nu_{\alpha_m}} T_{\nu_{\alpha_m}})$, it is enough to prove

$$\frac{T_{\nu_{\alpha_m}} - E_\omega T_{\nu_{\alpha_m}}}{\sqrt{v_{m,\omega}}} \Rightarrow 0, \quad \text{and} \quad \frac{T_{x_m} - T_{\nu_{\alpha_m}} - E_{\omega,\nu_{\alpha_m}} T_{x_m}}{\sqrt{v_{m,\omega}}} \Rightarrow Z \sim N(0,1) \quad (4.78)$$
where we use the notation \( Z_n \overset{D}{\to} Z \) to denote quenched convergence in distribution, that is \( \lim_{n \to \infty} P^\omega(Z_n \leq z) = P^\omega(Z \leq z) \), \( P \)-a.s. For the first term in (4.78) note that for any \( \varepsilon > 0 \), we have from Chebychev’s inequality and \( v_{m,\omega} \geq d_m^{2/s} \), that

\[
P^\omega \left( \left| \frac{T_{\nu_0} - E^\omega T_{\nu_0}}{\sqrt{v_{m,\omega}}} \right| \geq \varepsilon \right) \leq \frac{\text{Var}^\omega T_{\nu_0}}{\varepsilon^2 v_{m,\omega}}.
\]

Thus, the first claim in (4.78) will be proved if we can show that \( \text{Var}^\omega T_{\nu_0} = o(d_m^{2/s}) \). For this we need the following lemma:

**Lemma 4.5.11.** Assume \( s \leq 2 \). Then for any \( \delta > 0 \),

\[P \left( \text{Var}^\omega T_{\nu_0} \geq n^{2/s+\delta} \right) = o(n^{-\delta s/4}).\]

**Proof.** First, we claim that

\[E_P(\text{Var}^\omega T_1)^\gamma < \infty \text{ for any } \gamma < \frac{s}{2}.\]  

(4.79)

Indeed, from (4.45), we have that for any \( \gamma < \frac{s}{2} \leq 1 \)

\[E_P(\text{Var}^\omega T_1)^\gamma \leq 4^7 E_P(W_0 + W_0^2)^\gamma + 8^7 \sum_{i < 0} \infty E_P \left( \Pi_{i+1,0}(W_i + W_i^2)^\gamma \right)
= 4^7 E_P(W_0 + W_0^2)^\gamma + 8^7 \sum_{i=1} \infty (E_P \rho_0^i)^i E_P(W_0 + W_0^2)^\gamma,
\]

where we used that \( P \) is i.i.d. in the last equality. Since \( E_P \rho_0^i < 1 \) for any \( \gamma \in (0, s) \), we have that (4.79) follows as soon as \( E_P(W_0 + W_0^2)^\gamma < \infty \). However, from (4.9) we get that \( E_P(W_0 + W_0^2)^\gamma < \infty \) when \( \gamma < \frac{s}{2} \).

As in Lemma 4.4.2 let \( \tilde{\nu} = E_P \nu \). Then,

\[P \left( \text{Var}^\omega T_{\nu_0} \geq n^{2/s+\delta} \right) \leq P(\text{Var}^\omega T_{2\tilde{\nu} n} \geq n^{2/s+\delta}) + P(\nu_0 \geq 2\tilde{\nu} n).
\]

As in Lemma 4.4.2 the second term is \( O \left( e^{-\delta' n} \right) \) for some \( \delta' > 0 \). To handle the first term on the right side, we note that for any \( \gamma < \frac{s}{2} \leq 1 \)

\[P(\text{Var}^\omega T_{2\tilde{\nu} n} \geq n^{2/s+\delta}) \leq \frac{E_P \left( \sum_{k=1}^{2\tilde{\nu} n} \text{Var}^\omega (T_k - T_{k-1}) \right)^\gamma}{n^{\gamma(2/s+\delta)}} \leq \frac{2\tilde{\nu} n E_P(\text{Var}^\omega T_1)^\gamma}{n^{\gamma(2/s+\delta)}}.
\]

(4.80)

Then since \( E_P(\text{Var}^\omega T_1)^\gamma < \infty \) for any \( \gamma < \frac{s}{2} \), we can choose \( \gamma \) arbitrarily close to \( \frac{s}{2} \) so that the last term on the right of (4.80) is \( o(n^{-\delta s/4}) \).

As a result of Lemma 4.5.11 and the Borel-Cantelli lemma, we have that \( \text{Var}^\omega T_{\nu_{k \delta}} = o(n_{k \delta}^{2/s+\delta}) \) for any \( \delta > 0 \). Therefore, for any \( \delta \in (0, \frac{s}{2}) \) we have \( \text{Var}^\omega T_{\nu_0} = o(n_{\nu_0}^{2/s+\delta}) = o(n_{k \delta m-1}^{2/s+\delta}) = o(d_m^{2/s}) \) (in the last equality we use that \( d_k \sim n_k \) to grow much faster than exponentially in \( k \)).
CHAPTER 4. QUENCHED LIMITS: ZERO SPEED REGIME

For the next step in the proof, we show that reflections can be added without changing the limiting distribution. Specifically, we show that it is enough to prove the following lemma, whose proof we postpone:

**Lemma 4.5.12.** With notation as in Theorem 4.5.10, we have

\[
\lim_{m \to \infty} P^0_{\omega} \left( \frac{T_{\bar{x}_{x_m}} - E^0_{\omega} T_{\bar{x}_{x_m}}} {\sqrt{v_{m,\omega}}} \leq y \right) = \Phi(y). \tag{4.81}
\]

Assuming Lemma 4.5.12, we complete the proof of Theorem 4.5.10. It is enough to show that

\[
\lim_{m \to \infty} P^0_{\omega} (T_{\bar{x}_{x_m}} = 0), \quad \text{and} \quad \lim_{m \to \infty} E^0_{\omega}(T_{x_m} - T_{\bar{x}_{x_m}}) = 0. \tag{4.82}
\]

Recall that the coupling introduced after (4.18) gives that \( T_{x_m} - T_{\bar{x}_{x_m}} \geq 0 \). Thus,

\[
P^0_{\omega} (T_{x_m} - T_{\bar{x}_{x_m}}) = P^0_{\omega} (T_{x_m} - T_{\bar{x}_{x_m}} \geq 1) \leq E^0_{\omega}(T_{x_m} - T_{\bar{x}_{x_m}}).
\]

Then, since \( x_m \leq \nu_{\gamma_m} \) and \( \gamma_m = n_{k_m-1} + c_{k_m} \bar{d}_m \leq n_{k_m+1} \) for all \( m \) large enough, (4.82) will follow from

\[
\lim_{k \to \infty} E^0_{\omega} \left( T_{\nu_{\gamma_{k+1}}} - T_{\bar{x}_{\nu_{\gamma_{k+1}}}} \right) = 0, \quad P - \text{a.s.} \tag{4.83}
\]

To prove (4.83), we argue as follows. From Lemma 4.3.2, we have that for any \( \varepsilon > 0 \)

\[
Q \left( E^0_{\omega} \left( T_{\nu_{\gamma_{k+1}}} - T_{\bar{x}_{\nu_{\gamma_{k+1}}}} \right) > \varepsilon \right) \leq n_{k+1}Q \left( E_{\omega} T_{\nu_{\gamma_{k+1}}} - E_{\omega} T_{\bar{x}_{\nu_{\gamma_{k+1}}}} > \frac{\varepsilon}{n_{k+1}} \right) = n_{k+1}O \left( n_{k+1}^{-1} \varepsilon^{-1/\delta_{d_k}} \right).
\]

Since \( n_k \sim d_k \), the last term on the right is summable. Therefore, by the Borel-Cantelli lemma,

\[
\lim_{k \to \infty} E^0_{\omega} \left( T_{\nu_{\gamma_{k+1}}} - T_{\bar{x}_{\nu_{\gamma_{k+1}}}} \right) = 0, \quad Q - \text{a.s.} \tag{4.84}
\]

This is almost the same as (4.83), but with \( Q \) instead of \( P \). To use this to prove (4.83), note that for \( i > b_n \) using (4.19) we can write

\[
E^0_{\omega} T_{\nu_{i-1}} - E^0_{\omega} T_{\nu_{i-1}}^{(n)} = A_{i,n}(\omega) + B_{i,n}(\omega)W_{-1},
\]

where \( A_{i,n}(\omega) \) and \( B_{i,n}(\omega) \) are non-negative random variables depending only on the environment to the right of \( 0 \). Thus, \( E^0_{\omega} \left( T_{\nu_{\gamma_{k+1}}} - T_{\nu_{\gamma_{k+1}}}^{(n)} \right) = A_{d_k}(\omega) + B_{d_k}(\omega)W_{-1} \) where \( A_{d_k}(\omega) \) and \( B_{d_k}(\omega) \) are non-negative and only depend on the environment to the right of zero (so \( A_{d_k} \) and \( B_{d_k} \) have the same distribution under \( P \) as under \( Q \)). Therefore (4.83) follows from (4.84), which finishes the proof of the theorem. \( \square \)
Proof of Lemma 4.5.12. Clearly, it suffices to show the following claims:

\[
\frac{\bar{T}(\tilde{d}_m) - \bar{T}(\tilde{d}_m) - E_{\nu_{\alpha_m}} \bar{T}(\tilde{d}_m)}{\sqrt{v_{m,\omega}}} \overset{\mathcal{D}}{\rightarrow} 0,
\]

and

\[
\frac{\bar{T}(\tilde{d}_m) - \bar{T}(\tilde{d}_m) - E_{\nu_{\alpha_m}} \bar{T}(\tilde{d}_m)}{\sqrt{v_{m,\omega}}} \overset{\mathcal{D}}{\rightarrow} Z \sim N(0,1).
\]

To prove (4.85), we note that

\[
P_\omega \left( \left| \frac{\bar{T}(\tilde{d}_m) - \bar{T}(\tilde{d}_m) - E_{\nu_{\alpha_m}} \bar{T}(\tilde{d}_m)}{\sqrt{v_{m,\omega}}} \right| \geq \varepsilon \right) \leq \frac{\var_\omega(\bar{T}(\tilde{d}_m) - \bar{T}(\tilde{d}_m))}{\varepsilon^2 v_{m,\omega}} \leq \frac{\sum_{i=\beta_m+1}^{\gamma_m} \sigma_{i,\tilde{d}_m,\omega}^2}{\varepsilon^2 \hat{\alpha}_m \hat{d}_m^{2/s}},
\]

where the last inequality is because \( x_m \leq \nu_{\gamma_m} \) and \( v_{m,\omega} \geq \hat{\alpha}_m \hat{d}_m^{2/s} \). However, by Corollary 4.5.6 and the Borel-Cantelli lemma,

\[
\sum_{i=\beta_m+1}^{\gamma_m} \sigma_{i,\tilde{d}_m,\omega}^2 = \sum_{i=\beta_m+1}^{\gamma_m} \mu_{i,\tilde{d}_m,\omega}^2 + o \left( (c_k \hat{d}_m)^{2/s} \right) .
\]

The application of Corollary 4.5.6 uses the fact that for \( k \) large enough the reflections ensure that the events in question do not involve the environment to the left of zero and thus have the same probability under \( P \) or \( Q \). (This type of argument will be used a few more times in the remainder of the proof without mention.) By our choice of the subsequence \( n_{\kappa_m} \) we have

\[
\sum_{i=\beta_m+1}^{\gamma_m} \mu_{i,\tilde{d}_m,\omega}^2 \leq \left( \sum_{i=\beta_m+1}^{\gamma_m} \mu_{i,\tilde{d}_m,\omega} \right)^2 \leq 4\hat{d}_m^{2/s}.
\]

Therefore,

\[
\lim_{m \to \infty} P_\omega \left( \left| \frac{\bar{T}(\tilde{d}_m) - \bar{T}(\tilde{d}_m) - E_{\nu_{\alpha_m}} \bar{T}(\tilde{d}_m)}{\sqrt{v_{m,\omega}}} \right| \geq \varepsilon \right) \leq \lim_{m \to \infty} \frac{4\hat{d}_m^{2/s} + o \left( (c_k \hat{d}_m)^{2/s} \right)}{\varepsilon^2 \hat{\alpha}_m \hat{d}_m^{2/s}} = 0, \quad P - a.s.
\]

where the last limit equals zero because \( c_k = o(\log a_k) \).

It only remains to prove (4.86). Since re-writing we express

\[
\bar{T}(\tilde{d}_m) - \bar{T}(\tilde{d}_m) - E_{\nu_{\alpha_m}} \bar{T}(\tilde{d}_m) = \sum_{i=\alpha_m+1}^{\beta_m} \left( \bar{T}(\tilde{d}_m) - \bar{T}(\tilde{d}_m) - \mu_{i,\tilde{d}_m,\omega} \right)
\]

as the sum of independent, zero-mean random variables (quenched), we need only show the Lindberg-Feller condition. That is, we need to show

\[
\lim_{m \to \infty} \frac{1}{v_{m,\omega}} \sum_{i=\alpha_m+1}^{\beta_m} \sigma_{i,\tilde{d}_m,\omega}^2 = 1, \quad P - a.s.
\]

(4.87)
and for all $\varepsilon > 0$

$$\lim_{m \to \infty} \frac{1}{v_{m, \omega}} \sum_{i=m+1}^{\beta_m} E_{\omega}^{v_i} \left[ \left( \tilde{T}_{\nu_i}(d_m) - \mu_{i,d_m, \omega} \right)^2 \mathbf{1}_{|\tilde{T}_{\nu_i}(d_m) - \mu_{i,d_m, \omega}| > \varepsilon \sqrt{v_{m, \omega}}} \right] = 0, \quad P - a.s. \quad (4.88)$$

To prove (4.87) note that

$$\frac{1}{v_{m, \omega}} \sum_{i=\alpha_m+1}^{\beta_m} \sigma_{i,d_m, \omega}^2 = 1 + \sum_{i=\alpha_m+1}^{\beta_m} \frac{\sigma_{i,d_m, \omega}^2 - \mu_{i,d_m, \omega}^2}{v_{m, \omega}}.$$ 

However, another application of Corollary 4.3.6 and the Borel-Cantelli Lemma implies that

$$\sum_{i=\alpha_m+1}^{\beta_m} \left( \sigma_{i,d_m, \omega}^2 - \mu_{i,d_m, \omega}^2 \right) = o \left( (\delta_{kn} \tilde{d}_m)^{2/s} \right).$$

Recalling that $v_{m, \omega} \geq \tilde{a}_m d_m^{2/s}$, we have that (4.87) is proved.

To prove (4.88) we break the sum up into two parts depending on whether $M_i$ is “small” or “large”. Specifically, for $\varepsilon' \in (0, \frac{1}{2})$ we decompose the sum as

$$\frac{1}{v_{m, \omega}} \sum_{i=\alpha_m+1}^{\beta_m} E_{\omega}^{v_i} \left[ \left( \tilde{T}_{\nu_i}(d_m) - \mu_{i,d_m, \omega} \right)^2 \mathbf{1}_{|\tilde{T}_{\nu_i}(d_m) - \mu_{i,d_m, \omega}| > \varepsilon \sqrt{v_{m, \omega}}} \right] 1_{M_i \leq \tilde{d}_m^{1-\varepsilon'}}/s \quad (4.89)$$

$$+ \frac{1}{v_{m, \omega}} \sum_{i=\alpha_m+1}^{\beta_m} E_{\omega}^{v_i} \left[ \left( \tilde{T}_{\nu_i}(d_m) - \mu_{i,d_m, \omega} \right)^2 \mathbf{1}_{|\tilde{T}_{\nu_i}(d_m) - \mu_{i,d_m, \omega}| > \varepsilon \sqrt{v_{m, \omega}}} \right] 1_{M_i > \tilde{d}_m^{1-\varepsilon'}}/s. \quad (4.90)$$

We get an upper bound for (4.89) by first omitting the indicator function inside the expectation, and then expanding the sum to be up to $n_{k_m} \geq \beta_m$. Thus (4.89) is bounded above by

$$\frac{1}{v_{m, \omega}} \sum_{i=\alpha_m+1}^{\beta_m} \sigma_{i,d_m, \omega}^2 1_{M_i \leq \tilde{d}_m^{1-\varepsilon'}}/s \leq \frac{1}{v_{m, \omega}} \sum_{i=n_{k_m}-1+1}^{n_{k_m}} \sigma_{i,d_m, \omega}^2 1_{M_i \leq \tilde{d}_m^{1-\varepsilon'}}/s.$$ 

However, since $d_k$ grows exponentially fast, the Borel-Cantelli lemma and Lemma 4.3.5 give that

$$\sum_{i=n_{k_m}-1+1}^{n_{k_m}} \sigma_{i,d_k, \omega}^2 1_{M_i \leq \tilde{d}_m^{1-\varepsilon'}}/s = o(d_k^{2/s}). \quad (4.91)$$

Therefore, since our choice of the subsequence $n_{k_m}$ gives that $v_{m, \omega} \geq \tilde{a}_m d_m^{2/s}$, we have that (4.89) tends to zero as $m \to \infty$.

To get an upper bound for (4.90), first note that our choice of the subsequence $n_{k_m}$ gives that $\varepsilon \sqrt{v_{m, \omega}} \geq \varepsilon \sqrt{a_m \mu_{i,d_m, \omega}}$ for any $i \in (\alpha_m, \beta_m]$. Thus, for $m$ large enough we can replace the indicators inside the expectations in (4.90) by the indicators of the events $\{ \tilde{T}_{\nu_i}(d_m) > (1 + \varepsilon \sqrt{a_m}) \mu_{i,d_m, \omega} \}$. Thus,
for \( m \) large enough and \( i \in (\alpha_m, \beta_m) \), we have
\[
E_{\omega}^{\nu_{i-1}} \left[ \left( \tilde{T}^{(d_m)}_{\nu_i} - \mu_{i,d_m,\omega} \right)^2 \mathbf{1}_{\tilde{T}^{(d_m)}_{\nu_i} - \mu_{i,d_m,\omega} > \varepsilon \sqrt{a_m}} \right]
\leq E_{\omega}^{\nu_{i-1}} \left[ \left( \tilde{T}^{(d_m)}_{\nu_i} - \mu_{i,d_m,\omega} \right)^2 \mathbf{1}_{\tilde{T}^{(d_m)}_{\nu_i} > (1+\varepsilon \sqrt{a_m})\mu_{i,d_m,\omega}} \right]
= \varepsilon^2 \bar{a}_m \mu^2_{i,d_m,\omega} P_{\nu_{i-1}} \left( \tilde{T}^{(d_m)}_{\nu_i} > (1+\varepsilon \sqrt{a_m})\mu_{i,d_m,\omega} \right)
\leq \int_1^{\infty} \frac{P_{\nu_{i-1}} \left( \tilde{T}^{(d_m)}_{\nu_i} > x\mu_{i,d_m,\omega} \right)}{x} dx.
\] (4.92)

We want to use Lemma 4.5.9 to get an upper bounds on the probabilities in the last line above. Lemma 4.5.9 and the Borel-Cantelli lemma give that for \( k \) large enough, \( E_{\omega}^{\nu_{i-1}} \left( \tilde{T}^{(d_k)}_{\nu_i} \right)^j \leq 2^j j! \mu^j_{i,d_k,\omega} \), for all \( n_{k-1} < i \leq n_k \) such that \( M_i > d_k^{1-\varepsilon}/s \). Multiplying by \( (4\mu_{i,d_k,\omega})^{-j} \) and summing over \( j \) gives that \( E_{\omega}^{\nu_{i-1}} e^{T^{(d_k)}_{\nu_i}}/(4\mu_{i,d_k,\omega}) \leq 2 \). Therefore, Chebychev’s inequality gives that
\[
P_{\nu_{i-1}} \left( \tilde{T}^{(d_k)}_{\nu_i} > x\mu_{i,d_k,\omega} \right) \leq e^{-x/4} E_{\omega}^{\nu_{i-1}} e^{T^{(d_k)}_{\nu_i}}/(4\mu_{i,d_k,\omega}) \leq 2e^{-x/4}.
\]

Thus, for all \( m \) large enough and for all \( i \) with \( \alpha_m < i \leq \beta_m \leq n_k \) and \( M_i > d_k^{1-\varepsilon}/s \) we have from (4.92) that
\[
E_{\omega}^{\nu_{i-1}} \left[ \left( \tilde{T}^{(d_m)}_{\nu_i} - \mu_{i,d_m,\omega} \right)^2 \mathbf{1}_{\tilde{T}^{(d_m)}_{\nu_i} - \mu_{i,d_m,\omega} > \varepsilon \sqrt{a_m}} \right]
\leq \varepsilon^2 \bar{a}_m \mu^2_{i,d_m,\omega} e^{-(1+\varepsilon \sqrt{a_m})^4/4} + \int_1^{\infty} 2e^{-x/4}(x-1)\mu^2_{i,d_m,\omega} dx
= \left( 2\varepsilon^2 \bar{a}_m + 16(4 + \varepsilon \sqrt{a_m}) \right) e^{-(1+\varepsilon \sqrt{a_m})^4/4} \mu^2_{i,d_m,\omega}.
\]

Recalling the definition of \( v_{m,\omega} = \sum_{i=\alpha_m+1}^{\beta_m} \mu^2_{i,d_m,\omega} \), we have that as \( m \to \infty \), (4.90) is bounded above by
\[
\lim_{m \to \infty} \frac{1}{v_{m,\omega}} \sum_{i=\alpha_m+1}^{\beta_m} \left( 2\varepsilon^2 \bar{a}_m + 16(4 + \varepsilon \sqrt{a_m}) \right) e^{-(1+\varepsilon \sqrt{a_m})^4/4} \mu^2_{i,d_m,\omega} 1_{M_i > d_k^{1-\varepsilon}/s} 
\leq \lim_{m \to \infty} \left( 2\varepsilon^2 \bar{a}_m + 16(4 + \varepsilon \sqrt{a_m}) \right) e^{-(1+\varepsilon \sqrt{a_m})^4/4} = 0.
\]

This finishes the proof of (4.88) and thus of Lemma 4.5.12.

**Proof of Theorem 4.1.3:**

Note first that from Lemma 4.4.2 and the Borel-Cantelli lemma, we have that for any \( \varepsilon > 0 \), \( E_{\omega} T_{v_{n_k}} = o(n_k^{1+\varepsilon/s}) \), \( P \)-a.s. This is equivalent to
\[
\limsup_{k \to \infty} \frac{\log E_{\omega} T_{v_{n_k}}}{\log n_k} \leq \frac{1}{s}, \quad P \text{-a.s.} \quad (4.93)
\]
We can also get bounds on the probability of $E_{\omega}T_{\nu_m}$ being small. Since $E_{\omega}T_{\nu_m} > M_i$ we have
\[
P \left( E_{\omega}T_{\nu_m} \leq n^{(1-\varepsilon)/s} \right) \leq P \left( M_i \leq n^{(1-\varepsilon)/s}, \forall i \leq n \right) \leq \left( 1 - P \left( M_i > n^{(1-\varepsilon)/s} \right) \right)^n,
\]
and since $P(M_1 > n^{(1-\varepsilon)/s}) \sim C_5 n^{-1+\varepsilon}$, see (4.13), we have $P \left( E_{\omega}T_{\nu_m} \leq n^{(1-\varepsilon)/s} \right) \leq e^{-nt^{2}/2}$. Thus, by the Borel-Cantelli lemma, for any $\varepsilon > 0$ we have that $E_{\omega}T_{\nu_m} \geq n^{(1-\varepsilon)/s}$ for all $k$ large enough, $P - \text{a.s.}$, or equivalently
\[
\lim_{k \to \infty} \frac{\log E_{\omega}T_{\nu_m}}{\log n_k} \geq \frac{1}{s}, \quad P - \text{a.s.}
\]
(4.94)
Let $n_{k_m}$ be the subsequence specified in Theorem 4.5.10 and define $t_m := E_{\omega}T_{\nu_m}$. Then, by (4.93) and (4.94), $\lim_{m \to \infty} \frac{\log t_m}{\log n_{k_m}} = 1/s$.

For any $t$ define $X^*_t := \max\{X_n : n \leq t\}$. Then, for any $x \in (0, \infty)$ we have
\[
P_{\omega} \left( \frac{X^*_m}{n_{k_m}} < x \right) = P \left( X^*_m < xn_{k_m} \right) = P \left( T_{xn_{k_m}} > t_m \right)
\]
\[
= P \left( \frac{T_{xn_{k_m}} - E_{\omega}T_{xn_{k_m}}}{\sqrt{V_{m,\omega}}} > \frac{E_{\omega}T_{n_{k_m}} - E_{\omega}T_{xn_{k_m}}}{\sqrt{V_{m,\omega}}} \right).
\]
Now, with notation as in Theorem 4.5.10 we have that for all $m$ large enough $\nu_{\beta_m} < xn_{k_m} < \nu_{\gamma_m}$ (note that this also uses the fact that $\nu_{\nu}/n \to E_{\nu} \nu$, $P - \text{a.s.}$). Thus
\[
\frac{T_{x_{n_{k_m}}} - E_{\omega}T_{x_{n_{k_m}}}}{\sqrt{V_{m,\omega}}} \leadsto Z \sim N(0, 1).
\]
Then, we will have proved that $\lim_{m \to \infty} P_{\omega} \left( \frac{X^*_m}{n_{k_m}} < x \right) = \frac{1}{2}$ for any $x \in (0, \infty)$ if we can show
\[
\lim_{m \to \infty} \frac{E_{\omega}T_{n_{k_m}} - E_{\omega}T_{x_{n_{k_m}}}}{\sqrt{V_{m,\omega}}} = 0, \quad P - \text{a.s.}
\]
(4.95)
For $m$ large enough we have $n_{k_m}, xn_{k_m} \in (\nu_{\beta_m}, \nu_{\gamma_m})$. Thus, for $m$ large enough,
\[
\left| \frac{E_{\omega}T_{x_{n_{k_m}}} - E_{\omega}T_{n_{k_m}}}{\sqrt{V_{m,\omega}}} \right| \leq \frac{E_{\omega}T_{\nu_{\gamma_m}} - E_{\omega}T_{\nu_{\beta_m}}}{\sqrt{V_{m,\omega}}} = \frac{1}{\sqrt{V_{m,\omega}}} \left( E_{\omega}T_{\nu_{\gamma_m}} - \bar{T}_{\nu_{\gamma_m}} + \sum_{i=\beta_m}^{\gamma_m} \mu_i d_{i,\omega} \right).
\]
Since $\alpha_m \leq \beta_m \leq \gamma_m \leq n_{k_m+1}$ for all $m$ large enough, we can apply (4.83) to get
\[
\lim_{m \to \infty} E_{\omega}T_{\nu_{\gamma_m}} - \bar{T}_{\nu_{\gamma_m}} \leq \lim_{m \to \infty} E_{\omega}T_{\nu_{k_m+1}} - \bar{T}_{\nu_{k_m+1}} = 0.
\]
Also, from our choice of $n_{k_m}$ we have that $\sum_{i=\beta_m}^{\gamma_m} \mu_i d_{i,\omega} \leq 2d_{\omega}/s$ and $\nu_{\omega,m} \geq \bar{a}_m d_{\omega}^{2/s}$. Thus (4.95) is proved. Therefore
\[
\lim_{m \to \infty} P_{\omega} \left( \frac{X^*_m}{n_{k_m}} \leq x \right) = \frac{1}{2}, \quad \forall x \in (0, \infty),
\]
and obviously $\lim_{m \to \infty} P_{\omega} \left( \frac{X^*_m}{n_{k_m}} < 0 \right) = 0$ since $X_n$ is transient to the right $\mathbb{P} - \text{a.s.}$ due to Assumption II. Finally, note that
\[
\frac{X^*_m - X_t}{\log t^{2/s}} = \frac{X^*_m - \nu_{\gamma_m}}{\log t^{2/s}} + \frac{\nu_{\gamma_m} - X_t}{\log t^{2/s}} \leq \frac{\max_{i \leq t} (\nu_i - \nu_{i-1})}{\log t^{2/s}} + \frac{\nu_{\gamma_m} - X_t}{\log t^{2/s}}.
\]
However, Lemma 4.4.6 and an easy application of Lemma 4.2.1 and the Borel-Cantelli lemma gives that
\[
\lim_{t \to \infty} \frac{X^*_t - X_t}{\log^2 t} = 0, \quad \mathbb{P} - \text{a.s.}
\]
This finishes the proof of the theorem.

4.6 Asymptotics of the tail of \( E_\omega T_\nu \)

Recall that \( E_\omega T_\nu = \nu + 2 \sum_{j=0}^{\nu-1} W_j = \nu + 2 \sum_{i \leq j, 0 \leq j < \nu} \Pi_{i,j} \), and for any \( A > 1 \) define
\[
\sigma = \sigma_A = \inf \{ n \geq 1 : \Pi_{0,n-1} \geq A \}.
\]
Note that \( \sigma - 1 \) is a stopping time for the sequence \( \Pi_{0,k} \). For any \( A > 1 \),
\[
Q\left( E_\omega T_\nu > x, \sigma > \nu \right) = Q\left( E_\omega T_\nu > x, M_1 < A \right).
\]
Thus we have by (4.15) that for any \( A > 1 \),
\[
Q\left( E_\omega T_\nu > x, \sigma < \nu \right) = o(x^{-s}). \quad (4.96)
\]
Thus, we may focus on the tail estimates \( Q\left( E_\omega T_\nu > x, \sigma < \nu \right) \) in which case we can use the following expansion of \( E_\omega T_\nu \):
\[
E_\omega T_\nu = \nu + 2 \sum_{i \leq 0 < j < \sigma - 1} \Pi_{i,j} + 2 \sum_{0 \leq i \leq j < \sigma - 1} \Pi_{i,j} + 2 \sum_{\sigma \leq i \leq j < \nu} \Pi_{i,j} + 2 \sum_{i \leq \sigma - 1 \leq j < \nu} \Pi_{i,j}
\]
\[
= \nu + 2 \sum_{j=0}^{\sigma - 2} W_{0,j} + 2 \sum_{j=1}^{\nu - 1} W_{0,j} + 2 \sum_{i=\sigma}^{\nu - 1} R_{i,\nu-1} + 2W_{\sigma - 1}(1 + R_{\sigma,\nu-1}) . \quad (4.97)
\]
We will show that the dominant term in (4.97) is the last term: \( 2W_{\sigma - 1}(1 + R_{\sigma,\nu-1}) \). A few easy consequences of Lemmas 4.2.1 and 4.2.2 are that the tails of the first three terms in the expansion (4.97) are negligible. The following statements are true for any \( \delta > 0 \) and any \( A > 1 \):  
\[
Q(\nu > \delta x) = P(\nu > \delta x) = o(x^{-s}), \quad (4.98)
\]
\[
Q(2W_{-1}R_{0,\sigma-2} > \delta x, \sigma < \nu) \leq Q(W_{-1} > \sqrt{\delta x}) + P(2R_{0,\sigma-2} > \sqrt{\delta x}, \sigma < \nu)
\]
\[
\leq Q(W_{-1} > \sqrt{\delta x}) + P(2\nu A > \sqrt{\delta x}) = o(x^{-s}), \quad (4.99)
\]
\[
Q\left( 2 \sum_{j=0}^{\sigma - 2} W_{0,j} > \delta x, \sigma < \nu \right) \leq P\left( 2 \sum_{j=1}^{\sigma - 1} jA > \delta x, \sigma < \nu \right) \leq P(\nu^2 A > \delta x) = o(x^{-s}). \quad (4.100)
\]
In the first inequality in (4.100), we used the fact that \( \Pi_{i,j} \leq \Pi_{0,j} \) for any \( 0 < i < \nu \) since \( \Pi_{0,i-1} \geq 1 \).

The fourth term in (4.97) is not negligible, but we can make it arbitrarily small by taking \( A \) large enough.
Lemma 4.6.1. For all $\delta > 0$, there exists an $A_0 = A_0(\delta) < \infty$ such that

$$P \left( 2 \sum_{\sigma_A \leq i < \nu} R_{i,\nu-1} > \delta x \right) < \delta x^{-s}, \quad \forall A \geq A_0(\delta).$$

Proof. This proof is essentially a copy of the proof of Lemma 3 in [KKS 75].

$$P \left( 2 \sum_{\sigma_A \leq i < \nu} R_{i,\nu-1} > \delta x \right) \leq P \left( \sum_{\sigma_A \leq i < \nu} R_i > \frac{\delta}{2} x \right) = P \left( \sum_{i=1}^{\infty} 1_{\sigma_A \leq i < \nu} R_i > \frac{\delta^2}{2} \frac{6}{\pi^2} \sum_{i=1}^{\infty} i^{-2} \right) \leq \sum_{i=1}^{\infty} P \left( 1_{\sigma_A \leq i < \nu} R_i > \frac{3\delta}{\pi^2} i^{-2} \right).$$

However, since the event $\{\sigma_A \leq i < \nu\}$ depends only on $\rho_j$ for $j < i$, and $R_i$ depends only on $\rho_j$ for $j \geq i$, we have that

$$P \left( 2 \sum_{\sigma_A \leq i < \nu} R_{i,\nu-1} > \delta x \right) \leq \sum_{i=1}^{\infty} P(\sigma_A \leq i < \nu) P \left( R_i > \frac{3\delta}{\pi^2} i^{-2} \right).$$

Now, from (4.11) we have that there exists a $K_1 > 0$ such that $P(R_0 > x) \leq K_1 x^{-s}$ for all $x > 0$. We then conclude that

$$P \left( \sum_{\sigma_A \leq i < \nu} R_{i,\nu-1} > \delta x \right) \leq K_1 \left( \frac{3\delta}{\pi^2} \right)^{-s} x^{-s} \sum_{i=1}^{\infty} P(\sigma_A \leq i < \nu) i^{2s} = K_1 \left( \frac{3\delta}{\pi^2} \right)^{-s} x^{-s} E_P \left[ \sum_{i=1}^{\infty} 1_{\sigma_A \leq i < \nu} i^{2s} \right] \leq K_1 \left( \frac{3\delta}{\pi^2} \right)^{-s} x^{-s} E_P [\nu^{2s+1} 1_{\sigma_A < \nu}].$$

(4.101)

Since $E_P \nu^{2s+1} < \infty$ and $\lim_{A \to \infty} P(\sigma_A < \nu) = 0$, we have that the right side of (4.101) can be made less than $\delta x^{-s}$ by choosing $A$ large enough.

We need one more lemma before analyzing the dominant term in (4.97).

Lemma 4.6.2. $E_Q [W_{\sigma_A-1}^s 1_{\sigma_A < \nu}] < \infty$ for any $A > 1$.

Proof. First, note that on the event $\{\sigma_A < \nu\}$ we have that $\Pi_{i,\sigma_A-1} \leq \Pi_{0,\sigma_A-1}$ for any $i \in [0, \sigma_A)$. Thus,

$$W_{\sigma_A-1} = W_{0,\sigma_A-1} + \Pi_{0,\sigma_A-1} W_{-1} \leq (\sigma_A + W_{-1}) \Pi_{0,\sigma_A-1}.$$ 

Also, note that $\Pi_{0,\sigma_A-1} \leq A \rho_{\sigma_A-1}$ by the definition of $\sigma_A$. Therefore

$$E_Q [W_{\sigma_A-1}^s 1_{\sigma_A < \nu}] \leq E_Q \left[ (\sigma_A + W_{-1})^s A^s \rho_{\sigma_A-1}^s 1_{\sigma_A < \nu} \right]$$

(4.107)
Therefore, it is enough to prove that both $E_Q [W_{-1}^s \rho_{\sigma_A - 1}^{\sigma} 1_{\sigma_A < \nu}]$ and $E_Q [\sigma_A^s \rho_{\sigma_A - 1}^{\sigma} 1_{\sigma_A < \nu}]$ are finite (note that this is trivial if we assume that $\rho$ has bounded support). Since $W_{-1}$ is independent of $\rho_{\sigma_A - 1}^{\sigma} 1_{\sigma_A < \nu}$ we have that

$$E_Q [W_{-1}^s \rho_{\sigma_A - 1}^{\sigma} 1_{\sigma_A < \nu}] = E_Q [W_{-1}^s] E_P [\rho_{\sigma_A - 1}^{\sigma} 1_{\sigma_A < \nu}],$$

where we may take the second expectation over $P$ instead of $Q$ because the random variable only depends on the environment to the right of zero. By Lemma 4.2.2 we have that $E_Q [W_{-1}^s] < \infty$. Also, $E_P [\rho_{\sigma_A - 1}^{\sigma} 1_{\sigma_A < \nu}] \leq E_P [\sigma_A^s \rho_{\sigma_A - 1}^{\sigma} 1_{\sigma_A < \nu}]$, and so the Lemma will be proved once we prove the latter is finite. However,

$$E_P [\sigma_A^s \rho_{\sigma_A - 1}^{\sigma} 1_{\sigma_A < \nu}] = \sum_{k=1}^{\infty} E_P [k^s \rho_{k-1}^s 1_{\sigma_A = k < \nu}] \leq \sum_{k=1}^{\infty} k^s E_P [\rho_{k-1}^s 1_{k \leq \nu}],$$

and since the event $\{k \leq \nu\}$ depends only on $(\rho_0, \rho_1, \ldots, \rho_{k-2})$ we have that $E_P [\rho_{k-1}^s 1_{k \leq \nu}] = E_P \rho^s P(\nu \geq k)$ since $P$ is a product measure. Then since $E_P \rho^s = 1$ we have that

$$E_P [\sigma_A^s \rho_{\sigma_A - 1}^{\sigma} 1_{\sigma_A < \nu}] \leq \sum_{k=1}^{\infty} k^s P(\nu \geq k).$$

This last sum is finite by Lemma 4.2.1.

Finally, we turn to the asymptotics of the tail of $2W_{\sigma-1}(1 + R_{\sigma, \nu-1})$, which is the dominant term in $4.97$.

**Lemma 4.6.3.** For any $A > 1$, there exists a constant $K_A \in (0, \infty)$ such that

$$\lim_{x \to \infty} x^A Q(W_{\sigma-1}(1 + R_{\sigma, \nu-1}) > x, \sigma < \nu) = K_A.$$

**Proof.** The strategy of the proof is as follows. First, note that on the event $\{\sigma < \nu\}$ we have $W_{\sigma-1}(1 + R_{\sigma}) = W_{\sigma-1}(1 + R_{\sigma, \nu-1}) + W_{\sigma-1} \Pi_{\sigma, \nu-1} R_{\nu}$. We will begin by analyzing the asymptotics of the tails of $W_{\sigma-1}(1 + R_{\sigma})$ and $W_{\sigma-1} \Pi_{\sigma, \nu-1} R_{\nu}$. Next we will show that $W_{\sigma-1}(1 + R_{\sigma, \nu-1})$ and $W_{\sigma-1} \Pi_{\sigma, \nu-1} R_{\nu}$ are essentially independent in the sense that they cannot both be large. This will allow us to use the asymptotics of the tails of $W_{\sigma-1}(1 + R_{\sigma})$ and $W_{\sigma-1} \Pi_{\sigma, \nu-1} R_{\nu}$ to compute the asymptotics of the tails of $W_{\sigma-1}(1 + R_{\sigma, \nu-1})$.

To analyze the asymptotics of the tail of $W_{\sigma-1}(1 + R_{\sigma})$, we first recall from (4.11) that there exists a $K > 0$ such that $P(R_0 > x) \sim K x^{-s}$. Let $F_{\sigma-1} = \sigma(\omega_{\sigma-2}, \omega_{\sigma-1})$ be the $\sigma$-algebra generated by the environment to the left of $\sigma$. Then on the event $\{\sigma < \infty\}$, $R_{\sigma}$ has the same distribution as
Since \( \Pi_{\sigma,\nu} \),

\[
\lim_{x \to \infty} x^s Q(W_{\sigma-1}(1 + R_\sigma) > x, \sigma < \nu) = \lim_{x \to \infty} E_Q \left[ x^s Q \left( 1 + R_\sigma > \frac{x}{W_{\sigma-1}}, \sigma < \nu \right| F_{\sigma-1} \right] \]

\[
= K E_Q \left[ W_{\sigma-1}^s 1_{\sigma < \nu} \right]. \tag{4.102}
\]

A similar calculation yields

\[
\lim_{x \to \infty} x^s Q(W_{\sigma-1} \Pi_{\sigma,\nu-1} R_\nu > x, \sigma < \nu) = \lim_{x \to \infty} E_Q \left[ x^s Q \left( R_\nu > \frac{x}{W_{\sigma-1} \Pi_{\sigma,\nu-1}}, \sigma < \nu \right| F_{\nu-1} \right] \]

\[
= E_Q \left[ W_{\sigma-1}^s \Pi_{\sigma,\nu-1} 1_{\sigma < \nu} \right] K. \tag{4.103}
\]

Next, we wish to show that

\[
\lim_{x \to \infty} x^s Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > \varepsilon x, W_{\sigma-1} \Pi_{\sigma,\nu-1} R_\nu > \varepsilon x, \sigma < \nu) = 0. \tag{4.104}
\]

Since \( \Pi_{\sigma,\nu-1} < \frac{1}{A} \) on the event \( \{ \sigma < \nu \} \) we have for any \( \varepsilon > 0 \) that

\[
x^s Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > \varepsilon x, W_{\sigma-1} \Pi_{\sigma,\nu-1} R_\nu > \varepsilon x, \sigma < \nu) \leq x^s Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > \varepsilon x, W_{\sigma-1} R_\nu > A \varepsilon x, \sigma < \nu) \]

\[
= x^s E_Q \left[ Q \left( 1 + R_{\sigma,\nu-1} > \frac{\varepsilon x}{W_{\sigma-1}} \right| F_{\sigma-1} \right] Q \left( R_\nu > A \frac{\varepsilon x}{W_{\sigma-1}} \right| F_{\nu-1} \right] 1_{\sigma < \nu} \]

\[
\leq E_Q \left[ x^s Q \left( 1 + R_\sigma > \frac{\varepsilon x}{W_{\sigma-1}} \right| F_{\sigma-1} \right] Q \left( R_\nu > A \frac{\varepsilon x}{W_{\sigma-1}} \right| F_{\nu-1} \right] 1_{\sigma < \nu} \right], \tag{4.105}
\]

where the equality on the third line is because \( R_{\sigma,\nu-1} \) and \( R_\nu \) are independent when \( \sigma < \nu \) (note that \( \{ \sigma < \nu \} \in F_{\sigma-1} \)), and the last inequality is because \( R_{\sigma,\nu-1} \leq R_\sigma \). Now, conditioned on \( F_{\sigma-1} \), \( R_\sigma \) and \( R_\nu \) have the same distribution as \( R_0 \). Then, since by (4.110) for any \( \gamma \leq s \) there exists a \( K_\gamma > 0 \) such that \( P(1 + R_0 > x) \leq K_\gamma x^{-\gamma} \), we have that the integrand in (4.105) is bounded above by \( K_\gamma^2 x^{-2\gamma} W_{\sigma-1}^2 1_{\sigma < \nu} x^{s-2\gamma}, Q - a.s. \). Choosing \( \gamma = \frac{1}{2} s \) gives that the integrand in (4.105) is \( Q - a.s. \) bounded above by \( K_{\frac{1}{2} s}^2 x^{-s} W_{\sigma-1}^s 1_{\sigma < \nu} \) which by Lemma 4.6.2 has finite mean. However, if we choose \( \gamma = s \) then we get that the integrand of (4.105) tends to zero \( Q - a.s. \) as \( x \to \infty \). Thus, by the dominated convergence theorem we have that (4.104) holds.

Now, since \( R_\sigma = R_{\sigma,\nu-1} + \Pi_{\sigma,\nu-1} R_\nu \), we have that for any \( \varepsilon > 0 \)

\[
Q(W_{\sigma-1}(1 + R_\sigma) > (1 + \varepsilon)x, \sigma < \nu) \leq Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > \varepsilon x, W_{\sigma-1} \Pi_{\sigma,\nu-1} R_\nu > \varepsilon x, \sigma < \nu) \]

\[
+ Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > x, \sigma < \nu) \]

\[
+ Q(W_{\sigma-1} \Pi_{\sigma,\nu-1} R_\nu > x, \sigma < \nu). \]
Similarly, for a bound in the other direction we have
\[ Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > x, \sigma < \nu) \geq Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > x, or \ W_{\sigma-1}\Pi_{\sigma,\nu-1}R_\nu > x, \sigma < \nu) \]
\[ = Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > x, \sigma < \nu) \]
\[ + Q(W_{\sigma-1}\Pi_{\sigma,\nu-1}R_\nu > x, \sigma < \nu) \]
\[ - Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > x, W_{\sigma-1}\Pi_{\sigma,\nu-1}R_\nu > x, \sigma < \nu). \]

Thus, again applying (4.102), (4.103) and (4.104) we get
\[ \limsup_{x \to \infty} x^s Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > x, \sigma < \nu) \leq KE_Q[W_{\sigma-1}^s 1_{\sigma < \nu}] - KE_Q[W_{\sigma-1}^s \Pi_{\sigma,\nu-1}^s 1_{\sigma < \nu}] \quad (4.107) \]

Finally, applying (4.106) and (4.107) and letting \( \varepsilon \to 0 \), we get that
\[ \lim_{x \to -\infty} x^s Q(W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > x, \sigma < \nu) = KE_Q[W_{\sigma-1}^s (1 - \Pi_{\sigma,\nu-1}^s) 1_{\sigma < \nu}] =: K_A, \]
and \( K_A \in (0, \infty) \) by Lemma 4.6.2 and the fact that \( 1 - \Pi_{\sigma,\nu-1} \in (1 - \frac{1}{\lambda}, 1). \)

Finally, we are ready to analyze the tail of \( E_\omega T_\nu \) under the measure \( Q \).

**Proof of Theorem 4.1.4:**

Let \( \delta > 0 \), and choose \( A \geq A_0(\delta) \) as in Lemma 4.6.1. Then using (4.100) we have
\[ Q(E_\omega T_\nu > x) = Q(E_\omega T_\nu > x, \sigma > \nu) + Q(E_\omega T_\nu > x, \sigma < \nu) \]
\[ \leq Q(E_\omega T_\nu > x, \sigma > \nu) + Q(\nu > \delta x) + Q(2W_{-1}R_0,\sigma-2 > \delta x, \sigma < \nu) \]
\[ + Q \left( \sum_{j=0}^{\sigma-2} W_{\delta,\nu}^j > \delta x, \sigma < \nu \right) + Q \left( \sum_{\sigma \leq i < \nu} R_{\delta,\nu-1}^i > \delta x \right) \]
\[ + Q(2W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > (1 - 4\delta)x, \sigma < \nu). \]

Thus combining equations (4.96), (4.98), (4.99), and (4.100), and Lemmas 4.6.1 and 4.6.3 we get that
\[ \limsup_{x \to -\infty} x^s Q(E_\omega T_\nu > x) \leq \delta + 2^s K_A(1 - 4\delta)^{-s}. \quad (4.108) \]

The lower bound is easier, since \( Q(E_\omega T_\nu > x) \geq Q(2W_{\sigma-1}(1 + R_{\sigma,\nu-1}) > x, \sigma < \nu). \) Thus
\[ \liminf_{x \to -\infty} x^s Q(E_\omega T_\nu > x) \geq 2^s K_A. \quad (4.109) \]
From (4.108) and (4.109) we get that 
\[ K := \limsup_{A \to \infty} 2^s K_A < \infty. \]
Therefore, letting 
\[ K := \liminf_{A \to \infty} 2^s K_A \]
we have from (4.108) and (4.109) that
\[ K \leq \liminf_{x \to \infty} x^s Q(E_\omega T_\nu > x) \leq \limsup_{x \to \infty} x^s Q(E_\omega T_\nu > x) \leq \delta + K(1 - 4\delta)^{-s}. \]

Then, letting \( \delta \to 0 \) completes the proof of the theorem with 
\( K_\infty = K = \overline{K}. \) \( \square \)
Chapter 5

Quenched Limits: Ballistic Regime

This chapter consists of the article Quenched Limits for Transient, Ballistic, Sub-Gaussian One-Dimensional Random Walk in Random Environment, by Jonathon Peterson, which was recently accepted for publication by the Annales de l’Institut Henri Poincaré - Probabilités et Statistiques. This article contains the full proofs of Theorem 2.3.4, Theorem 2.3.5, Proposition 2.3.8, and the first part of Theorem 2.3.6 (sketches of these proofs were provided in Chapter 4).

In order to keep this chapter relatively self-contained, the above mentioned article has been left mostly unchanged. Therefore, much of the introductory material in Section 4.1 has already appeared in Chapters 4 and 2. Also, many of the results of this chapter build on the previous results of Chapter 4. The notation used in this chapter is consistent with the notation in the previous chapters.
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5.1 Introduction, Notation, and Statement of Main Results

Let $\Omega = [0,1]^\mathbb{Z}$ and let $\mathcal{F}$ be the Borel $\sigma$-algebra on $\Omega$. A random environment is an $\Omega$-valued random variable $\omega = \{\omega_i\}_{i \in \mathbb{Z}}$ with distribution $P$. We will assume that $P$ is an i.i.d. product measure on $\Omega$. The quenched law $P^x_\omega$ for a random walk $X_n$ in the environment $\omega$ is defined by

$$P^x_\omega(X_0 = x) = 1 \quad \text{and} \quad P^x_\omega(X_{n+1} = j | X_n = i) = \begin{cases} \omega_i & \text{if } j = i + 1, \\ 1 - \omega_i & \text{if } j = i - 1. \end{cases}$$

$\mathbb{Z}^N$ is the space for the paths of the random walk $\{X_n\}_{n \in \mathbb{N}}$ and $\mathcal{G}$ denotes the $\sigma$-algebra generated by the cylinder sets. Note that for each $\omega \in \Omega$, $P^\omega$ is a probability measure on $(\mathbb{Z}^N, \mathcal{G})$, and for each $G \in \mathcal{G}$, $P^\omega_x(G) : (\Omega, \mathcal{F}) \to [0,1]$ is a measurable function of $\omega$. Expectations under the law $P^x_\omega$ are denoted $E^x$. The annealed law for the random walk in random environment $X_n$ is defined by

$$P^x_0(F \times G) = \int_F P^\omega_x(G) P(d\omega), \quad F \in \mathcal{F}, G \in \mathcal{G}.$$ 

For ease of notation, we will use $P_\omega$ and $P$ in place of $P^0_\omega$ and $P^0$ respectively. We will also use $P^x$ to refer to the marginal on the space of paths, i.e. $P^x(G) = P^x(\Omega \times G) = E^x[P^\omega_x(G)]$ for $G \in \mathcal{G}$. Expectations under the law $P$ will be written $E$.

A simple criterion for recurrence of a one-dimensional RWRE and a formula for the speed of transience was given by Solomon in [Sol75]. For any integers $i \leq j$, let

$$\rho_i := 1 - \frac{\omega_i}{\omega_j} \quad \text{and} \quad \Pi_{i,j} := \prod_{k=i}^j \rho_k. \quad (5.1)$$

Then, $X_n$ is transient to the right (resp., to the left) if $E[P(\log \rho_0) < 0$ (resp. $E[P(\log \rho_0 > 0)$) and recurrent if $E[P(\log \rho_0) = 0$. (Henceforth we will write $\rho$ instead of $\rho_0$ in expectations involving only $\rho_0$.) In the case where $E[P(\log \rho < 0$ (transience to the right), Solomon established the following law of large numbers

$$v_P := \lim_{n \to \infty} \frac{X_n}{n} = \lim_{n \to \infty} \frac{n}{T_n} = \frac{1}{E[T_1]}, \quad P - \text{a.s.} \quad (5.2)$$

where $T_n := \min\{k \geq 0 : X_k = n\}$. For any integers $i < j$, let

$$W_{i,j} := \sum_{k=i}^j \Pi_{k,j}, \quad \text{and} \quad W_j := \sum_{k \leq j} \Pi_{k,j}. \quad (5.3)$$

When $E[P(\log \rho < 0$, it was shown in [Zei04] that

$$E^\omega_{X_0} T_{j+1} = 1 + 2W_j < \infty, \quad P - \text{a.s.}, \quad (5.4)$$
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and thus \( v_P = 1/(1+2E_PW_0) \). Since \( P \) is a product measure, \( E_PW_0 = \sum_{k=1}^{\infty} (E_P \rho)^k \). In particular, \( v_P > 0 \) if \( E_P \rho < 1 \).

Kesten, Kozlov, and Spitzer [KKS75] determined the annealed limiting distribution of a RWRE with \( E_P \log \rho < 0 \), i.e., transient to the right. They derived the limiting distributions for the walk by first establishing a stable limit law of index \( s \) for \( T_n \), where \( s \) is defined by the equation \( E_P \rho^s = 1 \). In particular, they showed that when \( s \in (1, 2) \), there exists a \( b > 0 \) such that

\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{T_n - \mathbb{E}T_n}{n^{1/s}} \leq x \right) = L_{s,b}(x) \tag{5.5}
\]

and

\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{X_n - n v_P}{v_P^{1+1/s} n^{1/s}} \leq x \right) = 1 - L_{s,b}(-x), \tag{5.6}
\]

where \( L_{s,b} \) is the distribution function for a stable random variable with characteristic function

\[
\hat{L}_{s,b}(t) = \exp \left\{ -b|t|^s \left( 1 - i \frac{t}{|t|} \tan(\pi s/2) \right) \right\}.
\]

While the annealed limiting distributions for transient one-dimensional RWRE have been known for quite a while, the corresponding quenched limiting distributions have remained largely unstudied until recently. In Chapter 3 we proved that when \( s > 2 \) a quenched CLT holds with a random (depending on the environment) centering. Goldsheid [Gol07] has provided an independent proof of this fact. Previously, in [KM84] and [Zei04] it had only been shown that the limiting statements for the quenched CLT with random centering held in probability (rather than almost surely). In the case when \( s < 1 \), it was shown in Chapter 3 that no quenched limiting distribution exists for the RWRE. In particular, it was shown that \( P - a.s. \) there exist two different random sequences \( t_k \) and \( t'_k \) such that the behavior of the RWRE is either localized (concentrated in an interval of size \( \log^2 t'_k \)) or spread out (scaling of order \( t_k^s \)).

In this chapter, we analyze the quenched limiting distributions of a transient, one-dimensional RWRE in the case \( s \in (1, 2) \). We show that, as in the case when \( s < 1 \), there is no quenched limiting distribution of the random walk. As was done when \( s < 1 \), this is shown by first showing that there is no quenched limiting distribution for the hitting times \( T_n \) of the random walk. However, in contrast to the case \( s < 1 \), the existence of a positive speed for the random walk in the case \( s \in (1, 2) \) allows for a more direct transfer of limiting distributions from \( T_n \) to \( X_n \) (see Proposition 5.1.4).

Throughout the Chapter, we will make the following assumptions:

**Assumption 13.** \( P \) is a product measure on \( \Omega \) such that

\[
E_P \log \rho < 0 \quad \text{and} \quad E_P \rho^s = 1 \text{ for some } s > 0. \tag{5.7}
\]
Assumption 14. The distribution of $\log \rho$ is non-lattice under $P$ and $E_P(\rho^s \log \rho) < \infty$.

Remarks:
1. Assumption 13 contains the essential assumptions for our results. The technical conditions contained in Assumption 14 were also invoked in [KKS75] and in Chapter 4.
2. Since $E_P \rho^\gamma$ is a convex function of $\gamma$, the two statements in (5.7) give that $E_P \rho^\gamma < 1$ for all $0 < \gamma < s$ and $E_P \rho^\gamma > 1$ for all $\gamma > s$. In particular this implies that $v_P > 0$ if and only if $s > 1$.
3. The cases $s \in \{1, 2\}$ are not covered here or in Chapter 4. It is not clear whether or not a quenched CLT holds in the case $s = 2$, but we suspect that the results for $s = 1$ will be similar to those of the cases $s \in (0, 1)$ and $s \in (1, 2)$, i.e., quenched limiting distributions for the random walk do not exist. However, since $s = 1$ is the bordering case between the zero-speed and positive-speed regimes, the analysis is likely to be more technical (as was also the case in [KKS75]).

Let $\Phi(x)$ and $\Psi(x)$ be the distribution functions for a Gaussian and exponential random variable respectively. That is,
\[
\Phi(x) := \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-t^2/2} \, dt \quad \text{and} \quad \Psi(x) := \begin{cases} 0 & x < 0, \\ 1 - e^{-x} & x \geq 0. \end{cases}
\]

Our main results are the following:

Theorem 5.1.1. Let Assumptions 13 and 14 hold and let $s \in (1, 2)$. Then, $P - a.s.$, there exists a random subsequence $n_{k_m} = n_{k_m}(\omega)$ of $n_k = 2^k$ and non-deterministic random variables $v_{k_m, \omega}$, such that
\[
\lim_{m \to \infty} P_\omega \left( \frac{T_{n_{k_m}} - E_\omega T_{n_{k_m}}}{\sqrt{v_{k_m, \omega}}} \leq x \right) = \Phi(x), \quad \forall x \in \mathbb{R},
\]
and
\[
\lim_{m \to \infty} P_\omega \left( \frac{X_{t_m} - n_{k_m}}{v_P \sqrt{v_{k_m, \omega}}} \leq x \right) = \Phi(x), \quad \forall x \in \mathbb{R},
\]
where $t_m = t_m(\omega) := \lfloor E_\omega T_{n_{k_m}} \rfloor$.

Theorem 5.1.2. Let Assumptions 13 and 14 hold and let $s \in (1, 2)$. Then, $P - a.s.$, there exists a random subsequence $n_{k_m} = n_{k_m}(\omega)$ of $n_k = 2^k$ and non-deterministic random variables $v_{k_m, \omega}$, such that
\[
\lim_{m \to \infty} P_\omega \left( \frac{T_{n_{k_m}} - E_\omega T_{n_{k_m}}}{\sqrt{v_{k_m, \omega}}} \leq x \right) = \Psi(x + 1), \quad \forall x \in \mathbb{R},
\]
and
\[
\lim_{m \to \infty} P_\omega \left( \frac{X_{tn_m - nk_m}}{v_P \sqrt{\nu_{tn_m, \omega}}} \leq x \right) = 1 - \Psi(-x + 1), \quad \forall x \in \mathbb{R},
\]
where \( t_m = t_m(\omega) := \lfloor E_\omega T_{nk_m} \rfloor \).

Remarks:

1. Note that Theorems 5.1.1 and 5.1.2 preclude the possibility of quenched analogues of the annealed statements (5.5) and (5.6).

2. The choice of Gaussian and exponential distributions in Theorems 5.1.1 and 5.1.2 represent the two extremes of the quenched limiting distributions that can be found along random subsequences. In fact, it will be shown in Corollary 5.4.5 that \( T_n \) is approximately the sum of a finite number of exponential random variables with random (depending on the environment) parameters. The exponential limits in Theorem 5.1.2 are obtained when one of the exponential random variables has a much larger parameter than all the others. The Gaussian limits in Theorem 5.1.1 are obtained when the exponential random variables with the largest parameters all have roughly the same size. We expect, in fact, that any distribution which is the sum of (or limit of sums of) exponential random variables can be obtained as a quenched limiting distribution of \( T_n \) along a random subsequence.

3. The sequence \( n_k = 2^{2^k} \) in Theorems 5.1.1 and 5.1.2 is chosen only for convenience. In fact, for any sequence \( n_k \) growing sufficiently fast, \( P - a.s. \), there will be a random subsequence \( n_{k_m}(\omega) \) such that the conclusions of Theorems 5.1.1 and 5.1.2 hold.

4. The definition of \( v_{km, \omega} \) is given below in (5.11). By an argument similar to the proof of Theorem 5.1.3 it can be shown that \( \lim_{m \to \infty} P \left( \nu_{2k/m, \omega} \leq x \right) = L_{4,b}(x) \) for some \( b > 0 \). Also, from (5.2), we have that \( t_m \sim ET_{1nk_m} \). Thus, the scaling in Theorems 5.1.1 and 5.1.2 is of the same order as the annealed scaling, but it cannot be replaced by a deterministic scaling.

Define the “ladder locations” \( \nu_i \) of the environment by
\[
\begin{align*}
\nu_0 &= 0, \\
\nu_i &= \begin{cases} 
\inf \{ n > \nu_{i-1} : \Pi_{\nu_{i-1}, n-1} < 1 \}, & i \geq 1, \\
\sup \{ j < \nu_{i+1} : \Pi_{k, j-1} < 1, \forall k < j \}, & i \leq -1.
\end{cases} 
\end{align*}
\tag{5.8}
\]
Throughout the remainder of the chapter we will let \( \nu = \nu_1 \). We will sometimes refer to sections of the environment between \( \nu_{i-1} \) and \( \nu_i - 1 \) as “blocks” of the environment. Note that the block between \( \nu_{-1} \) and \( \nu_0 - 1 \) is different from all the other blocks between consecutive ladder locations (in particular, \( \Pi_{\nu_{-1}, \nu_0 - 1} \geq 1 \) is possible), and that all the other blocks have the same distribution as the block from 0 to \( \nu - 1 \). As in Chapter 4 we define the measure \( Q \) on environments by \( Q(\cdot) = P(\cdot | R), \)
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where
\[ \mathcal{R} := \{ \omega \in \Omega : \Pi_{-k,-1} < 1, \quad \forall k \geq 1 \} = \left\{ \omega \in \Omega : \sum_{i=-k}^{1} \log \rho_i < 0, \quad \forall k \geq 1 \right\}. \]

Note that \( P(\mathcal{R}) > 0 \) since \( E_P \log \rho < 0 \). \( Q \) is defined so that the blocks of the environment between ladder locations are i.i.d. under \( Q \), all with the same distribution as the block from 0 to \( \nu - 1 \) under \( P \). In particular, \( P \) and \( Q \) agree on \( \sigma(\omega_i : i \geq 0) \).

For any random variable \( Z \), define the quenched variance \( \text{Var}_\omega Z := E_\omega(Z - E_\omega Z)^2 \). In Theorem \[4.1.1\] it was proved that when \( s \in (0, 1) \), \( n^{-1/s} E_\omega T_{\nu_n} \) converges in distribution (under \( Q \)) to a stable distribution of index \( s \). Correspondingly, when \( s < 2 \) we will prove the following theorem:

**Theorem 5.1.3.** Let Assumptions \ref{assumption1} and \ref{assumption2} hold and let \( s < 2 \). Then, there exists a \( b > 0 \) such that
\[
\lim_{n \to \infty} Q \left( \frac{\text{Var}_\omega T_{\nu_n}}{n^{2/s}} \leq x \right) = \lim_{n \to \infty} Q \left( \frac{1}{n^{2/s}} \sum_{i=1}^{n} (E_{\omega_{\nu_i-1}} T_{\nu_i})^2 \leq x \right) = L_{\frac{1}{s}b}(x). \tag{5.9}
\]

**Remarks:**

1. The constant \( b \) in the above theorem may not be the same as in \ref{5.5} and \ref{5.6}.

2. Theorem \ref{5.1.3} can be used to show that \( \lim_{n \to \infty} P \left( \frac{\text{Var}_\omega T_{\nu_n}}{n^{2/s}} \leq x \right) = L_{\frac{1}{s}b'}(x) \) for some \( b' > 0 \), but we will not prove this since we do not use it for the other results in this chapter.

A major difficulty in analyzing \( T_{\nu_n} \) is that the crossing time from \( \nu_{i-1} \) to \( \nu_{i} \) depends on the entire environment to the left of \( \nu_{i} \). Thus, \( \text{Var}_\omega(T_{\nu_i} - T_{\nu_{i-1}}) \) and \( \text{Var}_\omega(T_{\nu_j} - T_{\nu_{j-1}}) \) are not independent even if \( |i - j| \) is large. In order to make the crossing times of blocks that are far apart essentially independent, we introduce some reflections to the RWRE. For \( n = 1, 2, \ldots, \) define
\[ b_n := \lfloor \log^2(n) \rfloor. \tag{5.10} \]

Let \( \tilde{X}_i^{(n)} \) be the random walk that is the same as \( X_i \) with the added condition that, after reaching \( \nu_k \), the environment is modified by setting \( \omega_{\nu_k-b_n} = 1 \) (i.e., never allow the walk to backtrack more than \( \log^2(n) \) blocks). We couple \( \tilde{X}_i^{(n)} \) with the random walk \( X_i \) in such a way that \( \tilde{X}_i^{(n)} \geq X_i \) with equality holding until the first time \( t \) when the walk \( \tilde{X}_i^{(n)} \) reaches a modified environment location. Denote by \( \tilde{T}_x^{(n)} \) the corresponding hitting times for the walk \( \tilde{X}_i^{(n)} \). It was shown in Lemma \ref{4.4.5} that \( \lim_{n \to \infty} P_x(T_{\nu_n} \neq \tilde{T}_x^{(n)}) = 0, P - a.s., \) so that, in fact, with high probability the added reflections do not affect the walk at all before \( T_{\nu_n} \). For ease of notation, let
\[ \mu_{i,n,\omega} := E_{\omega_{\nu_i-1}} \tilde{T}_x^{(n)}, \quad \text{and} \quad \sigma_{i,n,\omega}^2 := \text{Var}_\omega \left( \tilde{T}_x^{(n)} - T_{\nu_{i-1}} \right). \]

The structure of the chapter is as follows. In Section \ref{5.2} we prove the following general proposition that allows us to easily transfer quenched limit laws from subsequences of \( T_n \) to \( X_n \).
Proposition 5.1.4. Let Assumptions 13 and 14 hold and let \( s \in (1, 2) \). Also, let \( n_k \) be a sequence of integers growing fast enough so that \( \lim_{k \to \infty} \frac{n_k}{n_{k-1}^{\delta}} = \infty \) for some \( \delta > 0 \), and let

\[
d_k := n_k - n_{k-1} \quad \text{and} \quad v_k, \omega := \sum_{i=n_{k-1}+1}^{n_k} \sigma_i^2 \quad \text{for } d_k := n_k - n_{k-1} - 1.
\]

(5.11)

Assume that \( F \) is a continuous distribution function for which, \( P - a.s. \), there exists a subsequence \( n_{k_m}(\omega) \) such that, for \( \alpha_m := n_{k-1} \),

\[
\lim_{m \to \infty} P^\nu_{\alpha_m} \left( \frac{T_{x_m}^{(d_{k_m})} - E_{\omega}T_{x_m}^{(d_{k_m})}}{\sqrt{v_{k_m}^{(d_{k_m})}}} \leq y \right) = F(y), \quad \forall y \in \mathbb{R},
\]

for any sequence \( x_m \sim n_{k_m} \). Then, \( P - a.s. \), for all \( y \in \mathbb{R} \),

\[
\lim_{m \to \infty} P_{\omega} \left( \frac{T_{x_m} - E_{\omega}T_{x_m}}{\sqrt{v_{k_m}^{(d_{k_m})}}} \leq y \right) = F(y),
\]

(5.12)

for any \( x_m \sim n_{k_m} \), and

\[
\lim_{m \to \infty} P_{\omega} \left( \frac{X_{t_m} - n_{k_m}}{\sqrt{v_{k_m}^{(d_{k_m})}}} \leq y \right) = 1 - F(-y),
\]

(5.13)

where \( t_m := \lfloor E_{\omega}T_{n_{k_m}} \rfloor \).

Then in Sections 5.3 and 5.4, we use Theorem 5.1.3 to find subsequences \( n_{k_m}(\omega) \) that allow us to apply Proposition 5.1.4. To find a subsequence that gives Gaussian behavior of \( T_{n_{k_m}} \), we find a subsequence where none of the crossing times of the first \( n_{k_m} \) blocks is too much larger than all the others and then use the Linberg-Feller condition for triangular arrays. In contrast, to find a subsequence that gives exponential behavior of \( T_{n_{k_m}} \), we first prove that the crossing times of “large” blocks is approximately exponential in distribution. Then, we find a subsequence where the crossing time of one of the first \( n_{k_m} \) blocks dominates the total crossing time of the first \( n_{k_m} \) blocks. Finally, Section 5.5 contains the proof of Theorem 5.1.3, which is similar to the proof of Theorem 4.1.1.

Before continuing with the proofs of the main theorems, we recall some notation and results from Chapters 2 and 4 that will be used throughout the Chapter. First, recall that from Lemma 4.2.1 there exist constants \( C_1, C_2 > 0 \) such that

\[
P(\nu > x) \leq C_1 e^{-C_2 x}, \quad \forall x \geq 0.
\]

(5.14)

Then, since \( \nu_n = \sum_{i=1}^{n} \nu_i - \nu_{i-1} \) and the \( \nu_i - \nu_{i-1} \) are i.i.d., the law of large numbers implies that

\[
\lim_{n \to \infty} \frac{\nu_n}{n} = E_{\rho} \nu =: \bar{\nu} < \infty, \quad P - a.s.
\]

(5.15)
In Chapter 4 the following formulas for the quenched expectation and variance of $T_\nu$ were given:

$$E_\omega T_\nu = \nu + 2 \sum_{j=0}^{\nu-1} W_j, \quad \text{and} \quad Var_\omega T_\nu = 4 \sum_{j=0}^{\nu-1} (W_j + W_j^2) + 8 \sum_{j=0}^{\nu-1} \sum_{i<j} \Pi_{i+1,j}(W_i + W_j^2). \quad (5.16)$$

Note that since the added reflections only decrease the crossing times, obviously $T_\nu \geq \bar{T}_\nu^{(n)}$ and $E_\omega T_\nu \geq E_\omega \bar{T}_\nu^{(n)}$ for any $n$. Also, since (5.16) holds for any environment $\omega$, the formula for $Var_\omega \bar{T}_\nu^{(n)}$ is the same as in (5.16), but with $\rho_{\nu-s_n}$ replaced by 0. In particular, this shows that $Var_\omega T_\nu \geq Var_\omega \bar{T}_\nu^{(n)}$ for any $n$. As in Chapter 4 for any integer $i$, let

$$M_i := \max\{\Pi_{\nu-i,j} : j \in [\nu_i, \nu_1]\}. \quad (5.17)$$

Then, [GL72] Theorem 1 implies that there exists a constant $C_3 < \infty$ such that

$$Q(M_i > x) = P(M_1 > x) \sim C_3 x^{-s}. \quad (5.18)$$

Note that $M_1 \leq \max_{0 \leq j < \nu} W_j$. Therefore, from the formulas for $E_\omega T_\nu$ and $Var_\omega T_\nu$ in (5.16), it is easy to see that $E_\omega T_\nu \geq M_1$ and $Var_\omega T_\nu \geq M_1^2$. (The same is also true for $\bar{T}_\nu^{(n)}$.) Finally, recall the following results from Chapter 4.

**Theorem 5.1.5 (Lemma 4.3.3 & Theorem 4.5.1).** There exists a constant $K_\infty \in (0, \infty)$ such that

$$Q(Var_\omega T_\nu > x) \sim Q\left((E_\omega T_\nu)^2 > x\right) \sim K_\infty x^{-s/2}, \quad \text{as } x \to \infty.$$  

Moreover, for any $\varepsilon > 0$ and $x > 0$,

$$Q\left(Var_\omega \bar{T}_\nu^{(n)} > xn^{2/s}, M_1 > n^{(1-\varepsilon)/s}\right) \sim Q\left(\left(E_\omega \bar{T}_\nu^{(n)}\right)^2 > xn^{2/s}, M_1 > n^{(1-\varepsilon)/s}\right) \sim K_\infty x^{-s/2} \frac{1}{n},$$

as $n \to \infty$.

### 5.2 Converting Time Limits to Space Limits

In this section, we develop a general method for transferring a quenched limit law for a subsequence of $T_n$ to a quenched limit law for a subsequence of $X_n$. We begin with some lemmas analyzing the a.s. asymptotic behavior of the quenched variance and mean of the hitting times.

**Lemma 5.2.1.** Assume $s \leq 2$. Then, for any $\delta > 0$,

$$Q\left(Var_\omega \bar{T}_\nu^{(n)} \notin \left(n^{2/s-\delta}, n^{2/s+\delta}\right)\right) \leq \frac{1}{P(R)} P\left(Var_\omega \bar{T}_\nu^{(n)} \notin \left(n^{2/s-\delta}, n^{2/s+\delta}\right)\right) = o\left(n^{-\delta s/4}\right).$$
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Proof. The first inequality in the lemma is trivial since for any $A \in \mathcal{F}$, it follows from the definition of $Q$ that $Q(A) = \frac{P(A \cap R)}{P(R)} \leq \frac{P(A)}{P(R)}$. Next, note that when $s \leq 2$, Lemma [4.5.11] implies

$$P \left( \text{Var}_\omega T^{(n)}_{v_n} \geq n^{2/s+\delta} \right) \leq P \left( \text{Var}_\omega T^{(n)}_{v_n} \geq n^{2/s+\delta} \right) = o(n^{-\delta s/4}). \quad (5.19)$$

Also, since $\text{Var}_\omega (\bar{T}^{(n)}_{v_n} - \bar{T}^{(n)}_{v_{n-1}}) \geq M^2_t$,

$$P \left( \text{Var}_\omega \bar{T}^{(n)}_{v_n} \leq n^{2/s-\delta} \right) \leq P \left( M^2_t \leq n^{2/s-\delta} \right) = \left( 1 - P \left( M_1 > n^{1/s-\delta/2} \right) \right)^n = o \left( e^{-n^{4s/4}} \right),$$

where the last equality is from (5.18).

Corollary 5.2.2. Assume $s \leq 2$. Then, for any $\delta > 0$,

$$P \left( v_{k,\omega} \notin \left( d_k^{2/s-\delta}, d_k^{2/s+\delta} \right) \right) = o \left( d_k^{-\delta s/4} \right).$$

Consequently, if $s < 2$, then $\sqrt{v_{k,\omega}} = o(d_k)$, $P$-a.s.

Proof. Recall from (5.11) that by definition $v_{k,\omega} = \text{Var}_\omega (\bar{T}^{(dk)}_{v_{n_k}} - \bar{T}^{(dk)}_{v_{n_k-1}})$. Also, note that the conditions on $n_k$ ensure that $n_k$ grows faster than exponentially and that $d_k \sim n_k$. Thus, for all $k$ large enough $v_{k,\omega}$ only depends on the environment to the right of zero. Therefore for all $k$ large enough

$$P \left( v_{k,\omega} \notin \left( d_k^{2/s-\delta}, d_k^{2/s+\delta} \right) \right) = Q \left( \text{Var}_\omega (\bar{T}^{(dk)}_{v_{n_k}} - \bar{T}^{(dk)}_{v_{n_k-1}}) \notin \left( d_k^{2/s-\delta}, d_k^{2/s+\delta} \right) \right) = Q \left( \text{Var}_\omega \bar{T}^{(dk)}_{v_{dk}} \notin \left( d_k^{2/s-\delta}, d_k^{2/s+\delta} \right) \right) = o \left( d_k^{-\delta s/4} \right),$$

where the last equality is from Lemma [5.2.1]. Now, for the second claim in the corollary, first note that $2 > 2 + \frac{s-1}{s}$ since $s > 1$. Therefore, for any $\varepsilon > 0$ and for all $k$ large enough we have

$$P \left( v_{k,\omega} > \varepsilon d_k^2 \right) \leq P \left( v_{k,\omega} > \varepsilon d_k^{2/(s-1)/s} \right) = o \left( d_k^{-\left(s-1\right)/4} \right).$$

This last term is summable since $d_k$ grows faster than exponentially. Thus the Borel-Cantelli Lemma gives that $v_{k,\omega} = o(d_k^2)$, $P$-a.s.

Corollary 5.2.3. Assume $s \leq 2$. Then

$$\lim_{k \to \infty} \frac{\text{Var}_\omega T_{v_{n_k-1}}}{v_{k,\omega}} = 0, \quad P$ - a.s.$$

Proof. By the Borel-Cantelli Lemma it is enough to prove that for any $\varepsilon > 0$,

$$\sum_{k=1}^{\infty} P \left( \text{Var}_\omega T_{v_{n_k-1}} \geq \varepsilon v_{k,\omega} \right) < \infty.$$
However, for any $\delta > 0$ we have
\[
P \left( \text{Var}_\omega T_{v_{n_{k-1}}} \geq \varepsilon v_{k,\omega} \right) \leq P \left( \text{Var}_\omega T_{v_{n_{k-1}}} \geq \varepsilon d_k^{2/\delta} \right) + P \left( v_{k,\omega} \leq d_k^{2/\delta} \right),
\] (5.20)
By Corollary 5.2.2 the last term in (5.20) is summable for any $\delta > 0$. To show that the second to last term in (5.20) is also summable first note that the conditions on the sequence $n_k$ give that there exist a $\delta > 0$ such that $\varepsilon d_k^{2/\delta} \geq n_{k-1}^{2/\delta}$ for all $k$ large enough. Thus, for some $\delta > 0$ and all $k$ large enough we have
\[
P \left( \text{Var}_\omega T_{v_{n_{k-1}}} > \varepsilon d_k^{2/\delta} \right) \leq P \left( \text{Var}_\omega T_{v_{n_{k-1}}} > n_{k-1}^{2/\delta} \right) = o(n_{k-1}^{\delta s/4}),
\]
where the last equality is from (5.19).

\[\square\]

**Lemma 5.2.4.** Assume $s \in (1, 2)$. Then $E T_1 < \infty$, and $P$ – a.s.
\[
\lim_{k \to \infty} \frac{E_{\omega} T_{n_k + \lfloor \sqrt{v_{k,\omega}} \rfloor} - E_{\omega} T_{n_k}}{\sqrt{v_{k,\omega}}} = x E T_1, \quad \forall x \in \mathbb{R}.
\] (5.21)

**Proof.** Now, since $\frac{E_{\omega} T_{n_k + \lfloor \sqrt{v_{k,\omega}} \rfloor} - E_{\omega} T_{n_k}}{\sqrt{v_{k,\omega}}}$ is monotone in $x$ it is enough to prove that for arbitrary $x \in \mathbb{Q}$ the limiting statement in (5.21) holds. Obviously this is true when $x = 0$ since both sides are zero. For the remainder of the proof we’ll assume $x > 0$. The proof for $x < 0$ is essentially the same (recall that by Corollary 5.2.2 $v_{k,\omega} = o(d_k) = o(n_k)$ when $s < 2$). Note that for $x \geq 0$ then we can re-write $E_{\omega} T_{n_k + \lfloor \sqrt{v_{k,\omega}} \rfloor} - E_{\omega} T_{n_k} = E_{\omega} T_{n_k + \lfloor \sqrt{v_{k,\omega}} \rfloor}$. By the Borel-Cantelli Lemma it is enough to show that for any $\varepsilon > 0$,
\[
\sum_{k=1}^{\infty} P \left( \left| \frac{E_{\omega} T_{n_k + \lfloor \sqrt{v_{k,\omega}} \rfloor}}{\sqrt{v_{k,\omega}}} - x \right| \geq \varepsilon \sqrt{v_{k,\omega}} \right) < \infty.
\] (5.22)

However, for any $\delta > 0$ we have
\[
P \left( \left| \frac{E_{\omega}^{n_k} T_{n_k + \lfloor \sqrt{v_{k,\omega}} \rfloor}}{\sqrt{v_{k,\omega}}} - x \right| \geq \varepsilon \sqrt{v_{k,\omega}} \right) \leq P \left( \exists m \in \left[ \lfloor x d_k^{1/\delta} \rfloor, \lfloor x d_k^{1/\delta + \delta} \rfloor \right] : \left| E_{\omega}^{n_k} T_{n_k + m} - m E T_1 \right| \geq \frac{\varepsilon m}{x} \right) + P \left( v_{k,\omega} \notin \left[ d_k^{2/\delta - 2\delta}, d_k^{2/\delta + 2\delta} \right] \right)
\leq P \left( \max_{m \leq \lfloor x d_k^{1/\delta + \delta} \rfloor} \left| E_{\omega} T_m - m E T_1 \right| \geq \varepsilon d_k^{1/\delta} \right) + o(d_k^{-\delta s/2}),
\] (5.23)
where the last inequality is due to Corollary 5.2.2 and the fact that $\{E_{\omega}^{n_k} T_{n_k + m}\}_{m \in \mathbb{Z}}$ has the same distribution as $\{E_{\omega} T_m\}_{m \in \mathbb{Z}}$ since $P$ is a product measure. Thus, we only need to show that the first term in (5.23) is summable in $k$ for some $\delta > 0$. For this, we need the following lemma whose proof we defer.
Lemma 5.2.5. Assume \( s \in (1, 2] \). Then for any \( 0 < \delta' < \frac{s-1}{2s} \) we have that

\[
P \left( \max_{m \leq n} |E_\omega T_m - m \mathbb{E} T_1| \geq n^{1-\delta'} \right) = o \left( n^{-(s-1)/2} \right)
\]

Assuming Lemma 5.2.5 fix \( 0 < \delta' < \frac{s-1}{2s} \) and then choose \( 0 < \delta < \frac{\delta'}{s(2-\delta')} \). We choose \( \delta \) and \( \delta' \) this way to ensure that \((1/s + \delta)(1 - \delta') < 1/s - \delta \). Therefore, for all \( k \) large enough, \( \varepsilon d_k^{1/s - \delta} > \left[ xd_k^{1/s + \delta} \right]^{1-\delta'} \). Thus for all \( k \) large enough we have

\[
P \left( \max_{m \leq \left[ xd_k^{1/s + \delta} \right]} |E_\omega T_m - m \mathbb{E} T_1| \geq \varepsilon d_k^{1/s - \delta} \right) \leq P \left( \max_{m \leq \left[ xd_k^{1/s + \delta} \right]} |E_\omega T_m - m \mathbb{E} T_1| \geq \left[ xd_k^{1/s + \delta} \right]^{1-\delta'} \right) = o \left( d_k^{-(1/s + \delta)(s-1)/2} \right), \quad \text{as} \ k \to \infty.
\]

Since \( s > 1 \) this last term is summable in \( k \).

**Proof of Lemma 5.2.5.** Before proceeding with the proof we need to introduce some notation for a slightly different type of reflection. Define \( X_i^{(n)} \) to be the RWRE modified so that it cannot backtrack a distance of \( b_n \) (the definition of \( X_i^{(n)} \) is similar except the walk was not allowed to backtrack \( b_n \) blocks instead). That is, after the walk first reaches location \( i \), we modify the environment by setting \( \omega_{i-b_n} = 1 \). Let \( \tilde{T}_x^{(n)} \) be the corresponding hitting times of the walk \( X_i^{(n)} \). Then

\[
P \left( \max_{m \leq n} |E_\omega T_m - m \mathbb{E} T_1| \geq n^{1-\delta'} \right) \leq P \left( E_\omega T_n - E_\omega \tilde{T}_n^{(n)} \geq \frac{n^{1-\delta'}}{3} \right) + P \left( \mathbb{E} T_1 - \tilde{T}_1^{(n)} \geq \frac{n^{1-\delta'}}{3} \right)
\]

\[
+ P \left( \max_{m \leq n} \left| E_\omega \tilde{T}_m^{(n)} - m \mathbb{E} \tilde{T}_1^{(n)} \right| \geq \frac{n^{1-\delta'}}{3} \right)
\]

\[
\leq 3n^{-1+\delta'} \left( E T_n - \mathbb{E} \tilde{T}_n^{(n)} \right) + 1_{E T_1 - \mathbb{E} \tilde{T}_1^{(n)} \geq n^{-\delta'/3}}
\]

\[
+ P \left( \max_{m \leq n} \left| E_\omega \tilde{T}_m^{(n)} - m \mathbb{E} \tilde{T}_1^{(n)} \right| \geq \frac{n^{1-\delta'}}{3} \right)
\]

Now, from (5.4) we get that \( E_\omega T_1 - E_\omega \tilde{T}_1^{(n)} = (1 + 2W_0) - (1 + 2W_{-b_n+1,0}) = 2 \Pi_{-b_n+1,0} W_{-b_n} \), and thus since \( P \) is a product measure

\[
\mathbb{E} T_n - \mathbb{E} \tilde{T}_n^{(n)} = n E_P \left( E_\omega T_1 - E_\omega \tilde{T}_1^{(n)} \right) = \frac{2n}{1 - E_P \rho} (E_P \rho)^{b_n + 1}.
\]

Since \( E_P \rho < 1 \) and \( b_n \sim \log^2 n \) the above decreases faster than any power of \( n \). Thus by (5.24) we need only to show that

\[
P \left( \max_{m \leq n} \left| E_\omega \tilde{T}_m^{(n)} - m \mathbb{E} \tilde{T}_1^{(n)} \right| \geq \frac{n^{1-\delta'}}{3} \right) = o(n^{-(s-1)/2}).
\]

For ease of notation we define \( \kappa_i^{(n)} := E_\omega \tilde{T}_i^{(n)} - \mathbb{E} \tilde{T}_i^{(n)} \). Thus, since \( E_\omega \tilde{T}_m^{(n)} - m \mathbb{E} \tilde{T}_1^{(n)} = \sum_{i=1}^m \kappa_i^{(n)} = \sum_{i=1}^m \mathbb{E} T_i^{(n)} - \mathbb{E} \tilde{T}_i^{(n)} \), and

\[
\mathbb{E} T_n - \mathbb{E} \tilde{T}_n^{(n)} = n E_P \left( \sum_{i=1}^n \kappa_i^{(n)} \right) = \frac{2n}{1 - E_P \rho} (E_P \rho)^{b_n + 1}. 
\]
\[ \sum_{i=1}^{b_n} \sum_{j=0}^{\left\lfloor \frac{m_{b_n+1}}{b_n} \right\rfloor} \kappa_{j_{b_n+i}}^{(n)}, \] we have

\[ P \left( \max_{m \leq n} \left| E_{\omega} \tilde{T}_{m}^{(n)} - m E \tilde{T}_{1}^{(n)} \right| \geq n^{1-\gamma} \right) \leq P \left( \max_{m \leq n} \left\{ \sum_{j=0}^{m_{b_n+1}} \kappa_{j_{b_n+i}}^{(n)} \right\} \geq n^{1-\delta'} \right) \]

\[ \leq \sum_{i=1}^{b_n} P \left( \max_{m \leq n} \left\{ m_{b_n+1} \sum_{j=0}^{m_{b_n+1}} \kappa_{j_{b_n+i}}^{(n)} \right\} \geq n^{1-\delta'} \right) \]

\[ = \sum_{i=1}^{b_n} P \left( \max_{m \leq n} \left\{ \sum_{j=0}^{m_{b_n+1}} \kappa_{j_{b_n+i}}^{(n)} \right\} \geq n^{1-\delta'} \right). \tag{5.26} \]

Due to the reflections of the random walk, \( \kappa_{j_{b_n+i}}^{(n)} \) depends only on the environment between \( i - b_n \) and \( i - 1 \). Thus, for each \( \{ \kappa_{j_{b_n+i}}^{(n)} \}_{j=0}^{\infty} \) is a sequence of i.i.d. random variables with zero mean, and so \( \{ \sum_{j=0}^{l} \kappa_{j_{b_n+i}}^{(n)} \}_{l \geq 0} \) is a martingale. Now, let \( \gamma \in (1, s) \). Then, by the Doob-Kolmogorov inequality, for any integer \( N \) we have

\[ P \left( \max_{l \leq N} \sum_{j=0}^{l} \kappa_{j_{b_n+i}}^{(n)} \geq \frac{n^{1-\delta'}}{3b_n} \right) \leq 3 \gamma b_n n^{1-\gamma+\gamma \delta'} E P \left( \sum_{j=0}^{N} \kappa_{j_{b_n+i}}^{(n)} \right)^{\gamma}. \]

Since \( \{ \kappa_{j_{b_n+i}}^{(n)} \}_{j=0}^{\infty} \) is a sequence of independent, zero-mean random variables, the Marcinkiewicz-Zygmund inequality [CT78 Theorem 2] implies that there exists a constant \( B_\gamma < \infty \) depending only on \( \gamma > 1 \) such that

\[ E P \left( \sum_{j=0}^{N} \kappa_{j_{b_n+i}}^{(n)} \right)^{\gamma} \leq B_\gamma n \gamma \sum_{j=0}^{N} \left( \sum_{j=0}^{l} \kappa_{j_{b_n+i}}^{(n)} \right)^{\gamma/2} \]

\[ \leq B_\gamma \sum_{j=0}^{N} \left( \sum_{j=0}^{l} \kappa_{j_{b_n+i}}^{(n)} \right)^{\gamma} = B_\gamma (N + 1) E P \left| \kappa_{1}^{(n)} \right|^{\gamma}, \]

where the second inequality is because \( \gamma < s \leq 2 \) implies \( \gamma/2 < 1 \). Now, recall from [KKS75] that

\[ P(E_{\omega} T_1 > x) \sim K x^{-s} \] for some \( K > 0 \). Therefore, since \( \gamma < s \) we have that \( E P \left| E_{\omega} T_1 \right|^{\gamma} < \infty \). Thus, it’s easy to see that \( E P \left| \kappa_{1}^{(n)} \right|^{\gamma} = E P \left| E_{\omega} \tilde{T}_{1}^{(n)} - E \tilde{T}_{1}^{(n)} \right|^{\gamma} \) is uniformly bounded in \( n \). So, there exists a constant \( B' \gamma \) depending on \( \gamma \in (1, s) \) such that

\[ P \left( \max_{l \leq N} \sum_{j=0}^{l} \kappa_{j_{b_n+i}}^{(n)} \geq \frac{n^{1-\delta'}}{3b_n} \right) \leq B'_\gamma n^{1-\gamma+\gamma \delta'} (N + 1), \]

and thus by (5.26)

\[ P \left( \max_{m \leq n} \left| E_{\omega} \tilde{T}_{m}^{(n)} - m E \tilde{T}_{1}^{(n)} \right| \geq \frac{n^{1-\delta'}}{3} \right) \leq B'_\gamma n^{1-\gamma+\gamma \delta'} \left( \frac{n}{b_n} + 1 \right) = O \left( \frac{n^{1-\gamma+\gamma \delta'}}{b_n} \right). \]

Since by assumption we have \( \delta' < \frac{s-1}{2s} \), we may choose \( \gamma < s \) arbitrarily close to \( s \) so that \( b_n n^{-\gamma+1+\gamma \delta'} = o \left( n^{-\left(s-1\right)/2} \right). \)
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Proof of Proposition 5.1.4:
Recall the definition of $\alpha_m := n_{k_m} - 1$. To prove (5.12) it is enough to prove that $\forall \varepsilon > 0$

$$\lim_{m \to \infty} P_{\omega} \left( \frac{T_{\nu_{\alpha_m}} - E_{\omega}T_{\nu_{\alpha_m}}}{\sqrt{\nu_{k_m} \omega}} \geq \varepsilon \right) = 0, \quad P - a.s. \tag{5.27}$$

and

$$\lim_{m \to \infty} P_{\omega}^{\nu_{\alpha_m}} \left( T_{x_m} \neq T_{x_m}^{(d_{k_m})} \right) = 0, \quad \lim_{m \to \infty} E_{\omega}^{\nu_{\alpha_m}} \left( T_{x_m} - T_{x_m}^{(d_{k_m})} \right) = 0, \quad P - a.s. \tag{5.28}$$

To prove (5.27), note that by Chebychev’s inequality

$$P_{\omega} \left( \frac{T_{\nu_{\alpha_m}} - E_{\omega}T_{\nu_{\alpha_m}}}{\sqrt{\nu_{k_m} \omega}} \geq \varepsilon \right) \leq \frac{\text{Var}_{\omega}T_{\nu_{\alpha_m}}}{\varepsilon^2 \nu_{k_m} \omega},$$

which by Corollary 5.2.3 tends to zero $P - a.s.$ as $m \to \infty$. Secondly, to prove (5.28), note that since

$$P_{\omega}^{\nu_{\alpha_m}} \left( T_{x_m} \neq T_{x_m}^{(d_{k_m})} \right) = P_{\omega}^{\nu_{\alpha_m}} \left( T_{x_m} - T_{x_m}^{(d_{k_m})} \geq 1 \right) \leq E_{\omega}^{\nu_{\alpha_m}} \left( T_{x_m} - T_{x_m}^{(d_{k_m})} \right),$$

it is enough to prove only the second claim (5.28). However, since $x_m \leq 2n_{k_m}$ for all $m$ large enough, it is enough to prove

$$\lim_{k \to \infty} E_{\omega} \left( T_{2n_k} - T_{2n_k}^{(d_k)} \right) = 0, \quad P - a.s. \tag{5.29}$$

To prove (5.29), note that for any $\varepsilon > 0$ that

$$P \left( E_{\omega} \left( T_{2n_k} - T_{2n_k}^{(d_k)} \right) \geq \varepsilon \right) \leq \frac{\mathbb{E} \left( T_{2n_k} - T_{2n_k}^{(d_k)} \right)}{\varepsilon} \leq \frac{\mathbb{E} \left( T_{2n_k} - T_{2n_k}^{(d_k)} \right)}{\varepsilon} = \frac{2n_k \mathbb{E} \left( T_1 - T_1^{(d_k)} \right)}{\varepsilon}. \tag{5.30}$$

However, from (5.29) we have that $\mathbb{E} \left( T_1 - T_1^{(d_k)} \right) \leq \frac{2}{L_{D, P}} (E_{P, \rho})^{d_k}$ which decreases faster than any power of $n_k$ (since $E_{P, \rho} < 1$ and $d_k \sim n_k$), and thus the last term in (5.30) is summable. Therefore, applying the Borel-Cantelli Lemma gives (5.29) which completes the proof of (5.12).

Note, moreover, that the convergence in (5.12) must be uniform in $y$ since $F$ is continuous.

To prove (5.13), let $X_t^* := \max \{ X_n : n \leq t \}$ and let

$$x_m(y) := \left\lceil n_{k_m} + y \nu_P \sqrt{\nu_{k_m} \omega} \right\rceil, \quad y \in \mathbb{R}.$$

Using this notation,

$$P_{\omega} \left( \frac{X_{t_m} - n_{k_m}}{\nu_P \sqrt{\nu_{k_m} \omega}} < y \right) = P_{\omega} \left( X_{t_m}^* < x_m(y) \right) = P_{\omega} \left( T_{x_m(y)} > t_m \right) = P_{\omega} \left( \frac{T_{x_m(y)} - E_{\omega}T_{x_m(y)}}{\sqrt{\nu_{k_m} \omega}} > \frac{t_m - E_{\omega}T_{x_m(y)}}{\sqrt{\nu_{k_m} \omega}} \right), \tag{5.31}$$
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Now, recalling the definition of \( t_m := \lfloor E_\omega X_{n_{k_m}} \rfloor \), by Lemma 5.2.2 we have

\[
\lim_{m \to \infty} \frac{t_m - E_\omega T_{x_m(y)}}{\sqrt{\nu_{k_m, \omega}}} = \lim_{m \to \infty} \frac{E_\omega T_{n_{k_m}} - E_\omega T_{n_{k_m} + y \nu_{k_m, \omega}}}{\sqrt{\nu_{k_m, \omega}}} = -y, \quad \forall y \in \mathbb{R} \quad P - \text{a.s.,}
\]

where we used the fact that \( \nu_{k, \omega} = o(d_k) = o(n_k) \) since \( s < 2 \), and therefore \( x_m(y) \sim n_{k_m} \). Thus since the convergence in (5.12) is uniform in \( y \), (5.31) gives that

\[
\lim_{m \to \infty} \nu_{\omega} \left( \bar{T}_{d_k} \left( \frac{X_{t_m} - n_{k_m}}{\nu_{k_m, \omega}} \right) \leq y \right) = 1 - F(-y), \quad \forall y \in \mathbb{R} \quad P - \text{a.s.} \tag{5.32}
\]

Now, (5.2) gives that \( t_m \sim (E_\omega T_1) n_{k_m}, \quad P - \text{a.s.} \). Therefore, an easy argument involving Lemma 4.4.6 and (5.14) gives that \( x_m \sim n_{k_m} \). Thus since the convergence in (5.12) is uniform in \( y \), (5.31) gives that

\[
\lim_{m \to \infty} \nu_{\omega} \left( \bar{T}_{d_k} \left( \frac{X_{t_m} - n_{k_m}}{\nu_{k_m, \omega}} \right) \leq y \right) = 0. \tag{5.33}
\]

Combining this with (5.32) completes the proof of (5.13). \( \square \)

**Remark:** For the last conclusion of Proposition 5.1.4 to hold it is crucial that \( s > 1 \). The dual nature of \( X_t \) and \( T_n \) always allows the transfer of probabilities from time to space. However, if \( s \leq 1 \) then \( E_\omega T_1 = \infty \) and the averaging behavior of Lemma 5.2.4 does not occur.

5.3 Quenched CLT Along a Subsequence

For the remainder of the Chapter we will fix the sequence \( n_k := 2^{d_k} \) and let \( d_k \) and \( \nu_{k, \omega} \) be defined accordingly as in (5.11). Note that this choice of \( n_k \) satisfies the conditions in Proposition 5.1.4 for any \( \delta < 1 \) since \( n_k = n_{k-1}^2 \). Our first goal in this section is to prove the following theorem, which when applied to Proposition 5.1.4 proves Theorem 5.1.1.

**Theorem 5.3.1.** Assume \( s < 2 \). Then for any \( \eta \in (0, 1) \), \( P - \text{a.s.} \) there exists a subsequence \( n_{k_m} = n_{k_m}(\omega, \eta) \) of \( n_k = 2^{d_k} \) such that for \( \alpha_m, \beta_m, \) and \( \gamma_m \) defined by

\[
\alpha_m := n_{k_m-1}, \quad \beta_m := n_{k_m-1} + \lfloor \eta d_{k_m} \rfloor, \quad \text{and} \quad \gamma_m := n_{k_m}
\]

and any sequence \( x_m \in (\nu_{\beta_m}, \nu_{\gamma_m}) \) we have

\[
\lim_{m \to \infty} P_{\omega}^{\nu_{x_m}} \left( \frac{E_\omega \bar{T}_{x_m} - E_\omega \bar{T}_{x_m}}{\sqrt{\nu_{k_m, \omega}}} \leq x \right) = \Phi(x).
\]
The proof of Theorem 5.3.1 is similar to the proof of Theorem 4.5.10. The key is to find a random subsequence where none of the variances \( \sigma^2_{i,dk,n,\omega} \) with \( i \in (n_{km-1}, n_{km}] \) is larger than a fraction of \( v_{km,\omega} \). To this end, let \( \#(I) \) denote the cardinality of the set \( I \), and for any \( \eta \in (0,1) \) and any positive integer \( a < n/2 \) define the events

\[
S_{\eta,n,a} := \bigcup_{I \subset [1,n]} \left( \bigcap_{i \in I} \left\{ \mu^2_{i,n,\omega} \in [n^{2/s}, 2n^{2/s}] \right\} \right) \bigcap_{j \in [1,\eta n] \setminus I} \left\{ \mu^2_{j,n,\omega} < n^{2/s} \right\}.
\]

and

\[
U_{\eta,n} := \left\{ \sum_{i \in (\eta n.n, \eta n+n]} \sigma^2_{i,n,\omega} < 2n^{2/s} \right\}.
\]

On the event \( S_{\eta,n,a} \), \( 2a \) of the first \( \eta n \) crossings times from \( \nu_{i-1} \) to \( \nu_i \) have roughly the same size variance and the rest are all smaller. Define

\[
a_k := \lfloor \log \log k \rfloor \lor 1.
\]

Then, we have the following Lemma:

**Lemma 5.3.2.** Assume \( s < 2 \). Then for any \( \eta \in (0,1) \), we have \( Q(S_{\eta,d_k,a_k} \cap U_{\eta,d_k}) \geq \frac{1}{k} \) for all \( k \) large enough.

**Proof.** First we reduce the problem to getting a lower bound on \( Q(S_{\eta,d_k,a_k}) \). Define

\[
\tilde{U}_{\eta,n} := \left\{ \sum_{i \in (\eta n,\eta n+n]} \sigma^2_{i,n,\omega} < n^{2/s} \right\}.
\]

Note that \( S_{\eta,n,a} \) and \( \tilde{U}_{\eta,n} \) are independent events since \( \tilde{U}_{\eta,n} \) only depends on the environment to the right of the \( \nu_{[\eta n]} \). Thus,

\[
Q(S_{\eta,n,a} \cap U_{\eta,n}) \geq Q(S_{\eta,n,a} \cap \tilde{U}_{\eta,n}) - Q \left( \sum_{i \in (\eta n,\eta n+n]} \sigma^2_{i,n,\omega} > n^{2/s} \right) \geq Q(S_{\eta,n,a}) Q(\tilde{U}_{\eta,n}) - b_n Q \left( \text{Var}_{\omega} \tilde{T}_\nu(n) > \frac{n^{2/s}}{b_n} \right).
\]

Now, Theorem 5.1.3 gives that \( Q(\tilde{U}_{\eta,n}) \geq Q(\text{Var}_{\omega} T_{\nu,n} < n^{2/s}) = L_{2,b}(1) + o(1) \), and Theorem 5.1.5 gives that \( b_n Q \left( \text{Var}_{\omega} \tilde{T}_\nu(n) > \frac{n^{2/s}}{b_n} \right) \sim K b_n^{1+s} n^{-1} \). Thus,

\[
Q(S_{\eta,d_k,a_k} \cap U_{\eta,d_k}) \geq Q(S_{\eta,d_k,a_k}) (L_{2,b}(1) + o(1)) - O(b_n^{1+s} d_k^{-1}) \quad \text{as} \quad k \to \infty,
\]
and so to prove the lemma it is enough to show that \( \lim_{k \to \infty} k Q(S_{\eta, d_k, a_k}) = \infty \). A lower bound for \( Q(S_{\eta,n,a}) \) was derived in the argument preceding Lemma 4.5.7 in Chapter 4. A similar argument gives that for any \( \varepsilon < \frac{1}{3} \) there exists a constant \( C_\varepsilon > 0 \) such that

\[
Q(S_{\eta,n,a}) \geq \frac{(\eta \varepsilon C_\varepsilon)^{2a}}{(2a)!} \left( 1 - \frac{(2a - 1)(1 + 4b_k)}{\eta d_k} \right)^{2a} \left( \sum_{i=1}^{n} \left( E_{\omega, i}^{\nu, -1} T_{\nu, i} \right)^2 < n^{2/s} \right) - a o(n^{-1 + 2\varepsilon}) \]

where asymptotics of the form \( o(\cdot) \) in (5.35) are uniform in \( \eta \) and \( a \) as \( n \to \infty \). The proof of (5.35) is exactly the same as in Chapter 4 with the exception that \( Q \left( \bigcap_{j=1}^{n} \left\{ \mu_{j,n,\omega}^2 < n^{2/s} \right\} \right) \) in (4.70) is bounded below by \( Q \left( \sum_{i=1}^{n} \left( E_{\omega, i}^{\nu, -1} T_{\nu, i} \right)^2 < n^{2/s} \right) \) instead of \( Q \left( E_{\omega} T_{\nu, n} < n^{1/s} \right) \). Then, replacing \( n \) and \( a \) in (5.35) by \( d_k \) and \( a_k \) respectively, we have for \( \varepsilon < \frac{1}{3} \) that

\[
Q(S_{\eta,d_k,a_k}) \geq \frac{(\eta \varepsilon C_\varepsilon)^{2a_k}}{(2a_k)!} \left( 1 - \frac{(2a_k - 1)(1 + 4b_k)}{\eta d_k} \right)^{2a_k} \left( \sum_{i=1}^{d_k} \left( E_{\omega, i}^{\nu, -1} T_{\nu, i} \right)^2 < d_k^{2/s} \right) - a_k o(d_k^{-1 + 2\varepsilon}) \]

The last equality is a result of Theorem 5.1.3 and the definitions of \( a_k \) and \( d_k \) in (5.34) and (5.11). Also, since \( a_k \sim \log \log k \) we have that \( \lim_{k \to \infty} k C_{\varepsilon}^{2a_k} (2a_k)! = \infty \) for any constant \( C > 0 \). Therefore, (5.36) implies that \( \lim_{k \to \infty} k Q(S_{\eta,d_k,a_k}) = \infty \).

**Corollary 5.3.3.** Assume \( s < 2 \). Then for any \( \eta \in (0, 1) \), \( P \)-a.s. there exists a random subsequence \( n_{k_m} = n_{k_m}(\omega, \eta) \) of \( n_k = 2^k \) such that for the sequences \( \alpha_m, \beta_m, \) and \( \gamma_m \) defined as in (5.33) we have that for all \( m \)

\[
\max_{i \in (\alpha_m, \beta_m]} \mu_{i,d_{k_m},\omega}^2 \leq 2d_{k_m}^{2/s} \leq \frac{1}{d_{k_m}} \sum_{i=\alpha_m+1}^{\beta_m} \mu_{i,d_{k_m},\omega}^2, \quad \text{and} \quad \sum_{i=\beta_m+1}^{\gamma_m} \sigma_{i,d_{k_m},\omega}^2 < 2d_{k_m}^{2/s}. \tag{5.37}
\]

**Proof.** Define the sequence of events

\[
S'_k := \bigcup_{I \subseteq (n_{k-1}, n_{k-1} + nd_k]} \left( \bigcap_{i \in I} \left\{ \mu_{i,d_{k,\omega}}^2 \in [d_{k}^{2/s}, 2d_{k}^{2/s}] \right\} \right) \cap \left( \bigcap_{j \in (n_{k-1}, n_{k-1} + nd_k) \setminus I} \left\{ \mu_{j,d_{k,\omega}}^2 < d_{k}^{2/s} \right\} \right),
\]

and

\[
U'_k := \left\{ \sum_{i \in (n_{k-1}, n_{k-1} + nd_k]} \sigma_{i,d_{k_m},\omega}^2 < 2d_{k_m}^{2/s} \right\}.
\]
Note that due to the reflections of the random walk, the event $S_k' \cap U_k'$ depends on the environment between ladder locations $n_{k-1} - b_d$ and $n_k$. Thus, since $n_{k-1} - b_d > n_{k-2}$ for all $k \geq 4$, we have that $\{S_{2k}' \cap U_{2k}'\}_{k=2}^{\infty}$ is an independent sequence of events. Similarly, for $k$ large enough $S_k' \cap U_k'$ does not depend on the environment to left of the origin. Thus

$$P(S_k' \cap U_k') = Q(S_k' \cap U_k') = Q(S_{\eta,dk},a_k \cap U_{\eta,dk})$$

for all $k$ large enough. Lemma 5.3.2 then gives that $\sum_{k=1}^{\infty} P(S_{2k}' \cap U_{2k}') = \infty$, and the Borel-Cantelli Lemma then implies that infinitely many of the events $S_{2k}' \cap U_{2k}'$ occur $P - a.s$. Therefore, $P - a.s.$ there exists a subsequence $k_m = k_m(\omega, \eta)$ such that $S_{k_m}' \cap U_{k_m}'$ occurs for each $m$. Finally, note that the event $S_{k_m}' \cap U_{k_m}'$ implies (5.37).

**Proof of Theorem 5.3.1:**

First, recall that Corollary 4.5.6 gives that there exists an $\eta' > 0$ such that

$$Q \left( \sum_{i=1}^{n} (\sigma_{i,m,\omega}^2 - \mu_{i,m,\omega}^2) \geq \delta n^{2/s} \right) = o(n^{-\eta'}) \quad \forall \delta > 0, \quad \forall m \in \mathbb{N}. \quad (5.38)$$

This can be applied along with the Borel-Cantelli Lemma to prove that

$$\lim_{m \to \infty} P^{\omega}_{\alpha,m} \left( \frac{\hat{T}_{x,d_{km}}(m) - E_{x,m}(\hat{T}_{x,d_{km}})}{\sqrt{v_{km,\omega}}} \leq y \right) = \Phi(y), \quad (5.40)$$

and

$$\lim_{m \to \infty} P^{\omega}_{\alpha,m} \left( \left| \frac{\hat{T}_{x,d_{km}}(m) - E_{x,m}(\hat{T}_{x,d_{km}})}{\sqrt{v_{km,\omega}}} \right| \geq \varepsilon \right) = 0, \quad \forall \varepsilon > 0. \quad (5.41)$$

To prove (5.41), note that by Chebychev’s inequality

$$P^{\omega}_{\alpha,m} \left( \left| \frac{\hat{T}_{x,d_{km}}(m) - E_{x,m}(\hat{T}_{x,d_{km}})}{\sqrt{v_{km,\omega}}} \right| \geq \varepsilon \right) \leq \frac{\text{Var}_{x,m} \left( \hat{T}_{x,d_{km}}(m) \right)}{\varepsilon^2 v_{km,\omega}} \leq \frac{\sum_{i=\alpha,m+1}^{\gamma_m} \sigma_{i,d_{km},\omega}^2}{v_{km,\omega}}$$

However, by (5.39) and our choice of the subsequence $n_{km}$, we have that $\sum_{i=\alpha,m+1}^{\gamma_m} \sigma_{i,d_{km},\omega}^2 < 2d_{km}^{2/s}$, and $v_{km,\omega} \geq \sum_{i=\alpha,m+1}^{\beta_m} \sigma_{i,d_{km},\omega}^2 = \sum_{i=\alpha,m+1}^{\beta_m} \mu_{i,d_{km},\omega}^2 + o\left(d_{km}^{2/s}\right) \geq \alpha_km_{km}^{2/s} + o\left(d_{km}^{2/s}\right)$. Thus

$$\lim_{m \to \infty} \frac{\sum_{i=\beta_m+1}^{\gamma_m} \sigma_{i,d_{km},\omega}^2}{v_{km,\omega}} = 0, \quad (5.42)$$
which proves \((5.31)\). To prove \((5.40)\), it is enough to show that the Lindberg-Feller condition is satisfied. That is we need to show

\[
\lim_{m \to \infty} \frac{1}{v_{k_m,\omega}} \sum_{i=\alpha_m+1}^{\beta_m} \sigma^2_{i,d_{k_m},\omega} = 1, \tag{5.43}
\]

and

\[
\lim_{m \to \infty} \frac{1}{v_{k_m,\omega}} \sum_{i=\alpha_m+1}^{\beta_m} E^{\nu_{i-1}} \left[ \left( \tilde{T}_{\nu_i}(d_{k_m}) - \mu_{i,d_{k_m},\omega} \right)^2 \mathbf{1}_{|T_{\nu_i}(d_{k_m}) - \mu_{i,d_{k_m},\omega}| > \varepsilon / v_{k_m,\omega}} \right] = 0, \quad \forall \varepsilon > 0. \tag{5.44}
\]

To show \((5.43)\) note that the definition of \(v_{k_m,\omega}\) and our choice of the subsequence \(nk_m\) give that

\[
\frac{1}{v_{k_m,\omega}} \sum_{i=\alpha_m+1}^{\beta_m} \sigma^2_{i,d_{k_m},\omega} = 1 - \frac{1}{v_{k_m,\omega}} \sum_{i=\beta_m+1}^{\gamma_m} \sigma^2_{i,d_{k_m},\omega} = 1 - o(1),
\]

where the last equality is from \((5.42)\). To prove \((5.44)\), first note that an application of Lemma \(4.5.5\) gives that for any \(\varepsilon' > 0\)

\[
\sum_{i=\alpha_{k-1}+1}^{\beta_{k-1}+\lfloor \eta d \rfloor} \sigma^2_{i,d_{k_m},\omega} 1_{M_i \leq d^{(1-\varepsilon')/s}_{k_m}} = o \left( \frac{d^2}{s} \right), \quad P - a.s.,
\]

where \(M_i\) is defined as in \((5.17)\). Then, since \(v_{k_m,\omega} \geq a_{k_m} d^2/s + o \left( \frac{d^2}{s} \right)\) we can reduce the sum in \((5.44)\) to blocks where \(M_i > d^{(1-\varepsilon')/s}_{k_m}\). That is, it is enough to prove that for some \(\varepsilon' > 0\) and every \(\varepsilon > 0\)

\[
\lim_{m \to \infty} \frac{1}{v_{k_m,\omega}} \sum_{i=\alpha_m+1}^{\beta_m} E^{\nu_{i-1}} \left[ \left( \tilde{T}_{\nu_i}(d_{k_m}) - \mu_{i,d_{k_m},\omega} \right)^2 \mathbf{1}_{|T_{\nu_i}(d_{k_m}) - \mu_{i,d_{k_m},\omega}| > \varepsilon / v_{k_m,\omega}} \right] 1_{M_i > d^{(1-\varepsilon')/s}_{k_m}} = 0. \tag{5.45}
\]

To get an upper bound for \((5.45)\), first note that our choice of the subsequence \(nk_m\) gives that for \(m\) large enough \(v_{k_m,\omega} \geq \frac{1}{2} \sum_{i=\alpha_m+1}^{\beta_m} \mu^2_{i,d_{k_m},\omega} \geq \frac{a_{k_m}}{2} \mu_{i,d_{k_m},\omega}\) for any \(i \in (\alpha_m, \beta_m]\). Thus, for \(m\) large enough we can replace the indicators inside the expectations in \((5.44)\) by the indicators of the events \(\{ \tilde{T}_{\nu_i}(d_{k_m}) > (1+\varepsilon \sqrt{a_{k_m}/2}) \mu_{i,d_{k_m},\omega} \}\). Thus, for \(m\) large enough and \(i \in (\alpha_m, \beta_m]\), we have

\[
E^{\nu_{i-1}} \left[ \left( \tilde{T}_{\nu_i}(d_{k_m}) - \mu_{i,d_{k_m},\omega} \right)^2 \mathbf{1}_{|T_{\nu_i}(d_{k_m}) - \mu_{i,d_{k_m},\omega}| > \varepsilon / v_{k_m,\omega}} \right] \leq E^{\nu_{i-1}} \left[ \left( \tilde{T}_{\nu_i}(d_{k_m}) - \mu_{i,d_{k_m},\omega} \right)^2 \mathbf{1}_{\tilde{T}_{\nu_i}(d_{k_m}) > (1+\varepsilon \sqrt{a_{k_m}/2}) \mu_{i,d_{k_m},\omega}} \right] \leq \int_{1+\varepsilon \sqrt{a_{k_m}/2}}^{\infty} P^{\nu_{i-1}} \left( \tilde{T}_{\nu_i}(d_{k_m}) > x \mu_{i,d_{k_m},\omega} \right) 2(x-1) \mu^2_{i,d_{k_m},\omega} dx.
\]
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We want to get an upper bound on the probabilities inside the integral. If \( \epsilon' < \frac{1}{3} \) we can use Lemma 4.5.9 to get that for \( k \) large enough, \( E^{\nu_{i-1}}(4\mu_i, d_k, \omega) \leq 2k \) for all \( n_{k-1} < i \leq n_k \) such that \( M_i > d_k^{(1-\epsilon')/s} \). Multiplying by \((4\mu_i, d_k, \omega)^{-\epsilon'}\) and summing over \( j \) gives that \( E^{\nu_{i-1}}(\bar{\nu}_{i+1})/(4\mu_i, d_k, \omega) \leq 2 \). Therefore, Chebychev’s inequality gives

\[
P^{\nu_{i-1}}(\bar{\nu}_{i+1}) > x \mu_i, d_k, \omega) \leq e^{-x^2/4} E^{\nu_{i-1}}(\bar{\nu}_{i+1})/(4\mu_i, d_k, \omega) \leq 2e^{-x^2/4}.
\]

Thus, for all \( m \) large enough we have for all \( \alpha_m < i < \beta_m < n_m \) with \( M_i > d_k^{(1-\epsilon')/s} \) that

\[
\int_{1+\epsilon' \sqrt{a_{km}/2}}^{\infty} P^{\nu_{i-1}}(\bar{\nu}_{i+1}) > x \mu_i, d_k, \omega) 2(1-x) \mu_k^2, d_k, \omega) dx \leq \mu_k^2, d_k, \omega) \int_{1+\epsilon' \sqrt{a_{km}/2}}^{\infty} 4(1-x) e^{-x^2/4} dx
\]

\[
= \mu_k^2, d_k, \omega) o\left(e^{-a_k^{1/4}}\right).
\]

Therefore we have that as \( m \to \infty \), (5.45) is bounded above by

\[
\lim_{m \to \infty} o\left(e^{-a_k^{1/4}}\right) \frac{1}{\nu_{km}, \omega} \left( \sum_{i=\alpha_m+1}^{\beta_m} \mu_k^2, d_k, \omega) 1_{M_i > d_k^{(1-\epsilon')/s}} \right).
\]

However, since

\[
\frac{1}{\nu_{km}, \omega} \sum_{i=\alpha_m+1}^{\beta_m} \mu_k^2, d_k, \omega) \leq \frac{1}{\sum_{i=\alpha_m+1}^{\beta_m} \sigma_k^2, d_k, \omega) \left( \sum_{i=\alpha_m+1}^{\beta_m} \sigma_k^2, d_k, \omega) + o\left(d_k^{2/s}\right) \right)
\]

\[
\leq 1 + \frac{o\left(d_k^{2/s}\right)}{2a_{km} d_k^{2/s} + o\left(d_k^{2/s}\right)},
\]

we have that (5.46) tends to zero as \( m \to \infty \). This finishes the proof of (5.44) and thus of Theorem 5.3.1.

**Proof of Theorem 5.1.1:**

Choose \( \eta \in (0, 1) \) such that \( \eta < \frac{1}{\tilde{\nu}} \) where \( \tilde{\nu} = E \nu \), and then choose \( n_{km} \) as in Theorem 5.3.1. Then for \( \beta_m \) and \( \gamma_m \) defined as in (5.38), we have that (5.45) and the fact that \( d_k \sim n_k \) give

\[
\lim_{m \to \infty} \frac{\nu_{\beta_m}}{n_{km}} = \eta \tilde{\nu} < 1 < \tilde{\nu} = \lim_{m \to \infty} \frac{\nu_{\gamma_m}}{n_{km}}.
\]

Thus \( x_m \sim n_{km} \Rightarrow x_m \in [\nu_{\beta_m}, \nu_{\gamma_m}] \) for all \( m \) large enough. Therefore, the conditions of Proposition 5.1.4 are satisfied with \( F(x) = \Phi(x) \).
5.4 Quenched Exponential Limits

5.4.1 Analysis of $T_\nu$ when $M_1$ is Large

The goal of this subsection is to analyze the quenched distribution of $T_\nu^{(n)}$ on “large” blocks (i.e. when $M_1 > n^{1-\varepsilon}/s$). We want to show that conditioned on $M_1$ being large, $T_\nu^{(n)}/E_\omega T_\nu^{(n)}$ is approximately exponentially distributed. We do this by showing that the quenched Laplace transform $E_\omega \exp \{-\lambda T_\nu^{(n)} \}$ is approximately $\frac{1}{1+\lambda}$ on such blocks.

As was done in [ESZ08], we analyze the quenched Laplace transform of $T_\nu^{(n)}$ by decomposing $T_\nu^{(n)}$ into a series of excursions away from 0. An excursion is a “failure” if the random walk returns to zero before hitting $\nu$ (i.e. if $T_\nu > T_0^+ := \min \{k > 0 : X_k = 0 \}$), and a “success” if the random walk reaches $\nu$ before returning to zero (note that classifying an excursion as a failure/sucess is independent of any modifications to the environment left of zero since if the random walk ventures to the left at all, it must be in a failure excursion). Define $p_\omega := P_\omega (T_\nu < T_0^+)$, and let $N$ be a geometric random variable with parameter $p_\omega$ (i.e. $P(N = k) = p_\omega (1 - p_\omega)^k$ for $k \in \mathbb{N}$). Also, let $\{F_i\}_{i=1}^{\infty}$ be an i.i.d. sequence (also independent of $N$) with $F_1$ having the same distribution as $T_\nu^{(n)}$ conditioned on $\{T_\nu^{(n)} > T_0^+ \}$, and let $S$ be a random variable with the same distribution as $T_\nu$ conditioned on $\{T_\nu < T_0^+ \}$ and independent of everything else (note that for success excursions we can ignore added reflections to the left of zero). Thus, we have that

$$T_\nu^{(n)} \overset{Law}{=} S + \sum_{i=1}^{N} F_i \quad \text{(quenched),}$$

(5.47)

In a slight abuse of notation we will still use $P_\nu$ for the probabilities of $F_i, S,$ and $N$ to emphasize that their distributions are dependent on $\omega$. The following results are easy to verify:

$$E_\omega N = \frac{1 - p_\omega}{p_\omega} \quad \text{and} \quad E_\omega T_\nu^{(n)} = E_\omega S + (E_\omega N) (E_\omega F_1), \quad (5.48)$$

$$Var_\omega T_\nu^{(n)} = (E_\omega N) (Var_\omega F_1) + (E_\omega F)^2 (Var_\omega N) + Var_\omega S$$

$$= (E_\omega N) (E_\omega F^2) + (E_\omega F)^2 (Var_\omega N - E_\omega N) + Var_\omega S$$

$$= (E_\omega N) (E_\omega F^2) + (E_\omega F)^2 (E_\omega N)^2 + Var_\omega S, \quad (5.49)$$

and

$$E_\omega e^{-\lambda T_\nu^{(n)}} = E_\omega e^{-\lambda S} E_\omega \left[ \left( E_\omega e^{-\lambda F_1} \right)^N \right] = E_\omega e^{-\lambda S} \frac{p_\omega}{1 - (1 - p_\omega) (E_\omega e^{-\lambda F_1})}, \quad \forall \lambda \geq 0.$$
Also, since \( e^{-x} \geq 1 - x \) for any \( x \in \mathbb{R} \) we have for any \( \lambda \geq 0 \) that
\[
E_\omega e^{-\lambda \mathcal{T}^{(n)}_\nu} \geq (1 - \lambda E_\omega S) \frac{p_\omega}{1 - (1 - p_\omega)(1 - \lambda E_\omega F_1)} = \frac{1 - \lambda E_\omega S}{1 + \lambda (E_\omega N)(E_\omega F_1)} \geq \frac{1 - \lambda E_\omega S}{1 + \lambda E_\omega T^{(n)}_\nu},
\]
where the first equality and the last inequality are from the formulas for \( E_\omega N \) and \( E_\omega T^{(n)}_\nu \) given in (5.48). Similarly, since \( e^{-x} \leq 1 - x + \frac{x^2}{2} \) for all \( x \geq 0 \) we have that for any \( \lambda \geq 0 \) that
\[
E_\omega e^{-\lambda \mathcal{T}^{(n)}_\nu} \leq \frac{p_\omega}{1 - (1 - p_\omega)(1 - \lambda E_\omega F_1 + \frac{\lambda^2}{2} E_\omega F_1^2)}
= \frac{1}{1 + \lambda (E_\omega N)(E_\omega F_1 - \frac{\lambda^2}{2} (E_\omega N)(E_\omega F_1))}
\leq \frac{1}{1 + \lambda (E_\omega T^{(n)}_\nu - E_\omega S) - \frac{\lambda^2}{2} (Var_\omega T^{(n)}_\nu - (E_\omega T^{(n)}_\nu - E_\omega S)^2)},
\]
where the first equality and last inequality are from (5.48) and the second equality is from (5.49). Therefore, replacing \( \lambda \) by \( \frac{\lambda}{E_\omega T^{(n)}_\nu} \) we get
\[
E_\omega e^{-\lambda \mathcal{T}^{(n)}_\nu} \geq \left( 1 - \lambda \frac{E_\omega S}{E_\omega T^{(n)}_\nu} \right) \frac{1}{1 + \lambda},
\]
and
\[
E_\omega e^{-\lambda \mathcal{T}^{(n)}_\nu} \leq \frac{1}{1 + \lambda - (\lambda + \lambda^2) \frac{E_\omega S}{E_\omega T^{(n)}_\nu} - \frac{\lambda^2}{2} \left( \frac{Var_\omega T^{(n)}_\nu - (E_\omega T^{(n)}_\nu - E_\omega S)^2}{(E_\omega T^{(n)}_\nu)^2} - 1 \right)}.
\]
Therefore, we have reduced the problem of showing \( E_\omega e^{-\lambda \mathcal{T}^{(n)}_\nu} \approx \frac{1}{\lambda} \) when \( M_1 \) is large to showing that \( \frac{E_\omega S}{E_\omega T^{(n)}_\nu} \approx 0 \) and \( \frac{Var_\omega T^{(n)}_\nu}{(E_\omega T^{(n)}_\nu)^2} \approx 1 \) when \( M_1 \) is large. In order to analyze \( E_\omega S \), we define a modified environment which is essentially the environment the random walker “sees” once it is told that \( \omega \) reaches \( \nu \) before returning to zero. A simple computation similar to the one in [Zei04] Remark 2 on pages 222-223] gives that the random walk conditioned to reach \( \nu \) before returning to zero is a homogeneous markov chain with transition probabilities given by \( \bar{\omega}_i := P^{(i)}_\nu(X_1 = i + 1 | T_\nu < T^+_0) \). Then the definition of \( \bar{\omega}_i \) gives that \( \bar{\omega}_0 = \bar{\omega}_1 = 1 \), and for \( i \in [2, \nu] \) we have \( \bar{\omega}_i = \frac{\omega_i P^{(i)}(T_\nu < T^+_0)}{P^{(i+1)}_\nu(T_\nu < T^+_0)} \).

Using the hitting time formulas in [Zei04] (2.1.4) we have
\[
\bar{\omega}_i = \frac{\omega_i R_{0,i}}{R_{0,i-1}} \quad \forall i \in [2, \nu], \quad \text{where} \quad R_{0,i} := \sum_{j=0}^{i} \Pi_{0,j}.
\]
Let $\bar{\rho}_i := \frac{1 - \bar{\omega}_i}{\omega_i}$ and define $\bar{\Pi}_{i,j}$, and $\bar{W}_{i,j}$ analogously to $\Pi_{i,j}$ and $W_{i,j}$ using $\bar{\rho}_i$ in place of $\rho_i$. Then the above formulas for $\bar{\omega}_i$ give that $\bar{\rho}_0 = \bar{\rho}_1 = 0$ and $\bar{\rho}_i = \rho_i \frac{R_{0,i-2}}{R_{0,i}} \forall i \in \{2, \nu\}$. Thus,

$$\bar{\Pi}_{i,j} = \Pi_{i,j} \frac{R_{0,i-2} R_{0,i-1}}{R_{0,j-1} R_{0,j}}, \quad \forall 2 \leq i \leq j < \nu. \quad (5.53)$$

Note that since $R_{0,i} \leq R_{0,j}$ for any $0 \leq i \leq j$ we have from (5.53) that

$$\bar{\Pi}_{i,j} \leq \Pi_{i,j} \quad \text{for any } 0 \leq i \leq j < \nu \quad (5.54)$$

Now, since $E_\omega S = E_\omega T_\nu$ we get from (5.10) that $E_\omega S = \nu + 2 \sum_{j=2}^{\nu-1} \bar{W}_{2,j} = \nu + 2 \sum_{j=2}^{\nu-1} \sum_{i=2}^j \bar{\Pi}_{i,j}$.

Therefore, letting $M_1 := \max\{\bar{\Pi}_{i,j} : 0 \leq i \leq j < \nu\}$ we get the bound

$$E_\omega S \leq \nu + 2\nu^2 M_1. \quad (5.55)$$

Thus, we need to get bounds on the tail of $M_1$. To this end, recall the definition of $M_1$ in (5.17) and define $\tau := \max\{k \in [1, \nu] : \Pi_{0,k-1} = M_1\}$. Then, define

$$M^- := \min\{\Pi_{i,j} : 0 < i \leq j < \tau\} \land 1, \quad \text{and} \quad M^+ := \max\{\Pi_{i,j} : \tau < i \leq j < \nu\} \lor 1. \quad (5.56)$$

**Lemma 5.4.1.** For any $\varepsilon, \delta > 0$ we have

$$P(M^- < n^{-\delta}, M_1 > n^{(1-\varepsilon)/s}) = o(n^{-1+\varepsilon-\delta s+\varepsilon'}, \quad \forall \varepsilon' > 0, \quad (5.57)$$

and

$$P(M^+ > n^\delta, M_1 > n^{(1-\varepsilon)/s}) = o(n^{-1+\varepsilon-\delta s+\varepsilon'}, \quad \forall \varepsilon' > 0, \quad (5.58)$$

**Proof.** Since $\Pi_{0,\tau-1} = M_1$ by definition we have

$$P(M^- < n^{-\delta}, M_1 > n^{(1-\varepsilon)/s}) \leq P \left( \exists 0 \leq i \leq j < \tau - 1 : \Pi_{i,j} < n^{-\delta}, \quad \Pi_{0,\tau-1} > n^{(1-\varepsilon)/s} \right) \leq P(\tau > b_n) + \sum_{0 < i \leq j < k < b_n} P(\Pi_{i,j} < n^{-\delta}, \quad \Pi_{0,k} > n^{(1-\varepsilon)/s}) \leq P(\nu > b_n) + \sum_{0 < i \leq j < k < b_n} P(\Pi_{0,i-1} \Pi_{j+1,k} > n^{(1-\varepsilon)/s+\delta}). \quad (5.59)$$

Since (5.14) gives that $P(\nu > b_n) \leq C_1 e^{-C_2 b_n}$ we need only handle the second term in (5.59) to prove (5.57). However, Chebychev’s inequality and the fact that $P$ is a product measure give that

$$P \left( \Pi_{0,i-1} \Pi_{j+1,k} > n^{(1-\varepsilon)/s+\delta} \right) \leq n^{-1+\varepsilon-\delta s}(E \rho^s)^i k^{-j} = n^{-1+\varepsilon-\delta s}. $$
CHAPTER 5. QUENCHED LIMITS: BALLISTIC REGIME

Since the number of terms in the sum in (5.56) is at most \((b_n)^3 = o(n^e)\) we have proved (5.57). The proof of (5.58) is similar:

\[
P(M^+ > n^\delta, M_1 > n^{(1-\varepsilon)/s}) \leq P \left( \exists \tau < i \leq j < \nu : \Pi_{i,j} > n^\delta, \quad \Pi_{0,\tau-1} > n^{(1-\varepsilon)/s} \right)\]

\[
\leq P(\nu > b_n) + \sum_{0 \leq k < i < j < b_n} P \left( \Pi_{0,k} \Pi_{i,j} > n^{(1-\varepsilon)/s+\delta} \right)\]

\[
\leq C_1 e^{-C_2 b_n} + (b_n)^3 n^{-1+\varepsilon-\delta s+\varepsilon'} = o(n^{-1+\varepsilon-\delta s+\varepsilon'})
\]

Corollary 5.4.2. For any \(\varepsilon, \delta > 0\) we have

\[
P \left( E_\omega S \geq n^{5\delta}, M_1 > n^{(1-\varepsilon)/s} \right) = o(n^{-1+\varepsilon-\delta s+\varepsilon'}), \quad \forall \varepsilon' > 0.
\]

Proof. Recall that (5.55) gives \(E_\omega S \leq \nu + 2\nu^2 \tilde{M}_1\). We will use \(M^-\) and \(M^+\) to get bounds on \(\tilde{M}_1\). First, note that for any \(i \in [0, \tau)\) we have

\[
R_{0,i} = \sum_{k=0}^{i} \Pi_{0,k} = \Pi_{0,i} + \sum_{k=0}^{i-1} \frac{\Pi_{0,i}}{\Pi_{0,k+1,i}} \leq \Pi_{0,i} \left( \frac{i+1}{M^-} \right).
\]

Note also that \(R_{0,j} \geq \Pi_{0,j}\) holds for any \(j \geq 0\). Thus, for any \(2 \leq i \leq j \leq \tau\) we have

\[
\bar{\Pi}_{i,j} = \Pi_{i,j} \frac{R_{0,i-2}R_{i-1}}{R_{0,i-1}R_{0,j}} \leq \Pi_{i,j} \left( \frac{i}{M^-} \right)^2 \frac{\Pi_{0,i-2}\Pi_{0,i-1}}{\Pi_{0,j-1}\Pi_{0,j}} = \left( \frac{i}{M^-} \right)^2 \frac{1}{\Pi_{i-1,j-1}} \leq \frac{i^2}{(M^-)^3}.
\]

Also, from (5.53) we have that \(\bar{\Pi}_{i,j} \leq \Pi_{i,j} \leq M^+\) for \(\tau < i \leq j < \nu\). Therefore we have that \(\tilde{M}_1 \leq \frac{\nu^2 M^+}{(M^-)^3}\) (note that here we used that \(M^- \leq 1\) and \(M^+ \geq 1\)). Thus,

\[
P \left( E_\omega S \geq n^{5\delta}, M_1 > n^{(1-\varepsilon)/s} \right) \leq P \left( \nu + \frac{2\nu^2 M^+}{(M^-)^3} > n^{5\delta}, M_1 > n^{(1-\varepsilon)/s} \right).
\]

An easy argument using (5.14) and Lemma 5.4.1 finishes the proof.

Lemma 5.4.3. For any \(\varepsilon, \delta > 0\) we have

\[
Q \left( \frac{\text{Var}_\omega \overline{T}_\nu(n)}{(E_\omega \overline{T}_\nu(n))^2} - 1 \right) \geq n^{-\delta}, \quad M_1 > n^{(1-\varepsilon)/s}) = o(n^{-2+2\varepsilon+\delta s+\varepsilon'}), \quad \forall \varepsilon' > 0.
\]

Proof. Recall that from (4.61) we have that there exist explicit non-negative random variables \(D^+ (\omega)\) and \(D^- (\omega)\) such that

\[
\left( E_\omega \overline{T}_\nu(n) \right)^2 - D^+ (\omega) \leq \text{Var}_\omega \overline{T}_\nu(n) \leq \left( E_\omega \overline{T}_\nu(n) \right)^2 + 8 R_{0,\nu-1} D^- (\omega),
\]
where \( R_{0,v} \) is defined as in (5.52). Therefore, since \( E_\omega \bar{T}_\nu^{(n)} \geq M_1 \), we have
\[
Q \left( \left| \frac{\text{Var}_\omega \bar{T}_\nu^{(n)}}{(E_\omega \bar{T}_\nu^{(n)})^2} - 1 \right| \geq n^{-\delta}, M_1 > n^{(1-\varepsilon)/s} \right)
\leq Q \left( 8R_{0,v}^{-1}D^-(\omega) > n^{(2-2\varepsilon)/s-\delta} \right) + Q \left( D^+(\omega) > n^{(2-2\varepsilon)/s-\delta} \right).
\] (5.60)

However, Lemma 4.5.2 and Corollary 4.5.4 give respectively that \( Q(D^+(\omega) > x) = o(x^{-s+\varepsilon''}) \) and \( Q(R_{0,v}^{-1}D^-(\omega) > x) = o(x^{-s+\varepsilon''}) \) for any \( \varepsilon'' > 0 \). Therefore, both terms in (5.60) are of order \( o \left( n^{-2+2\varepsilon+\delta+\varepsilon''((2-2\varepsilon)/s-\delta)} \right) \). The lemma then follows since \( \varepsilon'' > 0 \) is arbitrary.

For any \( i \), define the scaled quenched Laplace transforms \( \phi_{i,n}(\lambda) := \exp \left\{ -\lambda \frac{\bar{T}_\nu^{(n)}}{\mu_i \omega} \right\} \).

**Lemma 5.4.4.** Let \( \varepsilon < \frac{1}{8} \), and define \( \varepsilon' := \frac{1-8\varepsilon}{s} > 0 \). Then
\[
Q \left( \exists \lambda \geq 0 : \phi_{i,n}(\lambda) \notin \left[ \frac{1 - \lambda n^{-\varepsilon/s}}{1 + \lambda}, \frac{1}{1 + \lambda - (\lambda + \frac{3\lambda^2}{2}) n^{-\varepsilon/s}} \right], M_1 > n^{(1-\varepsilon)/s} \right) = o \left( n^{-1-\varepsilon'} \right).
\]

**Proof.** Recall from (5.50) and (7.50) that
\[
\left( 1 - \lambda \frac{E_\omega S}{E_\omega \bar{T}_\nu^{(n)}} \right) \frac{1}{1 + \lambda} \leq \phi_{i,n}(\lambda) \leq \frac{1}{1 + \lambda - (\lambda + \frac{3\lambda^2}{2}) n^{-\varepsilon/s}}
\]
for all \( \lambda \geq 0 \). Therefore
\[
Q \left( \exists \lambda \geq 0 : \phi_{i,n}(\lambda) \notin \left[ \frac{1 - \lambda n^{-\varepsilon/s}}{1 + \lambda}, \frac{1}{1 + \lambda - (\lambda + 3\lambda^2/2) n^{-\varepsilon/s}} \right], M_1 > n^{(1-\varepsilon)/s} \right)
\leq Q \left( \frac{E_\omega S}{E_\omega \bar{T}_\nu^{(n)}} \geq n^{-\varepsilon/s}, M_1 \geq n^{(1-\varepsilon)/s} \right) + Q \left( \frac{\text{Var}_\omega \bar{T}_\nu^{(n)}}{(E_\omega \bar{T}_\nu^{(n)})^2} - 1 \geq n^{-\varepsilon/s}, M_1 \geq n^{(1-\varepsilon)/s} \right)
\]
Now, since \( E_\omega \bar{T}_\nu^{(n)} \geq M_1 \) we have
\[
Q \left( \frac{E_\omega S}{E_\omega \bar{T}_\nu^{(n)}} \geq n^{-\varepsilon/s}, M_1 \geq n^{(1-\varepsilon)/s} \right) \leq Q \left( E_\omega S \geq n^{(1-2\varepsilon)/s}, M_1 \geq n^{(1-\varepsilon)/s} \right) = o \left( n^{-(6-8\varepsilon)/5} \right),
\]
where the last equality is from Corollary 5.4.2. Also, by Lemma 5.4.3 we have
\[
Q \left( \frac{\text{Var}_\omega \bar{T}_\nu^{(n)}}{(E_\omega \bar{T}_\nu^{(n)})^2} - 1 \geq n^{-\varepsilon/s}, M_1 \geq n^{(1-\varepsilon)/s} \right) = o \left( n^{-2+4\varepsilon} \right).
\]
Then, since \( -2 + 4\varepsilon < \frac{6+8\varepsilon}{5} \) when \( \varepsilon < \frac{1}{8} \) the lemma is proved.

**Corollary 5.4.5.** Let \( \varepsilon < \frac{1}{8} \). Then \( P - a.s. \), for any sequence \( i_k = i_k(\omega) \) such that \( i_k \in (n_{k-1}, n_k) \) and \( M_{i_k} > d_k^{(1-\varepsilon)/s} \) we have
\[
\lim_{k \to \infty} \phi_{i_k,i_k}(\lambda) = \frac{1}{1 + \lambda}, \quad \forall \lambda \geq 0,
\] (5.61)
and thus
\[
\lim_{k \to \infty} P^{x_k-1}_\omega \left( \tilde{T}^{(d_k)} > x \mu_{x_k,d_k,\omega} \right) = \Psi(x), \quad \forall x \in \mathbb{R}.
\] (5.62)

**Proof.** For \( i \in (n_{k-1}, n_k] \) and all \( k \) large enough \( \phi_{i,d_k}(\lambda) \) only depends on the environment to the right of zero, and thus has the same distribution under \( P \) and \( Q \). Therefore, Lemma 5.4.4 gives that there exists an \( \varepsilon' > 0 \) such that
\[
P \left( \exists \lambda \geq 0 : \phi_{1,d_k}(\lambda) \not\in \left[ \frac{1 - \lambda d_k^{-\varepsilon/s}}{1 + \lambda}, \frac{1}{1 + \lambda - \left( \lambda + \frac{3\lambda^2}{2} \right) d_k^{-\varepsilon/s}} \right], M_1 > d_k^{(1-\varepsilon)/s} \right)
\leq d_k Q \left( \exists \lambda \geq 0 : \phi_{1,d_k}(\lambda) \not\in \left[ \frac{1 - \lambda d_k^{-\varepsilon/s}}{1 + \lambda}, \frac{1}{1 + \lambda - \left( \lambda + \frac{3\lambda^2}{2} \right) d_k^{-\varepsilon/s}} \right], M_1 > d_k^{(1-\varepsilon)/s} \right)
= o \left( d_k^{\varepsilon'} \right).
\]
Since this last term is summable in \( k \), the Borel-Cantelli Lemma gives that \( P - a.s. \) there exists a \( k_0 = k_0(\omega) \) such that for all \( k \geq k_0 \) we have
\[
i \in (n_{k-1}, n_k] \text{ and } M_i \geq d_k^{(1-\varepsilon)/s} \Rightarrow \phi_{i,d_k}(\lambda) \in \left[ \frac{1 - \lambda d_k^{-\varepsilon/s}}{1 + \lambda}, \frac{1}{1 + \lambda - \left( \lambda + \frac{3\lambda^2}{2} \right) d_k^{-\varepsilon/s}} \right] \quad \forall \lambda \geq 0,
\]
which proves (5.61). Then, (5.62) follows immediately because \( \frac{1}{1+\lambda} \) is the Laplace transform of an exponential distribution. \( \square \)

### 5.4.2 Quenched Exponential Limits Along a Subsequence

In the previous subsection we showed that the time to cross a single large block is approximately exponential. In this section we show that there are subsequences in the environment where the crossing time of a single block dominates the crossing times of all the other blocks. In this case the crossing time of all the blocks is approximately exponentially distributed. Recall the definition of \( M_i \) in (5.17). For any integer \( n \geq 1 \), and constants \( C > 1 \) and \( \eta > 0 \), define the event
\[
\mathcal{D}_{n,C,\eta} := \left\{ \exists i \in [1, \eta n] : M_i^2 \geq C \sum_{j \neq i \leq n} \sigma_{j,n,\omega}^2 \right\}
\]

**Lemma 5.4.6.** Assume \( s < 2 \). Then for any \( C > 1 \) and \( \eta > 0 \) we have \( \liminf_{n \to \infty} Q(\mathcal{D}_{n,C,\eta}) > 0 \).

**Proof.** First, note that since \( \sigma_{i,n,\omega}^2 \geq M_i^2 \) and \( C > 1 \) we have
\[
Q(\mathcal{D}_{n,C,\eta}) = \sum_{i=1}^{\eta n} Q \left( M_i^2 \geq C \sum_{j \neq i \leq n} \sigma_{j,n,\omega}^2 \right).
\] (5.63)
Thus, we want to get a lower bound on $Q \left( M_i^2 \geq C \sum_{j:j \not\equiv n} \sigma_{j,n,\omega}^2 \right)$ that is uniform in $i$. The following formula for the quenched variance of $\bar{T}_i^{(n)}$ can be deduced from (5.10) by setting $\rho_{n-b_n} = 0$:

$$Var_\omega \bar{T}_i^{(n)} = 4 \sum_{j=0}^{n-1} (W_{n-b_n+1,j} + W_{n-b_n+1}^2) + 8 \sum_{j=0}^{n-1} \sum_{i=n-b_n+1}^j \Pi_{i+1,j} (W_{n-b_n+1,i} + W_{n-b_n+1,i}^2)$$

$$\leq 4 \sum_{j=0}^{n-1} (W_{n-b_n+1,j} + W_{n-b_n+1,j}^2) + 8 \sum_{j=0}^{n-1} \sum_{i=n-b_n+1}^j \Pi_{i+1,j} (1 + W_{n-b_n+1,i} + W_{n-b_n+1,i}^2)$$

$$\leq 4 \sum_{j=0}^{n-1} (W_{n-b_n+1,j} + W_{n-b_n+1,j}^2) + 8 \left( \sum_{j=0}^{n-1} W_{n-b_n+1,j} \right) \left( \sum_{i=n-b_n+1}^j (1 + W_{n-b_n+1,i}) \right),$$

where the first inequality is because $W_{n-b_n+1,j} = W_{i+1,j} + \Pi_{i+1,j} W_{n-b_n+1,i}$. Next, note that if $\nu_{k-1} \leq j < \nu_k$ for some $k > -b_n$, then

$$W_{n-b_n+1,j} = \sum_{l=n-b_n+1}^{j} \Pi_{l,j} = \sum_{l=n-b_n+1}^{\nu_{k-1}-1} \Pi_{l,n-1} \Pi_{\nu_{k-1},j} + \sum_{l=\nu_{k-1}}^{j} \Pi_{l,j} \leq (\nu_k - \nu_{-b_n}) M_k,$$

where the last inequality is because, under $Q$, $\Pi_{l,n-1} < 1$ for all $l < \nu_{k-1}$. Therefore,

$$Var_\omega \bar{T}_i^{(n)} \leq 4 \nu_1 \left( (\nu_1 - \nu_{-b_n}) M_1 + (\nu_1 - \nu_{-b_n})^2 M_i^2 \right)$$

$$+ 8 (\nu_1 (\nu_1 - \nu_{-b_n}) M_1) \left( (\nu_1 - \nu_{-b_n}) + \sum_{i=-b_n+1}^{1} (\nu_k - \nu_{k-1}) (\nu_k - \nu_{-b_n}) M_k \right)$$

$$\leq (\nu_1 - \nu_{-b_n})^4 \left( 12 M_i + 4 M_i^2 + 8 M_i \sum_{k=-b_n+1}^{1} M_k \right).$$

Similarly, we have that $\sigma_{j,n,\omega}^2 \leq (\nu_j - \nu_{j-1} - b_n)^4 \left( 12 M_j + 4 M_j^2 + 8 M_j \sum_{k=-b_n}^{j} M_k \right) Q - a.s.$ for any $j$. Now, define the events

$$F_n := \bigcap_{j \in (-b_n,n]} \{ \nu_j - \nu_{j-1} \leq b_n \}, \quad \text{and} \quad G_{i,n} := \bigcap_{j \in [i-b_n,i+b_n] \setminus \{i\}} \left\{ M_j \leq n^{(1-\varepsilon)/s} \right\} \quad (5.64)$$

Then, on the event $F_n \cap G_{i,n} \cap \{ M_i \leq 2n^{1/s} \}$ we have for $j \in (i, i + b_n]$ that

$$\sigma_{j,n,\omega}^2 \leq b_n^4 (b_n + 1)^4 \left( 12 n^{(1-\varepsilon)/s} + 4 n^{(2-2\varepsilon)/s} + 8 n^{(1-\varepsilon)/s} (b_n n^{(1-\varepsilon)/s} + 2 n^{1/s}) \right)$$

$$\leq b_n^5 (b_n + 1)^4 \left( 12 n^{(1-\varepsilon)/s} + 12 n^{(2-2\varepsilon)/s} + 16 n^{(2-\varepsilon)/s} \right) \leq 80 b_n^5 n^{(2-\varepsilon)/s},$$
where the last inequality holds for all $n$ large enough. Therefore, for all $n$ large enough

$$Q \left( M_i^2 \geq C \sum_{j : j \neq i \leq n} \sigma_{j,n,\omega}^2 \right)$$

$$\geq Q \left( 4n^{2/s} \geq M_i^2 \geq C \sum_{j : j \neq i \leq n} \sigma_{j,n,\omega}^2, F_n, G_{i,n,\epsilon} \right)$$

$$\geq Q \left( 4n^{2/s} \geq M_i^2 \geq C \left( \sum_{j = [1,n] \setminus [i,i+b_n]} \sigma_{j,n,\omega}^2 + 80b_n^0 n^{(2-\epsilon)/s} \right), F_n, G_{i,n,\epsilon} \right)$$

$$\geq Q \left( M_i \in [n^{1/s}, 2n^{1/s}], \nu_i - \nu_{i-1} \leq b_n \right)$$

$$\times Q \left( \sum_{j = [1,n] \setminus [i,i+b_n]} \sigma_{j,n,\omega}^2 + 80b_n^0 n^{(2-\epsilon)/s} \leq \frac{n^{2/s}}{C}, \tilde{F}_n, G_{i,n,\epsilon} \right),$$

where $\tilde{F}_n := F_n \setminus \{\nu_i - \nu_{i-1} \leq b_n\}$. Note that in the last inequality we used that $\sigma_{j,n,\omega}^2$ is independent of $M_i$ for $j \notin [i, i + b_n]$. Also, note that we can replace $\tilde{F}_n$ by $F_n$ in the last line above because it only make the probability smaller. Then, since $\sum_{j \in [1,n] \setminus [i,i+b_n]} \sigma_{j,n,\omega}^2 \leq Var_{\nu} T_{\nu}$, we have

$$Q \left( M_i^2 \geq C \sum_{j : j \neq i \leq n} \sigma_{j,n,\omega}^2 \right)$$

$$\geq Q \left( M_i \in [n^{1/s}, 2n^{1/s}], \nu_i \leq b_n \right) Q \left( Var_{\nu} T_{\nu} \leq n^{2/s} C^{-1} - 40b_n^0 n^{(2-\epsilon)/s}, F_n, G_{i,n,\epsilon} \right)$$

$$\geq \left( Q(M_i \in [n^{1/s}, 2n^{1/s}]) - Q(\nu > b_n) \right)$$

$$\times \left( Q \left( Var_{\nu} T_{\nu} \leq n^{2/s} (C^{-1} - 40b_n^0 n^{(2-\epsilon)/s}) \right) - Q(F_n^c) - Q(G_{i,n,\epsilon}^c) \right)$$

$$\sim C_3(1 - 2^{-s}) \frac{1}{n} L_{4,b} \left( C^{-1} \right),$$

(5.65)

where the asymptotics in the last line are from (5.14), (5.18), and Theorem 5.1.3 as well as the fact that $Q(F_n^c) + Q(G_{i,n,\omega}^c) \leq (n + b_n)Q(\nu > b_n) + 2b_nQ(M_1 > n^{(1-\epsilon)/s}) = O \left( ne^{-C_2 b_n} + o(n^{-1+2\epsilon}) \right)$ due to (5.14) and (5.18). Combining (5.63) and (5.65) finishes the proof.

**Corollary 5.4.7.** Assume $s < 2$. Then for any $\eta \in (0,1)$, $P - a.s.$ there exists a subsequence $n_{k_m} = n_{k_m}(\omega, \eta)$ of $n_k = 2^k$ such that for $\alpha_m, \beta_m$, and $\gamma_m$ defined as in (5.33) we have that

$$\exists i_m = i_m(\omega, \eta) \in (\alpha_m, \beta_m) : M_{i_m}^2 \geq m \sum_{j \in (\alpha_m, \gamma_m) \setminus \{i_m\}} \sigma_{j,d_{k_m},\omega}^2.$$  

(5.66)

**Proof.** Define the events

$$D_{k,C,\eta}^i := \left\{ \exists i \in (n_{k-1}, n_{k-1} + \eta d_k) : M_i^2 \geq C \sum_{j \in (n_{k-1}, n_k) \setminus \{i\}} \sigma_{j,d_{k},\omega}^2 \right\}.$$
Note that since \( Q \) is invariant under shifts of the \( \nu_i \), \( Q(D'_{k,C,\eta}) = Q(D_{dx,C,\eta}) \). Also, due to the reflections of the random walk the event \( \mathcal{D}_{k,C,\eta} \) only depends on the environment between \( \nu_{n_{k-1}} - b_{d_k} \) and \( \nu_{n_k} \). Thus, for \( k \) large enough \( \mathcal{D}'_{k,C,\eta} \) only depends on the environment to the right of zero and therefore \( P(D'_{k,C,\eta}) = Q(D'_{k,C,\eta}) = Q(D_{dx,C,\eta}) \). Therefore \( \liminf_{k \to \infty} P(D'_{k,C,\eta}) > 0 \). Also, since \( n_{k-1} - b_{d_k} > n_{k-2} \) for all \( k \geq 4 \), we have that \( \{D'_{2k,C,\eta}\}^\infty_{k=2} \) is an independent sequence of events. Thus, we get that for any \( C > 1 \) and \( \eta \in (0,1) \), infinitely many of the events \( \mathcal{D}_{k,C,\eta} \) occur \( P - a.s. \). Therefore, \( P - a.s. \) there is a subsequence \( k_m = k_m(\omega) \) such that \( \omega \in \mathcal{D}_{k_m,m,\eta} \) for all \( m \). In particular, for this subsequence \( k_m \) we have that (5.66) holds.

**Theorem 5.4.8.** Assume \( s < 2 \). Then for any \( \eta \in (0,1) \), \( P - a.s. \) there exists a subsequence \( n_{k_m} = n_{k_m}(\omega,\eta) \) of \( n_k = 2^k \) such that for \( \alpha_m, \beta_m \) and \( \gamma_m \) defined as in (5.33) and any sequence \( x_m \in (\nu_{\beta_m}, \nu_{\gamma_m}] \) we have

\[
\lim_{m \to \infty} P_{\omega}^{x_m} \left( \frac{\tilde{T}_{x_m}(d_{k_m}) - E_{\omega}^{x_m} \tilde{T}_{x_m}(d_{k_m})}{\sqrt{\bar{T}_{x_m}(d_{k_m})}} \leq x \right) = \Psi(x+1), \quad \forall x \in \mathbb{R}.
\]

**Proof.** First, note that

\[
P \left( \max_{j \in \{n_{k-1}, n_k\}} M_j \leq d_k^{(1-\varepsilon)/s} \right) = \left(1 - P \left( M_1 > d_k^{(1-\varepsilon)/s} \right) \right)^{d_k} = o \left( e^{e^{-d_k^{2}} / 2} \right),
\]
where the last equality is due to (5.18). Therefore, the Borel-Cantelli Lemma gives that, \( P - a.s. \),

\[
\max_{j \in \{n_{k-1}, n_k\}} M_j > d_k^{(1-\varepsilon)/s} \quad \text{for all} \ k \ \text{large enough. (5.67)}
\]

Therefore, \( P - a.s. \) we may assume that (5.67) holds, the conclusion of Corollary 5.4.7 holds, and that there exist subsequences \( n_{k_m} = n_{k_m}(\omega,\eta) \) and \( i_m = i_m(\omega,\eta) \) as specified in Corollary 5.4.7.

Then, by the choice of our subsequence \( n_{k_m} \), only the crossing of the largest block (i.e. from \( \nu_{i_m-1} \) to \( \nu_{i_m} \)) is relevant in the limiting distribution. Indeed,

\[
P_{\omega}^{x_m} \left( \frac{\tilde{T}_{x_m}(d_{k_m}) - E_{\omega}^{x_m} \tilde{T}_{x_m}(d_{k_m})}{\sqrt{\bar{T}_{x_m}(d_{k_m})}} \geq \varepsilon \right)
\]

\[
\leq \frac{\text{Var}_{\omega} \left( \tilde{T}_{x_m}(d_{k_m}) - \tilde{T}_{x_m}(d_{k_m}) \right) - \sigma_{i_m}^2 \bar{T}_{x_m}(d_{k_m})}{\varepsilon^2 \bar{T}_{x_m}(d_{k_m})} \leq \frac{\sum_{f \in \{\alpha_m, \gamma_m\} \setminus \{i_m\}} \sigma_{f, d_{k_m}}^2}{\varepsilon^2 M_{i_m}^2} \leq \frac{1}{\varepsilon^2 m},
\]

where in the second to last inequality we used that \( \nu_{i_m} \geq \sigma_{i_m, d_{k_m}} \geq M_{i_m}^2 \), and the last inequality is due to our choice of the sequence \( i_m \). Thus we have reduced the proof of the Theorem to showing that

\[
\lim_{m \to \infty} P_{\omega}^{x_m-1} \left( \frac{\tilde{T}_{x_m}(d_{k_m}) - \mu_{i_m, d_{k_m}}}{\sqrt{\nu_{i_m, d_{k_m}}}} \leq x \right) = \Psi(x+1), \quad \forall x \in \mathbb{R}.
\]
Now, since $i_m$ is chosen so that $M_{i_m} = \max_{j \in (n_{k_m-1}, n_{k_m})} M_j$, we have that $M_{i_m} \geq d_k^{(1-\varepsilon)/s}$ for any $\varepsilon > 0$ and all $m$ large enough. Then, the conclusion of Corollary 5.3.3 gives that

$$
\lim_{m \to \infty} P_{\nu_{i_m}} \left( \frac{T_k(d_k)}{\mu_{i_m}, d_k, \omega} \leq x \right) = \Psi(x).
$$

Thus, the proof will be complete if we can show

$$
\lim_{m \to \infty} \frac{\mu_{i_m}, d_k, \omega}{\sqrt{V_{i_m}, d_k, \omega}} = 1. \quad (5.69)
$$

However, by our choice of $n_{k_m}$ and $i_m$ we have

$$
\sigma_{i_m, d_k, \omega}^2 \geq M_{i_m}^2 \geq m \sum_{j \in (n_{k_m}, \gamma_m) \setminus \{ i_m \}} \sigma_{j, d_k, \omega}^2 = m \left( v_{k_m, \omega} - \sigma_{i_m, d_k, \omega}^2 \right),
$$

which implies that

$$
1 \leq \frac{v_{k_m, \omega}}{\sigma_{i_m, d_k, \omega}^2} \leq \frac{m + 1}{m} \to 1. \quad (5.70)
$$

Also, we can use Lemma 5.4.3 to show that for $k$ large enough and $\varepsilon > 0$

$$
P \left( \exists i \in (n_{k-1}, n_k) : \left| \frac{\sigma_{i, d_k, \omega}^2}{\mu_{i, d_k, \omega}} - 1 \right| \geq d_k^{-\varepsilon/s}, \ M_i \geq d_k^{(1-\varepsilon)/s} \right) \leq d_k Q \left( \frac{\text{Var}_{\omega}(\bar{T}_k)}{(\bar{T}_k - 1)^2} \right) \geq d_k^{-\varepsilon/s}, \ M_i \geq d_k^{(1-\varepsilon)/s} ) = o \left( d_k^{-1+\varepsilon} \right).
$$

Then, for $\varepsilon < \frac{1}{4}$ the Borel-Cantelli Lemma gives that $P - a.s.$, there exists a $k_0 = k_0(\omega)$ such that for $k \geq k_0$ and $i \in (n_{k-1}, n_k)$ with $M_i \geq d_k^{(1-\varepsilon)/s}$ we have \left| \frac{\sigma_{i, d_k, \omega}^2}{\mu_{i, d_k, \omega}} - 1 \right| < d_k^{-\varepsilon/s}. \ In particular, since $M_{i_m} \geq d_k^{(1-\varepsilon)/s}$ for all $m$ large enough, we have that

$$
\lim_{m \to \infty} \frac{\sigma_{i_m, d_k, \omega}^2}{\mu_{i_m, d_k, \omega}} = 1. \quad (5.71)
$$

Since (5.71) and (5.71) imply (5.69), the proof is complete.

**Proof of Theorem 5.1.2:**

As in the proof of Theorem 5.1.1, this follows from Proposition 5.1.3.

### 5.5 Stable Behavior of the Quenched Variance

Recall from Theorem 5.1.5 that $Q \left( \text{Var}_{\omega} T_\nu > x \right) \sim K_{\infty} x^{-s/2}$. Since the sequence of random variables $\{\text{Var}_{\omega}(T_{\nu_i} - T_{\nu_{i-1}})\}_{i \in \mathbb{N}}$ is stationary under $Q$ (and weakly dependent) it is somewhat natural to expect that $n^{-2/s} \text{Var}_{\omega} T_{\nu_n}$ converges in distribution (under $Q$) to a stable law of index $\frac{s}{2} < 1$. 
Proof of Theorem 5.1.3:
Obviously it is enough to prove that the second equality in (5.9) holds and that
\[
\lim_{n \to \infty} Q \left( V\alpha \nu T \nu - \sum_{i=1}^{n} (E_{\nu}^{\nu-1} T_{\nu})^2 \right) > \delta n^{2/s} = 0, \quad \forall \delta > 0. \tag{5.72}
\]
However, (5.72) is the statement of Corollary 4.3.6 with \( m = \infty \). Thus it is enough to prove the second equality in (5.9). To this end, first note that
\[
\frac{1}{n^{2/s}} \sum_{i=1}^{n} \left( E_{\nu}^{\nu-1} T_{\nu} \right)^2 = \frac{1}{n^{2/s}} \sum_{i=1}^{n} \left( E_{\nu}^{\nu-1} T_{\nu} \right)^2 - \left( E_{\nu}^{\nu-1} \bar{T}_{\nu}^{(n)} \right)^2 \tag{5.73}
+ \frac{1}{n^{2/s}} \sum_{i=1}^{n} \left( E_{\nu}^{\nu-1} \bar{T}_{\nu}^{(n)} \right)^2 \mathbf{1}_{M_{i} \leq n^{1-\epsilon}/s} \tag{5.74}
+ \frac{1}{n^{2/s}} \sum_{i=1}^{n} \left( E_{\nu}^{\nu-1} \bar{T}_{\nu}^{(n)} \right)^2 \mathbf{1}_{M_{i} > n^{1-\epsilon}/s}. \tag{5.75}
\]
Therefore, it is enough to show that (5.73) and (5.74) converge to 0 in distribution (under \( Q \)) and that
\[
\lim_{n \to \infty} Q \left( \frac{1}{n^{2/s}} \sum_{i=1}^{n} \left( E_{\nu}^{\nu-1} \bar{T}_{\nu}^{(n)} \right)^2 \mathbf{1}_{M_{i} > n^{1-\epsilon}/s} \leq x \right) = L_{x, b}(x) \tag{5.76}
\]
for some \( b > 0 \). To prove that (5.73) converges to 0 in distribution, first note that factoring gives
\[
(E_{\nu}^{\nu-1} T_{\nu})^2 - \left( E_{\nu}^{\nu-1} \bar{T}_{\nu}^{(n)} \right)^2 \leq 2 E_{\nu}^{\nu-1} T_{\nu} \left( E_{\nu}^{\nu-1} T_{\nu} - E_{\nu}^{\nu-1} \bar{T}_{\nu}^{(n)} \right).
\]
Therefore, for any \( \delta > 0 \)
\[
Q \left( \sum_{i=1}^{n} \left( E_{\nu}^{\nu-1} T_{\nu} \right)^2 - \left( E_{\nu}^{\nu-1} \bar{T}_{\nu}^{(n)} \right)^2 \right) > \delta n^{2/s} \right) \leq Q \left( \sum_{i=1}^{n} 2 E_{\nu}^{\nu-1} T_{\nu} \left( E_{\nu}^{\nu-1} T_{\nu} - E_{\nu}^{\nu-1} \bar{T}_{\nu}^{(n)} \right) > \delta n^{2/s} \right) \leq nQ \left( E_{\nu} T_{\nu} = E_{\nu} \bar{T}_{\nu}^{(n)} > 1 \right) + Q \left( 2E_{\nu} T_{\nu} > \delta n^{2/s} \right). \tag{5.77}
\]
Then, Lemma 4.3.2 and Theorem 4.1.1 give that both terms in (5.77) tend to zero as \( n \to \infty \). The proof that (5.74) converges in distribution to 0 is essentially a counting argument. Since the \( M_{i} \) are all independent and from (5.18) we know the asymptotics of \( Q(M_{i} > x) \), we can get good bounds on the number of \( i \leq n \) with \( M_{i} \in (n^{\alpha}, n^{\beta}) \). Then, since by (4.15) we have \( Q \left( E_{\nu}^{\nu-1} \bar{T}_{\nu}^{(n)} \geq n^{\beta}, M_{i} \leq n^{\alpha} \right) = o \left( e^{-n^{(\beta-\alpha)/s}} \right) \) we can also get good bounds on the number of \( i \leq n \) with \( E_{\nu}^{\nu-1} T_{\nu}^{(n)} \in (n^{\alpha}, n^{\beta}) \). The details of this argument are essentially the same as the proof of Lemma 4.5.1 and will thus be omitted. Finally, we will use [Kol95, Theorem 5.1(III)] to prove (5.76). Now, Theorem 5.1.6
gives that $Q \left( \left( E_{\omega} T_{\nu} \right)^2 1_{M_1 > n^{(1-\epsilon)/s}} > x n^{2/s} \right) \sim K_\infty x^{-s/2} n^{-1}$, and Lemma 4.3.4 gives bounds on the mixing of the array $\left\{ (E_{\omega}^{n-1} T_{\nu_i})^2 1_{M_i > n^{(1-\epsilon)/s}} \right\}_{i \in \mathbb{Z}, n \in \mathbb{N}}$. This is enough to verify the first two conditions of [Kob95, Theorem 5.1(III)]. The final condition that needs to be verified is

$$\lim_{\delta \to 0} \lim_{n \to \infty} n E_Q \left[ n^{-2/s} (E_{\omega} T_{\nu}^{(n)})^2 1_{M_1 > n^{(1-\epsilon)/s}} 1_{n^{-1/s} E_{\omega} T_{\nu}^{(n)} \leq \delta} \right] = 0. \quad (5.78)$$

By Theorem 5.1.5 we have that there exists a constant $C_4 > 0$ such that for any $x > 0$,

$$Q \left( E_{\omega} T_{\nu}^{(n)} > x n^{1/s}, M_1 > n^{(1-\epsilon)/s} \right) \leq Q \left( E_{\omega} T_{\nu} > x n^{1/s} \right) \leq C_4 x^{-s} \frac{1}{n}.$$

Then using this we have

$$n E_Q \left[ n^{-2/s} (E_{\omega} T_{\nu}^{(n)})^2 1_{M_1 > n^{(1-\epsilon)/s}} 1_{n^{-1/s} E_{\omega} T_{\nu}^{(n)} \leq \delta} \right] = n \int_{0}^{\delta^2} Q \left( (E_{\omega} T_{\nu}^{(n)})^2 > x n^{2/s}, M_1 > n^{(1-\epsilon)/s} \right) dx \leq C_4 \int_{0}^{\delta^2} x^{-s/2} dx = C_4 \delta^{2-s} \frac{1}{1-s/2},$$

where the last integral is finite since $s < 2$. (5.78) follows, and therefore by [Kob95, Theorem 5.1(III)] we have that (5.76) holds.
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Chapter 6

Large Deviations for RWRE on $\mathbb{Z}^d$

We now turn to some results for multidimensional RWRE. Unless otherwise mentioned, we will consider only nearest neighbor RWRE with i.i.d. and uniformly elliptic environments. Section 6.1 is a review some of the basic results, notation, and open problems for multidimensional RWRE. Section 6.2 is a survey of the large deviation results that are known for multidimensional RWRE. The main results of the chapter are contained in Section 6.3 where we prove a new result on differentiability properties of the annealed rate function when the law on environments is “non-nestling.”

6.1 Preliminaries of Multi-dimensional RWRE

While RWRE on $\mathbb{Z}$ are quite well understood, much less is known about RWRE on $\mathbb{Z}^d$. In particular, even in the case of i.i.d., uniformly elliptic environments with $d \geq 3$, the 0-1 law for transience in a given direction is still an open problem. Let $S^{d-1} := \{ \xi \in \mathbb{R}^d : \| \xi \| = 1 \}$, and for any $\ell \in S^{d-1}$ let $A_\ell := \{ \lim_{n \to 0} X_n \cdot \ell = +\infty \}$ be the event of transience in the direction $\ell$. For uniformly elliptic environments satisfying certain strong mixing conditions (in particular, for uniformly elliptic, i.i.d. environments), it is known [Zei04] that $P(A_\ell \cup A_{-\ell}) \in \{0, 1\}$. This prompts the following question:

**Question 6.1.1 (0-1 Law).** Is it true that $P(A_\ell) \in \{0, 1\}$?

If the answer to Question 6.1.1 is affirmative (or negative), then we say that the 0-1 law holds (or fails). For i.i.d., uniformly elliptic laws on environments, the 0-1 law holds when $d = 2$ [ZM01], but Question 6.1.1 is still an open problem when $d \geq 3$. Question 6.1.1 is also still an open problem when $d = 2$ and the environment is i.i.d. but not uniformly elliptic. When $d = 2$ there are examples...
of ergodic, elliptic laws on environments for which the 0-1 law fails [ZM01], and when $d \geq 3$ there are examples of mixing, uniformly elliptic laws on environments for which the 0-1 law fails [BZZ06].

In general, it is not known if a law of large numbers exists (i.e., if $\lim_{n \to \infty} \frac{X_n}{n}$ is constant, $\mathbb{P} - a.s.$). However, for i.i.d., uniformly elliptic laws on environments, it is known that there are at most two limiting speeds of the random walk [Zei04, Zer02]. That is, there exists an $\ell \in S^{d-1}$ such that

$$\lim_{n \to \infty} \frac{X_n}{n} = v_+ 1_{A_\ell} + v_- 1_{A_{-\ell}}, \quad \mathbb{P} - a.s.,$$

(6.1)

where $v_+ = c_1 \ell$ and $v_- = -c_2 \ell$ for some $c_1, c_2 \geq 0$. (A recent result of Berger [Ber08] shows that when $d \geq 5$, $v_-$ and $v_+$ cannot both be non-zero.) Thus, if it can be shown that a 0-1 law holds, then (6.1) would imply a law of large numbers. If $\lim_{n \to \infty} \frac{X_n}{n}$ is constant, $\mathbb{P} - a.s.$, then we will denote the limit by $v_P$.

There are known conditions for laws on environments that imply a law of large numbers for the RWRE. Recall the following terminology originally introduced by Zerner [Zer08]:

**Definition 6.1.2.** Let $d(\omega) := E_\omega X_1$ be the drift at the origin in the environment $\omega$, and let $K := \text{conv} \left( \text{supp} \left( d(\omega) \right) \right)$ be the convex hull of the support, under $P$, of all possible drifts. Then, we say that the law on environments $P$ is *nestling* if $0 \in K$ and *non-nestling* if $0 \notin K$. We say that $P$ is *non-nestling in direction* $\ell \in S^{d-1}$ if $\inf_{x \in K} x \cdot \ell > 0$ (or equivalently, if $P(E_\omega X_1 \cdot \ell > \varepsilon) = 1$ for some $\varepsilon > 0$).

If $P$ is non-nestling, it is known that the 0-1 law holds and also that a law of large numbers holds with limiting velocity $v_P \neq 0$. In fact, this follows from the fact that non-nestling laws $P$ also satisfy what is known as Kalikow’s condition [Kal81], which implies that the 0-1 law holds and that $v_P \neq 0$ (see [SZ99]). Since Kalikow’s condition holds for some (but not all) nestling laws $P$ (see [Kal81] for examples), it is still not known for general i.i.d. nestling laws on environments if there can exist two limiting velocities $v_+$ and $v_-$. A useful tool in much of the recent progress on multidimensional RWRE is what are referred to as regeneration times. Fix an $\ell \in S^{d-1}$ such that $c\ell \in \mathbb{Z}^d$ for some $c > 0$. Then, the regeneration times in direction $\ell$ are

$$\tau_1 := \inf \{ n > 0 : X_k \cdot \ell < X_n \cdot \ell \leq X_m \cdot \ell, \quad \forall k < n, \quad \forall m \geq n \},$$

and

$$\tau_i := \inf \{ n > \tau_{i-1} : X_k \cdot \ell < X_n \cdot \ell \leq X_m \cdot \ell, \quad \forall k < n, \quad \forall m \geq n \}, \quad \text{for } i > 1.$$
Remark: The condition that $c \ell \in \mathbb{Z}^d$ is chosen to allow for a simpler definition of regeneration times that agrees with the one given by Sznitman and Zerner \cite{SZ99} (set $a = \frac{1}{c}$ in the definition of regeneration times in \cite{SZ99}). If $P$ is non-nestling in direction $\ell \in S^{d-1}$, then $P$ is also non-nestling for all $\ell' \in S^{d-1}$ in a neighborhood of $\ell$. Therefore, if $P$ is non-nestling, then we can always find an $\ell \in S^{d-1}$ such that $P$ is non-nestling in direction $\ell$, and $c \ell \in \mathbb{Z}^d$ for some $c > 0$.

The regeneration times $\tau_i$ are obviously not stopping times since they depend on the future of the random walk. The advantage of working with regeneration times is that they introduce an i.i.d. structure. Let $D := \{X_n \cdot \ell \geq 0, \forall n \geq 0\}$, and when $\mathbb{P}(D) > 0$, let $\mathbb{F}$ be the annealed law of the RWRE conditioned on the event $D$ (i.e., $\mathbb{F}(\cdot) := \mathbb{P}(\cdot | D)$). Let expectations under the measure $\mathbb{F}$ be denoted $\mathbb{E}$.

**Theorem 6.1.3** (Sznitman and Zerner \cite{SZ99}). Assume $\mathbb{P}(A_\ell) = 1$. Then $\mathbb{P}(D) > 0$, and

$$(X_{\tau_1}, \tau_1), (X_{\tau_2} - X_{\tau_1}, \tau_2 - \tau_1), \ldots, (X_{\tau_{k+1}} - X_{\tau_k}, \tau_{k+1} - \tau_k), \ldots$$

are independent random variables. Moreover, the above sequence is i.i.d. under $\mathbb{F}$.

**Remarks:**

1. If $P$ is non-nestling in direction $\ell$, then $\mathbb{P}(A_\ell) = 1$ and so Theorem 6.1.3 holds.

2. The assumption that $\mathbb{P}(A_\ell) = 1$ in Theorem 6.1.3 is only needed to ensure that $\tau_1 < \infty$. In fact, what is shown in \cite{SZ99} is that $\mathbb{P}(A_\ell) > 0$ implies that $\mathbb{P}(D) > 0$ and that $(X_{\tau_1}, \tau_1), (X_{\tau_2} - X_{\tau_1}, \tau_2 - \tau_1), \ldots$ are i.i.d. under $\mathbb{F}$.

As mentioned above, for i.i.d., uniformly elliptic environments, $\mathbb{P}(A_\ell) = 1$ also implies a law of large numbers. Thus, a consequence of Theorem 6.1.3 is the following formula for the limiting velocity $v_P$:

$$v_P = \lim_{n \to \infty} \frac{X_n}{n} = \frac{\mathbb{E}X_{\tau_1}}{\mathbb{E}\tau_1}, \quad \mathbb{P} - a.s. \quad (6.2)$$

Recently, Sznitman introduced conditions, known as conditions $(T)$ and $(T')$ relative to a direction $\ell$, that are more general than Kalikow’s condition and which also imply a law of large numbers with non-zero limiting velocity and an annealed central limit theorem \cite{Szn01}. Sznitman also described in \cite{Szn02} a criterion that can be checked by considering the environment restricted to a box $B_n = [-n,n]^d$, with the property that $(T')$ holds if and only if the condition holds for some box $B_n$. Such a criterion is not known to exist for Kalikow’s condition.
6.2 Large Deviations for RWRE on $\mathbb{Z}^d$

In this section, we will review some of the known results for large deviations of RWRE on $\mathbb{Z}^d$. We recall the following terminology from [DZ98]: A good rate function is a lower semi-continuous $[0, \infty]$-valued function $h(x)$ with the property that $\{ x : h(x) \leq a \}$ is compact for every $a < \infty$. A sequence $\mathbb{R}^d$-valued random variables $\xi_n$ is said to satisfy a large deviation principle (LDP) with good rate function $I(x)$ if for any Borel $\Gamma \subset \mathbb{R}^d$,

$$- \inf_{x \in \Gamma} I(x) \leq \liminf_{n \to \infty} \frac{1}{n} \log P(\xi_n \in \Gamma) \leq \limsup_{n \to \infty} \frac{1}{n} \log P(\xi_n \in \Gamma) \leq - \inf_{x \in \Gamma} I(x).$$

The random variables $\xi_n$ satisfy a weak large deviation principle if the above inequalities hold for all bounded Borel $\Gamma \subset \mathbb{R}^d$.

6.2.1 Large Deviations: $d = 1$

Comets, Gantert, and Zeitouni [CGZ00] give a rather complete treatment of quenched and annealed large deviations for one-dimensional RWRE. In [CGZ00], quenched large deviations are first obtained for the hitting times $T_n$ and $T_{-n}$ using an argument similar to the proof of the Gärtnер-Ellis Theorem (see Theorem 2.3.6 in [DZ98]). The LDPs for the hitting times are then transferred to a quenched LDP for $X_n$. Finally, Varadhan’s Lemma [DZ98, Theorem 4.3.1] is used to derive the annealed large deviations from the quenched large deviations. Even for random walks in i.i.d. environments, this method for deriving an annealed LDP require an understanding of the quenched LDP for random walks in ergodic environments.

One advantage to the approach used in [CGZ00] to derive an annealed LDP is that the annealed rate function is given in terms of a variational formula involving the quenched rate function and the specific entropy of measures on environments. Another advantage is that qualitative behavior of both the quenched and annealed rate functions are derived. In particular, the rate function (quenched or annealed) in the negative direction is equal to the sum of the rate function in the positive direction and a linear function with slope $E_P \log \rho_0$. (This implies that for transient RWRE, the rate functions are not differentiable at the origin.) Other differentiability properties of the rate function, while not mentioned in [CGZ00], are obtained without too much difficulty from the formulas given for the rate functions there. Also, if $P$ is nestling, then the quenched and annealed rate functions are zero on the interval $[0, \nu_P]$.

The one-dimensional quenched LDP was first derived by Greven and den Hollander in [GdH94] using homogenization techniques. Greven and den Hollander were also able to show the qualitative...
behavior of the quenched rate function mentioned above. Rosenbluth [Ros06] has also recently derived the same formula for the one-dimensional quenched rate function as a special case of a multidimensional quenched LDP. Rosenbluth’s approach also uses homogenization techniques, and he formulates the quenched rate function as the solution to a variational problem. In the one-dimensional case, Rosenbluth is able to solve this variational formula to obtain the simpler form of the quenched rate function which also appears in [CGZ00] and [GdH94].

6.2.2 Large Deviations: \(d \geq 2\)

Although a law of large numbers is not known to hold for general i.i.d. environments, Varadhan [Var03] has given both a quenched and annealed LDP.

**Theorem 6.2.1** (Varadhan [Var03]). Let \(X_n\) be a nearest neighbor RWRE on \(\mathbb{Z}^d\), and let \(P\) be a uniformly elliptic, i.i.d. measure on environments. Then, there exist convex (non-random) functions \(h(v)\) and \(H(v)\) such that \(X_n\) satisfies both a quenched and an annealed large deviation principle with good rate functions \(h(v)\) and \(H(v)\), respectively. That is, for any Borel subset \(\Gamma \subset \mathbb{R}^d\),

\[
- \inf_{v \in \Gamma} h(v) \leq \frac{1}{n} \log \liminf_{n \to \infty} P_\omega \left( \frac{X_n}{n} \in \Gamma \right) \leq \limsup_{n \to \infty} \frac{1}{n} \log P_\omega \left( \frac{X_n}{n} \in \Gamma \right) \leq - \inf_{v \in \Gamma} h(v),
\]

for \(P\)-almost every environment \(\omega\), and

\[
- \inf_{v \in \Gamma} H(v) \leq \frac{1}{n} \log \liminf_{n \to \infty} \mathbb{P} \left( \frac{X_n}{n} \in \Gamma \right) \leq \frac{1}{n} \log \limsup_{n \to \infty} \mathbb{P} \left( \frac{X_n}{n} \in \Gamma \right) \leq - \inf_{v \in \Gamma} H(v).
\]

**Remark:** In [Var03], Varadhan actually proves a more general theorem. In particular, he shows that the conclusion of Theorem 6.2.1 holds for RWRE with bounded jumps in i.i.d. environments with certain strong uniform ellipticity conditions.

Varadhan’s proof of the quenched LDP is based on a simple sub-additivity argument, but the argument does not give much information about the quenched rate function \(h(v)\). In particular, the argument only shows that \(h\) is convex. The proof of the annealed LDP in [Var03] is much more complicated. A RWRE \(X_n\) is not a Markov chain (annealed) since it has “long term memory.” Therefore, Varadhan studies the path of the environment shifted to end at the origin

\[ W_n = (-X_n, -X_n + X_1, \ldots, -X_n + X_{n-1}, 0). \]

Since \(W_n\) incorporates the history of the walk, it is a Markov chain on a very large state space \(W\). Varadhan then shows that a process level LDP holds for \(W_n\). That is, a LDP holds for the measure valued process \(R_n := \frac{1}{n} \sum_{j=1}^{n} \delta_{W_j}\) with good rate function \(J(\mu)\), which is infinite unless \(\mu\)
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is a stationary measure on the space $\mathcal{W}$, which is a specified compactification of $W$. The annealed LDP for $X_n/n$ is then obtained by contraction, and the rate function $H(v)$ is given by

$$H(v) = \inf_{\mu \in \mathcal{E}, \ m(\mu) = v} J(\mu),$$

where $\mathcal{E}$ is the set of ergodic measures on $W$ and $m(\mu)$ is the average step size of the ergodic measure $\mu$.

Since Varadhan’s derivation of an annealed LDP requires an understanding of process level large deviations on the huge state space $\mathcal{W}$, it is difficult to derive much qualitative information about the rate function $H(v)$ using Varadhan’s formula for $H(v)$. Nevertheless, Varadhan was able to prove the following statement about the zero set of the quenched and annealed rate functions:

**Theorem 6.2.2** (Varadhan [Var03]). The zero sets of the quenched and annealed rate functions in Theorem 6.2.1 are identical. That is, $h(v) = 0 \iff H(v) = 0$. Moreover, the zero set of the rate functions $Z = \{v : H(v) = 0\}$ has the following description:

- **Non-nestling:** If $P$ is non-nestling, then the zero set is a single point $Z = \{v_P\}$.
- **Nestling:** If $P$ is nestling, then the zero set is a line segment containing the origin. If $\lim_{n \to \infty} \frac{X_n}{n} = v_P$, $P$–a.s., then $Z = [0, v_P]$. Otherwise $Z = [v_-, v_+]$, where $v_-$ and $v_+$ are the two possible limiting velocities.

We end this section by briefly mentioning some of the other large deviation results for multi-dimensional RWRE. Rassoul-Agha [RA04] extended the approach of Varadhan to get an LDP for certain non-i.i.d. laws on environments and other non-Markov random walks on $\mathbb{Z}^d$. Zerner [Zer98] also proved a quenched LDP using a sub-additivity argument. However, unlike Varadhan’s sub-additive argument, Zerner’s method involved hitting times and was restricted to nestling laws on environments. Recent results of Yilmaz [Yil08a, Yil08b] take a different approach, using homogenization techniques to derive quenched LDP results. The techniques used in [Yil08a] are similar to those used in [KRV06] for diffusions in a random environment, and, in [Yil08b], it is shown that, for “space-time” RWRE, the quenched and annealed rate functions are identical in a neighborhood of the critical velocity $v_P$.

6.3 Differentiability of the Annealed Rate Function

In this section, we will study the annealed rate function $H(v)$ from Theorem 6.2.1 (Recall that we are only considering nearest neighbor RWRE in this chapter.) As mentioned in Subsection 6.2.7.
many differentiability properties of the annealed rate function are known when \( d = 1 \). Until now, however, no differentiability properties of \( H(v) \) were known when \( d \geq 2 \). Our main result is the following theorem:

**Theorem 6.3.1.** Let \( X_n \) be a nearest neighbor RWRE on \( \mathbb{Z}^d \), and let \( P \) be a uniformly elliptic, i.i.d., and non-nestling measure on environments. Then, the annealed rate function \( H(v) \) is analytic in a neighborhood of \( v_P \).

The variational formula for \( H(v) \) given in [Var03] is very hard to work with. Instead of approaching a LDP through the Markov chain \( W_n \) on the huge state space \( W \), we take advantage of the i.i.d. structure present in regeneration times. From Cramér’s Theorem, differentiability properties of the large deviation rate functions for sums of i.i.d. random variables can easily be obtained. We are then able to transfer these differentiability properties to a new function \( \bar{J} \) defined in terms of large deviations for \((X_{\tau_k}, \tau_k)\), and then show that \( \bar{J}(v) = H(v) \) in a neighborhood of \( v_P \) when \( P \) is non-nestling.

We conclude the section by showing that when \( d = 1 \) and \( X_n \to +\infty \), the equality \( \bar{J}(v) = H(v) \) holds for all \( v \geq 0 \) (for both nestling and non-nestling laws \( P \)).

### 6.3.1 The Rate Function \( \bar{J} \)

Since \( P \) is non-nestling, for the remainder of this section, we fix a direction \( \ell \in S^{d-1} \) such that \( c\ell \in \mathbb{Z}^d \), for some \( c > 0 \), and \( P \) is non-nestling in direction \( \ell \). Let \( \tau_i \) be the regeneration times in direction \( \ell \). For \( \lambda \in \mathbb{R}^d \times \mathbb{R} = \mathbb{R}^{d+1} \), let

\[
\bar{\bar{X}}(\lambda) := \log \mathbb{E}e^{\lambda \cdot (X_{\tau_1}, \tau_1)}.
\]

By Theorem [6.1.3] \((X_{\tau_1}, \tau_1), (X_{\tau_2} - X_{\tau_1}, \tau_2 - \tau_1), \ldots \) is an i.i.d. sequence under \( \mathbb{P} \). Therefore, Cramér’s Theorem [DZ98] Theorem 6.1.3] implies that \( \frac{1}{n}(X_{\tau_n}, \tau_n) \) satisfies a weak LDP under \( \mathbb{P} \) with convex, good rate function

\[
\bar{I}(x,t) := \inf_{\lambda \in \mathbb{R}^{d+1}} \lambda \cdot (x,t) - \bar{\bar{X}}(\lambda).
\]

In particular, for any open, convex subset \( G \subset \mathbb{R}^{d+1} \),

\[
\lim_{k \to \infty} \frac{1}{k} \log \mathbb{P} \left( \frac{1}{k} (X_{\tau_k}, \tau_k) \in G \right) = -\inf_{(x,t) \in G} \bar{I}(x,t). \tag{6.3}
\]

Let \( H_{\ell} := \{ v \in \mathbb{R}^d : v \cdot \ell > 0 \} \). Then, for \( v \in H_{\ell} \), let

\[
\bar{J}(v) := \inf_{0 < s \leq 1} s \bar{I} \left( \frac{v}{s} \cdot \frac{1}{s} \right).
\]
Having defined the function $\bar{J}$, we now mention a few of its properties.

**Lemma 6.3.2.** $\bar{J}$ is a convex function on $H_\ell$, and $\bar{J}(v_P) = 0$.

**Proof.** We wish to show that $\bar{J}(tv_1 + (1 - t)v_2) \leq t\bar{J}(v_1) + (1 - t)\bar{J}(v_2)$ for any $v_1, v_2 \in H_\ell$ and $t \in [0, 1]$. Obviously, we may assume that $\bar{J}(v_1), \bar{J}(v_2) < \infty$, since otherwise the inequality holds trivially. For $s \in (0, 1]$ and $v \in H_\ell$, let

$$f(v, s) := s\bar{J}\left(\frac{v}{s}\right) = \sup_{\lambda \in \mathbb{R}^{d+1}} \lambda \cdot (v, 1) - s\bar{A}(\lambda).$$

Since $f(\cdot, \cdot)$ is the supremum of a family of linear functions, $f(\cdot, \cdot)$ is a convex function on $H_\ell \times (0, 1]$. For $\delta > 0$, the definition of $\bar{J}$ implies that there exist $s_1, s_2 \in (0, 1]$ such that $f(v_1, s_1) < \bar{J}(v_1) + \delta$ and $f(v_2, s_2) < \bar{J}(v_2) + \delta$. Therefore,

$$\bar{J}(tv_1 + (1 - t)v_2) = \inf_{s \in (0, 1]} f(tv_1 + (1 - t)v_2, s) \leq f(tv_1 + (1 - t)v_2, ts_1 + (1 - t)s_2)$$

$$\leq tf(v_1, s_1) + (1 - t)f(v_2, s_2)$$

$$< t\bar{J}(v_1) + (1 - t)\bar{J}(v_2) + 2\delta,$$

where the second to last inequality is due to the convexity of $f(v, s)$. Letting $\delta \to 0$ finishes the proof of the first part of the lemma.

For the second part of the lemma, note that (6.2) implies that $v_P = \frac{\bar{X}_{\ell_1}}{\bar{\tau}_1}$. Then, the law of large numbers implies that

$$\lim_{k \to \infty} \mathbb{P}\left(\left\| \frac{1}{k} (X_{\ell_k}, \tau_k) - (v_P\bar{E}_{\ell_1}, \bar{E}_{\tau_1}) \right\| < \delta \right) = 1, \quad \forall \delta > 0.$$
Since $\bar{\Lambda}(\lambda)$ is the logarithm of a non-degenerate moment generating function, $\bar{\Lambda}$ is strictly convex and analytic in a neighborhood of the origin. Then, since $\bar{I}$ is the Fenchel-Legendre transform of $\Lambda$, $\bar{I}$ is strictly convex and analytic in a neighborhood of $(v, \bar{E}_1, \bar{E}_1) = \nabla \bar{\Lambda}(0)$ (see Lemma B.1 in Appendix B). Therefore, $f(v, s) = s\bar{I}(v/s, 1/s)$ is analytic for $(v, s)$ in a neighborhood of $(v, 1/\bar{E}_1)$. Thus, it is enough to show that there exists an analytic function $s(v)$ in a neighborhood of $v_P$ such that $\bar{J}(v) = f(v, s(v))$. To this end, first note that $\bar{J}(v_P) = f(v_P, 1/\bar{E}_1) = \inf_{s \in [0, 1]} f(v_P, s) = 0$, and therefore, since $f$ is non-negative and analytic in a neighborhood of $(v_P, 1/\bar{E}_1)$, we have that $\frac{\partial f}{\partial s}(v_P, 1/\bar{E}_1) = 0$. Also, since $f(v, s)$ is a convex function, $\frac{\partial f}{\partial s}(v, s_0) = 0$ implies that $\bar{J}(v) = f(v, s_0)$. Therefore, it is enough to find an analytic function $s(v)$ in a neighborhood of $v_P$ such that $\frac{\partial f}{\partial s}(v, s(v)) = 0$. A version of the implicit function theorem [FG02, Theorem 7.6] gives the existence of such a function $s(v)$ if we can show that

$$\frac{\partial^2 f}{\partial s^2}(v_P, 1/\bar{E}_1) \neq 0. \tag{6.4}$$

To see that (6.4) holds, note that the definition of $f(v, s)$ implies

$$\frac{\partial^2 f}{\partial s^2}(v, s) = \frac{1}{s^2} f(v, 1) \cdot D^2 \bar{I} \left( \frac{v}{s}, \frac{1}{s} \right), \tag{6.5}$$

where $D^2 \bar{I}$ is the matrix of second derivatives for $\bar{I}$. However, since $\bar{I}(x, y)$ is strictly convex in a neighborhood of $(v_P \bar{E}_1, \bar{E}_1)$, $D^2 \bar{I}(x, y)$ is strictly positive definite for $(x, y)$ in a neighborhood of $(v_P \bar{E}_1, \bar{E}_1)$. Thus, from (6.5) we see that $\frac{\partial^2 f}{\partial s^2}(v_P, 1/\bar{E}_1) > 0$ and so (6.4) holds.

### 6.3.2 LDP Lower Bound

We now prove the following large deviation lower bound:

**Proposition 6.3.4** (Lower Bound). For any $v \in H_L$,

$$\lim_{\delta \to 0} \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}(\|X_n - nv\| < n\delta) \geq -\bar{J}(v).$$

**Proof.** Let $\|\xi\|_1$ denote the $L^1$ norm of the vector $\xi$. Then, it is enough to prove the statement of the proposition with $\|\cdot\|_1$ in place of $\|\cdot\|$. Also, since $\mathbb{P}(\|X_n - nv\|_1 < n\delta) \geq \mathbb{P}(\|X_n - nv\|_1 < n\delta)$, it is enough to prove the statement of the proposition with $\mathbb{P}$ in place of $\mathbb{P}$. That is, it is enough to show

$$\lim_{\delta \to 0} \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}(\|X_n - nv\|_1 < n\delta) \geq -\bar{J}(v).$$

Now, for any $\delta > 0$ and any integer $k$, since the walk is a nearest neighbor walk,

$$\mathbb{P}(\|X_n - nv\|_1 < 4n\delta) \geq \mathbb{P}(\|X_{\tau_k} - nv\|_1 < 2n\delta, |\tau_k - n| < 2n\delta).$$
For any \( t \geq 1 \), let \( k_n = k_n(t) := \lfloor n/t \rfloor \), so that \( n - t < k_n t \leq n \) for all \( n \). Thus, for any \( \delta > 0 \) and \( t \geq 1 \), and for all \( n \) large enough (so that \( n\delta > t \)),
\[
\mathbb{P}(\|X_n - n\v\|_1 < 4n\delta) \geq \mathbb{P}(\|X_{\tau_{k_n}} - n\v\|_1 < 2n\delta, |\tau_{k_n} - n| < 2n\delta) \\
\geq \mathbb{P}(\|X_{\tau_{k_n}} - k_n t\v\|_1 < k_n t\delta, |\tau_{k_n} - k_n t| < k_n t\delta).
\]

Therefore, for any \( \delta > 0 \) and \( t \geq 1 \),
\[
\liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}(\|X_n - n\v\|_1 < 4n\delta) \\
\geq \liminf_{n \to \infty} \frac{1}{k_n} \log \mathbb{P}(\|X_{\tau_{k_n}} - k_n t\v\|_1 < k_n t\delta, |\tau_{k_n} - k_n t| < k_n t\delta) \\
\geq \frac{1}{t} \liminf_{n \to \infty} \frac{1}{k} \log \mathbb{P}(\|X_{\tau_{k}} - k t\v\|_1 < k t\delta, |\tau_k - k t| < k t\delta) \\
= \frac{1}{t} \liminf_{k \to \infty} \frac{1}{k} \log \mathbb{P}(\|X_{\tau_k} - k t\v\|_1 < k t\delta, |\tau_k - k t| < k t\delta) \\
= -\frac{1}{t} \inf_{\|x - t\v\|_1 < t\delta} \tilde{I}(x,y),
\]
where the last equality is from (6.3). Then, taking \( \delta \to 0 \) we get that for any \( t \geq 1 \),
\[
\lim_{\delta \to 0} \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}(\|X_n - n\v\|_1 < 4n\delta) \geq -\frac{1}{t} \tilde{I}(vt,t).
\]
Since the above is true for any \( t \), the proof is completed by taking the supremum of the right hand side over all \( t \geq 1 \) and recalling the definition of \( \tilde{J} \). \( \square \)

**Corollary 6.3.5.** \( \tilde{J}(v) \geq H(v) \) for all \( v \in H_{\ell} \).

**Proof.** The annealed LDP in Theorem 6.2.1 implies that
\[
\lim_{\delta \to 0} \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}(\|X_n - n\v\| < n\delta) = -H(v).
\]
The proof then follows immediately from Proposition 6.3.5 \( \square \)

**Remark:** The proof of Proposition 6.3.4 does not use that \( P \) is non-nestling. In fact, it is enough to assume that \( \mathbb{P}(A_\ell) > 0 \) so that, by the remark after Theorem 6.1.3, we can use the i.i.d. structure for regeneration times under \( \tilde{P} \).

### 6.3.3 LDP Upper Bound in a neighborhood of \( v \_P \)

We now wish to prove a matching large deviation upper bound to Proposition 6.3.4. Ideally, we would like for the upper bound to be valid for all \( v \in H_\ell \), and in the next subsection we prove
that this is the case when \( d = 1 \). For \( d > 1 \) we are only able to prove a matching upper bound to Proposition 6.3.4 in a neighborhood of \( v_P \). However, this is enough to be able to prove Theorem 6.3.1.

We first prove an upper bound involving regeneration times.

**Lemma 6.3.6.** For any \( t, k \in \mathbb{N} \) and any \( x \in \mathbb{Z}^d \),

\[
P(X_{\tau_k} = x, \tau_k = t) \leq e^{-t\bar{J}(x)}.
\]

**Proof.** Chebychev’s inequality implies that, for any \( \lambda \in \mathbb{R}^{d+1} \),

\[
P(X_{\tau_k} = x, \tau_k = t) \leq e^{-\lambda(x,t)\mathbb{E}e^{\lambda(X_{\tau_k},\tau_k)}} = e^{-k(\lambda(x/k,t/k)-\bar{J}(\lambda))},
\]

where in the last equality we used the i.i.d. structure of regeneration times from Theorem 6.1.3. Thus, taking the infimum over all \( \lambda \in \mathbb{R}^{d+1} \) and using the definition of \( \bar{J} \) (with \( s = \frac{t}{k} \)),

\[
P(X_{\tau_k} = x, \tau_k = t) \leq e^{-k\bar{J}(x/k,t/k)} \leq e^{-t\bar{J}(x)}.
\]

\( \Box \)

We are now ready to give a matching upper bound to Proposition 6.3.4 in a neighborhood of \( v_P \).

**Proposition 6.3.7** (Upper Bound). There exists an \( \eta > 0 \) such that, for any \( \|v - v_P\| < \eta \) and for all \( \delta \) sufficiently small,

\[
\limsup_{n \to \infty} \frac{1}{n} \log P(\|X_n - n v\| < n \delta) \leq - \inf_{\|x - v\| < \delta} \bar{J}(x).
\]

**Proof.** Recall that, since \( P \) is non-nestling, [Szn00, Theorem 2.1] implies that \( \tau_1 \) has exponential tails. Thus, there exist constants \( C_1, C_2 > 0 \) such that \( \max \{ P(\tau_1 > x), \bar{P}(\tau_1 > x) \} \leq C_1 e^{-C_2 x} \) for all \( x > 0 \). By Lemma 6.3.3, we know that there exists an \( \eta_0 \) such that \( \bar{J} \) is analytic on \( \{ v : \|v-v_P\| < \eta_0 \} \).

We now introduce the following functions which will be useful in the proof:

\[
\alpha(r) := \sup_{v : \|v-v_P\| \leq r} \bar{J}(v), \quad \beta(r) := \sup_{v : \|v-v_P\| \leq r} \|\nabla \bar{J}(v)\|, \quad r < \eta_0.
\]

Since \( \bar{J} \) is non-negative and analytic on \( \{ v : \|v-v_P\| < \eta_0 \} \), and since \( \bar{J}(v_P) = 0 \), \( \alpha(r) \) and \( \beta(r) \) are continuous on \( [0,\eta_0] \) and \( \alpha(0) = \beta(0) = 0 \). Choose \( \varepsilon > 0 \) such that \( \frac{\varepsilon}{1-2\varepsilon} < \eta_0 \) and \( \beta \left( \frac{\varepsilon}{1-2\varepsilon} \right) < \frac{C_1}{4} \).

Then, choose \( \eta > 0 \) small enough so that \( \frac{\eta + 4\varepsilon}{1-2\varepsilon} < \eta_0 \), \( \beta \left( \frac{\eta + 4\varepsilon}{1-2\varepsilon} \right) < \frac{C_1}{4} \) and \( \alpha(\eta) < \frac{C_1}{4} \land \varepsilon C_2 \).
Having introduced the necessary notation, we now proceed with the proof. Let \( \varepsilon, \eta > 0 \) be chosen as above, let \( v \) be such that \( \|v - v_P\| < \eta \), and let \( \delta < \eta - \|v - v_P\| \). Now,

\[
P(\|X_n - nv\| < n\delta) \leq P(\exists k \leq n : \tau_k - \tau_{k-1} \geq \varepsilon n) \\
+ P(\exists k : \tau_1 < \varepsilon n, \tau_k \in (n - \varepsilon n, n], \|X_n - nv\| < n\delta, \tau_{k+1} > n). \quad (6.6)
\]

Then, since \( \bar{J}(v) \leq \alpha(\eta) < \varepsilon C_2 \),

\[
P(\exists k \leq n : \tau_k - \tau_{k-1} \geq \varepsilon n) \leq C_1 e^{-C_2 \varepsilon n} \leq C_1 e^{-n\bar{J}(v)}.
\]

Thus, we need only to bound the second term in (6.6).

Since the random walk is a nearest neighbor walk, \( \|X_n - nv\| \leq \|X_n - nv\| + |n - \tau_k| \). Thus,

\[
P(\exists k : \tau_1 < \varepsilon n, \tau_k \in (n - \varepsilon n, n], \|X_n - nv\| < n\delta, \tau_{k+1} > n) \\
\leq \sum_{k \leq n} \sum_{u \in (0, r)} \sum_{s \in (0, r)} P(\tau_1 = un, \tau_k = (1 - s)n, \|X_n - nv\| < n(\delta + s), \tau_{k+1} - \tau_k > ns),
\]

where the above sums are only over the finite number of possible \( u, s \) and \( x \) such that the probabilities are non-zero. However,

\[
P(\tau_1 = un, \tau_k = (1 - s)n, \|X_n - nv\| < n(\delta + s), \tau_{k+1} > n) \\
\leq P(\tau_1 = un, \tau_k = (1 - s - u)n, \|X_n - X_{\tau_1} - nv\| \leq n(\delta + s + u), \tau_{k+1} - \tau_k > ns) \\
= P(\tau_1 = un) P(\tau_{k-1} = (1 - s - u)n, \|X_{\tau_{k-1}} - nv\| \leq n(\delta + s + u)) P(\tau_1 > ns),
\]

where the first inequality again uses the fact that the random walk is a nearest neighbor random walk, and the last equality uses the independence structure of regeneration times from Theorem 6.1.3. Thus, since \( P(\tau_1 = un) \leq C_1 e^{-C_2 un} \) and \( P(\tau_1 > ns) \leq C_1 e^{-C_2 sn} \),

\[
P(\exists k : \tau_1 < \varepsilon n, \tau_k \in (n - \varepsilon n, n], \|X_n - nv\| < n\delta, \tau_{k+1} > n) \\
\leq \sum_{k \leq n} \sum_{u \in (0, r)} \sum_{s \in (0, r)} C_1^2 e^{c_2 u + s} P(\tau_{k-1} = (1 - s - u)n, \|X_{\tau_{k-1}} - nv\| < n(\delta + s + u)). \quad (6.7)
\]

Then, Lemma 6.3.6 implies that (6.7) is bounded above by

\[
\sum_{k \leq n} \sum_{u \in (0, r)} \sum_{s \in (0, r)} \sum_{\|x - v\| < \delta + s} e^{-n(1-s-u)\bar{J}(\frac{x}{1-s})} C_1^2 e^{-C_2(s+u)n} \\
\leq C_3 n^{d+3} \sup_{s \in (0, r)} \left( \inf_{\|x - v\| < \delta + s} e^{-n(1-s)\bar{J}(\frac{x}{1-s})} + C_2 s \right) \\
= C_3 n^{d+3} \exp \left\{ -n \left( \inf_{s \in [0, r)} \|x - v\| < \delta + s (1 - s)\bar{J}(\frac{x}{1-s}) + C_2 s \right) \right\}, \quad (6.8)
\]
for some constant $C_3$ depending only on $\varepsilon$, $\eta$ and $C_1$. Therefore, to finish the proof of the proposition, it is enough to show that the infimum in (6.8) is achieved when $s = 0$. That is, it is enough to show the infimum is larger than $\inf_{\|x-v\|<\delta} \bar{J}(x)$.

To this end, note that

$$
\inf_{s \in [0,2\varepsilon]} \inf_{\|x-v\|<\delta+s} (1-s)\bar{J}\left(\frac{x}{1-s}\right) + C_2s = \inf_{\|x-v\|<\delta} \inf_{\|y-x\|<s} (1-s)\bar{J}\left(\frac{y}{1-s}\right) + C_2s \\
\geq \inf_{\|x-v\|<\delta} \inf_{s \in [0,2\varepsilon]} \inf_{\|y-x\|<s} \left[\bar{J}(x) - (1-s)\bar{J}\left(\frac{y}{1-s}\right) - \bar{J}(x)\right] + s(C_2 - \bar{J}(x)) .
$$

(6.9)

Since $\delta < \eta - \|v - v_P\|$, then $\|x-v\| < \delta$ implies that $\|x-v_P\| < \eta$. Thus, $\|y-x\| < s$ implies that

$$
\left\|\frac{y}{1-s} - v_P\right\| \leq \left\|\frac{y-x}{1-s} + \frac{x-v_P}{1-s}\right\| \leq \frac{s}{1-s} + \frac{\|x-v_P\| + s}{1-s} \leq \frac{\eta + 2s}{1-s} \leq \frac{\eta + 4\varepsilon}{1-2\varepsilon} .
$$

Therefore, $x, \frac{y}{1-s} \in \{v : \|v - v_P\| < \eta_0\}$, since $\eta$ and $\varepsilon$ were chosen so that $\eta < \frac{\eta_0 + 4\varepsilon}{1-2\varepsilon} < \eta_0$. Since $\bar{J}$ is analytic in $\{v : \|v - v_P\| < \eta_0\}$, the mean value theorem implies that

$$
\bar{J}\left(\frac{y}{1-s}\right) - \bar{J}(x) = \nabla \bar{J}(\xi) \cdot \left(\frac{y}{1-s} - x\right)
$$

for some $\xi$ on the segment between $x$ and $y/(1-s)$. Thus,

$$
\left|\bar{J}\left(\frac{y}{1-s}\right) - \bar{J}(x)\right| \leq \sup_{\|\xi - v_P\| < \frac{\eta + 4\varepsilon}{1-2\varepsilon}} \left\|\nabla \bar{J}(\xi)\right\| \left\|\frac{y}{1-s} - x\right\| \leq \beta \left(\frac{\eta + 4\varepsilon}{1-2\varepsilon}\right) \frac{2s}{1-s} \leq \frac{C_2s}{2(1-s)} ,
$$

where the last inequality is due to our choice of $\eta$ and $\varepsilon$. Recalling (6.9), we obtain

$$
\inf_{s \in [0,2\varepsilon]} \inf_{\|x-v\|<\delta+s} (1-s)\bar{J}\left(\frac{x}{1-s}\right) + C_2s \geq \inf_{\|x-v\|<\delta} \inf_{s \in [0,2\varepsilon]} \inf_{\|y-x\|<s} \bar{J}(x) - \frac{C_2}{2} s + \bar{J}(x) \\
= \inf_{\|x-v\|<\delta} \inf_{s \in [0,2\varepsilon]} \bar{J}(x) + s \left(\frac{C_2}{2} - \bar{J}(x)\right) \\
= \inf_{\|x-v\|<\delta} \bar{J}(x) ,
$$

where the last inequality is because $\|x - v_P\| < \eta$, and thus $\bar{J}(x) \leq \alpha(\eta) < \frac{C_2}{2}$ by our choice of $\eta$.

This completes the proof of the proposition.

\[\square\]

**Corollary 6.3.8.** There exists an $\eta > 0$ such that $\bar{J}(v) \leq H(v)$ for all $\|v - v_P\| < \eta$.

**Proof.** The proof is similar to the proof of Corollary 6.3.7. Theorem 6.2.1 implies that

$$
\lim_{\delta \to 0} \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}(\|X_n - nv\| < n\delta) = -H(v) .
$$

The corollary then follows immediately from Proposition 6.3.7. \[\square\]
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The proof of Theorem 6.3.1 is now almost immediate.

**Proof of Theorem 6.3.1:**

Corollaries 6.3.5 and 6.3.8 imply that $H(v) = \bar{J}(v)$ in a neighborhood of $v_P$. Lemma 6.3.3 then implies that $H(v)$ is analytic in a neighborhood of $v_P$. \hfill \Box

6.3.4 Equality of $\bar{J}$ and $H$ when $d = 1$

For $d > 1$, we only know that $\bar{J}(v) = H(v)$ in a neighborhood of $v_P$ when $P$ is non-nestling. In this subsection, we show that when $d = 1$ and $\ell = 1$ (that is, $E_P \log \rho < 0$), the equality $\bar{J}(v) = H(v)$ holds for all $v \geq 0$. (Note that in this subsection we no longer assume that $P$ is non-nestling, but we still require $P$ to be i.i.d. and uniformly elliptic.) A crucial step in our proof of this fact is the following lemma:

**Lemma 6.3.9.** Assume $E_P \log \rho < 0$ and let $\bar{J}(0) := \lim_{v \to 0^+} \bar{J}(v)$. Then, $\bar{J}(0) = H(0)$.

The proof of Lemma 6.3.9 is rather long and technical, and thus will be given in Appendix C.

**Corollary 6.3.10.** Assume $E_P \log \rho < 0$. Then, $\|P_\omega(X_n \leq 0)\|_\infty \leq e^{-n\bar{J}(0)}$.

**Proof.** If the environment is nestling, then $\bar{J}(0) = 0$ and the statement is trivial. On the other hand, if the environment is non-nestling, [CGZ00, equation (79)] implies that $P_\omega(X_n \leq 0) \leq e^{-nH(0)}$, $P - a.s.$ The corollary then follows immediately from Lemma 6.3.9. \hfill \Box

Using Corollary 6.3.10 we obtain the following improvement of Proposition 6.3.7:

**Proposition 6.3.11 (Upper Bound ($d = 1$)).** Assume that $E_P \log \rho < 0$. Then, for any $v > 0$ and $\delta < v$,

$$
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(|X_n - nv| < \delta n) \leq -\inf_{|x-v|<\delta} \bar{J}(x).
$$

**Proof.** Let $\sigma_n := \sup\{k \leq n : X_k = 0\}$ be the time of the last visit to zero before time $n$. Then, by decomposing the path of the random walk according to $\sigma_n$ and the first hitting time of $X_n$,

$$
\mathbb{P}(|X_n - nv| < \delta n) = \sum_{|x-nv|<\delta n} \mathbb{P}(X_n = x)
= \sum_{|x-nv|<\delta n} \sum_{0 \leq t < s \leq n} \mathbb{P}(\sigma_n = t, T_x = s, X_n = x)
\leq \sum_{|x-nv|<\delta n} \sum_{0 \leq t < s \leq n} \|P_\omega(X_t = 0)\|_\infty \mathbb{P}(T_x = s-t, T_{n-1} > s-t) \|P_\omega(X_{n-s} = 0)\|_\infty
\leq \sum_{|x-nv|<\delta n} \sum_{0 \leq t < s \leq n} e^{-(n-s+t)\bar{J}(0)} \mathbb{P}(T_x = s-t, T_{n-1} > s-t),
$$

(6.10)
where the last inequality is from Corollary 6.3.10. Next, note that
\[ P(T_x = s - t, T_{-1} > s - t) = \frac{P(T_x = s - t, T_{-1} > s - t)P^x(T_{x-1} = \infty)}{P(T_{-1} = \infty)}. \] (6.11)

Since \( P_\omega(T_x = s - t, T_{-1} > s - t) \) and \( P^x_\omega(T_{x-1} = \infty) \) depend on disjoint sections of the environment,
\[ P(T_x = s - t, T_{-1} > s - t) P^x(T_{x-1} = \infty) = E^P \left[ P_\omega(T_x = s - t, T_{-1} > s - t) P^x_\omega(T_{x-1} = \infty) \right] \]
\[ = P(T_x = s - t, T_{-1} > s - t, X_r \geq x \ \forall r \geq s - t) \]
\[ = P(\exists k : \tau_k = s - t, X_{\tau_k} = x, T_{-1} = \infty). \] (6.12)

Thus, (6.11) and (6.12) imply that
\[ P(T_x = s - t, T_{-1} > s - t) \leq ne^{-(s-t)\bar{J}(\frac{x}{s-t})}, \] (6.13)

where the last inequality is from Lemma 6.3.6 and the fact that \( \tau_k = s - t \) implies \( k \leq s - t \leq n \).

Combining (6.10) and (6.13), we obtain that
\[ P(|X_n - nv| < \delta n) \leq n \sum_{|x-nv|<\delta n} \sum_{0 \leq t \leq s \leq n} e^{-(n-s+t)\bar{J}(0)} e^{-(s-t)\bar{J}(\frac{x}{s-t})} \leq n \sum_{|x-nv|<\delta n} \sum_{0 \leq t \leq s \leq n} e^{-n\bar{J}(\frac{x}{n})}, \]

where the last inequality is from the convexity of \( \bar{J} \). Therefore,
\[ P(|X_n - nv| < \delta n) \leq 2\delta n^4 \sup_{|x-v|<\delta} e^{-n\bar{J}(x)}. \]

Corollary 6.3.12. Assume \( E^P \log \rho < 0 \). Then, the annealed rate function \( H(v) \) is identical to \( \bar{J}(v) \) for all \( v \geq 0 \).

Proof. Corollary 6.3.5 and the remark that follows imply that \( \bar{J}(v) \geq H(v) \) for all \( v > 0 \), and Proposition 6.3.11 implies that \( \bar{J}(v) \leq H(v) \) for all \( v > 0 \). Thus, \( \bar{J}(v) = H(v) \) for all \( v > 0 \). Lemma 6.3.9 shows that equality holds for \( v = 0 \) as well. \( \square \)
Appendix A

A Formula for the Quenched Variance of Hitting Times

In this appendix, we will derive a formula for the quenched variance of $\tau_1$, where $\tau_1$ is the first time a random walk starting at 0 reaches 1. Recall that when $E_\omega \tau_1 < \infty$, we use $\text{Var}_\omega \tau_1 := E_\omega (\tau_1 - (E_\omega \tau_1))^2$ to denote the quenched variance of $\tau_1$. Our goal is to prove the following formula for $\text{Var}_\omega \tau_1$, which was stated in (2.9):

$$\text{Var}_\omega \tau_1 = \bar{S}(\omega) - \bar{S}(\omega) + 2 \sum_{n=1}^{\infty} \Pi_{-n+1,0} \bar{S}(\theta^{-n}\omega)^2 \quad (A.1)$$

where $\bar{S}(\omega)$ and $W_i$ are defined in (2.7) and (2.2), respectively. Since $\text{Var}_\omega \tau_1 = E_\omega \tau_1^2 - (E_\omega \tau_1)^2$, and since (2.7) implies that $E_\omega \tau_1 = \bar{S}(\omega)$, (A.1) is equivalent to

$$E_\omega \tau_1^2 = 2\bar{S}(\omega)^2 - \bar{S}(\omega) + 2 \sum_{n=1}^{\infty} \Pi_{-n+1,0} \bar{S}(\theta^{-n}\omega)^2. \quad (A.3)$$

(A.2) then follows from (A.1) by noting that $\bar{S}(\theta^{-n}\omega) = 1 + 2W_{-n}$.

To prove (A.3), we first truncate $\tau_1$ to guarantee finiteness of expectations. Let $M > 0$. Then, the decomposition of $\tau_1$ in (2.5) implies that

$$\tau_1 \wedge M \leq 1 + 1_{X_1=-1}(\tau'_0 \wedge M + \tau'_1 \wedge M),$$

where $\tau'_0$ is the time it takes to reach 0 after first hitting $-1$, and $\tau'_1$ is the time it takes to go from 0 to 1 after first hitting $-1$. Squaring both sides of the above equation and taking quenched
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expectations, it follows from the strong Markov property that

\[ E_\omega(\tau_1 \land M)^2 \leq 1 + 2E_\omega (1_{X_1 = -1} (\tau'_0 \land M + \tau'_1 \land M)) \]

\[ + E_\omega (1_{X_1 = -1}((\tau'_0 \land M)^2 + 2(\tau'_0 \land M)(\tau'_1 \land M) + (\tau'_1 \land M)^2)) \]

\[ = 1 + 2(1 - \omega_0)(E_{\theta^{-1}\omega}(\tau_1 \land M) + E_\omega(\tau_1 \land M)) \]

\[ + (1 - \omega_0)(E_{\theta^{-1}\omega}(\tau_1 \land M)^2 + 2E_{\theta^{-1}\omega}(\tau_1 \land M)E_\omega(\tau_1 \land M) + E_\omega(\tau_1 \land M)^2). \]

Solving for \( E_\omega(\tau_1 \land M)^2 \) gives

\[ E_\omega(\tau_1 \land M)^2 \leq \frac{1}{\omega_0} + 2\rho_0 (E_{\theta^{-1}\omega}(\tau_1 \land M) + E_\omega(\tau_1 \land M)) \]

\[ + \rho_0 (E_{\theta^{-1}\omega}(\tau_1 \land M)^2 + 2E_{\theta^{-1}\omega}(\tau_1 \land M)E_\omega(\tau_1 \land M)) \]

\[ \leq \frac{1}{\omega_0} + 2\rho_0 (\bar{S}(\theta^{-1}\omega) + \bar{S}(\omega) + \bar{S}(\theta^{-1}\omega)\bar{S}(\omega)) + \rho_0 E_{\theta^{-1}\omega}(\tau_1 \land M)^2 \]

\[ = 2\bar{S}(\omega)^2 - \frac{1}{\omega_0} + \rho_0 E_{\theta^{-1}\omega}(\tau_1 \land M)^2, \]

where the second inequality holds because \( E_\omega\tau_1 = \bar{S}(\omega) \), and the last equality is due to the fact that \( \rho_0\bar{S}(\theta^{-1}\omega) = \bar{S}(\omega) - \frac{1}{\omega_0} \). By iterating the above inequality, we get that

\[ E_\omega(\tau_1 \land M)^2 \leq 2 \left( \bar{S}(\omega)^2 + \rho_0\bar{S}(\theta^{-1}\omega)^2 + \cdots + \Pi_{-n+1,0}\bar{S}(\theta^{-n}\omega)^2 \right) \]

\[ - \left( \frac{1}{\omega_0} + \frac{1}{\omega_0} + \cdots + \frac{1}{\omega_0} \Pi_{-n+1,0} \right) \]

\[ + \Pi_{-n,0}E_{\theta^{-n-1}\omega}(\tau_1 \land M)^2. \]

As \( n \to \infty \), \( \bar{S}(\omega) \) tends to \( \bar{S}(\omega) \), which is finite by assumption. Also, since \( \bar{S}(\omega) \) is finite, \( \Pi_{-n,0} \to 0 \) as \( n \to \infty \), which implies that \( A.0 \) tends to zero as \( n \to \infty \). Therefore,

\[ E_\omega(\tau_1 \land M)^2 \leq 2\bar{S}(\omega)^2 + 2\sum_{n=1}^{\infty} \Pi_{-n+1,0}\bar{S}(\theta^{-n}\omega)^2 - \bar{S}(\omega). \]

monotone convergence then implies that

\[ E_\omega\tau_1^2 \leq 2\bar{S}(\omega)^2 + 2\sum_{n=1}^{\infty} \Pi_{-n+1,0}\bar{S}(\theta^{-n}\omega)^2 - \bar{S}(\omega). \]

(A.7)

If \( E_\omega\tau_1 = \bar{S}(\omega) < \infty \) but \( E_\omega\tau_1^2 = \infty \), then obviously the above can be replace by equality. On the other hand, if \( E_\omega\tau_1^2 < \infty \) we can repeat this argument without truncating by \( M \). That is,

\[ E_\omega\tau_1^2 = 2\bar{S}(\omega)^2 - \frac{1}{\omega_0} + \rho_0 E_{\theta^{-1}\omega}\tau_1^2, \]
which, after iterating, implies that

\[ E\omega \tau_1^2 = 2 \left( \bar{S}(\omega)^2 + \cdots + \Pi_{-n+1,0} \bar{S}(\theta^{-n}\omega)^2 \right) - \left( \frac{1}{\omega_0} + \cdots + \frac{1}{\omega_{-n}} \Pi_{-n+1,0} \right) + \Pi_{-n,0} E\theta^{-n-1}\omega \tau_1^2. \]

Omitting the last term and letting \( n \to \infty \), we obtain

\[ E\omega \tau_1^2 \geq 2 \bar{S}(\omega)^2 + 2 \sum_{n=1}^{\infty} \Pi_{-n+1,0} \bar{S}(\theta^{-n}\omega)^2 - \bar{S}(\omega), \quad (A.8) \]

whenever \( E\omega \tau_1^2 < \infty \). Thus, \( (A.3) \) is implied by \( (A.7) \) and \( (A.8) \).
Appendix B

Analyticity of Fenchel-Legendre Transforms

Let $F : \mathbb{R}^d \to \mathbb{R}$ be a convex function. Then, the Fenchel-Legendre transform $F^*$ of $F$ is defined by

$$F^*(x) = \sup_{\lambda \in \mathbb{R}^d} \lambda \cdot x - F(\lambda). \quad (B.1)$$

**Lemma B.1.** Let $F$ be strictly convex and analytic on an open subset $U \subset \mathbb{R}^d$. Then, $F^*$ is strictly convex and analytic in $U' := \{ y \in \mathbb{R}^d : y = \nabla F(\lambda) \text{ for some } \lambda \in U \}$.

**Proof.** Since $F$ is strictly convex on $U$, $\nabla F$ is one-to-one on $U$. Therefore, for any $x \in U'$, there exists a unique $\lambda(x) \in U$ such that $\nabla F(\lambda(x)) = x$. (That is, $x \mapsto \lambda(x)$ is the inverse function of $\nabla F$ restricted to $U$.) This implies, since $\lambda \mapsto \lambda \cdot x - F(\lambda)$ is a concave function in $\lambda$, that the supremum in (B.1) is achieved with $\lambda = \lambda(x)$ when $x \in U'$. That is,

$$F^*(x) = \lambda(x) \cdot x - F((\lambda(x))), \quad \forall x \in U'. \quad (B.2)$$

Since $F$ is analytic on $U$, then $\nabla F$ is also analytic on $U$. Then, a version of the inverse function theorem [FG02, Theorem 7.5] implies that $\lambda(\cdot)$ is analytic on $U'$ if

$$\det \left( D^2 F(x) \right) \neq 0, \quad \forall x \in U, \quad (B.3)$$

where $D^2 F$ is the matrix of second derivatives of $F$. However, since $F$ is strictly convex on $U$, $D^2 F(x)$ is strictly positive definite for all $x \in U$. Thus, (B.3) holds and so $x \mapsto \lambda(x)$ is analytic on $U'$. Recalling (B.2), we then obtain that $F^*$ is also analytic on $U'$. 

130
An application of the chain rule to (B.2) implies that
\[ \nabla F^*(x) = \lambda(x) \quad \text{and} \quad D^2 F^*(x) = D\lambda(x) = (D^2 F(\lambda(x)))^{-1}, \quad \forall x \in U'. \]

Since \( D^2 F \) is strictly positive definite on \( U \), the above implies that \( D^2 F^*(x) \) is strictly positive definite for all \( x \in U' \). Thus \( F^* \) is strictly convex on \( U' \). \( \square \)
Appendix C

Proof of Lemma 6.3.9

Recall that for Lemma 6.3.9 we are assuming that $P$ is uniformly elliptic and i.i.d., and that $E_P \log \rho < 0$. To prove Lemma 6.3.9 we first need the following lemma:

**Lemma C.1.** Assume that $E_P \log \rho < 0$. Then,

$$
\lim_{M \to \infty} \liminf_{n \to \infty} \frac{1}{Mn} \log \mathbb{P} (T_n \in [Mn, (M+1)n]) \geq -H(0).
$$

**Proof.** First, note that

$$
\mathbb{P} (T_n \in [Mn, (M+1)n]) = \frac{1}{\mathbb{P}(T_{-1} = \infty)} \mathbb{P} (T_n \in [Mn, (M+1)n], T_{-1} = \infty)
$$

$$
\geq \frac{1}{\mathbb{P}(T_{-1} = \infty)} E_P [P_\omega (T_n \in [Mn, (M+1)n], T_{-1} > T_n) P_0 \omega (T_{-1} = \infty)]
$$

$$
= \mathbb{P} (T_n \in [Mn, (M+1)n], T_{-1} > T_n),
$$

where in the last equality we used that the environment is i.i.d. Therefore, it is enough to prove

$$
\lim_{M \to \infty} \liminf_{n \to \infty} \frac{1}{Mn} \log \mathbb{P} (T_n \in [Mn, (M+1)n], T_{-1} > T_n) \geq -H(0). \quad (C.1)
$$

The idea of the proof of (C.1) is to construct an environment which is most likely to make both $T_{-1}$ and $T_n$ large. Let $\omega_{\min} := \inf \{x > 0 : P(\omega_0 \leq x) > 0 \}$. The proof of (C.1) is divided into three cases: $\omega_{\min} < \frac{1}{2}$, $\omega_{\min} > \frac{1}{2}$, and $\omega_{\min} = \frac{1}{2}$.

**Case I:** $\omega_{\min} < \frac{1}{2}$.

$E_P \log \rho_0 < 0$ and $\omega_{\min} < \frac{1}{2}$ imply that $P$ is nestling. Therefore, Theorem 6.2.2 gives that $H(0) = 0$. Now, the event $\{T_n \in [Mn, (M+1)n], T_{-1} > T_n\}$ is implied by not reaching $-1$ or $n$ by
time \( Mn \) and then taking \( n \) consecutive steps in the positive direction. Thus,
\[
\mathbb{P}(T_n \in [Mn, (M + 1)n], T_{-1} > T_n) \geq \omega_{\min}^n \mathbb{P}(T_n \land T_{-1} > Mn).
\]
Since \( P \) is uniformly elliptic, \( \omega_{\min} > 0 \) and therefore \( \lim_{M \to \infty} \lim_{n \to \infty} \frac{1}{Mn} \log \omega_{\min}^n = 0 \). Thus, to prove (C.1), it is enough to show that
\[
\lim_{M \to \infty} \lim_{n \to \infty} \frac{1}{Mn} \log \mathbb{P}(T_n \land T_{-1} > Mn) = 0. \tag{C.2}
\]

We now define a collection of environments on which the event \( \{T_n \land T_{-1} > Mn\} \) is likely. Let
\[
T_n := \left\{ \omega_x \geq \frac{1}{2}, \; \forall x \in [0, \lfloor n/2 \rfloor] \right\} \cap \left\{ \omega_x \leq \frac{1}{2}, \; \forall x \in (\lfloor n/2 \rfloor, n) \right\}.
\]
Now, we can force the event \( \{T_n \land T_{-1} > Mn\} \) to happen by forcing \( Mn \) visits to \( \lfloor n/2 \rfloor \) before first reaching \( n \) or \(-1\). That is, letting \( T_x^+ := \inf\{k > 0 : X_k = x\} \) be the first return time to \( x \),
\[
\mathbb{P}(T_n \land T_{-1} > Mn) \geq E_P \left[ P_\omega (T_{\lfloor n/2 \rfloor} < T_{-1}) P_\omega^{\lfloor n/2 \rfloor} (T_{\lfloor n/2 \rfloor}^+ < T_{-1} \land T_n) \right]^{Mn}.
\]
Since \( E_P \log \rho < 0 \) and \( \omega_{\min} < \frac{1}{2} \), we have that \( P(\omega_0 \geq \frac{1}{2}), P(\omega_0 \leq \frac{1}{2}) > 0 \). Therefore,
\[
\lim_{M \to \infty} \lim_{n \to \infty} \frac{1}{Mn} \log P(T_n) = \lim_{M \to \infty} \lim_{n \to \infty} \frac{1}{Mn} \log \left( P \left( \omega_0 \geq \frac{1}{2} \right)^{\lfloor n/2 \rfloor} P \left( \omega_0 \leq \frac{1}{2} \right)^{n - \lfloor n/2 \rfloor - 1} \right)
= \lim_{M \to \infty} \frac{1}{2M} \log \left( P \left( \omega_0 \geq \frac{1}{2} \right) P \left( \omega_0 \leq \frac{1}{2} \right) \right) = 0. \tag{C.4}
\]
A coupling argument with a simple random walk implies that
\[
P_\omega (T_{\lfloor n/2 \rfloor} < T_{-1}) \geq \frac{1}{1 + \lfloor n/2 \rfloor}, \quad \text{and} \quad P_\omega^{\lfloor n/2 \rfloor} (T_{\lfloor n/2 \rfloor}^+ < T_{-1} \land T_n) \geq 1 - \frac{2}{n}, \quad \forall \omega \in T_n.
\]
Therefore,
\[
\lim_{M \to \infty} \lim_{n \to \infty} \frac{1}{Mn} \log \left( \inf_{\omega \in T_n} P_\omega (T_{\lfloor n/2 \rfloor} < T_{-1}) P_\omega^{\lfloor n/2 \rfloor} (T_{\lfloor n/2 \rfloor}^+ < T_{-1} \land T_n) \right)^{Mn}
\geq \lim_{M \to \infty} \lim_{n \to \infty} \frac{1}{Mn} \log \left( \frac{1}{1 + \lfloor n/2 \rfloor} \left( 1 - \frac{2}{n} \right)^{Mn} \right) = 0. \tag{C.5}
\]
Applying (C.4) and (C.5) to (C.3), we obtain (C.2).

**Case II:** \( \omega_{\min} > \frac{1}{2} \).
APPENDIX C. PROOF OF LEMMA ??

We will prove (C.1) in the case where \( P(\omega_0 = \omega_{\min}) > 0 \). (The case where \( P(\omega_0 = \omega_{\min}) = 0 \) is then handled by approximation.) Let \( \tilde{\omega}_{\min} \) be the environment with \( \omega_x = \omega_{\min} \) for all \( x \). Then,

\[
P \left( T_n \in [Mn, (M + 1)n], T_n < T-1 \right) \geq P(\omega_0 = \omega_{\min})^n P_{\omega_{\min}} \left( T_n \in [Mn, (M + 1)n], T_n < T-1 \right)
\]

\[
= P(\omega_0 = \omega_{\min})^n P_{\omega_{\min}} \left( T_n < T-1 \right) P_{\omega_{\min}} \left( T_n \in [Mn, (M + 1)n] \right) T_n < T-1
\]

Letting \( \rho_{\max} := \frac{1 - \omega_{\min}}{\omega_{\min}} < 1 \), we have that \( P_{\omega_{\min}} (T_n < T-1) \geq P_{\omega_{\min}} (T_n = \infty) = 1 - \rho_{\max} > 0 \).

Since \( \lim_{M \to \infty} \lim_{n \to \infty} \frac{1}{M} \log P(\omega_0 = \omega_{\min})^n = 0 \), to complete the proof of the lemma it is enough to prove that

\[
\lim_{M \to \infty} \lim_{n \to \infty} \frac{1}{M} \log P_{\omega_{\min}} (T_n \in [Mn, (M + 1)n] \mid T_n < T-1) \geq -H(0).
\] (C.6)

Let \( \lambda := -\frac{1}{n} \log (4 \omega_{\min}(1 - \omega_{\min})) \), and recall from [CGZ00] proof of Lemma 4 that

\[
\phi(\lambda) := E_{\omega_{\min}} e^{\lambda T-1} = \begin{cases} 
\frac{1 - \sqrt{1 - e^{2(\lambda - \lambda_1)}}}{2(1 - \omega_{\min})e^{n}} & \text{if } \lambda \leq \bar{\lambda}, \\
\infty & \text{if } \lambda > \bar{\lambda}.
\end{cases}
\]

We claim that

\[
\lim_{n \to \infty} \frac{1}{n} \log E_{\omega_{\min}} [e^{\lambda T-1} \mid T_n < T-1] = \log \phi(\lambda), \quad \forall \lambda < \infty.
\] (C.7)

To see this, first note that

\[
E_{\omega_{\min}} [e^{\lambda T-1} \mid T_n < T-1] = \frac{1}{P_{\omega_{\min}} (T_n < T-1)} E_{\omega_{\min}} [e^{\lambda T-1} 1_{T_n < T-1}]
\]

\[
= \left( \frac{1 - \rho_{\max}}{1 - \rho_{\max}^n} \right) E_{\omega_{\min}} [e^{\lambda T-1} 1_{T_n < T-1}].
\] (C.8)

Since \( \rho_{\max} < 1 \), to prove (C.7) it is enough to show that \( \lim_{n \to \infty} \frac{1}{n} \log E_{\omega_{\min}} [e^{\lambda T-1} 1_{T_n < T-1}] = \phi(\lambda) \).

For \( \lambda \leq \bar{\lambda}, \) let \( \psi_{n,\lambda}(x) := E_{\omega_{\min}} [e^{\lambda T-1} 1_{T_n < T-1}] \) for \( -1 \leq x \leq n \). Then, \( \psi_{n,\lambda}(-1) = 0, \psi_{n,\lambda}(n) = 1, \) and

\[
\psi_{n,\lambda}(x) = \omega_{\min} e^{\lambda} \psi_{n,\lambda}(x + 1) + (1 - \omega_{\min}) e^{\lambda} \psi_{n,\lambda}(x - 1), \quad \forall -1 < x < n.
\]

This system of equations can be solved explicitly. In particular,

\[
\psi_{n,\lambda}(0) = E_{\omega_{\min}} [e^{\lambda T-1} 1_{T_n < T-1}] = \phi(\lambda)^n \left( \sum_{k=0}^{n} \rho_{\max}^k \phi(\lambda)^{2k} \right)^{-1}.
\] (C.9)

Since \( \phi(\lambda) \leq \phi(\bar{\lambda}) = \rho_{\max}^{-1/2} \) for all \( \lambda \leq \bar{\lambda}, \) we have that \( \sum_{k=0}^{n} \rho_{\max}^k \phi(\lambda)^{2k} \leq n + 1. \) Thus, for \( \lambda \leq \bar{\lambda}, \) the limit in (C.7) follows from (C.8) and (C.9). For \( \lambda > \bar{\lambda}, \) the limit in (C.7) then follows from the fact that \( \log E_{\omega_{\min}} [e^{\lambda T-1} 1_{T_n < T-1}] \) is a convex function of \( \lambda \) and \( \lim_{\lambda \to \bar{\lambda}^-} \phi'(\lambda) = +\infty. \)
It is easily checked that for any \( t \in (1, \infty) \), there exists a unique \( \lambda < \bar{\lambda} \) such that \((\log \phi(\lambda))' = t\). Then, since (C.7) holds, the Gärtner-Ellis Theorem [DZ98, Theorem 2.3.6] implies that
\[
\liminf_{n \to \infty} \frac{1}{n} \log P_{\omega_{\min}} (T_n \in [A_n, B_n] | T_n < T_{-1}) \geq - \inf_{t \in (A, B)} r(t), \quad \forall 1 < A < B < \infty,
\]
where \( r(t) = \sup_{\lambda} \lambda t - \log \phi(\lambda) = \bar{\lambda} t + \frac{t}{2} \log (1 - t^{-2}) + \frac{1}{2} \log \left( \rho_{\max} \frac{t+1}{t+1} \right) \) is the Fenchel-Legendre transform of \( \log \phi(\lambda) \). Since \( r(t) \) is increasing for \( t > (2\omega_{\min} - 1)^{-1} \), \( \inf_{t \in (M, M+1)} r(t) = r(M) \) for all \( M \) large enough. Therefore,
\[
\lim_{M \to \infty} \liminf_{n \to \infty} \frac{1}{Mn} \log P_{\omega_{\min}} (T_n \in [Mn, (M+1)n] | T_n < T_{-1}) \geq - \lim_{M \to \infty} \frac{1}{M} r(M) = -\bar{\lambda}.
\]
Finally, it was shown in [CGZ00] Lemma 4 and proof of Theorem 1] that \( H(0) = \bar{\lambda} \). This completes the proof of (C.6), and thus also the proof of the lemma, when \( \omega_{\min} > \frac{1}{2} \).

**Case III:** \( \omega_{\min} = \frac{1}{2} \).

The proof when \( \omega_{\min} = \frac{1}{2} \) is essentially the same as in the case \( \omega_{\min} > \frac{1}{2} \). In particular, it is enough to show (C.6). The same argument as above shows that
\[
\lim_{n \to \infty} \frac{1}{n} \log E_{\omega_{\min}} [e^{\lambda T_n} | T_n < T_{-1}] = \log \phi(\lambda), \quad \forall \lambda < \infty,
\]
where \( \phi(\lambda) := E_{\omega_{\min}} e^{\lambda T_1} = \frac{1 - \sqrt{1 - e^{\lambda}}}{e^{\lambda}} \). Since 0 is not in the interior of \( \{ \lambda \in \mathbb{R} : \phi(\lambda) < \infty \} \), we cannot directly apply the Gärtner-Ellis Theorem as was done above. However, it is still true that for any \( t \in (1, \infty) \), there exists a unique \( \lambda < 0 \) such that \((\log \phi(\lambda))' = t\). Thus, the standard exponential change in measure argument which gives the lower bound in the Gärtner-Ellis Theorem is still valid for bounded subsets of \((1, \infty)\). Therefore,
\[
\liminf_{n \to \infty} \frac{1}{n} \log P_{\omega_{\min}} (T_n \in [A_n, B_n] | T_n < T_{-1}) \geq - \inf_{t \in (A, B)} r(t), \quad \forall 1 < A < B < \infty,
\]
where \( r(t) = \frac{t}{2} \log (1 - t^{-2}) + \frac{1}{2} \log \left( \frac{t+1}{t+1} \right) \). Since \( r(t) \) is decreasing with \( \lim_{t \to \infty} r(t) = 0 \),
\[
\lim_{M \to \infty} \liminf_{n \to \infty} \frac{1}{Mn} \log P_{\omega_{\min}} (T_n \in [Mn, (M+1)n] | T_n < T_{-1}) \geq - \lim_{M \to \infty} \frac{1}{M} r(M+1) = 0.
\]
Note that \( H(0) = 0 \) since \( \omega_{\min} = 0 \) implies that \( P \) is nestling. Thus, (C.6) holds when \( \omega_{\min} = \frac{1}{2} \) as well.

**Proof of Lemma 6.3.9:**

From Corollary 6.3.5 and the remark that follows, we know that
\[
\bar{J}(0) = \lim_{v \to 0^+} J(v) \geq \lim_{v \to 0^+} H(v) = H(0).
\]
Thus, we only need to show that \( \bar{J}(0) \leq H(0) \). From Lemma C.1 (replacing \( M \) by \( \frac{1}{\varepsilon} \) and \( n \) by \( [\varepsilon n] \)),

\[
\lim_{\varepsilon \to 0^+} \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n]) \geq -H(0).
\]

Therefore, it is enough to show

\[
\lim_{\varepsilon \to 0^+} \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n]) \leq -\bar{J}(0). \tag{C.10}
\]

For an upper bound on \( \mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n]) \), note that

\[
\mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n]) = \frac{\mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n], T_1 = \infty)}{\mathbb{P}(T_1 = \infty)} \leq \frac{\mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n], T_{[\varepsilon n]} < T_1)}{\mathbb{P}(T_1 = \infty)} = \frac{\mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n], T_{[\varepsilon n]} < T_1) \mathbb{P}(\varepsilon n)(T_{[\varepsilon n]-1} = \infty)}{\mathbb{P}(T_1 = \infty)^2}. \tag{C.11}
\]

Since \( P_\omega(T_{[\varepsilon n]} \in [n, n + \varepsilon n], T_1 < T_{[\varepsilon n]} \) and \( P_\omega^{\varepsilon n}(T_{[\varepsilon n]-1} = \infty) \) depend on disjoint sections of the environment,

\[
\mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n], T_1 = \varepsilon n) \mathbb{P}(\varepsilon n)(T_{[\varepsilon n]-1} = \infty) = \mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n], T_1 = \varepsilon n) P_\omega(T_{[\varepsilon n]} \in [n, n + \varepsilon n], T_1 < T_{[\varepsilon n]} \geq \varepsilon n \quad \forall k \geq T_{[\varepsilon n]}) \\
= \mathbb{P}(\exists k : \tau_k \in [n, n + \varepsilon n], T_{[\varepsilon n]} = \varepsilon n, T_1 = \infty).
\]

Therefore, (C.11) implies that

\[
\mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n]) = \frac{\mathbb{P}(\exists k : \tau_k \in [n, n + \varepsilon n], T_{[\varepsilon n]} = \varepsilon n, T_1 = \infty)}{\mathbb{P}(T_1 = \infty)^2} = \frac{\mathbb{P}(\exists k : \tau_k \in [n, n + \varepsilon n], T_{[\varepsilon n]} = \varepsilon n)}{\mathbb{P}(T_1 = \infty)}. \tag{C.12}
\]

But then,

\[
\mathbb{P}(\exists k : \tau_k \in [n, n + \varepsilon n], X_{\tau_k} = [\varepsilon n]) \leq \sum_{k \leq \varepsilon n} \sum_{t \in [1, 1+\varepsilon]} \mathbb{P} (\tau_k = tn, X_{\tau_k} = [\varepsilon n]) \leq (\varepsilon n)^2 \sum_{t \in [1, 1+\varepsilon]} e^{-n J(\frac{\varepsilon n}{nt})}, \tag{C.13}
\]

where the last inequality is due to Lemma 6.3.6. Thus, (C.12) and (C.13) imply that

\[
\lim_{\varepsilon \to 0^+} \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}(T_{[\varepsilon n]} \in [n, n + \varepsilon n]) \leq - \lim_{\varepsilon \to 0^+} \limsup_{n \to \infty} \liminf_{t \in [1, 1+\varepsilon]} t J(\frac{\varepsilon n}{nt}) = -J(0),
\]

where the last equality is due to the fact that \( J(0) = \lim_{v \to 0^+} J(v) \) by definition. This finishes the proof of (C.10) and thus also the proof of the lemma. ☐
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