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1. Introduction

Due to a lack of flexibility, common (probability) distributions do not allow the construction of convincing statistical models for a large panel of datasets. This drawback has been the driving force behind numerous studies introducing new families’ flexible distributions. One of the most popular approaches to define such families is by using a so-called generator. In this regard, we refer the reader to the Marshall-Olkin-G family by [1], the exp-G family by [2], the beta-G family by [3], the gamma-G family by [4], the Kumaraswamy-G family by [5], the Ristić–Balakrishnan (RB)-G family (also called gamma-G type 2) by [6], the exponentiated generalized G family by [7], the logistic-G family by [8], the transformerX (TX)-G family by [9], the Weibull-G family by [10], the exponentiated half-logistic-G family by [11], the odd generalized exponential-G family by [12], the odd Burr III-G family by [13], the cosine-sine-G family by [14], the generalized odd gamma-G family by [15], the extended odd-G family by [16], the type II general inverse exponential family by [17], the truncated Cauchy power-G family by [18], the exponentiated power generalized Weibull power series-G family by [19], the exponentiated truncated inverse Weibull-G family by [20], the ratio exponentiated general-G family by [21] and the Topp-Leone odd Fréchet-G family by [22].

In this article, we propose a new family of distributions based on a novel and motivated generator. As a first comment, we can say that it generalizes, in a certain sense, the RB-G family by [6] thanks to
the use of the Box-Cox transformation. In order to substantiate this claim, the RB-G family is briefly presented below. Let \( G(x; \Psi) \) be a cumulative distribution function (cdf) of a baseline continuous distribution, where \( \Psi \) denotes one or more parameters. Then, the RB-G family is governed by the following cdf:

\[
F(x; \delta, \Psi) = 1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta, \log[G(x; \Psi)^{-1}] \right), \quad x \in \mathbb{R},
\]

where \( \delta > 0 \), \( \gamma(\delta, u) \) denotes the lower incomplete gamma function, that is, \( \gamma(\delta, u) = \int_0^u t^{\delta-1}e^{-t}dt \) with \( u > 0 \), and \( \Gamma(\delta) = \lim_{u \to +\infty} \gamma(\delta, u) \). When \( \delta \) is an integer, the cdf in (1) corresponds to the one of the \( \delta \)-th lower record value statistic with underlying cdf \( G(x; \Psi) \). Beyond this characterization, the RB-G family has been used successfully in many applied situations, providing efficient solutions for modeling different types of phenomena through observed data. In this regard, we refer to the extensive survey of [23], and the references therein. The impact of the RB-G family in the statistical society motivates the study of natural extensions, widening its field of application in a certain sense.

The idea of this article is to extend the RB-G family by replacing the logarithm transformation of \( G(x; \Psi)^{-1} \) in (1) by the Box-Cox transformation of \( G(x; \Psi)^{-1} \) depending on a tuning depth parameter \( \lambda > 0 \). More precisely, we replace \( \log[G(x; \Psi)^{-1}] \) by \( b_{\lambda} \left[ G(x; \Psi)^{-1} \right] \), where \( b_{\lambda}(y) \) denotes the Box-Cox transformation specified by \( b_{\lambda}(y) = (y^\lambda - 1)/\lambda \), with \( y \geq 1 \). We thus consider the cdf given by

\[
F(x; \lambda, \delta, \Psi) = 1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta, \frac{G(x; \Psi)^{-\lambda} - 1}{\lambda} \right), \quad x \in \mathbb{R}.
\]

The motivations and interests behind this idea are as follows:

(i) When \( \lambda \to 0 \), we have \( b_{\lambda} \left[ G(x; \Psi)^{-1} \right] = \log[G(x; \Psi)^{-1}] \) and the cdf \( F(x; \lambda, \delta, \Psi) \) given by (2) becomes (1).

(ii) When \( \lambda = 1 \), we have \( b_{\lambda} \left[ G(x; \Psi)^{-1} \right] = (1 - G(x; \Psi))/G(x; \Psi) \), which corresponds to (the inverse of) the odd transformation of \( G(x; \Psi) \), widely used this last decades in distributions theory. In the context of the gamma-G scheme, we may refer to [15,24,25]).

(iii) In full generality, the consideration of power transform of \( G(x; \Psi) \) increases its statistical possibilities, and those of the related family as well. See, for instance, Ref. [2] for the former exp-G family.

(iv) Recently, the Box-Cox transformation was implicitly used in the construction of the Muth-G family proposed by [26], with a total success in applications. In a sense, this study gives the green light for more in the application of the Box-Cox transformation for defining original families of distributions.

For the purposes of this study, the family characterized by the cdf (2) is called the Box-Cox gamma-G, abbreviated as BCG-G for the sake of conciseness. Our aim is to study the BCG-G family in detail, examining both theoretical and practical aspects, with discussions. The theory includes the asymptotic behavior of the fundamental functions with discussion on their curvatures, some results in distribution, the analytical definition of the quantile function (qf), two results on stochastic ordering, manageable series expansions of the crucial functions, moments (raw, central and incomplete), mean deviations, mean residual life function, moment generating function, Rényi entropy, various distributional results on the order statistics and generalities on the maximum likelihood approach. In the practical work, the half-Cauchy cdf is considered for \( G(x; \Psi) \), offering a new solution for modelling data presenting a highly skewed distribution to the right. The maximum likelihood approach is successfully employed to estimate the model parameters. Based on this approach, we show that our model outperforms the fitting behavior of well established competitors. All of these facts highlight the importance of the new family.

This article is made up of the following sections. In Section 2, we present the probability density and the hazard rate functions. Next, some special members of the BCG-G family are listed. In Section 3,
we derive some mathematical properties of the BCG-G family. Section 4 is devoted to a member of the BCG-G family defined with the half-Cauchy distribution as the baseline. Section 5 concerns the statistical inference of this new distribution through the maximum likelihood method. Analysis of two practical datasets is also performed. The article ends in Section 6.

2. Presentation of the BCG-G Family

First, we recall that the BCG-G family is specified by the cdf $F(x; \lambda, \delta, \Psi)$ in (2). When differentiating, its probability density function (pdf) is obtained as

$$f(x; \lambda, \delta, \Psi) = \frac{1}{\Gamma(\delta)} g(x; \Psi) G(x; \Psi)^{-\lambda-1} \left( \frac{G(x; \Psi)^{-\lambda} - 1}{\lambda} \right)^{\delta-1} e^{-\left( \frac{G(x; \Psi)^{-\lambda} - 1}{\lambda} \right)}, \quad x \in \mathbb{R}. \quad (3)$$

When the baseline distribution is a lifetime distribution, another fundamental function is the hazard rate function (hrf) defined by

$$h(x; \lambda, \delta, \Psi) = \frac{f(x; \lambda, \delta, \Psi)}{1 - F(x; \lambda, \delta, \Psi)} = \frac{1}{\gamma} \left( \frac{G(x; \Psi)^{-\lambda-1}}{\lambda} \right)^{\delta-1} e^{-\left( \frac{G(x; \Psi)^{-\lambda} - 1}{\lambda} \right)}, \quad x \in \mathbb{R}. \quad (4)$$

Here, $1 - F(x; \lambda, \delta, \Psi)$ corresponds to the survival function of the BCG-G family. One can also expressed the reversed and cumulative hrfs defined by $h(x; \lambda, \delta, \Psi) = f(x; \lambda, \delta, \Psi) / F(x; \lambda, \delta, \Psi)$ and $\Omega(x; \lambda, \delta, \Psi) = -\log[1 - F(x; \lambda, \delta, \Psi)]$, respectively. Some special members of the BCG-G family are presented in Table 1, taking classical baseline distributions with various supports and number of parameters. To our knowledge, none of them has ever been evoked in the literature.

| Baseline Distribution | Support | New Cdf | Parameters |
|-----------------------|---------|---------|------------|
| Uniform               | $(0, \theta)$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{x/(\theta)^{\delta-1}}{\lambda} \right)$ | $(\lambda, \delta, \theta)$ |
| Benford               | $(1, \theta)$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{\log x / \log \theta}{\lambda} \right)^{-\delta-1}$ | $(\lambda, \delta, \theta)$ |
| Exponential           | $(0, +\infty)$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{1 - e^{-x/\lambda}}{\lambda} \right)^{-\delta-1}$ | $(\lambda, \delta, \theta)$ |
| Weibull               | $(0, +\infty)$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{1 - e^{-x/\lambda}}{\lambda} \right)^{-\delta-1}$ | $(\lambda, \delta, \theta, \alpha)$ |
| Pareto                | $(\theta, +\infty)$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{1 - \theta / x^{\delta-1}}{\lambda} \right)$ | $(\lambda, \delta, \theta, k)$ |
| Fréchet               | $(0, +\infty)$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{1 + x/\lambda}{\lambda} \right)^{-\delta-1}$ | $(\lambda, \delta, \theta, \alpha)$ |
| Burr XII              | $(0, +\infty)$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{1 - 1 + (x/\lambda)^{\delta-1}}{A} \right)$ | $(\lambda, \delta, s, k, c)$ |
| Gamma                 | $(0, +\infty)$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{1 + \sqrt{(\theta x/\lambda)^{\delta-1}}}{\lambda} \right)$ | $(\lambda, \delta, \theta)$ |
| half-Cauchy           | $(0, +\infty)$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{[2/\pi] \arctan(x/\lambda)^{\delta-1}}{\lambda} \right)$ | $(\lambda, \delta, \theta)$ |
| Logistic              | $\mathbb{R}$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{[1 + e^{-x/\lambda}]^{\delta-1}}{\lambda} \right)$ | $(\lambda, \delta, \mu, s)$ |
| Normal                | $\mathbb{R}$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{\Phi((x-\mu)/\sigma)^{\delta-1}}{\lambda} \right)$ | $(\lambda, \delta, \mu, c)$ |
| Gumbel                | $\mathbb{R}$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{\exp[\lambda e^{(x-\mu)/\sigma}]^{\delta-1}}{\lambda} \right)$ | $(\lambda, \delta, \mu, c)$ |
| Cauchy                | $\mathbb{R}$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta \frac{[1/\pi] \arctan((x-\mu)/\sigma)+1/2}^{\delta-1}}{\lambda} \right)$ | $(\lambda, \delta, \mu, \theta)$ |

Let us mention that the BCG-G member defined with the half-Cauchy cdf as the baseline will be in the center of our practical investigations in Section 4 (for reasons which will be explained later).
3. General Mathematical Properties

This section deals with some mathematical properties of the BCG-G family.

3.1. Asymptotic Behavior

We now study the asymptotic behavior of the BCG-G cdf $F(x; \lambda, \delta, \Psi)$, pdf $f(x; \lambda, \delta, \Psi)$ and hrf $h(x; \lambda, \delta, \Psi)$ given by (2), (3) and (4), respectively. Among other things, this allows us to understand the impact of the parameters $\lambda$ and $\delta$, as well as the baseline distribution, on the tails of the corresponding distributions.

Thus, in the case $G(x; \Psi) \to 0$, using the following equivalence result: $\int_u^{+\infty} t^{\delta-1} e^{-t} dt \sim u^{\delta-1} e^{-u}$ for $u \to \infty$, the following equivalences hold:

$$F(x; \lambda, \delta, \Psi) \sim \frac{1}{\Gamma(\delta)\lambda^{\delta-1}} G(x; \Psi)^{-\lambda(\delta-1)} e^{-\left(\frac{G(x; \Psi)^{-\lambda-1}}{\lambda}\right)},$$

and

$$f(x; \lambda, \delta, \Psi) \sim h(x; \lambda, \delta, \Psi) \sim \frac{1}{\Gamma(\delta)\lambda^{\delta-1}} \theta(x; \Psi)G(x; \Psi)^{-\lambda\delta-1} e^{-\left(\frac{G(x; \Psi)^{-\lambda-1}}{\lambda}\right)}.$$

In the case $G(x; \Psi) \to 1$, the following equivalence results: $\gamma(\delta, u) \sim u^\delta / \delta$ and $(1 - u)^{-\lambda} \sim 1 + \lambda u$ for $u \to 0$, give

$$F(x; \lambda, \delta, \Psi) \sim 1 - \frac{1}{\Gamma(\delta)} \left(\frac{G(x; \Psi)^{-\lambda-1}}{\lambda}\right)^{\delta} \sim 1 - \frac{1}{\Gamma(\delta)\delta} (1 - G(x; \Psi))^\delta,$$

$$f(x; \lambda, \delta, \Psi) \sim \frac{1}{\Gamma(\delta)} \theta(x; \Psi) \left(\frac{G(x; \Psi)^{-\lambda-1}}{\lambda}\right)^{\delta-1} \sim \frac{1}{\Gamma(\delta)} \theta(x; \Psi)(1 - G(x; \Psi))^{\delta-1}$$

and

$$h(x; \lambda, \delta, \Psi) \sim \delta \frac{\theta(x; \Psi)}{1 - G(x; \Psi)}.$$

Thus, the asymptotic behavior of $h(x; \lambda, \delta, \Psi)$ is proportional to the baseline hrf, with $\delta$ as the coefficient of proportionality. Moreover, we can notice that, for the three functions, the impact of $\lambda$ is strong when $G(x; \Psi) \to 0$, while it is nonexistent when $G(x; \Psi) \to 1$. Thus, it plays an important role in modulating the degree of asymmetry of the corresponding distribution.

3.2. Shapes of the BCG-G Pdf and the Hrf

In the following, we analytically describe the shapes of the BCG-G pdf and hrf. A critical point of the BCG-G pdf is obtained as the root of the following equation: $\partial \log[f(x; \lambda, \delta, \Psi)]/\partial x = 0$, where

$$\frac{\partial}{\partial x} \log[f(x; \lambda, \delta, \Psi)] = \frac{\partial \theta(x; \Psi)/\partial x}{\theta(x; \Psi)} - (\lambda + 1) \frac{\theta(x; \Psi)}{G(x; \Psi)} - \lambda(\delta - 1) \frac{G(x; \Psi)^{-\lambda-1} \theta(x; \Psi)}{G(x; \Psi)^{-\lambda-1}} + G(x; \Psi)^{-\lambda-1} \theta(x; \Psi).$$
In view of these equations, we have no guarantee for the uniqueness of a critical point for any $G(x; \Psi)$; more than one root can exist. Now, let $\zeta(x) = \partial^2 \log[f(x; \lambda, \delta, \Psi)]/\partial x^2$. Then, we can express it as

$$
\zeta(x) = \frac{(\partial^2 g(x; \Psi)/\partial x^2) g(x; \Psi) - (\partial g(x; \Psi)/\partial x)^2}{g(x; \Psi)^2} - (\lambda + 1) \frac{(\partial g(x; \Psi)/\partial x) G(x; \Psi) - g(x; \Psi)^2}{G(x; \Psi)^2} \\
- \lambda(\delta - 1) \frac{(\partial g(x; \Psi)/\partial x) G(x; \Psi)(1 - G(x; \Psi)^\lambda) - g(x; \Psi)^2(1 - (\lambda + 1)G(x; \Psi)^\lambda)}{G(x; \Psi)^2(1 - G(x; \Psi)^\lambda)^2} \\
- (\lambda + 1) G(x; \Psi)^{-\lambda - 2} g(x; \Psi)^2 + G(x; \Psi)^{-\lambda - 1} \partial g(x; \Psi)/\partial x.
$$

If $x = x_0$ denotes a critical point, then it corresponds to a “local maximum” if $\zeta(x_0) < 0$, a “local minimum” if $\zeta(x_0) > 0$ and a “point of inflection” if $\zeta(x_0) = 0$.

Likewise, a critical point of the BCG-G hr is obtained as the root of the following equation: $\partial \log[h(x; \lambda, \delta, \Psi)]/\partial x = 0$, where

$$
\frac{\partial}{\partial x} \log[h(x; \lambda, \delta, \Psi)] = \\
\frac{\partial g(x; \Psi)/\partial x}{g(x; \Psi)} - (\lambda + 1) \frac{g(x; \Psi)}{G(x; \Psi)} - \lambda(\delta - 1) \frac{G(x; \Psi)^{-\lambda - 1} g(x; \Psi) G(x; \Psi)^{-\lambda - 1}}{G(x; \Psi)^2(1 - G(x; \Psi)^\lambda)^2} \\
+ G(x; \Psi)^{-\lambda - 1} \partial g(x; \Psi)/\partial x.
$$

Again, more than one root can exist. Let $\zeta(x) = \partial^2 \log[h(x; \lambda, \delta, \Psi)]/\partial x^2$. Then, after some development, we get

$$
\zeta(x) = \frac{(\partial^2 g(x; \Psi)/\partial x^2) g(x; \Psi) - (\partial g(x; \Psi)/\partial x)^2}{g(x; \Psi)^2} - (\lambda + 1) \frac{(\partial g(x; \Psi)/\partial x) G(x; \Psi) - g(x; \Psi)^2}{G(x; \Psi)^2} \\
- \lambda(\delta - 1) \frac{(\partial g(x; \Psi)/\partial x) G(x; \Psi)(1 - G(x; \Psi)^\lambda) - g(x; \Psi)^2(1 - (\lambda + 1)G(x; \Psi)^\lambda)}{G(x; \Psi)^2(1 - G(x; \Psi)^\lambda)^2} \\
- (\lambda + 1) G(x; \Psi)^{-\lambda - 2} g(x; \Psi)^2 + G(x; \Psi)^{-\lambda - 1} \partial g(x; \Psi)/\partial x \\
+ \frac{1}{\gamma \left( \frac{G(x; \Psi)^{-\lambda - 1}}{\lambda} \right)} \left[ (\partial g(x; \Psi)/\partial x) G(x; \Psi)^{-\lambda - 1} \left( \frac{G(x; \Psi)^{-\lambda - 1}}{\lambda} \right)^{\delta - 1} \\
- \lambda + 1) g(x; \Psi)^2 G(x; \Psi)^{-\lambda - 2} \left( \frac{G(x; \Psi)^{-\lambda - 1}}{\lambda} \right)^{\delta - 1} \\
- (\delta - 1) g(x; \Psi)^2 G(x; \Psi)^{-2(\lambda + 1)} \left( \frac{G(x; \Psi)^{-\lambda - 1}}{\lambda} \right)^{\delta - 2} \\
+ g(x; \Psi)^2 G(x; \Psi)^{-2(\lambda + 1)} \left( \frac{G(x; \Psi)^{-\lambda - 1}}{\lambda} \right)^{\delta - 1} \\
+ \frac{1}{\gamma \left( \frac{G(x; \Psi)^{-\lambda - 1}}{\lambda} \right)^2} \left( \frac{G(x; \Psi)^{-\lambda - 1}}{\lambda} \right)^{2(\delta - 1)} e^{-2 \left( \frac{G(x; \Psi)^{-\lambda - 1}}{\lambda} \right)^{\delta - 1}} \right] e^{-2 \left( \frac{G(x; \Psi)^{-\lambda - 1}}{\lambda} \right)^{\delta - 1}}.
$$

The If $x = x_0$ denotes such a critical point, then its nature depends on the sign of $\zeta(x_0)$; it is a local maximum if $\zeta(x_0) < 0$, a local minimum if $\zeta(x_0) > 0$ and a point of inflection if $\zeta(x_0) = 0$. Finally, let us mention that the above critical points can be determined using any mathematical software (R, Python, Mathematica, Maple...).
3.3. Basic Distributional Results

Some distributional results involving the BCG-G family are now presented. Let \( Y \) be a random variable (rv) with the gamma distribution with parameters 1 and \( \delta \), that is with pdf given as \( r(x) = (1/\Gamma(\delta))x^{\delta-1}e^{-x}, x > 0 \). Then, \( Y \) follows the gamma distribution with the parameters 1 and \( \delta \). Let \( X \) be a random variable (rv) with the gamma distribution with parameters 1 and \( \lambda \). Then, \( Y \) follows the gamma distribution with the parameters 1 and \( \lambda \)

\[
Y = b_\lambda[G(X; \Psi)^{-1}] = \frac{G(X; \Psi)^{-\lambda} - 1}{\lambda}
\]

follows the gamma distribution with the parameters 1 and \( \delta \).

3.4. Quantile Function with Applications to Asymmetry and Kurtosis

Many practical purposes require an explicit form for the qf. Here, the qf of the BCG family is

\[
Q(y; \lambda, \delta, \Psi) = Q_G\left[\left(1 + \lambda \gamma^{-1}(\delta, (1 - y)\Gamma(\delta))\right)^{-1/\lambda}; \Psi\right], \quad y \in (0, 1),
\]

where \( \gamma^{-1}(\delta, u) \) is the inverse function of \( \gamma(\delta, u) \) with respect to \( u \), as described in [27]. Thus, the first quartile is \( Q(1/4; \lambda, \delta, \Psi) \), the median is \( M = Q(1/2; \lambda, \delta, \Psi) \), the third quartile is \( Q(3/4; \lambda, \delta, \Psi) \) and the H-spread is \( H = Q(3/4; \lambda, \delta, \Psi) - Q(1/4; \lambda, \delta, \Psi) \).

From (5), one can define diverse robust measures of skewness and kurtosis as the Galton skewness \( S \) proposed by [28] and the Moors kurtosis \( K \) introduced by [29]. They are defined as

\[
S = |Q(3/4; \lambda, \delta, \Psi) - 2Q(1/2; \lambda, \delta, \Psi) + Q(1/4; \lambda, \delta, \Psi)| H^{-1}
\]

and

\[
K = |Q(7/8; \lambda, \delta, \Psi) - Q(5/8; \lambda, \delta, \Psi) + Q(3/8; \lambda, \delta, \Psi) - Q(1/8; \lambda, \delta, \Psi)| H^{-1},
\]

respectively. Then, the considered BCG-G distribution is left skewed, symmetric or right skewed according to \( S < 0, S = 0 \) or \( S > 0 \), respectively. As for \( K \), it measures the degree of tail heaviness. The main advantages of \( S \) and \( K \) are to (i) be robust to eventual outliers and (ii) always exist, whatever the existence or not of moments.

3.5. Stochastic Ordering

We now describe two stochastic ordering results on the BCG-G family, one is related to the parameter \( \lambda \) and the other to the parameter \( \delta \). First, for any \( \lambda > 0 \), based on (1) and (2), the following first-order stochastic dominance holds:

\[
F(x; \lambda, \delta, \Psi) \leq F(x; \delta, \Psi).
\]

Indeed, we have \( e^x \geq 1 + x \) for all \( x \in \mathbb{R} \), implying that \( b_\lambda[G(x; \Psi)^{-1}] \geq \log(G(x; \Psi)^{-1}) \), and the function \( \gamma(\delta, u) \) is increasing with respect to \( u \), implying the desired result. Therefore, the BCG-G family first-order stochastically dominates the RB-G family.

We now reveal how two different members of the BCG-G family with the same baseline but with different parameters can be compared. Let \( \delta_1, \delta_2 > 0 \), and \( X_1 \) and \( X_2 \) be two rvs such that \( X_1 \) has the BCG-G pdf \( f(x; \lambda, \delta_1, \Psi) \) and \( X_2 \) has the BCG-G pdf \( f(x; \lambda, \delta_2, \Psi) \). Then, if \( \delta_2 \leq \delta_1 \), the ratio function \( U(x; \lambda, \delta_1, \delta_2, \Psi) = f(x; \lambda, \delta_1, \Psi) / f(x; \lambda, \delta_2, \Psi) \) is decreasing with respect to \( x \) since

\[
\frac{\partial}{\partial x} U(x; \lambda, \delta_1, \delta_2, \Psi) = \frac{1}{\Gamma(\delta_1)} (\delta_2 - \delta_1) \left( \frac{G(x; \Psi)^{-\lambda} - 1}{\lambda} \right) ^{\delta_1 - \delta_2 - 1} G(x; \Psi)^{-\lambda - 1} g(x; \Psi) \leq 0.
\]
Therefore, \( X_2 \) is stochastically greater than \( X_1 \) with respect to the likelihood ratio order. Others stochastic ordering information can be derived, as those listed in [30].

### 3.6. Manageable Series Expansions

This part is devoted to manageable series expansions of the BCG-G cdf and pdf, allowing a vast exploration of their mathematical properties.

First, let us determine a series expansion for the BCG-G cdf. By virtue of the classical exponential series expansion, we get

\[
\gamma(\delta, u) = \int_0^u t^{\delta-1} e^{-t} dt = \sum_{k=0}^{+\infty} \frac{(-1)^k}{k!} \int_0^u t^{k+\delta-1} dt = \sum_{k=0}^{+\infty} \frac{(-1)^k}{k!(k+\delta)} u^{k+\delta}.
\]

Therefore,

\[
F(x; \lambda, \delta, \Psi) = 1 - \frac{1}{\Gamma(\delta)} \sum_{k=0}^{+\infty} \frac{(-1)^k}{k!(k+\delta)} \left( \frac{G(x; \Psi)^{-\lambda} - 1}{\lambda} \right)^{k+\delta}.
\]

Since \( G(x; \Psi) \in (0, 1) \), with exclusion of the limit cases, the generalized binomial theorem gives

\[
\left(1 - G(x; \Psi)^{\lambda}\right)^{k+\delta} = \sum_{\ell=0}^{+\infty} \binom{k+\delta}{\ell} (-1)^\ell G(x; \Psi)^{\lambda\ell}.
\]

On the other side, by applying the generalized binomial theorem two times in a row, we obtain

\[
G(x; \Psi)^{-\lambda(k+\delta-\ell)} = \sum_{m=0}^{+\infty} \left(\frac{-\lambda(k+\delta-\ell)}{m}\right)(-1)^m(1 - G(x; \Psi))^m = \sum_{m=0}^{+\infty} \sum_{u=0}^{m} \binom{m}{u} (-1)^{m-u} G(x; \Psi)^u
\]

\[
= \sum_{u=0}^{+\infty} \sum_{m=u}^{+\infty} \binom{m}{u} (-1)^{m-u} G(x; \Psi)^u.
\]

Hence, we can write

\[
F(x; \lambda, \delta, \Psi) = 1 - \sum_{u=0}^{+\infty} c_u W_u(x; \Psi),
\]

where

\[
c_u = \frac{(-1)^u}{\Gamma(\delta)\lambda^\delta} \sum_{k=0}^{+\infty} \sum_{\ell=0}^{+\infty} \sum_{m=0}^{+\infty} \frac{(-1)^{k+\ell+m}}{k!(k+\delta)\lambda^k \ell^m} \left(\frac{-\lambda(k+\delta-\ell)}{m}\right) \binom{m}{u}
\]

and \( W_u(x; \Psi) = G(x; \Psi)^u \). One can remark that, for \( u \geq 1 \), \( W_u(x; \Psi) \) is the well-known exp-G cdf with power parameter \( u \), as presented in [2].

An alternative series expression is

\[
F(x; \lambda, \delta, \Psi) = \sum_{u=0}^{+\infty} d_u W_u(x; \Psi), \quad (8)
\]

where \( d_0 = 1 - c_0 \) and, for \( u \geq 1 \), \( d_u = -c_u \). That is, the BCG-G cdf can be expressed as an infinite linear combination of exp-G cdfs.
For further purposes, we now introduce the pdf of the exp-G distribution with power parameter $u + 1$; it is defined by $w_{u+1}(x; \Psi) = (u + 1) G(x; \Psi)^u g(x; \Psi)$. Then, upon differentiation of (8), the following series expansion for $f(x; \lambda, \delta, \Psi)$ is derived:

$$f(x; \lambda, \delta, \Psi) = \sum_{u=0}^{+\infty} d_{u+1} w_{u+1}(x; \Psi). \tag{9}$$

For numerical purposes, in many cases, the infinite bound can be substituted by any large integer number with an acceptable loss of precision.

Moreover, the kurtosis $\gamma_4$ is left skewed, symmetric or right skewed according to $\gamma_1 < 0$, $\gamma_1 = 0$ or $\gamma_1 > 0$, respectively. Moreover, the kurtosis measures its flatness. Thus, they have the same roles to $S$ and $K$, respectively, but without guarantee of existence.
3.9. Incomplete Moments

The \( r \)-th incomplete moment of \( X \) is defined by

\[
\mu_r^*(t) = \mathbb{E}(X^r 1_{\{X \leq t\}}) = \int_{-\infty}^{t} x^r f(x; \lambda, \delta, \Psi) dx, \quad t > 0,
\]

where \( 1_{\mathcal{A}} \) denotes the indicator function over the event \( \mathcal{A} \). Using the series expansion given by (9), we also have

\[
\mu_r^*(t) = \sum_{u=0}^{+\infty} d_{u+1} \mathbb{E}(Y_u^r 1_{\{Y_u \leq t\}}),
\]

where \( \mathbb{E}(Y_u^r 1_{\{Y_u \leq t\}}) = \int_{-\infty}^{t} x^r w_{u+1}(x; \Psi) dx = (u + 1) \int_{0}^{\frac{G(y; \Psi)}{G(y; \Psi)}} y^u dy. \)

From the incomplete moments, several important mathematical quantities related to the BCG-G family can be expressed. Some of them are presented below. First, the mean deviation of \( X \) about the mean has the following expression:

\[
\delta_{\mu_1} = \mathbb{E}(|X - \mu_1|) = 2\mu_1^* F(\mu_1; \lambda, \delta, \Psi) - 2\mu_1^*(\mu_1).
\]

Also, the mean deviation of \( X \) about the median is given by

\[
\delta_M = \mathbb{E}(|X - M|) = \mu_1^* - 2\mu_1^*(M).
\]

These two mean deviations can be used as measurements of the degree of dispersion of \( X \).

The Bonferroni and Lorenz curves are, respectively, given by

\[
B(x) = \frac{\mu_1^* [Q(x; \lambda, \delta, \Psi)]}{\mu_1^* Q(x; \lambda, \delta, \Psi)}, \quad L(x) = \frac{\mu_1^* [Q(x; \lambda, \delta, \Psi)]}{\mu_1^*}, \quad x \in (0, 1).
\]

They have numerous applications in various areas such as econometrics, finance, medicine, demography and insurance. We may refer the reader to [31].

The \( r \)-th moment of the residual life for \( X \) is given as

\[
U_r(t) = \mathbb{E}((X - t)^r \mid X > t) = \frac{1}{1 - F(t; \lambda, \delta, \Psi)} \int_{t}^{+\infty} (x - t)^r f(x; \lambda, \delta, \Psi) dx
\]

and the \( r \)-th moment of the reversed residual life for \( X \) is defined by

\[
V_r(t) = \mathbb{E}((t - X)^r \mid X \leq t) = \frac{1}{F(t; \lambda, \delta, \Psi)} \int_{-\infty}^{t} (t - x)^r f(x; \lambda, \delta, \Psi) dx.
\]

Using the classical binomial formula, they can be expressed in terms of incomplete moments as

\[
U_r(t) = \frac{1}{1 - F(t; \lambda, \delta, \Psi)} \sum_{k=0}^{r} \binom{r}{k} (-1)^{r-k} t^{r-k} [\mu_k^* - \mu_k^*(t)].
\]

and

\[
V_r(t) = \frac{1}{F(t; \lambda, \delta, \Psi)} \sum_{k=0}^{r} \binom{r}{k} (-1)^k t^{r-k} \mu_k^*(t),
\]

respectively. The mean residual life and mean reversed residual life of \( X \) follow by taking \( r = 1 \). Further details and applications on the moments of the residual life and reversed residual life of a random variable can be found in [32].
3.10. Moment Generating Function

More general to the moments, the moment generating function of X is given by

\[ M(t; \lambda, \delta, \Psi) = \mathbb{E}(e^{tX}) = \int_{-\infty}^{+\infty} e^{tx} f(x; \lambda, \delta, \Psi) dx, \quad t \in \mathbb{R}. \]

Using the series expansion given by (9), we also have

\[ M(t; \lambda, \delta, \Psi) = \sum_{n=0}^{\infty} d_n(t^{\lambda+1} e^{\lambda t}), \]

where \( \mathbb{E}(e^{tY_u}) = \int_{-\infty}^{+\infty} e^{tx} w_{u+1}(x; \Psi) dx = (u+1) \int_{0}^{1} e^{tQ_G(y; \Psi)} y^u dy \) or, eventually, \( \mathbb{E}(e^{tY_u}) = \sum_{u=0}^{\infty} (t^u \nu^u) \mathbb{E}(Y_u^u) \). The r-th moment of X follows from the formula: \( \mu'_r = \frac{\partial^r M(t; \lambda, \delta, \Psi)}{\partial t^r} \bigg|_{t=0} \).

3.11. Rényi Entropy

The Rényi entropy introduced by [33] is a measure of variation of the uncertainty used in many areas as engineering, biometrics, quantum information and ecology. Here, we discuss the Rényi entropy of the BCG-G family. Let \( v > 0 \) with \( v \neq 1 \). Then, the Rényi entropy of the BCG-G family is specified by

\[ I(v) = \frac{1}{1-v} \log \left( \int_{-\infty}^{+\infty} f(x; \lambda, \delta, \Psi)^v dx \right). \]

Now, let us notice that

\[ f(x; \lambda, \delta, \Psi)^v = \frac{1}{\Gamma(\delta)^v \lambda^v (\delta - 1)} g(x; \Psi)^v G(x; \Psi)^{-(\lambda + 1)} \left( \frac{G(x; \Psi)^{-(\lambda - 1)}}{\lambda} \right)^{v(\delta - 1)} e^{-(\frac{g(x; \Psi)}{\lambda})^{1 - v(\delta - 1)}}. \]

By virtue of the exponential series expansion, we get

\[ f(x; \lambda, \delta, \Psi)^v = \frac{1}{\Gamma(\delta)^v \lambda^v (\delta - 1)} g(x; \Psi)^v G(x; \Psi)^{-(\lambda + 1)} \sum_{k=0}^{\infty} \frac{(-1)^k \nu^k}{k! \lambda^k} \left( \frac{g(x; \Psi)}{\lambda} \right)^k G(x; \Psi)^{-(\lambda + 1)} G(x; \Psi)^{-(\lambda - 1)} (1 - G(x; \Psi)^{\lambda})^{k + v(\delta - 1)} G(x; \Psi)^{-\lambda k - v(\lambda - 1)}. \]

The generalized binomial theorem yields

\[ f(x; \lambda, \delta, \Psi)^v = \frac{1}{\Gamma(\delta)^v \lambda^v (\delta - 1)} \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} e_{k,\ell} G(x; \Psi)^{-(\lambda k - \lambda \ell + 1)} G(x; \Psi)^{v}, \]

where

\[ e_{k,\ell} = \frac{(-1)^{k+\ell} \nu^k}{k! \lambda^k \ell!} \left( \frac{k + v(\delta - 1)}{\ell} \right). \]

By putting this expansion into (12), we can express I(v) as

\[ I(v) = \frac{1}{1-v} \left\{ -v \log[\Gamma(\delta)] - v(\delta - 1) \log(\lambda) \right. \]

\[ + \log \left[ \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} e_{k,\ell} \int_{-\infty}^{+\infty} G(x; \Psi)^{-(\lambda k - \lambda \ell + 1)} G(x; \Psi)^v dx \right]. \]

We can express the last integral term as

\[ \int_{-\infty}^{+\infty} G(x; \Psi)^{-(\lambda k - \lambda \ell + 1)} G(x; \Psi)^v dx = \int_{0}^{1} y^{-(\lambda k - \lambda \ell + 1)} G(Q_G(y; \Psi), \Psi)^v dy. \]
Numerical evaluation of this integral is feasible.

3.12. Order Statistics

The order statistics are classical rvs modelling a wide variety of real-life phenomena. Here, we derive tractable expressions for their pdfs as well as their moments in the context of the BCG-G family. Let \( X_1, \ldots, X_n \) be \( n \) rvs having the BCG-G pdf. Then, the pdf of the \( i \)-th order statistic of \( X_1, \ldots, X_n \) is given by

\[
f_{i:n}(x; \lambda, \delta, \Psi) = \frac{n!}{(i-1)!(n-i)!} \sum_{j=0}^{n-i} \binom{n-i}{j} (-1)^j F(x; \lambda, \delta, \Psi)^{j+i-1} f(x; \lambda, \delta, \Psi).
\]

It follows from the series expansions for \( F(x; \lambda, \delta, \Psi) \) and \( f(x; \lambda, \delta, \Psi) \) given by (8) and (9), respectively, that

\[
f_{i:n}(x; \lambda, \delta, \Psi) = \frac{n!}{(i-1)!(n-i)!} \sum_{j=0}^{n-i} \binom{n-i}{j} (-1)^j \left( \sum_{u=0}^{+\infty} d_u W_u(x; \Psi) \right)^{j+i-1} \sum_{v=0}^{+\infty} d_{v+1} w_{v+1}(x; \Psi). \tag{13}
\]

Since \( W_u(x; \Psi) = G(x; \Psi)^u \), owing to a result by [34], the following equality holds:

\[
\left[ \sum_{u=0}^{+\infty} d_u W_u(x; \Psi) \right]^{j+i-1} = \sum_{k=0}^{+\infty} \xi_k W_k(x; \Psi),
\]

with \( \xi_k \) defined by the following recursive formula: \( \xi_0 = d_0^{j+i-1} \) and, for \( k \geq 1 \), \( \xi_k = (1/(kd_0)) \sum_{\ell=1}^{k} [\ell(j+i)-k]d_{\ell} \xi_{k-\ell} \). Now, (13) becomes

\[
f_{i:n}(x; \lambda, \delta, \Psi) = \frac{n!}{(i-1)!(n-i)!} \sum_{j=0}^{n-i} \binom{n-i}{j} (-1)^j \sum_{k=0}^{+\infty} \xi_k W_k(x; \Psi) w_{v+1}(x; \Psi). \tag{14}
\]

Let us note by \( X_{i:n} \) the \( i \)-th order statistic of \( X_1, \ldots, X_n \). Then, by using (14), the \( r \)-th moment of \( X_{i:n} \) is given by

\[
\mathbb{E}(X_{i:n}^r) = \int_{-\infty}^{+\infty} x^r f_{i:n}(x; \lambda, \delta, \Psi)dx
= \frac{n!}{(i-1)!(n-i)!} \sum_{j=0}^{n-i} \binom{n-i}{j} (-1)^j \sum_{k=0}^{+\infty} \sum_{v=0}^{+\infty} \xi_k d_{v+1} \int_{-\infty}^{+\infty} x^r W_k(x; \Psi) w_{v+1}(x; \Psi)dx,
\]

with

\[
\int_{-\infty}^{+\infty} x^r W_k(x; \Psi) w_{v+1}(x; \Psi)dx = (v+1) \int_{-\infty}^{+\infty} x^r G(x; \Psi)^{k+v} g(x; \Psi)dx
= (v+1) \int_{0}^{1} [Q_G(y; \Psi)]^r y^{k+v} dy.
\]

The last integral term can be calculated numerically for most of the considered cdf \( G(x; \Psi) \).

Proceeding as above, one can derive various mathematical quantities, such as the incomplete moments, mean deviations and the moment generating function of \( X_{i:n} \).
3.13. Maximum Likelihood: General Formula

In this section, we provide the main ingredient for estimating the parameters of the BCG-G model by the maximum approach. Let \( x_1, \ldots, x_n \) be the observations of \( n \) independent and identically distributed rvs having the BCG-G pdf. Then, the log-likelihood function can be expressed as

\[
\ell(\lambda, \delta, \Psi) = \sum_{i=1}^{n} \log [f(x_i; \lambda, \delta, \Psi)]
\]

\[
= -n \log \left[ \frac{\Gamma(\delta)}{\Gamma(\delta)} \right] - \sum_{i=1}^{n} \log \left[ g(x_i; \Psi) \right] - (\lambda + 1) \sum_{i=1}^{n} \log \left[ G(x_i; \Psi) \right] + (\delta - 1) \sum_{i=1}^{n} \frac{G(x_i; \Psi)^{-\lambda} - 1}{\lambda} - n(\delta - 1) \log(\lambda) - \sum_{i=1}^{n} \frac{G(x_i; \Psi)^{-\lambda}}{\lambda} + n. \lambda.
\]

The maximum likelihood estimates (MLEs) for \( \lambda, \delta \) and \( \Psi \), say \( \hat{\lambda}, \hat{\delta} \) and \( \hat{\Psi} \), respectively, are defined such that \( \ell(\hat{\lambda}, \hat{\delta}, \hat{\Psi}) \) is maximal. If the first partial derivatives of \( \ell(\lambda, \delta, \Psi) \) with respect to all the parameters exist, the MLEs are the simultaneous solutions of the following equations: \( \partial \ell(\lambda, \delta, \Psi) / \partial \lambda = 0 \), \( \partial \ell(\lambda, \delta, \Psi) / \partial \delta = 0 \) and \( \partial \ell(\lambda, \delta, \Psi) / \partial \Psi = 0 \), with

\[
\frac{\partial}{\partial \lambda} \ell(\lambda, \delta, \Psi) = -n \sum_{i=1}^{n} \log \left[ G(x_i; \Psi) \right] - (\delta - 1) \sum_{i=1}^{n} \log \left[ G(x_i; \Psi) \right] + n(\delta - 1) \frac{1}{\lambda} + \sum_{i=1}^{n} \frac{G(x_i; \Psi)^{-\lambda} - 1}{\lambda} - \sum_{i=1}^{n} \frac{G(x_i; \Psi)^{-\lambda}}{\lambda^2},
\]

\[
\frac{\partial}{\partial \delta} \ell(\lambda, \delta, \Psi) = -n \sum_{i=1}^{n} \log \left[ G(x_i; \Psi) \right] + (\delta - 1) \sum_{i=1}^{n} \log \left[ G(x_i; \Psi) \right] - n \log(\lambda)
\]

and

\[
\frac{\partial}{\partial \Psi} \ell(\lambda, \delta, \Psi) = \sum_{i=1}^{n} \frac{\partial g(x_i; \Psi)}{\partial \Psi} - (\lambda + 1) \sum_{i=1}^{n} \frac{\partial G(x_i; \Psi)}{G(x_i; \Psi)} - \lambda(\delta - 1) \sum_{i=1}^{n} \frac{(\partial G(x_i; \Psi) / \partial \Psi) G(x_i; \Psi)^{-\lambda - 1} + \sum_{i=1}^{n} (\partial G(x_i; \Psi) / \partial \Psi) G(x_i; \Psi)^{-\lambda - 1}}{G(x_i; \Psi)^{-\lambda - 1}}.
\]

Clearly, closed-form expressions for \( \hat{\lambda}, \hat{\delta} \) and \( \hat{\Psi} \) do not exist, but they can be determined numerically using iterative methods such as Newton-Raphson algorithms, via any statistical software.

For the (asymptotic) confidence interval estimation and statistical tests on the model parameters, the corresponding observed information matrix is required. Hereafter, \( r \) denotes the number of components of \( \Psi \), and we set \( \Psi = (\Psi_1, \ldots, \Psi_r) \) and \( \Psi = (\hat{\Psi}_1, \ldots, \hat{\Psi}_r) \). Then, the observed information matrix at \( (\hat{\lambda}, \hat{\delta}, \hat{\Psi}) \) is obtained as

\[
I(\lambda, \delta, \Psi) = \begin{pmatrix}
\frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \lambda^2} & \frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \lambda \partial \delta} & \frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \lambda \partial \Psi} & \cdots & \frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \lambda \partial \Psi^r} \\
\frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \delta \partial \lambda} & \frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \delta^2} & \frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \delta \partial \Psi} & \cdots & \frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \delta \partial \Psi^r} \\
\frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \Psi \partial \lambda} & \frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \Psi \partial \delta} & \frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \Psi^2} & \cdots & \frac{\partial^2 \ell(\lambda, \delta, \Psi)}{\partial \Psi \partial \Psi^r} \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\end{pmatrix}_{(r+2)\times(r+2)}
\]

For the sake of space, the expressions of the components of this matrix are omitted. Then, under some technical condition of regularity type, when \( n \) is large, the distribution of the random estimators behind \( (\hat{\lambda}, \hat{\delta}, \hat{\Psi}) \) can be approximated by the multivariate normal distribution.
defined as \( \mathcal{N}_r(z) = (\lambda, \delta, \Psi, f(\lambda, \delta, \Psi)^{-1}) \), where \( f(\lambda, \delta, \Psi) \) is the observed information matrix computed at \((\lambda, \delta, \Psi)\). Then, the standard errors (SEs) of the estimators behind \( \hat{\lambda}, \hat{\delta} \) and \( \hat{\Psi} \), are, respectively, obtained as

\[
\hat{s}_\lambda = \sqrt{\hat{F}_1}, \quad \hat{s}_\delta = \sqrt{\hat{F}_2} \text{ and } \hat{s}_\Psi = \sqrt{\hat{F}_{r+2}},
\]

respectively, where \( \hat{F}_i \) denotes the \( i \)-th diagonal element of \( f(\lambda, \delta, \Psi)^{-1} \) and the (asymptotic) confidence intervals for \( \lambda, \delta \) and \( \Psi \), at the level 100(1 - \( \gamma \))% with \( \gamma \in (0, 1) \) are, respectively, given by

\[
CI_{\lambda} = [\hat{\lambda} \pm z_{1-\gamma/2}\hat{s}_\lambda], \quad CI_{\delta} = [\hat{\delta} \pm z_{1-\gamma/2}\hat{s}_\delta], \quad CI_{\Psi} = [\hat{\Psi} \pm z_{1-\gamma/2}\hat{s}_\Psi],
\]

where \( z_{1-\gamma/2} \) denotes the \((1 - \gamma/2)\)-quantile of the standard normal distribution \( \mathcal{N}(0,1) \).

4. Box-Cox Gamma-Half-Cauchy Distribution

The BCG-G family contains a plethora of potential interesting distributions. Among them, we focus on the one based on the half-Cauchy distribution. The reasons of this choice are threefold:

(i) The half-Cauchy distribution is a simple distribution and with a heavy tail highly skewed to the right.

(ii) The few existing extensions or generalizations of the half-Cauchy distribution give models which demonstrate good quality of the adjustment properties. See [35], and the references therein.

(iii) Since \( \lambda \) has a great influence on the behavior of the BCG pdf and hrf when \( G(x; \Psi) \to 0 \), one can expect a positive impact of this on the flexibility on the left tail of the half-Cauchy distribution.

The cdf of the half-Cauchy distribution with parameter \( \theta > 0 \) is defined by

\[
G(x; \theta) = \frac{2}{\pi} \arctan \left( \frac{x}{\theta} \right), \quad x > 0.
\]

The corresponding pdf is obtained as

\[
g(x; \theta) = \frac{2}{\pi \theta} \frac{1}{1 + (x/\theta)^2}, \quad x > 0.
\]

By putting these expressions into (2), we obtain the cdf given by

\[
F(x; \lambda, \delta, \theta) = 1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta, \left[ \frac{2}{\pi} \arctan \left( \frac{x}{\theta} \right) \right]^{-\lambda} - 1 \right), \quad x > 0. \tag{18}
\]

This distribution is called the Box-Cox gamma-half-Cauchy distribution, abbreviated by BCG-HC. All the mathematical properties presented in Section 2 hold with \( \Psi = \theta \) and a qf \( Q_G(y; \theta) \) that will be presented later. In the next, we discuss the most useful properties of this new distribution.

First, the corresponding pdf is obtained as

\[
f(x; \lambda, \delta, \theta) = \frac{1}{\Gamma(\delta)} \frac{2}{\pi \theta} \frac{1}{1 + (x/\theta)^2} \left[ \frac{2}{\pi} \arctan \left( \frac{x}{\theta} \right) \right]^{-\lambda - 1} \left( \left[ \frac{2}{\pi} \arctan \left( \frac{x}{\theta} \right) \right]^{-\lambda} - 1 \right)^{\delta - 1} \times e^{-\frac{\left[ \frac{2}{\pi} \arctan \left( \frac{x}{\theta} \right) \right]^{-\lambda}}{\lambda}}, \quad x > 0. \tag{19}
\]
Moreover, the hrf of the BCG-HC distribution is expressed as

\[
h(x; \lambda, \delta, \theta) = \frac{2}{\pi \theta} \frac{1}{\gamma(\delta, [2/\pi] \arctan(x/\theta)]^{-\lambda-1})} \left( \frac{[2/\pi] \arctan(x/\theta)]^{-\lambda-1}}{\lambda} \right) \delta^{-1} e^{-\left( \frac{([2/\pi] \arctan(x/\theta)]^{-\lambda}}{\lambda} \right)} x > 0.
\]

Let us now investigate the asymptotic behavior of the BCG-HC pdf only. In the case \( x \to 0 \), we have

\[
g(x; \theta) \sim 2/(\pi \theta) \quad \text{and} \quad G(x; \theta) \sim \left[ \frac{2}{\pi \theta} \arctan(x/\theta) \right]^{-1}.
\]

Then

\[
f(x; \lambda, \delta, \theta) \sim \frac{1}{\Gamma(\delta) \lambda^{\delta-1}} \left( \frac{2}{\pi \theta} \right)^{-\lambda \delta} x^{-\lambda \delta-1} e^{-\left( \frac{([2/\pi] \arctan(x/\theta)]^{-\lambda}}{\lambda} \right)} \to 0.
\]

In the case \( x \to +\infty \), we have

\[
g(x; \theta) \sim (2\theta/\pi)(1/x^2) \quad \text{and} \quad G(x; \theta) = 1 - (2\theta/\pi) \arctan(\theta/x) \sim 1 - (2\theta/\pi)(1/x).
\]

Hence

\[
f(x; \lambda, \delta, \theta) \sim \frac{1}{\Gamma(\delta) \pi} \left( \frac{2\theta}{\pi} \right)^{\delta} \frac{1}{x^{\delta+1}}.
\]

We thus observe that the tails have different decay properties; the right tail has a polynomial decay, whereas the left tail is of exponential decay. The parameter \( \lambda \) mainly impacts the case \( x \to 0 \). Figure 1 displays plots for the BCG-HC pdfs and hrfs for selected values of \( \lambda, \delta \) and \( \theta \).
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**Figure 1.** Plots of some Box-Cox gamma-half-Cauchy (BCG-HC) (a) pdfs and (b) hrfs.

We see various kinds of shapes with different levels of bell shaped and right-skewed. In some cases, a light left tail can be observed. Several tests show that the parameter mainly impacts on the peak of the pdf. These combined features are welcome to construct flexible models for a wide variety of lifetime data.

Now, let us notice that the qf of the half-Cauchy distribution with parameter \( \theta \) is given by

\[
Q_{\Theta}(y, \theta) = \theta \tan \left( \frac{\pi y}{2} \right), \quad y \in (0, 1).
\]
The following result in distribution holds. Let \( Y \) be a rv with the gamma distribution with parameters \( 1 \) and \( \delta \). Then, the rv \( X = \theta \tan \left( \frac{\pi}{2} \left[ 1 + \lambda Y \right]^{-1/\lambda} \right) \) follows the BCG-HC distribution. Moreover, based on (5), the BCG-HC qf is obtained as

\[
Q(y; \lambda, \delta, \theta) = \theta \tan \left( \frac{\pi}{2} \left[ 1 + \lambda \gamma^{-1} (\delta_y (1-y) \Gamma(\delta)) \right]^{-1/\lambda} \right), \quad y \in (0,1).
\]

From this qf, we can express the Galton skewness \( S \) defined by (6) and the Moors kurtosis \( K \) defined by (7). Figure 2 presents the graphics of these two measures for \( \theta = 2.5, \alpha \in (1,5) \) and \( \delta \in (1,5) \).
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**Figure 2.** Bidimensional plots of (a) the Galton skewness \( S \) and (b) the Moors kurtosis \( K \) for the BCG-HC distribution with parameters \( \theta = 2.5, \alpha \in (1,5) \) and \( \delta \in (1,5) \).

We observe that \( S \) increases when \( \delta \) increases, with a various magnitude according to \( \lambda \). Varying shapes are observed for \( K \), indicating a non-monotonicity for this measure.

It should be noted that a rv \( X \) following the BCG-HC distribution does not have moments of all orders. More precisely, the \( r \)-th moment \( \mu'_r \) exists if and only if \( \delta > r \). Indeed, there is no problem of convergence when \( x \to 0 \) and, when \( x \to +\infty \), we have

\[
x^r f(x; \lambda, \delta, \theta) \sim \frac{1}{\Gamma(\delta)} \left( \frac{2\theta}{\pi} \right)^{\delta} \frac{1}{x^{r+1}}
\]

which converges as a Riemann integral if and only if \( \delta > r \). Under this condition, \( \mu'_r \) is given by (10). Therefore, if \( \delta > 2 \), the variance exists and, if \( \delta > 4 \), the skewness \( \gamma_1 \) and the kurtosis \( \gamma_2 \) given by (11) exist. Table 2 provides a numerical evaluation of these quantities for selected values for \( \lambda, \delta \) and \( \theta \).

**Table 2.** Mean, variance, skewness and kurtosis for BCG-HC distribution for the following selected parameters values in order \((\lambda, \delta, \theta)\): (i): \((5,5,2.5)\), (ii): \((0.8,12,15)\), (iii): \((1,8,8)\), (iv): \((0.2,7,10)\), (v): \((9,10,0.3)\) and (vi): \((6,6,8)\).

|   | (i) | (ii) | (iii) | (iv) | (v) | (vi) |
|---|-----|------|-------|------|-----|------|
| \( E(X) \) | 2.8163 | 41.7295 | 20.1226 | 61.23518 | 31.71016 | 9.656562 |
| \( \gamma_1 \) | 1.6795 | −0.2009 | 0.02808 | 2.254328 | 3.550561 | 1.299637 |
| \( \gamma_2 \) | 7.8262 | −1.04022 | −1.8966 | 4.808801 | 13.24243 | 4.022025 |
This approach can be performed to calculate the incomplete moment with a given value for \( t \), means deviation, mean residual life function, moment generating function, Rényi entropy, moments of the order statistics and maximum likelihood estimates (as performed in Section 5.3 for two practical datasets).

5. Statistical Inference and Data Analysis with the BCG-HC Model

Statistical inference and applications of the BCG-HC model with parameters \( \lambda \), \( \delta \) and \( \theta \), as defined by the cdf in (18) or the pdf in (19), are explored in this section.

5.1. Maximum Likelihood Method

The MLEs \( \hat{\lambda}, \hat{\delta} \) and \( \hat{\theta} \) of the parameters \( \lambda, \delta \) and \( \theta \), respectively, can be obtained by solving the nonlinear Equations (15)–(17) with the following partial derivatives:

\[
\frac{\partial}{\partial \theta} G(x; \theta) = -\frac{2}{\pi} \frac{x}{x^2 + \theta^2}, \quad \frac{\partial}{\partial \theta} g(x; \theta) = \frac{2}{\pi} \frac{x^2}{(x^2 + \theta^2)^2}.
\]

The corresponding SEs can be obtained by the computation of the corresponding observed Fisher information matrix, as described in Section 3.13. These estimates will be considered in the coming simulation and applications studies.

5.2. Simulation Study

Here, following the method described in Sections 3.13 and 5.1, we check the numerical performance of the MLEs \( \hat{\lambda}, \hat{\delta} \) and \( \hat{\theta} \) in the estimation of \( \lambda, \delta \) and \( \theta \), respectively, via a complete simulation study. Root mean square errors (RMSEs), as well as lower bounds (LBs), upper bounds (UBs) and average length (ALs) of the asymptotic confidence intervals are determined. The software Mathematica 9 is used. The algorithm of our simulation study is designed as follows.

- 1000 random samples of size \( n = 50, 100, 200 \) and 300 are generated from the BCG-HC distribution.
- Values of the true parameters in order: \((\delta, \lambda, \theta)\) are taken as Set1: \((0.5, 0.5, 0.5)\), Set2: \((1.0, 1.5, 0.5)\), Set3: \((1.2, 1.2, 0.5)\) and Set4: \((0.8, 0.8, 0.5)\).
- The MLEs, RMSEs, LBs, UBs and ALs for the selected sets of values are calculated, considering the levels 90% and 95% for the asymptotic confidence intervals.
- Numerical outcomes are listed in Tables 3–6.

Table 3. Maximum likelihood estimates (MLEs), root mean square errors (RMSEs), lower bounds (LBs), upper bounds (UBs) and average length (ALs) of the BCG-HC model for the set of parameters Set1: \((\delta, \lambda, \theta) = (0.5, 0.5, 0.5)\).

| \( n \) | MLE  | RMSE  | 90%LB  | 90%UB  | 90%AL  | 95%LB  | 95%UB  | 95%AL  |
|-----|-----|-------|--------|--------|--------|--------|--------|--------|
| 50  | 0.6156 | 0.0984 | 0.3249 | 0.9063 | 0.5814 | 0.2692 | 0.9620 | 0.6927 |
| 100 | 0.6498 | 0.1671 | 0.0400 | 1.3397 | 1.3798 | 0.1722 | 1.4718 | 1.6440 |
| 200 | 0.5734 | 0.0358 | 0.3642 | 0.7503 | 0.3860 | 0.2673 | 0.7872 | 0.4600 |
| 300 | 0.4807 | 0.0011 | 0.4231 | 0.7049 | 0.2817 | 0.3962 | 0.7319 | 0.3357 |
| 50  | 0.6498 | 0.1671 | 0.0400 | 1.3397 | 1.3798 | 0.1722 | 1.4718 | 1.6440 |
| 100 | 0.5334 | 0.0808 | 0.1659 | 0.9009 | 0.7350 | 0.0955 | 0.9713 | 0.8758 |
| 200 | 0.4662 | 0.0031 | 0.4047 | 0.5878 | 0.1831 | 0.3871 | 0.6053 | 0.2182 |
| 300 | 0.5340 | 0.0140 | 0.2599 | 0.9877 | 0.7318 | 0.1858 | 1.0577 | 0.8719 |
| 50  | 0.6156 | 0.0984 | 0.3249 | 0.9063 | 0.5814 | 0.2692 | 0.9620 | 0.6927 |
| 100 | 0.6498 | 0.1671 | 0.0400 | 1.3397 | 1.3798 | 0.1722 | 1.4718 | 1.6440 |
| 200 | 0.5734 | 0.0358 | 0.3642 | 0.7503 | 0.3860 | 0.2673 | 0.7872 | 0.4600 |
| 300 | 0.4807 | 0.0011 | 0.4231 | 0.7049 | 0.2817 | 0.3962 | 0.7319 | 0.3357 |
| 50  | 0.6156 | 0.0984 | 0.3249 | 0.9063 | 0.5814 | 0.2692 | 0.9620 | 0.6927 |
| 100 | 0.6498 | 0.1671 | 0.0400 | 1.3397 | 1.3798 | 0.1722 | 1.4718 | 1.6440 |
| 200 | 0.5734 | 0.0358 | 0.3642 | 0.7503 | 0.3860 | 0.2673 | 0.7872 | 0.4600 |
| 300 | 0.4807 | 0.0011 | 0.4231 | 0.7049 | 0.2817 | 0.3962 | 0.7319 | 0.3357 |
Table 4. MLEs, RMSEs, LBs, UBs and ALs of the BCG-HC model for the set of parameters Set2: $(\delta, \lambda, \theta) = (1.0, 1.5, 0.5)$.

| $n$  | MLE     | RMSE   | 90%LB  | 90%UB  | 90%AL  | 95%LB  | 95%UB  | 95%AL  |
|------|---------|--------|--------|--------|--------|--------|--------|--------|
| 50   | 0.9775  | 0.0968 | 0.4213 | 1.5737 | 1.1524 | 0.3110 | 1.6841 | 1.3731 |
| 100  | 1.0351  | 0.0874 | 0.5965 | 1.4736 | 0.8771 | 0.5126 | 1.5576 | 1.0450 |
| 200  | 1.0182  | 0.0202 | 0.6646 | 1.3370 | 1.0697 | 0.3482 | 1.6841 | 1.3731 |
| 300  | 0.9939  | 0.0062 | 0.7830 | 1.1049 | 0.3220 | 0.7521 | 1.1358 | 0.3836 |

Table 5. MLEs, RMSEs, LBs, UBs and ALs of the BCG-HC model for the set of parameters Set3: $(\delta, \lambda, \theta) = (1.2, 1.2, 0.5)$.

| $n$  | MLE     | RMSE   | 90%LB  | 90%UB  | 90%AL  | 95%LB  | 95%UB  | 95%AL  |
|------|---------|--------|--------|--------|--------|--------|--------|--------|
| 50   | 1.5900  | 1.4331 | −0.0661| 3.2461 | 3.3122 | −0.3832| 3.5632 | 3.9464 |
| 100  | 1.4978  | 0.4954 | 0.6060 | 2.4757 | 1.8697 | 0.4270 | 2.6548 | 2.2278 |
| 200  | 1.3467  | 0.1481 | 0.5397 | 1.4413 | 0.7276 | 0.5151 | 1.5110 | 0.8669 |
| 300  | 0.8105  | 0.0051 | 0.6859 | 0.9432 | 0.2573 | 0.6612 | 0.9678 | 0.3066 |

Table 6. MLEs, RMSEs, LBs, UBs and ALs of the BCG-HC model for the set of parameters Set4: $(\delta, \lambda, \theta) = (0.8, 0.8, 0.5)$.

| $n$  | MLE     | RMSE   | 90%LB  | 90%UB  | 90%AL  | 95%LB  | 95%UB  | 95%AL  |
|------|---------|--------|--------|--------|--------|--------|--------|--------|
| 50   | 1.0456  | 0.7670 | −0.0091| 2.1004 | 2.1095 | −0.2112| 2.3023 | 2.5134 |
| 100  | 1.1550  | 2.5041 | −0.9199| 3.2298 | 4.1497 | −1.3172| 3.6271 | 4.9442 |
| 200  | 0.5148  | 0.0079 | 0.3791 | 0.6505 | 0.2714 | 0.3531 | 0.6765 | 0.32346|
| 300  | 0.8105  | 0.0051 | 0.6859 | 0.9432 | 0.2573 | 0.6612 | 0.9678 | 0.3066 |

With the existing theoretical results of the MLEs in mind, as expected, we notice that the RMSEs and ALs decrease when $n$ increases.
5.3. Data Analysis

Now, we empirically prove the flexibility of the BCG-HC distribution by the analysis of two practical datasets. The BCG-HC distribution will be compared with the competitive models presented in Table 7. The unknown parameters of the models are estimated by the maximum likelihood method. We compare the fitted distributions by using the following usual criteria: $-\hat{\ell}$, where $\hat{\ell}$ denotes the maximized log-likelihood, Akaike information criterion (AIC), Bayesian information criterion (BIC), Cramér-Von Mises (CVM), Anderson-Darling (AD) and Kolmogorov-Smirnov (KS) statistics, with the p-value (PV) of the KS test. These measures typically summarize the discrepancy between the data and the expected values under the considered model. In general, the smaller the values of AIC, BIC, CVM, AD and KS, and the greater the values of PV, the better the fit to the data. The software R is used, with the help of the R package entitled AdequacyModel developed by [36].

Table 7. Coherent competitive models of the BCG-HC distribution.

| Model                          | Parameters | Cdf                                                                 | Reference |
|-------------------------------|------------|----------------------------------------------------------------------|-----------|
| gamma half-Cauchy (GHC)       | $(\alpha, \beta, \sigma)$ | $\frac{1}{\Gamma(\alpha)} \gamma \left( \alpha - \frac{1}{\beta} \log \left[ 1 - \frac{2}{\pi} \arctan \left( \frac{x}{\sigma} \right) \right] \right)$ | [35]      |
| gamma-exponentiated exponential (GEE) | $(\alpha, \lambda, \delta)$ | $1 - \frac{1}{\Gamma(\delta)} \gamma \left( \delta, -\alpha \log(1 - e^{-\lambda x}) \right)$ | [6]       |
| Kumaraswamy half-Cauchy (KHC) | $(a, b, \delta)$ | $1 - \left[ 1 - \left( \frac{2}{\pi} \arctan \left( \frac{x}{\delta} \right) \right)^{\frac{a}{b}} \right]^{b}$ | [37]      |
| Marshall Olkin half-Cauchy (MHC) | $(a, \sigma)$ | $\frac{2 \arctan(x/\sigma)}{\pi a + 2(1-a) \arctan(x/\sigma)}$ | [38]      |
| exponential half-Cauchy (EHC) | $(a, \sigma)$ | $\left( \frac{2}{\pi} \arctan \left( \frac{x}{\sigma} \right) \right)^{a}$ | [2]       |
| half-Cauchy (HC)              | $(\sigma)$  | $\frac{2}{\pi} \arctan \left( \frac{x}{\sigma} \right)$ | (Standard) |

The two considered datasets are described below.

Dataset 1: We consider the actual taxes dataset used by [39]. The data consist of actual monthly tax revenue in Egypt from January 2006 to November 2010. An immediate histogram plot shows that the distribution of the data is strongly skewed to the right, which

Dataset 2: The second dataset was obtained in [40] and correspond to the time of successive breakdowns of the air conditioning system of jet airplanes. These data were also studied by [41–44], among others.

The descriptive statistics of these two datasets are presented in Table 8.

Table 8. Descriptive statistics for Datasets 1 and 2.

| Mean       | Median   | Variance | Skewness | Kurtosis |
|------------|----------|----------|----------|----------|
| Dataset 1  | 13.4900  | 10.6000  | 64.8025  | 1.5700   | 2.0800   |
| Dataset 2  | 93.1400  | 57.0000  | 11397.7  | 2.1000   | 4.8500   |

Firstly, let us analyze Dataset 1. Table 9 lists the MLEs and their corresponding SEs (in parentheses) for the BCG-HC model and other fitted models. For the BCG-HC model, these estimates are computed following the methodology described in Sections 3.13 and 5.1.
Table 9. MLEs and standard errors (SEs) (in parentheses) for Dataset 1.

| Model  | Estimates                |
|--------|--------------------------|
| BCG-HC | 1.1642 2.5801 19.4444    |
| (λ, δ, θ) | (0.5017) (1.1276) (2.5591) |
| GHC    | 17.7164 0.1176 2.3306    |
| (α, β, σ) | (19.2298) (0.0576) (3.1104) |
| GEE    | 0.2457 37.5865 0.5408    |
| (α, λ, δ) | (0.1011) (4.6796) (0.2810) |
| KHC    | 20.8633 4.9716 1.6795    |
| (α, b, δ) | (3.2415) (1.2284) (2.9067) |
| MHC    | 1.0729 10.9676 –         |
| (α, σ) | (0.5804) (4.4320) –      |
| EHC    | 5.6949 2.6629 –         |
| (α, σ) | (3.5708) (1.5689) –      |
| HC     | 11.52048 – –           |
| (σ)    | (1.6603) – –           |

The uniqueness of the obtained MLEs for the BCG-HC model is shown via the profiles plots of the log-likelihood function of λ, δ and θ in Figure 3.

![Profiles plots of the log-likelihood function of the BCG-HC distribution for Dataset 1.](image)

Figure 3. Profiles plots of the log-likelihood function of the BCG-HC distribution for Dataset 1.

Table 10 indicates the confidence intervals of the parameters of the BCG-HC model for Dataset 1. The levels 95% and 99% are considered.

Table 10. Asymptotic confidence intervals of the parameters of the BCG-HC model for Dataset 1.

| CI     | λ              | δ              | θ              |
|--------|----------------|----------------|----------------|
| 95%    | [0.1808, 1.8144] | [0.3700, 4.7901] | [14.4285, 24.4602] |
| 99%    | [0, 2.4585]    | [0, 5.4893]    | [12.8419, 26.0468] |

Table 11 indicates the values of the criteria for the models. From them, we see that the BCG-HC model is the best, having the smallest value of AIC, BIC, CVM, AD and KS, and the largest value of PV.
Table 11. Criteria values for Dataset 1.

| Model   | $\hat{\ell}$ | AIC     | BIC     | CVM     | AD      | KS      | PV     |
|---------|---------------|---------|---------|---------|---------|---------|--------|
| BCG-HC  | 188.3004      | 382.0049| 388.2375| 0.0465  | 0.2762  | 0.0660  | 0.9589 |
| GHC     | 188.5255      | 383.0510| 389.2836| 0.0597  | 0.3441  | 0.0708  | 0.9282 |
| GEE     | 197.4691      | 400.9382| 407.1708| 0.1826  | 1.1285  | 0.1602  | 0.0966 |
| KHC     | 188.7694      | 383.5388| 389.7714| 0.0683  | 0.3903  | 0.0767  | 0.8781 |
| MHC     | 219.7464      | 443.4928| 447.6478| 0.1057  | 0.6053  | 0.2483  | 0.0013 |
| EHC     | 209.5714      | 423.1428| 427.2979| 0.0498  | 0.2919  | 0.2817  | 0.0001 |
| HC      | 219.7548      | 441.5097| 443.5872| 0.1071  | 0.6133  | 0.2504  | 0.0012 |

The probability–probability (PP), quantile–quantile (QQ), estimated pdfs (epdfs) and cdfs (ecdfs) plots of the BCG-HC are shown in Figure 4. As anticipated, the best fit is observed for the BCG-HC model.

Now let us proceed to the analysis of Dataset 2 with the same statistical methodology as for Dataset 1. Table 12 lists the MLEs and their corresponding standard errors (in parentheses) for the considered models.
Table 12. MLEs and SEs (in parentheses) for Dataset 2.

| Model | Estimates |
|-------|-----------|
| BCG-HC | 0.1291 3.1037 375.5790 |
| (λ, δ, θ) | (0.0277) (0.7969) (2.5457) |
| GHC | 46.6670 0.1919 0.0100 |
| (α, β, σ) | (7.0641) (0.0218) (0.0051) |
| GEE | 0.0026 5.0801 4.7598 |
| (α, λ, δ) | (0.0025) (1.4180) (0.2454) |
| KHC | 0.9911 2.234 132.2408 |
| (a, b, δ) | (0.1110) (0.7374) (3.7441) |
| MHC | 0.4511 100.3208 – |
| (α, σ) | (0.3240) (5.1647) – |
| EHC | 1.1920 43.1570 – |
| (a, σ) | (0.1658) (8.0007) – |
| HC | 52.8000 – – |
| (σ) | (4.9808) – – |

The obtained MLEs for the BCG-HC model are unique. This is shown in Figure 5.

Figure 5. Profiles plots of the log-likelihood function of the BCG-HC distribution for Dataset 2.

Confidence intervals of the parameters of the BCG-HC model for Dataset 2 are given in Table 13.

Table 13. Asymptotic confidence intervals of the parameters of the BCG-HC model for Dataset 2.

| CI    | λ        | δ        | θ       |
|-------|----------|----------|---------|
| 95%   | [0.0748, 0.1649] | [1.5417, 4.6656] | [370.5894, 380.5685] |
| 99%   | [0.0576, 0.2005] | [1.0476, 5.1597] | [369.0110, 382.1469] |

Table 14 provides the values of criteria for the BCG-HC model and other fitted models. We thus admit that the BCG-HC model provides a better fit to Dataset 2 than the competitors.
Table 14. Criteria values for Dataset 2.

| Model   | $-\hat{\ell}$ | AIC    | BIC    | CVM    | AD     | KS     | PV     |
|---------|---------------|--------|--------|--------|--------|--------|--------|
| BCG-HC  | 1174.7000     | 2355.4000 | 2365.5000 | 0.0335 | 0.2541 | 0.0380 | 0.9200 |
| GHC     | 1185.4000     | 2376.7000 | 2386.8000 | 0.2197 | 1.5109 | 0.0712 | 0.2300 |
| GEE     | 1177.4000     | 2360.9000 | 2371.0000 | 0.0847 | 0.5412 | 0.0571 | 0.4900 |
| KHC     | 1178.4000     | 2362.8000 | 2372.9000 | 0.0983 | 0.6798 | 0.0501 | 0.6600 |
| MHC     | 1185.5000     | 2375.1000 | 2381.8000 | 0.0885 | 0.6624 | 0.0562 | 0.5100 |
| EHC     | 1185.6000     | 2375.2000 | 2381.9000 | 0.1764 | 1.1690 | 0.0600 | 0.4300 |
| HC      | 1186.4000     | 2374.9000 | 2378.2000 | 0.1303 | 0.9009 | 0.0620 | 0.3900 |

Figure 6 displays the PP, QQ, epdf and ecdf plots of the BCG-HC model. The best fit is observed for the BCG-HC model.

6. Concluding Remarks

In this article, a new family of distributions is presented. It generalizes the RB-G family proposed earlier by [6] through the use of the Box-Cox transformation. The mathematical and practical properties of the BCG-G family are investigated in detail, revealing numerous desirable properties from the theoretical and practical points of view. A member of the BCG-G family extending the half-Cauchy distribution is considered as a statistical model. The parameter estimation is processed and the maximum likelihood estimates are evaluated by simulation study. Two practical datasets are analyzed to illustrate the importance and flexibility of the new model. In fact, it outperforms some generalized half-Cauchy models such as the gamma half-Cauchy, Kumaraswamy half-Cauchy, Marshall Olkin half-Cauchy, exponential half-Cauchy and half-Cauchy models when applied to these datasets. We firmly believe that the proposed family may attract applied statisticians and various scientists from various fields for other modeling purposes.
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