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Abstract
Loss of inputs can be detrimental to the security of quantum position verification (QPV) protocols, as it may allow attackers to not answer on all played rounds, but only on those they perform well on. In this work, we study loss-tolerant QPV protocols. We propose a new fully loss-tolerant protocol QPV\textsc{SWAP}, based on the SWAP test, with several desirable properties. The task of the protocol, which could be implemented using only a single beam splitter and two detectors, is to estimate the overlap between two input states. By formulating possible attacks as a semi-definite program (SDP), we prove full loss tolerance against unentangled attackers restricted to local operations and classical communication, and show that the attack probability decays exponentially under parallel repetition of rounds. We show that the protocol remains secure even if unentangled attackers are allowed to quantum communicate, making our protocol the first fully loss-tolerant protocol with this property. A detailed analysis under experimental conditions is conducted, showing that QPV\textsc{SWAP} remains fairly robust against equipment errors. We identify a necessary condition for security with errors and simulate one instance of our protocol with currently realistic experimental parameters, gathering that an attack success probability of $\leq 10^{-6}$ can be achieved by collecting just a few hundred conclusive protocol rounds.

1 Introduction
Geographical position is an important contributor to trust—for example, a message which provably comes from a secure location in a government institution, has automatic credence to actually be sent by that government. Position-based cryptography is the study of using position as a cryptographic credential. The most basic task here is to certify someone’s position, but this can be extended to messages that can only be read at a certain location, or to authenticating that a message came (unaltered) from a certain location.

∗Email: rene.allerstorfer@cwi.nl
¶Email: harry.buhrman@cwi.nl
‡Email: f.speelman@uva.nl
§Email: philip.verduyn.lunel@cwi.nl
We will focus on the task of position verification, which can be used as the building block for tasks like position-based authentication. For simplicity, the focus will be on the one-dimensional case, i.e. verifying one’s position on a line, but the relevant ideas generalize readily to more dimensions. In our case, protocols will have the form of two verifiers, $V_0$ and $V_1$, attempting to verify the location of a prover $P$. An adversary to a scheme will take the form of a coalition of attackers, while the location of $P$ is empty. Notationally, we’ll use $A$ (or Alice) for the attacker located between $V_A$ and the location of $P$, and $B$ (or Bob) for the attacker location between the location of $P$ and $V_B$.

It was shown by Chandran, Goyal, Moriarty, and Ostrovsky [CGMO09] that without any additional assumptions, position verification is an impossible task to achieve classically. The quantum study of quantum position verification (QPV) was first initiated by Beausoleil, Kent, Munro, and Spiller resulting in a patent published in 2006 [BKMS06]. The topic first appeared in the academic literature in 2010 [Mal10a, Mal10b], followed by various proposals and ad-hoc attacks [KMS11, LL11]. A general attack on quantum protocols for this task was presented by Buhrman, Chandran, Fehr, Gelles, Goyal, Ostrovsky, and Schaffner [BCF+11], requiring a doubly-exponential amount of entanglement. This attack was further improved to requiring an exponential amount of entanglement by Beigi and König [BK11] – much more efficient but still impractically large. (See also [GLW13, Dol19] for generalizations of such attacks to different settings, with similar entanglement scaling.)

A natural question is therefore whether some QPV protocols can be proven secure against attackers that share a limited amount of entanglement or even none at all.

Since it’s so hard to generate entanglement, it is already interesting to study whether protocols are secure against adversaries that are very limited in their access to pre-shared entangled states. For instance, the QPV_{BB84} protocol [KMS11], inspired by the BB84 quantum key-distribution protocol, involves only a single qubit sent by $V_A$, in the state $|0⟩$, $|1⟩$, $|+⟩$, or $|−⟩$, and the choice of basis sent by $V_B$. Even though this protocol is insecure against attackers sharing a single EPR pair [LL11], security can be proven against unentangled attackers [BCF+11], so that $Θ(n)$ entanglement is required to break the $n$-fold parallel repetition [TFKW13, RG15]. At the current technological level, such protocols are very interesting to analyze, and would already give a super-classical level of security if implemented in practice.

Additionally, other protocols have been proposed [KMS11, CL15, Umr14, JKPPG21, BCS21], that combine classical and quantum information in interesting ways, sometimes requiring intricate methods to attack [BFS13, Spe16a, OCCG20].

Unfortunately, implementing any of the mentioned protocols would run into large obstacles: the quantum information involved would have to be sent at the speed of light, i.e., using photons, and in realistic experimental setups a large fraction of photons will be lost and errors occur. Compensating for this in the most natural way, by ignoring rounds whenever the prover claims that a photon was lost in transmission, lets attackers break all these protocols because they are not fully loss tolerant. In our contribution, we study loss-tolerant QPV by presenting a new fully loss-tolerant protocol, together with a comprehensive security analysis both in the theoretical and experimental setting.

**Loss-tolerance in QPV.** Throughout, we will use $η$ as rate of transmission, i.e., the probability that an quantum message arrives – in realistic protocols. We will distinguish two types of loss tolerance that we might require schemes to satisfy.

The first, *partial loss tolerance*, refers to a protocol which is secure for some values $η ≥ η_{\text{threshold}}$, meaning that the honest parties have a maximum level of allowed loss. Security is only guaranteed in
a situation where a high enough fraction of the rounds are played. If significantly more photons than this threshold are lost, then the protocol will have to abort. Examples of partial loss tolerant schemes are extensions of QPV\textsubscript{BB84} to more bases [QS15, Spe16b], that are secure against unentangled attackers in an environment with some loss.\footnote{This notion will be satisfied to a small level even by schemes that are not designed to be loss tolerant, simply by having some error-robustness. The basic QPV\textsubscript{BB84} scheme can directly be seen to be partially loss tolerant for loss below $\frac{1}{2} - \frac{1}{2\sqrt{2}}$, and the simplest attack that uses loss only works when the loss is above $\frac{1}{2}$.}

Full loss tolerance is achieved when a protocol is secure, irrespective of the loss rate. In particular, the protocol stays secure when conditioning on those rounds where the prover replied, fully ignoring rounds where a photon is lost. The protocol by Lim, Xu, Siopsis, Chitambar, Evans, and Qi [QLL\textsuperscript{+}15, LXS\textsuperscript{+}16], the first fully loss-tolerant protocol, consists of V\textsubscript{A} and V\textsubscript{B} both sending a qubit, and having the prover perform a Bell measurement on both, broadcasting the measurement outcome. This protocol is secure against unentangled attackers, no matter the loss rate.

In the current work, we advance the study of loss-tolerant QPV with the following results:

- We present a new fully-loss tolerant protocol: QPV\textsubscript{SWAP}, which is based on the SWAP test [BCWdW01]. The new protocol compares favorably to Lim et al.’s protocol [LXS\textsuperscript{+}16] in terms of ease of implementation using linear optics, by requiring only a single, non-polarizing beam splitter – the Hong-Ou-Mandel effect can be viewed as equivalent to the SWAP test [JAC04, GECP13] so that, physically speaking, our protocol is based on two-photon interference.\footnote{The protocol uses two input photons, one generated by each verifier.}

- We prove fully loss tolerant security by formulating possible attacks as a semi-definite program (SDP), and show that the protocol is secure against unentangled attackers who can communicate only classically. Additionally, we show that the attack probability decays exponentially under parallel repetition: when attackers respond to a size $k$ subset out of $n$ parallel rounds, pretending photon loss on the other inputs, their probability of a successful attack still decays exponentially in $k$. Such a parallel repetition is not known for the protocol of [LXS\textsuperscript{+}16], and this is the first parallel repetition theorem for fully loss tolerant QPV. We obtain this result by constructing an SDP formulation of the $n$-fold parallel repetition of the problem, constructing a dual of this SDP for variable $n$, and then finding a point in the generalized dual problem.

- We show that the SWAP-test can be perfectly simulated with local operations and one round of classical communication if one maximally entangled state is pre-shared. Hence $\tilde{O}(n)$ EPR pairs are sufficient for an entanglement attack on our $n$-round protocol. We also show that at least $\sim 0.103n$ EPR pairs are necessary.

- Using an argument based on the monogamy of entanglement from [ABSL22], security of QPV\textsubscript{SWAP} in the setting where unentangled attackers can quantum communicate is shown, making our protocol the first fully loss-tolerant QPV protocol with this property.

- We provide a detailed analysis of our protocol under experimental conditions, treating all equipment errors that can occur in the setup – from source to detection. We show that QPV\textsubscript{SWAP} remains fairly robust against equipment errors, making it a great candidate for practical QPV. A necessary condition for security with errors of our protocol is identified and
we simulate a specific QPV\textsubscript{SWAP} with either identical or orthogonal inputs using currently realistic experimental parameters. We gather that an attack success probability of $\leq 10^{-6}$ can be achieved by collecting just a few hundred conclusive protocol rounds.

1.1 Structure of the paper

In Section 3 we present the protocol QPV\textsubscript{SWAP}, with primary security analysis in Section 3.1, extension of the security analysis to the loss-tolerant setting in Section 3.2, and an upper bound to the entanglement required for an attack in Section 3.4. In Section 4 we analyse our protocol under realistic experimental conditions. Finally, in Section 5 we show the results of simulating our protocol under experimental conditions.

2 Preliminaries

2.1 Notation

We denote parties in QPV protocols by letters A, B, etc. and their quantum registers as $A_1 \cdots A_n$, $B_1 \cdots B_n$ and so on, respectively. Sometimes we may refer to “all registers party X holds” just by $X$, giving expression like $\text{Pos}(A \otimes B)$, for example. Cumulative distribution functions are written as $F_X$, where $X$ is either a random variable or explicitly the distribution. Unless otherwise indicated, $\| \cdot \|_p$ is the usual $p$-norm. Partial transposition of an operator $P$ with respect to party $B$ is denoted $P_B^{\pi}$. The set of PPT-measurements\textsuperscript{3} on two subsystems held by parties $A$ and $B$, respectively, is $\text{PPT}(A : B)$.

2.2 The SWAP test

The SWAP test was first introduced in [BCWdW01] for quantum fingerprinting as a useful tool to determine if two unknown states are identical or not. The quantum circuit of it is depicted in Figure 1.

\[ |0\rangle \quad H \quad H \quad \text{measure} \]
\[ |\phi\rangle \quad \text{SWAP} \quad \text{SWAP} \quad |\psi\rangle \]

**Figure 1:** The SWAP test, taken from [BCWdW01]. $H$ denotes the Hadamard gate.

The state to be measured in the computational basis is

\[
(H \otimes 1)_{c}\text{SWAP}(H \otimes 1)_{c}|0\rangle |\phi\rangle |\psi\rangle = \frac{1}{2} |0\rangle ((|\phi\rangle |\psi\rangle + |\psi\rangle |\phi\rangle) + \frac{1}{2} |1\rangle (|\phi\rangle |\psi\rangle - |\psi\rangle |\phi\rangle). \tag{2.1}
\]

\textsuperscript{3}I.e. sets of positive semi-definite operators adding up to the identity, whose partial transposes are positive semi-definite as well.
Therefore we have the measurement statistics
\[ P(0) = 1 + \frac{|\langle \psi | \phi \rangle|^2}{2} \quad \text{and} \quad P(1) = 1 - \frac{|\langle \psi | \phi \rangle|^2}{2}. \] (2.2)

The output distribution only depends on the overlap \(|\langle \psi | \phi \rangle|\) between the input states. One notable special case is that for \(|\phi\rangle = |\psi\rangle\) the SWAP operation has no effect and we get \(P(0) = 1\). Another advantage of the SWAP test is that it is easily implemented experimentally with a single beam splitter and two photon detectors \([JAC04, GECP13]\). Its flexibility concerning input states and the simplicity of its experimental realization make it a good candidate for QPV.

3 The QPV\textsubscript{SWAP} protocol

We define the protocol QPV\textsubscript{SWAP}(\(\beta_1, \ldots, \beta_k\)), depicted in the space-time diagram in Figure 2, as follows.

1. By means of local and shared randomness or a secure private channel verifiers \(V_A\) and \(V_B\) uniformly draw a random overlap \(\beta \in \{\beta_1, \ldots, \beta_k\}\) and agree on two uniformly random states \(|\psi\rangle, |\phi\rangle\) such that \(|\langle \psi | \phi \rangle| = \beta\). Then \(V_A\) prepares the state \(|\psi\rangle\) and \(V_B\) prepares \(|\phi\rangle\). Each verifier sends their state to \(P\) such that they arrive there simultaneously.

2. The honest party \(P\) applies the SWAP test on the two quantum inputs as soon as they arrive at \(P\). This yields an output bit \(z \in \{0, 1, \emptyset\}\), indicating \(P\)'s measurement result or possibly a “loss” event. In particular, \(P(z = 0 \mid \beta, \text{not loss}) = (1 + \beta^2)/2\) and \(P(z = 1 \mid \beta, \text{not loss}) = (1 - \beta^2)/2\). Then \(P\) immediately sends \(z\) to both verifiers \(V_A\) and \(V_B\).

3. The verifiers closely monitor if they receive an answer in time and compare what they received. If they got different bits, or if at least one of their bits arrived too early/late, they abort and reject. Otherwise both verifiers add \(z\) to their (ordered) lists of answers \(L_\beta\).

4. After having completed \(R_\beta \geq R\) rounds with a conclusive answer \(z \in \{0, 1\}\), sequentially or in parallel for each \(\beta\), they stop sending inputs, check if the rate of \(\emptyset\) symbols is close enough\(^4\) to what is expected from \(P\), discard any rounds with answer \(\emptyset\) and proceed to the statistical analysis on the sets of conclusive answers \(C_\beta = L_\beta - \{\emptyset\}\) for each \(\beta\). They test if the sample \(\hat{p}_\beta = \#\{z \in C_\beta : z = 0\}/R_\beta\) on conclusive answers is contained in the \((1 - \alpha)\)-quantile around the expected \(p_\beta = (1 + \beta^2)/2\).

5. Only if they have received the same answer in time in every single round and if the statistical test was passed on all \(L_\beta\), they accept. Otherwise, they reject.

Note that in essence the task in this protocol is to estimate the overlap \(\beta\) of the input states. This is independent of the dimensionality/nature of the input states, making the protocol very flexible. To attack this protocol, it is evident that there need to be at least two attackers due to the timing constraint. A coalition of attackers has to position at least one party \(A\) between \(V_A\) and \(P\) and one party \(B\) between \(P\) and \(V_B\). Since the SWAP test is a joint operation on two quantum states, spatially separated attackers cannot apply the SWAP test, unless they have access to pre-shared

\(^4\) Say a rate \(1 - \eta\) is expected from \(P\). The verifiers can apply an analogous statistical test around \(1 - \eta\) as described for the conclusive answers to check for any suspicious actions.
Figure 2: Space-time diagram of the QPV_{SWAP} protocol. We assume all information, quantum (—) and classical (---), travels at the speed of light. For graphical simplicity we have put P exactly in the middle of V_A and V_B (which is not necessary for the purposes of QPV). The attackers, not being at position P, would like to convince the verifiers that they are at P. Note that to have any chance of winning, attackers need to produce \( a = b \).

entanglement, as we will show. Since any QPV protocol can be perfectly attacked if the attackers have access to enough pre-shared entanglement [BCF+11], we assume that the attackers have no pre-shared entanglement and we also restrict them to classical communication only for now.

To assess the security of this protocol, we consider the following. As the individual rounds are independent, the subsets \( L_\beta \) of answers given input \( \rho_\beta \) will be samples of a binomial distribution with parameters \( R_\beta \) and some \( q_\beta \). The verifiers can then test if what they received matches closely enough with what they expect from an honest party. We define the statistical test to be done by the verifiers as follows:

1. For each overlap \( \beta \), they calculate the \( (1 - \alpha) \)-quantile\(^6\) around the ideal \( p_\beta = (1 + \beta^2)/2 \), which gives a lower and an upper bound

\[
L_{\alpha,\beta} := z_{\alpha/2} (\beta, R_\beta)/R_\beta = F_{\text{Bin}(R_\beta, p_\beta)}^{-1} \left( \frac{\alpha}{2} \right) / R_\beta \\
U_{\alpha,\beta} := z_{1-\alpha/2} (\beta, R_\beta)/R_\beta = F_{\text{Bin}(R_\beta, p_\beta)}^{-1} \left( 1 - \frac{\alpha}{2} \right) / R_\beta, \tag{3.1}
\]

with \( F^{-1} \) being the inverse cumulative distribution function. This defines an acceptance interval

\[
\text{acc}_\beta(\alpha, R_\beta) := [L_{\alpha,\beta}, U_{\alpha,\beta}]. \tag{3.2}
\]

2. For each overlap \( \beta \), they check if the sample \( \hat{p}_\beta \in \text{acc}(\alpha, R_\beta) \). If this is the case for all \( \beta \), they accept. Otherwise, they reject.

By definition, the honest party will return a sample \( \hat{p}_\beta^P \in \text{acc}_\beta(\alpha, R_\beta) \) with probability \( 1 - \alpha \) and thus the test will accept P with high probability \( (1 - \alpha)^k = 1 - O(k\alpha) \). To optimize the overlap

\(^6\)Here and in the following the parameter describes the fraction of “0” answers and we abbreviate \( q_\beta(0) = q_\beta \)

\(^6\)In order to capture P with high probability, \( \alpha \) can be set to a small number, e.g. \( 10^{-6} \).
between their distribution and the acceptance regions, the attackers will attempt to respond as close to each $p_\beta$ as possible, with a binomial parameter of $p_{AB} = p_\beta - \Delta_\beta$, defining a vector of differences

$$\Delta = \left( \Delta_{\beta_1}, \ldots, \Delta_{\beta_k} \right).$$

(3.3)

If rounds are run in parallel, attackers could also decide to just respond a deterministic list with some fraction $p_{AB}$ of “0” answers. They could perfectly break the protocol if $p_{AB} \in \bigcap_\beta \text{acc}_\beta(\alpha, R_\beta)$. This, however, we can always prevent by choosing the $R_\beta$’s large enough so that the acceptance regions for different overlaps get disjoint. Thus we need to evaluate

$$\mathbb{P}(\text{acc|attack}) := \mathbb{P}(p_{AB}^{\text{acc}} \in \text{acc}_\beta(\alpha, R_\beta) \ \forall \beta) = \prod_\beta \mathbb{P}(p_{AB}^{\text{acc}} \in \text{acc}_\beta(\alpha, R_\beta)) =: \prod_\beta \mathbb{P}(\text{acc}_\beta|\text{attack}).$$

(3.4)

Now there are several cases to consider:

1. $\|\Delta\|_1 = 0$. Then $\Delta_\beta = 0$ for all $\beta$ and the attackers respond with the identical distribution as $P$, therefore $\mathbb{P}(\text{acc|attack}) = (1 - \alpha)^k = 1 - O(k\alpha)$.

2. $p_\beta \neq 1$ and $p_{AB} = 1$. Then $\mathbb{P}(\text{acc|attack}) = 0$ as the $(1 - \alpha)$-quantile around $p_\beta$ will exclude the value 1 (for sufficiently large $R_\beta$).

3. $p_\beta = 1$ and $p_{AB} \neq 1$. Then $\mathbb{P}(\text{acc}_\beta|\text{attack}) = \left(p_{AB}^{\text{acc}}\right)^{R_\beta} = O(2^{-R_\beta})$.

4. $\|\Delta\|_1 \neq 0$ and $p_\beta, p_{AB}^{\text{acc}} \in \left[\frac{1}{2}, 1\right)$. Then there exists a $\beta \in \{\beta_1, \ldots, \beta_k\}$ such that $\Delta_\beta \neq 0$. By using the Gaussian approximation for the binomial distributions (which we may apply as we can always make the number of rounds sufficiently large), one can show (cf. appendix A.1) that

$$\mathbb{P}(\text{acc}_\beta|\text{attack}) \lesssim \frac{\sqrt{2f_\beta^{AB}}}{\sqrt{\pi R_\beta \Delta_\beta}} e^{-\left(\sqrt{R_\beta \Delta_\beta - f_\beta^{AB}}\right)^2/(f_\beta^{AB})^2} = O\left(\frac{2^{-\Delta_\beta^2 R_\beta}}{\Delta_\beta \sqrt{R_\beta}}\right)$$

(3.5)

for functions $c_\alpha, f_\beta$ that are independent of $R_\beta$ and $\Delta_\beta$. Hence in this scenario the success probability of attackers is also exponentially suppressed.

So unless $\Delta_\beta = 0$ for all $\beta$, we have exponential suppression in the attacker success probability $\mathbb{P}(\text{acc|attack})$. In the end, we can set a threshold $R_{\text{threshold}}$ for the number of rounds and the protocol is to be run until $R_\beta \geq R_{\text{threshold}}$ for all $\beta$. This will guarantee that any desired security level can be achieved by decreasing $R_{\text{threshold}}$ “uniformly” over all $\beta$. We end up with a protocol that accepts an honest party with high probability and rejects (entangled) attackers with high probability. A sketch is depicted in Figure 3.

The analysis also suggests that optimally attackers want to minimize all $|\Delta_\beta|$ simultaneously. We therefore choose to minimize $\|\Delta\|_1$. As LOCC $\subset$ PPT [CLM14], the following optimization

---

Note that minimizing $|p_\beta - p_{AB}^{\text{acc}}|$ also minimizes the Kullback-Leibler divergence $D_{\text{KL}}(P \parallel Q)$ between the corresponding binomial distributions $P$ and $Q$. 

---
Figure 3: Sketch of the idea behind the statistical test. Acceptance regions around the expected honest $p_β$’s is defined such that $P$ will be captured with high probability. Attackers trying to spoof verifiers by minimizing all $Δ_β$ as well as possible have exponentially low (in $R$) probability of returning a sample contained in the acceptance regions for all $β$.

The constraints involving $η$ stem from the fact that $P$ will produce the same inconclusive-rate on all overlaps $β$ and the attackers need to mimic that. An analogous statistical test with a $(1 − α)$-quantile around $η$ can be performed to check for this and it is clear that it is optimal for attackers to choose to reply inconclusive at the exact same rate as $P$ would do for each $β$. The above program can be solved with conventional conic optimization libraries, e.g. MOSEK [ApS20], and any example $\{β_1, ..., β_k\}$ we have tried yielded an optimal $∥Δ∥_1 > 0$ independent of $η$, indicating the loss-tolerance of the protocol.
Security of QPV\textsubscript{SWAP} in the setting where attackers are allowed to use one round of simultaneous quantum communication follows from \cite{ABS2022}, as shown in Section 3.3. We will now proceed and analyze the special case of overlaps \{0, 1\}, i.e., sending orthogonal or identical states, in more detail and show analytically and numerically that it has desirable properties.

### 3.1 Security of QPV\textsubscript{SWAP}(0, 1) Protocol

In this setting, there is the notion of a correct answer. On equal inputs the verifiers always expect the answer ‘0’. This allows for a SDP formulation for maximizing the average success probability of identifying if the input states were equal/unequal. In appendix A.2 it is shown that the relation between the success probability \( p_{\text{succ}} \) of correctly identifying equal/orthogonal and \( \|\Delta\|_1 \) is

\[
p_{\text{succ}} \leq u \implies \|\Delta\|_1 \geq \frac{3}{2} - 2u.
\]

Having drawn the connection between \( p_{\text{succ}} \) and \( \|\Delta\|_1 \), we will now proceed to show that there is a finite gap in the success probability of testing for equality between adversaries restricted to LOCC operations and an honest prover who can apply entangling measurements. Extending this single round protocol to \( n \) rounds played in parallel, we will also show that the best strategy for adversaries is to simply apply the optimal single round strategy to every round individually, which shows strong parallel repetition for QPV\textsubscript{SWAP}(0, 1). Furthermore we show that in both cases there is no advantage for the attackers if they have the ability to declare loss on rounds, i.e. the probability of success conditioned on answering is independent of loss. The security of the protocol lies in the fact that an honest prover at his claimed position can apply entangling operations to the two incoming qubits and has a strictly higher probability of answering the question correctly than spatially separated adversaries who are restricted to single round LOCC operations. The fact that the protocol is also loss-tolerant comes from the fact that all inputs are quantum and there is no way to guess any classical information beforehand.

In general, the operation that has the highest probability of generating the correct answer is the SWAP test \cite{MdW2018} and it gives a success probability \( p_{\text{succ}}(\text{SWAP-test}) = 3/4 \). We will show that the best strategy for LOCC adversaries gives at most a success probability of \( p_{\text{succ}}^{\text{max}}(\text{LOCC}) = 2/3 \). Since attackers return only a classical bit and they discard their post-measurement state, the most general type of measurement the attackers do is a positive-operator-valued measure (POVM). The attackers’ success probability for a given admissible POVM strategy \( \Pi = \{\Pi_0, \Pi_1\} \) is then given by

\[
p_{\text{succ}}(\Pi) := \frac{1}{2} \text{Tr}[\Pi_0 \rho_0 + \Pi_1 \rho_1].
\]

Maximizing over all two-qubit LOCC measurements \( \Pi^{\text{LOCC}} \) would give us the best probability of success of the attackers. However characterizing and maximizing over LOCC strategies is a mathematically complex task. We follow the method used in \cite{LXS2016}, and maximize our problem over the set of all positive partial transpose (PPT) operations. Since PPT measurements are a proper superset of LOCC measurements, any maximal success probability optimized over PPT measurements immediately upper bounds the success probability of all LOCC measurements. Furthermore, the PPT condition can be represented by a set of linear and positive semidefinite conditions \cite{Cos2013} which enables us to write down the maximization problem as a semidefinite program (SDP) \cite{VB1996}. This allows us to find exact solutions to the optimization problem if the values of the primal program and dual program coincide. In our case the SDP is as follows:
Primal Program

maximize: \( \frac{1}{2} \text{Tr} \{ \Pi_0 \rho_0 + \Pi_1 \rho_1 \} \)

subject to:
\( \Pi_0 + \Pi_1 = 1 \)
\( \Pi_k \in \text{PPT}(A : B), \quad k \in \{0, 1\} \)

Dual Program

minimize: \( \text{Tr}[Y] \)

subject to:
\( Y - Q_i^T_b - \rho_i/2 \preceq 0, \quad i \in \{0, 1\} \)
\( Y \in \text{Herm}(A \otimes B) \)
\( Q_i \in \text{Pos}(A \otimes B), \quad i \in \{0, 1\}, \)

Note that the primal program implies a lower bound and the dual program an upper bound to \( p_{\text{suc}}^{\text{max}}(\Pi^{\text{PPT}}) \). We find an exact optimal solution to the SDP of 2/3 (see Appendix A.3), giving an upper bound of the success probability optimized over all LOCC measurements of

\[
\frac{p_{\text{suc}}^{\text{max}}(\Pi^{\text{LOCC}})}{3} \leq \frac{2}{3}. \tag{3.10}
\]

The input states \( \rho_0 \) and \( \rho_1 \) have the exact same mixed state matrices as the result of uniformly choosing a mutually unbiased basis and sending either equal or orthogonal states (from the chosen basis) to \( P \). This indicates an optimal LOCC strategy. Assume the incoming qubits are encoded in MUB \( b \), and that the attackers choose a random MUB \( b' \), measure both incoming qubits in the basis \( b' \), send the measurement outcome to each other, and return equal if the measurement outcomes are equal and unequal otherwise. Then their probability of success is exactly 2/3, since

\[
P(\text{success}) = P(b' = b)P(\text{success}|b' = b) + P(b' \neq b)P(\text{success}|b' \neq b) = \frac{1}{3} \cdot 1 + \frac{2}{3} \cdot \frac{1}{2} = \frac{2}{3}. \tag{3.11}
\]

This attack strategy uses only local measurements and a single round of communication, so it is a valid single round LOCC operation. Thus we find that the upper bound in (3.10) over LOCC measurements is in fact a tight bound attained by LOCC.

We have shown that the probability of success for identifying if the given inputs were equal or not for the QPV_{SWAP}(0, 1) protocol is strictly lower for attackers restricted to LOCC measurements than for an honest verifier who can apply entangling operations (2/3 versus 3/4 respectively). Over sequential multi-round protocols, where we only perform a new run of the protocol after the previous is finished, the verifiers can increase the precision of detecting LOCC attackers to any limit they desire.

An important question to ask is whether we can extend the single round protocol to a general \( n \)-round parallel protocol, where the verifiers send \( n \) qubits from both sides to form the density matrix \( \rho_s = \rho_{s_0} \otimes \rho_{s_1} \otimes \cdots \otimes \rho_{s_{n-1}} \) for \( s \in \{0, 1\}^n \). Note that this does not follow naively from the single round security proof since attackers can now in principle take blocks of inputs and apply entangling operations on them. We will prove that for the QPV_{SWAP} protocol strong parallel repetition does indeed hold, i.e. the probability of success of winning \( n \) rounds decreases as \( (2/3)^n \), implying that the best strategy for attackers is to simply attack each round individually. Again we can write down the problem as a SDP optimization task where we optimize over all PPT operations on the \( 2n \) qubits the attackers receive.
**Primal Program**

**maximize:**  \( \frac{1}{2^n} \sum_{s \in \{0,1\}^n} \text{Tr}[\Pi_s \rho_s] \)

**subject to:**  
\( \sum_{s \in \{0,1\}^n} \Pi_s = 1_{2^n} \)

\( \Pi_s \in \text{PPT}(A : B), \quad s \in \{0,1\}^n \)

---

**Dual Program**

**minimize:**  \( \text{Tr}[Y] \)

**subject to:**  
\( Y - Q_s^T - \rho_s/2^n \succeq 0, \quad s \in \{0,1\}^n \)

\( Y \in \text{Herm}(A \otimes B) \)

\( Q_s \in \text{Pos}(A \otimes B) \).

In Appendix A.4 we find an explicit analytical solution to the dual problem. The solution is non-trivial and depends on the specifics of the QPV\textsubscript{SWAP} protocol, so it does not generalize naturally to strong parallel repetition results for other protocols. The solution yields a value of \((2/3)^n\), which bounds the probability of success under LOCC measurements by \((2/3)^n\). A feasible solution to the primal problem is to fill in the single round solution \(n\) times and this has success probability \((2/3)^n\). Since this strategy coincides with the previously mentioned single round LOCC measurement applied to each of the individual rounds of \(\rho_s\), we find that the upper bound of \((2/3)^n\) is again attained by an LOCC measurement and tight. Thus we show strong parallel repetition for the QPV\textsubscript{SWAP} protocol against attackers restricted to LOCC operations.

Strong parallel repetition is a useful result for the practical implementation of QPV protocols. First of all it implies that when playing multiple rounds we don’t have to wait until a single round is finished, thus simplifying the timing constraints of multiple rounds. Secondly, it implies a linear lower bound on the entanglement adversaries need to attack the protocol perfectly as shown in section 3.4.

### 3.2 Loss-Tolerance of QPV\textsubscript{SWAP} Protocol

In the previous section we have shown that the QPV\textsubscript{SWAP} protocol is secure against attackers restricted to LOCC attackers in the case where attackers have to answer in every round. However, in practice an honest prover will only answer on a fraction of the rounds played due to channel loss and imperfect measurements. In order to prove security against any coalition of attackers in the setting with channel loss, we must assume that attackers will never suffer any loss when they attack a protocol\(^8\). When classical information is sent, such as in the QPV\textsubscript{BB84} protocol [KMS11, BCF+11], attackers may guess the classical information that is being sent. If they guess incorrectly they discard the round and declare a loss (\(\emptyset\)), if they guess correctly they can continue and successfully attack the protocol since the classical information is known to both attackers after communication. If the loss rate is high enough, attackers can hide their incorrect guesses in the loss declarations and the verifiers cannot distinguish the attackers from an honest prover. Note that in order to pretend a loss without being detected, attackers must declare a loss with equal probability on every input. To prove loss tolerance, we can incorporate loss in the SDP setting and show that the optimal solution of the SDP is independent of the loss, similar to the method in [LXS+16].

We can relatively straightforwardly add the condition that attackers must mimic a certain loss rate \((1 - \eta)\) on all inputs. We first show that in the parallel repetition case \(p_{\text{succ}}\) is independent of \(\eta\) when attackers either answer conclusively on all inputs or don’t answer at all. In the following

---

\(^8\)They could position themselves very close to the verifiers and have perfect communication channels, for example.
proposition, we use this simple result to show that this property implies that \( p_{\text{succ}} \) stays independent of \( \eta \) when declaring a loss on any subset of rounds is allowed.

**Proposition 3.1.** Any multi-round QPV protocol that fulfills strong parallel repetition security against adversaries restricted to LOCC operations and is tolerant against declaring loss on all \( n \) rounds, is also tolerant against declaring loss on any subset of rounds.

*Proof.* Suppose we have a secure \( n \)-round QPV protocol with strong parallel repetition. Then the \( n \)-round success probability for attackers is \( p_n = p_1^n \) for some single round probability \( p_1 \). Suppose we perform \( n \) rounds and we allow adversaries to only answer on \( k \) rounds and to declare a loss on the remaining \((n-k)\) rounds, and suppose that there is some attacking strategy \( S \) restricted to LOBC measurements that has a probability \( p_S > p_1^k \) of being correct on this subset. We will show that this leads to a contradiction. Consider a protocol like the \( k \)-round protocol \( \text{QPV}_{\text{SWAP}}^k \), which is secure and loss tolerant on all rounds by assumption and has success probability \( p_k = p_1^k \). Since individual rounds are product states, attackers may create \( n-k \) independent extra rounds locally of which they can forget the answer. This creates a \( n \)-round protocol. The attackers can now apply their strategy \( S \). With probability \( 1/(\binom{n}{k}) \) they get an answer on their initial \( k \) rounds that is correct with success probability \( p_S \). And with probability \( 1 - 1/(\binom{n}{k}) \) they receive the wrong subset of \( k \) rounds, in which case the attackers declare a loss (on all rounds). This defines an LOCC attack with a conditional winning probability \( p_S > p_1^k \) and loss rate of \( 1 - 1/(\binom{n}{k}) \), which contradicts our assumption that the maximal success probability of being correct on the \( k \)-round protocol is \( p_1^k \) for any loss. Therefore, for any subset of \( k \) rounds out of the total of \( n \) rounds, the maximal success probability \( p_k \) on this subset is \( p_1^k \).

Next, we formulate an SDP to maximize the probability of success conditioned on a conclusive answer \( p_{\text{succ}}^{n}(n, \eta) \) in the \( n \)-round parallel repetition case (\( n = 1 \) corresponds to the single round protocol).

| Primal Program | Dual Program |
|----------------|--------------|
| maximize: \( \frac{1}{2n\eta} \sum_{s \in \{0,1\}^n} \text{Tr}[\tilde{\Pi}_s \rho_s] \) | maximize: \( \frac{\eta}{\text{Tr}[\tilde{Y}] - (1 - \eta)\gamma} \) |
| subject to: \( \left( \sum_{s \in \{0,1\}^n} \tilde{\Pi}_s \right) + \tilde{\Pi}_\emptyset = \mathbb{1}_{2^{2n}} \) | subject to: \( \tilde{Y} - \tilde{Q}_s^T \rho_s / 2^n \succeq 0, \quad s \in \{0,1\}^n \) |
| \( \text{Tr}[\tilde{\Pi}_s \rho_s] = 1 - \eta, \quad s \in \{0,1\}^n \) | \( 2^{2n}(\tilde{Y} - \tilde{Q}_s^T) - \gamma \mathbb{1}_{2^{2n}} \succeq 0 \) |
| \( \tilde{\Pi}_s \in \text{PPT}(A : B), \quad s \in \{0,1\}^n \cup \emptyset \) | \( \tilde{Q}_s \in \text{Pos}(A \otimes B), \quad s \in \{0,1\}^n \cup \emptyset \) |
| \( \gamma \in \mathbb{R} \) |

From the analysis in Appendix A.5, we see that the solution of the SDP is again \((2/3)^n\), independent of \( \eta \), upper bounding the attackers restricted to LOCC measurements. The strategy in which attackers apply with probability \( \eta \) the regular \( n \)-round parallel repetition attack and with probability \((1 - \eta)\) discard everything again has conditional success probability \((2/3)^n\) so the bound is tight. By Proposition 3.1, we have that \( \text{QPV}_{\text{SWAP}}^n \) is tolerant against loss on any subset of rounds, establishing full loss tolerance.
3.3 Security with quantum communication

We now show that, no matter the transmission rate $\eta$, the SWAP-test cannot be perfectly simulated by unentangled attackers even if they have access to quantum communication. Our argument relies on the same fact for the Bell measurement, as is proven in [ABSL22].

Abstractly, the SWAP-test implements the POVM $\{\Pi_{\text{sym}}, \Pi_{\text{a-sym}}\}$ of projecting onto either the symmetric or the anti-symmetric subspace. In particular, it allows to perfectly distinguish $|\Psi_-\rangle$ from the other Bell states, in particular this shows that there is a finite gap between the best quantum communication attack without loss. With loss we will show that if the SWAP-test could be implemented perfectly with local actions and one round of quantum communication for some $0 < \eta \leq 1$, then so could the Bell measurement with some different $\eta' < \eta$, contradicting our result in [ABSL22], thus implying that there exist no perfect lossy attack of the SWAP-test.

**Proposition 3.2.** $QPV_{\text{SWAP}}$ cannot be perfectly attacked if attackers $A$, $B$ can use quantum communication between them, no matter the loss rate $1 - \eta$. That is, $\|\Delta\|_1 > 0$ for any $\eta \in (0, 1]$.

**Proof.** Assume there is a procedure, using only local actions and one round of simultaneous quantum communication, perfectly simulating $\{\Pi_{\text{sym}}, \Pi_{\text{a-sym}}\}$ with probability $0 < \eta \leq 1$. Then, conditioned on their procedure giving a conclusive result (which happens with probability $\eta$), $A$, $B$ could do the following in $QPV_{\text{Bell}}$ with a Bell measurement at $P$ and an input chosen uniformly at random from $\{|\Phi^+\rangle, |\Phi^-\rangle, |\Psi^+\rangle, |\Psi^-\rangle\}$:

- Whenever their procedure returns “anti-symmetric”, return $|\Psi_-\rangle$
- Whenever it returns “symmetric”, return the loss symbol $\varnothing$

However, this would be suspicious, because the only conclusive answers would be $|\Psi_-\rangle$. In order to achieve $P(\varnothing | B_i) = 1 - \eta$ for all Bell states $|B_i\rangle$ and $P(B_i | \text{concl.}) = 1/4$, as the honest $P$ would do in $QPV_{\text{Bell}}$, they could apply $1_A \otimes (X^a Z^b)_B$ with $a, b \in \{0, 1\}$ chosen uniformly at random in each round as soon as they receive the inputs. This just transfers the input to a different Bell state. If they adjust their responses to

- Whenever their procedure returns “anti-symmetric”, answer $1_A \otimes (Z^b X^a)_B |\Psi_-\rangle$
- Whenever it returns “symmetric”, answer the loss symbol $\varnothing$

They achieve $P(\varnothing | B_i) = 1 - \eta$ as well as $P(B_i | \text{concl.}) = 1/4$ and whenever they do answer conclusively, they will be correct (by assumption). But this would give them a perfect attack on $QPV_{\text{Bell}}$ with some probability $\eta' < \eta$ (because they throw away the “symmetric” measurement results). This contradicts the the fact that $p_{\text{suc}}(\eta) < 1$ for all $\eta$ in $QPV_{\text{Bell}}$. \hfill $\square$

3.4 Entanglement attack

It turns out that there is a perfect attack on $QPV_{\text{SWAP}}(\beta_1, \ldots, \beta_k)$ using one pre-shared maximally entangled state between the attackers. This gets apparent if one looks at the purified version of the protocol. In this setting, the attackers do not receive mixed states from the verifiers, but rather halves of the corresponding purification. In $QPV_{\text{SWAP}}(\beta_1, \ldots, \beta_k)$ this purification is a maximally
entangled state on each side. This does not change anything about the input/output distributions of the attackers, as already noted in [BCF+11]. Entanglement swapping is captured in the identity

$$|\Phi_+\rangle_{12} |\Phi_+\rangle_{34} = \frac{1}{2} (|\Phi_+\rangle_{14} |\Phi_+\rangle_{23} + |\Phi_-\rangle_{14} |\Phi_-\rangle_{23} + |\Psi_+\rangle_{14} |\Psi_+\rangle_{23} + |\Psi_-\rangle_{14} |\Psi_-\rangle_{23}).$$

(3.12)

Applying a Bell state measurement (BSM) on registers (23) swaps entanglement from registers (12) and (34) to (14) and (23). The intriguing aspect is that registers (14) could be causally separated, yet are entangled after the BSM. We use this to prove the following statement.

**Theorem 3.3.** The SWAP-test can be perfectly simulated using one pre-shared maximally entangled state and one round of classical communication between A and B. Thus \( n \) pre-shared EPR pairs are sufficient to attack \( \text{QPV}_{\text{SWAP}}(\beta_1, \ldots, \beta_k) \), and \( \sim 0.103n \) pre-shared EPR pairs are necessary to attack \( \text{QPV}_{\text{SWAP}}(0,1) \).

**Proof.** In the purified protocol, verifiers do not send out their respective mixed states \( \rho_{V_0}, \rho_{V_1} \) but rather halves of the corresponding purified pure state. Note that for a given list of overlaps \( O = \{\beta_1, \ldots, \beta_k\} \) the total input state is \( \rho = \frac{1}{k} \sum_{\beta \in O} \rho_{\beta} \). One can then calculate

$$\text{Tr}_{V_0}[\rho] = \text{Tr}_{V_1}[\rho] = \frac{I_2}{2}$$

and therefore the purifications at \( V_0, V_1 \) are maximally entangled states, say \( |\Phi_+\rangle \). The resulting entanglement structure between the verifiers and attackers throughout the attack is as depicted in Figure 4. Assume now that attackers pre-share one EPR pair, say also \( |\Phi_+\rangle \), in registers \( A_2B_2 \).

\[ V_0 \bullet \quad A_1 \bullet \quad B_1 \quad A_2 \bullet \quad B_2 \]
\[ V_1 \bullet \]

(a) Attackers receive quantum states.

\[ V_0 \bullet \quad A_1 \bullet \quad B_1 \quad A_2 \bullet \quad B_2 \]
\[ V_1 \bullet \]

(b) Each applies a BSM.

\[ V_0 \bullet \quad A_1 \bullet \quad \times \quad B_1 \quad A_2 \bullet \quad B_2 \]
\[ V_1 \bullet \]

(c) They communicate results.

**Figure 4:** Entanglement structure throughout a purified protocol.

Then the total input state of the protocol can be rewritten as

$$|\Phi_+\rangle_{V_0A_1} |\Phi_+\rangle_{V_1B_1} |\Phi_+\rangle_{A_2B_2} = \frac{1}{2} \left[ |\Phi_+\rangle_{V_0} \otimes \frac{1}{2} \left( |\Phi_+\rangle |\Phi_+\rangle + |\Phi_-\rangle |\Phi_-\rangle + |\Psi_+\rangle |\Psi_+\rangle + |\Psi_-\rangle |\Psi_-\rangle \right) \right]_{A_1A_2B_1}$$

$$+ |\Phi_-\rangle_{V_0} \otimes \frac{1}{2} \left( |\Phi_+\rangle |\Phi_-\rangle + |\Phi_-\rangle |\Phi_+\rangle + |\Psi_+\rangle |\Psi_-\rangle + |\Psi_-\rangle |\Psi_+\rangle \right) \right]_{A_1A_2B_1}$$

$$+ |\Psi_+\rangle_{V_0} \otimes \frac{1}{2} \left( |\Phi_+\rangle |\Psi_+\rangle - |\Phi_-\rangle |\Psi_-\rangle + |\Psi_+\rangle |\Phi_+\rangle - |\Psi_-\rangle |\Phi_-\rangle \right) \right]_{A_1A_2B_1}$$

$$+ |\Psi_-\rangle_{V_0} \otimes \frac{1}{2} \left( |\Phi_-\rangle |\Psi_+\rangle - |\Phi_+\rangle |\Psi_-\rangle + |\Psi_-\rangle |\Phi_+\rangle - |\Phi_+\rangle |\Psi_-\rangle \right) \right]_{A_1A_2B_1}.$$
in $V_0 V_1$ into the corresponding Bell state. By communicating their results (classically) to each other, they can uniquely identify the state in the verifiers’ registers $V_0 V_1$. Let them then use the following strategy: answer ‘0’, whenever they infer that the verifiers hold a symmetric state and ‘1’, whenever it is an anti-symmetric state. Doing so, attackers effectively perform a measurement $\{\Pi_{\text{sym}}, \Pi_{\text{a-sym}}\}$ on $V_0 V_1$, which is precisely what the SWAP test does. To make this argument formal, let $A$ and $B$ receive registers $V_0$ and $V_1$, respectively. Inspired by the above, define

$$W := 1_{V_0} \otimes \text{SWAP}_{A_2 V_1} \otimes 1_{B_2}$$

$$\Pi_0 := \left( |\Phi_+\Phi_+\rangle \langle \Phi_+\Phi_+| + |\Phi_-\Phi_-\rangle \langle \Phi_-\Phi_-| + |\Psi_+\Psi_+\rangle \langle \Psi_+\Psi_+| + |\Psi_-\Psi_-\rangle \langle \Psi_-\Psi_-| + |\Phi_+\Psi_-\rangle \langle \Phi_-\Psi_+| + |\Phi_-\Psi_+\rangle \langle \Phi_+\Psi_-| + |\Psi_+\Phi_-\rangle \langle \Psi_-\Phi_+| + |\Psi_-\Phi_+\rangle \langle \Psi_+\Phi_-| \right)_{V_0 A_2 V_1 B_2}$$

$$\Pi_1 := \left( |\Phi_-\Phi_+\rangle \langle \Phi_-\Phi_+| + |\Psi_+\Phi_-\rangle \langle \Psi_+\Phi_-| + |\Psi_-\Phi_+\rangle \langle \Psi_-\Phi_+| + |\Phi_+\Psi_+\rangle \langle \Phi_+\Psi_+| \right)_{V_0 A_2 V_1 B_2}.$$  

Note that $\Pi_0$ and $\Pi_1$ are positive semi-definite and $\Pi_0 + \Pi_1 = 1$, so that $\{\Pi_0, \Pi_1\}$ is a valid POVM. It can then be explicitly checked that

$$\Pi_{\text{sym}}^{V_0 V_1} = \text{Tr}_{A_2 B_2} \left[ W \Pi_0^{V_0 A_2 V_1 B_2} W^\dagger \left( \rho_\beta^{V_0 V_1} \otimes |\Phi_+\rangle \langle \Phi_+| \right)_{A_2 B_2} \right]$$

$$\Pi_{\text{a-sym}}^{V_0 V_1} = \text{Tr}_{A_2 B_2} \left[ W \Pi_1^{V_0 A_2 V_1 B_2} W^\dagger \left( \rho_\beta^{V_0 V_1} \otimes |\Phi_+\rangle \langle \Phi_+| \right)_{A_2 B_2} \right],$$  

for any $\beta \in [0, 1]$. Equation (3.13) shows that the above attack using one pre-shared EPR pair is exactly the same as the honest action on $\rho_\beta$. In other words, the attackers can perfectly simulate the SWAP test and thus reproduce $P$. To get a lower bound on the required entanglement resource in order to break QPV/\text{SWAP}(0, 1) we can use an argument already mentioned in Lemma V.3 in [BK11]. It says that if the attackers pre-share a $d$-dimensional resource state $\tau_{AB}$ then the success probability (of the attackers achieving that the verifiers accept them) is related to the success probability without a pre-shared resource in the following way:

$$p_{\text{succ}|\tau_{AB}} \leq dp_{\text{succ}|\emptyset}.$$  

For the $\beta \in \{0, 1\}$ case, we argued at the beginning of section 3.1 that the optimal attack strategy is to produce no error on orthogonal inputs and then accept whatever error that means for the identical inputs (which turned out to be $\Delta_1 = 1/4$). Then, the probability that the verifiers accept attackers is basically $(3/4)^n$, where $n_-$ is the number of rounds with identical inputs. Since each overlap is chosen with probability $1/2$ in each round, we have for $n$ rounds that $\mathbb{E}[n_-] = n/2$. Hence, we expect $p_{n,\text{succ}|\tau_{AB}} \leq d(\frac{3}{4})^{n/2}$ and thus

$$p_{n,\text{succ}|\tau_{AB}} < 1 \quad \text{as long as} \quad d < \left( \frac{4}{3} \right)^{n/2}.$$  

If $m$ is the number of EPR pairs in $\tau_{AB}$, so that $d = 2^m$, it follows that, in expectation,

$$p_{n,\text{succ}|\tau_{AB}} < 1 \quad \text{as long as} \quad m < \frac{1}{4} \log \left( \frac{4}{3} \right) n \approx 0.103n.$$  

\[\square\]
4 QPV\textsubscript{SWAP} with realistic experimental conditions

4.1 Practical considerations

The SWAP-test has been shown to be equivalent to the Hong-Ou-Mandel (HOM) interference measurement \cite{HOM87} with just one 50/50 beam splitter and two photon detectors \cite{JAC04, GECP13}. We call this the BS setup, as only a single beam splitter is used. If the photons bunch into one detector arm, the answer shall be “0”, if both detectors register a click it shall be “1”. However, for click/no-click detectors there is a problem with this simple setup, as signal loss can convert “1” answers to “0” answers. For high loss rates one would always get $p_\beta(0) \approx 1$, irrespective of the overlap and even without further equipment errors because most of the time only one state will arrive. Hence the BS setup will be insecure unless one uses number-resolution (NR) detectors. With these, single clicks at one detector get filtered out instead of delivering a wrong answer. NR detectors also filter out $k > 2$ click events so that the ideal SWAP-test distribution of $p_\beta(0) = \frac{1+\beta^2}{2}$ is fairly well preserved\footnote{With a generic $(R,T)$ beamsplitter, one has $p_\beta(0) = 4|R|^2|T|^2 \frac{1+\beta^2}{2}$.}, even with experimental errors. Creating true NR detectors is an active field of research, but at the moment they are still at early stage and somewhat hard to operate \cite{CHE+21, ESM+21}. We therefore use two further beam splitters and four click/no-click detectors to achieve probabilistic NR. We call this the 3BS setup, as depicted in figure 5.

We define the following decision rules for the honest prover (for one detection window, corresponding to a round of the protocol):

\textbf{(BS)} Answer “0” if $D_1$ xor $D_2$ clicks, answer “1” if $(D_1, D_2)$ click, answer “∅” if no click occurs.

\textbf{(3BS)} Answer “0” if two clicks in one arm after BS$_1$ are detected ($(D_1, D_2)$ or $(D_3, D_4)$), answer “1” if two clicks in different arms are detected ($(D_1, D_3)$, $(D_1, D_4)$, $(D_2, D_3)$ or $(D_2, D_4)$), else answer “∅”.

This means that in the 3BS setup we post-select entirely on 2-click events, giving us weak NR, but only with some probability.

In practice, no qubit or channel is perfect and we need to check under which conditions our protocol remains secure. To that end we will parametrise the entire setup from the single photon

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{The detection setups BS (left) and 3BS (right). The beam splitters are $(R,T)$ and non-polarizing. Unless otherwise specified, the detectors $D_i$ are conventional single photon click/no-click detectors.}
\end{figure}
sources (at the verifiers) to the detection (at the prover) in terms of the errors that can appear. The setup consists of the following:

- Each verifier holds an imperfect single photon source, characterised by the probability that at least one photon is emitted $\eta_{\text{source}} = \mathbb{P}(n > 0)$, the brightness $B = \mathbb{P}(n = 1)$ and the accidental pair production rate $p_{\text{pair}} = \mathbb{P}(n = 2)$, where $n$ is the number of single photons. We consider accidental multi-photon terms $\mathbb{P}(n > 2)$ to be negligible.

- A communication channel between each verifier and the prover with a transmittance (at the prover) of $\eta_{\text{BS}}$. We assume that both channels from $V_A$ to $P$ and from $V_B$ to $P$ have the same transmittance.

- The prover uses imperfect beam splitters with reflectance (amplitude) $R$ and transmittance (amplitude) $T$ as well as single photon detectors characterised by a detection efficiency $\eta_{\text{det}}$ (including loss between $BS_1$ and the detectors as well as an imperfect intrinsic detection efficiency, per detector) and a dark count rate $p_{\text{dark}}$ (per detector).

- The final parameter is the overlap $\beta$ between the input states at the prover. Assuming that the equipment of both verifiers is identical, we can regard the photons leaving the sources as indistinguishable except in the degree of freedom we use to encode our quantum states in. One simple example would be the photon polarisation degree of freedom, such that $\beta = |\langle \psi | \phi \rangle|$ for polarisation qubits $|\psi\rangle$ and $|\phi\rangle$. In practice it may happen that a protocol round is started with a target overlap $\beta$ but the communication channel disturbs it to some $\tilde{\beta} = \beta + \delta$ with error $|\delta| > 0$.

We will denote the set of experimental parameters as

$$\Omega_\beta = (\eta_{\text{source}}, B, p_{\text{pair}}, \eta_{\text{BS}}, |R|^2, |T|^2, \beta, \delta, \eta_{\text{det}}, p_{\text{dark}}).$$

(4.1)

Some comments about these parameters are to be made. From an experimental point of view the second order autocorrelation function (at zero time-delay) $g^{(2)}$, describing how bunched or anti-bunched the photons are coming from the source (see figure 6), is easier to determine. The quantities $\eta_{\text{source}}, B$ and $g^{(2)}$ can be obtained in the lab and the latter has become a standard parameter to describe the quality of a single photon source [TFVM20]. However, more important for us is the probability $p_{\text{pair}}$ that there accidentally are two photons produced at one source, because this may influence the interference at the beam splitter with the photon from the other source. Assuming $\mathbb{P}(n > 2) \approx 0$, we can relate $g^{(2)}$ and $\mathbb{P}(n = 2)$ as follows, [MPFB13],

$$p_{\text{pair}} = \mathbb{P}(n = 2) = \frac{g^{(2)}}{2} \mu^2 \approx \frac{g^{(2)}}{2} (2\eta_{\text{source}} - B)^2,$$

(4.2)

with $\mu$ being the mean photon number produced by the source. Moreover, we account for errors in the communication channels as follows. If the verifiers expect a protocol with $\Omega_\beta$ and in reality the overlap between the input states changes from $\beta$ to $\tilde{\beta} = \beta + \delta$ on the way to the prover, then the honest party will run the protocol with $\Omega_{\beta} = \Omega_{\beta + \delta}$. That means $P$ will reproduce the expected distribution a bit worse. How much error is tolerated for a given $\Omega_\beta$ will become evident in a later

---

10The beam splitter at $P$ is where quantum interference between the incoming photons happens.
Figure 6: Bunching described by $g(2)$ for photons coming from a single photon source. Taken from https://blog.delmic.com/time-resolved-cathodoluminescence.

section. Note also, that the verifiers do not need to know/trust the detection system parameters but could in principle base their security checks simply on industry standard values of $\{\eta_{\text{det}}, p_{\text{dark}}\}$. Moreover, $\eta_{\text{BS}}$ and $\delta$ can be estimated by the verifiers because they know in which way they send out the inputs (e.g. free space or in a quantum network). In this sense the verifiers have control over all parameters. Finally, we note that the protocol is based on two-photon interference and thus phase insensitive.

4.2 Imperfect honest prover

Here we will argue that all we are interested in are the two probability distributions $P_{\Omega,\beta}(D_1, D_2)$ and $P_{\Omega,\beta}(D_1, D_4)$ of these detector click patterns happening given an experimental configuration $\Omega,\beta$. This follows from the symmetry of the setup and the fact that photons bunch or anti-bunch into each bunch/anti-bunch output configuration with the same probability\footnote{Explicitly, we mean $P((0, 2)) = P((2, 0)), P((0, 3)) = P((3, 0))$ and $P((1, 2)) = P((2, 1))$ for any $|R|^2$ and $|T|^2$.}, respectively, independent of the reflectance $|R|^2$ and transmittance $|T|^2$ of the beam splitter. Hence

$$P_{\Omega,\beta}(D_1, D_2) = P_{\Omega,\beta}(D_3, D_4),$$
$$P_{\Omega,\beta}(D_1, D_4) = P_{\Omega,\beta}(D_2, D_4) = P_{\Omega,\beta}(D_1, D_3) = P_{\Omega,\beta}(D_2, D_3).$$

(4.3)

An intuitive example of this is the Hong-Ou-Mandel (HOM) effect. For overlap $\beta$ and an $(R, T)$ beam splitter, the probability to bunch to each output port is $|R|^2|T|^2(1 + \beta^2)$ for both ports [Lou00]. This uniform distribution on the output ports (given bunch or anti-bunch) also holds for the cases of 3 incoming photons as we prove later. That means

$$P_{\Omega,\beta}(0) = P_{\Omega,\beta}(2\text{-click in one arm}) = 2 \cdot P_{\Omega,\beta}(D_1, D_2),$$
$$P_{\Omega,\beta}(1) = P_{\Omega,\beta}(2\text{-click in two arms}) = 4 \cdot P_{\Omega,\beta}(D_1, D_4),$$
$$P_{\Omega,\beta}(\emptyset) = 1 - P_{\Omega,\beta}(0) - P_{\Omega,\beta}(1).$$

(4.4)
Finally, we post-select on conclusive answers and test the probability distributions of “0” and “1” answers there. So we are looking for

\[
\begin{align*}
 p_{\Omega,\beta}(0) & := \mathbb{P}_{\Omega,\beta}(0 \mid \text{concl.}) = \frac{\mathbb{P}_{\Omega,\beta}(0)}{1 - \mathbb{P}_{\Omega,\beta}(\emptyset)}, \\
 p_{\Omega,\beta}(1) & := \mathbb{P}_{\Omega,\beta}(1 \mid \text{concl.}) = \frac{\mathbb{P}_{\Omega,\beta}(1)}{1 - \mathbb{P}_{\Omega,\beta}(\emptyset)}.
\end{align*}
\]  

(4.5)

Next, we find explicit expressions for the probability distributions of the needed detector click patterns. To that end, we expand

\[
\begin{align*}
\mathbb{P}_{\Omega,\beta}(D_1, D_2) &= (1 - p_{\text{dark}})^2 \sum_k \mathbb{P}_{\Omega,\beta}(D_1, D_2 \mid k \text{ photons at BS}_1) \mathbb{P}_{\Omega,\beta}(k \text{ photons at BS}_1) \\
&= (1 - p_{\text{dark}})^2 \sum_k \left[ \mathbb{P}_{\Omega,\beta}(D_1, D_2 \mid \text{bunch}, k) \frac{\mathbb{P}_{\Omega,\beta}(\text{bunch} \mid k)}{2} \\
&\quad + \mathbb{P}_{\Omega,\beta}(D_1, D_2 \mid \text{anti-bunch}, k) \mathbb{P}_{\Omega,\beta}(\text{anti-bunch} \mid k) \right] \mathbb{P}_{\Omega,\beta}(k \text{ photons at BS}_1),
\end{align*}
\]

(4.6)

where

\[
\mathbb{P}_{\Omega,\beta}(k \text{ photons at BS}_1) = \sum_{\ell \geq k} \mathbb{P}_{\Omega,\beta}(k \text{ photons at BS}_1 \mid \ell \text{ produced}) \mathbb{P}_{\Omega,\beta}(\ell \text{ produced}).
\]  

(4.7)

The factor \((1 - p_{\text{dark}})^2\) accounts for the fact that the other two detectors \(D_3\) and \(D_4\) should not click. The factor \(1/2\) in \(\mathbb{P}_{\Omega,\beta}(\text{bunch} \mid k)/2\) stems from the fact that for a non-negligible contribution to \(\mathbb{P}_{\Omega,\beta}(D_1, D_2)\) the photons have to bunch into the \((D_1, D_2)\) output arm, which happens with probability \(1/2\). Otherwise, we would require both \(D_1\) and \(D_2\) to have a dark count (and loose all photons), which would dominate that contribution via \(p_{\text{dark}}^2\). We neglect this other term. Furthermore, we consider up to \(k = 3\) photons incoming to \(\text{BS}_1\) and up to \(\ell = 3\) photons in total being produced by the sources in a round of the protocol. The probabilities for \(k \geq 4\) incoming photons are considered negligible because assuming \(\mathbb{P}(n > 2) \approx 0\) for each source gives \(\mathbb{P}_{\Omega,\beta}(4 \text{ photons at BS}_1) \sim \eta_{\text{BS}}^4 p_{\text{pair}}^2\), which is only \(\sim 10^{-12}\) for realistic conditions. Higher photon number terms are even smaller. In the process of treating the 3-photon case we had to generalise the HOM output port distribution to 3 photons, as formulated in the following lemma. The proof can be found in appendix D.

**Lemma 4.1.** Consider photonic qubits \(|\psi\rangle, |\phi\rangle\) arriving at one input port of a (symmetric) \((R, T)\) beam splitter and \(|\chi\rangle\) at the other input port. Then the output port distribution is given by

\[
\begin{align*}
\mathbb{P}((3, 0) \text{ or } (0, 3)) &= 4|R|^2|T|^2 \frac{\left|\langle\psi|\phi\rangle\right|^2 + \left|\langle\psi|\chi\rangle\right|^2 + \left|\langle\phi|\chi\rangle\right|^2}{2 \cdot (1 + \left|\langle\psi|\phi\rangle\right|^2)}, \\
\mathbb{P}((2, 1) \text{ or } (1, 2)) &= 1 - \mathbb{P}((3, 0) \text{ or } (0, 3)).
\end{align*}
\]  

(4.8) (4.9)

\(^{12}\)In practice values like \(p_{\text{dark}}^2 \sim 10^{-14}\) per detection window can be achieved
In the same vein we expand
\[
\mathbb{P}_{\Omega_\beta}(D_1, D_4) = (1 - p_{\text{dark}})^2 \sum_k \mathbb{P}_{\Omega_\beta}(D_1, D_4 | k \text{ photons at BS}_1) \mathbb{P}_{\Omega_\beta}(k \text{ photons at BS}_1)
\]
\[
= (1 - p_{\text{dark}})^2 \sum_k \left[ \mathbb{P}_{\Omega_\beta}(D_1, D_4 | \text{bunch}, k) \mathbb{P}_{\Omega_\beta}(\text{bunch} | k) + \mathbb{P}_{\Omega_\beta}(D_1, D_4 | \text{anti-bunch}, k) \mathbb{P}_{\Omega_\beta}(\text{anti-bunch} | k) \right] \mathbb{P}_{\Omega_\beta}(k \text{ photons at BS}_1).
\]
(4.10)

Here there is no factor \(1/2\) after \(\mathbb{P}_{\Omega_\beta}(\text{bunch} | k)\) because no matter into which output arm the photons bunch only one extra detector dark count is needed, incurring only a factor \(p_{\text{dark}}\) instead of \(p_{\text{dark}}^2\), which we do not neglect.

Given all this, one has to explicitly write out all these probability contributions in (4.6) and (4.10), which gives very long overall expressions. These can be found in appendix B. Finally, note that for example for overlaps \(\beta \in \{0, 1\}\) an ideal honest party with the set of parameters \(\Omega_\beta = (1, 1, 0, 1, 1/2, 1/2, \beta, 0, 1, 0)\) will produce
\[
\mathbb{P}(0 | \rho_0, \text{concl.}) = \frac{1}{3}, \quad \mathbb{P}(0 | \rho_1, \text{concl.}) = 1, \quad (4.11)
\]
\[
\mathbb{P}(1 | \rho_0, \text{concl.}) = \frac{2}{3}, \quad \mathbb{P}(1 | \rho_1, \text{concl.}) = 0, \quad (4.12)
\]
\[
\mathbb{P}(\emptyset | \rho_0) = \frac{1}{4}, \quad \mathbb{P}(\emptyset | \rho_1) = \frac{1}{2}, \quad (4.13)
\]

using the 3BS setup. This can be generalised to any \(\beta\) as
\[
\mathbb{P}(0 | \rho_\beta, \text{concl.}) = \frac{1 + \beta^2}{3 - \beta^2},
\]
\[
\mathbb{P}(1 | \rho_\beta, \text{concl.}) = 1 - \frac{1 + \beta^2}{3 - \beta^2}, \quad (4.14)
\]
\[
\mathbb{P}(\emptyset | \rho_\beta) = \frac{1 + \beta^2}{4}.
\]

Since an ideal P would produce this with the proposed setup it makes sense to consider this one as “the ideal distribution” for an experiment instead of the usual SWAP-test distribution. Nevertheless, the essential quantum interference happens in the first beam splitter BS\(_1\) implementing the SWAP-test.

### 4.3 Statistical testing

The SWAP-test is a probabilistic measurement and in a realistic scenario with errors it also won’t give a deterministic answer on identical inputs of the form \(|\psi\rangle \otimes |\psi\rangle\). In order to distinguish the honest prover from attackers the verifiers therefore need to test between the hypotheses “the sample received comes from P” and “the sample received comes from attackers”, considering that P will make some (predictable) errors. As each round is run independently the samples generated over many rounds will be samples from a binomial distribution. In the problem there are three involved distributions: the ideal one, the imperfect honest one, and the attacker one. To distinguish them, we
will perform a binomial test. Similar to the ideal scenario, we will define acceptance regions around the ideal distributions for each $\beta$ in such a way that we still capture the imperfect $P$ with high probability. These acceptance regions depend on the experimental conditions $\Omega_\beta$. If the conditions are too bad, these regions are forced to be wide, possibly even largely overlapping for different $\beta$. Then the test will be impaired and, for example, if all acceptance regions overlap, the protocol can be broken. Or else, the conditions could be bad enough so that we have to run an infeasibly large amount of rounds. In such cases we say *the experimental conditions are too weak for QPV*. Intuitively, if the experimental conditions are good enough, the more rounds we run, the narrower the acceptance regions will become\textsuperscript{13} and the lower the probability that attackers produce a sample which reaches all acceptance regions simultaneously. This behaviour is depicted in figure 7. Then we can see how many rounds we need to run in order to achieve enough confidence in distinguishing attackers from $P$ as a function of the experimental parameters $\Omega_\beta$. The worse the conditions, the more rounds we will need to run and if the conditions are too weak for QPV the protocol can be broken.

\textbf{Figure 7:} Sketch of “squeezing” the attackers out of an acceptance region. On the left, we have not run enough rounds yet and a large part of the attacker distribution (red) overlaps with the acceptance region (gray). Thus attackers would have a decently high probability of returning a sample that gets accepted. On the right, after many more rounds, the probability of returning a sample that lies in the acceptance region is negligibly small. These plots are for an example overlap of $\beta = 3/4$. $f_{\text{Bin}}(R)$ denotes the binomial probability density function for $R$ rounds and $p(0)$ the fraction of “0” results.

In order to still capture the honest prover with high probability even in the presence of errors, we need to widen the acceptance regions of the errorless protocol as given by (3.1). The new lower bound will be the smaller of the two $\alpha$-quantiles of the ideal and the imperfect distribution. The

\textsuperscript{13}While still accepting $P$ with high probability, because we will define the acceptance region accordingly, see further below in the main text.
new upper bound will be the larger of the two \((1 - \alpha)\)-quantiles. In other words,

\[
\begin{align*}
L_{\alpha, \Omega} &= \min\{z_\alpha(\beta, R_\beta), z_\alpha(\Omega_\beta, R_\beta)\}/R_\beta \\
U_{\alpha, \Omega} &= \max\{z_{1-\alpha}(\beta, R_\beta), z_{1-\alpha}(\Omega_\beta, R_\beta)\}/R_\beta.
\end{align*}
\]  

\text{(4.15)}

Here again the values of \(z_q(\beta, R_\beta)\) and \(z_q(\Omega_\beta, R_\beta)\) can be obtained via the inverse of the cumulative distribution function \(F_{\text{Bin}}(R_\beta; p_\beta(0))\) and \(F_{\text{Bin}}(R_\beta; p_{\Omega_\beta}(0))\), respectively. This defines the round-dependent acceptance regions \(\text{acc}_{\Omega_\beta}(\alpha, R_\beta) = [L_{\alpha, \Omega_\beta}, U_{\alpha, \Omega_\beta}]\). Defining these region in this way ensures that we still capture \(\mathbb{P}\) with high probability \(\geq 1 - O(k\alpha)\), with \(k\) the number of different overlaps used in the protocol and \(\alpha\) can be set very small, like \(10^{-6}\). Meanwhile, attackers need to get \(\hat{p}_\beta(0) \in \text{acc}_{\Omega_\beta}(\alpha, R_\beta)\) for all \(\beta\) in order to succeed. If the experimental conditions \(\Omega_\beta\) are so bad that all \(\text{acc}_{\Omega_\beta}(\alpha, R_\beta)\) overlap, attackers can succeed by choosing to answer with some fixed list producing \(\hat{p}(0) \in \bigcap_\beta \text{acc}_{\Omega_\beta}(\alpha, R_\beta)\). Indeed, all acceptance regions overlap when one tries to implement the SWAP-test with just one beam splitter and two click/no-click detectors. We hence demand that not all acceptance regions overlap, that is \(\bigcap_\beta \text{acc}_{\Omega_\beta}(\alpha, R_\beta) = \emptyset\).

Finally, one subtlety is that with the proposed 3BS setup the rate of inconclusive answers is overlap dependent, cf. equation (4.14). We still want to keep a uniform distribution over the input overlaps \(\{\beta_1, \ldots, \beta_k\}\), though. To do so, we send uniformly random input states \(\rho_\beta\) until the number of conclusive rounds reaches \(R_\beta \geq R_{\text{threshold}}\) for all \(\beta\). Eventually, with sufficiently nice \(\Omega_\beta\) and sufficiently high \(R_{\text{threshold}}\), we may achieve

\[
\mathbb{P}_{\Omega_\beta}(\text{acc}|\text{att}) = \prod_\beta \mathbb{P}_{\Omega_\beta}(\text{acc}_\beta|\text{att}) = \prod_\beta \mathbb{P}(\hat{p}_0(\beta) \in \text{acc}_{\Omega_\beta}(\alpha, R_\beta)) \leq \varepsilon,
\]

\text{(4.16)}

with any desired \(\varepsilon\). For example, we could set \(\varepsilon = \alpha\) and, in the end, choose \(\alpha\) very small, say \(\alpha \sim 10^{-6}\). Then we would accept \(\mathbb{P}\) with high probability at least \(1 - O(k\alpha)\) and accept attackers with vanishing probability at most \(\alpha\).

### 4.4 Optimal attacker strategy

We now go on to describe optimal attack strategies restricted to classical communication and no pre-shared entanglement in the presence of experimental errors. Our result on parallel repetition implies that the optimal strategy for multiple rounds is to use the optimal single-round strategy many times. Attackers will therefore maximise their chance to get accepted by trying to bring their \(\hat{p}_\beta(0)\) as close as possible to \(\max\{p_\beta(0), p_{\Omega_\beta}(0)\}\) for all \(\beta\). This is because generally attackers want to answer “0” as often as they can in order to perform better on high overlap inputs. We take this into account by allowing them to adaptively optimise towards \(\max\{p_\beta(0), p_{\Omega_\beta}(0)\}\). The relevant parameter is therefore \(\Delta_\beta = |\max\{p_\beta(0), p_{\Omega_\beta}(0)\} - \hat{p}_\beta(0)|\). Because attackers have to minimize \(\Delta_\beta\) for all \(\beta\) simultaneously to have a chance to win, we choose to minimize the one-norm \(\|\Delta\|_1\) of the vector

\[
\Delta = \begin{pmatrix}
\Delta_{\beta_1} \\
\vdots \\
\Delta_{\beta_k}
\end{pmatrix}.
\]

\text{Equation (4.17)}

\text{\footnote{While performing as well as possible overall}}

\text{\footnote{Since, conditioned on a conclusive answer, we have \(\Delta_\beta(0) = \Delta_\beta(1)\) we can just use the “0” answers and write \(\Delta_\beta\).}}
As before the attackers are restricted to PPT-measurements $\{\Pi_0, \Pi_1, \Pi_{\varnothing}\}$ to capture attacks using classical communication. In section 3.2 we proved full loss tolerance of our protocol. Adding two more beam splitters in the 3BS setup does not change that, as the quantum interference that is hard to simulate for attackers happens in $\text{BS}_1$ and the effect of the extra beam splitters can be classically calculated by each attacker. We can hence focus on the case of $\eta = 1$ from now on. In the 3BS setup there is a non-zero inconclusive-answer rate even in the $\eta = 1$ case and it is overlap dependent, which adds extra difficulty compared to the original setting. We assume they have some way of getting the honest loss pattern (4.14) right by adding the constraints\(^{16}\)

$$\text{Tr}[\Pi_\varnothing \rho_\beta] = \frac{1 + \beta^2}{4} \quad \forall \beta.$$  

(4.18)

In total, this leaves us with the following optimisation problem:

\[
\begin{align*}
\text{minimize:} & \quad \|\Delta\|_1 \\
\text{subject to:} & \quad \Pi_0, \Pi_1, \Pi_{\varnothing} \succeq 0 \\
& \quad \Pi_{\beta_0}^T, \Pi_{\beta_1}^T, \Pi_{\varnothing}^T \succeq 0 \\
& \quad \Pi_0 + \Pi_1 + \Pi_{\varnothing} = 1 \\
& \quad \text{Tr}[\Pi_\varnothing \rho_\beta] = (1 + \beta^2)/4 \quad \forall \beta, 
\end{align*}
\]

(4.19)

\(^{16}\)If they don’t get it right, they are caught right away.
with
\[
\Delta_i = \begin{cases} 
    p_{\beta_i}(0) - \frac{\text{Tr}[H_0 \rho_{\beta_i}]}{1-(1+\beta_i^2)/4} & \text{if } p_{\beta_i}(0) \geq p_{\Omega_{\beta_i}}(0) \\
    p_{\Omega_{\beta_i}}(0) - \frac{\text{Tr}[H_0 \rho_{\beta_i}]}{1-(1+\beta_i^2)/4} & \text{if } p_{\beta_i}(0) \leq p_{\Omega_{\beta_i}}(0).
\end{cases}
\]  

(4.20)

The solution will give us the optimal PPT-measurement attackers can apply to do as well as possible on all \(\beta\) for the statistical test which determines the final success probability in the end.\(^{17}\) Since practically one will have \(p_{\text{pair}} > 0\), also attackers will have access to three or four photons sometimes and possibly they can do better with these extra resources. Therefore, we will also solve the above optimization problem for higher photon numbers by adjusting the dimensions of the involved operators. In particular, for \(k\) photons attackers will apply a POVM \(\{\Pi_0^{(k)}, \Pi_1^{(k)}, \Pi_0^{(k)}\}\) on \(2^k\) dimensional states \(\rho_{\beta}^{(k)}\). In general the state prepared by the verifiers takes the form
\[
\rho_{\beta}^{(k)} = \int_{U(2)} U^{\otimes k} P_{\psi_\phi}^{(k)} (U^\dagger)^{\otimes k} d\mu(U),
\]  

(4.21)

where \(P_{\psi_\phi}^{(k)}\) is some pure \(k\)-qubit state describing two states \(|\psi\rangle, |\phi\rangle\) with \(|\langle \psi | \phi \rangle| = \beta\) making up a \(k\)-photon state\(^{18}\). Here \(\mu\) is the Haar measure on the unitary group \(U(2)\). Integrals of the form (4.21) can be explicitly calculated using Weingarten calculus [Wei78, CŚ06]. We used the Mathematica package \texttt{IntU} [PM11] to calculate \(\rho_{\beta}^{(3)}\) and \(\rho_{\beta}^{(4)}\).

The above optimization then gives \(\Delta_{\text{min}}^{(k)}\). Clearly, it is beneficial for attackers to choose to answer as much as possible in rounds with more photons. The overall \(\Delta_{\beta,\text{min}}\) will then be composed as
\[
\Delta_{\beta,\text{min}} = p_{(2)} \Delta_{\beta,\text{min}}^{(2)} + p_{(3)} \Delta_{\beta,\text{min}}^{(3)} + p_{(4)} \Delta_{\beta,\text{min}}^{(4)}.
\]  

(4.22)

where \(p_{(m)}\) is the fraction of rounds of \(m\) photons among the attackers’ conclusive answer rounds. In particular, the attackers control \(p_{(m)}\) and it could be that \(p_{(4)} = 1\) and \(p_{(2)} = p_{(3)} = 0\) for example. This is constrained by (4.18). Say, for example, the verifiers expect a conclusive-answer rate of \(10^{-9}\) and the rate of 4 photons (double pair-production) is \(p_{4} \sim 10^{-8}\). Then indeed attackers can choose \(p_{(4)} = 1\) and only answer on 4 photon rounds (and even among those not answer on all). If \(p_{\text{concl.}} \sim 10^{-6}\) in this example, then attackers will also need to answer on some rounds with 3 photons, thus \(p_{(4)} < 1\) and \(p_{(3)} > 0\), and possibly also \(p_{(2)} > 0\) in order to be able to answer conclusively often enough. All this will affect the \(\Delta_{\beta,\text{min}}\) and in turn the total \(\Delta_{\text{min}}\), which will then affect the statistical test in the end, which affects how we have to set \(R_{\text{threshold}}\).

\(^{17}\)Note that minimizing \(\Delta = p - \hat{p}\) also minimizes the Kullback-Leibler divergence \(D_{\text{KL}}(P \parallel Q)\) for \(P \sim \text{Bin}(n, p)\) and \(Q \sim \text{Bin}(n, \hat{p})\).

\(^{18}\)For example, if one source produces a pair we’d have \(P_{\psi_\phi}^{(3)} = |\psi\rangle\langle \psi| \phi\rangle\langle \phi|\)
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5 Simulation under realistic conditions

We have done all these simulations for the prime example of overlaps \(\{0,1\}\), that is, sending either equal or orthogonal states. First of all, in that case the optimisation (4.19) gives

\[
\|\Delta^{(2)}_{\text{min}}\|_1 = \frac{1}{2}, \\
\|\Delta^{(3)}_{\text{min}}\|_1 = \frac{1}{3}, \\
\|\Delta^{(4)}_{\text{min}}\|_1 = \frac{1}{6}.
\]

(5.1)

The portions \(p^{(m)}\) are chosen adaptively, depending on what the overall expected experimental conclusive-rate \(p_{\text{concl.}} = 1 - \frac{1}{k} \sum_{\beta} p_{\beta}(\Omega_{\beta})\) is\(^{19}\). Then everything is fed into codes calculating all the \(\text{acc}_{\Omega_{\beta}}(\alpha, R_{\beta})\), which depend on the experimental conditions, the number of conclusive rounds we run and how small we set \(\alpha\). Finally, we increase the number of (conclusive) rounds and plot \(P_{\Omega_{\beta}}(\text{acc}|\text{att})\) as a function of \(R_{\text{threshold}}\). Realistic experimental parameters could be close to [TFVM20, MPFB13]

\[
\eta_{\text{source}} = 0.12, \quad \eta_{\text{BS}} = 0.20, \quad \eta_{\text{det}} = 0.20 \\
B = 0.1197 \ldots, \quad |R|^2 = 0.45, \quad p_{\text{dark}} = 10^{-7} \\
g^{(2)} = 0.04, \quad |T|^2 = 0.55 \\
p_{\text{pair}} = \frac{g^{(2)}}{2} (2\eta_{\text{source}} - B)^2 \approx 3 \cdot 10^{-4}.
\]

(5.2)

We wrote code that calculates \(P_{\Omega_{\beta}}(\text{acc}|\text{att})\) as a function of \(R_{\text{threshold}}\). The results for both the original BS setup and the proposed 3BS setup are depicted in figures 9a and 9b, respectively.

Note that the \(R_{\text{threshold}}\) in these plots correspond to conclusive rounds per overlap \(\beta \in \{\beta_1, \ldots, \beta_k\}\). If, for example, \(p_{\text{concl.}} \sim 10^{-6}\) and \(R_{\text{threshold}} \sim 10^3\), then we’ll need to run \(\sim k \cdot 10^9\) rounds in total in order to build up enough conclusive rounds (per \(\beta\)). In general, if \(p_{\text{concl.}} \sim 10^{-a}\) and \(R_{\text{threshold}} \sim 10^k\), then we expect to run at least \(\sim k \cdot 10^{a+k}\) rounds in total. So if in principle security can be achieved, meaning that we can make \(P_{\Omega_{\beta}}(\text{acc}|\text{att})\) arbitrarily small by increasing the number of rounds we run, the time needed per round will then determine if QPV is practically feasible under the experimental conditions \(\Omega_{\beta}\).

6 Conclusion

We constructed and analysed a new quantum position verification protocol, QPV\(_{\text{SWAP}}\), and showed that it possesses several desirable properties. It was shown that it is fully loss tolerant against LOCC attackers with no pre-shared entanglement, that it can be attacked with \(\tilde{O}(n)\) pre-shared EPR pairs and that at least \(\sim 0.103n\) pre-shared EPR pairs are necessary in the \(\beta \in \{0,1\}\) case. Moreover, it fulfills strong parallel repetition and retains the loss tolerance even if all rounds are run in parallel. QPV\(_{\text{SWAP}}\) even remains loss tolerant and secure if attackers are allowed to use quantum communication between them (without pre-shared entanglement), making it the first QPV protocol with this property. However, we were not able to show a finite gap in the loss+quantum

\(^{19}\)Basically, the attackers use higher \(m\) as often as possible before going on to use \(m-1\), as mentioned above.
communication scenario between the attacker and the honest success probability. We suspect that there is a finite gap and that this also holds for the $n$ round parallel repetition, but leave the proofs to future work.

In addition, the flexibility and simplicity of the SWAP test, both theoretically and experimentally, make it an excellent candidate for practical QPV. To that end, we undertook a detailed analysis of our protocol under realistic experimental conditions, in which we quantify the entire experimental setup in terms of possible imperfections and take these into account in the attack model. In the end a binomial test determines (with high probability) if the returned list of answers originated from $P$ or from attackers. We identified a condition indicating if the experimental conditions $\Omega_\beta$ allow for security in principle and if so, calculated the “figure of merit” $R_{\text{threshold}}(\Omega_\beta)$, which is the number of conclusive rounds (per $\beta$) we need to collect in order to be able to guarantee a sufficiently low attack success probability $P_{\Omega_\beta}(\text{acc|attack})$. For the prime example of sending either identical or orthogonal states and realistic conditions already $R_{\text{threshold}}(\Omega_\beta) \sim 10^2 - 10^3$ suffices to achieve $P_{\Omega_\beta}(\text{acc|attack}) \leq 10^{-6}$. Our protocol therefore remains fairly robust in the presence of experimental imperfections and the challenge for implementation is to run many rounds fast enough in order to be able to collect $R_{\text{threshold}}(\Omega_\beta)$ conclusive rounds for each overlap.
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Here we provide the proof of (3.5). Let $N_\beta$ the binomial distributed random variable describing the number of “0” answers of attackers in $L_\beta$. Since $p_\beta, p_{\beta}^{AB} \in [\frac{1}{2}, 1)$, we may approximate the binomial distribution with a normal distribution $N(\mu, \sigma^2)$ with $\mu = R_\beta p$ and $\sigma^2 = R_\beta p(1 - p)$ for $p \in \{p_\beta, p_{\beta}^{AB}\}$, respectively. This is valid as long as $R_\beta(1 - p)$ is sufficiently large, which we can always achieve by making $R_\beta$ big enough. Then

$$P(\text{acc}_\beta | \text{attack}) = P\left(z_{\frac{p}{2}} \leq N_\beta \leq z_{1-\frac{p}{2}}\right)$$

$$= F_{N_\beta}\left(z_{\frac{p}{2}}\right) - F_{N_\beta}\left(z_{1-\frac{p}{2}} - 1\right)$$

$$\approx \frac{1}{2}\left[1 + \text{erf}\left(\frac{z_{\frac{p}{2}} - \frac{1}{\sqrt{2}\sigma_{p}^{AB}}}{1}\right)\right] - \frac{1}{2}\left[1 + \text{erf}\left(\frac{z_{1-\frac{p}{2}} - \frac{1}{\sqrt{2}\sigma_{p}^{AB}}}{1}\right)\right].$$

Now for $N(\mu, \sigma^2)$ one has $z_q = F^{-1}(q) = \mu + \sqrt{2}\sigma \text{erf}^{-1}(2q - 1)$. Replacing the $z_q$ values and defining $c_\alpha := \text{erf}^{-1}(1 - \alpha)$ as well as $f_{\beta}^{AB} = \sqrt{2p_{\beta}^{AB}(1 - p_{\beta}^{AB})}$ gives

$$P(\text{acc}_\beta | \text{attack}) \approx \frac{1}{2}\text{erf}\left(\frac{\sqrt{R_\beta}\Delta_\beta + f_{\beta}^{AB}c_\alpha}{f_{\beta}^{AB}}\right) - \frac{1}{2}\text{erf}\left(\frac{\sqrt{R_\beta}\Delta_\beta - f_{\beta}^{AB}c_\alpha}{f_{\beta}^{AB}}\right).$$

Using that $\text{erf}(x) \approx 1 - \frac{e^{-x^2}}{\sqrt{\pi}x}$ for large $x$, we can write

$$P(\text{acc}_\beta | \text{attack}) \approx \sqrt{\frac{2}{\pi}}f_{\beta}^{AB}\left[e^{-\left(\sqrt{R_\beta}\Delta_\beta - f_{\beta}^{AB}c_\alpha\right)^2/(f_{\beta}^{AB})^2} - e^{-\left(\sqrt{R_\beta}\Delta_\beta + f_{\beta}^{AB}c_\alpha\right)^2/(f_{\beta}^{AB})^2}\right].$$

As $p_{\beta}^{AB} \neq 0$ and $p_{\beta}^{AB} \neq 1$, we may neglect the terms $f_{\beta}^{AB}c_\alpha$ in the denominators because we can make $R_\beta$ sufficiently large. Moreover, leaving out the second (positive) exponential term gives the approximate upper bound

$$P(\text{acc}_\beta | \text{attack}) \lesssim \frac{\sqrt{2}f_{\beta}^{AB}}{\sqrt{\pi R_\beta \Delta_\beta}} e^{-\left(\sqrt{R_\beta}\Delta_\beta - f_{\beta}^{AB}c_\alpha\right)^2/(f_{\beta}^{AB})^2} = O\left(\frac{2^{-\Delta_\beta^2 R_\beta}}{\Delta_\beta \sqrt{R_\beta}}\right).$$
A.2 Relating $p_{\text{succ}}$ to $\|\Delta\|_1$ for QPV\textsubscript{SWAP}(0, 1)

Relating these two quantities is fairly straightforward and achieved by one application of the triangle inequality. Consider

$$p_{\text{succ}} = \frac{1}{2} \frac{\text{Tr}[\Pi_0 \rho_0]}{\eta} + \frac{1}{2} \frac{\text{Tr}[\Pi_1 \rho_1]}{\eta} \leq u,$$

with $u \leq 3/4$. We want to massage this in order to get $\Delta_0$ and $\Delta_1$ expressions into it. Doing so gives

$$1 - \frac{\text{Tr}[\Pi_0 \rho_0]}{\eta} + \frac{1}{2} - \frac{\text{Tr}[\Pi_1 \rho_1]}{\eta} \geq \frac{3}{2} - 2u.$$

This implies

$$\|\Delta\|_1 = \left|1 - \frac{\text{Tr}[\Pi_0 \rho_0]}{\eta}\right| + \left|\frac{1}{2} - \frac{\text{Tr}[\Pi_1 \rho_1]}{\eta}\right| \geq \left|1 - \frac{\text{Tr}[\Pi_0 \rho_0]}{\eta} + \frac{1}{2} - \frac{\text{Tr}[\Pi_1 \rho_1]}{\eta}\right| \geq \frac{3}{2} - 2u.$$

A.3 Optimal PPT Measurements for QPV\textsubscript{SWAP} Protocol

Here we shall prove the upper bound of the success probability of answering the protocol correctly for adversaries restricted to PPT operations in equation (3.10). For simplification we will refer to the equal case as the 0 case and unequal as the 1 case. The idea of the proof is to find analytical feasible solutions to the primal and Dual programs of the SDP. In general a feasible solution to the primal program defines a lower bound to the maximization value, while a feasible solution to the dual program defines an upper bound. This is the property of weak duality which holds for any SDP [VB96]. In all of our further proofs we find feasible primal values and dual values that coincide and thus our solutions are optimal and we have strong duality.

From the density matrices we see that there is no difference between picking two random equal states or picking two equal states in a random mutually unbiased basis, see $\rho_0$. Similarly picking two random orthogonal states or picking two orthogonal mutually unbiased basis (MUB) states is equal, see $\rho_1$. These become

$$\rho_0 = \frac{1}{6} \begin{pmatrix} 2 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 2 \end{pmatrix}, \quad \rho_1 = \frac{1}{6} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 2 & -1 & 0 \\ 0 & -1 & 2 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$

It is useful to note that both density matrices $\rho_0, \rho_1$ are a mixture of unentangled states and thereby unentangled. Thus by the Peres-Horodecki separability criterion the partial transpose of $\rho_0$ and $\rho_1$ are positive semi-definite [Sim00]. The optimization over all strategies of the single round protocol is written as follows in an SDP:

\footnote{Note that this is a slight change of notation with respect to the main text, where we used $\rho_\beta$ for overlap $\beta$. Here $\rho_0$ denotes the mixed state of sending identical states and $\rho_1$ denotes the one sending orthogonal states.}
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Primal Program

maximize: \( \frac{1}{2} \text{Tr}[\Pi_0 \rho_0 + \Pi_1 \rho_1] \)

subject to: \( \Pi_0 + \Pi_1 = 1_{2^2} \)
\( \Pi_k \in \text{PPT}(A : B), \quad k \in \{0, 1\} \)

Dual Program

minimize: \( \text{Tr}[Y] \)

subject to: \( Y - Q_i^{T_B} - \rho_i/2 \succeq 0, \quad i \in \{0, 1\} \)
\( Y \in \text{Herm}(A \otimes B) \)
\( Q_i \in \text{Pos}(A, B), \quad i \in \{0, 1\} \).

A feasible solution for the primal program is

\[
\Pi_0 = \frac{1}{3} \begin{pmatrix}
2 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 2
\end{pmatrix},
\]

\[
\Pi_1 = \frac{1}{3} \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 2 & -1 & 0 \\
0 & -1 & 2 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\]

with solution \( \frac{1}{2} \text{Tr}[\Pi_0 \rho_0 + \Pi_1 \rho_1] = 2/3 \). Note that these measurement projectors correspond to attackers choosing a random MUB to measure in and returning 0 if the measurement outcomes were equal and 1 otherwise, which is also a single round LOCC strategy. This can be seen from the fact that

\[
\frac{1}{3} (|00\rangle \langle 00| + |11\rangle \langle 11| + |++\rangle \langle ++| + |--\rangle \langle --| + |i+i\rangle \langle i+i| + |i-i\rangle \langle i-i|) = \Pi_0,
\]

\[
\frac{1}{3} (|10\rangle \langle 10| + |01\rangle \langle 01| + |++\rangle \langle ++| + |--\rangle \langle --| + |i+i\rangle \langle i+i| + |i-i\rangle \langle i-i|) = \Pi_1.
\]

A feasible solution to the dual program is:

\[
Y = \frac{\mathbbm{1}_4}{6}, \quad Q_0 = 0 \succeq 0, \quad Q_1 = \frac{\mathbbm{1}_4}{6} - \frac{\rho_1^{T_B}}{2} = \frac{1}{12} \begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1
\end{pmatrix} = \frac{1}{6} |\Phi^+\rangle \langle \Phi^+| \succeq 0.
\]

Which adhere to the constraints in the Dual Program:

\[
Y - Q_0^{T_B} - \rho_0/2 = \frac{\mathbbm{1}_4}{6} - \frac{\rho_0}{2} = \frac{1}{12} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} = \frac{1}{6} |\Psi^-\rangle \langle \Psi^-| \succeq 0
\]

\[
Y - Q_1^{T_B} - \rho_1/2 = \frac{\mathbbm{1}_4}{6} - \left( \frac{\mathbbm{1}_4}{6} - \frac{\rho_1}{2} \right) - \frac{\rho_1}{2} = 0 \succeq 0.
\]

Since \( Y \in \text{Herm}(A \otimes B) \) and we get a feasible solution for the dual with value \( \text{Tr}[Y] = \frac{2}{3} \). Thus we have a feasible solution of the primal and dual program that both give the same value so we conclude that the maximal probability of success for attackers under the PPT restriction is 2/3.

### A.4 Optimal PPT Measurements for QPV\(_n\)\( _{\text{SWAP}}\) Protocol

We will prove that the optimal probability of success for attackers in the \( n \)-round parallel repetition case is \((2/3)^n\). The SDP of the \( n \)-round parallel repetition protocol is given by:
We see that the all zero or one case are satisfied. Now suppose we have a valid solution of the SDP then reduces to again a solution for the all-0 input case is the reversed sorted version of \( s \) eigenvectors of \( \rho \). We will construct a general feasible solution for \( \rho \) for any string \( s \in \{0,1\}^n \) from \( Q_{T(s)} \) where \( T(s) \) is the reversed sorted version of \( s \). First we show a general solution for \( s = 0^n \) and \( s = 1^n \) string. Again a solution for the all-0 input case is \( Q_{0^n} = 0 \succeq 0 \). The first constraint for \( s = 0^n \) in the dual program of the SDP then reduces to

\[
\mathbb{1}_{2^n} - \rho_0^{\otimes n} \succeq Y \succeq 0.
\]  

(A.2)

Note that the eigenvectors of \( \rho_0 \) are the four Bell states \( \{ |\Phi^+ \rangle, |\Phi^- \rangle, |\Psi^+ \rangle, |\Psi^- \rangle \} \), with respective eigenvalues \( \{1/3,1/3,1/3,0\} \), then the eigenvalues of \( \rho_0^{\otimes n} \) are \( 1/6^n \) or \( 0 \). Thus the eigenvalues of (A.2) are either \( 0 \) or \( 1/6^n \) and (A.2) is positive. Similar to the single round protocol we have the following solution for the \( s = 1^n \) case

\[
Q_{1^n} = \mathbb{1}_{2^n} - \frac{\mathbb{1}_{2^n} - \rho_1^{T_b \otimes n}}{6^n}.
\]

We will construct a general feasible solution for \( Q_s \) for any string \( s \in \{0,1\}^n \) from \( Q_{T(s)} \) where \( T(s) \) is the reversed sorted version of \( s \). First we show a general solution for \( s = 0^n \) and \( s = 1^n \) string. Again a solution for the all-0 input case is \( Q_{0^n} = 0 \succeq 0 \). The first constraint for \( s = 0^n \) in the dual program of the SDP then reduces to

\[
\mathbb{1}_{2^n} - \frac{\mathbb{1}_{2^n} - \rho_1^{T_b \otimes n}}{2^n} \succeq 0 \succeq 0.
\]

We see that the all zero or one case are satisfied. Now suppose we have a valid solution \( Q_s \) for some \( s \in \{0,1\}^n \) and we add a single round of equal inputs, thus

\[
Y - Q_{s}^{T_b} - \rho_s/2^n \succeq 0.
\]  

(A.3)
And to this $n$-round protocol we add an extra round of equal inputs, we will show that

$$Q_{s,0} = Q_s \otimes \rho_0 T_B / 2,$$  \hspace{1cm} (A.4)

is a valid solution for the $(n+1)$-round SDP. We have already shown in Appendix A.3 that $\rho_0 T_B \succeq 0$. Since the tensor product of positive semi-definite matrices is again positive semi-definite we have that $Q_{s,0} \succeq 0$. Rewriting the first dual constraint we get

$$\frac{1}{2^{6n+2}} Q_{s,0} T_B - \rho_s \otimes \rho_0 / 2^{n+1} = \frac{1}{2^{6n}} Q_s T_B - \rho_0 / 2 - \rho_s \otimes \rho_0 / 2^{n+1}$$

$$\frac{1}{2^{6n}} - Q_s T_B - \rho_0 / 2 - \frac{1}{2^{n+1}} \rho_s \otimes \rho_0$$

$$\frac{1}{2^{6n}} + \frac{1}{2} - Q_s T_B \otimes \rho_0 / 2 - \rho_s \otimes \rho_0 / 2^{n+1}$$

$$= \left( \frac{1}{2^{6n}} - Q_s T_B - \rho_0 / 2 \right) \otimes \rho_0 / 2 + \frac{1}{2^{6n}} \otimes \frac{2 \rho_1 - \rho_0}{6}.$$

We see that part A is a tensor product of two positive semi-definite matrices (A.3) and $\rho_0 / 2$, so A is also positive semi-definite. For part B note that the eigenvectors of $2\rho_1 - \rho_0 / 6$ are again the Bell states with respective eigenvalues $\{0, 0, 0, 1/6\}$, so part B is positive semi-definite. Since sums of positive semi-definite matrices are positive semi-definite the whole constraint is positive semi-definite. Since for any amount of rounds $n$ we have a feasible solution for the $s = 1^n$ case, by repeatedly adding the equal case, we can repeat the previous steps to get a feasible solution for any reversed sorted string $1^n 0^k$ for all $n, k$, namely

$$Q_{1^n 0^k} = Q_{1^n} \otimes (T_B \otimes k) / 2^k.$$

(A.5)

Now take some string $s \in \{0, 1\}^n$, and let $P_s$ be a unitary consisting only of 2-qubit SWAP operations that reverse sorts the $n$-rounds, such that $P_s \rho_s P_s^\dagger = \rho_{T(s)}$, and $P_s^\dagger = P_s$.

We can now write down the general solution of $Q_s$ using the corresponding map $P_s$ applied to the sorted version. Let $Q_s = (P_s Q_{T(s)} T_B P_s)^T B$, using the fact that $P$ is a unitary matrix we then get for the corresponding constraint in the dual SDP:

$$Y - Q_s T_B - \rho_s / 2^n \succeq 0 \iff P_s (Y - Q_s T_B - \rho_s / 2^n) P_s \succeq 0$$

$$\iff Y - Q_s T_B P_s - \rho_{T(s)} / 2^n \succeq 0$$

$$\iff Y - P_s Q_{T(s)} T_B P_s - \rho_{T(s)} / 2^n \succeq 0$$

$$\iff Y - P_s (P_s Q_s T_B P_s)^T B P_s - \rho_{T(s)} / 2^n \succeq 0$$

$$\iff Y - Q_s T_B - \rho_{T(s)} / 2^n \succeq 0.$$

Where the last expression is positive semi-definite by (A.5). Thus we get that the first constraint in the dual program of the $n$-round SDP for any string $s$ is positive semi-definite for any combination of rounds.
The final step is to show that $Q_s = (P_s Q_{T(s)}^T P_s)^T$ is positive. Note that $P_s$ permutes both registers held by $A$ and $B$, respectively, of the states together, since it consists only of 2-qubits SWAP operations. The action is thus independent of the partial transpose on the second party $B$. We therefore have $Q_s = P_s Q_{T(s)}^T P_s$. Now, since $P_s$ is unitary and $Q_{T(s)}$ is positive semi-definite we have that $Q_s$ is positive semi-definite.

We have shown that all the constraints in the dual program of the $n$-round SDP are satisfied by our constructed $Q_s$ matrices, thus we have a feasible solution to the dual program with value $\text{Tr}[Y] = (2/3)^n$, which is equal to the primal value and is attainable by a LOCC strategy. This shows that the best attacking strategy for adversaries restricted to LOCC operations playing $n$ rounds in parallel is to simply apply the single round strategy $n$ times in parallel.

### A.5 Optimal PPT Measurements for loss-tolerant QPV\text{\textsubscript{\text{SWAP}}} Protocol

We shall now modify the solution to the parallel repetition case in Appendix A.4 to give a solution to the maximization of conditional success probability under LOCC restrictions. We will optimize the probability of being correct conditioned on answering. The SDP for the lossy $n$ round parallel repetition protocol in which attackers either answer on all rounds or on none is given as:

**Primal Program**

maximize: $\frac{1}{2^n \eta} \sum_{s \in \{0,1\}^n} \text{Tr}[\tilde{\Pi}_s \rho_s]$ 

subject to: 

\[
\left( \sum_{s \in \{0,1\}^n} \tilde{\Pi}_s \right) + \tilde{\Pi}_\emptyset = \mathbb{1}_{2^{2n}} \\
\text{Tr}[\tilde{\Pi}_s \rho_s] = 1 - \eta, \quad s \in \{0,1\}^n \\
\tilde{\Pi}_s \in \text{PPT}(A : B), \quad s \in \{0,1\}^n \cup \emptyset
\]

**Dual Program**

minimize: $\frac{\text{Tr}[\tilde{Y}] - (1 - \eta)\gamma}{\eta}$ 

subject to: 

\[
2^n (\tilde{Y} - \tilde{Q}_{T}^B) - \gamma \mathbb{1}_{2^{2n}} \geq 0, \quad s \in \{0,1\}^n \\
\tilde{Y} \in \text{Herm}(A \otimes B) \\
\tilde{Q}_s \in \text{Pos}(A \otimes B), \quad s \in \{0,1\}^n \cup \emptyset \\
\gamma \in \mathbb{R}
\]

Here $\eta$ is the transmission rate and $\text{Tr}[\tilde{\Pi}_s \rho_s] = 1 - \eta$ is the condition that attackers can only say loss with equal probability on every input. We suspect our protocol is loss-tolerant, thus we want the solution to be independent of $\eta$. It turns out multiplying the POVM elements by $\eta$ and picking $\tilde{\Pi}_\emptyset$ accordingly, i.e. $\tilde{\Pi}_s = \eta \tilde{\Pi}_s$ for every $s \in \{0,1\}^n$ and $\tilde{\Pi}_\emptyset = (1 - \eta)\mathbb{1}_{2^{2n}}$ gives a feasible solution for the primal program with solution $(2/3)^n$.

For the dual program, we pick

\[
\tilde{Y} = \frac{\mathbb{1}_{2^{2n}}}{6^n}, \quad \tilde{Q}_s = Q_s, \quad \tilde{Q}_\emptyset = 0, \quad \gamma = (2/3)^n, \quad (A.6)
\]

then trivially $Y \in \text{Herm}(A \otimes B), \tilde{Q}_s \in \text{Pos}(A \otimes B), \gamma \in \mathbb{R}$ and the first condition remains satisfied since we have not changed $Y, Q_s$ in Appendix A.4. The second constraint becomes

\[
2^n(\tilde{Y} - \tilde{Q}_{T}^B) - \gamma \mathbb{1}_{2^{2n}} = \mathbb{1}_{2^{2n}} \frac{2^n}{3^n} - (2/3)^n \mathbb{1}_{2^{2n}} = 0 \geq 0. \quad (A.7)
\]
Then the probabilities that photons arrive at BS given \(k\) photons produced is
\[
\mathbb{P}_{\Omega^b}(k \text{ photons at BS}) = \sum_{\ell=k}^3 \mathbb{P}_{\Omega^b}(k \text{ photons at BS} \mid \ell \text{ produced}) \mathbb{P}_{\Omega^b}(\ell \text{ produced})
\]
\[
= \sum_{\ell=k}^3 \binom{\ell}{k} \eta_{BS}^k (1 - \eta_{BS})^{\ell-k} p_\ell.
\]

Next, we consider the probabilities to bunch or anti-bunch given \(k\) photons interfering at the beam splitter. To that end, we first had to derive the output port distribution for 3 incoming photons (2 from one side, 1 from the other)\(^{21}\), see lemma 4.8 in the main text and appendix D for the proof.

\(^{21}\)This will be a generalisation of the Hong-Ou-Mandel output port distribution \(P((0,2) \text{ or } (2,0)) = \frac{(1 + \eta(\eta))}{2}^2\) to 3 photons.
From lemma 4.8 we gather that for $|\psi\rangle = |\phi\rangle$ being identical and overlap $\beta = |\langle \psi | \chi \rangle|$ we have

$$P_{\text{ideal}}(\text{bunch} \mid 3) = 4|R|^2|T|^2 \frac{1 + 2\beta^2}{4}, \quad (B.4)$$

$$P_{\text{ideal}}(\text{anti-bunch} \mid 3) = 1 - P_{\text{ideal}}(\text{bunch} \mid 3). \quad (B.5)$$

In the imperfect case we have to consider all cases that can appear with $k$ incoming photons, such as 2 photons in one input port, or 1 in one and 2 in the other input port. First, the case of $k = 0$ does not matter because we neglect terms proportional to $p_{\text{dark}}^2$. The case of $k = 1$ is trivial as one could say the photon always “bunches”. Hence we can set

$$P_{\Omega_{\beta}}(\text{bunch} \mid 1) = 1/P_{\Omega_{\beta}}(1 \text{ photon at BS}_1). \quad (B.6)$$

For two photons we need to distinguish between the cases of both photons coming into the same input port (no interference) or one photon in each input port (interference). The respective probabilities are

$$P_{\Omega_{\beta}}(\text{all in one mode} \mid 2) = \frac{2p_{\text{pair}}(1 - \eta_{\text{source}})\eta_{\text{BS}}^2 + 2p_{\text{pair}}B\eta_{\text{BS}}^2(1 - \eta_{\text{BS}}) + p_{\text{pair}}^2\eta_{\text{BS}}^2(1 - \eta_{\text{BS}})^2}{P_{\Omega_{\beta}}(2 \text{ photons at BS}_1)}, \quad (B.7)$$

$$P_{\Omega_{\beta}}(\text{one in each mode} \mid 2) = 1 - P(\text{all in one mode} \mid 2). \quad (B.8)$$

Then the overall probability to bunch given 2 incoming photons is

$$P_{\Omega_{\beta}}(\text{bunch} \mid 2) = (|R|^4 + |T|^4)P_{\Omega_{\beta}}(\text{all in one mode} \mid 2) + 4|R|^2|T|^2 \frac{1 + \beta^2}{2} P_{\Omega_{\beta}}(\text{one in each mode} \mid 2). \quad (B.9)$$

For 3 photons we get

$$P_{\Omega_{\beta}}(\text{bunch} \mid 3) = 4|R|^2|T|^2 \frac{1 + 2\beta^2}{4}. \quad (B.10)$$

Finally, note that a single photon click/no-click detector clicks if at least one photon triggers it [MPFB13]. Hence the probability for a click gets higher if more than one photon reach the detector. To account for that we define $p_{\text{click}}(m) = P(\text{photon 1 detected} \cup \cdots \cup \text{photon } m \text{ detected})$, describing the probability that a detector clicks if $m$ photons go into it. This can be expanded via the inclusion-exclusion principle and the independence of the events of each photon being detected. Fundamentally we parametrize $P(\text{photon } x \text{ detected}) = \eta_{\text{det}}$ so that $p_{\text{click}}(m)$ is a function of $\eta_{\text{det}}$ only. For completeness we give them here:

$$p_{\text{click}}(1) = \eta_{\text{det}}, \quad (B.11)$$
$$p_{\text{click}}(2) = 2\eta_{\text{det}} - \eta_{\text{det}}^2, \quad (B.12)$$
$$p_{\text{click}}(3) = 3\eta_{\text{det}} - 3\eta_{\text{det}}^2 + \eta_{\text{det}}^3. \quad (B.13)$$

We now continue with the separate expressions for detectors $(D_1, D_2)$ and $(D_1, D_4)$ respectively.
B.1 Clicking probabilities for \((D_1, D_2)\)

Again, we will distinguish the cases for different numbers of \(k \leq 3\) interfering photons. Since we condition on \(k\) photons having bunched or anti-bunched, we just need to go through the next beam splitter (where no interference happens) and add up the events for which we get a \((D_1, D_2)\) click pattern. In the bunching case we may assume that the photons bunched into the \((D_1, D_2)\) arm, because otherwise two dark counts would be needed, dominated by a factor \(p_{\text{dark}}^2\). The results are

\[
P_{\Omega, \beta}(D_1, D_2 \mid \text{bunch}, 0) = O(p_{\text{dark}}^2) \tag{B.14}
\]

\[
P_{\Omega, \beta}(D_1, D_2 \mid \text{bunch}, 1) = p_{\text{click}}(1)p_{\text{dark}} + O(p_{\text{dark}}^2), \tag{B.15}
\]

\[
P_{\Omega, \beta}(D_1, D_2 \mid \text{bunch}, 2) = 2|R|^2|T|^2p_{\text{click}}(1)^2 + (|R|^4 + |T|^4)p_{\text{click}}(2)p_{\text{dark}} + O(p_{\text{dark}}^2), \tag{B.16}
\]

\[
P_{\Omega, \beta}(D_1, D_2 \mid \text{bunch}, 3) = 3(|R|^4 |T|^2 + |R|^2 |T|^4)p_{\text{click}}(1)p_{\text{click}}(2) + (|R|^6 + |T|^6)p_{\text{click}}(3)p_{\text{dark}} + O(p_{\text{dark}}^2). \tag{B.17}
\]

Similarly, one gets\(^\text{22}\)

\[
P_{\Omega, \beta}(D_1, D_2 \mid \text{anti-bunch}, 0) = O(p_{\text{dark}}^2) \tag{B.19}
\]

\[
P_{\Omega, \beta}(D_1, D_2 \mid \text{anti-bunch}, 1) = O(p_{\text{dark}}^2), \tag{B.20}
\]

\[
P_{\Omega, \beta}(D_1, D_2 \mid \text{anti-bunch}, 2) = (1 - p_{\text{click}}(1))p_{\text{click}}(1)p_{\text{dark}} + O(p_{\text{dark}}^2), \tag{B.21}
\]

\[
P_{\Omega, \beta}(D_1, D_2 \mid \text{anti-bunch}, 3) = \frac{1}{2}
\left(2|R|^2|T|^2(1 - p_{\text{click}}(1))^2 + (|R|^4 + |T|^4)(1 - p_{\text{click}}(2))\right)
\cdot p_{\text{click}}(1)p_{\text{dark}} + \frac{1}{2}(1 - p_{\text{click}}(1))P_{\Omega, \beta}(D_1, D_2 \mid \text{bunch}, 2) + O(p_{\text{dark}}^2). \tag{B.22}
\]

B.2 Clicking probabilities for \((D_1, D_4)\)

Analogously we treat the case for the \((D_1, D_4)\) click pattern. This yields

\[
P_{\Omega, \beta}(D_1, D_4 \mid \text{bunch}, 1) = |T|^2p_{\text{click}}(1)p_{\text{dark}} + O(p_{\text{dark}}^2), \tag{B.24}
\]

\[
P_{\Omega, \beta}(D_1, D_4 \mid \text{bunch}, 2) = |T|^4p_{\text{click}}(2)p_{\text{dark}} + 2|R|^2|T|^2p_{\text{click}}(1)(1 - p_{\text{click}}(1))p_{\text{dark}} + O(p_{\text{dark}}^2), \tag{B.25}
\]

\[
P_{\Omega, \beta}(D_1, D_4 \mid \text{bunch}, 3) = |T|^6p_{\text{click}}(3)p_{\text{dark}} + 3|R|^2|T|^4p_{\text{click}}(2)(1 - p_{\text{click}}(1))p_{\text{dark}}
\]
\[
+ 3|R|^4|T|^2p_{\text{click}}(1)(1 - p_{\text{click}}(2))p_{\text{dark}} + O(p_{\text{dark}}^2). \tag{B.26}
\]

\(^\text{22}\)For \(P_{\Omega, \beta}(D_1, D_2 \mid \text{anti-bunch}, 1)\) we consider the photon to be leaving into the \((D_3, D_4)\) arm because we already have the \((D_1, D_2)\) case in \(P_{\Omega, \beta}(D_1, D_2 \mid \text{bunch}, 1)\). This again incurs a factor \(p_{\text{dark}}^2\).
And for the anti-bunching cases,

\[
\begin{align*}
\mathbb{P}_{\Omega_3}(D_1, D_4 | \text{anti-bunch, 0}) &= O(p_{\text{dark}}^2) \\
\mathbb{P}_{\Omega_3}(D_1, D_4 | \text{anti-bunch, 1}) &= O(p_{\text{dark}}^2), \\
\mathbb{P}_{\Omega_3}(D_1, D_4 | \text{anti-bunch, 2}) &= |T|^4 p_{\text{click}}(1)^2 + 2|R|^2 |T|^2 p_{\text{click}}(1)(1 - p_{\text{click}}(1)) p_{\text{dark}} + O(p_{\text{dark}}^2), \\
\mathbb{P}_{\Omega_3}(D_1, D_4 | \text{anti-bunch, 3}) &= |T|^6 p_{\text{click}}(2) + 2|R|^2 |T|^4 p_{\text{click}}(1)(1 - p_{\text{click}}(1)) + (|R|^4 |T|^2 + |T|^6) p_{\text{click}}(1)(1 - p_{\text{click}}(2)) p_{\text{dark}} \\
&+ (2|R|^2 |T|^4 + 2|R|^4 |T|^2) p_{\text{click}}(1)(1 - p_{\text{click}}(1))^2 p_{\text{dark}} \\
&+ |R|^2 |T|^4 p_{\text{click}}(2)(1 - p_{\text{click}}(1)) p_{\text{dark}} + O(p_{\text{dark}}^2).
\end{align*}
\]

Now we have expanded all parts of equations (4.6) and (4.10).

C Original SWAP-test setup with one beam splitter

We have done the analogous expansions as in the previous appendix B also for the original setup of the SWAP-test with just one \((R, T)\) beam splitter and two detectors \(D_1, D_2\). For brevity we won’t include all the formulae here, but they look very similar to the ones in B. In this case we break the problem down to finding \(\mathbb{P}_{\Omega_3}(D_1)\) and \(\mathbb{P}_{\Omega_3}(D_1, D_2)\), which are similarly expanded as in (4.6) and (4.10).

D Proof of 3-photon output port distribution

We generalise the well known output probability distribution of the HOM effect after 2 photons entered a (symmetric) \((R, T)\) beam splitter in the two different input ports and are detected in the output ports. We denote detector clicks as \((c_1, c_2)\) with \(c_k\) indicating the number of photons registered at detector \(k\). Then, if a photonic qudit in state \(|\psi\rangle\) enters the beam splitter from one input port and \(|\phi\rangle\) does so from the other, one gets [Lou00]

\[
\begin{align*}
\mathbb{P}((2, 0) \text{ or } (0, 2)) &= 4|R|^2 |T|^2 \frac{1 + |\langle \psi | \phi \rangle|^2}{2} \\
\mathbb{P}((1, 1)) &= 1 - \mathbb{P}((2, 0) \text{ or } (0, 2)).
\end{align*}
\]

Here we generalise this to the 3-photon case, yielding the following lemma.

**Lemma D.1.** Consider photonic qubits \(|\psi\rangle, |\phi\rangle\) arriving at one input port of a (symmetric) \((R, T)\) beam splitter and \(|\chi\rangle\) at the other input port. Then the output port distribution is given by

\[
\begin{align*}
p_{\text{bunch}} &= \mathbb{P}((3, 0) \text{ or } (0, 3)) = 4|R|^2 |T|^2 \frac{|\langle \psi | \phi \rangle|^2 + |\langle \psi | \chi \rangle|^2 + |\langle \phi | \chi \rangle|^2}{2 \cdot (1 + |\langle \psi | \phi \rangle|^2)}, \\
p_{\text{anti-bunch}} &= \mathbb{P}((2, 1) \text{ or } (1, 2)) = 1 - \mathbb{P}((3, 0) \text{ or } (0, 3)).
\end{align*}
\]

**Proof.** For notational simplicity we give the proof for the 50/50 beam splitter case, for which \(|R|^2 = |T|^2 = 1/2\). The same calculation can be done with general coefficients \((R, T)\). Let there be
3 incoming photonic qubits in the states

\[ |\psi\rangle = \alpha_0 |0\rangle + \alpha_1 |1\rangle \quad (D.5) \]
\[ |\phi\rangle = \beta_0 |0\rangle + \beta_1 |1\rangle \quad (D.6) \]
\[ |\chi\rangle = \gamma_0 |0\rangle + \gamma_1 |1\rangle , \quad (D.7) \]

with \(|\psi\rangle\) and \(|\phi\rangle\) entering one input port, and \(|\chi\rangle\) entering the other. For simplicity, we consider photons with \(H/V\) polarization as the qubit basis states. The spatial modes going into the input ports of the beam splitter are denoted by \(a, b\). We first need to write down the (normalised by \(N\)) input Fock state, which is

\[
|\text{in}\rangle = N(\alpha_0 a_h^\dagger + \alpha_1 a_v^\dagger)(\beta_0 b_h^\dagger + \beta_1 b_v^\dagger)(\gamma_0 b_h^\dagger + \gamma_1 b_v^\dagger) |0_a, 0_b\rangle
\]

\[
N = \sqrt{\frac{1}{1+|\langle\psi|\phi\rangle|^2}}
\]

When passing through it, the 50/50 beam splitter acts as a unitary \(U\) on the photonic creation operators as

\[
a_h^\dagger \mapsto \frac{c_h^\dagger + id_h^\dagger}{\sqrt{2}} \quad (D.8) \]
\[
b_h^\dagger \mapsto \frac{i c_h^\dagger + d_h^\dagger}{\sqrt{2}}
\]
\[
a_v^\dagger \mapsto \frac{c_v^\dagger + id_v^\dagger}{\sqrt{2}} \quad (D.9) \]
\[
b_v^\dagger \mapsto \frac{i c_v^\dagger + d_v^\dagger}{\sqrt{2}}.
\]

Therefore, after a considerable amount of algebra, we arrive at

\[
|\text{in}\rangle \leftrightarrow |\text{out}\rangle = \frac{N}{2\sqrt{2}} \left[ i\sqrt{6} \alpha_0 \beta_0 \gamma_0 |3_H, 0\rangle + i\sqrt{2} (\alpha_1 \beta_0 \gamma_0 + \alpha_0 \beta_1 \gamma_0 + \alpha_0 \beta_0 \gamma_1) |2_H 1_V, 0\rangle + i\sqrt{2} (\alpha_1 \beta_1 \gamma_0 + \alpha_1 \beta_0 \gamma_1 + \alpha_0 \beta_1 \gamma_1) |1_H 2_V, 0\rangle + i\sqrt{6} \alpha_1 \beta_1 \gamma_1 |3_V, 0\rangle - i\sqrt{2} \alpha_0 \beta_0 \gamma_0 |2_H 1_H\rangle - \sqrt{2} \alpha_0 \beta_0 \gamma_1 |1_H 1_V, 1_H\rangle + i\sqrt{2} \alpha_1 \beta_0 \gamma_1 - \alpha_1 \beta_0 \gamma_1 - \alpha_0 \beta_1 \gamma_1 |2_V, 1_H\rangle + i\sqrt{2} \alpha_0 \beta_0 \gamma_0 |1_H 2_H\rangle + i\sqrt{2} \alpha_1 \beta_0 \gamma_0 + \alpha_0 \beta_1 \gamma_0 - \alpha_0 \beta_0 \gamma_1 |1_V, 2_H\rangle - i\sqrt{2} \alpha_0 \beta_0 \gamma_0 |0, 3_H\rangle + \sqrt{2} (\alpha_0 \beta_0 \gamma_1 - \alpha_1 \beta_0 \gamma_1 - \alpha_0 \beta_1 \gamma_1) |2_H, 1_V\rangle - 2i\alpha_1 \beta_1 \gamma_0 |1_H 1_V, 1_V\rangle - \sqrt{2} \alpha_0 \beta_1 \gamma_1 |2_V, 1_V\rangle + 2i\alpha_0 \beta_0 \gamma_1 |1_H, 1_H 1_V\rangle + 2i\alpha_1 \beta_1 \gamma_0 |1_V, 1_H 1_V\rangle - \sqrt{2} (\alpha_0 \beta_0 \gamma_0 + \alpha_1 \beta_1 \gamma_0 + \alpha_0 \beta_0 \gamma_1) |0, 2_H 1_V\rangle + i\sqrt{2} (\alpha_1 \beta_0 \gamma_1 + \alpha_1 \beta_1 \gamma_1 - \alpha_1 \beta_0 \gamma_1) |1_H, 2_V\rangle + i\sqrt{2} \alpha_1 \beta_1 \gamma_1 |1_V, 2_V\rangle - \sqrt{2} (\alpha_1 \beta_1 \gamma_0 + \alpha_1 \beta_0 \gamma_1 + \alpha_0 \beta_1 \gamma_1) |0, 1_H 2_V\rangle - \sqrt{2} \alpha_1 \beta_1 \gamma_1 |0, 3_V\rangle \right],
\]

where the red terms indicate states with all 3 photons in one detector arm, and the blue terms states with photons in both detector arms. One can check that \(|\text{out}\rangle\) is normalised and thus indeed
a valid quantum state. This yields
\[
\mathbb{P}((3, 0) \text{ or } (0, 3)) = \frac{N^2}{2} \left[ 3|\alpha_0|^2|\beta_0|^2|\gamma_0|^2 + 3|\alpha_1|^2|\beta_1|^2|\gamma_1|^2 + |(\alpha_0\beta_1 + \alpha_1\beta_0)\gamma_0 + \alpha_0\beta_0\gamma_1|^2 + |(\alpha_0\beta_1 + \alpha_1\beta_0)\gamma_1 + \alpha_1\beta_1\gamma_0|^2 \right].
\]
Writing the coefficients \( \alpha_k, \beta_k, \gamma_k \) in terms of their respective Bloch angles \( (\varphi, \theta) \) simplifies this, after some algebra, to
\[
\mathbb{P}((3, 0) \text{ or } (0, 3)) = \frac{N^2}{2} \left[ \frac{3}{4} + \frac{1}{4}(r_\psi \cdot r_\varphi + r_\psi \cdot r_\chi + r_\varphi \cdot r_\chi) \right],
\]
with the Bloch vectors \( \mathbf{r} \) corresponding to their respective states. We now use the correspondence between the dot product between Bloch vectors and the inner product between Hilbert space states, namely
\[
|\langle \alpha | \beta \rangle|^2 = \frac{1}{2}(1 + \mathbf{r}_\alpha \cdot \mathbf{r}_\beta). \tag{D.10}
\]
Inserting everything into the above probability and simplifying finally yields
\[
\mathbb{P}((3, 0) \text{ or } (0, 3)) = \frac{|\langle \psi | \phi \rangle|^2 + |\langle \psi | \chi \rangle|^2 + |\langle \phi | \chi \rangle|^2}{2 \cdot (1 + |\langle \psi | \phi \rangle|^2)}, \tag{D.11}
\]
where we also inserted \( N \). Accordingly, this also gives us
\[
\mathbb{P}((2, 1) \text{ or } (1, 2)) = 1 - \mathbb{P}((3, 0) \text{ or } (0, 3)) \tag{D.12}
\]
\( \square \)