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Abstract

We design an interpretable clustering algorithm aware of the nonlinear structure of image manifolds. Our approach leverages the interpretability of $K$-means applied in the image space while addressing its clustering performance issues. Specifically, we develop a measure of similarity between images and centroids that encompasses a general class of deformations: diffeomorphisms, rendering the clustering invariant to them. Our work leverages the Thin-Plate Spline interpolation technique to efficiently learn diffeomorphisms best characterizing the image manifolds. Extensive numerical simulations show that our approach competes with state-of-the-art methods on various datasets.

1. Introduction

With the amount of observations increasing in every field, from biological experiments to digital advertisement, it has become essential to develop machine learning algorithms capable of analyzing subtle structures present in data. Despite recent giant strides in supervised learning, the cost and need for an expert to provide the supervision remain substantial limitations. Thus, unsupervised learning algorithms, which are less dependent on expert knowledge, remain crucial for discovering patterns in big data [1, 2]. A specific branch of unsupervised learning central to our work is clustering. Clustering algorithms aim to organize data into groups based on distinct similarities and are often considered a bridge between supervised and unsupervised learning. It is important that clustering be interpretable both for data exploration and for deriving insights [3, 4].

The $K$-means clustering algorithm [5] is well-known for its simplicity, efficiency, and, in particular, interpretability. An integral part of the design of such a clustering algorithms is the choice of an appropriate metric space [6–8]. The clustering of data points requires measuring the distance between each of them and the centroids for the correct assignment to a cluster. The commonly used $K$-means algorithm relies on the Euclidean distance. However, when dealing with metric spaces, one often has to choose between computational efficiency and the explanatory power of the relationship that is extracted. While the Euclidean distance makes the design of efficient algorithms easy, this measure of similarity might miss subtle relationships between data points that are not superficially close by. Defining an appropriate measure of similarity between images lying in high-dimensional spaces is a critical bottleneck to high-performance clustering algorithms [9].

A recent way to extract nonlinear relationships between data is built upon the concept of invariance [10–14]. In this work, we are particularly interested in measures of similarity that incorporate the action of a transformation on the data into its very definition. In computer vision, the study of affine invariant distance has a long tradition, initially inspired by neuroscience observations. In the early 1940s, the pioneering work in [15] suggested that the multi-layer network underlying our vision acts as a similarity detector that enables the detection of classes of equivalences and is still being actively investigated [16, 17].

These findings have later been leveraged to provide powerful unsupervised computer vision algorithms [18–20]. When applied to images, these pioneering techniques usually require each image to be landmarked, i.e., to have annotated points on their most essential features [21]. Another critical set of work, e.g., the works in [11, 22–25], focused on visual appearance instead of shape. They proposed the development of features that are invariant to specific transformations. However, it was noted that extracting these features reliably and consistently is not easy [26]. In the same vein, the use of the Dynamic Time Warping algorithm on flattened images has been used to understand and compare images being the results of transformations [27–29].

The approach that has most inspired our work considers images as points in a high-dimensional space. In this space,
similarities in appearance between images are quantified by their geometric proximity [30]. These methods are referred to as appearance manifold-based approaches and have been successfully used to cluster images [31–33]. Notable work [26, 34, 35] has introduced several distances, which followed the development of metrics capturing symmetries in the data. A key observation of the authors was that the Euclidean distance between two images of faces of different individuals but with the same pose is always smaller than the Euclidean distance between two images of the same individual’s faces in different poses. From these observations, in [26, 34, 35], the authors clearly expressed the need for distances to distinguish data based on their taxonomy and be invariant to their orientations, position in the images, and illumination conditions. Whereas the approaches mentioned above appear general, they are limited to the affine case, when in practice, images like in the example aforementioned are subject to more intricate and non-rigid symmetries.

In this work, we show that it is essential to consider a broader class of transformations, diffeomorphisms, to capture the complex transformations an image can undertake while preserving its original identity. We thus develop a similarity measure that is invariant to this general class of deformation. As a result, by combining the popular $K$-means with our measure, we introduce the Deformation Invariant $K$-means (DI $K$-means) algorithm. Our approach is displaying improved performance on benchmarks, outperforming the Affine Invariant $K$-means as well as competing with state-of-the-art models.

Our contributions can be summarized as follows:

- We define an efficient parametrization of image transformations with respect to diffeomorphisms, Sec. 2.
- We introduce the Deformation Invariant $K$-means algorithm that addresses the limitations of the Affine Invariant $K$-means approach, as well as a novel centroid update rule that enables the learnability of centroid lying on the image manifold, Sec. 3.
- Finally, we show numerically that our unsupervised algorithm competes with state-of-the-art methods on various datasets while benefiting from interpretable results, Sec. 4.

2. Image Transformations

In this section, we present two popular groups of transformation in computer vision, the affine and the diffeomorphism group, denoted by $\text{Aff}(\mathbb{R}^2)$ and $\text{Diff}(\mathbb{R}^2)$, respectively.

2.1. Transformation Groups

The groups of transformation that we consider is applied to the coordinates of the pixels of an image, characterized by the real plane, $\mathbb{R}^2$. For example, in Fig. 1, the image is characterized by the intensity of the pixels located on a grid of $\mathbb{R}^2$. A transformation then acts on an image by changing the coordinates of its pixels in the plane, as shown by the deformed grids in Fig. 1. Then given a transformation of the pixel coordinates, represented by a grid, the transformed image is rendered by bilinear interpolation as in Fig. 1.

Unlike previous work, we not only exploit the affine group, $\text{Aff}(\mathbb{R}^2)$, consisting of only 6 parameters, but also the group of diffeomorphisms, $\text{Diff}(\mathbb{R}^2)$. The elements of $\text{Diff}(\mathbb{R}^2)$ are smooth and possibly nonlinear functions acting on $\mathbb{R}^2$, again representing the coordinates of the pixels of an image. In Fig. 1, we show an example of a diffeomorphic transformation applied to the digit 4. It is important to note that the linearity of a transformation of pixel coordinates of a given image does not imply a linear transformation of the given image. For instance, the translation of an image is a linear operator in the coordinate space but highly nonlinear in the high-dimensional image space [37].

![Figure 1: Image Transformations](image-url)

Visualizations of a sample taken from the MNIST dataset and its transformed versions. Each image results from the application of the transformation induced by the grid displayed below it. (Left) we observe the original image and its associated original transformation grid, which corresponds to the identity transform. (Middle) the image has been transformed by the affine transformation induced by the associated grid. (Right) the image transformed by the diffeomorphism using the TPS induced by the grid below it. Note that the associated grid on the bottom right is a diffeomorphism generalizing affine transformations.
2.2. A Parametric Approach to Diffeomorphisms

We consider as diffeomorphism a (smooth) mapping from $\mathbb{R}^2$ to $\mathbb{R}^2$ that transforms the coordinates of an input (image) to produce a deformed one [38]. We choose to parametrize such a mapping by using a polyharmonic spline, specified by finitely many parameters. In particular, we consider the Thin-Plate-Spline (TPS) interpolation technique [39], which provides the parameters of the radial basis function performing the transformation. TPS is defined as a biharmonic radial basis function that produces smooth surfaces from $\mathbb{R}^2$ to $\mathbb{R}^2$, which are infinitely differentiable [42]. In particular, it provides a transformation map that minimizes the volume described by the sum of the squares of the second derivative terms of the interpolant function, also referred to as the Biharmonic equations without boundary conditions [43]. In particular, we refer the reader to App. 10 for details regarding this method.

In this work, we consider as learnable parameters of the TPS a set of $K$ dimensional coordinates, called landmarks, and denoted by $\nu$. Given a set of landmarks, the TPS provides the parameters of the radial basis function performing the transformation map. That is, the Euclidean plane is bent according to the learned landmarks. While we optimize the landmarks directly, an alternative approach proposed in [44, 45] predicted them using a deep neural network. In Fig. 1, we can see on the bottom right, the grid associated with the $\ell = 6^2$ landmarks that enable the diffeomorphic transformation of the 4.

The TPS transformation of an image $x \in \mathbb{R}^n$, with $\ell$-landmarks, is written as

$$TPS_{\ell}(x; \nu),$$

with $\nu \in \mathbb{R}^2\ell$, that is, $\ell, 2-$dimensional coordinates.

3. Deformation Invariant $K$-means

We now introduce our main contribution: the DI $K$-means algorithm. The DI $K$-means combines the $K$-means’ centroids-based clustering approach with a measure of similarity that we design to be invariant to diffeomorphisms.

3.1. Diffeomorphism-aware Similarity Measure

Given a set of images $\{x_i\}_{i=1}^N$, with $x_i \in \mathbb{R}^n$, the $K$-means algorithm aims at grouping the data into $K$ distinct clusters defining the partition $C = \{C_k\}_{k=1}^K$, with $\cup_k C_k = \{x_i\}_{i=1}^N$ and $C_i \cap C_j = \emptyset, \forall i \neq j$. Each cluster $C_k$ of the partition is represented by a centroid $\mu_k \in \mathbb{R}^n, \forall k \in \{1, \ldots, K\}$.

The goal of the DI $K$-means is to find the centroids minimizing the following distortion error

$$\min_{\mu_1, \ldots, \mu_K} \sum_{k=1}^K \sum_{i : x_i \in C_k} d(x_i, \mu_k),$$

where $\{C_k\}$ denotes the cardinal of the set $C_k$, $\nu \in \mathbb{R}^2\ell$ is the set of parameters of the TPS that best transforms the image $x_i$ to the centroid $\mu_k$ defined in Eq. 3, and $\propto$ is defined as the proportionality relation (proof in App. 7.2).

The averaging in Eq. 4 is performed on the transformed version of the images. DI $K$-means thus considers the topology of the images’ ambient space. A pseudo-code of the centroid update Eq. 4 is presented in Algo. 1.

The training of the DI $K$-means, which aims at minimizing the distortion error Eq. 2 is done by alternating between

This similarity measure characterizes the fitting of the TPS transformation of the image $x_i$ to best fit the centroid $\mu_k$ in the least-square sense. Note that it is a Quasipseudosemimetric, see App. 7 for details and proof. This measure requires solving a non-convex optimization problem. It can be achieved in practice by exploiting the differentiability of the TPS with respect to the landmarks $\nu$. As a result, we can learn the transformation by performing gradient-descent based optimization [46]; further details regarding this optimization are given in Appendix 8 as well as solutions to facilitate optimization of the non-convex objective by exploiting the image manifold geometry.

The essential property of the measure we propose is its invariance to deformations, formal proofs and definitions in Appendix 7.3.

3.2. Learning the DI $K$-means

Solving the optimization problem in Eq. 2, similarly to $K$-means, is an NP-hard problem. A popular tractable solution nonetheless exists and is known as the two-step Lloyd algorithm [47].

In the DI $K$-means, the first step of the Lloyd algorithm consists of assigning the images to a cluster using the newly defined measure of similarity in Eq. 3. The second step, is the update of the centroids using the previously determined cluster assignment. It corresponds to the result of the optimization problem: $\arg \min_{\nu_k \in \mathbb{R}^2\ell} \sum_{i : x_i \in C_k} d(x_i, \nu_k), \forall k$, which solution is the following Proposition 1.

**Proposition 1.** The centroids update of the DI $K$-means algorithm are given by

$$\mu_k^* = \frac{1}{|C_k|} \sum_{i : x_i \in C_k} TPS_{\ell}(x_i; \nu_{i,k}^*), \forall k$$

where $|C_k|$ denotes the cardinal of the set $C_k$, $\nu_{i,k}$ is the set of parameters of the TPS that best transforms the image $x_i$ to the centroid $\mu_k$ defined in Eq. 3, and $\propto$ is defined as the proportionality relation (proof in App. 7.2).
where high parallelization renders the practical computation time near constant with respect to the number of landmarks, as we depict in Fig. 2.

The update Eq. 4 induced by our similarity measure alleviates a fundamental limitation of the standard K-means when applied in the pixel space of the images. In fact, in the standard K-means, the average of the data belonging to a cluster \( C_k \), \( \frac{1}{|C_k|} \sum_{x_i \in C_k} x_i \), consists of an averaging in the pixel space, which as a result does not account for the non-Euclidean geometry of the image manifold [48, 49]. For example, when considering faces, the naive “average face” of an individual over different poses based on the Euclidean distance does not correspond to a recognizable picture of that individual.

### 3.3. Computational Complexity & Parameters

The time complexity of DI K-means is \( O(NK(\ell^3 + \ell n)) \).

In fact, the DI K-means computes a TPS of computational complexity \( O(\ell^3 + \ell n) \) for each sample of the \( N \) samples and each of the \( K \) centroids, as in Eq. 3. The number of parameters of the model is \( 2\ell \times N \times K \), it depends on the number of samples, clusters, and landmarks.

To speed up the computation, we 1) pre-compute the matrix inverse responsible for the dominating cubic term, see Appendix 10 for implementation details regarding the TPS, and 2) implement DI K-means on GPU with SymJAX [50] where high parallelization renders the practical computation time near constant with respect to the number of landmarks as we depict in Fig. 2.

![Figure 2: Computational Training Time - Comparison between our DI K-means and the AI K-means computational times on the Arabic Characters dataset. The input pixel size is \( n = 1024 \). (Left) shows the computational time for varying training set size and \( \ell = 7^2 \). (Right) shows the variations as a function of the number of landmarks, \( \ell \), for \( N = 10,000 \). Since the AI K-means does not use the TPS algorithm, its computational time is constant as a function of the number of landmarks.](image)

### 4. Experimental Setup and Cross Validation

In this section, we detail the experimental setting followed to evaluate the performance of our model as well as important details on the cross-validation of the various models. It is important to note that our model operates in the unsupervised settings, thus we do not compare our method with models trained leveraging the cluster membership labels. Also, for all clustering algorithms, the number of clusters is set to be the number of classes the dataset contains. The various datasets used are described in Appendix 11.

#### 4.1. Evaluation Metric

For all the experiments, the accuracy is calculated using the metric proposed in [51] and defined as

\[
\text{Accuracy} = \max_m N \sum_{i=1}^N \{ l_i = m(\hat{l}_i) \},
\]

where \( l_i \) is the ground-truth label, \( \hat{l}_i \) the cluster assignment and \( m \) all the possible one-to-one mappings between clusters and labels. The results in Table 1 are taken as the best score on the test set based on the ground truth labels among 10 runs as in [52].

#### 4.2. Competing Models

We compare our model with well-known clustering techniques using deep neural networks. We performed experiments for the VaDE [53] and DEC [52] using the code made publicly available by the authors. We use the annotation (MLP) as a reference to the MLP architecture used in their experiments (see App. 9 for details). To fairly compare our model to the DEC and VaDE models, we proposed a convolutional architecture to the DEC and VaDE networks, denoted by DEC (Conv) and VaDE (Conv) (see App. 9 for details). Finally, we evaluate the performance of an augmented K-means algorithm trained using the features extracted by an
Figure 3: **Centroids** - The name of the datasets considered is written on top of each subfigure, and # corresponds to the number of classes. For each dataset, we depict the centroids at initialization in the top row. The centroids learned by $K$-means are shown in the 2nd row, by the Affine invariant $K$-means in the 3rd row, and by our DI $K$-means in the 4th row. By comparing the results of the AI $K$-means (3rd row) with the standard $K$-means (2nd row), we can see that using only affine transformations slightly improves the $K$-means centroids and reduces the superposition issue that $K$-means suffers from. By comparing the results of our DI $K$-means (4th row) with the other methods, it is clear that using the more general class of transformation that are diffeomorphisms, via the TPS, significantly improves the centroids, making them sharper and removing the issue related to the non-additiveness of images. Note that $K$-means iteratively updates the centroids and cluster assignments, as such, the class associated to a specific centroid usually changes during training.
Figure 4: **2-dimensional t-SNE** - (# denotes the number of clusters) - We suggest the reader to zoom in the plots to best appreciate the visualization. - The raw data (*left column*), the affinely transformed data using the AI distance, i.e., we extract the best affine transformation of the data that corresponds to the centroid it was assigned and perform the t-SNE on these affinely transformed data, (*middle column*), the data transformed with respect to the TPS as per Eq. 3, i.e., the same process as previously mentioned but we consider the transformation induced by the TPS, and then perform the dimension reduction on these transformed data, (*right column*). Each row corresponds to a different datasets, Rock-Paper-Scissor, Face-10, AudioMNIST, and MNIST are depicted from the top to bottom row. For all the figures, the colors of the data represent their ground truth labels. We observe that across datasets, both the affine transformation learned on the data and the TPS transformation help to define more localized clusters. One can observe that for the Face-10 dataset, while the dataset contains 13 clusters, we can see that the DI K-means induced transformations lead to a 2-dimensional space where the faces are clustered 3 majors orientations. The top left cluster corresponds to faces pointing left, the bottom one face pointing right, and the bottom right one face pointing front.
Autoencoder, denoted by AE + K-means in the following. The parameters of the different models mentioned above are learned by stochastic gradient descent (Adam optimizer [46]). In all the experiments, the learning rate is cross-validated according to $[10^{-4}, 5 \times 10^{-4}, 10^{-3}, 5 \times 10^{-3}, 10^{-2}, 5 \times 10^{-2}]$. The internal parameters that are model dependent, e.g., the number of pre-training epoch and the update intervals, are also cross-validated.

We also compare our DI K-means to the closely related K-means and affine invariant K-means, denoted by AI K-means in the following. The AI K-means was designed to include only affine transformations. For each run, all three K-means algorithms start from the same initial centroids using the K-means++ algorithm developed by [54] to speed up the convergence of the K-means algorithm.

4.3. Cross Validation Settings

Our model requires the cross-validation of hyper-parameters related to the learnability of the transformation within the similarity measure, Eq. 3. However, the clustering framework does not allow the use of label information to perform the cross-validation of the parameters. We thus need to find a proxy for it to determine the optimal model parameters. Interestingly, the distortion error related used in the DI K-means, Eq. 2, appears to be negatively correlated to the accuracy, as displayed in Fig. 5. The use of the distortion error is commonly used as a fitness measure in K-means for example when cross-validating the number of clusters.

![Figure 5: Accuracy vs Distortion Error](image)

5. Results and Interpretation

In this section, we report and interpret the results obtained by our DI K-means and competing models.

5.1. Clustering Accuracy

We report in Table 1 the accuracy of the various models considered on the different datasets. Our approach shows to outperform existing models on most datasets. Our model equals the performance of AI K-means on Affine MNIST and is only outperformed by VaDE (MLP) on MNIST. Whereas the various deep learning approaches perform well on datasets for which their architectures were developed, e.g., MNIST and its derivatives: E-MNIST, Arabic Characters, they show limited performance on higher resolution datasets with a small number of samples, such as Rock-Paper-Scissors, Face-10 as well as the two toy examples (composed of only 700 training data and 300 testing data).

5.2. Interpretability: Centroids Visualization

We propose in Fig. 3 to visualize the centroids obtained via K-means, AI K-means, and our DI K-means. Supplementary visualizations are provided in Appendix 12.2. For each dataset, the first row shows the clusters after initialization from K-means++, as mentioned in Sec. 4.2. The three following rows show the centroids obtained via the K-means, AI K-means, and DI K-means algorithms, respectively.

We observe that, for all datasets, the K-means centroids are not possible samples from the data. In that sense, the K-means algorithm does not consider the non-linear manifold structure of the data. In fact, its update rule consists in the average of the data belonging to each cluster in the pixel space, thus producing blurred and mixed centroids. The AI K-means algorithm drastically reduces the blurriness of the centroids induced by such an averaging as it considers the average of affinely transformed data. However, our DI K-means produces the crispest centroids and does not introduce any ambiguity in between the different clusters. In fact, the
Table 1: Clustering Results in % of the test set accuracy Eq. 5 - the number of clusters is denoted by # next to the dataset name.

| Models | Deep Learning | Affine MNIST #10 | Diffgeo. MNIST #10 | MNIST #10 | Audio MNIST #10 | E-MNIST #26 | Rock-Paper -Scissors #3 | Face-10 #13 | Arabic Char. #28 |
|--------|---------------|------------------|-------------------|-----------|----------------|-------------|--------------------------|-------------|-----------------|
| $K$-means ( [52]) | × | 68.0 | 61.8 | 53.5 | 10.8 | 39.5 | 40.6 | 20.5 | 19.4 |
| AI $K$-means | × | 100.0 | 91.7 | 75.3 | 29.8 | 48.0 | 72.8 | 31.2 | 30.25 |
| DI $K$-means (Our) | × | 100.0 | 99.2 | 92.5 | 41.6 | 65.3 | 86.6 | 45.3 | 51.1 |
| AE + $K$-means | ✓ | 72.6 | 60.5 | 66.3 | 13.8 | 41.8 | 48.1 | 37.7 | 23.5 |
| DEC (MLP) ( [52]) | ✓ | 84.3 | 77.6 | 84.3 | 10.9 | 55.4 | 46.2 | 33.6 | 24.2 |
| DEC (Conv) | ✓ | 70.4 | 68.2 | 78.8 | 15.3 | 60.1 | 54.1 | 38.3 | 29.1 |
| VaDE (MLP) ( [53]) | ✓ | 68.8 | 65.4 | 94.1 | 11.3 | 20.3 | 50.3 | 36.4 | 26.2 |
| VaDE (Conv) | ✓ | 65.4 | 59.3 | 81.7 | 14.3 | 58.3 | 55.4 | 40.9 | 46.4 |

update of our method, Eq. 4, takes into account the non-linear structure of the image manifold by taking the average over diffeomorphically transformed data.

Interestingly, Fig. 3 shows that even if at initialization multiple centroids assigned to the same class are attributed to different clusters, the DI $K$-means is able to recover this poor initialization thanks to its explicit manifold modeling and centroid averaging technique. For instance, in the Rock-Paper-Scissors dataset, although at initialization, two centroids correspond to the class paper, the DI $K$-means learns centroids of each of the three classes within this dataset. In the Face-10 dataset, some centroids learned correspond to the rotation of the initialization, even in such extreme change of pose, the centroids remain crisp in most cases.

5.3. Interpretability: Embedding Visualization

To get further insights into the diffeomorphism-awareness and disentangling capability of the DI $K$-means, we compare the 2-dimensional projections of the data using t-SNE [55], of the $K$-means, AI $K$-means and DI $K$-means. Supplementary visualisations are provided in Appendix 12.1. The t-SNE visualizations, for both the AI and DI $K$-means, are obtained by extracting the optimal transformation that led to the assignment. Then t-SNE is then applied to all the transformed data using the optimal transformation.

We can observe in Fig. 4 that across datasets, the affine transformations help separate the data in this 2-dimensional space. The diffeomorphism-awareness of the DI $K$-means also drastically enhance the separability of the different clusters. When using DI $K$-means, the data are clustered based on macroscopically meaningful and interpretable parameters, making the model’s performance possible to understand. For instance, for the Face-10 dataset, the t-SNE representation of the DI $K$-means clusters’ shows that faces are grouped according to three significant orientations, left, right, and front. These three clusters are more easily observed in our DI $K$-means than in the affine invariant model. However, the 13 different orientations present in the dataset remain too subtle to be captured by the DI $K$-means. These observations could explain the improved clustering performance of our model.

For the MNIST dataset, the last row and column of Fig. 4, we observe that most of the incorrectly “classified” images are almost indistinguishable from samples of the other class. In particular, we highlight this by proposing to zoom-in into the cluster of 9 in Fig. 4. We can see that the yellow instances are samples from the class 4 that have been transformed such that they resemble the 9’s centroid in Fig. 3. Besides, the centroid of the cluster 4, in Fig. 3, has its upper part disconnected, while these transformed samples do not. We also provide a zoom-in on one of the clusters obtained on the rock-paper-scissors dataset, first row and last column of Fig. 4. The incorrectly clustered data are the ones that, when transformed, easily fit the scissor shape. In fact, we can see that both the transformed rock sample (yellow) and the paper (red) ones have the thumb pointing outward as the scissors centroid in Fig. 3.

The diffeomorphism-aware algorithm we propose is based on the transformation of any data into any centroid. Therefore, it depends on the number of landmarks, $\ell$, which can create transformations that are too large for some data and not enough for others. While such a trade-off is sample dependant, the overall results display a large improvement compared to the two other interpretable methods.

6. Conclusion

We proposed a novel formulation of $K$-means suited to tackle clustering in computer vision tasks where image deformations should not affect the clustering of the algorithm. We did so by parametrizing this space of deformation with the TPS interpolation technique between images and centroids. Our technique reaches state-of-the-art performances while preserving the interpretability of the clustering as the centroids, and the TPS-transformed input images all live in the original data space. Interpretability of the model allows to easily diagnose failure cases, clustering decisions and should be favored in computer vision clustering application where explainability of the decision plays a role.
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7. Properties of DI K-means and Proofs

7.1. DI K-means Similarity Measure: a Quasipseudosemimetric

Proposition 2. The similarity measure defined by \( \min_{\nu \in \mathbb{R}^2} \| \text{TPS}_\ell(x, \nu) - \mu \| \) is a Quasipseudosemimetric.

Proof. Let’s first define the orbit of an image with respect to the TPS transformations. Note that, the TPS does not form a group as it is a piecewise mapping. However, we know that it approximates the group of diffeomorphism on \( \mathbb{R}^2 \). Therefore, for sake of simplicity, we will make a slight notation abuse by considering the orbit, equivariance, and others group specific properties as being induced by the TPS.

Definition 1. We define the orbit an image \( x \) under the action the \( \text{TPS}_\ell \) by
\[
O(x) = \{ \text{TPS}_\ell(x, \nu) | \nu \in \mathbb{R}^2 \}.
\] (6)

Let’s now consider each metric statement:

1) It is non-negative as per the use of a norm.
2) **Pseudo:** \( \min_{\nu \in \mathbb{R}^2} \| \text{TPS}_\ell(x, \nu) - \mu \| = 0 \iff \exists \nu \in \mathbb{R}^2, s.t. \ x = \text{TPS}_\ell(x, \nu) \iff x \sim_{\text{TPS}} \mu \), that is, \( x \) and \( \mu \) are equivariant with respect to the transformations induced by \( \text{TPS}_\ell \). Thus, \( d(x, \mu) = 0 \) for possibly distinct values \( x \) and \( \mu \), however, these are not distinct when we consider the data as any possible point on their orbit with respect to the group of diffeomorphism. In fact, the distance is equal to 0 if and only if, \( \mu \) and \( x \) are equivariant.

3) **Quasi:** The asymmetry of the distance is due to the non-volume preserving deformations considered. In fact, we do not consider the Haar measure of the associated diffeomorphism group and consider the \( L_2 \) distance with respect to the Lebesgue measure. Although the asymmetry of \( d \) does not affect our algorithm or results, a symmetric metric can be built by normalizing the distance by the determinant of the Jacobian of the transformation. Such a normalization would make the metric volume-preserving and as a result make the distance symmetric.

4) **Semi:** If \( x, x', x'' \in O \), then \( d(x, x'') = d(x, x') = d(x', x'') = 0 \) as it exist a \( \nu, \nu', \nu'' \) such that the TPS maps each data onto the other as per definition of the orbit, thus the triangular inequality holds. If \( x, x'' \in O \) and \( x' \notin O \), we have \( d(x, x'') = 0 \leq d(x, x') + d(x', x'') \). If \( x, x' \in O \) and \( x'' \notin O \), we have \( d(x', x'') = d(x, x'') \), and since \( 0 \leq d(x, x') \), the inequality is respected. However, if \( x, x', x'' \) belong to three different orbits, then we do not have the guarantee that then triangular inequality holds. In fact, it will depend on the distance between the orbits which is specific to each dataset.

7.2. DI K-means Updates: Proof of Proposition 1

We consider the Fenchet mean of the centroid \( k \) to be the solution of the following optimization problem, \( \arg \min_{\mu_k} \sum_{i:x_i \in C_k} d(x_i, \mu_k) \). Using our similarity measure, we obtain the following.

Proof. The Fenchet mean for the cluster \( C_k \) is defined as \( \arg \min_{\mu_k, \| \mu_k \| = 1} \sum_{i:x_i \in C_k} \| \text{TPS}_\ell(x_i, \nu^*) - \mu_k \|^2 \) since the optimization problem is convex in \( \mu_k \) (as the result of the composition of the identity map and a norm which are both convex) we have \( \mu_k^* : \nabla_\mu \sum_{i:x_i \in C_k} \| \text{TPS}_\ell(x_i, \nu^*) - \mu_k \|^2 + \lambda \| \mu_k \| = 0 \) with,
\[
\nabla_\mu \sum_{i:x_i \in C_k} \| \text{TPS}_\ell(x_i, \nu^*) - \mu_k \|^2 + \lambda \| \mu_k \|^2 = 2 \left( |C_k| + \lambda \right) \times \mu_k + 2 \sum_{i:x_i \in C_k} \text{TPS}_\ell(x_i, \nu^*). \] (7)

7.3. DI K-means Similarity Measure: Invariance Property

Motivated by the fact that small diffeomorphic transformations, usually, do not change nature of an image, we propose to exploit the invariance property of the similarity measure we proposed. We will also show that this invariance property induces generalization guarantees.

In this section, for sake of simplicity we will assume that the transformations belong to the group of diffeomorphism. In fact, the TPS can be considered as a method to sample element of this group.

Let’s define an invariant similarity measure under the action of such group. That is, the similarity between two images remain the same under any diffeomorphic transformations. We propose to define the invariance in the framework of centroid-based clustering algorithm as follows.
Definition 2. An invariant similarity measure with respect to $\text{Diff}(\mathbb{R}^2)$ is defined as $d : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^+$ such that for all images $x \in \mathbb{R}^n$, all centroids $\mu \in \mathbb{R}^2$, and all group elements $\forall g \in \text{Diff}(\mathbb{R}^2)$, we have
\[
d(x, \mu) = d(g \ast x, \mu),
\]
where $g \ast x$ denotes the action of the group element $g$ onto the image $x$.

The similarity used in Eq. 3 of the optimization problem is $\text{Diff}(\mathbb{R}^2)$-invariant as per Definition 2.

Proposition 3. The similarity $\min_{g \in \text{Diff}(\mathbb{R}^2)} \|g \ast x - \mu\|$ is $\text{Diff}(\mathbb{R}^2)$-invariant.

Proof. Let consider $g^* = \arg \min_{g \in \text{Diff}(\mathbb{R}^2)} \|g \ast x - \mu\|$, we have $\arg \min_{g \in \text{Diff}(\mathbb{R}^2)} \|g \ast g' \ast x - \mu\| = g^* \ast g'^{-1}$, where $g'^{-1}$ is the inverse group element of $g'$. In fact, $\|g^* \ast g'^{-1} \ast g' \ast x - \mu\| = \|g^* \ast x - \mu\|$. Since for all $g' \in \text{Diff}(\mathbb{R}^2)$, it exists an inverse element $g'^{-1}$, we have that $\forall g \in \text{Diff}(\mathbb{R}^2)$, $d(g' \ast x, \mu) = d(x, \mu)$.

That is, by definition of the group, there is always another element that minimizes the loss function by using the composition between the inverse element of the group that has just been added, $g'$, and the optimal element $g^*$.

8. Implementation Details

Note that the deformation invariant similarity measure we introduced in Eq. 3 differs from the affine invariant distances developed in [26, 34, 35]. All previously defined measures of error rely on the assumption that the manifold can be locally linearized and as a result the tangent space is used as a proxy to learn the optimal affine transformation. However, the work of [56] suggests that tangent planes fitted to image manifold continually twist off into new dimensions as the parameters of the affine transformations vary due to a possible the intrinsic multiscale structure of the manifold. As such, the alignment of two images can be done by linearizing the manifold. To do so, [56] propose to consider the multiscale structure of the manifold, we simplify their approach by applying a low-pass filter on the images and the centroid prior to learn the affine transformation.

9. Neural Network Architectures

For both architectures, the decoder architecture is symmetric to the encoder and the batch size is set to 64.

MLP: The MLP architecture from input data to bottleneck hidden layer is composed of 4 fully connected ReLU layers with dimensions $[500, 500, 2000, 10]$.

Conv: The CONV architecture is composed of 3 2d-convolutional ReLU layers with 32 filters of size $5 \times 5$, and 2 fully connected ReLU layers with dimension $[400, 10]$. For each layer, a batch normalization is applied.

10. Thin-Plate-Spline Interpolation

Let’s consider two set of landmarks, the source ones $\nu_s = \{u_i, v_i\}_{i=1}^{\ell}$ and the transformed $\nu_t = \{u'_i, v'_i\}_{i=1}^{\ell}$, where $\ell$ denotes the number of landmarks. The TPS aim at finding a mapping $F = \{F_1, F_2\}$, such that $F(u, v) = (F_1(u, v), F_2(u, v)) = (u', v')$, that is, the mapping between two set of landmarks. The particularity of the TPS is that it learns such a mapping by minimizing the interpolation term, and a regularization that consists in penalizing the bending energy.

The TPS optimization problem is defined by
\[
\min_{F} \sum_{i=1}^{N} \|(u'_i, v'_i) - F(u_i, v_i)\|^2 + \lambda \int \int \left[ \frac{\partial^2 F}{\partial u^2} \right]^2 + 2\left[ \frac{\partial^2 F}{\partial u \partial v} \right]^2 + \left[ \frac{\partial^2 F}{\partial v^2} \right]^2 \] \text{d}udv.
\]

In our model, the source landmarks are consider to be the coordinates of a uniform grid. Also note that both the source landmarks and transformed ones are usually a subset of the set of coordinate of the images. For instance, for the MNIST dataset of size $28 \times 28$, the landmarks would be a grid of size $\ell \times \ell$, where $\ell < 28$. While the mapping is based on the landmark, it is then applied to the entire image coordinate. In fact, $F = \{F_1, F_2\}$ is mapping $\mathbb{R}^2 \to \mathbb{R}^2$, where $F_1$ (resp. $F_2$) corresponds to the mapping from $(x, y)$ to the first dimension $x'$ (resp. the second dimension $y'$).

The solution of the TPS optimization problem, Eq. 9, provides the following analytical formula for $F$
\[
F_1(u, v) = u' = a_1^{(1)}u + a_v^{(1)}v + \sum_{i=1}^{\ell} w_i^{(u)}U([u_i, v_i] - (u, v)),
\]
\[
F_2(u, v) = v' = a_1^{(2)}u + a_v^{(2)}v + \sum_{i=1}^{\ell} w_i^{(v)}U([u_i, v_i] - (u, v)).
\]
\[ F_2(u, v) = v' = a_1^{(2)} + a_2^{(2)} u + a_3^{(2)} v + \sum_{i=1}^{l} w_i^{(v)} U((u_i, v_i) - (u, v)), \] (11)

where \(|.| \) is the \(L_1\)-norm, \(a_1, a_2, a_3\) are the parameters governing the affine transformation, and \(w_i\) are parameters responsible for non-rigid transformations as they stand as a weight of the non-linear kernel \(U\). The non-linear kernel \(U\) is expressed by \(U(r) = r^2 \log(r^2), \forall r \in \mathbb{R}_+\).

Based on the landmarks \(\nu_s\) and \(\nu_t\), we can obtain these parameters by solving a simple system of equation define by the following operations

\[ \mathcal{L}^{-1} \mathcal{V} = \begin{bmatrix} (W(x)|a_1^{(x)} a_2^{(x)} a_y^{(x)})^T \\ (W(x)|a_1^{(y)} a_2^{(y)} a_y^{(y)})^T \end{bmatrix}, \]

(12)

where the matrix \(\mathcal{L} \in \mathbb{R}^{(l+3) \times (l+3)}\), is defined as

\[ \mathcal{L} = \begin{bmatrix} \mathcal{K} & \mathcal{P} \\ \mathcal{P}^T & \mathcal{O} \end{bmatrix}, \mathcal{K} = \begin{bmatrix} 0 & U(r_{12}) & \ldots & U(r_{1t}) \\ U(r_{21}) & 0 & \ldots & U(r_{2t}) \\ \ldots & \ldots & \ldots & \ldots \\ U(r_{t1}) & \ldots & \ldots & 0 \end{bmatrix}, \mathcal{P} = \begin{bmatrix} 1 & x_1 & y_1 \\ 1 & x_2 & y_2 \\ \vdots & \vdots & \vdots \\ 1 & x_t & y_t \end{bmatrix}, \mathcal{V} = \begin{bmatrix} x'_1 & x'_2 & \ldots & x'_t \\ y_1 & y_2 & \ldots & y_t \end{bmatrix}. \]

Note that, since the matrix \(\mathcal{L}\) depends only on the source landmarks, and that in our case these are unchanged, its inverse can be computed only once. The only operation required to be computed for each data and each centroid is the matrix multiplication \(\mathcal{L}^{-1} \mathcal{V}\) providing the parameters of the TPS transformation, as per Eq. 10, 11. Given these parameters, the mapping \(F\) can be applied to each coordinate of the image.

Now in order to render the image, one can perform bilinear interpolation as it is achieved in . Besides, the bilinear interpolation will allow the propagation of the gradient through any differentiable loss function.

Given an image \(x_1 \in \mathbb{R}^n\) where \(n = W \times H\), \(W\) denotes the width and \(H\) the height of the image, and two sets of landmarks \(\nu_s = \{v_i, v_j\}_{i=1}^l\) uniform grid coordinate of \(x_1\), and \(\nu_t = \{u'_i, v'_i\}_{i=1}^l\) the transformation of the uniform grid, which are subset of the image coordinate, We are able to learn a mapping \(F = (F_1, F_2)\) such that for each original pixel coordinate, we have their transformed coordinates. In fact, given any position \((u, v)\) on the original image, the mapping \(F\) provides the new positions \((u', v')\) as per Eq. 10, Eq. 11.

Now, from this transformed the coordinates space, we can render an image \(x_2 \in \mathbb{R}^n\) using, as in [44], the bilinear interpolation function \(\Gamma: \mathbb{R}^2 \times \mathbb{R}^n \rightarrow \mathbb{R}\) which takes as input the original image \(x_1\) and the transformed pixel coordinates \((u', v')\), and outputs the pixel value of the transformed image at a given pixel coordinate

\[ x_2(k, l) = \Gamma[F(u_k, v_l), x_1] \]
\[ = \Gamma[(u'_k, v'_l), x_1] \]
\[ = \sum_{i=1}^{W} \sum_{j=1}^{H} x_1(i, j) \delta([u'_k + l] - i) \times \delta([v'_l + h] - j) (u'_k - |u'_k|) \delta(t) (v'_l - |v'_l|) \delta(h) \]
\[ \times (1 - (v'_l - |v'_l|)) \delta(t-1) (1 - (u'_k - |u'_k|)) \delta(h-1), \]

where \(\delta\) is the Kronecker delta function and \([.]\) is the floor function rounding the real coordinate to the closest pixel coordinate.

11. Datasets

**MNIST [57]:** is a handwritten digit dataset containing 60,000 training and 10,000 test images of dimension 28 \(\times\) 28 representing 10 classes.

**Aff. MNIST:** we randomly sample one instance of each MNIST class and generate 100 random affine transformations for each sample. A third of the data are used for testing.

**Diffeo. MNIST:** we randomly sample one instance of each MNIST class and generate 100 random affine transformations for each sample as well as random diffeomorphisms using the TPS method. A third of the data are used for testing.

**Audio MNIST [58]:** is composed of 30000 recordings of spoken digits by 60 different speakers and sampled at 48kHz of 1sec long. It consists of 10 classes. We use 10000 data for testing and 20000 for testing. This dataset will be transformed into a time-frequency representation. This representations, can be considered as images, are usually used as the common
representation of audio recordings [59].

**E-MNIST** [60]: is a handwritten letters dataset merging a balanced set of the uppercase and lowercase letters into a single 26 classes dataset of dimension $28 \times 28$.

**Rock-Paper-Scissors** [61]: images of hands playing rock, paper, scissors game, that is, a 3 classes dataset. The dimension of each image is $300 \times 300$. The training set is composed of 2520 data and the testing set 372.

**Face-10** [62]: images of the face of 15 people, wearing glasses or not and having various skin color. For each individual, different samples are obtained with different pose orientation varying from $-90$ degrees to $+90$ degrees vertical degrees. The dimension of each image is $288 \times 384$. The training set is composed of 273 data and testing set of 117 data.

**Arabic Char** [63]: Handwritten Arabic characters written by 60 participants. The dataset is composed of 13,440 images in the training set and 3360 in the test set. The dimension of each image is $32 \times 32$.

### 12. Supplementary Visualisations

#### 12.1. Additional t-SNE Visualisations

![2-dimensional t-SNE Visualisation](image)

**Figure 6:** 2-dimensional t-SNE Visualization - The raw data (left column), the affinely transformed data, i.e., we extract the transformation of the data that corresponds to the centroid it was assigned and perform the t-SNE on these affinely transformed data, (middle column), the data transformed with respect to diffeomorphism as per Eq. 3, i.e., the same process as previously mentioned but we consider the transformation induced by the TPS, and then perform the dimension reduction on these transformed data, (right column). Each row corresponds to a different datasets, E-MNIST, Arabic Characters, are depicted from the top to bottom row. For all the figures, the colors of the data represent their ground truth labels.

#### 12.2. Additional Centroid Visualisations
Figure 7: Additional - MNIST Centroids Visualization (dim 28x28) - Depiction of the initialization of the per-cluster centroids top row and the final per-cluster centroids of the K-means, Affine invariant K-means, and DI K-means (proposed) methods.

Figure 8: Additional - 10 out of 26 EMNIST Centroids Visualization (dim 28x28) - Depiction of the initialization of the per-cluster centroids top row and the final per-cluster centroids of the K-means, AI K-means, and DI K-means (proposed) methods.
Figure 9: Additional - Audio MNIST Centroids Visualization (dim 64x24) - Depiction of the initialization of the per-cluster centroids \textbf{top row} and the final per-cluster centroids of the K-means, AI K-means, and DI K-means (proposed) methods.

Figure 10: Additional - 10 out of 28 Arab Characters Centroids Visualization (dim 32x32) - Depiction of the initialization of the per-cluster centroids \textbf{top row} and the final per-cluster centroids of the K-means, AI K-means, and DI K-means (proposed) methods.
Figure 11: Additional - 10 out of 13 Face Position Centroids Visualization (dim 288x384) - Depiction of the initialization of the per-cluster centroids top row and the final per-cluster centroids of the K-means, AI K-means, and DI K-means (proposed) methods.