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Abstract

Concept bottleneck models (CBMs) include a bottleneck of human-interpretable concepts providing explainability and intervention during inference by correcting the predicted, intermediate concepts. This makes CBMs attractive for high-stakes decision-making. In this paper, we take the quality assessment of fetal ultrasound scans as a real-life use case for CBM decision support in healthcare. For this case, simple binary concepts are not sufficiently reliable, as they are mapped directly from images of highly variable quality, for which variable model calibration might lead to unstable binarized concepts. Moreover, scalar concepts do not provide the intuitive spatial feedback requested by users.

To address this, we design a hierarchical CBM imitating the sequential expert decision-making process of "seeing", "conceiving" and "concluding". Our model first passes through a layer of visual, segmentation-based concepts, and next a second layer of property concepts directly associated with the decision-making task. We note that experts can intervene on both the visual and property concepts during inference. Additionally, we increase the bottleneck capacity by considering task-relevant concept interaction.

Our application of ultrasound scan quality assessment is challenging, as it relies on balancing the (often poor) image quality against an assessment of the visibility and geometric properties of standardized image content. Our validation shows that – in contrast with previous CBM models – our CBM models actually outperform equivalent concept-free models in terms of predictive performance. Moreover, we illustrate how interventions can further improve our performance over the state-of-the-art.

1. Introduction

How would an experienced sonographer recognize a high-quality femur screening (femur standard plane) from thousands of ultrasound scans? Fig. 1 illustrates the standard procedure of first seeking for specific organs to have a rough understanding of the image, and subsequently, based on the concepts from their knowledge, making a decision. This is also the most common process we follow when understanding images in our daily life - we see some objects/regions, conceive their properties according to our knowledge, and finally conclude the content of the image.

Due to their superior performance, deep neural networks (DNNs) are increasingly entering all aspects of human decision-making. In applications associated with human safety and privacy, such as healthcare and autonomous driving, their black-box nature is associated with potentially unacceptable risk, and as a consequence, increasing efforts are directed towards the explainability of model decisions. Compared to post hoc interpretations, intrinsically explainable models, or white-box models, provide ante-hoc explanation during inference. Some methods reason in an intuitive way by considering visual prototypes or clues. These methods highlight regions of interest in the image that are semantically meaningful and understandable for humans. These visual explanations are intuitively helpful by explaining "The model is looking at this" and "this looks like that", yet still containing redundant information and requiring more from the users’ prior knowledge for "what is this". In contrast, other methods, such as CBMs, aim to explain the reasoning process with human specialist-predefined concepts, such as colors and shapes of objects, which are precise and accurate for human understanding.

When considering a problem with input $x$ and target $y$, concept bottleneck models predict $y$ from expert-
annotated concept labels. Specifically, given the concepts $c \in \mathbb{R}^d$, concept bottleneck models learn the mapping $g: x \mapsto c$ and $f: c \mapsto y$ sequentially, jointly or independently [24]. Here, $d$ is the dimension of the concept bottleneck. When the prediction of $y$ is based on human-specified concepts, the model is inherently explainable. However, recent results [30, 31] suggest a potential information leakage from $y$ to the mapping $g$ during the sequential and joint training, which means these CBMs do not learn concepts in an intended manner, but rather as a proxy for target information. This leakage also undermined the intervenability of CBMs [31]. The independent CBMs eliminate the target information leakage by learning $y$ from the ground truth $c$. Nonetheless, saliency maps show that the independent CBMs fail to learn concepts from semantically meaningful information [31]. This illustrates that CBMs do not really understand the meaning of given concepts - the $x \mapsto c$ mapping is actually learned by a non-transparent model, which is neither intervenable nor explainable.

In this paper, we reconsider concept learning in CBMs. In psychology, the concept is formally defined as the label of a set of things that have something in common [4]. As illustrated in Fig. 1, the femur bone visualization, the expert-specified standard plane requirements, and even the category “femur standard plane”, can be considered a progression of concepts with increasing abstraction. Here, abstraction means the level of difficulty for a non-expert to understand. To this end, the visual understanding task is a gradual abstraction process of concepts from redundant information. This is also supported by early post-hoc studies [53, 54], which reveal that shallower layers in a neural network tend to learn simpler concepts, while the higher layers prefer abstract concepts. Inspired by the procedure "seeing", "conceiving", and "concluding", we improve CBMs by bottlenecking progressive concepts. This includes mapping from images to semantically meaningful visual concepts; abstraction from visual concepts to property concepts; and finally category prediction. The segmentation bottleneck visualizes the region of interest for the learned property concepts, which improves both the intervenability and interpretability of the model.

Existing work [22, 41, 52] investigates the lack of expressivity of CBM predictors. The abstraction from property concepts to task targets can be challenging, especially when the concept is insufficient or the predictor does not have enough capacity to model a complex mapping. Learning additional concepts with e.g. self-supervision [41] fails to address the information leakage problem as trained in a joint way. The learned additional concepts also weaken the human-model communication, since they cannot easily be corrected by experts. Here, we enhance the predictor capacity by learning the interaction of the predefined concepts.

Our key contributions are as follows:

- We propose Progressive Concept Bottleneck Models, providing both segmentation and property explanations. The property-level explanation has semantically meaningful representations in the input space.
- Our model allows human-model communication at different abstraction levels, which paves the way for human intervention at different knowledge levels.
- We expand the model capacity while keeping the explainability via learnable concept interaction.
- Our model outperforms existing methods in terms of both accuracy and explainability on a challenging fetal ultrasound quality assessment task.

2. Related work

We consider local explanations [5] for visual tasks, focusing on individual predictions.

Explaining with visual concepts. Visual attention, also known as visuospatial selection attention, allows humans to selectively mask out redundant information in a cognition task [27]. Explaining with visual concepts means understanding an image by "seeing" regions of interest. Therefore, it is natural to interpret the neural network behavior with visual concepts. Class activation mapping [57] and its successors [14, 38, 42, 46] localize the features of the DNNs that are responsible for the classification decision on the image by fusing channel contributions. Zeiler et al. [54] visualized the intermediate layers in a DNN with de-convolutional neural networks. Feature visualization [33] makes the learned features in DNN explicit via optimization. Network dissection [6] aligns neuron activation with expert-given visual concepts and produces activation masks for learned features. These post-hoc explanations, however, do not benefit the reasoning process of networks but only try to explain well-trained, maybe biased black-box models.

Other methods inject visual concepts into the decision process of DNNs. Region-based recognition methods [18, 19, 47, 48] locate visual concepts of the input images and obtain corresponding feature vectors, based on which the network makes decisions. Interpretable convolutional neural networks [56] design a loss to push the high-level DNN features toward reasonable visual concepts without extra annotation. ProtoPNet [9] not only focuses on the regions of interest but also pointing prototypical cases similar to those visual concepts.

Explaining with visual concepts, i.e., the process "I saw, I concluded" is intuitively meaningful in visual tasks. However, Pazzani et al. [34] argue that explanations should be what a domain expert would use, and visual explanations
can not fulfill the explainability requirement in some cases. In addition, existing visual self-explanation models do not allow human-model communication, i.e., intervention.

**Explaining with property concepts.** Property concepts refer to any abstraction distilled by domain experts, e.g., a color, a shape, or even an idea [22]. They are used to describe the typical human-understandable characteristic of an image. Explaining property concepts means "conceiving" the property of the image before concluding the content. Kim et al. [23] provided a global explanation by generalizing concepts in the activation space of DNN and calculating the conceptual sensitivity to input samples. Hierarchical neuron concept explainer [45], in contrast, produces local explanation by associating neurons with property concepts at a hierarchical level. Different from these post-hoc methods, Concept Learning Models [8,10,24,25,29,52] represent concepts with neuron activation, which makes it intrinsically interpretable. Classification transformer [25] employs single-class labels as concepts for a multi-label classification task. Concept whitening [10] replaces the normalization layers in a pre-trained DNN with a layer constrained to represent concepts. CBMs [24] enables human explanation inspection and correction by intervening the neuron activation. The limited number of expert-given concepts as well as the lack of expressivity in the predictor constrain the performance of CBMs. Sarkar et al. [41] supplemented the property concepts by self-supervised learning and enhances the faithfulness of the concepts, which, nevertheless, risks information leakage during concept learning, according to [30,31]. The independent CBMs do not suffer from the leakage, but can still be learning bias as concepts since the mapping from the input image to properties is not forced to consider the semantic content. We argue directly "conceiving" from the image may be not enough - the property concepts rely on specific regions of the image. The explainable model should consider the relevance between the visual concepts and the property concepts. In this paper, we not only "saw" image with segmentation visual concepts, but also "conceived" the visual concepts with more abstract property concepts. Our model allows human intervention at both the semantic level and property level for debugging network representations. Moreover, we improve the model capacity by interacting with property concepts. The closest CBM variant to ours is the hierarchical concept bottleneck model [35], which incorporates CBM as parts of a Mask R-CNN [15]. Given a scene consisting of multiple objects, the hierarchical concept bottleneck model only classifies single objects in the scene. In contrast, our model considers each object as part of the scene and is able to recognize the scene category.

**Segmentation for classification.** In this paper, we built a segmentation network to "see" the visual concepts. Segmentation as part of a classification network is a common solution in some computer vision applications, e.g., region-based fine-grained image recognition [15,19], scene recognition [28] and defect detection [8,36,51]. Huang et al. [19] weakly localized different parts of objects via region grouping and predicted fine-grained labels from the region features. Mask CNN [48] masks learned features with the segmentation prediction. Semantic-aware scene recognition model (SASceneNet) [28] treats segmentation as another modal. It learns features from segmentation and from the input image in different branches and fuses them to make a final prediction. Bozic et al. [8] proposed a two-stage network detecting defects based on the high-level features learned from a segmentation network. These segmentation-for-classification methods provide visual explanations [48]. In this paper, our model does not only provide visual explanations, but more importantly, the proposed model also allows human intervention in the learned segmentation.

3. Method

We consider a visual task where the input image \( x \in \mathbb{R}^{h \times w \times m} \) with \( m \) channels, height \( h \) and width \( w \), induces a predicted target \( y \). A black box model would learn a direct mapping predicting \( x \mapsto y \), which is non-transparent and thus not explainable.

As stated before, the visual understanding task is essentially a hierarchical abstraction process of concepts. Inspired by the heuristic procedure "seeing", "conceiving" and "concluding", we propose Progressive Concept Bottleneck Models (PCBMs), which consist of three stages corresponding to the three steps in the procedure. Fig. 2 demonstrates the architecture of PCBM. We represent PCBM as a mapping \( f(l(g(x))) \), where \( g \) "saw" segmentation concepts from \( x \), \( l \) "conceived" property concepts from the segmentation, and \( f \) "concluded" the prediction from property. To eliminate information leakage [30,31] and to enable concept intervention, the three stages were trained independently. This means that at each stage, ground truth targets from the previous stage are used for training, whereas predicted targets are used for testing. We introduce the \( g, l, \) and \( f \) in detail respectively in Sec. 3.1, Sec. 3.2 and Sec. 3.3.

3.1. "Seeing" with an observer

We built an observer network to learn \( g \), which is a mapping "seeing" segmentation concepts from the input image \( x \). We define these concepts to be experts’ regions of interest in the input image \( x \). We first trained a segmentation convolutional neural network (CNN) to learn specialist-annotated segmentation mask \( s \in \mathbb{R}^{h \times w \times n} \), where \( n \) is the number of segmentation concepts. During inference, the observer predicts a segmentation map \( p(s|x) \in \mathbb{R}^{h \times w \times n} \).
Since the segmentation map does not include texture information, which is important for deriving object property, we constructed segmentation concepts by soft-masking the original image \( x \) with the segmentation map. The \( i \)-th segmentation concept \( \bar{s}_i \in \mathbb{R}^{h \times w \times m} \) for each predicted segmentation map \( p(s_i|x) \in \mathbb{R}^{h \times w} \) is represented as:

\[
\bar{s}_i = \{ p(s_i|x) \odot x | j = 1, 2, ..., m \}
\]

where \( x_j \) is the \( j \)-th channel of the input image and \( \odot \) means Hadamard product. The segmentation concepts are gathered as \( \bar{s} = \{ \bar{s}_i | i = 1, 2, ..., n \} \). We call the output of the observer net the segmentation bottleneck, where the model provides visual explanations that human users can inspect.

### 3.2. "Conceiving" with a conceiver

We construct a conceiver network to learn the mapping \( l \) from segmentation concepts to high-level property concepts, imitating the process of "conceiving" characteristics of seen objects/regions, and associating it with expert knowledge. Following CBMs, we consider property concepts as either scalars indicating an score property, or binary referring to a categorical property. Our conceiver is an encoder CNN that maps inputs to a concept space \( \mathbb{R}^d \), given expert-annotated property concepts \( c \in \mathbb{R}^d \). Like previous CBMs, we assume property concepts to be irrelevant to each other. Each output neuron of the conceiver net is thus trained independently to align with one property concept.

The property concepts describe single objects (e.g. angles), regions of interest (e.g. image occupancy), or whole image scenes (e.g. symmetry). As a consequence, a property concept may rely on multiple segmentation concepts. For example, assess the symmetry of a head ultrasound. The property concept may rely on multiple segmentation concepts.

The conceiver models the relationship between segmentation and property concepts. This is done by concatenating the segmentation concepts and flattening the dimensions other than the spatial dimension before feeding into the conceiver. That is, the conceiver is learning a mapping \( l : \mathbb{R}^{h \times w \times m} \rightarrow \mathbb{R}^d \), where \( m = m \cdot n \). We name the output layer of the conceiver net the property bottleneck, where the model provides more property-oriented explanations for users than just visual explanations.

Combining the observer- and conceiver nets, our PCBM allows human intervention in the segmentation bottleneck. When users disagree with the visual explanation, they can correct the segmentation concepts, to intervene in the property prediction. We are the first to introduce this vision-level human intervention.

### 3.3. "Concluding" with a predictor

The final predictor "concludes" targets from property concepts. The predictor learns \( f : c \rightarrow y \) from annotated concepts when training, and predicts \( f(l(g(x))) \) from predicted concepts at test time. The predictor was trained independently, allowing intervention at the property bottleneck.

As indicated in Sec. 1, the predictor’s capacity is a factor constraining the full model performance. We argue that modeling concept interaction can improve this capacity. Specifically, we consider interaction between binary (categorical) property concepts. As in Sec. 3.2 both CBMs and our PCBM learn different property concepts independently. In the second PCBM stage, the conceiver performs binary classification on each binary property concept separately. The predicted probability of the \( i \)-th binary concept \( c_i \) is \( \hat{c}_i = p(c_i|s) \), given segmentation concepts \( s \). As we assume that concepts are independent, the interaction of two binary concepts \( p(c_i|s) \) and \( p(c_j|s) \) is described as:

\[
p(c_i, c_j|s) = p(c_i|s) \cdot p(c_j|s).
\]

A solution would be a large MLP. However, the implicit concept interaction would neither be transparent nor visible. We thus propose a task-specific module to introduce concept interaction. For ease of explanation, we temporarily assume that all property concepts \( c \) are binary. The module first takes in the predicted probability of binary property concepts \( \hat{c} = [\hat{c}_1, \hat{c}_2, ..., \hat{c}_d] \) into an MLP with ReLU activation to generate non-negative weight \( \omega = [\omega_1, \omega_2, ..., \omega_d] \) for each concept. This is described as:

\[
\omega = \text{ReLU}(\epsilon(\hat{c})),
\]

where \( \epsilon \) is an MLP. Note that the negative values given by the MLP are suppressed to 0 after the ReLU activation, which means \( \omega \) could include some zero weights. We further represent the interacted concepts \( \tilde{c} \) as:

\[
\tilde{c} = \frac{(\epsilon^T \omega)^2 - \epsilon^T (\omega^2)^T}{(\sum_{i=1}^d \omega_i)^2 - \sum_{i=1}^d \omega_i^2}.
\]

By the square expansion formula, \( \tilde{c} \) can be described as:

\[
\tilde{c} = \sum_{i,j \in \{1,2, ..., d\}} \omega_i \omega_j \hat{c}_i \hat{c}_j / \sum_{i,j \in \{1,2, ..., d\}} \omega_i \omega_j,
\]

which is the linear combination of pairwise concept interactions. When \( \omega_i \) or \( \omega_j \) is 0, the corresponding concept interaction is not selected. The constructed concepts are linear
combinations of pairwise concept interactions, whose components are transparent to users if checking the weight $\omega$.

We use $\sqrt{c}$, which is in the same range as $c$, and concatenate it with $c$ as input for the predictor. The predictor and the concept interaction are trained jointly. As the concept interaction is obtained from the predefined property concepts, we keep the intervenability of the property bottleneck. Since we consider the pair-wise interaction of concepts, this fuses the information from up to $\binom{n}{2}$ potential concept pairs to intensify the bottleneck.

### 4. Experiments

The performance of our model was validated using an excerpt from a national fetal ultrasound screening database (REFERENCE ANONYMIZED).

**Data preparation.** For the experimental validation, we used a dataset consisting of $n=2666$ images obtained from a typical 3rd-trimester growth screening ultrasound examination. The images consisted of both standard planes (SP) and non-standard planes (NSP) from four distinct anatomies, namely the head, the femur, the abdomen, and the maternal cervix. Standardized planes from these anatomies are routinely acquired to record fetal biometric parameters associated with fetal growth and pre-term birth.

The dataset statistics are detailed in Table 1. For each test, the experiment was repeated 10 times resampling training (50%), validation (10%) and test (40%) sets, divided on the subject level to avoid subject overlap between splits.

The recorded planes were annotated by an expert (MD, PhD fellow in Fetal Medicine). The images were divided into eight classes consisting of the four anatomies along with an SP/NSP classification; which done according to established international quality criteria [21, 40]. The relevant anatomical structures (see appendix) were manually outlined, and their corresponding concepts annotated.

Concepts were either binary (true/false) representing correct angle, image occupancy (size of object) and symmetry, or a scalar quality score of 0-10. Quality scores assess the visual quality of anatomical structures and caliper locations ($0 =$ not visible, $10 =$ excellent visualisation).

All images were annotated by one annotator but selected low- and high-quality annotated images were sent to two fetal medical experts to ensure continued agreement in the annotation process and to minimize potential annotation bias. Images with huge disagreement or need for discussion was presented to a panel of fetal medical experts.

**Implementation details.** Following CBMs, the property concept label $c$ of each image is a vector of size 27, where each element represents a concept. When the concept was not applicable to the image, the corresponding position is padded with 0. To discriminate the padded 0 and the concepts with value “false”, we smoothed the applicable binary concept labels from 0 and 1 to 0.01 and 0.99 for each image. The images were resized to $224 \times 288$, and the pixel intensity was normalized to $[-1, 1]$.

We trained a DTU-Net [26] with an ImageNet [12] pre-trained ResNet-18 [16] as the observer network. The Hadamard product in the segmentation bottleneck was replaced with a convolution layer to fit the concept size. The predictor is an MLP with a hidden layer containing 1024 neurons. The MLP $c$ for concept interaction has three hidden layers with 12 neurons each. The hidden layers are equipped with batch normalization and ReLU activation. We introduce the training details as well as model complexity in the appendix.

**Model performance.** We compare our model performance to a series of baseline models as shown in Tab. 2. The standard model is a network with the same architecture as our PCBM, but trained end-to-end for classification. The Hadamard product in the segmentation bottleneck was replaced with a convolution layer to help the model convergence. We also include SonoNet-32 [7], a state-of-the-art classification network for ultrasound plane classification. Similar to our PCBM, another baseline SASceneNet-18 [28] also includes segmentation as part of a classification model. Besides these black-box models, we trained a standard CBM as a baseline as well. For a fair comparison, we used a DTU-Net for segmentation in SASceneNet-18, a ResNet-18, and an MLP with 1024 neurons in a single hidden layer to build CBM.

These models were trained with the same settings as our PCBM. We evaluated the model performance with three metrics: overall classification accuracy over instances (OA), average classification accuracy over categories (MA), and Matthews correlation coefficient (MCC) [11]. Given the class imbalance, MA and MCC can better reflect the model performance on underrepresented classes compared to OA.

According to to Tab. 2 our PCBM outperforms all the baselines on the three metrics. Specifically, our model surpasses other methods by at least 7.35% in terms of the mean.

| femur | abdomen | head | cervix |
|-------|---------|------|--------|
| SP NSP | SP NSP | SP NSP | SP NSP
| 539 | 59 | 133 | 545
| 65 | 556 | 687 | 82

---

1. https://github.com/wkentaro/labelme
Table 2. Classification performance of different models on the ultrasound dataset. ‘OA’ means overall classification accuracy over instances; ‘MA’ refers to the average classification accuracy over categories; ‘MCC’ stands for Matthews correlation coefficient.

| Method          | OA (%)  | MA (%)  | MCC (%) |
|-----------------|---------|---------|---------|
| Standard Model  | 88.20 ± 0.30 | 58.83 ± 1.12 | 85.31 ± 0.37 |
| SonoNet-32 [7]  | 86.91 ± 0.57 | 54.62 ± 1.85 | 83.71 ± 0.71 |
| SASceneNet-18 [28] | 88.20 ± 0.38 | 58.37 ± 1.49 | 85.26 ± 0.47 |
| CBM [24]        | 86.72 ± 0.46 | 59.16 ± 1.82 | 83.40 ± 0.58 |
| PCBM (ours)     | 88.62 ± 0.77 | 66.51 ± 1.85 | 85.80 ± 0.95 |

Table 2. Classification performance of different models on the ultrasound dataset. ‘OA’ means overall classification accuracy over instances; ‘MA’ refers to the average classification accuracy over categories; ‘MCC’ stands for Matthews correlation coefficient.

MA over 10 splits, which indicates that our model is improving recognition of underrepresented classes.

Fig. 3 gives further insight into our performance in terms of sensitivity and specificity split across different anatomies. Here we see that all models struggle with specificity for femur and cervix, as well as with sensitivity for abdomen and head. This is caused by a difference in the difficulty level of the different scans, as also discussed in the Discussion and Conclusion below. Fig 3 shows us, however, that the PCBM performs on par with or considerably better than the other methods on the challenging categories.

Correctness of explanation. As the model’s performance depends on two layers of intermediate concepts - segmentation and property - we first validate the performance of those. For the segmentation concepts we validate in terms of IoU, see Fig. 4. Our observer net achieved a high IoU in many categories, except for some performance drops in the cervical canal outline, and cervix inner and outer boundary. These concepts are thin and long curvilinear structures, where IoU is naturally lower even for good performance. The property concepts, on the other hand, are validated in terms of classification accuracy (binary concepts) and root mean squared error (RMSE, scalar concepts); these results are shown in Fig 4. We see that the binary concepts achieve a classification accuracy well above 95%, whereas the scalar concepts achieve an RMSE of 1.5 or below. We also perform a comparison across concepts between our own model and a standard CBM model; these results are found in Tab. 3. The concept "cervix symmetry" has a relatively low accuracy compared to other binary concepts. This could be because of the relatively poor segmentation result of the curvilinear structures in cervix planes, which means that our conceiver learned the correct relationship between the segmentation and property. This is further demonstrated by our following experiments on the role of segmentation bottleneck.

Role of the segmentation bottleneck. Property concept should be predicted on the relevant parts of the input space [31]. Compared to CBM, our PCBM has an extra segmentation bottleneck, which provides a visual explanation while assuring the property concepts to be learned from semantically meaningful regions in the input image. For validation, we inpainted [44] specific organs (thalamus, cavum septi pellucidi, stomach bubble, and umbilical vein) with nearby textures from their images respectively, and tested CBM and our PCBM on the inpainted images. These organs are picked because each of them is directly associated with a property concept indicating the quality grade, and they appear in most images of their anatomy. If the model is learning the correct concept from the image, ideally, images where the organs were absent, such as the inpainted images, should predict the corresponding quality concepts to be zero. For this reason, we evaluated the model perfor-
mance with the value of the associated concept in Tab. 4. We see that our model has learned the "real" concepts of thalamus, cavum septi pellucidi, and umbilical vein while CBM did not. Thanks to the segmentation bottleneck, our model first "saw" regions of interest in the image, then predicted property over them. CBM, in contrast, lacks the segmentation stage and thus suffers from the confounding information in the image. For the stomach bubble, both of the models were biased, but the bias was reduced for PCBM. See the appendix for examples.

Test-time intervention. Similar to CBM, our PCBM allows users to inspect and intervene on both concept bottlenecks to correct wrong explanations. The model prediction is updated when the explanations are corrected. We simulated this by replacing predicted concepts with ground truth and recording the change in model performance.

We first intervened in the segmentation bottleneck. As shown in Tab. 5, the intervention improved the predictive performance on property concepts, and thus improved the classification result. This is because our conceiver modeled a relationship between the segmentation concepts and the property concepts. The improvement is, however, marginal, as the observer network already achieved a good performance in segmentation, see Fig. 4.

At the property level, we intervened concepts one by one by greedy best-first search at each split. We reported the tendency of the mean and standard deviation of overall classification accuracy over 10 splits with the increase of intervened concepts in Fig. 5. We see from the figure that our PCBM benefits more from the intervention than CBM; likely because PCBM, which considers concept interaction, has a larger predictor capacity than CBM. See appendix for test-time intervention examples.

Ablation studies. We conducted ablation studies to evaluate the component contribution of PCBM. The result in Tab. 6 shows that all of our three technical contributions, i.e., the semantic bottleneck, the progressive bottleneck architecture, and the concept interaction module contribute to the model performance. Specifically, we find that the concept interaction module is more effective with the presence of the segmentation bottleneck. This could be because of the more accurate property prediction. We further evaluated the faithfulness of the learned concept interaction in the appendix. The model with a single segmentation bottleneck achieves the highest OA as well as MCC among
Our segmentation concept is learned from clinical task, and show that it obtains superior performance both from a performance and a user perspective.

Moreover, we show the importance of our segmentation bottleneck between the observer and the conceiver, and the property bottleneck linking the conceiver and the property concepts are far easier to intervene on at test time. Thus, both concept bottlenecks are valuable both from a performance and a user perspective.

We demonstrate the PCBM performance on a challenging, clinical task, and show that it obtains superior performance to other methods with and without explanations.

Table 5. Test-time intervention at the segmentation bottleneck.

| SB | CB | CI | OA (%)       | MA (%)       | MCC (%)      |
|----|----|----|--------------|--------------|--------------|
| ✓  | ✓  | ✓  | 86.72 ± 0.46 | 59.16 ± 1.82 | 83.40 ± 0.58 |
| ✓  | ✓  | ✓  | 86.86 ± 0.28 | 60.89 ± 1.13 | 83.54 ± 0.80 |
| ✓  | ✓  | ✓  | 89.88 ± 0.71 | 63.10 ± 2.29 | 87.33 ± 0.88 |
| ✓  | ✓  | ✓  | 88.19 ± 0.96 | 65.11 ± 1.40 | 85.27 ± 1.14 |
| ✓  | ✓  | ✓  | 88.62 ± 0.77 | 66.51 ± 1.85 | 85.80 ± 0.95 |

Table 5 shows that our dataset is highly imbalanced across different categories. For instance, the "cervix SP" class has 687 images while the "head SP" class only has 65 scans. This is caused by a large variation in the difficulty of acquiring different standard planes, meaning many recorded head planes in the national database are NSP, whereas most recorded cervix scans are SP. A closer inspection reveals that this same tendency also affects the difficulty of the classification problems: the annotated quality concepts show that many of the head and abdomen images annotated as SP, are in fact close to being NSP. In other words, the poor image quality and dataset imbalance are both caused by the challenging problem of obtaining a good ultrasound standard plane for certain anatomies. While this is a limitation, it is also a highly realistic one, which to some degree explains why all models are low in either sensitivity or specificity as shown in Fig. 3.

5. Discussion and conclusion

Strengths. We have designed a progressive concept bottleneck model (PCBM) which utilizes a progressive sequence of explanatory concepts which are naturally aligned with the clinician’s thinking process. Indeed, during pilot testing, clinicians emphasize the intuitive utility of the segmentation concepts to quickly make decisions about images. Conversely, the property concepts are far easier to intervene on at test time. Thus, both concept bottlenecks are valuable both from a performance and a user perspective.

We demonstrate the PCBM performance on a challenging, clinical task, and show that it obtains superior performance to other methods with and without explanations.

Limitations. Our segmentation concept is learned from supervised segmentation, which needs extra annotation. As future research, the segmentation bottleneck might be replaced by attention maps learned from other models, saliency maps from eye trackers, or by using methods from weak labeling segmentation.

We only consider pair-wise concept interaction. The interaction of three or more concepts would be interesting to explore in the future. Moreover, according to the Tab. 4, our model still faces the risk of learning bias sometimes, which leaves open potential for improvement.

We demonstrate our model in the real-world scenario of decision support for assessing the quality of fetal ultrasound images. The PCBM supports human intervention at different levels, enabling human-model communication at both visual and property levels. Furthermore, we introduce concept interaction enhancing the predictor’s capacity.

Conclusion. We propose progressive concept bottleneck model architecture, which consists of an observer "seeing" segmentation concepts from input images, a conceiver "conceiving" property concepts from the segmentation, and a predictor "concluding" based on the property. The segmentation bottleneck between the observer and the conceiver, and the property bottleneck linking the conceiver and the predictor allow human-model communication at both visual and property levels. Furthermore, we introduce concept interaction enhancing the predictor’s capacity.

We demonstrate our model in the real-world scenario of decision support for assessing the quality of fetal ultrasound images. This is challenging because of poor image quality due to image acquisition being difficult as well. Our experiments demonstrate that our model surpasses baseline models including previous CBMs and state-of-the-art classification models at recognizing ultrasound standard planes. Moreover, we show the importance of our segmentation bottleneck for learning the “real” concepts. Finally, the PCBM supports human intervention at different levels, enabling human-model communication at both visual and property levels.
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ablating even higher performance.

A. Fetal ultrasound quality assessment

Fetal ultrasound quality assessment is a crucial step for accurate biometric measurement in obstetric examination [49]. The aim of this task is to recognize high-quality ultrasound scans of specific views of the fetus (standard planes) from all the images from an ultrasound screening. The International Society of Ultrasound in Obstetrics and Gynecology (ISUOG) defines the standard plane and provides guidelines for clinicians [40]. In this paper, we perform the quality assessment task for the ultrasound scans from the 3rd trimester. There are four different standard planes worth attention to in the 3rd trimester: the Cephalic (head) plane, Abdominal plane, Femoral plane, and Cervix plane. The ISUOG practical guidelines for these planes are listed in Tab. 7.

Figure 6. Examples of femur standard planes and femur non-standard planes. Figure (c) was an extreme case constructed by manual painting for illustration.

Fetal ultrasound quality assessment is a fine-grained image recognition problem, which is challenging because of small inter-class variations and large intra-class variations. Specifically, according to to Tab. 7 an ultrasound image needs to meet the four criteria at the third column to be a femoral standard plane. Fig. 6 shows examples of two femur standard planes and a femur non-standard plane. In the figure, (a) and (b) looks different from each other, while both of them meet all the criteria. This indicates the fact that the varying image quality during ultrasound screening leads to various femur looking in the standard plane, i.e., a high intra-class variation. (c) in the figure, although similar to (a), has an unclear right end, and thus is not a standard plane. In this work, the proposed PCBM outperforms the state-of-the-art models in this challenging task.

B. Training details

This section presents the training details of the proposed progressive concept bottleneck models (PCBMs) for the fetal ultrasound quality assessment task.

We trained a DTU-Net [26] with an ImageNet [12] pre-trained RegNetY-1.6GF [37] backbone as the observer network. The segmentation loss was a combination of dice loss and a weighted focal loss. Model performance was evaluated by IoU.

For the conceiver, we trained a ResNet-18 [16] pre-trained on ImageNet. We modified the first convolution layer and the fully connected layer to fit the concept size. For the scalar property concepts, the loss was measured by mean-square error while for the binary concepts, the loss was computed by binary cross entropy. For scalar concepts, the model performance was evaluated by root-mean-square error (RMSE). The concept interaction module only took the binary property concepts as input. The model performance on the binary concepts was evaluated by classification accuracy.

The predictor is an MLP with a hidden layer containing 1024 neurons trained with cross-entropy loss. The MLP $\epsilon$ for concept interaction has three hidden layers with 12 neurons each. The hidden layers are equipped with batch normalization and ReLU activation.

The observer, conceiver, and predictor were trained with an AdamW optimizer for 200, 50, and 50 epochs respectively. The weight decay was set to 1e-6. The initial learning rate was set to 1e-4, multiplied by 0.1 if the validation loss stopped improving for 10 epochs. The batch size was set to 64 for classification and to 8 for segmentation. The model with the best performance in the validation set was picked. The model performance we reported was evaluated on the test set. We oversampled images from category "femur NSP", "abdomen SP", "head SP" and "cervix NSP" during training to alleviate the data imbalance over classes. We implemented the code with Python 3.7.7 and PyTorch 1.12.1. The experiments were conducted in an

Figure 7. Image quality distribution of different classes in the ultrasound dataset.
Cephalic (head) plane | Abdominal plane | Femoral plane | Cervix plane
---|---|---|---
Symmetrical plane; plane showing thalamus; plane showing cavum septi pellucidi; cerebellum not visible; head occupying more than half of total image; calipers and dotted ellipse placed correctly. | Symmetrical plane; plane showing stomach bubble; plane showing portal sinus; kidneys not visible; abdomen occupying more than half of total image; calipers and dotted ellipse placed correctly. | Both ends of bone clearly visible; < 45° angle to horizontal; femur occupying more than half of total image; calipers placed correctly. | Cervix occupies 50 − 75% of the total image; the bladder is empty; the cervix is symmetric (no signs of excessive pressure); the cervical canal is visualized sufficiently; calipers placed correctly at the internal and external orificium.

Table 7. ISUOG practical guidelines for the 3rd-trimester standard planes. The guidelines are summarized from [21, 40].

| Component | Params(M) | FLOPs(G) | IT (ms) |
|---|---|---|---|
| Observer | 32.71 | 307.02 | 31.79 |
| Conceiver | 11.31 | 271.29 | 4.07 |
| Predictor | 0.04502 | 0.00303 | 3.72 |

Table 8. Model complexity of different components in our PCBM. 'Params' means the model parameters. 'FLOPs' means the floating point operations per second. 'IT' means the inference time of the model for each image.

Ubuntu 18.04 environment on a Quadro RTX 6000 GPU.

C. Model complexity

Tab. 8 reports the complexity of different components in our PCBM in the ultrasound quality assessment task. We evaluate the model complexity with four metrics: model parameters (Params), the floating point operations per second (FLOPs), and the inference time of the model for each image counted in milliseconds. The experiment was conducted on a Quadro RTX 6000 GPU with a batch size of 8. The Params and FLOPs of the model was evaluated by thop.

The full PCBM took approximately 5 hours to be trained on a single Quadro RTX 6000 GPU for a split. Although including a segmentation network, our model can still infer an image within 39 ms.

D. Role of the segmentation bottleneck

Fig. 8 proves the importance of the segmentation bottleneck in our model. On the top row, the image is predicted to be an abdomen standard plane since the umbilical vein has a quality grade of 0.53. However, when we inpainted the umbilical vein from the image on the middle and bottom row. Our PCBM (bottom) updates the quality grade to 0.02, which means that the umbilical vein is invisible in the image, while CBM still predicts the quality to be 0.48, which is not correct. This incorrect concept prediction then leads to the incorrect plane classification result.

E. Examples of successful intervention

Human intervention at the property concept level plays an important role in CBM. Fig. 9 shows an example of successful human-model communication in our PCBM. Different from CBM, our model allows intervention at both visual and property levels.

On the top row of the figure, our PCBM made a wrong prediction, since the observer fails to recognize the fossa posterior (the green area on the middle-row segmentation). Human experts corrected the visual explanation by chang-

---

2https://github.com/Lyken17/pytorch-OpCounter
Figure 9. An example of successful human intervention at different levels is the proposed PCBM. The top row is a wrong prediction from our model because the model does not recognize the fossa posterior in the image. The middle and the bottom row illustrates the human intervention at the segmentation and property level respectively. The number in the figure stands for the predicted fossa posterior quality concept.

F. Faithfulness of concepts

We propose a concept interaction module in this paper, which selects and combines the interaction of concept pairs linearly into a new concept. The new concept is concatenated with the expert-given concepts and fed into the predictor. The ablation study in the main paper demonstrates that the proposed concept interaction module contributes to the model performance.

To further evaluate the effectiveness of the concept interaction module, we assess the faithfulness of the concepts, following a similar test from [41]. Faithfulness is measured with predictive performance solely on concepts, which represents the information conveyed by the concepts. In this test, we compared the faithfulness of the concepts with and without the new concept constructed by concept interaction to quantify the extra information introduced by this concept. For CBM, we trained an MLP on $c$. For our model, we trained an MLP on the concatenation of $c$ and the learned $\bar{c}$ from the full PCBM we trained before. Note that $\bar{c}$ was fixed when we were training the MLP, as it was obtained from previous experiments. This is different from that during training the PCBM. Both the MLPs have one latent layer with 1024 neurons. Tab. 9 illustrates the model performance.

| Method          | OA(%)    | MA(%)    | MCC(%)   |
|-----------------|----------|----------|----------|
| CBM             | 86.72 ± 0.46 | 59.16 ± 1.82 | 83.40 ± 0.58 |
| PCBM (ours)     | 88.28 ± 0.87 | 68.57 ± 1.76 | 85.41 ± 1.05 |

Table 9. Comparison of faithfulness of the concepts used in CBM and our PCBM on the ultrasound dataset.

According to the table, although we only introduced one additional concept, all the metrics, including OA, MA and MCC have a significant improvement. This proves the effectiveness of the proposed concept interaction.

G. Rule-based intervention based on segmentation

In Tab. 4 in the main paper, when we inpainted specific organs in the image, we checked the predicted quality concepts of CBM and PCBM. We see that our model has learned the "real" concepts of the thalamus, cavum septi pellucidi, and umbilical vein while CBM did not. This experiment demonstrates that our model can learn meaningful property concepts from the segmentation, as the segmentation contains more key features than the raw image. However, for the stomach bubble, both CBM and PCBM were biased, even though the bias was reduced for PCBM.

We would like to introduce another use of our segmentation concepts in this case. Although some of the predicted property concepts, e.g., the predicted stomach bubble quality, can still be biased, the rule-based correction based on the segmentation can alleviate this problem. In the fetal ultrasound quality assessment task, we can still correct it automatically by involving the segmentation concepts - that is, the user can define a rule in the model, which set the organ quality to 0 when the organ does not appear in the segmentation prediction. Note that this is a potential solution for the biased concept prediction made by our PCBM designed for the specific dataset and it is not implemented in this paper to keep the generalization of our model for different scenarios.

H. Segmentation and property concepts

Based on Tab. 7 we consider 14 segmentation concepts and 27 corresponding property concepts in this paper. The segmentation concepts for each anatomy are:

- Background (all anatomies)
- Cervical Canal Outline (Cervix)
- Cervix Outer Boundary (Cervix)
- Cervix Inner Boundary (Cervix)
- Bladder (Cervix)
• Femur Bone (Femur)
• Stomach Bubble (Abdomen)
• Outer Skin Boundary (Abdomen)
• Umbilical Vein (Abdomen), note that when umbilical vein is of low quality, it is called portal sinus
• Kidney (Abdomen)
• Thalamus (Head)
• Fossa Posterior (Head), also called cerebellum
• Cavum Septi Pellucidi (Head)
• Outer Bone Boundary (Head)

"Background" is considered a concept in our model, since it plays an important role in deciding whether a plane is symmetric or not.

The property concepts are:

• Is femur bone left end visible? (scalar, 0 - 10)
• Is femur bone right end visible? (scalar, 0 - 10)
• Is femur bone < 45° to horizontal? (binary)
• Is femur bone occupying more than half of the image? (binary)
• Does the plane fits the criteria of symmetry abdomen? (binary)
• Is stomach visible? (scalar, 0 - 10)
• Is umbilical vein visible? (scalar, 0 - 10)
• Is kidney visible? (scalar, 0 - 10)
• Is abdomen occupying more than half of the image? (binary)
• Can we place the caliper ada1 (a caliper)? (scalar, 0 - 10)
• Can we place the caliper ada2? (scalar, 0 - 10)
• Can we place the caliper adb1? (scalar, 0 - 10)
• Can we place the caliper adb2? (scalar, 0 - 10)
• Does the plane fits the criteria of symmetry head? (binary)
• Is thalamus visible? (scalar, 0 - 10)
• Is cavum septi pellucidi visible? (scalar, 0 - 10)
• Is fossa posterior visible? (scalar, 0 - 10)
• Is head occupying more than half of the image? (binary)
• Can we place the caliper bpd_near? (scalar, 0 - 10)
• Can we place the caliper bpd_far? (scalar, 0 - 10)
• Can we place the caliper ofd_occ? (scalar, 0 - 10)
• Can we place the caliper ofd_fro? (scalar, 0 - 10)
• Is cervix occupying 50 – 75% of the image? (binary)
• Is bladder visible? (scalar, 0 - 10)
• Does the plane fits the criteria of symmetry cervix? (binary)
• Can we place the caliper orif_inner? (scalar, 0 - 10)
• Can we place the caliper orif_ext? (scalar, 0 - 10)
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