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Abstract—Far-field wireless power transfer (WPT) is a promising technique to resolve the painstaking power-charging problem inherent in various wireless terminals. This paper investigates the power transfer efficiency of the WPT segment in future communication systems in support of simultaneous power and data transfer, by means of analytically computing the time-average output direct current (DC) power at user equipments (UEs). In order to investigate the effect of channel variety among UEs on the average output DC power, different policies for the scheduling of the power transfer among the users are implemented and compared in two scenarios: homogeneous, whereby users are symmetric and experience similar path loss, and heterogeneous, whereby users are asymmetric and exhibit different path losses. Specifically, if opportunistic scheduling is performed among \( N \) symmetric/asymmetric UEs, the power scaling laws are attained by using extreme value theory, and reveal that the gain in power transfer efficiency is \( \ln N \) if UEs are symmetric whereas the gain is \( N \) if UEs are asymmetric, compared with that of conventional round-robin scheduling. Thus, the channel variety among UEs inherent to the wireless environment can be exploited by opportunistic scheduling to significantly improve the power transfer efficiency when designing future wireless communication systems in support of simultaneous power and data transfer.

Index Terms—Extreme value theory, finite spatial coverage, multi-user scheduling, power transfer efficiency, simultaneous power and data receiver, wireless power transfer (WPT).

I. INTRODUCTION

A. Context and Motivation

Compared to the rapid development of wireless data transfer technology, the power transfer technique in support of wireless communication systems remained stagnant in the past decades. Indeed, wired charging remains the main way to feed a device battery, which is a painstaking routine for mobile users and can even be a challenge, especially when users are on the move or cannot afford interruption in their wireless data service. In particular, when the battery is used out and cannot get recharged on time, an abrupt service interruption does not only degrade the quality of service dramatically, but can also yield a loss in users’ data which is unaffordable in critical applications. As a result, the shortage of battery endurance constitutes a major bottleneck which hinders the development of ubiquitous wireless communication systems with access to services whenever and wherever needed.

In order to resolve the power-charging problem inherent in current wireless terminals, it is necessary to equip them with far-field wireless power charging capability. It is not hard to imagine that, if, for example, a mobile phone or a laptop can be remotely charged whenever it accesses a wireless network, mobile users will never worry about power shortage. Clearly, the capability of far-field wireless power charging will be infinitely attractive to mobile users and will trigger a revolution in the way wireless communication systems of the future will function and operate.

Current techniques of wireless power charging, which are mainly based on the principle of electromagnetic inductive coupling, are essentially near-field techniques. For instance, in the Qi standard, the distance between a charging device, e.g., a mobile phone, and its power transfer pad should not exceed 4 cm (1.6 in) [1]. Also, the power transfer pad must be connected to an electrical outlet in a wired way. Obviously, compared to traditional wired charging, the near-field wireless power charging can reduce neither the users’ concern on the shortage of battery endurance nor the users’ labour in the charging.

To extend the distance of wireless power transfer (WPT), magnetic resonance and/or radio frequency (RF) based far-field power transfer are promising. The concept dates back to the late 1800s. Indeed, the earliest prototype of magnetic resonance based WPT was demonstrated by Heinrich Hertz in 1887 [2], Fig. 24. In practice, Nikola Tesla attempted to wirelessly transmit power by magnetic resonance at Colorado Springs, CO, USA, in 1899. In this experiment, however, no evidence was collected on whether any significant amount of power would be available at any distant point. The first successful RF based power transfer was performed by Harrell V. Noble at the Westinghouse Laboratory, which was demonstrated to the general public at the Chicago World’s Fair of 1933–1934 [3]. Later on, RF based far-field WPT technology found extensive applications where no human interaction is needed, for instance, aeronautics and aerospace. Among them, the most famous experiment was performed by William C. Brown in 1963, who wirelessly powered a helicopter flying at 60 feet above the ground level. Another ambitious WPT experiment was the Stationary High Altitude Relay Experiment at 60 feet above the ground level. Another ambitious WPT experiment was the Stationary High Altitude Relay Experiment at 60 feet above the ground level.
Platform (SHARP), which was performed by Communications Research Centre of Canada in 1987. In this experiment, RF based WPT was used to provide energy from ground station to SHARP at about 70,000 feet altitude. Then it was not until 2008 that simultaneous wireless transport of power and data in communication systems was proposed, by Lav R. Varshney at MIT [4]. Although magnetic resonance and/or RF based WPT techniques have already found many applications in practice [5] [6, Chap. 4], potential health risks of human exposure to electromagnetic fields constitute a major factor which needs further R&D efforts to achieve the full potential of these techniques and a widespread commercial deployment. This safety issue is beyond the scope of this paper and the interested reader is referred to the up-to-date survey in [7]. Since magnetic resonance based WPT and RF based WPT have different design methodologies, in the rest of the paper the term WPT is limited to the latter, i.e. WPT via radiowaves, unless otherwise stated.

Figure 1 shows a wireless system in support of simultaneous power and data transfer, where the block diagram of a user equipment (UE) consisting of a specific power receiver and a traditional data receiver is sketched. In this system, a conventional base station (BS) exchanges data with the UE while a newly deployed power beacon radiates power to the UE. In practice, power beacons can be deployed separately from BSs or be integrated into BSs. In particular, power beacons can be integrated into femtocell BSs, since they both serve nearby users within the area of radius on the order of ten meters. With such a dedicated power beacon, power charging cables are not compulsory anymore and UEs can be remotely charged without the users’ intervention. Although this system is promising for next-generation wireless communications, there are few related papers in the open literature with most of them dedicated to calculating the achievable power versus data rate region, from an information theory perspective. Specifically, the original work [4] focused on non-fading scenario, which was extended to frequency-selective fading by considering a coupled-inductor circuit problem in [8]. Lately, the authors of [9] studied how to design power/data receivers in a separate or an integrated way. Based on the separate structure in [9], optimal switching between the power receiver and the data receiver was addressed in [10], to achieve various tradeoffs between power transfer and data reception.

In practice, in order to avoid interference between the power receiver and the data receiver of a UE, these units should work in different frequency bands. Actually, since far-field WPT is still in its infancy, so far no particular frequency band has been specified yet for this technique. Thus, far the industrial-scientific-medical (ISM) radio bands remain the only option in prototype development. For example, in [11], 5.8 GHz and 2.45 GHz were used for power transfer and data transmission, respectively. Accordingly, at the UE side, the power receiver and the data receiver are separately designed, as shown in Fig. 1. Generally speaking, systems in support of simultaneous power and data transfer at different frequency bands are known as out-band systems whereas those working at the same frequencies are known as in-band systems. Clearly, out-band systems are free of interference between the power and data transfer segments.

B. Efficiency of Far-Field Wireless Power Transfer

Figure 2 shows the inner structure of a WPT segment in an out-band system (corresponding to the link from the power beacon to the power receiver shown in Fig. 1), which consists of five subsystems: (1) DC-to-RF conversion, (2) retrodirective beamforming at the transmit antenna array, (3) free-space transmission, (4) receive antenna array and (5) rectifier. Thus, the end-to-end power transfer efficiency, \( \eta_{e2e} \), can be expressed as the product of \( \eta_i \), \( \forall i \in [1, 5] \), where \( \eta_i \) denotes the power transfer efficiency at the \( i \)th subsystem. That is,

\[
\eta_{e2e} \triangleq \frac{P_{out}}{P_{in}} = \prod_{i=1}^{5} \eta_i, \tag{1}
\]

where \( P_{in} \) and \( P_{out} \) denote the input and the output DC powers of the WPT segment, respectively; and where \( \eta_1 \triangleq P_{tx}/P_{in} \), \( \eta_2 \triangleq P_{exp}/P_{tx} \), \( \eta_3 \triangleq P_{inc}/P_{exp} \), \( \eta_4 \triangleq P_{tx}/P_{inc} \) and \( \eta_5 \triangleq P_{out}/P_{tx} \), as shown in Fig. 2. Alternatively, \( \eta_{e2e} \) can be decomposed as the product of the transmit efficiency (\( \eta_1 \times \eta_2 \)), the free-space propagation efficiency (\( \eta_3 \)) and the receive efficiency (\( \eta_4 \times \eta_5 \)).

In the state-of-the-art, in order to improve the end-to-end power transfer efficiency, researchers’ efforts were focused on enhancing the transmit efficiency, the receive efficiency, or both. To obtain higher transmit efficiency, the transmit antenna array must be designed such that the side lobes of its beam pattern are reduced to the lowest acceptable level and that its main lobe keeps spillover losses to a minimum. To this end, electronically steered phased arrays with retrodirective beamforming have taken the place of traditional horn antennas and emerged as the most reliable technique to guarantee an accurate beam steering in WPT applications. On the other hand, attaining higher receive efficiency was attempted through the design of high-performance rectifying antennas (i.e. rectennas), which convert the incident RF power back to DC. A comprehensive survey on the design of transmit and receive antenna arrays dedicated to WPT applications can be found in [12]. It is noteworthy that omnidirectional antennas must be avoided in WPT applications in order to improve the power transfer efficiency and, in particular, decrease the risks of human exposure to electromagnetic fields.

Despite the efforts to improve the transmit efficiency (\( \eta_1 \times \eta_2 \)) and/or the receive efficiency (\( \eta_4 \times \eta_5 \)), the main deter-
The receive antenna array is assumed ideal and, thus, $\eta_4$ is normalized to unity.

To study the effect of channel variety among UEs on the efficiency of far-field power transfer, we first look into the homogeneous scenario where UEs, described as symmetric in this case, have a similar distance from the power beacon, and we analyze the time-average output DC power when either round-robin scheduling or opportunistic scheduling is implemented for the power transfer to the UEs. Then, we investigate the heterogeneous scenario with asymmetric UEs, which are uniformly distributed in the considered annulus, and analyze the average output DC power with the said scheduling strategies. The results of this study reveal the effects of the inner and outer boundaries of the system coverage, multi-user scheduling and channel variety among UEs, on the power transfer efficiency of the WPT segment in an out-band system. In particular, three major contributions of this paper are:

1) Implementing round-robin scheduling, the channel variety among asymmetric UEs is demonstrated to be equivalent to a distance scaling factor, compared to the case with symmetric UEs. Also, the said factor is shown to be determined by the size of the inner and outer boundaries of the power beacon coverage and by the path-loss exponent;

2) Performing opportunistic scheduling while considering $N$ symmetric UEs, the power scaling law is derived and reveals that the scheduling gain is $\ln N$, compared to the power transfer efficiency pertaining to round-robin scheduling;

3) Applying the same opportunistic scheduling as above among asymmetric UEs, the power scaling law is analytically attained and discloses that the scheduling gain is as large as $N$ (number of UEs), compared to the power transfer efficiency pertaining to round-robin scheduling. Therefore, the channel variety among UEs can be exploited to improve the far-field power transfer efficiency significantly.

To detail the paper’s contributions, the remainder of the manuscript is organized as follows. Section II describes the system and the channel models. In Section III, the inner structure of the UE power receiver is sketched and the amount of instantaneous output DC power at the receiver is formulated. Section IV is devoted to the scenario with symmetric UEs and analyzes the time-average output DC power and power transfer efficiency with different scheduling policies. Then, Section V focuses on the scenario with asymmetric UEs. Simulation results and discussions are presented in Section VI. Concluding remarks are provided in Section VII followed by mathematical tools and derivations relegated to appendices. In particular, the third contribution mentioned above was reported in the accompanying conference version [13].

**Notation: For a complex variable $x$, operators $\Re\{x\}$, $\Im\{x\}$, $|x|$ and $\arg\{x\}$ denote its real part, imaginary part, amplitude and phase, respectively. $\mathcal{E}\{x\}$ indicates the statistical expectation of real random variable $x$. Constant $j = \sqrt{-1}$ denotes the imaginary unit. The functions $\Gamma(x) = \int_0^{\infty} t^{x-1}e^{-t} dt$ and $\Gamma(a, x) = \int_x^{\infty} t^{a-1}e^{-t} dt$, $\forall a, x > 0$, refer to the Gamma function and the complementary incomplete Gamma function,
respectively. The Landau notations \( f(x) = O(g(x)) \) and \( f(x) \sim g(x) \) are defined as \( \lim_{x \to \infty} \left| \frac{f(x)}{g(x)} \right| < \infty \) and \( \lim_{x \to \infty} \frac{f(x)}{g(x)} = 1 \), respectively. Finally, \( P_{\text{t}} \) stands for the time-average output DC power with respect to the joint states \( x \) and \( y \), where \( x \in \{ \text{ris}, \text{os} \} \) refers to the scheduling policy (‘ris’ for round-robin and ‘os’ for opportunistic) and \( y \in \{ \text{hom}, \text{het} \} \) to the status of UEs (‘hom’ for the homogeneous case and ‘het’ for the heterogeneous case).

II. SYSTEM AND CHANNEL MODELS

As depicted in Fig. 3, we consider the WPT segment in an out-band system where the power beacon steers power to the \( i^{th} \) user equipment, \( \text{UE}_i, i \in [1, N] \), through a directional antenna array. The power beacon is located in the center of a circular coverage with radius \( r_{\text{net}} \), with an exclusion zone of radius \( r_{\text{ex}} \) around it such that all UEs are in the far-field of the power beacon. The exclusion zone can be seen as a prohibited zone where users are not allowed for human safety reasons due to the high radiated power of power beacons (more details on the safety issue will be examined in Remark 4).

At the power beacon, the radiated RF signal at time slot \( t \) is expressed as

\[
s(t) = 2P_{\text{ERP}} \Re \left\{ x(t) e^{j2\pi ft} \right\},
\]

where \( P_{\text{ERP}} = E\{s^2(t)\} \) denotes the average effective radiated power at the transmit antenna array, \( f \) refers to the carrier frequency, and \( x(t) \) is a complex baseband signal of bandwidth \( B \) Hz and unit power (i.e. \( |x(t)|^2 = 1 \)). Also, it is assumed that wireless channels experienced by \( s(t) \) keep flat during each transmission slot.

A basic wireless channel model between the power beacon and receiver \( \text{UE}_i \) consists of large-scale path loss and small-scale multi-path fading. Mathematically, the instantaneous multiplicative channel gain \( G_i(t) \) between the power beacon and \( \text{UE}_i \) at time slot \( t \) is given by

\[
G_i(t) = \beta d_i^{-\alpha}(t)|h_i(t)|^2,
\]

where \( \beta > 0 \) is a constant scaling factor\(^1 \) \( d_i(t) \in [r_{\text{ex}}, r_{\text{net}}] \) is the distance between the power beacon and \( \text{UE}_i \), \( \alpha \geq 2 \) denotes the path-loss exponent, and \( h_i(t) \) stands for the complex channel coefficient.

III. POWER RECEIVER

With respect to the receiver, Fig. 4 illustrates a typical rectifier-based power receiver, where the incident RF power, \( P_{\text{inc}} \), is first converted by the rectifier into direct current (DC). Then, a boost converter is cascaded to provide the required step-up from typical rectenna voltage (usually, tens to hundreds millivolts) to typical battery voltage (usually, 2 to 4 volts). As shown in the dashed block of Fig. 4, the rectifier is composed of a Schottky diode cascaded with a low-pass filter (LPF), thanks to the low power-loss and the fast switching/recovery time of Schottky diode, compared with ordinary P-N junction diodes.

In light of (2) and (3), the received signal at the power receiver of \( \text{UE}_i \) can be shown to be expressed as

\[
y_i(t) = \sqrt{2P_{\text{ERP}} G_i(t)} \Re \left\{ x(t) e^{j(2\pi ft + \theta_i(t))} \right\} + n_i(t), \tag{4}
\]

where \( \theta_i(t) \in [0, 2\pi) \) and \( n_i(t) \) denote the phase shift introduced by the propagation channel and the additive white Gaussian noise (AWGN) at the receive antenna of \( \text{UE}_i \), respectively. Without loss of generality, \( n_i(t) \) is assumed to have zero mean and variance \( \sigma^2 \). Notice that, for the considered far-field WPT segment, the average effective radiated power, \( P_{\text{ERP}} \), is generally much larger than thermal noise variance, \( \sigma^2 \). As a result, (4) can be well approximated by using

\[
y_i(t) \approx \sqrt{2P_{\text{ERP}} G_i(t)} \Re \left\{ x(t) e^{j(2\pi ft + \theta_i(t))} \right\}. \tag{5}
\]

Then, for an easier mathematically tractable form of \( y_i(t) \), (5) can be reformulated as:

\[
y_i(t) \approx \sqrt{2} R \left\{ P_{\text{ERP}} G_i(t) x(t) e^{j[2\pi ft + \theta_i(t) + \phi(t)]} \right\} = \sqrt{2} R \left\{ P_{\text{ERP}} G_i(t) e^{j[\theta_i(t) + \phi(x)]} e^{2\pi ft} \right\}
\]

\[
y_i(t) = \sqrt{2} A(t) \cos \left[ 2\pi ft + \phi(t) \right], \tag{6}
\]

where the amplitude \( A(t) \) and the phase \( \phi(t) \) are given by

\[
A(t) = \sqrt{y_i^2(t) + y_Q^2(t)}, \tag{7}
\]

\[
\phi(t) = \arctan \frac{y_Q(t)}{y_i(t)}, \tag{8}
\]

with

\[
y_i(t) \triangleq \sqrt{P_{\text{ERP}} G_i(t)} \cos \left[ \theta_i(t) + \phi(x) \right], \tag{9}
\]

\[
y_Q(t) \triangleq \sqrt{P_{\text{ERP}} G_i(t)} \sin \left[ \theta_i(t) + \phi(x) \right]. \tag{10}
\]

Since the current-voltage characteristic of a Schottky diode can be described by the well-known diode law, in view of the

\[1\]In general, parameter \( \beta \) in Eq. (3) stands for the log-normal shadowing effect introduced by objects obstructing the propagation path between the power beacon and the UE. This effect influences the local-mean powers at the UE, that is, short-term averages to remove fluctuations due to multi-path fading \cite[Section 2.4]{4}, which is accounted for by the parameter \( \sigma_h^2 \) defined immediately after Eq. (17) of the paper.
The typical rectifier-based power receiver shown in Fig. 4 is a normal wave detector suitable for relatively weak power receiver and/or energy harvester. It enables mathematical tractability without any side effect on the major findings of the paper. For medium and high power-consumption applications, a single-shunt full-wave rectifier can be used, which consists of a diode and a capacitor connected in parallel to a $\lambda_g/4$ distributed line, with $\lambda_g$ being the effective wavelength of an input radiowave [6] (Fig. 3.67). For the general rectifying theory and the state-of-the-art of various rectennas, the interested reader is referred to [6].

IV. SCENARIO A: HOMOGENEOUS USERS

In this scenario, UEs are assumed to be uniformly distributed along a circle centered by the power beacon or located closely to each other, widely known as clustered users (e.g., several tablets on a table while the PB is adsorbed onto the ceiling above, or users in a small coffee shop). In such a case, UEs have almost the same distance from the power beacon and, thus, they get the same average power as per (14). Accordingly, for ease of presentation, in this section the distance $d_i$ is abbreviated as $d$, regardless of the user index $(i)$ or the time variable $(t)$. Actually, if we set $d = 1$, this idealized scenario reduces to the case where the path-loss effect is ignored, as usually assumed impractically in the open literature related to WPT.

Next, in order to study the effect of path-loss on the WPT efficiency and, in particular, provide a performance benchmark for later development, two different scheduling strategies among symmetric UEs are considered and their corresponding average output DC powers are analyzed.

A. Round-Robin Scheduling

In round-robin scheduling, UEs take periodic turns to access the medium of service. Under this policy, all UEs get an equal share of the available resource, such as time, and thus have the same performance.

Remark 1 (Rectifier and rectifying theory). The typical rectifier-based power receiver shown in Fig. 4 is a normal wave detector suitable for relatively weak power receiver and/or energy harvester. It enables mathematical tractability without any side effect on the major findings of the paper. For medium and high power-consumption applications, a single-shunt full-wave rectifier can be used, which consists of a diode and a capacitor connected in parallel to a $\lambda_g/4$ distributed line, with $\lambda_g$ being the effective wavelength of an input radiowave [6] (Fig. 3.67). For the general rectifying theory and the state-of-the-art of various rectennas, the interested reader is referred to [6].

IV. SCENARIO A: HOMOGENEOUS USERS

In this scenario, UEs are assumed to be uniformly distributed along a circle centered by the power beacon or located closely to each other, widely known as clustered users (e.g., several tablets on a table while the PB is adsorbed onto the ceiling above, or users in a small coffee shop). In such a case, UEs have almost the same distance from the power beacon and, thus, they get the same average power as per (14). Accordingly, for ease of presentation, in this section the distance $d_i$ is abbreviated as $d$, regardless of the user index $(i)$ or the time variable $(t)$. Actually, if we set $d = 1$, this idealized scenario reduces to the case where the path-loss effect is ignored, as usually assumed impractically in the open literature related to WPT.

Next, in order to study the effect of path-loss on the WPT efficiency and, in particular, provide a performance benchmark for later development, two different scheduling strategies among symmetric UEs are considered and their corresponding average output DC powers are analyzed.

A. Round-Robin Scheduling

In round-robin scheduling, UEs take periodic turns to access the medium of service. Under this policy, all UEs get an equal share of the available resource, such as time, and thus have the same performance.
By recalling that \(d_i(t) \equiv d \) for all UEs in the homogeneous case, the instantaneous output DC power at UE\(_i\), given by (14), can be rewritten as

\[
P_{\text{out} \rightarrow i}(t) = c\beta d^{-\alpha} |h_i(t)|^2. \tag{15}
\]

Assuming Rayleigh model for the effect of multi-path fading, the term \(|h_i(t)|^2\) in (15) has an exponential distribution such that the probability density function (PDF) and the cumulative density function (CDF) can be expressed as follows:

\[
f_{|h_i(t)|^2}(x) = \frac{1}{\sigma_h^2} \exp \left( -\frac{x}{\sigma_h^2} \right), \tag{16}
\]

\[
F_{|h_i(t)|^2}(x) = 1 - \exp \left( -\frac{x}{\sigma_h^2} \right), \tag{17}
\]

where \(\sigma_h^2 \equiv \mathbb{E}[|h_i(t)|^2], \forall i \in [1,N]\), denotes the average small-scale multi-path gain. By virtue of (15)–(17), it is easy to derive the PDF and the CDF of \(P_{\text{out} \rightarrow i}(t)\), namely,

\[
f_{P_{\text{out} \rightarrow i}(t)}(x) = \frac{a^\alpha}{c\beta \sigma_h^2} \exp \left( -\frac{d^\alpha}{c\beta \sigma_h^2} x \right), \tag{18}
\]

\[
F_{P_{\text{out} \rightarrow i}(t)}(x) = 1 - \exp \left( -\frac{d^\alpha}{c\beta \sigma_h^2} x \right). \tag{19}
\]

When round-robin scheduling is implemented, each UE gets the same average output DC power. In view of (19), this power value can be easily computed as

\[
\overline{P}_{\text{hom} \rightarrow \text{sys}} = \int_0^\infty x f_{P_{\text{out} \rightarrow i}(t)}(x) dx = c\beta \sigma_h^2 d^{-\alpha}, \tag{20}
\]

which implies that the average output DC power increases linearly with larger multi-path gain \((\sigma_h^2)\) but decreases exponentially with the transmission distance \((d)\), as expected. Although the result in (20) is straightforward, it will serve as a benchmark for the subsequent complex cases.

**B. Opportunistic Scheduling**

Although round-robin scheduling policy ensures absolute fairness among UEs, in terms of access to the system resources, it is not very efficient. For instance, for UEs which experience deep fading, the amount of instantaneous output DC power can be extremely small. In order to enhance the power transfer efficiency, opportunistic scheduling, which was originally proposed to improve spectral efficiency, can be exploited [16]. In this case, assuming that a UE cannot get fully charged when scheduled, the UE with the maximum instantaneous output DC power is chosen to be charged during each transmission slot. To this end, a transmission slot is divided into two sub-slots: one training sub-slot and one power-transfer sub-slot. During the training sub-slot, each UE sends its received power level back to the power beacon by a reliable feedback mechanism, and the power beacon chooses the one which has the highest power level to be charged in the following power-transfer sub-slot. With such a multi-user scheduling strategy, the index of the chosen UE is given by

\[
i = \arg \max_{i=1,\ldots,N} P_{\text{out} \rightarrow i}(t), \tag{21}
\]

where \(P_{\text{out} \rightarrow i}(t)\) denotes the instantaneous received power of UE\(_i\), defined in (15). By recalling the results of order statistics theory, the CDF and the PDF of the maximum output DC power \(P_{\text{out} \rightarrow i}(t)\) of the chosen UE\(_i\) is readily shown as

\[
F_{P_{\text{out} \rightarrow i}(t)}(x) = F_N^N F_{P_{\text{out} \rightarrow i}(t)}(x), \tag{22}
\]

\[
f_{P_{\text{out} \rightarrow i}(t)}(x) = N f_{P_{\text{out} \rightarrow i}(t)}(x) F_{P_{\text{out} \rightarrow i}(t)}^{N-1}(x), \tag{23}
\]

where \(F_{P_{\text{out} \rightarrow i}(t)}(x)\) and \(f_{P_{\text{out} \rightarrow i}(t)}(x)\) are given by (18) and (19), respectively. Accordingly, the average output DC power can be computed by

\[
\overline{P}_{\text{hom} \rightarrow \text{sys}} = N \int_0^\infty x f_{P_{\text{out} \rightarrow i}(t)}(x) F_{P_{\text{out} \rightarrow i}(t)}^{N-1}(x) dx. \tag{24}
\]

Although substituting (18) and (19) into (24) and performing some mathematical manipulations leads to a closed-form expression, the resultant formula is very complex and has to be evaluated numerically. In order to offer illuminating insights into the output DC power, we instead derive the limiting distribution of the maximum output DC power \(P_{\text{out} \rightarrow i}(t)\), as \(N \to \infty\). It is noteworthy that the limiting distribution cannot be obtained by directly applying \(N \to \infty\) in (22) since, for any \(F_{P_{\text{out} \rightarrow i}(t)}(x) < 1\), (22) reduces to 0 as \(N \to \infty\) and, thus, the CDF given by (22) is a degenerate distribution.

In the following lemma, the asymptotic theory of extreme order statistics is exploited to attain a non-degenerate distribution for \(P_{\text{out} \rightarrow i}(t)\) and, then, the power scaling law is derived.

**Lemma 1** The limiting distribution of the maximum instantaneous output DC power among symmetric UEs. If the PDF and CDF of the output DC power at UE\(_i\), \(\forall i \in [1,N]\), are respectively given by (18) and (19), then as the total number of UEs, \(N\), becomes large asymptotically, the limiting distribution of the maximum instantaneous output DC power \(P_{\text{out} \rightarrow i}(t)\) is of Gumbel type, namely,

\[
\lim_{N \to \infty} F_{P_{\text{out} \rightarrow i}(t)}(a_1 + b_1 x) = \exp \left( e^{-x} \right), \tag{25}
\]

where the positioning parameter \(a_1\) and the scaling factor \(b_1\) are given by

\[
a_1 = c\beta \sigma_h^2 d^{-\alpha} \ln N, \tag{26}
\]

\[
b_1 = c\beta \sigma_h^2 d^{-\alpha}. \tag{27}
\]

**Proof:** The proof is provided in Appendix A. Recalling the fact that the mean of the Gumbel function is Euler’s constant, i.e. 0.5772 ··· [17, p. 298], with the resulting Lemma 1, it is straightforward that the average output DC power can be computed as

\[
\overline{P}_{\text{hom} \rightarrow \text{sys}} \sim c\beta \sigma_h^2 d^{-\alpha} (\ln N + 0.5772 ···). \tag{28}
\]

In light of (28), we immediately have the following theorem.

**Theorem 1** (Power scaling law for symmetric UEs). When there are \(N\) UEs which have the same distance \((d)\) from the power beacon, if the UE with the maximum instantaneous output DC power is chosen to be charged during each transmission slot, then as \(N\) becomes large asymptotically, the average output DC power at each UE scales as

\[
\overline{P}_{\text{hom} \rightarrow \text{sys}} \sim c\beta \sigma_h^2 d^{-\alpha} \ln N. \tag{29}
\]

**Proof:** When the value of \(N\) becomes large asymptotically, ignoring the Euler’s constant in the parentheses of (28),
yields the desired (29).

By definition, the power transfer efficiency pertaining to opportunistic scheduling is given by \( \frac{P_{\text{hom}}}{P_{\text{err}}^\text{out}} \) while that pertaining to round-robin scheduling is expressed as \( \frac{P_{\text{hom}}}{P_{\text{err}}^\text{rrs}} \). Accordingly, the ratio of their power transfer efficiencies can be shown as \( \frac{P_{\text{hom}}}{P_{\text{err}}^\text{out}} \). Consequently, by comparing (29) with (20), we conclude the following corollary.

**Corollary 1** (Power transfer efficiency for symmetric UEs). The opportunistic scheduling among \( N \) symmetric UEs yields a scheduling gain of \( \ln N \) in terms of the power transfer efficiency, compared with the round-robin scheduling.

**Remark 2** (On the multi-user scheduling in the context of power transfer). In the context of power transfer, the received-power based multi-user scheduling, given by Eq. (21), is essentially equivalent to the channel state information (CSI) based multi-user scheduling in the context of data exchange in conventional communication systems. However, unlike the data receiver where the CSI can be obtained by the built-in channel estimation unit, it is not necessary for the power receiver to estimate CSI and, thus, the feedback information from the power receiver to its target power beacon is only the received power level. On the other hand, due to the relatively very short duration of the training sub-slot in comparison with the subsequent power-transfer sub-slot, the energy obtained at each terminal during the training sub-slot is negligible.

**V. SCENARIO B: HETEROGENEOUS USERS**

When UEs are uniformly distributed as depicted in Fig. 3, the distance \( d_i(t) \) between UE\( i \) and the power beacon is a random variable with respect to the user index \( i \) and time variable \( t \). In such a case, the average output DC power of different UEs vary dramatically with their respective distances from the power beacon; a scenario referred to as asymmetric UEs. In this section, taking the distance variety into account, we investigate the power transfer efficiency of the system by means of the time-average output DC power. First, we start with the scheduling according to the round-robin policy.

**A. Round-Robin Scheduling**

When UEs are uniformly distributed in the annulus of inner radius \( r_{\text{ex}} \) and outer radius \( r_{\text{net}} \) (cf. Fig. 3), the distance \( d_i(t) \) of UE\( i \) from the power beacon is a random variable and its CDF and PDF are respectively given by

\[
F_{d_i(t)}(x) = \begin{cases} 
\frac{x^2 - r_{\text{ex}}^2}{r_{\text{net}}^2 - r_{\text{ex}}^2}, & \text{if } r_{\text{ex}} \leq x \leq r_{\text{net}}, \\
0, & \text{otherwise};
\end{cases}
\]

\[
f_{d_i(t)}(x) = \begin{cases} 
\frac{2x}{r_{\text{net}}^2 - r_{\text{ex}}^2}, & \text{if } r_{\text{ex}} \leq x \leq r_{\text{net}}, \\
0, & \text{otherwise}.
\end{cases}
\]

In light of (16), (17), (30) and (31), and performing some mathematical manipulations (details provided in Appendix A), the CDF of the instantaneous output DC power given by (14) can be found to be expressed as

\[
F_{P_{\text{out}}(-i)(t)}(x) = 1 - \frac{1}{r_{\text{net}}^2 - r_{\text{ex}}^2} \left[ r_{\text{net}}^2 \exp(-r_{\text{ex}} x) - r_{\text{ex}} \exp(-r_1 x) \right] \\
- \frac{1}{r_{\text{net}}^2 - r_{\text{ex}}^2} \left( \frac{c\beta\sigma_h^2}{x} \right)^{\frac{2}{2}} \\
\times \left[ \Gamma \left( 1 + \frac{2}{\alpha}, r_1 x \right) - \Gamma \left( 1 + \frac{2}{\alpha}, r_2 x \right) \right],
\]

where \( r_1 \triangleq \frac{r_{\text{ex}}}{(c\beta\sigma_h^2)} \) and \( r_2 \triangleq \frac{r_{\text{net}}}{(c\beta\sigma_h^2)} \).

When round-robin scheduling is adopted, all UEs get the same average output DC power and, with the resultant (32), it can be computed as

\[
\frac{P_{\text{net}}}{{P_{\text{rrs}}}^\text{out}} = \int_0^\infty [1 - F_{d_i(-i)(t)}(x)] dx \\
= \frac{1}{r_{\text{net}}^2 - r_{\text{ex}}^2} \int_0^\infty \left[ r_{\text{net}}^2 \exp(-r_{\text{ex}} x) - r_{\text{ex}} \exp(-r_1 x) \right] dx \\
+ \frac{1}{r_{\text{net}}^2 - r_{\text{ex}}^2} \left( \frac{c\beta\sigma_h^2}{x} \right)^{\frac{2}{2}} \\
\times \int_0^\infty x^{-\frac{3}{2}} \left[ \Gamma \left( 1 + \frac{2}{\alpha}, r_1 x \right) - \Gamma \left( 1 + \frac{2}{\alpha}, r_2 x \right) \right] dx
\]

\[
= \frac{1}{r_{\text{net}}^2 - r_{\text{ex}}^2} \left( \frac{r_{\text{ex}}^2}{r_{\text{net}}^2 - r_{\text{ex}}^2} \right)^{\frac{2}{2}} \left( r_{\text{ex}}^{\frac{2}{2}} - r_{\text{ex}}^{\frac{2}{2}} \right) \\
+ \frac{\alpha}{(\alpha - 2)(r_{\text{net}}^2 - r_{\text{ex}}^2)} \left( \frac{r_{\text{ex}}^2 - r_{\text{ex}}^2}{r_{\text{net}}^2 - r_{\text{ex}}^2} \right)
\]

where (18) Eq. (6.455.1) was exploited to derive (33). Thus, (34) establishes the relationship between the average output DC power and the system parameters in a very simple and explicit way. Furthermore, it is general in practice that \( r_{\text{net}} \gg r_{\text{ex}} \) and, thus, (34) can be approximated as follows:

\[
\frac{P_{\text{net}}}{{P_{\text{rrs}}}^\text{out}} \approx \frac{2c\beta\sigma_h^2}{\alpha - 2} \left( \frac{r_{\text{ex}}^2}{r_{\text{net}}^2} \right) \left( r_{\text{ex}}^{-\alpha} \right) (35)
\]

\[
= \frac{c\beta\sigma_h^2 r_{\text{ex}}^{-\alpha}}{T_1} \left( \frac{2}{\alpha - 2} \right) \frac{r_{\text{net}}^2}{T_2}. (36)
\]

By comparing (35) with (20), it is observed that: 1) The term \( T_1 \) of (36) corresponds to the maximum average output DC power of the symmetric-user case with the shortest distance \( r_{\text{ex}} \) from the power beacon; 2) The term \( T_2 \) of (36) is a power scaling factor (with respect to \( T_1 \)) that reveals the effect of path-loss variety among UEs on the average DC power.

On the other hand, if we set (36) equal to (20), we may find a symmetric-user case, whereby the users’ distance from the power beacon is \( d \), and users get the same average output DC power (accordingly, the same power transfer efficiency) as in the heterogeneous case. Specifically, \( d \) is determined by

\[
c\beta\sigma_h^2 d^{-\alpha} = c\beta\sigma_h^2 r_{\text{ex}}^{-\alpha} \left( \frac{2}{\alpha - 2} \right) \frac{r_{\text{ex}}^2}{r_{\text{net}}^2}, \quad (37)
\]
which yields
\[ \hat{d} = r_{\text{ex}} \left( \frac{\alpha - 2}{2} \left( \frac{r_{\text{net}}}{r_{\text{ex}}} \right)^2 \right)^{\frac{1}{\alpha - 2}}. \] (38)

Clearly, the term \( T_3 \) in (38) is a distance scaling factor (with respect to the shortest distance \( r_{\text{ex}} \)) which reflects the effect of path-loss variety among UEs on the average DC power. In other words, if round-robin scheduling is adopted, the average output DC power of asymmetric UEs is equivalent to that of the symmetric ones at a distance \( r_{\text{ex}}T_3 \) from the power beacon.

### B. Opportunistic Scheduling

When opportunistic scheduling is applied among the asymmetric UEs, it yields higher scheduling gain than the above homogeneous case. To show this, by using again the asymptotic theory of extreme order statistics (but completely different from the proof of Lemma 1), we obtain the following result.

**Lemma 2** (The limiting distribution of the maximum instantaneous output DC power among asymmetric UEs). If the CDF of the instantaneous output DC power at UE, \( \forall i \in [1, N] \), of the heterogeneous scenario is given by (22), then as \( N \) becomes large asymptotically, the limiting distribution of the maximum instantaneous output DC power \( P_{\text{out-i}}(t) \) is of Fréchet distribution, namely,
\[ \lim_{N \to \infty} F_{P_{\text{out-i}}(t)}(b_2 x) = \exp\left(-x^{-\frac{2}{\alpha}}\right), \] (39)
where the scaling factor \( b_2 \) is given by
\[ b_2 = \frac{2cN\beta^2}{\alpha - 2} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 r_{\text{ex}}^{-\alpha}. \] (40)

**Proof:** The proof is provided in Appendix C.

Since the path-loss exponent \( \alpha \geq 2 \) holds in practice, the exponent of \( x \) in the right-hand side of (39) is no less than \(-1\), i.e., \(-\frac{2}{\alpha} \geq -1\). In this case, the mean of the Fréchet distribution approaches infinity, i.e, the integral
\[ \int_0^\infty \left[ 1 - \exp\left(-x^{-\frac{2}{\alpha}}\right) \right] dx \] does not converge. Therefore, we cannot use the same methodology as in Section IV-B to attain the power scaling law. To proceed, we derive the upper and lower bounds on the natural logarithm of the maximum output DC power, \( P_{\text{out-i}}(t) \), and then obtain the power scaling law.

Specifically, by virtue of Lemma 2, the CDF of \( P_{\text{out-i}}(t) \) can be explicitly shown as
\[ \Pr \left\{ P_{\text{out-i}}(t) \leq \frac{2cN\beta^2}{\alpha - 2} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 r_{\text{ex}}^{-\alpha} x \right\} = \exp\left(-x^{-\frac{2}{\alpha}}\right), \] (41)
for \( x > 0 \) and \( N \to \infty \). By recalling the fact that the logarithm function \( \ln x \) is a monotonically increasing function with respect to \( x > 0 \), (41) can be reformulated as
\[ \Pr \left\{ \ln P_{\text{out-i}}(t) \leq \ln \left( \frac{2c\beta^2}{\alpha - 2} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 r_{\text{ex}}^{-\alpha} \right) + \ln N + \ln x \right\} = \exp\left(-x^{-\frac{2}{\alpha}}\right), \] (42)
for \( x > 0 \) and \( N \to \infty \).

Now, taking \( x = \ln N \), it is clear that
\[ \lim_{N \to \infty} \exp\left(-\frac{1}{\ln N} \right) = 1 \] and thus (42) implies
\[ \ln P_{\text{out-i}}(t) \leq \ln \left( \frac{2c\beta^2}{\alpha - 2} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 r_{\text{ex}}^{-\alpha} \right) + \ln N + \ln N \] almost surely when \( N \to \infty \).

On the other hand, (42) can be equivalently rewritten as
\[ \Pr \left\{ \ln P_{\text{out-i}}(t) \geq \ln \left( \frac{2c\beta^2}{\alpha - 2} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 r_{\text{ex}}^{-\alpha} \right) + \ln N + \ln x \right\} = 1 - \exp\left(-x^{-\frac{2}{\alpha}}\right), \] (44)
for \( x > 0 \) and \( N \to \infty \). Now, taking \( x = 1/\ln N \), it is clear that \( \lim_{N \to \infty} \exp\left(-\frac{1}{\ln N} \right) = 0 \) and, hence, (44) implies
\[ \ln P_{\text{out-i}}(t) \geq \ln \left( \frac{2c\beta^2}{\alpha - 2} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 r_{\text{ex}}^{-\alpha} \right) + \ln N - \ln N \] almost surely when \( N \to \infty \).

Finally, combining (43) and (45) yields
\[ \lim_{N \to \infty} \frac{\ln P_{\text{out-i}}(t)}{2c\beta^2 \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 r_{\text{ex}}^{-\alpha} + \ln N} \to 1 \] (46)
almost surely when \( N \to \infty \). For completeness of exposition, the above result is summarized in the following theorem.

**Theorem 2** (Power scaling law for asymmetric UEs). When there are \( N \) UEs uniformly distributed in the annulus of inner radius \( r_{\text{ex}} \) and outer radius \( r_{\text{net}} \), if the UE with the maximum instantaneous output DC power is chosen to be charged during each transmission slot, then as \( N \) becomes large asymptotically, the logarithm of the average output DC power scales according to
\[ \ln P_{\text{os}} \sim \ln \left( \frac{2cN\beta^2}{\alpha - 2} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 r_{\text{ex}}^{-\alpha} \right). \] (47)

Next, by comparing (47) with (35), it is evident that
\[ \ln P_{\text{os}} \sim \ln \left( N P_{\text{os}} \right). \] (48)

Afterwards, by using a similar approach to attain Corollary 1 we have the following corollary.

**Corollary 2** (Power transfer efficiency for asymmetric UEs). The opportunistic scheduling among \( N \) asymmetric UEs yields a scheduling gain of \( N \) in terms of the power transfer efficiency, compared with the round-robin scheduling.

Comparing Corollary 2 with Corollary 1 it is clear that the path-loss variety among asymmetric UEs leads to higher WPT efficiency. Specifically, if opportunistic scheduling is adopted, the power transfer efficiency increases from \( \ln N \) in the homogeneous case (no path-loss variety among UEs) to \( \ln N \) in the heterogeneous scenario (with path-loss variety among UEs). Hence, by implementing opportunistic scheduling instead of the traditional round-robin scheduling at a power beacon, far-field power transfer efficiency can be significantly improved.
TABLE I
PARAMETER SETTING USED IN THE SIMULATION EXPERIMENTS

| Symbol          | Definition                        | Value          | Unit   |
|-----------------|-----------------------------------|----------------|--------|
| \( r_{\text{ex}} \) | Radius of Exclusion Zone          | 2              | m      |
| \( r_{\text{ex}} \) | Radius of Circular Coverage       | 30             | m      |
| I_{\text{S}} | Reverse Saturation Current of Schottky Diode | 1     | mA     |
| N              | Number of User Terminals          | 1–50           |        |
| \( P \)       | Transmit Power of the Power Beacon | 43–53          | dBm    |
| \( V_{\text{T}} \) | Thermal Voltage                   | 28.85          | mV     |
| \( \alpha \)  | Path-Loss Exponent                | 4              |        |
| \( \beta \)   | Shadowing Effect                  | 1              |        |
| \( \rho \)    | Quality Factor of Schottky Diode  | 1              |        |
| \( \zeta \)   | Coefficient of Energy Conversion  | 0.85           |        |
| \( \sigma_{\text{h}} \) | Average Multi-Path Gain            | 1              |        |

Remark 3 (On the fairness among users in the heterogeneous scenario). The coverage area of a power beacon is generally very small, compared with that of a BS. For instance, in the simulation setting detailed in Table I, the radius of the coverage area of the considered power beacon is set to 30m and a typical UE is located 10m away from the beacon, whereas the radius of the BS cell is usually as large as 500m. Therefore, the power levels received from the beacon at different UEs are on the same order. As a result, the fairness among heterogeneous users in the context of power transfer is almost guaranteed.

VI. SIMULATION RESULTS AND DISCUSSIONS

In this section, we present and discuss simulation results, in comparison with numerical results pertaining to the previously developed analysis. The parameter setting used is summarized in Table I. In particular, the radii of the exclusion zone and the circular coverage of the power beacon are set to 2m and 30m, respectively. Also, a typical user is set to be 10m away from the power beacon, and its achieved power transfer efficiency is used to compare the effectiveness of different WPT schemes with or without scheduling. In the following, we first discuss simulation results obtained using round-robin scheduling.

Remark 4 (Safety levels of human exposure to RF electromagnetic fields). According to the IEEE Standard C95.1-2005, for safety levels with respect to human exposure to RF electromagnetic fields, the permissible exposure level from 2GHz to 100GHz in a public environment is 10W/m² [19, p. 27]. Typical frequencies that are used for prototype development of far-field WPT systems are 2.45GHz and 5.8GHz (because they belong to the ISM bands), fall exactly into the aforementioned frequency range. In our simulation setting (Table I), if the effective radiated power (\( P_{\text{ERP}} \)) at the power beacon takes the maximum value 53dBm, i.e. 200W, the power densities at the distances from the power beacon \( d = 2m \) (the closest allowable), 10m (distance of a typical UE) and 30m (edge of beacon coverage), are 3.98W/m², 0.159W/m² and 0.0177W/m², respectively, by recalling that power density is computed via \( P_{\text{D}} = P_{\text{ERP}}/(4\pi d^2) \). Evidently, these densities are smaller than 10W/m² and, thus, permissible in practice.

A. Round-Robin Scheduling

Figure 5 illustrates the average output DC power when round-robin scheduling is applied among multiple symmetric or asymmetric UEs, as a function of the beacon transmit power. The transmit power (X-axis) and the average output DC received power (Y-axis) are shown in dBm, i.e. \( P = 10\log_{10}(P_0/10^{-3}) \) where \( P_0 \) is in the unit of watt. For illustration purposes, the distances of the symmetric UEs are set to 2m (i.e. at the inner boundary of the annular coverage as shown in Fig. 5), 10m and 30m (i.e. at the outer boundary of the annular coverage). It is observed from Fig. 5 that the average output DC power decreases sharply with the increase in distance and that the simulation results are in perfect agreement with the numerical results computed by using (20).

On the other hand, as shown in the dashed plot and with the plus/square marks, the heterogeneous scenario harvests the same average power as the symmetric UEs located at 7.75m (computed by (38)) away from the power beacon, which coincides with the numerical results computed by (34). Consequently, for any particular coverage with inner and outer boundaries, the analytical expression shown in (20) (or (34)) can be applied to efficiently predict the average output DC power in homogeneous (or heterogeneous) scenario, if round-robin scheduling is applied. Also, the effect of channel variety among asymmetric UEs can be exactly described by the distance scaling factor shown in (38).

B. Opportunistic Scheduling

With opportunistic scheduling performed among symmetric UEs, Fig. 6 shows the average output DC power in linear scale, i.e. in the unit of mW (1mW = 10⁻³ watt), where the beacon transmit power is set to 50dBm and the clustered UEs are located 10m away from the power beacon. It is clear that the simulation results of the average DC power agree exactly with the numerical results computed by (28). On the other hand, the scaling law given by (29) reflects the increasing trend of the DC power very well and, more importantly, all three curves demonstrate that the average DC power increases logarithmically with the number of UEs, as predicted by Theorem 1. Finally, we note that the small gap
that the average output power corresponding to the case with the beacon transmit power set to \( P = 50 \text{dBm} \) is exactly 7dB larger than that of the case with \( P = 43 \text{dBm} \), i.e. the same amount of increase as in the transmit power of the beacon. This is not strange since the output DC power at a particular receiver always increases linearly with the beacon transmit power, as shown in (14).

Compared with Fig. 6, it is evident that the curves in Fig. 7 have steeper slopes. This is because opportunistic scheduling yields larger diversity gain than round-robin scheduling, namely \( N \) versus \( \ln N \), as stated in Corollaries 1 and 2.

C. Power Transfer Efficiency

Based on the results shown in Figs. 6 and 7, the power transfer efficiency when opportunistic scheduling is applied among symmetric UEs is shown in the upper panel of Fig. 8, and that among asymmetric UEs is displayed in the lower panel, in comparison with round-robin scheduling. The power transfer efficiencies pertaining to the round-robin mode are computed by \( \frac{P_{\text{hom}}}{P_{\text{tr}}/N} \), where \( P_{\text{hom}} \) is given by (20) in the symmetric case and by (24) in the asymmetric one.

From the upper panel, it is observed that, the WPT efficiency with opportunistic scheduling increases logarithmically with the number of UEs while that of round-robin scheduling is constant at about 0.013%. On the other hand, the curves in the lower panel show that the WPT efficiency with opportunistic scheduling increases linearly with the number of UEs while that of round-robin scheduling remains about 0.18%. In particular, when the number of UEs \( N > 35 \), the WPT efficiency under opportunistic scheduling is higher than the 1% value which serves as a benchmark to the success of far-field WPT. Therefore, opportunistic scheduling is demonstrated to be a powerful technique to significantly improve far-field WPT efficiency. Finally, it is worthwhile to point out that the appearance of the WPT efficiency under round-robin scheduling looking higher than that under opportunistic scheduling when \( N \) is smaller than 5 (cf. lower panel of Fig. 8) is due to the
fact that the average output DC power shown in (47) is an asymptotic result, which is not accurate when $N$ is small.

VII. CONCLUSION

This paper provided a comprehensive study on the transmission efficiency of far-field wireless power transfer (WPT), by taking into account both large-scale path loss and small-scale multi-path fading over bounded coverage area. The analytically computed time-average output DC powers with respect to round-robin scheduling and opportunistic scheduling demonstrate that the latter scheduling strategy can improve far-field WPT efficiency linearly with the number of user equipments. This result provides a new approach to significantly improve the end-to-end power transfer efficiency of far-field WPT systems, apart from the traditional approach of increasing the transmit and receive antenna gains.

APPENDIX A

PROOF OF LEMMA A1

Before detailing the proof of Lemma A1 in Section IV-B we recall one of the seminal von Mises criteria [20], which will be used later in the form of Lemma A1.

Lemma A1 (von Mises sufficient conditions for the domain of attraction of Gumbel distribution). Let $F(x)$ be a distribution function, if there is a real number $x_1$ such that, for all $x_1 \leq x < \omega(F)$ where $\omega(F) = \sup \{x : F(x) < 1\}$, $f(x) = F'(x) > 0$, and

$$\lim_{x \to \omega(F)} \frac{f(x)}{1 - F(x)} = c_0,$$

(49)

where $c_0 \in (0, \infty)$ is a constant, then $F(x)$ is in the domain of attraction of the Gumbel distribution function $H_{3.0}(x) \triangleq \exp(-e^{-x})$.

Applying Lemma A1 to the CDF $F_{P_{out-i-t}}(x)$ (19), it can be clearly seen that the parameters used in Lemma A1 can be given by $x_1 = 0$ and $\omega(F) = \infty$. Then, when $0 \leq x < \infty$, the first-order derivative of $F_{P_{out-i-t}}(x)$ exists, i.e. $F_{P_{out-i-t}}'(x)$ in (18), and is greater than zero. Hence, the first condition of the von Mises criterion is satisfied. Further, by virtue of the PDF in (18) and the CDF in (19), it is easy to show that

$$\lim_{x \to \infty} \frac{F_{P_{out-i-t}}(x)}{1 - F_{P_{out-i-t}}(x)} = \frac{d^\alpha}{c\beta \sigma_h^2},$$

(50)

which implies that the second condition of the von Mises criterion is also satisfied. Consequently, by recalling Lemma A1, $F_{P_{out-i-t}}(x)$ given by (19) is in the domain of attraction of the Gumbel distribution function $H_{3.0}(x)$. That is, the limiting distribution function of the maximum among $N$ output DC powers, i.e. $P_{out-i-t} = \max \{P_{out-1-t}, P_{out-2-t}, \ldots, P_{out-N-t}\}$, is given by the Gumbel distribution as shown in (25). Furthermore, the scaling factor $a_1$ is determined by [21, Theorem 2.1.3]

$$a_1 = \inf \left\{ x : 1 - F_{P_{out-i-t}}(x) \leq \frac{1}{N} \right\}.$$

(51)

Since the CDF given by (19) is monotonically increasing, substituting (19) into (51) and performing some algebraic manipulations yields [26]. The positioning parameter $b_1$ is determined by [21, pp. 104–105]

$$b_1 = \frac{1 - F_{P_{out-i-t}}(a)}{f_{P_{out-i-t}}'(a)}.$$

(52)

Substituting (18)–(19) into (52) results in (27), thus completing the proof.

APPENDIX B

DERIVATION OF EQ. (32)

We first derive the CDF and the PDF of $d_i^{-\alpha}(t)$. By definition, the CDF of $d_i^{-\alpha}(t)$ can be given by

$$F_{d_i^{-\alpha}(t)}(x) = \Pr \{d_i^{-\alpha}(t) < x\} = 1 - F_{d_i(t)}(x^{-\frac{1}{\alpha}}),$$

(53)

where $r_{ex} \leq x^{-\frac{1}{\alpha}} \leq r_{net}$, i.e. $r_{y_{net}}^{-\alpha} \leq x \leq r_{y_{ex}}^{-\alpha}$. Substituting (20) into (53) and performing some algebraic manipulations, we obtain

$$F_{d_i^{-\alpha}(t)}(x) = \begin{cases} \frac{r_{net}^{-\alpha} - x^{-\frac{1}{\alpha}}}{r_{net}^{-\alpha} - r_{ex}^{-\alpha}}, & \text{if } r_{y_{net}}^{-\alpha} \leq x \leq r_{y_{ex}}^{-\alpha}, \\ 0, & \text{otherwise}. \end{cases}$$

(54)

Then, differentiating (54) with respect to $x$ yields the PDF:

$$f_{d_i^{-\alpha}(t)}(x) = \begin{cases} \frac{2}{\alpha(r_{net}^{-\alpha} - r_{ex}^{-\alpha})} x^{-\frac{1}{\alpha} - 1}, & \text{if } r_{y_{net}}^{-\alpha} \leq x \leq r_{y_{ex}}^{-\alpha}, \\ 0, & \text{otherwise}. \end{cases}$$

(55)

Now, we derive the CDF of the output DC power $P_{out-i-t} = c\beta d_i^{-\alpha}(t)|h_i(t)|^2$. By definition, we have

$$F_{P_{out-i-t}}(x) = \Pr \{c\beta d_i^{-\alpha}(t)|h_i(t)|^2 < x\}$$

$$= \int_0^x \int_0^{y r_{net}^{-\alpha}} f_h(t,z)(y) dy dz,$$

(56)

$$= \int_0^{r_{y_{net}}^{-\alpha}} \int_0^{r_{y_{ex}}^{-\alpha}} f_h(t,z)(y) dy dz,$$

(57)

where (54) was inserted into (56) to reach (57). Subsequently, in light of (16), the first integral term in (57) is computed as

$$I_1 = \int_0^{r_{y_{ex}}^{-\alpha}} \int_0^{r_{y_{net}}^{-\alpha}} \frac{1}{r_{net}^{-\alpha} - r_{ex}^{-\alpha}} \frac{1}{\sigma_h^2} \exp \left\{ -\frac{y r_{ex}^{-\alpha}}{c\beta \sigma_h^2} \right\} dy dz.$$

(58)
Also, the second integral term in (57) can be computed as

\[
I_2 = \frac{1}{r_{\text{net}} - r_{\text{ex}}} \int_{\sigma} \frac{c_{\text{ex}}}{x} r_{\text{ex}}^{\sigma - \frac{3}{2}} \frac{1}{\sigma^2} \exp\left(-\frac{y}{\sigma^2}\right) \, dy
\]

\[
= \frac{1}{r_{\text{net}} - r_{\text{ex}}} \left( x - \frac{3}{2} \right) \left[ \Gamma\left(1 + \frac{2}{\sigma} \frac{x}{c_{\beta_{\sigma}} \sigma^2 x}\right) - \Gamma\left(1 + \frac{2}{\sigma} \frac{r_{\text{ex}}}{c_{\beta_{\sigma}} \sigma^2 x}\right) \right].
\]

Finally, inserting (58)–(59) into (57) and performing some algebraic manipulations yields the desired (32).

**APPENDIX C**

**PROOF OF LEMMA 2**

Before detailing the proof of Lemma 2, we reproduce another von Mises criterion different from Lemma A1 in Appendix A as the following Lemma C1 [17] Theorem 10.5.2.

**Lemma C1** (von Mises sufficient conditions for the domain of attraction of Fréchet distribution). Let \( F(x) \) be a distribution function with \( \alpha(F) = \infty \), if \( f(x) = F'(x) > 0 \) for all large \( x \) and for some \( \zeta \in (0, \infty) \),

\[
\lim_{x \to \infty} \frac{xf(x)}{1 - F(x)} = \zeta,
\]

then, \( F(x) \) is in the domain of attraction of the Fréchet function \( H_{1, \zeta}(x) \triangleq \exp(-x^{-\zeta}) \), \( x > 0 \).

Recalling the fact that the first-order derivative of the complementary incomplete Gamma function is given by \( \frac{d}{dx} \Gamma(a, bx) = -b e^{-bx} (bx)^{-1+a} \) and taking the derivative of (32) with respect to \( x \), yields the PDF of the output DC power. Then, substituting (32) and its PDF into (60), and performing some algebraic manipulations, it is easy to show that \( \zeta = \frac{2}{\alpha} \). Therefore, the limiting distribution function of the maximum among \( N \) output DC powers, i.e. \( P_{\text{out}-(t)} = \max\{P_{\text{out}-(1)}, P_{\text{out}-(2)}, \ldots, P_{\text{out}-(N)}\} \), is given by the Fréchet distribution as shown in (59). Furthermore, the scaling factor \( b_2 \) in (39) is determined by [17] Eq. (10.5.6)]

\[
b_2 = \inf \left\{ x : 1 - F_{P_{\text{out}-(t)}}(x) \leq \frac{1}{N} \right\}.
\]

Due to the high complexity of \( F_{P_{\text{out}-(t)}}(x) \) shown in (32), the exact solution to \( b_2 \) is mathematically intractable. However, an explicit approximation of \( b_2 \) can be derived as follows.

In view of (32), we have (62) at the top of the next page,

\[
1 - F_{P_{\text{out}-(t)}}(x)
\]

\[
= \frac{1}{r_{\text{net}} - r_{\text{ex}}} \left[ \frac{2}{r_{\text{net}} - r_{\text{ex}}} \exp\left(-2r_{\text{ex}}\right) - \frac{1}{r_{\text{ex}}} \exp\left(-r_{\text{ex}}\right) \right]
\]

\[
+ \frac{1}{r_{\text{net}} - r_{\text{ex}}} \left( \frac{c_{\beta_{\sigma}} \sigma^2}{x} \right)^{\frac{2}{\alpha}} \left[ \Gamma\left(1 + \frac{2}{\sigma} \frac{r_{\text{ex}}}{c_{\beta_{\sigma}} \sigma^2 x}\right) - \Gamma\left(1 + \frac{2}{\sigma} \frac{r_{\text{ex}}}{c_{\beta_{\sigma}} \sigma^2 x}\right) \right]
\]

\[
\approx \frac{2}{r_{\text{net}} - r_{\text{ex}}} \exp\left(-r_{\text{ex}}\right) \frac{2}{\alpha} \frac{r_{\text{ex}}}{r_{\text{ex}}^2},
\]

where the asymptotic series of the incomplete Gamma function, i.e. \( \Gamma(a, x) = e^{-x} x^{a-1} \left[1 + \frac{x}{a} + O\left(\frac{x^2}{a^2}\right)\right] \), was employed to get (62). Moreover, since \( r_2 \gg r_1 \) as defined after (32), the second term on the right-hand side of (62) can be further ignored (this will be compensated later), yielding

\[
1 - F_{P_{\text{out}-(t)}}(x) \approx \frac{2}{r_{\text{ex}}^2} \exp\left(-r_{\text{ex}}\right) \frac{2}{\alpha} \frac{r_{\text{ex}}}{r_{\text{ex}}^2}.
\]

Then, by recalling the fact that the CDF \( F_{P_{\text{out}-(t)}}(x) \) is monotonically increasing with respect to \( x \), substituting (63) into (61) and performing some algebraic manipulations yield

\[
r_1 b_2 \exp(r_1 b_2) \approx \frac{2N}{\alpha} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2.
\]

Since \( \frac{2N}{\alpha} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 < \frac{1}{\xi} \), with \( \xi = 2.7183 \cdots \) being the Euler’s number, holds in practice, then applying the series expansion of the Lambert function [17] Eq. (4.13.5) to (64) results in

\[
b_2 \approx \frac{2N}{r_1} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 \frac{2}{\alpha} \left( \frac{r_{\text{ex}}}{r_{\text{net}}} \right)^2 \frac{r_{\text{ex}}}{\alpha}.
\]

Notice that ignoring the second term in (62) results in the value of \( b_2 \) being underestimated, since the function \( \exp(-x)/x \) involved in the first term of (62) is monotonically decreasing with \( x > 0 \). To compensate this approximation error, \( b_2 \) in (65) is empirically enlarged (based on the observation from (35)) so as to obtain the desired (40). The effectiveness of \( b_2 \) in (40) is corroborated by ensuing simulation results in Section VI-B. Finally, it is noted that the value of \( b_2 \) is not unique and that different choices lead to different convergence speeds of the limiting distribution function [21] Section 2.10.

**REFERENCES**

[1] The Qi interface specification, System Description: Wireless Power Transfer, ver. 1.1.2: Wireless Power Consortium, Jul. 2012. [Online]. Available: http://www.wirelesspowerconsortium.com/downloads/wireless-power-specification-part-1.html

[2] H. Hertz, Electric Waves: Being Researches on the Propagation of Electric Action with Finite Velocity Through Space. Dover Pub. Inc., 1962.

[3] W. C. Brown, “The history of power transfer by radio waves,” IEEE Trans. Microw. Theory Techn., vol. MTT-32, no. 9, pp. 1230–1242, Sep. 1984.

[4] L. R. Varshney, “Transporting information and energy simultaneously,” in Proc. IEEE ISIT ’08, Toronto, Canada, Jul. 2008, pp. 1612–1616.

[5] H. Shokri, “Issues and initiatives for practical deployment of wireless power transfer technologies in Japan,” Proc. IEEE, vol. 101, no. 6, pp. 1312–1320, Jun. 2013.

[6] N. Shinohara, Wireless Power Transfer via Radio waves. ISTE/Wiley, 2014.

[7] A. Christ, M. Douglas, J. Nadakuduti, and N. Kuster, “Assessing human exposure to electromagnetic fields from wireless power transmission systems,” Proc. IEEE, vol. 101, no. 6, pp. 1482–1493, Jun. 2013.

[8] P. Grover and A. Sahai, “Shannon meets Tesla: wireless information and power transfer,” in Proc. IEEE ISIT ’10, Austin, TX, US, Jun. 2010, pp. 2363–2367.

[9] X. Zhou, R. Zhang, and C. K. Ho, “Wireless information and power transfer: architecture design and rate-energy tradeoff,” IEEE Trans. Commun., vol. 61, no. 11, pp. 4754–4767, Nov. 2013.

[10] L. Liu, R. Zhang, and K.-C. Chua, “Wireless information transfer with opportunistic power harvesting,” IEEE Trans. Wireless Commun., vol. 12, no. 1, pp. 288–300, Jan. 2013.
[11] E. Falkenstein, D. Costinett, R. Zane, and Z. Popovic, “Far-field RF-powered variable duty cycle wireless sensor platform,” *IEEE Trans. Circuits and Systems II: Express Briefs*, vol. 58, no. 12, pp. 822–826, Dec. 2011.

[12] A. Massa, G. Oliveri, F. Viani, and P. Rocca, “Array designs for long-distance wireless power transmission: state-of-the-art and innovative solutions,” *Proc. IEEE*, vol. 101, no. 6, pp. 1464–1481, Jun. 2013.

[13] M. Xia and S. Aïssa, “Effect of opportunistic scheduling on the efficiency of wireless power transfer,” in *Proc. IEEE Globecom ’14*, Austin, USA, Dec. 2014, pp. 4023–4028.

[14] G. L. Stüber, *Principles of Mobile Communication*, 2nd ed. Kluwer Academic Publishers, 2002.

[15] G. Oliveri, F. V. P. Rocca, F. Robol, and A. Massa, “Latest advances and innovative solutions in antenna array synthesis for microwave wireless power transmission,” in *Proc. IEEE IMWS-IWPT’12*, Kyoto, Japan, May 10–11 2012, pp. 71–73.

[16] R. Knopp and P. A. Humblet, “Information capacity and power control in single-cell multi-user communications,” in *Proc. IEEE ICC ’95*, Seattle, WA, Jun. 19–22 1995, pp. 331–335.

[17] H. A. David and H. N. Nagaraja, *Order Statistics*, 3rd ed. John Wiley & Sons Inc., 2003.

[18] I. S. Gradshteyn and I. M. Ryzhik, *Table of Integrals, Series and Products*, 7th ed. Academic Press, 2007.

[19] IEEE Std C95.1-2005, *IEEE Standard for Safety Levels With Respect to Human Exposure to Radio Frequency Electromagnetic Fields, 3 kHz to 300 GHz*, IEEE, Inc., Oct. 2005.

[20] M. Falk and F. Marohn, “Von mises conditions revisited,” *The Annals of Probability*, vol. 21, no. 3, pp. 1310–1328, Jul. 1993.

[21] J. Galambos, *The Asymptotic Theory of Extreme Order Statistics*, 2nd ed. Krieger Inc., 1987.

[22] F. W. J. Olver, *NIST Handbook of Mathematical Functions*. Cambridge University Press, 2010.

Minghua Xia (M’12) obtained his Ph.D. degree in Telecommunications and Information Systems from SUN Yat-sen University, Guangzhou, China, in 2007. Since 2015, he has been working as a Professor at the same university. From 2007 to 2009, he was with the Electronics and Telecommunications Research Institute (ETRI) of South Korea, Beijing R&D Center, Beijing, China, where he worked as a member and then as a senior member of engineering staff and participated in the projects on the physical layer design of 3GPP LTE mobile communications. From 2010 to 2014, he was in sequence with The University of Hong Kong, Hong Kong, China; King Abdullah University of Science and Technology, Jeddah, Saudi Arabia; and the Institut National de la Recherche Scientifique (INRS-EMT), University of Quebec, Montreal, Canada, as a Postdoctoral Fellow. His research interests are in the general area of 5G wireless communications, and in particular the design and performance analysis of multi-antenna systems, cooperative relaying systems and cognitive relaying networks, and recently focus on the design and analysis of wireless power transfer and/or energy harvesting systems, as well as massive MIMO and small cells. He holds two patents granted in China.

Dr. Xia was awarded as Exemplary Reviewer by IEEE Transactions on Communications, IEEE Communications Letters, and IEEE Wireless Communications Letters, respectively, in 2014.

Sonia Aïssa (S’93–M’00–SM’03) received her Ph.D. degree in Electrical and Computer Engineering from McGill University, Montreal, QC, Canada, in 1998. Since then, she has been with the Institut National de la Recherche Scientifique-Energy, Materials and Telecommunications Center (INRS-EMT), University of Quebec, Montreal, QC, Canada, where she is a Full Professor. From 1996 to 1997, she was a Researcher with the Department of Electronics and Communications of Kyoritsu University, and with the Wireless Systems Laboratories of NTT, Japan. From 1998 to 2000, she was a Research Associate at INRS-EMT. In 2000–2002, while she was an Assistant Professor, she was a Principal Investigator in the major program of personal and mobile communications of the Canadian Institute for Telecommunications Research, leading research in radio resource management for wireless networks. From 2004 to 2007, she was an Adjunct Professor with Concordia University, Montreal. In 2006, she was Visiting Invited Professor at the Graduate School of Informatics, Kyoto University, Japan. Her research interests include the modeling, design and performance analysis of wireless communication systems and networks.

Dr. Aïssa is the Founding Chair of the IEEE Women in Engineering Affinity Group in Montreal, 2004-2007; acted as TPC Leading Chair or Cochair of the Wireless Communications Symposium at IEEE ICC ’06, ’09, ’11, ’12; PHY/MAC Program Cochair of the 2007 IEEE WCNC; TPC Cochair of the 2013 IEEE VTC-spring; and TPC Symposia Chair of the 2014 IEEE Globecom. Her main editorial activities include: Editor, *IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS*, 2004–2012; Associate Editor, *IEEE COMMUNICATIONS MAGAZINE*, 2004–2009; Technical Editor, *IEEE WIRELESS COMMUNICATIONS MAGAZINE*, 2006–2010; and Associate Editor, *Wiley Security and Communication Networks Journal*, 2007–2012. She currently serves as Area Editor for the *IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS*, and Technical Editor for the *IEEE COMMUNICATIONS MAGAZINE*. Awards to her credit include the NSERC University Faculty Award in 1999; the Quebec Government FQRNT Strategic Faculty Fellowship in 2001–2006; the INRS-EMT Performance Award multiple times since 2004, for outstanding achievements in research, teaching and service; and the Technical Community Service Award from the FQRNT Centre for Advanced Systems and Technologies in Communications in 2007. She is co-recipient of five IEEE Best Paper Awards and of the 2012 IEICE Best Paper Award; and recipient of NSERC Discovery Accelerator Supplement Award. She is a Distinguished Lecturer of the IEEE Communications Society (ComSoc) and an Elected Member of the ComSoc Board of Governors.