NON-SALEM SETS IN METRIC DIOPHANTINE APPROXIMATION
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Abstract. A classical result of Kaufman states that, for each \( \tau > 1 \), the set of well approximable numbers

\[
E(\tau) = \{ x \in \mathbb{R} : \|qx\| < |q|^{-\tau} \text{ for infinitely many integers } q \}
\]

is a Salem set with Hausdorff dimension \( 2/(1 + \tau) \). A natural question to ask is whether the same phenomena holds for well approximable vectors in \( \mathbb{R}^n \). We prove that this is in general not the case. In addition, we also show that in \( \mathbb{R}^n, n \geq 2 \), the set of badly approximable vectors is not Salem.

1. Introduction

In this paper, we consider a problem on Fourier dimensions of various sets from metric Diophantine approximation. First, we introduce the notion of Fourier dimension.

Definition. The Fourier dimension of a Borel probability measure \( \mu \) on \( \mathbb{R}^n \) is

\[
\dim_F \mu = \sup \{ s \in [0, n] : |\hat{\mu}(\xi)| \ll |\xi|^{-s/2} \},
\]

where \( \hat{\mu} \) is the Fourier transform of \( \mu \), i.e.,

\[
\hat{\mu}(\xi) = \int e^{-2\pi i x \cdot \xi} d\mu(x) \quad \text{for } \xi \in \mathbb{R}^n.
\]

The Fourier dimension of a set \( E \subset \mathbb{R}^n \) is

\[
\dim_F E = \sup \{ \dim_F \mu : \mu \in \mathcal{P}(E) \},
\]

where \( \mathcal{P}(E) \) is the set of all Borel probability measures \( \mu \) on \( \mathbb{R}^n \) for which \( \text{supp}(\mu) \) is a compact subset of \( E \). (Recall that \( \text{supp}(\mu) \) is the largest closed set \( C \) for which \( \mu(\mathbb{R}^n \setminus C) = 0 \).)

Remark. Our definition for Fourier dimension is from Matilla [13, Chapter 3]. There are other versions of Fourier dimension in the literature, not all of which are equivalent. See the discussion at the end of [13, Page 40].
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Note that, if $E$ is a Borel subset of $\mathbb{R}^n$
\[ \dim H E \geq \dim_F E \]
where $\dim H E$ is the Hausdorff dimension of $E$. (In this paper, we do not need the definition of Hausdorff dimension, but the interested reader can find more details in [2] and [12].) It is an interesting problem to find sets which achieve the equality, i.e. $\dim H E = \dim_F E$.

**Definition.** *A Salem set is a Borel subset of $\mathbb{R}^n$ with $\dim H E = \dim_F E$.*

There is no lack of Salem sets. In fact, "most" randomly constructed sets are Salem, see [9]. On the other hand, it is considered to be a challenging problem to find non-random Salem sets with non-integer dimensions. This was first done by Kaufman in [10] on $\mathbb{R}$ with the following set.

**Definition.** For $\tau > 0$, the set $E(\tau)$ is defined to be
\[ E(\tau) = \{ x \in \mathbb{R} : \|qx\| < |q|^{-\tau} \text{ for infinitely many } q \in \mathbb{Z} \}, \]
where $\|x\|$ is the distance between the real number $x$ and the set of integers. Elements of $E(\tau)$ are called well approximable numbers (or, more precisely, $\tau$-well approximable numbers).

**Theorem (Kaufman).** Let $\tau > 1$. The set $E(\tau) \subset \mathbb{R}$ is Salem.

Kaufman's result hinted an approach of find explicit, non-random Salem sets in $\mathbb{R}^n$, $n \geq 2$. A plausible guess is the following construction in metric number theory.

**Definition.** Let $d, n \geq 1$ be integers and let $\tau > 0$. The set $E(\tau, d, n)$ is defined to be
\[ E(\tau, d, n) = \{ x \in \mathbb{R}^{nd} : |xq - r|_\infty < |q|^{-\tau} \text{ for infinitely many } (q, r) \in \mathbb{Z}^d \times \mathbb{Z}^n \}, \]
where $x \in \mathbb{R}^{nd}$ is considered to be an $n \times d$ matrix and $| \cdot |_\infty$ is the maximal norm in Euclidean spaces. Elements of $E(\tau, d, n)$ are called well approximable vectors (or, more precisely, $\tau$-well approximable vectors).

---

1. However, some naturally defined random sets are not Salem. See [3],[4].
2. With integer dimensions, it is in general easy to find examples. For example, consider hypersurfaces with non-vanishing curvatures.
3. In fact, the task of finding Salem sets in $\mathbb{R}^n$, $n \geq 2$ with any given Hausdorff dimension was only resolved very recently; see [5]. For $n = 2$, see also [6].
It is known ([1]) that, when $\tau > d/n$,
\[
\dim_H E(\tau, d, n) = n(d - 1) + \frac{n + d}{\tau + 1}.
\]
It is unknown whether any of the sets $E(\tau, d, n), \tau > d/n$ is Salem. From Kaufman’s result, it is tempting to believe that these sets should be Salem.

**Question.** Let $d, n \geq 1$ be integers and $\tau > d/n$. Is $E(\tau, d, n)$ a Salem set?

This question was raised (in a more general form) in [7]. In the present paper, we answer this question.

**Theorem 1.1.** Let $d, n \geq 1$ be integers. Then for each $\tau > d/n$,
\[
\dim_F E(\tau, d, n) = \frac{2d}{1 + \tau}.
\]
In particular, $E(\tau, d, n)$ is not Salem unless $n = d = 1$.

**Remark 1.2.** For Borel sets, Fourier dimension is in general trickier to deal with than Hausdorff dimension. For example, it is in general not easy to confirm that a suspected non-Salem set is actually not Salem. To do this, one needs to check the Fourier decay property for all Borel probability measures supported in the set! Luckily, this turns out to be not too hard for our problem.

We can also prove a result on Fourier dimension of sets badly approximable vectors.

**Definition.** Let $n \geq 1$ be an integer. The set of badly approximable vectors in $\mathbb{R}^n$ is
\[
\text{Bad}(n) = \{ x \in \mathbb{R}^n : \exists c(x) > 0, \forall q \in \mathbb{N}, \|qx\| \geq c(x)q^{-1/n}\}.
\]
For $\epsilon > 0$, let $\text{Bad}(n, \epsilon)$ be
\[
\text{Bad}(n, \epsilon) = \{ x \in \mathbb{R}^n : \forall q \in \mathbb{N}, \|qx\| \geq \epsilon q^{-1/n}\}.
\]
It is known that the set of badly approximable vectors has full Hausdorff dimension, i.e., $\dim_H \text{Bad}(n) = n$ for all $n \geq 1$. It is also known that $\dim_F \text{Bad}(1) > 0$. In fact, $\text{Bad}(1, \epsilon) > 0$ for all small enough $\epsilon$. See for example [11], [8] and [14]. In this paper, we will prove the following theorem.

**Theorem 1.3.** Let $n \geq 1$ be an integer. Then we have
\[
\dim_F \text{Bad}(n) \leq \frac{2n}{n + 1}.
\]

**Remark 1.4.** This theorem tells us nothing non-trivial when $n = 1$. However, as long as $n \geq 2$, we conclude that the set $\text{Bad}(n)$ is not Salem.
2. Notations and Preliminaries

We use the standard Vinogradov symbols $\ll, \gg, \asymp$ as well as the Bachman-Landau notations $O, o$.

For the proof of Theorem 1.1, we need the following result of the first named author ([7]), which proves one half of Theorem 1.1.

**Theorem 2.1.** Let $d, n \geq 1$ be integers. For each $\tau > d/n$,

$$\dim_F E(\tau, d, n) \geq \frac{2d}{1 + \tau}.$$

The proof of the above result in [7] is constructive and provides an explicit probability measure supported by $E(\tau, d, n)$ with the demanded Fourier decay property. To complete the proof of Theorem 1.1, our task is to show that it is not possible to find other measures supported by $E(\tau, d, n)$ with faster Fourier decay rate. Likewise, to prove Theorem 1.3, we must show that there is no probability measure supported on (a compact subset of) $Bad(n)$ that satisfies $|\hat{\mu}(\xi)| \ll |\xi|^{-s/2}$ with $s > \frac{2n}{n+1}$. To do so, we will use the two theorems below, which count points near lattices.

For all $\delta \in (0, 1)$, $Q \in \mathbb{N}$, define

$$A(\delta, Q) = \{x \in \mathbb{R}^n : \|Qx\| < \delta\},$$

where $\|x\|$ is the Euclidean distance from $x \in \mathbb{R}^n$ to the nearest point of the integer lattice $\mathbb{Z}^n$.

The following theorem is due to the second author [15, Theorem 4.1].

**Theorem 2.2.** Let $n \geq 1$ be an integer. Let $\delta \in (0, 1)$, $Q \in \mathbb{N}$. Let $\mu$ be a Borel probability measure on $[0, 1]^n$. Then

$$\mu(A(\delta, Q)) \ll \delta^n \left(1 + O_{Q \to \infty} \left( \sum_{\xi \in \mathbb{Z}^n, Q, 0 < |\xi| \leq 2Q/\delta} |\hat{\mu}(\xi)| \right) \right)$$

and, for all $K > 0$ and $N \in \mathbb{N}$,

$$\mu(A(\delta, Q)) \gg \delta^n \left(1 + O_{Q \to \infty} \left( \sum_{\xi \in \mathbb{Z}^n, Q, 0 < |\xi| \leq KQ/\delta} |\hat{\mu}(\xi)| \right) \right) + O_{K \to \infty}(K^{-N}).$$

Moreover, the implied constant in the $O_{K \to \infty}(\cdot)$ term depends on $N$ only, and all other implied constants are absolute.
Theorem 2.2 will be sufficient to prove Theorem 1.3 and to prove Theorem 1.1 when \( d = 1 \). To prove Theorem 1.1 in full generality, we will need the following analog of Theorem 2.2 for linear forms.

For all non-zero \( q = (q_1, \ldots, q_d) \in \mathbb{Z}^d \) and \( \delta > 0 \), we define

\[
L_{\delta,q} = \{ x \in \mathbb{R}^d : \exists r \in \mathbb{Z}, |q_1x_1 + \cdots + q_dx_d - r| < \delta \}
\]

and the \( n \)-fold product

\[
L_{\delta,q}^n = L_{\delta,q} \times \cdots \times L_{\delta,q} \subset \mathbb{R}^{nd}.
\]

**Theorem 2.3.** Let \( d, n \geq 1 \) be integers. Let \( q = (q_1, \ldots, q_d) \in \mathbb{Z}^d \), \( q \neq 0 \). Let \( \delta > 0 \). Let \( \mu \) be a Borel probability measure on \([0, 1]^d\). Then

\[
\mu(L_{\delta,q}^n) \ll \delta^n \left( 1 + O\left( \sum_{t \in \mathbb{Z}^n, 0 < |t|_\infty \leq 2/\delta} |\hat{\mu}(t_1q, \ldots, t_nq)| \right) \right),
\]

and, for all \( K > 0 \) and \( N \in \mathbb{N} \),

\[
\mu(L_{\delta,q}^n) \gg \delta^n \left( 1 + O\left( \sum_{t \in \mathbb{Z}^n, 0 < |t|_\infty \leq K/\delta} |\hat{\mu}(t_1q, \ldots, t_nq)| \right) \right) + O_{K \to \infty}(K^{-N}).
\]

Moreover, the implied constant in the \( O_{K \to \infty}(\cdot) \) term depends on \( N \) only, and all other implied constants are absolute. Notation: In the sums above,

\[
(t_1q, \ldots, t_nq) = (t_1q_1, \ldots, t_1q_d, \ldots, t_nq_1, \ldots, t_nq_d) \in \mathbb{R}^{nd}.
\]

Note that Theorem 2.2 is (essentially) the \( n = 1 \) case of Theorem 2.3. It is possible to generalize Theorem 2.3 in various ways, but we do not pursue that here. We will prove Theorem 2.3 at the end of this paper.

### 3. Well approximable vectors

In this section, we prove Theorem 1.1. We will split the proof into two parts. In the first part, we use Theorem 2.2 to prove the Theorem 1.1 in the special case where \( d = 1 \). In this case, the underlying geometric idea is very easy to be picked. In the second part, we use Theorem 2.3 to prove Theorem 1.1 in full generality. The overall argument is not too much different than the \( d = 1 \) case.
Proof of Theorem 1.1, Part 1. Assume \( d = 1 \) and \( n \geq 1 \). Let \( \tau > 1/n \). Seeking a contradiction, suppose that there exists a \( \mu \in \mathcal{P}(E(\tau, 1, n)) \) such that \( \dim_F \mu > 2/(1 + \tau) \). This indicates that

\[
|\hat{\mu}(\xi)| \ll |\xi|^{-1/(1+\tau)-\epsilon}
\]

for some \( \epsilon > 0 \). The support of \( \mu \) is contained in \( E(\tau, 1, n) \cap [-M, M]^n \) for some \( M > 0 \). Since \( E(\tau, 1, n) = E(\tau, 1, n) + k \) for all \( k \in \mathbb{Z}^n \) and since \( \frac{1}{m} E(\tau, 1, n) \subset E(\tau, 1, n) \) for all \( m \in \mathbb{N} \), we can translate and scale \( \mu \) to obtain a probability measure having support contained in \( E(\tau, 1, n) \cap [0, M] \). Let \( Q \geq 1 \). Let \( \delta \in (0, 1) \). We apply Theorem 2.2 to see that

\[
\mu(A(\delta, Q)) \ll \delta^n (1 + O_{Q \to \infty} \left( \sum_{Q|\xi, \xi \neq 0, |\xi| \leq 2Q/\delta} |\hat{\mu}(\xi)| \right)).
\]

For the \( O_{Q \to \infty} \) term, we have (from the Fourier decay assumption),

\[
\sum_{\xi \in \mathbb{Z}^n, Q|\xi, 0 < |\xi| \leq 2Q/\delta} |\hat{\mu}(\xi)| \ll Q^{-1/(1+\tau)-\epsilon} \left( \frac{1}{\delta} \right)^{n-\frac{1}{1+\tau}-\epsilon}.
\]

Now we choose \( \delta \) to be

\[
\delta = \delta_Q = Q^{-\tau(\epsilon)},
\]

where \( \tau(\epsilon) \in (1/n, \tau) \) is a number that will be determined later. Observe that

\[
\delta^n Q^{-1/(1+\tau)-\epsilon} \delta^{-n(1/(1+\tau)-\epsilon)} = Q^{-\tau(\epsilon)/(1+\tau)-\epsilon \tau(\epsilon)-1/(1+\tau)-\epsilon}.
\]

We choose \( \tau(\epsilon) \in (1/n, \tau) \) such that the exponent of \( Q \) is

\[
-\tau(\epsilon) \frac{1}{1+\tau} - \epsilon \tau(\epsilon) - \frac{1}{1+\tau} - \epsilon < -1.
\]

This is possible because

\[
-\tau \frac{1}{1+\tau} - \epsilon \tau - \frac{1}{1+\tau} - \epsilon = -1 - \epsilon - \epsilon \tau < -1.
\]

From here we see that

\[
\mu(A(\delta, Q)) \ll Q^{-\tau(\epsilon)n + \frac{1}{1+\tau} - \epsilon \tau(\epsilon) - \frac{1}{1+\tau} - \epsilon}.
\]

Then we see that

\[
\sum_{Q \geq 1} \mu(A(\delta_Q, Q)) < \infty.
\]
By the convergence part of the Borel-Cantelli lemma, we see that \(\mu\)-a.e point \(x\) should satisfy
\[
\|Qx\| < Q^{-\tau(\epsilon)}
\]
for at most finitely many \(Q\). However, as the support of \(\mu\) is contained in \(E(\tau, 1, n)\), we see that \(\mu\)-a.e point \(x\) is contained in \(E(\tau, 1, n)\), i.e., \(\mu\)-a.e point \(x\) should satisfy
\[
\|Qx - r\|_\infty < Q^{-\tau}
\]
for infinitely many \((Q, r) \in \mathbb{Z} \times \mathbb{Z}^n\). This implies that
\[
\|Qx\| \ll Q^{-\tau}
\]
for a sequence of increasing integers \(Q \to \infty\). Then, since \(\tau(\epsilon) < \tau\), it follows that
\[
\|Qx\| < Q^{-\tau(\epsilon)}
\]
for infinitely many \(Q\). From this contradiction, we see that
\[
\dim F E(\tau, 1, n) \leq \frac{2}{1 + \tau}.
\]
Then, from Theorem 2.1, we see that
\[
\dim F E(\tau, 1, n) = \frac{2}{1 + \tau}.
\]
\[\square\]

**Proof of Theorem 1.1, part 2.** Assume \(n, d \geq 1\) are integers and \(\tau > d/n\). Seeking a contradiction, suppose there exists a \(\mu \in \mathcal{P}(E(\tau, d, n))\) such that
\[
|\hat{\mu}(\xi)| \ll |\xi|^{-s}
\]
for some \(s > d/(1 + \tau)\). The support of \(\mu\) is contained in \(E(\tau, d, 1) \cap [-M, M]^d\) for some \(M > 0\). Since \(E(\tau, d, 1) = E(\tau, d, 1) + k\) for all \(k \in \mathbb{Z}^d\) and since \(\frac{1}{m}E(\tau, d, 1) \subset E(\tau, d, 1)\) for all \(m \in \mathbb{N}\), we can translate and scale \(\mu\) to obtain a probability measure having support contained in \(E(\tau, d, 1) \cap [0, 1]^d\) and obeying the same Fourier decay asymptotic. Thus, without loss of generality, we can assume \(\text{supp}(\mu) \subset [0, 1]^d\). Let \(\delta \in (0, 1)\). From Theorem 2.3, we have
\[
\mu(L_{\delta, q}^n) \ll \delta^n \left(1 + O\left(\sum_{t \in \mathbb{Z}^n, 0 < |t|_\infty < 2/\delta} |\hat{\mu}(t_1 q, \ldots, t_n q)|\right)\right),
\]
Because of the Fourier decay assumption, the sum in $t$ is
\[ \ll \sum_{t \in \mathbb{Z}^n, 0 < |t|_\infty < 2/\delta} |(t_1q, \ldots, t_nq)|_\infty^{-s} = |q|_\infty^{-s} \sum_{t \in \mathbb{Z}^n, 0 < |t|_\infty < 2/\delta} |t|_\infty^{-s} \ll |q|_\infty^{-s} \delta^{s-n}. \]
Since $\tau > d/n$ and $s > d/(1 + \tau)$, we can choose $\tau'$ close enough to $\tau$ that $n\tau > n\tau' > d$ and $s(1 + \tau) > s(1 + \tau') > d$. Now set
\[ \delta = \delta_q = |q|_\infty^{-\tau'}. \]
Then
\[ \sum_{q \in \mathbb{Z}^d} \mu(L^n_{\delta_q}) \ll \sum_{q \in \mathbb{Z}^d} (|q|_\infty^{-n\tau'} + |q|_\infty^{-s(1+\tau')} < \infty. \]
By the convergence part of Borel-Cantelli lemma, for $\mu$-a.e. $x \in \mathbb{R}^{nd}$, we have $x \in L^n_{\delta_q}$ for at most finitely many $q \in \mathbb{Z}^d$. But
\[ E(\tau', d, n) = \{ x \in \mathbb{R}^{nd} : x \in L^n_{\delta_q} \text{ for infinitely many } q \in \mathbb{Z}^d \} \]
Thus $x \notin E(\tau', d, n)$ for $\mu$-a.e. $x \in \mathbb{R}^{nd}$. Hence $\mu$ cannot be supported on $E(\tau', d, n)$. Since $\tau' < \tau$, we have $E(\tau, d, n) \subseteq E(\tau', d, n)$, and so $\mu$ cannot be supported on $E(\tau, d, n)$ either. This contradiction shows that
\[ \dim_F E(\tau, d, n) \leq \frac{2d}{1 + \tau}. \]
Then, from Theorem 2.1, we see that
\[ \dim_F E(\tau, d, n) = \frac{2d}{1 + \tau}. \]
4. **Badly approximable vectors**

In this section, we prove Theorem 1.3. First, we provide a weaker result.

**Lemma 4.1.** Let $n \geq 1$ and let $\epsilon > 0$. We have
\[ \dim_F \text{Bad}(n, \epsilon) \leq \frac{2n}{n + 1}. \]
**Proof.** Let $B = \text{Bad}(n, \epsilon)$. Suppose that $\dim_F B > 2n/(n+1)$. Then there is a $\mu \in \mathcal{P}(B)$ with
\[ \dim_F \mu > 2n/(n + 1). \]
Thus we have

$$|\hat{\mu}(k)| \ll |k|^{-n/(n+1) - \epsilon'}$$

for some $\epsilon' > 0$. Then we apply Theorem 2.2. This time we use the lower bound. We have

$$\mu(A(\delta, Q)) \geq c_2 \delta^n \left( 1 + O_{Q \to \infty} \left( \sum_{\xi \in \mathbb{Z}^n, Q|\xi, 0 < |\xi| \leq KQ/\delta} |\hat{\mu}(\xi)| \right) \right) + O_{K \to \infty}(K^{-N}),$$

where $\delta, Q, K, N$ are numbers which will be chosen later. First, we check the $O_{Q \to \infty}$ part as in the proof of Theorem 1.1,

$$\sum_{\xi \in \mathbb{Z}^n, Q|\xi, 0 < |\xi| \leq KQ/\delta} |\hat{\mu}(\xi)| \ll Q^{-n/(n+1)} - \epsilon' \left( \frac{K}{\delta} \right)^{n-\frac{2n}{n+1} - \epsilon'}.$$

We now choose $\delta = \delta_Q = Q^{-\frac{1 + \epsilon'}{n}}$. We see that the right-hand side above is

$$K^{n-\frac{2n}{n+1} - \epsilon'} Q^{-\epsilon' - \frac{2n}{n+1} - \epsilon'}.$$

Now we want to determine $K$. We want that $K$ is not very large so that the right-hand side above is $\ll Q^{-\rho}$ for some $\rho > 0$. This can be achieved by choosing

$$K = K_Q = Q^{\rho'}$$

with a small number $\rho' = \rho'(\epsilon', n) > 0$. After determining $K = K_Q$, we now choose a large number $N$ such that

$$K^{-N} = o(\delta_Q^n).$$

Again, this can be achieved by making $N = N(\epsilon', n)$ large enough. Then we see that, for large enough $Q$,

$$\mu(A(\delta, Q)) \gg \delta_Q^n > 0.$$ 

This implies that $B \cap A(\delta_Q, Q) \neq \emptyset$ for all large enough $Q$. This means that there are points $x_Q$ in $B$ with

(1) \[ \|Qx_Q\| < Q^{-\epsilon' - 1/n} \]

for all large enough $Q$. However, since $x_Q \in B$, we must have

(2) \[ \|Qx_Q\| \geq \epsilon Q^{-1/n}. \]

We see that (1) and (2) are not compatible as long as $Q$ is large enough. This contradiction shows that

$$\dim_F B \leq 2n/(n + 1).$$
This is what we want to prove.

Now we prove Theorem 1.3.

**Proof of Theorem 1.3.** Let $\mu \in \mathcal{P}(\text{Bad}(n))$ be arbitrary. By Lemma 4.1, it will suffice to find some $\epsilon > 0$ and some $\nu \in \mathcal{P}(\text{Bad}(n, \epsilon))$ such that $\text{dim}_F \mu \leq \text{dim}_F \nu$. Note that $\|z\| \geq c$ if and only if $|z - r| \geq c$ for all $r \in \mathbb{Z}$. Thus

$$\text{Bad}(n, \epsilon) = \bigcap_{q \in \mathbb{Z}} \bigcap_{r \in \mathbb{Z}^n} \{x \in \mathbb{R}^n : |qx - r| \geq \epsilon |q|^{-1/n}\}.$$ 

Hence $\text{Bad}(n, \epsilon)$ is closed. Note that

$$\text{Bad}(n) = \bigcup_{\epsilon \in \mathbb{Q}, \epsilon > 0} \text{Bad}(n, \epsilon).$$

Since $\text{supp}(\mu) \subset \text{Bad}(n)$, we have

$$\text{supp}(\mu) = \bigcup_{\epsilon \in \mathbb{Q}, \epsilon > 0} (\text{supp}(\mu) \cap \text{Bad}(n, \epsilon)).$$

Since $\text{supp}(\mu)$ is a closed subset of the complete metric space $\mathbb{R}^n$, $\text{supp}(\mu)$ is also a complete metric space. Thus the Baire category theorem implies $\text{supp}(\mu)$ is not the countable union of nowhere dense subsets of $\text{supp}(\mu)$. So there is some positive $\epsilon \in \mathbb{Q}$ such that the closure of $\text{supp}(\mu) \cap \text{Bad}(n, \epsilon)$ in $\text{supp}(\mu)$ has non-empty interior in $\text{supp}(\mu)$. But, since $\text{Bad}(n, \epsilon)$ is closed in $\mathbb{R}^n$, $\text{supp}(\mu) \cap \text{Bad}(n, \epsilon)$ is closed in $\text{supp}(\mu)$. So the closure of $\text{supp}(\mu) \cap \text{Bad}(n, \epsilon)$ in $\text{supp}(\mu)$ is just $\text{supp}(\mu) \cap \text{Bad}(n, \epsilon)$ itself. Thus $\text{supp}(\mu) \cap \text{Bad}(n, \epsilon)$ has non-empty interior in $\text{supp}(\mu)$. Therefore there is an open set $U$ in $\mathbb{R}^n$ such that

$$\emptyset \neq \text{supp}(\mu) \cap U \subset \text{supp}(\mu) \cap \text{Bad}(n, \epsilon).$$

Since $\emptyset \neq \text{supp}(\mu) \cap U$ and $U$ is open, the definition of $\text{supp}(\mu)$ implies $\mu(\text{supp}(\mu) \cap U) > 0$. By writing $U$ as a countable union of closed balls, it follows that there exists a closed ball $B \subset U$ such that $\mu(\text{supp}(\mu) \cap B) > 0$. Since $\text{supp}(\mu) \cap B$ is compact and contained in the open set $U$, we can choose a non-negative compactly supported $C^\infty$ function $f$ such that $f = 1$ on $\text{supp}(\mu) \cap B$ and $\text{supp}(f) \subset U$. Thus

$$0 < \mu(\text{supp}(\mu) \cap B) \leq \int f d\mu.$$ 

Define a probability measure $\nu$ by $d\nu = cf d\mu$, where $c = (\int f d\mu)^{-1}$. Then

$$\text{supp}(\nu) \subset \text{supp}(\mu) \cap U \subset \text{supp}(\mu) \cap \text{Bad}(n, \epsilon) \subset \text{Bad}(n, \epsilon).$$
So \( \nu \in \mathcal{P}(\text{Bad}(n, \epsilon)) \). It remains to show that \( \dim_F \mu \leq \dim_F \nu \). Note that

\[ c^{-1} |\hat{\nu}(\xi)| = |(\hat{f} * \hat{\mu})(\xi)| \leq \int_{|\xi - \eta| \geq \frac{1}{4} |\xi|} |\hat{f}(\eta)||\hat{\mu}(\xi - \eta)| d\eta + \int_{|\eta| \geq \frac{1}{4} |\xi|} |\hat{f}(\eta)||\hat{\mu}(\xi - \eta)| d\eta. \]

Note also that, since \( f \) is compactly supported and \( C^\infty \), we have \( |\hat{f}(\eta)| \ll |\eta|^{-N} \) for any fixed \( N \). It follows easily that, for each fixed \( s \in [0, n] \), if \( |\hat{\mu}(\xi)| \ll |\xi|^{-s/2} \), then \( |\hat{\nu}(\xi)| \ll |\xi|^{-s/2} \). Thus \( \dim_F \mu \leq \dim_F \nu \). \( \square \)

**Remark.** After noting that \( \text{Bad}(n) = \bigcup_{\epsilon \in \mathbb{Q}, \epsilon > 0} \text{Bad}(n, \epsilon) \) and each \( \text{Bad}(n, \epsilon) \) is closed, the rest of the proof is essentially a verification that Fourier dimension is countably stable for closed sets.

### 5. Proof of Theorem 2.3

In this section, we prove Theorem 2.3. The key idea is to compute the Fourier coefficients of linear forms (linear subspaces of torus viewed as \([0, 1]^d\)) together with thin neighbourhoods around them. Hinted by Pontryagin duality, the result essentially says that Fourier transform of linear forms are basically supported on the corresponding 'dual spaces'.

Let \( d, n \geq 1 \) be integers. Let \( q = (q_1, \ldots, q_d) \in \mathbb{Z}^d, q \neq 0 \). Let \( \delta > 0 \). We start with some preparation for the main argument.

Define \( \delta_* = \delta/|q| \). Recall that

\[ L_{\delta, q} = \{ x \in \mathbb{R}^d : \exists r \in \mathbb{Z} : |q_1 x_1 + \cdots + q_d x_d - r| < \delta \} . \]

For each \( r \in \mathbb{R} \), define the plane

\[ P_{q, r} = \{ x \in \mathbb{R}^d : q_1 x_1 + \cdots + q_d x_d - r = 0 \} , \]

and the union of planes

\[ P_{\delta, q, r} = \{ x \in \mathbb{R}^d : |q_1 x_1 + \cdots + q_d x_d - r| < \delta \} . \]

Since the Euclidean distance between any two planes \( P_{q, r'} \) and \( P_{q, r''} \) is \( |r' - r''|/|q| \), we see that that \( P_{\delta, q, r} \) is the \( \delta_* \)-thickening of the plane \( P_{q, r} \), i.e.,

\[ P_{\delta, q, r} = P_{q, r} + B_{\delta_*}(0) , \]

where \( B_{\delta_*}(0) \) is the Euclidean metric ball of radius \( \delta_* \) around the origin. Define

\[ L_q = \bigcup_{r \in \mathbb{Z}} P_{q, r} \]
Note $L_q$ is a union of planes that are orthogonal to $q$ and spaced a distance of $1/|q|$ apart. Then

$$L_{\delta,q} = \bigcup_{r \in \mathbb{Z}} P_{\delta,q,r} = L_q + B_{\delta}(0)$$

Thus $L_{\delta,q}$ is the union of the $\delta$-thickenings of the planes composing $L_q$.

In an abuse of notation, we use $P_{q,r}$ to denote the surface measure on the plane $P_{q,r}$. Similarly, we use $L_q$ to denote the surface measure on the union of planes $L_q$. Note

$$L_q = \sum_{r \in \mathbb{Z}} P_{q,r}.$$ 

If we assume (without loss of generality) that $q_1 \neq 0$, then the measure $P_{q,r}$ is given by

$$\int_{\mathbb{R}^d} f(x) dP_{q,r}(x) = \int_{\mathbb{R}^{d-1}} f(g(x_2, \ldots, x_d)) \frac{1}{|q_1|} |q| dx_2 \cdots dx_d,$$

where

$$g(x_2, \ldots, x_d) = (q_1^{-1}(r - q_2 x_2 - \cdots - q_d x_d), x_2, \ldots, x_d)$$

is the parameterization of $P_{q,r}$. By a straightforward calculation, we have

$$L_q([0,1]^d) = |q|.$$

Since the measure $L_q$ is (a multiple of) the restriction of the $(d-1)$-Hausdorff measure on $\mathbb{R}^d$ to the set $L_q$, we have the following property: There are constants $a, b > 0$ (independent of $q$) such that

$$a \epsilon^{d-1} \leq L_q(B_{\epsilon}(x)) \leq b \epsilon^{d-1}$$

for all $0 < \epsilon < 1$ and all $x \in L_q$.

Since $q \in \mathbb{Z}^d$, the sets $L_q$ and $L_{\delta,q}$ are $\mathbb{Z}^d$-periodic, i.e., they are invariant under translation by elements of $\mathbb{Z}^d$. The measure $L_q$ and the indicator function $1_{L_{\delta,q}}$ are also $\mathbb{Z}^d$-periodic.

For each $k \in \mathbb{Z}^d$, the Fourier coefficients of $L_q$ are given by the following formula:

$$\widehat{L}_q(k) = \left\{ \begin{array}{ll} |q| & \text{if } k \in \mathbb{Z}q \\ 0 & \text{if } k \notin \mathbb{Z}q \end{array} \right.$$ 

Indeed, since $q \cdot x \in \mathbb{Z}$ for all $x \in L_q$, we have, for all $t \in \mathbb{Z}$,

$$\widehat{L}_q(tq) = \int_{[0,1]^d} \exp(-2\pi i t q \cdot x) dL_q(x) = L_q([0,1]^d) = |q|.$$
This proves the first case. For the second case, we make a coordinate change carried by a matrix $A \in SL_d(\mathbb{Z})$ so that $q = (q_1, q_2, \ldots, q_d)$ is transformed into $q' = (p, 0, \ldots, 0)$, where $p = \gcd(q_1, \ldots, q_d)$. We are thus reduced to verifying that $\hat{L}_{q'}(k) = 0$ for $k \notin \mathbb{Z}q'$, which is straightforward.

We are now ready for the main argument in the proof.

Let $\mu$ be any Borel probability measure on $\mathbb{R}^{nd}$ with support contained in $[0, 1]^{nd}$. For $z \in \mathbb{R}^{nd}$, we write $z = (z^{(1)}, \ldots, z^{(n)})$, where $z^{(i)} \in \mathbb{R}^d$. Note that

$$\mu(\mathbb{L}^n_{\delta, q}) = \int_{[0, 1]^{nd}} \prod_{i=1}^n 1_{L_{\delta, q}}(x^{(i)}) d\mu(x)$$  \hspace{1cm} (5)

Let $\phi$ be a non-negative Schwartz function on $\mathbb{R}^d$ with $\hat{\phi}(0) = 1$. For $x \in \mathbb{R}^d$, define $\phi_{\delta_*}(x) = \phi(x/\delta_*)$. Note that $\hat{\phi}_{\delta_*}(\xi) = \delta_*^d \hat{\phi}(\delta_*\xi)$ for all $\xi \in \mathbb{R}^d$. Note also that $\phi_{\delta_*} * L_q$ is a smooth $\mathbb{Z}^d$-periodic function on $\mathbb{R}^d$.

Our ultimate goal is to bound the expression in (5). To do so, we will approximate $1_{L_{\delta, q}}$ by $\phi_{\delta_*} * L_q$. With this in mind, we first consider the integral in (5) with $1_{L_{\delta, q}}$ replaced by $\phi_{\delta_*} * L_q$.

Let $K > 0$ be arbitrary. By Parseval’s theorem and (4), we have

$$\int_{[0, 1]^{nd}} \prod_{i=1}^n \phi_{\delta_*} * L_q(x^{(i)}) d\mu(x) = \sum_{\xi \in \mathbb{Z}^d} \hat{\mu}(\xi) \prod_{i=1}^n \hat{L}_q(k^{(i)}) \hat{\phi}_{\delta_*}(k^{(i)}))$$

$$= \delta_*^{nd} |q|^n \sum_{t \in \mathbb{Z}^n} \hat{\mu}(t_1 q, \ldots, t_n q) \prod_{i=1}^n \hat{\phi}(\delta_* t_i q)$$

$$= \delta_*^{n(d-1)} \delta^n (1 + S + T),$$  \hspace{1cm} (6)

where

$$S = \sum_{t \in \mathbb{Z}^n, 0 < |t|_{\infty} < K/\delta} \hat{\mu}(t_1 q, \ldots, t_n q) \prod_{i=1}^n \hat{\phi}(\delta_* t_i q),$$

$$T = \sum_{t \in \mathbb{Z}^n, |t|_{\infty} \geq K/\delta} \hat{\mu}(t_1 q, \ldots, t_n q) \prod_{i=1}^n \hat{\phi}(\delta_* t_i q).$$

Since $|\hat{\phi}| \leq \hat{\phi}(0) = 1$, we have

$$|S| \leq \sum_{t \in \mathbb{Z}^n, 0 < |t|_{\infty} < K/\delta} |\hat{\mu}(t_1 q, \ldots, t_n q)|.$$  \hspace{1cm} (7)
Since $|\hat{\mu}| \leq \hat{\mu}(0) = 1$ and since $\hat{\phi}$ is a Schwartz function, we have, for every $N \in \mathbb{N}$,

\begin{equation}
|T| \ll \sum_{t \in \mathbb{Z}^n, |t|_\infty \geq K/\delta} \prod_{i=1}^n (1 + \delta_* |q||t_i||)^{-N-n}
\ll \sum_{t \in \mathbb{Z}^n, |t|_\infty \geq K/\delta} (|q|)_\infty^{-N-n} \ll (\delta_* |q|)_\infty^{-n} K^{-N}.
\end{equation}

The implied constants here depend only on $\phi$ and $N$.

To prove the upper bound in Theorem 2.3, we need to make a more specific choice for $\phi$. To prove the lower bound, we need to make a different specific choice for $\phi$.

We start with the upper bound in Theorem 2.3. We choose $\phi$ as above, but with the additional properties that $m(\phi) := \min \{\phi(x) : x \in B_2(0)\}$ is positive and $\hat{\phi} = 0$ outside $B_K(0)$. For all $x \in L_{\delta, q} = L_q + B_{\delta_*}$, there exists $z \in L_q$ with $|x - z|_2 < \delta_*$, and hence

$$\phi_{\delta_*}(x - y) \geq m(\phi) 1_{B_{2\delta_*}}(x)(y) \geq m(\phi) 1_{B_{\delta_*}}(z)(y)$$

for all $y \in \mathbb{R}^d$. From this and (3), it follows that

\begin{equation}
\phi' * L_q(x) \geq m(\phi)a\delta_*^{d-1} 1_{L_{\delta, q}}(x)
\end{equation}

for all $x \in \mathbb{R}^d$. Since $m(\phi) > 0$, combining this with (5) and (6) yields

$$\mu(L_n^{*q}) \leq (m(\phi)a)^{-n}(1 + S + T).$$

Since $\hat{\phi} = 0$ outside $B_K(0)$, we have $T = 0$. Setting $K = 2$ and appealing to (7) completes the proof of the upper bound in Theorem 2.3.

Now we prove the lower bound in Theorem 2.3. As above, we choose $\phi$ to be a non-negative Schwartz function on $\mathbb{R}^d$ with $\hat{\phi}(0) = 1$. But now we require that $\phi = 0$ outside $B_{1}(0)$. For each $x$ in $L_{\delta, q} = L_q + B_{\delta_*}(0)$, there is a $z \in L_q$ such that $|x - z|_2 < \delta_*$, and hence, for each $y \in L_q$,

$$\phi_{\delta_*}(x - y) \leq |\phi|_\infty \int 1_{B_{\delta_*}}(x)(y) \leq |\phi|_\infty \int 1_{B_{2\delta_*}}(z)(y).$$

From this and (3), it follows that, for all $x$ in $L_{\delta, q} = L_q + B_{\delta_*}(0)$, we have

$$\phi_{\delta_*} * L_q(x) \leq |\phi|_\infty b(2\delta_*)^{d-1}.$$
for all $x \in \mathbb{R}^d$. Combining this with (5) and (6) yields
\[ \mu(L_{\delta,q}^n) \geq 2^{-n(d-1)}(\|\phi\|_{\infty} b)^{-n\delta^n(1 + S + T)}. \]
Applying both (7) and (8) yields the lower bound in Theorem 2.3.
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