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ABSTRACT
Content authentication of digital images has captured the attention of forensic experts and security researchers due to a multi-fold increase in the dissemination of multimedia data through the open and vulnerable Internet. Shrewd attackers successfully devise novel ways to challenge state-of-art forensic tools used for forgery detection in digital images. Feature engineering approaches have yielded up to 97\% accuracy on benchmarked datasets. Deep learning approaches have shown promising results in various image classification problems but cannot find hidden patterns in digital images, which can reliably detect image forgeries. State-of-art accuracy of deep learning approaches for forgery detection is up to 98\% on benchmarked datasets. The objective of the proposed approach is to further escalate the detection accuracy, pushing it near 100\%. In this paper, a synergy of handcrafted features based on color characteristics and deep features using the image’s luminance channel is employed to mine patterns responsible for accurate forgery detection. In the first Stream, 648-D Markov-based features are computed from the quaternion discrete cosine transform of the image. In the second Stream, the luminance channel of YCbCr colorspace is used to extract the Local Binary Pattern of the image. Further, local binary feature maps are fed to the pre-trained ResNet-18 model to obtain a 512-D feature vector called ‘ResFeats’ from the last layer of the model’s convolutional base portion. The handcrafted features from Stream I and ResFeats from Stream II are combined to form an 1160-D feature vector. Further, classification is performed using a shallow neural network, and the method is tested on CASIA v1 and CASIA v2 datasets. The accuracy of the proposed fusion-based approach is 99.3\% on benchmark datasets.
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I. INTRODUCTION
Due to the rise and inescapable utilization of web-based media platforms such as WhatsApp, Instagram, Facebook, YouTube, etc., there has been steep growth in the number of pictures being transferred and shared on these platforms. These digital pictures are utilized to spread data to an audience on a wide scale and consequently formulate a general opinion on a large scale. Due to the handiness of software and editing tools on the Internet, images are prone to fraudulent manipulations. Such images are disseminated on social media and even used in courtrooms, literature works, science and medicine, military, etc. Image forgery is used to refer to the act of manipulating images to showcase false information or to hide some helpful information from the images. The motive behind such manipulations can be various factors like earning money, disseminating rumors, or making false claims. Most regularly performed falsifications on digital pictures comprise splicing, retouching, and copy-move. In splicing [1], the counterfeit segment is taken from some other image, whereas in copy-move [2], the forged segment belongs to the same image. Retouching refers to the process of changing the appearance of the subject in the image. Retouching is generally utilized in style photography to improve the people’s skin in the picture to make their skin immaculate. Due to such manipulations, the intrinsic properties of the image, such as pixel correlations, chrominance, and luminance characteristics, become inconsistent. Various forgery detection methods [4] have been proposed in the literature to detect these types of inconsistencies. Previous studies are distributed...
into two broad groups: Active and Passive approaches. Active methods [5] rely on prior information about the image under consideration. It includes a digital watermark or digital signatures embedded onto the image, and the watermark/signature is extracted at the receiver end to match with the original watermark/signature.

On the other hand, passive methods [6] are used when no prior information is available. The pixels of an image are used to determine the intrinsic changes in the images due to underlying manipulations. Some inherent characteristics must be extracted from images that are highly discriminable to distinguish forged and authentic images.

Researchers have experimented with various manually engineered features like keypoint-based [7]–[10], block-based features [11]–[14], pixel-based [15]–[17], etc., to detect forgeries initially. Later, various deep learning methods are also investigated [18], [19], but results were not as per expectations for the forensics community because the available pre-trained architectures are specifically designed and trained for a different image classification task rather than forgery detection task. The concept of transfer learning [20] has recently been applied in various image processing applications using pre-trained deep neural networks. The trained layers of these deep neural networks are utilized to extract high-level features required to perform edge or corner detection in images. But these features are only capable of giving good performance for the problems these networks are trained for. In order to use these networks for other image processing tasks such as image forgery detection, deep features extracted from these networks needs to be combined with manually crafted features to enhance the accuracy. Further, to improve the detection accuracy, the combination of two streams of features has been proposed to form a more distinctive representation apt for content authentication of digital images. The method presented in the paper is novel in four different ways as follows:

1. This is the first approach for detecting image manipulations utilizing a blend of in-depth, high-level features and manually engineered image features. The detection accuracy has been improved by combining the deep high-level features and manually engineered image features compared to traditional state-of-the-art detection methods on CASIA v1 and CASIA v2 datasets.

2. Three channels of RGB color space are used in the case of handcrafted feature extraction, and the luma channel of YCbCr color space is used in the case of deep features to detect forgery in images. The complementary information in two different color spaces has effectively characterized forgeries in digital images.

3. We feed Scale and Orientation invariant local binary pattern maps of the image to the pre-trained ResNet-18 model instead of giving RGB images directly. The rich textural description capability of LBP helps to obtain a more meaningful and low-dimensional representation from the deep neural network.

4. A shallow neural network is trained using a fused feature vector for classification.

The remaining article is structured as follows. Section II explains the previous work in this area. Section III details handcrafted feature extraction and the method to extract deep features from the pre-trained neural network. In Section IV, the experimental setup and results are explained. Finally, concluding notes and findings of the experimental outcomes are given in Section V.

II. PREVIOUS WORK

As the proposed approach uses a blend of manually engineered features and deep high-level features so, it is necessary to go through the literature related to them. This section presents a brief review of existing approaches based on conventional methods and deep learning-based approaches in the domain of digital image forgery detection.

A. CONVENTIONAL METHODS

The Markov process [21] has been an absolute effective tool for detecting image manipulations in literature. A 2-Dimensional non-causal model has been proposed [22], representing the image as a 2-Dimensional signal and capturing the underlying dependencies between the current pixel and its neighbors. Cross-domain features are extracted using Blocks discrete cosine transform and discrete Meyer-wavelet transform. The approach’s major setback is that the combined feature vector’s dimensionality is very high (14240-D), and the approach reaches an accuracy of 93.36% on the splicing detection dataset. Multiple texture descriptors [23] are used to represent a single image. Various texture descriptors used are Local Phase Quantization, Local Binary Pattern, Binary Statistical Image Features, and Binary Gabor Pattern. The texture features are extracted from each sub-band after Steerable Pyramid Transform is applied. The Relief feature selection method is used to choose features from this enormous representation to produce a compact representation. For classification, Random Forest Classifier is used, which achieved 97% accuracy on the CASIA v2 dataset. The feature dimension before feature selection was 19680. This method’s weakness is that the authors have chosen only a particular color channel from the YCbCr color space, which results in the loss of information.

Another method is proposed, where a combination of Local Binary Pattern (LBP), Histogram of Oriented Gradients, and Higher-Order Statistical Features are used and classified using an artificial neural network [24]. The complexity of the method is extremely high as LBP is calculated for every color channel, and still, the accuracy of the method is less than few state-of-art techniques. Again, Cb and Cr images from YCbCr color space are chosen to apply a multi-scale entropy filter [25]. After this, Local Phase Quantization is applied on these entropy filtered images. Classification is performed using an SVM classifier to achieve an accuracy of 95.41 on CASIA v1 and 98.33 on CASIA v2 datasets. Local binary patterns [26] are extracted from the Discrete
Wavelet Transform (DWT) domain of the image. The combinations of features from all four sub-bands of DWT are used for final representation. The method gives the best accuracy on the image’s chrominance channel using a Support Vector Machine (SVM) classifier with 10-fold cross-validation. Markov feature extraction [27] for color images is proposed using threshold expansion and maximization. Again, Markov-based features [28] from two different domains are used to distinguish forged and authentic images. The method reached an accuracy of 93.55% on the CASIA v20 dataset.

B. DEEP LEARNING BASED METHODS

As of late, the quick expansion in deep learning-based techniques has turned out to be the most mainstream research point. Deep learning-based strategies have been generally utilized in various image processing applications such as classification [29], [30] identification [31]–[33], and segmentation [34]–[36]. Deep-learning methods are better than conventional image handling methods, as they do not need the user to decide or calculate the image features beforehand. These methods can extract features from images by self-learning through various convolutional and pooling layers in the network. The first CNN architecture, LeNet-5 [37], was proposed, and this network was applied to handwriting recognition in the MNIST dataset. The used images were in grayscale, and the size of the images was 32 \times 32. The recognition accuracy of LeNet-5 is superior to that of conventional recognition systems. Then GPU was introduced in the CNN architecture through AlexNet [38]. Dropout [39] and Relu [40] were also added to the Deep-Neural Network (DNN) architecture to increase its accuracy. Liu and Deng et al. [41] proposed VGG-16, and it achieved a top-5 accuracy for testing of 92.5% in ImageNet. VGG networks are painfully slow to train, and their network architecture weights are substantial. Another architecture was proposed, i.e., GoogleNet [42], in which the Inceptionstructure was introduced into the network. The broadness of the network is expanded by utilizing different convolution kernel sizes to extract different features. 1 \times 1 convolution layers are introduced to decrease the dimension, improving the accuracy when the network lessens the parameters. A residual network [43] is proposed that directly maps the low-level features to higher-level features by introducing the concept of identity connections or skip connections. The block that contains such connections is called the residual blocks. Residual Networks are analogous to networks with convolution, pooling, activation and fully-associated layers arranged over one another. The only distinction is that it has the identity connection between the layers. Through identity connections, the network straightforwardly tries to find out the output functions with no further support. ResNet Networks are faster than AlexNet and VGG-16 because of the lesser number of channels in the convolutional layers. The architecture of ResNet is made such that it is much denser as well as faster than other networks. ResNet-18 has roughly 11.7 million parameters whereas VGG-16 has 138 million parameters. These pre-trained architectures can also be used for extracting deep high-level features from different layers of the network.

A pre-trained AlexNet model is modified by adding few layers and trained over the CASIA v1 and CASIA v2 datasets [44]. These datasets are relatively very small to train such large models, whereas the authors have achieved an accuracy of 96.8% and 97.44% on CASIA v1 and CASIA v2 datasets, respectively. In another method [45], high pass filters in the Spatial Rich color model are used to feed to a 10 layer convolutional neural network. A complex set of features [46] derived from 3 Level 2-Dimensional Daubechies decomposition are obtained. Stacked AutoEncoders are used for learning these complex 450-dimensional feature vectors. The method managed to achieve an overall accuracy of 91.09%. Various research studies are available in the literature that used these pre-trained architectures for image forgery detection but lacked sufficient reasoning for obtained results.

Engineering of features in different domains can be a cumbersome task at times; therefore, due to the advent of deep learning methods, automatic learning of concerned features from the training images is observed to be an exemplary method to substitute the features carefully chosen by the user in many image processing applications. A new approach based on hybrid features that combine information from manually engineered and deep high-level features is proposed to benefit from automatic learning. The idea of fusion came from a recently published study [47] to apply face recognition systems in which authors have combined multi-level LBP features and 4096-Dimensional deep features from the Vgnet-19 model.

III. PROPOSED METHODOLOGY

In the proposed method, two streams are used to mine features and further combined to generate the most discriminable features. The handcrafted features and in-depth features can represent different kinds of information from input images, enhancing detection accuracy. Figure 1 shows the block diagram of two different streams used for feature representations. The details are provided:

A. STREAM I: HANDBRACKET FEATURE ENGINEERING

Most of the Markov model-based approaches treat the image as a 1-D signal as per the literature. The conventional methods only portray the state conditions between adjacent states and specific directions (vertical, horizontal). In this approach, state dependencies along minor and major diagonals are also considered to represent the image better. The pseudocode for the handcrafted feature extraction is given in Algorithm 1. The image is segmented into blocks of size 8 \times 8. The three color components are extracted and processed separately. Further, intra-block and inter-block differences are utilized to formulate the feature vector in vertical, horizontal, and diagonal directions on the quaternion discrete cosine transformation of an RGB image. The correlations between and within the blocks are considered along with significant
Algorithm 1 Extract_handcrafted_features

Input: \( I_{RGB} \): RGB image
Output: Vector of 648-dimensional handcrafted features, \( H_f \)

Begin
Repeat
Load image_file()
Segment the image_file using \( 8 \times 8 \) blocks
Construct a Quaternion from color channels of the image
Apply Forward DCT transform using Equation (6)
Until Making \( 8 \times 8 \) 2D matrix;
Block_Rearrangement();
Compute_2D_FFT();
FDCT_coefficients();
Compute quantisation and dequantisation
Compute DFT coefficients to further compute 2D IFFT
End Until_finished_image_file
For block_list
Calculate \( Q_V, Q_H, Q_D, \) and \( Q_{-D} \) using Equation (7) to Equation (10)
Calculate \( R_V, R_H, R_D, \) and \( R_{-D} \) using Equation (11) to Equation (14)
Calculate transitional probabilities using Equation (16) to Equation (23)
Return \( H_f \) of size \( (2T + 1) \times (2T + 1) \times 8 \) for \( T = 4 \)

1) QUATERNION CONSTRUCTION

The notion of quaternions is very widely used in pure and applied mathematics. The quaternions are employed in three-dimensional computer graphics, texture analysis, and computer vision applications. In color image processing, quaternions have proved to be efficient as they consider all the three-color channels, and a color image can be regarded as a vector field holistically. A quaternion is an extended complex quadruple having one fundamental part and three imaginary numbers and is of the form as in Equation (1).

\[ a + bi + cj + dk \]  

(1)

where \( a, b, c \) and \( d \) correspond to values of continuous quantities where \( a \) is the non-imaginary part of the quaternion, and \( i, j, \) and \( k \) are the basic quaternion units that satisfy the Hamilton rule [48]. It also assures that \( i^2 = j^2 = k^2 = ijk = -1 \). Quaternions are non-commutative for multiplication (see Table 1), and other basics of quaternions can be found in [48].

A quaternion can be created from two complex numbers with the help of the Clay-Dickson theorem [49]. All the three quaternion units are orthogonal to each other.

Let us assume \( m, n \in C, m = a + bi, n = c + di, a, b, c, d \in R \), so

\[ q = m + nj, \quad q \in Q, j.j = -1 \]  

(2)

Hence,

\[ q = a + bi + cj + dk \]  

(3)
TABLE 1. Multiplication of quaternions.

| X | 1 | i | j | k |
|---|---|---|---|---|
| 1 | 1 | i | j | k |
| i | i | −1 | k | −j |
| j | j | −k | −1 | i |
| k | k | j | −i | −1 |

The transformation given in Equation (3) is used to create the quaternion from complex numbers. The quaternions are also called Hypercomplex numbers [50]. More details on how to construct a quaternion can be found in [49], [50].

Assume \( \mu_1, \mu_2 \) are the two axes of the unit quaternion, and they are mutually perpendicular after that \( q \) can be disintegrated into two different complex coordinates in the direction of \( \mu_1 \) and \( \mu_2 \).

\[
q = m' + n' \mu_2, \quad \mu_2^2 = -1
\]

where \( m' = a' + b' \mu_1, n = c' + d' \mu_1, a', b', c', d' \in R \) then, \( q = a' + b' \mu_1 + c' \mu_2 + d' \mu_3 \). Here, \( \mu_3 = \mu_1 \mu_2 \) and \( \mu_3 \) is perpendicular to \( \mu_1 \) and \( \mu_2 \). For the problem being addressed in this article, the coordinates of image \((b, c, d)\) will be transformed into the coordinates \((a', b', c', d')\) under the three axes i.e., \( \mu_1, \mu_2 \) and \( \mu_3 \). An RGB image can be denoted using a quaternion matrix, as shown in Equation (5).

\[
f_q(m,n) = f_r(m,n) + jf_g(m,n) + k f_b(m,n)
\]

where \( f_r(m,n), f_g(m,n) \) and \( f_b(m,n) \) are red, green and blue color components of the image [51].

2) DISCRETE COSINE TRANSFORM ON QUATERNIONS

In literature, most of the techniques based on the Discrete Cosine Transform separate color channels of an image. For example, the YCbCr color space of the image is obtained, and solely Y component is chosen for the detection procedure [52], [53]. This does not help exploit the correlation between all the color channels. On the other hand, QDCT can handle all three channels simultaneously, and color images can be controlled in an integrated manner. Discrete Cosine Transform assists in separating the image into spectral sub-groups of divergent importance, and it uses cosine functions of different wavelengths as basis functions and works on real-valued spectral coefficients and gains. The cosine functions can bear high energy compaction. DCT components are considerably more focused on origin as compared to other frequency-domain transforms. In the proposed approach, forward quaternion discrete cosine transform (FQDCT) has been used. FQDCT can be categorized into two types: left-handed and right-handed since quaternion multiplication follows a non-commutative rule. So, the forward discrete cosine transform of signal \( f_q(m,n) \) is given in Equation (6), as shown at the bottom of the next page.

For \( 0 \leq m < M, 0 \leq n < N \).

3) OBTAIN MARKOV FEATURES OF EACH BLOCK

The steps to calculate the Markov features are provided in [28], and it has been observed that the Markov chain features in DWT and DCT domain have performed considerably well. In our method, the primary stage of extracting the features differs from [28]. The original color images are split into sliding blocks of size \( 8 \times 8 \). The block obtained after segmentation is still a colored sub-image. The quaternion is made from the R, G, and B components of the sub-image. Further, DCT is applied to obtained quaternion matrix. The coefficients of the transformation are assembled in a matrix, and the square root of the real and the imaginary part is computed. Thus, the final matrix is obtained by arranging the blocks according to the block location. To compute Markov features from the QDCT coefficients, round the coefficients and the absolute values for further processing. Next, compute vertical, horizontal, major diagonal, and minor diagonal distances \((Q_V, Q_H, Q_D, \) and \( Q_{-D})\) within blocks by applying Equation (7) to Equation (10).

\[
Q_V(U,V) = Q(U,V) - Q(U,V+1)
\]

\[
Q_H(U,V) = Q(U,V) - Q(U+1,V)
\]

\[
Q_D(U,V) = Q(U,V) - Q(U+1,V+1)
\]

\[
Q_{-D}(U,V) = Q(U+1,V) - Q(U,V+1)
\]

where \( Q(U,V) \) is the matrix containing the rounded off QDCT coefficients. Similarly compute the vertical, horizontal, major diagonal and anti-diagonal differences between the blocks, i.e., inter-block distances \((R_V, R_H, R_D \) and \( R_{-D})\) using Equation (11) to Equation (14).

\[
R_V(U,V) = Q(U,V) - Q(U,V+8)
\]

\[
R_H(U,V) = Q(U,V) - Q(U+8,V)
\]

\[
R_D(U,V) = Q(U,V) - Q(U+8,V+8)
\]

\[
R_{-D}(U,V) = Q(U+8,V) - Q(U,V+8)
\]

Since difference values obtained in Equation (7) to Equation (10) are integers and contain a broad range so, it is desirable to look for some methods such as rounding-off and thresholding. For this, a threshold \( T \) is given, which is a positive integer. If the value of an entry after rounding-off in a different array obtained in Equation (7) to Equation (14) is more than \( T \) or less than \( -T \), then the value is substituted with \( T \) or \( -T \) correspondingly using Equation (15).

\[
A_{new} = \begin{cases} -T, & A_{old} < -T \\ T, & A_{old} > T \\ A_{old}, & \text{otherwise.} \end{cases}
\]

Finally, calculate the above-obtained inter-block and intra-block matrices’ transitional probabilities using Equation (16) to Equation (23), as shown at the bottom of the next page. where \( i,j \in (-T, -T+1, -T+2 \ldots 0, \ldots T-2, T-1, T) \), \( m \) and \( n \) signify the number of rows and columns respectively of the authentic image. \( \delta(.) = 1 \), only if it satisfies all the arguments otherwise \( \delta(.) = 0 \). The feature vector’s obtained final count is given by \((2T+1) \times (2T+1) \times 8 \). In our experiments,
T is taken as 4. Hence, a 648-dimensional feature vector is obtained. The experiments were also run with thresholds 2, 3, 4, and 5. At thresholds 2 and 3, the accuracy is decreasing. On the other hand, when the threshold is greater than 4, there is no significant change in the accuracy. Moreover, the computational expense increases because the feature vector size is given by \((2T + 1) \times (2T + 1) \times 8\) which is equal to \(4T^2 + 4T + 9\) which follows the quadratic growth with the increase in T. And computational complexity is directly proportional to feature size, hence T is directly proportional to computational expense. So, T = 4 is chosen for further experimental work.

B. STREAM II: EXTRACTING OFF-THE-SHELF FEATURES ‘RESFEATS’ FROM RESNET-18

The term ResFacts is given by Mahmood et al. [54], where they combined various low-level and high-level features extracted from multiple residual blocks of the network for improved accuracy for underwater image classification. Similarly, we have ResNet-18 architecture as a rich textural feature extractor by inputting local binary pattern codes to the model. The steps for extracting ResFacts are discussed below, and the pseudocode for this Stream is given in Algorithm 2:

1) RGB TO YCbCr

In Stream I, R, G, and B color channels of the image are taken into account, so for Stream II, we want to utilize achromatic characteristics of the image because we have already used chromatic components in Stream I. For that, the luminance component of the YCbCr color space is taken for further processing. YCbCr color space characterizes the color as intensity and exploits the characteristics of a human eye.

**Algorithm 2 Extract deep_features**

**Input:** I\(_{RGB}\): RGB image

**Output:** Vector of 512-dimensional deep features, D\(_{f}\)

Preprocessing;

I\(_{RGB}\) → I\(_{YCBCr}\)

I\(_{YCBCr}\) → Y_channel

Apply Scale Orientation invariant Local Binary patterns;

SO\(_{LBP}\) = LBP(Y_channel)

Feature_maps = Multi_Dimensional_Scaling(SO\(_{LBP}\))

Load the pre-trained Resnet18 model;

Net = Load(resnet18)

D\(_{f}\) = Extract_features(Net, preprocessed_images, layer, ‘pool5’)

Return D\(_{f}\)

The advantage of YCbCr color space is that it can separate luminance from chrominance more efficiently than RGB color space. Luminance in the image is light intensity, or the amount of light ranges from black to white. The point of a luminance channel is to capture all of the available (visible) wavelengths at the same time and enable you to concentrate...
your efforts of noise reduction (via stacking), sharpness, and detail into one layer. YCbCr representation can be obtained from RGB colorspace, as shown in Equation (24).

\[
\begin{bmatrix}
Y \\
Cb \\
Cr
\end{bmatrix} = \begin{bmatrix}
16 \\
128 \\
128
\end{bmatrix} + \begin{bmatrix}
0.279 & 0.504 & 0.098 \\
-0.148 & -0.291 & 0.439 \\
0.439 & -0.368 & -0.071
\end{bmatrix} \times \begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\] (24)

2) OBTAIN SCALE AND ORIENTATION IN Variant LOCAL BINARY PATTERN FEATURE MAPS FROM THE Y COMPONENT OF THE IMAGE

Local Binary Patterns are used in various image processing applications for texture-based classifications and have been demonstrated to be highly discriminative. The only drawback of LBP is that it is susceptible to affine transformations. To make up for image rotations, a broadly utilized pivot invariant encoding of LBP portrayal is used, which necessitates either an implicit or express arrangement of patterns that is done at the encoding level. Various variants of LBP have been introduced earlier that have diminished the feature representations’ discriminative intensity by expanding the capacity to characterize the core microstructures at numerous scales. Rotation-invariant substitute of LBP is also unfit to make up for image scaling.

Consequently, we have utilized scale and orientation resistant LBP [55] on the above acquired ELA images. This is accomplished by processing scale-invariant features and pivot-invariant features independently and afterward consolidating both feature representations to improve the discriminative intensity of the LBP. Orientation invariance is achieved by adjusting the features at the extraction level utilizing a strong global estimator. Scale-adjusted features are determined concerning the image's assessed size based on a conveyance of scale standardized Laplacian reactions in a scale-space representation. Final SO-LBP is obtained by combining the above two features in a multi-scale representation. The occurrences of the SO-LBP codes in the image are collected into a histogram. Figure 2 shows the histogram of regular LBP codes, sparse histogram of SOLBP codes, and tight histogram of SO-LBP codes of a forged image.

The obtained SO-LBP codes cannot be directly given to the deep neural network architecture. So to feed them to the architecture, we have to convert the SO-LBP into feature maps. SO-LBP features are converted into LBP maps using multi-dimensional scaling to change the pattern values into points in a metric space. Convolutional operations can average together the transformed points, yet their distances are approximately equal to the original code-to-code distances. Distance reflects the core resemblance of the image intensity arrangements used to create every LBP code sequence. A complete disparity grid represents the distances among all the potential code values. For a given disparity grid, MDS looks to map the codes to a low-dimensional measurement space. Further, to account for the distinctions in spatial areas of pixel code patterns instead of Hamming distance, we utilize the Earth ‘Mover’s Distance (EMD). EMD is characterized to mirror the slightest exertion needed to change over one dispersion into another. It is being used at this point as a proportion of the contrast among two LBP codes. EMD approximation is performed rather than computing the true EMD between code strings. The obtained SO-LBP maps are further fed to the pre-trained ResNet-18 model to get the deep textural ResFeats.

3) OBTAIN 'RESFEATS' FROM RESNET-18

Residual Networks [43] are analogous to networks with convolution, pooling, activation and fully-associated layers arranged over one another. The only distinction is that it has
an identity connection between the layers. Through identity connections, the network straightforwardly tries to find out the output functions with no further support. A pre-trained deep neural network named ResNet-18 is used, which is an 18-layer deep model. There are other wider residual networks available such as ResNet-34, ResNet-50, etc. These networks are overly deep and do not converge fast. The obtained SO-LBP feature maps are resized to $224 \times 224 \times 3$ to input to the deep neural model. The pre-trained model is loaded after the last convolutional batch, i.e., from the ‘pool5’ layer called ResFeats. The extracted features are 512-dimensional vectors, $D_f$.

C. CLASSIFICATION OF FUSED FEATURES USING A SHALLOW NEURAL NETWORK

After obtaining 648-D handcrafted features and 512-D Res-Feats, both are merged to form an 1160-D feature vector of images, i.e., $F_f$ using Algorithm 3. To avoid the outlier issue, the dataset of feature vectors is normalized using the z-score strategy. The normalized 1160-D feature vectors are categorized using a shallow neural network (SNN) having two feed-forward layers with a sigmoid function on the hidden layer and a softmax function for the output layer. The structure of the network is shown in Figure 3. The network is trained using the scaled conjugate gradient method for weight and bias value updations.

Algorithm 3 Fused_features

- **Input:** $H_f, D_f$
- **Output:** Fused features, $F_f$
- Concatenate $H_f$ and $D_f$
- $F_f \rightarrow [H_f, D_f]$
- **Return** $F_f$

Table 2 shows the parameters used for training the network. Min_grad is the minimum performance gradient before training is stopped. When the performance gradient becomes too tiny, continued training is unlikely to produce significant improvements. Max_fail parameter determines the maximum number of validation checks before training is stopped. Lambda is used for regulating the indefiniteness of the Hessian. Sigma is another training function parameter that determines the weight change for the second derivative approximation during training.

### IV. EXPERIMENTAL SETUP AND RESULTS

The experiments are performed on a 10th Gen Core i5 Processor with 8 GB of RAM and 4 GB of NVIDIA 1650 Ti Graphics. The handcrafted feature extraction code is written in Python, whereas ResFeats are extracted using MATLAB 2018b platform. The features are fused using MATLAB code and the classification is also performed on the MATLAB platform using Neural Network toolbox. The SNN is trained using the Scaled Conjugate Gradient method. For handcrafted feature extraction, various python modules and libraries were used, namely, cmath, geopandas, Descartes, PySAL (Python Spatial Analysis Library), pyquaternion, and SciPy library. Two accessible standard datasets for image tampering detection have been used for the assessment of the projected approach. The datasets considered in this work are CASIA TIDE v1 [56] and CASIA TIDE v2 [56]. These datasets are delivered by the Chinese Academy of Sciences. The particulars of the datasets are mentioned in Table 3. Both the datasets contain mixed kinds of forgeries (copy-move and splicing).

For assessing the proposed approach’s performance, cross-entropy is calculated for each output-target element using Equation (25). For graphical representation, the ROC curve, Error Histogram (EH), and performance plot are shown.

$$CE = -t \times \log(y);$$  \hspace{1cm} (25)

where $t$ is the target value, and $y$ is the predicted value. The total cross-entropy performance is the mean of the individual values. Minimizing cross-entropy results in good classification, so lower cross-entropy values are good, whereas zero means no error. Percentage error ($\%E$) is also calculated that indicates the fraction of samples that are misclassified. A value of zero means no misclassification, and a value of 100 specifies maximum misclassifications.

In the first experiment, the results are achieved using only handcrafted Markov-based features. Classification of the 648-D feature vector is performed using the shallow neural network discussed in previous sections. For this purpose, the 1160-D feature vector in Figure 3 is replaced by a 648-D engineered feature vector while keeping all the processing steps the same. Figure 4 shows the ROC curve obtained on CASIA v1 and CASIA v2 for handcrafted features. The area under the curve for CASIA v2 is larger than CASIA v1.

### TABLE 2. Parameters used for training the network for classification.

| Parameter                  | Value |
|----------------------------|-------|
| Epochs                     | 1000  |
| Min_grad                   | 1e-6  |
| Maximum time to train (in seconds) | inf   |
| Max_fail                   | 6     |
| Lambda                     | 5.0e-7|
| Sigma                      | 5.0e-5|

### TABLE 3. Details of the datasets used for evaluation.

| Dataset     | original images | modified images | Image resolution | Image format |
|-------------|-----------------|-----------------|------------------|-------------|
| CASIA v1.0  | 800             | 925             | 384 x 256        | JPEG        |
| CASIA v2.0  | 7491            | 5123            | 240 x 160 to 900 x 600 | JPEG, TIFF, BMP |
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The handcrafted features performed well for low-resolution images with the use of transitional probabilities in the frequency domain. This difference in results of these datasets is because the two databases are different, and accordingly, have different qualities of authentic and forged images such as resolution and image file format types. Also, these outcomes exhibit that the manually engineered image features have a considerable difference in detection accuracy conditional to the dataset’s attributes. Hence, this issue can decrease the trustworthiness of the detection system that utilizes just engineered features.

In the second experiment, the performance of ResFeats is tested on both datasets, and the ROC curve for both datasets is shown in Figure 5. For execution, a pre-trained ResNet-18 model that was effectively trained on the ImageNet database is used. The model is loaded with ImageNet weights to initialize the parameters of the deep neural network. Features are extricated from the ‘pool5’ layer. For classification, our SNN model parameters are well-initialized, and the subsequent training process has shown rapid convergence. The network takes 5 seconds and 28 epochs to converge. The deep high-level features can detect the images having scaled and rotated forgeries. The experiments were also conducted by using Cb and Cr channels in the preprocessing step. The detection accuracy for the blue chrominance channel (Cb) was 72.17% and 79.8% for CASIA v1 and CASIA v2, respectively. Similarly, the detection accuracy has been checked for the red chrominance channel (Cr), and the values obtained for CASIA v1 and CASIA v2 were 60.34% and 72.5%, respectively.

In the final set of experiments, we tested the performance of the proposed combined features to detect forgeries. The ROC curve shown in Figure 6 depicts the performance of combined features classified using SNN. It is pretty clear from the graphs that the performance has improved as the curve is more towards the top left corner than the curves in Figure 4 and Figure 5. The combination of the features has resulted in improving the detection accuracy as both the features have complemented each other to overcome the weakness of the other.
Table 4 shows the cross-entropy error and percentage error for CASIA v1 and CASIA v2 to classify combined features using SNN. The cross-entropy error and percentage error for the training, validation, and testing phase have been calculated. Further, results are also shown in the form of an error histogram and performance plot to analyze the proposed approach’s results. Error histogram is used to visualize errors between target values and predicted values after training the SNN. It can be seen from Figure 7 that most of the errors range between -0.05089 to 0.04901. Around 700 instances from the test dataset and 701 instances from the validation dataset each have an error value of -0.05089. Similarly, 850 instances from the test dataset and 853 instances from the validation dataset have an error value of 0.04901. It can be seen in Figure 8 that the errors are more prominent as compared to the case of the CASIA v2 in Figure 7.

The method performed better in terms of accuracy as contrasted to state-of-art methods. Table 5 shows the comparison of the accuracy of handcrafted features alone, ResFeats and combined features, and other state-of-art methods based
on feature fusion for digital image manipulation detection. It is also observed that results for CASIA v1 are inferior to CASIA v2. The major reason for that is the difference between the two datasets. CASIA v1 is a much smaller dataset as compared to the CASIA v2 dataset, moreover, CASIA v1 contains only JPEG compressed images whereas
TABLE 5. Comparison of accuracy (%) on CASIA v1 and CASIA v2 datasets.

| Method                              | CASIA v1 | CASIA v2 | Feature set                      | Dimensionality |
|-------------------------------------|----------|----------|----------------------------------|----------------|
| Handcrafted features based          |          |          |                                  |                |
| Multi-texture[23]                   | 94.13    | 97.03    | LBP, LPQ, BSIF, BGP              | 19680          |
| Texture features[24]                | 97.4     | 98.6     | HOSF, HOG, and LBP               | -              |
| Entropy Filter and LPQ[25]          | 95.41    | 98.33    | Multi-scale LPQ                  | -              |
| DWT and LBP[26]                    | -        | 94.09    | Texture features                 | 1024           |
| Expansion and Maximization[27]      | 97.86    | 97.33    | Markov based features            | -              |
| Proposed Stream I                   | 94.56    | 97.21    | Markov based features            | 648            |
| Deep learning-based                 |          |          |                                  |                |
| Modified AlexNet[44]                | 96.85    | 97.44    | -                                | -              |
| SRM-CNN[45]                        | 98.04    | 97.83    | CNN-based descriptor             |                |
| Stacked Auto-Encoder (SAE)[46]      | -        | 91.09    | 3 Level 2D Daubechies Wavelet    | 450            |
| Proposed Stream II                  | 83.34    | 87.58    | Deep textural features           | 512            |
| Proposed approach                   | Fusion of handcrafted and deep features | 97.94 | 99.31 | ‘ReaFeats’ and Markov based features | 1160 |

CASIA v2 contains JPEG, TIFF, and BMP images. TIFF is a lossless file format and BMP images are uncompressed. A lot of information is lost in the process of JPEG compression which affects the detection results. It is witnessed that the proposed method either outdone or yielded competitive results.

V. CONCLUSION

Shrewd attackers craft forgeries in the digital images so that state-of-art forensics tools cannot track anomaly characteristics accurately. On the other hand, deep learning methods are well known to provide the wisdom to formulate high-level features suitable for classification problems. Moreover, carefully designed handcrafted features extracted from images also perform very well with comparatively good accuracies. However, after much experimentation by researchers, attackers hold an edge over state-of-art deep learning methods and manually engineered features in case of forgery detection. Therefore, this paper proposes a novel feature fusion-based approach that exploits RGB color space and luminance channels to trap forgeries in digital images. Our experiments demonstrated that the manually engineered Markov features based on transitional probabilities along four directions in Quaternion Discrete Cosine Transform are appropriate for identifying forged images using RGB color characteristics of low-resolution images. On the other hand, high-level deep image features based on luminance components and textural characteristics have performed up to the mark for false-negative cases of manually engineered features. Moreover, LBP-based pre-processing of raw images has immensely improved the classification of scaled and rotated images in benchmarked datasets. Consequently, by joining the two categories of image features, the detection accuracy is fundamentally upgraded compared to using a single method and other contemporary methods. The proposed fusion-based approach used 1160-D features and has state-of-art accuracy of 99.3% and 97.94% on CASIA v1 and CASIA v2 datasets, respectively. The authors are also investigating the reliability of the approach by implementing the proposed approach on other datasets as well. The proposed approach is promising for offline forensic analysis of digital images. However, for real-time analysis high dimensionality of fused features is the primary bottleneck. The authors will investigate novel approaches to decrease the feature complexity of the proposed fusion-based approach in the future.
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