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Abstract

Many IoT devices are vulnerable to attacks due to flawed security designs and lacking mechanisms for firmware updates or patches to eliminate the security vulnerabilities. Device-type identification combined with data from vulnerability databases can pinpoint vulnerable IoT devices in a network and can be used to constrain the communications of vulnerable devices for preventing damage. In this contribution, we present and evaluate two deep learning approaches to the reliable IoT device-type identification, namely a recurrent and a convolutional network architecture. Both deep learning approaches show accuracies of 97% and 98%, respectively, and thereby outperform an up-to-date IoT device-type identification approach using hand-crafted fingerprint features obtaining an accuracy of 82%. The runtime performance for the IoT identification of both deep learning approaches outperforms the hand-crafted approach by three magnitudes. Finally, importance metrics explain the results of both deep learning approaches in terms of the utilization of the analyzed traffic data flow.

*Corresponding authors: {greis,steinhage}@cs.uni-bonn.de
1 Introduction

The Internet of Things (IoT) is a collective term for technologies that enable physical and virtual objects to be networked in order to make them work together. An IoT device is a single agent in an IoT network, such as those devices found in a smart home network, e.g., smart doorbells, smart locks, smart heating control, smart refrigerators, smart speakers and others. The total number of IoT devices installed worldwide is estimated at 75.44 billion by 2025, \cite{Statista:2019}. IoT devices may suffer from poor security designs and missing firmware updates or patches to eliminate security vulnerabilities \cite{Nakajima:2019}. Therefore, IoT devices with unpatched vulnerabilities may coexist with other devices in home and office networks thereby opening up new attack vectors.

Securing such networks showing the presence of vulnerable devices can be implemented in three steps: (1) identification of the IoT device types, (2) vulnerability assessment based on querying repositories like the CVE database \cite{MITRECoop:2020} for vulnerability reports, and (3) application of a mitigation strategy to maintain as much functionality as possible while minimizing the risk of harm \cite{Miettinen:2017}.

1.1 Contributions

This study contributes a methodological evaluation of two deep learning approaches to implement the first step in the aforementioned processing pipeline, i.e., the automated identification IoT device types. More specifically, we apply a deep Convolution Neuronal Networks as well as a deep Recurrent Neural Network to the automated identification IoT device types based on raw traffic data. The evaluation shows that both deep learning approaches not only outperform the up-to-date approach proposed by Miettinen et al. \cite{Miettinen:2017} but also apply representation learning to learn automatically relevant features for the device type identification from raw data and thereby solve the problem of hand-designing such features \cite{Bengio:2013}.

2 Related Work

Approaches to the automated identification of IoT devices based on traffic data can be divided into three different categories:

2.1 Targeting device-specific hardware & software configuration

Approaches of this category focus on hardware or software specific characteristics of individual IoT devices, e.g., Gligor et al. \cite{Gligor:2008} and Cache \cite{Cache:2006}). But the usage of drivers and hardware characteristics to identify IoT devices can be insufficient since the same hardware components and drivers may be used in a wide variety of different device types. However, the usage of hardware specific features like clock offset or unique network interface cards \cite{Kohno:2005} is too specific if one is interested in the identification the device types since vulnerability does not affect a single device but always the entire device type. This issue also affects approaches that use fingerprints based on wireless communication since IoT devices may use wireless communication but also may use LAN or proprietary communication techniques.

2.2 Targeting Network Communications Fingerprints

This second category includes all methods where additional communications fingerprints are derived from traffic data. Miettinen et al. \cite{Miettinen:2017} derived manually characteristic features while
Marchal et al. (2019) employed broadcast frequencies and unsupervised learning. Both approaches refer mainly to the (not encrypted) communication characteristics and less to the content of the respective (encrypted) packages. But this way, not all available information is used. Even encrypted data contains worth-full patterns for the identification of IoT device types (Wang et al., 2017).

2.3 Targeting Raw Network Data

Approaches of this category work on raw and unprocessed data. Wang et al. (2017) classify malware just using raw traffic data without deriving malware characteristic features manually. Instead, they use raw traffic data packets to train a deep convolutional neural network to identify different classes of malware. In order to improve the accuracy of the network, they suggest to choose sessions instead of flows or complete recordings for training and predictions of the neural network.

3 Material and Methods

The approach of the IoT SENTINEL project (Miettinen et al., 2017) to secure IoT networks with vulnerable devices and its three-step processing pipeline (IoT device type identification, vulnerability assessment, mitigation strategy) forms the appropriate framework for our study on improvement of the first step, i.e., the IoT device type identification. Furthermore, we will use the identification results of the IoT Sentinel project as a baseline for evaluating our proposed deep learning approaches. Therefore, we will also use the data set of the IoT SENTINEL project.

3.1 SENTINEL Data set

The device-type identification of the IoT SENTINEL approach is based on monitoring the communication during the setup processes of the devices to generate device-specific fingerprints. For each device, the setup process was performed 20 times. After each setup, a hard reset of the device was performed to allow reuse. The IoT SENTINEL data set was recorded for 27 IoT device types that are summarized in table 1.

The PCAP recordings of the IoT SENTINEL data set were collected using a Linux laptop as a gateway. Via this gateway, a man in the middle attack collected all ongoing packets while the setup procedures. The data set covered a wide range of common smart home devices, covering the following areas: intelligent lighting, home automation, security cameras, household equipment and condition monitoring devices. Most of the tested devices were connected to the user’s network via WiFi or Ethernet. However, some devices used other IoT protocols such as ZigBee or Z-Wave for indirect connection to the network via an Ethernet or WiFi hub device.

3.1.1 IoT SENTINEL Features

For each new device $n$ packets $p_1, p_2, ... p_n$ are recorded during its setup phase. Miettinen et al. (2017) derive 23 manually designed packet features that works independently of packed payload data and ensures that the features can also be extracted for encrypted communication. An overview over all features are given in table 2.

Therefore, a device setup yields for each recorded packet $p_i$ a vector $(f_{1,i}, f_{2,i}, ... f_{23,i})$ and for each device a fingerprint in terms of a $23 \times n$ matrix $F$ with each column representing a packet received with order $i \in \{1, 2, ... n\}$ and each row representing a packet feature.
Table 1: IoT device types of the IoT SENTINEL dataset (Miettinen et al., 2017).

| Identifier      | Device Model                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| Aria            | Fitbit Aria WiFi-enabled scale                                              |
| HomeMaticPlug   | Homematic pluggable switch HMIP-PS                                           |
| Withings        | Withings Wireless Scale WS-30                                               |
| MAXGateway      | MAX! Cube LAN Gateway for MAX! Home automation sensors                      |
| HueBridge       | Philips Hue Bridge model 3241312018                                          |
| HueSwitch       | Philips Hue Light Switch PTM 215Z                                            |
| EdnetGateway    | Ednet.living Starter kit power Gateway                                       |
| EdnetCam        | Ednet Wireless indoor IP camera Cube                                          |
| EdimaxCam       | Edimax IC-3115W Smart HD WiFi Network Camera                                 |
| Lightify        | Osram Lightify Gateway                                                      |
| WeMoInsightSwitch| WeMo Insight Switch model F7C029de                                           |
| WeMoLink        | WeMo Link Lighting Bridge model F7C031vf                                    |
| WeMoSwitch      | WeMo Switch model F7C027de                                                  |
| D-LinkHomeHub   | D-Link Connected Home Hub DCH-G020                                          |
| D-LinkDoorSensor| D-Link Door Window sensor                                                   |
| D-LinkDayCam    | D-Link WiFi Day Camera DCS-930L                                              |
| D-LinkCam       | D-Link HD IP Camera DCH-935L                                                 |
| D-LinkSwitch    | D-Link Smart plug DSP-W215                                                   |
| D-LinkWaterSensor| D-Link Water sensor DCH-S160                                                 |
| D-LinkSiren     | D-Link Siren DCH-S220                                                        |
| D-LinkSensor    | D-Link WiFi Motion sensor DCH-S150                                           |
| TP-LinkPlugHS110| TP-Link WiFi Smart plug HS110                                                |
| TP-LinkPlugHS100| TP-Link WiFi Smart plug HS100                                                |
| EdimaxPlug1101W | Edimax SP-1101W Smart Plug Switch                                            |
| EdimaxPlug2101W | Edimax SP-2101W Smart Plug Switch                                            |
| SmarterCoffee   | Smarter SmarterCoffee coffee machine SMC10-EU                               |
| iKettle2        | Smarter iKettle 2.0 water kettle SMK20-EU                                   |

Table 2: Description of the 23 manually designed packet features of IoT SENTINEL. All features are binary except those marked as “(integer)” (Miettinen et al., 2017).

| Type                | # Features | Features                                                                 |
|---------------------|------------|--------------------------------------------------------------------------|
| Link layer protocol | 2          | ARP / LLC                                                               |
| Network layer protocol | 4   | IP / ICMP / ICMPv6 / EAPoL                                               |
| Transport layer protocol | 2   | TCP / UDP                                                               |
| Application layer protocol | 8   | HTTP / HTTPS / DHCP / BOOTP / SSDP / DNS / MDNS / NTP                   |
| IP options          | 2          | Padding / RouterAlert                                                   |
| Packet content      | 2          | Size (integer) / Raw data                                               |
| IP address          | 1          | Destination IP counter (integer)                                         |
| Port class          | 2          | Source (integer) / Destination (integer)                                 |
3.1.2 Traffic Samples of SENTINEL Data set

Given the 27 device types and 20 setups per device type the IoT SENTINEL data set comprises 540 device setups yielding 18923 feature sets as seen in table 3. Device fingerprints have variable size (i.e. number of packages) and consecutive identical packets are discarded from the feature set perspective.

| Data set Name     | Total samples | Device types | Format |
|-------------------|---------------|--------------|--------|
| SENTINEL PCAP     | 540           | 27           | PCAP   |
| SENTINEL Feature  | 18923         | 27           | CSV    |

While IoT SENTINEL uses the manually designed fingerprints of the 540 setups for device type identification (cf. section 3.1.3), we will apply two deep learning approaches to the original byte streams of the setups (cf. sections 3.2, 3.3).

3.1.3 Device Type Identification in IoT SENTINEL

The IoT SENTINEL approach of Miettinen et al. (2017) proposes a two-step approach to the IoT device type identification. First, a Random Forest classification algorithm (Breiman, 2001) is applied in a “one classifier per device type” approach. Given 27 different device types, 27 Random Forests are trained, each on the fingerprints of the devices of one device type. In the identification phase, each of these 27 trained Random Forests yield binary decision whether an unknown input fingerprint belongs to the corresponding device type or not. But an unknown fingerprint may match several device types during the “one classifier per device type” identification process yielding multiple device type candidates. Therefore, the similarity of the unknown fingerprint with the fingerprints from each device type candidate is used to make the final decision. The fingerprint comparison is done by computing the Damerau-Levenshtein edit distance (Damerau, 1964) that measures the numbers of insertions, deletions, substitutions and immediate transpositions of characters.

3.2 CNN-based Device Type Identification

Convolution Neural Networks (LeCun et al., 2015), or CNNs for short, form currently one of the most popular approaches to representation learning, especially in the fields computer vision and visual recognition. Therefore, the application of a CNN architecture to the raw network traffic data of the IoT SENTINEL data set will result in an end-to-end learning not only of the identification of the IoT device types but also of the features relevant for this identification process. Such an approach, i.e., network traffic analysis using CNNs has been first proposed by Wang et al. (2017) for malware traffic detection and classification.

Since most CNN architectures are designed to process images, the first step is a simple transformation of the raw traffic data into images. Following the approach of Wang et al. (2017) and assuming that a significant long part of the setup traffic data will suffice for the device type identification, we transform the raw traffic data of each device setup the first 784 bytes into a gray-value image of size $28 \times 28$ pixels where each pixel depicts a gray-value between 0 (black) and 255 (white). If a setup shows less than 784 bytes, the values of the remaining pixels are set to 0 (black) (cf. figure 1).
Figure 1: Gray-value images generated from the first 784 bytes of the device setups of Ednet-Gateway, HueSwitch, MAXGateway and SmarterCoffee (l.t.r.).

The size of the processed data and the size of the generated images are both comparable to those in the classic MNIST data set of handwritten digits (LeCun et al., 2020). Therefore, Wang et al. (2017) proposed a CNN architecture similar to that of LeNet-5 (LeCun et al., 1995). We also designed a CNN architecture similar to that of LeNet-5 but showing more channels. The CNN first reads traffic images of size of $28 \times 28 \times 1$. The first convolution layer $C1$ performs a convolution operation with 32 kernels of size of $5 \times 5$ without padding. The results of the convolution layer $C1$ are 32 feature maps of size of $24 \times 24$. These feature maps are downsampled via a $2 \times 2$ average pooling operation resulting in 32 feature maps of size of $12 \times 12$. The kernel size of the second convolution layer $C2$ is also $5 \times 5$ without padding but has 64 channels. This results in 64 feature maps of size of $8 \times 8$ and after a second average pooling in 64 feature maps of size of $4 \times 4$. The flattened version of these 1024 neurons is used as input for two fully connected layers with 120 and 84 neurons resulting in a Softmax output layer of 27 neurons for the 27 device types (cf. table 4).

Table 4: The architecture of the CNN-based IoT device type identification.

| Input | Layer       | Output   |
|-------|-------------|----------|
| 28*28*1 | Conv 32 filter 5 filter size |
| 24*24*32 | Avg Pooling 2*2 pooling |
| 12*12*3 | Conv 32 filter 5 filter size |
| 8*8*64 | Avg Pooling 2*2 pooling |
| 4*4*64 | Flatten |
| 1024 | Dense 120 neurons |
| 120 | Dense 84 neurons |
| 84 | Softmax 27 neurons |

3.3 LSTM-based Device Type Identification

Network traffic data is a sequential flow of data. First of all, the IP header files contain key information about the subsequent data transmission. Then, for many packets not only the content is decisive but also their local and global context within a session. This is strongly reminiscent to Natural Language Processing (NLP), since natural language is spoken and written as sequences of words and sentences.

Long short-term memory networks, or LSTMs for short, are a variation of artificial recurrent neural networks (RNN) used for processing sequential data as in NLP (Hochreiter and Schmidhuber, 1997). In contrast to other RNN architectures, LSTMs can efficiently keep track of arbitrary
long-term dependencies in the input sequences. Additionally, the LSTM approach overcomes the so-called vanishing gradient problem that can be encountered when training traditional RNNs with Backpropagation Through Time (BPTT) (e.g., Werbos [1990]). But standard BPTT requires saving the entire history of inputs and internal activations of the forward pass for use in the backpropagation step. This requirement is computationally expensive and memory intensive for long input sequences. Therefore, Williams and Zipser [1995] and Sutskever et al. [2013] proposed Truncated Backpropagation Through Time (TBPTT) as an efficient approximation where the input sequence is treated as fixed length subsequences, so-called chunks.

For an LSTM-based device type identification using the raw network traffic data, the LSTM architecture shows first two LSTM layers followed by a 20% dropout to prevent overfitting and than two fully connected dense layers classifying the results (cf. table 5). To provide a comparative evaluation of the CNN-based and the LSTM-based device identification, the input of the LSTM architecture is also restricted to the first 784 bytes of the setup traffic.

Table 5: The architecture of the LSTM-based IoT device type identification.

| Input | Layer     | 128 units returning sequence |
|-------|-----------|-----------------------------|
| 784   | LSTM      | 128 units                   |
| 128   | LSTM      | 128 units                   |
| 128   | DropOut   | 0.2                         |
| 128   | Dense     | 64 neurons                  |
| 64    | Softmax   | 27 neurons                  |

3.4 Feature Importance

While deep neural networks in general have turned out to be extremely powerful in the development of intelligent systems they suffer from the lack of transparency due to their multilayer nonlinear structure, limiting the interpretability of the solution. In response, various methods have been proposed to explain the results of such complex models, e.g., Mean Decrease Accuracy (MDA) (Breiman 2001), Conditional Permutation Importance (CPI) (Strobl et al. 2008) or SHapley Additive exPlanations (SHAP) (Lundberg and Lee 2017). We employ the SHAP approach, since SHAP measures feature importance at a local level to understand each particular decision and at a global level to understand the complete model.

4 Evaluation and Discussion

All code of the implementation and evaluation was written in Python 3. For the implementation of the machine learning methods we used the Python library Scikit. Furthermore we used the Python framework Keras for the implementation of the deep learning models. All experiments were performed on Colab. Google Colaboratory is a research project for prototyping machine learning models on powerful hardware. It provides a Jupyter notebook environment for interactive development that runs in the cloud. The instance we used in our experiment had a NVIDIA Tesla T80 GPU, 16GB Ram, and an Intel(R) Xeon processor.
4.1 Network Traffic Representation

To apply deep learning to the network traffic data, first some initial data preprocessing has to be employed. Second, the continuous traffic stream must be split into discrete units of a certain level of granularity.

Our preprocessing follows the proposal of Wang et al. (2017), i.e., IP and MAC information is removed from the traffic data by randomization, usually called traffic anonymization or sanitization (Koukis et al., 2006) to avoid negative impact of this information to the feature learning of the neural networks. Additionally, packets that have no application layer as well as empty and duplicated files are removed.

With respect to the granularity level of the traffic representation, there are several ways to partition the traffic stream including TCP connection, flow, session, service/protocol, or used host (Dainotti et al., 2012). In this study, sessions are the granularity level of choice since sessions provide for training of deep learning approaches on the one hand a sufficient high number of samples and on the other hand sufficient information per sample. While flow is only a uni-directional transfer between a pair of (IP address, port) using the same transport-level protocol, type of service, and input interface, a session is the bi-directional transfer between this pair of (IP Address, Port) and therefore the sum of the flows in both directions. Given 20 setups per device type and therefore 540 setups for all 27 device types, 15023 sessions are now available for training and testing of both deep learning approaches.

4.1.1 Class Weighting

The data set shows a highly unbalanced data distribution with respect to the IoT device types (cf. figures 2 and 3). The average number of sessions per device type is 559.8 with a standard deviation of 904.64. Additionally, 20% of all sessions can be found for the two device types HueBridge and HueSwitch. Training with unbalanced data could yield lower identification accuracy for device types that are underrepresented in the training data. Furthermore, device types that are overrepresented in the training can be overfitted in training. Therefore, we apply class weighting by assigning individual weights to all device types according to their number of sessions in the training data. For the weight calculation we used the following definition:

\[ w_d = \frac{\text{max}_N}{n_d} \]

where \( w_d \) is the weight of device type \( d \), \( \text{max}_N \) is the maximum number of sessions found for a device type, and \( n_d \) is the number of sessions of device type \( d \).
4.2 Comparative Evaluation of CNN vs LSTMs

All samples are split into train and test data sets with a train-test ratio of 0.8 : 0.2 using random selection to ensure that the train and test data sets are representative of the original data set. Table 6 summarizes the identification performances of the CNN model and the LSTM model applied to complete setups and to single sessions using accuracy, precision and recall values of the average top-1 scores with

\[
\text{accuracy} = \frac{TP + TN}{P + N}, \quad \text{recall} = \frac{TP}{TP + FN}, \quad \text{precision} = \frac{TP}{TP + FP}
\]
for identification results $P = \text{all positives}$, $N = \text{all negatives}$, $TP = \text{true positives}$, $TN = \text{true negatives}$, $FP = \text{false positives}$, $FN = \text{false negatives}$.

The employed CNN shows the LeNet-5 architecture adapted as described in section 3.2. The employed LSTM uses TBPTT as described in section 3.3. Table 6 shows that both approaches show by far better identification results when applied to single sessions instead of complete setups.

Table 6: IoT device identification performance of the CNN model and the LSTM model applied to complete setups and to sessions.

| Model / Granularity | Accuracy | Precision | Recall |
|---------------------|----------|-----------|--------|
| CNN on setups       | 0.684    | 0.606     | 0.549  |
| LSTM on setups      | 0.633    | 0.639     | 0.652  |
| CNN on session      | 0.982    | 0.985     | 0.983  |
| LSTM on session     | 0.971    | 0.963     | 0.972  |

The accuracy vs. epoch plot of figure 4 depicts additional aspects of the deep learning-based device identification based on session classification. The modified LeNet-5 trained on 80 epochs achieves the best accuracy with 98%. Already after 25 epochs it reaches an accuracy of 90%. The LSTM benefits significantly from more epochs. This dependency is due to the different number of parameters to be trained. While the LeNet-5 only has to learn a few hundred thousand parameters, the LSTM has several million parameters to be learned.

Figure 4 compares also the LSTM approach with and without TBPTT showing the significant added value of TBPTT.

Figure 4: The accuracy vs. epoch plots of the LeNet-5 CNN, the LSTM with TBPTT and the LSTM* without TBPTT.

The normalized confusion matrices of figure 5 and the cutouts of figure 6 show that some device groups (e.g., DLink, TP-Link) are particularly difficult to distinguish for the LSTM: Devices of the same manufacturer are more difficult to distinguish because they share indistinguishable software and exchange data with similar servers and therefore have comparable communication...
Figure 5: Confusion matrices of IoT device type identification using CNN(l.) and LSTM(r.), respectively.

D - Link | DoorSensor | HomeHub | Sensor | Siren
---------|------------|---------|--------|--------
DoorSensor | 0.92 | 0.08 | 0.00 | 0.00 |
HomeHub | 0.10 | 0.89 | 0.00 | 0.00 |
Sensor | 0.00 | 0.01 | 0.99 | 0.00 |
Siren | 0.00 | 0.00 | 0.00 | 0.99 |

(a) CNN

D - Link | DoorSensor | HomeHub | Sensor | Siren
---------|------------|---------|--------|--------
DoorSensor | 0.91 | 0.04 | 0.00 | 0.00 |
HomeHub | 0.06 | 0.89 | 0.02 | 0.00 |
Sensor | 0.04 | 0.11 | 0.84 | 0.00 |
Siren | 0.00 | 0.00 | 0.00 | 0.98 |

(b) LSTM

Figure 6: Cutouts of the confusion matrices of fig. 5. CNN avg: 0.9475, LSTM avg: 0.9050

4.2.1 Runtime Performance

Figure 7 reports the average runtime for IoT device type identification for both deep learning approaches in comparison with the original Sentinel approach based on random forest classification and edit distance discrimination. Both deep learning approaches show better runtime performances of about three magnitudes.
| Methode  | Mean  | StDev |
|---------|-------|-------|
| SENTINEL | 150 ms | 170.6 ms |
| CNN     | 0.2 ms | 0.09 ms |
| LSTM    | 0.67 ms | 0.14 ms |

Figure 7: The average time for device-type identification per method.

4.3 Feature Importance Analysis

In order to gain insight into the decision making process of both deep learning approaches, the feature importance method SHAP [Lundberg and Lee (2017)], specifically the GradientExplainer of the shap Python package, is utilized. It computes the importance of features, and in our case bytes in the network traffic, by averaging their contribution to the prediction across the entire Sentinel data set.

As described in section 3.2, in the CNN-based approach the bytes of the raw traffic data are converted into a gray-value images of size $28 \times 28$ pixels, i.e., 28 rows and 28 columns, where each pixel represents one byte of the traffic data by depicting its value as a gray-value between 0 (black) and 255 (white).

Figure 8a shows that the first bytes in row 1 are, on average, considered most important for device type identification with CNN. For individual device types, bytes in the neighbouring rows 0 and 2 also demonstrate significant importance peaks. This is consistent with the notion of packets located at the start of the setup protocol being of significance due to them containing header files and unencrypted data. Furthermore, the CNN’s utilization of these bytes is coherent with Sentinel’s manual fingerprint generation (cf. section 3.1.2 which also exploits header files’ data).

Figure 8: Byte importance scores for CNN and LSTM. Each grid cell represents a row in the 2D representation. Rows containing local importance peaks are highlighted. Max. value at byte index 50 for both models: 0.0446/0.0349, compared to the average value: 0.0013
Figure 8a additionally shows peaks for individual bytes and byte groups residing in latter rows, e.g. 3-7, 10-11, 17-18, 23-24 and 26. Averaging byte contributions across device types individually (in contrast to the entire Sentinel data set) shows further bytes useful for classifying a singular device type. This suggests that encrypted data located in subsequent rows holds information pertaining to device type specific characteristics. Moreover, this explains the inferior prediction performance when using manually generated fingerprint of the original Sentinel approach, which do not make use of encrypted data.

Though LSTM’s (cf. section 3.3) importance values in figure 8b also display peaks in the starting rows, they constantly diminish across the input range, lacking any significant bytes/byte groups. This may explain LSTM’s inferior performance when compared to CNN by reason of its inability to extract information from specific bytes/byte groups as well and instead focusing on a more global context, evident by the homogeneous importances seen in figure 8b, especially in rows 2-7.

5 Conclusion and Future Work

This study contributed a methodological evaluation of two deep learning approaches, namely Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN) in terms of the Long short-term memory (LSTM) architecture to implement the automated identification of IoT device types based on raw traffic data. The evaluation not only covers identification performance and runtime performance but also includes an explainability-based evaluation. The results are compared to an up-to-date IoT device-type identification approach using hand-crafted fingerprint features.

The identification performance shows accuracies of 97% and 98% for the CNN model and the LSTM model, respectively. Both models thereby outperform hand-crafted identification approach obtaining an accuracy of 82%. The runtime performance for the IoT identification shows average runtimes of 0.2 ms and 0.67 ms for the CNN model and the LSTM model, respectively. Both models thereby outperform the hand-crafted identification approach by three magnitudes. The explainability-based evaluation shows that the LSTM model utilizes mostly the starting bytes of traffic data and acts thereby coherent with hand-crafted identification approach using that also exploits header files’ data. The CNN model in turn also utilizes the starting bytes but additionally put emphasis on individual bytes and byte groups residing the ongoing traffic data flow. This suggests that encrypted data located in the subsequent data flow holds information pertaining to device type specific characteristics and therefore shows an added value for the IoT device-type identification.

Future Work should include a look at the transformer networks that are replacing more and more recurrent networks and in particular LSTM. Currently, transformer’s networks promise to converge in training faster with smaller training data sets compared to LSTM. Lastly, few-shot and one-shot learning would also serve this approach because new IoT devices could be learned only on a few samples.
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