Exploiting orientation-selective DEER: determining molecular structure in systems containing Cu(II) centres†
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Orientation-selective DEER (Double Electron-Electron Resonance) measurements were conducted on a series of rigid and flexible molecules containing Cu(II) ions. A system with two rigidly held Cu(II) ions was afforded by the protein homo-dimer of copper amine oxidase from Arthrobacter globiformis. This system provided experimental DEER data between two Cu(II) ions with a well-defined distance and relative orientation to assess the accuracy of the methodology. Evaluation of orientation-selective DEER (os DEER) on systems with limited flexibility was probed using a series of porphyrin-based Cu(II)–nitroxide and Cu(II)–Cu(II) model systems of well-defined lengths synthesized for this project. Density functional theory was employed to generate molecular models of the conformers for each porphyrin-based Cu(II) dimer studied. Excellent agreement was found between DEER traces simulated using these computed conformers and the experimental data. The performance of different parameterised structural models in simulating the experimental DEER data was also investigated. The results of this analysis demonstrate the degree to which the DEER data define the relative orientation of the two Cu(II) ions and highlight the need to choose a parameterised model that captures the essential features of the flexibility (rotational freedom) of the system being studied.

Introduction

Pulse dipolar spectroscopy (PDS) is a powerful technique providing structural information in biological and materials sciences applications by measurement of the distance (from ca. 1.5 to 8 nm for protonated systems and ≥10 nm in deuterated systems)1,2 and, in favourable cases, orientations between two paramagnetic spin probes. As the majority of biomolecules are naturally diamagnetic, PDS studies on such systems typically employ spin labels, for example the nitroxide MTSL (5-(2,2,5,5-tetramethyl-2,5-dihydro-1H-pyrrol-3-yl)methylmethanesulfonothioate) which can be attached selectively to the protein of interest through site directed spin labelling of a targeted cysteine residue and formation of a covalent disulfide linkage.3

The results of PDS report directly on the inter-spin dipolar interaction, from which a distance distribution can be easily computed for experiments without orientational selection using Tikhonov regularization.4 The distance distribution obtained can yield information on the flexibility of the spin label tether and/or any structural disorder in the molecule.5,6 However, at the typically employed X- and Q-band frequencies, the inherent flexibility of the MTSL tethers often results in a loss of all inter-spin orientation information.7 Although orientation selection may complicate the analysis, its presence can provide a wealth of additional information about the molecular system if it can be successfully measured and modelled.8–10

Intrinsic paramagnetic centres in biomolecules are, in principle, ideal spin probes to be exploited in a PDS experiment.11,12 They are usually fixed rigidly within their parent biomolecule resulting in very accurate and narrow inter-spin distance distributions.
Conversely, significant flexibility and/or disorder of the protein structure (e.g., unfolded proteins or different conformations) will dominate the distance distribution profile allowing assessment and quantification of these factors. Intrinsic Cu(II) centres constitute important spin probes for PDS as they occur widely in biology; for example in hemocyanin, laccases, superoxide dismutases and ceruloplasmin. Many biomolecules contain other naturally occurring metal cations, e.g. zinc (found in the zinc finger domains of many DNA binding proteins), iron (present in the plethora of heme containing proteins) or manganese (occurring in Arginase, a member of the ureohydrolase family of enzymes). Whilst many of these metal cations are paramagnetic themselves, their replacement by Cu(II), if chemically feasible, would be advantageous as its relatively long relaxation times and low g-value anisotropy make it a suitable candidate for PDS studies. Biologically copper is important, for example the binding of Cu(II) to amyloid-beta fibrils of Alzheimer’s disease has also been observed. Copper centres have recently been incorporated into the helix of DNA using tailored metal mediated base pairs, providing a rigid spin probe for potential PDS spectroscopy studies. Furthermore, copper has been incorporated into a protein structure in the form of a copper binding loop and distances between this centre and a nitroxide spin label probed using both DEER (Double Electron Electron Resonance), synchronously PELDOR (Pulsed Electron Double Resonance), and relaxation measurements. It has also been shown that in some proteins copper can associate selectively with histidine residues, allowing the inter-residue distance to be used to identify the site of interaction. Based upon this, a bis-histidine moiety has been designed as a selective binding site for copper and been shown to provide a stable copper based spin label for DEER experiments. Alternatively a cysteine specific copper tag has been synthesised, that can be attached to the protein via a disulfide linkage in a similar manner to the nitroxide MTSL mentioned previously.

Here we study molecules containing Cu(II) centres with orientation selective PDS experiments using three and four-pulse DEER. The orientation selectivity is a result of the microwave pulses exciting only a small part of the Cu(II) EPR spectrum: at X-band (~9.5 GHz), the Cu(II) spectrum extends over some 500 MHz due to g-anisotropy and the copper hyperfine couplings whilst the bandwidth of a typical π/2 pulse (e.g., 16 ns) does not exceed 50 MHz. This selectivity of the microwave (mw) pulse results in a particular DEER experiment only exciting a relatively small set of molecular orientations of the pair of Cu(II) spins (inter-spin vectors) with respect to the magnetic field vector, B₀.

To date there have been several DEER reports using Cu(II) ions. The first such study was carried out on a homo-dimer of the protein Azurin by van Amsterdam et al. who extracted an approximate distance but no orientation information. Cu(II)–Cu(II) distances were also measured in a protein (multi-copper nitrate reductase) by van Wonderen et al. who applied a relaxation filter to distinguish between different copper centres, however their study did not account for orientation effects. More recently, Meza et al. measured inter-copper distances in Superoxide Dismutase (SOD1) using both DEER and 6-pulse Double Quantum Coherence (DQC) at Ku-band (17 GHz).

Although orientation selection was considered, the effect was determined to be small due to the relative orientation of the two copper centres and no account was made of this in the analysis. Orientation selection was also observed although not analysed by Natt et al. on a copper bisnitroxide model system. The first orientation-selective DEER analysis study on Cu(II)–NO⁺ model systems was presented by Bode et al. who used a geometric model, based on a 15° bend of the linker and rotation of the nitroxide moiety around this linker, as the basis for their simulations. The use of the nitroxide moiety significantly simplified the orientation analysis as only the Cu(II) orientational selection needed to be considered. The orientation selection between a Cu(II)–nitroxide spin pair was also considered by Abdullin et al. who used this information to allow for the trilateration of the position of the bound copper ion within a monomer of Azurin that had been labelled with MTSL nitroxide at known positions.

Saxena et al. studied two Cu(II) centres each coordinated by the hexapeptide sequence PHGGGW which is implicated in a number of prion diseases, with each copper moiety linked by a number of proline amino acids (PHGGGPXHGGGW, with variable X). The initial system, PHGGGWPWHGGGW with Cu(II) coordinated, did not show any orientation selectivity due to the system geometry. Using a chemically similar but geometrically different model system (PHGGGWPWHGGGW) the same authors were able to perform an orientational analysis of two copper centres using a generic molecular model, which may not be applicable in all circumstances, as discussed below. Marko et al. discussed a model free approach using data from rigid bisnitroxide systems fitted using a simulated DEER trace library to reconstruct the experimental data. However, the symmetry of the spin system prevented determination of a unique solution. Currently no universal single method exists for the analysis of orientation-selective DEER with a distribution of spin–spin distances and orientations and consequently best results rely on some prior structure knowledge to reduce the number of possible solution sets.

The aim of this study is to explore the limits and capabilities of orientation-selective DEER in extracting distance and orientation information from systems containing two Cu(II) spins. Firstly, we investigated the homo-dimer of copper amine oxidase from Arthrobacter globiformis, a protein system embedding two tightly coordinated Cu(II) centres well characterized by high quality X-ray data. Next we examined a series of porphyrin-based Cu(II)–Cu(II) rod-like molecules of differing lengths with a reasonably large degree of conformational flexibility and, in addition, the corresponding Cu(II)–NO⁺ and NO⁺–NO⁺ systems. Different models were analysed with regard to their capability of describing the conformational flexibility and the resulting orientation-selective DEER traces.

**Experimental**

**Experimental synthesis**

The model compounds were designed to be semi-rigid rods holding the two radical labels a fixed distance apart. Cu(II)–Cu(II) (1–5),
Cu(n)-NO\textsuperscript{*} (6 and 7) and bisnitroxide, NO\textsuperscript{*}-NO\textsuperscript{*} (8), derivatives were prepared by multi-step synthesis to provide benchmark measurements against which the accuracy of the modelling could be reliably ascertained. The stability and convenient synthesis and purification routes of the tetraphenyl porphyrin template made it the obvious choice of copper-chelating moiety for this study. Attempts to use several other well-known Cu(n) ligands were not successful due to the formation of polymeric material during coordination to Cu(n) under a range of conditions. The amide functionality acts as a type of 'circuit breaker' diminishing the through-bond electronic exchange that could occur between the two paramagnetic centres impeding the determination of accurate distances. To minimize the level of uncertainty in the spin–spin distances and orientations, the central spacers were designed to be as stable and rigid as possible. However, the DFT calculations (below) show that the molecules still exhibit a significant angular flexibility.

The target molecules were prepared by the peptide coupling of 5-(4-aminophenyl)-10,15,20-triphenylporphyrin (TPPNH\textsubscript{2})\textsuperscript{38,39} or 4-aminotemPO with the requisite 1,4-phenyl dicarboxylic acids, and subsequent metallation with Cu(n). With the exception of terephthalic acid which was commercially available and 1,1-biphenyl-4,4'-dicarboxylic acid (available as the diester), the diacids containing 3–5 phenyl groups in the central linkers were prepared with Suzuki coupling reactions and subsequent ester hydrolysis. Polyaromatic molecules often suffer from solubility problems which can be circumvented by the attachment of aliphatic sidegroups, as for instance employed by Godt \textit{et al.}\textsuperscript{40} in the synthesis of model bisnitroxides for use in their DEER methodology work. For compounds with three or more phenyl groups in the central linker it was necessary to employ this strategy. The two smaller compounds, with 1- and 2-phenyl groups as the central spacer, did not suffer from significant solubility problems. BOP (benzotriazol-1-yloxytris(dimethylamino)-phosphonium hexafluorophosphate) coupling with an excess of the TPPNH\textsubscript{2} congener in all cases afforded the diporphyrin proligands or 4-amino-TEMPO with the requisite 1,4-phenyl dicarboxylic acid, respectively and 0.8

Sample preparation

Samples of Cu(n)-Cu(n), Cu(n)-NO\textsuperscript{*} and NO\textsuperscript{*}-NO\textsuperscript{*} model systems (compounds 1–8) were prepared to a concentration of 0.1 mM in a 1 : 1 : 1 mixture of chloroform : toluene : THF. Toluene was included to prevent \pi-stacking of aromatic rings of the compounds and a chloroform/THF mixture was found to form a suitable frozen glass. To account for the different relaxation properties of Cu(n) and nitroxides, EPR measurements on the Cu(n)-Cu(n) systems (1–5) were conducted at 15 K, those on the Cu(n)-NO\textsuperscript{*} systems (6 and 7) at 25 K and those on the NO\textsuperscript{*}-NO\textsuperscript{*} (8) system at 50 K. These temperatures were chosen as they provided the most favourable combinations of \( T_1 \) and \( T_2 \).

Recombinant copper amine oxidase from \textit{A. globiformis} (AGAO) with a C-terminal Strep-tag II, was prepared in \textit{E. coli} according to the method of Juda \textit{et al.}\textsuperscript{41} A stock solution of strep-tagged copper amine oxidase was prepared using 120 mg ml\textsuperscript{-1} (1.7 mM concentration of the protein monomer) in 50 mM Hepes buffer at pH 7.2. This stock solution was diluted, adding 30% glycerol by volume to produce the EPR sample containing ca. 1.2 mM concentration of the protein monomer. EPR measurements on this system were also conducted at 15 K.

**DEER spectroscopy**

Experiments were recorded at X-band on a Bruker Elexsys E680 pulsed spectrometer equipped with an Oxford Instruments cryostat using a 3 mm split-ring Bruker resonator (EN 4118X-MS3). DEER experiments with Cu(n)-NO\textsuperscript{*} and NO\textsuperscript{*}-NO\textsuperscript{*} centres used a four-pulse (4P) DEER sequence\textsuperscript{1,42} with \( t_2 \) times of 1 \( \mu \)s and 2 \( \mu \)s for the 1-phenyl (6) and 3-phenyl (7) Cu(n)-NO\textsuperscript{*} systems, respectively and 0.8 \( \mu \)s for NO\textsuperscript{*}-NO\textsuperscript{*} (8). The short phase memory times of the Cu(n)-Cu(n) and AGAO samples necessitated the use of the simpler three-pulse (3P) DEER sequence\textsuperscript{43,44} to collect traces of sufficient length such that oscillations could be observed. 3P DEER traces have a dead-time resulting from pulse overlap which obscures the zero-time. Therefore 3P DEER was collected with a \( \tau \) time of 1500 ns (Cu(n)-Cu(n) systems, compounds 1–5) and 2000 ns (AGAO), and 4P DEER with a \( t_2 = 200 \) ns. The 3P and 4P traces were then combined using DEER-Stitch.\textsuperscript{45} For all experiments the \( \pi/2 \) and \( \pi \) observer pulses were 32 ns with a 12 ns pump pulse.

**Analysis methods**

**Orientation selective DEER**

Our DEER trace simulation algorithm is described in detail elsewhere.\textsuperscript{10} Briefly, the time-domain trace for intra-molecular interaction between pairs of spins is described by

\[
F(t) = 1 - \Delta (1 - f(t))
\]

where \( \Delta \) is the modulation depth and \( f(t) \) the reduced form factor,\textsuperscript{46} both of which depend upon the positions and excitation profiles of the microwave (mw) pulses and hence describe the orientation selection. The DEER trace simulation algorithm computes both \( f(t) \) and \( \Delta \). The accuracy of \( f(t) \) is sufficient such that no adjustment is required. However, the modulation depth, \( \Delta \),
is sensitive to experimental settings such as the π pulse flip angle, the resonator bandwidth, the inhomogeneity of the excitation mw field $B_1$ over the sample volume as well as the degree of paramagnetic labelling. Consequently our simulated modulation depth, $Δ_{\text{sim}}$, was not accurate enough to describe the experimental traces. Therefore, a fitted scaling factor, $c$, was used to account for these modelling deficiencies such that

$$Δ = cΔ_{\text{sim}}$$

Note that parameter, $c$, should be constant for all DEER traces from a given sample recorded under identical tuning conditions. If a simulation is conducted using the same pulse lengths as employed in the collection of the experimental data set, then $c ≤ 1$ as in the simulations the pulse excitation bandwidth exceeds the experimental one (because of the resonator bandwidth and non-ideal pulse shapes and $B_1$ profiles), and we assume a labelling efficiency of 100%. The experimental DEER trace, $D(t)$, is the product of intra-molecular, $F(t)$, and inter-molecular (background) $B(t)$, contributions:

$$D(t) = F(t)B(t)$$

As the molecules studied here form a homogenous distribution of randomly orientated spins when frozen in a glassy matrix, the background function is given by $B(t) = \exp(−kt)$. $k$ is a function of spin concentration, however, as the local spin concentration was not known independently, $k$ is treated here as a fitting parameter. Further details of the DEER simulation methodology are given in the ESI†

---

**Fig. 1**  The chemical structures of the model compounds synthesised and studied in this paper. For the DFT derived model 1 and the related model 2 (see below), rigid rods were defined about which rotation could occur to describe the relative positions of the two spin centres. For the compounds 1–5, in both porphyrin moieties a rod was defined as running from the copper to the closest amide nitrogen, and in the centre of the molecule a rod was defined as running along the length of the bridging linker between the amide carbonyl carbons. In compounds 6 and 7 similar rods were defined for the porphyrin moiety and the central linker. At the nitrooxide, a rod was defined to run along the bond between the amide nitrogen and the carbon of the six member ring. The nitrooxide spin density was localised to the oxygen and the relative angle of the vector linking this atom to the end of the rod between the amide nitrogen and the carbon in the ring was fixed, however rotation was allowed around this rod. Compound 8 used the same definition of the rod between the amide bond and the nitrooxide moiety described above for both nitrooxides and also a rod linking the two carbonyl carbons along the central linker.

---

**Modelling the conformations of the porphyrin-based rod-like model systems**

To compute the reduced form factor $f(t)$ starting from first principles requires knowledge of the molecular conformations and their corresponding relative populations. Our approach to determine the conformation ensemble of each molecule used density functional theory (DFT) calculations. For this we employed the Amsterdam Density Functional (ADF) software package with a BLYP functional and a TZ2P basis set.

The molecules (Fig. 1) are relatively large for DFT geometry optimizations and exhibit a large number of torsional angles resulting in slow convergence of the geometry optimization. To overcome this and reduce calculation time we assumed that rotation about each flexible bond is independent of rotation about all other flexible bonds within the molecule. This allowed each molecule to be broken down into smaller molecular fragments (see ESI† for details for the fragments used). By calculating a linear transit for the rotation of each flexible bond within a fragment and optimizing the geometry at $10^5$ intervals an energy profile for the rotation about the bond was computed. All angles found within $k_BT$ at the freezing point of the solvent ($k_B = 8.6173 \times 10^{-5}$ eV K$^{-1}$, Boltzmann constant, $T = 134.15$ K, $k_BT = 0.11547$ eV) were assumed to be thermally accessible and equally populated, thus providing an allowed range of torsion angles for each bond type. A Monte Carlo approach to determine a set of molecular configurations was then obtained by rotating each of the flexible bonds of each fragment by a randomly selected angle that lies within the calculated allowed range of torsion angles for that bond type. Plots of the energy
profiles for each of the bonds and the distribution profiles of the two Cu(II) ions with respect to each other for each molecule are given in the ESI† (Fig. S2).

Spin density distribution

An important parameter required for the simulation of DEER time traces is the location of the spin density, ρ. The DFT calculation for the Cu(n)-porphyrin molecular fragment yielded a spin density distribution with ρ(Cu) = 51%, and on each nitrogen ρ(N) = 11%. This result is similar to that calculated by Bode et al. (ρ(Cu) = 56%, ρ(N) = 10.6%).37 However, it is known that DFT calculations frequently overestimate covalent bonding for the Cu(II) ion, resulting in too much spin transfer onto the ligands.

A previously employed model for the copper porphyrin moiety used ρ(Cu) = 84% and ρ(N) = 4%,10 which is consistent with typical porphyrin nitrogen hyperfine couplings. Given this uncertainty, it was therefore decided to test the sensitivity of the DEER simulations to changes in the spin density distribution between the Cu(II) ion and the coordinating nitrogens (see below).

A. globiformis Amine Oxidase (AGAO) contains a copper centre ligated by three histidine ligands and two water molecules, one equatorial and the other axial, as shown in Fig. 2b. DFT studies on the isolated reaction centre from Hansenula polymorpha copper amine oxidase, which is structurally very similar to AGAO have been published previously.50 In these calculations ρ(Cu) = 62% and ρ(N) = 11% (the remainder of the spin density was delocalised over the rest of the porphyrin). These results are comparable to the DFT data calculated for the copper-porphyrin systems where again the degree of covalent bonding is likely to be overestimated. In the DEER simulations for AGAO we tested three distributions with ρ(N) = 0%, 5% and 10% with the remaining spin density on the Cu(n) ion, ρ(Cu) = 100%, 85% and 70%, respectively. A different DEER response is theoretically expected with a change in the spin density distribution because the dipolar frequency scales as 1/ρ3. Comparing the results from all three trials no significant difference was observed in the DEER traces calculated, which results from the small region over which the spin density is distributed as compared to the relatively large inter-copper distance.

For the nitroxide, the spin density is essentially split between the nitrogen and the oxygen, with the larger portion localised on the oxygen.51 In all the following calculations the ρ was positioned wholly on the oxygen, ρ(O) = 100%.

Results and discussion

Cu(n) centres with a single fixed orientation

The two Cu(n) centres in the protein homodimer of AGAO (Fig. 2a) are separated by a well-defined distance and related by one single relative orientation as characterized by a number of X-ray studies. The protein therefore serves as an ideal model system to test the accuracy of orientation-selective DEER on Cu(n) containing molecules. Fig. 2c shows the observer positions for the five orientation-selective DEER measurements which were carried out.

The crystal structure (pdb code: 1IU7)52 provides the relative orientations of the two Cu(n) centres with respect to one another. However, it does not provide direct information on the g-tensor orientations of the two centres with respect to the molecular frame.

Experimental single-crystal studies for a copper tetraphenyl porphyrin centre, in which the copper centre is ligated by four nitrogens, have shown that the g-tensor is aligned such that the g3 axis is perpendicular to the plane of the porphyrin ring.53 In comparison the distorted geometry of the AGAO copper centre (Fig. 2b), in which the copper is ligated by three histidines and two water molecules in our aerobic preparation52 (in anaerobic preparations the oxygen of tyrosine 382 replaces the water)54 makes predicting the g-tensor orientation more complex. A DFT study performed on a phenolate Cu(n) compound,55

Fig. 2  (a) X-ray structure of the Copper Amine Oxidase (AGAO) homodimer (pdb code: 1IU7)52 from A. globiformis with the Cu(n) centres highlighted in red circles. (b) Cu(ii) coordination sphere showing the histidine residues and water molecules. (c) Field-sweep X-band EPR spectrum depicting the DEER pulse positions; experiments are grouped in coloured pairs with dashed lines representing pump positions and solid lines detection positions. The numeric key corresponds to the traces in Fig. 3.
which bears some resemblance to the AGAO copper centre when the protein is prepared under anaerobic conditions, calculated a g-tensor orientation where the $g_x$ axis lies in the plane of the three coordinating nitrogens. This orientation is orthogonal to that which could be predicted in analogy with a copper–porphyrin where the $g_y$ axis is perpendicular to the plane of the ligating nitrogens. The AGAO sample used in this study was prepared aerobically and therefore tyrosine 382 will have already reacted to form TPQ so there is no longer a direct interaction between this residue and the copper centre.52

Considering the above, a reasonable initial guess of the g-tensor orientation for AGAO is to place the $g_x$ axis perpendicular to the plane of the three ligating histidine residue nitrogens, in analogy to a copper–porphyrin complex. The DEER simulations using this orientation are shown in Fig. S5 (ESI†) and provide a fair fit to the experiment.

However, to determine how accurately the DEER data defines the g-tensor orientation we fixed the distance according to the crystal structure and trialed different axial g-tensor orientations with respect to the protein structure. This was carried out by changing the $g_x$ axes of both centres under the constraint that the g-tensor orientation in one protein is mirrored in the second (Fig. 3).

The results of this analysis (calculated with $\rho(N) = 5\%$, $\rho(Cu) = 85\%$) show that the best fits to the DEER traces occur in one open conical-like distribution that contains orientations where the $g_x$ axis is approximately normal to the plane formed by the three nitrogens (Fig. 3). As the g-matrix has inversion symmetry, the distribution of $g_x$ vectors in Fig. 3 is plotted using double headed arrows and thus appears to take the form of an hourglass. The best fitting traces from this analysis provide a better fit to the experimental data than the traces calculated from the initial guess of the g-tensor orientation. Note that the two water molecules in the active site move the Cu(II) ion out of the plane of the ligating nitrogens but, on symmetry grounds, it is likely that the $g_x$ axis does not lie exactly normal to the nitrogen plane.

Considering the (almost) axial nature of the g-matrix it is to be expected that a range of different g-tensor orientations produce a good fit to the experimental DEER data, even though the system is rigid (as demonstrated by the presence of several oscillations in the DEER traces, Fig. 3) and will have just one dominant g-tensor orientation (small deviations occur due to strain in the protein structure surrounding the copper centre). The relative angle of the $g_x$ axis with respect to the inter-spin vector is determined from the experimental data, but as the $g_x$ and $g_y$ principal values are not well resolved neither are the orientations of the axes $g_x$ and $g_y$. As noted above, further restrictions on a unique solution are imposed by the symmetry of the spin Hamiltonian. In principle, measurements at higher frequencies would allow $g_z$ and $g_y$ values to be resolved and thus orientation information relative to the $g_x$ and $g_y$ axes to be obtained.

The above analysis was repeated with 0% and 10% spin density on each nitrogen and no significant change in the distribution of the most favourable $g_x$ orientations was observed.

The analysis was performed with both an axial g-tensor ($g_{xy} = 2.063$, $g_z = 2.29$) and a slightly rhombic g-tensor ($g_x = 2.035$, $g_y = 2.1$ and $g_z = 2.29$) and the results again showed no significant differences.
The modulation depth, $\Delta$, for the set of 5 orientation-selective DEER traces was fitted with a single constant $c$ (eqn (2)) for each $g$-matrix orientation trialled. This very useful fitting restraint uses the property that the percentage error in the simulated modulation depth, $\Delta_{\text{sim}}$, is constant for a data set measured under identical conditions (i.e., resonator tuning, pulse length, pulse strength, frequency difference, etc.). In each case $\Delta_{\text{sim}}$ for the trace recorded at position 1 was fitted with $c$ to the experimental data and the other field positions utilised the same $c$ value. Trace 1 was chosen for calibration of $\Delta$ as it has the largest modulation depth and consequently the best signal-to-noise ratio.

The inter-spin distance can also be optimized in the simulation; the different crystal structures published for AGAO show a range of inter-copper distances to be determined, a result that the clear oscillations in the DEER traces (Fig. 3) enables a tight range of inter-copper distances to be determined, a result that will be expanded upon in the next section.

**Limitations of a model free approach and symmetry**

For two centres with rhombic $g$-tensors, five angles are needed to define the absolute configuration of the two centres with respect to one another; polar angles ($\chi, \psi$) define the relative position and Euler angles ($\alpha, \beta, \gamma$) define the $g$-frame orientation of centre 2 with respect to centre 1. In the case of two axially symmetric $g$-tensors this can be reduced to three angles as demonstrated by Yang et al.\(^{30}\) In their reduced axial notation, centre 1 is fixed with $x = g_{x1}$, $y = g_{y1}$ and $z = g_{z1}$, and centre 2 is defined by the angle $\chi$ between the inter-spin vector with respect to $z$ ($g_{z1}$) of centre 1, and two Euler angles, $\gamma$ (tilt of $g_{z2}$ away from $z$ axis) and $\eta$ (rotation of $g_{z2}$ in the $x'y'$ plane), see Fig. 4.

Examining the simulation results using this reduced axial notation shows the favourable orientations would correspond to an angle of $\gamma \cong 90^\circ$ and a poorly defined $\eta$ angle. The favourable and unfavourable relative positions of the two centres in space are shown in Fig. S8 (ESI†), the favourable positions show an open conical distribution and thus $\chi$ is poorly defined.

This analysis demonstrates the limitations of using a model free fitting approach for two copper centres as the DEER data is not sufficient to define a unique structure and thus many possible solutions exist, and any fitting algorithm will be biased by the starting point chosen and will find false minima in terms of the underlying molecular structure even if an exhaustive search is undertaken.

**Cu(n) centres with a conformational distribution**

For systems where the two spin centres are not held in a rigid orientation with respect to one another a conformational distribution must be considered when analysing orientation selective DEER data. Examples of this type of system are the Cu(n)–Cu(n) (1–5), Cu(n)–NO\(^*\) (6 and 7) and NO\(^*\)–NO\(^*\) (8) model systems investigated here.

The DEER trace analysis of the AGAO exhibiting two axial Cu(n) centres with a single rigid relative orientation demonstrates clearly that the lack of information on the $g$-tensor orientations of the paramagnetic sites may, even under such
stringent conditions, lead to a large variation in the obtained angles $\chi$, $\gamma$ and $\eta$ defining the orientation.

No X-ray structures of the model molecules 1–8 were available, however their chemical structures are known and this allowed distributions of molecular geometries to be built using DFT as described in the Methods section. Each molecular geometry determined by DFT defines the relative orientations of the two paramagnetic centres and the corresponding $g$-matrices and copper hyperfine interactions needed as input for the orientation-selective DEER trace simulation. Summing the simulated traces over the set of molecular orientations provides the DEER simulation of the DFT conformation distribution. To test the accuracy of this approach, we compared the DEER experimental data with simulations computed using DFT derived models for the NO$^+$–NO$, NO^+$–Cu(II) and Cu(II)–Cu(II) systems. The conformation distributions for each molecule are depicted in Fig. S3 (ESI†). For the NO$^+$–NO$^+$ system good agreement was found between the distance distributions computed from the experimental data using DeerAnalysis4 and those obtained using the DFT model. Data for the NO$^+$–NO$^+$ system is provided in the ESI† (Fig. S9).

Fig. 5 and 6 show the DEER data and corresponding simulations for the NO$^+$–Cu(II) and the Cu(II)–Cu(II) model systems, respectively. The excellent prediction of the simulated DEER traces as compared to the experimental traces for all systems demonstrates the accuracy of our DFT approach in modelling the set of molecular conformations.

As can be seen in Fig. 6b, there is significant variation in the modulation depths, $\Delta t$, of the traces recorded on the different Cu(II)–Cu(II) molecules, and thus the modulation depth scaling factors, $c$, were different (see eqn (2)). The $c$ value was, however, consistent within all measurements taken for each sample since they used the same experimental tuning conditions and detection/pump frequency difference of $\Delta \nu = 200$ MHz, with only the $B_h$ field position changed. The variation in modulation depths is due to slightly different labelling efficiencies of the systems and different pump pulse inversion efficiencies.6

DEER simulations with approximate conformation modelling

As shown above, the first principles DEER simulations computed from conformers with a defined molecular structure provide an accurate description of the experimental data. However, producing the structural conformers is a complex task and knowledge of the chemical structure is required. As typically DEER is used to determine structure, we therefore now explore the utility of parameterised structural models that are generated from a minimum of structural information.

A number of models of varying sophistication have been described in the literature for systems including one or more Cu(II) centres.26,30,31 Here we discuss six models (Fig. 7 upper part), some of which are based upon the different types of models trialled in the literature, and the corresponding DEER simulations (Fig. 7 lower part) for the case of the 3-phenyl Cu(II)–Cu(II) molecule (compound 3). A seventh model (Fig. 8) is also employed to investigate the limits of angular flexibility for the 3-phenyl Cu(II)–Cu(II) system.

Model 1 – DFT derived model (red). This is the DFT-based model described in detail above, for which simulated data agree well with experiment.

Model 2 – set of conformers with all angles allowed around rigid rods (green). Model 2 uses the same rigid rods (Fig. 1) as for model 1. However, rather than using the DFT calculations...
of the structural fragments to determine the energy and thus allowed rotations about the rods, all angles were allowed for all three rods. The simulated data is very similar to those of model 1. This is a result of the symmetry (axial g-matrix) and high angular flexibility of the Cu(II)–Cu(II) 3-phenyl system (compound 3); in model 1 rotations about the three rods cover almost 360°.

**Model 3 – cone and linker bending angles model (yellow).** This model was generated using similar parameters to those employed by Bode et al., free rotation was allowed around the axis of the linker within a cone of 22°, which allows for flexibility around the amide linker and nitroxide moiety. The flexibility of the central linker was modelled in two halves around a central pivot point with each half being allowed a bending angle of 20°. The model is detailed in Fig. S10 (ESI†). The distribution produced by this model is very similar to one of the two distributions determined in the DFT based model 1

![Diagram of the models](image-url)

**Fig. 7** Top: Schematic representation of the six models trialled for the 3-phenyl Cu(II)–Cu(II) system (compound 3), the axes correspond to x, y and z in Å, the radius of the sphere in each case is 33.5 Å, the average inter-spin separation. The surrounding box colour corresponds to the simulated DEER traces in the lower part of the figure. All models have g₀ perpendicular to the plane formed by the four nitrogens. The g₀ axis of the detection centre is highlighted by a red line and the pump centre by a green line. Bottom: Simulated and experimental form factors f(t) (i.e. background corrected experimental data). Left and right panels correspond to the DEER measurement positions cyan (observer field 316.5 mT) and magenta (observer field 323.5 mT), respectively, shown in Fig. 6a.
as shown in Fig. 7. As a consequence of the plane of symmetry of the Cu(n) porphyrin and the axial symmetry of the Cu(n) \( g \)-matrix with the \( g_\| \) axis perpendicular to this plane, the DEER traces generated by this model are very similar to those calculated for model 1, despite the absence of the second cluster of orientations contributing in model 1. It should be noted that the second population cluster in model 1 is a result of the planar symmetry of the porphyrin and the 180° periodic symmetry of the allowed conformations of the linker bonds (particularly the bonds either side of the amide moiety, notated A and B in Fig. S2, ESI†).

Model 4 – average structure computed from the DFT derived conformers (purple). Taking the average of all molecular orientations in model 1, a single average molecular orientation was computed. However, whereas the DFT generated orientations had the \( g_\perp \) axes approximately perpendicular to the vector between the two centres, when an average molecular structure is computed \( g_\parallel \) lies approximately parallel to the vector linking the two centres. Consequently this model generates markedly different simulated DEER traces which do not match the experiment. This ill-fitting model shows that a distribution of molecular positions and orientations cannot always be accurately described by a single average conformation.

Model 5 – single distance with isotropic \( g \)-tensor orientation (cyan). Keeping the distance between the two centres fixed, the relative orientation between the two \( g \)-matrices was allowed to vary without restriction. When the distribution is viewed in the \( g \)-tensor frame of one of the centres this yields a random spherical spatial distribution of the second centre with respect to the first, and a random orientation of the \( g \)-tensor of the second centre with respect to the first. This model corresponds to an isotropic angular distribution of the Cu(n) centres and thus yields a DEER trace without any angular information. It is clear from a comparison with the simulated trace that there must be angular information encoded in the experimental data as this model does not adequately reproduce the features of the experimental traces.

Model 6 – distance distribution described by two separated spheres with limited \( g_\parallel \) orientations (black). This approach uses a model based upon the model coordinate system (definition of angles) described by Yang et al.\textsuperscript{30,31} In this model each centre is evenly distributed within a sphere (ball) of adjustable radius. The position of the sphere (of radius \( \Delta R \)) for centre 2 is moved relative to centre 1 by rotating through an angle \( \chi \pm \sigma_z \) away from the \( g_\parallel \) axis of centre 1 which is fixed. In the peptide based model systems studied by Yang et al. the best fit between the model and the experimental data used a sphere radius (\( \Delta R \)) \( \geq 10\% \) of the mean inter-spin distance, \( R \), with \( \sigma_z \) values ranging from 9–12°.

Here our model uses two spherical distributions of Cu(n) centres, each sphere has a radius of \( \Delta R = 0.5 \text{ nm} \) and is centred at the weighted average \( (x, y, z) \) coordinate derived from model 1, giving a mean inter-spin distance, \( R = 3.32 \text{ nm} \). In our model the radius of the spheres \( \Delta R \) was chosen so that it would encompass both the maximum and minimum distances and relative spatial positions (angle) found in the DFT derived model 1. The centre of the second sphere was positioned at an angle \( \chi = 87° \), corresponding to the centre of one of the distributions in model 1. In our model \( \sigma_z = 0° \) as the variation in \( \chi \) observed in model 1 is included within the radius of the spheres. The \( g \)-tensors of the second centre with respect to the first have the same range of orientations as those determined from the DFT conformers of model 1 (further details are given in Fig. S11, ESI†).
The large degree of positional freedom provided in this model is seen to ‘wash out’ much of the structure in the DEER trace.

It is clear that a model using two spheres of fixed position and relatively large radius is a poor choice for these rod-like systems where the distance between the centres is well defined. In the model used by Yang et al. when studying copper centres attached to polypeptide chains, it is likely that a more even flexibility of the relative copper positions in all directions in their systems required the use of a relative large radius with respect to the inter-sphere separation in their ball-like model. It should also be noted that in their model a variation in $\chi$ was also included.30,31 However, for both their systems and the rod like model systems studied here, it is not possible to completely describe the conformation distribution with a spherical distribution for each centre.

**Model 7 – position distribution around polar angle $\chi$ with $g_z$ orientation around the spin–spin vector for fixed distance.**

Analysis of the Cu(n)–Cu(n) 3-phenyl (compound 3) establishes that the orientation of the $g_z$ axis of both centres is approximately perpendicular to the inter-spin vector. Model 7 thus employs this restriction and is parametrised by an azimuthal angle $\chi$ (Fig. 4) and a fixed distance. The $g_z$ axis of centre 2 takes on all orientations perpendicular to the spin–spin vector. To compute a trace for any angle $\chi$, $g_z$, of centre 2 was rotated through 360$^\circ$ degrees about the inter-spin vector in 20$^\circ$ steps and the resulting 18 simulated DEER traces were summed.

Fig. 8 presents results for this model in one quadrant ($\chi = 0^\circ$ to 90$^\circ$) which is sufficient due to the axial symmetry of the $g$-tensor (four-fold symmetry). These data show good agreement between the simulated and experimental DEER traces in the range $\chi = 65–90^\circ$, establishing a structural restriction on the distribution of the two centres. This result is consistent with the DFT derived model 1 and the conical geometric model 4 where similar limitations on the angular distributions are found.****

**Computation of a distance distribution**

Computation and validation of models to determine the orientation and spatial distribution of two centres can be complicated and, as shown above, several different models can adequately describe the experiment. In many cases the most important single piece of information is the inter-spin distance. Here we examine methods to extract this information independently of the relative orientation of the two centres.

The most commonly used method for extracting distance distribution information from DEER traces is Tikhonov regularization using kernel functions appropriate for nitroxide spin centres. These kernel functions depend only upon the inter-spin distance (defining a complete dipolar Pake pattern) and use an average nitroxide $g$-value (2.0023 in the DeerAnalysis software used here)56 to compute the dipolar frequencies ($\omega_{dd}$):

$$\omega_{dd} = \frac{\mu_n^2 \mu_A g_A g_B}{4 \pi h} \frac{3 \cos^2 \theta_{AB}}{r_{AB}}$$

Here, $g_A = g_B$ for the pump and detection spins and the other constants have their usual meanings.

Initial processing of the two experimental traces for the 3-phenyl Cu(n)–Cu(n) model system (compound 3) using DeerAnalysis yielded distance distributions (red and blue traces, top panel Fig. 9) with an average distance for the main peak which deviated from the DFT model by ca. 0.1 nm (green trace, top panel Fig. 9). However, if the experimental distance distributions are corrected with the average Cu(n)–Cu(n) 3-phenyl (compound 3) $g$-values excited by the pump and detection pulses (magenta and cyan traces, top panel Fig. 9), then the agreement of the experimental and DFT distance distributions improves significantly. The $g$-value correction used is ($g = 2.0023$ is used for nitroxides in DEER analysis):

$$r_{\text{Cu–Cu}} = r_{2.0023} \left( \frac{g_{\text{eff, pump}}}{2.0023} \right)^{\frac{1}{2}} \frac{g_{\text{eff, det}}}{2.0023}$$

Although the main peaks of both experimental $g$-value corrected distance distributions agree well with the DFT result, the trace collected at 323.5 mT also shows as significant peak around 2.75 nm. This peak is an artefact which is due to the orientation selection where high frequencies around $\nu_1 (\theta = 0, \pi$ in eqn (4)) are overrepresented in the DEER trace in comparison to a complete Pake pattern.

Within the restrictions of the deviations which occur due to differing $g$-values the main peak of the distance distribution
can be obtained via Tikhonov regularization from measurements obtained around the $g_x/g_y$ value positions since both detection and pump pulses excite the $g_z$ plane of orientations, leading to a strong representation of frequencies around $\nu_\perp (\theta = \pi/2, 3\pi/2$ in eqn (4)), which is independent of the relative spin centre orientations. This dominant representation of the $\nu_\perp$ turning point enables an approximate estimate of the mean sample distance. To remove orientation effects it is necessary to excite all orientations of the centres with respect to one another. Theoretically this could be achieved using isotropic excitation of the whole spectrum (trace shown in the bottom panel of Fig. 9).

It has been shown experimentally for bisnitroxide molecules that orientation effects in DEER traces can be strongly suppressed by averaging multiple DEER traces recorded at different fields with a constant frequency offset. A more accurate approach is to additionally vary the pump–probe offset, but this requires retuning the pulses between experiments which is not easy to automate. One thing that limits the accuracy of a summed trace approach is dealing with the distribution of orientations and corresponding $g$-values contributing to each trace which is difficult to include precisely in the analysis.

Although these trace summing approaches require the measurement of a number of experimental data sets, they simplify the analysis considerably by allowing a reliable mean distance and an estimate of the distance distribution to be extracted, typically via Tikhonov regularization, using for example DeerAnalysis. A similar approach can be applied to copper centres and is trialled here for the 3-phenyl Cu(II)–Cu(II) model system (compound 3).

DEER data was simulated using a constant offset of $\Delta \nu = 100$ MHz, and the field was shifted by steps of 10 mT (8 steps in total) so as to sample the whole Cu(II) field-sweep EPR spectrum. The simulated DEER traces were summed and a $g$-value corrected distance distribution computed using DeerAnalysis and eqn (5) (trace shown in the bottom panel of Fig. 9).

Note that this method does not simultaneously sample all relative $g$-matrix orientations of the Cu(II) pairs. For example with the detection pulses positioned at $g_z$ (which corresponds to the lowest field position in the EPR spectrum) and a pulse offset of $\Delta \nu = 100$ MHz between the detection and pump pulses, it is not possible to excite the $g_x$ and $g_y$ positions (ca. 400 MHz off-resonance from $g_z$). Nevertheless, both the distance distribution from the theoretical isotropic excitation and from the sum of the traces simulated across the Cu(II) spectrum agree well with the DFT distribution (Fig. 9, bottom panel). In addition, the agreement of the distance distributions for the 8 summed traces and the theoretical simulation for full isotropic excitation is very good and therefore we can conclude that by measuring several traces across the Cu(II) spectrum we can adequately suppress orientation selection effects in the summed trace.

As a comparison the distance distribution from the sum of the two experimental traces (trace shown in the bottom panel of Fig. 9) still has a strong contribution from the peak centred at 2.75 nm. Therefore, in this case summing two single traces, one of which primarily samples $g_z$ values (323.5 mT trace) and the other of which includes a strong $g_x$ value component (316.5 mT trace) is not sufficient to satisfactorily suppress orientation selection effects. The time traces for the simulated theoretical isotropic excitation and the 8 summed DEER traces collected across the copper spectrum with constant pump–probe frequency offset are shown in Fig. S13 (ESI†).

Conclusions

To examine the utility of orientation-selective DEER spectroscopy as applied to systems containing Cu(II) centres we chose a protein homo-dimer with a single relative orientation between two Cu(II) centres. Furthermore, a set of model compounds with different distances between the two Cu(II) centres that exhibit a range of conformers in frozen solution has been investigated.

X-band orientation-selective DEER on the rigidly held Cu(II) centres of a homodimer of AGAO provided an accurate distance distribution measurement. However, in this case of a single molecular orientation the DEER data provided only a broad range of possible orientations all of which satisfactorily described the experimental DEER data. This uncertainty in the orientation of the two copper centres is due to the intrinsic limitations resulting from the spin Hamiltonian symmetry, and also the uncertainty in orientating the $g$-matrix, which is required to compute the DEER orientation selectivity. However, the orientation-selective DEER data can still be exploited to limit the relative orientations of the two paramagnetic centres to a reasonably small range. In cases where the $g$-tensor orientation is not known it could be determined experimentally through a detailed analysis of orientation-selective ENDOR and/or HYSCORE data in conjunction with the structure of the paramagnetic centre if it is known.

A series of model systems; NO$^*$–NO$^*$, NO$^*$–Cu(II) and Cu(II)–Cu(II) [1–8], were employed to determine how accurately the conformation ensemble could be defined from the DEER data alone. Firstly the conformers for each model molecule (1–8) in frozen-solution were accurately determined using DFT calculations employing a fragment approach. These computed conformer distributions yielded DEER simulations for the NO$^*$–Cu(II) and Cu(II)–Cu(II) systems that provided an excellent description of the experiments with all detailed oscillation features in the DEER traces being accurately modelled.

A satisfactory mean distance and distance distribution estimate with orientation artefacts strongly suppressed can be obtained from a Tikhonov regularization analysis from measurements on Cu(II) centres by summing a set of traces that select different orientations and using effective Cu(II) $g$-values ($g_{\text{eff,pump}}$ and $g_{\text{eff,det}}$).

Moreover, various models were employed to ascertain the structural information, in particular orientation information, derivable from the DEER traces themselves. The utility and reliability of these various models was compared to the DFT computed conformer distribution. This analysis was carried out on the Cu(II)–Cu(II) compound 3.

As revealed by DFT computations (model 1) compound 3 has a conformation distribution with a relatively narrow distance distribution but a complicated conformation distribution that defines two separate populations (Fig. 7). The $g_x$ axis of the
The structural models 2, 3 and 7 provided satisfactory simulations of the DEER data. Model 2 represents a full set of conformers based on the known structure but, unlike model 1, without any population cut-off. This model maintained both a suitable distance distribution to describe the DEER data and the g⊥ axis approximately perpendicular to the Cu–Cu axis. Model 3 employs structural parameters (angles and distances) which approximate well the DFT derived conformer distribution; the linker length and amount of bend provide useful parameters to define the distance distribution between the Cu(II) centres. Furthermore, in model 3 the g⊥ axis is also maintained approximately perpendicular to the linker axis and randomly orientated around it. This model thus provides DEER simulations that match well the experimental data. Model 7 essentially is a statement of the orientation information that can be uniquely extracted from the DEER data: the g⊥ axis is fixed perpendicular to the Cu–Cu axis, although allowed to freely rotate about this axis, and the polar angle χ between the Cu(II) centres was varied. It was found that χ = 75° provided the best fit to the experimental data.

Models using a single average structure (model 4) or a single distance and random g-matrix orientation (model 5) failed. Likewise models with a large distance distribution (model 6) failed, even if the g⊥ axis orientation was restricted.

This analysis of various models demonstrates that useful structural information can be extracted from orientation-selective DEER. Distance information can be determined and restrictions can be placed on the possible relative orientations of the two Cu(II) paramagnetic centres that can be used to support/constrain structural models. Particularly in cases where there is very limited structural information available to guide the DEER trace analysis, we recommend firstly to obtain an estimate of the distance distribution from a summed trace approach to strongly suppress orientation artefacts, then building the structural model to simulate the orientation-selective DEER traces constrained by this distance distribution.
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