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We predict that dynamical strain can induce a bulk orbital magnetization in time-reversal (TR-) invariant Weyl semimetals (WSMs) that are gapped by charge-density waves (CDWs) – a class of systems experimentally observed this past year. We term this effect the “dynamical piezomagnetic effect” (DPME). By studying the low-energy effective theory and a minimal tight-binding (TB) model, we find that the DPME originates from an effective valley axion field that couples the electromagnetic gauge field with a strain-induced pseudo-gauge field. In particular, the DPME represents the first example of a fundamentally 3D strain effect originating from the Chern-Simons 3-form, in contrast to the previously-studied piezoelectric effects characterized by 2D Berry curvature. We further find that the DPME has a discontinuous change when the surface of the system undergoes a topological quantum phase transition (TQPT), and thus, that the DPME provides a bulk signature of a boundary TQPT in a TR-invariant Weyl-CDW.
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I. INTRODUCTION

The last four decades have witnessed a paradigm shift in condensed matter physics driven by the discovery of the geometric phase and topology of electronic wave functions. The search for experimentally observable response signatures of bulk nontrivial topology has emerged as central to the advancement of solid-state physics and material science. In two-dimensional (2D) systems, the Berry curvature in momentum space not only provides an essential contribution towards quantized topological response effects, such as the quantum Hall effect and the quantum anomalous Hall effect (QAHE), but also provides non-negligible contributions to various non-quantized physical phenomena, such as the intrinsic anomalous Hall effect, orbital magnetic moments, and the nonlinear Hall effect. More recently, it has been demonstrated that the piezoelectric response can also be related to the Berry curvature, and can have a discontinuous change across a topological quantum phase transition (TQPT) in 2D TR-invariant systems. A natural question to ask is whether a strain-induced response can be related to the topological property of three-dimensional (3D) systems beyond the Berry curvature contribution.

In this work, we answer this question in the affirmative by demonstrating, for the first time, the existence of a fundamentally 3D topological strain effect, which we term the “dynamical piezomagnetic effect” (DPME). To begin, let us first focus on a 3D topological electromagnetic response governed by effective axion electrodynamics,

\[ S_{\text{eff}, \theta} = \frac{\kappa^2}{32\pi^2} \int dt \delta^3(r) e^{i\mu\nu\rho\phi} F_{\mu \nu} F_{\rho \phi}, \]  

where (and for the remainder of this work unless otherwise specified) we choose units in which \( \hbar = c = 1 \), and notation in which duplicated indices are summed over for notational simplicity. In Eq. (1), \( F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) is the field strength of the electromagnetic \( U(1) \) gauge field \( A_\mu \), and \( \theta \) is the effective axion field. The bulk average value of \( \theta \) in a 3D gapped crystal with vanishing Hall conductivity, labeled as \( \theta_{\text{bulk}} \), is determined by the Chern-Simons 3-form instead of the 2D Berry curvature, and \( \theta_{\text{bulk}} \) is only well defined modulo \( 2\pi \). The winding of \( \theta_{\text{bulk}} \) incorporating a fourth dimension, such as a periodic pumping (Floquet) parameter, gives the second Chern number. As \( \theta_{\text{bulk}} \) has the same transformation properties as \( \mathbf{E} \cdot \mathbf{B} \), any symmetry that flips the sign of \( \mathbf{E} \cdot \mathbf{B} \) (i.e., “axion-odd” symmetries) can quantize \( \theta_{\text{bulk}} \) to 0 or \( \pi \) modulo \( 2\pi \), providing a symmetry-
protected $\mathbb{Z}_2$ indicator of axionic bulk topology in 3D insulators$^{22-36}$. A direct physical consequence of non-zero $\theta^{\text{bulk}}$ is the magnetoelectric effect$^{22}$, where an external electric (magnetic) field induces a magnetization (polarization) in the parallel direction; if quantized by an axion-odd symmetry, the effect is called the topological magnetoelectric effect$^{22,37,38}$. Other physical consequences of a non-zero $\theta^{\text{bulk}}$ include the surface half QAHE$^{22}$, a giant magnetic-resonance-induced current$^{39-41}$, the topological magneto-optical effect$^{42-44}$ (especially its exact quantization$^{45}$), the zero-Hall plateau state$^{45-47}$, and the image magnetic monopole$^{48}$.

In this work, we explore the role of a “valley-separated” variant of an effective axion field in the physical response induced by dynamical strain. In particular, we propose that dynamical homogeneous strain can induce a nonzero bulk-uniform magnetization in a class of 3D TR-invariant insulators that have vanishing total $\theta^{\text{bulk}}$ (thus a vanishing magnetoelectric response) but have a non-quantized and tunable $\theta$ per valley. We term the strain-induced magnetoelectric response the DPME. To be more specific, for the DPME to be relevant to experimental probes, we require a 3D TR-invariant insulator to have (i) low-energy physics that is well captured by a pair of TR-related valleys in the first Brillouin zone, and (ii) non-vanishing valley axial fields, despite exhibiting an overall trivial $\theta^{\text{bulk}}$.

Inspired by Ref.~$^{49-51}$, we recognize that the above requirements for observing the DPME are satisfied by a TR-invariant WSM with a bulk-constant CDW. We emphasize that in this work, the CDW order parameter is taken to be constant (i.e., static and homogeneous) in the bulk of the system, in contrast to Ref.~$^{49-51}$, which focused on bulk fluctuations of the CDW order parameter. By studying the low-energy effective theory of a TR-invariant Weyl-CDW, we find that the phase of the CDW order parameter determines the valley axion field, leading to effective valley axion electrodynamics. Combined with the fact that dynamical strain can act as a pseudo-gauge field in WSMs$^{52-63}$, we find that the strain-induced pseudo-gauge fields can couple to the electromagnetic field and the valley axion field, resulting in a strain-induced analogue of valley axion electrodynamics: the DPME. The results derived from the low-energy effective theory are further verified against the UV completion by performing a TB calculation. Interestingly, both low-energy effective theory and our TB calculation suggest that a discontinuous change in the DPME can be driven by a surface $\mathbb{Z}_2$ TQPT without closing the bulk gap. Hence, our findings suggest that jumps in the DPME can originate from the 2D Berry curvature$^{16-21}$. As a result, the DPME cannot be realized by trivially stacking of 2D systems with nontrivial piezoelectric effects. In this sense, the generalization from 2D piezoelectricity to the 3D DPME is analogous to that from the 2D quantum spin-Hall insulator to the 3D TR-invariant strong topological insulator (TI). Specifically, the 3D TR-invariant strong TI cannot be constructed from a simple 3D stacking of 2D quantum spin-Hall insulators, which instead gives a weak TI (WTI). Conversely, the TR-invariant strong TI – a fundamentally 3D phase of matter – was discovered through more involved theoretical efforts$^{1,2}$. Hence, the DPME cannot be viewed as a simple 3D generalization of 2D piezoelectricity – the DPME is instead an intrinsically 3D effect.

**II. RESULTS**

In this section, we will first present an intuitive picture for the DPME. We will then present the low-energy effective theory and a supporting TB calculation demonstrating the existence of the DPME. Lastly, we will describe the discontinuous change of DPME that occurs due to a boundary TQPT.

**A. Intuitive Picture**

Before presenting analytic and numerical calculations, we will first provide an intuitive picture of the DPME, in comparison with the Berry-curvature contribution to the piezoelectric response$^{16-21}$. We s-
tart with a 2D TR-invariant insulator whose low-energy physics is described by two 2D gapped Dirac cones (regarded as two valleys below), as shown in Fig. 1(a). Because two valleys are related by TR symmetry, there must be an oppositely-signed valley Hall conductance within each valley (determined by the integral of the Berry curvature over each valley), and the Hall currents induced by a uniform electric field must point in opposite directions and exactly cancel. However, a non-vanishing charge current can still be generated by applying a pseudo-electric field that points in opposite direction in each valley, which causes the induced Hall currents to point in the same directions and add up to a nonzero total current (Fig. 1(b)). The pseudo-electric field can be generated by a dynamical homogeneous strain tensor \( u \) as \( E^{\text{pse}} \sim \dot{u} \), and the resultant total Hall current \( j \sim \dot{u} \) characterizes the piezoelectric effect.\(^{16–20}\) With regards to TR symmetry, a static external electric field preserves TR symmetry whereas a static external pseudo-electric field breaks TR symmetry, explaining the dramatic differences in the current response. Although the piezoelectric effect is not quantized in one insulating phase, its non-zero effect is not quantized in one insulating phase, its non-zero total Hall current \( j \sim \dot{u} \) characterizes the piezoelectric effect.\(^{16–20}\) With regards to TR symmetry, a static external electric field preserves TR symmetry whereas a static external pseudo-electric field breaks TR symmetry, explaining the dramatic differences in the current response. Although the piezoelectric effect is not quantized in one insulating phase, its non-zero

\[ k_{a,\alpha} = (-1)^{a-1}(\alpha k_{0,x}, k_{0,y}, \alpha k_{0,z}), \]

where \( \alpha = \pm \) indicates the relative chirality of the Weyl points, and \( a = 1, 2 \) is termed the “valley index.” Here we have enforced an additional mirror symmetry that flips \( y \), labeled as \( m_y \), to make the four Weyl points completely symmetry-related, but mirror symmetry is not essential for the physics discussed below.

The low-energy Lagrangian of the four Weyl points can always be transformed into the following form\(^{49}\)

\[ \mathcal{L}_{a,\alpha} = \psi^\dagger_{t,\alpha,\alpha} \left[ i\partial_t - \alpha \sum_i v_i (i\partial_i - k_{a,\alpha,i}) \sigma_i \right] \psi_{t,\alpha,\alpha}, \]

where \( \psi_{t,\alpha,\alpha} \) is a two-component field for the two bands that form the Weyl point at \( k_{a,\alpha} \). \( \sigma_{x,y,z} \) are the Pauli matrices, \( v_i \) indicates the Fermi velocity along the \( i \) direction, and \( t \) and \( r \) are time and position, respectively. In this work, we will for simplicity focus on the case in which \( i = x, y, z \) are the three laboratory directions. Throughout this part on the low-energy theory, we adopt a proper rescaling of the space and fields to cancel the Fermi velocities as discussed in Appendix A and F of the Supplementary Materials (SM); the Fermi velocities will later be restored for comparison to the TB model.

We further introduce a symmetry-preserving static mean-field CDW term\(^{49}\) \( m(r) \) that couples two Weyl points of the same valley index, where the CDW wavevector is \( Q = k_{1,+} - k_{1,-} = -(k_{2,+} - k_{2,-}) \) as shown in Fig. 2(a). In general, \( m(r) \) is \( |m(r)|e^{i\phi(r)} \) is complex, and \( |m(r)| \) and \( \phi(r) \) are the magnitude and phase of the CDW order parameter, respectively. We consider \( m \) to be constant in the bulk, i.e., \( |m(r)| = |m_0| \) and \( \phi(r) = \phi_0 \) for \( r \) in the bulk, and we set \( |m(r)| \to \infty \) and \( \phi(r) = 0 \) for \( r \) deep in the vacuum. We also introduce...
an electron-strain coupling for normal strain (i.e. stretch or compression along a specified axis) along the z direction, labeled as $u_{zz}(t)$, which is adiabatic, homogeneous, and infinitesimal. Then, combined with the $U(1)$ gauge field coupling for the electromagnetic field, we arrive at the total low-energy Lagrangian $\mathcal{L} = \sum_a \mathcal{L}_a$ with

$$\mathcal{L}_a = \bar{\psi}_a \left[ i(\partial + ie\tilde{A}_a - i\partial\varphi_a - i\mathcal{A}_{a,5}\gamma^5) - |m|e^{-i\Phi_a}\gamma^5 \right] \psi_a,$$

where $\bar{\psi}_a = \psi_a^\dagger \gamma^0$, $\varphi_a = (k_{a,+} + k_{a,-}) \cdot r/2$, $\Phi_a(r) = (-1)^{a-1}(\varphi(r) + Q \cdot r)$, and the metric is chosen as $(-, +, +, +)$. Further details are provided in the Methods section.

$\mathcal{L}_a$ describes a massive 3D Dirac fermion that couples to a valley-dependent $U(1)$ gauge field $\tilde{A}_a$ and a valley-dependent chiral gauge field $\mathcal{A}_{a,5}$, and $\Phi_a$ is the mass phase of the Dirac fermion. In terms of $u_{zz}$ and the CDW wavevector $Q$, the valley-dependent chiral gauge field is given by

$$A_{a,5,\mu} = (-1)^{a-1} \partial_\mu(Q \cdot r/2) + (-1)^a u_{zz}(0, \xi_x, 0, \xi_z)_{\mu} .$$

Here $\xi_{x,y,z}$ are the material-dependent electron-strain couplings. The valley-dependent $U(1)$ gauge field takes the form

$$\tilde{A}_{a,\mu} = A_{\mu} + \frac{u_{zz}}{e} (\xi_0, 0, (-1)^{a-1} \xi_y, 0)_\mu ,$$

which contains the physical gauge field $A_\mu$ and the pseudo-gauge field induced by the strain $u_{zz}$. In particular, the $y$ component of the pseudo-gauge field can provide a pseudo-electric field that points in opposite directions in each of the two valleys

$$E_a^{\text{pse}} = (-1)^a \frac{\xi_y}{e} \hat{u}_{zz} e_y .$$

As we will show below, all the nontrivial leading-order linear response comes from the pseudo-electric field in Eq. (7).

The low-energy response to $A$ and $u_{zz}$ can be derived from the total effective action as $S_{\text{eff}} = \sum_a S_{\text{eff},a}$, which takes the form

$$e^{iS_{\text{eff},a}} = \int D\bar{\psi}_a D\psi_a \exp \left[ i \int dt d^3r \mathcal{L}_a \right] .$$

Owing to the valley $U(1)$ gauge invariance and the effective Lorentz invariance, Fujikawa’s method suggests that the effective action would contain a topologically nontrivial term\cite{16, 17} as

$$S_{\text{eff},a} = \int dt d^3r \frac{e^2}{16\pi^2} \frac{\Phi_a}{2} \varepsilon^{\mu\nu\rho\delta} \tilde{F}_{a,\mu\nu} \tilde{F}_{a,\rho\delta} + ..., \quad (9)$$

where $\tilde{F}_{a,\mu\nu} = \partial_\mu \tilde{A}_{a,\nu} - \partial_\nu \tilde{A}_{a,\mu}$, and “...” includes all other terms. In this work, we only consider the leading-order linear response to $A$ and $u_{zz}$. Through an explicit evaluation of Feynman diagrams in Appendix A and F of the SM, we find that the only leading-order linear response contained in “...” is the trivial correction to the permittivity and permeability in the material, which can be absorbed into the Maxwell term of $A$. Hence, all nontrivial leading-order linear responses come from the first term of Eq. (9).

After omitting all of the higher-order and trivial terms, we arrive at the total effective action as

$$S_{\text{eff}} = \int dt d^3r \sum_a A \cdot \left[ (-\frac{e^2}{4\pi^2} \nabla \theta_a + \Sigma_{H,a}) \times E_a^{\text{pse}} \right] ,$$

where $\theta_a$ is the valley axion field given by the phase of the CDW order parameter as

$$\theta_a = (-1)^{a-1} \phi ,$$

and $\Sigma_{H,a}$ is the valley Hall conductivity given by the CDW wavevector $Q$

$$\Sigma_{H,a} = (-1)^a \frac{Q}{2\pi} \frac{e^2}{2\pi} .$$

TR symmetry enforces that the valley axion field and the valley Hall conductivity have opposite signs in each of the two valleys, resulting in a vanishing electromagnetic response.

The total current derived from $S_{\text{eff}}$ can be decomposed into two parts

$$j = \frac{\delta S_{\text{eff}}}{\delta A} = j_{PE} + j_M .$$

![FIG. 2. Schematic for the DPME induced by the pseudo-electric field in a TR-invariant minimal WSM with a CDW. (a) The projection of four Weyl points on the $k_z - k_y$ plane in a TR-invariant minimal WSM. The arrows in (a) indicate the projection of the CDW wavevectors $Q$. (b) The low-energy piezoelectric current induced by the CDW wavevector. The dashed box above (b) indicates that the black dashed arrows, the blue solid arrows, and the red solid arrows in (b) and (c) respectively represent the pseudo-electric field, current, and magnetization. (c) The DPME induced by the phase of the CDW order parameter. In (c), we have chosen open boundary conditions for only the surfaces perpendicular to $x$; the two $x$-normal surfaces are gapped and symmetry-preserving. The two bulk Dirac cones have opposite bulk phases of the CDW order parameter. Through the bulk-boundary correspondence, this implies that the two valleys have opposite surface Hall conductances.](image)
\( \mathbf{j}_{PE} \) is the total low-energy valley Hall current induced by the pseudo-electric field

\[
\mathbf{j}_{PE} = \sum_a \Sigma_{H,a} \times \mathbf{E}^{\text{pse}}_a ,
\]

which, as required by \( m_y \) symmetry, lies in the \( xz \) plane, and is schematically shown in Fig. 2(b). According to Eq. (7) and Eq. (12), \( \mathbf{j}_{PE} \) is actually the bulk-uniform piezoelectric current induced by the CDW wavevector \( \mathbf{Q} \), where the piezoelectric coefficient is given by

\[
\chi_{izz} = \frac{\partial j_{PE,i}}{\partial u_{zz}} = \frac{e}{2\pi^2} \xi_y (\mathbf{Q} \times \mathbf{e}_y)_i .
\]

Hence, \( \mathbf{j}_{PE} \) can be understood as a 3D stack of 2D valley Hall conductance, along the normal direction of the surface) should take the form

\[
j_{H,a} = \sigma_{H,a} \times \mathbf{E}^{\text{pse}}_a ,
\]

\[
\sigma_{H,a} = \frac{e^2}{2\pi^2} \frac{\partial \phi_{\text{bulk}}}{\partial \mathbf{k}_{\text{bulk}}} ,
\]

\[
j_M = \nabla \times \mathbf{M}
\]

in which the total orbital magnetization \( \mathbf{M} \) is induced by a pseudo-electric field through the valley axion field

\[
\mathbf{M} = -\sum_a \frac{e^2}{4\pi^2} \theta_a \mathbf{E}^{\text{pse}}_a .
\]

Physically, Eq. (16) can be understood from the bulk-boundary correspondence as follows. First, given a gapped and symmetry-preserving boundary, the CDW phase \( \phi \) smoothly changes from a constant value \( \phi_0 \) in the bulk to zero in the vacuum, implying that the magnetization current \( j_M \) is localized on the boundary. According to the bulk-boundary correspondence of the axion field, the surface valley Hall conductance (along the normal direction of the surface) should take the form

\[
\sigma_{H,a} = \frac{e^2}{2\pi^2} \frac{\partial \phi_{\text{bulk}}}{\partial \mathbf{k}_{\text{bulk}}} ,
\]

\[
\theta_a = \frac{\partial \phi_0}{\partial \mathbf{k}_{\text{bulk}}} ,
\]

\[
j_M = \nabla \times \mathbf{M}
\]

Hence, the surface-localized magnetization current \( j_M \) is simply the surface Hall current induced by the pseudo-electric field, as shown in Fig. 2(c). The surface current generates a uniform bulk magnetization of the form

\[
\mathbf{M}_{\text{bulk}} = -\sum_a \frac{e^2}{2\pi^2} \frac{\partial \phi_{\text{bulk}}}{\partial \mathbf{k}_{\text{bulk}}} \mathbf{E}^{\text{pse}}_a
\]

which is the DPME proposed in this work, as illustrated in Fig. 1(d). Unlike the piezoelectric current in Eq. (14) originating from the 2D valley Hall conductance, \( j_M \) in Eq. (16) originates from the fundamentally 3D bulk valley axion field, and is hence fundamentally different from Eq. (14).

C. TB Realization of the DPME

The above analysis is based on low-energy effective field theory. It is natural to ask whether our low-energy prediction of a DPME in TR-invariant Weyl-CDWs remains valid in the presence of high-energy bands (or equivalently in a UV completion). To address this question, we will construct a minimal TB model of a TR-invariant Weyl-CDW and compute the DPME, which we will compare to that predicted by the effective action.

Prior to the onset of a CDW, we begin with an orthorhombic lattice, in which we choose for simplicity the lattice constants to be \( a_\| = a_y = a_z = a_0 \). We then consider there to be two sublattices in each unit cell. We next place a Kramers pair of spinful \( s \) orbitals on one sublattice and a Kramers pair of spinful \( p_y \) orbitals on the other sublattice. We then construct a four-band TB model (at this stage without a CDW) that preserves TR and \( m_y \) symmetries. The explicit form of the TB model is provided in the Methods section. With the parameter values specified in the Methods section, we realize a state with four Weyl points located at

\[
k_{a,\alpha} = (-1)^{a-1}(\alpha \pi/a_0, \pi/4a_y, 0) ,
\]

where the Weyl points are related by TR and \( m_y \) symmetries.

We next add a CDW term that preserves TR and \( m_y \) symmetries into the TB model. Unlike Ref. 68, we do not study the microscopic origin of the CDW order parameter in this work, as the main goal of introducing the TB model is simply to provide a UV completion of the low-energy theory on which our analysis is rigorously based. In particular, the CDW that we introduce is commensurate to the original lattice, resulting in reduced lattice translation symmetries with the new lattice constants given by \( a'_x = 2a_0, a'_y = a_0, \) and \( a'_z = a_0 \). The CDW backfolds two Weyl points of the same valley index onto the same momentum in the reduced first Brillouin zone

\[
k' = (-1)^{a-1}(\pi/a'_{y}, \pi/4a'_y, 0)
\]

to form an unstable 3D Dirac fermion, which then becomes gapped. The explicit expression for the TB model of the Weyl-CDW state and its relation to the low-energy effective action are provided in the Methods section.

Now we use the full TB model to verify the strain-induced piezoelectric effect and the DPME described by Eq. (10). We consider a slab configuration with \( N \) layers perpendicular to \( x \) with periodic boundary conditions along \( y \) and \( z \). Then, we calculate the 2D \( z \)-directional strain-induced current density of each layer for \( N = 20 \) and for various values of \( \phi_0 \) (See Appendix G.4 for details). We note that the current along the \( y \) direction conversely vanishes in our numerics at each value of \( \phi_0 \), due to the bulk \( m_y \) symmetry.

In Fig. 3(a), we plot the current density distribution \( j_z^{2D} (t'_y) \) for \( \phi_0 = -0.9\pi, -0.45\pi, 0, 0.45\pi, -0.9\pi, \) where \( t'_y = 1, 2, ..., N \) is the layer index. As schematically shown in Fig. 3(b), we can decompose the current density distribution into a uniform background current \( \langle j_z^{2D} \rangle \) (averaged over the layer index) and a layer-dependent part.
\[ \delta j_{z}^{2D}(l_{x}^{'}) = j_{z}^{2D}(l_{x}^{'}) - \langle j_{z}^{2D} \rangle. \]

The uniform background current \( \langle j_{z}^{2D} \rangle \) characterizes the uniform piezoelectric response, and, as shown in Fig. 3(c), the piezoelectric current is nearly independent of \( \phi_{0} \), as expected from the low-energy expression Eq. (16). We would like to emphasize that it is meaningless to compare the exact value predicted by the low-energy Eq. (15) to the TB results in Fig. 3(c), since Eq. (15) only includes the low-energy contribution to the piezoelectric current, while the high-energy contribution to the piezoelectric current is large in the TB model.

On the other hand, the layer-dependent contribution to the layer current density \( \delta j_{z}^{2D}(l_{x}^{'}) \) is asymmetrically distributed. Specifically, \( \delta j_{z}^{2D}(l_{x}^{'}) \) exhibits opposite signs near the two surfaces, resulting in a bulk magnetization \( M_{y}^{\text{bulk}} \). We plot the \( M_{y}^{\text{bulk}} \) calculated from the TB model as a function of \( \phi_{0} \) in Fig. 3(d). To compare with the TB result, we restore the Fermi velocity for the low-energy expression Eq. (18) and substitute in the parameter values shown in Methods, from which we obtain

\[
\frac{M_{y}^{\text{bulk}}}{M_{0}} = \frac{a_{0} \phi_{0} \text{sgn}(v_{x}v_{y}v_{z})}{2\pi^{2}v_{y}} \phi_{0} \epsilon_{y} = -\frac{1}{4\pi^{2} \sqrt{2}} \phi_{0} \epsilon_{y},
\]

where \( M_{0} = e\hbar v_{\pi z}/a_{0} \). As shown in Fig. 3(d), the TB and low-energy results are of the same order of magnitude (the deviation is smaller than 70% of the low-energy result). This coincides with the fact that the valley axion field of the TB model mainly comes from the low-energy modes, as discussed in Appendix B and G of the SM.

In particular, the TB and low-energy results in Fig. 3(c) match extremely well as \( \phi_{0} \) approaches \( \pm \pi \) (the deviation is smaller than 7% of the low-energy result). As discussed below, the agreement between the TB and low-energy results can be attributed to the TB model exhibiting boundary gap closings at exactly \( \phi_{0} = \pm \pi \).

### D. Boundary TQPT and DPME Jump

In this section, we will show that the slab configuration of the TB model has a boundary gap closing at \( \phi_{0} = \pm \pi \), which gives a boundary TQPT that changes the relative surface \( \mathbb{Z}_{2} \) index and induces a discontinuous change of the DPME. The TB results are further explained within the low-energy effective theory.

In the TB model, \( \phi_{0} \) only appears in the TB model as \( \cos(\phi_{0}) \) and \( \sin(\phi_{0}) \), and thus any TB result must be periodic in \( \phi_{0} \). Hence, tuning \( \phi_{0} \) from \( \pi^{-} \) to \( \pi^{+} \) should give a jump of the magnetization, as shown in Fig. 3(d). The dramatic difference between the current distributions at \( \phi_{0} = \pm 0.9 \) in Fig. 3(a) provides evidence of the expected jump in the bulk magnetization. Fig. 4(a) suggests that the jump of the DPME at \( \phi_{0} = \pm \pi \) happens along with the boundary gap closing while the bulk remains gapped. Moreover, the gap closing manifests as one 2D gapless Dirac cone in each valley on each surface perpendicular to \( x \), as shown in Fig. 4(b-d). Because there are two TR-related Dirac cones on one surface at
the gap closing, the surface gap closing has the same form as the 2D $Z_2$ transition that happens at a TR-related pair of generic momenta. Because the bulk remains gapped across the transition, the surface gap closings represent examples of boundary TQPTs, which can be detected by jumps in the DPME.

We now interpret the boundary TQPT in the TB model from the perspective of the low-energy theory. According to Eq. (4), one bulk Dirac cone has two mass terms, and thus the bulk gap closing for Eq. (4) requires fine-tuning at least two parameters, which typically does not occur in a realistic model or material. On the (100) surface, the projections of the valleys are along the $y$-axis, and the gap closing along this line only requires fine-tuning one parameter, according to Ref. 21. The analysis in Ref. 21 further suggests that the gap closing appears as one gapless surface Dirac cone for each valley (Fig. 5(a)) and is thus a surface $Z_2$ transition, coinciding with the TB results in Fig. 4. The parameter values for which the gap closings appear depend on the boundary condition that we choose in Eq. (4) (see Appendix A and F of the SM for a special boundary condition that realizes both surface gap closings at $\phi_0 = \pi$). Nevertheless, the codimension-1 nature of the gap closing indicates that, even if the boundary conditions are varied, it is still difficult to remove the gap closing point. When the boundary conditions are changed, the gap closing instead shifts to a different value of $\phi_0$. This agrees with the picture presented in Ref. 21, in which tuning $\phi_0$ pumps 2D TI layers in the WTI phase until a layer reaches the system boundary, causing a surface gap closing. The same argument can also be applied to the (100) surface.

The surface gap closing changes the surface valley Hall conductance by $\pm e^2/2\pi$, which, according to the bulk-boundary correspondence of the axion term, results in a change of the $\theta^\text{bulk}$ — or equivalently $\phi_0$ — by $2\pi$. Combined with Eq. (18), the $2\pi$ jump of $\phi_0$ further results in a jump of the magnetization

$$\Delta M_{\text{bulk}} = \frac{e \xi_y}{\pi v_y} \text{sgn}(v_x v_y v_z) \hat{u}_{zz} e_y = -\frac{1}{2\pi \sqrt{2}} M_0 e_y,$$

in which the Fermi velocities have been restored (see Appendix A and F of the SM), and where parameter values shown in the Methods section have been substituted into the second equality. The predicted $\Delta M_{\text{bulk}}$ precisely matches the jump given by the TB model in Fig. 3(d). Therefore, the boundary TQPT and the induced jump of the DPME can be captured within the low-energy theory in the limit in which Weyl-point valleys are well-defined.

The above analysis of the discontinuous change of the DPME relies on the fact that the gap closings occur simultaneously on both surfaces of a slab geometry. However, it is important to note that there is no symmetry requirement that the gap closings on opposing surfaces occur simultaneously — with only TR symmetry, the simultaneous surface gap closings represent a fine-tuned limit. Nevertheless, as demonstrated in Appendix B and G of the SM, even if we add an extra term to the TB model to split the accidental simultaneous surface gap closing, a jump in the DPME still occurs across each surface gap closing. Notably though, when the surface gap closures do not occur simultaneously in $\phi_0$, the low-energy theory in this case is incapable of fully describing the DPME jump, due to the unavoidable presence of a gapless boundary helical mode on one side of the jump.

### III. Conclusion and Discussion

Using low-energy theory and TB calculations, we have in this work introduced the DPME of TR-invariant WSMs in the presence of a bulk-constant (static and homogeneous in the bulk) CDW that gaps the bulk Weyl points. The DPME is a fundamentally 3D strain effect that specifically originates from a valley axion field. We further demonstrate a discontinuous change of the
DPME across a boundary $\mathbb{Z}_2$ TQPT by tuning the phase of the CDW order parameter. The discontinuous change of the DPME can serve as a bulk experimental signature of the boundary TQPT. Although we have only considered a pair of TR-related valleys, the analysis performed in this work can straightforwardly be generalized to multiple pairs of TR-related Weyl points, as long as one does not enforce additional crystalline symmetries that restrict the total DPME to be zero.

To probe the DPME, one can measure the induced magnetic field outside of a Weyl-CDW sample. However, the uniform piezoelectric current also generates a magnetic field outside of the sample, and thus it is important to devise a means of distinguishing the uniform piece from the DPME. One solution is to measure the magnetic field just outside of the $(010)$ surface of a sample with a $(100)$-directed CDW that gaps the bulk Weyl points. As shown in Fig. 6, the magnetic field given by the DPME in this geometry is directed along $y$, whereas the magnetic field induced by the uniform piezoelectric current is directed along $x$. Based on Eq. (21), we estimate the order of magnitude of the response coefficient for the DPME to be $|\partial M/\partial t_{zz}| \sim 0.8 e/\text{Å}$ for $\xi_y \sim 1\text{eV}^{20}$, $\phi_0 \sim \pi$, and $v_y \sim 10^{-4} c^{72}$. We find that the DPME response coefficient has the same units as the 2D piezoelectric coefficient, and thus we may directly compare the value of the DPME response coefficient with typical experimental values of 2D piezoelectric coefficients ($\sim 10^{-20} \text{C/Å}$)$^{73}$, suggesting that the above estimated value of the DPME response coefficient is experimentally observable.

In general, it is possible for the system to be in a WTI phase with helical modes on the surfaces perpendicular to $y$ and $z$, which might influence the observation of the DPME (see Appendix B and G of the SM for further details). Nevertheless, the helical modes can be gapped out by finite-size effects (similar to the gapped side surfaces of the axion insulators$^{47}$ and antiferromagnetic topological insulators$^{37,38}$) when the phase of the CDW order parameter and the number of layers are chosen to guarantee that the 2D $\mathbb{Z}_2$ index of the slab is trivial. The helical modes can alternatively be removed by a side-surface CDW$^{74}$. An important direction of future study is to formulate the contribution from the boundary helical mode to the DPME, which is relevant in the case in which there is one gapless helical mode left on the side-surface for certain values of the phase of the CDW order parameter with respect to the number of layers.

In addition to a direct probe of the DPME, the existence of a boundary TQPT predicted by our theory indicates the appearance of 1D gapless helical modes along surface domain walls of the CDW phase (see Appendix. C of the SM for details). The gapless helical domain-wall fermions can in principle be probed through scanning tunneling microscopy. Moreover, it is intriguing to ask whether the boundary TQPT separates two 3D phases with different boundary-obstructed topology$^{75}$, and to elucidate the precise relationship between the boundary TQPT and symmetry-enhanced topological surface anomalies$^{74,76,77}$.

In this work, we have focused on TR-invariant gapped Weyl-CDWs. TR-invariant WSMs have been realized in a number of non-centrosymmetric systems, including NbAs$^{78}$, TaAs$^{79,82}$, and (TaSe$_4$)$_2$I$^{72,83}$, and an axionic Weyl-CDW phase has recently been demonstrated in (TaSe$_4$)$_2$I$^{71}$. We emphasize that the intuitive picture of the DPME is applicable as long as the low-energy physics.
of a given system is well-captured by 3D Dirac fermions with complex mass terms. This implies that the DPME may also exist in other 3D Dirac materials. In the current work, we have treated the axion field (or the CDW phase) as a fixed background field. After taking into account the dynamics of CDW (such as a phason), the effective action in Eq. (10) suggests a nonzero coupling between the phason of the CDW and the strain field, implying the intriguing possibility of strain engineering the CDW phase angle in TR-invariant WSMs.

IV. METHODS

A. Low-Energy Action

In this section, we provide further details of the derivation of Eq. (4). The complete discussion of the low-energy effective action is in Appendix A and F of the SM. A WSM phase can only emerge in systems that either break TR symmetry (magnetic materials) or break inversion symmetry (non-centrosymmetric crystals). CDWs in magnetic WSMs have been previously studied in numerous works, including Ref. 49,50. In this work, we focus on CDWs in TR-invariant WSMs, which can be realized in non-centrosymmetric crystals. Since two Weyl points related by TR symmetry share the same chirality, and because the total chirality of the whole system must vanish, there must be four Weyl points in a minimal model of a TR-invariant WSM. The four Weyl points shown in Eq. (2) are related by TR and mirror symmetries. TR symmetry, labeled as $\mathcal{T}$, relates $k_{1,\alpha}$ to $k_{2,\alpha}$ with the same chirality index $\alpha$, while the mirror $m_y$ changes the chirality of Weyl points and relates $k_{1,\alpha}$ to $k_{2,-\alpha}$. In the derivation of Eq. (3), we follow Ref. 49,80, and keep $k=0$ as the momentum-space origin of all fermion fields, as this choice naturally includes the Weyl-point-induced valley Hall effect in the effective action.

As mentioned above, both $\mathcal{T}$ and $m_y$ change the valley index $a$ of the fields in Eq. (3), while $m_y$ ($\mathcal{T}$) changes (preserves) the chirality index $\alpha$. Thus, we can always choose the bases to represent $\mathcal{T}$ and $m_y$ as $i\sigma_y K$ and $-i\sigma_y$ for the band index, respectively, where $K$ is complex conjugation. According to the above symmetry representation for $\mathcal{T}$ and $m_y$, a symmetry-preserving mean-field CDW term that couples two Weyl points of the same valley index $a$ can be written as

$$\mathcal{L}_{\text{CDW}} = -\sum_a m_a(r)\psi_a^\dagger(r)\psi_a + h.c.,$$  

where the $t, r$ dependence of $\psi$ is implied. Throughout this work, we include the spatial dependence of the CDW order parameter $m_a(r)$, while keeping the order parameter time-independent (i.e. static). TR symmetry requires that $m_1(r) = m_2(r)^* \equiv m(r)$, and $m_y$ symmetry requires that $m_1^\dagger(m_y r) = m_2(r)$. In general, $m(r) = |m(r)| e^{i\phi(r)}$ is complex, and $|m(r)|$ and $\phi(r)$ are the magnitude and phase of the CDW order parameter, respectively. The underlying interaction that gives rise to the bulk CDW is discussed in Appendix D of the SM at the mean-field level. We next introduce the $\gamma$ matrices

$$\gamma^\mu = (\tau_x \sigma_0, -i\tau_y \sigma_0)\gamma^5 = i\gamma^0 \gamma^1 \gamma^2 \gamma^3,$$  

where $\mu = 0, 1, 2, 3$ and $\tau_{0,x,y,z}$ are Pauli matrices for the chirality index $\alpha$. Using the above definitions of the $\gamma$ matrices, we can rewrite the CDW term as

$$\mathcal{L}_{\text{CDW}} = -\sum_a |m(r)| e^{-i\phi_a(r)} \gamma^5 \psi_a.$$  

The spatial dependence of $|m|, \phi, \Phi_a$ are implicit in the main text unless specified otherwise.

In order to elucidate the strain-induced linear response, we introduce an electron-strain coupling for normal s-train (i.e. stretch or compression along a specified axis) along the $z$ direction, labeled as $u_{zz}(t)$. We require that the strain be adiabatic, homogeneous, and infinitesimal. Enforcing TR and mirror symmetries, the most general form of the leading-order electron-strain coupling reads

$$\mathcal{L}_{\text{str}} = \sum_a \overline{\psi}_a[-\xi_0 \gamma^0 + (-1)^s (\gamma^1 \gamma^5 \xi_x + \gamma^2 \xi_y + \gamma^3 \gamma^5 \xi_z)] \psi_a u_{zz},$$  

where the time dependence of $u_{zz}$ is implied, and where the parameters $\xi_{0,x,y,z}$ are material-dependent. In Eq. (26), we do not include the effects of strain that couple different Weyl points, as Weyl-point coupling strain is necessarily proportional to $|m_0| u_{zz}$, and because $|m_0|$ is typically small in real materials. The detailed procedure of adding the electron-strain coupling is shown in Appendix E of the SM. We set the strain to be uniform throughout all of space, such that the gapped and symmetry-preserving boundary is implemented by the spatial dependence of the CDW order parameter $m$, as opposed to an inhomogeneous strain field.

Summing up Eq. (3), Eq. (25), and Eq. (26) and including the $U(1)$ gauge field coupling for the electromagnetic field, we arrive at the total low-energy Lagrangian Eq. (4).

B. TB Model

In this section, we provide further details of the TB model used in this work to demonstrate the DPME. Further details of our TB calculations are provided in Appendix B and G of the SM.

We begin by considering an orthorhombic crystal with a sublattice described by a four-component basis $\phi_{k,i,s}$, in which $i = 1, 2$ is the sublattice index and $s = \pm$ is the spin index. Using nearest-neighbor hopping terms specified in Appendix B and G of the SM, we choose the following symmetry-allowed form for the strained TB model (without CDW):

$$H_{TB,a} = \sum_k \epsilon_k^a h_{TB,a}(k)c_k,$$  

where $\epsilon_k^a$ are the site energies, $h_{TB,a}(k)$ are the hopping integrals, and $c_k$ are the electron creation operators.
where the \( k \) dependence of \( d' \)s is implied, the strain-induced redefinition of \( c_k \) discussed in Appendix E of the SM is implied, and where

\[
\begin{align*}
    d_1 &= n_0 - 1 + \cos(k_x a_0) + n_2 \cos(k_y a_0) + (1 - u_{zz}) \cos(k_z a_0) \\
    d_2 &= (1 - u_{zz}) \sin(k_y a_0) \cos(k_z a_0/2) \\
    d_3 &= (1 - u_{zz}) \sin(k_z a_0/2) \\
    d_4 &= (1 - u_{zz}) \cos(k_z a_0) \sin(k_z a_0/2) \\
    d_5 &= (1 - u_{zz}) n_1 \cos(k_z a_0/2) \cos(k_y a_0) + (1 - u_{zz}) n_3 \cos(k_z a_0/2) \cos(k_x a_0) .
\end{align*}
\]

Throughout this work, we have taken the inverse of the lattice constant without strain \( 1/a_0 \) as the unit of energy. For concreteness, we then choose

\[n_0 = -\sqrt{2}, \quad n_1 = 1, \quad n_2 = 2, \quad n_3 = -1 . \]

\[ (30) \]

We next add a CDW term that preserves TR and \( m_y \) symmetries into the TB model, where the CDW coupling takes the form

\[
H_{TB,CDW} = \sum_{k} c_k^\dagger \left[ M_1(k_y, k_z) + n_2 M_2(k_y, k_z) \right] c_k ,
\]

\[ (31) \]

where \( \mu_1 \) and \( \mu_2 \) are real scalar parameters,

\[
M_1 = [- \cos(k_z a_0/2) \tau_y \sigma_0 + \tau_z \sigma_x] \sin(k_y a_0) ,
\]

\[ (32) \]

and

\[
M_2 = [- \cos(k_z a_0/2) \tau_y \sigma_x + \tau_z \sigma_0] / \sqrt{2} .
\]

\[ (33) \]

Eq. (31) suggests that the CDW term contains two channels that are characterized by two real coupling constants, \( \mu_1 \) and \( \mu_2 \). Throughout this work, we set \( |\mu_1 + i\mu_2| = 0.3/a_0 \) for all of the numerical calculations for the TB model in the presence of the CDW.

By projecting to the low-energy modes, the total TB model \( H_{TB,u} + H_{TB,CDW} \) reproduces Eq. (3), Eq. (25) and Eq. (26) with

\[
v_x = \sqrt{2}, \quad v_y = -2 , \quad v_z = \frac{1}{2} , \]

\[ (34) \]

\[
m_0 = (\mu_1 + i\mu_2)e^{-i2\varphi} \Rightarrow \phi_0 = \arg(\mu_1 + i\mu_2) - 2\varphi ,
\]

and

\[
\xi_0 = \xi_z = 0 \quad \xi_x = \frac{1}{\sqrt{2a_0}} \quad \xi_y = -\frac{1}{\sqrt{2a_0}} ,
\]

\[ (35) \]

\[ (36) \]

where \( \varphi \) is the U(1) gauge degree of freedom of the eigenvectors (further discussed in Appendix B and G of the SM). Throughout this work, we have chosen \( \phi_0 = \arg(\mu_1 + i\mu_2) \) by setting \( \varphi = 0 \) unless otherwise specified.
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During the final stages of preparing this work, an updated version of Ref. \(^71\) demonstrated that TR-invariant Dirac-CDWs are topologically equivalent to \( \phi_0 \)-dependent WTs. The results of Ref. \(^71\) are complementary to and in complete agreement with the results of this work.
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