The augmented Lagrangian method can approximately solve convex optimization with least constraint violation
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Abstract
There are many important practical optimization problems whose feasible regions are not known to be nonempty or not, and optimizers of the objective function with the least constraint violation prefer to be found. A natural way for dealing with these problems is to extend the nonlinear optimization problem as the one optimizing the objective function over the set of points with the least constraint violation. This leads to the study of the shifted problem. This paper focuses on the constrained convex optimization problem. The sufficient condition for the closedness of the set of feasible shifts is presented and the continuity properties of the optimal value function and the solution mapping for the shifted problem are studied. Properties of the conjugate dual of the shifted problem are discussed through the relations between the dual function and the optimal value function. The solvability of the dual of the optimization problem with the least constraint violation is investigated. It is shown that, if the least violated shift is in the domain of the subdifferential of the optimal value function, then this dual problem has an unbounded solution set. Under this condition, the optimality conditions for the problem with the least constraint violation are established in term of the augmented Lagrangian. It is shown that the augmented Lagrangian method has the properties that the sequence of shifts converges to the least violated shift and
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the sequence of multipliers is unbounded. Moreover, it is proved that the augmented Lagrangian method is able to find an approximate solution to the problem with the least constraint violation and it has linear rate of convergence under an error bound condition. The augmented Lagrangian method is applied to an illustrative convex second-order cone constrained optimization problem with least constraint violation and numerical results verify our theoretical results.
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1 Introduction

For a practical optimization problem, it is often unknown whether the feasible set of this problem is nonempty or not. In many cases, to design efficient numerical algorithms, infeasibility detection becomes an important issue when the constraint set is empty or the constraints are inconsistent. For nonlinear optimization, many numerical algorithms have been proposed to find infeasible stationary points; namely, stationary points for minimizing an infeasibility measure of the violated constraints. Byrd, Curtis and Nocedal [4] presented a set of conditions to guarantee the superlinear convergence of their SQP algorithm to an infeasible stationary point. Burke, Curtis and Wang [3] considered the general program with equality and inequality constraints, and proved that their SQP method has strong global convergence and rapid convergence to the KKT point, and has superlinear/quadratic convergence to an infeasible stationary point. Recently, Dai, Liu and Sun [11] proposed a primal-dual interior-point method, which can be superlinearly or quadratically convergent to the KKT point if the original problem is feasible, and can be superlinearly or quadratically convergent to the infeasible stationary point when the problem is infeasible.

These algorithms can find a stationary point of the infeasibility measure, which has nothing to do with the objective function of the problem. However, there are important optimization problems, which may be either feasible or infeasible and whose objective function is wished to be minimized with the least constraint violation even if they are infeasible. A typical example comes from rocket trajectory optimal control, where the fuel is minimized at the wish of landing a target point and subjected to other constraints. If the landing to the target is not possible, we might wish to minimize the distance between the real landing point and the target and thereafter optimize the required fuel. Hence we are led to optimization problems with least constraint violation. Another examples are hard-constrained inconsistent signal feasibility problems considered in Combettes and Bondon [8]. A data-compatibility approach to this kind of constrained optimization problems was proposed by Censor, Zaknoon and Zaslavski [5].

Therefore a natural way to deal with such problems is to extend the constrained optimization problem as the one that optimizes the objective function over the set of points with least constraint violation. When the feasible region is nonempty, the
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set of points with least constraint violation coincides with the feasible region of the constrained optimization problem and hence the extended constrained optimization problem coincides with the original problem.

For the convex nonlinear optimization problem with the least constraint violation, Dai and Zhang [12] reformulated the problem as an optimization problem with a Lipschitz continuous equality [7] or an MPCC problem [16] and derived necessary optimality conditions in terms of $L$-stationary point and $M$-stationary point. They also made efforts to construct a penalty function method for the problem with the least constraint violation and a smoothing algorithm for solving the resulted MPCC problem. However, the penalty method is not an exact one, which will lead to computational difficulty when the penalty parameter is quite large and the smoothing method can only guarantee to converge to an $L$-stationary point of the problem with the least constraint violation. Thus it is worthwhile to reconsider both theoretical issues and algorithmic issues for the optimization problem with the least constraint violation. For example, the solvability of the problem, the characterization of optimal solutions, the characterization of the dual problem and what kind of algorithms can find an optimal solution or an approximate solution. For the algorithmic issue, the work by Chiche and Gilbert [6] gives us a valuable clue. They proved that the augmented Lagrangian method can deal with an infeasible convex quadratic optimization problem. This stimulates us to consider the augmented Lagrangian method for dealing with a general convex optimization problem with the least constraint violation. Chiche and Gilbert [6] also presented many theoretical results for the least shifted problem of the convex optimization problem, including the optimality conditions and differential characterization of the dual function and the unboundedness of the dual problem. All these results are quite helpful to us in studying the general convex optimization problem.

The augmented Lagrangian method is a famous method for solving constrained optimization problems. It was proposed by Hestenes [13] and Powell [17] for solving optimization problems with equality constraints and was generalized by Rockafellar [19] to optimization problems with both equality and inequality constraints. Rockafellar [19] demonstrated a saddle point theorem for convex optimization in terms of the augmented Lagrangian, and Rockafellar [20] established the global convergence of the augmented Lagrangian method for convex optimization with any positive penalty parameter. It was observed by Rockafellar [22] that, for a convex optimization problem with inequality constraints, the augmented Lagrangian method is essentially the proximal point method (for maximal monotone operator inclusion proposed in [21]) applied to the maximal monotone operator inclusion expressing the optimality conditions of the dual problem. Many publications studied the rate of convergence of the augmented Lagrangian method for solving various feasible non-convex optimization problems, see references [17], [1, Chapter 3], [9, 10, 14] and [24].

In this paper, we shall study the augmented Lagrangian method for dealing with the convex optimization problem with the least constraint violation when the convex optimization problem is infeasible.

Consider the following constrained optimization problem,

\[
(P) \quad \min f(x) \quad \text{s.t.} \quad g(x) \in K, \tag{1.1}
\]
where $f: \mathbb{R}^n \to \mathbb{R}$, $g: \mathbb{R}^n \to \mathcal{Y}$, $K \subset \mathcal{Y}$ is a nonempty closed convex set and $\mathcal{Y}$ is a finite dimensional Hilbert space. The optimization model (1.1) covers a lot of optimization problems:

- $K = \{0\} \times \mathbb{R}^p_+$: nonlinear optimization problem;
- $K = \{0\} \times \mathbb{R}_+^p \times \mathcal{S}_+^m$: semidefinite optimization problem;
- $K = \{0\} \times \mathbb{R}_+^p \times \{Q_{m+1} \times \cdots \times Q_{m+1}\}$: second-order conic optimization problem;
- $K = \{0\} \times \mathbb{R}_+^p \times \text{epi} \| \cdot \|_2$: spectral norm induced conic optimization problem;
- $K = \{0\} \times \mathbb{R}_+^p \times \text{epi} \| \cdot \|_*$: nuclear norm induced conic optimization problem;
- $K = \{0\} \times \mathbb{R}_+^p \times \text{epi} \| \cdot \|_k$: $k$-norm induced conic optimization problem.

Therefore, we can deal with at least the above optimization problems with the least constraint violation if we are able to establish a theoretical framework and an algorithmic analysis for the general model (1.1). For simplicity, we only consider the convex optimization problem. We say that Problem (1.1) is convex if $f$ is a convex function and the set valued mapping

$$G_K(\mathbf{x}) := -g(\mathbf{x}) + K$$

(1.2)
is graph-convex; namely, its graph

$$\text{gph } G_K = \{(\mathbf{x}, y) \in \mathbb{R}^n \times \mathcal{Y} : y \in -g(\mathbf{x}) + K\}$$
is a convex set in $\mathbb{R}^n \times \mathcal{Y}$. In this paper, we assume that Problem (1.1) is convex and $f$ and $g$ are continuously differentiable.

By introducing an artificial vector $y \in \mathcal{Y}$, Problem (1.1) can equivalently be expressed as

$$\begin{align*}
\min f(\mathbf{x}) \\
\text{s.t. } g(\mathbf{x}) = y, \\
y \in K.
\end{align*}$$

(1.3)

In Sect. 4, we shall present the augmented Lagrangian method based on the augmented Lagrangian of Problem (1.3), which will bring us some convenience for analysis.

The rest of this paper is organized as follows. In Sect. 2, we consider the shifted problem of Problem (1.1) and discuss properties of the optimal value and the set of optimal solutions. We provide conditions for the closedness of the set of feasible lifts, the conditions for the existence of solution as well as the continuity properties of the optimal value and the set of optimal solutions depending on the shifts. In Sect. 3, the conjugate dual of the shifted problem is studied. From the classical duality theory, we obtain a characterization of the solution set of the dual in terms of the dual function and the optimal value function. Especially, the equivalence of the subdifferentiability of the dual function and the existence of an augmented Lagrangian problem are established. This is crucial for the analysis of the augmented Lagrangian method. Sect. 4 is the central part of this paper. The optimality conditions (both necessary and sufficient) for the convex optimization problem with the least constraint violation are established in terms of the augmented Lagrangian, which suggest us that the augmented Lagrangian method is a suitable method for solving this problem. The
The augmented Lagrangian method can approximately... classical augmented Lagrangian method is analyzed and its shown that the dual of the least constraint violated problem has an unbounded solution set if it has a solution or if the least violated shift is in the domain of the subdifferential of the optimal value function. Under this condition, it is shown that the augmented Lagrangian method has the properties that the sequence of shifts converges to the least violated shift and it is able to find an approximate solution. Moreover, an error bound condition is proposed for the problem with least constraint violation and the linear rate of convergence of the augmented Lagrangian method is established under this condition. Finally, the augmented Lagrangian method is applied to a small-size convex second-order cone constrained problem with least constraint violation and numerical results verify the theoretical results in the previous subsections. Sect. 5 gives some discussions about possible topics on optimization with least constraint violation.

2 The shifted problem

In this section, we shall define the shifted problem associated with Problem (1.1) and the set of feasible shifts, and discuss when the optimal value function of the shifted problem is lower semi-continuous and when the set of feasible shifts is closed.

For a given \( s \in \mathcal{Y} \), the shifted problem is defined as

\[
P(s) \quad \min_{x} f(x) \\
\text{s.t.} \quad g(x) + s \in K.
\]  

(2.1)

By introducing an artificial vector \( y \in \mathcal{Y} \), Problem (2.1) can equivalently be expressed as

\[
\min_{x} f(x) \\
\text{s.t.} \quad g(x) + s = y, \\
y \in K.
\]  

(2.2)

Here we call \( s \) as a shift. The set of feasible shifts, denoted as \( S \), is defined by

\[
S := \{ s \in \mathcal{Y} : \text{there exists some } x \in \mathbb{R}^n \text{ such that } g(x) + s \in K \}.
\]  

(2.3)

Obviously, only for a feasible shift \( s \in S \), Problem (2.1) or Problem (2.2) is a feasible problem. If \( 0 \in S \), then the original problem (1.1) or (1.3) is feasible.

Let

\[
\Phi(s) = \{ x \in \mathbb{R}^n : g(x) + s \in K \}
\]

be the feasible set of Problem \( P(s) \). Denote by \( \nu(s) \) and \( X(s) \) the optimal value and the set of optimal solutions of Problem \( P(s) \), respectively; namely,

\[
\nu(s) = \inf_{x} \{ f(x) : x \in \Phi(s) \} \quad \text{and} \quad X(s) = \text{argmin} \{ f(x) : x \in \Phi(s) \}.
\]  

(2.4)
Obviously, if \( s \notin S \), then \( \Phi(s) = \emptyset \), \( X(s) = \emptyset \) and \( \nu(s) = +\infty \). If \( f \) is a proper lower semi-continuous function over \( \mathbb{R}^n \), then

\[
\text{dom} \nu = S. \quad (2.5)
\]

Noting that the graph of \( G_K \) can be expressed as

\[
gph G_K = \{(x, s) \in \mathbb{R}^n \times \mathcal{Y} : s \in G_K(x)\} = \{(x, s) \in \mathbb{R}^n \times \mathcal{Y} : g(x) + s \in K\},
\]

we have

\[
S = \Pi_{\mathcal{Y}}(gph G_K), \quad (2.6)
\]

where \( \Pi_{\mathcal{Y}} : \mathbb{R}^n \times \mathcal{Y} \to \mathcal{Y} \) is the following projection mapping

\[
\Pi_{\mathcal{Y}}(x, s) = s, \quad \forall (x, s) \in \mathbb{R}^n \times \mathcal{Y}.
\]

The closedness of \( S \) is crucial for the existence of the least violated shift since the shift with the smallest norm is just the projection of zero onto \( S \). For this purpose, we need the definition of the horizon mapping of \( G_K \), see Page 159 of [23]. The horizon mapping \( G_K^\infty \) of \( G_K \) is defined by

\[
gph G_K^\infty = (gph G_K)^\infty,
\]

where \( C^\infty \) is the horizon cone of a nonempty set \( C \), see Definition 3.3 of [23], which is defined by

\[
C^\infty = \{x : \exists x^k \in C, \lambda_k \searrow 0 \text{ with } \lambda_k x^k \to x\}.
\]

It follows from the formula 5(6) in [23] that

\[
G_K^\infty(h_x) = \left\{ u = \lim_k \lambda_k u^k : u^k \in G_K(h_x^k), \lambda_k h_x^k \to h_x, \lambda_k \searrow 0 \right\}. \quad (2.7)
\]

The following result gives a sufficient condition ensuring that \( S \) is closed.

**Lemma 2.1** Let \( f \) be a continuous convex function and \( g \) be a continuous mapping such that \( G_K \) is a graph-convex set-valued mapping. If

\[
0 \in G_K^\infty(h_x) \implies h_x = 0,
\]

then \( S \) is a closed set in \( \mathcal{Y} \).

**Proof** In view of the equality \( S = \Pi_{\mathcal{Y}}(gph G_K) \), we have from Theorem 3.10 of [23] that a sufficient condition for the closedness of \( S \) is

\[
\Pi_{\mathcal{Y}}^{-1}(0) \cap (gph G_K)^\infty = \{0\} \subset \mathbb{R}^n \times \mathcal{Y}. \quad (2.9)
\]
From the definition of $\text{gph } G^\infty_K$, we know that (2.9) is equivalent to

$$\Pi_{\mathcal{Y}}^{-1}(0) \cap \text{gph } G^\infty_K = \{0\} \subset \mathbb{R}^n \times \mathcal{Y}. \quad (2.10)$$

Since $\Pi_{\mathcal{Y}}^{-1}(0) = \mathbb{R}^n \times \{0\}$, (2.10) is equivalent to

$$\left(\mathbb{R}^n \times \{0\}\right) \cap \text{gph } G^\infty_K = \{0\} \subset \mathbb{R}^n \times \mathcal{Y},$$

which is just (2.8). The proof is completed. \(\square\)

To guarantee the closedness of $S$, the following proposition presents a specific sufficient condition in terms of the recession cone of $K$ and the horizon mapping of $g$.

**Proposition 2.1** Let $f$ be a continuous convex function and $g$ be a continuous mapping such that $G_K$ is a graph-convex set-valued mapping. If

$$g^\infty(h_x) \in K^\infty \implies h_x = 0, \quad (2.11)$$

then $S$ is closed, where $K^\infty$ is the recession cone of $K$ in the sense of convex analysis and $g^\infty$ is the horizon mapping defined by

$$g^\infty(h) := \{u \in \mathcal{Y} : \exists t_k \rightarrow 0, \exists v^k \in \mathbb{R}^n \text{ such that } t_k(v^k, g(v^k)) \rightarrow (h, u)\}.$$

**Proof** Since $G_K$ is graph-convex, $\text{gph } G_K$ is a convex set in $\mathbb{R}^n \times \mathcal{Y}$. From the definition of $g^\infty$, for some $(x^0, s^0)$ satisfying $g(x^0) + s^0 \in K$, we have that

$$(\text{gph } G_K)^\infty = \left\{(h, u) \in \mathbb{R}^n \times \mathcal{Y} : \begin{array}{c}
(x^0, s^0) + t(h, u) \in \text{gph } G_K, \\
\forall t \geq 0
\end{array}\right\} = \left\{(h, u) \in \mathbb{R}^n \times \mathcal{Y} : g(x^0 + th) + (s^0 + tu) \in K, \\
\forall t \geq 0\right\} = \left\{(h, u) \in \mathbb{R}^n \times \mathcal{Y} : g(x^0) + s^0 + t \left[u + \frac{g(x^0 + th) - g(x^0)}{t}\right] \in K, \\
\forall t \geq 0\right\} \subseteq \{(h, u) \in \mathbb{R}^n \times \mathcal{Y} : u + g^\infty(h) \in K^\infty\}. \quad (2.12)$$

Since the condition (2.11) gives

$$\Pi_{\mathcal{Y}}^{-1}(0) \cap \{(h, u) \in \mathbb{R}^n \times \mathcal{Y} : u + g^\infty(h) \in K^\infty\} = \{0\} \subset \mathbb{R}^n \times \mathcal{Y}, \quad (2.13)$$

we obtain from (2.12) that

$$\Pi_{\mathcal{Y}}^{-1}(0) \cap (\text{gph } G_K)^\infty = \{0\} \subset \mathbb{R}^n \times \mathcal{Y},$$

which indicates the truth of (2.8). The result follows from Lemma 2.1. The proof is completed. \(\square\)
For the feasible set in a convex nonlinear programming problem, based on Proposition 2.1, we have the following result about the closedness of $S$.

**Corollary 2.1** Let $K = \{0_q\} \times \mathbb{R}^p$ and $g(x) = (a_1^T x - b_1, \ldots, a_q^T x - b_q, g_{q+1}(x), \ldots, g_{q+p}(x))^T$ with each $g_i$ being a lower semicontinuous convex function for $i = q + 1, \ldots, q + p$. If

\[
\begin{align*}
    a_j^T w &= 0, \quad j = 1, \ldots, q \\
    g_i^\infty(w) &\leq 0, \quad i = 1, \ldots, p
\end{align*}
\]

then $S$ is closed.

Define $\phi : \mathbb{R}^n \times \mathcal{Y} \to \mathbb{R}$ by

\[
\phi(x, s) = f(x) + \delta_K(g(x) + s), \quad (2.14)
\]

where $\delta_K$ is the indicator function

\[
\delta_K(y) = \begin{cases} 
0, & y \in K; \\
+\infty, & y \notin K.
\end{cases}
\]

**Remark 2.1** It follows from Proposition 2.162 of [2] that $(x, s) \rightarrow \delta_K(g(x) + s)$ is a convex function when $G_K$ is a graph-convex set-valued mapping.

Now, we discuss, for $s \in S$, the conditions under which Problem $P(s)$ has a nonempty set of solutions and the continuity properties of $X(s)$ and $\nu(s)$. This requires the uniform level boundedness condition from Definition 1.16 of [23].

**Proposition 2.2** Let $f$ be a continuous convex function and $g$ be a continuous mapping such that $G_K$ is a graph-convex set-valued mapping. Then $\phi(x, s)$ is level-bounded in $x$ locally uniformly in $s$ in the sense of Definition 1.16 of [23] if and only if

\[
\begin{align*}
    f^\infty(h_x) &\leq 0 \\
    0 &\in G_K^\infty(h_x)
\end{align*}
\]

\[
\implies h_x = 0. \quad (2.15)
\]

**Proof** From the definition of $\phi$, it is easy to check

\[
\phi(x, s) = f(x) + \delta_{g_{\text{gp}}} G_K(x, s). \quad (2.16)
\]

In view of Remark 2.1, we know that $\phi(x, s)$ is a proper lower semi-continuous convex function. It follows from Theorem 3.31 of [23] that $\phi(x, s)$ is level-bounded in $x$ locally uniformly in $s$ if and only if

\[
\phi^\infty(h_x, 0) > 0, \quad \forall h_x \neq 0 \in \mathbb{R}^n. \quad (2.17)
\]
Since $f$ is continuous convex, $\text{dom } f = \mathbb{R}^n$, we have
\[ \text{dom } f \times Y \cap \text{gph } G_K \neq \emptyset. \]

Then, from Exercise 3.29 of [23] and the identity that $\delta_{C}^{\infty} = \delta_{CH}$, we obtain
\[ \phi^{\infty}(h_x, h_s) = f^{\infty}(h_x) + \delta_{\text{gph } G_K}^{\infty}(h_x, h_s) = f^{\infty}(h_x) + \delta_{\text{gph } G_K}^{\infty}(h_x, h_s). \]

Thus, the condition (2.17) is equivalent to
\[ f^{\infty}(h_x) + \delta_{\text{gph } G_K}^{\infty}(h_x, 0) > 0, \quad \forall h_x \neq 0 \in \mathbb{R}^n, \]
or
\[ f^{\infty}(h_x) + \delta_{\text{gph } G_K}^{\infty}(h_x, 0) \leq 0 \implies h_x = 0 \in \mathbb{R}^n. \quad (2.18) \]

Obviously, the condition (2.18) is the same as the condition (2.15). The proof is completed. \(\square\)

In the following proposition, we need the so-called $v$-attentive convergence of a sequence of points (see Page 271 of [23]), which is defined by
\[ s^k \xrightarrow{v} s \iff s^k \to s \text{ with } v(s^k) \to v(s). \]

**Proposition 2.3** Let $f$ be a continuous convex function and $g$ be a continuous mapping such that $G_K$ is a graph-convex set-valued mapping. Assume that the condition (2.15) is satisfied. Then

(a) The function $v$ is proper and lower semi-continuous convex on $Y$, and for each $s \in \text{dom } v$ the set $X(s)$ is nonempty, compact and convex, whereas $X(s) = \emptyset$ when $s \notin \text{dom } v$.

(b) The mapping $X$, which is compact-valued with $\text{dom } X = \text{dom } v$, is outer semi-continuous with respect to $v$-attentive convergence $\to_v$.

(c) The set-valued mapping $X$ is locally bounded and outer semi-continuous relative to the set $\text{int}(\text{dom } X) = \text{int}(\text{dom } v)$.

**Proof** It follows from Proposition 2.2 that the condition (2.15) is equivalent to the condition that $\phi(x, s)$ is level-bounded in $x$ locally uniformly in $s$ in the sense of Definition 1.16 of [23]. The results follow from Theorems 1.17 and 7.41 of [23]. \(\square\)

**Remark 2.2** Property (b) of the above proposition means that, if $s^k \in X(s^k)$ and if $s^k \to \hat{s} \in \text{dom } v$ in such a way that $v(s^k) \to v(\hat{s})$ (as when $v$ is continuous at $\hat{s}$ relative to a set $U$ containing $\hat{s}$ and $s^k$), then the sequence $\{s^k\}_{k \in \mathbb{N}}$ is bounded, and all its cluster points lie in $X(\hat{s})$.

**Remark 2.3** Noting that $S = \text{dom } v$, we have the following observations.
(i) The first part of (c) in the above proposition means that, for any \( s \in S \), there exists \( \varepsilon > 0 \) with a nonempty compact set \( B \subset \mathcal{Y} \) such that

\[
X(s') \subset B, \quad \forall s' \in \text{dom } v \cap B(s, \varepsilon).
\]

(ii) If int \( S \neq \emptyset \), then for any \( s \in \text{int } S \), \( v \) is continuous at \( s \) and

\[
\limsup_{s' \to s} X(s') = X(s).
\]

(iii) If int \( S \neq \emptyset \), then, from the second part of (c) in the above proposition, for any \( s \in S \), \( v \) is lower semi-continuous at \( s \) and

\[
\limsup_{s' \to s} X(s') = X(s).
\]

Since, for \( s(t) = (1 - t)s + ts_0 \), where \( s_0 \in \text{int } S \), one has

\[
s(t) \in \text{int } S \quad \text{for } t \in (0, 1) \quad \text{and} \quad \lim_{t \to 0^+} s(t) = s,
\]

so that

\[
\limsup_{t \searrow 0} X(s(t)) \subseteq X(s).
\]

(iv) If int \( S = \emptyset \), in this case \( \text{ri } S \neq \emptyset \), then one only has, from (b) in the above proposition, that

\[
\limsup_{s' \to s} X(s') = X(s).
\]

(v) If int \( S = \emptyset \), in this case \( \text{ri } S \neq \emptyset \), then for any \( s \in \text{ri } S \), it follows from Theorem 10.1 of [18] that \( v \) is continuous at \( s \) relative to \( \text{ri } (\text{dom } v) \) so that

\[
\limsup_{s' \to s} X(s') = X(s).
\]

For \( s(t) = (1 - t)s + ts_0 \), where \( s_0 \in \text{ri } S \), one has

\[
s(t) \in \text{ri } S \quad \text{for } t \in (0, 1) \quad \text{and} \quad \lim_{t \to 0^+} s(t) = s,
\]

so that

\[
\limsup_{t \searrow 0} X(s(t)) \subseteq X(s).
\]

---

1 Theorem 10.1. A convex function \( f \) on \( \mathbb{R}^n \) is continuous relative to any relatively open convex set \( C \) in its effective domain, in particular relative to \( \text{ri } (\text{dom } f) \).
Now we pay a special attention to convex quadratic optimization.

**Example 2.1** Consider the following convex quadratic optimization problem

$$\begin{align*}
\min f(x) &= c^T x + \frac{1}{2} x^T G x \\
\text{s.t.} \quad Ex &= d, \\
\quad Ax &\leq b,
\end{align*}$$

(2.19)

where \( c \in \mathbb{R}^n \), \( G \in \mathbb{R}^{n \times n} \) is a positive semidefinite symmetric matrix, \( E \in \mathbb{R}^{q \times n} \), \( d \in \mathbb{R}^q \), \( A \in \mathbb{R}^{p \times n} \) and \( b \in \mathbb{R}^p \). Denote \( s = (s_e, s_a) \in \mathbb{R}^{q+p} \) with \( s_e \in \mathbb{R}^q \) and \( s_a \in \mathbb{R}^p \).

For a given \( s \in \mathbb{R}^{q+p} \), the shifted problem becomes

$$\begin{align*}
\text{QP}(s) \quad \min f(x) &= c^T x + \frac{1}{2} x^T G x \\
\text{s.t.} \quad Ex + s_e &= d, \\
\quad Ax + s_a &\leq b.
\end{align*}$$

(2.20)

The set of feasible shifts is given by

$$S_{QP} := \{ s \in \mathcal{Y} : \text{there exists some } x \in \mathbb{R}^n \text{ such that } Ex + s_e = d, \ Ax + s_a \leq b \}. $$

(2.21)

Let \( \nu(s) \) and \( X(s) \) be the optimal value and the set of optimal solutions of Problem QP(s), respectively; namely,

$$\begin{align*}
\nu_{QP}(s) &= \inf_x \left\{ c^T x + \frac{1}{2} x^T G x : Ex + s_e = d, \ Ax + s_a \leq b \right\}, \\
X_{QP}(s) &= \operatorname{argmin} \left\{ c^T x + \frac{1}{2} x^T G x : Ex + s_e = d, \ Ax + s_a \leq b \right\}. 
\end{align*}$$

The set-valued mapping \( G_K : \mathbb{R}^n \rightarrow \mathbb{R}^{q+p} \) is given by

$$G_K(x) = \left[ -Ex + d \right] + \{0_q\} \times \mathbb{R}_-^p. $$

Then we obtain

$$\text{ghp } G_K = \{(x, s) \in \mathbb{R}^n \times \mathbb{R}^{q+p} : Ex + s_e = d, \ Ax + s_a \leq b \}$$

and

$$\text{ghp } G_K^\infty = \{(h_x, h_s) \in \mathbb{R}^n \times \mathbb{R}^{q+p} : Eh_x + h_{s_e} = 0, \ Ah_x + h_{s_a} \leq 0 \},$$

so that

$$G_K^\infty(h_x) = \{h_s \in \mathbb{R}^{q+p} : Eh_x + h_{s_e} = 0, \ Ah_x + h_{s_a} \leq 0 \}. $$

(2.22)
(a) In view of Lemma 2.1, we have that, if
\[
\begin{align*}
Eh_x &= 0 \\
Ah_x &\leq 0
\end{align*}
\]
then \( S_{QP} \) is closed;
(b) It follows from page 89 of [23] that
\[
f^\infty(h_x) = c^T h_x + \delta(h_x \mid Gh_x = 0).
\]
Thus the condition (2.15) in this case becomes
\[
\begin{align*}
c^T h_x &\leq 0, \quad Gh_x = 0 \\
Eh_x &= 0, \quad Ah_x \leq 0
\end{align*}
\]
(2.24)
It follows from Proposition 2.3 that, if the condition (2.24) is satisfied, then
(b1) The function \( \nu_{QP} \) is proper and lower semi-continuous convex on \( \Re^{q+p} \), and for each \( s \in S_{QP} \) the set \( X_{QP}(s) \) is nonempty, compact and convex.
(b2) The mapping \( X_{QP} \), which is compact-valued with \( \text{dom} \ X_{QP} = S_{QP} \), is outer semi-continuous with respect to \( \nu_{QP} \)-attentive convergence \( \nu_{QP} \rightarrow \)
(c) Moreover, if there are no equality constraints in Problem (2.19), then \( \text{int} \ S_{QP} \neq \emptyset \).
In this case, the condition (2.24) is reduced to the following condition
\[
\begin{align*}
c^T h_x &\leq 0 \\
Gh_x &= 0 \\
Eh_x &= 0, \quad Ah_x \leq 0
\end{align*}
\]
(2.25)
Thus, if (2.25) is satisfied, then the set-valued mapping \( X_{QP} \) is locally bounded and outer semi-continuous relative to the set \( \text{int} \ S_{QP} \);
(d) One has from Lemma 2.2 of [6], for \( s \in S_{QP} \), that Problem \( P_{QP}(s) \) is unbounded if and only if there exists \( h_x \in \Re^n \) such that
\[
\begin{align*}
c^T h_x &< 0, \quad Gh_x = 0, \\
Eh_x &= 0, \quad Ah_x \leq 0
\end{align*}
\]
(2.26)
Obviously, if \( \mathcal{Y} \ni 0 \in \mathcal{S} \), then Problem (1.1) is feasible. Otherwise, we define the smallest norm shift, denoted by \( \tilde{s} \), as the projection of \( 0 \in \mathcal{Y} \) on \( \mathcal{S} \):
\[
\tilde{s} = \arg\min \left\{ \frac{1}{2} \| s \|^2 : s \in \mathcal{S} \right\}.
\]
(2.27)
If \( \mathcal{S} \) is closed, then \( \tilde{s} \) can be achieved, see Example 1.20 of [23]; namely \( \tilde{s} \in \mathcal{S} \). In this case, the optimization problem with the least constraint violation is expressed as follows
\[
P(\tilde{s}) \min f(x) \\
\text{s.t.} \quad g(x) + \tilde{s} \in K.
\]
(2.28)
In the following sections, we will discuss properties of problem $P(\bar{s})$ and the augmented Lagrangian method for finding the least constraint violation $\bar{s}$.

3 The dual of the shifted problem

This section will discuss properties of the dual problem of the shifted problem through the relations between the dual function and the optimal value function. As shown in the next section, the analysis here will help us to understand the behaviour of the optimization problem with least constraint violation.

The Lagrangian of Problem (1.3), denoted by $l : \mathbb{R}^n \times \mathcal{Y} \times \mathcal{Y}$, is defined by

$$l(x, y, \lambda) = f(x) + \langle \lambda, g(x) - y \rangle. \tag{3.1}$$

The augmented Lagrangian function of Problem (1.3), denoted by $l_r : \mathbb{R}^n \times \mathcal{Y} \times \mathcal{Y}$, is defined by

$$l_r(x, y, \lambda) = f(x) + \langle \lambda, g(x) - y \rangle + \frac{r}{2} \|g(x) - y\|^2. \tag{3.2}$$

The dual function $\theta : \mathcal{Y} \rightarrow \mathbb{R}$ associated with Problem (1.3) is

$$\theta(\lambda) := -\inf_{x \in \mathbb{R}^n, y \in K} l(x, y, \lambda). \tag{3.3}$$

It is easy to check that

$$\theta(\lambda) := -\inf_{x \in \mathbb{R}^n} \left\{ f(x) + \langle \lambda, g(x) \rangle - \delta^*(\lambda | K) \right\}, \tag{3.4}$$

where $\delta^*(\lambda | K)$ is the supporting function of $K$ at $\lambda$:

$$\delta^*(\lambda | K) = \sup_{y \in K} \langle y, \lambda \rangle.$$ 

The function $\theta$ is a lower semi-continuous convex function, but does not take value $-\infty$. Therefore, we have

$$\theta \text{ is a proper lower semi-continuous convex function } \iff \text{dom } \theta \neq \emptyset. \tag{3.5}$$

The following proposition characterizes the feasibility of Problem (1.1) by the lower boundedness of the dual function $\theta$.

**Proposition 3.1** Suppose $\text{dom } \theta \neq \emptyset$ and $\mathcal{S}$ is closed. Then the following two properties are equivalent:

(i) Problem (1.1) is feasible;

(ii) The dual function $\theta$ is bounded below.
Proof (i)⇒(ii). Assume that Problem (1.1) is feasible. There is some $x_0$ such that $y_0 = g(x_0) \in K$. It follows from the definition of $\theta$ that, for any $\lambda \in \mathcal{Y}$,

$$\theta(\lambda) = - \inf_{x \in \mathbb{R}^n, y \in K} l(x, y, \lambda) \geq -l(x_0, y_0, \lambda) = -f(x_0),$$

implying that $\theta$ is bounded below by $-f(x_0) \in \mathbb{R}$.

(ii)⇒(i). Since $\text{dom} \theta \neq \emptyset$, there exists $\lambda \in \mathcal{Y}$ such that $\theta(\lambda) \in \mathbb{R}$. On the other hand, since

$$\bar{s} = \text{argmin} \left\{ \psi(s) := \frac{1}{2} \|s\|^2 : s \in \mathcal{S} \right\},$$

and $\mathcal{S}$ is an nonempty closed convex set, we have that

$$D\psi(\bar{s})(s - \bar{s}) \geq 0, \quad \forall s \in \mathcal{S},$$

or

$$\langle s, \bar{s} \rangle \geq \|\bar{s}\|^2, \quad \forall s \in \mathcal{S}.$$ Then for all $(x, y) \in \mathbb{R}^n \times K$,

$$\langle y - g(x), \bar{s} \rangle \geq \|\bar{s}\|^2.$$

Then, for all $t \geq 0$,

$$\theta(\lambda - t\bar{s}) = - \inf_{x \in \mathbb{R}^n, y \in K} \left[ f(x) + \langle \lambda - t\bar{s}, g(x) - y \rangle \right]$$

$$= - \inf_{x \in \mathbb{R}^n, y \in K} \left[ f(x) + \langle \lambda, g(x) - y \rangle \right] - t \langle \bar{s}, g(x) - y \rangle$$

$$\leq - \inf_{x \in \mathbb{R}^n, y \in K} \left[ f(x) + \langle \lambda, g(x) - y \rangle \right] - t \|\bar{s}\|^2$$

$$= \theta(\lambda) - t \|\bar{s}\|^2.$$ Since $\theta$ is bounded below, we must have that $\bar{s} = 0$; namely, Problem (1.1) is feasible.

For the optimal value function $\theta$ and the dual function $\nu$, we have the following relations.

Proposition 3.2 For $\nu$ defined by (2.4) and $\theta$ defined by (3.3). The following properties are satisfied:

(a) $\theta(\lambda) = \nu^*(\lambda)$ and $\nu^{**}(s) = \theta^*(s)$;

(b) If $\nu$ is a proper function (namely $\nu(s) > -\infty, \forall s \in \mathcal{S}$ and there exists a vector $\hat{s} \in \mathcal{S}$ such that $\nu(\hat{s}) < +\infty$), then $\theta$ and $\nu^{**}$ are proper lower semi-continuous convex functions (indicating that $\text{dom} \theta \neq \emptyset$ and $\text{dom} \nu^{**} \neq \emptyset$);

\[\boxed{\text{Springer}}\]
(c) If \( \nu \) is a proper lower semi-continuous function, then for any \( s \in \mathcal{Y} \),

\[
\nu(s) = \nu^*(s) = \theta^*(s).
\]

**Proof** Define

\[
\mathcal{L}(x, \lambda) = f(x) + \langle \lambda, g(x) \rangle.
\]

Then

\[
\nu^*(\lambda) = \sup_{s \in \mathcal{Y}} \{ \langle \lambda, s \rangle - \nu(s) \}
= \sup_{s \in \mathcal{Y}} \left\{ \langle \lambda, s \rangle - \inf_x [ f(x) + \delta_K(g(x) + s)] \right\}
= \sup_{s \in \mathcal{Y}} \left\{ \langle \lambda, u - g(x) \rangle - \inf_x [ f(x) + \delta_K(u)] \right\}
= \sup_{x \in \mathbb{R}^n, u \in \mathcal{Y}} \{ -f(x) - \langle \lambda, g(x) \rangle + \langle \lambda, u \rangle - \delta_K(u) \}
= \delta^*_K(\lambda) - \inf_{x \in \mathbb{R}^n} \mathcal{L}(x, \lambda).
\]

From the definition of \( \theta(\lambda) \), we have that

\[
\theta(\lambda) = -\inf_{x \in \mathbb{R}^n, y \in K} l(x, y, \lambda)
= -\inf_{x \in \mathbb{R}^n, y \in K} [ f(x) + \langle \lambda, g(x) - y \rangle ]
= \sup_{x \in \mathbb{R}^n, y \in K} [ -f(x) - \langle \lambda, g(x) \rangle + \langle \lambda, y \rangle ]
= \sup_{x \in \mathbb{R}^n} \left[ -\mathcal{L}(x, \lambda) + \sup_{y \in K} \langle \lambda, y \rangle \right]
= -\inf_{x \in \mathbb{R}^n} \mathcal{L}(x, \lambda) + \delta^*_K(\lambda).
\]

Combining (3.6) and (3.7), we obtain \( \nu^*(\lambda) = \theta(\lambda) \). From this, we can easily get the equality \( \nu^{**}(s) = \theta^*(s) \). This proves property (a).

The results in property (b) come from Theorem 11.1 of [23].

Now we prove property (c). Assume that \( \nu \) is a proper lower semi-continuous function. For \( s \in \text{dom } \nu \) with \( \nu(s) \in \mathbb{R} \), it follows from Theorem 11.1 of [23] that \( \nu^{**}(s) = \nu(s) \), implying \( \nu(s) = \theta^*(s) \) from the equality \( \nu^{**}(s) = \theta^*(s) \) just proved. When \( s \notin \text{dom } \nu \) or \( \nu(s) = +\infty \). Then \( s \notin \mathcal{S} \). Let \( \hat{s} = \Pi_{\mathcal{S}}(s) \). Then \( u = \hat{s} - s \neq 0 \) and

\[
\forall (x, y) \in \mathbb{R}^n \times K, \quad (y - g(x), u) \geq \langle \hat{s}, u \rangle.
\]
Therefore, for any $\lambda \in \text{dom } \theta$ and $t \geq 0$,

$$\theta(\lambda - tu) = - \inf_{x \in \mathbb{R}^n, y \in K} [f(x) + (\lambda - tu, g(x) - y)]$$

$$\leq \theta(\lambda) - t \langle \hat{s}, u \rangle.$$ 

Then

$$\theta^*(s) = \sup_{\lambda' \in \mathcal{Y}} \{ \langle \lambda', s \rangle - \theta(\lambda') \}$$

$$\geq \langle s, \lambda - tu \rangle - \theta(\lambda - tu)$$

$$\geq \langle \lambda, s \rangle - \theta(\lambda) + t \|u\|^2.$$ 

Since $t \geq 0$ is arbitrary and $u \neq 0$, $\theta^*(s) = +\infty$. Combining these two cases, we obtain $\nu(s) = \theta^*(s).$ \hfill $\Box$

For the subdifferential $\partial \theta$, we have the following results for its characterizations.

**Proposition 3.3** Let $s \in \mathcal{Y}$ and $\lambda \in \mathcal{Y}$. Assume that the function $\nu$ is proper lower semi-continuous with $\nu(s) \in \mathbb{R}$. Then the following properties are equivalent:

(i) $s \in \partial \theta(\lambda)$;

(ii) $\lambda \in \partial \nu^*(s)$ (actually $\lambda \in \partial \nu(s)$);

(iii) $s \in S$ and any solution to Problem (2.2) minimizes $l(\cdot, \cdot, \lambda)$ over $\mathbb{R}^n \times \mathcal{Y}$;

(iv) There is a feasible solution for Problem (2.2) that minimizes $l(\cdot, \cdot, \lambda)$ over $\mathbb{R}^n \times \mathcal{Y}$.

**Proof** Since $\nu$ is proper lower semi-continuous convex, we have from Theorem 11.1 of [23] and $\nu^* = \theta$ that $\theta$ is proper lower semi-continuous convex. Thus, we have from Theorem 23.5 of [18] that

$$s \in \partial \theta(\lambda) \iff \theta(\lambda) + \theta^*(s) = \langle \lambda, s \rangle. \quad (3.8)$$

[(i)$\iff$(ii)] It follows from Corollary 23.5.1 of [18] \footnote{Corollary 23.5.1. If $f$ is a closed proper convex function, $\partial f^*$ is the inverse of $\partial f$ in the sense of multivalued mappings, i.e. $x \in \partial f^*(x^*)$ if and only if $x^* \in \partial f(x)$.} that

$$s \in \partial \theta(\lambda) \iff \lambda \in \partial \theta^*(s).$$

By Proposition 3.2,

$$s \in \partial \theta(\lambda) \iff s \in \partial \nu^*(\lambda) \iff \lambda \in \partial \nu^*(s).$$

Since $\nu$ is lower semi-continuous at $s$ with $\nu(s) \in \mathcal{Y}$, one has $\partial \nu(s) = \partial \nu^*(s)$. Thus we obtain $s \in \partial \theta(\lambda)$ if and only if $\lambda \in \partial \nu(s)$.

[(i), (ii)$\implies$(iii)] Let $s \in \partial \theta(\lambda)$. By (ii), $s \in \partial \nu^* = \partial \nu = S$. Let $(x_s, y_s)$ be an arbitrary solution to Problem (2.2). Then
\[
\begin{align*}
  l(x_s, y_s, \lambda) &= f(x_s) - \langle \lambda, s \rangle \quad (g(x_s) + s = y_s) \\
  &= v(s) - \langle \lambda, s \rangle \quad \text{(definition of } v) \\
  &= \theta^*(s) - \langle \lambda, s \rangle \quad \text{(Proposition 3.2)} \\
  &= -\theta(\lambda) \quad ((3.8) \text{ and } s \in \partial \theta(\lambda)) \\
  &= -\inf_{x \in \mathbb{R}^n, y \in K} l(x, y, \lambda) \quad \text{(definition of } \theta). 
\end{align*}
\]

This implies that \((x_s, y_s)\) is a solution to the problem minimizing \(l(\cdot, \cdot, \lambda)\) on \(\mathbb{R}^n \times K\).

\[(iii) \Rightarrow (iv)\] This implication comes from the fact that Problem (2.2) has a solution when \(s \in S\) and \(\text{dom } \theta \neq \emptyset\) (this is from the fact that \(\theta\) is a proper lower semi-continuous convex function).

\[(iv) \Rightarrow (i)\] Let \((x_s, y_s)\) be a feasible point of Problem (2.2) that minimizes \(l(\cdot, \cdot, \lambda)\) on \(\mathbb{R}^n \times K\). For any \(u \in Y\),

\[
\langle s, u \rangle - \theta(u) \leq \langle s, u \rangle + f(x_s) + \langle u, g(x_s) - y_s \rangle \quad \text{(definition of } \theta) \\
= f(x_s) + \langle u, g(x_s) - y_s + s \rangle \\
= f(x_s) + \langle \lambda, g(x_s) - y_s + s \rangle \quad \text{(feasibility of } (x_s, y_s), \text{ implying } g(x_s) + s = y_s) \\
= \langle s, \lambda \rangle + \inf_{x \in \mathbb{R}^n, y \in K} [f(x) + \langle \lambda, g(x) - y \rangle] \\
= \langle s, \lambda \rangle - \theta(\lambda),
\]

which gives

\[
\theta(u) \geq \theta(\lambda) + \langle s, u - \lambda \rangle.
\]

Thus we obtain that \(s \in \partial \theta(\lambda)\). \(\square\)

**Remark 3.1** If \(v\) is a proper convex function, we have from Theorem 11.1 of [23] and \(v^* = \theta\) that \(\theta\) is proper lower semi-continuous convex. In this case, \(\text{dom } \theta \neq \emptyset\), we have from Corollary 23.5.1 of [18] that

\[
\text{range } \partial \theta = \text{dom } \partial \theta^*.
\]

Moreover, if \(v\) is proper lower semi-continuous, then from Proposition 3.2, we have \(v = \theta^*\). Therefore, we obtain

\[
\text{range } \partial \theta = \text{dom } \partial \theta^* = \text{dom } \partial v.
\]

It follows from Theorem 23.4 of [18] that

\[
\text{ri } \text{dom } v \subset \text{dom } \partial v \subset \text{dom } v.
\]

Therefore we obtain from \(\text{dom } v = S\) that

\[
\text{ri } S \subset \text{range } \partial \theta \subset S. \quad (3.9)
\]
**Proposition 3.4** Assume that \( \nu \) is a proper lower semi-continuous function and
\[
\text{dom } \partial \nu = \text{dom } \nu.
\] (3.10)

Then range \( \partial \theta = S \).

**Proof** This result comes from Remark 3.1 directly. \( \square \)

A corollary of Proposition 3.4 is that if \( \text{dom } \nu \) is relatively open, then by [18, Theorem 23.4], we know that (3.10) holds.

We shall discuss the dual problem of the shifted problem \( P(s) \). The dual function associated with problem \( P(s) \), denoted by \( \theta_s : \mathcal{Y} \to \mathbb{R} \), at \( \lambda \in \mathcal{Y} \), is the value
\[
\theta_s(\lambda) = -\inf_{x \in \mathbb{R}^n, y+s \in K} \left[ f(x) + \langle \lambda, g(x) - y \rangle \right].
\]

It is obvious that
\[
\theta_s(\lambda) = -\inf_{x \in \mathbb{R}^n, y' \in K} \left[ f(x) + \langle \lambda, g(x) + s - y' \rangle \right] = \theta(\lambda) - \langle s, \lambda \rangle.
\]

For an optimization problem \( P \), we use \( \text{val} (P) \) and \( \text{Sol} (P) \) to represent the optimal value and the set of optimal solutions of Problem \( P \). We use \( D \) and \( D(s) \) to denote the conjugate dual problems of Problems \( P \) and \( P(s) \), respectively. Then Problems \( D \) and \( D(s) \) can be expressed as follows:
\[
(D) \quad \max_{\lambda} [ -\theta(\lambda) ] \quad \quad \text{(D)} \quad \max_{\lambda} [ \langle s, \lambda \rangle - \theta(\lambda) ].
\] (3.11)

Now we give some characterizations of the optimal value \( \text{val}(D(s)) \) and the solution set \( \text{Sol}(D(s)) \) as well as conditions for zero duality gap between problems \( P(s) \) and \( D(s) \).

**Proposition 3.5** We have

(i) \( \text{val}(P) = \nu(0), \text{val}(D) = \nu^{**}(0), \text{val}(D) = \theta^*(0), \text{Sol}(D) = \partial \nu^{**}(0); \)

(ii) If \( \nu \) is lower semicontinuous at 0 \( \in \mathcal{Y} \) with \( \nu(0) \) being finite (in this case, Problem \( P \) is feasible), then \( \text{val}(P) = \nu(0) = \nu^{**}(0) = \text{val}(D), \text{Sol}(D) = \partial \nu(0); \)

(iii) For \( s \in S \), \( \text{val}(P(s)) = \nu(s), \text{val}(D(s)) = \nu^{**}(s), \text{val}(D(s)) = \theta^*(s), \text{Sol}(D(s)) = \partial \nu^{**}(s); \)

(iv) For \( s \in S, \text{if } \nu \text{ is lower semicontinuous at } s \text{ with } \nu(s) \text{ being finite (in this case, Problem } P(s) \text{ is feasible), then } \text{val}(P(s)) = \nu(s) = \nu^{**}(s) = \text{val}(D(s)), \text{Sol}(D(s)) = \partial \nu(s); \)

(v) If \( s \in \text{int } S \) with \( \nu(s) \) being finite, then \( \text{val}(P(s)) = \nu(s) = \nu^{**}(s) = \text{val}(D(s)), \text{Sol}(D(s)) = \partial \nu(s) \neq \emptyset; \)

(vi) If \( s \in \text{int } S, \text{then } \text{val}(P(s)) \text{ is finite and } \text{val}(P(s)) = \nu(s) = \nu^{**}(s) = \text{val}(D(s)), \text{and } \text{Sol}(D(s)) = \partial \nu(s) \text{ is an nonempty compact set.} \)
The augmented Lagrangian method can approximately... 651

Proof (i)–(iv) come from Proposition 2.118 of [2]. We only need to prove (v) and (vi). For \( s \in \text{ri} \mathcal{S} \), there exists \( x^0 \) such that \( g(x^0) + s \in \text{ri} \mathcal{K} \), which implies that the generalized Slater condition holds for Problem \( P(s) \):

\[
\begin{align*}
\min_{x} & \quad f(x) \\
\text{s.t.} & \quad g(x) + s \in \mathcal{K}.
\end{align*}
\]

If follows from (2.311) of [2] that

\[
\text{dom} \, \nu = \mathcal{K} - g(\text{dom} \, f).
\]

The generalized Slater condition implies that

\[ s \in \text{ri} \, \text{dom} \, \nu. \]

Therefore, we have from Theorem 23.4 of [18] that \( \partial \nu(s) \neq \emptyset \). It follows from Proposition 2.118 of [2] that \( \nu(s) = \nu^{**}(s) \) and \( \partial \nu^{**}(s) = \partial \nu(s) \). Thus we obtain all results in (v).

If \( s \in \text{int} \, \mathcal{S} \), from the above analysis, we obtain

\[ s \in \text{int} \, \text{dom} \, \nu. \]

The results in (vi) can be obtained by using Theorem 23.4 of [18]. The proof is completed. \( \square \)

Remark 3.2 In Proposition 3.2, Proposition 3.3, Remark 3.1, Proposition 3.4, and Proposition 3.5, the condition that \( \nu \) being a proper lower semi-continuous function is a crucial condition. It follows from Proposition 2.3 that, when \( f \) is a continuous convex function, \( g \) is a continuous mapping such that \( G_K \) being a graph-convex set-valued mapping and the condition (2.15) is satisfied, then \( \nu \) is a proper lower semi-continuous function.

4 The augmented Lagrangian method

4.1 The augmented Lagrangian method for \( P(\bar{s}) \)

In this section, we focus on the convex optimization problem with the least constraint violation for the case that \( 0 \notin \mathcal{S} \), where \( \mathcal{S} \) is a closed set; namely, the following problem

\[
P(\bar{s}) = \min_{x} \quad \frac{1}{2} \|x\|^2 \quad \text{s.t.} \quad \frac{1}{2} \|s\|^2 + \bar{s} \in \mathcal{K},
\]

where \( \bar{s} \) is the projection of \( 0 \notin \mathcal{Y} \) on \( \mathcal{S} \); namely,

\[
\bar{s} = \arg\min \left\{ \frac{1}{2} \|s\|^2 : s \in \mathcal{S} \right\}.
\]
If $S$ is closed and $0 \notin S$, then $\bar{s}$ is on the relative boundary of $S$; namely, $\bar{s} \in \text{ribdry } S$. Now we present conditions ensuring the zero duality gap for $P(\bar{s})$ and its conjugate dual $D(\bar{s})$, as well as the characterization of $\text{Sol } D(\bar{s})$.

**Proposition 4.1** Assume that $\bar{s} \neq 0$ and $\text{val } P(\bar{s}) \in \mathbb{R}$.

(i) Suppose that $\nu$ is lower semi-continuous at $\bar{s}$. Then

$$\text{val } D(\bar{s}) = \text{val } P(\bar{s}).$$

(ii) If $\partial \nu(\bar{s}) \neq \emptyset$, then

$$\text{val } D(\bar{s}) = \text{val } P(\bar{s}) \quad \text{and} \quad \text{Sol } D(\bar{s}) = \partial \nu(\bar{s})$$

or

$$\text{Sol } D(\bar{s}) = \{ \lambda \in \mathcal{Y} : \bar{s} \in \partial \theta(\lambda) \} = [\partial \theta]^{-1}(\bar{s}).$$

The following result shows that the solution set of the dual problem $D(\bar{s})$ is unbounded if the least constraint violation is nonzero; namely, $\bar{s} \neq 0$.

**Proposition 4.2** Assume that $\bar{s} \neq 0$, $\text{val } P(\bar{s}) \in \mathbb{R}$, $\nu$ is lower semi-continuous at $\bar{s}$ and $\text{Sol } D(\bar{s}) \neq \emptyset$. Then $\text{Sol } D(\bar{s})$ is unbounded with

$$-\bar{s} \in [\text{Sol } D(\bar{s})]^{\infty}. \quad (4.3)$$

**Proof** From Proposition 4.1, we have

$$\text{Sol } D(\bar{s}) = \{ \lambda \in \mathcal{Y} : 0 \in \partial \theta_{\bar{s}}(\lambda) \} = \{ \lambda \in \mathcal{Y} : \bar{s} \in \partial \theta(\lambda) \}.$$ 

Then, for any $\bar{\lambda} \in \text{Sol } D(\bar{s})$, we have that

$$[\text{Sol } D(\bar{s})]^{\infty} = \{ \xi \in \mathcal{Y} : 0 \in \partial \theta_{\bar{s}}(\bar{\lambda} + t\xi), \forall t \geq 0 \} = \{ \xi \in \mathcal{Y} : \bar{s} \in \partial \theta(\bar{\lambda} + t\xi), \forall t \geq 0 \}.$$ 

Therefore we only need to prove

$$\bar{s} \in \partial \theta(\bar{\lambda} - t\bar{s}), \quad \forall t \geq 0. \quad (4.4)$$

From the definition of $\bar{s}$, one has that

$$\bar{s} = \arg\min \left\{ \frac{1}{2} \| s \|^2 : s \in S \right\},$$

where $S$ is a convex set in $\mathcal{Y}$ defined by (2.21). Then one has

$$\langle \bar{s}, s - \bar{s} \rangle \geq 0, \quad \forall s \in S$$
The augmented Lagrangian method can approximately... 653

or

\[ \langle \bar{s}, s \rangle \geq \| \bar{s} \|^2, \quad \forall s \in S. \] (4.5)

For any \( \lambda \in \text{dom} \theta \), we have for any \( t \geq 0 \) that

\[
\theta(\lambda) - \theta(\bar{\lambda} - t\bar{s}) = \theta(\lambda) + \inf_{x \in \mathbb{R}^n, y \in K} \left[ f(x) + (\bar{\lambda} - t\bar{s}, g(x) - y) \right] \\
\geq \theta(\lambda) + \inf_{x \in \mathbb{R}^n, y \in K} \left[ f(x) + (\bar{\lambda}, g(x) - y) \right] \\
+ \inf_{x \in \mathbb{R}^n, y \in K} \left[ f(x) + (-t\bar{s}, g(x) - y) \right] \\
= \theta(\lambda) - \theta(\bar{\lambda}) + \inf_{s \in S} [t \langle \bar{s}, s \rangle] \\
= \theta(\lambda) - \theta(\bar{\lambda}) + t \inf_{s \in S} \langle \bar{s}, s \rangle \\
\geq \langle \bar{s}, \lambda - \bar{\lambda} \rangle + t \langle \bar{s}, \bar{s} \rangle \quad \text{(from (4.5) and } \bar{s} \in \partial \theta(\bar{\lambda})) \\
= \langle \bar{s}, \lambda - (\bar{\lambda} - t\bar{s}) \rangle,
\]

implying the truth of (4.4). The proof is completed. \( \square \)

From now on, we will focus on the augmented Lagrangian method for finding the least constraint violation \( \bar{s} \) and an approximate solution to \( P(\bar{s}) \). The analysis of the augmented Lagrangian method is based on the notion of the Moreau-Yosida regularization and the proximal mapping of convex functions. Let \( \theta_r : \mathcal{Y} \to \mathbb{R} \) be the Moreau-Yosida regularization of \( \theta \); namely,

\[
\theta_r(\lambda) = \inf_{\lambda' \in \mathcal{Y}} \left\{ \theta(\lambda') + \frac{1}{2r} \| \lambda' - \lambda \|^2 \right\}. \tag{4.6}
\]

The proximal mapping \( P_{\theta_r} : \mathcal{Y} \to \mathcal{Y} \) is defined by

\[
P_{\theta_r}(\lambda) = \arg\min_{\lambda' \in \mathcal{Y}} \left\{ \theta(\lambda') + \frac{1}{2r} \| \lambda' - \lambda \|^2 : \lambda' \in \mathcal{Y} \right\}. \tag{4.7}
\]

The following lemma provides an alternative expression of \( \theta_r(\lambda) \).

**Lemma 4.1** The dual function \( \theta \) is lower semi-continuous convex. Suppose that \( \theta \) is proper and let \( r > 0 \). Then

\[
\theta_r(\lambda) = -\inf_{x \in \mathbb{R}^n, y \in K} l_r(x, y, \lambda), \tag{4.8}
\]

where \( l_r \) is the augmented Lagrangian. Let \( (x(\lambda, r), y(\lambda, r)) = \arg\min \{ l_r(x, y, \lambda) : x \in \mathbb{R}^n, y \in K \} \). Then

\[
P_{\theta_r}(\lambda) = \lambda + r[g(x(\lambda, r)) - y(\lambda, r)] \quad \text{and} \quad y(\lambda, r) - g(x(\lambda, r)) \in \partial \theta(P_{\theta_r}(\lambda)).
\]
For the expression $\theta_r(\lambda)$ in (4.8), a natural question is how to guarantee the existence of a point achieving the infimum in the right hand side of (4.8). We answer this question in the following proposition.

**Proposition 4.3** Let $\lambda \in \mathcal{Y}$ and $r > 0$. If $\lambda \in \text{dom } \theta$, then the augmented Lagrangian subproblem

$$\min_{x \in \mathbb{R}^n, y \in K} l_r(x, y, \lambda) \quad (4.9)$$

has a solution.

**Proof** Since $\lambda \in \text{dom } \theta$, $\text{dom } \theta \neq \emptyset$, from (3.5), we have that $\theta$ is a proper lower semi-continuous convex function, and the optimal value $\theta_r(\lambda)$ of the problem in the right hand side of (4.6) is finite. By Lemma 4.1, Problem (4.9) has a solution. $\square$

The next proposition presents useful properties of the least constraint violation $\tilde{s}$, which plays an important role in the analysis of the augmented Lagrangian method.

**Proposition 4.4** Assume that $\tilde{s} \neq 0$, $\text{val } P(\tilde{s}) \in \mathbb{R}$, $\nu$ is lower semi-continuous at $\tilde{s}$ and $\text{Sol } D(\tilde{s}) \neq \emptyset$. Let $\lambda \in \mathcal{Y}$. Then the following properties hold:

(i) $\text{dist } (\lambda - \alpha \tilde{s}, \text{Sol } D(\tilde{s})) \leq \text{dist } (\lambda, \text{Sol } D(\tilde{s}))$, $\forall \alpha \geq 0$;

(ii) $P_{r\theta}(\lambda) = P_{r\theta}(\lambda - r\tilde{s})$;

(iii) $\text{dist } (P_{r\theta}(\lambda), \text{Sol } D(\tilde{s})) \leq \text{dist } (\lambda, \text{Sol } D(\tilde{s}))$.

**Proof** (i). Let

$$\tilde{\lambda} = \Pi_{\text{Sol } D(\tilde{s})}(\lambda),$$

which is well-defined since $\text{Sol } D(\tilde{s})$ is an nonempty closed convex set. It follows from Proposition 4.2 that $\tilde{\lambda} - \alpha \tilde{s} \in \text{Sol } D(\tilde{s})$ for any $\alpha \geq 0$. Then

$$\text{dist } (\lambda - \alpha \tilde{s}, \text{Sol } D(\tilde{s})) \leq \|\lambda - \alpha \tilde{s} - [\tilde{\lambda} - \alpha \tilde{s}]\| = \|\lambda - \tilde{\lambda}\| = \text{dist } (\lambda, \text{Sol } D(\tilde{s})).$$

(ii). Let $u = P_{r\theta}(\lambda - r\tilde{s})$. Then

$$0 \in \partial \theta_{\tilde{s}}(u) + \frac{1}{r}[u - (\lambda - r\tilde{s})].$$

From this, there exists some $\tilde{s} \in \partial \theta_{\til{s}}(u)$ such that

$$0 = \tilde{s} + \frac{1}{r}[u - (\lambda - r\tilde{s})]$$

or equivalently

$$u = \lambda - r(\tilde{s} + \tilde{s}). \quad (4.10)$$

From the expression $\partial \theta_{\tilde{s}}(\lambda) = \partial \theta(\lambda) - \tilde{s}$, we get

$$\tilde{s} + \tilde{s} \in \partial \theta_{\tilde{s}}(u)$$

$\square$
and from (4.10) that
\[ 0 \in \partial \theta(u) + \frac{1}{r}[u - \lambda]. \]
Therefore we obtain \( u = P_{r \theta}(\lambda). \) This proves (ii).

(iii). In view of (ii), we have
\[ \text{dist} \left( P_{r \theta}(\lambda), \text{Sol} \ D(\bar{s}) \right) = \text{dist} \left( P_{r \theta_2}(\lambda - \alpha \bar{s}), \text{Sol} \ D(\bar{s}) \right). \] (4.11)

Since \( \text{Sol} \ D(\bar{s}) = \arg\min \theta \bar{s} \) and \( \arg\min \theta \bar{s} = \{ u \in Y : u = P_{r \theta_1}(u) \} \),
in view of the fact that \( P_{r \theta_1} \) is an nonexpansive mapping, we have for any \( u \in \text{Sol} \ D(\bar{s}) \) that
\[ \| P_{r \theta_1}(\lambda - \alpha \bar{s}) - u \| = \| P_{r \theta_1}(\lambda - \alpha \bar{s}) - P_{r \theta_1}(u) \| \leq \| \lambda - \alpha \bar{s} - u \|. \]
This implies that a proximal step decreases the distance to the set of minimizers:
\[ \text{dist} \left( P_{r \theta_2}(\lambda - \alpha \bar{s}), \text{Sol} \ D(\bar{s}) \right) \leq \text{dist} \left( \lambda - \alpha \bar{s}, \text{Sol} \ D(\bar{s}) \right). \] (4.12)
The inequality in (iii) is now achieved by combining (4.11), (4.12) and (i).

Next, we will characterize the least constraint violation \( \bar{s} \).

**Lemma 4.2** Assume that \( \bar{s} \neq 0 \). Assume also that \( g : \mathbb{R}^n \to Y \) is a smooth mapping and \( G_K \) is a graph-convex mapping. Then the following properties of \((\bar{x}, \bar{y}) \in \mathbb{R}^n \times Y\) are equivalent:

(i) \( \bar{y} - g(\bar{x}) = \bar{s} \) and \( \bar{y} \in K \);
(ii) \( Dg(\bar{x})^*(g(\bar{x}) - \bar{y}) = 0 \) and \( \Pi_K(g(\bar{x})) = \bar{y} \);
(iii) \((\bar{x}, \bar{y})\) is a solution to
\[ \min_{x \in \mathbb{R}^n, y \in K} \frac{1}{2} \| g(x) - y \|^2. \] (4.13)

**Proof** It suffices to prove that (iii) is equivalent (i) and (iii) is equivalent (ii). By introducing
\[ s = -g(x) + y, \] (4.14)
Problem (4.13) is equivalent to
\[ \min_{x \in \mathbb{R}^n, x \in Y} \frac{1}{2} \| s \|^2 \]
\[ \text{s.t.} \quad g(x) + s \in K. \] (4.15)
This implies the equivalence between (i) and (iii). Since \( G_K \) is a graph-convex mapping, we have that Problem (4.15) is a convex optimization problem. Let \((\bar{x}, \bar{s})\) be
a solution to Problem (4.15). Noting that the generalized Slater condition holds for Problem (4.15), we have that \((\bar{x}, \bar{s})\) is a solution to Problem (4.15) if and only if the following KKT conditions hold at \((\bar{x}, \bar{s})\); namely, there exists a Lagrangian multiplier \(\bar{\lambda} \in \mathcal{Y}\) such that

\[
\begin{align*}
Dg(\bar{x})^*\bar{\lambda} &= 0, \\
\bar{s} + \bar{\lambda} &= 0, \\
\bar{\lambda} &\in N_K(g(\bar{x}) + \bar{s}).
\end{align*}
\] (4.16)

Letting \(\bar{y} = g(\bar{x}) + \bar{s}\), the above relations are equivalently expressed as follows

\[
\begin{align*}
Dg(\bar{x})^*(g(\bar{x}) - \bar{y}) &= 0, \\
g(\bar{x}) - \bar{y} &\in N_K(\bar{y}).
\end{align*}
\] (4.17)

Noting that \(g(\bar{x}) - \bar{y} \in N_K(\bar{y})\) is equivalent to \(\bar{y} = \Pi_K(g(\bar{x}))\), we obtain that (4.17) is equivalent to (i). The proof is completed.

Now we provide a set of optimality conditions for characterizing a solution for the optimization with the least constraint violation \(P(\bar{s})\) in terms of the augmented Lagrangian.

**Theorem 4.1** Assume that \(\nu\) is a proper lower semi-continuous function with \(\nu(\bar{s}) \in \mathbb{R}\) and

\[
\bar{s} \in \text{dom } \partial \nu.
\] (4.18)

Let \(r > 0, l_r\) be the augmented Lagrangian defined by (3.2). Assume that \(g\) is a smooth mapping from \(\mathbb{R}^n\) to \(\mathcal{Y}\). Then \((\bar{x}, \bar{y})\) is a solution to the following problem

\[
\begin{align*}
\min & \quad f(x) \\
\text{s.t.} & \quad g(x) + \bar{s} = y, \\
& \quad y \in K
\end{align*}
\] (4.19)

if and only if there exists some \(\bar{\lambda} \in \mathcal{Y}\) such that

\[
\begin{align*}
(\bar{x}, \bar{y}) &\in \text{argmin}_{x \in \mathbb{R}^n, y \in K} l_r(x, y, \bar{\lambda}), \\
Dg(\bar{x})^*(g(\bar{x}) - \bar{y}) &= 0, \\
\Pi_K(g(\bar{x})) &= \bar{y}.
\end{align*}
\] (4.20)

**Proof** Necessity. Let \((\bar{x}, \bar{y})\) be a solution to Problem (4.19). Then \(\bar{y} - g(\bar{x}) = \bar{s}, \bar{y} \in K\), where

\[
\bar{s} = \text{argmin} \left\{ \frac{1}{2} \|s\|^2 : s \in \mathcal{S} \right\}.
\]
Then by the implication (i) $\implies$ (ii) of Lemma 4.2, we obtain
\[
Dg(\bar{x})^*(g(\bar{x}) - \bar{y}) = 0; \quad \Pi_K(g(\bar{x})) = \bar{y},
\]
namely, the second and third relations in (4.20) are valid.

It follows from the equivalence of (i) and (ii) in Proposition 3.3 that $\bar{s} \in \text{dom } \partial \psi$ implies that there exists some $\bar{\lambda}$ such that $\bar{s} \in \partial \psi(\bar{\lambda})$. By the implication (i) $\implies$ (iii) of Proposition 3.3, $(\bar{x}, \bar{y})$ minimizes the Lagrangian $l(\cdot, \cdot, \lambda)$ over $\mathbb{R}^n \times K$:
\[
f(\bar{x}) + \langle \bar{\lambda}, g(\bar{x}) - \bar{y} \rangle \leq f(x) + \langle \bar{\lambda}, g(x) - y \rangle, \quad \forall (x, y) \in \mathbb{R}^n \times K.
\]
(4.21)

For any $(x, y) \in \mathbb{R}^n \times K$, $y - g(x) \in S$ so that
\[
\|g(\bar{x}) - \bar{y}\| = \|\bar{s}\| \leq \|g(x) - y\|
\]
by the definition of $\bar{s}$. Using (4.21), we get for any $(x, y) \in \mathbb{R}^n \times K$ that
\[
f(\bar{x}) + \langle \bar{\lambda}, g(\bar{x}) - \bar{y} \rangle + \frac{r}{2} \|g(\bar{x}) - \bar{y}\|^2 \leq f(x) + \langle \bar{\lambda}, g(x) - y \rangle + \frac{r}{2} \|g(x) - y\|^2,
\]
which proves
\[
(\bar{x}, \bar{y}) \in \text{argmin} \left\{ l_r(x, y, \bar{\lambda}) : x \in \mathbb{R}^n, y \in K \right\}
\]
in (4.20).

Sufficiency. In view of the implication (ii) $\implies$ (i) of Lemma 4.2, $Dg(\bar{x})^*(g(\bar{x}) - \bar{y}) = 0$ and $\Pi_K(g(\bar{x})) = \bar{y}$ imply that $(\bar{x}, \bar{y})$ satisfies the constraints of Problem (4.19). Now let $(x, y)$ satisfy $g(x) = y$, $y + \bar{s} \in K$. Then by
\[
(\bar{x}, \bar{y}) \in \text{argmin} \left\{ l_r(x, y, \bar{\lambda}) : x \in \mathbb{R}^n, y \in K \right\}
\]
and $g(\bar{x}) - \bar{y} = g(x) - y = -\bar{s}$, we have that
\[
f(\bar{x}) - \langle \bar{\lambda}, \bar{s} \rangle + \frac{r}{2} \|\bar{s}\|^2 \leq f(x) - \langle \bar{\lambda}, \bar{s} \rangle + \frac{r}{2} \|\bar{s}\|^2.
\]
Hence we get $f(\bar{x}) \leq f(x)$ for all $(x, y)$ satisfying $g(x) = y$ and $y + \bar{s} \in K$, which implies $(\bar{x}, \bar{y})$ is a solution to Problem (4.19). The proof is completed. \hfill \Box

We are ready to describe the augmented Lagrangian method for Problem (1.3), which is denoted by Algorithm 1 here.

Define
\[
s^k = y^k - g(x^k).
\]
(4.22)

Then, from Lemma 4.1, we have
\[
s^{k+1} \in \partial \theta(\lambda^{k+1}) \quad \text{and} \quad \lambda^{k+1} = P_{\mathcal{T}} \theta(\lambda^k).
\]
(4.23)
Algorithm 1: The Augmented Lagrangian Method

Initialize \( \lambda^0 \in \mathcal{Y} \) and \( r_0 > 0 \). Set \( k := 0 \).

while the stopping condition does not hold do

1. Find a solution of
   \[
   \min_{x \in \mathbb{R}^n, y \in \mathcal{K}} l_r(x, y, \lambda^k)
   \]
   and denote it by \((x^{k+1}, y^{k+1})\).

2. Update the multiplier
   \[
   \lambda^{k+1} = \lambda^k + r_k (g(x^{k+1}) - y^{k+1}).
   \]

3. Choose a new penalty parameter \( r_{k+1} \geq r_k \).

Set \( k := k + 1 \).

Now we give one of the main results about the convergence of the augmented Lagrangian method for solving the convex optimization problem with the least constraint violation.

**Theorem 4.2** Assume that \( \bar{s} \neq 0 \), \( \text{val} \, P(\bar{s}) \in \mathcal{R} \), \( \nu \) is lower semi-continuous at \( \bar{s} \) and \( \text{Sol} \, D(\bar{s}) \neq \emptyset \). Let \( \{(x^k, y^k, \lambda^k)\} \) be generalized by the augmented Lagrangian method. Then

(i) The sequence \( \{\|s^k\|\} \) is nonincreasing;
(ii) The sequence \( \{\text{dist} (\lambda^k, \text{Sol} \, D(\bar{s}))\} \) is nonincreasing;
(iii) If \( r_k \geq r \) for some \( r > 0 \), then \( s^k \to \bar{s} \).

**Proof** (i). Noting that \( s^k \in \partial \theta(\lambda^k), s^{k+1} \in \partial \theta(\lambda^{k+1}) \) and

\[
 s^{k+1} = y^{k+1} - g(x^{k+1}) = \frac{1}{r_k} [\lambda^k - \lambda^{k+1}],
\]

we obtain

\[
\|s^k\|^2 = \|s^k - s^{k+1} + s^{k+1}\|^2
\]
\[
= \|s^k - s^{k+1}\|^2 + 2 \langle s^k - s^{k+1}, s^{k+1}\rangle + \|s^{k+1}\|^2
\]
\[
= \|s^k - s^{k+1}\|^2 + \frac{2}{r_k} \langle s^k - s^{k+1}, \lambda^k - \lambda^{k+1}\rangle + \|s^{k+1}\|^2
\]
\[
\geq \|s^{k+1}\|^2,
\]

in which \( \frac{2}{r_k} \langle s^k - s^{k+1}, \lambda^k - \lambda^{k+1}\rangle \geq 0 \) is used. This proves (i).

(ii). In view of Lemma 4.1, we have \( \lambda^{k+1} = P_{r_k \theta}(\lambda^k) \). Applying Proposition 4.4, we obtain (ii).
(iii). It follows from Proposition 4.2 that, if \( \text{Sol } D(\bar{s}) \neq \emptyset \), then \( -\bar{s} \in \text{Sol } D(\bar{s})^\infty \).

Define a sequence in \( \text{Sol } D(\bar{s}) \) as follows:

\[
u^0 \in \text{Sol } D(\bar{s}) \text{ and } \nu^{k+1} = \nu^k - r_k \bar{s} \quad (\forall k \geq 0).
\]

Then we have \( \{\nu^k\} \subset \text{Sol } D(\bar{s}) \). Since \( \lambda^{k+1} = \lambda^k - r_k s^{k+1} \) (from the augmented Lagrangian method), one has that

\[
\lambda^k - \nu^k = \lambda^{k+1} - \nu^{k+1} + r_k (s^{k+1} - \bar{s}).
\]

(4.24)

Noting that \( s^{k+1} \in \partial \theta(\lambda^{k+1}) \) and \( \bar{s} \in \partial \theta(\nu^{k+1}) \) by Proposition 4.1 (ii), the monotonicity of \( \partial \theta \) implies that

\[
\langle s^{k+1} - \bar{s}, \lambda^{k+1} - \nu^{k+1} \rangle \geq 0.
\]

Thus, taking the square norm of the both sides of (4.24) and neglecting the term \( \langle s^{k+1} - \bar{s}, \lambda^{k+1} - \nu^{k+1} \rangle \) in the right hand side yield

\[
\|\lambda^k - \nu^k\|^2 \geq \|\lambda^{k+1} - \nu^{k+1}\|^2 + r_k^2 \|s^{k+1} - \bar{s}\|^2.
\]

(4.25)

This implies that the nonnegative sequence \( \{|\lambda^k - \nu^k|\} \) is nonincreasing and hence converges. Therefore, we obtain from (4.25) that \( r_k^2 \|s^{k+1} - \bar{s}\|^2 \) converges to zero. Since \( r_k \geq r \) for some \( r > 0 \), we have that \( s^k \to \bar{s} \). \( \square \)

An important feature of the augmented Lagrangian method is that it generates a sequence of shifts, which converges to the least constraint violation. Moreover, it generates a sequence of multipliers, for which the distance of the multipliers to the solution set of \( D(\bar{s}) \) decreases.

The next result shows that the sequence of multipliers generated by the augmented Lagrangian method diverges if the least constraint violation \( \bar{s} \) is nonzero.

**Corollary 4.1** Assume that \( \bar{s} \neq 0 \), \( \text{val } P(\bar{s}) \in \mathbb{R} \), \( \nu \) is lower semi-continuous at \( \bar{s} \) and \( \text{Sol } D(\bar{s}) \neq \emptyset \). Let \( \{(x^k, y^k, \lambda^k)\} \) be generalized by the augmented Lagrangian method with \( r_k \geq r \) for some \( r > 0 \). Then \( \{\lambda^k\} \) diverges.

**Proof** Noting

\[
\|\lambda^{k+1} - \lambda^k\| = \| - r_k s^{k+1}\| \geq r \|s^{k+1}\| \to r \|\bar{s}\| > 0,
\]

we obtain that \( \{\lambda^k\} \) is divergent. \( \square \)

Define the set of accumulation points of \( \{(x^k, y^k)\} \):\(^3\)

\[
\limsup_{k \to +\infty} C^k = \left\{ z : \text{there exists a subsequence } N \subset \mathbb{N}, \exists z^k \in C^k \text{ for } k \in N \text{ such that } z^k \xrightarrow{N} z \right\}.
\]

\(^3\) Here \( \limsup \) stands for the outer limit of a sequence of sets from Chapter 4 of [23]:
\[ \omega = \limsup_{k \to \infty} \{(x^k, y^k)\}. \]

**Proposition 4.5** Assume that \( \bar{s} \neq 0 \), \( \text{val } P(\bar{s}) \in \mathbb{R} \), \( \nu \) is lower semi-continuous at \( \bar{s} \) and \( \text{Sol } D(\bar{s}) \neq \emptyset \). Suppose that \( \omega \neq \emptyset \). Then for any \( (\bar{x}, \bar{y}) \in \omega \),

\[
Dg(\bar{x})^*(g(x^k) - y^k) \to 0 \quad \text{and} \quad \Pi_K(g(x^k)) - y^k \to 0. \tag{4.26}
\]

**Proof** For any \( (\bar{x}, \bar{y}) \in \omega \), there exists a subsequence \( N \subset \mathbb{N} \) such that \( (x^k, y^k) \stackrel{N}{\to} (\bar{x}, \bar{y}) \). Since \( r_k \geq r \), by Theorem 4.2, \( s^k = y^k - g(x^k) \to \bar{s} \), we have \( \bar{y} - g(\bar{x}) = \bar{s} \), \( \bar{y} \in K \) and

\[ \bar{s} = \arg\min \left\{ \frac{1}{2} \|s\|^2 : s \in S \right\}. \]

It follows from the equivalence of (i) and (ii) of Lemma 4.2 that

\[ Dg(\bar{x})^* \bar{s} = 0, \quad \Pi_K(g(\bar{x})) - \bar{y} = 0. \tag{4.27} \]

From (4.27), we can easily obtain \( Dg(\bar{x})^*(g(x^k) - y^k) \to 0 \); namely, the first property in (4.26) holds.

Let us denote

\[ \bar{y}^k = \Pi_K(g(x^k)). \]

Then we have from properties of the projection that

\[ \langle \bar{y}^k - g(x^k), y - \bar{y}^k \rangle \geq 0, \quad \forall y \in K. \]

Taking \( y = y^k \in K \) in the above inequality yields

\[ \langle \bar{y}^k - g(x^k), y^k - \bar{y}^k \rangle \geq 0. \tag{4.28} \]

Notice that \( \bar{s} = \Pi_S(0) \) is characterized by

\[ \langle \bar{s}, s - \bar{s} \rangle \geq 0, \quad \forall s \in S. \]

Taking \( s = \bar{y}^k - y^k + s^k = \bar{y}^k - g(x^k) \in S \), we obtain

\[ \langle \bar{s}, \bar{y}^k - y^k + s^k - \bar{s} \rangle \geq 0. \tag{4.29} \]

Adding (4.28) and (4.29), we get

\[ \langle \bar{s} - \bar{y}^k + g(x^k), \bar{y}^k - y^k \rangle + \langle \bar{s}, s^k - \bar{s} \rangle \geq 0. \]
Using $s^k = y^k - g(x^k)$ and the Cauchy-Schwartz inequality,
\[
\|\tilde{y}^k - y^k\|^2 \leq \|\tilde{y}^k - y^k\|^2 + (\tilde{s} - \tilde{y}^k + s^k, y^k - y^k) + (\tilde{s}, s^k - \tilde{s}) = (s^k - \tilde{s}^k, \tilde{y}^k - y^k) + (\tilde{s}, s^k - \tilde{s}) \leq \|s^k - \tilde{s}\| \|\tilde{y}^k - y^k\| + \|\tilde{s}\| \|s^k - \tilde{s}\|.
\]
Since $s^k \to \tilde{s}$, the above inequality implies that there exists a constant $\beta > 0$ such that
\[
\|\tilde{y}^k - y^k\| \leq \beta \|s^k - \tilde{s}\|^{1/2}
\]
for sufficiently large $k$, which implies the property $\Pi_K (g(x^k)) - y^k \to 0$. The proof is completed.

Now we are in a position to state another main result in this paper, which shows that the augmented Lagrangian method can find an approximate solution to the optimization problem with the least constraint violation.

**Theorem 4.3** Consider the augmented Lagrangian method for Problem (1.3). Assume that $\tilde{s} \neq 0$, $\text{val} \ P(\tilde{s}) \in \mathbb{R}$, $v$ is lower semi-continuous at $\tilde{s}$ and $\text{Sol} \ D(\tilde{s}) \neq \emptyset$. Suppose that $\omega \neq \emptyset$. Then for every $\epsilon > 0$, there exists a subsequence $N \subset \mathbb{N}$ such that

\[
(x^k, y^k) \in \text{argmin} \ l_{r_{k-1}}(x, y, \lambda^{k-1})
\]

and
\[
\|Dg(x^k)^*(g(x^k) - y^k)\| \leq \epsilon \quad \text{and} \quad \|\Pi_K (g(x^k)) - y^k\| \leq \epsilon
\]
for every $k \in N$.

**Proof** The property (4.30) comes from the definition of $(x^k, y^k)$ in the augmented Lagrangian method. The property (4.31) follows from Proposition 4.5. The proof is completed.

The inequalities in (4.31) show that the sequence $\{(x^k, y^k)\}$ approximately satisfies the last two equalities in (4.20). From this observation, we know that the augmented Lagrangian method approximately solves the convex optimization problem with least constraint violation.

**4.2 Linear convergence**

In this subsection, we shall discuss the convergence rate of the augmented Lagrangian method. For this purpose, we need the following error bound assumption.

**Assumption 4.1** Consider problem (2.2) and suppose that it has a solution for every $s \in S$. For any $\epsilon > 0$, there is an $L_\epsilon > 0$, such that

\[
\text{dist} (\lambda, \text{Sol} \ D(\tilde{s})) \leq L_\epsilon \|\tilde{s}\|, \forall \lambda \in \text{Sol} \ D(\tilde{s}) + \epsilon B, \forall \tilde{s} \in \partial \theta_\tilde{s}(\lambda).
\]
Assumption 4.1 is exactly the error bound condition of Luque [15], which plays a crucial role in proving the rate of convergence of the proximal point method.

This section presents convergence results when the parameters $r_k$ are sufficiently large. The results depend on the error bound condition described in Assumption 4.1.

**Lemma 4.3** Suppose that Assumption 4.1 holds. Then for any $\delta > 0$, there exists an $L > 0$ such that $\text{dist}(\lambda^0, \text{Sol} D(\bar{s})) < \delta$ implies that

$$\text{dist}(\lambda^k, \text{Sol} D(\bar{s})) \leq L\|s^k - \bar{s}\|, \forall k > 1.$$  (4.33)

In particular, if $r_k$ is bounded away from zero, $\text{dist}(\lambda^k, \text{Sol} D(\bar{s})) \to 0$.

**Proof** Noting that from Assumption 4.1, for any $\varepsilon > 0$, there exists an $L_\varepsilon > 0$, such that $\text{dist}(\lambda, \text{Sol} D(\bar{s})) \leq L_\varepsilon \|\tilde{s}\|, \forall \lambda \in \text{Sol} D(\bar{s}) + \varepsilon \mathcal{B}, \forall \tilde{s} \in \partial \theta_{\bar{s}}(\lambda)$. (4.34)

Then for $\delta > 0$, we let $L = L_\delta$ be the constant satisfying (4.34). Assume now that $\text{dist}(\lambda^0, \text{Sol} D(\bar{s})) \leq \delta$. Then Proposition 4.2(ii) implies that $\text{dist}(\lambda^k, \text{Sol} D(\bar{s})) \leq \delta$ for all $k > 0$, which can also be written as $\lambda^k \in \text{Sol} D(\bar{s}) + \delta \mathcal{B}$. Let $k \geq 1$. Noting that $\partial \theta_{\bar{s}}(\lambda) = \partial \theta(\lambda) - \bar{s}$ and $s^k \in \partial \theta(\lambda^k)$, we have $s^k - \bar{s} \in \partial \theta_{\bar{s}}(\lambda^k)$. Therefore, one can use $\lambda = \lambda^k$ and $\tilde{s} = s^k - \bar{s}$ in (4.34) to derive (4.33). Using Proposition 4.2(iii) and (4.33), we obtain $\text{dist}(\lambda^k, \text{Sol} D(\bar{s})) \to 0$. \qed

The following is our main result about the linear convergence rate of the augmented Lagrangian method for solving the convex optimization problem with the least constraint violation.

**Theorem 4.4** (linear convergence) Suppose that Assumption 4.1 holds. Then, for any $\delta > 0$, there exists an $L > 0$ such that $\text{dist}(\lambda^0, \text{Sol} D(\bar{s})) \leq \delta$ implies that

$$\|s^{k+1} - \bar{s}\| \leq \frac{L}{r_k}\|s^k - \bar{s}\|, \forall k \geq 1$$  (4.35)

and

$$\text{dist}(\lambda^{k+1}, \text{Sol} D(\bar{s})) \leq \min \left(\frac{L}{r_k}, 1\right) \text{dist}(\lambda^k, \text{Sol} D(\bar{s})), \forall k \geq 0.$$  (4.36)

**Proof** Let $k \geq 0$ and consider an arbitrary $\tilde{\lambda} \in \text{Sol} D(\bar{s})$. Then $0 \in \partial \theta_{\bar{s}}(\tilde{\lambda})$. From $\lambda^{k+1} \in \partial \theta(s^{k+1})$, we obtain $s^{k+1} - \bar{s} \in \partial \theta(s^{k+1}) - \bar{s} = \partial \theta_{\bar{s}}(\lambda^{k+1})$. The monotonicity of the multifunction $\partial \theta_{\bar{s}}$ implies that

$$\langle s^{k+1} - \bar{s}, \lambda^{k+1} - \tilde{\lambda} \rangle \geq 0.$$  (4.37)

On the other hand, subtracting $\tilde{\lambda} + r_k \tilde{s}$ from both sides of the iteration identity

$$\lambda^{k+1} = \lambda^k + r_k (g(\lambda^{k+1}) - y^{k+1}) = \lambda^k - r_k s^{k+1}$$
and introducing $\tilde{\lambda}^k := \lambda^k - r_k \tilde{s}$ yield

$$\lambda^{k+1} - \tilde{\lambda} + r_k (s^{k+1} - \tilde{s}) = \tilde{\lambda}^k - \tilde{\lambda}.$$  

Taking the squared norm of both sides of this identity, using (4.37) and $r_k > 0$, and neglecting $\|\lambda^{k+1} - \tilde{\lambda}\|^2$, we are led to

$$\|s^{k+1} - \tilde{s}\| \leq \frac{1}{r_k} \|\tilde{\lambda}^k - \tilde{\lambda}\|.$$  

Since $\tilde{\lambda}$ is arbitrary in Sol $D(\tilde{s})$, it follows that

$$\|s^{k+1} - \tilde{s}\| \leq \frac{1}{r_k} \text{dist} (\tilde{\lambda}^k, \text{Sol} D(\tilde{s})).$$  

Now the expression of $\tilde{\lambda}^k = \lambda^k - r_k \tilde{s}$ and Proposition 4.4(i) yield

$$\|s^{k+1} - \tilde{s}\| \leq \frac{1}{r_k} \text{dist} (\lambda^k, \text{Sol} D(\tilde{s})), \ \forall k \geq 0. \quad (4.38)$$  

Assuming that $k \geq 1$ and using (4.33) in (4.38) give (4.35). On the other hand, starting with (4.33) and using (4.38), we have

$$\text{dist} (\lambda^{k+1}, \text{Sol} D(\tilde{s})) \leq L \|s^{k+1} - \tilde{s}\| \leq \frac{L}{r_k} (\lambda^k, \text{Sol} D(\tilde{s})), \quad \square$$

### 4.3 An illustrative example

In this section, we present some preliminary numerical results to illustrate the performance of the proposed algorithm. We applied Algorithm 1 to solve a second-order conic optimization problem with least constraint violation and the minimization subproblems inside the algorithm were solved by the projected gradient method. All numerical experiments were implemented by MATLAB R2019a on a laptop with Intel(R) Core(TM) i5-6200U 2.30GHz and 8GB memory.

The second-order conic optimization problem is of the form

\[
\min_{x \in \mathbb{R}^n} \log(1 + \exp(-a^T x)) + \frac{1}{2} \|x\|^2 \\
\text{s.t. } x^T G x + b^T x + c \leq 0, \\
x \in Q_n, \quad (4.39)
\]

where the objective function is the well-known logistic regression function and the second-order cone is defined as

$$Q_n := \{s := (s_0, \tilde{s}) \in \mathbb{R}^n, s_0 \in \mathbb{R}; s_0 \geq \|\tilde{s}\|\}.$$
The number of decision variable $x$ is $n$ and the number of constraints is $n + 1$ since the feasible region of the problem (4.39) may be empty, we rewrite the problem (4.39) as follows

$$\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad \log(1 + \exp(-a^T x)) + \frac{\lambda}{2} \|x\|^2 \\
\text{s.t.} & \quad x^T G x + b^T x + c = y, \quad y \in \mathbb{R}_- , \\
& \quad x = z, \quad z \in Q_n.
\end{align*}$$  \hspace{1cm} (4.40)

In (4.39), we choose $n = 5$ with $G$ being the identity matrix, $b = 0$ and $c = 1$. It is easy to see that the feasible region of (4.39) is empty and the smallest norm shift $\bar{s} \in \mathbb{R}^6$ defined as (4.2) is equal to $(-1, 0, 0, 0, 0, 0)^T \in \mathbb{R}^6$. In the objective function, let the parameter $\lambda = 1$ and the vector $a = (-2, -1, 0, 1, 2)^T \in \mathbb{R}^5$. In the numerical experiments, we randomly selected the initial points and Lagrangian multipliers, and set the monotonically increasing penalty parameter $r = 10k$ at the $k$-iteration.

In the convergence analysis of Theorem 4.2 and Proposition 4.5, we have shown that as the iteration number $k$ increases, the shift $s^k$ converges to the smallest norm shift $\bar{s}$ and the optimal error (4.26) converges to 0. To verify this numerically, we plot trends of the shift and the optimal error along with the algorithm in Fig. 1. Here, “Time (ms)” denotes the CPU time in milliseconds. We can see that the shift $s^k$ reduces rapidly to the smallest norm shift $\bar{s}$ within 0.5s. Figure 1(b) shows that iteration points generated by the proposed algorithm converge rapidly to the point that satisfies the optimal conditions (4.20).

In Fig. 2, we report the numerical impact of the penalty parameter $r$ on the performance of Algorithm 1, by recording changing curves of the shifts and errors under different settings of $r$ with respect to iterations. We set $r$ as 10, 100, 5k and 10k, respectively. We can see that Algorithm 1 performs better as $r$ is bigger and achieves the best performance when $r = 10k$. Moreover, the shift and error returned by Algorithm 1 decreases more dramatically as the parameter $r$ increases. We observe that all these numerical performances verify the faster convergence rate in Theorem 4.4.

![Fig. 1](image_url)

**Fig. 1** The trend of the shift (left) and the error (right) for second-order conic optimization problem (4.39) with respect to CPU time. (Error: $\|Dg(\bar{x})^*(g(x^k) - y^k)\| + \|P_K (g(x^k)) - y^k\|$.)
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Fig. 2 The impact of the penalty parameter $r$ for second-order conic optimization problem (4.39) in the shift (left) and the error (right). ($\text{Error}= \|Dg(\bar{x})^*(g(x^k) - y^k)\| + \|\Pi_K (g(x^k)) - y^k\|$.)

5 Discussions

There are many practical backgrounds for the importance dealing with optimization problems with least constraints violations when the feasible sets of problems are possibly empty. Dai and Zhang [12] established necessary optimality conditions by reformulating them as optimization problems with an Lipschitz continuous equality or optimization problems with complementarity constraints. They also analyzed a penalty function method and a smoothing function method for solving these optimization problems with the least constraint violation.

Can we construct an algorithm for solving a constrained optimization with the property that the method finds a solution when the problem is feasible, and finds a solution to the problem with the least constraint violation when the problem is infeasible? The work by Chiche and Gilbert[6] gave us a positive answer to the question for the convex quadratic optimization and they found that the augmented Lagrangian method is such a method. A natural question raised, whether the augmented Lagrangian method can solve a general convex optimization problem with least constraint violation? This paper managed to answer this question within the general convex optimization framework. It is demonstrated that the dual of the convex optimization problem with least constraint violation has an unbounded solution set, the optimality can be characterized by the augmented Lagrangian, and the augmented Lagrangian method is able to find an approximate solution, when the least violated shift is in the domain of the subdifferential of the optimal value function. It is also proved that the augmented Lagrangian method has the linear rate of convergence when an error bound condition is satisfied. Finally, we applied the augmented Lagrangian method to solve an illustrative example to verify our theoretical results.

There are many future works for the study of the optimization with the least constraint violation. In the analysis of the augmented Lagrangian method of this paper, the subproblems in Algorithm 1 are solved exactly. If these subproblems are solved inexactly, could similar convergence results be obtained? This paper only treats convex optimization problems. How about the augmented Lagrangian method for solving non-convex optimization problems with least constraint violation? Even if the dual of the optimization problem with least constraint violation has a non-empty solution set, this problem is a typical convex optimization problem in which the conventional
constraint qualifications (Slater or generalized Slater condition) are not satisfied. How to solve such kind of convex optimization problems?
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