Brainwave Classification of Task Performed by Stroke Patients using ANN
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Abstract: In this research, 14 stroke patient's brainwave activity with open eyes (OE) and close eyes (CE) sessions are used. This work aims to study and classify 2 activities that validate our data acquisition. The data set of each subject is used to classify the state of the subject during electroencephalogram (EEG) recording. For the classification model, the input signals are alpha, beta, theta, and delta bands. The classification algorithm used in this work is the Artificial Neural Network (ANN). The accuracy value will be obtained from each subject. There are substantial differences between the EEG signals of each patient and hence affecting the accuracy value of the subject. The results obtained from our experiment proved that ANN can be used to classify the state of the subject during data recording.
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1. Introduction

Stroke has been one of the primary causes of worldwide disabilities. Stroke-related motor function deficits lead to poor overall life quality [1]. Brain-Computer Interface (BCI) provides a communications medium and interaction with a system directly from the brain in an external environment, without any motor pathway being involved. The basis for regulating BCI systems is neurological phenomena which are special features of brain activity occurring in the brain signals. Various approaches to capturing brain signals and analyzing neurological phenomena were employed. One of the methods is EEG which records electrical activity along the scalp surface [2]. An EEG-based BCI detects a patient's neuronal signal as an input, enabling users to monitor their brain function effectively.

The stroke classification during stroke treatment and recovery has many implications. It works as a reference for prediction, recommendation of treatment, and secondary stroke prevention approaches [3],[4],[5]. A classification is the method of obtaining a number of models that define and separate data classes for the use of unknown class label prediction [6].

The ANN is among the easiest methods for classification using a machine learning algorithm. ANN have been extensively used for the system of non-linear modelling [3], applications of medical [7], and pattern recognition [8]. ANN is composed of layers of input, hidden, and output. The weights which connect the layers indirectly form the system. The input and the output connection determine network behavior. In this work, ANN will be used to classify 2 types of the task performed by 14 stroke subjects. The classification performance in each subject will be observed by obtaining accuracy value from each subject. Although there are many comprehensive works dedicated to brainwave classification of stroke patients, little work has been carried out to determine the classification of each
stroke subjects by task using scaled conjugate gradient backpropagation.

2. Literature Review

Awolad Hossain et al. [9] in 2015 had conducted research on the EEG signals classification of movement of left and right-hand. Within this study, the key goal is to classify EEG signal of left and right-hand movement based on wavelet transform and neural network approach. Discrete wavelet transforms (DWT) has been used to split the beta band from the EEG signal. The performance of a PNN is evaluated in order to discover a better classifier of the EEG signals and compared with the classical backpropagation neural network. From the research, PNN with 99.1% accuracy shows a better classification rate than BP with 88.9% accuracy.

Thiyam et al. [10] in 2016 had proposed analysis for the classification of multiclass motor imagery movements. In their experiments, the classifiers were trained by the extracted features and the testing features were used to attained classification performance. The classification performance analysis of Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA) are analyzed using two pre-processing algorithms which are a multiclass common spatial pattern (mCSP) and thin ICA-CSP algorithms using the multiclass motor imagery movements EEG signals. The accuracy of LDA and SVM using mCSP techniques are 62% and 60% respectively. While by using thin ICA-CSP, the accuracies are 64% and 63% for LDA and SVM respectively. In overall, the LDA performs better than SVM for discrimination of multiclass movement for BCI competition IV dataset 2a.

A particle swarm optimization algorithm was proposed by Ma et al. [11] in 2016 to increase the classification accuracy of SVM by optimizing the selection of both kernel and penalty parameters. He conducted experiments by using 2 different data sets: 2005 Data Iva and 2008 Dataset 1. Both data sets were used for the classification of PSO-SVM and the classical method. The classical methods used are decision tree, back propagation, k-NN, LDA, and SVM. The result reveals that the PSO-SVM shows the highest percentage of accuracy.

Also, a method of using SVM, k-NN, and BP to classify EEG signals for different brain control machines had been studied by Islam et al. [12] in 2017. EEG datasets that are built with various cognitive tasks such as left, right, back and front imaginary movement with eyes open were presented. The proposed work obtained the highest accuracy by 95.21% for SVM.

Suwannarat et al. in [13] 2018 had experimented to compare the EEG data of upper limb movement using motor imagery. Both right- hand and left-hand motor imagery tasks which were open/close, bracket flexion and extension, and forearm pronation/supination are used. The experiment was attended by eleven subjects. Every MI task consisted of 8 sessions lasting for 4 weeks. Feature extraction using the common space pattern (CSP) algorithm has been used for classification. Conventional CSP (WB) and one with an increasing features number attained by EEG data filtering into five bands (FB) were implemented. LDA and SVM classification were carried out. The accuracy of FB is significantly higher than the WB. The accuracy of classification of the wrist flexion/extension task in all subjects was higher than that of the classification of hand opening/closing. In most subjects, the classification of the forearm pronation/supination task achieved greater accuracy than the classification of the manual open/close hand task but less accuracy than the classification of the wrist flexion/extension task in all subjects. The accuracy classification of the wrist flexure/extension and the task of forearm pronation/suppression was lower than the accuracy of the tasks of hand movement and wrist motion.

| Year | Previous Works | LDA | SVM | k-NN | BP | PNN | Decision Tree | others |
|------|----------------|-----|-----|------|----|-----|---------------|--------|
| 2015 | Aowlad Hossain et al. | -   | -   | -    | 88.9% | 99.1% | - | - |
| 2016 | Thiyam et al. | mCSP | 62% | 60% | - | - | - | - |
|      | thin ICA-CSP | 64% | 63% | - | - | - | - |

All the previous works that had been discussed are summarized in Table 1.
| Year | Authors            | Data Source | Opening/Closing | Flexion/Tension | Pronation/Supination | 2005 Data Iva | 2008 Dataset 1 | 2017 Islam et al. | 2018 Suwannarat et al. |
|------|-------------------|-------------|----------------|-----------------|---------------------|---------------|----------------|-----------------|----------------------|
| 2016 | MA et al.         |             | 85.4%          | 96.4%           | 92.5%               | 92.5%         | 84.2%         | 79.8% (PSO-SVM)  | 97.0% (PSO-SVM)      |
|      |                   | 2008 Dataset 1 | 90.8%          | 86.8%           | 87.1%               | 85.4%         | 84.5%         | 89.7% (PSO-SVM)  |                      |
| 2017 | Islam et al.      |             | -              | 95.21%          | 90.88%              | 94.31%        | -             | -               |                      |
| 2018 | Suwannarat et al. | Opening/Closing | 64.07%        | 64.02%          |                     | 61.9% (WB),   | 66.19% (FB)   | 64.49% (WB),    | 66.38% (WB),         |
|      |                   | Flexion/Tension | 68.79%        | 68.71%          |                     | 71.10% (FB)   |               | 71.69% (FB)     |                      |
|      |                   | Pronation/Supination | 69.10%        | 68.97%          |                     |               |               |                 |                      |

3. Methodology

A BCI is a synthetics intelligent system able to understand a specific collection of trends in brain signals namely, acquisition of signal, pre-processing, extraction of feature, classification, and interface for the practical application of the system [14]. Figure 1 shows the flow chart of the methodology used in this paper. This consists of a sequence of EEG data compilation, data pre-processing, extraction of feature, and classification.

![Figure 1. Flow diagram of the methodology](image-url)

The data were collected at the National Stroke Association of Malaysia (NASAM), Selangor, Malaysia. The participants took part in the data collection voluntarily. They are 14 stroke patients aged between 40-60 years old. Initially, the stroke groups were graded according to analytic and examination by trained NASAM physiotherapist which are advanced and early group. However, both characteristics are neglected for this experiment since the experiment requires data from stroke patients at any level.

Throughout the experiments, the subjects were instructed to be seated comfortably in front of a computer screen to perform open eyes and close eyes task respectively. Data will go through signal preprocessing, feature extraction, and classification phase. If the information contains many artefacts, then pre-processing methods may be required that are more complicated in removing or reducing...
any unwanted artefact impacts. It is also important to minimize psychological and environmental distinctions [15]. Scaled conjugate gradient backpropagation is applied in the classification method to classify the task performed by the subject (open/close eyes) according to their brainwave pattern. Figure 2 shows an example of a subject goes through the EEG recording during close eyes session.

![Image](image.png)

**Figure 2.** A subject goes through close eye EEG recording

### 4.1. EEG Signal Analysis

EEG data were filtered to eliminate the artefact for example the blink of the eye, baseline noise and interference of power line. By removing the sampled data with an amplitude above 100 μV and voltage characteristics below -100 μV, the non-EEG signal was removed. The signals produced are then filtered into delta band, theta band, alpha band, and beta band. The EEG signal of OE and CE from 14 stroke individuals is displayed in Figure 4.

### 3.2. Neural Network Model during the Open-Close Eyes Task

The ANN model consists of 4 input nodes which are the alpha, beta, delta, and theta power band of each subject while the output nodes are the tasks performed by the subjects. In this case, the tasks are open eyes and close eyes. 10000 sample data for each subject are used. The features have been randomly distributed the 10000 samples for training, validation, and test dataset with percentage ratio 7 0.15:15. A training dataset is introduced during training to the network and the network is modified due to its error while the validation dataset is used to measure network generalization, and to avoid training when generalizations stop improving. However, a testing dataset does not affect training and so provides an independent measure of network performance during and after training. Validation dataset is expected to avoid overfitting of the network when testing data has been used to assess the performance of the classification.

A two-layer feed-forward network, with SoftMax output neurons and sigmoid hidden neurons, can randomly classify victory, and provide the hidden layer with sufficient neurons. Scaled conjugate gradient backpropagation will be used to trained the network. The adaptation of the weights between output (k) and hidden (j) layers are defined as follows:

\[
W_{kj}(t+1) = W_{kj}(t) + \Delta W_{kj}(t+1) \tag{1}
\]

Where

\[
\Delta W_{kj}(t+1) = \eta \delta_k O_j \Delta \alpha W_{kj}(t) \tag{2}
\]

Where t is the iteration number and \( \delta_k \) is the error signal between the hidden and output layers:

\[
\delta_k = O_k(1-O_k) \sum \delta_k W_{kj} \tag{3}
\]

Adaptation between hidden (j) and input (i) layers:

\[
\Delta W_{ji}(t+1) = \eta \delta_j O_i \Delta \alpha W_{ji}(t) \tag{4}
\]

The new weight is thus:

\[
W_{ji}(t+1) = W_{ji}(t) + \Delta W_{ji}(t+1) \tag{5}
\]

And the error signal through layer j is:

\[
\delta_i = O_j(1-O_j) \sum \delta_k W_{kj} \tag{6}
\]
The model has been improved to gain the momentum constant, hidden neurons number, and learning rate that can give the highest accuracies in training and validation dataset [16]. The final mode is selected based on the best accuracy with the least error. Figure 3 illustrates the ANN model.

4. Results and Analysis

The results captured from strokes patients' brain signals are addressed in this section. The original brain signal output is in time-domain. The data comprises alpha, beta, delta, and theta plus artefacts from the power line disturbance, baseline interference, and eye blinking contamination. The Power Spectrum Density (PSD) of the EEG signal was extracted after translating it to the time-frequency domain using FFT.

Figure 4 displays the features of each sub-band data plot for both open eyes and close eye conditions. From the displayed data plot, the range of power of each level is inconsistent. Various behavior and patterns of EEG sub-bands are noticeable. This indicates the variability of patterns for each of the brainwave sub-bands in this brainwave activity in each of the subject. The additional brain signal processing approach thus promotes a deeper understanding of the EEG mechanism as well as an analysis of its physiological importance.

4.1. Neural Network Model during the Open-Close Eyes Task

MATLAB R2017b software had been used to classify the collected data. The network architecture
optimized for the structure comprises 4 input, 10 hidden, and 2 output nodes. Table 2 presents a summary of classification performance. Subject 2 provides the highest classification accuracy while subject 5 has the lowest classification accuracy. Subject 2 yields 87.3%, 88.2%, and 84.7% accuracy value for training, validation, and testing respectively while Subject 5 yields 59.9%, 58.6%, and 56.7% accuracy value for training, validation, and testing respectively.

| Subject | Performance Parameters | Accuracy |
|---------|------------------------|----------|
|         | Training | Validation | Testing |
| 1       | 80.0     | 81.7       | 80.3    |
| 2       | 87.3     | 88.2       | 84.7    |
| 3       | 71.8     | 73.4       | 70.6    |
| 4       | 71.0     | 67.4       | 72.0    |
| 5       | 59.9     | 58.6       | 56.7    |
| 6       | 60.1     | 61.8       | 58.6    |
| 7       | 69.9     | 67.1       | 68.3    |
| 8       | 84.5     | 83.8       | 82.4    |
| 9       | 80.3     | 82.4       | 81.0    |
| 10      | 81.5     | 82.4       | 84.0    |
| 11      | 69.2     | 66.7       | 71.1    |
| 12      | 73.9     | 69.5       | 76.6    |
| 13      | 77.8     | 78.2       | 78.2    |
| 14      | 83.8     | 82.9       | 82.2    |

Table 1. Classification performance of stroke subjects

The data obtained are plotted in Figure 5 with a supplemental visual representation for a better understanding. All the values shown in the graph are actual results. The blue bar refers to the results corresponding to the training data. The orange bar refers to the results corresponding to the validation data while the grey bar refers to the testing data. It can be observed clearly that subjects 2 provide the highest accuracy value while subject 5 provides the lowest accuracy value.

5. Conclusion

The ANN classifier successfully described the behavioral patterns of the various brainwave signal states for 14 patients suffering from a stroke. This method can recognize and classify 2 activities that validate our collection of data. Improvements must be made to avoid misclassification in real-time. Our future work will consist, first of all, of gathering more data for other forms of tasks and thereby helping us to proceed with more interesting findings. We will then analyse and suggest another method of classification algorithm, another type of classification algorithm that can help to improve the classification performance by providing a greater accuracy value.
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