Comparison of Channel Estimation Protocols for Coherent AF Relaying Networks in the Presence of Additive Noise and LO Phase Noise
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Channel estimation protocols for wireless two-hop networks with amplify-and-forward (AF) relays are compared. We consider multiuser relaying networks, where the gain factors are chosen such that the signals from all relays add up coherently at the destinations. While the destinations require channel knowledge in order to decode, our focus lies on the channel estimates that are used to calculate the relay gains. Since knowledge of the compound two-hop channels is generally not sufficient to do this, the protocols considered here measure all single-hop coefficients in the network. We start from the observation that the direction in which the channels are measured determines (1) the number of channel uses required to estimate all coefficient and (2) the need for global carrier phase reference. Four protocols are identified that differ in the direction in which the first-hop and the second-hop channels are measured. We derive a sensible measure for the accuracy of the channel estimates in the presence of additive noise and phase noise and compare the protocols based on this measure. Finally, we provide a quantitative performance comparison for a simple single-user application example. It is important to note that the results can be used to compare the channel estimation protocols for any two-hop network configuration and gain allocation scheme.

1. Introduction

Cooperative networks offer diversity, multiplexing, and array gains as in MIMO systems but in a distributed fashion. The spatial diversity, that is inherently available, can be exploited by user cooperation to decrease the outage probability for a given rate, thus making the communication more robust against deep fades [1–5]. Furthermore, coherent beamforming allows for a distributed spatial multiplexing gain [6–9]. For interference networks comprising multiple source-destination pairs, this involves allowing the users to communicate concurrently on the same physical channel.

Note that the relays in these networks are usually not able to decode all data streams due to the large amount of inter-user interference. Instead, they assist the communication by simply forwarding scaled and rotated versions of their received signals, which corresponds to the multiplication with complex-valued gain factors. We refer to this type of forwarding protocol as multiuser AF relaying (e.g., [6]). The relay gains are chosen such that all signals add up coherently at the destination antennas. Global channel knowledge, that is, knowledge of all first-hop and second-hop channel coefficients, is usually required to calculate the gain factors accordingly. It is important to stress that information about the equivalent two-hop (source-relay-destination) channels (treated e.g., in [10–12]) is generally not enough to explicitly compute the relay gains. A gradient-based iterative scheme is required to find the gain factors in this case (e.g., [13]). Examples of papers discussing coherent cooperative gain allocation schemes, where the relay gains are computed from instantaneous, global CSI are [14–18].

Contribution. This work was triggered by the simple fact that the relay gains in coherent AF networks are computed from channel estimates. The quality of these estimates obviously has an impact on the accuracy with which the gain factors can be computed. This in turn determines the degree to which the signals from the relays combine coherently at
the destinations and thus immediately affect the system performance. We furthermore observe that the direction in which the channels in a wireless network are measured (The source-relay (first-hop) and the relay-destination (second-hop) channels can be measured either in “forward direction”, that is, from sources/relays to relays/destinations, or in “backward direction”, that is, from relays/destinations to sources/relays.) (e.g., using training sequences [19]) determines (1) the number of channel uses required to estimate all coefficients and (2) the need for a global phase reference at a certain set of nodes [20]. In the presence of additive noise and LO phase noise, both factors have an impact on the quality of the channel estimates. In this work, we compare four channel estimation protocols that differ in the direction in which the single-hop channel matrices are measured. As a result, the accuracy of the channel estimates obtained by the protocols is different. For symmetry reasons we can constrain ourselves to the discussion of only two of the four protocols. We quantify the quality of the channel estimates and discuss which protocol delivers the most accurate channel estimates and thus allows for the best overall system performance.

It turns out that there are situations where one protocol outperforms the other and vice versa.

The authors of [21] consider a very simple special case of this problem. They investigate the accuracy of a channel estimation protocol (corresponding to protocol B1 in this work) for a two-hop network with a single source-destination pair and multiple AF relays. The gain factors are to be computed from the channel estimates at the relays in a way that all signals combine coherently at the destination antenna. The authors neglect LO phase noise and implicitly assume a perfect carrier phase synchronization between all relays and the destination. In comparison to [21], this work compares four different channel estimation protocols, considers multiple source-destination pairs, takes LO phase noise into account, and drops the assumption of perfect phase synchronization.

Outline. The system model is presented in Section 2. We derive the input/output relation in Section 2.1 and discuss the impact of unknown and random LO phases on the signaling in Section 2.2. Section 3 then motivates the usage of the MSE of the estimated two-hop channels to judge the quality of the channel estimates. The four previously mentioned protocols are derived in Section 4. We will explain how the effort to estimate all channel coefficients in a distributed network depends on the direction in which the channel are measured. A scheme that can provide the relays with a global phase reference was originally presented in [22]. It is shortly revisited in Section 5. Section 6 then discusses the impact of additive noise and relay phase noise on the quality of the channel estimates delivered by the protocols. Finally, we compare the quality of the channel estimates produced by the protocols in Section 7.

Notation. We use bold uppercase and lowercase letters to denote matrices and vectors, respectively. The operators \((\cdot)^T\), \((\cdot)^H\), and \((\cdot)^*\) are the matrix transpose, hermitian transpose, and conjugate complex, respectively. We use \(\otimes\) to denote a convolution and \(E_x[\cdot]\) is the expectation with respect to \(x\). \(I_N\) is the identity matrix of size \(N \times N\). The expression \(\text{diag}(x)\) writes the elements of \(x\) into a diagonal matrix. Finally, vectors with entries that are taken from a normal and a complex normal distribution with mean 0 and variance \(\sigma^2\) are denoted by \(x \sim \mathcal{N}(0, \sigma^2 I)\) and \(x \sim \mathcal{CN}(0, \sigma^2 I)\), respectively.

2. System Model

Consider a distributed wireless network where \(N_{SD}\) sources and the same number of destinations communicate with the help of \(N_R\) linear AF relay nodes. Each source wants to transmit data to a dedicated destination, together forming a source-destination pair. Figure 1 shows the system configuration. For the sake of simplicity, it is assumed that all nodes in the network employ a single antenna only. The extension of this work to multiantenna nodes is straightforward. It is furthermore assumed that the relays are not able to transmit and receive at the same time (half-duplex constraint; e.g., [4]). Consequently, a “transmission cycle” consists of two phases: phase one comprises the “first-hop” transmission from the sources to all relays and phase two the “second-hop” transmission from the relays to the destinations.

The relays shift their received signals to complex baseband, sample them, and store the samples until the end of the first phase. In the second phase, they retransmit scaled and rotated version of their received samples to the destinations. This corresponds to the multiplication of the samples with a complex-valued gain factor at each relay. As long as the sampling theorem is fulfilled, the analog transmit signal can be reconstructed perfectly from the stored samples.

Note that the direct link is not taken into account in this work because it is independent of LO phases of the relays. The quality of its estimates is therefore the same for all four channel estimation protocols. Without going further into details, we assume that the nodes are perfectly synchronized in time.

2.1. Input/Output Relation. All channels are assumed to be mutually independent and frequency flat. They are subject to Rayleigh fading, that is, the channel coefficients are zero-mean complex Gaussian random variables with variance \(\sigma^2_h\). The matrices \(H_{SR} \in \mathbb{C}^{N_R \times N_{SD}}\) and \(H_{RD} \in \mathbb{C}^{N_{SD} \times N_R}\) are called first-hop and second-hop channel matrix, respectively. The propagation environment is quasistatic, that is, the channels are constant during at least one transmission cycle while different channel realizations are temporally uncorrelated (block fading).
The relays multiply the signals they receive from the sources with complex-valued gains before retransmission. All gain factors are collected in the diagonal gain matrix \( G \in \mathbb{C}^{N_s \times N_s} \). Let \( s \in \mathbb{C}^{N_d} \) denote the vector comprising the transmit symbols of all sources at a certain point in time. They are transmitted over the first-hop matrix channel \( H_{SR} \) to the relays. Their received symbols are stacked in the vector

\[
r = H_{SR}s + n_R,
\]

where the vector \( n_R \sim \mathcal{N}(0, \sigma^2 I_{N_R}) \) comprises AWGN samples. Prior to retransmission, \( r \) is multiplied with the gain matrix \( G \). The transmit signals of the relays are then sent over the second-hop matrix channel \( H_{RD} \) to the destination nodes. The vector of received symbols is

\[
d = H_{RD}GH_{SR}s + H_{RD}Gn_R + n_D,
\]

where \( n_D \sim \mathcal{N}(0, \sigma^2 I_{N_D}) \) comprises the AWGN samples at the destinations. The matrix \( H_{SRD} := H_{RD}GH_{SR} \) comprises the coefficients

\[
H_{SRD}[m,k] = \sum_{l=1}^{N_R} (h_{R,D,m} \cdot g_l \cdot h_{S,R,l}) := h_{SRD,m},
\]

where \( h_{S,R,l} \) is the channel coefficient from source \( k \) to relay \( l \) and \( h_{R,D,m} \) the channel coefficient from relay \( l \) to destination \( m \).

### 2.2. Local Oscillator Phase Offsets

Consider two single-antenna nodes A and B with independent LO. Let \( h \) denote the complex-valued coefficient of the frequency-flat equivalent low-pass channel between them. The LO phase offsets of nodes A and B are denoted by \( \phi_A \) and \( \phi_B \), respectively. They introduce phase rotations to the signals during the mixing operations, with positive sign when mixing from baseband to passband and with negative sign when mixing from passband to baseband (e.g., \([23]\)). Consequently, the equivalent complex baseband-to-baseband channels from A to B and from B to A are

\[
\tilde{h}_{AB} = h e^{j(\phi_B - \phi_A)},
\]

\[
\tilde{h}_{BA} = h e^{j(\phi_A - \phi_B)} = \tilde{h}_{AB} e^{2j(\phi_B - \phi_A)}.
\]

They are reciprocal, that is, \( \tilde{h}_{AB} = \tilde{h}_{BA} \) if A and B are phase synchronous, that is, \( \phi_A = \phi_B \) (cf. \([20]\)).

Each terminal in the system shown in Figure 1 employs its own LO. It is thus sensible to assume that their LO phases are mutually independent. Let \( \phi_{SA}, \phi_{SR}, \) and \( \phi_{RD} \) denote the LO phase offsets of source \( k \), relay \( l \), and destination \( m \), respectively. If the relay phases stay constant for a transmission cycle, the “equivalent two-hop channel” between source \( k \) and destination \( m \) is

\[
\tilde{h}_{SRD,k} = h_{SRD,m} e^{j(\phi_{SR} - \phi_{RD})},
\]

where \( h_{SRD,m} \) is defined in (3). \( \tilde{h}_{SRD,k} \) in (5) is independent of the LO phases of the relays because their impact on the signal during reception is compensated when the signal is retransmitted (If the relay phases change during the time between reception and retransmission (e.g., due to phase noise), they do not compensate. As a consequence, a phase error is introduced to the signal \([24]\)).

Note that the way the signals from the relays add up at the destination antennas (constructively or destructively) is independent of both the LO phases of the sources and of the destinations. For this reason \( \phi_{SA} \) and \( \phi_{RD} \) do not have an impact on the accuracy of the gain factors that are computed from channel estimates. They can thus be chosen to be of any value without changing the result of the analysis. In order to keep the notation simple, we therefore set \( \phi_{SA} = \phi_{RD} = 0 \) for all \( k, m \in \{1, \ldots, N_{SD}\} \). This means that \( \tilde{h}_{SRD,k} = h_{SRD,m} \) (see (5)).

### 3. Performance Measure

Coherent gain allocation schemes compute the relay gains in a way that the signals from all relays combine coherently at the destinations (e.g., \([6]\)). In any practical network, the gain factors are computed from the estimates \( \hat{h}_{SR,k} \) and \( \hat{h}_{RD,m} \), and not \( \tilde{h}_{SR,k} \) and \( \tilde{h}_{RD,m} \). This makes

\[
\hat{h}_{SRD,m} = \sum_{l=1}^{N_R} (\hat{h}_{R,D,m} \cdot g_l \cdot \hat{h}_{S,R,l})
\]

the equivalent two-hop coefficients “anticipated” or “desired” by the relays in contrast to the “actual” coefficients \( h_{SRD,m} \) experience by the data symbols. The idea behind coherent relaying is that the relays can adjust \( \hat{h}_{SRD,m} \) (and in particular its phase) by their choice of \( g_l \). In the presence of channel estimation errors, we can write

\[
\hat{h}_{SRD,m} = \hat{h}_{SRD,m} + \delta_{SRD,m},
\]

where the estimation error \( \delta_{SRD,m} \) directly translates into an SINR loss at destination \( m \). A sensible performance measure for the channel estimation protocols considered in this work is consequently how well \( \hat{h}_{SRD,m} \) matches \( h_{SRD,m} \). This is well reflected by the MSE

\[
\text{MSE}_{m,k} = E\left[|\delta_{SRD,m}|^2\right],
\]

which will be used as a figure of merit.

### 4. Channel Estimation Protocols

In this section, the anticipated equivalent two-hop channel coefficients are derived for four different channel estimation protocols. They differ in the direction in which the single-hop channels \( \hat{h}_{S,R} \) and \( \hat{h}_{R,D,m} \) are measured and can be compared based on two observations.
(1) **Number of required channel uses:** the effort required to estimate all first-hop and second-hop channel coefficients depends on the direction in which they are measured. In the following, we assume that it takes one channel use to estimate one channel coefficient.

(2) **Need for global phase reference:** it turns out that for two of the protocols, the gain factors can only be computed correctly if the relays possess a global phase reference.

The channel coefficients in the two-hop network shown in Figure 1 can be measured (e.g., using training sequences or pilot symbols) either in **forward direction**, that is, from sources/relays to relays/destinations, or in **backward direction**, that is, from relays/destinations to sources/relays. In order to highlight the impact of the LO phases of the relays, estimation noise is omitted in this section. Measuring the first-hop and second-hop channels in **forward direction** consequently yields knowledge of the coefficients \( \hat{h}_{S_i, D_m} \) and \( \hat{h}_{R_l, D_m} \). In contrast to that, estimating the channels in **backward direction** yields knowledge of \( \tilde{h}_{S_i, R_l} e^{j \varphi_{R_l}} \) and \( \tilde{h}_{R_l, D_m} e^{-j \varphi_{R_l}} \) (see (4)). There are altogether four combinations of directions in which the first-hop and second-hop channel matrices can be measured. The four corresponding protocols are as follows.

**Protocol A1.** All channels are measured in **forward direction**. The anticipated equivalent two-hop channels are in this case given by

\[
\hat{h}_{S_i, D_m}^{(A1)} = \sum_{l=1}^{N_k} \tilde{h}_{R_l, D_m} \cdot \tilde{h}_{S_i, R_l} = \hat{h}_{S_i, D_m}.
\]  

**Protocol A2.** All channels are measured in **backward direction**. The anticipated equivalent two-hop channels are now

\[
\hat{h}_{S_i, D_m}^{(A2)} = \sum_{l=1}^{N_k} \tilde{h}_{R_l, D_m} e^{-j \varphi_{R_l}} \cdot \tilde{h}_{S_i, R_l} e^{j \varphi_{R_l}} = \hat{h}_{S_i, D_m},
\]  

which is the same as for protocol A1.

**Protocol B1.** For protocol B1 all channel coefficients are measured at the relays. The anticipated equivalent two-hop channels are in this case

\[
\hat{h}_{S_i, D_m}^{(B1)} = \sum_{l=1}^{N_k} \tilde{h}_{R_l, D_m} e^{-j \varphi_{R_l}} \cdot \tilde{h}_{S_i, R_l} = \hat{h}_{S_i, D_m}.
\]

If the LO phases of the relays are different, we generally have \( \hat{h}_{S_i, D_m} \neq \hat{h}_{S_i, D_m} \). The gain factors can consequently not be computed correctly from \( \tilde{h}_{S_i, R_l} \) and \( \tilde{h}_{R_l, D_m} e^{-j \varphi_{R_l}} \). In this case, the relays require a global phase reference. This means that their LO phases have to be equal, that is, \( \varphi_{R_l} = \varphi \), for all relays.

**Protocol B2.** For protocol B2, all channels are measured at the sources and destinations. The anticipated equivalent two-hop channels are

\[
\hat{h}_{S_i, D_m}^{(B2)} = \sum_{l=1}^{N_k} \left( \tilde{h}_{R_l, D_m} \cdot \tilde{h}_{S_i, R_l} e^{j \varphi_{R_l}} \right).
\]

Again, the relays require a global phase reference. Otherwise, the gain factors cannot be computed correctly (cf. Protocol B1). For protocol B2, we get in this case

\[
\hat{h}_{S_i, D_m} = e^{j \varphi_{S_i}} \hat{h}_{S_i, D_m}.
\]  

| Protocol | First-hop channel | Second-hop channel | Required number of channel uses |
|----------|-------------------|--------------------|---------------------------------|
| Protocol A1 | Forward direction | Forward direction | \( N_{SD} + N_R \) |
| Protocol A2 | Backward direction | Backward direction | \( N_{SD} + N_R \) |
| Protocol B1 | Forward direction | Backward direction | \( 2N_{SD} \) |
| Protocol B2 | Backward direction | Forward direction | \( N_R \) |

\( l \in \{1, \ldots, N_R\} \). Equation (11) then becomes

\[
\hat{h}_{S_i, D_m}^{(B1)} = e^{-j \varphi} \hat{h}_{S_i, D_m}.
\]  

The phase \( \varphi \) that enters \( \hat{h}_{S_i, D_m}^{(B1)} \) may be random and unknown. As long as it is the same for all relays (due to a global phase reference), it has no impact on the way the signals add up at the destination antennas. Since \( |e^{-j \varphi}|^2 = 1 \), (12) implies that the anticipated SINR at destination \( m \) (which is based on \( \hat{h}_{S_i, D_m}^{(B1)} \)) is equal to the actual one.

**Table 1:** Direction of measurement and required number of channel uses to estimate all first-hop and second-hop channel coefficients.
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particular, the effort for B1 is by far the least of all protocols if the number of relays is large.

Apart from the effort to measure all channel coefficients, the four protocols differ in the quality of the channel estimates they deliver in the presence of noise. In Section 6, we will discuss impact of additive noise and relay phase noise on the quality of the channel estimates. Since the anticipated equivalent two-hop channels are the same for protocols A1 and A2, (see (9) and (10)), it suffices to consider only one of them. Furthermore, (12) and (14) reveal that $|\hat{h}_{SR}^{(B1)}|^2 = |\hat{h}_{SR}^{(B2)}|^2$. Consequently, the MSE of the anticipated equivalent two-hop channels is the same for protocols B1 and B2. In the following, we will thus confine ourselves to the discussion of protocols A1 and B1. The results then also hold for A2 and B2.

It is important to realize that in a distributed network, each node can only estimate the channels to itself. For example, using protocol B1, relay $l$ can only estimate the $l$th row of the first-hop channel matrix and the $l$th column of the second-hop channel matrix. We call this kind of channel knowledge “local CSI”. In contrast to that, “global CSI” refers to the knowledge of all channel coefficients. In the two-hop network shown in Figure 1, this means knowledge of the complete first-hop and second-hop channel matrices, that is, $H_{SR}$ and $H_{RD}$.

There exists no channel estimation protocol that yields global CSI at an individual node in a distributed network. In order to obtain global CSI at the relays in Figure 1 (so that they can compute their gain factors locally), all locally estimated channel coefficients have to be disseminated. Since the number of channel coefficients that have to be disseminated is identical for all protocols, the effort is the same in all cases. It has thus no impact on the comparison presented in this work and is omitted in the following considerations.

5. Distributed Phase Synchronization Scheme

In the previous section, we have seen that the gain factors can only be computed correctly from channel estimates obtained with protocols B1 or B2 if the relays are phase synchronous. Two approaches to provide the relays with a global phase reference have been presented in [22] and [25, 26]. The scheme presented in [22] will be used for channel estimation protocol B1 in Section 6 and is therefore shortly revisited in this section. Please refer to [22] for a more detailed description and a comparison to the scheme presented [25, 26]. We again focus on LO phase offsets and omit estimation noise in this section. Furthermore, the LO phases of all relays are assumed to be constant during a transmission cycle.

A single node (source, relay, or destination) in the network is assigned “master” $M$ while all relays are “slaves”. Each relay transmits a training sequence to the master node, which in turn retransmits conjugate-complex and time-inverted versions of its received sequences back to the relays. From their received signals, the relays can now obtain knowledge of

$$\varphi_{RM} = -2\varphi_R + 2\varphi_M, \quad (15)$$

where $\varphi_R$ and $\varphi_M$ are the current LO phases of relay $l$ and the master node, respectively. The phase error introduced to $\hat{h}_{SR}^{(B1)}$ by the LO phases of the relays can be compensated with knowledge of $\varphi_{RM}$. Instead of disseminating $\hat{h}_{RD,l}$, each relay $l$ has to disseminate

$$\hat{h}_{RD,m} = e^{-j\varphi_{RM}} \cdot \hat{h}_{RD,l} = e^{-j\varphi_{RM}} \cdot \hat{h}_{RD,m} e^{-j2\varphi_R}, \quad m = 1, \ldots, N_{SD}, \quad (16)$$

to all other relays. Together with $\hat{h}_{SR,l}$, the anticipated equivalent two-hop channel becomes (cf. (11))

$$\hat{h}_{SR,RD,m}^{(B1)} = \sum_{l=1}^{N_R} \left( e^{-j2\varphi_R} \cdot \hat{h}_{RD,m} \cdot \hat{h}_{SR,l,R} \right) = e^{-j2\varphi_R} h_{SR,RD,m}. \quad (17)$$

It has the same form as (12), where $\varphi = \varphi_M$, and is independent of the LO phases of the relays. Note that knowledge of $\varphi_{RM}$ is used to compensate the phase error introduced to $\hat{h}_{SR,RD,m}^{(B1)}$ by the channel estimates. This means that the phase synchronization scheme only has to be performed when the channel estimates are updated (and $\varphi_{RM}$ has become outdated due to phase noise).

In the following, we shortly assess the effort required to perform this phase synchronization scheme. Assume to this end that all relays transmit on orthogonal channels to the master node, which again transmits on orthogonal channels back to the relays. This results in a total of $2N_R$ orthogonal channel uses if none of the relay nodes acts as a master node. If a relay acts as master, the number of orthogonal channel uses reduces to $2(N_R-1)$. In the following, we will, however, assume that no relay acts as master node. It yields the most accurate phase synchronization results (because there is no interference) but also requires the biggest effort.
and $B_2$) for the case that $N$ describes the LO phase fluctuations as sampled Wiener noise. Wiener phase noise is in this case an appropriate model under which circumstances.

that states which protocol delivers better channel estimates and $B_1$ is investigated. The result allows for a comparison of all protocols of Section 4. In this section, the impact of estimation noise on all protocols of Section 4 is taken into account in the following by using $\tau$ as a parameter.

The fact that protocols $B_1$ and $B_2$ require a global phase reference at the relays while $A_1$ and $A_2$ do not has to be taken into account when comparing their respective effort. Figure 3 shows the number of timeslots necessary to estimate all channel coefficients and to perform the phase synchronization scheme by $2\tau$.

If the transmissions from relays to master node and back are orthogonalized in time, this corresponds to a total of $2N_R$ timeslots. For a wideband system, orthogonality can instead be achieved in frequency domain, which then only requires a total of 2 timeslots. In the following, we will denote the number of channel uses required to perform the phase synchronization scheme by $2\tau$.

The two extreme cases $\tau = N_R$ and $\tau = 1$ and see that they lead to extremely different results for $B_2$ and $B_1$. This will be taken into account in the following by using $\tau$ as a parameter for the comparison.

6. Impact of Noise

Up to now, phase noise and additive noise perturbing the channel estimates have been neglected. Both will, however, degrade the quality of the channel estimates and therefore the performance of any coherent gain allocation scheme. While the impact of estimation noise on all protocols of Section 4 is the same, the impact of phase noise is not. In this section, the impact of relay phase noise and estimation noise on the quality of the channel estimates produced by protocols $A_1$ and $B_1$ is investigated. The result allows for a comparison that states which protocol delivers better channel estimates under which circumstances.

All relays are assumed to employ free running LO. Wiener phase noise is in this case an appropriate model that describes the LO phase fluctuations as sampled Wiener process (e.g., [27]). The severity of the unknown and random phase changes is then a linear function of time. Consequently, the protocols requiring more channel uses to estimate all coefficients suffer more from phase noise than those requiring less channel uses. In order to assess the impact of relay phase noise on the quality of the channel estimates, the notion of “block phase noise” is introduced: the LO phases of the relays stay constant for a single channel use and change randomly afterwards (similar to a block fading channel model). In the Wiener phase noise model, the phase changes are mutually independent, zero-mean Gaussian random variables. Their variance is in the following denoted by $\sigma^2_{ph}$. It is assumed to be the same for all relays.

In addition to phase noise, additive signal noise perturbs the measurement signal and thus has a degrading impact on the estimates. Let

$$\hat{h} = c(h+n)$$

(18)

denote the MMSE estimate of a channel coefficient $h \sim \mathcal{CN}(0,\sigma^2_h)$, where $n \sim \mathcal{CN}(0,\sigma^2_n)$ is additive noise and $c \in \mathbb{R}^+$ a scaling factor. The estimation error is given by $e = h - \hat{h}$. By the property of the MMSE estimation, $\hat{h}$ and $e$ are uncorrelated and $e \sim \mathcal{CN}(0,\sigma^2_e)$, where $\sigma^2_e = \mathbb{E}[|h|^2] - \mathbb{E}[|\hat{h}|^2]$ (e.g., [28]). If $\sigma^2_h$ and $\sigma^2_n$ are known to the receiver, it can choose

$$c = \sqrt{\frac{\sigma^2_h}{\sigma^2_h + \sigma^2_n}}$$

(19)

$\hat{h}$ has then the same variance as $h$ and thus $\sigma^2_e = 0$. For a given estimation SNR (denoted by SNR$_{est}$), the noise variance is given by

$$\sigma^2_n = \frac{\sigma^2_h}{\text{SNR}_{est}}.$$ 

(20)

In the following, we derive expressions for the perturbed single-hop channel estimates obtained by protocols $A_1$ or $B_1$. These are then used as basis for the subsequent performance comparison of both protocols.

6.1. Single-Hop Channel Estimates: Protocol $A_1$. Channel estimation protocol $A_1$ starts with the sources transmitting their training sequences sequentially so that the relays can estimate their local first-hop channels. Afterwards, the relays sequentially transmit their training sequences so that the destinations can estimate their local second-hop channels. The timeslots at which the nodes transmit their training sequences are given in Table 2. After all channel coefficients are measured, the relays and destinations disseminate their local estimates to all relays so that they can locally compute...

---

**Table 2: Timeslots at which the nodes transmit their training sequences for channel estimation protocol $A_1$.**

| Timeslot | 1   | $N_{SD}$ | $N_{SD} + 1$ | $N_{SD} + N_R$ |
|----------|-----|-------|-------------|-------------|
| Transmitting node | $S_1$ | $S_{N_SD}$ | $R_1$ | $R_{N_R}$ |
their respective gain factors. In the following, we derive expressions for the channel estimates as a function of the actual channels and the perturbations (additive estimation noise and phase noise).

(1) **First-Hop Channels.** Let \( \varphi_{R_l} \) denote the phase offset of relay \( l \) in timeslot 1. Furthermore, the phase change between timeslots \( k - 1 \) and \( k \) is denoted by \( \Delta \psi_{S,R_l} \). Consequently, the phase offset of relay \( l \) in timeslot \( k \), that is, while source \( k \) is transmitting its training sequence, is given by

\[
\phi_{S,R_l} = \varphi_{R_l} + \sum_{p=1}^{k} \Delta \psi_{S,R_l} = \varphi_{R_l} + \psi_{S,R_l}, \tag{21}
\]

where \( \Delta \psi_{S,R_l} = 0 \). Since all \( \Delta \psi_{S,R_l} \) are mutually independent (a property of the Wiener phase noise model), their sum is zero-mean Gaussian with variance \( (k-1)\sigma_{pn}^2 \). The estimated channel coefficient between source \( k \) and relay \( l \) is then given by

\[
\hat{h}_{S,R_l} = c \left( \hat{\psi}_{S,R_l} e^{-j \varphi_{R_l}} + n_{S,R_l} \right), \tag{22}
\]

where \( c \) is given in (19) and \( n_{S,R_l} \sim \mathcal{N}(0, \sigma_{pn}^2) \) is AWGN (cf. (18)).

(2) **Second-Hop Channels.** From timeslot \( N_{SD} + 1 \) until timeslot \( N_{SD} + N_{R} \), the relays transmit training sequences to the destinations. Let \( \psi_{S,R_{SD}} \) be defined as in (21) for \( k = N_{SD} \). Then the estimated channel coefficients are

\[
\hat{h}_{R_{SD}} = c \left( \hat{\psi}_{S,R_{SD}} e^{-j \varphi_{R_{SD}}} + n_{R_{SD}} \right), \tag{23}
\]

where \( n_{R_{SD}} \sim \mathcal{N}(0, \sigma_{pn}^2) \) is AWGN and

\[
\psi_{R_{SD}} = \psi_{S,R_{SD}} + \Delta \psi_{R_{SD}}. \tag{24}
\]

The phase changes \( \Delta \psi_{R_{SD}} \) are zero-mean Gaussian with variance \( 2\sigma_{pn}^2 \). Furthermore, the scaling factor \( c \) is assumed to be the same as for the estimation of the first-hop channel coefficients because the channel coefficients and noise samples have the same statistics.

6.2. **Single-Hop Channel Estimates: Protocol B1.** Protocol B1 starts in the same way as A1. The sources sequentially transmit their training sequences so that the relays can estimate their local first-hop channels. Afterwards, phase synchronization as described in Section 5 is performed to provide the required phase reference at the relays. This scheme requires \( 2\tau \) timeslots, where \( 1 \leq \tau \leq N_{R} \). Finally, the destinations sequentially transmit their training sequences so that the relays can estimate the local second-hop channels in backward direction. The timeslots at which the nodes transmit their training sequences are given in Table 3. For the phase synchronization, all relays transmit their training sequences in timeslots \( N_{SD} + 1 \) to \( N_{SD} + \tau \). The master node \( M \) then transmits in timeslots \( N_{SD} + \tau + 1 \) until \( N_{SD} + 2\tau \).

(1) **First-Hop Channels:** the estimated first-hop channel coefficients are the same as for protocol A1. They are given in (22).

(2) **Phase Synchronization:** at timeslot \( N_{SD} + 1 \), the relays start to transmit their training symbols \( s_i \) on orthogonal channels to the master node \( M \). The phase offset of relay \( l \) at this time is denoted by

\[
\varphi_{R_l}^{(tx)} = \psi_{S,R_l} + \Delta \varphi_{R_l}^{(tx)}, \tag{25}
\]

where \( \psi_{S,R_l} \) is the phase offset at timeslot \( N_{SD} \) (cf. (21) for \( k = N_{SD} \)) and

\[
\Delta \varphi_{R_l}^{(tx)} \sim \mathcal{N}(0, \sigma_{pn}^2) \tag{26}
\]

is the phase change between timeslots \( N_{SD} \) and \( N_{SD} + 1 \) due to phase noise. For the phase synchronization scheme, we assume that the average accuracy is equal for all relays. This is realized by the assumption the relay phases stay constant not only for a single channel use, but for \( \tau \) channel uses. Thus, they remain unchanged for the time it takes all relays to transmit their training sequences to \( M \). Afterwards, the phases change and remain unchanged again for the time the master node retransmits to the relays. The signal that is received at \( M \) from relay \( l \) can then be written as

\[
r_{R_l}^{(tx)} = h_{R,M}^* s_i e^{j (\psi_{l}^{(tx)} - \psi_{M})} + n_{l,M}, \tag{27}
\]

where \( h_{R,M} \) is the respective channel coefficient and \( n_{l,M} \) additive noise at the master node. The transmission from relays to the master node takes \( \tau \) timeslots. At timeslot \( N_{SD} + \tau + 1 \), the master node starts retransmitting

\[
r_{R_l}^{(rx)} = h_{R,M}^* s_i e^{j (\psi_{l}^{(rx)} - \psi_{M})} + n_{l,M}, \tag{28}
\]

which is the conjugate complex of its received symbol \( r_{R_l}^{(rx)} \). At this time, the LO phase offset of relay \( l \) is given by

\[
\varphi_{R_l}^{(rx)} = \psi_{R_l}^{(rx)} + \Delta \varphi_{R_l}^{(rx)}, \tag{29}
\]

where \( \Delta \varphi_{R_l}^{(rx)} \sim \mathcal{N}(0, \tau \sigma_{pn}^2) \) is the phase change due to phase noise. Consequently, relay \( l \) receives

\[
r_{R_l}^{(rx)} = \left| h_{R,M} \right|^2 s_i e^{j (\psi_{l}^{(rx)} - \psi_{M}^{(rx)})} + h_{R,M}^* n_{M,l} e^{j (\psi_{l}^{(rx)} - \psi_{M}^{(rx)})} + n_{l,M}, \tag{30}
\]

Multiplication with \( s \) and phase estimation yields

\[
\hat{\psi}_{R,M} = 2 \psi_{M} - \varphi_{R_l}^{(rx)} - \psi_{M}^{(rx)} - \psi_{R,M}^{(sn)} := \psi_{R,M} - \psi_{R,M}^{(sn)}, \tag{31}
\]

where \( \psi_{R,M} = 2 \psi_{M} - 2 \psi_{R_l} \) and \( \psi_{R,M}^{(sn)} = \psi_{R,M}^{(sn)} + \psi_{R,M}^{(sn)} \). The phase offset

\[
\psi_{R,M}^{(sn)} = 2 \psi_{S,R_l} + 2 \Delta \varphi_{R_l}^{(rx)} + \Delta \varphi_{R_l}^{(rx)}, \tag{32}
\]

due to phase noise and \( \psi_{R,M}^{(sn)} \) is due to the additive noise components in (30). In [29] it was shown that for large SNR, \( \psi_{R,M}^{(sn)} \) is approximately Gaussian. For the following considerations, this assumption is made and we have \( \psi_{R,M}^{(sn)} \sim \mathcal{N}(0, 2N_{SD} + 1)\sigma_{pn}^2 \) and \( \psi_{R,M}^{(sn)} \sim \mathcal{N}(0, \sigma_{pn}^2) \).
(3) Second-Hop Channels: for the estimation of the second-hop channel coefficients, the relay phases stay constant for a single channel use and change independently afterwards. In contrast to protocol A1, the second-hop channels are now estimated in backward direction. This means that the channel coefficients are measured at the relays. Their estimates are given by
\[
\hat{h}_{D_nR_l} = e^{j\varphi_{D_nR_l}} + n_{D_nR_l},
\]
(33) The respective relay phases \(\varphi_{D_nR_l}\) are
\[
\varphi_{D_nR_l} = \psi_{S_nD_nR_l} + \Delta\varphi_{R_l} + \sum_{q=1}^{m} \Delta\psi_{D_nR_l},
\]
(34) where the phase changes \(\Delta\varphi_{R_l}\) and \(\Delta\psi_{D_nR_l}\) are given in (26) and (29), respectively. Furthermore, \(\Delta\psi_{D_nR_l} \sim \mathcal{N}(0, \sigma^2_{\psi})\) and \(\Delta\varphi_{R_l} \sim \mathcal{N}(0, \sigma^2_{\varphi})\) for \(q \geq 2\). The variance of \(\Delta\psi_{D_nR_l}\) is larger than the variance of \(\Delta\varphi_{R_l}\) for \(q \geq 2\) because it took the master \(\tau\) timeslots to transmit to all relays during the phase synchronization procedure.

(4) Disseminated Channel Coefficients: after the first-hop and second-hop channel coefficients have been measured, the estimates have to be disseminated to all relays. The disseminated first-hop and second-hop channel estimates are \(\bar{h}_{S_nR_l}\) as given in (22) and
\[
\bar{h}_{R_lD_m} = \hat{h}_{D_nR_l} e^{j\varphi_{R_lM}},
\]
(35) respectively (cf. (16)). The phase correction term \(\varphi_{R_lM}\) is the result of the phase synchronization scheme. It is given in (31).

6.3. Channel Estimation Error: Equivalent Two-Hop Channels. A sensible performance measure for the channel estimation schemes was found to be how well the anticipated equivalent two-hop channels match the actual ones. In this section, we derive MSE\(_{m,k}\) defined in (8) for protocols A1 and B1, respectively. The main results are (41) and (48).

(1) Protocol A1: for channel estimation protocol A1, the estimates of the first-hop and second-hop channel coefficients are given in (22) and (23), respectively. The anticipated and the actual equivalent two-hop channel coefficients between source \(k\) and destination \(m\) are in this case
\[
\hat{h}_{R_lD_m} = \sum_{l=1}^{N_R} \bar{h}_{R_lD_m} \hat{h}_{S_nR_l} = \sum_{l=1}^{N_R} \bar{h}_{R_lD_m} \hat{h}_{S_nR_l},
\]
(36)
\[
h_{R_lD_m} = \sum_{l=1}^{N_R} \bar{h}_{R_lD_m} \hat{h}_{S_nR_l},
\]
(37) respectively, where \(\hat{h}_{R_lD_m} = \hat{h}_{R_lD_m} \hat{h}_{S_nR_l}\). Note that the gain factors \(g_l\) in (36) and (37) are the same. The channel estimation error \(\delta_{S,RD_m} = h_{S,RD_m} - \hat{h}_{S,RD_m}\) is defined in (7). In order to compute the MSE given in (8) by averaging over the perturbing noise (additive estimation noise and phase noise), the dependence of the gain factors on the channel estimates has to be known explicitly. Since we want to compare the channel estimation protocols independently from a specific gain allocation scheme, we instead fix the channel estimates (and therefore also \(g_l\)) and average over all channel realizations that might have led to these estimates. Let
\[
\bar{\mathcal{H}} = \left\{\hat{h}_{S,R_l}, \ldots, \hat{h}_{S,R_{q-1}}, \hat{h}_{R_lD_m}, \ldots, \hat{h}_{R_lD_m}\right\},
\]
(38) denote the sets of actual and estimated channel coefficients between source \(k\) and all relays and between all relays and destination \(m\). The MSE of the estimated equivalent two-hop channels is then given by
\[
e_{\text{RD}_m}^{(A1)} = E_{\mathcal{H}} \left[\left|\delta_{S,RD_m}\right|^2\right] = \int_{\mathcal{H}} \left|\delta_{S,RD_m}\right|^2 p(\mathcal{H} | \bar{\mathcal{H}}) d\mathcal{H},
\]
(39) where
\[
p(\mathcal{H} | \bar{\mathcal{H}}) = \prod_{l=1}^{N_R} p(\hat{h}_{S,R_l} | \bar{h}_{S,R_l}) |_{\bar{h}_{R_lD_m} = \hat{h}_{R_lD_m}}
\]
(40) because all channel coefficients are mutually independent. It can be shown that
\[
e_{\text{RD}_m}^{(A1)} = \sum_{l=1}^{N_R} \left|g_l\right|^2 \left(\sigma^2_n + \frac{1}{e^2} |\hat{h}_{R_lD_m}|^2\right) \left(\sigma^2_n + \frac{1}{e^2} |\hat{h}_{S,R_l}|^2\right)
\]
\[
+ \frac{1}{e^2} \left(1 - \frac{2}{e^2} - \frac{1}{e^2} \left(\sum_{l=1}^{N_R} \sum_{l=l+1}^{N_R} \left(\frac{1}{e^2} - \frac{1}{e^2} \right) \right)^2\right)\left|\hat{h}_{S,R_lD_m}\right|^2
\]
\[
+ \left(\sum_{l=1}^{N_R} \sum_{l=l+1}^{N_R} \frac{1}{e^2} \left(1 - \frac{2}{e^2} - \frac{1}{e^2} \right)^2\right)\left|\hat{h}_{S,R_lD_m}\right|^2
\]
\[
\times \left(\sum_{l=1}^{N_R} \sum_{l=l+1}^{N_R} \frac{1}{e^2} \left(1 - \frac{2}{e^2} - \frac{1}{e^2} \right)^2\right)\left|\hat{h}_{S,R_lD_m}\right|^2
\]
(41) where \(\hat{h}_{S,R_lD_m}\) is defined in (36). The proof is included in [30] but is omitted in this work due to space limitation. The gradient of the MSE with respect to the gain factors is \(\partial / \partial g_l \epsilon_{\text{RD}_m}^{(A1)}\), where \(g_l\) is the vector comprising all \(g_l\). It can easily be derived from (41) and is useful for gradient-based gain allocations that optimize the relay gains for robustness against channel estimation errors.

(2) Protocol B1: for channel estimation protocol B1, the estimates of the first-hop and second-hop channel
coefficients are given in (22) and (35), respectively. They can be written as
\[
\hat{h}_{SR,Ri} = c \left( \hat{h}_{SR,Ri} e^{-j\psi_{Ri}} + n_{SR,Ri} \right),
\]
\[
\hat{h}_{RD,ni} = c \left( \hat{h}_{RD,ni} e^{j(\psi_{Ri} - \psi_{Mi})} + n_{RD,ni} \right) e^{-j\psi_{Mi}}.
\]

For (43) we used (35), (31), (33), and \( \tilde{h}_{RD,ni} = \hat{h}_{RD,ni} e^{-2\jmath\psi_{ni}} \) (cf. (4)). Furthermore, \( n_{RD,ni} = e^{2\jmath\psi_{ni}} \cdot n_{RD,ni} \) has the same statistics as \( n_{RD,ni} \). The anticipated and the actual equivalent two-hop channel coefficients between source \( k \) and destination \( m \) are given in (36) and (37), respectively. For a noiseless estimation, that is, \( \hat{h}_{SR,Ri} = \tilde{h}_{SR,Ri} \) and \( \hat{h}_{RD,ni} = \tilde{h}_{RD,ni} e^{-j\psi_{Mi}} \) (cf. (35)), (36) becomes
\[
\hat{h}_{RD,ni} = e^{-2j\psi_{ni}} \sum_{l=1}^{N_R} \tilde{h}_{RD,ni} \tilde{h}_{SR,Rl}.
\]

Comparing (46) with (36) and (45) with (7) reveals that the MSE of the estimated two-hop channel coefficients for protocol B1 can easily be derived from (41). Since
\[
\psi_{R,M} - \psi_{D,ni} \sim \mathcal{N}(0, (N_{SD} + \tau + m - 1) \sigma_p^2 + \sigma_{an}^2),
\]
the resulting MSE is found by replacing \( (N_{SD} - 1 + l) \sigma_p^2 \) in (41) by \( (N_{SD} + \tau + m - 1) \sigma_p^2 + \sigma_{an}^2 \),
\[
e_{SR,Rd}^{(B1)} = \sum_{l=1}^{N_R} \left( \left| \tilde{g}_l \right|^2 \left( \sigma_p^2 + \frac{1}{c^2} \left| \tilde{h}_{RD,ni} \right|^2 \right)^2 \left( \sigma_a^2 + \frac{1}{c^2} \left| \tilde{h}_{SR,Rl} \right|^2 \right) + \left( 1 - \frac{2}{c^2} e^{-1/2} (N_{SD} - k + r + m - 1) \sigma_p^2 + \sigma_{an}^2 \right) \left| \tilde{h}_{RD,ni} \right|^2 \right) \right. \\
+ \left. \left( \frac{1}{c^2} e^{-1/2} ((N_{SD} - k + r + m) \sigma_p^2 + \sigma_{an}^2) - 1 \right)^2 \right) \cdot \sum_{p=1}^{N_R} \sum_{q=1}^{N_R} \left( \tilde{h}_{SR,Rp} \cdot \tilde{h}_{SR,Rq}^* \right),
\]
where \( \tilde{h}_{SR,Rd} \) is defined in (36). The gradient \( \partial e_{SR,Rd}^{(B1)} \)/\( \partial \tilde{h}_{SR,Rd} \) can be easily computed from (48).

6.4. Channel Estimation Error: Single-Hop Channels. Instead of averaging over all channel and noise realizations, the MSEs in the previous section have been computed for fixed channel estimates. It is not clear how well the actual quality of the estimates is reflected in this measure. In this section, we investigate an alternative measure that is very simple. Since both protocols deliver the same estimates for the first-hop channels, we compare them based on the quality of the second-hop channel estimates.

For protocol A1, the estimated channel coefficient between relay \( l \) and destination \( m \) is given in (23). The MSE of the second-hop channel estimate is then
\[
e_{RD,ni}^{(A1)} = \sum_{l=1}^{N_R} \left| \tilde{h}_{RD,ni} - \hat{h}_{RD,ni} \right|^2,
\]
where \( \hat{h}_{RD,ni} \) is given in (33) and \( \tilde{h}_{RD,ni} \) in (31). Equation (50) can be written as
\[
e_{RD,ni}^{(A1)} = \sum_{l=1}^{N_R} \left| \tilde{h}_{RD,ni} - \hat{h}_{RD,ni} \right|^2 \cdot \frac{1}{\sum_{l=1}^{N_R} \left| \tilde{h}_{RD,ni} \right|^2} \cdot \sum_{l=1}^{N_R} \left| \tilde{h}_{RD,ni} \right|^2.
\]

7. Performance Comparison
In this section, the quality of the channel estimates produced by protocols A1 and B1 is compared quantitatively. To this end, a simple network is used as an application example. It comprises a single source-destination pair and \( N_R \) relays, where the gain allocation is distributed MRC, that is, the relay gain factors are
\[
\hat{g}_l = y \cdot \tilde{h}_{RD,ni} \tilde{h}_{SR,Rl}, \quad l \in \{1, \ldots, N_R\}.
\]
The scaling factor \( y \) ensures that an average transmit power constraint is met. Since the gain factors are explicit functions
of the channel estimates, we can furthermore assess the accuracy with which the approximations in Sections 6.3 and 6.4 judge the performance of the protocols: averaging the squared estimation error over the perturbations (estimation noise and phase noise) delivers reference MSE of the anticipated equivalent two-hop channels in closed-form. They are denoted by \( \tilde{e}_{S,R_D}^{(A1)} \) and \( \tilde{e}_{S,R_D}^{(B1)} \) for protocols A1 and B1, respectively.

We compare the quality of the channel estimates by computing the ratio of MSE. The reference MSE ratio \( \tilde{e}_{S,R_D}^{(A1)}/\tilde{e}_{S,R_D}^{(B1)} \) will be denoted by "Two-hop MSE (reference)." A value larger than one means that the estimates produced by B1 are more accurate than those produced by A1, a value smaller than one means that B1 delivers more accurate estimates than A1. Note that the number of source-destination pairs and relays in the network has an impact on the quality of the channel estimates. While the estimated first-hop channels are equal for protocols A1 and B1, the MSEs of the second-hop estimates are not. Their MSEs (and thus the quality of their estimates) are equal if \( \tilde{e}_{S,R_D}^{(A1)} = \tilde{e}_{S,R_D}^{(B1)} \) over all channel estimates in \( \tilde{H} \) for the case that the gain factors are given in (53). The ratio \( E_R[\tilde{e}_{S,R_D}^{(A1)}]/E_R[\tilde{e}_{S,R_D}^{(B1)}] \) is then denoted by "Fixed estimate MSE".

The performance comparison in this section is based on the above-mentioned application example but the results in Sections 6.3 and 6.4 can be used to compare the channel estimation protocols for any two-hop network configuration (e.g., multiuser networks) and gain allocation. We use the ratio of MSE to compare the quality of the estimates obtained by protocols A1 and B1. The ratios of MSE used for performance comparison are as follows.

1. **Section 6.3**: in order to compare the quality of the estimates produced by A1 and B1 based on (41) and (48), we average \( e_{S,R_D}^{(A1)} \) and \( e_{S,R_D}^{(B1)} \) over all channel estimates in \( \tilde{H} \) for the case that the gain factors are given in (53). The ratio \( E_R[\tilde{e}_{S,R_D}^{(A1)}]/E_R[\tilde{e}_{S,R_D}^{(B1)}] \) is then denoted by "Fixed estimate MSE".

2. **Section 6.4**: since (49) depends on the order in which the relays transmit their training sequences, we perform an averaging over all relays and define

\[
\tilde{e}_{R_D}^{(A1)} = \frac{1}{N_R} \sum_{l=1}^{N_R} \tilde{e}_{R_D}^{(A1)},
\]

The ratio \( \tilde{e}_{R_D}^{(A1)}/\tilde{e}_{R_D}^{(B1)} \) is then denoted by "Second-hop MSE," where \( \tilde{e}_{R_D}^{(A1)} \) and \( \tilde{e}_{R_D}^{(B1)} \) are given in (49) and (52), respectively.

The dashed, horizontal line in Figures 4–7 indicates the points where the performance of protocols A1 and B1 is equal. The estimation SNR is defined in (20), where \( \sigma_n^2 = 1 \). It is assumed to be the same for both the first-hop and the second-hop channel estimates. In Figure 4, the MSE ratios are plotted versus \( N_R \). For small number of relays, Protocol A1 delivers the more accurate channel estimates. Protocol B1 outperforms A1 in terms of estimation accuracy for large \( N_R \) because the number of channel uses required by A1 to estimate all coefficients increases with \( N_R \) whereas B1 is unaffected (see Table 1). Figure 5 shows the MSE ratios versus \( N_R \). Increasing the number of timeslots required by the phase synchronization scheme leads to a decreasing quality of the channel estimates obtained by protocol B1. Since protocol A1 does not require phase synchronization, its performance is unaffected. In Figure 6, the MSE ratio is depicted versus \( D_0^2 \). Phase noise degrades the estimates obtained by protocol A1.
and $\sigma$ and SNRest that the comparison based on the results from Section 6.4 be uniformly distributed. Furthermore, it can be observed the phases of the channel estimates will asymptotically large slightly overestimates the performance of protocol A1 for large SNR in Figure 7. The quality of the estimates produced by protocol B1 suffers more from phase noise than B1 dominates. Protocol B1 thus outperforms A1 at high SNRest.

Comparing the curves to the respective references ("Two-hop MSE (reference") shows that the measure in Section 6.3 is very accurate for high-estimation SNR (from about 15 dB). Furthermore, the measure in Section 6.4 is very accurate in medium estimation SNR ($5 \text{ dB} \lesssim \text{SNR}_{\text{est}} \lesssim 20 \text{ dB}$) and low-phase noise ($\sigma_{\text{ph}}^2 \leq 10^{-3}$). In the respective range of parameters, both measures are able to judge the performance of both channel estimation protocols very well.

8. Conclusions

In this work, we investigated different channel estimation protocols for two-hop AF relaying networks (single-user and multiuser) in the presence of additive estimation noise and relay phase noise. They differ in the direction in which the single-hop links are measured and thus the required effort to estimate all channel coefficients in the network. We used the MSE of the channel estimates as an indicator for the performance of the protocols. This is a sensible measure because computing the gain factors from more accurate channel estimates will on the average lead to better system performance. It was possible to draw conclusions independently of the gain allocation by comparing the MSE of the second-hop estimates only. Finally, we compared the protocols quantitatively for a single-user application example. It is important to note that the results can as well be used to assess the channel estimation protocols for any two-hop network configuration and gain allocation.
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