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Abstract

The majority of real-world processes are spatiotemporal, and the data generated by them exhibits both spatial and temporal evolution. Weather is one of the most essential processes in this domain, and weather forecasting has become a crucial part of our daily routine. Weather data analysis is considered the most complex and challenging task. Although numerical weather prediction models are currently state-of-the-art, they are resource-intensive and time-consuming. Numerous studies have proposed time series-based models as a viable alternative to numerical forecasts. Recent research in the area of time series analysis indicates significant advancements, particularly regarding the use of state-space-based models (white box) and, more recently, the integration of machine learning and deep neural network-based models (black box). The most famous examples of such models are RNNs and transformers. These models have demonstrated remarkable results in the field of time-series analysis and have demonstrated effectiveness in modelling temporal correlations. It is crucial to capture both temporal and spatial correlations for a spatiotemporal process, as the values at nearby locations and time affect the values of a spatiotemporal process at a specific point. This self-contained paper explores various regional data-driven weather forecasting methods, i.e., forecasting over multiple latitude-longitude points (matrix-shaped spatial grid) to capture spatiotemporal correlations. The results showed that spatiotemporal prediction models reduced computational costs while improving accuracy. In particular, the proposed tensor train dynamic mode decomposition-based forecasting model has comparable accuracy to the state-of-the-art models without the need for training. We provide convincing numerical experiments to show that the proposed approach is practical.
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1 Introduction

Time series forecasting has played a vital role in various real-world applications, including financial investments, traffic forecasting, supply chain management, epidemiology, and health monitoring. Weather forecasting is one of the essential applications of time-series analysis, which has been the most appealing research area in statistical physics, data assimilation, and data science. We all know that the sky can be clear one moment and cloudy, rainy, or completely different the very next. The chaotic nature of the weather
makes weather forecasting extremely challenging. An accurate weather forecast is also crucial to many businesses and industries, such as agriculture and mining, tourism and food processing, sports, naval systems, airports, and PV projects (see e.g., [1–5]).

Prior to the 1920s, weather forecasts were mainly reliant on weather charts. Meteorologists routinely prepared synoptic weather maps to forecast the average climate patterns. In 1922 [6], the author proposed a numerical model for weather prediction by formulating a set differential equation for climatic variables. The basic idea behind numerical weather prediction (NWP) is to solve the set of nonlinear PDEs (also known as primitive equations) over the different grid points in latitude and longitude space with known initial conditions. The solutions of these equations govern the atmospheric evolution [7]. The first successful NWP with barotropic vorticity equations was presented in [8]. Since then, various methods have been proposed to improve and simplify forecasting by solving approximated equations. The approximate models have reduced computation costs and provided more control over model resolution (see, e.g., [9]). However, there are several issues with numerical weather prediction models, some related to the physics of meteorological variables and some technical. One fundamental issue with NWP is the uncertainty associated with initial conditions. Computational resources and computation time are two other significant issues with NWP models. Models with high spatial and temporal resolution require a lot of computing power, and current implementation methods take long model run times [10]. With these issues in mind and the enormous success of data-driven approaches, researchers are now focusing on data-driven weather forecasting methods. Many researchers have incorporated newly observed data and compared it to previous forecasts in order to update model states in such a way that the forecast trajectory remains close to true measurements; this approach is known as data assimilation, and it has been very successful in weather forecasting [9, 11]. Nowadays, several researchers employ data-driven approaches for preprocessing and postprocessing, while others have focused exclusively on data-driven techniques for weather forecasting.

Weather data is typically spatiotemporal, meaning it is collected across the space and time axes. Researchers have focused on capturing temporal correlations in state-space-based models for time series forecasting tasks. The research community has recently adopted AI-based models to capture spatiotemporal correlations; see, e.g., [12–22] and the references therein. Research on incorporating spatiotemporal features into state-space-based models has been limited. This paper mainly focuses on regional data-driven weather forecasting, which involves forecasting over multiple latitude-longitude points to capture spatiotemporal correlations. The goal is to model the joint dynamics of data collected on a spatial grid (lat-lon) over time. This work aims to determine the extent to which existing interpretable models (state-space type white box models) can produce meaningful forecasts when spatiotemporal correlations are incorporated, with the following major contributions:

• We set out to investigate the idea of including spatiotemporal correlations in different models.
• We populate the idea by presenting two simple baseline spatiotemporal modelling approaches (sampling and clustering) that are based on dimensionality reduction, in which we identify important locations/subregions on the earth’s surface using haversine distance-based clustering, train models on centred locations, and use these models to make forecasts at each location within their respective clusters. They significantly reduce computation compared to the naive strategy of training separate models on each latitude-longitude grid point by focusing on key locations and using cluster-based forecasting.
• We adapt tensor-based dynamic mode decomposition (DMD) for spatiotemporal forecasting; the proposed methodology extends the classical DMD forecasting approach to learn and predict from 2D matrices or higher-order tensors rather than vectors. We
evaluated and compared the proposed model on the real-world weather datasets to standard baselines.

Let us highlight a few essential notations used in this work before moving on to the next section.

Notations

- $x, x, X$ scalar, vector, and matrix
- $X \in \mathbb{R}^{n_1 \times \cdots \times n_d}$ $d^{th}$ order tensor with $n_l$ denoting the size of the $l^{th}$ mode
- $x_{i_1,i_2,\cdots,i_d} = X_{i_1,\ldots,i_d}$ A particular entry of $d^{th}$ order tensor
- $X^\top, X^{-1}, X^\dagger$ transpose, inverse, and pseudo-inverse of a matrix $X$
- $\odot, \otimes$ Khatri–Rao, Kronecker products
- vec($X$), vec($\bar{X}$) vectorization of $X$ or $\bar{X}$
- $\Delta^{(l)}$, $\bar{X}^{(l)}$, $\bar{Y}^{(l)}$ core tensors

The rest of the paper is organized as follows: Section 2 describes the current state of the art in time series and spatiotemporal weather forecasting. Section 3 discusses various types of spatiotemporal weather forecasting models. In Section 4, we provide a theoretical foundation for the tensor train based DMD (TT-DMD) and extend the classical DMD forecasting to TT-DMD based forecasting. The experimental results are presented in Section 5. The last section discusses the conclusion and future extensions.

2 Related work

Data-driven forecasting models use past states to predict future states. Mathematically, we can write:

$$\hat{x}_{t+1}, \hat{x}_{t+2}, \cdots, \hat{x}_{t+h} = f(x_{t-T+1}, \cdots, x_{t-1}, x_t),$$  \hfill (1)

where $f$ is the function that takes a set of past states and predicts $h$ future states. In the naive time series model, one of the simplest functions is the identity function, which sets the future state to the most recent state in the past. Another basic idea is to predict the future state by linearly regressing a set of previous states, known as autoregression. Similarly, the moving average model calculates the prediction by finding the arithmetic mean of the most recent past states. Jenkins and Box proposed a statistical model based on past sequences, the most famous being the auto-regressive integrated moving average (ARIMA). This model combined the features of both auto-regression and moving average [23]. The ARIMA and the seasonal ARIMA were utilized for forecasting monthly rainfall and predicting monthly mean temperatures [24–26]. More recently, machine learning-based models (learnable functions) have been used for time-series predictions. In [27], researchers used the support vector machine (SVM [28]) and the extreme gradient boosting (XGB) proposed in [29] to estimate global solar radiation. XGB and SVM performed very well in terms of accuracy and stability when compared with known empirical models [30, 31]. They claimed that XGB has comparable forecast accuracy while also being more stable. Researchers in [32, 33] presented an excellent way of using neural networks to model and forecast trends in time series data. Some researchers are also developing hybrid models, such as [34], combining wavelet analysis with NN. A hybrid method was proposed that decomposes the annual runoff time series into simple and interpretable component time series using singular spectrum analysis. ARIMA is then applied to each component time series. Finally, individual forecasts are combined using the correlation procedure. This hybrid model was found to outperform various other models by a significant margin [25].
The method incorporating local spatial effects in the classical autoregressive model, the so-called spatiotemporal autoregressive model (STAR), was proposed in [35, 36]. The results show that spatiotemporal correlations improve prediction accuracy significantly. However, these models require human-engineered spatiotemporal features, which are challenging to design [37] and therefore impractical for multidimensional problems. In order to tackle this issue, researchers have recently employed deep learning (DL) approaches. Specifically, they have combined convolutional neural networks (CNNs) to capture spatial features [38] with recurrent neural networks to account for temporal evolution [39]. The primary breakthrough model, a modified version of the classical LSTM, integrates convolution operations within the LSTM model to incorporate spatial features [13, 16, 19–22]. More sophisticated models, such as the state-of-the-art Real-time Optical flow by Variational Methods for Echoes of Radar (ROVER) algorithm [14] and FourCastNet [40], which is based on adaptive Fourier Neural Operators, have been developed (see, e.g., [41, 42]). Recently, a novel model based on vision transformers was proposed that utilizes 3D deep networks with earth-specific priors to handle complex patterns in weather data effectively [43]. This model has demonstrated promising results in extreme weather forecasts and ensemble forecasts. Most of the DL models we described above consider spatiotemporal sequence forecasting as a video prediction problem, i.e., the model takes input as a set of \( l \) frames and outputs the future \( h \) frames, where \( l \) is lookback, and \( h \) is the forecast horizon.

We restate our objective to employ state-space-type interpretable models, which ought to be innately capable of capturing spatiotemporal features, handling large datasets, and, most significantly, working well even if we do not have ample data for training, unlike DL models. Tensor decomposition-based state space models are one of the finest options. Tensor decomposition-based models have shown excellent performance in multiway learning and overcoming the curse of dimensionality. Interested readers are referred to the following excellent reviews on tensor decompositions: [44, 45], and the references therein.

3 Spatiotemporal forecasting: baselines

This section presents a few ideas for modeling spatiotemporal correlations in classical models. These models will serve as baselines for comparison. There are two main approaches for conducting comparison (in general): one involves comparing different models, including the proposed model, on a specific task or dataset; the other involves comparing the proposed model to different tasks or datasets to assess its overall performance. In this study, we will employ the first approach.

3.1 Sampling and clustering

Weather time series are collected at various latitude and longitude points, falling into the category of fixed spatial coordinates with measurements that change over time. For the classification of spatiotemporal datasets, please refer to [46] and [37]. There are many ways to make predictions in this situation. One of the most straightforward ideas for forecasting time series at multiple locations is to use location-specific models to forecast at each location separately. This method has two major flaws: first, it is computationally expensive and requires a large amount of memory to save separate models, limiting its applicability to small areas; second, it ignores the effects of neighboring time series. In general, this approach is not feasible. Instead of training models at each location, one may select a subset of locations to train the models and then test/evaluate them at all locations, with each trained model being tested in its neighbourhood. The main issue now is how to sample these points in the region. One of the simplest methods is naive sampling, which randomly draws a desired number of points from latitude-longitude space. Naive sampling methods may be ineffective as they might overlook important regions. Although many factors influence climate, latitude direction is crucial when analyzing temperature,
irradiance, etc., because different latitudes receive different amounts of solar energy [47], i.e., the temperature gradient changes more rapidly in the direction of latitude than in the direction of longitude. Therefore, a clever approach would be to sample more points in the latitude direction than in the longitude direction, as shown in Fig. 1. Although the approach outlined above makes logical sense, it highly depends on the problem at hand. The nature of the underlying problem is often unknown to us, so we may not be able to determine the most important geospatial direction. Regarding more general problems, we prefer clustering, where the idea is to cluster geospatial locations based on some metric distance. In this case, the basic assumption is that the nearby locations have similar climate behavior, which generally holds. In the context of clustering spatiotemporal data, research presented in [48] suggests to use DBSCAN or to use haversine\(^1\) distance metric for the nearest-neighbor clustering. Finally, after clustering (sampling), the idea is to train the location-specific models (models respecting temporal correlations) on (central) time series indicated by the black dots in Fig. 1 and then to perform prediction by evaluating the trained models at each location within its respective cluster (region).

![Sampling](image1.png)  ![Clustering](image2.png)

**Fig. 1:** On the left, we can see the locations sampled along the latitude direction, and the data from these locations is used for training. On the right, we can see the different clusters (regions), and the mean time-series data within a cluster is used for training.

3.2 Snapshot LSTM

In order to use the vector autoregression or LSTM model [49], [50], [51], [52], we vectorize a temperature field at each time instant, also called the "method of snapshots" in the fluid community. Consider a multivariate or multiple time series \( Y \in \mathbb{R}^{K \times T} \), where \( K \) is the number of variables (here in our case, \( K \) is the dimension of the vectorized temperature field or the number of longitude-latitude grid points), and \( T \) is the total number of timestamps. This reshaped dataset now consists of a single spatial dimension instead of two and a temporal dimension, i.e., each row of \( Y \) represents a time series at a specific geospatial location, while each column corresponds to the temperature at all locations at a specific time instant (vectorized temperature field, referred to as a snapshot). The main problem with this method is that it removes inter-spatial relationships, which are often crucial. However, this approach enables us to utilize classical LSTM for evolving these snapshots over time as a multivariate time series.

3.3 Matrix autoregression

In the above discussion of the snapshot approach, we have seen the main problem of vectorizing the maps (2D-temperature field), i.e., it removes the inter-spatial correlations. To tackle this problem, researchers in [53] proposed the matrix autoregression, the main idea of matrix autoregression (MAR) is to generalize the vector autoregression (VAR), an excellent attempt to incorporate spatial features. Consider a spatiotemporal tensor \( X \in \mathbb{R}^{M \times N \times T} \) at each time \( t \), we have a weather map as matrix \( X_t \) of size \( M \times N \),

\[1\) https://scikit-learn.org/stable/modules/generated/sklearn.metrics.pairwise.haversine_distances.html
where $M, N$ correspond to spatial locations/dimensions. The authors have formulated the first-order MAR model in a bilinear structure, as shown below:

$$X_t = AX_{t-1}B^T + \mathcal{E}_t,$$

(2)

where $\mathcal{E}_t$ is the error matrix at time $t$, $A$ having size of $M \times M$, and $B$ having size of $N \times N$. The authors claim that framing matrix values time series as above has two main benefits:

- This formulation offers substantial reduction of parameters as compared vectorization based. That is, MAR only needs $(M^2 + N^2)$, while VAR for the same data will require $(MN)^2$ parameters. However, when problem size or regression order increases, coefficient estimations can become challenging. In such cases, alternative low-parametric solutions must be explored.
- The coefficients $A$ & $B$ are well interpretable depending upon problem at hand and an be easily estimated using gradient based methods.

### 3.4 ConvLSTM

Researchers proposed a model in [13] that enabled LSTM to include spatial features by using convolution operations within LSTM, i.e., convolution operator in input-to-state and state-to-state transition. Cell outputs, hidden states, input gate, output gate, and forget gate are 3D tensors with the last two dimensions corresponding to the spatial dimension, and they use spatial features inherited in design automatically. The key equations of ConvLSTM cell are shown below:

$$i_t = \sigma (W_{ix} * X_t + W_{ih} * H_{t-1} + W_{ic} \circ C_{t-1} + b_i) \quad (3a)$$

$$f_t = \sigma (W_{fx} * X_t + W_{fh} * H_{t-1} + W_{fc} \circ C_{t-1} + b_f) \quad (3b)$$

$$S_t = \tanh (W_{cx} * X_t + W_{ch} * H_{t-1} + b_c) \quad (3c)$$

$$C_t = f_t \circ C_{t-1} + i_t \circ S_t \quad (3d)$$

$$o_t = \sigma (W_{ox} * X_t + W_{oh} * H_{t-1} + W_{oc} \circ C_t + b_o) \quad (3e)$$

$$H_t = o_t \circ \tanh (C_t) \quad (3f)$$

where $\circ$ denotes Hadamard product and $*$ denotes convolution operation. ConvLSTM based encoder-decoder architecture has been quite successful in precipitation nowcasting [13].

### 4 Tensor based dynamic mode decomposition

DMD is a dimensionality reduction algorithm that decomposes spatiotemporal data into different spatial/DMD modes, each with a temporal behavior defined by a single frequency and growth/decay rate (DMD eigenvalues) [54, 55]. This is similar to matrix factorization, in which a spatiotemporal matrix is decomposed into spatial and temporal factors. DMD has a wide range of applications; most notably, it is capable of forecasting multivariate time series.

Consider a time-series data vectors $\{z_0, \ldots, z_m\}$, where each snapshots $z_k \in \mathbb{R}^n$. Assuming some (approximate linear) dynamical system generated the data, we can write:

$$z_{k+1} = Az_k,$$

(4)

where matrix $A$ is unknown, $z_k = z(k\Delta t)$; $\Delta t$ being fixed sampling rate. The main aim of DMD is to approximate $A$, such that $Y \approx AX$, where $X$ and $Y$ are snapshot matrices arranged as, $X \triangleq \begin{bmatrix} z_0 & \cdots & z_{m-1} \end{bmatrix}$, $Y \triangleq \begin{bmatrix} z_1 & \cdots & z_m \end{bmatrix}$, we can find best-fit operator
\( \mathbf{A} = \mathbf{YX}^\dagger \) [56], but this operation is computationally expensive. DMD algorithm can approximate the dynamics of \( \mathbf{A} \) by finding its eigenmodes and eigenvalues, as shown in the Algorithm 1. After identifying the DMD modes and eigenvalues, one can easily reconstruct or forecast the snapshots using the following snapshot evolution equation:

\[
\mathbf{z}_k = \mathbf{\Phi A}^k \mathbf{\Phi}^\dagger \mathbf{z}_0, \quad (5)
\]

where \( \mathbf{\Phi} \) is the matrix of whose columns are DMD modes \( (\tilde{\mathbf{\phi}}')s \), and \( \mathbf{\Lambda} \) is a diagonal matrix containing of eigenvectors of \( \tilde{\mathbf{\Lambda}} \). Note that the matrices \( \mathbf{A} \) and \( \tilde{\mathbf{A}} \) share same eigenvalue spectrum. This approach is reasonable, but it only applies to the 2D case, i.e., we have a snapshot vector at each time point. But what if each snapshot itself is a matrix or a multivariate tensor? The multilinear variant of the DMD that utilizes tensor train decomposition was proposed in [57]. This approach generalizes DMD to higher-order tensors. However, the paper did not demonstrate how to make predictions using this approach, which is the focus of our work.

4.1 Tensor decompositions

The idea of tensor decomposition is to factorize the higher-order tensor into a set of smaller tensors that interact with each other with basic operations. The benefit of such factorization is that operations that we usually perform in data analysis can be performed very efficiently on smaller tensors, thus overcoming the curse of dimensionality. There are various tensor decompositions (a.k.a. formats), such as canonical polyadic decomposition (CPD [58, 59]), multilinear singular value decomposition (MLSVD [60]) or tucker decomposition [61], hierarchical tucker format (hT-format [62]), and tensor train format (TT-format [63]). We will not go over these decompositions in this study. For details, please refer to [44, 45] and references therein. These decompositions offer alternative, efficient ways to perform linear and multilinear operations on large-scale data tensors in low-parametric form. The TT-format combines the best features of both CPD and MLSVD. It is stable like the MLSVD and overcomes the curse of dimensionality like the CPD. In recent years, the TT format has gained a lot of attention, and more than 10

---

**Algorithm 1** Pseudo-code for Standard-DMD

eigenmodes, and corresponding eigenvalues

1. Write data vectors as \( \{\mathbf{z}_0, \ldots, \mathbf{z}_m\} \) into matrices

\[
\mathbf{X} \triangleq [\mathbf{z}_0 \cdots \mathbf{z}_{m-1}], \quad \mathbf{Y} \triangleq [\mathbf{z}_1 \cdots \mathbf{z}_m]
\]

2. Compute SVD of \( \mathbf{X} \) as:

\[
\mathbf{X} = \mathbf{U} \mathbf{\Sigma} \mathbf{V}^\dagger
\]

where \( \mathbf{U} \) is \( n \times s \), \( \mathbf{\Sigma} \) is diagonal and \( s \times s \), \( \mathbf{V} \) is \( m \times s \), and \( s \) is the rank of \( \mathbf{X} \)

3. Define reduced matrix as:

\[
\tilde{\mathbf{A}} \triangleq \mathbf{U}^\dagger \mathbf{Y} \mathbf{V} \mathbf{\Sigma}^{-1}
\]

4. Compute eigenvalues and eigenvectors of \( \tilde{\mathbf{A}} \)

\[
\tilde{\mathbf{A}} \mathbf{w} = \lambda \mathbf{w}
\]

5. The DMD mode corresponding to the DMD eigenvalue \( \lambda \) is then given by

\[
\tilde{\mathbf{\phi}} \triangleq \mathbf{U} \mathbf{w}
\]
Python packages offer fast implementations of linear and multilinear operations in the TT format. Thus, in this work, we use the TT format.

### 4.1.1 TT format

Let \( A \in \mathbb{R}^{n_1 \times \cdots \times n_d} \) be the \( d \)th order tensor with \( n_1 \) denoting the size of the \( l \)th mode. In TT format \( A \) is factored into \( d \) core tensors \( A^{(l)} \in \mathbb{R}^{r_{l-1} \times n_1 \times r_l} \). The tuple of minimal integers \((r_0, r_1, \ldots, r_d)\) for which equality in Equation 6 and Equation 7 holds is the TT-rank of \( A \). Entry-wise we can write:

\[
A_{i_1, \ldots, i_d} = \sum_{k_0=1}^{r_0} \cdots \sum_{k_d=1}^{r_d} A^{(1)}_{i_0, i_1, k_1, \ldots, i_d, k_d},
\]

where indices are written in subscripts. Furthermore, for two vectors \( v \in \mathbb{R}^{n_1} \) and \( w \in \mathbb{R}^{n_2} \), the tensor product \( v \otimes w \in \mathbb{R}^{n_1 \times n_2} \) is given by \((v \otimes w)_{i,j} = (v \cdot w^\top)_{i,j} = v_i \cdot w_j\). In this notation a tensor \( A \) can be written as:

\[
A = \sum_{k_0=1}^{r_0} \cdots \sum_{k_d=1}^{r_d} A^{(1)}_{i_0, i_1, k_1, \ldots, k_d} \otimes \cdots \otimes A^{(d)}_{i_d, k_d, i_{d+1}}.
\]

Additionally, we introduce the notation for matricizations (unfolding) and vectorizations. For the two ordered disjoint subsets \( N' = \{n_1, \ldots, n_l\} \) and \( N'' = \{n_{l+1}, \ldots, n_d\} \) of \( N = \{n_1, \ldots, n_d\} \), the matricization of \( A \) with respect to \( N' \) and \( N'' \) is denoted by \( A \mid_{N'}^{N''} \in \mathbb{R}^{(n_1 \cdots n_l) \times (n_{l+1} \cdots n_d)} \). That is, the first \( l \) indices of the tensor enumerate rows of a reshaped matrix, and the remaining indices enumerate the columns. In literature, it is also called \( l \)-mode matrix unfolding. The special case where \( N' = N \) and \( N'' = \emptyset \), is vectorization of \( A \), denoted by \( \text{vec}(A) \in \mathbb{R}^{n_1 \cdots n_d} \).

### 4.1.2 Tensor train-DMD

In the previous section, we saw that the foremost expensive step in the DMD algorithm is computing the pseudoinverse. In the following section, we efficiently compute the pseudoinverse in TT format. The TT format is an SVD-like decomposition of higher-order tensors. In the second-order case, we compute the pseudoinverse using SVD by reordering the orthonormal basis matrices and taking the inverse of the diagonal singular value matrix, as shown in Fig. 2. A similar approach that generalizes this idea was proposed in the TT format [57, 64]. Interestingly, it was found that the TT format with the orthogonal TT cores around the unfolding mode possesses similar properties, i.e., we can compute pseudoinverse by reordering the left and right orthogonal TT cores. Fig. 3 shows the pseudoinverse of the unfolding matrix of a sixth-order tensor in TT-format with respect \( N' = \{n_1, n_2, n_3\} \) and \( N'' = \{n_4, n_5, n_6\} \). For the tensor-based DMD, consider \( m \) snapshots of \( d \)-dimensional tensor-trains \( \mathbf{X}, \mathbf{Y} \in \mathbb{R}^{n_1 \times \cdots \times n_d \times m} \), where \( \mathbf{X}_{i_1, \ldots, i_d+1} \in \mathbb{R}^{n_1 \times \cdots \times n_d} \) for \( i = 0, \ldots, m-1 \) and \( \mathbf{Y}_{i, \ldots, i_d} \) for \( i = 1, \ldots, m \). Let the tuples of integers \((r_0, \ldots, r_{d+1})\) and \((s_0, \ldots, s_{d+1})\) be the TT-ranks of \( \mathbf{X} \) and \( \mathbf{Y} \), respectively. Now, let \( \mathbf{X}, \mathbf{Y} \in \mathbb{R}^{n_1 \cdots n_d \times m} \) be the matricizations of \( \mathbf{X} \) and \( \mathbf{Y} \) along mode \( m \). Each column in the respective matricizations corresponds to a snapshot. Let us decompose \( \mathbf{X} \) in TT format to compute the
TT-DMD in low parametric representation efficiently. Let the SVD of $X = M \Sigma N$. We can find $M$ and $N$ in TT format as:

$$M = \left( \sum_{k_0=1}^{r_0} \cdots \sum_{k_{d-1}=1}^{r_{d-1}} X^{(1)}_{k_0 \cdots k_1} \otimes \cdots \otimes X^{(d)}_{k_{d-1} \cdots 1} \right)_{r_d \times n_1 \cdots n_d}.$$ 

$$N = \left( \sum_{l_0=1}^{s_0} \cdots \sum_{l_{d-1}=1}^{s_{d-1}} Y^{(1)}_{l_0 \cdots l_1} \otimes \cdots \otimes Y^{(d)}_{l_{d-1} \cdots 1} \right)_{m \times s_d \times n_1 \cdots n_d}.$$ 

$N$ is equivalent to the last core $X^{(d+1)}$, which is a matrix because $r_{d+1} = 1$. This procedure is similar to the SVD for matrices, but in the TT format, we work on smaller cores instead of full matricization. $M \in \mathbb{R}^{n_1 \cdots n_d \times r_d}$ is computed by left-orthogonalization of first $d$ cores of $X$ (see, left and right orthogonalization of TT cores [63]). Next, we assume a linear relationship between the pairs of data vectors as in the matrix case, i.e.

$$Y = AX,$$

with $A \in \mathbb{R}^{n_1 \cdots n_d \times n_1 \cdots n_d}$, where $A = Y \cdot X^\dagger$. The pseudoinverse $X^\dagger$ can be written as:

$$X^\dagger = \left( X^{m \times n_1 \cdots n_d} \right)^\dagger = N^\top \Sigma^{-1} M^\top.$$ 

Similarly, the unfolding $Y$ can also be written in the TT format:

$$Y = \sum_{l_0=1}^{s_0} \cdots \sum_{l_{d-1}=1}^{s_{d-1}} Y^{(1)}_{l_0 \cdots l_1} \otimes \cdots \otimes Y^{(d)}_{l_{d-1} \cdots 1} \mid_{n_1 \cdots n_d}^{s_d \times n_1 \cdots n_d} = PQ.$$ 

Using the low-parametric representation of $X^\dagger$ and $Y$ mentioned above, we can extend the matrix algorithm to higher-order cases. We can rewriting the expression for the reduced matrix $\tilde{A}$ in decomposed form as:

$$\tilde{A} = M^\top \cdot PQ \cdot N^\top \Sigma^{-1}.$$ 

For efficient computation, we split the above expression into different parts. First, consider $M^\top \cdot P$. Each entry at position $(i, j)$ can be expressed in TT format as:

$$(M^\top \cdot P)_{i,j} = \sum_{k_0=1}^{r_0} \cdots \sum_{k_{d-1}=1}^{r_{d-1}} \sum_{l_0=1}^{s_0} \cdots \sum_{l_{d-1}=1}^{s_{d-1}} (X^{(1)}_{k_0 \cdots k_1})^\top Y^{(1)}_{l_0 \cdots l_1} \cdots (X^{(d)}_{k_{d-1} \cdots 1})^\top Y^{(d)}_{l_{d-1} \cdots j}.$$
Using the following property in TT format:

\[ \text{vec}(\mathbf{X})^\top \cdot \text{vec}(\mathbf{Y}) = \Pi_{l=1}^d \left( \mathbf{X}^{(l)} \right)^\top \cdot \mathbf{X}^{(l)}. \]

We compute \( \mathbf{M}^\top \cdot \mathbf{P} \) in TT format very efficiently since we only need to reshape some TT cores, and use contractions (see, Algorithm 4 [63]). Assuming TT ranks of \( \mathbf{X} \) and \( \mathbf{Y} \) are small with respect to the whole state-space. The unfolding ranks \( r_d \) and \( s_d \) are both bounded by \( m \). We can write \( \mathbf{Q} \cdot \mathbf{N}^\dagger = \mathbf{Y}^{(d+1)}|_{s_d} \cdot \frac{1}{m} \cdot \left( \mathbf{X}^{(d+1)}|_{r_d} \right)^\top. \)

Considering the exact DMD method outlined as Algorithm-2 in [65], we can compute the DMD modes of \( \mathbf{A} \). If \( \lambda_1, \ldots, \lambda_p \) are the eigenvalues of \( \mathbf{A} \) and the corresponding eigenvectors are \( \mathbf{w}_1, \ldots, \mathbf{w}_p \in \mathbb{R}^{d+1} \), then the vectorized DMD modes, i.e., \( \varphi_1, \ldots, \varphi_p \in \mathbb{R}^{n_1 \cdots n_d} \) of \( \mathbf{A} \) can be expressed as:

\[ \varphi_j = (1/\lambda_j) \cdot \mathbf{P} \cdot \mathbf{Q} \cdot \mathbf{N}^\dagger \cdot \mathbf{w}_j, \tag{10} \]

for \( j = 1, \ldots, p \). All these modes are present in a single tensor, i.e., \( \Phi \in \mathbb{R}^{n_1 \times \cdots \times n_d \times p} \) which is given by:

\[ \Phi = \sum_{l_0=1}^{s_0} \cdots \sum_{l_d=1}^{s_d} \mathbf{Y}^{(1)}_{l_0; \ldots; l_1} \otimes \cdots \otimes \mathbf{Y}^{(d)}_{l_d-1; \ldots; l_d} \otimes \left( \mathbf{Q} \cdot \mathbf{N}^\dagger \cdot \mathbf{w} \cdot \Lambda^{-1} \right)_{l_0; \ldots; l_d}, \tag{11} \]

where \( \text{vec}(\Phi_{l_0; \ldots; l_d}) = \varphi_j \) and \( \Lambda \) is a diagonal matrix of eigenvalues. The summary of the whole algorithm method is outlined as Algorithm 2:

**Algorithm 2** Pseudo-code for Exact Tensor-train-DMD

**Input:** \( \mathbf{X}, \mathbf{Y} \)

**Output:** \( \Phi \) and \( \Lambda \)

1. \( \mathbf{M}, \Sigma, \mathbf{N} \leftarrow \text{matricized after decomposition of } \mathbf{X} \)
2. \( \mathbf{N}^\top \leftarrow \text{pseudo-inverse of } \mathbf{N} \)
3. \( \mathbf{P}, \mathbf{Q} \leftarrow \text{matricized after decomposition of } \mathbf{Y} \)
4. \( \mathbf{A} \leftarrow (\mathbf{M}^\top \cdot \mathbf{P}) \cdot (\mathbf{Q} \cdot \mathbf{N}^\dagger) \cdot \Sigma^{-1} \)
5. \( \mathbf{A}, \mathbf{W} \leftarrow \text{eigendecomposition of } \mathbf{A} \).
6. \( \Phi \leftarrow \sum_{l_0=1}^{s_0} \cdots \sum_{l_d=1}^{s_d} \mathbf{Y}^{(1)}_{l_0; \ldots; l_1} \otimes \cdots \otimes \mathbf{Y}^{(d)}_{l_d-1; \ldots; l_d} \)
7. \( \left( \mathbf{Q} \cdot \mathbf{N}^\dagger \cdot \mathbf{w} \cdot \Lambda^{-1} \right)_{l_0; \ldots; l_d} \)

4.1.3 Forecasting with TT-DMD

DMD-based forecasting has received a lot of attention and has been investigated in several articles. In [66], researchers have proposed the optimized DMD algorithm with statistical bagging, and it was found that it can make stable forecasts. Researchers in [67] have used a DMD-based forecasting model for power load predictions and have shown how the proposed model learns a stochastic Gaussian process regression (see, e.g., [68–71]).
Multivariate forecasting with DMD using a block Hankel matrix was proposed in [72]. The main idea of DMD forecasting approaches is to learn an (approximate) linear model in the time-delay basis representation, i.e., it is assumed that the snapshot data is generated by a high-dimensional linear dynamic model or by a nonlinear model (which can be approximated with a high-dimensional linear model). Under this assumption, we learn this linear operator from the time-shifted copies of input data. After learning this linear dynamic operator, we evolve the states by feeding the most recent past state to generate forward point forecasts so it evolves as a linear dynamical system. However, these models cannot forecast matrices or higher-order tensors since they learn vector autoregression. For example, we cannot use these models directly to predict the temperature distribution over a spatial grid (a matrix where spatial coordinates enumerate the rows and columns); instead, a generalization of the forecasting approach that can inherently learn a multidimensional linear dynamic operator that can be used to predict the temperature distribution over spatial grids should be developed. This is the main motivation for this work. Based on the preceding section, we develop the forecasting method, which predicts 2D weather maps (temperature distributions over spatial grids) using a learned multilinear dynamic operator ($\Phi$).

Suppose that we have learned the low-rank multilinear operator $\Phi \in \mathbb{R}^{n_1 \times \cdots \times n_d \times p}$ in TT-format from the multidimensional data tensor $X$ and its time-delayed shifted data tensor $Y$, as shown in Algorithm 2. Note that the dimensions of the data tensor $X$ is $d + 1$, where the first $d$ indices correspond to different variables, and the last index corresponds to the time dimension. For example, if our dataset consists of 2D field distributions of temperature ($t$) and pressure ($q$) variables over the spatial 2D grid collected ($lat \times lon$) for ($T$) time points, the size of the data tensor $X$ will be $t \times q \times lat \times lon \times T$, meaning that it generalizes to any number of climate variables or side information (we only need extra channels). Thus, the TT format gave us everything we needed to generalize the DMD forecasting algorithm to higher-order tensors. After learning multilinear operator $\Phi$, we can find the coefficients vector ($b$) by contracting the data tensor at initial time point $X_0$ with the pseudoinverse of multilinear operator $\Phi^\dagger$, this operation can be done very efficiently in tensor-train format by using the TT cores of $\Phi^\dagger$ and $X_0$. Finally, to reconstruct and predict the data tensor, we need to contract the operator $\Phi$ with the time evolution of coefficient vectors based on the eigenvalues (Vandermond type evolution). Algorithm 3 shows the pseudo-code for the simplest case where only temperature distribution is observed over $M \times N$ spatial grid. In the numerical experiment section, we provide further details for its usage. where $\Omega$ is a vector of the logarithm of eigenvalues.
ues. The sample code is available\textsuperscript{2} The algorithm shown above is designed to work with the original weather map dimensions and can reconstruct and predict matrices directly.

5 Experiments and discussion of the results

5.1 Dataset description

The NASA Power database was used\textsuperscript{3}. This is a global database of regular weather data, primarily for agricultural purposes. The spatial resolution is \(0.5^\circ \times 0.5^\circ\), with a temporal resolution of one day. We used the maximum temperature time series (TMAX in degrees Celsius). The selected subset of the data is formatted as a time series collected across latitude-longitude coordinate points between the 30-Oct-2015 and 15-November-2020 time range, containing approximately 1844 timestamps at each coordinate point (i.e., the length of each time series). We chose specific geographic locations, with a range of \(\text{lat} \times \text{lon} : [30.0^\circ \text{ to } 54.5^\circ] \times [4.0^\circ \text{ to } 51.5^\circ]\). Around 4700 latitude-longitude points (50 \(\times\) 94) are contained within this latitude-longitude range. This latitude-longitude range encompasses parts of Europe and Central Asia.

5.2 Evaluation criteria

To measure the model performance, we can use different kinds of metrics. These metrics estimate the forecasting precision. Generally, these metrics measure the error between actual and predicted trajectories. Depending upon the need, we may use scale-dependent metrics, i.e., on the same scale on which the data itself is, for example, root mean square error (RMSE), mean absolute error (MAE), or scale-independent, which are more general, for example, absolute percentage error (MAPE, SMAPE). Here, we have used the following metrics to measure the performance, see [73].

1. Root mean square error:

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_{i}^{\text{obs}} - y_{i}^{\text{pred}})^2}.
\]

2. Mean absolute error:

\[
\text{MAE} = \frac{\sum_{i=1}^{n} |y_{i}^{\text{obs}} - y_{i}^{\text{pred}}|}{n}.
\]

3. Symmetric mean absolute percentage error:

\[
\text{SMAPE} = \frac{100\%}{n} \sum_{i=1}^{n} \frac{|y_{i}^{\text{pred}} - y_{i}^{\text{obs}}|}{(|y_{i}^{\text{obs}}| + |y_{i}^{\text{pred}}|) / 2}.
\]

where \(y_{i}^{\text{obs}}\) and \(y_{i}^{\text{pred}}\) are the real and predicted data observations, respectively.

5.3 Numerical Experiments

The experiments are performed to predict the temperature time series across all longitude-latitude coordinate points ([30.0° to 54.5°] \(\times\) [4.0° to 51.5°]), in the following way: First, we make the short-term predictions (i.e., the next seven days) using all the spatiotemporal forecasting approaches described in section 3, and then, based on a performance comparison, we select models which are computationally less expensive to make

\textsuperscript{2}https://github.com/ShakirSofi/TensorizingDMD

\textsuperscript{3}The NASA Langley Research Center (LaRC) POWER Project funded through the NASA Earth Science/Applied Science Program: https://power.larc.nasa.gov
long-term predictions (250 steps ahead) and compare their performance to ensure their ability to predict temperature fields for multiple time steps ahead.

Train-test split: In the short-term prediction case, we choose a subset of data from 2015-10-30 to 2019-12-07 for training and 2019-12-08 to 2019-12-14 for testing. For the long-term prediction experiments, the training data is the same as that of the short-term case, but the test data ranges from 2019-12-08 to 2020-08-13.

5.3.1 Short-term predictions:

Training procedure: For sampling and clustering-based approaches, we sampled 70 locations as described in the section 3, also shown in Fig. 1. We trained a 2-layer LSTM model at each of the 70 selected locations. We trained each LSTM model on centered time series (time series calculated by averaging all time series within a given cluster/sub-region), with a time-lag (a.k.a., lookback) = 5 days, output sequence length = 7, with 500 epochs, and a learning rate = 2.3e-4. We optimize these models over MSE loss, i.e.,

\[ L(y, \hat{y}) = \frac{1}{N} \sum_{i=0}^{N} (y_i - \hat{y}_i)^2, \]

where \( y, \hat{y} \) are the actual and predicted values, respectively. The training procedure of Snapshot LSTM is identical to the above methods, except that in this model, the input data is the set of vectorized temperature fields (a set of vectors where, in each vector, we have temperature values collected across all locations).

ConvLSTM data preparation is similar to the LSTM data preparation, except that frames are used instead of vectors; data instances consist of twelve frames, five for input and seven for prediction. Similarly to what was proposed in the original work [13], the four-layer ConvLSTM model was trained with each layer containing a hidden size of 32 and a 3 × 3 kernel size. This model was also optimized on MSE loss with Adam optimizer (\( lr = 5e^{-3}, \) decay rate= 0.9) for 50 epochs. ConvLSTM, TT-DMD, and matrix autoregression (MAR) models work with the original dimensions of data and are capable of directly predicting a two-dimensional (50 × 94) temperature field for the next seven time steps, i.e, \( \text{X}_{\text{prediction}} \in \mathbb{R}^{50 \times 94 \times \text{steps}} \). The matrix auto-regression (MAR) of order one was chosen as the baseline, and the MAR coefficient was learned using the ALS algorithm with 500 iterations. We prepared shifted tensors \((\text{X}, \text{Y})\), for TT-DMD and used Algorithm 2 from section 4 to find TT-DMD modes \((\Psi)\) and eigenvalues with the tensor train rank, \( \text{rank}_{TT} = [1, 25, 70, 1] \) (optimal by grid search). Note that if the data is noisy, prior smoothing with low-rank tensor decompositions is very useful to reduce the \( \text{rank}_{TT} \) (see, e.g., [74], [75]).

Results: We compared the 7-steps-ahead predictions of the various spatiotemporal models. In Fig. 4, we plotted the target temperature field and corresponding predictions by different models across all locations on 2020-08-13 (this is the seventh time step of prediction) in Fig. 5. We can see that the ConvLSTM and TT-DMD models predict the temperature field quite well. However, the MAR predictions on the seventh time step are the least accurate since this MAR is only of order one. Also, it is interesting to note that models based on dimensionality reduction are pretty good at predicting regional temperature, despite being trained on a small number of selected locations. The RMSE distribution across the locations is shown in Fig. 6, and we infer that the RMSE for a ConvLSTM is least, while others have nearly similar. The plots show that error in the sampling-based model is uniformly distributed, whereas error in other models is much higher in some regions.

To draw a general conclusion about these models, we compared their performance for seven-step predictions, recorded their training and inference times and other error metrics, and presented the results in Table 1. Based on the results presented in Table 1, we can infer that ConvSTM performed the best while MAR performed the worst in terms of
the error metric. The rest show roughly similar behaviour. TT-DMD is optimal in terms of the total time taken for data fitting and predictions. TT-DMD prediction ability is good even though we used the simple variant of DMD; it can be improved significantly, for example, by employing Extended DMD [76], Multi-Resolution DMD [77] and higher order DMD [78]. Models based on clustering and sampling took significantly longer to train and evaluate, suggesting they are not best suited for long-term predictions. In conclusion, spatiotemporal models that work directly with the original dimensions work significantly better since they capture both spatial and temporal correlations. Furthermore, TT-DMD is a good choice when quick spatiotemporal predictions are required.

### 5.3.2 Long-term predictions:

We concluded in the preceding section that ConvLSTM, TT-DMD, and MAR models could be easily tested for long-term predictions because they are computationally less
expensive. This section validates their success for long-term forecasting (250-time steps ahead).

Training procedure: The ConvLSTM training procedure is the same as the short-term prediction training procedure discussed in the previous section, except that the data instances now have a longer lookback (i.e., to incorporate more past states/history) and forecast horizons; we used thirty frames, fifteen for input and fifteen for prediction and used iterative (recursive) prediction strategy to get 250 step predictions, as shown in [79], [80]. The training for TT-DMD and MAR is the same, but the prediction length has been increased to 250 steps. Although rolling forecasting mechanisms can be used in MAR or TT-DMD, we limited our technique in this work to simple prediction mechanisms only.

Results: We compare the predictions of MAR, ConvLSTM, and TT-DMD with the target, as shown in Fig. 7. From the plots, we can deduce that the MAR model cannot correctly predict multiple steps ahead, whereas TT-DMD and ConvLSTM predictions are quite close to target frames. According to the predictions, TT-DMD is superior to ConvLSTM at capturing spatial information for the first few steps. However, other metrics revealed that ConvLSTM is better when the prediction horizon increases.
Furthermore, we chose four arbitrary locations and compared the performance of different models at each location, i.e., we took four time-series fibers (individual temperature time series) of the spatiotemporal prediction tensor, $\mathbf{X}_{\text{prediction}}$, and visualized them over time. These time series are depicted in Fig. 8. To clearly visualize predictions, the locally weighted scatterplot smoothness (LOWESS) plots of the TT-DMD, ConvLSTM, and MAR predictions are compared. It was found that ConvLSTM and TT-DMD successfully capture trends, and their trajectories are close to the target. In contrast, MAR predictions are unable to follow the target trajectory as MAR does not effectively incorporate long-range space-time correlations. Table 2 presents the mean RMSE and SMAPE over thirty distinct locations. For each location, the LOWESS predictions are used to compute the errors against the target prediction.

To assess the spatiotemporal prediction ability among these models, we compare the field distributions over more than 100 prediction steps, frame by frame (slice-wise), with the target. For each time step, we computed the frame-wise mean-square error (MSE), normalised root-mean-square error (NMSE), structural similarity index (SSIM), and peak signal-to-noise ratio (PSNR). Figure 9 shows that the SSIM and PSNR of the TT-DMD and ConvLSTM predictions are higher than MAR and remain nearly constant throughout the prediction horizon. This implies that ConvLSTM and TT-DMD provide stable predictions. It’s worth noting that despite ConvLSTM being a sophisticated deep-learning model, it only marginally outperforms TT-DMD, which is a simple and interpretable multilinear auto-regression model.

In Table 3, we listed the mean performance (mean errors/accuracy across all 250 prediction slices) of models on given metrics and discovered that ConvLSTM predictions are
68% structurally similar to the target, while TT-DMD predictions are 66% similar. ConvLSTM has the highest average PSNR, followed by TT-DMD. TT-DMD has the lowest mean NRMSE, followed by ConvLSTM. The performance of MAR is the worst among them.

**Additional Experiment**

To further compare with state-of-the-art models, we used the newly developed Python framework for spatiotemporal predictive learning (OpenSTL)\(^4\) [18]. The subset of the temperate dataset from the WeatherBench [81] was used for experiments. The subset dataset contains temperature values from 2016 to 2018 with a spatial resolution of 5.625° over a grid of 32 × 64 points. The dataset consists of 17520 (1-hour temporal resolution) temperature distribution maps (32 x 64). The models were trained on 85% of the data, validated on 7%, and tested on the remaining samples. In this experiment, we trained the following models: ConvLSTM [13], PhyDNet [20], PredRNN [19], TAU [22], SimVP [21], MAR [53] and compared with the proposed TT-DMD model. The models from OpenSTL were trained using default parameters. However, the input sequence length (lookback) was changed to 12, and the output sequence length (prediction horizon) was also set to 12. We used the Adam optimizer with a learning rate 1e-3 and batch size equal to 8.

Note that the proposed model does not require training, as it is an algebraic method and, therefore, utilizes only standard linear algebra operations to make predictions. The TT-DMD method only takes 51 seconds to reconstruct the data from DMD modes and make predictions. The RMSE and MAE values have been recorded and are summarized in Table 4. The sample experiments are available\(^5\).

The data in this table show that the proposed approach outperforms some sophisticated state-of-the-art models or is comparable in accuracy. This finding also broadly

---

\(^4\)https://github.com/chengtan9907/OpenSTL

\(^5\)https://github.com/ShakirSofi/TensorizingDMD/tree/main/Tensorizing_DMD
Table 4: Comparison of different spatiotemporal models (50 step ahead)

| Model   | RMSE | MAE |
|---------|------|-----|
| ConvLSTM| 2.02 | 5.54|
| PhyDNet | 6.29 | 11.22|
| SimVP   | 1.79 | 5.13|
| PredRNN | 2.36 | 6.30|
| TAU     | 1.67 | 4.47|
| MAR     | 2.86 | 4.98|
| TT-DMD  | 2.28 | 3.25|

supports the proposed method’s practicality. However, these findings cannot be generalized to all types of datasets. We noticed that DL methods perform better when data dynamics change rapidly and exhibit high non-linearity (e.g., extreme weather events). A possible explanation for why the proposed methods outperform some highly sophisticated DL models in the experiment above might be that the dynamics in data are not highly non-linear.

To provide a broader picture of these models, we summarized the primary findings in Table 5, emphasizing the key advantages and shortcomings of various forecasting models. In this table, we classified the models into four main categories. The first category comprises deep learning-based models, which directly learn spatiotemporal features using 2D/3D convolutions and variants of recurrent neural networks (ConvLSTM, PhyDNet, PredRNN, etc.). The second category includes state-space type models (TT-DMD and MAR), which employ matrix or tensor-based spatiotemporal autoregression. The third category consists of models that squash all spatial features into a vector (snapshot) and then learn the temporal evolution of the snapshots using RNNs, LSTMs, etc. In this category, we do not utilize inter-spatial correlations in modelling. The last category is clustering-based models, which are hybrid; they incorporate local spatial correlations and model temporal evolutions using vector-based models.
| Model                                      | Pros                                                                 | Cons                                                                 |
|-------------------------------------------|----------------------------------------------------------------------|----------------------------------------------------------------------|
| Spatiotemporal DL models                  | 1. The prediction accuracy is good.                                   | 1. A significant amount of training data and time required to train these models. |
| (convolutions + RNNs, transformers, etc.)  | 2. These models effectively capture spatiotemporal correlations.       | 2. Compared to traditional time series models, these models may exhibit subpar performance when there are slow varying dynamics over successive time stamps. |
|                                           | 3. These methods are the preferred choice for predicting extreme weather events. |                                                                      |
|                                           | 4. Suitable for long-term forecasting.                                |                                                                      |
| Multilinear state-space type models       | 1. These models, which are a novel extension of vector autoregression, offer a unique approach to time series analysis and forecasting. | 1. These models may not work well with the irregularly sampled data (i.e., time series data must be regularly sampled). |
| (TT-DMD and MAR)                          | 2. These models effectively capture spatiotemporal correlation, especially the TT-DMD uses a tensor framework to incorporate both the spatial and temporal correlations. | 2. These models assume that underlying data has some low-rank structure, which may not always be the case. |
|                                           | 3. Provide faster and more accurate forecasts for shorter forecasting horizons. | 3. These models may struggle to learn long-term correlations. |
|                                           | 4. Training and inference time is short for MAR. Interestingly, TT-DMD does not require training since it is an algebraic method. Therefore, it is fast. | 4. Optimizing model parameters becomes a challenge on increasing the autoregression order. |
|                                           | 5. By utilizing tensor train format TT-DMD breaks curse of dimensionality in comparison other models including MAR. |                                                                      |
| Snapshot temporal models                  | 1. Ease of implementation and data preparation.                       | 1. Prohibits long lookbacks for high-dimensional vectors.            |
| (RNNs, transformers, etc.)                | 2. Works well for most prediction problems that do not involve multiple spatial variables. | 2. Removes inter-spatial correlation by vectorization (in spatiotemporal datasets). |
|                                           |                                                                      | 3. Does not perform well for data with high spatial correlations. |
| Clustering based models                   | 1. In terms of computational cost and the inclusion of spatiotemporal correlations, these models are superior to training separate models for each coordinate point. | 1. Assumes nearby locations have similar weather patterns, which does not always hold. It may not hold at certain locations, such as shores, river banks, and islands. |
| (spatial clustering + RNNs, etc.)         | 2. These models are intuitive and easy to implement.                 | 2. These models can only capture local spatial correlations and may not be suitable for predicting extreme weather events. |
|                                           | 3. Easy to incorporate domain knowledge, for example, we utilized temperature gradient information to select models for training based on spatial coordinates. | 3. These models are not suitable for long-term predictions due to their high training and inference times. |

Table 5: Summary table
6 Concluding remarks

We discussed various data-driven approaches for spatiotemporal forecasting, and we showed how to condition these models for forecasting weather states over multiple locations simultaneously by exploiting spatiotemporal correlations. We observed that incorporating spatiotemporal correlations improves performance and reduces the computational cost. We proposed an algebraic forecasting method based on tensor-train DMD. We found that its predictions are comparable to those of the state-of-the-art models without the need for training, and it significantly reduces computational time. We evaluated the proposed methods for short-term and long-term forecasting to ensure they can predict temperature fields multiple steps ahead. Moreover, the proposed model is an excellent choice for quick and short-term spatiotemporal predictions. It should be noted that TT-DMD may struggle to learn spatiotemporal correlations from massive, incomplete, or irregularly sampled datasets. Therefore, Future work should take care of these two issues, and it may also be possible to generalize this approach for other variants of DMDs like Extended DMD [76], Multi-Resolution DMD[77] and higher order DMD [78].
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