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Abstract

Algorithmic decision-making in societal contexts, such as retail pricing, loan administration, recommendations on online platforms, etc., can be framed as stochastic optimization under bandit feedback, which typically requires experimentation with different decisions for the sake of learning. Such experimentation often results in perceptions of unfairness among people impacted by these decisions; for instance, there have been several recent lawsuits accusing companies that deploy algorithmic pricing practices of price gouging. Motivated by the changing legal landscape surrounding algorithmic decision-making, we introduce the well-studied fairness notion of envy-freeness within the context of stochastic convex optimization. Our notion requires that upon receiving decisions in the present time, groups do not envy the decisions received by any of the other groups, both in the present as well as the past. This results in a novel trajectory-constrained stochastic optimization problem that renders existing techniques inapplicable.

The main technical contribution of this work is to show problem settings where there is no gap in achievable regret (up to logarithmic factors) when envy-freeness is imposed. In particular, in our main result, we develop a near-optimal envy-free algorithm that achieves $O(\sqrt{T})$ regret for smooth convex functions that satisfy the Polyak-Lojasiewicz (PL) inequality. This algorithm has a coordinate-descent structure, in which we carefully leverage gradient information to ensure monotonic sampling along each dimension, while avoiding overshooting the constrained optimum with high probability. This latter aspect critically uses smoothness and the structure of the envy-freeness constraints, while the PL inequality allows for sufficient progress towards the optimal solution. We discuss several open questions that arise from this analysis, which may be of independent interest.
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1 Introduction

In recent years, a wide range of organizations have deployed sophisticated data-driven algorithms that repeatedly output decisions that can have serious consequences for human stakeholders. For example, a recommendation engine shows job advertisements to a stream of arriving customers to maximize their click-through-rates and platform engagement [4]; a retail pricing algorithm repeatedly offers a product at different prices over time to arriving customers to learn the most profitable price [34]; a resume screening algorithm
screens out unqualified candidates to provide the most lucrative subset of candidates to hiring managers [40]. This widespread pursuit of efficiency and optimality often ignores a critical issue with decision-making with partial information: the perceptions of unfairness that may arise from experimentation that is necessary for learning good decisions in the long-run. Towards addressing this concern, the main contribution of this work is to tackle algorithmic challenges that arise from introducing the natural fairness notion of envy-freeness within the broadly applicable online decision-making framework of stochastic convex optimization with bandit feedback [9, 25].

As a motivating example, consider a demand learning algorithm that may experiment with different prices over time to determine the optimal price for a good. While such experimentation is necessary to learn the optimal price, arbitrarily changing prices may create a sense of unfairness amongst customers, e.g., a customer may receive a price much higher than a previous customer who arrived before her for no apparent reason [4]. Indeed, there has been extensive research in behavioral sciences investigating consumer perception of price fairness, which has found that notions of price fairness essentially stem from comparison: without explicit explanations, customers think they are similar to other customers buying the same item, and thus should pay equal prices [18, 7, 28, 24, 51]. In the above scenario, there is likely no palatable explanation that the firm can provide to justify the temporal disparities that arise in the search for the profit-maximizing price.

Such issues with increased experimentation are further complicated by the growing litigation and policy making surrounding algorithmic decisions; e.g., Amazon was recently sued for allegedly price-gouging during the pandemic, with the claim that they drastically increased the price of essential goods (see Figure 1 for the price path of Purell hand sanitizer on Amazon) compared to previously seen prices (McQueen and Ballinger v. Amazon.com, Inc., Case 4:20-cv-02782). For example, this complaint alleges that Amazon prices for face masks increased by over 500%. Such misalignment of business practices geared towards profitability, and evolving consumer protection laws (e.g., [11]), raises a natural question for various operational tasks: how can firms enforce appropriate fairness desiderata in their online decision-making systems and what is the impact of such constraints on operational performance? This question is non-trivial since, as we show, embedding even the simplest fairness notions in online decision-making can result in novel algorithmic challenges.

1.1 Modeling Envy-Freeness in Stochastic Convex Optimization

To study the aforementioned question, we study a canonical problem of stochastic convex optimization where a (scalar) decision is repeatedly taken for each one of a finite number of groups of individuals. In particular, we consider a sequence of decision vectors $x_1, x_2, \ldots, x_T \in \mathcal{X}^N$ taken at times $t = 1, \ldots, T$, where $\mathcal{X} = [x_{\text{min}}, x_{\text{max}}] \subseteq \mathbb{R}$, for $N$ groups. We interpret each dimension in the decision vector as corresponding to a group, and the corresponding value is the scalar decision received by the group. This interpretation models practical decisions in societal settings, such as interest rates offered to different groups over time to minimize the default rate, salaries offered to potential hires over time to maximize the utility of a firm, price discounts offered on a product over time to maximize revenue of an unknown demand function, etc. We

Figure 1: The price path of Purell hand sanitizer on Amazon from March 2015 to March 2021 (from https://camelcamelcamel.com/product/B00U2KYUAY).
assume that there is a directionality in the conduciveness of decisions from the perspective of the groups, and without loss of generality, we assume that higher decisions are perceived to be better by any group (e.g., a higher salary, higher discount).

The total cost of the decisions is given by \( f(x) = \sum_{i \in N} f_i(x) \), where \( f_i(x) \) models the cost (or equivalently, the negative utility) associated with each group. The functions \( f_i \) are a priori unknown, but are known to belong to some known subclass \( \mathcal{F} \) of convex functions. Our goal will be to design an algorithm to output decisions \( \{x_t\}_t \) that minimize \( f(x) \) while constraining the trajectory that \( x_t \) can take over time due to certain fairness considerations. This notion of constraining trajectories is novel in stochastic convex optimization, and an important conceptual contribution of our work is to exemplify the resulting algorithmic challenges in a simple setting where the trajectory constraints are motivated by the fairness notion of envy-freeness, as explained next.

**Envy-Free Trajectory Constraints:** We propose a natural fairness constraint, called *envy-freeness at the time of decision* (EFTD), which requires that a group, upon receiving a decision, should not envy a decision received by any group in the present as well as the past, at least up to an allowable slack. Envy-freeness is a commonly studied notion of fairness in the literature on social choice and fair division of resources, which requires that an entity should not envy an allocation received by someone else, i.e., prefer someone else’s allocation over their own allocation [21, 48, 8]. This notion has also been applied in the context of fair machine learning [3].

In our setting, since higher decisions are perceived to be better by any group, each group will envy every group that has received a higher decision at any point in the past. Instead of eliminating such envy, we allow for certain limits on the envy between any two groups by defining an allowable “slack” on ordered pairs of groups: \( s(\cdot, \cdot) : \mathcal{I} \times \mathcal{I} \to \mathbb{R}^{\geq 0} \). We assume that \( s(i, i) = 0 \) for all \( i \in \mathcal{I} \).

**Definition 1.1.** A sequence of decisions made over time is said to satisfy *envy freeness at the time of the decision* (EFTD) if \( x_t(i) \geq x_t'(j) - s(i, j) \) for all \( i, j \in \mathcal{I} \), and \( 1 \leq t' \leq t \leq T \).

Note that the slack need not be symmetric, i.e., \( s(i, j) \) may not necessarily equal \( s(j, i) \). We note that satisfying EFTD is equivalent to satisfying dimension-wise monotonicity constraints while ensuring that the decisions lie in the envy-freeness (EF) polyhedron within each period.

**Claim 1.1.** The EFTD constraints are equivalent to the following constraints

\[
\begin{align}
(i) \quad & x_t(i) \geq x_t'(i) \quad \text{for all } t \geq t', \ i \in [N], \ (\text{monotonicity}) \\
(ii) \quad & x_t(i) \geq x_t(j) + s(i, j), \quad \text{for all } t, \ i \in [N], \ j \in [N] \ (\text{envy-freeness (EF) within each period}).
\end{align}
\]

For the sake of non-degeneracy, we assume that the EF polyhedron has positive volume. Otherwise, one can always combine groups until this condition is satisfied. E.g., if there are three groups, and \( s(1, 2) = s(2, 1) = 0 \), then the EF polyhedron has zero volume and \( x(1) = x(2) \) is enforced. In this case, one can simply combine groups 1 and 2 into a single group to avoid this redundancy.

**Objective:** We assume that at each time period \( t \), the algorithm produces a decision \( x_t \in \mathcal{X}^N \) and observes bandit feedback, i.e., the function values for each \( i \) at the chosen decision \( x_t(i) \), potentially corrupted with noise. In particular, we assume that the feedback observed is a random variable \( Y_{i,t} = f_i(x_t(i)) + \epsilon_{i,t} \), where \( (\epsilon_{i,t})_{1 \leq t \leq T} \) for each \( i \in \mathcal{I} \) is a sequence of random variables representing the noise in the feedback. We will consider two cases: (a) the case of *noiseless feedback*, in which \( \epsilon_{i,t} = 0 \) for all \( i \) and \( t \), and (b) the case of *noisy feedback*, in which we assume that the noise sequence \( \{\epsilon_{i,t}\} \) is sub-Gaussian, an assumption commonly made in the literature.

Our objective is to design an algorithm that minimizes regret, i.e.,

\[
\sum_{t=1}^{T} \left( \sum_{i \in \mathcal{I}} E(f_i(x_t(i))) - T \min_{x \in \text{EF}} \sum_{i \in \mathcal{I}} f_i(x(i)) \right),
\]

in the worst-case over all functions in class \( \mathcal{F} \), while constraining the trajectory of \( x_t \) to satisfy EFTD. This results in a trajectory-constrained stochastic optimization problem, in which each \( x_t \) is constrained to be
coordinate-wise monotone with respect to all $x_{t'}$ for $t' \leq t$ (i.e., [1]), while being feasible in $EF = \{x(i) \geq x(j) + s(i,j), \forall i,j \in [N]\}$ at each time period (i.e., [2]).

Ensuring that decisions lie within the EF polyhedron at each time falls well within the scope of standard stochastic convex optimization approaches. If it were only this constraint, then several algorithms exist (e.g., see [1]) that attain the regret guarantee of $O(\sqrt{T})$ assuming that the cost functions are convex, which is known to be the best attainable [25]. Thus, the challenging feature in our setting is the requirement of ensuring monotonicity of decisions over time for each dimension (i.e., [1]).

We will refer to algorithms that satisfy these constraints as EFTD algorithms. None of the existing regret-optimal algorithms for online convex optimization satisfy such monotonicity, as we extensively discuss in Section 3. Although this work considers the EF polyhedron arising from envy-free constraints, the question about achievable regret for general trajectory-constrained stochastic optimization remains open (see Section 7).

### 1.2 Overview of results

Throughout the paper, unless otherwise noted, we assume that $\mathcal{F}$ is the class of smooth, convex functions that satisfy the Polyak-Lojasiewicz (PL) inequality; this condition is similar to but strictly weaker than strong convexity, and is commonly made in the literature [33].

**Assumption 1.1.** Let $\alpha > 0$ and $\beta > 0$. We assume that $\mathcal{F}$ is the class of all separable convex functions $f(x) = f_1(x(1)) + \cdots + f_N(x(N)) : \mathcal{X}^N \rightarrow \mathbb{R}$ such that each component $f_i$ is

1. $\beta$-smooth, i.e., $f_i(y) \leq f_i(x) + \nabla f_i(x)(y - x) + \frac{\beta}{2}(y - x)^2$ for all $x, y \in \mathcal{X}$, and,
2. $\alpha$-PL, i.e., $f_i(y) - f_i(x^*) \leq \frac{1}{2\alpha} \nabla f_i(y)^2$ for all $y \in \mathcal{X}$, where $x^*$ is the left-most unconstrained optimum of $f_i$.

Our main results are as follows, which are summarized in Table 1.

**Noiseless Feedback.** First, we consider the case of noiseless feedback. In this case, we first show how to design a monotone algorithm for the single-dimensional setting ($N = 1$) that achieves $O(1)$ regret, which is the best achievable without the monotonicity constraint on decisions. This algorithm performs gradient descent using gradients estimated from monotonic two-point function evaluations. The key challenge is to ensure that the decisions do not excessively overshoot the optimum. We eliminate overshooting by (a) tailoring the step size to the smoothness parameter and (b) making the descent jump from a lagged point.

We then use the single dimensional algorithm as a building block to design a coordinate descent algorithm that yields a $O(1)$ regret for the $N > 1$ case. This algorithm critically embeds the ability to iteratively detect tight inequalities at constrained optimality and move to strict faces of the EF polyhedron while monotonically approaching optimality. In Appendix A.1.1 we show that for the case of $N = 1$ and noiseless feedback, we can relax the PL condition and achieve a $O(1)$ regret for the class of smooth and convex functions.

**Noisy Feedback.** Next, we consider the case of noisy feedback. In this case, the algorithm only observes the function value at any decision point corrupted by zero-mean sub-Gaussian noise. We make several algorithmic innovations in this case to ultimately achieve a $O(\sqrt{T})$ regret bound, which is the best achievable (up to logarithmic factors) without the EFTD constraint for this setting [17]. Similar to the noiseless setting, we first consider monotonic algorithm design for the 1-dimensional case, and then the 2-dimensional case; these algorithms are then used as building blocks to design an algorithm for the general $N$ dimensional case. While the high-level dynamics mirror the noiseless setting, the presence of noise makes gradient estimation challenging, especially as one approaches the optimum. We introduce several novel and intricate design elements to ensure that the sample complexity of gradient estimation does not increase regret while tackling the challenge of ensuring the monotonicity of the decision iterates. Our analysis illustrates design trade-offs that arise in satisfying monotonicity while ensuring low impact on the regret.
Table 1: Optimal worst-case regret bounds as $T \to \infty$ for monotonic and non-monotonic bandit optimization of a separable $N$-dimensional function over the envy freeness polyhedron under multiple settings. All bounds are tight, up to polylogarithmic factors.

| Noiseless Settings | Without monotonicity constraint | With monotonicity constraint |
|--------------------|---------------------------------|-------------------------------|
| Smooth, convex, PL inequality | $\mathcal{O}(1)$ [9] | $\mathcal{O}(1)$ ($N = 1$) and $\tilde{\mathcal{O}}(1)$ ($N > 1$) [This work] |
| Smooth and convex | $\tilde{\mathcal{O}}(1)$ [9] | $\tilde{\mathcal{O}}(1)$ ($N = 1$) [This work] |
| N > 1: Open | | |

| Noisy Settings | | |
|----------------|-----------------|-----------------|
| Unimodal, Lipschitz | $\tilde{\mathcal{O}}(T^{2/3})$ ($N = 1$) [29] | $\tilde{\mathcal{O}}(T^{3/4})$ ($N = 1$) [29, 12] |
| Smooth, convex, PL inequality | $\tilde{\mathcal{O}}(T^{1/2})$, [29, 14] | $\tilde{\mathcal{O}}(T^{1/2})$ ($N$ general) [This work] |
| Smooth and convex | $\tilde{\mathcal{O}}(T^{1/2})$ [1] | Open |

Organization. The rest of the paper is organized as follows. In Section 2, we discuss the EFTD constraints and give examples of practical applications that naturally fall into EFTD constrained stochastic optimization. Next, we present a discussion of related literature in Section 3. In the following two sections (Sections 4-5), we present our main algorithmic contributions, culminating in our algorithm for the case of noisy feedback and arbitrary dimensions. We discuss simpler settings first for the purpose of presenting algorithmic ideas in a modular fashion. We begin in Section 4 by presenting an algorithm for noiseless feedback in a single dimension, which allows us to isolate the ideas (e.g., the use of lagged points) necessary for handling monotonicity constraints. We then consider the multi-dimensional noiseless setting, which allows us to isolate the ideas (e.g., the coordinate descent dynamic) necessary for handling multiple dimensions. Finally, in Section 5, we discuss noisy feedback and focus our discussion on the ideas (e.g., the use of adaptive lags) required to handle noise. In Section 6, we present numerical experiments validating our approaches using a retail pricing dataset. We finally discuss related open problems and extensions in Section 7, in which we highlight a rich space of research opportunities at the interface of temporal fairness and online optimization. The detailed proofs of all our results can be found in the Appendix.

2 Applications of EFTD

EFTD provides a basic safeguard against discrimination in high-impact societal decision-making settings. It is a natural temporal notion of fairness that goes beyond ensuring the fairness of decisions across groups within each time period, which is often insufficient to meaningfully capture fairness desiderata in dynamic environments. Imagine a pricing algorithm that, while satisfying envy freeness in each pricing interval, offers a drastically worse price to a group than what was offered to the same group only some time ago. Clearly, a compelling fairness notion for dynamic settings must address such violations. EFTD squarely addresses this concern by eliminating comparative fairness concerns relative to all past decisions.

At the same time, it is important to note that under EFTD, while envy-freeness is guaranteed for the decision made at time $t$ relative to all decisions made before this time, this is not guaranteed relative to decisions made after this time. In particular, given current decisions, it may turn out that a group may envy the decision that will be received by some group in the future. EFTD is thus weaker than the more stringent notion of envy-freeness across all time, where a decision must be deemed fair not only relative to past decisions but also the future decisions. Such a strong requirement eliminates any possibility of experimenting with decisions, which may be necessary to learn the optimal fair decisions. In contrast, because of the directional slack in the constraints, EFTD generally allows room for (constrained) experimentation and learning. This observation was first made in a different online learning context in [23] and is applicable in the context of our setting as well.

We now discuss example applications of EFTD in practical problems of interest and compare it to
prevailing fairness notions for these applications in the literature.

1. **Fair pricing.** Consider a dynamic product pricing scenario with \( N \) customer segments. Let \( x_t(i) \) be the price offered to segment \( i \) at time \( t \). To ensure comparative fairness from the perspective of segment \( i \), we may require certain upper bounds on the price offered to \( i \) depending on the prices offered to the other segments in the past. For instance, we may require that \( x_t(i) \leq x_t(i') + s(i, i') \), for \( t' \leq t \), where \( s(i, i') \in \mathbb{R} \) represents a permissible additive slack that depends on the two segments in comparison. For example, if the two segments are youth (1) and adults (2), we may require that \( x(1) \leq x(2) \), i.e., the price offered to the youth segment must be at most that offered to the adults. Similarly, we may require that \( x(2) \leq x(1) + 5 \), i.e., while the adults can be priced higher than the youth, the difference cannot be larger than $5. Such a notion of price fairness has been recently proposed in [13] for the static complete information setting where the revenue functions are known, under the assumption that the slacks are non-negative and symmetric (so that the constraints amount to requiring that \( |x(i) - x(i')| \leq s(i, i') = s(i', i) \) for all segments \( i, i' \)).

In our setting, the natural extension to EFTD results in an online stochastic optimization to maximize unknown concave revenue function with the following trajectory constraints:

\[
\begin{align*}
x_t(i) - x_t(i') & \leq s(i, i'), \quad \forall i, i' \in [N], t \in [T], \\
x_t(i) & \leq x_t(t'), \quad \forall i \in [N], \forall t' \leq t \leq T.
\end{align*}
\]

Note that the sense of conduciveness in this case is that lower prices are preferred, and a concave revenue function is maximized. This is easily modeled in our setting.

2. **Fair pay.** Consider a firm determining the pay levels across various roles depending on the experience level of a candidate. In this case, we can assume \( x_t(i) \) is the annual compensation offered to segment \( i \) in year \( t \), where a segment corresponds to a particular role and an experience level. It is natural to require certain comparative envy-freeness constraints across these segments. For example, it may be necessary to ensure that the pay for a role at a particular experience level is never lower than what has been offered to a lower experience-level candidate for the same role in the past. There could be more such constraints that can be modeled by asymmetric slacks under EFTD. In many scenarios, the employer may not know the optimal compensation levels that balance requisite skills against remuneration costs. EFTD constraints, similar to the first example, would allow the employer to fairly explore and learn the optimal pay levels in such scenarios.

3. **Fair assortment planning.** [13] recently considered the scenario where a platform needs to make assortment planning decisions over \( N \) products/sellers to show to a customer. Each product \( i \) has some weight \( w(i) \geq 0 \) that measures how popular the product is to customers: in particular, upon offering the customers an assortment \( S \) of products, the customers purchase product \( i \in S \) according to the Multinomial Logit Choice (MNL) model, with probability \( w(i)/(1 + w(S)) \) where \( w(S) = \sum_{j \in S} w(j) \). Given a probabilistic assortment choice of the platform, suppose that \( y(i) \) is the probability that \( i \) is included in the assortment, referred to as the visibility offered to product \( i \). [13] propose a notion of fairness that requires that for every product \( i \) and for some \( \delta > 0 \),

\[
y(i) \geq \frac{w(j)}{w(i)} y(j) - \delta, \text{ for all } i, j \in [N].
\]

That is, product \( i \) must get at least as much visibility (with a \( \delta \) slack) as product \( j \) after adjusting for their relative differences in popularity. [13] assume a complete information setting where the platform’s objective function, which is the expected revenue from an assortment, is known. However, one can imagine an incomplete information setting where the objective differs from expected revenue (e.g., customer welfare) and is a priori unknown. In this case, the following temporal extension corresponding to the EFTD constraint can allow the platform to optimize the assortment over time in a fair manner.

\[
\begin{align*}
w(i) y_t(i) & \geq w(j) y_t(j) - \delta w(i), \text{ for all } i, j \in [N], t \in [T], \\
w(i) y_t(i) & \geq w(i) y_{t'}(i), \quad \forall t' \leq t \leq T.
\end{align*}
\]
This constraint can be seen as EFTD constraint by considering $x(i) = y(i)w(i)$ to be the decision corresponding to each group, and the slack $s(i, j)$ is defined to be $\delta w(i)$ for all $j \neq i$. That is,
\begin{align*}
x_t(i) - x_t(j) &\geq \delta w(i), \quad \forall i, j \in [N], t \in [T], \\
x_t(i) &\geq x_t'(i), \quad \forall i \in [N], t' \leq t \leq T.
\end{align*}

3 Related Work

**Stochastic convex optimization.** This work introduces the concept of trajectory-constrained stochastic convex optimization under bandit feedback motivated through the lens of fairness. In general, existing algorithms from the convex optimization toolkit cannot be easily modified to satisfy monotonicity of iterates to satisfy EFTD. In the noiseless bandit feedback setting, Kiefer gave an $O(1)$-regret algorithm, now well known as **GOLDEN-SECTION SEARCH**, for minimizing a one-dimensional convex function \[^{[35]}\]. This algorithm iteratively uses three-point function evaluations to “zoom in” to the optimum, by eliminating a point and sampling a new point in each round. Its mechanics render it infeasible to implement it in a fashion that respects the monotonicity of decisions. For higher dimensions, a $O(1)$-regret algorithm has been designed by \[^{[12]}\]. This algorithm is based on gradient-descent using a one-point gradient estimate constructed by sampling uniformly in a ball around the current point. This key idea recurrently appears in several works on convex optimization with bandit feedback (e.g., \[^{[17], [20], [26]}\]). However, due to the randomness in the direction chosen to estimate the gradient, such an approach does not satisfy monotonicity.

For the case of noisy bandit feedback, \[^{[17]}\] has shown a lower bound of $\Omega(\sqrt{T})$ in the single-dimensional setting that holds for smooth and strongly convex functions and showed that an appropriately tuned version of the well-known Kiefer-Wolfowitz \[^{[36]}\] stochastic approximation algorithm achieves this rate. This algorithm uses two-point function evaluations to construct gradient estimates, which are then utilized to perform gradient-descent. Our near-optimal algorithm in the single dimensional case is the most related to this approach, where we tackle the significant additional challenge that the two-point evaluations need to consistently satisfy monotonicity over time while attaining the same regret bounds (up to logarithmic factors). For the case of convex functions, Agrawal et al. designed an algorithm that achieves the $\tilde{O}(\sqrt{T})$ bound under bandit feedback \[^{[1]}\]. In the one-dimensional case, their approach is the most related to the golden-section search procedure of \[^{[35]}\], and as such, is infeasible to implement in a monotonic fashion.

Though not motivated by fairness concerns, two recent parallel works have considered the problem of ensuring monotonicity of decisions in stochastic optimization under bandit feedback (\[^{[29]}\] and \[^{[12]}\]). Assuming that the functions are one-dimensional and known to be Lipschitz and unimodal, the authors show that the optimal achievable regret is $\Theta(T^{3/4})$, which is higher than the $\Theta(T^{2/3})$ regret achievable without the monotonicity requirement. In contrast, Theorem \[^{[5]}\] implies that under the assumption that the cost functions are smooth, convex, and they satisfy the PL-inequality, the unconstrained optimal regret bound of $\tilde{O}(\sqrt{T})$ is attainable while ensuring monotonicity of decisions (up to logarithmic terms). We also note that, because the settings considered by these other works are more pessimistic in their view of the possible cost functions, algorithm design for optimizing the worst-case turn out to be simpler. In particular, both \[^{[29]}\] and \[^{[12]}\] show that we cannot do better than sequentially traversing the decision space in a fixed direction and using a fixed step size until the utility keeps increasing (as determined by a sequence of two-point hypothesis tests). In contrast, the problem of leveraging gradient information while maintaining monotonicity, while also ensuring negligible impact on regret, results in several novel and non-trivial aspects of our algorithm design.

**Fairness in static decision-making.** Notions of fairness in static decision-making typically ensure that various stakeholders are treated equitably \[^{[45]}\]. Two broad varieties of notions have appeared in this regard. First is the popular notion of **individual fairness** \[^{[19]}\], which requires that similar individuals must receive similar treatments. Formally, if $x(i)$ is the decision received by individual $i$, then individual fairness requires that $|x(i) - x(j)| \leq Kd(i, j)$ for any two individuals $i$ and $j$, where $K > 0$ is some constant, and $d(i, j)$ is a similarity metric that captures some publicly acceptable notion of “distance” between two individuals that dictates the allowable disparity between their decisions. The second notion is **group fairness**, also known as **statistical parity** \[^{[52], [10]}\], under which one demands parity in certain statistics of the decisions across multiple
groups of people, e.g., requiring that two groups of populations in the same role have similar average salaries in an organization. Such parity notions have been proposed in the context of multi-segment pricing recently by [15] and [32]. For example, the notion of price fairness considered by [15] imposes bounds on the price disparity seen across segments, i.e., they require that $|p(i) - p(j)| \leq C_{ij}$ for any two customer segments $i$ and $j$ where $C_{ij} > 0$ is some constant. The common aspect of these two notions is that they impose bounds on the degree of envy felt by entities – either individuals or groups – when comparing their decision to others. The notion of envy-freeness we consider is a generalization of these notions of fairness in that we allow for asymmetric bounds on the disparity in envy.

Temporal notions of fairness in dynamic decision-making. Broadly, four different types of temporal notions of fairness have appeared in the literature on online decision-making. The first type of constraint is a time-independent fairness constraint in which a static fairness constraint must be satisfied independently in each period. For example, [14] and [16] consider a multi-segment dynamic pricing problem where the price fairness constraint of [15] must be satisfied in each time period.

In contrast, the second type of fairness constraint is what we refer to as a time-dependent decision-adaptive fairness constraint. FTD is an example of this type of temporal constraint. Such constraint changes depending on the decisions taken in the past, but is agnostic to the outcomes of the decisions. Similar constraints have appeared in recent and parallel literature. For example, [16] requires that the price offered to a particular segment must be close to the prices offered to the same segment over the past $k$ time periods (in addition to satisfying the price fairness constraint across segments every time period). Such a sliding-window fairness constraint was also considered by [27] in the context of adaptive supervised learning.

In a similar vein, and the most related to our paper, [23] define the notion of individual fairness in hindsight in the context of contextual bandit problems. This is a temporal version of the static notion of individual fairness that guarantees individual fairness at the time of decision based on some underlying similarity metric. Our objective of EFTD is a significant generalization of this notion that goes beyond individual fairness objectives for static decision-making (e.g., unlike individual fairness, we can model asymmetric allowable disparities across groups). Moreover, the technical analysis of [23] is restricted to an abstract contextual bandit setup where the decision-maker tries to distinguish between a finite set of utility models. Our framework, on the other hand, considers a general stochastic convex optimization formulation that is applicable in a broader variety of settings.

The third type of temporal fairness constraint is what we refer to as a time-dependent outcome-adaptive fairness constraint, where the constraint can change as the outcomes from the decisions change. For example, [31] has introduced a fairness constraint in a contextual bandit setting requiring that preferential treatment be given to an arriving entity only if it is known with high enough certainty that such preferential treatment is justified by current estimates of the mean rewards resulting from the treatment. Thus, as entities are administered decisions over time, certainty in their reward distributions increases, and they can eventually be treated differently. A Bayesian version of this idea was proposed by [39] in the non-contextual bandit setting, in which decisions are constrained to be fair with respect to the posterior reward distributions of the arms at any time. In this way, as the posterior distributions converge to the true distributions, violations of the desired fairness constraint should diminish. In a similar vein, [44] consider a problem of ensuring group fairness in hiring, where uncertainty is modeled using a partial order and decisions are constrained to be consistent with the partial order at any time.

The fourth type of temporal fairness constraint asks for fairness of certain decision statistics, either ex ante or ex post, across arriving entities over time. For example, [41] considers a sequential resource allocation setting where entities arrive over time with certain demands and the goal is to maximize the minimum fill rate. [40] similarly considers the problem of maximizing the minimum service rate across different groups in an online bipartite matching setting. The main difference from the other three types of constraints is that one doesn’t necessarily seek to guarantee comparative fairness for an entity arriving at a point in time, but rather one guarantees fair treatment of groups of entities across time. A general framework for satisfying such time-average fairness constraints in the context of kidney transplantation has been proposed by [6].
Algorithm 1: Lagged Gradient Descent (Lgd) (noiseless bandit)

input: smoothness parameter $\beta$, $T$, initial lagged point $x'_1$, lag size $\delta = T^{-1/2}$
1 Set $x_1 \leftarrow x'_1 + \delta$, and observe $f(x'_1)$ and $f(x_1)$
2 for $t = 1, \ldots, T/2$ do
3  Let $\bar{\nabla}_t \leftarrow \frac{f(x'_t) - f(x'_1)}{x'_t - x'_1}$
4  if $-\frac{1}{\beta} \bar{\nabla}_t \geq (1 + \gamma)\delta$ then
5    Sample $f(\cdot)$ at $x'_{t+1} = x'_t - \frac{1}{\beta} \bar{\nabla}_t - \delta$ (lagged iterate)
6    Sample $f(\cdot)$ at $x_{t+1} = x'_{t+1} + \delta$ (non-lagged iterate)
7  else
8    Exit from loop and stabilize at $x_t$

4 Regret-optimal EFTD algorithms without noise

In this section, we discuss algorithm design for the problem introduced in Section 1.1 in the case of noiseless feedback, i.e., under the assumption that $\varepsilon_{i,t} = 0$ for all $i \in [N]$ and $t \in [T]$.

To build some intuition, imagine that we had noiseless first-order information. Then, by applying gradient descent with jumps of $-\frac{1}{\beta} \nabla f(x_t)$, one would converge monotonically toward the optimum. However, in the case of noisy bandit setting, one must sample multiple points to obtain a gradient estimate, and it is non-trivial to do so in a monotonic fashion. In this section, we handle the case of the bandit feedback without noise, and then discuss how to handle problems stemming from noisy feedback in Section 5.

Recall from Assumption 1.1 that $\mathcal{F}$ is the class of convex and $\beta$-smooth functions which additionally satisfy the Polyak-Lojasiewicz (PL) inequality with parameter $\alpha$. For expositional clarity, we first discuss the single-group setting (Section 4.1), and then the multi-group setting (Section 4.2).

4.1 Algorithm design for $N = 1$ group

We first consider algorithm design in the single-group noiseless bandit setting: given a decision $x \in \mathcal{X}$, the algorithm observes $f(x)$. In this setting, the EFTD constraints reduce to monotonicity in decisions; that is, decisions are weakly increasing over time.

We present a monotonic procedure called LAGGED GRADIENT DESCENT (Lgd) (Algorithm 1) for this setting, which is a variation on classical gradient descent. At each round, we use two queries (one at $x_t$ and one at a “lagged” point $x'_t = x_t - \delta$) to estimate the gradient. With some abuse of notation, we will let $x_1, x_2, \ldots$ denote non-lagged iterates in this process. The algorithm therefore terminates when $T$ total samples have been taken, or at decision $x_{\lfloor T/2 \rfloor}$.

The lag size $\delta$ is a parameter which will be tuned for minimizing the regret of the overall scheme. Since we need to ensure monotonicity of iterates, we need to sample first at the lagged point $x'_1$ and next at $x_1$ to get an estimate of the gradient. We then move by an amount proportional to the estimated gradient.

While increasing decisions, even in this non-noisy case, we need to be careful about not excessively overshooting the optimum point, which could result in high regret due to the monotonicity constraint that disallows backtracking. To avoid overshooting, we move proportional to the gradient from the lagged point $x'_t$ instead of from $x_t$. Since the estimated gradient $\bar{\nabla}_t$ in LAGGED GRADIENT DESCENT is less steep than the true gradient at $x'_t$, the smoothness of $f$ allows us to ensure that we never overshoot. However, since we jump from $x'_t$ instead of $x_t$, a small jump (of a magnitude smaller than $x_t - x'_t$) would violate monotonicity. To avoid this, we jump forward only if the gradient is steep enough; in particular, if the magnitude of the estimated gradient is at least $\beta (1 + \gamma)\delta$, for some $\gamma > 1$ (see Theorem A.1), we stay at the current decision for the remaining time.

Lemma 4.1 below shows that the decisions resulting from LAGGED GRADIENT DESCENT (Lgd) are monotonic, avoid overshooting, and converge at an exponential rate.

Lemma 4.1. Let $f : \mathcal{X} \to \mathbb{R}$ be a function satisfying Assumption 1.1. Let $x_1, \ldots, x_{T/2}$ be the non-lagged points generated by LAGGED GRADIENT DESCENT (Algorithm 1), and assume that $x_1 \leq x^* = \arg \min_{x \in \mathbb{R}} f(x)$. Then, for $\gamma > 1$, the following hold:
1. Decisions increase monotonically toward the optimum: \(x_1 \leq x_2 \leq \cdots \leq x_{T/2} \leq x^*\).

2. Convergence rate up to halting is: \(h_t = f(x_t) - f(x^*) \leq h_1 e^{-c(t-1)}, \text{ where } c = \frac{1}{2\beta} - \frac{1}{(1+\beta)^2}\).

To prove the first statement of Lemma \[\text{A.1}\] we use smoothness and the fact that we jump using a shallow gradient to show that the iterates do not overshoot. To show the convergence rate, we begin by exploiting smoothness to show that \(h_{t+1} - h_t \leq -c\|\nabla f\|^2\). We then use the PL condition to relate \(\|\nabla f\|^2\) to \(h_t\), which ultimately results in a contraction in \(h_t\) (see Appendix \[\text{A.1}\]).

With this convergence rate established, we can calculate a regret bound for LGD. We can break the regret of this procedure into three categories: regret during exploration, regret due to stopping (i.e., regret incurred after the “for loop” has ended), and regret due to potential overshooting (which is 0 by Lemma \[\text{A.1}\]). We balance these three to obtain an \(O(1)\) regret bound.

**Theorem 4.1.** Assume that \(x^* = \arg\min_{x \in \mathbb{R}} f(x)\), the initial lagged point satisfies \(x'_1 < x^*\), and fix \(\delta = T^{-1/2}\) and \(\gamma = 1 + \frac{1}{\log T}\). Then LAGGED GRADIENT DESCENT (Alg. \[\text{1}\]) is a \(O(1)\)-regret EFTD algorithm for optimizing a convex and \(\beta\)-smooth function in the noiseless bandit setting.

Theorem \[\text{4.1}\] shows that imposing monotonicity essentially has no effect on the optimal asymptotic regret of the noiseless setting: a non-monotonic constant-regret procedure is already known \[\text{[35]}\], and LGD is a monotonic \(O(1)\)-regret procedure. Moreover, if the objective function is only known to be smooth and convex, then one can tweak the analysis to show that LGD achieves \(O(1)\)-regret by setting \(\delta = T^{-1}\) (see Theorem \[\text{A.1}\] in Appendix \[\text{A.1.1}\]).

### 4.2 Algorithm design for \(N \geq 2\) groups

In this section, we detail algorithm design for \(N\) groups assuming noiseless bandit feedback. Recall that the objective function \(f\) is separable, convex, smooth, and satisfies the PL inequality (Assumption \[\text{1.1}\]). We will extend the 1-dimensional algorithm to multi-dimensions. Ensuring EFTD in the presence of multiple groups imposes two types of constraints across decisions over time, as discussed before:

1. Coordinate-wise monotonicity, i.e. \(x_t(i) \geq x_u(i)\) for \(1 \leq t' \leq t \leq T\) and for \(i \in [N]\),

2. Cross-coordinate EF constraints, i.e., \(x_t(i) \geq x_t(j) - s(i,j)\) for all \(1 \leq t \leq T\) and \(i, j \in [N]\).

**Algorithmic approach.** We will start monotonically optimizing each group in isolation, switching to the next group whenever we are close enough to a cross-coordinate constraint, or a group-specific optimum is attained. In other words, we employ a form of coordinate descent across the group dimensions while ensuring we always satisfy the EF constraints. This approach, however, does not converge to the constrained optimum, just as stated. For example, consider the scenario in Figure \[\text{2}\] (a). In this scenario, the first coordinate \(x_t(1)\) cannot move toward its optimum in isolation, since \(x_t(1)\) is at a tight constraint. At the same time, \(x_t(2)\) is at its optimum, so it will not move in isolation under gradient descent mechanics. Thus, monotonic coordinate descent will not converge to the joint constrained optimum \(x^*_C\).

To address this issue, our idea is to **combine groups** whenever they are unable to move towards their individual optima due to EF constraints (in other words, by combining groups, we jump to the appropriate face of the EF polyhedron) and then continue with coordinate descent on these clusters of groups. For illustrative purposes, we first describe our \(N\)-group method as a continuous-time algorithm with access to perfect gradient feedback. Our method involves two mechanisms: a coordinate descent mechanism, in which we optimize each group separately, and a cycle-then-combine mechanism, which dictates how the clusters are combined.

1. **Coordinate descent dynamics (continuous-time).** Starting with \(x_0(1) = \cdots = x_0(N) = x_{\text{min}}\), pick an arbitrary coordinate, say \(i\), and increase it while keeping the other coordinates fixed until either (a) \(\nabla f_i(x_t(i)) = 0\), or (b) \(x_t(i)\) has hit some constraint. Switch to the next coordinate and repeat until no coordinates can move. Once that happens, go to Step 2.
Figure 2: (a) Example of a scenario in which monotonic coordinate descent does not converge to the constrained optimum $x^*_C$. Here, $x_t(1)$ cannot be optimized further, since it is at a tight constraint, and $x_t(2)$ cannot be optimized further, since it is already at its optimum. Yet, $x_t$ still has not attained its joint constrained optimum of $x^*_C$. (b) Trajectory of the continuous-time algorithm.

2. Cycle-then-combine dynamics (continuous-time). If $\nabla f_i(x_t(i)) = 0$ for all $i \in [N]$, then we are done – the EF constraint is not binding, and the unconstrained optimum is the same as the constrained optimum. Else, there is some $i, j \in [N]$ such that $\nabla f_i(x_t(i)) = 0$ and $x_t(j) = x_t(i) + s(i, j)$ (see Claim 4.1). At that point, we can deduce that the corresponding EF constraint will be tight at the optimum, which means we can combine groups $i$ and $j$ into a cluster $\{i, j\}$ and optimize their joint objective $f_{\{i,j\}}(x_t(i), x_t(j)) = f_i(x_t(i)) + f_j(x_t(i) + s(i, j)) = \psi_{\{i,j\}}(x_t(i))$, where we will refer to $i$ as cluster $\{i, j\}$’s representative. Return to Step 1, replacing groups $i$ and $j$ with cluster $\{i, j\}$.

See Figure 2 (b) for an example of the trajectory of this continuous-time algorithm for two groups. Convergence of the above continuous-time method hinges on the ability to combine clusters when they get stuck. This is argued below.

Claim 4.1 (continuous-time algorithm does not get stuck). Suppose the continuous-time algorithm has partitioned $[N]$ into clusters $C_1, C_2, \ldots, C_k$ at time $t$; in other words, for all $t' \geq t$, all $j \in [k]$, and all $i_1, i_2 \in C_j$, the gap in decisions of $i_1$ and $i_2$ is held constant (i.e., these decisions are “locked” relative to each other):

$$x_{t'}(i_1) - x_{t'}(i_2) = x_t(i_1) - x_t(i_2).$$

Let $f_{C_j}(x) = \sum_{i \in C_j} f_i(x(i)) = \psi_j(x(i_j))$ be the objective associated to cluster $C_j$, where $i_j$ is a representative group from cluster $C_j$ (note that the decisions of all other groups from $C_j$ are fully determined as a function of $x(i_j)$ given the relative gaps that are held constant). Now suppose that no cluster can move according to the gradient descent mechanism; that is, for every cluster $C_j$, either (1) the cluster is at its optimum, i.e., $\psi'_j(x_t(i_j)) = 0$, or (2) $C_j$ is at a tight constraint, i.e., $x_t(i_1) = x_t(i_2) + s(i_1, i_2)$ for some $i_1 \in C_j$ and $i_2 \notin C_j$. Then one of the following holds:

(a) every cluster is at its optimum (i.e., $\psi'_j(x_t(i_j)) = 0$ for all $j \in [k]$), or

(b) there exists clusters $C_{j_1}, C_{j_2}$ such that $C_{j_2}$ is at its optimum and $C_{j_1}$ is constrained by cluster $C_{j_2}$ (i.e., $\psi'_{j_2}(x_t(i_{j_2})) = 0$ and $x_t(i_1) = x_t(i_2) + s(i_1, i_2)$ for some $i_1 \in C_{j_1}$ and $i_2 \notin C_{j_2}$).

The proof of this claim has the following structure. First, a directed graph $D = ([C_1, \ldots, C_k], A)$ is created, where an arc $(C_i, C_j)$ means that some group in $C_i$ is constrained by some group in $C_j$. If not all clusters are at their optima, then this graph is non-empty. Moreover, one can show that it is acyclic, by the non-degeneracy of slacks. This implies the existence of a node with positive in-degree and zero out-degree, which satisfies condition (b) in the claim. See Appendix A.2 for the full proof.
To show that the continuous-time algorithm converges to the constrained optimum, we need to additionally show that the algorithm never overshoots the constrained optimum. To that end, observe that in the course of the continuous-time algorithm, no cluster overshoots its unconstrained optimum, since the gradient descent mechanics will cause cluster $C_j$ to stop when $\psi_j^*(\cdot)$ is 0. The following crucial claim then implies that no cluster can overshoot the constrained optimum.

**Claim 4.2** (no overshooting the constrained optimum). Let $f$ be an objective function satisfying Assumption 1.1 with unconstrained optimum $x^*$ and constrained optimum $x^*_C$, where the feasible set is an EF polyhedron. Then for any feasible $x$ satisfying $x \leq x^*$, it must be that $x \leq x^*_C$.

Note that this claim does not hold generally for polyhedra other than EF. Claim 4.1 and Claim 4.2 imply that the continuous-time approach above, with access to perfect gradient information, converges to the constrained optimum. In our bandit setting with discrete time, however, decision steps are discrete. We thus adapt the above continuous-time procedure to a discrete-time procedure. In this discrete time procedure, we will assume that we obtain perfect gradient feedback for each decision. This assumption is costless from the perspective of the asymptotic regret guarantee since one can leverage the noiseless bandit feedback to construct arbitrarily accurate gradient estimates using arbitrarily close two-point function evaluations.

- **Coordinate descent dynamics.** Suppose we are optimizing Group $i$. We begin by observing the gradient $f_i'(x(i))$ at the current iterate $x(i)$ and calculating the next gradient-descent iterate $x(i) - \frac{1}{\beta_i} f_i'(x(i))$. The coordinate $x(i)$ is then increased as much as possible in the direction of gradient-descent update while remaining feasible. Move onto the next group once one of the following happens: a gradient-descent update has been performed, the group is at a constraint, or $f_i'(x(i))$ is close to 0.

As with the continuous-time approach described above, a cluster-combination mechanic can be introduced to avoid clusters getting stuck prior to reaching the constrained optimum.

- **Cycle-then-Combine procedure.** At the beginning of the algorithm, place each group in its own set, which we call a *cluster*: $\{1\}, \{2\}, \ldots, \{N\}$. When we reach a point at which no groups can move in isolation, we find two groups $i, j$ for which (1) group $i$ is at its optimum, and (2) group $j$ is constrained by group $i$. We then combine the two groups into one cluster $\{i, j\}$, and optimize their joint objective $f_i(x(i)) + f_j(x(j))$ for the rest of the time horizon. We can combine clusters containing multiple groups each in a similar fashion. When optimizing a cluster, we treat the cluster as a single (one-dimensional) group, moving all component groups by the same amount each iteration. Each time this procedure is performed, the number of clusters decreases by one.

A high-level description of the algorithm, called NC$^2$-LGD, can be found in Algorithm 2. A more detailed description (Algorithm 3) and a description of all notation used in the algorithm can be found in Appendix A.2. As we will argue, this approach converges to the optimum and results in logarithmic regret.

**Theorem 4.2.** Suppose the objective function $f$ satisfies Assumption 1.1. The multi-group algorithm assuming perfect gradient access, Algorithm 2, attains a regret of $O(N^2 \log T)$.

**Proof sketch.** To prove the claim, we must first argue that the algorithm is correct (i.e., the steps are implementable), and then argue that the regret is constant. For correctness, we must argue that whenever the algorithm gets stuck (i.e., no cluster can move in isolation), then two clusters satisfying the following property can be found: one cluster is at its optimum, and the other is constrained by the first. This follows from Claim 4.1.

To bound the regret of the algorithm, we first note that the number of incomplete gradient descent jumps (i.e., those which cannot be fully made due to the EF constraints) can be bounded by a number which depends on the EF constraints and is polylogarithmic in $T$. To see this, first note that convergence under Assumption 1.1 is exponential (see the proof of Theorem 4.1 in Appendix A.1), so it takes $O(\log T)$ updates until a cluster reaches its small-gradient threshold of $T^{-1}$. Thus, for a particular cluster $C$, the total number of iterations (over all clusters) until $C$ reaches the small-gradient threshold is $O(N \log T)$. Since there are at most $N$ clusters, we can conclude that the total number of incomplete gradient descent jumps is $O(N^2 \log T)$. The remaining jumps therefore advance toward the current constrained optimum at an exponential rate (i.e., $h_t \in O(e^{-ct})$), for some constant $c$. 
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α ally satisfy the Polyak-Lojasiewicz (PL) inequality with parameter δ accurate gradients. As we will discuss in the next section, when noise is introduced, there is a trade-off between the magnitude of δ regret from erroneous combinations is o combinations. Since we have exponential convergence at all but logarithmically many iterations, and the optimum. However, the new constrained optimum (that is, the constrained optimum which incorporates this new constraint) is at most O(1) away from the old constrained optimum. Thus, even if clusters are combined erroneously, the ultimate constrained optimum x will have instantaneous regret on the order of 1/T^2 (by PL). The algorithm therefore incurs a regret of o(1) (ignoring factors of N) from these erroneous combinations. Since we have exponential convergence at all but logarithmically many iterations, and the regret from erroneous combinations is o(1), the total regret of the algorithm is O(N^2 log T).

One important aspect of the noiseless setting is that gradient estimation is easy: one simply requires two samples have been taken do

if no cluster can move then
  if each cluster is constrained by some other cluster then
    Combine tight clusters to get a coarser partition Π.
  else
    There is a cluster C that is at a tight constraint imposed by some group in cluster D, and
    |ψ_A(x(min D))| < T^{-1}
    Combine clusters C and D and update the partition Π.

Sampling: Select a cluster to sample and select its representative group i
if there are points to sample in the queue for cluster i then
  sample point x(i) for group i
  Calculate ψ_A(x(i))
  Add x(i) = 1/2ψ_A(x(i)) to queue for group i
if |ψ_B(x(min B))| < T^{-1} for every cluster B ∈ Π then
  Exit the while loop and remain at point x for the remaining iterations

Since the small-gradient threshold 1/T is positive, the algorithm may erroneously combine clusters. When this happens, the algorithm locks the two clusters together, preventing convergence to the constrained optimum. However, the new constrained optimum (that is, the constrained optimum which incorporates this new constraint) is at most O(1/T) away from the old constrained optimum. Thus, even if clusters are combined erroneously, the ultimate constrained optimum x will have instantaneous regret on the order of 1/T^2 (by PL). The algorithm therefore incurs a regret of o(1) (ignoring factors of N) from these erroneous combinations. Since we have exponential convergence at all but logarithmically many iterations, and the regret from erroneous combinations is o(1), the total regret of the algorithm is O(N^2 log T).

One important aspect of the noiseless setting is that gradient estimation is easy: one simply requires two samples, and additionally, the gap δ between the samples can be arbitrarily small, resulting in arbitrarily accurate gradients. As we will discuss in the next section, when noise is introduced, there is a trade-off between the magnitude of δ and the number of samples required to accurately estimate the gradient. This tension ultimately results in a higher regret bound.

5 Regret-optimal EFTD algorithms in the presence of noise

In this section, we tackle the challenges that arise in designing EFTD algorithms in the presence of noise. Recall once again from Assumption 1.1 that F is the class of convex and β-smooth functions, which additionally satisfy the Polyak-Lojasiewicz (PL) inequality with parameter α. Furthermore, we make the following assumption on the noise sequences that is commonly made in the literature.

Assumption 5.1. (Sub-Gaussian Noise) For each i, and a sequence of decisions x_1(i), . . . , x_T(i), the random variables ε_{i,1}, . . . , ε_{i,T} are independent, have zero mean, and are sub-Gaussian: there exists a constant c > 0 such that P(ε \geq s) \leq 2e^{-cs^2} for all s. We also assume that they have bounded norm max_{i,t} ||ε_{i,t}||_{\psi_2} \leq E_{\max}, where ||ε_{i,t}||_{\psi_2} = \inf \{ t > 0 : E[exp(ε_{i,t}^2/s^2)] \leq 2 \}.

Note that the distribution of ε_{i,t} in this case can potentially depend on x_r(i). Since several ideas will be necessary for designing a near-optimal-regret algorithm that satisfies EFTD with noisy bandit feedback, we break down this problem based on the number of groups. In Section 5.1 we will consider the single-group
setting; then, in Section 5.2 we will consider the case of \( N = 2 \) groups; finally, in Section 5.3 we will build upon these ideas for \( N > 2 \).

### 5.1 Algorithm design for \( N = 1 \) group

We begin by discussing the challenges inherent to decision-making under noisy bandit feedback even in the simplest single dimensional case.

**Challenges due to noisy bandit feedback.** Let us try to replicate the approach in LAGGED GRADIENT DESCENT, in which we utilize Kaczmarz calculations with a fixed lag size \( \delta \) to estimate the gradient step, and stop updating the iterate when the gradient becomes \( O(\delta) \) in magnitude. In the absence of noise, the secant is always sandwiched between the true gradients at \( x_t \) and the lagged point \( x_t - \delta \) by the mean value theorem. Thus, moving from the lagged point using the secant ensures that the algorithm never overshoots the optimum. But when the function evaluations are noisy, it takes \( \Theta(1/\delta^4) \) function evaluations at \( x_t - \delta \) and \( x_t \) to evaluate the secant \( \frac{f(x_t) - f(x_t - \delta)}{\delta} \) up to an error of \( O(\delta) \), by Hoeffding’s inequality. Such high sampling rates may be acceptable when the algorithm iterates are very close to the optimum, but will lead to a high (linear) regret when the iterates are farther from the optimum. Thus, \( \delta \) cannot be set to be too small. To see this, suppose one uses \( \delta = T^{-1} \), the number of samples required at each point is \( \Omega(T^4) \) which is too high.

At the same time if \( \delta \) is too large then the algorithm may stop far from the optimum, since the local gradient may prematurely become small enough relative to the lag size that jumping from a lagged point may violate monotonicity. By the PL inequality, stopping at a point \( x_t \) with \( |x^* - x_t| < \delta \) implies that \( h_t = f(x_t) - f(x^*) \leq c\delta^2 \) for some constant \( c > 0 \) at the stopping point. Thus, assuming \( h_t \) decays exponentially (which will be shown below), the regret would be bounded by a polylogarithmic multiple of

\[
\frac{1}{\delta^4} \sum_t h_t + cT\delta^2 = \frac{r}{\delta^4} + cT\delta^2 \quad \text{for some constant } r > 0.
\]

One can balance the sampling regret of \( \delta^{-4} \) with the stopping regret of \( T\delta^2 \) by choosing \( \delta = T^{-1/6} \), which results in a regret bound of \( O(T^{2/3}) \).

---

**Algorithm 3: Adaptive Lagged Gradient Descent (ADA-LGD)**

**Input:** smoothness \( \beta \geq 1 \), time horizon \( T \), feasible set \( \mathcal{X} = [x_{\min}, x_{\max}] \), initial lag size \( \delta_1 \), lag transition parameter \( \gamma = 16\beta q \in (0, 1) \), noise sub-Gaussian norm bound \( E_{\max} \), and gradient adjustments \( \varepsilon_1(x) = (1 + \beta)x \) and \( \varepsilon_2(x) = x \).

```
1. \( \delta_i \leftarrow q^{-1}\delta_1 \) for \( i \geq 2 \), \( \xi_i \leftarrow 1 - q \), \( n(d) = 2 E_{\max}^2 \log \frac{d}{\delta} \) for any \( d \), \( x_1 \leftarrow x_{\min} + \delta_1 \), \( t \leftarrow 1 \), \( i \leftarrow 0 \)
2. repeat
   3. repeat
      4. \( \bar{f}(x_t) \leftarrow \text{average of } n(\xi \delta_i) \text{ samples at } x_t - \delta_i \) \hspace{1cm} // estimate \( f(x_t - \delta_i) \)
      5. \( \bar{f}(x_t - \delta_{i+1}) \leftarrow \text{average of } n(\xi \delta_i) \text{ samples at } x_t - \delta_{i+1} \) \hspace{1cm} // estimate \( f(x_t - \delta_{i+1}) \)
      6. \( g_{t}^{(i)} \leftarrow \frac{\bar{f}(x_t - \delta_{i+1}) - \bar{f}(x_t - \delta_i)}{\delta_i} + \varepsilon_1(\delta_i) \) \hspace{1cm} // compute the approximate secant
      7. if \(-g_{t}^{(i)} \leq \gamma \delta_i \) then
         8. \( i \leftarrow i + 1 \)
      9. until \(-g_{t}^{(i)} > \gamma \delta_i \)
   10. \( \bar{f}(x_t) \leftarrow \text{average of } n(\delta_i) \text{ samples at } x_t \) \hspace{1cm} // estimate \( f(x_t) \)
   11. \( \bar{\nabla}_t \leftarrow \frac{\bar{f}(x_t) - \bar{f}(x_t - \delta_i)}{\delta_i} + \varepsilon_2(\delta_i) \) \hspace{1cm} // compute the approximate secant
   12. Compute \( x_{t+1} \leftarrow x_t - \delta_i - \frac{\varepsilon_1(\delta_i)}{\bar{\nabla}_t} \)
   13. if \( x_{t+1} > x_{\max} \) then
      14. \( \text{Set } x_s \leftarrow x_{\max} \text{ for all } t + 1 \leq s \leq T \)
   15. \( t \leftarrow t + 1 \)
3. until \( T \) samples have been taken
```
Figure 3: Illustration of the points: the algorithm starts exploring at $x_{\min} = x_1 - \delta_1$ followed by $x_1 - \delta_2$. In this case, Phase 1 consists of $x_1$, Phase 2 consists of $x_2$ and $x_3$, Phase 3 consists of $x_4$, and Phase 4 consists of $x_5$; the step-size indices are $n_1 = 2$, $n_2 = 5$, $n_3 = 8$, and $n_4 = 9$. The computation of $x_{t+1}$ is given by approximate gradient from the chosen lagged point, as depicted by the dotted lines, using the estimate $
abla_t(x_1 - \delta_1, x_t)$ obtained by sampling at $x_t - \delta_i$ and $x_t$.

However, it turns out that we can do strictly better and obtain the near-optimal regret rate of $\tilde{O}(\sqrt{T})$ by choosing the lag sizes adaptively. The key idea is that if the algorithm stops moving with a particular lag size $\delta$, then we reduce the lag size so that the algorithm can continue to proceed. This ensures that smaller lag sizes and correspondingly higher sampling rates are utilized only when the iterates are closer to the optimum when they do not result in high regret.

This approach, however, presents a crucial challenge: when estimating the secant at a point $x_t$ and a lagged point $x_t - \delta$, the decision of whether the lag size must be reduced from $\delta$ to some smaller quantity must be made before we sample at $x_t$ to insure monotonicity of the iterates. To address this challenge, we design a novel algorithm that respects monotonicity while searching for the correct lag size.

Adaptive Lagged Gradient Descent. We develop a novel procedure called ADAPTIVE LAGGED GRADIENT DESCENT (Ada-Lgd) (Alg. 3) in this section. In this procedure, there are “non-lagged” iterates, denoted as $(x_t)_{t \in \mathbb{N}}$ (abusing notation), and “lagged” iterates denoted in relation to the non-lagged iterates, e.g., $x_t - \delta_i$ for some specified lag size $\delta_i$. For any non-lagged iterate $x_t$ such that $x_{t+1} = x_t - \frac{1}{\beta} \nabla_t - \delta_i$, we say that $\delta_i$ is the lag size of $x_t$.

We now describe how Ada-Lgd reduces the lag sizes in a monotonic manner. Suppose the current lag size is $\delta_i$, and we are sampling at $x_t - \delta_i$. Right after sampling at $x_t - \delta_i$, we sample at $x_t - \delta_{i+1}$ (where $\delta_{i+1} = q\delta_i$ for some $q < 1$). This has the benefit of providing a gradient estimate at $x_t - \delta_{i+1}$, which in turn gives us an estimate of the gradient at $x_t$. The latter can be used in deciding whether or not the lag size should indeed be reduced to $\delta_{i+1}$ or lower. If yes, then we continue to sample at $x_t - \delta_{i+2}$ and continue the search for the right lag size; else, we finally sample at $x_t$ and continue the secant descent procedure. Such pre-emptive sampling to search for the correct lag size thus guarantees monotonicity.

For ease of exposition, it is useful to partition the non-lagged iterates into phases based on their lag sizes. More precisely, we say that the lag size of non-lagged iterate $x_t$ is $\delta_i = q^{i-1}\delta_1$ if $x_{t+1} = x_t - \delta_t - \nabla_t(x_t - \delta_t, x_t)$, where $\nabla_t(x_t - \delta_t, x_t)$ is the gradient estimate obtained from samples at $x_t - \delta_t$ and $x_t$. The non-lagged iterates with the same lag size form a phase, and the lag size of iterates in Phase $j$ is denoted $\delta_{n_j} = q^{n_j-1}\delta_1$.

For example, in Figure 3 $x_1$ is the only member of Phase 1, and the members of Phase 2 are $x_2$ and $x_3$. Note that multiple lag sizes can be skipped between $x_t$ and $x_{t+1}$, so it may be the case that $n_{i+1} > n_{i+1}$ for phases $i$ and $i+1$. For example, the first jump in Figure 3 is taken with a lag size of $\delta_2 = q\delta_1$. While sampling
at \( x_2 - \delta_2 \) and \( x_2 - \delta_3 \), since the estimated gradient is not steep enough, the algorithm begins sampling at \( x_2 - \delta_4 \). The algorithm decreases the lag size twice more before deciding that \( \delta_5 \) is an appropriate lag size. Theorem 5.1 formalizes the regret guarantee achieved:

**Theorem 5.1.** Assume that \( f \) satisfies Assumption 1.1, \( x^* = \arg\min_{x \in \mathbb{R}} f(x) \in (x_{\min}, x_{\max}] \), and assume the noise is mean zero, independent, and sub-Gaussian of bounded sub-Gaussian norm (Assumption 5.1). Then ADA-LGD (Algorithm 3) satisfies EFTD and, with an input of \( \delta_1 = 1/\log T \), \( \gamma = 16\beta \), any \( q \in (0, 1) \), and \( p = T^{-2} \), incurs regret of order \( O((\log T)^2T^{1/2}) \).

There are several steps in the proof of Theorem 5.1 which are presented in Appendix A.1. Here, we present a proof sketch.

**Proof sketch.** We first show that all the secant estimates are accurate using Hoeffding’s inequality (Claim B.1 in the proof). Then, by shifting the secant estimate slightly (line 11 in the algorithm), we obtain with high probability an underestimate (in magnitude) of the true secant. Thus, by the same smoothness argument used in the proof of Lemma 4.1, jumping by the shifted secant estimate will avoid overshooting (Claim B.2). We then show that the iterates are monotonic (Claim B.3), and that we achieve exponential convergence to the optimum (Claim B.4) (again, with high probability) across all the iterates, regardless of lag size.

With these facts in mind, we can proceed to the regret analysis. To that end, let \( q^{n(t)}\delta_1 \) be the lag size of \( x_t \). Then, the number of samples taken at \( x_t \) is approximately \( 1/q^{4n(t)} \approx 1/\sqrt{f(x_t)}^4 \). Putting all of this together, the expected regret is of order

\[
\sum_t \frac{h_t}{|\nabla f(x_t)|^4}. \tag{8}
\]

To bound (8), we consider cases where \(|\nabla f(x_t)| \geq T^{-1/4} \) and \(|\nabla f(x_t)| < T^{-1/4} \) separately. Letting \( T' \) be the number of non-lagged iterates until the gradient is less than \( T^{-1/4} \) in magnitude, one can show that \( T' \in O(\log T) \). Thus, we can bound regret as follows, where \( g \leq h \) means that \( g \in O(h) \).

\[
\text{regret}_T \lesssim \sum_{t=1}^{T'} \frac{h_t}{\nabla f(x_t)}^4 + \sum_{\text{remaining pts } x} (f(x) - f(x^*)) \leq \sum_{t=1}^{T'} \frac{1}{\nabla f(x_t)^2} + \sum_{\text{remaining pts } x} \nabla f(x)^2
\]

\[
\lesssim T^{1/2}T' + T^{-1/2}T \lesssim T^{1/2}. \quad \square
\]

### 5.2 Algorithm design for \( N = 2 \) group

Recall from Section 4.2 that the EFTD constraints impose group-wise monotonicity constraints and cross-coordinate constraints. Our algorithmic approach to extend the algorithms in multiple dimensions to the bandit setting are similar at a high level to NC2-LGD, however there are critical modifications that are necessary to deal with noisy feedback. In particular, we incorporate adaptive lags, which allows us to increase the sampling rate as iterates approach the constrained optimum as we did in ADA-LGD. We build the approach from the case of \( N = 2 \) for ease of exposition, and then argue convergence in the general case of \( N > 2 \) by induction in Section 5.3. Recall that given two groups, the EF constraints are \( x_t(1) \geq x_t(2) - s(1, 2) \) and \( x_t(1) \geq x_t(2) - s(2, 1) \) for all \( t \in [T] \). The latter constraints bound the decisions given to Group 1 from below by decisions given to Group 2 in the past, and vice versa. To denote the index different from “\( i \)”, we will use shorthand “\( -i \)”.

In order to convert the continuous time dynamics of coordinate descent and cluster combination from Section 4.2 to the discrete bandit setting, we use a similar discretization as ADA-LGD, where for each coordinate, we compute non-lagged iterates and slowly move towards these iterates using lagged iterates while searching for the right lag size to estimate the gradient. However, due to the 2-group setting, a number of methodological adaptations must be made to overcome the following:

1. The unconstrained optimality for a particular group, i.e., \( \nabla f_i(x_t(i)) = 0 \), can only be approximately detected. This means that (a) determining when to enter the combined phase must be carefully determined, and moreover (b) the trigger for switching between groups in the coordinate descent phase must be adapted as well (recall that reaching optimality for a group triggered the switch to the other group in the continuous-time method).
SCAda-Lgd

We explain our novel discrete-time bandit algorithm SCAda-Lgd below, which addresses the above-mentioned concerns. A high-level description this algorithm can be found in Algorithm [3] and a more detailed description can be found in Algorithm [6] in Appendix [3]. SCAda-Lgd discretizes the continuous-time dynamics from Section 4.2 resulting in the following phases:

(2) Recall that the analysis of Ada-Lgd depended on controlling the lag sizes and resulting gradient accuracy as the sampling process approached the optimum. Since the two groups may have different derivatives at the current point, their lag sizes may differ significantly as well. This raises an issue as the group with the smaller derivative will spend more time sampling, thus causing the other group to incur regret in the meantime. Moreover, if the two groups have different lag sizes, this disparity must be reconciled when entering the combined phase, where the groups must proceed jointly with a single lag size.

Algorithm 4: Switch-then-Combine Adaptive LGD (SCAda-Lgd)

| Line | Description |
|------|-------------|
| 1    | Coordinate Descent Phase: |
| 2    | while fewer than $T$ samples have been taken do |
| 3    | if there are no more points that can be sampled, go to Combined Phase (line 11) |
| 4    | while $3i$, so that $i$th coordinate can be sampled without violating EFTD constraints do |
| 5    | Sample: obtain samples at $f(x)$, observing the incident samples at $f_i(x(i))$ |
| 6    | Gradient checks: |
| 7    | (a) if $x(i)$ is a $j$th lagged point for $j > 1$ then |
|     | if $-\text{GRAD}_i((j-1)\text{th lagged point}, x(i)) - \varepsilon_1(\delta^{(i)}) \leq \gamma\delta^{(i)}$: |
|     | Plan to sample next lagged point $x(i) + \xi q\delta^{(i)}$, and update lag $\delta^{(i)} \leftarrow q\delta^{(i)}$ |
| 8    | (b) if $x(i)$ is a non-lagged point then |
|     | Let $g = \text{GRAD}(x(i) - \delta^{(i)}, x(i)) + \varepsilon_2(\delta^{(i)})$ |
|     | if $-1/2 g < T^{-1/4}$ then never move group $i$ in coordinate descent again |
|     | else add the following points to the queue to be sampled: |
|     | non-lagged point $y = x(i) - \delta^{(i)} - 1/2 g$, and |
|     | first and second lagged points: $y - \delta^{(i)}, y - q\delta^{(i)}$ |
|     | if lagged size has dropped enough so that $\delta^{(i)} < \delta^{(-1)}$ then |
|     | switch group and continue sampling |
| 9    | (c) if $x(i)$ is the second feasibility iterate then |
|     | Let $g = \text{GRAD}(\text{previous feasibility iterate}, x(i))$ |
|     | if $-1/4 g \geq \left(\frac{(2+\gamma)\delta}{\epsilon_0} + 1\right)\delta^{(-1)}$ then |
|     | enter the combined phase |
|     | else if only one of the coordinates cannot be sampled then |
|     | sample at $(x(1), x(2))$ for the remaining time until $T$ |
| 10   | Add feasibility iterates: if we are about to switch groups and group $i$ is at a lower lag size, then |
|     | plan to sample at two feasibility iterates. |
| 11   | Combined phase to reduce to 1-dimensional problem: |
| 12   | while fewer than $T$ samples have been taken do |
| 13   | Run Ada-Lgd with previously sampled lagged points on function $\psi$ defined as: |
| 14   | if Group 2 is tight, set $\psi(x) = f_1(x) + f_2(x + s(2, 1))$ |
| 15   | else set $\psi(x) = f_1(x) + f_2(x - s(1, 2))$ |
1. Coordinate descent phase (SCADA-Lgd). In the coordinate descent phase of SCADA-Lgd, coordinates (groups) are updated in turn. That is, if \( x \) and \( y \) are consecutive points sampled by SCADA-Lgd, then \( x - y \) will have at most one nonzero entry. The algorithm maintains a queue \( Q_i \) of points to sample for each group \( i \); to maintain monotonicity, the next point for Group \( i \) to sample is always \( \min Q_i \). As in ADA-Lgd, we call iterates computed using gradient jumps “non-lagged iterates” (i.e., \( x(i) \leftarrow x(i) - \delta(i) - g_i(x(i))/\beta \) where \( g_i(x(i)) \) denotes the estimate of the gradient at \( x(i) \)), and we move towards non-lagged iterates using “lagged iterates” \( x(i) - q^k \delta \) to control the accuracy of the gradients. We additionally introduce a new set of iterates, which we refer to as “feasibility iterates,” which are used to detect whether or not the combined phase should be initiated. These iterates are used to provide the group with larger lag size (and thus a lower-accuracy gradient estimate) with a higher-accuracy gradient estimate, thus alleviating concern (4) if the combined phase is initiated.

Throughout the coordinate descent phase, gradients are estimated for the following purposes:

(a) \textbf{Triggering lag transitions:} If a gradient estimated at lagged point \( x(1) - \delta(1) \) is of order \( \delta(1) \) in magnitude, then we know that we need to sample the next lagged point (with a lower lag size) as well. As was the case for ADA-Lgd, this check allows us to continue converging to the optimum despite the low-gradient condition being met.

(b) \textbf{Detecting approximate optimality or triggering a switch to the other group:} If the point sampled is a non-lagged iterate in group \( i \), and the gradient estimated is small enough (i.e., less than \( \mathcal{O}(T^{-1/4}) \)), then we permanently switch to sampling group \( -i \) and never optimize group \( i \) in the coordinate descent phase again. This is to ensure that group \( -i \) does not incur excessive regret while group \( i \) is already close to its optimum and thus further improvements to group \( i \) would take a large number of steps.

Otherwise, the next non-lagged and lagged iterates are computed (as in ADA-Lgd) and added to the queue to sample. If the lag size of group \( i \) is smaller than the lag size of group \( -i \), then a switch to optimizing group \( -i \) is triggered. This is to prevent the algorithm from devoting too much time to one group without optimizing the other. Intuitively, if the slacks were high enough that the constraints are never tight, then this would ensure that the lag sizes of the two groups differ by at most a factor of \( q \), in the coordinate descent phase.

(c) \textbf{Triggering the combined phase:} When the next points to sample for group \( i \) are the two feasibility iterates, then a gradient estimate is computed using the function values at these two points. At this stage, we know that group \( -i \) is close to its optimum, since feasibility iterates are only added in such a scenario. So, if the gradient is large enough (i.e., greater than \( \Omega(\delta(-i)) \)), then we can infer that group \( i \) is far from its optimum, and this indicates that the EF constraint is tight at the joint optimum; hence, in this case, the combined descent phase is triggered.

After these checks, it may be the case that (i) a switch to the other group was triggered, or that (ii) there are no more feasible points for group \( i \) to sample. If either of these situations occurs, then the algorithm will switch groups, adding feasibility iterates to \( Q_i \), if applicable (that is, if the lag size of group \( i \) is smaller than the lag size of group \( -i \)). If neither (i) nor (ii) occur, then we remain on group \( i \) and repeat this process.

2. Combined descent phase (SCADA-Lgd). The decisions for the two groups are locked together once the combined phase is initiated. This means that the function \( f(x(1), x(2)) \) can be expressed as a single-variable function \( \psi(x) = f_1(x) + f_2(x + r) \) for some \( r \in \mathbb{R} \). Since feasibility iterates were sampled in the group with larger lag size, both groups enter the combined phase with similar-accuracy gradients, which provide the first gradient estimate of \( h \). At this point, ADA-Lgd is run on \( h \) for the remainder of the time horizon.

We next show that SCADA-Lgd achieves an order-optimal (up to polylog factors) regret.

\textbf{Theorem 5.2.} Let \( f_1(.) \) and \( f_2(.) \) satisfy Assumption \([\ref{assumption:boundedness}+\ref{assumption:continuity}]\) \((x^*(1), x^*(2)) = \arg \min_{(x_1(1), x_2(2)) \in \mathbb{R}^2} f(x(1), x(2)) \) where \((x_1(1), x_2(2)) \geq (x_{\min}, x_{\min}) \) is the initial point, and that the noise is mean zero, independent, and sub-Gaussian of bounded sub-Gaussian norm (Assumption \([\ref{assumption:boundedness}+\ref{assumption:continuity}]\)). Then SCADA-Lgd (Alg. \([\ref{algorithm:SCADA-Lgd}]\)) satisfies EFTD and, on input of \( \delta = 1/\log T \), \( \gamma = 1 + \frac{1}{\log T} \), any \( q \in (0, 1) \), and \( p = T^{-2} \), incurs \( \mathcal{O}((\log T)^2 T^{1/2}) \) regret.
Proof sketch of Theorem 5.2. As discussed above, SCADA-LGD (Alg. 4) is composed of (1) a coordinate descent phase, in which ADA-LGD is run on each group, switching between groups when boundary or low-gradient conditions are met; and (2) a combined phase, where the decisions for one group are locked with respect to the decisions for the other, and the two are optimized simultaneously. Much of the analysis is identical to that of Algorithm 3 so we focus on the differences.

Properly entering the combined phase. Suppose we sample $f_2$ at the feasibility check iterates, where the lag size $\delta^{(1)}$ of group 1 is smaller than that of group 2, i.e., $\delta^{(2)}$. Entering the combined phase when the unconstrained optimum is feasible can result in high regret, as can failing to quickly enter the combined phase when the unconstrained optimum is infeasible. We show that for some constants $c_1$ and $c_2$, with high probability, if $x^*(2) - x_t(2) \geq c_1 \delta^{(1)}$, the algorithm enters the combined phase, and if $x^*(2) - x_t(2) \leq c_2 \delta^{(1)}$, it does not. This ensures that the algorithm enters the combined phase when it is known with high confidence that the unconstrained optimum is infeasible.

Controlling the waiting regret. The other major difference from the analysis of Algorithm 3 is the presence of waiting regret: the regret incurred by group 1 while the algorithm is optimizing over group 2, and vice versa. The waiting regret has the potential to be quite large without careful algorithm design. By limiting the amount of time spent on any group in the coordinate descent phase and by permanently moving to the combined phase when gradients become small enough, we can obtain a waiting regret bound of $\mathcal{O}(\sqrt{T})$. In particular, given lag sizes of $\delta_{n_1} > \cdots > \delta_{n_m}$ and sampling times $T_1, \ldots, T_m$, we can bound the waiting regret by $\sum_{i=1}^m T_i \delta_{n_i}^2$. By bounding the number of lag transitions and the number of gradient-scaled jumps taken in any round, we can bound this expression further by $\sum_{i=1}^m \delta_{n_i}^{-2}$. Finally, this expression can be bounded by $\mathcal{O}(\sqrt{T})$ since optimization stops when the gradient on either dimension is of order $T^{-1/4}$. With these two points sorted, the analysis of Algorithm 3 carries through.

5.3 Algorithm design for $N > 2$ group

The one- and two-group algorithms for the noisy bandits setting can be extended to the $N$-group case in a similar fashion to how the one-group noiseless algorithm was extended to $N$ groups. In particular, the $N$-group algorithm operates under the following mechanics:

- **Coordinate descent mechanics.** Initially, each group is considered a cluster, and clusters are optimized in turn according to ADA-LGD. Once a non-lagged point or the boundary of the feasible region is reached, the algorithm starts optimizing the next cluster.

- **Cluster combination mechanics.** Whenever it is necessary to combine clusters (i.e., when every cluster is at a tight constraint or near its optimum, and at least one cluster is suboptimal), two clusters are combined.
See Algorithm 7 C^2-LGD, in Appendix B.3 for the detailed description of the algorithm. Below, we give an inductive argument showing that C^2-LGD attains $\mathcal{O}(T^{1/2})$ regret.

**Theorem 5.3.** Let $\text{Regret}_N(T)$ denote the expected regret of Algorithm 7 run on $N$ groups with objective function satisfying Assumption 7.1 and suppose that the noise satisfies Assumption 5.1. For every $N \geq 2$, we have that $\text{Regret}_N(T) \in \mathcal{O}(N^2(\log T)^2T^{1/2})$, where the big-Oh hides constants dependent on the EF polyhedron.

**Proof.** The $N = 2$ case is proved in Theorem 5.2. Now suppose that the claim holds for some $N \geq 2$. In other words, there is some $T_N$ and some $c \geq 1$ such that for all $T \geq T_N$,

$$\text{Regret}_N(T) \leq c(N \log T)^2T^{1/2}.$$ 

Now, we argue that the claims holds for $N + 1$ groups as well. To that end, suppose we run the algorithm on $N + 1$ groups. Without loss of generality, suppose Groups 1 and 2 are the first to be combined, and that they are combined at after $T'$ total samples.

First, we bound the regret incurred before Groups 1 and 2 are combined. Note that there is some $s$-dependent constant $M$ which bounds the number of times a constraint can be hit (that is, the number of times a cluster’s pre-truncation jump is infeasible). Also note that with high probability, a cluster can only make $\mathcal{O}(\log T)$ jumps before meeting the small gradient condition, and at most $\mathcal{O}((\log T)^2T^{1/2})$ samples are taken during each of these jumps. Putting all of this together, we have that $T' \leq (\log T)^2T^{1/2}(N + 1)$ with high probability. Thus, with high probability, we can bound $T'$ (and thus the regret up to time $T'$) by $\mathcal{O}((\log T)^2T^{1/2}(N + 1))$.

Next, we bound the regret incurred after Groups 1 and 2 are combined. As noted above, with high probability, $T' \in \mathcal{O}(T^{1/2})$. Thus, there is some $T_{N+1}$ for which any $T \geq T_{N+1}$ will satisfy $T - T' \geq T_N$ with high probability. It follows that for all $T \geq T_{N+1}$, the expected regret incurred after time $T'$ is at most $c(N \log T)^2T^{1/2}$. Putting all this together, we have that

$$\text{Regret}_{N+1}(T) \leq (\log T)^2T^{1/2}(N + 1) + cN^2(\log T)^2T^{1/2} \leq c(N + 1)^2(\log T)^2T^{1/2},$$

as desired. \hfill \Box

## 6 Numerical Experiments

In this section, we present numerical experiments involving ADA-LGD and SCADA-LGD. These simulations aim to demonstrate the non-monotonic behavior of existing algorithms and to validate the convergence of our algorithms to the optimum.

### 6.1 One-Group Algorithm

First, we compare ADA-LGD to two standard state-of-the-art bandit algorithms (UCB by [2] and that of [26]) on data-derived revenue curves.

We test the performance of a practical variant of ADA-LGD using a trans-national UK-based online retail dataset comprised of various products, prices offered, quantities bought, purchase time, and other information. We restrict the dataset to the products with at least 1000 entries (of which there were 37) and pre-process the data to account for returns, to remove 0-priced entries, and to normalize the prices to be in $[0, 1]$. For each product, we remove all days for which multiple prices were offered, and use linear regression (fitting a demand curve is a typical task faced by an online retailer; linear regression is a reasonable choice here as the $R^2$-values of the products have mean 0.6475 and standard deviation 0.2403, with 13 products having $R^2$-value greater than 0.7) to generate a demand curve based on per-day average quantities. After this processing, 35 of the 37 products have rich enough data to produce meaningful demand curves, so we restrict to these products. We use the demand curve for product $i$ to calculate a revenue curve $R_{Rev_i}(\cdot)$, 

---

2This dataset is available online at [https://archive.ics.uci.edu/ml/datasets/online+retail](https://archive.ics.uci.edu/ml/datasets/online+retail)
which we then scale so that its minimum over \( \mathcal{X} \) is 0 and its maximum over \( \mathcal{X} \) is 1. The feedback generated for \( x_t \) on item \( i \) is \( \text{Rev}_i(x_t) + \varepsilon_t \), where \( \varepsilon_1, \ldots, \varepsilon_T \sim N(0, \sigma) \) are independent noise with \( \sigma = 0.4 \).

While Ada-LGD (Alg. 3) has optimal (up to logarithmic factors) regret as \( T \to \infty \), its regret can be high for small values of \( T \), since the number of samples taken at a point can be large relative to \( T \) in this regime. To address this issue, we introduce an adjustment factor \( n_{\text{adj}} \) and a minimum sampling rate \( n_{\text{min}} \). We re-define the sample size in Ada-LGD (Alg. 3) as follows: if \( n(d) \) is the number of samples prescribed by the algorithm, then the number of samples taken in the experiments is \( n'(d) = \max\left\{ n(d)/n_{\text{adj}}, n_{\text{min}} \right\} \).

We benchmark our algorithm against two bandit algorithms: a bandit convex optimization algorithm of [26] which is a sample-based gradient descent algorithm using a self-concordant barrier, and a UCB algorithm Discretize then UCB (DTU) based on a discretization of \( \mathcal{X} \). DTU on input of \((\log T/T)^{1/3}\)-discretization obtains a regret of \( \tilde{O}(T^{2/3}) \), which is sub-optimal, but nonetheless can have good performance. In our simulations, we use a discretization of 15 prices.

In Figure 5, we first plot the cumulative number of non-monotonic jumps for Hazan & Levy and DTU. We note that both algorithms ultimately make a similar number of non-monotonic jumps at time 3000, with DTU making most of these jumps in early time periods. A sample monotonic price path generated by Ada-LGD (Alg. 3) is shown in Figure 5 (right).

### 6.2 Two-Group Algorithm

To validate the EFTD behavior of SCADA-LGD, we run it on a synthetic objective function. The functions being optimized are \( f_1(x) = (x - 0.6)^2/0.36 \) and \( f_2(x) = (x - 0.1)^2/0.81 \), which are chosen so that \( \min_{x \in [0, 1]} f_1(x) = \min_{x \in [0, 1]} f_2(x) = 0 \) and \( \max_{x \in [0, 1]} f_1(x) = \max_{x \in [0, 1]} f_2(x) = 1 \). A sample decision path for this input over \( T = 10,000 \) time periods is shown in Figure 6 with initial decision at \((0, 0)\). Observe that the decisions are monotone and they converge to constrained optimum.
Figure 7: Note the positions of the constrained optima $x^*_C$ and unconstrained optima $x^*$ in the two polyhedra. Regions $R_1$ and $R_2$ are monotone with respect to the unconstrained optimum, but not with respect to the constrained optimum in the non-EF polyhedron (left). This does not happen for the EF polyhedron on the right.

7 Discussion and Conclusion

There has been a surge of interest in the academic community and among policymakers alike on the topic of algorithmic fairness. As this discourse develops, it is getting increasingly important to understand how the notions of fairness can be adapted in online decision-making scenarios. In this paper, we illustrated the rich interplay between temporal fairness desiderata and stochastic bandit convex optimization, through the novel meta-objective of ensuring envy-freeness at the time of decision. There are several possibilities for extension of our analysis, as we discuss below.

1. General polyhedra: First, we note that our techniques heavily rely on the structure of the EF polyhedron, and algorithms for monotone stochastic convex optimization for general polyhedra remain open. In particular, we exploit the property of the EF polyhedron that if one avoids overshooting the unconstrained optimum, then one automatically avoids overshooting the constrained optimum (Claim 4.2). This property does not hold in general—see Figure 7 for an example.

2. Other First-Order Optimization Methods: Next, we note that most of the iterative first-order methods can be viewed as some form of descent over a constrained region. In fact, for $N = 1$, AdaLgd can be viewed as a discretization of the continuous-time dynamics of projected gradient descent or even Frank-Wolfe [22]. In fact, one way to ensure monotonicity is by adding additional constraints in each iteration to ensure that the next iterate is monotone. This strategy would work if one could ensure that the original constrained optimum is always contained in the intersection of the original constrained region and the monotonicity constraints imposed in each iteration. However, to ensure this, the iterates of the algorithm must never overshoot the constrained optimum in any dimension. While smoothness can be leveraged to avoid overshooting the unconstrained optimum, it is unclear how to avoid overshooting when the optimum is constrained, and the face that contains the optimum is not known.

3. Assumptions on the Function Class $\mathcal{F}$: We presented order-optimal EFTD algorithms for smooth convex functions that satisfy the PL condition. It is open to extend the analysis or show no impact of monotonicity when the function is only smooth and convex.

We discuss the assumption of smoothness first. If the function is only assumed to be convex, then the local gradient yields no information about the proximity to the optimal point, and thus, it is impossible to control overshooting. In fact, [30] and [12] have leveraged this intuition to show that $\Omega(T^{3/4})$ regret is inevitable for piecewise-linear convex functions, when monotonicity is enforced. Having said that, some form of lower bound on the distance $|x - x^*|$ to the unconstrained optimum should be sufficient to control overshooting. Smoothness provides one such gradient-based bound on this distance (i.e., $|x - x^*| \geq \frac{1}{\beta} |\nabla f(x)|$). However, it might be interesting to explore other conditions. For example, if it
is known that \(|x - x^*| \geq c_1 |\nabla f(x)|^2\), then one can avoid overshooting by simply jumping by at most \(c_1 |\nabla f(x)|^2\).

As for the PL inequality, our algorithms can still be employed in the absence of this condition, but the regret bound will no longer hold. In particular, smoothness alone implies the following in all of our algorithms:

\[ h_{t+1} - h_t \leq -c |\nabla f(x_t)|^2, \text{ where } h_t = f(x_t) - f(x^*). \]

From here, the PL condition implies that \(h_{t+1} \leq (1 - c)h_t\), which results in exponential convergence to the optimum. If only convexity and smoothness are assumed, then one can only show convergence at the slower rate of \(1/t\) (Appendix A.1.1). This convergence rate is too slow to compensate for the sampling required to estimate gradients with enough accuracy to get a \(O(\sqrt{T})\) regret. Whether these conditions can be relaxed to obtain this near-optimal regret bound remains an open question.

Lastly, it is unclear if the condition on separability of the function \(f(x)\) can be dropped. We include an example in Appendix E to show that gradient descent will not converge monotonically to the optimum, even in the unconstrained setting with perfect gradient feedback.

4. Extensions of EFTD: We believe extensions of EFTD to different applications would be very interesting, and these may involve application specific challenges. For example, one can imagine an inventory constraint at every time period that prohibits from increasing the price discount by too much. More generally, it would be interesting to explore the extensions of other static notions of fairness to temporal notions, by requiring that the decisions become more conducive over time. It might also be interesting to see how envy-free policies might induce strategic behavior from the users. Qualitatively speaking, we can show that if the amount of delay that people are willing to strategically make is bounded, then this has little impact on the regret of our Ada-LGD and SCAda-LGD (Appendix C). However, we leave the broader question of strategic behavior open.

5. Legal Constraints: Finally, we note that temporal considerations can be required or suggested for compliance with laws or policy. For example, applicant-screeners often ensure approximate demographic parity for the purpose of avoiding disparate impact litigation [43], and this constraint constrains current decisions by prior decisions. So-called “mandated progress” legislation, such as affirmative action—which has been adopted and, in some cases, mandated in the U.S., Canada, and France—can similarly be thought of as a temporal constraint in which goals must be set and a current decision is thus constrained by past decisions [37]. In the context of loan-granting, Wells Fargo was recently sued for racial discrimination in mortgage lending, including offering different average interest rates to Black applicants than white applicants over a period of time [50], which again points to the potential for the use of temporal fairness constraints as a preventative measure for avoiding litigation. Some of these constraints can be enforced due to necessity of protecting consumer rights in the prevalent societal context, e.g., price gouging laws may dictate bounded increase in decisions, during the duration of the pandemic (McQueen and Ballinger v. Amazon.com). In general, the case law surrounding algorithmic approaches to ensuring fairness is not yet well-developed. However, we believe that it is important to get ahead of such restrictions and to understand the limitations of algorithms to provide guidance to legal scholarship on the possibilities.
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A Analysis for Section 4

A.1 Analysis for a single group

Proof of Lemma 4.1. We begin by proving “1.” To show that we never overshoot, we will exploit smoothness. In particular, for any $t$ such that $x_t \leq x^*$, we have

$$x_{t+1} - x_t = -\frac{1}{\beta} \nabla f(x_t) = -\frac{1}{\beta} \nabla f(\pi_t)$$

for some $\pi_t \in [x'_1, x_t]$

$$= \frac{1}{\beta} \|\nabla f(\pi_t)\|$$

since $x_t \leq x^*$

$$\leq x^* - x_t$$

since $\nabla f(x^*) = 0$

$$\leq x^* - x'_t.$$ This proves “1.”

To show the convergence (“2”), we begin by bounding the gap $h_t = f(x_t) - f(x^*)$. For any $t \geq 2$, we have

$$h_{t+1} - h_t = f(x_{t+1}) - f(x_t)$$

$$\leq \nabla^\top_t (x_{t+1} - x_t) + \frac{\beta}{2} (x_{t+1} - x_t)^2$$

$\beta$-smooth

$$\leq (\nabla^\top_t + \beta \delta)(x_{t+1} - x_t) + \frac{\beta}{2} (x_{t+1} - x_t)^2$$

$\beta$-smooth

$$= -\frac{1}{2\beta} \|\nabla_t\|^2 - \delta \nabla_t - \frac{\beta}{2} \delta^2$$

definition of $x_{t+1}$

$$\leq -\frac{1}{2\beta} \|\nabla_t\|^2 - \left( -\frac{\nabla_t}{(1 + \gamma)\beta} \right) \nabla_t - \frac{\beta}{2} \delta^2$$

since $-\frac{1}{\beta} \nabla_t \geq (1 + \gamma)\delta$

$$= -\left( \frac{1}{2\beta} - \frac{1}{(1 + \gamma)\beta} \right) \|\nabla_t\|^2 - \frac{\beta}{2} \delta^2 \leq -\left( \frac{1}{2\beta} - \frac{1}{(1 + \gamma)\beta} \right) \|\nabla_t\|^2.$$

By the mean value theorem, there is some $\pi_t \in [x'_1, x_t] \subset [x_{t-1}, x_t]$ such that $\nabla f(\pi_t) = \nabla_t$. Using the PL inequality, we get: $h_{t+1} - h_t \leq -c \|\nabla_t\|^2 = -c \|\nabla f(\pi_t)\|^2 \leq -2ac[f(x_{t+1}) - f(x^*)] \leq -2ac h_t$. Note that for $\gamma > 1$ as specified in the lemma, $2ac \in (0, 1)$. So,

$$h_{t+1} \leq (1 - 2ac) h_t \leq \cdots \leq (1 - 2ac)^t h_1 \leq h_1 \exp \left( -2ac t \right). \quad \Box$$

Proof of Theorem 4.1. As stated in the theorem, fix $\delta = T^{-1/2}$ as the lag size. Since overshooting never occurs (by Lemma 4.1), we need only calculate the exploration and stopping regret. The exploration regret is bounded by Lemma 4.1.

Now we analyze the stopping regret. If the algorithm stops at some time $t$, then it must be that

$$-\frac{1}{\beta} \nabla_t \leq (1 + \gamma)\delta,$$

which allows us to bound the gradient: $\|\nabla_t\| \leq \|\nabla_t\| \leq \beta(1 + \gamma)\delta$. In other words, if we stop at time $t$, then $\|\nabla_t\| \in \mathcal{O}(\delta)$, since $\gamma = 1 + \frac{1}{\log T} \in \mathcal{O}(1)$. Thus, by the PL inequality, the instantaneous regret after stopping is $\mathcal{O}(\delta^2)$. So,

$$\text{regret} \in \mathcal{O} \left( \sum_{t=2}^{T} h_t e^{-c(t-1)} + T \delta^2 \right) = \mathcal{O}(1).$$

So, we get constant regret. \quad \Box
A.1.1 Relaxing PL-inequality

In this section, we show that lagged gradient descent (Algorithm [1]) achieves a regret guarantee of $O(1)$ for smooth and convex functions in the single dimensional case. This result relies on the following lemma.

**Lemma A.1.** Let $f : \mathcal{X} \rightarrow \mathbb{R}$ be a $\beta$-smooth and convex function. Let $x_1, \ldots, x_{T/2}$ be the non-lagged points generated by LAGGED GRADIENT DESCENT (Algorithm [7]), and assume that $x_1 \leq x^* = \arg \min_{x \in \mathbb{R}} f(x)$. Then, for $\gamma > 1$, the following hold:

1. Decisions increase monotonically toward the optimum: $x_1 \leq x_2 \leq \cdots \leq x_{T/2} \leq x^*$;
2. The convergence rate up to halting is given by: $h_t = f(x_t) - f(x^*) \leq \frac{\|x_t - x^*\|^2}{(t+1)c}$, where $c = \frac{1}{2\beta} - \frac{1}{(t+1)\beta}$.

**Proof of Lemma A.1.** We begin by showing that we avoid overshooting the optimum. To show that we never overshoot, we will exploit smoothness. In particular, for any $t$ such that $x_t \leq x^*$, we have

$$x_{t+1} - x'_t = -\frac{1}{\beta} \nabla_t = -\frac{1}{\beta} \nabla f(\bar{x}_t)$$

for some $\bar{x}_t \in [x'_t, x_t]$

$$= \frac{1}{\beta} \| \nabla f(\bar{x}_t) \|$$

since $x_t \leq x^*$

$$\leq x^* - \bar{x}_t$$

assuming $\nabla f(x^*) = 0$

$$\leq x^* - x'_t.$$ 

This proves that we avoid overshooting. Note that this, along with the fact that we only move monotonically, implies the following:

$$\|x_{t+1} - x^*\|^2 \leq \|x_t - x^*\|^2 \text{ for all } t \geq 1. \quad (9)$$

Next, we bound the convergence rate. To that end, let $h_t = f(x_t) - f(x^*)$. For any $t \geq 2$, we have

$$h_{t+1} - h_t = f(x_{t+1}) - f(x_t)$$

$$\leq \nabla_t^\top (x_{t+1} - x_t) + \frac{\beta}{2} (x_{t+1} - x_t)^2$$

$\beta$-smooth

$$\leq (\nabla_t^\top + \beta \delta)(x_{t+1} - x_t) + \frac{\beta}{2} (x_{t+1} - x_t)^2$$

$\beta$-smooth

$$= -\frac{1}{2\beta} \| \nabla_t \|^2 - \delta \nabla_t - \frac{\beta}{2} \delta^2$$

definition of $x_{t+1}$

$$\leq -\frac{1}{2\beta} \| \nabla_t \|^2 - \left( -\frac{\nabla_t}{(1 + \gamma)\beta} \right) \nabla_t - \frac{\beta}{2} \delta^2$$

since $-\frac{1}{\beta} \nabla_t \geq (1 + \gamma)\delta$

$$= -\left( \frac{1}{2\beta} - \frac{1}{(1 + \gamma)\beta} \right) \| \nabla_t \|^2 - \frac{\beta}{2} \delta^2 \leq - \left( \frac{1}{2\beta} - \frac{1}{(1 + \gamma)\beta} \right) \| \nabla_t \|^2. \quad (11)$$

Also note that by convexity,

$$h_t \leq \nabla f(x_t)(x_t - x^*) \leq \|x_t - x^*\| \cdot \| \nabla f(x_t) \|. \quad (10)$$

So, by (9), (10), and the above bound on $h_{t+1} - h_t$,

$$h_{t+1} - h_t \leq -c \| \nabla_t \|^2 \leq -c \| \nabla f(x_t) \|^2 \leq -c \| x_t - x^* \|^2.$$

Letting $w_t = \frac{c}{\|x_t - x^*\|^2}$, we have that $w_t h_t^2 + h_{t+1} \leq h_t$. This is equivalent to

$$w_t h_{t+1}^2 + \frac{h_t}{h_{t+1}} \leq \frac{1}{h_{t+1}}.$$ 
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In turn, since $h_t \geq h_{t+1}$, this implies that

$$\frac{1}{h_{t+1}} - \frac{1}{h_t} \geq w_t.$$ 

Thus, we have that

$$\frac{1}{h_t} \geq \frac{1}{h_t} - \frac{1}{h_1}$$

$$= \sum_{s=1}^{t-1} \frac{1}{h_{s+1}} - \frac{1}{h_s}$$

$$\geq \sum_{s=1}^{t-1} w_s$$

$$\geq (t-1)w_1$$

since $w_1 \leq w_2 \leq \cdots$

Thus, $h_t \leq \frac{1}{(t-1)w_1}$.

Using this lemma, we can prove the following regret guarantee.

**Theorem A.1.** Assume that $x^* = \arg \min_{x \in \mathbb{R}} f(x)$, the initial lagged point satisfies $x'_1 < x^*$, and fix $\delta = T^{-1}$ and $\gamma = 1 + \frac{1}{\log T}$. Then **Lagged Gradient Descent** (Alg. 7) is a $\tilde{O}(1)$-regret EFTD algorithm for optimizing a convex and $\beta$-smooth function in the noiseless bandit setting.

**Proof of Theorem A.1.** As stated in the theorem, fix $\delta = T^{-1}$ as the lag size. Since overshooting never occurs (by Lemma A.1), we need only calculate the exploration and stopping regret. The exploration regret is bounded by Lemma A.1.

Now we analyze the stopping regret. If the algorithm stops at some time $t$, then it must be that

$$\frac{1}{\beta} \nabla_t \leq (1 + \gamma)\delta,$$

which allows us to bound the gradient: $\|\nabla_t\| \leq \|\nabla_t\| \leq \beta(1 + \gamma)\delta$. In other words, if we stop at time $t$, then $\|\nabla_t\| \in \mathcal{O}(\delta)$, since $\gamma = 1 + \frac{1}{\log T} \in \mathcal{O}(1)$. Note that by convexity, we have that $h_t \leq \|\nabla_t\|(x^* - x_t) \leq \|\nabla_t\|(x^* - x_1) \leq \|\nabla_t\| \sqrt{c/w_1}$, where $c = \frac{1}{\beta^2} - \frac{1}{(1+\gamma)^2}$ and $w_1 = c/\|x_1 - x^*\|^2$. So,

$$\text{regret} \in \mathcal{O} \left( \sum_{t=2}^{T} \frac{1}{(t-1)w_1} + \frac{T\delta}{\epsilon_1} \right) = \mathcal{O}(\log T).$$

So, we get logarithmic regret.

---

**A.2 N-dimensional algorithm**

We begin by proving the convergence of our continuous-time algorithm, which is the backbone of our multidimensional algorithms (Algorithms 2 and 7). Convergence of the continuous-time algorithm follows from Claim 4.1, which we prove here.

**Proof of Claim 4.1.** Suppose, for the sake of contradiction, that (1) does not hold. For each $j \in \{k\}$, let $i_j = \min C_j$ be a representative group from cluster $C_j$. We can therefore represent the constraints placed on $C_j$ by linear inequalities on $x(i_j)$; i.e., for each $j \neq m \in \{k\}$, there exist $b_{j,m} \in \mathbb{R}$ such that

$$x(i_j) \leq x(i_m) + b_{j,m}$$

is the constraint placed on $C_j$ by $C_m$. Moreover, since the slacks $s(\cdot, \cdot)$ are nonnegative, $b_{j,m} \geq 0$. 




Now consider the directed graph $G = (\{C_1, \ldots, C_k\}, A)$, where the arc $(C_j, C_m)$ means that $C_j$ is constrained by $C_m$ (i.e., $x(i_j) = x(i_m) + b_{j,m}$). We now argue that this graph must be acyclic. For the sake of contradiction, suppose that there is a cycle $(j_1, \ldots, j_\ell)$; i.e.,

$$x(i_{j_1}) = x(i_{j_2}) + b_{j_1,j_2}$$

$$\vdots$$

$$x(i_{j_{\ell-1}}) = x(i_{j_\ell}) + b_{j_{\ell-1},j_\ell}$$

$$x(i_{j_\ell}) = x(i_{j_1}) + b_{j_\ell,j_1}.$$  

This implies that $x(i_{j_1}) \geq \cdots \geq x(i_{j_\ell}) \geq x(i_{j_1})$. If these inequalities are all equalities, then $i_{j_1}, \ldots, i_{j_\ell}$ can be combined into a cluster; otherwise, if one of the inequalities is strict, this also yields a contradiction. Thus, $G$ is acyclic.

Now, choose any cluster $C_j$ which has at least one out-going arc (which must exist, since not all clusters are at a low gradient). Find a maximal directed path beginning at $C_j$, and let $(C_j, C_m)$ be the terminal arc. Since $G$ is acyclic, there are no out-going arcs from $C_m$, which means that $C_m$ is at a low gradient and is constraining the movement of $C_j$. This proves the claim.

Next, we introduce some notation that will be used in the multi-group algorithms (Algorithms 2 and 3).
First, recall that a \textit{cluster} is a set of groups \( C = \{i_1, \ldots, i_m\} \) which are optimized jointly. That is, if this cluster is formed at time \( t \), then for any \( t' \geq t \) and any \( i, j \in C \),

\[
x_{t'}(i) - x_{t'}(j) = x_t(i) - x_t(j).
\]

Thus, beyond time \( t \), we can express the objective of cluster \( C \) as a single-variable function. More precisely, let \( i = \min C \), and let \( b_j = x_{t'}(j) - x_{t'}(i) \). Then for any \( t' \geq t \), we can express the objective for cluster \( C \) as

\[
\psi_C(x_{t'}(i)) = \sum_{j \in C} f(x_{t'}(i) + b_j) = \sum_{j \in C} f(x_{t'}(j)).
\]

Next, we define the \textit{succession function}, which cycles between the different clusters of groups.

**Definition A.1** (succession function). Let \( N \in \mathbb{N} \) and let \( \Pi \) be a partition of \([N]\). For any \( A \in \Pi \), define the successor \( \varphi(A; \Pi) := \begin{cases} \arg \min_{B \in \Pi} B \min A \min B \quad \text{if } \exists B \in \Pi \text{ with } \min B > \min A \\ \arg \min_{B \in \Pi} \min B \quad \text{else.} \end{cases} \]

Note that \( \varphi(\cdot ; \Pi) \) corresponds to the linear ordering of \( \Pi \) by the minimum elements of its blocks.

Next, we define the \textit{feasibility distance}, which quantifies the extent to which a cluster \( A \) can move without violating any of the constraints.

**Definition A.2** (feasibility distance). Let \( N \in \mathbb{N} \), let \( \emptyset \neq A \subseteq [N] \), let \( s : [N] \times [N] \to \mathbb{R}^{\geq 0} \), and let \( x \in \mathbb{R}^N \) satisfy. Then the \textit{feasibility distance} of \( A \) is \( d(A; x) = \min_{i \in A, j \notin A} x_j + s(i, j) - x_i \).

Thus, Algorithm 5 (which is the more detailed version of Algorithm 2) can be thought of as coordinate descent algorithm where (1) one cycles through coordinates according to the succession function, (2) jumps are truncated at the boundary of the feasible region, (3) the distance of a point to the boundary along a particular axis is the feasibility distance, and (4) coordinates are combined whenever doing so allows for further optimization. As discussed below, this algorithm yields \( O(1) \) regret.

**Theorem 4.2**. The multi-segment algorithm assuming perfect gradient access, Algorithm 2 (i.e., Alg. 5), attains a regret of \( O(1) \), ignoring factors of \( N \).

**Proof of Theorem 4.2**. We first argue that the algorithm is correct; i.e., that the cluster-combining procedure converges to the optimum in continuous time. In other words, we must show that whenever no clusters can move in isolation and the constrained optimum has not been attained, there are two clusters whose combination will allow for further optimization. This, however, follows from Claim 4.1.

Next, we claim that the number of incomplete gradient descent jumps (i.e., those which cannot be fully made due to the EFTD constraints) can be bounded by \( O(N^2 \log T) \). To see this, note that each cluster converges to its optimum at an exponential rate when jumps are complete. Thus, it takes a cluster \( C \) \( O(\log T) \) complete gradient descent jumps until it reaches the small-gradient condition. In the worst case, each of these jumps causes all other clusters to have incomplete jumps, resulting in \( O(N \log T) \) incomplete jumps due to cluster \( C \). Thus in total, the number of incomplete jumps can be bounded by \( O(N^2 \log T) \).

Now note that the small-gradient threshold is set to \( T^{-1} \); since this threshold is positive, the algorithm may erroneously combine clusters. However, when this happens, the joint optimum for the two clusters must be at most \( O(T^{-1}) \) distance away from the current point. Thus, adding the new constraint from combining these clusters, our new constrained optimum shifts by at most \( O(T^{-1}) \) each time two clusters are combined. Thus, the constrained optimum shifts by at most \( O(N^2 T^{-1}) \) in total, meaning that the constrained optimal function value shifts by at most \( O(N^2 T^{-2}) \). The difference in regret between converging to the true constrained optimum and the shifted constrained optimum is therefore negligible in \( T \).

Since we have exponential convergence at all but \( O(N^2 \log T) \) iterations, the total regret is \( O(N^2 \log T) \).

**B Analysis for Section 5**

In this section, we provide analysis for our noisy algorithms (i.e., the algorithms from Section 5). In our noisy setting, function value observations are corrupted with additive independent sub-Gaussian noise. As such, we can bound the error in function value estimates using Hoeffding’s inequality, presented below.
Lemma B.1 (general Hoeffding’s inequality [49]). Let \( \varepsilon_1, \ldots, \varepsilon_n \) be independent mean-zero sub-Gaussian random variables. Then, there is a constant \( C \) such that for every \( s \geq 0 \), we have

\[
P\left( \sum_{t=1}^{n} \varepsilon_t \geq s \right) \leq 2 \exp\left( -\frac{Cs^2}{\sum_{t=1}^{n} \|\varepsilon_t\|_2^2} \right).
\]

B.1 One dimensional algorithm

Here, we analyze the single-group noisy algorithm (Algorithm 3). For the proof of Theorem 5.1 we introduce some additional notation for ease of exposition. Following our notion of phases, we can uniquely associate to each \( x_t \) a pair \((s, i)\) such that \( x_t \) is the \( s \)th iterate in the \( i \)th phase; we denote such an iterate as \( x_t = y_s^{(i)} \). For example, in Figure 3, we see that \( x_1 = y_1^{(1)} \), \( x_2 = y_1^{(2)} \), \( x_3 = y_2^{(2)} \), \( x_4 = y_1^{(3)} \) and \( x_5 = y_1^{(4)} \). We now proceed with the proof.

Proof of Theorem 5.1. We break the proof into several claims.

Claim B.1 (gradient accuracy). Let \( \frac{\overline{f}(x_t) - f(x_t)}{\delta_i} \) and \( \frac{\overline{f}(x_t - \delta) - f(x_t - \delta)}{\delta_i} \) be estimated secants at epoch \( t \), where the former is the estimate at \( x_t \) used to calculate a gradient-scaled jump, and the latter is an estimate at a lagged point. Then

\[
\left| \frac{\overline{f}(x_t) - f(x_t)}{\delta_i} - \frac{f(x_t) - f(x_t - \delta)}{\delta_i} \right| < \delta_i \text{ and } \left| \frac{\overline{f}(x_t - \delta) - f(x_t - \delta)}{\delta_i} - \frac{f(x_t - \delta) - f(x_t - \delta)}{\delta_i} \right| < \delta_i,
\]

each with probability at least \((1 - p)^2\), where \( p = T^{-2} \).

Consider the first bound. We sample at \( x_t - \delta_i \) and \( x_t \) on the order of \( 1/\delta_i^4 \) times each. Thus, by Hoeffding’s inequality,

\[
|\overline{f}(x_t) - f(x_t)| \in \mathcal{O}(\delta_i^2) \quad \text{and} \quad |\overline{f}(x_t - \delta_i) - f(x_t - \delta_i)| \in \mathcal{O}(\delta_i^2),
\]

each with probability at least \( 1 - p \). Thus,

\[
\left| \frac{\overline{f}(x_t) - f(x_t)}{\delta_i} - \frac{f(x_t) - f(x_t - \delta_i)}{\delta_i} \right| = \left| \frac{\overline{f}(x_t) - f(x_t)}{\delta_i} - \frac{\overline{f}(x_t - \delta_i) - f(x_t - \delta_i)}{\delta_i} \right| \leq \frac{|\overline{f}(x_t) - f(x_t)| + |\overline{f}(x_t - \delta_i) - f(x_t - \delta_i)|}{\delta_i} \in \mathcal{O}(\delta_i).
\]

The proof for the second inequality is similar. □Claim B.1

Claim B.2 (overshooting). Assume that (14) holds for all estimated gradients (this happens with probability at least \((1 - p)^T\)) and that \( x_1 = x_{\min} + \delta_1 < x^* \), where \( x^* \) is the unconstrained optimum. Then all the iterates \( x_1, x_2, \ldots, x_k \) (for \( k \leq T \)) generated by the lagged secant movements in the outer loop of the algorithm do not overshoot the optimum; that is, \( x_t \leq x^* \) for all \( t \leq k \). Note that this implies that all points sampled by the algorithm (i.e., those sampled between \( x_t \) and \( x_{t+1} \), for some \( t \)) also do not overshoot.

Proof of Claim B.2. We show this by induction, where the base case follows from assumption that \( x_1 \leq x^* \). Suppose \( x_t \leq x^* \), and that \( x_{t+1} \) was chosen based on a lag size of \( \delta_i \). In other words, \( x_{t+1} = x_t - \frac{1}{T} \nabla \bar{f} - \delta_i \), where \( \nabla \bar{f} = \frac{\overline{f}(x_t) - \overline{f}(x_t - \delta_i)}{\delta_i} + \delta_i \). By (12), we have that

\[
\nabla f(x_t - \delta_i) \leq \frac{f(x_t) - f(x_t - \delta_i)}{\delta_i} \leq \nabla \bar{f}.
\]
So,

\[ x_{t+1} - (x_t - \delta_t) = -\frac{1}{\beta} \tilde{y}_t \]

\[ \leq -\frac{1}{\beta} \nabla f(x_t - \delta_t) \]

\[ = \frac{1}{\beta} |\nabla f(x_t - \delta_t)| \] \hspace{1cm} \text{since } x_t \leq x^* 

\[ \leq x^* - (x_t - \delta_t) \] \hspace{1cm} \text{since } \nabla f(x^*) = 0 \text{ and } f \text{ is smooth.}

Thus, the next iterate \( x_{t+1} \) does not overshoot the unconstrained optimum \( x^* \). \( \square \) Claim B.2

**Claim B.3** (monotonicity). Assuming (13) holds for all estimated gradients, and that \( x_1 < x^* \), samples taken by the algorithm (including lagged and non-lagged iterates) are non-decreasing.

**Proof of Claim B.3.** Again, suppose that \( x_{t+1} \) was chosen based on a lag size of \( \delta_t \). In other words, \( x_{t+1} = x_t - \frac{1}{\beta} \tilde{y}_t - \delta_t \), where \( \tilde{y}_t = \frac{f(x_t) - f(x_t - \delta_t)}{\delta_t} + \delta_t \) and \( g^{(i)}_t = \frac{f(x_t - \delta_{t+1}) - f(x_t - \delta_i)}{\xi \delta_i} + (1 + \beta)\delta_i \), where \( \delta_i = q^{i-1}\delta_1 \) is the \( i \)th lag size and \( \xi = 1 - q \). Note that \( \xi \delta_i = (x_t - \delta_{i+1}) - (x_t - \delta_i) \) is the domain gap between \( x_t - \delta_i \) and \( x_t - \delta_{i+1} \). To show monotonicity, we need to show that the next lagged point exceeds the current point; i.e., we must show that \( x_t \leq x_{t+1} - \delta_t \).

First, note that by (12) and smoothness, we have that

\[ \nabla f(x_t) \leq g^{(i)}_t. \] \hspace{1cm} (14)

So, since \(-g^{(i)}_t/16\beta > \delta_i\), it follows that \(-\nabla f(x_t)/(16\beta) > \delta_t\). So,

\[ x_{t+1} - x_t - \delta_t = -\frac{1}{\beta} \tilde{y}_t - 2\delta_t \]

\[ \geq -\frac{1}{\beta} \left[ \frac{f(x_t) - f(x_t - \delta_t)}{\delta_t} + 2\delta_t \right] - 2\delta_t \]

\[ \geq -\frac{1}{\beta} \left[ \nabla f(x_t) + 2\delta_t \right] - 2\delta_t \]

\[ = -\frac{1}{\beta} \nabla f(x_t) - 2\delta_t(1 + 1/\beta) \]

\[ > 16\delta_t - 2\delta_t(1 + 1/\beta) \]

\[ = 14\delta_t - \frac{2\delta_t}{\beta} \]

\[ \geq 12\delta_i \]

\[ > 0. \] \hspace{1cm} \text{since } \beta \geq 1

This proves Claim B.3 \( \square \) Claim B.3

**Claim B.4** (convergence rate). Let \( h_t = f(x_t) - f(x^*) \) be the instantaneous regret at the \( t \)th non-lagged iterate. Then \( h_t \in O(e^{-ct}) \) for some \( c > 0 \).

Let \( G = -\beta(x_{t+1} - x_t) = \frac{f(x_t) - f(x_t - \delta_t)}{\delta_t} + (1 + \beta)\delta_t \). Thus, \( x_{t+1} = x_t - \frac{1}{\beta} G \). This rescaling will be useful in the proof of this claim. Before proceeding with the proof of this claim, we make three observations.

First, an immediate consequence of (13) is that

\[ \nabla f(x_t) \leq \nabla f(x_t - \delta_t) + \beta \delta_t \leq \tilde{y}_t + \beta \delta_t = G. \] \hspace{1cm} (15)

In other words, \( G \) is an underestimate (in magnitude) of \( \nabla f \).
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Second, suppose that we jump from $x_t$ to $x_{t+1}$ with lag size $\delta_t$, so that $-\frac{1}{16\beta} g_t^{(i)} > \delta_t$. Note that the lagged gradient estimate $g_t^{(i)}$ is an underestimate (in magnitude) of $\nabla f_t$. Thus, the following inequalities hold:

$$-\frac{1}{4\beta} \nabla f_t > -\frac{1}{16\beta} \nabla f_t > \delta_t. \quad (16)$$

Third, in order to show fast convergence, we show that $G$ is large in magnitude. To that end, observe that

$$G = \frac{f(x_t) - f(x_t - \delta_t)}{\delta_t} + (1 + \beta)\delta_t \quad (17)$$

$$\leq \nabla f_t + (2 + \beta)\delta_t \quad (18)$$

$$\leq \nabla f_t - \frac{2 + \beta}{4\beta} \nabla f_t \quad (19)$$

$$= \left(1 - \frac{2 + \beta}{4\beta}\right) \nabla f_t \quad (20)$$

$$\leq \nabla f_t / 4 \quad \text{since} \beta \geq 1. \quad (22)$$

With these bounds in mind, we proceed to bound the convergence rate. Letting $h_t = f(x_t) - f(x^*)$,

$$h_{t+1} - h_t = f(x_{t+1}) - f(x_t)$$

$$\leq \nabla f_t (x_{t+1} - x_t) + \frac{\beta}{2} (x_{t+1} - x_t)^2 \quad \text{smoothness}$$

$$= -\frac{1}{\beta} \nabla f_t G + \frac{1}{2\beta} G^2$$

$$\leq -\frac{1}{\beta} G^2 + \frac{1}{2\beta} G^2 \quad \text{by} (15)$$

$$= -\frac{1}{2\beta} G^2. \quad (21)$$

So, by (10) and the above bound on $h_{t+1} - h_t$,

$$h_{t+1} - h_t \leq -\frac{1}{2\beta} \|G\|^2 \leq -\frac{1}{2\beta} \|\nabla f(x_t)\|^2 \leq -ch_t.$$ 

where $(*)$ follows from (22) and $c = \frac{\alpha}{32\beta}$. Letting $w_t = \|x_t - x^*\|^2$, we have that $w_t h_t^2 + h_{t+1} \leq h_t$. This is equivalent to $h_{t+1} \leq (1 - c)h_t$, which implies an exponential convergence rate of $h_{t+1} \leq h_t e^{-ct}$.

Finally, we can put the previous claims together to bound the regret. We will consider the cases where $|\nabla f(x_t)| \geq T^{-1/4}$ and $|\nabla f(x_t)| < T^{-1/4}$ separately. Letting $T'$ be the number of non-lagged iterates until the gradient is less than $T^{-1/4}$ in magnitude, one can show that $T' \in \mathcal{O}(\log T)$ due to the exponential convergence rate. Thus, ignoring logarithmic factors, we have

$$\text{regret}_T = \sum_{t=1}^{T'} \frac{h_t}{\nabla f(x_t)^4} + \sum_{\text{remaining \ pts } x} (f(x) - f(x^*))$$

$$\leq \sum_{t=1}^{T'} \frac{1}{\nabla f(x_t)^2} + \sum_{\text{remaining \ pts } x} \nabla f(x)^2 \quad \text{by the PL condition}$$

$$\leq T^{1/2} T' + T^{-1/2} T$$

$$\leq T^{1/2}. \quad \square$$
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Figure 8: Decision space $\mathcal{X}_N^2$ with the following scenario in Alg. 4: Group 2 has undergone at least one lag size transition and Group 1 is at a tight constraint. X's represent lagged points, filled-in circles the non-lagged points, and empty circles the feasibility iterates; gradients of $f_1$ are estimated at red nodes, and gradients of $f_2$ are estimated at blue nodes. $g_1, \ldots, g_4$ denote gradient estimates obtained from the two nodes indicated by the brackets. The orange square of side length $D(\delta^{(2)})$ is relevant to Claims B.5-B.6.

### B.2 Two-dimensional algorithm

Algorithm 6 (i.e., the more detailed description of Algorithm 4) is composed of two phases: (1) a coordinate descent phase, in which Ada-LGD (Alg. 3) is run separately on the two groups, and the group being optimized changes each time a lag size is contracted; and (2) a combined phase, where the decisions for one group are locked with respect to the decisions for the other, and the two are optimized simultaneously. For simplicity, we will assume that at each queried point $(x_1, x_2)$, feedback is observed and regret is incurred for both groups. Without this assumption, the regret will increase by a $\tilde{O}(1)$ factor dependent on $\min_{i=1,2} a_i$, where $a$ is the distribution over groups. Much of the analysis is identical to that of Algorithm 3 as such, we focus on the differences, and break up the argument into claims.

#### Claim B.5.

Suppose $\delta^{(2)} < \delta$ is the lag size for Group 2, and Group 1 has hit the boundary of the feasible region (see Fig. 8) at $(x^{(1)}, x^{(2)})$. Then the following hold with probability at least $(1 - p)^4$:

- if $x_1^* - x_1 \leq D(\delta^{(2)})$, then the algorithm does not enter the combined phase; and
- if $x_1^* - x_1 \geq D(\delta^{(2)}) + H(\delta^{(2)})$, then the algorithm enters the combined phase.

**Proof of Claim B.5.**

First suppose that $x_1^* - x_1 \leq D(\delta^{(2)})$. Then by smoothness, we have that $|f'_1(x_1)| \leq \beta D(\delta^{(2)}) = (2 + \gamma) \frac{\beta}{\alpha} \cdot \delta^{(2)}$. Now let $g_1$ be the gradient estimate obtained from points $x_1 - \delta^{(2)}$ and $x_1 - q \delta^{(2)}$, as shown in Figure 8. Then

$$-\frac{1}{\beta} g_1 = \frac{1}{\beta} |g_1| \leq \frac{1}{\beta} |f'_1(x_1 - \delta^{(2)})| \leq \frac{1}{\beta} |f'_1(x_1)| + \delta \leq D(\delta^{(2)}) + \delta^{(2)} = (2 + \gamma) \frac{\beta}{\alpha} \cdot \frac{\delta^{(2)}}{q} + \delta^{(2)}$$

with probability at least $(1 - p)^2$. In this case, the algorithm does not enter the combined phase.

Now suppose that $x_1^* - x_1 \geq D(\delta^{(2)}) + H(\delta^{(2)})$. Expanding this expression, we get that $x_1^* - x_1 \geq (2 + \gamma) \frac{\beta^2}{\alpha^2} \cdot \frac{\delta^{(2)}}{q} + \frac{2 \delta^{(2)}}{\alpha}$. This implies by the PL inequality (in particular, by the error bound), that

$$|f'_1(x)| \geq (2 + \gamma) \frac{\beta^2}{\alpha^2} \cdot \frac{\delta^{(2)}}{q} + \beta \delta^{(2)}.$$  

Since $|g_1| > |f'_1(x)|$ with probability at least $(1 - p)^2$, it follows that $-\frac{1}{\beta} g_1 \geq (2 + \gamma) \frac{\beta}{\alpha} \cdot \frac{\delta^{(2)}}{q} + \delta^{(2)}$ with the same probability. Hence, in this case, the algorithm will enter the combined phase.

☐
Algorithm 6: Switch-then-Combine Adaptive Lagged Gradient Descent (SCADA-LGD)

**input:** initial point \((x_1, x_2)\), smoothness \(\beta \geq 1\) of the objective function \(f(x_1, x_2) = f_1(x_1) + f_2(x_2)\), horizon \(T\), slacks \(s(1, 2), s(2, 1), x_{\text{min}}, \gamma, q \in (0, 1), \xi = 1 - q\), initial lag \(\delta = \delta^{(1)} = \delta^{(2)}\).

\[ \n(n) = \frac{2E_{\text{max}}^n \log \frac{\epsilon}{n}}{\eta^2}, \text{ where } T \text{ is the average of } n(y - x) \text{ function samples, where} \]

1. Initialize queues to maintain tuples of (sampling point, number of samples, and the type of sampling point \((S)\): \(Q_1 = Q_2 = \{(x_{\text{min}}, n(\delta), S = 1), (x_{\text{min}} + \xi \delta, n(\xi \delta), S = 2), (x_{\text{min}} + \delta, n(\delta), S = 0)\} \)

\[ f \text{ is } k > 0 \text{ represents the } k\text{th lagged point}, S = 0 \text{ represents a non-lagged point, and} \]

\[ S \in \{-1, -2\} \text{ represents the two feasibility iterates.} \]

2. **Coordinate Descent Phase:**

3. **while** fewer than \(T\) samples have been taken **do**

4. \[ X_i = [x_i, x_i + s(i, -i)] \text{ for } i = 1, 2 \quad // \text{current feasible points for Group } i = 1, 2 \]

5. **if** \(\exists j : Q_i \cap X_j \neq \emptyset\) **then** Set \(i \in \{j \mid Q_i \cap X_j \neq \emptyset\}; \text{else go to Combined Phase (line 11)} \]

6. set switch = False

7. **while** \(Q_i \cap X_j \neq \emptyset\) **do**

8. **Sample:** Let \((x_i, n_x, S_i)\) be the lowest point to sample in \(Q_i \cap X_i\) by first coordinate (with ties broken arbitrarily) and obtain \(n_x\) samples of \(f_j(x_i)\) for \(j \in \{1, 2\}\) (in particular, \(f_1(x_i)\)); Update \(Q_i \leftarrow Q_i \setminus (x_i, n_x, S_i)\)

9. **Gradient checks based on type \((S)\) of \(x_i):**

10. **(a)** if \(x_i\) is a \(j\)th lagged point (i.e., \(S_i = j\)) and \(j > 1\) **then**

11. \[ \text{if } -\text{Grad}((j - 1)\text{st lagged point}, x_j) - \varepsilon_1(\delta^{(j)}) \leq \gamma \delta^{(j)}; \]

12. Plan to sample next lagged point: \(Q_i \leftarrow Q_i \cup \{x_i + \xi q \delta^{(i)}, n(\xi q \delta^{(i)}), S = j + 1\}\)

13. \[ \delta^{(i)} = q \delta^{(i)} \text{ and adjust the sample size for the next non-lagged iterate in } Q_i \text{ to } n(\delta^{(i)}) \]

14. **(b)** if \(x_i\) is a non-lagged point (i.e., \(S_i = 0\)) **then**

15. Let \(g = \text{Grad}(x_i - \delta^{(i)}, x_i) + \varepsilon_2(\delta^{(i)})\)

16. **if** \(-\frac{1}{2} g < T^{-1/4}\) **then** set \(Q_i \leftarrow \emptyset\) (never move group \(i\) in coordinate descent again)

17. **else** populate queue with the next non-lagged and lagged points:

18. \[ Q_i \leftarrow Q_i \cup \{y - \delta^{(i)}, n(\delta^{(i)}), S = 1\}, (y - q \delta^{(i)}, n(q \delta^{(i)}), S = 2), (y, n(\delta^{(i)}), S = 0)\} \]

19. **if** lagged size has dropped enough so that \(\delta^{(i)} < \delta^{(i-1)}\), then switch group: switch = True

20. **(c)** if \(x_i\) is the second feasibility iterate (i.e., \(S_i = -2\)) **then**

21. Let \(g = \text{Grad}(\text{previous feasibility iterate}, x_i)\)

22. **if** \(-\frac{1}{2} g \geq \left(\frac{2 + \delta_i}{q} + 1\right) \delta^{(-i)}\) **then**

23. set \(Q_1, Q_2 \leftarrow \emptyset\) (i.e., enter the combined phase)

24. **else if** \(Q_{-1} = 0\) **then** sample at \((x_1, x_2)\) for the remaining time until \(T\)

25. **Add feasibility iterates:** if (switch = True or \(Q_i \cap X_i = \emptyset\) AND \(\delta^{(i)} < \delta^{(i-1)}\))

26. **set** \(X_{-i} \leftarrow [x_{-i}, x_{-i} + s(-i, i)]\)

27. \(Q_{-i} \leftarrow Q_{-i} \cup \{\max X_{-i} - \delta^{(-i)}, n(\delta^{(-i)}), S = -1), (\max X_{-i} - q \delta^{(-i)}, n(q \delta^{(-i)}), S = -2)\} \)

28. switch groups: \(i \leftarrow -i\)

29. **Combined phase:**

30. **while** fewer than \(T\) samples have been taken **do**

31. Run ADA-LGD with previously sampled lagged points (with lags \(\delta^{(-i)}\) and \(q \delta^{(-i)}\)) on function \(\psi:\)

32. **if** Group 2 is tight, set \(\psi(x) = f_1(x) + f_2(x + s(2, 1))\); **else** set \(\psi(x) = f_1(x) + f_2(x - s(1, 2))\)

**Claim B.6.** Let \(g_1\) be the gradient estimated at the feasibility iterates (see Figure 3), and let \(x^* = (x_1^*, x_2^*)\) be the unconstrained optimum.

- If \(x^* \in EF\), then the algorithm never enters the combined phase.
• If the algorithm enters the combined phase based on the gradient estimate $g_1$ (as in Fig. 8), then $-\frac{1}{\beta}g_1 \geq (2 + \gamma)\delta^{(2)}$.

Proof of Claim B.6. We begin with the first claim. It is enough to show that Group 1 sampling will not induce a transition to the combined phase, given that Group 2 has already undergone at least one lag size transition. As in Claim B.6, let $\delta^{(2)} < \delta$ be the current lag size of Group 2. We will argue that the Group 2 gradient must be small, since this group has transitioned from the previous lag size $\delta^{(2)}/q$; thus, the optimum $x^*_2$ of $f_2$ must be close to the current point $x_2$.

To that end, let $g_4$ be the gradient which induced the transition to $\delta^{(2)}$ (see, e.g., Fig. 8). It follows that $-\frac{1}{\beta}g_4 < (2 + \gamma)\delta^{(2)}/q$. Let $y$ be the non-lagged iterate corresponding to $g_4$ (so, in Fig. 8 $y = x_2$). Then $\alpha|x^*_2 - y| = |f'_2(y)| < |g_4| \leq (2 + \gamma)\beta\delta^{(2)}/q$. It follows that

$$|x^*_2 - x_2| \leq |x^*_2 - y| < (2 + \gamma)\frac{\beta\delta^{(2)}}{\alpha} = D(\delta^{(2)}).$$

Since we are assuming that $x^* \in \text{EF}$, it must be that $|x^*_i - x_1| \leq D(\delta^{(2)})$ as well. Thus, by Claim B.5, the algorithm will not enter the combined phase with high probability.

To prove the second statement, let $g_1$ be the gradient estimate (in the Group 1 direction) which induced the transition to the combined phase (see, e.g., Fig. 8). Then, since $\alpha|x - x^*| \leq |\nabla f_i(x)| \leq \beta|x - x^*|$ for $x$, it follows that $\alpha \leq \beta$. So, since $0 < q < 1$, we have

$$-\frac{1}{\beta}g_1 \geq \left(\frac{2 + \gamma}{q\alpha} + 1\right)\delta^{(2)} > (2 + \gamma)\delta.$$

In other terms, since the algorithm transitions to the combined phase only when the gradient in the Group 1 direction is large enough, a lag size transition will not be triggered. \hfill $\square_{\text{Claim B.6}}$

Claim B.7. The feasibility check iterates (e.g., the brown nodes in Figure 4) increase the overall regret during the coordinate phase by at most a factor of two.

Proof of Claim B.7. Feasibility check iterates are sampled $\tilde{O}(1/\delta^4_i)$ times, where $\delta_i$ is the current lag size of the other group. Thus the regret incurred at the two feasibility check iterates is strictly less than the regret incurred at the previous two lagged iterates in the other group. \hfill $\square_{\text{Claim B.7}}$

Claim B.8. Let $\delta_{n_1} > \cdots > \delta_{n_m}$ be the distinct non-trivial lag sizes of Group $j$ (excluding $\delta$ if $\delta$ is a non-trivial lag size), where $\delta_i = q^i\delta$. Defining $n_0 = 0$, we have that $n_{i+1} - n_i \in \mathcal{O}(1)$ for $0 \leq i < m$. Moreover, the number of gradient-scaled jumps taken with lag size $\delta_{n_i}$ is constant as well, for $1 \leq i \leq m$.

Proof of Claim B.8. For ease of exposition, we drop all constants in the proof of this claim. First, observe that with high probability, we jump from the lagged point $x_i - \delta_{n_i}$ by an amount proportional to $|\nabla f(x_i)|$. Thus, with high probability, the gradient increases by $\mathcal{O}(\nabla f(x_i))$ from $x_i$ to the next non-lagged point $x_{i+1}$. In other words, with high probability,

$$\frac{\nabla f(x_{i+1})}{\nabla f(x_i)} \geq c'$$

for some constant $c' > 0$.

Thus, since $\delta_{n_i} \approx |\nabla f(x_i)|$ and the lag sizes $\delta_{n_i}$ decay exponentially in $i$, this proves that $n_{i+1} - n_i \in \mathcal{O}(1)$. The above argument can be extended to bound $n_1$ as well. If the initial lag size of $\delta$ was non-trivial (i.e., some gradient-scaled jump was made using a lag size of $\delta$), then the above argument holds verbatim. Otherwise, the initial non-lagged iterate $(x_{\text{min}} + \delta)$ has a gradient of magnitude $\mathcal{O}(\delta)$. However, since $\delta = 1/\log T$ and the optimum is assumed to be strictly greater than zero, we may assume that $T$ is large enough so that the gradient at $x_{\text{min}} + \delta$ is large with respect to $\delta$.

Finally, we argue the “moreover” claim. While $\delta_{n_i}$ is the lag size, the gradient has magnitude $\Theta(\delta_{n_i})$. Once the gradient drops below $\mathcal{O}(q\delta_{n_i})$, a lag transition is initiated. Since the gradient-scaled jumps yield exponential convergence, $t$ jumps with lag size $\delta_{n_i}$ would yield instantaneous regret of order $e^{-t\delta_{n_i}}$. For $t \in \mathcal{O}(1)$, this would result in an instantaneous regret of order $(q\delta_{n_i})^2$, which would trigger a lag size transition. \hfill $\square_{\text{Claim B.8}}$
Claim B.9. The waiting regret (i.e., the regret incurred by Group 1 over the blue nodes and by Group 2 over the red nodes in Figure 4) is $\tilde{O}(T^{1/2})$.

Proof of Claim B.9. Note that smaller lag sizes require more sampling: if $\delta^{(2)} < \delta^{(1)}$, then more time will be spent sampling $f_2$ at $x_2 - \delta^{(2)}$ and $x_2 - q\delta^{(2)}$ than will be spent sampling $f_1$ at $x_1 - \delta^{(1)}$ and $x_1 - q\delta^{(1)}$. In order to capture worst-case waiting regret for a group, we will consider the case where $\delta^{(2)} \leq \delta^{(1)}$ at all times and bound the waiting regret of Group 1.

Let $\delta_{n_1} > \cdots > \delta_{n_m}$ be the non-trivial lag sizes used by Group 2 (excluding $\delta$, if $\delta$ is a non-trivial lag size). Note that $\delta_{n_1}$ is not necessarily $\delta$, and $\delta_{n_{i+1}}/\delta_{n_i}$ is not necessarily $q$. For each $i$, let $T_i$ denote the number of samples taken where $\delta_{n_i}$ is the lag size or in transitioning to $\delta_{n_{i+1}}$. Thus, letting $T_0$ denote the number of samples prior to $\delta_{n_1}$, we have that $\sum_{i=0}^{m} T_i = T$.

We will now bound the waiting regret of Group 1 during these $m+1$ phases. First, consider the time period associated with $T_i$, for any $1 \leq i \leq m$. During this phase, Group 2 has already transition to a lag size of $\delta_{n_i}$ from a lag size of $\delta_{n_i}/q$. Note that once this transition is made, the algorithm switches to optimizing over Group 1. Since the algorithm did not enter the combined phase in the previous round, it must be that the gradient in the Group 1 direction is of order $\delta_{n_i}$. Thus, the total waiting regret for Group 1 is of order

$$T_0 + \sum_{i=1}^{m} T_i \delta_{n_i}^2.$$ 

Now let us consider bounds on $T_i$, for $0 \leq i \leq m$. By Claim B.8, we know that the number of gradient-scaled jumps that Group 2 takes during this phase is constant, and similarly the number of lags transitions (i.e., $n_{i+1} - n_i$) is also constant. It follows that $T_i \in \tilde{O}(\delta_{n_i}^{-2})$.

We can similarly bound $T_0$. As in the previous calculations, we will ignore constants for simplicity. To bound $T_0$, we first bound the number of gradient-scaled jumps before the current gradient is of order $q\delta$ (as this would trigger a lag size transition). To that end, the linear convergence rate of ADA-LGD (Alg. 3) implies that the gradient after $t$ gradient-scaled jumps is of order $e^{-t}M^2$, where $M = \max_{(x,y) \in \mathcal{E}} |f_2'(y)|$. It follows that the gradient is of order $q\delta$ after $\ln \frac{M}{q\delta}$ jumps; since $\delta = 1/\log T$, the total number of gradient-scaled jumps before the first lag size transition is of order $\log \log T$. Finally, by Claim B.8, $n_1$ is constant as well, which implies that $T_0 \in O((\log T)^5 \log \log T)$.

Putting all of this together, the waiting regret for Group 1 is of soft order $\sum_{i=1}^{m} \delta_{n_i}^{-2}$. Letting $x_{2,t_i}$ denote the first non-lagged iterates for Group 2 to admit a lag size of $\delta_{n_i}$, we have that $|\nabla f_2(x_{2,t_i})| \in \Theta(\delta_{n_i})$. Thus we can rewrite the waiting regret for Group 1 as $\sum_{i=1}^{m} 1/|\nabla f_2(x_{2,t_i})|^2$. Finally, since we stop optimizing over Group 2 when its gradient is bounded in magnitude by $T^{-1/4}$, we can bound this further by $mT^{1/2}$. Since there can be at most logarithmically many gradient-scaled jumps before the gradient is of order $T^{-1/4}$, the waiting regret is $\tilde{O}(T^{1/2})$.

Since the combined function $h$ is $\alpha$-strongly convex and $\beta$-smooth, we have the same convergence rate for the combined phase as before. Moreover, since the algorithm does not erroneously enter the combined phase with high probability, the optimum of $h$ is the same as the constrained optimum with high probability. Thus, the regret analysis of Algorithm 3 carries over.

B.3 N-group algorithm

See Section A.2 for definitions of the succession function and the feasibility distance, which are used in CYCLE-THEN-COMBINE LAGGED GRADIENT DESCENT (C2-LGD) (Alg. 7). This algorithm can be thought of as an inductive extension of ADA-LGD and SCADA-LGD, and thus operates similarly. In this section, we further description of the algorithm. The high-level idea of the algorithm is to maintain a clustering (i.e., a partition) of the groups, optimize each cluster separately in coordinate-descent fashion, and combine clusters whenever none can move and doing so would loosen a tight constraint. These ideas are described in more detail below.

Making gradient-scaled jumps. As with all other algorithms presented in this paper, gradients are estimated using a lagged and non-lagged point. As is the case with ADA-LGD and SCADA-LGD, C2-LGD uses adaptive lag sizes: whenever the local gradient becomes shallow compared to the lag size, the lag size is reduced.
Switching between clusters. The algorithm switches from the current cluster to the next when a non-lagged point is reached or the boundary is hit.

Combining clusters. Suppose we have reached a point where no cluster can move. If all clusters are at a low gradient, then we have reached an approximate optimum, and no further movements are made. Otherwise, there are clusters at tight constraints. In this case, we argue that there must be a low-gradient cluster which is preventing a tight cluster from moving without violated the EF constraint. In this case, we combine two such clusters and continue.

C Strategic sampling sequences

In a scenario where decisions are expected to generally become more conducive over time, the various entities receiving these decisions may delay their arrivals. Such delays may introduce biases in the function value estimates constructed by our algorithms under bandit feedback. Note that if the entity delays are uncorrelated with the entity-specific function values (e.g., the delay of a customer under dynamic pricing is uncorrelated with whether or not the customer purchases at any price, i.e., uncorrelated with the customer’s willingness to pay for the item), then this is not a concern since the function estimates will continue to be unbiased under such delays. In general, though, these delays could be correlated with the function values, in which case the estimates could be biased. However, we can show that if entities are only willing to delay their arrivals by a short amount of time, then the impact of such strategic behavior on Algorithms 3-7 is small.

We assume a model of strategic behavior in which delays in entity arrivals correspond to permutations of the order of samples. We allow for any adversarial change in the sequence of samples except that the position of each sample can only shift by at most Λ slots. We call such an arrival sequence Λ-strategic arrival sequence.

The main obstacle in directly analyzing the regret of our algorithms under Λ-strategic arrivals is that the function-value samples are no longer independent, which complicates the use of concentration inequalities. However, since the permutation in question is bounded, we can directly compare the performance of our algorithms under bandit feedback. Note that both of these algorithms operate

Theorem C.1 (Regret under strategic arrival sequences). Assume that (1) \( x^*(i) = \arg \min_{x \in \mathbb{R}} f_i(x) \in (x_{\min}, x_{\max}) \) for each group \( i \), (2) that the noise satisfies Assumption 5.1, and (3) that arrivals are strategic with delay parameter \( \Lambda \in o((\log T)^{5/2}) \). Consider the modification of Algorithms 3-7 which doubles the sample size: \( n(d) = 4E_{\max}^2 \log \frac{2}{p} \) and keeps all other inputs the same. Under this modification, the algorithms incur \( O(\sqrt{T}) \) regret.

Proof. Proof. We begin by demonstrating the accuracy of the gradient estimates produced by the modified algorithm. For a given decision \( x \), group \( i \), and time \( t \), the function value observation can be written as \( f(x) + \varepsilon_{i,t} \), where \( \varepsilon_{i,t} \) has a mean-0, sub-Gaussian distribution. Note that both of these algorithms operate using function value estimates which are obtained by repeatedly sampling at the point in question. Thus, when the noise sequence is permuted, this leaves most of the function value observations at a point \( x \) unchanged, with the exception of noise variables whose permuted position belongs to a different decision point. It thus suffices to show that these edge cases do not have a large impact on function value estimates.

The first useful observation is that the sub-Gaussian assumption on noise translates to a high-probability uniform bound on the noise sequence. In particular, with probability at least \( 1 - p \), we have that \( |\varepsilon_{i,1}| < \sqrt{\frac{E_{\max}^2 \ln \frac{2}{p}}{C}} \). Since \( (1 - p)^T \to 1 \) for \( p = T^{-2} \), this implies that

\[
P \left( |\varepsilon_{i,t}| < \sqrt{\frac{E_{\max}^2 \ln \frac{2}{p}}{C}} \right.
\]
Using the above, we will bound the function value estimates produced by the algorithm. To do so, consider any two points \( a < b \) at which the algorithm will estimate the gradient. Let \( t = s, \ldots, s + n(d) - 1 \) be the epochs at which we sample at \( a \), where \( d = b - a \). Since the average observed on the unpermuted sequence is accurate (see the proof of Theorem 5.1), we will proceed by showing that the average \( \bar{f}_\text{perm}(a) \) observed on the permuted sequence is close to the average \( \bar{f}(a) \) observed on the unpermuted sequence. In particular, let

\[
\bar{f}(a) = f(a) + \frac{1}{n(d)} \sum_{t=s}^{s+n(d)-1} \varepsilon_{i,t} \quad \text{and} \quad \bar{f}_\text{perm}(a) = f(a) + \frac{1}{n(d)} \sum_{t=s}^{s+n(d)-1} \varepsilon_{i,\pi^{-1}(t)}.
\]

Since the (multi)-sets \( \{\varepsilon_{i,t}\}_{t=s}^{s+n(d)-1} \) and \( \{\varepsilon_{i,\pi^{-1}(t)}\}_{t=s}^{s+n(d)-1} \) differ by at most \( 2\Lambda \) entries, (24) implies:

\[
|\bar{f}_\text{perm}(a) - \bar{f}(a)| \leq \frac{2\Lambda}{n(d)} \ln \frac{2}{\varepsilon} =: A
\]

with high probability. Now note that \( A \), ignoring constants, is \( \frac{4d^4}{\log T} \). By observing that \( d \leq 1/\log T \) for any gap \( d \) chosen by the algorithm, one can guarantee that \( |\bar{f}_\text{perm}(a) - \bar{f}(a)| \leq d^2 \) with high probability, as long as \( \Lambda \in o((\log T)^{5/2}) \). Additionally, by Lemma B.1 we have that \( |\bar{f}(a) - f(a)| \in \mathcal{O}(d^2) \) with high probability. It follows that

\[
|\bar{f}_\text{perm}(a) - f(a)| \in \mathcal{O}(d^2) \quad \text{with high probability. (25)}
\]

Since this is the same error bound proved under Algorithms 3-7, the rest of the analysis holds. \( \square \)

D On the PL assumption

In Sections 4-5, we considered optimization of smooth and convex functions satisfying the PL inequality (or the stronger assumption of strong convexity). While these assumptions are common in convex optimization, their suitability to applications such as pricing merits discussion. We argue in this section that there are indeed many pricing scenarios where these assumptions may be reasonable. For example, linear demand functions give smooth and strongly concave (SSC) revenue curves.

Moreover, our algorithms only require the assumptions to hold within the feasible region. In terms of pricing, the exponential and logit revenue curves are smooth and strongly concave in an open interval around their optima (see, e.g., Figure 9 which quantifies the smoothness and strong concavity parameters over various feasible regions). Thus if a firm can obtain a narrow price range \( \mathcal{P} = [p_{\min}, p_{\max}] \) containing the optimum using data on similar items (or past versions of the same item), then SSC (and, therefore, Assumption 1.1) may be reasonable.

That said, if the firm chooses a \( p_{\max} \) greater than or equal to the inflection point (thus breaking strong concavity), the monotonic algorithms we propose may still perform well. As we discuss in Section 4, only smoothness is required to avoid overshooting the optimum, so there is no risk of overshooting while decreasing prices starting from \( p_{\max} \) even if \( p_{\max} \) lies outside the region where SSC is satisfied. Of course, our regret guarantees will not translate to this setting since it may take a considerable amount of time for the price path to enter the SSC region in bad cases.

Finally, we note that Assumption 1.1 has allowed us to make algorithmic innovations that are expected to be useful in addressing more general scenarios, where it may be possible to obtain good regret guarantees under EFTD by utilizing gradient information, such as potentially the open case of concave and smooth revenue functions.

E On the separability assumption

All regret bounds proved in this paper assume that the objective function \( f \) is separable; that is, \( f(x) = \sum_{i=1}^{N} f_i(x(i)) \) for some one-dimensional functions \( f_1, \ldots, f_N \). In this section, we provide an example to show the necessity of this assumption.
To that end, we will observe the behavior of two algorithms given a nonseparable objective function. The two algorithms are Gradient Descent and Monotonic Projected Gradient Descent, defined below:

\[ x_{t+1} = x_t - \eta \nabla f(x_t) \quad \text{Gradient Descent} \]
\[ x_{t+1} = x_t - \eta \min\{0, \nabla f(x_t)\} \quad \text{Monotonic Projected Gradient Descent} \]

for some \( \eta > 0 \). Note that Monotonic Projected Gradient Descent can be described as follows: letting \( P_x = \{y : y \geq x\} \), the updates are

\[ x_{t+1} = \Pi_{P_x} (x_t - \eta \nabla f(x_t)). \]

Thus, Monotonic Projected Gradient Descent is monotonic by design.

In Figure 10 we run both algorithms with step size \( \eta = 0.1 \) on the objective function \( f(x) = x(1)^2 + x(2)^2 + x(1)x(2) \). Note that \( 0.1 < 1/\beta \) in this case, so both algorithms would converge monotonically to the optimum (given an initial point \( x_t \leq x^* \)) if the objective function were separable. In this case, however, we see that both algorithms can overshoot the optimum. Notably, both algorithms overshoot the optimum starting from points \( b \) and \( d \), even though \( b, d \leq x^* \).
Figure 10: Trajectories of Gradient Descent (blue) and Monotonic Projected Gradient Descent (purple) with step size $\eta = 0.1$. Here, starting at points $b$ and $d$ will result in overshooting the optimum $x^*$, even though $b \leq x^*$ and $d \leq x^*$. 
Algorithm 7: Cycle-then-Combine Lagged Gradient Descent (C^2-LGD)

**input:** Initial point \((x(1), \ldots, x(N))\), initial lags \((\delta_1, \ldots, \delta_N)\), sub-Gaussian norm bound \(E_{\text{max}}\),

\[ n(d) = \frac{\delta_{\text{max}}^2 \log \frac{2}{d}}{\delta^2} \]

smootheness parameter \(\beta \geq 1\) of \(f(x(1), \ldots, x(N)) = \sum_{i=1}^{N} f_i(x(i))\), time horizon \(T\), non-negative EF slack \(s\), \(x_{\text{min}}\), \(\xi = 1 - q\), \(\gamma\), and gradient adjustments \(\varepsilon_i(x) = (1 + \beta)x\) and \(\varepsilon_2(x) = x\).

1. Initialize queue \(Q_i \leftarrow \emptyset\) for \(i \in [N]\) \text{ // will contain points to query}
2. Initialize the partition \(\Pi = \{\{1\}, \ldots, \{N\}\}\) of groups, and set active\(_A\) = Yes and \(\psi_A = -\infty\) for each \(A \in \Pi\)
3. For any \(A \subseteq [N]\), define \(\psi_A(x)\) as in Algorithm 2; initialize \(A = \{1\}\)
4. Set \(x(i) \leftarrow x_{\text{min}}\) for \(i \in [N]\), and add \(x(i), x(i) + \xi \delta_i, x(i) + \delta_i\) to \(Q_i\) for \(i \in [N]\)
5. **while** fewer than \(T\) samples have been taken **do**
   6.   if active\(_B\) = No for each cluster \(B \in \Pi\) (i.e., no clusters can move) **then**
      7.      **if** each cluster is constrained by some other cluster **then**
      8.      Find clusters \(C, D\) which are locked in place with respect to each other (see Claim 4.1)
      9.      **else**
       10.     Find clusters \(C \neq D \in \Pi\) such that \(C\) is at a tight constraint imposed by some group in \(D\), and \(D\) has met the small gradient condition \((|\psi_D'| < T^{-1/4})\) (see Claim 4.1)
    11.     Update \(\Pi \leftarrow \Pi \cup \{C \cup D\} \setminus \{C, D\}\)
    12.     Let \(A = C \cup D\), and set \(\psi_A = -\infty\) and active\(_A\) = Yes
    13.     Let \(i = \min A\), set \(\delta_i\) to be the smaller of the two lag sizes, and add \(x(i), x(i) + \xi \delta_i, x(i) + \delta_i\) to \(Q_i\)
   14.   **// add points to the representative group’s queue**
   15.   Let \(i = \min A\) \text{ // choose a representative group}
   16.   \(X_A = [x(i), x(i) + d(A;x)]\) \text{ // current feasible points for cluster } A
   17.   Add the appropriate feasibility check iterates
   18. **while** \(Q_i\) contains any elements in \(X_A\) and no non-lagged points have been sampled **do**
      19.      Let \(x(i) \leftarrow \min Q_i\), remove \(x(i)\) from \(Q_i\), and update \(x(j)\) (for \(j \in A \setminus \{i\}\)) accordingly (i.e., letting \(d = \min Q_i - x(i)\), we set \(x(j) \leftarrow x(j) + d\) for all \(j \in A\))
      20.      Update active\(_B\) for \(B \in \Pi\) as necessary (formerly tight clusters may now be active; in particular, if \(B\) is at a tight constraint imposed by some group in \(A\) and \(B\) is not at any tight constraints imposed by any group in any other cluster, then \(B\) will no longer be at a tight constraint)
      21.      Sample \(n(\xi \delta)\) times at \(x(j)\) for \(j \in A\)
      22.      if \(x(i)\) is a lagged iterate for cluster \(A\), but not the first lagged iterate **then**
      23.      if the estimated gradient is less than \(\gamma \delta_i\) in magnitude, set \(\delta_i \leftarrow q \delta_i\) and add \(x(i) + \xi \delta_i\) to \(Q_i\)
      24.      **else** if \(x_i\) is a non-lagged iterate for cluster \(A\) **then**
      25.      Update the gradients \(g^{(i)}\) for \(i \in A\) and set \(\psi_A' = \sum_{i \in A} g^{(i)} + \varepsilon_2(\delta_i)\)
      26.      Add \(x(i) - 2 \delta_i - \frac{1}{2} \psi_A', x(i) - (1 + q) \delta_i - \frac{1}{2} \psi_A, x(i) - \delta_i - \frac{1}{2} \psi_A'\) to \(Q_i\)
      27.      **if** \(Q_i\) contains no elements in \(X_A\) **then**
      28.      Set \(x(i) = \max X_A\) and update \(x(j)\) (for \(j \in A\)) accordingly
      29.      Set active\(_A\) = No and update active\(_B\) for \(B \in \Pi\) (formerly tight clusters may now be active)
      30.      **if** \(|\psi_B'| < \beta(1 + \gamma)T^{-1/4}\) for every cluster \(B \in \Pi\) **then**
      31.      **Exit the outer while loop and remain at the current point for the remaining iterations**
      32.      if \(\varphi(A; \Pi)\) **then**
      33.      \(A \leftarrow \varphi(A; \Pi)\) \text{ // move to the next group}