Robots and the Possibility of Humanistic Care

Simon Coghlan

Accepted: 15 June 2021 / Published online: 26 June 2021
© The Author(s), under exclusive licence to Springer Nature B.V. 2021

Abstract
Care robots are likely to perform increasingly sophisticated caring activities that some will consider comforting and valuable. They will get increasingly humanlike and lifelike. This paper addresses the conceptual question: Even if robots can assist and ease people’s suffering, can such machines provide humanistic care? Arguably, humanistic care is the most humanly distinctive and deepest form of care there is. As such, it may be thought to show most starkly the gulf between human and robot caregiving. The paper argues that humanistic caregiving is indeed a distinctive form of ‘affective’ care dependent on certain uniquely human characteristics or aspects of our humanity which can provide a profound kind of comfort to suffering people. It then argues that there is an important conceptual sense in which robots cannot provide humanistic care. Nonetheless, the paper subsequently suggests that we may recognize a useful sense in which robots, of a suitably anthropomorphic type, can provide humanistic care. Robots might ‘express’ to people with physical, social, or emotional needs the kind of humanistic care that only human beings can provide but that sufferers can nonetheless receive comfort from precisely because of what is expressed to them. Although this sense of humanistic robot care is derivative from uniquely human care, and although it is wide open to social and ethical criticism, it is nonetheless an idea worth clarifying for anyone interested in the possibilities and limits of robot care.
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1 Introduction

Robots that provide care to people with physical, emotional, and social needs are likely to become increasingly popular as technology advances, populations age, and demand for human caregivers outstrips supply [1]. Robots will get increasingly sophisticated and lifelike. These prospects raise several related but different questions. One is the empirical question of the technological and practical possibilities of care robots and their effects on human beings, as investigated in fields like social robotics and human–robot interaction (HRI) [2–7]. Another concerns the social and ethical dangers and benefits of robots, particularly ones that increasingly resemble humans, undertaking care work [8–18]. A third question concerns what sorts of care are conceptually possible for autonomous artificial agents that can act in increasingly lifelike and complex ways [19], compared to human actors [20].

This paper examines, by means of philosophical analysis, the third, conceptual question. It specifically investigates whether care robots can provide ‘humanistic care’ to people who are, for example, socially isolated, suffering physical or mental illness, or have various disabilities [21]. Some will think this prospect is obviously impossible, or possible only in a trivial sense, and perhaps also wrong or dangerous to attempt; others will pursue or embrace it with open arms. But if humanistic care, as some think, is a distinctively human form of care and is perhaps the deepest form of care that there can be, it may be thought to show most starkly the gulf between human and robot caregiving. Humanistic care may seem the polar opposite or perfect antithesis to robot care. Because humanistic care may be considered so peculiarly human and profound, focusing on it is a helpful litmus test of the limits and possibilities of robot caregiving, as robots get potentially more-and-more sophisticated.
and lifelike. It also feeds into discussions on how human or anthropomorphic care robots might need to be for various social purposes [22].

To get clearer about this conceptual territory, I elucidate below a vital sense of ‘humanistic care’ that has its home in uniquely human caregiving. I argue that humanistic caregiving is indeed a distinctive form of ‘affective’ care dependent on certain uniquely human characteristics and aspects of our humanity that can provide a profound kind of comfort to suffering people. Not all kinds of warm, emotion-laden, affective care need be humanistic care when the latter is understood in a certain way. I then try to elaborate a conception of robot humanistic care that is intelligible and substantial rather than misguided and unhelpful, and that will be useful for anyone interested in robot care.

The conception of humanistic robot care that I develop is conceptually derivative from distinctively human activity. It also implies that ‘humanistic’ care robots will need to be strongly anthropomorphic in physical and behavioral ways. Given the potential increase in sophisticated care robot use, this conception is important to clarify, even though (or indeed because) the design and use of ‘humanistic care robots’ is open to social and ethical criticism and may well be rejected by some care recipients, their caregivers, and others. Yet normative questions about new technology such as robots and AI sometimes benefit from clarification of underlying concepts [23]. For these reasons, this philosophical study of the nature of ‘humanistic care’, and of the associated potential and limits of robot caregiving, has implications for robot design, HRI, and the ethics of robot care.

The paper runs as follows. In Sect. 2, I provide some necessary background for our examination. In Sect. 3, I flesh out key conceptual constituents of humanistic caregiving performed by humans, drawing on the notion of a kind of humanism in caregiving propounded by individuals such as Oliver Sacks. In Sect. 4, I cast doubt on one skeptical view that humanistic human caregiving is not a special or unique kind of caregiving that can provide distinctive and profound forms of comfort to sufferers. In Sect. 5, I briefly present the different skeptical view that precisely because human caregiving is special and unique, therefore there can be no substantial conception whatever of humanistic caregiving by robots. I then elucidate, in line with my aim, what I think is a non-trivial and useful conception of such robot caregiving in Sect. 6. There I develop an ‘expressivist’ understanding of robot care in which robot humanistic care depends on care recipients having certain affective responses that depend conceptually on their responding to certain human-like expressive features of the robots. In Sect. 7, I reply to some possible worries about this account. Finally, in Sect. 8, I briefly outline some implications of the preceding conceptual analysis for caregiving practice and research, robot interaction studies, robot design, and ethics.

## 2 Background

Care robots are a type of ‘social robot’ or ‘socially assistive robot’ [24, 25] which occupy social roles, inhabit social settings, and possess apparent social capacities or features [26]. Following Vallor, I define care robots roughly as “robots designed for use in home, hospital, or other settings to assist in, support, or provide care for sick, disabled, young, elderly, or otherwise vulnerable persons” [8]. They may assist health care professionals or work directly with care recipients, including by providing robot companionship as a form of care [13]. Care robots may be used in medicine and nursing, in rehabilitation, and in sectors such as aged care [27] for people who are frail, needing assistance, or lonely.

Unlike, say, avatars on video screens, care robots are embodied machines in the sense that they have physical form often in the shape of bodies. They may also have a kind of agency whereby they act of their own accord, i.e., to some degree autonomously. They may be human-like, animal-like, hybrids of the two, robot-like, and so on [28]. Some care robots may have AI-enabled abilities such as the ability to detect human emotions and perform natural language processing that allows them to hold conversations with people or enact other ‘social’ interactions [29]. While some people are hopeful that robots will become conscious and have emotions, thoughts, and phenomenal experiences in the way that biological creatures like humans and some animals do [30, 31], I shall assume that robots will not achieve consciousness, awareness, and so forth in the foreseeable future. This position is widely accepted. The care robots I have in mind thus have no ‘interiority’ even though they may have great sophistication, autonomous behavior, lifelikeness, and artificial intelligence.

There are many possible care robot activities [32]. We may, however, start by broadly distinguishing ‘functional care’ and ‘affective care’ [27, 33]. Functional care characteristically involves physical care tasks such as lifting, feeding, cleaning, bathing, diagnosing, taking temperatures, monitoring physiology and behavior, and reminding people to take medications. Affective care, by contrast, involves influencing a vulnerable or unwell person’s affective state, such as their emotions. This care may be comprised of, for example, comforting, reassuring, and giving solace, or keeping company through illness, depression, and social isolation. Importantly, functional care and affective care can go together. We can witness this when, for example, a human nurse washes an anxious bedbound patient with gentle concern and reassurance.

Some examples of existing care robots will help to set the scene for our discussion. Consider functional care
activities first. Robotic surgeons perform the functional-style care of repairing bodies [34]. Some robots assist in teleconsultations [35], including by (controversially) helping doctors deliver bad news [36], a prospect made more real by the COVID-19 pandemic when healthcare workers were in short supply [37]. RIBA is a large plastic-looking robot with a bear-like face and strong human-like arms for lifting and placing people onto beds and wheelchairs while being guided by “novel tactile guidance methods using high-accuracy tactile sensors” [38]. The fourth generation of the ambulatory Care-O-Bot has arms, neck, and hips that pivot on spherical joints and a ‘head’ with a screen interface. It can assist people by, for example, carrying objects for them [39].

Some care robots are designed to help functionally with social and cognitive function. ElliQ is a non-ambulatory home assistant robot for older people with a moveable ‘head’ that lights up during interaction and can converse with and pro-actively remind users go for a walk, talk to a friend or relative, or take medication [40]. Robots like Pepper and NAO (shiny robot-looking humanoids), Pleo (friendly-looking plastic dinosaur), and Kaspar (child-looking robot) have been used for younger people with Autism Spectrum Disorder, such as by providing them with non-threatening social therapy [41]. As can be seen, some care robots have clear anthropomorphic appearances and capabilities, while others do not.

Robots that provide functional care, such as ElliQ and even the vaguely anthropomorphic (human-like) Care-O-Bot, which is supposedly “courteous, friendly, and affable as a gentleman” [39], have some overlap with care robots that more explicitly aim at affective care. For example, robots are being designed that can hug people to alter affective states like moods and emotions in people in hospitals and aged care [42]. Block and Kuchenbecker explain:

Hugging another person gives each participant social support, relieves stress, lowers blood pressure, and increases oxytocin levels. With the health benefits and prevalence of hugs in daily human interactions, it is natural that roboticists have tried to artificially create this gesture [6].

Certain ‘companion robots’, such as Paro the fluffy baby seal, give affective care by comforting and bringing enjoyment to older socially isolated individuals and those developing dementia [43, 44]. Paro has sensors that recognize voice and touch, such as stroking and patting, and can respond with apparent pleasure and affection to its user. Other companion robots, like Sony’s robot dog AIBO, may become care robots that provide affective care when used in care settings, even though they are usually used at home as entertaining companions for people who don’t need care [45]. And again, affective and functional robot care may be wrapped into a single activity.

Discussions about robot care often touch on the idea of care that is not only affective but also peculiarly or strikingly human [17]. This might occur, for example, when people talk about care with heart or with the human touch that is allegedly present in the highest forms of care [46, 47]. Sometimes the tenor of such remarks is that there are special qualities that can make some kinds of human care [48] that express certain aspects of our humanity—or what I am terming ‘humanistic care’—particularly distinctive, profound, and ethically fine [11, 49]. Humanistic care may occur through the manner in which functional care is performed, or be independent of it. The suggestion that care robots might perform ‘humanistic care’ of some distinctive human sort can elicit at least three general responses that are worth classifying: embrace, rejection, and deflection. I will outline them here and return to both rejection and deflection later (finding both true aspects and weaknesses in them).

Embrace involves the view that humanistic care is a possible and even worthy aim of robot development. Note that there is a receptiveness to highly human-like robot care and companionship in some cultures [50], and some current trajectories are towards increasing anthropomorphization of robots [51]. For example, a recent HRI study suggested that robots designed to reduce loneliness may need to “manifest more positive unique human nature traits to facilitate people’s anthropomorphism” and to “show more warmth” to promote “social connection with their human partners” [52].

Rejection, I will say, involves strongly criticizing the very idea that robots can provide humanistic care. Skeptics may, for example, say that humanistic care depends on robots having conscious or phenomenal experiences which they lack, or relatedly, on care recipients being deceived about the (absent) interiority of robots [49]. Rejection, I shall say, involves dismissing the idea that robots might be provide humanistic care in some intelligible sense.

Deflection involves the claims, made by some posthumanists [53], that we should be wary of valorizing “anthropocentric” styles of care [54] or of regarding them as particularly special, and that profound kinds of machine care can exist without needing the “quasi-mystical powers ascribed to the ‘human touch’” [55]. On a certain posthumanist view, our attitude to robot care should aspire to get, as it were, ‘beyond anthropomorphism’.

Making sense of the three general responses as I have described them requires at least a basic understanding of what humanistic care by humans and/or nonhumans is or could be. Although an investigation of humanistic robot care could be informed by studies about robots and human responses to them, my investigation here is primarily philosophical. Specifically, it proceeds by clarifying and investigating relevant concepts and the nature of various forms.
of caregiving, human behavior, and nonhuman action. Such an investigation is required to make sense of the possibility or the impossibility of humanistic robot care and what that notion might come to. For example, if humanistic care only really makes sense in relation to human caregivers, or if it necessarily depends on deception or delusion when undertaken by robots, then the project of trying to emulate particularly human-like forms of care in robots or of making caregiving robots increasingly ‘in our image’ may need reassessment. The following conceptual investigation could inform value sensitive robot design [13, 56], science and technology studies [57, 58], HRI studies [59–61], and the ethics of robot care [10, 17].

3 Humanistic Care Performed by Humans

To investigate the possibility of creating humanistic care robots, I begin by outlining some possible components of what we are calling humanistic care that occur in human caregiving. The concept of ‘humanistic care’, of care that expresses certain special aspects of our humanness or humanity, is too complex to elucidate exhaustively; it is also likely to be contested and debated. However, it is possible to delineate some of that concept’s core features—or at least core features of a certain important conception of humanistic care—in a way that will be helpful to our conceptual investigation of the limits and possibilities of robot caregiving.

Humanistic care, of course, goes well beyond functional care. It may involve functional care, such as lifting or cleaning a patient, or improving their physical health or cognitive functioning, but it also involves affective care. Affective care, we noted, can occur independently of functional care or as a part of it. We may regard humanistic care as a kind of affective care. However, humanistic care is not just any kind of affective care, but a special form of it. Or at least, that is what many people believe, and it is also something we can give an account of. Before we delve into the idea of humanistic care, let us first discuss affective care more generally.

One component of affective care is an attempt to influence a person’s affective state. For example, the caregiver might seek to reduce a person’s loneliness or anxiety about their illness. Interest in patient-centered care and care for the whole person is increasing [62, 63]. Indeed, the World Health Organization’s Practical Manual for using the International Classification of Functioning, Disability and Health emphasizes holistic care [21]. Patient-centered and holistic care go beyond promoting physical health to simultaneously or separately promoting emotional wellbeing. The philosophy of ‘positive psychology’ [64] is holistic insofar as it aims not only to relieve mental suffering and dysfunction but to foster emotional growth and flourishing.

Affective care can involve the expression of certain types of care, often affectively laden, on the part of the caregiver. Mark Coeckelbergh distinguishes ‘shallow’ care from ‘deep’ care [20]. On his definition, both forms can be ‘good care’ rather than ‘bad care’. Yet shallow care for Coeckelbergh amounts to functional care, whereas deep care implies care-related responses and engagement from, and/or the initiation of affective relations by, the caregiver. Such affective relations could include empathy and concern.

Santoni de Sio and van Wynsbergh distinguish “goal-directed” care activity in healthcare, where the good sought is external to the activity, and “practice-orientated” care activity, where the good sought is internal it [18]. Goal-directed care may for example involve lifting or moving a patient. Practice-oriented care is related to affective care; it may, for example, involve making eye contact and emotional connections with patients. We can note here that humanistic care is a kind of practice-oriented care. As such, the good of humanistic care is not reducible to external goals but is rather partly internal to such care. However, Santoni de Sio and van Wynsbergh suggest that although robots excel at goal-directed care, practice-oriented activities, in which the value of care is embodied in the activity itself, is a job for human beings rather than robots [18].

The philosophy of care [65–67] is also helpful. In care ethics, a distinction is often made between ‘caring for’, which need not involve conscious feelings and attitudes of care, and ‘caring about’, which necessarily does involve conscious feelings and attitudes [13, 68]. Care theorist Joan Tronto holds that (conscious) attentiveness, responsibility, and reciprocity are ineliminable parts of good care practice [68]. The finest caregiving means not simply, say, diagnosing an illness and dispensing medications; it also means having a complex and attentive relationship with the cared-for. Embedded in this nuanced relation is a range of possible affective responses like empathy, sympathy, concern, and compassion. Furthermore, care ethics stresses that this caring relationship is (ideally) penetrated by an ethical dimension, in which the caregiver recognizes responsibilities to the recipient and initiates actions to express that recognition and fulfil those responsibilities. In a similar vein, Rob Sparrow [11] argues that humans who are being cared for require both recognition as unique individuals and ethical respect as members of the human community [69].

The elements of seeking to have a positive effect on another who is ill or alienated (etc.) through the manifestation of ethically conditioned, affective, and expressive behaviors and actions are important to the idea of humanistic care. I need, however, to bring out a distinctive dimension of that concept that goes beyond just any kind of affective (e.g. empathetic) care. This dimension is related to certain distinctive human behaviors or aspects of our humanity. In a discussion of robots and nursing, Archibald and Barnard
note that many health practitioners instinctively embrace “humanism” and see it as their role to sometimes “share their humanness with the patients they care for” [33]. What, we may ask, could this ‘sharing of humanness’ or humanity be? To get a sense of a core component of humanistic care that such expressions seem to hint at, I shall briefly turn to the thoughts of the well-known neurologist Oliver Sacks.

Sacks spoke of the humanistic clinician. He distinguished between viewing a patient as an organism needing repair on the one hand and seeing them, as it were, with fully human eyes on the other. Both stances, Sacks thought, are essential to full care on the clinician’s part. Indeed, without a certain uniquely human component, the caregiver—who could be a doctor but also a nurse, an aged care worker, or even a person without any professional skills—is lacking a vital caregiving quality. Sacks held that:

…The humanistic clinician moves freely between the two narrative worlds of health care: the classical world, with its “objective description of disorders, mechanisms, syndromes,” and the “romantic” world—“an empathic entering into patients’ experiences” of illness. [He/she] neither sees the patient “as an impersonal object nor as projections of himself,” but rather as a fellow traveler through the course of the illness, all the while developing a perception of the patient “not as a problem [to be solved] but as a complex phenomenal whole…that requires imagination, empathy, and understanding” [70].

This form of humanistic care encompasses what we could call sympathetic understanding. The first word (‘sympathy’) can be read as shorthand for a range of key responses touched on above, like empathy, concern, compassion—and we could also add love [46]—that the caregiver might feel and express to the sufferer. The second word (‘understanding’) may be read as invoking Sack’s particular contribution to our evolving concept of humanistic care. Understanding the sufferer could mean responses like registering them as a fellow traveler and mortal creature and so as fundamentally like oneself.

Of course, the affective dimension is certainly important: to have ‘sympathetic understanding’ is not merely to coldly or ‘rationally’ comprehend the other’s state. But sympathetic understanding also means having and expressing a certain kind of knowledge and deep appreciation of the nature of their suffering, fears, alienation, and pain. It can mean, for example, registering and communicating, however subtly, human solidarity with them: the understanding that both the caregiver and the cared-for are vulnerable human creatures. Further, sympathetic understanding can involve expression of the loving sense that the recipient is profoundly valuable and unique. It is also worth noting that sympathetic understanding often—though, because of the power of the human imagination, not always—depends on actual human experience. This is why cancer sufferers, for example, often seek out the company of fellow cancer sufferers and why the bereaved seek the company of those who have recently suffered the loss of a loved one.

So, our conception of humanistic caregiving is care that can have certain effects on the recipient, such as comfort, reassurance, solace etc., which are produced in virtue of the care recipient recognizing that the caregiver is expressing key aspects of their own (the caregiver’s) humanness or humanity. As we have noted, humanistic caring can involve such things as compassionate solidarity, fellow feeling, and the view that the recipient is profoundly valuable and unique. This might be called affective care, but it is affective care of a particular sort that draws on fundamental and profound dimensions of human life.

Several qualifying remarks about this idea of humanistic care must be made. First, there is no ‘official’ concept of humanistic care, the concept is anyway complex, and people are free to define it differently. Even so, the descriptions I have presented are I think recognizable as elements that many care scholars and others implicitly resonate with when they talk of distinctively or uniquely human care. Some instances of humanistic caregiving may involve sympathetic understanding, while other instances may tend to stress the uniqueness of the care recipient, and so on. But what qualifies caregiving as humanistic is that at least some of these key and distinctive elements of ‘humanness’ are present.

Second, we can acknowledge that human caregivers may often fail to care well, and especially to care humanistically, since caring can, for various reasons, be hard and unrewarding work [54]. In reality, caregivers may lack genuine opportunities to really ‘share their humanness’ as opposed to just ‘going through the motions’. Humanistic care may be all too rare, which helps explain why people like Oliver Sacks so strongly champion it. Nonetheless, humanistic care is a kind of care that many people strongly believe is worth aspiring to and, of course, worth receiving.

Third, humanistic care can be expressed in many different bodily ways. For example, it can be conveyed in words or else simply in a gesture, a non-linguistic utterance, a demeanor, or a look, action, or touch. Indeed, that human caregivers express humanistic forms of care in various ways and by means of their bodies is a fact of great significance. Sometimes this care might be expressed by way of the words which are said and by the speaker’s tone of voice. Tactile interactions are also often central. Embracing a patient or holding their hand, activities which manifest the “power of touch.” [33] can be ways of expressing, say, sympathetic understanding, even when that understanding is not conveyed by linguistic means (although it might be).

Even just being with a suffering person at a key moment and showing them a human face can in the right contexts
be a significant form of caring that expresses sympathetic understanding [71]. So too can be simple acts of kindness, such as noticing that a person is sad or lonely and offering them a kind word, a reassuring touch, or cup of tea. All these could be examples of what some have called “humanistic nursing” [72]. In sum, behaviors like compassion and kindness, when expressed in certain bodily ways by human beings such that they express certain peculiarly human responses like sympathetic understanding and solidarity, can constitute humanistic care for the care recipient. Having given some sense of this distinctive variety of human care, let us now consider two skeptical responses—deflection and then rejection—to the idea of robots performing humanistic care. I will suggest that both responses have some value, but that they also have weaknesses.

4 Deflection of Robot Humanistic Care

Deflection involves the belief that the project of trying to make care robots increasingly in the human image is problematic because it involves an overinflated view of human beings and a narrow view of the possibilities of nonhuman styles of caregiving. Such a belief might be gleaned from posthumanism’s [53, 73] radical critique of a kind of liberal humanism or anthropocentrism that many cultures have inherited. While this stance need not dismiss human caregiving altogether, it does seek to unsettle traditional ideas of caregiving by shaking human beings off their pedestal.

For example, those who critique a traditional and essentially human-centered conception of care may point to the possibility and great value of non-human and non-anthropomorphic—but still embodied—types of care. They may, for instance, welcome human-nonhuman hybrid models of care that undermine hard but often unexamined boundaries between machines, humans, and animals [74]. On this view, we should be open to reconceiving robots not as cold, mechanical objects as we have often learnt to do, but as nonhuman agents that, in spite of looking like machines or machine-creature hybrids, may offer novel, rich, and intrinsically rewarding caring entanglements for the dependent and vulnerable human creatures that we are [75]. Some critics may even question whether commentators like Mark Coeckelbergh are right to claim that “good care” necessarily involves “a significant amount of human contact” [19].

Posthumanist critic Amelia DeFalco argues that we must “move beyond the assumption that human care is the gold standard” [55]. She writes:

Companion robots like Paro appeal to the desire for affective reciprocity, fabricating a relationship in which users are able to simultaneously receive and give care. Robots, such as Paro, usurp what many assume are exclusively human prerogatives of caregiving—affection, intimacy, even love—destabilizing humanistic models of care that privilege human-to-human relations as uniquely authentic and meaningful [54].

I am unsure what precisely DeFalco would make of the idea of rendering care robots ever more like human beings as opposed to exploring less human or less anthropomorphic modes of robot care. Nonetheless, the posthumanist deflation of the humanistic care position as I have explained it provides an argument against thinking that humanistic care robots are worth pursuing on account of the unique and profound value of humanistic care. The posthumanist deflection—as I am taking it here—of the idea that we might humanize care robots by modelling them ever more closely on human beings stems from a deep critique of anthropocentrism. There are, however, arguably good reasons for holding that humanistic care, as it is esteemed by humanistic thinkers like Oliver Sacks and others, is distinctive and special, even as we remain open to novel and radically nonhuman forms of caregiving.

Consider nonhuman animal care. Animal-assisted therapy is flourishing [76, 77]. This emerging field of healthcare recognizes not only the enormously comforting and healing power of animal interaction and company, but also the affective responses and the skills that highly experienced and trained animals such as dogs may bring to caregiving. Some scholars of animal-assisted therapy do not regard such animals as mere ‘therapeutic tools’ for human therapists to use and manipulate, but as engaged nonhuman co-therapists who work in co-operation with (albeit under the guidance of) professional human therapists [77].

The idea of animals as sophisticated and genuine co-caregivers or even co-therapists is, while a challenging idea for some, a possibility that we might be receptive to. But even such advanced animal caregiving will never be humanistic care. Animals can arguably show empathy, sympathy, and skilled responses which we may sometimes recognize as invaluable caregiving, but they cannot, for example, embrace, hold hands, or sit with a person and console them in the same way a human caregiver can. Embodied animal expressions of care may convey understanding from those animals—and the erosion of skepticism about animal minds should awaken us to their complexity—but animals nevertheless do not and cannot communicate such things as a sympathetic understanding of a sufferer as a uniquely valuable fellow traveler. Therefore, robot animals similar to, or even much more advanced than Paro, cannot provide humanistic care, even if people affectively bond with them and even if they express kinds of ‘affect’ which in turn positively influence the emotions and mood of human recipients, as some studies indicate they do [78].
Of course, posthumanist critics may reply that these points about animal care exemplify the anthropocentric bias we have reason to escape. However, it seems that human sufferers often still strongly want and need distinctively human care. In a recent scoping review of human compassion in the healthcare literature, Sinclair et al. report that patients and their families “consistently ranked features of [human] compassion among their greatest healthcare needs” [79]. And while it is evident that patients “desperately desire and increasingly expect compassion to be a core component of their healthcare experience”, these needs are, unfortunately, frequently unmet by professional caregivers [79]. A critic may cogently reply that compassion could also come, and perhaps come more consistently and reliably, from animals or indeed (in a different sense) from robots. However, reflection on other examples may convince us that we have not yet landed in a posthumanist world in which humanistic compassion is no longer often central to the vital care needs that lonely, sick, disabled, or depressed human beings have and profess.

During the COVID–19 pandemic, restrictions on human contact and overrun medical services meant that some victims suffered and died alone. Medical staff were forced to wear heavy personal protective equipment (PPE) that placed physical barriers between them and their patients. Something similar happened during the earlier Ebola epidemic. In the following extract, a nurse describes her experiences tending to patients dying from Ebola virus:

Having to wear full person protective equipment (PPE) affected nursing tasks. (I sometimes felt as if I were trapped inside the body of a robot.) Patients couldn’t see the faces of those caring for them, and this was particularly distressing for children, many of whom were in the isolation area alone because their family members either had died or weren’t infected. Patients could be touched only with gloved hands, and this profoundly limited nurses’ ability to establish human connections [80].

Our discussion of humanistic care has already identified some key elements of such ‘human connections’ that are, as this nurse and author says, communicated by human faces and hands and that were so important to her patients. Although I agree with those who stress that we should be open to other forms of care (such as animal caregiving), I also believe that humanistic care is a unique and profound sort of care which only living human beings, with their human experiences, frailties and vulnerabilities, and forms of understanding, can fully provide. However, I also want to claim that complete rejection of the possibility of humanistic robot caregiving is mistaken. And yet the preceding quote from the Ebola nurse, in which ‘faceless’ human beings in heavy PPE are described as looking like robots, may be thought to suggest that care robots, no matter how sophisticated and cleverly designed, are the perfect antithesis of humanistic caregivers.

5 Rejection of Robot Humanistic Care

Various authors have strongly critiqued the project of designing and deploying robots for certain caregiving purposes [46, 49, 81]. Care robot critics are usually not against machine-facilitated care altogether. They may acknowledge that care robots are efficient, untiring, relatively unobtrusive compared to humans, never abusive or insolent, potentially less invasive of privacy [81], and helpful to overworked caregivers [82]. Furthermore, some authors think that care robots might usefully assist in the provision of embodied and affective connections delivered by living human beings to those in need—such as by better enabling human caregivers to reassuringly touch and make eye contact with care recipients while lifting and carrying them [13].

Nonetheless, there is a concern that care robots might damage care practices that are necessary for the wellbeing of both care receivers and potential caregivers [8, 46]. Rob Sparrow claims that “ robots cannot provide genuine care because they cannot experience the emotions that are integral to the provision of such care” [11]. Robots also lack frailties such as mortality and vulnerability to disease, and the experience of hardship, which both humans and animals may possess [49]. Sparrow’s story of an aged care home staffed entirely by caregiving robots [11] is intended to elicit our concern partly because human caregivers are absent (and the residents don’t seem to mind it) and partly because, Sparrow thinks, robot care that aims to emulate human care must either fail or necessarily be deceptive [83].

Jennifer Parks crystallizes such feeling about care robots when she worries that their use:

> Understand the deep human need to relate in an authentic and genuine way to another flesh-and-blood human being who appreciates one’s uniqueness. Even the most finely tuned and responsive robot cannot provide the kind of authentic, honest, and human relationship upon which elderly citizens thrive…[people] may yearn for a pat on the hand, a back or foot rub, or an embrace. This yearning arguably cannot be fulfilled by a robot, since the very need to be considered unique and special by another cannot be met—except through deception—by a machine [46].

We would misunderstand Parks’ claim if we took her to be saying that robots will never meet the technical requirements of providing such ‘authentic care’ or that people will not find them comforting. Parks’ objection is rather that robots, short of becoming “flesh-and-blood” beings like...
humans, cannot provide truly human kinds of care in principle, that is, for conceptual reasons. Although there is an important truth in that thought, I now want to explore why we might leave room for the idea of humanistic care from robots.

6 Robot Humanistic Care

In the light of the forgoing clarifications, it may appear that there is little room left for a useful notion of robot humanistic care. After all, I have accepted that there is a unique, profound, and vital kind of caregiving that is humanistic and which only humans and not robots, nor even skilled, flesh-and-blood animal caregivers, can provide. However, I still think there is a notion of robot humanistic care that is worth explicating. To explicate it, I shall employ a kind of ‘expressivist’ understanding of robots in which their autonomous behavior can be understood as embodying the behavior of feeling and thinking creatures [cf. 84, 85]. An expressivist understanding of robot humanistic care is conceptually parasitic on the humanistic caregiving behavior of humans and is importantly different from it. Nonetheless, it is an understanding that could go with an acceptance or a qualified acceptance (rather than a rejection of deflection) of humanistic robot caregiving—although there will still be room to ethically and socially critique it.

To be clear, there is a crucial sense in which it is true that robots, lacking human interiority and other human qualities and vulnerabilities, can only mimic or simulate genuine or authentic humanistic care [32]. Nevertheless, this does not rule out a non-trivial and useful sense in which robots could provide humanistic care in some potentially compelling way. Arguing that robots can provide more than cold, instrumental care such as taking blood pressure, Pols and Moser [86] note that a robot can cheer a lonely or depressed person by making them laugh and lifting their spirits. The dejected patient may have significant affective responses to the care robot such as affection, pleasure, companionship, and joy—responses that also benefit them emotionally.

We should, however, remember that humanistic care is not reducible to the causation of such effects, even though those effects are an important part of humanistic care and even though we may want to call that sort of care ‘warm’ rather than ‘cold’ care. Another important component of humanistic care is that the caregiver behoves in some of the expressive kinds of ways that we discussed earlier. To explain this component further, let us imagine a robot that, partly by reading postures of human bodies or expressions on human faces (as a robot like Pepper does in a rudimentary way [87]), can identify when a person is feeling especially down and can then gently touch their shoulder or give them a hug. Perhaps the robot does this for a socially isolated person, or perhaps someone suffering from severe COVID-19 or Ebola, where human caregivers are too exhausted or too encumbered by heavy PPE to touch or hug dying patients.

Imagine that this robot touches a person’s hand or shoulder or embraces them with strikingly anthropomorphic arms, hands, face, and body, and in a manner is evocatively human. Block and Kuchenbecker recently investigated both the mechanics of and participant responses to a simple hugging robot [6]. They explored certain variables like the softness of the robot’s arms and body and the firmness of the hug. Their robot, though still fairly rudimentary, can detect, for example, when the person is beginning to release from the hug and react as a human would. Participants in this study preferred soft, warm hugs that “physically squeeze them and release immediately when they are ready for the hug to end” [6].

Compared to a lifting or feeding robot, the hugging robot may initially seem to have little functional benefit in a caring context. However, human beings tend to find physical contact such as embraces from other human beings relaxing and comforting. A robot that replicates the right tactile feel of human skin and exercises just the right amount of pressure and timing in performing a human-style embrace might, for example, reassure and comfort a sick person and even lift their spirits [9, 10].

However, we cannot call this activity robot humanistic care despite those outcomes for the cared-for. For one thing, a comforting effect might be achieved by, for example, giving a person tight-fitting clothing that replicates the feel of a hug, or, more technologically, the smartphone-linked Tjacket—a device its manufacturer claims “provides customizable deep touch pressure hugs that help calm and comfort people who are anxious or stressed” [88]. Furthermore, even if this imagined robot behaves in affective ways, such as ‘showing’ empathy, such expressive affective care is not necessarily humanistic robot care. To get to humanistic care, we need to imagine an ‘android’ that has a certain anthropomorphic appearance and that touches or hugs the sufferers in humanlike ways that express, say, sympathetic understanding and solidarity. Certain words or utterances, and the manner in which they are made, may also be part of the android’s humanistic expression.

For reasons explained, touching, being hugged, etc. by an android necessarily (conceptually) cannot replace a genuinely human touch or embrace, even if the android and its behavior are strikingly humanlike. Furthermore, what the suffering person most wants, and needs, may be comforting physical contact from a living, flesh and blood human being. Nonetheless, the sufferer may be comforted and consoled by our imagined android precisely because of the distinctively human care that its body, voice, and behavior expresses to them. Importantly, this sufferer feels consoled in virtue of
the fact that the robot performs an action that, due to its expressive, embodied qualities, strongly evokes the humanistic caring actions of a human being.

In contrast, the person comforted by, say, a Tjacket, an animal robot, or even many ‘affective’ anthropomorphic robots does not feel comforted in virtue of receiving a human-like hug that compellingly evokes humanistic qualities. The manner or form of a person’s comfort, should they receive it, is importantly different for these other devices. The touch, words, or embrace will not count as humanistic robot care if it merely induces certain beneficial physical effects, for that is merely functional care. But nor will it count as humanistic care if it is ‘merely’ a sort of affective care that, while expressing caring qualities and inducing corresponding emotional effects, lacks the requisite expressive humanistic elements. The care recipient must regard the robot as expressing a human kind of response with some of the important qualities like sympathetic understanding and human solidarity which we described earlier.

A requirement for there being any substantial sense of robot humanistic care is, I want to suggest, that it must make a certain kind of sense for the care receiver to regard the robot’s behaviour as expressive of human compassion, understanding, solidarity, etc. This introduces an intersubjective or ‘objective’ conceptual requirement. After all, a person might vividly (and perhaps non-deludedly) imagine that a hospital pillow that they hugged had expressed for them a humanistic embrace. However, pillows surely cannot express humanistic qualities in any sense that is useful for a conception of nonhuman humanistic caregiving. That is so even if the nature of artefacts is, as social constructivist accounts claim, partly conditioned by their cultural milieu of use [89]—such as the “meaning-infused” context of healthcare [84]. The context of the robot behavior may indeed inform the nature of its expressiveness, but that expressiveness still needs to have other elements to count as humanistic.

So, interpreting care robot behavior in humanistic terms, in a way that is helpful for those of us with various disciplinary or non-disciplinary interests in healthcare technology, depends on various features (including the context of use) and, I now need to say, on the way a sufficient number people respond to it. Classic studies have revealed remarkable human predispositions toward attributing human characteristics to digital technologies, even ones that do not or only vaguely resemble humans, such as computer programs [90]. Nonetheless, there are, as we have just noted, limits to the objects and behaviors that can be helpfully said to express comforting and consoling care of a humanistic kind.

Of course, presumably some robots and behaviors have the ability to express such care more powerfully and vividly than others, giving them the potential to be more effective in caregiving contexts. And we can imagine a range of robot possibilities that might, given technological advances, the right robot appearance, robot behavior, and the presence of appropriate contexts, compellingly express humanistic care. Examples could include forms of tender touching and responsiveness to being touched [91], AI-enabled learning about specific patients and their individuality, reassuring conversation [92], and telling a story [93] to a depressed or distressed person. A robot might even portray such human vulnerability as can intimate human fellowship. Whether such actions warrant the description ‘humanistic robot care’ depends on many (possibly subtle) details, and, furthermore, on how people respond to them.

7 Conceptual Concerns About the ‘Expressivist’ Robot Account

I shall now consider some possible conceptual concerns about our expressivist account of robot humanistic care. Rob Sparrow suggests [83] that if care recipients are intelligibly to benefit from sympathetic robot care, then they necessarily must be deceived that the robots are actually performing the relevant affective behaviors rather than merely simulating them. On this view, were people not at some level so deceived, it would be difficult to imagine how they could possibly feel comforted by an expression of (say) sympathetic solidarity from a mere machine. And if, instead, they are deceived, then the solace and comfort which they take from the robot is, regrettably (and possibly unethically), a false solace and comfort generated by the mere illusion of humanistic care.

However, on our ‘expressivist’ understanding, the care recipient is not comforted (etc.) by an illusory a delusory impression of humanistic care, but simply by the vivid impression of humanistic care that the recipient knows emerges from human life and peculiar human behaviors. It is true that many people might not in the slightest be comforted by humanistic robots; others may recoil when they appear too uncannily human [24, 95]; still others may be comforted only in extremely isolated and desperate circumstances, such as in the Ebola and COVID-19 crises. The acceptance of such robots may also be affected by a patient’s age, personality, gender, culture, or experience with technology [96–99]. In any case, those not consoled by humanistic care robots clearly cannot benefit from them.

Nevertheless, someone who is so comforted need not be deceived (even if some are) when they are moved by robot caregivers that express themselves humanly. And perhaps it should not surprise us that some people, especially those wracked by suffering and loneliness, should find a robot’s facial expression, or the very human sound of its voice, comforting and reassuring. After all, we can be comforted and
uptaken by many things in nature, not only by animals, but also inanimate things—the sound of a stream bubbling over stones or a breeze gently rustling through leaves. Certainly, the difference in our case is that we are speaking of robots acting in peculiarly human ways. Yet the power of nonhuman comfort is worth remembering. We know that empirical studies show people often accepting and even warming to social robots [100–102]. Similar studies would be required to know what individuals and groups think about humanoid robot care.

Another possible concern about our ‘expressivist’ account is that while we have pointed to the need for the right sort of appearance, context, and behavior, we have not given definite or exhaustive conceptual criteria for the expression of robot humanistic care. Why might some robots, but not other ‘affective’ care robots, be said to express humanistic care? In reply, we may point out that the expressivist notion is connected to the idea of what a thing intelligibly “represents,” [19]. As Sparrow puts it in his illuminating discussion of a very different class of personal robots, it is connected to what we register as the meaning or “semantic content” [103] of robot behavior in human–robot interaction.

As was suggested above, the meaning or semantic content of robot behavior is not fixed subjectively by a single person and her imagination but is rather determined inter-subjectively or ‘objectively’. Accordingly, we can ask what meaning we can make of this or that robot and its behavior. Indeed, we may think that a person who fails to register the expression of a kind of humanistic care in a certain robot—picture again an advanced robot with human hands, arms, body, and face that detects human suffering and loneliness and responds with apparent bodily tenderness and well-chosen words of solace and comfort—is not so much seeing reality clearly as they are missing something. We cannot interpret any behavior as humanistic care, but sometimes (we can at least imagine) it will be hard or impossible to resist such an interpretation.

8 Some Implications for Robot Research and Ethics

One feature distinguishing virtual depictions of caring behavior (such as through an screen-based avatar) and robot behavior is that robots have bodies that can take on various physical forms and can autonomously interact with us. It is in this autonomous, embodied way that they might express a humanistic caring that, though certainly not equivalent to human sympathetic understanding, may still be compelling. The humanistic power of these interactions might increase not by moving care robots, as some would prefer, ‘beyond anthropomorphism’, but rather by giving robots more human appearances. Hands, faces, postures, gestures, demeanors, haptics, tactility, responsiveness, conversation—robots may better express humanistic care when these are more vividly humanlike [104–106] rather than, say, cartoonish, robotlike, or zoomorphic. No doubt increasingly humanlike robots run risks of seeming creepy or (just as terminally) simply laughable. Yet some such likeness is necessary to produce the relevant expressive qualities.

Healthcare research tells us that subtle body language and eye contact [107], tone of voice [108], and even supplementary humor [79] are important in establishing warmly compassionate connections between caregivers and recipients. Deeper knowledge of peculiar humanistic possibilities for robots will also depend on empirical studies in robot technology and HRI. For instance, investigations into soft robots [109], emotional recognition [110], recognition of specific human individuals, personalization, pro-activity, fluent humanlike conversation and bodily interaction [69]—and their various effects on vulnerable humans—should increase understanding of robots’ potential for nonhuman humanistic caregiving.

Understanding of these possibilities may also increase when robot researchers collaborate with social scientists, artists, dramatists, cultural critics, and philosophers. Chesher and Andreallo illustrate this potential when they discuss the interplay of science, art, and philosophy in informing understanding of the meaningful and affective qualities of robot faces [111]. Novelists, poets, and others may also provide insight into the emotive power of certain linguistic formulations and utterances. Of course, to qualify as humanistic care robots, the idea of the distinctively human forms of care that we explored earlier needs to be kept in mind in conducting these empirical and non-scientific investigations.

None of what I have said implies that humanistic robot care, even if it were to be well-received by some patients, would be as or more important than functional care or indeed other kinds of affective robot care. Moreover, the worth of developing humanistic care robots depends significantly on our social and ethical appraisal of that endeavor. The suggestion that care robots need to be highly anthropomorphic [22] in order to compellingly express humanistic care could be used to argue either for or against such robot development. Thus, some critics may argue that this development will reinforce a dangerous slide toward replacing human caregiving with robot care; others will contend that the very idea is morally undignified and repellent [17]. In contrast, supporters may argue that the dangers of ‘dehumanized’ caregiving [112] are overstated, that humanistic robot care could assist the vulnerable, and that such robots may be a valuable addition to an increasingly overwhelmed care workforce. But my aim in this essay was conceptual understanding—social and ethical criticism of humanistic robot care must be treated separately.
9 Conclusion

In this conceptual investigation, I argued that care robots might provide humanistic care in a sense that is useful to understanding the possibilities of robot caregiving. This sense, to be sure, is a limited sense, one that is derivative from humanistic care that originates in human caregiving and that involves genuine sympathetic understanding, human solidarity, and so on. I focused on the conceptual task of elucidating the meaning of robot humanistic care using an ‘expressivist’ approach. Further research would be required to determine just how effective humanistic robot care can be at consoling and comforting sufferers and to ascertain which robot designs are the most compelling. The paper’s contribution lies in clarifying how humanistic robot care is intelligible (without requiring care receivers to be deceived or deluded) and in expounding what humanistic care consists in. We saw how humanistic care differs from functional care and, more importantly, from non-humanistic affective care. Given our understanding of the possibilities and limits of humanistic robot caregiving, we could go on to ask the social and ethical question of whether developing humanistic care robots is a good or a bad thing.
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