Counting Lattice Points by means of the Residue Theorem

MATTHIAS BECK

Abstract. We use the residue theorem to derive an expression for the number of lattice points in a dilated \( n \)-dimensional tetrahedron with vertices at lattice points on each coordinate axis and the origin. This expression is known as the Ehrhart polynomial. We show that it is a polynomial in \( t \), where \( t \) is the integral dilation parameter. We prove the Ehrhart-Macdonald reciprocity law for these tetrahedra, relating the Ehrhart polynomials of the interior and the closure of the tetrahedra. To illustrate our method, we compute the Ehrhart coefficient for codimension 2. Finally, we show how our ideas can be used to compute the Ehrhart polynomial for an arbitrary convex lattice polytope.

1. Introduction

Let \( \mathbb{Z}^n \subset \mathbb{R}^n \) be the \( n \)-dimensional integer lattice, and

\[
\mathcal{P} = \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^n : \sum_{k=1}^{n} \frac{x_k}{a_k} < 1 \text{ and all } x_k > 0 \right\}
\]

the \( n \)-dimensional open tetrahedron with vertices \((0, \ldots, 0), (a_1, 0, \ldots, 0), (0, a_2, 0, \ldots, 0), \ldots, (0, \ldots, 0, a_n)\). where \( a_1, \ldots, a_n \) are positive integers. For \( t \in \mathbb{N} \), denote by \( L(\mathcal{P}, t) \) and \( L(\overline{\mathcal{P}}, t) \) the number of lattice points in the dilated polytope \( t\mathcal{P} \) and its closure, respectively.

Ehrhart ([Eh]) proved (actually for a general lattice polytope) that both \( L(\mathcal{P}, t) \) and \( L(\overline{\mathcal{P}}, t) \) are polynomials in \( t \) of degree \( n \). Moreover, he determined the two leading coefficients and the constant. The leading coefficient is \( \text{Vol}(\mathcal{P}) \), and the second coefficient is \( 1/2 \text{ Vol}(\partial \mathcal{P}) \), which is half the surface area of \( \mathcal{P} \) normalized with respect to the sublattice on each face of \( \mathcal{P} \). The constant coefficient equals \( \chi(\mathcal{P}) \), the Euler characteristic of \( \mathcal{P} \). The other coefficients of \( L(\mathcal{P}, t) \) and \( L(\overline{\mathcal{P}}, t) \) are not as easily accessible. In fact, a method of computing these coefficients was unknown until quite recently ([Ba], [Br-Ve], [Di-Ro], [Ka-Kh], [Kh-Pu]). In this paper, we present an
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elementary method for computing the Ehrhart polynomials of $\mathcal{P}$ and $\overline{\mathcal{P}}$ using the residue theorem. We verify the Ehrhart-Macdonald reciprocity law for these $n$-dimensional tetrahedra. To illustrate our method, we compute the first nontrivial coefficient, $c_{n-2}$, of the Ehrhart polynomial. Finally, we show how our ideas can be used to compute the Ehrhart polynomial for an arbitrary convex lattice polytope.

2. The main idea

Let’s start with $L(\overline{\mathcal{P}}, t)$; that is, we consider the closure of our dilated tetrahedron $t\mathcal{P}$. We introduce the notation

$$A := a_1 \cdots a_n, \quad A_k := a_1 \cdots \hat{a}_k \cdots a_n,$$

where $\hat{a}_k$ means we omit the factor $a_k$. Then we can write

$$L(\overline{\mathcal{P}}, t) = \text{card} \left\{ (m_1, \ldots, m_n) \in \mathbb{Z}^n : \sum_{k=1}^{n} \frac{m_k}{a_k} \leq t \text{ and all } m_k \geq 0 \right\}$$

$$= \text{card} \left\{ (m_1, \ldots, m_n, m) \in \mathbb{Z}^{n+1} : \sum_{k=1}^{n} m_k A_k + m = tA \right\}.$$

We can interpret $L(\overline{\mathcal{P}}, t)$ as the Taylor coefficient of $z^{tA}$ for the function

$$\frac{1}{1-z^{A_1}} \cdots \frac{1}{1-z^{A_n}} \cdot \frac{1}{1-z^A}.$$

Equivalently,

$$L(\overline{\mathcal{P}}, t) = \text{Res} \left(\frac{z^{-tA-1}}{(1-z^{A_1})(1-z^{A_2}) \cdots (1-z^{A_n})(1-z)}, z = 0\right).$$

To reduce the number of poles, it is convenient to change this function slightly; this residue is clearly equal to

$$\text{Res} \left(\frac{z^{-tA}-1}{(1-z^{A_1})(1-z^{A_2}) \cdots (1-z^{A_n})(1-z)}, z = 0\right) + 1.$$
If this expression counts the number of lattice points in $\overline{P}$, then all we have to do is compute the other residues of

$$f_{-t}(z) := \frac{z^{-tA} - 1}{(1 - z^{A_1})(1 - z^{A_2}) \cdots (1 - z^{A_n})(1 - z)z}$$

and use the residue theorem for the sphere $\mathbb{C} \cup \{\infty\}$. In this notation,

$$L(\overline{P}, t) = \text{Res} \left( f_{-t}(z), z = 0 \right) + 1 .$$

The only poles of $f_{-t}$ are at 0, 1 and the roots of unity in

$$\Omega := \left\{ z \in \mathbb{C} \setminus \{1\} : z^{\frac{A_j}{h_{k_j}}} = 1, 1 \leq k < j \leq n \right\} .$$

Note that $\text{Res}(f_{-t}, z = \infty) = 0$, so that the residue theorem gives us the first half of our main result:

**Theorem 1(a).**

$$L(\overline{P}, t) = 1 - \text{Res} \left( f_{-t}(z), z = 1 \right) - \sum_{\lambda \in \Omega} \text{Res} \left( f_{-t}(z), z = \lambda \right) .$$

**Remarks.**

1. The residue at $z=1$ can be calculated easily:

$$\text{Res} \left( f_{-t}(z), z = 1 \right) = \text{Res} \left( e^z f_{-t}(e^z), z = 0 \right) = \text{Res} \left( \frac{e^{-tA}z - 1}{(1 - e^{A_1}z)(1 - e^{A_2}z) \cdots (1 - e^{A_n}z)(1 - e^z)}, z = 0 \right) .$$

To facilitate the computation in higher dimensions, one can use mathematics software such as Maple or Mathematica. It is easy to see that $\text{Res}(f_{-t}(z), z = 1)$ is a polynomial in $t$ whose coefficients are rational expressions in $a_1, \ldots, a_n$.

2. The residues at the roots of unity in $\Omega$ are in general not as easy to compute. They give rise to Dedekind-like sums and their higher dimensional analogues, as we will illustrate in section 4. There is, however, one feature we can read off from these residues immediately, the dependency on the dilation parameter $t$:

**Corollary 2 (Ehrhart).** $L(\overline{P}, t)$ is a polynomial in $t$.

With Corollary 3 below, this will also imply that $L(\overline{P}, t)$ is a polynomial.
Proof. Let \( \lambda \in \Omega \) be a \( B' \)th root of unity, where \( B \) is the product of some of the \( a_k \). Now express \( z^{-tA} \) in terms of its power series about \( z = \lambda \). The coefficients of this power series involve various derivatives of \( z^{-tA} \), evaluated at \( z = \lambda \). Here we can introduce a change of variable: \( z = w^{1/B} = \exp \left( \frac{1}{B} \log w \right) \), where we choose a suitable branch of the logarithm such that \( \exp \left( \frac{1}{B} \log(1) \right) = \lambda \). The terms depending on \( t \) in the power series of \( z^{-tA} \) consist therefore of derivatives of the function \( z^{-tA/B} \), evaluated at \( z = 1 \). From this it is easy to see that the coefficients of the power series of \( z^{-tA} \) are polynomials in \( t \). The fact that \( L(\mathcal{P}, t) \) is simply the sum of all these residues, finally, gives the statement.

For the computation of \( L(\mathcal{P}, t) \) (the number of lattice points in the interior of our tetrahedron \( t\mathcal{P} \)), we similarly write

\[
L(\mathcal{P}, t) = \text{card} \left\{ (m_1, \ldots, m_n) \in \mathbb{Z}^n : \sum_{k=1}^n m_k < t \text{ and all } m_k > 0 \right\}
\]

\[
= \text{card} \left\{ (m_1, \ldots, m_n, m) \in \mathbb{Z}^{n+1} : \sum_{k=1}^n m_k A_k + m = tA \right\}.
\]

Now we can interpret \( L(\mathcal{P}, t) \) as the Taylor coefficient of \( z^{tA} \) for the function

\[
\left( z^{A_1} + z^{2A_1} + \ldots \right) \left( z^{A_2} + z^{2A_2} + \ldots \right) \cdots \left( z^{A_n} + z^{2A_n} + \ldots \right) \left( z + z^2 + \ldots \right)
\]

\[
= \frac{z^{A_1}}{1 - z^{A_1}} \frac{z^{A_2}}{1 - z^{A_2}} \cdots \frac{z^{A_n}}{1 - z^{A_n}} \frac{z}{1 - z};
\]

or equivalently as

\[
\text{Res} \left( \frac{z^{A_1}}{1 - z^{A_1}} \frac{z^{A_2}}{1 - z^{A_2}} \cdots \frac{z^{A_n}}{1 - z^{A_n}} \frac{z}{1 - z} z^{-tA-1}, z = 0 \right)
\]

\[
= \text{Res} \left( \frac{z^{A_1}}{1 - z^{A_1}} \frac{z^{A_2}}{1 - z^{A_2}} \cdots \frac{z^{A_n}}{1 - z^{A_n}} \frac{z}{1 - z} z^{-tA - 1}, z = 0 \right)
\]

\[
= \text{Res} \left( \frac{-1}{z^2} \frac{1}{z^{A_1} - 1} \frac{1}{z^{A_2} - 1} \cdots \frac{1}{z^{A_n} - 1} \frac{1}{z - 1} z^{tA - 1}, z = \infty \right).
\]

To be able to use the residue theorem, this time we have to consider the function

\[
- \frac{1}{z^{A_1} - 1} \frac{1}{z^{A_2} - 1} \cdots \frac{1}{z^{A_n} - 1} \frac{1}{z - 1} \frac{z^{tA} - 1}{z} = (-1)^n f_t(z),
\]

so that

\[
L(\mathcal{P}, t) = (-1)^n \text{Res} \left( f_t(z), z = \infty \right).
\]
The finite poles of $f_t$ are at 0 (with residue -1), 1, and the roots of unity in $\Omega$ as before. This gives us

**Theorem 1(b).**

$$L(\mathcal{P}, t) = (-1)^n \left( 1 - \text{Res}(f_t(z), z = 1) - \sum_{\lambda \in \Omega} \text{Res}(f_t(z), z = \lambda) \right).$$

As an immediate consequence we get the remarkable

**Corollary 3 (Ehrhart-Macdonald Reciprocity Law).**

$$L(\mathcal{P}, -t) = (-1)^n L(\mathcal{P}, t).$$

This result was conjectured (again, for a general lattice polytope) by Ehrhart ([Eh]), and later proved by Macdonald ([Ma]), McMullen ([Mc]), and Stanley ([St]).

### 3. The Ehrhart coefficients

With a small modification of $f_t(z)$, we can actually derive a formula for each coefficient of the Ehrhart polynomial

$$L(\mathcal{P}, t) = c_n t^n + \ldots + c_0.$$

Consider the function

$$g_k(z) := \frac{(z^{-tA} - 1)^k}{(1 - z^{A_1})(1 - z^{A_2}) \ldots (1 - z^{A_n})(1 - z) z} - \sum_{j=0}^{k} \binom{k}{j} z^{-tA(k-j)} (-1)^j.$$

If we insert $-\sum_{j=0}^{k} \binom{k}{j} (-1)^j = 0$ in the numerator, this becomes

$$g_k(z) = \sum_{j=0}^{k-1} \binom{k}{j} (-1)^j f_{-t(k-j)}(z).$$
Recall that (1) gave us $L(P, t) = \text{Res} (f_{-t}(z), z = 0) + 1$. Using this relation, we obtain

$$\text{Res} (g_k(z), z = 0) = \sum_{j=0}^{k-1} \binom{k}{j} (-1)^j \text{Res} (f_{-t(k-j)}(z), z = 0)$$

$$= \sum_{j=0}^{k-1} \binom{k}{j} (-1)^j (L(P, (k-j)t) - 1)$$

$$= \sum_{j=0}^{k-1} \binom{k}{j} (-1)^j L(P, (k-j)t) + (-1)^k.$$  

We claim that this polynomial has no terms with exponent smaller than $k$:

**Lemma 4.** Suppose $L(P, t) = c_n t^n + \ldots + c_0$. Then for $1 \leq k \leq n$

$$\text{Res} (g_k(z), z = 0) = k! \sum_{m=k}^{n} S(m, k) c_m t^m,$$

where $S(m, k)$ denotes the Stirling number of the second kind.

**Proof.** Suppose

$$\sum_{j=0}^{k-1} \binom{k}{j} (-1)^j L(P, (k-j)t) = \sum_{m=0}^{n} b_{k,m} t^m,$$

so that for $m > 0$

$$b_{k,m} = \sum_{j=0}^{k-1} \binom{k}{j} (-1)^j c_m (k-j)^m = c_m \sum_{j=0}^{k} \binom{k}{j} (-1)^{k-j} j^m.$$

The Stirling number of the second kind $S(m, k)$ is the number of partitions of an $m$-set into $k$ blocks. The reason we are interested in these numbers is the identity (St)

$$S(m, k) = 0 \text{ if } k > m,$$

so that $b_{k,m} = c_m k! S(m, k)$ for $m > 0$. Some of the elementary properties of $S(m, k)$ are (St)

$$S(m, k) = 0 \text{ if } k > m.$$
By (6), we conclude that \( b_{k,m} = 0 \) for \( 1 < m < k \). The constant term in (4) is

\[
b_{k,0} = \sum_{j=0}^{k-1} \binom{k}{j} (-1)^j c_0 = -c_0 (-1)^k.
\]

Since \( c_0 = 1 \) for our tetrahedron (in fact, \( c_0 = 1 \) for any convex polytope [Ehr]), (3) follows.

The other poles of \( g_k \) are at 1 and the roots of unity in

\[
\Omega_k := \{ z \in \mathbb{C} \setminus \{ 1 \} : z^{-\sum_{j=1}^{k} \alpha_j} = 1, 1 \leq j_1 < j_2 < \ldots < j_{k+1} \leq n \}.
\]

Note that as \( k \) gets larger, \( \Omega_k \) gets smaller. That is, we have fewer residues to consider. This is consistent with the notion that the computational complexity increases with each additional coefficient, that is, the computation of \( c_k \) is more complicated than that of \( c_{k+1} \). Using the residue theorem, we can rewrite (3) as

**Theorem 5.** Suppose \( L(P, t) = c_n t^n + \ldots + c_0. \) Then for \( 1 \leq k \leq n \)

\[
\sum_{m=k}^{n} S(m, k) c_m t^m = \frac{-1}{k!} \left( \text{Res} (g_k(z), z = 1) + \sum_{\lambda \in \Omega_k} \text{Res} (g_k(z), z = \lambda) \right).
\]

**Remarks.**

1. For \( k = 1 \), we get with (6) a reformulation of Theorem 1(a).

2. The coefficients of \( L(P, t) \) are the same as those of \( L(P, t) \), up to the sign: By Corollary 3, \( L(P, t) = c_n t^n - c_{n-1} t^{n-1} + \ldots + (-1)^n c_0. \)

3. \( \text{Res}(g_k(z), z = 1) \) can be computed as easily as before, the slightly more difficult task is to get the residues at the roots of unity (see also remark 2 following Theorem 1(a)). However, with increasing \( k \), we have to consider fewer of them, so that there is less to calculate. If we want to compute the Ehrhart coefficient \( c_m \), we only have to consider the roots of unity in \( \Omega_m \). We can make this more precise: With (7), we obtain
Corollary 6. For $m > 0$, $c_m$ is the coefficient of $t^m$ of
\[
\frac{-1}{m!} \left( \text{Res} (g_m(z), z = 1) + \sum_{\lambda \in \Omega_m} \text{Res} (g_m(z), z = \lambda) \right).
\]

4. An Example

As an application, we will compute the first nontrivial Ehrhart coefficient $c_{n-2}$ for the $n$-dimensional tetrahedron $P$ ($n \geq 3$) under the additional assumption that $a_1, \ldots, a_n$ are pairwise relatively prime integers $\geq 2$. This case was first explored by Pommersheim ([Po]).

Theorem 7. Under the above assumptions,
\[
c_{n-2} = \frac{1}{(n-2)!} \left( C_n - s(A_1, a_1) - \ldots - s(A_n, a_n) \right),
\]
where $s(a, b)$ denotes the Dedekind sum, and
\[
C_n := \frac{1}{4} (n + A_{1,2} + \ldots + A_{n-1,n}) + \frac{1}{12} \left( \frac{1}{A_1} + \frac{A_1}{a_1} + \ldots + \frac{A_n}{a_n} \right).
\]
Here $A_{j,k}$ denotes $a_1 \cdots \hat{a}_j \cdots \hat{a}_k \cdots a_n$.

Proof. We have to consider
\[
g_{n-2}(z) = \frac{(z^{-tA} - 1)^{n-2}}{(1 - z^{A_1})(1 - z^{A_2}) \cdots (1 - z^{A_n})(1 - z)}.
\]
Because $a_1, \ldots, a_n$ are pairwise relatively prime, $g_{n-2}$ has simple poles at all the $a_1, \ldots, a_n$th roots of unity. Let $\lambda^{a_1} = 1 \neq \lambda$. Then
\[
\text{Res} (g_{n-2}(z), z = \lambda) = \frac{1}{(1 - \lambda^{A_1})(1 - \lambda)} \text{Res} \left( \frac{(z^{-tA} - 1)^{n-2}}{(1 - z^{A_2}) \cdots (1 - z^{A_n})}, z = \lambda \right).
\]
Similar to the methods used in the first chapter to arrive at Corollary 2, we make a change of variables $z = w^{1/a_1} = \exp \left( \frac{1}{a_1} \log w \right)$, where we choose a
suitable branch of the logarithm such that \( \exp \left( \frac{1}{a_1} \log(1) \right) = \lambda \). We thus obtain

\[
\Res \left( g_{n-2}(z), z = \lambda \right) = \frac{1}{(1 - \lambda^{A_1}) (1 - \lambda)} \lambda \Res \left( \frac{(w^{-tB} - 1)^{n-2}}{(1 - w^{B_2}) \cdots (1 - w^{B_n})}, w = 1 \right),
\]

where \( B := a_2 \cdots a_n, \ B_k := a_2 \cdots \hat{a}_k \cdots a_n \). We claim that

\[
\Res \left( \frac{(z^{-tB} - 1)^{n-2}}{(1 - z^{B_2}) \cdots (1 - z^{B_n})}, z = 1 \right) = -t^{n-2}.
\]

To prove this, first note that

\[
(z^{-tB} - 1)^{n-2} = (-tB)^{n-2} (z - 1)^{n-2} + O((z - 1)^{n-1}).
\]

Now for \( m \in \mathbb{N} \),

\[
\Res \left( \frac{1}{1 - zm}, z = 1 \right) = \lim_{z \to 1} \frac{z - 1}{1 - z^m} = -\frac{1}{m}.
\]

Putting all of this together, we obtain

\[
\Res \left( \frac{(z^{-tB} - 1)^{n-2}}{(1 - z^{B_2}) \cdots (1 - z^{B_n})}, z = 1 \right) = \frac{(-tB)^{n-2}}{(-B_2) \cdots (-B_n)},
\]

\[
= \frac{t^{n-2} a_2^{n-2} \cdots a_n^{n-2}}{a_2^{n-2} \cdots a_n^{n-2}} = -t^{n-2},
\]

as desired. Therefore

\[
\Res \left( g_{n-2}(z), z = \lambda \right) = \frac{-t^{n-2}}{a_1 (1 - \lambda^{A_1}) (1 - \lambda)}.
\]

Adding up all the \( a_1 \)'th roots of unity \( \neq 1 \), we get

\[
\sum_{\lambda^{a_1} = 1 \neq \lambda} \Res \left( g_{n-2}(z), z = \lambda \right) = \frac{-t^{n-2}}{a_1} \sum_{\lambda^{a_1} = 1 \neq \lambda} \frac{1}{(1 - \lambda^{A_1}) (1 - \lambda)}
\]

\[
= \frac{-t^{n-2}}{a_1} \sum_{k=1}^{a_1-1} \frac{1}{(1 - \xi^{kA_1}) (1 - \xi^k)},
\]
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where $\xi$ is a primitive $a_1$'th root of unity. This finite sum is practically a Dedekind sum:
\[
\frac{1}{a_1} \sum_{k=1}^{a_1^{-1}} \frac{1}{(1 - \xi^k A_1)} \left( \frac{1}{1 - \xi^k} \right) = \frac{1}{4a_1} \sum_{k=1}^{a_1^{-1}} \left( 1 + \frac{1 + \xi^{k A_1}}{1 - \xi^{k A_1}} \right) \left( 1 + \frac{1 + \xi^k}{1 - \xi^k} \right)
\]
\[
= \frac{1}{4a_1} (a_1 - 1) - \frac{i}{4a_1} \sum_{k=1}^{a_1^{-1}} \left( \cot \frac{\pi k A_1}{a_1} + \cot \frac{\pi k}{a_1} \right)
\]
\[
= \frac{1}{4} - \frac{1}{4a_1} - s(A_1, a_1).
\]

The imaginary terms disappear here, since the sum on the left hand side and $s(A_1, a_1)$ are rational: Both are elements of the cyclotomic field of $a_1$'th roots of unity, and invariant under all Galois transformations of this field.

Hence we obtain
\[
\sum_{\lambda^{a_1^{-1}} = 1 \neq \lambda} \text{Res} \left( g_{n-2}(z), z = \lambda \right) = -t^{n-2} \left( \frac{1}{4} - \frac{1}{4a_1} - s(A_1, a_1) \right).
\]

We get similar expressions for the residues at the other roots of unity, so that Corollary 6 gives us for $n \geq 3$
\[
c_{n-2} = \frac{1}{(n-2)!} \left( \frac{n}{4} - C - \frac{1}{a_1} + \ldots + \frac{1}{a_n} \right)
\]
\[
- s(A_1, a_1) - \ldots - s(A_n, a_n),
\]

where $C$ is the coefficient of $t^{n-2}$ of $\text{Res} \left( g_{n-2}(z), z = 1 \right)$. We can actually obtain a closed form for $C$: As before,
\[
\text{Res} \left( g_{n-2}(z), z = 1 \right) = \text{Res} \left( e^z g_{n-2}(e^z), z = 0 \right)
\]
\[
= \text{Res} \left( \frac{(e^{-t A z} - 1)^{n-2}}{(1 - e^{A_1 z})(1 - e^{A_2 z}) \ldots (1 - e^{A_n z})(1 - e^z)}, z = 0 \right).
\]

Now with
\[
(e^{-t A z} - 1)^{n-2} = (-t A z)^{n-2} + O \left( (t z)^{n-1} \right)
\]
and
\[
\frac{1}{1 - ez} = -z^{-1} + \frac{1}{2} - \frac{1}{12} z + O(z^3),
\]
the coefficient of \( t^{n-2} \) of \( \text{Res}(g_{n-2}(z), z = 1) \) turns out to be
\[
C = (-A)^{n-2} \left[ \frac{1}{12} \left( \frac{(-1)^{n+1} A_1}{A_1 \cdots A_n} + \frac{(-1)^{n+1} A_2}{A_2 \cdots A_n} + \cdots + \frac{(-1)^{n+1} A_n}{A_1 \cdots A_{n-1}} \right) + \\
\frac{1}{4} \left( \frac{(-1)^{n-1}}{A_2 \cdots A_n} + \cdots + \frac{(-1)^{n-1}}{A_1 \cdots A_{n-1}} + \\
\frac{(-1)^{n-1}}{A_3 \cdots A_n} + \cdots + \frac{(-1)^{n-1}}{A_1 \cdots A_{n-2}} \right) \right]
\]
\[
= -\frac{1}{12} \left( \frac{1}{A} + \frac{A_1}{a_1} + \cdots + \frac{A_n}{a_n} \right) \\
-\frac{1}{4} \left( \frac{1}{a_1} + \cdots + \frac{1}{a_n} + A_{1,2} + \cdots + A_{n-1,n} \right).
\]
Substituting this into (8) yields the statement. \( \square \)

The other Ehrhart-coefficients for this tetrahedron can be derived in a similar fashion, although the computation gets more and more complicated, as noted in section 3.

5. General lattice polytopes

Any convex lattice polytope (that is, a convex polytope whose vertices are on the lattice \( \mathbb{Z}^n \)) can be described by a finite number of inequalities over the integers. In other words, a convex lattice polytope \( \mathcal{P} \) is an intersection of finitely many half-spaces. Translation does not change the lattice point count, so we can assume that the points in the polytope have positive coordinates and apply the ideas of the previous sections to \( \mathcal{P} \). Suppose the closure of the dilated polytope \( t\mathcal{P} \) is given by the \( n + q \) inequalities
\[
x_1, \ldots, x_n \geq 0
\]
\[
\frac{x_1}{a_{11}} + \cdots + \frac{x_n}{a_{1n}} \leq t
\]
\[
\vdots
\]
\[
\frac{x_1}{a_{q1}} + \cdots + \frac{x_n}{a_{qn}} \leq t.
\]
with $a_{jk} \in \mathbb{Z}$. Then by introducing a similar notation as before,

$$P_k := a_{k1} \cdots a_{kn}, \quad A_{jk} := a_{j1} \cdots \hat{a}_{jk} \cdots a_{jn},$$

we can define a matrix

$$M = \left(A_{jk}\right)_{j=1..q, k=1..n}.$$

Let $C_j$ the $j$’th column, and $R_k$ the $k$’th row of $M$. Then we can rewrite the last $q$ inequalities of (9) as

$$R_1 \cdot x \leq tP_1$$

$$\vdots$$

$$R_q \cdot x \leq tP_q,$$

where $x = (x_1, \ldots, x_n)$ and $\cdot$ denotes the usual scalar product. Now consider the function

$$f(z) = f(z_1, \ldots, z_q) = \frac{z_1^{-tP_1-1} \cdots z_q^{-tP_q-1}}{(1 - zC_1) \cdots (1 - zC_q) (1 - z_1) \cdots (1 - z_q)}.$$}

Here we used the standard multinomial notation $z^v := z_1^{v_1} \cdots z_q^{v_q}$. We will integrate $f$ with respect to each variable over a circle with small radius:

$$\int_{|z_1|=\epsilon_1} \cdots \int_{|z_q|=\epsilon_q} f(z_1, \ldots, z_q) \, dz_q \cdots dz_1$$

(11)

Here, $0 < \epsilon_0, \ldots, \epsilon_q < 1$ are chosen such that we can expand all the $\frac{1}{1-zC}$ into power series about 0. To ensure the existence of $\epsilon_0, \ldots, \epsilon_q$, we may, if necessary, add an additional inequality $x_1 + \ldots + x_n \leq tP_0$ for a suitable large $P_0$. This is always possible, since $P$ is bounded.

Since the integral over one variable will give the respective residue at 0, we can integrate with respect to one variable at a time. When $f$ is expanded into its Laurent series about 0, each term has the form

$$z_1^{m_1R_1+r_1-tP_1-1} \cdots z_q^{m_qR_q+r_q-tP_q-1},$$

where $m := (m_1, \ldots, m_n)$, and $m_1, \ldots, m_n, r_1, \ldots, r_q$ are nonnegative integers. Thus, in the integral (11), this term will give a contribution precisely if $m$ satisfies the inequalities (10). In other words, we have proved

$$f(z) = f(z_1, \ldots, z_q) = \frac{z_1^{-tP_1-1} \cdots z_q^{-tP_q-1}}{(1 - zC_1) \cdots (1 - zC_q) (1 - z_1) \cdots (1 - z_q)}.$$
Theorem 8.
\[ L(\mathcal{P}, t) = \frac{1}{(2\pi i)^q} \int_{|z_1| = \varepsilon_1} \cdots \int_{|z_q| = \varepsilon_q} f(z_1, \ldots, z_q) \, dz_q \cdots dz_1. \]

On the other hand, we can compute this integral by computing the residues \( \neq 0 \) as before, for each variable at a time. The (finite) sum over these residues will be equal, by Theorem 10, to the number of lattice points in the closure of our polytope \( \mathcal{P} \). We will explore this method and its results in a future paper.

6. Further remarks

1. The ideas in this paper can also be used in other ways. First, note that by omitting the \( z^{\pm tA} - 1 \) factor, we essentially get trivial residues at \( \infty \) and 0. In view of Corollary 6, this corresponds to obtaining an expression for the constant Ehrhart coefficient and setting it equal to 1 ([Be]). This means we are not getting a lattice point count; however, the other factors will still give us Dedekind-like sums, as they appear in the formulae. By using the residue theorem as before, we thus now get relations between these terms, similar in spirit to the various reciprocity laws for classical ([Ra-Gr]) and higher dimensional Dedekind sums ([Za]).

2. Finally, we can extend these methods to \( n \)-dimensional rational polytopes (whose vertices have now rational coordinates). For example, the number of lattice points in the dilated rational tetrahedron
\[ \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^n : \sum_{k=1}^n x_k a_k < t \text{ and all } x_k > 0 \right\} \]
can be computed with similar methods. The details will appear in a future paper ([Be-Di-Ro]).

Acknowledgements

The author would like to thank Boris Datskovsky, Ira Gessel, Marvin Knopp, Gerardo Mendoza, and especially Sinai Robins for helpful suggestions and encouragement.
References

[Ba] A. I. BARVINOK, Computing the Ehrhart polynomial of a convex lattice polytope, *Discrete Comput. Geom.* 12 (1994), 35-48.

[Be] M. BECK, The reciprocity law for Dedekind sums via the constant Ehrhart coefficient, *Amer. Math. Monthly* 106, no. 5 (1999), 459-462.

[Be-Di-Ro] M. BECK, R. DIAZ, S. ROBINS, The Frobenius problem, rational polytopes, and Fourier-Dedekind sums, *Preprint (submitted).*

[Br-Ve] M. BRION, M. VERGNE, Residue formulae, vector partition functions and lattice points in rational polytopes, *J. Amer. Math. Soc.* 10, no. 4 (1997), 797–833.

[Di-Ro] R. DIAZ, S. ROBINS, The Ehrhart polynomial of a lattice polytope, *Annals of Math.* 145 (1997), 503-518.

[Eh] E. EHHRART, Sur un problème de géométrie diophantienne linéaire II, *J. reine angewandte Math.* 227 (1967), 25-49.

[Ka-Kh] J. M. KANTOR, A. G. KOHVANSKI, Une application du Théorème de Riemann-Roch combinatoire au polynôme d’Ehrhart des polytopes entier de $\mathbb{R}^n$, *C. R. Acad. Sci. Paris, Series I* 317 (1993), 501-507.

[Kh-Pu] A. G. KOHVANSKI, A. V. PUKHLIKOV, The Riemann-Roch theorem for integrals and sums of quasipolynomials on virtual polytopes, *St. Petersburg Math. J.* 4, no. 4 (1993), 789-812.

[Ma] I. G. MACDONALD, Polynomials associated with finite cell complexes, *J. London Math. Soc.* 4 (1971), 181-192.

[Mc] P. McMULLEN, Lattice invariant valuations on rational polytopes, *Arch. Math. (Basel)* 31, no. 5 (1978/79), 509–516.

[Po] J. POMMERSHEIM, Toric varieties, lattice points, and Dedekind sums, *Math. Ann.* 295 (1993), 1-24.

[Ra-Gr] H. RADEMACHER, E. GROSSWALD, Dedekind sums, *Carus Mathematical Monographs, The Mathematical Association of America* (1972).

[St] R. STANLEY, Enumerative combinatorics, *Wadsworth and Brooks/Cole, Monterey, Ca.* (1986).

[Za] D. ZAGIER, Higher dimensional Dedekind sums, *Math. Ann.* 202 (1973), 149-172.

DEPARTMENT OF MATHEMATICAL SCIENCES
STATE UNIVERSITY OF NEW YORK
BINGHAMTON, NY 13902-6000
matthias@math.binghamton.edu