1 Introduction

The algorithmic principle of the bootstrap method is quite simple: reiterate the mechanism that produces an estimator on pseudo-samples. But when it comes to estimators that are numerically complicated to obtain, the bootstrap is less attractive to use due to the numerical burden. If one estimator is hard to find, reiterating compounds this issue. Paraphrasing Emile in the French comedy La Cité de la Peur: we can implement the bootstrap when the estimator is simple to obtain or we can compute a numerically complex point estimator, but it is too computationally cumbersome to do both.

Although this limitation is purely practical and tends to be reduced by the ever increasing computational power at our disposal, everyone would agree that it is nonetheless attractive to have a method that frees the user from the computational burden, or at least provides an answer within a reasonable time. In this chapter, we explore a special case of the efficient method of moments ([1]) that encompasses both the computation of numerically complex estimators and of a “bootstrap distribution” at a reduced cost. The idea deviates from the algorithmic principle of the bootstrap: the proposed method no longer attempts at reproducing the sample mechanism that lead to an estimator, but instead, tries to find every estimators that may have produced the observed sample, or more often, some statistics on the sample. The idea is not new though, several methods follow this pattern. The indirect inference method ([2, 3]) similarly attempts at finding the point estimate that lead to statistics obtained from simulated samples as close as possible to the same statistics on the observed sample. Mostly used in econometric and financial contexts, indirect inference has been successfully applied to the estimation of stable distribution ([4]), stochastic volatility models ([5, 6]), financial contingent claims ([7]), dynamic panel models ([8]), dynamic stochastic equilibrium models ([9]), continuous time models ([10]), diffusion processes ([11]); but it has also been used in queueing theory ([12]), robust estimation of generalized linear latent variable models ([13]), robust income distribution ([14]), high dimensional generalized linear model and penalized regression ([15]). Often presented as the Bayesian counterpart of the indirect inference, the approximate Bayesian computation ([16, 17]) aims at finding the values that match the statistics computed on simulated samples and the statistics on the observed sample, with a certain degree approximation. The method has however grown in a different context of applications. For example, it has been successfully employed in population genetics ([18]), in ecology ([19]), in evolutionary biology ([20, 21]). Less popular, R.A. Fisher’s fiducial inference (see for instance [22, 23, 24, 25, 26]) and related methods such as the generalized fiducial inference ([27, 28, 29]), D.A.S. Fraser’s structural inference ([30], see also [31]), Dempster-Shafer theory ([32, 33]) and inferential models ([34, 35]).
A possible counter-example is the following:

We consider a sequence of random variables \( \{ X_n \} \) where it is different than parametric bootstrap estimators, except in the case of a location parameter. This section with the approach we endorse in this chapter. By letting the statistics be the solution of an estimating function of the same dimension as the quantity of interest, we demonstrate that it is possible to bypass the computation of the same statistics on simulated sample by directly estimating the quantity of interest within the estimating function, thereby in a potential significant gain in computational time. In Section 3 we demonstrate in finite sample that under some weak conditions the estimators resulting from our approach is equivalent to the estimators one would have obtained using certain forms of indirect inference, approximate Bayesian computation or fiducial inference approaches, whereas it is different than parametric bootstrap estimators, except in the case of a location parameter. This section innovates on two aspects. First, it implicates that our approach can be employed in practice to solve problems that relate to indirect inference, approximated Bayesian computation and fiducial inference in a computationally efficient manner. Second, it proves or disproves formally the link between the aforementioned methods, and this in the most general situation as the results remain true for any sample size.

Constructing tests or confidence regions that controls over the error rates in the long-run is probably one of the most important problem in statistics ever since at least Neyman-Pearson famous article \(^{36}\). Yet, the theoretical justification for most methods in statistics is asymptotic. The bootstrap for example, despite its simplicity and its widespread usage is an asymptotic method \(^{38}\); for the other methods, see for example \(^{39}\) for approximate Bayesian computation, \(^2\) for indirect inference and \(^{29}\) for generalized fiducial inference. There are in general no claim about the exactness of the inferential procedures in finite sample (see \(^{36}\) for one of the exceptions). In Section 4 we study theoretically the frequentist error rates of confidence regions constructed on the distribution issued from our proposed approach. In particular, we demonstrate under some strong, but frequently encountered, conditions that the confidence regions have exact coverage probabilities in finite sample. Asymptotic justification is nonetheless provided in Section 5. In addition, we bear the comparison with the asymptotic properties of indirect inference method to conclude that, surprisingly, both approaches reach the same conclusion but under distinct conditions. Some leads are evoked, but we lack to elucidate the fundamental reason behind such discrepancy.

Although the proposed method is first and foremost computational, surprisingly in some situations explicit closed-form solutions may be found. We gather a non-exhaustive number of such examples, some important, in Section 6. The numerical study in Section 7 ends this chapter. We study via Monte Carlo simulations the coverage probabilities obtained from our approach and compare with others on a variety of problems. We conclude that in most situations, exact coverage probability computed within a reasonable computational time can be claimed with our method.

### 2 Setup

Let \( \mathbb{N} (\mathbb{N}^+) \) be the sets of all positive integers including (excluding) 0. For any positive integer \( n \), let \( \mathbb{N}_n \) be the set whose elements are the integers 0, 1, 2, \ldots, \( n \); similarly \( \mathbb{N}_n^+ = \{1, 2, \ldots, n\} \).

We consider a sequence of random variables \( \{ X_i : i \in \mathbb{N}_n^+ \} \), possibly multivariate, to follow an assumely known distribution \( F_{\theta} \), indexed by a vector of parameters \( \theta \in \Theta \subset \mathbb{R}^p \). We suppose that it is easy to generate artificial samples \( x^* \) from \( F_{\theta} \). Specifically, we generate the random variable \( x \) with a known algorithm that associates \( \theta \) and a random variable \( u \). We denote the generating mechanism as follows:

\[ x = g(\theta, u). \]

The random variable \( u \) follows a known model \( F_u \) that does not depend on \( \theta \). Using this notation, the observed sample is \( x_0 = g(\theta_0, u_0) \) and the artificial sample is \( x^* = g(\theta, u^*) \), where \( u_0 \) and \( u^* \) are realizations of \( u \).

**Example 1 (Normal).** Suppose \( x \sim N(\theta, 1) \), then four examples of possible generating mechanism are:

1. \( g(\theta, u) = \theta + u \) where \( u \sim \mathcal{U}(0, 1) \).
2. \( g(\theta, u) = \theta + \sqrt{2 \text{erf}^{-1}(2u - 1)} \) where \( u \sim \mathcal{U}(0, 1) \) and \( \text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} \, dt \) is the error function.
3. \( g(\theta, u) = \theta + \sqrt{-2 \ln(u_1) \cos(2\pi u_2)} \) where \( u = (u_1, u_2)^T \), \( u_1 \sim \mathcal{U}(0, 1) \) and \( u_2 \sim \mathcal{U}(0, 1) \).
4. \( g(\theta, u) = \theta + u_2 \sqrt{-\frac{2 \ln(u_3)}{u_3}} \) where \( u = (u_1, u_2, u_3) \), \( u_3 = u_1 + u_2 \), \( u_1 \sim \mathcal{U}(0, 1) \), \( u_2 \sim \mathcal{U}(0, 1) \).

A possible counter-example is the following: \( g(\theta, u) = u - \theta \) where \( u \sim N(2\theta, 1) \). Clearly \( x = g(\theta, u) \), but this \( g \) is not adequate because the distribution of \( u \) depends on \( \theta \).
We now define the estimators we wish to study.

**Definition 2 (SwiZs).** We consider the following sequence of estimators:

\[ \hat{\pi}_n \in \Pi_n = \arg\min_{\pi \in \Pi} \frac{1}{n} \sum_{i=1}^{n} \psi \left( g \left( \theta_0, u_{0i} \right), \pi \right) = \arg\min_{\pi \in \Pi} \Psi_n \left( \theta_0, u_0, \pi \right), \]

\[ \hat{\theta}_n^{(s)} \in \Theta_n^{(s)} = \arg\min_{\theta \in \Theta} \frac{1}{n} \sum_{i=1}^{n} \psi \left( g \left( \theta, u_{si} \right), \hat{\pi}_n \right) = \arg\min_{\theta \in \Theta} \Psi_n \left( \theta, u_s, \hat{\pi}_n \right), \]

where \( \psi \) is an estimating function and \( s \in \mathbb{N}_S^+ \). The estimators \( \hat{\pi}_n \) are referred as the auxiliary estimators. Any sequence of estimators \( \{\hat{\theta}_n^{(s)} : s \in \mathbb{N}_S^+\} \) is called Switched Z-estimators, or in short, SwiZs. The collection of the solutions is \( \Theta_n = \cup_{s \in \mathbb{N}_S^+} \Theta_n^{(s)} \).

**Remark 1.** The SwiZs in the Definition 2 may arguably be viewed as a special case of the Efficient Method of Moment (EMM) estimator proposed by [1]. Indeed, to have an EMM estimator the only modification to the Definition 2 is

\[ \hat{\theta}^{(s)}_{EMM,n} \in \Theta^{(s)}_{EMM,n} = \arg\min_{\theta \in \Theta} \frac{1}{H} \sum_{h=1}^{H} \Psi_n \left( \theta, u_{sh}, \hat{\pi}_n \right), \]

where \( H \in \mathbb{N}^+ \). Ergo, the SwiZs and EMM coincide whenever \( H = 1 \). Note that in general the EMM is defined with \( H \) large and \( S = 1 \).

### 3 Equivalent methods

As already remarked, the SwiZs does not appear to be a new estimator. The SwiZs in fact offers a new point of view to different existing methods as it federates several techniques under the same hat. In this Section, we show the equivalence or disequivalence of the SwiZs to other existing methods, for any sample size \( n \), to conclude that the distribution obtained by the SwiZs is (approximatively) a Bayesian posterior, and thereby that it is valid for the purpose of inference.

The EMM and the indirect inference estimator of \([3,2]\) are known to have the same asymptotic distribution when \( \dim(\pi) = \dim(\theta) \) (see Proposition 4.1 in [20]). In the next result, we demonstrate that the SwiZs and a certain form of indirect inference estimator are equivalent for any \( n \).

**Definition 3 (indirect inference estimators).** Let \( \hat{\pi}_n \) and \( \{u_j : j \in \mathbb{N}\} \) be defined as in the Definition 2. We consider the following sequence of estimators, for \( s \in \mathbb{N}_S^+ \):

\[ \hat{\pi}^{(s)}_{II,n}(\theta) \in \Pi^{(s)}_{II,n} = \arg\min_{\pi \in \Pi} \Psi_n \left( \theta, u_{si}^*, \pi \right), \quad \theta \in \Theta, \]

\[ \hat{\theta}^{(s)}_{II,n} \in \Theta^{(s)}_{II,n} = \arg\min_{\theta \in \Theta} d \left( \hat{\pi}_n, \hat{\pi}^{(s)}_{II,n}(\theta) \right), \quad \hat{\pi}_n \in \Pi_n, \quad \hat{\pi}^{(s)}_{II,n} \in \Pi^{(s)}_n, \]

where \( d \) is a metric. We call \( \{\hat{\theta}^{(s)}_{II,n} : s \in \mathbb{N}_S^+\} \) the indirect inference estimators. The collections of solutions are denoted \( \Pi_{II,n} = \cup_{s \in \mathbb{N}_S^+} \Pi^{(s)}_{II,n} \) and \( \Theta_{II,n} = \cup_{s \in \mathbb{N}_S^+} \Theta^{(s)}_{II,n} \).

**Remark 2.** In Definition 3 we are implicitly assuming that \( \Theta \) contains at least one of, possibly many zeros, of the distance between the auxiliary estimators on the sample and the pseudo-sample. Therefore, the theory is the same for any measure of distance that we denote generically by \( d \).

**Remark 3.** The indirect inference estimators in Definition 3 is a special case of the more general form

\[ \hat{\theta}^{(s)}_{II,B,m} \in \Theta^{(s)}_{II,B,m} = \arg\min_{\theta \in \Theta} d \left( \hat{\pi}_n, \frac{1}{B} \sum_{b=1}^{B} \hat{\pi}^{(s)}_{II,b,m}(\theta) \right), \]

\( B \in \mathbb{N}^+, m \geq n \). In Definition 3 we fixed \( B = 1 \) and \( m = n \). [2] considered two cases: first, \( B \) large, \( m = n \) and \( S = 1 \), second, \( B = 1 \), \( m \) large and \( S = 1 \). For both cases, the \( \ell_2 \)-norm was used as the measure of distance (see the preceding remark).

**Assumption 4 (uniqueness).** For all \((\theta, s) \in \Theta \times \mathbb{N}_S^+\), \( \arg\min_{\pi \in \Pi} \Psi_n(\theta, u_s, \pi) \) has a unique solution.
Theorem 5 (Equivalence SwiZs/indirect inference). If Assumption 4 is satisfied, then the following holds for any $s \in \mathbb{N}_S$:

$$\Theta_n^{(s)} = \Theta_{l,n}^{(s)}.$$  

Theorem 5 is striking because it concludes that a certain form of EMM, the SwiZs, and indirect inference estimators (as in Definition 4) are actually the very same estimators, not only asymptotically, but for any sample size, and under a very mild condition. Indeed, Assumption 4 requires the roots of the estimating function to be well separated so there exists a unique solution. This requirement is restrictive and it is typically satisfied. One may even wonder what would be the purpose of an estimating function for which Assumption 4 would not hold. In this spirit, Assumption 4 may be qualified as the “minimum criterion” for choosing an estimating function.

Even if the optimizer is perfect, Theorem 5 does not imply that the exact same values are found using the SwiZs or the indirect inference estimators, but that they belong to the same set of solutions, and thereby that they share the same statistical properties. Hence, Theorem 5 offers us two different ways of computing the same estimators. Simple calculations however show that the SwiZs is computationally more attractive. Indeed, if we let $k$ denotes the cost evaluation of $\Psi_n$, $l$ the numbers of evaluations of $\Psi_n$ for obtaining an auxiliary estimator or the final estimator, then the SwiZs has a total cost of roughly $\Theta(2kl)$ whereas it is $\Theta(kl + kl^2)$ for the indirect inference estimator, so a reduction in order of $\Theta(kl^2)$. This computational efficiency of the SwiZs accounts for the fact that it is not necessary to compute $\hat{\pi}_n$, and thus avoids the numerical problem of the indirect inference estimator of having an optimization nested within an optimization. This discrepancy is also, quite surprisingly, reflected in the theory we develop in Section 4 for the finite sample properties and in Section 5 for the asymptotic properties.

At first glance, the SwiZs may appear similar to the parametric bootstrap (see the Definition 6 below). If we strengthen our assumptions and think of the auxiliary estimator as an unbiased estimator of $\theta$, it is natural to think of the SwiZs and the parametric bootstrap as being equivalent. In any cases, both methods use the exact same ingredients, so we may wonder whether actually they are the same. The next result demonstrates that in fact, they will be seldom equivalent.

Definition 6 (parametric bootstrap). Let $\hat{\pi}_n$ and $\{u_j : j \in \mathbb{N}\}$ be defined as in Definition 2. We consider the following sequence of estimators:

$$\hat{\theta}_{\text{Boot},n}^{(s)} \in \Theta_{\text{Boot},n}^{(s)} = \arg\min_{\theta \in \Theta} \Psi_n(\hat{\pi}_n, u_s, \theta), \quad s \in \mathbb{N}_S.$$  

The collection of the solutions is $\Theta_{\text{Boot},n} = \bigcup_{s \in \mathbb{N}_S} \Theta_{\text{Boot},n}^{(s)}$.

Remark 4. For the solutions $\Theta_{\text{Boot},n}^{(s)}$ in Definition 6 to be nonempty, the parametric bootstrap requires that $\Pi_n \subset \Theta$. The SwiZs has not such requirement.

Assumption 7. The zeros of the estimating functions are symmetric on $(\theta, \pi)$, that is

$$\Psi_n(\theta, u_s, \pi) = \Psi_n(\pi, u_s, \theta) = 0.$$  

Theorem 8 (equivalence SwiZs/parametric bootstrap). If and only if Assumption 7 is satisfied, then it holds that

$$\Theta_n^{(s)} = \Theta_{\text{Boot},n}^{(s)}.$$  

Assumption 7 is very restrictive, so Theorem 8 suggests that in general the SwiZs and the parametric bootstrap are not equivalent. This may appear as a surprise as only the argument $\theta$ and $\pi$ are interchanged in the estimating function. Then, if they are different, the question of which one should be preferred naturally arises. We do not attempt at answering this question, but we rather prefer to stimulate debates by giving motivations for using the SwiZs. Popularized by [41], the bootstrap has been a long-standing technique for (frequentist) statistician, it is relatively straightforward to implement and has a well-established theory (see for instance [38]). On the other hand, although the idea of the SwiZs has been arguably around for decades (see the comparison with the fiducial inference at the end of this section), we lack evidence of its widespread usage, at least not under the form presented here. When facing situations where $\hat{\pi}_n$ is an unbiased estimator of $\theta_0$, compared to the parametric bootstrap, the SwiZs is more demanding for the implementation and is generally less numerically efficient (see Section 4) suggesting that solving $\Psi_n(\theta, \pi)$ in $\theta$ is computationally more involved than in $\pi$. However, in all the other situations where for example $\hat{\pi}_n$ may be an asymptotically biased estimator of $\theta_0$, a sample statistic or a consistent estimator of a different model, the parametric bootstrap cannot be invoked directly, at least not with the same form as in Definition 8. Indeed, the parametric bootstrap requires $\hat{\pi}_n$ to be a consistent estimator of $\theta_0$. Therefore, when considering complex model for which a consistent estimator is not readily available at a reasonable cost, the SwiZs may be computationally more attractive. The rest of this section aims at demonstrating that the distribution of the SwiZs is valid for the purpose of inference, whereas the following section theorizes the inferential properties of the SwiZs in finite sample for which
Sections 6 and 7 gather evidences. But before, having emphasized their differences, we would like to share a rather common problem on which the parametric bootstrap and the SwiZs are equivalent.

The condition under which the SwiZs and the parametric bootstrap are equivalent (Assumption 7) is very strong and generally not met. There is one situation however where this condition holds, if the inferential problem is on the parameter of a location family as formalized in the next Proposition.

**Proposition 9** (equivalence SwiZs/parametric bootstrap in location family problems). Suppose that $x$ is a univariate random variable identically and independently distributed according to a location family, that is $x = \theta + y$, where $\theta \in \mathbb{R}$ is the location parameter. If the auxiliary parameter is estimated by the sample average and $x$ is symmetric around 0, that is $x \overset{d}{=} -x$, then

$$\Theta_n(s) = \Theta_{\text{Boot}, n}^s.$$  

The conditions which satisfies Proposition 9 are restrictive. Indeed, they are satisfied for location families for which the centered random variable is symmetric. Proposition 9 holds for example with a Gaussian, a Student, a Cauchy and a Laplace random variables (variance and degrees of freedom known), but not, for example, for a generalized extreme value, a skewed Laplace and a skewed $t$ random variables (even with non-location parameters being fixed). The proof uses an average as the auxiliary estimator, but it should be easily extended to other estimator of location such as the trimmed mean. Proposition 9 is illustrated with a Cauchy random variable in Example 40 of Section 6.

Although the parametric bootstrap and the SwiZs will lead rarely to the same estimators, in spite of the similitude of their forms, the next result demonstrates that the distribution of the SwiZs corresponds in fact to (some sort of) a Bayesian posterior. Likewise the indirect inference, the approximate Bayesian computation (ABC) techniques were proposed to respond to complex problems. The two techniques are often presented to be respectively the frequentist and the Bayesian approaches to a same problem and have even been mixed sometimes (see [16, 17]). We now show under what conditions the SwiZs and the ABC are equivalent, but before, we need to give more precision on what type of posterior distribution. If $\hat{\pi}_n$ and $\{u_j : j \in \mathbb{N}\}$ be defined as in Definition 2, we consider the following algorithm. For a given $\varepsilon \geq 0$, for a given infinite sequence $\{u_s : s \in \mathbb{N}^+_2\}$, for a given infinite sequence of empty sets $\{\Theta_{\text{ABC}, n}^s(\varepsilon) : s \in \mathbb{N}^+_2\}$, for a given prior distribution $\mathcal{D}$ of $\Theta$, repeat (indeﬁnitely) the following steps:

1. Generate $\theta^* \sim \mathcal{D}$.
2. Compute $\hat{\pi}_n^s(\theta^*)$.
3. If the following criterion is satisfied

$$d\left(\hat{\pi}_n, \hat{\pi}_n^s(\theta^*)\right) \leq \varepsilon,$$

add $\theta^*$ to the set $\Theta_{\text{ABC}, n}^s(\varepsilon)$, i.e. $\Theta_{\text{ABC}, n}^s(\varepsilon) = \Theta_{\text{ABC}, n}^s(\varepsilon) \cup \{\theta^*\}$.

For a given $s \in \mathbb{N}^+_2$, we denote by $\tilde{\Theta}_{\text{ABC}, n}^s(\varepsilon)$ an element of $\Theta_{\text{ABC}, n}^s(\varepsilon)$. The collection of the solutions is denoted $\Theta_{\text{ABC}, n}(\varepsilon) = \cup_{s \in \mathbb{N}^+_2} \tilde{\Theta}_{\text{ABC}, n}^s(\varepsilon)$.

**Remark 5.** The ABC algorithm presented in Definition 10 is a speciﬁc version of the simple accept/reject algorithm proposed by [16, 17], where the auxiliary estimators are the solution of an estimating function and the dimensions of $\pi$ and $\theta$ are the same.

**Definition 11** (posterior distribution). The distribution of the infinite sequence $\{\tilde{\Theta}_{\text{ABC}, n}(\varepsilon) : s \in \mathbb{N}^+_2\}$ issued from Definition 10 is referred to as the $(\varepsilon, \hat{\pi}_n)$-approximate posterior distribution. If $\varepsilon = 0$, we have the $\hat{\pi}_n$-approximate posterior distribution. If $\hat{\pi}_n$ is a suﬃcient statistic, we have the $\varepsilon$-approximate posterior distribution. If both $\varepsilon = 0$ and $\hat{\pi}_n$ is suﬃcient, then we simply refer to the posterior distribution.

**Remark 6.** In Definition 11 we mention two sources of approximation to the posterior distribution, $\varepsilon$ and $\hat{\pi}_n$. There is actually a third source of approximation stemming from the number of simulations $S$, if indeed $S < \infty$. Since it is common to every methods presented, it is left implicit.
Assumption 12 (existence of a prior). For every $s \in \mathbb{N}^+_0$ and for all $n$, there exists a prior distribution $\mathcal{P}$ such that

$$
\lim_{\varepsilon \downarrow 0} \Pr \left( d \left( \hat{\pi}_n, \hat{\pi}_{n,\mathcal{P}_n}^{(s)} (\theta^*) \right) \leq \varepsilon \right) = 1, \quad \theta^* \sim \mathcal{P}.
$$

Theorem 13 (Equivalence SwiZs/ABC). If Assumptions 4 and 12 are satisfied, then the following holds:

$$
\Theta_n^{(s)} = \lim_{\varepsilon \downarrow 0} \Theta_{ABC,n}^{(s)} (\varepsilon).
$$

From Theorem 13 and Definition 11, we have clearly established that the distribution obtained by the SwiZs is a $\hat{\pi}_n$-approximate posterior distribution. Yet, the conclusion reached by Theorem 13 is surprising at two different levels: first, Theorem 13 implies the possibility of obtaining an $\hat{\pi}_n$-approximate posterior distribution without specifying explicitly a prior distribution by using the SwiZs, second, whereas, for each $s \in \mathbb{N}^+_0$, it would in general require a very large number of sampled $\theta^*$ for the ABC to approach an $\hat{\pi}_n$-approximate posterior distribution ($\varepsilon = 0$), it is obtainable by the SwiZs at a much reduced cost. Indeed, for a given $s \in \mathbb{N}^+_0$, it demands in general a considerable number of attempts to sample a $\theta^*$ that satisfies the matching criterion with an error of $\varepsilon \approx 0$, whereas it is replaced by one optimization for the SwiZs, so it may be more computationally efficient to use the SwiZs. Note also that in the situation where one has a prior knowledge on $\theta$, the SwiZs may be modified, for example, by including an importance sampling weight, in the same fashion that the ABC would be modified when the prior distribution is improper (see e.g. [51]). However, for some problems, the optimizations to obtain the SwiZs distribution may be numerically cumbersome and the ABC may prove itself a facilitating alternative (for example [52] argued in this direction for some of their examples when comparing the indirect inference and the ABC).

Switching between the SwiZS and the ABC algorithms for estimating a posterior poses the fundamental and practical question of which prior distribution to use. Assumption 12 stating that a prior distribution exists is very reasonable and widely accepted (although a frequentist fundamentalist may argue differently), but the result of Theorem 13 brings at least three questions: which prior distribution satisfies both the SwiZs and the ABC at the same time, whether the prior distribution under which Theorem 13 holds is unique and whether there is an “optimal” prior in the numerical sense (that would produce $\theta^*$ satisfying “rapidly” the matching criteria as defined at the point 3 of Definition 10). We do not answer these questions because, firstly, the numerical problems we face in Section 7 are achievable quite efficiently by the SwiZs, secondly, they would deserve much more attention than what we are able to conduct in the present. Thus, we content ourselves by mentioning only briefly studies made on this direction. In order to approach this topic, we first need to present an ultimate technique.

The possibility of obtaining an (approximate) Bayesian posterior without specifying explicitly a prior distribution on the parameters of interest inescapably links the SwiZs to R.A. Fisher’s controversial fiducial inference (see for instance [22, 23, 24, 25, 26]). Here we keep the SwiZs neutral and do not aim at reanimating any debate. It is delicate to give an unequivocal definition of the fiducial inference as it has changed on many occasion over time (see [53] for a comprehensive historical review) and we rather give the presentation with the generalized fiducial inference proposed by [27] (see also [28, 29]) which includes R.A. Fisher’s fiducial inference. Other efforts to generalize R.A. Fisher’s fiducial inference include Fraser’s structural inference ( [30], see also [31]), the Dempster-Shafer theory ( [32, 33], see also [54]) refined later with the concept of inferential models ( [34, 35]). As argued by [27], Fraser’s structural inference may be viewed as a special case of the generalized fiducial inference where the generating function $g$ has a specific structure. The concept of inferential models is similar to the generalized fiducial inference in appearance but they differ in their respective theory. The departure point of the inferential models is to conduct inference with the conditional distribution of the pivotal quantity $u$ given $x_i$ after the sample has been observed. It is argued that keeping $u \sim F_u$ after the sample has been observed makes the whole procedure subjective ( [35]), but the idea is essentially a gain in efficiency of the estimators. Also this idea is sound (see Lemma 12 in the next section), we do not see how it can be applied for the practical examples we use in Section 7 and more fundamentally, we do not understand how such conditional distribution may be built without some form of prior (and arguably subjective) knowledge on $u_i$. We therefore leave such consideration for further research and limit the equivalence to the generalized fiducial inference given in the next definition.

Definition 14 (Generalized fiducial inference). The generalized fiducial distribution is given by

$$
\hat{\theta}_{GFD,n}^{(s)} \in \Theta_{GFD,n}^{(s)} = \arg \min_{\theta \in \Theta} d (x, g (\theta, u_i^*)).
$$

Remark 7. The generalized fiducial distribution in Definition 14 is slightly more specific than usually defined in the literature. In Definition 1 in [29], it is given by

$$
\lim_{\varepsilon \downarrow 0} \left[ \arg \min_{\theta \in \Theta} \| x - g (\theta, u_i^*) \| \cdot \min_{\theta} \| x - g (\theta, u_i^*) \| \leq \varepsilon \right],
$$

for any norm. Here, in addition, we assume that $\Theta$ contains at least one of, possibly many, zeros.
If we let the sample size equals the dimension of the parameter of interest, \( n = p \), then it is obvious from their definitions that the generalized fiducial distribution and the indirect inference estimators are equivalent. We formalize this finding for the sake of the presentation.

**Assumption 15.** The followings hold:

i. \( \pi_n = x; \)

ii. \( \pi_{II,n}(\theta) = g(\theta, u). \)

**Proposition 16.** If Assumption 15 is satisfied, then the following holds:

\[
\Theta_{II,n}^{(s)} = \Theta_{GFD,n}^{(s)}.
\]

Also the link between the indirect inference and the generalized fiducial inference seems self-evident, it was, at the best of our knowledge, never mentioned in the literature. It may be explained by the two different goals that each of these methods target, that may respectively be loosely summarized as finding a point-estimate of a complex problem and making Bayesian inference without using a prior distribution. Having established this equivalence, the connection with the SwiZs is direct from Theorem 5 and formalize in the next proposition.

**Proposition 17.** If Assumptions 4 and 15 are satisfied, then the following holds:

\[
\Theta_{II}^{(s)} = \Theta_{GFD,n}^{(s)}.
\]

In the light of Proposition 17, the SwiZs may appear equivalent to the generalized fiducial inference under a very restrictive condition. Indeed, the only possibility for Assumption 15 to hold is that the sample size must equal the dimension of the problem. But we would be willing to concede that this apparent rigidity is thinner as one may propose to use sufficient statistics with minimal reduction on the sample, thereby leaving \( n > p \), and Proposition 16 would still hold. Such situation however is confined to problems dealing with exponential families as demonstrated by the Pitman-Koopman-Darmois theorem, so in general, when \( n > p \) and the problem at hand is outside of the exponential family, the SwiZs and the generalized fiducial inference are not equivalent.

Although the link between the generalized fiducial inference and the indirect inference has remained silent, the connection with the former to the ABC has been much more emphasized. Indeed, the algorithms proposed to solve the generalized fiducial inference problem.

The generalized fiducial inference is also linked by 29 to what may be called “non-informative” prior approaches (see 56 for a broad discussion of this concept). More specifically, it appears that some distribution resulting from the generalized fiducial inference corresponds to the posterior distribution obtained by 57 based on a data-dependent prior proportional to the likelihood function in the absence of information. This result enlarges the previous vision brought by 58 that concluded that R.A. Fisher’s fiducial inference is “Bayes inconsistent” (in the sense that the Bayes’ theorem cannot be invoked) apart from problems on the Gaussian and the gamma distributions. 58’s results relied on a narrower definition of fiducial inference than brought by the generalized fiducial inference, so whether the generalized fiducial inference has become Bayes consistent for broader problems nor 57 approach with an uninformative prior is Bayes inconsistent remains an open question. But most importantly, the strong link between the generalized fiducial inference and this non-informative prior approach reveals the common goal towards which these approaches tends, which might be stated as tackling the individual subjectivism in the Bayesian inference that has been one of the major subject of criticism ever since at least 22.

Last but not least, we complete the loop by the following Corollary which is a consequence of Theorems 5, 8 and 13, and Propositions 16 and 17.

**Corollary 18.** We have the followings:

i. If Assumptions 4 and 12 are satisfied, then \( \Theta_{II,n}^{(s)} = \lim_{\varepsilon \downarrow 0} \Theta_{ABC,n}^{(s)}(\varepsilon); \)

ii. If Assumptions 4, 12 and 7 are satisfied, then \( \Theta_{Boot,n}^{(s)} = \lim_{\varepsilon \downarrow 0} \Theta_{ABC,n}^{(s)}(\varepsilon); \)

iii. If Assumptions 4 and 7 are satisfied, then \( \Theta_{II,n}^{(s)} = \lim_{\varepsilon \downarrow 0} \Theta_{Boot,n}^{(s)}(\varepsilon); \)

iv. If Assumptions 4, 12 and 7 are satisfied, then \( \Theta_{Boot,n}^{(s)} = \lim_{\varepsilon \downarrow 0} \Theta_{GFD,n}^{(s)}(\varepsilon); \)

v. If Assumptions 4, 12 and 7 are satisfied, then \( \Theta_{ABC,n}^{(s)} = \lim_{\varepsilon \downarrow 0} \Theta_{GFD,n}^{(s)}(\varepsilon). \)
4 Exact frequentist inference in finite sample

Having demonstrated that the distribution of the SwiZs sequence, for a single experiment, is approximatively a Bayesian posterior, we now turn our interest to the long-run statistical properties of the SwiZs. Our point of view here is frequentist, that is we suppose that we have an indefinite number of independent trials with fixed sample size \( n \) and fixed \( \theta_0 \in \Theta \). For each experiment we compute an exact \( \alpha \)-credible set, as given in the Definition 20 below, using the SwiZs independently: the knowledge acquired on an experiment is not used as a prior to compute the SwiZs on another experiment. The goal of this Section is to demonstrate under what conditions the SwiZs leads to exact frequentist inference when the sample size is fixed.

**Definition 19** (sets of quantiles). Let \( F_{\theta_n|\pi_n} \) be a \( \hat{\pi}_n \)-approximate posterior cumulative distribution function. We define the following sets of quantiles:

1. Let \( \underline{Q}_\alpha = \{ \theta_n \in \Theta_n, \alpha \in (0,1) : F_{\theta_n|\pi_n}(\theta_n) \leq \alpha \} \) be the set of all \( \theta_n \) for which \( F_{\theta_n|\pi_n} \) is below the threshold \( \alpha \).

2. Let \( \overline{Q}_\alpha = \{ \theta_n \in \Theta_n, \alpha \in (0,1) : F_{\theta_n|\pi_n}(\theta_n) \geq 1 - \alpha \} \) be the set of all \( \theta_n \) for which \( F_{\theta_n|\pi_n} \) is above the threshold \( 1 - \alpha \).

**Definition 20** (credible set). Let \( F_{\theta_n|\pi_n} \) be a \( \hat{\pi}_n \)-approximate posterior cumulative distribution function. A set \( C_{\pi_n} \) is said to be an \( \alpha \)-credible set if

\[
\Pr\left( \theta_n \in C_{\pi_n} | \pi_n \right) \geq 1 - \alpha, \quad \alpha \in (0,1),
\]

(1)

where

\[
C_{\pi_n} = \Theta_n \setminus \left\{ \underline{Q}_\alpha \cup \overline{Q}_\alpha \right\}, \quad \alpha_1 + \alpha_2 = \alpha.
\]

If we replace “\( \geq \)” by the equal sign in (1), we say that the coverage probability of \( C_{\pi_n} \) is exact.

Definition 20 is standard in the Bayesian literature (see e.g. [59]). Note that an \( \alpha \)-credible set can have an exact coverage only if the random variable is absolutely continuous. Such credible set is referred to as an “exact \( \alpha \)-credible set”.

The next result gives a mean to verify the exactness of frequentist coverage of an exact \( \alpha \)-credible set.

**Proposition 21** (Exact frequentist coverage). If a \( \hat{\pi}_n \)-approximate posterior distribution evaluated at \( \theta_0 \in \Theta_n \) is a realization from a standard uniform variate identically and independently distributed, \( F_{\theta_n|\pi_n}(\theta_0) = u, u \sim U(0,1) \), then every exact \( \alpha \)-credible set built from the quantiles of \( F_{\theta_n|\pi_n} \) leads to exact frequentist coverage probability in the sense that \( \Pr\left( C_{\pi_n} \ni \theta_0 \right) = 1 - \alpha \) (unconditionally).

Proposition 21 states that if the cumulative distribution function (cdf), obtained from the SwiZs, varies (across independent trials!) uniformly around \( \theta_0 \) (fixed!), so does any quantities computed from the percentiles of this cdf, leading to exact coverage in the long-run. The proof relies on Borel’s strong law of large number. Although this result may be qualified of unorthodox by mixing both Bayesian posterior and frequentist properties, it arises very naturally. Replacing \( \hat{\pi}_n \)-approximate posterior distribution by any conditional distribution on \( \pi_n \) in Proposition 21 leads to the same result. This proposition is similar in form to the concept of confidence distribution formulated by [60] and later refined by [61, 62, 63]. The confidence distribution is however a concept entirely frequentist and could not be directly exploited here. The general theoretical studies on the finite sample frequentist properties are quite rare in the literature, we should eventually mention the study of [36], although the theory developed is around inferential models and different than ours, the author uses the same criterion of uniformly distributed quantity to demonstrate the frequentist properties.

**Remark 8.** In Proposition 21 we use a standard uniform variable as a mean to verify the frequentist properties. With the current statement of the proposition, other distributions with support in \([0,1]\) may be candidates to verify the exactness of the frequentist coverage. However, if we restrain the frequentist exactness to be \( \Pr(C_{\pi_n} \ni \theta_0) = 1 - \alpha \), \( \Pr(Q_{\alpha_2} \ni \theta_0) = \alpha_2 \) and \( \Pr(Q_{\alpha_1} \ni \theta_0) = \alpha_1 \), for \( \alpha = \alpha_1 + \alpha_2 \), then the uniform distribution would be the only candidate.

In the light of Proposition 21 we now give the conditions under which the distribution of the sequence \( \{\hat{\theta}_n^{(s)} : s \in \mathbb{N}^+\} \), \( F_{\theta_n|\pi_n} \), leads to exact frequentist coverage probabilities. We begin with a lemma which is essential in the construction of our argument.
Lemma 22. If the mapping $\pi \mapsto \Psi_n$ has unique zero in $\Pi$ and the mapping $\theta \mapsto \Psi_n$ has unique zero in $\Theta$, then the following holds

$$\theta_0 = \hat{\theta}_n = \arg\min_{\theta \in \Theta} \Psi_n(\theta, u_0, \hat{\pi}_n).$$

The idea behind Lemma 22 is that if one knew the true pivotal quantity $u_0$ that generated the data, then one could directly recover the true quantity of interest $\theta_0$ from the sample. Of course, both $u_0$ and $\theta_0$ are unknown (otherwise statisticians would be extinct species!), but here we are exploiting the idea that, for a sufficiently large number of simulations $S$, at some point we will generate $u_n$ “close enough” to $u_0$. This idea is reflected in the following assumption.

Assumption 23. Let $\Theta_n \subseteq \Theta$ be the set of the solutions of the SwiZs in the Definition 2. We have the following:

$$\theta_0 \in \Theta_n.$$ 

The following functions are essential for convenient data reduction.

Assumption 24 (data reduction). We have:

1. There exists a Borel measurable surjection such that $b(u)$ has the same dimension as $x$.
2. There exists a Borel measurable surjection such that $h \circ b(u)$ has the same dimension as $\theta$.

Remark 9. The function $b$ allows to work with a random variable of the same dimension as the observed variable. Indeed we have

$$x = g(\theta, u) = g \circ (\text{id}_\Theta \times b)(\theta, u) = g(\theta, v),$$

where $v = b(u)$ has the same dimension as $x$ and $\text{id}_\Theta$ is the identity function on the set $\Theta$. On the other hand, the function $h$ allows us to deal with random variables of the same dimension as $\theta$, and thus $\pi$.

Remark 10. In Assumption 24 by saying the functions $h$ and $b$ are Borel measurable, we want to emphasis thereby that after applying these functions we still work with random variables, which is essential here.

To fix ideas, we consider the following example:

Example 25 (Explicit form for $h$ and $b$). As in Example 2 we suppose that $x = x_1, \cdots, x_n$ is identically and independently distributed according to $\Pi(\theta, \sigma^2)$, where $\sigma^2$ is known, and consider the generating function $g \in G$ where

$$g(\theta, u, \sigma^2) = \theta + \sigma \sqrt{-2 \ln(u_1)} \cos(2\pi u_2),$$

where $u_{1i}, u_{2i}, i = 1, \cdots, n$, are identically and independently distributed according to $\mathcal{U}(0, 1)$. Letting $v = b(u)$ be uniform in $[0, 1]$, we clearly have that $v \sim \mathcal{U}(0, 1)$ is a random variable of the same dimension as $x$. Next, if we consider $h$ as the function that averages its argument, we have

$$w = h \circ b(u) = \frac{1}{n} \sum_{i=1}^n v_i,$$

so by properties of Gaussian random variable we have that $w$ has a Gaussian distribution with mean 0 and variance $\frac{1}{n}$. Since $w$ is a scalar, it has the same dimensions as $\theta$.

Example 25 shows explicit forms for functions in Assumption 24. It is however not requested to have an explicit form as we will see. Indeed, under Assumption 24 we can construct the following estimating function:

$$\Psi_n(\theta, u^*, \pi) = \varphi_p(\theta, w, \pi),$$

where $w = h \circ b(u^*)$ is a $p$-dimensional random variable. The index $p$ in the estimating function $\varphi_p$, aims at emphasizing that $w$ has the same dimensions as $\theta$ and $\pi$, which is essential in our argument. Since the sample size $n$ and dimension $p$ are fixed here, it is disturbing. For some fixed $\theta_1 \in \Theta$ and $\pi_1 \in \Pi$, it clearly holds that:

$$\hat{\pi}_n = \arg\min_{\pi \in \Pi} \Psi_n(\theta_1, u^*, \pi) = \varphi_p(\theta_1, w, \pi_1),$$

$$\hat{\theta}_n = \arg\min_{\theta \in \Theta} \Psi_n(\theta, u^*, \pi_1) = \varphi_p(\theta, w, \pi_1).$$

Assumption 26 (characterization of $\varphi_p$). Let $\Theta_n \subseteq \Theta$ and $W_n$ be open subsets of $\mathbb{R}^p$. Let $\hat{\pi}_n$ be the unique solution of $\Psi_n(\theta_0, u_0, \pi)$. Let $\varphi_{\pi_n}(\theta, w) \equiv \varphi_p(\theta, w, \pi_n)$ be the map where $\pi_n$ is fixed. We have the following:

1. $\varphi_{\pi_n} \in C^1(\Theta_n \times W_n, \mathbb{R}^p)$ is once continuously differentiable on $(\Theta_n \times W_n) \setminus K_n$, where $K_n \subset \Theta_n \times W_n$ is at most countable,
2. $\det(D_\theta \varphi_{\pi_n}(\theta, w)) \neq 0$, $\det(D_w \varphi_{\pi_n}(\theta, w)) \neq 0$ for every $(\theta, w) \in (\Theta_n \times W_n) \setminus K_n$.
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We have the followings:

Theorem 28.

Assumption 27

Theorem 28 is very powerful as it concludes that the SwiZs (Assumptions 24, 23 and 26) and the indirect inference Assumption 24. We do not need to know explicitly Assumption 26 (\( \theta \)), see also [65, 35] for the construction of \( \theta \). The estimators \( \hat{\theta} \) have exact frequentist coverage probabilities in finite sample. Our argument

seems not possible to reach the conclusion of Theorem 28 with a local implicit function theorem (usually encountered by conditioning). Yet, it remains unclear if this condition holds in the situations when the likelihood function does not exist. The indirect inference and ABC literatures are overflowing with existence of a maximum likelihood, it is simply impractical to obtain one. Second, Assumption 23 states that the true situation of the estimating functions of, respectively, the SwiZs and the indirect inference estimators. Although we fixed, it is not necessary to explore the whole set \( \Theta \) (that would require \( S \) to be extremely large), but an area sufficiently large of \( \Theta \) such that it includes \( \theta_0 \). Third, Assumptions 26 and 27 are more technical and concerns the finite sample behavior of the estimating functions of, respectively, the SwiZs and the indirect inference estimators. Although we cannot conclude that Assumption 26 is weaker than Assumption 27 it seems easier to deal with the former.

Assumption 26 (i) requires the estimating function to be once continuously differentiable in \( \theta \) and \( w \) almost everywhere. The estimators \( \hat{\theta}_n \) and \( \hat{\pi}_n \) are not known in an explicit form, but they can be characterized by their derivatives

\[
\begin{align*}
iii. \lim_{n\to\infty} \left\| \varphi_{\pi_n}(\theta, w) \right\| &= \infty,

\end{align*}
\]

Assumption 27 (characterization of \( \varphi_p \)). Let \( \Theta_n \subseteq \Theta \), \( W_n \) and \( \Pi_n \subseteq \Pi \) be open subsets of \( \mathbb{R}^p \). Let \( \varphi_{\theta}(w, \pi) = \varphi_p(\theta_1, w, \pi) \) be the map where \( \theta_1 \in \Theta \) is fixed. Let \( \varphi_{\pi_1}(\theta, \pi) = \varphi_p(\theta_1, \pi) \) be the map where \( \pi_1 \in \Pi_n \) is fixed. We have the followings:

i. \( \varphi_{\theta} \in C^1 (W_n \times \Pi_n, \mathbb{R}^p) \) is once continuously differentiable on \( (W_n \times \Pi_n) \setminus K_{1n} \), where \( K_{1n} \subseteq W_n \times \Pi_n \) is at most countable,

ii. \( \varphi_{\pi} \in C^1 (\Theta_n \times \Pi_n, \mathbb{R}^p) \) is once continuously differentiable on \( (\Theta_n \times \Pi_n) \setminus K_{2n} \), where \( K_{2n} \subseteq \Theta_n \times \Pi_n \) is at most countable,

iii. \( \det(D_{\pi} \varphi_{\theta}(w, \pi)) \neq 0, \det(D_{\pi} \varphi_{\pi}(w, \pi)) \neq 0 \) for every \( (w, \pi) \in (W_n \times \Pi_n) \setminus K_{1n} \),

iv. \( \det(D_{\pi} \varphi_{\pi}(w, \pi)) \neq 0 \) for every \( (\theta, \pi) \in (\Theta_n \times \Pi_n) \setminus K_{1n} \),

v. \( \lim_{(w, \pi)\to(\infty, \infty)} \left\| \varphi_{\theta}(w, \pi) \right\| = \infty,

vi. \( \lim_{(w, \pi)\to(\infty, \infty)} \left\| \varphi_{\pi}(\theta, \pi) \right\| = \infty.

Theorem 28. If Assumptions 24 and 27 and one of Assumptions 26 or 27 are satisfied, then the followings hold:

1. There is a C1-diffeomorphism map \( a : W_n \to \Theta_n \) such that the distribution function of \( \hat{\theta}_n \) given \( \hat{\pi}_n \) is

\[
\int_{\Theta_n} f_{\hat{\theta}_n} \left( \hat{\theta}_n | \hat{\pi}_n \right) \, d\theta = \int_{W_n} f(\hat{\theta}(w) | \hat{\pi}_n) \, |J(w | \hat{\pi}_n)| \, dw,
\]

where

\[
J(w | \hat{\pi}_n) = \frac{\det(D_{\theta} \varphi_{\pi}(\theta(w), w))}{\det(D_{\pi} \varphi_{\pi}(\theta(w), w))}.
\]

2. For all \( \alpha \in (0, 1) \), every exact \( \alpha \)-credible set built from the percentiles of the distribution function have exact frequentist coverage probabilities.
using an implicit function theorem argument. Since \( \theta \) and \( w \) appears in the generating function \( g \), this assumption may typically be verified with the example at hand using a chain rule argument: the estimating function must be once continuously differentiable in the observations represented by \( g \), and \( g \) must be once continuously differentiable in both its arguments. Discrete random variables are automatically ruled out by this last requirement, but this should not appear as a surprise as exactness of the coverage cannot be claimed in general for discrete distribution (see e.g. \([66]\)).

The smoothness requirement on the estimating function excludes for example estimators based on order statistics. In general, relying on non-smooth estimating function leads to less efficient estimators and less stable numerical solutions, but they may be an easier estimating function to choose in situations where it is not clear which one to select. Although, non-smooth estimating functions and discrete random variables are dismissed, the condition may nearly be satisfied when considering a \( n \) large enough. Assumption \([27](i, ii)\) requires in addition the estimating equation to be once continuously differentiable in \( \pi \).

Assumption \([26]\)(ii), as well as Assumption \([27]\)(iii, iv), essentially necessitate the estimating function to be “not too flat” globally. It is one of the weakest condition to have invertibility of the Jacobian matrices. Usually only one of the Jacobian has such requirement for an implicit function theorem, but since we are targeting a \( C^1 \)-diffeomorphism, we strengthen the assumption on both Jacobians. Once verified the first derivative of the estimating function as explained in the preceding paragraph, the non-nullity of determinant may be appreciated, it typically depends on the model and the chosen estimating function. An example for which this condition is not globally satisfied is when considering robust estimators as the estimating function is constant on an uncountable set once exceeding some threshold. This consideration gives raise to the question on whether this condition may be relaxed to hold only locally, condition which would be satisfied by the robust estimators, but Example \([50]\) with the robust Lomax distribution in the Section \([7]\) seems to indicate the opposite direction.

Assumption \([26]\)(iii), as well as Assumption \([27]\)(v, vi), is a necessary and sufficient condition to invoke Palais’ global inversion theorem \([\{67\}]\) which is a key component of the global implicit function theorem of \([68]\) we use. It can be verified in two steps by, first, letting \( g \) diverges in the estimating function, and then letting \( \theta \) and \( w \) diverges in \( g \) once continuously differentiable on \( \pi \). Occasionally, robust estimators do not fulfill this requirement as their estimating functions do not diverge with rather stay constant.

Once again, robust estimators do not fulfill this requirement for an implicit function theorem, but since we are targeting a particular, the distribution function is:

\[
\pi_n = h(x_0) \quad \text{where} \quad h \text{ is a known (surjective) function of the observations (see Assumption} \ [24].\]

We can define a (new) indirect inference estimator as follows:

\[
\hat{\theta}_{II,n} = \arg \min_{\theta \in \Theta} d[h(x_0), g(\theta, w)].
\]

**Remark 11.** The estimator defined in Equation \([2]\) is a special case of the indirect inference estimators as expressed in Definition \([3]\) and thus of the SwiZs by Theorem \([5]\) where the auxiliary estimators \( \hat{\pi}_n \) and \( \pi_{II,n} \) are known in an explicit form.

**Assumption 29** (characterization of \( g \)). Let \( \Theta_n \subseteq \Theta \), \( W_n \) be subsets of \( \mathbb{R}^p \) and \( K_n \subset \Theta_n \times W_n \) be at most countable. The followings hold:

1. \( g \in C^1(\Theta_n \times W_n, \mathbb{R}^p) \) is once continuously differentiable on \( (\Theta_n \times W_n) \setminus K_n \).
2. \( \det(D_\theta g(\theta, w)) \neq 0 \) and \( \det(D_w g(\theta, w)) \neq 0 \) for every \( (\theta, w) \in (\Theta_n \times W_n) \setminus K_n \).
3. \( \lim_{\|w\| \to \infty} \|g(\theta, w)\| = \infty \).

**Proposition 30.** If Assumptions \([24, 23, 29]\) are satisfied, then the conclusions (1) and (2) of Theorem \([28]\) hold. In particular, the distribution function is:

\[
\int_{\Theta_n} f_{\theta_n|\pi_n}(\theta|h(x_0)) \, d\theta = \int_{W_n} f(w|h(x_0)) \left| J(w|h(x_0)) \right| \, dw,
\]

where

\[
J(w|h(x_0)) = \frac{\det(D_\theta g(a(w), w))}{\det(D_w g(a(w), w))}.
\]

The message of Proposition \([30]\) is fascinating: once the auxiliary estimator is known in an explicit form, the conditions to reach the conclusion of Theorem \([28]\) simplify accounting for the fact that the implicit function theorem is no longer necessary. The discussion we have after Theorem \([28]\) still holds, but the verification process of the conditions is reduced to inspecting the generating function.
5 Asymptotic properties

When \( n \to \infty \), different assumptions than in Section 4 may be considered to derive the distribution of the SwiZs. By Theorem 34, the SwiZs in Definition 2 and the indirect inference estimators in Definition 3 are equivalent for any \( n \). Yet, due to their different forms, the conditions to derive their asymptotic properties differ, at least in appearance. We treat both the asymptotic properties of the SwiZs and the indirect inference estimators in an unified fashion and highlight their differences. We do not attempt at giving the weakest conditions possible as our goal is primarily to demonstrate in what theoretical aspect the SwiZs is different from the indirect inference estimators. The asymptotic properties of the indirect inference estimators were already derived by several authors in the literature, and we refer to [40], Chapter 4, for the comparison.

The following conditions are sufficient to prove the consistency of any estimator \( \hat{\theta}_n^{(s)} \) in Definitions 2 and 3. When it is clear from the context, we simply drop the suffix and denote \( \hat{\theta}_n \) for any of these estimators.

**Assumption 31.** The followings hold:

i. The sets \( \Theta, \Pi \) are compact,

ii. For every \( \pi_1, \pi_2 \in \Pi, \theta \in \Theta \) and \( u \sim F_u \), there exists a random value \( A_n = O_p(1) \) such that, for a sufficiently large \( n \),

\[
\| \Psi_n(\theta, u, \pi_1) - \Psi_n(\theta, u, \pi_2) \| \leq A_n \| \pi_1 - \pi_2 \|,
\]

iii. For every \( \theta \in \Theta, \pi \in \Pi \), the estimating function \( \Psi_n(\theta, u, \pi) \) converges pointwise to \( \Psi(\theta, \pi) \).

iv. For every \( \theta \in \Theta, \pi_1, \pi_2 \in \Pi \), we have

\[
\Psi(\theta, \pi_1) = \Psi(\theta, \pi_2),
\]

if and only if \( \pi_1 = \pi_2 \).

**Assumption 32 (SwiZs).** The followings hold:

i. For every \( \theta_1, \theta_2 \in \Theta, \pi \in \Pi \) and \( u \sim F_u \), there exists a random value \( B_n = O_p(1) \) such that, for a sufficiently large \( n \),

\[
\| \Psi_n(\theta_1, u, \pi) - \Psi_n(\theta_2, u, \pi) \| \leq B_n \| \theta_1 - \theta_2 \|,
\]

ii. For every \( \theta_1, \theta_2 \in \Theta, \pi \in \Pi \), we have

\[
\Psi(\theta_1, \pi) = \Psi(\theta_2, \pi),
\]

if and only if \( \theta_1 = \theta_2 \).

**Assumption 33 (IIIE).** The followings hold:

i. For every \( \theta_1, \theta_2 \in \Theta \), there exists a random value \( C_n = O_p(1) \) such that, for sufficiently large \( n \),

\[
\| \hat{\pi}_{H,n}(\theta_1) - \hat{\pi}_{H,n}(\theta_2) \| \leq C_n \| \theta_1 - \theta_2 \|;
\]

ii. Let \( \pi(\theta) \) denotes the mapping towards which \( \hat{\pi}_{H,n}(\theta) \) converges pointwise for every \( \theta \in \Theta \). For every \( \theta_1, \theta_2 \in \Theta \), we have

\[
\pi(\theta_1) = \pi(\theta_2),
\]

if and only if \( \theta_1 = \theta_2 \).

**Theorem 34 (consistency).** Let \( \{ \hat{\pi}_n \} \) be a sequence of estimators of \( \{ \Psi_n(\pi) \} \). For any fix \( \theta \in \Theta \), let \( \{ \hat{\pi}_{H,n}(\theta) \} \) be the sequence of estimators of \( \{ \Psi_n(\theta, \pi) \} \). Let \( \{ \hat{\theta}_n \} \) be a sequence of estimators of \( \{ \Psi_n(\theta) \} \). We have the following:

1. If Assumption 31 holds, then any sequence \( \{ \hat{\pi}_n \} \) converges in probability to \( \pi_0 \) and any sequence \( \{ \hat{\pi}_{H,n}(\theta) \} \) converges in probability to \( \pi(\theta) \);

2. Moreover, if one of Assumptions 32 or 33 holds, then any sequence \( \{ \hat{\theta}_n \} \) converges in probability to \( \theta_0 \).

Theorem 34 demonstrates the consistency of \( \hat{\theta}_n \) under two sets of conditions. Assumptions 31 and 33 or the conditions that are implied by these Assumptions, are regular in the literature of the indirect inference estimators (see [40], Chapter 4). More specifically, the mapping \( \theta \mapsto \pi \), usually referred to as the “binding” function (see e.g. [2]) or the “bridge relationship” (see [69]), is central in the argument and is required to have a one-to-one relationship.
We now turn our interest to the asymptotic distribution of an estimator \( \hat{\theta}_n \). Surprisingly, in Theorem 34 such requirement may be substituted by the bijectivity of the deterministic estimating function with respect to \( \theta \) (Assumption 32 (ii)). Whereas the bijectivity of \( \pi(\theta) \) can typically only be assumed (if \( \theta \mapsto \pi \) was known explicitly, then one would not need to use the indirect inference estimator unless of course one would be willing to lose statistical efficiency and numerical stability for no gain), there is more hope for Assumption 32 (ii) to be verifiable. Since both Assumptions 32 and 33 leads to the same conclusion, one would expect some strong connections between them. Since \( \pi(\theta) \) may be interpreted as the implicit solution of \( \Psi(\theta, \pi(\theta)) = 0 \), it seems possible to link both Assumptions with the help of an implicit function theorem, but it typically requires further conditions on the derivatives of \( \Psi \) that are not necessary for obtaining the consistency results, and we thus leave such considerations for further research.

Proving the consistency of an estimator relies on two major conditions: the uniform convergence of the stochastic objective function and the bijectivity of the deterministic objective function (Assumption 31 (iv), Assumption 32 (ii), Assumption 33 (ii)). This second condition is referred to as the identifiability condition. It can sometimes be verified, or sometimes it is only assumed to hold, but it is typically appreciated in accordance with the chosen probabilistic model. Discrepancy among approaches mainly occurs on the demonstration of the uniform convergence. Here we rely on a stochastic version of the classical Arzelà-Ascoli theorem, see [70] for alternative approaches based on the theory of empirical processes. To satisfy this theorem, we require the parameter sets to be compact (Assumption 31 (ii)), the stochastic objective function to converge pointwise (Assumption 31 (iii)) and the stochastic objective function to be Lipschitz (Assumption 31 (ii), Assumption 32 (i), Assumption 33 (i)). Note that the last requirement is in fact for the objective function to be stochastically equicontinuous, requirement verified by the Lipschitz condition, see also [71] for a broad discussion on this condition and alternatives. Some authors proposed to relax the compactness condition, see for example [72], but this is generally not a sensitive issue in practice. The pointwise convergence of the stochastic objective function may be appreciated up to further details depending on the context. For identically and independently distributed observations, typically the weak law of large numbers may be employed, thus requiring the stochastic objective function to have the same finite expected value across the observations. Other law of large numbers results may be used for serially dependent processes (see the Chapter 7 of [73]) and for non-identically distributed processes (see [74]), each results having its own conditions to satisfy.

We now turn our interest to the asymptotic distribution of an estimator \( \hat{\theta}_n \). Likewise the consistency result, the following sufficient conditions, are separated to outline the difference between the SwiZs and the indirect inference estimators.

**Assumption 35.** The followings hold:

i. Let \( \Theta^0, \Pi^0 \), the interior sets of \( \Theta, \Pi \), be open and convex subsets of \( \mathbb{R}^p \).

ii. \( \theta_0 \in \Theta^0 \) and \( \pi_0 \in \Pi^0 \).

iii. \( \Psi_n \in C^1(\Theta^0 \times \Pi^0, \mathbb{R}^p \times \mathbb{R}^p) \) when \( n \) is sufficiently large,

iv. For every \( \theta \in \Theta^0, \pi \in \Pi^0 \), \( D_\theta \Psi_n(\theta, \pi) \) converge pointwise to \( D_\theta \Psi(\theta, \pi) \equiv K(\theta, \pi), D_\pi \Psi_n(\theta, \pi) \) converge pointwise to \( D_\pi \Psi(\theta, \pi) \equiv J(\theta, \pi) \).

v. \( K \equiv K(\theta_0, \pi_0), \) \( J \equiv J(\theta_0, \pi_0) \) are nonsingular;

vi. \( n^{1/2} \Psi_n(\theta_0, \pi) \sim N(0, Q), \|Q\|_\infty < \infty \).

**Assumption 36** (SwiZs II). For every \( \pi_1, \pi_2 \in \Pi^0, \theta \in \Theta^0 \) and \( u \sim \mathcal{N}(0, \Sigma) \), there exists a random value \( E_n = \Theta_{\odot}(1) \) such that, for sufficiently large \( n \)

\[
\|D_\theta \Psi_n(\theta, \pi_1) - D_\theta \Psi_n(\theta, \pi_2)\| \leq E_n \|\pi_1 - \pi_2\| .
\]

**Assumption 37** (IE II). The followings hold:

i. \( \pi_{n_0} \in C^1(\Theta^0, \mathbb{R}^p) \) for sufficiently large \( n \);

ii. For every \( \theta \in \Theta^0, D_\theta \hat{\pi}_{n_0}(\theta) \) converges pointwise to \( D_\theta \pi(\theta) \).

**Theorem 38** (asymptotic normality). If the conditions of Theorem 34 are satisfied, we have the following additional results:

1. If Assumption 35 holds, then

\[
n^{1/2} (\hat{\pi}_n - \pi_0) \sim N(0, K^{-1}QK^{-T}) ,
\]

and

\[
n^{1/2} (\hat{\pi}_{n_0}(\theta) - \pi(\theta)) \sim N(0, K^{-1}QK^{-T}) ;
\]
2. Moreover, if Assumption 36 or 37 holds, then
\[ n^{1/2} \left( \hat{\theta}_n - \theta_0 \right) \rightsquigarrow N \left( 0, 2J^{-1}QJ^{-T} \right). \]

Theorem 38 gives the asymptotic distribution of both the auxiliary estimator and the estimator of interest. The conditions to derive the asymptotic distribution of the auxiliary estimator as expressed in Assumption 35 is regular for most estimators in the statistical literature. The proof of the first statement relies on the possibility to apply a delta method, which requires the estimating function to be once continuously differentiable (Assumption 35 (i), (ii) and (iii)). The case where this condition is not met is typically when \( \theta_0 \) is a boundary point of \( \Theta \). Not devoid of interest, this case is atypical and deserves to be treated on its own, this situation is therefore excluded by Assumption 35 (ii). In contrast, relaxing the smoothness requirement on the estimating function has received a much larger attention in the literature (see \( [72, 75, 70] \) among others). Here we content ourselves with the stronger smooth condition on the estimating function (Assumption 35 (iii)), maybe because it is largely admitted, but also maybe because the smoothness of the estimating function is already required when \( n \) is finite by Theorem 28 to demonstrate the exact coverage probabilities, a situation that encourages us to consider smooth estimating function in the practical examples. The conditions for the Jacobian matrices to exist (Assumption 35 (iv)) and to be invertible (Assumption 35 (v)) are regular ones. The last condition is that a central limit theorem is applicable on the estimation equation (Assumption 35 (vi)). This statement is very general and its validity depends upon the context. For identically and independently distributed observations, one typically needs to verify Lindeberg’s conditions (72)), which essentially requires that the two first moments exist and are finite. The requirements are similar if the observations are non-identically observed (see e.g. (77)). The conditions are also similar for stationary processes (see e.g. \( [78] \), for a review). Note eventually that, also as minor as it might be, the delta method (which is essentially a mean value theorem) largely in use in the statistical literature has recently been shown to be wrongly used for many by vector-valued function (79), this flaw has been taken into account in the present.

The proof of the second statement of Theorem 38 on the asymptotic distribution of the estimator of interest is more specific to the indirect inference literature. Compared to the proof of the first statement, it requires in addition that, for \( n \) large enough, the binding function to be asymptotically differentiable with respect to \( \theta \) for the indirect inference estimator (Assumption 37) or the derivative of the estimating function with respect to \( \theta \) to be stochastically Lipschitz for the SwiZs (Assumption 39). For the same arguments we presented after the consistency Theorem 34, it may be more practical to verify Assumption 36 as the verification of Assumption 37 is impossible, at least directly, as the binding function is unknown. This is actually not entirely true as one may express the derivative of the binding function by invoking an implicit function theorem, the condition then may be verified on the resulting explicit derivative. The proof we use under Assumption 37 uses this mechanism, the derivative of the binding function is thus given by

\[ D_\theta \hat{\pi}(\theta) = -K^{-1}J, \]

for every \( \theta \) in a neighborhood of \( \theta_0 \) (see the proof in Appendix for more details). It is only by using this implicit function theorem argument that the exact same explicit distribution for both the SwiZs and the indirect inference estimators may be obtained. The same idea may be used then to find the derivative of \( \hat{\pi}_{n,s}(\theta) \) and verify Assumption 36.

Note eventually that \( [40] \) have an extra condition not required here (but that would as well be required) because they include a stochastic covariate with their indirect inference estimator.

Having demonstrated the asymptotic properties of one of the SwiZs estimators, \( \hat{\theta}^{(s)}_n, s \in N^+_S \), we finish this section by giving the property of the average of the SwiZs sequence. The mean is an interesting estimator on its own and it is often considered as a point estimate in a Bayesian context.

**Proposition 39.** Let \( \bar{\theta}_n \) be the average of \( \{ \hat{\theta}^{(s)}_n : s \in N^+_S \} \). If the conditions of Theorem 38 are satisfied, then it holds that

\[ n^{1/2} \left( \bar{\theta}_n - \theta_0 \right) \rightsquigarrow N \left( 0, \gamma J^{-1}QJ^{-T} \right), \]

where the factor \( \gamma = 1 + 1/S \).

The discussion of the proof and the condition to obtain Theorem 38 are also valid for Proposition 39. The only point that deserves further explanations is on the factor \( \gamma \). This factor accounts for the numerical approximation of the \( \pi_n \)-approximate posterior when \( S \) is finite. It is not surprising though for someone familiar with the indirect inference literature. What may appear unclear is how this factor pass from 2 for one the SwiZs estimate in Theorem 38 to \( \gamma < 2 \) for the mean in Proposition 38. If the \( \{ \hat{\theta}^{(s)}_n : s \in N^+_S \} \) are independent, then it is well-known from the properties of the convolution of independent Gaussian random variables that \( \gamma \) should equal 2. In fact, the pivotal quantities \( \{ u_s : s \in N^+_S \} \) are indeed independent, but each of the \( \{ \hat{\theta}^{(s)}_n : s \in N^+_S \} \) shares a “common factor”, namely \( \pi_n \), and thus this common variability may be reduced by increasing \( S \). Note eventually that the average estimator in Proposition 39 has the same asymptotic distribution as the two indirect inference estimators considered by \( [2] \) (given that the dimension of \( \Theta \) and \( \pi \) matches and that our implicit function theorem argument is used).
6 Examples

In this section, we illustrate the finite sample results of the Section 4 with some examples for which explicit solutions exist. Indeed, for all the examples, we are able to demonstrate analytically that the SwiZs’ \( \hat{\pi}_n \)-approximate posterior distribution follows a uniform distribution when evaluated at the true value \( \theta_0 \), and thus concluding by Proposition 21 that any confidence regions built from the percentiles of this posterior have exact coverage probabilities in the long-run. In addition, and maybe more surprisingly, for most examples we are able to derive the explicit posterior distribution that the SwiZs targets. This message is formidable, one may not even need computations to characterize the distribution of \( \hat{\theta}_n \) given \( \hat{\pi}_n \), but as one may foresee, these favorable situations are limited in numbers. Lastly, we illustrate Proposition 9 on the equivalence between the SwiZs and the parametric bootstrap with a Cauchy random variable in Example 40 to conclude that they are indeed the same. Since the SwiZs and the parametric bootstrap are seldom equivalent (see the discussion after Theorem 8), we also demonstrate the nonequivalence of the two methods in the case of uniform random variable with unknown upper bound (Example 41) and a gamma random variable with unknown rate (Example 43). The considerations of this section are not only theoretical but also practical as we treat the linear regression (Example 45) and the geometric Brownian motion when observed irregularly (Example 48), two models widely use.

Example 40 (Cauchy with unknown location). Let \( x_i \sim \text{Cauchy}(\theta, \sigma) \), \( \sigma > 0 \) known, \( i = 1, \ldots, n \), be identically and independently distributed. Consider the generating function \( g(\theta, u) = \theta + u \) where \( u \sim \text{Cauchy}(0, \sigma) \) and the average as the (explicit) auxiliary estimator, \( \hat{\pi}_n = \bar{x} \). We have

\[
\hat{\pi}_{II,n}(\theta) = \frac{1}{n} \sum_{i=1}^{n} g(\theta, u_i) = \theta + w,
\]

where \( w = \frac{1}{n} \sum_{i=1}^{n} u_i \). By the properties of the Cauchy distribution, we have that \( w \sim \text{Cauchy}(0, \sigma) \), that is the average of independent Cauchy variables has the same distribution of one of its components. Let \( \hat{\theta}_n \) be the solution of \( d(\hat{\pi}_n, \hat{\theta}_n + w) = 0 \), hence we have the explicit solution \( \hat{\theta}_n = \hat{\pi}_n - w \). Note that by symmetry of \( w \) around \( 0 \) we have \( w \overset{d}{=} -w \), so \( \hat{\theta}_n = \hat{\pi}_n + w \). We therefore have that

\[
\Pr(\hat{\theta}_n \leq \theta_0 | \hat{\pi}_n) = \Pr(\hat{\pi}_n + w \leq \theta_0 | \hat{\pi}_n) = \Pr(\theta_0 - w_0 + w \leq \theta_0 | \theta_0, w_0) = \Pr(w \leq w_0) \sim U(0, 1),
\]

and by Proposition 21 the coverage obtained on the percentiles of the distribution of \( \hat{\theta}_n | \hat{\pi}_n \) are exact in the long-run (frequentist).

The distribution of \( \hat{\theta}_n | \hat{\pi}_n \) can be known in an explicit form. From the solution of \( \hat{\theta}_n \), we let \( w = a(\theta) = \hat{\pi}_n + \theta \). Following Proposition 20 we have

\[
f_{\hat{\theta}_n}(\theta | \hat{\pi}_n) = f_w(a(\theta) | \hat{\pi}_n) \frac{\partial}{\partial \theta} g(\theta, w)\bigg|_{\theta = \theta_0}.
\]

Since \( g(\theta, w) = \theta + w \), the scaling factor is 1 and \( \hat{\theta}_n | \hat{\pi}_n \sim \text{Cauchy}(\hat{\pi}_n, \sigma) \).

Eventually, we illustrate Theorem 8 more specifically Proposition 9 by showing that the parametric bootstrap is equivalent. The bootstrap estimators is \( \hat{\theta}_{\text{Boot},n} = \frac{1}{n} \sum_{i=1}^{n} g(\hat{\pi}_n, u_i) = \hat{\pi}_n + w \). It follows immediately that \( \hat{\theta}_n = \hat{\theta}_{\text{Boot},n} \) and both estimators are equivalently distributed.

Example 41 (uniform with unknown upper bound). Let \( x_i \sim U(0, \theta) \), \( i = 1, \ldots, n \), be identically and independently distributed. Consider the generating function \( g(\theta, u) = u \theta \) where \( u \sim U(0, 1) \) and the (explicit) auxiliary estimator \( \max_i x_i \). Clearly, \( \max_i x_i = \theta \max_i u_i \). Denote \( w = \max_i u_i \) so the auxiliary estimator on the sample is \( \hat{\pi}_n = w_0 \theta_0 \). Now define the estimator \( \hat{\theta}_n \) to be the solution such that \( d(\hat{\pi}_n, \hat{\theta}w) = 0 \). An explicit solution exists and is given by \( \hat{\theta}_n = \frac{\theta_0 w_0}{w} \). We therefore have that

\[
\Pr(\hat{\theta}_n \leq \theta_0 | \hat{\pi}_n) = \Pr\left(\frac{\theta_0 w_0}{w} \leq \theta_0 | \theta_0, w_0\right) = \Pr\left(w^{-1} \leq w_0^{-1}\right) \sim U(0, 1),
\]

and by Proposition 21 the coverage obtained on the percentiles of the distribution of \( \hat{\theta}_n \) are exact in the frequentist sense.
We can even go further by expliciting the distribution of $\hat{\theta}_n$ given $\hat{n}$. Let define the mapping $\alpha(\theta) = \frac{n\bar{\theta}}{\theta}$. By the change-of-variable formula we obtain:

$$f_{\hat{\theta}_n}(\theta|\hat{n}) = f_w(\alpha(\theta)|\hat{n}) \left| \frac{\partial}{\partial \theta} \alpha(\theta) \right|.$$ 

The maximum of $n$ standard uniform random variables has the density $f_w(w) = n w^{n-1}$. The derivative is given by $\partial \alpha(\theta)/\partial \theta = -\theta_0 w_0/\theta^2$. Note that by Proposition 27 we equivalently have

$$\frac{\partial}{\partial w} g(\theta, w) \bigg|_{w = \alpha(\theta)} = \frac{w}{\theta} \bigg|_{w = \theta_0 w_0/\theta} = \frac{\theta_0 w_0}{\theta^2}.$$ 

Hence, we eventually obtain:

$$f_{\hat{\theta}_n}(\theta|\hat{n}) = \frac{n\pi_n^{\theta_0}}{\theta_0^{n+1}} \cdot \pi_n = \theta_0 w_0.$$ 

Note that $\hat{n}$ is a sufficient statistic. Therefore we have obtained that the posterior distribution of $\hat{\theta}_n$ given $\hat{n}$ is a Pareto distribution parametrized by $\hat{n}$, the minimum value of the support, and the sample size $n$, as the shape parameter.

In view of the preceding display, it is not difficult to develop a similar result for the parametric bootstrap (see the Definition 28). The bootstrap estimator solution is simple, it is given by $\hat{\theta}_{\text{Bootstrap}} = \max_i u_i \hat{n} = \theta_0 w_0 w$. We thus obtain

$$\Pr \left( \hat{\theta}_{\text{Bootstrap}} \leq \theta_0 | \hat{n} \right) = \Pr \left( \theta_0 w_0 w \leq \theta_0 | \theta_0, w_0 \right) = \Pr \left( w \leq w_0^{-1} \right),$$

so it cannot be concluded that $F_{\theta_{\text{Bootstrap}} | \hat{n}} (\theta_0)$ follows a uniform distribution and we cannot invoke Proposition 27. Note that however we cannot exclude that the parametric bootstrap leads to exact coverage probability in virtue of Proposition 27 (see Remark 28). The parametric bootstrap is well-known to be inadequate in such problem. This fact may be made more explicit as we give now the distribution of the parametric bootstrap estimators. Let define the mapping $w = b(\hat{\theta}) = \frac{\hat{\theta}}{\theta_0 w_0}$. Note that $b(\theta_0) = 1/w_0 \neq w_0$. We obtain by the change-of-variable formula

$$f_{\theta_{\text{Bootstrap}}}(\theta | \hat{n}) = f_w \left( b(\hat{\theta}) | \hat{n} \right) \left| \frac{\partial}{\partial \theta} b(\hat{\theta}) \right| = \frac{n\hat{n}^{n-1}}{\pi_n^{\theta_0}}.$$ 

This distribution is known to be the power-function distribution, a special case of the Pearson Type I distribution (see [53]). More interestingly, we have the following relationship between the parametric bootstrap and the SwiZs estimates:

$$\hat{\theta}_{\text{Bootstrap}} \sim \frac{1}{\theta_0}.$$ 

Ultimately, note that the support of the distribution of $\hat{\theta}_{\text{Bootstrap}}$ is $(0, \hat{n})$ whereas it is $(\hat{n}, +\infty)$ for the SwiZs, so both distributions never cross! Since $\hat{n}$ is systematically bias downward the true value $\theta_0$, the coverage of the parametric bootstrap is always null. We illustrate this fact in the next figure.

**Example 42** (exponential with unknown rate parameter). Let $x_1 \sim \mathcal{E}(\theta), i = 1, \ldots, n$, be identically and independently distributed. Consider the generating function $g(\theta, u) = \frac{u}{\theta}$, where $u \sim \Gamma(1, 1)$, and the inverse of the average as auxiliary estimator, denoted $\bar{x}^{-1}$. Clearly we have $\bar{x}^{-1} = \theta/w$, where $w = \sum_{i=1}^n u_i/n$, so $\hat{n} = \theta_0/w_0$. The solution of $d(\hat{n}, \theta/w) = 0$ in $\theta$ is given by $\hat{\theta}_n = \theta_0 w/w_0 = w \hat{n}$. We therefore have

$$\Pr \left( \hat{\theta}_n \leq \theta_0 | \hat{n} \right) = \Pr \left( w \leq w_0 \right) \sim U(0, 1).$$

It results from Proposition 27 that any intervals built from the percentiles of the distribution of $\hat{\theta}_n$ has exact frequentist coverage. The distribution can be found in explicit form. We have by the additive property of the Gamma distribution that $w \sim \Gamma(n, 1/n)$ (shape-rate parametrization). It immediately results from the change-of-variable formula that

$$\hat{\theta}_n | \hat{n} \sim \Gamma \left( n, \frac{1}{\sum_{i=1}^n x_i} \right).$$

Note that $\hat{n}$ is a sufficient statistic so the obtained distribution is a posterior distribution.

This last example on an exponential variate can be (slightly) generalized to a gamma random variable as follows.
We also have that any intervals built from the percentiles of the posterior have exact frequentist coverage probabilities. Therefore, by Proposition 21, any region built from the percentiles of the posterior distribution of \( \hat{\theta} \) has exact frequentist coverage. This posterior distribution has a closed form.

Example 43 (gamma with unknown rate parameter). Consider the exact same setup as in Example 42 with the exception that \( x_i \sim \Gamma(\alpha, \theta) \) and \( u \sim \Gamma(\alpha, 1) \), where \( \alpha > 0 \) is a known shape parameter. Following the same steps as in Example 42, we find the following posterior distribution:

\[
\hat{\theta}_n | \tilde{\pi}_n \sim \Gamma \left( \alpha n, \sum_{i=1}^{n} x_i \right).
\]

We also have that any intervals built from the percentiles of the posterior have exact frequentist coverage probabilities. In view of this display and Example 42, we can derive the distribution of the parametric bootstrap. The estimator is obtained as follows:

\[
\hat{\theta}_{\text{Boot}, n} = \frac{\sum_{i=1}^{n} u_i}{n} \sim \tilde{\pi}_n.
\]

where \( w \sim \Gamma(n\alpha, 1/n) \). It follows by the inverse of gamma variate and the change-of-variable formula that

\[
\hat{\theta}_{\text{Boot}, n} \sim \Gamma^{-1} \left( n\alpha, \sum_{i=1}^{n} x_i \right),
\]

so \( \hat{\theta}_{\text{Boot}, n} \equiv 1/\hat{\theta}_n \). Since \( \tilde{\pi}_n = \hat{\theta}_0 / u_0 \), we can also conclude that the parametric bootstrap is not uniformly distributed:

\[
\Pr \left( \hat{\theta}_{\text{Boot}, n} \leq \hat{\theta}_0 | \tilde{\pi}_n \right) = \Pr \left( \frac{\theta_0}{u_0 w} \leq \hat{\theta}_n | \theta_0, w \right) = \Pr \left( \frac{1}{w} \leq w_0 \right).
\]

The posterior distribution we obtained for the SwiZs in the last example coincides with the fiducial distribution [see Table 1 [81], Example 21.2 [82]]. This correspondence is not surprising in view of the discussion held after Proposition 17. Indeed the gamma distribution is a member of the exponential family and we use a sufficient statistic as the auxiliary estimator, so the SwiZs and the generalized fiducial distribution are equivalent.

We now turn our attention to more general examples where \( \theta \) is not a scalar.

Example 44 (normal with unknown mean and unknown variance). Let \( x_i \sim \mathcal{N}(\mu, \sigma^2) \) be identically and independently distributed and consider \( g(\mu, \sigma^2, u) = \mu + \sigma^2 u \) where \( u \sim \Gamma(0, 1) \). Take the following auxiliary estimator:

\[
\hat{\pi}_n = (\bar{x}, k s^2)^T = h(x), \quad \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i, \quad s^2 = \sum_{i=1}^{n} (x_i - \bar{x})^2, \quad k \in \mathbb{R}
\]

is any constant. Note for example that \( k < 0 \), so the auxiliary estimator of the variance may be negative. Indeed the SwiZs accepts situation for which \( \Pi \cap \Theta = \emptyset \), it is clearly not the case of the parametric bootstrap for example (see Remark 4). We have that

\[
\tilde{\pi}_n = (\bar{x}, s^2)^T = h(u) = \left( \frac{1}{n} \sum_{i=1}^{n} u_i, \left( \sum_{i=1}^{n} u_i - \frac{1}{n} \sum_{j=1}^{n} u_j \right)^2 \right).
\]

An explicit solution exists for \( d(\tilde{\pi}_n, g(\mu, \sigma^2, w)) = 0 \) in \( (\mu, \sigma^2) \) and is given by

\[
\hat{\theta}_n = \left( \frac{\bar{x}}{\sigma^2} = a(w) \right).
\]

Note that \( \bar{x}_0 = \mu_0 + \sigma_0 w_0,1 \) and \( s^2 = \sigma_0^2 w_0,2 \). We obtain the following

\[
\Pr \left( \hat{\theta}_n \leq \theta_0 \right) = \Pr \left( \left( \frac{\mu_0 + \sigma_0 w_0,1 - \sigma_0 w_1}{\sigma_0^2 w_0,2} \right) \leq \left( \frac{\mu_0}{\sigma_0^2} \right) \right) \leq \mathcal{U}(0, 1).
\]

Therefore, by Proposition 21, any region built from the percentiles of the posterior distribution of \( \hat{\theta}_n \) has exact frequentist coverage. This posterior distribution has a closed form.

Note that \( w_1 \sim \mathcal{N}(0, 1/n) \). Once realized that \( u_i - \frac{1}{n} \sum_{j=1}^{n} u_j \sim \mathcal{N}(0, (n-1)/n) \), it is not difficult to obtain that \( w_2 \sim \Gamma(n/2, n/2(n-1)) \), a gamma random variable (shape-rate parametrization). It is straightforward to remark that

\[
\hat{\mu} | (\sigma^2, \tilde{\pi}_n) \sim \mathcal{N} \left( \frac{\bar{x}_0}{n}, \frac{\sigma^2_0}{n} \right), \quad \sigma^2 \sim \Gamma^{-1} \left( \frac{n}{2} \right, \frac{\sigma_0^2}{2(n-1)} \right).
\]
where \( \Gamma^{-1} \) represents the inverse gamma distribution. The joint distribution is known in the Bayesian literature as the normal-inverse-gamma distribution (see [83]). We thus have the following joint distribution

\[
\hat{\theta}_n | \hat{\pi}_n \sim \mathcal{N}(\mathbf{x}_0, n, \frac{\mathbf{1}_n \mathbf{1}_n}{2(n-1)})
\]

The distribution of \( \hat{\mu} \) unconditionally on \( \hat{\sigma}^2 \) is a non-standardized \( t \)-distribution with \( n \) degrees of freedom,

\[
\hat{\mu} | \hat{\pi}_n \sim t \left( \bar{x}_0, \frac{s_0^2}{n-1}, n \right).
\]

The results on the normal distribution (Example 44) can be generalized to the linear regression.

**Example 45 (linear regression).** Consider the linear regression model \( y = X\beta + \epsilon \) where \( \epsilon \sim \mathcal{N}(0, \sigma^2 \mathbf{I}_n) \) and \( \dim(\beta) = p \). Suppose the matrix \( X^T X \) is of full rank. A natural generating function is \( g(\beta, \sigma^2, X) = X\beta + \sigma \mathbf{u} \) where \( \mathbf{u} \sim \mathcal{N}(0, \mathbf{I}_n) \) (see Example 43 for other suggestions). Take the ordinary least squares as the auxiliary estimator so we have the following explicit form:

\[
\hat{\pi}_n = \begin{pmatrix} \hat{\pi}_1 \\ \hat{\pi}_2 \end{pmatrix} = \begin{pmatrix} \mathbf{P} \\ \mathbf{0} \end{pmatrix} \begin{pmatrix} \mathbf{X}^T \mathbf{X}^{-1} \mathbf{X}^T y_0 \\ k y_0^T \mathbf{P} y_0 \end{pmatrix},
\]

where \( \mathbf{P} = \mathbf{I}_n - \mathbf{H} \) is the projection matrix, \( \mathbf{H} = \mathbf{X} (\mathbf{X}^T \mathbf{X})^{-1} \mathbf{X}^T \) is the hat matrix, \( y_0 \) denotes the observed responses and \( k \) is any constant. Note that \( \mathbf{P} \) and \( \mathbf{H} \) are symmetric idempotent matrices and that \( \mathbf{P} \mathbf{X} = 0 \). An explicit solution exists for \( \hat{\theta}_n = \left( \hat{\beta}^T \hat{\sigma}^2 \right)^T \). To find it, we use the indirect inference estimator, which by Theorem 5 is the equivalent to the SwiZs estimator. Using \( y \overset{d}{=} X\beta + \sigma \mathbf{u} \), we have

\[
\hat{\pi}_{\beta, n}(\theta) = \begin{pmatrix} \hat{\pi}_1(\theta) \\ \hat{\pi}_2(\theta) \end{pmatrix} = \begin{pmatrix} (\mathbf{X}^T \mathbf{X})^{-1} \mathbf{X}^T (\mathbf{X} \beta + \sigma \mathbf{u}) \\ k \sigma^2 \mathbf{u}^T \mathbf{P} \mathbf{u} \end{pmatrix}.
\]

Since \( \hat{\pi}_2(\theta) \) depends only on \( \sigma^2 \), solving \( d(\hat{\pi}_2, \hat{\pi}_2(\theta)) = 0 \) in \( \sigma^2 \) leads to

\[
\hat{\sigma}^2 = \frac{y_0^T \mathbf{P} y_0}{\mathbf{u}^T \mathbf{P} \mathbf{u}}.
\]

On the other hand, solving \( d(\hat{\pi}_1, \hat{\pi}_1(\theta)) = 0 \) in \( \beta \) leads to

\[
\hat{\beta} = (\mathbf{X}^T \mathbf{X})^{-1} \mathbf{X}^T (y_0 + \hat{\sigma} \mathbf{u}).
\]

Since \( y_0 = X\beta_0 + \sigma_0 \mathbf{u}_0 \), we obtain the following:

\[
\Pr(\hat{\theta}_n \leq \theta_0) = \Pr\left( \hat{\beta} \leq \beta_0, \hat{\sigma}^2 \leq \sigma_0^2 \right)
\]

\[
= \Pr\left( \mathbf{X}^T \mathbf{X}^{-1} \mathbf{X}^T (X\beta_0 + \sigma_0 \mathbf{u}_0 + \hat{\sigma} \mathbf{u}) \leq \beta_0, (X\beta_0 + \sigma_0 \mathbf{u}_0)^T \mathbf{P} (X\beta_0 + \sigma_0 \mathbf{u}_0) \leq \sigma_0^2 \right)
\]

\[
= \Pr\left( \mathbf{X}^T \mathbf{X}^{-1} \mathbf{X}^T (\sigma_0 \mathbf{u}_0 - \hat{\sigma} \mathbf{u}) \leq 0, \sigma_0^2 \mathbf{u}_0^T \mathbf{P} \mathbf{u}_0 \leq \sigma_0^2 \right)
\]

\[
= \Pr\left( \frac{\mathbf{X}^T \mathbf{u}}{\mathbf{u}^T \mathbf{P} \mathbf{u}} \leq \frac{\mathbf{X}^T \mathbf{u}_0}{\mathbf{u}_0^T \mathbf{P} \mathbf{u}_0}, \frac{\mathbf{1}^T \mathbf{P} \mathbf{u}_0}{\mathbf{u}_0^T \mathbf{P} \mathbf{u}_0} \leq \frac{\mathbf{1}^T \mathbf{P} \mathbf{u}_0}{\mathbf{u}_0^T \mathbf{P} \mathbf{u}_0} \right) \sim \mathcal{U}(0, 1).
\]

Note that at the third equality we use the fact that \( \mathbf{u} \overset{d}{=} -\mathbf{u} \) since \( \mathbf{u} \) is symmetric around \( 0 \). The last development, together with Proposition 27 demonstrates that any region built on the percentiles of the distribution of \( \hat{\theta}_n \) leads to exact frequentist coverage probabilities. The distribution of \( \hat{\theta}_n \) can be obtained in an explicit form.

Since \( \mathbf{P} \) is symmetric and idempotent, it is well known that \( \mathbf{u}^T \mathbf{P} \mathbf{u} \sim \chi^2_{n-p} \) [see Theorem 5.1.1 [84]]. Hence we obtain that

\[
\hat{\beta} | (\hat{\sigma}^2, \hat{\pi}_n) \sim \mathcal{N}(\hat{\pi}_1, \hat{\sigma}^2 (\mathbf{X}^T \mathbf{X})^{-1}), \quad \hat{\sigma}^2 | \hat{\pi}_n \sim \Gamma^{-1}\left(\frac{n-p}{2}, \frac{y_0^T \mathbf{P} y_0}{2}\right).
\]

As shown in Example 43 it follows that the joint distribution of \( \hat{\theta}_n \) conditionally on \( \hat{\pi}_n \) is a normal-inverse-gamma distribution

\[
\hat{\theta}_n | \hat{\pi}_n \sim \mathcal{N}(\mathbf{x}_0, \frac{1}{k y_0^T \mathbf{P} y_0} \mathbf{X}^T \mathbf{X}^{-1} \mathbf{X}^T y_0, \mathbf{X}^T \mathbf{X}^{-1}, \mathbf{I}_p, \frac{n-p}{2}, \frac{y_0^T \mathbf{P} y_0}{2})
\]
and the distribution of \( \hat{\beta} \), unconditionally on \( \hat{\sigma}^2 \), is a multivariate non-standardized t distribution with \( n - p \) degrees of freedom

\[
\hat{\beta} | \hat{\pi}_n \sim t \left( (X^T X)^{-1} X^T y_0, \frac{y_0^T P y_0}{n - p} (X^T X)^{-1}, n - p \right).
\]

In this last example on the linear regression, we employed the OLS as the auxiliary estimator, which is known to be an unbiased estimator. In fact, it is not a necessity to have unbiased auxiliary estimator. The next example illustrate this point.

**Example 46** (ridge regression). Consider the same setup as in Example 45 \( y = X \beta + \epsilon, \epsilon \sim N(0, \sigma^2 I_n) \) and \( \text{rank}(X^T X) = p \). Take the ridge estimator as the auxiliary estimator, so for the regression coefficients we have

\[
\hat{\pi}_1^R (\theta) = \left( \hat{\pi}_1^R (\theta), \hat{\pi}_2^R (\theta) \right) = \left( (X^T X + \lambda I_p)^{-1} X^T (X \beta + \sigma u), \frac{y_0^T P y_0}{k} (X \beta + \sigma u)^T P \lambda P \lambda (X \beta + \sigma u) \right).
\]

Let \( \hat{\beta} \) denotes the solution of \( d(\hat{\pi}_1^R, \hat{\pi}_1^R (\theta)) = 0 \) in \( \beta \). We have the explicit solution given by

\[
\hat{\beta} = (X^T X)^{-1} X^T (y_0 - \sigma u).
\]

Using \( \hat{\beta} \) in \( \hat{\pi}_1^R (\theta) \) leads to

\[
\hat{\pi}_2^R (\theta) = k(H y_0 - \sigma Pu)^T P \lambda P \lambda (Hy_0 - \sigma Pu),
\]

where \( H = X (X^T X)^{-1} X \) and \( P = I_n - H \). We have the followings: \( HH \lambda = H \lambda, PP \lambda = P \) and \( PH = 0 \). Finding \( \hat{\sigma}^2 \) such that \( d(\hat{\pi}_2^R, \hat{\pi}_2^R (\theta)) = 0 \) gives

\[
\hat{\sigma}^2 = \frac{y_0^T P y_0}{u^T P u}.
\]

Therefore, \( \hat{\sigma}^2 \) is the same as \( \hat{\sigma}^2 \) we found in Example 45 and we directly have that \( \hat{\beta} = \hat{\beta} \). As a consequence, the distribution of \( \hat{\theta} \) is exactly the same as \( \hat{\theta}_n \) in Example 45 and the frequentist coverage probabilities are exact.

From Example 44 on the normal distribution, the derivation to closely related distribution is straightforward, as we see now with the log-normal distribution.

**Example 47** (log-normal with unknown mean and unknown variance). Let \( x_i \sim \log N(\mu, \sigma^2) \) be identically and independently distributed and consider \( g(\mu, \sigma^2, u) = e^{\mu} e^{\sigma u} \) where \( u \sim N(0, 1) \). If we take the maximum likelihood estimator as the auxiliary estimator, we have

\[
\hat{\pi}_n = \left( \hat{\pi}_1, \hat{\pi}_2 \right) = \left( \frac{1}{n} \sum_{i=1}^{n} \ln(x_i), \left( \ln(x_i) - \frac{1}{n} \sum_{j=1}^{n} \ln(x_j) \right)^2 \right)
\]

The solution is the following

\[
\hat{\theta}_n = \left( \hat{\mu}, \hat{\sigma}^2 \right) = \left( \frac{\hat{\pi}_1 - \hat{\sigma} w_1}{w_2}, \frac{\hat{\pi}_2}{w_2} \right)
\]

where \( w_1 = \frac{1}{n} \sum_{i=1}^{n} u_i \) and \( w_2 = \sum_{i=1}^{n} u_i - \frac{1}{n} \sum_{j=1}^{n} u_j \). It is the same solution as Example 44 hence the posterior distribution of \( \hat{\theta}_n \) is normal-inverse-gamma and any alpha-credible region built on this posterior have exact frequentist coverage.
We consider the following auxiliary estimators:

\[ y_t = y_0 \exp \left[ \left( \mu - \frac{1}{2} \sigma^2 \right) t + \sigma W_t \right]. \]

Suppose we observe the process at \( n \) points in time: \( t_1 < t_2 < \ldots < t_n, \forall t_i \in \mathbb{R}^+ \). Define the difference in time by \( \Delta_i = t_i - t_{i-1} \), so we have \( n-1 \) time differences. Note that all the time differences are positive, \( \Delta_i > 0 \), and we allow the process to be irregularly observed, \( \Delta_i \neq \Delta_j, i \neq j \). Instead of working directly with the process \( \{y_{t_i} : i \geq 1\} \), it is more convenient to work with the following transformation of the process \( \{x_{t_i} = \ln(y_{t_i}/y_{t_{i-1}}) : i \geq 2\} \). Indeed, we have

\[ x_{t_i} = \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta_i + \sigma (W_{t_i} - W_{t_{i-1}}). \]

By the properties of the Wiener process, we have \( W_{t_i} - W_{t_{i-1}} \sim \mathcal{N}(0, \Delta_i) \) and \( W_{t_i} - W_{t_{i-1}} \) is independent from \( W_{t_j} - W_{t_{j-1}} \) for \( i \neq j \). Hence the vector \( x = (x_{t_2} \ldots x_{t_n})^T \) is independently but non-identically distributed according to the joint normal distribution

\[ x \sim \mathcal{N} \left( \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta, \sigma^2 \Sigma \right), \]

where \( \Delta = (\Delta_2 \ldots \Delta_n)^T \) and \( \Sigma = \text{diag}(\Delta) \). Note that \( \Delta = \Sigma 1_{n-1}, \) where \( 1_{n-1} \) is a vector of \( n-1 \) ones, and \( \Delta^T 1_{n-1} = \Delta^{T/2} \Delta^{1/2} \) since all the \( \Delta \) are positives.

We consider the following auxiliary estimators:

\[ \hat{\pi}_n = \left( \hat{\pi}_1 \hat{\pi}_2 \right) = \left( \frac{x_0^T 1_{n-1}}{x_0^T \Sigma^{-1} x_0} \right). \]

Since \( x \overset{d}{=} (\mu - \sigma^2/2) \Delta + \sigma \Sigma^{1/2} z, \) where \( z \sim \mathcal{N}(0, \Sigma_{n-1}), \) we obtain the following indirect inference estimators (or equivalently SwiZs),

\[ \hat{\pi}_1(\theta) = \left[ \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta + \sigma \Sigma^{1/2} z \right] \Sigma^{-1} 1_{n-1} = \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta^{T/2} \Delta^{1/2} + \sigma z^T \Delta^{1/2}, \]

and

\[ \hat{\pi}_2(\theta) = \left[ \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta + \sigma \Sigma^{1/2} z \right] \Sigma^{-1} \left[ \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta + \sigma \Sigma^{1/2} z \right] = \left( \mu - \frac{1}{2} \sigma^2 \right)^2 \Delta^{T/2} \Delta^{1/2} + 2 \sigma \left( \mu - \frac{1}{2} \sigma^2 \right) z^T \Delta^{1/2} + \sigma^2 z^T z. \]

Solving \( d(\hat{\pi}_1, \hat{\pi}_1(\hat{\theta})) = 0 \) in \( \hat{\mu} \) gives

\[ \hat{\mu} = \frac{1}{2} \sigma^2 - \hat{\theta} z^T \Delta^{1/2} \left( \Delta^{T/2} \Delta^{1/2} \right)^{-1} x_0^T 1_{n-1} \left( \Delta^{T/2} \Delta^{1/2} \right)^{-1}. \]

Now solving \( d(\hat{\pi}_2, \hat{\pi}_2(\hat{\theta})) = 0 \) in \( \hat{\sigma}^2 \) and substituting \( \hat{\mu} \) by the above expression in \( (1) \) leads to

\[ \hat{\sigma}^2 = x_0^T Q x_0 \]

where \( Q = I_{n-1} - \Delta^{1/2} \left( \Delta^{T/2} \Delta^{1/2} \right)^{-1} \Delta^{T/2} \) is symmetric and idempotent, and \( Q = \Sigma^{-1} - 1_{n-1} \left( \Delta^{T/2} \Delta^{1/2} \right)^{-1} 1_{n-1}^T \). By the properties of the rank of a matrix, we have rank(\( P \)) = trace(\( P \)) = \( n - 2 \).
Note that by independence \( z^T \Delta^{1/2} \overset{d}{=} z(\Delta^{T/2} \Delta^{1/2}) \), where \( z \) is a single standard normal random variable. Similarly to the example on the linear regression (Example 45), we obtain the explicit distributions

\[
\hat{\mu} | (\hat{\pi}_n, \hat{\sigma}^2) \sim N \left( \frac{1}{2} \hat{\sigma}^2 + x_0^T 1_{n-1} \left( \Delta^{T/2} \Delta^{1/2} \right)^{-1}, \hat{\sigma}^2 \left( \Delta^{T/2} \Delta^{1/2} \right)^{-1} \right), \\
\hat{\sigma}^2 | \hat{\pi}_n \sim \Gamma^{-1} \left( \frac{n-2}{2}, \frac{x_0^T Q x_0}{2} \right).
\]

As with Example 45, this findings suggest that \( \theta_n | \pi_n \) is jointly distributed according to a normal-inverse-gamma distribution. However, \( \hat{\sigma}^2 \) appears in the mean of \( \hat{\mu}(\pi_n, \hat{\sigma}^2) \) so such conclusion is not straightforward. We leave the derivation of the joint distribution and the distribution of \( \hat{\mu} \) unconditioned on \( \hat{\sigma}^2 \) for further research.

We now demonstrate that the \( \pi_n \)-approximate posterior distribution of \( \hat{\theta}_n \) leads to exact frequentist coverage probabilities. Once realized that \( \Sigma^{-1} = \Sigma^{-1/2} \Sigma^{1/2} \Sigma^{1/2} 1_{n-1} = \Delta^{1/2}, \) and \( \Delta^{T} \Sigma^{-1} = 1_{n-1}, \) it is not difficult to show that \( \Delta^T Q \Delta = 0, \Delta^T Q \Sigma^{1/2} = 0 \) and \( \Sigma^{1/2} Q^{1/2} \Sigma^{1/2} = P. \) Since \( x_0 = (\mu_0, \sigma_0^2/2) \Delta + \sigma_0 \Sigma^{1/2} z_0, \) we obtain

\[
\hat{\sigma}^2 = \sigma_0^2 \frac{z_0^T P z_0}{z^T P z} = \sigma_0^2 \frac{w_0}{w}, \\
\hat{\mu} = \sigma_0^2 \frac{w_0}{w} - \sigma_0 \sqrt{\frac{w_0}{w}} z + \mu_0 - \frac{1}{2} \sigma_0^2 + \sigma_0 z_0.
\]

Therefore,

\[
\Pr \left( \hat{\mu} \leq \mu_0, \hat{\sigma}^2 \leq \sigma_0^2 \right) = \Pr \left( \frac{\sigma_0^2}{2} \frac{w_0}{w} - \sigma_0 \sqrt{\frac{w_0}{w}} z \leq \frac{-1}{2} \hat{\sigma}^2 + \sigma_0 z_0 \leq 0, \frac{w_0}{w} \leq 1 \right) = \Pr \left( \frac{k_0}{w} - \frac{z}{\sqrt{w}} \leq \frac{k_0}{w} - \frac{z_0}{\sqrt{w}} \leq \frac{w_0}{w} \right) \sim U(0, 1),
\]

where \( k_0 = \sigma_0 \sqrt{w_0}/2. \) Thus, any region on the joint distribution of \( \hat{\theta}_n \) leads to exact frequentist coverage by Proposition 27.

### 7 Simulation study

The main goal of this section is threefold. First, we illustrate the results of the Section 4 on the frequentist properties in finite sample of the SwiZs in the general case where no solutions are known in explicit forms, as opposed to the Section 6 and thus requiring numerical solutions. In order to achieve this point, we measure at different levels the empirical coverage probabilities of the intervals built from the percentiles of the \( \pi_n \)-approximate posterior obtained by the SwiZs. Note that for \( \dim(\theta) > 1, \) we only considered marginal intervals to avoid a supplementary layer of numerical nuisance, the coverage probabilities are not concerned by this choice, only the length of the intervals. Second, we elaborate on the verification of the conditions of Theorem 28 with the examples at hand. As already motivated, the emphasis is on the estimation function. It seems easier to verify Assumption 26 than Assumption 27 since only one of them is necessary to satisfy Theorem 28, we concentrate our efforts on the former. We also brighten the study up to situations where Assumption 26 does not entirely hold or cannot be verified to measure its consequences empirically. Third, we give the general idea on how to implement the SwiZs. Indeed, anyone familiar with the numerical problem of solving a point estimator such as the maximum likelihood estimator has a very good idea on how to obtain the auxiliary estimator \( \pi_n. \) Solving the estimating function for the parameters of interest is very similar, it requires the exact same tools but has the inconvenient of needing further analytical derivations and implementations details. As already remarked, the parametric bootstrap does not possess such inconvenient. The counterpart is that the SwiZs may lead to exact coverage probabilities. The motto “no pain, no gain” is particularly relevant here. For this purpose, the parametric bootstrap is proposed as the point of comparison for all the examples of this section. We measure the computational time as experienced by the user in order to appreciate the numerical burden. In case both the SwiZs and the parametric bootstrap have very similar coverage probabilities, we also quantify the length of the intervals as a mean of comparison.

As a subsidiary goal of this section, we study the point estimates of the SwiZs. Indeed, the indirect inference is also a method for reducing the small sample bias of an initial (auxiliary) estimator, even in situations where it may be “unnatural” to call such method, as for example, when a maximum likelihood estimator may be easily obtained (see [14]). Since the SwiZs is a special case of indirect inference, it would be interesting to gauge the ability of the SwiZs to correct the bias. We explore the properties of the mean and the median of the SwiZs. This choice is arbitrary but largely admitted.
The determinant here is

Assumption 26 (i) is satisfied. As a consequence, given that

We select five different scenarios. First, we start with a toy example by considering a standard Student’s $t$-distribution with unknown degrees of freedom (Example 49). Although the Student distribution is ubiquitous in statistics since at least Gosset’s Biometrika paper (85), there are no simple tractable way to construct an interval of uncertainty around the degrees of freedom. In addition, the degrees of freedom is a parameter that gauges the tail of the distribution and is not particularly easy to handle. The existence of the moments of this distribution depends upon the values that this parameter takes. We take a particular interest in small values of this parameter for which, for example the variance or the kurtosis are infinite.

**Example 49** (standard $t$-distribution with unknown degrees of freedom). Let $x_i \sim t(\theta), i = 1, \ldots, n$, be identically and independently distributed with density

$$f(x_i, \theta) = \frac{1 + x_i^2/\pi}{\sqrt{\theta B(1/2, 1/2)}};$$  \hspace{1cm} (4)

where $\theta$ represents the degrees of freedom and $B$ is the beta function. We consider the likelihood score function as the estimating function and we take the MLE as the auxiliary estimator. In this situation, $\Theta$ and $\Pi$ are equivalent, and thus, there are no reasons to disqualify the parametric bootstrap. Substituting $\theta$ by $\pi$ in the Equation 2 taking then the derivative with respect to $\pi$ of the log-density leads to the following

$$\Phi_n(\theta, u, \pi) = \psi\left(\frac{\pi + 1}{2}\right) - \psi\left(\frac{\pi}{2}\right) - \frac{1}{n} \sum_{i=1}^{n} \ln \left(\frac{g(\theta, u_i)^2 + 1}{\pi}\right) + \frac{1}{n} \sum_{i=1}^{n} \frac{g(\theta, u_i)^2 - 1}{g(\theta, u_i)^2 + \pi},$$

where $\psi$ is the digamma function. We now verify Assumption 26 so Theorem 28 can be invoked. Suppose Assumption 24 holds so we can write the following scalar-valued function

$$\varphi_{\hat{\pi}_n}(\theta, w) = \frac{1}{2} \psi\left(\hat{\pi}_n + 1\right) - \frac{1}{2} \psi\left(\hat{\pi}_n\right) - \frac{1}{2} \ln \left(\frac{g(\theta, w)^2 + 1}{\hat{\pi}_n}\right) + \frac{1}{2} \frac{g(\theta, w)^2 - 1}{g(\theta, w)^2 + \hat{\pi}_n},$$

where $\hat{\pi}_n$ is fixed. The first derivative with respect to $\theta$ is given by

$$\frac{\partial}{\partial \theta} \varphi_{\hat{\pi}_n}(\theta, w) = g(\theta, w) \frac{\partial}{\partial \theta} g(\theta, w) \left[\frac{\hat{\pi}_n - 1}{\left(g(\theta, w)^2 + \hat{\pi}_n\right)^2} - \frac{1}{g(\theta, w)^2 + 1}\right].$$  \hspace{1cm} (5)

Substituting $(\partial/\partial \theta) g$ by $(\partial/\partial u) g$ gives the first derivative with respect to $w$. The derivative exists everywhere so $K_n = \emptyset$. Therefore, if the generating function $g(\theta, w)$ is once continuously differentiable in both its arguments then Assumption 26 (i) is satisfied.

The determinant here is $|\frac{\partial}{\partial \theta} \varphi_{\hat{\pi}_n}(\theta, w)|$. It will be zero on a countable set of points: if $g(\theta, w) = 0$, if $(\partial/\partial \theta) g(\theta, w) = 0$ or if the rightest term of the Equation 5 is 0. Substituting $(\partial/\partial \theta) g$ by $(\partial/\partial u) g$ gives the same analysis. Hence, the determinant of the derivatives of the estimating function is almost everywhere non-null and Assumption 26 (ii) is satisfied.

Eventually, we clearly have that

$$\lim_{|g| \to \infty} |\varphi_{\hat{\pi}_n}(\theta, w)| = +\infty.$$

As a consequence, given that $\lim_{||(\theta, w)|| \to \infty} |g(\theta, w)| = \infty$, Assumption 26 (iii) is satisfied.

In the light of these findings, the choice of generating function is crucial and there are many candidates [see e.g. 89]. The inverse cumulative distribution function is a natural choice, but a numerically complicated one in this case. Indeed, it can be obtained by

$$g_1(\theta, u_1) = \text{sign} \left(u_1 - \frac{1}{2}\right) \left(\frac{\theta (1 - z)}{z}\right)^{1/2},$$

where $z = \sqrt{\theta B(1/2, 1/2)}$. The inverse cumulative distribution function is a natural choice, but a numerically complicated one in this case.
where \( u_1 \sim U(0, 1) \) and \( z \) is equal to the incomplete beta function inverse parametrized by \( \theta \) and depending on \( u_1 \). An alternative choice, numerically and analytically simpler, is to consider Bailey’s polar algorithm \( [87] \), which is given by

\[
g_2(\theta, u_2) = u_{2,1} \sqrt{\frac{\theta}{u_{2,2}} \left( \frac{u_{2,2} - 1}{u_{2,2}} \right)},
\]

where \( u_{2,2} = u_{2,1}^2 + u_{2,3}^2 \) if \( u_{2,2} \leq 1 \) and \( u_{2,1}, u_{2,3} \sim U(-1, 1) \). Clearly \( g_2(\theta, u_2) \) is once continuously differentiable in each of its arguments and the limit is \( \lim_{(\theta, u_{2,1}, u_{2,2}) \to (\infty, 1, 1)} |g_2(\theta, u_{2,1}, u_{2,2})| = \infty \). Hence, even if \( \omega \) is unknown, these results strongly suggest that the conditions of Theorem 28 hold, and as a conclusion, any intervals built on the percentiles of the distribution of \( \theta \), given \( \bar{s}_n \), have exact frequentist coverage.

The coverage probabilities in the Table 1 below are computed for three different values of \( \theta_0 = \{1.5, 3.5, 6\} \) and a sample size of \( n = 50 \). When \( \theta_0 = 1.5 \), the variance of a Student’s random variable is infinite and the skewness and kurtosis of the distribution are undefined. When \( \theta_0 = 3.5 \), the variance is finite and the kurtosis is infinite. When \( \theta_0 = 6 \), the first five moments exist.

| \( \theta_0 \) | \( \alpha \) | \( \bar{c} \) | \( \bar{s} \) | \( \bar{c} \) | \( \bar{s} \) |
|---|---|---|---|---|---|
| 1.5 | 50% | 50.66% | 0.5129 | 0.1622 | 49.13% | 0.0358 | 47.69% | 0.0333 |
| | 75% | 75.39% | 0.8839 | 1.0504 | 71.64% | 0.8607 |
| | 90% | 90.15% | 1.2861 | 1.6734 | 86.64% | 1.2815 |
| | 95% | 94.68% | 1.5540 | 2.1935 | 91.82% | 1.5800 |
| | 99% | 98.84% | 2.1052 | 3.8820 | 97.13% | 2.2714 |
| 3.5 | 50% | 50.08% | 1.7594 | 0.2010 | 47.65% | 0.0349 | 44.94% | 0.0322 |
| | 75% | 74.62% | 3.2780 | 2.8832 | 89.63% | 2.1935 | 96.83% | 2.1935 |
| | 90% | 90.39% | 5.2129 | 5.2066 | 84.36% | 5.2066 |
| | 95% | 94.85% | 8.4161 | 9.4161 | 80.83% | 6.9584 |
| | 99% | 98.73% | 10.788 | 10.788 | 96.05% | 29.011 |
| 6 | 50% | 48.61% | 4.2027 | 0.2093 | 46.54% | 0.0342 | 44.29% | 0.0305 |
| | 75% | 74.39% | 8.3688 | 4.2027 | 87.45% | 4.2027 | 69.99% | 12.45 |
| | 90% | 89.56% | 16.087 | 8.3688 | 11.46% | 12.45 |
| | 95% | 94.61% | 26.250 | 16.087 | 87.45% | 41.335 |
| | 99% | 98.90% | 361.28 | 26.250 | 90.39% | 29.011 |

Table 1: \( \bar{c} \): estimated coverage probabilities, \( \bar{I} \): median interval length, \( \bar{s} \): average time in seconds to compute the intervals for one trial.

The SwiZs is accurate at all the confidence levels with a maximum discrepancy of 1.39% in absolute value. This is very reasonable considering the numerical task we perform. In comparison, the parametric bootstrap has a minimum discrepancy of 0.87% for an average of 4.44%. The SwiZs is also more efficient, it dominates the parametric bootstrap with a median interval length systematically smaller. The parametric bootstrap is however about six times faster than the SwiZs to compute the intervals. The comparison is not totally fair in disfavor of the SwiZs as we were able here to use directly the log-likelihood for the parametric bootstrap, which is numerically simpler to evaluate than the estimating functions. We also bear the comparison with the bias-corrected and accelerated (BCa) resampling bootstrap of \( [88] \). Performances of this bootstrap scheme are comparable to the parametric bootstrap. Finally, when considered in absolute value, 0.2 second do not seem to be a hard effort for obtaining interval which is nearly exact and shorter.

Second, we consider a more practical case with the two-parameters Lomax distribution \( [89] \) (Example 50), also known as the Pareto II distribution. This distribution has been used to characterise wealth and income distributions as well as business and actuarial losses (see \( [90] \) and the references therein). Because of this close relationship to the application, we also measure the coverage probabilities of the Gini index, the value-at-risk and the expected shortfall, quantities that may be of interest for the practitioner. The maximum likelihood estimator has been shown in \( [91] \) to suffer from small sample bias when \( n \) is relatively small and the parameters are close to the boundary of the parameter space. We add their proposal for bias adjustment to the basket of comparative methods. To keep the comparison fair, we use a similar simulation scenario to the ones they proposed, which were also motivated by their closeness to situations encountered in practice. Situations where the Lomax distribution is employed has been shown to suffer from
influential outliers ever since at least [92], we therefore consider, in a second time, the weighted maximum likelihood ([93]) as the auxiliary estimator to gain robustness. Interestingly, the weighted maximum likelihood estimator is generally not a consistent estimator (see [94, 13]) so the parametric bootstrap cannot be invoked directly, whereas, on the contrary, the SwiZs may be employed without any particular care.

**Example 50** (two-parameters Lomax distribution). Let \( x_i \sim \text{Lomax}(\theta) \), \( i = 1, \ldots, n \), \( \theta = (b, q) \), be identically and independently distributed with density

\[
f(x_i, \theta) = \frac{q}{b} \left(1 + \frac{x_i}{b}\right)^{-q-1}, \quad x_i > 0,
\]

where \( b, q > 0 \) are shape parameters. We consider the likelihood score function as the estimating function and we take the MLE as the auxiliary estimator. The parameter sets \( \Theta \) and \( \Pi \) are equivalent with this setup, and thus, the parametric bootstrap may be employed. Substituting \( \theta \) by \( \pi \) in the Equation 6 taking then the derivative with respect to \( \pi \) of the log-density leads to the following

\[
\psi_n(\theta, u, \pi) = \left( \frac{1}{\pi^2} - \sum_{i=1}^n \log \left(1 + \frac{g(\theta, u_i)}{\pi}\right) \right).
\]

We now verify Assumption 24 so Theorem 28 can be invoked. Suppose Assumption 24 on the existence of a random variable with the same dimensions as \( \theta \) holds, and let denote it by \( w = (w_1, w_2)^T \). Now assume that we can re-express the estimating function as follows

\[
\varphi_n(\theta, w) = \left( \frac{1}{\pi^2} - \log \left(1 + \frac{g(\theta, w_1)}{\pi}\right) \right).
\]

where \( \pi \) is fixed. The Jacobian matrix with respect to \( \theta \) is given by

\[
D_\theta \varphi_n(\theta, w) = \begin{pmatrix}
\kappa_1(\theta) D_\theta g(\theta, w_1) \\
\kappa_2(\theta) D_\theta g(\theta, w_2)
\end{pmatrix},
\]

where

\[
\kappa_1(\theta) = \frac{-1}{\pi + g(\theta, w_1)}
\]

\[
\kappa_2(\theta) = \frac{\pi^2}{\pi + g(\theta, w_2)}.
\]

Note that \( \pi \) and \( g(\theta, w) \) are strictly positive, so \( \kappa_1(\theta) < 0 \) and \( \kappa_2(\theta) > 0 \). Substituting \( D_\theta g \) by \( D_\theta g \) leads to the Jacobian matrix with respect to \( w \), given by

\[
D_w \varphi_n(\theta, w) = \begin{pmatrix}
\kappa_1(\theta) \frac{\partial}{\partial w_1} g(\theta, w_1) & 0 \\
0 & \kappa_2(\theta) \frac{\partial}{\partial w_2} g(\theta, w_2)
\end{pmatrix}.
\]

We see by inspection that the derivatives are defined everywhere and \( K_n = \{\emptyset\} \). If \( D_\theta g \) and \( D_w g \) exist and are continuous, then Assumption 26(i) is satisfied.

The determinants are given by

\[
det(D_\theta \varphi_n(\theta, w)) = \kappa(\theta, w) \left[ \frac{\partial}{\partial \theta} g(\theta, w_1) \frac{\partial}{\partial \theta} g(\theta, w_2) - \frac{\partial}{\partial \alpha} g(\theta, w_2) \frac{\partial}{\partial \alpha} g(\theta, w_1) \right],
\]

\[
det(D_w \varphi_n(\theta, w)) = \kappa(\theta, w) \left[ \frac{\partial}{\partial w_1} g(\theta, w_1) \frac{\partial}{\partial w_2} g(\theta, w_2) \right],
\]

where \( \kappa(\theta, w) = \kappa_1(\theta) \kappa_2(\theta) \) and \( \kappa(\theta, w) < 0 \). The only scenario where these determinants are zero are whether all the partial derivatives are zero, or if \( (\partial/\partial \alpha) g(\theta, w_1) (\partial/\partial \theta) g(\theta, w_2) = (\partial/\partial \alpha) g(\theta, w_2) (\partial/\partial \theta) g(\theta, w_1) \). Since the Lomax random variables are absolutely continuous, it is impossible for the generating function to be flat on \( \theta \) and on \( w \), except maybe in extreme cases. Therefore, situations where the determinants are zero are countable, and Assumption 26(ii) is satisfied.
Suppose the generating function satisfies the following property:

$$\lim_{||\theta, w|| \to \infty} g(\theta, w_1) = \infty.$$  

Since the limit of the natural logarithm tends to infinity when its argument diverges, we clearly have that

$$\lim_{||\theta, w|| \to \infty} ||\varphi_{\pi_n}(\theta, w)|| = +\infty,$$

and as a consequence, Assumption 26(iii) is satisfied.

It remains to demonstrate that a generating function satisfies the above properties. A natural and computationally easy choice for the generating function is the inverse cdf, it is given by

$$g(\theta, u) = b + bu^{-1/q}, \quad u \sim U(0, 1).$$

Clearly the generating function is once continuously differentiable in each $(b, q, u)$. The only possibilities for the partial derivatives of $g$ to be zero are whether $q = \{+\infty\}$ or $u = \{0\}$. The generating function tends to infinity when $b$ diverges whereas it remains constant when $q$ or $u$ diverges. All these findings strongly suggest that Theorem 28 is applicable here, and as a conclusion that any intervals built on the percentiles of the SwiZs distribution lead to exact frequentist coverage probabilities.

However, the situation is less optimistic with the weighted maximum likelihood. Indeed, the estimating function is typically modified as follows:

$$\Psi_n(\theta, u, \pi) = w(\theta, u, \pi, k)\Psi_n(\theta, u, \pi),$$

where $w(\theta, u, \pi, k)$ is some weight function typically taking values in $[0, 1]$ that depends upon a tuning constant $k$. Usual weight functions are Huber’s type ($\frac{25}{5}$) and Tukey’s biweight function ($\frac{26}{3}$); see [27] for a textbook on robust statistics. For an estimating function to be robust, the weight function either decreases to 0 or remains constant for large values of $x$. As a consequence, at least two out of the three hypothesis of Assumption 26 do not hold. Indeed, the determinants will be zero on an uncountable set and $\lim_{||\theta, w|| \to \infty} \Psi_n < \infty$.

For the simulations, we set $\theta_0 = (2, 2, 3)^T$ and use $n = \{35, 50, 100, 150, 250, 500\}$ as sample sizes. As already mentioned, this setup is close to the ones proposed in [27], and we thus add their proposal for correcting the bias of the maximum likelihood estimator to the basket of the compared methods. The bias-adjustment estimator is given by

$$\theta_{BA,n} = \hat{\pi}_n - B(\hat{\pi}_n) A(\hat{\pi}_n) \operatorname{vec}(B(\hat{\pi}_n)),$$

where

$$A(\pi) = n \begin{pmatrix}
\frac{2\pi_2}{\pi_1(\pi_2+2)} & \frac{\pi_3}{\pi_1(\pi_2+2)} & -1
\frac{\pi_3(\pi_2+2)}{\pi_1(\pi_2+2)^2} & \frac{\pi_2}{\pi_1^2(\pi_2+1)^2} & \frac{-1}{\pi_2^2}
-1 & \frac{-1}{\pi_2} & \frac{1}{\pi_2}
\end{pmatrix},$$

and

$$B^{-1}(\pi) = n \begin{pmatrix}
\frac{\pi_2}{\pi_1(\pi_2+2)} & \frac{\pi_3}{\pi_1(\pi_2+2)} & \frac{-1}{\pi_2^2}
\frac{-1}{\pi_1^2(\pi_2+1)^2} & \frac{-1}{\pi_2} & \frac{1}{\pi_2}
\end{pmatrix}.$$
Figure 1: Coverage probabilities of the SwiZs, the parametric bootstrap (Boot) and the bias-adjustment (BA) proposal of [91] for different sample sizes. On the left panel is the coverage for the first estimator, and the second is on the right. The gray horizontal dotted-lines indicate the perfect coverage probabilities. The closer to these lines is the better.

Figure 2: On the left panel: representation of the median interval lengths for a confidence level of 95% for the SwiZs, the parametric bootstrap (Boot) and the bias-adjustment (BA) proposal of [91] for three different sample sizes. The ellipses are just a representation and do not reflect the real shapes of the confidence regions. All the ellipses are on the same scale. The centre of the ellipses is chosen for aesthetical reason and have no special meaning. The $y$-axis corresponds to the median interval length of the first parameter, the $x$-axis the one of the second parameter. The smaller the ellipse is, the better it is. On the right panel: the average computational time in seconds of the SwiZs and the Boot for the different sample sizes. Note that the computational time of the the BA (not on the figure) is quasi-identical to the Boot. The lower is the better.
Figure 3: *On the left panel:* the sum of absolute value of the median bias for the two estimators divided by their respective true values for the mean of SwiZs distribution, the median of the SwiZs distribution and the bias-adjustment (BA) proposal of [91] evaluated on the different sample sizes. *On the right panel:* likewise the left panel, but for a different measure: the average of the median absolute deviation for the two estimators divided by their respective true values. The lower is the better.

Figure 4: Coverage probabilities for different sample sizes of the SwiZs (RSwiZs) and the parametric bootstrap (RBoot) when taking the weighted maximum likelihood as auxiliary estimator. *On the left panel* is the coverage for the first estimator, and the second is on the right. The gray horizontal dotted-lines indicate the perfect coverage probabilities. The closer to these lines is the better.
Figure 5: On the left panel: the sum of absolute value of the median bias for the two estimators divided by their respective true values for different sample sizes for the mean of SwiZs distribution (RSwiZs: mean), the median of the SwiZs distribution (RSwiZs: median) when considering the weighted maximum likelihood (WMLE) as the auxiliary estimator. On the right panel: likewise the left panel, but for a different measure: the average of the median absolute deviation for the two estimators divided by their respective true values. The lower is the better.

| Sample Size (n) | Cumulative Relative Median Bias | Mean Relative Median Absolute Deviation |
|-----------------|-------------------------------|----------------------------------------|
| 35              | 35.78%                        | 30.78%                                 |
| 50              | 21.94%                        | 20.00%                                 |
| 100             | 3.02%                         | 3.02%                                  |
| 150             | 0.40%                         | 0.40%                                  |

Table 2: Empirical proportion of times the bias-adjusted maximum likelihood estimator is jointly out of the parameter space \( \Theta \).

Third, we investigate a linear mixed-model. These models are very common in statistics as they incorporate both parameters associated with an entire population and parameters associated with individual experimental units facilitating thereby the study of, for example, longitudinal data, multilevel data and repeated measure data. Although being widespread, the inference on the parameters remain a formidable task. We study a rather simple model, namely the random intercept and random slope model when data is balanced.

**Example 51** (random intercept and random slope linear mixed model). Consider the following balanced Gaussian mixed linear model expressed for the \( i \)th individual as

\[
y_i = (\beta_0 + \alpha_i)1_m + (\beta_1 + \gamma_i)x_i + \epsilon_i, \quad i = 1, \ldots, n,
\]

where \( \epsilon_i, \alpha_i \) and \( \gamma_i \) are identically and independently distributed according to centered Gaussian distributions with respective variances \( \sigma^2_\epsilon1_m, \sigma^2_\alpha \) and \( \sigma^2_\gamma \). \( m \) being the number of replicates, the same for each individual, and \( 1_m \) is a vector of \( m \) ones. The vector of parameters of interest is \( \theta = (\beta_0, \beta_1, \sigma^2_\epsilon, \sigma^2_\alpha, \sigma^2_\gamma)^T \). Let \( \pi = (\pi_0, \ldots, \pi_4)^T \) be the corresponding vector of auxiliary parameters. We take the MLE as the auxiliary estimator and thus consider the likelihood score function as the estimating function. With this setup, the parameter spaces \( \Theta \) and \( \Pi \) are equivalent, and the parametric bootstrap may be employed. Denote by \( N = nm \) the total sample size. The negative log-likelihood may be expressed as

\[
\ell(y, \theta) = k + \frac{1}{2N} \sum_{i=1}^{n} \log \left( \det \left( \Omega_i(\theta) \right) \right) + (y_i - \beta_01_m - \beta_1x_i)^T \Omega_i^{-1}(\theta)(y_i - \beta_01_m - \beta_1x_i),
\]
We now motivate the possibility to employ Theorem 28 by verifying Assumption 26. First, we suppose that a random variable \( w \) do not depend on parameters, let denotes \((0 0 0 \cdots 1)^\text{T} \), then substituing \( \pi \) of the same dimension as \( \theta \), then substituing \( \pi \), then substituing \( \pi \), then substituing \( \pi \), then substituing \( \pi \). Then, we assume that the estimating function may be re-expressed as

\[
\Psi_N(\theta, u, \pi) = \begin{pmatrix}
\frac{-1}{N} \sum_{i=1}^{n} z^T(\theta, u_i, \pi) \Omega_i^{-1}(\pi) 1_m \\
\frac{-1}{N} \sum_{i=1}^{n} z^T(\theta, u_i, \pi) \Omega_i^{-1}(\pi)x_i \\
\frac{1}{N} \sum_{i=1}^{n} \text{trace} \left( \Omega_i^{-1}(\pi) \frac{\partial}{\partial \pi_j} \Omega_i(\pi) \right) \\
\frac{-1}{N} \sum_{i=1}^{n} \text{trace} \left( \Omega_i^{-1}(\pi) \frac{\partial}{\partial \pi_j} \Omega_i(\pi) \right) z_i(\theta, u_i, \pi), j = 2, 3, 4
\end{pmatrix},
\]

where \( z(\theta, u_i, \pi) = g(\theta, u_i) - \pi_0 1_m - \pi_1 x_i \) (see also [98] for more details on these derivations). The derivatives of \( \Omega_i(\pi) \) are easily obtained: \((\partial/\partial \pi_2) \Omega_i(\pi) = 1_m\), \((\partial/\partial \pi_3) \Omega_i(\pi) = 1_m 1_m^T\) and \((\partial/\partial \pi_4) \Omega_i(\pi) = x_i x_i^T\). Since they do not depend on parameters, let denotes \((\partial/\partial \pi_j) \Omega_i(\pi) \equiv D_{ij}^\text{N}\).

We now motivate the possibility to employ Theorem 28 by verifying Assumption 26. First, we suppose that a random variable \( w \) of the same dimension as \( \theta \) exists. Then, we assume that the estimating function may be re-expressed as follows:

\[
\varphi_{N}(\theta, w) = \begin{pmatrix}
\frac{-1}{N} \sum_{i=1}^{n} z_i^T(\theta, w_0, \pi_N) \Omega_i^{-1}(\pi_N) 1_m \\
\frac{-1}{N} \sum_{i=1}^{n} z_i^T(\theta, w_1, \pi_N) \Omega_i^{-1}(\pi_N)x_i \\
\frac{1}{2N} \sum_{i=1}^{n} \text{trace} \left( \Omega_i^{-1}(\pi_N) D_{ij} \right) \\
\frac{-1}{2N} \sum_{i=1}^{n} \text{trace} \left( \Omega_i^{-1}(\pi_N) D_{ij} \right) z_i(\theta, w_j, \pi_N), j = 2, 3, 4
\end{pmatrix},
\]

for some constant \( k \) and where \( \Omega_i(\theta) = \sigma^2 1_m + \sigma^2 1_m 1_m^T + \sigma^2 x_i x_i^T \) is clearly a symmetric positive definite matrix.

Taking the derivatives with respect to \( \theta \), then substituting \( \theta \) by \( \pi \) and \( y_i \) by \( g(\theta, u_i) \) leads to

\[
\Psi_N(\theta, u, \pi) = \begin{pmatrix}
\frac{-1}{N} \sum_{i=1}^{n} z^T(\theta, u_i, \pi) \Omega_i^{-1}(\pi) 1_m \\
\frac{-1}{N} \sum_{i=1}^{n} z^T(\theta, u_i, \pi) \Omega_i^{-1}(\pi)x_i \\
\frac{1}{N} \sum_{i=1}^{n} \text{trace} \left( \Omega_i^{-1}(\pi) \frac{\partial}{\partial \pi_j} \Omega_i(\pi) \right) \\
\frac{-1}{N} \sum_{i=1}^{n} \text{trace} \left( \Omega_i^{-1}(\pi) \frac{\partial}{\partial \pi_j} \Omega_i(\pi) \right) z_i(\theta, u_i, \pi), j = 2, 3, 4
\end{pmatrix},
\]

where \( z(\theta, u_i, \pi) = g(\theta, u_i) - \pi_0 1_m - \pi_1 x_i \) (see also [98] for more details on these derivations). The derivatives of \( \Omega_i(\pi) \) are easily obtained: \((\partial/\partial \pi_2) \Omega_i(\pi) = 1_m\), \((\partial/\partial \pi_3) \Omega_i(\pi) = 1_m 1_m^T\) and \((\partial/\partial \pi_4) \Omega_i(\pi) = x_i x_i^T\). Since they do not depend on parameters, let denotes \((\partial/\partial \pi_j) \Omega_i(\pi) \equiv D_{ij}^\text{N}\).

We now motivate the possibility to employ Theorem 28 by verifying Assumption 26. First, we suppose that a random variable \( w \) of the same dimension as \( \theta \) exists. Then, we assume that the estimating function may be re-expressed as follows:

\[
\varphi_{N}(\theta, w) = \begin{pmatrix}
\frac{-1}{N} \sum_{i=1}^{n} z_i^T(\theta, w_0, \pi_N) \Omega_i^{-1}(\pi_N) 1_m \\
\frac{-1}{N} \sum_{i=1}^{n} z_i^T(\theta, w_1, \pi_N) \Omega_i^{-1}(\pi_N)x_i \\
\frac{1}{2N} \sum_{i=1}^{n} \text{trace} \left( \Omega_i^{-1}(\pi_N) D_{ij} \right) \\
\frac{-1}{2N} \sum_{i=1}^{n} \text{trace} \left( \Omega_i^{-1}(\pi_N) D_{ij} \right) z_i(\theta, w_j, \pi_N), j = 2, 3, 4
\end{pmatrix},
\]
where \( z_i(\theta, w_j, \pi_N) = g(\theta, w_j) - \pi_0 1_m - \pi_1 x_i, \) \( j = 0, 1, 2, 3, 4 \), and \( \pi_N \) is fixed. The Jacobian matrix with respect to \( \theta \) is given by
\[
D_\theta \varphi_{\pi_N}(\theta, w) = \begin{pmatrix}
\sum_{i=1}^n \frac{D_\theta g^T(\theta, w_i) \Omega_i^{-1}(\pi_N) 1_m}{N} \\
\sum_{i=1}^n \frac{D_\theta g^T(\theta, w_i) \Omega_i^{-1}(\pi_N) x_i}{N} \\
\sum_{i=1}^n \frac{D_\theta g^T(\theta, w_i) \Omega_i^{-1}(\pi_N) D_{ij}}{N} \times \Omega_i^{-1}(\pi_N) g(\theta, w_j), \quad j = 2, 3, 4
\end{pmatrix}.
\]

Substituting \( D_\theta g^T \) by \( D_w g^T \) in the above delivers immediately the Jacobian matrix with respect to \( w \). Note that this second Jacobian is a diagonal matrix. Clearly, the differentiability and continuity of \( \varphi_{\pi_N} \) depends exclusively upon the differentiability and continuity of \( g \). Ergo, if \( D_\theta g \) and \( D_w g \) exist and are continuous, then Assumption 26(i) holds.

These Jacobian matrices may have a null determinant under two circumstances: whether the generating function \( g \) is flat on \( \theta \) and/or \( w \), and/or whether they are linearly dependent. Since the Normal distribution is absolutely continuous, \( g \) may be flat only on extreme cases. The Jacobian of \( D_w \varphi_{\pi_N} \) is a diagonal matrix, so its determinant is null if and only if one of its diagonal element is null. Since both the design and \( \pi_N \) are fixed, situations where \( D_\theta \varphi_{\pi_N} \) is linearly dependent may occur if the vectors \((\partial/\partial \theta_j) g(\theta, w) = k(\partial/\partial \theta_{j'}) g(\theta, w), j \neq j', \) for some constant \( k \in \mathbb{R} \). But because \( w \) is random, this situation is unlikely to occur, and, depending on \( g \), Assumption 26(ii) is plausible.

Eventually, it clearly holds that
\[
\lim_{\|\theta, w\| \to \infty} \| \varphi_{\pi_N}(\theta, w) \| = \infty
\]
if \( \| g(\theta, w) \| \to \infty \) as \( \| (\theta, w) \| \to \infty \), so Assumption 26(iii) is satisfied given that \( g \) fulfills the requirement.

Once again, the plausibility of Assumption 26 is up to the choice of the generating function. A popular choice is the following:
\[
g(\theta, u_i) = \beta_0 1_m + \beta_1 x_i + C_i(\theta) u_i, \quad u_i \sim N(0, I_m),
\]
where \( C_i(\theta) \) is the lower triangular Cholesky factor such that \( C_i(\theta) C_i^T(\theta) = \Omega_i(\theta) \). It is straightforward to remark that \( g \) is once continuously differentiable in \( \beta_0, \beta_1 \) and \( u_i \). For the variances components, the partial derivatives of the Cholesky factor is given by Theorem A.1 in [99]:
\[
\frac{\partial}{\partial \theta_j} C_i(\theta) = C_i(\theta) L \left( C_i^{-1}(\theta) \frac{\partial}{\partial \theta_j} \Omega_i(\theta) C_i^{-T}(\theta) \right), \quad j = 2, 3, 4,
\]
where the function \( L \) returns the lower triangular and half of the diagonal elements of the inputed matrix, that is:
\[
L_{ij}(A) = \begin{cases}
A_{ij}, & i > j, \\
\frac{1}{2} A_{ij}, & i = j, \\
0, & i < j.
\end{cases}
\]

The partial derivatives of the covariance matrix are given by: \((\partial/\partial \sigma^2) \Omega_i(\theta) = I_m \), \((\partial/\partial \sigma^2) \Omega_i(\theta) = I_m \) and \((\partial/\partial \sigma^2) \Omega_i(\theta) = x_i x_i^T \). Hence, \( C_i(\theta) \) is once differentiable. For the continuity of the partial derivative of \( C_i(\theta) \), note that \( C_i(\theta) \) and \( C_i^{-1}(\theta) \) are once differentiable and thus continuous. Indeed, \((\partial/\partial \theta_j) C_i^{-1}(\theta) = -C_i^{-1}(\theta) ([\partial/\partial \theta_j] C_i(\theta)) C_i^{-1}(\theta) \). Eventually, \((\partial/\partial \theta_j) \Omega_i(\theta) \) is constant in \( \theta \), and therefore continuous. Since matrix product preserves the continuity, the Cholesky factor is once continuously differentiable. The partial derivatives of \( g \) may be zero if the design is null or if the pivotal quantity is zero, two extreme situations unlikely encountered. It is straightforward to remark that the estimating function diverges as \( \theta \) and \( u_i \) tends to infinity. All these findings make usage of Theorem 23 highly plausible.

Let us turn our attention to simulations. We set \( \theta_0 = (1, 0.5, 0.5^2, 0.5^2, 0.2^2)^T \) and considered \( n = m = \{5, 10, 20, 40\} \) such that \( N = nm = \{25, 100, 400, 1,600\} \). The detailed results of simulations may be found in the tables of Appendix 2. In Figure 7 we can observe the outstanding performances of the SwiZs in terms of coverage probabilities, which supports our analysis and the possibility of using Theorem 23. The parametric bootstrap meets the performance of the SwiZs as the sample size increases, however, when the sample size is small, it is off the ideal level for the variance components. The length of the marginal intervals of uncertainty are comparable between the two methods, except for the smallest sample size considered where it is anyway harder to interpret the size of the interval of the parametric bootstrap since it is off the confidence level. We also bear the comparison with profile likelihood confidence intervals which are based on likelihood ratio test. The coverage probabilities are almost undistinguishable from the SwiZs whereas interval lengths for variance components are the shortest. We interpret such good performances as follows: first, as shown in Example [25] on linear regression, asymptotic and finite sample distributions coincides in theory, coincidance that may be still hold in the present case with balanced linear mixed
Figure 7: On the left panel: Representation of the coverage probabilities for different sample sizes of the SwiZs, the parametric bootstrap (Boot) and the confidence intervals based on the likelihood ratio test (Asymptotic) for the five estimators. The gray line represents the ideal level of 95% coverage probability. On the right panel: median length of the marginal intervals of uncertainty at a level of 95%. For graphical reason, the lengths corresponding to $\hat{\sigma}_0^2$ and $\hat{\sigma}_2^2$ on the right is downsized by a factor of 5 compared to the lengths corresponding to the other estimators.

Figure 8: On the left panel: the sum of absolute value of the median bias for the five estimators divided by their respective true values for different sample sizes for the mean of SwiZs distribution (SwiZs: mean), the median of the SwiZs distribution (SwiZs: median) and the maximum likelihood estimator (MLE). On the right panel: likewise the left panel, but for a different measure: the average of root mean square error for the five estimators. For both panels, the lower is the better.
model; second, larger intervals accounts for the fact that no simulations are needed. A good surprise appears in Figure 8 where the median of the SwiZs shows good performances in terms of relative median bias.

Fourth, we study inference in queuing theory models (see [100] for a monograph). In particular, we re-investigate the M/G/1 model studied by [12, 101, 52]. Although the underlying process is relatively simple, there is no known closed-form for the likelihood function and inference is not easy to conduct.

**Example 52 (M/G/1-queueing model).** Consider the following stochastic process

\[ x_i = \begin{cases} 
  v_i, & \text{if } \sigma_i^2 \leq \sigma_{i-1}^2, \\
  v_i + \sigma_i^2 - \sigma_{i-1}^2, & \text{if } \sigma_i^2 > \sigma_{i-1}^2,
\end{cases} \]

for \( i = 1, \ldots, n \), where \( \sigma_i^2 = \sum_{j=1}^{i} \varepsilon_j, \sigma_1^2 = \sum_{j=1}^{i} x_j \), \( v_i \) is identically and independently distributed according to a uniform distribution \( U(\theta_1, \theta_2) \), \( 0 \leq \theta_1 < \theta_2 < \infty \) and \( \varepsilon_i \) is identically and independently distributed according to an exponential distribution \( \delta(\theta_3), \theta_3 > 0 \). In queuing theory, random variables have special meaning, for the \( i \)th customer: \( x_i \) represents interdeparture time, \( v_i \) is service time and \( \varepsilon_i \) corresponds to interarrival time. Only the interdeparture times \( x_i \) are observed, \( v_i \) and \( \varepsilon_i \) are latent. All past information influence the current observation and therefore this process is not Markovian. Finding an “appropriate” auxiliary estimator is challenging as we now discuss.

In this context, semi-automatic ABC approaches by [101] and [52] use several quantiles as summary statistics for the auxiliary estimator. This method cannot be employed here for the SwiZs because, first, the restriction that \( \dim(\theta) = \dim(\pi) \) would be violated, and second, the quantiles are non-differentiables with respect to \( g \) and consequently, as already discussed, Assumptions [26] and [27] would not hold. However, [12] present different choices and motivate a particular auxiliary model with the following closed-form:

\[ f(x_i, \pi) = \begin{cases} 
  0, & \text{if } x_i \leq \pi_1, \\
  (\pi_2 - \pi_1)^{-1} \left[ 1 - \alpha \exp \left( -\pi_3^{-1}(x_i - \pi_1) \right) \right], & \text{if } \pi_1 < x_i \leq \pi_2, \\
  \frac{\alpha}{\pi_2 - \pi_1} \left[ \exp \left( -\pi_3^{-1}(x_i - \pi_2) \right) - \exp \left( -\pi_3^{-1}(x_i - \pi_1) \right) \right], & \text{if } x_i > \pi_2,
\end{cases} \]

where \(-1 \leq \alpha \leq 1\) is some constant. motivations for this auxiliary model are based on a graphical analysis of the sensitivity of \( \hat{\pi}_n(\theta) \) with respect to \( \theta \) and the root mean squared errors performances of \( \hat{\theta}_n \) on simulations. Unfortunately, Assumption [26] is not satisfied with this choice. Indeed, by taking the likelihood scores of the auxiliary model as the estimating equation, one can realize that the score relative to \( \pi_2 \) is

\[ \Phi_n(\theta, u, \pi) = \begin{cases} 
  0, & \text{if } g(\theta, u) < \pi_1, \\
  \frac{1}{\pi_2 - \pi_1}, & \text{if } \pi_1 \leq g(\theta, u) < \pi_2, \\
  \frac{1}{\pi_2 - \pi_1} - \frac{\pi_2 - \pi_1}{\pi_2 - \pi_1}, & \text{if } g(\theta, u) \geq \pi_2,
\end{cases} \]

hence, it does not depend on \( \theta \)! This result implies directly that all the partial derivatives with respect to \( \theta \) and \( w \) are null and \( \det(\varphi_{\pi_n}) = 0 \) for all \((\theta, w) \in (\Theta_n \times W_n)\). Assumption [27] is also violated and Theorem [26] cannot be invoked. Worse, the behaviour of this score does not depend on \( n \) and the identifiability condition in Assumption [22] (ii) does not hold since \( \Phi_2(\theta_1, \pi) = \Phi_2(\theta_2, \pi) \) for all \((\theta_1, \theta_2) \in \Theta\), so using this auxiliary model does not lead to a consistent estimator. It is however not clear whether Assumption [28] the alternative to Assumption [22] holds or not because the quantities to verify are unknown. Note however that in view of the equivalence theorem between the SwiZs and the indirect inference estimator (Theorem 5), it would appear as a contradiction for Assumption [22] not to hold but Assumption [28] to be satisfied.

[12] idea is to select an auxiliary model where \( \hat{\pi}_n(\theta) \) is both sensitive to \( \theta \) and efficient for a given \( \theta \). Since they justify their choice on a graphical analysis with simulated samples, one may wonder whether the authors were unlucky or misled by the graphics on this particular example. In fact, although \( \hat{\pi}_n(\theta) \) is unknown in an explicit form, its Jacobian may be derived explicitly by mean of an implicit function theorem, so for a given \( \theta_1 \in \Theta \) we have:

\[ D\theta \hat{\pi}_n(\theta_1) = -\left[ D_\pi \Psi_n(\theta_1, u, \pi) \right]^{-1}_{\pi = \hat{\pi}_n(\theta_1)} D_\theta \Psi_n(\theta_1, u, \hat{\pi}_n(\theta_1)) \]

The Jacobian \( D_\pi \Psi_n \) is non zero. Yet, as already discussed, the second partial derivative of \( \Psi_n \) with respect to \( \theta \) is null. Because only the second row of \( D_\theta \Psi_n \) has zero entries, there is no reason to believe that \( D_\theta \hat{\pi}_n(\theta) \) has zero entries. Consequently, the authors were not misled by the graphics or unlucky, it is the criterion itself that is misleading.

We now face ourselves to the delicate task of choosing an auxiliary model which non-only respects the constraint \( \dim(\theta) = \dim(\pi) \), but also makes Assumption [26] plausible. In view of this particular M/G/1 stochastic process, using
the convolution between a gamma with shape parameter \( n \) and unknown rate parameter and a uniform distributions may be a “natural” choice, yet, terms computationally complicated to evaluate readily appear. We propose instead of using Fréchet’s three parameters extreme value distribution, whose density is given, for \( i = 1, \ldots, n \), by:

\[
f(x_i; \pi) = \frac{\pi_1}{\pi_2} \left( \frac{x_i - \pi_3}{\pi_2} \right)^{-1-\pi_1} \exp \left\{ - \left( \frac{x_i - \pi_3}{\pi_2} \right)^{-\pi_1} \right\}, \quad \text{if } x_i > \pi_3,
\]

where \( \pi_1 > 0 \) is a shape parameter, \( \pi_2 > 0 \) is a scale parameter and \( \pi_3 \in \mathbb{R} \) is a parameter representing the location of the minimum. The relationship between \( \pi_3 \) and \( \theta_1 \) as the minimum of the distribution seems natural and we thus further constrain here \( \pi_3 \) to be non-negative, so \( \pi > 0 \). However, the existence of a potential link between \( (\theta_2, \theta_3)^T \) and \( (\pi_1, \pi_2)^T \) is not self-evident, but certainly that the shape \( (\pi_1) \) and scale \( (\pi_2) \) parameters offer enough flexibility to “encompass” the distribution of the M/G/1 stochastic process as illustrated in Figure 9. Note that the “closeness” between M/G/1 and Fréchet models is also dependent on the parametrization. It remains to advocate this choice in the
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**Figure 9:** Histogram of a simulated M/G/1 stochastic process of size \( n = 10^4 \) on which the density (solid line) of Fréchet distribution has been added. The true parameter is \( \theta_0 = [0.3 \ 0.9 \ 1]^T \), the auxiliary estimator we obtain here is approximately \( \hat{\pi}_n = [0.02 \ 0.60 \ 2.05]^T \).

*light of Assumption 26* We take the maximum likelihood estimator of Fréchet’s distribution as the auxiliary estimator and thus the likelihood score as the estimating function, which is given by:

\[
\Psi_n(\theta, \mathbf{u}, \pi) = \begin{pmatrix}
\frac{1}{\pi_1} + \frac{1}{n} \sum_{i=1}^{n} \log \left( \frac{g(\theta, u_i) - \pi_3}{\pi_2} \right) \left[ 1 - \left( \frac{g(\theta, u_i) - \pi_3}{\pi_2} \right)^{-\pi_1} \right] \\
- \frac{\pi_1}{\pi_2 \ n} \sum_{i=1}^{n} 1 - \left( \frac{g(\theta, u_i) - \pi_3}{\pi_2} \right)^{-\pi_1} \\
- \frac{1}{n} \sum_{i=1}^{n} \frac{1}{g(\theta, u_i) - \pi_3} + \frac{\pi_1}{\pi_2 \ n} \sum_{i=1}^{n} \left( \frac{g(\theta, u_i) - \pi_3}{\pi_2} \right)^{-\pi_1-1}
\end{pmatrix}.
\]
Let us assume that a random variable \( w \) with the same dimension as \( \theta \) exists such that the estimating function may be expressed as follows:

\[
\varphi_{\hat{\pi}_n}(\theta, w) = \begin{pmatrix}
\frac{1}{\pi_1} + \log(z_1) \left[ 1 - z_1^{-\hat{\pi}_1} \right] \\
-\frac{1}{\pi_2} \left[ 1 - z_2^{-\hat{\pi}_2} \right] \\
-\frac{1}{\pi_3} \left[ 1 - z_3^{-\hat{\pi}_3} \right]
\end{pmatrix},
\]

where \( \hat{\pi}_n \) is fixed and \( z_i = \frac{E(\theta, w_i)^{1-\hat{\pi}_3}}{\pi_2}, i = 1, 2, 3 \). The Jacobian matrix with respect to \( \theta \) is given by:

\[
D_\theta \varphi_{\hat{\pi}_n}(\theta, w) = \begin{pmatrix}
D_{\theta^T} g(\theta, w_1) \left[ \frac{1}{\pi_2} \left( 1 - z_1^{-\hat{\pi}_1} \right) + \frac{1}{\pi_2} \log(z_1) z_1^{-\hat{\pi}_1-1} \right] \\
D_{\theta^T} g(\theta, w_2) \left[ -\frac{1}{\pi_2} z_2^{-\hat{\pi}_2-1} \right] \\
D_{\theta^T} g(\theta, w_3) \left[ \frac{1}{\pi_2} z_3^{-\hat{\pi}_3-1} - \frac{1}{\pi_3} + \frac{1}{\pi_2} z_2^{-\hat{\pi}_2-1} \right]
\end{pmatrix}.
\]

Substituting \( D_\theta g^T \) by \( D_w g^T \) in the above equation gives the Jacobian matrix with respect to \( w \), a matrix which is diagonal. It is straightforward to remark that the differentiability and continuity depends exclusively on the smoothness of \( g \). Thus, if \( g \) is once continuously differentiable in both \( \theta \) and \( w \), then Assumption 26(i) holds.

Concerning the determinant of these Jacobian matrices, they may be null only on unlikely situations: first, if \( g \) equals \( \hat{\pi}_3 \) then \( z_i \) is zero for \( i = 1, 2, 3 \), second, if \( D_\theta g \) or \( D_w g \) are zero. The choice of \( g \) may be guided by this restriction so typically the determinants may be null, but only on a countable set, and Assumption 26(ii) is verified. For Assumption 26(iii), it is straightforward to remark that

\[
\lim_{\|\theta, w\| \to \infty} \|\varphi_{\hat{\pi}_n}(\theta, w)\| = \infty,
\]

as long as \( \lim_{\|\theta, w\| \to \infty} \|g(\theta, w)\| = \infty \), since \( \log(z_1) \) would diverge. Depending on \( g \), Assumption 26(iii) is satisfied.

Therefore, the plausibility of Assumption 26 is up to the choice of the generating equation \( g \). Here, the choice is quasi immediate as it is driven by the form of the process:

\[
g(\theta, u) = \begin{cases}
v_1(\theta), & \text{if } \sigma^1_1(\theta) \leq \sigma^i_{i-1}(\theta), \\
v_2(\theta) + \sigma^i_i(\theta) - \sigma^i_{i-1}(\theta), & \text{if } \sigma^i_i(\theta) > \sigma^i_{i-1}(\theta),
\end{cases}
\]

where \( u_i = (u_{1i}, u_{2i})^T, u_{ji} \sim U(0,1), j = 1, 2, u_{1i} \) and \( u_{2i} \) are independent, \( v_i(\theta) \equiv \theta_1 + (\theta_2 - \theta_1)u_{1i}, \sigma^i_1(\theta) = \sum_{j=1}^i \varepsilon_j(\theta), \varepsilon_j(\theta) = -\theta_3^{-1} \log(u_{2j}) \) and \( \sigma^i_2 = \sum_{j=1}^i g(\theta, u_j) \). Let \( E_i \) correspond to the event \( \{ \sigma^i_1(\theta) \leq \sigma^i_{i-1}(\theta) \} \) and \( \bar{E}_i \), be the contrary. The partial derivatives may be found recursively as follows:

\[
\frac{\partial}{\partial \theta_1} g(\theta, u_i) = \begin{cases}
1 - u_{1i}, & \text{if } i = 1, \\
1 - u_{1i}, & \text{if } i > 1 \text{ and } E_i, \\
1 - u_{1i} - \sum_{j=1}^{i-1} \frac{\partial}{\partial \theta_1} g(\theta, u_j), & \text{if } i > 1 \text{ and } \bar{E}_i.
\end{cases}
\]

\[
\frac{\partial}{\partial \theta_2} g(\theta, u_i) = \begin{cases}
u_{1i}, & \text{if } i = 1, \\
u_{1i}, & \text{if } i > 1 \text{ and } E_i, \\
u_{1i} - \sum_{j=1}^{i-1} \frac{\partial}{\partial \theta_2} g(\theta, u_j), & \text{if } i > 1 \text{ and } \bar{E}_i.
\end{cases}
\]

\[
\frac{\partial}{\partial \theta_3} g(\theta, u_i) = \begin{cases}0, & \text{if } i = 1, \\
-\frac{1}{\varepsilon_3} \sum_{j=1}^i \log(u_{2j}) - \sum_{j=1}^{i-1} \frac{\partial}{\partial \theta_3} g(\theta, u_j), & \text{if } i > 1 \text{ and } E_i.
\end{cases}
\]

\[
\frac{\partial}{\partial u_{1i}} g(\theta, u_i) = \begin{cases}\theta_2 - \theta_1, & \text{if } i = 1, \\
\theta_2 - \theta_1, & \text{if } i > 1 \text{ and } E_i, \\
\theta_2 - \theta_1 - \sum_{j=1}^{i-1} \frac{\partial}{\partial u_{1j}} g(\theta, u_j), & \text{if } i > 1 \text{ and } \bar{E}_i.
\end{cases}
\]

\[
\frac{\partial}{\partial u_{2i}} g(\theta, u_i) = \begin{cases}0, & \text{if } i = 1, \\
-\theta_3^{-1} \sum_{j=1}^i \frac{1}{u_{2j}} - \sum_{j=1}^{i-1} \frac{\partial}{\partial u_{2j}} g(\theta, u_j), & \text{if } i > 1 \text{ and } E_i.
\end{cases}
\]

Clearly \( g \) is once continuously differentiable in both its arguments with non-zero derivatives. Eventually, we have that \( v_i(\theta) \) goes to \( \infty \) when \( \theta_1 \to \infty, \theta_2 \to \infty \) and \( u_{1i} \to 1 \), whereas \( \varepsilon_i(\theta) \) tends to zero whenever \( \theta_3 \to \infty \) and \( u_{2i} \to 1 \). It is not clear whether \( v_i(\theta) + \sigma^i_1(\theta) - \sigma^i_2(\theta) \) diverges or converges to 0 when \( \|\theta, w(u)\| \to \infty \), but in
any case \( \|q(\theta, u_i)\| \) tends to \( \infty \) since \( v_i(\theta) \) diverges. As a consequence, Assumption 26 is highly plausible and thus Theorem 28 seems invokable.

For the simulation, we set \( \theta_0 = [0.3 \ 0.9 \ 1]^T \) and \( n = 100 \) as in [12]. We compare the SwiZs with indirect inference in Definition 3 and the parametric bootstrap using the indirect inference with \( B = 1 \) as the initial consistent estimator (see Definition 6). By Theorem 5 the SwiZs and the indirect inference are equivalent, but as argued, the price for obtaining the indirect inference is higher so here we seek empirical evidence, and Table 3 speaks for itself, the difference is indeed monstrous. The parametric bootstrap is even worse in terms of computational time. It is maybe good to remind the reader that the comparison is fair: all three methods benefit from the same level of implementation and uses the very same technology. The complete results may be found in Appendix D.3 In Figure 10 we can realize that the SwiZs do not offer an exact coverage in this case, it is even far from ideal for \( \hat{\theta}_2 \). It is nonetheless better than the parametric bootstrap. Especially the coverage of \( \hat{\theta}_1 \) and \( \hat{\theta}_3 \) are close to the ideal level. Considering the context of this simulation: moderate sample size, no closed-form for the likelihood, the results are very encouraging. A good surprise appears from Figure 11, where the SwiZs demonstrates better performances of its point estimates (mean and median) compared to indirect inference approaches in terms of absolute median bias and mean absolute deviation.

It is however not clear which one, if not both, we should blame for failure of missing exact coverage probability between our analysis on the applicability of Theorem 28 to this case or the numerical optimization procedure. The previous examples seem to indicate for the latter. To this end, we re-run the same experiment only for the SwiZs (for pure operational reason) by changing the starting values to be the true parameter \( \theta_0 \) to measure the implication. Indeed, starting values are a sensitive matter for quasi-Newton routine and since \( \hat{\pi}_n \) is not a consistent estimator of \( \theta_0 \), using it as a starting value might have a persistent influence on the sequence \( \{\hat{\theta}_n^{(s)} : s \in \mathbb{N}_S^+\} \). Results are reported.

### Table 3: Average time in seconds to estimate a conditional distribution on \( S = 10,000 \) points and total time in hours for the \( M = 10,000 \) independent trials.

|                         | SwiZs  | indirect inference | parametric bootstrap |
|-------------------------|--------|--------------------|----------------------|
| Average time [seconds]  | 0.97   | 134.18             | 197.15               |
| Total time [hours]      | 2.7    | 372.5              | 547.4                |
in Table in Appendix D.3. The coverage probabilities of $\hat{\theta}_1$ and $\hat{\theta}_2$ becomes nearly perfect, which shows that indeed good starting values may reduce the numerical error in the coverage probabilities. However, coverage probability for $\hat{\theta}_2$ persistently shows result off the desired levels, which seems rather to indicate a problem related to the applicability of Theorem 28. Increasing the sample size to $n = 1,000$ (see Table 19) makes the coverage of all three parameters nearly perfect.

Fifth and last, we consider logistic regression. This is certainly one of the most widely used statistical model in practice. This case is challenging at least on two aspects. First, the random variable is discrete and the finite sample theory in Section 4 does not hold. Second, the generating function is non-differentiable with respect to $\theta$, therefore gradient-based optimization routines cannot be employed. In what follows, we circumvent this inconvenient by smoothing the generating function. To this end, we start by introducing the continuous latent representation of the logistic regression.

**Example 53.** Suppose we have the model

$$ y = X\theta + \epsilon, $$

where $\epsilon = (\epsilon_1, \cdots, \epsilon_n)^T$ and $\epsilon_i, i = 1, \cdots, n,$ are identically and independently distributed according to a logistic distribution with mean 0 and unity variance. This distribution belongs to symmetric location-scale families. It is similar to the Gaussian distribution with heavier tails. The unknown parameters $\Theta$ of this model could be easily estimated by the ordinary least squares:

$$ \hat{\pi}_n = (X^TX)^{-1}X^Ty. $$

The corresponding estimating function is:

$$ \Psi_n(\theta, u, \pi) = X^TX\pi - X^Tg(\theta, u). $$

A straightforward generating function is $g(\theta, u) = X\theta + u$ where $u_i \sim \text{Logistic}(0,1)$. Evaluating this function at $\pi = \hat{\pi}_n$ leads to

$$ \Psi_n(\theta, u, \hat{\pi}_n) = X^Ty - X^TX\theta - X^Tu. $$

Solving the root of this function in $\theta$ gives the following explicit solution:

$$ \hat{\theta}_n = (X^TX)^{-1}X^T(y - u). \quad (7) $$

Following Example 45 on linear regression, it is easy to show that inference based on the distribution of this estimator leads to exact frequentist coverage probabilities.
Let us turn our attention to logistic regression. In this case, \(y\) is not observed. Instead, we observe a binary random variable \(y\), whose elements are:

\[
y_i = \begin{cases} 
1, & X_i \theta + \epsilon_i \geq 0, \\
0, & X_i \theta + \epsilon_i < 0,
\end{cases}
\]

where \(X_i\) is the \(i\)th row of \(X\). Saying it differently, this consideration implies that the generating function is modified to the following indicator function:

\[
g(\theta, u_i) = 1 \{X_i \theta + u_i \geq 0\}.
\]

Clearly, this change implies that \(\Psi_n\) has a flat Jacobian matrix and Assumptions\(^{26}\) and \(^{27}\) do not hold. Moreover, this problem becomes numerically more involved, especially if we want to pursue with a gradient-based optimization routine. As mentioned, in practice we seek the solution of the following problem:

\[
\arg\min_{\theta \in \Theta} \|X^T y - X^T g(\theta, u)\|_2^2 \equiv \arg\min_{\theta \in \Theta} f(\theta).
\]  

Note that \(X^T y\) is the sufficient statistic for a logistic regression (see Chapter 2 in \(^{102}\)). The gradient of \(f(\theta)\) is

\[
-D_{\theta g}(\theta, u) X [X^T y - X^T g(\theta, u)].
\]

However, the Jacobian \(D_{\theta g}(\theta, u)\) is 0 almost everywhere and alternatives are necessary for using gradient-based methods. A possibility is to smooth \(g(\theta, u)\) by using for example a sigmoid function:

\[
g(\theta, u) = \lim_{t \to \infty} \frac{1}{1 + \exp (-\langle x, \theta + u_i \rangle / \epsilon)}.
\]

The value of \(t\) tunes the approximation and the value of the gradient. However, from our experience, large values of \(t\), say \(t > 0.1\), leads to poor results and small values, say \(t < 0.1\), leads to numerical instability. We thus prefer to use a different strategy by taking \(-f(\theta)\) as the gradient. This strategy corresponds to the iterative bootstrap procedure (\(^{17}\)). In Figure \(12\) we illustrate the difference between these two approximations and the “ideal” distribution we would have obtained by observing the continuous underlying latent process. Clearly, the loss of information induced from the possibility of only observing a binary outcome results in an increase of variability. Nonetheless, the difference is not enormous. Both approximations lead to similar distributions in terms of shapes. We can notice a little difference in their modes. Since the iterative bootstrap approximation is numerically advantageous, we use it in the next study.

For simulation, we setup \(\theta_0 = (0, 5, 5, -7, -7, 0, \ldots, 0)^T\) and sample size \(n = 200\). We compare coverage probabilities of 95% confidence intervals obtained by the SwiZs and by asymptotic theory. We report results in Table \(4\). We can clearly see that the SwiZs have the most precise confidence intervals for all coefficients with coverage close to the target level of 95%.
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A Technical results

Lemma 54. Let \( X \) and \( Y \) be open subsets of \( \mathbb{R}^n \). If \( f : X \to Y \) is a \( C^1 \)-diffeomorphism, then the Jacobian matrices of the maps \( x \mapsto f \) and \( y \mapsto f^{-1} \) are invertible, and the derivatives at the points \( a \in X \) and \( b \in Y \), are given by:
\[
D_x f(a) = [D_y f^{-1}(y = f(a))]^{-1}, \quad D_y f(b) = [D_x f(x = f^{-1}(b))]^{-1}.
\]

Proof. By assumption, \( f \) is invertible, once continuously differentiable and \( f^{-1} \) is once continuously differentiable.

We have \( f^{-1} \circ f = \text{id}_X \), where \( \text{id}_X \) is the identity function on the set \( X \). Fix \( a \in X \). By the chain rule, the derivative at \( a \) is the following:
\[
D_y f^{-1}(f(a)) \cdot D_x f(a) = I_n,
\]
where \( I_n \) is the identity matrix. Since \( D_y f^{-1} \) and \( D_x f \) are square matrices, we have:
\[
\det (D_y f^{-1}(f(a))) \cdot \det (D_x f(a)) = 1.
\]
The determinants cannot be 0, there are either 1 or -1 for both matrices, ergo, the Jacobian is invertible and we can write
\[
D_x f(a) = [D_y f^{-1}(f(a))]^{-1}.
\]
The proof for \( f \circ f^{-1} = \text{id}_Y \) follows by symmetry.

Lemma 55. Let \( \Theta \) and \( W \) be open subsets of \( \mathbb{R}^p \). If there exists a \( C^1 \)-diffeomorphic mapping \( a : W \to \Theta \), that is, \( w \mapsto a \) is continuously once differentialbe in \( \Theta \times W \) and the inverse map \( \theta \mapsto a^{-1}(\theta) \) is continuously once differentiable in \( \Theta \times W \), then the cumulative distribution function of \( \{\theta_n^{(s)} : s \in \mathbb{N}\} \) is given by:
\[
\int_{\Theta_n} f_{\theta_n}(\theta | \pi_n) \, d\theta = \int_W f_w(a(w) | \pi_n) \frac{1}{|\det (D_w a(w))|} \, dw,
\]
provided that \( f \) is a nonnegative Borel function and \( \text{Pr}(\pi_n \neq \emptyset) = 1 \).

Proof of Lemma 55. By assumption, \( w \mapsto a \) is a \( C^1 \)-diffeomorphism so by Lemma 54, the Jacobian of \( a \) and \( a^{-1} \) are invertible. All the conditions of the change-of-variable formula for multidimensional Lebesgue integral in [77, Theorem 17.2, p.239] are satisfied, so we obtain
\[
\int_{\Theta_n} f_{\theta_n}(\theta | \pi_n) \, d\theta = \int_{\Theta_n} f_{a^{-1}(\theta)}(\theta | \pi_n) \det (D_{\theta} a^{-1}(\theta)) \, d\theta
\]

By Lemma 54 we have that \( D_{\theta} a^{-1} = [D_w a]^{-1} \). Taking the determinant ends the proof. \( \square \)
B Finite sample

"Proof of Theorem" We proceed by showing first that $\Theta_{\Pi,n}^{(s)} \subset \Theta_n^{(s)}\), and second that $\Theta_{\Pi,n}^{(s)} \supset \Theta_n^{(s)}\). It follows from Assumption that $\pi_n$ is the unique solution of argzero$_{\pi \in \Pi} \Psi_n(\theta_0, u_0, \pi)\), ergo $\Pi_n$ in the Definition is a singleton.

(1) Fix $\theta_1 \in \Theta_{\Pi,n}^{(s)}\). By Definition it holds that

$$\pi_n = \pi_{\Pi,n}^{(s)}(\theta_1)\), \quad \Psi_n \left(\theta_1, u_s, \pi_{\Pi,n}^{(s)}(\theta_1)\right) = 0,$$

where $\pi_{\Pi,n}^{(s)}$ is the unique solution of argzero$_{\pi \in \Pi} \Psi_n(\theta_1, u_s, \pi)\). Ergo, it holds as well that

$$\Psi_n \left(\theta_1, u_s, \pi_n\right) = 0,$$

implying that $\theta_1 \in \Theta_n^{(s)}\) by Definition Thus $\Theta_{\Pi,n}^{(s)} \subset \Theta_n^{(s)}\).

(2) Fix $\theta_2 \in \Theta_n\). By Definition we have

$$\Psi_n \left(\theta_2, u_s, \pi_n\right) = 0.$$

By Definition we also have

$$\Psi_n \left(\theta_2, u_s, \pi_{\Pi,n}^{(s)}(\theta_2)\right) = 0,$$

where $\pi_{\Pi,n}^{(s)}(\theta_2)$ is the unique solution of argzero$_{\pi \in \Pi} \Psi_n(\theta_2, u_s, \pi)\). It follows that $\pi_n = \pi_{\Pi,n}^{(s)}(\theta_2)$ uniquely, implying that $\theta_2 \in \Theta_{\Pi,n}^{(s)}$ by Definition Thus $\Theta_{\Pi,n}^{(s)} \supset \Theta_n^{(s)}\), which concludes the proof.

"Proof of Theorem" We proceed by showing first that (A) $\Theta_n^{(s)} \subset \Theta_{\text{Boot},n}^{(s)}\) implies (B) $\Psi_n(\theta, u_s, \pi) = \Psi_n(\pi, u_s, \theta) = 0$, then that (B) implies (A).

1. Suppose (A) holds. Fix $\theta_1 \in \Theta_n^{(s)}$ and $\pi_n \in \Pi_n\). We have by the Definition

$$\Psi_n \left(\theta_1, u_s, \pi_n\right) = 0.$$

By (A), we also have that $\theta_1 \in \Theta_{\text{Boot},n}^{(s)}$ so by the Definition

$$\Psi_n \left(\pi_n, u_s, \theta_1\right) = 0.$$

Since both estimating equations equal zero, we have

$$\Psi_n \left(\pi_n, u_s, \theta_1\right) = \Psi_n \left(\theta_1, u_s, \pi_n\right) = 0.$$

Hence (A) implies (B).

2. Suppose now that (B) holds. Fix $\theta_1 \in \Theta_n^{(s)}$ and $\pi_n \in \Pi_n$ so $\Psi_n(\theta_1, u_s, \pi_n) = 0$. By (B), we have

$$\Psi_n \left(\theta_1, u_s, \pi_n\right) = \Psi_n \left(\pi_n, u_s, \theta_1\right) = 0,$$

so $\theta_1 \in \Theta_{\text{Boot},n}^{(s)}$ and thus $\Theta_n^{(s)} \subset \Theta_{\text{Boot},n}^{(s)}\). The same argument shows that $\Theta_n^{(s)} \supset \Theta_{\text{Boot},n}^{(s)}$ which ends the proof.

"Proof of Proposition" Since $\hat{x}_n = \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i\), the sample average, we can write the following estimating equation

$$\hat{x}_n = \text{argzero}_{\pi \in \Pi} (\bar{x} - \pi) = \text{argzero}_{\pi \in \Pi} \Phi_n(\theta_0, u_0, \pi),$$

where $x \overset{d}{=} g(\theta_0, u_0)$ Since $x$ follows a location family, we have that $x \overset{d}{=} \theta_0 + g(0, u_0) \overset{d}{=} \theta_0 + y$. The SwiZs is defined as

$$\hat{\theta}_n^{(s)} = \text{argzero}_{\theta \in \Theta} \Phi_n \left(\theta, u_s, \pi_n\right).$$

On the other hand, the parametric bootstrap estimator is

$$\hat{\theta}_{\text{Boot},n}^{(s)} = \text{argzero}_{\theta \in \Theta} \Phi_n \left(\hat{x}_n, u_s, \theta\right).$$
Eventually, we obtain that
\[ \Phi_n \left( \hat{\theta}^{(s)}_n, u_s, \hat{\pi}_n \right) = \hat{\theta}^{(s)}_n + \hat{y} - \hat{\pi}_n = 0, \]
\[ \Phi_n \left( \hat{\pi}_n, u_s, \hat{\theta}^{(s)}_n \right) = \hat{\pi}_n + \hat{y} - \hat{\theta}_\text{Boot,n}^{(s)} = -\hat{\pi}_n + \hat{y} + \hat{\theta}_\text{Boot,n}^{(s)} = 0. \]
where we use the fact that \( \hat{y} \overset{d}{=} -\bar{y} \). Therefore, \( \hat{\theta}^{(s)}_n = \hat{\theta}_\text{Boot,n}^{(s)} \), or equivalently \( \Phi_n (\theta, u_s, \pi) = \Phi_n (\pi, u_s, \theta) = 0 \), which ends the proof.

**Proof of Theorem 13** Fix \( \varepsilon = 0 \). The Theorem 5 is satisfied so \( \Theta^{(s)}_n = \Theta^{(s)}_{\Pi,n} \) for any \( s \). It is sufficient then to prove \( \Theta^{(s)}_{\text{ABC},n}(0) = \Theta^{(s)}_{\Pi,n} \) for any \( s \in \mathbb{N}_S^+ \). We proceed by verifying that first \( \Theta^{(s)}_{\text{ABC},n}(0) \subset \Theta^{(s)}_{\Pi,n} \), and second that \( \Theta^{(s)}_{\text{ABC},n}(0) \supset \Theta^{(s)}_{\Pi,n} \).

(1). Fix \( \theta_1 \in \Theta^{(s)}_{\text{ABC},n}(0) \). By the Assumption 12 \( \theta_1 \) is also a realization from the prior distribution \( \mathcal{P} \). By Definition 10 we have
\[ d \left( \hat{\pi}_n, \hat{\pi}^{(s)}_{\Pi,n} (\theta_1) \right) = 0. \]
By Definition 8 \( \theta_1 \in \Theta^{(s)}_{\Pi,n} \), thus \( \Theta^{(s)}_{\text{ABC},n}(0) \subset \Theta^{(s)}_{\Pi,n} \).

(2). Fix \( \theta_2 \in \Theta^{(s)}_{\Pi,n} \). By Definition 5 we have
\[ d \left( \hat{\pi}_n, \hat{\pi}^{(s)}_{\Pi,n} (\theta_2) \right) = 0. \]
By Assumption 12 and Definition 10 \( \theta_2 \in \Theta^{(s)}_{\text{ABC},n}(0) \), ergo \( \Theta^{(s)}_{\text{ABC},n}(0) \supset \Theta^{(s)}_{\Pi,n} \), which ends the proof.

**Proof of Proposition 27** Fix \( \alpha_1, \alpha_2 > 0 \) such that \( \alpha_1 + \alpha_2 = \alpha \in (0, 1) \). Since we consider an exact \( \alpha \)-credible set \( C_{\hat{\pi}_n} \), we have
\[ 1 - \alpha = \Pr \left( \theta \in C_{\hat{\pi}_n} | \hat{\pi}_n \right) \]
\[ = \Pr \left( \theta \in \Theta_n \setminus \left( Q_{\alpha_1} \cup Q_{\alpha_2} \right) \right) \]
\[ = \Pr \left( F_{\hat{\theta}_n | \hat{\pi}_n} (\theta) \in (\alpha_1, 1 - \alpha_2) \right). \]
Consider the event \( E = \{ u \in (\alpha_1, 1 - \alpha_2) \} \) taking value one with probability \( p \) if \( u \) is inside the interval and 0 otherwise. Let \( u = F_{\hat{\theta}_n | \hat{\pi}_n} (\theta_0) \) so at each trial there is one such event. Now consider indefinitely many trials, so we have \( \{ E_i : i \in \mathbb{N}^+ \} \) where \( \mathbb{E}(E_i) = \Pr (E_i = 1) = p_i \). Denote by \( N \) the number of trials. The frequentist coverage probability is given by
\[ \lim_{N \to \infty} \frac{\sum_{i=1}^{N} E_i}{N}. \]
By assumption, \( u \) is an independent standard uniform variable, so the events are independent and \( p_i = 1 - \alpha \) for all \( i \geq 1 \) and for every \( \alpha \in (0, 1) \). It follows that \( \{ E_i : i \in \mathbb{N}^+ \} \) are identically and independently distributed Bernoulli random variables. The proof follows by Borel’s strong law of large numbers (see 103).

**Proof of Lemma 22** Fix \( u_0 \). Fix \( \theta_1 \in \Theta \). By definition we have
\[ \hat{\pi}_n = \text{argzero} \right \}_{\pi \in \Pi} \Psi_n (\theta_1, u_0, \pi). \]
By assumption, the following equation
\[ \Psi_n (\theta_1, u_0, \hat{\pi}_n) = 0 \]
is uniquely defined. Now fix \( \pi_1 \in \Pi \). By definition we have
\[ \hat{\theta}_n = \text{argzero} \right \}_{\theta \in \Theta} \Psi_n (\theta, u_0, \pi_1), \]
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and by assumption
\[ \Psi_n \left( \hat{\theta}_n, u_0, \pi_1 \right) = 0 \]
is uniquely defined. It follows that \( \theta_1 = \hat{\theta}_n \) if and only if \( \pi_1 = \hat{\pi}_n \).

**Proof of Theorem 28** We gives the demonstration under the Assumptions 26 and 27 separately.

1. We proceed by showing that we have a \( C^1 \)-diffeomorphism which is unique so Lemma 55 and Lemma 22 apply. We then demonstrate that the obtained cumulative distribution function evaluated at \( \hat{\theta}_n \in \Theta \) is a realization from a standard uniform random variable. The conclusion is eventually reached by the Proposition 21.

Let \( \pi_1 : \Theta_n \times W_n \rightarrow \Pi_n \) and \( \pi_2 : \Theta_n \times W_n \rightarrow \Pi_n \) be the projections defined by \( \pi_1(\theta, w) = \theta \) and \( \pi_2(\theta, w) = w \) if \( (\theta, w) \in \Theta_n \times W_n \). By Assumption 26 the conditions of the global implicit function theorem of [68, Theorem 1] are satisfied, so it holds that there exists a unique (global) continuous implicit function \( a : W_n \rightarrow \Theta_n \) such that \( a(w_0) = \theta_0 \) and \( \varphi_{\pi_1}(w, a(w)) = 0 \) for every \( w \in W \). In addition, the mapping is continuously differentiable on \( W_n \setminus \pi_2(K_n) \) with derivative given by

\[
D_w a = -\left[D_{\theta_1} \psi_{\theta_1}(\theta = a(w))\right]^{-1} D_w \varphi_{\theta_1}
\]

for every \( w \in W_n \setminus \pi_2(K_n) \). Clearly the map \( a \) is invertible with a continuous inverse. Since the derivative \( D_w \varphi_{\theta_1} \) is continuous and invertible for \( (\theta, w) \in \Theta_n \times W_n \), we immediately have that \( a \) is a \( C^1 \)-diffeomorphism with derivative of the inverse given by

\[
D_{\theta_1} a^{-1} = -\left[D_w \varphi_{\theta_1}(w = a^{-1}(\theta))\right]^{-1} D_{\theta} \varphi_{\theta_1}
\]

for \( \theta \in \Theta_n \setminus \pi_1(K_n) \). The conditions of Lemma 55 are satisfied and we obtain the cumulative distribution function

\[
F_{\theta_n \mid \pi_n}(\theta_0) = \int_{W_n} f_w (\theta_1 | \pi_1) \frac{\det (D_{\theta_1} \varphi_{\theta_1})}{\det (D_w \varphi_{\theta_1})} \, dw = F_{w \mid \pi_n}(w_0) = u \sim U(0, 1),
\]

proving point (i). Since \( \pi_n \) is the unique zero of \( \Psi_n(\theta_0, u_0, \pi) \), and hence of \( \varphi_{\pi_n}(w, a(w), \pi) \), and \( \theta = a(w) \) is the unique zero of \( \varphi_{\pi_n}(\theta, w, \pi_n) \), we have by Lemma 22 that \( \theta_0 = a(w_0) \), and therefore that \( w_0 = a^{-1}(\theta_0) \). In consequence, evaluating the above distribution at \( \theta_0 \) leads to

\[
F_{\theta_n \mid \pi_n}(\theta_0) = F_{w \mid \pi_n}(w_0) = u \sim U(0, 1),
\]

that is, the distribution evaluated at \( \theta_0 \) is a realization from a standard uniform random variable. The conclusion follows by the Proposition 21.

2. Fix \( \theta_0 \in \Theta_n \) and \( w_0 \in W_n \). Fix \( \pi_n \in \Pi_n \), the point such that \( \varphi_{\pi_n}(\theta_0, w_0, \pi_n) = 0 \). Let \( \pi_1 : W_n \times \Pi_n \rightarrow W_n \) and \( \pi_2 : W_n \times \Pi_n \rightarrow \Pi_n \) be the projections such that \( \pi_1(w, \pi) = w \) and \( \pi_2(w, \pi) = \pi \) if \( (w, \pi) \in W_n \times \Pi_n \). By Assumption 27(i), (ii), (iii), (iv), the Theorem 1 in [68] is satisfied, as a consequence it holds that \( \varphi_{\theta_0} \) admits a unique global implicit function \( \pi_{\theta_0} : W_n \rightarrow \Pi_n \) such that \( \varphi_{\pi_1}(w, \pi_{\theta_0}(w)) = 0 \) for every \( w \in W_n \), \( \pi_{\theta_0}(w_0) = \pi_n \), and \( \pi_{\theta_0} \) is once continuously differentiable on \( W_n \setminus \pi_2(K_{1n}) \) with derivative given by

\[
D_w \pi_{\theta_0} = -[D_{\pi_1} \varphi_{\theta_0}]^{-1} D_w \varphi_{\theta_0}.
\]

Clearly \( w \mapsto \pi_{\theta_0} \) is a homeomorphism. Since \( D_w \varphi_{\theta_0} \) is continuous and invertible on \( W_n \times \Pi \setminus K_{1n} \), we have that \( \pi_{\theta_0} \) is a \( C^1 \)-diffeomorphism with differentiable inverse function on \( \Pi \setminus \pi_2(K_{1n}) \) given by Lemma 54.

\[
D_{\theta_1} \pi_{\theta_0} = -[D_{w} \varphi_{\theta_0}]^{-1} D_{\theta_1} \varphi_{\theta_0}.
\]

Let \( \pi_3 : \Theta_n \times \Pi_n \rightarrow \Theta_n \) and \( \pi_4 : \Theta_n \times \Pi_n \rightarrow \Pi_n \) denote the projections such that \( \pi_3(\theta, \pi) = \theta \) and \( \pi_4(\theta, \pi) = \pi \). By using the same argument presented above, the Assumption 27(iii), (iv), (vi) permits us to have an implicit \( C^1 \)-diffeomorphism \( \pi_{w_0} : \Theta_n \rightarrow \Pi_n \) with the following continuous derivatives:

\[
D_{\theta} \pi_{w_0} = -[D_{\pi_1} \varphi_{w_0}]^{-1} D_{\theta_1} \varphi_{w_0}, \quad \theta \in \Theta \setminus \pi_3(K_{2n}),
\]

\[
D_{\pi} \pi_{w_0} = -[D_{w} \varphi_{w_0}]^{-1} D_{\pi_1} \varphi_{w_0}, \quad \pi \in \Pi \setminus \pi_4(K_{2n}).
\]

Now define the function \( \xi(\theta) = \pi_{\theta_0}^{-1} \circ \pi_{w_0}(\theta) \). It is trivial to show that this mapping \( \theta \mapsto \xi \) is a \( C^1 \)-diffeomorphism. We have from the preceding results and the chain rule that

\[
D_{\theta} \xi = [D_{w_0} \varphi_{\theta_0}]^{-1} D_{\theta_1} \varphi_{\theta_0} [D_{\pi_1} \varphi_{w_0}]^{-1} D_{\pi_1} \varphi_{w_0}.
\]
We make the following remarks. First, note that all these derivatives are square matrices of dimension $p \times p$. Second, we have that $D_{\varphi} \theta_0 (w_0, \pi_n) = D_{\varphi_0} (\theta_0, w_0, \pi_n) = D_{\varphi} \theta_0 (\theta_0, w_0, \pi_n)$ so $D_{\varphi} \theta_0 [D_{\varphi} \theta_0]^{-1} = I_p$. Third, it holds that $D_{w \varphi} \theta_0 (w_0, \pi_n) = D_{w \varphi_0} (\theta_0, w_0)$ and $D_{\varphi_0} \theta_0 (\theta_0, \pi_n) = D_{\varphi_0} (\theta_0, \pi_n)$. As a consequence, we obtain that

$$\det (D_\theta \xi) = \frac{\det (D_{\varphi_0} (\theta_0, \pi_n))}{\det (D_{w \varphi_0} (\theta_0, \pi_n))}.$$ 

Using Lemma 55 ends the proof of point (i) in Theorem 28. From the above display, we have that the relation $\pi_0 (w_0) = \pi_n = \pi_{w_0} (\theta_0)$ is uniquely defined, so $\xi (\theta_0) = \pi_{\theta_0}^{\pi_0} (\pi_n) = w_0$. Since $\xi$ is a diffeomorphism, then $\xi^{-1} (w_0) = \theta_0$, which finishes the proof.

**Proof of Proposition 30** This is a special case of the Theorem 28. Let define $\varphi_\pi_n (w, \theta) = h(x_0) - g (\theta, w)$, where $h(x_0) = \pi_n$ is fixed. Following the proof of Theorem 28 we have by assumption that $a : W_n \rightarrow \Theta_n$ is a $C^1$-diffeomorphism with derivatives

$$D_{w} a = -\left[ D_{\theta} g \big|_{\theta = a(w)} \right]^{-1} D_{w} g, \quad w \in W_n \setminus \pi_2 (K_n),$$

$$D_{\theta} a = -\left[ D_{w} g \big|_{w = a^{-1} (\theta)} \right]^{-1} D_{\theta} g, \quad \theta \in \Theta_n \setminus \pi_1 (K_n).$$

The rest of the proof is identical to the proof of Theorem 28.

**C Asymptotics**

**Proof of Theorem 34** We start by showing the claim 1: the pointwise convergence of $\hat{\pi}_n$. Then we demonstrate the claim 2 with two different approaches corresponding respectively to the Assumptions 32 and 33.

1. Fix $\pi_0 \in \Pi$. Since $\{ \Psi_n (\theta, u, \pi) \}$ is stochastically Lipschitz in $\pi$, it is stochastically equicontinuous by the Lemma 59. In addition, $\Pi$ is compact and $\{ \Psi_n \}$ is pointwise convergent by assumption, so by the Lemma 58 $\{ \Psi_n \}$ converges uniformly and the limit $\Psi$ is uniformly continuous. By $\Pi$ compact and the continuity of the norm, the infimum of the norm of $\Psi$ exists. The infimum of $\Psi$ is well-separated by the bijectivity of the function. Therefore, all the conditions of Lemma 56 are satisfied and $\{ \pi_n \}$ converges pointwise to $\pi_0$.

2 (i). For this proof, we consider $\theta$ and $\pi$ jointly. Let $\mathcal{K} = \Theta \cap \Pi$ be the set for both $\theta$ and $\pi$. Fix $(\theta_0, \pi_0) \in \mathcal{K}$. Since $\Pi \subset \mathbb{R}^p$ and $\Theta \subset \mathbb{R}^p$ are compact subsets of a metric space, they are closed (see the Theorem 2.34 in [104]), and $\mathcal{K}$ is compact (see the Corollary to the Theorem 2.35 in [104]) and nonempty (Theorem 2.36 in [104]). Having $\mathcal{K}$ compact, it is now sufficient to show that $\{ \Psi_n \}$ is jointly stochastically Lipschitz as the rest of the proof follows exactly the same steps as the claim 1.

For every $(\theta_1, \pi_1), (\theta_2, \pi_2) \in \mathcal{K}$, $n$, and $u \sim F_u$, we have by the triangle inequality that

$$\| \Psi_n (\theta_1, u, \pi_1) - \Psi_n (\theta_2, u, \pi_2) \| = \| \Psi_n (\theta_1, u, \pi_1) - \Psi_n (\theta_1, u, \pi_2) \| + \| \Psi_n (\theta_1, u, \pi_1) - \Psi_n (\theta_2, u, \pi_2) \|$$

$$\leq \| \Psi_n (\theta_1, u, \pi_1) - \Psi_n (\theta_1, u, \pi_2) \| + \| \Psi_n (\theta_1, u, \pi_2) - \Psi_n (\theta_2, u, \pi_2) \|$$

$$\leq D_n (\| \pi_1 - \pi_2 \| + \| \theta_1 - \theta_2 \|),$$

where for the last inequality we make use of the marginal stochastic Lipschitz assumptions and $D_n = \max (A_n, B_n)$. Let $a = \| \theta_1 - \theta_2 \|$ and $b = \| \pi_1 - \pi_2 \|$. Now remark that for the $\ell_2$-norm we have

$$\left\| \begin{pmatrix} \theta_1 \\ \pi_1 \end{pmatrix} - \begin{pmatrix} \theta_2 \\ \pi_2 \end{pmatrix} \right\| = \sqrt{a^2 + b^2}.$$ 

Since $a, b$ are positive real numbers, a direct application of the inequality of arithmetic and geometric means gives

$$\sqrt{2 \sqrt{a^2 + b^2}} \geq a + b.$$ 

Therefore, we have that

$$D_n (\| \pi_1 - \pi_2 \| + \| \theta_1 - \theta_2 \|) \leq D_n^* \left\| \begin{pmatrix} \theta_1 \\ \pi_1 \end{pmatrix} - \begin{pmatrix} \theta_2 \\ \pi_2 \end{pmatrix} \right\|,$$

where $D_n^* = \sqrt{2} D_n$. Consequently, $\{ \Psi_n \}$ is jointly stochastically Lipschitz, and following the proof of claim 1 we have that $\theta_n \overset{p}{\rightarrow} \theta_0$. More precisely, we even have that $(\theta_n, \pi_n) \overset{p}{\rightarrow} (\theta_0, \pi_0)$. 
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2 (ii). This proof is different from 2 (i) since \( \hat{\pi}_{\Pi,n} \) is considered as a function of \( \theta \). Fix \( \pi_0 \in \Pi \). Since \( \{\hat{\pi}_{\Pi,n}\} \) is stochastically Lipschitz in \( \theta \), it is stochastically equicontinuous by the Lemma 59. In addition, \( \Theta \) is compact and \( \{\hat{\pi}_{\Pi,n}\} \) is pointwise convergent by the claim 1, so by the Lemma 58 \( \{\hat{\pi}_{\Pi,n}\} \) converges uniformly and the limit \( \pi \) is uniformly continuous in \( \theta \). Let the stochastic and deterministic objective functions be \( Q_n(\theta) = ||\hat{\pi}_n - \hat{\pi}_{\Pi,n}(\theta)|| \) and \( Q(\theta) = ||\pi_0 - \pi(\theta)|| \), for any norms. Now, we have by using successively the reverse and the regular triangle inequalities

\[
|Q_n(\theta) - Q(\theta)| = ||\hat{\pi}_n - \hat{\pi}_{\Pi,n}(\theta)|| - ||\pi_0 - \pi(\theta)|| \\
\leq ||\hat{\pi}_n - \hat{\pi}_{\Pi,n}(\theta) - \pi_0 + \pi(\theta)|| \\
\leq ||\pi_n - \pi_0|| + ||\pi(\theta) - \pi_{\Pi,n}(\theta)||.
\]

By the convergence of \( \{\pi_n\} \) and the uniform convergence of \( \{\hat{\pi}_{\Pi,n}\} \), we have

\[
\lim_{n \to \infty} \Pr \left( \sup_{\theta \in \Theta} |Q_n(\theta) - Q(\theta)| \right) = o_p(1).
\]

By \( \Pi \) compact and the continuity of the norm, the infimum of the norm of \( \Psi \) exists. The infimum of \( \Psi \) is well-separated by the bijectivity of the function. Therefore, all the conditions of Lemma 56 are satisfied and \( \{\pi_n\} \) converges pointwise to \( \pi_0 \).

**Proof of Theorem 38** We first demonstrate the asymptotic distribution of the auxiliary estimator, then separately shows the result for \( \hat{\theta}_n \) using independently the Assumption 36 and 37.

1. The result on \( \hat{\pi}_n \) is a special case of \( \hat{\pi}_{\Pi,n}(\theta) \). Fix \( \theta_0 \in \Theta^o \) and denote \( \pi(\theta_0) \equiv \pi_0 \). By assumptions, the conditions for the delta method in Lemma 63 are satisfied so we have

\[
\Psi_n(\theta_0, u_s, \hat{\pi}_{\Pi,n}(\theta_0)) - \Psi_n(\theta_0, u_s, \pi_0) = D_\pi \Psi_n(\theta_0, u_s, \pi_0) \cdot (\hat{\pi}_{\Pi,n}(\theta_0) - \pi_0) + o_p(||\hat{\pi}_{\Pi,n}(\theta_0) - \pi_0||). \tag{9}
\]

By the Definition 3, we have \( \Psi_n(\theta_0, u_s, \hat{\pi}_{\Pi,n}(\theta_0)) = 0 \). By the Theorem 34, \( o_p(||\hat{\pi}_{\Pi,n}(\theta_0) - \pi_0||) = o_p(1) \). By assumptions, \( D_\pi \Psi_n(\theta_0, u_s, \pi_0) \) is nonsingular. Multiplying by square-root \( n \), the proof results from the central limit theorem assumption on \( \Psi_n \) and the Slutsky’s lemma.

2 (i). From the delta method in Lemma 63 we obtain

\[
\Psi_n(\hat{\theta}_n, u_s, \hat{\pi}_n) - \Psi_n(\theta_0, u_s, \hat{\pi}_n) = D_\theta \Psi_n(\theta_0, u_s, \hat{\pi}_n) \cdot (\hat{\theta}_n - \theta_0) + o_p(||\hat{\theta}_n - \theta_0||).
\]

By definition we have \( \Psi_n(\hat{\theta}_n, u_s, \hat{\pi}_n) = 0 \). Using again the delta method on the non-zero left-hand side element, we obtain from (9)

\[
0 = [\Psi_n(\theta_0, u_s, \pi_0) + D_\pi \Psi_n(\theta_0, u_s, \pi_0) \cdot (\hat{\pi}_n - \pi_0) + o_p(||\hat{\pi}_n - \pi_0||)]
\]

\[
= D_\theta \Psi_n(\theta_0, u_s, \hat{\pi}_n) \cdot (\hat{\theta}_n - \theta_0) + o_p(||\hat{\theta}_n - \theta_0||).
\]

Since \( \{D_\theta \Psi_n(\theta_0, u_s, \pi)\} \) is stochastically Lipschitz in \( \pi \), it is stochastically equicontinuous by the Lemma 59. In addition, \( \Pi \) is compact and \( \{\psi_n\} \) is pointwise convergent by assumption, so by the Lemma 58 \( \{D_\theta \Psi_n\} \) converges uniformly and the limit \( J \) is uniformly continuous in \( \pi \).

Next, we obtain the following

\[
||D_\theta \Psi_n(\hat{\pi}_n) - J(\pi_0)|| \leq \sup_{\pi \in \Pi} ||D_\theta \Psi_n(\pi) - J(\pi)|| + ||J(\hat{\pi}_n) - J(\pi_0)||
\]

\[
\leq \sup_{\pi \in \Pi} ||D_\theta \Psi_n(\pi) - J(\pi)|| + ||J(\hat{\pi}_n) - J(\pi_0)||.
\]

By uniform convergence \( \sup_{\pi \in \Pi} ||D_\theta \Psi_n(\pi) - J(\pi)|| = o_p(1) \) and by the continuous mapping theorem \( ||J(\hat{\pi}_n) - J(\pi_0)|| = o_p(1) \).

The central limit theorem is satisfied for the estimating equation thus \( n^{1/2} \Psi_n \to c N(0, Q) \). Let \( y \) be a random variable identically and independently distributed according to \( N(0, Q) \). Therefore, by multiplying by square-root \( n \) we obtain

\[
-\frac{y - K^{1/2} (\pi_n - \pi_0)}{n^{1/2}} = J n^{1/2} (\hat{\theta}_n - \theta_0) + o_p(||\hat{\theta}_n - \theta_0||).
\]

By the Theorem 34 we have \( o_p(||\pi_n - \pi_0||) = o_p(1) \) and \( o_p(||\hat{\theta}_n - \theta_0||) = o_p(1) \). By the result of the claim 1 and the nonsingularity of \( J \), we have

\[
n^{1/2} (\hat{\theta}_n - \theta_0) = -J^{-1} (y + K \cdot K^{-1} y + o_p(1)) + o_p(1).
\]
Slutsky’s lemma ends the proof.

2 (ii). Let $g_n(\theta) = \hat{\pi}_n - \pi_{I,n}(\theta)$. The conditions for the delta method in Lemma 63 are satisfied by assumption so we have

$$g_n(\hat{\theta}_n) - g_n(\theta_0) = D_\theta g_n(\theta_0) \cdot (\hat{\theta}_n - \theta_0) + o_p\left(\|\theta_n - \theta_0\|\right).$$

(10)

Since $\hat{\theta}_n = \arg\min_{\theta} \ell(\theta_n, \hat{\theta}_{I,n}(\theta))$, we have $\hat{\theta}_n - \hat{\theta}_{I,n}(\theta_n) = 0$ and thus $g_n(\hat{\theta}_n) = 0$. By the Theorem 34 we have $o_p\left(\|\theta_n - \theta_0\|\right) = o_p(1)$. We have $D_\theta g_n(\theta_0) = -D_\theta \pi_{I,n}(\theta_0)$ which, by assumption converges pointwise to $D_\theta \pi(\theta_0)$. By the claim 1, we have $n^{1/2}(\hat{\pi}_n - \pi_0) \overset{d}{=} n^{1/2}(\pi_{I,n}(\theta) - \pi_0) \overset{d}{=} K^{-1}y$ as $n \to \infty$. Hence, multiplying the Equation (10) by square-root $n$, gives the following

$$K^{-1}(y - y) = D_\theta \pi(\theta_0) \cdot n^{1/2}(\hat{\theta}_n - \theta_0) + o_p(1),$$

for sufficiently large $n$. Remark that the mapping $\theta \mapsto \pi$ is implicitly defined by

$$\Psi(\theta, \pi(\theta)) = 0.$$

Since $\Psi$ is once continuously differentiable in $(\theta, \pi)$ and the partial derivatives are invertible, the conditions for invoking an implicit function theorem are satisfied (see for example the Theorem 9.28 in [104]) and one of the conclusion is that

$$D_\theta \pi(\theta_0) = -K^{-1}J.$$

Since $J$ is invertible, the conclusion follows by Slutsky’s lemma.

Proof of Proposition 32. The proof follows essentially the same steps as the proof of Theorem 38. From the proof of Theorem 38 the following holds: $n^{1/2}(\hat{\pi}_n - \pi_0) \overset{d}{=} K^{-1}y_0$ and $n^{1/2}(\pi_{I,n}(\theta_0, u_s, \pi_0) \overset{d}{=} y_s$ as $n \to \infty$ where $y_j \sim N(0, Q), j \in \mathbb{N}^+$. $D_\pi \Psi_n(\theta_0, u_s, \pi_0)$ converges in probability to $K$ and $D_\theta \Psi_n(\theta_0, u_s, \pi)$ converges uniformly in probability to $J$. The $\{u_j : j \in \mathbb{N}\}$ are assumed independent and so are $\{y_j : j \in \mathbb{N}\}$.

From the delta method in Lemma 63 we obtain

$$\frac{1}{S} \sum_{s \in N_S^\pi} \Psi_n(\hat{\theta}_n(s), u_s, \pi_n) - \frac{1}{S} \sum_{s \in N_S^\pi} \Psi_n(\theta_0, u_s, \pi_n) = \frac{1}{S} \sum_{s \in N_S^\pi} D_\theta \Psi_n(\theta_0, u_s, \pi_n) \cdot (\hat{\theta}_n(s) - \theta_0) + o_p(1).$$

By definition $\frac{1}{S} \sum_{s \in N_S^\pi} \Psi_n(\hat{\theta}_n(s), u_s, \pi_n) = 0$. Using the delta method on $\frac{1}{S} \sum_{s \in N_S^\pi} \Psi_n(\theta_0, u_s, \pi_n)$, multiplying by square-root $n$, we obtain from the results of Theorem 38

$$\frac{1}{S} \sum_{s \in N_S^\pi} y_s - KK^{-1}y_0 - o_p(1) = Jn^{1/2}(\hat{\theta}_n - \theta_0) + o_p(1).$$

Clearly $\frac{1}{S} \sum_{s \in N_S^\pi} y_s \sim N(0, \frac{1}{S}Q)$. The conclusion follows from Slutsky’s lemma.
D Additional simulation results

D.1 Lomax distribution

|       | SwiZs | Boot  | AB   | RSwiZs | RBoot |
|-------|-------|-------|------|--------|-------|
| $n = 35$ | 0.1430 | 0.0222 | 0.0197 | 0.5613 | 0.0998 |
| $n = 50$  | 0.2002 | 0.0293 | 0.0268 | 0.7889 | 0.1320 |
| $n = 100$ | 0.3826 | 0.0526 | 0.0504 | 1.3520 | 0.2314 |
| $n = 150$ | 0.5580 | 0.0753 | 0.0736 | 1.7792 | 0.3291 |
| $n = 250$ | 0.8998 | 0.1228 | 0.1211 | 2.3141 | 0.5174 |
| $n = 500$ | 1.7763 | 0.2364 | 0.2398 | 3.2132 | 0.9848 |

Table 5: Average computationnal time in seconds to approximate a distribution on $S = 10,000$ points.
| $\alpha$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ |
|---|---|---|---|---|---|---|---|---|---|---|
| 50% | 49.48 | 50.07 | 43.10 | 44.26 | 0.00 | 0.00 | 42.73 | 44.07 | 36.72 | 36.84 |
| 75% | 74.49 | 75.14 | 65.82 | 65.39 | 0.00 | 0.00 | 65.84 | 66.59 | 55.00 | 55.06 |
| 90% | 89.31 | 89.39 | 80.64 | 78.74 | 0.00 | 0.00 | 81.41 | 81.97 | 64.47 | 64.26 |
| 95% | 94.27 | 94.34 | 86.71 | 84.28 | 0.03 | 0.00 | 87.58 | 87.41 | 67.33 | 67.13 |
| 99% | 98.26 | 98.43 | 91.23 | 91.07 | 0.75 | 0.00 | 93.84 | 93.53 | 69.64 | 70.39 |

$n = 50$

| $\alpha$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ |
|---|---|---|---|---|---|---|---|---|---|---|
| 50% | 49.59 | 49.88 | 44.48 | 45.30 | 0.01 | 0.00 | 45.70 | 46.93 | 37.37 | 37.64 |
| 75% | 74.73 | 76.67 | 68.43 | 67.84 | 0.08 | 0.00 | 67.40 | 68.21 | 57.44 | 56.73 |
| 90% | 89.89 | 90.62 | 83.15 | 81.57 | 0.76 | 0.00 | 82.51 | 82.75 | 69.52 | 68.81 |
| 95% | 94.67 | 94.94 | 89.26 | 87.11 | 1.92 | 0.00 | 88.47 | 88.35 | 73.01 | 72.49 |
| 99% | 98.40 | 98.46 | 95.19 | 93.69 | 10.86 | 0.00 | 94.79 | 94.80 | 75.97 | 76.43 |

$n = 100$

| $\alpha$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ |
|---|---|---|---|---|---|---|---|---|---|---|
| 50% | 50.12 | 49.80 | 48.36 | 48.58 | 47.05 | 47.78 | 49.80 | 49.82 | 33.94 | 33.00 |
| 75% | 75.37 | 75.88 | 72.00 | 71.59 | 44.13 | 57.82 | 73.07 | 74.32 | 57.01 | 55.61 |
| 90% | 90.20 | 90.42 | 86.69 | 85.86 | 69.68 | 81.85 | 86.54 | 86.83 | 73.68 | 71.96 |
| 95% | 95.41 | 95.67 | 92.06 | 90.96 | 81.89 | 91.13 | 91.69 | 91.52 | 80.75 | 79.17 |
| 99% | 99.08 | 99.10 | 97.92 | 97.43 | 97.34 | 98.72 | 99.28 | 97.81 | 97.69 | 90.07 | 88.56 |

$n = 150$

| $\alpha$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ |
|---|---|---|---|---|---|---|---|---|---|---|
| 50% | 49.46 | 49.84 | 48.60 | 49.01 | 47.61 | 47.09 | 49.55 | 49.90 | 29.16 | 28.45 |
| 75% | 75.02 | 74.49 | 73.59 | 72.75 | 72.09 | 72.63 | 74.83 | 74.80 | 49.94 | 47.56 |
| 90% | 95.08 | 95.35 | 93.03 | 92.11 | 93.26 | 94.89 | 93.60 | 93.74 | 80.17 | 78.15 |
| 99% | 99.08 | 99.10 | 97.92 | 97.43 | 99.18 | 99.50 | 98.61 | 98.70 | 89.37 | 87.24 |

$n = 250$

| $\alpha$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ |
|---|---|---|---|---|---|---|---|---|---|---|
| 50% | 50.08 | 49.89 | 49.29 | 49.81 | 48.76 | 48.67 | 50.26 | 49.64 | 20.51 | 18.95 |
| 75% | 74.73 | 74.36 | 73.90 | 73.64 | 73.68 | 73.85 | 74.55 | 74.68 | 37.76 | 34.96 |
| 90% | 89.53 | 89.75 | 88.86 | 88.69 | 89.03 | 89.22 | 89.45 | 89.80 | 56.15 | 52.68 |
| 95% | 94.92 | 94.86 | 94.11 | 94.22 | 94.33 | 94.77 | 94.92 | 94.80 | 66.89 | 63.51 |
| 99% | 98.97 | 98.99 | 98.62 | 98.40 | 99.01 | 99.07 | 98.94 | 99.03 | 83.63 | 80.06 |

Table 6: Estimated coverage probabilities.
| $\alpha$ | SwiZs | Boot | BA | RSwiZs | RBoot |
|---|---|---|---|---|---|
| $n = 35$ | | | | | |
| 50% | 50.22 | 44.26 | 0.02 | 44.27 | 36.84 |
| 75% | 76.03 | 65.44 | 0.72 | 67.12 | 55.06 |
| 90% | 91.07 | 78.96 | 68.11 | 83.07 | 64.36 |
| 95% | 96.76 | 84.35 | 100.00 | 89.43 | 67.19 |
| 99% | 98.84 | 91.10 | 100.00 | 93.88 | 70.41 |
| $n = 50$ | | | | | |
| 50% | 49.89 | 45.30 | 0.00 | 46.94 | 37.64 |
| 75% | 76.86 | 67.84 | 0.00 | 68.26 | 56.73 |
| 90% | 90.83 | 81.58 | 41.20 | 82.68 | 68.82 |
| 95% | 95.17 | 87.16 | 71.42 | 88.40 | 72.49 |
| 99% | 98.92 | 93.76 | 99.82 | 95.14 | 76.45 |
| $n = 100$ | | | | | |
| 50% | 49.95 | 48.04 | 32.96 | 49.80 | 35.48 |
| 75% | 75.88 | 71.59 | 59.90 | 74.32 | 55.61 |
| 90% | 90.42 | 85.86 | 82.63 | 86.83 | 71.96 |
| 95% | 95.74 | 90.98 | 91.44 | 91.64 | 79.19 |
| 99% | 98.85 | 96.46 | 98.73 | 96.83 | 86.43 |
| $n = 150$ | | | | | |
| 50% | 49.80 | 48.58 | 46.30 | 49.82 | 33.00 |
| 75% | 75.32 | 72.63 | 72.68 | 74.69 | 53.45 |
| 90% | 90.32 | 86.85 | 89.18 | 89.22 | 70.01 |
| 95% | 95.35 | 92.12 | 94.87 | 93.73 | 78.15 |
| 99% | 99.06 | 97.47 | 99.27 | 97.71 | 88.60 |
| $n = 250$ | | | | | |
| 50% | 49.84 | 49.01 | 46.99 | 49.90 | 28.45 |
| 75% | 74.49 | 72.75 | 72.41 | 74.80 | 47.56 |
| 90% | 89.81 | 88.11 | 88.95 | 89.58 | 65.25 |
| 95% | 94.81 | 93.34 | 94.99 | 94.69 | 74.43 |
| 99% | 99.04 | 97.93 | 99.48 | 98.68 | 87.34 |
| $n = 500$ | | | | | |
| 50% | 49.89 | 49.81 | 48.67 | 49.64 | 18.95 |
| 75% | 74.36 | 73.64 | 73.85 | 74.68 | 34.96 |
| 90% | 89.75 | 88.69 | 89.22 | 89.80 | 52.68 |
| 95% | 94.86 | 94.22 | 94.77 | 94.79 | 63.57 |
| 99% | 98.98 | 98.41 | 99.03 | 99.02 | 80.28 |

Table 7: Estimated coverage probabilities of Gini index.
| α   | SwiZs | Boot | BA | RSwiZs | RBoot | 95% value-at-risk |
|-----|-------|------|----|--------|--------|------------------|
|     |       |      |    |        |        |                  |
|     |   n = 35 |      |    |        |        |                  |
| 50% | 47.30 | 46.08 | 20.92 | 45.34 | 41.13  |                  |
| 75% | 73.76 | 67.53 | 55.77 | 70.38 | 61.00  |                  |
| 90% | 90.05 | 80.35 | 93.73 | 88.08 | 73.92  |                  |
| 95% | 95.67 | 85.36 | 98.92 | 94.80 | 79.41  |                  |
| 99% | 99.17 | 91.63 | 99.97 | 99.25 | 87.26  |                  |
|     |   n = 50 |      |    |        |        |                  |
| 50% | 48.14 | 47.23 | 31.76 | 46.40 | 41.27  |                  |
| 75% | 73.39 | 69.40 | 63.30 | 70.22 | 61.47  |                  |
| 90% | 89.63 | 82.24 | 91.60 | 87.07 | 74.72  |                  |
| 95% | 94.89 | 87.41 | 97.72 | 93.60 | 80.20  |                  |
| 99% | 99.23 | 93.17 | 99.90 | 99.27 | 87.87  |                  |
|     |   n = 100 |     |   |        |        |                  |
| 50% | 49.75 | 48.90 | 48.33 | 49.18 | 39.94  |                  |
| 75% | 74.68 | 72.61 | 75.68 | 72.93 | 61.39  |                  |
| 90% | 89.48 | 86.38 | 91.97 | 87.16 | 75.97  |                  |
| 95% | 95.07 | 91.17 | 96.79 | 94.17 | 82.45  |                  |
| 99% | 99.23 | 96.31 | 99.75 | 99.11 | 90.45  |                  |
|     |   n = 150 |     |   |        |        |                  |
| 50% | 50.10 | 49.19 | 49.47 | 49.91 | 37.43  |                  |
| 75% | 74.13 | 73.17 | 75.42 | 73.57 | 59.31  |                  |
| 90% | 89.77 | 87.25 | 91.21 | 88.49 | 75.26  |                  |
| 95% | 94.76 | 92.57 | 96.18 | 93.31 | 81.76  |                  |
| 99% | 98.89 | 97.34 | 99.61 | 98.46 | 91.00  |                  |
|     |   n = 250 |     |   |        |        |                  |
| 50% | 50.28 | 49.52 | 50.02 | 50.24 | 34.09  |                  |
| 75% | 75.29 | 74.25 | 74.87 | 74.75 | 55.55  |                  |
| 90% | 89.43 | 88.10 | 90.27 | 89.13 | 72.28  |                  |
| 95% | 94.66 | 93.26 | 95.15 | 94.14 | 80.35  |                  |
| 99% | 98.89 | 97.85 | 99.10 | 98.67 | 90.11  |                  |
|     |   n = 500 |     |   |        |        |                  |
| 50% | 49.15 | 48.63 | 49.00 | 49.22 | 27.45  |                  |
| 75% | 74.88 | 74.01 | 74.63 | 74.53 | 45.61  |                  |
| 90% | 90.02 | 89.46 | 90.37 | 89.93 | 62.84  |                  |
| 95% | 94.47 | 94.45 | 95.18 | 94.85 | 72.65  |                  |
| 99% | 98.92 | 98.32 | 98.87 | 98.96 | 86.63  |                  |

Table 8: Estimated coverage probabilities of value-at-risk at 95%.
| $\alpha$ | SwiZs | Boot | BA | RSwiZs | RBoot |
|----------|-------|------|----|--------|-------|
| 50%      | 50.33 | 48.55 | 0.02 | 50.08  | 47.38 |
| 75%      | 74.97 | 72.60 | 0.72 | 74.70  | 71.28 |
| 90%      | 89.61 | 87.63 | 68.11 | 89.24  | 86.35 |
| 95%      | 94.65 | 92.87 | 100.00 | 94.37  | 92.23 |
| 99%      | 98.80 | 97.97 | 100.00 | 98.72  | 97.48 |
| $n = 50$ |       |      |     |        |       |
| 50%      | 49.48 | 48.24 | 0.00 | 49.28  | 47.06 |
| 75%      | 74.81 | 72.74 | 0.00 | 74.45  | 71.28 |
| 90%      | 89.76 | 88.07 | 41.20 | 89.25  | 86.85 |
| 95%      | 94.74 | 93.32 | 71.42 | 94.48  | 92.16 |
| 99%      | 98.89 | 97.92 | 99.82 | 98.62  | 97.48 |
| $n = 100$|       |      |     |        |       |
| 50%      | 49.94 | 49.16 | 32.96 | 49.64  | 47.22 |
| 75%      | 74.47 | 74.12 | 59.90 | 74.37  | 72.21 |
| 90%      | 90.13 | 89.15 | 82.63 | 89.99  | 87.57 |
| 95%      | 95.10 | 94.23 | 91.44 | 95.00  | 93.13 |
| 99%      | 98.98 | 98.55 | 98.73 | 98.91  | 98.10 |
| $n = 150$|       |      |     |        |       |
| 50%      | 49.91 | 49.49 | 46.30 | 49.81  | 48.13 |
| 75%      | 74.57 | 74.25 | 72.68 | 74.95  | 72.45 |
| 90%      | 90.13 | 89.31 | 89.18 | 89.74  | 87.76 |
| 95%      | 95.05 | 94.37 | 94.87 | 94.98  | 93.15 |
| 99%      | 98.91 | 98.62 | 99.27 | 98.86  | 98.14 |
| $n = 250$|       |      |     |        |       |
| 50%      | 50.53 | 50.64 | 46.99 | 50.44  | 47.94 |
| 75%      | 75.01 | 74.97 | 72.41 | 74.91  | 72.31 |
| 90%      | 89.96 | 89.72 | 88.95 | 89.98  | 87.75 |
| 95%      | 95.11 | 94.58 | 94.99 | 95.13  | 93.16 |
| 99%      | 99.04 | 98.70 | 99.48 | 99.06  | 98.14 |
| $n = 500$|       |      |     |        |       |
| 50%      | 49.25 | 49.34 | 48.67 | 49.48  | 46.61 |
| 75%      | 74.50 | 74.29 | 73.85 | 74.28  | 70.91 |
| 90%      | 90.02 | 89.56 | 89.22 | 89.99  | 86.47 |
| 95%      | 95.05 | 94.77 | 94.77 | 95.13  | 92.52 |
| 99%      | 99.01 | 99.01 | 99.03 | 99.04  | 98.23 |

Table 9: Estimated coverage probabilities of expected shortfall at 95%.
| $\alpha$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 50% | 2.19 | 1.85 | 7.52 | 6.04 | 0.26 | 0.34 | 1.89 | 1.64 | 7.97 | 6.73 |
| 75% | 4.79 | 3.92 | 179.86 | 150.90 | 0.46 | 0.54 | 3.84 | 3.37 | 27.20 | 23.62 |
| 90% | 11.18 | 8.56 | 8673.53 | 7420.31 | 1.31 | 1.09 | 6.96 | 5.97 | 86.42 | 75.85 |
| 95% | 24.30 | 18.00 | $2.55 \times 10^4$ | $2.18 \times 10^4$ | 8.99 | 8.89 | 9.89 | 9.72 | 161.13 | 142.10 |
| 99% | 2488.08 | 1849.66 | $1.19 \times 10^5$ | $1.05 \times 10^5$ | $3.18 \times 10^9$ | $3.30 \times 10^9$ | 22.62 | 17.10 | 435.99 | 401.28 |
| $n = 35$ | | | | | | | | | | | | |
| 50% | 1.78 | 1.51 | 3.61 | 2.98 | 0.39 | 0.42 | 1.56 | 1.34 | 5.04 | 4.20 |
| 75% | 3.60 | 2.97 | 10.55 | 8.78 | 0.66 | 0.68 | 3.11 | 2.65 | 14.89 | 12.37 |
| 90% | 6.78 | 5.41 | 551.95 | 494.65 | 1.22 | 0.94 | 5.57 | 4.83 | 44.67 | 38.37 |
| 95% | 10.78 | 8.38 | $7.40 \times 10^3$ | $6.31 \times 10^3$ | 6.13 | 5.27 | 7.80 | 6.70 | 84.42 | 73.24 |
| 99% | 54.20 | 39.06 | $5.57 \times 10^4$ | $4.82 \times 10^4$ | $1.09 \times 10^7$ | $1.04 \times 10^7$ | 15.60 | 12.65 | 231.61 | 202.96 |
| $n = 50$ | | | | | | | | | | | | |
| 50% | 1.26 | 1.06 | 1.69 | 1.39 | 0.64 | 0.60 | 1.19 | 1.01 | 2.73 | 2.27 |
| 75% | 2.32 | 1.92 | 3.32 | 2.74 | 1.08 | 1.02 | 2.23 | 1.87 | 6.01 | 5.01 |
| 90% | 3.74 | 3.04 | 6.28 | 5.20 | 1.55 | 1.36 | 3.67 | 3.03 | 13.00 | 10.88 |
| 95% | 4.92 | 3.94 | 10.30 | 8.58 | 1.93 | 1.54 | 4.89 | 4.00 | 22.10 | 18.69 |
| 99% | 8.58 | 6.63 | 181.34 | 153.63 | 20.11 | 16.79 | 8.41 | 6.95 | 64.18 | 55.35 |
| $n = 100$ | | | | | | | | | | | | |
| 50% | 1.02 | 0.86 | 1.21 | 1.01 | 0.71 | 0.62 | 1.00 | 0.85 | 2.02 | 1.68 |
| 75% | 1.82 | 1.52 | 2.24 | 1.88 | 1.23 | 1.08 | 1.80 | 1.52 | 4.00 | 3.35 |
| 90% | 2.78 | 2.30 | 3.71 | 3.11 | 1.78 | 1.59 | 2.80 | 2.32 | 7.50 | 6.28 |
| 95% | 3.52 | 2.89 | 5.05 | 4.26 | 2.12 | 1.90 | 3.58 | 2.95 | 11.12 | 9.34 |
| 99% | 5.38 | 4.35 | 10.39 | 8.97 | 2.86 | 2.27 | 5.62 | 4.52 | 26.58 | 22.47 |
| $n = 150$ | | | | | | | | | | | | |
| 50% | 0.78 | 0.66 | 0.85 | 0.72 | 0.64 | 0.55 | 0.79 | 0.66 | 1.45 | 1.21 |
| 75% | 1.36 | 1.15 | 1.52 | 1.29 | 1.13 | 0.96 | 1.38 | 1.16 | 2.68 | 2.24 |
| 90% | 2.01 | 1.69 | 2.34 | 1.99 | 1.68 | 1.44 | 2.07 | 1.72 | 4.41 | 3.68 |
| 95% | 2.48 | 2.08 | 2.97 | 2.52 | 2.07 | 1.78 | 2.56 | 2.12 | 5.94 | 4.97 |
| 99% | 3.56 | 2.92 | 4.72 | 4.01 | 2.96 | 2.55 | 3.69 | 3.01 | 10.84 | 9.10 |
| $n = 250$ | | | | | | | | | | | | |
| 50% | 0.55 | 0.46 | 0.57 | 0.48 | 0.50 | 0.42 | 0.56 | 0.47 | 0.97 | 0.81 |
| 75% | 0.94 | 0.80 | 0.99 | 0.84 | 0.87 | 0.74 | 0.96 | 0.81 | 1.71 | 1.43 |
| 90% | 1.37 | 1.16 | 1.47 | 1.25 | 1.27 | 1.08 | 1.41 | 1.18 | 2.63 | 2.20 |
| 95% | 1.66 | 1.40 | 1.80 | 1.53 | 1.54 | 1.32 | 1.71 | 1.43 | 3.31 | 2.78 |
| 99% | 2.27 | 1.90 | 2.55 | 2.16 | 2.16 | 1.83 | 2.35 | 1.95 | 5.05 | 4.22 |

Table 10: Estimated median interval length.
| n   | SwiZs: mean | SwiZs: median | MLE | AB | RSwiZs: mean | RSwiZs: median | WMLE |
|-----|-------------|---------------|-----|----|-------------|---------------|------|
|     | $\theta_1$ | $\theta_2$    | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ | $\theta_1$ | $\theta_2$ |
| 35  | 2511.13     | 2226.09       | 2504.27 | 2230.19 | 2492.15    | 2241.82       | -1.38x10^{-12} | -1.34x10^{-12} | 13.33      | 11.50      | 13.38      | 11.53      | 13.78      | 12.10      |
| 50  | 832.02      | 739.28        | 829.87  | 739.77  | 827.45     | 742.50        | -1.54x10^{-11} | -1.55x10^{-11} | 5.99       | 5.19       | 6.07       | 5.22       | 6.52       | 5.70       |
| 100 | 45.96       | 37.47         | 45.71   | 37.28   | 45.81      | 37.48         | -6.65x10^{-8}  | -5.22x10^{-8}  | 1.20       | 1.03       | 1.26       | 1.05       | 1.72       | 1.47       |
| 150 | 1.03        | 0.91          | 0.96    | 0.82    | 1.06       | 0.92          | -1.60x10^{-4}  | -1.48x10^{-4}  | 0.48       | 0.42       | 0.52       | 0.43       | 0.96       | 0.82       |
| 500 | 0.08        | 0.07          | 0.07    | 0.06    | 0.10       | 0.08          | 0.00           | 0.00          | 0.08       | 0.08       | 0.08       | 0.06       | 0.45       | 0.39       |

| n   | Median bias |     |     |     | Median bias |     |     |     |     | Median bias |     |     |     |     |     |     |     |
|-----|-------------|-----|-----|-----|-------------|-----|-----|-----|-----|-------------|-----|-----|-----|-----|-----|-----|-----|-----|
| 35  | 0.4583      | 0.4894 | 0.0538 | 0.0276 | 0.5885      | 0.4654       | -1.5551       | -1.2966      | 0.2523     | 0.3257     | 0.0561     | 0.0309     | 0.9571     | 0.7846     |
| 50  | 0.2083      | 0.2374 | 0.0250 | 0.0197 | 0.3684      | 0.3008       | -1.1319       | -0.9168      | 0.1691     | 0.2039     | 0.0335     | 0.0213     | 0.7112     | 0.5986     |
| 100 | 0.0801      | 0.0824 | 0.0191 | 0.0135 | 0.1770      | 0.1389       | -0.4093       | -0.3267      | 0.0813     | 0.0905     | 0.0228     | 0.0195     | 0.5025     | 0.4289     |
| 150 | 0.0358      | 0.0434 | 0.0051 | 0.0021 | 0.1011      | 0.0851       | -0.2259       | -0.1848      | 0.0385     | 0.0470     | 0.0063     | 0.0041     | 0.4140     | 0.3623     |
| 250 | 0.0151      | 0.0265 | -0.0022 | 0.0028 | 0.0541      | 0.0521       | -0.1255       | -0.1011      | 0.0184     | 0.0268     | -0.0017    | 0.0029     | 0.3686     | 0.3268     |
| 500 | 0.0129      | 0.0150 | 0.0050 | 0.0046 | 0.0331      | 0.0275       | -0.0560       | -0.0473      | 0.0145     | 0.0163     | 0.0049     | 0.0034     | 0.3449     | 0.3056     |

| n   | Root mean squared error |     |     |     | Mean absolute deviation |     |     |     |     |     |     |     |     |     |     |     |     |
|-----|-------------------------|-----|-----|-----|-------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 35  | 17263.26                | 15552.08 | 17233.4 | 15587.83 | 17137.54 | 15667.69 | 2.97x10^{-13} | 2.95x10^{-13} | 59.16      | 50.35      | 59.00      | 50.44      | 58.45      | 50.95      |
| 50  | 7996.07                 | 7382.94 | 7982.45 | 7395.00 | 7957.28 | 7418.68 | 5.15x10^{-12} | 5.62x10^{-12} | 27.55      | 24.08      | 27.52      | 24.13      | 27.32      | 24.35      |
| 100 | 1331.57                 | 1059.16 | 1330.24 | 1056.18 | 1328.51 | 1057.59 | 4.41x10^{-10} | 3.36x10^{-10} | 6.15       | 5.21       | 6.22       | 5.27       | 6.26       | 5.37       |
| 150 | 36.30                   | 32.42   | 36.27   | 32.44   | 36.24   | 32.48   | 1.11x10^{-6} | 1.06x10^{-6} | 2.46       | 2.13       | 2.56       | 2.20       | 2.70       | 2.34       |
| 250 | 0.77                    | 0.66    | 0.75    | 0.63    | 0.78    | 0.66    | 0.58        | 0.49         | 0.92       | 0.79       | 1.01       | 0.85       | 1.26       | 1.07       |
| 500 | 0.46                    | 0.39    | 0.46    | 0.38    | 0.47    | 0.40    | 0.35        | 0.49         | 0.41       | 0.50       | 0.42       | 0.77       | 0.66       | 0.66       |

Table 11: Performances of point estimators.
D.2 Random intercept and random slope linear mixed model

Table 12: Average computational time in seconds to approximate a distribution on $S = 10,000$ points.

| $N$  | $\text{SwiZs}$ | $\text{Parametric bootstrap}$ |
|------|----------------|-------------------------------|
| 25   | 1.87           | 0.20                          |
| 100  | 6.49           | 0.73                          |
| 400  | 35.60          | 4.58                          |
| 1,600| 245.59         | 37.80                         |

| $n$  | $m$  | $\alpha$ | $\beta_0$ | $\beta_1$ | $\sigma_r^2$ | $\sigma_a^2$ | $\sigma^2_\gamma$ | $\beta_0$ | $\beta_1$ | $\sigma_r^2$ | $\sigma_a^2$ | $\sigma^2_\gamma$ |
|------|------|----------|-----------|-----------|--------------|--------------|----------------|-----------|-----------|--------------|--------------|----------------|
| 5    | 5    | 50%      | 51.78     | 53.87     | 48.54        | 54.18        | 70.38          | 42.37     | 43.61     | 44.60        | 32.27        | 28.10        |
|      |      | 75%      | 76.89     | 78.87     | 73.58        | 81.67        | 89.09          | 64.17     | 66.19     | 66.20        | 48.35        | 41.80        |
|      |      | 90%      | 91.87     | 92.93     | 88.89        | 94.10        | 98.80          | 78.38     | 81.94     | 81.07        | 61.72        | 46.87        |
|      |      | 95%      | 96.45     | 97.04     | 94.32        | 97.83        | 99.98          | 84.58     | 88.45     | 86.61        | 68.68        | 47.30        |
|      |      | 99%      | 99.54     | 99.71     | 98.73        | 99.87        | 100.00         | 91.93     | 95.40     | 93.54        | 79.03        | 47.61        |
| 10   | 10   | 50%      | 50.10     | 51.20     | 50.70        | 50.65        | 62.48          | 46.25     | 45.37     | 50.05        | 40.01        | 39.84        |
|      |      | 75%      | 75.16     | 77.08     | 74.92        | 75.64        | 85.74          | 69.81     | 68.68     | 74.48        | 60.54        | 59.68        |
|      |      | 90%      | 90.38     | 92.03     | 90.20        | 90.61        | 95.49          | 84.81     | 84.32     | 88.65        | 75.01        | 73.29        |
|      |      | 95%      | 95.23     | 96.40     | 95.23        | 94.96        | 97.86          | 90.71     | 90.32     | 93.95        | 81.30        | 79.29        |
|      |      | 99%      | 99.16     | 99.54     | 99.25        | 99.09        | 99.64          | 96.45     | 96.76     | 98.41        | 89.37        | 84.71        |
| 20   | 20   | 50%      | 50.78     | 49.10     | 49.97        | 49.74        | 49.85          | 49.03     | 47.58     | 49.63        | 45.40        | 45.75        |
|      |      | 75%      | 75.28     | 74.45     | 75.24        | 74.89        | 75.88          | 73.08     | 71.87     | 75.06        | 67.66        | 66.98        |
|      |      | 90%      | 90.06     | 89.79     | 89.95        | 90.28        | 90.75          | 87.59     | 87.02     | 89.73        | 81.76        | 81.83        |
|      |      | 95%      | 95.05     | 94.83     | 94.79        | 95.06        | 95.97          | 93.10     | 92.69     | 94.59        | 87.48        | 87.52        |
|      |      | 99%      | 98.96     | 98.97     | 98.93        | 98.90        | 99.50          | 97.77     | 97.82     | 98.75        | 94.20        | 94.15        |
| 40   | 40   | 50%      | 49.52     | 48.48     | 49.80        | 52.42        | 53.19          | 49.41     | 48.92     | 49.94        | 47.47        | 47.95        |
|      |      | 75%      | 74.70     | 72.86     | 75.27        | 77.89        | 78.39          | 74.22     | 73.34     | 75.63        | 70.93        | 71.46        |
|      |      | 90%      | 90.07     | 88.10     | 89.69        | 91.81        | 92.46          | 89.30     | 87.99     | 89.70        | 85.62        | 86.34        |
|      |      | 95%      | 95.15     | 94.09     | 94.71        | 96.27        | 96.59          | 94.37     | 93.65     | 94.82        | 91.29        | 91.82        |
|      |      | 99%      | 99.01     | 98.62     | 98.99        | 99.37        | 99.43          | 98.56     | 98.39     | 98.90        | 96.80        | 96.67        |

Table 13: Estimated coverage probabilities.
|     | α    | β₀   | β₁   | σₓ²   | σₓ²   | β₀   | β₁   | σₓ²   | σₓ²   |
|-----|------|------|------|-------|-------|------|------|-------|-------|
| n = 5 m = 5 |
| 50% | 0.3303 | 0.2243 | 0.4976 | 1.2050 | 0.1755 | 0.2712 | 0.1728 | 0.4453 | 1.5575 |
| 75% | 0.5940 | 0.3882 | 0.8552 | 2.0974 | 0.4491 | 0.4606 | 0.2947 | 0.7607 | 3.5624 |
| 90% | 0.9314 | 0.5682 | 1.2436 | 3.1286 | 1.1761 | 0.6577 | 0.4217 | 1.0909 | 12.9753 |
| 95% | 1.1956 | 0.6934 | 1.5222 | 3.7094 | 0.7845 | 0.5031 | 1.3051 | 13.9626 | 0.0036 |
| 99% | 1.8698 | 1.0031 | 2.3468 | 8.6739 | 1.0290 | 0.6623 | 1.7335 | 15.3409 | 0.0070 |
| n = 10 m = 10 |
| 50% | 0.2230 | 0.1198 | 0.2136 | 0.7311 | 1.0080 | 0.2038 | 0.1069 | 0.2099 | 0.7676 |
| 75% | 0.3902 | 0.2068 | 0.3638 | 1.2540 | 1.8614 | 0.3471 | 0.1818 | 0.3594 | 1.3370 |
| 90% | 0.5817 | 0.3008 | 0.5210 | 1.8131 | 2.9290 | 0.4953 | 0.2601 | 0.5144 | 1.9844 |
| 95% | 0.7162 | 0.3658 | 0.6218 | 2.1764 | 3.9196 | 0.5887 | 0.3097 | 0.6140 | 2.4462 |
| 99% | 1.0284 | 0.5130 | 0.8177 | 2.8992 | 7.9667 | 0.7745 | 0.4075 | 0.8055 | 3.6688 |
| n = 20 m = 20 |
| 50% | 0.1547 | 0.0699 | 0.1006 | 0.4750 | 0.5665 | 0.1482 | 0.0674 | 0.0998 | 0.4733 |
| 75% | 0.2672 | 0.1205 | 0.1718 | 0.8065 | 0.9934 | 0.2530 | 0.1149 | 0.1708 | 0.8102 |
| 90% | 0.3900 | 0.1752 | 0.2455 | 1.1499 | 1.4857 | 0.3622 | 0.1643 | 0.2447 | 1.1655 |
| 95% | 0.4718 | 0.2117 | 0.2926 | 1.3701 | 1.8096 | 0.4311 | 0.1957 | 0.2918 | 1.3964 |
| 99% | 0.6436 | 0.2894 | 0.3833 | 1.8121 | 2.4686 | 0.5645 | 0.2569 | 0.3825 | 1.8686 |
| n = 40 m = 40 |
| 50% | 0.1056 | 0.0452 | 0.0490 | 0.2816 | 0.1124 | 0.1056 | 0.0451 | 0.0493 | 0.3194 |
| 75% | 0.1810 | 0.0772 | 0.0834 | 0.4466 | 0.3469 | 0.1804 | 0.0770 | 0.0839 | 0.5429 |
| 90% | 0.2596 | 0.1107 | 0.1191 | 0.6923 | 0.6031 | 0.2576 | 0.1102 | 0.1197 | 0.7759 |
| 95% | 0.3100 | 0.1323 | 0.1420 | 0.8523 | 0.7672 | 0.3070 | 0.1313 | 0.1423 | 0.9257 |
| 99% | 0.4094 | 0.1747 | 0.1870 | 1.1467 | 1.1309 | 0.4020 | 0.1724 | 0.1864 | 1.2163 |

Table 14: Estimated median interval length.
|        | SwiZs: mean      | SwiZs: median   | Maximum likelihood |
|--------|------------------|-----------------|--------------------|
|        | $\beta_0$ | $\beta_1$ | $\sigma_2^2$ | $\sigma_\gamma^2$ | $\beta_0$ | $\beta_1$ | $\sigma_2^2$ | $\sigma_\gamma^2$ | $\beta_0$ | $\beta_1$ | $\sigma_2^2$ | $\sigma_\gamma^2$ |
| $N = 25$ | -0.0647 | -0.3827 | -3.1193 | 1.8554 | 1.5502 | -0.0761 | -0.3732 | -2.4630 | 6.4149 | 3.3175 | -0.0708 | -0.4203 | -1.2985 | -5.8224 | -0.3807 |
| $N = 100$ | 0.2843 | -0.0320 | -0.2911 | 2.4583 | 0.6119 | 1.6374 | -0.1452 | 0.7182 | -1.8475 | 1.8127 | 0.0685 | 0.0314 | -0.0166 | -2.8806 | -0.6425 |
| $N = 400$ | 0.0163 | 0.0374 | 0.0739 | 1.2927 | 0.0944 | 0.0149 | 0.0386 | 0.0514 | 0.9056 | 0.1565 | 0.0245 | 0.0417 | 0.0133 | -1.3425 | -0.2785 |
| $N = 1,600$ | 0.0010 | 0.0385 | 0.0183 | -0.9811 | -0.2965 | -0.0011 | 0.0394 | 0.0120 | -1.1600 | -0.2121 | 0.0130 | 0.0343 | -0.0021 | -0.6265 | -0.1253 |

|        | Median bias $\times 100$ | Root mean squared error $\times 100$ | Mean absolute deviation $\times 100$ |
|--------|--------------------------|-----------------------------------|-----------------------------------|
| $N = 25$ | -0.0341 | -0.2171 | -3.8669 | -6.5130 | -0.0876 | -0.0018 | -0.2114 | -3.3736 | -0.8483 | 0.0121 | 0.0327 | -0.2932 | -2.1012 | -10.1138 | -3.9990 |
| $N = 100$ | 0.4345 | 0.0289 | -0.4759 | 0.1208 | -0.0951 | 5.3959 | -1.4459 | 0.5589 | -0.7598 | 0.0354 | 0.1838 | 0.0069 | -0.1815 | -4.8730 | -1.2975 |
| $N = 400$ | 0.0020 | -0.0378 | 0.0422 | 0.4196 | -0.1116 | 0.0149 | -0.0286 | 0.0211 | -0.0405 | -0.0068 | -0.0140 | -0.0261 | -0.0220 | -2.1176 | -0.4517 |
| $N = 1,600$ | 0.0032 | 0.0500 | 0.0082 | -1.0639 | -0.1813 | -0.0060 | 0.0543 | 0.0041 | -0.0818 | -0.0021 | -0.0098 | 0.0480 | -0.0098 | -1.1378 | -0.1833 |

|        | Root mean squared error $\times 100$ | Mean absolute deviation $\times 100$ |
|--------|-----------------------------------|-----------------------------------|
| $N = 25$ | 24.6914 | 16.0625 | 9.2357 | 27.0499 | 6.2389 | 24.7198 | 16.0766 | 8.6916 | 24.2014 | 8.3432 | 24.7291 | 16.0853 | 8.1605 | 18.5249 | 6.8108 |
| $N = 100$ | 16.4663 | 8.8542 | 3.9374 | 14.7976 | 3.5251 | 14.3449 | 7.7017 | 4.1388 | 11.5080 | 3.3680 | 16.5630 | 8.7967 | 3.8703 | 12.0714 | 3.1774 |
| $N = 400$ | 11.4174 | 5.2549 | 1.8779 | 9.1330 | 1.8623 | 11.4174 | 5.2550 | 1.8752 | 8.9859 | 1.7515 | 11.4182 | 5.2554 | 1.8689 | 8.2404 | 1.7092 |
| $N = 1,600$ | 7.8721 | 3.4528 | 0.9119 | 4.7681 | 0.6698 | 7.9083 | 3.4524 | 0.9117 | 4.4706 | 0.5759 | 7.9891 | 3.4532 | 0.9110 | 5.7583 | 1.0216 |

Table 15: Performances of point estimators
| Coverage probability | Median interval length |
|----------------------|-----------------------|
| \( \alpha \) | \( \beta_0 \) | \( \beta_1 \) | \( \sigma^2_r \) | \( \sigma^2_\alpha \) | \( \sigma^2_\gamma \) | \( \beta_0 \) | \( \beta_1 \) | \( \sigma^2_r \) | \( \sigma^2_\alpha \) | \( \sigma^2_\gamma \) |
|----------------------|-----------------------|
| 50%                  | 43.16                 | 44.94                 | 48.66                 | 40.42                 | 36.49                 | 0.2770                 | 0.1791                 | 0.1043                 | 0.1868                 | 0.0375 |
|                      | 46.38                 | 45.98                 | 50.75                 | 45.86                 | 44.91                 | 0.2060                 | 0.1082                 | 0.0525                 | 0.1422                 | 0.0383 |
| 75%                  | 67.51                 | 69.17                 | 73.83                 | 64.17                 | 70.73                 | 0.4942                 | 0.3180                 | 0.1836                 | 0.3625                 | 0.0945 |
|                      | 70.85                 | 71.03                 | 75.36                 | 70.65                 | 68.84                 | 0.3591                 | 0.1888                 | 0.0901                 | 0.2583                 | 0.0690 |
| 90%                  | 83.68                 | 86.75                 | 88.79                 | 81.88                 | 96.33                 | 0.7612                 | 0.4897                 | 0.2764                 | 0.6358                 | 0.2010 |
|                      | 87.23                 | 87.08                 | 90.04                 | 86.58                 | 85.82                 | 0.5321                 | 0.2806                 | 0.1304                 | 0.4088                 | 0.1078 |
| 95%                  | 90.37                 | 93.23                 | 93.83                 | 88.93                 | 98.88                 | 0.9671                 | 0.6226                 | 0.3431                 | 0.8982                 | 0.3095 |
|                      | 93.20                 | 93.27                 | 95.12                 | 92.37                 | 93.09                 | 0.6534                 | 0.3449                 | 0.1569                 | 0.5299                 | 0.1392 |
| 99%                  | 97.04                 | 98.93                 | 98.54                 | 96.95                 | 99.75                 | 1.4991                 | 0.9746                 | 0.4982                 | 1.8138                 | 0.7069 |
|                      | 98.41                 | 98.53                 | 98.95                 | 98.02                 | 99.59                 | 0.9264                 | 0.4903                 | 0.2111                 | 0.8593                 | 0.2265 |
| \( n = 10 \) \( m = 10 \) |                      |                      |                      |                      |                      |                      |                      |                      |                      |          |
| 50%                  | 46.38                 | 45.98                 | 50.75                 | 45.86                 | 44.91                 | 0.2060                 | 0.1082                 | 0.0525                 | 0.1422                 | 0.0383 |
|                      | 70.85                 | 71.03                 | 75.36                 | 70.65                 | 68.84                 | 0.3591                 | 0.1888                 | 0.0901                 | 0.2583                 | 0.0690 |
| 90%                  | 87.23                 | 87.08                 | 90.04                 | 86.58                 | 85.82                 | 0.5321                 | 0.2806                 | 0.1304                 | 0.4088                 | 0.1078 |
|                      | 94.09                 | 94.02                 | 94.81                 | 93.80                 | 93.72                 | 0.4524                 | 0.2055                 | 0.0735                 | 0.3445                 | 0.0712 |
| 99%                  | 98.56                 | 98.61                 | 98.94                 | 98.40                 | 98.59                 | 0.6167                 | 0.2801                 | 0.0972                 | 0.5019                 | 0.1038 |
| \( n = 20 \) \( m = 20 \) |                      |                      |                      |                      |                      |                      |                      |                      |                      |          |
| 50%                  | 49.20                 | 47.62                 | 49.92                 | 48.00                 | 47.31                 | 0.1491                 | 0.0677                 | 0.0251                 | 0.1048                 | 0.0216 |
|                      | 73.66                 | 72.54                 | 75.09                 | 72.49                 | 72.86                 | 0.2571                 | 0.1168                 | 0.0429                 | 0.1845                 | 0.0381 |
| 90%                  | 88.70                 | 88.34                 | 89.97                 | 88.33                 | 88.10                 | 0.3742                 | 0.1700                 | 0.0616                 | 0.2774                 | 0.0573 |
|                      | 94.09                 | 94.02                 | 94.81                 | 93.80                 | 93.72                 | 0.4524                 | 0.2055                 | 0.0735                 | 0.3445                 | 0.0712 |
| 99%                  | 98.56                 | 98.61                 | 98.94                 | 98.40                 | 98.59                 | 0.6167                 | 0.2801                 | 0.0972                 | 0.5019                 | 0.1038 |
| \( n = 40 \) \( m = 40 \) |                      |                      |                      |                      |                      |                      |                      |                      |                      |          |
| 50%                  | 49.46                 | 49.32                 | 49.79                 | 48.67                 | 49.01                 | 0.1060                 | 0.0452                 | 0.0122                 | 0.0748                 | 0.0136 |
|                      | 74.46                 | 73.78                 | 75.28                 | 73.52                 | 74.77                 | 0.1819                 | 0.0776                 | 0.0209                 | 0.1295                 | 0.0236 |
| 90%                  | 89.88                 | 88.76                 | 89.70                 | 88.89                 | 89.83                 | 0.2623                 | 0.1119                 | 0.0299                 | 0.1899                 | 0.0346 |
|                      | 94.95                 | 94.28                 | 94.85                 | 94.22                 | 94.71                 | 0.3148                 | 0.1343                 | 0.0356                 | 0.2310                 | 0.0420 |
| 99%                  | 98.98                 | 98.86                 | 98.99                 | 98.77                 | 98.82                 | 0.4212                 | 0.1797                 | 0.0468                 | 0.3194                 | 0.0582 |

Table 16: Asymptotic results
### D.3 M/G/1 queueing model

|                  | SwiZs | Indirect Inference | Parametric Bootstrap |
|------------------|-------|--------------------|----------------------|
|                  | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_1$ | $\theta_2$ | $\theta_3$ |
| 50%              | 46.92  | 38.68              | 56.73               | 40.59          | 9.95          | 54.59          | 18.31          | 10.23          | 20.96          |
| 75%              | 71.56  | 55.41              | 81.80               | 68.01          | 34.11          | 84.50          | 32.70          | 20.96          | 37.38          |
| 90%              | 87.55  | 67.77              | 94.47               | 87.62          | 57.13          | 96.04          | 48.62          | 35.24          | 53.71          |
| 95%              | 93.16  | 74.78              | 97.97               | 94.66          | 70.22          | 98.75          | 57.05          | 46.03          | 63.21          |
| 99%              | 98.17  | 90.06              | 99.90               | 98.84          | 94.89          | 99.94          | 71.99          | 65.43          | 77.64          |

Table 17: Estimated coverage probabilities.

|                  | SwiZs | Indirect Inference | Parametric Bootstrap |
|------------------|-------|--------------------|----------------------|
|                  | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_1$ | $\theta_2$ | $\theta_3$ |
| 50%              | 0.0235 | 0.0805             | 0.1379              | 0.0382        | 0.0468        | 0.1368        | 0.0263        | 0.0420        | 0.1134        |
| 75%              | 0.0404 | 0.1467             | 0.2357              | 0.0911        | 0.0978        | 0.2389        | 0.0460        | 0.0757        | 0.2051        |
| 90%              | 0.0585 | 0.2207             | 0.3378              | 0.1563        | 0.1914        | 0.3835        | 0.0708        | 0.1185        | 0.3131        |
| 95%              | 0.0705 | 0.2733             | 0.4032              | 0.2225        | 0.2952        | 0.5432        | 0.0895        | 0.1533        | 0.3855        |
| 99%              | 0.0952 | 0.3934             | 0.5407              | 0.5331        | 0.7152        | 1.6084        | 0.1327        | 0.2514        | 0.5562        |

Table 18: Estimated median interval length.

|                  | SwiZs: starting value is $\theta_0$ | SwiZs: sample size is $n = 1,000$. |
|------------------|--------------------------------------|-------------------------------------|
|                  | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_1$ | $\theta_2$ | $\theta_3$ |
| 50%              | 50.22       | 58.64       | 49.98       | 50.07       | 46.06       | 49.37       |
| 75%              | 75.24       | 91.25       | 74.24       | 75.24       | 71.82       | 74.77       |
| 90%              | 90.52       | 99.82       | 89.55       | 89.73       | 89.84       | 89.49       |
| 95%              | 95.37       | 100.00      | 94.87       | 94.81       | 95.41       | 94.69       |
| 99%              | 99.09       | 100.00      | 99.02       | 98.95       | 99.28       | 99.10       |

Table 19: Estimated coverage probabilities under different conditions than Table 17.
|                | SwiZs: mean | SwiZs: median | Indirect inference | Indirect inference: mean | Indirect inference: median |
|----------------|-------------|---------------|--------------------|--------------------------|---------------------------|
|                | $\theta_1$  | $\theta_2$   | $\theta_3$        | $\theta_1$              | $\theta_2$               | $\theta_3$              |
| Mean bias      | 0.0037      | -0.0149       | 0.0006             | 0.0057                   | -0.0096                   | 0.0002                   |
| Median bias    | 0.0026      | -0.0219       | -0.0044            | 0.0046                   | -0.0157                   | -0.0041                  |
| RMSE           | 0.0197      | 0.0764        | 0.0890             | 0.0200                   | 0.0762                    | 0.0888                   |
| MAD            | 0.0192      | 0.0705        | 0.0884             | 0.0190                   | 0.0718                    | 0.0882                   |

Table 20: Performances of point estimator.
E  Generic results

This chapter assembles some generic theoretical results useful for the other Chapters.

We generically denote \( \{g_n : n \geq 1\} \) a sequence of a random vector-valued function and \( \theta \in \Theta \) a vector of parameters.

The next Lemma is Theorem 5.9 in [70]. The proof is given for the sake of completeness.

**Lemma 56** *(weak consistency).* Let \( \{g_n(\theta)\} \) be sequence of a random vector-valued function of vector parameter \( \theta \) with a deterministic limit \( g(\theta) \). If \( \Theta \) is compact, if the random function sequence converges uniformly as \( n \to \infty \)

\[
\sup_{\theta \in \Theta} \|g_n(\theta) - g(\theta)\| \xrightarrow{p} 0, \tag{11}
\]

and if there exist \( \delta > 0 \) such that

\[
\inf_{\theta \notin B(\theta_0, \delta)} \|g(\theta)\| > 0 = \|g(\theta_0)\|, \tag{12}
\]

then any sequence of estimators \( \{\hat{\theta}_n\} \) converges weakly in probability to \( \theta_0 \).

**Proof.** Choose \( \hat{\theta}_n \) that nearly minimises \( \|g_n(\theta)\| \) so that

\[
\|g_n(\hat{\theta}_n)\| \leq \inf_{\theta \in \Theta} \|g_n(\theta)\| + o_p(1)
\]

Clearly we have \( \inf_{\theta} \|g_n(\theta)\| \leq \|g_n(\theta_0)\| \), and by (11) \( \|g_n(\theta_0)\| \xrightarrow{p} \|g(\theta_0)\| \) so that

\[
\|g_n(\hat{\theta}_n)\| \leq \|g(\theta_0)\| + o_p(1)
\]

Now, substracting both sides by \( \|g(\hat{\theta}_n)\| \), we have by the reverse triangle inequality

\[
-\|g_n(\hat{\theta}_n) - g(\hat{\theta}_n)\| \leq \|g(\theta_0)\| - \|g(\hat{\theta}_n)\| + o_p(1)
\]

The left-hand side is bounded by the negative supremum, thus

\[
\|g(\theta_0)\| - \|g(\hat{\theta}_n)\| \geq -\sup_{\theta \in \Theta} \|g_n(\theta) - g(\theta)\| - o_p(1)
\]

It follows from (11) that the limit in probability of the right-hand side tends to 0. Let \( \varepsilon > 0 \) and choose a \( \delta > 0 \) as in (12) so that

\[
\|g(\theta)\| > \|g(\theta_0)\| - \varepsilon
\]

for every \( \theta \notin B(\theta_0, \delta) \). If \( \hat{\theta}_n \notin B(\theta_0, \delta) \), we have

\[
\|g(\theta_0)\| - \|g(\hat{\theta}_n)\| < \varepsilon
\]

The probability of this event converges to 0 as \( n \to \infty \). \Halmos

The next definition is taken from [105] (see also [106, Chapter 7.1])

**Definition 57.** \( \{g_n(\theta)\} \) is stochastically uniformly equicontinuous on \( \Theta \) if for every \( \varepsilon > 0 \) there exist a real \( \delta > 0 \) such that

\[
\lim_{n \to \infty} \sup_{\theta \in \Theta} \Pr \left( \sup_{\theta \in \Theta} \sup_{\theta \in B(\theta, \delta)} \|g_n(\theta') - g_n(\theta)\| > \varepsilon \right) < \varepsilon \tag{13}
\]

**Lemma 58** *(uniform consistency).* If \( \Theta \) is compact, if the sequence of random vector-valued function \( \{g_n(\theta)\} \) is pointwise convergent for all \( \theta \in \Theta \) and is stochastically uniformly equicontinuous on \( \Theta \), then

i. \( \{g_n(\theta)\} \) converges uniformly,

ii. \( g \) is uniformly continuous.
Then, by the triangle inequality we have
\[ \limsup_{n \to \infty} \Pr \left( \| g_n(\theta_i) - g(\theta_i) \| > \varepsilon \right) < \varepsilon, \]
whenever \( 1 \leq l \leq k \). If \( \theta \in \Theta \), so \( \theta \in \mathcal{B}(\theta_i, \delta) \) for some \( l \), so that
\[ \limsup_{n \to \infty} \Pr \left( \| g_n(\theta_i) - g_n(\theta) \| > \varepsilon \right) < \varepsilon \]
Then, by the triangle inequality we have
\[ \limsup_{n \to \infty} \Pr \left( \sup_{\theta \in \Theta} \| g_n(\theta) - g(\theta) \| > \varepsilon \right) \]
\[ \leq \limsup_{n \to \infty} \Pr \left( \sup_{\theta \in \Theta} \sup_{\theta' \in \mathcal{B}(\theta, \delta)} \| g_n(\theta) - g_n(\theta') \| > \varepsilon \right) \]
\[ + \limsup_{n \to \infty} \Pr \left( \| g_n(\theta') - g(\theta') \| > \varepsilon \right) + \Pr \left( \sup_{\theta \in \Theta} \sup_{\theta' \in \mathcal{B}(\theta, \delta)} \| g(\theta) - g(\theta') \| > \varepsilon \right) < 3\varepsilon \]

(ii). The proof follows the same steps.

The next Lemma is similar to [105, Lemma 1]. The result of [105] is on the difference between a random and a nonrandom functions and requires the extra assumption of absolute continuity of the nonrandom function. The proof provided here is also different.

**Lemma 59.** If for all \( \theta, \theta' \in \Theta \), \( \| g_n(\theta) - g_n(\theta') \| \leq B_n d(\theta, \theta') \) with \( B_n = \Theta_p(1) \), then \( \{ g_n(\theta) \} \) is stochastically uniformly equicontinuous.

**Proof.** By \( B_n = \Theta_p(1) \), there is \( M > 0 \) such that for all \( n, \Pr(\| B_n \| > M) < \varepsilon \). Let \( \varepsilon > 0 \) and choose a sufficiently small \( \delta > 0 \) such that for all \( \theta', \theta \in \Theta \), \( d(\theta, \theta') < \varepsilon/M = \tau, \delta \leq \tau \). Let \( \mathcal{B}(\theta, \delta) = \{ \theta' \in \Theta : d(\theta, \theta') < \delta \} \). Then, we have
\[ \limsup_{n \to \infty} \Pr \left( \sup_{\theta \in \Theta} \sup_{\theta' \in \mathcal{B}(\theta, \delta)} \| g_n(\theta) - g_n(\theta') \| > \varepsilon \right) \]
\[ \leq \limsup_{n \to \infty} \Pr \left( B_n \sup_{\theta \in \Theta} \sup_{\theta' \in \mathcal{B}(\theta, \delta)} d(\theta, \theta') > \varepsilon \right) \]
\[ \leq \limsup_{n \to \infty} \Pr (B_n > \varepsilon) \leq \limsup_{n \to \infty} \Pr (\| B_n \| > M) < \varepsilon \]

The next Lemma is a special case of [107, Corollary 3.1].

**Lemma 60.** Let \( \{ x_i : i \geq 1 \} \) be an i.i.d. sequence of random variable and let \( g_n(\theta) = n^{-1} \sum_{i=1}^{n} g(x_i, \theta) \). If for all \( i = 1, \ldots, n \) and \( \theta, \theta' \in \Theta \), \( \| g(x_i, \theta) - g(x_i, \theta') \| \leq b_n(x_i) d(\theta, \theta') \) with \( \mathbb{E}[b_n(x_i)] = \mu_n = \Theta(1) \), then \( \{ g_n(\theta) \} \) is stochastically uniformly equicontinuous.

**Proof.** Let \( B_n = n^{-1} \sum_{i=1}^{n} b_n(x_i) \), so \( \mathbb{E}[B_n] = \Theta(1) \). We have by triangle inequality
\[ \| g_n(\theta) - g_n(\theta') \| \leq \frac{1}{n} \sum_{i=1}^{n} \| g(x_i, \theta) - g(x_i, \theta') \| \leq B_n d(\theta, \theta') \]

The rest of the proof follows from Lemma 59.

**Lemma 61** (uniform weak law of large number). If, in addition to Lemma 60, for each \( \theta \in \Theta \), \( g_n(\theta) \) is pointwise convergent, then \( \{ g_n(\theta) \} \) converges uniformly.
The supremum of the norm exists because the affine line \( \lambda t \) is in the closed ball. Hence, we have \( \lambda t \rightarrow \lambda \) as \( t \rightarrow 0 \).

**Lemma 62 (mean value inequality).** Let \( U \) be a convex open set in \( \Theta \). Let \( \theta_1 \in U \) and \( \theta_2 \in \Theta \). If \( g : U \rightarrow F \) is a \( C^1 \)-mapping, then

\[ g(\theta_1 + \theta_2) - g(\theta_1) = \int_0^1 Dg(\theta_1 + t\theta_2) dt \cdot \theta_2 \]

**Proof.** (i) Fix \( \theta_1 \in U, \theta_2 \in \Theta \). Let \( \lambda = (1-t)\theta_1 + t\theta_2 \) for \( t \in [0,1] \). We have by the convexity of \( U \) that \( \lambda \in U \), and so \( \theta_1 + t\theta_2 \) is in \( U \) as well. Put \( h(t) = g(\theta_1 + t\theta_2) \), so \( Dh(t) = Dg(\theta_1 + t\theta_2) \cdot \theta_2 \). By the fundamental theorem of calculus we have that

\[ \int_0^1 Dh(t) dt = h(1) - h(0) \]

Since \( h(1) = g(\theta_1 + \theta_2), h(0) = g(\theta_1) \), and \( \theta_2 \) is allowed to be pulled out of the integral, part (i) is proven.

(ii). We have that

\[ \|g(\theta_1 + \theta_2) - g(\theta_1)\| \leq \left\| \int_0^1 Dg(\theta_1 + t\theta_2) dt \right\| \cdot \|\theta_2\|, \]

\[ \leq |1| \sup_{0 \leq t \leq 1} \|Dg(\theta_1 + t\theta_2)\| \cdot \|\theta_2\|, \]

where we use the Cauchy-Schwarz inequality for the first inequality, and the upper bound of integral for the second. The supremum of the norm exists because the affine line \( \theta_1 + t\theta_2 \) is compact and the Jacobian is continuous.

**Lemma 63 (delta method).** If conditions of Lemma 62 holds, then

\[ g(\theta_1 + \theta_2) - g(\theta_1) = Dg(\theta_1) \cdot \theta_2 + o(\|\theta_2\|) \]

**Proof.** Fix \( \theta_1 \in U \) and \( \theta_2 \in \Theta \). By Lemma 62 we have

\[ \left\| \int_0^1 Dg(\theta_1 + t\theta_2) dt \right\| \leq \sup_{0 \leq t \leq 1} \|Dg(\theta_1 + t\theta_2)\| \]

Let \( \lambda = \theta_1 + \theta_2 \) so \( \lambda = (1-t)\theta_1 + t\theta_2 \), \( t \in [0,1] \), is in \( U \) and \( \theta_1 + t\theta_2 \) as well. Let \( B(\theta_1, 2\|\theta_2\|) \) = \( \{ \|\theta_1 - \theta\| \leq 2\|\theta_2\| \} \). We have

\[ \|t\theta_1 + (1-t)\theta_3 - \theta\| \leq t \|\theta_1 - \theta\| + (1-t) \|\theta_3 - \theta\| \]

\[ \leq t \|\theta_2\| + (1-t) \|\theta_2\| = \|\theta_2\|, \]

so the line segment \( \lambda \) is in the closed ball. Hence, we have

\[ \left\| \int_0^1 Dg(\theta_1 + t\theta_2) dt \right\| \leq \sup_{\theta \in B(\theta_1, \|\theta_2\|)} \|\theta\| \] \[ \sup_{\theta \in B(\theta_1, \|\theta_2\|)} \|Dg(\theta) - Dg(\theta_1)\| \rightarrow 0 \]

as \( \|\theta_2\| \rightarrow 0 \).

**Lemma 64 (asymptotic normality).** Let \( U \) be a convex open set in \( \Theta \). Let \( \{\hat{\theta}_n\} \) be a sequence of estimator (roots of) the mapping \( g_n : U \rightarrow F \). If

i. \( \hat{\theta}_n \) converges in probability to \( \theta_0 \in U \).
\( \{ g_n \} \) is a \( C^1 \)-mapping,

\( n^{1/2} g_n(\theta_0) \to n(0, V) \).

iv. \( Dg_n(\theta_0) \) converges in probability to \( M \).

v. \( Dg_n(\theta_0) \) is nonsingular, then

\[ n^{1/2}(\hat{\theta}_n - \theta_0) \to n(0, \Sigma), \]

where \( \Sigma = M^{-1} V M^{-T} \).

**Proof.** Fix \( \theta_1 = \theta_0 \) and \( \theta_2 = \hat{\theta}_n - \theta_0 \), from Lemma 62 and Lemma 63 we have

\[ g_n(\hat{\theta}_n) = g_n(\theta_0) + Dg_n(\theta_0) \cdot (\hat{\theta}_n - \theta_0) + o_p(\|\hat{\theta}_n - \theta_0\|) \]

By definition \( g_n(\hat{\theta}_n) = 0 \). Multiplying by square-root \( n \) leads to

\[ n^{1/2}(\hat{\theta}_n - \theta_0) = -[Dg_n(\theta_0)]^{-1} n^{1/2} g_n(\theta_0) - n^{1/2} [Dg_n(\theta_0)]^{-1} o_p(\|\hat{\theta}_n - \theta_0\|) \]

By the continuity of the matrix inversion \( [Dg_n(\theta_0)]^{-1} \xrightarrow{\text{P}} M^{-1} \). Since the central limit theorem holds for \( n^{1/2} g_n(\theta_0) \), the proof results from Slutsky’s lemma. \( \square \)

The next Lemma is Theorem 9.4 in [109] and is given without proof.

**Lemma 65** (implicit function theorem). Let \( \Xi \times \Theta \) be an open subset of \( \mathbb{R}^m \times \mathbb{R}^p \). Let \( g : \Xi \times \Theta \to \mathbb{R}^p \) be a function of the form \( g(\xi, \theta) = k \). Let the solution at the points \( (\xi_0, \theta_0) \in \Xi \times \Theta \) and \( k_0 \in \mathbb{R}^p \) be

\[ g(\xi_0, \theta_0) = k_0 \]

If

i. \( g \) is differentiable in \( \Xi \times \Theta \),

ii. The partial derivative \( D_\xi g \) is continuous in \( \Xi \times \Theta \),

iii. The partial derivative \( D_\theta g \) is invertible at the points \( (\xi_0, \theta_0) \in \Xi \times \Theta \),

then, there are neighborhoods \( X \subset \Xi \) and \( O \subset \Theta \) of \( \xi_0 \) and \( \theta_0 \) on which the function \( \hat{\theta} : O \to X \) is uniquely defined, and such that:

1. \( g(\xi, \hat{\theta}(\xi)) = k_0 \) for all \( \xi \in X \).

2. For each \( \xi \in X \), \( \hat{\theta}(\xi) \) is the unique solution lying in \( O \) such that \( \hat{\theta}(\xi_0) = \theta_0 \).

3. \( \hat{\theta} \) is differentiable on \( X \) and

\[ D_\xi \hat{\theta} = -[D_\theta g]^{-1} D_\xi g \]