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Abstract—Wet weather makes water film over the road and that film causes lower friction between tire and road surface. When a vehicle passes the low-friction road, the accident can occur up to 35% higher frequency than a normal condition road. In order to prevent accidents as above, identifying the road condition in real-time is essential. Thus, we propose a convolutional auto-encoder-based anomaly detection model for taking both less computational resources and achieving higher anomaly detection performance. The proposed model adopts a non-compression method rather than a conventional bottleneck structured auto-encoder. As a result, the computational cost of the neural network is reduced up to 1 over 25 compared to the conventional models and the anomaly detection performance is improved by up to 7.72%. Thus, we conclude the proposed model as a cutting-edge algorithm for real-time anomaly detection.
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I. INTRODUCTION

Comprehending the road surface status is highly helpful for preventing vehicle accidents. In prior research, Hall et al. have shown the wet-weather not only increases water film thickness of the road but also reduces friction coefficient between tire and surface [1]. In a lower friction surface case, the vehicle can lose skid resistance and it can trigger the accident with high probability.

In another report, CM McGovern et al. have analyzed the road accidents occurred increased by 20% and 35% during wet weather than dry weather at Virginia and New York respectively [2]. Paying attention in low-friction situations such as rainy cases is the best way to prevent accidents. However, drivers will be tired quickly in the above situation.

Moreover, installing signs to notify danger is widely used as shown Figure 1 but it does not reflect the present road surface condition. Thus, if an anomaly detection function is provided as an advanced driver assistance system, it can be highly helpful to reduce both human exhaustion and road accidents simultaneously.

In prior research, there have been efforts to identify road surface types using computer vision [35], [36], [37], [38]. However, when using a vision sensor, it is difficult to properly define the road surface condition in situations such as blind spots or cloudy conditions. Also, when using the image to define the status of the road surface, the computational cost is larger than processing audio since the amount of information of the image collected within the same amount of time is greater than that of the sound [44], [40], [5], [6]. Thus, we adopt an audio sensor to construct an anomaly detection system.

Recently, many studies use generative neural networks as anomaly detection models [33], [34], [5], [6], [21], [22], [50], [47], [46], [45], [49], [23], [48], [7]. The general premise of those anomaly detection models is that model, learned only normal state data, cannot generate abnormal state data well. Referring to the above, when the error between input and output generated from the anomaly detection model is higher, the state of input can be decided as abnormal.

Among the prior research, there is a limitation in the qualitative evaluation when the anomaly detection model generates blurred output. One of the reasons is using variational bound and the other is parameter sharing between encoder and decoder [45], [49], [23], [47], [46]. The above limitation is not only solved by using feature matching and multiple hypotheses but also improved anomaly detection performance [48], [7]. However, the limitation of those is the model becomes more complex.

For serving the system of road surface anomaly detec-
tion, numerous sensors and edge devices that correspond one-to-one for sensor, are required. Thus, we need to reduce the computational complexity to enable real-time processing in resource-constrained edge devices. The contributions for achieving the above goal are the following.

- We propose novel neural network structure to reduce computational complexity.
- We compare and present the superiority of our model with others in quantitative and qualitative perspectives.

II. Related Work

In this section, we conduct the literature review of time-series data processing and structure of the neural networks for anomaly detection.

A. Reflecting time-series causality

For handling time-series data such as audio data, reflecting causality from past to specific moment is one of the important things. Before using the deep learning-based technologies, some machine learning models such as the hidden Markov models or Kalman filter have adopted and used to reflect causality [14], [15]. However, the deep learning-based model outperformed the above conventional machine learning algorithm [16], [17]. Moreover, the deep learning algorithms enable data-driven learning, that makes easy to solve the problems on the various field. For example, in our case, there is no need to define anomaly detection conditions by subdividing the differences in driving noise for each vehicle type such as car, truck or bus.

The advanced researches for processing time-series information, there are two types of the neural network are existed. One of them is a recurrent layer-based model and the other one is a convolutional layer-based model as known as recurrent neural networks (RNN) and convolutional neural networks (CNN) respectively [3], [4], [33], [34], [18], [32], [31], [30]. Refer that, long short-term memory (LSTM) [4], [33], [34] is one of the RNN structures.

In prior research RNN based model has achieved state-of-the-art performance at sound-based anomaly detection and fast adaptation to the changing environments [6]. The above model, fast adaptive RNN encoder-decoder (FARED), is a proper example of reflecting the causality of time-series information using RNN to solve the anomaly detection task. The FARED has a shallow layer, so training can be completed with a few epochs based on few parameters. However, if training with the same training iteration, the RNN structured model needs more time to update the parameters. The cause of the above is that RNN updates its parameter by backpropagation through the time algorithm [32], [31], [30].

Also, FARED can only reflect forward-way causality because it does not consider the bidirectional method for model construction [8]. In RNN, the bidirectional method highly increases computational complexity and it also causes time consumption for training and inference procedure. Thus, we recommend that simple trial to improve anomaly detection performance should not be conducted via using the bidirectional method.

For easing the above limitation, CNN can be considered to construct the neural network architecture [5], [21], [22], [23], [48], [7]. In image processing, the convolutional filter slides on the input data and aggregates the spatial information for generating results. The other case in the above process, when the input data includes time series information, the convolutional filter aggregates and reflects the time information for generating output. Moreover, convolutional filter can reflect forward and backward causality without any settings such as considering bidirectional method.

B. Limitation of bottleneck structure

The above studies, using generative CNN for time-series anomaly detection, commonly adopt bottleneck structure including encoder and decoder [5], [21], [22], [23], [48], [7]. The bottleneck structure compresses high-dimensional input to low-dimensional latent information via the encoder. Then, the decoder reconstructs the latent information as original high-dimensional information.

For encoding and decoding the input data elaborately, the neural network should be constructed with sufficient capacity. Refer to the above, a bottleneck structured neural network needs much more layers to reconstruct from input to the output exquisitely which makes it difficult to construct lightweight architecture.

III. Proposed Approach

We present the CNN-based anomaly detection model in this section. First of all, we describe the concept of road surface anomaly detection via vehicle driving noise. Sequentially after them, we present the architecture of the neural network and preprocessing method.

A. Concept for anomaly detection

In view of the increased incidence of accidents on low-friction roads, we simply define the dry conditional surface as normal, and the wet condition as abnormal. We adopt the reconstruction error-based method using auto-encoder for anomaly detection as the same concept as earlier researches. Thus, we train the auto-encoder using normal samples only [33], [34], [5], [6], [21], [22], [50], [47], [46], [45], [49], [23], [48], [7].

B. Non-compression auto-encoder

In this research, we present a deep learning-based novel lightweight anomaly detection architecture. The proposed model is one of the convolutional auto-encoder but not a typical bottleneck architecture.

The complex and heavy architecture will consume more time for decisions and it causes informing delay. Note that delayed information does not useful to prevent or respond for danger situation. Moreover, if the bottleneck structured model has sufficient capacity, it can probably
reconstruct well even abnormal input. Because, bottleneck structured architecture generates new informations correspond to higher dimensions in decoding process [26], [27], [28], [13]. In the end, it needs a lot of effort for tuning to get more lightweight architecture while only reconstructing the normal input successfully.

For minimizing the above efforts to find proper architecture, the non-bottleneck structure, named FARED, is proposed [6]. The FARED shows semiconductor assembly equipment anomaly detection performance similar to or higher with only 1 over 10 amount of the parameter than prior bottleneck structured CNN model. In addition, the FARED requires only a short time for training that enables quick response to target equipment changing.

\[ \mathcal{L} = \| x - \hat{x} \|_2 \]

\[ \begin{array}{cccc}
  \hline
  & x & conv_0 & conv_1 & conv_i & \hat{x} \\
  & R^{S \times D \times 1} & R^{S \times D \times C_0} & R^{S \times D \times C_1} & R^{S \times D \times C_i} & R^{S \times D \times 1} \\
  \hline
\end{array} \]

Fig. 2. Architecture of the non-compressed auto-encoder (NCAE). NCAE performs only channel expansion and contraction operations through convolution operation without reduction of the time axis \( S \) and the frequency axis \( D \). Training is processed in a direction of minimizing the Euclidean distance of input \( x \) and output \( \hat{x} \).

We propose a CNN-based non-bottleneck structured auto-encoder referring to that non-bottleneck structure enables reducing the number of parameters with maintaining high anomaly detection performance. Also bidirectional causality can be reflected via the convolutional filter. We name the above neural network as non-compression auto-encoder (NCAE) because it does not compress the input information to the low-dimensional tensor. The architecture of NCAE is shown in Figure 2.

The NCAE has only transform and transition process from input to output, not the encoding and decoding process. According to the above method, there is no need to complicate the neural network architecture in order to perform the encoding and decoding elaborately. Also, the time consumption for training and test can be shortened as mentioned above.

Each convolutional layer is designed to remember the appropriate information at the filter for converting inputs to outputs. Thus, the NCAE leans to replicating the normal data only via combining each filter information. We use this property for anomaly detection. For example, when the abnormal data input to NCAE, the reconstruction error between input and output will be larger, because NCAE is designed to learn the reconstructing normal data only.

C. Preprocessing

Before feeding the input to the neural network, we conduct feature extraction as proposed in prior research [6]. The method, Mel-frequency cepstral coefficients (MFCC) extraction, have already achieved improved performance and computational efficiency for sound recognition [31], [19], [20], [42], [39], [43], [41]. Thus, we adopt audio to MFCC converting algorithm for preprocessing.

We construct Mel-spectra for every 250ms time with 500ms length. First, we conduct a short-time Fourier transform (STFT) with 2048 for window length, and 512 for hopping. Then, we convert from spectra, the result of above, to the Mel-spectra with 128 dimensions of MFCC spectrum. The Mel-spectra are compressed to a single spectrum via time-averaging and we call it as MFCC vector. The MFCC vectors will stack over time. We use the above stacked vectors as input to the neural networks when the number of the stacked vectors is equal to \( S \), i.e. \( S \) sequence. These procedures are arranged as shown in Algorithm 1.

Algorithm 1 Procedure of preprocessing

1: \( F \): sampling rate
2: \( W \): window length for Fourier transform
3: \( H \): hopping length for Fourier transform
4: \( D \): dimension of the MFCC vector
5: \( s \): number of stacked MFCC vector
6: \( S \): number of target stacks
7: while audio stream do
8:   wait for 250ms
9:   if stream length \( \geq \) 500ms then
10:     split audio with 500ms: \( A \in R^{(F/2)} \)
11:     construct Mel-spectra: \( M_{spectra} \in R^{D \times (F/2) / W} \)
12:     make time-averaged MFCC vector: \( M_{spectrum} \in R^{D} \)
13:     stack the MFCC vector: \( V \in R^{S \times D} \)
14:   else
15:     continue
16:   if \( s = S \) then
17:     feed stacked MFCC vector to neural network: \( x \text{ same as } V \in R^{S \times D} \)
18: end

IV. EXPERIMENTS

In this section, we present the dataset and experimental results for proving the validity of proposed model NCAE.

A. Dataset

Before experiments, we have collected the dataset of vehicle driving noise at Yongin-Seoul expressway with two weather condition, dry and wet. We collect the data to each condition as 20 minutes. Figure 3 shows the data collecting environment.

We extract only driving event. Because vehicle driving noise-based road surface anomaly detection is impossible in a time section where no driving noise is not generated. We extract the noise section automatically via simple
amplitude thresholding. Then, we manually discard non-driving noise such as horn sound, wind noise, or something.

Developing the technology to automatically filter out those noises as mentioned above is not the scope of this study but we plan to cover them in the future work. The final dataset is summarized in Table I. We use 80% of normal (dry) driving event for training and the others for the test.

B. Training

We need to conduct a training process first for measuring the anomaly detection performance of the proposed neural network architecture. Also, we need to compare our model to the previously published model.

After preprocessing, the input $X$ has three-axis $N$, $S$, and $D$ that means the number of sample $x$, length of sequences, and the number of MFCC feature. The neural network takes $X$ as input and generates the output $\hat{X}$ similar to $X$. Then, the neural network updates its parameters via backpropagation for minimizing Euclidean distance as shown in Equation $1$.

$$\mathcal{L} = \|X - \hat{X}\|_2 = \frac{1}{N} \sum_{n=1}^{N} \sqrt{\sum_{s=1}^{S} \sum_{d=1}^{D} (x_{s,d} - \hat{x}_{s,d})^2} \tag{1}$$

We adopt the Xavier initializer and Adam optimizer for parameter initialization and updating the parameters respectively [25], [24]. The training algorithm is described in Algorithm 2.

Algorithm 2 Training algorithm for anomaly detection model

- **Input**: $X$: input mini-batch constructed with stacked MFCC vector $x_i$
- **Output**: $\hat{X}$: output mini-batch corresponding to the input

1. initialize network parameters by Xavier initializer [25]
2. while until the loss converges do
3. get output $\hat{X}$ via neural network
4. compute Euclidean distance between $X$ and $\hat{X}$ as Equation $1$
5. update parameters by Adam optimizer [24]

C. Comparison of computational costs

Prior to training, we construct four models besides NCAE for comparative experiments. The four models are FARED, auto-encoder (AE), variational auto-encoder (VAE), and HP-GAN.

We have measured the number of the parameters and floating-point operations per second (FLOPs) of each model for each condition. The depth of the neural network module is limited to three because the goal of this study is not only to achieve higher anomaly detection performance but also to construct a lightweight neural network. The bottleneck structure has two neural network modules, an encoder and a decoder but the non-bottleneck has only a single module. Thus, the total number of layers for bottleneck and non-bottleneck are 6 and 3 respectively. In the bottleneck structured mode, the dimension of latent space is set as same as 128. The measurements of the above are summarized as shown in Table II.

| Model   | Kernel size | num of params | MFLOPs |
|---------|-------------|---------------|--------|
| FARED   | -           | 594,432       | 38,538 |
| AE      | 3           | 2,726,144     | 40,001 |
|         | 5           | 3,840,256     | 65,233 |
|         | 7           | 4,954,368     | 90,464 |
| VAE     | 3           | 3,250,560     | 41,050 |
|         | 5           | 4,364,672     | 66,281 |
|         | 7           | 5,478,784     | 91,513 |
| HP-GAN  | 3           | 3,567,233     | 194,736|
|         | 5           | 5,238,401     | 321,483|
|         | 7           | 6,909,569     | 448,229|
| NCAE    | 3           | 147,840       | 8,863  |
|         | 5           | 246,144       | 14,761 |
|         | 7           | 344,448       | 20,659 |

Fig. 3. Environment for collecting the dataset. Audio is recorded at a 44.1 kHz sampling rate.
Table III presents additional information that how much parameter and FLOPs NCAE has compared to other models are as a percentage. We use 3 for the kernel size to calculate the ratio as shown in Table III that can correspond to the minimum parameter of each model excluding the recurrent structured model. The number of parameters is reduced in maximum by 95.856% compared to the previous model to the level of 4.144%, and FLOPs are reduced by 95.449% to the level corresponding to 4.551%.

|                | FARED | AE   | VAE  | HP-GAN |
|----------------|-------|------|------|--------|
| Parameters     | 24.870% | 5.423% | 4.548% | 4.144% |
| MFLOPs         | 22.998% | 22.156% | 21.591% | 4.551% |

D. Hyperparameter tuning

Before comparing the several anomaly detection models in detail, we search the optimal hyperparameter for each anomaly detection model to set an equitable environment. We adopt the grid search method to find the best hyperparameter for each model [12]. We use the learning rate and kernel size as the common hyperparameters as shown in Table IV.

However, the basic RNN structure, not combined with convolutional or some other layer only the learning rate is applied to the FARED as a hyperparameter. The bottleneck structured model has a latent vector and the dimension of them can be used as one of the hyperparameters but we only use 128-dimension for them as mentioned in Section IV-C.

| Hyperparameter | Values                          |
|----------------|---------------------------------|
| Learning rate  | 5e-3, 1e-3, 5e-4, 1e-4, 5e-5, and 1e-5 |
| Kernel size    | 3, 5, 7                         |
| Depth of layers| 3 for each module               |
| Dimension of z | 128 in common                   |

We have conducted training on neural networks and measured performance for each case. We use the area under the receiver characteristic curve (AUROC) as an anomaly detection performance indicator in this study [29]. The measured performance for each model with each training condition, called hyperparameter, is summarized in Table V.

The proposed model, NCAE, achieves the highest AUROC of 1 three times, and the lowest performance is measured as 0.91569. The other model, VAE, achieves the AUROC of 1 two times but the lowest performance is 0.66270. Achieving high performance is essentially important, but it should be stable and easily achievable. In the above point of view, NCAE is effective and efficient than other models.

E. Verification with Monte Carlo estimation

We conduct Monte Carlo estimation with five neural networks [10]. In Monte Carlo estimation, we evaluate the superiority including stability of the model through the mean and standard deviation of the performance. Each model is trained with the best-performing hyperparameters revealed by experiments in Section IV-D.

Table VI shows the summarized AUROC and time consumption for each model. In anomaly detection performance evaluation, a high mean value of AUROC refers to high anomaly detection performance, and a low standard deviation refers to high learning stability. Accordingly, in order to construct a stable anomaly detection system, selecting a model with a high mean and low standard deviation is recommended. Referring to Table VI and the above recommendation, we conclude the best model is NCAE, although other models also perform better. In the view point of time efficiency, NCAE is also better than others. Note that, time efficiency make ability to fast decision and explore more hyperparameters than others in the same amount of time.

F. Qualitative analysis

We present the qualitative results for each model with Figure 5 AE, VAE, and HP-GAN show lower restoration error in the high-frequency region, but in contrast, they do not restore the low-frequency region well. Even when an anomaly is revealed in a high-frequency region, it is important to restore the entire MFCC feature evenly in order to perform anomaly detection successfully. Moreover, VAE generates smoothed results over the sequence axis, same as the time axis, which makes it difficult to find the momentary anomaly. Accordingly, a model that restores uniformly and sharply as a whole region like NCAE is advantageous for anomaly detection.

G. Discussion

Sections IV-C, IV-D, and IV-E identify the advantages of using NCAE. Each of the above deals with computational cost, ease of hyperparameter tuning, and verified performance superiority through repeated experiments. When adopting NCAE as an anomaly detection model, enables minimizing resource consumption including time to update the system sustainably with maintaining high performance. Moreover, lower FLOPs of NCAE make it possible to execute without bottleneck effect even in limited computing environments such as edge devices.

For operating the anomaly detection system, the decision boundary can be set as Equation 2 referring to Tukey’s fences basically [9]. The symbol $\mu$ and $\sigma$ are mean and
TABLE V
MEASURED AUROC FOR EACH MODEL AND HYPERPARAMETER. THE BOLD TEXT MEANS THE BEST PERFORMANCE FOR EACH MODEL.

| Model   | Kernel size | Learning rate | AUROC       |
|---------|-------------|---------------|-------------|
|         | 5e-3        | 1e-3          | 5e-4        |
| FARED   | -           | 0.92721       | 0.92738     |
| AE      | 3           | 0.64268       | 0.96194     |
|         | 5           | 0.73861       | 0.87737     |
|         | 7           | 0.54659       | 0.68220     |
| VAE     | 3           | 0.99420       | 0.99676     |
|         | 5           | 0.97781       | 0.98609     |
|         | 7           | 0.66270       | 1.00000     |
| HP-GAN  | 3           | 0.69491       | 0.96834     |
|         | 5           | 0.76660       | 0.94231     |
|         | 7           | 0.68356       | 0.86918     |
| NCAE    | 3           | 0.95417       | 1.00000     |
|         | 5           | 0.99684       | 0.97773     |
|         | 7           | 1.00000       | 0.98069     |

V. CONCLUSION
In this study, we propose a high-efficiency road surface anomaly detection model based on vehicle driving noise. The proposed model, NCAE, is composed of a non-compressional form instead of a bottleneck structure. NCAE does not need to construct both encoder and decoder for compression and reconstructing purposes. Moreover, there is no need to stack the layers deeply because there is no need to restore elaborately from the compressed lower-dimensional information to the original higher-dimension.

As a result, the amount of parameters is reduced to a minimum of 24.870% and a maximum of 4.144% level compared to previous models. Thus, the computational cost is also reduced from a minimum of 22.998% to a maximum of 4.551% compared to others. Through experiments, the anomaly detection performance of NCAE is improved by at least 1.23% to up to 7.72% compared to others. Also, the inference time is reduced at least 7.56% and up to 73.02%. Thus, we conclude NCAE is state-of-the-art architecture for sound-based road surface anomaly detection.

We will consider collecting more types of road anom-
lies, such as ice conditions, and we will conduct more anomaly detection experiments. On the other hand, we need to develop an automated method for discarding non-vehicle noise in future work. For the above method, developing an algorithm to classify each event can be considered. We can also consider researching a technique to reduce unnecessary noise or giving attention to important noise.
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