Energy-twisted boundary condition and response in one-dimensional quantum many-body systems
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Condensed matter systems are characterized by their responses to various background fields. For example, electrical conductivity is a (linear) response to an applied electric field. More formally, the system can be gauged electrical conductivity is a (linear) response to an applied electric field. More formally, the system can be gauged to arbitrary background fields. More formally, the system can be gauged.

The electrical response is far from the complete characterization of the system. In particular, for charge-neutral systems or particle number non-conserving systems, we need to seek other responses. For example, thermal transport can be well-defined and investigated for generic systems. Luttinger [1] identified the gravitational field (gravitoelectric field) as a proper static background field to formulate the linear response for thermal transport. (This is based on the Tolman-Ehrenfest effect, which is similar to the Unruh effect.) This formalism allows us to study thermal transport in much the same way as electrical transport.

In this paper, we will further pursue parallelism between thermal and electrical response. In particular, we seek an analogue of the twisted-boundary-condition formalism a la Kohn and Thouless [2–4]. In this approach, the system’s sensitivity to the twisted boundary condition – the boundary condition twisted by the particle number conserving U(1) phase rotation – is related to the electrical transport. In this paper, we will discuss the boundary condition twisted by energy, which we call the energy-twisted boundary condition. Following the analogy, the sensitivity of the system to the energy-twisted boundary condition is expected to capture the system’s transport properties.

For the case of electrical transport, twisting the boundary condition by U(1) phase is gauge equivalent to introducing bulk background U(1) gauge field. In particular, the bulk U(1) gauge field can be completely uniform (homogeneous). Similarly, in relativistic theories, the energy-twisted boundary condition can be thought of as a change in the background metric – we introduce the background graviphoton field [5, 6]. This is equivalent to put the system in an accelerated frame. However, our formalism, the energy-twisted boundary condition, can be applied to any lattice quantum many-body systems, as far as energy is conserved – we can “accelerate” or “boost” lattice quantum many-body systems by using the energy-twisted boundary condition.

While the equivalence between the energy-twisted boundary condition and the bulk background metric may not hold for lattice quantum many-body systems in general, we will discuss an analogue of the bulk formulation for the case of integrable lattice quantum many-body systems. Concretely, we will discuss the so-called boost deformation for integrable lattice quantum many-body systems. In this paper, we will be mostly interested in (1+1)D systems, defined on a spatial circle (ring). The twisted boundary condition, twisted either by U(1) or by energy, can be thought of as arising from magnetic or gravitomagnetic flux threading through the ring. For the case of U(1), this is the setting where we can discuss persistent electrical current [7], related to the Aharonov-Bohm effect. With energy-twisted boundary condition, we can also discuss a gravitational analogue of persistent current. Just like the persistent current is based on the Aharonov-Bohm effect, the thermal/gravitational analogue can be thought of as related to the Sagnac effect [8]. The Aharonov-Bohm effect and the persistent current is periodic in the unit of flux quantum. When the threaded flux is an integer multiple of the flux quantum, the Hamiltonian is equivalent to the Hamiltonian without magnetic flux, as one can find a large gauge (unitary) transformation which brings one into the other. While it is rarely discussed, there is a similar periodicity for the
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Sagnac effect, and for the gravitational persistent current. It is related to the large diffeomorphism (modular transformation) of the spacetime torus.

The rest of the paper is organized as follows. In Sec. II, we first recall the twisted boundary condition by \( U(1) \) phase and its relation to the Drude weight and Meissner stiffness. Subsequently, we consider the generalization, the boundary condition twisted by time-translation symmetry. We then introduce the thermal version of the Drude weight and Meissner stiffness. The precise prescription for the energy-twisted boundary condition is discussed by using the tensor network representation of the transfer matrices. In addition, one can formulate the bulk perspective using the so-called boost deformation in integrable systems. In Sec. III, we present the calculation of the Meissner stiffness for \((1+1)D\) CFT and for the transverse-field Ising model. In Appendix C, we also present the calculation of the Meissner stiffness for \((1+1)D\) disordered free fermion models by using the transfer matrix method. In Sec. IV, we take a closer look at the integrable boost deformation, by first focusing on the free fermion chain. We will show that the boost deformation can be solved in terms of the inviscid Burgers equation. We also study the boost deformation for the XXZ model, and its thermal response, in particular, the nonlinear thermal Drude weights. Finally, we conclude in Sec. V.

II. ENERGY-TWISTED BOUNDARY CONDITION

A. \( U(1) \) twisted boundary condition, persistent current, Drude weight and Meissner stiffness

Any symmetry in quantum field theories can be twisted. This is so in particular for unitary on-site symmetries. By twisting, we here mean twisting boundary conditions by symmetries. (One can also introduce symmetry twist defects, which are closely related.) Of interest to us in this paper is twisting boundary conditions by symmetries. (One can also introduce symmetries. By twisting, we here mean twisting boundary conditions by symmetries. Before discussing twisting by energy, let us start, as a warm-up, with a more familiar example of twisting by continuous \( U(1) \) symmetry.

To be specific, let us consider a lattice fermion system defined on a finite one-dimensional lattice of length \( L \) with the periodic boundary condition (PBC). I.e., the system is defined on a spatial ring or circle. (The following discussion can easily be extended to systems defined on a \( d \)-dimensional spatial torus.) We use \( \psi_i(x) \) to denote a fermion annihilation operator located at a site \( x, \) \( i \) represents some internal degrees of freedom within unit cell (spin, orbitals, etc.). For general systems, the boundary condition can be twisted, i.e., we can consider a twisting boundary condition, \( \psi_i(x + L) = e^{i\phi} \psi_i(x) \), where \( \phi \) is a twisting phase (notice, however, that we have systems with conserved particle number in mind in the following to discuss conduction properties.) By using the generator of \( U(1) \), i.e., the total charge (total fermion number operator), \( Q = \sum_x \sum_i \psi_i^\dagger(x) \psi_i(x) \), this boundary condition can be written as

\[
\psi_i(x + L) = G_\phi \psi_i(x) G_\phi^{-1}, \quad G_\phi = e^{i\phi Q}. \tag{1}
\]

As is well known, such twisting boundary condition can be realized by the Aharonov-Bohm effect, i.e., by putting magnetic flux through a non-trivial cycle of the circle. Such magnetic flux may be introduced by a constant background gauge potential, e.g., \( A(x) = \phi/L \). This gauge potential enters into the hopping elements: \( \psi_i^\dagger(x + 1)e^{i\phi/L}\psi_i(x) + h.c. \). By a gauge transformation, \( \psi_i(x) \to e^{i\phi x/L} \psi_i(x) \), one can remove the background vector potential, \( \psi_i^\dagger(x + 1)e^{i\phi/L}\psi_i(x) \to \psi_i^\dagger(x + 1)\psi_i(x) \), except at the boundary of the system: \( \psi_j^\dagger(1)e^{i\phi/L}\psi_j(L) \to \psi_j^\dagger(1)e^{i\phi/L}\psi_j(L) = \psi_j^\dagger(1)G_\phi \psi_j(L)G_\phi^{-1}. \) After this gauge transformation, only the link connecting the ends at \( x = 1 \) and \( x = L \) has a phase factor \( e^{i\phi} \).

The twisted boundary condition (1) can immediately be generalized to any unitary on-site symmetries by simply replacing \( G_\phi \) by the unitary operator implementing the symmetry. It can also be generalized to non-on-site symmetries \([9, 10]\), and to antiunitary symmetries (time-reversal symmetry) \([9, 10]\). These twisting are useful, e.g., to detect symmetry-protected topological phases.

With the twisted boundary condition, we can now discuss the system’s response to the \( U(1) \) twist, and associated quantities that measure the response \([2, 11–15]\). (Here, we follow the notation of \([14]\).) First, when the boundary condition is twisted by a \( U(1) \) phase, \( \psi_i(x + L) = e^{i\phi} \psi_i(x) \), inversion symmetry is broken and a finite electric current, the persistent current,

\[
J = \frac{dF}{d\phi} = L \sum_n e^{-\beta E_n} \frac{dE_n}{Z} \frac{d\phi}{\phi}, \tag{2}
\]

flows in the ground state, where \( E_n(\phi) \) is the many-body eigenenergy as a function of the twisted \( U(1) \) phase, \( Z = \sum_n e^{-\beta E_n} \) is the partition function, and \( F = -\beta^{-1} \ln Z \) is the free energy. By taking the second derivative with respect to the \( U(1) \) phase \( \phi \), we can measure the stiffness of a system against the \( U(1) \) twist. There are two similar but different quantities, the Drude weight (charge stiffness) \( \bar{D} \) and the Meissner stiffness \( D \). They are defined, respectively, by

\[
\bar{D} = \frac{L}{2} \sum_n e^{-\beta E_n} \frac{d^2 E_n}{d\phi^2} \Big|_{\phi=0}, \tag{3}
\]

\[
D = \frac{L}{2} \frac{d^2 F}{d\phi^2} \Big|_{\phi=0}. \tag{4}
\]

In transport theory of free fermions, the Drude weight describes the singular part of the ac electric conductivity \( \sigma(\omega) \) at zero frequency \( \omega = 0 \),

\[
\text{Re} \sigma(\omega) = 2\pi \bar{D} \delta(\omega) + \sigma_{\text{reg}}(\omega). \tag{5}
\]
On the other hand, the Meissner stiffness measures the superfluid density and describes the boundary-U(1)-phase dependent part of the ac conductivity as

$$\sigma(\omega) \approx \frac{2iD}{\omega + i\delta} + \sigma_{KG}(\omega).$$

The second term of the right-hand side is the Kubo-Greenwood formula of the ac conductivity.

In the limit of $L \to \infty$ and then $T \to 0$, the Drude weight is a measure of metallicity [2], and the Meissner stiffness is that of superconductivity [12], that is, $D = \bar{D} = 0$ in insulators, $D = 0, \bar{D} \neq 0$ in metals, and $D = \bar{D} \neq 0$ in superconductors. The coincidence of the two stiffnesses occurs when the energy gap is present [12]. In the limit of $L \to \infty$ but at a finite temperature, $\bar{D}$ is a measure of ballistic conduction or integrability [16–19], while $D = 0$ in one dimension. As for a finite-size system, there is typically an energy gap above the ground state. Thus, at $T \to 0$, the Drude weight and the Meissner stiffness coincide provided there is no ground state degeneracy [13].

### B. Energy-twisted boundary condition

We shall now generalize the above line of thinking to time translation symmetry. Following (1), we are interested in the “energy-twisted” boundary condition,

$$\psi_i(x + L) = e^{aH} \psi_i(x) e^{-aH},$$

where $H$ is the Hamiltonian, and $a$ is a parameter.

To give a precise meaning of (7), we can switch to the imaginary-time (Euclidean) path-integral language, where the energy-twisted boundary condition can be introduced, in terms of the spacetime field, as

$$\psi_i(x + L, \tau) = \psi_i(x, \tau + a),$$

where $\tau$ is the imaginary time. We should note that the imaginary time is periodic, with the periodicity given by the inverse temperature $\beta$, $\tau \equiv \tau + \beta$. Accordingly, while not apparent in (7), there is a periodicity in the twist parameter $a$ with the periodicity, $a \equiv a + \beta$, much the same way as the $U(1)$ twisted boundary condition is periodic with periodicity given by the flux quantum, $2\pi = 2\hbar c/|q|$ where $\hbar = c = 1$ and we choose the charge of the matter field to be one, $|q| = 1$. We will call the boundary condition of type (7) or (8) as energy-twisted boundary condition. We will also work with the rescaled version of $a$,

$$\kappa = \frac{a}{L},$$

in terms of which the periodicity condition is given by $\kappa \equiv \kappa + \beta/L$.

It is also useful to consider discretized imaginary time and the transfer matrix, as commonly done in lattice quantum many-body systems. The energy-twisted boundary condition can then be conveniently introduced when we have a matrix-product-operator representation of the (column-to-column) transfer matrix. If we discretize the imaginary-time direction into $M$ lattice sites, $\beta = \Delta \tau \times M$, the partition function can be written in terms of the row-to-row transfer matrix $V \sim e^{-\Delta \tau H}$ as $Z = Tr[V^M]$. When the system’s transfer matrix is represented in terms of a matrix product operator, the partition function on the torus is then given in terms of a tensor-network, as depicted in Fig. 1. The partition function can be alternatively written in terms of the column-to-column transfer matrix $W$,

$$Z = Tr[V^M] = Tr[W^L].$$

Now, we distort this spacetime lattice, and consider the partition function on the twisted torus (Fig. 1 right). This can be achieved by “reconnecting” the relevant links, located between $x = L$ and $x = 1$. This reconnection implements a discrete version of the energy-twisted boundary condition. We note that twisted spatial tori have been discussed in the context of topological order [20, 21] and Lieb-Schultz-Mattis type theorems [22, 23].

Viewing the horizontal direction as a fictitious time direction, this may be viewed as an insertion of an operator in the column-to-column picture

$$Z_{\text{twist}}(a) = Tr[W^L S^a],$$

where $S$ is the unit shift operator in time direction, that shifts the temporal coordinate by $\Delta \tau$. The twist parameter $a$ here is an integer. We note when $a = M, S^M = I$, and hence the twisted partition function is periodic in $a$, $Z_{\text{twist}}(a + M) = Z_{\text{twist}}(a)$.

### C. Energy-twisted boundary condition and deformation in integrable systems

While the above prescription to introduce energy-twisted boundary condition is generic, we now turn our attention to integrable lattice systems and quantum field theories in (1+1) dimensions. There, the energy-twisted boundary condition can be implemented without breaking their integrability. Integrability of these models also allows us to consider their boost deformations – bulk deformations of the models without breaking integrability.
Boost deformation is to energy-twisted boundary condition what bulk $U(1)$ gauge field is to $U(1)$ twisted boundary condition. Namely, boost deformations provide a bulk background “gauge field” corresponding to the energy-twisted boundary condition.

Let us now briefly review the boost deformation in integrable $(1+1)$D lattice quantum many-body systems, by first using the set of conserved charges, and then by using the coordinate Bethe ansatz. The latter description makes its connection to the energy-twisted boundary condition clear, while in the former we have a bulk description in terms of a deformed Hamiltonian.

We recall that integrable spin chains come with an infinite tower of commuting charges $\{Q_r\}$, $[Q_r, Q_s] = 0$ ($r, s = 2, 3, \ldots$), the existence of which is the manifestation of the integrability. Among the conserved charges is the Hamiltonian of the spin chain, $H = Q_2$. Ref. [24] introduced one parameter deformations of generic integrable quantum spin chains. Starting from the infinite tower of commuting charges $\{Q_r\}$ of the original short-range spin chain, the scheme introduced in Ref. [24] continuously deforms the conserved charges $\{Q_r\} \rightarrow \{Q_r(\lambda)\}$ where $\lambda$ is the deformation parameter. Under such deformation, the integrability is maintained, i.e., $[Q_r(\lambda), Q_s(\lambda)] = 0$, but the deformed charges are long-ranged. One of the examples of the deformations is the so-called $TT$ deformation [25]. Of our interest here is the boost deformation, which is defined, for the second conserved charge (the Hamiltonian), by

$$\frac{dQ_2(\lambda)}{d\lambda} = i[\mathcal{B}[Q_2(\lambda)], Q_2(\lambda)].$$

Here, $\mathcal{B}[Q_2(\lambda)]$ is the boost operator for the charge $Q_2$ and defined by

$$\mathcal{B}[Q_2] = \sum_x x Q_2(x),$$

where $q_2(x)$ is the density of $Q_2$, $Q_2 = \sum_x q_2(x)$. The boost-deformed Hamiltonian $Q_2(\lambda) = H(\lambda)$ is an analogue of the Hamiltonian $H(\phi)$ in the presence of background $U(1)$ gauge field $A(x) = \phi/L$ discussed in Sec. II.A. As will be seen in Eq. (30), the parameter $\lambda$ can be identified with the parameter $a, \kappa$ introduced in Sec. II as

$$i\lambda = \kappa,$$

i.e., an analytic continuation of $\kappa$. We note that the flow equation (12) for real $\lambda$ keeps the conserved charges hermitian, while the operator twisting the boundary condition in (7) is non-unitary when $a$ and $\kappa$ are real.

In the above the boost deformation is conveniently described for infinite systems. It is however possible to discuss integrability and the deformation for finite chains. There, we need to worry about the compatibility between the long-range nature of the deformed conserved charges, and the finite size of the system with a boundary condition. As long as the range of a conserved charge of interest does not exceed the length of the chain $L$, one can formulate the Bethe ansatz equations, and expect that they give the correct spectrum for this particular charge. The Bethe ansatz equations we use here are asymptotic ones, valid for large enough $L$.

Let us consider, as an example, the $S = 1/2$ XXZ spin chain

$$H = J \sum_{x=1}^{L} (S^x_{x} S^x_{x+1} + S^y_{x} S^y_{x+1} + \Delta S^z_{x} S^z_{x+1}) = -\frac{LJ\Delta}{2}. $$

(15)

In the following, we will assume $L$ to be even, and $J > 0$ and $-1 < \Delta < 1$. We parameterize the anisotropy $\Delta$ as $\Delta = \cos \gamma$. The coordinate Bethe ansatz for a state containing $N$ “particles” with (quasi) momenta $p_1, \ldots, p_N$ is given by

$$|\psi_N\rangle = \sum_{x_1 < x_2 < \ldots < x_N} \prod_{j>k} f(v_{\sigma_j} - v_{\sigma_k}) \prod_{j=1}^{N} e^{i\bar{p}_{\sigma_j} x_j} S_{x_j}^– \cdots S_{x_N}^– |\uparrow \cdots \uparrow\rangle, $$

(16)

where $S_N$ is the symmetric group of degree $N$ and $S_{x_j}^– = S_{x_j}^z - iS_{x_j}^y$. Here, we introduce the rapidity variable $v_j$, $e^{ip_j} = e^{i\bar{p}_{v_j}} = \frac{\sinh \gamma (v_j + i)}{\sinh \gamma (v_j - i)}$, and $f(v)$ is related to the $S$-matrix and the phase shift,

$$S(v) = e^{i\delta(v)} = -\frac{\sinh \gamma (v + 2i)}{\sinh \gamma (v - 2i)}, $$

(17)

(18)

by $S(v) = f(v)/f(-v)$. The energy for the state (16) is given by

$$E = \sum_{j=1}^{N} \bar{h}(v_j) = \sum_{j=1}^{N} \frac{2J \sin^2 \gamma}{\cos \gamma - \cosh (\gamma v_j)}.$$  

(19)

Requiring PBC, we obtain the Bethe ansatz equations

$$e^{i\bar{p}_{v_j}} L = \prod_{k(\neq j)} S(v_j - v_k), \quad j = 1, \ldots, N, $$

(20)

that determine the quasi momenta.

The boost deformation results in the change in momentum $p(v_j) \rightarrow p_{\lambda}(v_j)$ [24]. We can then consider the modified Bethe ansatz equations

$$e^{i\bar{p}_{\lambda}(v_j)} L = \prod_{k(\neq j)} S(v_j - v_k). $$

(21)

As mentioned above, these Bethe ansatz equations are asymptotic ones, valid for large enough $L$. In Ref. [26], it was shown that, in infinite volume, the deformed momentum $p_{\lambda}$ depends linearly on $\lambda$,

$$p_{\lambda}(v_j) = p_{\lambda=0}(v_j) + \lambda h(v_j), $$

(22)

which is an input to the Bethe ansatz equations.
D. Thermal response

In analogy to the $U(1)$ case, we expect that the energy-twisted boundary condition and deformation (12) is related to thermal transport. The commutator of the Hamiltonian with the boost operator (the right-hand side of (12) when $r = 2$) is the energy current operator, which is an integral of motion in integrable models. The persistent heat current (an analogue of the persistent charge current) flowing in the ground state of a boost-deformed Hamiltonian is thus

$$J^Q = -\left\langle \frac{dQ_2}{d\lambda} \right\rangle = -\sum_n e^{-\beta E_n} \frac{dE_n}{Z} d\lambda = -\frac{dF}{d\lambda}. \quad (23)$$

From the linear response theory, we can define the thermal Drude weight [14], which is the zero-frequency singularity part of the ac thermal conductivity

$$\text{Re} \kappa(\omega) = \frac{2\pi \bar{D}^Q}{T} \delta(\omega) + \kappa_{\text{reg}}(\omega), \quad (24)$$

and the thermal version of the Meissner stiffness [14], which is the contribution to the thermal conductivity besides the Kubo-Greenwood part [1]

$$\kappa(\omega) = \frac{2i \bar{D}^Q}{T(\omega + i\delta)} + \kappa_{\text{KG}}(\omega). \quad (25)$$

Notice that the definition of these quantities is due to [14], which may be different from other references by $T$ and a constant. As expected, the thermal Drude weight and Meissner stiffness of free fermions are identified with the second derivatives of the energy and free energy, respectively, with respect to the boost-deformation parameter $\lambda$ as

$$\bar{D}^Q = \frac{1}{2L} \sum_n \frac{e^{-\beta E_n} d^2E_n}{Z} \bigg|_{\lambda=0}, \quad (26)$$

$$D^Q = \frac{1}{2L} \frac{d^2F}{d\lambda^2} \bigg|_{\lambda=0}. \quad (27)$$

(see Appendix D).

At a finite temperature, the thermal Meissner stiffness is zero unless superconducting [14]. The thermal Drude weight has been studied in 1d quantum systems in [27–32]. [Specifically, see (43).]

III. ENERGY-TWISTED BOUNDARY CONDITION AND THERMAL MEISSNER STIFFNESS

In this section, we consider the energy-twisted boundary condition in (1+1)D CFT and lattice many-body systems, and calculate the thermal Meissner stiffness.

FIG. 2. The spacetime torus with the energy-twisted boundary condition. (Here, we set the velocity to be one, $v = 1$, for simplicity.)

A. (1+1)D CFT

Let us start with a simple example, the (1+1)D chiral Dirac fermion theory,

$$H = \int_0^L dx \psi \mathcal{H} \psi, \quad \mathcal{H} = -iv\partial_x, \quad (28)$$

where $\psi(x)$ is a complex fermion field operator, and $v$ is the Fermi velocity. The single-particle eigen functions are given by $f_p(x) = e^{ipx}/\sqrt{L}$ with the single-particle energy $\varepsilon(p) = vp$, $\mathcal{H}f_p(x) = \varepsilon(p)f_p(x)$. Requiring the regular (unboosted) PBC leads to the quantization of $p$, $p = 2\pi/L \times \text{integer}$. The energy-twisted boundary condition can be imposed by requiring

$$f_p(x + L) = e^{ipL} f_p(x) = e^{i\kappa p L} f_p(x), \quad (29)$$

where $\kappa$ is the twist parameter. Thus, $p$ is quantized as

$$(p + i\kappa \varepsilon(p))L = 2\pi n, \quad n \in \mathbb{Z}, \quad \Rightarrow p = \frac{2\pi n}{1 + i\kappa \varepsilon(p) L}. \quad (30)$$

This equation should be compared with (21) with $i\lambda = \kappa$.

We now consider the partition function in the presence of energy-twisted boundary condition. In relativistic systems this can be incorporated by introducing graviphoton field in the background metric (Appendix A). For 2-torus, the twist can be incorporated by modifying the modulus. For the untwisted case, the partition function is

$$Z = \text{Tr} e^{-\beta H} = \text{Tr} q^{L_0 - c/24}, \quad (31)$$

where $L_0$ is the Virasoro generator, $c = 1$ is the central charge, and $q$ is given by

$$q = e^{2\pi i \tau} = e^{-\frac{2\pi i \beta}{L}}. \quad (32)$$

With (30), the partition function in the presence of the twist is given by $Z = \text{Tr} q^{L_0 - c/24}$, where $q$ is now given by

$$q = e^{2\pi i \tau} = e^{-\frac{2\pi i \beta}{1 + i\kappa \varepsilon(p) L}}. \quad (33)$$
Namely, the modulus changes from the untwisted to twisted case as
\[ \tau = \frac{i v \beta}{L} \rightarrow \frac{i v \beta}{L} \frac{1}{1 + i v \kappa}. \]  
(34)
Recall that the modulus is the ratio of two periodicities \( \omega_1 \) and \( \omega_2 \) on the complex plane, \( \tau = \omega_2/\omega_1 \). After the twist, \( \omega_1 \) is changed as \( L \rightarrow L + i L \kappa \), while \( \omega_2 = iv \beta \) remains unchanged (Fig. 2). When \( \kappa = \beta/L \), (34) is nothing but the modular transformation \( TST \),
\[ \tau \rightarrow \frac{\tau}{1 + \tau}, \]  
(35)
where \( T : \tau \rightarrow \tau + 1 \) and \( S : \tau \rightarrow -1/\tau \) are the generators of the modular group \( SL(2,\mathbb{Z})/\mathbb{Z}_2 \): \( \tau \rightarrow (a \tau + b)/(c \tau + d) \) \((a, b, c, d \in \mathbb{Z})\). The modular transformation leaves the spacetime torus unchanged (it acts as a large diffeomorphism), and hence the spacetime at \( \kappa \) and \( \kappa + \beta/L \) are equivalent.

Let us now consider the energy-twisted boundary condition in a generic \((1+1)D\) CFT using the formalism in Sec. II. In Lorentz invariant theories, row-to-row and column-to-column transfer matrices are essentially the same. The row-to-row transfer matrix is given in terms of the Hamiltonian \( H \) as \( V = \exp(-H) \). For a CFT placed on the spatial circle of circumference \( L \), \( H \) is given in terms of the Virasoro generators \( L_0 \) and \( \tilde{L}_0 \) and the central charge \( c \) as \( H = (2\pi v/L)(L_0 + \tilde{L}_0 - c/12) \). \((v \) is the velocity of the excitations and plays the role of the speed of light.\) The corresponding column-to-column transfer matrix is given by \( W = \exp(-H) \) where \( \bar{H} = (2\pi v/\beta)(L_0 + \tilde{L}_0 - c/12) \). The partition function can be written in two different ways, \( Z(\beta, L) = \text{Tr}_H e^{-\beta \bar{H}} = \text{Tr}_{\bar{H}} e^{-L \bar{H}} \), where \( H \) and \( \bar{H} \) are the CFT Hilbert space on a ring of circumference \( L \) and \( \beta \), respectively. Introducing the moduli as
\[ \tau = \frac{i v \beta}{L}, \quad \tilde{\tau} = -\frac{iv \beta}{L}, \]  
(36)
the partition function can be written as
\[ Z(\beta, L) = \text{Tr}_H e^{2\pi i \tau(L_0 - c/24)} e^{-2\pi i \tilde{\tau}(L_0 - c/24)} = \text{Tr}_{\bar{H}} e^{2\pi i \tilde{\tau}(L_0 - c/24)} e^{-2\pi i \tau(L_0 - c/24)}. \]  
(37)

To introduce the energy twist, we modify the moduli as
\[ \tau = \frac{i v \beta}{L} \rightarrow \frac{i v \beta}{L} \frac{1}{1 + i v \kappa}, \]  
(38)
\[ \tilde{\tau} = \frac{i v \beta}{L} \rightarrow \frac{i L}{v \beta} (1 + i v \kappa). \]

The energy-twisted partition function is invariant under \( \tilde{\tau} \rightarrow \tilde{\tau} + n \) or \( L \kappa \rightarrow L \kappa + n \beta \), where \( n \) is an integer.

The energy-twisted partition function in the low-temperature limit, \( v \beta/L \rightarrow \infty \), can be evaluated as
\[ Z(\beta, L) \sim e^{2\pi i \tau(h - \bar{h})} e^{-2\pi i \tilde{\tau}(h - \bar{h})}, \]  
\[ (-1/\beta) \ln Z \sim \frac{(c - 24 h) \pi v}{6 L(1 + v^2 \kappa^2)}. \]  
(39)

Here, \( h \) denotes the (rescaled) ground state energy. The thermal Meissner stiffness in the low-temperature limit converges to
\[ D^Q(T = 0) \sim -\frac{(c - 24h) \pi v^3}{6 L^2}. \]  
(40)
This quantifies the variation of the ground state energy in response to the energy-twisted boundary condition. According to Appendix D 1, \( D^Q(T = 0) \) agrees with the same limit of the thermal Drude weight \( D^Q(T = 0) \) due to the presence of a finite-size gap and the uniqueness of the ground state. As an example, the twisted free energy of the Ising CFT is plotted in Fig. 3. The behavior near \( \kappa = 0 \) matches with (39) with \( h = 0 \).

Between \( L \kappa/\beta = 0 \) and 1, the free energy at low temperature has smaller Lorentzian peaks
\[ F \sim -\frac{(c - 24h) \pi v}{6 q^2 L(1 + v^2 \kappa^2)}. \]  
(41)
at \( L \kappa/\beta = p/q + L \delta \kappa/\beta \), where \( p \) and \( q \) are mutually coprime integers and \( \delta \kappa \) is a small deviation from \( p/q \) (see Fig. 3). Specifically, a peak at \( L \kappa/\beta = 1/2 \) is 1/4 the height at \( \kappa = 0 \), peaks at \( L \kappa/\beta = 1/3 \) and 2/3 are 1/9 the height at \( \kappa = 0 \), and so on. These peaks have the same origin as the fidelity after a quantum quench in CFT [33]. The quench dynamics at a time \( t \) are traced by a modulus \( \tau = v(\beta + t)/L \), which is related to our twist by the \( S \)-modular transformation and interchanging \( \beta \) and \( L \). As a result, the fidelity has more peaks at higher temperature, while the energy-twisted free energy has more peaks at lower temperature.

Following [33], the formula (41) can be derived as follows. A successive application of modular transformations \( ST^{n_0} ST^{n_1} \cdots ST^{n_k} \) maps a modulus \( \tau = q/p \) to \( \tau = 0 \), where \( n_0, \cdots, n_k \) are integers appearing in the continued fraction of \( p/q \) as
\[ \frac{p}{q} = \frac{n_0}{n_1 - \frac{1}{n_2 - \cdots}}. \]  
(42)
By the same modular transformation, a modulus $\tau = iv\beta/(L + iv(p/q)\beta + iv\delta\kappa)$ is mapped to $\tau \simeq iq^2 L(1 + iv\delta\kappa)/v\beta$ when $v\beta/L \gg 1$, which relates the behavior around $L\kappa/\beta = p/q$ with that around $\kappa = 0$. Finally, performing the $S$ transformation again, the free energy (41) is obtained, provided $v\beta/L \gg q^2$ and $L\kappa \ll \beta$.

On the other hand, high-temperature ($v\beta/L \ll 1$) behavior can be addressed provided the modular invariance is present. From (37), we obtain $D^Q \sim 0$, which agrees with [14]. Notice that high temperature in CFT indicates a temperature regime that is much higher than the energy-level spacing. At high temperature in CFT but, simultaneously, sufficiently lower than other energy scales, such as the band width or Ising coupling, the thermal Drude weight estimated from the heat current has been reported [29, 31], and is given by

$$D^Q = \frac{(c - 24h)\pi vT^2}{6}. \quad (43)$$

B. The transverse-field Ising model

While in the above we demonstrated the basic ideas using (1+1)D CFT as an example, it is interesting to apply the idea to broader systems, which do not have conformal symmetry nor Lorentz invariance. Here, we consider the transverse-field Ising model

$$H = \sum_{i=1}^{L} \left(-J\sigma_i^x\sigma_{i+1}^x - h\sigma_i^z\right), \quad (44)$$

satisfying PBC ($\sigma_{L+1} = \sigma_1$). The Ising coupling favors a ferromagnetically ordered phase ($J > h$), and the transverse field favors a disordered (paramagnetic) phase ($J < h$). These phases are related to each other by an order-disorder duality transformation [34]. The phase transition between them occurs at $h/J = 1$ (the self-dual point), at which the low-energy properties are described by the Ising CFT [35].

We use the transfer matrix formalism introduced in Sec. II to calculate the response to the energy-twisted boundary condition. Some details can be found in Appendix B. The twisted free energy $F(\kappa) = -\beta^{-1}\ln Z(\kappa)$ is evaluated numerically for a ring of perimeter $L = 10$. Here, we fix the Ising coupling by $J = 1$. The free energy at the critical point ($h = J = 1$) agrees with the CFT result (Fig. 4 bottom left). The free energy has a period of $\kappa = L\kappa$ and the peaks of the free energy become clear as the temperature is lowered. The free energy changes non-monotonically as a function of the twist parameter $\kappa$, which is in stark contrast to a monotonically varying free energy of electrons under the $U(1)$ twist within a single quantum flux, exhibiting a saw-tooth shape. The free energy shifted by a suitable constant is plotted.

Away from the critical point, we can see that the free energy variation decays rapidly due to the stiffness of the order (Fig. 4 bottom right). In addition, the free energy peaks besides $L\kappa/\beta = (\text{integer})$ fade out even at low temperature. The peak height at these points is no longer related to that at the origin as it is at the critical point. This would be a signature of the deviation of the theory from the Ising CFT. The free energy profile obeys the duality of the model, that is, $h/J < 1$ in the ferromagnetic phase and $h'/J' = (h/J)^{-1} > 1$ in the paramagnetic phase have the same response against the twist.

In Appendix C, we consider yet another lattice model, the 1d disordered free fermion model(s), and discuss the thermal Meissner stiffness.

IV. BOOST DEFORMATION IN INTEGRABLE SYSTEMS

In this section, we discuss the boost deformation in (1+1)D integrable lattice systems. In particular, we first look at the free fermion model in detail and show that the boost deformation leads to the Burgers equation of the single-particle dispersion. We then turn to the XXZ model, and, by using the boost-deformed Bethe ansatz equations, calculate the ground state energy as a function of the boost parameter, and the thermal Drude weight.
A. The free fermion model

a. The boost deformation and the inviscid Burgers equation

We start from the (undeformed) tight-binding model on a 1d lattice \((x \in \mathbb{Z})\), \(H = -\sum_x (c_x^d c_{x+1} + h.c.)\), which defines the initial condition \(Q_2(\lambda = 0) = H\) of the boost deformation (12). It is straightforward to verify that the Hamiltonian (the second charge) stays quadratic during the boost deformation. Hence, we represent the Hamiltonian and the corresponding boost operator as

\[
Q_2(\lambda) = \sum_{x,z} t_z(\lambda) c_x^d c_{x+z},
\]

\[
B[Q_2(\lambda)] = \sum_{x,z} (x + z/2) t_z(\lambda) c_x^d c_{x+z},
\]

where the set of \(\lambda\)-dependent coefficients \(t_z(\lambda)\) parameterize the boost-deformed Hamiltonian with the initial condition \(t_z(\lambda = 0) = -\delta_{1,z} - \delta_{-1,z}\). In terms of the coefficients \(t_z(\lambda)\), the flow equation of the boost deformation (12), reduces to

\[
\frac{dt_z(\lambda)}{d\lambda} = -\frac{i z}{2} \sum_w t_w(\lambda) t_{z-w}(\lambda).
\]  

(46)

Starting from the nearest neighbor tight-binding model \(Q_2(\lambda = 0)\), the boost deformation (12) (or the coupled ODE (46)) generates a longer-range hopping Hamiltonian \(Q_2(\lambda)\). For a given \(\lambda\), we consider a large enough chain of length \(L\), and impose PBC. By the Fourier transform \(c_x = L^{-1/2} \sum_k e^{ikx} \hat{c}_k\), \([k = 2\pi (integer)/L]\), the Hamiltonian in momentum space is \(H(\lambda) = \sum_k f(\lambda, k) \hat{c}_k^\dagger \hat{c}_k\), where the energy dispersion \(f(\lambda, k)\) is given by the Fourier transform of \(t_z(\lambda)\):

\[
f(\lambda, k) := \sum_w e^{iwk} t_w(\lambda).
\]

(47)

From the perspective from the coupled ODE (46), the dispersion \(f(\lambda, k)\) can be considered as the “generating function” of the coefficients \(t_z(\lambda)\). So far as the generating function is differentiable with respect to \(k\), it obeys a PDE, the inviscid Burgers equation

\[
\frac{\partial f}{\partial \lambda} + f \frac{\partial f}{\partial k} = 0,
\]

(48)

which can be derived from (46).

The inviscid Burgers equation has a formal solution derived by the method of characteristics [36]. The eigenenergy contour in the \(\lambda-k\) space is \(k = \lambda f(\lambda = 0, k_0) + k_0\) that emanates from a point \((\lambda, k_0) = (0, k_0)\). This equation indicates how an initial state with a momentum \(k_0\) and an eigenenergy \(f(0, k_0)\) evolves by fixing the eigenenergy. A state of \((k, f(\lambda, k))\) on the dispersion relation moves along the momentum direction at a speed of \(f(\lambda, k) = f(0, k_0)\). Thus the deformed dispersion relation is obtained by tilting the energy axis by arctan \(\lambda\). The Hamiltonian can be deformed until the dispersion relation becomes singular, where the slope of the dispersion relation diverges. Beyond this point, the generating function is no longer differentiable (the formation of the shock wave by the terminology of the hydrodynamics).

When the generating function is not differentiable with respect to \(k\), it obeys an integro-differential equation

\[
\frac{\partial}{\partial \lambda} \int dk e^{-ikw} f(\lambda, k) = \frac{1}{2} \int dk \frac{\partial}{\partial k} f(\lambda, k)^2.
\]

(49)

Solutions to (49) are known as weak solutions to the inviscid Burgers equation (48). We should regard the weak solutions as the genuine generating function since the integro-differential equation (49) is equivalent to (46).

A non-differentiable solution to the inviscid Burgers equation can also be addressed by the inviscid limit of the Burgers equation, which is exactly solvable by the Cole-Hopf transformation. In general, the asymptotic solution of the Burgers equation in the inviscid limit becomes a linear dispersion \(f(\lambda, k) = (k - k_M) / \lambda\), where \(k_M\) satisfies \(f(0, k_M) = 0\) and \(\partial f(0, k_M) / \partial k > 0\).

Specifically, the dispersion of the deformed Hamiltonian is the solution of

\[
f(\lambda, k) = -2 \cos[k - \lambda f(\lambda, k)].
\]

(50)

The evolution of the dispersion relation is shown in the inset of Fig. 5 (bottom). Starting from \(f(0, k) =
FIG. 6. (Top) The ground state energy of the boost-deformed XXZ model with $L = 100$ for $\Delta = -0.1, 0, 0.1$ computed from the boost-deformed Bethe ansatz equations. Here $\delta E_0 = E_0(\lambda) - E_0(0)$. The inset shows the ground state energy of the boost deformed XXZ model for $-0.9 \leq \Delta \leq 0.9$ with step size of 0.1 from top to bottom. (Bottom) The size dependence of the thermal Drude weight (26) at zero temperature calculated using the Bethe ansatz equations (dots). Solid lines represent the CFT predictions (40).

$-2\cos k$, the shock wave is formed after $\lambda = 1/2$, where the slope at $k = -\pi/2$ diverges, and the dispersion relation converges to $f(\lambda, k) = (k - \pi/2)/\lambda$ ($k \in [-\pi/2, 3\pi/2]$).

b. The boost deformation, the thermal Drude weight, and the thermal Meissner stiffness The thermal Drude weight and the thermal Meissner stiffness of the lattice free fermion model calculated by (26) and (27) are plotted in Fig. 5. As shown in Appendix D3, the thermal Drude weight of a clean fermion system converges to $\pi v^2 T^2/6$ in the thermodynamic limit $L \to \infty$ at low temperature $T \ll 1$. The thermal Drude weight (and thermal Meissner stiffness) at $T = 0$ is consistent with the CFT result (40) by taking into account that a complex fermion is equivalent to two real fermions ($c = 1/2$) and that $2(c - 2\hbar) = -2$ for PBC ($h = 1/16$) and $2(c - 2\hbar) = 1$ for APBC ($h = 0$). However, notice that physical properties of a free fermion depends on the length modulo 4 (for details see Appendix D4).

B. The XXZ chain with boost deformation

We now turn to the boost deformation of the XXZ model (15). As outlined in Sec. II C, the boost deformation can be implemented in the Bethe ansatz equations. Specifically, we solve

$$L [p_1(v_j^+\lambda) + \lambda h(v_j^-)] - \sum_{k=1}^{N} p_2 (v_j^+ - v_k^+) = 2\pi I_j$$

with $p_n(v) = 2 \tan^{-1} \left( \frac{\tanh \frac{\pi v}{\lambda}}{\tan \frac{\pi v}{\lambda}} \right)$. Here, focusing on the ground state at half-filling, $N = L/2$, the quantum numbers in (51) are given by $I_j = -\frac{N-1}{2} + j - 1$. We then obtain the ground state energy $E(\lambda)$ as a function of the boost parameter (Fig. 6).

When $\Delta = 0$, we have checked that the calculation using the boost-deformed Bethe ansatz equations reproduces the free fermion result. We observe that for small $\lambda$, there is a “plateau-like” structure, whereas for larger $\lambda$, the ground state energy depends more sensitively on $\lambda$. At the free fermion point $\Delta = 0$, this change in the behavior of the ground state energy coincides with the formation of the shock wave in the dispersion at $\lambda = \pm 1/2$.

The finite-size scaling of the zero temperature thermal Drude weight is shown in the bottom plot of Fig. 6. Here, as we take the limit $\beta \to \infty$ before $L \to \infty$, the thermal Drude weight and thermal Meissner stiffness coincide. We can thus compare the result from the Bethe ansatz with the CFT prediction. Recalling (39), the ground state energy in the presence of boost at low temperature is

$$E = E_\infty - \frac{c \pi v_s}{6L(1 + v_s^2 \kappa^2)}.$$  

Here, $c = 1$ is the central charge and $v_s = \frac{\pi \sin \gamma}{\gamma}$ is the sound velocity. With the identification $i\lambda = \kappa$, we obtain the CFT prediction

$$\bar{D}_Q = \frac{1}{2L} \frac{d^2 E}{d\lambda^2} \bigg|_{\lambda=0} = \bar{D}_Q^\infty - \frac{c \pi v_s^2}{6L^2}.$$  

This is basically the same as (40). As shown in Fig. 6, the result from the Bethe ansatz agrees well with the CFT prediction, and converges to zero in the $L \to \infty$ limit as predicted [27].

Using our formalism, it is also possible to discuss the nonlinear thermal Drude weights. They can be defined, following the definition of the nonlinear spin Drude weights [37, 38], as

$$\bar{D}_Q^{(n)} = \frac{1}{L} \frac{d^{n+1} E}{d\lambda^{n+1}} \bigg|_{\lambda=0}, \quad n > 1.$$  

The results are shown in Fig. 7. From Fig. 7, we see that the CFT prediction still fits well the higher order nonlinear thermal Drude weight obtained from the Bethe ansatz, if we assume $\bar{D}_Q^{(n=3,5)} = 0$: the nonlinear thermal Drude weights also converge to zero at large system sizes.

Finally, we can also obtain the nonlinear thermal Drude weights at finite boost parameter $\lambda$, as shown in
Fig. 8. The nonlinear thermal Drude weights at zero temperature could be computed as

\[ \tilde{D}^{Q(n)}(\lambda) = \frac{1}{L} \frac{d^{n+1} E}{d\lambda^{n+1}} \propto \frac{1}{1 - v_s^2 \lambda^2}. \]  

(55)

Since \( v_s = \frac{\pi \sin \gamma}{\lambda} \in (0, \pi) \), as we change \( \Delta \), there is a singularity at \( v_s = 1/\lambda \). We indeed see in our Bethe ansatz calculation that at certain value of \( \Delta \), \( \tilde{D}^{Q(n)}(\lambda) \) diverges for \( \lambda = 0.5 \) and \( \lambda = 0.7 \) (Fig. 8). We confirmed that these divergence values coincide with \( v_s = 1/\lambda \).

These findings should be compared with the behaviors of the nonlinear spin Drude weights \([37, 39, 40]\). First, we did not observe divergences for \( \tilde{D}^{Q(n=3,5)} \) in contrast with the nonlinear spin Drude weights. Second, the Bethe ansatz results for \( \tilde{D}^{Q(n=3,5)} \) are described very well by the CFT predictions.

To address these questions (at least partially), let us focus on the non-interacting case and consider the effect of the non-linearity of the dispersion on the nonlinear thermal Drude weight.\(^1\) We consider the single particle spectrum:

\[ \epsilon(p) = v_1p + v_3p^3 + \cdots = \sum_{m=1} v_{2m-1} p^{2m-1}. \]  

(56)

As in Eq. (30), we impose the energy-twisted boundary condition,

\[ p - \lambda \sum_{m=1} v_{2m-1} p^{2m-1} = \frac{2\pi}{L} (-r + \alpha), \quad r \in \mathbb{Z} \]  

(57)

where \( \alpha = 0(1/2) \) for PBC (APBC). This quantization condition on \( p \) can be solved order-by-order in \( \lambda \). If we expand the momentum \( p \) as \( p = \sum_{l=0}^{\infty} \lambda^{l} A_l \), we can determine \( A_l \) as

\[ A_0 = \frac{2\pi}{L} (-r + \alpha), \]
\[ A_1 = \sum_{m=1} v_{2m-1} A_0^{2m-1}, \]
\[ A_2 = \sum_{m=1} v_{2m-1} (2m-1) A_0^{2m-2} A_1, \]
\[ \vdots \]
\[ A_l = \sum_{m=1} v_{2m-1} \sum_{r_i < i_2 < \cdots < i_l} C_{r_1,r_2,\ldots} A_{i_1}^{r_1} A_{i_2}^{r_2} A_{i_3}^{r_3} \cdots, \]  

(58)

with \( C_{r_1,r_2,\ldots} = \frac{(2m-1)!}{r_1!r_2!\cdots} \). We assume the ground state where all single-particle states with \(-r + \alpha < 0\) are filled. The ground state energy is then given by \( E(\lambda) = \sum_{r=1}^{\infty} \sum_{m=1} v_{2m-1} p^{2m-1}(\lambda) = \sum_{r=1}^{\infty} \sum_{m=1} v_{2m-1} \left( \sum_{i=0}^{\infty} \lambda^{i} A_i \right)^{2m-1} \). The nonlinear thermal Drude weight is obtained by taking the (higher) derivative of the ground state energy with respect to \( \lambda \). Focusing on the contributions from the linear part of the dispersion,

\[ \frac{d^n E}{d\lambda^n} = \frac{n! v_1^{n+1} 2\pi}{L} \sum_{r=1}^{\infty} (-r + \alpha + \cdots) \]  

(59)

We have so far focused on the left-movers. Combining the contributions from the right-movers, for which the dispersion is given by \( \sum_m v_{2m-1}(-p)^{2m-1} \), we see that the contributions cancel for odd \( n \), while they add up for even \( n \). For APBC, we can regularize \( \sum_{r=1}^{\infty} (-r + \alpha) = -1/24 \). Hence,

\[ \frac{d^n E}{d\lambda^n} = \begin{cases} 0 \quad n : \text{even} \\ -\frac{n! v_1^{n+1} 2\pi}{6L} \quad n : \text{odd} \end{cases} \]  

(60)

\(^1\) We thank Hosho Katsura who suggested this calculation.
This is consistent with the calculation from Eq. (39) which suggests

\[ E(\lambda) = -\frac{(c - 24h)\pi v}{6L(1 - v^2\lambda^2)} \]  

(we take \( c = 1 \) and \( h = 0 \)). The nonlinear thermal Drude weight is then

\[ \tilde{Q}^{n(\lambda)} = \frac{1}{L} \frac{d^{n+1}E}{d\lambda^{n+1}} = \begin{cases} \frac{(n + 1)!v_1^{n+2}\pi}{6L^2} & n : \text{odd} \\ 0 & n : \text{even} \end{cases} \]

To conclude, we see that the leading contributions to the nonlinear thermal Drude weights come from the linear part of the dispersion \( v_1 \). This should be contrasted with the nonlinear spin Drude weights, which are governed by the non-linearity of the dispersion, \( v_{2m-1} \geq 1 \) [41]. I.e., the purely linearly-dispersing band or CFT predicts vanishing nonlinear spin Drude weights and fails to reproduce lattice calculations. On the other hand, for the nonlinear thermal Drude weight, CFT still captures the dominant contributions.

V. CONCLUSION

We have formulated a symmetry twist of the boundary condition relevant to thermal transport as the energy-twisted boundary condition, and shown that the stiffness against the twist quantifies thermal transport properties. We have also identified its bulk counterpart as the boost deformation, which has been studied in the context of a long-range deformation of integrable systems. These have a close analogy with the \( U(1) \) twisted boundary condition and the equivalent bulk \( U(1) \) gauge transformation relevant to electric transport. The relations have been confirmed by the agreement of the thermal Drude weight and the thermal Meissner stiffness estimated by each method. Specifically, the CFT result under the energy-twisted boundary condition agrees with the other results as far as CFT is applicable. A rigorous relation between the stiffnesses and the ac conductivity is shown only at the free fermion point.

The energy-twisted boundary condition is imposed on tori and is mostly suited for the evaluation of the partition function via the reconnection of tensor networks. It is thus compatible in particular with exact methods in \( 1 + 1 \) dimensions and numerical analysis in any dimensions. We have demonstrated how this method works in the estimation of the thermal Meissner stiffness of CFTs based on the modular transformation, and also that of the transverse-field Ising model and disordered lattice fermions in \( 1 + 1 \) dimensions based on the transfer matrix.

The boost deformation is a sort of integrable deformation applied in the bulk, and thus suited for integrable systems in \( 1 + 1 \) dimensions. We showed an implementation of the boost deformation in the Bethe ansatz, and addressed the linear and nonlinear thermal Drude weights of the XXZ Heisenberg spin chain. We also analyzed the energy-twisted deformation of the free fermion chain via the inviscid Burgers equation. The agreement of the thermal Meissner stiffness with that of the Ising CFT under the energy-twisted boundary condition indicates an equivalence of the bulk and boundary-condition methods at least in a critical model.

Extending these analyses to a wider range of systems, beyond those studied in this paper, is an important open question. In particular, unlike the energy-twisted boundary condition, the boost deformation is formulated by making use of the integrability of \( (1+1)D \) quantum many-body systems, or in continuum systems with Lorentz invariance. It is important to formulate and study the boost deformation outside of these contexts. Also interesting is to study the energy-twisted boundary condition and boost deformation in quantum many-body systems in higher dimensions. As a simple warm-up, in Appendix E, we present the implementation of the energy-twisted boundary condition in the 2d integer quantum Hall effect. Just like Laughlin’s argument for the quantized Hall conductance, the transverse energy transport can be induced by an adiabatic change in
the boost parameter. Studying interacting 2d quantum many-body systems (e.g., fractional quantum Hall systems) using the energy-twisted boundary condition and boost deformation would be a natural next step. In this regard, it would be interesting to make a comparison with other formalisms, such as Ref. [42].
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Appendix A: Gravitomagnetic field on 2-torus

Consider the (1+1)D Euclidean spacetime with the metric
\[ ds^2 = (dt + A_x^E dx)^2 + dx^2, \]
where \( A_x^E \) is the background gravitomagnetic vector potential. By the Wick rotation, \( \tau = it \) and \( A_x^E = iA_x^E \), the line element in the Minkowski signature is given by \( ds^2 = -(dt + A_x^E dx)^2 + dx^2 \). The gravitomagnetic vector potential induces a gravitational counterpart of magnetic flux. Provided that the gravitomagnetic vector potential \( A_x^E \) is static, the metric (A1) is obtained from the regular flat metric by a transformation
\[ (\tau, x) \rightarrow (\tau + \beta a(x), x), \]
where \( a(x) = \beta^{-1} \int_0^x dx' A_x^E(x') \).

Applying the periodicity, we assume \( A_x^E(x + L) = A_x^E(x) \). If we start from the spacetime 2-torus with periodicity
\[ (\tau, x) \sim (\tau + \beta, x) \sim (\tau + \beta a(L), x + L), \]
then after the transformation the new identification condition is given by [6]
\[ (\tau, x) \sim (\tau + \beta, x) \sim (\tau + \beta a(L), x + L). \]

Appendix B: Lattice spin systems and transfer matrix formalism

In this appendix, we review the derivation of the column-to-column transfer matrix of the transverse-field Ising model following [43-47], and derive the twisted partition function. Consider the transverse-field Ising model in a general form
\[ H = \sum_{i=1}^{L} (-J_i \sigma_i^x \sigma_{i+1}^x + h_i \sigma_i^z), \]
satisfying PBC (\( \sigma_{L+1} = \sigma_1 \)). By Trotterizing the imaginary time direction, the partition function is written in terms of the row-to-row transfer matrix \( V \) as \( Z = \text{Tr} e^{-\beta H} \simeq \text{Tr} V^M \), where an integer \( M \) is the length of the temporal direction. The transfer matrix can be written as a product form, \( V = V^{(1)} \frac{1}{2} V^{(2)} V^{(1)} \frac{1}{2} \), where
\[ V^{(1)} = \prod_{i=1}^{L} e^{\gamma_i \sigma_i^z}, \quad V^{(2)} = \prod_{i=1}^{L} e^{K_i \sigma_i^x \sigma_{i+1}^x}, \]
Here, the coefficients are defined by \( K_i = \beta J_i / M \) and \( \gamma_i = \beta h_i / M \). By introducing vectors \( B_0(\epsilon) = (\sqrt{\cosh \epsilon, 0})^T \) and \( B_1(\epsilon) = (0, \sqrt{\sinh \epsilon})^T \), we obtain [46]
\[ e^{K_i \sigma_i^x \sigma_{i+1}^x} = \sum_{s_i, t_i+1} B_i^T(K_i) B_{t_i+1}(K_i) (\sigma_i^x)^{s_i} (\sigma_{i+1}^x)^{t_i+1}, \]
where \( s_i \) and \( t_i+1 \) take 0, 1, and thus
\[ V^{(2)} = \sum_{s_{1, t_1}, k_2, \ldots k_L} B_i^T(K_i) C_2^{k_2} \cdots C_L^{k_L} B_{t_1}(K_L) \times (\sigma_i^x)^{s_{i+1}} \otimes (\sigma_x^2)^{k_2} \otimes \cdots \otimes (\sigma_L^x)^{k_L}, \]
where \( C_j^k = \sum_s B_s(K_{j-1}) B_{s+k}^T(K_j) \) and the subscript of \( B_s(\epsilon) \) is defined modulo 2. By making the imaginary-time coordinate explicit, we obtain \( V^M = \prod_{j=1}^{M} V_j \) where
\[ V_j = \sum_{s_{1,j}, t_{1,j}, k_{2,j}, \ldots k_{L,j}} B_i^T s_{1,j}(K_i) C_{2,j}^{k_{2,j}} \cdots C_{L,j}^{k_{L,j}} B_{t_{1,j}}(K_L) \times X_i^{s_{1,j} + t_{1,j}} X_{k_{2,j}} \cdots X_{k_{L,j}} \]
and \( X_i^k = e^{\epsilon_i \sigma_i^z / 2} (\sigma_i^x)^{s_{i+1}} e^{\epsilon_i \sigma_i^z / 2} \).

When the spacetime is twisted by a lattice sites, Ising coupling connects the boundary spin at a position \( (L, j) \) to the spin on the other side at \( (1, j+a) \). This changes the ket vector in (B5) as \( B_{t_{1,j}}(K_L) \rightarrow B_{t_{1,j+a}}(K_L) \). Inserting the identity matrix \( I = \sum_{\tau_j} |\tau_j\rangle \langle \tau_j| \) of the auxiliary 2-dimensional space in front of \( B_{t_{1,j+a}}(K_L) \), the transfer matrix on a twisted spacetime becomes
\[ V_j(a) = \sum_{\tau_j} \sum_{k_{1,j} \ldots k_{L,j}} \langle \tau_j-a | C_{L,j}^{k_{L,j}} \cdots C_{i,j}^{k_{i,j}} | \tau_j \rangle \times X_{k_{1,j}} \otimes X_{k_{2,j}} \cdots \otimes X_{k_{L,j}} \].
Due to the duality between \( C \) and \( X \), the column-to-column transfer matrix is
\[ W_i = \sum_{\sigma_i} \sum_{k_{1,i} \ldots k_{M,i}} \langle \sigma_i | X_{k_{1,i}} \cdots X_{k_{M,i}} | \sigma_i \rangle \times C_{i}^{k_{1,i}} \otimes C_{i}^{k_{2,i}} \cdots \otimes C_{i}^{k_{M,i}} \].
which satisfies $Z = \sum_\sigma \prod_i V_j(\sigma_i) \prod_j \tau_{ij} = \prod_\sigma \prod_j \tau_{ij}$. Here, the auxiliary spin is also periodically identified: $\tau_{ij} = \tau_j$.

The spin operators $C$ and $X$ can be rewritten by a similar expression as the original $X$ and $C$, respectively, as

$$C_{ij}^k = \alpha_1 e^{2K_i^+ \tau_j^+} (\tau^i) e^{2K_i^+ \tau_j^+}, \quad (B8)$$

$$X_{ij}^k = \beta_i \sum_s B_s(\gamma_i^s) B_{s+k}(\gamma_i^s), \quad (B9)$$

where $\tanh K_i = e^{-2K_i^+}$ and $\tan\gamma_i = e^{-2\gamma_i^+}$ from the standard notation [34]. $\alpha_1 = (\sinh 2K_i - \sinh 2K_i^{1/2})^4$, and $\beta_i = (2 \sinh 2\gamma_i^{1/2})$. Notice that the vector $B_\gamma(e)$ in (B9) is the spinor of the real spin vector, and that in (B3) is of the auxiliary spin vector. These expressions lead to the column-to-column transfer matrix in terms of the auxiliary spin as $W_i = (\alpha_1 \beta_i)^4 W_i^{(1/2)} W_i^{(2)}$, where

$$W_i^{(1)} = \prod_{j=1}^M e^{K_i \tau_j^+} \quad W_i^{(2)} = \prod_{j=1}^M e^{\gamma_i^+ \tau_j^+ \tau_{j+1}}. \quad (B10)$$

The transfer matrix is diagonalized by introducing fermionic representation via the Jordan-Wigner transformation: $\tau_j^+ = 2e^{\frac{i}{2} c_j^\dagger c_j} - 1$, $\tau_j^- = \tau_j^+ + i\tau_j^0 = 2e^{\frac{i}{2} \sum_i c_i^\dagger c_i^\dagger}$. The Ising coupling is then written by the hopping of the Jordan-Wigner fermions as

$$\tau_j^+ \tau_{j+1}^+ = (c_j^\dagger - c_j)(c_{j+1}^\dagger + c_{j+1}), \quad (B11)$$

where, at the boundary, $c_{M+1} = -e^{i\pi \sum_i c_i^\dagger c_i^\dagger} c_1$. Since the Hamiltonian is bilinear in the fermion operators, the total fermion number $F = \sum c_i^\dagger c_i$ modulo 2 is conserved. The Fock space is then decomposed into even- and odd-fermion-number subspaces, within which the fermion operator obeys APBC and PBC, respectively. The boundary condition in the temporal direction appears in the frequencies of the Fourier mode:

$$c_j = \frac{e^{-i\pi/4}}{\sqrt{M}} \sum_\omega e^{i\omega j} c_\omega, \quad (B12)$$

where

$$\omega = \begin{cases} \pm \frac{\pi}{M}, \pm \frac{3\pi}{M}, \ldots, \pm \frac{(M-1)\pi}{M}, (F:\text{even}) \\ 0, \pm \frac{2\pi}{M}, \ldots, \pm \frac{(M-2)\pi}{M}, \pi, (F:\text{odd}) \end{cases} \quad (B13)$$

for even $M$, and

$$\omega = \begin{cases} \pm \frac{\pi}{M}, \pm \frac{3\pi}{M}, \ldots, \pm \frac{(M-2)\pi}{M}, \pi, (F:\text{even}) \\ 0, \pm \frac{2\pi}{M}, \ldots, \pm \frac{(M-1)\pi}{M}, \pi, (F:\text{odd}) \end{cases} \quad (B14)$$

for odd $M$. The transfer matrix is then written as

$$W_i = \prod_{\omega \in [0, \pi]} W_i(\omega), \quad (B15)$$

where the summation is over the non-negative part of (B13) and (B14), and by using $n_\omega = c_\omega^\dagger c_\omega$.

$$W_i(0) = e^{(K_i^+ + 2\gamma_i^+) (n_\omega - 1/2)}, \quad (B16)$$

$$W_i(\pi) = e^{(K_i^+ - 2\gamma_i^+) (n_\omega - 1/2)}, \quad (B17)$$

$$W_i(\omega) = e^{K_i^+(n_\omega + n_{-\omega} - 1)} \times e^{2\gamma_i^+ \cos \omega (n_\omega + n_{-\omega}) + \sin \omega (c_{-\omega}^\dagger c_\omega^\dagger + c_\omega c_{-\omega})} \times e^{K_i^+(n_\omega + n_{-\omega} - 1)}, \quad (B18)$$

We can decompose the Fock space into sub-spaces specified by Fourier components of $\omega = 0, \pi$, and combined $\omega$ and $-\omega$. To be specific, the $\omega = 0/\pi$ subspace is spanned by $|0\rangle$ and $c_\omega^\dagger |0\rangle$, and a $\omega \neq 0, \pi$ subspace by $|0\rangle$, $c_\omega^\dagger |0\rangle$, $c_{-\omega}^\dagger c_\omega^\dagger |0\rangle$. The trace of the column-to-column transfer matrix (B15) is thus the product of the traces of small matrices corresponding to the sub-spaces.

When the spacetime is twisted, the fermion operators at $i = 1$ are changed as $c_m \to c_{m+\sigma}$, which shifts the Fourier mode by a frequency-dependent phase as

$$c_\omega \to e^{i\omega c_\omega}. \quad (B19)$$

This modifies the trace operation so that the bra vector is shifted by a phase determined by the number of fermion and the frequency as

$$\langle n_\omega | \to \langle n_\omega |, \quad \langle n_\pi | \to (-1)^{n_\omega} \langle n_\pi |, \quad \langle n_\omega | \to e^{i\omega (n_\omega - n_{-\omega})} \langle n_\omega | n_{-\omega}. \quad (B20)$$

Finally, the partition function after the twist is the sum of contributions from even- and odd-fermion-number spaces as

$$Z(a) \propto \sum_\omega \prod_\omega W_i(\omega), \quad (B21)$$

where the first summation is over the even- and odd-fermion-number spaces, and $\text{Tr}_\omega$ is the trace over a $\omega$ subspace with the modified bra vector (B20). A proportionality constant $(\alpha_i \beta_i)^{LM}$ is omitted. Specifically, the trace of a twisted $\omega \neq 0$ subspace is

$$\text{Tr}_\omega \left[ (\pm 1)^F \prod_{i=1}^L W_i(\omega) \right] = \left( \begin{array}{cc} \langle 0 \rangle \\ e^{i\omega} |0\rangle \end{array} \right) \prod_{i=1}^L W_i(\omega) \left( \begin{array}{c} |0\rangle \\ \langle c_\omega^\dagger |0\rangle \end{array} \right). \quad (B22)$$

The matrix element of the Fourier-decomposed transfer matrix $W_i(\omega)$ can be found in [34].
Appendix C: Transfer matrix method for free fermion models

Following [48], we consider the free fermion model on a 1d lattice with the Hamiltonian

$$H = \sum_i h_{i,i+1} + \sum_i t_i (c_i^\dagger c_{i+1} + h.c.) + \sum_i (U_i - \mu) c_i^\dagger c_i.$$  

(C1)

To implement the transfer matrix method, we decompose the system into even and odd sites and define $H_1 = \sum_{i=\text{odd}} h_{i,i+1}$, $H_2 = \sum_{i=\text{even}} h_{i,i+1}$. With the local transfer matrices defined as $V_1 = e^{-\epsilon H_1} = \prod_i e_{i,i+1}$, and $V_2 = e^{-\epsilon H_2} = \prod_i e_{i,i+1}$, where $v_{i,i+1} = e^{-\epsilon h_{i,i+1}}$, the partition function can be written as

$$Z = \text{Tr} (e^{-\beta H}) = \text{Tr} (V_1 V_2)^M + O(\epsilon^2),$$  

(C2)

where $\epsilon = \beta/M$ and $M$ is Trotter number. By inserting the complete set of states, we can write the row-to-row partition function as

$$Z = \sum_{\{n_i\}^{M}_{i=1}} \prod_{i=1}^{M} (\langle \tau_{i,1}^{2i-1,2i}, \ldots, \tau_{N,1}^{2i-1,2i} \rangle (\rho_{v_{i+1},i}^{2i,2i+1}, \ldots, \rho_{v_{i+1},i}^{2i,2i+1})), $$

(C3)

where $u_{i,i+1}^{l+1} = \langle n_i^{l+1}, n_i^{l+1} | v_{i,i+1}^{l+1} | n_i^{l+1}, n_i^{l+1} \rangle$ with $i$ and $l$ represent the site number in space and Trotter directions, respectively.

In order to go from the row-to-row to column-to-column transfer matrix, we rotate each block as

$$\tau_{i,i+1}^{l,l+1} = \langle n_{i,i+1}^{l+1}, n_{i,i+1}^{l+1} | v_{i,i+1}^{l+1} | n_{i,i+1}^{l+1}, n_{i,i+1}^{l+1} \rangle .$$  

(C4)

Explicitly, it is given by

$$\tau_{i,i+1}^{l,l+1} = b_i \begin{pmatrix} u_i & 0 & 0 & 0 \\ 0 & a_i - w_i & b_i^{-1} & 0 \\ 0 & b_i & a_i + w_i & 0 \\ 0 & 0 & 0 & a_i \end{pmatrix}$$

(C5)

in the basis of $\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}$ with parameter defined as

$$\alpha_i = -\frac{\epsilon (U_i - \mu)}{2} , \quad \gamma_i = \sqrt{\zeta_i^2 + \epsilon^2 t_i^2},$$

$$b_i = e^{\alpha_i} , \quad u_i = \frac{c_t \sinh \gamma_i}{\gamma_i} ,$$

$$a_i = \cosh \gamma_i , \quad w_i = \frac{\alpha_i \sinh \gamma_i}{\gamma_i}.$$  

(C6)

Therefore, the partition function in terms of the column-to-column transfer matrices is written as

$$Z = \text{Tr} [T_{1,2} T_{2,3} \cdots T_{N,1}] , \quad T_{i,i+1} = \prod_l \tau_{i,i+1}^{l,l+1}. $$

(C7)

Once we write the partition in the matrix form, we can perform the Fourier transform in the Trotter direction, and the partition function can be written as

$$Z = \prod_i C_i^M \prod_\omega \text{Tr} [2 + T_\omega] , \quad T_\omega = \prod_{i=1}^{N/2} t_{2i-1} t_{2i,\omega}.$$  

(C8)

where $C_i = u_i b_i$, and $t_{2i-1}$ and $t_{2i,\omega}$ are defined as

$$t_{2i-1} = \frac{1}{u_{2i-1}} \begin{pmatrix} a_{2i-1} - w_{2i-1} & b_{2i-1}^{-1} \\ b_{2i-1} & a_{2i-1} + w_{2i-1} \end{pmatrix},$$

$$t_{2i} = \frac{1}{u_{2i}} \begin{pmatrix} a_{2i} + w_{2i} & e^{-\alpha_i} b_{2i}^{-1} \\ e^{\alpha_i} b_{2i} & a_{2i} - w_{2i} \end{pmatrix}.$$  

(C9)

We use the even number of Trotter sites, and hence $\omega = \frac{(2m+1)\pi}{M}$ with $m = - \frac{M}{2}, \ldots, -1, 0, \ldots, \frac{M}{2} - 1$.

1. Phase-twisted boundary condition

Now we consider the system with phase-twisted boundary condition, i.e., $t_N \rightarrow t_N e^{2\pi i \phi}$ where $\phi = \Phi/\Phi_0$. This results in the change of the parameter $u_N$ in the transfer matrix $\tau_{N,1}$,

$$\tau_{N,1}^{l,l+1} = b_N \begin{pmatrix} u_N & 0 & 0 & 0 \\ 0 & a_N - w_N & b_N^{-1} & 0 \\ 0 & b_N & a_N + w_N & 0 \\ 0 & 0 & 0 & u_N^* \end{pmatrix}.$$  

(C11)

Accordingly, the modified partition function is

$$Z = \prod_i C_i^M \prod_\omega \text{Tr} [2 \cos(2\pi \phi) + T_\omega].$$  

(C12)

We use $M = 2N$ to ensure the convergence of the partition function. The results are shown in Fig. 9. The period of $\phi$ is $1$ which is equal to a phase twist of $2\pi$. Here we consider the system with onsite random potential $U_i$ to be Gaussian distributed with variance $\sigma$. We see that as the disorder strength increases, the free energy curves become more flat which means the system is more localized and less sensitive to boundary conditions.

Then we compute the electrical Meissner stiffness $D = (2L)^{-1} \partial^2 F/\partial \phi^2$ (Fig. 9). For the clean free fermion system (black), we observe the electrical Meissner stiffness decays algebraically as $D \sim L^{-2}$ for $L \ll \beta$, which we confirmed is consistent with the analytical result. (Here, we take the parameter $\beta = 500$.) On the other hand, for the high temperature (long wire) regime, $\beta \ll L$, the Meissner stiffness decays exponentially.

We also studied two types of disordered fermion chains, one with on-site disorder, and the other with bond disorder. Here, for the on-site randomness, we consider $U_i$ to be Gaussian distributed with variance $\sigma$. For the random hopping model, the hopping amplitudes are drawn from a uniform distribution, $t_{ii+1} \in [1 - \sigma, 1 + \sigma]$. We focus on the length regime $\ell \ll L \ll \beta$, where $\ell$ is the mean free path.

For the case of on-site disorder, we see that as the disorder strength increases ($\sigma$ increases), the Meissner stiffness decreases as expected. The algebraically decaying part follows $L^{-2}$ and the exponents of the exponentially decaying part grows as disorder strength is increased. Such behavior fits the Anderson localization.
picture where the localization length decreases as the disorder strength increases. A similar behavior is also observed for the random hopping model, where the electrical Meissner stiffness also follows algebraically and exponentially decay. We note that the electrical conductance for the random hopping model is known to decay algebraically and exponentially. The curves are shown as varying \( \sigma \) from 0 to 0.8. The calculation is done with \( L = 50 \) and \( \beta = 100 \). The electrical Meissner stiffness for the disordered free fermion chain with random on-site potential (middle) and with random hopping (right). Dots represents the results from the transfer matrix method and solid lines are fitting with \( D \sim L^a e^{-bL} \). The fitting parameter are labeled in plots with \( \beta = 500 \).

For the clean system, we checked that the thermal Meissner stiffness decays algebraically as \( D^Q \sim L^{-4} \) (for \( L \ll \beta \)), which agrees with the CFT prediction \( d^2F/d\kappa^2 \sim L^{-3} \). For the case of on-site disorder, the algebraically decaying part generally follows \( D^Q \sim L^{-4} \). As the disorder is stronger, the thermal Meissner stiffness decays exponentially with length as expected from Anderson localization. The exponent represents the inverse of the localization length and it increases as the disorder is stronger.

For the random hopping model, the thermal Meissner stiffness also shows algebraic and exponential decay as the case of Anderson localization. The electrical conductance of the random hopping model decays algebraically as \( g \sim 1/\sqrt{L} \). Due to the Wiedemann-Franz law, we expect the thermal conductance also behaves similarly. The conductance is given by \( \Delta E/\Delta \) with \( E \) being the sensitivity of the energy to the twisted boundary condition and \( \Delta = 1/\rho(0) \) is the energy level spacing at zero energy. The exponential decay might be due to the zero energy level spacing of the random hopping model.

### Appendix D: Boost deformation and thermal response

In this section, we show that the thermal Drude weight and thermal Meissner stiffness of a disordered lattice fermion are related to the boost deformation \( \Delta \) and (27). The argument in this section is basically in parallel with the analogous \( U(1) \) twist.

#### 1. Thermal conductivity

First, we review the thermal Drude weight \( D^Q \) and the thermal Meissner stiffness \( D^Q \) following [14].

The ac thermal conductivity of a local Hamiltonian \( H_0 = \sum_i H_i \) coupled with a gravitational field
\[ \psi_j(t) = e^{i\mathbf{q}_j \cdot \mathbf{r}(t)} \], serving as a temperature profile via \( \nabla \psi(r) = [\nabla T(r)]/T(r) \), is given in (25) in the limit of \( q \to 0 \), where

\[
D^Q = \frac{1}{2L} \left( \Theta - \int_0^\beta d\tau (D^Q(-i\tau), D^Q) \right),
\]

(\text{D1})

\[
\kappa_{KG}(\omega) = -\frac{1}{2L} \int_{-\infty}^0 dt e^{-i(\omega + i)t} \int_0^\beta d\tau (D^Q(t - i\tau), D^Q).
\]

(\text{D2})

Here, \( A(t) = e^{itH_0} A e^{-itH_0} \), \( \langle A \rangle = \text{Tr}[e^{-\beta H_0} A]/Z \), \( Z = \text{Tr}[e^{-\beta H_0}] \) is the partition function, and the heat current and thermal operators are

\[
J^Q_j = \sum_j J^Q_j = -\frac{i}{2} \sum_{jk} (j - k)[H_j, H_k],
\]

(\text{D3})

\[
\Theta = -\frac{1}{2} \sum_{j,\lambda} (j - k)(j - a)[H_j, H_a, H_k].
\]

(\text{D4})

Notice that these operators are defined unambiguously when the distance of two sites \( j - k \) is uniquely defined, that is, when the Hamiltonian is local (the distance \( |j - k| \) up to which \( |H_j, H_k| \neq 0 \) is bounded) or unless subject to PBC.

In terms of the eigenenergy \( E_n \) and eigenstates \( |n\rangle \) of the Hamiltonian \( H_0 \), the thermal Drude weight is

\[
\bar{D}^Q = D^Q + \frac{1}{2LT} \sum_{n, m, E_n = E_m} \frac{e^{-\beta E_n}}{Z} |\langle n | J^Q | m \rangle|^2
\]

\[
= \frac{1}{2L} \left( \Theta - 2 \sum_{n, m, E_n \neq E_m} \frac{e^{-\beta E_n}}{Z} |\langle n | J^Q | m \rangle|^2 \right).
\]

(\text{D5})

In the limit of vanishing temperature (\( T \to 0 \)) while keeping the system size finite (\( L \ll \infty \)), the thermal Drude weight and the thermal Meissner stiffness coincide unless the ground state is degenerate.

\[
\psi_j(t) = e^{i\mathbf{q}_j \cdot \mathbf{r}(t)},
\]

serving as a temperature profile via \( \nabla \psi(r) = [\nabla T(r)]/T(r) \), is given in (25) in the limit of \( q \to 0 \), where

\[
D^Q = \frac{1}{2L} \left( \Theta - \int_0^\beta d\tau (D^Q(-i\tau), D^Q) \right),
\]

(\text{D1})

\[
\kappa_{KG}(\omega) = -\frac{1}{2L} \int_{-\infty}^0 dt e^{-i(\omega + i)t} \int_0^\beta d\tau (D^Q(t - i\tau), D^Q).
\]

(\text{D2})

Here, \( A(t) = e^{itH_0} A e^{-itH_0} \), \( \langle A \rangle = \text{Tr}[e^{-\beta H_0} A]/Z \), \( Z = \text{Tr}[e^{-\beta H_0}] \) is the partition function, and the heat current and thermal operators are

\[
J^Q_j = \sum_j J^Q_j = -\frac{i}{2} \sum_{jk} (j - k)[H_j, H_k],
\]

(\text{D3})

\[
\Theta = -\frac{1}{2} \sum_{j,\lambda} (j - k)(j - a)[H_j, H_a, H_k].
\]

(\text{D4})

When a disordered, free lattice fermion Hamiltonian

\[
H_0 = \sum_{jk} t_{jk} c_j^\dagger c_k
\]

(\text{D6})

is considered, the above operators are given, respectively, by

\[
J^Q_j = -\frac{i}{2} \sum_{jk} (j - k) t_{ja} t_{ak} c_j^\dagger c_k,
\]

(\text{D7})

\[
\Theta = -\frac{1}{4} \sum_{j,\lambda} (j - k)(j + a - b - k) t_{ja} t_{ab} t_{bk} c_j^\dagger c_k.
\]

(\text{D8})

\section{Boost deformation}

We consider a disordered lattice fermion model and the corresponding boost operator given by

\[
H(\lambda) = \sum_{jk} t_{jk}(\lambda) c_j^\dagger c_k,
\]

(\text{D9})

\[
\mathcal{B}[H(\lambda)] = \sum_{jk} \frac{j + k}{2} t_{jk}(\lambda) c_j^\dagger c_k.
\]

(\text{D10})

The boost deformation (12) is reduced to

\[
\frac{dt_{jk}(\lambda)}{d\lambda} = \frac{i(j - k)}{2} \sum_a t_{ja}(\lambda) t_{ak}(\lambda),
\]

(\text{D11})

and from this equation the second derivative is

\[
\frac{d^2t_{jk}(\lambda)}{d\lambda^2} = -\frac{j - k}{4} \sum_{ab} (j + a - b - k) t_{ja}(\lambda) t_{ab}(\lambda) t_{bk}(\lambda).
\]

(\text{D12})

Notice that we adopted a specific Hamiltonian (D9) since the second derivative of a general local Hamiltonian \( H = \sum_{jk} t_{jk} c_j^\dagger c_k \) is bounded. The calculation is done with

\[
\text{clean, } \sigma = -3.95
\]

\[
\sigma = 0, a = -0.14, b = 0.00
\]

\[
\sigma = 0.2, a = -0.12, b = 0.03
\]

\[
\sigma = 0.4, a = -0.10, b = 0.06
\]

\[
\sigma = 0.5, a = -0.08, b = 0.05
\]

\[
\sigma = 0.6, a = -0.06, b = 0.06
\]

\[
\sigma = 0.8, a = -0.04, b = 0.08
\]
where the operators \( J^Q \) and \( \Theta \) are defined with hopping parameters before the deformation \( t_{jk}(\lambda = 0) \).

From (D13), the perturbative expansion of an eigenenergy up to the second order in the boost parameter is

\[
E_n(\lambda) = E_n(\lambda = 0) - \lambda\langle n|J^Q|m\rangle - \lambda^2/2 \left( \langle n|\Theta|m\rangle - \sum_{m \neq n} \frac{|\langle n|J^Q|m\rangle|^2}{E_m(0) - E_n(0)} \right),
\]

which gives a relation between the thermal Drude weight (D5) and the boost deformation as shown in (26).

On the other hand, the derivative of the free energy \( F(\lambda) = -\beta^{-1} \ln Z(\lambda) \) is, by using (D13) and the absence of the heat current \( \langle J^Q \rangle = -dF/d\lambda |_{\lambda=0} \) in the ground state,

\[
\frac{d^2 F(\lambda)}{d\lambda^2} \bigg|_{\lambda=0} = \langle \Theta \rangle - \int_0^\beta d\tau \langle J^Q (-i\tau) J^Q \rangle,
\]

which leads to the relation (27) between the thermal Meissner stiffness and the derivative of the free energy.

### 3. A clean system in the thermodynamic limit

We rederive the thermal Drude weight and thermal Meissner stiffness of a clean lattice fermion in the thermodynamic limit [14] by using the boost deformation. When spatial translation symmetry is present and in the thermodynamic limit \( L \to \infty \), the single-particle eigenenergy \( \epsilon_q = \sum_j t_{jq} e^{i\omega q} \) is a differentiable function of the momentum \( q \) and the boost parameter \( \lambda \), and thus the heat current and thermal operators are

\[
J^Q = -\sum_q \frac{\partial \epsilon_q}{\partial \lambda} c_q^\dagger c_q = \sum_q \epsilon_q \frac{\partial \epsilon_q}{\partial q} c_q^\dagger c_q,
\]

\[
\Theta = \sum_q \frac{\partial^2 \epsilon_q}{\partial \lambda^2} c_q^\dagger c_q = \sum_q \frac{\partial \epsilon_q}{\partial q} \left( \frac{\epsilon_q}{\partial q} \right) c_q^\dagger c_q,
\]

where \( \epsilon_q = L^{-1/2} \sum_j e^{i\omega q} c_j \). The derivatives of the averaged many-body eigenenergy \( E_n \) and the free energy \( F = -\beta^{-1} \sum_n \ln(1 + e^{-\beta \epsilon_n}) \) are

\[
\frac{e^{-\beta E_n}}{Z} \frac{d^2 E_n}{d\lambda^2} = \sum_q f(\epsilon_q) \frac{\partial^2 \epsilon_q}{\partial \lambda^2},
\]

\[
\frac{d^2 F}{d\lambda^2} = \sum_q \left[ f(\epsilon_q) \frac{\partial^2 \epsilon_q}{\partial \lambda^2} + \frac{df(\epsilon_q)}{d\epsilon_q} \left( \frac{\partial \epsilon_q}{\partial \lambda} \right)^2 \right],
\]

where \( f \) is the Fermi distribution function. Substituting into (26) and (27), we obtain

\[
D^Q = \frac{1}{4\pi} \int dq \left( -\frac{df}{d\epsilon_q} \right) \left( \epsilon_q \frac{\partial \epsilon_q}{\partial q} \right)^2 = \frac{\pi}{12\beta^2} \sum_{\text{FP}} |\nu_F|,
\]

\[
D^Q = \frac{1}{4\pi} \int dq \frac{\partial}{\partial q} \left[ f(\epsilon_q) \epsilon_q^2 \frac{\partial \epsilon_q}{\partial q} \right] = 0,
\]

where \( \text{FP} \) stands for the Fermi points.

### 4. Finite length behavior

In this subsection, we see that the thermal Meissner stiffness at \( T = 0 \) depends qualitatively on the length modulo 4, and that they are related to the low-energy excitations.

Figure 11 shows the detailed length dependence of the thermal Meissner stiffness at \( T = 0 \) for PBC and APBC. When the length is \( L = 4n (n \in \mathbb{N}) \), the thermal Meissner stiffness of PBC scales as \( 2\pi v^3/6L^2 \) while that of APBC scales as \( -\pi v^3/6L^2 \). However, when the length is \( L = 4n + 2 \), these behaviors are inverted. When the length is an odd integer (\( L = 4n + 1 \) or \( 4n + 3 \)), the thermal Meissner stiffness scales as \( -(1/4)\pi v^3/6L^2 \).

As was shown in Sec. III A, the thermal Meissner stiffness (40) of CFT at sufficiently low temperature is proportional to the ground state energy \( E_0 = -(2\pi v/L)(c - 24h)/12 \). A one-dimensional Dirac fermion is equivalent to two real fermions corresponding to the Ising CFT, and hence the ground state energy of the Dirac fermion is equal to twice that of the Ising CFT (\( c = 1/2 \)). Specifically, when a boundary condition \( \psi(x + L) = e^{2\pi i\alpha} \psi(x) \) where \( \alpha \in [0, 1) \) is imposed, the single-particle eigenenergy of a chiral Dirac fermion \( H = -iv\partial_x \) is \( 2\pi rv/L (r \in \mathbb{Z} + \alpha) \), and hence

\[
H = \frac{2\pi v}{L} \sum_r r c_r^\dagger c_r = \frac{2\pi v}{L} \sum_r c_r^\dagger c_r : +E_0,
\]

where \( : \) is the normal ordering, and via the zeta-function regularization,

\[
E_0 = \frac{2\pi v}{L} \sum_{n=1}^\infty (-n + \alpha) = -\frac{2\pi v}{L} \left[ \frac{1}{24} - \frac{1}{2} \left( \frac{1}{2} - \alpha \right)^2 \right].
\]

As for the left mover, we impose \( \psi(x + L) = e^{-2\pi i\alpha} \psi(x) \) to make \( \alpha \)-dependence of the energy levels the same as the right one. Then the ground state energy of the helical Dirac fermion (including both left and right movers) with PBC (\( \alpha = 0 \)) is \( E_0 = (1/6)(2\pi v/L) \) that corresponds to twice the ground state energy of CFT with \( c = 1/2 \) and \( h = 1/16 \), and that with APBC (\( \alpha = 1/2 \)) is \( E_0 = (-1/12)(2\pi v/L) \) corresponding to \( c = 1/2 \) and \( h = 0 \).
To make a connection to the lattice fermion, we naively anticipate that the ground state energy used for deriving the thermal Meissner stiffness can be identified with that of the linearized helical Dirac fermion, since low-energy states are relevant to low-temperature behavior. In doing so, we notice that energy levels near the Fermi level depend on the length and the boundary condition (Fig. 11). Let us assume the cosine band $e_k = -2\cos k$. With PBC and $L = 4n$, there are states $k_F = \pm \pi/2$ exactly at the Fermi level and thus the right and left movers correspond to $\alpha = 0$. Similarly, PBC with $L = 4n + 2$ corresponds to $\alpha = 1/2$, and PBC with $L = 4n + 1(4n + 3)$ to $\alpha = 3/4(1/4)$. Specifically, when the length is odd, the ground state energy is $-1/4(2\pi v^2/L)$ from (D23), and the corresponding thermal Meissner stiffness is estimated as $D^2 = -(1/4)(\pi v^3/6L^2)$. Strictly speaking, the ground state energy obtained in this way is not the actual energy, but a quantity related to thermal response. When switched to APBC, the above results still hold by shifting $\alpha \rightarrow \alpha + 1/2 \mod 1$, and hence this explains mod 4 behavior seen in Fig. 11. Notice that this argument is true when the chemical potential is 0, where $\alpha$ depends on the length only modulo 4.

Appendix E: Quantum Hall systems with boost deformation

In this Appendix, we consider the boost deformation of the quantum Hall system. We start with the Hamiltonian of 2d electron gas in the presence of uniform magnetic field,

$$H = \frac{1}{2m}(\mathbf{i}\hbar \partial - e\mathbf{A})^2,$$  \hspace{1cm} (E1)

with Landau gauge $\mathbf{A} = (-By, 0)$. We consider the cylinder geometry with periodic $x$ direction. The energy levels (Landau level) are given by $\varepsilon_N = \hbar v c (N + \frac{1}{2})$ where $\omega_c = eB/m$. The corresponding wave functions for the $N$-th Landau level are given by

$$\psi_{N,p_x}(x,y) \propto e^{ip_x x} e^{-(y-y_0)^2/2\epsilon^2} H_N(y-y_0),$$ \hspace{1cm} (E2)

where $y_0 = \hbar p_x / eB$, $l$ is the magnetic length, and $H_N$ is the Hermite polynomial.

If we consider the boost deformation in $x$ direction and impose the energy-twisted boundary condition, this amounts to shifting single-particle momentum, $p_x \rightarrow p_x + \lambda \varepsilon_N$. From the periodicity in $x$ direction, $(p_x + \lambda \varepsilon_N) L = 2\pi r$ where $r$ is an integer. As $\varepsilon_N$ does not depend on $p_x$, this equation can be readily solved,

$$p_x = \frac{2\pi}{L} \left( r - \frac{L\varepsilon_N}{2\pi} \right).$$ \hspace{1cm} (E3)

As we change $\lambda$ from 0 to $(2\pi)/(L\varepsilon_N)$, $p_x$ changes from $2\pi r/L$ to $2\pi (r-1)/L$. This results in the shift of the Landau level center, $y_0 = (\hbar p_x / (eB) = (\hbar 2\pi r)/(eBL) \rightarrow (\hbar 2\pi (r+1))/(eBL)$. As Laughlin’s argument for the quantized Hall conductance, the adiabatic change in $\lambda$ transports one electron ($\equiv \Delta N$) from one end of the cylinder to the other. Hence, $\Delta N/\Delta \lambda = 1/[(2\pi)/(L\varepsilon_N)] = (L\varepsilon_N)/(2\pi)$. The transported energy $\Delta E = \varepsilon_N \Delta N$ is given by $(\Delta E)/(\Delta \lambda) = (L\varepsilon_N^2)/(2\pi)$. Following the analogy to Laughlin’s argument for the quantized Hall conductance, the transverse energy transport is induced by the adiabatic insertion of a boost-analogue of magnetic flux.
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