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Abstract
In this work, we empirically compare span extraction methods for the task of semantic role labeling (SRL). While recent progress incorporating pre-trained contextualized representations into neural encoders has greatly improved SRL F1 performance on popular benchmarks, the potential costs and benefits of structured decoding in these models have become less clear. With extensive experiments on PropBank SRL datasets, we find that more structured decoding methods outperform BIO-tagging when using static (word type) embeddings across all experimental settings. However, when used in conjunction with pre-trained contextualized word representations, the benefits are diminished. We also experiment in cross-genre and cross-lingual settings and find similar trends. We further perform speed comparisons and provide analysis on the accuracy-efficiency trade-offs among different decoding methods.

1 Introduction
Semantic role labeling (SRL) is a core natural language processing (NLP) task that aims to identify predicate-argument structures in text (Gildea and Jurafsky, 2002; Palmer et al., 2010). Following the neural encoder-decoder paradigm, we can view an SRL model as combining an encoder, which builds hidden representations for the input words, with a decoder, which extracts the argument spans based on the encoded representations. While recent SRL models achieve high performance on popular benchmarks (Zhou and Xu, 2015; He et al., 2017; Tan et al., 2018; Strubell et al., 2018; Shi and Lin, 2019), most improvements come from better neural encoders, such as the Transformer (Vaswani et al., 2017) and pre-trained contextualized word representations, such as BERT (Devlin et al., 2019). However, influence on end-task performance due to the choice of decoder has become less clear.

(a) BIO-based: TV stations bought them for record prices.
(b) Span-based: TV stations bought them for record prices.
(c) Two-step: TV stations bought them for record prices.

Figure 1: Illustration of decoding methods explored in this work. For the predicate “bought”, we identify argument spans by: (a) BIO-based sequence labeling; (b) direct span-based extraction; (c) two-step approach: first identifying head words, then expanding to full spans by deciding left and right boundaries.

In this work, we perform an empirical investigation of different decoding methods for span extraction, as illustrated in Figure 1. The most common strategy casts the task as a sequence labeling problem using the BIO-tagging scheme (Zhou and Xu, 2015; He et al., 2017; Tan et al., 2018; Strubell et al., 2018; Shi and Lin, 2019). While this approach is simple, it does not directly model the arguments at the span level. Alternatively, the span-based method directly builds representations for all possible1 spans and selects among them (He et al., 2018a; Ouchi et al., 2018). Though this approach is straightforward for explicitly modeling span-level information, composing a representation for every span can lead to higher computational cost. Inspired by dependency-based SRL (Surdeanu et al., 2008; Hajić et al., 2009), a third option first identifies a head word then decides the span boundaries. This two-step strategy has been explored in previous work on information extraction (Peng et al., 2015; Lin et al., 2019; Zhang et al., 2020), and we apply it here to SRL. Compared with the sequential BIO-tagger, the latter two approaches more directly model the argument span structures; we thus refer

1Up to a fixed length, decided as a hyperparameter.
2 Model

For a given predicate, SRL aims to extract all argument spans and assign them role labels. To model this task, we follow the neural encoder-decoder paradigm: the encoder produces hidden representations for the input words, upon which the decoder decides the structured outputs. All our models adopt the same encoding architecture: a deep Transformer encoder (Vaswani et al., 2017), which has been shown effective for SRL (Tan et al., 2018; Strubell et al., 2018). For a given input sequence of words \( \{w_1, \ldots, w_n\} \), we obtain their contextualized representations \( \{h_1, \ldots, h_n\} \) from the encoder. Upon these, we stack different decoders to extract the argument spans corresponding to different extraction strategies, which will be described in the following.

2.1 BIO-based

Since argument spans do not overlap in the datasets we explore, the BIO-tagging scheme (Ramshaw and Marcus, 1999) can be utilized to extract them, casting SRL as a sequence labeling problem.

For each word, we feed its representation \( h \) to a multi-layer perceptron (MLP) based scorer, which assigns the scores of the BIO tags. Assuming that we have \( k \) possible argument roles in the output space, each of them will have its “B-” and “I-” tags. Together with the “O” (NIL) tag, the tagging space has a dimension of \( 2k + 1 \).

Furthermore, we consider the option of adopting a standard linear-chain conditional random field (CRF; Lafferty et al., 2001) to model pairwise tagging transitions. If adopting the CRF (BIO w/ CRF), we train the model with sequence-level negative log likelihood and use the Viterbi algorithm for inference. If not using the CRF (BIO w/o CRF), we simply use tag-level cross entropy as the learning objective and perform argmax greedy decoding at inference time, following Tan et al. (2018).

2.2 Span-based

In the span-based method, we build neural representations for all candidate spans and directly select and assign role labels (or NIL). Following He et al. (2018a), for a span \( a \), we compose its representation from start and end points, soft head-word vectors and span width features by concatenation:

\[
g(a) = [h_{\text{start}(a)}, h_{\text{end}(a)}, \text{soft}(a), \text{width}(a)]
\]

Here, \( \text{soft}(a) \) denotes a soft-head representation obtained from an attention mechanism:

\[
\text{soft}(a) = \sum_{\text{start}(a) \leq i \leq \text{end}(a)} \text{att}(i, a) h_i
\]

\[
\text{att}(i, a) = \frac{w_{\text{att}}^T h_i}{\sum_{\text{start}(a) \leq i' \leq \text{end}(a)} w_{\text{att}}^T h_i'}
\]

and \( \text{width}(a) \) denotes a width embedding corresponding to the span size (width).

All valid candidate spans are first assigned an unlabeled score, using an MLP scorer. This unary score is then used as the criterion for beam pruning to reduce the computational costs of full labeling. Since each predicate will not have too many arguments (most have less than 5), we adopt a fixed beam size of 10. We also limit the maximum width of candidate spans to 30, which covers around 99% of the cases. Surviving candidates are further assigned label scores with another MLP scorer, with which we decide output arguments.

2.3 Two-step

In this approach, we decompose the problem into two steps: head-selection and boundary-decision. In the first step, each individual word is directly scored for argument labels (or NIL). We again adopt an MLP classifier to obtain the probability
that a word can be the head of an argument with label $r$ ($r$ can be NIL). The non-NIL labeled words are selected as the head words of the arguments. Since the annotations usually do not contain head words for the argument spans, we further consider two strategies to provide supervision for training:

**HeadSyntax** A straightforward method is to adopt guidance from syntax. Following dependency-style SRL (Surdeanu et al., 2008; Hajič et al., 2009), we use syntactic dependency parse trees and select the highest word (the one that is closest to the root) in the span as the head. In training, we only assign the argument role to the syntactic head word, and all other words in the span get a label of NIL.

**HeadAuto** In this strategy, all words in an argument span can be considered as the potential head word. We adopt the bag loss from Lin et al. (2019) to train the model to automatically identify head words. Specifically, for a word $w_i$ inside an argument span $a$ which has the role $r$, the loss is computed as:

$$
\text{Loss}(w_i) = \delta_i \cdot [- \log p(r|h_i)] + (1 - \delta_i) \cdot [- \log p(\text{NIL}|h_i)]
\delta_i = \frac{p(r|h_i)}{\max_{a, \text{end}(a) \leq j \leq \text{end}(a)} p(r|h_j)}
$$

Here, words that are more indicative for the argument will be assigned higher probabilities to the argument role. This will give them larger loss weights ($\delta$) and thus further encourage them to be the heads. In this way, the head words are decided automatically by the model.

In the second step, we determine span boundaries for these head words. Here we adopt the span selection method from extractive question answering (Wang and Jiang, 2016; Devlin et al., 2019) using two classifiers to decide the start and end words ($[s, e]$) of a span:

$$
p(s, e) = p_{\text{start}}(s) \cdot p_{\text{end}}(e)
\frac{\text{exp score}_{\text{start}}(h'_i)}{\sum_i \text{exp score}_{\text{start}}(h'_i)}
\frac{\text{exp score}_{\text{end}}(h'_i)}{\sum_i \text{exp score}_{\text{end}}(h'_i)}
$$

Here, we first add indicator embeddings to the head word’s encoder representations to mark its positions, and then stack one self-attention layer to obtain head-word-aware representations for the input sequence: \(\{h'_1, \ldots, h'_n\}\). We further introduce two linear scorers to assign the start and end scores for each word, which are further normalized across the input sequence. For training, the objective is minimizing the sum of negative log-likelihoods of picking the correct start and end positions. When decoding, we select the maximum scoring span whose boundaries $s$ and $e$ satisfy $s \leq e$.

We observe that at inference time, sometimes different head words may expand to overlapping spans, which do not appear in the datasets we explore. To deal with this, we adopt a greedy post-processing procedure to remove overlapping argument spans: iterating through all argument spans ranked by model score and only keeping the ones that do not overlap with previous surviving ones.

### 3 Experiments

#### 3.1 Settings

**Data** The models are evaluated on standard PropBank datasets from the CoNLL-2005 shared task (Carreras and Máquez, 2005) and the CoNLL-2012 subset of OntoNotes 5.0 (Pradhan et al., 2013). Table 1 lists the relevant statistics. For CoNLL-2005, we follow the splits from the CoNLL-2005 shared task. For the English part of CoNLL-2012, we adopt the data from Pradhan et al. (2013) but follow the splits of the CoNLL-2012 shared task. For the Chinese part of CoNLL-2012, we directly utilize those provided by the CoNLL-2012 shared task. For evaluation, we adopt the standard evaluation script of srl-eval.pl. For the “HeadSyntax” method that requires dependency trees, we convert the original constituencies to Universal Dependencies (Nivre et al., 2020) using Stanford CoreNLP (Manning et al., 2014) version 4.1.0. Notice that we only need syntactic information to be provided during training, since the model predicts head words itself at test time.

**Input Features and Encoder** For fair comparison, we adopt the same input features, deep Transformer-based encoders and training schemes across all experiments. We consider two types of word features: static word embeddings and
pre-trained contextualized embeddings\(^7\) from BERT\(_\text{base}\). In the English experiments, we adopt fastText\(^8\) embeddings (Mikolov et al., 2018) and frozen features from bert-base-cased. In the cross-lingual experiments, we only utilize multi-lingual BERT features from bert-base-multilingual-cased. Before feeding the word-level features to the encoder, we concatenate them and apply a linear layer to project them to the encoding dimension. We further add indicator embeddings to let the model be aware of the positions of the predicates. For both cases of static embedding and BERT features, we adopt a 10-layer Transformer module as the encoder. The head number, model dimension and feed-forward dimension are set to 8, 512 and 1024, respectively. In addition, we adopt relative positional encodings for the Transformer (Shaw et al., 2018) since we found slightly better performance in preliminary experiments.

**Training** We use the Adam optimizer (Kingma and Ba, 2014) for training. The learning rate is linearly increased towards 2e-4 within the first 8k steps as warm up. After this, we decay the learning rate by 0.75 each time the performance on the development set does not increase for 10 checkpoints. We train the model for a maximum of 150k steps and do validation every 1k steps to select the best model. One model contains around 40M parameters (excluding BERT). For each update, the batch size is around 4096 tokens. We apply dropout rates of 0.2 to the hidden layers. For models using static embeddings, we further replace input words by a special UNK token with a probability of 0.5 if it appears less than 3 times in the training set. At test time, a word is represented by UNK if it is not found in the collection of static word embeddings. All the experiments are run with our own implementation\(^9\). All the models are trained and evaluated on one TITAN-RTX GPU, and training one model takes around 1 day in our environment.

### 3.2 Fully-supervised Experiments

We first experiment in the fully-supervised settings on English data. Table 2 lists the comparisons of our test results (BIO w/ CRF using BERT features) to previous work. Generally our model can obtain comparable results, which verifies the quality of our implementation.

Tables 3 and 4 list our main comparisons on the development and test sets. The overall trends are very similar. For BIO-tagging, incorporating a structured CRF layer is generally helpful, which can improve the F1 scores by around 0.5 points. When not using BERT features, more structured decoders generally perform better than BIO-tagging. With the head word oracles from the syntax trees, “HeadSyntax” performs the best overall. This agrees with Strubell et al. (2018) and Swayamdipta et al. (2018), showing the helpfulness of syntactic information for SRL. However, when utilizing BERT features, the benefits of more structured decoders are diminished and the simple BIO-tagger robustly performs well. It seems that with a powerful encoder, the choice of the decoder plays a smaller role for final performance.

To further investigate this phenomenon, we perform error analysis on the development outputs of “BIO (w/ CRF)” and “HeadSyntax,” which are the two that perform the best overall. We group the errors into four categories: “Boundary” denotes that the predicted head words and role labels match

---

\(^7\)We concatenate layer 7, 8 and 9 of BERT hidden representations. For words that are split into sub-tokens, we utilize the representations of the first sub-token.

\(^8\)https://fasttext.cc/docs/en/english-vectors.html

\(^9\)https://github.com/zzsfornlp/zmsp/
Table 3: Development results for the fully-supervised experiments. All the numbers are averaged over 5 runs with different random seeds, standard deviations of F1 scores are also reported.

|                  | CoNLL 2005 In-domain (WSJ) | CoNLL 2012 (OntoNotes) |
|------------------|----------------------------|-------------------------|
|                  | P  | R  | F1  | P  | R  | F1  |
| **Without BERT** |    |    |     |    |    |     |
| BIO (w/o CRF)    | 83.11 | 83.39 | 83.49±0.20 | 81.43 | 82.75 | 82.09±0.22 |
| BIO (w/ CRF)     | 83.64 | 83.27 | 83.96±0.26 | 82.41 | 83.77 | 83.09±0.11 |
| Span             | 84.60 | 83.57 | 84.08±0.23 | 82.89 | 83.04 | 82.96±0.12 |
| HeadSyntax       | **84.81** | **84.48** | **84.65±0.18** | **83.12** | **83.42** | **83.27±0.18** |
| HeadAuto         | 84.52 | 84.38 | 84.45±0.22 | 82.50 | 83.16 | 82.83±0.15 |
| **With BERT**    |    |    |     |    |    |     |
| BIO (w/o CRF)    | 86.47 | 87.50 | 86.98±0.12 | 85.22 | 86.94 | 86.08±0.15 |
| BIO (w/ CRF)     | 86.78 | **87.84** | 87.31±0.13 | 85.66 | **87.19** | **86.42±0.12** |
| Span             | 86.94 | 86.76 | 86.85±0.16 | 85.83 | 86.37 | 86.10±0.11 |
| HeadSyntax       | **87.35** | 87.48 | **87.41±0.14** | **86.04** | 86.79 | **86.41±0.12** |
| HeadAuto         | 87.10 | 87.67 | 87.38±0.22 | 85.80 | 86.75 | 86.27±0.15 |

Table 4: Test results of the fully-supervised experiments. All the results are averaged over five runs with different random seeds, standard deviations of the F1 scores are also reported.

|                  | CoNLL 2005 In-domain (WSJ) | CoNLL 2012 (OntoNotes) |
|------------------|----------------------------|-------------------------|
|                  | P  | R  | F1  | P  | R  | F1  |
| **Without BERT** |    |    |     |    |    |     |
| BIO (w/o CRF)    | 84.42 | 84.94 | 84.68±0.25 | 73.56 | 73.03 | 73.29±0.43 |
| BIO (w/ CRF)     | 85.04 | 85.35 | 85.20±0.12 | 74.25 | 73.92 | 74.08±0.31 |
| Span             | 85.68 | 84.62 | 85.14±0.32 | 75.88 | 74.23 | 75.05±0.42 |
| HeadSyntax       | **85.84** | **85.38** | **85.61±0.11** | **75.92** | **74.74** | **75.33±0.58** |
| HeadAuto         | 85.30 | 85.17 | 85.23±0.14 | 74.98 | 73.85 | 74.41±0.50 |
| **With BERT**    |    |    |     |    |    |     |
| BIO (w/o CRF)    | 87.21 | 87.95 | 87.58±0.28 | 81.26 | 81.79 | 81.52±0.23 |
| BIO (w/ CRF)     | 87.54 | **88.32** | **87.93±0.16** | 81.91 | **82.37** | **82.14±0.20** |
| Span             | 87.75 | 87.33 | 87.54±0.14 | 81.87 | 81.60 | 81.73±0.77 |
| HeadSyntax       | **87.76** | **87.96** | **87.86±0.08** | **82.10** | 81.60 | 81.85±0.90 |
| HeadAuto         | 87.70 | 88.15 | **87.93±0.12** | 81.52 | 81.36 | 81.44±0.37 |

Figure 2: Error breakdown for “BIO” and “HeadSyntax” on the CoNLL-2005 development set.

ments. The results are shown in Figure 2. When not using BERT features, the main advantages of “HeadSyntax” over “BIO” are on the “Boundary” and “Attachment” errors, where the former makes 11% fewer “Boundary” and 17% fewer “Attachment” errors. Notice that these two types of errors are closely related to syntax, and they are mainly caused by incorrect phrase boundary predictions. In this way, it seems natural that incorporating syntactic information with head words can be helpful in this scenario. Nevertheless, when utilizing BERT features, these advantages are reduced to a negligible level. This indicates that BERT may provide sufficient information overlapping with syntax to help on boundary decisions.

3.3 Cross-genre Experiments

We further explore English cross-genre settings. We utilize English CoNLL-2012 subsets of
Ontonotes and split the corpus according to the genres. There are seven genres, including broadcast conversation (bc), broadcast news (bn), newswire (nw), magazine (mz), pivot (Bible) (pt), telephone conversation (tc) and web (wb) text. The models are trained on the newswire (nw) portion and directly evaluated on portions of all the genres. Table 5 shows the test results. The overall trends are similar to those in the fully-supervised setting. Without BERT, more span-aware structured decoders perform better by more than for 1 point compared to BIO-tagging. After including BERT features, the gaps decrease. Nevertheless, more structured decoders can still perform competitively.

Note that in this setting, we perform evaluations with a correction to an annotation inconsistency that originally favored more structured (direct) decoders. We find that there are inconsistent annotations for the predicates of auxiliary verbs across some genres, we thus exclude them for evaluation. In the genres of “bc”, “bn” and “mz”, there are many more auxiliary verbs annotated than those in “nw”. Interestingly, if not excluding these examples, the more structured decoders perform better than BIO-tagging even with BERT, as shown in Table 6. A possible explanation is that the more structured decoders usually see more negative examples during training and might be more conservative when predicting arguments for these auxiliary verbs, which do not have any arguments. On the contrary, the BIO-tagger tends to over-predict arguments in these cases, leading to worse results. Nevertheless, this phenomenon is only the result of an annotation inconsistency in the dataset and we thus exclude these auxiliary verbs from evaluation in this setting.

We further compare cross-genre results with genre (domain) similarities. Following Aharoni and Goldberg (2020), we obtain similarity scores from target genres to the source genre (nw) by calculating cosine similarity of the centroids of BERT representations. Specifically, we first compute sentence-level representations by average pooling the final hidden vectors with a vanilla BERT, then the genre-level representations are obtained by further calculating cosine similarity of the centroids of BERT representations.

Table 5: F1 scores of the (English) cross-genre experiments (averaged over 5 runs with different random seeds). “*” denotes that models are trained on the “nw” portion. “Avg.” denotes macro average over all genres.

|       | bc  | bn  | mz  |
|-------|-----|-----|-----|
| BIO (w/o CRF) | 71.19±0.61 | 77.56±0.68 | 76.63±0.51 |
| BIO (w/ CRF) | 72.11±0.98 | 76.28±0.61 | 75.87±0.69 |
| Span | 73.30±1.07 | 79.90±0.58 | 77.90±0.59 |
| HeadSyntax | 75.23±1.00 | 79.95±0.49 | 78.69±0.41 |
| HeadAuto | 73.60±0.49 | 78.97±0.53 | 77.60±0.41 |

Table 6: F1 scores of the (English) cross-genre experiments (averaged over 5 runs with different random seeds) on specific genres without excluding auxiliary predicates (with BERT).

Figure 3: F1 results versus genre similarities according to BERT representations.
ther averaging all sentence-level ones in the corpus. We show the results of “BIO (w/ CRF)” and “HeadSyntax” in Figure 3. Generally, F1 scores on target genres have a weak correlation with genre similarities to the source (Pearson’s correlation is 0.45). The outlier “pt” is a special case (biblical text) which mainly contains simple instances.

### 3.4 Cross-lingual Experiments

We further explore a simple zero-shot cross-lingual setting. We still take the CoNLL-2012 subset of the Ontonotes corpus. The models are trained on the English sets, and then directly applied to the Chinese sets. This time we exclude word embeddings and only use representations from multilingual BERT as the input features, which has shown to be effective for cross-lingual transfer (Wu and Dredze, 2019). Since the Chinese and English PropBanks use different frames, the labeled results might not be directly comparable. We thus perform unlabeled training and evaluate unlabeled argument F1 scores, which reveal how well the models extract argument spans. We simply collapse all the role labels into one special “IsArg” label.

The results are listed in Table 7. The trends are still similar to the previous monolingual experiments with BERT, different decoders obtain similar results, especially considering the deviations of multiple runs. In this setting, the CRF does not help as much as in the case of monolingual experiments. The main reason might be that we are training unlabeled systems, and the main transition that CRF is capturing is "I" after "B", which does not provide too much enhancement. Interestingly, in our preliminary experiments, we also tried labeled training, and found that the CRF is actually harmful, since the distributions of the tag transitions might be different across languages.

We further investigate the systems’ outputs and find similar error patterns. Table 8 lists a typical example, where in Chinese the auxiliary word “了” is incorrectly included in the last argument.

Table 8: A typical error of cross-lingual systems. Here, the predicate is the underlined “写” (wrote) and the gold and predicted arguments are presented in [the brackets]. The cross-lingual models wrongly include the extra auxiliary word “了” in the last argument.

|  | Dev       | Test       |
|---|-----------|------------|
| BIO (w/o CRF)  | 56.73 ± 0.63 | 56.18 ± 0.61 |
| BIO (w/ CRF)   | 56.86 ± 0.05 | 56.47 ± 0.95 |
| Span           | 56.61 ± 0.51 | 55.97 ± 0.39 |
| HeadSyntax     | 57.05 ± 0.36 | 56.48 ± 0.34 |
| HeadAuto       | 57.05 ± 0.59 | 56.51 ± 0.66 |

Table 7: Unlabeled F1 scores of English→Chinese zero-shot cross-lingual experiments (averaged over five runs with different random seeds).

Table 9: Speed comparisons of decoding methods (evaluated by number of sequences per second, averaged over 5 runs, on one TITAN-RTX GPU).

| Decoding | Without BERT | With BERT |
|---------|--------------|-----------|
| BIO (w/o CRF) | 709.8 ± 10.6 | 412.3 ± 4.6 |
| BIO (w/ CRF)  | 497.0 ± 4.5  | 335.1 ± 4.3 |
| Span         | 355.8 ± 5.4  | 261.3 ± 3.7 |
| HeadSyntax   | 561.6 ± 5.1  | 372.8 ± 4.5 |
| HeadAuto     | 454.9 ± 7.9  | 311.0 ± 5.8 |

Figure 4: Comparing speed vs. F1 with different decoding methods (on CoNLL05 development set).

3.5 Speed Comparisons

Finally we compare the decoding speed of different extraction methods. Results are shown in Table 9 and we further compare them against F1 scores in Figure 4. Greedy BIO-tagging (w/o CRF) obtains the highest speed. However, this comes with a drop of around 0.5 F1 points without BERT and 0.3 F1 points with BERT. Although the two-step approaches require two decoding steps, they
are still efficient thanks to the simplicity of both steps. When trained with syntactic information, this model is the second best in terms of decoding speed. On the other hand, even with beam pruning, the span-based decoder still needs to score a number of span candidates quadratic in the input sequence length, making it less efficient compared to other decoders.

4 Related Work

Argument Extraction Before the incorporation of end-to-end neural models, traditional SRL systems usually depend on input constituency trees to obtain argument candidates (Xue and Palmer, 2004; Márquez et al., 2008). Although straightforward, this may suffer from error propagation from syntax parsers. Recent neural systems utilize end-to-end models to solve the task. Casting SRL as BIO-based sequence labeling problem is the most common decoding scheme and can obtain impressive results (Zhou and Xu, 2015; He et al., 2017; Tan et al., 2018; Strubell et al., 2018; Shi and Lin, 2019). On the other hand, span-based methods (He et al., 2018a; Ouchi et al., 2018) directly select and label among argument span candidates. This is actually similar to the traditional approaches, though the argument candidates are obtained by the model rather than from input syntax trees. In addition to span-based SRL, the focus of this work, there is another category of dependency-style SRL, which only requires the extraction of head words of argument spans (Surdeanu et al., 2008; Hajič et al., 2009). Inspired by this, for span-based SRL, we can extract argument head words as the first step and then expand to the full spans in a second step. This idea has also been applied in information extraction, such as coreference resolution (Peng et al., 2015), entity detection (Lin et al., 2019) and event argument extraction (Zhang et al., 2020). Another interesting direction is considering the structured constraints of the arguments, including works on integer linear programming (Punyakanok et al., 2004, 2008), dynamic programming (Täckström et al., 2015) and structure-aware tuning (Li et al., 2020).

Cross-lingual SRL There has also been increasing interest in cross-lingual transfer for SRL, where data transfer and model transfer are the main approaches. Data transfer usually depends on translation and annotation projection to obtain training resources for target languages (Padó and Lapata, 2009; Akbik et al., 2015; Aminian et al., 2019; Fei et al., 2020a; Daza and Frank, 2020). On the other hand, model transfer techniques directly reuse an SRL model trained on source languages to transfer to target languages (Kozhevnikov and Titov, 2013; Fei et al., 2020b), based on common representations. In particular, the recent development of multilingual neural representations, such as multilingual BERT, has been shown to be effective for cross-lingual transfer (Wu and Dredze, 2019; Pires et al., 2019). In this work, we explore a simple zero-shot unlabeled setting for cross-lingual SRL. We leave more explorations on this to future work.

5 Conclusion

In this work, we empirically compare several span extraction methods for SRL. Extensive results show that in fully supervised settings, simple BIO-tagging is a robustly good option when utilizing BERT features. Similar trends are also found in cross-genre and cross-lingual settings. We also analyze the accuracy-efficiency trade-offs for different decoders; although methodologically more complex, two-step approaches are still efficient in decoding. Future work could explore other NLP tasks that require extracting textual spans.
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