The Effects of Wind Veer During the Morning and Evening Transitions
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Abstract. Direction and speed wind shear modify turbine performance by changing inflow conditions on turbine blades. Using observations from the 2013 CWEX campaign, we found the daily atmospheric boundary layer transitions (morning and evening) match periods of high electricity demand for a wind farm in central Iowa. Power production during these periods was undermined for large direction shear and low speed shear scenarios. The morning transition displayed larger direction shear over the rotor layer for most wind speeds compared to the evening period. This resulted in lower turbine performance for the morning compared to the evening and whole day. This study shows that the combined effect of direction and speed shear is affecting turbine operation during high electricity demand times of day, predominantly during the morning at this wind farm.

1. Introduction

Wind power generation directly depends on numerous atmospheric conditions. Stability, turbulence, and speed and direction shear have been found to influence turbine performance [1–8]. Ideally, the power extracted by a wind turbine depends on the blade design and the available power flux through the disk swept by the blades [9]. Still, the way in which the available power flux and the blade element’s efficiency varies depend on numerous variables, most of which are difficult and require numerous instruments to characterize.

Static stability in the boundary layer is driven by temperature gradients that create or suppress buoyancy [10]. Three distinct stability regimes are usually considered in the boundary layer. Stable atmospheric conditions correspond to net vertical heat fluxes toward the ground that pose a counteracting buoyant force to vertically-moving air parcels. Unstable conditions, in the opposite, present positive vertical heat fluxes at the surface resulting in convective motions of air plumes. Lastly, neutral stability is characterized by near-zero buoyancy and sometimes large mechanical turbulence. Unstable conditions usually dominate during daytime. When solar radiation heats the surface, the boundary layer gets highly mixed and a uniform mean virtual potential temperature profile develops due to convection. During nighttime, a stratified condition prevails. When the surface is colder than the air, turbulent buoyant fluxes cease, and the mean potential temperature increases with height.

Without considering advection or topography, stability in the boundary layer largely determines the evolution of wind speed, wind direction and turbulence across the boundary layer. Highly stable layers
have large vertical shear due to little vertical mixing, and turbulence is mechanically generated [10]. Conversely, vertical momentum fluxes in mixed layers reduce vertical shear but increase turbulence as large convective eddies carry vertical momentum across the layer [10].

Many studies have focused on the effects of the different atmospheric states and variables on wind power generation. Turbulence intensity and wind shear have been found to influence turbine performance [1–4,7]. Atmospheric stability has been linked to deviations from the manufacturer’s power curve [5,8,11]. And large direction wind shear has been linked to slight decreases of turbine power production [4,12].

Most of the studies mentioned above focus on the effect of atmospheric conditions on turbine performance during a stationary atmospheric regime, however the transition periods between nighttime and daytime and vice-versa are rarely considered. After sunrise, a stratified boundary layer evolves to well-mixed, and near sunset the opposite transpires. Studies on the evening transition have centered on the convective-to-nocturnal boundary layer evolution [13–18], the vertical transport of species [19,20] and the evolution of low-level jets [21–24]. In addition, its effects on wind turbines such as loads on blades [25] and the evolution of wakes [26,27] have also been considered. Most studies for the morning transition have focused on the evolution from a stable to convective boundary layer and on the definition of the transition period [18,28–32]. The morning and evening transitions are of great importance as they take place during high-demand electricity times of day for the Midwest region of the United States [33]. The morning transition exhibits the largest rate of increase in electricity demand. The evening transition usually initiates just after a maximum in daily electricity demand.

In this study, we investigate the influence of speed and direction wind shear on turbine performance during the morning and evening transition periods. In addition, we intend to verify if the threshold defined by Sanchez Gomez and Lundquist [34] is able to discern between under- and overperformance for different boundary layer structures. Section 2 provides a brief description of the dataset used for this study. In section 3, we present our data analysis methods, including the definition of the morning and evening transitions, and how we characterize direction and speed shear. A characterization of atmospheric states and the effects of each shear condition on turbine performance for each period of the day are highlighted in sections 4 and 5.

2. Data

2.1. Site description

The Crop Wind Energy eXperiment (CWEX) in 2010, 2011 and 2013 intended to study the effect of wind turbines on microclimates over crops [35–37], the diurnal cycle effect on turbine wakes [27,38], and how agriculture impacts wind energy production [39]. Observations during this period have also been used to further analyse the impacts of different atmospheric conditions on turbine power production [24], the dynamics of wake variability [40,41], and to test approaches for coupling mesoscale and large-eddy simulation models [42]. The CWEX campaign of 2013 took place between June and September in a wind farm in north-central Iowa. Several surface flux stations, a radiometer, three profiling lidar, and a scanning lidar were deployed.

| Table 1. Technical specifications of the GE 1.5 MW extra-long extended (XLE) model turbines [43]. |
|---------------------------------------------------------------|
| Rotor diameter (D) | 82.5 m |
| Hub height | 80 m |
| Rated power | 1.5 MW |
| Cut-in wind speed | 3.5 m s⁻¹ |
| Rated power at | 11.5 m s⁻¹ |
| Cut-out wind speed | 20 m s⁻¹ |
This multi-MW wind farm is composed of 200 wind turbines arranged from the southeast to northwest. The wind farm is layout over flat terrain surrounded by wetlands, a mixture of corn and soybeans, and some farmsteads in the southern edge [35]. A subset of GE 1.5 MW XLE model turbines (see Table 1 for specifications) is used for analysis for the 2013 campaign, from which four turbines are selected for this analysis (see Sanchez Gomez and Lundquist [34] for complete site description). The four turbines for this analysis are selected due to their proximity to the WindCube V1 profiling lidar.

2.2. Profiling lidar
Data from a Leosphere Windcube V1 profiling lidar is used to quantify wind speed, and direction over the turbine rotor layer. This Doppler wind lidar measures vertical profiles of speed and direction at nominally 1-Hz temporal resolution. It uses a Doppler beam swinging (DBS) approach obtaining radial wind measurements along four cardinal directions at an inclination of 62.5º above the horizon [24]. The components of the flow are then calculated from the four separate line-of-sight velocities [44]. The CWEX-13 campaign collected wind measurements from 40 to 220 m above ground level (AGL) at 20 m increments. This study focuses on 2-min average measurements from 40 to 120 m, which comprise the entire turbine rotor layer.

Lidar and turbine data is available throughout the campaign [34]. The prevailing wind direction is from the south. Additionally, the same procedure as in Sanchez Gomez and Lundquist [34] is followed to filter out wind speeds outside cut-in and rated, and directions <100 and >280 deg so that the lidar captures turbine’s inflow conditions.

2.3. Wind turbines
The subset of turbines employed for this study consists of four GE 1.5 MW XLE, variable speed and variable blade pitch turbines. Turbine power production, blade pitch angles and nacelle wind speed were provided by the wind farm operator as 10-min averages recorded through the supervisory control and data acquisition (SCADA) system for each turbine. Turbine operation was filtered following the blade pitch angle approach of St. Martin et al. [5] as depicted in Sanchez Gomez and Lundquist [34].

3. Methods

3.1. Morning and evening transitions
The atmospheric boundary layer undergoes two transitional periods during the day defined by the balance of surface sensible heat fluxes. The morning transition period begins when the surface sensible heat flux becomes positive, causing the shallow nocturnal mixed layer to grow into the residual layer. The evening transition begins with a negative surface sensible heat flux that drives the decay of convective turbulence. Different methodologies have been employed to characterize daily transition periods. Sandeep et al. [16] characterized one transitive period using the rate of decrease of surface temperature, the rate of change of water vapor mixing ratio, wind variance, temperature gradients, signal-to-noise ratio and the Doppler spectral width. Grimsdell and Angevine [45] described the ending of the daytime convective layer using wind profiler reflectivity and Doppler spectral width. The evening transition period has also been defined according to atmospheric stability shifts and changes in the surface sensible heat flux sign [27,46,47]. Here, we use data from seven surface flux stations between August 23 and September 01, 2013 to define 3-hr morning and evening transition periods that follow the mean kinematic heat flux evolution (Figure 1a).
Figure 1. Mean kinematic heat flux (a) and friction velocity (b) evolution from August 23, 2013 to September 01, 2013. Data recorded at 8 m height above ground level. The morning and evening transition periods are shaded in grey on each plot.

After a stable nocturnal layer, the progression of the kinematic heat flux in the surface toward positive values (0600 – 0900 LT) renders an increase of vertical turbulent fluxes (Figure 1b) eroding the stable layer from below. The turbulent eddies increase in size and start to form a mixed layer near the surface. As soon as the convective layer erodes the entire stable layer, it progresses rapidly through the residual neutrally stratified atmosphere.

After a mixed boundary layer developed during the day, vertical turbulent fluxes from the surface are suppressed during the evening transition (1930 – 2230 LT) by a net sensible heat flux toward the ground (Figure 1a). As air cools near the surface, a stratified layer that progresses with height is generated that eventually includes the turbine rotor. The stable layer is characterized by declining vertical momentum fluxes (Figure 1b) that allow winds aloft to increase their speed and start turning clockwise.

3.2. Daily power demand for the Midwest region

Daily power demand in the Midwest region (Figure 2), which includes the state of Iowa, illustrates that the morning transition agrees with the period of largest rate of increase in electricity demand (370 MW hr⁻¹), while the evening transition occurs after the maximum demand period of the day (10 156 MW).
3.3. Normalized performance

Turbine performance throughout the campaign displayed significant differences from the manufacturer’s reference values for a wide range of wind speeds [34]. Therefore, the mean power curves obtained for each turbine by Sanchez Gomez and Lundquist [34] were used to normalize power production for each 0.5 m s$^{-1}$ wind speed range. This procedure permits the comparison between different turbines and diverse wind speeds as it establishes performance compared to mean operation during the observed period, where $>1$ equates turbine overperformance and $<1$ underperformance.

3.4. Direction wind shear

Direction wind shear corresponds to the change in wind direction with height. Direction shear can be caused by the thermal wind, the inertial oscillation during nighttime [21,23] and frictional drag with the ground. The thermal wind is the vertical shear of geostrophic wind generated by sloping terrain, fronts, lad-sea interfaces, and large-scale weather patterns [10]. The inertial oscillation is the rotation of the wind vector in the boundary layer caused by a force imbalance after short-wave radiation from the sun diminishes around sunset. Friction with the ground reduces the wind speed at the surface and induces a force imbalance between the Coriolis force and pressure gradients, resulting in a surface wind vector crossing isobars toward low pressure [48].

In this study, direction shear is calculated as the shortest rotational path between wind vectors at 40 and 120 m AGL, normalized over the vertical distance between measurements.

3.5. Speed wind shear

Speed shear is defined as the variation of the mean horizontal wind speed with height. Wind speed shear in the atmospheric boundary layer is caused by frictional drag on the air flowing over the surface driven by geostrophic wind. As with direction shear, the forcing mechanisms of speed shear may be thermal winds, the inertial oscillation and friction with the ground [12], as well as other patterns. The short-term variation in wind speed with elevation over shallow layers of the boundary layer is influenced by atmospheric stability. A stable (stratified) layer allows for large speed gradients to develop since buoyant turbulent fluxes are negative and the only contribution to turbulence is shear [10]. An unstable (mixed) layer presents large buoyant turbulent fluxes that carry momentum across the whole layer in addition to shear turbulence generation, resulting in small speed shear [10].

Speed shear in wind energy applications is usually described by the dimensionless wind shear exponent $\alpha$ using the power law expression,

$$ V = V_R \left( \frac{x}{z_R} \right)^{\alpha} $$

(1)
where $V$ is the mean horizontal wind speed at height $z$, and $V_R$ is the mean horizontal wind speed at reference height $z_R < z$ above ground level. In this study, we characterize speed shear using the power law and calculate the dimensionless shear exponent using lidar-measured wind speeds at 40 and 120 m AGL.

4. Results

4.1. Atmospheric conditions

The morning transition period during this campaign evidenced a skewed directional shear distribution towards veering, and a skew distribution for speed shear towards large values of the power law exponent (Figure 3). Almost 92% of all recorded cases correspond to wind veering, from which 42% are above 0.2 deg m$^{-1}$; and for the remaining backing cases, 26% have a numerical value smaller than -0.1 deg m$^{-1}$. Similarly, more than 94% of cases displayed an increase in wind speed with height, and 45.2% of observations evidenced power law exponents above 0.35, which could cause an 8 m s$^{-1}$ wind speed at the bottom of the rotor layer (40 m) to be up to 12 m s$^{-1}$ at 120 m AGL.

The evening transition period for the recorded data also presents skewed distributions for direction and speed shear; however, values are closer to zero-shear in both cases (Figure 3). Though 90% of cases correspond to wind veering, only 31% of these have veering values larger than 0.1 deg m$^{-1}$. Also, only 12.7% of backing cases have numerical values larger than 0.1 deg m$^{-1}$. Speed shear displays the same trend, as 91.8% of observations have increasing wind speed with height, though the morning transition depicted more cases above $\alpha = 0.35$ given that only 24% of positive power law exponents meet this condition during the evening.
Figure 4. Relationship speed and direction shear for each analyzed time period overlaying the number of occurrences of each direction and speed shear range combination.

Though speed and direction shear depict similar probability distributions and evolution with height, only a minor relationship occurs between these parameters. If only considering mean direction shear values with more than 30 occurrences to approximate a normal distribution for each speed shear bin (Figure 4), an increasing power law exponent value is related to a near-constant directional wind shear for both time periods. The morning transition displays a relationship of 0.37 per unit increase in deg m$^{-1}$ between speed shear and veering for power law exponents larger than 0, however the correlation between veering and $\alpha$ is not significant ($\rho = 0.2132$, $p = 0.61$). Not enough backing cases occurred to draw conclusions. For the evening transition, a 0.24 increase in the power law exponent per unit increase in deg m$^{-1}$ for veering ($\alpha > 0.1$) and backing ($\alpha > 0$) is observed. Still, no significant linear correlation exists between both shear parameters ($\rho = -0.5833$, $p = 0.13$ for veering; $\rho = -0.5291$, $p = 0.28$ for backing).
Figure 5. Evolution of speed shear for increasing wind speeds during the morning (a) and evening (b) transitions. Power law bins with more than 30 total observations are plotted. Mean and median wind speeds for each speed shear bin are plotted as continuous and dashed lines, respectively.

The morning transition period portrays greater direction and speed wind shear compared to the evening transition for wind speeds between cut-in and rated speed (Figure 5). The mean wind speed in each speed shear bin follows the same trend for both time periods, with the maxima occurring for $0.5 < \alpha < 0.6$ and $0.4 < \alpha < 0.5$, for the morning and evening transition respectively. However, the morning transition period displays larger direction shear values than the evening transition for every power law exponent and wind speed. More than 37% of observations during the morning evidenced direction shear above $0.2 \text{ deg m}^{-1}$ and $\alpha > 0.3$. For the evening, only 0.49% of recordings were above those values, and 17% occurred above $\alpha = 0.3$ and 0.1 deg m$^{-1}$ of directional shear. Furthermore, almost 50% of observations after sunrise having speed and direction shear above $\alpha = 0.3$ and 0.2 deg
m$^{-1}$, respectively, report wind speeds above 6 m s$^{-1}$. Conversely, 75% of reported cases near sunset displaying speed shear above $\alpha = 0.3$ and direction shear above 0.1 deg m$^{-1}$ are for speeds below 6 m s$^{-1}$.

4.2. Turbine performance

Atmospheric conditions during the evening are less unfavorable for turbine power production than during the morning transition (Figure 6). Following the procedure of Sanchez Gomez and Lundquist [34], we segregated normalized performance according to the direction and speed shear conditions at which it took place using a threshold (called the $\alpha/\beta$ threshold). The $\alpha/\beta$ threshold corresponds to the combination of speed ($\alpha$) and direction shear ($\beta$) values that separated under- and overperformance at this windfarm [34]. The mean normalized power for the four analyzed turbines for cases above the $\alpha/\beta$ threshold is 0.88 (a 12% underperformance), while a mean of 1.01 (a 1% overperformance) occurs for cases below the $\alpha/\beta$ threshold during the morning transition period [34]. A significance test revealed meaningful differences between normalized power above and below the threshold (99.99% confidence). During the evening transition, mean normalized power for the four analyzed turbines above the $\alpha/\beta$ threshold is 0.96, and below the threshold is 1, and, as with the morning transition, cases below and above the threshold significantly differ (99.99% confidence). Analyzing each individual turbine yields comparable results to combining them all together.

![Figure 6. Mean normalized turbine performance for each combination of speed and direction shear values during the morning and evening transitions. The red line marks the $\alpha/\beta$ threshold. Data for the four analyzed wind turbines.](image)

Examining the factors that influence normalized performance for each turbine reveals that direction shear, as well as speed shear, significantly affects performance in most cases. A multiway analysis of variance on normalized power production for all combinations of speed and direction shear during the morning and evening transitions revealed that direction and speed shear influence normalized power in every turbine (99% confidence).

5. Discussion and conclusions

Wind direction shear during both transition periods evidenced more veering than backing cases (Figure 3), as is expected from the balance between the Coriolis, pressure gradient, and friction forces in the atmospheric boundary layer [10,48]. The evolution of a stable to convective layer during the morning transition causes the newly formed mixed layer to direct the wind vector across isobars
toward low pressure near the surface, while winds upward keep turning in a clockwise manner. For the evening, a stratified layer evolves from a convective lower atmosphere allowing wind vectors aloft to veer.

The morning transition reports more cases and larger values of direction and speed shear than the evening for all wind speeds between cut-in and rated speed (Figure 3 and Figure 5), due to the nature of the evolution from a stratified to convective boundary layer compared to the evolution from convective to stratified. Atmospheric conditions before the morning transition correspond to large shear characteristic of a stratified nocturnal layer. After sunrise, turbulent buoyant fluxes form a mixed layer, however, winds upward are still stratified given that turbulence is yet to be driven by buoyant processes. Observations of the low-level jet in 2013 at this wind farm evidence a predominance of intense jets (LJJ-3) during the morning transition, which report very large speed and direction shear values [24]. After daytime, atmospheric conditions correspond to low direction and speed shear and the buoyancy term in the turbulence budget equation becomes negative. The stratified layer that evolves near the surface allows for shear to develop. However, mechanical turbulence in the residual layer above is large, mimicking former atmospheric conditions, hindering shear evolution. Low-level jets during the evening are generally weaker, of low intensity classes [24]. Near-uniform winds in the mixed layer and residual stratified winds aloft, and a greater incidence of high intensity jets during the morning transition result in large shear over a thinner layer compared to the evening.

Though speed and direction shear in the boundary layer have equivalent forcing mechanisms, they do not display a proportional relationship (Figure 4). Cariou et al. [49] suggests a larger correspondence between speed and direction shear over land, however our results show the opposite for transition periods. The increase of speed and direction shear over the whole rotor layer during each transition period depends on the rate of change of the wind vector (speed and direction) for each height interval, which differs for the morning and evening periods. During the morning transition, frictional forces driven by convection in the lower rotor layer increase rapidly (rapid decrease in wind speed and rate of direction change) resulting in greater proportionality between both shear parameters. Moreover, if conditions favor “free encroachment”, the mixed layer growth will occur at the fastest possible rate [31] supporting greater proportionality between speed and direction shear. Still, inertia from a nocturnal stratified boundary layer causes the upper layer to remain decoupled. During the evening transition, a stratified flow at lower heights dominates and less correspondence persists between both parameters.

The $\alpha/\beta$ threshold reported by Sanchez Gomez and Lundquist [34] distinguished between under- and overperformance for periods with different boundary layer structures. The morning transition presents an evolving stratified to convective layer comprised of a growing mixed layer near the surface, capped by a stable and residual layer. In contrast, the evening transition corresponds to an evolving mixed to stable layer, composed of a shallow surface layer topped by a growing stable layer beneath a residual/mixed layer. Segregating turbine performance according to speed and direction shear allowed differentiation between detrimental and favorable conditions in both transitive periods.

Substantial veering coupled with small speed shear is related to underperformance, in contrast, large speed shear and small changes in wind direction evidenced a boost in power above the mean for both transitive periods throughout the campaign (Figure 6). The alteration of inflow conditions varies the available power of the air through the turbine and its ability to extract energy from the wind [50]. Similar findings were reported in Ref. [34] when considering the effect of direction and speed shear for the whole day. Model results [4,12] and our observations, however, present opposing findings for constant direction shear and increasing speed shear. The opposite monotonical relationship between performance and speed shear found in both transition periods, and the decrease in the energy flux ($0 < \alpha < 0.33$) and turbine performance in simulations suggests that turbines in this wind farm present dissimilar aerodynamic efficiencies from that in the models, or that additional forcing mechanisms such as varying turbulence may exist in our observations.

Turbine performance during the morning transition differs from than during the evening and reports inferior values. Underperformance was approximately 3 times larger for the morning relative
to the evening transitive period (12% and 4%, respectively). Similarly, power reductions were much larger for the morning transition compared to whole-day results (12% for the morning and 6% for the whole day [34]). The morning transition presented larger direction shear for the majority of wind speeds compared to the evening. Also, greater proportionality between both shear parameters resulted in more power production cases taking place further above from the $\alpha/\beta$ threshold, in the region of underperformance. Furthermore, the multiway analysis of variance showed that direction shear effectively influenced turbine performance. Therefore, the occurrence of larger wind veer during the morning resulted in lower turbine performance compared to the evening.

Large shear values recorded during both transition periods and the observed power reductions that they instigate make speed and direction shear meaningful when considering atmospheric conditions that influence turbine performance during high power-demanding times of day. The morning transition evidenced more underperformance cases than the evening due to larger speed and direction shear values. However, direction and speed shear for the high power-demand time period is still significant. Therefore, this study shows that the periods with the largest rate of increase and value of power demand in the Midwest region are affected by speed and direction shear. These results are representative for locations with strong diurnal variability and flat terrain. It remains to be seen if the mid-day and mid-night periods are also affected. We speculate that the night period will be the most affected of the two. Also, we recommend verifying if the $\alpha/\beta$ threshold is still able to discriminate between turbine over- and underperformance at other locations, for different turbines and when including the effects of turbulence.
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