LOCAL STRONG SOLUTIONS FOR THE NON-LINEAR THERMOELASTIC PLATE EQUATION ON RECTANGULAR DOMAINS IN $L^p$-SPACES
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Abstract. In this article we consider the non-linear thermoelastic plate equation in rectangular domains $\Omega$. More precisely, $\Omega$ is considered to be given as the Cartesian product of whole or half spaces and a cube. First the linearized equation is treated as an abstract Cauchy problem in $L^p$-spaces. We take advantage of the structure of $\Omega$ and apply operator-valued Fourier multiplier results to infer an $R$-bounded $H^\infty$-calculus for $A$. With the help of maximal $L^p$-regularity existence and uniqueness of local real-analytic strong solutions together with analytic dependency on the data is shown.

1. Introduction

Let $n_1, n_2, n_3 \in \mathbb{N}_0$ such that $n_1 + n_2 + n_3 > 0$. We define the rectangular domain

$$\Omega := \mathbb{R}^{n_1} \times (0, \pi)^{n_2} \times (0, \infty)^{n_3}$$

covering strips, half-strips and rectangles. For $T > 0$ we consider the initial boundary value problem for the thermoelastic plate equation with a positive material constant $a \in (0, \infty)$ given by

$$u_{tt} + \Delta^2 u + \Delta \theta + a \Delta (\Delta u)^3 = 0 \quad \text{in} \ (0, T) \times \Omega,$$
$$\theta_t - \Delta \theta - \Delta u_t = 0 \quad \text{in} \ (0, T) \times \Omega,$$
$$\Delta u = u = \theta = 0 \quad \text{on} \ (0, T) \times \partial \Omega,$$
$$u|_{t=0} = u_0, \ u_t|_{t=0} = u_1, \ \theta|_{t=0} = \theta_0 \quad \text{in} \ \Omega. \quad (1.1)$$

In our main result we prove unique local solvability of $(1.1)$ in $L^p$ for $1 < p < \infty$. We start our investigation with its non-homogeneous linearization

$$u_{tt} + \Delta^2 u + \Delta \theta = g \quad \text{in} \ (0, T) \times \Omega,$$
$$\theta_t - \Delta \theta - \Delta u_t = h \quad \text{in} \ (0, T) \times \Omega,$$
$$\Delta u = u = \theta = 0 \quad \text{on} \ (0, T) \times \partial \Omega,$$
$$u|_{t=0} = u_0, \ u_t|_{t=0} = u_1, \ \theta|_{t=0} = \theta_0 \quad \text{in} \ \Omega. \quad (1.2)$$

and prove maximal $L^p$-regularity of an associated abstract first order Cauchy problem. In fact, at the very beginning the conditions in lines 3 and 4 of $(1.1)$ and $(1.2)$ will be replaced by

$$\Delta u = u_t = \theta = 0 \quad \text{on} \ (0, T) \times \partial \Omega,$$
$$\Delta u|_{t=0} = \vec{u}_0, \ u_t|_{t=0} = u_1, \ \theta|_{t=0} = \theta_0 \quad \text{in} \ \Omega. \quad (1.3)$$

This admits a comfortable transformation of $(1.1)$ to a non-linear first order system

$$U_t + A(D)U = \Phi(U) \quad \text{in} \ (0, T) \times \Omega, \ U|_{(0, T) \times \partial \Omega} = 0, \ U|_{t=0} = U_0 \quad (1.4)$$

and of $(1.2)$ to the according linearized non-homogeneous linear first order system

$$U_t + A(D)U = F \quad \text{in} \ (0, T) \times \Omega, \ U|_{(0, T) \times \partial \Omega} = 0, \ U|_{t=0} = U_0 \quad (1.5)$$
respectively. We refer to Section 2 for the precise transformation and the definitions of $U$, $A(D)$, $\Phi(U)$, and $F$. The strategy we pursue is to investigate the linearized system (1.5) first, however, subject to periodic boundary conditions in the infinite rectangular cylinder $\mathbb{R}^{n_1} \times (0, 2\pi)^{n_2}$. This allows for an application of powerful $L^p$-Fourier multiplier theorems. Afterwards, with the aid of reflection techniques the linearized system (1.5) in the space domain $\Omega$ is treated. To prove maximal $L^p$-regularity of the associated operator we employ a celebrated result from [Wei01] roughly saying that the property of $\mathcal{R}$-sectoriality is equivalent to maximal $L^p$-regularity. With the help of maximal $L^p$-regularity the non-linear system obtained from equation (1.1) is treated using the Banach fixed point theorem. Finally, we transfer our results on the first order systems ((1.4) - (1.5)) to the original systems ((1.1) - (1.2)). This can be done e.g. in the case that $\Omega \subset \mathbb{R}^2$ does not define the whole or a half space, i.e. provided $n_2 \neq 0$.

The non-linear model (1.1) for the thermoelastic plate equation also appears in [LMS08]. There the motivation and derivation from physics is recalled briefly. We further refer to the overview on recent results on thermoelasticity given there. The appendix in [LMS08] comments on an approach to the non-linear thermoelastic plate equation based on maximal regularity in the context of Hölder spaces for the linearized system. Here results from [Lun84] and [Lun95] are employed. In contrast to the theory of Hölder spaces we present a maximal regularity approach via the notion of $\mathcal{R}$-sectoriality in $L^p$-spaces. Note that maximal $L^p$-regularity implies the generation of an analytic $C_0$-semigroup. A generalization of the linearized thermoelastic plate equation in $L^p(\mathbb{R}^n)$ was considered in [DR06]. There the Newton-polygon method is used to deal with the mixed order structure of the so-called $\alpha$-$\beta$-system. The authors prove analyticity of the associated $C_0$-semigroup and decay properties of the solution. Results for the half-space problem in $L^p$-spaces supplemented with generalized Dirichlet boundary conditions are proved in [NS09]. Bounded and exterior domains with boundaries of class $C^4$ are added later in the articles [DRS09] and [DRS10]. For earlier results in $L^p$-spaces we refer the reader to the references given there. It is worthwhile to mention that our setting includes unbounded domains with non-compact boundary and corners at the same time. The case of a rectangular plate e.g. is not only new in the $L^p$-setting but also very relevant from the perspective of physical applications. Actually, besides the type of boundary conditions it is this special structure of the underlying space domain $\Omega$ which allows for the multiplier approach to be carried out in the article in hand. Similar results to ours on (1.1) and (1.2) seem to be available adapting the Newton-polygon method from [DR06] and the reflection arguments from below.

Recently and independently of our work the thermoelastic plate equation is studied in [LW13] also using maximal $L^p$-regularity theory. There the authors consider bounded domains with $C^2$-boundary, whereas our methods are adapted to the physical relevant case of rectangular domains. Moreover, for $C^2$-boundaries one can rely on maximal regularity results developed in [DHP03], whereas for domains with corners new methods are necessary as developed below.

2. Roadmap & the main theorems

We start this section with the detailed description of the transformation of lines 1 and 2 in (1.1) and (1.2) supplemented with the conditions (1.3) to first
order problems as introduced in [LR95]. Having set
\[ U := (U_1, U_2, U_3)^T := (\Delta u, u_1, \theta)^T \quad \text{and} \quad F := (0, g, h)^T \]
we rewrite lines 1 and 2 of (1.2) as
\[ U_t - M \Delta U = F, \quad \text{where} \quad M := \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & -1 \\ 0 & 1 & 1 \end{pmatrix}. \]

Looking at (1.3), the initial conditions turn to \( U|_{t=0} = U_0 \), where \( U_0 := (\bar{u}_0, u_1, \theta_0)^T \)
and the boundary conditions imply Dirichlet boundary conditions for the transformed system (2.2), i.e. \( U|_{(0,T) \times \partial \Omega} = 0 \). Following [LMS08] we let \( \phi(s) := s^3 \).

Then the transformed matrix equation associated with lines 1 and 2 of the non-linear thermoelastic plate equation (1.1) in \( \Omega \) reads as
\[ U_t - M \Delta U = \Phi(U), \quad \text{where} \quad \Phi(U) := -a\Delta \begin{pmatrix} 0 \\ \phi(U_1) \\ 0 \end{pmatrix}. \]

In view of Fourier transform and Fourier coefficients we introduce the differential expression \( D_j := -i\partial_j \), where \( i \) denotes the imaginary unit. Employing the notation \( A(D) := M \sum_{j=1}^n D_j^2 \) we are led to problems (1.4) and (1.5).

We are now in the position to state the main theorems of this article. Let \( 1 < p < \infty \). We realize the matrix differential operator \( A(D) \) in \( L^p(\Omega)^3 \) as
\[ D(A) := (W^{2,p}(\Omega) \cap W^{1,p}_0(\Omega))^3, \]
\[ Au := A(D)u \quad (u \in D(A)). \]

As a first result we prove that \( A \) has an \( \mathcal{R} \)-bounded \( \mathcal{H}_p \)-calculus which implies \( \mathcal{R} \)-sectoriality of \( A \) (see Definition 3.6). Moreover, we prove invertibility of \( A \) in the case that \( \Omega \) defines a strip, a half-strip or a rectangle.

**Theorem 2.1.** Let \( 1 < p < \infty \). Then \( A \in \mathcal{RH}_p(L^p(\Omega)^3) \) and \( \phi_A(\infty) < \frac{p}{2} \). In particular, \( A \) is injective. Moreover, if \( n_2 \neq 0 \) then \( 0 \in \rho(A) \).

By [Wei01, Theorem 4.2] we obtain the following implication on maximal \( L^p \)-regularity, \( 1 < p < \infty \), for the Cauchy problem
\[ \dot{U} + AU = F \quad \text{on} \ (0,T), \]
\[ U(0) = U_0, \]

obtained from the initial boundary value problem (1.2) of the linearized thermoelastic plate equation. In what follows
\[ I_p(A) := \{ U_0 \in L^p(\Omega)^3 : \exists U \in W^{1,p}((0,T),L^p(\Omega)^3) \cap L^p((0,T),D(A)) : U_0 = U(0) \} \]
supplemented with the norm
\[ \| U_0 \|_{I_p(A)} := \inf \{ \| U \|_{W^{1,p}((0,T),L^p(\Omega)^3) \cap L^p((0,T),D(A))} : U_0 = U(0) \} \]
denotes the space of all possible traces at time zero.

**Corollary 2.2.** In the situation of Theorem 2.1 the realization \( A \) has the property of maximal \( L^p \)-regularity: For every \( T \in (0,\infty) \), every \( F \in L^p((0,T),L^p(\Omega)^3) \) and every \( U_0 \in I_p(A) \) problem (2.5) associated with (1.5) has a unique solution.
Let $T$ be real-analytic.

Here we assume invert the transformation carried out in (1.1) - (1.2). Moreover, if $n_2 \neq 0$, the assertion remains valid for $T = \infty$.

With the help of maximal $L^p$-regularity we prove existence and uniqueness of strong solutions to the non-linear problem (1.4). For the remainder of this section let $n := n_1 + n_2 + n_3$.

**Theorem 2.3.** Let $n + 2 < p < \infty$.

(a) For given $U_0 \in I_p(A)$ there exists $T_0 \in (0, \infty)$ such that problem (1.4) has a unique solution $U \in W^{1,p}((0,T),L^p(\Omega)^3) \cap L^p((0,T),D(\Delta)^3)$ for each $T \in (0,T_0)$.

(b) Accordingly, for every $T \in (0,\infty)$ there exists $d > 0$ such that (1.4) has a unique solution $U \in W^{1,p}((0,T),L^p(\Omega)^3) \cap L^p((0,T),W^{2,p}(\Omega) \cap W^{1,p}_0(\Omega)^3)$ such that problem (1.4) - (1.5) to the systems (1.1) - (1.2).

Here we assume $n_2 \neq 0$ which ensures $0 \in \rho(A)$ by Corollary 2.1. Thus, we may assume $T = \infty$ in Corollary 2.2. Furthermore, it will subsequently allow us to invert the transformation carried out in (2.1). In particular, it implies $0 \in \rho(\Delta^D_p)$, where $\Delta^D_p$ denotes the $L^p(\Omega)$-realization of the Dirichlet-Laplacian with domain $D(\Delta^D_p) := W^{2,p}(\Omega) \cap W^{1,p}_0(\Omega)$ (cf. [Nau13] or [Nau12]). Note that $M \in \mathbb{R}^{3 \times 3}$ is a regular matrix and that $D(A) = D(\Delta^D_p)^3$. As usual we define the square $[\Delta^D_p]^2$ of the closed operator $\Delta^D_p$ by

$$D([\Delta^D_p]^2) := \{ u \in D(\Delta^D_p) : \Delta^D_p u \in D(\Delta^D_p) \}, \quad [\Delta^D_p]^2 u := \Delta^D_p (\Delta^D_p u).$$

Then

$$D([\Delta^D_p]^2) = \{ u \in W^{1,p}(\Omega) \cap W^{1,p}_0(\Omega) : \Delta^D_p u = 0 \}$$

and the induced operator

$$\Delta^D_{2,p} : D([\Delta^D_p]^2) \subset D(\Delta^D_p) \to D(\Delta^D_p), \quad \Delta^D_{2,p} u := \Delta^D_p u$$

fulfills $0 \in \rho(\Delta^D_{2,p})$ and $D(\Delta^D_{2,p})^{-1} \in \mathcal{L}(D(\Delta^D_p), D([\Delta^D_p]^2))$.

Moreover, $I_p(A)$ is characterized by real interpolation: we have $I_p(A) = (L^p(\Omega)^3, D(A))_{1-1/p,p} = (L^p(\Omega), D(\Delta^D_p))_{1-1/p,p}^3$ ([Lun09, Corollary 1.14]).

**Remark 2.5.** For $\frac{3}{2} < p < \infty$ as considered below and $\Omega := (0,\pi) \times \mathbb{R}^n$ defining a strip more can be said on the trace space $I_p(A)$. In that case the space $B^{2-2/p}_{p,p,\Omega}(\Omega) := \{ u \in B^{2-2/p}_{p,p,\Omega}(\Omega) : u|_{\partial\Omega} = 0 \}$ is well-defined (cf. [Tri78, Section 4.3.3]) and results on half spaces and standard localization techniques can be employed to show $(L^p(\Omega), D(\Delta^D_p))_{1-1/p,p}^3 = B^{2-2/p}_{p,p,\Omega}(\Omega)$. Here $B^s_{p,q}(\Omega)$ denotes the Besov space with parameters $s$, $p$, and $q$. 

$$U \in W^{1,p}((0,T),L^p(\Omega)^3) \cap L^p((0,T),D(\Delta)^3) \text{ and there exists a } C > 0 \text{ independent of } F \text{ and } U_0 \text{ such that}$$

$$\| U \|_{W^{1,p}((0,T),L^p(\Omega)^3) \cap L^p((0,T),D(\Delta)^3)} \leq C(\| F \|_{L^p((0,T),L^p(\Omega)^3)} + \| U_0 \|_{I_p(A)}).$$
To state our results on the systems \((1.1)-(1.2)\) we define the spaces
\[ B_p := (L^p(\Omega), D(\Delta_p D))_{1-1/p,p}, \quad \|w\|_{B_p} := \|w\|_{(L^p(\Omega), D(\Delta_p D))_{1-1/p,p}} \]
and
\[ A_p := [\Delta_p D]^{-1}(B_p), \quad \|w\|_{A_p} := \|\Delta w\|_{B_p}. \]
For convenience of the reader being merely interested in \((1.1)\) we do not postpone the proof of our main theorem which reads as follows.

**Theorem 2.6.** a) Let \(1 < p < \infty\), let \(n_2 \neq 0\), and let \(T \in [0, \infty)\). Then for all \((g, h) \in L^p((0, T), L^p(\Omega))^2\) and all \((u_0, u_1, \theta_0) \in A_p \times B_p \times B_p\) there exists a unique solution
\[
\begin{align*}
&u \in W^{2,p}((0, T), L^p(\Omega)) \cap W^{1,p}((0, T), D(\Delta_p D)) \cap L^p((0, T), D([\Delta_p D]^2)) \\
&\theta \in W^{1,p}((0, T), L^p(\Omega)) \cap L^p((0, T), D(\Delta_p D))
\end{align*}
\]
of the linearized problem \((1.2)\). Moreover, there exists \(C > 0\) independent of \(g, h, u_0, u_1, \theta_0\) such that
\[
\|u\|_{W^{2,p}(0, (T), L^p(\Omega))} + \|u\|_{W^{1,p}(0, (T), W^{2,p}(\Omega))} + \|u\|_{L^p(0, T), W^{2,p}(\Omega)}
+ \|\theta\|_{W^{1,p}(0, (T), L^p(\Omega))} + \|\theta\|_{L^p(0, T), W^{2,p}(\Omega)} \leq C((\|g, h\|_{L^p(0, T), L^p(\Omega)})^2 + \|(u_0, u_1, \theta_0)\|_{A_p \times B_p \times B_p}).
\]

b) Assume both \(n + 2 < p < \infty\) and \(n_2 \neq 0\) and let \((u_0, u_1, \theta_0) \in A_p \times B_p \times B_p\).
Then there exists \(T_0 \in (0, \infty)\) such that problem \((1.1)\) has a unique solution
\[
\begin{align*}
&u \in W^{2,p}((0, T), L^p(\Omega)) \cap W^{1,p}((0, T), D(\Delta_p D)) \cap L^p((0, T), D([\Delta_p D]^2)) \\
&\theta \in W^{1,p}((0, T), L^p(\Omega)) \cap L^p((0, T), D(\Delta_p D))
\end{align*}
\]
for each \(T \in (0, T_0)\).

Accordingly, for each \(T \in (0, \infty)\) there exists \(d > 0\) such that problem \((1.1)\) has a unique solution
\[
\begin{align*}
&u \in W^{2,p}((0, T), L^p(\Omega)) \cap W^{1,p}((0, T), D(\Delta_p D)) \cap L^p((0, T), D([\Delta_p D]^2)) \\
&\theta \in W^{1,p}((0, T), L^p(\Omega)) \cap L^p((0, T), D(\Delta_p D))
\end{align*}
\]
provided \(\|(u_0, u_1, \theta_0)\|_{A_p \times B_p \times B_p} \leq d\).

Moreover, in both cases \(u, \theta \in C^{\omega}((0, T) \times \Omega, \mathbb{R})\) are real-analytic and depend real-analytically on \(u_0, u_1, \theta_0\).

**Proof.** a) Let \(U_0 := (\Delta u_0, u_1, \theta_0)\) and \(F := (g, h)\). By Corollary 2.2 there exists a unique solution \(U \in W^{1,p}(0, T), L^p(\Omega)^3) \cap L^p(0, T), (W^{2,p}(\Omega) \cap W_0^1(\Omega))^3\) of \((1.5)\). Let \(U = (v_1, v_2, v_3)\). We evaluate the first line in \((1.5)\) to the result
\[
\partial_u v_1 = \Delta v_2 \quad \text{in} \quad L^p((0, T), L^p(\Omega)).
\]
Since \((\Delta_p D)^{-1} \in \mathcal{L}(L^p(\Omega))\) commutes with the time derivative \(\partial_t\) this implies \(\partial_t ((\Delta_p D)^{-1} v_1) = v_2\). With \(v_1 \in W^{1,p}(0, T), L^p(\Omega) \cap L^p(0, T), D(\Delta_p D))\) we define \(u := (\Delta_p D)^{-1} v_1\) and obtain \(u \in W^{1,p}(0, T), D(\Delta_p D) \cap L^p(0, T), D([\Delta_p D]^2))\).

Thanks to \(\partial_t v_1 = \Delta v_2\) we have \(\partial_t u = \partial_t (\Delta_p D)^{-1} v_1 = \partial_t (\Delta_p D)^{-1} (\partial_t v_1 = \partial_t v_2)\).

Altogether we have found
\[
u \in W^{2,p}(0, T), L^p(\Omega) \cap W^{1,p}(0, T), D(\Delta_p D) \cap L^p(0, T), D([\Delta_p D]^2))
and \((\Delta_p D)^{-1} \in \mathcal{L}(L^p(\Omega), W^{2,p}(\Omega))\) and \((\Delta_p D)^{-1} \in \mathcal{L}(D(\Delta_p D), D([\Delta_p D]^2))\) yields \((2.6)\). Plugging in we deduce that \(u\) and \(\theta := v_3\) fulfill lines 1 and 2 of \((1.2)\) as well.
as the conditions prescribed in (1.3). Additionally, $u \in L^p((0, T), D(|\Delta_p^D|^2))$ implies $\Delta u = u = 0$ in $L^p((0, T), L^p(\partial \Omega))$. Furthermore, from the definition $u := (\Delta_p^D)^{-1}v_1$ we deduce
\[ u|_{t=0} = (\Delta_p^D)^{-1}v_1|_{t=0} = (\Delta_p^D)^{-1}(v_1|_{t=0}) = u_0 \]
and
\[ \partial_t u|_{t=0} = (\Delta_p^D)^{-1}\partial_t v_1|_{t=0} = v_2|_{t=0} = u_1. \]
Recall that taking the trace as well as partial derivation with respect to $t$ commutes with $(\Delta_p^D)^{-1}$. Thus, $u$ and $\vartheta$ define a solution of (1.2) and uniqueness follows from the uniqueness assertion on $U$ as given in Corollary 2.2.

b) We replace $F$ by $\Phi(U)$. Along the same lines as in part a) of the proof above Theorem 2.3 yields unique solvability of (1.1). The final assertion on analytic dependancy and analyticity of $u$ and $\vartheta$ follows from Theorem 2.3, Theorem 2.4, and the definition $u := (\Delta_p^D)^{-1}v_1$. \hfill $\Box$

3. Function spaces and classes of operators

For $1 < p < \infty$ we denote the Lebesgue-Bochner spaces by $L^p(G, E)$ where $G$ is a domain and $E$ denotes a Banach space. Let $m \in \mathbb{N}_0$. The $E$-valued Sobolev space $W^{m,p}(G, E)$ of order $m$ consists of all $u \in L^p(G, E)$ such that all distributional derivatives up to order $m$ define functions in $L^p(G, E)$. Since we will have to deal with periodic boundary conditions on rectangular domains $G = Q_{n_2} := (0, 2\pi)^{n_2}$, periodic Sobolev spaces $W^{m,p}_{per}(Q_{n_2}, E)$ are of special interest. They consist of all $u \in W^{m,p}(Q_{n_2}, E)$ such that
\[ \partial_j^\ell u|_{x_j=0} = \partial_j^\ell u|_{x_j=2\pi} \quad (j = 1, \ldots, n_2; \ 0 \leq \ell < m). \]
These traces are well-defined by continuity. Indeed, we have
\[ W^{m,p}(Q_{n_2}, E) \hookrightarrow L^p(Q_{n_2-1}, C^{m-1}([0, 2\pi], E)). \]
By definition $W^{0,p}_{per}(Q_{n_2}, E) = L^p(Q_{n_2}, E)$. If $E = \mathbb{C}$ we agree to drop the additional indication in the definitions above and write as usual $L^p(G)$, for instance. Some theorems we will apply need the UMD property or property $(\alpha)$ for which we refer to [KW04, Sections 1 and 4] for details. For what follows it will be enough to know that $L^p$-spaces for $1 < p < \infty$ share both properties.

For $0 < \gamma < 1$ and $p$ as above let $(L^p(G), W^{m,p}(G))_{\gamma,p}$ denote the real interpolation space of $L^p(G)$ and $W^{m,p}(G)$. Then one defines the Besov spaces with parameters $0 < s < \infty$, $1 \leq p < \infty$ and $1 \leq q \leq \infty$ as $B^s_{p,q}(G) := (L^p(G), W^{m,p}(G))_{s/m,q}$, where $m$ is the smallest integer larger than $s$, and let $W^s_p(G) := B^s_{p,p}(G)$. Then $L^p(G), W^{m,p}(G))_{\gamma,p} = W^{m\gamma}(G)$ and, in particular, $(L^p(G), W^{m,p}(G))_{1-1/p,p} = W^{m-m/p}(G)$ (see e.g. [Tri78, Section 4.3.1]).

Given two Banach spaces $X$ and $Y$ we write $L(X,Y)$ for the space of bounded, linear operators from $X$ to $Y$ and abbreviate $L(X) := L(X,X)$.

**Definition 3.1.** Let $X$ and $Y$ be Banach spaces. A family $\mathcal{T} \subset L(X,Y)$ is called $\mathcal{R}$-bounded if there exist a $C > 0$ and a $p \in [1, \infty)$ such that for all $N \in \mathbb{N}, T_j \in \mathcal{T}, x_j \in X$ and all independent symmetric $\{-1,1\}$-valued random variables $\varepsilon_j$ on a probability space $(\Omega, \mathcal{M}, P)$ for $j = 1, \ldots, N$ we have
\[
\| \sum_{j=1}^{N} \varepsilon_j T_j x_j \|_{L^p(G,Y)} \leq C \| \sum_{j=1}^{N} \varepsilon_j x_j \|_{L^p(G,X)}.
\]
The smallest $C > 0$ such that (3.1) is satisfied is called the $R$-bound of $\mathcal{T}$ and denoted by $R_p(\mathcal{T})$.

In contrast to the property of $R$-boundedness itself, the $R$-bound $R_p(\mathcal{T})$ is not independent of $p \in [1, \infty)$. For our purposes, however, $p$-dependancy is not important and we agree to write $R(\mathcal{T})$. We will frequently use the fact that $R$-bounds essentially behave like uniform norm bounds as formulated together with the contraction principle of Kahane in the next lemma.

**Lemma 3.2.** a) Let $X$, $Y$ and $Z$ be Banach spaces and let $\mathcal{T}, \mathcal{S} \subset \mathcal{L}(X,Y)$ and $\mathcal{U} \subset \mathcal{L}(Y,Z)$ be $R$-bounded. Then $\mathcal{T} + \mathcal{S} \subset \mathcal{L}(X,Y)$, $\mathcal{T} \cup \mathcal{S} \subset \mathcal{L}(X,Y)$, and $\mathcal{UT} \subset \mathcal{L}(X,Z)$ are $R$-bounded as well and we have

$$R(\mathcal{T} + \mathcal{S}), R(\mathcal{T} \cup \mathcal{S}) \leq R(\mathcal{S}) + R(\mathcal{T}), \quad R(\mathcal{UT}) \leq R(\mathcal{U})R(\mathcal{T}).$$

b) Let $p \in [1, \infty)$. Then for all $N \in \mathbb{N}, x_j \in X, \epsilon_j$ as in Definition 3.1 and for all $a_j, b_j \in \mathbb{C}$ with $|a_j| \leq |b_j|$ for $j = 1, \ldots, N$ we have

$$\left\| \sum_{j=1}^{N} a_j \epsilon_j x_j \right\|_{L^p(G,X)} \leq 2 \left\| \sum_{j=1}^{N} b_j \epsilon_j x_j \right\|_{L^p(G,X)}. \quad (3.2)$$

We now turn our attention to pseudo-sectorial and sectorial operators. The first mentioned class contains operators which are not necessarily injective. This will be important later on when periodic boundary conditions come into play temporarily.

**Definition 3.3.** A closed densely defined linear operator $A$ on a Banach space $X$ is called pseudo-sectorial if there exist $C > 0$ and $\phi \in (0, \pi)$ such that

$$\Sigma_{\pi - \phi} := \{ z \in \mathbb{C}\setminus\{0\}; \ |\arg(z)| < \pi - \phi \} \subset \rho(-A)$$

and

$$\sup\{ \| \lambda(A)^{-1} \|; \ \lambda \in \Sigma_{\pi - \phi} \} \leq C. \quad (3.3)$$

The number

$$\phi_A := \inf \{ \phi; \ \rho(-A) \supset \Sigma_{\pi - \phi}, \ \sup\{ \| \lambda(A)^{-1} \|; \ \lambda \in \Sigma_{\pi - \phi} \} < \infty \}$$

called the spectral angle of $A$. The class of pseudo-sectorial operators is denoted by $\Psi S(X)$. A pseudo-sectorial operator $A$ is called sectorial if additionally $R(A)$ is dense in $X$ and $N(A) = \{0\}$. The class of sectorial operators is denoted by $S(X)$.

The following facts can be found in [Haa06, Chapter 2]. For each closed operator $A$ subject to condition (3.3) one has $N(A) \cap R(A) = \{0\}$, hence, density of $R(A)$ actually implies $N(A) = \{0\}$. If $X$ is reflexive we have $\overline{D(A)} = X$ and $X = N(A) \oplus \overline{R(A)}$. Thus, in particular $X$ being a UMD space (3.3) applies $A \in \Psi S(X)$ and density of $R(A)$ and $N(A) = \{0\}$ are equivalent.

For $\sigma \in (0, \pi]$ let

$$\mathcal{H}^\infty(\Sigma_{\sigma}) := \{ f; \Sigma_{\sigma} \to \mathbb{C}; \ f \text{ is holomorphic}, \ |f|^{\infty} < \infty \}$$

denote the commutative algebra of bounded, holomorphic functions on $\Sigma_{\sigma}$. Here $|f|^{\infty} := \sup\{|f(z)|; \ z \in \Sigma_{\sigma}\}$. Let $\rho(z) := \frac{z}{(1+z)}$ and define the subalgebra

$$\mathcal{H}^{\infty}_0(\Sigma_{\sigma}) := \{ f \in \mathcal{H}^\infty(\Sigma_{\sigma}); \ \exists C, \epsilon > 0 \text{ such that } |f(z)| \leq C|\rho(z)|^\epsilon \text{ for all } z \in \Sigma_{\sigma} \}.$$ 

Let $A$ be a pseudo-sectorial operator in $X$ with spectral angle $\phi_A$. Pick $\sigma \in (\phi_A, \pi]$ and $\psi \in (\phi_A, \sigma)$. The path $\Gamma := (\infty, 0)e^{i\psi} \cup [0, \infty)e^{-i\psi}$ oriented counterclockwise, i.e. the positive real axis $\mathbb{R}_+$ lies to the left, stays with the only possible exception
at zero in the resolvent set of $A$. Hence, by Cauchy’s integral formula and the pseudo-sectoriality of $A$, the Bochner integral

$$f(A) := \frac{1}{2\pi i} \int_{\Gamma} f(\mu)(\mu - A)^{-1}d\mu$$

(3.4)
defines a well-defined element in $\mathcal{L}(X)$ for every $f \in \mathcal{H}_0^\infty(\Sigma_\sigma)$. In view of pseudo-sectorial operators which do not have to be injective, the following definition of a bounded functional calculus is restricted to the class $\mathcal{H}_0^\infty(\Sigma_\sigma)$.

**Definition 3.4.** An operator $A \in \Psi S(X)$ is said to admit a bounded $\mathcal{H}_0^\infty$-calculus on $X$ if there exists a $\sigma > \phi_A$ such that

$$\sup\{\|f(A)\|;\ f \in \mathcal{H}_0^\infty(\Sigma_\sigma),\ |f|_\infty^\sigma \leq 1\} \leq C_\sigma.$$ 

We denote the class of pseudo-sectorial operators admitting a bounded $\mathcal{H}_0^\infty$-calculus on $X$ by $\Psi \mathcal{H}_0^\infty(X)$. The bound $C_\sigma$ in general depends on $\sigma$. The infimum over all $\sigma > \phi_A$ such that this bound is finite is called the $\mathcal{H}_0^\infty$-angle of $A$ and is denoted by $\phi_A^\infty$. If additionally $A \in S(X)$, then $A$ is said to admit a bounded $\mathcal{H}_0^\infty$-calculus on $X$ of $\mathcal{H}_0^\infty$-angle $\phi_A^\infty$. The class of such operators is denoted by $\mathcal{H}_0^\infty(X)$.

**Remark 3.5.** For arbitrary $f \in \mathcal{H}_0^\infty(\Sigma_\sigma)$ with $\rho$ from above and $A \in S(X)$ we set

$$f(A) := \rho(A)^{-1}(\rho f)(A).$$

This definition gives rise to a closed densely defined operator in $X$. Moreover, by Cauchy’s theorem it is consistent with the former one in the case $f \in \mathcal{H}_0^\infty(\Sigma_\sigma)$ (see [Haa06, Chapter 2]). Due to the convergence lemma ([CDMY96, Lemma 2.1], see also [Haa06, Proposition 5.1.4]) the estimate (3.5) extends to all $f \in \mathcal{H}_0^\infty(\Sigma_\sigma)$ such that $|f|_\infty^\sigma \leq 1$.

Recall our strategy to approach the non-linear thermoelastic plate equation via maximal regularity of an appropriate linearization $A$. To establish maximal regularity we have to prove $\mathcal{R}$-boundedness of the family $\{\lambda(\lambda + A)^{-1};\ \lambda \in \Sigma_{\pi-\sigma}\}$ of resolvents of $A$, where $\phi < \frac{\pi}{2}$ ([Wei01, Theorem 4.2]). If $A$ is closed and injective, this property is known as $\mathcal{R}$-sectoriality. Accordingly, $\mathcal{R}$-boundedness of the family $\{f(A);\ f \in \mathcal{H}_0^\infty(\Sigma_\sigma),\ |f|_\infty^\sigma \leq 1\}$ strengthens the property of a bounded $\mathcal{H}_0^\infty$-calculus.

**Definition 3.6.** An operator $A \in \Psi S(X)$ is pseudo-$\mathcal{R}$-sectorial if (3.3) is valid with uniform norm boundedness replaced by $\mathcal{R}$-boundedness. Accordingly, it admits an $\mathcal{R}$-bounded $\mathcal{H}_0^\infty$-calculus on $X$ if (3.5) is valid with uniform norm boundedness replaced by $\mathcal{R}$-boundedness. The classes of these operators are denoted by $\Psi \mathcal{R}S(X)$ and $\Psi \mathcal{R}\mathcal{H}_0^\infty(X)$. If additionally $A \in S(X)$ holds, we speak of $\mathcal{R}$-sectoriality and an $\mathcal{R}$-bounded $\mathcal{H}_0^\infty$-calculus on $X$ and denote these classes of operators by $\mathcal{R}S(X)$ and $\mathcal{R}\mathcal{H}_0^\infty(X)$. As in Definition 3.4 we define the related angles $\phi_A^\mathcal{R}_0$ of $A \in (\Psi)\mathcal{R}S(X)$ and $\phi_A^\mathcal{R}\infty$ of $A \in (\Psi)\mathcal{R}\mathcal{H}_0^\infty(X)$.

4. A combined Fourier multiplier theorem

Throughout the section let $n \in \mathbb{N}$, $1 < p < \infty$, and let $E$ be a Banach space. For $m \in L^\infty(\mathbb{R}^n, \mathcal{L}(E))$

$$T_m f := \mathcal{F}^{-1}m\mathcal{F}f \quad (f \in \mathcal{S}(\mathbb{R}^n, E))$$
is a well-defined mapping from $\mathcal{S}(\mathbb{R}^n, E)$ to $\mathcal{S}'(\mathbb{R}^n, E)$. The function $m$ is called a continuous, operator-valued, $(L^p)$-Fourier multiplier, if $T_m f \in L^p(\mathbb{R}^n, E)$ for all $f \in \mathcal{S}(\mathbb{R}^n, E)$ and if there exists $C > 0$ such that
\[
\|T_m f\|_{L^p(\mathbb{R}^n, E)} \leq C \|f\|_{L^p(\mathbb{R}^n, E)} \quad (f \in \mathcal{S}(\mathbb{R}^n, E)).
\]
In that case $T_m \in \mathcal{L}(L^p(\mathbb{R}^n, E))$ by density of $\mathcal{S}(\mathbb{R}^n, E) \subset L^p(\mathbb{R}^n, E)$ and $T_m$ is called the Fourier multiplier operator associated with $m$. Given $M: \mathbb{Z}^n \to \mathcal{L}(E)$ the relation
\[
(T_M f)(k) = M(k) f(k) \quad (k \in \mathbb{Z}^n)
\]
for Fourier coefficients $\hat{f}(k)$ of $f$ defines a linear operator $T_M$ on the space of $E$-valued, trigonometric polynomials $\mathcal{T}(\mathcal{Q}_n, E)$. If there exists $C > 0$ such that
\[
\|T_M f\|_{L^p(\mathbb{Z}^n, E)} \leq C \|f\|_{L^p(\mathcal{Q}_n, E)} \quad (f \in \mathcal{T}(\mathcal{Q}_n, E)),
\]
then $M$ is called a discrete, operator-valued, $(L^p)$-Fourier multiplier. In that case $T_M$ extends to $T_M \in \mathcal{L}(L^p(\mathcal{Q}_n, E))$ by density and $T_M$ is called the Fourier multiplier operator associated with $M$.

For the following important multiplier theorem in addition to partial derivatives of $m$ we will need partial discrete derivatives of $M$ defined as $\Delta^\gamma M(k) := M(k) - M(k - e_j)$ for $\gamma \in \{0, 1\}^n$. For arbitrary $\gamma \in \{0, 1\}^n$ we set
\[
\Delta^\gamma M = M, \quad \Delta^\gamma M := \Delta^\gamma e_1 \ldots \Delta^\gamma e_n M. \quad (4.1)
\]
Instead of $\gamma \in \{0, 1\}^n$ we henceforth also write $0 \leq \gamma \leq 1$ or merely $\gamma \leq 1$. Furthermore, we indicate the variable (discrete) partial derivatives refer to, e.g. we write $\partial^2_\xi m(\xi)$ or $\Delta_\xi^2 M(k)$.

**Theorem 4.1.** Let $n_1, n_2, d \in \mathbb{N}$, $1 < p < \infty$, and let $\Lambda$ be an arbitrary index set. Let
\[
m_\lambda: \mathbb{R}^{n_1} \setminus \{0\} \times \mathbb{Z}^{n_2} \to \mathbb{C}^{d \times d}; \quad (\xi, k) \mapsto m_\lambda(\xi, k)
\]
and assume that $m_\lambda(\cdot, k) \in C^{n_1} (\mathbb{R}^{n_1} \setminus \{0\}, \mathbb{C}^{d \times d})$ for $k \in \mathbb{Z}^{n_2}$ and for $\lambda \in \Lambda$. Assume there is $C > 0$ such that for each $\gamma = (\gamma_1, \gamma_2) \in \mathcal{N}_0^{n_1+n_2}$ with $0 \leq \gamma \leq 1$
\[
\sup \left\{ \|\xi^{\gamma_1} \partial_\xi^{\gamma_2} m_\lambda(\xi, k)\|_\infty : \lambda \in \Lambda, (\xi, k) \in \mathbb{R}^{n_1} \setminus \{0\} \times \mathbb{Z}^{n_2} \right\} \leq C
\]
and, if $\gamma_2 \neq 0$,
\[
\sup \left\{ \|\xi^{\gamma_1} k^{\gamma_2} \Delta_\xi^{\gamma_2} m_\lambda(\xi, k)\|_\infty : \lambda \in \Lambda, (\xi, k) \in \mathbb{R}^{n_1} \setminus \{0\} \times \mathbb{Z}^{n_2} \setminus [-1, 1]^{n_2} \right\} \leq C.
\]
Then $\tilde{m}_{(\lambda, k)}(\xi) := m_\lambda(\xi, k)$ for $\xi \in \mathbb{R}^{n_1} \setminus \{0\}$ defines a continuous Fourier multiplier for all $(\lambda, k) \in \Lambda \times \mathbb{Z}^{n_2}$. Moreover, $M_{m_\lambda}(k) := F^{-1} \tilde{m}_{(\lambda, k)} F$ for $k \in \mathbb{Z}^{n_2}$ defines a discrete operator-valued Fourier multiplier and
\[
\{T_{M_{m_\lambda}} : \lambda \in \Lambda \} \subset \mathcal{L}(L^p(\mathbb{R}^{n_2} \times \mathbb{Z}^{n_2})).
\]
is $\mathcal{R}$-bounded with $\mathcal{R}$-bound depending on $C$, $p$, $n_1$, and $n_2$ only.

**Proof.** The first assertion follows from the classical Michlin theorem. Due to [GW03, Theorem 3.2] $\mathcal{R}$-boundedness of $\{F^{-1} \tilde{m}_{(\lambda, k)} F : \lambda \in \Lambda, k \in \mathbb{Z}^{n_2}\}$ and
\[
\{k^{\gamma_2} \Delta_\xi^{\gamma_2} F^{-1} \tilde{m}_{(\lambda, k)} F : \lambda \in \Lambda, k \in \mathbb{Z}^{n_2} \setminus [-1, 1]^{n_2}, \gamma_2 \neq 0\}
\]
follows. This in turn provides the condition on $M_{m_\lambda}$ to define a discrete operator-valued Fourier multiplier (see [Nau12] or [AB02], [BK04], and [Bu06] or [SW07]). As in [GW03] (see also [BK04] and [Bu06]) we deduce $\mathcal{R}$-boundedness of $\{T_{M_{m_\lambda}} : \lambda \in \Lambda \} \subset \mathcal{L}(L^p(\mathbb{Q}_{n_2}, L^p(\mathbb{R}^{n_1})))$. \(\square\)
5. Analysis of the linearized Problem - Proof of Theorem 2.1

Recall the matrix $M$ from (2.2) and let $n = n_1 + n_2$. In what follows we investigate the symbol

$$a : \mathbb{R}^n \to \mathbb{R}^{3 \times 3}; \quad a(\zeta) := M|\zeta|^2.$$  \hfill (5.1)

As in [NS09] we infer parameter-ellipticity in the sense of [DHP03] of angle less than $\frac{\pi}{2}$. More precisely, there exists $\phi < \frac{\pi}{2}$ such that all eigenvalues of $a(\zeta)$ lie in the sector $\Sigma_\phi$, i.e.

$$\sigma(a(\zeta)) \subset \Sigma_\phi \quad (\zeta \in \mathbb{R}^n \setminus \{0\}).$$

First we consider (1.5) with $\Omega$ replaced by $\tilde{\Omega} := \mathbb{R}^{n_1} \times Q_{n_2}$ and prove pseudo-$\mathcal{R}$-sectoriality of the $L^p(\tilde{\Omega})^3$-realization $\tilde{A}$ of the matrix differential operator $A(D)$ defined by

$$D(\tilde{A}) := \left( \begin{array}{c} W_{\ell,p}(\mathbb{R}^{n_1}, W_{\text{per},p}(Q_{n_2})) \end{array} \right)^3,$$

$$\tilde{A}u := A(D)u \quad (u \in D(\tilde{A})).$$

To this end, with $\alpha \in \mathbb{N}_0^n, |\alpha| \leq 2$, let

$$\kappa(\lambda, \zeta) := \lambda^\frac{3}{2} \zeta^{\gamma} (\lambda + a(\zeta))^{-1} \quad (\lambda \in \Sigma_{\pi-\phi}, \ z \in \mathbb{R}^n).$$

Then $\kappa$ is quasi-homogeneous of degree $(2, 1)$, thus there exists $C > 0$ such that $\kappa(\lambda, \zeta) \leq C$ for all $\lambda \in \Sigma_{\pi-\phi}$ and $\zeta \in \mathbb{R}^n$. Recall that $\theta \notin \Sigma_{\pi-\phi}$. Hence, for $\zeta = (\zeta_1, \zeta_2)$ and the choice $\zeta = (\xi, k)$ we see that $m_\lambda(\xi, k) := \kappa(\lambda, (\xi, k))$ is uniformly bounded. The same assertion is valid for $C^2\partial_2^\gamma \kappa(\lambda, \zeta)$ where $\gamma = (\gamma_1, \gamma_2) \in \mathbb{N}_0^{n_1+n_2}, 0 \leq \gamma \leq 1$, and $\zeta \in \mathbb{R}^n \setminus \{0\}$. Given $k \in \mathbb{Z}^{n_2} \setminus [-1, 1]^{n_2}$ observe that

$$\Delta_2^\gamma \partial_2^\gamma m_\lambda(\xi, k) = \partial_2^\gamma \kappa(\lambda, (\xi, \eta))$$

for some $\eta \in [k_1, k_1 + \frac{1}{2}] \times \ldots \times [k_{n_2}, k_{n_2} + \frac{1}{2}]$ by the mean value theorem. Therefore we have

$$|\zeta^{\gamma_1} k^{\gamma_2} \partial_2^\gamma \Delta_2^\gamma m_\lambda(\xi, k)| = |\zeta^{\gamma_1} k^{\gamma_2} \partial_2^\gamma \kappa(\lambda, (\xi, \eta))| \leq C|\xi|^{\gamma_1} |\xi|^{\gamma_2} \kappa(\lambda, (\xi, \eta))|$$

uniformly in $\xi \in \mathbb{R}^{n_1} \setminus \{0\}, k \in \mathbb{Z}^{n_2} \setminus [-1, 1]^{n_2}$, and $\lambda \in \Sigma_{\pi-\phi}$. Hence, $m_\lambda$ defines a combined Fourier multiplier in the sense of Theorem 4.1. Thus we have proved

**Proposition 5.1.** Let $1 < p < \infty$. Then $\tilde{A} \in \Psi \mathcal{R}S(L^p(\tilde{\Omega}))$ and $\phi_{\tilde{A}}^R < \frac{\pi}{2}$.

Moreover, for each $\phi > \phi_{\tilde{A}}^R$ it holds that

$$\mathcal{R}((\lambda^{1-\frac{3}{4}} - \frac{1}{2} \partial_2^\gamma (\lambda + A))^{-1}; \lambda \in \Sigma_{\pi-\phi}, \alpha \in \mathbb{N}_0^{n_1+n_2}, |\alpha| \leq 2) \lesssim \infty.$$

To show that $\tilde{A}$ admits an $\mathcal{R}$-bounded pseudo-$\mathcal{H}^\infty$-calculus of angle $\phi_{\tilde{A}}^R \lesssim \phi_{\tilde{A}}^R$ let $\phi > \phi_{\tilde{A}}^R$ be arbitrary and $f \in \mathcal{H}_{\Sigma_\phi}^\infty(\Sigma_{\phi})$. With $\Gamma$ as in (3.4) let

$$h_f(\zeta) := \frac{1}{2\pi i} \int_\Gamma f(\mu)(\mu - a(\zeta))^{-1} d\mu.$$  

Thanks to the behavior of $f \in \mathcal{H}_{\Sigma_\phi}^\infty(\Sigma_{\phi})$ close to zero this is a well-defined element in $C^{3 \times 3}$ for all $\zeta \in \mathbb{R}^n$. In [DHP03, Theorem 5.5] existence of $C > 0$ is shown such that

$$|\zeta|^{|\gamma|} |\partial_2^\gamma h_f(\zeta)| \leq C|f|_\infty^{\phi} \quad (\zeta \in \mathbb{R}^n \setminus \{0\})$$

for $\gamma = (\gamma_1, \gamma_2) \in \mathbb{N}_0^{n_1+n_2}, 0 \leq \gamma \leq 1$. As above for $\gamma \neq 0$ we deduce

$$|\zeta^{\gamma_1} k^{\gamma_2} \partial_2^\gamma \Delta_2^\gamma h_f((\xi, k))| \leq C|\xi|^{\gamma_1} |\xi|^{\gamma_2} h_f((\xi, \eta))| \leq C|f|_\infty^{\phi}$$
uniformly in $\xi \in \mathbb{R}^n \setminus \{0\}$, $k \in \mathbb{Z}^{n_2} \setminus [-1,1]^{n_2}$. Thus for all $f \in H_0^\infty(\Sigma_\phi)$ such that $|f|_{H_0^\infty} \leq 1$ the symbols $h_\lambda$ define combined Fourier multipliers in the sense of Theorem 4.1 subject to a uniform bound $C > 0$. Thus we have proved

**Proposition 5.2.** Let $1 < p < \infty$. Then we have $\tilde{A} \in \Psi RH^\infty(L^p(\tilde{\Omega}))$ and $\phi_{\tilde{A}}^{\mathcal{R}_\infty} < \frac{1}{p}$.

Now we are in the position to treat the $L^p(\Omega)^3$-realization $A$ as defined in (2.4) by means of reflection.

After a change of coordinate directions let $\Omega = \mathbb{R}^{n_1} \times (0,\infty)^{n_3} \times (0,\pi)^{n_2}$ and $u \in L^p(\Omega)^3$. We define the extension $\mathcal{E}u := \mathcal{E}_2 \mathcal{E}_1 u$ to $\tilde{\Omega} := \mathbb{R}^{n_1+n_3} \times Q_{n_2}$ in two steps. First, let $\mathcal{E}_1$ extend $u$ to $\mathbb{R}^{n_1+n_3} \times (0,\pi)^{n_2}$ such that $\mathcal{E}_1 u$ is odd with respect to $x_j = 0$ in each coordinate direction $x_j$ for $j = n_1+1, \ldots, n_1+n_3$. Afterwards let $\mathcal{E}_2$ extend $\mathcal{E}_1 u$ to $\tilde{\Omega}$ such that $\mathcal{E}_2 \mathcal{E}_1 u$ is odd with respect to $x_j = \pi$ for $j = n_1+n_3+1, \ldots, n_1+n_2+n_3$. This construction gives rise to an extension operator $\mathcal{E} \in L(L^p(\Omega)^3, L^p(\tilde{\Omega})^3)$.

**Proof of Theorem 2.1.** Let $\mathcal{R} \in L(L^p(\tilde{\Omega})^3, L^p(\tilde{\Omega})^3)$ denote the operator of restriction and let $\tilde{A}$ be defined as in (5.2) with $n_1$ replaced by $n_1+n_3$. Then $\rho(\tilde{A}) \subset \rho(A)$ and

$$\left(\lambda - A\right)^{-1} = \mathcal{R}(\lambda - \tilde{A})^{-1} \mathcal{E} \quad (\lambda \in \rho(\tilde{A}))$$

by construction. Here we have used that

$$u \in D(\tilde{A}) \Rightarrow \mathcal{E}u \in D(A) \text{ and } \tilde{A}(\mathcal{E}u) = \mathcal{E}(Au).$$

In turn we have made use of the fact that $u \in W^{2,p}(\tilde{\Omega})^3$ being odd with respect to $x_j = 0$ for $j = n_1+1, \ldots, n_1+n_3$, implies Dirichlet conditions of $u|_{\Omega}$ on $\{x \in \Omega; x_j = 0\}$ for each $j = n_1+1, \ldots, n_1+n_3$. Accordingly, $u \in W^{2,p}(\tilde{\Omega})^3$ being odd with respect to $x_j = \pi$ and $2\pi$-periodic with respect to $x_j$ for $j = n_1+n_3+1, \ldots, n_1+n_2+n_3$, yields Dirichlet conditions of $u|_{\Omega}$ on $\{x \in \Omega; x_j = 0 \text{ or } x_j = \pi\}$ for each $j = n_1+n_3+1, \ldots, n_1+n_2+n_3$.

As Propositions 5.1 and 5.2 apply to $\tilde{A}$ with $n_1$ being replaced by $n_1+n_3$, relation (5.3) and Lemma 3.2 prove $A \in \Psi RH^\infty(L^p(\Omega)^3)$ and $\phi_{\tilde{A}}^{\mathcal{R}_\infty} < \frac{1}{p}$. Moreover, for each $\phi > \phi_{\tilde{A}}^{\mathcal{R}_\infty}$ it holds that

$$\mathcal{R}(\{\lambda^{1-\frac{1}{2p}} \partial^\alpha (\lambda + A)^{-1}; \lambda \in \Sigma_{\pi-\phi}, \alpha \in \mathbb{N}_0^{n_1+n_2+n_3}, |\alpha| \leq 2\}) < \infty.$$  

(5.5)

It remains to prove injectivity of $A$ and that $n_2 \neq 0$ implies $0 \in \rho(A)$.

First assume $n_2 \neq 0$. Then $\mathcal{E}f$ is odd with respect to $x_j = \pi$ for each $j = n_1+n_3+1, \ldots, n_1+n_2+n_3$ and each $f \in L^p(\Omega)^3$. Hence,

$$\mathcal{E}f \in L^p\left(Q_{n_2}, L^p(\mathbb{R}^{n_1+n_3})^3\right) := \{u \in L^p(\mathcal{E}Q_{n_2}, L^p(\mathbb{R}^{n_1+n_3})^3); \int_{Q_{n_2}} u = 0\}.$$

Let us consider the equation $Au = f$ in $L^p\left(Q_{n_2}, L^p(\mathbb{R}^{n_1+n_3})^3\right)$. We calculate the Fourier coefficients with respect to $Q_{n_2}$ and apply the operator-valued Fourier multiplier result from [Bu06] or [SW07]. This proves unique solvability of $Au = f$, i.e., invertibility of $\tilde{A}$ restricted to $L^p\left(Q_{n_2}, L^p(\mathbb{R}^{n_1+n_3})^3\right)$. Now (5.3) shows $0 \in \rho(A)$.

Now let $n_2 = n_3 = 0$, $n_1 \neq 0$ and assume $Au = 0$. For $\lambda \in (0,\infty)$ this gives $(\lambda + A)u = \lambda u$, hence for some constant $C \geq 1$ one has $||\partial^\beta u||_{L^p(\mathbb{R}^{n_1})^3} \leq C|\beta|^{2} ||u||_{L^p(\mathbb{R}^{n_1})^3}$ for each $|\beta| = 2$ by the $\mathcal{R}$-boundedness result (5.5). As $\lambda \in (0,\infty)$ is arbitrary for each $|\beta| = 2$ this proves $||\partial^\beta u||_{L^p(\mathbb{R}^{n_1})^3} = 0$ and so $u = 0$. Thus $A$ is
injective. Injectivity in case of arbitrary $n_1, n_2$ now follows from (5.4). Altogether we have proved $A \in \mathcal{RH}^{\infty}(L^p(\Omega)^3)$ with $\phi_f^\infty < \frac{\alpha}{2}$ and that $n_2 \neq 0$ implies $0 \in \rho(A)$. \hfill \Box

6. Existence, Uniqueness and Regularity of the Solution

In this section we apply our results on maximal regularity of the linearized problem to show local existence, uniqueness and regularity of the strong solution. We will need the fractional Sobolev spaces $W^s_p(\Omega)$ defined in Section 3. We introduce the maximal regularity space $MR_p(0, T) := W^{1, p}((0, T), L^p(\Omega)^3) \cap L^p((0, T), D(A))$ to shorten our notation. In the following we will make frequent use of the embedding $MR_p(0, T) \hookrightarrow C([0, T], I_p(A))$ [AD06, Lemma 4.1], in particular the evaluation at time zero is well-defined.

**Proof of Theorem 2.3.** Let $T > 0$. We define the linear operator $L_T$ obtained from the linearized equation by

$$L_T : MR_p(0, T) \rightarrow L^p((0, T); L^p(\Omega)^3) \times I_p(A)$$

$$U \mapsto (U_t + AU, U(0))^T.$$ 

By the maximal regularity of $A$ (Corollary 2.2), $L_T$ is an isomorphism. Further, given an initial value $U_0 \in I_p(A)$ we define $G_T(U) = (\Phi(U), U_0)$ with the same domain and codomain as $L_T$. Observe that $U$ being a strong solution for the initial value $U_0$ in the time interval $[0, T)$ is equivalent to $U$ being a fixed point of $L_T^{-1}G_T$, i.e. $U = (L_T^{-1}G_T)(U)$. We want to apply the Banach fixed point theorem to show the existence of such a fixed point.

Observe that

$$\Delta(U_1)^2 = 3\Delta U_1 U_1^2 + 6\nabla U_1 \nabla U_1 U_1.$$

We now show that $U_1, \nabla U_1 \in C_b((0, T); C_b(\Omega))$ which implies by using the Hölder inequality that $G_T$ is well-defined. Indeed, one has for $s \in (0, 1)$ by [AF03, Section 7.32]

$$W^{1, p}((0, T), L^p(\Omega)) \cap L^p((0, T), W^{2, p}(\Omega))$$

$$\hookrightarrow [L^p((0, T), W^{2, p}(\Omega)), W^{1, p}((0, T), L^p(\Omega))]|_{s,p} = W^s_p((0, T), W^{2(1-s)}(\Omega)).$$

Now for $s$ such that $sp > 1$ and $(1-2s)p > n$ the Sobolev embedding theorem [AF03, Theorem 7.34] yields

$$\nabla U_1 \in W^s_p((0, T), W^{1-2s}(\Omega)) \hookrightarrow C_b((0, T), C_b(\Omega)).$$

We let $s = \frac{n+2}{p}$ for $\varepsilon > 0$. Then $sp > 1$ and $(1-2s)p > 1$ for $\varepsilon$ small enough as we have assumed $p > n + 2$ and the embedding holds.

We have already seen that $U$ being a strong solution in $[0, T)$ is equivalent to $U$ being a solution of $L_T U = G_T U$. Choose $T_0 > 0$ and let $U^* = L_T^{-1}(0, U_0) \in MR_p(0, T_0)$. Under the substitution $V = U - U^*$ we obtain for $T \leq T_0$

$$L_T(V) = G_T(V + U^*) - L_T(U^*) = \begin{pmatrix} \Phi(V + U^*) \\ 0 \\ U_0 \end{pmatrix} - \begin{pmatrix} 0 \\ U_0 \end{pmatrix} = \begin{pmatrix} \Phi(V + U^*) \\ 0 \end{pmatrix}.$$

This way we have reduced the problem to the fixed point problem $V = L_T^{-1}(\Phi(V + U^*), 0)^T$ in the closed subspace $MR_{p,0}(0, T) := \{ U \in MR_p(0, T) : U(0) = 0 \}$ of functions of trace zero. The main advantage is that the norm of the inverse of $L_T$ restricted to $MR_{p,0}(0, T)$ is uniformly bounded in $[0, T_0]$, say by $M$. In
the following we will not distinguish between $L_T$ and its restriction in our notation. Since $\Phi : MR_p(0,T) \to L^p((0,T), L^p(\Omega)^3)$ is continuously differentiable and satisfies $\Phi(0) = 0$, there is an $r > 0$ such that $\|\Phi'(W)\| \leq \frac{1}{2M}$ for all $W \in B_{2r}(0)$. Now it follows from the dominated convergence theorem that for $T \in [0,T_0]$ sufficiently small one has $\|U^*[0,T]\| \leq r$ in $MR_p(0,T)$. Then for $V \in B_{r}(0)$ we have

$$\|L_T^{-1}\Phi(V + U^*)\| \leq \|L_T^{-1}\| \sup_{W \in B_{2r}(0)} \|\Phi'(W)\| \|V + U^*\| \leq \frac{2r \|L_T^{-1}\|}{2M} \leq r.$$

Thus $L_T^{-1}\Phi(\cdot + U^*)B_{r}(0) \subset B_{r}(0)$. Moreover, for $V_1, V_2 \in B_{r}(0)$ we have

$$\|L_T^{-1}\Phi(V_1 + U^*) - L_T^{-1}\Phi(V_2 + U^*)\| \leq \|L_T^{-1}\| \sup_{W \in B_{2r}(0)} \|\Phi'(W)\| \|V_1 - V_2\| \leq \frac{1}{2} \|V_1 - V_2\|.$$

Now, the Banach fixed point theorem gives us a unique fixed point $V$. Then $V + U^*$ is the unique local strong solution of the system in $(0,T)$. We have shown that for an arbitrary initial value there exists a local solution for sufficiently small times. Given an arbitrary time $T > 0$, one can show by employing the Banach fixed point theorem again and using similar estimates for the non-restricted mapping $L_T^{-1}G_T$ that a unique strong solution exists for $(0,T)$ provided the initial values are small enough.

We conclude with the real-analytic dependence of the solution $U \in MR_p(0,T)$ on the initial value $U_0$. This is proven via the implicit function theorem. Again, we only demonstrate the case for arbitrary initial values and small times. The case of a fixed time and small initial values is proven analogously. We define

$\Psi : MR_p(0,T) \times I_p(A) \to MR_p(0,T)$

$$(V, U_0) \mapsto L_T^{-1}\left(\Phi(V + L_T^{-1}(0, U_0)), 0\right)^T - V.$$

Then $U = V + L_T^{-1}(0, U_0)$ is the solution for the initial value $U_0$ if and only if $\Psi(V, U_0) = 0$. Further notice that $\Psi$ is real-analytic. Given a solution $U$ to the initial value $U_0$ one has besides $\Psi(V, U_0) = 0$

$$D_1\Psi(V, U_0)(W, 0) = L_T^{-1}\left(\Phi'(V + L_T^{-1}(0, U_0))(W), 0\right)^T - W. \quad (6.1)$$

Now, as above we see that $\|\Phi'(V + L_T^{-1}(0, U_0))\| \leq (2M)^{-1}$. An application of the von Neumann series shows that $(6.1)$ is invertible. By the implicit function theorem there exists a real-analytic function $g : I_p(A) \to MR_p(0,T)$ such that $\Psi(g(\tilde{U}_0), \tilde{U}_0) = 0$ for all $\tilde{U}_0$ in a small neighbourhood of $U_0$. Then $g(\tilde{U}_0)$ is the unique solution for the initial value $\tilde{U}_0$ showing the real-analytic dependence on the initial value.

Proof of Theorem 2.4. Let $U$ be the unique strong solution in $[0,T_0]$ for the initial value $U_0$. We use a tweaked version of a trick going back to Masuda and Argent in [EPS03] to prove real-analyticity of $U$. Choose $(t_0, x_0) \in (0,T_0) \times \Omega$ and $\varepsilon_0 > 0$ such that $[t_0 - 3\varepsilon_0, t_0 + 3\varepsilon_0] \subset (0,T_0)$ and $\overline{B}_{3\varepsilon_0}(x_0) \subset \Omega$. Further, we choose smooth real cut-off functions $\zeta \in C_0^\infty([t_0 - 2\varepsilon_0, t_0 + 2\varepsilon_0])$ with $\zeta \equiv 1$ on $[t_0 - \varepsilon_0, t_0 + \varepsilon_0]$ and $0 \leq \zeta \leq 1$ and $\xi \in C_0^\infty(B_{2\varepsilon_0}(x_0))$ with $\xi \equiv 1$ on $\overline{B}_{\varepsilon_0}$ and $0 \leq \xi \leq 1$. We now define parameterized coordinates by

$$\Theta_{\lambda, \mu}(t, x) := (t + \lambda \zeta(t), x + \mu \zeta(t) \xi(x)).$$
Then for sufficiently small \((\lambda, \mu)\), say \((\lambda, \mu) \in B_{r_0}(0) \subset \mathbb{R} \times \mathbb{R}^n\), \(\Theta_{\lambda,\mu}\) is a diffeomorphism in \((0, T) \times \Omega\) [EPS03, p. 15]. We denote by \(\Theta_{\lambda,\mu}^*\) the pull-back map on functions. Note that for such \((\lambda, \mu)\) the pull-backs \(U_{\lambda,\mu} := \Theta_{\lambda,\mu}^* U = T_\mu \theta_{\lambda}^* U\), where \(\theta_{\lambda}^*\) and \(T_\mu\) are the pullbacks on the time and space coordinates respectively, satisfy the boundary conditions
\[
U_{\lambda,\mu}(0, \cdot) = U(0, \cdot) = U_0 \quad \text{and} \quad U_{\lambda,\mu}(t, x) = U(t + \lambda \zeta(t), x) = 0 \text{ on } (0, T_0) \times \partial \Omega.
\]
More precisely, one has \(U_{\lambda,\mu} - U = 0\) outside a compact subset of \((0, T_0) \times \Omega\). It is shown in [EPS03, Proposition 5.3] that
\[
U_{\lambda,\mu} \in W^{1,p}((0, T_0), L^p(\Omega)^3) \cap L^p((0, T_0), (W^{2,p}(\Omega) \cap W_0^{1,p}(\Omega))^3)
\]
and that \(U_{\lambda,\mu}\) satisfies the equation
\[
\partial_t U_{\lambda,\mu} - (1 + \zeta^\lambda) T_\mu \theta_{\lambda}^* \theta_{\lambda}^* U + B_\mu U_{\lambda,\mu} = - (1 + \zeta^\lambda) T_\mu A(\theta_{\lambda}^* U) + (1 + \zeta^\lambda) T_\mu \Phi(\theta_{\lambda}^* U) + B_\mu U_{\lambda,\mu}
\]
where \(B_\mu\) and \(C_\mu\) are real-analytic functions in \([0, T_0]\) with values in \(L((W^{2,p}(\Omega) \cap W_0^{1,p}(\Omega))^3, L^p(\Omega)^3)\) and \(B_0 = C_0 = 0\). Some comments on the manipulations above are in order. Notice that in the second last equation we have used the fact that \(\theta_{\lambda}^*\) commutes with \(\Delta\) and therefore also with \(A\) and \(\Phi\). In the last equation we need to calculate the terms occurring when one interchanges \(T_\mu\) with \(\Phi\) and \(A\). We do this first for \(\Delta\) and a scalar-valued \(u \in W^{2,p}(\Omega)\). Here we obtain in the weak sense
\[
\Delta(T_\mu u) = T_\mu \Delta u + \mu \left(\cdots\right),
\]
where the second summand is a real-analytic mapping with values in \(L((W^{2,p}(\Omega) \cap W_0^{1,p}(\Omega))^3, L^p(\Omega)^3)\). Hence, we obtain for \(A = - M \Delta + \Phi\)
\[
T_\mu A(\theta_{\lambda}^* U) + T_\mu \Phi(\theta_{\lambda}^* U) = AU_{\lambda,\mu} + \Phi(U_{\lambda,\mu}) + C_\mu U_{\lambda,\mu}
\]
with \(C_\mu\) as above. Since \(\Theta_{\lambda,\mu}\) is a diffeomorphism and by the above calculations, \(U\) is a strong solution of the system if and only if \(U_{\lambda,\mu}\) is a strong solution of
\[
\begin{align*}
W_t + (1 + \zeta^\lambda) AW & \quad = \quad (1 + \zeta^\lambda) \Phi(W) + D_\mu W \quad \text{in } (t, x) \in (0, T) \times \Omega, \\
W(0, x) & \quad = \quad U_0(x) \quad \text{in } x \in \Omega, \\
W(t, x) & \quad = \quad 0 \quad \text{on } (0, T) \times \partial \Omega,
\end{align*}
\]
where we have set \(D_\mu := B_\mu + (1 + \zeta^\lambda) C_\mu\). Motivated by the calculations we set
\[
\Psi : B_{r_0}(0) \times MR_{p}(0, T_0) \to L^p((0, T_0), L^p(\Omega)^3) \times I_p(A)
\]
\[
(\lambda, \mu, W) \mapsto \left(\begin{array}{c}
(W_t + (1 + \lambda \zeta^\lambda)(AW - \Phi(W) - C_\mu W) + B_\mu W) \\
W(0) - U_0
\end{array}\right).
\]
Then \(W\) is a solution of (6.2) if and only if \(\Psi(\lambda, \mu, W) = 0\). Further, note that \(\Psi\) is a real-analytic mapping. We want to apply the implicit function theorem. For this notice that \(\Psi(0, 0, U) = 0\). The partial derivative with respect to the third component in \((0, 0, U)\) is
\[
D_3 \Psi(0, 0, U)(0, 0, V) = D_3 \Psi(0, 0, U) = \left(\begin{array}{c}
V_t + AV - \Phi'(U)V \\
V(0)
\end{array}\right) = L_{T_0} \left(\begin{array}{c}
\Phi'(U) \\
0
\end{array}\right)(V).
\]
We have seen in the proof of Theorem 2.3 that \( \|\Psi(U)\| \leq (2M)^{-1} \). Hence, by the von Neumann series, \( D_3\Psi(0,0,U)(0,0,\cdot) \) is invertible. Now the implicit function theorem yields the existence of \( g \in C^\infty(B_\varepsilon(0), MR_p(0, T_0)) \) for some \( \varepsilon_0 > \varepsilon > 0 \) with \( \Psi(\lambda, \mu, g(\lambda, \mu)) = 0 \) for all \( (\lambda, \mu) \in B_\varepsilon(0) \). As (6.2) has a unique solution, we deduce \( g(\lambda, \mu) = U_{\lambda,\mu} \). Because of the embedding \( MR_p(0, T_0) \hookrightarrow C_b((0, T_0) \times \Omega)^3 \) (cf. proof of Theorem 2.3) the point evaluation in \( (t_0, x_0) \) is a well-defined linear and therefore a real-analytic mapping. Hence,

\[
(\lambda, \mu) \mapsto U(t_0 + \lambda \zeta(t_0), x_0 + \mu \zeta(t_0) \xi(x_0)) = U(t_0 + \lambda, x_0 + \mu)
\]

is real-analytic.

\[\square\]
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