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Abstract

Professional athletes increasingly use automated analysis of meta- and signal data to improve their training and game performance. As in other related human-to-human research fields, signal data, in particular, contain important performance- and mood-specific indicators for automated analysis. In this paper, we introduce the novel data set SCORE¹ to investigate the performance of several features and machine learning paradigms in the prediction of the sex and immediate stroke success in tennis matches, based only on vocal expression through players’ grunts. The data was gathered from YouTube, labelled under the exact same definition, and the audio processed for modeling. We extract several widely used basic, expert-knowledge, and deep acoustic features of the audio samples and evaluate their effectiveness in combination with various machine learning approaches. In a binary setting, the best system, using spectrograms and a Convolutional Recurrent Neural Network, achieves an unweighted average recall (UAR) of 84.0% for the player sex prediction task, and 60.3% predicting stroke success, based only on acoustic cues in players’ grunts of both sexes. Further, we achieve a UAR of 58.3%, and 61.3%, when the models are exclusively trained on female or male grunts, respectively.

Index Terms: Non-verbal Vocalisation; Automatic Audio Analysis; Sport Informatics; Tennis Grunt

1. Introduction

Non-verbal vocalisation – namely screams, moans, and grunts – is omnipresent in human communication. However, the understanding and differentiation of communicative functions is underrepresented in research. Despite the widespread use of computational analyses in sports, so far only little attention has been paid to vocalisations. One of the most plausible reasons for this is the complex nature of vocalisations and the abundance of noise in sports. The success of audio analysis in affective computing, however, suggests that valuable information about the emotional state of individuals can be extracted from the voice [1][2].

The concept of complex computational analysis in the world of sports has gained massive popularity over the past decade [3]. A prominent example is the successful Oakland team in Major League Baseball, which relies largely on statistical data analysis, rather than subjective scouting reports, when buying new players [4]. For instance, in tennis, a sport enjoying worldwide attention, player tracking systems based on computer vision have previously been developed to calculate statistics and to analyse performance [5]. Further, approaches based on metadata have been used to predict the probability of players scoring with their serve [6].

In this work, we study the computer-aided, acoustic classification of grunts – a non-verbal screaming vocalisation made by tennis players across sexes when striking the ball. The early work of [8] demonstrated experimentally that grunting makes it more difficult for opponents and observers to determine the probable trajectory of the ball, so the technique can be used for distraction and concealment. [9] found that the screams of the players significantly increased the velocity and power of a shot, while [10] investigated typical frequencies of the shouts during strokes and serves, in relation to the sex, age, and height of the players. In particular, differences in acoustic characteristics were found for sex and stroke type showing that certain acoustic cues in tennis grunts correlate with the vocaliser’s sex and hit type and indicate the outcome of a match. Recent research suggests that tennis grunts contain audio information which can be systematically exploited [11]. However, all these approaches lack an automated approach to identifying and leveraging these acoustic features for prediction.

The hypothesis of our work is that acoustic tennis grunts contain generalisable patterns, so that we are able to learn acoustic cues automatically using advanced audio features and machine learning approaches. For this reason, we selected, collected, and annotated a novel data set of real-world tennis matches from YouTube. In addition, we extracted a wide range of basic audio features (e.g., low-level descriptors (LLDs), Mel-frequency cepstral coefficients (MFCCs)), expert-knowledge features (the extended Geneva Minimalistic Acoustic Parameter Set (EgEMAPS) and COMPARE), and state-of-the-art deep representations (DEEP SPECTRUM (DS)) to train suitable neural network architectures and Support Vector Machines (SVMs). These features have shown their efficiency on several non-verbal vocalisation tasks e.g., predicting baby sounds [12], crying [3], and snoring [2]. Furthermore, DS recently demonstrated promising performances in multiple audio-based tasks [11][13].

Equipped with these comprehensive tools, we studied the automatic prediction of a) the sex of the grunt vocaliser, and b) whether a player immediately scores a point, solely based on their grunt during the stroke. To the authors’ knowledge, this is the first time such a study has been conducted on a tennis grunting corpus. On task a) we achieved an Unweighted Average Recall (UAR) of 84.0% and on b) a UAR of 60.3% (both sexes) on average over a 5-fold player-independent cross partition (chance level 50%). Our results indicate that some immediate information about the physiological and psychological state of the players is communicated through tennis grunts, which shows further potential for deeper investigations.

2. Related Work

In recent years, a variety of innovative, computer-based methods, e.g., the Internet of Things and Big Data analytics, found new applications in sports sciences, leading to the emergence of sports informatics [13][5]. Improvements in hardware, such
We utilised the video platform, YouTube, to collect audio-visual background noise occurring simultaneously with the grunts if both of the players have grunted in the match, while the resolution. The normalised recordings are only considered professional matches, in which the audio signal the recordings are from a wide variety of YouTube channels, the full tennis matches equally of women and men players. Since using keywords related to tennis and grunting and contain mostly content from 50 real tennis matches to create the novel audio data grunts communicate information about the player’s sex, forehand nonhuman mammal calls [10]. The authors concluded that tennis have been used to find predictors between tennis players’ grunts suited for predicting the height and upper-body strength of a complex tasks. [31] found that listeners deduce certain physical properties from non-verbal vocalisation types, and roars are well suited for predicting the height and upper-body strength of a human individual. In the context of sports, statistical methods have been used to find predictors between tennis players’ grunts and their psychological properties, as well as linking grunts to nonhuman mammal calls [10]. The authors concluded that tennis grunts communicate information about the player’s sex, forehead and backhand strokes, and the outcome of a match.

3. SCORE! – A Tennis Grunt Dataset

3.1. Data Collection and Selection

We utilised the video platform, YouTube, to collect audio-visual content from 50 real tennis matches to create the novel audio data set SCORE!. The content was identified by searching manually, using keywords related to tennis and grunting and contain mostly full tennis matches equally of women and men players. Since the recordings are from a wide variety of YouTube channels, the type and number of microphones used is unknown. However, we only considered professional matches, in which the audio signal was recorded with additional microphones placed close to the boundaries of the tennis court. The normalised recordings are stored with a 44.1 KHz sampling frequency and 16 bits amplitude resolution.

All videos were carefully sifted by hand and processed further if both of the players have grunted in the match, while the background noise occurring simultaneously with the grunts is as low as possible. The latter is especially important, since a low level of audio noise makes it easier for future models to distinguish expressive audio characteristics from meaningless ones. Typical noise patterns we observed are net shots, the audience, referee calls, and the ball hitting the racket. We aimed to maintain a high diversity of players, as well as an equal number of audio samples for each player for annotation, to increase the speaker- (or in this case grunting-) invariance. One player per match and only one video per player was considered for annotation. This forces the models to learn generalisable acoustic features and not individual player or recording-related patterns, such as, a recording device type or certain distances from the court to the additional microphone(s). To ensure a minimum of 30 grunts from each player, we limit our selection to video clips longer than 20 minutes. Furthermore, we found that the number of grunts per match is highly dependent on the player, but generally both the number of grunts and the volume increase over the course of a match, which is in line with [10]’s observation regarding the fundamental frequency (F0). To avoid a skew towards higher intensity parts of a match, we sampled the grunts uniformly across the duration of the video. In total, we identified 20 different matches suitable to annotate 600 grunts. Our data set is almost twice as comprehensive as that of [10], used for statistical analysis.

3.2. Data Annotation and Partitioning

After the collection, the data was annotated by two experts and counter-checked by a third person, considering the following criteria. We annotated whether the player who played the stroke and uttered a grunt scored or not. More precisely, the score label is defined as: i) score: the ball is played inbound and the opponent cannot return the ball or is forced to fault; not scored: the ball can be returned by the opponent in accordance with the rules or the ball does not hit the court of the opposing team (e.g., net, out of bound, fault when serving). The labels are evenly distributed for each player, so half of the 30 grunts per game led to a point and the other half did not. The second label sex indicates if the grunts were uttered by a male or a female player. The data was labelled with the annotation software ELAN. The preparatory analysis of the annotation showed that the optimal length of the annotation is around 1000 milliseconds. A longer duration would capture unwanted background noise, a shorter one would not cover the full length of some grunts. After the annotation process, the data was partitioned to equally sized, player-independent 5 folds for cross validation. This approach allows more data to be utilised for the training of the models, while increasing the robustness of the results [32].

4. Modelling and Experimental Settings

An overview of our pipeline is given in Figure 1. First, basic features are extracted from the audio signals, e.g., spectrograms, and low-level descriptors (cf. Section 4.1). This step is followed by advancing the features for our tasks. In the final step, machine learning models (e.g., deep neural networks and SVMs) receive the features and predict the previously defined labels of sex or score (cf. Section 4.2). All annotations, features, models, and codes are publicly available.

4.1. Features

In order to classify events from audio signals, feature sets are needed whose extraction is based on decades of research in the
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field of sound processing. Since automatic tennis grunt analysis is unexplored from the point of view of machine learning, we decided to run extensive experiments on different types of feature sets. The most common basic features originated in audio processing engineering. Over the years, these low-level features have been further developed for specific tasks, such as emotion recognition [3,59]. From these, expert knowledge features can be calculated. Advancing the features demonstrated higher suitability for many tasks, especially on smaller data sets [2,12].

However, recent achievements in representation learning, which aims to learn features directly based on low-level features well suited to the recognition task, have shown that robust feature sets of audio signals in the context of a particular task can also be learnt automatically [44,55].

4.1.1. Basic audio features
We extracted LLDs using the toolkit OPENSMILE [36]. For this purpose, the audio files were downsampled and converted to 16 kHz (mono, 16 bit) for a 10 ms frame-level extraction. The resulting 130-dimensional COMPARE-LLDs consist of 55 spectral, 4 energy-related, and 6 voice-related features and their first derivatives. In addition, we extracted 40 MFCCs based on the originally sampled (44.1 kHz) audio files using the Python package, Librosa. Finally, applying a periodic Hanning window with a width of 16 ms and an overlap of 8 ms we extracted 227x227-dimensional spectrograms from audio.

4.1.2. Expert-knowledge features for sound classification
A prevailing ‘traditional’ approach to sound sensing consists of combining LLDs with a set of statistical measures calculated over a fixed duration sliding window. In a series of audio challenges [2,12], COMPARE functionalities demonstrated the suitability to extract meaningful features for a wide range of tasks. This set consists of 6373 static features derived from the calculation of statistics over COMPARE-LLD contours. Further, we chose the eGeMAPS because it is widely used, with a proven track record of predicting physical arousal and valence [37]. It comprises 88 measures covering the LLDs as dimensional spectral, cepstral, and prosodic measures, e.g., jitter, pitch, or loudness, including eight functional measures (percentiles, mean, standard deviation, slope, time peaks) from the latter two. These features were extracted with a smoothed symmetrical moving average filter of 3 frames length.

4.1.3. Deep representation
Recently, deep representation features performed well on several audio-based event detection as well as emotion recognition tasks [12,38]. We used the DEEP SPECTRUM toolkit [34] to compute deep representations of the audio samples based on extracted colormap-converted spectrograms (cf. Section 4.1.1).

The model for the deep feature extraction is an AlexNet pre-trained on ImageNet dataset. As features, the activations of the second fully connected layer are extracted.

4.2. Machine learning models

4.2.1. Support Vector Machine
Due to their scalability on high dimensional data, SVMs, in combination with expert-knowledge features [12] and deep representations [24], showed results comparable to most state-of-the-art approaches, especially on smaller and medium-sized datasets. The model is trained using 1000 iterations and a complexity value $C$ between $10^{-1}$ to $10^1$.

4.2.2. Long Short-term Memory Network
Many basic features are derived from a signal sampling point of view but do not reflect any temporal changes of the signal. In order to learn these, we utilised two stacked layers of Long Short-term Memory Recurrent Neural Network (LSTM-RNN).

4.2.3. Convolutional Recurrent Neural Network
The inherent nature of the Convolutional Neural Network (CNN) limits the ability to learn long-term temporal context. To overcome this, a combination of CNNs and RNNs has proven to be suitable for emotion and audio event detection tasks [29-40]. First, the one-dimensional, convolutional layers learn filters shifted over a single spatial dimension, which enables them to extract high-level features that are shift-invariant. The CNN blocks are followed by two bidirectional LSTM-RNNs, where the latest hidden representation from the second layer is fed into a fully-connected classification layer. Our CRNN possesses three convolutional blocks, each consisting of a one-dimensional convolution layer with ReLU activation, a max pooling layer, and a dropout layer applying 0.5 dropout, and two doubly stacked LSTM-RNN layers. We applied convolutional filter sizes of 10, 20, 40 (kernel: 6, 8, 10) for both, MFCCs and spectrograms, as well as filter sizes of 30, 30, 40 (kernel: 10, 8, 10) for LLDs.

5. Results and Discussion
Spectrograms seem to be very well suited for the task of predicting the sex of a grunt (cf. Table 1). In this regard, they yielded the best results of all features, both in combination with the CRNN (84.0% UAR) and the SVM (82.3% UAR) architecture. The COMPARE functionalities follow closely behind, with a UAR of 79.5% and exceed the other precalculated feature sets, DS and eGeMAPS. It is also noteworthy that a UAR of > 71% could be achieved on the basis of a single extracted basic feature vector (middle). This is in line with [10], which assumed the predictive power of the peak F0 (LLD) in the prediction of the player’s sex. However, the flattened features that cover the entire audio sequence are even more predictive, but lead to extremely large dimensions of the input vectors (13 000...
We conducted research on the separate data by sex, achieving a UAR of 58.3 % (LLD + CRNN) and 61.3 % (MFCC + CRNN), respectively for female and male players. Both together resulted in 60.3 % (spectrogram + CRNN). Overall, spectrograms + CRNN demonstrated consistently strong performance, followed by the other CRNN approaches. In contrast, of the PECTROGRAM + CRNN showed consistently strong performance, while \( \text{MFCC} + \text{CRNN} \) performed slightly better, were more resource efficient and proved the potential of advanced modelling for this particular task. Further, the best feature model combination slightly overemphasised female grunts, predicting 12.5 % of male grunts wrongly as female while only 3.5 % of women were falsely predicted as men.

For the more complex task of stroke success prediction, we conducted research on the separated data by sex, achieving a UAR of 58.3 % (LLD + CRNN) and 61.3 % (MFCC + CRNN), respectively for female and male players. Both together resulted in 60.3 % (spectrogram + CRNN). Overall, spectrograms + CRNN demonstrated consistently strong performance, followed by the other CRNN approaches. In contrast, of the PECTROGRAM + CRNN showed consistently strong performance, while \( \text{MFCC} + \text{CRNN} \) performed slightly better, were more resource efficient and proved the potential of advanced modelling for this particular task. Further, the best feature model combination slightly overemphasised female grunts, predicting 12.5 % of male grunts wrongly as female while only 3.5 % of women were falsely predicted as men.

Table 1: Results over player-independent 5-fold cross validation on the prediction of sex. Displayed hyperparameters: C: Complexity parameter of the SVM, optimised for all from \( 10^{-5} \) to \( 10^3 \); lr: Learning rate of the neural networks. Three types of aggregation: (middle) token of the sequence; (mean) all tokens averaged along the time axis; (flat) concatenated token along the time axis. We report the averaged (O) UAR: Unweighted Average Recall and the standard deviation (+).

| Features (aggregation) + SVM | C | Ø [%] | + [%] |
|-------------------------------|---|-------|-------|
| LLDS (MEAN)                  | \( 10^{-4} \)× | 72.3 | 14.8  |
| LLDS (MIDDLE)                | \( 10^{-3} \) | 71.5 | 8.2   |
| LLDS (FLAT)                  | \( 10^{-3} \) | 80.5 | 12.3  |
| MFCCs (MEAN)                 | \( 10^{-3} \) | 69.5 | 12.4  |
| MFCCs (MIDDLE)               | \( 10^{-3} \) | 73.8 | 13.0  |
| MFCCs (FLAT)                 | \( 10^{-2} \) | 78.3 | 11.5  |
| SPECTROGRAM (FLAT)           | \( 10^{-3} \) | 82.3 | 11.4  |
| COMPARE functional           | \( 10^{-3} \) | 79.5 | 12.2  |
| eGE MAPS functional         | \( 10^{-3} \) | 69.0 | 20.1  |
| DEEP SPECTRUM               | \( 10^{-6} \) | 66.7 | 10.9  |

Table 2: Results over player-independent 5-fold cross validation on the prediction of score.C: Complexity parameter of the SVM/VR, displayed from \( 10^{-5} \) to \( 10^{-3} \). HP: Set of CRNN hyperparameter from a moderate parameter search over all combinations: I: batch size of 16 and a learning rate of 0.00005; II: batch size of 16 and a learning rate of 0.0001; III: batch size of 16 and a learning rate of 0.0001; IV: batch size of 32 and a learning rate of 0.0001; V: batch size of 64 and a learning rate of 0.0001. We report the averaged (O) UAR: Unweighted Average Recall and the standard deviation (+).

| Features + Neural Networks | C | Ø [%] | ± [%] | Ø [%] | ± [%] |
|----------------------------|---|-------|-------|-------|-------|
| LLDS + LSTM-RNN            | \( 10^{-4} \) | 63.3 | 11.0  |
| LLDS + CRNN                | \( 10^{-3} \) | 56.3 | 2.6   |
| MFCCs + LSTM-RNN           | \( 10^{-3} \) | 78.7 | 15.4  |
| MFCCs + CRNN               | \( 10^{-5} \) | 81.2 | 15.1  |
| SPECTROGRAM + CRNN         | \( 5^{-3} \)× | 84.0 | 9.9   |

In this paper, we introduced SCORE!, the first audio-visual database suitable for automatic analysis of non-verbal tennis grunts. It comprises 600 female and male grunts of professional tennis player in real tennis matches and two types of balanced labs. Further, we conducted experiments to predict both, utilising a wide range of well-established low-level, expert, and deep audio representations, and machine learning methods. Our models predict sex well, with an average UAR of 84.0 %. Separated by sex, the models predicting if an immediate point was scored after a stroke achieved a UAR of 60.3 %, indicating that tennis grunts contain acoustic patterns related to physiological characteristics of the player. In future work, we plan to investigate whether audio denoising and an even larger amount of data will increase the prediction quality. Furthermore, we want to study different variations of grunting as an acoustic, non-verbal communication between players; for example, to find out if and how much it affects the self-confidence of the opponent.
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