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Abstract

In this article, we propose high-order finite-difference entropy stable schemes for the two-fluid relativistic plasma flow equations. This is achieved by exploiting the structure of the equations, which consists of three independent flux components. The first two components describe the ion and electron flows, which are modeled using the relativistic hydrodynamics equation and the third component is Maxwell’s equations. The coupling of the ion and electron flows and electromagnetic fields is via source terms only, but the source terms do not affect the entropy evolution. To design semi-discrete entropy stable schemes, we extend the entropy stable schemes for relativistic hydrodynamics in [1] to three dimensions. This is then coupled with entropy stable discretization of the Maxwell’s equations. Finally, we use SSP-RK schemes to discretize in time. We also propose ARK-IMEX schemes to treat the stiff source terms; the resulting nonlinear set of algebraic equations is local (at each discretization point) and hence can be solved cheaply using the Newton’s Method. The proposed schemes are then tested using various test problems to demonstrate their stability, accuracy and efficiency.
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1 Introduction

Relativistic plasma flows play a central role in astrophysics. In these flows, fluids moving with the speed comparable to the speed of light interact with electric and magnetic fields. Some examples are pulsar winds, gamma-ray bursts, relativistic jets from active galactic nuclei, and quasars [2], [3], [4], [5]. To model relativistic plasma flows, often, equations of relativistic Magneto-hydrodynamics (RMHD) are used [6], [7], [8], [9], [10], [11]. However, RMHD has limitations when modeling several astrophysical systems, like pulsar, gamma-ray burst, etc., see [12] for a detailed discussion. Following the development of non-relativistic two-fluid plasma flow equations [13], [14], [15], [16], [17], [18], [19], several authors have considered an analogous relativistic two-fluid plasma flow equations [20], [21], [22], [23], [24].

Two-fluid relativistic plasma flow equations describe each fluid (ion and electron) in plasma using the equations of special relativistic hydrodynamics (RHD). The fluid components are coupled via electromagnetic quantities using Lorentz force terms. Finally, the electric and magnetic fields are evolved using Maxwell’s equations, where current and charges are described using fluid variables. The resulting set of PDEs is a Hyperbolic system of Balance laws with nonlinear flux and stiff source. Due to nonlinearity in the flux, the solutions will exhibit discontinuities [25]. Hence, we need to consider the weak solutions, which can be characterized using the Rankine-Hugoniot condition across the discontinuities. As the weak solutions are non-unique, entropy inequality is imposed to avoid nonphysical solutions. More recently, even the entropy solutions for the systems have been shown to be non-unique [26], still, entropy stability is one of the few nonlinear stability estimates for the solutions, and hence it is desirable to have a numerical scheme which replicates this stability at the discrete level.

As the flux and source terms are nonlinear, in general, it is not possible to find an analytical solution for the two-fluid relativistic plasma flow equations. Hence, the development of stable, efficient and accurate numerical methods is highly desirable. However, in addition to the well-known difficulties in designing stable numerical schemes for hyperbolic balance laws [27], [25], there are several additional challenges in designing such a scheme for two-fluid relativistic plasma flow equations. First, we need to compute the primitive variables from the conservative variables as the analytical expressions are not available. Second, we must satisfy additional constraints for the magnetic and electric fields. Third, we have nonlinear stiff source terms, and a suitable time implicit treatment of such source is highly desirable. Furthermore, as discussed above, it is also desirable to have entropy stability of the scheme.
Given these difficulties, there are few numerical methods for the two-fluid relativistic plasma flow model. In [28], authors have simulated the relativistic magnetic reconnection problem by assuming the symmetric motions of the fluid species, which was further improved in [20] to include the independent motion of the two-fluid species under a guide field. In [22], authors used one-dimensional two-fluid relativistic plasma flow system to investigate the importance of the electric-field-dominated regime in the dynamics of a strongly magnetized plasma by simulating a standing shock front. In [23], authors presented a third-order accurate explicit multidimensional numerical scheme for special relativistic two-fluid plasma flow equations. Here, the authors used the method of generalized Lagrange multiplier to keep the divergence error small. Divergence-free and constraint preserving multidimensional scheme has been designed in [12,29].

In this article, we propose arbitrarily high-order finite-difference entropy stable schemes for the relativistic two-fluid plasma flow model. High order finite-difference entropy stable schemes for general hyperbolic systems were first proposed in [30,31]. Recently, several authors have developed entropy stable finite-difference scheme for non-relativistic fluids and plasma flows [15], [32], [33], [34]. For the relativistic fluids, Duan et.al [35], Biswas [36], and Bhoukaly et.al [1] have proposed entropy stable schemes.

We proceed as follows.

• We first present the entropy framework for the two-fluid relativistic plasma flow equations. We also prove that the source terms do not affect entropy evolution.

• To design entropy stable scheme, we exploit the structure of the flux. Similar to the case of [15], the flux consists of three independent blocks. For the fluid parts, we extend the entropy conservative schemes of [1] to include a three-dimensional velocity field for each fluid component. This is then coupled with a Rusanov’s solver based on higher-order Maxwell’s discretization. The resultant scheme is then shown to be entropy conservative.

• To make the scheme entropy stable, following [30], [15], [1], we design high-order diffusion operator, for each component. As the source does not affect entropy evolution, the semi-discrete scheme is then shown to be entropy stable.

• As the source terms are stiff, in addition to the explicit Runge-Kutta method, we also propose IMEX schemes for the model, where flux contributions are treated explicitly, and the source is treated implicitly. The resulting set of nonlinear algebraic equations is local in each cell and are solved using Newton’s method for nonlinear systems.

The rest of the article is organized as follows. In Section (2), we describe the two-fluid relativistic plasma flow equations. In Section (3), we discuss hyperbolicity and the entropy framework for the model. In Section (4), we propose semi-discrete entropy stable numerical schemes for the model. This includes the derivation of the fluid entropy conservative numerical flux and the construction of the high-order entropy diffusion operators. We also describe the discretization of the Maxwell’s equations. In Section (5), we present the fully discrete scheme using time explicit and IMEX schemes. In Section (6), we provide detailed numerical tests in one and two dimensions.

2 Two-fluid relativistic plasma flow equations

The two-fluid relativistic plasma flows consist of electrons and ions, whose flows are governed by the equations of special relativistic flows. The macroscopic variables for the fluid parts are density, fluid velocity and pressure, denoted by $\rho_{\alpha}$, $u_{\alpha}$, and $p_{\alpha}$, respectively with $\alpha \in \{i, e\}$. Here, the subscripts $\{i, e\}$ denote the variables corresponding to the ion and electron species. These are coupled to Maxwell’s
equations via source terms. The complete system is given as follows:

\[ \frac{\partial (\rho_i \Gamma_i)}{\partial t} + \nabla \cdot (\rho_i \Gamma_i \mathbf{u}_i) = 0, \]  

\[ \frac{\partial (\rho_i h_i \Gamma_i^2 \mathbf{u}_i)}{\partial t} + \nabla \cdot (\rho_i h_i \Gamma_i^2 \mathbf{u}_i \mathbf{u}_i^\top + p_i \mathbf{I}) = r_i \Gamma_i \rho_i (\mathbf{E} + \mathbf{u}_i \times \mathbf{B}), \]  

\[ \frac{\partial \varepsilon_i}{\partial t} + \nabla \cdot ((\varepsilon_i + p_i) \mathbf{u}_i) = r_i \Gamma_i \rho_i (\mathbf{u}_i \cdot \mathbf{E}), \]  

\[ \frac{\partial (\rho_e \Gamma_e)}{\partial t} + \nabla \cdot (\rho_e \Gamma_e \mathbf{u}_e) = 0, \]  

\[ \frac{\partial (\rho_e h_e \Gamma_e^2 \mathbf{u}_e)}{\partial t} + \nabla \cdot (\rho_e h_e \Gamma_e^2 \mathbf{u}_e \mathbf{u}_e^\top + p_e \mathbf{I}) = r_e \Gamma_e \rho_e (\mathbf{E} + \mathbf{u}_e \times \mathbf{B}), \]  

\[ \frac{\partial \varepsilon_e}{\partial t} + \nabla \cdot ((\varepsilon_e + p_e) \mathbf{u}_e) = r_e \Gamma_e \rho_e (\mathbf{u}_e \cdot \mathbf{E}), \]  

\[ \frac{\partial \mathbf{B}}{\partial t} + \nabla \times \mathbf{E} + \kappa \nabla \psi = 0, \]  

\[ \frac{\partial \mathbf{E}}{\partial t} - \nabla \times \mathbf{B} + \chi \nabla \phi = -\mathbf{j}, \]  

\[ \frac{\partial \phi}{\partial t} + \chi \nabla \cdot \mathbf{E} = \chi \rho_e, \]  

\[ \frac{\partial \psi}{\partial t} + \kappa \nabla \cdot \mathbf{B} = 0, \]  

where, \( \varepsilon_\alpha = \rho_\alpha h_\alpha \Gamma_\alpha^2 - p_\alpha \) are the energy densities, \( h_a \) are the specific enthalpy, \( \Gamma_a \) are the Lorentz factors, given by \( \Gamma_a = \frac{1}{\sqrt{1 - u_a^2}} \). \( \mathbf{B} = (B_x, B_y, B_z) \) is the magnetic field vector, and \( \mathbf{E} = (E_x, E_y, E_z) \) is the electric field vector. We have assumed the speed of light to be unity. We use notations, \( q_\alpha \) for the particle charge and \( m_\alpha \) for the particle mass, while the charge to mass ratios are denoted by \( r_\alpha = \frac{q_\alpha}{m_\alpha}, \) \( \alpha \in \{i, e\} \). The total charge density \( \rho_c \) and the current density vector \( \mathbf{j} = (j_x, j_y, j_z) \) are given by

\[ \rho_c = r_i \rho_i \Gamma_i + r_e \rho_e \Gamma_e, \quad \mathbf{j} = r_i \rho_i \Gamma_i \mathbf{u}_i + r_e \rho_e \Gamma_e \mathbf{u}_e. \]

The above system of equations is closed using the equation of state, \( h_\alpha = h_\alpha(p_\alpha, \rho_\alpha) \), where we use the ideal equation of state for \( h_\alpha \), which is given by

\[ h_\alpha = 1 + \frac{\gamma_\alpha - 1}{\gamma_\alpha} \frac{p_\alpha}{\rho_\alpha}, \]

where, \( \gamma_\alpha = c_{p_\alpha}/c_{V_\alpha} \) is the ratio of specific heats. Accordingly, the polytropic index \( n_\alpha \), and the sound speed \( c_\alpha = c_{s_\alpha} \) can be written as

\[ n_\alpha = k_\alpha - 1 \quad \text{and} \quad c_\alpha^2 = \frac{k_\alpha p_\alpha}{n_\alpha \rho_\alpha h_\alpha}, \]

where \( k_\alpha = \frac{\gamma_\alpha}{\gamma_\alpha - 1} \) are constants.

Equations (1a) and (1d) are mass conservation laws for ion and electrons. Similarly, Equations (1b) and (1e) represent momentum balance, where source terms are due to Lorentz force acting on the fluid due to the electromagnetic variables. The energy conservation equations for ion and electron fluids are (1c) and (1f), respectively. Here, source terms are kinetic energy contributions due to electric and magnetic fields.

To deal with the electromagnetic constraints \( \nabla \cdot \mathbf{B} = 0 \) and \( \nabla \cdot \mathbf{E} = \rho_c \), in (1g)-(1j), we consider the perfectly hyperbolic formulation of the Maxwell’s equations [37]. Here, (1g) and (1h) are the evolution equations for the magnetic and electric fields, respectively. Equations (1i) and (1j) are equations for the correction potentials \( \phi \) and \( \chi \), and \( \chi \) and \( \kappa \) are penalizing speeds.
3 Analysis of continuous problem

Let us introduce the notations, $D_\alpha = \Gamma_\alpha \rho_\alpha$ and $M_\alpha = (M_{x_\alpha}, M_{y_\alpha}, M_{z_\alpha}) = \rho_\alpha h_\alpha \Gamma_\alpha^2 u_\alpha$ for $\alpha \in \{i, e\}$. The vector of conservative variables $U$ can be written as,

\[
U = (U_i^T, U_e^T, U_m^T)^T,
\]

where $U_i = (D_i, M_i, \mathcal{E}_i)^T$ are ion fluid variables, $U_e = (D_e, M_e, \mathcal{E}_e)^T$ are electron fluid variables, and $U_m = (B, E, \phi, \psi)^T$ are Maxwell’s variables. In two dimensions, let us also denote $x$- and $y$-directional fluxes as $f^x$ and $f^y$, respectively. From (1), expressions for the fluxes can be written as,

\[
f^x = \begin{pmatrix}
    f^x_i(U_i) \\
    f^x_e(U_e) \\
    f^x_m(U_m)
\end{pmatrix} \quad \text{and} \quad f^y = \begin{pmatrix}
    f^y_i(U_i) \\
    f^y_e(U_e) \\
    f^y_m(U_m)
\end{pmatrix},
\]

where

\[
f^x_\alpha = \begin{pmatrix}
    D_\alpha u_{x_\alpha} \\
    M_{x_\alpha} (u_{x_\alpha} + p_\alpha) \\
    M_{y_\alpha} u_{x_\alpha} \\
    M_{z_\alpha} u_{x_\alpha}
\end{pmatrix}, \quad f^y_\alpha = \begin{pmatrix}
    D_\alpha u_{y_\alpha} \\
    M_{y_\alpha} (u_{y_\alpha} + p_\alpha) \\
    M_{z_\alpha} u_{y_\alpha} \\
    M_{y_\alpha}
\end{pmatrix}, \quad f^x_m = \begin{pmatrix}
    \kappa \psi \\
    -E_z \\
    E_y \\
    \chi \phi
\end{pmatrix}, \quad f^y_m = \begin{pmatrix}
    E_z \\
    -\kappa \psi \\
    -E_z \\
    \chi \phi
\end{pmatrix}
\]

We note that the flux for the whole system contains three independent parts, two fluid parts modeled using the equations of special relativistic flows, and the third part is linear Maxwell’s flux. These three parts are coupled via source terms, which are given as,

\[
s = \begin{pmatrix}
    s_i(U_i, U_m) \\
    s_i(U_e, U_m) \\
    s_m(U_i, U_e)
\end{pmatrix},
\]

where,

\[
s_\alpha = \begin{pmatrix}
    r_\alpha D_\alpha (E_x + u_{y_\alpha} B_z - u_{z_\alpha} B_y) \\
    r_\alpha D_\alpha (E_y + u_{z_\alpha} B_x - u_{x_\alpha} B_z) \\
    r_\alpha D_\alpha (E_z + u_{x_\alpha} B_y - u_{y_\alpha} B_z) \\
    r_\alpha D_\alpha (u_{x_\alpha} E_x + u_{y_\alpha} E_y + u_{z_\alpha} E_z)
\end{pmatrix} \quad \text{and} \quad s_m = \begin{pmatrix}
    j_x \\
    j_y \\
    j_z \\
    \chi \rho c
\end{pmatrix},
\]

for $\alpha \in \{i, e\}$. Using the above notations, the system (1), for the two-dimensional case can be written in the conservation form as follows:

\[
\frac{\partial U}{\partial t} + \frac{\partial f^x}{\partial x} + \frac{\partial f^y}{\partial y} = s.
\]

Let us also introduce the vector of primitive variables $W = (W_i^T, W_e^T, W_m^T)^T$, where $W_\alpha = (\rho_\alpha, u_\alpha, p_\alpha)^T$ and $W_m = (B, E, \phi, \psi)^T$. We follow the procedure given in \cite{1,38} to extract the primitive variables from the conservative variables. We define the set of admissible solution space

\[
\Omega = \{ U \in \mathbb{R}^{18} : \rho_i > 0, \rho_e > 0, p_i > 0, p_e > 0, |u_i| < 1, |u_e| < 1 \}.
\]
The eigenvalues of the system in \( x \)-direction are,

\[
\Lambda^z = \left\{ \frac{(1 - c^2_\alpha)u_{x\alpha} - (c_\alpha/G)}{1 - c^2_\alpha|\mathbf{u}|^2}, \quad u_{x\alpha}, \quad u_{x\alpha}, \quad \frac{(1 - c^2_\alpha)u_{x\alpha} + (c_\alpha/G)}{1 - c^2_\alpha|\mathbf{u}|^2}, \right. \\
\left. (1 - c^2_\alpha)u_{x\alpha} - (c_\alpha/G)\sqrt{Q^\alpha_{\mathbf{e}}}, \quad u_{x\alpha}, \quad u_{x\alpha}, \quad \frac{(1 - c^2_\alpha)u_{x\alpha} - (c_\alpha/G)\sqrt{Q^\alpha_{\mathbf{e}}}}{1 - c^2_\alpha|\mathbf{u}|^2}, \right. \\
\quad \chi, -\kappa, -1, -1, 1, 1, \kappa, \chi \right\},
\]

where, \( Q^\alpha_{\mathbf{e}} = 1 - u^2_{\alpha\alpha} - c^2_\alpha(u^2_{\alpha\alpha} + u^2_{\alpha\alpha}) \), \( \alpha \in \{i, e\} \). For \( \mathbf{U} \in \Omega \) and \( \gamma_\alpha \in (1, 2] \) we have \( c_\alpha < 1 \) which implies that \( Q^\alpha_{\mathbf{e}} > 0 \), hence all the eigenvalues are real. The complete set of right eigenvectors for the Jacobian matrix \( \partial \mathbf{F}/\partial \mathbf{U} \) is given in Appendix (B.1). The Appendix also contains the eigenvalues and right eigenvectors for the Jacobian matrix \( \partial \mathbf{F}/\partial \mathbf{U} \). Consequently, we can state the following Lemma.

**Lemma 3.1.** The system (3) is hyperbolic for the states \( \mathbf{U} \in \Omega \), with real eigenvalues and a complete set of eigenvectors.

We now introduce entropy functions for the two-fluid relativistic plasma flow equations. The entropy functions \( E_\alpha \) and associated entropy fluxes \( \mathbf{F}_{\alpha}^z \) for the fluid part of the system (3) are given by,

\[
E_\alpha = -\frac{\rho_\alpha\Gamma_\alpha s_\alpha}{\gamma_\alpha - 1} \quad \text{and} \quad \mathbf{F}_{\alpha}^z = -\frac{\rho_\alpha\Gamma_\alpha s_\alpha u_{x\alpha}}{\gamma_\alpha - 1}, \quad \alpha \in \{i, e\}, \quad d = x, y.
\]

Here, \( s_\alpha = \ln(p_\alpha\rho_\alpha^{-\gamma_\alpha}) \). The pair \( (E_\alpha, \mathbf{F}_{\alpha}^z) \) is called an entropy-entropy flux pair. For simplicity, we only consider the one-dimensional case, i.e.,

\[
\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}}{\partial x} = \mathbf{s}. \tag{4}
\]

The extension of entropy framework to higher dimensions is straightforward. We will now prove the following result:

**Proposition 3.1.** The smooth solutions of (4) satisfy the entropy equality,

\[
\partial_t s_\alpha + u_{x\alpha}\partial_x s_\alpha = 0, \quad \alpha \in \{i, e\}.
\]

As a consequence, every smooth function \( H(s_\alpha) \) of \( s_\alpha \) satisfies

\[
\partial_t (\rho_\alpha\Gamma_\alpha H(s_\alpha)) + \partial_x (\rho_\alpha\Gamma_\alpha u_{x\alpha} H(s_\alpha)) = 0. \tag{5}
\]

In particular, we have the following entropy equality for the smooth solutions,

\[
\partial_t E_\alpha + \partial_x \mathbf{F}_{\alpha}^z = 0. \tag{6}
\]

The proof is given in the Appendix (A).

**Remark 3.1.** The entropy equality (6) in Proposition (3.1) is replaced by the entropy inequality

\[
\partial_t E_\alpha + \partial_x \mathbf{F}_{\alpha}^z \leq 0, \tag{7}
\]

in the sense of distributions for non-smooth solutions.

In the above analysis, we also note that the Maxwell’s flux does not affect the fluid entropies. This fact will be exploited to design semi-discrete high-order numerical schemes which will satisfy the entropy inequality (7).
4 Semi-discrete entropy stable schemes

In this section, we will design semi-discrete entropy stable numerical schemes for the two-dimensional two-fluid relativistic plasma flow Eqns. (3). The extension to three dimensions is fairly easy. Let us consider the domain $D = I_x \times I_y$, where $I_x = (x_{\text{min}}, x_{\text{max}})$ and $I_y = (y_{\text{min}}, y_{\text{max}})$ which is discretized using a uniform mesh with cells of size $\Delta x \times \Delta y$. We define $x_i = x_{\text{min}} + i\Delta x$ for $0 \leq i \leq N_x$ and $y_j = y_{\text{min}} + j\Delta y$ for $0 \leq j \leq N_y$. The cell $(i,j)$ is given by $I_{i,j} = [x_{i-1/2}, x_{i+1/2}] \times [y_{j-1/2}, y_{j+1/2}]$, where

$$x_{i+1/2} = \frac{x_i + x_{i+1}}{2} \quad \text{and} \quad y_{j+1/2} = \frac{y_j + y_{j+1}}{2}. \quad (8)$$

The semi-discrete finite difference scheme for the evolution of solution $U_{i,j}$ at $(x_i, y_j)$ of system (3) is given by,

$$\frac{d}{dt} U_{i,j}(t) + \frac{1}{\Delta x} \left( F^x_{i+\frac{1}{2},j}(t) - F^x_{i-\frac{1}{2},j}(t) \right) + \frac{1}{\Delta y} \left( F^y_{i,j+\frac{1}{2}}(t) - F^y_{i,j-\frac{1}{2}}(t) \right) = s(U_{i,j}(t)), \quad (8)$$

where $F^x_{i+\frac{1}{2},j}$, $F^y_{i,j+\frac{1}{2}}$ are the numerical fluxes consistent with the continuous fluxes $F^x$, $F^y$, respectively.

4.1 Entropy stable numerical schemes for the fluid equations

To simplify the discussion, we will first present the discretization of the fluid part, i.e., we consider the following differential form:

$$\frac{\partial U_{\alpha}}{\partial t} + \frac{\partial F^x_{\alpha}}{\partial x} + \frac{\partial F^y_{\alpha}}{\partial y} = s_{\alpha}(U_{\alpha}, U_m), \quad (9)$$

for $\alpha \in \{i, e\}$. Let us now define:

**Definition 4.1.** The numerical scheme

$$\frac{d}{dt} U_{\alpha,i,j}(t) + \frac{1}{\Delta x} \left( \hat{F}^x_{\alpha,i+\frac{1}{2},j}(t) - \hat{F}^x_{\alpha,i-\frac{1}{2},j}(t) \right) + \frac{1}{\Delta y} \left( \hat{F}^y_{\alpha,i,j+\frac{1}{2}}(t) - \hat{F}^y_{\alpha,i,j-\frac{1}{2}}(t) \right) = s_{\alpha}(U_{\alpha,i,j}(t), U_{m,i,j}(t)), \quad (10)$$

is said to be entropy conservative if the following entropy equality is satisfied

$$\frac{d}{dt} U_{\alpha}(U_{i,j}) + \frac{1}{\Delta x} \left( \hat{F}^x_{\alpha,i+\frac{1}{2},j} - \hat{F}^x_{\alpha,i-\frac{1}{2},j} \right) + \frac{1}{\Delta y} \left( \hat{F}^y_{\alpha,i,j+\frac{1}{2}} - \hat{F}^y_{\alpha,i,j-\frac{1}{2}} \right) = 0, \quad \alpha \in \{i, e\}, \quad (11)$$

where $\hat{F}^x_{\alpha,i+\frac{1}{2},j}$, $\hat{F}^y_{\alpha,i,j+\frac{1}{2}}$ are some numerical entropy flux functions consistent with the entropy fluxes $F^x_{\alpha}$, $F^y_{\alpha}$, respectively. Here $\hat{F}^x_{\alpha,i+\frac{1}{2},j}$, $\hat{F}^y_{\alpha,i,j+\frac{1}{2}}$ are the numerical fluxes consistent with $F^x$, $F^y$, respectively.

The scheme is said to be entropy stable if the following entropy inequality is satisfied:

$$\frac{d}{dt} U_{\alpha}(U_{\alpha,i,j}) + \frac{1}{\Delta x} \left( \hat{F}^x_{\alpha,i+\frac{1}{2},j} - \hat{F}^x_{\alpha,i-\frac{1}{2},j} \right) + \frac{1}{\Delta y} \left( \hat{F}^y_{\alpha,i,j+\frac{1}{2}} - \hat{F}^y_{\alpha,i,j-\frac{1}{2}} \right) \leq 0 \quad \alpha \in \{i, e\}, \quad (12)$$

To obtain the entropy stable schemes, we will first construct entropy conservative schemes and then add dissipative fluxes to obtain entropy inequality.

4.1.1 High-order entropy conservative schemes for fluid equations

Let us introduce entropy variables,

$$V_{\alpha}(U_{\alpha}) = \frac{\partial U_{\alpha}}{\partial U_{\alpha}}$$

and entropy potentials,

$$\psi^x_{\alpha}(U_{\alpha}) = V_{\alpha}^T(U_{\alpha}) \cdot f^x_{\alpha}(U_{\alpha}) - F^x_{\alpha}(U_{\alpha}), \quad \psi^y_{\alpha}(U_{\alpha}) = V_{\alpha}^T(U_{\alpha}) \cdot f^y_{\alpha}(U_{\alpha}) - F^y_{\alpha}(U_{\alpha})$$
for $\alpha \in \{i, e\}$. A simple calculation results in the following expressions

$$V_\alpha = \begin{pmatrix}
\frac{\gamma_\alpha - s_\alpha}{\gamma_\alpha} + \beta_\alpha \\
\frac{\gamma_\alpha - 1}{\gamma_\alpha} + u_{x_\alpha} \Gamma_\alpha \beta_\alpha \\
u_{y_\alpha} \Gamma_\alpha \beta_\alpha \\
u_{z_\alpha} \Gamma_\alpha \beta_\alpha - \Gamma_\alpha \beta_\alpha
\end{pmatrix}, \quad \text{with} \quad \beta_\alpha = \frac{\rho_\alpha}{\rho_\alpha}, \quad (13)
$$

and

$$\psi_\alpha^x = \rho_\alpha \Gamma_\alpha u_{x_\alpha}, \quad \psi_\alpha^y = \rho_\alpha \Gamma_\alpha u_{y_\alpha}. \quad (14)$$

We also introduce the following notations for jumps and averaging operations over the cell interfaces

$$[a]_{i+\frac{1}{2}, j} = a_{i+1, j} - a_{i, j}, \quad \bar{a}_{i+\frac{1}{2}, j} = \frac{1}{2}(a_{i+1, j} + a_{i, j}),$$

$$[\check{a}]_{i, j+\frac{1}{2}} = a_{i, j+1} - a_{i, j}, \quad \check{a}_{i, j+\frac{1}{2}} = \frac{1}{2}(a_{i, j+1} + a_{i, j}).$$

Let us first consider the homogeneous fluid part, i.e., we consider

$$\frac{\partial U_\alpha}{\partial t} + \frac{1}{\Delta x} \left( \check{F}_\alpha^x_{i+\frac{1}{2}, j} - \check{F}_\alpha^x_{i-\frac{1}{2}, j} \right) + \frac{1}{\Delta y} \left( \check{F}_\alpha^y_{i, j+\frac{1}{2}} - \check{F}_\alpha^y_{i, j-\frac{1}{2}} \right) = 0. \quad (15)$$

and the corresponding semi-discrete scheme

$$\frac{d}{dt} U_{\alpha, i, j}(t) + \frac{1}{\Delta x} \left( \check{F}_\alpha^x_{i+\frac{1}{2}, j} - \check{F}_\alpha^x_{i-\frac{1}{2}, j} \right) + \frac{1}{\Delta y} \left( \check{F}_\alpha^y_{i, j+\frac{1}{2}} - \check{F}_\alpha^y_{i, j-\frac{1}{2}} \right) = 0. \quad (16)$$

Then we have the following result from [39].

**Theorem 4.1 (Tadmor [39]).** Let $\check{F}_\alpha^x$ and $\check{F}_\alpha^y$ be the consistent numerical fluxes which satisfy

$$[V_\alpha]_{i+\frac{1}{2}, j} \check{F}_\alpha^x_{i+\frac{1}{2}, j} = [\psi_\alpha^x]_{i+\frac{1}{2}, j}, \quad [V_\alpha]_{i, j+\frac{1}{2}} \check{F}_\alpha^y_{i, j+\frac{1}{2}} = [\psi_\alpha^y]_{i, j+\frac{1}{2}}, \quad (17)$$

then the scheme (16) with the numerical fluxes $\check{F}_\alpha^x$ and $\check{F}_\alpha^y$ is second order accurate and entropy conservative, i.e., the entropy equality

$$\frac{d}{dt} U_{\alpha, i, j}(U_{ij}) + \frac{1}{\Delta x} \left( \check{F}_\alpha^x_{i+\frac{1}{2}, j} - \check{F}_\alpha^x_{i-\frac{1}{2}, j} \right) + \frac{1}{\Delta y} \left( \check{F}_\alpha^y_{i, j+\frac{1}{2}} - \check{F}_\alpha^y_{i, j-\frac{1}{2}} \right) = 0,$$

is satisfied with the consistent entropy numerical fluxes,

$$\check{F}_\alpha^x_{i+\frac{1}{2}, j} = V_{\alpha, i+\frac{1}{2}, j} F_{\alpha, i+\frac{1}{2}, j} - \bar{\psi}_\alpha^x_{i+\frac{1}{2}, j}, \quad \text{and} \quad \check{F}_\alpha^y_{i, j+\frac{1}{2}} = V_{\alpha, i, j+\frac{1}{2}} F_{\alpha, i, j+\frac{1}{2}} - \bar{\psi}_\alpha^y_{i, j+\frac{1}{2}},$$

We consider the $x$-directional identity of Eqn. (17) and observe that the equation (17) contains five unknowns, $F_{\alpha, x, 1}, F_{\alpha, x, 2}, F_{\alpha, y, 3}, F_{\alpha, y, 4}, F_{\alpha, y, 5}$. Hence, in general, we will have non-uniqueness for the solutions of this algebraic equation. Several authors [32, 40] have presented different techniques to find an affordable entropy conservative flux. We will follow the procedure of [1, 32] to derive the expression for the fluxes.

Consider the flux at $(i + \frac{1}{2}, j)$. To simplify the notation, we suppress the cell indices $i, j$, and let

$$[\bar{a}] = (\cdot)_{i+1, j} - (\cdot)_{i, j}, \quad (\cdot) = \frac{(\cdot)_{i, j} + (\cdot)_{i+1, j}}{2}.$$

Define $a^{ln} = \frac{\ln(a)}{\ln(a)}$ as the logarithmic average for a strictly positive scalar $a$.

Applying the jump condition $[ab] = a[b] + b[a]$ on the equation $\Gamma_\alpha = \frac{1}{\sqrt{1 - u_{\alpha}^*}}$ written as $\Gamma_\alpha^2 = 1 + m_{x_\alpha}^2 + m_{y_\alpha}^2 + m_{z_\alpha}^2$, we obtain

$$[\Gamma_\alpha] = \frac{1}{\Gamma_\alpha}(m_{x_\alpha}[m_{x_\alpha}] + m_{y_\alpha}[m_{y_\alpha}] + m_{z_\alpha}[m_{z_\alpha}]).$$
where \( m_{x_a} = \Gamma_a u_{x_a} \), \( m_{y_a} = \Gamma_a u_{y_a} \) and \( m_{z_a} = \Gamma_a u_{z_a} \). Using this, we can write the jump in \( \mathbf{V}_\alpha \) in terms of the jump in \( \rho_\alpha, \beta_\alpha, m_{x_a}, m_{y_a} \) and \( m_{z_a} \) as follows:

\[
[V_\alpha] = \begin{pmatrix}
\frac{[\rho_\alpha]}{\rho_\alpha m_{x_a}} + k_\alpha \beta_\alpha [m_{x_a} - \beta_\alpha [m_{x_a}]] \\
\frac{[\rho_\alpha]}{\rho_\alpha m_{y_a}} + \beta_\alpha [m_{y_a}] \\
\frac{[\rho_\alpha]}{\rho_\alpha m_{z_a}} + \beta_\alpha [m_{z_a}]
\end{pmatrix},
\]

\[
-\Gamma_\alpha \beta_\alpha = \frac{\beta_\alpha m_{x_a}}{\Gamma_\alpha} [m_{x_a}] - \frac{\beta_\alpha m_{y_a}}{\Gamma_\alpha} [m_{y_a}] - \frac{\beta_\alpha m_{z_a}}{\Gamma_\alpha} [m_{z_a}],
\]

where \( \beta_\alpha = \frac{\rho_\alpha}{\rho_\alpha} \), and \( k_\alpha = \left( \frac{1}{\gamma - 1} \right) \beta_\alpha + 1 \). Furthermore, \([\psi_\alpha]^{x}\) can be written as

\[
[\psi_\alpha]^{x} = \bar{\rho}_\alpha [m_{x_a}] + \bar{m}_{x_a} [\rho_\alpha].
\]

and Eqn. (17) becomes

\[
F_{\alpha,1}^{x}[V_\alpha,1] + F_{\alpha,2}^{x}[V_\alpha,2] + F_{\alpha,3}^{x}[V_\alpha,3] + F_{\alpha,4}^{x}[V_\alpha,4] + F_{\alpha,5}^{x}[V_\alpha,5] = [\psi_\alpha]^{x},
\]

which simplifies to,

\[
\begin{pmatrix}
\frac{F_{\alpha,1}^{x}}{\rho_\alpha m_{x_a}} \rho_\alpha + \left( \frac{\beta_\alpha}{\beta_\alpha m_{x_a}} F_{\alpha,5}^{x} \right) [m_{x_a}] + \left( \frac{\beta_\alpha}{\beta_\alpha m_{y_a}} F_{\alpha,5}^{x} \right) [m_{y_a}]
\end{pmatrix}
\]

\[
+ \left( \frac{\beta_\alpha}{\beta_\alpha m_{z_a}} F_{\alpha,5}^{x} \right) [m_{z_a}] + \left( \frac{k_\alpha F_{\alpha,1}^{x} + m_{y_a} F_{\alpha,2}^{x} + m_{z_a} F_{\alpha,3}^{x} + m_{x_a} F_{\alpha,4}^{x} - F_{\alpha,5}^{x} \Gamma_\alpha}{\Gamma_\alpha} \right) [\beta_\alpha]
\]

\[
= \bar{\rho}_\alpha [m_{x_a}] + \bar{m}_{x_a} [\rho_\alpha].
\]

We want this equation to hold for all possible values of the jumps. This is possible if the coefficients of \([\rho_\alpha], [\beta_\alpha], [m_{x_a}], [m_{y_a}], \) and \([m_{z_a}], \) agree on both sides, which yields the following fluxes,

\[
F_{\alpha,i+\frac{1}{2},j}^{x} = F_{\alpha}^{x}(U_{\alpha,i,j}, U_{\alpha,i+1,j}) = \begin{pmatrix}
\rho_\alpha m_{x_a} \\
\frac{k_\alpha m_{x_a} F_{\alpha,5}^{x} + \bar{\rho}_\alpha}{\beta_\alpha} \\
\frac{m_{x_a} F_{\alpha,5}^{x}}{\Gamma_\alpha} \\
-\Gamma_\alpha(k_\alpha m_{x_a} F_{\alpha,2}^{x} + m_{y_a} F_{\alpha,3}^{x}) \\
(m_{x_a} m_{y_a} + m_{x_a} m_{z_a} - \Gamma_\alpha) \\
(m_{x_a}^2 + m_{y_a}^2 + m_{z_a}^2 - \Gamma_\alpha^2)
\end{pmatrix}^{i+\frac{1}{2},j}.
\]

It is easy to verify that \( F_{\alpha}^{x} \) is consistent with the flux \( f_{\alpha}^{x} \). Similarly, we can derive the expression for \( F_{\alpha}^{y} \) to get

\[
F_{\alpha,i,j+\frac{1}{2}}^{y} = F_{\alpha}^{y}(U_{\alpha,i,j}, U_{\alpha,i,j+1}) = \begin{pmatrix}
\rho_\alpha m_{y_a} \\
\frac{m_{y_a} F_{\alpha,5}^{y}}{\Gamma_\alpha} \\
-\Gamma_\alpha(k_\alpha m_{y_a} F_{\alpha,1}^{y} + m_{z_a} F_{\alpha,3}^{y}) \\
(m_{x_a} m_{y_a} + m_{x_a} m_{z_a} - \Gamma_\alpha) \\
(m_{x_a} m_{y_a} + m_{x_a} m_{z_a} - \Gamma_\alpha) \\
(m_{x_a} m_{y_a} + m_{x_a} m_{z_a} - \Gamma_\alpha)
\end{pmatrix}^{i,j+\frac{1}{2}},
\]

which is consistent with \( f_{\alpha}^{y} \).

**Theorem 4.2.** The numerical scheme (10), with the numerical fluxes (18) and (19) is second-order accurate and entropy conservative, i.e., it satisfies (11).
Proof. Following [39] and [30], multiplying (10) with $V_{α,i,j}^T$, we get,
\[
\frac{d}{dt} U_α(U_{α,i,j}) + \frac{1}{Δx} \left( \tilde{F}^x_{α,i+\frac{1}{2},j} - \tilde{F}^x_{α,i-\frac{1}{2},j} \right) + \frac{1}{Δy} \left( \tilde{F}^y_{α,i,j+\frac{1}{2}} - \tilde{F}^y_{α,i,j-\frac{1}{2}} \right) = V_{α,i,j}^T \cdot s_α(U_{α,i,j}(t), U_{m,i,j}(t))
\]
Now, we note that
\[
V_{α,i,j}^T \cdot s_α(U_{α,i,j}(t), U_{m,i,j}(t)) = 0
\]
to arrive at the equality (11). \qed

The entropy conservative fluxes derived above are only second-order accurate. Following [41], we can use second-order fluxes to construct $2p^{th}$-order accurate fluxes for any positive integer $p$. In particular, the $4^{th}$-order ($p = 2$) $x$-directional entropy conservative flux $\tilde{F}_{α,i+\frac{1}{2},j}^{x,4}$ is given by,
\[
\tilde{F}_{α,i+\frac{1}{2},j}^{x,4} = \frac{4}{3} \tilde{F}_{α,i+1,j}^x(U_{α,i,j}, U_{α,i+1,j}) - \frac{1}{6} \left( \tilde{F}_{α,i,j+1}^x(U_{α,i,j-1,j}, U_{α,i+1,j}) + \tilde{F}_{α,i,j}^x(U_{α,i-1,j}, U_{α,i+2,j}) \right).
\]
Similarly, we can obtain the fourth-order entropy conservative flux $\tilde{F}_{α,i+\frac{1}{2},j}^{y,4}$ in $y$-direction. Combining this we have the following remarks.

Remark 4.1. Replacing second-order fluxes with the higher-order fluxes in (10), we arrive at high-order, entropy conservative schemes.

Remark 4.2. The result from [41] gives only even order accurate fluxes. So, for $q^{th}$-order (q is an odd integer) accurate scheme, we use a $(q + 1)^{th}$-order (an even number) accurate flux.

4.1.2 High-order entropy stable schemes for fluid equations

The entropy conservative schemes presented above will produce high-frequency oscillations near the shocks as they are central fluxes which do not dissipate entropy. Following [39], we introduce modified fluxes which will ensure entropy dissipation at the shocks. We consider a modified numerical flux of the form,
\[
\begin{align*}
F_{α,i+\frac{1}{2},j}^x &= \tilde{F}_{α,i+\frac{1}{2},j}^x - \frac{1}{2} D_{α,i+\frac{1}{2},j}^x [V_α]_{i+\frac{1}{2},j}, \\
F_{α,i+\frac{1}{2},j}^y &= \tilde{F}_{α,i+\frac{1}{2},j}^y - \frac{1}{2} D_{α,i+\frac{1}{2},j}^y [V_α]_{i+\frac{1}{2},j},
\end{align*}
\]
where $D_{α,i+\frac{1}{2},j}^x$ and $D_{α,i+\frac{1}{2},j}^y$ are symmetric positive definite matrices. Then we have the following lemma:

Lemma (Tadmor [39]). The numerical scheme (8) with the numerical fluxes (20) is entropy stable, i.e., the entropy inequality
\[
\frac{d}{dt} U_α(U_γ) + \frac{1}{Δx} \left( \dot{F}_{α,i+\frac{1}{2},j}^x - \dot{F}_{α,i-\frac{1}{2},j}^x \right) + \frac{1}{Δy} \left( \dot{F}_{α,i,j+\frac{1}{2}}^y - \dot{F}_{α,i,j-\frac{1}{2}}^y \right) \leq 0, \quad α \in \{i,e\},
\]
is satisfied with the consistent numerical entropy flux functions,
\[
\begin{align*}
\dot{F}_{α,i+\frac{1}{2},j}^x &= \tilde{F}_{α,i+\frac{1}{2},j}^x + \frac{1}{2} (V_α)^{\top}_{i+\frac{1}{2},j} D_{α,i+\frac{1}{2},j}^x [V_α]_{i+\frac{1}{2},j}, \\
\dot{F}_{α,i,j+\frac{1}{2}}^y &= \tilde{F}_{α,i,j+\frac{1}{2}}^y + \frac{1}{2} (V_α)^{\top}_{i,j+\frac{1}{2}} D_{α,i,j+\frac{1}{2}}^y [V_α]_{i,j+\frac{1}{2}}.
\end{align*}
\]
We will use Rusanov type diffusion operators for the matrix $D_α$, which is given by,
\[
\begin{align*}
D_{α,i+\frac{1}{2},j}^x &= \tilde{R}_{α,i+\frac{1}{2},j}^x A_{α,i+\frac{1}{2},j}^x \tilde{R}_{α,i+\frac{1}{2},j}^{x\top}, \quad \text{and} \quad D_{α,i,j+\frac{1}{2}}^y = \tilde{R}_{α,i,j+\frac{1}{2}}^y A_{α,i,j+\frac{1}{2}}^y \tilde{R}_{α,i,j+\frac{1}{2}}^{y\top},
\end{align*}
\]
where $\tilde{R}_d^x$, $d \in \{x, y\}$, are matrices of the entropy scaled right eigenvectors and $\Lambda_d^x$ are $5 \times 5$ diagonal matrices of the form

$$
\Lambda_d^x = \left( \max_{1 \leq k \leq 5} |\Lambda_d^x| \right) I_{5 \times 5},
$$

where $\{\Lambda_d^x : 1 \leq k \leq 5\}$, $d \in \{x, y\}$, are the eigenvalues of the flux Jacobian. Following [42], we have

$$
\partial_{\mathcal{V}_\alpha} U_\alpha = \tilde{R}_d^x (\tilde{R}_d^x)^\top
$$

for $d \in \{x, y\}$, hence,

$$
\tilde{R}_d^x \Lambda_d^x (\tilde{R}_d^x)^{(-1)} [\mathcal{V}_\alpha] \approx \tilde{R}_d^x \Lambda_d^x (\tilde{R}_d^x)^{(-1)} \partial_{\mathcal{V}_\alpha} U_\alpha [\mathcal{V}_\alpha] = \tilde{R}_d^x \Lambda_d^x (\tilde{R}_d^x)^\top [\mathcal{V}_\alpha],
$$

i.e., the entropy diffusion operator used here is similar to the Roe diffusion operator when the entropy scaled right eigenvectors are used. The complete expressions for $\tilde{R}_d^x$ are derived in Appendix (B.2).

With the choice of diffusion operator (21), the numerical scheme (8) with the numerical flux (20) is entropy stable. However, the scheme is only first-order accurate due to the presence of the first-order jump terms $[\mathcal{V}_\alpha]_{i+\frac{1}{2}, j}$ and $[\mathcal{V}_\alpha]_{i, j+\frac{1}{2}}$. A straightforward way to increase the order of accuracy is to approximate the jumps in the diffusive term of (20) using a higher-order reconstruction process. However, proving the entropy stability of the resulting scheme is not possible. Instead, we follow the process prescribed in [30] and introduce the scaled entropy variables. We illustrate the procedure for the $x$-direction only, as the $y$-directional case is similar. Define the change of variables

$$
\mathcal{V}_{\alpha, m, j}^{x, \pm} = (\tilde{R}_d^x (\alpha, i, \pm \frac{1}{2}) j) \mathcal{V}_{\alpha, m, j}, \quad m \text{ are neighbours of cell } (i, j) \text{ along } x.
$$

Using ENO procedure we choose a stencil of cells and construct the polynomials $P_{i,j}^{x, \pm}(x)$ of degree $k$ and evaluate it at the faces of cell $(i, j)$

$$
\tilde{V}_{\alpha, i, j}^{x, \pm} = P_{i,j}^{x, \pm}(x_{i, \pm \frac{1}{2}}).
$$

Converting back to the entropy variables,

$$
\tilde{V}_{\alpha, i, j}^{x, \pm} = \left\{ (\tilde{R}_d^x (\alpha, i, \pm \frac{1}{2}) j) \mathcal{V}_{\alpha, i, j}^{x, \pm} \right\}^{(-1)} \mathcal{V}_{\alpha, i, j}^{x, \pm}
$$

are the corresponding $k$-th order reconstructed values for $\mathcal{V}_\alpha$. Hence the high-order entropy stable numerical flux is given by,

$$
F_{\alpha, i, j}^{x, k} = \tilde{F}_{\alpha, i+\frac{1}{2}, j}^{x, 2p} - \frac{1}{2} D_{\alpha, i+\frac{1}{2}, j}^{x} \|\tilde{V}_{\alpha, i, j}^{x, \pm}\|_{i+\frac{1}{2}, j}
$$

(22)

where $[\tilde{V}_{\alpha, i, j}^{x, \pm}]_{i+\frac{1}{2}, j}$ stands for,

$$
[\tilde{V}_{\alpha, i, j}^{x, \pm}]_{i+\frac{1}{2}, j} = \tilde{V}_{\alpha, i, j+1}^{x, \pm} - \tilde{V}_{\alpha, i, j}^{x, \pm}.
$$

As only even order entropy conservative fluxes $\tilde{F}_{\alpha, i+\frac{1}{2}, j}^{x, 2p}$ are available, we choose $p \in \mathbb{N}$ as

- $p = k/2$ if $k$ is even,
- $p = (k + 1)/2$ if $k$ is odd,

where $k$ is the order of the scheme. Following [30], a sufficient condition for the numerical flux (22) to be entropy stable is that the reconstruction process for $\mathcal{V}$ must satisfy the sign preserving property. For the second-order reconstruction, we use the min-mod reconstruction, which satisfies this property.

Following [31], we use ENO reconstruction as it satisfies the sign preserving property. For third and fourth-order schemes, we use fourth-order entropy conservative flux along with the third and fourth-order ENO reconstruction of the scaled entropy variables. We now have the following result:

**Theorem 4.3.** The numerical scheme (10) with entropy stable flux (22) and ENO reconstruction satisfies the entropy inequality (12).

**Proof.** The proof follows from [30] using the fact that,

$$
\mathcal{V}_{\alpha, i, j}^{x, \top} \cdot s_\alpha(U_{\alpha, i, j}(t), U_{m, i, j}(t)) = 0
$$

and the sign property of ENO reconstruction.

**Remark 4.3.** The above result holds for any discretization of Maxwell’s equations.
4.2 Discretization of Maxwell’s equations

To spatially discretize the Maxwell’s equations (1g)-(1j), we use the finite-difference scheme based on the Rusanov solver. The \(x\)- and \(y\)-directional numerical fluxes are given by

\[
F_{m,i+\frac{1}{2},j} = \frac{1}{2} \left( F_m^x(U_{m,i,j}) + F_m^x(U_{m,i+1,j}) \right) - \frac{c}{2} (U_{m,i+1,j} - U_{m,i,j}),
\]

\[
F_{m,i,j+\frac{1}{2}} = \frac{1}{2} \left( F_m^y(U_{m,i,j}) + F_m^y(U_{m,i,j+1}) \right) - \frac{c}{2} (U_{m,i,j+1} - U_{m,i,j}).
\]

where \(c = 1\) is the speed of light. To obtain higher accuracy, we use \textit{min-mod} limiter [25] to reconstruct the variables \(U_m\) at the cell faces to get the second-order scheme. Furthermore, we use third and fifth-order WENO reconstructions [43] to obtain the third- and fourth-order Rusanov’s solver for the Maxwell’s equations.

5 Fully discrete scheme

Let \(U^n\) be the discrete solution at time \(t^n\), where the time step is \(\Delta t = t^{n+1} - t^n\). The semi-discrete scheme (8) can be expressed as

\[
\frac{d}{dt} U_{i,j}(t) = L_{i,j}(U(t)) + s(U_{i,j}(t)), \quad U_{i,j}(t^n) = U^n_{i,j}
\]

where,

\[
L_{i,j}(U(t)) = -\frac{1}{\Delta x} \left( F_{i+\frac{1}{2},j}^x(t) - F_{i-\frac{1}{2},j}^x(t) \right) - \frac{1}{\Delta y} \left( F_{i,j+\frac{1}{2}}^y(t) - F_{i,j-\frac{1}{2}}^y(t) \right).
\]

We propose fully explicit and IMEX schemes for the above system.

5.1 Explicit schemes

For the explicit time discretizations, we use explicit strong stability preserving Runge Kutta (SSP-RK) methods [44]. The second and third-order accurate SSP-RK schemes are given as follows.

1. Set \(U^0 = U^n\).

2. For \(m = 1, \ldots, k + 1\), compute,

\[
U_{i,j}^{(m)} = \sum_{l=0}^{m-1} \left[ \alpha_{ml} U_{i,j}^{(l)} + \beta_{ml} \Delta t (L_{i,j}(U^{(l)}) + s(U_{i,j}^{(l)})) \right]
\]

where \(\alpha_{ml}\) and \(\beta_{ml}\) are given in Table (1).

3. Finally, \(U^{n+1}_{i,j} = U_{i,j}^{(k+1)}\).

| Order | \(\alpha_{il}\) | \(\beta_{il}\) |
|-------|----------------|----------------|
| 2     | 1              | 0              |
|       | 1/2            | 1/2            |
| 3     | 1/3            | 0              |
|       | 3/4            | 1/4            |
|       | 0              | 2/3            |
|       | 1/3            | 0              |
|       | 0              | 0              |
|       | 0              | 2/3            |

Table 1: Coefficients for SSP Runge-Kutta time stepping
The fourth order RK-SSP is given by,
\[
U_{i,j}^{(1)} = U_{i,j}^n + 0.3917522700392 (\Delta t) \left( L_{i,j}(U^n) + s(U_{i,j}^n) \right),
\]
\[
U_{i,j}^{(2)} = 0.44437049406734 U_{i,j}^n + 0.55562950593266 U_{i,j}^{(1)} + 0.36841059262959 (\Delta t) \left( L_{i,j}(U^{(1)}) + s(U_{i,j}^{(1)}) \right),
\]
\[
U_{i,j}^{(3)} = 0.62010185138540 U_{i,j}^n + 0.37989814861460 U_{i,j}^{(2)} + 0.25189177424738 (\Delta t) \left( L_{i,j}(U^{(2)}) + s(U_{i,j}^{(2)}) \right),
\]
\[
U_{i,j}^{(4)} = 0.17807995410773 U_{i,j}^n + 0.82192004589227 U_{i,j}^{(3)} + 0.54497475021237 (\Delta t) \left( L_{i,j}(U^{(3)}) + s(U_{i,j}^{(3)}) \right),
\]
\[
U_{i,j}^{n+1} = 0.0068325884039 U_{i,j}^n + 0.51723167209878 U_{i,j}^{(2)} + 0.1275983113288 U_{i,j}^{(3)} + 0.3483367773694 U_{i,j}^{(4)} + 0.08460416338212 (\Delta t) \left( L_{i,j}(U^{(4)}) + s(U_{i,j}^{(4)}) \right) + 0.22600748319395 (\Delta t) \left( L_{i,j}(U^{n+1}) + s(U_{i,j}^{n+1}) \right).
\]

We use a second-order spatial accurate scheme with a second-order explicit time scheme, which is denoted by \textbf{O2-ES-Exp}. Similarly, the third-order spatial accurate scheme is time-discretized with the third-order RK method above and denoted by \textbf{O3-ES-Exp}. The fourth-order scheme consists of fourth-order spatial discretization with the fourth-order time update above and denoted by \textbf{O4-ES-Exp}.

### 5.2 ARK-IMEX schemes

The source terms are stiff when the charge to mass ratio \( r_n \) is large, which results in a time-step restriction when using explicit time integration schemes. To overcome this difficulty, we will use the Additive Runge Kutta Implicit Explicit (ARK IMEX) time stepping scheme from [45]. Here, the flux terms will be treated explicitly, and the source terms will be treated implicitly. We write the semi-discrete scheme (8) in a simplified form as follows
\[
\frac{\partial U}{\partial t} = F_{NS}(U(t)) + F_S(U(t)),
\]
where \( F_{NS}(U(t)) = L_{i,j}(U(t)) \) denotes the non-stiff flux terms, and \( F_S(U(t)) = s(U_{i,j}(t)) \) denotes the stiff source terms. Note that the source terms contain only the solution value in the parent cell and not any spatial derivatives, and hence they do not depend on the solution in neighboring cells.

#### 5.2.1 Second order time discretization.

For the second-order discretization, we use L-Stable second-order accurate ARK IMEX scheme from [45]. The method has two implicit stages and is given by
\[
U^{(1)} = U^n + \Delta t (\beta F_S(U^{(1)}(t^n))),
\]
\[
U^{(2)} = U^n + \Delta t (F_{NS}(U^{(1)}(t^n)) + (1 - 2\beta) F_S(U^{(1)}(t^n)) + \beta F_S(U^{(2)}(t^n))),
\]
\[
U^{(n+1)} = U^n + \Delta t \left( \frac{1}{2} F_{NS}(U^{(1)}(t^n)) + \frac{1}{2} F_{NS}(U^{(2)}(t^n)) + \frac{1}{2} F_S(U^{(1)}(t^n)) + \frac{1}{2} F_S(U^{(2)}(t^n)) \right).
\]

where \( \beta = 1 - \frac{1}{\sqrt{2}} \). Note that, to evaluate \( U^{(1)} \) and \( U^{(2)} \), we need to solve a nonlinear system of algebraic equations. However, the resulting equations are only local, i.e., we get an independent set of equations for each cell. We solve these equations using the Newton’s method, where the convergence and the next direction search is based on the backtracing line search framework. A detailed procedure is given in [46].

In the higher-order method, we will use the same process to update the internal IMEX steps.
5.2.2 Third and fourth-order time discretization.

For the higher-order discretization, we use L-Stable ARK IMEX methods from [47]. We ignore the subscripts \(i,j\) for simplicity. The ARK scheme from [47] has the following steps.

1. Set \(U^0 = U^n\).
2. For \(m = 1, \ldots, k\), compute,
   \[
   U^{(m)} = U^n + \Delta t \sum_{l=0}^{m-1} a_ml^{[NS]}F_{NS}(U^l) + \Delta t \sum_{l=0}^{m} a_ml^{[S]}F_{S}(U^l),
   \]
   where, \(U^{(m)}\) approximates \(U(t^n + c_m\Delta t)\).
3. Finally,
   \[
   U^{n+1} = U^n + \Delta t \sum_{l=0}^{k} b_l^{[NS]}F_{NS}(U^l) + \Delta t \sum_{l=0}^{k} b_l^{[S]}F_{S}(U^l),
   \]
   where \(k\) is the order of the desired time discretization (\(k\) ranges from 3 to 5), and coefficients \(a_ml^{[NS]}\), \(a_ml^{[S]}\), \(b_l^{[NS]}\), \(b_l^{[S]}\), \(c_l\) are defined accordingly by the order of accuracy and stability considerations.

We present coefficients for the third-order scheme in Appendix (C). The coefficients for the fourth-order time update can be found in [47]. We denote the second-order IMEX scheme with O2-ES-IMEX, third-order IMEX scheme with O3-ES-IMEX and fourth-order IMEX scheme with O4-ES-IMEX.

6 Numerical results

In this section, we present numerical results for various test cases. We set specific heat ratios \(\gamma_i = \gamma_e = 4/3\), unless stated otherwise. In all the test cases, we take initial values of the potentials \(\phi\) and \(\psi\) to be zero and potential speeds \(\kappa = \chi = 1\). In some test cases, we need to consider the resistive effects; following [12], we modify the momentum (1b), (1e) and energy equations (1c), (1f) for the fluid parts by adding resistive terms as follows,

\[
\frac{\partial (p_\alpha h_\alpha \Gamma_\alpha^2 u_\alpha)}{\partial t} + \nabla \cdot (p_\alpha h_\alpha \Gamma_\alpha^2 u_\alpha u_\alpha^\top + p_\alpha I) = r_\alpha \Gamma_\alpha p_\alpha (E + u_\alpha \times B) + R_\alpha,
\]

\[
\frac{\partial (\varepsilon_\alpha)}{\partial t} + \nabla \cdot ((\varepsilon_\alpha + p_\alpha) u_\alpha) = r_\alpha \Gamma_\alpha p_\alpha (u_\alpha \cdot E) + R_\alpha^0,
\]

for \(\alpha \in \{i,e\}\). Following [12], an anti-symmetry relationship, \((R_e, R_i^0) = (-R_i, -R_e^0)\), has been assumed for the conservation of the total momentum and energy density. The expressions for the terms \(R_i\) and \(R_i^0\) are given by

\[
R_i = -\eta \frac{\omega_p^2}{r_i - r_e} (j_\alpha - \rho_\alpha \Phi), \quad R_i^0 = -\eta \frac{\omega_p^2}{r_i - r_e} (\rho_\alpha - \rho_0 \Lambda),
\]

where,

\[
\omega_p^2 = r_i^2 \rho_i + r_e^2 \rho_e, \quad \Phi = \frac{r_i \rho_i \Gamma_i u_i + r_e \rho_e \Gamma_e u_e}{\omega_p^2}, \quad \Lambda = \frac{r_i^2 \rho_i \Gamma_i + r_e^2 \rho_e \Gamma_e}{\omega_p^2}, \quad \rho_0 = \Lambda \rho_e - j \cdot \Phi
\]

Here \(\eta\) is the resistivity constant and \(\omega_p\) is the total plasma frequency. The total plasma skin depth \(d_p\) is defined as \(d_p = \frac{1}{\omega_p} \). For the time update using ARK IMEX scheme, we couple the resistive terms with the other source terms and treat them implicitly, i.e., we modify \(F_S\) to include the resistive terms.
To compare the numerical results with published work consistently, for all the test cases taken from [29], we multiply the source term for Maxwell’s equations by $4\pi$, i.e., we consider,

$$s_m = 4\pi \begin{pmatrix} 0 \\ 0 \\ -jx \\ -jy \\ -jz \\ \lambda \rho_c \\ 0 \end{pmatrix}.$$  \hfill (29)

Consequently, in the test cases from [29], the total plasma skin depth is given by $d_p = \sqrt{2 \omega_p}$ with $\omega_p^2 = 4\pi (r_i^2 \rho_i + r_e^2 \rho_e)$.

### 6.1 One-dimensional test cases

For the one-dimensional test cases, the time step is chosen using

$$\Delta t = \text{CFL} \cdot \min \left\{ \frac{\Delta x}{\Lambda_{\text{max}}(U_i)} : 1 \leq i \leq N_x \right\},$$

where $\Lambda_{\text{max}}(U_i) = \max\{|\Lambda^k_i(U_i)| : 1 \leq k \leq 18\}$. We take CFL to be 0.8, for the explicit (O2-ES-Exp, O3-ES-Exp and O4-ES-Exp), and ARK IMEX schemes (O2-ES-IMEX, O3-ES-IMEX and O4-ES-IMEX), unless stated otherwise.

#### 6.1.1 Accuracy test

| Number of cells | O2-ES-Exp | O3-ES-Exp | O4-ES-Exp |
|-----------------|-----------|-----------|-----------|
| $L^1$ error     | Order     | $L^1$ error | Order     | $L^1$ error | Order     |
| 50              | 4.65050e-02 | –         | 1.45793e-03 | –         | 1.49240e-04 | –         |
| 100             | 1.46231e-02 | 1.6691    | 2.11487e-04 | 2.7853   | 1.13502e-05 | 3.7168    |
| 200             | 4.06705e-03 | 1.8462    | 2.68696e-05 | 2.9765   | 8.01398e-07 | 3.8241    |
| 400             | 1.10159e-03 | 1.8844    | 3.38714e-06 | 2.9878   | 5.55355e-08 | 3.8510    |
| 800             | 2.96489e-04 | 1.8935    | 4.12164e-07 | 3.0388   | 3.74592e-09 | 3.8900    |
| 1600            | 7.83571e-05 | 1.9198    | 4.74082e-08 | 3.1200   | 2.48382e-10 | 3.9147    |
| 3200            | 2.04466e-05 | 1.9382    | 5.12307e-09 | 3.2101   | 1.77044e-11 | 3.8104    |

Table 2: Accuracy test: $L^1$ errors and order of convergence for $\rho_i$ using the explicit entropy stable schemes O2-ES-Exp, O3-ES-Exp and O4-ES-Exp.

To test the accuracy and order of convergence of the proposed scheme, we consider a test case with smooth solution. We follow a forced solution approach of [15] to modify the smooth test case from [1]. We add forcing term $S(x,t)$ to write the one-dimensional modified system (3) as

$$\frac{\partial U}{\partial t} + \frac{\partial f^x}{\partial x} = s + S(x,t)$$

with

$$S(x,t) = \begin{pmatrix} 0_{13}, -\frac{1}{\sqrt{3}}(2 + \sin(2\pi(x - 0.5t))), 0, -3\pi \cos(2\pi(x - 0.5t)), \frac{2}{\sqrt{3}}(2 + \sin(2\pi(x - 0.5t))), 0 \end{pmatrix}^T.$$

The initial ion and electron densities are $\rho_i = \rho_e = 2 + \sin(2\pi x)$, with initial velocities $u_{x_i} = u_{x_e} = 0.5$ and initial pressures $p_i = p_e = 1$. The $y-$magnetic component is $B_y = 2\sin(2\pi(x))$ and the $z-$electric field component is $E_z = -\sin(2\pi(x)$. All other primitive variables are set to zero. The computational
domain is $I = [0, 1]$ with periodic boundary conditions. The charge to mass ratios are $r_i = 1$ and $r_e = -2$, consequently we have non-zero electric field source term $j$. The ion-electron adiabatic index is $\gamma = 5/3$. For this problem, it is easy to verify that the exact solution is $\rho_i = \rho_e = 2 + \sin(2\pi(x - 0.5t))$.

In Table (2) and Table (3), we have presented the $L^1$-errors for $\rho_i$ at different resolutions for explicit (O2-ES-Exp, O3-ES-Exp and O4-ES-Exp) and ARK-IMEX schemes (O2-ES-IMEX, O3-ES-IMEX, and O4-ES-IMEX) at the final time $t = 2.0$. For both explicit and IMEX schemes, we observe a consistent order of accuracy at various resolutions. Furthermore, we also note that the errors for both explicit and IMEX schemes of same order are comparable at a given resolution.

### 6.1.2 Relativistic Brio–Wu test problem with finite plasma skin depth

This is a shock tube problem with finite plasma skin depth from [12, 29] and is a two-fluid extension of the relativistic analogue of the Brio-Wu shock tube problem given in [7]. Maxwell’s source terms (29) are included, but no resistive effects are considered. The computational domain is $[-10, 10]$ with Neumann boundary conditions at both boundaries. The initial discontinuity is assumed to be placed at $x = 0.0$. Following [29], the initial Riemann data is given by,

$$W_L = \begin{pmatrix} \rho_i \\ p_i \\ \rho_e \\ p_e \\ B_x \\ B_y \end{pmatrix}_L = \begin{pmatrix} 0.5 \\ 0.5 \\ 0.5 \\ \sqrt{\pi} \\ \sqrt{4\pi} \end{pmatrix}, \quad W_R = \begin{pmatrix} \rho_i \\ p_i \\ \rho_e \\ p_e \\ B_x \\ B_y \end{pmatrix}_R = \begin{pmatrix} 0.0625 \\ 0.05 \\ 0.0625 \\ \sqrt{\pi} \\ -\sqrt{4\pi} \end{pmatrix}.$$

All other variables are set to zero. Following [29], the specific heat ratios are set to $\gamma_i = \gamma_e = 2.0$, and we compute the solution till final time $t = 0.4$.

First, we consider charge to mass ratios as $r_i = -r_e = 10^3/\sqrt{4\pi}$, thus the plasma skin depth is $10^{-3}/\sqrt{\rho_i}$. Consequently, we expect solutions to be close to the RMHD results whenever the resolution of the cells is larger than the plasma skin depth.

To compare with the results of [29], in Figure (1(a)), we plot the total density $\rho_i + \rho_e$ for O2-ES-Exp and O2-ES-IMEX schemes using 400, 1600 and 6400 cells. To compare the solution with RMHD solution, we have computed “RMHD” solution using $r_i = -r_e = 10^3/\sqrt{4\pi}$ at 6400 cells and O2-ES-IMEX scheme. We observe that on a resolution of 400 cells, the cell size $\Delta x = 0.0025$ is slightly larger than the plasma skin depth in the entire domain; thus, the profile roughly matches with the RMHD results [7], while at the higher resolutions, 1600 and 6400, the cell size is much smaller than the plasma skin depth, consequently, appearance of the two-fluid effect in the form of dispersive waves is observed. We also note that both explicit (O2-ES-Exp) and IMEX (O2-ES-IMEX) schemes have similar performance in capturing all the waves and additional effects at the various resolutions.

To compare second-order schemes, with the third and fourth-order schemes, in Figure (1(b)), we plot total density for explicit (O2-ES-Exp, O3-ES-Exp and O4-ES-Exp) and ARK-IMEX schemes (O2-ES-IMEX, O3-ES-IMEX, and O4-ES-IMEX) using 400 cells. We observe that the third and
(a) Plots of total density $\rho_i + \rho_e$ for second-order schemes $\text{O2-ES-Exp}$ and $\text{O2-ES-IMEX}$ using 400, 1600 and 6400 cells.

(b) Plots of total density $\rho_i + \rho_e$ for second ($\text{O2-ES-Exp}$ and $\text{O2-ES-IMEX}$), third ($\text{O3-ES-Exp}$ and $\text{O3-ES-IMEX}$), and fourth ($\text{O4-ES-Exp}$ and $\text{O4-ES-IMEX}$) order schemes using 400 cells.

(c) Plots of total ion entropy for second ($\text{O2-ES-Exp}$) and fourth ($\text{O4-ES-Exp}$) order schemes using 400 cells.

(d) Plots of total electron entropy for second ($\text{O2-ES-Exp}$) and fourth ($\text{O4-ES-Exp}$) order schemes using 400 cells.

Figure 1: Numerical results for Relativistic Brio–Wu test problem with finite plasma skin depth using different schemes and grid resolutions.
(a) Plots of total density $\rho_i + \rho_e$, for second (O2-ES-Exp and O2-ES-IMEX), third (O3-ES-Exp and ES-Exp and O2-ES-IMEX), third (O3-ES-Exp and O3-ES-IMEX), and fourth (O4-ES-Exp and O4-ES-IMEX) order schemes with $r_i = -r_e = 10^3/\sqrt{4\pi}$ using IMEX) schemes with $r_i = -r_e = 10^4/\sqrt{4\pi}$ using IMEX) schemes with $r_i = -r_e = 10^5/\sqrt{4\pi}$ using IMEX) schemes with 400 cells.

(b) Plots of total density $\rho_i + \rho_e$, for second (O2-ES-Exp and O2-ES-IMEX), third (O3-ES-Exp and ES-Exp and O2-ES-IMEX), third (O3-ES-Exp and O3-ES-IMEX), and fourth (O4-ES-Exp and O4-ES-IMEX) order schemes with $r_i = -r_e = 10^3/\sqrt{4\pi}$ using IMEX) order schemes with $r_i = -r_e = 10^4/\sqrt{4\pi}$ using IMEX) order schemes with $r_i = -r_e = 10^5/\sqrt{4\pi}$ using IMEX) order schemes with 400 cells.

(c) Plots of total density $\rho_i + \rho_e$, for O4-ES-IMEX scheme for various stiff cases at 400 cells.

Figure 2: Numerical results for Relativistic Brio–Wu test problem with finite plasma skin depth using various stiff cases at 400 cells.
fourth-order schemes are able to capture the additional dispersive effects even on the coarser mesh. We also note that fourth-order schemes are more effective in capturing these effects compared to the third-order scheme. Furthermore, the third-order schemes (O3-ES-Exp and O3-ES-IMEX) have similar performance, and similarly, the fourth-order schemes (O4-ES-Exp and O4-ES-IMEX) have similar performance.

We can also observe this from the time evolution of total entropy in the domain for ion flow in Figure (1(c)) and electron flow in Figure (1(d)). We note that the same order schemes have almost the same entropy decay behaviour. Furthermore, third and fourth-order schemes have smaller entropy dissipation compared to the second-order schemes, while fourth-order schemes have less entropy dissipation compared to third-order schemes.

| Number of cells | \( r_i = -r_e = 10^3/\sqrt{4\pi} \) | \( r_i = -r_e = 10^5/\sqrt{4\pi} \) |
|-----------------|-----------------|-----------------|
|                 | 100             | 200             | 400             | 800             | 100             | 200             | 400             | 800             |
| O2-ES-Exp       | 3.24s           | 5.34s           | 9.80s           | 17.90s          | 85.68s          | 133.99s         | 228.22s         | 413.55s         |
| O2-ES-IMEX      | 0.49s           | 1.30s           | 4.25s           | 14.28s          | 0.50s           | 1.22s           | 3.70s           | 12.11s          |
| O3-ES-Exp       | 2.23s           | 3.83s           | 6.94s           | 13.04s          | 32.88s          | 53.33s          | 96.31s          | 182.08s         |
| O3-ES-IMEX      | 0.72s           | 2.02s           | 6.31s           | 22.14s          | 0.97s           | 2.69s           | 8.51s           | 30.01s          |
| O4-ES-Exp       | 6.03s           | 10.72s          | 20.01s          | 37.98s          | 61.96s          | 108.51s         | 198.32s         | 374.54s         |
| O4-ES-IMEX      | 1.30s           | 3.78s           | 12.86s          | 44.90s          | 1.27s           | 3.82s           | 12.87s          | 47.00s          |

Table 4: Relativistic Brio–Wu test problem with finite plasma skin depth: Computational times using \( r_i = -r_e = 10^3/\sqrt{4\pi} \) and \( r_i = -r_e = 10^5/\sqrt{4\pi} \) for the second (O2-ES-Exp and O2-ES-IMEX), third (O3-ES-Exp and O3-ES-IMEX), and fourth (O4-ES-Exp and O4-ES-IMEX) order schemes.

We also consider the stiff source terms with \( r_i = -r_e = 10^4/\sqrt{4\pi} \) and \( r_i = -r_e = 10^5/\sqrt{4\pi} \) leading to very small plasma skin depth, which will require substantially more cells to resolve the dispersive effects. In Figure (2), we show solutions obtained from different schemes using 400 cells. For both the values of \( r_i \), all the schemes produce solutions close to RMHD solution, with third and fourth-order schemes performing better than the second-order schemes. Also, there is no visible difference in Explicit and IMEX scheme of same order. To further show the effects of higher values of \( r_i \), in Figure (2(c)), we show solutions using O4-ES-IMEX scheme on 400 cells, for different values of \( r_i \). For \( r_i = 10^3/\sqrt{4\pi} \), we can see the dispersive effects are resolved. However, for \( r_i = 10^4/\sqrt{4\pi} \) and \( r_i = 10^5/\sqrt{4\pi} \), the scheme was not able to resolve the small scale oscillation; nevertheless, the scheme produces a stable solution thanks to the built-in entropy stability property of the scheme.

To demonstrate the effectiveness of ARK-IMEX schemes over the explicit schemes for the stiff source terms, in Table (4), we present the computational time for the cases \( r_i = -r_e = 10^4/\sqrt{4\pi} \) and \( r_i = -r_e = 10^5/\sqrt{4\pi} \) on 100, 200, 400, and 800 cells. We use the MPI-parallelized code on a CPU with 10 cores. At the lower resolutions, the source terms will govern the time step as time step given by the CFL restriction is large. Hence, we observe consistently that IMEX schemes outperform the explicit schemes on the coarser mesh. In the case of \( r_i = -r_e = 10^4/\sqrt{4\pi} \), we see that IMEX outperform the explicit schemes up to 400 cells. On 800 cells, we observe that the IMEX schemes are more expensive than the explicit schemes as at this resolution, stable time step is governed by the CFL condition, not the source terms. In the case of \( r_i = -r_e = 10^5/\sqrt{4\pi} \), we observe that IMEX schemes consistently outperform explicit scheme even on 800 cells as the stiffness in the source is very strong and hence it decides the stable time step for explicit schemes.

Given the similar accuracy of the explicit and IMEX schemes of the same order, and the ability of IMEX schemes to overcome time-step restriction due to stiff source terms, especially at the lower resolutions, in the remaining test cases, we will present numerical results only for the ARK-IMEX schemes. We have also computed the results using explicit schemes (whenever source terms are not stiff) also, and the solutions are similar to those of the IMEX schemes of the same order.
6.1.3 Self-similar current sheet with finite resistivity

The test case was first considered in [10], and the two-fluid relativistic extension is presented in [12], which is used here. We consider the modified Equations (27a) and (27b) to capture the resistive effects.

For resistive RMHD solution [10], only the $B_y$-component has non-zero variation, whose time evolution includes the resistive effects and is governed by the diffusion equation,

$$\frac{\partial B_y}{\partial t} - D \frac{\partial^2 B_y}{\partial x^2} = 0. \quad (30)$$

The relation between the diffusion coefficient and resistivity constant is given by the expression $D = \eta c^2$.

An exact self similar solution of Eqn. (30) in the resistive RMHD regime [10] is given by

$$B_y(x,t) = B_0 \text{erf} \left( \frac{x}{2\sqrt{Dt}} \right), \quad (31)$$

where "erf" is the error function.

For two-fluid relativistic plasma equations, we consider the initial $B_y$ at the time $t = 1.0$, using $B_0 = 1.0$ and $\eta c^2 = 0.01$. The domain is $[-1.5, 1.5]$ with Neumann boundary conditions. The charge to mass ratios are $r_i = -r_e = 10^3$, the ion and electron density are 0.5, and the ion and electron pressures are 25.0. The $z$-component of the ion and electron velocity is given by

$$u_{zi} = -u_{ze} = \frac{B_0}{r_i \rho_i \sqrt{\pi D}} \exp \left( -\frac{x^2}{4D} \right) .$$

All other variables are set to zero. We evolve the solution from the initial time $t = 1.0$ to final time $t = 9.0$ using ARK-IMEX schemes $O2$-ES-IMEX, $O3$-ES-IMEX and $O4$-ES-IMEX, and the solutions using 400 cells are shown in Figure (3). We observe that, in the presence of friction terms as in Eqn. (27a), (27b), the obtained $B_y$ profile for all the schemes agrees with the resistive RMHD analytical expression (31). Furthermore, all the schemes are highly accurate and there is no visible difference in the solution profiles.

![Figure 3: Self-similar current sheet with finite resistivity: Comparison of the $B_y$ profile for ARK-IMEX schemes ($O2$-ES-IMEX, $O3$-ES-IMEX, and $O4$-ES-IMEX) using 400 cells.](image)

6.2 Two-dimensional test cases

For two-dimensional test cases, the time step is chosen using,

$$\Delta t = \text{CFL} \cdot \min \left\{ \frac{\Delta x}{\Lambda_{max}(U_{i,j})} + \frac{\Delta y}{\Lambda_{max}(U_{i,j})} : 1 \leq i \leq N_x, \ 1 \leq y \leq N_y \right\}$$
where $\Lambda^x_{\text{max}}(U_{i,j}) = \max\{|\Lambda^x_k(U_{i,j})|; 1 \leq k \leq 18\}$ and $\Lambda^y_{\text{max}}(U_{i,j}) = \max\{|\Lambda^y_k(U_{i,j})|; 1 \leq k \leq 18\}$. We take CFL to be 0.45 and present the numerical results for the ARK-IMEX schemes (O3-ES-IMEX, and O4-ES-IMEX). We have not presented the results for second-order scheme O2-ES-IMEX as the scheme is less accurate when compared to the third and fourth order schemes.

To monitor the divergence of magnetic field, we also plot the evolution of the $L^1$-norm of $\nabla \cdot B$, which is calculated as,

$$\Delta x \Delta y \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} |(\nabla \cdot B)_{i,j}|$$

where $(\nabla \cdot B)_{i,j}$ is evaluated using the central difference approximation in each direction, i.e.,

$$(\nabla \cdot B)_{i,j} := \frac{B_{x,i+1,j} - B_{x,i-1,j} + B_{y,i,j+1} - B_{y,i,j-1}}{2\Delta x}.$$  

6.2.1 Relativistic Orzag-Tang test case

Orzag-Tang test case was first proposed for the non-relativistic MHD systems in [48]. Here, we consider the two-fluid relativistic extension of the test case, presented in [29]. To have consistent comparison with the results in [29], we consider the Maxwell’s equations with scaled source (29). The computational domain is $[0,0,1.0] \times [0,0,1.0]$ with periodic boundary conditions, and the initial conditions are given by,

$$\begin{pmatrix}
\rho_i \\
u_{ix} \\
u_{iy} \\
p_i
\end{pmatrix} = \begin{pmatrix}
\frac{25}{72} \\
\frac{-\sin(2\pi y)}{2} \\
\frac{\sin(2\pi x)}{2} \\
\frac{5}{2\pi}
\end{pmatrix}, \quad \begin{pmatrix}
\rho_e \\
u_{ex} \\
u_{ey} \\
p_e
\end{pmatrix} = \begin{pmatrix}
\frac{25}{72} \\
\frac{-\sin(2\pi y)}{2} \\
\frac{\sin(2\pi x)}{2} \\
\frac{5}{2\pi}
\end{pmatrix}, \quad \begin{pmatrix}
B_x \\
B_y \\
\sin(4\pi x)
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
\sin(4\pi x)
\end{pmatrix}.$$  

The initial electric field is $-\mathbf{u} \times \mathbf{B}$ and all other variables are set to zero. We use the charge to mass ratios of $r_i = -r_e = 10^5/\sqrt{4\pi}$, thus the plasma skin depth approximates to $3.0 \times 10^{-3}$. We choose adiabatic indices $\gamma_i = \gamma_e = 5/3$ and simulate till time $t = 1.0$ on a mesh with $200 \times 200$ cells.

Figure (4) and (5) show the total density, total pressure, ion Lorentz factor and magnitude of the magnetic field for O3-ES-IMEX and O4-ES-IMEX schemes, respectively. The results for both the schemes are comparable to those in [29], and both the schemes have similar performance. As the cell size is higher than the plasma skin depth, the solution is comparable to those of the RMHD case.

Figure (6) shows the time evolution of the total fluid entropy $U_t + U_e$ for O3-ES-IMEX and O4-ES-IMEX schemes. Initially, we do not see significant decay as discontinuities are not present in the solution. However, at time approximately $t = 0.4$, the solutions start to develop discontinuities and we see sharp decay in the entropy. We also observe that the third-order scheme decays slightly more entropy than the fourth-order scheme, however, the difference is very small.

In Figs. 7(a) and 7(b), we have plotted the absolute value of the undivided divergence of the magnetic field, i.e., $|2\Delta x \nabla \cdot (\nabla \cdot B)|$ (Note that $\Delta x = \Delta y$) for O3-ES-IMEX and O4-ES-IMEX schemes, respectively [29]. We observe the highest values of the divergence error correlate with the location of the discontinuities in the solutions. Furthermore, both schemes have similar absolute maximum errors. To observe the long-time behavior of the divergence errors, in Fig. 7(c), we have plotted the time evolution of $L^1$-norm of divergence of $\mathbf{B}$ for both the schemes till time $t = 2$. We observe that both schemes have similar $L^1$ errors.

6.2.2 Relativistic two-fluid blast problem

We consider the two-fluid relativistic extension of the strong cylindrical RMHD explosion described in [6].

We follow [12, 29] to consider a computational domain of $[-6,6] \times [-6,6]$ with Neumann boundary conditions. To describe the initial fluid profile, consider $\rho_{in} = 10^{-2}$, $\rho_{in} = 1.0$, $\rho_{out} = 10^{-4}$ and $\rho_{out} = 5 \times 10^{-4}$. Also, let us denote the radial distance $r = \sqrt{x^2 + y^2}$ from the center of the computational domain. Inside the disc of radius 0.8, i.e., $r < 0.8$, we define the densities $\rho_i = \rho_e = 0.5 \times \rho_{in}$ and the
Figure 4: Relativistic Orzag-Tang test case: Plots of total density, total pressure, Ion Lorentz factor, and magnitude of magnetic field \( \frac{|B|^2}{2} \) using O3-ES-IMEX scheme and 200 × 200 cells at time \( t = 1.0 \). We have plotted 30 contours for each variable.
Figure 5: Relativistic Orzag-Tang test case: Plots of total density, total pressure, Ion Lorentz factor, and magnitude of magnetic field $\frac{|B|^2}{2}$ using O4-ES-IMEX scheme and 200 $\times$ 200 cells at time $t = 1.0$. We have plotted 30 contours for each variable.
pressures \( p_i = p_e = 0.5 \times p_{in} \). Also, outside the disc of radius 1.0, i.e., \( r > 1 \), we define the densities \( \rho_i = \rho_e = 0.5 \times \rho_{out} \) and the pressures \( p_i = p_e = 0.5 \times p_{out} \). In the range \( 0.8 \leq r \leq 1.0 \), the densities and pressures are defined using a linear profile, such that the densities and the pressures decreases with increase in the radius \( r \) and at the boundaries \( r = 0.8 \) and \( r = 1.0 \) they matches the prescribed constant states. The magnetic field has been initialized in the \( x \)-direction only, as \( B_z = B_0 \). We set all remaining variables to zero. The charge to mass ratios are taken to be \( r_i = -r_e = 10^3 \) and \( \gamma_e = \gamma_i = 4/3 \).

The solutions are computed on a mesh of \( 200 \times 200 \) cells using the \( O3-ES-IMEX \) and \( O4-ES-IMEX \) schemes till final time \( t = 4.0 \). We consider two values of parameter \( B_0 \), such that \( B_0 = 0.1 \) denoting the case of the weakly magnetized medium, and \( B_0 = 1.0 \) denoting the case of the strongly magnetized medium. In Figures (8) and (9), we plot the results for weakly magnetized medium for \( O3-ES-IMEX \) and \( O4-ES-IMEX \) schemes, respectively. The figures show the log to the base 10 of total density and total pressure; we also plot the ion Lorentz factor and magnitude of the magnetic field. It can be observed that both the schemes produce stable results and are able to capture the waves accurately. Furthermore, the results are comparable to those in [12] and [29].

Similarly, in the case of strongly magnetized medium we plot the results for \( O3-ES-IMEX \) and \( O4-ES-IMEX \) schemes in Figures (10) and (11), respectively. We observe a substantial change in the solution profile. Again both the schemes are able to capture the blast waves accurately.

In Figure (12), we plot the evolution of the total fluid entropy \( U_i + U_e \) for the \( O3-ES-IMEX \) and \( O4-ES-IMEX \) schemes in weakly and strongly magnetized mediums. As the solutions contain many discontinuities, we see a strong decay in the entropies. Furthermore, \( O4-ES-IMEX \) scheme decays less entropy than the \( O3-ES-IMEX \) scheme.

In Fig. 13 we have presented results for errors in the divergence of the magnetic field. In Figs. 13(a) and 13(b), we plot the absolute value of undivided divergence of the magnetic field for \( B_0 = 0.1 \) using \( O3-ES-IMEX \) and \( O4-ES-IMEX \) schemes, respectively [29]. For both schemes, we note that the errors are well-controlled and concentrated where we have steep gradients in the flows. Furthermore, the errors for \( O3-ES-IMEX \) are more spread out than the \( O4-ES-IMEX \) scheme. In Fig. 13(c), we have plotted the time evolution of the \( L^1 \)-norm of the divergence for \( B_0 = 0.1 \) using both schemes. We note that the errors stay relatively small for both the schemes.

In Figs. 13(d) and 13(e), we plot the absolute value of undivided divergence of magnetic field for \( B_0 = 1.0 \) using \( O3-ES-IMEX \) and \( O4-ES-IMEX \) schemes, respectively [29]. We observe that the errors for the \( O3-ES-IMEX \) schemes are much more spread out when compared with the \( O4-ES-IMEX \) scheme. This can also be observed from Fig. 13(f), where we plot the time evolution of the \( L^1 \)-norm of divergence of the magnetic field. We note that \( O4-ES-IMEX \) scheme outperforms \( O3-ES-IMEX \) scheme.
Figure 7: Relativistic Orzag-Tang test case: Plots of the $(|2\Delta x(\nabla \cdot B)_{i,j}|)$ and time evolution of $L^1$-norm of divergence of $B$ for \textbf{O3-ES-IMEX} and \textbf{O4-ES-IMEX} schemes using $200 \times 200$ cells.

(a) Plot of $|2\Delta x(\nabla \cdot B)_{i,j}|$ using the \textbf{O3-ES-IMEX} scheme at time $t = 1.0$.

(b) Plot of $|2\Delta x(\nabla \cdot B)_{i,j}|$ using the \textbf{O4-ES-IMEX} scheme at time $t = 1.0$.

(c) Time evolution of $L^1$-norms of divergence of $B$ till time $t = 2.0$ for \textbf{O3-ES-IMEX} and \textbf{O4-ES-IMEX} schemes.
Figure 8: Relativistic two-fluid blast problem: Plot for the weakly magnetized medium $B_0 = 0.1$, using O3-ES-IMEX scheme with $200 \times 200$ cells. We have plotted 30 contours for each variable.
Figure 9: Relativistic two-fluid blast problem: Plot for the weakly magnetized medium $B_0 = 0.1$, using O4-ES-IMEX scheme with $200 \times 200$ cells. We have plotted 30 contours for each variable.
Figure 10: Relativistic two-fluid blast problem: Plot for the strongly magnetized medium $B_0 = 1.0$, using O3-ES-IMEX scheme with $200 \times 200$ cells. We have plotted 30 contours for each variable.
(a) Plot of $\log(\rho_i + \rho_e)$.

(b) Plot of $\log(p_i + p_e)$.

(c) Plot of ion Lorentz factor $\Gamma_i$.

(d) Plot magnitude of the Magnetic field $|B|^2$.

Figure 11: Relativistic two-fluid blast problem: Plot for the strongly magnetized medium $B_0 = 1.0$, using $O4$-ES-IMEX scheme with $200 \times 200$ cells. We have plotted 30 contours for each variable.
6.2.3 Relativistic two-fluid GEM challenge problem

In this test, we consider two-fluid relativistic Geospace Environment Modeling (GEM) magnetic reconnection problem from [12], which is an extension of the non-relativistic GEM magnetic reconnection problem given in [49]. We consider the modified Equations (27a) and (27b) to capture the resistive effects. The computational domain is $[-L_x/2, L_x/2] \times [-L_y/2, L_y/2]$ where $L_x = 8\pi$ and $L_y = 4\pi$, with periodic boundary conditions at $x = \pm L_x/2$ and conducting wall boundary at $y = \pm L_y/2$ boundary. The ion-electron mass ratio is taken to be $m_i/m_e = 25$ with $m_i = 1$. Accordingly, we have $r_i = 1.0$ and $r_e = -25.0$. The unperturbed $x$-component of the magnetic field is taken to be $B_x(y) = B_0\tan(y/d)$ with $B_0 = 1.0$, where $d = 1.0$ is the thickness of the current sheet. On the other hand, unperturbed $y$- and $z$-components of the magnetic field are assumed to be zero. After the perturbation, the initial conditions become

\[
\begin{pmatrix}
\rho_i \\
u_{z_i} \\
\rho_e \\
u_{z_e} \\
B_x \\
B_y
\end{pmatrix} = \begin{pmatrix}
\frac{c}{2}\frac{B_0\text{sech}^2(y/d)}{B_0^2\text{sech}^2(y/d)} \\
0.2 + \frac{5}{24\pi} \frac{n}{B_0^2 \text{sech}^2(y/d)} \\
\frac{m_e}{m_i} \nu_i \\
-\left(\nu_{z}\right)_i \\
-B_i \\
B_0 \tan(y/d) - B_0 \psi_0 \frac{\pi}{L_x} \cos\left(\frac{\pi y}{L_y}\right) \sin\left(\frac{\pi x}{L_x}\right)
\end{pmatrix}
\]

where $n = \text{sech}^2(y/d) + 0.2$. All other variables are set to zero. We set resistivity constant as $\eta = 0.01$, and adiabatic indices as $\gamma_i = \gamma_e = 4.0/3.0$.

Figures (14) to (17) show the total density, $z$-component of magnetic field, $x$-component of ion velocity and $x$-component of electron velocity on a mesh of $512 \times 256$ cells. The plots also contain field line for $(B_x, B_y)$. The solution is shown at time $t = 40$ and $t = 80$ using O3-ES-IMEX and O4-ES-IMEX schemes. We observe that solutions from both the schemes are similar and agree with the solutions presented in [12].

Figure (18) shows the time evolution of the reconnected magnetic flux,

\[
\psi(t) = \frac{1}{2B_0} \int_{-L_y/2}^{L_y/2} |B_y(x, y = 0, t)| \, dx.
\]
Figure 13: Relativistic two-fluid blast problem: Plots of the \(|2\Delta x(\nabla \cdot \mathbf{B})_{i,j}|\) and time evolution of \(L^1\)-norms of divergence of \(\mathbf{B}\) for \(B_0 = 0.1\) and \(B_0 = 1.0\) and schemes O3-ES-IMEX and O4-ES-IMEX using 200 × 200 cells.

(a) Plot of \(|2\Delta x(\nabla \cdot \mathbf{B})_{i,j}|\) for \(B_0 = 0.1\) using the O3-ES-IMEX scheme at time \(t = 4.0\).

(b) Plot of \(|2\Delta x(\nabla \cdot \mathbf{B})_{i,j}|\) for \(B_0 = 0.1\) using the O4-ES-IMEX scheme at time \(t = 4.0\).

(c) Time evolution of \(L^1\)-norms of divergence of \(\mathbf{B}\) for \(B_0 = 0.1\) till time \(t = 4.0\) using O3-ES-IMEX and O4-ES-IMEX schemes.

(d) Plot of \(|2\Delta x(\nabla \cdot \mathbf{B})_{i,j}|\) for \(B_0 = 1.0\) using the O3-ES-IMEX scheme at time \(t = 4.0\).

(e) Plot of \(|2\Delta x(\nabla \cdot \mathbf{B})_{i,j}|\) for \(B_0 = 1.0\) using the O4-ES-IMEX scheme at time \(t = 4.0\).

(f) Time evolution of \(L^1\)-norms of divergence of \(\mathbf{B}\) for \(B_0 = 1.0\) till time \(t = 4.0\) using O3-ES-IMEX and O4-ES-IMEX schemes.
at various resolutions. We also compare it with the results presented in [12]. It is observed that both schemes are able to capture the reconnected flux at various resolutions. Only for times greater than $t = 80$, we see a difference in the reconnection flux for the different schemes, but at this time, the flow is already quite turbulent.

![Figure 14](image-url)

**Figure 14: Relativistic two-fluid GEM challenge problem:** Plots for the total density, $B_z$-component, Ion $x$-velocity, and Electron $x$-velocity on the mess $512 \times 256$, using scheme O3-ES-IMEX, at time $t=40.0$.

In Fig. 19, we plot errors for the divergence of the magnetic fields. In Figs. 19(a) and 19(b) we plot the undivided divergence of magnetic field using O3-ES-IMEX and O4-ES-IMEX schemes, respectively. We again observe that the errors are concentrated where flows have strong gradients. Both schemes have similar errors, with O3-ES-IMEX having more spread-out errors. In Fig. 19(c), we plot the time evolution of the $L^1$-norms of divergence of the magnetic field. We again observe that both schemes have similar $L^1$ errors.

### 7 Conclusion

The two-fluid relativistic plasma flow equations are a multi-physics model that couples relativistic hydrodynamic conservation laws with Maxwell’s equations. This model is non-linear and exhibits non-smooth and multi-scale phenomena. In this article, we have designed arbitrary high-order finite-difference entropy stable schemes for the model. This was achieved by exploiting the structure of the flux and by demonstrating that the source terms do not contribute to the fluid entropies. Furthermore, we have also presented ARK-IMEX schemes to overcome the time-step restriction imposed by the stiff source terms. The implicit step in the ARK-IMEX scheme is efficient as it involves solving only one set of nonlinear equations in each cell and there is no need for any global nonlinear solver.

The proposed schemes are applied to various test cases in one and two dimensions. First, we demonstrate that the proposed schemes have formal order of accuracy. Then we test the schemes on the Brio-Wu test problem, where we have finite plasma skin depth. We note that the proposed schemes can resolve the dispersive effects, and higher-order schemes can capture the finite skin depth effects even on coarser meshes. We also demonstrate that on the coarser meshes with the stiff source terms, IMEX schemes are
Figure 15: Relativistic two-fluid GEM challenge problem: Plots for the total density, $B_z$-component, Ion $x$-velocity, and Electron $x$-velocity on the mess $512 \times 256$, using scheme O3-ES-IMEX, at time $t=80.0$.

Figure 16: Relativistic two-fluid GEM challenge problem: Plot for the total density, $B_z$-component, Ion $x$-velocity, and Electron $x$-velocity on the mess $512 \times 256$, using scheme O4-ES-IMEX, at time $t=40.0$. 
Figure 17: Relativistic two-fluid GEM challenge problem: Plot for the total Density, $B_z$-component, Ion $x$-velocity, and Electron $x$-velocity on the mesh $512 \times 256$, using scheme O4-ES-IMEX, at time $t=80.0$.

Figure 18: Relativistic two-fluid GEM challenge problem: Time development of the reconnected magnetic flux for $N_x = 128$, 256, 512, using schemes O3-ES-IMEX and O4-ES-IMEX. We overlay the plot on Amano’s GEM data [12] (solid lines).
(a) Plot of $|2\Delta x(\nabla \cdot \mathbf{B})_{i,j}|$ using the O3-ES-IMEX scheme at time $t = 80.0$.

(b) Plot of $|2\Delta x(\nabla \cdot \mathbf{B})_{i,j}|$ using the O4-ES-IMEX scheme at time $t = 80.0$.

(c) Time evolution of $L^1$-norms of divergence of $\mathbf{B}$ till time $t = 100.0$ for O3-ES-IMEX and O4-ES-IMEX schemes.

Figure 19: Relativistic two-fluid GEM challenge problem: Plots of the $(|2\Delta x(\nabla \cdot \mathbf{B})_{i,j}|)$ and time evolution of the $L^1$-norms of divergence of $\mathbf{B}$ for schemes O3-ES-IMEX and O4-ES-IMEX schemes using $512 \times 256$ cells.
more efficient. The SSP-RK and ARK-IMEX schemes have similar accuracy and entropy decay performance. We then test the scheme on a current sheet problem where resistive effects are considered. We observe that the proposed schemes accurately capture the RMHD solution. We compute the Orzag-Tang vortex problem, blast problem, and GEM challenge problem in two-dimensional test cases. We again show that the schemes are able to capture solution features very well and ensure entropy stability of the solutions. For the GEM problem, the schemes are also able to predict magnetic reconnection flux.
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We observe that from the definition of Lorentz factor $\Gamma$, we have

$$\partial_t p_\alpha = \partial_t p_\alpha + u_{x\alpha} \partial_x p_\alpha + \left( \frac{\rho_\alpha h_\alpha}{\Gamma_\alpha} \right) \left( \partial_t \Gamma_\alpha + \partial_x (\Gamma_\alpha u_{x\alpha}) \right) - \rho_\alpha h_\alpha \partial_\gamma u_{x\gamma} - u_\alpha \cdot (s_{M\alpha} - u_\alpha s_{E\alpha}),$$

(34)

where

$$s_{M\alpha} = r_\alpha \Gamma_\alpha \rho_\alpha (E + u_\alpha \times B), \quad s_{E\alpha} = r_\alpha \Gamma_\alpha \rho_\alpha (u_\alpha \cdot E).$$

are the source terms in the momentum and energy equations.

**Proof.** Let $U$ be the smooth solution of the system (4). Then we can write,

$$\partial_t (\rho_\alpha \Gamma_\alpha) + \partial_x (\rho_\alpha \Gamma_\alpha u_{x\alpha}) = 0,$$

(35)

$$\partial_t (\rho_\alpha h_\alpha \Gamma_\alpha^2 u_{x\alpha}) + \partial_x (\rho_\alpha h_\alpha \Gamma_\alpha^2 u_{x\alpha}^2) + \partial_x p_\alpha = s_{M\alpha},$$

(36)

$$\partial_t (\rho_\alpha h_\alpha \Gamma_\alpha^2 u_{y\alpha}) + \partial_x (\rho_\alpha h_\alpha \Gamma_\alpha^2 u_{x\alpha} u_{y\alpha}) = s_{M\alpha},$$

(37)

$$\partial_t (\rho_\alpha h_\alpha \Gamma_\alpha^2 u_{z\alpha}) + \partial_x (\rho_\alpha h_\alpha \Gamma_\alpha^2 u_{x\alpha} u_{z\alpha}) = s_{M\alpha},$$

(38)

$$\partial_t (\rho_\alpha h_\alpha \Gamma_\alpha^2 u_{z\alpha}) - \partial_\alpha p_\alpha + \partial_x (\rho_\alpha h_\alpha \Gamma_\alpha^2 u_{x\alpha}) = s_{E\alpha},$$

(39)

where, we have used $s_{M\alpha} = (s_{Mx\alpha}, s_{My\alpha}, s_{Mz\alpha})$, as the momentum source vector, i.e., source terms of the Eqs. (1b) and (1e). Also, $s_{E\alpha}$ is the source term of the energy equations (1c), and (1f). We apply the product rule on Equations (36)-(38) and substitute the value of $\partial_x (\rho_\alpha h_\alpha \Gamma_\alpha^2 u_{x\alpha})$ from Eqn. (39) in each of the three equations to obtain the following set of three identities:

$$\left( \rho_\alpha h_\alpha \Gamma_\alpha^2 u_{x\alpha} \right) (\partial_t u_{x\alpha} + u_{x\alpha} \partial_x u_{x\alpha}) + u_{x\alpha} \partial_{x\alpha} p_\alpha + u_{x\alpha} \partial_\gamma p_\alpha = u_{x\alpha} (s_{M\alpha} - u_{x\alpha} s_{E\alpha}),$$

(40a)

$$\left( \rho_\alpha h_\alpha \Gamma_\alpha^2 u_{y\alpha} \right) (\partial_t u_{y\alpha} + u_{y\alpha} \partial_x u_{y\alpha}) + u_{y\alpha} \partial_{x\alpha} p_\alpha = u_{y\alpha} (s_{M\alpha} - u_{y\alpha} s_{E\alpha}),$$

(40b)

$$\left( \rho_\alpha h_\alpha \Gamma_\alpha^2 u_{z\alpha} \right) (\partial_t u_{z\alpha} + u_{z\alpha} \partial_x u_{z\alpha}) + u_{z\alpha} \partial_{x\alpha} p_\alpha = u_{z\alpha} (s_{M\alpha} - u_{z\alpha} s_{E\alpha}),$$

(40c)

We observe that $\partial_t \Gamma_\alpha = \Gamma_\alpha^3 u_\alpha \cdot \partial_\alpha u_\alpha$, and $\partial_x \Gamma_\alpha = \Gamma_\alpha^3 u_\alpha \cdot \partial_x u_\alpha$. Consequently, Eqn. (40a) simplifies to

$$\left( \rho_\alpha h_\alpha \Gamma_\alpha^2 \right) (\partial_\Gamma_\alpha + u_{x\alpha} \partial_x \Gamma_\alpha) - \rho_\alpha h_\alpha \Gamma_\alpha^2 u_{y\alpha} (\partial_t u_{y\alpha} + u_{y\alpha} \partial_x u_{y\alpha}) - \rho_\alpha h_\alpha \Gamma_\alpha^2 u_{z\alpha} (\partial_t u_{z\alpha} + u_{z\alpha} \partial_x u_{z\alpha})$$

$$+ u_{x\alpha}^2 \partial_x p_\alpha + u_{x\alpha} \partial_\gamma p_\alpha = u_{x\alpha} (s_{M\alpha} - u_{x\alpha} s_{E\alpha}).$$

(41)

From the definition of Lorentz factor $\Gamma_\alpha$, we have $u_{x\alpha}^2 = 1 - \frac{1}{\Gamma_\alpha^2} - u_{y\alpha}^2 - u_{z\alpha}^2$. We substitute this value of $u_{x\alpha}^2$ in Eqn. (41), followed by the substitution of value of $u_{y\alpha}^2 \partial_\gamma p_\alpha$ and $u_{z\alpha}^2 \partial_\gamma p_\alpha$ from the Eqn. (40b)-(40c), to obtain the required identity (34). 

**Lemma A.2.** For smooth solutions of the system (4), we have the following identity

$$\left( \partial_t p_\alpha + u_{x\alpha} \partial_x p_\alpha + \frac{\rho_\alpha \gamma_\alpha}{\Gamma_\alpha} (\partial_\Gamma_\alpha + \partial_x (\Gamma_\alpha u_{x\alpha})) \right) = 0.$$

(42)
Combining Eqn. (42) and Eqn. (45), we obtain the expression
\[ \partial_t p + u_x \partial_x p = \left( \frac{\gamma - 1}{\Gamma^2} \right) s_{\mathcal{E}} + \left( \frac{\gamma - 1}{\Gamma} \right) \partial_t p - \left( \frac{\rho_0 \gamma - 1}{\gamma} \right) (\partial_t \Gamma + \partial_x (\Gamma u_x)) \]
\[ -2(\partial_t \Gamma + \partial_x (\Gamma u_x)) \frac{p_{\gamma 1}}{p_{\gamma}} + \rho_0 \left( \frac{\gamma - 1}{\gamma} \right) \partial_x u_x + p_0 \partial_x u_x. \] (43)

Substituting the value of \( \frac{1}{\Gamma} \partial_{x} p_0 \) from the identity of Lemma (A.1), and simplifying further we get
\[ \partial_t p + u_x \partial_x p = \left( \frac{\gamma - 1}{\gamma} \right) \left( \frac{1 + \rho^2}{\Gamma^2} \right) s_{\mathcal{E}}. \]

We observe that \( u_0 \cdot s_{\mathcal{M}} - s_{\mathcal{E}} = 0 \), thus, after further simplifications and cancellations [1], we obtain (42).

**Proof of Proposition (3.1).** We find the partial derivatives of \( s_\alpha = \ln(p_\alpha \rho^\gamma) \) with respect to \( t \) and \( x \), to obtain
\[ \partial_t s_\alpha = \frac{1}{p_\alpha} \partial_t p_\alpha - \frac{\gamma}{p_\alpha} \partial_t \rho_\alpha \quad \text{and} \quad \partial_x s_\alpha = \frac{1}{p_\alpha} \partial_x p_\alpha - \frac{\gamma}{p_\alpha} \partial_x \rho_\alpha. \] (44)

Applying the product rule on the mass density Eqn. (35) we obtain an identity in terms of the partial derivatives of \( \rho_\alpha \)
\[ \frac{1}{p_\alpha} \left( \partial_t p_\alpha + u_x \partial_x p_\alpha \right) = -\frac{1}{\Gamma_\alpha} (\partial_t \Gamma_\alpha + \partial_x (\Gamma_\alpha u_x)). \] (45)

Combining Eqn. (42) and Eqn. (45), we obtain the expression
\[ \frac{1}{p_\alpha} \left( \partial_t p_\alpha + u_x \partial_x p_\alpha \right) - \frac{\gamma}{p_\alpha} \left( \partial_t p_\alpha + u_x \partial_x p_\alpha \right) = 0, \]
which, on using Eqn. (44), is equivalent to \( \partial_t s_\alpha + u_x \partial_x s_\alpha = 0 \). The identity (5) is a direct consequence of the product rule. To obtain the final entropy equality (6), we simplify the identity (5) by choosing particular value of \( H(s_\alpha) = \frac{\ln(s_\alpha)}{\gamma} \).

**B Barth scaling of right eigenvectors**

Here, we present expressions for the right eigenvectors and scaled right eigenvectors for the conservative system (3). The right eigenvectors are described in Section B.1, while the expressions and procedure to obtain the scaled eigenvectors is presented in Section B.2.
B.1 Right eigenvectors

The set of right eigenvectors of the matrix $A^x = \frac{\partial f^x}{\partial U^x}$ corresponding to the eigenvalues $\Lambda^x$ of the system (3) is obtained by taking $d = x$ in the ordered set $R^d_{\Lambda^x} = \{ (R^d_{\Lambda^x})_n : n = 1, 2, 3, \ldots, 18 \}$ where the vectors $(R^d_{\Lambda^x})_n$ are defined as

$$(R^d_{\Lambda^x})_n = \begin{cases} (R^d_{i,k})_{1 \times 5}, 0_{1 \times 5}, 0_{1 \times 8}, & 1 \leq n \leq 5, \quad k = n \\ (0_{1 \times 5}, R^d_{j,k})_{1 \times 5}, 0_{1 \times 8}, & 6 \leq n \leq 10, \quad k = n - 5 \\ (0_{1 \times 5}, 0_{1 \times 5}, R^d_{m,k})_{1 \times 8}, & 11 \leq n \leq 18, \quad k = n - 10, \end{cases}$$

(46)

where $R^d_{i,k}$, $\alpha \in \{i, e\}$, is the $k^{th}$ column vector of the $5 \times 5$ right eigenvector matrices $R^d_{\alpha}$ of the flux jacobians $\frac{\partial f^d_{\alpha}}{\partial U^d_{\alpha}}$ and $R^d_{m,k}$ is the $k^{th}$ column vector of the right eigenvector matrix $R^d_{\alpha}$ of the flux jacobian matrix $\frac{\partial f^d_{\alpha}}{\partial U^d_m}$. The matrices $R^d_{\alpha}$ and $R^d_{m}$ have the following expressions.

- For $d = x, y$, and $\alpha \in \{i, e\}$, the right eigenvector matrix $R^d_{\alpha}$ is given by the relation,

$$R^d_{\alpha} = \left( \frac{\partial U^d_{\alpha}}{\partial W^d_{\alpha}} \right) R^d_{\alpha, W},$$

(47)

where the matrix $R^d_{\alpha, W}$ for $d = x$ is given by,

$$R^d_{\alpha, W} = \begin{pmatrix}
\frac{1}{c^2_x |u^x|} & 1 & 0 & 0 & \frac{1}{c^2_x |u^x|} \\
\frac{\sqrt{Q^x}}{c_x u_x} & 0 & 0 & 0 & \frac{\sqrt{Q^x}}{c_x u_x} \\
\frac{(c_x^2 - \Gamma_x \sqrt{Q^x} u_x)}{c_x u_x}, u_x & 0 & 1 & 0 & \frac{(c_x^2 - \Gamma_x \sqrt{Q^x} u_x)}{c_x u_x}, u_x \\
\frac{\sqrt{Q^x}}{c_x u_x}, u_x & 0 & 1 & 0 & \frac{\sqrt{Q^x}}{c_x u_x}, u_x \\
1 & 0 & 0 & 0 & 1
\end{pmatrix}.$$  

(48)

- The eigenvector matrix $R^d_{m}$ for $d = x$ is given by,

$$R^d_{m} = \begin{pmatrix}
0 & -1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix}.$$  

**Remark B.1.** For the $y$-directional flux, $f^y$, we proceed similarly to get the set of eigenvalues $\Lambda^y$ of the jacobian matrix $\frac{\partial f^y}{\partial U}$ as,

$$\Lambda^y = \left\{ \frac{(1 - c^2_y) u_y - (c_y / \Gamma_y) \sqrt{Q^y}}{1 - c^2_y |u|^2}, u_y, u_y, u_y, (1 - c^2_y) u_y + (c_y / \Gamma_y) \sqrt{Q^y}, \right.$$  

$$\left. (1 - c^2_y) u_y - (c_y / \Gamma_y) \sqrt{Q^y}, u_y, u_y, u_y, \frac{(1 - c^2_y) u_y + (c_y / \Gamma_y) \sqrt{Q^y}}{1 - c^2_y |u|^2}, - \chi, -\kappa, -1, -1, 1, 1, \kappa, \chi \right\},$$  
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where, $Q^n_x = 1 - u_{y_0}^2 - c^2_\alpha (u_{x_0}^2 + u_{e_0}^2)$, $\alpha \in \{i, e\}$. The corresponding right eigenvectors are given by fixing $d = y$ in the ordered set $R^{d,y}_{x\alpha} = \{(R^{d,y}_{x\alpha})_n : n = 1, 2, \ldots, 18\}$ where $(R^{d,y}_{x\alpha})_n$ is defined by Eqn. (46) and the updated $y$-directional matrices $R^{y}_{\alpha, W}$ and $R^{y}_{\alpha, m}$ are given by

$$
R^{y}_{\alpha, W} = \begin{pmatrix}
\frac{1}{c^2_{\alpha} h_{\alpha}} & 0 & 0 & 0 \\
\frac{(c_\alpha - \Gamma_\alpha \sqrt{Q^n_x u_{y_{0n}}}) u_{x_{0n}}}{c_\alpha h_{\alpha} \Gamma_\alpha \rho_{\alpha} (u_{y_{0n}}^2 - 1)} & 1 & 0 & 0 \\
\frac{-\sqrt{Q^n_x}}{c_\alpha h_{\alpha} \Gamma_\alpha \rho_{\alpha}} & 0 & 0 & 0 \\
\frac{(c_\alpha - \Gamma_\alpha \sqrt{Q^n_x u_{y_{0n}}}) y_{0n}}{c_\alpha h_{\alpha} \Gamma_\alpha \rho_{\alpha} (u_{y_{0n}}^2 - 1)} & 0 & 0 & 1 \\
\frac{1}{c^2_{\alpha} h_{\alpha}} & 0 & 0 & 0
\end{pmatrix},
$$

(49)

and

$$
R^{y}_{\alpha, m} = \begin{pmatrix}
0 & 0 & 0 & -1 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 1
\end{pmatrix},
$$

(50)

### B.2 Barth scaling and entropy scaled right eigenvectors

We ignore the superscript $x$ to derive the entropy scaled right eigenvectors for the $x$-directional part; for the $y$-directional flux, we proceed similarly. We have the entropy variable vector $V_{\alpha}$ as

$$
V_{\alpha} = \begin{pmatrix}
\gamma_{\alpha} - s_{\alpha} + \beta_{\alpha} \\
\gamma_{\alpha} - 1 \\
u_{y_{0n}} \Gamma_\alpha \rho_{\alpha} \\
u_{x_{0n}} \Gamma_\alpha \rho_{\alpha} \\
-\Gamma_\alpha \Gamma_\alpha
\end{pmatrix}, \quad \text{where} \quad \beta_{\alpha} = \frac{\rho_{\alpha}}{p_{\alpha}}.
$$

We want to find scaling matrices $T^{d}_{\alpha}$ ($d \in \{x, y\}$ and $\alpha \in \{i, e\}$) such that the scaled right eigenvector matrices $\tilde{R}^{d}_{\alpha} = R^{d}_{\alpha} T^{d}_{\alpha}$, with $R^{d}_{\alpha}$ as in Eqn. (47), satisfy

$$
\frac{\partial U_{\alpha}}{\partial V_{\alpha}} = \tilde{R}^{d}_{\alpha} (\tilde{R}^{d}_{\alpha})^{-\top}.
$$

The matrices $T^{d}_{\alpha}$ are known as Barth scaling matrices. Following the procedure of [42], the scaling matrices $T^{d}_{\alpha}$ are given by the square root of the matrices $Y^{d}_{\alpha}$ where the expression for matrices $Y^{d}_{\alpha}$ is given by the formulae

$$
Y^{d}_{\alpha} = (R^{d}_{\alpha, W})^{-\top} \frac{\partial W_{\alpha}}{\partial U_{\alpha}} \frac{\partial U_{\alpha}}{\partial W_{\alpha}}^{-\top} R^{d}_{\alpha, W}^{-\top},
$$

where the matrices $R^{d}_{\alpha, W}$ are given by Eqn. (48) for $d = x$, and for the case $d = y$ the expressions for the matrices follows from Eqn. (49). Assuming $d = x$ for the clarity. A long simplification leads to the expressions

$$
Y^{x}_{\alpha} = \begin{pmatrix}
c_{\alpha}^2 h_{\alpha} \Gamma_\alpha \rho_{\alpha} \left(\frac{1}{2\Gamma_{\alpha} (1 - c_{\alpha}^2 |u_{x_{0n}}|^2)}\right) & 0 & 0 & 0 & 0 \\
0 & \frac{\rho_{\alpha}}{p_{\alpha}} & 0 & 0 & 0 \\
0 & 0 & Y^{x}_{x_{0n}} & Y^{x}_{y_{0n}} & 0 \\
0 & 0 & Y^{x}_{y_{0n}} & Y^{x}_{x_{0n}} & 0 \\
0 & 0 & 0 & 0 & c_{\alpha}^2 h_{\alpha} \Gamma_\alpha \rho_{\alpha} \left(\frac{1}{2\Gamma_{\alpha} (1 - c_{\alpha}^2 |u_{x_{0n}}|^2)}\right)
\end{pmatrix}.
$$
where, $Q_α^x = 1 - u_{y_α}^2 - c_α^2(u_{x_α}^2 + u_{z_α}^2)$, $Y_{α33}^x = C_α^x(1 - u_{y_α}^2 - u_{z_α}^2)$, $Y_{α44}^x = C_α^x(1 - u_{y_α}^2 - u_{z_α}^2)$, $Y_{α43}^x = -C_α u_{y_α} u_{z_α}$ and

$$C_α^x = \frac{p_α}{h_α \Gamma_α^2 (1 - u_{y_α}^2)}.$$ 

Consequently, the matrix $T_α^x = \sqrt{Y_α^x}$ is given by

$$T_α^x = \begin{pmatrix}
\sqrt{C_α^x} & 0 & 0 & 0 \\
0 & \sqrt{Y_{α33}^x} & T_{α33}^x & T_{α44}^x \\
0 & 0 & T_{α33}^x & T_{α44}^x \\
0 & 0 & 0 & \sqrt{C_α^x}
\end{pmatrix}
$$

where,

$$\begin{pmatrix}
T_{α33}^x & T_{α34}^x \\
T_{α43}^x & T_{α44}^x
\end{pmatrix} = \begin{cases}
\left( \begin{array}{cc}
\sqrt{Y_{α33}^x} & 0 \\
0 & \sqrt{Y_{α44}^x}
\end{array} \right) & \text{if } u_{y_α} = u_{z_α} = 0, \\
\sqrt{C_α^x} & \frac{u_{y_α}^2 \sqrt{1 - u_{y_α}^2} + u_{z_α}^2}{u_{y_α}^2 + u_{z_α}^2} & \frac{u_{x_α} u_{y_α}}{u_{y_α}^2 + u_{z_α}^2} \left( \frac{1}{\gamma_α} - \sqrt{1 - u_{y_α}^2} \right) & \frac{u_{x_α} u_{z_α}}{u_{y_α}^2 + u_{z_α}^2} \left( \frac{1}{\gamma_α} - \sqrt{1 - u_{z_α}^2} \right) & \text{otherwise.}
\end{cases}$$

**Remark B.2.** Proceeding similarly in the y-direction with the matrix $R_α^{y,w}$ as in Eqn. (49), the scaling matrix is given by

$$T_α^y = \begin{pmatrix}
\sqrt{C_α^y} & 0 & 0 & 0 \\
0 & \sqrt{Y_{α33}^y} & T_{α33}^y & T_{α44}^y \\
0 & 0 & T_{α33}^y & T_{α44}^y \\
0 & 0 & 0 & \sqrt{C_α^y}
\end{pmatrix}
$$

where, $Q_α^y = 1 - u_{y_α}^2 - c_α^2(u_{x_α}^2 + u_{z_α}^2)$, and the block entries are given by the matrices

$$\begin{pmatrix}
T_{α33}^y & T_{α34}^y \\
T_{α43}^y & T_{α44}^y
\end{pmatrix} = \begin{cases}
\left( \begin{array}{cc}
\sqrt{Y_{α33}^y} & 0 \\
0 & \sqrt{Y_{α44}^y}
\end{array} \right) & \text{if } u_{x_α} = u_{z_α} = 0, \\
\sqrt{C_α^y} & \frac{u_{x_α} u_{y_α}}{u_{x_α}^2 + u_{z_α}^2} \left( \frac{1}{\gamma_α} - \sqrt{1 - u_{y_α}^2} \right) & \frac{u_{x_α} u_{z_α}}{u_{y_α}^2 + u_{z_α}^2} \left( \frac{1}{\gamma_α} - \sqrt{1 - u_{y_α}^2} \right) & \text{otherwise,}
\end{cases}$$

with $Y_{α33}^y = C_α^y(1 - u_{y_α}^2 - u_{z_α}^2)$, $Y_{α44}^y = C_α^y(1 - u_{y_α}^2 - u_{z_α}^2)$ and

$$C_α^y = \frac{p_α}{h_α \Gamma_α^2 (1 - u_{y_α}^2)}.$$
### ARK3-IMEX coefficients table

The coefficients for the third order ARK-IMEX time update are given as follows,

|          | $l = 0$       | $l = 1$       | $l = 2$       | $l = 3$       |
|----------|---------------|---------------|---------------|---------------|
| $m = 1$  | 1767732205903 | 0             | 0             | 0             |
| $a_{ml}^{[NS]}$ | 5535898885825 | 788022342437  | 0             | 0             |
| $m = 3$  | 6485989280629 | 246266847069  | 1075548449209 | 0             |
| $m = 1$  | 1767732205903 | 4055673282236 | 1767732205903 | 0             |
| $a_{ml}^{[S]}$ | 2746238789719 | 640167445237  | 1767732205903 | 0             |
| $m = 3$  | 1471266399579 | 4482444167658 | 11266239266428 | 1767732205903 |
| $m = 1$  | 1471266399579 | 4482444167658 | 11266239266428 | 1767732205903 |
| $b_{jl}^{[NS]}$ | 1471266399579 | 4482444167658 | 11266239266428 | 1767732205903 |
| $b_{jl}^{[S]}$ | 2756255671327 | 10771552573675 | 9247589265047 | 2193290947091 |
| $c_l$    | 0             | 1767732205903 | 1            | 0             |

Table 5: The coefficients for ARK3-IMEX time update scheme.