Uniqueness and non-uniqueness results for spacetime extensions

Jan Sbierski

August 22, 2024

Abstract

Given a function $f : A \rightarrow \mathbb{R}^n$ of a certain regularity defined on some open subset $A \subseteq \mathbb{R}^m$, it is a classical problem of analysis to investigate whether the function can be extended to all of $\mathbb{R}^m$ in a certain regularity class. If an extension exists and is continuous, then certainly it is uniquely determined on the closure of $A$. A similar problem arises in general relativity for Lorentzian manifolds instead of functions on $\mathbb{R}^m$. It is well-known, however, that even if the extension of a Lorentzian manifold $(M, g)$ is analytic, various choices are in general possible at the boundary. This paper establishes a uniqueness condition for extensions of globally hyperbolic Lorentzian manifolds $(M, g)$ with a focus on low regularities: any two extensions which are anchored by an inextendible causal curve $\gamma : [-1, 0) \rightarrow M$ in the sense that $\gamma$ has limit points in both extensions, must agree locally around those limit points on the boundary as long as the extensions are at least locally Lipschitz continuous. We also show that this is sharp: anchored extensions which are only Hölder continuous do in general not enjoy this local uniqueness result.
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1 Introduction

A classical problem in analysis is the extension problem: given a subset \( A \subseteq \mathbb{R}^m \) and a function \( f : A \to \mathbb{R}^n \), can one find a function \( F : \mathbb{R}^m \to \mathbb{R}^n \) with \( F|_A = f \)? The answer of course depends on the regularity of \( f \), the desired regularity of the extension \( F \), and the structure of the set \( A \subseteq \mathbb{R}^m \). However, it is immediate that if the extension \( F \) is continuous, then it is uniquely determined on the closure \( \overline{A} \) of \( A \). In other words, the extension of \( f \) to the boundary \( \partial A \) of \( A \) is the same among all continuous extensions.

In Einstein’s theory of general relativity the following fundamental question arises: given a Lorentzian manifold \((M, g)\) which solves the, say, vacuum Einstein equations \( \text{Ric}(g) = 0 \), can it be extended as a (weak) solution of the vacuum Einstein equations? As a first step in approaching this question one can drop the requirement of \((M, g)\) satisfying the (weak) vacuum Einstein equations and just ask whether one can extend \((M, g)\) in a certain regularity class. The definition here is the following: Let \( \Gamma \) be a regularity class, for example \( \Gamma = C^\infty, C^{0,1}_\text{loc}, \) etc. The roughest regularity we consider is \( \Gamma = C^0 \). A \( \Gamma \)-extension of a Lorentzian manifold \((M, g)\) consists of an isometric embedding \( \iota : M \hookrightarrow \tilde{M} \) of \((M, g)\) into a Lorentzian manifold \((\tilde{M}, \tilde{g})\) of the same dimension as \( M \) where \( \tilde{g} \) is \( \Gamma \)-regular and such that \( \partial \iota(M) \subseteq \tilde{M} \) is non-empty. One crucial difference between the extension problem for Lorentzian manifolds and that for functions on \( \mathbb{R}^m \) is of course that in the former case no fixed background space (analogue of \( \mathbb{R}^m \)) is given and the manifold on which the metric is being extended has to be constructed at the same time as the metric itself. This makes the extension problem for Lorentzian manifolds much more subtle – hardly any results are available. Another well-known manifestation of the absence of a fixed background is that extensions, even if they are analytic, are, in general, not uniquely determined on the boundary \( \partial \iota(M) \subseteq \tilde{M} \) of \( M \). This is in stark contrast to the extension problem for functions on \( \mathbb{R}^m \) as discussed earlier. Before we present the results obtained in this paper, let us make precise in the next section the notion of ‘extensions of Lorentzian manifolds being the same on the boundary’.

1.1 The problem of the uniqueness of extensions of spacetimes

Let \((M, g)\) be a Lorentzian manifold and let \( \tilde{i} : M \hookrightarrow \tilde{M} \) and \( \hat{i} : M \hookrightarrow \hat{M} \) be two extensions of \((M, g)\). We define the identification map \( \text{id} \) by

\[
\text{id} := \hat{i} \circ \tilde{i}^{-1} : \tilde{i}(M) \to \hat{i}(M)
\]

which identifies the image of \( M \) in \( \tilde{M} \) with that of \( M \) in \( \hat{M} \). Clearly, \( \text{id} \) is an isometry. One might call the two extensions equivalent up to the boundary if \( \text{id} \) extends (sufficiently smoothly) to a diffeomorphism \( \text{id} : \tilde{i}(M) \to \hat{i}(M) \).

This is a global definition. It does not only take into account how the geometry is extended through the boundary, but also how the boundary is globally attached to the manifold. This point is best illustrated by Figure 1. Note that \( \tilde{i}(M) \) is a manifold with boundary, while \( \hat{i}(M) \) is a manifold without a boundary. Clearly, these two extensions are not equivalent according to the above definition. However, there is good reason to consider them to be locally equivalent: there is a neighbourhood \( \tilde{V} \subseteq \tilde{M} \) of \( \tilde{p} \) and a neighbourhood \( \hat{V} \subseteq \hat{M} \) of \( \hat{p} \) which are isometric.

Footnotes:

1. The literature on this subject is of course vast. As an illustration of the type of results available let us refer the reader to Chapter VI in [24].

2. All manifolds considered in this paper are assumed to be smooth. See also Definition 2.1 and Footnote 10.
of a Lipschitz continuous function on the boundary, but not beyond.

\[ M, g \rightarrow \tilde{M}, \tilde{g} \] for Lorentzian manifolds (\( (M, g) \)). The global issues we proceed as follows: as a first step we only consider extensions \( \iota : M \rightarrow \tilde{M} \) of \( d+1 \)-dimensional Lorentzian manifolds \( (M, g) \) where \( (M, g) \) is time-oriented and globally hyperbolic. The extension itself is not assumed to be time-oriented or globally hyperbolic, but at least of regularity \( C^0 \). The **future boundary** \( \partial^+ \iota(M) \subseteq \tilde{M} \) of \( M \) in \( \tilde{M} \) consists of all those boundary points \( \tilde{p} \) in \( \partial \tilde{M} \) for which there exists a future directed and future inextendible timelike curve \( \gamma : [-1, 0) \rightarrow M \) such that \( \tilde{\gamma} := \iota \circ \gamma \) extends to \( \tilde{p} = \tilde{\gamma}(0) \) as a smooth timelike curve. One can now show that the future boundary of globally hyperbolic Lorentzian manifolds is locally a Lipschitz hypersurface in the following sense: around every \( \tilde{p} \in \partial^+ \iota(M) \), which is defined by some future directed and future inextendible timelike curve \( \gamma : [-1, 0) \rightarrow M \) in \( M \), there exists a chart \( \tilde{\varphi} : \tilde{U} \rightarrow (-\epsilon_0, \epsilon_0) \times (-\epsilon_1, \epsilon_1)^d \) with coordinates \((x_0, x_1, \ldots, x_d) = (x_0, \varphi) \) such that 1) the metric \( \tilde{g}_{\mu \nu} \) is \( C^0 \)-close to the Minkowski metric in these coordinates, 2) \( \tilde{p} \) lies at the coordinate origin, 3) there exists a Lipschitz continuous function \( f : (-\epsilon_1, \epsilon_1)^d \rightarrow (-\epsilon_0, \epsilon_0) \) such that all points below the graph of \( f \), i.e., \( \tilde{U}_< := \{ (x_0, \varphi) \in \tilde{U} \mid x_0 < f(\varphi) \} \), lie in \( \iota(M) \) while all points on the graph of \( f \) lie in \( \partial^+ \iota(M) \). Points above the graph of \( f \) may or may not lie in \( \iota(M) \) – both cases are possible, cf. Figure 1. And moreover, the timelike curve \( \gamma \), which asymptotes to and defines \( \tilde{p} \), is eventually contained in \( \tilde{U}_< \). We call such a chart \( \tilde{\varphi} : \tilde{U} \rightarrow (-\epsilon_0, \epsilon_0) \times (-\epsilon_1, \epsilon_1)^d \) a **future boundary chart**.

Given now two extensions \( \tilde{i} : M \rightarrow \tilde{M} \) and \( \tilde{i} : M \rightarrow \tilde{M} \) of a time-oriented and globally hyperbolic Lorentzian manifold \( (M, g) \) and future boundary points \( \tilde{p} \in \partial \tilde{M} \) and \( \tilde{p} \in \partial \tilde{M} \) with future boundary charts \( \tilde{U} \) and \( \tilde{U} \), then the idea is to consider two extensions as locally equivalent up to the boundary around \( \tilde{p} \) and \( \tilde{p} \) if there exist open neighbourhoods \( \tilde{W} \subseteq \tilde{U} \) of \( \tilde{p} \) and \( \tilde{W} \subseteq \tilde{U} \) of \( \tilde{p} \) such that the identification map restricted to \( \tilde{W}_< := \tilde{W} \cap \tilde{U}_< \) maps \( \tilde{W}_< \) bijectively onto \( \tilde{W}_< := W \cap \tilde{U}_< \) and extends as a sufficiently smooth diffeomorphism to \( \text{id}|_{\tilde{W}_<} : \tilde{W}_< \rightarrow \tilde{W}_< \), where \( \tilde{W}_< := W \cap (\tilde{U}_< \cup \text{graph} f) \) – and similarly for \( \tilde{W}_< \).

It is important here to recall the classical example of the Taub-NUT spacetime – or the simpler Misner

---

The example in Figure 1 in [19] shows that even another branch of \( \partial^+ \iota(M) \) can meet \( \text{graph} f \) from above, showing that in general \( \partial^+ \iota(M) \) is not a Lipschitz hypersurface.

Of course, without imposing further equations/conditions on the extensions one can only hope to obtain uniqueness up to the boundary, but not beyond.
spacetime \[15\] – which shows that there are time-oriented and globally hyperbolic Lorentzian manifolds \((M, g)\) which have analytic extensions \(\tilde{\iota} : M \rightarrow \tilde{M}\) and \(\hat{\iota} : M \rightarrow \hat{M}\), which cannot be enlarged, but at the same time are not locally equivalent around any pair of future boundary points. The underlying reason for this behaviour is clearly laid out in [4]: using our terminology, let \(\tilde{p}\) be any future boundary point in \(\partial^+ \tilde{\iota}(M)\) which is the smooth endpoint of a future directed and future inextendible timelike curve \(\gamma\) in \(M\). Then the curve \(\tilde{\iota} \circ \gamma\) does not have an end point in \(\tilde{M}\), i.e., it does not define a future boundary point in \(\partial^+ \tilde{\iota}(M)\). But at the same time an end point cannot be added to the extension \(\hat{M}\) without making the manifold non-Hausdorff.

The same applies to future boundary points \(\hat{p}\) in \(\partial^+ \hat{\iota}(M)\). The two extensions ‘extend through two different future boundaries’ in the sense that they terminate different (but maximal) sets of timelike curves. We refer the reader to [4] for more details.

This example highlights the fact that one can only hope to establish local equivalence of two extensions \(\tilde{\iota} : M \rightarrow \tilde{M}\) and \(\hat{\iota} : M \rightarrow \hat{M}\) around future boundary points \(\tilde{p} \in \partial^+ \tilde{\iota}(M)\) and \(\hat{p} \in \partial^+ \hat{\iota}(M)\) if there is a future directed and future inextendible timelike curve \(\gamma : [-1, 0) \rightarrow M\) which terminates at \(\tilde{p}\) in \(\tilde{M}\) and at \(\hat{p}\) in \(\hat{M}\).

We also say that in this case the two extensions are anchored by the curve \(\gamma\). Our main result in this paper shows that this condition is also sufficient as long as the two extensions are locally Lipschitz continuous.

**1.2 Main results and comparison to a result by Chruściel**

We establish the following result, see Theorem 5.24 in Section 5.2.

**Theorem 1.1.** Let \((M, g)\) be a time-oriented and globally hyperbolic Lorentzian manifold with \(g \in C^1\) and let \(\tilde{\iota} : M \rightarrow \tilde{M}\) and \(\hat{\iota} : M \rightarrow \hat{M}\) be two \(C^{0,1}\)-extensions. Let \(\gamma : [-1, 0) \rightarrow M\) be a future directed and future inextendible causal \(C^1\)-curve in \(M\) such that \(\lim_{s \to 0} (\tilde{\iota} \circ \gamma)(s) =: \tilde{p}\) and \(\lim_{s \to 0} (\hat{\iota} \circ \gamma)(s) =: \hat{p}\) exist in \(\tilde{M}\), \(\hat{M}\), respectively.

Then there exist future boundary charts \(\tilde{\varphi} : \tilde{U} \rightarrow (-\tilde{\epsilon}_0, \tilde{\epsilon}_0) \times (-\tilde{\epsilon}_1, \tilde{\epsilon}_1)^d\) around \(\tilde{p}\) and \(\hat{\varphi} : \hat{U} \rightarrow (-\hat{\epsilon}_0, \hat{\epsilon}_0) \times (-\hat{\epsilon}_1, \hat{\epsilon}_1)^d\) around \(\hat{p}\), with \(\tilde{\iota} \circ \gamma\) being ultimately contained in \(\tilde{U}_<\) and \(\hat{\iota} \circ \gamma\) being ultimately contained in \(\hat{U}_<\).
and neighbourhoods $\tilde{W} \subseteq \hat{U}$ of $\hat{p}$ and $\hat{W} \subseteq \hat{U}$ of $\hat{p}$ such that

$$\text{id}|_{\tilde{W}_<} : \tilde{W}_< \to \hat{W}_<$$

is a diffeomorphism and extends as a $C^{1,1}_{\text{loc}}$-regular (isometric) diffeomorphism to

$$\text{id}|_{\tilde{W}_\leq} : \tilde{W}_\leq \to \hat{W}_\leq .$$

Part of the statement of the theorem is that it suffices for the anchoring curve $\gamma$ to be causal and to have a mere limit point in the two extensions – i.e., it is not needed that it extends as a smooth curve to both extensions. This is a subtle point, see also the discussion in Section 1.3.

Let us also remark that by ‘id extending as a $C^{1,1}_{\text{loc}}$-regular diffeomorphism to $\hat{W}_\leq$’ we mean, as is standard, that there is a $C^{1,1}_{\text{loc}}$-regular diffeomorphism on $\hat{W}$ which agrees with id on $\hat{W}_<$. By continuity, it is then also an isometry on $\hat{W}_\leq$. Higher regularity of the extension of id is obtained if the extensions $\hat{i} : M \hookrightarrow \hat{M}$ and $\hat{i} : M \to \hat{M}$ have higher regularity, see Lemma 5.21.

We also show in Section 6 that the above theorem is sharp: we give an example of a smooth time-oriented and globally hyperbolic Lorentzian manifold which admits two anchored Hölder continuous extensions with Hölder exponent $0 < \alpha < 1$ arbitrarily close to 1, but such that the identification map id does not extend as a $C^1$-regular map. This adds to the list of qualitative changes which can occur in Lorentzian geometry at the threshold of Lipschitz continuity of the metric: the push-up property may fail to hold and light cones may fail to be hypersurfaces [3], maximising causal curves may fail to have definite causal character [17], [10], and the future, when defined via locally Lipschitz curves, may fail to be open [11]. Moreover, the example given in Section 6 exemplifies the non-triviality of the question whether given $C^0$-extensions, for example at the Cauchy horizon in the interior of perturbed Kerr back holes [7], are unique.

To the best of the author’s knowledge, the literature result most pertinent to our Theorem 1.1 is found in the beautiful paper [4] by Chruściel.

**Theorem 1.2** (Theorem 3.1 in [4]). Let $M$ be a smooth $d+1$-manifold, $d \geq 2$, and $g_{ab}$ a smooth Lorentz-signature metric thereon. Let $(\hat{M}, \hat{g}_{ab})$ be a smooth $d+1$-manifold with boundary with smooth Lorentz-signature metric, and let $\hat{M} \xrightarrow{\psi} \hat{M}$ be a smooth diffeomorphism into, such that i) $\psi[M] = \hat{M} \setminus \partial \hat{M}$, and ii) the $\psi$-image of $g_{ab}$ is conformal to $\hat{g}_{ab}$. Similarly for $\hat{M}'$, $\hat{g}'_{ab}$, and $\psi'$. Let $I \xrightarrow{\gamma} M$, where $I$ is an open interval in $\mathbb{R}$, be a directed null geodesic in $(M, g_{ab})$ such that $\hat{\gamma} = \psi \circ \gamma$ has future endpoint $p \in \hat{M}$ and $\hat{\gamma}' = \psi' \circ \gamma$ has future endpoint $p' \in \hat{M}'$. We also assume that $\hat{\gamma}$ meets $\partial \hat{M}$, and $\hat{\gamma}'$ meets $\partial \hat{M}'$, transversally. Then there exist open neighbourhoods $U$ of $p$ in $\hat{M}$ and $U'$ of $p'$ in $\hat{M}'$, together with a smooth diffeomorphism $U \xrightarrow{\hat{\phi}} U'$, such that i) $\phi(p) = p'$, and ii) restricted to $U \cap \psi[M]$, $\psi' \circ \psi^{-1} = \phi$.

Although the above theorems are clearly related, there are the following important differences:

1. **Theorem 1.2** is stated in the smooth category. However, it generalises to Lorentzian manifolds for which the metric is at least $C^{1,1}_{\text{loc}}$-regular (Remark 3.4 in [4]). This is a sharp threshold for the null-geodesic-based proof developed in [4]. One of the improvements of Theorem 1.1 is to lower the regularity requirements to $C^{0,1}_{\text{loc}}$ – which is the optimal threshold as shown by our example in Section 6.

2. **Theorem 1.2** is more general than ours in the sense that it also shows the local uniqueness of the extension of the differentiable structure for conformal extensions. Since the statement of Theorem 1.2 for conformal extensions is false in dimension $1+1$ (see Remark 3.2 in [4]), Chruściel’s result is necessarily restricted to $d \geq 2$. Our result only considers isometric extensions and is also valid for $d = 1$.

\*For more related references we refer the interested reader to the introduction of [4].
3. The set-up in [4] is to investigate the uniqueness of the differentiable structure of (conformal) boundary 
extensions which are achieved by attaching a smooth \((C^{k,1}_k, k \geq 2)\) boundary to the original manifold. However, note that this set-up is for example not applicable to the second extension in Figure 1 and, more importantly, to extensions which have a rough boundary. Consider for example an open set in Minkowski spacetime which is bounded by a rough boundary. Is the obvious extension locally unique? This question is still open.

The set-up in this paper is motivated by the problem of understanding the possible extensions of the maximal globally hyperbolic development of initial data for the Einstein equations. Thus we only consider globally hyperbolic Lorentzian manifolds. As already discussed, the future boundary of a globally hyperbolic spacetime in an extension is, in a certain sense, a \(C^{0,1}_0\) hypersurface. This improves on the \(C^{2,1}_2\)-differentiability assumption present in [4]. However, let us emphasise that no differentiability assumption on the boundary has to be made in Theorem 1.1 but it follows that the most general future boundary of a globally hyperbolic spacetime is locally Lipschitz regular.

4. The anchoring curve \(\gamma\) in Theorem 1.1 does not have to be a null geodesic nor does it have to meet the boundary transversally. Indeed, it does not even have to be differentiable at the boundary.

1.3 Further results, outline of paper, and brief outline of proofs

Section 2 recalls the definitions of an extension and that of the future boundary as well as a basic structural result of the future boundary from [19]. We continue in Section 3 with the investigation of the future boundary of globally hyperbolic and time-oriented Lorentzian manifolds \((M, g)\): we show in Proposition 3.5 that one may relax the assumption on the timelikeness as well as on the smoothness of the extension of the curve \(\gamma\), which defines a future boundary point (see page 3 or Definition 2.2), and only demand \(\gamma\) to be causal and to have a continuous extension to the boundary without changing the defined set of future boundary points as long as the extension is at least locally Lipschitz continuous. Example 3.10 shows in particular that this is no longer true if the extension is merely continuous.

Proposition 3.5 now shows that even under this assumption \(\hat{p}\) must be a future boundary point of \(\hat{M}\) and that we can choose future boundary charts \(\tilde{U}\) around \(\tilde{p}\) and \(\hat{U}\) around \(\hat{p}\).

In the next step of the proof of Theorem 1.1 we want to go over from the arbitrary anchoring curve \(\gamma\) to a specific, suitably chosen anchoring curve. The new curve can be chosen say in \(\hat{M}\), but does it still converge to \(\hat{p}\) in \(\hat{M}\)? More broadly this raises the question under what condition two future directed and future inextendible causal curves \(\gamma_1\) and \(\gamma_2\) in \(\hat{M}\) have the same limit points in \(\hat{M}\) (or \(\hat{M}\)). We answer this question completely in Section 5.1 by using a characterisation familiar from the b-boundary construction in terms of the existence of a sequence of connecting curves whose generalised affine length tends to zero (see Propositions 5.1 and 5.7 for the details). The concept of generalised affine length is recalled in Section 4 and some basic, yet fundamental, a priori estimates are obtained on parallel transport under Lipschitz bounds and on the relation of generalised affine length and coordinate length.

---

6 One of the motivations for this problem is for example the question whether the differentiable structure at future null infinity, defined via a conformal extension, is unique.

7 A posteriori Theorem 1.1 shows that it must also extend at least as a \(C^{1,1}_1\)-regular timelike curve.
Theorem 1.1 is proved in Section 5.2. The important step is here the proof of Proposition 5.11, which is actually a stronger result than Theorem 1.1 but has a less concise formulation. It establishes the local equivalence of two anchored extensions \( i : M \to \tilde{M} \) and \( \hat{i} : M \to \hat{M} \) under the assumption that \((\hat{M}, \hat{g})\) is locally Lipschitz continuous, but only requires \((\tilde{M}, \tilde{g})\) to be continuous and in addition to satisfy the following property: the anchoring curve is part of a space-filling family of future directed and future inextendible causal curves in \( M \) which, in \( \tilde{M} \), limit to and fill a small neighbourhood of \( \tilde{p} \) up to the boundary – and, moreover, parallel transport along this space-filling family of causal curves remains continuous (and bounded) in the local coordinates. Thus, the parallel transport of a frame field along this space-filling family of curves encodes the \( C^1 \)-structure of \( \tilde{M} \) at the boundary. One now uses the Lipschitz condition on \( \hat{g} \) to show that 1) the space-filling family of curves is also contained in the future boundary chart \( \hat{U} \) and 2) that the parallel transport of the frame field is also comparable to (encodes) the differentiable structure of \( \hat{M} \). Thus, the parallel transport of an auxiliary frame field (which is invariant under the isometry \( id \)) allows us to bridge between the differentiable structures on \( \tilde{M} \) and \( \hat{M} \) and to show that they are equivalent.

We now come back to the case of two \( C^{0,1} \)-extensions \( i : M \to \tilde{M} \) and \( \hat{i} : M \to \hat{M} \) and the proof of Theorem 1.1. Recall that we chose two future boundary charts \( \bar{U} \) around \( \hat{p} \) and \( \tilde{U} \) around \( \tilde{p} \), where \( \tilde{p} \) and \( \hat{p} \) are limit points of the anchoring curve \( \gamma \). In the chart \( \tilde{U} \) with coordinates \((x_0, x_1, \ldots, x_d) = (x_0, \tilde{r})\) we now go over to the curve of constant \( \tilde{r} = 0 \) which is contained in \( M \) and limits to \( \tilde{p} \). By the results of Section 5.1 mentioned earlier we can take this curve as a new anchoring curve. The space-filling family of future directed and future inextendible causal curves is now taken to be the curves of constant \( \tilde{r} \) in the future boundary chart \( \tilde{U} \). Since \( \hat{g} \) satisfies a local Lipschitz condition one can show that parallel transport along this family of curves remains bounded with respect to the local coordinates \( x^\mu \) and thus the assumptions of Proposition 5.11 are met. Finally, it is shown in Lemma 5.21 that if the two extensions have additional regularity, the extension of \( id \) will also enjoy additional regularity.

In Section 6 we give an example of a 1+1-dimensional cosmological spacetime which is globally hyperbolic and time-oriented and moreover admits two anchored, yet inequivalent, Hölder continuous extensions: the identification map \( id \) extends as a \( C^0 \)-regular map but not as a \( C^1 \)-regular map. This shows that the Lipschitz regularity assumed on the extensions in Theorem 1.1 is, in general, optimal.

Recall that Chruściel’s proof of the local uniqueness of (anchored) conformal boundary extensions in more than two spacetime dimensions, i.e., Theorem 1.2, is based on null geodesics. In Appendix A.1 we give a proof of the local uniqueness of anchored (isometric) extensions which are sufficiently smooth (at least \( C^2 \)) which is based on timelike geodesics and valid in all spacetime dimensions. On the one hand this provides an easier method of proof than the one presented based on parallel transport of a frame field if the extensions are smooth enough. On the other hand we show in Appendix A.2 how this method can be employed in other settings: we answer a question by JB Manchak in the affirmative as to whether the only possible (smooth) extension of an inextendible Lorentzian manifold with one point removed is the restoration of this point.
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\[8\] Proposition 5.11 is a key step in future work on the \( C^{0,1}_{loc} \)-inextendibility of weak null singularities without any symmetry assumption.
2 Preliminaries

In this paper the regularity of timelike and causal curves will always be stated explicitly; that is, there is no implicit assumption that timelike curves have to be smooth, piecewise $C^1$, locally Lipschitz or similarly. For a smooth curve to be timelike the velocity has to be timelike everywhere; for a piecewise $C^1$-curve to be timelike the velocity has to be timelike everywhere and at points of discontinuity it has to lie in the same connected component of the timelike double cone; for a locally Lipschitz curve to be timelike the velocity has to be timelike almost everywhere – and similarly for causal curves. The timelike future $I^+$ is defined with respect to smooth curves. In this paper all metrics are at least $C^0$, and thus this definition agrees with the ones for piecewise $C^1$ or ‘locally uniformly timelike’ curves, see [3], [11], [9]. If the metric is at least locally Lipschitz continuous $I^+$ can also be defined with respect to locally Lipschitz timelike curves; otherwise the so defined set might be strictly larger.

Furthermore, the causal future $J^+$ is defined with respect to locally Lipschitz causal curves. Note that for smooth metrics this agrees with the definition using smooth causal curves [5].

**Definition 2.1.** Let $(M, g)$ be a Lorentzian manifold[9] and let $\Gamma$ be a regularity class, for example $\Gamma = C^k$ with $k \in \mathbb{N} \cup \{\infty\}$ or $\Gamma = C_{\text{loc}}^0$. A $\Gamma$-extension of $(M, g)$ consists of a smooth isometric embedding $\iota : M \hookrightarrow \tilde{M}$ of $M$ into a Lorentzian manifold $(\tilde{M}, \tilde{g})$ of the same dimension as $M$ where $\tilde{g}$ is $\Gamma$-regular and such that $\partial \iota(M) \subseteq \tilde{M}$ is non-empty.

If $(M, g)$ admits a $\Gamma$-extension, then we say that $(M, g)$ is $\Gamma$-extendible, otherwise we say $(M, g)$ is $\Gamma$-inextendible.

Note that the boundary $\partial \iota(M) \subseteq \tilde{M}$ can in general be very rough and certainly $\partial \iota(M) \cup \iota(M)$ does not need to have the structure of a manifold with boundary. In the following we single out a certain subset of boundary points which, in the case of $(M, g)$ being globally hyperbolic, can be shown to have more structure; see the proposition below.

**Definition 2.2.** Let $(M, g)$ be a time-oriented Lorentzian manifold with $g \in C^0$ and let $\iota : M \hookrightarrow \tilde{M}$ be a $C^0$-extension of $M$. The future boundary of $M$ is the set $\partial^+ \iota(M)$ consisting of all points $\tilde{p} \in \tilde{M}$ such that there exists a smooth timelike curve $\tilde{\gamma} : [-1, 0] \rightarrow \tilde{M}$ such that $\Im(\tilde{\gamma}|_{[-1, 0]}) \subseteq \iota(M)$, $\tilde{\gamma}(0) = \tilde{p} \in \partial \iota(M)$, and $\iota^{-1} \circ \tilde{\gamma}|_{[-1, 0]}$ is future directed in $M$.

Clearly we have $\partial^- \iota(M) \subseteq \partial \iota(M)$. The past boundary $\partial^- \iota(M)$ is defined analogously.

The next proposition is found in [19], Proposition 2.2.

**Proposition 2.3.** Let $\iota : M \hookrightarrow \tilde{M}$ be a $C^0$-extension of a time-oriented globally hyperbolic Lorentzian manifold $(M, g)$ with $g \in C^0$ and with Cauchy hypersurface $\Sigma$ – and let $\tilde{p} \in \partial^+ \iota(M)$. For every $\delta > 0$ there exists a chart $\tilde{\varphi} : \tilde{U} \rightarrow (-\varepsilon_0, 0) \times (-\varepsilon_1, \varepsilon_1)^d = : R_{\varepsilon_0, \varepsilon_1}$, $\varepsilon_0, \varepsilon_1 > 0$ with the following properties

i) $\tilde{p} \in \tilde{U}$ and $\tilde{\varphi}(p) = (0, \ldots, 0)$

ii) $|\tilde{g}_{\mu\nu} - m_{\mu\nu}| < \delta$, where $m_{\mu\nu} = \text{diag}(-1, 1, \ldots, 1)$

iii) There exists a Lipschitz continuous function $f : (-\varepsilon_1, \varepsilon_1)^d \rightarrow (-\varepsilon_0, 0)$ with the following property:

\[
\{(x_0, \vec{x}) \in (-\varepsilon_0, 0) \times (-\varepsilon_1, \varepsilon_1)^d \mid x_0 < f(\vec{x})\} \subseteq \tilde{\varphi}(I^+(\Sigma, M) \cap \tilde{U})
\]  \hspace{1cm} (2.4)

and

\[
\{(x_0, \vec{x}) \in (-\varepsilon_0, 0) \times (-\varepsilon_1, \varepsilon_1)^d \mid x_0 = f(\vec{x})\} \subseteq \tilde{\varphi}(\partial^+ \iota(M) \cap \tilde{U}) .
\]  \hspace{1cm} (2.5)

\[9\]Note that in these references our convention of the definition of the timelike future is denoted by $I^+$.

\[10\]All manifolds are assumed to be smooth (cf. Remark 2.2 in [21]). For the definition of a $\Gamma$-extension it makes sense to assume that the metric $g$ is at least $\Gamma$-regular.
Moreover, the set on the left hand side of (2.5), i.e. the graph of \( f \), is achronal\(^{11}\) in \((-\varepsilon_0, \varepsilon_0) \times (-\varepsilon_1, \varepsilon_1)^d\).

**Remark 2.6.**

1. Given a future boundary point \( \tilde{p} \), we call a chart as above a future boundary chart. A chart around some point \( \tilde{p} \) in a Lorentzian manifold with a continuous metric which satisfies only i) and ii) is called a near-Minkowskian chart.

2. The proof of Proposition 2.3, found in [19], shows that if \( \tilde{\gamma} : [-1,0] \rightarrow \tilde{M} \) is a smooth timelike curve such that \( \tilde{\gamma}(0) = \tilde{p} \in \partial^+\iota(M) \) and with \( \tilde{\gamma}||[-1,0] \) being contained in \( \iota(M) \) and being future directed there, then the boundary chart can be chosen such that, after a possible restriction and reparametrisation of \( \tilde{\gamma} \), we have \((\tilde{\varphi} \circ \tilde{\gamma})(s) = (s,0,\ldots,0)\) for \( s \in (-\varepsilon_0,0] \). In particular \( \tilde{\gamma} \) is ultimately contained below the graph of \( f \).

In particular the future boundary is open in the sense that around every future boundary point one can find a future boundary chart as in the proposition such that all points on the graph of \( f \) are also future boundary points. Let us also remark that for \( C^0 \)-extensions the assumption that the timelike curve is smooth and timelike at the boundary point is crucial. If one defined the set of future boundary points just as limit points of smooth future directed timelike curves, then the set would be strictly larger in general and Proposition 2.3 does not hold, see Example 3.10. However, for \( C^0_{\text{loc}} \)-extensions, it is shown in Proposition 3.5 that one can relax the assumption on the smoothness and timelikeness of the timelike curve \( \tilde{\gamma} : [-1,0] \rightarrow \tilde{M} \) at \( s = 0 \) and just require continuity, i.e., \( \lim_{s \rightarrow 0} \tilde{\gamma}(s) = \tilde{p} \), without enlarging the so-defined set.

## 3 On the definition of the future boundary

Let \((M,g)\) be a spacetime and \(\iota_i : M \hookrightarrow \tilde{M}_i, i = 1,2\), two extensions thereof. Assume there is a future boundary point \(\tilde{p}_1 \in \partial^+\iota(M) \subset \tilde{M}_1\) together with a smooth timelike curve \(\tilde{\sigma}_1 : [-1,0] \rightarrow \tilde{M}_1\) such that \(\tilde{\sigma}_1||[-1,0]\) maps as a future directed timelike curve into \(\iota(M)\) and \(\tilde{\sigma}_1(0) = \tilde{p}_1\). Then \(\sigma := \iota_1^{-1} \circ \tilde{\sigma}_1||[-1,0]\) is a smooth and future directed timelike curve in \(M\). In general, it does not need to have a future limit point in the second extension \(\tilde{M}_2\). But even if it has a future limit point \(\tilde{\sigma}_2 := \lim_{s \rightarrow 0} (\tilde{\sigma}_2 \circ \sigma)(s)\), it is not clear whether \(\tilde{p}_2 \in \partial^+\iota_2(M)\) -- and if this should be the case as well, whether \(\sigma\) extends then as a smooth timelike curve to \(\tilde{p}_2\).

In this section we address the first question: We show more generally, that as long as the extension \(\iota : M \hookrightarrow \tilde{M}\) is locally Lipschitz, a future limit point in \(\tilde{M}\) of a future inextendible timelike curve \(\sigma : [-1,0] \rightarrow M\) is automatically a future boundary point. We also show that this property fails for merely continuous extensions. Moreover, we further prove that for locally Lipschitz extensions one can also relax the condition of the curve being timelike to it being causal.

We start with the case of smooth extensions which will be used as an auxiliary result.

**Lemma 3.1.** Let \((M,g)\) be a smooth time-oriented and globally hyperbolic Lorentzian manifold and let \(\iota : M \hookrightarrow \tilde{M}\) be a smooth extension. Let \(\gamma : [-1,0] \rightarrow M\) be a future directed and future inextendible causal \(C^1\)-curve such that \(\lim_{s \rightarrow 0} (\iota \circ \gamma)(s) := \tilde{p} \in \partial_+ \iota(M)\) exists. Then there is a smooth timelike geodesic \(\tilde{\sigma} : [-1,0] \rightarrow \tilde{M}\) with \(\tilde{\sigma}||[-1,0]\) mapping into \(\iota(M)\) as a future directed timelike geodesic and \(\tilde{\sigma}(0) = \tilde{p}\). In particular \(\tilde{p} \in \partial^+\iota(M)\) and there exists a boundary chart as in Proposition 2.3 such that \(\iota \circ \gamma\) is ultimately contained\(^{12}\) in \(\{(x_0, z) \in (-\varepsilon_0, \varepsilon_0) \times (-\varepsilon_1, \varepsilon_1)^d \mid x_0 < f(z)\}\).

\(^{11}\)With respect to smooth timelike curves.

\(^{12}\)I.e., there exists \(s_0 \in [-1,0]\) such that \(\iota \circ \gamma\)(\((s_0, 0)\)) is contained in the following set. Moreover, for the sake of brevity, we have omitted here the application of \(\tilde{\varphi}^{-1}\) to the set. This identification is understood tacitly here as it is also in other parts of the paper.
Proof. Let \( \hat{V} \subseteq \hat{M} \) be a convex neighbourhood of \( \hat{p} \). After making \( \gamma \) shorter if needed we can assume that \( \hat{\gamma} := \iota \circ \gamma : [-1,0) \to \hat{M} \) is completely contained in \( \hat{V} \) – and by adding a timelike piece to the past we can assume that in a small neighbourhood of \( \hat{\gamma}(-1) \) the curve is timelike. We pick a Cauchy hypersurface \( \Sigma \) of \( M \) with \( \gamma(-1) \in I^+(\Sigma, M) \). First note that by the closedness of \( J^+(\hat{\gamma}(-\frac{1}{2}), \hat{V}) \) relative to \( \hat{V} \) we have \( \hat{p} \in J^+(\hat{\gamma}(-1), \hat{V}) \). By the push-up property we then have \( \hat{p} \in I^+(\hat{\gamma}(-1), \hat{V}) \).

We extend \( \hat{\gamma} \) to \([-1,0] \) by setting \( \hat{\gamma}(0) := \hat{p} \). Note that \( \hat{\gamma} \) is in general not differentiable at \( 0 \) (and if it is, it might be null there). Consider the family of timelike geodesics \( \hat{\sigma}_s(t) := \exp_{\hat{\gamma}(-1)} (t \exp_{\hat{\gamma}(-1)} [\gamma(s)]) \) for \( t \in [0,1] \) and \( s \in (-1,0] \).

**Claim:** For all \( s \in (-1,0] \) the geodesics \( \hat{\sigma}_s|_{[0,1]} \) map into \( \iota(M) \).

To prove the claim we consider

\[
A := \{ s \in (-1,0] \mid \hat{\sigma}_s([0,1]) \subseteq \iota(M) \quad \text{for all} \quad s' \leq s \} .
\]

By the openness of \( \iota(M) \) we have for all \( s' \) close enough to \( -1 \) that \( \hat{\sigma}_s([0,1]) \subseteq \iota(M) \) – and thus in particular \( A \neq \emptyset \). Moreover, for \( s' \in (-1,0) \) with \( \hat{\sigma}_s([0,1]) \subseteq \iota(M) \) we first note that indeed \( \hat{\sigma}_s([0,1]) \subseteq \iota(M) \) since \( \hat{\sigma}_s(1) = \hat{\gamma}(s') \) – and by the compactness of \( \hat{\sigma}_s([0,1]) \subseteq \iota(M) \) and the openness of \( \iota(M) \) we obtain that also \( \hat{\sigma}_{s'}([0,1]) \subseteq \iota(M) \) for slightly larger \( s' < s'' \). It thus follows that we must have either \( A = (-1,0) \) or \( A = (-1,s_0) \) with \( -1 < s_0 \leq 0 \). The first case would prove the claim; thus we now rule out the second case.

Assuming the second case, there is then \( t_0 \in (0,1) \) with \( \hat{\sigma}_{s_0}(t_0) \notin \iota(M) \). We lead this to a contradiction to the global hyperbolicity of \((M,g)\) by constructing a past inextendible timelike curve \( \beta \) in \( M \) which is completely contained in \( I^+(\Sigma, M) \), cf. Figure 3 below. Although the idea is simple, the implementation is comparatively lengthy. We first note that for all \( s' \in A \) we actually have \( \hat{\sigma}_{s'}([0,1]) \subseteq \iota(I^+(\Sigma, M)) \) since \( \hat{\gamma}(-1) \in \iota(I^+(\Sigma, M)) \). We now choose hyperboloidal normal coordinates at \( \hat{\gamma}(-1) \): we choose an orthonormal basis \( \{e_0,e_1,\ldots,e_d\} \) of \( T_{\hat{\gamma}(-1)}\hat{V} \) which gives us coordinates \( \mathbb{R}^{d+1} \ni x^\mu \mapsto x^\mu e_\mu \in T_{\hat{\gamma}(-1)}\hat{V} \) for \( T_{\hat{\gamma}(-1)}\hat{V} \).

Setting \( -\tau^2 := m_{\mu
u}x^\mu x^\nu \) on \( I^+_m(0,\mathbb{R}^{d+1}) \), where \( m_{\mu\nu} = \mathrm{diag}(-1,1,\ldots,1) \), we obtain \( -\tau d\tau = -x^0dx^0 + x^i dx^i \) and \( \mathrm{grad}_m \tau = -\frac{1}{2}(x^0\partial_0 + x^i \partial_i) \). Note that \( \mathrm{grad}_m \tau \) is radial. Consider the hypersurfaces \( \{ \tau = \text{const}, \; x^0 > 0 \} \), choose smooth global coordinates \( y^i \) on one of these level sets and extend them to all of \( I^+_m(0,\mathbb{R}^{d+1}) \) by requiring \( 0 = \mathrm{grad}_m \tau(y^i) \). This gives us coordinates \( \tau, y^i \) on \( I^+_m(0,\mathbb{R}^{d+1}) \cong I^+_{\gamma(-1)}(0, T_{\hat{\gamma}(-1)}\hat{V}) \). Note that by construction \( \mathrm{grad}_m \tau \sim \partial_\tau \). Moreover, we have \( \mathrm{grad}_m \tau(\tau) = m^{-1}(d\tau, d\tau) = -1 \) which gives \( \mathrm{grad}_m \tau = -\partial_\tau \).

A suitable restriction of the \( (\tau,y^i) \)-coordinate domain ensures that it is contained in the domain of \( \exp_{\hat{\gamma}(-1)} \) which then gives us the hyperboloidal normal coordinates \( (\tau,y^i) \) on \( I^+(\hat{\gamma}(-1), \hat{V}) \). Moreover, it follows from the Gauss lemma that

\[
\hat{\gamma} = -d\tau^2 + \hat{g}_{ij}(\tau,y^k) \, dy^i \otimes dy^j .
\]
Since $\gamma$ is causal and $\tau$ is a time function on its domain of definition, we can reparametrise $\gamma$ by $\tau$, i.e.,

$$\gamma_{\tau p}(\tau) = (\tau, \gamma_{\tau p}^i(\tau)) = \gamma(s(\tau))$$

with $\tau = \gamma^+(s)$ and $s(\tau) = (\gamma^+)^{-1}(\tau)$ being $C^1$. In $(\tau, y^i)$-coordinates $\bar{\sigma}_s$ is given by $\bar{\sigma}_s(t) = (t \cdot \tau(s), \gamma_{\tau p}^i(\tau(s)))$. For $t \in (t_0, 1]$ and $\varepsilon > 0$ sufficiently small we define in these coordinates

$$\hat{\beta}_\varepsilon(t) := \left(t \cdot [\tau(s_0) - \varepsilon(t - t_0)], \gamma_{\tau p}^i(\tau(s_0) - \varepsilon(t - t_0))\right).$$

Clearly, this is a family of $C^1$ curves depending on $\varepsilon > 0$. We compute

$$\hat{\beta}_\varepsilon'(t) = \left((\tau(s_0) - 2\varepsilon t + \varepsilon t_0) \partial_\tau - \varepsilon \left(\frac{d}{d\tau}\gamma_{\tau p}^i(\tau(s_0) - \varepsilon(t - t_0))\right) \partial_{y^i}\right). \quad (3.2)$$

First note that this family of curves is contained in the set ruled by the timelike geodesics $\{\bar{\sigma}_s \mid -1 < s < s_0\}$ — and thus in particular in $\iota(I^+(\Sigma, M))$ by definition of $s_0$.

Secondly, note that for all $\varepsilon > 0$ sufficiently small, and since $t_0 \in (0, 1)$, the family of curves $\hat{\beta}_\varepsilon$ is contained in a compact $(\tau, y^i)$-coordinate set. Hence, on this set we have $|\tilde{g}_{ij}| \leq C$ by the continuity of the metric in these coordinates.

And finally note that the causality of $\hat{\gamma}$ and the fact that $\gamma_{\tau p}^i[\tau(s_0) - \varepsilon(1 - t_0), \tau(s_0)]$ is contained in a compact coordinate neighbourhood gives the uniform bound

$$1 \geq \tilde{g}_{ij}(\tau, \gamma_{\tau p}^k(\tau)) \frac{d}{d\tau}\gamma_{\tau p}^i(\tau) \cdot \frac{d}{d\tau}\gamma_{\tau p}^j(\tau) \geq |\gamma_{\tau p}^i(\tau)|^2 \in R^d$$

for all $\tau \in \tau(s_0) - \varepsilon(1 - t_0), \tau(s_0))$ with $c > 0$. Taking all this into account we obtain from (3.2)

$$\tilde{g}(\hat{\beta}_\varepsilon'(t), \hat{\beta}_\varepsilon'(t)) \leq (\tau(s_0))^2 + C\varepsilon + C\varepsilon^2.$$

Since $\tau(s_0) > 0$ it follows that for $\varepsilon > 0$ sufficiently small $\hat{\beta}_\varepsilon$ is a timelike curve in $\iota(I^+(\Sigma, M))$. Pulling it back to $M$, it is also immediate that it is past inextendible. This gives the contradiction to the global hyperbolicity of $(M, g)$ and thus proves the claim.

The smooth timelike curve $\sigma_0$ now shows that $\hat{p}$ is indeed in $\partial^+\iota(M)$. Thus by Proposition 2.3 and Remark 2.6 there exists a boundary chart such that $\sigma_0|_{[0,1]}$ is ultimately contained below the graph of $f$. It remains to show that $\gamma$ is also ultimately contained below the graph of $f$. Let $W \subseteq M$ be a neighbourhood of $\hat{p}$ which is contained in $\tilde{V}$ as well as in the boundary chart. Clearly, $\gamma$ is ultimately contained in $\tilde{W}$ and our construction shows that each point on $\gamma \cap \tilde{W}$ can be connected to a point on $\sigma_0 \cap \tilde{W}$ by a curve in $\tilde{W}$ which is entirely contained in $\iota(M)$. This shows that $\sigma_0$ and $\gamma$ lie ultimately in the same connected component of $\iota(M)$ in the boundary chart, that is, below the graph of $f$. \hfill $\Box$

**Remark 3.4.** 1. The smoothness of the extension in Lemma 3.1 is assumed in order to obtain that the curve $\sigma_0$ is smooth at $\hat{p}$. Recall from Definition 2.2 that this is required for $\hat{p}$ to be a future boundary point.

If one only assumes $g, \tilde{g} \in C^2$, then the proof goes through to yield a timelike geodesic $\sigma_0$ which leaves $\iota(M)$ and is $C^1$ (indeed $C^3$) at $\hat{p}$: the exponential map is in $C^1$ and thus the hyperboloidal normal coordinates are also $C^1$. Thus, the metric components $\tilde{g}_{\mu\nu}$ in these coordinates are $C^0$, which is what is chiefly needed for the proof. One could then go on showing that if there is a timelike curve leaving $\iota(M)$ at $\hat{p}$ and which is moreover $C^1$ at $\hat{p}$, then $\hat{p}$ is indeed a future boundary point according to Definition 2.2. This being said however, note that Lemma 3.1 is only used as an auxiliary lemma for the more general Proposition 3.5.

---

13The reason for the reparametrisation is to ensure a uniform bound on the derivative of $\gamma$ near its future endpoint $\hat{p}$, cf. 3.3 below.
2. A desirable statement to have would be that, under the assumptions of Lemma 3.1, there is a small neighbourhood \( \tilde{V} \subseteq M \) of \( \tilde{p} \) such that \( I^{-}(\tilde{p}, \tilde{V}) \subseteq \iota(M) \). If this statement were known a priori, the proof of Lemma 3.1 would be immediate. The statement follows a posteriori from Proposition 2.3 once it is established that \( \tilde{p} \in \partial^{+}(\iota(M)) \).

Note that if one assumes the extension \( \iota : M \rightarrow \tilde{M} \) to be time-oriented as well and such that for every \( \tilde{q} \in \tilde{M} \setminus \iota(M) \) we have \( I^{+}(\tilde{q}, \tilde{M}) \cap \iota(M) = \emptyset \), then the desired statement is immediate. The complication that has to be circumvented in the general case is that there might not be a neighbourhood of \( \tilde{p} \) that is disjoint from any Cauchy hypersurface, cf. Remark 2.7 in [19].

3. Let us also remark that the assumption of global hyperbolicity of \((M, g)\) in Lemma 3.1 cannot be dropped, which is clear from the example in Figure 4 in which the boundary point \( \tilde{p} \) can only be reached by timelike curves which become null at \( \tilde{p} \).

Figure 4: Consider the shaded part of 1 + 1-dimensional Minkowski spacetime, where the left boundary is given by a timelike curve which becomes null at \( \tilde{p} \).

The following proposition, which is based on Lemma 3.1, shows that Lemma 3.1 remains true for local Lipschitz extensions.

**Proposition 3.5.** Let \((M, g)\) be a time-oriented and globally hyperbolic Lorentzian manifold with \( g \in C^{0,1}_{\text{loc}} \) and let \( \iota : M \rightarrow \tilde{M} \) be a \( C^{0,1}_{\text{loc}} \)-extension. Let \( \gamma : [-1, 0) \rightarrow M \) be a future directed and future inextendible causal \( C^{1} \)-curve such that \( \lim_{s \rightarrow 0} (\iota \circ \gamma)(s) = : \tilde{p} \in \partial^{+}(\iota(M)) \) exists. Then \( \tilde{p} \in \partial^{+}(\iota(M)) \) and there exists a boundary chart as in Proposition 2.3 such that \( \iota \circ \gamma \) is ultimately contained in \( \{(x_{0}, \tilde{x}) \in (-\varepsilon_{0}, \varepsilon_{0}) \times (-\varepsilon_{1}, \varepsilon_{1})^{d} \mid x_{0} < f(\tilde{x})\} \).

**Proof.**

**Step 0:** Let \( \tilde{\varphi} : \tilde{U} \rightarrow (-\tilde{\varepsilon}, \tilde{\varepsilon})^{d+1} \) be a near-Minkowskian neighbourhood centred at \( \tilde{p} \) with \( |\tilde{g}_{\mu\nu}(\tilde{x}) - m_{\mu\nu}| < \delta \), where \( 0 < \delta < \frac{1}{4} \), and with \( \text{Lip}(\tilde{g}_{\mu\nu}) \leq A \). Without loss of generality we can assume that \( \tilde{\gamma} := \iota \circ \gamma \) is completely contained in \( \tilde{U} \). Moreover, since \( \tilde{x}^{0} \) is a time-function on \( \tilde{U} \), we can reparameterise \( \tilde{\gamma} \) by \( \tilde{x}^{0} \) to obtain another \( C^{1} \)-parameterisation of \( \tilde{\gamma} \) in which the curve is Lipschitz with respect to the Euclidean metric associated to the coordinates \( \tilde{x}^{\mu} \). Thus, without loss of generality, we can assume that \( \tilde{\gamma} : [-\mu_{0}, 0) \rightarrow \tilde{U} \) is \( C^{1} \) and causal with \( \tilde{\gamma}^{0}(s) = 1 \) and \( ||\tilde{\gamma}(s)||_{\tilde{x}^{d+1}} \leq 1 \) for all \( s \in [-\mu_{0}, 0) \). Also recall that \( \lim_{s \rightarrow 0} \tilde{\gamma}(s) = \tilde{p} \).

**Step 1:** We now follow the construction in Lemma 1.15 in [3] to construct a ‘locally uniformly timelike curve’ in \( \iota(M) \) with limit point \( \tilde{p} \). We set
\[
\tilde{\Gamma}_{\varepsilon}(s) = \begin{pmatrix} \tilde{\gamma}^{0}(s) - \varepsilon f(s) \\ \tilde{\gamma}^{i}(s) \end{pmatrix},
\]
where
\[
\tilde{\gamma}^{0}(s) := \begin{pmatrix} \tilde{\gamma}^{0}(s) \\ \tilde{\gamma}^{i}(s) \end{pmatrix},
\]
for \( s \in [-\mu_{0}, 0) \).

---

14 That is \( |\tilde{g}_{\mu\nu}(\tilde{x}) - \tilde{g}_{\mu\nu}(\tilde{y})| \leq A \cdot ||\tilde{x} - \tilde{y}||_{\tilde{x}^{d+1}} \) for all \( \mu, \nu \in \{0, \ldots, d\} \) and \( \tilde{x}, \tilde{y} \in (-\tilde{\varepsilon}, \tilde{\varepsilon})^{d+1} \).
where $\varepsilon > 0$ and $f$ will be chosen such that $f(0) = 0$ and $f(s) \geq 0$, cf. Figure[3]. We estimate
\[
\hat{g}_{\tilde{\Gamma}_\varepsilon(s)} (\dot{\tilde{\Gamma}}_\varepsilon(s), \dot{\tilde{\Gamma}}_\varepsilon(s)) = \left[ \left( \hat{g}_{\tilde{\Gamma}_\varepsilon(s)} \right)_{\mu \nu} - (\hat{g}_{\tilde{\Gamma}_\varepsilon(s)})_{\mu \nu} \right] \dot{\tilde{\Gamma}}_\varepsilon^\mu(s) \dot{\tilde{\Gamma}}_\varepsilon^\nu(s) + (\hat{g}_{\tilde{\Gamma}_\varepsilon(s)}) (\dot{\tilde{\gamma}}(s) - \varepsilon \dot{f}(s) \partial_\varepsilon) \frac{T(s)}{(s)} - \varepsilon \dot{f}(s) \partial_\varepsilon \frac{\partial_0(s)}{(s)} - \varepsilon \dot{f}(s) \partial_0(s)
\]
\[
\leq (d + 1)^2 \Lambda \hat{g}(\tilde{\gamma}(s) - \varepsilon \dot{f}(s)) ||g_{\tilde{\gamma}}||_{\mathcal{G}_{d+1}} + ||\dot{\tilde{\Gamma}}_\varepsilon||_{\mathcal{G}_{d+1}}^2
\]
\[
+ \hat{g}_{\tilde{\gamma}}(\dot{\tilde{\gamma}}(s), \dot{\tilde{\gamma}}(s)) - 2 \varepsilon \dot{f}(s) \hat{g}_{\tilde{\gamma}}(\dot{\tilde{\gamma}}(s), \partial_\varepsilon) + \varepsilon^2 (\dot{f}(s))^2 \hat{g}_{\tilde{\gamma}}(\partial_\varepsilon, \partial_\varepsilon)
\]
\[
\leq (d + 1)^2 \Lambda \cdot \varepsilon f(s) \cdot 2 \left( ||\dot{\tilde{\gamma}}||_{\mathcal{G}_{d+1}}^2 + \varepsilon^2 (\dot{f}(s))^2 \right) - 2 \varepsilon \dot{f}(s) \hat{g}_{\tilde{\gamma}}(\dot{\tilde{\gamma}}(s), \partial_\varepsilon)
\]
\[
\leq \varepsilon \dot{f}(s) A(s) + \varepsilon f(s) B(s) + \varepsilon^3 f(s) (\dot{f}(s))^2 C
\]
with
\[
A(s) = 2 ||\hat{g}_{\tilde{\gamma}}(\dot{\tilde{\gamma}}(s), \partial_\varepsilon) ||
\]
\[
B(s) = 2 (d + 1)^2 \Lambda ||\dot{\tilde{\gamma}}||_{\mathcal{G}_{d+1}}^2
\]
\[
C = 2 (d + 1)^2 \Lambda.
\]

Note that $A(s)$ and $B(s)$ are continuous and uniformly bounded away from 0 and $+\infty$ on $[-\mu_0, 0]$\[15] Setting
\[
f(s) := \int_0^s \frac{1}{A(t)} \exp \left( \int_0^t \frac{B(s)}{A(s)} dt \right) ds = \int_0^s \frac{1}{A(t)} \exp \left( \int_0^t \frac{B(s)}{A(s)} dt \right) ds,
\]
which is a solution of $\dot{f}(s) A(s) + f(s) B(s) = -1$ and $f(0) = 0$, we have that $f \geq 0$, $f \in C^0([-\mu_0, 0]) \cap C^1([-\mu_0, 0])$, and $\dot{f}$ is uniformly bounded on $[-\mu_0, 0]$. In particular $\dot{\tilde{\Gamma}}_\varepsilon$ is $C^1$ on $[-\mu_0, 0]$.

It follows that
\[
\hat{g}_{\tilde{\Gamma}_\varepsilon(s)} (\dot{\tilde{\Gamma}}_\varepsilon(s), \dot{\tilde{\Gamma}}_\varepsilon(s)) \leq -\varepsilon + \varepsilon^3 f(s) (\dot{f}(s))^2 C.
\]
Choosing $\varepsilon_0 > 0$ small enough we obtain that $\dot{\tilde{\Gamma}}_\varepsilon(s)$ is contained in $\tilde{U}$ and
\[
\hat{g}_{\tilde{\Gamma}_\varepsilon(s)} (\dot{\tilde{\Gamma}}_\varepsilon(s), \dot{\tilde{\Gamma}}_\varepsilon(s)) \leq -\frac{1}{2} \varepsilon \quad \text{for all } 0 \leq \varepsilon \leq \varepsilon_0.
\]
(3.6)

After making $\varepsilon_0$ even smaller if necessary we can moreover guarantee that
\[
\left[ \tilde{\gamma}_0^0(-\mu_0) - \varepsilon_0 \dot{f}(s), \tilde{\gamma}_0^0(-\mu_0) \right] \times \{ \tilde{\gamma}_0^3(-\mu_0) \} \subseteq (\varepsilon, \varepsilon)^{d+1} \quad \text{is contained in } \iota(M).
\]
(3.7)

Note that $\dot{\tilde{\Gamma}}_{\varepsilon_0}(s) = \dot{\tilde{\gamma}}(s) - \varepsilon_0 \dot{f}(s) \partial_\varepsilon$ is uniformly bounded in $|| \cdot ||_{\mathcal{G}_{d+1}}$ on $[-\mu_0, 0]$ and thus it follows from \[3.6\] that the tangent is uniformly bounded away from the light cone. In the same way as in Lemma 1.15 and Proposition 1.2 from \[3\] it follows that there is a smooth Lorentzian metric\[16\] $\hat{g} \preceq \hat{g}$ on $\tilde{M}$ such that $\tilde{\Gamma}_{\varepsilon_0} : [-\mu_0, 0] \to \tilde{U}$ is timelike with respect to $\hat{g}$.

**Step 2:** We now show that $\{ (\tilde{\gamma}_0^0(s), -\varepsilon \dot{f}(s), \tilde{\gamma}_0^3(s)) \in (-\varepsilon, \varepsilon)^{d+1} \mid s \in [-\mu_0, 0], 0 \leq \varepsilon \leq \varepsilon_0 \}$ is contained in $\iota(M)$ using a similar method as in the proof of Lemma 3.1.

Let $\Sigma$ be a Cauchy hypersurface of $M$ with $\iota^{-1}(\tilde{\Gamma}_{\varepsilon_0}(-\mu_0)) \in I^+(\Sigma, M)$. Let
\[
A := \left\{ s \in [-\mu_0, 0] \mid [\tilde{\gamma}_0^0(s), -\varepsilon \dot{f}(s), \tilde{\gamma}_0^3(s)] \times \{ \tilde{\gamma}_0^3(s) \} \subseteq \iota(M) \quad \text{for all } -\mu_0 \leq s \leq s' \leq 0 \right\}.
\]
By \[3.7\], the compactness of $[\tilde{\gamma}_0^0(s'), -\varepsilon \dot{f}(s), \tilde{\gamma}_0^3(s')] \times \{ \tilde{\gamma}_0^3(s') \}$, and the openness of $\iota(M)$, it follows firstly that $A$ is non-empty, and, moreover, that if $s' \in A$, then we also have $s'' \in A$ for all $s''$ a little larger than

\[15\] To see that $A(s)$ is uniformly bounded away from 0, let $\tilde{\gamma}(s)$ be an ONB along $\tilde{\gamma}$ with $e_0(s) \sim \partial_0$. Thus, $\hat{g}(\tilde{\gamma}(s), e_0)$ is uniformly bounded. Thus, assuming to the contrary $\hat{g}(\tilde{\gamma}(s), e_0) \to 0$, then $\hat{\gamma}^\mu(s) \to 0$, contradicting our parametrisation $\tilde{\gamma}_0^0(s) = 1$.

\[16\] Here, $\hat{g} \preceq \hat{g}$ means that the causal cones of $\hat{g}$ are contained in those of $\hat{g}$.  

Thus, \( A \) must be of the form \([-\mu_0, s_0)\) with \(-\mu_0 < s_0 \leq 0\). Assuming that \( s_0 \) is strictly smaller than 0, there exists then \( 0 < \varepsilon_1 \leq \varepsilon_0 \) such that

\[
(\tilde{\gamma}^0(s_0) - \varepsilon_1 f(s_0), \tilde{\gamma}^i(s_0)) \notin \iota(M) .
\] (3.8)

First note that we have indeed

\[
\bigcup_{-\mu_0 \leq s < s_0} \left[ \tilde{\gamma}^0(s) - \varepsilon_0 f(s), \tilde{\gamma}^0(s) \right] \times \{ \tilde{\gamma}^i(s) \} \subseteq \iota(I^+(\Sigma, M)) ,
\] (3.9)

since \( \tilde{\Gamma}_{\varepsilon_0} \) is future directed timelike and \( \partial_0 \) is so, too. Now consider the family of curves

\[
\tilde{\beta}_\lambda(\varepsilon) := \left( \tilde{\gamma}^0(s_0 - \lambda(\varepsilon_1 - \varepsilon)) - \varepsilon f(s_0), \tilde{\gamma}^i(s_0 - \lambda(\varepsilon_1 - \varepsilon)) \right) \text{ with } \lambda > 0 \text{ and } \varepsilon \in [0, \varepsilon_1).
\]

We have

\[
\tilde{\beta}_\lambda(\varepsilon) = \left[ \lambda \tilde{\gamma}^0(s_0 - \lambda(\varepsilon_1 - \varepsilon)) - f(s_0) \right] \partial_0 + \lambda \tilde{\gamma}^i(s_0 - \lambda(\varepsilon_1 - \varepsilon)) \partial_i .
\]

Since \( ||\tilde{\gamma}||_{\mathbb{R}^{d+1}} \lesssim 1 \) and \( f(s_0) > 0 \) we can fix \( \lambda_0 > 0 \) small enough such that \( \tilde{\beta}_{\lambda_0} : [0, \varepsilon_1) \to \tilde{U} \) is a past directed timelike curve. By (3.9) its image under \( \iota^{-1} \) is contained in \( I^+(\Sigma, M) \) and clearly it is past inextendible in \( M \) by (3.8). This contradicts the global hyperbolicity of \((M, g)\) and thus we must have \( s_0 = 0 \).

**Step 3:** Note that it follows in particular from Step 2 that \( \tilde{\Gamma}_{\varepsilon_0} : [-\mu_0, 0) \to \tilde{U} \) maps into \( \iota(M) \) with \( \lim_{s \to 0} \Gamma_{\varepsilon_0}(s) = \tilde{p} \) and, moreover, by the construction in Step 1, it is \( C^1 \). We now consider the smooth Lorentzian manifold \((M, \iota^* \tilde{g})\) which is also globally hyperbolic since the causal cones of \( \iota^* \tilde{g} \) are contained in those of \( g \). Moreover, \((\tilde{M}, \tilde{g})\) is a smooth extension of \((M, \iota^* \tilde{g})\). We can now apply Lemma 3.1 to infer that there exists a smooth \( \tilde{\gamma} \)-timelike curve \( \tilde{\sigma} : [-1, 0) \to \tilde{M} \) with \( \tilde{\sigma}|_{[-1, 0)} \) being future directed in \( \iota(M) \) and \( \tilde{\sigma}(0) = \tilde{p} \). Since \( \tilde{g} < \tilde{\tilde{g}} \), this curve is also \( \tilde{\tilde{g}} \)-timelike. We can now forget about the metric \( \tilde{\tilde{g}} \) and apply Proposition 2.3 to \((M, g)\) and \((\tilde{M}, \tilde{g})\) to obtain a boundary chart with \( \tilde{\sigma}|_{[-1, 0)} \) and \( \tilde{\Gamma}_{\varepsilon_0} \) being ultimately contained below the graph of \( f \). Finally, by Step 2, \( \tilde{\Gamma}_{\varepsilon_0} \) and \( \iota \circ \gamma \) are ultimately contained in the same connected component of \( \iota(M) \) in the boundary chart which shows that \( \iota \circ \gamma \) is ultimately contained below the graph of \( f \).

The following example is instructive since it provides a counterexample to various statements about merely continuous extensions. In particular it shows that the analogue of Proposition 3.5 for merely continuous extensions does not hold.

**Example 3.10.** We consider \( \mathbb{R}^2 \) with the canonical coordinates \((x, y)\) and the family of curves \([0, \frac{1}{2}] \ni s \mapsto (s, s^\alpha)\) with \( \alpha > 1 \). The velocity vector is given by \( \partial_x + \alpha s^{\alpha - 1} \partial_y \). We want to turn those curves into null
curves of a Lorentzian metric on a subset of $\mathbb{R}^2$. Moreover, on the curves the relation $\alpha = \frac{\log x}{\log y}$ holds so that the vector field $L := \partial_x + \frac{y \log y}{x \log x} \partial_y$, defined on

$$M := \{(x, y) \in \mathbb{R}^2 \mid x^3 < y < x^2 \text{ and } 0 < x < \frac{1}{2}\},$$

is tangent to the family of curves. We also set $L := \partial_y$ and define the inverse of a smooth Lorentzian metric on $M$ by

$$g^{-1} := -[L \otimes L + L \otimes L] = -[\partial_x \otimes \partial_y + \partial_y \otimes \partial_x] - 2 \frac{y \log y}{x \log x} \partial_y \otimes \partial_y.$$

It thus follows that

$$g = 2 \frac{y \log y}{x \log x} dx^2 - [dx \otimes dy + dy \otimes dx]$$

and the vector fields $L$ and $L$ are null by construction.

We now construct a $C^0$-extension $\iota : M \rightarrow \mathbb{R}^2_{x, y}$. We extend $L$ continuously to $\mathbb{R}^2_{x, y}$ by

$$\tilde{L} := \begin{cases} \partial_x + \frac{y \log y}{x \log x} \partial_y & \text{for } x^3 \leq y \leq x^2 \text{ and } 0 < x < \frac{2}{3} \\ \partial_x + 3x^2 \partial_y & \text{for } -\infty < y \leq x^3 \text{ and } 0 < x < \frac{2}{3} \\ \partial_x + 2x \partial_y & \text{for } x^2 \leq y < \infty \text{ and } 0 < x < \frac{2}{3} \\ \partial_x & \text{for } x \leq 0 \end{cases}$$

and set $\tilde{L} := \partial_y$ on $\mathbb{R}^2_{x, y}$. Then $\tilde{g}^{-1} := -[\tilde{L} \otimes \tilde{L} + \tilde{L} \otimes \tilde{L}]$ defines the inverse of a continuous Lorentzian metric on $\mathbb{R}^2_{x, y}$ which, under the canonical inclusion map $\iota : M \rightarrow \mathbb{R}^2_{x, y}$, furnishes a $C^0$-extension of $(M, g)$. We fix the time orientation by stipulating that $\tilde{L}$ and $\tilde{L}$ are future directed.

Figure 6: The points $(0, 0)$ and $(1, 1)$ lie in $\partial_t(M)$ but not in $\partial^- t(M)$.

Consider the point $(\frac{1}{2}, \frac{1}{8})$. Its past is delineated by the left going null curve which goes to 0 and the right going null curve which goes straight down. Along the right going null curve, at the point $(\frac{1}{2}, \frac{1}{8})$, we switch to the left going null directed null curve which catches up with the other left and past going null curve at the origin! This set delineates $M$.

Firstly, let us note that $(M, g)$ is globally hyperbolic: since we know the exact form of the null geodesics it is easy to see that $J^+(p, M) \cap J^-(q, M)$ is compact for all $p, q \in M$. Furthermore, we do have that $y$ is strictly increasing along every future directed causal curve, which implies causality. These two conditions are sufficient for global hyperbolicity, see [1].
One can also show that the curve \( (0, \frac{1}{2}) \ni s \mapsto \Sigma(s) = (s, s^2 - s^3) \) parametrises a Cauchy hypersurface. A direct computation gives
\[
g(\tilde{\gamma}(s), \tilde{\gamma}(s)) = 2s^2 + 2s(1-s) \frac{\log(1-s)}{\log s} > 0 \quad \text{for} \ 0 < s < \frac{1}{2},
\]
which shows that it is spacelike. It is also achronal. Let now \( q \in M \) be a point above \( \Sigma \). Then the left and past directed null curve starting at \( q \) is of the form \( s \mapsto (s, s^\alpha) \) with \( 2 < \alpha < 3 \). Comparing asymptotics in \( s \), this shows that the past of \( q \) cuts out a compact portion of \( \Sigma \), i.e., any past inextendible causal curve has to intersect \( \Sigma \). Similarly, it is easily seen that if \( q \) lies below \( \Sigma \), the future of \( q \) cuts out a compact portion of \( \Sigma \) and thus any future inextendible curve has to intersect \( \Sigma \).

Secondly, consider the curve \( (0, \frac{1}{2}) \ni s \mapsto \gamma(s) = (s, s^3 + s^4) \). A direct computation yields
\[
g(\dot{\gamma}(s), \dot{\gamma}(s)) = -2s^3 + 2s^2(1+s) \frac{\log(1+s)}{\log s} < 0 \quad \text{for} \ 0 < s < \frac{1}{2}
\]
which shows that \( \gamma \) is a smooth timelike curve in \( M \) with \( \lim_{s \to 0} (i \circ \gamma)(s) = (0,0) \). And while it extends as a smooth curve to \( \tilde{M} \), it does not extend as a smooth timelike curve to \( \tilde{M} \), since it is null at the origin. It can be easily shown that indeed any smooth and future directed timelike curve in \( \tilde{M} \), which starts at \( (0,0) \), cannot directly enter \( i(M) \). Thus the origin is not a past boundary point of \( i(M) \). This shows that for globally hyperbolic \( C^0 \)-extensions it does make a difference whether one defines the future/past boundary with respect to smooth timelike curves in \( \tilde{M} \) or just as limit points of smooth timelike curves in \( M \). Thus, the analogue of Proposition 3.5 for \( C^0 \)-extensions is false. Moreover, note that the point \( (0,0) \) in this example shows that Proposition 2.3 would not hold if one defined the future/past boundary just as limit points of smooth timelike curves in \( M \).

Finally, let us remark that in the language of \([3]\) the spacetime \( (\mathbb{R}^2_{x<\frac{1}{2}}, \tilde{g}) \) has a causal bubble at \( (0,0) \). Using the terminology from \([3]\) it is an example of a spacetime in which the future of a point (here: the origin) with respect to ‘locally uniformly timelike curves’ (smooth timelike curves) is a strict subset of the future with respect to locally Lipschitz timelike curves\(^{17}\). Another causal bubble with this property was constructed in \([17]\). The example here differs from that in \([17]\) qualitatively in the sense that a continuous family of left going null geodesics all intersect in one point – while in \([17]\) the family of left going null geodesics meet, one by one, on a null curve.

4 Bounding coordinate distance by generalised affine length

Let \((M, g)\) be a Lorentzian manifold with \( g \in C^1 \). In particular, parallel transport is well-defined in this regularity class. We briefly recall the generalised affine parameter along an arbitrary \( C^1 \)-curve \( \mathbb{R} \ni s \mapsto \gamma(s) \in M \). This concept was introduced to general relativity by Schmidt in \([22]\), but see also \([12]\).

Let \( p = \gamma(s_0) \) be a point on \( \gamma \) and let \( \{e_\alpha\}, \alpha \in \{0, \ldots, d\} \), be an orthonormal basis of \( T_p M \). By parallel transport along \( \gamma \) we extend the orthonormal frame to a continuous orthonormal frame field \( I \ni s \mapsto \{e_\alpha(s)\} \) along \( \gamma \). We can now expand \( \dot{\gamma}(s) = \dot{\gamma}^\alpha(s)e_\alpha(s) \) and define the generalised affine parameter \( \tau(s) \coloneqq \int_{s_0}^s \sqrt{\sum_\alpha \dot{\gamma}^\alpha(s)^2 e_\alpha(s)} ds \). It clearly depends on the base point \( p = \gamma(s_0) \) and the choice of orthonormal basis \( \{e_\alpha\} \) of \( T_p M \). The generalised affine parameter length, or for short gap-length, of the curve \( \gamma \) with respect

\(^{17}\)In the notation of \([3]\), which is not used in this paper, that is \( I^+(0, \mathbb{R}^2_{x<\frac{1}{2}}) \subset I^+(0, \mathbb{R}^2_{x<\frac{1}{2}}) \).

\(^{18}\)I.e., we have \( g(e_\alpha, e_\beta) = \eta_{\alpha\beta} \) with \( \eta = \text{diag}(-1,1, \ldots, 1) \).
to the orthonormal basis \( \{ e_\alpha \} \) of \( T_p M \) is then given as

\[
L_{\text{gap},e_\alpha}(\gamma) := \int_I \sqrt{\sum_\alpha \dot{\gamma}_\alpha(s)^2} \, ds .
\]

Let now \( q = \gamma(s_1) \) be another point on \( \gamma \) and \( \{ f_\beta \}, \beta \in \{0, \ldots, d\} \) an orthonormal basis of \( T_q M \) which is extended, by parallel transport, to an orthonormal frame field \( \{ f_\beta(s) \} \) along \( \gamma \). It thus follows that there exists a Lorentz transformation \( L \) with \( e_\alpha(s) = L_\alpha^\beta f_\beta(s) \) for all \( s \in I \). Writing \( \dot{\gamma}(s) = \dot{\gamma}_\alpha(s) e_\alpha(s) = \dot{\gamma}_\beta(s) f_\alpha(s) \) to distinguish the expansion of \( \dot{\gamma} \) with respect to the two frame fields, we obtain \( \dot{\gamma}_\alpha(s) L_\alpha^\beta = \dot{\gamma}_\beta(s) \) and thus

\[
||L^{-1}||^{-1}_{\mathbb{R}^{d+1}} ||\dot{\gamma}_\alpha(s)||_{\mathbb{R}^{d+1}} \leq ||\dot{\gamma}_\beta(s)||_{\mathbb{R}^{d+1}} \leq ||L||_{\mathbb{R}^{d+1}} ||\dot{\gamma}_\alpha(s)||_{\mathbb{R}^{d+1}}
\]

where we have used that the matrix \( L_\alpha^\beta \) is invertible. Hence, we also have

\[
||L^{-1}||^{-1}_{\mathbb{R}^{d+1}} L_{\text{gap}, e_\alpha}(\gamma) \leq L_{\text{gap}, f_\beta}(\gamma) \leq ||L||_{\mathbb{R}^{d+1}} L_{\text{gap}, e_\alpha}(\gamma) .
\]

Thus, although the gap-length of a curve depends on the choice of frame field, any two such choices yield comparable results. Let us remark that the concept of gap-length readily extends to curves which are only piecewise \( C^1 \).

Another take on the gap-length is to consider the coframe field \( \{ \omega^\alpha(s) \} \) which is dual to the parallel frame field \( \{ e_\alpha(s) \} \) along \( \gamma \), i.e., so that we have \( \omega^\beta(s)(e_\alpha(s)) = \delta^\beta_\alpha \). Clearly, \( \{ \omega^\alpha(s) \} \) is also parallel along \( \gamma \). We can then define a Riemannian metric along \( \gamma \) by \( h_{e_\alpha}(s) := \omega^\alpha(s) \otimes \omega^\beta(s) + \cdots + \omega^d(s) \otimes \omega^d(s) \) to obtain \( L_{\text{gap}, e_\alpha}(\gamma) = \int_I \sqrt{h_{e_\alpha}(\dot{\gamma}(s), \dot{\gamma}(s))} \, ds \).

**Lemma 4.2.** Consider an open subset \( V \subseteq \mathbb{R}^{d+1} \) with global canonical coordinates \( x^\mu \) and a \( C^1 \)-regular Lorentzian metric \( g \) which satisfies, in the coordinates \( x^\mu \), the uniform bounds

\[
|g^{\mu\nu}|, |g_{\mu\nu}|, |\partial_{\mu} g_{\nu\rho}| \leq C_g
\]

for all \( \mu, \nu, \kappa \in \{0, \ldots, d\} \) for \( 0 < C_g < \infty \). Let \( p \in V \) and let \( \{ e_\alpha \} \) be an orthonormal basis of \( T_p V \) with \( e_\alpha = e_\alpha^\mu \partial_\mu \) and \( \partial_\mu = (e^{-1})^\mu_\alpha e_\alpha \), where the matrices \( e \) and \( e^{-1} \) are bounded by \( 0 < C_e < \infty \) in operator norm:

\[
||e||_{\mathbb{R}^{d+1}}, ||e^{-1}||_{\mathbb{R}^{d+1}} \leq C_e .
\]

Let \( \gamma := (dx^0)^2 + \ldots + (dx^d)^2 \) be the coordinate Euclidean metric, \( 0 < a < \infty \), and let \( \gamma : [0, a) \to V \) be a piecewise \( C^1 \)-curve starting at \( p = \gamma(0) \) with coordinate length (i.e., with respect to the metric \( \gamma \)) bounded by \( 0 < C_\gamma < \infty \):

\[
L_\gamma(\gamma) \leq C_\gamma .
\]

Let \( e_\alpha(s) \) denote the parallel transport of \( e_\alpha \) along \( s \to \gamma(s) \) and write \( e_\alpha(s) = e_\alpha^\mu(s) \partial_\mu \) and \( \partial_\mu = (e^{-1})^\mu_\alpha(s) e_\alpha(s) \). Then there is a constant \( 0 < B < \infty \) depending only on \( C_g, C_\gamma, C_L \) (and in particular independent of the point \( p \)) such that for the matrices \( e(s) \) and \( e^{-1}(s) \) we have

\[
||e(s)||_{\mathbb{R}^{d+1}}, ||e^{-1}(s)||_{\mathbb{R}^{d+1}} \leq B \quad \text{for all } s \in [0, a) .
\]

In particular, it follows that

\[
B^{-1} \cdot L_{\text{gap}, e_\alpha}(\gamma) \leq L_\gamma(\gamma) \leq B \cdot L_{\text{gap}, e_\alpha}(\gamma) .
\]

\(^{19}\)In the case of \( a < \infty \), the interval on which \( \gamma \) is defined may also be closed.
The result [4.6] can be read as the Riemannian metrics \( \mathcal{g}|_{\gamma(s)} \) and \( h_{\gamma(s)}(s) \) along \( \gamma \) being comparable. For this to hold it is in general needed that the curve \( \gamma \) is of finite coordinate length, cf. Remark 4.11.

**Proof.** Let us first assume that \( \gamma \) is \( C^1 \). We parameterise \( \gamma \) by \( \overline{\gamma} \)-arclength so that we can assume without loss of generality \( \gamma : [0, L_{\overline{\gamma}}(\gamma)) \to V \) with \( \|\dot{\gamma}\|_{\mathbb{R}^{d+1}} = 1 \) and \( L_{\overline{\gamma}}(\gamma) \leq C_L \). The parallel frame \( e_\alpha(s) \) along \( \gamma \) satisfies the parallel transport equation

\[
0 = \frac{D}{ds} X = \frac{d}{ds} X^\mu + \Gamma^\mu_{\rho \sigma} (\gamma(s)) \dot{\gamma}^\rho(s) X^\sigma(s) =: \frac{d}{ds} X^\mu + A^\mu_\sigma(s) X^\sigma(s) ,
\]

where, by (4.3) and \( \|\dot{\gamma}\|_{\mathbb{R}^{d+1}} = 1 \), we have \( \|A(s)\|_{\mathbb{R}^{d+1}} \leq C(C_g) \). A standard Gronwall argument gives for solutions of (4.8)

\[
\|X(s)\|_{\mathbb{R}^{d+1}} \leq \|X(0)\|_{\mathbb{R}^{d+1}} \exp (C(C_g) \cdot s) .
\]

Going over to the matrix formulation

\[
0 = \frac{d}{ds} F^\mu_\kappa(s) + A^\mu_\nu(s) F^\nu_\kappa(s)
\]

of the parallel transport equation (4.8) \( \square \) and prescribing \( F(0)^\mu_\kappa = \text{id}^\mu_\kappa \), we directly obtain from (4.9) for the solution \( F(s) \) the estimate \( \|F(s)\|_{\mathbb{R}^{d+1}} \leq \exp (C(C_g) \cdot s) \). Note that the matrix \( F(s) : \mathbb{R}^{d+1} \to \mathbb{R}^{d+1} \) takes the coordinates of a vector \( X \in T_p M \) as initial conditions and evolves it forward, by parallel transport, to give the coordinate expression of the vector at \( \gamma(s) \). Since linearly independent initial vectors gives rise to linearly independent solutions, the matrix \( F(s) \) is invertible for all \( s \in [0, L_{\overline{\gamma}}(\gamma)) \). It is easily seen that the inverse matrix \( F(s)^{-1} : \mathbb{R}^{d+1} \to \mathbb{R}^{d+1} \) takes the coordinate expression of a vector at \( \gamma(s) \) and evolves it, by parallel transport, back to \( \gamma(0) \). This gives us the bounds

\[
\|F(s)\|_{\mathbb{R}^{d+1}}, \|F(s)^{-1}\|_{\mathbb{R}^{d+1}} \leq \exp (C(C_g) \cdot s) .
\]

Moreover, we have \( e_\alpha^\mu(s) = F^\mu_\kappa(s) e_\alpha^\kappa \) so that (4.6) follows from (4.10) together with (4.5) and (4.4).

Finally note that it follows from \( \dot{\gamma}(s) = \dot{\gamma}^\alpha(s) e_\alpha(s) = \dot{\gamma}^\mu(s) \partial_\mu \) that \( \dot{\gamma}^\mu(s) = \dot{\gamma}^\alpha(s) e_\alpha^\mu(s) \) and \( \dot{\gamma}^\alpha(s) = \dot{\gamma}^\mu(s)(e^{-1})^\mu_\alpha(s) \). Together with (4.6) we obtain for all \( s \)

\[
\|\dot{\gamma}^\mu(s)\|_{\mathbb{R}^{d+1}} \sim \|\dot{\gamma}^\alpha(s)\|_{\mathbb{R}^{d+1}} ,
\]

from which (4.7) follows.

The case of \( \gamma \) being piecewise \( C^1 \) follows analogously. \( \square \)

**Remark 4.11.** The above lemma shows in particular that under the Lipschitz bound (4.3) on the metric the gap-length of a curve cannot blow up in finite coordinate length. However, under the Lipschitz bound, there are curves of finite gap-length which have infinite coordinate length: consider for instance trapped null geodesics which are inextendible but affine incomplete\( ^{20} \) [22] \[23\]. However, for small enough gap-lengths, where the smallness parameter depends on the geometry, the above lemma directly gives such a bound, see the following corollary. This is all that is needed for the purposes of this paper.

**Corollary 4.12.** Under the assumptions of Lemma 4.2 there exists \( \delta = \delta(C_g, C_\varepsilon) \) and \( D = D(C_g, C_\varepsilon) \) such that for any curve \( \gamma \) as in Lemma 4.2 with \( L_{\text{gap},\varepsilon}(\gamma) \leq \delta \) we have \( L_{\overline{\gamma}}(\gamma) \leq D \cdot L_{\text{gap},\varepsilon}(\gamma) \).

**Proof.** We choose \( C_L = 1 \) in Lemma 4.2 to obtain

\[
L_{\overline{\gamma}}(\gamma) \leq B(C_g, C_\varepsilon, 1) \cdot L_{\text{gap},\varepsilon}(\gamma)
\]

\( ^{20} \)Recall that for geodesics the affine parameter is in particular also a generalised affine parameter.
for all $\gamma$ with $L_{T}(\gamma) \leq 1$ and we set $\delta := \frac{1}{2 B(C_{g}, C_{e}, 1)}$. We claim that $D(C_{g}, C_{e}) = B(C_{g}, C_{e}, 1)$ meets the requirement. To show this let now $\gamma$ be a curve with $L_{\text{gap}, e_{n}}(\gamma) \leq \delta$ which we can assume, without loss of generality, to be parametrised by $T$-arc-length, i.e., $\gamma : [0, L_{T}) \to V$. If $L_{T}(\gamma) \leq 1$, then the corollary follows from (4.13). Assuming now $L_{T}(\gamma) > 1$, we consider $\gamma|_{[0,1]}$ and apply (4.13) to obtain the contradiction

$$1 = L_{T}(\gamma|_{[0,1]}) \leq B \cdot L_{\text{gap}, e_{n}}(\gamma|_{[0,1]}) \leq B \cdot L_{\text{gap}, e_{n}}(\gamma) \leq \frac{1}{2}.$$  

This proves the corollary. \hfill \Box

5 Lipschitz extensions

5.1 Controlling the $C^{0}$-structure of the extension

Proposition 5.1. Let $(M, g)$ be a Lorentzian manifold with $g \in C^{1}$ and let $\iota : M \to \hat{M}$ be a $C^{0,1}_{\text{loc}}$-extension. Let $\gamma_{i} : [-1,0) \to M$ be two $C^{1}$-curves, $i = 1, 2$, where $\gamma_{1}$ is a causal curve and $\gamma_{2}$ has finite gap-length. Let $e_{n}^{(i)}$ be a parallel orthonormal frame field along $\gamma_{i}$, for $i = 1, 2$. Moreover, let $s_{n}, t_{n} \in [-1,0)$ be two sequences with $\lim_{n \to \infty} s_{n} = \lim_{n \to \infty} t_{n}$ and $\sigma_{n} : [0,1] \to M$ piecewise $C^{1}$-curves from $\gamma_{1}(s_{n})$ to $\gamma_{2}(t_{n})$ such that $L_{\text{gap}, e_{n}^{(1)}}(\sigma_{n}) \to 0$ for $n \to \infty$ and such that, when parallelly propagating $e_{n}^{(1)}$ along $\sigma_{n}$, the Lorentz transformations relating $e_{n}^{(1)}|_{\sigma_{n}(1)}$ and $e_{n}^{(2)}|_{\gamma_{2}(t_{n})}$ are uniformly bounded in $n \in \mathbb{N}$.

Now, if $\lim_{s \to 0}(\iota \circ \gamma_{1})(s) \in \hat{M}$ exists, then so does $\lim_{s \to 0}(\iota \circ \gamma_{2})(s) \in \hat{M}$ exist and we have $\lim_{s \to 0}(\iota \circ \gamma_{1})(s) = \lim_{s \to 0}(\iota \circ \gamma_{2})(s)$.

![Figure 8: The set-up of Proposition 5.1.](image)

Proof. Let $\bar{\rho} := \lim_{s \to 0}(\iota \circ \gamma_{1})(s)$ and let $\hat{\rho} : \hat{M} \supseteq \bar{U} \to (\rho_{0}, \epsilon_{0}) \times (\rho_{1}, \epsilon_{1})$ be a near-Minkowskian neighbourhood of $\bar{\rho}$ with coordinates $\bar{\rho}^{\mu}$ and uniform bounds $|\bar{g}^{\mu\nu}|$, $|\bar{g}_{\mu\nu}|$, $|\text{Lip}(\bar{g}_{\mu\nu})| \leq C_{\bar{g}}$ (and $\bar{g}_{\mu\nu}$ being close enough to the Minkowski metric $g_{\mu\nu}$ such that $\bar{x}^{0}$ is in particular a time function). Note that in the open region $\bar{U} \cap \iota(M)$, where the metric is in $C^{1}$, we have $|\partial_{\nu} g_{\mu\nu}| \leq C_{\bar{g}}$. Without loss of generality assume that $\gamma_{1}$ is future directed in $\bar{U}$ and completely contained in $\bar{U}$. It follows from $\gamma_{1}$ being causal (e.g. by parametrisation $\gamma_{1}$ by the $\bar{x}^{0}$-coordinate) that $\gamma_{1}$ is of finite coordinate length in $\bar{U} \cap \iota(M)$. We can now apply Lemma 4.2 to $\bar{U} \cap \iota(M)$ and $\gamma_{1}$ to obtain, from (4.6), that

$$\|e^{(1)}\|_{\mathbb{R}^{d+1}} \leq B \quad \text{along } \gamma_{1}. \quad (5.2)$$

Moreover, it follows from (4.1) and the assumption that $e_{n}^{(1)}|_{\sigma_{n}(1)}$ and $e_{n}^{(2)}|_{\gamma_{2}(t_{n})}$ are related by uniformly bounded Lorentz transformations that there exists $C_{L} > 0$ such that

$$L_{\text{gap}, e_{n}^{(1)}}|_{\sigma_{n}(1)}(\gamma_{2}(t_{n}, 0)) \leq C_{L} \cdot L_{\text{gap}, e_{n}^{(2)}}|_{\gamma_{2}(t_{n})}(\gamma_{2}(t_{n}, 0)) \quad \text{holds for all } n \in \mathbb{N}. \quad (5.3)$$

To be more precise, one should write $\hat{\gamma}_{1} := \iota \circ \gamma_{1}$, but we are slightly lax here – and in the following – and identify objects in $(M, g)$ with those in $(\iota(M), \bar{g}_{\iota(M)})$.\hfill \Box
We are now ready to show \( \lim_{s \to 0}(t \circ \gamma_2)(s) = \bar{p} \). Let \( \varepsilon > 0 \) and let \( B_{\overline{\gamma}, \varepsilon}(\bar{p}) \subseteq \bar{U} \) be the coordinate ball of radius \( \varepsilon \) in \( \bar{U} \). We now apply Corollary 4.12 to the open subset \( \bar{U} \cap \iota(M) \) of \( \bar{U} \) to obtain a \( \delta > 0 \) and a \( D > 0 \) such that for all curves \( \tau \) starting on \( \gamma_1 \) and mapping into \( \bar{U} \cap \iota(M) \), with \( L_{\text{gap}, e_n}(\tau) \leq \delta \), we have

\[
L_{\overline{\gamma}}(\tau) \leq D \cdot L_{\text{gap}, e_n}(\tau). \tag{5.4}
\]

Note here that although \( \delta \) and \( D \) depend on \( C_e \) in Corollary 4.12 by (5.2) \( C_e \) can be chosen uniformly for \( e_n \) along \( \gamma_1 \). Let now \( n_0 \) be large enough such that \( \gamma_1([s_{n_0},0]) \subseteq B_{\overline{\gamma}, \varepsilon}(\bar{p}) \) and \( n_1 \geq n_0 \) large enough such that

\[
L_{\text{gap}, e_n}(\sigma_{n_1}) < \min\left\{ \frac{\varepsilon}{4D}, \frac{\delta}{2} \right\}
\]

\[
L_{\text{gap}, e_n}(\gamma_2|_{[t_{n_1},0]}) < \min\left\{ \frac{\varepsilon}{4C_L \cdot D}, \frac{\delta}{2C_L} \right\}.
\]

It then follows from (5.3) that \( L_{\text{gap}, e_n}(\gamma_2|_{[t_{n_1},0]} \ast \sigma_{n_1}) \leq \min\left\{ \frac{\varepsilon}{2D}, \frac{\delta}{2} \right\} \)

Thus, by (5.4) we obtain

\[
L_{\overline{\gamma}}(\gamma_2|_{[t_{n_1},0]} \ast \sigma_{n_1}) \leq D \cdot L_{\text{gap}, e_n}(\gamma_2|_{[t_{n_1},0]} \ast \sigma_{n_1}) < \frac{\varepsilon}{2}
\]

and hence \( \gamma_2([t_{n_1},0]) \subseteq B_{\overline{\gamma}, \varepsilon}(\bar{p}) \) as desired.

\[ \square \]

**Remark 5.6.**

1. Note that, in contrast to the scenario depicted in Figure 5, \( \bar{p} = \lim_{s \to 0}(t \circ \gamma_1)(s) \) does not have to lie in the boundary \( \partial_1(M) \) – it could also lie in \( \iota(M) \simeq M \). However, the case of it lying in the boundary is the most relevant for the remainder of the paper.

2. Let us assume in addition \( M \) to be time-oriented and globally hyperbolic, and \( \gamma_1 \) to be future directed. Then, in the case of \( \bar{p} = \lim_{s \to 0}(t \circ \gamma_1)(s) \in \partial_1(M) \) lying on the boundary, we can choose the near-Minkowskian neighbourhood \( \bar{U} \) in the above proof to be a future boundary chart \( \bar{\varphi} : \bar{U} \to (\varepsilon_0, \varepsilon_0) \times (\varepsilon_1, \varepsilon_1)^d \) around the future boundary point \( \bar{p} \) by Propositions 2.4 and 3.7 such that \( t \circ \gamma_1 \) lies eventually below the graph of the graphing function \( f \). It then follows from (5.5) that \( t \circ \gamma_2|_{[t_{n_1},0]} \ast \sigma_{n_1} \) also maps into \( B_{\overline{\gamma}, \varepsilon}(\bar{p}) \subseteq \bar{U} \) and thus \( t \circ \gamma_2 \) has to lie eventually in the same connected component of \( \iota(M) \cap \bar{U} \), that is, below the graph of \( f \).

3. The reader familiar with the \( b \)-boundary construction by Schmidt (22); see also (4), (8) will recognise that Proposition 5.1 is inspired by this construction.

4. Given a spacetime \( (M, g) \) and an extension \( \iota : M \hookrightarrow \hat{M} \) it is often of interest to know whether two given inextendible causal curves \( \gamma_1, \gamma_2 \) in \( M \) leave for \( \hat{M} \) through the same boundary point in \( \partial_1(M) \subseteq \hat{M} \). Proposition 5.1 provides a convenient sufficient criterion to answer that question for Lipschitz extensions. The next proposition shows that the criterion is also necessary for Lipschitz extensions.

Let us also remark that methods for ensuring that \( \gamma_1 \) and \( \gamma_2 \) leave through the same boundary point, and which are based on causal homotopies, have already been developed in earlier work, see the proof of Theorem 4.3 in (21). The advantage of those methods is that they even apply to \( C^0 \)-extensions. However, the criterion given in Proposition 5.1 is easier to implement in practise (provided the extension is Lipschitz regular).

**Proposition 5.7.** Let \( (M, g) \) be a time-oriented and globally hyperbolic Lorentzian manifold with \( g \in C^1 \) and let \( \iota : M \hookrightarrow \hat{M} \) be a \( C^{0,1} \)-extension. Let \( \bar{p} \in \partial^+\iota(M) \) be a future boundary point and let \( \bar{\varphi} : \bar{U} \to (-\varepsilon_0, \varepsilon_0) \times (-\varepsilon_1, \varepsilon_1)^d \) be a boundary chart as in Proposition 2.3 with coordinates \((x^0, x^1, \ldots, x^d) = (x^0, \underline{x})\)

\[ \underline{x} \]

\[ \text{Here, } \ast \text{ denotes the concatenation of curves. The resulting curve is piecewise } C^1. \]

\[ \text{Note that a priori } \gamma_2|_{[t_{n_1},0]} \ast \sigma_{n_1} \text{ does not need to map into } \bar{U}, \text{ which is a prerequisite for applying (5.4). But since it starts in } \bar{U} \text{ the below bound shows that it cannot leave } \bar{U}. \]
and Lipschitz continuous graphing function \( f : (-\varepsilon_1, \varepsilon_1)^d \to (-\varepsilon_0, \varepsilon_0) \) with Lipschitz constant \( C_f \). Since the extension is locally Lipschitz we can, in addition to the bound \( |g_{\mu\nu} - m_{\mu\nu}| < \delta \) from Proposition 2.3, also assume \( |\text{Lip}(\tilde{g}_{\mu\nu})| \leq C_g \) after making the chart slightly smaller if necessary. Denote by \( \tilde{U}_\subset := \{ (x_0, z) \in \tilde{U} | x_0 < f(z) \} \subseteq u(M) \) the region below the graph of \( f \).

Let now \( \tilde{\gamma}_i : [-1,0) \to \tilde{U}_\subset, \ i = 1, 2 \), be two future directed causal \( C^1 \)-curves with \( \lim_{s \to 0} \tilde{\gamma}_1(s) = \lim_{s \to 0} \tilde{\gamma}_2(s) \in \text{graph}(f) \subseteq \tilde{U} \). Then \( \tilde{\gamma}_i, \ i = 1, 2 \), have finite gap-length and there exists a sequence of curves \( \tilde{\sigma}_n : [0,1] \to \tilde{U}_\subset \) as in Proposition 5.2.

More precisely, there exist sequences \( s_n, t_n \in [-1,0) \) with \( s_n, t_n \to 0 \) for \( n \to \infty \) and a sequence of piecewise \( C^1 \)-curves \( \tilde{\sigma}_n : [0,1] \to \tilde{U}_\subset \) from \( \tilde{\gamma}_1(s_n) \) to \( \tilde{\gamma}_2(t_n) \) such that, if \( \tilde{c}_n^{(1)} \) denote parallel orthonormal frame fields along \( \tilde{\gamma}_i \), we have \( L_{\text{gap}, \tilde{c}_n^{(1)}}(\tilde{\sigma}_n) \to 0 \) for \( n \to \infty \) and, when parallely propagating \( \tilde{c}_n^{(1)} \) along \( \tilde{\sigma}_n \), the Lorentz transformations relating \( \tilde{c}_n^{(1)}|_{\tilde{\sigma}_n(1)} \) and \( \tilde{c}_n^{(2)}|_{\tilde{\gamma}_2(t_n)} \) remain uniformly bounded in \( n \in \mathbb{N} \).

Proof. The causal curves \( \tilde{\gamma}_i \) can be parametrised by the time function \( x^0 \) on \( \tilde{U} \). It follows that they have finite coordinate length and thus the finiteness of their gap-lengths follows directly from (4.7) in Lemma 4.2. Moreover, (4.6) in Lemma 4.2 also gives that the parallel and orthonormal frame fields \( \tilde{c}_n^{(1)} \) along \( \tilde{\gamma}_i, \ i = 1, 2 \), remain uniformly bounded

\[
||\tilde{c}_n^{(1)}||_{\mathbb{R}^{d+1}}, ||(\tilde{c}_n^{(1)})^{-1}||_{\mathbb{R}^{d+1}} \leq C.
\]

(5.8)

Let now \( s_n, t_n \in [-1,0) \) be two sequences with \( \lim_{n \to \infty} s_n = 0 = \lim_{n \to \infty} t_n \). We claim that since \( \tilde{U}_\subset \) is a Lipschitz domain we can find piecewise smooth curves \( \tilde{\sigma}_n : [0,1] \to \tilde{U}_\subset \) with \( \tilde{\sigma}_n(0) = \tilde{\gamma}_1(s_n) \) and \( \tilde{\sigma}_n(1) = \tilde{\gamma}_2(t_n) \) and

\[
L_{\tilde{\sigma}}(\tilde{\sigma}_n) \leq C \cdot d_{\tilde{\sigma}, \tilde{\gamma}}(\tilde{\gamma}_1(s_n), \tilde{\gamma}_2(t_n)) .
\]

(5.9)

This will be shown below but is also a well-known property of Lipschitz domains. Assuming it for the time being it follows directly from (5.8), (5.9) and Lemma 4.2 that \( L_{\text{gap}, \tilde{c}_n^{(1)}}(\tilde{\sigma}_n) \to 0 \) for \( n \to \infty \). Using in addition (4.6) it follows that the Lorentz transformations relating the parallely propagated frame \( \tilde{c}_n^{(1)} \) along \( \tilde{\sigma}_n \) and \( \tilde{c}_n^{(2)} \) remain uniformly bounded in \( n \in \mathbb{N} \).

It remains to show the claim. Let \( y = (y^0, y) \) and \( z = (z^0, z) \) lie in \( \tilde{U}_\subset \). If \( y = z \) then we can just connect the points by the vertical (shortest) curve which is also contained in \( \tilde{U}_\subset \) and satisfies (5.9) with \( C = 1 \). Thus, we now assume \( y \neq z \) and we set

\[
s_0 := \frac{y^0 - z^0 + C_f ||y - z||_{\mathbb{R}^d}}{2C_f ||y - z||_{\mathbb{R}^d}} .
\]

We now define the piecewise smooth curve \( \tilde{\sigma} \) by

\[
[0,1] \ni s \mapsto \tilde{\sigma}(s) = \begin{cases} y^0 - s \cdot C_f ||y - z||_{\mathbb{R}^d} & \text{for } 0 \leq s \leq s_0 \\ y^0 - s_0 \cdot C_f ||y - z||_{\mathbb{R}^d} + (s - s_0) \cdot C_f ||y - z||_{\mathbb{R}^d} & \text{for } s_0 \leq s \leq 1 \end{cases}
\]

It is easily checked that \( \tilde{\sigma}(0) = y \) and \( \tilde{\sigma}(1) = z \). Moreover, each smooth piece \( \tilde{\sigma} \) has (negative) slope \( C_f \) and thus, since \( y \) and \( z \) lie below the graph of \( f \), so does all of \( \tilde{\sigma} \). We have

\[
\dot{\tilde{\sigma}}(s) = \left( \frac{\pm C_f ||y - z||_{\mathbb{R}^d}}{z - y} \right)
\]

and thus \( L_{\tilde{\sigma}}(\dot{\tilde{\sigma}}) = ||y - z||_{\mathbb{R}^d} \sqrt{1 + C_f^2} \leq \sqrt{1 + C_f^2} \cdot ||y - z||_{\mathbb{R}^d+1} \), which shows the claim. \( \square \)

Although not needed for the remainder of this paper, let us remark that if the \( C_{\text{loc}}^{0,1} \)-extension is in addition time-oriented then the formulation of the above proposition can be simplified:

\( ^{24} \text{I.e., we have } |f(x) - f(y)| \leq C_f \cdot ||x - y||_{\mathbb{R}^d} \text{ for all } x, y \in (-\varepsilon_1, \varepsilon_1)^d . \)
Corollary 5.10. Let \((M, g)\) be a time-oriented and globally hyperbolic Lorentzian manifold with \(g \in C^1\) and let \(\iota : M \hookrightarrow \hat{M}\) be a \(C^0\)\(_{\text{loc}}\)-extension which is also time-oriented. Let \(\gamma_i : [-1, 0) \to M, i = 1, 2,\) be two future directed causal \(C^1\)-curves with \(\lim_{s \to -0}(\iota \circ \gamma_1)(s) = \lim_{s \to -0}(\iota \circ \gamma_2)(s) \in \hat{M}\). Then \(\gamma_i, i = 1, 2,\) have finite gap-length and there exists a sequence of curves \(\sigma_n : [0, 1] \to M\) as in Proposition 5.7.

The most interesting case covered by the corollary is of course \(\lim_{s \to -0}(\iota \circ \gamma_1) = \lim_{s \to -0}(\iota \circ \gamma_2) \in \partial_t(M)\).

Proof. Without loss of generality we can assume that the isometric embedding \(\iota\) preserves the time-orientation.

We will only discuss the case \(\lim_{s \to -0}(\iota \circ \gamma_1) = \lim_{s \to -0}(\iota \circ \gamma_2) \in \partial_t(M)\). The case of \(\lim_{s \to -0} \gamma_1 = \lim_{s \to -0} \gamma_2 \in M\) is treated similarly but is simpler – we leave the details to the reader.

By Proposition 3.5 we have that \(\tilde{\rho} := \lim_{s \to -0}(\iota \circ \gamma_1)(s)\) lies in \(\partial^+ \iota(M)\) and that there is a boundary chart \(\hat{\varphi} : \hat{U} \to (-\varepsilon_0, \varepsilon) \times (-\varepsilon_1, \varepsilon_1)^d\) such that \(\iota \circ \gamma_1\) lies eventually below that graph of \(f\). The corollary follows from Proposition 5.7 if we can show that \(\hat{\gamma}_2 := \iota \circ \gamma_2\) also lies eventually below the graph of \(f\). To this effect we make the following

Claim: \(J^- (\hat{\rho}, \hat{U})\) does not contain any points lying above the graph of \(f\).

Let us accept the claim for the moment. Since \(\hat{\gamma}_2\) is a locally Lipschitz future directed causal curve converging to \(\hat{\rho}\) it must eventually lie in \(J^- (\hat{\rho}, \hat{U})\). Since \(\hat{\gamma}_2\) maps into \(\iota(M)\), it cannot lie on the graph of \(f\). Thus the claim entails that \(\hat{\gamma}_2\) must ultimately map into the region of \(\hat{U}\) below the graph of \(f\) – which concludes the proof.

To prove the claim, let us denote by \(\hat{U}_<\) and \(\hat{U}_>\) the points in \(\hat{U}\) lying below and above the graph of \(f\), respectively. Suppose now there was \(\hat{\rho} \in J^- (\hat{\rho}, \hat{U}) \cap \hat{U}_>\). Since \(\hat{U}_>\) is open and the push-up property holds for \(C^0\)\(_{\text{loc}}\)-regular metrics (see [3]) there is also \(\hat{\tilde{\tau}} \in I^- (\hat{\rho}, \hat{U}) \cap \hat{U}_>\). Thus, we can find a smooth past directed timelike curve starting at \(\hat{\rho}\) and going to \(\hat{\tilde{\tau}}\) – and by concatenating it with the smooth and past directed timelike curve with tangent \(-\partial_0\), which has to intersect graph \(f\), we have thus constructed a piecewise smooth timelike curve starting and ending on the graph of \(f\). This contradicts the achronality of graph \((f)\) known from Proposition 2.3.

Note that Corollary 5.10 does not hold if one drops the assumption of \((\hat{M}, \hat{g})\) being time-orientable. This follows from the example given in Figure 9.

![Figure 9](image)

Figure 9: Drawn is a subset of \(1 + 1\)-dimensional Minkowski spacetime. The extension \(\hat{M}\) is constructed by adding and identifying the bold boundaries such that \(\gamma_1\) and \(\gamma_2\) have the same limit point in \(\hat{M}\).

5.2 Controlling the \(C^1\)-structure of the extension

Let us agree that if \(\hat{\varphi} : \hat{U} \to (-\varepsilon_0, \varepsilon_0) \times (-\varepsilon_1, \varepsilon_1)^d\) is a future boundary chart as in Proposition 2.3 then we denote by \(\hat{U}_<\) all the points of \(\hat{U}\) lying strictly below the graph of \(f\) and with \(\hat{U}_<\) all the points of \(\hat{U}\) lying on or below the graph of \(f\).

Proposition 5.11. Let \((M, g)\) be a time-oriented and globally hyperbolic Lorentzian manifold with \(g \in C^1\), \(\iota : M \hookrightarrow \hat{M}\) a \(C^0\)-extension, and \(\iota : M \hookrightarrow \hat{M}\) a \(C^0\)\(_{\text{loc}}\)-extension. Moreover, let \(\hat{\rho} \in \partial^+ \iota(M)\) and \(\hat{\varphi} : \hat{U} \to (-\varepsilon_0, \varepsilon_0) \times (-\varepsilon_1, \varepsilon_1)^d\) be a future boundary chart around \(\hat{\rho}\) as in Proposition 2.3.

We assume the existence of a map \(\Phi : \mathbb{R}^{d+1} \supseteq D \to \hat{U}\) with the following properties:
\[ D = \{(z_0, \tilde{z}) \in \mathbb{R}^{d+1} \mid \tilde{z} \in B^d_\rho(0), \ 0 \leq z_0 \leq \tilde{F}(\tilde{z})\}, \] where \( B^d_\rho(0) \) denotes the coordinate ball of radius \( \rho \) around 0 in \( \mathbb{R}^d \) for some \( \rho > 0 \), and \( \tilde{F} : B^d_\rho(0) \to (0, \infty) \) is some continuous function. We also set \( D_< = \{(z_0, \tilde{z}) \in \mathbb{R}^{d+1} \mid \tilde{z} \in B^d_\rho(0), \ 0 \leq z_0 < \tilde{F}(\tilde{z})\}. \]

- \( \Phi|_{D_<} \) is a diffeomorphism onto its image and \( \Phi \) is a homeomorphism onto its image.

- The family of curves \([0, \tilde{F}(\tilde{z})) \ni z_0 \mapsto \tilde{\gamma}_z(z_0) := \Phi(z_0, \tilde{z}) \) maps into \( \tilde{U}_< \) for all \( \tilde{z} \in B^d_\rho(0) \) and, under \( \tilde{\gamma}_z^{-1}|_{\tilde{U}(\tilde{z})} : \tilde{U}(\tilde{z}) \to \tilde{M} \), they correspond to future directed and future inextendible causal curves in \( \tilde{M} \). The components of the velocity vector \( \partial_\tilde{z} \Phi(u, \tilde{z}) \) with respect to the coordinates of the future boundary chart are uniformly bounded on \( D_< \). Moreover, we have \( \Phi(\tilde{F}(0), 0) = \tilde{p} \).

- There exists a continuous orthonormal frame field \( \tilde{e}_\alpha \) on \( \Phi(D) \subseteq \tilde{U} \) which is parallel along \( \tilde{\gamma}_z \) for all \( \tilde{z} \in B^d_\rho(0) \).

Now, if \( \lim_{z_0 \to \tilde{F}(0)}(\text{id} \circ \tilde{\gamma}_0)(z_0) =: \hat{p} \) exists in \( \tilde{M} \), where \( \text{id} := \text{id} \circ \tilde{\gamma}_z^{-1}|_{\tilde{U}(\tilde{z})} : \tilde{M} \supseteq \tilde{U}(\tilde{z}) \to \tilde{M} \) is the identification map, then there exists a future boundary chart \( \tilde{\varphi} : \tilde{U} \to (-\varepsilon_2, \varepsilon_2) \times (-\varepsilon_3, \varepsilon_3)^d \) around \( \hat{p} \) and neighbourhoods \( \tilde{W} \subseteq \tilde{U} \) of \( \hat{p} \) and \( \tilde{W}_\leq \subseteq \tilde{U} \) of \( \hat{p} \) such that

\[
\text{id}|_{\tilde{W}_<} : \tilde{W}_< \to \tilde{W}_<
\]

is a diffeomorphism and extends as a \( C^1 \)-regular isometric diffeomorphism to

\[
\text{id}|_{\tilde{W}_<} : \tilde{W}_\leq \to \tilde{W}_\leq .
\]

Here we have set \( \tilde{W}_< := \tilde{W} \cap \tilde{U}_< \), \( \tilde{W}_\leq := \tilde{W} \cap \tilde{U}_\leq \) — and analogously in the hatted case.

**Remark 5.12.**

1. Note that it is implicit in the formulation of the proposition that \( \Phi(\text{graph} \tilde{F}) \subseteq \text{graph} f \subseteq \tilde{U} \) and \( \Phi(D_<) \subseteq \tilde{U}_< \).

2. The orthonormal frame field \( \tilde{e}_\alpha \) can of course be constructed by parallel propagation along \( \tilde{\gamma}_z \). The assumption is here that it extends continuously to \( \text{graph} f \).

3. An immediate consequence of the proposition is that one can change the \( C^2 \)-differentiable structure on \( \tilde{W} \) (in a way that is compatible with the \( C^1 \)-differentiable structure on \( \text{graph} \tilde{F} \)) such that the regularity of \( \hat{g} \) is boosted from \( C^0 \) to \( C^{0,1} \) in \( \tilde{W}_\leq \).

4. The formulation of the proposition in terms of ‘a \( C^0 \)-extension with an additional property’ and a \( C^{0,1} \)-extension is used for future work on the \( C^{0,1} \)-inextendibility of weak null singularities without any symmetry assumptions. The special case of two \( C^{0,1} \)-extensions will be inferred from the proposition in Theorem 7.22.

**Proof. Step 0:** Since \( (\tilde{M}, \hat{g}) \) is a \( C^{0,1} \)-extension it follows from Proposition 3.5 that \( \hat{p} \in \partial^+ \hat{\iota}(M) \) and that there exists a future boundary chart \( \hat{\varphi} : \hat{U} \to (-\varepsilon_2, \varepsilon_2) \times (-\varepsilon_3, \varepsilon_3)^d \) around \( \hat{p} \) such that \( \text{id} \circ \hat{i}@0 \) lies eventually below the graphing function. By making the chart slightly smaller if necessary we can assume \( \text{Lip}(\hat{g}) \leq C \) on \( \hat{U} \).

Let us denote the coordinates on \( \hat{U} \), induced by \( \hat{\varphi} \), by \( x^\mu \) and those on \( \tilde{U} \), induced by \( \tilde{\varphi} \), by \( y^\nu \). The push-forward of \( \tilde{e}_\alpha|_{\Phi(D_<)} \) via \( \text{id} \) to \( \tilde{M} \) is denoted by \( \tilde{e}_\alpha \). We write \( \tilde{e}_\alpha = \tilde{e}_\alpha^\mu \frac{\partial}{\partial x^\mu} \), where \( \tilde{e}_\alpha^\mu \) is continuous on \( \Phi(D) \), and \( \hat{e}_\alpha = \hat{e}_\alpha^\nu \frac{\partial}{\partial y^\nu} \), where \( \hat{e}_\alpha^\nu \) is continuous on its domain of definition \( \hat{U}_< \cap \text{id}(\Phi(D_<)) \). Note that this set is non-empty since \( \text{id} \circ \hat{i}@0 \) maps eventually into \( \tilde{U}_< \).

**Step 1:** We show that there is \( s_1 \in [0, \tilde{F}(0)) \) and \( 0 < \rho_1 < \rho \) such that if we set

\[
D_1 := \{(z_0, \tilde{z}) \in D \mid \tilde{z} \in B^d_\rho(0), \ s_1 \leq z_0 < \tilde{F}(\tilde{z})\}
\]
we have firstly id(Φ(D₁)) ⊆ ˆU < and id(Φ(D₁)) has compact closure in ˆU – and secondly \( \frac{\partial y^\nu}{\partial x^\mu} = \frac{\partial y^\nu}{\partial x^\mu} \), which is smooth on Φ(D₁) by our definition of an extension, extends continuously to Φ(D₁) for all ν, μ ∈ {0, ..., d} and, moreover, satisfies det \( \frac{\partial y^\nu}{\partial x^\mu} \neq 0 \).

**Step 1.1:** To start the proof of what is claimed in Step 1 we observe that there is 0 ≤ s₀ < ˆF(0) such that id(Φ((s₀, 0))) ∈ ˆU <. By the continuity of ˆF and that of id ◦ Φ|D₀ there is 0 < ρ₀ < ρ such that

\[
\{s₀\} \times B^d_{ρ₀}(0) \subseteq \text{int}(D) \quad \text{and} \quad \text{id}(\Phi(\{s₀\} \times B^d_{ρ₀}(0))) \subseteq ˆU <.
\]

For ˆz ∈ B^d_{ρ₀}(0) the curves ˆγ_ˆz := id ◦ ˆγ_ˆz|_{(s₀, ˆF(0))} start at parameter s₀ in ˆU but, a priori, they might leave ˆU later on, cf. Figure 10. Since ˆU is open there is ˆF(ˆz) ∈ (s₀, ˆF(ˆz)) such that [s₀, ˆF(ˆz)) is the connected component of ˆγ_ˆz⁻¹( ˆU ) that contains s₀. Also note that since ˆγ_ˆz|_{[s₀, ˆF(0)]} is causal and contained in ˆU, its y-coordinate length is bounded from above uniformly in ˆz ∈ B^d_{ρ₀}(0). Moreover, ˆe_α and (ˆe⁻¹)_ν are uniformly bounded in operator norm on id(Φ(\{s₀\} × B^d_{ρ₀}(0))) by continuity. It now follows from Lemma 4.2 that

\[
||\hat{e}||_{\mathbb{R}^{d+1}}, ||\hat{e}^{-1}||_{\mathbb{R}^{d+1}} \leq C \quad \text{on} \quad \bigcup_{\hat{z} \in B^d_{ρ₀}(0)} \hat{z}(\{s₀, \hat{F}(\hat{z})\}). \tag{5.13}
\]

Note that by definition we have

\[
id\left( \bigcup_{\hat{z} \in B^d_{ρ₀}(0)} \hat{z}(\{s₀, \hat{F}(\hat{z})\}) \right) = \bigcup_{\hat{z} \in B^d_{ρ₀}(0)} \hat{z}(\{s₀, \hat{F}(\hat{z})\}) \tag{5.14}
\]

and that the continuity of ˆe_α on Φ(D) implies that

\[
||\hat{e}||_{\mathbb{R}^{d+1}}, ||\hat{e}^{-1}||_{\mathbb{R}^{d+1}} \leq C \quad \text{on} \quad \bigcup_{\hat{z} \in B^d_{ρ₀}(0)} \hat{z}(\{s₀, \hat{F}(\hat{z})\}). \tag{5.15}
\]

Treating y^ν as another set of coordinates on \( \hat{z}(M) \cap \text{id}^{-1}(\hat{U} <) \subseteq \hat{M} \) we obtain \( \hat{e}_α^μ \frac{\partial}{\partial x^μ} = \hat{e}_ν^{\alpha} \frac{\partial}{\partial y^ν} \) and thus

\[
\frac{\partial y^ν}{\partial x^μ} = (\hat{e}^{-1})^α_μ \hat{e}_α^ν. \tag{5.16}
\]

It now follows from (5.13), (5.14), (5.15), and (5.16) that there is \( C₀ > 0 \) such that

\[
||\frac{\partial y^ν}{\partial x^μ}||_{\mathbb{R}^{d+1}} \leq C₀ \quad \text{on} \quad \bigcup_{\hat{z} \in B^d_{ρ₀}(0)} \hat{z}(\{s₀, \hat{F}(\hat{z})\}). \tag{5.17}
\]
Step 1.2: By assumption we also have
\[ ||\partial_z \Phi^\mu||_{\mathbb{R}^{d+1}} \leq C_1 \] (5.18)
on \( D \). Recall that \( \tilde{\rho} \) is at the coordinate origin in the \( y^\nu \)-coordinates for \( \hat{U} \). Let \( \mu > 0 \) be such that the coordinate ball of radius \( \mu \) around the origin, \( B_\mu(0) \subseteq \hat{U} \), is pre-compact in \( \hat{U} \). We now choose \( 0 \leq s_0 \leq s_1 < \hat{F}(0) \) such that
\begin{itemize}
  \item \( \hat{\gamma}_0([s_1, \hat{F}(0)]) \subseteq B_{\nu/2}(0) \)
  \item \( \hat{F}(0) - s_1 < \frac{\mu}{4C_0-C_1} \)
\end{itemize}
and \( 0 < \rho_1 \leq \rho_0 < \rho \) such that
\begin{itemize}
  \item \( 0 < \hat{F}(\tilde{z}) - s_1 < \frac{\mu}{2C_0-C_1} \) for all \( \tilde{z} \in \overline{B^d_{\rho_1}(0)} \)
  \item \( \hat{F}(\tilde{z}) > s_1 \) for all \( \tilde{z} \in \overline{B^d_{\rho_1}(0)} \)
  \item \( \text{id} \left( \Phi([s_1] \times \overline{B^d_{\rho_1}(0)}) \right) \subseteq B_{\nu/2}(0) \),
\end{itemize}
where the first is by the continuity of \( \hat{F} \) and the last two by the continuity of \( \text{id} \circ \Phi|_{D<} \).

![Figure 11: Controlling the length of the curves \( \hat{\gamma}_{\tilde{z}} \) in \( \hat{U} \).](image)

For all \( s_1 \leq s < \hat{F}(\tilde{z}) \leq \hat{\tilde{F}}(\tilde{z}) \) and \( \tilde{z} \in \overline{B^d_{\rho_1}(0)} \) we have
\[ \dot{\hat{\gamma}}_{\tilde{z}}(s) = \frac{\partial y^\nu}{\partial x^\mu} \dot{\gamma}_{\tilde{z}}^\mu(s) = \frac{\partial y^\nu}{\partial x^\mu}(D\Phi(s, \tilde{z})) \hat{e}_\rho(\tilde{z}, s) \]
and thus by (5.17) and (5.18)
\[ ||\dot{\hat{\gamma}}(s)||_{\mathbb{R}^{d+1}} \leq C_0 \cdot C_1 . \] (5.19)

As a consequence we have \( L_\sigma(\hat{\gamma}_{\tilde{z}}|_{[s_1, \hat{F}(\tilde{z})]}) \leq C_0 \cdot C_1 \cdot \frac{\mu}{2C_0-C_1} = \frac{\nu}{4} \) and thus \( \hat{\gamma}_{\tilde{z}}|_{[s_1, \hat{F}(\tilde{z})]} \) must map into \( B_\mu(0) \subseteq \hat{U} \). This is however only compatible with the definition of \( \hat{F}(\tilde{z}) \) if we have \( \hat{F}(\tilde{z}) = \hat{\tilde{F}}(\tilde{z}) \) for all \( \tilde{z} \in \overline{B^d_{\rho_1}(0)} \). This shows the first part of Step 1, i.e., \( \text{id}(\Phi(D_1)) \subseteq B_\mu(0) \cap \hat{U} \).

Step 1.3: We now show that the functions \( \frac{\partial y^\nu}{\partial x^\mu} \) extend continuously to \( \Phi(\overline{D_1}) \) with non-vanishing determinant. This follows directly from (5.16) if we can show that \( \hat{e}_\alpha^\nu \circ \text{id} \) extends continuously to \( \Phi(\overline{D_1}) \) with non-vanishing determinant. Here, it is most convenient to think of \( \hat{e}_\alpha^\nu \) again as \( \hat{e}_\alpha \) in the \( y^\nu \)-coordinates on \( \Phi(D_1) \subseteq \hat{U} \) given by \( \hat{\phi} \circ \text{id} \).

We first recall that \( \hat{e}_\alpha \) satisfies
\[ 0 = \frac{d}{ds} \hat{e}_\alpha(\hat{\gamma}_{\tilde{z}}(s)) + \Gamma^\nu_{\kappa\mu}(\hat{\gamma}(s)) \hat{e}_\alpha^\rho(\hat{\gamma}_{\tilde{z}}(s)) \hat{e}_\alpha^\rho(\hat{\gamma}_{\tilde{z}}(s)) . \]
Also recall (5.19), \( s \in [s_1, \tilde{F}(z)] \), and \(|\overline{\Gamma}_{\nu,p}| \lesssim 1 \). Gronwall gives \(|\tilde{e}_\alpha'(s)| \leq 1 \) for all \( s_1 \leq s < \tilde{F}(z) \). It now follows from
\[
\tilde{e}_\alpha'(\tilde{z}(s_2)) = \tilde{e}_\alpha'(\tilde{z}(s_1)) - \int_{s_1}^{s_2} \Gamma_{\nu,p}(\tilde{z}(s)) \dot{\tilde{z}}(s) \hat{e}_\alpha'(\tilde{z}(s)) \, ds
\]
for all \( s_1 \leq s_2 < s_3 < \tilde{F}(z) \) that \( \lim_{s_3 \to \tilde{F}(z)} \hat{e}_\alpha'(\tilde{z}(s)) \) exists. Moreover, we have \( \hat{e}(s) = \hat{e}(s_1) \cdot \exp \left[ - \int_{s_1}^{s} \Gamma_{\nu,p}(\tilde{z}(s')) \dot{\tilde{z}}(s') \, ds' \right] \). This gives us an extension with non-vanishing determinant of \( \hat{e}_\alpha(\hat{c}) \cdot \id \to \overline{D}_1 \) using the \((\bar{z}_0, \bar{z})\)-coordinates. To check the continuity in the \((\bar{z}_0, \bar{z})\)-coordinates (which are continuously equivalent to the \(x\hat{c}\)-coordinates by the assumption that \( \Phi \) is a homeomorphism on \( D \)) at \( \overline{D}_1 \cap \text{graph} \tilde{F} \) we observe that
\[
(5.20)
\]
for \( z_0 \leq \bar{z} \). Since \( \hat{e}_\alpha' \) is continuous in \( D_1 \) this implies also the continuity at \( \overline{D}_1 \cap \text{graph} \tilde{F} \) in a straightforward manner. This concludes the proof of Step 1.

Step 2: We choose a small cube \( Q := (-\varepsilon, \varepsilon)^{d+1} \) in the \(x_\nu\)-coordinates centred at \( \bar{p} \) such that \( Q \cap \tilde{U}_< \subseteq \Phi(D_1) \). By Step 1 \( \frac{\partial y_\nu}{\partial x_\nu} \) extends continuously to \( Q \cap \tilde{U}_< \). Since the graphing function \( f \) is Lipschitz, the domain \( Q \cap \tilde{U}_< \) is quasiconvex\(^{25}\) (see also the proof of Proposition 5.7) and the result \(^{26}\) by Whitney shows that we can extend the functions \( y_\nu(x_\nu) \) for each \( \nu \in \{0, \ldots, d\} \) as \( C^1\)-functions to all of \( Q \).\(^{27}\) It follows from the pre-compactness of \( \text{id}(Q \cap \tilde{U}_<) \subseteq \text{id}(\Phi(D_1)) \) in \( \tilde{U} \) that after making \( Q \) slightly smaller if necessary the extension of the functions \( y_\nu(x_\nu) \) maps into the domain \( (-\varepsilon_2, \varepsilon_2) \times \cdots \times (-\varepsilon_3, \varepsilon_3) \) of the \( \gamma \)-coordinates and thus gives rise to a \( C^1\)-map \( \gamma : \tilde{U} \supseteq \gamma^{-1}(Q) \to \tilde{U} \). Again by Step 1 the differential of \( \gamma \) at \( \tilde{p} \) is non-vanishing and we can thus find neighbourhoods \( \tilde{W} \subseteq \tilde{U} \) of \( \tilde{p} \) and \( W \subseteq \tilde{U} \) of \( \tilde{p} \) such that \( \gamma : \tilde{W} \to W \) is a diffeomorphism.

Without loss of generality we can choose \( \tilde{W}_< \) to be connected. Since \( \gamma|\tilde{W}_< = \text{id}|\tilde{W}_< \) it follows from Step 1 that \( \gamma|\tilde{W}_< \subseteq \tilde{W}_< \). We want to show that \( \gamma|\tilde{W}_< = \text{id}|\tilde{W}_< \). Assume there is a point \( \tilde{q} \in \tilde{W} \setminus \tilde{W}_< \) with \( \gamma|\tilde{q} \in \tilde{W}_< \). Then choose a point \( \tilde{r} \in \tilde{W}_< \) and connect the points \( \gamma|\tilde{q} \) and \( \gamma|\tilde{r} \) by a curve in \( \tilde{W}_< \). The pull-back of this curve in \( W \) must intersect \( \text{graph} f \) which then gives us the contradiction that a point on the graph on the point which is a limit point of a future inextendible causal curve in \( M \), is mapped into \( \tilde{W}_< \subseteq \tilde{W}_< \).

Hence, \( \gamma|\tilde{W}_< = \text{id}|\tilde{W}_< : \tilde{W}_< \to \tilde{W}_< \) is a diffeomorphism. This concludes the proof.

The next lemma shows that if the two extensions in Proposition 5.11 have higher regularity then the identification map \( \text{id} \) also extends as a more regular map to the boundary.

**Lemma 5.21.** Let \((M, g)\) be a smooth time-oriented and globally hyperbolic Lorentzian manifold and let \( \iota_i : M \to \tilde{M}_i \) be two \( C^{k_i,a_i} \)-extensions, \( i = 1, 2 \), with \( k_i \in \mathbb{N}_0 \) and \( a_i \in [0, 1) \).\(^{27}\) Let \( \tilde{\phi}_i : \tilde{U}_i \to (-\varepsilon_0, \varepsilon_0) \times (-\varepsilon_1, \varepsilon_1)^d \) be future boundary charts and assume there exist open neighbourhoods \( \tilde{W}_i \subseteq \tilde{U}_i \) of the centres such that

\[
\text{id}|\tilde{W}_i, < : \tilde{W}_1, < \to \tilde{W}_2, <
\]

is a diffeomorphism and extends as a \( C^1 \)-regular map to

\[
\text{id}|\tilde{W}_i, \leq : \tilde{W}_1, \leq \to \tilde{W}_2, \leq.
\]

Then, \( \text{id}|\tilde{W}_i, \leq \) is indeed a \( C^{k_i+1,a_i} \)-regular map, where \( C_{k,a} = C_{k_1,a_1} \cap C_{k_2,a_2} \) is the minimal regularity of the two extensions.

\(^{25}\)Recall that a set \( Q \subseteq \mathbb{R}^n \) is called quasiconvex if there exist \( \omega > 0 \) such that any two points \( y, z \in Q \) can be joined by a curve \( \alpha \) in \( Q \) such that \( L(\alpha) \leq \omega \cdot d_{\text{Euc}}(y, z) \), where the length and the distance are with respect to the Euclidean metric on \( \mathbb{R}^n \).

\(^{26}\)Since the domain is Lipschitz, one can also apply the extension procedure by Stein, see \(^{22}\), chapter VI, 3.2, proof of Theorem 5.

\(^{27}\)It suffices if \((M, g)\) is as regular as the rougher of the two extensions. By \( C^{k_i,0} \) we mean here just \( C^{k_i} \). The lemma also holds true for \( a_i \in [0, 1] \), but this will not be needed in this paper.
Recall that if $A \subseteq \mathbb{R}^n$ is a closed set then we say that a function $f : A \to \mathbb{R}^m$ is of regularity $C^{k,a}_{\text{loc}}$ if, and only if, it can be extended to a function $F : \mathbb{R}^n \to \mathbb{R}^m$ of the given regularity.

**Proof.** We resort to a well-known argument. Recall that $\text{id}^* \tilde{g}_2 = \tilde{g}_1$ in $\tilde{W}_{1, <}$ and that $\text{id}|_{\tilde{W}_{1, <}} = \iota_2 \circ \iota_1|_{\tilde{W}_{1, <}}$ is smooth. In the local coordinates $x^\mu$ for $\hat{U}_1$ and $y^\alpha$ for $\tilde{U}_2$ we thus have

$$
(\tilde{g}_1)_{\mu\nu} = (\tilde{g}_2)_{\alpha\beta} \circ \text{id} \ \frac{\partial \text{id}^\alpha}{\partial x^\mu} \frac{\partial \text{id}^\beta}{\partial x^\nu}.
$$

(5.22)

Differentiating with respect to $x^k$ in $\tilde{W}_{1, <}$ and using the resulting expression to build the Christoffel symbols $(\tilde{\Gamma}^1)_{\mu\nu}^\lambda$ we obtain

$$
\frac{\partial^2 \text{id}^\alpha}{\partial x^\mu \partial x^\nu} = (\tilde{\Gamma}^1)_{\mu\nu}^\lambda \ \frac{\partial \text{id}^\alpha}{\partial x^\lambda} - (\tilde{\Gamma}^2)_{\delta\gamma}^\alpha \circ \text{id} \ \frac{\partial \text{id}^\gamma}{\partial x^\mu} \frac{\partial \text{id}^\delta}{\partial x^\nu}.
$$

(5.23)

Consider first the case $k \in \mathbb{N}_0$ and $a = 0$. Without loss of generality let $k \geq 1$. Since $\text{id}|_{\tilde{W}_{1, <}}$ extends as a $C^1$-map to $\tilde{W}_{1, <}$, it follows that the right hand side of (5.23) extends continuously to $\tilde{W}_{1, <}$. Thus, the second derivatives of $\text{id}$ extend continuously. By further differentiation of (5.23) and an inductive argument we find that $k + 1$-derivatives of $\text{id}$ extend continuously to the boundary. The theorem in [25] shows that $\text{id}|_{\tilde{W}_{1, <}}$ can be extended as a $C^{k+1}$-regular map.

Now consider the case $a = 1$. Again, we proceed inductively over $k$. For $k = 0$ we obtain that the right hand side of (5.23), and thus also the left hand side, is bounded in $\tilde{W}_{1, <}$ [29]. Differentiating (5.23) further we obtain that up to and including $k + 2$-derivatives of $\text{id}$ are bounded in $\tilde{W}_{1, <}$. The extension is now guaranteed by Theorem 5' in chapter VI of [24] [30].

We now come to the main uniqueness result of this paper, which shows that anchored Lipschitz extensions are locally unique.

**Theorem 5.24.** Let $(M, g)$ be a time-oriented and globally hyperbolic Lorentzian manifold with $g \in C^1$ and let $\iota : M \to \tilde{M}$ and $i : M \to \hat{M}$ be two $C_{\text{loc}}^{0,1}$-extensions. Let $\gamma : [-1, 0] \to M$ be a future directed and future inextendible causal $C^1$-curve in $M$ such that $\lim_{s \to 0}(\iota \circ \gamma)(s) =: \hat{p}$ and $\lim_{s \to 0}(i \circ \gamma)(s) =: \tilde{p}$ exist in $\hat{M}$, $\tilde{M}$, respectively.

Then there exist future boundary charts $\hat{\phi} : \hat{U} \to (\hat{-\varepsilon}_0, \varepsilon_0) \times (\hat{-\varepsilon}_1, \varepsilon_1)^d$ around $\hat{p}$ and $\tilde{\phi} : \tilde{U} \to (-\varepsilon_0, \varepsilon_0) \times (-\varepsilon_1, \varepsilon_1)^d$ around $\tilde{p}$, with $\iota \circ \gamma$ being ultimately contained in $\hat{U}_<$ and $i \circ \gamma$ being ultimately contained in $\tilde{U}_<$, and neighbourhoods $\hat{W} \subseteq \hat{U}$ of $\hat{p}$ and $\tilde{W} \subseteq \tilde{U}$ of $\tilde{p}$ such that

$\text{id}|_{\hat{W}_<} : \hat{W}_< \to \hat{W}_<$

is a diffeomorphism and extends as a $C_{\text{loc}}^{1,1}$-regular isometric diffeomorphism to

$\text{id}|_{\tilde{W}_<} : \tilde{W}_< \to \tilde{W}_<.$

Let us remark that if one assumes additional regularity on the two extensions, then, in line with Lemma 5.21 one also obtains additional regularity on the extension $\text{id}|_{\tilde{W}_<}$: the extension of $\text{id}$ is one degree more regular than the minimal regularity of the spacetime extensions. However, as the example in Section 6 shows, an analogue of Theorem 5.24 breaks down below Lipschitz regularity; it is not a matter of just sacrificing the same degree of regularity of the extension $\text{id}|_{\tilde{W}_<}$.

---

28 See for example [2], proof of Proposition 2.4.

29 The sets $\tilde{W}_{1, <}$ can, without loss of generality, be assumed to be pre-compact in $\tilde{U}_1$.

30 There is no particular reason, apart from the convenience of citing an explicit statement available in the literature, to use Stein’s extension operator in the case $a = 1$ and Whitney’s family of extension operators in the case $a = 0$. 

---
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Proof. By Proposition\ref{Pro:1.11} we have $\tilde{p} \in \partial^+i(M)$ and $\hat{p} \in \partial^+i(M)$ and the future boundary charts exist with $i\circ \gamma$ and $i\circ \hat{\gamma}$ lying eventually below the respective graphs. Consider the curve $\tilde{\tau}$ defined in the $x^\mu$-coordinates on $\hat{U}$ by

$$(-\tilde{\varepsilon}_0,0) \ni s \mapsto \tilde{\tau}(s) = (s,0,0).$$

We obviously have $\lim_{s \to 0} \tilde{\tau}(s) = \hat{p}$. The curve $\tilde{\tau}$ corresponds to a future directed and future inextendible timelike curve $\tau := \tilde{i}^{-1} \circ \tilde{\tau}$ in $M$. We apply Proposition\ref{Pro:5.7} with $\hat{\gamma}_1 = \hat{\gamma} := i \circ \gamma$ and $\hat{\gamma}_2 = \tilde{\tau}$ to obtain a sequence of curves $\tilde{\sigma}_n$ connecting $\tilde{\gamma}_1$ and $\tilde{\gamma}_2$ which has the properties stated in Proposition\ref{Pro:5.7}. By Proposition\ref{Pro:5.11} applied to the extension $\hat{i} : M \to \hat{M}$ we infer that $\lim_{s \to 0}(i \circ \tau)(s) = \hat{p}$. The second part of Remark\ref{Rem:5.6} shows that $i \circ \tau$ must eventually lie below the graph of the graphing function.

We now define a map $\Phi : D \to \hat{U}$ as in Proposition\ref{Pro:5.11}. Choose a $\rho > 0$ such that $B^d_{\rho}(0) \subset (-\tilde{\varepsilon}_1,\tilde{\varepsilon}_1)$ and let $-\tilde{\varepsilon}_0 < -\alpha_0 < \min_{z \in B^d_{\rho}(0)} f(z)$, where $f$ is the graphing function of the boundary chart $\hat{U}$. We set

$$D = \{(z_0,\hat{z}) \in \mathbb{R}^{d+1} \mid \hat{z} \in B^d_{\rho}(0), \; 0 \leq z_0 \leq f(\hat{z}) + \alpha_0\}$$

and define the map $\Phi$ with respect to $z$ and $x$-coordinates by

$$D \ni (z_0,\hat{z}) \mapsto (z_0 - \alpha_0,\hat{z}) = (x_0,\hat{x}).$$

The curves $z_0 \mapsto \Phi(z_0,\hat{z})$ are clearly future directed and future inextendible timelike curves in $M$ and we can construct a parallel frame field by making a continuous choice on $\Phi\{(0) \times B^d_{\rho}(0)\}$ and parallelly propagating it along the curves $\tilde{\gamma}_2$. It follows as in Step 1.3 of the proof of Proposition\ref{Pro:5.11} that this frame extends continuously to $\Phi(D) \cap \text{graph} f$.

Proposition\ref{Pro:5.11} now yields the existence of neighbourhoods $\hat{W} \subset \hat{U}$ of $\hat{p}$ and $W \subset U$ of $\hat{p}$ such that $\text{id}|_{\hat{W}} : \hat{W} \to W|_{\hat{U}}$ is a diffeomorphism and extends as a $C^1$-regular isometric diffeomorphism to $\text{id}|_{\hat{W}} : \hat{W} \to \hat{W}$. The additional regularity finally follows from Lemma\ref{Lem:5.21}.

\section{6 Non-uniqueness of anchored spacetime extensions below Lipschitz regularity}

We consider the 1 + 1-dimensional cosmological model $(M,g)$, where $M = (0,\infty) \times \mathbb{R}$ with $(t,x)$ coordinates and Lorentzian metric

$$g = -dt^2 + a(t)^2 \, dx^2.$$ \hfill (6.1)

Here, $a : (0,\infty) \to (0,\infty)$ is a smooth function with $a(t) \to 0$ for $t \to 0$ and $\int_0^1 \frac{1}{a(t')} \, dt' < \infty$. The latter condition ensures that we have particle horizons, i.e. along the backward light cones (the future direction being given by $\partial_t$) the $x$-coordinates tend to finite limits when $t \to 0$. Clearly, $(M,g)$ is globally hyperbolic.

**Constructing the first extension:** We first define the null coordinate $v(t,x) = \int_0^t \frac{1}{a(t')} \, dt' + x$. In $(t,v)$ coordinates the metric\ref{eq:6.1} takes the form $g = a(t)^2 \, dv^2 - a(t) \, [dv \otimes dt + dt \otimes dv]$. Moreover, defining $\tau(t) = \int_0^t a(t') \, dt'$, the metric in $(\tau,v)$ coordinates reads $g = a(t)^2 \, dv^2 - [dv \otimes d\tau + d\tau \otimes dv]$. We have thus constructed a $C^0$-extension

$$\hat{M}_1 = \mathbb{R} \times \mathbb{R} \quad \text{with } (\tau,v) \text{ coordinates}$$

$$\hat{g}_1 = a(\tau)^2 \, dv^2 - [dv \otimes d\tau + d\tau \otimes dv]$$

$$\ell_1(t,x) = \left( \int_0^t a(t') \, dt', \int_0^t \frac{1}{a(t')} \, dt' + x \right),$$
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where
\[ \tilde{a}(\tau) = \begin{cases} a(t(\tau)) & \text{for } \tau > 0 \\ a(0) = 0 & \text{for } \tau \leq 0 \end{cases} \].

In the above \((\tau, v)\)-coordinates the vector fields \(\partial_\tau\) and \(\partial_v + \frac{a^2(t)}{2} \partial_\tau\) are null and the boundary hypersurface \(\{\tau = 0\}\) is a null hypersurface from which the null geodesics bifurcate off. The spacetime \((\tilde{M}_1, \tilde{g}_1)\) is causally

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{null_geodesics}
\caption{The first \(C^0\)-extension}
\end{figure}

null geodesics
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bubbling (see [3], [11]): for \(\tilde{p} \in \{\tau = 0\}\) we have that \(J^+ (\tilde{p}, \tilde{M}_1) \setminus I^+ (\tilde{p}, \tilde{M}_1)\) has non-empty interior. As such the metric \(\tilde{g}_1\) cannot be Lipschitz continuous. However, choosing \(a(t) = t^p\) with \(0 < p < 1\) (which meets the conditions assumed on \(a(t)\)) we find that the extension \((\tilde{M}_1, \tilde{g}_1)\) is Hölder continuous with exponent \(\alpha = \frac{2p}{p+1} \in (0, 1)\). To see this note that \(\tau(t) = \int_0^t s^p \, ds = \frac{t^{p+1}}{p+1}\). Hence, we have for \(\tau \geq 0\)

\[ \tilde{a}^2(\tau) = (t(\tau))^{2p} = \left[ (p+1)\tau \right]^{\frac{2p}{p+1}}. \]

We also note that the only non-vanishing partial weak derivative of \(\tilde{g}_1\) in \(\tau, v\) coordinates is
\[ \partial_\tau (\tilde{g}_1)_{vv} = \partial_\tau (\tilde{a}(\tau))^2 = \begin{cases} \sim \partial_\tau \tau \frac{2p}{p+1} \sim \tau \frac{p}{p+1} & \text{for } \tau > 0 \\ 0 & \text{for } \tau < 0 \end{cases}. \]

We thus obtain that the weak derivatives of \(\tilde{g}_1\) in the \((\tau, v)\) coordinates are locally in \(L^2\) (and thus also the Christoffel symbols, since the metric is continuous) if \(-1 < \frac{2p}{p+1}\), which is the case for \(\frac{1}{3} < p < 1\).

**Constructing the second extension:** The second extension is constructed analogously by straightening out the other set of null geodesics. We define the null coordinate \(u = \int_0^t \frac{1}{a(t')} \, dt' - x\) and keep the same definition of \(\tau\). In these coordinates the metric \((6.1)\) takes the form \(g = a(t)^2 \, du^2 - [du \otimes d\tau + d\tau \otimes du]\). We have thus constructed another \(C^0\)-extension

\[ \tilde{M}_2 = \mathbb{R} \times \mathbb{R} \quad \text{with } (\tau, u) \text{ coordinates} \]

\[ \tilde{g}_2 = \tilde{a}^2(\tau) \, du^2 - [du \otimes d\tau + d\tau \otimes du] \]

\[ \iota_2(t, x) = \left( \int_0^t a(t') \, dt', \int_0^t \frac{1}{a(t')} \, dt' - x \right), \]

where \(\tilde{a}(\tau)\) is as before. Clearly, the first and the second extension are isometric and have the same regularity properties.

**The two extensions are anchored but give different \(C^1\)-boundary extensions:** Consider the future directed and past inextendible timelike curve \(\gamma : (0, 1] \to M\) given, in \((t, x)\) coordinates, by \(\gamma(s) = (s, x_0), \)
where $x_0 \in \mathbb{R}$. In $(\tau, v)$ coordinates it is given by

$$s \mapsto \left( \int_0^s a(t') \, dt', \int_0^s \frac{1}{a(t')} \, dt' + x_0 \right)$$

with tangent vector

$$\frac{\partial}{\partial t} = a(t) \frac{\partial}{\partial \tau} + \frac{1}{a(t)} \frac{\partial}{\partial v},$$

while in $(\tau, u)$ coordinates it is given by

$$s \mapsto \left( \int_0^s a(t') \, dt', \int_0^s \frac{1}{a(t')} \, dt' - x_0 \right)$$

with tangent vector

$$\frac{\partial}{\partial t} = a(t) \frac{\partial}{\partial \tau} + \frac{1}{a(t)} \frac{\partial}{\partial u}.$$

It follows that $\gamma$ extends continuously in both extensions, and thus serves as an anchoring. Also note that if one reparametrises $\gamma$ such that the tangent vector is given by $a(t)\partial_t$, then the curve extends as a causal $C^1$ curve in both extensions. However, in the first extension $(\tilde{M}_1, \tilde{g}_1)$ it becomes tangent to the null geodesics given by $u = \text{const}$ on the boundary $\{\tau = 0\}$ while in the second extension it becomes tangent to the null geodesics given by $v = \text{const}$ on the boundary $\{\tau = 0\}$. This shows that the two extensions differ by an infinite boost towards $\{\tau = 0\}$. Another manifestation of this infinite boost is that the future directed and past inextendible null curve $\sigma : (0, 1] \to M$, given in $(\tau, v)$ coordinates by $\sigma(s) = (s, v_0)$ extends to the boundary in the first extension as a $C^1$ curve with velocity $\dot{\sigma} = \frac{\partial}{\partial \tau}|_v$, while it follows from

$$\frac{\partial}{\partial \tau}|_v = \frac{1}{a(t)} \frac{\partial}{\partial u} + \frac{1}{a(t)} \frac{\partial}{\partial t}$$

that it does not extend as a $C^1$ curve in the extension $(\tilde{M}_2, \tilde{g}_2)$. Hence, while $\tilde{id}$ extends as a continuous map to the boundary, it does not extend as a $C^1$-regular map to the boundary. This shows that the analogue of Theorem 5.24 for merely Hölder-regular extensions is wrong.

A A simpler method for proving uniqueness properties of sufficiently smooth extensions

The purpose of the appendix is to demonstrate how normal coordinates can be used in a straightforward way to address questions of uniqueness of extensions which are at least $C^2$. In Appendix A.1 we show how local

$$\tau = \tau$$

$$u = -v + 2 \int_0^{t(\tau)} \frac{1}{a(t')} \, dt'.$$

This shows that $\tilde{id}$ extends continuously to $\tau = 0$ in $\tilde{M}_1$, but it follows from $\frac{\partial u}{\partial \tau}|_v = \frac{\partial u}{\partial t}|_u \frac{\partial t}{\partial \tau} = \frac{2}{a(t)} \cdot \frac{1}{a(t)} \to \infty$ as $\tau \to 0$ that it does not extend as a $C^1$-map.
A.1 Local uniqueness of anchored extensions

For convenience we will formulate the result for smooth extensions and outline the marginal differences for limited regularity after the proof. We begin with a corollary of Lemma 3.1.

Corollary A.1. Let \((M, g)\) be a smooth time-oriented and globally hyperbolic Lorentzian manifold and let \(i : M \rightarrow \hat{M}\) and \(\hat{i} : \hat{M} \rightarrow \hat{M}\) be two smooth extensions. Let \(\gamma : [-1, 0) \rightarrow M\) be a future directed and future inextendible causal \(C^1\)-curve in \(M\) such that \(\lim_{s \rightarrow 0}(\hat{i} \circ \gamma)(s) =: \hat{p}\) and \(\lim_{s \rightarrow 0}(i \circ \gamma)(s) =: \hat{p}\) exist in \(M, \hat{M}\), respectively.

Then there is a smooth future directed timelike geodesic \(\sigma : [-1, 0) \rightarrow M\) with \(\lim_{s \rightarrow 0}(i \circ \sigma)(s) =: \hat{p}\) and \(\lim_{s \rightarrow 0}(\hat{i} \circ \sigma)(s) =: \hat{p}\). Moreover in boundary charts \(\hat{U}\) around \(\hat{p}\) and \(U\) around \(\hat{p}\) we have that \(i \circ \gamma\) and \(i \circ \sigma\) are ultimately contained in \(\hat{U}_<\) and \(i \circ \gamma\) and \(i \circ \sigma\) are ultimately contained in \(\hat{U}_<\).

Note that if a geodesic in a smooth spacetime extends continuously, then it in fact extends smoothly. Thus the implications \(\hat{p} \in \partial^+ i(M)\) and \(\hat{p} \in \partial^+ \hat{i}(M)\) are immediate.

Corollary A.1 follows directly from Lemma 3.1 applied to \(i : M \rightarrow \hat{M}\), then applying Proposition 5.7 to \(\hat{i} : \hat{M} \rightarrow \hat{M}\) and the two curves \(\gamma\) and \(\sigma\), and finally using Proposition 5.1 for the other extension \(\hat{i} : \hat{M} \rightarrow \hat{M}\) to infer that \(i \circ \gamma\) and \(i \circ \sigma\) have the same limit points. However, since the purpose of this section is to demonstrate simpler methods in higher regularity, let us show how the proof of Lemma 3.1 essentially gives Corollary A.1.

Proof. We follow the proof of Lemma 3.1. We choose convex neighbourhoods \(\hat{V} \subseteq \hat{M}\) of \(\hat{p}\) and \(\hat{V} \subseteq \hat{M}\) of \(\hat{p}\) such that, after making \(\gamma\) shorter if necessary, we have \(\hat{\gamma}(-1) \in \hat{V}\) and \(\hat{\gamma}(-1) \in \hat{V}\), where, as usual, we have set \(\hat{\gamma} := \hat{i} \circ \gamma\) and \(\hat{\gamma} := i \circ \gamma\).

The reader can easily check that the construction that follows can be simultaneously carried out in \(\hat{V}\) and in \(\hat{V}\) to yield the timelike geodesics \(\hat{\sigma}_s(t) = \exp_{\hat{\gamma}(-1)}(t \exp^{-1}_{\hat{\gamma}(-1)}[\hat{\gamma}(s)])\) and \(\hat{\sigma}_s(t) = \exp_{\hat{\gamma}(-1)}(t \exp^{-1}_{\hat{\gamma}(-1)}[\hat{\gamma}(s)])\), which, for \(s = 0\) and \(t \rightarrow 1\), have the limit points \(\hat{p}\) and \(\hat{p}\), respectively. It remains to show that we indeed have \(\hat{i} \circ \hat{\sigma}_0 = \hat{\sigma}_0\), where as usual \(\hat{i} := \hat{i} \circ \hat{i}^{-1}\) on \(\hat{M}\), so that we can set \(\sigma := \hat{i} \circ \hat{\sigma}_0[0,1]\).

This follows if we can show

\[
\text{id}_\ast \left( \exp^{-1}_{\hat{\gamma}(-1)} \left[ \hat{\gamma}(0) \right] \right) = \exp^{-1}_{\hat{\gamma}(-1)} \left[ \hat{\gamma}(0) \right] . \tag{A.2}
\]

But since we have \(\text{id}_\ast \left( \exp^{-1}_{\hat{\gamma}(-1)} \left[ \hat{\gamma}(s) \right] \right) = \exp^{-1}_{\hat{\gamma}(-1)} \left[ \hat{\gamma}(s) \right]\) for all \(s \in (-1, 0)\) by virtue of \(\text{id}(\hat{\gamma}(s)) = \hat{\gamma}(s)\) and \(\text{id}\) being an isometry and thus mapping geodesics to geodesics, (A.2) follows by continuity.

Proposition A.3. Let \((M, g)\) be a smooth time-oriented and globally hyperbolic Lorentzian manifold and let \(i : M \rightarrow \hat{M}\) and \(\hat{i} : \hat{M} \rightarrow \hat{M}\) be two smooth extensions. Let \(\gamma : [-1, 0) \rightarrow M\) be a future directed and future inextendible causal \(C^1\)-curve in \(M\) such that \(\lim_{s \rightarrow 0}(i \circ \gamma)(s) =: \hat{p}\) and \(\lim_{s \rightarrow 0}(\hat{i} \circ \gamma)(s) =: \hat{p}\) exist in \(M, \hat{M}\), respectively.

---

\[32\] This guarantees that in going over from the curve \(\gamma\) to the geodesic \(\sigma\) one stays on the same side of the boundary, cf. Figure [ ]
Then there exist future boundary charts \( \tilde{\varphi} : \tilde{U} \to (-\tilde{\varepsilon}_0, \tilde{\varepsilon}_0) \times (-\tilde{\varepsilon}_1, \tilde{\varepsilon}_1)^d \) around \( \tilde{p} \) and \( \varphi : \tilde{U} \to (-\varepsilon_0, \varepsilon_0) \times (-\varepsilon_1, \varepsilon_1)^d \) around \( p \) and neighbourhoods \( W \subseteq \tilde{U} \) of \( \tilde{p} \) and \( W \subseteq \tilde{U} \) of \( p \) such that
\[
\text{id}|\tilde{W}_< : \tilde{W}_< \to \tilde{W}_<
\]
is a diffeomorphism and extends as a smooth diffeomorphism to
\[
\text{id}|\tilde{W}_\leq : \tilde{W}_\leq \to \tilde{W}_\leq .
\]
As before we have set \( \tilde{W}_\leq = \tilde{W} \cap \tilde{U}_\leq = \tilde{W} \cap \{ (x_0, x) \in \tilde{U} \mid x_0 < f(x) \} \), where \( f \) is the graphing function of the boundary chart, and similarly for \( W_\leq \), etc.

**Proof.** By Corollary [A.1] there is a future directed timelike geodesic \( \sigma : [-1, 0) \to M \) such that \( \lim_{s \to -0} \dot{\sigma}(s) = \tilde{p} \) and \( \lim_{s \to 0} \dot{\sigma}(s) = \tilde{p} \), where \( \dot{\sigma} := \dot{i} \circ \sigma \) and \( i := \dot{\sigma} \circ \sigma \). Given boundary charts \( \tilde{\varphi} : \tilde{U} \to (-\tilde{\varepsilon}_0, \tilde{\varepsilon}_0) \times (-\tilde{\varepsilon}_1, \tilde{\varepsilon}_1)^d \) around \( \tilde{p} \) and \( \varphi : U \to (-\varepsilon_0, \varepsilon_0) \times (-\varepsilon_1, \varepsilon_1)^d \) around \( p \) and \( \dot{\varphi} : U \to (-\dot{\varepsilon}_0, \dot{\varepsilon}_0) \times (-\dot{\varepsilon}_1, \dot{\varepsilon}_1)^d \) around \( \dot{\rho} \) we choose convex neighbourhoods \( \tilde{V} \subseteq \tilde{U} \) of \( \tilde{p} \) and \( V \subseteq U \) of \( p \). After making the curves slightly shorter we can without loss of generality assume that \( \tilde{\gamma}, \dot{\gamma}, \ddot{\gamma} \) lie in \( \tilde{V} \cap \tilde{U}_\leq \) and \( \dot{\gamma}, \ddot{\gamma} \) lie in \( \tilde{V} \cap \tilde{U}_\leq \).

Let \( \tilde{X} := \exp_{\tilde{\sigma}(1)}^{-1}(\tilde{p}) \in T_{\tilde{\sigma}(1)}\tilde{V} \) and \( \tilde{X} := \exp_{\sigma(1)}^{-1}(\tilde{p}) \in T_{\sigma(1)}\tilde{V} \). Since \( \dot{\sigma}, \ddot{\sigma} \) is open there is a small neighbourhood \( \tilde{A} \subseteq \exp_{\tilde{\sigma}(1)}^{-1}(\tilde{V}) \subseteq T_{\tilde{\sigma}(1)}\tilde{V} \) of \( \tilde{X} \) such that \( \text{id}_{\tilde{A}} \subseteq \exp_{\tilde{\sigma}(1)}^{-1}(\tilde{V}) \subseteq T_{\tilde{\sigma}(1)}\tilde{V} \). We define the open cone
\[
\tilde{C} := \{ \lambda \tilde{Y} \in \exp_{\sigma(1)}^{-1}(\tilde{V}) \mid \tilde{Y} \in \tilde{A} \}, \quad \lambda \in (0, 1] .
\]
Since the domains are star-shaped we moreover have
\[
\text{id}_{\tilde{C}}(\tilde{C}) \subseteq \exp_{\sigma(1)}^{-1}(\tilde{V}) .
\]
We set \( \tilde{W} := \exp_{\sigma(1)}\tilde{C} \subseteq \tilde{V} \) and \( \dot{W} := \exp_{\sigma(1)}\dot{C} \subseteq \dot{V} \), which are open neighbourhoods of \( \tilde{p} \) and \( \dot{p} \), respectively — see also Figure [13]. Since \( \text{id} \) is an isometry we have
\[
\text{id}|\tilde{W}_\leq = \exp_{\sigma(1)} \circ \text{id}_{\tilde{C}} \circ \exp_{\sigma(1)}^{-1} |\tilde{W}_\leq . \quad \tag{A.4}
\]
And since \( \exp_{\sigma(1)}|C \) and \( \exp_{\sigma(1)}|\dot{C} \) are smooth diffeomorphisms, it is immediate that \( \text{id}|\tilde{W}_\leq \) extends to a smooth diffeomorphism \( \text{id}|\tilde{W}_\leq : \tilde{W}_\leq \to \tilde{W}_\leq . \)

Note that here in the smooth category we constructed the extension map explicitly in terms of exponential maps.

If the extensions (and possible also \( (M, g) \) itself) are only \( C^k \)-regular with \( k \geq 2 \), then we first point the reader to Remark [3.4] to see that Lemma [3.1] and by extension also Corollary [A.1] remain valid (and produce a timelike geodesic of regularity \( C^{k+1} \)). The proof of Proposition [A.3] also goes through up to [A.4]. Here we note that the exponential maps are only of regularity \( C^{k-1} \). Thus, since \( k \geq 2 \) we still obtain a \( C^1 \)-extension and additional regularity, if present in the extensions, can again be gained from Lemma [5.21].
A.2 Unique extensions of holes in inextendible spacetimes

We now apply this method of probing sufficiently smooth extensions with geodesics to a problem of different flavour. The question, posed to the author by JB Manchak, is the following: Say we have a Lorentzian manifold which is $C^\infty$-inextendible. If we remove a point from this manifold, is the only possible extension the one that reinserts this point? – or are new ways of extending the punctured Lorentzian manifold opening up? We show the following

**Theorem A.5.** Let $(M, g)$ be a connected time-oriented Lorentzian manifold with $g \in C^\infty$ that is $C^\infty$-inextendible. Let $p \in M$. Then every $C^\infty$-extension of $M \setminus \{p\}$ is smoothly isometric to $(M, g)$.

We need the following elementary lemma which is a strengthening of Lemma 2.17 in [20] for sufficiently smooth extensions.

**Lemma A.6.** Let $(M, g)$ be a connected Lorentzian manifold with $g \in C^\infty$ and $\iota : M \to \bar{M}$ be a $C^\infty$-extension of $M$. Then there exists a timelike geodesic $\gamma : [-1, 0) \to M$ with $\lim_{s \to 0}(\iota \circ \gamma)(s) \in \partial \iota(M)$.

**Proof.** By definition of a $C^\infty$-extension there exists a $\bar{q} \in \partial(M) \subseteq \bar{M}$. Since $\bar{q} \in C^\infty$ we can choose a convex neighbourhood $\bar{U} \subseteq \bar{M}$ of $\bar{q}$. Consider a point $\bar{r} \in I^+(\bar{q}, \bar{U})$. If $\bar{r} \not\in \iota(M)$, then consider the timelike geodesic starting at $\bar{r}$ and ending at $\bar{q} \not\in \iota(M)$. This gives rise to a timelike geodesic as in the lemma. If $\bar{r} \in \iota(M)$, then consider $I^+(\bar{r}, \bar{U})$ which is an open neighbourhood of $\bar{q}$ and thus contains a point $\bar{u} \in \iota(M)$. Now apply the same argument as before.

Let us note that Lemma A.6 also holds if the extension is only continuous ([9], [14]). The proof, however, is more difficult.

**Proof of Theorem A.5.** Let $\iota : M \setminus \{p\} \to \bar{M}$ be a $C^\infty$-extension of $M \setminus \{p\}$ and let $\gamma : [-1, 0) \to M \setminus \{p\}$ be a timelike geodesic with $\lim_{s \to 0}(\iota \circ \gamma)(s) = \bar{q} \in \partial \iota(M)$ as ensured by the above lemma. Without loss of generality assume that $\gamma$ is future directed.

**Step 1:** We show that $\lim_{s \to 0}\gamma(s) = p$, where we have made the trivial identification of $\gamma$ as a curve in $M \setminus \{p\}$ with $\gamma$ as a curve in $M$.

We prove this by contradiction. So assume $\lim_{s \to 0}\gamma(s) \neq p$.

**Step 1.1:** We show that $p$ is then also not an accumulation point of $\gamma : [-1, 0) \to M \setminus \{p\}$ considered as a curve in $M$.

If it were an accumulation point then there exists a sequence $s_n \in [-1, 0)$ with $s_n \to 0$ for $n \to \infty$ with $\lim_{n \to \infty}\gamma(s_n) = p$. We now choose a globally hyperbolic near-Minkowskian neighbourhood $U \subseteq M$ of $p$ and let $V \subseteq U$ be a neighbourhood of $p$ with compact closure in $U$. Since $\gamma$ is future inextendible in $M \setminus \{p\}$ and $\lim_{s \to 0}\gamma(s) \neq p$, for every $s_n$ there must exist a $0 > \tilde{s}_n > s_n$ with $\gamma(\tilde{s}_n) \in U \setminus V$. Moreover, it is easy to arrange for all $\gamma(\tilde{s}_n)$ to lie in a compact set by choosing $\tilde{s}_n$ such that $\gamma(\tilde{s}_n)$ lies uniformly away from the boundary of $U$. Thus there exists a point $r \in U \setminus V$ with $\gamma(\tilde{s}_n) \to r$ for $n \to \infty$, after possibly choosing a subsequence. Hence, we have shown that there exists another accumulation point $r \in M \setminus \{p\}$ of $\gamma$. Since $\gamma = \iota \circ \gamma$ has a future limit point $\tilde{q} \in \partial \iota(M \setminus \{p\}) \subseteq \bar{M}$, any other accumulation point in $\bar{M}$ must coincide with $\tilde{q}$. However, we have $\iota(r) \in \iota(M \setminus \{p\}) \subseteq \bar{M}$, which is a contradiction. Thus we conclude that $p$ is not an accumulation point of $\gamma$.

**Step 1.2:** We show that we can then construct a $C^\infty$-extension of $M$, thus obtaining a contradiction.

Since $p$ is not an accumulation point of $\gamma$, we can choose a small coordinate ball $B_r(p) \subseteq M$ centred at $p$ such that $\gamma$ does not contain any points in $B_r(p)$. Consider now the compact annulus region $K :=$
$B_{\bar{x}}(p) \setminus B_{\bar{y}}(p)$ and set $\hat{K} := \iota(K)$. Then $\hat{M} := \hat{M} \setminus \hat{K}$ is a possibly disconnected time-oriented Lorentzian manifold. In case it is disconnected we only keep the connected component containing $\iota \circ \gamma$ and call it again $\hat{M}$. We now take a new copy of $(B_c(p), g|_{B_c(p)})$, for example $B_c(p) \times \{0\}$, and glue it back in along $B_c(p) \setminus B_{\bar{z}}(p)$ to obtain a connected time-oriented Lorentzian manifold $\tilde{M}_2$. More precisely, we take the set-theoretic disjoint union $\hat{M}_1 \sqcup (B_c(p) \times \{0\})$ and consider the equivalence relation generated by

$$\hat{M}_1 \supseteq B_c(p) \setminus B_{\bar{x}}(p) \ni x \sim (x, 0) \in (B_c(p) \setminus B_{\bar{z}}(p)) \times \{0\} \subseteq B_c(p) \times \{0\}.$$ 

Then topologically we have $\tilde{M}_2 := [\hat{M}_1 \sqcup (B_c(p) \times \{0\})] / \sim$ and it is straightforward to equip $\tilde{M}_2$ canonically with a smooth differentiable structure and smooth Lorentzian metric. Clearly we can construct an isometric embedding $\iota_2 : M \hookrightarrow \tilde{M}_2$ from the old one and our canonical gluing construction. It remains to show that $\tilde{M}_2$ contains a point that does not lie in $\iota_2(M)$, i.e., that $\tilde{M}_2$ is not isometric to $M$. However, this follows easily since $\tilde{q} = \lim_{s \to 0}(\iota \circ \gamma)(s) \in \tilde{M}_2$ and $\tilde{q} \notin \iota(M \setminus \{p\})$. And in particular the point $p$ was newly filled in. Thus $\tilde{q} \notin \iota_2(M)$. This contradicts the $C^\infty$-inextendibility of $M$.

Thus, the claim in Step 1 is proven. It shows that any $C^\infty$-extension of $M \setminus \{p\}$ has to extend through the region that was previously close to $p$.

**Step 2:** We show that $\tilde{M}$ is isometric to $M$.

Let $\hat{U} \subseteq \tilde{M}$ be a convex neighbourhood of $\hat{q}$ and $U \subseteq M$ be a convex neighbourhood of $p$. Consider $\delta < 0$ such that $\gamma(\delta) =: r \in U$ and $\iota(r) =: \hat{r} \in \hat{U}$. Let $w_0 \in T_r U$ be such that $p = \exp_r(w_0)$. Since $\iota$ is an isometry, it follows that $\hat{q} = \exp_{\hat{r}}(d\iota_r(w_0))$. We can now choose a star-shaped (with respect to $0$) open set $W \subseteq T_r U$ containing $w_0$ such that $\exp_r(W)$ is a normal neighbourhood of $r$ and such that $\exp_r(d\iota_r(W))$ is a normal neighbourhood of $\hat{r}$.

Now note that for all $w \in W \setminus \{\lambda \cdot w_0 \mid \lambda \geq 1\}$, the geodesics $[0, 1] \ni s \mapsto \exp_r(s \cdot w)$ are contained in $M \setminus \{p\}$. Moreover, since $\iota$ is an isometry, it commutes with the exponential map, thus obtaining

$$\iota(\exp_r(w)) = \exp_{\hat{r}}(d\iota_r(w)) \quad \text{for all } w \in W \setminus \{\lambda \cdot w_0 \mid \lambda \geq 1\}.$$ 

By the continuity of $\iota : M \setminus \{p\} \hookrightarrow \tilde{M}$, we thus obtain

$$\iota(\exp_r(w)) = \exp_{\hat{r}}(d\iota_r(w)) \quad \text{for all } w \in W \setminus \{w_0\}. \quad (A.7)$$

We can now define an embedding $\iota_1 : M \hookrightarrow \tilde{M}$ by

$$\iota_1(q) = \begin{cases} \iota(q) & \text{for } q \in M \setminus \{p\} \\ \exp_{\hat{r}}(d\iota_r(w)) & \text{for } q \in \exp_r(W), q = \exp_r(w). \end{cases}$$

By (A.7) this is well-defined and since $\hat{q}$, $\tilde{q}$ are smooth, $\iota_1$ is also smooth. By continuity, it is also an isometry. Thus we have shown that $\iota_1 : M \hookrightarrow \tilde{M}$ is an isometric embedding. Since $M$ is inextendible, they have to be isometric. This concludes the proof.

$\square$

Again, one can generalise the theorem to regularities $C^k$ with $k \geq 2$. We leave the details to the reader.

---

33If it is connected, then the extension $\tilde{M}$ would have crept into the space that we opened up by removing $p$. Otherwise it is disconnected. This construction is to deal with the first case, since in the second case it is easy to construct an extension of $M$ just by filling in $p$ again.

34For more details on such gluing constructions we refer the interested reader for example to Section 3.3 in [18] or to Chapter 16 in [10].
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