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Abstract: At gauged watersheds, the time of concentration can be estimated using rainfall-runoff data; however, at ungauged watersheds, empirical methods are used instead. Large errors in the application of empirical methods may cause inaccurate modeling of floods and unreliable structure design. In this paper, methods for calculating the time of concentration (Tc) were compared to identify the best equation for estimating Tc in ungauged watersheds of an arid region. The graphical method, based on measured data, was compared to 15 empirical methods to determine which empirical method returned the best results. The graphical method was applied to 33 rainfall-runoff events in four rural sub-watersheds located in the central parts of Hormozgan province, Iran. A ranking-based procedure was used to select the best performing empirical methods. To minimize bias and improve accuracy, the best performing empirical methods were modified by adjusting their formulas. According to the study, three empirical methods: (1) Williams, (2) Pilgrim and Mac Dermott, and (3) Arizona DOT, performed the best in the study areas. The results also showed that the modified Williams and Arizona DOT’s formulas were able to estimate the time of concentration in ungauged watersheds with an error lower than 1%.
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1. Introduction

Arid and semiarid areas, which cover a wide part of the world, are influenced by extreme flooding related to torrential rainfall events [1–3]. One important parameter in the development of a flood hydrograph in ungauged watersheds is the time of concentration (Tc). Tc reflects the speed of waterflow in a watershed in response to rainfall events, proving effective in the implementation of stormwater management and flood warning systems [4]. Bondelid et al. [5] showed that 75% of the error in estimating peak discharge could be a result of errors in the estimation of the time of concentration. Due to the lack of sufficient data in arid regions, estimating the time of concentration is a major challenge [6,7].

Numerous studies have been conducted to study the time of concentration in gauged and ungauged watersheds. Empirical methods are widely used to determine the time of concentration in ungauged watersheds. Each empirical method is developed in a particular region with specific physical and climatic characteristics. Thus, when these methods are used for other areas of the world, their accuracy needs to be evaluated, and, if necessary, their equations should be modified.

There are several studies describing the evaluation and modification of empirical methods for determining Tc. Efstratiadis et al. [8] applied four widely used empirical methods in Cyprus, including Kirpich, Giandotti, SCS (Soil Conservation Service), and Passini...
methods, to estimate Tc. They used the observed and estimated peak discharge to evaluate empirical methods and, in doing so, found that the Giandotti was the most appropriate method in estimating Tc in Cyprus. Salimi et al. [9] used a similar evaluation procedure for assessing seven empirical methods in humid regions of northern Iran; this study showed the peak flow value obtained by the Bransby–Williams method was most consistent with the observed peak data values. González-Alvarez et al. [10] assessed 10 empirical methods for 15 urban ungauged watersheds using the velocity method (as a reference method); as a result, it showed that none of the equations were reliable for estimating Tc in all watersheds, as only four methods had very good performances in eight studied watersheds. They selected Kirpich and FFA methods, which show the best correlation between the estimated and reference value of Tc, for modification. To minimize the bias of estimation, they adjusted the equations. Sharifi and Hosseini [11] proposed a methodology for identifying the best Tc empirical equation. They considered Tc calculated by the velocity method (NRCS, 1986) as a reference method for comparison. Then, they modified empirical equations using correction factors, which were obtained from the inverse of the linear regression slope between estimated values of Tc by empirical equations and the reference value. To select the best method, they evaluated each method using several statistical measures and the ranking-based strategy. They applied this methodology to 72 temperate watersheds and sub-watersheds in the northeast of Iran; doing so, they found the California, Kirpich, and Arizona DOT (Departement Of Transportation) methods with modified equations displayed the best performance. Perdikaris et al. [12] evaluated eight empirical methods in Credit River watershed, Ontario, Canada using the velocity method as a reference method. They applied the ranking of each method, based on statistical and goodness of fit measures, to identify the best method; it indicated the Arizona DOT method gives the most accurate estimations of Tc. After coming to this conclusion, they also corrected the empirical methods using reference methods and proposed a modified equation to use in ungauged watersheds.

Empirical Tc methods are commonly evaluated using the NRCS velocity method or a graphical method (based on hyetograph and hydrograph) as a reference method. According to McCuen [13], the rainfall-runoff data monitored in watersheds provides the most accurate estimation of Tc. Beven [14] studied the concept of time of concentration and showed that the hydrograph reflects the integral effects of the patterns of inputs and celerities. He explained that applying a definition of Tc based on a hydrograph is more accurate than a definition based on the velocity of flow. McCuen et al. [15] indicated that there is a direct correlation between the Tc value estimated by the velocity method and the time calculated from rainfall and runoff data. While the graphical methods are preferred for evaluating empirical Tc equations, in many locations this data is unavailable and the velocity method is used instead.

De Almeida et al. [16] applied a graphical method to 17 rainfall-runoff events to evaluate and select the best performing empirical equation for a rural watershed in Brazil with a tropical climate. They found Ventura’s equation displayed the best performance for the studied watershed. Mudashiru et al. [17] evaluated 21 empirical methods using hyetograph and hydrograph data for an urban basin in Kuala Lumpur, Malaysia with an equatorial climate. They indicated Gundlach and Carter methods are suitable for estimating Tc. Grimaldi et al. [18], using rainfall-runoff data, evaluated the performance of empirical methods in four small sub-watersheds in Texas, USA. Their study demonstrated a dramatic variation in Tc values estimated by empirical methods as high as 500%.

Azizian [7] studied the uncertainty of 47 Tc equations and identified the contribution of all input parameters, such as rainfall intensity, land cover-related-coefficients, the scale of topographic and land cover maps, DEM resolution, and streams delineation threshold, in the north of Iran. He found that the empirical equations that are based solely on geomorphological parameters have relatively low uncertainty, but the equations that are based on watershed characteristics, rainfall attributes, and land cover-related coefficients have relatively high uncertainty.
Rainfall affects Tc through antecedent wetness and rainfall intensity. In wet watersheds, as the soil becomes increasingly saturated (less precipitation infiltrated), the runoff will be created more quickly. Comparatively, in dry watersheds, the soil needs more time to reach saturated conditions [19,20]. The effect of rainfall patterns on the time of concentration was investigated by Kjeldsen et al. [21], who analyzed hydrographs and indicated that Tc values of a watershed decrease with the increase of rainfall intensity. According to Rao and Delleur [22], the variation in time of concentration depends on the amount, duration, and intensity of rainfall and vegetation.

A review of the literature indicates that there are some gaps in the previous studies:

1- Most of the studies have focused on the analysis of Tc in wet, temperate, and tropic regions. However, the behavior of watersheds in arid regions, despite their significant differences in rainfall pattern, wetness, and vegetation, has been overlooked.

2- Although the analysis of hydrograph and hyetograph can give more accurate Tc as a reference value to evaluate empirical methods, only a few studies have been conducted using recorded rainfall-runoff data. However, due to scarcity of data, none of the studies have focused on arid regions [23,24].

3- The previously mentioned studies applied recorded rainfall-runoff data and evaluated empirical methods at the watershed scale. There is a lack of regional studies evaluating empirical Tc methods.

The hypothesis of the current study is that the empirical methods of computing time of concentration in ungauged watersheds result in inaccurate Tc value in an arid region. Thus, this study focuses on identifying the best equation for estimating Tc in ungauged sub-watersheds of an arid region located in southern Iran. The values of Tc were estimated by 15 widely used empirical equations in four gauged sub-watersheds. Then, the estimated Tc was compared to the value of Tc obtained from the analysis of the hyetograph and hydrograph data monitored in the sub-watersheds. Then, the performance of each empirical equation was assessed by statistical measures and a ranking-based procedure. Lastly, to improve the accuracy of the empirical methods, the best performing equations were modified based on the results of the graphical method.

In ungauged sub-watersheds of study areas, synthetic hydrographs are typically used to design structures to control stormwater. The accuracy of synthetic hydrograph modeling depends on the accuracy of estimating Tc. Thus, the results of this study will result in improved hydrologic designs.

### 2. Background

Generally, the estimation of Tc is based on seven common definitions: (i) the time needed for water to travel from the hydraulically furthest point to the watershed outlet; (ii) the time from the end of rainfall excess (effective precipitation) to the inflection point of the falling limb of the total runoff hydrograph; (iii) the time from the center of mass of rainfall excess to the center of mass of direct runoff; (iv) the time from the maximum rainfall intensity to the time of the peak discharge; (v) the time from the center of mass of rainfall excess to the time of the peak of direct runoff; (vi) the time from the center of mass of rainfall excess to the time of the peak of total runoff; and (vii) the time from the start of the total runoff to the time of the peak discharge of the total runoff [8,13,15,16,25–29]. Figure 1 illustrates the schematic of a watershed for definition (i), and Figure 2 demonstrates the schematic of hydrograph and hyetograph for definitions (ii), (iii), (iv), (v), (vi), and (vii).
Many empirical and semi-empirical methods have been developed from the first definition and are widely used in ungauged watersheds. The procedures for calculating $T_c$, according to this definition, are based on watershed attributes such as area, slope, channel length, and channel roughness.

The graphical methods are based on the other six definitions, which define $T_c$ according to hyetographs and hydrograph data. Among these six definitions, definition (ii) most accurately reflects the time of concentration because the watershed is likely saturated at the end of rainfall excess [13–16].

In this study, 15 empirical methods, based on the first definition, are compared to one graphical method, where the graphical method is assumed to be the most reliable estimation of $T_c$. The graphical method that was used is from the second definition: the time from the end of rainfall excess (effective precipitation) to the inflection point of the falling limb of the total runoff hydrograph. This definition was used because it is the most
acceptable and also because there are widespread alluvial fans with high infiltration in the study area that must be saturated for flooding.

3. Materials and Methods

3.1. Study Area

The study area is located in the Hormozgan province of southern Iran, neighboring the Persian Gulf. The scope of the case study includes four rural sub-watersheds (Shaghrud, Sikhoran, Chahchakur, and Salubalm) with drainage areas ranging from 131 to 458 located in the central parts of Hormozgan province (Figure 3). Table 1 shows a summary of the physiographic and morphometric characteristics of these sub-watersheds.

Figure 3. (a) Location of Hormozgan province in Iran. (b) Location of sub-watersheds in Hormozgan province.
Because only these four sub-watersheds have measuring stations, they were selected for this study. There is a rainfall station in each sub-watershed for monitoring precipitation time series (R1, R2, R3, and R4 shown in Figure 4). The runoff data in each sub-watershed was measured at one gauge located at each outlet (S1, S2, S3, and S4 shown in Figure 4). The rainfall and runoff data used in this study were obtained from the Hormozgan Regional Water Authority Company and Zayandab Consulting Engineers. Rainfall depth data was continuously stored at 15-min intervals for the years 2002–2017, and runoff data was collected at varying intervals according to the rainfall periods. More rainfall stations may result in better analyses of hydrographs, but there is only one rainfall station in each sub-watershed that records data in short intervals. According to Pilgrim et al. [30], the deficiency of rainfall and runoff gauge network in arid regions is one of the challenging issues that makes hydrologic assessment difficult.

Figure 4. Cont.
The study area is an arid region in Iran receiving 200 mm of rain per year. The average and maximum daily rainfall, the coefficient of variation of daily rainfall, and annual rainfall in Shaghrud, Sikhoran, Chahchakur, and Salubalm sub-watersheds are presented in Table 2. Almost every year, intense rainfalls occur in the study area that, along with poor pasture land cover, cause torrential floods. Because of this, numerous traditional stormwater management systems have been constructed on tributaries. The main purpose of these systems is diverting small flows towards artificial recharge ponds by the small weirs. Since the existing traditional systems for runoff diversion have been operating for many years and have not been significantly developed, it is assumed they do not have a significant effect on the hydrographs during the period of this study.

In the study area there is alluvial fans that are tens of meters. They have high storage capacities and can absorb large volumes of water. Thus, when the event is sufficient to fully satisfy available alluvial storage the runoff is transmitted downstream. According to the geological maps the area of alluvial fans in the Shaghrud, Sikhoran, Chahchakur, and Salubalm sub-watersheds is 90, 20, 66, and 25 Km² respectively and the depth of alluvial fans approximately varies between 3–30 m in the sub-watersheds.
Table 1. Summary of general characteristics.

| Sub-Watershed   | Shaghrud | Sikhoran | Salubalm | Chahchakur |
|-----------------|----------|----------|----------|------------|
| Area (Km²)      | 458      | 131      | 200      | 224        |
| Average slope of sub-watershed (%) | 23.6 | 45 | 40.6 | 16 |
| Average elevation (m) | 1354 | 1675 | 848 | 263 |
| Main channel length (Km) | 50 | 24 | 37.5 | 30 |
| Average slope of main channel (%) | 1.2 | 4.4 | 1.1 | 0.8 |
| Perimeter (m)   | 154      | 72       | 88       | 99         |
| Compactness coefficient (Cc) | 2.0 | 1.8 | 1.8 | 1.9 |
| Stream length (Km) | 1567 | 594 | 907 | 1243 |
| Drainage density (Km/Km²) | 3.4 | 4.5 | 4.5 | 5.6 |

Table 2. Characteristics of daily and annual rainfall in sub-watersheds.

| Sub-Watershed   | Shaghrud | Sikhoran | Salubalm | Chahchakur |
|-----------------|----------|----------|----------|------------|
| Average daily rainfall (mm) | 0.44 | 0.68 | 0.79 | 0.47 |
| Maximum daily rainfall (mm) | 75 | 147 | 198 | 155 |
| Minimum daily rainfall (mm) | 0 | 0 | 0 | 0 |
| Coefficient of variation (CV) | 7.4 | 7.7 | 9.2 | 10.9 |
| Annual rainfall (mm) | 159 | 247 | 287 | 172 |

3.2. Empirical Methods

After review, among many empirical methodologies proposed to estimate \( T_c \) in literature, 15 commonly used and popular methods, which have been proposed for non-urban watersheds, were selected to test in this study (Table 3). Some empirical methods are based on land cover coefficients (e.g., manning’s roughness coefficient, curve number, and retardance factors), causing the estimations to be heavily dependent on the modeler’s assumptions of those input coefficients. Applying such methods can lead to a great level of uncertainty, and modelers tend to avoid using these methods [7,11]. Thus, simple methods were selected that generally use measured input data. For a comprehensive review of all empirical methods, the reader is referred to [7,26,28,31–33].

Some assumptions are inherent in each empirical method that limit their application (e.g., watershed area, slope, and length of the main channel, dominant flow regime). Considering these physical restrictions may not lead to selecting a joint method for all sub-watersheds. Furthermore, according to de Almeida et al. [16], the majority of empirical methods have been developed for watersheds in temperate regions; with there not being a method developed in arid regions, we face a limitation in selection. The previous studies indicated ignoring the restrictions of empirical equations generally leads to a degree of bias in the estimation of \( T_c \); however, if the modification on formulation is done properly, the bias will be minimized [10–12]. In this study, empirical equations that were suitable for non-urban watersheds were selected and other restrictions were ignored.

3.3. Graphical Method

The time of concentration was calculated via a graphical analysis of the hyetograph and hydrograph data for the selected events. With the hydrological response being sensitive to the variability of rainfall, the selection of events considering different depths, intensity, and duration of precipitations are important in understanding the watershed’s behavior against different patterns of inputs [33,34]. Furthermore, according to Hadadin (2013) and de Almeida (2017) [22,35], another important issue is selecting single rainfall events that
provide single peak hydrographs, since the separation of a hydrograph and its rainfall in multiple events is very difficult and causes errors in calculating Tc.

During the period 2002–2017, 37 recorded rainfall-runoff events were analyzed. Using the aforementioned criteria, 33 rainfall-runoff events were selected for this study. To calculate the effective precipitation hyetograph, the phi-index method was applied [36–42]. In addition, to obtain a baseflow separation, in this study, the constant discharge method was used. This method assumes base flow is constant during the storm hydrograph and the minimum streamflow immediately before the rising limb is used as the constant value [41].

3.4. Ranking and Improvement of Empirical Methods

In order to evaluate the performance of each approach and select the best performing empirical method for the region, a ranking-based selection procedure, which was suggested by Sharifi and Hosseini [11], was applied. First, the values of Tc in the four sub-watersheds obtained from the graphical method were compared to the empirical methods. Next, the difference between Tc values obtained from the graphical method and empirical formulas were assessed using four goodness of fit measures. For the evaluation of models and equations, ASCE recommended applying both statistical measures and graphical plots [42]. In addition, according to Legates [43] a complete evaluation of model performance should include at least one relative error measure, one absolute (or square) error measure. Thus, we used the mean absolute percentage of errors (MAPE) as a relative error measure, the root mean sum of squared errors (RMSE) as square error measure, and the coefficient of correlation (R) of linear regression for evaluation by the graphical plot. In addition to these essential measures, we applied the sum of errors (SE) to evaluate the possible bias (under or over estimation). Then, the methods were ranked by each of the statistical measures. The rankings were summed across measures to give an overall ranking of each method.

Once each empirical method was evaluated, the best methods were selected for optimization. Optimization was performed by adjusting the equations to minimize the bias between the empirical and graphical Tc estimations [11,16]. To modify the equations, a curve fitting software was used. DataFit gives the user the ability to create regression models [44]. This software was used to correct the values of coefficients and exponents for the selected equations.

To evaluate the validity of modified equations, the graphical analysis of residuals and cross-validation for overfitting was applied. The residuals for the reference values of the time of concentration were plotted to check their randomness. There are two well-known methods to detect overfitting, including K-fold and leave-one-out cross validation. Because the amount of rainfall-runoff data applied in this study is small, the leave-one-out cross validation which is suitable for small-sized dataset was selected for evaluating overfitting [45–47].
Table 3. Summary of the selected empirical methods for estimating Tc.

| Method                                      | Equation                                                                 | Remarks                                                                                           |
|---------------------------------------------|---------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------|
| Bransby Williams (ASDOT 1995)               | $T_c = 0.605L(100S_c)^{-0.2}A^{-0.1}$                                      | Developed for rural watersheds                                                                 |
| Kirpich (Tennessee) (1940)                  | $T_c = 0.066L^{0.77}S^{-0.385}$                                           | Developed for small rural watersheds in Tennessee (0.004–0.453 Km$^2$) and (0.03 < S < 0.1)     |
| Johnstone-Cross (1949)                      | $T_c = 0.4623L^{0.5}S_c^{-0.25}$                                         | Developed for agricultural watersheds in Spain                                                  |
| Temez (1987)                                | $T_c = 0.31L^{0.76}S_c^{-0.19}$                                          | Developed for watersheds in Turkey (11–9867 Km$^2$)                                           |
| Haktanir and Sezen (1990)                   | $T_c = 0.7473L^{0.841}$                                                  | Developed for agricultural watersheds in central and northern Italy (170–70,000 Km$^2$)        |
| Giandotti (1934)                            | $T_c = \left(4\sqrt{L} + 1.5L\right)\frac{1}{0.8V/H_m}$                 | Developed for agricultural watersheds in Italy                                                 |
| Pilgrim and Mac Dermott (1982)              | $T_c = 0.76A^{0.38}$                                                     | Developed for rural watersheds in eastern New South Wales                                       |
| Pasini (1914)                               | $T_c = 0.108(AL)^{0.333}S_c^{-0.5}$                                      | Developed for watersheds in India (Watershed area < 129.5 Km$^2$)                            |
| Williams (1922)                             | $T_c = 0.272A^{0.4} \cdot L S_c^{-0.2}$                                  | Developed for rural watersheds in Ireland (145–948 Km$^2$)                                      |
| Corps of Engineers (Linsley et al., 1977)   | $T_c = 0.191L^{0.76}S_c^{-0.19}$                                         | Developed for rural watersheds in the USA (Watershed area <12 Km$^2$)                           |

Note: $A =$ area (Km$^2$); $S_c =$ average slope of main channel (m/m); $S =$ average slope of watershed (m/m); $H_m =$ average elevation of watershed (m); $\Delta H =$ elevation difference between start and endpoint of the main channel (m); $D =$ equivalent diameter of the catchment (Km); $L =$ length of main channel (Km); $L_{ca} =$ length measured from the concentration point along $L$ to a point on $L$ that is perpendicular to the watershed centroid (Km).

4. Results and Discussion

4.1. Empirical Methods

The Tc values obtained by applying the empirical methods are shown in Table 4. These results are highly variable. The highest Tc values for the four sub-watersheds came from the Haktanir and Sezen and Passini equations ranging between 7.5 and 27.9 h. The lowest Tc values came from Kirpich’s equation and ranged between 1.0 and 2.3 h. The mean Tc values estimated for the Shaghrud, Sikhoran, Salubalm, and Chahchakur sub-watersheds were 11.3, 4.6, 8.7, and 8.8 h, respectively. The mean relative differences for Tc obtained by different methods ranged from -82 to 157%. Fang et al. [33] obtained similar mean relative differences ranging between -38 and 207% for central Texas. As noted in previous studies, most empirical methods have been developed for a particular region with specific attributes, and it is necessary to assess the accuracy of these methodologies in other areas [46].
4.2. Graphical Method

The graphical method was applied to 33 events that occurred in the four sub-watersheds of the study area. The graphical Tc was determined by calculating the difference between rainfall excess and the inflection point. To demonstrate the use of the method, the event on 25 March 2017 in the Salubalm sub-watershed is presented in Figure 5. Table 5 shows the characteristics of events and the Tc values derived from the graphical method for each event. The duration of rainfall events ranges from 1–28 h, and rainfall depth differs from 5–100 mm. In addition, the highest rainfall intensity for events is between 4–76 mm/h. The Tc values obtained from the graphical analysis demonstrated some variability. To define a unique value for the graphical Tc method for each sub-watershed, the average was calculated. The results show the average Tc value in the Salubalm and Sikhoran sub-watersheds is shorter than the Shaghrud and Chahchakur. Furthermore, the longest and shortest Tc values belong to Shaghrud and Sikhoran sub-watersheds respectively.

Comparing the daily and annual rainfall in the region indicates that in Shaghrud and Chahchakur sub-watersheds the annual rainfalls are lower than other sub-watersheds. According to Sehler et al. [47] land cover and precipitation are the most important parameters affecting soil moisture, and in drier and less vegetative climates, rainfall has the strongest relationship with moisture. The Shaghrud and Chahchakur sub-watersheds that receive less precipitation are drier than the other sub-watersheds. During a rainfall event, it takes the Shaghrud and Chahchakur sub-watersheds more time to reach saturation point, and this leads to longer Tc. Furthermore, the average daily rainfall intensity in Salubalm and Sikhoran is higher than in other sub-watersheds. Thus, according to Kjeldsen et al. [21] the Tc in these sub-watersheds should be shorter.

Previous studies have shown that some morphometric and physiographic characteristics of watersheds affect Tc. Larger drainage density and slope can lead to shorter Tc, while larger compactness coefficient, stream length, and main channel length can cause longer Tc [28,48–50]. The value of Tc in Shagrud sub-watersheds is longer than other sub-watersheds. This is due to the larger compactness coefficient, stream length, main channel length, and/or smaller drainage density. In addition, Tc in Sikhoran sub-watershed is shorter than other sub-watersheds. This is because of the smaller main channel length, compactness coefficient, stream length, and/or steep slope of the main channel.

Table 4. Values of Tc in sub-watersheds determined by applying empirical equations.

| Method                        | Shaghrud | Sikhoran | Salubalm | Chahchakur |
|-------------------------------|----------|----------|----------|------------|
| Bransby Williams              | 15.8     | 6.6      | 13.1     | 11.0       |
| Kirpich                       | 2.3      | 1.0      | 1.5      | 1.8        |
| Chow                          | 8.1      | 3.3      | 6.9      | 6.6        |
| California Culverts Practice  | 6.5      | 2.1      | 4.4      | 3.0        |
| Arizona DOT                   | 7.5      | 3.1      | 5.9      | 5.8        |
| Johnstone-Cross               | 9.9      | 4.9      | 8.7      | 8.5        |
| Temez                         | 13.6     | 6.1      | 11.1     | 10.0       |
| Haktanir and Sezen            | 20.1     | 10.8     | 15.7     | 13.1       |
| Giandotti                     | 5.5      | 2.5      | 4.8      | 8.1        |
| Ventura                       | 24.8     | 6.9      | 17.1     | 21.3       |
| Pilgrim and Mac Dermott       | 7.8      | 4.8      | 5.7      | 5.9        |
| Pasini                        | 27.9     | 7.5      | 20.1     | 22.7       |
| Williams                      | 6.3      | 2.6      | 5.2      | 4.4        |
| Dooge                         | 9.5      | 4.6      | 6.9      | 7.6        |
| Corps of Engineers            | 3.6      | 1.6      | 2.9      | 2.6        |
| Mean                          | 11.3     | 4.6      | 8.7      | 8.8        |
The comparison of the average $T_c$ value calculated using the graphical method and the average $T_c$ value estimated by empirical methods in Tables 4 and 5 shows, only in the Sikhoran sub-watershed, the average $T_c$ values derived from the empirical and graphical methods are close to each other; in the other sub-watersheds, the empirical $T_c$ values are significantly longer. As the majority of empirical methods were developed in temperate regions, with longer rainfall duration, lower rainfall intensity, higher soil moisture, and/or richer vegetation, the application of these methods in arid regions result in longer travel time [16].

4.3. Performance Evaluation of Empirical Methods in Sub-Watersheds

Due to the shortage of events applied in this study, particularly for Chahchakur sub-watershed, the use of statistical measures and the coefficient of correlation to evaluate the performance of empirical methods in the sub-watershed scale are not reliable. Thus, the relative difference between the mean graphical $T_c$ and the values estimated by empirical methods were applied as the criterion for the evaluation of methods in each sub-watershed. As may be seen from Table 6, the relative difference in studied sub-watersheds varied from $-75$ to $381\%$. Among the equations used for this study, Barnaby Williams, Johnstone-Cross, Temez, Haktanir and Sezen, Ventura, Pilgrim and Mac Dermott, and Pasini and Dooge all consistently overestimated $T_c$ in each of the four sub-watersheds. The Kirpich and Corps of Engineers consistently underestimated the $T_c$. The remaining equations were inconsistent between the sub-watersheds in their over or under-estimation of $T_c$. The Giandotti method gives the best estimation of $T_c$ in the Shaghrud and Salubalm sub-watersheds (with an error of $-6\%$ and $-1\%$ respectively), and in the Sikhoran and Chahchakur sub-watersheds the Doog and Arizona DOT methods estimate the value of $T_c$ more accurately (with an error of 9%). In addition, Passini, Ventura and Haktanir, and Sezen are the least accurate equations for estimating $T_c$ in the sub-watersheds. To find the method(s) that properly estimates $T_c$ in all ungauged sub-watersheds, a regional evaluation will be done in the next section.
Table 5. Values of $T_c$ in sub-watersheds determined from the graphical method.

| Sub-Watershed | Event Number | Event Date      | Rainfall Duration (h) | Rainfall Depth (mm) | Maximum Rainfall Intensity (mm/h) | Maximum Peak Flood ($m^3/s$) | $T_c$ (h) |
|---------------|--------------|-----------------|-----------------------|---------------------|----------------------------------|-----------------------------|-----------|
| Sikhoran      | 1            | 4 November 2002  | 3.25                  | 99                  | 76                               | 38                          | 4.3       |
|               | 2            | 29 October 2003 | 9.5                   | 29.2                | 14                               | 95.5                        | 4.5       |
|               | 3            | 27 January 2004 | 2                     | 17                  | 29.6                             | 13                          | 4.5       |
|               | 4            | 27 February 2010| 6.5                   | 38.5                | 36.4                             | 10.1                        | 4.5       |
|               | 5            | 1 February 2013 | 9                     | 40                  | 12                               | 24.4                        | 3.8       |
|               | 6            | 14 March 2014   | 7.5                   | 29.1                | 65.2                             | 391                         | 4.5       |
|               | 7            | 12 March 2015   | 14                    | 32.9                | 16                               | 20.3                        | 3.8       |
|               | 8            | 11 November 2015| 15                    | 41.4                | 17.6                             | 25.2                        | 4.0       |
|               | 9            | 3 January 2016  | 4.75                  | 15.9                | 15.2                             | 28.7                        | 4.3       |

**Mean $T_c$**

|                |               |                  |                      |                     |                                 |                             |           |
|----------------|---------------|-----------------|----------------------|---------------------|---------------------------------|------------------------------|-----------|
| **Sikhoran**   | 1             | 28 July 2007    | 2.5                  | 13.2                | 24.8                            | 19.6                         | 5.8       |
|                | 2             | 30 March 2009   | 3.25                 | 15.4                | 10                              | 9.7                          | 5.8       |
|                | 3             | 31 March 2009   | 6.25                 | 10.6                | 9.6                             | 74.8                         | 6.0       |
|                | 4             | 8 November 2009 | 1.25                 | 17                  | 18.8                            | 61.1                         | 5.8       |
|                | 5             | 3 March 2012    | 1.6                  | 40                  | 12.8                            | 48.8                         | 5.5       |
|                | 6             | 3 March 2013    | 6.75                 | 21.4                | 14.4                            | 64.4                         | 5.5       |
|                | 7             | 12 March 2015   | 10.5                 | 50                  | 18.4                            | 27                           | 6.0       |
|                | 8             | 26 February 2017| 3                    | 5.4                  | 6.4                             | 17.3                         | 5.5       |
|                | 9             | 20 March 2017   | 7.4                  | 7.4                 | 3.6                             | 46.2                         | 6.0       |

**Mean $T_c$**

|                |               |                  |                      |                     |                                 |                             |           |
| **Shaghrud**   | 1             | 27 March 2003    | 3.5                  | 24.8                | 74                              | 13.8                         | 5.0       |
|                | 2             | 15 January 2004  | 8.25                 | 11.3                | 13.2                            | 41.3                         | 4.5       |
|                | 3             | 20 February 2007 | 3.75                 | 12.3                | 16                              | 62.2                         | 5.0       |
|                | 4             | 17 March 2007    | 5.75                 | 5                   | 6                               | 13.8                         | 4.8       |
|                | 5             | 27 October 2007  | 4                    | 55.9                | 40.4                            | 43                           | 5.0       |
|                | 6             | 30 March 2009    | 6.25                 | 22.1                | 10.4                            | 19.5                         | 4.5       |
|                | 7             | 8 December 2009  | 4.5                  | 83.4                | 48.4                            | 240                          | 4.8       |
|                | 8             | 9 December 2009  | 13.5                 | 125                 | 71.6                            | 362                          | 5.0       |
|                | 9             | 5 February 2010  | 5                    | 48.2                | 55.2                            | 343                          | 4.8       |
|                | 10            | 21 January 2017  | 37.5                 | 25.4                | 16                              | 165                          | 5.3       |
|                | 11            | 25 March 2017    | 8.75                 | 28.2                | 15.6                            | 146                          | 4.8       |

**Mean $T_c$**

|                |               |                  |                      |                     |                                 |                             |           |
| **Salubalm**   | 1             | 30 March 2009    | 5.5                  | 58.9                | 40.8                            | 33.2                         | 5.8       |
|                | 2             | 31 March 2009    | 4.5                  | 44                  | 29.6                            | 49                           | 5.3       |
|                | 3             | 8 December 2009  | 5                    | 34.8                | 48.2                            | 34.9                         | 5.3       |
|                | 4             | 27 February 2010 | 7                    | 34.9                | 12.4                            | 151                          | 4.8       |

**Mean $T_c$**

|                |               |                  |                      |                     |                                 |                             |           |
| **Chahchuk**   | 1             | 30 March 2009    |                       |                     |                                 |                             |           |
|                | 2             | 31 March 2009    |                       |                     |                                 |                             |           |
|                | 3             | 8 December 2009  |                       |                     |                                 |                             |           |
|                | 4             | 27 February 2010 |                       |                     |                                 |                             |           |

**Mean $T_c$**

4.4. Regional Performance Evaluation of Empirical Methods

To evaluate the performance of each equation in the study area, statistical measures were calculated by comparing 33 $T_c$ values from the graphical method, event to event, and those estimated by the empirical equations. Statistical measures were calculated for regional evaluation of each empirical method using these 33 values (Table 7).

The sum of errors (SE) indicates that 5 methods, Kirppich, California, Giandotti, Williams, and Corps of Engineers, underestimate $T_c$ value, and the rest of the methods overestimate $T_c$ value in the sub-watersheds of the region. Unfortunately, some local modelers traditionally apply Kirppich’s equation without evaluation to simulate synthetic hydrograph in ungauged sub-watersheds. This can lead to overestimation of the peak flood discharge. Furthermore, according to the values of SE, the Williams, Giandotti, Arizona DOT, and California methods give the least possible bias (8–26 h) in their estimations for the study area sub-watersheds.

Regarding the square error measures (RMSE), if the estimations of empirical methods are perfect, RMSE will be zero. Comparing the empirical methods and reference method by this measure indicates that the errors for Williams, Pilgrim and Mac Dermott, Giandotti, and Arizona DOT methods are smaller than other methods, ranging from about 0.9–1.3 h.
The mean absolute percentage of error measure (MAPE) is used as a relative measure of the bias. As may be seen from Table 7, the Williams, Pilgrim and Mac Dermott, Giandotti and Arizona DOT methods give the minimum of bias (17–24%) in their estimations for the study area sub-watersheds.

In addition, evaluation of the scatterplot of Tc estimated by empirical methods and the graphical method were used in combination with statistical measures. According to the value of coefficient of correlation, Kippich, Doog, and Ventura give the best estimation of Tc for the study area sub-watersheds (R is larger than 0.90).

The evaluation by RMSE, and MAPE had similar results. They suggest the Williams, Pilgrim and Mac Dermott, Giandotti, and Arizona DOT methods are the best methods to estimate Tc in the ungauged sub-watersheds of the region. However, the Williams, Giandotti, and Arizona DOT methods were also approved as the best methods in evaluation by SE. Despite this, the results of evaluation by the coefficient of correlation are completely different from statistical measures. Although the Kippich, Doog, and Ventura methods give the best R, their estimations are with a bias between 41 to 235% and have a mean error of about 2–14 h. Furthermore, Giandotti’s method is suggested one of the best methods in evaluation by SE, RMSE and MAPE, but it gives a poor correlation (R = 0.678) between empirical and graphical Tc values that results in a poor overall performance.

The results show the statistical measures and coefficient of correlation propose different empirical methods for estimating the Tc value in the ungauged sub-watersheds. In this condition, to select the best method(s), Sharifi and Hosseini [11] proposed the ranking based strategy. According to this strategy, each empirical method was ranked in both statistical measures and the coefficient of correlation. Then, the rankings were summed to give the overall ranking for each empirical method. The overall ranking of the methods gave a general and comprehensive evaluation that was applied to select the best method(s). For a complete review of the different evaluation methods and statistical goodness-of-fit measures, the reader is referred to [11,12,43,51–56].

The sum of rankings in Table 7 revealed that three methods, (1) Pilgrim and Mac Dermott, (2) Williams, and (3) Arizona DOT, gave more accurate estimations, and they can be applied in estimating Tc in ungauged study area sub-watersheds. The (1) Haktanir and Sezen, (2) Pasini, and (3) Bransby Williams methods performed considerably worse than the other equations.

Previous studies in temperate northeast Iran also showed that the original Arizona DOT formulas estimated Tc without significant error [11]. Similarly, previous studies in the humid region of Iran also indicated that the Bransby Williams method had the best performance [9].

Although there is the variability in area, length, and slope in the studied sub-watersheds, it seems the lack of restrictions in application of the Pilgrim and Mac Dermott method resulted in its good performance. Despite the restriction in application of the Arizona DOT and Williams methods to watersheds with the area of smaller than 8 and 129 Km², these methods gave acceptable estimations of Tc. The equations of these two methods differ from other methods because they are function of shape factors (Lca and L/D). Previous studies indicated that shape factors that show elongation of watersheds affect Tc and it appears considering shape factors in Arizona DOT and Williams methods improved their performance [50,51]. Although the Pilgrim and Mac Dermott, Williams and Arizona DOT methods gave the best performance compared to the other empirical methods they still had an error of –37 to 34% (Table 6). In the next section, these errors will be reduced by modifying the original equations.
Table 6. Relative differences between mean Tc achieved by the graphical method and by empirical methods.

| Method                    | Shaghrud | Sikkoran | Salubalm | Chahchakur |
|---------------------------|----------|----------|----------|------------|
| Bransby Williams          | 172      | 58       | 167      | 108        |
| Kirpich                   | -60      | -75      | -69      | -65        |
| Chow                      | 39       | -21      | 41       | 25         |
| California                | 12       | -50      | -11      | -43        |
| Culverts Practice         | 29       | -26      | 21       | 9          |
| Arizona DOT               | 70       | 18       | 78       | 60         |
| Johnstone-Cross           | 134      | 45       | 127      | 88         |
| Temez                     | 246      | 158      | 221      | 146        |
| Haktanir and Sezen        | -6       | -41      | -1       | 53         |
| Giandotti                 | 328      | 65       | 249      | 301        |
| Ventura                   | 34       | 15       | 16       | 12         |
| Pilgrim and Mac Dermott   | 381      | 79       | 310      | 329        |
| Pasini                    | 9        | -37      | 7        | -17        |
| Williams                  | 65       | 9        | 41       | 44         |
| Dooge                     | -38      | -62      | -40      | -50        |

4.5. Improving the Accuracy of the Top Methods

To minimize the bias and improve the accuracy, previous studies modified the formulation of the empirical method by correcting the coefficients and exponents of the original equation [10–12,57]. The coefficients and exponents of the equations were adjusted, and the modified equations were developed for using in the ungauged study area sub-watersheds.

Table 8 shows the modified equations, their coefficients of correlation, and the sum of residuals. The sum of residuals equaling zero indicates the equation is the best fit. However, the sum of residuals for all three modified equations is near zero. Figure 6 illustrates the Tc values estimated by these equations versus the Tc values calculated by the graphical method and the residual distribution for each modified equation. Generally, a visual review of the residual plots shows that the residuals for each modified equation are unbiased and have an approximately constant variance.

Table 9 displays the difference between mean Tc calculated by the graphical method and Tc estimated by three modified empirical methods. This table shows the relative differences range from -6.6 to 4.2%, whereas, before modification, the relative differences ranged from -37 to 34% (Table 6). In addition, the comparison of Tables 6 and 9 indicates that in all sub-watersheds the correction of Arizona DOT and Williams methods was better than the correction of the Pilgrim and Mac Dermott method. The Arizona DOT and Williams’s equations, which use shape factors, slope, and stream length in addition to area, resulted in better fitting compared to the Pilgrim and Mac Dermott method. Thus, it is concluded that selection of empirical models which are function of shape factors, slope, stream length and area with a proper correction can give better estimation of Tc in the ungauged study area sub-watersheds.
4.6. Cross Validation for Overfitting

The leave-one-out cross validation was applied using 33 data parameters to evaluate the efficiency of the model. The mean square error and the variation of coefficient of correlation (predicted R) resulted from cross validation process (Table 10). The results indicate the predicted error (shown in Table 10) is not substantially higher than the model error (shown in Table 8). Furthermore, using the process of cross validation, comparing the coefficient of correlation of the model and the range of predicted R shows there is not a large discrepancy between the two values.
Table 7. Values of statistical measures and the ranking of methods.

| Method                          | MAPE   | RMSE  | SE   | R      | Sum of Rankings |
|---------------------------------|--------|-------|------|--------|-----------------|
| Bransby Williams                | 135.49 | 7.64  | 245.60 | 0.831  | 49              |
| Rank                            | 12     | 12    | 12    | 13     |                 |
| Kirpich                         | 67.08  | 3.36  | −117.11 | 0.915  | 30              |
| Rank                            | 10     | 9     | 10    | 1      |                 |
| Chow                            | 34.22  | 1.86  | 44.80  | 0.840  | 27              |
| Rank                            | 6      | 6     | 6     | 9      |                 |
| California Culverts Practice    | 24.99  | 1.45  | −26.31 | 0.826  | 28              |
| Rank                            | 5      | 5     | 4     | 14     |                 |
| Arizona DOT                     | 24.37  | 1.32  | 22.72  | 0.874  | 16              |
| Rank                            | 4      | 3     | 3     | 6      |                 |
| Johnstone-Cross                 | 59.02  | 3.37  | 106.92 | 0.834  | 38              |
| Rank                            | 9      | 10    | 9     | 10     |                 |
| Temez                           | 104.75 | 5.91  | 189.96 | 0.852  | 40              |
| Rank                            | 11     | 11    | 11    | 7      |                 |
| Haktanir and Sezen              | 205.74 | 10.93 | 367.25 | 0.832  | 50              |
| Rank                            | 13     | 13    | 13    | 11     |                 |
| Giandotti                       | 19.35  | 1.33  | −8.11  | 0.678  | 22              |
| Rank                            | 2      | 4     | 1     | 15     |                 |
| Ventura                         | 234.70 | 13.87 | 432.53 | 0.901  | 45              |
| Rank                            | 14     | 14    | 14    | 3      |                 |
| Pilgrim and Mac Dermott        | 21.85  | 1.31  | 39.53  | 0.885  | 15              |
| Rank                            | 3      | 2     | 5     | 5      |                 |
| Pasini                          | 277.60 | 16.27 | 510.42 | 0.891  | 49              |
| Rank                            | 15     | 15    | 15    | 4      |                 |
| Williams                        | 16.92  | 0.97  | −8.21  | 0.831  | 16              |
| Rank                            | 1      | 1     | 2     | 12     |                 |
| Dooge                           | 41.25  | 2.55  | 76.40  | 0.913  | 24              |
| Rank                            | 7      | 8     | 7     | 2      |                 |
| Corps of Engineers              | 45.66  | 2.29  | −79.06 | 0.852  | 31              |
| Rank                            | 8      | 7     | 8     | 8      |                 |

Table 8. Modified equations of top three empirical methods for estimating Tc in the sub-watersheds of central parts of Hormozgan province.

| Empirical Method                | Original Equation | Modified Equation | Coefficient of Correlation | Mean Square Error (MSE) | Sum of Residuals |
|---------------------------------|-------------------|-------------------|---------------------------|-------------------------|-----------------|
| Williams                        | Tc = 0.272A^{0.4}L_{ca}^{0.2}Sc^{−0.2} | Tc = 1.51A^{0.18}(L_{ca})^{−0.16}Sc^{−0.07} | 0.918 | 0.06 | −7.1 × 10^{−15} |
| Pilgrim and Mac Dermott         | Tc = 0.76A^{0.38} | Tc = 1.425A^{0.23} | 0.885 | 0.09 | −1.8 × 10^{−2} |
| Arizona DOT                     | Tc = 0.0505847A^{0.1}(L_{ca})^{0.26}Sc^{−0.2} | Tc = 1.22423A^{0.27}(L_{ca})^{−0.07}Sc^{−0.08} | 0.915 | 0.06 | −3.1 × 10^{−10} |
Table 9. Tc achieved by the modified top three empirical methods and their relative difference with mean Tc calculated by graphical method.

| Sub-Watershed | Mean Tc Estimated by Graphical Method (h) | Modified Empirical Method | Tc Estimated by Modified Equation (h) | Difference% |
|---------------|------------------------------------------|----------------------------|---------------------------------------|-------------|
| Shaghurd      | 5.8                                      | Modified Williams         | 5.76                                  | −0.7        |
| Sikhoran      | 4.2                                      |                            | 4.24                                  | 0.9         |
| Salubalm      | 4.9                                      |                            | 4.86                                  | −0.8        |
| Chahchakur    | 5.3                                      |                            | 5.30                                  | 0           |
| Shaghurd      | 5.8                                      | Modified Pilgrim and Mac Dermott | 5.84                                  | 0.7         |
| Sikhoran      | 4.2                                      |                            | 4.38                                  | 4.2         |
| Salubalm      | 4.9                                      |                            | 4.82                                  | −1.6        |
| Chahchakur    | 5.3                                      |                            | 4.95                                  | −6.6        |
| Shaghurd      | 5.8                                      | Modified Arizona DOT      | 5.77                                  | −0.5        |
| Sikhoran      | 4.2                                      |                            | 4.24                                  | 0.9         |
| Salubalm      | 4.9                                      |                            | 4.86                                  | −0.8        |
| Chahchakur    | 5.3                                      |                            | 5.30                                  | 0           |

Table 10. The results of cross validation.

| Modified Methods                  | Variation of Coefficient of Correlation (Predicted R) | Mean Square Error (Predicted MSE) |
|-----------------------------------|------------------------------------------------------|----------------------------------|
| Modified Williams                 | 0.904–0.925                                          | 0.09                             |
| Modified Pilgrim and Mac Dermott | 0.871–0.912                                          | 0.10                             |
| Modified Arizona DOT              | 0.910–0.928                                          | 0.09                             |

5. Limitations

Collecting data that covers a wide range of conditions and a long-time span is crucial in developing or modifying empirical models. In arid regions, the most important limitation is the lack of data. In this study, there were only four gauged sub-watersheds available. In each studied sub-watershed, there was one rainfall station and in overall there were 33 recorded rainfall-runoff events. The lack of complete rainfall and runoff gauge networks makes hydrologic studies in arid regions a hard task. In this study, the empirical models were evaluated and modified with these limitations. Because there was not a wide range of data in the analyses, the findings of this study may not give the best accuracy. However, the results are worthwhile for the local design engineers that use empirical methods without evaluation and are only based on expert judgments. In order to create a more detailed analysis of the behavior of sub-watersheds during rainfalls, the existence of a complete dataset is necessary. With the completion of data, it is suggested that the results of this study be updated.

In this study several commonly used statistical measures were applied in the ranking based strategy to select top three methods for the study region. The selection of measures used in this study for other regions could lead to different top three methods. Thus, the top three methods proposed in this paper are valid only for the study area and selecting the best performing method(s) in the other regions by the proposed approach needs a particular regional evaluation for those regions.

6. Conclusions

The importance of Tc in hydrological designs has led to the development of a variety of empirical methods for estimating this parameter in ungauged sub-watersheds. Because each method was developed for a particular geographic region, care must be taken in the selection of an appropriate method for determining Tc in other regions. This study focuses on the evaluation and modification of empirical methods in arid regions to gain...
proper estimations of $T_c$ in ungauged sub-watersheds. Throughout this paper, the graphical method, based on the analysis of hyetographs and hydrographs of events in gauged sub-watersheds, was used as a reference method for calculating $T_c$. Results from the graphical method were compared to 15 empirical methods. Several statistical measures were used to evaluate and rank each empirical method, and, from that, the best performing methods were identified. To minimize the bias and improve the estimations, the best empirical methods were modified for specific use in ungauged sub-watersheds of the study area, the Hormozgan province, Iran. According to the results of the study, three methods of (1) Pilgrim and Mac Dermott, (2) Williams, and (3) Arizona DOT were the most appropriate empirical methods for estimating $T_c$ in this region. The modification of these formulas significantly improved their estimations. This research indicated that using the modified Arizona DOT method and modified Williams method can lead to the best estimation of $T_c$, as they can estimate $T_c$ with an error lower than 1%.

According to the findings of this study and the recent findings of other studies about the importance of applying rainfall-runoff data in estimating the $T_c$, it is recommended that future studies focus on developing new empirical models using graphical methods on the regional scale for geographically different areas.
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