Adaptive Control for Energy Exchange with Probabilistic Interval Predictors in Isolated Microgrids
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Abstract: Stability and reliability are of the most important concern for isolated microgrid systems that have no support from the utility grid. Interval predictions are often applied to ensure the system stability of isolated microgrids as they cover more uncertainties and robust control can be achieved based on more sufficient information. In this paper, we propose a probabilistic microgrid energy exchange method based on the Model Predictive Control (MPC) approach to make better use of the prediction intervals so that the system stability and cost efficiency of isolated microgrids are improved simultaneously. Appropriate scenarios are selected from the predictions according to the evaluation of future trends and system capacity. In the meantime, a two-stage adaptive reserve strategy is adopted to further utilize the potential of interval predictions and maintain the system security adaptively. Reserves are determined at the optimization stage to prepare some extra capacity for the fluctuations in the renewable generation and load demand at the operation stage based on the aggressive and conservative level of the system, which is automatically updated at each step. The optimal dispatch problem is finally formulated using the mixed-integer linear programming model and the MPC is formulated as an optimization problem with a discount factor introduced to adjust the weights. Case studies show that the proposed method could effectively guarantee the stability of the system and improve economic performance.
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1. Introduction

1.1. Background

The rapid development of the Internet of Things (IoT) technology enhances the intelligence in smart grid. Smart meters increase the measurement reporting rate in the grid to minute or even second level, and near real-time data communications with high throughput and low delay could be achieved with advanced technologies [1,2]. The integration of these advanced sensing and communication techniques greatly facilitates the integrated energy source management to improve the intelligence level and efficiency of the power grid [3].

Nowadays, Renewable Energy Sources (RES) such as solar and wind energies are increasingly integrated into the power grids as clean sources that are environmentally friendly [4,5]. They could also reduce generation cost and increase power diversification [6]. In many rural areas such as villages and countrysides, there are abundant RES and the
buildings are sparse with many open areas. As a result, using RES as the major energy supply is quite plausible. Furthermore, the distances among different sites may be very large while the load demand at individual sites may be low due to the small population. Therefore, transmitting power from the main grid to the remote user side is costly. As a result, isolated microgrids receive more and more attention as a more cost-effective alternative [7].

Isolated microgrids are small power grids consisting of loads, RES, distributed dispatchable generators, and energy storage systems. They operate as independent power systems isolated from the main grid [8]. The penetration of RES in the isolated microgrids is usually very high and most of the power supply would be provided by RES generation. However, RES generation is volatile and hard to predict. In the meantime, there is no support from the main utility grid to absorb the fluctuations in isolated microgrids [9]. Therefore, it is very crucial for isolated microgrids to develop effective scheduling strategies to plan for the variations in advance, so that the power supply is ensured and the system stability is maintained [10–12]. Furthermore, the operation of microgrid systems can be more cost effective with appropriate planning and control [13–16].

1.2. Related Work

Several control methods have been reported in the literature to smooth the frequency fluctuations and improve the economic performance while ensuring the power supply’s reliability and system stability for isolated microgrids. Most of these methods are based on single-point prediction [17–20]. They use time series analysis, model-based or data-driven approaches, advanced machine learning methods, and other hybrid methods to predict load consumption and renewable generation in the next period of time, and then obtain the optimal scheduling policy for the deterministic predicted scenario. The multi-objective energy management architecture is also studied to improve the stability and economy simultaneously. For example, a multi-objective Energy Management System (EMS) framework coupling unit commitment and optimal power flow is proposed in [21], and the compromise solution is obtained using the ε-constraint method and the Fuzzy Satisfying criterion. However, the performance of such optimization methods is limited because it relies heavily on the accuracy of the single-point prediction, which is difficult to guarantee due to the high uncertainty of RES in isolated microgrids [22,23]. Though great efforts have been made to improve the prediction accuracy, errors are inevitable and may render the dispatch largely sub-optimal. Worse still, the accumulation of errors over time may lead to the failure of the entire optimization process and even cause serious violation of the system.

To deal with the highly volatile nature of the RES, some methods take extra considerations of the prediction error. On top of the deterministic optimization of the system energy management, they further compensate for the error discretely between each optimization stage, or directly take the uncertainty into consideration during optimization. In general, the former usually adopts a two-stage or hierarchical control strategy, and the latter mostly applies statistical methods or stochastic optimization methods. For instance, uncertainty was handled using a two-stage stochastic formulation in [24,25], where infeasibility from the first stage was compensated for at the second stage. In [26], the uncertainty associated with RES was modeled using the 2-Point Estimate Method (2PEM) for household demand management. Some works achieve the optimum by assuming that the uncertainties of RES and loads follow a certain distribution and can be modeled using some assumed Probability Distribution Functions (PDFs). For example, a Gaussian disturbance was introduced in [27] and non-Gaussian wind power uncertainties were studied in [28]. Then, stochastic control was applied. These methods could improve the system’s capability to cope with fluctuations for isolated microgrids to some extent, but they are still developed based on deterministic forecasting. In the meantime, it is really challenging to further improve the accuracy of deterministic predictions due to the volatile nature of wind energy and the irregularity of solar energy. Therefore, these methods suffer from the unavoidable
inaccuracy in RES predictions and might lead to increased instability for microgrids with high variability and uncertainty. In addition, the assumptions about the uncertainty distributions are not always appropriate and the inaccuracy in the distribution modeling could further compromise the performance.

The key in microgrid control hinges upon the uncertainties in the uncontrollable RES generation and load demand. The goal is to improve the robustness of the microgrid system with satisfactory economic benefits. For isolated microgrids, especially those with highly variable RES, the probabilistic prediction-based interval control optimization would be a better alternative. This category of methods does not require high accuracy deterministic parameter predictions that are difficult to achieve. Instead, interval predictions on the RES generation and load demand are used, whose accuracy is much easier to ensure. Intuitively, the predicted intervals provide more information compared with the point predictions used in deterministic approaches. They better capture the uncertainties and the trends of RES generation and loads in the future. With such information, one can choose to make relatively conservative responses to future changes to ensure the stability and reliability of isolated microgrids when the interval predictions indicate the RES generation tend to be deficient in covering the load demand. In addition, one can also adopt more aggressive strategies to achieve better economic benefits when the interval predictions indicate that the situation tends to improve in the future. Flexibility in the tradeoff between system stability and economic benefits becomes possible due to the rich information contained in the interval predictions.

In the literature, there are many methods that provide accurate interval prediction of RES generation and loads. However, the utilization of the intervals for system scheduling and dispatch is rather primitive. For example, fuzzy models were employed to predict intervals of an appropriate width and confidence level to cover certain uncertainties of the system in some works [29–33]. However, most of them did not discuss how to further make use of the predicted intervals in system scheduling [29–31]. In [32], a robust method was proposed for the subsequent scheduling. However, it only considered the worst cases indicated by the interval predictions and hence was overly conservative to achieve satisfactory economic performance. In [33], the confidence level of the intervals was used as an optional parameter with which the level of constraint satisfaction and operating cost can be selected by operators, but this method still could not facilitate the flexibility and the adaptivity in the tradeoff between the system stability and economic benefits. In [34], the interval uncertainties were modeled using an affine algorithm to generate modified intervals with soft bounds and then the optimal power flow solution was found using Particle Swarm Optimization (PSO). This helped contract the intervals and decrease the cost, but the joint PDFs and heuristic methods used led to high computational complexity. Therefore, efforts should be made to better utilize the interval predictions and improve energy management performance.

1.3. Contributions

To obtain the optimal scheduling of isolated microgrids with volatile RES and achieve a more effective utilization of the interval predictions, we have proposed a Model Predictive Control (MPC)-based hybrid method [35]. This method improves the economic performance of the microgrid system and strategy analysis shows that it can be interpreted as a “conditional” robust method. However, further studies indicate that system stability under this method could be compromised for isolated microgrids with high RES penetration, especially in extreme cases. In this paper, we come up with an adaptive probabilistic control method for energy exchange to further improve the system stability of isolated microgrids while ensuring the economical efficiency. The optimal microgrid dispatch problem is formulated using the Mixed-Integer Linear Programming (MILP) model and MPC is employed as the framework of the optimization problem [36,37]. A discount factor is introduced for each step of the MPC framework to adjust the weight so that the scheduling in the near future is given heavier weight to ensure stability [38,39]. During the
optimization, appropriate scenarios are selected from the interval predictions according to the relationship among RES generation, load demand, and the capacity of the system. In the meantime, a two-stage elastic reserve strategy is adopted to further utilize the potential of the predicted intervals and maintain the system security adaptively. In this strategy, the possible trends of the situation and the state dynamics of the system are considered, based on which some auxiliary coefficients are added to automatically regulate the aggressive conservative level of the optimization process. Then, reserves are determined on the basis of the level to ensure the system capacity margin in case of potential fluctuations in RES generation and load at the operational stage. This promotes a more efficient use of system resources, reducing the cost and achieving the adaptive security of the system. A comparison with the previous method and robust method is conducted in different cases, and the effectiveness of our approach in improving system stability and economic performance is verified.

The major contributions of this paper are as follows:

1. An adaptive probabilistic energy management method based on the MPC framework and two-stage control is proposed to improve the utilization of the interval predictions and the dispatch performances in isolated microgrids with high penetrations of RES;
2. An adaptive reserve strategy is adopted to further exploit the information provided by the interval predictions and prepare for the possible variations in the future so that the system stability could be maintained in an adaptive manner;
3. The aggressive-conservative level of system is also introduced to guarantee certain system capacity and adjust the reserve strategy, where the system state and the future trends are evaluated to affect the system propensity on making decisions;
4. Simulation results show that the proposed method achieves good performances in terms of both system stability and economic efficiency, and it is capable of maintaining good performance even when the situation is extremely hostile.

1.4. Outline

The remainder of this paper is organized as follows. System model and operation requirements of a general isolated microgrid are discussed in Section 2. The adaptive reserve strategy is introduced in Section 3. Section 4 present the optimization formulation based on the MPC framework and the two-stage control method. The energy exchange strategy is also analyzed in Section 4. The case studies on a typical isolated microgrid system and the performance comparisons between our proposed method and others are shown in Section 5. Concluding remarks are presented in Section 6.

2. System Model

Remote community microgrids that isolated from the main grid are considered in this paper. The isolated microgrid system generally consists of load, RES generation, dispatchable generators, and energy storage units as Figure 1 shows. Figure 2 shows the scheme of a typical islanded microgrid considered in this paper. In general, the RES generation and load consumption are uncontrollable and should be predicted first. Then based on the prediction, the system needs to solve optimization problems to find economic dispatch for the storage units and dispatchable generators while ensuring the system stability.

The hierarchical control model has been widely used for microgrid control [40]. The hierarchical structure consists of three control levels: Primary, secondary, and tertiary. The primary control mainly handles stability maintenance of voltage and frequency and achieves autonomous operation. The secondary control is used for frequency and voltage restoration and helps compensate for the fluctuations in time. At the secondary control level, the sampling time is on the order of seconds, larger than that of the primary level. The tertiary control has the longest sampling time from minutes to hours. At this level, economical concerns are considered and optimal operation is studied in the microgrids.
This paper focuses on the optimal dispatch problem at the tertiary control level, where the supply and demand relationship, the operation limits, and the objectives concerning economy and robustness are the main issues discussed to find optimal scheduling of operating power for dispatchable devices in microgrids [17,41]. Therefore, no particular discussions on primary and secondary control are made in this paper. Noting that the time-scale of the primary and secondary control is far less than that at the tertiary level, in this paper we assume that they are conducted appropriately by some existing approaches.

In this section, we discuss the model of each type of components in the general microgrid. The device dynamics and some operation requirements are also considered. In the model, the long-term control problem is handled discretely with small time interval $\Delta t$, and the power of components is considered constant at each time interval [42].

2.1. Interval Predictions

RES generators are uncontrollable and non-dispatchable elements in microgrid systems. Loads generally include critical loads that must be met and controllable loads that can be reduced if necessary. Here, we assume all the loads in the isolated microgrid are critical and non-dispatchable. To meet the load demand and find the optimal scheduling
policy of the system with low cost and high reliability, the value of load power and RES generation power of the future should be known. However, the intermittent and volatile nature of RES makes it really challenging to obtain a high accuracy in their generation forecasting as required to ensure the strict load and generation balanced of microgrids. As a result, in this paper, we try to use interval predictions rather than point predictions as the information to design the scheduling strategy. When the predictions are given in the form of intervals, they are no longer sensitive to small errors since the intervals cover a range rather than a single value. Hence it is much easier to obtain good interval predictors. Furthermore, intervals provide more information about possible values and trends in the future, based on which the system can be better prepared to maintain stability.

In this paper, the predictions in the form of intervals are described as the interval constraints:

\[
P_l[k] \in [\underline{P}_l[k], \overline{P}_l[k]], \quad P_{\text{res,m}}[k] \in [\underline{P}_{\text{res,m}}[k], \overline{P}_{\text{res,m}}[k]],
\]

(1)

where \(k\) is the discrete-time index, \(P_l\) and \(P_{\text{res,m}}\) are the total load power and the renewable generation power respectively with \(m\) representing different type of RES such as photovoltaic power and wind power; the lower and upper boundaries of the prediction intervals are denoted by the underline and the overline of power variables, respectively. Interval predictions with good accuracy level could be provided by many existing works. For example, fuzzy interval models can be used to forecast intervals of RES generation and load power with appropriate width and coverage probability [29, 32]. The interval predictions with 90% of confidence level have about 3.67% maximum relative error in photovoltaic power generation, 8.85% maximum relative error in wind power generation, and 4.53% maximum relative error in load power in [29]. We will see later that this level of accuracy is sufficient to implement our proposed algorithm.

2.2. Dispatchable Generators

Dispatchable generators are energy sources that can be controlled flexibly according to the dispatch and they usually employ non-renewable energy sources including petroleum, diesel, natural gas, and so on. These generators are available almost anywhere and can respond to demand quickly. Hence, they are always chosen to serve as a buffer between renewable power generation and load demand in microgrids with RES. Though dispatchable generators could meet the demand more flexibly, the usage of them should also be carefully planned to avoid violations and unnecessary wastage. There are some limits on their working range and operating behavior.

A. The working range:

Generally, the operating range of generators can be expressed as:

\[
\delta_{g,i}p_{g,i}^{\text{min}} \leq P_{g,i} \leq \delta_{g,i}p_{g,i}^{\text{max}},
\]

(2)

where \(i = 1, 2, \ldots, N_g\) with \(N_g\) representing the number of generators. \(P_{g,i}\) denotes the operating power of the \(i\)th generator, and \(p_{g,i}^{\text{min}}\) and \(p_{g,i}^{\text{max}}\) are the minimum and maximum power limits, respectively. \(\delta_{g,i}\) is the introduced auxiliary binary variable used to indicate the ON/OFF state of the dispatchable generators:

\[
\delta_{g,i} = \begin{cases} 
1, & \text{ON state,} \\
0, & \text{OFF state.}
\end{cases}
\]

(3)
B. The operating behavior:

It usually costs a lot to switch the state of generators. Thus, the startup and shutdown behavior of the generators is also modeled to simplify the calculation of the corresponding operating cost in the cost function. The following constraints must be satisfied:

\[
\begin{align*}
SU_i[k] &= K_{SU} \cdot (\delta_{g,i}[k] - \delta_{g,i}[k-1]) \\
SD_i[k] &= K_{SD} \cdot (\delta_{g,i}[k-1] - \delta_{g,i}[k]) \\
SU_i[k] &\geq 0 \\
SD_i[k] &\geq 0,
\end{align*}
\]

where \(SU_i[k]\) and \(SD_i[k]\) are the startup and shutdown costs of the \(i\)th generator at time \(k\), respectively; \(K_{SU}\) and \(K_{SD}\) are the corresponding coefficients representing the cost of a single switch with respect to the equipment specifications. The operating cost could be calculated by comparing the generation state at the current instance with that at the previous instance. \(R_{\text{max}}\) represents the maximum ramp up and ramp down rates. The inequality (5) limits the maximum changes of the running power of the \(i\)th generator within a time interval \(\Delta t\).

2.3. Energy Storage Units

A large number of non-dispatchable generators connected to the microgrid system may cause power fluctuations, and the trends in RES are volatile and hard to predict. Energy storage units play a significant role in the system to mitigate the effects caused by fluctuations and act as a buffer between generation and demand. Moreover, energy storage units could quickly respond to demand which makes them very suitable to compensate for prediction errors and disturbances.

The charging and discharging behavior of storage units and the operating constraints will be discussed in detail here. The storage dynamics of energy storage units is usually described using discrete-time models as follows [17]:

\[
W_s[k+1] = W_s[k](1 - \sigma_s) + \left(\eta \cdot P_{c,s}[k] - \frac{1}{\eta} \cdot P_{\text{disc},s}[k]\right).
\]

In this equation, \(W_s[k]\) denotes the total stored energy of the storage units at time \(k\), and it is bounded with \(W_{s_{\text{min}}} \leq W_s \leq W_{s_{\text{max}}}; P_c\) and \(P_{\text{disc}}\) are the charging and discharging power, respectively. \(\sigma_s\) is the energy loss rate related to the stored energy degradation with \(0 < \sigma_s < 1\). \(\eta\) is the charging and discharging efficiency with \(0 < \eta < 1\).

Charging and discharging phases need to be considered separately [43]. Two auxiliary binary variables are introduced to represent the charging and discharging state of energy storage units, with \(\delta_c = 1, \delta_{\text{disc}} = 0\) indicating the charging state and \(\delta_c = 0, \delta_{\text{disc}} = 1\) indicating the discharging state. It is noted that these two variables are mutually-exclusive with the constraint:

\[
\delta_c + \delta_{\text{disc}} \leq 1.
\]

Thus, the operating range of storage units in general is:

\[
P_{s_{\text{min}}} \leq \delta_c \cdot P_c - \delta_{\text{disc}} \cdot P_{\text{disc}} \leq P_{s_{\text{max}}}.
\]
each time interval \( k \) and energy exchange problem is studied in this paper, the energy balance constraint is modeled instead:

\[
\sum_{m} (P_{\text{res},m}[k] \Delta t)^{m} + \sum_{i=1}^{N_{g}} (P_{g,i}[k] \Delta t) = P_{l}[k] \Delta t + (P_{c}^{e}[k] - P_{\text{disc}}^{e}[k]) \Delta t.
\] (9)

In the optimization, this balance condition is a constraint that must be satisfied and local controllers will help track the reference power at a lower control level in operation. At the operation stage, however, it may not hold with the dispatching solutions since the prediction is not exactly accurate and there are differences between the scenarios the optimizer selected and the actual situations. Then the load demand might not be met and violations occur. That is why the compensation should be considered at the operation stage so as to further handle the variations and that reservations are carefully planned.

3. The Adaptive Reserve Strategy

In some extreme cases, when the RES generation is extremely volatile and the prediction is not sufficiently accurate, the system stability and economic performance of general control methods may be hard to guarantee. To enhance the system stability and prepare more for the unknown variations, an adaptive reserve strategy is proposed in this paper.

3.1. The Adaptive Reserves

To make the system better prepared for future variations, we introduce some reserve variables in the models of energy storage units and dispatchable generators. These variables are assigned values in the optimization based on the comprehensive assessment of the system’s capacity and future trends, and will be utilized at the operation stage if necessary. In other words, they are additional safeguards to compensate for deviations. Therefore, this part of capacity cannot be used at the scheduling stage and some constraints should be modified.

The reserve variable \( P_{\text{ur}}^{g,i} \) is introduced into the model of dispatchable generators denoting an upward reserve power of \( i \)th generator for generating, and constraint (2) and (5) are transformed using the big-M method [44] as follows:

\[
\begin{align*}
P_{\text{min}}^{g,i} & \leq P_{g,i} \leq P_{\text{max}}^{g,i} - P_{\text{ur}}^{g,i}, \\
\delta_{g,i} \cdot P_{\text{min}}^{g,i} & \leq P_{g,i} \leq \delta_{g,i} \cdot P_{\text{max}}^{g,i}, \\
- R_{i}^{\text{max}} & \leq P_{g,i}[k + 1] - P_{g,i}[k] \leq R_{i}^{\text{max}} - P_{\text{ur}}^{g,i}.
\end{align*}
\] (10)

In the storage model we also add two reserve variables \( P_{\text{ur}}^{s} \) and \( P_{\text{dr}}^{s} \) which denote upward reserve power for charging and downward reserve power for discharging of the energy storage units. Hence, (7) and (8) are modified as:

\[
\begin{align*}
P_{\text{min}}^{s} & \leq P_{c}^{s} \leq P_{\text{max}}^{s} - P_{\text{ur}}^{s}, \\
\delta_{c} \cdot P_{\text{min}}^{s} & \leq P_{c}^{s} \leq \delta_{c} \cdot P_{\text{max}}^{s}, \\
P_{\text{ur}}^{s} & \leq P_{\text{disc}}^{s} \leq P_{\text{max}}^{s} - P_{\text{dr}}^{s}, \\
\delta_{\text{disc}} \cdot P_{\text{ur}}^{s} & \leq P_{\text{disc}}^{s} \leq \delta_{\text{disc}} \cdot P_{\text{max}}^{s},
\end{align*}
\] (12)

where the big-M method is also adopted to avoid the bilinear representation.

In addition, the following constraints should be satisfied by these three reserve variables:

\[
\begin{align*}
0 & \leq P_{\text{ur}}^{s} \leq \Delta P_{e}^{\text{max}1}, \\
0 & \leq P_{\text{dr}}^{s} + \sum_{i} P_{\text{ur}}^{g,i} \leq \Delta P_{e}^{\text{max}2},
\end{align*}
\] (13)
with
\[
\begin{align*}
\Delta P^{\text{max}1}_e &= \sum_m (P_{\text{res},m} - P_{\text{res},m}) + (P_l - P_l) \\
\Delta P^{\text{max}2}_e &= \sum_m (P_{\text{res},m} - P_{\text{res},m}) + (P_l - P_l),
\end{align*}
\]
(14)
where \(\Delta P^{\text{max}1}_e\) and \(\Delta P^{\text{max}2}_e\) denote the maximum power error between the actual situation and the selected scenarios in optimization in the conditional best and worse cases, respectively.

### 3.2. The Adaptive Reserve Strategy

To enhance the stability of the microgrid system and make use of the reserves more efficiently and sophisticated, an adaptive reserve strategy is proposed to adjust the reservation level determined in the optimization and the system behavior tendency in the operation.

Certain system capacity is reserved during the optimization process when selecting appropriate scenarios and scheduling the corresponding dispatches, with which the system is better prepared for the undesirable variations in the future. This part of capacity cannot be used during scheduling, but later in the operation, variations will be handled by the hierarchical control system and compensated using the pre-reserved capacity. This effectively ensures system stability. Moreover, these reserves are determined in optimization with the penalty term (22) and adjusted at each time instance, enhancing the flexibility of reservation and further improving system stability.

Furthermore, the aggressive level of the system is not fixed. We introduce two coefficients \(K_{r,\text{eur}}\) and \(K_{r,\text{edr}}\) in the reserve cost to achieve the automatic adjustment of the aggressive and conservative level of system, which would influence the reservation degree and control policy. These two factors are set as auxiliary variables that are sensitive to system state and the possible trends of RES generation and load demand presented as follows:
\[
\begin{align*}
K_{r,\text{eur}} &= \lambda_1 \cdot \Delta P_h - \mu_1 \cdot \Delta P_f + \kappa_1 \\
K_{r,\text{edr}} &= \lambda_2 \cdot \Delta P_h - \mu_2 \cdot \Delta P_f + \kappa_2,
\end{align*}
\]
(15)
where \(\Delta P_h\) is the average deviation in the system capacity between the selected scenarios and the actual operation in the past, indicating the situation of the system capacity at present. The system would try to restore it to the appropriate level based on the evaluation. \(\Delta P_f\) shows the degree of capacity change we need to deal with in the future, which can be roughly represented by the average power difference between the renewable generation and load demand in future. The system would become more conservative if the situation in future is not good and prepare more for the demand at the cost of economic benefits. They can be formulated as follows with \(r\) and \(s\) denoting the number of steps taken into account:
\[
\begin{align*}
\Delta P_h &= \frac{1}{2} \sum_{t=k-r}^{k} \sum_m (P_{\text{act},m}[t] - P_{\text{res},m}[t]) - (P_{\text{act},m}[t] - P_{\text{res},m}[t]) \\
\Delta P_f &= \frac{1}{2} \sum_{t=k+1}^{k+s} \sum_m (P_{\text{res},m}[t] + P_{\text{res},m}[t]) - (P_{\text{res},m}[t] + P_{\text{res},m}[t]).
\end{align*}
\]
(16)

Many groups of values will be assigned to the parameters in Equation (15) depending on the situation and trend of system capacity, which transforms the formulations into piece-wise linear functions. Based on them the aggressive-conservative level of the system is linked to the system state and the future situation of uncontrollable components. On the one hand, the two factors \(K_{r,\text{eur}}\) and \(K_{r,\text{edr}}\) are determined according to the evaluation of the history and future conditions. On the other hand, these two factors would affect the dispatch policy obtained at the optimization stage. As a result, the aggressive and conservative level of the microgrid system is adaptively adjusted, where system stability is ensured when the situation is hostile and the system capacity is poor, and cost-effectiveness is achieved when everything is good.

The reserved capacity can be used at the operation stage to compensate for the possible variations, and the actual compensation power should be within the range set by the reserve decisions:
Here, the actual compensation power of energy storage units $\Delta P_{com}^s$ can be either positive or negative, while that of the $i$th dispatchable generator $\Delta P_{com}^{g,i}$ can only take a non-negative value since dispatchable generators participate only when additional power generation is needed. The secondary control plays important roles in the corresponding operation and adjustment, and a simple but effective algorithm is adopted to regulate the compensation operation and further improve the economical efficiency. This has been represented in our previous work [35].

4. Optimization and Control Method

In this paper, the MPC method is used for optimization and a two-stage control method using an adaptive reserve strategy is proposed to solve the optimal dispatch problem and improve the stability of the system under variations. The strategy of energy exchange is also analyzed in this section.

4.1. The MPC Framework

Microgrid energy management is a continuous and long-term problem, and the optimal scheduling of a microgrid within the duration of one day to one year is usually taken into account. To ensure the accuracy of predictions and avoid the accumulation of disturbances, the problem is usually divided into many short-term control issues with small time intervals solved one by one. There are various approaches solving the microgrid power management reported in the literature. Some of the classical algorithms include mathematical programming [45,46], dynamic programming [47], and rule-based methods [48]. Other emerging methods are mostly developed based on heuristics [49,50], multi-agent system [51], stochastic and robust programming [52,53], and artificial intelligence techniques [54,55].

However, these methods usually focus only on the scheduling in the short term, and repeat the optimization operation in the next term to support the long-term dispatch. Nonetheless, the long-term trends should not be ignored since short-term optimization merely considers the present and cannot grasp the undesirable changes, which possibly leads to serious losses. MPC is a remarkable method that takes both the short-term control and the long-term trends into consideration [36,56]. Therefore, it helps improve the system reliability and it is particularly suitable for the dispatch problem in isolated microgrids. Moreover, the feedback mechanism is introduced in MPC to make the system more robust against uncertainty. System dynamics and the operation constraints could also be handled effectively in the MPC formulation. Existing work has validated the superior performance and effectiveness of MPC-based control methods when compared with other methods [57].

In the MPC framework, the time duration of the long-term optimal control problem $T$ is divided into many steps using the time step $\Delta t$, and the total number of control steps is $N$ with $T = N\Delta t$. At time step $k \in 1,...,N$, the optimization problem from step $k$ to step $(k + M - 1)$ considering future trends is solved and the optimal policy $\{u_k, ..., u_{k+M-1}\}$ for the $M$ steps is found. However later, the system only executes the first action $u_k$ and adjust the components to respond to variations. Next at time step $(k + 1)$, the predictions and the system state is updated, based on which a new optimization problem with the moving horizon from step $(k + 1)$ to step $(k + M)$ is solved, and a new control policy $\{u_{k+1}, ..., u_{k+M}\}$ is obtained recursively. The optimization result is typically not globally optimal but the possible situations in the future are properly assessed when making the current policy, so that the system is better prepared for future events and more robust.

4.2. The MPC-Based Optimization Problem

The optimal dispatch problem is basically to minimize the total cost while ensuring the stability of microgrid system. The MPC-based optimization problem for isolated microgrids using interval predictions could be finally represented as below:
\[
\text{minimize} \quad \sum_{k=t+1}^{t+M} \alpha^{k-t} \left[ C_{\text{om}}[k] + C_{\text{g}}[k] + C_{\text{s}}[k] + C_{\text{r}}[k] \right] \\
\text{subject to} \quad (1), (4), (6), (9)–(14).
\]

The objective consists of four terms including the operation and maintenance cost \( C_{\text{om}} \) as given in (19), the energy production cost \( C_{\text{g}} \) as given in (20), the startup and shutdown cost \( C_{\text{s}} \) as given in (21), and the reserve cost \( C_{\text{r}} \) as given in (22):

\[
C_{\text{om}}[k] = \left( K_{\text{om},s} \cdot \left( P_{\text{s}}[k] + P_{\text{disc}}[k] \right) \right) + \sum_{i=1}^{N_{\text{g}}} K_{\text{om},g,i} \cdot P_{\text{g},i}[k] \cdot \Delta t,
\]

\[
C_{\text{g}}[k] = \sum_{i=1}^{N_{\text{g}}} K_{\text{g}} \cdot P_{\text{g},i}[k] \cdot \Delta t,
\]

\[
C_{\text{s}}[k] = \sum_{i=1}^{N_{\text{g}}} (SU_{i}[k] + SD_{i}[k]),
\]

\[
C_{\text{r}}[k] = K_{r,s} \cdot \left( P_{\text{ur}}[k] + P_{\text{dr}}[k] \right) + \sum_{i=1}^{N_{\text{g}}} K_{r,g,i} \cdot P_{\text{ur},i}[k] + K_{r,edr} \cdot \left( \Delta P_{\text{e}}^{\text{max}1}[k] - P_{\text{s}}[k] \right) + \sum_{i=1}^{N_{\text{g}}} \Delta P_{\text{e}}^{\text{max}2}[k] - P_{\text{dr}}[k] + \sum_{i=1}^{N_{\text{g}}} P_{\text{ur},i}[k].
\]

Here, \( k \) is the discrete-time index, \( t \) is the index for the current instance, \( M \) is the length of prediction horizon, and \( \Delta t \) is the time duration of each step. In the cost function (18), a discount factor \( \alpha \) is introduced to serve as the weights for each step with \( 0 < \alpha \leq 1 \). It is mostly used to determine the length of the optimization horizon for infinite horizon problems in the literature (see e.g., \([38,39]\)), but here it is introduced to adjust the priorities of steps so that the system pays more attention to the scheduling in the near future \([35]\).

Equation (19) represents the operation and maintenance cost of the devices. \( P_{\text{s}} \) and \( P_{\text{disc}} \) are the total charging and discharging power of the energy storage units, \( N_{\text{g}} \) is the number of dispatchable generators, and \( P_{\text{g},i} \) is the operating power of the \( i \)-th generator; \( K_{\text{om},s} \) and \( K_{\text{om},g,i} \) are the corresponding coefficients related to the operation and maintenance. Equation (20) is the purchasing expense of the consumed non-renewable energy resources such as fuel or gas and \( K_{g} \) is the transformed price of the energy. Generally, it takes a certain amount of time and high costs to switch on or shut down the generators, and Equation (21) limits the number of startups and shutdowns and avoids frequent switching operations. \( SU_{i}[k] \) and \( SD_{i}[k] \) denote the startup and shutdown costs of the \( i \)-th generator at time \( k \), respectively. Equation (22) is a penalty term for the reserves. \( P_{\text{ur}} \) and \( P_{\text{dr}} \) are reserve variables of the storage units we introduced, which represent upward reserve power for charging and downward reserve power for discharging, respectively; \( P_{\text{ur},i} \) is also an introduced reserve variable and it denotes upward reserve operating power of the \( i \)-th generator. They are the extra system capacity we reserve in advance, which cannot be used at the dispatch stage, but can be used to compensate for the variations at the operation stage. \( \Delta P_{\text{e}}^{\text{max}1} \) and \( \Delta P_{\text{e}}^{\text{max}2} \) are the maximum power error between the selected scenarios in optimization and the actual situation in the conditional best and worse cases, respectively. \( K_{r,s} \), \( K_{r,g,i} \), \( K_{r,edr} \), and \( K_{r,edr} \) are coefficients for the reserves, and these coefficients are not constants. They are sensitive to the system state and the trends of RES generation and load demand in the future so that the reserve level can be adjusted accordingly. The penalty term puts soft constraints on the reservation level and facilitates a good tradeoff between economical efficiency and system reliability.
It is noted that the microgrid optimal dispatch problem is finally transformed into an MILP problem. Branch-and-cut supplemented by heuristics can be used to solve the MILP problem with reasonable computational complexity [58–60].

4.3. Two-Stage Control Model

There are two stages in the control model based on the MPC framework and the schematic diagram is shown in Figure 3.

The first layer is the optimization stage, where the probabilistic optimization problem is solved to find the optimal scheduling as guidance for the actual operation. At this stage, system state is updated and the interval predictions for the next period are generated according to the feedback. Then the parameters $K_{r, utr}$ and $K_{r, edr}$ in the reserve cost are modified based on the updated information, with which the aggressive and conservative level of the system changes. Finally, the reserve policy is adjusted and the optimal dispatch of the controllable components is obtained accordingly in a coupling manner.

The second one is the operation and adjustment stage. At this stage, the microgrid system first operates according to the control policy obtained at the optimization stage.
In addition, variations are detected during the period and the system would respond to them using the reserved capacity on the basis of the adaptive reserve strategy. The primary control and the secondary control are generally employed here to modify the reference value and compensate for the differences [40,61]. System capacity is always limited and the load demand may be unsatisfied in terrible cases even the dispatch and the reserves are properly scheduled. Hence, when a violation occurs, the violated power and other corresponding information will be recorded for further analysis. At the end of the time interval, dynamic changes have been completed and the new system state is sent to the optimizer as feedback. Then the MPC horizon is shifted and a new dispatch and control problem is to be solved similarly.

4.4. The Energy Management Strategy

Figure 4 shows the flowchart of our method using the MPC approach, where some major processes of the adaptive reserve strategy are also displayed. In addition to the general operations of the MPC approach, the state of the system is also re-evaluated after the feedback so that the aggressive-conservative level is adjusted accordingly to regulate optimization and scheduling. Compensation operations are also added in the actual implementation.

Figure 4. The flowchart of our method using the MPC approach as the framework.

Figure 5 displays the actual energy flow in the microgrid system and the signal flow in the energy management. In the energy flow, only the storage units could both provide and utilize the energy power. In the signal flow, the predictors first collect the historical actual data of RES generation and load demand at time step $k$, then predict the intervals in the future and send the prediction to the management center (MC). In the meantime, the dispatchable components also send the actual operations to the MC as feedback. Then based on the prediction and current system capacity, the MC could grasp the future trends and know how to schedule and prepare to maintain certain system capabilities. By solving a MILP problem, the optimal dispatch and proper reserves for the next time step are obtained in the MC and then transmitted to the corresponding devices. At the next time step $k+1$, the storage units and the dispatchable generators will operate referring to the optimal dispatch, and the actual power would be adjusted using the reserved capacity by the primary and secondary control to compensate for the potential variations. As a result, economic dispatches are achieved while ensuring system stability.
5. Simulations

Case studies were implemented and simulated in MATLAB 2017b, and the optimization problem was modeled using YALMIP (Version 25 April 2019) [62] and solved using Gurobi 8.1 [63]. The program was run on a Super Server 4028GR-TR2 using two Intel(R) Xeon(R) E5-2698v4 2.20 GHz processors with 16 GB of RAM memory in Shenzhen, China.

The considered isolated microgrid in simulations is shown in Figure 2, consisting of a photovoltaic generation system, a wind turbine system, three sets of diesel generators, and one battery storage system. The values of the corresponding device parameters are selected the same as in [17,64] and shown in Table 1. The maximum operating power of the battery storage units is 150 kW with a capacity of 200 kWh. The rated power and the operating cost of the three diesel generators are set differently, so that the preference of the control strategy under different circumstances could be analyzed. The duration of the optimal dispatch problem is 24 h as most work sets, and the discrete-time step $\Delta t$ is 15 min [65]. MPC framework is utilized in the optimization and the rolling horizon $M$ is set to 24 h. Thus, the total operation steps $N$ of the one-day control problem is 96.

Table 1. Values of the parameters.

| Parameters | Value          | Parameters | Value    |
|------------|----------------|------------|----------|
| $W_{\text{max}}$ | 200 kWh | $N_g$      | 3        |
| $W_{\text{min}}$ | 10 kWh  | $P_{g_{\text{max}}}, i = 1, ..., N_g$ | 20/40/60 kW |
| $P_{\text{max}}$ | 150 kW   | $K^S_{U_{i}}, K^S_{D_{i}}, i = 1, ..., N_g$ | 5/10/15 |
| $P_{\text{min}}$ | 0        | $R_{\text{max}}$ | 8 kW    |
| $\eta$     | 0.9       | $R_{\text{min}}$ | 0        |
| $\sigma_s$ | 0.05      | $\kappa$   | 0.8      |

To verify the performance of our proposed method for the energy exchange control of isolated microgrids, simulations in the case of volatile renewable generation and uncertain prediction accuracy over the 24 h are conducted. Both the economical performance and the stability performance are discussed compared with the robust method and our previously proposed method. In addition, some performance metrics suitable for isolated microgrids are also introduced in this section.
5.1. Performance Metrics

Comparisons are conducted to analyze system performance using different methods in terms of economy and reliability. The performance metrics we used are presented here.

A. Economical Performance

The economical performance of the microgrid system can be directly evaluated using the actual operation cost given by:

$$F_c = \sum_{t=1}^{N} [C_{om}[t] + C_g[t] + C_s[t]],$$  \hspace{1cm} (23)

where the extra penalty term is removed and the three costs included are calculated using Equations (19)–(21) with the corresponding operating power at the current time $t$.

B. Reliability Performance

The system reliability of isolated microgrids is evaluated from the three aspects of occurrence, interruption duration, and violated power. On the basis of [66], the following two metrics are employed to measure the system performance in this paper:

1. **Isolated Loss of Load Probability (ILOLP).** This metric indicates the stability performance in terms of running time. It is the fraction of time duration that the load demand is not satisfied in isolated microgrids with:

$$ILOLP = \frac{\text{Time duration that violations occur}}{\text{Total operation duration}} = \frac{n^{vio} \Delta t}{T},$$  \hspace{1cm} (24)

where $n^{vio}$ is the number of violations, $\Delta t$ is the time interval of each step, and $T$ is the total operation duration;

2. **Isolated Load Loss Rate (ILLR).** This metric describes the severity of the violations during the whole operation in isolated microgrids compared with the average load demand, which is formulated as:

$$ILLR = \frac{\text{Average load loss}}{\text{Average load demand}} = \frac{IALL}{\sum_{i=1}^{N} p_{load}^{i}},$$  \hspace{1cm} (25)

where $N$ is the total operation steps and $p_{load}^{i}$ denotes the actual load demand power. $IALL$ is a common metric called Isolated Average Load Loss presenting the unsatisfied load demand each time the violation occurs, and it is given by:

$$IALL = \frac{\text{Total violated energy}}{\text{Total number of violations}} = \frac{\sum_{i=1}^{N} p^{vio}^{i}}{n^{vio}}$$  \hspace{1cm} (26)

with $P^{vio}$ denoting the violated load power.

5.2. Case Study

In this paper, we focus on improving our previous proposed method to increase the system’s stability while maintaining the economic efficiency of isolated microgrids when the RES is highly volatile and the prediction accuracy is not always guaranteed. Simulations are conducted using our proposed method, our previous method, and the robust method. Table 2 shows the simulation results for the one-day energy exchange optimization using different methods.
In terms of the system’s stability and reliability, it can be seen that even the robust method may not be able to satisfy the entire load demand when the situation is hostile. Our previous proposed method also performs poorly and causes inevitable violations. However, our improved method successfully handles the issue and violations are avoided in this case. As for economic efficiency, we can see that our proposed method reduces the operation cost by about 12% compared with our previous method. It also reduces the cost by more than 19% when compared with the robust method.

To further analyze the effect of the improvements of the proposed method, the operation results of our proposed method are shown in Figure 6. The three dashed curves are actual power data of load, photovoltaic generation, and wind turbine generation, and the four solid curves are actual operation power of diesel generators and the storage units. It can be seen that the system tends to use the storage units and avoid the usage of generators whenever possible to save operation cost. It should also be noted that the three generators own different rated power and operating costs, and from the figure we can observe that the priorities of these generators vary in different scenarios. When the RES generation is far more larger than the load demand in the future, the system is more likely to use the smaller generator which has a lower startup and shutdown cost (see steps 27–37), since it holds the opinion that we do not need to prepare more capacity for the future so that we can save cost by using a smaller but cheaper generator. When more power is needed to supply for the demand in the future, the system tends to use the larger generator more so that it could compensate for more power differences and avoid the increased cost due to frequent shutdown and startup operations (see steps 83–96).

| Method                  | Number of Violations | Violated Power (kW) | Operation Cost ($) |
|-------------------------|----------------------|---------------------|--------------------|
| Our proposed method     | 0                    | 0                   | 1220.3             |
| Our previous method     | 2                    | 28.76               | 1392.2             |
| Existing robust method  | 1                    | 23.21               | 1513.0             |

Figure 6. Actual power data of load and Renewable Energy Sources (RES) generation, and the actual operation results of diesel generator and energy storage units using our improved method.
The operation power of all the diesel generators and energy storage units using the original and the new methods are shown in Figure 7. Two violations are recorded at time steps 86 and 88 for our previous method, and the corresponding violated load power are 6.87 kW and 21.89 kW. From the figure, it is observed that the scheduling policies of the two methods are identical for most of the time, but they are different around the stages that are prone to cause violations. We can see that the new method prepares better and generates more power in advance around time step 85. It also reduces the number of devices running and smooths the operating power of generators to cut down the unnecessary startup and shutdown costs, smoothening the operating power. These demonstrate that the improved method is more aware of the system capacity and better monitors its trend in the near future, and in turn, it can better schedule so as to avoid violations and reduce cost.

![Figure 7. Actual operating power of diesel generators and energy storage units using the improved method and the previous method.](image)

Figure 8 shows some of the simulation results that are related to the reserve strategy. It can be seen that the values of reserve variables vary with situations. The minimum and maximum values of the total reserve are about 2.77 kW and 26.19 kW, which are about 4.1% and 38.8% of the average power of RES generation in the simulation. From the figure, significant reductions can be observed around the steps where RES generation could almost meet the load demand. This indicates the system has a good knowledge about the system capability and properly adjust the level of capability for various situations using the adaptive reserve strategy. The reserve level is lower when the situation is good, and it becomes higher when the differences between RES generation and load is large and system capacity is poor. These show the effort of our method to ensure system stability and save costs if possible.
5.3. Performance Analysis

To diversify and complicate the cases of inaccurate predictions, we introduced some random variations into the actual data of RES generation and load demand and then repeat the entire simulations with the new data many times. The average performances in terms of economic efficiency and system reliability using different methods are shown in Table 3. The performance metrics presented in Section 5.1 are employed.

Table 3. Average performances of different methods.

| Method                | ILOLP (%) | IALL (kW) | ILLR (%) | Operation Cost ($) |
|-----------------------|-----------|-----------|-----------|--------------------|
| Our proposed method   | 0.52      | 13.86     | 23.96     | 1316.5             |
| Our previous method   | 1.98      | 18.15     | 31.37     | 1400.9             |
| Existing robust method| 0.52      | 20.98     | 36.27     | 1434.0             |

Figure 8. Simulation results related to the reserve strategy. (Top) the power differences of RES generation and load demand. (Middle) the total reserve level over stages. (Bottom) the reserve power in battery and DGs.
ILOLP indicates the proportion of violation duration to the total one-day optimization. It can be seen that the ILOLP of our previous method is much larger than that of the robust method, which means the probability of violation occurring is larger with the former method. However, when it comes to the IALL and ILLR, the situations are reversed. IALL describes the average violated power each time the violation occurs and ILLR shows the seriousness of the violations based on the average load demand. It can be observed that our previous method performs better than the robust method with less violated power and load shedding per time. Remarkably, the improved method we propose in this paper works well on both counts. It reduces 1.42% possibility in leading to violations when solving the probabilistic microgrid optimal dispatch problem compared with our previous method. It also cuts the violated power by about a third, and has a 7.41% reduction compared with the previous method and a 12.31% reduction compared with the robust method in ILLR. All in all, the proposed method performs the best in terms of both frequency and severity level of the violation and it could significantly increase the system’s reliability. It has better capability to dispatch and control the microgrid system and satisfy the load demand, and even when the violation occurs inevitably, the degree of negative influence is also lighter.

As for the economical performance, our proposed method also works well. It reduces 6.02% and 8.19% operation cost compared with the previous method and the robust method, respectively. It is noted that our approach not only maintains the original economic benefits but even further reduces the cost.

Therefore, we can draw the conclusion that our proposed method achieves the best stability and economic performances. It can make good use of the interval predictions and well handle the probabilistic dispatch problem of isolated microgrids with a high penetration of intermittent RES.

5.4. The Extreme Case Study

Note that the aim of this paper is to improve the system stability of island microgrids especially when the RES is too volatile to predict and handle. It is generally acknowledged that RES of high volatility greatly increases the difficulty of forecasting and affects the prediction accuracy, which may lead to unaffordable consumption and even severe system failures. To further study the effect of our proposed method, optimization with no prediction inputs is also taken into consideration in the simulations which is an extreme case. Although this case is almost impossible to occur in reality, it is worth studying because it can verify the effectiveness of the control method under the worst case.

Table 4 shows the results of the performance metrics in the simulation in the extreme case, where predictions are not provided and our method optimizes and controls the system by assuming the RES generation and load demand power are zero. By comparing the results in Table 3, it can be observed that the probability and the degree of violations have increased since the optimizer does not know the trends and cannot prepare in advance for future variations. However, the performance deterioration is not significant, and the operation cost does not increase much. This indicates the positive effect of the adaptive reserve strategy in our method for guaranteeing the system stability. Although the predictions are not available, the system could still analyze the system state and adjust the aggressive-conservative level accordingly. Besides, the optimization still works with reserves properly determined so that variations can be compensated to some extent based on the reserve strategy at the operation stage.

| Method                                             | ILOLP (%) | IALL (kW) | ILLR (%) | Operation Cost ($) |
|----------------------------------------------------|-----------|-----------|----------|--------------------|
| Our method with no prediction inputs               | 2.08      | 24.07     | 41.61    | 1578.05            |
| Only hierarchical control with no prediction inputs| 53.13     | 39.21     | 67.78    | 10109.09           |
In addition, the simulation that only MC is used are also conducted here to highlight the function of the optimization in our method. The optimizer is removed in the simulation and the microgrid system only responds to the demand based on the predetermined response strategy with the general hierarchical control model. It can be seen that the stability and economical performances are really poor in this case. The possibility of violations increases dramatically and most of the load demand has to be shed. Worse still, the operation cost is increased by 540.6% compared with our method. The huge differences in the performances demonstrate the effectiveness of the optimization and the reserve strategy in our approach. Our proposed method can not only utilize the information of interval predictions, but also effectively deal with RES with high fluctuation, maintaining certain system stability even under the most extreme cases.

6. Conclusions

In this paper, an adaptive probabilistic energy management method was proposed to further improve system stability while ensuring the economical efficiency of isolated microgrids with interval predictors. MPC was employed as the optimization framework with the discount factor adjusting the step weights, where scenario-selected optimizer and adaptive reserve strategy were used in combination to make good use of the interval predictions and achieve stability and economy efficiency. Appropriate scenarios were selected from the predictions according to the evaluation of future trends and system capacity, and the adaptive reserve strategy made further use of the underlying information of predictions to prepare more for possible fluctuations in the future. The aggressive and conservative level of the system was also introduced to guarantee certain system capability and adjust the tendency of the system so that the system stability was ensured when the situation is hostile and cost-effectiveness was achieved when the situation was better. The two-stage control model was presented to assist the implementation of the reserve strategy in optimization and operation. Finally, the microgrid optimal dispatch issue was formulated to an MILP problem which could be solved within a reasonable time.

Case studies were conducted to validate the performance of the proposed method in terms of system stability and economic efficiency. Results showed that our method better handled the isolated microgrid optimal dispatch problem compared with other methods, effectively improving the system stability and reducing the total cost. Moreover, simulations using our proposed method in extreme case were also studied, which showed that our method was capable of coping with the dramatic volatility of RES and load to guarantee the robustness of isolated microgrids.

It is noted that our proposed method could give good microgrid dispatch solutions with low requirement for the prediction accuracy, which shows its potential in handling the situations where prediction accuracy is limited. In future, we could extend the method to solve the energy exchange problem with disturbances caused by sensor failures, information loss in communication, etc. In addition, more complicated systems such as those with thermal loads and corresponding components can also be studied using our proposed methods.
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