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Abstract

We study incentive designs for a class of stochastic Stackelberg games with one leader and a large number of (finite as well as infinite population of) followers. We investigate whether the leader can craft a strategy under a dynamic information structure that induces a desired behavior among the followers. For the finite population setting, under convexity of the leader’s cost and other sufficient conditions, we show that there exist symmetric incentive strategies for the leader that attain approximately optimal performance from the leader’s viewpoint and lead to an approximate symmetric (pure) Nash best response among the followers. Leveraging functional analytic tools, we further show that there exists a symmetric incentive strategy, which is affine in the dynamic part of the leader’s information, comprising partial information on the actions taken by the followers. Driving the follower population to infinity, we arrive at the interesting result that in this infinite-population regime the leader cannot design a smooth “finite-energy” incentive strategy, namely, a mean-field limit for such games is not well-defined. As a way around this, we introduce a class of stochastic Stackelberg games with a leader, a major follower, and a finite or infinite population of minor followers, where the leader provides an incentive only for the major follower, who in turn influences the rest of the followers through her strategy. For this class of problems, we are able to establish the existence of an incentive strategy with finitely many minor followers. We also show that if the leader’s strategy with finitely many minor followers converges as their population size grows, then the limit defines an incentive strategy for the corresponding mean-field Stackelberg game. Examples of quadratic Gaussian games are provided to illustrate both positive and negative results. In addition, as a byproduct of our analysis, we establish existence of a randomized incentive strategy for the class mean-field Stackelberg games, which in turn provides an approximation for an incentive strategy of the corresponding finite population Stackelberg game.
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1 Introduction.

Incentive design problems are hierarchical decision-making problems that involve a leader and a collection of followers with possibly different goals. The leader moves first and announces a strategy that is imposed on the followers. Then, the followers act simultaneously, following which the leader implements her strategy. In this setup, the leader’s strategy is such that she has access to the followers’ actions (either individually or a function thereof), and as a result, the followers’ costs become functions of their collective actions and the leader’s announced strategy. Stochastic incentive design problems add an extra layer of richness in that each player can have access to private information, that other players (except the leader) may not be privy to. In addition, the costs of all players might depend on random states of nature that remain unknown to all players. Stochastic incentive design problems therefore involve hierarchical decentralized decision-making with dynamic information structures.

The focus of study in all these games is the design of a leader’s strategy that induces a desired behavior among the followers. In other words, the leader seeks to shape the collective (Nash) response of the followers toward her desired, possibly social, goal. As a specific example, consider the problem of designing the federal tax code. The government (leader) chooses a taxation policy. The citizens file their tax returns. The government collects taxes based on the announced taxation policy and the returns filed by the citizens. In this setup, one seeks a taxation policy that induces socially equitable tax payments from the citizens. Another example is a duopoly with government regulation. The government can act as the leader and design regulation strategies to induce competitive behavior among the duopolistic firms (the followers) towards a Pareto-optimal solution [SC81]. See [ZBC84, RDSF19] for a variety of applications of incentive design problems.

As one extreme case of the interaction between the leader and the followers, we can consider the scenario where the leader enforces followers to choose a particular set of actions/strategies by announcing a threat policy—one that heavily penalizes each follower for even minutely deviating from response desired by the leader. While effective, such strategies are unsuitable for policy-makers to implement. Ideally, the loss or penalty incurred by each follower for a deviation from a desired response should be smooth and commensurate with the extent of that deviation; we pursue the design of such incentive strategies in this paper. Namely, we study a class of stochastic incentive design problems through a stochastic Stackelberg game formulation with decentralized information structure, and we investigate the existence and properties of smooth incentive strategies. Incentive design problems are somewhat different in spirit from mechanism design (e.g., in [Gro73, FT91, GL79, DHM79]) in that the leader cannot change the nature of the interaction to attain the desired performance level, but rather shapes the followers’ responses through its design of an incentive strategy alone.

The study of incentive design problems has a long history, e.g., see [Baş84, CB85, Baş83, Baş89, BO99, HLO82, ZB82, ZBC84]. Here, we study incentive design within the framework of stochastic Stackelberg games with one leader and many (finite or countably infinite) number of followers. In Stackelberg games, when the leader does not have dynamic information involving the actions of the followers, one can often directly characterize equilibria, e.g., in [BO99, Chapter 7]. With dynamic information for the leader, such a direct approach to equilibrium characterization is often untenable. Rather, one can avail an indirect route and utilize the leader’s desired strategy profile for the entire population to construct an incentive strategy for the game that sustains a Stackelberg equilibrium with the same leader’s performance as the leader’s optimal strategy [Baş84]. In this work, we take this indirect route also but delineate
the difficulties of transporting earlier results to our setting. There are three main challenges for solving stochastic incentive design problems with many followers. When multiple followers are present, we must undertake the challenging task of studying Nash best response(s) of the followers to the admissible strategies of the leader. Such responses may fail to exist and can even be non-unique—a setting strikingly different from requiring an optimal response from a single follower as in [Bas84]. Furthermore, in the multi-follower setting, the indirect approach requires the solution of the leader’s optimal strategy which depends on the followers’ actions. This requires the solution of a decentralized control problem with dynamic information that is inherently more complex than the static information counterparts studied in [BO99, SC73a, SC73b]. Third, the stochastic variant of the incentive design problems requires optimization over infinite-dimensional strategy spaces, where each strategy is a measurable map of the available information, and hence, requires functional analytic and probabilistic tools. Such difficulties do not arise in deterministic incentive design problems, as analyzed in [Bas83, HLO82, ZBC84, ZB82, Toll81].

Building on our study of the problem with finitely many followers, we then seek an extension of the setup to that with an infinite number of followers, i.e., we study its mean-field limit. Our study of such limits is inspired by the rich and growing literature on mean-field games, e.g., see [LL07, HMC06, HCM07] for the early results on non-hierarchical mean-field Nash games. Our work adds to the nascent literature on mean-field Stackelberg games in [MB18, MB16, BCY15, VB22, MY20, YH21, MIXZ21]. These papers generally adopt the direct approach of characterizing Stackelberg equilibria, focusing mostly on linear quadratic Gaussian settings, those under the classical information structures and/or open-loop with open-loop policies that depend only on the history of disturbances and not history of states and/or actions. Our models and results in this paper go beyond quadratic Gaussian games, we consider Stackelberg games with decentralized dynamic information structures, whose intricacies render the direct approach to equilibrium characterization, implausible. Recall that our approach to equilibrium is indirect; we construct an incentive strategy, starting from an optimal or near-optimal strategy for the leader and study its mean-field limit. To our knowledge, this is the first paper on mean-field Stackelberg games that takes an indirect approach to equilibrium construction and even the question of when such equilibria exist.

1.1 Contributions.

1. For a general class of dynamic symmetric stochastic Stackelberg games with a finite number of followers, we establish the existence of a Stackelberg equilibrium. Our approach is indirect and uses the notions of incentive strategy and leader-optimality. To this end, we first show in Theorem 1 that there exists an approximate continuous symmetric leader-optimal strategy (such that from the leader’s vantage point entails full cooperation of the followers) that leads to approximate symmetric Nash best response strategies for the followers. Then, we prove in Theorem 2 that there exists a Stackelberg equilibrium that is symmetric and of incentive type such that the leader, together with a symmetric Nash best response of followers, approximately attains the leader-optimal performance.

2. When the follower population is driven to infinity, we show in Proposition 1 that no smooth incentive strategy exists for a quadratic Gaussian game with finite energy, i.e., such incentive design games may not admit a well-defined mean-field limit.
3. We introduce a class of stochastic Stackelberg games with one leader, one major follower, and finite and/or infinite number of minor followers, where the leader only incentivizes the major player. In such games, the power of the leader is limited, and cannot generally attain the performance that she can get by incentivizing the entire population of followers. We show through a quadratic Gaussian game example that such games admit an incentive strategy that leads to a well-defined mean-field limit. In the general case, we establish in Theorem 3 that if the sequence of incentive strategies for the finite population setting converges, then the limiting strategy defines an incentive strategy for the corresponding mean-field Stackelberg game.

4. For the class of stochastic Stackelberg games with a leader, one major follower, and a finite number of minor followers, in Proposition 2, we establish approximations for Stackelberg-incentive equilibria within randomized strategies by approximate Stackelberg-incentive equilibria that admit pure strategies for the leader and the major follower (not necessarily for the minor followers). Using this result, we then prove the existence of an approximate mean-field incentive equilibrium within randomized strategies in Theorem 4(i) when the minor population size is driven to infinity.

5. As a byproduct, we provide approximation results for symmetric incentive strategies for the game with a large but finite number of minor followers, using a mean-field incentive equilibrium for the limiting mean-field game in Theorem 4(ii).

2 A Symmetric Stochastic Stackelberg Game with One leader and A Finite Number of Followers $\mathcal{P}_N$.

We study a single-stage Stackelberg game $\mathcal{P}_N$ with dynamic information structure, where we identify the leader as player 0, and the followers as players 1, . . . , N. In this game, the leader announces a strategy in the beginning. Then, the N followers act simultaneously. However, the realized costs of the leader and the followers depend on the leader’s announced strategy as well as the actions taken by the followers. In this section, we formally define this game as $\mathcal{P}_N$ and describe relevant equilibrium/optimality notions that we study in the sequel.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be the underlying probability space describing the system’s distinguishable events. Let $\mathcal{Y}^0$ be a subset of a finite-dimensional Euclidean space, endowed with its Borel $\sigma$-field $\mathcal{Y}^0$ that describes the possible private observation $y^0$ of the leader. Let $(\mathcal{Y}, \mathcal{Y})$ describe the same for each follower. Also, let $\mathcal{U}^0$ be a subset of a finite-dimensional Euclidean space, that together with the Borel $\sigma$-field $\mathcal{U}^0$, describe the space of control actions $u^0$ for the leader. Similarly, define $(\mathcal{U}, \mathcal{U})$ and $u^i$ for each follower $i = 1, \ldots, N$. Note that the action sets of different followers are identical.

Each player selects a control action via an admissible strategy—a measurable map of her available information. Followers are only privy to their private static observation, i.e., $I^i = \{y^i\}$ is the information available to follower $i$. Let $\Gamma^i$ denote her set of admissible strategies—a set of measurable functions $\gamma^i$ from $(\mathcal{Y}, \mathcal{Y})$ to $(\mathcal{U}, \mathcal{U})$. For the leader, we consider the following three information structures.

- Observation- and control-sharing: $I_{\text{OCS}}^0 := \{y^0, y^1, \ldots, y^N, u^1, \ldots, u^N\}$.
• Observation and partial control-sharing: \( I_{0 \text{PCS}} := \{ y^0, y^1, \ldots, y^N, \Lambda(u^1, \ldots, u^N) \} \), where \( \Lambda : \prod_{i=1}^N U \to U \) is a measurable function of the control actions of all followers.

• Observation-sharing: \( I_{0 \text{OS}} := \{ y^0, y^1, \ldots, y^N \} \).

When only observations are shared, the leader’s information and hence, her actions cannot adapt to the followers’ actions. Hence, the leader’s strategies with observation-sharing can be viewed as “open-loop”.

When the control actions of followers are shared, either individually or partially, the leader’s policies are “closed-loop”. Let \( \Gamma_{0 \text{OS}}, \Gamma_{0 \text{PCS}} \) and \( \Gamma_{0 \text{OS}} \) denote the set of admissible strategies for the leader under the corresponding information structures, that is each of these sets include measurable functions \( \gamma^0 \) from her information available in the corresponding information set to \( \mathbb{U} \).

Let \( \omega_0 \) be an \( \Omega_0 \)-valued random variable that defines the common exogenous uncertainty that affects all players’ observations and/or costs. Each player seeks to minimize her expected cost, given by

\[
J_N^0(\gamma^{0:N}) = \mathbb{E}^{\gamma^{0:N}}[c^0(\omega_0, u^0, \Lambda(u^1, \ldots, u^N))],
\]

for Borel-measurable \( c^0 : \Omega_0 \times \mathbb{U}^0 \times \mathbb{U} \to \mathbb{R}_+ \) and \( c : \Omega_0 \times \mathbb{U}^0 \times \mathbb{U} \to \mathbb{R}_+ \). Here, we use the notation \( \gamma^j := (\gamma_1, \gamma_2, \ldots, \gamma_\hat{J}^k) \) and \( \mathbb{E}^{\gamma^{0:N}} \) denotes the expectation with respect to \( \mathbb{P} \) when actions of players are written as measurable functions \( \gamma^{0:N} \) of their observations.

We assume that a measurable function \( \Lambda : \prod_{i=1}^N U \to U \) is permutation-invariant, i.e.,

\[
\Lambda(u^1, \ldots, u^N) = \Lambda(u^{\sigma(1)}, \ldots, u^{\sigma(N)})
\]

for a permutation \( \sigma \) of the set \( \{1, \ldots, N\} \), which makes (2) symmetric across all followers. A specific example is the mean-field interaction case, where \( \Lambda(u^{1:N}) = \frac{1}{N} \sum_{j=1}^N u^j \), which clearly satisfies (3).

Next, we introduce a specific concept of approximate equilibrium for \( \mathcal{P}_N \), where followers play a Nash game among themselves, given an announced strategy of the leader. We use the notation \( b^{-i} \) to denote all among \( b^1, \ldots, b^N \), save \( b^i \) for any variable of interest \( b \).

**Definition 1 (\( \epsilon \)-Stackelberg Equilibrium).** Given \( \epsilon = (\epsilon^0, \epsilon^1, \ldots, \epsilon^N) \geq 0 \), a strategy profile of admissible control strategies \( \gamma^{0:1:N} \) for \( \mathcal{P}_N \) with leader’s information structure in \( \{ \Gamma_{0 \text{OS}}, \Gamma_{0 \text{PCS}}, \Gamma_{0 \text{OS}} \} \) constitutes an \( \epsilon \)-Stackelberg equilibrium, if

\[
J_N^0(\gamma^{0:N}, \gamma^{1:1:N}) \leq \inf_{\gamma^0 \in \Gamma_0^0} \left( \inf_{\gamma^{1:N} \in \mathbb{R}^\epsilon(\gamma^0)} J_N^0(\gamma^0, \gamma^{1:N}) + \epsilon^0 \right),
\]

where \( \Gamma_0^0 \in \{ \Gamma_{0 \text{OS}}, \Gamma_{0 \text{PCS}}, \Gamma_{0 \text{OS}} \} \) is the corresponding set of admissible strategies for the leader, and \( \mathbb{R}^\epsilon(\gamma^0) \) is given by

\[
\mathbb{R}^\epsilon(\gamma^0) := \left\{ \hat{\gamma}^{1:N} \in \prod_{i=1}^N \Gamma_i \mid J_N^0(\gamma^0, \hat{\gamma}^{1:N}) \leq \inf_{\gamma^i \in \Gamma_i} J_N^0(\gamma^0, \gamma^i) + \epsilon^i \quad \forall i = 1, \ldots, N \right\}.
\]

This equilibrium concept is hierarchical. Given a leader’s strategy, we require an approximate Nash equilibrium in the game among the \( N \) followers. Then, the leader chooses a strategy that approximately optimizes her cost, accounting for the best possible (in the optimistic sense) approximate Nash response from the followers, i.e., those strategies of the followers in \( R^\epsilon \) for which the leader incurs the lowest cost.
Remark. The pessimistic counterpart to the above definition has also been considered in the literature with supremum replacing infimum over $R^\epsilon$ in the above definition (see, e.g., \[BO99\]), that is, the leader selects a strategy that approximately optimizes her cost, accounting for the worst possible approximate Nash response from the followers. If the exact ($\epsilon = 0$) Nash best response set $R^0$ of the followers for each admissible strategy of the leader is a singleton, then the pessimistic and optimistic definitions coincide. However, the uniqueness of response sets requires restrictive assumptions, especially in the context of approximate Nash best responses. In the sequel, we consider the optimistic equilibrium concept but suppress the qualifier “optimistic” for brevity.

Next, we introduce a notion of optimality for a strategy profile from the leader’s vantage point.

**Definition 2 ($\epsilon_0$-Leader-Optimality).** Given $\epsilon_0 \geq 0$, a strategy profile of admissible strategies $\gamma^{0*:N*}$ for $\mathcal{P}_N$ with leader’s information structure $\{I^0_{OCS}, I^0_{OPCS}, I^0_{OS}\}$ constitutes an $\epsilon_0$-leader-optimal solution, if

$$J^0_N(\gamma^{0*:N*}) \leq \inf_{\gamma^{0*:N} \in \prod_{i=0}^{N_i} \Gamma_i} J^0_N(\gamma^{0*:N}) + \epsilon_0, \quad (5)$$

where $\Gamma^0$ is $\Gamma^0_{OCS}$, $\Gamma^0_{OPCS}$, or $\Gamma^0_{OS}$.

In the definition of leader-optimality, we do not require the followers’ responses to constitute a Nash response as we required in the Stackelberg equilibrium definition. Also, the definition does not depend on the followers’ costs either. The right-hand side of (5) rather defines the optimal cost of a decentralized control problem where all players seek to minimize the leader’s costs within their respective admissible policy sets. We additionally note that the leader’s optimal performance under any of the leader’s information structures in $\{I^0_{OCS}, I^0_{OPCS}, I^0_{OS}\}$ is identical since any leader’s strategy that utilizes the controls of followers can be represented as an explicit function of observations alone, attaining the same performance.

Recall that our approach to Stackelberg equilibrium characterization is indirect; we construct a strategy, starting from an (approximate) leader-optimal strategy for the leader. Our interest lies in finding strategies for the leader that induce a desired behavior among the followers when they play according to (approximate) Nash equilibrium, which together with the leader’s strategy, becomes approximately team-optimal for the leader. In other words, the leader exploits her dynamic information structure to provide an “incentive” for the followers to induce a desired behavior among them, attaining her (approximate) team-optimal cost, given by the left-hand-side of (5). We formalize such strategies in the next definition.

**Definition 3 ($\epsilon$-Incentive Strategy).** Given $\epsilon = (\epsilon_0, \hat{\epsilon}) \geq 0$, a strategy $\gamma^{0*}$ of the leader for $\mathcal{P}_N$ with leader’s information structure of $I^0_{OCS}$ or $I^0_{OPCS}$ is $\epsilon$-incentive, if there exist strategies $\gamma^{1*:N*}$ of followers such that $\gamma^{0*:N*}$ are $\epsilon_0$-leader-optimal and constitute an $\epsilon$-Stackelberg equilibrium.

We refer to the incentive strategy $\gamma^{0*}$ together with strategies $\gamma^{1*:N*}$ of the followers as $\epsilon$-Stackelberg-incentive equilibrium. We note that although the leader’s optimal performance under any of the leader’s information structures in $\{I^0_{OCS}, I^0_{OPCS}, I^0_{OS}\}$ is identical, the leader’s performance under incentive strategies with the leader’s information structures of $\{I^0_{OCS}, I^0_{OPCS}, I^0_{OS}\}$ might not be the same. This is because the leader’s optimal performance might not be realizable via a Stackelberg equilibrium under $\{I^0_{OPCS}, I^0_{OS}\}$ although as we will show in Theorem 2, a Stackelberg equilibrium exists that attains the leader’s optimal performance under $I^0_{OCS}$. 
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In Section 3, similar to the analysis with just one follower in [Baş84], we show that such an incentive strategy exists for $P_N$. As it has been emphasized in the introduction, one of our goals is to study $P_N$ when $N$ goes to infinity (the mean-field limit). In Section 4, we show that the equilibrium strategies for $P_N$ can fail to converge when $N \to \infty$, even for simple games. In Section 5, we modify the structure of the game and establish convergence results. In Section 6, we provide sufficient conditions for the existence of an approximate (randomized) mean-field incentive strategy, and in Section 6, provide an approximation result for the corresponding finite population game. Appendices include proofs of the main results. In the next section, we characterize some crucial properties of incentive strategies, including symmetry and continuity that play a central role in our analysis of the games in the infinite-population limit.

3 Characterization of Incentive Strategies for Stochastic Symmetric Stackelberg Games.

As indicated earlier, our main interest lies in studying $P_N$ with a large number of followers. In mean-field Nash games, it is common practice to focus on symmetric equilibria and analyze the same in the infinite population limit, e.g., see [CD18]. Recognizing the importance of symmetry in such analysis, we begin our study of $P_N$ by addressing the question: when do symmetric incentive strategies exist? To that end, we need to answer two questions. The first one is whether the leader can restrict her search to permutation-invariant strategies, and yet incur no or negligible loss in team (leader) optimality. By permutation-invariant, we mean those leader strategies that do not discriminate between followers. Without imposing any constraint on the cost function, there may be advantages for the leader to discriminate. We identify conditions in Theorem 1, under which discrimination is not advantageous for the leader. The second question is whether such permutation-invariant leader strategies lead to a symmetric approximate Nash best response among the followers. Even if the leader announces a permutation-invariant strategy, there may not exist a symmetric Nash response for the followers. In general, there is no guarantee for symmetric games to admit symmetric Nash equilibrium (see e.g., [Fey12, CRVWo4, BD06]). In the literature on mean-field Nash games, one can circumvent this problem by considering mixed strategies, in which a symmetric equilibrium exists under mild conditions (see e.g., [Car10, Theorem 8.4]). We, however, need the existence of equilibrium in pure strategies. With mixed strategies, the leader has to know the independent randomization mechanism of followers to be able to compute her incentive strategy—a tall task in our setup. Consequently, classical fixed-point theorem-based arguments that are often used to establish the existence of equilibrium within mixed strategies in mean-field Nash games [SBR18, SBR20] cannot be carried over to address the question we have raised.\footnote{In Section 5, we introduce a game with a major follower, for which we consider mixed strategies of followers in the mean-field limit in Section 6. With a major player, allowing mixed strategies does not require the leader to know the randomization scheme, contrary to the case without a major player.} In Theorem 1(ii), we provide conditions under which the second question can be answered in the affirmative.

To present our result, we need additional notation. A leader strategy $\gamma^0$ is said to be permutation invariant, if

$$\gamma^0(y^0, y^{(1)}, \ldots, y^{(N)}, u^{(1)}, \ldots u^{(N)}) = \gamma^0(y^0, y^1, \ldots, y^N, u^1, \ldots u^N)$$ (6)
for every $y^0$ and any permutation $\sigma$ of the set $\{1, \ldots, N\}$. Let us denote the set of all such admissible strategies by $\Gamma^{0, \text{PI}}$. Define $\Gamma^{\text{SYM}}$ as the set of all symmetric admissible strategies $(\gamma, \ldots, \gamma)$ of the followers. We call a strategy profile $\gamma^0:N$ symmetric if $\gamma^0 \in \Gamma^{0, \text{PI}}$ and $\gamma^1:N \in \Gamma^{\text{SYM}}$. We are now in a position to present our first result (with proof in Appendix A) to respond to the questions raised above; the assumptions needed for that result are listed below.

**Assumption 1.**

(i) $\mathbb{U}^0$ is convex, and $\mathbb{U}$ is convex and compact.

(ii) $\bar{c}^0(\omega_0, u^{0:N}) := c^0(\omega_0, u^0, \Lambda(u^{1:N}))$ is jointly convex in $u^{0:N}$ for every $\omega_0$.

(iii) $y^{1:N}$ are exchangeable, conditioned on $y^0, \omega_0$.

**Assumption 2.**

(i) $c(\omega_0, \cdot, \cdot, \cdot)$ is continuous for every $\omega_0$, and $\Lambda$ is continuous in all its arguments.

(ii) $y^{1:N}$ are i.i.d., conditioned on $y^0$ and $\omega_0$. Let $\nu$ be the conditional distribution of $y^i$ on $\omega_0$ and $y^0$ for every $i \in N$. For every $i = 1, \ldots, N$, there exists an atomless probability measure $\nu \in \mathcal{P}(\mathcal{Y})$, and a measurable function $h$ such that for any Borel set $A$ on $\mathcal{Y}$,

$$\nu(A|y^0, \omega_0) = \int_A h(y^i, y^0, \omega_0) \nu(dy^i).$$

(iii) $c^0$ and $c$ are uniformly bounded.

**Theorem 1.** Consider $\mathcal{P}_N$ under the leader’s information structure $I^{0, \text{OCS}}_0$ or $I^{0, \text{OPCS}}_0$.

(i) Under Assumption 1, for every $\epsilon_0 \geq 0$, the set of $\epsilon_0$-leader-optimal strategy profiles contains a symmetric profile $(\gamma^0*, \gamma^1*, \ldots, \gamma^N*) \in \Gamma^{0, \text{PI}} \times \Gamma^{\text{SYM}}$.

(ii) If Assumptions 1 and 2 hold, then for every $\epsilon_0 > 0$, there exists a symmetric $\epsilon_0$-leader-optimal strategy profile $(\gamma^0*, \gamma^1*, \ldots, \gamma^N*)$, with $\gamma^0* \in \Gamma^{0, \text{PI}} \times \Gamma^{\text{SYM}}$.

Part (i) of Theorem 1 implies that to search for (approximate) leader-optimal strategies, one can restrict the search to symmetric strategies without any loss for the leader. In our proof, we start with a possibly asymmetric leader-optimal strategy profile, and then, we leverage exchangeability of followers and the convexity of the leader’s cost function to construct a symmetric strategy profile that performs no worse for the leader.

Recall that our interest lies in finding incentive strategies for the leader, that are leader-optimal and induce a Stackelberg equilibrium. Theorem 1(i) only addresses symmetry of a leader-optimal solution;
part (ii) implies the existence of symmetric approximate pure Nash best response strategies among the followers for permutation-invariant strategies of the leader. In our proof, we first utilize Lusin’s theorem and Tietze’s extension theorem (see [Dudo2, Theorem 7.5.2] and [Dug51, Theorem 4.1]) to show that leader’s strategies can be assumed to be continuous in the actions of the followers under the dynamic information structure. Then, for such continuous symmetric strategies of the leader, we show that there exists a symmetric mixed Nash best response of the followers, where followers can independently randomize among their strategies. Finally, we use a denseness argument under a suitable topology, similar to the one used in [MW85], to establish that there exists an approximate pure Nash best response for the followers.

While Theorem 1(ii) provides the existence of symmetric approximate Nash responses of the followers, an additional challenge remains to extend the result to establish the existence of symmetric Stackelberg equilibria. Note that the symmetric (approximate) Nash best response strategies of the followers may not constitute the best-case Nash equilibrium (or the worst-case) from the leader’s perspective. Consequently, it becomes difficult to establish that these strategies yield an incentive strategy in the optimistic (or pessimistic) sense. One way to guarantee the same is uniqueness of the Nash best response. Establishing uniqueness of the response requires stronger conditions. These intricacies of the Nash response set $\mathcal{R}(\gamma^0)$ do not arise when there is only one follower (i.e., $N = 1$), which has been analyzed in [Bas84].

Uniqueness of (optimal) best response strategies for the single follower case can be established under mild conditions (strict convexity of the follower’s cost). In the following, in the absence of uniqueness, we provide sufficient conditions under which a symmetric Nash best response strategy in fact constitutes an optimistic Stackelberg equilibrium.

Following Theorem 1, there exists an approximate symmetric leader-optimal strategy for the leader with an approximate symmetric Nash best response among followers. In the following, we start with this approximate symmetric leader-optimal strategy and use an argument similar to the one used in [Bas84] to arrive at an existence and characterization result for symmetric Stackelberg-incentive equilibrium strategies for $\mathcal{P}_N$, a proof of which can be found in Appendix B. We first introduce the following assumption.

**Assumption 3.**

(i) $c$ and $\Lambda$ are such that $\bar{c}(\omega_0, u^{0:N}) := c(\omega_0, u^0, \Lambda(u^{1:N}))$ is jointly strictly convex in $u^{0:N}$.

(ii) $c(\omega_0, \cdot, \cdot, \cdot)$ is continuously differentiable for every $\omega_0$, and $\Lambda$ is continuously differentiable in all arguments.

**Theorem 2.** Consider $\mathcal{P}_N$ with $I_{0\text{OCS}}^0$ as the leader’s information structure. Suppose Assumption 3 holds. Let $\epsilon_0 \geq 0$ and $(\gamma^0, \gamma^*, \ldots, \gamma^*)$ constitute an $\epsilon_0$-leader-optimal strategy profile with leader’s information structure $I_{0\text{OCS}}^0$, for which

$$
\mathbb{E} \left[ \nabla_\omega c(\omega_0, u^0, \gamma^*(y^i), \Lambda(\gamma^*(y^1), \ldots, \gamma^*(y^N))) \right]_{u^0 = \gamma_0^* (y^{0:N})} \neq 0, \quad (7)
$$

for any $y^i, i = 1, \ldots, N$. Then, there exists $\bar{\gamma}_0^* \in \Gamma_{0\text{OCS}}^0$ for the leader, given by

$$
\bar{\gamma}_0^*(y^{0:N}, u^{1:N}) = \gamma_0^*(y^{0:N}) + \frac{1}{N} \sum_{i=1}^{N} Q(y^i, y^0, y^{-i}) \left[ u^i - \gamma^*(y^i) \right], \quad (8)
$$
which, together with a symmetric (pure) Nash best response strategies \((\gamma^*, \ldots, \gamma^*)\) for the followers, constitute an \(\epsilon\)-Stackelberg-incentive equilibrium for \(P_N\) with \(\epsilon := (\epsilon_0, 0)\), for some Borel measurable function \(Q\). In addition, if each strategy in \((\gamma_0^*, \gamma^*, \ldots, \gamma^*)\) is weakly continuous\(^4\), then \(Q\) is weakly continuous.

In Theorem 2, we start with an approximate symmetric leader-optimal strategy, where Theorem 1 provided sufficient conditions. Then, we use the Hahn-Banach theorem to construct a leader’s strategy (affine in the followers’ actions) for which the followers’ symmetric Nash equilibrium response is the desired (by the leader) optimal solution. We note that our equilibrium characterization in the Stackelberg setup is indirect, since we construct an (approximate) incentive strategy from an (approximate) leader-optimal solution.

Three remarks are now in order. First, the (approximate) incentive strategy is affine, and hence, continuous in followers’ actions. In other words, the penalty that a follower faces for deviating from \(\gamma^*\), varies continuously with the extent of the deviation \(u^i - \gamma^*(y^i)\). Such strategies are desirable, as opposed to “threat” strategies, where the penalty for any deviation from \(\gamma^*\) by any player is heavily penalized. Second, condition (7) enables the leader to be able to influence the cost of each follower via her announced strategy, at least locally. Without such a condition, one cannot hope to construct an incentive strategy from this leader-optimal solution as the leader loses the ability to penalize deviations from the desired response. Third, Theorem 2 designs an incentive strategy \(\tilde{\gamma}^0* \in \Gamma^0\), with access to all followers’ actions. This requirement can be relaxed to one with partial control sharing in the special case that \(\Lambda(u^{1:N}) = \Lambda(u^{1:N}) = \frac{1}{N} \sum_{i=1}^{N} u^i\). Specifically, using an argument similar to that in [CB85], one can identify sufficient conditions under which there exists an approximate Stackelberg-incentive equilibrium for \(P_N\) under the leader’s information structure \(I^{0}_{OPCS}\), of the form

\[
\tilde{\gamma}^0*(y^{0:N}, \frac{1}{N} \sum_{i=1}^{N} u^i) = \gamma^0*(y^{0:N}) + \tilde{Q}(y^{0:N}) \left[ \frac{1}{N} \sum_{i=1}^{N} u^i - \frac{1}{N} \sum_{i=1}^{N} \gamma^*(y^i) \right]
\]

for some Borel measurable function \(\tilde{Q}\).

### 4 Ill-posedness of Incentive Strategies in the Large Population Limit.

We now study incentive strategies for \(P_N\) when the number of followers goes to infinity. We know that under some general conditions, the limit of the sequence of equilibrium strategies of a symmetric Nash game with finitely many players is a well-defined strategy in the infinite population game and that this limit leads to existence and characterization of mean-field equilibria [Lac20, CD18, Fis17, Lac16, SBR20, SBR18]. In the following, we show that the same type of result does not hold for the stochastic incentive Stackelberg game \(P_N\) by providing a counterexample of a quadratic Gaussian (QG) game.

Let the cost functions of the leader and followers be given as

\[
c^0 \left( \omega_0, u^0, \frac{1}{N} \sum_{k=1}^{N} u^k \right) := r^0(u^0)^2 + q^0 \left( u^0 + \omega_0 + \frac{1}{N} \sum_{k=1}^{N} u^k \right)^2,
\]

\(^4\)in the weak topology, see e.g., [Con19]
for every \(i\) takes the form,

\[
c \left( \omega_0, u^0, u^i, \frac{1}{N} \sum_{k=1}^{N} u^k \right) := r(u^i)^2 + q \left( u^i + u^0 + \omega_0 + \frac{1}{N} \sum_{k=1}^{N} u^k \right)^2
\]

(11)

for some real numbers \(r^0, r, q^0, q > 0\). Let the observations of the leader and the followers be given by \(y^i = \omega_0 + w^i\) for \(i = 0, \ldots, N\), where \(\omega_0, w^0, w^1, \ldots, w^N\) are independent, and they each follow the standard normal distribution. Let the information structure of the leader be \(I^N_{\text{OPCS}}\) with \(\Lambda(u^{1:N}) := \frac{1}{N} \sum_{i=1}^{N} u^i\).

For this setting, our assumptions of the preceding section apply, except for the compactness of strategy spaces. We state without proof that the compactness requirement can be relaxed for such quadratic Gaussian games for the conclusions to hold. Also, unique Nash best responses of the followers can be established via Banach-fixed point theorem using a technique similar to that in [Bas 78].

For the above QG, we focus on the exact leader-optimal solution that exists and is unique. The unique leader-optimal solution with only observation-sharing can be obtained by solving the following stationarity conditions \(\mathbb{P}\text{-a.s.},\)

\[
\nabla_{u^i} \mathbb{E} \left[ c \left( \omega_0, u^0, \frac{1}{N} \sum_{p=1}^{N} \gamma_N^*(y^p) \right) \right]_{u^0 = \gamma_N^*(y^{0:N})} = 0,
\]

\[
\nabla_{u^i} \mathbb{E} \left[ c \left( \omega_0, \gamma_N^{0*}(y^{0:N}), \frac{1}{N} \sum_{p=1, \neq i}^{N} \gamma_N^*(y^p) + u^i \right) \right]_{u^i = \gamma_N^*(y^i)} = 0
\]

for every \(i = 1, 2, \ldots, N\). Hence, the unique leader-optimal solution (with only observation-sharing) takes the form,

\[
\gamma_N^{0*}(y^{0:N}) = \alpha_0^N y^0 + \frac{1}{N} \sum_{i=1}^{N} \alpha^N y^i, \quad \gamma_N^*(y^i) = \beta^N y^i,
\]

(12)

with the parameters

\[
\alpha_0^N = -\frac{q^0}{2(r + q^0)}, \quad \beta^N = -\frac{1}{r^0} \left[ \frac{N(1 + \alpha_0^N)(r^0 + q^0)}{N + 1} - \frac{N}{N + 2} q^0 \right],
\]

\[
\alpha^N = -\frac{q^0}{r^0} \left( \beta^N + \frac{N}{N + 2} \right).
\]

(13)

For the QG game, the information structure of the leader is \(I^0_{\text{OPCS}}\), and hence, we construct a symmetric leader’s strategy \(\tilde{\gamma}_N^{0*}\) of the form in (9) as follows:

\[
\tilde{\gamma}_N^{0*} \left( y^{0:N}, \frac{1}{N} \sum_{i=1}^{N} u^i \right) = \alpha_0^N y^0 + \frac{1}{N} \sum_{i=1}^{N} \alpha^N y^i + Q_N \left[ \frac{1}{N} \sum_{i=1}^{N} u^i - \frac{1}{N} \sum_{i=1}^{N} \beta^N y^i \right].
\]

and solve for \(Q_N\) from the stationarity condition \(\mathbb{P}\text{-a.s.},\)

\[
\nabla_{y^i} \mathbb{E} \left[ c \left( \omega_0, \tilde{\gamma}_N^{0*} \left( y^{0:N}, \frac{1}{N} \sum_{i=1}^{N} u^i \right), \frac{1}{N} \sum_{p=1, \neq i}^{N} \gamma_N^*(y^p) + u^i \right) \right]_{y^i} = 0,
\]

(14)
at $u^i = \gamma_N^i(y^i)$ for every $i = 1, 2, \ldots, N$. This computation yields

$$Q_N = -\frac{N(r\beta^N + 1) + 1}{\frac{1}{2}(1 + \alpha_0^N)} + \frac{N+1}{2N}\alpha^N + \frac{3N+1}{2N}\beta^N,$$

where we have used the facts:

$$E[\omega_0|y^i] = \frac{1}{2}y^i, \quad E[\omega_0|y^0] = \frac{1}{2}y^0, \quad E[\omega_0|y^{0:N}] = \frac{1}{N+2}\sum_{i=0}^{N} y^i.$$ 

Then, $(\tilde{\gamma}_{0}^{*}, \gamma_{0}^{*}, \ldots, \gamma_{N}^{*})$ with parameters defined in (13) and (15), constitutes a Stackelberg-incentive equilibrium. We now investigate this sequence of equilibrium strategies as $N$ goes to infinity. In the limit, we have

$$\alpha_0^\infty = -\frac{q^0}{2(r + q^0)}, \beta^\infty = -\frac{1}{r^0}[(1 + \alpha_0^\infty)(r^0 + q^0) - q^0], \alpha^\infty = -\frac{q^0}{r^0}(\beta^\infty + 1).$$

We observe that

$$\mathbb{E}
\left[
\left|\frac{\partial}{\partial z} \tilde{\gamma}_{N}^{0*}(y^{0:N}, z)\right|^2
\right]_{z = \frac{1}{N}\sum_{i=1}^{N} \gamma_{N}^i(y^i)} = \left|Q_N\right|^2$$

where this quantity represents energy of the incentive strategy. Following (15), $Q_N$ diverges as $N \to \infty$, which implies that the limiting strategy does not have finite energy. In other words, the limit of the incentive strategy with $N \to \infty$ is not a well-defined policy. This, however, does not rule out the existence of other continuous incentive strategies that might converge and admit a mean-field limit. In the next result, we show that there does not exist any sequence of differentiable incentive strategies that converge in the mean-field limit.

**Proposition 1.** For the QG game with $I^{0}_{\text{OPCS}}$ as the leader’s information structure, there is no sequence of incentive strategies $\tilde{\gamma}_{N}^{0*} \in \Gamma^{0}_{\text{OCS}}$, differentiable in the average of actions of followers, converges as $N \to \infty$ and satisfies

$$\limsup_{N \to \infty} \mathbb{E}
\left[
\left|\frac{\partial}{\partial z} \tilde{\gamma}_{N}^{0*}(y^{0:N}, z)\right|^2
\right]_{z = \frac{1}{N}\sum_{i=1}^{N} \gamma_{N}^i(y^i)} < \infty. \quad (16)$$

Our proof, given in Appendix C, utilizes the fact that satisfaction of the stationarity condition for all followers requires incentive strategies of the leader for which the energy grows with $N$. This is not surprising, given that as the number of followers grows, the impact of the leader’s strategy on the optimization of individual followers reduces, and diminishes in the limit. To maintain even a constant level of influence on each follower, the leader must expend more “energy” in total—the left hand side of (16). As a result, as $N$ goes to infinity, the energy of the leader’s incentive strategy grows unbounded, yielding ill-defined limits. Our proof technique relies on differentiability of the incentive strategies; we expect the same conclusion to stand even for non-differentiable threat strategies.
5 A Hierarchical Incentive Stackelberg Game with a Major Follower.

The incentive Stackelberg game setup of $\mathcal{P}_N$ from Section 2 did not prove amenable to a mean-field limit with growing $N$. The key challenge lay in limiting the “energy” needed for the leader to monitor and incentivize an infinite population, or a constant fraction thereof, towards the leader’s goals. With a growing population, the leader must therefore abandon the hope of incentivizing all followers, but rather choose to distinguish among them and incentivize finitely many of them. In this section, we take the first step toward analyzing such a game—tackle the case where the leader incentivizes a single major follower, who plays a Nash game with a group of $N$ minor followers. We formulate this interaction as game $\mathcal{P}_{N}^{\text{maj}}$.

Similar to our setup in Section 2, we identify the leader as player 0, the major follower as player $M$, and the minor followers as players $1, \ldots, N$. In $\mathcal{P}_{N}^{\text{maj}}$, the leader begins playing by announcing a strategy. Then, all followers (major and minor) act simultaneously. We borrow the notation for the leader’s and the $N$ minor followers’ actions and observation spaces from Section 2. We let $Y_M$ and $U_M$ be subsets of finite-dimensional Euclidean spaces, endowed respectively, with their Borel $\sigma$-fields $Y_M$ and $U_M$, that describe the set of observations and actions of the major follower. The information available to the major follower is $I_M = \{y_M\}$. We endow the minor follower $i$ with the information set $I_i := \{y_i, y_M\}$ for $i = 1, \ldots, N$, and let $\Gamma_M$ and $\Gamma_1, \ldots, \Gamma_N$ denote the sets of admissible strategies of the major and minor followers that are measurable functions from their information sets to their action spaces. We consider the following dynamic information structures for the leader.

- With the major follower’s control being shared $I_{MCS}^0 := \{y^0, y^M, u^M\}$.
- With only observation-sharing $I_{OS}^0 := \{y^0, y^M\}$.

Accordingly, let the set of admissible strategies of the leader be denoted by $\Gamma_{MCS}^0$ and $\Gamma_{OS}^0$ under the two information structures. The players’ cost functions are given by

$$J_N^0(\gamma^0, \gamma^M, \gamma^1:N) = \mathbb{E}_{\gamma^0, \gamma^M, \gamma^1:N} \left[ e^0 \left( \omega_0, u^0, u^M, \frac{1}{N} \sum_{p=1}^N u^p \right) \right],$$

$$J_N^M(\gamma^0, \gamma^M, \gamma^1:N) = \mathbb{E}_{\gamma^0, \gamma^M, \gamma^1:N} \left[ e^M \left( \omega_0, u^0, u^M, \frac{1}{N} \sum_{p=1}^N u^p \right) \right],$$

$$J_N^i(\gamma^M, \gamma^1:N) = \mathbb{E}_{\gamma^M, \gamma^1:N} \left[ c \left( \omega_0, u^i, u^M, \frac{1}{N} \sum_{p=1}^N u^p \right) \right], \quad i = 1, \ldots, N,$$

for some Borel measurable $e^0 : \Omega_0 \times U^0 \times U^M \times U \rightarrow \mathbb{R}_+$, $e^M : \Omega_0 \times U^0 \times U^M \times U \rightarrow \mathbb{R}_+$, and $c : \Omega_0 \times U \times U^M \times U \rightarrow \mathbb{R}_+$. Again, $\omega_0$ is a cost-relevant exogenous random variable.

In contrast to $\mathcal{P}_N$, the leader in $\mathcal{P}_{N}^{\text{maj}}$ does not directly influence the costs of the minor followers through her strategy. The leader impacts the major follower’s cost, who in turn, influences the minor followers through her strategy. While the major follower plays a role that is distinct from other followers in $\mathcal{P}_{N}^{\text{maj}}$, she is quite different from the leader in that she only wields influence over the minor followers.
through a Nash game, instead of through an incentive strategy that has the ability to react to the actions of these minor players. We now define an equilibrium concept for $\mathcal{P}_{N}^{\text{maj}}$ along the lines of that for $\mathcal{P}_{N}$.

**Definition 4 ($\epsilon$-Stackelberg Equilibrium).** Given $\epsilon = (\epsilon^0, \hat{\epsilon}) \geq 0$, a strategy profile of admissible control strategies $(\gamma^0, \gamma^M, \gamma^{1:\star}:N^{\star})$ for $\mathcal{P}_{N}^{\text{maj}}$ with leader’s information structure in $\{I_{MCS}^0, I_{OS}^0\}$ constitutes an $\epsilon$-Stackelberg equilibrium for the given information structure, if

$$J_N^0(\gamma^0, \gamma^M, \gamma^{1:\star}:N^{\star}) \leq \inf_{\gamma^0 \in \Gamma^0} \inf_{(\gamma^M, \gamma^{1:\star}:N) \in \mathcal{R}^{\epsilon}(\gamma^0)} J_N^0(\gamma^0, \gamma^M, \gamma^{1:N}) + \epsilon^0, \quad (20)$$

where $\Gamma^0 \in \{\Gamma_{MCS}^0, \Gamma_{OS}^0\}$ is the corresponding set of admissible strategies for the leader and $\mathcal{R}^{\epsilon}(\gamma^0)$ is the set of all strategies $(\gamma^M, \gamma^{1:\star}:N^{\star}) \in \Gamma^M \times \prod_{i=1}^{N} \Gamma^i$ that satisfy

$$J_M^0(\gamma^0, \gamma^M, \gamma^{1:\star}:N^{\star}) \leq \inf_{\gamma^M \in \Gamma^M} J_N^0(\gamma^0, \gamma^M, \gamma^{1:\star}:N^{\star}) + \hat{\epsilon}, \quad (21)$$
$$J_N^i(\gamma^M, \gamma^{1:\star}:N^{\star}) \leq \inf_{\gamma^i \in \Gamma^i} J_N^i(\gamma^M, (\gamma^{-i}, \gamma^i)) + \hat{\epsilon}, \quad \text{for } i = 1, \ldots, N. \quad (22)$$

In the above definition, we again considered the optimistic case. Our study of $\mathcal{P}_{N}^{\text{maj}}$ is motivated by our desire to find leader’s strategies that induce desired behavior from the followers. Lacking direct influence over minor followers, the leader in $\mathcal{P}_{N}^{\text{maj}}$ must settle to aim for a strategy that induces a desired response from the major follower, for which the minor followers’ responses are aligned with the leader’s interest to the extent possible. Next, we introduce a notion of optimality for a strategy profile to capture the performance goal of the leader in $\mathcal{P}_{N}^{\text{maj}}$.

**Definition 5 ($\epsilon$-leader-major optimality).** Given $\epsilon = (\epsilon^0, \hat{\epsilon}) \geq 0$, a strategy profile $(\gamma^0, \gamma^M, \gamma^{1:\star}:N^{\star})$ for $\mathcal{P}_{N}^{\text{maj}}$ with leader’s information structure of $I_{MCS}^0$ or $I_{OS}^0$ constitutes an $\epsilon$-leader-major optimal solution for the given information structure, if

$$J_N^0(\gamma^0, \gamma^M, \gamma^{1:\star}:N^{\star}) \leq \inf_{\gamma^0, \gamma^M \in \Gamma^0 \times \Gamma^M} \inf_{\gamma^{1:\star}:N \in \mathcal{R}^{\epsilon}(\gamma^0, \gamma^M)} J_N^0(\gamma^0, \gamma^M, \gamma^{1:N}) + \epsilon^0, \quad (23)$$

where $\Gamma^0$ is $\Gamma_{MCS}^0$ or $\Gamma_{OS}^0$ and $\gamma^{1:\star}:N^{\star} \in \mathcal{R}^{\epsilon}_{\text{maj}}(\gamma^M)$ are those that satisfy (22).

In the setting of $\mathcal{P}_{N}^{\text{maj}}$, the leader cannot attain the performance of leader-optimality for $\mathcal{P}_{N}$. As a result, the leader’s optimal strategy involves a Nash response of the minor followers in this case. We further note that since the leader’s strategy is not directly a function of the minor followers’ actions and also, the minor followers’ costs do not depend directly on the leader’s actions, the leader’s strategy in $\Gamma_{MCS}^0$ admits an equivalent representation in $\Gamma_{OS}^0$, for which the response of the minor followers remains unaltered. As a result, the leader’s performance under leader-major optimal strategies for $I_{MCS}^0$ or $I_{OS}^0$ remains the same. As stated before, the difference arises due to the lack of leader’s direct control over minor followers’ actions, except through Nash response to the major follower’s strategies. To contrast the two notions of optimality, consider the following nonnegative performance loss of $\mathcal{P}_{N}^{\text{maj}}$, compared to the leader-optimal performance.

$$\mathcal{E}_N = \inf_{(\gamma^0, \gamma^M) \in \Gamma_{MCS}^0} \inf_{\gamma^{1:N} \in \mathcal{R}^{\epsilon}(\gamma^0, \gamma^M)} J_N^0(\gamma^0, \gamma^M, \gamma^{1:N})$$
\[
- \inf_{(\gamma^0, \gamma^M, \gamma^{1:N}) \in \Gamma_{MCS} \times \Gamma^M \times \prod_{i=1}^N \Gamma_i} J_N^0(\gamma^0, \gamma^M, \gamma^{1:N}).
\]

The first term is the best performance that the leader can expect, given that she cannot directly control
the minor followers, while the second term equals the performance if she can. We will study the behavior
of this loss through an example in the sequel.

Next, we define incentive strategies adopted to \( \mathcal{P}^\text{maj}_N \).

**Definition 6** (\( \epsilon \)-Incentive Strategy). Given \( \epsilon = (\epsilon_0, \hat{\epsilon}) \geq 0 \), a strategy \( \gamma^0* \) of the leader for \( \mathcal{P}^\text{maj}_N \) with
leader’s information structure of \( I^0_{MCS} \) is \( \epsilon \)-incentive, if there exist strategies \( (\gamma^M*, \gamma^{1*:N*}) \) of followers
such that a profile strategy \( (\gamma^0*, \gamma^M*, \gamma^{1*:N*}) \) is \( \epsilon_0 \)-leader-major optimal and constitutes an \( \epsilon \)-Stackelberg
equilibrium. We again refer to the incentive strategy \( \gamma^0* \) together with strategies \( \gamma^M*, \gamma^{1*:N*} \) of the fol-
lowers as \( \epsilon \)-Stackelberg-incentive equilibrium.

With this setup, we now address three questions. First, we ask whether the leader is able to incentivize
the major follower alone in a way that the latter, together with a finite group of minor followers, play in a
way that attains the performance of a leader-major optimal strategy. In other words, we aim to affirm the
existence of incentive strategies for \( \mathcal{P}^\text{maj}_N \), defined above. We again use the indirect approach which is valid
for this setting as we show later on that the performance of a leader-major optimal strategy is attainable
via an incentive strategy, using the facts that the leader observes the action and observation of the major
follower and the costs of the minor followers do not directly depend on leader’s strategy. Second, we
ask if such strategies/equilibria remain well-defined in the limit as \( N \to \infty \), i.e., with a large number of
followers. Third, we ask whether examples exist for which \( \mathcal{E}_N = 0 \), i.e., conditions on the game structure
under which incentivizing the major player is enough to induce a desired response from the group of
minor followers, without wielding any direct influence on them. We study the first two questions for a
QG \( \mathcal{P}^\text{maj}_N \) game example in Section 5.1. Then, in Section 5.2, we address the first two questions for general
\( \mathcal{P}^\text{maj}_N \) games. Towards the end of this section, we explore the third question through an example. Examples
featuring quadratic cost structures and Gaussian observations are included to explicitly illustrate several
properties outlined in the paper for general game structures.

### 5.1 A QG Game Example of \( \mathcal{P}^\text{maj}_N \)

Consider a QG Stackelberg game where observations of each player are given by
\( y^0 = \omega_0 + w^0 \), \( y^M = \omega_0 + w^M \), and \( y^i = \omega_0 + w^i \), where \( \omega_0, w^0;N, w^M \) are independent, and they each follow the standard
normal distribution. We consider the leader’s information structure to be \( I^0_{MCS} \). Let the cost functions
of the players be defined as

\[
c^0 \left( \omega_0, u^0, u^M, \frac{1}{N} \sum_{p=1}^N u^p \right) := r^0(u^0)^2 + q^0 \left( u^0 + u^M + \frac{1}{N} \sum_{p=1}^N u^p + \omega_0 \right)^2 + q^0(u^0 + u^M)^2,
\]

\[
c^M \left( \omega_0, u^0, u^M, \frac{1}{N} \sum_{p=1}^N u^p \right) := r^M(u^M)^2 + q^M \left( u^0 + u^M + \frac{1}{N} \sum_{p=1}^N u^p + \omega_0 \right)^2,
\]
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\[ c \left( \omega_0, u^i, u^M, \frac{1}{N} \sum_{p=1}^{N} u^p \right) := r(u^i)^2 + q \left( u^i + u^M + \frac{1}{N} \sum_{p=1}^{N} u^p + \omega_0 \right)^2, \tag{27} \]

for all \( i = 1, \ldots, N \), where \( r^0, r^M, r, q^M > 0 \) and \( q^0, q, \hat{q}^0 \geq 0 \). For this QG game, the unique leader-major optimal policy under the leader’s information structure \( P_{0S} \) is linear in observations. Consider players’ strategies of the form

\[
\gamma_N^M(y^0, y^M, u^M) = \theta_N y^0 + \theta_N^M y^M + Q_N [u^M - \beta_N y^M], \tag{28}
\]

\[
\gamma_N^{M*}(y^M) = \beta_N y^M, \tag{29}
\]

\[
\gamma_N^*(y^i, y^M) = \alpha_N y^i + \alpha_N^M y^M \quad \text{for} \quad i = 1, \ldots, N. \tag{30}
\]

For any arbitrary strategy \( \gamma_N^M \in \Gamma^M \), we characterize \( R_{maj}(\gamma_N^M) \). To this end, we only need to find strategies that satisfy the stationarity criterion for each \( i = 1, \ldots, N \), given by

\[
\left( r + q + \frac{q}{N} \right) (\alpha_N y^i + \alpha_N^M y^M)
+ q \left( 1 + \frac{1}{N} \right) \mathbb{E} \left[ \beta_N y^M + \frac{1}{N} \sum_{p=1, p\neq i}^{N} (\alpha_N y^p + \alpha_N^M y^M) + \omega_0 \right| y^i, y^M] = 0, \tag{31}\]

that must hold \( \mathbb{P} \)-a.s. For convenience, define \( r' := rN/(N + 1) \). Then, (31) yields

\[
\alpha_N = -q \frac{1}{3r' + 2q \left( \frac{2N+1}{N} \right)}, \quad \alpha_M = -q \frac{1}{r' + 2q} \left( \frac{1}{3} \left( 1 + \frac{N - 1}{N} \alpha_N \right) \right), \tag{32}\]

where we have used the fact that \( \mathbb{E}[\omega_0|y^i, y^M] = \frac{1}{3} y^i + \frac{1}{3} y^M \). We can rewrite the strategies of any minor follower \( p \) in \( R_{maj}(\gamma_N^M) \) as a function of \( u^M \) and \( y^M, y^i \). Again considering stationarity conditions for each minor follower, we get

\[
u^p = \frac{q}{2} u^M / (r' + 2q) + F(y^i, y^M) \tag{33} \]

for some function \( F \), which characterizes the unique Nash response of minor followers. Hence, we replace \( u^p \) in \( c^0 \) as above. Then, we set the expectations of the gradients of \( c^0 \) with respect to \( u^0 \) conditioned on \( y^0, y^M \) and with respect to \( u^M \) conditioned on \( y^M \) equal to zero. For convenience, define \( D := 1 - q/(r' + 2q) \). Then, \( \theta_N, \theta_N^M, \) and \( \beta_N \), given below, satisfy the preceding stationarity conditions almost surely.

\[
\theta_N = -q^0 \frac{(\alpha_N + 1)}{3(r^0 + q^0 + \hat{q}^0)}, \tag{34a}\]

\[
\theta_N^M = -\frac{1}{r^0 + q^0 + \hat{q}^0} \left[(q^0 + q^0)\beta_N + \frac{q^0}{3}\alpha_N + \frac{q^0}{3}\alpha_N^M \right], \tag{34b}\]

\[
\beta_N = \frac{1}{3(q^0 + q^0 D^2)}
\]
where we used the fact that $E[\omega_0 | y^M] = \frac{1}{2} y^M$, and $E[\omega_0 | y^0, y^M] = \frac{1}{3} y^0 + \frac{1}{3} y^M$. This implies that $(\gamma^0_{N}, \gamma^M_{N}, \gamma^1_{N})$ with $\gamma^0_{N} = \theta_{N} y^0 + \theta_{M} y^M$ is a leader-major optimal strategy profile, where the leader’s information structure is $I^*_\text{OS}$. Finally, we compute $Q_N$ from the stationarity criterion $\mathbb{P}$-a.s.,

$$
\mathbb{E} \left[ \nabla_u c^M (\omega_0, \hat{\gamma}^0_N (y^0, y^M, u^M), u^M, \frac{1}{N} \sum_{i=1}^{N} \gamma^i_N (y^0_i, y^M_i)) \right] y^M = 0,
$$

which yields

$$
-Q_N = 1 + \frac{\beta_N}{q^M L_N}, \quad L_N = (\beta_N + \alpha_N + \theta^M_N) + \frac{1}{2} (\alpha_N + \theta_N + 1). \quad (36)
$$

Following (33) we construct $\gamma^1_{N} \in R_{\text{maj}} (\gamma^M_N)$, and hence, by (35), we have $(\gamma^0_N, \gamma^1_{N}) \in R(\gamma^M_{N})$, which is also unique. Then, $\gamma^0_N$ is an incentive strategy, because

$$
\inf_{\gamma^0 \in \Gamma^0 \text{MCS}} \inf_{(\gamma^M, \gamma^1) \in R(\gamma^0)} J_N^0 (\gamma^0, \gamma^M, \gamma^1),
$$

where the optimal performance on the right-hand side is achieved by $(\gamma^0_{N}, \gamma^M_{N}, \gamma^1_{N})$. The above inequality follows from the additional infimization over $\Gamma^M$ on the right-hand side.

This equilibrium sequentially converges with $N \to \infty$. Specifically, the limiting strategies are described by the following parameters with $\tilde{D} := 1 - q/(r + 2q)$.

$$
\alpha_\infty = -\frac{q}{3r + 4q}, \quad \theta_\infty = -\frac{q^0 (\alpha_\infty + 1)}{3(r^0 + q^0 + \theta^M)}, \quad \theta^M_\infty = -\frac{1}{r^0 + q^0 + \theta^0} \left[ (q^0 + q^0) \beta_\infty + \frac{q^0}{3} \alpha_\infty + q^0 \alpha^M_\infty \right],
$$

$$
\beta_\infty = -\frac{q^0 + q^0 \tilde{D}}{3(q^0 + q^0 D^2)} \left[ \theta_\infty + 3 \theta^M_\infty \right], \quad \alpha^M_\infty = -\frac{q}{r + 2q} \left[ \beta_\infty + \frac{1}{3} (1 + \alpha_\infty) \right],
$$

$$
Q_\infty = -1 - \frac{\beta_\infty \beta_\infty}{q^M L_\infty}, \quad L_\infty = (\beta_\infty + \alpha_\infty + \theta^M_\infty) + \frac{1}{2} (\alpha_\infty + \theta_\infty + 1). \quad (38)
$$

Note that $|Q_\infty| < \infty$. As a result, in the limit, the incentive strategy of the leader does have finite energy, contrary to what we observed for $\mathcal{P}_N$. In other words, the leader can exercise a finite-energy strategy in $\mathcal{P}^{\text{maj}}_N$ to incentivize the major follower, who in turn influences a large population of minor followers. This well-defined incentive strategy with $N \to \infty$ is encouraging in that $\mathcal{P}^{\text{maj}}_N$ might admit a mean-field limit. In other words, this example alludes to the possibility that the announced strategy of the leader might make a major follower play a strategy, that together with a mean-field of minor followers, would
constitute a mean-field Nash equilibrium. Encouraged by our QG $P_N^{maj}$ game example, we formally define this game in the limit for general $P_N^{maj}$ instances, introduce its equilibrium concept, and study its existence in Section 5.2.

We emphasize that one must not view the incentive strategy for $P_N^{maj}$ as achieving the kind of leader’s performance that we hoped for in $P_N$. In $P_N^{maj}$, the leader only hopes to achieve the best she can secure by influencing the major follower, and she cannot do any better than that. We study the leader’s performance loss of $P_N^{maj}$ compared to that of $P_N$ through $E_N$, defined in (24). To compute $E_N$, we calculate the leader-optimal solution as follows. Consider again costs defined in (25)–(27). Consider the following strategies in Section 5.2.

Along the same line as in Section 4 using stationarity conditions for $c^0$ in (25), the unique leader-optimal solution $(\hat{\gamma}^0, \hat{\gamma}^M, \hat{\gamma}^{1:N})$ with only observation-sharing can be obtained by solving the following stationarity conditions $\mathbb{P}$-a.s.

\[
\mathbb{E} \left[ \nabla_u c^0(\omega_0, u^0, \hat{\gamma}_N^M(y^M), \frac{1}{N} \sum_{i=1}^N \hat{\gamma}_N(y^i, y^M)) \bigg| y^0, y^M \right]_{u^0=\hat{\gamma}_N^0(y^0, y^M)} = 0,
\]

\[
\mathbb{E} \left[ \nabla_u c^0(\omega_0, \hat{\gamma}_N^0(y^0, y^M), u^M, \frac{1}{N} \sum_{i=1}^N \hat{\gamma}_N(y^i, y^M)) \bigg| y^M \right]_{u^M=\hat{\gamma}_N^M(y^M)} = 0,
\]

\[
\mathbb{E} \left[ \nabla_u c^0(\omega_0, \hat{\gamma}_N^0(y^0, y^M), \hat{\gamma}_N^M(y^M), \frac{1}{N} \sum_{p=1, \neq i}^N \hat{\gamma}_N(y^i, y^M) + u^i) \bigg| y^i, y^M \right] = 0,
\]

at $u^i = \hat{\gamma}_N(y^i, y^M)$ for $i = 1, \ldots, N$. Solving the above stationarity conditions, we get the relations,

\[
\hat{\theta}_N = -\frac{q^0}{3(r^0 + q^0 + q^0)}(1 + \hat{\lambda}_N), \quad (41a)
\]

\[
\hat{\theta}_N^M = -\frac{1}{(r^0 + q^0 + q^0)} \left[ (q^0 + q^0) \hat{\beta}_N + q^0 \hat{\lambda}_N + q^0 \hat{\lambda}_N + q^0 \right], \quad (41b)
\]

\[
\hat{\beta}_N = -\frac{1}{3}(\hat{\theta}_N + 1) - \hat{\theta}_N^M - \hat{\lambda}_N^M - \frac{N-1}{3N} \hat{\lambda}_N, \quad (41c)
\]

\[
\hat{\lambda}_N = -\frac{N}{N+2} [\hat{\theta}_N + 1], \quad (41d)
\]

\[
\hat{\lambda}_N^M = -\frac{q^0 + q^0}{2q^0} \left[ \hat{\theta}_N + 2\hat{\theta}_N^M + 2\hat{\beta}_N \right] - \frac{1}{2} \hat{\lambda}_N \quad (41e)
\]

that define the leader-optimal solution implicitly. We note that the leader’s optimal performance however is not attainable via an incentive strategy since $c^i$’s, the costs of minor followers in (27), do not directly depend on the leader’s action, and hence, (7) always fails. Recall that the leader-major optimal performance...
in \( \mathcal{P}_N^{\text{maj}} \) matches the unique performance of Stackelberg equilibria for the QG game example, characterized in (20). To study \( \mathcal{E}_N \), we choose \( q^0 = \hat{q}^0 = q = 1 \) and \( r^0 = r = 2 \), and depict the leader’s performance under leader-major-optimal and the leader-optimal solutions as functions of \( N \) in Figure 5.1.

![Figure 1: The leader's performance under leader-major-optimal and leader-optimal solutions.](image)

Per Figure 5.1, the leader indeed incurs an optimality loss for each \( N \) in \( \mathcal{P}_N^{\text{maj}} \), compared to \( \mathcal{P}_N \), i.e., \( \mathcal{E}_N > 0 \) for each \( N \). As one might expect, the leader-optimal performance decreases and the leader-major-optimal performance increases as \( N \) increases. This trend is not surprising, given that for leader-optimality, the increase in the number of minor followers roughly gives leader more flexibility to optimize her cost, especially in minimizing the \( (u^0 + u^M + \frac{1}{N} \sum_{p=1}^{N} u^p + \omega_0) \) term, that helps the leader’s performance. As \( N \to \infty \), this term can be shown to converge to zero, allowing the leader and the major follower to apply \( u^0 = u^M \equiv 0 \), reducing their required control efforts. On the other hand, in the leader-major optimal solution, an increase in \( N \) leads to an increase in the number of players with strategic incentives that are not under the direct control of the leader, hurting the performance of the leader. In fact, an analysis similar to the leader-major optimal case allows us to conclude that the average of the minor followers’ actions converges to \( -\frac{1}{10} (\omega_0 + y^M) \), which requires a higher amount of effort from the leader and the major follower. Consequently, \( \mathcal{E}_N \) defines the loss of performance that the leader expects to bear, owing to the lack of direct control over minor followers’ costs.

### 5.2 The Mean-Field Limit for \( \mathcal{P}_N^{\text{maj}} \)

We now formally introduce a Stackelberg mean-field game with one leader, one major follower, and a countably infinite number of minor followers. Adopting in this case the notation for \( \mathcal{P}_N^{\text{maj}} \) defined earlier, we introduce the following definitions for \( \mathcal{P}_\infty^{\text{maj}} \) — the mean-field limit of \( \mathcal{P}_N^{\text{maj}} \). Let \( R \) denote the index of a representative minor follower in the infinite population limit. Also, let \( \mathcal{P}(\mathcal{Z}) \) denote the space of probability measures in a space \( \mathcal{Z} \), and \( \mathcal{P}(\mathcal{Z}|\mathcal{M}) \) denote the space of conditional probability measures in a space \( \mathcal{Z} \) on \( \mathcal{M} \).

Consider a Stackelberg game with the leader’s information structure \( I_{\text{MCS}}^0 \). Let the expected cost
functions of the leader and the major/minor followers be given by

\[ J_0^\infty(\gamma^0, \gamma^M, \gamma^R) = \mathbb{E}^{\gamma^0, \gamma^M, \gamma^R} \left[ c^0(\omega_0, u^0, u^M, \int_U u d\mu) \right], \tag{42} \]

\[ J_M^\infty(\gamma^0, \gamma^M, \gamma^R) = \mathbb{E}^{\gamma^0, \gamma^M, \gamma^R} \left[ c^M(\omega_0, u^0, u^M, \int_U u d\mu) \right], \tag{43} \]

\[ J_R^\infty(\gamma^M, \gamma^R, \mu) = \mathbb{E}^{\gamma^M, \gamma^R} \left[ c(\omega_0, u^R, u^M, \int_U u d\mu) \right] \quad \forall R \in \mathbb{N}, \tag{44} \]

with the condition \( \mu = \mathcal{L}(\gamma^R(y^R)|y^M) \in \mathcal{P}(\mathbb{U}|\mathbb{Y}^M) \), where \( \mathcal{L}(X|Y) \) denotes the conditional law of a random variable \( X \) on \( Y \). Next, we define the corresponding equilibrium/optimality concepts for \( \mathcal{P}^{\text{maj}} \).

**Definition 7** (\( \epsilon \)-Stackelberg-Mean-Field Equilibrium). Given \( \epsilon = (\epsilon^0, \hat{\epsilon}) \geq 0 \), a strategy profile of admissible strategies \((\gamma^0, \gamma^M, \gamma^R)\) for \( \mathcal{P}^{\text{maj}} \) with leader’s information structure in \( \{I^{0}_{\text{MCS}}, I^{0}_{\text{OS}}\} \) constitutes an \( \epsilon \)-Stackelberg-mean-field equilibrium under the given information structure, if

\[ J_0^\infty(\gamma^0, \gamma^M, \gamma^R) \leq \inf_{\gamma^0 \in \Gamma^0} \inf_{(\gamma^M, \gamma^R, \mu) \in R^{\infty} \times \Gamma^0} J_0^\infty(\gamma^0, \gamma^M, \gamma^R) + \epsilon^0, \]

where \( \Gamma^0 \in \{\Gamma^{0}_{\text{MCS}}, \Gamma^{0}_{\text{OS}}\} \) is the corresponding set of admissible strategies for the leader. In the above, for every \( \gamma^0 \in \Gamma^0, R^{\infty}(\gamma^0) \) is the collection of strategies \((\gamma^M, \gamma^R)\) \( \in \Gamma^M \times \Gamma^R \), together with a probability measure \( \mu^* \in \mathcal{P}(\mathbb{U}|\mathbb{Y}^M) \), that satisfies

\[ J_M^\infty(\gamma^0, \gamma^M, \gamma^R) \leq \inf_{\gamma^M \in \Gamma^M} J_M^\infty(\gamma^0, \gamma^M, \gamma^R) + \hat{\epsilon}, \tag{45} \]

\[ J_R^\infty(\gamma^M, \gamma^R, \mu^*) \leq \inf_{\gamma^R \in \Gamma^R} J_R^\infty(\gamma^M, \gamma^R, \mu^*) + \hat{\epsilon}, \tag{46} \]

\[ \mu^* = \mathcal{L}(\gamma^R(y^R)|y^M). \tag{47} \]

Let \( R^{\infty}_{\text{maj}}(\gamma^M) \) be the set of \((\gamma^R, \mu^*) \in \Gamma^R \times \mathcal{P}(\mathbb{U}|\mathbb{Y}^M) \) that satisfy (46) and (47).

In the preceding definition of Stackelberg-mean-field equilibrium, the consistency condition on \( \mu^* \) is conditional on \( y^M \) since minor followers have access to the common random variable \( y^M \). In the absence of \( y^M \), the consistency condition simplifies to \( \mu^* = \mathcal{L}(\gamma^R(y^R)) \), for which our analysis remains valid.

**Definition 8** (\( \epsilon \)-Leader-Major Mean-Field Optimality). Given \( \epsilon = (\epsilon^0, \hat{\epsilon}) \geq 0 \), a strategy profile \((\gamma^0, \gamma^M, \gamma^R)\) for \( \mathcal{P}^{\text{maj}} \) with leader’s information structure \( I^{0}_{\text{MCS}} \) or \( I^{0}_{\text{OS}} \) constitutes an \( \epsilon \)-leader-major mean-field optimal solution under the given information structure, if

\[ J_0^\infty(\gamma^0, \gamma^M, \gamma^R) \leq \inf_{\gamma^0, \gamma^M \in \Gamma^0 \times \Gamma^M} \inf_{(\gamma^R, \mu) \in R^{\infty}_{\text{maj}}(\gamma^M)} J_0^\infty(\gamma^0, \gamma^M, \gamma^R) + \epsilon^0, \tag{48} \]

where \( \Gamma^0 \) is \( \Gamma^{0}_{\text{MCS}} \) or \( \Gamma^{0}_{\text{OS}} \).

We note that since the leader’s strategy is not directly a function of the minor followers’ actions and also, the minor followers’ costs do not depend directly on the leader’s actions, a leader’s strategy in \( \Gamma^{0}_{\text{MCS}} \) admits an equivalent representation in \( \Gamma^{0}_{\text{OS}} \), for which the response of the minor followers remains unaltered. As a result, the leader’s performance under leader-major mean-field optimal strategies for \( I^{0}_{\text{MCS}} \) or \( I^{0}_{\text{OS}} \) remains the same.
Definition 9 ($\epsilon$-Mean-Field Incentive Strategy). Given $\epsilon = (\epsilon_0, \tilde{\epsilon}) \geq 0$, a strategy $\gamma^{0*}$ of the leader for $\mathcal{P}^\text{maj}_N$ with leader’s information structure of $I^0_{\text{MCS}}$ is $\epsilon$-incentive, if there exist strategies $(\gamma^{M*}, \gamma^{R*})$ of followers such that $(\gamma^{0*}, \gamma^{M*}, \gamma^{R*})$ is $\epsilon_0$-leader-major mean-field optimal and constitutes an (optimistic) $\epsilon$-Stackelberg mean-field equilibrium. We refer to the entire profile as a mean-field incentive equilibrium.

Equipped with the above definitions, we now present our main result (Theorem 3 for $\mathcal{P}^\text{maj}_N$ and $\mathcal{P}^\text{maj}_\infty$), whose proof can be found in Appendix D. First, we introduce the assumptions needed for our result.

Assumption 4.

(i) $c^M(\omega_0, \cdot, \cdot, \cdot)$ is continuously differentiable and (jointly) strictly convex for every $\omega_0$.

(ii) $c(\omega_0, \cdot, \cdot, \cdot)$ and $c^0(\omega_0, \cdot, \cdot, \cdot)$ are continuous for every $\omega_0$.

(iii) $y^0, y^M, y^{1:N}$ are independent, conditioned on $\omega_0$, and $y^{1:N}$ are identically distributed, conditioned on $\omega_0$.

(iv) $\mathbb{U}^0$ and $\mathbb{U}^M$ are compact.

(v) Let $\nu^0, \nu^M$ be respectively the conditional distributions of $y^0$ and $y^M$ on $\omega_0$. There exist probability measures $\tilde{\nu}^0 \in \mathcal{P}(\mathbb{Y}^0)$ and $\tilde{\nu}^M \in \mathcal{P}(\mathbb{Y}^M)$, and measurable functions $h^0$ and $h^M$ such that for any Borel sets $A$ and $B$ on $\mathbb{Y}^0$ and $\mathbb{Y}^M$, respectively
\[
\nu^0(A|\omega_0) = \int_A h^0(y^0, \omega_0) \nu^0(dy^0), \quad \nu^M(B|\omega_0) = \int_B h^M(y^M, \omega_0) \tilde{\nu}^M(dy^M).
\]

(vi) There exists $\delta_0, \delta_M, \delta > 0$ such that for any admissible strategies $(\gamma^0, \gamma^M, \gamma^{1:N})$,
\[
\sup_{N \geq 1} \mathbb{E}^{\gamma^0, \gamma^M, \gamma^{1:N}} \left[ \left| c^0(\omega_0, u^0, u^M, \frac{1}{N} \sum_{p=1}^N u^p) \right|^{1+\delta_0} \right] < \infty,
\]
\[
\sup_{N \geq 1} \mathbb{E}^{\gamma^0, \gamma^M, \gamma^{1:N}} \left[ \left| c^M(\omega_0, u^0, u^M, \frac{1}{N} \sum_{p=1}^N u^p) \right|^{1+\delta_M} \right] < \infty,
\]
\[
\sup_{N \geq 1} \mathbb{E}^{\gamma^M, \gamma^{1:N}} \left[ \left| c(\omega_0, u^i, u^M, \frac{1}{N} \sum_{p=1}^N u^p) \right|^{1+\delta} \right] < \infty, \quad i = 1, \ldots, N.
\]

Theorem 3. The following assertions are true for $\mathcal{P}^\text{maj}_N$ and $\mathcal{P}^\text{maj}_\infty$.

(i) Consider $\mathcal{P}^\text{maj}_N$ with leader’s information structure $I^0_{\text{MCS}}$. Let Assumption 4(i) hold. Suppose that $\epsilon = (\epsilon^0, \tilde{\epsilon}) \geq 0$ and $(\gamma^{0*}_N, \gamma^{M*}_N, \gamma^{R*}_N, \ldots, \gamma^{R*}_N)$ constitutes an $\epsilon$-leader-major optimal strategy profile with leader’s information structure $I^0_{\text{OS}}$ that satisfies
\[
\mathbb{E} \left[ \nabla_{u^0} c^M(\omega_0, u^0, \gamma^{M*}_N(y^M), \frac{1}{N} \sum_{i=1}^N \gamma^{R*}_N(y^i, y^M)) | y^M \right]_{u^0 = \gamma^{0*}_N(y^0, y^M)} \neq 0 \quad \mathbb{P}\text{-a.s.} \quad (49)
\]
Then, there exists \( \tilde{\gamma}_N^0 \in \Gamma^0_{\text{MCS}} \) for the leader, given by
\[
\tilde{\gamma}_N^0(y^0, y^M, u^M) = \gamma_N^0(y^0, y^M) + Q_N(y^0, y^M)[u^M - \gamma_N^{M*}(y^M)],
\]
which together with the followers’ strategy profile \( (\gamma_N^{M*}, \gamma_N^1, \ldots, \gamma_N^n) \), constitutes an \( \epsilon \)-Stackelberg-incentive equilibrium for \( P_N^{\text{maj}} \), for some Borel measurable function \( Q_N(y^0, y^M) \). In addition, if the strategies \( \gamma_N^0, \gamma_N^{M*}, \) and \( \gamma_N^i \) are weakly continuous, then so is \( Q_N(y^0, y^M) \).

(ii) Let Assumption 4 hold. If the sequences \( \{\tilde{\gamma}_N^0\}_N, \{\gamma_N^{M*}\}_N, \) and \( \{\gamma_N^i\}_N \) of \( \epsilon \)-Stackelberg-incentive equilibrium strategies for \( P_N^{\text{maj}} \) converge point-wise as \( N \to \infty \), then the limit constitutes an \( \epsilon \)-mean-field incentive equilibrium for \( P_N^{\text{maj}} \).

As a result of Theorem 3, if a sequence of (approximate) incentive strategies for \( P_N^{\text{maj}} \) converges as \( N \to \infty \), then this limit has a specific meaning. Precisely, these limiting strategies constitute an approximate equilibrium of the Stackelberg mean-field game under the leader’s dynamic information structure \( I^0_{\text{MCS}} \). Proof of Theorem 3(i) uses an analogous argument as that used in the proof of Theorem 2. Proof of Theorem 3(ii) follows from point-wise convergence of \( \epsilon \)-Stackelberg-incentive equilibrium strategies for \( P_N^{\text{maj}} \), convergence of the empirical measures on actions and observations of minor followers, and continuity of players’ costs using the generalized dominated convergence theorem [Ser82, Theorem 3.5].

Regarding the assumption on the existence of an approximate leader-major optimal strategy profile for \( P_N^{\text{maj}} \), we note that for \( P_N^{maj} \) the information structures and the cost functions are asymmetric among followers in contrast to \( P_N \) due to the presence of the major follower. Also, in \( P_N^{maj} \), the information structures of the major and the minor followers are static. Hence, under similar assumptions as those in Assumptions 1 and 2, using an argument utilized in the proof of Theorem i(ii), we can show that approximate symmetric Nash best response strategies for minor followers exist for all \((\gamma^0, \gamma^M)\). This guarantees the existence of an approximate leader-major optimal solution. In contrast to \( P_N \), we do not require any symmetry in the leader’s strategy with respect to the followers—the leader does not directly interact with the minor followers through their actions and by design cannot discriminate among them.

The set of approximate Nash best responses of the minor followers to the leader’s and the major follower’s strategies is always non-empty and contains symmetric strategies for the followers, owing to an argument similar to that of Theorem i(ii). Since the costs are bounded below by zero, this implies that an approximate leader-major optimal solution always exists. However, establishing an existence result for an (approximate) leader-major optimal solution with a guaranteed existence of an (optimistic) symmetric pure-strategy Nash response from minor followers remains challenging. This is in contrast to the setting in Section 3, where by Theorem 1(i), the existence of an approximate leader-optimal optimal solution with symmetric strategies among followers was established. That is because, the leader-major optimal solution is still a Stackelberg equilibrium, which requires existence of an (optimistic) symmetric pure-strategy Nash response from minor followers in contrast to the leader-optimal solution, which is a globally optimal solution of the leader’s team problem.

In Theorem 3, if in addition, for any \( \gamma^0 \in \Gamma^0_{\text{MCS}} \) affine in \( u^M, R(\gamma^0) \) and \( R^\infty(\gamma^0) \) are singletons (e.g., QG games), then the results of Theorem 3 apply to the pessimistic case as well. Akin to our discussion in Section 3, non-uniqueness of Nash best response leads to intricacies regarding whether symmetric Nash best response strategies (among minor followers) correspond to the best-case (or the worst-case) for the
leader and the major follower in the leader-major optimal solution. Such difficulties can be avoided either by imposing uniqueness of Nash best response strategies among followers in Assumption 4(vii) to affine strategies of the leader, or by establishing weaker results and focusing only on symmetric Nash response of minor followers.

In $\mathcal{P}_\infty^{maj}$, recall that the leader only incentivizes the major follower to induce a desired response from the infinite population of minor followers. However, such an incentive strategy typically results in performance worse than what the leader can garner from incentivizing all minor followers. In other words, $\mathcal{E}_N > 0$, as defined in (2.4). In the following, we present a simple QG game example for which $\mathcal{E}_N = 0$.

Consider a special case of the QG game in Section 5.1 with the cost functions of the leader and minor followers given by

$$c^0 \left( \omega_0, u^0, u^M, \frac{1}{N} \sum_{p=1}^{N} u^p \right) = r^0(u^0)^2 + q^0 \left( u^0 + \frac{1}{N} u^M + \frac{1}{N} \sum_{p=1}^{N} u^p + \omega_0 \right)^2 \quad (51)$$

and the cost function of the major follower given by (26). Suppose $y^M = y^i = y^i$ for $i \in \{1, \ldots, N\}$. First, we compute a strategy profile $(\gamma_0^*, \gamma^*, \gamma^*, \ldots, \gamma^*)$ that constitutes a leader-optimal solution with leader’s strategy $\gamma_0^* = \theta y^0 + \theta^M y$ and strategies of major and minor followers as $\gamma^*(y) = \beta y$. It can be shown that $\theta, \theta^M, \beta$ are given uniquely by

$$\theta = -\frac{q^0}{3(q^0 + r^0)}, \quad \theta^M = -\frac{3(\theta + 1) + 2q^0}{6(r^0 + q^0 - 1)}, \quad \beta = -\frac{\theta + 1 + 2\theta^M}{2}. \quad (53)$$

satisfies the stationarity conditions in which we set the expectation of the partial derivative of $c^0$ to zero with respect to the actions of the players conditioned on their available information. We note that this strategy is unique not only within linear strategies but also in the general class of Borel-measurable strategies since the cost is quadratic, random variables are Gaussian, and the information structure of the leader’s team problem is static (i.e., it does not depend on actions of other players). Next, we obtain an affine incentive strategy of the form given in (50), where $Q$ is computed from a stationarity condition similar to (55) as

$$Q = -\frac{2r^M \beta + q^M (4\beta + 1 + \theta)}{q^M (4\beta + 1 + \theta)}. \quad (54)$$

Note that

$$\nabla_{u^i} \mathbb{E} \left[ c(\omega_0, u^i, \beta y, \frac{1}{N} \sum_{p=1}^{N} \beta y + u^p) \right]_{u^i = \beta y} = 0, \quad \mathbb{P} - a.s., \quad (55)$$

$$\implies \inf_{\gamma^i \in \Gamma_i} J_N^i(\tilde{\gamma}_0^0; \gamma^*_N, \gamma^*_N, \gamma_N^i) = J_N^i(\tilde{\gamma}_0^0; \gamma_N^i, \ldots, \gamma_N^i).$$

As a result, we have $R_{maj}(\gamma^*_N) = \{(\gamma^*_N, \ldots, \gamma^*_N)\}$, implying that the leader-major optimal solution coincides with leader-optimal solution. Thus, $\mathcal{E}_N = 0$ for all $N > 0$, and remains so in the limit.
6 Existence of an Approximate Randomized Mean-Field Incentive Equilibrium.

Our analysis in the last section yielded the result that if a sequence of incentive equilibria for $\mathcal{P}_{maj}^N$ converges as $N \to \infty$, then the limit is a mean-field incentive equilibrium for $\mathcal{P}_{maj}^{\infty}$. In this section, we ask the opposite question: does a limit point of such equilibria exist as $N \to \infty$? We answer this question in the affirmative, but when we allow all players to independently randomize their actions. In other words, we establish that mixed-strategy incentive equilibria exist for $\mathcal{P}_{maj}^N$, for which an accumulation point constitutes a mean-field mixed-strategy incentive equilibrium for $\mathcal{P}_{maj}^{\infty}$. We do so by extracting a convergent subsequence of said equilibria. Such an argument relies on compactness of strategies in a suitable topology. Function spaces are often not compact; spaces of probability measures often are, in a suitable topology. As a result, limiting arguments apply, when players employ mixed strategies, but not that easily, when players use pure strategies. See similar arguments being employed in [SSY23] for team problems and [Lac20, Fis17] for Nash games.

We allow all players—the leader, the major follower, and the collection of minor followers—to utilize independently randomized strategies. In $\mathcal{P}_{maj}^N$, the leader only observes the action of the major follower. Thus, incentive strategies for the leader must account for the randomization scheme of the major follower. However, she does not need to consider the randomization schemes of a growing population of minor followers to design her incentive strategy. Said differently, mixed strategies in $\mathcal{P}_{maj}^N$ requires the leader to only track the randomization scheme of a single follower, as opposed to an unrealistic requirement to know the same for a large population of minor followers, if we allowed randomized strategies in $\mathcal{P}_N$.

We endow the players with the following information sets. Leader’s information set is $I_{MCS}^0 = \{y^0, y^M, u^M\}$, major follower’s information set is $I^M := \{y^M\}$, and the information set of minor follower $i$ is $I^i := \{y^i\}$ for $i = 1, \ldots, N$. Recall the following (static) information for the leader, which is used in our analysis, $I_{OS}^0 := \{y^0, y^M\}$. A randomized strategy $\pi^0$ for the leader under $I_{OS}^0$ is a stochastic kernel on $U^0$ given $y^0, y^M$. A randomized strategy $\pi^M$ for the major follower is a stochastic kernel on $U^M$ given $y^M$. Also, a randomized strategy $\pi^i$ for the follower $i$ is a stochastic kernel on $U$ given $y^i$. We denote the space of randomized strategies for the leader, the major follower, and the minor follower $i$ by $\Delta_{OS}^0$, $\Delta^M$, and $\Delta^i$, respectively. We also define sets of strategies $R_{maj, \pi}^i(\pi^0)$ and $R_{maj, \pi}^i(\pi^M)$ for mixed strategies as counterparts of those with pure strategies in (21) and (22). We also use the notation $a \sim b$ to denote that $a$ has a distribution $b$. We introduce the following assumptions required for the ensuing analysis.

**Assumption 5.**

(i) $c^0$ is uniformly bounded and $c^0(\omega_0, \cdot, \cdot, \cdot)$ is continuous for every $\omega_0$.

(ii) $c^M$ and $c^i$ are uniformly bounded, and $c^M(\omega_0, \cdot, \cdot, \cdot)$, and $c(\omega_0, \cdot, \cdot, \cdot)$ are continuous for every $\omega_0$.

(iii) $U^M$ and $U$ are compact.

(iv) $y^0, y^M, y^{1:N}$ are independent, conditioned on $\omega_0$, and $y^{1:N}$ are identically distributed, conditioned on $\omega_0$. 
(v) Let $\nu^0, \nu^M$, and $\nu$ be, respectively, the distributions of $y^0, y^M, y^i$, conditioned on $\omega_0$. There exist probability measures $\bar{\nu}^0 \in \mathcal{P}(\mathcal{X}^0), \bar{\nu} \in \mathcal{P}(\mathcal{Y})$, and atomless probability measure $\bar{\nu}^M \in \mathcal{P}(\mathcal{Y}^M)$, and bounded measurable functions $h^0, h, h^M$ such that for any Borel sets $A, B,$ and $C$ on $\mathcal{X}^0, \mathcal{Y}^M,$ and $\mathcal{Y}$, respectively

$$\nu^0(A|\omega_0) = \int_A h^0(y^0, \omega_0) \bar{\nu}^0(dy^0), \quad \nu^M(B|\omega_0) = \int_B h^M(y^M, \omega_0) \bar{\nu}^M(dy^M),$$

$$\nu(C|\omega_0) = \int_C h(y^i, \omega_0) \bar{\nu}(dy^i) \quad \forall i = 1, \ldots, N.$$ 

In our first result with randomization allowed for players, we show that the leader’s performance under any randomized leader-major optimal solution can be approximated by an approximate randomized leader-major optimal solution that enjoys pure strategies for the leader and the major follower. In other words, the leader and the major follower’s strategies need not be random for approximately leader-major optimal performance, albeit allowing the minor followers to randomize. Then, we utilize this leader-optimal strategy to construct an incentive strategy through a construction that is similar to that for $\mathcal{P}^\text{maj}_N$ without randomization. The proof of the following proposition can be found in Appendix E.

**Proposition 2.** Consider $\mathcal{P}^\text{maj}_N$.

(i) Let Assumption 5 hold. Let the leader’s information structure be $I^0_{\text{OS}}$. For any $\epsilon^0 > 0$, there exists $\hat{\epsilon} > 0$ such that

$$\left| \inf_{\gamma^0, \gamma^M \in \Gamma_{\text{OS}}} \inf_{\pi^1:N \in R_{\text{maj}, \#}(\gamma^M)} J_N^0(\gamma^0, \gamma^M, \pi^{1:N}) - \inf_{\pi^0, \pi^M \in \Delta^0_{\text{OS}} \times \Delta^M} \inf_{\pi^{1:N} \in R_{\text{maj}, \#}(\pi^M)} J_N^0(\pi^0, \pi^M, \pi^{1:N}) \right| \leq \epsilon^0. \quad (56)$$

(ii) With leader’s information structure being $I^0_{\text{MCS}}$, let Assumption 4(i) hold and there exist an $(0, \hat{\epsilon})$-leader-major optimal strategy profile $(\gamma^{0*}, \gamma^{M*}, \pi^*, \ldots, \pi^*) \in \Gamma^0_{\text{MCS}} \times \Gamma^M \times \prod_{i=1}^N \Delta^i$, that satisfies

$$\nabla_{u^0} \mathbb{E} \left[ c^M(\omega_0, u^0, \gamma^{M*}(y^M), \frac{1}{N} \sum_{i=1}^N u^i y^i) \bigg| y^M \right]_{u^0 = \gamma^{0*}(y^0) \gamma^{M*} y^M, u^i \sim \pi^*(\cdot | y^i)} \neq 0, \quad \mathbb{P} - a.s. \quad (57)$$

Then, there exists a strategy profile $(\tilde{\gamma}^{0*}, \gamma^{M*}, \pi^*, \ldots, \pi^*) \in \Gamma^0_{\text{MCS}} \times \Gamma^M \times \prod_{i=1}^N \Delta^i$, symmetric among minor followers and constitutes an $(\epsilon, \hat{\epsilon})$-Stackelberg-incentive equilibrium for $\mathcal{P}^\text{maj}_N$ among all randomized strategy profiles $\Delta^0_{\text{MCS}} \times \Delta^M \times \prod_{i=1}^N \Delta^i$.

Assumption 5(iv)-(v) allows us to invoke a change of measure argument, under which the distributions of observations of the minor followers are independent. Endowing the space of joint distributions
over the action and observation spaces with the $u$-$s$ topology, we then use a denseness argument along the lines of [MW85, Theorem 3] to prove Proposition 2(i). Our proof also makes use of the property that the leader’s cost is linear in her own randomized strategy $\pi^0_N$, leading to the existence of an optimum strategy that defines an extreme point of the set $\Delta^0$ that is deterministic. The proof of part (ii) is an application of Hahn-Banach theorem as we use to deduce Theorem 3(i).

One might surmise that the approximate incentive strategies, guaranteed per Proposition 2, will converge to a mean-field limit in a suitable topology, in which the strategies of the leader and the major follower are deterministic. However, proving asymptotic convergence in function spaces remains challenging. As we prove in our next result, Theorem 4, these deterministic incentive equilibria for $P_N^\text{maj}$ admit a subsequence that converges to an approximate incentive equilibrium for the mean-field counterpart $P_\infty^\text{maj}$. The existence of such an accumulation point then defines the first reason to study the game $P_\infty^\text{maj}$ as an approximation to $P_N^\text{maj}$ with a large number of followers. In Theorem 4(ii), we argue the converse. Regardless of how one produces it, a mean-field incentive equilibrium of $P_\infty^\text{maj}$, per our result, constitutes an approximate incentive equilibrium for $P_N^\text{maj}$. In other words, any incentive equilibrium of the mean-field limit provides an approximation for the behavior of the finite-population variant. The proof of the following result is deferred till Appendix F.

**Theorem 4.** Consider $P_N^\text{maj}$ and $P_\infty^\text{maj}$ with $\Gamma^0_\text{MCS}$ as the leader’s information structure. Let Assumption 5 bold, and $\epsilon = (\epsilon^0, \epsilon^\text{maj}) > 0$.

(i) Let Assumption 4(i) hold. Further suppose that for every finite $N$, there exists a strategy profile

$$(\gamma^0_N, \gamma^\text{maj}_N, \pi^*_N, \ldots, \pi^*_N) \in \Gamma^0_{\text{MCS}} \times \Gamma^\text{maj} \times \prod_{i=1}^N \Delta^i_N, \text{symmetric among minor followers, satisfying}$$

(57), that constitutes an $(0, \epsilon)$-leader-major optimal solution for $P_N^\text{maj}$. Then, there exists a randomized $\epsilon$-mean-field incentive equilibrium for $P_N^\text{maj}$.

(ii) Suppose that $(\pi^0_N, \pi^\text{maj}_N, \pi^*) \in \Delta^0_{\text{MCS}} \times \Delta^\text{maj} \times \Delta^R$ constitutes an $\epsilon$-mean-field incentive equilibrium for $P_\infty^\text{maj}$. Then, $(\pi^0_N, \pi^\text{maj}_N, \pi^*)$ constitutes an $\epsilon_N$-Stackelberg-incentive equilibrium for $P_N^\text{maj}$ among symmetric randomized strategies $\Delta^0_{\text{MCS}} \times \Delta^\text{maj} \times \Delta^\text{SYM}$, where $\epsilon_N := (\epsilon^0_N, \epsilon^\text{maj}_N) > 0$ such that $\epsilon^0_N \to \epsilon^0$ and $\epsilon^\text{maj}_N \to \epsilon$ as $N \to \infty$.

We shed light on the proof of Theorem 4(i). Using Proposition 2, there exists an approximate Stackelberg-incentive equilibrium among randomized strategies for $P_N^\text{maj}$ that admit the same with the leader and the major follower playing pure strategies, and the minor followers’ randomized strategies are symmetric. We show that, under our assumptions, the sequence of empirical measures of observations and actions induced by randomized strategies of minor followers under an approximate incentive equilibrium for $P_N^\text{maj}$ is tight (pre-compact in the weak convergence topology), implying that this sequence admits an accumulation point. Finally, we show that the set of randomized strategies for the leader and followers are compact in the $u$-$s$ topology (closed and tight). The rest requires us to argue

---

The $u$-$s$ topology on the set of probability measures $\mathcal{P}(\mathbb{U}^0 \times \mathbb{V}^0 \times \mathbb{U}^M)$ is the coarsest topology under which $f(y^0, y^M, u^0)P(dy^0, du^0, du^M) : \mathcal{P}(\mathbb{U}^0 \times \mathbb{V}^0 \times \mathbb{U}^M) \to \mathbb{R}$ is continuous for every measurable and bounded function $f$, which is continuous in $u^0$ for every $y^0, y^M$. Unlike the weak convergence topology, $f$ need not to be continuous in $y^0, y^M$ (see [Sch75]).
that this accumulation point is in fact an incentive equilibrium of the mean-field counterpart $P_{\infty}^{maj}$ of $P_{N}^{maj}$.

Part (ii) is a product of our analysis in part (i). Comparing the result of part (ii) with the result of Theorem 3(i), we observe that the approximate incentive equilibrium provided in Theorem 4(ii) is independent of the number of minor followers $N$, although it might not be deterministic among the players and may not be affine in the action of the major follower for the leader. We rather start with any randomized incentive equilibrium of the mean-field game and replicate the minor follower strategy $N$ times for any $N$ number of such followers and argue that it defines an approximate incentive equilibrium for the finite-$N$ variant of the game $P_{N}^{maj}$. Contrast this situation with the result in Theorem 3(i) where the incentive strategy in $P_{N}^{maj}$ depends on the number of minor followers $N$ and employs deterministic strategies among all players with affine strategies in the action of the major follower. In addition, we note that if an approximate randomized mean-field incentive equilibrium exists, the preceding theorem does not require convexity and any differentiability condition on the cost function of the leader and the cost function of the major follower, compared to Theorem 3(i), where these conditions are required.

7 Conclusions and Future Research Directions

In this paper, we have studied stochastic incentive Stackelberg games with a dynamic information structure, where a leader seeks to elicit her desired response from a finite/infinite population of followers. We established the existence of an incentive strategy that attains the leader’s desired performance and it sustains a symmetric Stackelberg equilibrium with finitely many followers. Then, we proved that such strategies are not well-defined in a setting with infinitely many followers. In other words, the mean-field limit of such games is ill-defined. Then, we introduced a game variant, where the leader only incentivizes a major follower, who influences the other minor followers, who react to the major player’s strategy through a Nash response. For this class of games, we established that, if incentive strategies converge in the infinite population limit, then they converge to an incentive strategy for the mean-field stochastic Stackelberg game. We further characterized the existence of an approximate mean-field incentive strategy for the class of stochastic Stackelberg mean-field games. Finally, we showed that a mean-field incentive strategy provides an approximation of an incentive strategy for the corresponding game with a finite but large number of minor followers.

In this paper, we have only studied a single-stage interaction between the leader and the followers. A multi-stage dynamic game setting is a future direction of study that we aim to pursue. We also want to study randomized monitoring strategies in the multi-stage setting where the leader only monitors a subset of the times when interactions between the leader and the followers take place. Finally, we want to understand a possible way to merge the notion of information design with incentive design—a direction that merges Bayesian persuasion with incentive policy design for principal-agent settings.

A Proof of Theorem 1.

Part (i): We use a technique similar to that used in [SY21, Theorem 2.7]. Let $\hat{P}$ be the joint distribution of $y^{1:N}$ conditioned on $(y^{0}, \omega_{0})$, and $\hat{P}^{0}$ be the joint distribution of $(y^{0}, \omega_{0})$. For every permutation
\( \sigma \) of \( 1, \ldots, N \), we get
\[
\begin{align*}
J_N^0(\sigma, \gamma(1), \ldots, \gamma(N)) &= \int c^0(\omega_0, u^0, \Lambda(u^1, \ldots, u^N)) \mathbb{1}_{\{\gamma(0, y^0(1), \ldots, y^N(1), u(1), \ldots, u(N)) \in du^0\}} \\
&\quad \times \prod_{i=1}^N \mathbb{1}_{\{\sigma(i)(y^i) \in du^i\}} \tilde{P}(dy^1, \ldots, dy^N | y^0, \omega_0) \tilde{P}_0(dy^0, d\omega_0) \\
&= \int c^0(\omega_0, u^0, \Lambda(u(1), \ldots, u(N))) \mathbb{1}_{\{\gamma(0, y^0(1), \ldots, y^N(1), u(1), \ldots, u(N)) \in du^0\}} \\
&\quad \times \prod_{i=1}^N \mathbb{1}_{\{\sigma(i)(y^i) \in du^i\}} \tilde{P}(dy^1(1), \ldots, dy^N | y^0, \omega_0) \tilde{P}_0(dy^0, d\omega_0) \\
&= J_N^0(\gamma_0, \gamma(1), \ldots, \gamma(N)),
\end{align*}
\]
where \( \mathbb{1}_{\{} \) denotes the indicator function, and \( \gamma(0, y^0, y^1, u) := \gamma(0, y^0(1), y^N(1), u(1), u(2)). \) Equality (58a) follows from relabeling \( y^i \) and \( u^i \) with \( y^{i(i)} \) and \( u^{i(i)} \), respectively, and (58b) follows from the permutation invariant property of \( \Lambda \) in (3), and exchangeability of \( y^1, \ldots, y^N \) conditioned on \( y^0, \omega_0 \) in Assumption (iii).

Under the leader’s information structure \( J_{OCS}^0 \text{ or } J_{OPCS}^0 \), and by convexity of \( c^0 \) in \( u_{N}^{0:N} \) in Assumption (ii), \([STY23] \) yields that \( J_N^0 \) is convex in strategies. Denote the set of all permutations of \( \{1, \ldots, N\} \) by \( S_N \) and its cardinality by \( |S_N| \). Given any strategy profile \( \gamma_{0:N} \) (possibly asymmetric), we have
\[
\begin{align*}
J_N^0(\gamma_{0:N}) &= \frac{1}{|S_N|} \sum_{\sigma \in S_N} J_N^0(\gamma_0, \gamma(1), \ldots, \gamma(N)) \\
&\geq J_N^0 \left( \frac{1}{|S_N|} \sum_{\sigma \in S_N} \gamma_0(1), \frac{1}{|S_N|} \sum_{\sigma \in S_N} \gamma(1), \ldots, \frac{1}{|S_N|} \sum_{\sigma \in S_N} \gamma(N) \right) \\
&= J_N^0(\gamma_0, \gamma, \ldots, \gamma),
\end{align*}
\]
where (59a) holds because the expected cost function of the leader is invariant to permutation of strategies, and (59b) follows from Jensen’s inequality. This completes the proof of Part (i) since the cost is bounded from below, an hence, an approximate optimal solution always exists.

Part (ii): The proof proceeds in three steps. In Step 1, we show that there exists an \( \epsilon^0 \)-leader-optimal strategy profile with the leader’s strategy continuous in \( u_{1:N} \). In Step 2, using Part (i) and Kakutani–Fan–Glicksberg fixed point theorem \([AB06, \text{Corollary 17.55}] \), we show that there exists a symmetric \( \epsilon^0 \)-leader-optimal strategy profile with leader’s strategy continuous in \( u_{1:N} \) that admits a symmetric mixed Nash best response. By a mixed strategy, we mean that each follower independently randomizes their control actions via a stochastic kernel \( \pi^i \) on \( U \), given \( y_i \). Finally, in Step 3, we use a denseness argument similar to that used in \([MW85, \text{Theorem 3}] \) to approximate said symmetric mixed Nash best response of the followers with a symmetric pure \( \epsilon \)-Nash best response.

\textsuperscript{6}See \([YS17, \text{Definition 3.1}] \) for the definition of convexity in strategies for teams.
We need additional notation for our proof. For any \( \epsilon \geq 0 \), denote the set of all \( \gamma^0 \)s of the leader with \( R^\epsilon(\gamma^0) \cap \Gamma^{SYM} \neq \emptyset \) by \( \Gamma^{0,SYM} \). Define the space \( \pi^i \) by \( \Delta^i \) for each follower \( i \). Let \( R^\epsilon(\gamma^0), \Delta^{SYM} \), and \( \Gamma^{0,SYM} \) define mixed strategy counterparts of various sets defined for pure strategy.

\[ \text{(Step 1)} \quad \text{Suppose that } (\gamma^{0*}, \pi^{1*:N*}) \text{ is an } \epsilon \text{-leader-optimal strategy profile. An approximate leader-optimal strategy profile always exists since } c^0 \text{ is bounded from below. By Lusin’s theorem, for every } \epsilon > 0, \text{ there exists a closed subset } C \text{ of } \prod_{i=1}^N U \text{ such that } P(\prod_{i=1}^N U \setminus C) < \epsilon \text{, and the restriction of } \gamma^{0*}_{y^{0:N}} \text{ to } C \text{ is continuous. By Tietze’s extension theorem, there exists } \gamma^{0*}_{y^{0:N}} \text{ continuous on } \prod_{i=1}^N U \text{ such that } \gamma^{0*}_{c,y^{0:N}}(u^{1:N}) = \gamma^{0*}_{y^{0:N}}(u^{1:N}) \text{ on } C, \text{ and hence, we have} \]

\[
\left| \mathbb{E}^{\gamma^0, \pi^{1*:N*}} [c^0(\omega_0, u^0, \Lambda(u^{1:N})) - \mathbb{E}^{\gamma^{0*}, \pi^{1*:N*}} [c^0(\omega_0, u^0, \Lambda(u^{1:N}))]] \right| \\
= \left| \int_{\prod_{i=1}^N U \setminus C} g(\omega_0, \gamma^{0*}_{y^{0:N}}(u^{1:N}), u^{1:N}, y^{0:N}) \prod_{i=1}^N \pi^i(du^i|y^i) \right. \\
- \left. \int_{\prod_{i=1}^N U \setminus C} g(\omega_0, \gamma^{0*}_{c,y^{0:N}}(u^{1:N}), u^{1:N}, y^{0:N}) \prod_{i=1}^N \pi^i(du^i|y^i) \right| \\
\leq 2\|c^0\|_{\infty} \epsilon, \tag{60a}
\]

where

\[
g(\omega_0, \gamma^{0*}_{y^{0:N}}(u^{1:N}), u^{1:N}, y^{0:N}) := \\
\int_{\Omega_0 \times Y^0 \times \prod_{i=1}^N Y} c^0(\omega_0, \gamma^{0*}_{y^{0:N}}(u^{1:N}), \Lambda(u^{1:N})) \lambda(d\omega_0, dy^{0:N}), \tag{61}
\]

\( \lambda \) is the joint distribution of \( \omega_0, y^{0:N} \), and \( \|c^0\|_{\infty} \) denotes a uniform bound for \( c^0 \). Therefore, \( \gamma^{0*}_c \) is \((2\|c^0\|_{\infty} + \hat{\epsilon})\)-leader optimal strategy.

\[ \text{(Step 2)} \quad \text{From part (i), there exists an approximate symmetric leader-optimal strategy profile, where followers’ strategies are deterministic. Individual independent randomization by the followers cannot improve the leader’s cost, according to [YS17, Theorem 2.1]. Hence, that approximate symmetric leader-optimal strategy profile remains approximately optimal even if we allow for randomization, i.e., over } \Gamma^0 \times \prod_{i=1}^N \Delta^i. \text{ Further using Step 1, we can assume that the leader’s strategy is continuous in the actions of followers. Call this leader’s strategy } \gamma^0 \in \Gamma^{0,PI}. \text{ Next, we show that } \gamma^0 \text{ admits a symmetric mixed Nash best response strategy.} \]

Under Assumption 2(ii), the expected cost of follower \( i \) becomes \( J^i_N = \mathbb{E} [\hat{c}(\bar{\omega}_0, y^i, u^i, y^{-i}, u^{-i})] \), where

\[
\hat{c}(\bar{\omega}_0, y^i, u^i, y^{-i}, u^{-i}) := c(\omega_0, u^i, \gamma^0(y^{0:N}, u^{1:N}), \Lambda(u^{1:N})) \prod_{i=1}^N h(y^i, y^0, \omega_0) \tag{62}
\]

under a change of measure argument [STY23, Definition 2.1]. Here, we use the notation \( \bar{\omega}_0 := (\omega_0, y^0) \). We now use Kakutani–Fan–Glicksberg fixed point theorem [AB06, Corollary 17.55] as follows. Define
the reaction correspondence \( \Phi : \prod_{i=1}^{N} \Delta^i \to 2^{\prod_{i=1}^{N} \Delta^i} \) as \( \Phi(\hat{\pi}, \ldots, \hat{\pi}) := \prod_{i=1}^{N} BR(\hat{\pi}^{-i}) \), where

\[
BR(\hat{\pi}^{-i}) := \left\{ \pi^{i\ast} \in \Delta^i \right\}
\]

\[
\mathbb{E}^\hat{\pi}^{-i},\pi^i \left[ \hat{c} \left( \hat{\omega}_0, y^i, u^i, y^{-i}, u^{-i} \right) \right] \geq \mathbb{E}^\pi^{-i},\pi^i \left[ \hat{c} \left( \hat{\omega}_0, y^i, u^i, y^{-i}, u^{-i} \right) \right] \quad \forall \pi^i \in \Delta^i
\]

(63)

for \( i = 1, \ldots, N \). Under the new measure on observation per Assumption 2(ii), \( y^{1:N} \) are independent of each other and \( \hat{\omega}_0 \). Hence, we can identify \( \mathbb{P} \)-almost surely, every mixed strategy of follower \( i \) as a probability measure on \( \mathbb{Y} \times \mathbb{U} \) with a fixed marginal \( \hat{\nu} \) on \( \mathbb{Y} \). As a result, the set of all mixed strategies \( \Delta^i \) of follower \( i \) is convex and non-empty. Next, we show that \( BR \) is upper hemicontinuous. Let a sequence of strategies of all followers \( \{ \pi_k \}_{k} \) converge weakly to \( \hat{\pi} \), and let \( \pi_k \in BR(\hat{\pi}^{-k}) \). Since \( \Lambda, \gamma^0, \) and \( c \) are continuous in \( u^{1:N} \), we get

\[
\inf_{\pi^i \in \Delta^i} \mathbb{E}^\hat{\pi}^{-i},\pi^i \left[ \hat{c} \left( \hat{\omega}_0, y^i, u^i, y^{-i}, u^{-i} \right) \right]
\]

\[
= \inf_{\pi^i \in \Delta^i} \lim_{k \to \infty} \mathbb{E}^{\pi_k^{-i},\pi^i} \left[ \hat{c} \left( \hat{\omega}_0, y^i, u^i, y^{-i}, u^{-i} \right) \right]
\]

\[
\geq \lim_{k \to \infty} \inf_{\pi^i \in \Delta^i} \mathbb{E}^{\pi_k^{-i},\pi^i} \left[ \hat{c} \left( \hat{\omega}_0, y^i, u^i, y^{-i}, u^{-i} \right) \right]
\]

\[
= \mathbb{E}^{\hat{\pi}^{-i},\hat{\pi}^i} \left[ \hat{c} \left( \hat{\omega}_0, y^i, u^i, y^{-i}, u^{-i} \right) \right]
\]

In the above relation, the first and the last equalities follow from Assumptions 2(i) and 2(iii) using the generalized dominated convergence theorem [Ser82, Theorem 3.5]. The second equality follows from \( \pi_k \in BR(\hat{\pi}^{-k}) \). Hence, \( \hat{\pi} \in BR(\hat{\pi}^{-i}) \), which implies that \( BR \) is upper hemicontinuous. This implies that the graph

\[
G := \left\{ (\hat{\pi}, \ldots, \hat{\pi}), (\Phi(\hat{\pi}, \ldots, \hat{\pi})) \mid (\hat{\pi}, \ldots, \hat{\pi}) \in \prod_{i=1}^{N} \Delta^i \right\}
\]

(64)

is closed. Also, since \( \mathbb{U} \) is compact, \( \Delta^i \) is compact under the \( w-s \) topology, and by [HLL96, Proposition D.5(b)] the map

\[
F^i : \hat{\pi}^{-i} \mapsto \inf_{\pi^i \in \Delta^i} \mathbb{E}^\hat{\pi}^{-i},\pi^i \left[ \hat{c} \left( \hat{\omega}_0, y^i, u^i, y^{-i}, u^{-i} \right) \right]
\]

(65)

is continuous in the \( w-s \) topology. Since \( \Delta^i \) is compact, \( BR(\hat{\pi}^{-i}) \) is non-empty. Thus, by Kakutani–Fan–Glicksberg fixed point theorem [ABo6, Corollary 17.55], \( \Phi \) admits a fixed point and this completes the proof of step 2.

**Step 3.** In this step, we show that under Assumption 2(ii), for any leader strategy \( \gamma^0 \in \Gamma^{0,PI} \) continuous in \( u^{1:N} \), there exist symmetric pure \( \hat{c} \)-Nash best response strategies for the followers. By Part (ii), for any leader strategy \( \gamma^0 \in \Gamma^{0,PI} \) continuous in \( u^{1:N} \), there exists a symmetric mixed Nash best response
strategy for the followers. Since by Assumption 3(ii), the distribution of \( y^i \), under the change of measure, is atomless and identical among followers, then appealing to [MW85, Theorem 3], we get that \( \Gamma^i \) is a dense subset of \( \Delta^i \) in the \( w^*-s \) topology. Since \( \Gamma^i \) and \( \Delta^i \) are identical among followers, following from the continuity of \( F^i \), we can approximate the symmetric mixed Nash response arbitrarily closely using symmetric pure strategies. Owing to the continuity of costs, these deterministic strategies define approximate pure Nash responses from the followers.

### B Proof of Theorem 2.

Consider a symmetric \( \epsilon_0 \)-leader-optimal strategy profile \((\tilde{\gamma}^0, \gamma^*, \ldots, \gamma^*)\). By Assumption 3, the cost function \( c \) of follower \( i \) is strictly convex and continuously differentiable in \( u^i \). Hence, the best response of follower \( i \) is characterized by the following stationarity condition \( \mathbb{P}\text{-a.s.} \),

\[
\mathbb{E} \left[ \frac{\partial}{\partial u^i} c(\omega_0, \gamma^0(y^0, y^{1:N}), u^i, \Lambda(\gamma^{-i}(y^{-i}), u^i)) + Q(y^i, y^0, y^{-i}) \right. \\
\times \left. \frac{\partial}{\partial u^i} c(\omega_0, u^0, \gamma^*(y^i), \Lambda(\gamma^*(y^{1:N}), \ldots, \gamma^*(y^N))) \mid y^i \right]_{u^0=\gamma^0(y^0, y^{1:N}), u^i=\gamma^*(y^i)} = 0, \tag{66}
\]

where \((\gamma^{-i}(y^{-i}), u^i) := (\gamma^*(y^1), \ldots, \gamma^*(y^{i-1}), u^i, \gamma^*(y^{i+1}), \ldots, \gamma^*(y^N))\), as long as a Borel measurable \( Q \) exists. Hahn-Banach Theorem guarantees the existence of a bounded linear \( Q \) that satisfies (66). See [Baš84] for details.

To show that \((\tilde{\gamma}^0, \gamma^*, \ldots, \gamma^*)\) constitutes a Stackelberg-incentive equilibrium, note that

\[
\inf_{\gamma^0 \in \Gamma^0_{OCS}} \inf_{\gamma^{1:N} \in R(\gamma^0)} J^0_N(\gamma^{0:N}) \geq \inf_{\gamma^{0:N} \in \Gamma^0_{OCS} \times \prod_{i=1}^N \Gamma^i} J^0_N(\gamma^{0:N}) \geq J^0_N(\tilde{\gamma}^0, \gamma^*, \ldots, \gamma^*) - \epsilon_0. \tag{67}
\]

The first inequality in (68) follows from the fact that \( R(\gamma^0) \subseteq \prod_{i=1}^N \Gamma^i \). Any leader’s strategy in \( I^0_{OCS} \) that utilizes the controls of followers can be equivalently represented as an explicit function of observations alone, i.e., within \( I^0_{OCS} \). Hence, infimizing \( J^0_N(\gamma^{0:N}) \) over \( \gamma^{0:N} \in \Gamma^0_{OCS} \times \prod_{i=1}^N \Gamma^i \) is equivalent to infimizing the same over \( \gamma^{0:N} \in \Gamma^0_{OCS} \times \prod_{i=1}^N \Gamma^i \). The latter is, by definition, a leader-optimal strategy. Since \( J^0_N(\tilde{\gamma}^0, \gamma^*, \ldots, \gamma^*) = J^0_N(\tilde{\gamma}^0, \gamma^*, \ldots, \gamma^*) \), the second inequality in (68) follows. This completes the proof.

### C Proof of Proposition 1.

The leader-optimal solution can be written as a function of observations \( y^{0:N} \) alone as \( \gamma^0_N(y^{0:N}) \). A differentiable incentive strategy therefore takes the form \( g_N \left( y^{0:N}; \gamma^0_N(y^{0:N}), \frac{1}{N} \sum_{p=1}^N u^p \right) \) with some
measurable $g_N$ that is differentiable in its last argument. It further satisfies

$$g_N \left( y^{0.N}, \gamma_N^{0.o}(y^{0.N}), \frac{1}{N} \sum_{p=1}^{N} \gamma_N^{*}(y^{p}) \right) = \gamma_N^{0.o}(y^{0.N}), \quad \mathbb{P}-\text{a.s.}$$

(69)

since the leader-optimal solution for the QG game is unique, and is given by $\gamma_N^{0.o}(y^{0.N}) = \alpha_N^{0} y^{0} + \frac{1}{N} \sum_{i=1}^{N} \alpha_N y^{i}$ and $\gamma_N^{*}(y^{i}) = \beta_N y^{i}$, where $\alpha_N^{0}, \alpha_N, \beta_N$ are given in (13). In other words, since the response set of followers is unique, under the desired response from followers, the leader’s optimal strategy will be unique up to a representation that coincides with $\gamma_N^{0.o}(y^{0.N})$. The stationarity criterion for incentive strategy dictates

$$\mathbb{E} \left[ r \beta_N y^{i} + \left( 1 + \frac{1}{N} \right) q \left( \beta_N y^{i} + \alpha_N y^{0} + \frac{1}{N} \sum_{p=1}^{N} \alpha_N y^{p} + \omega_0 + \frac{1}{N} \sum_{p=1}^{N} \beta_N y^{p} \right) \right. \left. + \frac{q}{N} \frac{\partial g_N(y^{0.N}, \gamma_N^{0.o}(y^{0.N}), z)}{\partial z} \right] \times \left( \beta_N y^{i} + \alpha_N y^{0} + \frac{1}{N} \sum_{p=1}^{N} \alpha_N y^{p} + \omega_0 + \frac{1}{N} \sum_{p=1}^{N} \beta_N y^{p} \right) | y^{i} = 0; \quad \mathbb{P}-\text{a.s. for } i = 1, \ldots, N. \quad \text{The above relation can be written as}$$

$$\mathbb{E} \left[ \frac{\partial g_N}{\partial z} \kappa_N \right| y^{i} = -\mathbb{E} \left[ N r \beta_N y^{i} + (N + 1) \kappa_N \right| y^{i} \right], \quad \mathbb{P}-\text{a.s.}$$

(70)

where $\kappa_N / q := \beta_N y^{i} + \alpha_N y^{0} + \omega_0 + \frac{1}{N} \sum_{p=1}^{N} \alpha_N y^{p} + \frac{1}{N} \sum_{p=1}^{N} \beta_N y^{p}$. From (13), $\alpha_N^{0}, \alpha_N, \beta_N$ converge as $N \to \infty$, and hence, $\lim_{N \to \infty} \mathbb{E} [\kappa_N | y^{i}] < \infty \quad \mathbb{P}-\text{a.s. for } i = 1, \ldots, N$. Jensen’s inequality yields

$$\mathbb{E} \left[ \left( \frac{\partial g_N}{\partial z} \kappa_N \right| y^{i} \right)^2 \leq \mathbb{E} \left[ \left( \frac{\partial g_N}{\partial z} \kappa_N \right)^2 \right| y^{i} \right] \quad \mathbb{P}-\text{a.s.}$$

(71)

From (70) and (71), we get $\mathbb{E} [\left( \frac{\partial g_N}{\partial z} \kappa_N \right) | y^{i}]$ grows unbounded as $N \to \infty$. From Cauchy-Schwarz inequality, we obtain

$$\mathbb{E} \left[ \left( \frac{\partial g_N}{\partial z} \kappa_N \right)^2 \right| y^{i} \right] \leq \mathbb{E} \left[ \left( \frac{\partial g_N}{\partial z} \right)^2 \right| y^{i} \right] \mathbb{E} \left[ \kappa_N^2 \right| y^{i} \right].$$

(72)

Boundedness of $\mathbb{E} [\kappa_N^2 | y^{i}]$ implies that $\mathbb{E} [\left( \frac{\partial g_N}{\partial z} \right) | y^{i}]$ grows unbounded as $N \to \infty$. Then, Fatou’s Lemma gives

$$\lim \inf_{N \to \infty} \mathbb{E} \left[ \left( \frac{\partial g_N}{\partial z} \right)^2 \right| y^{i} \right] \geq \mathbb{E} \left[ \lim \inf_{N \to \infty} \mathbb{E} \left[ \left( \frac{\partial g_N}{\partial z} \right)^2 \right| y^{i} \right].$$

(73)

that in turn, yields $\mathbb{E} [\left( \frac{\partial g_N}{\partial z} \right)^2] \to \infty$ as $N \to \infty$, completing the proof.
D Proof of Theorem 3.

We prove the two parts separately.

Part (i): Given the strategies of the leader and the minor followers, $e^M$ remains strictly convex in $u^M$ by Assumption 4(i). Then, Hahn-Banach Theorem and an argument similar to that used for the proof of Theorem 2 yields the existence of $Q_N$ for which $(\tilde{\gamma}^0_N, \gamma^M_N, \gamma^1_N)$ satisfies

$$\inf_{\gamma^M \in \Gamma^M} J^M_N (\tilde{\gamma}^0_N, \gamma^M_N, \gamma^1_N) = J^M_N (\gamma^M_N, \gamma^M_N, \gamma^1_N).$$

(74)

Since $\gamma^1_N \in R^e_{maj} (\gamma^M_N)$ and $(\gamma^M_N, \gamma^1_N) \in R^e (\tilde{\gamma}^0_N)$, we infer

$$\inf_{\gamma^0 \in \Gamma^0_{MCS}} \inf_{(\gamma^M, \gamma^1) \in R^e (\gamma^0)} J^0_N (\gamma^0, \gamma^M, \gamma^1) \geq \inf_{\gamma^0, \gamma^M \in \Gamma^0_{MCS}} \inf_{\gamma^1 \in R^e_{maj} (\gamma^M)} J^0_N (\gamma^0, \gamma^M, \gamma^1)$$

(75a)

$$= \inf_{\gamma^0, \gamma^M \in \Gamma^0_{MCS}} \inf_{\gamma^1 \in R^e_{maj} (\gamma^M)} J^0_N (\gamma^0, \gamma^M, \gamma^1)$$

(75b)

$$\geq J^0_N (\tilde{\gamma}^0_N, \gamma^M_N, \gamma^1_N) - \epsilon_0.$$  

(75c)

Here, (75a) follows from the additional infimization over $\Gamma^M$ on the right-hand-side. The leader’s strategy does not depend on the minor followers’ actions; also, the minor followers’ costs do not depend directly on the leader’s actions. Therefore, a leader’s strategy in $\Gamma^0_{MCS}$ admits an equivalent representation in $\Gamma^0_{Maj}$, for which the response of the minor followers remains unaltered. This observation leads to the conclusion in (75b). The relation in (75c) follows from the approximate leader-major optimality of $(\gamma^0_N, \gamma^M_N, \gamma^1_N)$ whose performance matches that of $(\tilde{\gamma}^0_N, \gamma^M_N, \gamma^1_N)$.

Part (ii): This proof proceeds in three steps. In step 1, we show that the minor followers’ strategies $(\gamma^*_\infty, \mu^*)$ is a Nash best response to $\gamma^M_\infty$. In step 2, we show that the strategy profile $(\tilde{\gamma}^0_\infty, \gamma^M_\infty, \gamma^*_{\infty})$ constitutes an $\epsilon$-leader-major mean-field optimal for $R^e_{maj}$. Finally, in step 3, we show that the strategy profile $(\gamma^*_\infty, M^*_N, \gamma^*_{\infty})$ defines an approximate Stackelberg mean-field equilibrium.

Step 1. We prove that $(\gamma^*_\infty, \mu^*) \in R^e_{maj} (\gamma^M_\infty)$. To that end, consider a Borel set $\mathcal{A} \subseteq \mathcal{U} \times \mathcal{Y}$, over which the empirical measure $e_N \in \mathcal{P}(\mathcal{U} \times \mathcal{Y})$ is given by

$$e_N (\hat{A}) := \frac{1}{N} \sum_{i=1}^{N} \delta_{(\gamma^N_i (y^N_i, y^M_i), y^i)} (\hat{A}),$$

(76)

where $\delta$ defines the Dirac-Delta measure. Assumptions 4(iii) and 4(v) allow a change of measure, under which $y^1_N$ are i.i.d., given $y^M$. Also, the sequence of strategies $\{\gamma^N\}$ converges pointwise to $\gamma^\infty$. Then, using the strong law of large numbers, we conclude that $\{e_N\}$ converges to $e_\infty := \mathcal{L}(\gamma^*_\infty (y^R, y^M)) Q$-a.s. in the $w-s$ topology due to Glivenko-Cantelli Theorem, where $Q := \mathbb{P}^0 \times \hat{\nu}^M \times \hat{\nu}^0$ and $\hat{\nu}^0$ is the distribution of $\omega_0$. Thanks to Assumption 4(v), $e_\infty$ is independent of $\omega_0$. Given that $\mathcal{U}$ is compact, we have

$$\lim_{N \to \infty} \int_{\mathcal{U}} u e_N (du \times \mathcal{Y}) = \int_{\mathcal{U}} u e_\infty (du \times \mathcal{Y}).$$

(77)

33
conditioned on \( y^M \). Next, we have

\[
\limsup_{N \to \infty} \mathbb{E} \left[ \mathbb{E} \left[ c \left( \omega_0, \gamma^*_N(y^i, y^M), \gamma^{M*}_N(y^M), \frac{1}{N} \sum_{i=1}^{N} \gamma^*_N(y^p, y^M) \right) \mid y^M \right] \right] = \mathbb{E} \left[ c \left( \omega_0, \gamma^*_\infty(y^i, y^M), \gamma^{M*}_\infty(y^M), \int_U u_\infty(du \times \mathcal{Y}) \right) \right],
\]

(78)

using (77), the law of total expectation, the generalized dominated convergence theorem [Ser82, Theorem 3.5], point-wise convergence of \( \{\gamma^*_N\}_N \) and \( \{\gamma^{M*}_N\}_N \) to \( \gamma^*_\infty \) and \( \gamma^{M*}_\infty \), respectively, and Assumptions 4(ii) and 4(vi). Then, we infer

\[
J^R_\infty(\gamma^*_\infty, \gamma^{M*}_\infty, \mu^*) = \limsup_{N \to \infty} J^R_N(\gamma^*_N, \gamma^{M*}_N, \ldots, \gamma^{M*}_N) \leq \limsup_{N \to \infty} \inf_{\gamma^R \in \Gamma^R} J^R_N(\gamma^*_N, \gamma^{R*}_N, \gamma^R) + \hat{\epsilon} \leq \inf_{\gamma^R \in \Gamma^R} \limsup_{N \to \infty} J^R_N(\gamma^*_N, \gamma^{R*}_N, \gamma^R) + \hat{\epsilon} = \inf_{\gamma^R \in \Gamma^R} J^R_\infty(\gamma^*_\infty, \gamma^R, \mu^*) + \hat{\epsilon}.
\]

(79a-b-d)

Here, (79a) follows from (78), and (79b) from \( (\gamma^*_N, \ldots, \gamma^*_N) \in R^E_{\text{maj}}(\gamma^{M*}_N) \) for every \( N \in \mathbb{N} \). We obtain (79d) from an argument similar to the derivation of (78) to get

\[
\limsup_{N \to \infty} J^R_N(\gamma^*_N, \gamma^{R*}_N, \gamma^R) = \limsup_{N \to \infty} \mathbb{E} \left[ c \left( \omega_0, \gamma^R(y^R, y^M), \gamma^{M*}_N(y^M), \frac{1}{N} \sum_{i=1, i \neq R}^{N} \gamma^*_N(y^i, y^M) + \gamma^R(y^R, y^M) \right) \right] = \mathbb{E} \left[ c \left( \omega_0, \gamma^R(y^R, y^M), \gamma^{M*}_\infty(y^M), \int_U u_\infty(du \times \mathcal{Y}) \right) \right],
\]

since \( U \) is compact, and that actions taken via \( \gamma^*_N \) generate \( \mu^* = \epsilon_\infty(\cdot \times \mathcal{Y}) \). This completes the proof of step 1.

**Step 2.** In this step, we show that \( (\tilde{\gamma}^0_\infty, \gamma^{M*}_\infty, \gamma^*_\infty) \) constitutes an \( \epsilon \)-leader-major mean-field optimal for \( \mathcal{P}^{\text{maj}}_\infty \). We have

\[
J^0_\infty(\tilde{\gamma}^0_\infty, \gamma^{M*}_\infty, \gamma^*_\infty) = \limsup_{N \to \infty} J^0_N(\tilde{\gamma}^0_N, \gamma^{M*}_N, \ldots, \gamma^*_N) \leq \limsup_{N \to \infty} \inf_{\gamma^0, \gamma^M \in \Gamma^{\text{maj}}} \inf_{\gamma^0, \gamma^M \in \Gamma^{\text{maj}}} J^0_N(\gamma^0, \gamma^M, \gamma^{1:N}) + \epsilon_0 \leq \inf_{\gamma^0, \gamma^M \in \Gamma^{\text{maj}} \times \Gamma^{\text{maj}}} \limsup_{N \to \infty} \inf_{\gamma^{1:N} \in R^E_{\text{maj}}(\gamma^{M}) \cap (\gamma^0, \gamma^M) \cap \Gamma^{\text{maj}}} J^0_N(\gamma^0, \gamma^M, \gamma^{1:N}) + \epsilon_0.
\]

(80a-b-c)
The derivation of (80a) follows an argument similar to that used to establish (78). The inequality in (80b) follows from part (i) and that \((\tilde{\gamma}^0_N, \tilde{\gamma}^M_N, \gamma^N_N, \ldots, \gamma^N_N)\) defines an \(\epsilon\)-leader-major optimal solution for \(\mathcal{P}^\text{maj}_N\) with symmetric response from the minor followers for all \(N \in \mathbb{N}\). Derivation of (80d) from (80c) follows from Assumptions 4(ii) and 4(vi), along the lines of that used to establish (78); details are omitted for brevity. Step 2 then follows from step 1, given \((\hat{\gamma}^*_\infty, \mu^*) \in R^\infty_{\text{maj}}(\hat{\gamma}^*_\infty)\).

**Step 3.** In this step, we show that \((\tilde{\gamma}^0_\infty, \tilde{\gamma}^M_\infty, \hat{\gamma}^*_\infty)\) constitutes an approximate Stackelberg mean-field equilibrium. Along the lines of step 2, we infer

\[
\begin{align*}
J^M_N(\tilde{\gamma}^0_N, \tilde{\gamma}^M_N, \hat{\gamma}^*_N) &= \limsup_{N \to \infty} \inf_{\gamma^M \in \Gamma^M} J^N_N(\tilde{\gamma}^0_N, \gamma^M, \hat{\gamma}^*_N, \ldots, \gamma^N_N) \\
&\leq \inf_{\gamma^M \in \Gamma^M} \limsup_{N \to \infty} J^N_N(\tilde{\gamma}^0_N, \gamma^M, \hat{\gamma}^*_N, \ldots, \gamma^N_N) \\
&= \inf_{\gamma^M \in \Gamma^M} J^\infty(\gamma^0, \gamma^M, \hat{\gamma}^*_\infty),
\end{align*}
\]

where (81a) and (81c) follow from (74) and an argument similar to that used to establish (78); the details are omitted. From the above relation, we obtain

\[
\inf_{\gamma^M \in \Gamma^M} J^\infty(\gamma^0, \gamma^M, \hat{\gamma}^*_\infty) = J^\infty(\tilde{\gamma}^0_\infty, \tilde{\gamma}^M_\infty, \hat{\gamma}^*_\infty),
\]

and hence, by step 1, we have \((\gamma^M_\infty, \hat{\gamma}^*_\infty, \mu^*) \in R^\infty_{\text{maj}}(\tilde{\gamma}^0_\infty)\). Using the approximate leader-major mean-field optimality of \((\tilde{\gamma}^0_\infty, \tilde{\gamma}^M_\infty, \hat{\gamma}^*_\infty)\) in

\[
\begin{align*}
\inf_{\gamma^0 \in \Gamma^0_{\text{MCs}}} \inf_{(\gamma^M, \gamma^R, \mu) \in R^\infty_{\text{maj}}(\gamma^0)} J^0_\infty(\gamma^0, \gamma^M, \gamma^R) &\geq \inf_{(\gamma^0, \gamma^M) \in \Gamma^0_{\text{MCs}} \times \Gamma^M} \inf_{(\gamma^R, \mu) \in R^\infty_{\text{maj}}(\gamma^M)} J^0_\infty(\gamma^0, \gamma^M, \gamma^R) \\
&\geq J^0_\infty(\tilde{\gamma}^0_\infty, \tilde{\gamma}^M_\infty, \hat{\gamma}^*_\infty) = \epsilon_0,
\end{align*}
\]

we conclude the proof of part (ii). The first inequality above follows from a similar argument as that used in (75a).

### E Proof of Proposition 2.

Part (i): Using an argument similar to that used in step 2 of the proof of Theorem 1(ii), \(R_{\text{maj,}\pi}^0(\pi^M)\) is nonempty for each \(\pi^M \in \Delta^M\). Given that \(J^0_N\) is bounded below, this guarantees the existence of an \((\hat{\epsilon}^0, 0)\)-leader-major optimal solution \((\pi^{0*}, \pi^{M*}, \pi^{1*}; N^*) \in \Delta^0_{\text{OS}} \times \Delta^M \times \prod_{i=1}^N \Delta^i\) for \(\mathcal{P}^\text{maj}_N\) for every \(\hat{\epsilon}^0 > 0\).

Assumption 5(iv)-(v) allows a change of measure under which the distribution of \(y^M\) is atomless. Then, using [MW85, Theorem 3], \(\Gamma^M\) is dense in \(\Delta^M\) in the \(w\)-\(s\) topology. Hence, there exists a sequence of pure strategies \(\gamma^{M*}_k \in \Gamma^M\) that converges weakly to \(\pi^{M*}\). Next, we show that \(R_{\text{maj,}\pi} : \Delta^M \to\)
\[ \prod_{p=1}^{N} \Delta^p \text{ is an upper hemicontinuous correspondence. To that end, notice that if } \pi_k^{1:N} \in R_{\text{maj},\pi}(\pi_k^M), \text{ and } \pi_k^M \text{ and } \pi_k^p \text{ converge weakly to } \pi^M \text{ and } \pi^p, \text{ respectively, as } k \to \infty \text{ for } p = 1, \ldots, N, \text{ then}
\]
\[
\inf_{\pi^i \in \Delta^i} J^i(\pi^M, \pi^i, \pi^{-i}) = \inf_{\pi^i \in \Delta^i} \lim_{k \to \infty} J^i(\pi_k^M, \pi^i, \pi_k^{-i}) \\
\geq \lim_{k \to \infty} \inf_{\pi^i \in \Delta^i} J^i(\pi_k^M, \pi^i, \pi_k^{-i}) \\
= \lim_{k \to \infty} J^i(\pi_k^M, \pi_k^i, \pi_k^{-i}) \\
= J^i(\pi^M, \pi^i, \pi^{-i}).
\]

In the above, the first and the last equalities follow from Assumption 5(ii) and the generalized dominated convergence theorem. The second equality follows from \( R_{\text{maj},\pi} \). This shows that \( R_{\text{maj},\pi} \) is upper hemicontinuous. Since \( \mathcal{U} \) is compact, and the marginal on \( \mathcal{Y} \) is fixed, \( \Delta^i \) is tight. Also, \( \Delta^i \) is closed, which implies that \( \Delta^i \) is compact. Since \( J^i(\pi^i, \pi^{-i}, \pi^M) \) is weakly continuous in \( \pi^i \) for any \( \pi^{-i}, \pi^M \), by \([HLL96, \text{Proposition D.5(b)}]\), the map \( F^i : \pi^M \mapsto \inf_{\pi^i \in \Delta^i} J^i(\pi^M, \pi^i, \pi^{-i}) \) is continuous. Hence, there exists a pure strategy \( \gamma_{\hat{e}}^M \) in \( \Gamma^M \) such that
\[
J^i(\gamma_{\hat{e}}^M, \pi^i, \pi^{-i}) \leq J^i(\pi^M, \pi^i, \pi^{-i}) + \bar{\epsilon} \\
= \inf_{\pi^i \in \Delta^i} J^i(\pi^M, \pi^i, \pi^{-i}) + \bar{\epsilon} \\
\leq \inf_{\pi^i \in \Delta^i} J^i(\gamma_{\hat{e}}^M, \pi^i, \pi^{-i}) + \bar{\epsilon}.
\]

This implies that \( \pi^{1:N^*} \in R_{\text{maj},\pi}^{\hat{e}}(\gamma_{\hat{e}}^M) \). By continuity of \( J^0_N \) in \( \pi^M \), we obtain that
\[
|J_N^0(\pi^{0*}, \pi^{M*}, \pi^{1:N^*}) - J_N^0(\pi^{0*}, \gamma_{\hat{e}}^M), \pi^{1:N^*})| \leq \bar{\epsilon}.
\]

Since \((\pi^{0*}, \pi^{M*}, \pi^{1:N^*}) \) is \((\bar{\epsilon}^0, 0)\)-leader-major optimal, (85) implies that
\[
J_N^0(\pi^{0*}, \gamma_{\hat{e}}^M), \pi^{1:N^*}) - \inf_{\pi^0, \pi^M \in \Delta^0_{\text{OS}} \times \Delta^M \pi^{1:N} \in \Gamma^m_{\text{maj},\pi}(\pi^M)} J_N^0(\pi^0, \pi^M, \pi^{1:N}) \leq \bar{\epsilon} + \epsilon^0.
\]

Since \( \Delta^0_{\text{OS}} \) is convex and \( J_N^0 \) is linear in randomized policies, and the selection of \( \pi^{0*} \) does not directly affect \( R_{\text{maj},\pi}^{\hat{e}}(\gamma_{\hat{e}}^M) \), there exists a pure leader’s strategy \( \gamma^{0*} \) in \( \Gamma^0_{\text{OS}} \) such that
\[
J_N^0(\pi^{0*}, \gamma^{M*}, \pi^{1:N^*}) = J_N^0(\gamma^{0*}, \gamma^{M*}, \pi^{1:N^*}).
\]

Adding and subtracting \( \inf_{\gamma^0, \gamma^M \in \Gamma^0_{\text{OS}} \times \Gamma^M \pi^{1:N} \in \Gamma^m_{\text{maj},\pi}(\pi^M)} J_N^0(\gamma^0, \gamma^M, \pi^{1:N}) \) in (86), and using (87), we obtain
\[
\left( \inf_{\gamma^0, \gamma^M \in \Gamma^0_{\text{OS}} \times \Gamma^M \pi^{1:N} \in \Gamma^m_{\text{maj},\pi}(\pi^M)} J_N^0(\gamma^0, \gamma^M, \pi^{1:N}) \right)
\]
\[
- \inf_{\pi^0, \pi^M \in \Delta^0_{\text{OS}} \times \Delta^M \pi^{1:N} \in \Gamma^m_{\text{maj},\pi}(\pi^M)} J_N^0(\pi^0, \pi^M, \pi^{1:N})
\]
bounded, and this implies (56) and completes the proof.
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as $N \to \infty$. Such an equilibrium exists for each $N$, thanks to Proposition 2. The above subsequence converges weakly to a limit strategy profile $(\pi^*_0, \pi^*_M, \pi^*_\infty, \ldots)$ as $N \to \infty$. In step 2, we show that $\pi^*_\infty$ is an approximate mean-field Nash best response to $\pi^*_M$. Similarly, in step 3, we show that $(\pi^*_1, \pi^*_M, \pi^*_\infty, \ldots)$ constitutes an approximate leader-major optimal solution for $P_{\infty}^{maj}$, and $(\pi^*_0, \pi^*_M, \pi^*_\infty, \ldots)$ is an approximate mean-field incentive equilibrium for $P_{\infty}^{maj}$.

**Step 1.** Under Assumption 5(v), a change of measure argument allows us to define the space of randomized strategies for the leader and the major follower with independent randomization as $\hat{\nu} := \hat{\nu}^0 \times \hat{\nu}^M$ on $\mathbb{Y}^0 \times \mathbb{Y}^M$ as

$$\Delta^{0,M}(\hat{\nu}) := \left\{ P^0 \in \mathcal{P}(\mathbb{U}^0 \times \mathbb{U}^M) \mid \forall \mathbb{A} \in \mathcal{B}(\mathbb{U}^0 \times \mathbb{U}^M) P(\mathbb{A}) = \int_{\mathbb{A}} \pi^0 \left( du^0 | y^0, y^M, u^M \right) \hat{\nu}^0(dy^0) \pi^M \left( du^M | y^M \right) \hat{\nu}^M(dy^M) \right\}, \tag{90}$$

equipped with the $w$-$s$ topology. Under Assumption 5(v), we also identify the set of randomized strategies of the major and minor followers, respectively, as

$$\Delta^M(\hat{\nu}^M) := \left\{ P^M \in \mathcal{P}(\mathbb{U}^M) \mid \forall \mathbb{A} \in \mathcal{B}(\mathbb{U}^M) P^M(\mathbb{A}) = \int_{\mathbb{A}} \pi^M(du^M | y^M) \hat{\nu}^M(dy^M) \right\}, \tag{91}$$

$$\Delta^i(\hat{\nu}) := \left\{ P^i \in \mathcal{P}(\mathbb{U} \times \mathbb{Y}) \mid P^i(\mathbb{A}) = \int_{\mathbb{A}} \pi^i(du^i | y^i) \hat{\nu}(dy^i) \forall \mathbb{A} \in \mathcal{B}(\mathbb{U} \times \mathbb{Y}) \right\},$$

for $i = 1, \ldots, N$, equipped with the $w$-$s$ topology. Recall that $\mathbb{U}^0, \mathbb{U}^M$, and $\mathbb{U}$ are compact and the marginals on observations are independent of $N$. Therefore, the sets of randomized strategies $\Delta^{0,M}(\hat{\nu})$, $\Delta^M(\hat{\nu}^M)$, and $\Delta^i(\hat{\nu})$ are tight, per [Yük17, Proof of Theorem 2.4]. Since these sets are closed, they are compact in the $w$-$s$ topology.

By Proposition 2(ii), there exists an $(\hat{\nu}^0, \hat{\nu}^M, \hat{\nu})$-Stackelberg-incentive equilibrium $(\pi^*_0, \pi^*_M, \pi^*_\infty, \ldots, \pi^*_N)$, symmetric among minor followers, for $P_N^{maj}$ for each $N$. Let these equilibrium policies induce $(P^{0,M}_N, P^*_N, \ldots, P^*_N) \in \Delta^{0,M}(\hat{\nu}) \times \prod_{i=1}^{N} \Delta^i(\hat{\nu})$. By the compactness of $\Delta^{0,M}(\hat{\nu})$, $\Delta^M(\hat{\nu}^M)$, and $\Delta^i(\hat{\nu})$, there exist subsequences $\{P^{0,M}_n\}_n, \{P^*_n\}_n$ that converge weakly to $P^{0,M}_\infty, P^*_\infty$ in $\Delta^{0,M}(\hat{\nu}) \times \Delta^i(\hat{\nu})$. Let these limiting distributions be induced by $\pi^*_0, \pi^*_M, \pi^*_\infty$.

**Step 2.** In this step, we show that $(\pi^*_\infty, \mu^*_\infty) \in P_{\infty}^{maj,\pi}(\pi^*_\infty)$. Let $e_n \in \mathcal{P}(\mathbb{U} \times \mathbb{Y})$ be the empirical measure given by

$$e_n(\mathbb{A}) := \frac{1}{n} \sum_{i=1}^{n} \delta_{(u^*_n, y^i)}(\mathbb{A}), \tag{92}$$

for any Borel set $\mathbb{A}$ in $\mathbb{U} \times \mathbb{Y}$, where $u^*_n$ is induced by $\pi^*_n$. Under Assumption 5(v), the observations $y^i$s are i.i.d., and hence, $e_n$ converges weakly to $e_\infty := \mathcal{L}(u^*_\infty, y^i), \mathbb{P} \times \hat{\nu}^0 \times \hat{\nu}^M$-a.s., as $n \to \infty$. Thus, a
fixed minor follower’s expected cost becomes

\[
\lim_{n \to \infty} J_n^i(\pi_n^M, \pi_n^*, \ldots, \pi_n^*) = \lim_{n \to \infty} \int c \left( \omega_0, u_i^i, u^M, \int u c_n (du \times \mathbb{Y}) \right) \pi_n^M (du^M | y^M) \\
\times \prod_{i=1}^n \pi_n^* (du^i | y^i) \mathbb{P} (d\omega_0, dy^M, dy^{1:n})
\]

(93a)

\[
= \lim_{n \to \infty} \int c \left( \omega_0, u_i^i, u^M, \int u c_n (du \times \mathbb{Y}) \right) P_n^M (du^M, dy^M) \\
\times \prod_{i=1}^n P_n^* (du^i, dy^i) g_n (\omega_0, y^M, y^{1:n}) \mathbb{P} (d\omega_0)
\]

(93b)

\[
= \int c \left( \omega_0, u_i^i, u^M, \int u c_\infty (du \times \mathbb{Y}) \right) P_\infty^M (du^M, dy^M) \\
\times \prod_{i=1}^{\infty} P_\infty^* (du^i, dy^i) g_\infty (\omega_0, y^M, y^{1:\infty}) \mathbb{P} (d\omega_0)
\]

(93c)

\[
= J^R_\infty (\pi_\infty^M, \pi_\infty^*, e_\infty),
\]

(93d)

where

\[
g_n (\omega_0, y^M, y^{1:n}) := h^M (\omega_0, y^M) \prod_{i=1}^n h (\omega_0, y^i),
\]

(94)

\[
g_\infty (\omega_0, y^M, y^{1:\infty}) := h^M (\omega_0, y^M) \prod_{i=1}^\infty h (\omega_0, y^i).
\]

(95)

Assumption 5(v) gives \( g_N \) is bounded. The above derivation makes use of the generalized dominated convergence theorem for varying measures \([\text{Ser82, Theorem 3.5}]\) and Fubini’s theorem, upon utilizing the boundedness and continuity of \( c \) from Assumption 5.

Next, we show that \( (\pi_\infty^*, \mu_\infty^*) \in R_{\text{maj}, \pi} (\pi_\infty^M) \), given that \( (\pi_n^*, \ldots, \pi_n^*) \in R_{\text{maj}, \pi} (\pi_n^M) \). To that end, \( \bar{\epsilon}_n \in \mathcal{P} (U \times \mathbb{Y}) \), defined by

\[
\bar{\epsilon}_n (\mathbb{A}) = \frac{1}{n} \left[ \sum_{i=1, i \neq R}^n \delta_{(u^*_i, y^i)} (\mathbb{A}) + \delta_{(u^R, y^R)} (\mathbb{A}) \right]
\]

(96)

for every Borel set \( \mathbb{A} \) in \( U \times \mathbb{Y} \), converges weakly to \( e_\infty := \mathcal{L} (u^*_\infty, y^1) \), \( \mathbb{P}^0 \times \tilde{\nu}^0 \times \tilde{\nu}_M \)-a.s., as \( n \to \infty \). For an arbitrary randomized strategy \( \pi^R \) that induces a distribution on \( u^R \), we have

\[
\lim_{n \to \infty} J_n^i - \bar{\epsilon}
\]

\[
\leq \lim_{n \to \infty} \inf_{P^R \in \Delta^R(\tilde{\nu})} \int c \left( \omega_0, u^R, u^M, \int u \bar{\epsilon}_n (du \times \mathbb{Y}) \right) P_n^M (du^M, dy^M)
\]

39
\[
\times P^R(du^R, dy^R) \prod_{i=1, i \neq R}^n P^*_n(du^i, dy^i) g_n(\omega_0, y^M, y^{1:n}) \mathbb{P}^0(d\omega_0) \tag{97a}
\]
\[
\leq \inf_{P^R \in \Delta^R(\tilde{\nu})} \int c \left( \omega_0, u^R, u^M, \int u e_\infty(du \times \mathcal{Y}) \right) P^M_\infty(du^M, dy^M) \times P^R(du^R, dy^R) \prod_{i=1, i \neq R}^n P^*_n(du^i, dy^i) g_\infty(\omega_0, y^M, y^{1:\infty}) \mathbb{P}^0(d\omega_0), \tag{97b}
\]

where (97) follows from an analogous argument as that used in (93). Then, (93d) implies that \((\hat{\pi}^*_\infty, \mu^*_\infty) \in R^\infty_{\text{maj}, \pi}(\pi^*_\infty)\), completing the proof of step 2.

**Step 3.** Proceeding along the same lines as (93a)-(97b), we get that \((\pi^*_\infty, \pi^*_\infty, \pi^*_\infty)\) constitutes an \((\varepsilon^0, \hat{\varepsilon})\)-leader-major optimal solution for \(P^\infty_{\text{maj}}\). Details are omitted for brevity.

Similarly, we also get
\[
\lim_{n \to \infty} J^M_n(\pi^0_n, \pi^*_M, \pi^*_n, \ldots, \pi^*_n) = J^M_\infty(\pi^*_\infty, \pi^*_\infty, \pi^*_\infty, \varepsilon_\infty). \tag{98}
\]

To prove that \((\pi^*_\infty, \pi^*_\infty) \in R^\infty_{\pi}(\pi^*_\infty)\), define the set of randomized strategies for the leader as
\[
\Delta^0_{\text{MCS}}(\pi^*_M, \tilde{\nu}) := \left\{ P \in \mathcal{P}(\mathbb{U}^0 \times \mathbb{U}^M \times \mathbb{Y}^0 \times \mathbb{U}^M) \left| \forall \hat{\pi} \in \mathcal{B}(\mathbb{U}^0 \times \mathbb{U}^M \times \mathbb{Y}^0 \times \mathbb{U}^M) P(\hat{\pi}) = \int \hat{\pi}^0(du^0|y^0, y^M, u^M)\pi^M(du^M|y^M) \hat{\nu}(dy^0, dy^M) \right. \right\}. \tag{99}
\]

From step 1, \(\Delta^0_{\text{MCS}}(\pi^*_M, \tilde{\nu})\) is compact in the \(w\)-topology, and hence, there exists a converging subsequence \(\{P^0_{n,M}\}_{n}\), which admits the limit \(P^0_{\infty,M}\). Since \((\pi^0_n, \pi^*_M, \pi^*_n, \ldots, \pi^*_n)\) is an \((\varepsilon_0, \hat{\varepsilon})\)-Stackelberg-incentive equilibrium for \(P^0_{\infty,M}\), we have
\[
\lim_{n \to \infty} J^M_n(\pi^0_n, \pi^*_M, \pi^*_n, \ldots, \pi^*_n) - \hat{\varepsilon}
\]
\[
\leq \lim_{n \to \infty} \inf_{\pi^M \in \Delta^M(\tilde{\nu}^M)} \int c^M \left( \omega_0, u^0, u^M, \int u e_\infty(du \times \mathcal{Y}) \right) \mathbb{P}^0(d\omega_0)
\]
\[
\times P^0_{n,M}(du^0, dy^0, du^M, dy^M) \prod_{i=1}^n P^*_n(du^i, dy^i) h^0(\omega_0, y^0) g_n(\omega_0, y^M, y^{1:n}) \tag{100a}
\]
\[
\leq \inf_{\pi^M \in \Delta^M(\tilde{\nu}^M)} \int c^M \left( \omega_0, u^0, u^M, \int u e_\infty(du \times \mathcal{Y}) \right) \mathbb{P}^0(d\omega_0)
\]
\[
\times P^0_{\infty,M}(du^0, dy^0, du^M, dy^M) \prod_{i=1}^\infty P^*_\infty(du^i, dy^i) h^0(\omega_0, y^0) g_\infty(\omega_0, y^M, y^{1:\infty}) \tag{100b}
\]
\[
= \inf_{\pi^M \in \Delta^M(\tilde{\nu}^M)} J^M_\infty(P^0_{\infty,M}, \pi^*_M, \varepsilon_\infty), \tag{100c}
\]
where \((100)\) follows from an analogous argument as that used in \((93)\).

Hence by step 2, we get \((\pi^{M*}, \pi^*, \mu^*) \in R^{\hat{\epsilon}}_{\pi}(\pi^0)\). Using the approximate leader-major optimality of \((\pi^0, \pi^{M*}, \pi^*)\), we infer

\[
\inf_{\pi^0 \in \Delta_{\pi} (\pi^{R}, \pi, \mu)} \inf_{(\pi^0, \pi^R) \in R^{\hat{\epsilon}}_{\pi}(\pi^0)} J^0_{\pi}(\pi^0, \pi^M, \pi^R) \\
\geq \inf_{(\pi^0, \pi^R) \in \Delta_{\pi} (\pi^{R}, \pi, \mu)} \inf_{(\pi^0, \pi^R) \in R^{\hat{\epsilon}}_{\pi}(\pi^0)} J^0_{\pi}(\pi^0, \pi^M, \pi^R) \\
\geq J^0_{\pi}(\pi^0, \pi^{M*}, \pi^*) - \epsilon_0.
\]

\((101)\)

This completes the proof of part (i).

Part (ii): Since \((\pi^0, \pi^{M*}, \pi^*)\) constitutes an \(\epsilon\)-mean-field incentive equilibrium for \(P^{\text{maj}}\), proceeding along the same lines as \((93)-(97)\), there exists \(\hat{\epsilon}_N\) with \(\hat{\epsilon}_N \to \hat{\epsilon}\) as \(N \to \infty\) such that

\[
\inf_{\pi^0 \in \Delta_{\pi} (\pi^I, \pi^M, \pi^{-i})} \inf_{\pi^1:N} J^i_{\pi}(\pi^0, \pi^I, \pi^{M*}, \pi^{-i}) - J^i_{\pi}(\pi^{0*}, \pi^*, \pi^{M*}, \pi^*, \ldots, \pi^*) < \hat{\epsilon}_N
\]

for all \(i = 1, \ldots, N\). Similarly, there exists \(\epsilon_0^N\) with \(\epsilon_0^N \to \epsilon_0\) as \(N \to \infty\) such that

\[
\inf_{\pi^0, \pi^I \times \Delta_{\pi} (\pi^I, \pi^M, \pi^{-i})} \inf_{\pi^1:N \in R^{\hat{\epsilon}}_{\pi} (\pi^1:N) \cap \Delta_{\pi} (\pi^{I}, \pi^{M}, \pi^{-i})} J^0_{\pi}(\pi^0, \pi^I, \pi^{1:N}) \\
- J^0_{\pi}(\pi^{0*}, \pi^{M*}, \pi^*, \ldots, \pi^*) < \epsilon_0^N.
\]

\((103)\)

Finally, an argument along the same lines as \((98)-(100)\) gives

\[
\inf_{\pi^M \in \Delta_{\pi} (\pi^I, \pi^M, \pi^*, \ldots, \pi^*)} J^M_{\pi}(\pi^0, \pi^M, \pi^*, \ldots, \pi^*) - J^M_{\pi}(\pi^{0*}, \pi^{M*}, \pi^*, \ldots, \pi^*) < \hat{\epsilon}_N.
\]

\((104)\)

Since \((\pi^{M*}, \pi^*, \ldots, \pi^*) \in R^{\hat{\epsilon}}_{\pi}(\pi^0)\) and \((\pi^{0*}, \pi^{M*}, \pi^*, \ldots, \pi^*)\) is an \(\epsilon_N\)-leader-major optimal solution for \(P^{\text{maj}}_N\), this completes the proof.
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