Generating a robustly stabilizable class of nonlinear systems for a converse optimality problem
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Abstract—Converse optimality theory addresses an optimal control problem conversely where the system is unknown and the value function is chosen. Previous work treated this problem both in continuous and discrete time and non-extensively considered disturbances.

In this paper, the converse optimality theory is extended to the class of affine systems with disturbances in continuous time while considering norm constraints on both control inputs and disturbances. The admissibility theorem and the design of the internal dynamics model are generalized in this context.

A robust stabilizability condition is added for the initial converse optimality problem using inverse optimality's tool: the robust control Lyapunov function. A design for nonlinear class of systems that are both robustly stabilizable and globally asymptotically stable in open loop is obtained. A case study illustrates the presented theory.

I. INTRODUCTION

Consider the following continuous time system:
\[
\dot{x} = f(x) + g_1(x)w + g_2(x)u,
\]
where \( x \in \mathbb{R}^n \) are the states, \( w \in \mathbb{R}^m \) are the disturbances and \( u \in \mathbb{R}^p \) are the inputs. The function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) with \( f(0) = 0 \) is denoted as internal dynamics, \( g_1 : \mathbb{R}^n \rightarrow \mathbb{R}^n \times \mathbb{R}^m \) is denoted as disturbance coupling function and \( g_2 : \mathbb{R}^n \rightarrow \mathbb{R}^n \times \mathbb{R}^p \) is denoted as input coupling function, respectively.

Further, consider the following optimization problem \cite{4}:
\[
\inf_{u} \sup_{w} J(x, u, w) \quad \text{where} \quad J(x, u, w) = \int_0^\infty (q(x) + u^\top u - w^\top w) \, dt,
\]
where \( q : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \) with \( q(0) = 0 \) is the utility function.

If disturbances are discarded, this optimal control problem can be calculated after solving a partial differential equation (PDE) known as the Hamilton-Jacobi-Bellman (HJB) equation whose solution is the value function \cite{2}. In the presence of disturbances, a generalized version of the HJB equation that includes a double optimization, is required. This PDE is called the Hamilton-Jacobi-Isaacs (HJI) equation \cite{8}.

Converse HJB or converse optimality was developed in \cite{16} as an approach that addresses another aspect of the optimal control problem where the value function is assumed known and the internal dynamics of the system assumed unknown. A converse optimality problem addresses the question: "Which class of nonlinear systems satisfies the optimal control problem under a chosen value function?"

The Co-HJB approach was first developed to design benchmark class of systems to test control methods \cite{4} and then constraints on states and control inputs were considered in \cite{15}. All work on converse optimality was developed in the continuous time framework until \cite{7}, where discrete time is addressed and theorems are developed around it. To the best knowledge of the authors, work on converse optimality and the examples developed in its context only briefly considered disturbances in the framework but assumed free noise case for co-HJB examples \cite{4}.

Another perspective for dealing with optimal control problems is inverse optimality where links between stabilizability and optimality are explored for linear systems \cite{3,9} and nonlinear systems \cite{12,14,17,19}. In \cite{6}, the authors address a framework of constrained control inputs and disturbances to extend the control Lyapunov function \cite{1} for systems with disturbances, which is known as the robust control Lyapunov function (RCLF). It is shown that every RCLF solves the HJI PDE associated with a meaningful game and a method to calculate the optimal control using the RCLF, without solving the HJI equation is provided \cite{5}.

A fundamental difference between the converse and inverse optimality theories stems in their respective frameworks. In fact, converse optimality’s main result requires unconstrained control inputs and disturbances for exploitation. In contrast, it is a requirement to consider constraints for control inputs and disturbances for inverse optimal robust stabilization. Both theories can be combined by extending the converse optimality theory to the disturbed case in a local approach. This is achieved by setting up an assumption on the state space that allows the use of the RCLF. This work aims at finding a systematic approach to construct a class of robust nonlinear systems that ensures the satisfaction of the optimal control problem’s condition locally. In addition, the constructed systems can be used as benchmark example systems to test existing control methods like it is discussed in \cite{13,18,20}.

The paper is organized as follows. Section II presents preliminary notations, definitions and assumptions. Section III sets up the robust converse problem and presents the state space assumption. Section IV extends converse optimality for the disturbed case and provides a class of nonlinear systems that solve the robust converse problem. Design and numerical examples are given in Section V. The last section concludes the results.
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II. PRELIMINARIES

The Euclidean norm is denoted \( \| \cdot \| : \mathbb{R}^n \rightarrow \mathbb{R}_0^+ \). The gradient \( \frac{\partial V(x)}{\partial x} \) of a multivariable function \( V \) is denoted \( V_x \).

The admissible states, control inputs and disturbances are denoted \( X, U, W \) respectively. The set-valued maps given for control and disturbance constraints are \( U : X \rightarrow U, W : X \rightarrow W \), respectively. The class of continuously differentiable functions is denoted \( C^1 \).

**Definition 1 (\( K \)-function [5]):** A function \( \chi : \mathbb{R}_0^+ \rightarrow \mathbb{R}_0^+ \) is of class \( K \) if \( \chi \) is continuous, strictly increasing, and \( \chi(0) = 0 \).

**Definition 2 (\( K_\infty \)-function [5]):** A function \( \chi : \mathbb{R}_0^+ \rightarrow \mathbb{R}_0^+ \) is of class \( K_\infty \) if \( \chi \) is of class \( K \) and satisfies \( \chi(r) \rightarrow \infty \) as \( r \rightarrow \infty \).

**Definition 3 (\( KL \)-function [5]):** A function \( \beta : \mathbb{R}_0^+ \times \mathbb{R}_0^+ \rightarrow \mathbb{R}_0^+ \) is of class \( KL \) if \( \beta(\cdot, t) \) is of class \( K \) for each fixed \( t \in \mathbb{R}_0^+ \), \( \beta(r, t) \) decreases to zero as \( t \rightarrow \infty \) for each fixed \( r \in \mathbb{R}_0^+ \).

**Definition 4:** The class of continuous positive definite functions \( A(\cdot) \) on \( X \), comprises continuous functions \( A : X \rightarrow \mathbb{R}_0^+ \) such that \( A(0) = 0 \) and \( A(x) > 0 \) for \( x \in X \setminus \{0\} \).

**Definition 5:** The set \( A_\infty(X) \) comprises functions \( A \in A(X) \) for which there exists a class \( K_\infty \) function \( \psi \) such that \( A(x) \geq \psi(\|x\|) \) for all \( x \in X \).

**Definition 6 (Lie derivative [11]):** The Lie derivative \( L_z V \) of a function \( V \in C^1 \) with respect to a vector field \( z \) is denoted \( L_z V = V_x z \).

**Definition 7 (Saturation operator):** The saturation function is denoted \( \text{sat}_{\alpha} : \mathbb{R}^n \rightarrow \mathbb{R}^n \) where:

\[
\text{sat}_{\alpha}(y) = \begin{cases} \alpha \frac{y}{\|y\|} & \|y\| \geq \alpha \\ \alpha & \|y\| < \alpha \end{cases}
\]  

**Assumption 1 ([6]):** The set-valued map for control inputs \( U(x) \) is lower semi-continuous with nonempty closed convex values.

**Assumption 2 ([6]):** The set-valued map for disturbances \( W(x) \) is upper semi-continuous with nonempty compact values.

**Definition 8 (RGUAS [6]):** Let \( \Omega \) be a compact subset of \( X \) such that \( 0 \in \Omega \). The solutions of (1) are robustly globally asymptotically stable with respect to \( \Omega \) (RGUAS-\( \Omega \)) if there exists a class \( KL \) function \( \beta \) such that for any initial condition \( x_0 \in X \) and any admissible disturbance, all solutions \( x(t) \) starting from \( x_0 \) exist for all \( t \geq t_0 \) and satisfy \( |x(t)|_\Omega \leq \beta (|x_0|_\Omega , t) \) for all \( t \geq 0 \).

**Definition 9 (Robustly stabilizable system [6]):** A system (1) is robustly stabilizable (RS) if there exists a control law \( k \) and a compact set \( \Omega \subset X \) satisfying \( 0 \in \Omega \) such that the solutions of (1) are RGUAS-\( \Omega \).

**Definition 10 (Robust control Lyapunov function [5]):** A \( C^1 \) function \( V \in A_\infty(X) \) is a robust control Lyapunov function (RCLF) for the system (1) if there exists \( c \in \mathbb{R}_0^+ \) such that

\[
\inf_{u \in U(x)} \sup_{w \in W(x)} L_z V(x,u,w) < 0,
\]

for all \( x \in \{ x \in X : V(x) > c \} \).

**Proposition 1 ([5]):** If a system (1) satisfies the assumptions 1 and 2 and if there exists a robust control Lyapunov function \( V \) for (1), then the system is robustly stabilizable.

**Proposition 2 ([5]):** Every robust control Lyapunov function solves the HJI equation associated with a meaningful game.

These propositions combined together allow the use of a RCLF in the locally robust converse optimality context.

III. PROBLEM SETUP

Consider the nonlinear system that is affine with respect to both control and disturbance such as in (1) along with the following performance objective

\[
J(u,w) = \int_0^\infty \left( q(x) + u^\top u - w^\top w \right) dt.
\]

The associated HJI equation is:

\[
\min_{u \in U(x)} \max_{w \in W(x)} \left\{ V_x^\top (f(x) + g_1(x)w + g_2(x)u) + q(x) + u^\top u - w^\top w \right\} = 0,
\]

where \( V : \mathbb{R}^n \rightarrow \mathbb{R}_0^+ \) is called the value function.

**Assumption 3:** The value function \( V \) is \( C^1 \), in \( A_\infty(X) \) and its gradient satisfies:

\[
\|V_x\| > 0, \forall x \in X \setminus \{0\}.
\]

**Remark 1:** This assumption enables the value function to be a RCLF.

In contrast to [4], input and disturbance constraints are considered. The converse constrained optimal control problem for the undisturbed case is discussed in [15].

For Euclidean norm constraints on disturbances and input controls, i.e \( \|w\| \leq \alpha_1 \) and \( \|u\| \leq \alpha_2 \), the following optima can be deduced from the existing literature for constrained optimal control problem with disturbances (see [15], Theorem 6).

\[
w^*(x) = \text{sat}_{\alpha_1} \left( \frac{1}{2} g_1^\top (x) V_x \right),
\]

\[
u^*(x) = - \text{sat}_{\alpha_2} \left( \frac{1}{2} g_2^\top (x) V_x \right).
\]

Using these optima in the HJI equation (6) yields

\[
\|u^* + g_2^\top V_x \|^2 - \|w^* - g_1^\top V_x \|^2 + V_x^\top f + \frac{1}{4} V_x^\top (g_1^\top g_1^\top - g_2^\top g_2^\top) V_x + q = 0.
\]

Notice that in order to exploit the original converse HJB equation that is presented in [4], the two first terms of (9) must vanish.

**Remark 2:** From this point onward, state dependencies will be omitted to simplify the notation.

**Assumption 4:** For all \( t \geq 0 \), \( x \in X \) where:

\[
X = \left\{ x \in \mathbb{R}^n \mid \left\| \frac{1}{2} g_2^\top V_x \right\| < \alpha_2 \setminus \left\| \frac{1}{2} g_1^\top V_x \right\| < \alpha_1 \right\},
\]

where \( \|w\| \leq \alpha_1 \) and \( \|u\| \leq \alpha_2 \).
This assumption is important because it ensures that the constraints remain inactive, which enables the expression of the optima without the saturation operator. Thus, the optima become [4]:

\[ u^* = -\frac{1}{2}g_2^T V_x, \quad w^* = \frac{1}{2}g_1^T V_x, \quad (11) \]

which transforms the HJI equation into:

\[ V_x^T f + \frac{1}{4} V_x^T (g_1 g_1^T - g_2 g_2^T) V_x + q = 0. \quad (12) \]

Now that the framework is set up, the converse optimality problem can be reformulated by adding a robust stabilizability condition.

**Problem statement:** Given a performance objective \( J \), a value function \( V \), disturbance coupling functions \( g_i \), internal dynamics design is extended to systems with disturbances, and input coupling functions \( g_2 \), find a class of robustly **nonlinear systems** \( f \) for which this \( V \) is the solution of the optimal control problem (6) over a set \( X \).

The solution to this problem first requires generalizing the existing theory on systems with disturbances, which is presented in the next section.

**IV. CONVERSE OPTIMALITY FOR SYSTEMS WITH DISTURBANCES**

In [4], [15] and [16] the authors assumed \( g_1(x) = 0 \) and presented the converse optimality theory in the undisturbed case only. In this section, the admissibility theorem [15] and internal dynamics design is extended to systems with disturbances.

**Corollary 1:** The pair \((V,q)\) is admissible if and only if:

\[ q = V_x^T h, \quad \text{for} \quad h \in C, \quad h(0) = 0. \]

**Proof:** This proof has been inspired by the work of Nevišić et al. in [16].

a) **Necessity:** \((V,q)\) is admissible, then there exists \( f, g_1 \) and \( g_2 \) in \( C \) such that:

\[
V_x^T f + \frac{1}{4} V_x^T \left( g_1 g_1^T - g_2 g_2^T \right) V_x + q = 0,
q = -V_x^T f + \frac{1}{4} V_x^T \left( g_2 g_2^T - g_1 g_1^T \right) V_x,
q = V_x^T \left( \frac{1}{4} \left( g_2 g_2^T - g_1 g_1^T \right) V_x - f \right),
q = V_x^T h,
\]

where \( h = \frac{1}{4} \left( g_2 g_2^T - g_1 g_1^T \right) V_x - f \in C \) and \( h(0) = 0 \) from \( V_x(0) = 0 \) and \( f(0) = 0 \).

b) **Sufficiency:** Assume \( q = V_x^T h \), with \( h \in C \) and \( h(0) = 0 \), for any \( g_1 \) and \( g_2 \in C \):

\[
V_x^T f + \frac{1}{4} V_x^T \left( g_1 g_1^T - g_2 g_2^T \right) V_x + V_x^T h = 0,
V_x^T \left( f + \frac{1}{4} \left( g_1 g_1^T - g_2 g_2^T \right) V_x + h \right) = 0,
\]

\[ f + \frac{1}{4} \left( g_1 g_1^T - g_2 g_2^T \right) V_x + h = 0,
\]

\[ f = \frac{1}{4} \left( g_2 g_2^T - g_1 g_1^T \right) V_x - h. \quad (14) \]

\( f \in C \) and \( f(0) = 0 \), therefore \((V,q)\) is admissible.

**Corollary 2:** If \((V,q)\) is an admissible pair then the internal dynamics of the converse problem is given by:

\[ f = \frac{1}{4} \left( g_2 g_2^T - g_1 g_1^T \right) V_x - h. \quad (15) \]

The proof is straightforward from above.

**A. Robust Stabilizability**

The main goal behind this work is to ensure that the internal dynamics of the system found in (15) is robustly stabilizable. Which is why the RCLF, a generalization of the Lyapunov function for systems with disturbances, is exploited. Freeman et al. prove in [6] that the existence of a RCLF for any system is a necessary and sufficient condition for robust stabilizability. This condition is added to the converse optimality problem to achieve robust stabilizability. Since in converse optimality, the value function is known, it can be chosen such that it is also a RCLF, i.e \( C^1 \) function in \( A_{\infty}(X) \). The challenge remaining is to find a proper design for \( f \) that satisfies both (15) and (4). Therefore, the degree of freedom \( h \) in (15) is exploited.

For simplicity, only Euclidean norm constraints on disturbances and control inputs are considered i.e. the images of the set valued maps \( U(x) \) and \( W(x) \) are open norm balls and will be noted \( U \) and \( W \) from now on. The optimization problem (4) is solved in this context as follows.

Consider the affine system (1) with the performance objective (5) and a value function \( V \) that is \( C^1 \), in \( A_{\infty}(X) \) and strongly increasing. The inf-sup problem on the Lyapunov derivative of the system is

\[ \inf_{u \in U} \sup_{w \in W} L_x V(x,u,w) = \inf_{u \in U} \sup_{w \in W} V_x^T (f + g_1 w + g_2 u), \]

where \( W = \{ w \in \mathbb{R}^m \mid \|w\| < \alpha_1 \} \) and \( U = \{ u \in \mathbb{R}^p \mid \|u\| < \alpha_2 \} \) such that \( \alpha_{1,2} > 0 \).

Setting up \( z = V_x^T (f + g_1 w + g_2 u) \):

\[ \frac{\partial z}{\partial w} = g_1^T V_x, \quad \frac{\partial z}{\partial u} = g_2^T V_x. \quad (17) \]

Therefore, the optima satisfy

\[ w^* = \alpha_1 V_x, \quad u^* = -\beta_2 V_x, \]

where \( \alpha \geq 0 \) and \( \beta \geq 0 \).

Considering that \( \|\alpha_1V_x\| = \alpha_1 \) and \( \|\beta_2 V_x\| = \alpha_2 \),

\[ w^* = \frac{\alpha_1}{\|g_1^T V_x\|} g_1^T V_x, \quad u^* = -\frac{\alpha_2}{\|g_2^T V_x\|} g_2^T V_x. \quad (19) \]

Now that the optimization problem is solved for \( u \) and \( w \), plugging these optima in (16) yields

\[
\inf_{u \in U} \sup_{w \in W} L_x V(x,u,w) = V_x^T (f + \frac{\alpha_1}{\|g_1^T V_x\|} V_x) g_1^T V_x
- \frac{\alpha_2}{\|g_2^T V_x\|} V_x g_2^T V_x. \quad (20)
\]

\]
Introducing the converse optimality’s internal dynamics design of [13], it follows that
\[
\inf_{u \in \mathcal{U}} \sup_{w \in \mathcal{W}} L_z V(x, u, w) = \frac{1}{4} V_x^T (g_2 g_2^T - g_1 g_1^T) V_x - V_x^T h + \alpha_1 \frac{1}{\|g_1\| V_x} V_x^T g_1 V_x - \alpha_2 \frac{1}{\|g_2\| V_x} V_x^T g_2 V_x,
\]
and after simplification:
\[
\inf_{u \in \mathcal{U}} \sup_{w \in \mathcal{W}} L_z V(x, u, w) = \frac{3}{4} \|g_1\| V_x^T V_x - \alpha_2 \|g_2\| V_x^T V_x,
\]
and after modification:
\[
\inf_{u \in \mathcal{U}} \sup_{w \in \mathcal{W}} L_z V(x, u, w) = \frac{3}{4} \|g_1\| V_x^T V_x - \alpha_2 \|g_2\| V_x^T V_x,
\]
which can be written as
\[
F(Y) = -\frac{3}{4} Y^2 + \alpha_1 Y - \alpha_2 \|g_2\| V_x^T PV_x,
\]
and it is known that
\[
\max_Y \{F(Y)\} = \frac{\alpha_1^2}{4} - \alpha_2 \|g_2\| V_x^T PV_x.
\]
The function \(F(Y)\) is a downward open parabola. Thus, if the maximum of \(F(Y)\) is negative then the function is negative in \(C\). Therefore, the construction of \(P\) must satisfy
\[
\alpha_1^2 - \alpha_2 \|g_2\| V_x^T PV_x < V_x^T PV_x, \forall x \in \{x \in X \mid V(x) > c\}.
\]
It remains to show that \(24\) satisfies this condition. Plugging \(24\) in the right hand side of \(29\) gives
\[
V_x^T PV_x = V_x^T \alpha_2 g_2^T g_2 V_x + (1 + \frac{1}{b^2}) \frac{1}{1 + V_x^T V_x} I_n V_x + V_x^T EV_x,
\]
which can be written as
\[
V_x^T PV_x = \alpha_2 \|g_2\| V_x^T V_x + \frac{1}{3} \frac{1}{1 + \frac{1}{b^2}} \frac{\|V_x\|^2}{1 + \|V_x\|^2},
\]
On the other hand,
\[
-\alpha_2 \|g_2\| V_x^T < \alpha_2 \|g_2\| V_x^T, \forall x \in X.
\]
Let \(b > 0\) such that : \(\|V_x\| > b\), then, according to Lemma [1] there exists a constant \(c(b) \geq 0\) such that : \(V(x) > c(b)\). As per Assumption [2]
\[
\|V_x\| > b,
\]
inverting and squaring both sides yields
\[
\frac{1}{\|V_x\|^2} < \frac{1}{b^2},
\]
adding 1 to each side yields
\[
\frac{\|V_x\|^2 + 1}{\|V_x\|^2} < 1 + \frac{1}{b^2},
\]
multiplying by the positive constant \(\frac{\alpha_1^2}{3}\):
\[
\alpha_1^2 \left(\frac{\|V_x\|^2 + 1}{\|V_x\|^2}\right) < \frac{\alpha_1^2}{3} \left(1 + \frac{1}{b^2}\right),
\]
rearranging gives
\[
\alpha_1^2 < \alpha_1^2 \left(1 + \frac{1}{b^2}\right) \frac{\|V_x\|^2}{1 + \|V_x\|^2},
\]
for all \(x \in \{x \in X \mid V(x) > c(b)\}\).
Adding \(32\) to the latter,
\[
-\alpha_2 \|g_2\| V_x^T + \alpha_1^2 \left(1 + \frac{1}{b^2}\right) \frac{\|V_x\|^2}{1 + \|V_x\|^2} + \alpha_2 \|g_2\| V_x^T,
\]
and since $E$ is a positive definite matrix:
\[-\alpha_2\|g_1^TV\| + \frac{\alpha_2^2}{3} \left(1 + \frac{1}{b^2}\right) \frac{\|V_x\|^2}{1 + \|V_x\|^2} + \alpha_2\|g_2^TV\|^2 + \|V_x^TEV_x\|, \forall x \in \{x \in \mathbb{X} | V(x) > c(b)\},\]
which is equivalent to (29).

This theorem allows the construction of robustly stabilizable nonlinear internal dynamics in the context of converse optimality. The stability analysis in open loop of the resulting class of system is provided in the next subsection.

B. Stability in Open Loop

In this subsection, the proof of the asymptotic open loop stability of the robustly stabilizable class of nonlinear systems obtained from converse optimality is presented. This is shown by proving that the value function is also a Lyapunov function for the system.

The open loop system can be written this way:
\[\dot{x} = f(x), \quad x \in \mathbb{X},\]
where, with the combination of (13), (23) and (24), the internal dynamics of the system is
\[f = -\frac{3}{4}g_1g_1^TV_x - \alpha_2g_2g_2^TV_x - \frac{\alpha_2^2}{3} \left(1 + \frac{1}{b^2}\right) \frac{1}{1 + V_x^TV_x} V_x - EV_x + \gamma.\]

The value function $V$ is positive $\forall x \in \mathbb{X} \setminus \{0\}$ by definition, which makes it a candidate Lyapunov function. Consider its Lie derivative
\[\dot{V} = V_x^Tf,\]
replacing $f$ by its expression (41):
\[\dot{V} = -\frac{3}{4}V_x^Tg_1g_1^TV_x - \alpha_2V_x^Tg_2g_2^TV_x - \frac{\alpha_2^2}{3} \left(1 + \frac{1}{b^2}\right) \frac{1}{1 + V_x^TV_x} V_x - V_x^TEV_x + V_x^T\gamma,\]
where $V_x^T\gamma = 0$ by definition, and $E$ is a positive definite matrix. Therefore the terms $\frac{\alpha_2^2}{3} \left(1 + \frac{1}{b^2}\right) \frac{1}{1 + V_x^TV_x} V_x - V_x^TEV_x$ are always negative for all $x \in \mathbb{X} \setminus \{0\}$ then, it is straightforward that $\dot{V} < 0$ for all $x \in \mathbb{X} \setminus \{0\}$. Thus, and according to Lyapunov theorem, the designed systems are asymptotically stable [10].

V. CASE STUDY

A. $2 \times 2$ System with Constant Coupling Functions

The motivation of this example is to give a generalized class of systems designed by this approach. For simplicity and to avoid complex calculations, 2D systems are chosen. The coupling functions are unknown and assumed constant. In principle, this can also be achieved for higher system degrees and state varying coupling functions.

Consider $g_1 = \begin{bmatrix} g_{11} & g_{12} \end{bmatrix}^T$ and $g_2 = \begin{bmatrix} g_{21} & g_{22} \end{bmatrix}^T$ where $g_{ij} \in \mathbb{R}$ for $i, j \in \{1, 2\}$, $E = \begin{bmatrix} e_1 & 0 \\ 0 & e_2 \end{bmatrix}$ where $e_{1,2} \in \mathbb{R}_{\geq 0}$, and the quadratic value function $V = \frac{1}{2}x_1^2 + \frac{1}{2}x_2^2$ and $\gamma = \begin{bmatrix} -x_2 & x_1 \end{bmatrix}^T$.

Using Theorem[1] the following system is obtained
\[f_1(x) = \begin{bmatrix} \frac{1}{4}g_{11}^2 - \alpha_2g_{21}^2 - \frac{k}{1 + \alpha_2g_{21}^2 + \alpha_2g_{22}^2 + 1} - \frac{4}{3}g_{11}g_{12} - \alpha_2g_{21}g_{22} - 1 \end{bmatrix} x, \]
where $k = \frac{\alpha_1^2}{3} \left(1 + \frac{1}{b^2}\right)$.

For numerical illustration, Fig. 1 shows the transient response of this design for different initial conditions, with the following parameters: $g_1 = \begin{bmatrix} 1 & 5 \end{bmatrix}^T$, $g_2 = \begin{bmatrix} -1 & 0 \end{bmatrix}^T$, $E = \begin{bmatrix} 10 & 0 \\ 0 & 20 \end{bmatrix}$, $\alpha_1 = 10$, $\alpha_2 = 20$, $b = \sqrt{0.5}$.

![Fig. 1: Transient behaviour of (44) with varying initial condition](image)

The asymptotic stability of the open loop system can also be observed as both states asymptotically converge to the origin.

B. $3 \times 3$ System with Nonlinear Coupling Functions

To get a highly nonlinear system, this example considers the following nonlinear coupling functions: $g_1 = \begin{bmatrix} -x_2 & x_1 & x_3 \end{bmatrix}$ and $g_2 = \begin{bmatrix} x_3 & 1 & -x_2 \end{bmatrix}^T$ and the following parameters: $E = \begin{bmatrix} 10 & 0 & 0 \\ 0 & 5 & 0 \\ 0 & 0 & 5 \end{bmatrix}$, $b = \sqrt{0.5}$, $\alpha_1 = 5$, $\alpha_2 = 10$, keeping a quadratic value function $V = \frac{1}{2}x_1^2 + \frac{1}{2}x_2^2 + \frac{1}{2}x_3^2$, $\gamma = \begin{bmatrix} -x_2 & x_1 & 0 \end{bmatrix}^T$ and $x_0 = \begin{bmatrix} 5 & 4 & -1 \end{bmatrix}^T$. 

![Fig. 2: Transient behaviour of (44) with varying initial condition](image)
The matrix $E$ can also be chosen as state-dependent as long as it remains positive definite. Such a choice would increase even more the nonlinear aspect of the internal dynamics $f_2$. Even though the amplitude of the disturbances is significant, it is smoothed and barely affects the states trajectory and control input’s variation. The latter is represented in Fig. 3 along with the disturbance and utility functions.

VI. CONCLUSION

This work extends the converse optimality problem to systems with disturbances. Previous converse optimality results are generalized for this framework. A robustly stabilizable class of nonlinear systems is designed utilizing a robust control Lyapunov function. Combining, thus, converse optimality and inverse optimality theories locally.

Future work will focus on stabilizing practical systems close to robustly designed systems. Additionally, data driven approaches will be investigated for the case where only measurements are available.
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