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Abstract

Unmanned aerial vehicles (UAVs) network are a very vibrant research area nowadays. They have many military and civil applications. Limited bandwidth, the high mobility and secure communication of micro UAVs represent their three main problems. In this paper, we try to address these problems by means of secure clustering, and a security clustering algorithm based on integrated trust value for UAVs network is proposed. First, an improved the k-means++ algorithm is presented to determine the optimal number of clusters by the network bandwidth parameter, which ensures the optimal use of network bandwidth. Second, we considered variables representing the link expiration time to improve node clustering, and used the integrated trust value to rapidly detect malicious nodes and establish a head list. Node clustering reduce impact of high mobility and head list enhance the security of clustering algorithm. Finally, combined the remaining energy ratio, relative mobility, and the relative degrees of the nodes to select the best cluster head. The results of a simulation showed that the proposed clustering algorithm incurred a smaller computational load and higher network security.
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1. Introduction

With the rapid development of artificial intelligence, sensors and communication technology, significant progress has been made in drone technology as well. Owing to its simple structure, good concealment, and flexible operation, drones have been widely applied in the military and civilian life [1, 2]. Flying Ad-hoc networks (FANETs) are a typical application of mobile ad-hoc networks (MANETs). FANETs are a temporary communication network composed of a large number of drones to accomplish co-operational tasks [3]. The network has the characteristics of a mobile self-organizing network without a center, and with self-organization, and a dynamic topology. It faces such challenges as frequent topology updates and limited node energy at high dynamics [4]. Network management becomes especially difficult in large-scale and high-speed mobile networks, and clustering is an effective means of optimizing network management [5]. In clustering, the whole network is divided into multiple logical groups or clusters. Each cluster has a leader or cluster head, which is responsible for inter-cluster and intra-cluster communication. Clustering helps to make the network more scalable, reduce routing, overhead and maximize the throughput.

During network clustering, nodes perform computations in order to arrange nearby located nodes into cluster members (CMs) and a cluster head (CH) is elected from each cluster. The process of electing CHs is very important in maintaining the cluster structure [6]. Subsequent changes in the relative positions of CMs can modify the cluster structure. In order to track changes in cluster structure, CHs should always periodically broadcast their existence to its CMs, and each CM should reply back its status to the CH. The lifetime of the cluster is a parameter, among others, that is used for evaluating the performance of a clustering model. The longer the lifetime of the cluster, the less will be the cluster maintenance overhead and more effective the model will be. The lifetime of the cluster depends upon the efficient selection of CHs. In the highly dynamic environment and with the limited processing power of UAVs, computationally expensive techniques are also not suitable for clustering in FANETs.

Moreover, because the cluster network used in an unmanned aerial vehicles (UAVs) adopts an open communication mechanism, it exposes a large surface to adversaries, which poses significant network security challenges to the drone system [7]. For example, DDoS (Distributed Deny of Service) attack: DDoS attack is an attempt to make the UAVs systems unavailable/unreachable by overwhelming it with traffic from multiple sources. Attacks against the UAVs network are classified into external and internal attacks. External attacks refer to attacks aiming at a communication link, such as monitoring and interference [8]. Internal attacks refer to the capture of a single UAVs node. After analyzing the node’s code and mastering its network protocol, the attackers insert malicious nodes into numbers of the network, and execute data eavesdropping and behaviors that are destruction to the network, such as hello flood attacks [9] and sybil witch attacks [10]. However, there is no particularly perfect security clustering algorithms for cluster UAVs.

In this paper, we proposed a secure clustering algorithm for the self-organizing networks of UAVs by considering their dynamic structure, poor stability, and vulnerability to attacks. The proposed algorithm based on a trust mechanism to ensure information security in the network clustering process. By improving the k-means++ clustering algorithm, we implement the self-organizing network of UAVs with the maximum stability under a limited bandwidth, and introduced a comprehensive trust value mechanism and an integrated cluster head election mechanism to select credible cluster heads that improve performance.
The rest of the paper is organized as follows. In Section 2, a review is existing clustering algorithm is presented. In Section 3, we provides some fundamental knowledge. The proposed clustering algorithm was described in detail in Section 4. Simulation and verification results are given in Section 5 and Section 6 we conclude the paper.

2. Related Work
Several clustering algorithms have been proposed in research on wireless ad-hoc networks, such as the weighted clustering, the minimum ID, the lowest mobility and the highest node degree. The weighted clustering algorithm (WCA) [11] is different from the other algorithms in that it does not consider only a single factor but integrates various factors, such as node degree, mobility, residual energy, and position of neighboring nodes. It is more suitable for different application scenarios compared with clustering algorithms that consider single factors. In [12], Hussein et al. proposed flexible weighted clustering algorithm which is based on battery power. The basic goal of this algorithm is to prevent nodes having low battery power to be elected as CH. Another method proposed by Kaur and Singh [13] is strength based energy efficient algorithm, where a node with highest energy level is elected as CH. The main goal of this algorithm is to handle the CH election on the basis energy and signal levels.

The minimum ID clustering algorithm [14] was proposed by Lin and Gerla in 1995. In it, each node in the network corresponds to a unique ID number, and the node with the smallest ID number in the adjacent node is selected as cluster head. Gavalas et al. [15] proposed a clustering algorithm in which during clustering stage node IDs are assigned to every node based on weighted value of mobility and power consumption. A node having lowest ID is elected as a CH which controls the topology information and communication between nodes. Every node broadcast its ID by transmitting HELLO message to its neighboring nodes. Each node upon reception of Hello message from its neighbors, compares its ID with the other neighborhood nodes. If the node has the lowest ID among its neighboring nodes, it is elected as a CH. However frequent exchange of control messages can exhaust node’s power and slow down the efficiency of CH.

The lowest mobility clustering algorithm is used to select the node with the least mobility among adjacent nodes as cluster head. Ni et al. [16] proposed a mobility prediction based clustering algorithm by using estimation of speed of nodes relative to each other. Every node compiles the average relative speed of the neighboring nodes by exchanging Hello packets with each other. The node having lowest relative mobility is selected as a CH and other nodes become the cluster members. However the high mobility of nodes decreases the lifetime of CH. Aftab et al. [17] proposed a self-organization based clustering scheme using zone based group mobility. The algorithm uses the bio-inspired behavioral study of bird flocking for cluster formation and maintenance. Every node in the CH zone calculates the residual energy of other nodes and node having the highest residual energy is elected as a CH.

The highest node degree clustering algorithm [18] is based on the degree of connectivity needed for clustering, and selects the node with the appropriate number of neighboring nodes as cluster head by calculating the numbers of neighbors of nodes. Shi and Luo [19] proposed a mechanism of cluster based location aided dynamic source routing, where CH is elected based on the energy level, relative velocity and degree of connectivity. That UAV is elected as a CH which has higher energy level, low relative speed and a large number of neighbor nodes. Every UAV in a cluster maintains a neighbor table. In [20], mobility prediction clustering algorithm (MPCA) was proposed by Zang et al. for UAVs network. Link expiration time (LET) between
two UAVs, is calculated by adopting GPS information. LET is used to build trie-structure which refers to the lasting neighbor set of a UAV. The UAV having highest value of lasting neighbor set is elected as CH. MPCA is not efficient in energy consumption and it incurs more overhead in case of network maintenance.

Past research has generally assumed that the clustering environment is safe and reliable, and no node is compromised. However, when constructing the cluster structure of UAVs network, because its security policy cannot be formulated in the initialization stage, it is vulnerable to attackers [21]. The adaptive security weighted clustering algorithm (SWCA) [22] proposed by Ma et al. considers the connectivity, energy, mobility, and security of nodes and their neighbors, focusing on the security aspects of the network, but no improvements have been made to it with regard to energy and mobility. Jangra [23] proposed the authenticated routing protocol for ad-hoc networks (ARAN) that uses identity authentication and digital signature technology to ensure end-to-end authentication, message integrity, and non-repudiation between nodes. Sohail and Wang [24] proposed a trust-based routing protocol, three valued secure routing (3VSR), which employs the idea of sensing logic-based trust model to enhance the security solution of vehicular mobile ad-hoc networks.

These algorithms are not energy efficient pertaining the resource constraints of UAVs in FANET. They incur more overheads and have higher clustering time. The changing topology of limited resourced UAVs need efficient cluster head selection and cluster formation mechanism for effective and efficient communication in FANET. A method to improve the security of the UAVs network while reducing the complexity of node computation in the network and maximizing the balance of communication load through the secure network clustering algorithm is the focus of this paper.

3. Fundamental Knowledge

3.1 Clustered UAV Network

The clustered structure does not need to maintain complex routing information, and can quickly respond to changes in the system. It is applicable to scenarios with a large number of nodes and frequent node motion. Compared with the planar structure, the greater the number of nodes, the more advantageous is the clustering structure. Therefore, the structure of the clustered network conforms to the requirements of drone colony networking. There are three types of nodes in a UAVs clustering network: cluster heads, cluster members, and gateway nodes. The cluster head is responsible for managing the corresponding intra-cluster drone nodes, and the gateway node establishes communication between the clusters. A typical UAVs clustering network topology is shown in Fig. 1.

3.2 K-Means++ Algorithm

Owing to the frequent motion and wide distribution of the self-organizing UAVs network, the k-means or improved clustering algorithm is first used to divide the network into regions to make the hierarchical network more uniform [25]. The k-means algorithm divides the distributed nodes in the network into clusters. The steps are as follows:

Step1: Select each initial virtual center.

Step2: For each node, calculate the distance to every virtual initial center, and assign the node to the cluster of the nearest virtual center.
Step3: By using the mean method, update the virtual center of each cluster as the initial center of the next iteration.

Step4: For the virtual center of each cluster, if it is stable or moves by less than a given threshold after several iterations, pass the iteration; otherwise, returns to Step 2.

The k-means++ algorithm [26] calculates the positional data of all nodes before selecting the initial center, so that the distance between the selected initial centers is longest, and the iterative process of the clustering algorithm is therefore reduced.

3.3 Bayesian Trust Model

Bayesian theory is one of the commonly used theoretical foundations in trust evaluation. Based on the statistical learning in the system information, prior probability is used to estimate the unknown state of the system, and the Bayesian probability model is applied to modify the result. The state output at the next moment is predicted by calculating the expectation of the state probability distribution of the system.

The reputation distribution model is representative of Bayesian theory. Ismail et al. proposed an e-commerce credit model based on reputation distribution [27]. This model ensures that the credit model of each participant in commercial activities complies with a certain distribution, and assesses the confidence level of each participant by calculating the expectation. In research on the reputation-based framework for sensor networks confidence evaluation model, Ganeriwal and Srivastava [28] used mathematical calculations to confirm that information transmission between nodes in wireless sensor networks conforms to a certain distribution.

The probability density is defined as Equation 1:

\[
\text{Beta}(p|\alpha, \beta) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)} p^{\alpha - 1} (1 - p)^{\beta - 1}
\]

(1)

In the equation, \(\alpha, \beta\) are the results of the frequency of a pair of binary events \((x, y)\), and \(\Gamma(*)\) is the gamma function, and its definition on the set of real integers is: \(\Gamma(n) = (n - 1)!\). The constraints \(0 \leq p \leq 1, \alpha, \beta > 0\) are imposed on \(\alpha, \beta\) and Formula 2 is satisfied:
It has been proven that the Beta probability density conforms to Equation 3:

$$E(p) = \frac{\alpha}{\alpha + \beta}$$  \hspace{1cm} (3)

Consider an event with only two outputs \((x, y)\). Suppose that \(r, s\) are the frequencies of \(x, y\), respectively, in the results of observation. According to Bayesian theory, by setting the value defined in Equation 4, the predicted probability density of observing \(x\) at the \(n + 1\)-th instant can be expressed by the probability of the \(n\)-th observation.

$$\alpha = r + 1, \beta = s + 1 \quad r, s > 0$$  \hspace{1cm} (4)

According to research by Feng et al. [29], the Bayesian trust model when applied to wireless sensor networks can effectively detect malicious nodes in the network and resist routing-level attacks like the Hello flood. For the Bayesian trust model in a drone network, the trust value of a node can be calculated based on the expectation of the Beta distribution.

### 3.4 The Requirements of Secure Clustering Algorithm

The aim of the secure clustering algorithm is to construct and maintain a cluster set that can cover the entire network with low computational and communication overheads while supporting resource management and the routing protocols. But the introduction of security policies increases the complexity and computational cost of clustering algorithms, because of which a balance between security and efficiency is an ever-present challenge to secure clustering algorithms. This section summarizes the requirements of the secure clustering algorithm in term of performance and security by analyzing the characteristics of the self-organizing cluster drone network.

#### 3.4.1 Performance Requirements

The number of clustered nodes in the self-organizing UAVs network is large, and a long time may be needed to form a stable topology. Therefore, it is important to shorten the networking time and simplify the process of node clustering. Owing to the high relative speed of motion, and the frequent modification to network topology caused by a complex environment, it is possible for a node to join or leave the network at any time. This induces more packet loss and route reselection. Therefore, the clustering algorithm needs to not only form a more stable cluster structure, but also to minimize the number of cluster reconstructions. Strong robustness is also indispensable so that abnormal behavior by certain nodes has no significant impact on the entire network. The network resources of UAVs node is limited, because of which the network occupation of the generation and maintenance of the cluster structure should be minimized.
3.4.2 Security Requirements

Because of the lack of a management center and the difficulty of implementing a security authentication policy in an ad-hoc network, the secure clustering algorithm needs to perform entity authentication to ensure that no unauthorized node joins the network, and this certifies the source of the data as well. Wireless communication between drones is vulnerable to eavesdropping and tampering attacks to obtain secret information or damage the network topology. Therefore, to ensure the confidentiality and integrity of information transmission during the clustering process, the cluster head plays an important role in the network. Thus, the selected heads must have a high degree of credibility, because a large amount of secret information can be leaked otherwise. The topology of the self-organizing network changes dynamically, and nodes often join and exit it. The secure clustering algorithm must guarantee the safety of the forwarded data of the newly added nodes as well as the security of the backward data of the nodes that have exited. External nodes may be authorized in various ways to invade the network, steal secret information, or harm the network structure. The secure clustering algorithm thus needs to be able to detect and segregate malicious internal nodes before they can cause serious damage.

4. UAVs Clustering Algorithm Based on Trust Value

The proposed UAVs network clustering algorithm is composed of grid initialization, preliminary clustering, cluster head selection, and maintenance and update of the cluster structure. The procedure is sketched below.

![Fig. 2. Flow of UAVs network security clustering algorithm](image)

4.1 Security Measures of Clustering Algorithm

The cryptographic mechanism guarantees the confidentiality, integrity, authentication, availability, and non-repudiation of information in the clustering process through technologies for information encryption and decryption, digital signature, and identity authentication. In this paper, we encrypt the control messages in the clustering process to prevent information from being eavesdropped on, use signatures for key information in case of tampering attacks, and block unauthorized external nodes the through digital certificates. The password mechanism is very effective for resisting external attacks but cannot defend against internal attacks. The trust mechanism can be used not only to select cluster heads with higher credibility, but also to detect and isolate malicious internal nodes. The trust mechanism evaluates the credibility of a node in the network by calculating its reputation, and preferentially elects the node with higher credibility as cluster head. Referring to the idea of the weight-based clustering algorithm, and using the trust value as the principal parameter, the node with a larger trust value is more likely to be selected as cluster head, and is thus reliable.

Moreover, when the node’s trust value is below a certain threshold, it is regarded as malicious and is isolated. The trust mechanism cannot defend against external attacks but...
helps resist internal attacks. The security clustering algorithm proposed in this paper combines the advantages of the cryptographic mechanism and the trust mechanism to provide internal and external protection for the clustering process.

4.2 Grid Initialization

The target of the network initialization phase is to form the list of neighbors of nodes and collect the parameters required to construct the cluster. The nodes in the network need to exchange multiple HELLO messages periodically. On the one hand, it helps them declare their existence to the neighboring nodes; on the other, the HELLO message is used to obtain the attributes of neighboring nodes, and the parameters required for the subsequent selection of cluster heads and the formation of the neighbors’ list. The HELLO message of node $v_i$ has the following format:

\[ \{IP, Status, Neighbor\_table, Parameters, Timestamp\}_{vi} \]

The UAV cluster first assigns a unique IP address to each UAVs node before clustering, and performs the backup and update of the IP list at the task management base station. The Status field is used to mark the state of the node, which is initially NULL. The Neighbor_table packet contains the neighbor list of the node. Information concerning the neighborhood can be obtained by exchanging the neighbor list and checking for the existence of a given node in the neighbor list of its neighbor node, and whether the link between the neighboring node is unidirectional or bidirectional. The Parameters packet contains the ratio of residual energy, relative mobility, relative node degree, and trust, four parameters required for the selection of the cluster head. The UAVs node can also obtain geographical location through the GPS positioning device [30].

4.3 Initial Clustering

To divide the intra-cluster network more evenly, all nodes in the network are classified into relatively uniform clusters by the k-means++ algorithm before the cluster head selection phase. The k-means++ clustering algorithm converges quickly, and has good scalability. However, the following problems occur for the UAVs network:

1. The bandwidth of the UAVs communication module is limited. If the number of clusters is too large, the bandwidth cannot be fully exploited and inter-cluster node communication delay increases. If the number of clusters is too small, intra-cluster communication is congested owing to excessive load, affecting data link transmission.

2. In the cluster structure maintenance phase, the location of the UAVs node changes dynamically, and the motion of a node affects the stability of the inner structure of the cluster.

In view of the security- and performance-related requirements of the UAVs network, this section proposes an improved k-means++ initial clustering algorithm by using the number of clusters and node clustering. The improved k-means++ algorithm consist of the following steps:

**Step 1:** Determine the optimal number of clusters $K$ of the network based on the bandwidth.

**Step 2:** Calculate the positional data of all nodes, and select a scattered virtual initial center according to the result.

**Step 3:** Calculate the virtual distance of the link expiration time (LET) and the connection expiration time to the virtual initial center for any node, and assign the node to the cluster of the nearest virtual center;
Step 4: Use the mean method to update the virtual center of each cluster, and use it as the initial center of the next iteration.

Step 5: For the virtual center of each cluster, if its position is stable or it moves less than a given threshold after several iterations, jumps out of the iteration; otherwise, return to Step 3.

There are two improvements that need to be addressed in the below.

4.3.1 Determining the Optimal Number of Clusters Based on Bandwidth

Considering the load capacity of the UAV communication module, it is important to set an appropriate value $K$, that is, the number of clusters in the entire network. If the cluster’s head node covers too few nodes in the network, the bandwidth is not completely used, but if there are too many nodes in the overlaid network, congestion occurs owing to excessive load.

Suppose that $N$ is the total number of nodes, and $B_1, B_2$ are the bandwidths of node-to-node communication within a cluster and inter-cluster communication, respectively. The number of clusters of the entire network is $K$ and $\Delta$ is the number of network topologies. To achieve the best throughput and meet the requirements of network load balance, we refer to the average throughput calculation for nodes of an ad-hoc network proposed by Amorim et al. [31]. For any cluster, the upper bound of the average node throughput $R_{\text{inner}}$ of the intra-cluster network is:

$$R_{\text{inner}} = \frac{8}{\pi} \frac{B_1}{\Delta} \frac{N}{K}$$

The upper bound $R_{\text{external}}$ of the average throughput of inter-cluster communication is:

$$R_{\text{external}} = \frac{8}{\pi} \frac{B_2}{\Delta} \sqrt{\frac{K}{K}}$$

To attain a balance between intra-cluster and inter-cluster throughput, the following constraint must be considered:

$$\frac{K-1}{K} R_{\text{inner}} \leq R_{\text{external}}$$

The optimal number of clusters $K^*$ is achieved if this formula is the equation:

$$K^* = \frac{B_2}{B_1} \sqrt{N + 1}$$

Dividing the UAV network into $K^*$ clusters ensures the optimal use of network bandwidth.

4.3.2 LET Time Between Mobile Nodes

In the clustering iteration of the k-means++, the concept of the link expiration time (LET) between nodes is introduced. For a node $m$ to be clustered and a pseudo-central node $n$, consider the coordinates $(x_m, y_m)$ and $(x_n, y_n)$, speed vectors $(v_m, \theta_m)$ and $(v_n, \theta_n)$, and the maximum transmission distance $r$ of nodes. The distance between nodes is equal to the transmission radius $r$ after movement for the duration of the LET along their own directions. If the movement continues, the distance between the nodes exceeds the transmission radius $r$ and the transmission link is interrupted. The definition of $LET_{m,n}$ is shown in Fig. 3:
Fig. 3. Link expiration time of nodes

\[ r^2 = (aLET + b)^2 + (cLET + d)^2 \]  

(9)

where

\[ a = v_m \cos \theta_m - v_n \cos \theta_n \]  

(10)

\[ b = x_m - x_n \]  

(11)

\[ c = v_m \sin \theta_m - v_n \sin \theta_n \]  

(12)

\[ d = y_m - y_n \]  

(13)

Thus,

\[ LET_{m,n} = \frac{-(ab + cd) + \sqrt{(a^2 + c^2)r^2 - (ad - bc)^2}}{a^2 + c^2} \]  

(14)

In Step 2 of the k-means++ iteration to classify nodes into a certain cluster, a threshold \( T \) is set. When \( LET_{m,n} \) is greater than \( T \), the node to be clustered \( m \) is classified in cluster \( C_n \) with pseudo-central node \( n \); when \( LET_{m,n} \) is less than or equal to \( T \), \( m \) is regarded as a free node. A free node searches for its cluster again, and the \( LET_{m,n+1} \) between \( m \) and neighboring cluster \( C_{n+1} \) is calculated. If the direction of motion of \( m \) is toward cluster \( C_{n+1} \) and if \( LET_{m,n+1} > LET_{m,n} \), the node is assigned to cluster \( C_{n+1} \). Then, the iteration continues. But if the condition is not satisfied, cluster \( C_{n+1} \) is set as an alternative cluster for \( m \) for reference in the cluster head selection phase. The process is shown in Fig. 4.
Fig. 4. Flow chart of the clustering of the free nodes

Fig. 5 shows an example. Node 1 and Node 2 are free nodes of cluster $C_0$. For Node 1, as the moving direction $\theta_1$ is toward cluster $C_8$, the LET between Node 1 and $C_8$ is calculated, and the cluster it belongs to is reselected. Node 2 still belongs to cluster $C_0$ because $\theta_2$ does not point to any other cluster.

By clustering the network initially with refined k-means++, a list of information concerning the drone colony is created. Information from alternative nodes can be referred to during the cluster head selection phase, e.g., data on residual energy, relative mobility, and relative node degree.

4.4 Cluster Head Selection

Based on the initial refined division of the network into clusters by k-means++, nodes of each network cluster can negotiate internally to select the head node of each cluster to manage. But if a malicious node placed by an attacker is chosen as cluster head, the transmission function, the availability of the entire network and the confidentiality of the information in the cluster are affected. Therefore, in the process of cluster head selection, this paper proposes using the distributed trust value of nodes to perform pre-selection to detect and exclude malicious or compromised nodes in the network.
4.4.1 Improved Bayesian Trust Model

We apply the Bayesian trust model to the UAVs network. For any drone node $i$, if $i$ needs to communicate with node $j$, $i$ calculates its integrated trust value. This requires reference to the direct trust value fed back by node $j$ and the recommended trust value fed back to $i$ by other nodes in the same cluster.

If only the direct trust value fed back by node $j$ is considered, assuming that the number of normal routing behaviors of the node is $\alpha_{i,j}$ and that of abnormal routing behaviors is $\beta_{i,j}$, Beta distribution fitting is performed to obtain the trust value $T_{i,j}$ of node $i$ for node $j$:

$$T_{i,j} = E(Beta(\alpha_{i,j}+1, \beta_{i,j}+1)) = \frac{\alpha_{i,j}+1}{\alpha_{i,j}+\beta_{i,j}+1}$$

(15)

However, a reputation system that relies solely on direct trust values has a very long convergence time [16], and if node $j$ is a compromised node, node $i$ is vulnerable to attacks from it. In this paper, we introduce the concept of the recommendation trust value. A neighboring node sends the trust table of node $j$ to node $i$ for reference as the recommendation trust value, and this is used to calculate total trust value $T_{i,j}$. Assume that the node receives the recommended trust value from $N-2$ nodes ($i$ and $j$ excluded) of the same cluster, $S(\bar{r}_{k,j})$ and $S(\bar{s}_{k,j})$ ($k \in [1,N-2]$), where $\bar{r}_{k,j}$ is the number of normal route behaviors) are the numbers of normal routing behaviors, $\bar{s}_{k,j}$ is the number of abnormal route behaviors, and the trust list of node $i$ has already recorded the direct trust value of node $j$ in the previous $n$ iterations. According to the number of normal routing behaviors $\bar{r}_{k,j}$ and the number of abnormal routing behaviors $\bar{s}_{k,j}$ of node $j$ in the iteration, node $i$ calculates the trust value of node $j$ according to the following formula:

$$\alpha_{i,j}^{\text{new}} = \omega \times \alpha_{i,j} + \bar{r}_{i,j} + \sum_{k \in N} S(\bar{r}_{k,j})$$

(16)

$$\beta_{i,j}^{\text{new}} = \omega \times \beta_{i,j} + \bar{s}_{i,j} + \sum_{k \in N} S(\bar{s}_{k,j})$$

(17)

$$T_{i,j}^{\text{new}} = E(Beta(\alpha_{i,j}^{\text{new}}+1, \beta_{i,j}^{\text{new}}+1))$$

(18)

Where $\omega$ is the forgetting factor, $\omega \in (0,1)$. Because the influence of the historical trust value is weakened, the malicious node cannot become the cluster head node by accumulating trust value. To emphasize the importance of recent interactions in the calculation of trust values, this paper sets the forgetting factor as a function of the number of rounds $n$.

At the same time, to prevent the recommended node from launching a bad-mouthing attack, which is to provide a false trust recommendation value to reduce the trust value of a good node or enhance that of a malicious node in collusion, we used Dempster-Shafer trust theory [32]. By establishing a model of the recommendation trust value, the weight of the trust value directly observed by node $i$ indirectly increases, and the resistance of the overall network to the malicious smash attack improves.
4.4.2 The Process of Cluster Head Election

4.4.2.1 Trust Value Initialization

When the network is set up, there is no historical interaction behavior for reference, and all nodes are set to the same trust value in the initial phase. The values range from zero to one and the default value is one. After updating the communication statistics, the trust value of malicious nodes inserted by attackers gradually decrease from one, where the rate of decline depends on the parameters of the model. The trust value of normal nodes gradually approaches one and becomes steady after short-term fluctuations.

4.4.2.2 Updating Trust Value

At the beginning of each cluster head selection phase, every node updates the trust value of its neighboring nodes. For instance, Fig. 6 shows the process to update $T_{i,j}$, the trust value of node $i$ for node $j$:

1. Node $i$ retrieves the historical trust value of node $j$ stored in the trust list.
2. Node $i$ sends $m$ data packets with $k+1$ target nodes to $j$, and saves the packets in its own buffer. The setting of $m$ depends on the security level requirement. This value is then compared with the monitored routing packet broadcasted by node $j$. If the packets are in accordance, the number of normal behaviors are increased by one, and the buffer area of node $i$ is cleared. If the packets stay for too long in the buffer or do not match, the number of abnormal behaviors of the node is increased by one. Finally, the correct direct trust value is calculated in conjunction with 2.1.
3. Other neighbor nodes send their recommended trust values of node $j$ to node $i$. 

\[
S(r_{k,i}) = \frac{2\alpha_{i,k}r_{k,j}}{(\beta_{i,j} + 2)(r_{k,j} + s_{k,j} + 2)(2\alpha_{i,k})} \quad (19)
\]

\[
S(s_{k,i}) = \frac{2\alpha_{i,k}s_{k,j}}{(\beta_{i,j} + 2)(r_{k,j} + s_{k,j} + 2)(2\alpha_{i,k})} \quad (20)
\]
2.4) Based on the above information, node \( i \) calculates the comprehensive trust value of node \( j \) and modifies the record in the trust list.

### 4.4.2.3 Formation of Secure Cluster Head List

Through the base station or the cluster head node of the previous step, according to the trust list constructed previously, a selection based on the trust value is implemented. Drones that have been subjected to external attacks and turned into malicious nodes are filtered and eliminated in this step, and the security cluster head list is thus obtained.

3.1) Set the security threshold \( S \) of the network, \( S \in (0, 1) \). All nodes with trust values below threshold \( S \) are switched to the pending state and no longer participate in the election of the cluster head node, nor are they used for multi-hop communication.

3.2) Calculate \( Ave \), the mean trust value of all nodes in each cluster. Set the node with trust value \( T_{i,j}^{\text{new}} > Ave \) as a secure candidate node and store it in the list of candidate secure cluster heads. Send it to the base station to update the routing state database.

### 4.4.2.4 Comprehensive Determination of Cluster Head Node

After obtaining the secure cluster head list, the algorithm considers the residual energy ratio, relative mobility, and relative node degree to comprehensively calculate the security weights of the node. The node with largest weight is selected as cluster head node.

---

**Fig. 7.** Cluster head selection algorithm
The weight $W_{v_i}$ of node $v_i$ is calculated as follows:

$$W_{v_i} = w_1D_{v_i} + w_2E_{v_i} + w_3M_{v_i}$$  \hspace{1cm} (21)

Where $w_1 + w_2 + w_3 = 1$, and $D_{v_i}$, $E_{v_i}$, and $M_{v_i}$ represent the relative node degree, residual energy ratio, and relative mobility, respectively.

During cluster head selection, the security cluster head list is first formed according to trust value, and the node with the largest weight in the list is designated as the cluster head. If two nodes have the same weight, the one with the largest residual energy ratio is chosen as cluster head. If the residual energy ratio of the two nodes is also identical, the one with the smallest ID is chosen as cluster head [33]. The cluster head selection algorithm is presented in Fig. 7.

4.5 Maintaining and Updating Cluster Heads

While clustering the network, violent node movement results in frequent variation of the cluster, which may in turn lead to the cluster head being updated and network structure being reconfigured. This incurs a large routing overhead and increases the computational load. A reasonable cluster maintenance mechanism is thus necessary to minimize clustering overhead and maintain cluster stability. The cluster maintenance mechanism features the following three rules.

4.5.1 Exiting of Old Node

If a member node does not receive the HELLO message containing cluster head ID information, or if it does not receive the HELLO message periodically broadcast by this node, it can be inferred that the node is not in the range of maximum communication of the cluster head, and should be removed. Moreover, according to the periodic assessment of the comprehensive trust value, nodes with trust values lower than threshold are determined to be malicious, and should be deleted from the cluster. To ensure that an exiting node cannot obtain the message after being removed is to ensure the backward security of the information. The cluster head needs to update the cluster key by generating a new key and encrypting it with the session key shared with each member and unicast to each member node.

4.5.2 Adding a Node

The new nodes include those newly added to the network and re-entering from other clusters because of distance. A new node attempting to join a cluster, does not influence the status of the cluster head, even if it yields better performance [34]. Furthermore, to prevent a new node from obtaining messages before its entrance and guarantee the forward security of the information, once a new node joins the cluster, the cluster head needs to update the cluster key by generating a new key that is encrypted by the session key shared by each member (including the new node), and unicast to each member node.

4.5.3 Changing Cluster Head

When the cluster head does not receive the HELLO message containing member ID information in the cluster, or if it exits the network for other reasons, it gives up its position as cluster head. At this time, members of the cluster are restored.
5. Simulation and Verification

In this section, we used the Python Spyder environment to simulate the initial clustering of static UAVs network and subsequently evaluate the trust values. We implemented a dynamic simulation by using MATLAB on the Python interface, and finally used Python scripts to measure the indicators of statistical performance. The experimental hardware platform was the Intel Core I7-5700 workstation.

5.1 Simulation and Analysis of Improved K-Means++ Initial Clustering Algorithm

We simulated a network of 150 nodes in a three-dimensional space of $6 \text{ km} \times 6 \text{ km} \times 1 \text{ km}$ using a Python script. Assuming that the maximum communication distance was 1000 m, the ratio of intra-cluster bandwidth to inter-cluster bandwidth was 1:2. The optimal number of clusters calculated in this case was seven. The results are shown in Fig. 8. The free node threshold $T$ was set to 20 s, and the node with the asterisk arrow is the free node obtained by iteration.

![Fig. 8. Schematic diagram of initial clustering based on improved k-means++]

Through the analysis of the results of the simulation of the initial clustering, we found that the improved k-means++ algorithm had the following three advantages: (1) The structures of the seven clusters were reasonable and evenly divided, which facilitated the subsequent maintenance and management of the cluster structure. (2) The numbers of object nodes in each cluster were relatively close to one another, almost all in the interval of 15-25. This distribution of nodes led to continued uniform utilization of the bandwidth and ensured the stability of the cluster structure under dynamic changes. (3) Only a minority of nodes were free, and most were in the edge region of each cluster. Thus, the complexity of the clustering algorithm was reduced to some extent, and the efficiency of clustering thus improved.

The statistics of the relationship between the free threshold $T$ and the total number of free nodes are shown in Fig. 9. At a fixed free threshold, the higher the average speed of the nodes, the greater the total number of free nodes because this made the network more dynamic, and
increased the uncertainty of node ownership. This result indicates that the improved k-means++ algorithm can effectively reflect dynamic changes in UAVs network clustering.

A comparison between the improved algorithm and the k-means++ algorithm is shown in Fig. 10. The improved algorithm had a shorter convergence time for the same network communication bandwidth ratio. At a bandwidth ratio of 1:2, for example, the convergence time of the improved algorithm was 0.65 s and that of the k-means++ algorithm was 0.95 s. In case of an identical number of clusters and convergence time, the bandwidth ratio of the improved algorithm was higher, and consequently the bandwidth requirement for communication within the cluster was lower in the cluster communication process. For example, if the number of clusters was 10 and the convergence time was 0.75 s, the bandwidth ratio required by the improved algorithm was 1:2.2 and that required by the k-means++ algorithm was 1:1.6.

5.2 Simulation and Analysis of Cluster Head Selection Algorithm

In this section, a simulation of cluster head selection based on the improved Bayesian model was performed on the initial clustering results of the improved k-means++ algorithm. Because the cluster head selection algorithm proposed in this paper is based on the premise of the existence of a malicious node, its generality is well preserved. We assume that the rate of
malicious nodes is $R_{\text{mal}}$, and malicious nodes randomly initiate selective forwarding or denial-of-service attacks.

We wrote a Python script to count the number of normal and abnormal behaviors between network nodes, and used the improved Bayesian model cluster head selection algorithm to monitor and update the initial cluster heads of the network. By setting the malicious node rate $R_{\text{mal}}$ sequentially to 20%, 40% and 60%, and assuming that a malicious node initiated a route attack in the fourth round, we obtained the relationship between the comprehensive trust value of the malicious node and the number of communication rounds as shown in Fig. 11.

**Fig. 11.** Comparison of changes in the comprehensive trust value of malicious nodes (different rates of malicious nodes).

Fig. 11 shows that starting from the fourth round, the higher the rate of malicious nodes, the more quickly the Bayesian model that comprehensively recommends the trust value could reduce the total trust value of the malicious node. This model thus more promptly identified and eliminated malicious nodes, and prevented the capture of the cluster head.

To weaken dependence on the historical trust values of nodes, a forgetting factor $\omega$ is introduced to the improved Bayesian model proposed in this paper to avoid malicious nodes from being selected as cluster heads by accumulating a higher historical trust value. The forgetting factor is a function of the number of communication rounds $n$. To compare how the different forgetting factor configurations affect the calculation of the integrated trust value, different forgetting factor functions $\omega(n)$ were set to calculate the comprehensive trust value at a malicious node rate of $R_{\text{mal}} = 40\%$. Because the forgetting factor is a function of the number of rounds, the average function value was used as the comparison parameter. The relationship between the comprehensive trust value and the number of communication rounds under different averages is shown in Fig. 12.
As shown in Fig. 12, after four rounds of attacks, the lower average value of the forgetting factor decreased with the comprehensive trust value. Note also that, because to the Bayesian trust model’s requirement for the reference to the historical trust value as basis for identifying a malicious node, in case of a low average forgetting factor, such situations such as communication interference can be easily mistaken as a malicious node attack, which reduces the accuracy of the model in identifying malicious behavior. In the case of a relatively high average forgetting factor, the comprehensive trust value decreases more quickly, which helps better identify the attack behavior of malicious nodes in the given round of communication. Therefore, for the integrated drone network cluster head selection algorithm, a higher average value of the forgetting factor is necessary.

5.3 Performance Comparison

The security and stability of the network is also an important criterion to assess the advantages and disadvantages of a clustering algorithm. In this section, the cluster head selection algorithm based on the improved Bayesian model proposed is compared with MPCA[20], SWCA[22] and 3VSR[24] through simulation analysis. We assumed that the number of malicious nodes is 0-50, and the application communication data monitoring module was applied to collect the data delivery rate of all nodes. The total time for the simulation was 500 s, and the results are shown in Fig. 13.
Fig. 13. Comparison of changes in rate of data delivery under different attack pattern:
(a) Malicious node attack. (b) DoS node attack.

Fig. 13a shows that due to selective forwarding attacks by malicious nodes on the network, the data delivery rate began to decline rapidly. In case a malicious node is selected as cluster head, the data delivery rate drops more quickly. Since our election algorithm has better ability to detect and tackle malicious attacks it outperform other algorithms. Similarly, the rate of data delivery is higher in our algorithm under DoS node attack pattern as can be seen in Fig. 13b. Since our algorithm uses improved bayesian trust model to discover and isolated DoS nodes in time, then the rate of data delivery can be maintained above 90%.

Computational cost is also an important factor that needs to be considered for clustering algorithms. Comparing SWCA[22] and 3VSR[24] with the proposed cluster head selection algorithm, the relationship between the average time needed to eliminate malicious nodes is shown in Fig. 14. To ensure fairness, we assumed that the malicious node rate $R_{mal}$ was 40% for the simulated UAVs network.

Fig. 14. Comparison of calculated time changes

As shown in the Fig. 14, the cluster head selection algorithm proposed in this paper cost less than other algorithms in terms of the time needed to locate and eliminate malicious nodes. For a small-scale network, it can save approximately 50.6% time. As the number of nodes increased, the culling time needed by 3VSR and SWCA increased at a higher rate. Thus, the proposed algorithm is more efficient. For example, in a network with a 350 nodes, the average time taken by the clustering algorithm proposed in this paper to identify malicious nodes was only 1/3 of the time taken by SWCA.
6. Conclusion

In this paper, focusing on highly dynamic UAVs network, we proposed an improved k-means++ clustering algorithm for the cluster head selection process in hierarchical UAVs network. We developed a trust clustering algorithm that could eliminate malicious nodes, and was suitable for UAVs network with limited computing power by enhancing the Bayesian model. The results of simulation indicated that the improved k-means++ clustering algorithm could be applied to quickly moving UAVs network, providing a stable initial clustering structure for the subsequent cluster head election and update. The secure clustering algorithm based on trust value efficiently identified malicious nodes and excluded them from cluster selection process to enhance the probability that a normal drone node was selected as cluster head. The results of comparison with the other three existing approaches showed that the cluster head selection algorithm based on the improved Bayesian model required fewer computational resources, and had higher network security and stability.
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