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Abstract
We study the pressure of the “edge-triangle model”, which is equivalent to the cumulant generating function of triangles in the Erdös–Rényi random graph. The investigation involves a population dynamics method on finite graphs of increasing volume, as well as a discretization of the graphon variational problem arising in the infinite volume limit. As a result, we locate a curve in the parameter space where a one-step replica symmetry breaking transition occurs. Sampling a large graph in the broken symmetry phase is well described by a graphon with a structure very close to the one of an equi-bipartite graph.
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1 Introduction
Sampling random graphs with prescribed macroscopic properties (such as a given density of certain subgraphs) received considerable attention in recent years. From a statistical physics perspective, one can think of two procedures:
– the micro-canonical ensemble, where the sampling is performed with a uniform distribution over the set of all graphs that satisfy the macroscopic constraint exactly;
– the canonical ensemble, where the sampling is done with respect to a larger set of graphs that satisfies the macroscopic constraint only on average.

Communicated by Pierpaolo Vivo.
We shall discuss here the simplest non trivial case, i.e. the constraint is on the number of edges and the number of triangles in the graph. In the micro-canonical ensemble these numbers are prescribed exactly. The canonical ensemble is instead provided by the so-called edge-triangle model, which is defined by the Boltzmann-Gibbs distribution in which one tunes the average density of edges and the average density of triangles by varying the corresponding conjugate parameters. The edge-triangle model is in turn the simplest example of the more general exponential random graph class of models, in which one introduces several parameters to control the density of an arbitrary set of subgraphs.

Whereas the equivalence in the thermodynamic limit of micro-canonical and canonical ensemble is true for several physical systems of interest (often the system is then studied in the canonical ensemble, that is usually more analytically tractable than the micro-canonical one), for random graphs it has been shown that such equivalence can not be taken for granted. In particular [18] identified a region of values for the densities of edges and triangles where there is ensemble inequivalence, as measured by a positive relative entropy between the micro-canonical and canonical measures. In this paper we address the following problem:

How does a large graph look like when it is sampled from the edge-triangle model (i.e. imposing some given average values for the densities of edges and triangle)? Does the sampling from the edge-triangle model give the same result of the sampling with respect to the microcanonical ensemble (i.e. imposing some given exact values of edge and triangle densities)?

1.1 The Edge-Triangle Model and the Erdös–Rényi Random Graph

To define the setting, let us consider a graph with \( n \) vertices, that we identify with the elements of the set \( [n] = \{1, 2, 3, \ldots, n\} \). We shall describe the graph using its adjacency matrix \( x = (x_{i,j})_{i,j \in [n]} \), defined as follows: the entry \( x_{i,j} = 1 \) if the edge connecting vertex \( i \) with vertex \( j \) is present, and \( x_{i,j} = 0 \) otherwise. Since the graphs considered in this paper are undirected and without loops, the adjacency matrices will be always symmetric, with 0 or 1 entries and zeros on the diagonal. We will denote by \( \mathcal{X}_n \) the set of adjacency matrices of size \( n \), and we also define for later use \( \mathcal{X} = \bigcup_{n \geq 2} \mathcal{X}_n \) the set of adjacency matrices of all sizes. The number of edges and triangles in a graph represented by a matrix \( x \in \mathcal{X}_n \) is given by

\[
E_n(x) = \sum_{1 \leq i < j \leq n} x_{i,j} \quad \quad T_n(x) = \sum_{1 \leq i < j < k \leq n} x_{i,j}x_{j,k}x_{k,i}.
\]

(1)

The previous quantities result in random variables if the graph is a random graph, i.e. if it is sampled from the set of \( 2^{\binom{n}{2}} \) undirected simple graphs with \( n \) vertices according to some probability distribution. The simplest possible distribution is the so-called Erdös–Rényi model, where each pair of vertices is connected with probability \( p > 0 \), independently of the other pairs. Thus, in the Erdös–Rényi case the entries of the adjacency matrix, \( x = (x_{i,j})_{i,j \in [n]} \), form a set of independent identically distributed (i.i.d.) Bernoulli variables with \( \mathbb{P}(x_{i,j} = 1) = p \). In spite of the simple probabilistic set-up the large deviation principle for the Erdös–Rényi graph is far from simple and has been developed only in recent years [12–14,16,17,25–28,35]. In particular, it has been found that the large deviation function may be non-convex.

The exponential random graph model is devised to enhance or decrease the probability of specific geometric structures in the random graph. Here we define the edge-triangle model that involves only triangles and edges [29]. Let \( \beta_1, \beta_2 \in \mathbb{R} \), then the probability of a graph
with adjacency matrix $x \in X_n$ in the edge-triangle model is given by:

$$v_n(x) = \frac{\exp \left( \frac{6\beta_2}{n} T_n(x) + 2\beta_1 E_n(x) \right)}{Z_n(\beta_1, \beta_2)},$$  \hspace{1cm} (2)

where $Z_n(\beta_1, \beta_2)$ is the partition function, i.e. the normalizing factor

$$Z_n(\beta_1, \beta_2) = \sum_{x \in X_n} \exp \left( \frac{6\beta_2}{n} T_n(x) + 2\beta_1 E_n(x) \right).$$  \hspace{1cm} (3)

The factors 6 and 2 are conventional in the definition and account for the permutations of 3 vertices of a triangle and the 2 vertices of an edge. The Erdös–Rényi model with parameter $0 < p < 1$ is embedded in the edge-triangle model, since its distribution:

$$v_{nER}(x) = \prod_{1 \leq i < j \leq n} p^{x_{i,j}} (1-p)^{1-x_{i,j}} = (1-p)^{\binom{n}{2}} e^{h_p E_n(x)},$$  \hspace{1cm} (4)

where $h_p := \log \frac{p}{1-p}$, can be obtained from (2) by setting $\beta_1 = h_p/2$ and $\beta_2 = 0$. If $\beta_2 > 0$ the probability of finding triangles is enhanced with respect to the Erdös–Rényi case, while it is decreased if $\beta_2 < 0$. In the limiting case $\beta_2 \to -\infty$ the edge-triangle model (2) gives zero probability to graphs containing triangles.

A key quantity in the study of the thermodynamic properties is the pressure, that at finite volume is defined as

$$\psi_n(\beta_1, \beta_2) = \frac{1}{n^2} \ln Z_n(\beta_1, \beta_2).$$  \hspace{1cm} (5)

By taking derivatives with respect to the model parameters one computes the averages of the edge density $e = 2E_n/n^2$ and of the triangle density $t = 6T_n/n^3$:

$$\langle e \rangle_n = \frac{\partial \psi_n}{\partial \beta_1}, \quad \langle t \rangle_n = \frac{\partial \psi_n}{\partial \beta_2},$$  \hspace{1cm} (6)

where $\langle \cdot \rangle_n$ denotes expectation w.r.t. the measure $v_n$ defined in (2). We shall be interested in the behavior of very large graphs which mathematically is described by the (thermodynamic) limit $n \to \infty$. General convexity arguments imply that the thermodynamic limit is well defined, so that the infinite volume pressure exists

$$\psi(\beta_1, \beta_2) := \lim_{n \to \infty} \frac{1}{n^2} \ln Z_n(\beta_1, \beta_2),$$  \hspace{1cm} (7)

and by Lebesgue dominated convergence limits and derivatives can be interchanged so that the relation (6) gives in the thermodynamic limit

$$\langle e \rangle = \frac{\partial \psi}{\partial \beta_1}, \quad \langle t \rangle = \frac{\partial \psi}{\partial \beta_2},$$  \hspace{1cm} (8)

where $\langle e \rangle = \lim_{n \to \infty} \langle e \rangle_n$ and $\langle t \rangle = \lim_{n \to \infty} \langle t \rangle_n$. We shall work with the parametrization $(\beta_1, \beta_2) = (h_p/2, \alpha/6)$ where we recall $h_p = \log \frac{p}{1-p}$ and $0 < p < 1$. In this way the pressure of the edge-triangle model can be read as the cumulant generating function of the number of triangles in the Erdös–Rényi random graph. In other words, defining

$$\mu_{n,p}(\alpha) := \frac{1}{\binom{n}{2}} \log \left( \exp \left( \frac{x}{n} T_n(X) \right) \right)^{ER}, \quad \alpha \in \mathbb{R},$$  \hspace{1cm} (9)
where $\langle \cdot \rangle_n^{ER}$ denotes the expectation w.r.t. the measure $\nu_n^{ER}$, by a simple computation one can show that

$$\mu_{n,p}(\alpha) = \ln(1 - p) + 2\psi_n \left( \frac{h_p}{2}, \frac{\alpha}{6} \right).$$

(10)

Thus, studying the cumulant generating function of the number of triangles in the Erdős–Rényi random graph is equivalent to studying the pressure of the edge-triangle model.

To the best of our knowledge, the sampling from the canonical ensemble has been investigated only in a limited region of the parameters $(\beta_1, \beta_2)$, see the review of known results in Sect. 2.1. It is the aim of this paper to conduct a systematic exploration of the full parameter space by means of numerical simulations.

### 1.2 Main Results and Paper Organization

We investigate the sampling from the canonical ensemble by studying the pressure of the edge-triangle model, or equivalently the cumulant generating function $\mu_{p}(\alpha)$ of triangles in the Erdős–Rényi model with parameter $p$. We perform numerical simulations for finite graphs and compare them to the variational formulation describing the infinite volume. Our main results are the following:

- We shall collect multiple evidences that the structure of graphs in the canonical ensemble has only two possibilities: it is either the constant graphon describing the Erdős–Rényi graph (i.e. independent edges, yet with a modified parameter for the probability of edges accounting for the imposed number of triangles) or it is the graphon describing the 1-step replica symmetric breaking solution (generalizing the bipartite random graphs that is known to be the exact solution for $\alpha \to -\infty$).

- By means of different numerical analysis (“cloning” method for a direct measurement and “gradient” method for the solution of the pressure variational problem) we shall identify a curve $\alpha_c(p)$ in the plane $(p, \alpha)$ separating these two regimes called, respectively, the replica symmetric phase and the replica symmetry broken phase.

- We do not have a proof that replica symmetry broken phase $\alpha < \alpha_c(p)$ is entirely described by the 1-step replica symmetric breaking solution. However, in contrast to the microcanonical sampling, our numerical analysis suggests that in the description of the canonical sampling no higher level of replica symmetry breaking is required. As a consequence of the numerical analysis the value $\alpha_c(p)$ may be identified as a bona-fide critical value for a 1-step replica symmetry breaking transition.

A remark is worth here on why we call the “replica symmetry broken phase” the region of graph parameters where the solution is not homogeneous over the graph. Although replicas do not appear in our analysis, we shall see that the optimizers of the variation problem yielding the solution have the typical block-structure of the “overlap matrix” in the replica symmetry broken phase of spin glasses.

The paper is structured as follows:

- In Sect. 2 we review the variational formulation of the pressure. We recall the results that are known in the literature for the solution of the variational problem and describe the 1-step replica symmetry breaking solution.

- In Sect. 3 we present the numerical analysis of the finite volume pressure based on the “cloning method”, which is a population dynamics algorithm.
– In Sect. 4 we solve a discretized version of the variational problem in the infinite volume by a gradient projection method. Here we do not fix a-priori a specific structure for the optimal graphon.
– In Sect. 5 we solve the variational problem restricted to a specific class of graphons, those corresponding to the 1-step replica symmetry breaking solution.

We will argue that the results of Sects. 4 and 5 coincide (within numeral accuracy) and they are well approximated by the finite volume direct measurements of Sect. 3. Finally, Sect. 6 contains the conclusion and some perspectives of this work on the problem of ensemble inequivalence.

2 Variational Formulation

2.1 Review of Known Results

The theory of graph limits \([8–10,23,24]\) relies on the notion of graphon, which describes a random graph in the limit \(n \to \infty\). A graphon is defined as a bounded Borel measurable function \(f : [0, 1]^2 \to [0, 1]\) that satisfies \(f(x, y) = f(y, x)\) for all \(x, y \in [0, 1]\). The idea behind this definition is a mapping of a graph to the unitary square: intuitively the interval \([0, 1]\) represents a continuum of vertices and \(f(x, y)\) is associated to the probability of connecting with an edge two vertices \(x\) and \(y\). For example, the graphon describing the Erdös-Rényi random graph with parameter \(p\) is the constant function \(f\) identically equal to \(p\). The set of graphons is denoted by \(W\). On this set an equivalence relation is introduced according to which \(f, g \in W\) are equivalent if there exists a bijection \(\sigma : [0, 1] \to [0, 1]\) such that \(\sigma\) and \(\sigma^{-1}\) are Borel measurable and preserve the Lebesgue measure, such that \(g(x, y) = f(\sigma(x), \sigma(y))\). The set of equivalence classes is denoted by \(\tilde{W}\), while \(\tilde{f}\) is the equivalence class containing \(f \in W\).

In reviewing the known results in the thermodynamic limit, we follow here \([15]\) (for a more general overview of large deviations for random graph see \([12]\)). The thermodynamic limit of the pressure of the edge-triangle model is given by \([15, \text{Theorem 3.1}]\)

\[
\psi \left( \frac{h_p}{2}, \frac{\alpha}{6} \right) = \frac{1}{2} \sup_{f \in \tilde{W}} \left[ \alpha \frac{t(\tilde{f})}{3} - I_p(\tilde{f}) \right] - \frac{\ln(1 - p)}{2},
\]

where \(t(\tilde{f})\), the density of triangles in \(\tilde{f}\), is

\[
t(\tilde{f}) = \int_0^1 \int_0^1 \int_0^1 f(x, y) f(y, z) f(z, x) \, dx \, dy \, dz,
\]

and the entropic term is

\[
I_p(\tilde{f}) = \int_0^1 \int_0^1 I_p(f(x, y)) \, dx \, dy.
\]

Here \(f\) is a representative element of the equivalence class \(\tilde{f}\) and \(I_p(u)\) for \(u \in [0, 1]\) denotes the Bernoulli relative entropy

\[
I_p(u) := u \ln \frac{u}{p} + (1 - u) \ln \frac{1 - u}{1 - p}.
\]
Then, from (10) and (11) we get

$$
\mu_p(\alpha) := \lim_{n \to \infty} \mu_{n,p}(\alpha) = \sup_{f \in \tilde{W}} H(\tilde{f}),
$$

(15)

with

$$
H(\tilde{f}) = \alpha \frac{t(\tilde{f})}{3} - I_p(\tilde{f}).
$$

(16)

When the set of maximizers only consists of constant functions we say that we are in the **replica symmetric** phase. Conversely, if the elements of the maximizing set are non-constant functions, then we say that we are in the **replica symmetry breaking** phase.

The infinite-dimensional variational problem (15), involving the non-linear functional $H$, has been analytically solved only in a region of the parameter values. In particular [15, Theorem 6.2] proves that for all $0 < p < 1$ the system is in the replica symmetric phase for $\alpha > -2$. The variational problem is then reduced to a scalar one, see [15, Theorem 4.1], i.e. for $\alpha > -2$ we have

$$
\sup_{0 \leq u \leq 1} \left[ \frac{u^3}{3} - I_p(u) \right] = \frac{(u^*(\alpha))^3}{3} - I_p(u^*(\alpha)) =: \mu_p^{RS}(\alpha),
$$

(17)

where $u^*(\alpha)$ is the optimizer that solves the fixed-point equation:

$$
\frac{e^{\alpha u^2 + h_p}}{e^{\alpha u^2 + h_p} + 1} = u, \quad u \in [0, 1].
$$

(18)

From this, one infers that for $\alpha > -2$ a graph sampled from the edge-triangle model in the limit $n \to \infty$ will look like an Erdös–Rényi random graph with parameter $u^*(\alpha)$, i.e. edges are independent from each others and present with a probability $u^*(\alpha)$ (we refer to [5,15] for the precise statement).

As for the region $-\infty < \alpha \leq -2$ the solution of the variational problem (16) is unknown. The Euler-Lagrange equation giving the stationarity condition are given by the following equation, which is the generalization of (18) to the case of non constant functions [15, Theorem 6.1]:

$$
f(x, y) = \frac{\exp(\alpha \int_0^1 f(x, z) f(z, y) dz + h_p)}{\exp(\alpha \int_0^1 f(x, z) f(z, y) dz + h_p) + 1}.
$$

(19)

It has been proved that for $\alpha$ small enough, a graph sampled from the edge-triangle model no longer resembles an Erdös–Rényi graph. In particular [15, Theorem 6.3] shows that for $\alpha$ small enough (and for any value of $p$) the functional $H(\tilde{f})$ is not maximized at any constant function. This result is based on the fact [15, Theorem 7.1] that one actually proves that in the limit $\alpha \to -\infty$, the solution of the variational problem (15) is provided by the so-called **equi-bipartite graphon** defined as

$$
g(x, y) := \begin{cases} 
0 & \text{if} \quad (x, y) \in [0, \frac{1}{2}]^2 \cup [\frac{1}{2}, 1]^2 \\
p & \text{if} \quad (x, y) \in [0, \frac{1}{2}] \times [\frac{1}{2}, 1] \cup [\frac{1}{2}, 1] \times [0, \frac{1}{2}],
\end{cases}
$$

(20)

and in this limit one has

$$
\lim_{\alpha \to -\infty} \mu_p(\alpha) = H(g) = \frac{1}{2} \ln(1 - p) =: \mu_p.
$$

(21)
For later use, we remark that using the constant graphon $f_\alpha$ defined by $f_\alpha(x, y) = u^*(\alpha)$ for all $x, y \in [0, 1]^2$, one obtains

$$\lim_{\alpha \to -\infty} \mu^R S_p(\alpha) = \lim_{\alpha \to -\infty} H(f_\alpha) = \ln(1 - p) := \hat{\mu}^R S_p.$$  \hfill (22)

Thus, in the limit $\alpha \to -\infty$ the replica symmetric solution is wrong by a factor 2.

## 2.2 A Conjecture

The graphon (20) is the infinite volume correspondent of the equi-bipartite graph. In the latter the $n$ vertices are partitioned into two disjoint sets of equal size with no edges connecting two vertices belonging to the same set. Clearly, in such a graph triangles do not exist (more generally bipartite graphs do not contain odd cycles [7, Theorem 4]). Analogously, the density of triangles in the equi-bipartite graphon (20) vanishes since $t(g) = 0$. Thus, as expected, the edge-triangle model in the limit $\alpha \to - \infty$ is free of triangles.

Guided by the results of our numerical analysis that we illustrate below, we conjecture that for any fixed $0 < p < 1$, there exists a unique finite and negative value $\alpha_c(p)$ such that, crossing $\alpha_c(p)$ from above, the optimizer of $H$ defined in (16) switches from the constant function $f_\alpha$, identically equal to the solution of the fixed-point equation (18), to the graphon:

$$g_\alpha(x, y) := \begin{cases} p_1(\alpha) & \text{if } (x, y) \in [0, \frac{1}{2}]^2 \cup [\frac{1}{2}, 1]^2, \\ p_2(\alpha) & \text{if } (x, y) \in [0, \frac{1}{2}] \times [\frac{1}{2}, 1] \cup [\frac{1}{2}, 1] \times [0, \frac{1}{2}], \end{cases}$$

(23)

where $p_1(\alpha)$ and $p_1(\alpha)$ are functions taking value in $(0, 1)$ that satisfy the following conditions:

$$\lim_{\alpha \to -\infty} p_1(\alpha) = 0,$$

(24)

$$\lim_{\alpha \to -\infty} p_2(\alpha) = p.$$  \hfill (25)

We observe that $\lim_{\alpha \to -\infty} g_\alpha = g$, with $g$ the graphon describing the equi-bipartite graph defined in (20). The rationale behind our conjecture is that the structure of (23) represents the simplest geometry that may emerge from the breaking of the homogeneous graphon. For the resemblance of the structure of the overlap matrix in the 1RSB solution of spin-glasses, we call this graphon the 1-step replica symmetry breaking solution.

## 3 Direct Measurements for Finite Graphs

In this section we compute numerically the cumulant generating function of the number of triangles of a finite graph of size $n$. This expectation if substantially affected by events that, although rare, give a large contribution to the average defining the generating function. A standard tool for estimating the probability of rare events in the Erdős–Rényi random graph is the importance sampling technique, see for instance [6]. Here we follow an approach based on population dynamics, called “cloning” [1,2,11,19–21,30]. In this section we adapt the method to a purely geometric problem, by introducing a dynamics for the graph construction.
3.1 Implementing Cloning

The cloning algorithm is obtained by tilting a Monte Carlo dynamics that samples from a target distribution. In our case we would like to compute expectations w.r.t. the law of the Erdös–Rényi graph (4). We first describe the dynamical process generating the Erdös–Rényi graph and then we recall how the tilted dynamic arises in the cloning algorithm.

In the Erdös–Rényi graph each edge is present, independently, with probability \( p \in (0, 1) \). To generate a graph of size \( n \), we consider the Markov chain \( \{X_t, t \in \mathbb{N}\} \), taking values on the set \( \mathcal{X} \) of adjacency matrices, defined as follows. We label the \( n \) vertices in an arbitrary order. We start by selecting the first two vertices and we connect them with probability \( p \), thereby obtaining a graph of size two. Then we select the third vertex and try to connect it to the first two vertices independently with probability \( p \), thus obtaining a graph of size three. This procedure is repeated until the graph of size \( n \) is formed: each time a new vertex is selected, it is connected independently with probability \( p \) to each of those already visited.

We stipulate that the discrete time step of this process corresponds to the attempt of adding a single new edge. Since the evolution from the graph of size \( i \) to the graph of size \( i+1 \) requires \( i \) attempts, then the evolution starting from size two and leading to a graph of size \( n \) will require \( \sum_{i=2}^{n} i = \binom{n}{2} - 1 \) steps.

We now introduce the tilted dynamics. Denoting by \( P \) the transition matrix of the Markov chain described above, i.e. \( P(x, y) = \mathbb{P}(X_{t+1} = y | X_t = x) \) for \( x, y \in \mathcal{X} \), the cumulant generating function of triangles reads

\[
\mu_n, p(\alpha) = \frac{1}{N_n + 1} \ln \left( \sum_{x_0, \ldots, x_{N_n} \in \mathcal{X}_n} v_0(x_0) P(x_0, x_1) \cdots P(x_{N_n-1}, x_{N_n}) e^{\alpha N T(x_{N_n})} \right),
\]

where \( v_0 \) is the initial distribution (i.e. Bern(p)). We rewrite the number of triangles for the graph of size \( n \) as

\[
T(x_{N_n}) = \sum_{t=0}^{N_n} \Delta T(x_t, x_{t+1}),
\]

where \( \Delta T(x_t, x_{t+1}) = T(x_{t+1}) - T(x_t) \) is the increment of triangles between two consecutive steps. In this way we obtain:

\[
\mu_n, p(\alpha) = \frac{1}{N_n + 1} \ln \left( \sum_{x_0, \ldots, x_{N_n} \in \mathcal{X}_n} v_0(x_0) P(x_0, x_1) \cdots P(x_{N_n-1}, x_{N_n}) e^{\alpha \Delta T(x_{N_n})} \right).
\]

The average in the previous equation can be also computed according to a different dynamics. Indeed, introducing the quantity

\[
k_\alpha(x) = \sum_{y \in \mathcal{X}_n} P(x, y) e^{\alpha \Delta T(x, y)}, \quad x \in \mathcal{X}_n,
\]

and the stochastic matrix \( P_\alpha \) with elements

\[
P_\alpha(x, y) := P(x, y) e^{\alpha \Delta T(x, y)} \frac{1}{k_\alpha(x)},
\]

we have
we can write:

$$\mu_{n, p}(\alpha) = \frac{1}{N_n + 1} \ln \left( \sum_{x_0, \ldots, x_{N_n} \in X_n} v(x_0) P_\alpha(x_0, x_1) \ldots P_\alpha(x_{N_n-1}, x_N) k_\alpha(x_0) \ldots k_\alpha(x_{N_n-1}) \right).$$

(31)

As observed in [20] this representation of the average suggests a population dynamics scheme that, starting from a bunch of $M$ initial individuals (clones) with distribution $v_0(\cdot)$, makes them evolve according to the transition kernel $P_\alpha(\cdot, \cdot)$ and reproduce according to the rate $k_\alpha(\cdot)$. Denoting by $M_{N_n}$ the size of the corresponding population of clones at the final time $N_n$, we get:

$$\mu_{n, p}(\alpha) = \frac{1}{(n^2)} \ln \left[ \frac{M_{N_n}}{M} \right].$$

(32)

From the computational point of view, to avoid explosion or extinction, at any time step $t$, the family of $M_t$ of clones is brought back to the original size $M$ by picking uniformly at random $M$ clones out of the $M_t$ available. Recording the ratio $R_t = M_t/M_{t-1}$, the left hand side of the previous display can be written in a telescopic form:

$$\mu_{n, p}(\alpha) = \frac{1}{(n^2)} \ln \left[ \prod_{t=3}^{N_n} R_t \right] = \frac{1}{(n^2)} \sum_{t=3}^{N_n} \ln R_t.$$

(33)

Summarizing, formula (31) is implemented, starting from a population of $M$ elements randomly chosen according to $v_0$, by iterating the following steps:

(a) Evolve independently each clone (i.e. graph) with the transition probability $P_\alpha$.
(b) Replicate each clone with reproduction rate $k_\alpha$ thus obtaining a population of size $M'$.
(c) The ratio $R = M'/M$ is recorded and then the total number of copies is brought back to $M$, uniformly choosing $M$ clones among the $M'$.

For a fixed size $M$ of the family of clones, the computational complexity of this algorithm is $O(n^3)$. Indeed, the workload in the algorithm is essentially concentrated on the computation of the number of triangles $T(x)$. Since the increment of $T(x)$ in going from size $i$ to size $i + 1$ requires $i^2$ operations (being the number of triangles in the smaller graph known from the previous step), the overall cost for evaluating the total number of triangles in the final graph of size $n$ will be $\sum_{i=2}^{n} i^2 = O(n^3)$. Of course, to reach a prescribed level of accuracy, we have to choose the size of the cloning family as an increasing function of $n$. This has been discussed in [1,2].

The procedure is further illustrated with the example of size $n = 3$ in the Appendix.

### 3.2 Numerical Results

We present here the results of the cloning algorithm for the cumulant generating function of the triangles. We fix a population of $M = 7000$ clones and a value of $p = 0.4$, and we vary the variable $\alpha$ and the graph size $n$. We denote by $\mu_{n, p}(\alpha)$ the cumulant generating function returned by the cloning algorithm for the graph of size $n$ with $p = 0.4$. Similarly, we shorthand $\mu_{RS}(\alpha) := \mu_{0.4, p}(\alpha)$ and we denote the asymptotic values $\hat{\mu} := \hat{\mu}_{0.4}$ and $\hat{\mu}_{RS} := \hat{\mu}_{RS}$. The outcomes of our simulations show that:
Fig. 1 Results of the cloning algorithm for \( p = 0.4 \) for \( \alpha \in [-3, 2] \) (thus in the replica symmetric phase). Left panel: the picture shows the curves \( \mu_{n,p}(\alpha) \) for \( n = 3 \) (dashed-dotted yellow line), \( n = 4 \) (dotted brown line) and the curve \( \mu^{RS}_{\alpha}(\alpha) \) (magenta continuous line), as well as the output of simulations \( \mu^{Cl}_{\alpha}(\alpha) \) represented with dots: \( n = 3 \) (x), \( n = 4 \) (+), \( n = 20 \) (▲), \( n = 110 \) (★). Central panel: normalized average number of edges for \( n = 110 \) (+) in the clones ensemble, together with the solution \( u^*(\alpha) \) of the fixed-point equation (18). Right panel: normalized average number of triangles for \( n = 110 \) (+) with \( (u^*(\alpha))^3 \) i.e. the expected density of triangles in Erdös–Rényi model with parameter \( u^*(\alpha) \).

- for large values of \( \alpha \), the algorithm reproduces the replica symmetric solution (i.e. \( \mu^{Cl}_{n} \to \mu^{RS} \) as \( n \) increases);
- for small values of \( \alpha \), the algorithm provides a cumulant generating function which is independent of \( \alpha \) within statistical fluctuations. This “constant” function approximates better and better the value of the exact solution at \( \alpha = -\infty \) (i.e. \( \mu^{Cl}_{n} \to \hat{\mu} \) as \( n \) increases);

We observe that the intersection between the replica symmetric solution and the exact solution at \( \alpha = -\infty \) occurs at a value \( \alpha \simeq -110 \), thus a substantially small value where the rate of reproduction of triangles in the cloning algorithm is very small. Despite this “extreme” situation, we see strong evidence that the replica symmetry solution does not hold for small \( \alpha \)’s, and for values \( \alpha \leq -110 \) the solution furnished by the equi-bipartite graphon is a very good approximation for the curve returned by the algorithm.

We discuss our results below. Figure 1 explores the region around \( \alpha = 0 \). Figure 1a shows with dots the results of the cloning algorithm for \( n = 3, n = 4, n = 20, n = 110 \) and \( \alpha \in [-3, 2] \).

The picture also reports, with orange dashed-dotted and maroon dotted lines, the exact curves \( \mu_{n,0,4} \) for \( n = 3 \) and \( n = 4 \), that can be computed explicitly. The curve \( \mu^{RS}_{\alpha}(\alpha) \), obtained by solving numerically the scalar variational problem (17) characterizing the replica symmetric regime for \( p = 0.4 \), is also displayed (pink continuous line). We observe that for \( n = 3 \) and \( n = 4 \) the cloning algorithm perfectly reproduces the exact result and, as long as \( n \) grows, the curves for increasing \( n \)’s settle on the curve \( \mu^{RS}(\alpha) \).

A further check on the behavior of the algorithm is provided by Fig.1b. It shows, as a function of \( \alpha \), the average density of edges \( \langle e_n(\alpha) \rangle_{Cl} \) in the population of clones \( x^{(i)} \), that is \( \langle e_n(\alpha) \rangle_{Cl} = \frac{1}{M} \sum_{i=1}^{M} \frac{E(x^{(i)})}{\binom{2}{2}}. \) This quantity is an estimator of the probability \( p' \) of finding an edge connecting any two vertices of the graphs produced by the cloning. By effect of the tilting, \( p' \) is different from the original value \( p = 0.4 \) and is a function of \( \alpha \), as expected. Since in replica symmetric regime the edge-triangle model converges (in the limit \( n \to \infty \)) to an Erdös–Rényi model with parameter \( u^*(\alpha) \), see Sect. 2, we have reported in Fig.1b the optimizer \( u^*(\alpha) \). The fair agreement of the values \( \langle e_n(\alpha) \rangle_{Cl} \) on the curve of \( u^*(\alpha) \), gives a further evidence that the cloning algorithm is well working in this regime of \( \alpha \) and reproduces the expected behavior of the edge-triangle model. The same conclusion can be drawn form Fig.1c that shows the estimate of the average density of triangles provided by cloning, i.e.
Approximating the Cumulant Generating Function...

Fig. 2 Numerical results of the cloning algorithm for $p = 0.4$. a the picture reports the numerical curves $\mu_n^{CI}(\alpha)$ with $n = 4$ (◀), $n = 20$ (★), $n = 50$ (+), $n = 70$ (x), $n = 100$ (●), $n = 110$ (∗) together with the replica symmetric cumulant generating function $\mu^{RS}_0(\alpha)$ (dashed-dotted magenta line), its asymptotic value $\hat{\mu}^{RS}_p$ (dotted red horizontal line) and the true asymptotic value $\hat{\mu}_p$ (continuous black horizontal line). b $\mu_n^{CI}(\alpha)$ for $n = 110$ (∗) together with the replica symmetric solution $\mu^{RS}_p(\alpha)$ (dashed-dotted magenta line) and the asymptotic value $\hat{\mu}_p$ of $\mu_p(\alpha)$. c, d $\mu_n^{CI}(\alpha)$ is plotted as a function of $n$ for two $\alpha$ values. In c where $\alpha = -50$, the points approach the value $\mu^{RS}_p(-50)$ (dashed-dotted magenta horizontal line); in d where $\alpha = -180$, the points approach the value $\hat{\mu}_p$ (continuous black horizontal line).

\[
\langle t_n(\alpha) \rangle_{CI} = \frac{1}{M} \sum_{l=1}^{M} \frac{T(x^{(l)})}{(1/3)}
\]

and the density of triangles in the symmetric replica regime, i.e. $(u^*(\alpha))^3$.

We now use the cloning method to explore the region with lower values of $\alpha$. We keep $p = 0.4$ and consider $\alpha \in [-200, 0]$. We plot in Fig. 2 the results of the cloning method. Panel (a) of Fig. 2 displays the cloning data as a function of $\alpha$ for several $n$ values, showing the converge towards a limiting profile as $n$ is increased. Besides the data points, we also show the replica symmetric cumulant generating function $\mu^{RS}_p(\alpha)$, the asymptotic values $\hat{\mu}_{0.4} = -0.255$ and $\hat{\mu}^{RS}_{0.4} \approx -0.510$. The replica symmetric solution $\mu^{RS}_{0.4}(\alpha)$ and the asymptote $\hat{\mu}_{0.4}$ (which we know is the correct value of the cumulant generating function for $\alpha \to -\infty$) intersect around $\alpha = -110$. Panel (b) of Fig. 2 exhibits the results for the largest graph size, i.e. $n = 110$. In panel (b) of Fig. 2 cloning data seem to be consistent with $\mu^{RS}_{0.4}(\alpha)$ for high enough values of $\alpha$, whereas they are flattening on top of $\hat{\mu}_{0.4}$ for low $\alpha$ values. This is supported by the plots...
in panels (c) and (d), where we show the \( n \)-dependence of the cloning data for two values of \( \alpha \) (one below and one above the intersection value \( \alpha = -110 \)).

4 Numerical Solution of the Variational Problem

The cloning algorithm implicitly solves the variational problem (15) by producing a population of graphs that approximate the optimizing graphon. Unfortunately, it is hard to scrutinize the structure of the graphon from the adjacency matrix of the graphs, when their size is large. Thus, in order to study the graphon in the replica symmetry broken phase, we solve (15) via a numerical discretization.

4.1 Discretization

The spatial discretization of graphon can be obtained considering the set of \( m \times m \) symmetric matrices \( \{f_{i,j}\}_{i,j} \) with elements in \([0, 1]\). However, since the graphon that solves (15) does not take the values 0 and 1 [15, Theorem 6.3], we restrict our set of matrices to the following set:

\[
\Gamma_{m,\varepsilon} := \{ f \in \mathbb{R}^{m \times m} : f_{ij} = f_{ji}, \ f_{ij} \in [\varepsilon, 1-\varepsilon], \ i, j = 1, \ldots, m \}, \quad (34)
\]

where \( \varepsilon > 0 \) is a small parameter that bounds the functions away from the singularity of the logarithm in the discretization of \( H(\hat{f}) \), that we define as follows:

\[
H_m(f) := \frac{1}{m^2} \left[ \frac{\alpha}{3m} \sum_{i,j,k=1}^{m} f_{ij} f_{jk} f_{ki} - \sum_{i,j=1}^{m} \left( f_{ij} \ln \frac{f_{ij}}{p} + (1 - f_{ij}) \ln \frac{1 - f_{ij}}{1-p} \right) \right], \quad f \in \Gamma_{m,\varepsilon}. \quad (35)
\]

We remark that, as it happens in the continuous setting, \( H_m(f) \) enjoys a symmetry property. Indeed, given \( f, g \in \Gamma_{m,\varepsilon} \) we have \( H_m(g) = H_m(f) \) if there exists a permutation \( \sigma \) over \( \{1, \ldots, m\} \) such that \( g_{i,j} = f_{\sigma(i),\sigma(j)} \). In this case we call \( g \) and \( f \) equivalent.

We solve numerically the discretization of (15)

\[
\max_{f \in \Gamma_{m,\varepsilon}} H_m(f) \quad (36)
\]

by applying the Gradient Projection (GP) method with both a constant and variable steplength, the latter chosen according to the Barzilai-Borwein rules [4].

4.2 Numerical Results

Being interested in the structure of the optimizer in the replica symmetry breaking region, we have solved (36) for a set of \( p \) values ranging from 0.2 to 0.6 and \( \alpha \) below \(-2\), varying it with unitary step. For each value of \( p \) and \( \alpha \) we have started the iterations of the GP method from a set of 12 initial conditions, using a grid of size \( m = 40 \) and setting \( \varepsilon = 10^{-4} \) (we tried other values of \( m \) obtaining the same results). Our main findings are:

(a) the presence of only two different geometrical structures of maximizers: the constant ones and chessboard-like one (see Fig. 3). The values of the constant maximizers turn out to be equal, within the numerical approximation, to the solution of the fixed-point equation (18);
(b) there exists a critical value $\alpha_c(p)$ such that when $\alpha > \alpha_c(p)$ the optimizer of $H_m(f)$ is constant whereas when $\alpha < \alpha_c(p)$ it assumes a chessboard-like structure.

We observe that there are different chessboard-like structures that can be reached starting from different initial conditions, as shown in Fig. 3. All of them are equivalent to the discretization of the 1-RSB graphon, that by abuse of notation we also denote by $g_\alpha$:

$$
g_\alpha(i, j) = \begin{cases} 
p_1 & \text{if } \left(\frac{i}{m}, \frac{j}{m}\right) \in \left[0, \frac{1}{2}\right]^2 \cup \left[\frac{1}{2}, 1\right]^2, 
p_2 & \text{if } \left(\frac{i}{m}, \frac{j}{m}\right) \in \left[0, \frac{1}{2}\right] \times \left[\frac{1}{2}, 1\right] \cup \left[\frac{1}{2}, 1\right] \times \left[1, \frac{1}{2}\right].
\end{cases}
$$

With $p$ fixed, and varying $\alpha$, we sought the critical value $\alpha_c(p)$ by comparing the values of $H_m$ computed at the homogeneous solutions $f_\alpha$ and at the chessboard-like ones $g_\alpha$. We found that the values of $f_\alpha$ coincide, within our approximation and for all $\alpha$, with $u^*(\alpha)$ [the solution of the replica symmetric fixed-point equation (18)], while the values $p_1(\alpha)$ and $p_2(\alpha)$ occurring in $g_\alpha$ are close to 0 and $p$, see Tab.1 for large negative $\alpha$ values. This implies that $g_\alpha$ is close to the equi-bipartite graphon $g$ defined in (20). The evidence that the phase transition occurs at the critical value $\alpha_c(p)$ is given by observing that $H_m(f_\alpha) > H_m(g_\alpha)$ for $\alpha > \alpha_c(p)$, while $H_m(f_\alpha) < H_m(g_\alpha)$ for $\alpha < \alpha_c(p)$. An example is given in Tab.1 where, for the case $p = 0.4$, the change of the optimizer shows that the position of the critical value $\alpha_c(p)$ is between $-109$ and $-110$ (we recall that $\alpha$ varies with unitary step).

Denoting by $h_\alpha$ the global optimizer found by the GP method, in Fig. 4 we represent $H_{40}(h_\alpha)$ as a function of $\alpha$ for $p \in \{0.2, 0.4, 0.6\}$. In the replica symmetric region, i.e. for $\alpha > \alpha_c(p)$, $H_{40}(h_\alpha)$ is expected to approximate the solution $\mu^{RS}(\alpha) = \alpha \ln u^*(\alpha) - \ln \mu_p(u^*(\alpha))$. The overlapping of the two curves above $\alpha = -455$, $\alpha = -110$, and $\alpha = -47$ is shown in Fig. 4. Below such thresholds, that we identify as approximations of critical value $\alpha_c(p)$, the optimal solution $h_\alpha$ of $H_{40}$ switches from the constant one $f_\alpha$ (approximating the fixed-point Eq. (18)) to a chessboard function $g_\alpha$. The function $H_{40}(h_\alpha)$ is nearly flat for $\alpha < \alpha_c(p)$ and very close to the asymptotic value $H(g) = \frac{1}{2} \ln(1 - p)$ of $\mu_p(\alpha)$, see (21).

| $\alpha$ | $u^*(\alpha)$ | $f_\alpha$ | $g_\alpha$ | $H_{40}(f_\alpha)$ | $H_{40}(g_\alpha)$ |
|-----------|----------------|-------------|-------------|---------------------|---------------------|
| -109      | 0.120486       | 0.120486    | $p_1 \approx 0.000114, p_2 \approx 0.398829$ | -0.255336           | -0.255336           |
| -110      | 0.120082       | 0.120082    | $p_1 \approx 0.000100, p_2 \approx 0.399100$ | -0.255916           | -0.255361           |

We report the solution $u^*(\alpha)$ to Eq. (18), the constant solution $f_\alpha$ and the two values $p_1(\alpha)$ and $p_2(\alpha)$ taken by the chessboard solution $g_\alpha$. The last two columns show the values of $H_{40}(f)$ that give evidence of the phase transition between $-109$ and $-110$.

Fig. 3 The stationary points of (35) returned by the GP method for $p = 0.4$ and $\alpha = -110$. Different initial conditions, according to the steplength rules used, lead either to the constant function (leftmost panel) and to a chessboard structure (the other panels). The value of the homogeneous solution on the leftmost panel is equal to $u^*(-110)$. The chessboard solutions are equivalent according to our definition.
Fig. 4 Plot of $\mathcal{H}_{40}(f^*(\alpha))$ as a function of $\alpha$, where $f^*(\alpha)$ is the numerical solution of (36) (black, dotted line), together with the function $\mu_{RS}^P(\alpha)$ which solves problem (15) in the replica symmetric regime (continuous, blue line), for $p = 0.2, 0.4, 0.6$

5 Numerical Solution of the Restricted Variational Problem: The 1-step RSB Optimizer

In this section, in order to study the transition between the replica symmetric region and replica symmetry breaking region, we return to the continuous variational problem (15). In view of the numerical results of Sect. 4, here we assume that the breaking of the homogeneous graphon gives rise to a solution with the chessboard structure, see Fig. 3,

$$g^{(a)}_{p_1,p_2}(x,y) = \begin{cases} p_1 & \text{if } (x,y) \in [0,a]^2 \cup [a,1]^2 \\ p_2 & \text{if } (x,y) \in [0,a] \times [a,1] \cup [a,1] \times [0,a], \end{cases}$$

that we call the generalized 1-step replica symmetry breaking solution. We introduce the set

$$\mathcal{R} = \{ g^{(a)}_{p_1,p_2}(x,y) | a, p_1, p_2 \in [0,1] \} \subset \mathcal{W}.$$ 

This set contains the constant graphon (obtained by setting $p_1 = p_2$ for any $a$ or, equivalently, by setting either $a = 0$ or $a = 1$) and, for $a = \frac{1}{2}$, the graphon (23), that we claim to be the solution of (15) for $\alpha < \alpha_c(p)$. Also, the limiting graphon (20) is contained in $\mathcal{R}$.

We thus reduce the infinite dimensional problem (15) to the finite dimensional one obtained by restricting to the set $\mathcal{R}$:

$$\sup_{g \in \mathcal{R}} \left[ \frac{\alpha t(g)}{3} - I_P(g) \right] \equiv \sup_{p_1, p_2, a \in [0,1]} \left[ \frac{\alpha t(g^{(a)}_{p_1,p_2})}{3} - I_P(g^{(a)}_{p_1,p_2}) \right] =: \mu_{RS}^1(\alpha).$$

Being interested in the phase transition, we consider this problem for $\alpha \leq -2$. Using this approach, we aim at locating the critical value $\tilde{\alpha}_c(p)$ denoting the transition that we claim to occur in $\mathcal{R}$ between the homogeneous and the 1-step replica breaking solution. Obviously we can state that $\tilde{\alpha}_c(p) \leq \alpha_c(p)$, but we do not have any argument to assert that the transition in $\mathcal{R}$ is the same occurring in the whole space $\mathcal{W}$ and, as a consequence, that $\tilde{\alpha}_c(p)$ coincides with $\alpha_c(p)$. However, some evidence for the equality of the two critical points will be obtained in this section.

 Springer
The function to be maximized in (39) can be written as follows:

\[ F_\alpha(p_1, p_2, a) := \frac{t(g_{p_1}^{(a)}, p_2)}{3} - I_p(g_{p_1, p_2}^{(a)}) \]

\[ = \frac{\alpha}{3} p_1^3 [a^3 + (1 - a)^3] + 3 p_2^2 p_1 a (1 - a) - 2a(1 - a) I_p(p_2) - [a^2 + (1 - a)^2] I_p(p_1), \]

since the density of triangles (12) in the generalized 1-step replica symmetry breaking graphons (38) is

\[ t(g_{p_1}^{(a)}, p_2) = p_1^3 [a^3 + (1 - a)^3] + 3 p_2^2 p_1 a (1 - a). \]  

(40)

This function, that satisfies the symmetry \( F_\alpha(p_1, p_2, a) = F_\alpha(p_1, p_2, 1 - a) \), can be defined by continuity up to the boundaries of \([0, 1]^3\) by setting \( I_p(0) = I_p(1) = 0 \). Therefore \( F_\alpha(p_1, p_2, a) \) attains its maximum on \([0, 1]^3\). Due to the fact that the optimizer of (15) is bounded away from 0 and 1 [15], we assume that the coordinates \((p_1, p_2)\) of the maximum point lie in the interior of \([0, 1]^2\) and thus satisfies stationarity condition \( \nabla F_\alpha(p_1, p_2, a) = 0 \), given by the following system of equations:

\[
\begin{align*}
\alpha \left[ p_1^2 (3a(a - 1) + 1) + ap_2^2(1 - a) \right] - (a^2 + (1 - a)^2) \ln \left( \frac{p_1(1-p)}{p_1-p_2} \right) &= 0, \\
2a(1 - a) \left[ p_1 p_2 a - \ln \left( \frac{p_1(1-p)}{p_1-p_2} \right) \right] &= 0, \\
(2a - 1) \left[ a(p_1^3 - p_2^2 p_1) + 2I_p(p_2) - I_p(p_1) \right] &= 0,
\end{align*}
\]

(41)

with \( p_1, p_2, a \in [0, 1] \) and \( \alpha \leq -2 \).

It is simple to check that the point \((p_1^*(\alpha), p_2^*(\alpha), a^*)\) with \( p_1^*(\alpha) = p_2^*(\alpha) = u^*(\alpha) \) and any \( a^* \in [0, 1] \) is a solution to equation (41) for any \( \alpha \). Indeed, when \( p_1 = p_2 \) equations (a) and (b) are equal and coincide with the fixed-point equation (18). From the numerical solution of system (41) as \( \alpha \) is varied, we got evidence of the existence of a threshold \( \tilde{\alpha}_c(p) \) above which \((u^*(\alpha), u^*(\alpha), a^*)\) is the maximum (this holds for any \( \alpha' \), being such parameter meaningless in the homogeneous case). Crossing \( \tilde{\alpha}_c(p) \) from above, a non-homogeneous solution with \( a^* = 1/2 \) and \( p_1^*(\alpha) \approx 0, p_2^*(\alpha) \approx p \) arises; it turns out to be the maximum of the problem for \( \alpha < \tilde{\alpha}_c(p) \).

We give more details on the procedure we followed in order to analyze the solutions of (41). First we observe that there are three special values of \( a \), namely \( a = 0, \frac{1}{2}, 1 \). As we said above, \( a = 0, 1 \) correspond to the constant graphon that can be obtained also as a special

---

Fig. 5 Plot of the function \( G_\alpha(p_2) \) defined in (42) for \( p = 0.2, 0.4, 0.8 \). In each panel the curves represent, from right to left, \( G_\alpha(p_2) \) for \( \alpha = -3, -10, -50, -100 \). The black dots on the horizontal line \( y = 0 \) represent \( u^*(\alpha) \). These plots show that \( u^*(\alpha) \) is the unique solution to equation (42).
Fig. 6 Upper panel: the left picture represents the parameters $p^*_1(\alpha)$ (•) and $p^*_2(\alpha)$ (∗) of the optimizer of (39), as a function of $\alpha \in [-150, 0]$, where $\alpha$ varies with unitary step, and $p = 0.4$. The pictures in the middle and in the right columns show the behaviour of $p^*_1(\alpha)$ and $p^*_2(\alpha)$ in the zoomed interval $[-150, -110]$. Lower panel: the same as in the upper panel for $p = 0.5$, $\alpha \in [-90, 0]$ and $\alpha \in [-90, -69]$.

Fig. 7 Left column: plot of $F_\alpha(p^*_1(\alpha), p^*_2(\alpha), \frac{1}{2})$ (black dots) together with the function $\mu^{RS}_\alpha(\alpha)$ (magenta dashed-dotted line) for $p = 0.4$. The horizontal red line represents the asymptotic value $\hat{\mu}_p$, see (21). Right column: zoom on the interval $[-150, -110]$ for the case $p = 0.4$.

case (with $p_1 = p_2$) of $a = \frac{1}{2}$. Thus since the cases $a = 0, 1$ can be absorbed in $a = \frac{1}{2}$, we are left with the problem of analyzing (41) for $a = \frac{1}{2}$ and $a \neq \frac{1}{2}$.

- **Case $a \neq \frac{1}{2}$**. From equation (b) in (41) we get $p_1 = \frac{1}{ap_2} \ln \left( \frac{p_2(1-p)}{p(1-p_2)} \right)$ that replaced in (c) gives an equation for $p_2$:

$$G_\alpha(p_2) := \frac{1}{a^2p_2^3} \left[ \ln \left( \frac{p_2(1-p)}{p(1-p_2)} \right) \right]^3 - p_2 \ln \left( \frac{p_2(1-p)}{p(1-p_2)} \right) + 2I_p(p_2)$$
We have computed the numerical solution for several values of $p$ and $\alpha$. The function $G_\alpha(p_2)$ turns out to be a concave function whose maximum, that is also the solution to eq. (42), coincides with the solution of Eq. (18), i.e. $p_2 = u^\ast(\alpha)$, see Fig. 5. Thus from eq. (41.b) we get a linear equation for $p_1$:

$$\alpha p_1 u^\ast(\alpha) = \ln \left( \frac{u^\ast(\alpha)(1-p)}{p(1-u^\ast(\alpha))} \right),$$

that has the solution $p_1 = u^\ast(\alpha)$. Indeed, the equation $\alpha x^2 = \ln \left( \frac{x(1-p)}{p(1-x)} \right)$ is equivalent to the fixed-point equation (18) that has an unique solution for $\alpha < 0$.

From this discussion, we conclude that any maximizer with $\alpha \neq \frac{1}{2}$ is necessarily the constant graphon $(u^\ast(\alpha), u^\ast(\alpha), \alpha)$.

- **Case a $= \frac{1}{2}$**. In this case the function to be maximized takes the much simpler form $\mathcal{F}_\alpha(p_1, p_2, \frac{1}{2}) = \frac{\alpha}{12} (p_1^3 + 3 p_1 p_2^2) - \frac{1}{2} (I_p(p_1) + I_p(p_2))$ with the stationarity condition:

$$\begin{cases}
\frac{\alpha}{4} [p_1^2 + p_2^2] - \frac{1}{2} \ln \left( \frac{p_1(1-p)}{p_1(1-p_1)} \right) = 0, \\
p_1 p_2 - \ln \left( \frac{p_2(1-p)}{p_1(1-p_2)} \right) = 0.
\end{cases}$$

We have computed the numerical solution $(p_1^\ast(\alpha), p_2^\ast(\alpha))$ for several values of $p$, as in Fig. 6, finding a discontinuous transition between two solutions. More precisely, the left panels show that crossing a critical value $\tilde{\alpha}_c(p)$ from above the transition between the constant graphon $(p_1^\ast(\alpha) = p_2^\ast(\alpha))$ and a 1-step replica symmetry breaking regime takes place. In particular, at $\tilde{\alpha}_c(p)$ the solution jumps towards the point $(0, p)$. The central and right columns of Fig. 6 represent the solution below the critical value showing that, in the limit $\alpha \to -\infty$, the values $p_1^\ast(\alpha)$ and $p_2^\ast(\alpha)$ converge to the limits 0 and $p$, respectively, as conjectured in (24) and (25). A further evidence of this transition is given in Fig. 7 in which the curves $\mathcal{F}_\alpha \left( p_1^\ast(\alpha), p_2^\ast(\alpha), \frac{1}{2} \right)$ and $p_\alpha^{RS}(\alpha)$ are displayed. Above the critical value $\tilde{\alpha}_c(p)$ the two curves overlap thus revealing the replica symmetric phase whereas they separate below ( replica breaking regime). For $\alpha < \tilde{\alpha}_c(p)$, the right panel Fig. 7 shows that $\mathcal{F}_\alpha \left( p_1^\ast(\alpha), p_2^\ast(\alpha), \frac{1}{2} \right)$ is very close to the the asymptotic value (21) (the discrepancy vanishes as $\alpha \to -\infty$). Figure 8 represents the density of triangles and edges corresponding to the maximizer $g_{p_1^\ast(\alpha), p_2^\ast(\alpha)}^{\frac{1}{2}}$. The former quantity is given in (40) while the latter is

$$e(\gamma_{p_1, p_2}(x, y)) = \int_{[0,1]^2} g_{p_1, p_2}(x, y) \, dx \, dy = p_1[a^2 + (1-a)^2] + 2p_2a(1-a).$$

The jump discontinuity shown in Fig. 8, located at $\tilde{\alpha}_c(p)$, makes evident the existence of the transition that separates the replica symmetric phase, in which both quantities decrease for decreasing $\alpha$, from the replica breaking phase. In this phase the density of edges gets close to the value $\frac{p}{2}$, i.e. the density of the limiting equipartite graphon (20), while the density of triangle jumps towards a value close to zero, being zero the density of triangles of the same graphon.

We conclude our analysis by Fig. 9, which displays the cumulant generating function in replica symmetric regime (17), its 1-step replica symmetry breaking version (39) and the cumulant generating function obtained from the discretized variational problem. We can observe that the three curves perfectly match above the critical threshold $\tilde{\alpha}_c(p)$, whereas in the subcritical phase the curve obtained from the solution of the discretized problem

$$-2I_p \left( \frac{1}{\alpha p_2} \ln \left( \frac{p_2(1-p)}{p(1-p_2)} \right) \right) = 0.$$
Fig. 8 Density of edges and triangles of the optimizing graphon $g^{(\frac{1}{2})}_{p^*_1(\alpha), p^*_2(\alpha)}$ of (39) for varying $\alpha$ and $a = \frac{1}{2}$, $p = 0.4$. The discontinuities make evident the phase transition at the critical point $\tilde{\alpha}_c(p)$.

Fig. 9 The plot represents $\mu^{1\text{RSB}}_p(\alpha) = F_\alpha(p_1^*(\alpha), p_2^*(\alpha), \frac{1}{2})$ (black crosses), the solution $\mathcal{H}_{40}(f^*(\alpha))$ of the discretized problem (36) (red circles) together with $\mu^{\text{RS}}_p(\alpha)$. The picture refers to $p = 0.4$.

agrees with the 1RSB cumulant generating function and is strictly larger than the replica symmetric cumulant generating function. Furthermore, Fig. 9 shows that $\tilde{\alpha}_c(p)$ is a singularity of $\alpha \to F_\alpha(p_1^*(\alpha), p_2^*(\alpha), \frac{1}{2})$, at which the left and right derivatives are different.

6 Conclusion and Perspectives

In this paper we identified a first order phase transition for the edge-triangle model. The transition occurs between the replica symmetric regime, where the typical graph is the constant graphon describing the Erdős–Rényi graph (i.e. independent edges, yet with a modified parameter for the probability of edges accounting for the imposed number of triangles) and the replica symmetric breaking regime, where the typical graph is the graphon describing the 1-step replica symmetric broken solution (generalizing the bipartite random graphs). The phase diagram is contained in Fig. 10, showing the dependence of the critical value $\tilde{\alpha}_c(p)$ from $p$. The data are in good agreement with a fit $|\tilde{\alpha}_c(p)| \sim p^{-2}$. As it is usual the case with first order phase transitions one might expect metastability, however we did not investigate this in the present paper.
Fig. 10 Phase diagram of the edge-triangle model in the \((\alpha, p)\) plane. We measured critical points \(\alpha_c(p)\) for several \(p\) values. The method of least squares furnishes the curve \(\alpha_c(p) = -17.66 p^{-2.027}\), which is shown as a continuous line.

A final comment is in order on the problem of ensemble inequivalence. As the pressure \(\psi_n(\beta_1, \beta_2)\) is the crucial quantity in the canonical ensemble, the entropy \(s_n(e, t)\) defined as

\[
s_n(e, t) = \frac{1}{n^2} \ln \sum_{x \in X_n} \delta \left( E_n(x) - \frac{n^2 e}{2} \right) \delta \left( T_n(x) - \frac{n^3 t}{6} \right)
\]

is the important quantity in the microcanonical ensemble. An heuristic application of the Laplace method would imply

\[
\psi(\beta_1, \beta_2) = \lim_{n \to \infty} \frac{1}{n^2} \ln \int e^{n^2(\beta_1 e + \beta_2 t - s_n(e, t))} \, de \, dt
\]

\[
= \sup_{e, t} \left( \beta_1 e + \beta_2 t - \lim_{n \to \infty} s_n(e, t) \right)
\]

\[
= \sup_{e, t} \left( \beta_1 e + \beta_2 t - s(e, t) \right),
\]

i.e. in the thermodynamic limit the canonical pressure can be obtained from the microcanonical entropy by a Legendre transform. One then says that the two ensembles are thermodynamic equivalent if such correspondence also holds in the reversed direction. This is the same as requiring that the microcanonical entropy is strictly convex, i.e. the involution property of the Legendre transform for strictly convex functions.

The problem of ensemble inequivalence is, in fact, more general than just thermodynamic inequivalence (see [34] for a recent account). When the correspondence via Legendre transform between pressure and entropy does not hold, the difference between canonical and microcanonical ensemble can then be probed in several ways. In this paper we have focused on macrostate inequivalence. Namely, we asked if sampling a very large graph uniformly at random from the set of all graphs with given densities of edges and triangles \((e^*, t^*)\) is statistically equivalent to sampling a very large graph from the edge-triangle model with parameter values \(\beta_1(e^*, t^*), \beta_2(e^*, t^*)\) that are obtained by inverting the relations (8) with \(\langle e \rangle = e^*\) and \(\langle t \rangle = t^*\).

As we have discussed, in the thermodynamic limit graphs are described by the notion of graphon, thus the macrostate inequivalence amounts to ask if the two sampling procedures produce different graphons.

The sampling from the microcanonical ensemble has been investigated for instance in [3, 22, 31–33]. It has been found that the structure of graphs drawn from the microcanonical ensemble is very rich and may vary a lot as a function of the number of prescribed edges and triangles. For instance, for a choice \((e, t)\) such that \(e = \frac{1}{2} + \epsilon\) with \(\epsilon \in (\frac{l-2}{2l}, \frac{l-1}{2l+1})\) with \(l \in \mathbb{N} \setminus \{1\}\) and \(t\) on the scallopy curve, the vertex set of a graph drawn from the
Fig. 11 Graphical representation of the evolution step, according to the tilted dynamics $P_\alpha(\cdot, \cdot)$ of cloning scheme. The levels of the tree display the values of the elements of the adjacency matrix $x_{1,2}, x_{1,3}, x_{2,3}$ during the evolution leading to $G_3$. $M$ is the initial size of the population. In all levels the expected sizes of the sub-populations with a given configuration of values $x_{1,2}, x_{1,3}, x_{2,3}$ are reported.

microcanonical ensemble can be partitioned into $\ell$ subsets ($\ell - 1$ of them of the same size and the last of different size). The graph has the form of a complete $\ell$-partite graph on these pieces, plus some additional edges in the last piece that create no additional triangles [18].

In contrast to the microcanonical sampling, our numerical analysis suggests that in the description of the canonical sampling no higher level of replica symmetry breaking is required. Our results imply that the ensemble inequivalence found in [18] by a positive relative entropy between the microcanonical and canonical measures, does indeed carry over to macrostate inequivalence. So far, no signatures of the first order phase transition we observed in the canonical ensemble has been found in the microcanonical ensemble.
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Appendix: $n = 3$

In order to show how the cloning algorithm works, we explicitly compute the cumulant generating function of triangles in the simplest case, that is the graph of size $n = 3$. Since the probability of the unique triangle is $p^3$, we have

$$\mu_{3,p}(\alpha) = \frac{1}{3} \ln \left( \exp \frac{\alpha}{3} T_3(X) \right)^E_R = \frac{1}{3} \ln \left[ e^{\frac{\alpha}{3} p^3 + 1 - p^3} \right].$$  \hfill (46)

We compute again (46) by applying the dynamics described in Sect. 3 to a family of $M$ clones. The three steps required to construct the edges of the graph $G_3$ are represented in Fig. 11.

The leafs of the tree represent the occupation variables of the three possible edges, $x_{1,2}, x_{1,3}, x_{2,3}$. In the first step the edge connecting two vertices, say 1 and 2, of each clone is added with probability $p$. Thus, in the clone population about $pM$ graphs have the edge $(1, 2)$ and $(1 - p)M$ graphs have not this edge, see the first level in Fig. 11. In the second step the edge $(1, 3)$ is added, still with probability $p$, leading to four possible values for the pair $(x_{1,2}, x_{1,3})$. 
Thus, the expected numbers of types are $M_p^2$, $M_p(1 - p)$, $M_p(1 - p)$, $M(1 - p)^2$, see level 2 in Fig. 11. Let us observe that in the first two steps, since $\Delta T(x, y) = 0$, the original and tilted transition probabilities coincide: $P_\alpha(x, y) = P(x, y)$, see (30). The situation changes in the last step. Indeed, the configuration of edges $x = 11$ (which means that $x_{1,2} = 1$ and $x_{1,3} = 1$) may evolve to $y = 111$, with $\Delta T(x, y) = 1$, or to $y = 110$, in which case $\Delta T(x, y) = 0$. For all the other configurations $x$ we have $\Delta T(x, y) = 0$. Thus, see the definition (30) of the tilted probability:

$$P_\alpha(11, 111) = \frac{e^{\frac{y}{x}} p}{e^{\frac{y}{x}} p + 1 - p}, \quad P_\alpha(11, 110) = \frac{1 - p}{e^{\frac{y}{x}} p + 1 - p},$$

being $P(11, 111) = p$, $P(11, 110) = 1 - p$ and $k_\alpha(11) = pe^{\frac{y}{x}} + 1 - p$. Then, the probability of the paths connecting the root $\phi$ to the leafs 111, respectively 110, will be:

$$\mathbb{P}(\phi, 111) = \frac{e^{\frac{y}{x}} p^3}{e^{\frac{y}{x}} p + 1 - p}, \quad \mathbb{P}(\phi, 110) = \frac{p^2(1 - p)}{e^{\frac{y}{x}} p + 1 - p}.$$

The average in (31) can be computed as the sum over the paths from the root to the leafs (equivalently, as the sum over the leafs). Recalling that $k_\alpha(11) = pe^{\frac{y}{x}} + 1 - p$ and observing also that $k_\alpha(x) = 1$ if $x \neq 11$, from (31) we have:

$$\mu_{3, p}(\alpha) = \frac{1}{3} \ln \left[ \mathbb{P}(\phi, 111)k_\alpha(11) + \mathbb{P}(\phi, 110)k_\alpha(11) + \sum_{x \neq [111, 110]} \mathbb{P}(\phi, x) \right]$$

$$= \frac{1}{3} \ln \left[ \frac{p^3 e^{\frac{y}{x}}}{pe^{\frac{y}{x}} + 1 - p} (pe^{\frac{y}{x}} + 1 - p) + \frac{p^2(1 - p)}{pe^{\frac{y}{x}} + 1 - p} (pe^{\frac{y}{x}} + 1 - p) + (1 - p^2) \right]$$

$$= \frac{1}{3} \ln \left[ p^3 e^{\frac{y}{x}} + 1 - p^3 \right],$$

The cloning algorithm simulates (51) by producing a final population of expected size

$$M_3 = M \mathbb{P}(\phi, 111)k_\alpha(11) + M \mathbb{P}(\phi, 110)k_\alpha(11) + \sum_{x \neq [111, 110]} M \mathbb{P}(\phi, x).$$

Then, the cumulant generating function is computed from the size of the final population $M_3$ as

$$\mu_{3, p}(\alpha) = \frac{1}{3} \ln \left[ \frac{M_3}{M} \right].$$
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