On some Sobolev spaces with matrix weights and classical type Sobolev orthogonal polynomials

S. M. Zagorodnyuk

School of Mathematics and Computer Sciences, V. N. Karazin Kharkiv National University, Kharkiv, Ukraine

ABSTRACT
For every system \( \{p_n(z)\}_{n=0}^{\infty} \) of OPRL or OPUC, we construct Sobolev orthogonal polynomials \( y_n(z) \), with explicit integral representations involving \( p_n \). Two concrete families of Sobolev orthogonal polynomials (depending on an arbitrary number of complex parameters) which are generalized eigenvalues of a difference operator (in \( n \)) and generalized eigenvalues of a differential operator (in \( z \)) are given. We define suitable Sobolev spaces with matrix weights and consider measurable factorizations of weights. Applications of a general connection between Sobolev orthogonal polynomials and orthogonal systems of functions in the direct sum of scalar \( L^2_{\mu} \) spaces are discussed.

1. Introduction

The theory of Sobolev orthogonal polynomials attracted a lot of attention in the past 30 years, see surveys in [14–16,19–21]. It is still under development and many aspects (such as the existence of recurrence relations) are hidden [10,13]. It turned out that it is convenient to construct new families of Sobolev orthogonal polynomials by using known orthogonal polynomials on the real line (OPRL) or orthogonal polynomials on the unit circle (OPUC), see [28,29]. Moreover, if a system of OPRL or OPUC is an eigenvector of a pencil of differential equations, then the associated Sobolev orthogonal polynomials have a similar property as well. As for the existence of a recurrence relation, this question is more complicated and needs additional efforts. Let \( \mathcal{K} \) denote the real line or the unit circle. The following problem seems to be an appropriate framework to study classical type Sobolev orthogonal polynomials (cf. [29, Problem 1]).

Problem 1.1: To describe all Sobolev orthogonal polynomials \( \{y_n(z)\}_{n=0}^{\infty} \) on \( \mathcal{K} \), satisfying the following two properties:

(a) Polynomials \( y_n(z) \) satisfy the following differential equation:

\[
Ry_n(z) = \lambda_n Sy_n(z), \quad n = 0, 1, 2, \ldots,
\]
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where $R$, $S$ are linear differential operators of finite orders, having complex polynomial coefficients not depending on $n; \lambda_n \in \mathbb{C}$;

(b) Polynomials $y_n(z)$ obey the following difference equation:

$$L\vec{y}(z) = zM\vec{y}(z), \quad \vec{y}(z) = (y_0(z), y_1(z), \ldots)^T,$$

where $L$, $M$ are semi-infinite complex banded (i.e. having a finite number of non-zero diagonals) matrices.

Relation (1) means that $y_n$ is an eigenvalue of the operator pencil $R - \lambda S$, and relation (2) shows that vectors of $y_n(z)$ are eigenvalues of the operator pencil $L - zM$. For a background on operator pencils (or operator polynomials) see [18,22].

In the case: $y_n(z) = z^n, \mathcal{K} = T = \{z \in \mathbb{C} : |z| = 1\}$, we have the following differential equation:

$$z(z^n)' = nz^n, \quad n \in \mathbb{Z}_+.$$  

On the other hand, $y_n$ satisfies (2) with $M$ being the semi-infinite identity matrix, $L$ being the semi-infinite matrix with 1’s in the super-diagonal and 0’s in other places. We should emphasize that in Problem 1.1 we do not exclude OPRL or OPUC. They are formally considered as Sobolev orthogonal polynomials with the derivatives of order 0. In this way, we may view systems from Problem 1.1 as generalizations of systems of classical orthogonal polynomials (see, e.g. the book [12], and papers [4,7,9] for more recent developments, as well as references therein). Related topics are studied for systems of biorthogonal rational functions, see, e.g. [24]. Observe that conditions (a), (b) of Problem 1.1 are close to bispectral problems and, in particular, to the Bochner–Krall problem (see [2,6–8] and papers cited therein).

Let us briefly describe the content of the paper. In Section 2 we shall formulate the scheme from [28] in a more general setting. We define a Sobolev space corresponding to a matrix measure and consider measurable factorizations of the corresponding matrix weight. These factorizations can have several applications. The main application is to the construction of new Sobolev orthogonal polynomials. Some transparent conditions for the effectiveness of this scheme are given in Proposition 2.1. Secondly, an application to the question of the density of polynomials in the associated Sobolev space can be given (Corollary 2.2). Finally, measurable factorizations can lead to new measures of orthogonality for Sobolev orthogonal polynomials which are discussed at the end of Section 2.

In Section 3 we shall construct two concrete families of Sobolev orthogonal polynomials (depending on an arbitrary number of complex parameters) which satisfy all conditions of Problem 1.1, see Corollaries 3.8 and 3.9. These polynomials possess explicit integral representations as well as explicit orthogonality relations (Theorem 3.7). In particular cases, additional information on the location of zeros and asymptotics is given (Theorem 3.1). For any system $\{p_n\}_{n=0}^\infty$ of OPRL or OPUC we construct Sobolev orthogonal polynomials with explicit integral representations involving $p_n$ (Corollaries 3.2 and 3.4).

**Notations.**

As usual, we denote by $\mathbb{R}$, $\mathbb{C}$, $\mathbb{N}$, $\mathbb{Z}$, $\mathbb{Z}_+$, the sets of real numbers, complex numbers, positive integers, integers and non-negative integers, respectively. By $\mathbb{Z}_{k,l}$ we mean all integers $j$ satisfying the following inequality: $k \leq j \leq l$ $(k, l \in \mathbb{Z})$. For a complex number $c$ we denote
[c]_0 = 1, [c]_k = c(c - 1) \cdots (c - k + 1), k \in \mathbb{N}. For a \in \mathbb{R}, we denote by [a] the greatest integer number \( n; n \leq a \). By \( C_m \times n \) we denote the set of all \((m \times n)\) matrices with complex entries, \( C_n := C_{1 \times n}, m, n \in \mathbb{N} \). By \( C_n^\geq \) we denote the set of all non-negative Hermitian matrices from \( C_m \times n \), \( n \in \mathbb{N} \). For \( A \in C_m \times n \) the notation \( A^* \) stands for the adjoint matrix \((m, n) \in \mathbb{N}\), and \( A^T \) means the transpose of \( A \). Set \( \mathcal{T} := \{ z \in \mathbb{C} : |z| = 1 \} \). By \( \mathbb{P} \) we denote the set of all polynomials with complex coefficients. For an arbitrary Borel subset \( K \) of the complex plane we denote by \( \mathcal{B}(K) \) the set of all Borel subsets of \( K \). Let \( \mu \) be an arbitrary (non-negative) measure on \( \mathcal{B}(K) \). By \( L^2_{\mu} = L^2_{\mu,K} \) we denote the usual space of (the classes of the equivalence of) complex Borel measurable functions \( f \) on \( K \) such that 
\[
\|f\|^2_{L^2_{\mu,K}} := \int_K |f(z)|^2 \, d\mu < \infty.
\]
By \( \langle \cdot, \cdot \rangle_H \) and \( \| \cdot \|_H \) we denote the scalar product and the norm in a Hilbert space \( H \), respectively. The indices may be omitted in obvious cases. For a set \( M \) in \( H \), by \( \overline{M} \) we mean the closure of \( M \) in the norm \( \| \cdot \|_H \).

2. Measurable matrix factorizations and new measures of orthogonality for Sobolev orthogonal polynomials

Fix an arbitrary Borel subset \( K \) of the complex plane and an arbitrary \( \rho \in \mathbb{N} \). Let \( M(\delta) = (m_{k,l}(\delta))_{k,l=0}^{\rho} \) be a \( C_{(\rho+1) \times (\rho+1)}^\geq \)-valued function on \( \mathcal{B}(K) \), which entries are countably additive on \( \mathcal{B}(K) \) \( (\delta \in \mathcal{B}(K)) \). The function \( M(\delta) \) is said to be a non-negative Hermitian-valued measure on \( (K, \mathcal{B}(K)) \), see [23, p. 291]. In what follows we shall need the space \( L^2(M) \) of \( C_{\rho+1} \)-valued functions which are square-integrable with respect to \( M \). Let us recall its definition from [23].

Denote by \( \tau(\delta) \) the trace measure, \( \tau(\delta) := \sum_{k=0}^{\rho} m_{k,k}(\delta), \delta \in \mathcal{B}(K) \). By \( M_\tau := dM/d\tau = (dm_{k,l}/d\tau)_{k,l=0}^{\rho} \), we denote the trace derivative of \( M \). One means by \( L^2(M) \) a set of all \((\text{classes of the equivalence of})\) measurable vector-valued functions \( \tilde{f}(z) : K \to C_{\rho+1}, \tilde{f} = (f_0(z), f_1(z), \ldots, f_\rho(z)) \), such that 
\[
\|\tilde{f}\|^2_{L^2(M)} := \int_K \tilde{f}(z)M_\tau(z)(\tilde{f}(z))^* d\tau < \infty.
\]
Two functions \( \tilde{f} \) and \( \tilde{u} \) belong to the same class of the equivalence if and only if \( \|\tilde{f} - \tilde{u}\|_{L^2(M)} = 0 \). It is known that \( L^2(M) \) is a Hilbert space with the following scalar product:
\[
\langle \tilde{f}, \tilde{g} \rangle_{L^2(M)} := \int_K \tilde{f}(z)M_\tau(z)(\tilde{g}(z))^* d\tau, \quad \tilde{f}, \tilde{g} \in L^2(M).
\]
As usual, we shall often work with the representatives instead of the corresponding classes of the equivalence. It is known (see [23, p. 294], [26, Lemma 2.1]) that one can consider an arbitrary \( \sigma \)-finite (non-negative) measure \( \mu \), with respect to which all \( m_{k,l} \) are absolutely continuous, and set \( M_0(z) = M_{0,\mu}(z) := dM/d\mu \) (the Radon-Nikodym derivative of \( M \) with respect to \( \mu \)). Then the integral in (4) exists if and only if the following integral exists:
\[
\int_K \tilde{f}(z)M_{0,\mu}(z)(\tilde{g}(z))^* d\mu.
\]
If the integrals exist, they are equal. Such measures \( \mu \) we shall call admissible. The matrix function \( M_{0,\mu}(z) \) is said to be the (matrix) weight, corresponding to an admissible measure \( \mu \).
Denote by $A^2(M)$ a linear manifold in $L^2(M)$ including those classes of the equivalence $\equiv$ which possess a representative of the following form:

$$\tilde{f}(z) = (f(z), f'(z), \ldots, f^{(\rho)}(z)).$$

Here by $f'(z) (f^{(k)}(z))$ we mean the usual derivative (respectively, the derivative of order $k$) of a complex-valued function $f$ at a point $z \in \mathbb{C}$. In particular, this means that $f(z)$ is defined in an open disc containing $z$.

By $W^2(M)$ we denote the closure of $A^2(M)$ in the norm of $L^2(M)$. The subspace $W^2(M)$ is said to be the Sobolev space with the matrix measure $M$. Elements of $A^2(M)$ will be also denoted by their first components. Thus, we can write $f(z)$ instead of $\tilde{f}(z)$ for an element in (5), if this causes no misunderstanding.

Let $\mu$ be an admissible measure and $M_0(z)$ be the corresponding matrix weight. Suppose that $1, z, z^2, \ldots$, all belong to $W^2(M)$. We shall also assume that

$$(p, p)_{W^2(M)} > 0,$$

for an arbitrary non-zero $p \in \mathbb{P}$. Then one can apply the Gram–Schmidt orthogonalization process to construct a system $\{y_n(z)\}_{n=0}^\infty$, deg $y_n = n$, of Sobolev orthogonal polynomials:

$$
\int_K (y_n(z), y'_n(z), \ldots, y_n^{(\rho)}(z))M_0(z) \begin{pmatrix} y_m(z) \\ y'_m(z) \\ \vdots \\ y_m^{(\rho)}(z) \end{pmatrix} d\mu = A_n \delta_{n,m}, \quad A_n > 0, \quad n, m \in \mathbb{Z}_+.
$$

(7)

Let us show that the system $\{y_n(z)\}_{n=0}^\infty$ is related to some orthogonal systems in the direct sum of the scalar $L^2_\mu$ spaces.

Suppose that the matrix function $M_0(z)$ admits the following factorization:

$$M_0(z) = G(z)G^*(z),$$

(8)

where $G(z) = (g_{l,k}(z))_{0 \leq l \leq \rho, 0 \leq k \leq \beta}$ is a measurable $\mathbb{C}_{(\rho+1) \times (\beta+1)}$-valued function on $K$; $\beta \in \mathbb{N}$. In the case $M_0 = M'_\tau$, one possible choice of $G(z)$ is given by the square root of $M'_\tau$, which is known to be measurable, see [23]. However, as we shall see below it is better to choose $\beta$ as small as possible. For an arbitrary function $f(z) \in A^2(M)$, we denote

$$g_{f;0}(z) := \sum_{l=0}^\rho g_{l,k}(z)f^{(l)}(z), \quad k = 0, 1, \ldots, \beta; \quad z \in K;$$

(9)

$$\tilde{g}_f(z) := (g_{f;0}(z), g_{f;1}(z), \ldots, g_{f;\beta}(z)), \quad z \in K.$$

(10)
Set

$$L^2_{\beta;\mu} = L^2_{\beta;\mu,K} := \bigoplus_{j=0}^\beta L^2_{\mu,K}. $$

For arbitrary functions \( f(z), u(z) \in A^2(M) \), we may write:

$$ (f, u)_{W^2(M)} = \int_K (f(z), f'(z), \ldots, f^{(\rho)}(z)) G(z) G^*(z) \begin{pmatrix} u(z) \\ u'(z) \\ \vdots \\ u^{(\rho)}(z) \end{pmatrix} \, d\mu $$

$$ = \int_K \overline{g}_f(z) (\overline{g}_u(z))^* \, d\mu. \quad (11) $$

Taking \( u(z) = f(z) \), we conclude that \( \overline{g}_f(z) \in L^2_{\mu,k}, k = 0, 1, \ldots, \beta \). Then \( \overline{g}_f(z) \in L^2_{\beta;\mu}, \) and

$$ (f, u)_{W^2(M)} = (\overline{g}_f(z), \overline{g}_u(z))_{L^2_{\beta;\mu}}, \quad \forall f, u \in A^2(M). \quad (12) $$

In particular, for the Sobolev orthogonal polynomials \( \{y_n(z)\}_{n=0}^\infty \) we have the following property:

$$ A_n \delta_{n,m} = (y_n, y_m)_{W^2(M)} = (\overline{g}_n(z), \overline{g}_m(z))_{L^2_{\beta;\mu}}, \quad n, m \in \mathbb{Z}_+, $$

where

$$ \overline{g}_j(z) := \overline{g}_{y_j}(z), \quad j \in \mathbb{Z}_+. $$

Consequently, Sobolev orthogonal polynomials \( \{y_n(z)\}_{n=0}^\infty \) lead to an orthogonal system of functions \( \{\overline{g}_n(z)\}_{n=0}^\infty \) in the space \( L^2_{\beta;\mu} \). This property can be used to construct Sobolev orthogonal polynomials using known orthogonal systems of functions in \( L^2_{\beta;\mu} \). We come to the following question.

**Question 1.**

Let a space \( L^2(M) \) on \( K \in \mathfrak{B}(\mathbb{C}) \) be given. Suppose that the measurable factorization (8) with some \( \beta \in \mathbb{N} \) holds. Fix some orthogonal system of functions \( \{\overline{h}_n(z)\}_{n=0}^\infty \), \( \overline{h}_n(z) = (h_{n,0}(z), \ldots, h_{n,\beta}(z)) \), in the space \( L^2_{\beta;\mu} \). Do there exist complex polynomials \( p_n(z), \deg p_n = n, n = 0, 1, 2, \ldots \), which are solutions of the following system of differential equations:

$$ h_{n;k}(z) = \sum_{l=0}^\rho g_{l,k}(z) p_n^{(l)}(z), \quad k = 0, 1, \ldots, \beta; \quad z \in K. \quad (13) $$

If the answer to Question 1 is affirmative, then \( \{p_n(z)\}_{n=0}^\infty \) belong to \( A^2(M) \). In fact, this follows from the existence of integrals on the right of (11) for \( \overline{g}_n(z) = \overline{h}_n(z) \). One can repeat the constructions after (8), taking into account (13), to conclude that \( \{p_n(z)\}_{n=0}^\infty \) are Sobolev orthogonal polynomials.

Differential equations (13) can be used in the search for an explicit representation of \( p_n \). In the case when \( \beta = 0, g_{l,k}(z), h_{n;k}(z) \in \mathbb{P} \), the following proposition is useful.
Proposition 2.1: Let $D$ be a linear differential operator of order $r \in \mathbb{N}$, with complex polynomial coefficients:

$$D = \sum_{k=0}^{r} d_k(z) \frac{d^k}{dz^k}, \quad d_k(z) \in \mathbb{P}.$$ 

Let $\{u_n(z)\}_{n=0}^{\infty}$, $\deg u_n = n$, be an arbitrary set of complex polynomials. The following statements are equivalent:

(A) The following equation:

$$Dy(z) = u_n(z), \quad \text{for each } n \in \mathbb{Z}_+,$$ 

has a complex polynomial solution $y(z) = y_n(z)$ of degree $n$;

(B) $Dz^n$ is a complex polynomial of degree $n$, $\forall \ n \in \mathbb{Z}_+$;

(C) The following conditions hold:

$$\deg d_k \leq k, \quad 0 \leq k \leq r; \quad \sum_{j=0}^{r} [n]d_{j,j} \neq 0, \quad n \in \mathbb{Z}_+,$$

where $d_{i,l}$ means the coefficient by $z^l$ of the polynomial $d_i$.

If one of the statements (A), (B), (C) holds true, then for each $n \in \mathbb{Z}_+$, the solution of (14) is unique.

**Proof:** (A) $\Rightarrow$ (B). For each $n \in \mathbb{Z}_+$, the polynomial $z^n$ can be expanded as a linear combination of $y_j(z)$, $0 \leq j \leq n$:

$$z^n = \sum_{j=0}^{n} \varphi_{n,j}y_j(z), \quad \varphi_{n,j} \in \mathbb{C}, \quad \varphi_{n,n} \neq 0.$$ 

Then

$$Dz^n = \sum_{j=0}^{n} \varphi_{n,j}Dy_j(z) = \sum_{j=0}^{n} \varphi_{n,j}u_j(z),$$

is a polynomial of degree $n$.

(B) $\Rightarrow$ (A). Set

$$t_n(z) := Dz^n, \quad n \in \mathbb{Z}_+.$$ 

By condition (B) we see that $\deg t_n = n$, $n \in \mathbb{Z}_+$. We can expand the polynomial $u_n(z)$ as a linear combination of $t_j(z)$, $0 \leq j \leq n$:

$$u_n(z) = \sum_{j=0}^{n} \xi_{n,j}t_j(z), \quad \xi_{n,j} \in \mathbb{C}, \quad \xi_{n,n} \neq 0; \quad n \in \mathbb{Z}_+.$$
Set
\[ y_n(z) = \sum_{j=0}^{n} \xi_{n,j} z^j, \quad n \in \mathbb{Z}_+. \]

Then \( \deg y_n = n \), and
\[ D y_n(z) = \sum_{j=0}^{n} \xi_{n,j} Dz^j = \sum_{j=0}^{n} \xi_{n,j} t_j(z) = u_n(z), \]
for all \( n \in \mathbb{Z}_+ \).

\((B) \Rightarrow (C)\). We shall check condition (15) by the induction argument. For \( k = 0 \), we have:
\[ D1 = d_0(z), \]
and \( D1 \) has degree 0 by condition (B). Thus, \( \deg d_0 = 0 \). Suppose that condition (15) holds for \( k \in \mathbb{Z}_{0,l} \), with some \( l \in \mathbb{Z}_{0,r-1} \). Let us verify condition (15) for \( k = l + 1 \). We may write:
\[ Dz^{l+1} = \sum_{k=0}^{l} d_k(z) \frac{d^k}{dz^k} z^{l+1} + d_{l+1}(z)(l+1)!. \]

By the induction assumptions the sum \( \sum_{k=0}^{l} \cdots \), on the right has degree \( \leq l + 1 \). The degree of the left-hand side is equal to \( l + 1 \) by condition (B). Therefore \( \deg d_{l+1} \leq l + 1 \). Consequently, condition (15) holds.

For each \( n \in \mathbb{Z}_+ \), we may write:
\[ Dz^n = \sum_{k=0}^{r} d_k(z) \frac{d^k}{dz^k} z^n = \sum_{k=0}^{r} d_k(z) [n] k z^{n-k}. \] (17)

By condition (15) we see that the polynomial on the right is of degree \( \leq n \). The coefficient of \( z^n \) is equal to \( \sum_{k=0}^{r} d_{k,k} [n] k \). By condition (B) the left-hand side of (17) has degree \( n \). Therefore relation (16) holds.

\((C) \Rightarrow (B)\). By (17) and conditions (15),(16) we see that \( Dz^n \) has degree \( n \).

Let us check the last statement of the theorem. Suppose to the contrary that for some \( n_0 \in \mathbb{Z}_+ \), there exists another polynomial solution \( v_{n_0}(z) \) (deg \( v_{n_0} = n_0 \)) of (14), which is different from \( y_{n_0}(z) \). Then
\[ D(y_{n_0}(z) - v_{n_0}(z)) = D y_{n_0}(z) - D v_{n_0}(z) = u_{n_0}(z) - u_{n_0}(z) = 0. \] (18)

Observe that \( y_{n_0}(z) - v_{n_0}(z) \) is a non-zero polynomial of degree \( k_0 \), \( 0 \leq k_0 \leq n_0 \). By condition (B) we conclude that \( D(y_{n_0}(z) - v_{n_0}(z)) \) should have degree \( k_0 \) as well. This contradicts to relation (18). Thus, \( y_n(z) \) is a unique solution of (14). \( \blacksquare \)

Observe that condition (16) holds true, if the following simple condition holds:
\[ d_{0,0} > 0, \quad d_{j,j} \geq 0, \quad j \in \mathbb{Z}_{1,r}. \] (19)

Thus, there exists a big variety of linear differential operators with polynomial coefficients which have the property (A).
Let us show how Proposition 2.1 can be applied to a question of the density of polynomials in $W^2(M)$. Let $r \in \mathbb{N}$, be an arbitrary number, and

$$
G(z) = \begin{pmatrix} d_0(z) \\ d_1(z) \\ \vdots \\ d_r(z) \end{pmatrix}, \quad (20)
$$

where $d_j(z) \in \mathbb{P}, j \in \mathbb{Z}_{0,r}$, $d_j(z)$’s satisfy condition (C) of Proposition 2.1. Set

$$
M_0(z) = G(z)G^*(z). \quad (21)
$$

Let $K$ be an arbitrary Borel subset of the complex plane. Let $\mu$ be an arbitrary (non-negative) finite measure on $\mathfrak{B}(K)$, having all finite power moments on $K$:

$$
\int_K z^j d\mu < \infty, \quad j \in \mathbb{Z}_+.
$$

Define the following matrix measure:

$$
M(\delta) = \int_\delta M_0(z) d\mu, \quad \delta \in \mathfrak{B}(K). \quad (23)
$$

Consider the corresponding spaces $L^2(\mu)$ and $W^2(\mu)$. Observe that we do not assume the validity of Condition (6). We may repeat our constructions after (7) up to (12), except of those concerning Sobolev orthogonal polynomials.

Suppose that complex polynomials are dense in $L^2_\mu$. Choose an arbitrary $f \in A^2(M)$. For an arbitrary $\varepsilon > 0$, there exists $p_\varepsilon \in \mathbb{P}$, such that

$$
\|g_f(z) - p_\varepsilon(z)\|_{L^2_\mu} < \varepsilon. \quad (24)
$$

By condition (A) of Proposition 2.1 there exists $w \in \mathbb{P}$, such that

$$
\tilde{g}_w(z) = p_\varepsilon(z).
$$

By (12) we may write

$$
\|f - w\|^2_{W^2(\mu)} = (\tilde{g}_f - w(z), \tilde{g}_f - w(z))_{L^2_\mu} \\
= (\tilde{g}_f(z) - \tilde{g}_w(z), \tilde{g}_f(z) - \tilde{g}_w(z))_{L^2_\mu} = \|g_f(z) - p_\varepsilon(z)\|^2_{L^2_\mu} < \varepsilon^2.
$$

Thus, polynomials are dense in $W^2(M)$.

**Corollary 2.2:** Let $K$ be an arbitrary Borel subset of the complex plane. Let $\mu$ be an arbitrary (non-negative) finite measure on $\mathfrak{B}(K)$, having all finite power moments (22). Let $r \in \mathbb{N}$, and $G(z)$ be defined by (20), where $d_j(z) \in \mathbb{P}, j \in \mathbb{Z}_{0,r}$, $d_j(z)$’s satisfy condition (C) of Proposition 2.1. Define a matrix measure $M$ by relations (21) and (23). If complex polynomials are
dense in $L^2_{\mu}$, then complex polynomials are dense in $W^2(M)$. In particular, if $K = \mathbb{T}$, and $\mu$ is non-trivial, then the Szegö condition:

$$
\int_0^{2\pi} \log w(\theta) \frac{d\theta}{2\pi} = -\infty,
$$

is sufficient for the density of polynomials in the corresponding space $W^2(M)$. Here $w = 2\pi \frac{d\mu_{ac}}{d\theta}$.

**Proof:** The proof follows from the preceding considerations.

In 1992 Klotz introduced his version of $L^p(M)$ spaces, for $0 < p < \infty$, having square $(\rho + 1) \times (\rho + 1)$ matrix functions as representatives of elements ($\rho \in \mathbb{Z}_+$), see [11]. Denote by $A^p(M)$ a set in $L^p(M)$ including those classes of the equivalence $[\cdot]$ which possess a representative of the following form:

$$
F(z) = \begin{pmatrix}
  f(z) & f'(z) & \cdots & f^{(\rho)}(z) \\
  0 & 0 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & 0
\end{pmatrix}.
$$

By $W^p(M)$ we denote the closure of $A^p(M)$ in the norm of $L^p(M)$. The subspace $W^p(M)$ is said to be the **Sobolev space of index $p$ with the matrix measure $M$**. It is of interest to study the approximation by polynomials in spaces $W^p(M)$. It is possible that ideas of Xu from [27] can be applied in this case.

Let us now show how to use measurable factorizations of type (8) in order to obtain new measures of orthogonality for Sobolev orthogonal polynomials. Let $M(\delta)$ be a non-negative Hermitian-valued measure on $(K, \mathcal{B}(K))$, with an arbitrary Borel subset $K$ of the complex plane and an arbitrary $\rho \in \mathbb{N}$. Let $\mu$ be an admissible measure, $M_0(z)$ be the corresponding matrix weight, and $1, z, z^2, \ldots, $ all belong to $W^2(M)$. As before, we suppose that condition (6) holds. Let $\{y_n(z)\}_{n=0}^{\infty}$, $\deg y_n = n$, be the corresponding sequence of Sobolev orthogonal polynomials (see relation (7)). Suppose that some factorization (8) holds, and, in notations (9), (10), we have relation (12). We assume that the following condition is valid:

**Condition 2.1:** For some $k_0 \in \mathbb{Z}_{0,\rho}$, the functions $g_{l,k_0}(z)$, $0 \leq l \leq \rho$, all have $\mu$-measurable derivatives. Functions $\{g'_{y_{n,k_0}}(z)\}_{n=0}^{\infty}$ are pairwise orthogonal:

$$
\left( g'_{y_{n,k_0}}(z), g'_{y_{m,k_0}}(z) \right)_{L^2_{\mu,K}} = B_n \delta_{n,m}, \quad B_n \geq 0, \quad n, m \in \mathbb{Z}_+.
$$

(25)

Notice that $B_n$ in (25) can be zero. Differentiating relation (9) (with $k = k_0$, $f = y_n$, $n \in \mathbb{Z}_+$) we obtain that

$$
g'_{y_{n,k_0}}(z) = \sum_{l=0}^{\rho} d_l(z) y_n^{(l)}(z) + g_{\rho,k_0}(z) y_n^{(\rho+1)}(z),
$$
where
\[ d_l(z) := g'_{l,k_0}(z) + g_{l-1,k_0}(z), \quad l \in \mathbb{Z}_{0,\rho}, \quad g_{-1,k_0}(z) := 0. \]

Set
\[
\widetilde{G}(z) = (\tilde{g}_{l,k}(z))_{0 \leq l \leq \rho + 1, \ 0 \leq k \leq \beta + 1},
\]
where
\[
\tilde{g}_{l,k}(z) = \begin{cases} 
  g_{l,k}(z), & 0 \leq l \leq \rho, \ 0 \leq k \leq \beta \\
  0, & l = \rho + 1, \ 0 \leq k \leq \beta \\
  d_l(z), & 0 \leq l \leq \rho, \ k = \beta + 1 \\
  g_{\rho,k_0}(z), & l = \rho + 1, \ k = \beta + 1.
\end{cases}
\]

Then
\[
\int_K \left( y_n(z), y'_n(z), \ldots, y_n^{(\rho)}(z), y_n^{(\rho+1)}(z) \right) \tilde{G}(z) \tilde{G}^*(z) \left( \begin{array}{c}
y_m(z) \\
y'_m(z) \\
\vdots \\
y_m^{(\rho)}(z) \\
y'_m^{(\rho+1)}(z)
\end{array} \right) d\mu \]
\[
= \int_K \left( \tilde{g}_y(z), g'_y(z), \ldots, g_y^{(\rho)}(z), g_y^{(\rho+1)}(z) \right) \left( \begin{array}{c}
y_m(z) \\
y'_m(z) \\
\vdots \\
y_m^{(\rho)}(z) \\
y'_m^{(\rho+1)}(z)
\end{array} \right) d\mu 
\]
\[
= \int_K \tilde{g}_y(z) \left( \begin{array}{c}
y_m(z) \\
y'_m(z) \\
\vdots \\
y_m^{(\rho)}(z) \\
y'_m^{(\rho+1)}(z)
\end{array} \right) d\mu + \int_K g'_y(z) \left( \begin{array}{c}
y_m(z) \\
y'_m(z) \\
\vdots \\
y_m^{(\rho)}(z) \\
y'_m^{(\rho+1)}(z)
\end{array} \right) d\mu 
\]
\[
= (A_n + B_n) \delta_{n,m}, \quad n, m \in \mathbb{Z}_+.
\]

Thus, we have obtained new orthogonality relations for \( y_n \). The following example illustrates this construction.

**Example 2.3:** Consider polynomials from (2.16) in [29]:
\[
y_n(z) = y_n(1; z) = -n! \sum_{k=0}^{n} \frac{z^k}{k!}, \quad n \in \mathbb{Z}_+.
\]

They satisfy the following orthogonality relations:
\[
\int_\mathbb{T} (y_n(z), y'_n(z)) \mathcal{M} \left( \begin{array}{c}
y_m(z) \\
y'_m(z)
\end{array} \right) d\mu_0 = \delta_{n,m}, \quad n, m \in \mathbb{Z}_+,
\]
where \( \mathcal{M} = \left( \begin{smallmatrix} 1 & 1 \\ -1 & -1 \end{smallmatrix} \right) \), and \( \mu_0 \) is the Lebesgue measure on \([0, 2\pi)\) (with the identification \( z = e^{i\theta} \)). Observe that
\[
\mathcal{M} = \left( \begin{smallmatrix} 1 & -1 \\ -1 & 1 \end{smallmatrix} \right) (-1, 1). 
\]

Set \( \rho = 1 \), \( G(z) = (-1, 1)^T \), and repeat constructions (20)–(23) to define a matrix measure \( M \) on \( \mathcal{B}(\mathbb{T}) \). All necessary assumptions for the above construction of a new measure,
including Condition 2.1, are satisfied. In fact, we have $K = \mathbb{T}$, $M_0(z) = \mathcal{M}$, $\mu$ is $\mu_0$, restricted to $\mathcal{B}(\mathbb{T})$. Relation (9) takes the following form:

$$g_{y_n,0}(z) = -y_n(z) + y'_n(z) = z^n, \quad n \in \mathbb{Z}_+,$$

where the last equality is from [29, formula (2.13)]. Then

$$\tilde{G}(z) = \begin{pmatrix} -1 & 0 \\ 1 & -1 \\ 0 & 1 \end{pmatrix}, \quad \tilde{G}(z)\tilde{G}(z)^* = \begin{pmatrix} 1 & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -1 & 1 \end{pmatrix}.$$

Finally, we have $B_n = \begin{cases} n^2, & \text{if } n \geq 1 \\ 0, & \text{if } n = 0 \end{cases}$; $A_n = 1$, $n \in \mathbb{Z}_+$.

**Remark 2.1:** Observe that in [29], on the right in formulas (2.25)–(2.27) there was missed a factor $n!$. Therefore on the right in (2.28) the factor $\frac{1}{n!}$ should be deleted. The factor $\frac{1}{j!}$ should be deleted on the right in (2.37). In (2.52) all $y_j$ should be divided by $j!$. The same should be done in final remarks and in proofs.

### 3. Collections of Sobolev orthogonal polynomials with explicit integral representations

Suppose that conditions (A), (B), (C) of Proposition 2.1 are satisfied for a differential operator $D$, and a set of polynomials $\{u_n(z)\}_{n=0}^\infty$. Let us study Equation (14).

In order to obtain an explicit representation for $y_n$, it is convenient to equate the corresponding powers in (14) and solve the corresponding linear system of equations for the unknown coefficients of $y_n$. Such an idea was used in [1]. However, as we shall see, this way leads to computational difficulties. Fix an arbitrary $n \in \mathbb{Z}_+$. Let

$$y(z) = \sum_{j=0}^n \mu_{nj}z^j, \quad \mu_{nj} \in \mathbb{C}.$$

Then

$$Dy(z) = \sum_{j=0}^n \mu_{nj}Dz^j = \sum_{j=0}^n \sum_{l=0}^r \mu_{nj}d_l(z)[j]z^{j-l}$$

$$= \sum_{j=0}^n \sum_{l=0}^r \sum_{k=0}^l \mu_{nj}[j]d_{l,k}z^{j-l+k}.$$

Using the change of indices in the last sum: $t = j-l+k$, $k = l+t-j$, we get

$$Dy(z) = \sum_{j=0}^n \sum_{l=0}^r \sum_{t=j-l}^j \mu_{nj}[j]d_{l,t-j}z^t = \sum_{j=0}^n \sum_{l=0}^r \sum_{t=0}^j \mu_{nj}[j]d_{l,t+j}z^t.$$

In the last sum we replaced the lower bound $t = j-l$, by $t = 0$. In the case $j \leq l$, this is correct, since $Dy$ is a polynomial. If $j > l$, then there appear new terms with $0 \leq t \leq j -
For these terms we have \( l + t - j \leq -1 < 0 \). Thus, we define \( d_{l,m} := 0 \), for \( l \in \mathbb{Z}_{0,r}, \) \( m \in \mathbb{Z} : m < 0 \).

Changing the order of summation for \( j \) and \( t \) we obtain that

\[
Dy(z) = \sum_{t=0}^{n} z^{t} \left( \sum_{l=0}^{n} \sum_{j=t}^{n} \mu_{n,j} [j] d_{l,l+t-j} \right).
\]

Let

\[
u_{n}(z) = \sum_{j=0}^{n} a_{n,j} z^{j}, \quad a_{n,j} \in \mathbb{C}, \quad a_{n,n} \neq 0.\]

Equation (14) is now equivalent to the following system of linear algebraic equations:

\[
\mu_{n,n} \sum_{l=0}^{r} [n] d_{l,l} = a_{n,n}, \quad (26)
\]

\[
\mu_{n,n-k} \sum_{l=0}^{r} [n-k] d_{l,l} + \sum_{j=n-k+1}^{n} \mu_{n,j} \sum_{l=0}^{r} [j] d_{l,l+n-k-j} = a_{n,n-k}, \quad k = 1, 2, \ldots, n. \quad (27)
\]

It is clear that one can find \( \mu_{n,n}, \mu_{n,n-1}, \ldots, \mu_{n,0} \), step by step. However, for large \( n \) this leads to huge expressions. The use of Cramer’s rule leads to large determinants. Thus, it is important to point out such cases for \( D \), which admit convenient explicit representations for \( y_{n} \). As we shall show, this can be successfully done, if the operator \( D \) has constant coefficients.

Fix arbitrary \( r \in \mathbb{N} \), and \( \alpha \in \mathbb{R} \). We shall begin with the following simple differential operator:

\[
D = \alpha \frac{dr}{dx^{r}} + 1. \quad (28)
\]

In this case the system (26), (27) can be solved directly (as a two-term recurrence relation). The properties of the corresponding polynomial solutions will give a key to the announced general case of constant coefficients.

Observe that \( D \) satisfies condition (19). Therefore it satisfies conditions (A), (B), (C) of Proposition 2.1. At first, we shall consider the case: \( u_{n}(z) = z^{n}, \quad n \in \mathbb{Z}_{+} \). Equation (26) implies that \( \mu_{n,n} = 1 \), while Equations (27) take the following form:

\[
\mu_{n,n-k} + \sum_{j=n-k+1}^{n} \mu_{n,j} \sum_{l=0}^{r} [j] d_{l,l+n-k-j} = 0, \quad k = 1, 2, \ldots, n. \quad (29)
\]

Using the change of index: \( s = n-k, \quad k = n-s \), we may rewrite (29) in the following form:

\[
\mu_{n,s} + \sum_{j=s+1}^{n} \mu_{n,j} \sum_{l=0}^{r} [j] d_{l,l+j-s} = 0, \quad s = 0, 1, \ldots, n-1. \quad (29)
\]

If \( l \notin \{0, r\} \), then \( d_{l,l-j+s} = 0 \). If \( l = 0 \), then \( d_{l,l-j+s} = 0 \), since \( s-j < 0 \). Finally, if \( l = r \), then

\[
d_{l,l-j+s} = d_{r,r-j+s} = \begin{cases} \alpha, & \text{if } j = s + r \\ 0, & \text{if } j \neq s + r \end{cases}.
\]
Therefore
\[
\begin{cases}
\mu_{n,s} + \mu_{n,s+r} \alpha [s + r] = 0, & \text{if } s \leq n - r \\
\mu_{n,s} = 0, & \text{if } s > n - r
\end{cases}; \quad s = 0, 1, \ldots, n - 1. \tag{30}
\]

By the induction argument one can check that
\[
\mu_{n,n-kr} = (-\alpha)^k [n]_r [n - r]_r \cdots [n - (k - 1)r]_r, \quad k \in \mathbb{N} : n - kr \geq 0.
\]

If \(r = 1\), we have calculated all the coefficients of \(y(z)\). If \(r > 1\), then by (30) we see that
\[
\mu_{n,n-r+1} = \cdots = \mu_{n, n-1} = 0.
\]

Using the first equation in (30) and the induction we conclude that the rest of coefficients of \(y\) are zeros.

**Theorem 3.1:** Let \(r \in \mathbb{N}, \alpha \in \mathbb{R}\), be arbitrary numbers. Polynomials

\[
y_n(z) = y_n(r, \alpha; z) := z^n + n! \sum_{k=1}^{\left\lfloor \frac{n}{r} \right\rfloor} (-\alpha)^k \frac{z^{n-kr}}{(n-kr)!}, \quad n \in \mathbb{Z}_+,
\]

have the following properties:

(i) They satisfy the following differential equation:
\[
\alpha z y_n^{(r+1)}(z) + z y_n'(z) = n \left( \alpha y_n^{(r)}(z) + y_n(z) \right), \quad n \in \mathbb{Z}_+;
\]

(ii) Polynomials \(y_n\) obey the following mixed relation:
\[
\alpha y_{n+1}^{(r)}(z) + y_{n+1}(z) = z \left( \alpha y_{n}^{(r)}(z) + y_{n}(z) \right), \quad n \in \mathbb{Z}_+;
\]

(iii) Polynomials \(y_n\) are Sobolev orthogonal polynomials on the unit circle:
\[
\int_{\mathbb{T}} y_n(z), y'_n(z), \ldots, y^{(r)}_n(z) \begin{pmatrix} y_m(z) \\ y'_m(z) \\ \vdots \\ y^{(r)}_m(z) \end{pmatrix} M \begin{pmatrix} 1 \\ 0 \end{pmatrix} \frac{1}{2\pi} d\theta = \delta_{n,m}, \quad n, m \in \mathbb{Z}_+,
\]

where
\[
M = (1, 0, \ldots, 0, \alpha)^T (1, 0, \ldots, 0, \alpha).
\]

Here \(d\theta\) means the Lebesgue measure on \([0, 2\pi)\) (which may be identified with \(\mathbb{T}\), by \(z = e^{i\theta}\)).

(iv) If \(\alpha \neq 0; l \in \mathbb{Z}_{0,r-1}\), then
\[
\frac{\alpha^{rm+l}}{(rm + l)!} y_{rm+l}^{(r)}(r, \alpha; z) \rightarrow_{m \rightarrow +\infty} \sum_{k=0}^{r-1} \frac{1}{r} \varepsilon^{-lk} e^{\alpha r \varepsilon^k z}, \quad \forall z \in \mathbb{C}, \tag{33}
\]

where \(\varepsilon\) is a primitive \(r\)th root of unity; \(\alpha = (-\frac{1}{\alpha})^r\), with an arbitrary fixed value of the \(r\)th root. The convergence in (33) is uniform on compact subsets of the complex plane.
(v) If \( \alpha \leq -1; m \in \mathbb{Z}_+, \) then \( y_{rm}(r, \alpha; z) \) has all its roots in \( \{ z \in \mathbb{C} : |z| \geq 1 \} \). If \( r \geq 2, \alpha \leq -1; m \in \mathbb{Z}_+, l \in \mathbb{Z}_{1,r-1}, \) then \( y_{rm}(r, \alpha; z) \) has a root \( z = 0 \) of multiplicity \( l \), and all other roots in \( \{ z \in \mathbb{C} : |z| \geq 1 \} \).

**Proof:** Observe that polynomials \( y_n(z) \) from (31) are those polynomials which we have constructed before the statement of the theorem (after some simplifications for \( \mu_{n,n-kr} \)). Using relation (14) (with \( y = y_n, u_n(z) = z^n \)) and relation (3) we obtain property (i) of the theorem. By (14) and
\[
z^{n+1} = z^n, \quad n \in \mathbb{Z}_+,
\]
we conclude that property (ii) holds. By (14) and the orthogonality relations for \( z^n \) we obtain property (iii).

Let us check relation (33). By (31) we may write
\[
\frac{1}{(rm + l)!} y_{rm+l}(r, \alpha; z) = \sum_{j=0}^{m} (-\alpha)^{m-j} \frac{z^{rj+l}}{(rj + l)!}, \quad m \in \mathbb{Z}_+, l \in \mathbb{Z}_{0,r-1}.
\]
If \( \alpha \neq 0, \) then
\[
\alpha_{r}^{l} \frac{1}{(-\alpha)^{m}(rm + l)!} y_{rm+l}(r, \alpha; z) = \sum_{j=0}^{m} (\alpha rz)^{rj+l} \frac{z^{rj+l}}{(rj + l)!}, \quad m \rightarrow +\infty \rightarrow m \rightarrow +\infty \sum_{j=0}^{\infty} (\alpha rz)^{rj+l} \frac{z^{rj+l}}{(rj + l)!}, \quad \forall z \in \mathbb{C}.
\]
Notice that
\[
\sum_{j=0}^{\infty} (\alpha rz)^{rj+l} \frac{z^{rj+l}}{(rj + l)!} = \sum_{n=0}^{\infty} a_n \alpha_{r}^{n} \frac{z^n}{n!},
\]
where \( a_n = 1, \) if \( n = l + tr, t \in \mathbb{Z}_+, \) and \( a_n = 0, \) otherwise. By Abel’s theorem for power series it follows that the convergence is uniform on compact subsets of \( \mathbb{C} \).

We shall use the idea of operators \( T_{m,N} \) from [3, p. 88]. Observe that
\[
\frac{1}{r} \sum_{k=0}^{r-1} \varepsilon^{-lk} \alpha_{r}^{k} z^{k} = \sum_{n=0}^{\infty} a_n \frac{(\alpha rz)^{n}}{n!},
\]
where we applied the following relation:
\[
\sum_{k=0}^{r-1} \varepsilon^{k(n-1)} = \begin{cases} r, & \text{if } N = rj + l \\ 0, & \text{otherwise} \end{cases}.
\]
Comparing (35) and (36) we finish the proof of (iv).

Let us check property (v). By (34) we may write
\[
\frac{1}{(rm + l)!} y_{rm+l}(r, \alpha; z) = z^l f(z^r),
\]
\[ f(w) := \sum_{j=0}^{m} (-\alpha)^{m-j} \frac{w^j}{(rj + l)!}; \quad m \in \mathbb{Z}_+, \quad l \in \mathbb{Z}_{0,r-1}. \]

We can apply the Eneström–Kakeya Theorem ([17, p. 136]) for the polynomial \( f(w) \) to obtain the required assertions.

Polynomials \( y_n(z) = y_n(r, \alpha; z) \) from (31) allow to construct Sobolev orthogonal polynomials from any sequence of orthogonal polynomials on the unit circle or on the real line.

**Corollary 3.2:** Let \( K \) denote the real line or the unit circle, and \( r \in \mathbb{N}, \alpha \in \mathbb{R} \). Let \( \mu \) be a (non-negative) measure on \( K \) (we assume that it is defined at least on \( \mathcal{B}(K) \)). Denote by \( p_n \) orthogonal polynomials on \( K \) with respect to \( \mu \) (the positivity of leading coefficients is not assumed):

\[
\int_K p_n(z)\overline{p_m(z)} \, d\mu = A_n \delta_{n,m}, \quad A_n > 0, \quad n, m \in \mathbb{Z}_+. \tag{37}
\]

Let

\[
p_n(z) = \sum_{j=0}^{n} \xi_{nj} z^j, \quad \xi_{nj} \in \mathbb{C}, \quad \xi_{nn} \neq 0; \quad n \in \mathbb{Z}_+. \tag{38}
\]

Polynomials

\[
\hat{y}_n(z) = \hat{y}_n(r, \alpha; z) = \sum_{j=0}^{n} \xi_{nj} y_j(r, \alpha; z), \quad n \in \mathbb{Z}_+, \tag{39}
\]

are Sobolev orthogonal polynomials on \( K \):

\[
\int_K \left( \hat{y}_n(z), \hat{y}'_n(z), \ldots, \hat{y}^{(r)}_n(z) \right) M \left( \begin{array}{c} \hat{y}_m(z) \\ \hat{y}'_m(z) \\ \vdots \\ \hat{y}^{(r)}_m(z) \end{array} \right) \, d\mu = A_n \delta_{n,m}, \quad n, m \in \mathbb{Z}_+, \tag{40}
\]

where \( M \) is from (32).

**Proof:** Consider the operator \( D \) from (28). Since \( D \) is a linear operator on polynomials, then we may write:

\[
D \sum_{j=0}^{n} \xi_{nj} y_j(r, \alpha; z) = \sum_{j=0}^{n} \xi_{nj} Dy_j(r, \alpha; z) = \sum_{j=0}^{n} \xi_{nj} z^j = p_n(z).
\]

Thus, \( \hat{y}_n \)'s are solutions to Equation (14) with \( u_n = p_n \), and \( D \) from (28). Substitute for \( p_n \) into the orthogonality relations (37) to obtain relation (40).

Notice that polynomials \( y_n(1, -1; z) \) are close to a particular case of polynomials which appeared in [29] (where recurrence relations were established). We shall now consider the
special case \( r = 2, \alpha < 0 \). Our aim is to obtain some recurrence relations for \( y_n(2, \alpha; z) \) in this case. For convenience we denote

\[
w_n(z) = w_n(\alpha; z) := y_n(2, \alpha; z), \quad n \in \mathbb{Z}_+; \quad \alpha < 0.
\]  

(41)

**Theorem 3.3:** Let \( \alpha < 0 \), be an arbitrary number, and polynomials \( w_n(z) = w_n(\alpha; z) \), \( n \in \mathbb{Z}_+ \), be defined by (41). The following statements hold:

(a) **Polynomials** \( w_n \) **have** the following integral representation:

\[
w_n(t) = \frac{\beta}{2} e^{\beta t} \int_t^{+\infty} x^n e^{-\beta x} \, dx + \frac{\beta}{2} e^{-\beta t} \int_{-\infty}^{t} x^n e^{\beta x} \, dx, \quad t \in \mathbb{R}, \quad n \in \mathbb{Z}_+.
\]  

(42)

where \( \beta = \sqrt{-\frac{1}{\alpha}} \).

(b) **Polynomials** \( w_n \) **satisfy** the following recurrence relation:

\[
w_{n+1}(z) + \alpha n(n+1)w_{n-1}(z) = z\left(w_n(z) + \alpha(n-1)w_{n-2}(z)\right), \quad n \in \mathbb{Z}_+.
\]  

(43)

where \( w_{-1}(z) = w_{-2}(z) = 0 \).

(c) **Polynomials** \( w_n \) **have** the following generating function:

\[
\sum_{n=0}^{\infty} w_n(t) \frac{z^n}{n!} = \frac{\beta^2}{\beta^2 - z^2} e^{zt}, \quad t \in \mathbb{C}; \quad z \in \mathbb{C}; \quad |z| < \beta.
\]  

(44)

**Proof:** In order to obtain the integral representation (42) one can use Lagrange’s method of variation of parameters. We omit the details, since one can check directly that the right-hand side of (42) satisfies the required differential equation \( Dw_n = z^n \). In fact, using the induction argument and the integration by parts one can verify that the improper integrals in (42) exist and the right-hand side of (42) is a monic polynomial of degree \( n \). Then the direct differentiation shows that \( Dw_n = z^n \). By Proposition 2.1 the \( n \)th degree polynomial solution of \( Dw = z^n \), is unique. Thus, the right-hand side of (42) is indeed \( w_n \).

Using the integration by parts two times we may write:

\[
\frac{2}{\beta} w_n(t) = \frac{2}{\beta} t^n + \frac{n}{\beta} e^{\beta t} \int_t^{+\infty} x^{n-1} e^{-\beta x} \, dx - \frac{n}{\beta} e^{-\beta t} \int_{-\infty}^{t} x^{n-1} e^{\beta x} \, dx \\
= \frac{2}{\beta} t^n + \frac{n(n-1)}{\beta^2} \left( e^{\beta t} \int_t^{+\infty} x^{n-2} e^{-\beta x} \, dx + e^{-\beta t} \int_{-\infty}^{t} x^{n-2} e^{\beta x} \, dx \right) \\
= \frac{2}{\beta} t^n + \frac{2n(n-1)}{\beta^3} w_{n-2}(t), \quad n \geq 2.
\]

Therefore

\[
t^n = w_n(t) - \frac{n(n-1)}{\beta^2} w_{n-2}(t), \quad n \geq 2.
\]  

(45)

If we set \( w_{-1} = w_{-2} = 0 \), then relation (45) holds for all \( n \in \mathbb{Z}_+ \). It remains to substitute expressions for \( z^n \) and \( z^{n+1} \) into

\[
z^{n+1} = zz^n,
\]

to obtain relation (43).
Denote by \( Q(t, z) \) the function on the right in (44). It is an analytic function in the circle \( |z| < \beta \). Let us calculate its Taylor coefficients by the Leibniz rule:

\[
(Q(t, z))^{(k)}(0) = \left( e^{tz} \frac{1}{1 + \alpha z^2} \right)^{(k)}(0) = \sum_{j=0}^{k} \binom{k}{j} \left( \frac{1}{1 + \alpha z^2} \right)^{(j)}(0) \left( e^{tz} \right)^{(k-j)}(0) = \sum_{m=0}^{\left[ \frac{k}{2} \right]} \binom{k}{2m} (-\alpha)^m (2m)! t^{k-2m} = y_k(2, \alpha; t).
\]

The theorem is proved. 

It is clear that relation (43) can be written in the matrix form (2). Thus, we conclude that \( w_n(z) \)'s are classical type Sobolev orthogonal polynomials on the unit circle. Observe that \( w_2(z) = z^2 - 2\alpha \), has roots \( z_{1,2} = \pm \sqrt{2|\alpha|i} \). They are outside the unit circle, if \( \alpha < -\frac{1}{2} \). Thus, \( w_n \)'s are not OPUC for \( \alpha < -\frac{1}{2} \).

We remark that the generating function \( Q(t, z) \) from (44) can be guessed from relation (45), when dividing by \( n! \) and summing up formally. We came to this function in this way. Thus, this recurrence relation was very helpful. In what follows we shall consider generating functions of a general form which include polynomials from Theorem 3.1 and many others.

**Corollary 3.4:** In conditions of Corollary 3.2 with \( r = 2, \alpha < 0 \), the polynomials \( \hat{y}_n(2, \alpha; z) \) admit the following integral representation:

\[
\hat{y}_n(2, \alpha; z) = \frac{\beta}{2} e^{2\beta t} \int_{z}^{+\infty} p_n(x) e^{-\beta x} \, dx + \frac{\beta}{2} e^{-\beta z} \int_{-\infty}^{z} p_n(x) e^{\beta x} \, dx,
\]

\( z \in \mathbb{R}, \quad n \in \mathbb{Z}_+; \quad \beta := \sqrt{-\frac{1}{\alpha}}. \) (46)

**Proof:** Substitute into relation (39) the integral representation (42) and use (38) to get relation (46).

Let \( \{g_n(t)\}_{n=0}^{\infty} \) be a system of OPRL or OPUC, which has a generating function of the following form:

\[
G(t, w) = f(w)e^{tu(w)} = \sum_{n=0}^{\infty} g_n(t) \frac{w^n}{n!}, \quad t \in \mathbb{C}, \quad |w| < R_0, \quad (R_0 > 0), \quad (47)
\]

where \( f, u \) are analytic functions in the circle \( \{|w| < R_0\} \), \( u(0) = 0 \). Such generating functions for OPRL were studied by Meixner, see, e.g. [5, p. 273]. As for the case of OPUC, we
are not aware of any such a system, besides \( \{z^n\}_{n=0}^{\infty} \). Consider the following function:

\[
F(t, w) = \frac{1}{p(u(w))}G(t, w) = \frac{1}{p(u(w))}f(w)e^{tu(w)}, \quad t \in \mathbb{C}, \quad |w| < R_1 < R_0, \quad (R_1 > 0),
\]

(48)

where \( p \in \mathbb{P}: p(0) \neq 0 \). In the case \( u(z) = z \), one should take \( R_1 \leq |z_0| \), where \( z_0 \) is a root of \( p \) with the smallest modulus. This ensures that \( F(t, w) \) is an analytic function with respect to each variable separately. Therefore \( F \) is an analytic function of two variables in any polydisk \( C_{T_1,R_1} = \{(t, w) \in \mathbb{C}^2 : |t| < T_1, |w| < R_1 \}, T_1 > 0 \). In the general case, since \( p(u(0)) = p(0) \neq 0 \), there also exists a suitable \( R_1 \), which ensures that \( F \) is analytic in \( C_{T_1,R_1} \).

Let us expand the function \( F(t, w) \) in Taylor’s series by \( w \) with a fixed \( t \):

\[
F(t, w) = \sum_{n=0}^{\infty} \varphi_n(t) \frac{w^n}{n!}, \quad (t, w) \in C_{T_1,R_1},
\]

(49)

where \( \varphi_n(t) \) are some complex-valued functions.

**Lemma 3.5:** The function \( \varphi_n(t) \) is a complex polynomial of degree \( n \), \( \forall n \in \mathbb{Z}_+ \).

**Proof:** In fact,

\[
\varphi_n(t) = \left. \left( F(t, w) \right)^{(n)} \right|_{w=0} = \left. \left( \frac{1}{p(u(w))}G(t, w) \right)^{(n)} \right|_{w=0} = \sum_{j=0}^{n} \binom{n}{j} \left( \frac{1}{p(u(w))} \right)^{(j)}(0) (G(t, w))^{(n-j)} \left|_{w=0} = \sum_{j=0}^{n} \binom{n}{j} b_j \varphi_{n-j}(t),
\]

where \( b_j := \left( \frac{1}{p(u(w))} \right)^{(j)}(0) \). Thus, \( \varphi_n(t) \) is a polynomial. Since \( b_0 = \frac{1}{p(0)} \neq 0 \), then \( \deg \varphi_n = n \). \( \blacksquare \)

Fix an arbitrary \( k \in \mathbb{N} \). The function \( F_t^{(k)}(t, w) \) is also analytic in \( C_{T_1,R_1} \). Consider its Taylor’s expansion with respect to \( w \), with a fixed \( t \):

\[
F_t^{(k)}(t, w) = \sum_{n=0}^{\infty} a_{n,k}(t) \frac{w^n}{n!}, \quad (t, w) \in C_{T_1,R_1},
\]

(50)

where \( a_{n,k}(t) \) are some complex functions.

**Lemma 3.6:** The functions \( a_{n,k}(t) \) have the following form:

\[
a_{n,k}(t) = \varphi_n^{(k)}(t), \quad n \in \mathbb{Z}_+, \ |t| < T_1; \ k \in \mathbb{N},
\]

(51)

i.e. we can differentiate the series (49) with respect to \( t \).

**Proof:** We may write:

\[
a_{n,k}(t) = \left. \left( F_t^{(k)} \right)^{(n)} \right|_{w=0} = \left. \left( F_t^{(n)} \right)^{(k)} \right|_{w=0}
\]
By (48) we may write:

\[
\varphi_n(t) + \sum_{l=n+1}^{\infty} \varphi_l(t) \frac{1}{(l-n)!} w^{l-n} = (\varphi_n(t) + wL(t, w))^{(k)}_{t=0},
\]

where

\[
L(t, w) := \sum_{k=1}^{\infty} \varphi_{n+k}(t) \frac{w^{k-1}}{k!}, \quad (t, w) \in C_{T_{1}, R_{1}}.
\]

Since \( \varphi_n(t) + wL(t, w), \) and \( \varphi_n(t) \) (by Lemma 3.5) are analytic functions of two variables in \( C_{T_{1}, R_{1}} \), then \( wL(t, w) \) is also analytic in \( C_{T_{1}, R_{1}} \). Therefore \( L(t, w) \) is an analytic function of \( t \) in \( \{ |t| < T_1 \} \), for any fixed \( w : |w| < R_1 \). By the definition of \( L(t, w) \), it is represented by a power series with respect to \( w \). Therefore \( L(t, w) \) is an analytic function of \( w \) in \( \{ |w| < R_1 \} \), for any fixed \( t : |t| < T_1 \). Consequently, \( L(t, w) \) is an analytic function of two variables in \( C_{T_{1}, R_{1}} \). Then

\[
a_{n,k}(t) = \left. (\varphi_{n}^{(k)}(t) + wL_{t}^{(k)}(t, w)) \right|_{w=0} = \varphi_{n}^{(k)}(t),
\]

since \( L_{t}^{(k)} \) is an analytic function of \( w \) in \( \{ |w| < R_1 \} \), for any fixed \( t \) in \( \{ |t| < T_1 \} \).

Suppose that \( \deg p \geq 1 \), and

\[
p(z) = \sum_{k=0}^{d} c_{k}z^{k}, \quad c_{k} \in \mathbb{C}, \quad c_{d} \neq 0; \quad c_{0} \neq 0; \quad d \in \mathbb{N}.
\]

By (48) we may write:

\[
\sum_{k=0}^{d} c_{k}F_{t}^{(k)}(t, w) = \sum_{k=0}^{d} c_{k}u^{k}(w) \frac{1}{p(u(w))} G(t, w) = G(t, w), \quad (t, w) \in C_{T_{1}, R_{1}}.
\]

Comparing Taylor’s coefficients of the series for both sides of the last relation (see (50), (51) and (47)) we conclude that

\[
\sum_{k=0}^{d} c_{k}\varphi_{n}^{(k)}(t) = g_{n}(t), \quad n \in \mathbb{Z}_{+}.
\]

In particular, if \( g_{n}(t) = t^{n} \), we obtain a generalization of an equation \( Dy(t) = t^{n} \), with the differential operator (28), which we have already studied.

**Theorem 3.7:** Let \( d \in \mathbb{N} \), and \( p(z) \) be as in (52). Let \( \{g_{n}(t)\}_{n=0}^{\infty} \) be a system of OPRL or OPUC, having a generating function \( G(t, w) \) from (47) and \( F(t, w) \) be given by (48). Fix some positive \( T_{1}, R_{1} \), such that \( F(t, w) \) is analytic in the polydisk \( C_{T_{1}, R_{1}} \). Polynomials

\[
\varphi_{n}(z) = \sum_{j=0}^{n} \binom{n}{j} b_{j}g_{n-j}(t), \quad n \in \mathbb{Z}_{+},
\]

where \( b_{j} = \left( \frac{1}{p(u(w))} \right)^{(j)}(0) \), have the following properties:
(i) Polynomials $\varphi_n$ are Sobolev orthogonal polynomials:

\[
\int \left( \varphi_n(t), \varphi'_n(t), \ldots, \varphi^{(d)}_n(t) \right) \tilde{M} \begin{pmatrix} \varphi_m(t) \\ \varphi'_m(t) \\ \vdots \\ \varphi^{(d)}_m(t) \end{pmatrix} d\mu_g = \tau_n \delta_{n,m}, \quad \tau_n > 0, \quad n, m \in \mathbb{Z}_+,
\]

where

\[
\tilde{M} = (c_0, c_1, \ldots, c_d)^T (\overline{c_0}, \overline{c_1}, \ldots, \overline{c_d}).
\]

Here $d\mu_g$ is the measure of orthogonality of $g_n$.

(ii) Polynomials $\varphi_n$ have the generating function $F(t, w)$, and relation (49) holds.

(iii) Polynomials $\varphi_n$ have the following integral representation:

\[
\varphi_n(t) = \frac{n!}{2\pi i} \oint_{|w|=R_2} \frac{1}{p(u(w))} f(w)e^{tu(w)}w^{-n-1} dw, \quad n \in \mathbb{Z}_+, \quad (55)
\]

where $R_2$ is an arbitrary number, satisfying $0 < R_2 < R_1$.

**Proof:** Representation (54) for $\varphi_n$ was derived in the proof of Lemma 3.5. Orthogonality relations for $\varphi_n$ follow from the orthogonality relations for $g_n$, by taking into account relation (53). Finally, relation (55) follows from the known representation of Taylor’s coefficients of an analytic function.

There are two important cases of $g_n$, which lead to additional properties of $\varphi_n$, namely, to differential equations and recurrence relations. Next two corollaries are devoted to these questions.

**Corollary 3.8:** In conditions of Theorem 3.7 suppose that $g_n(t) = t^n, n \in \mathbb{Z}_+; f(w) = 1, u(w) = w$. Polynomials \( \{\varphi_n(t)\}_{n=0}^{\infty} \) satisfy the following recurrence relation:

\[
(n + 1) \sum_{k=0}^{d} \varphi_{n+1-k}(t) \frac{c_k}{(n+1-k)!} = t \left( \sum_{k=0}^{d} \varphi_{n-k}(t) \frac{c_k}{(n-k)!} \right), \quad n \in \mathbb{Z}_+, \quad (56)
\]

where $\varphi_r := 0, r! := 1$, for $r \in \mathbb{Z} : r < 0$.

Polynomials \( \{\varphi_n(t)\}_{n=0}^{\infty} \) obey the following differential equation:

\[
t \sum_{k=0}^{d} c_k \varphi_n^{(k+1)}(t) = n \left( \sum_{k=0}^{d} c_k \varphi_n^{(k)}(t) \right), \quad n \in \mathbb{Z}_+.
\]
**Proof:** In this case we have

\[ F(t, w) = \frac{1}{p(w)} e^{tw}, \quad (t, w) \in C_{T_1, R_1}. \]

Using power series we write:

\[
\sum_{k=0}^{d} \sum_{n=0}^{\infty} \varphi_n(t) c_k \frac{w^{n+k}}{n!} = \sum_{n=0}^{\infty} t^n \frac{w^n}{n!}, \quad (t, w) \in C_{T_1, R_1}.
\]

Changing the index \( j = n + k \) on the left, and comparing Taylor’s coefficients we obtain relation (56). In order to derive relation (56) use relations (3) and (53).

**Corollary 3.9:** In conditions of Theorem 3.7 suppose that \( g_n(t) = H_n(t), n \in \mathbb{Z}_+, \) are Hermite polynomials; \( f(w) = e^{-w^2}, u(w) = 2w. \) Polynomials \( \{\varphi_n(t)\}_{n=0}^{\infty} \) satisfy the following recurrence relation:

\[
(n + 1) \sum_{k=0}^{d} \varphi_{n+1-k}(t) \frac{c_k 2^k}{(n + 1 - k)!} + 2 \sum_{k=0}^{d} \varphi_{n-1-k}(t) \frac{c_k 2^k}{(n + 1 - k)!} = 2t \left( \sum_{k=0}^{d} \varphi_{n-k}(t) \frac{c_k 2^k}{(n - k)!} \right), \quad n \in \mathbb{N},
\]

where \( \varphi_r := 0, r! := 1, \) for \( r \in \mathbb{Z} : r < 0; \) and

\[
c_0 \varphi_1(t) + 2c_1 \varphi_0(t) = 2c_0 t \varphi_0(t).
\]

Polynomials \( \{\varphi_n(t)\}_{n=0}^{\infty} \) obey the following differential equation:

\[
\sum_{k=0}^{d} c_k \varphi_n^{(k)}(t) - 2t \sum_{k=0}^{d} c_k \varphi_n^{(k+1)}(t) = -2n \left( \sum_{k=0}^{d} c_k \varphi_n^{(k)}(t) \right), \quad n \in \mathbb{Z}_+.
\]

**Proof:** In this case we have \( G(t, w) = e^{2tw-w^2}. \) Rewriting

\[ p(2w) F(t, w) = G(t, w), \]

using power series of \( w, \) and comparing Taylor’s coefficients, we get

\[ H_n(t) = n! \sum_{k=0}^{d} \varphi_{n-k}(t) c_k 2^k \frac{1}{(n - k)!}, \quad n \in \mathbb{Z}_+. \]

Using the three-term recurrence relation for the Hermite polynomials we obtain relations (57) and (58). By the differential equation:

\[ H_n''(t) - 2tH_n'(t) = -2nH_n(t), \]

and relation (53) we obtain relation (59).
Polynomials $\varphi_n$ from the last two corollaries fit into the scheme of Problem 1.1. Notice that generating functions for $\varphi_n$ from these corollaries admit a study by the Darboux method, see Theorem 8.4 from [25]. One should require that the zeros of $p$ are outside or on the unit circle (or use $p(w/c)$).

One of possible generalizations of Problem 1.1 arises, if we replace linear pencils by arbitrary pencils:

**Problem 3.1:** To describe all Sobolev orthogonal polynomials $\{y_n(z)\}_{n=0}^{\infty}$ on $\mathcal{K}$, satisfying the following two properties:

(a) Polynomials $y_n(z)$ satisfy the following differential equation:

$$R(\lambda_n)y_n(z) = 0, \quad n = 0, 1, 2, \ldots,$$

where $R(\lambda)$ is an operator polynomial $R(\lambda) = \sum_{k=0}^{d} R_k \lambda^k$, ($d \in \mathbb{Z}_+$), and $R_k$’s are linear differential operators of finite orders, having complex polynomial coefficients not depending on $n$; $\lambda_n \in \mathbb{C}$;

(b) Polynomials $y_n(z)$ obey the following difference equation:

$$L(z)\vec{y}(z) = 0, \quad \vec{y}(z) = (y_0(z), y_1(z), \ldots)^T,$$

where $L(z)$ is an operator polynomial $L(z) = \sum_{j=0}^{l} L_j z^j$, ($l \in \mathbb{Z}_+$), and $L_j$’s are semi-infinite complex banded matrices.
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