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Abstract

This note examines the behavior of generalization capabilities - as defined by out-of-sample mean squared error (MSE) - of Linear Gaussian (with a fixed design matrix) and Linear Least Squares regression. Particularly, we consider a well-specified model setting, i.e. we assume that there exists a ‘true’ combination of model parameters within the chosen model form. While the statistical properties of Least Squares regression have been extensively studied over the past few decades - particularly with less restrictive problem statements compared to the present work - this note targets bounds that are non-asymptotic and more quantitative compared to the literature. Further, the analytical formulae for distributions and bounds (on the MSE) are directly compared to numerical experiments. Derivations are presented in a self-contained and pedagogical manner, in a way that a reader with a basic knowledge of probability and statistics can follow.

1 Introduction

We consider a linear model \( p(y|x, \theta) = \mathcal{N}(y; \phi(x)^T \theta, \sigma^2) \), where \( y \in \mathbb{R} \) is the response function, \( x \in \mathbb{R}^p \) is the input, \( \theta \in \mathbb{R}^m \) represents model parameters, and \( \phi : \mathbb{R} \rightarrow \mathbb{R}^m \) is the feature vector. Given a dataset \( D = \{(x_1, y_1), \ldots, (x_n, y_n)\} \), where the inputs are drawn in an i.i.d. fashion from a known \( p(x) \), define \( \Phi(x) \in \mathbb{R}^{n \times m} \), where each row of \( \Phi(x) \) is \( \phi(x_i)^T \). Further, we assume that the data is generated by a true set of parameters \( \theta^* \in \mathbb{R}^m \), and that the noise in the data is independent of the inputs \( x_i \). Finally, we assume that \( \phi(x) \) follows the standard normal distribution.

Define a squared objective \( \ell(\theta, x, y) = \sum_{i=1}^{n} (y_i - \phi(x_i)^T \theta)^2 \). Assuming \( n > m \), and that \( \Phi \) has full-rank, minimization of the objective function over the dataset yields the least squares estimate \( \theta_{LS} = (\Phi^T(\Phi))^{-1}\Phi^Ty \). Now, given a new input \( \hat{x} \in \mathbb{R}^p \), we would like to predict the response and assess the loss \( \ell(\theta, \hat{x}, \hat{y}) = (\hat{y} - \phi(\hat{x})^T \theta)^2 \), where \( \hat{y} \) is a realization from \( \mathcal{N}(\phi(\hat{x})^T \theta^*, \sigma^2) \).

Note that the above setting corresponds to random design regression with a well-specified linear model. Breiman and Freedman \[1\], showed that

\[
\mathbb{E}[\ell(\theta_{LS}, \hat{x}, \hat{y})] = \sigma^2 \frac{n-1}{n-1-m}.
\]

We are interested in studying the statistical properties of \( \ell(\theta_{LS}, \hat{x}, \hat{y}) \) for out-of-sample predictions, particularly in obtaining bounds on \( \ell(\cdot, \cdot, \cdot) \).

Indeed, statistical properties and generalization of least squares regression have long been studied, including in less restrictive settings (e.g. mis-specified models, non-linear features, non-Gaussian distributions, etc.). However, to the knowledge of the author\[2\] much of the literature - though rigorous, well-crafted and require fewer assumptions than the above - presents bounds that are more restrictive in a number of ways. The following are examples:

---

1 An additional nuance of their contribution is pointed out in section \[3\].

2 The author is willing to expand his understanding of the literature, and would be glad to be proved wrong.
• A number of works present bounds for high dimensional and /or asymptotic situations (e.g. [2]) or require bounded covariates.
• Gyorfi et al. [3] and Catoni’s [4] error bounds are well-crafted, but contain an arbitrary constant.
• Many publications contain terms such as $O(\cdot)$, thus rendering an asymptotic error estimate.
• Audibert & Catoni [5] require $n >> m$ and Hsu et al. [6] require $n >> m$.
• Classical PAC-Bayesian bounds [7] require bounded loss functions or additional parameters beyond the data [8].

It is noted that this result does not require asymptotics.

The plan is to proceed with the derivation in a pedagogical manner, in such a way that a reader with the most basic knowledge of probability can follow. Given the above goal in combination with the restrictions placed by the assumptions in the problem statement, prompted the use of the words “Basic Bounds”. Aligned with the pedagogical spirit, we first start with the linear Gaussian setting (i.e. The design matrix is placed by the assumptions in the problem statement, prompted the use of the words “Basic Bounds”).

The main contribution of the present work is the following: Assuming the above conditions and that a bound can be useful even under the above conditions.

Theorem 1 (Well-specified Linear Gaussian case). Consider $p(y|\theta) = N(\theta, \sigma^2 I)$ with $y \in \mathbb{R}^n$, $\theta \in \mathbb{R}^m$, and $A \in \mathbb{R}^{n \times m}$ being a full column rank matrix. Define the empirical risk as a log-likelihood-type loss

$$\ell(y, \theta) = \frac{1}{2\sigma^2} (y - A\theta)^T(y - A\theta).$$

Further, assume that the data is generated by a true process $\Theta^* \sim N(0, I_n)$.

Consider a training sample $y \equiv A\Theta^* + \sigma^2 z$, and a testing sample $y_t \equiv A\Theta^* + \sigma z_t$, where $Z, Z_t \sim N(0, I_n)$.

Define the least squares estimate $\hat{\theta}^{LS} \equiv (A^T A)^{-1} A^T y$. Then the training, testing, and true risks are given by

$$\mathcal{L}(Y, \Theta^{LS}) \sim \frac{1}{2} \left[ \chi^2(n - m) \right]; \quad \mathbb{E}[\mathcal{L}(Y, \Theta^{LS})] = \frac{1}{2}(n - m)$$

$$\mathcal{L}(Y_t, \Theta^{LS}) \sim \frac{1}{2} \left[ \chi^2(n - m) + 2\chi^2(m) \right]; \quad \mathbb{E}[\mathcal{L}(Y_t, \Theta^{LS})] = \frac{1}{2}(n + m)$$

$$\mathcal{L}(Y, \Theta^*) \sim \frac{1}{2} \left[ \chi^2(n) \right]; \quad \mathbb{E}[\mathcal{L}(Y, \Theta^*)] = \frac{1}{2}n$$

Additionally, given $0 \leq \delta \leq 1$, and a random testing sample $y_t$, with at least a probability of $1 - \delta$, one can guarantee that the generalization error is bounded by

$$\|y_t - A\hat{\theta}^{LS}\|^2_2 \leq n + m + \sqrt{\frac{6m + 2n}{\delta}}.$$ 

Proof:
Let’s consider the training risk first:

\[(y - A\theta)^T (y - A\theta) = (A\theta^* + \sigma z - AA^*(A\theta^* + \sigma z))^T (A\theta^* + \sigma z - AA^*(A\theta^* + \sigma z))\]

\[= (\sigma z - \sigma Pz)^T (\sigma z - \sigma Pz)\]

\[= \sigma^2 z^T Pz + \sigma^2 z^T z - 2\sigma^2 z^T Pz,\]

where \(P \triangleq AA^* = A^T A^T\), is the projection matrix and is of rank \(r\). Since \(A\) has full column rank, \(r = m\). Therefore

\[\ell(y, \theta^{LS}) = \frac{1}{2\sigma^2} [\sigma^2 z^T z - \sigma^2 z^T Pz] = \frac{1}{2} [z^T (I - P) z].\]

This is a random variable with the following Chi-squared distribution

\[\mathcal{L}(\Theta^{LS}) \sim \frac{1}{2} \chi^2(n-r) = \Gamma\left(\frac{n-m}{2}, 1\right),\]

where \(\Gamma\) is the Gamma distribution. The expected empirical risk is

\[\mathbb{E}[\mathcal{L}(\Theta^{LS})] = \frac{1}{2}(n-m).\]

Similarly, the true risk is

\[\mathcal{L}(\Theta^*) \sim \frac{1}{2\sigma^2} [\sigma^2 \chi^2(n)] = \Gamma\left(\frac{n}{2}, 1\right).\]

The expected true risk is therefore

\[\mathbb{E}[\mathcal{L}(\Theta^*)] = \frac{n}{2}.\]

**Testing risk**

Let’s examine the testing risk with \(y_t = A\theta^* + \sigma z_t\), and \(\theta = \theta^* + \sigma A^* z\) where \(Z_t, Z \sim \mathcal{N}(0, I_n)\) represent testing and training realizations. Then

\[(y_t - A\theta)^T (y_t - A\theta) = (\sigma z_t - \sigma Pz)^T (\sigma z_t - \sigma Pz)\]

\[= \sigma^2 (z_t^T Pz + z_t^T z_t - 2z_t^T Pz_t).\]

Write \(P = S\Lambda S^T\), where \(S\) is an orthonormal matrix. Also define \(Q \triangleq S^T Z\) and \(Q_t \triangleq S^T Z_t\). Define \(g \triangleq z^T Pz + z_t^T z_t - 2z_t^T Pz_t\).

\[g = q^T \Lambda q + q_t^T q_t - 2q^T \Lambda q_t\]

\[= \sum_{j=1}^{r} (\lambda_j q_j^2 + q_{ij}^2 - 2\lambda_j q_j q_{ij})\]

\[= \sum_{j=1}^{r} (q_j^2 + q_{ij}^2 - 2q_j q_{ij}) + \sum_{j=r+1}^{n} q_{ij}^2\]

\[= \sum_{j=1}^{r} (q_j - q_{ij})^2 + \sum_{j=r+1}^{n} q_{ij}^2.\]

The fact that \(P\) has exactly \(r\) unity eigenvalues and \(n-r\) zero eigenvalues has been utilized above. Recognizing that \(Q_j - Q_{ij} \sim \mathcal{N}(0, 2)\), it is easy to see that \(G \sim 2\chi^2(r) + \chi^2(n-r)\).

---

3 See the testing risk derivation for more insight into how the structure of \(P\) is leveraged
The testing risk is therefore
\[ \mathcal{L}(\theta^{LS}) = \frac{1}{2\sigma^2} \left[ \sigma^2(2\chi^2(r) + \chi^2(n-r)) \right]. \]

Again, since \( A \) has full column rank, \( r = m \), and thus
\[ \mathcal{L}(\theta^{LS}) = \frac{1}{2} [2\chi^2(m) + \chi^2(n-m)]. \]

Note: One has to be careful in handling the above expression because of the coefficients in front of the \( \chi^2(\cdot) \) distributions are different. Nevertheless, the expected test risk can be evaluated easily:
\[ E[\mathcal{L}(\theta^{LS})] = \frac{n + m}{2}. \tag{11} \]

### 2.1 Numerical Verification

To verify the above equations, a sample problem is designed with
\[ \sigma = 0.1 ; \ \theta^* = \begin{bmatrix} 0.3 \\ -2 \end{bmatrix} ; \ \ A = \begin{bmatrix} 1 & 0.6 \\ 3.2 & -2 \\ 4 & 1 \\ 3.1 & -1 \end{bmatrix}. \]

and the results are shown in Figure 1. A total of 100,000 samples were used to evaluate the 3 different risk elements which are compared to the analytical forms.
Table 1: Risk Decomposition for Least Squares

| Term          | Expression | Distribution | Expectation | Variance |
|---------------|------------|--------------|-------------|----------|
| Training Risk | \|Y - A\theta_{LS}\|_2^2 | \sigma^2\chi^2(n - m) | \sigma^2(n - m) | \sigma^4(n - m) |
| True Risk     | \|Y - A\theta^*\|_2^2 | \sigma^2\chi^2(n) | \sigma^2(n) | \sigma^42n |
| Testing Risk  | \|Y - A\theta_{LS}\|_2^2 | \sigma^2(\chi^2(n - m) + 2\chi^2(m)) | \sigma^2(n + m) | \sigma^4(6m + 2n) |

2.2 Bounds

Let’s try to bound the test risk. It is perhaps intuitive to assume that $2\chi^2(m) + \chi^2(n - m)$ can be approximated as $\chi^2(n + m)$. However, that is highly inaccurate, and neither does the more conservative approximation of $\chi^2(n + 2m)$ serve as a good bound as seen in Figure 2.

We can, however, use Chebyshev’s inequality, which states that for any random variable $X$, and $\epsilon \in \mathbb{R}^+$,

$$ P(|x - \mathbb{E}[X]| \geq \epsilon) \leq \frac{\text{Var}(X)}{\epsilon^2}. $$

Therefore

$$ P(|g - (n + m)| \geq \epsilon) \leq \frac{6m + 2n}{\epsilon^2} $$

$$ P(|g - (n + m)| \leq \epsilon) \geq 1 - \frac{6m + 2n}{\epsilon^2} $$

Define $\delta \triangleq \frac{6m + 2n}{\epsilon^2}$. Therefore, $\epsilon = \sqrt{\frac{6m + 2n}{\delta}}$.

Therefore, with at least a probability of $1 - \delta$, we can guarantee that

$$ |g - (n + m)| \leq \sqrt{\frac{6m + 2n}{\delta}} $$

Therefore with at least a probability of $1 - \delta$, we can guarantee that the generalization error is bounded by

$$ \|y - A\theta_{LS}\|_2^2 \leq n + m + \sqrt{\frac{6m + 2n}{\delta}}. $$

This expression is verified in Figure 2.

Better bounds may be obtained with higher moments and concentration inequalities.

3 Linear Least Squares Regression

**Theorem 2** (Well-specified Linear Least Squares Regression). Consider $p(y|x, \theta^*) = \mathcal{N}(\phi(x)^T\theta^*, \sigma^2)$, where $y \in \mathbb{R}$, $x \in \mathbb{R}^p$, and $\theta^* \in \mathbb{R}^m$. $\phi: \mathbb{R} \to \mathbb{R}^m$ represents the feature vector. We will also assume that $\Phi(x)$ has full column rank. Given a dataset $D = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, define $\Phi(x) \in \mathbb{R}^{n \times m}$, where each row of $\Phi(x)$ is $\phi(x_i)^T$. Let’s define a MSE loss $\ell(\theta, \hat{x}, y) \triangleq (\hat{y} - \phi(\hat{x})^T\theta)^2$, and the OLS estimate $\theta_{LS}(y) \triangleq (\Phi(x)^T\Phi(x))^{-1}\Phi(x)^Ty = \Phi^+(x)y$.

Then, for a random $\hat{x}$, assuming that the features are distributed in a Gaussian distribution (i.e. $\phi(x) \sim \mathcal{N}(0, \Sigma_{\phi})$), with at least a probability of $1 - \delta$ the generalization error is bounded by

$$ \ell(\theta_{LS}, \hat{x}, \hat{y}) \leq \frac{\sigma^2}{n - m - 1} \left[ m + \frac{1}{\sqrt{\delta}} \sqrt{\frac{m^3 - m^2(n - 3) - 3m(n - 3)(n - 1) + 3(n - 3)(n - 1)^2}{n - m - 3}} \right], $$
with \( n > m - 3 \).

**Proof:** In the below, we will use \( \theta \) instead of \( \theta^L_S \) to improve readability.

\[
\ell(\theta, \hat{x}, \hat{y}) = \| \phi(\hat{x})^T \theta^* + \sigma \hat{z} - \phi(\hat{x})^T \theta \|_2^2
\]
\[
= \| \phi(\hat{x})^T (\theta^* - \theta) + \sigma \hat{z} \|_2^2
\]
\[
= \| \phi(\hat{x})^T (\theta^* - \Phi^+(x)y) + \sigma \hat{z} \|_2^2
\]
\[
= \| \phi(\hat{x})^T (\theta^* - \Phi^+(x)(\Phi(x)\theta^* + \sigma z)) + \sigma \hat{z} \|_2^2
\]
\[
= \sigma^2 \| \hat{z} - \phi(\hat{x})^T \Phi^+(x)z \|_2^2
\]
\[
E_{\hat{z}}[\ell(\theta, \hat{x}, \hat{y})] = \sigma^2 + \sigma^2 \| \phi(\hat{x})^T \Phi^+(x)z \|_2^2
\]
\[
E_{\hat{z}}E_{\hat{x}}[\ell(\theta, \hat{x}, \hat{y})] = \sigma^2 + \sigma^2 Tr[\phi(\hat{x})^T \Phi(x)^+ \Phi^+(x)^{-1} \phi(x)]
\]
\[
E_{\hat{x}}E_{\hat{z}}E_{\hat{y}}[\ell(\theta, \hat{x}, \hat{y})] = \sigma^2 + \sigma^2 Tr[\Sigma_{\phi}(\Phi(x)^T \Phi(x))^{-1}]
\]

where \( \Sigma_{\phi} = E[\phi(\hat{x})\phi(\hat{x})^T] \). Note that the above quantity is still a random variable because of the randomness in \( x \).

**Gaussian assumption for features:** Assume \( \phi(x) \sim \mathcal{N}(0, \Sigma_{\phi}) \). Writing the Cholesky decomposition \( \Sigma_{\phi} = LL^T \), and thus \( \phi(x_i) = Lq_i \), where \( q_i \sim \mathcal{N}(0, I_m) \). Note: we are temporarily dropping small / big symbols for realizations and random variables to stop the proliferation of symbols.

\[
\Phi(x) = \begin{bmatrix}
\phi(x_1)^T \\
\vdots \\
\phi(x_n)^T
\end{bmatrix} = \begin{bmatrix}
q_1^T L \\
\vdots \\
q_n^T L
\end{bmatrix} \overset{L^T \triangleq Q^T L^T}{=} L Q Q^T L^T
\]

Therefore \( \Phi(x)^T \Phi(x) = L QQ^T L^T \), where \( Q \in \mathbb{R}^{m \times n} \). Thus

\[
E_{\hat{x}}E_{\hat{z}}E_{\hat{y}}[\ell(\theta, \hat{x}, \hat{y})] = \sigma^2 + \sigma^2 Tr[LQ^T (LQQ^T L^T)^{-1}]
\]
\[
= \sigma^2 + \sigma^2 Tr[LL^T L^{-1} (QQ^T)^{-1} L^{-1}]
\]
\[
= \sigma^2 + \sigma^2 Tr[(QQ^T)^{-1}]
\]
\[
E_{\hat{x}}E_{\hat{z}}E_{\hat{y}}[\ell(\theta, \hat{x}, \hat{y})] = \sigma^2 + \sigma^2 Tr[E((QQ^T)^{-1})].
\]
We know that $QQ^T \sim W_m(I_m, n)$, and $(QQ^T)^{-1} \sim W_m^{-1}(I_m, n)$, where $W_m$ and $W_m^{-1}$ represent the Wishart and Inverse Wishart \[10\] distributions, respectively. Therefore $E((QQ^T)^{-1}) = \frac{I_m}{n-m-1}$ as long as $n > m + 1$.

Therefore

$$E[\ell(\theta, \hat{x}, \hat{y})] \triangleq \mu_\ell = \sigma^2 + \sigma^2 \frac{m}{n-m-1}. \quad (12)$$

This expression can also be found in Breiman & Freedman \[1\]. We are interested in bounds of $\ell(\theta, \hat{x}, \hat{y})$, and note that Theorem 1.3 of Ref. \[1\], instead provides the distribution of $E[\ell(\theta, \hat{x}, \hat{y})|x, y]$. Note that the true expected risk is $E[\ell(\theta^*, \hat{x}, \hat{y})] = \sigma^2$.

### 3.1 Variance

Let’s try to bound the above distribution by computing the variance of the squared error

$$\ell(\theta, \hat{x}, \hat{y})^2 = \sigma^4(z^T - z^T\Phi^+T\phi)^2.$$ 

We will use the following identity \[11\]: If $X \sim \mathcal{N}(0, I)$, $A$ is a matrix and $a$ is a vector, then

$$E_x[(Ax + a)^T(Ax + a)(Ax + a)^T(Ax + a)] = 2Tr(AA^TAA^T) + 4a^TAA^Ta + (tr(AA^T) + a^Ta)^2.$$ 

Thus,

$$E_{\hat{x}} \hat{\ell}^2 = \sigma^4(2 + 4(\phi^T\Phi^+T\phi)^2 + (1 + (\phi^T\Phi^+T\phi)^2)^2)$$

$$E_{\hat{x}} \hat{\ell}^2 = \sigma^4(3 + 6\text{Tr}(\Phi^+T\phi\Phi^+T\phi) + 2\text{Tr}(\phi^T\Phi^+T\phi\Phi^+T\phi) + \text{Tr}(\phi^T\Phi^+T\phi^2)$$

$$E_{\hat{x}} \hat{\ell}^2 = \sigma^4(3 + 6\text{Tr}(\Phi^+T\phi\Phi^+T\phi) + 3\text{Tr}(\Phi^+T\phi\Phi^+T\phi))$$

$$E_{\hat{x}} \hat{\ell}^2 = \sigma^4(3 + 6\text{Tr}(W^{-1}_m(I, n)) + 6\text{Tr}(W^{-1}_m(I, n)W^{-1}_m(I, n)) + 3\text{Tr}(W^{-1}_m(I, n)W^{-1}_m(I, n)))$$

where $W_m^{-1}$ represents the Inverse Wishart distribution. The expectation of the last expression can be compactly reduced using standard Wishart distribution identities, except the term involving the trace of the product of inverse Wishart matrices, which we obtain from Pielaszkiewicz & Holgersson \[12\] (page 8). With this identity,

$$E_{\hat{x}} E_{\hat{x}} \hat{\ell}^2 = \sigma^4 \left( \frac{3 + 6}{n-m-1} \frac{m}{n-m-1} \frac{m}{m-n} \left( \frac{2}{2} + 3 \frac{m(m-n-2)}{m-n} \left( \frac{2}{2} + 3 \frac{m(m-n-2)}{m-n-1} \right) \right) \right)$$

$$E_{\hat{x}} E_{\hat{x}} \hat{\ell}^2 = \sigma^4 \frac{3(n-1)(n-3)}{(n-m-1)(n-m-3)}.$$ 

As long as $n > m + 3$. Therefore, the variance is

$$\sigma^2_T = E[\ell^2] - E[\ell]^2 = \sigma^4 \left( \frac{m^3 - m^2}{(n-m-1)^2(n-m-3)} \frac{m^2(n-m-1) + 3m(n-1)}{(n-m-1)(n-m-3)} \right).$$

The analytical mean and variance are compared to numerically evaluated ones in Figure 3. The numerical experiments use $X \sim \mathcal{N}(0, 1)$, $\sigma^2 = 0.04$, $\phi(x) = x$, and $\theta^* = \frac{t}{\|x\|^2}$, where $T \sim \mathcal{N}(0, I_m)$.

To obtain bounds, we employ the Chebyshev inequality

$$P(|\ell - \mu_\ell| \geq \epsilon) \leq \frac{\sigma^2_T}{\epsilon^2}$$

$$P(|\ell - \mu_\ell| \leq \epsilon) \geq 1 - \frac{\sigma^2_T}{\epsilon^2}.$$
Figure 3: Analytical vs empirical mean and variance of MSE for OLS with \( n = 60 \). Empirical means were computed using 100 different simulations, with the mean and variance evaluated using 100\( n \) samples (for each experiment. Thus, a total of 10000\( n \) samples)

Figure 4: Empirical CDF and tail bounds of OLS with \( n = 60, m = 10 \).

Define \( \delta \triangleq \sigma^2 \ell \). Therefore, \( \epsilon = \frac{\sigma_\ell}{\sqrt{\delta}} \).

Therefore with at least a probability of \( 1 - \delta \), we can guarantee that

\[
|\ell - \mu_\ell| \leq \frac{\sigma_\ell}{\sqrt{\delta}}.
\]

The upper tail bound for the squared error with a probability of \( 1 - \delta \) is

\[
\ell \leq \frac{\sigma^2}{n - m - 1} \left[ m + \frac{1}{\sqrt{\delta}} \sqrt{\frac{m^3 - m^2(n - 3) - 3m(n - 3)(n - 1) + 3(n - 3)(n - 1)^2}{n - m - 3}} \right].
\]

This bound is evaluated using the afore-mentioned numerical experiments in Figure 4.

3.2 Finite, but large \( n \)

For \( n \gg 1 \) but still finite, we have
\[ \sigma^2 \ell \approx \frac{\sigma^4 m^3 - m^2 n - 3mn^2 + 3n^3}{(n - m)^3}. \]

defining \( \alpha \triangleq n/m \) and dividing by \( m^3 \)

\[ \sigma^2 \ell \approx \sigma^4 \frac{1 - \alpha - 3\alpha^2 + 3\alpha^3}{(\alpha - 1)^3} = \sigma^4 \frac{3\alpha^2 - 1}{(\alpha - 1)^2}. \]

Thus for finite \( n \gg 1 \) we have

\[ \mu \ell \approx \sigma^2 + \frac{\sigma^2}{\alpha - 1} = \frac{\alpha}{\alpha - 1} \sigma^2; \quad \sigma \ell \approx \frac{\sigma^2}{\alpha - 1} \sqrt{3\alpha^2 - 1}. \]

Thus, with a probability of at least \( 1 - \delta \),

\[ \ell \leq \frac{\sigma^2}{\alpha - 1} \left[ 1 + \sqrt{\frac{3\alpha^2 - 1}{\delta}} \right]. \]

### 3.3 \( n/m \to \infty \)

It is easy to see that \( \lim_{\alpha \to \infty} \mu \ell = \sigma^2 \) and \( \lim_{\alpha \to \infty} \sigma^2 \ell = 3\sigma^4 \). Therefore as \( \alpha \to \infty \), with a probability of at least \( 1 - \delta \), one can guarantee that

\[ \ell \leq \sigma^2 \sqrt{\frac{3}{\delta}}. \]
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