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ABSTRACT
We introduce tf\_geometric\textsuperscript{1}, an efficient and friendly library for graph deep learning, which is compatible with both TensorFlow 1.x and 2.x. tf\_geometric provides kernel libraries for building Graph Neural Networks (GNNs) as well as implementations of popular GNNs. The kernel libraries consist of infrastructures for building efficient GNNs, including graph data structures, graph map-reduce framework, graph mini-batch strategy, etc. These infrastructures enable tf\_geometric to support single-graph computation, multi-graph computation, graph mini-batch, distributed training, etc.; therefore, tf\_geometric can be used for a variety of graph deep learning tasks, such as transductive node classification, inductive node classification, link prediction, and graph classification. Based on the kernel libraries, tf\_geometric implements a variety of popular GNN models for different tasks. To facilitate the implementation of GNNs, tf\_geometric also provides some other libraries for dataset management, graph sampling, etc. Different from existing popular GNN libraries, tf\_geometric provides not only Object-Oriented Programming (OOP) APIs, but also Functional APIs, which enable tf\_geometric to handle advanced graph deep learning tasks such as graph meta-learning. The APIs of tf\_geometric are friendly, and they are suitable for both beginners and experts. In this paper, we first present an overview of tf\_geometric’s framework. Then, we conduct experiments on some benchmark datasets and report the performance of several popular GNN models implemented by tf\_geometric.
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1 INTRODUCTION
Graph is a powerful data structure that can be used to model relational data, and it is widely used by real-world applications. In recent years, Graph Neural Networks (GNNs) emerge as powerful tools for deep learning on graphs, which aims to understand the semantics of graph data. GNNs have been successfully applied to a variety of tasks in different fields, such as recommendation systems [5, 24, 30], question answering systems [6, 12, 16], neural machine translation [1, 18], traffic prediction [3, 31], drug discovery and design [9, 10], diagnosis prediction [17, 21], and physical simulation [19, 22].

Due to the properties of graph data, such as sparsity and irregularity, it is challenging to implement efficient and friendly GNN libraries. It is known that the most challenging problem for implementing GNNs is the aggregation of graph data. Aggregation is the fundamental operation for most GNNs. There are mainly two types of aggregation in GNNs: message aggregation and graph pooling. (1) The message aggregation, which is also called message passing, aims to aggregate multiple messages between a node and its context and reduce them into one element. Fig. 1 shows an example of message aggregation in Graph Convolutional Networks (GCNs). In the example, the context of node $v_i$ consists of its neighbor nodes and itself. The context nodes pass multiple messages to $v_i$, and these messages are reduced to a feature vector, which is then used as the high-order representation of node $v_i$. (2) The graph pooling aims to aggregate elements in graphs or clusters and reduce them into high-order graph-level or cluster-level representations. Fig. 2(a) shows an example of graph pooling for learning graph-level representations. The representations of all the nodes in the graph are aggregated to generate the representation of the graph. In some complex graph pooling models, the graph pooling layers are used to obtain a pooled graph rather than a graph representation vector [15, 20, 34]. For example, as shown in the hierarchical graph pooling example in Fig. 2(b), the graph pooling operation aggregates nodes in each cluster and reduces them as a node in the pooled graph. The two main types of aggregation allow researchers and engineers to design complex GNNs, and thus proper solutions for aggregation on graphs are imperative for building elegant GNN models. However, it is non-trivial to design proper aggregation solutions for sparse and irregular graph data. Most intuitive solutions,
such as padding and masking, usually suffer from the memory and efficiency problem, whereas many efficient solutions, such as sparse matrix multiplication, require a lot of complex tricks to accomplish advanced aggregations. Moreover, most efficient solutions require users to use specific data structures to organize the graph data.

We develop tf_geometric, an efficient and friendly GNN library for deep learning on sparse and irregular graph data, which is compatible with both TensorFlow 1.x and 2.x. tf_geometric provides a unified solution for GNNs, which mainly consists of kernel libraries for building graph neural networks and implementations of popular GNNs. The kernel libraries contain infrastructures for building efficient GNNs, including graph data structures, graph map-reduce framework, graph mini-batch strategy, etc. In particular, the graph data structure and map-reduce framework provide an elegant and efficient way for aggregation on graphs. The kernel libraries enable tf_geometric to support single-graph computation, multi-graph computation, graph mini-batch, distributed training, etc.; therefore tf_geometric can be used for a variety of graph deep learning tasks, such as transductive node classification, inductive node classification, link prediction, and graph classification. In this section, we will introduce these infrastructures in detail.

2.1 Kernel Libraries

The framework of the kernel libraries is shown in Fig. 3. As shown in Fig. 3, the kernel libraries consist of several fundamental components as infrastructures for building efficient GNNs, including graph data structures, graph map-reduce framework, graph mini-batch strategy, etc. These infrastructures enable tf_geometric to support single-graph computation, multi-graph computation, graph mini-batch, distributed training, etc., and therefore tf_geometric can be used for a variety of graph deep learning tasks, such as transductive node classification, inductive node classification, link prediction, and graph classification. In this section, we will introduce some notations for graph data in graph deep learning and then show how tf_geometric organizes graph data with its graph data structures.

Generally, a graph can be represented as $G = (V, E)$, where $V = \{v_1, v_2, ..., v_{|V|}\}$ is the set of nodes and $E = \{e_1, e_2, ..., e_{|E|}\}$ denotes the set of edges. In graph deep learning, the graph $G$ is usually presented as $\mathcal{G} = (X, A)$, where $X$ and $A$ are the node feature matrix and adjacency matrix, respectively. The node feature matrix $X \in \mathbb{R}^{|V| \times d}$ contains features of all the nodes in the graph, and its $i_{th}$ row represents the $d$-dimensional feature vector of the $i_{th}$ node in the graph. The adjacency matrix $A \in \mathbb{R}^{|V| \times |V|}$ contains the

2 OVERVIEW

tf_geometric mainly consists of kernel libraries for building graph neural networks and implementations of popular GNNs. Besides, some other libraries such as dataset management and graph sampling are also provided to facilitate the implementation of GNNs. In this section, we provide an overview of different parts of the tf_geometric.

\[\text{https://github.com/CrawlScript/tf_geometric}\]

\[\text{https://tf-geometric.readthedocs.io}\]
Graph class is a subclass of the Graph class, and it can be denoted as graphs by virtualizing multiple graphs as a single graph. The Batch-objects, and it enables the parallel processing of data from different graphs, such as inductive node classification and graph classification frameworks, it is difficult to process information in different graph in the graph. However, due to the limitation of most deep learning ties of deep learning frameworks to efficiently process information of Graph objects does not involve any deep copy operations, it is a used to construct graph objects. Especially, since the construction of the given graphs are first replaced with the reindexed node index and they are then stacked together to form a new edge_index for the BatchGraph. Note that converting Graph objects into a BatchGraph object does not modify node features and the connectivity between nodes. Thus, for most GNNs, applying them on multiple graphs iteratively is equivalent to applying them on the corresponding BatchGraph. As a result, applying GNN operations on a BatchGraph automatically enables the parallel processing of multiple graphs, which brings dramatic performance improvement in computational efficiency. As shown in the right part of Fig. 4, the GNNs learn high-order features for nodes from different graphs, which can be further used for different multi-graph tasks. For example, the learned node features can be directly used for inductive node classification tasks. Moreover, the learned node features can be aggregated into graph representations (graph pooling) based on the node_graph_index of the BatchGraph, which can be used for graph-level tasks such as graph classification.

2.1.2 Graph Map-Reduce Framework. Many complex GNNs can be considered as a combination of simple map-reduce operations on graphs. Usually, map and reduce operations correspond to transformation and aggregation operations on graphs. The tf_geometric kernel provides a graph map-reduce framework, including basic
and advanced map and reduce operations on graphs and graph map-reduce workflows.

Fig. 5(a) shows an example of map-reduce workflow, which computes the normalized attention scores for a Graph Attention Network (GAT). In the example, each colored edge contains the feature vectors of a node and one of its neighbor nodes. The first map operation parallelly transforms a batch of edges into unnormalized attention scores. Map operations do not involve the interaction between elements, and most of them can be implemented with general TensorFlow operations. The first map operation is implemented with a TensorFlow dense layer. GAT requires the attention score to be normalized by softmax normalization. To achieve this, a reduce operation is introduced to aggregate the unnormalized attention scores of neighbors and obtain the denominator for the softmax normalization. Details of the reducer are shown in Fig. 5(b). The reducer aggregates information for each group and the reduce key indicates which group each element belongs to. In this case, the reduce key is node index and the unnormalized attention scores of the neighbor nodes of a node share the same reduce key. Different from common deep learning models for images and text, where most reduce operations are designed for tensors with regular shapes, the graph deep learning models usually require the reducer to deal with irregular data. Thus, many general reduce operations, such as `tf.reduce_sum` and `tf.reduce_max`, can not be used as reducers for GNNs.

To address this problem, tf_geometric takes advantage of several advanced APIs of TensorFlow to build efficient reducers for irregular graph data. In the example, the sum reducer is implemented with the `tf.math.unsorted_segment_sum` API, and it can efficiently aggregate the unnormalized attention scores from different numbers of neighbors for each node. The last map operation is easier than the aforementioned operations, and it can be implemented by a simple TensorFlow division function.

### 2.1.3 Graph Mini-batch Strategy
As with general deep learning models, GNNs can benefit from mini-batch training and inference of graphs. Given a batch of graphs, tf_geometric combine them into a BatchGraph and apply GNNs on it. Since the label information \( y \) is also combined in the BatchGraph, the combined \( y \) can directly be used as the node/graph labels of the batch.

The mini-batch strategy in tf_geometric is flexible, and you can mini-batch not only the input graph data, but also the intermediate output graphs. In the mini-batch process, since the operation of combining graphs into a BatchGraph is differentiable, the gradients will pass from the BatchGraph back to the given batch of graphs. Moreover, the mini-batch construction operation is fast enough and can be executed during each forward propagation process.

### 2.1.4 Distribution Strategy
To take advantage of the powerful distribution ability of TensorFlow, all the GNN models in tf_geometric are implemented as standard TensorFlow models, which can be distributed with minimal code changes on the data processing. The distribution of tf_geometric GNN models can be easily handled by TensorFlow distribution strategies, and the model can be distributed in different ways by choosing different distribution strategies. However, the distribution of graph data cannot be solved by simply applying the distribution strategies. This is because the built-in data sharding mechanism of the distribution strategies are designed for regular tensors, which is not able to deal with irregular graph data. Nonetheless, we can still easily distribute graph data by customizing distributed graph datasets with `tf.data.Dataset` for distribution strategies. The customizing usually only requires a few small changes on the code for local data processing.

### 2.1.5 Core OOP APIs and Functional APIs

- **OOP APIs** are class-level interfaces for graph neural networks. The GNN classes in tf_geometric are implemented as standard TensorFlow models by subclassing the `tf.keras.Model` class, where each GNN class defines how to maintain the model parameters and the computational process. An instance of GNN classes holds the parameters of a GNN model and can be called as a function to process the input data with the GNN algorithm. OOP APIs are convenient since users can apply them on graph data as black boxes without
knowing details of the GNN model, such as the initialization of model parameters and the algorithm. Due to the convenience and customizability of OOP APIs, most popular GNN libraries provide OOP APIs as the main interface for GNNs. However, OOP APIs are insufficient for some advanced tasks, and therefore tf_geometric provides functional APIs to solve the problem, which will be introduced in the next paragraphs.

- **Functional APIs** provide function-level interfaces for graph neural networks. Functional APIs are functions that implement GNN operations. Different from OOP APIs, which automatically maintain model parameters in GNN layer instances, functional APIs require users to maintain model parameters outside the GNN functions and use them as the input of GNN functions together with graph data. That is, instead of using fixed tensors as model parameters in OOP APIs, functional APIs can dynamically use different tensors as model parameters for each call. This feature of functional APIs is critical for advanced tasks that require complex maintenance strategies of model parameters, such as graph meta-learning. For example, to implement MAML [8] on graphs, a GNN function will be called multiple times with different parameters during each forward propagation. The GNN function is first called with variable tensors as initial parameters and then called multiple times with temporary tensors as updated model parameters. Obviously, functional APIs are elegant solutions for this task, since dynamic parameters are natively supported by functional APIs.

Note that the core OOP APIs and functional APIs in the kernel do not involve the implementation of specific GNNs. Instead, they provide some infrastructures that are essential for implementing specific GNN classes or functions, such as abstract classes and functions for graph map-reduce.

### 2.2 Implementation of Popular GNN Models

Based on the kernel libraries, tf_geometric implements a variety of popular GNN models for different tasks, including node-level models such as Graph Convolutional Network (GCN) [13], Graph Attention Network (GAT) [25], Simple Graph Convolution (SGC) [32], Approximate Personalized Propagation of Neural Predictions (APPNP) [14], and Deep Graph Infomax (DGI) [26], and graph-level models such as Set2Set [27], SortPool [35], Differentiable Pooling (DiffPool) [34], and Self-Attention Graph Pooling (SAGPool) [15]. To avoid redundancy, all the GNN models in tf_geometric are first implemented as Functional APIs, and the OOP APIs are just wrappers of the corresponding Functional APIs. We carefully implement these models and make sure that they can achieve competitive performance with other implementations.

Besides, tf_geometric also provides demos that reproduce the performance of GNNs reported in the literature. The demos contain the complete code for data loading, training, and evaluation. They are implemented in an elegant way and also act as the style guide for tf_geometric.

### 2.3 Dataset Management Mechanism

tf_geometric provides customizable dataset APIs and a lot of ready-to-use public benchmark datasets.

#### 2.3.1 Dataset Classes and Dataset Instances

Each dataset has a corresponding dataset class and different instances of a dataset class (dataset instances) can represent different configurations for the same dataset. Each dataset instance can automatically download the raw dataset from the Web and then pre-process it into convenient data formats, which can benefit not only tf_geometric, but also other graph deep learning frameworks. Besides, a caching mechanism is provided by dataset classes, which allow you to only process each raw dataset once and load it from the cache on-the-fly.

Dataset classes are not just simple wrappers of the raw graph datasets, and they may also involve complex feature engineering in the pre-processing. For example, node degrees are frequently used features in graph classification tasks [33]. By encapsulating the computation of node degrees in the pre-processing method of dataset classes, users can directly load node degrees as features from the datasets without considering the complex feature engineering process.

#### 2.3.2 Built-in Datasets

The provided datasets, which are also called built-in datasets, consist of lots of public benchmark datasets that are frequently used in graph deep learning research. Moreover, the built-in datasets cover datasets for various graph deep learning tasks, such as node classification and graph classification.

#### 2.3.3 Customizable Datasets

Users can customize their datasets by simply subclassing built-in abstract dataset classes. The built-in abstract dataset classes manage the workflow of dataset processing and already encapsulate the implementation of general processes, such as downloading, file management, and caching. These general processes can be customized by the configuration parameters defined in subclasses, such as the URL of the dataset and whether the pre-processing result should be cached. Since the data-preprocessing processes are usually different across different datasets, the data pre-processing is defined as abstract methods in the subclasses and users can implement them for their datasets in the subclasses by overriding the abstract methods.

### 2.4 Utilities

Some important utilities are required for implementing graph deep learning models. These utilities include tools for common graph data processing, type conversion, graph sampling, etc. The tools are put in the utils module of tf_geometric, and most of them are designed not only for tf_geometric, but also for general graph deep learning implementations.

### 3 COMPARISON TO OTHER GNN LIBRARIES

In recent years, several GNN libraries have been developed for different deep learning frameworks. Among them, popular libraries such as PyTorch Geometric (PyG)\(^4\) and Deep Graph Library (DGL)\(^5\) have been widely used by researchers to deal with graph deep learning in different fields. They provide extensible OOP APIs and implement a variety of GNN classes, with which users can easily handle general graph deep learning tasks. As mentioned before, OOP APIs are insufficient for several advanced tasks such as graph meta-learning. Different from these GNN libraries,

\(^4\)https://github.com/rusty1s/pytorch_geometric  
\(^5\)https://github.com/dmlc/dgl
tf_geometric provides not only OOP APIs, but also Functional APIs, which can be used to deal with advanced graph deep learning tasks. Moreover, popular GNN libraries for TensorFlow such as Spektral 6 [11] and StellarGraph 7 usually only support TensorFlow 2.x, whereas tf_geometric is compatible with both TensorFlow 1.x and 2.x. Furthermore, tf_geometric provides a flexible and friendly caching system that can speed up some GNNs, while existing GNN libraries do not support caching or only support caching for few special cases. For example, PyG only supports layer-level caching for GCN, which means that each PyG GCN layer with caching enabled is bound to a constant graph structure and usually it can only be used for transductive learning tasks on a single graph. Instead, the tf_geometric GCN adopts a graph-level caching mechanism, and it can cache for different graph structures with different GCN normalization configurations.

4 EMPIRICAL EVALUATION

To provide an overview of how GNN models implemented by tf_geometric perform on common research scenarios, we conduct experiments with several public benchmark datasets on two different tasks.

4.1 Tasks and Evaluation Metrics

We evaluate several tf_geometric models on two different tasks: node classification and graph classification.

Node Classification We first conduct experiments on a semi-supervised node classification task with three benchmark datasets: Cora, CiteSeer, and Pubmed [23]. We evaluate GCN [13], GAT [25], SGC [32], APPNP [14], and DGI [26] on the task, where GCN, GAT, SGC, APPNP are end-to-end classification models, while DGI is a self-supervised model node representation learning model, where an extra logistic regression model is utilized for classification based on the learned node representations. For the benchmark datasets, we use the same dataset splits as in [13], where each dataset is split into a train set, a test set, and a validation set. The validation set is used for early stopping and its label information is not used for training. We report the classification accuracy scores on the test set.

Graph Classification We also evaluate tf_geometric on a graph classification task with three benchmark datasets: NCI1, NCI109 [28], and PROTEINS [2, 4]. We evaluate several graph pooling models, including Mean-Max Pool, Set2Set [27], SortPool [35], DiffPool [34], and SAGPoolh [15]. The Mean-Max Pool is a naive graph pooling model, which obtains graph representations by concatenating the mean pooling and max pooling results of GCNs. These classification accuracy scores of these models are evaluated on three benchmark datasets using 10-fold cross-validation, where a training fold is randomly sampled as the validation set. As with the node classification task, the validation set is only used for early stopping. The architectures of graph pooling models are complex, and they may involve components other than the core graph pooling layers. Some of these components are model-agnostic and can be utilized by some other GNN models to obtain better performance. For example, the hierarchical graph pooling models may benefit from the mean-max pooling on both hidden and output layers, whereas the official implementations only consider using mean pooling. Therefore, we update the architectures for some models for a fair comparison.

4.2 Performance

The model performance on node classification is reported in Table 1. The results show that the GNN models provided by tf_geometric can achieve competitive performance with the official implementations. Particularly, although tf_geometric adopts a Transformer-based GAT algorithm rather than the official version, it still obtains almost the same accuracy scores reported in [25].

For the graph classification task, the results are listed in Table 2. Since the architectures of some models are adjusted, the model performance is sometimes better than that reported in the literature. Note that by optimizing the architecture, the naive Mean-Max Pool outperforms some other graph pooling models in some cases.

Table 1: Performance on Node Classification Tasks.

| Dataset | Model     | Cora       | CiteSeer   | Pubmed     |
|---------|-----------|------------|------------|------------|
| NCI1    | GCN       | 81.7 ± 0.5 | 71.0 ± 0.8 | 79.1 ± 0.6 |
| NCI109  | GAT       | 83.0 ± 0.8 | 72.9 ± 0.8 | 79.0 ± 0.2 |
| PROTEINS| SGC       | 81.1 ± 0.0 | 72.1 ± 0.0 | 79.2 ± 0.1 |
|         | APPNP     | 83.6 ± 0.7 | 72.2 ± 0.9 | 79.0 ± 0.7 |
|         | DGI       | 82.4 ± 0.5 | 72.2 ± 0.5 | 78.0 ± 0.6 |

Table 2: Performance on Graph Classification Tasks.

| Dataset | Model      | NCI1    | NCI109   | PROTEINS   |
|---------|------------|---------|----------|------------|
|         | Mean-Max Pool | 76.03 ± 0.7 | 75.62 ± 0.7 | 74.18 ± 0.6 |
|         | Set2Set    | 72.01 ± 0.6 | 69.54 ± 0.6 | 71.69 ± 0.6 |
|         | SortPool   | 74.65 ± 0.6 | 73.22 ± 0.7 | 68.09 ± 2.6 |
|         | DiffPool   | 75.27 ± 0.8 | 73.75 ± 0.6 | 74.23 ± 1.0 |
|         | SAGPoolh   | 69.41 ± 1.1 | 69.12 ± 0.5 | 73.33 ± 0.8 |

5 CONCLUSIONS

We introduce tf_geometric, an efficient and friendly library for graph deep learning, which is compatible with both TensorFlow 1.x and 2.x. tf_geometric provides kernel libraries for building graph neural networks as well as implementations of popular GNNs. In particular, the kernel libraries consist of infrastructures for building efficient GNNs, which enable tf_geometric to support single-graph computation, multi-graph computation, graph mini-batch, distributed training, etc. Therefore, tf_geometric can be used for various graph deep learning tasks, such as transductive node classification, inductive node classification, link prediction, and graph classification. tf_geometric exposes both OOP APIs and Functional APIs, with which users can deal with advanced graph deep learning tasks. Moreover, the APIs are friendly, and they are suitable for both beginners and experts. We are actively working to further optimize the kernel libraries and integrate more existing GNN models for tf_geometric. In the future, we will keep tf_geometric up-to-date with the latest research findings of GNNs and continually integrate future models into it.

https://github.com/danielegrattarola/spektral
https://github.com/stellargraph/stellargraph
