ON ELIMINATION OF VARIABLES IN THE STUDY OF SINGULARITIES IN POSITIVE CHARACTERISTIC
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Abstract. The objective of this paper is to discuss invariants of singularities of algebraic schemes over fields of positive characteristic, and to show how they yield the simplification of singularities.

We focus here on invariants which arise in an inductive manner, namely by successive elimination of variables. When applied to hypersurface singularities they lead us to a refinement of the notion of multiplicity.

The main theorem proves that, under some numerical conditions expressed by these invariants, singularities can be simplified by blowups at centers prescribed by this refinement.
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1. Introduction

1.1. This paper aims to the study of invariants of singularities over perfect fields. In the case of a hypersurface our results will provide a refinement of the multiplicity. In this case the invariants were already treated in pioneering work of Cossart and Moh. However the scope of interest in this work goes beyond the hypersurface case: we present invariants for arbitrary schemes of finite type over a perfect field. The aim is to give numerical condition, by using these invariants, and to prove that if these conditions hold there is a simplification of the singularities.

Let $X \subset V^{(d)}$ be a hypersurface embedded in a $d$-dimensional smooth scheme over a perfect field $k$. An upper semi-continuous function, say

$$\text{mult} : X \rightarrow \mathbb{Z},$$

is defined by setting $\text{mult}(x)$ as the multiplicity of $X$ at $x$. 
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If $b \in \mathbb{Z}$ denotes the highest value achieved by the function, then the set of $b$-fold points, say $\{x \in X \mid b = \text{mult}(x)\}$, is closed. We encompass this situation in a more general setting which leads us to the notion of pairs:

**Pairs:** Set, as before, $V^{(d)}$ a $d$-dimensional smooth scheme over a perfect field $k$. Fix a non-zero sheaf of ideals, say $J \subset \mathcal{O}_{V^{(d)}}$, and a positive integer $b$. Here $(J, b)$ is called a pair. It defines a closed subset in $V^{(d)}$, called the singular locus, say $\text{Sing}(J, b) = \{x \in V^{(d)} \mid \nu_x(J) \geq b\}$, where $\nu_x(J)$ denotes the order of $J$ in $\mathcal{O}_{V^{(d)}, x}$. When $J = I(X)$ and $X$ is a hypersurface, then $\text{Sing}(J, b)$ is the set of $b$-fold points of $X$.

Let $Y$ be a smooth irreducible subscheme included in $\text{Sing}(J, b)$, and and let $V^{(d)} \xrightarrow{\pi_Y} V_1^{(d)}$ denote the monoidal transformation with center $Y$. Note that there is a factorization of the form

$$J\mathcal{O}_{V_1^{(d)}} = I(H)^y J_1,$$

where $H = \pi_Y^{-1}(Y)$ denotes the exceptional hypersurface. This defines a new pair $(J_1, b)$, called the transform of $(J, b)$. Similarly, an iteration of transformations, say

$$(J, b) \quad (J_1, b) \quad (J_r, b)$$

$$V^{(d)} \xrightarrow{\pi_Y} V_1^{(d)} \xrightarrow{\pi_Y} \cdots \xrightarrow{\pi_Y} V_r^{(d)}$$

can be defined by setting $V_i^{(d)} \xleftarrow{\pi_Y} V_{i+1}^{(d)}$ as the transformation with smooth centers $Y_i$ included in $\text{Sing}(J_i, b)$. Let $H_{i+1}$ denote the new exceptional hypersurface in $V_{i+1}^{(d)}$.

We shall always assume that such sequences are defined in such a way that the strict transforms of the $r$ exceptional hypersurfaces, say $\{H_1, \ldots, H_r\}$, have normal crossings in $V_r^{(d)}$. A sequence of transformation, as above, is said to be a resolution if, in addition, $\text{Sing}(J_r, b) = \emptyset$.

In the case of hypersurfaces, a resolution of the pair $(I(X), b)$ defines an elimination of the $b$-fold points of $X$ by blowing-up centers included in the successive strict transforms of the hypersurface.

We are searching for functions defined on the class of pairs. Namely functions defined in some prescribed way along the closed sets defined by pairs.

**1.2. The $\tau$-function on pairs.**

An example of function on the class of pairs is that known as the $\tau$-function. For each pair $(J, b)$, over over $V^{(d)}$, a lower semi-continuous function

$$\tau_{(J, b)} : \text{Sing}(J, b) \longrightarrow \mathbb{Z}_{\geq 0}$$

is defined (or say, $(-1) \cdot \tau_{(J, b)}$ is upper semi-continuous). The value at $x \in \text{Sing}(J, b)$, say $\tau_{(J, b)}(x)$, is an integer that encodes fundamental information. For example:

$$\tau_{(J, b)}(x) \leq \text{codim}_x(\text{Sing}(J, b)) \leq d,$$

where the intermediate term is the local codimension at $x$ of $\text{Sing}(J, b)$, and $d$ is dimension of $V^{(d)}$. So it is a lower bound of the local codimension of the closed set. Moreover:

In the case $\tau_{(J, b)}(x) = d$, the inequality says that $\text{Sing}(J, b) = \{x\}$, and it is proved that a resolution of $(J, b)$ is achieved, locally, by blowing up the point $x$. 

On the other hand, if \( \tau_{(J,b)}(x) = \text{codim}_x(\text{Sing}(J,b)) \), then, in a neighborhood of \( x \), \( \text{Sing}(J,b) \) is smooth and a resolution of \((J,b)\) is achieved by blowing up \( \text{Sing}(J,b) \).

So from the point of view of singularities the value \( \tau_{(J,b)}(x) \) is a powerful local invariant. We briefly indicate how it is defined. Let \( T_{V(a),x} = \text{Spec}(gr_M(\mathcal{O}_{V(a),x})) \) denote the tangent space at \( x \in V^{(d)} \), where \( M \) denotes the maximal ideal of \( \mathcal{O}_{V(a),x} \). The class of \( J \) in \( M^b/M^{b+1} \), say \((J + M^{b+1})/M^{b+1}\), spans an homogeneous ideal in \( gr_M(\mathcal{O}_{V(a),x}) \), and hence a cone, say \( C_{(J,b)}(x) \subset T_{V(a),x} \).

The tangent space is viewed as a vector space. Given a cone, say \( C \), in a vector space \( V \), there is a largest subspace, say \( S \), so that \( S \subset C \subset V \), and \( C + v = C \) for any \( v \in S \) (i.e., the cone is invariant by the group of translations on \( V \) defined by vectors in \( S \)). This subspace is known as the subspace of vertices of the cone.

Here we set \( L_{(J,b)}(x) \) as the subspace of vertices of \( C_{(J,b)}(x) \). Finally \( \tau_{(J,b)}(x) \) is defined as the codimension of \( L_{(J,b)}(x) \) in \( T_{V(a),x} \).

1.3. The order function, and lower dimensional H-functions.

In practical terms, and for the sake of resolution, the invariant \( \tau_{(J,b)}(x) \) indicates the number of variables that can be eliminated. This claim will be clarified below, but let us indicate some properties that support it.

In the case of characteristic zero, given \( x \in \text{Sing}(J,b) \), and setting \( e = \tau_{(J,b)}(x) \), then there is a smooth subscheme of dimension \( d - e \), say \( V^{(d-e)} \subset V^{(d)} \), together with a pair \((\overline{J},b')\), with the property that a resolution of \((\overline{J},b')\) defines a resolution of \((J,b)\).

This construction can be done in a neighborhood of \( x \). The advantage of this reformulation is that \( \overline{J} \) is an ideal in \( V^{(d-e)} \). The underlying idea is, of course, that the smaller the dimension of \( V^{(d-e)} \) is, the easier it is to construct a resolution. Here \( V^{(d-e)} \) is defined so that, locally, \( \text{Sing}(J,b) \subset V^{(d-e)} \), and moreover, \( \text{Sing}(J,b) = \text{Sing}(\overline{J},b') \).

We now introduce one of the main objects of interest in this work, the so called \textit{r-dimensional H-functions}:

\[
\text{H-ord}^{(r)}_{(J,b)} : \text{Sing}(J,b) \to \mathbb{Q}.
\]

These functions are somehow subordinated to the previous \( \tau \)-function. In fact, if \( e = \tau_{(J,b)}(x) \), then a function \( \text{H-ord}^{(r)}_{(J,b)} \) is defined, at a suitable neighborhood of \( x \), but only for \( d - e \leq r \leq d \).

For the case \( r = d \), the function \( \text{H-ord}^{(d)}_{(J,b)} \) is always defined. Set, \( \text{H-ord}^{(d)}_{(J,b)} = \text{ord}^{(d)}_{(J,b)} \):

\[
\text{ord}^{(d)}_{(J,b)} : \text{Sing}(J,b) \to \mathbb{Q} \quad \text{with} \quad \text{ord}^{(d)}_{(J,b)}(y) = \frac{\nu_y(J)}{b},
\]

for \( y \in \text{Sing}(J,b) \), here \( \nu_y(J) \) is the order of \( J \) in \( \mathcal{O}_{V^{(d)},y} \). Thus, the \( d \)-dimensional H-function is the classical order function of a pair, namely \( \text{ord}_{(J,b)} \). One checks easily that \( \text{ord}_{(J,b)} \) is upper semi-continuous.

A property of these functions \( \text{H-ord}^{(r)}_{(J,b)} \) is that they are constantly equal to 1 at points of \( \text{Sing}(J,b) \), in a neighborhood of \( x \), except for

\[
\text{H-ord}^{(d-e)}_{(J,b)} : \text{Sing}(J,b) \to \mathbb{Q}.
\]
In the case of characteristic zero, $H$-ord$^{(d-e)}$ admits the following description: Set $V^{(d-e)} \subset V^{(d)}$ and $(\mathcal{J}, b')$, as above. Recall that $\text{Sing}(J, b) = \text{Sing}(\mathcal{J}, b')$, finally set

\begin{equation}
(1.3.2) \quad H\text{-ord}^{(d-e)}_{(j,b)}(y) = \frac{\nu_y(\mathcal{J})}{b'},
\end{equation}

for $y \in \text{Sing}(J, b)$, where $\nu_y(\mathcal{J})$ denotes the order of $\mathcal{J}$ at $\mathcal{O}_{V^{(d-e)},y}$. This local description, which holds only in characteristic zero, indicates that (1.3.1) is upper semi-continuous.

However, in the case of positive characteristic, $H$-ord$^{(d-e)}_{(j,b)}(y)$ does not admit a local description as in (1.3.2). Moreover, in positive characteristic (1.3.1) is not always upper semi-continuous.

1.4. Objective of this work.

We shall indicate later how $H$-ord$^{(d-e)}_{(j,b)}(y)$ is defined. The behavior of this function is rather untraceable. It has been studied in previous works (e.g. [27], [28], [8], [10], [18]), but only as a refinement of hypersurface singularities. Our results here are directed towards singularities of arbitrary schemes over perfect fields, and the outcome is a refinement of the Hilbert-Samuel stratification.

Set $r = d - e$. As in general the functions $H$-ord$^{(r)}_{(j,b)} : \text{Sing}(J, b) \rightarrow \mathbb{Q}$ are not upper semi-continuous, one cannot expect a nice inductive formulation, as that in (1.3.2), which is valid only in characteristic zero. In this paper we present two functions on pairs; the roof function, say

\begin{equation}
(1.4.1) \quad R^{(r)}_{(j,b)} : \text{Sing}(J, b) \rightarrow \mathbb{Q}
\end{equation}

and the floor function, say

\begin{equation}
(1.4.2) \quad F^{(r)}_{(j,b)} : \text{Sing}(J, b) \rightarrow \mathbb{Q}.
\end{equation}

Both $R^{(r)}_{(j,b)}$ and $F^{(r)}_{(j,b)}$ are upper semi-continuous functions, and

\begin{equation*}
F^{(r)}_{(j,b)} \leq H\text{-ord}^{(r)}_{(j,b)} \leq R^{(r)}_{(j,b)}.
\end{equation*}

In characteristic zero we get an equality at the right hand side. In particular, $\text{ord}^{(r)}_{(j,b)}$ is upper semi-continuous. Moreover, the equality of all three functions seems to be the goal to achieve.

The objective of this paper is to explore these functions in positive characteristic, and to show that resolution of pairs $(J, b)$ is attained when one of the inequalities is an equality.

The roof functions $R^{(r)}$ will be discussed in 1.14, and the floor functions $F^{(r)}$ in 1.18. Some indications on the H-functions $H$-ord$^{(r)}_{(j,b)}$ will be discussed in 1.22. A precise formulation of the previous statement is given in Theorem 1.20. A first step in this direction requires a harmless reformulation, in which pairs are replaced by Rees algebras (see 1.5). The advantage of this reformulation is that each algebra can be naturally enlarged to a new algebra which is enriched by the action of differential operators. These are called differential Rees algebras, which have been recently studied due to the strong properties they have (e.g. [22], [24], [25], [29], [30], [7], [5], [32]). Moreover, for the purpose of our study we can always restrict attention to these algebras.

1.5. From Pairs to Rees algebras.

A pair over $V^{(d)}$ can be viewed as an algebra. A Rees algebra over $V^{(d)}$ is an algebra of the form $\mathcal{G} = \bigoplus_{n \in \mathbb{N}} I_n W^n$, where $I_0 = \mathcal{O}_{V^{(d)}}$ and each $I_n$ is a coherent sheaf of ideals. Here $W$ denotes a dummy variable introduced to keep track of the degree, so $\mathcal{G} \subset \mathcal{O}_{V^{(d)}}[W]$ is an inclusion of graded
algebras. It is always assumed that, locally at any point of \( V^{(d)} \), \( G \) is a finitely generated \( \mathcal{O}_{V^{(d)}} \)-algebra. Namely, that restricting to an affine set, there are local generators, say \( \{ f_{n_1}, \ldots, f_{n_s} \} \), so that

\[
G = \mathcal{O}_{V^{(d)}}[f_{n_1}W^{n_1}, \ldots, f_{n_s}W^{n_s}] \subset \mathcal{O}_{V^{(d)}}[W].
\]

We now set the singular locus of \( G = \bigoplus I_n W^n \) to be the closed set:

\[
\text{Sing}(G) := \{ x \in V^{(d)} \mid \nu_x(I_n) \geq n \text{ for each } n \in \mathbb{N} \}.
\]

Fix a monoidal transformation \( V^{(d)} \xrightarrow{\pi_C} V_1^{(d)} \) with center \( C \subset \text{Sing}(G) \). For all \( n \in \mathbb{N} \) there is a factorization of the form

\[
I_nO_{V_1^{(d)}} = I(H_1)^n \cdot I_1^{(1)}
\]

where \( H_1 = \pi_C^{-1}(C) \) denotes the exceptional hypersurface. This defines a Rees algebra over \( V_1^{(d)} \), say \( G_1 = \bigoplus_{n \in \mathbb{N}} I_n^{(1)} W^n \), called the transform of \( G \). This transformation will be denoted by

\[
(1.5.1) \quad G \xrightarrow{\pi_C} G_1 \quad V^{(d)} \xrightarrow{\pi_C} V_1^{(d)}
\]

A sequence of transformations will be denoted by:

\[
(1.5.2) \quad G \xrightarrow{\pi_C} G_1 \quad V^{(d)} \xrightarrow{\pi_C} V_1^{(d)} \quad \cdots \quad \xrightarrow{\pi_C} G_r \quad V^{(d)} \xrightarrow{\pi_C} V_r^{(d)}
\]

and herein we always assume that the exceptional locus of the composite morphism \( V^{(d)} \leftarrow V_r^{(d)} \), say \( \{ H_1, \ldots, H_r \} \), is a union of hypersurfaces with only normal crossings in \( V_r^{(d)} \). A sequence (1.5.2) is a resolution of \( G \) if in addition \( \text{Sing}(G_r) = \emptyset \).

A pair \((J, b)\) over \( V^{(d)} \) defines an algebra, say

\[
G_{(J, b)} = \mathcal{O}_{V^{(d)}}[JW^b].
\]

Note here that \( \text{Sing}(J, b) = \text{Sing}(G_{(J, b)}) \), and that setting \( G = G_{(J, b)} \) at (1.5.1), then \( G_1 = G_{(J_1, b)} \), where \((J_1, b)\) denotes the transform of \((J, b)\). So algebras appear as a naive reformulation of pairs, and a resolution of \( G_{(J, b)} \) is the same as a resolution of \((J, b)\). Furthermore, all the previous discussion, developed in terms of pairs, has a natural analog for Rees algebras. We first discuss, briefly, the reformulation of the \( \tau \)-invariant for algebras over \( V^{(d)} \).

1.6. Hironaka’s \( \tau \)-invariant. Recall that \( T_{V^{(d)}, x} = \text{Spec}(gr_M(\mathcal{O}_{V^{(d)}, x})) \). An homogeneous ideal \( \text{In}_x(G) \) in \( gr_M(\mathcal{O}_{V^{(d)}, x}) \) is defined by \( G \) at \( x \in \text{Sing}(G) \subset V^{(d)} \). The tangent cone, say \( C_G(x) \subset T_{V^{(d)}, x} \), will be the cone defined by this ideal, and \( L_{G, x} \subset C_G(x) \) will denote the subspace of vertices of \( C_G(x) \). Finally, set

\[
\tau_G : \text{Sing}(G) \to \mathbb{Z}_{\geq 0}
\]

by setting \( \tau_G(x) \) as the codimension of the subspace \( L_{G, x} \) in \( T_{V^{(d)}, x} \).

For the particular case of \( G = G_{(J, b)} \), we get \( \tau_G(x) = \tau_{(J, b)}(x) \) at any \( x \in \text{Sing}(J, b) = \text{Sing}(G) \).
1.7. **Rees algebras and differential structure.** There are various advantages in formulating invariants in terms of Rees algebras as opposed to their formulation in terms of pairs. One of them arises when studying Rees algebras with a natural compatibility with differential operators.

A Rees algebra $\mathcal{G} = \bigoplus_{n \geq 0} I_n W^n$ over $V^{(d)}$ is said to be a differential Rees algebra if locally, say over any open affine set, $D_r(I_n) \subset I_{n-r}$, for any index $n$ and for any differential operator $D_r$ of order $r < n$.

If this property holds for all $k$-linear differential operators, then we say that $\mathcal{G}$ is an absolute differential Rees algebra over the smooth scheme $V^{(d)}$. When a smooth morphism $V^{(d)} \xrightarrow{\beta} V^{(d')}$ is fixed, and the previous property holds for differential operators which are $\mathcal{O}_{V^{(d')}}$-linear, or say, $\beta$-relative operators, then $\mathcal{G}$ is said to be a $\beta$-relative differential Rees algebra, or simply $\beta$-differential.

**Proposition 1.8.** Every Rees algebra $\mathcal{G}$ over $V^{(d)}$ admits an extension to a new Rees algebra, say $\mathcal{G} \subset \operatorname{Diff}(\mathcal{G})$, so that $\operatorname{Diff}(\mathcal{G})$ is a differential Rees algebra. It has the following properties:

1. $\operatorname{Diff}(\mathcal{G})$ is the smallest differential Rees algebra containing $\mathcal{G}$.
2. $\operatorname{Sing}(\mathcal{G}) = \operatorname{Sing}(\operatorname{Diff}(\mathcal{G}))$.
3. The equality in (2) is preserved by transformations. In particular, any resolution of $\mathcal{G}$ defines a resolution of $\operatorname{Diff}(\mathcal{G})$, and the converse holds.

The property in (3) says that, for the sake of defining a resolution of $\mathcal{G}$, we may always assume that it is a differential Rees algebra. This is an important reduction because, as we shall see, differential Rees algebras have very powerful properties. Further details can be found in [29] Theorems 3.2 and 4.1.

1.9. **Transversal projections and elimination.** Once we fix a closed point $x \in V^{(d)}$ it is very simple to construct, for any positive integer $d' \leq d$, a smooth scheme $V^{(d')}$ together with a smooth morphism $\beta : V^{(d)} \rightarrow V^{(d')}$ (a projection), at least when restricting $V^{(d)}$ to an étale neighborhood of $x$. The claim follows, essentially, from the fact that $(V^{(d')}, x) \rightarrow (A^{(d')}, k)$ can be constructed. Note that if $\{x_1, \ldots, x_d\}$ is a regular system of parameters at $O_{V^{(d')}, x}$, then $(V^{(d')}, x)$ is an étale neighborhood of $A^{(d)} = \operatorname{Spec}(k[x_1, \ldots, x_d])$ at the origin.

Furthermore, given a subspace $S$ of dimension $d - d'$ in $T_{V^{(d')}, x}$, one can easily construct $V^{(d')}$ and a smooth $\beta : V^{(d)} \rightarrow V^{(d')}$ so that $\ker(d(\beta)_{x}) = S$ (here $d(\beta)_{x} : T_{V^{(d')}, x} \rightarrow T_{V^{(d')}, \beta(x)}$ is a surjective linear transformation).

Fix now a differential Rees algebra over $V^{(d)}$ and a closed point $x \in \operatorname{Sing}(\mathcal{G})$. Recall here that $\tau_{\mathcal{G}}(x) = e$ is the codimension of $\mathcal{L}_{\mathcal{G}, x}(\subset L_{\mathcal{G}, x})$ in the tangent space. Set $d'$ so that $d \geq d' \geq d - e$.

For $d'$ in these conditions we say that a smooth morphism $\beta : V^{(d)} \rightarrow V^{(d')}$ is transversal to $\mathcal{G}$ at $x$ if

$$\ker(d\beta)_{x} \cap L_{\mathcal{G}, x} = 0.$$ 

This condition is open (it holds at points in a neighborhood of $x$), and a smooth morphism $\beta : V^{(d)} \rightarrow V^{(d')}$ is said to be transversal to $\mathcal{G}$, if this condition holds at any point of $\operatorname{Sing}(\mathcal{G})$.

Since $\mathcal{G}$ is a differential Rees algebra, it is, in particular, a $\beta$-differential Rees algebra.
Proposition 1.10. Assume that $\beta : V^{(d)} \rightarrow V^{(d')}$ is transversal to $\mathcal{G}$, and that $\mathcal{G}$ is $\beta$-differential. Then a Rees algebra $\mathcal{R}_{\mathcal{G}, \beta}$ is defined over $V^{(d')}$, say

\begin{equation}
\mathcal{G} \quad \mathcal{R}_{\mathcal{G}, \beta} \\
V^{(d)} \quad \beta \quad V^{(d')}
\end{equation}

(i.e., $\mathcal{R}_{\mathcal{G}, \beta} \subset O_{V^{(d')}}[W]$) with the following properties:

1. The natural lifting of $\mathcal{R}_{\mathcal{G}, \beta}$, say $\beta^*(\mathcal{R}_{\mathcal{G}, \beta})$, is a subalgebra of $\mathcal{G}$. (\cite{30} Theorem 4.13)
2. $\beta(\text{Sing}(\mathcal{G})) \subset \text{Sing}(\mathcal{R}_{\mathcal{G}, \beta})$, and moreover, $\beta|_{\text{Sing}(\mathcal{G})} : \text{Sing}(\mathcal{G}) \rightarrow \text{Sing}(\mathcal{R}_{\mathcal{G}, \beta})$ defines a set theoretical bijection of $\text{Sing}(\mathcal{G})$ with its image. (\cite{30} 1.15 and Theorem 4.11), or [7, 7.1].
3. Given a smooth sub-scheme $Y \subset \text{Sing}(\mathcal{G})$, then $\beta(Y)(\subset \text{Sing}(\mathcal{R}_{\mathcal{G}, \beta}))$ is isomorphic to $Y$. In particular $Y$ defines a transformation of $\mathcal{G}$ and also of $\mathcal{R}_{\mathcal{G}, \beta}$. ([7] Theorem 9.1 (i)).
4. ([7] Theorems 10.1 and 9.1). A smooth center $Y \subset \text{Sing}(\mathcal{G})$ defines a commutative diagram

\begin{equation}
\begin{array}{cccc}
\mathcal{G} & \mathcal{G}_1 & \mathcal{R}_{\mathcal{G}, \beta} \\
V^{(d)} & \quad \pi_Y \quad & V^{(d)}_1 \\
\downarrow \beta & \downarrow \beta_1 \\
V^{(d-1)} & \quad \pi_{\beta(Y)} \quad & V^{(d-1)}_1 \\
\mathcal{R}_{\mathcal{G}, \beta} & \quad (\mathcal{R}_{\mathcal{G}, \beta})_1 \\
\end{array}
\end{equation}

where $\mathcal{G}_1$ and $(\mathcal{R}_{\mathcal{G}, \beta})_1$ denote the transforms of $\mathcal{G}$ and $\mathcal{R}_{\mathcal{G}, \beta}$ respectively. Here $\beta_1$ is defined in the restriction of $V^{(d)}_1$ to a neighborhood of $\text{Sing}(\mathcal{G}_1)$, and this diagram has the following properties:

4a) $V^{(d)}_1 \xrightarrow{\beta_1} V^{(d')}_1$ is transversal to $\mathcal{G}_1$ and $\mathcal{G}_1$ is $\beta_1$-differential. In particular, we get:

\begin{equation}
\begin{array}{cccc}
\mathcal{G}_1 & \mathcal{R}_{\mathcal{G}_1, \beta_1} \\
V^{(d)}_1 & \quad \beta_1 \quad & V^{(d')}_1 \\
\end{array}
\end{equation}

4b) $(\mathcal{R}_{\mathcal{G}, \beta})_1$ coincides with the algebra $\mathcal{R}_{\mathcal{G}_1, \beta_1}$, defined by $\beta_1$.

The algebra $\mathcal{R}_{\mathcal{G}, \beta}$ over $V^{(d')}$ defined by a transversal $\beta : V^{(d)} \rightarrow V^{(d')}$ as in (1.10.1), is called the elimination algebra of $\mathcal{G}$ defined by $\beta$.

1.11. The previous Proposition says that given $\beta : V^{(d)} \rightarrow V^{(d')}$ transversal to $\mathcal{G}$, and if $\mathcal{G}$ is a $\beta$-differential Rees algebra (e.g., if $\mathcal{G}$ is an absolute differential Rees algebra), then an arbitrary sequence of monoidal transformations, say

\begin{equation}
\begin{array}{cccc}
\mathcal{G} & \mathcal{G}_1 & \mathcal{G}_r \\
V^{(d)} & \quad \pi_Y \quad & V^{(d)}_1 \quad \pi_{\gamma_1} \quad \cdots \quad \pi_{\gamma_{r-1}} \quad V^{(d)}_r \\
\end{array}
\end{equation}
gives rise to a diagram, say

\[
\begin{array}{cccccc}
\mathcal{G} & \stackrel{\pi}{\longrightarrow} & \mathcal{G}_1 & \stackrel{\pi}{\longrightarrow} & \cdots & \stackrel{\pi}{\longrightarrow} & \mathcal{G}_r \\
V^{(d)} & \beta & V_1^{(d)} & \beta_1 & \cdots & \beta_{r-1} & V_r^{(d)} \\
V^{(d')} & \beta(Y) & V_1^{(d')} & \beta(Y_1) & \cdots & \beta_{r-1}(Y_{r-1}) & V_r^{(d')} \\
\mathcal{R}_{\mathcal{G},\beta} & \mathcal{R}_{\mathcal{G},\beta}_1 & \cdots & \mathcal{R}_{\mathcal{G},\beta}_r 
\end{array}
\]

where:

1. For any index \( i \), there is an inclusion \((\mathcal{R}_{\mathcal{G},\beta})_i \subset \mathcal{G}_i\).
2. Every \( \beta_i \) is transversal to \( \mathcal{G}_i \) and \( \mathcal{G}_i \) is \( \beta_i \)-differential.
3. \( V_i^{(d')} \stackrel{\beta(Y)}{\longrightarrow} V_i^{(d')} \) denotes the transformation with center \( \beta_i(Y) \) which is isomorphic to \( Y_i \).
4. \( (\mathcal{R}_{\mathcal{G},\beta})_i = \mathcal{R}_{\mathcal{G},\beta_1} \) where the later denotes the elimination algebra of \( \mathcal{G}_i \) with respect to \( \beta_i \).
5. \( \beta_i(\text{Sing}(\mathcal{G}_i)) \subset \text{Sing}(\mathcal{R}_{\mathcal{G},\beta_1}) \), and \( \beta_i|_{\text{Sing}(\mathcal{G}_i)} : \text{Sing}(\mathcal{G}_i) \longrightarrow \beta_i(\text{Sing}(\mathcal{G}_i)) \) is an identification.

In the characteristic zero case, the previous inclusions are equalities, but in positive characteristic, in general, only the inclusion holds.

**Remark 1.12.** It is convenient to start with a differential Rees algebra \( \mathcal{G} \), and we know that this can be done for free. In fact, in this case, locally at any closed point \( x \in \text{Sing}(\mathcal{G}) \), one can construct a smooth scheme \( V^{(d')} \) and a smooth morphism \( \beta : V^{(d)} \longrightarrow V^{(d')} \), and then \( \mathcal{G} \) will always be a \( \beta \)-differential Rees algebra. In fact an absolute differential Rees algebra is always relative differential.

**1.13. Order and lower dimensional H-functions and Rees algebras.**

Fix a Rees algebra \( \mathcal{G} = \bigoplus I_n W^n \) over a \( d \)-dimensional smooth scheme \( V^{(d)} \). Lower dimensional \( \mathcal{H} \)-functions

\[
\text{H-ord}^{(r)}(\mathcal{G}) : \text{Sing}(\mathcal{G}) \longrightarrow \mathbb{Q}_{\geq 0}
\]

are defined for \( r \) in a certain range \( d' \leq r \leq d \) (for some \( d' \leq d \)). For \( r = d \), the function \( \text{H-ord}^{(d)}(\mathcal{G}) \) is usually denoted simply by ord, we will use this notation along this work. In this case,

\[
(1.13.1) \quad \text{ord}(\mathcal{G})(x) = \min \left\{ \frac{\nu_x(I_n)}{n} \mid n \in \mathbb{N} \right\},
\]

with \( x \in \text{Sing}(\mathcal{G}) \).

**Facts:**

- If \( \tau_{\mathcal{G}}(x) \geq 1 \), then the function is constantly equal to 1 in an open neighborhood of \( x \).
- If \( \tau_{\mathcal{G}}(x) \geq e \), then, in a neighborhood of \( x \), the functions are defined in a range \( d-e \leq r \leq d \). Moreover, \( \text{H-ord}^{(r)}(\mathcal{G}) \) is equal to 1 in a neighborhood of \( x \) for \( r \geq d - e + 1 \).
- A particular feature is that, in general, the function \( \text{ord}(\mathcal{G}) \) is upper semi-continuous.
- In contrast, if \( \tau_{\mathcal{G}}(x) \geq e \) the function \( \text{H-ord}^{(d-e)}(\mathcal{G}) \) might not be upper semi-continuous.

**1.14. On the upper-bound function.**
Fix a differential Rees algebra $G$. We make use of property (1) in Proposition 1.10 to define, for a given sequence of transformations $\text{(1.11.1)}$, new functions:
\[ \text{Ord}^{(d-e)}(G_i) : \text{Sing}(G_i) \rightarrow \mathbb{Q}_{\geq 0}. \]

To this end fix $\beta : V^{(d)} \rightarrow V^{(d')}$ transversal to $G$. This defines a sequence $\text{(1.11.2)}$. Set:
\[ \text{Ord}^{(d-e)}(G_i)(x) = \text{ord}((\mathcal{R}_{G,\beta})_i)(\beta_i(x)). \]

**Claim 1.15.** For any $x \in \text{Sing}(G)$:
\[ \text{H-ord}^{(d-e)}(G_i)(x) \leq \text{Ord}^{(d-e)}(G_i)(x). \]
That is, the upper semi-continuous function $\text{Ord}^{(d-e)}$ provides an upper bound for our H-function.

**1.16.** The functions $\text{Ord}^{(d-e)}(G_i)$ have been studied in [7]. The main results are:

1. The functions are intrinsic to the sequence of transformations $\text{(1.11.1)}$. Namely, they are independent of the choice of the transversal morphism $\beta : V^{(d)} \rightarrow V^{(d')}$ in $\text{(1.11.2)}$. ([7, Theorem 10.1])

2. In the characteristic zero case, both functions $\text{H-ord}^{(d-e)}(G)$ and $\text{Ord}^{(d-e)}(G)$ coincide. In particular, in such case the function $\text{H-ord}^{(d-e)}(G)$ is upper semi-continuous.

3. It is proved in [7] 10.4] that a sequence $\text{(1.11.2)}$ can be constructed so that the elimination algebra $\mathcal{R}_{G,\beta}$ is monomial, i.e., it is defined by an invertible sheaf of ideals supported on the exceptional locus, say
\[ (\mathcal{R}_{G,\beta})_r = \mathcal{O}_{V^{(d-e)}}[I(H_1)^{\alpha_1} \ldots I(H_r)^{\alpha_r} W^s] \]
where each exponent $\alpha_i$ is defined by setting, for $i = 0, \ldots, r - 1$:
\[ \frac{h_i + 1}{s} = \text{H-ord}^{(d-e)}(G_i)(\xi_{Y_i}) - 1, \]
where $\xi_{Y_i}$ denotes the generic point of $Y_i$.

**Remark 1.17.** In characteristic zero, it is easy to extend a sequence which is in the monomial case to a resolution of singularities. This extension can be constructed by choosing centers in a simple combinatorial manner. However this is not the case in positive characteristic.

**1.18. On the lower-bound function and tamed H-functions.**

A remarkable property of the H-functions, which was studied in [9], is that is that they enable us to assign, to a sequence of transformations of $G$, a monomial algebra which turns out to be a useful tool in the study of singularities. The monomial algebra assigned to $\text{(1.11.2)}$ is
\[ \mathcal{M}_r W^s = \mathcal{O}_{V^{(d-e)}}[I(H_1)^{h_1} \ldots I(H_r)^{h_r} W^s], \]
where each exponent $h_i$ is defined by setting, for $i = 0, \ldots, r - 1$:
\[ \frac{h_i + 1}{s} = \text{H-ord}^{(d-e)}(G_i)(\xi_{Y_i}) - 1, \]
where $\xi_{Y_i}$ denotes the generic point of $Y_i$.

**Claim 1.19.** The following inequalities hold for any sequence as $\text{(1.11.1)}$:
\[ \text{ord}(\mathcal{M}_r W^s)(x) \leq \text{H-ord}^{(d-e)}(G_r)(x) \leq \text{Ord}^{(d-e)}(G_r)(x) \]
and all $x \in \text{Sing}(G_r)$. 

So at least our untraceable H-function fits between two upper semi-continuous functions. Next Theorem gives conditions under which the H-function has a nice tame behavior, which will lead us to resolution.

**Theorem 1.20.** Consider a sequence of transformations (1.11.2) with the property in (1.16.1), namely that the elimination algebra is monomial. Set $\mathcal{M}_r W^s$ as in (1.18.1). If for any $x \in \text{Sing}(G_r)$

\[(1.20.1) \quad \text{H-ord}^{(d-e)}(G_r)(x) = \text{ord}(\mathcal{M}_r W^s)(x) \quad \text{or} \quad \text{H-ord}^{(d-e)}(G_r)(x) = \text{Ord}^{(d-e)}(G_r)(x),\]

then the combinatorial resolution of $\mathcal{M}_r W^s$ can be lifted to a resolution of $G_r$.

**Definition 1.21.** $G_r$ is said to be in the *strong monomial case* (or say $\text{H-ord}^{(d-e)}(G_r)$ is *tamed*) when the setting of the previous theorem holds, namely one of the equalities in (1.20.1) holds at any $x \in \text{Sing}(G_r)$.

This Theorem extends [6, Theorem 8.13], where the case $e = 1$ is treated. This theorem and its proof will be address here in Theorem 6.6 (see also Remark 6.5).

**1.22. On the definition of the functions $\text{H-ord}^{(d-e)}$.**

We have indicated, so far, that these H-functions can be bounded between two upper semi-continuous functions. The results in this paper aim to the explicit computation of the function in positive characteristic. This will be achieved through the notion of *presentations*. These, in turn, will give us explicit formulations which will enable us to obtain our results, such as Theorem 1.20.

To clarify our strategy, let us first indicate what is known in the case $d - e = d - 1$. Given (1.11.2), and locally at any point $x \in \text{Sing}(G_r)$, a presentation, say

\[(1.22.1) \quad \mathcal{P} = \mathcal{P}(\beta_r, z, f_n(z))\]

is defined, where:

- $\{z = 0\}$ is a $\beta_r$-section (i.e., $\{z = 0\}$ is a section of $\beta_r : V_r^{(d)} \rightarrow V_r^{(d')}$).
- $f_n(z) = z^n + a_1 z^{n-1} + \cdots + a_n \in O_{V_r^{(d-1)}}[z]$ and $f_n(z)W^m \in G_r$.

Moreover, a presentation can be defined at $x$ so that

\[(1.22.2) \quad \text{H-ord}^{(d-1)}(G_r)(x) = \min_{1 \leq j \leq n} \left\{ \frac{\nu\beta_r(z)(a_j)}{j}, \text{ord}((R_G,\beta)(\beta_r(x)) \right\}.\]

Presentations of the form (1.22.1) were the tool which lead us to the proof of Theorem 4.10 for $e = 1$ (see [6, Theorem A.7]). We shall indicate in [5.2] that a straightforward consequence of the previous result is the following:

Suppose that $d' = d - e$ now for $e > 1$. Locally at any $x \in \text{Sing}(G_r)$, there is a presentation, say

\[\mathcal{P} = \mathcal{P}(\beta_r, z_1, \ldots, z_e, f_{n_1}(z_1), \ldots, f_{n_e}(z_e))\]

where:

- $\{z_1 = \cdots = z_e = 0\}$ is a $\beta_r$-section,
Note that, as oppose to \((1.22.3)\), all coefficients are in dimension \((1.22.4)\). This weakness is due to the fact that the coefficients are not in dimension useful manner. Particularly to distinguish the discussion in this paper, which aims at a refinement simplified form introduced in \([13]\).

In this paper we overcome this difficulty. We prove the existence of simplified presentations, say

\[ sP = sP(\beta_r, z_1, \ldots, z_e, f_{n_1}(z_1), \ldots, f_{n_e}(z_e)), \]

with the additional condition:

\[ f_{n_1}(z_1) = z_1^{n_1} + a_1^{(1)} z_1^{n_1-1} + \cdots + a_{n_1}^{(1)} \in \mathcal{O}_{V(\varphi^{-1})}[z_1], \]
\[ f_{n_2}(z_2) = z_2^{n_2} + a_1^{(2)} z_2^{n_2-2} + \cdots + a_{n_2}^{(2)} \in \mathcal{O}_{V(\varphi^{-2})}[z_2], \]
\[ \vdots \]
\[ f_{n_e}(z_e) = z_e^{n_e} + a_1^{(e)} z_e^{n_e-1} + \cdots + a_{n_e}^{(e)} \in \mathcal{O}_{V(\varphi^{-e})}[z_e]. \]

However, this form of presentation falls short to provide an expression similar to that in \((1.22.2)\). This weakness is due to the fact that the coefficients are not in dimension \(d - e\).

In this paper we prove the existence of simplified presentations, say

\[ sP = sP(\beta_r, z_1, \ldots, z_e, f_{n_1}(z_1), \ldots, f_{n_e}(z_e)), \]

with the additional condition:

\[ f_{n_1}(z_1) = z_1^{n_1} + a_1^{(1)} z_1^{n_1-1} + \cdots + a_{n_1}^{(1)} \in \mathcal{O}_{V(\varphi^{-1})}[z_1], \]
\[ f_{n_2}(z_2) = z_2^{n_2} + a_1^{(2)} z_2^{n_2-2} + \cdots + a_{n_2}^{(2)} \in \mathcal{O}_{V(\varphi^{-2})}[z_2], \]
\[ \vdots \]
\[ f_{n_e}(z_e) = z_e^{n_e} + a_1^{(e)} z_e^{n_e-1} + \cdots + a_{n_e}^{(e)} \in \mathcal{O}_{V(\varphi^{-e})}[z_e]. \]

Note that, as oppose to \((1.22.3)\), all coefficients are in dimension \(d - e\), i.e., \(a_{ji}^{(i)} \in \mathcal{O}_{V(\varphi^{-i})}\). This enables us to extend the previous assertion. Namely that the value of the H-function at \(x\) is:

\[ \text{H-ord}^{(d-e)}(G_r)(x) = \min_{1 \leq j_i \leq n_i, 1 \leq i \leq e} \left\{ \frac{\beta_{i,j}(a_{ji}^{(i)})}{j_i}, \text{ord}((R_{G,r})_{\beta}(\beta_r(x))) \right\}. \]

The construction of this kind of presentations appears in Theorem 5.8. Simplified presentations will allow us to view each equation in \((1.22.4)\) as a polynomial in one distinct variable. This enables us to extend arguments known for \(d' = d - 1\) to arbitrary \(d'\).

In particular, simplified presentations enable us to extend the main results in \([6]\), and give numerical conditions in terms of the H-functions, under which the sequence \((1.11.2)\) can be easily extended to a resolution.

The main tool used throughout this paper are the differential Rees algebras and their properties. The hope is that a better understanding of these algebras will lead to the conditions in Theorem 1.20 and hence to resolution of singularities. Here we mean resolution \(a la\ Hironaka\) namely by successive blow-ups along centers included in the closed Hilbert-Samuel stratum (i.e., not in the simplified form introduced in \([13]\)).

As an easy consequence, this will provide a simple proof of embedded resolution, \(a la\ Hironaka\), of 2-dimensional scheme following the arguments in \([6]\). This last result has also been obtained by others authors in \([1, 9]\) (arithmetic case!), \([12, 19]\).

2. Weak equivalence

2.1. The word invariant was used in the previous discussion. In this section we specify the meaning of invariant at a point. The clarification of this concept is important if we expect to apply them in a useful manner. Particularly to distinguish the discussion in this paper, which aims at a refinement
of the Hilbert Samuel stratification, from the previous works directed to a refinement of the notion of multiplicity.

Here an invariant of a singular point will be a value assigned to it, and subject to very precise and rigid conditions. It will be proved that the value of the H-function at a singular fulfills this conditions, and hence define an invariant of the singular point.

Briefly speaking, the conditions impose some form of compatibility with monoidal transformations. The notion of invariant grows from an equivalence relation defined among the class of Rees algebras over \( \mathbb{V}(d) \).

2.2. Fix on the smooth scheme \( \mathbb{V}(d) \) a set of smooth hypersurfaces with normal crossings, say \( E = \{H_1, \ldots, H_r\} \). Let \( \mathcal{G} = \bigoplus I_n W^n \) be a Rees algebra over \( \mathbb{V}(d) \). Let now

\[
\mathbb{V}(d) \xleftarrow{\pi} U
\]

be a smooth morphism.

There is a natural notion of pull-backs of the Rees algebra \( \mathcal{G} \) and the set \( E \), say to a Rees algebra \( \mathcal{G}_U \) and a set \( E_U \). Here \( E_U \) is the set of the pull-backs of the hypersurfaces in \( E \). The Rees algebra \( \mathcal{G}_U \) is defined by: \( \mathcal{G}_U = \bigoplus (I_n)_U W^n \), the natural lift of \( \mathcal{G} \) to \( U \). This will be noted by

\[
\mathbb{V}(d) \xleftarrow{\pi} U \quad \mathcal{G}, E \quad \mathcal{G}_U, E_U
\]

Observe here that the singular locus of the Rees algebra \( \mathcal{G} \) is compatible with pull-backs, i.e.,

\[
\operatorname{Sing}(\mathcal{G}_U) = \pi^{-1}(\operatorname{Sing}(\mathcal{G})�).
\]

Definition 2.3. Given \( \mathcal{G} \) and \( E \) as above, a local sequence of \( \mathcal{G} \) and \( E \) is a sequence

\[
\mathbb{V}(d) \xleftarrow{\pi} U \quad \mathcal{G}, E \quad \mathcal{G}_1, E_1 \quad \mathcal{G}_r, E_r
\]

where each \( \tilde{V}_i(d) \xrightarrow{\pi_i+1} \tilde{V}_{i+1}(d) \) is either a pull-back or a monoidal transformation along a center \( C_i \subset \operatorname{Sing}(\mathcal{G}_i) \) which has normal crossing with the union of the exceptional hypersurfaces in \( E_i \), for \( i = 0, \ldots, r - 1 \). In this latter case we set \( E_{i+1} \) to be the union of the strict transforms of hypersurfaces in \( E_i \), together with the the exceptional locus of the monoidal transformation. Here we denote \( \tilde{V}_0(d) = V(d) \).

2.4. Fix a smooth scheme \( \mathbb{V}(d) \) and a Rees algebra \( \mathcal{G} = \bigoplus I_n W^n \). Note that the closed set attached to \( \mathcal{G} \), say \( \operatorname{Sing}(\mathcal{G}) \), coincides with that attached to the Rees algebra \( \mathcal{G}^{(2)} = \bigoplus I_{2n} W^{2n} \), i.e., \( \operatorname{Sing}(\mathcal{G}) = \operatorname{Sing}(\mathcal{G}^{(2)}) \). Moreover, the same holds after an arbitrary local sequence of \( (\mathbb{V}(d), \mathcal{G}, \emptyset) \) and \( (\mathbb{V}(d), \mathcal{G}^{(2)}, \emptyset) \). This example leads to a more general definition, the notion of weak equivalence.

Definition 2.5. Fix two Rees algebras \( \mathcal{G} \) and \( \mathcal{G}' \) and a set of exceptional hypersurfaces \( E \) in the smooth scheme \( \mathbb{V}(d) \). We say that \( \mathcal{G} \) and \( \mathcal{G}' \) are weakly equivalent if:

(i) \( \operatorname{Sing}(\mathcal{G}) = \operatorname{Sing}(\mathcal{G}') \).
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(ii) A local sequence of $G$, say:

$$V^{(d)} \xrightarrow{\pi_1} \tilde{V}_1^{(d)} \xrightarrow{\pi_2} \cdots \xrightarrow{\pi_r} \tilde{V}_r^{(d)}$$

defines a local sequence of $G'$ (and vice versa), and $\text{Sing}(G_i) = \text{Sing}(G'_i)$ for $i = 0, \ldots, r$.

Remark 2.6. Note that if $G$ and $G'$ are weakly equivalent as before, then also their transforms $G_r$ and $G'_r$ are weakly equivalent. So the weak equivalence is preserved by a local sequence.

Theorem 2.7.

(1) Fix two Rees algebras $G$ and $G'$ with the same integral closure. Then, $G$ and $G'$ are weakly equivalent.

(2) Fix a Rees algebra $G$. Let $\text{Diff}(G)$ be the differential Rees algebra attached to $G$ (see 1.7). Then $G$ and $\text{Diff}(G)$ are weakly equivalent.

Proof. (1) See [14, Proposition 5.4].

(2) Follows from Giraud’s Lemma. See also [14, Theorem 4.1].

2.8. We address here the notion of invariant, as needed in our development. Given $G$ over $V^{(d)}$, an invariant attached to $x \in \text{Sing}(G)$ is a value, say $\gamma(x, G)$, which is subject to the condition:

$$(*) \quad \gamma(x, G) = \gamma(x, G')$$

whenever $G$ and $G'$ are weakly equivalent when restricted to some neighborhood of $x$.

A first example of invariant is that of the value $\tau_G(x)$ in 1.6. It will be proved here in Theorem 5.12 (1) that the value $\text{H-ord}^{(r)}(G)(x)$ is an invariant, for any point $x \in \text{Sing}(G)$.

3. THE SLOPE OF A HYPERSURFACE AND THE WEAK EQUIVALENCE

In this section, we restrict attention to the value of the $d-1$-dimensional H-function at a point in the highest multiplicity locus of a hypersurface. In such context, this value is known as the slope. We present here the slope as a refinement of the multiplicity at the point (see Definition 3.2). We firstly define it in terms of a transversal projection, and then we show that it is an invariant and hence independent of the choice of such projection (Theorem 3.11).

3.1. Slope of a monic polynomial. Fix a hypersurface $X$ embedded in a smooth scheme $V^{(d)}$ and a closed $n$-fold point $x$ of $X$ (i.e., a point of multiplicity $n$). After suitable restriction, in étale topology, a smooth morphism $V^{(d)} \xrightarrow{\beta} V^{(d-1)}$ can be defined so that $X$ is expressed by a monic polynomial of degree $n$, of the form

$$f_n(z) = z^n + a_1z^{n-1} + \cdots + a_n \in \mathcal{O}_{V^{(d-1)}}[z];$$

where $z$ is a global section of $\mathcal{O}_{V^{(d)}}$ and $z = 0$ is a $\beta$-section. We abuse notation and say that $z$ is a transversal section of $\beta$. This says that, after suitable restriction in étale topology, both at $x$ and
\(\beta(x)\), the restricted map \(\beta|_X\):

\[
\begin{align*}
X & \xrightarrow{\beta|_X} V^{(d)} \\
& \xrightarrow{\beta} V^{(d-1)}
\end{align*}
\]

is finite. So locally at any \(y \in V^{(d-1)}\) we may view \(X\) as defined by the monic polynomial in (3.1.1).

In particular, the fiber over \(y\), say \(\beta^{-1}(y)\), is given by \(\overline{f}_n(z) = z^n + \bar{a}_1z^{n-1} + \cdots + \bar{a}_n \in k(y)[z]\), where \(k(y)\) is the residue field at the point.

Let \(f_n W^n\) denote the Rees algebra \(O_{V^{(d)}}[f_n(z)W^n]\). Note that \(\text{Sing}(f_n W^n)\) is the set of \(n\)-fold points of the hypersurface. Here we assume that \(\text{Sing}(f_n W^n)\) has no components of codimension one in \(V^{(d)}\) (namely that \(f_n(z) \neq z^n\) for any expression as (3.1.1)).

**Definition 3.2.** Assume, as before, that \(X\) is defined by the monic polynomial in (3.1.1). The **slope** of \(f_n W^n\) at \(y \in V^{(d-1)}\) is the rational number

\[
\text{Sl}(f_n W^n)(y) = \min_{1 \leq j \leq n} \left\{ \frac{\nu_y(a_j)}{j} \right\}.
\]

Geometrically, the slope defined by the equation (3.1.1) is the biggest rational number \(q\) so that all pairs \((\nu_y(a_j), n-j)\) lie above the line through \((0, n)\) and \((nq, 0)\):

Changes on the variable \(z\) imply changes on (3.1.1), and hence on the value (3.2.1). We aim to find the biggest possible value of the slope at the fixed point \(y\). A first step in this direction will be address in Remark 3.7.

The following technical lemma and remark gather some results to be used in this and further sections, needed to establish the optimality of the rational number.

**Lemma 3.3.** *(Zariski’s Multiplicity Lemma).* Let \(f_n\) be as in (3.1.1), defining \(X\) as in (3.1.2).

1. Fix \(y \in \beta(\text{Sing}(f_n W^n))\). Then \(\overline{f}_n(z) = (z - \overline{a})^n \in k(y)[z]\), for a suitable \(\overline{a} \in k(y)\), the residue field at \(O_{V^{(d-1)}, y}\). In particular, the fiber \(\beta^{-1}(y)\) has a unique point which is rational.

2. Assume that \(C \subset \text{Sing}(f_n W^n)\) is smooth and irreducible. \(\beta(C)\) is smooth and moreover \(\beta|_C\) induces an isomorphism \(\beta|_C : C \xrightarrow{\cong} \beta(C)\) (see Proposition 1.10 (3)). In particular, if \(V^{(d-1)}\) is affine, there is a global section \(\alpha \in O_{V^{(d-1)}}\) so that \((z - \alpha) \in I(C) \subset O_{V^{(d)}}\).
(3) Suppose that $C'$ is a smooth and irreducible component of $\beta(\text{Sing}(f_n W^n))$. There is a unique irreducible component $C \subset \text{Sing}(f_n W^n)$ such that $\beta(C) = C'$. Moreover, $C$ and $C'$ are isomorphic and hence $C$ is smooth.

Further details can be found in [30], [31] and [7]. Note that (1) says that $\beta|_{\text{Sing}(f_n W^n)} : \text{Sing}(f_n W^n) \to \beta(\text{Sing}(f_n W^n))$ is a set theoretical bijection, and that corresponding points have the same residue field. This is a byproduct of Zariski multiplicity Lemma. (2) and the first part of (3) follow essentially from this fact. As for the second half of (3), note that $\beta|_C : C \to \beta(C) = C'$ is a finite birational morphism, and that $C'$ is normal.

Remark 3.4. (1) Fix $y \in V^{(d-1)}$. Let $\tilde{f}_n(z) = z^n + a_1 z^{n-1} + \cdots + a_n \in k(y)[z]$ be the class of $f_n(z)$ on the fiber. Then, $\text{SL}(f_n(z) W^n)(y) = 0$ if and only if $\tilde{f}_n(z) \neq z^n$.

When $y \in \beta(\text{Sing}(f_n W^n))$, $\tilde{f}_n(z) = (z - \overline{a})$ and a change of the form $z_1 = z + \gamma$ (suitable $\gamma \in \mathcal{O}_{V^{(d-1)}, y}$) can be defined, with the property that $\tilde{\gamma} = \tilde{\alpha}$ in $k(y)$. The restriction to the fiber over of $y$ is $\tilde{f}_n(z_1) = z_1^n$, and hence $\text{SL}(f_n(z_1))(y) > 0$. Moreover, we claim that in this case $\text{SL}(f_n(z_1))(y) \geq 1$. To check this, notice that the condition $\text{SL}(f_n(z_1))(y) > 0$ implies that there is a unique point of $X = V(f_n(z_1))$, say $y' \in V^{(d)}$, dominating $y$. If $\{x_1, \ldots, x_\ell\}$ is a regular system of parameters at $\mathcal{O}_{V(y) y}$, then $\{z_1, x_1, \ldots, x_\ell\}$ is a regular system of parameters at $\mathcal{O}_{V^{(d)}, y'}$. As $f_n(z_1)$ has multiplicity $n$ at $\mathcal{O}_{V(y) y'}$, it follows that $f_n(z_1) = z_1^n + b_1 z_1^{n-1} + \cdots + b_n \in (z_1, x_1, \ldots, x_\ell)^n$, and hence each $b_i \in \langle x_1, \ldots, x_\ell \rangle^i$.

(2) Fix $x \in C \subset \text{Sing}(f_n W^n)$ and set $x = \beta(x)$. One can argue as in Lemma 3.3 (2), to show that there is a change of the form $z_1 = z - \alpha$ with $\alpha \in \mathcal{O}_{V^{(d-1)}, x}$ so that $\text{SL}(f_n(z_1) W^n)(y) > 0$ where $y$ denotes the generic point of $\beta(C)$. In particular, $\text{SL}(f_n(z_1) W^n)(y) \geq 1$.

(3) The previous discussion applies if we fix $x \in C' \subset \beta(\text{Sing}(f_n W^n))$, with $C'$ smooth and irreducible. In fact, a change of variables of the form $z_1 = z + \alpha$ with $\alpha \in \mathcal{O}_{C', x}$ can be considered, so that $\text{SL}(f_n(z_1) W^n)(y) > 0$ where $y$ denotes the generic point of $C'$. Moreover, applying (1), $\text{SL}(f_n(z_1) W^n)(y) \geq 1$.

We want to give a criterium to know when $\text{SL}(f_n(z) W^n)(y)$ is optimal.

Definition 3.5. Fix a transversal parameter $z$ so that $f_n(z) = z^n + a_1 z^{n-1} + \cdots + a_n \in \mathcal{O}_{V^{(d-1)}, z}$ defines the hypersurface $X$ after a suitable restriction. Set $q = \text{SL}(f_n(z) W^n)(y)$. Let $r_j = \nu_y(a_j)$ ($j = 1, \ldots, n$) denote the order of each coefficient at $\mathcal{O}_{V^{(d-1)}, y}$. Fix a regular system of coordinates at $\mathcal{O}_{V^{(d-1)}, y}$, say $\{x_1, \ldots, x_{\ell-1}\}$. At the completion, say $\tilde{\mathcal{O}}_{V^{(d-1)}, y} = k(y)[[x_1, \ldots, x_{\ell-1}]]$, define $f_n(z) = z^n + \tilde{a}_1 z^{n-1} + \cdots + \tilde{a}_n$, with

$$
\tilde{a}_j = \sum_{i \geq r_j} A_i^j \in k(y)[[x_1, \ldots, x_{\ell-1}]],
$$

where $A_i^j$ is homogeneous of degree $i$ in the variables $x_1, \ldots, x_{\ell-1}$. Here $\ell = d - 1$ if $y$ is a closed point.

The weighted initial form of $f_n(z)$ is defined as

$$
\text{w-in}_y(f_n(z)) = \sum_{0 \leq j \leq n} A_j^{jq} Z^{n-j} \in \text{gr}(\mathcal{O}_{V^{(d-1)}, y})[Z],
$$

where each $A_j^{jq}$ is weighted homogeneous of degree $jq$, and where $A_j^{jq} = 0$ if $jq \notin \mathbb{Z}$.  


Note that $w\text{-}in_y(f_n(z))$ is defined in $gr(O_{V^{(d-1),y}})[Z]$, and it is weighted homogeneous of degree $nq$ if $Z$ is given weight $q$ and each $X_i = In(x_i)$ has weight 1 for $i = 1, \ldots, d - 1$. To ease notation we take now $z$ with weight $q$ and each $x_i$ with weight 1 at the ring of formal power series.

**Remark 3.6.** Suppose that $SL(f_n(z)W^n)(y) = 0$. Then, $w\text{-}in_y(f_n(z))$ is weighted homogeneous of degree 0 where $z$ is endowed with weight $q = 0$ and each $x_i$ with weight 1. In such case, $w\text{-}in_y(f_n(z))$ is defined in $k(y)[Z]$ and there is a natural identification of this polynomial with the equation defining the fiber of $X$ over $y$, namely $w\text{-}in_y(f_n(z)) = f_n(Z) \in k(y)[Z]$, where $f_n(z)$ is the equation that defines the fiber.

**Remark 3.7.** Note that in (3.5.1) $A_0 = 1$, and hence $w\text{-}in_y(f_n(z))$ is a monic polynomial of degree $n$. Moreover, note also that $w\text{-}in_y(f_n(z)) \neq Z^n$ by definition.

One can check that, $w\text{-}in_y(f_n(z))$ is an $n$-th power if and only if $w\text{-}in_y(f_n(z)) = (Z + A)^n$ for some $A \in gr(O_{V^{(d-1),y}})$, which must be homogeneous of degree $q$. If this occurs, then $q \in Z$, and hence there is an element $\alpha \in O_{V^{(d-1),y}}$ so that $In_y(\alpha) = A$. The change of variables $z_1 = z + \alpha$ gives rise to a strictly higher slope, i.e., $SL(f'_n(z_1)W^n)(y) > SL(f_n(z)W^n)(y)$.

The previous discussion shows that a change of the form $z_1 = z + \alpha$ can increase the slope if and only if $w\text{-}in_y(f_n(z))$ is an $n$-th power.

As $Sing(f_nW^n)$ has no components of codimension 1 in $V^{(d)}$, by assumption, after finitely many changes of the variable $z$ as above, we may assume that $w\text{-}in_y(f_n(z))$ is not an $n$-th power.

**Definition 3.8.** A monic polynomial $f_n(z)$ is said to be in **normal form** at a point $y \in V^{(d-1)}$ if the weighted initial form $w\text{-}in_y(f_n(z)W^n)$ is not an $n$-th power at $gr(O_{V^{(d-1),y}})[Z]$. 

**Proposition 3.9.** Fix a point $y \in V^{(d-1)}$ and a polynomial $f_n(z) = z^n + a_1z^{n-1} + \cdots + a_n \in O_{V^{(d-1)}{y}}[z]$ which is in normal form at $y$, i.e., assume that $z$ is such that $w\text{-}in_y(f_n(z))$ is not an $n$-th power at $gr(O_{V^{(d-1),y}})[Z]$. Then $y \in \beta(Sing(f_nW^n))$ if and only if $q = SL(f_n(z)W^n)(y) \geq 1$.

**Proof.** If $y \in \beta(Sing(f_nW^n))$, and since $w\text{-}in_y(f_n(z))$ is not an $n$-th power, then $SL(f_n(z)W^n)(y) > 0$. Under these conditions Remark 3.4 (1) says that $SL(f_n(z)W^n(y)) \geq 1$.

Conversely, suppose that $SL(f_n(z)W^n)(y) \geq 1$. Lemma 3.4 (1) says that $SL(f_n(z)W^n)(y) > 0$ implies that there is a unique point, say $y' \in X = V(f_n(z))$, dominating $y$. Fix a regular system of parameters $\{x_1, \ldots, x_d\}$ at $O_{V^{(d-1),y}}$, and recall that $\{z, x_1, \ldots, x_d\}$ is a regular system of parameters at $O_{V^{(d),y}}$. Finally, $SL(f_n(z)W^n)(y) \geq 1$ implies that $\nu_y(a_i) \geq i$ and hence $y'$ is an $n$-fold point of $X$.

**Remark 3.10.** Let the assumptions be as in (3.5.1), where $f_n(z) = z^n + a_1z^{n-1} + \cdots + a_n \in O_{V^{(d-1),y}}[z]$. A function, say $q_\beta : Sing(f_nW^n) \to \mathbb{Q}_{>0}$, will be defined by setting:

$$q_\beta(x) := \max\{SL(f_n(z)W^n)(\beta(x))\},$$

where $z_1 = z + \alpha$ for all the possible $\alpha \in O_{V^{(d-1),\beta(x)}}$ (see Remark 3.4 (1)). Note that, if $f_n(z)$ is in normal form at $\beta(x)$, then Remark 3.7 ensures that

$$q_\beta(x) = SL(f_n(z)W^n)(\beta(x)).$$

**Theorem 3.11.** Fix a projection $V^{(d-1)} \to V^{(d-1)}$ together with a monic polynomial $f_n(z) = z^n + a_1z^{n-1} + \cdots + a_n \in O_{V^{(d-1)}[z]}$, where $\{z \in 0\}$ is a section of $\beta$. Consider a point $x \in Sing(f_nW^n)$ and...
assume that \( f_n(z) \) is in normal form at \( \beta(x) \). Let \( q \) denote the slope of \( f_n(z) \) at \( \beta(x) \). The rational number \( q \) is completely characterized by the weak equivalence class of the algebra \( \mathcal{G} = \mathcal{O}_{V(d)}[f_n W^n] \) in a neighborhood of \( x \).

**Corollary 3.12.** Fix a hypersurface \( X \subset V(d) \) of maximum multiplicity \( n \) and two projections \( \beta : V(d) \to V(d-1) \) and \( \beta' : V(d) \to V(d-1) \), each is the setting of (3.1.3). For any \( n \)-fold point \( x \in X \):

\[
q_\beta(x) = q_{\beta'}(x).
\]

**Proof.** The rational number \( q_\beta(x) \) is completely determined in terms of the weak equivalence class of \( \mathcal{G} = \mathcal{O}_{V(d)}[f_n W^n] \) at \( x \), and this is independent of the chosen projection. \( \square \)

**Proof of Theorem 3.11** Set \( x = \beta(x) \). As \( x \in \text{Sing}(f_n W^n) \), Lemma 3.3 (1) says that \( \overline{f}_n(z) = (z - \alpha)^n \) (with \( \alpha \in k(x) \)). Here \( \overline{f}_n(z) \) denotes the restriction to the fiber over \( x \). Since \( f_n(z) \) is a normal form at \( x \), then Remark 3.3 (1) ensures that \( \overline{\mathbf{r}} = 0 \) and hence \( z \) vanishes at \( x \). A regular system of parameters \( \{x_1, \ldots, x_e\} \) at \( \mathcal{O}_{V(d-1), x} \) can be extended to \( \{z, x_1, \ldots, x_e\} \) so as to be a regular system of parameters at \( \mathcal{O}_{V(d), x} \). Note also that \( x \in \text{Sing}(f_n W^n) \), so \( \nu_x(a_j) \geq j \) for \( j = 1, \ldots, n \).

Express the monic polynomial as \( f_n(z) = z^n + \hat{a}_1 z^{n-1} + \cdots + \hat{a}_n \) at the completion \( \hat{\mathcal{O}}_{V(d), x} \), and set

\[
\hat{a}_j = A_j^q + \hat{A}_j \in k(x)[[x_1, \ldots, x_e]]
\]

where \( A_j^q \) is homogeneous of degree \( jq \) and \( \hat{A}_j \) has order \( > jq \). Here \( A_j^q = 0 \) if \( jq \notin \mathbb{Z} \). Recall that \( f_n(z) \) is in normal form, i.e., that

\[
(3.12.1) \quad \text{w-in}_x(f_n(z)) = Z^n + \sum_{j=1}^n A_j^q Z^{n-j} \in \text{gr}_x(\mathcal{O}_{V(d-1)})[Z]
\]

is not an \( n \)-th power. Denote by \( r_j = \nu_x(a_j) \) \( (j = 1, \ldots, n) \) the order of each coefficient at \( \mathcal{O}_{V(d-1), x} \). Note that \( A_j^q = 0 \) if \( \frac{r_j}{j} > q \).

- **Stage A:** Let \( V(d) \times \mathbb{A}^1 \) denote the product of \( V(d) \) with the affine line. Projection on first coordinate enable us to take the pull-back of \( f_n(z) \), in a neighborhood of \( (x, 0) \in V(d) \times \mathbb{A}^1 \). The natural extension

\[
(3.12.2) \quad V(d) \times \mathbb{A}^1 \xrightarrow{\beta \times \text{id}} V(d-1) \times \mathbb{A}^1
\]

is a smooth morphism that maps \( (x, 0) \) to \( (x, 0) \). The natural identification of \( \text{w-in}_{(x,0)}(f_n(z)) \) with \( \text{w-in}_{(x,0)}(f_n(z)) \) guarantees that \( \text{w-in}_{(x,0)}(f_n(z)) \) is not an \( n \)-th power. This identification together with Remark 3.4 (1) ensure that

\[
\text{Sl}(f_n(z) W^n)((x, 0)) = \text{Sl}(f_n(z) W^n)(x) = q \geq 1.
\]

Fix coordinates \( \{z, x_1, \ldots, x_e, t\} \) locally at \( (x, 0) \), here \( \{z, x_1, \ldots, x_e\} \) is the regular system of parameters at \( \mathcal{O}_{V(d), x} \) mentioned before. Consider the monoidal transformation with center \( p_0 = (x, 0) \) and let \( p_1 \) be the intersection of the new exceptional hypersurface, say \( H_1 \), with the strict transform of \( x \times \mathbb{A}^1 \).
The point \( p_1 \) can be identified with the origin of the \( U_t \)-chart, \((U_t = \text{Spec}(k[\tilde{z}, \ldots, \tilde{z}_t, t]))\). Now set
\[
f^{(1)}_n(z_1) = z_1^n + t^{r_1-1}a^{(1)}_1z_1^{n-1} + \cdots + t^{r_n-n}a^{(1)}_n,
\]
at the completion of the local ring of at \( p_1 \), and check that:
\[
t^{r_j-j}a^{(1)}_jz_1^{n-j} = t^{r_j-j}(A^{(1)}_j + t^{j\gamma_j}A_j)z_1^{n-j}
\]
with \( \gamma_j > 0 \) for \( j = 1, \ldots, n \). Here \( z_1 = \frac{\hat{x}}{t} \) and \( a^{(1)}_j \) is the strict transform of \( a_j \).

This process can be iterated \( N \)-times, defining a sequence of monoidal transformations at \( p_1, \ldots, p_{N-1} \), where each \( p_j \) is the point of intersection of the new exceptional component, say \( H_j \), with the strict transform of \( x \times \mathbb{A}^1 \).

The final strict transform of \( f_n(z) \) at the \( U_t \)-chart is given by
\[
(3.12.3) \quad f^{(N)}_n(z_N) = z_N^n + t^{N(r_1-1)}a^{(N)}_1z_N^{n-1} + \cdots + t^{N(r_n-n)}a^{(N)}_n,
\]
where
\[
t^{N(r_j-j)}a^{(N)}_jz_N^{n-j} = t^{N(r_j-j)}(A^{(N)}_j + t^{j\gamma_j}A_j)z_N^{n-j}
\]
with \( \gamma'_j > 0 \) for \( j = 1, \ldots, n \).

It may occur that \( \{f^{(N)}_n = 0\} \cap H_N \) is a 2-codimensional component of the \( n \)-fold points of \( \{f^{(N)}_n = 0\} \). In that case, we will fix \( N \) sufficiently large, and we look for the largest number of successive monoidal transformations that can be defined with center in codimension 2. We explain below how these centers are to be chosen.

We also show that the rational number \( q \) is characterized in terms of these monoidal transformations:

- **Stage B:** Firstly, consider a monoidal transformation along the center \( (z_N, t) \), if possible. Denote \( \frac{z_N}{t} \) by \( z_{N+1} \) at the \( U_t \)-chart. The transform is
\[
f^{(N+1)}_n(z) = z_{N+1}^n + t^{N(r_1-1)-1}a^{(N+1)}_1z_{N+1}^{n-1} + \cdots + t^{N(r_n-n)}a^{(N+1)}_n,
\]
where
\[
t^{N(r_j-j)-1}a^{(N+1)}_jz_{N+1}^{n-j} = t^{N(r_j-j)-1}(A^{(N+1)}_j + t^{j\gamma_j}A_j)z_{N+1}^{n-j}
\]
with \( \gamma'_j > 0 \) for \( j = 1, \ldots, n \).

After \( \ell \) monoidal transformations along centers of codimension 2 of the form \( (z_{N+\ell}, t) \), the exponents of \( t \) in each coefficient is \( N(r_j - j) - \ell \). Therefore \( (z_{N+\ell}, t) \) is a permissible center whenever \( N(r_j - j) - \ell j \geq 0 \) for all \( j \in \{1, \ldots, n\} \). In particular, this condition requires that
\[
\ell \leq \min_{1 \leq j \leq n} \left\{ N\left(\frac{r_j}{j} - 1\right) - 1 \right\} = N(q - 1) - 1.
\]

The geometric interpretation of the previous sequence of \( \ell \)-monoidal transformation can be described as follows: Set \( X_N = \{f^{(N)}_n = 0\} \) (see (3.12.3)) and let \( H_N \) denote the exceptional hypersurface \( t = 0 \). The sequence previously constructed can be expressed in terms of the diagram
\[
(3.12.4) \quad \begin{array}{ccc}
X_N & \xrightarrow{\pi_{N+1}} & X_{N+1} \\
V_N^{(d+1)} & \leftarrow & \pi_{N+1}^{(d+1)} \\
\ldots & \leftarrow & \pi_{N+\ell}^{(d+1)} \\
\end{array}
\]

If $H_{N+i+1}$ denotes the exceptional hypersurface of $\pi_{N+i}$, then the centers of this monoidal transformations are defined by $X_{N+i+1} \cap H_{N+i+1}$.

Let $\tilde{\beta}$ denote the morphism $V^{(d)} \times A^1 \rightarrow V^{(d-1)} \times A^1$ in (3.12.2). This morphism has a natural lifting to the sequence of monoidal transformations of length $N$ in Stage A), and also to the sequence (3.12.4). This is guaranteed by Proposition 1.10 (3). In particular, for each index $i = 0, \ldots, \ell$, the previous sequence defines morphisms

\begin{equation}
\tilde{\beta}_{N+i} : V_{N+i}^{(d)} \rightarrow V_{N+i}^{(d)}.
\end{equation}

Set

\begin{equation}
\ell_N = \lceil N(q - 1) - 1 \rceil.
\end{equation}

We finally claim that if $\ell = \ell_N$, then $X_{N+\ell} \cap H_{N+\ell}$ is not a permissible center for $X_{N+\ell}$ (see 3.12.5).

In fact, whenever $Nq \notin \mathbb{Z}$, and after applying $\ell$ monoidal transformations along these centers of codimension 2, one gets $V((z_{N+\ell_N})_{\ell}) \subset X_{N+\ell}$ and $0 < SL(f_n^{(N+\ell_N)}W^n)(\xi_H) < 1$. So $H_{N+N_N} = \{t = 0\}$ cannot be a component of $\tilde{\beta}_{N+\ell}(\text{Sing}(f_n^{(N+\ell_N)}W^n))$ (see Proposition 3.9).

Note that if $Nq \in \mathbb{Z}$, then $N(q-1)-1$ is a positive integer. In this case, after applying $N(q-1)-1$ monoidal transformations along the 2-codimensional centers, the final strict transform of $f_n^{(N)}(z)$ is given by

\begin{equation}
f_n^{(N+\ell_N)}(z) = z_{N+\ell_N}^n + t^{N(q-1)}z_{N+\ell_N}^{n-1} + \cdots + t^{N(q-\ell_N)}z_{N+\ell_N}^{n-\ell_N}
\end{equation}

at the chart of interest. We claim that $X_{N+\ell_N} \cap H_{N+\ell_N}$ is not a permissible center.

Note that $SL(f_n^{(N+\ell_N)}(z_{N+\ell_N})W^n)(\xi_H) = 0$. Remark 3.6 shows that $w \cdot \text{in}_{\xi_H}(f_n^{(N+\ell_N)}(z_{N+\ell_N}))$ can be identified with the equation defining the fiber over $\xi_H$:

\begin{equation}
f_n^{(N+\ell_N)}(z_{N+\ell_N})_{t=0} = z_{N+\ell_N}^n + \sum_{j=1}^n A_j z_{N+\ell_N}^{n-j}.
\end{equation}

The expression of the right side can be naturally identified with $w \cdot \text{in}_{x}(f_n(z))$ (see 3.12.1). As we assume that $w \cdot \text{in}_{x}(f_n(z))$ is not an $n$-th power, Proposition 3.9 together with Remark 3.4 (3) ensure that $H_{N+\ell_N}$ is not a component of $\tilde{\beta}_{N+\ell}(\text{Sing}(f_n^{(N+\ell_N)}W^n))$.

This discussion will show that $q$ is totally characterized by Hironaka’s weak equivalence class of the $n$-fold points of the hypersurface $\{f_n = 0\}$. This point will be further clarify in Remark 3.13.

Notice that the construction of the sequences in Stage A) and Stage B), together with (3.12.3) lead to the equality

\begin{equation}
\lim_{N \to \infty} \frac{\ell_N}{N} = q - 1.
\end{equation}

\begin{remark}
We claim that the rational number $q$ can be expressed in terms of Hironaka’s weak equivalence class. Recall here that the weak equivalence class of $f_n W^n$ is defined in the context of $k$-algebras of finite type, whereas the local rings $O_{V_{(a)}, x}$ are not within this class.

The claim is straightforward when the point $x$ is a closed point. But it requires some clarification if $x \in \text{Sing}(f_n W^n)$ is not a closed point. Let $Y$ denote the variety with generic point $x$. As the weak equivalence class allows restriction to open sets, we may assume that $Y$ is smooth.

\end{remark}
Fix a closed point \( p \) at \( Y \) and fix local coordinates \( \{z, x_2, \ldots, x_d\} \) at \( O_{V(d), p} \), so that \( \{x_2, \ldots, x_d\} \) is a regular system of parameters at \( O_{V(d-1), \beta(p)} \). We may assume, applying Lemma 3.3 (2), that

1. \( I(Y) = \langle z, x_2, \ldots, x_\ell \rangle \),
2. \( f = z^n + a_1 z^{n-1} + \cdots + a_n \),
3. \( I(\beta(Y)) = \langle x_2, \ldots, x_\ell \rangle \).

In particular, \( gr_I(\beta(Y))|_{O_{V(d-1), \beta(p)}} = O_{\beta(Y), \beta(p)}[X_2, \ldots, X_\ell] \) and \( k(\mathbf{x}) \) is the quotient field of \( O_{\beta(Y), \beta(p)} \) (for \( \mathbf{x} = \beta(\mathbf{z}) \)). Note that \( w_{\text{in}}(F_n) \in gr_I(\beta(Y))|_{O_{V(d-1), \beta(p)}} \) can be naturally identified with \( w_{\text{in}}(f_n) \) via the inclusion \( gr_I(\beta(Y))|_{O_{V(d-1), \beta(p)}} \subset gr_k(k(\mathbf{x}))|_{O_{V(d), x}} \). In this setting, one can check that the sequences of transformations used in the previous proof to determine the rational number \( q \) are expressed in terms of the weak equivalence class of \( f_n W^n \). This proves the claim for the case in which \( x \) is a non-closed point.

4. Slope of a Rees algebra and the \( d - 1 \)-dimensional \( H \)-function \((\tau \geq 1)\)

4.1. We rephrase the results and invariants discussed in Section 3 but now in the context of Rees algebras. Here Theorem 4.10 parallels Theorem 3.11 in the previous section.

Throughout the section we fix a Rees algebra \( \mathcal{G} = \bigoplus I_n W^n \) over \( V(d) \) and a assume that \( \tau_G \geq 1 \) along \( \text{Sing}(\mathcal{G}) \). Consider a transversal projection \( V(d) \xrightarrow{\beta} V(d-1) \), and assume in addition that \( \mathcal{G} \) is \( \beta \)-differential (see [1,7]).

Proposition 4.2. (Local presentation). Fix a closed point \( x \in \text{Sing}(\mathcal{G}) \) for wich \( \mathcal{G} \) is simple, and a locally defined \( V(d) \xrightarrow{\beta} V(d-1) \), transversal to \( \mathcal{G} \) at \( x \). Assume that \( \mathcal{G} \) is a \( \beta \)-relative differential Rees algebra. Fix \( f_n W^n \in \mathcal{G} \) so that \( f_n \) has order \( n \) at \( O_{V(d), x} \). Assume that \( f_n = f_n(z) \) is a monic polynomial of degree \( n \) in \( O_{V(d-1), \beta(x)}[z] \), where \( z \) is a \( \beta \)-section. Then, in a neighborhood of \( x, \mathcal{G} \) has the same integral closure as

\[
O_{V(d)}[f_n(z)W^n, \Delta_j^\beta(f_n(z))W^{n-j}]_{1 \leq j \leq n-1} \otimes \beta^*(\mathcal{R}_{\mathcal{G}, \beta}),
\]

where \( \Delta_j^\beta \) are suitable \( \beta \)-differential operators of order \( j \). Moreover, \( \mathcal{R}_{\mathcal{G}, \beta} \) is non-zero whenever \( \text{Sing}(\mathcal{G}) \) is not of codimension one in \( V(d) \).

Proof. [3 Proposition 2.11.].

Remark 4.3. The differential operators \( \Delta_j^\beta \) in the previous proposition are the operators obtained by the Taylor morphism: This is a morphism of \( S \)-algebras, say \( Tay : S[Z] \rightarrow S[Z, T] \), defined by setting \( Tay(Z) = Z + T \) (Taylor expansion). Here

\[
Tay(f(Z)) = f(Z + T) = \sum \Delta^r(f(Z))T^r,
\]

and these operators \( \Delta^r : S[Z] \rightarrow S[Z] \) are defined by this morphism. It is well known that \( \{\Delta^0, \Delta^1, \ldots, \Delta^r\} \) is a basis of the free module of \( S \)-differential operators of order \( r \). The same applies here for \( O_{V(d-1)[z]} \): the set \( \{\Delta^0_z, \Delta^1_z, \ldots, \Delta^r_z\} \) spans the sheaf of differential operators of order \( r \) relative to the smooth morphism \( \beta : V(d) \rightarrow V(d-1) \). Moreover, as \( V(d) \) is étale over \( V(d-1) \times \mathbb{A}^1 \), the previous set also generated \( Diff_{\beta}^r \) (\( \beta \)-linear differential operators of order \( r \)).
Definition 4.4. (Presentations). Fix, after suitable restriction in étale topology, a projection \( V^{(d)} \longrightarrow V^{(d-1)} \) transversal to a simple \( \beta \)-relative differential Rees algebra \( \mathcal{G} \). Assume that \( \text{Sing}(\mathcal{G}) \) has no components of codimension one and that

i) There is a \( \beta \)-section \( z \) (or global section so that \( \{dz\} \) is a basis of the locally free module of \( \beta \)-differentials, say \( \Omega^1_{\mathcal{G}} \)),

ii) There is an element \( f_n(z)W^n \in \mathcal{G} \), where \( f_n(z) \) is a monic polynomial of order \( n \), say

\[
f_n(z) = z^n + a_1 z^{n-1} + \cdots + a_n \in \mathcal{O}_{V^{(d-1)}}[z],
\]

where each \( a_i \) is a global function on \( V^{(d-1)} \).

In this case Proposition 4.2 holds, namely \( \mathcal{G} \) has the same integral closure as

\[
(4.4.1) \quad \mathcal{O}_{V^{(d)}}[f_n(z)W^n, \Delta_j^i(f_n(z))W^{n-j}]_{1 \leq j \leq n-1} \oplus \beta^*(\mathcal{R}_{\mathcal{G},\beta}).
\]

We say that \( \beta : V^{(d)} \longrightarrow V^{(d-1)} \), the \( \beta \)-section \( z \), and \( f_n(z) \) define a presentation of \( \mathcal{G} \). These data will be denoted by:

\[
(4.4.2) \quad \mathcal{P}(\beta : V^{(d)} \longrightarrow V^{(d-1)}, z, f_n(z) = z^n + a_1 z^{n-1} + \cdots + a_n),
\]
or simply by \( \mathcal{P}(\beta, z, f_n(z)) \).

Definition 4.5. Fix a Rees algebra \( \mathcal{G} \) and a presentation \( \mathcal{P}(\beta, z, f_n(z)) \). Define the slope of \( \mathcal{G} \) relative to \( \mathcal{P} \) at a point \( y \in V^{(d-1)} \) as

\[
\text{Sl}(\mathcal{P})(y) := \min \left\{ \frac{\nu_y(a_j)}{j}, \text{ord}(\mathcal{R}_{\mathcal{G},\beta})(y) \right\} = \min \{\text{Sl}(f_n(z)W^n)(y), \text{ord}(\mathcal{R}_{\mathcal{G},\beta})(y)\}.
\]

Remark 4.6. A change of variables of the form \( z_1 = z + \alpha, \alpha \in \mathcal{O}_{V^{(d-1)}} \) (a global section of \( V^{(d-1)} \)), gives rise to a new presentation defined in a natural way, say \( \mathcal{P}_1 = \mathcal{P}_1(\beta, z_1, f'_n(z_1)) \).

Assume first that \( \text{Sl}(\mathcal{P})(y) = \text{Sl}(f_n(z)W^n)(y) < \text{ord}(\mathcal{R}_{\mathcal{G},\beta})(y) \). There is a change of the form \( z_1 = z + \alpha \), so that the new presentation \( \mathcal{P}_1 \) has bigger slope at \( y \) if and only if \( w\text{-in}_y(f_n(z)) \) is an \( n \)-th power (see Remark 3.7).

On the other hand, if \( \text{Sl}(\mathcal{P})(y) = \text{ord}(\mathcal{R}_{\mathcal{G},\beta})(y) \), the slope at \( y \) cannot increase by any change of the presentation of this type.

Definition 4.7. Fix a Rees algebra \( \mathcal{G} \). A presentation \( \mathcal{P} = \mathcal{P}(\beta, z, f_n(z)) \) is said to be in normal form at \( y \in V^{(d-1)} \) if one of the following two conditions holds:

- Either \( \text{Sl}(\mathcal{P})(y) = \text{ord}(\mathcal{R}_{\mathcal{G},\beta})(y) \),
- or \( \text{Sl}(\mathcal{P})(y) = \text{Sl}(f_n(z)W^n)(y) < \text{ord}(\mathcal{R}_{\mathcal{G},\beta})(y) \) and \( w\text{-in}_y(f_n(z)) \) is not an \( n \)-th power.

Remark 4.8. Fix, as in Definition 4.2 a Rees algebra \( \mathcal{G} \), a transversal projection \( V^{(d)} \longrightarrow V^{(d-1)} \) and a point \( y \in \beta(\text{Sing}(\mathcal{G})) \). Suppose given two different presentations \( \mathcal{P}_1 = \mathcal{P}_1(\beta, z, f_n(z)) \) and \( \mathcal{P}_2 = \mathcal{P}_2(\beta, z', g_m(z')) \), both in normal form at \( y \). Theorem 4.10 will show that

\[
\text{Sl}(\mathcal{P}_1)(y) = \text{Sl}(\mathcal{P}_2)(y).
\]

Moreover, it will show that this rational number is indeed independent of the chosen projection \( \beta \).

The following result parallels Proposition 3.9.
Proposition 4.9. Let $G$ be a Rees algebra and let $\mathcal{P} = \mathcal{P}(\beta, z, f_n(z))$ be a presentation. Fix a point $y \in V(d-1)$ and assume that $\mathcal{P}$ is in normal form at $y$. Then, $y$ is a point of $\beta(S\text{ing}(G))$ if and only if $\text{Sl}(\mathcal{P})(y) \geq 1$.

Proof. Firstly assume that $\text{Sl}(\mathcal{P})(y) \geq 1$. Denote by $x \in V(d)$ the unique point of the fiber $\beta^{-1}(y)$ defined by $z = 0$. Fix a regular system of parameters $\{x_1, \ldots, x_\ell\}$ at $O_{V(d-1), y}$. Since $\text{St}_y(\mathcal{P}) \geq 1$, then $\nu_y(a_j) \geq j$ (for $j = 1, \ldots, n$) and $\text{ord}(\mathcal{R}_{G, \beta})(y) \geq 1$. Set $P = \langle z, x_1, \ldots, x_\ell \rangle$, note that $f_n(z) \in \mathcal{P}^{\text{m}}$. Check now that $V(\langle z, x_1, \ldots, x_\ell \rangle) \subset \text{Sing}(G)$ (see also Proposition 4.10 (2)).

As for the converse, assume that $y \in \beta(S\text{ing}(G)) \subset \text{Sing}(\mathcal{R}_{G, \beta})$. In this case, $\text{ord}(\mathcal{R}_{G, \beta})(y) \geq 1$. Since $\mathcal{P}$ is in normal form at $y$, one of the following two cases can occur:

1. $\text{Sl}(\mathcal{P})(y) = \text{ord}(\mathcal{R}_{G, \beta})(y) \geq 1$.
2. $\text{Sl}(\mathcal{P})(y) = \text{Sl}(f_n(z)W^n)(y) < \text{ord}(\mathcal{R}_{G, \beta})(y)$ and w-in$_y(f_n(z))$ is not an $n$-th power. Then Proposition 3.9 ensures that $\text{Sl}(\mathcal{P})(y) \geq 1$.

Theorem 4.10. Fix a Rees algebra $G$, a point $x \in \text{Sing}(G)$ so that $\tau_{G, x} \geq 1$. Consider a presentation $\mathcal{P} = \mathcal{P}(\beta, z, f_n(z))$ which is in normal form at $\beta(x)$. Then, the rational value $\text{Sl}(\mathcal{P})(\beta(x))$ is completely characterized by the weak equivalence class of $G$ in a neighborhood of $x$.

Proof. Recall that $\text{Sl}(\mathcal{P})(x) = \min\{\text{Sl}(f_n(z)W^n)(x), \text{ord}(\mathcal{R}_{G, \beta})(x)\}$.

- Firstly assume that $q := \text{Sl}(f_n(z)W^n)(x) < \text{ord}(\mathcal{R}_{G, \beta})(x)$. In this case, we will argue as in Theorem 3.11 to prove our claim. In our coming discussion, we make use of the fact that the transformation law of $\mathcal{R}_{G, \beta}$ is that defines for Rees algebras (see (1.5.1)).

Fix the same notation as in the proof of Theorem 3.11 and consider $N$-monoidal transformations at $p_0, p_1, \ldots, p_{N-1}$ followed by $\ell_N$ transformations at codimension 2, where

\[
\ell_N = \begin{cases} 
|N(q - 1) - 1| & \text{if } Nq \notin \mathbb{Z}, \\
N(q - 1) - 1 & \text{if } Nq \in \mathbb{Z}.
\end{cases}
\]

We claim that the highest possible number of transformations defined by blowing-up centers of codimension 2 (in the sense of Stage B) is exactly this number $\ell_N$ (which is completely characterized by $N$ and $q$).

The sequence of $N + \ell$ monoidal transformations

\[
G' \quad G_1 \quad \cdots \quad G_N \quad G_{N+1} \quad \cdots \quad G_{N+\ell}
\]

\[
V^{(d)} \times \mathbb{A}^1 \quad \pi_{p_0}^{(d+1)} \quad \cdots \quad \pi_{p_{N-1}}^{(d+1)} \quad V_N^{(d)} \quad V_{N+1}^{(d)} \quad \cdots \quad V_{N+\ell}^{(d)}
\]

(see (1.5.2)) gives rise to

\[
V^{(d-1)} \times \mathbb{A}^1 \quad \cdots \quad V_N^{(d)} \quad V_{N+1}^{(d)} \quad \cdots \quad V_{N+\ell}^{(d)}
\]

\[
(R_{G, \beta})_1 \quad (R_{G, \beta})_N \quad (R_{G, \beta})_{N+1} \quad (R_{G, \beta})_{N+\ell}
\]

together with morphisms $\widetilde{\beta}_i : V_i^{(d+1)} \to V_i^{(d)}$ (see (3.12.3)). In addition, each $(R_{G, \beta})_i$ is also defined as the elimination algebra of $G_i$ via $\beta_i$ (see (3) in (1.11.2)).

Denote by $H$ the exceptional hypersurface introduced by the last of these transformations. Set $(R_{G, \beta})'_i = (R_{G, \beta})_{N+\ell}$. Check that the slope at the generic point of $H$, say $\xi_H$, is

\[
\text{Sl}((\mathcal{P}')(\xi_H)) = \text{Sl}(f_n'(z)W^n)(\xi_H) < \text{ord}((R_{G, \beta})'_i)(\xi_H),
\]
where $P' = P'(β', z', f'_n(z'))$ is a presentation given by the transform at $V_{N+\ell}^{(d+1)}$.

In the case $Nq \notin \mathbb{Z}$, then $0 < Sl(P')((β_H) = Sl(f'_n(z')W^n(ξ_H) < 1$, so $H$ is not a component of $β'$(Sing($G'$)) (see Proposition 4.9 and Remark 3.4 (3)).

If we assume now that $Nq \in \mathbb{Z}$, then $Sl(P')((ξ_H) = Sl(f'_n(z')W^n) = 0$. Remark 3.6 ensures that $w$-in$_x(f_n(z'))$ can be identified with the equation defining the fiber over $ξ_H$, i.e. $f'_n(z')|H$, which can be naturally identified with $w$-in$_x(f_n(z))$. By hypothesis it is assumed that $w$-in$_x(f_n(z))$ is not an $n$-th power, so Proposition 4.9 and Remark 3.4 (3) applies here to show that $H$ is not a component of $β'$(Sing($G'$)).

To finish the proof, assume now that $Sl(P)(x) = ord(R_{G, β})(x)$. Check that $Sl(P')(x) = ord(R_{G, β})((ξ_H) < 1$ after the transformations indicated before, and hence $H$ is not a component of $β'$(Sing($G'$)).

The previous discussion shows that the value $Sl(P)(β(x))$ is totally characterized by the weak equivalence class of $G$ as it was done in (3.12.7).

**Corollary 4.11.** Let $G$ be a Rees algebra. Fix a point $x \in Sing(G)$, so that $τ_{G,x} ≥ 1$. Consider two different presentations $P_1 = P(β_1, z_1, f_1(z_1))$ and $P_2 = P(β_2, z_2, f_2(z_2))$ which are in normal form at $β_1(x)$ and $β_2(x)$, respectively. Then,

$$Sl(P_1)(β_1(x)) = Sl(P_2)(β_2(x)).$$

**Proof.** Follows straightforward from Theorem 4.10.

The previous discussion leads to the following definition:

**Definition 4.12.** Fix a Rees algebra $G$ and assume that $τ ≥ 1$ along Sing($G$). A function with rational values, called the $d-1$-dimensional $H$-function, say

$$H$-ord$^{(d-1)}(G)(-): Sing(G) \rightarrow \mathbb{Q}_{≥0},$$

is defined by setting

$$(4.12.1) \quad H$-ord$^{(d-1)}(G)(x) := Sl(P)(β(x)) = \min_{1 ≤ j ≤ n} \left\{ \frac{ν_{β}(a_j)}{j}, ord(R_{G, β})(β(x)) \right\},$$

at any point $x \in Sing(G)$, where $P = P(β, z, f_n(z) = z^n + a_1z^{n-1} + \cdots + a_n)$ is a presentation in normal form at $β(x)$.

Corollary 4.11 (or Theorem 4.10) ensures that the previous function is well-defined. Namely, it is intrinsic to $G$, with independence of $β$ and the presentations.

**Remark 4.13.**

1. Recall that two Rees algebras $G$ and $G'$ with the same integral closure are also weakly equivalent. In particular, Sing($G$) = Sing($G'$) the $H$-functions coincide, i.e.,

$$H$-ord$^{(d-1)}(G)(x) = H$-ord$^{(d-1)}(G')(x)$$

at any point $x \in Sing(G) = Sing(G')$.

2. Similar statement holds for the Rees algebras $G$ and $Diff(G)$ (see 1.7). In fact, both are weakly equivalent; so at any point $x \in Sing(G) = Sing(Diff(G))$:

$$H$-ord$^{(d-1)}(G)(x) = H$-ord$^{(d-1)}(Diff(G))(x).$$
5. Simplified presentations and the $d-r$-dimensional H-functions ($\tau \geq r$)

5.1. Let $G$ be a differential Rees algebra in $V^{(d)}$, as defined in Section 1. Fix a closed point $x \in \text{Sing}(G)$ and assume that $\tau_{G,x} \geq r$. In case $r = 1$ a notion of presentations was introduced in Definition 4.13 in terms of suitable morphisms $V^{(d)} \to V^{(d-1)}$. Presentations were, in turn, the tool that enabled us to define the H-functions in the $d-1$-dimensional case, namely $\text{H-ord}^{(d-1)}(G)(x)$. In this section, we address the general case $\tau_{G,x} \geq r$. In 5.2 we initiate the discussion of presentations which will be ultimately defined in terms of smooth morphisms $V^{(d)} \to V^{(d-r)}$. In Theorem 5.8 it is proved that such presentations can be chosen in a simplified form, called simplified presentation.

These lower dimensional H-functions are introduced in Definition 5.13. They appear as the most natural extension of Definition 4.12 to the case $r > 1$. The value $\text{H-ord}^{(d-r)}(G)(x)$ is defined, firstly, in terms of simplified presentations, and finally Theorem 5.12 (1) proves that this value is an invariant, and hence it is independent of any choice.

These functions will lead to applications in singularity theory, discussed here in 6.1.

5.2. The case $\tau \geq 2$.

Let $G$ be a differential Rees algebra. Fix a closed point $x \in \text{Sing}(G)$. Suppose that $\tau_{G,x} \geq 2$ and fix a transversal projection $V^{(d)} \to V^{(d-2)}$. We will proceed essentially in two steps. We shall first indicate how to construct a factorization of the form

\[(5.2.1)\]

This diagram will allow us to define a coarse presentation in the setting of (1.22.3). A second step will consist on a suitable change of the previous factorization of $R$, that will finally lead us to the construction of a simplified presentation in the sense of (1.22.4).

In this first step, we make use of [4] Theorem 4.6, which ensures that $\tau_{\mathcal{R}_G,0} \geq 1$ as $\tau_{G,x} \geq 2$. This will enable us to apply twice Proposition 4.2. The existence of $R_1$ and $R_2$ together with 4.2 will provide us with a coarse presentation, so that $G$ will have the same integral closure as

$$\mathcal{O}_{V^{(d)}}[h_{\ell}(z_1)W^\ell, \Delta_{z_1}^j(h_{\ell}(z_1))W^\ell-j_1, g_m(z_2)W^m, \Delta_{z_2}^j(g_m(z_2))W^m-j_2]_{1 \leq j_1 \leq \ell-1, 1 \leq j_2 \leq m-1} \otimes R^*(\mathcal{R}_G, R)$$

where

- $h_{\ell}(z_1) \in \mathcal{O}_{V^{(d-1)}}[z_1]$,
- and $g_m(z_2) \in \mathcal{O}_{V^{(d-2)}}[z_2]$,

are monic polynomials on the transversal sections $z_1$ and $z_2$, respectively. Let us draw attention to the fact that the coefficients of $h_{\ell}(z_1)$ are in $\mathcal{O}_{V^{(d-1)}}$, whereas we want to define a notion of slope involving polynomials with coefficients in $\mathcal{O}_{V^{(d-2)}}$.

This is the second step, addressed in next proposition. It is proved that, locally in étale topology, there is a simplified presentation; so that $G$ and

$$\mathcal{O}_{V^{(d)}}[f_n'(z_1)W^n, \Delta_{z_1}^j(f_n'(z_1))W^n-j_1, g_m'(z_2)W^m, \Delta_{z_2}^j(g_m'(z_2))W^m-j_2]_{1 \leq j_1 \leq n-1, 1 \leq j_2 \leq m-1} \otimes R^*(\mathcal{R}_G, R)$$
have the same integral closure, where

- \( f'(z'_1) \in \mathcal{O}_{V^{(d-2)}}[z'_1] \),
- \( g'_m(z'_2) \in \mathcal{O}_{V^{(d-2)}}[z'_2] \),

are monic polynomials on sections \( z'_1 \) and \( z'_2 \), respectively. Note that now both are polynomials with coefficients in \( \mathcal{O}_{V^{(d-2)}} \). Moreover, this will be done by changing the factorization of \( \beta \) in (5.2.1).

**Proposition 5.3.** Let \( \mathcal{G} \) be a differential Rees algebra and let \( x \in \text{Sing}(\mathcal{G}) \) be a closed point at which \( \tau_{\mathcal{G},x} \geq 2 \). Then at a suitable neighborhood of \( x \), a transversal morphism, say \( V^{(d)} \rightarrow V^{(d-2)} \), can be constructed in such a way that:

- there are global sections \( z_1, z_2 \), and \( \{dz_1, dz_2\} \) is a basis of the module of \( \beta \)-differentials, say \( \Omega^1_{\beta} \), and
- there are two elements \( f_n W^n, g_m W^m \in \mathcal{G} \) where:
  - ** \( f_n(z_1) = z_1^n + a_1 z_1^{n-1} + \cdots + a_n \in \mathcal{O}_{V^{(d-2)}, \beta(x)}[z_1] \),
  - * \( g_m(z_2) = z_2^m + b_1 z_2^{m-1} + \cdots + b_m \in \mathcal{O}_{V^{(d-2)}, \beta(x)}[z_2] \),

and \( \mathcal{G} \) has the same integral closure as

\[
\mathcal{O}_{V^{(d)}} \left[ f_n(z_1) W^n, \Delta^\alpha_{z_1} (f_n) W^{n-\alpha}, g_m(z_2) W^m, \Delta^\gamma_{z_2} (g_m) W^{m-\gamma} \right]_{1 \leq \alpha \leq n-1, 1 \leq \gamma \leq m-1} \ominus \beta^*(\mathcal{R}_{\mathcal{G}, \beta}),
\]

where \( \mathcal{R}_{\mathcal{G}, \beta} \) denotes the elimination algebra, and \( \Delta^\gamma_{z_2} \) are as in Remark 4.3. In addition, \( \mathcal{R}_{\mathcal{G}, \beta} \) is non-zero whenever \( \text{Sing}(\mathcal{G}) \) is not of co-dimension two locally at \( x \).

**Definition 5.4.** (Simplified Presentations for \( \tau \geq 2 \)). Let the setting be as above. We say that

\[
\mathcal{SP}(\beta, z_1, z_2, f_n(z_1), g_m(z_2))
\]
defines a simplified presentation of \( \mathcal{G} \).

**Idea of the proof of Proposition 5.3.** Fix \( x \in \text{Sing}(\mathcal{G}) \), so that \( \tau_{\mathcal{G},x} \geq 2 \). We will first indicate how to produce a diagram as (5.2.1). Once this task is achieved, we will construct a scheme \( V^{(d-1)}_2 \), and two smooth morphisms \( V^{(d)} \rightarrow V^{(d-1)}_2 \) and \( V^{(d-1)}_2 \rightarrow V^{(d-2)} \), so that the following diagram commutes:

\[
\begin{array}{ccc}
V^{(d)} & \rightarrow & V^{(d-2)} \\
\downarrow \beta_1 & & \downarrow \beta_2 \\
V^{(d-1)}_1 & \rightarrow & V^{(d-1)}_2 \\
\end{array}
\]

**STEP 1.** We shall first construct a morphism \( \beta : V^{(d)} \rightarrow V^{(d-2)} \) together with a diagram (5.2.1), and with the following conditions:

- There is an element \( h_\ell W^\ell \in \mathcal{G} \) so that \( h_\ell \) is a monic polynomial on \( z \) of degree \( \ell \), say
  \[
h_\ell(z) = z^\ell + c_1 z^{\ell-1} + \cdots + c_\ell \in \mathcal{O}_{V^{(d-1)}, \beta_1(x)}[z],
\]
  where \( z \) is a global section, so that \( \{dz\} \) is a basis of the module of \( \beta_1 \)-differentials.
Here $R_{G, \beta_1}(\subset \mathcal{O}_{V(\delta-1)}[W])$ denotes the elimination algebra corresponding to $\beta_1$. This is a simple algebra at $\beta_1(x) \in \text{Sing}(R_{G, \beta_1})$. In fact, $\tau_{R_{G, \beta_1}, \beta_1(x)} \geq 1$, since $\tau_{G, x} \geq 2$.

* There is an element $g_m W^m \in R_{G, \beta_1}$ so that $g_m$ is a monic polynomial of degree $m$, say

$$g_m(z_2) = z_2^m + b_1 z_2^{m-1} + \cdots + b_m \in \mathcal{O}_{V(\delta-2), \beta(x)}[z_2]$$

where $z_2$ is a global section and $\{dz_2\}$ is a basis of the module of $\beta_2$-differentials. Hence $\{dz, dz_2\}$ is a basis of the module of $\beta$-differentials.

**STEP 2.** Here we will address the construction of a smooth scheme $V_2^{(\delta-1)}$, together with morphisms $V^{(d)} \xrightarrow{\delta_1} V_2^{(d-1)}$ and $V_2^{(d-1)} \xrightarrow{\delta_2} V^{(d-2)}$, so as to complete diagram (5.4.2). The functions $f_n(z_1)$ and $g_m(z_2)$, with the conditions specified in Proposition 5.3, will arise from the construction of the right-hand side in (5.4.2).

Step 1 provides us with an element $g_m(z_2) W^m \in R_{G, \beta_1}$. Via the natural inclusion $R_{G, \beta_1} \subset \mathcal{G}$ (see Proposition 1.10 (1)), the element $g_m(z_2) W^m \in \mathcal{G}$. The smooth scheme $V_2^{(d-1)}$ and the smooth morphism $\delta_1 : V^{(d)} \rightarrow V_2^{(d-1)}$ will be constructed with the conditions that $g_m(z_2) \in \mathcal{O}_{V_2^{(d-1)}}[z_2]$, and that $z_2$ defines a section for $\delta_1$. Moreover $\{dz_2\}$ is a basis for the module of $\delta_1$-differentials.

As $\tau_{G, x} \geq 2$, we know that $\tau_{R_{G, \beta_1}, \beta_1(x)} \geq 1$ ($[4, \text{Theorem 6.4}]$). This provides:

** an element $f_n W^n \in R_{G, \beta_1}$ which is a monic polynomial, i.e.,

$$f_n(z_1) = z_1^n + a_1 z_1^{n_1-1} + \cdots + a_n \in \mathcal{O}_{V(\delta-2)}[z_1].$$

where again $z_1$ is a global section so that $\{dz_1\}$ is a basis of $\Omega^1_{G, x}$; and hence $\{dz_1, dz_2\}$ defines a basis of $\Omega^1_{G, x}$.

Finally check that $f_n(z_1)$ and $g_m(z_2)$ fulfill the condition of the Proposition.

**Proof.** Here we construct (5.4.2) with the previously required conditions. Étale topology will be used throughout this proof. Fix a smooth scheme $V$ and suppose given a scheme $W$ and a smooth morphism

$$\begin{array}{ccc}
V & \xrightarrow{\gamma} & W \\
\downarrow & & \downarrow \\
W & & W
\end{array}$$

This setting is preserved in étale topology when an étale map $W' \xrightarrow{e} W$ is considered. In fact, a commutative diagram arises by taking fiber products:

$$\begin{array}{ccc}
W' & \xrightarrow{e'} & V' \\
\gamma' & \downarrow & \downarrow \\
W' & \xrightarrow{e} & W
\end{array}$$

where $V' \xrightarrow{e'} V$ is an étale map, and $V' \xrightarrow{\gamma'} W'$ is smooth. This says that the construction of a scheme $W$ and a smooth morphism $\gamma$ is preserved in étale topology, but only when lifting étale maps in the previous sense (from down-up). This will be the key point for the construction of the schemes and morphisms previously mentioned. Recall our general strategy:
STEP 1. First construct the left hand side of (5.4.2), namely the smooth schemes \( V_{1}^{(d-1)} \), \( V^{(d-2)} \) and the morphisms \( \beta_{1} \) and \( \beta_{2} \) with the required conditions.

STEP 2. Once the previous data is fixed, complete the diagram (5.4.2) (the right hand side) in such a way that the polynomials \( f_{n}(z_{1}) \) and \( g_{m}(z_{2}) \) can be chosen as in Proposition 5.3.

1) By assumption \( \tau_{G,x} \geq 2(\geq 1) \), so one can find a regular system of parameters \( \{ x_{1}, \ldots, x_{d} \} \) at \( \mathcal{O}_{V^{(d)},x} \), and an element \( h_{\ell}W^{\ell} \in G \) so that \( h_{\ell}|_{x_{1}=\ldots=x_{d-1}=0} = u\cdot x_{d}^{\ell} \) for some unit \( u \in \mathcal{O}_{V^{(d)}}/\langle x_{1}, \ldots, x_{d-1} \rangle \).

Consider the smooth morphism

\[
V^{(d)} \xrightarrow{\delta_{1}^{(d-1)}} \mathbb{A}_{k}^{(d-1)} = \text{Spec}(k[X_{1}, \ldots, X_{d-1}])
\]

defined by \( X_{i} \mapsto x_{i} \) for \( i = 1, \ldots, d-1 \). Let \( (B, N) \) be the henselization of the local ring \( k[X_{1}, \ldots, X_{d-1}]/(X_{1},\ldots,X_{d}) \). This defines \( \text{Spec}(B) \xrightarrow{\delta_{1}} \mathbb{A}_{k}^{(d-1)} \). Up to multiplication by a unit, the element \( h_{\ell} \) is a monic polynomial of degree \( \ell \), i.e.,

\[
h_{\ell}(z) = z^{\ell} + c_{1}z^{\ell-1} + \cdots + c_{\ell} \in B[z].
\]

Now replace \( \mathbb{A}_{k}^{(d-1)} \) by a suitable étale neighborhood \( V_{1}^{(d-1)} \) where all the coefficients \( c_{i} \) are global sections. Define \( \beta_{1} \) by taking the fiber product. We abuse the notation and set \( \beta_{1} : V^{(d)} \xrightarrow{\delta_{1}} V_{1}^{(d-1)} \).

Let \( \mathcal{R}_{G,\beta_{1}} \) denote the elimination algebra with respect to \( \beta_{1} \). Since \( \tau_{G,x} \geq 2 \), then again \( \tau_{\mathcal{R}_{G,\beta_{1}},\beta_{1}(x)} \geq 1 \) and we repeat the previous argument to define a scheme, say \( V^{(d-2)} \), together with a smooth morphism \( \beta_{2} \), so that, a given element \( g_{m}W^{m} \in \mathcal{R}_{G,\beta_{1}} \) can be expressed as

\[
g_{m}(z_{2}) = z_{2}^{m} + b_{1}z_{2}^{m-1} + \cdots + b_{m} \in \mathcal{O}_{V^{(d-2)}}[z_{2}].
\]

This construction might force us to replace the previous scheme \( V_{1}^{(d-1)} \) by an étale neighborhood, in particular, \( V^{(d)} \) is replaced by an étale neighborhood. Set \( \beta = \beta_{2} \circ \beta_{1} \).

2) Fix a regular system of parameters \( \{ x_{1}, \ldots, x_{d-2} \} \) at \( \mathcal{O}_{V^{(d-2)},\beta(x)} \). It extends to \( \{ x_{1}, \ldots, x_{d-2}, z, z_{2} \} \) which is a regular system of parameters at \( \mathcal{O}_{V^{(d)},x} \). Set \( \mathbb{A}^{1} = \text{Spec}(k[T]) \). We now define a smooth morphism:

\[
V^{(d)} \xrightarrow{\delta_{1}'} V^{(d-2)} \times \mathbb{A}^{1}
\]

with the condition that \( pr_{1} \circ \delta_{1}' \) yields \( \beta = \beta_{2} \circ \beta_{1} \); here \( pr_{1} \) is the projection in the first coordinate. If in addition \( T \mapsto z \), then \( \delta_{1}' \) is uniquely defined. Note that \( \mathcal{O}_{V^{(d-2)}} \subset \mathcal{O}_{V^{(d-2)} \times \mathbb{A}^{1}} \) and hence \( g_{m}(z_{2}) \in \mathcal{O}_{V^{(d-2)} \times \mathbb{A}^{1}}[z_{2}] \). Moreover, check that \( z_{2} \) is a global section so that \( \{ dz_{2} \} \) defines a basis of \( \Omega_{\mathbb{A}^{1}}^{1} \).

Let \( \mathcal{H} := \mathcal{R}_{G,\beta_{1}'} \subset \mathcal{O}_{V^{(d-2)} \times \mathbb{A}^{1}}[W] \) denote the elimination algebra with respect to \( \delta_{1}' \). Again, since \( \tau_{G,x} \geq 2 \), then \( \tau_{\mathcal{H},\beta_{1}'(x)} \geq 1 \). The same arguments used before ensures that there are:

- an étale neighborhood of \( V^{(d-2)} \), say \( V^{(d-2)} \),
- a smooth morphism \( V_2^{(d-1)} \xrightarrow{\delta_2} V_1^{(d-2)} \) (here \( V_2^{(d-1)} \) is an étale neighborhood of \( V_1^{(d-2)} \times \mathbb{A}^1 \)), and
- an element \( f_n W^n \in \mathcal{H} (\subset \mathcal{G}) \) which can be expressed as

\[
** f_n(z_1) = z_1^n + a_1 z_1^{n_1 - 1} + \cdots + a_n \in \mathcal{O}_{V^{(d-2)}}[z_1],
\]

with the required properties.

This settles the construction of diagram (5.4.2), and the two polynomials \( f_n(z_1) \) and \( g_m(z_2) \) fulfill the conditions of Proposition 5.3.

### Definition 5.5.
Fix a Rees algebra \( \mathcal{G} \) so that \( \tau_{G,x} \geq 2 \) at any closed point \( x \in \text{Sing}(\mathcal{G}) \), and a simplified presentation, say \( sP = sP(\beta, z_1, z_2, f_{n_1}(z_1), f_{n_2}(z_2)) \), as in (5.4.1). The slope of \( \mathcal{G} \) relative to \( sP \) at a point \( y \in V^{(d-2)} \) is defined as

\[
\text{Sl}(sP)(y) := \min_{1 \leq j_1 \leq n_1} \min_{1 \leq j_2 \leq n_2} \left\{ \frac{\nu_y(a_{j_1})}{j_1}, \frac{\nu_y(b_{j_2})}{j_2}, \text{ord}(\mathcal{R}_{G,\beta})(y) \right\}.
\]

Here \( \nu_y \) denotes the order at the local regular ring \( \mathcal{O}_{V^{(d-2)},y} \) and \( \text{ord} \mathcal{R}_{G,\beta} \) is the order function the Rees algebra \( \mathcal{R}_{G,\beta} \) as defined in (1.13.1).

### Definition 5.6.
Let \( \mathcal{G} \) be a Rees algebra, so that \( \tau_{G,x} \geq 2 \) for all \( x \in \text{Sing}(\mathcal{G}) \). A simplified presentation \( sP = sP(\beta, z_1, z_2, f_{n_1}(z_1), f_{n_2}(z_2)) \) is said to be in normal form at \( y \in V^{(d-2)} \) if one of the following conditions hold:

- Either \( \text{Sl}(sP)(y) = \text{ord}(\mathcal{R}_{G,\beta})(y) \),
- or \( \text{Sl}(sP)(y) = \text{Sl}(f_{n_1}(z_1)W^{n_1})(y) < \text{ord}(\mathcal{R}_{G,\beta})(y) \) and \( \text{w-in}_y(f_{n_1}(z_1)) \) is not an \( n_1 \)-th power,
- or \( \text{Sl}(sP)(y) = \text{Sl}(f_{n_2}(z_2)W^{n_2})(y) < \text{ord}(\mathcal{R}_{G,\beta})(y) \) and \( \text{w-in}_y(f_{n_2}(z_2)) \) is not an \( n_2 \)-th power.

It will be shown in Theorem 5.12 that the rational number \( \text{Sl}(sP)(y) \) is entirely determined by the weak equivalence class of \( \mathcal{G} \), whenever \( sP \) is in normal form at \( y \in \beta(\text{Sing}(\mathcal{G})) \). This will lead to the definition of an H-function along points of \( \text{Sing} \mathcal{G} \).

#### 5.7. The case \( \tau \geq e \).
We address here the case \( \tau \geq e \), now for arbitrary \( e \). It parallels the previous results for \( e = 2 \).

### Theorem 5.8.
Let \( \mathcal{G} \) be a Rees algebra so that \( \tau_{G,x} \geq e \) at a closed point \( x \in \text{Sing}(\mathcal{G}) \). Then, at a suitable étale neighborhood of \( x \), a transversal morphism, say \( V^{(d)} \xrightarrow{\beta} V^{(d-e)} \), can be defined together with:

- global functions \( z_1, \ldots, z_e \), and \( \{dz_1, \ldots, dz_e\} \) is a basis of \( \Omega^1_\beta \) (module of \( \beta \)-relative differentials),
- integers \( n_1, \ldots, n_e \in \mathbb{Z}_{>0} \), and
- elements \( f_{n_1}W^{n_1}, \ldots, f_{n_e}W^{n_e} \in \mathcal{G} \), where
\[ f_{n_1}(z_1) = z_1^{n_1} + a_1^{(1)} z_1^{n_1-1} + \cdots + a_{n_1}^{(1)} \in \mathcal{O}_{V(d-e)}[z_1], \]
\[ \vdots \]
\[ f_{n_e}(z_e) = z_e^{n_e} + a_1^{(e)} z_e^{n_e-1} + \cdots + a_{n_e}^{(e)} \in \mathcal{O}_{V(d-e)}[z_e], \]

(for some \(a_i^{(j)}\))

Here, \(R \subseteq \mathcal{O}_{V(d-e)}\) is the elimination algebra defined in terms of \(\beta\) as in Proposition 5.3.

Definition 5.9. (Simplified presentations). Let the setting be as in Theorem 5.8. The data

\[ s \mathcal{P}(\beta, z_1, \ldots, z_e, f_{n_1}(z_1), \ldots, f_{n_e}(z_e)) \]

which fulfills the conditions of Theorem 5.8 is said to be a simplified presentation.

The following Definitions extend those in 5.3 and 5.6.

Definition 5.10. Let \(G\) be a differential Rees algebra \(G\) so that \(\tau_{G,x} \geq e\) at a closed point \(x \in \text{Sing}(G)\). Fix, at a neighborhood of \(x\), a simplified presentation, say \(s \mathcal{P} = s \mathcal{P}(\beta, z_1, \ldots, z_e, f_{n_1}(z_1), \ldots, f_{n_e}(z_e))\), as in (5.9.1). The slope of \(G\) relative to \(s \mathcal{P}\) at a point \(y \in V(d-e)\) is the rational number defined as

\[ \text{Sl}(s \mathcal{P})(y) := \min_{1 \leq i \leq c} \left\{ \frac{\nu_y(a_i^{(j)}}{j_i}, \text{ord}(\mathcal{R}_{G,\beta})(y) \right\}. \]

Definition 5.11. Let \(G\) be a differential Rees algebra in the conditions of the previous definition. A simplified presentation \(s \mathcal{P} = s \mathcal{P}(\beta, z_i, f_{n_i}(z_i))\) is said to be in normal form at \(y \in V(d-e)\) if one of the following conditions holds:

- Either \(\text{Sl}(s \mathcal{P})(y) = \text{ord}(\mathcal{R}_{G,\beta})(y)\),
- or for some index \(1 \leq i \leq c\), \(\text{Sl}(s \mathcal{P})(y) = \text{Sl}(f_{n_i}(z_i)W^{n_i})(y) < \text{ord}(\mathcal{R}_{G,\beta})(y)\) and \(w-\text{in}_y(f_{n_i}(z_i))\) is not an \(n_i\)-th power.

The next theorem will show that given a simplified presentation \(s \mathcal{P}\) in normal form at \(y \in \beta(\text{Sing}(G))\), the rational value \(\text{Sl}(s \mathcal{P})(y)\) is an invariant.

Theorem 5.12. Let \(G\) be a \(\beta\)-differential Rees algebra (e.g. a differential Rees algebra) with the property that \(\tau_{G,x} \geq e\) for all \(x \in \text{Sing}(G)\). Fix a point \(x \in \text{Sing}(G)\) and assume that there is a simplified presentation \(s \mathcal{P}\) which is in normal form at \(\beta(x)\) (see Definition 5.11).

1. The rational number \(q = \text{Sl}(s \mathcal{P})(\beta(x))\) in (5.10.1) is entirely determined by the weak equivalence class of \(G\).
2. \(G\) and \(\mathcal{O}_{V(d)}[f_{n_1}W^{n_1}, \ldots, f_{n_e}W^{n_e}] \circ \beta^*(\mathcal{R}_{G,\beta})\) are weakly equivalent.
Proof. (1) The proof is similar to that of Theorem 4.10 considering now, in Stage B, blow-ups at centers of codimension \( e + 1 \) instead of codimension \( 2 \).

(2) Theorem 5.8 ensures that \( s\mathcal{P} \) can be chosen so that \( \mathcal{G} \) has the same integral closure as

\[
\mathcal{G}_1 = \mathcal{O}_{V(d)}[f_{n_1}(z_i)W^{n_1}, \Delta^{j_i}(f_{n_i}(z_i))W^{n_i-j_i}]_{1 \leq j_i \leq n_i-1, \ i=1,\ldots,e} \odot \beta^*(\mathcal{R}_{\mathcal{G},\beta}).
\]

Theorem 2.7 (1) asserts that \( \mathcal{G} \) and \( \mathcal{G}_1 \) are weakly equivalent. Theorem 2.7 (2) ensures that \( \mathcal{G}_1 \) and \( \mathcal{O}_{V(d)}[f_{n_1}W^{n_1}, \ldots, f_{n_e}W^{n_e}] \odot \beta^*(\mathcal{R}_{\mathcal{G},\beta}) \) are weakly equivalent. \( \Box \)

**Definition 5.13.** The \( d - e \)-dimensional \( H \)-function is defined, in the setting of the previous theorem, say

\[
H-\text{ord}^{(d-e)}(\mathcal{G}) : \text{Sing}(\mathcal{G}) \to \mathbb{Q}_{\geq 0}
\]

by setting:

\[
H-\text{ord}^{(d-e)}(\mathcal{G})(x) = SL(s\mathcal{P})(\beta(x)),
\]

where, \( s\mathcal{P} \) is a simplified presentation in normal form at \( \beta(x) \).

Theorem 5.12 ensures that this value is well-defined. Namely, that it is independent of the choice of the smooth morphism \( \beta \) and of the simplified presentation.

6. **Main properties of \( H \)-functions and proof of Theorem 1.20**

6.1. **A particular kind of simplified presentations: \( p \)-presentations.**

Elimination theory is largely sustained on the presence of monic polynomials, indeed elimination algebras are defined in terms of this monic polynomials, the first example appears in Theorem 5.8. Astonishing properties arises when these monic polynomials have as degrees powers of the characteristic. Namely, when \( n_i = p^{\ell_i} \) in (5.8.1). In fact, in this case, there is a surprising interplay between the coefficients and the elimination algebra.

Fix a \( d \)-dimensional scheme \( V(d) \) smooth over a perfect field \( k \) together with a differential Rees algebra, say \( \mathcal{G} \), over \( V(d) \). Fix a transversal projection \( V(d) \xrightarrow{\beta} V(d-1) \). As \( \mathcal{G} \) is a differential algebra, it is also a \( \beta \)-differential algebra. In this case, locally at any point \( x \in \text{Sing}(\mathcal{G}) \), the \( \beta \)-differential structure of \( \mathcal{G} \) enables us to consider a simplified presentation \( s\mathcal{P} \) with integers of the form:

\[
n_1 = p^{\ell_1} < n_2 = p^{\ell_2} < \cdots < n_e = p^{\ell_e},
\]

where \( p \) denotes the characteristic of \( k \). This particular simplified presentations will be called \( p \)-presentations and denoted by

\[
(6.1.1) \quad p\mathcal{P} = p\mathcal{P}(\beta, z, f_{p^{\ell_1}}(z)) = z^{p^{\ell_1}} + a_1^{(i)}z^{p^{\ell_i}-1} + \cdots + a_{p^{\ell_i}} \geq 1 \leq e.
\]

The exponents \( \ell_1 \leq \ell_2 \leq \cdots \leq \ell_e \) are closely related with invariants studied by Hironaka in [21], and also related with other invariants introduced by Kawanoue and Matsuki in [24] and [25].

The notion of \( p \)-presentations were introduced in [6] for the case \( e = 1 \). They were denoted by

\[
p\mathcal{P} = p\mathcal{P}(\beta : V(d) \to V(d-1), z, f_{p^{\ell}}(z) = z^{p^{\ell}} + a_1z^{p^{\ell}-1} + \cdots + a_{p^{\ell}}).
\]

There it is shown that:

(1) given \( x \in \text{Sing}(\mathcal{G}) \), the \( p \)-presentation can be modified into a new \( p \)-presentation which is in normal form at \( \beta(x) \) (see Definition 4.7),
(2) and

\[
\text{H-ord}^{(d-1)}(G)(x) = \min \left\{ \frac{\nu_{\beta(x)}(a_{p^j})}{p^j}, \text{ord}(R_{G,\beta})(\beta(x)) \right\},
\]

where the right hand side is defined in terms of a \( p \)-presentation \( pP = pP(\beta, z, f_{p^j}(z)) \) in normal form at \( \beta(x) \) (see [6, Theorem 4.6. and Corollary A.9]).

This simplifies the expression in (4.12.1), as only the coefficient \( a_{p^j} \) appears in this formulation.

Surprisingly, the contribution of the intermediate coefficients of \( f_{p^j}(z) = z^{p^j} + a_1z^{p^j-1} + \cdots + a_{p^j} \) is somehow encoded in the elimination algebra \( R_{G,\beta} \).

The previous two properties extend easily to the general case \( \tau \geq e \), via Theorem 5.8 together with presentations as in (6.1.1). Namely:

1. Given \( x \in \text{Sing}(G) \), the \( p \)-presentation \( pP \) in (6.1.1) can be modified into another \( p \)-presentation, which is in normal form at \( \beta(x) \). Let us emphasize here that \( p \)-presentations are particular forms of simplified presentations.

2. Assume now that \( pP \) is in normal form at \( \beta(x) \), then

\[
\text{H-ord}^{(d-e)}(G)(x) = \min_{1 \leq j \leq e} \left\{ \frac{\nu_{\beta(x)}(a_{p^j})}{p^j}, \text{ord}(R_{G,\beta})(\beta(x)) \right\}.
\]

6.2. \( p \)-presentations and monoidal transformations.

Insofar \( G \) was assumed to be a differential Rees algebra. It is in this context in which Theorem 5.8 applies, namely, the theorem ensures that simplified presentations exists for these Rees algebras. Our task now is to discuss the notion of presentations for a fixed sequence of transformations, say (1.11.2). Namely, to attach a simplified presentation to \( G_r \), locally at \( x \in \text{Sing}(G_r) \), in terms of \( \beta_r \). This will be done by successive “transformations” of simplified presentations.

Fix a \( p \)-presentation of \( G \) as in (6.1.1). In [6] a notion of transformations of a \( p \)-presentation was studied for the case \( e = 1 \): Given a \( p \)-presentation of \( G \) over \( V^{(d)} \), say \( pP = pP(\beta, z, f_{p^j}) \), a new \( p \)-presentation, say \( pP_1 = pP_1(\beta_1, z_1, f_{p^j}^{(1)}) \), is defined in terms of \( pP \) and of the monoidal transformation. This is denoted by

\[
\begin{array}{ccc}
pP & \xrightarrow{\pi_{\beta}} & pP_1 \\
V^{(d)} & \xrightarrow{\pi_{\beta}} & V_1^{(d)}.
\end{array}
\]

This result readily extends to the case \( \tau \geq e \), again thanks to Theorem 5.8 applied here to simplified presentations in the setting of (6.1.1).

Theorem 5.12 has now a natural formulation for the \( \beta_r \)-differential Rees algebra \( G_r \) in (1.11.2). Also Definition 5.13 can be stated for \( G_r \). Consequently the \( d - e \)-dimensional H-function of \( G_r \), say

\[
\text{H-ord}^{(d-e)}(G_r) : \text{Sing}(G_r) \rightarrow \mathbb{Q}_{\geq 0},
\]

is defined, and again Theorem 5.12 ensures that the function is intrinsic.

6.3. On tamed H-functions and the proof of Theorem 1.20

Finally we address the proof of Theorem 1.20. Firstly we will show that the numerical conditions in (1.20.1) can be easily simplified. Once this point is settled, Theorem 1.20 will be reformulated as Theorem 6.6.
Firstly recall the construction of the monomial algebra introduced in (1.18.1), where a monomial algebra, say
\[ M_r W^s = \mathcal{O}_{V(d-c)}[I(H_1)^{h_1} \cdots I(H_r)^{h_r} W^s], \]
is assigned to any sequence (6.3.1), by setting, for \( i = 0, \ldots, r - 1 \):
\[ \frac{h_{i+1}}{s} = \text{H-ord}^{(d-c)}(G_i)(\xi_Y) - 1, \]
and where \( \xi_Y \) denotes the generic point of \( Y_i \), the center of the monomial transformation.

**Definition 6.4.** Let \( G \) be a Rees algebra so that \( \tau_G \geq e \). Let the setting be as in (1.11) and assume that (1.11.2) is defined so that the elimination algebra of \( G \) is monomial in the sense of (1.16.1). The Rees algebra \( G_r \) is said to be in the **strong monomial case** if at any closed point \( x \in \text{Sing}(G_r) \):
\[ \text{H-ord}^{(d-c)}(G_r)(x) = \text{ord}(M_r W^s)(x). \]

**Remark 6.5.** Let us remark that both in Theorem 1.20, and in Definition 1.21, the strong monomial case was defined in terms of two possible numerical conditions, namely
\[ \text{H-ord}^{(d-c)}(G_r)(x) = \text{ord}(M_r W^s)(x) \quad \text{or} \quad \text{H-ord}^{(d-c)}(G_r)(x) = \text{Ord}^{(d-c)}(G_r)(x) = \text{ord}((R_{G, \beta})_r)(\beta_r(x)), \]
whereas (6.4.1) neglects the second condition. Some clarification is in order to justify this fact. We have assumed, as we may, that the elimination algebra of \( G_r \) is monomial. Namely, that
\[ (R_{G, \beta})_r = \mathcal{O}_{V(d-c)}[I(H_1)^{\alpha_1} \cdots I(H_r)^{\alpha_r} W^a]. \]

We observe first that the monomial algebra \( M_r W^s \) in (6.3.1) divides \( (R_{G, \beta})_r \) (i.e., \( h_i \leq \alpha_i \) for \( i = 1, \ldots, r \)). This fact is guaranteed by (6.3.2) and (6.1.3), together with the law of transformations for Rees algebras.

Finally, as \( M_r W^s \) divides \( (R_{G, \beta})_r \), the condition \( \text{H-ord}^{(d-c)}(G_r)(x) = \text{ord}((R_{G, \beta})_r)(\beta_r(x)) \) ensures that \( M_r W^s = (R_{G, \beta})_r \) locally at \( x \), and in particular that \( \text{H-ord}^{(d-c)}(G_r)(x) = \text{ord}(M_r W^s)(x) \).

So both numerical conditions in (1.20.1) reduces to the unique condition in (6.4.1).

**Theorem 6.6.** Let the setting be as in Definition 6.4. Assume that \( G_r \) is in the strong monomial case at any closed point \( x \in \text{Sing}(G_r) \). A combinatorial resolution of the monomial algebra \( M_r W^s \) can be naturally lifted to a resolution of \( G_r \).

**Proof.** Our proof will strongly rely on the existence of \( p \)-presentations (see 6.1), say \( sP = sP(\beta, z_i, f_{p^i}(z_i) = z_i^{p_i} + a_i^{(i)} z_i^{p_i-1} + \cdots + a_{p^i}(i) x_i^{(i)}) \leq i \leq e \), which we may assume, in addition, that are in normal form at \( \beta(x) \) (\( x \in \text{Sing}(G_r) \)).

The monomial algebra \( M_r W^s \) in (6.3.1) relates to the \( p \)-presentation in the following manner:
- \( a_j^{(i)} W^j \in M_r W^s \) for \( j = 1, \ldots, p^i, i = 1, \ldots, e \). Meaning that the coefficients \( a_{j}^{(i)} W^j \) are in the integral closure of \( M_r W^s \). We express this fact by saying that \( M_r W^s \) **divides** the coefficients.
- \( M_r W^s \) divides the elimination algebra \( (R_{G, \beta})_r \) in (6.5.1) (see Remark 6.5).

Let us address now the numerical conditions defined in terms of the H-functions \( \text{H-ord}^{(d-c)} \) at points of \( \text{Sing}(G_r) \). Firstly recall the simplification given in (6.1.3) in which the H-ord relies on the elimination algebra or on the constant terms of the \( e \) polynomials, say \( a_{p^i}^{(i)} \).
(A) Assume that $H\text{-ord}^{(d-e)}(G_r)(x) = \text{ord}((R_{G, \beta})_r(\beta_r(x)))$ at $x \in \text{Sing}(G_r)$. In this case, Remark 6.5 says that $\mathcal{M}_r W^x = (R_{G, \beta})_r$, this, in turn, ensures that all coefficients $a_{ji} W^j \in (R_{G, \beta})_r$. These conditions, together with the fact that $f_{p^j, r}(z_i) W^{p^j} \in G_r$, say that, up to integral closure, $z_i W \in G_r$. In particular, this guarantees that $z_1 \cdots z_c = 0$ has maximal contact with $G_r$ at $x$, and hence in an open neighborhood of $x$. Hence, at a neighborhood of $x$ the Theorem can be dealt with as in the case of characteristic zero.

(B) Assume that $H\text{-ord}^{(d-e)}(G_r)(x) < \text{ord}((R_{G, \beta})_r(\beta_r(x)))$ at $x \in \text{Sing}(G_r)$. Then, there is an index $j$ for which $H\text{-ord}^{(d-e)}(G_r)(x) = \frac{\nu_{\beta_r(y)}(a_{p^j})}{p^j} \left( = \text{ord}((\mathcal{M}_r W^s)(x)) \right)$. This equality shows that $a_{p^j}^{(j)} W^{p^j} = \mathcal{M}_r W^s$, meaning that both algebras have the same integral closure. This ensures that, up to multiplication by a unit, $a_{p^j}^{(j)}$ can be taken as a monomial.

Fix now a smooth permissible center $C$ with generic point $y$, so that $x \in C$. A property of $p$-presentations is that they can be chosen so as to be in normal form simultaneously at $x$ and $y$ (see [6, Proposition 5.8]). We now compute $H\text{-ord}^{(d-e)}(G_r)(y)$. We claim that

$$H\text{-ord}^{(d-e)}(G_r)(y) = \frac{\nu_{\beta_r(y)}(a_{p^j})}{p^j}$$

for the same index $j$ we have taken before. In fact, $\text{ord}((\mathcal{M}_r W^s)(y)) = \frac{\nu_{\beta_r(y)}(a_{p^j})}{p^j}$ and since all coefficients and the elimination algebra are divisible by $\mathcal{M}_r W^s$, then

$$H\text{-ord}^{(d-e)}(G)(y) = \min_{1 \leq j \leq c} \left\{ \frac{\nu_{\beta_r(y)}(a_{p^j})}{p^j}, \text{ord}((R_{G, \beta})_r(\beta_r(x))) \right\} = \frac{\nu_{\beta_r(y)}(a_{p^j})}{p^j}$$

Summarizing, there is a particular index $j$ with the following properties:

- $j$ provides the value of the $H$-function at $x$ and at $y$. Namely,

$$H\text{-ord}^{(d-e)}(G)(x) = \frac{\nu_{\beta_r(x)}(a_{p^j})}{p^j} \quad \text{and} \quad H\text{-ord}^{(d-e)}(G)(y) = \frac{\nu_{\beta_r(y)}(a_{p^j})}{p^j}$$

- the role of this $j$ is stable under transformations.

In this way, Theorem 5.8 reduces the proof of the theorem to the case of only a unique index $j$. A simple proof of Theorem 5.8 under this reduced conditions was given in [6].

The embedded resolution of surfaces treated in [6, Part III] for the hypersurfaces case, can now be extended to prove embedded desingularization of arbitrary 2-dimensional schemes (over perfect fields). This provides a desingularization of 2-dimensional schemes a la Hironaka, namely by applying successive monoidal transformations along the highest Hilbert-Samuel stratum.
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