Transient hidden chaotic attractors in a Hopfield neural system
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Abstract
In this letter we unveil the existence of transient hidden coexisting chaotic attractors, in a simplified Hopfield neural network with three neurons.
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1 Introduction
A Neural Network (NN) is a mathematical or computational model inspired by biological neural networks that consists of interconnected groups of neurons. Without chaotic behavior
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neural systems cannot be adequately addressed and fully understood [1]. Neurobiological chaos, omnipresent in the brain, points out several possible approaches of understanding how the brain works and this is demonstrably so, in the somatosensory and the olfactory cortices [2]. Many NNs, such as discrete time NNs, or continuous (time-delayed) NNS, may behave chaotically.

The roles of chaos in this type of systems have been investigated in many papers in the last years [3–8].

Hopfield Neural Networks (HNN) are constructed from artificial neurons and represent particular cases of NNs inspired by spin systems. Even if it is not easy to be discovered, chaos and hyperchaos have been identified in many HNNs [9–25].

On the other side, the origin of transient chaos is well known: it is due to nonattracting chaotic saddles in phase space [26–37]. Transient chaos is a common phenomenon of many engineering, physical and biological systems. Compared with chaos, which is characterized as a long-term behavior, the transient chaos, is a phenomenon which appears when a nonlinear system behaves chaotically during some transient time interval which falls after that into a periodic attractor. These systems may initially exhibit an aperiodic behavior and sensitivity to initial conditions (i.e. “chaos”) and after a period of time, it settles down on a periodic orbit or fixed point. Such phenomena were observed in radio circuits [38], hydrodynamics [39], neural networks [40], standard models of nonlinear systems such as Rössler system [41], Lorenz system [42], experiments [43], maps [44], species extinction [45] and so on.

In some applications the transient chaos can be quite disastrous, as in situations of voltage collapse or species extinction. Therefore it is often desirable to sustain transient chaos, in the sense of maintaining the transient chaos. Thus, conversion of the transient chaos into sustained chaos, can avoid catastrophes related to sudden chaos collapses, even in the absence of external perturbations. (i.e. chaos anticontrol) [30,46].

In a recent paper [47] a new phenomenon of transient chaos, fundamentally different from the hyperbolic and nonhyperbolic transient chaos reported in the existing literature is revealed. This type of phenomenon appears in many systems (chemical reactions, binary star behavior, etc.) and it is likely far less predictable than has been previously thought: doubly transient chaos.

From the computational perspective point of view, based on the connection of their basins of attraction with equilibria in the phase space, it is natural to suggest the following attractors classification [48–52].

**Definition 1.** An attractor is called a self-excited attractor if its basin of attraction intersects with any open neighborhood of a stationary state (an equilibrium); otherwise, it is called a hidden attractor.

Self-excited attractors can be visualized numerically by a standard computational procedure, in which after a transient process, a trajectory starting from a point of a neighborhood of unstable equilibrium is attracted to the attractor, while the basin of attraction for a hidden attractor is not connected with any equilibrium. Therefore, for the numerical localization of hidden attractors it is necessary to develop special analytical-numerical procedures [49,53].

Hidden attractors can appear in systems with no-equilibria or in multistable systems with only stable equilibrium. Coexisting self-excited attractors in multistable systems can be found using a standard computational procedure, whereas there is no regular way to
predict the existence or coexistence of hidden attractors in a system (for various examples of multistable engineering systems refer to [54]).

To verify numerically that a chaotic attractor is hidden, one has to check that all trajectories starting in small neighborhoods of unstable equilibria, are either attracted by stable attractors, or diverge to infinity (see e.g. [50,53]).

In this paper we consider the case of a 3-neuron simplified HNN and we unveil its transient hidden chaotic attractors.

2 The simplified Hopfield neural network

The simplified 3-neuron HNN considered in this paper is modeled by the following ODEs

\[
\dot{x}_i = -x_i + \sum_{j=1}^{3} w_{ij} f(x_j), \quad i = 1, 2, 3, 
\]

with \( f(x_j) = \tanh(x_j) \) and with the weight matrix [13]

\[
W = \begin{bmatrix}
w_{11} & w_{12} & w_{13} \\
w_{21} & w_{22} & w_{23} \\
w_{31} & w_{32} & w_{33}
\end{bmatrix} = \begin{bmatrix}
2 & -1.2 & 0 \\
1.9995 & 1.71 & 1.15 \\
-4.75 & 0 & 1.1
\end{bmatrix}.
\]

and we show numerically that the system admits a new type of coexisting hidden attractors: transient hidden attractors\(^1\).

With the above values of weights, the system (1) reads

\[
\begin{align*}
\dot{x}_1 &= -x_1 + 2 \tanh(x_1) - 1.2 \tanh(x_2), \\
\dot{x}_2 &= -x_2 + 1.9995 \tanh(x_1) + 1.71 \tanh(x_2) + 1.15 \tanh(x_3), \\
\dot{x}_3 &= -x_3 - 4.75 \tanh(x_1) + 1.1 \tanh(x_3).
\end{align*}
\]

The sigmoid-like function \( \tanh(x) \), is used to approximate the switch discontinuity in \( x = 0 \), typically to neurons dynamics.

The HNN system (2) is symmetrical with respect to the origin and has the following equilibria

\[
X_0^* = (0, 0, 0), \quad X_{1,2}^* = \pm(0.493, 0.366, -3.267).
\]

The Jacobian is

\[
J = \begin{bmatrix}
1 - 2 \tanh^2(x_1) & -1.2 + 1.2 \tanh^2(x_2) & 0 \\
1.9995 - 1.9995 \tanh^2(x_1) & 0.71 - 1.71 \tanh^2(x_2) & 1.15 - 1.15 \tanh^2(x_3) \\
-4.75 + 4.75 \tanh^2(x_1) & 0 & 0.1 - 1.1 \tanh^2(x_3)
\end{bmatrix},
\]

and the eigenvalues of \( X_0^* \) are \( \lambda_1 = 1.942 \) and \( \lambda_{2,3} = -0.066 \pm 1.879i \) while the eigenvalues of \( X_{1,2}^* \) are \( \lambda_1 = -0.987 \) and \( \lambda_{2,3} = 0.538 \pm 1.286i \). Therefore, equilibria are unstable: one attracting focus saddle \((X_0^*)\), and two repelling focus saddles \((X_{1,2}^*)\).

\(^1\)Transient dynamics of hidden attractors in a 4D system are analyzed in [55].
3 Hidden transient attractors of HNN

The numerical integration of the HNN (2) is done with the Matlab differential solver ode45 with option opts = odeset('RelTol', 1e-9, 'AbsTol', 1e-9) which yields 8 decimals accurate results, over the time interval [0, T] with $T = 850$.

In Hopfield systems it is common to find transient chaos (see e.g. [13]). Generally, the duration of a chaotic transient behavior of many trajectories is rather short before they settle down on some periodic stable attractor [32]. However, in the case of the HNN, our various numerical tests reveal a relative long transient time [0, $T^*$], with $T^* = 500$, over which the system behaves chaotically along two coexisting transient chaotic attractors $H_1$ and $H_2$ (see Fig. 2 where $H_{1,2}$ are obtained with initial conditions $\pm (1.9, 3, 1)$).

For the initial conditions chosen inside small $\delta$-vicinities of the unstable equilibria, with $\delta = 1.5E - 4$, the underlying trajectories are attracted by one of the two stable limit cycles $C_1$ (red plot) and $C_2$ (blue plot) respectively as shown by Figs. 3 and 4 where, for simplicity, in the detailed images only 50 trajectories are considered.

Trajectories starting from a $\delta$-vicinity $V_{X_1^*}$ of $X_1^*$ (Fig. 3), tend either to $C_1$ (light red plot), or to $C_2$ (light blue plot). This happens because $X_1^*$ belongs to the separatrix of the basins of attractions of $C_1$ and $C_2$.

Fig. 4, where only the case of stable limit cycle $C_2$ is considered, reveals 50 trajectories starting inside a vicinity $V_{X_2}$ of equilibrium $X_2$, which all are attracted by the stable cycle $C_2$. Similarly, all trajectories from small vicinities of $X_1^*$ are attracted by $C_1$.

The shape of the trajectories starting within $V_{X_2^*}$ and $V_{X_1^*}$ are consistent with the equilibria type: the trajectories from vicinities $V_{X_{1,2}}$ exit by scrolling equilibria $X_{1,2}$ in the unstable two-dimensional manifold (see detailed image in Fig. 3), while the trajectories from the vicinity of $X_0^*$ leave $V_{X_0^*}$ along the one-dimensional unstable manifold of $X_0^*$ (detail in Fig. 4).

Concluding, by following intensive numerical tests, the underlying numerical analysis leads to the conclusion that the transient chaotic attractors $H_{1,2}$, are very likely to be hidden and could be called transient hidden chaotic attractors. For the numerical localization of hidden attractors, a special analytical-numerical procedure has been designed (see e.g. [53]). In this paper the initial conditions for transient hidden attractors $\pm (1.9, 3, 1)$, have been found by trial-and-error.

Note that the coexistence of transient trajectories which start from $V_{X_1^*}$ and $V_{X_1^*}$, and reach the stable cycles $C_{1,2}$ with the stable cycles $C_{1,2}$, are ensured by the entrainment of limit cycles by chaos (see [59], where the replication of sensitivity and the existence of infinitely many unstable periodic solutions were rigorously proved and [60], where this result is applied in Hopfield systems). Based on this result, the transient hidden chaotic attractors $H_{1,2}$ differ from the transients to $C_{1,2}$. Moreover, they have different attraction basins: $H_{1,2}$ are generated starting from initial conditions $\pm (1.9, 3, 1)$, while $C_{1,2}$ are obtained with initial

\footnote{Matlab implicitly uses default values $ReTol = .001$ and $AbsTol = 0.000001$ and the approximate error at each step $e_k$ is ensured to be: $e_k \leq max(ReTol \times x_k, AbsTol)$, for all $k$, where $x_k$ is the value calculated at the node $t_k$ (see e.g. [56] for the used Runge-Kutta and other numerical methods utilized by Matlab). In [57] it is suggested $ReTol = 10^{-\left(m+1\right)}$ for $m$ precise digits of the required solution.}

\footnote{Related to length of the time interval, precautions should be considered since a too large time interval could lead to inaccurate numerical solutions (see e.g. [58] for the case of Lorenz system).}
points close to equilibria $X_0^*$ and $X_{1,2}^*$. For $t > T^*$, $T_{1,2}$ vanish.

The transients of the HNN system seems to be deformed by the form of the coexisting limit cycles and unstable equilibria, thus $H_1$ and $H_2$ have a complex structure. So one may say that the behavior is rather natural here.

Since chaotic behavior in neural activity seems to be unavoidable, chaos control and anticontrol of these transient hidden chaotic attractors are an unexplored theme yet and they offer an exciting subject for future research.
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Figure 1: Transient hidden chaotic attractors $H_1$ and $H_2$ of HNN.
Figure 2: Time series of the first component $x_1$. (a) Transient hidden chaotic attractor $H_1$, for $t \in [0, T^\ast]$, starting from $(1.9, 3, 1)$. For $t > T^\ast$, chaos vanishes. (b) Stable cycle $C_1$. 
Figure 3: Stable cycles $C_1$ (red plot) and $C_2$ (blue plot). Chaotic trajectories $H_{1,2}$ (light red and light blue plots) starting from vicinity $V_{X_0^*}$, are attracted either by $C_1$, or $C_2$ (see also the upper-right detail).
Figure 4: Trajectories starting from vicinity $V_{X_2}$ (light blue plot) are attracted by $C_2$ (blue plot).