Abstract

This paper presents a challenging computer vision task, namely the detection of generic components on a PCB, and a novel set of deep-learning methods that are able to jointly leverage the appearance of individual components and the propagation of information across the structure of the board to accurately detect and identify various types of components on a PCB. Due to the expense of manual data labeling, a highly unbalanced distribution of component types, and significant domain shift across boards, most earlier attempts based on traditional image processing techniques fail to generalize well to PCB images with various quality, lighting conditions, etc. Newer object detection pipelines such as Faster R-CNN, on the other hand, require a large amount of labeled data, do not deal with domain shift, and do not leverage structure. To address these issues, we propose a three stage pipeline in which a class-agnostic region proposal network is followed by a low-shot similarity prediction classifier. To exploit the data dependency within a PCB, we design a novel Graph Network block to refine the component features conditioned on each PCB. To the best of our knowledge, this is one of the earliest attempts to train a deep learning based model for such tasks, and we demonstrate improvements over recent graph networks for this task. We also provide in-depth analysis and discussion for this challenging task, pointing to future research.

1. Introduction

Detection of PCB components is an important step for automated PCB inspection and hardware reverse engineering. Traditionally, this step is carried out by a human expert to first locate and draw the bounding boxes of all components, and then identify the component types. However, it is extremely tedious and time consuming for a human expert to do such work. A PCB typically contains hundreds of components, and the identification of component types requires in-depth knowledge of electronic components. Figure 1 gives an example of a labeled PCB image. Based on our experience, it takes one to two days for a human expert to label a single PCB image. Thus, it would be extremely helpful if we can automate this tedious process.

Fine-tuning state-of-the-art object detection networks [7, 24] is an intriguing option for PCB component detection. However, it performs poorly due to following reasons:

Data Availability: It is expensive to label a PCB image. This is also one of the objectives of this paper: to greatly reduce human efforts in labeling PCB components. Due to this expensive process, it is difficult to scale up a training dataset similar to other tasks (e.g. MSCOCO [19] or
are laid out, and propagation of a few labels on components able to condition our classifier on the biases in how boards are laid out and propagation of a few labels on components on the test board. Our method therefore contains the following components:

**Region Proposal Network (RPN):** In this stage, we train a class-agnostic RPN [24] to propose potential component locations. By doing so, the detection network does not have to deal with the data issues mentioned earlier, but simply shift the burden to the next proposal classification stage, in which some low-shot classification methods can be applied more easily.

**Similarity Prediction Network (SPN):** If we have high-quality proposals from the first stage, then the second stage becomes a classification problem. However, it is still a non-trivial task due to the data issues. As a result, we borrow methods from low-shot learning to learn a good feature embedding for similarity prediction [14, 30, 28, 6]. The network in this stage will compare each proposal to some component templates cropped from the same test board when a few components are labeled (semi-supervised learning). The proposals are then classified as the most similar template.

**Graph Network (GN):** We also observe the fact that components on the same board tend to share similar visual appearance and that there is structure in how the boards are laid out. Therefore, we hypothesize that we can exploit such data dependence on each board to further improve classification accuracy. Thus, we propose a novel GN block [6, 4, 13, 27, 8, 31, 1, 33] to capture the data dependency and further refine the features. The proposed GN block helps the information propagate across nodes and edges on the graph representation of a board, and show improved results over existing non-local graph networks (NLNN) [31].

In sum, we make the following contributions:

1. To the best of our knowledge, this is one of the earliest deep learning based approaches that succeeds in the task of PCB component detection. We provide a dataset of 32 off-the-shelf boards that are densely annotated with components and will release it publicly.

2. We propose a pipeline consisting of similarity learning and a novel graph network block that outperforms existing non-local graph networks. The model is successfully trained with only a limited amount of data while achieving strong performance.

3. We show the potential of our proposed Graph Network to jointly solve various challenging problems in computer vision research, including detection with few training examples, skewed type distribution, domain bias, etc.

4. In-depth analysis and discussion for this challenging task is provided, pointing out a path for future research on this topic.

In the rest of this paper, we briefly review relevant works in Section 2. In Section 3, we propose our model and introduce each part in detail. In Section 4, we provide implementation details, and conduct extensive experiments and
2. Related Works

2.1. Object Detection

The computer vision research community has made remarkable progress in object detection in recent years. Thanks to the reliable performance of these networks, they have greatly facilitated the development of self-driving cars, robotics, and many other practical applications. There are also many open-source implementations that are stable, easy to use, and well documented such that researchers can fine-tune their pre-trained models for task-specific applications. However, almost all object detection networks need to be trained on a large-scale dataset for decent performance. As opposed to image classification, there are few attempts for low-shot learning in object detection. Unfortunately, in our task of PCB component detection, it is expensive to construct a large-scale dataset for fine-tuning such detection network. Furthermore, there is inherent ambiguity in classifying components due to intra-class variance. Therefore, we investigate methods that can leverage inherent structure in the data (namely, within PCB boards) which traditional detection methods do not do.

2.2. Low-Shot Learning

Compared to object detection, there is more research effort on low-shot learning for image classification. One promising branch of methods base their idea on learning a good feature embedding such that objects of the same type will cluster together in the learned embedding space. In our task, we borrow the idea from these methods combined with a novel graph network block to learn a graph embedding in a data-efficient way.

2.3. Graph Network

Although low-shot learning methods point out a promising direction for learning in a data-efficient way, it is not guaranteed to generalize across domains. We observe the fact that each board has different characteristics such as resolution, noise level, lighting condition, etc. In other words, there is domain shift across each PCB image, which is not properly addressed in low-shot learning methods. Meanwhile, we also observe that same-type components on the same board tend to look very similar, and that boards tend to be structured in particular ways (i.e., there is a bias in how board designers lay out components). We therefore propose that it would be beneficial to capture this data dependency within a board. This is where Graph Networks come in to play.

Graph Networks have become a popular research topic recently (see [1] for an overview of various graph networks). In fact, the representation and optimization on graph models have existed for a long time, but it was not until several works proposed an efficient approximation to the original formulation that really sparked the research interest in Graph Networks [4,13]. In the latest Graph Networks paper, they propose a generalized GN block that can be easily plugged in any network just like other standard building blocks for deep learning such as a convolutional or fully connected layer. In that paper, they advocate the power of a GN block to capture the structure and dependency between nodes and incorporating relational inductive biases into the graph representation. Inspired by this work, we design a novel GN block for the PCB detection task that takes into account node, edge, and global board embeddings jointly, and is more effective than other recent blocks such as the non-local graph network (NLNN) [31]. By capturing these structural dependency, our work shows the potential of Graph Network to jointly solve various challenging problems in computer vision research, including detection with few training examples, skewed type distribution, domain bias, etc.

It’s also worth pointing out that although the formulation of our GN module is similar to the NLNN, which was concurrently with our development of this paper, it was targeted to a completely different task. It aims to pass information between pixels on a feature map within a single image or a sequence of video image frames. Their aim is to capture the long-term dependency in terms of space or time, which can be interpreted as a way to adaptively increase receptive field.

Compared to previous Graph Network research, which mostly relies on a pre-defined graph structure, our proposed GN module, to the best of our knowledge, is one of the earliest works that is capable of jointly optimizing both the graph connectivity matrix (by backpropagating through the similarity predictions used to create them) and the feature embeddings (another most relevant work [6]). Similar ideas can be found in a series of Scene Graph works [8,18,20,32]. Differing from our work, those are targeted to generate the triplet relationship of subject-predicate-object by iteratively passing information between nodes (detected objects) on an image. However, those methods do not scale well to an image with hundreds of objects, which is very common in our task.

3. Model

We propose a three-stage pipeline to address the challenges of PCB component detection as shown in Figure. The first stage is a class-agnostic RPN which takes in a PCB image and propose bounding boxes for candidate components. The second stage is a similarity prediction network.
Figure 3. Proposed three-stage pipeline. The RPN will take in a testing PCB image and output object proposals (green block). The Graph Network (GN) refines features based on structural information, and is jointly optimized with the similarity prediction network (SPN) which will then compute the similarity score between each proposal (blue block for example) and all component templates (yellow block). The proposal is then classified as the most similar template.

tailored to address the aforementioned data issues. The inputs to the second stage are object proposals. It will then predict the type of these proposals by computing the similarity score against some template components, which is based on the idea from a branch of low-shot image classification methods [14,30,28,6]. Finally, we develop a novel GN block to incorporate structure within a PCB to deal with issues such as high intra-class variation, and optimize refined features both for each node (component) as well as an embedding representing the entire board.

3.1. Region Proposal Network

The proposed pipeline is similar to [24] in that the first stage is a class-agnostic RPN and the second stage is a classifier. The class-agnostic RPN is very helpful in dealing with the unbalanced type distribution. For certain types that only have tens or even only few examples in the dataset, it is difficult to directly predict their types. However, based on the idea that humans do not need to know the type but can still locate and draw the bounding box around the components, we shift the burden of low-shot classification to the still locate and draw the bounding box around the component. By aggregating all types of components into a single component type, we now have enough data to train a good RPN which achieves high recall and precision.

3.2. Similarity Prediction Network (SPN)

In this stage, we develop a method to classify each proposal from previous stage. A standard approach is to train an image classifier that directly outputs the probability distribution of types. However, due to the type imbalance and data deficiency issues, the trained classifier may simply overfit to the training set. Thus, we borrow ideas from low-shot learning and train a similarity prediction network.

The SPN learns to predict a pairwise similarity score between each pair of training data. Therefore, if we only have N components in the training set, by training with pairwise similarity, we actually have N^2 pairs of training data. This can be regarded as a way of data augmentation, which greatly helps with data sparsity issues.

The SPN is trained with triplet loss [11,26,10] instead of a naive binary cross-entropy (BCE) loss, which predicts 1 if the pair represents the same type and 0 if it represents different types. As mentioned earlier in this paper, we observe that the PCB dataset exhibits the characteristics of low inter-class variance for certain types, e.g. inductor, resistor, and ferrite bead. Therefore, the BCE loss may overly penalize these types of components that share close visual similarity. Triplet loss is preferable here to only capture the relative similarity. Specifically, we want the similarity score between two resistors higher than the score between a resistor and a capacitor. Nevertheless, we don’t want to drive the score to zero for the resistor-capacitor pair since they actually look similar. Thus, in a batch of training samples, we compute the triplet loss as:

\[
L = \frac{1}{M} \sum_{i=1}^{B} \sum_{s=1}^{S} \sum_{d=1}^{D} \text{hinge}(d(\phi_{x_i}, \phi_{x_d}), d(\phi_{x_i}, \phi_{x_j}))
\]  

(1)

where

\[
\text{hinge}(d_1, d_2) = \max(0, d_1 - d_2 + \text{margin})
\]  

(2)

\[
d(\phi_{x_i}, \phi_{x_j}) = \text{distance}(\varphi_d(\phi_{x_i}), \varphi_d(\phi_{x_j}))
\]  

(3)

\[\phi_{x_i}\] is the feature vector of image \(i\) in a training batch. \(\text{hinge}(d_1, d_2)\) is the hinge loss with a hyper-parameter \(\text{margin}\). \(d(\phi_{x_i}, \phi_{x_j})\) can be any similarity function between feature \(\phi_{x_i}\) and \(\phi_{x_j}\) in some embedding space computed by arbitrary embedding function \(\varphi_d\). Cosine similarity, for example, is a common choice of a similarity function. \(s\) is the index of images in the batch that share the same type with image \(i\), while \(d\) is the index of images that are of a different type. \(B\) is the batch size, while \(S\) and \(D\) refer to the number of similar and dissimilar pairs compared.

Figure 4. The SPN will compute the similarity score between all pairs of proposal and component template. The proposals are then classified as the most similar template.
with image $i$, respectively. The total loss is normalized with $M$, the number of non-zero terms of the hinge loss. This was shown in [10] to be a simple and effective way of hard negative mining for training a triplet loss.

By training the SPN with triplet loss, we pull the features of similar components close together while push those dissimilar away from each other. During testing, we simply compute the similarity scores between the object proposal and a set of component templates, and assign the type of the component template with the highest similarity score to the proposal. This process is illustrated in Figure. 4 and forms our SPN baseline before incorporating structure within PCBs using graph networks.

### 3.3. Graph Network

To further improve the accuracy of the SPN, we apply a GN block to refine the features. We observe the fact that same-type components tend to look similar within the same PCB but dissimilar across different PCBs. In other words, there is a domain shift with a bias across each PCB and we leverage this bias in a semi-supervised fashion where a few components on the board have been provided labels. Given this, there is also structure that can be leveraged due to patterns in how boards are laid out; for example, certain components may frequently appear with each other on boards.

To leverage this structure, we apply a GN block to capture the data dependency within the same board. In order to fully capture this idea, we expand upon related work in graph networks [31] by adding global board-level features in addition to node and edge-level features [1]. This can be viewed as a feature refinement process conditioned on the data dependency between components on the same board as well as global board features.

In the Graph Network formulation, each node contains a feature representation of an object proposal computed from some feature extractor network. Different from the typical GN approach where the structure is known (e.g., for social media graphs), we use a learnable similarity (Eq. 5 and 6) to predict the edge feature between each pair of nodes, and thus construct a dense graph. The GN block propagates node information along the edges.

Here we describe our novel GN block architecture:

**Global Feature:** Unlike the NLNN, we include a global embedding for the entire scene (board) and incorporate it later in the node embedding. The GN block therefore first computes a global feature $\phi_g$ of the whole graph (board) by aggregating the features of all nodes in the graph:

$$\phi_g = \text{mean}\{\varphi_g(\phi_n)\}$$  (4)

where $\varphi_g$ is an arbitrary embedding function (e.g., fully connected layer). $\varphi_g(\phi_n)$ denotes the set of all embedded node features $\varphi_g(\phi_n)$ in the graph. This process is illustrated in Figure. 5 Left.

**Edge Features:** The second step is to compute the edge features, aggregate them, and pass them to the associated nodes, as illustrated in Figure. 5 Right. We adopt the idea from [31, 33] to compute and aggregate edge features. Specifically, for each node $i$, the aggregated edge feature $\phi_{e_i}$ is computed as:

$$\phi_{e_i} = \sum_j w_{i,j} \varphi_e(\phi_{nj})$$  (5)

where $w_{i,j}$ is the normalized dot product similarity. Specifically, it first computes the unnormalized dot product similarity $\hat{w}_{i,j}$ by:

$$\hat{w}_{i,j} = \text{dot}(\psi_1(\phi_{ni}), \psi_2(\phi_{nj}))$$  (6)

and then normalize $\{\hat{w}_{i,j}\}_{j=1...n}$ by squared ReLU:

$$w_{i,j} = \frac{\text{ReLU}^2(\hat{w}_{i,j})}{\sum_j \text{ReLU}^2(\hat{w}_{i,j})}$$  (7)

According to [32], normalization using squared ReLU gives us a sparse graph, which is preferable as opposed to Softmax, which gives us a densely connected graph.

$\varphi_e$, $\psi_1$, and $\psi_2$ are arbitrary embedding functions.

**Node Features:** Differing again from NLNN, we then pass the global feature $\phi_g$ and the aggregated edge feature $\phi_{e_i}$ to node $i$. The final node feature $\phi_n_i$ is computed as:

$$\hat{\phi}_{ni} = \text{ReLU}(\phi_n_i + \varphi_n(\text{concat}(\phi_n_i, \phi_{e_i}, \phi_g)))$$  (8)

where $\varphi_n$ is another embedding function.

There are five learnable embedding functions: $\varphi_g$, $\varphi_e$, $\varphi_n$, $\psi_1$, and $\psi_2$ in the GN block. The GN block can be plugged in between the feature extractor and the similarity predictor. It works just like a fully connected layer in terms of I/O format, which can be jointly optimized with the feature extractor and SPN using the triplet loss. We show in experiments below that this joint optimization of features, similarity, and structure outperforms similarity-only and NLNN. Furthermore, extra features, such as geometry or label info, can be concatenated with visual features before sending into the GN block. We show in experiments below that by incorporating label info, we can further improve the classification accuracy.
4. Experiment

To test our proposed model, we’ve created a PCB dataset which contains 48 images in total. Although the proposed model is extremely flexible, we instantiate one for the experiments and provide implementation details. Furthermore, a series of experiments and ablation studies are conducted to show the effectiveness of each design choice.

4.1. Dataset

We collected and labeled 48 PCB images from human experts to construct a dataset for training and testing. It is split into 40 for training and 8 for testing. Some of the PCB images are from the Internet while others are taken from a DSLR camera or an industrial camera. Consequently, the lighting condition, resolution, quality, etc. vary substantially across images. Nonetheless, our proposed model generalizes well and succeeds in detecting and classifying the components. As the labeling process is tedious and takes a few days for a human expert to complete a single board, it is expensive to scale up the dataset, encouraging us to seek a data-efficient approach. More dataset details can be found in the supplementary materials.

4.2. Implementation Detail

Network architecture: The RPN is fine-tuned from the ResNet-50 Faster R-CNN model pre-trained on COCO. In order to capture components of dramatic aspect ratio and scale variance, we use anchors of scales: \{\frac{1}{16}, \frac{1}{32}, \frac{1}{64}, \frac{1}{128}\} \times \{\frac{1}{2}, 1, 2, 4, 8\} and aspect ratios: \{\frac{1}{16}, \frac{1}{8}, \frac{1}{4}, 1, 2, 4, 8, 16\}. The model is trained for 90,000 steps with initial learning rate set to 3e-3 and reduced by a factor of 10 at step 40,000 and 70,000. We use aggressive data augmentation strategies including vertical and horizontal flipping, 90° rotation, random cropping, as well as brightness, contrast, hue, saturation, and color jittering. We use the stable Faster R-CNN implementation from TensorFlow \[12\] and keep other hyper-parameters their default values.

The SPN can either use the RoI pooled features from the RPN or train a standalone feature extractor to extract the feature of each proposal. For the convenience of the ablation study, we fine-tune a lightweight ResNet-18 \[9\] model pre-trained on ImageNet \[25\] as a feature extractor. The dimension of the output feature is \(d = 512\).

We chose dot product as the similarity function to train the triplet loss. The embedding function \(\varphi_d\) is a simple fully connected layer \(fc(d, d/2)\) that maps the original \(d\) dimensional feature vector to a lower dimensional feature embedding. The final accuracy is not sensitive to the margin parameter in triplet loss. It is simply set to 1.0 for all experiments.

For the GN block, all five embedding functions are implemented by a simple fully connected layer. \(\varphi_g, \varphi_e, \psi_1, \psi_2\) are \(fc(d, d/2)\), while \(\varphi_n\) is \(fc(2d, d)\) simply to match the dimensions. We append one GN block after the feature extractor.

The SPN, which includes a feature extractor followed by a GN block, is jointly optimized by triplet loss. We use SGD \[2\] optimizer with learning rate 1e-4, momentum 0.9 and weight decay 1e-4. The learning rate is reduced by a factor of 2 if the evaluation accuracy does not improve over 50 epochs. In total, we train the SPN for 500 epochs.

Data Split: Due to the limited amount of labeled data we have in the PCB dataset, it is unfeasible to split the data into train-val-test sets. Therefore, we use three-fold cross validation. However, differing from typical cross-validation, we want to make sure the types of components in the test set is the subset of the types in the training set. Therefore, we generate three different split configuration files. Each file contains a list of 33 training data and 15 testing data. To meet the criteria, we’ll first sample the PCB images such that all types are covered at least once in the training set. The rest of the images can then be randomly sampled safely.

Data Batching: To train the SPN, we adopt the standard \(N\)-way \(K\)-shot data batching scheme for training a low-shot image classification network \[30\] . Meanwhile, we also want to capture the data dependency on each PCB by the GN module. Therefore, for each iteration, we randomly sample one PCB image, and for that image, sample \(N = 10\) types of component and \(K = 10\) instances for each type of component. If there are less than \(N\) types or \(K\) instances on the board, we simply sample with replacement. In each instance, we will go through a random jittering process, such that the duplicated instances will still be different. We also perform experiments where multiple boards are sampled for each batch, although it did not perform as well. We adopt an aggressive data augmentation strategy to address the data deficiency issue. The components are first randomly rotated by one of \{0°, 45°, 90°, ..., 315°\}. Then their color, including brightness, contrast and saturation, is randomly jittered. We also randomly crop, resize, and flip the image patches.

Testing: During testing, we need to generate a set of component templates to which the SPN compares the cropped unknown components. We have tried several methods to extract the template(s) for each type: 1) randomly select one instance per type on the same board as template (in the semi-supervised setting), 2) for each type of components, compute the nearest neighbor in training to the centroid of the feature vectors, and 3) compute Silhouette Coefficient to determine the number of clusters and use k-means to computer cluster centers over the training. Since our method simply determines the type by the predicted similarity scores, it is a natural extension to include multiple templates. However, although we do not show this in the experimental results, by including multiple templates...
the performance actually decreases. This is likely because of the ambiguity resulted from low inter-class variability.

To run the whole pipeline, since the resolution is high, we divide the image into four parts, run the RPN on each part, and then merge the results. We threshold the output proposals from RPN at 0.3. To determine the types of the object proposals, we compute the similarity score between each proposal and template. The proposals are then classified as the most similar template.

### 4.3. Ablation Study

Our results include comparison with 1) direct fine-tuning of a Faster R-CNN model pre-trained on MSCOCO (FR-CNN), 2) replacing the similarity prediction network with a classifier (CLF), 3) use of a batching scheme during training that includes only components within the same board (within) or components across boards (across) where we sample \( N = 10 \) types of components and \( K = 10 \) instances per type randomly selected across PCBs at each iteration, 4) training the SPN with a BCE or triplet loss (Loss column), 5) use of no graph block, NLNN graph block, or our GN block, and 6) inclusion of labels or geometry features, such as size, aspect ratio, location, etc, for the instance templates within the node embedding. For each condition, we show classification accuracy (Top1/Top5) when using the ground truth proposals and mean average precision (mAP) of the whole pipeline including both detection and classification.

### 4.4. Results

Table 1 shows the results of our ablation study averaged across three-fold cross-validation. Our best model (SPN-T-W-GN-LF) is an SPN with features refined using our GN, which incorporates instances within the test board, and trains a pairwise similarity score using the triplet loss. Overall, this validates our hypothesis that jointly leveraging low-shot learning methods, some labeled instances from the board (and including the labels in the node representation to propagate them), and inherent structure in PCBs are important to achieve high accuracy on this challenging task.

The fine-tuned Faster R-CNN (FR-CNN) and classification baselines (CLF-X) are able to achieve a mAP of approximately 0.5. Note that these conditions do not use labeled instances from the test boards, so these results cannot be directly compared with the rest. However, the low-shot methods using SPN (SPN-B-A and SPN-T-A) use onboard templates and hence form our baseline condition. The triplet loss is superior to BCE, which was not able to properly converge due to the difficulty of the training in terms of inter and intra-class variances discussed earlier.

We then show that adding our GN block (X-GN) improves performance over the triplet similarity baseline, and that batching within boards is better than across boards (SPN-T-A-GN at 0.543 mAP versus SPN-T-W-GN at 0.629 mAP). This is likely because the labeled templates come from the board during testing and allow us to deal with domain shift bias. Note that the improvement of GN is higher when compared to NLNN [31] (SPN-T-W-GN at 0.629 mAP versus SPN-T-W-NLNN at 0.611 mAP) showing that our Graph Network block is superior to other blocks since it aggregates a global feature representation, hence combining node, edge, and global features in a novel way. Interestingly, adding the label information directly into the node embedding, such that it is propagated (rather than simply used during the similarity-based matching to estimate the class label) produces even more improvements (SPN-T-W-GN-LF at 0.653mAP). Adding geometric information such as component positions and sizes also improves results, but less than labels.

### 5. Discussion

As we examine the failure cases for classification, we observe that some result from the high intra-class and low inter-class variance issues that we mentioned in the Introduction section. Other causes for failure can be the ambiguously and subjectively defined component types and bounding boxes. For instance, the test point components are sometimes in the form of pins, pads, or connectors. They are labeled as test points because of their definition in the data sheet or the silk screen label around them. Additionally, it is hard to define the bounding boxes for some pins and connectors. Should they be grouped by their function on the PCB or should each individual pin be labeled as a new instance of a pin? There are some more extreme cases such as the resistor jumper and capacitor jumper, which are actually compositions of a resistor/capacitor and a pad. Should we consider it as a single instance of a resistor/capacitor jumper or separately as its individual components? In order to resolve these ambiguous cases, some external knowledge should be incorporated to help post process the raw results from visual inspection. This is beyond the scope of this paper but can be a challenging research topic for future work.

We also observe that the bottleneck for the whole pipeline is the RPN part. Although we spend a lot of efforts on the SPN classifier to achieve impressive classification accuracy, it is substantially degraded by the low detection recall rate for certain tiny components, such as test points, pins, or pads. As can be seen in Table 1 there is a gap between CLF Acc and DET mAP. This may also originate from the issue of ambiguously and subjectively defined bounding boxes, though it has long been a difficult research topic to detect objects of dramatic scale and aspect ratio variances.
Table 1. Quantitative results for the ablation study. We test for different settings, and for the classification accuracy with ground-truth bounding boxes (second to the last column) as well as the whole pipeline using bounding boxes predicted from the RPN (last column).

| Method          | Batching | Loss    | GN Block | Extra Features | CLF Top1 Acc | Pipeline mAP |
|-----------------|----------|---------|----------|----------------|--------------|--------------|
| Baseline FR-CNN | -        | -       | -        | -              | -            | 0.475        |
| CLF             | within   | cross entropy | ×        | -              | 0.709        | 0.503        |
| CLF-GN          | within   | cross entropy | ours     | ×              | **0.715**    | **0.509**    |
| SPN-B-A         | across   | BCE     | ×        | ×              | 0.352        | 0.361        |
| SPN-T-A         | across   | triplet | ×        | ×              | 0.702        | 0.555        |
| SPN-T-A-GN      | across   | triplet | ours     | ×              | 0.675        | 0.543        |
| SPN-T-W-NLNN    | within   | triplet | NLNN     | ×              | 0.793        | 0.611        |
| SPN-T-W-GN      | within   | triplet | ours     | ×              | **0.803**    | **0.629**    |
| SPN-T-W-GN-GF   | within   | triplet | ours     | geometry       | 0.816        | 0.639        |
| SPN-T-W-GN-LF   | within   | triplet | ours     | label          | **0.820**    | **0.653**    |

Figure 6. Cropped detection result of the whole pipeline that use bounding boxes predicted from the RPN and then classify the proposals using proposed SPN. Blue: correct type and precise bounding box location; Cyan: imprecise bounding box location; Magenta: missed-detected component; Yellow: precise bounding box location but wrong type. A higher resolution figure is presented in the Supplementary Materials.

6. Conclusion

In this paper, we present a dataset for generic component detection on PCBs and a model that can be optimized in a data-efficient way. Our method leverages low-shot similarity-based classification as well as a novel graph-based network to jointly leverage a small number of labeled instances from the test board and structure across the board to significantly improve classification. We successfully demonstrate the effectiveness of our proposed model on the challenging task of PCB component detection. We also examine the failed cases which result from the ambiguously and subjectively defined component bounding boxes and types. To resolve the ambiguity, in future work we plan to incorporate text information from the silk screen to post-process the detection result. We also plan to better leverage structure in the region proposal network, which currently is a bottleneck as it does not explicitly deal with the domain shift present in our problem.
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