Identification of time series models using sparse Takagi–Sugeno fuzzy systems with reduced structure
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Abstract
Simplifying fuzzy models, including those for predicting time series, is an important issue in terms of their interpretation and implementation. This simplification can involve both the number of inference rules (i.e., structure) and the number of parameters. This paper proposes novel hybrid methods for time series prediction that utilize Takagi–Sugeno fuzzy systems with reduced structure. The fuzzy sets are obtained using a global optimization algorithm (particle swarm optimization, simulated annealing, genetic algorithm, or pattern search). The polynomials are determined by elastic net regression, which is a sparse regression. The simplification is based on reducing the number of polynomial parameters in the then-part by using sparse regression and removing unnecessary rules by using labels. A new quality criterion is proposed to express a compromise between the model accuracy and its simplification. The experimental results show that the proposed methods can improve a fuzzy model while simplifying its structure.
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1 Introduction

In machine learning, model building is often based on the black-box principle, where the input and output observations are registered during the identification experiment. Based on these observations, the model is fitted to the data without paying particular attention to its mathematical structure. One possible solution in this area is the application of fuzzy models that use fuzzy rule-based inference. Various algorithms have been proposed for the automatic identification of fuzzy systems from observed data. We propose in this paper the use of sparse Takagi–Sugeno fuzzy systems with reduced structure and global optimization methods for model identification. Model simplification involves reducing the number of its parameters and reducing its structure by eliminating unnecessary rules. To reduce the number of parameters, we use a sparse regression that yields sparse solutions, in which some of the model coefficients are exactly equal to zero. Such models are more compact, easier to interpret [27], and thanks to this, easier to implement. Moreover, sparse regressions provide regularization, and therefore, they can be used in ill-conditioned problems (e.g., in the case when the number of variables exceeds the number of observations). To reduce the structure, we use the labels of rules that can change during the optimization process [34]. Global optimization is a branch of mathematics that provides methods for global solutions to problems that contain multiple maxima or minima. Some of these methods are modern metaheuristic algorithms widely used to solve global optimization problems [8]. Metaheuristic means that there is a ‘master strategy’ at a higher level of an algorithm that guides the heuristics applied in local search. In metaheuristic optimization algorithms, there is no guarantee that optimal solutions will be achieved. Usually, algorithms obtain near-optimal solutions, and this is the purpose of these. Moreover, many metaheuristics use some form of stochastic optimization, so that the found solution depends on the set of generated random variables.
From the literature review presented in the next section, it is seen that there is no use of sparse fuzzy systems with reduced structure for the identification of time series models. From the point of view of interpretation and implementation, simplifying fuzzy models, including models for predicting time series, is an important issue. Hence, the proposition of novel hybrid methods for time series prediction that utilize simplified Takagi–Sugeno fuzzy systems is the main motivation of our work. Our proposition concerns both simplifying the structure of the models (the number of fuzzy rules) and the number of parameters (in our case, the number of polynomial coefficients in the consequences of the fuzzy rules). Such a simplification, as proposed in this article, has not been considered elsewhere. Therefore, the main contributions can be formulated as follows:

- the proposition of hybrid methods that combine a sparse regression, rule labels, and a global optimization method to identify high-order Takagi–Sugeno fuzzy models with a reduced structure,
- the proposition of a new quality index that expresses a compromise between the accuracy of a model and its simplification,
- the use, for the first time, of sparse regression and rule labels for the time series prediction,
- the use of the proposed methods for the identification of time series models.

In the proposed methods, the if-part parameters are obtained by one of the global optimization methods, such as particle swarm optimization (PSO), simulated annealing (SA), genetic algorithm (GA), and pattern search (PS). The then-part parameters are determined by the ridge regression (RIDGE) and the sparse regression (SR) represented by the elastic net (ENET). The well-known adaptive neuro-fuzzy inference system (ANFIS) is used as a reference model.

The rest of this article is structured as follows. Section 2 surveys the related work. Section 3 describes a Takagi–Sugeno fuzzy system with high-order polynomials. Section 4 provides the training methods of the then-part parameters. Section 5 presents the training methods of the if-part parameters. The performance criterion and design procedure are described in Sect. 6. Section 7 presents issues related to the implementation of the discussed models. In Sect. 8, the experimental results are presented. At the end of the paper, the conclusions are presented in Sect. 9.

2 Related work

To identify time series models, global optimization methods, like particle swarm optimization [3, 4, 7, 16, 19, 20, 26, 28, 33, 34], genetic algorithms [3, 7, 9, 13, 16, 26, 28, 34], and simulated annealing [1, 2], are often used. The paper [19] presents a neuro-fuzzy system (NFS) with auto-regressive integrated moving average models and a novel hybrid learning method for resolving the problem of time series forecasting. The PSO algorithm and the recursive least squares estimator (RLSE) are combined in a hybrid manner to update the free parameters of the model. The PSO is used to update the antecedent parameters of the proposed predictor, and the RLSE is used to adjust the consequent parameters. Azad et al. [3] proposed an application of metaheuristic algorithms for training an artificial neural network (ANN) and ANFIS in order to predict the air temperature. To improve the performance of ANN and ANFIS, the PSO and GA were used. The best model turned out to be ANFIS-GA, which selected the most appropriate model inputs for forecasting the minimum, mean, and maximum air temperatures in different intervals. A new weighted fuzzy interpolative reasoning method was proposed in [4] for sparse fuzzy rule-based systems based on the slopes of fuzzy sets. To automatically learn the optimal weights of the antecedent variables of fuzzy rules, a PSO-based weights learning algorithm was utilized. The authors in [28] described an application of ensembles of interval type-2 fuzzy neural network (IT2FNN) models by utilizing hybrid learning algorithm techniques from NN models and fuzzy logic systems. For optimizing the parameter values in the membership functions of the fuzzy integrator, the PSO and GA were used. Lin et al. [20] proposed an IT2FNN based on a dynamic group cooperative PSO. The proposed model was tested in terms of the prediction accuracy and wall-following control of a mobile robot. In study [7], the optimization of type-2 fuzzy inference systems using GA and PSO was performed. The optimized fuzzy inference systems were used to estimate the type-2 fuzzy weights of backpropagation NNs. Khosravi et al. [16] developed a multilayer feed-forward NN, support vector regression, fuzzy inference system, ANFIS, group method of data handling (GMDH)-type NN, ANFIS optimized with PSO, and ANFIS optimized with GA to predict the time series wind speed data. The best results were obtained by the GMDH algorithm. A fuzzy NN model of the Takagi–Sugeno–Kang type was proposed in [13]. In this approach, the consequent part of fuzzy rules was a linear combination of input regressors and dominant wavelet neurons as a sub-jump wavelet NN. In order to obtain the wavelets for each sub-jump wavelet NN, the orthogonal least squares method.
and GA were used. The authors in [26] presented an application of the most popular evolutionary algorithms (i.e., PSO, GA, artificial bee colony optimization, firefly algorithm, and whale optimization algorithm) to optimize the rule base of a fuzzy logic system. The authors in [1] presented a novel method for designing interval type-2 fuzzy logic systems in which the design parameters were tuned through the SA algorithm. In comparison with the conventional approach, this method has fewer parameters tuned through the SA algorithm. In application of the most popular evolutionary algorithms to be tuned, as only a single extra parameter is used to define the interval type-2 membership functions.

3 High-order Takagi–Sugeno fuzzy system

In our paper, we use a high-order Takagi–Sugeno (T–S) fuzzy system [32] with the inputs $x_1$, $x_2$ and output $y$, for which there are defined $K$ fuzzy rules:

Rule $k$: If $x_1$ is $G_k(x_1)$ and $x_2$ is $H_k(x_2)$ then $y = W_k(x_1, x_2)$ (1)

where $G_k(x_1)$, $H_k(x_2)$ are the fuzzy sets for the inputs $x_1$, $x_2$, $W_k(x_1, x_2)$ is a two-variable polynomial of degree $D$, and $k = 1, 2, \ldots, K$. The polynomial $W_k(x_1, x_2)$ is of the form

$$W_k(x_1, x_2) = v_{dk}x_1^d + \cdots + v_{1k}x_1 + w_{dk}x_2^d + \cdots + w_{1k}x_2 + c_k$$ (2)

where $v_{dk}, w_{dk} \in \mathbb{R}$, $D \geq 1$, and $d = 1, 2, \ldots, D$.

The Gaussian membership functions for the inputs are defined as (Fig. 1)

$$A_z(x_1) = g(x_1; p_z, \sigma_z) = \exp \left( -\frac{1}{2} \left( \frac{x_1 - p_z}{\sigma_z} \right)^2 \right)$$ (3)

$$B_z(x_2) = g(x_2; q_z, \delta_z) = \exp \left( -\frac{1}{2} \left( \frac{x_2 - q_z}{\delta_z} \right)^2 \right)$$ (4)

where $x_1 \in [p_1, p_Z]$, $x_2 \in [q_1, q_Z]$, $p_z$, $q_z$, are the peaks of the membership functions, $\sigma_z, \delta_z > 0$ are their widths, $z = 1, 2, \ldots, Z$, and $Z$ is the number of fuzzy sets defined for the inputs. The fuzzy rules (1) are written as shown in Table 1, where $K = Z^2$. The rule labels $l_k$ take the value 0 or 1 and are used to disable or enable the corresponding rule in fuzzy reasoning.

The output of the considered T–S system is calculated as [32]

$$y = \frac{\sum_{k=1}^{K} G_k(x_1) H_k(x_2) W_k(x_1, x_2)}{\sum_{k=1}^{K} G_k(x_1) H_k(x_2)}$$ (5)

where

$$\mu_k(x_1, x_2) = \frac{G_k(x_1) H_k(x_2)}{\sum_{k=1}^{K} G_k(x_1) H_k(x_2)}$$ (7)

is the fuzzy basis function (FBF) [30]. In our application, the output of the T–S system is calculated as follows: the membership degrees $G_k(x_1)$ and $H_k(x_2)$ are multiplied, which gives the firing degree of a rule. These degrees are multiplied by the value of the polynomial $W_k(x_1, x_2)$ (this is a product implication). All partial results from the rules are aggregated with a weighted sum. To change the way of inference, we can change the product operation to, for example, the minimum operation (or, in general, to another t-norm).

Applying the FBF defined in (7), the system output can be written as

$$y = \sum_{k=1}^{K} \mu_k x_1^d v_{dk} + \cdots + \mu_k x_1 v_{1k} + \mu_k x_2^d w_{dk} + \cdots + \mu_k x_2 w_{1k} + \mu_k c_k$$ (8)

The FBFs in (8) are multiplied by $x_1^d$ and $x_2^d$, so we introduce a modified fuzzy basis function (MFBF).

**Definition 1** The MFBF [32] is the function $\beta_{dk}(x_1, x_2) = \mu_k(x_1, x_2)x_1^d$ or $\gamma_{dk}(x_1, x_2) = \mu_k(x_1, x_2)x_2^d$ defined for the $k$th rule.

Substituting $\beta_{dk}$ and $\gamma_{dk}$ for (8), we obtain

![Fig. 1 Gaussian membership functions for inputs $x_1$ and $x_2$](image-url)
Table 1 Fuzzy rules table

| Rule | Label | $G_k(x_1)$ | $H_k(x_2)$ | $W_k(x_1, x_2)$ |
|------|-------|-------------|-------------|----------------|
| Rule 1 | $l_1$ | $A_1(x_1)$ | $B_1(x_2)$ | $W_1(x_1, x_2)$ |
|       |       | $\vdots$   | $\vdots$   | $\vdots$       |
|       |       | $A_1(x_1)$ | $B_2(x_2)$ | $W_1(x_1, x_2)$ |
|       |       | $\vdots$   | $\vdots$   | $\vdots$       |
|       |       | $A_2(x_1)$ | $B_1(x_2)$ | $W_1(x_1, x_2)$ |
|       |       | $\vdots$   | $\vdots$   | $\vdots$       |
|       |       | $A_2(x_1)$ | $B_2(x_2)$ | $W_1(x_1, x_2)$ |
| Rule $K$ | $l_K$ | $A_2(x_1)$ | $B_2(x_2)$ | $W_K(x_1, x_2)$ |

Introducing the vector

$$
\xi_k(x_1, x_2) = [\beta_{Dk}, \ldots, \beta_{1k}, \gamma_{Dk}, \ldots, \gamma_{1k}, \mu_k],
$$

and

$$
b_k = [v_{Dk}, \ldots, v_{1k}, w_{Dk}, \ldots, w_{1k}, c_k]^T,
$$

where $\dim(\xi_k) = \dim(b_k^T) = 2D + 1$, we can write the output of the T–S system as

$$
y = \begin{bmatrix}
\xi_1 \\
\vdots \\
\xi_K
\end{bmatrix}
= \Xi b^T
$$

where $\Xi = [\xi_1, \ldots, \xi_K]$ and $b = [b_1^T, \ldots, b_K^T]$. When calculating the output of the described fuzzy system, only rules with labels equal to 1 are taken into account.

4 Training the then-part of fuzzy rules

4.1 Regression matrix

Training the then-part of fuzzy rules involves calculating the coefficients of the polynomial (2) based on the regression matrix $X$ defined in a similar way as in paper [32]. We consider data in the form of $n$ observations $([(x_1)_i, (x_2)_i]^T, y_i)$, where $i = 1, \ldots, n$. We define the regression matrix

$$
X = \begin{bmatrix}
\xi_1((x_1)_1, (x_2)_1) & \ldots & \xi_K((x_1)_1, (x_2)_1) \\
\xi_1((x_1)_2, (x_2)_2) & \ldots & \xi_K((x_1)_2, (x_2)_2) \\
\vdots & \ddots & \vdots \\
\xi_1((x_1)_n, (x_2)_n) & \ldots & \xi_K((x_1)_n, (x_2)_n)
\end{bmatrix}
$$

(13)

where $\xi_k((x_1)_i, (x_2)_i)$ is given by (10). The size of the regression matrix is $n \times K(2D + 1)$, where $n$ is the number of training observations, $K$ is the number of rules, and $D$ is the polynomial degree.

4.2 Ridge regression

In the ridge regression, the loss function [10] is calculated from the equation

$$
J_{\text{RIDGE}} = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 + \lambda b^T b
$$

(14)

where $\hat{y}_i$ is the estimated output of the system for the $i$th observation and $\lambda > 0$ is a regularization parameter. The vector of weights $b$ of a fuzzy model is calculated as

$$
b = (X^T X + \lambda I)^{-1} X^T y
$$

(15)

where $y = [y_1, \ldots, y_n]^T$ and $I$ is the identity matrix. The vector $b$ contains $K(2D + 1)$ then-part parameters of the T–S fuzzy model to be determined. It should be emphasized that in the ordinary least squares, the predictions and residuals are orthogonal. In the ridge regression, for $\lambda > 0$, this orthogonality is not guaranteed. But if we use this regression, we can deal with ill-defined problems (i.e., when the matrix $X^T X$ is close to singular), for example, in the presence of multicollinearity or when the number of predictors is greater than the number of observations.

4.3 Elastic net regression

The elastic net regression [35] is one of the sparse regressions that allow the coefficients of a model to be exactly zero [27]. Thus, it leads to simplified models that are easier to interpret. The elastic net integrates the ridge regression and LASSO [27, 29]. The lost function for this regression includes the penalty term relating to norms $L_1$ and $L_2$:

$$
J_{\text{ENET}}(b, \delta, \lambda) = \|y - Xb\|_2^2 + \delta \|b\|_2^2 + \lambda \|b\|_1
$$

(16)

where the parameters of regularization $\delta$ and $\lambda$ are non-negative. The vector of solutions $b$ is obtained by the LARS-EN method, which utilizes the LARS algorithm [6]. One use of elastic net regression is variable selection, but in our application, this regression is not used to select...
variables, but to determine coefficients, some of which may be equal to zero, thus obtaining a sparse model.

5 Training the if-part of fuzzy rules

One of the following global optimization techniques is used to obtain the parameters of if-part of fuzzy rules: particle swarm optimization [5, 15, 24], simulated annealing [17, 24], genetic algorithm [11, 24, 31], and pattern search [12, 18].

5.1 Particle swarm optimization

Particle swarm optimization is a metaheuristic method introduced by Kennedy and Eberhart [5, 15] for stochastic search in a multidimensional space. The concept of the method was taken from the social behavior of animals that live in groups, like bird flocks, bee swarms, or fish schools. In the PSO, each individual in the population is called a particle and represents a potential solution. The way the particles move is modeled by the velocity $v_k$ and position $x_k$ [5, 24]:

$$
\begin{align*}
    v_{k+1}^i &= \omega v_{k}^i + c_1 r_1 (pb_k^i - x_k^i) + c_2 r_2 (gb^i - x_k^i) \\
    x_{k+1}^i &= x_k^i + v_{k+1}^i
\end{align*}
$$

where $i$ is the current iteration number, $k$ is the particle index, $r_1$, $r_2$ are vectors of uniformly distributed random numbers within $[0,1]$, $c_1$, $c_2$ are, respectively, the cognitive and social coefficients, $\omega$ is the inertia weight, $pb$ and $gb$ are, respectively, the best local position of the $i$th particle and the best position in the swarm, which are selected using an objective function. After updating the particle position (18), the value of the objective function is calculated. Then, the determined value is compared with that of the objective function for $pb$ and $gb$. If the new solution is better, then $pb$ and $gb$ are updated.

5.2 Simulated annealing

Simulated annealing [17, 24] is an algorithm used for solving optimization problems that are bound-constrained or unconstrained. The SA is inspired by the annealing process taking place in metallurgy. As the method runs, a new proposition of the state is obtained randomly and adopted with a certain probability according to the function

$$
\text{prob}(\Delta E, T) = \frac{1}{1 + \exp(\Delta E/T)}
$$

where $T$ is the current temperature, and $\Delta E = E_{k+1} - E_k$ is the difference in the energies between the present and previous solutions. The energy describes how good is the proposed solution and corresponds to the value of the objective function. In the optimization process, the SA systematically decreases the temperature from an initial positive value to zero and remembers the best state found so far.

5.3 Genetic algorithm

Genetic algorithm [11, 24, 31] is a well-known optimization method inspired by the process of evolution. In the GA, a population is repeatedly modified to obtain new and better solutions. In each generation of the algorithm, the individuals in the population are randomly chosen to be 'parents' and used to generate 'children' for the next stage. In the process of optimization, the population 'evolves' in order to find the optimal solution. To create the next generation from the current population, the GA uses three main types of rules: selection, crossover (recombination), and mutation. During the selection, individuals called 'parents' are chosen using a fitness-based process. The crossover integrates two 'parents' to generate 'children' for the next generation. In the mutation phase, an individual mutates, which means that in the genotype random changes are introduced.

5.4 Pattern search

Pattern search (also known as direct search) [12, 18] is a method that can be applied to both constrained and unconstrained optimization problems. The method does not require a gradient, which means that it is a derivative-free algorithm. The PS searches for a function minimum based on an adaptive pattern. At each iteration, the algorithm tests multiple points that are placed near the current point, and moves the pattern to the point that best minimizes its objective function. The direction of this move is chosen according to a specified poll algorithm. The pattern shrinks in size if none of the proposed points is better than the current point. The method can run until the desired accuracy has been achieved or the algorithm reaches a maximum number of iterations.

6 Performance criterion and design procedure

6.1 Performance criterion

In this paper, the accuracy of a fuzzy model is described by two indices: the training error RMSE$_t$, obtained for the training data, and the validation error RMSE$_v$, obtained for the validation data of the form...
\[
\text{RMSE}_t = \sqrt{\frac{1}{T} \sum_{k=1}^{T} (y_k - \hat{y}_k)^2} 
\]

\[
\text{RMSE}_v = \sqrt{\frac{1}{V} \sum_{k=1}^{V} (y_k - \hat{y}_k)^2} 
\]

where \( T \) is the number of observations in the training set, \( V \) is the number of observations in the validation set, \( y_k \) is the output data, and \( \hat{y}_k \) is the predicted output.

The T–S fuzzy model is simplified in two ways: by reducing its structure and by reducing the number of parameters. The first way is to reduce the number of inference rules by applying rule labels. To describe the structure reduction, we propose the following definition.

**Definition 2** The **structure reduction** \( (S_r) \) of the T–S model is defined as

\[
S_r = \frac{z_i}{K} 
\]

where \( S_r \in [0, 1] \), \( z_i \) is the number of zero-valued labels of the rules, and \( K > 0 \) is the number of rules.

Structure reduction \( S_r \) is an index that expresses the ratio of the number of zero-labeled rules (i.e., inactive rules) to the number of all rules. The greater its value, the greater the reduction in the structure (i.e., the simplification of the system). It is a discrete index because it is the ratio of two integers. It can take values from 0 (all rules are active) to 1 (no rules are active). Practically, however, at least one rule should be active in the system. Hence, the highest value that this index can take is \( (K - 1)/K \).

The second way to simplify the system is to reduce the number of parameters in the then-part using elastic net regression. This regression gives sparse models, which means that some coefficients might have values equal to zero. We propose the following definition to describe the sparsity.

**Definition 3** The **sparsity** \( (S) \) of the T–S system is calculated as

\[
S = \frac{z_c}{K(2D + 1)} 
\]

where \( S \in [0, 1] \), \( z_c \) is the number of polynomial coefficients equal to zero in the then-part of rules, \( D \) is the polynomial degree, and \( K \) is the number of rules.

The index \( S \) expresses the ratio of the number of zero polynomial coefficients to the number of all coefficients. The greater its value, the greater the system sparsity. It is a discrete index because it is the ratio of two integers. It can take values from 0 (all coefficients are non-zero) to 1 (all coefficients are zero).

Using the above definitions, the best T–S model is selected by minimizing an objective function in which the aim is to obtain the training error (20) and validation error (21) as small as possible and the structure reduction (22) and sparsity (23) as large as possible:

\[
Q = \alpha \text{RMSE}_t + \text{RMSE}_v + (1 - \alpha)(2 - S_r - S) 
\]

where \( \alpha \in [0, 1] \). The quality index (24) expresses a compromise between the model accuracy and its simplification. For \( \alpha = 0 \), the first term of the sum (24) is equal to zero, and then, \( Q = 2 - S_r - S \); that is, only simplifying the system is preferred. In this case, the value of the index \( Q \) is in the range \([1 - (K - 1)/K, 2]\), because \( S_r \) is in the range \([0, (K - 1)/K]\), while \( S \) in \([0, 1]\). For \( \alpha = 1 \), the second term of the sum is zeroed, and then, \( Q = \text{RMSE}_t + \text{RMSE}_v \); that is, system accuracy is preferred. In this case, the value of the index \( Q \) is greater than or equal to zero. An upper limit cannot be specified as it depends on the specific application. For \( \alpha \in (0, 1) \), there is a trade-off between simplification and system accuracy. The choice of the \( \alpha \) value depends on the application and is left to the system designer.

### 6.2 Design procedure

In this paper, we use one non-sparse method represented by the ANFIS model and four sparse methods utilizing the PSO, SA, GA, and PS algorithms. These methods are referred to as PSO-SR, SA-SR, GA-SR, and PS-SR, respectively. Identification of fuzzy time series models takes place in two main phases: in the first phase, fuzzy sets and rule labels are proposed by optimization algorithms, and the coarse values of the polynomial coefficients are calculated by the ridge regression. The ridge regression is used here because it is called within the objective function of the optimization algorithms and, therefore, the calculation of polynomial coefficients is expected to be fast. The main task of this regression is to avoid a situation in which the matrix \( X^T X \) becomes singular. The regularization parameter \( \lambda \) is selected in our application through the trial-and-error method, but it can also be placed in the agent vector to be determined using one of the considered optimization algorithms PSO, SA, GA, or PS. Of course, the use of these algorithms does not guarantee to find the optimal values, but at most satisfactory ones. In the second phase, exact training takes place where, for the proposed sets, the final values of the coefficients are determined using elastic net regression. Using this regression makes some polynomial coefficients equal to zero, thus obtaining a sparse model (the measure of this is index \( S_r \)).

The detailed description of the design procedure presented in Fig. 2 is as follows. First, the Gaussian fuzzy sets
are proposed in Block 1. In the PSO-SR, SA-SR, GA-SR, and PS-SR methods, 10 propositions are created by the PSO, SA, GA, or PS algorithms. At this stage, the regression matrix $X$ for the proposed fuzzy sets is generated and the polynomial coefficients are calculated using ridge regression. The outputs of Block 1 are composed of the vectors of peaks $p_i = \frac{p_z}{c_1}$, $q_i = \frac{q_z}{c_1}$, and the vectors of widths $r_i = \frac{r_z}{c_1}$, $d_i = \frac{d_z}{c_1}$. In Block 2, the matrix $X$ is calculated, which is generated for all propositions of membership functions obtained in the previous step. This matrix is calculated using a part of the observations, called a training set. In Block 3, the coefficient path for elastic net regression is generated. In this step, we obtain many solutions, which form a set of vectors $b$. In Block 4, all solutions obtained in the previous step are validated using a validation set of data. The validation is carried out for all coefficients in the coefficient path. Taking all solutions, the error $\text{RMSE}_t$, $\text{RMSE}_v$, structure reduction $S_r$, sparsity $S$, and proposed objective function $Q$ are calculated. After that, the smallest value of $Q$ is determined, and, in this way, we obtain the best vector of coefficients $b_{\text{best}}$.

7 Implementation

All proposed models are implemented in MATLAB with additional toolboxes. The ridge regression (15) is implemented as a custom function. The ANFIS models are implemented using the following functions from the Fuzzy Logic Toolbox [23]: genfisOptions, anfisOptions, and anfis. The function genfisOptions is used to create options for the initial model, such as the grid partitioning generation method, the number and type of input membership functions, and the output membership function type. The number of epochs and the validation data are assigned using the function anfisOptions. The ANFIS models are trained using the function anfis with the training data and the specified options as arguments.

The sparse regressions are implemented using the function elasticnet from the toolbox SpaSM [27]. This function takes as arguments the regression matrix $X$ and vector $y$. Additionally, the function elasticnet has $\delta$ and $\lambda$, which are the regularization parameters. As a result, this function returns the coefficient path as a set of propositions of $b$ from which the best solution is chosen. The optimization algorithms are implemented using the methods from the Global Optimization Toolbox [24]. From this toolbox, the following functions are utilized: particleswarm for PSO, simulannealbnd for SA, ga for GA, and patternsearch for PS. These functions allow the solution to be determined using the user-defined bounds. They use the objective function (24) as one of the arguments and operate on a vector that contains the if-part parameters and the labels of the rules, as presented in Fig. 3, where $p_{zi}, q_{zi}$ are the peaks, $\sigma_{zi}, \delta_{zi}$ are the widths, $z = 1, \ldots, Z$, $Z$ is the number of fuzzy sets for the inputs, $l_1, \ldots, l_K$ are the labels of the rules, and $K$ is the number of rules. It should be added that, in this paper, the regularization parameters $\lambda$ for ridge regression and $\delta, \lambda$ for elastic net regression are searched by trial-and-error method. Another solution is also possible, consisting in placing them in the agent and searching for their values using one of the considered optimization algorithms PSO, SA, GA, or PS.

| $p_1$ | $p_Z$ | $q_1$ | $q_Z$ | $\sigma_1$ | $\sigma_Z$ | $\delta_1$ | $\delta_Z$ | $l_1$ | $l_K$ |
|-------|-------|-------|-------|------------|------------|------------|------------|-------|-------|

Fig. 3 Structure of the agent for global optimization methods; $p_{zi}, q_{zi}$ are the peaks, $\sigma_{zi}, \delta_{zi}$ are the widths, where $z = 1, \ldots, Z$, $Z$ is the number of fuzzy sets for the inputs, $l_1, \ldots, l_K$ are the labels of the rules, and $K$ is the number of rules.
8 Experimental results

This section describes the results of experiments in which the proposed methods are used for identifying time series models. These methods are compared with the well-known ANFIS model [14]. In all experiments, the following parameters are used. For the inputs of fuzzy systems, three Gaussian fuzzy sets are defined, which yields nine fuzzy inference rules. In Experiments 1–3, the fuzzy systems are of the first order; that is, the then-part functions are linear. It results from the fact that in the ANFIS model, the then-part of rules can contain constant or first-order functions. In Experiment 4, we consider the T–S fuzzy system of orders 1–5. The number of evaluations of the objective function for the PSO, SA, GA, and PS methods is set to 3000, and other parameters of these methods have default values.

8.1 Experiment 1

The Box–Jenkins gas furnace dataset [13, 21, 34] consists of 296 pairs \( [u(t), y(t)] \) of input–output observations recorded from a laboratory furnace with the sampling interval of nine seconds. The input \( u(t) \) is the methane flow rate, and the output is the percentage of carbon dioxide (CO2) concentration in the off-gas. The goal is to build a fuzzy model to predict \( y(t) \) using these data. The signals \( u(t) / C_0 \) and \( y(t) / C_1 \) are chosen as the model inputs, and therefore, the structure of the model is expressed as

\[
y(t) = f(u(t - 3), y(t - 1))
\]  

(25)

The first 150 data pairs are used as the training set, and the other pairs are used as the validation set.

In training the fuzzy models, the input \( u(t - 3) \) is bounded in the interval \( [p_1, p_Z] = [-2.716, 2.834] \), while the input \( y(t - 1) \) is bounded in the interval \( [q_1, q_Z] = [45.60, 60.50] \). The widths of fuzzy sets are bounded in the intervals \( [\sigma_{\min}, \sigma_{\max}] = [0.2357, 5.892] \) and \( [\delta_{\min}, \delta_{\max}] = [0.6327, 15.82] \). The regularization parameters are \( \lambda = 1e-01 \) for ridge regression (15) and \( \delta = 1e-06 \) for ENET regression (16). The parameter in the quality criterion (24) is \( \alpha = 0.67 \).

8.1.1 ANFIS model

In training the ANFIS model, the number of epochs can be specified. Figure 4 shows the dependence of the validation error on the number of training epochs. The minimum of this error occurs at epoch 54. Choosing the number of epochs after this point indicates the overfitting of the model parameters to the training data. Therefore, epoch 54 is chosen to obtain the best generalization performance.

The results for the obtained ANFIS model are presented in Table 2. The model has training error \( \text{RMSE}_t = 0.2142 \) and validation error \( \text{RMSE}_v = 0.5391 \). The fuzzy rules presented in Table 3 can be written as

![Fig. 4](image)

**Figure 4** Experiment 1: Validation error for the ANFIS model
Rule 1: If \( x_1 \) is \( g(x_1, -2.382, 1.086) \)

and \( x_2 \) is \( g(x_2, 45.65, 3.240) \)

then \( y = -1.092x_1 - 2.519x_2 + 172.3 \)

\[ (26) \]

Rule 9: If \( x_1 \) is \( g(x_1, 2.723, 1.075) \)

and \( x_2 \) is \( g(x_2, 60.56, 2.814) \)

then \( y = 238.4x_1 - 4.260x_2 - 8.838 \)

where \( x_1 = u(t - 3) \) and \( x_2 = y(t - 1) \). No rule is removed from the inference system, and there are no coefficients equal to zero in the then-part of fuzzy rules. Therefore, the structure reduction (22) and sparsity (23) are equal to zero. The quality index (24) for the ANFIS model is 1.190.

8.1.2 Sparse fuzzy models

The results for sparse models are presented in Table 2. The smallest value of the objective function \( Q \) is equal to 0.8711, which is obtained by the PSO-SR method. For this method, the training error is \( \text{RMSE}_t = 0.2524 \), and the validation error is \( \text{RMSE}_v = 0.5187 \). \( \text{RMSE}_v \) is smaller than that for the ANFIS model. The structure reduction \( S_r \) is 0.2222, which means that the PSO-SR method removes 22% of the nine rules. The sparsity \( S \) is 0.7037, which means that this method zeroes out 70% of the 27 polynomial coefficients. Figure 5 shows the output surface, and Table 3 lists the parameters of the T–S system calculated by the PSO-SR method. Based on this parameters, the fuzzy inference rules for the PSO-SR model can be written as:
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Rule 2: If \( x_1 \) is \( g(x_1, -2.701, 0.2357) \) and \( x_2 \) is \( g(x_2, 48.04, 4.076) \), then \( y = 1.070x_2 \).

Rule 3: If \( x_1 \) is \( g(x_1, -2.701, 0.2357) \) and \( x_2 \) is \( g(x_2, 60.50, 3.844) \), then \( y = 1.051x_2 \).

Rule 5: If \( x_1 \) is \( g(x_1, -2.716, 0.7576) \) and \( x_2 \) is \( g(x_2, 48.04, 4.076) \), then \( y = 1.354x_2 \).

Rule 9: If \( x_1 \) is \( g(x_1, -1.572, 5.892) \) and \( x_2 \) is \( g(x_2, 60.50, 3.844) \), then \( y = 0.9883x_2 \).

Figure 9 shows the real value \( y \), the predicted value \( \hat{y} \), and the error \( y - \hat{y} \) for the model obtained using the PSO-SR method.

8.2 Experiment 2

This experiment uses the hair dryer data collected from a process described in [23, 25]. In this process, the air is heated at the tube inlet using a resistor wire, similar to a hair dryer. The input is the voltage applied to the heater, and the output is the air temperature at the tube outlet. The input–output data points were collected from the process, with the input changing between 3.41 and 6.41 V. The data points are collected at a sampling time of 0.08 s. To identify the fuzzy models, the dataset is divided into a training set containing the first 300 points and a validation set containing the remaining 300 points. The structure of the model is

\[
y(t) = f(y(t-1), u(t-1))
\]

where \( y(t-1), u(t-1) \) are the inputs, and \( y(t) \) is the output.

While training, the inputs are bounded in the intervals \([p_1, p_2] = [3.201, 6.192]\) and \([q_1, q_2] = [3.410, 6.410]\). The widths of the fuzzy sets are bounded in the intervals \([\sigma_{\text{min}}, \sigma_{\text{max}}] = [0.1270, 3.176]\) and \([\delta_{\text{min}}, \delta_{\text{max}}] = [0.1274, 3.185]\). The regularization parameters are \( \lambda = 5 \) for ridge regression (15) and \( \delta = 1e-06 \) for ENET regression (16). The parameter in the quality criterion (24) is \( \alpha = 0.9 \).

8.2.1 ANFIS model

Figure 7 shows that the minimum validation error for the ANFIS model occurs at epoch 97. Choosing this number of epochs, we obtain the results presented in Table 4.
part of fuzzy rules, and membership functions in the if-

The best result is marked in bold font.

training error is equal to RMSE_t = 4.123e-07, and the validation error is equal to RMSE_v = 0.1907. The fuzzy rules are presented in Table 5. All rules are included in the inference system, and there are no zero coefficients in the then-part of fuzzy rules.

8.2.2 Sparse fuzzy models

The results presented in Table 4 show that the smallest value of $Q$, equal to 0.2250, is obtained for the SA-SR algorithm. For this algorithm, the training error RMSE_t is 0.0018, the validation error RMSE_v is 0.1906, the structure reduction $S_t$ is 0.6667, and the sparsity $S$ is 0.8148. The SA-SR method removes 67% of the nine rules and zeroes out 82% of the 27 polynomial coefficients. Figure 8 shows the output surface, and Table 5 lists the parameters of the T–S system obtained by the SA-SR algorithm. The removed rules (1, 2, 4, 5, 7, and 8) have the zero polynomial in the then-part. The three rules (3, 6, and 9) left in the system can be written as

Rule 3 : $\text{If } x_1 \text{ is } 3.383, 3.056$

$\text{and } x_2 \text{ is } 3.720, 3.159$

then $y = 0.7771x_1 - 0.2938x_2$

Rule 6 : $\text{If } x_1 \text{ is } 6.091, 3.106$

$\text{and } x_2 \text{ is } 3.720, 3.159$

then $y = 1.505x_1 + 0.9747x_2$

Rule 9 : $\text{If } x_1 \text{ is } 6.047, 2.789$

$\text{and } x_2 \text{ is } 3.720, 3.159$

then $y = 0.2138x_1$

Figure 9 shows the real value $y$, the predicted value $\hat{y}$, and the error $y - \hat{y}$ for the model obtained by the SA-SR method.

8.3 Experiment 3

The goal of this experiment is to predict the time series generated by the Mackey–Glass chaotic system. This benchmark problem is frequently used in testing neural

Table 4 Performance comparison of T–S systems for Experiment 2; RMSE_t is the training error, RMSE_v is the validation error, $S_t$ is the structure reduction, $S$ is the sparsity, and $Q$ is the value of objective function.

| Alg.  | RMSE_t | RMSE_v | $S_t$ | $S$ | $Q$   |
|-------|--------|--------|-------|-----|-------|
| ANFIS | 4.123e-07 | 0.1907 | 0     | 0   | 0.3717 |
| PSO-SR | 0.0013 | 0.1906 | 0.4444 | 0.8148 | 0.2468 |
| SA-SR | 0.0018 | 0.1906 | 0.6667 | 0.8148 | 0.2250 |
| GA-SR | 0.0054 | 0.1910 | 0.3333 | 0.8148 | 0.2620 |
| PS-SR | 0.0026 | 0.1906 | 0.4444 | 0.7778 | 0.2516 |

The best result is marked in bold font.

Table 5 Parameters of T–S systems in Experiment 2; $p$, $q$, $\sigma$, $\delta$ are the parameters of membership functions in the if-part of fuzzy rules, and $v_1, w_1, c$ are the polynomial coefficients in the then-part.

| Rule | Label | $p$  | $\sigma$ | $q$  | $\delta$ | $v_1$ | $w_1$ | $c$ |
|------|-------|------|----------|------|----------|-------|-------|-----|
| ANFIS | Rule 1 | 3.201 | 0.6291   | 3.410 | 0.6370   | 1     | 3.199e-06 | 2.437e-06 |
|       | Rule 2 | 3.201 | 0.6291   | 4.909 | 0.3345   | 8.600e-05 | 5.433e-10 | 1.344e-10 |
|       | Rule 3 | 3.201 | 0.6291   | 6.410 | 0.6370   | 1     | 4.275e-06 | 6.670e-07 |
|       | Rule 4 | 4.682 | 0.6291   | 3.410 | 0.6370   | 1     | 1.051e-05 | 3.082e-06 |
|       | Rule 5 | 4.682 | 0.6291   | 4.909 | 0.3345   | 8.600e-05 | 6.496e-10 | 1.641e-10 |
|       | Rule 6 | 4.682 | 0.6291   | 6.410 | 0.6370   | 1     | 4.527e-06 | 7.066e-07 |
|       | Rule 7 | 6.163 | 0.6291   | 3.410 | 0.6370   | 1     | 1.853e-05 | 5.435e-06 |
|       | Rule 8 | 6.163 | 0.6291   | 4.909 | 0.3345   | 8.600e-05 | 1.086e-09 | 2.803e-10 |
|       | Rule 9 | 6.163 | 0.6291   | 6.410 | 0.6370   | 1     | 6.572e-06 | 1.025e-06 |
| SA-SR | Rule 1 | 3.383 | 3.056    | 5.570 | 0.3915   | 0     | 0     | 0   |
|       | Rule 2 | 3.383 | 3.056    | 4.218 | 0.1374   | 0     | 0     | 0   |
|       | Rule 3 | 3.383 | 3.056    | 3.720 | 3.159    | 0.7771 | -0.2938 | 0   |
|       | Rule 4 | 6.091 | 3.106    | 5.570 | 0.3915   | 0     | 0     | 0   |
|       | Rule 5 | 6.091 | 3.106    | 4.218 | 0.1374   | 0     | 0     | 0   |
|       | Rule 6 | 6.091 | 3.106    | 3.720 | 3.159    | 1.505  | 0.9747 | 0   |
|       | Rule 7 | 6.047 | 2.789    | 5.570 | 0.3915   | 0     | 0     | 0   |
|       | Rule 8 | 6.047 | 2.789    | 4.218 | 0.1374   | 0     | 0     | 0   |
|       | Rule 9 | 6.047 | 2.789    | 3.720 | 3.159    | 0.2138 | 0     | 0   |
The system is described by the following differential equation [22]:
\[
y(t) = \frac{0.2x(t - \tau)}{1 + x^{10}(t - \tau)} - 0.1x(t)
\]
(30)

The fourth-order Runge–Kutta method with \(x(0) = 1.2\) and \(\tau = 17\) was used to obtain the time series [23]. The signals \(y(t - 18)\) and \(y(t - 12)\) are chosen as the model inputs, and \(y(t + 6)\) is chosen as the model output:
\[
y(t + 6) = f(y(t - 18), y(t - 12))
\]
(31)

There are 1000 input/output samples for each \(t\) ranging from 118 to 1117. The first 500 observations are used as training data and the remaining 500 observations as validation data.

While training, the inputs are bounded in the interval \([p_1, p_2] = [q_1, q_2] = [0.4256, 1.314]\). The widths of the fuzzy sets are bounded in the interval \([\delta_{\text{min}}, \delta_{\text{max}}] = [0.0377, 0.9428]\). The parameters are \(\lambda = 1e-04\) for ridge regression (15) and \(\delta = 1e-06\) for ENET regression (16). The quality criterion (24) is calculated with \(\alpha = 0.9\).

### 8.3.1 ANFIS model

Based on Fig. 10, 1600 epochs are chosen. As shown in Table 6, the training error RMSE\(_t\) is equal to 0.0308, and the validation error RMSE\(_v\) is equal to 0.0304. The structure reduction in the ANFIS model is zero, the sparsity is zero, and the quality index \(Q\) is 0.2163.

### 8.3.2 Sparse fuzzy models

The performance comparison for various fuzzy models is presented in Table 6. The smallest value of \(Q\), equal to 0.1675, is obtained using the SA-SR method. For this method, the training error RMSE\(_t\) is 0.0399, the validation error RMSE\(_v\) is 0.0392, the structure reduction \(S_\text{r}\) is 0.3333, and the sparsity \(S\) is 0.7037. The SA-SR method removes 33% of the nine rules and zeroes out 70% of the 27 polynomial coefficients. Figure 11 shows the output surface, and Table 7 presents the fuzzy system parameters obtained by the SA-SR method. The fuzzy rules can be written as

**Rule 1:** If \(x_1\) is \(g(x_1, 1.094, 0.8363)\) and \(x_2\) is \(g(x_2, 0.4462, 0.1942)\)

then \(y = -0.4938\)

**Rule 2:** If \(x_1\) is \(g(x_1, 1.094, 0.8363)\) and \(x_2\) is \(g(x_2, 1.209, 0.6497)\)

then \(y = -1.865x_2\)

**Rule 4:** If \(x_1\) is \(g(x_1, 1.185, 0.2265)\) and \(x_2\) is \(g(x_2, 0.4462, 0.1942)\)

then \(y = -0.5587\)

**Rule 5:** If \(x_1\) is \(g(x_1, 1.185, 0.2265)\) and \(x_2\) is \(g(x_2, 1.209, 0.6497)\)

then \(y = -9.160x_1 + 6.293x_2\)

**Rule 6:** If \(x_1\) is \(g(x_1, 1.185, 0.2265)\) and \(x_2\) is \(g(x_2, 0.7474, 0.7001)\)

then \(y = 3.100\)

**Rule 9:** If \(x_1\) is \(g(x_1, 1.009, 0.7578)\) and \(x_2\) is \(g(x_2, 0.7474, 0.7001)\)

then \(y = 2.588x_1 + 4.663\)

Figure 12 shows the real value \(y\), predicted value \(\hat{y}\), and error \(y - \hat{y}\) for the chosen model.

### 8.4 Experiment 4

This experiment provides an example of using high-order T–S models for predicting the time series. The dataset and
parameters are the same as in Experiment 3. We consider the ANFIS model of first order and the PSO-SR model with order changing from one to five. The experimental results

Table 6 Performance comparison of T–S systems for Experiment 3: RMSE\(_t\) is the training error, RMSE\(_v\) is the validation error, \(S_r\) is the structure reduction, \(S\) is the sparsity, and \(Q\) is the value of objective function

| Alg.  | RMSE\(_t\) | RMSE\(_v\) | \(S_r\) | \(S\)  | \(Q\)  |
|-------|-------------|-------------|---------|-------|-------|
| ANFIS | 0.0308      | 0.0304      | 0       | 0     | 0.2163|
| PSO-SR| 0.0401      | 0.0340      | 0.1111  | 0.7037| 0.1906|
| SA-SR | 0.0399      | 0.0392      | 0.3333  | 0.7037| 0.1675|
| GA-SR | 0.0418      | 0.0415      | 0.2222  | 0.6296| 0.1898|
| PS-SR | 0.0335      | 0.0331      | 0.2222  | 0.2593| 0.2118|

The best result is marked in bold font

The experimental results
are presented in Table 8. For all cases, the quality index $Q$ for the PSO-SR model is better than that for the ANFIS model, and that for the fifth-order system has the lowest value equal to 0.1321. This example shows that using a higher-order system can improve the model performance.

### 9 Conclusions

A proposition of hybrid methods that combines a sparse regression, rule labels, and a global optimization method to identify Takagi–Sugeno fuzzy models for time series predictions is described. The if-part parameters of fuzzy rules are determined by one of the following optimization methods: particle swarm optimization, simulated annealing, genetic algorithm, or pattern search. The then-part parameters are determined by ridge regression and elastic net regression. A new quality criterion that presents a compromise between the accuracy of a model and its simplification is proposed. The simplification is based on reducing the number of polynomial parameters in the then-part and removing unnecessary rules by using labels. The well-known adaptive neuro-fuzzy inference system is used to compare the results. The experimental results show that the applied methods can improve the fuzzy models by zeroing some of their coefficients and removing the unnecessary rules. Moreover, in all conducted experiments, the proposed methods improve the result obtained using the reference method.

However, the proposed methods have some limitations in terms of the size data size. We consider datasets that are commonly used to test time series prediction algorithms. The size of these sets is appropriate for using ridge and elastic net regressions, which are batch methods. This means that all data are used to compute the regression parameters.

#### Table 7 Parameters of T–S systems in Experiment 3; $p, q, r, d$ are the parameters of membership functions in the if-part of fuzzy rules, and $v_1, w_1, c$ are the polynomial coefficients in the then-part

| Rule | Label | $p$  | $q$  | $r$  | $d$  | $v_1$ | $w_1$ | $c$  |
|------|-------|------|------|------|------|-------|-------|------|
| ANFIS |       |      |      |      |      |       |       |      |
| Rule 1 | 1     | 0.3829 | 0.2935 | 0.7244 | 0.1965 | 0.1369 | 2.464 | 0.2068 |
| Rule 2 | 1     | 0.3829 | 0.2935 | 0.7120 | 0.2543 | 1.860  | -1.661 | 0.4616 |
| Rule 3 | 1     | 0.3829 | 0.2935 | 1.347  | 0.0792 | 23.48  | 6.009  | -16.17 |
| Rule 4 | 1     | 0.9719 | 0.0449 | 0.7244 | 0.1965 | -14.89 | 5.645  | 11.59  |
| Rule 5 | 1     | 0.9719 | 0.0449 | 0.7120 | 0.2543 | 9.946  | -2.534 | 6.980  |
| Rule 6 | 1     | 0.9719 | 0.0449 | 1.347  | 0.0792 | -33.50 | 36.29  | 8.941  |
| Rule 7 | 1     | 1.149  | 0.2828 | 0.7244 | 0.1965 | 0.4291 | -2.256 | 3.875  |
| Rule 8 | 1     | 1.149  | 0.2828 | 0.7120 | 0.2543 | 2.010  | 3.209  | 1.218  |
| Rule 9 | 1     | 1.149  | 0.2828 | 1.347  | 0.0792 | 0.9441 | 0.6491 | 1.856  |
| SA-SR |       |      |      |      |      |       |       |      |
| Rule 1 | 1     | 1.094  | 0.8363 | 0.4462 | 0.1942 | 0      | 0      | -0.4938 |
| Rule 2 | 1     | 1.094  | 0.8363 | 1.209  | 0.6497 | 0      | -1.865 | 0      |
| Rule 3 | 0     | 1.094  | 0.8363 | 0.7474 | 0.7001 | 0      | 0      | 0      |
| Rule 4 | 1     | 1.185  | 0.2265 | 0.4462 | 0.1942 | 0      | 0      | -0.5587 |
| Rule 5 | 1     | 1.185  | 0.2265 | 1.209  | 0.6497 | 0      | -9.160 | 6.293  | 0      |
| Rule 6 | 1     | 1.185  | 0.2265 | 0.7474 | 0.7001 | 0      | 0      | 3.100  |
| Rule 7 | 0     | 1.009  | 0.7578 | 0.4462 | 0.1942 | 0      | 0      | 0      |
| Rule 8 | 0     | 1.009  | 0.7578 | 1.209  | 0.6497 | 0      | 0      | 0      |
| Rule 9 | 1     | 1.009  | 0.7578 | 0.7474 | 0.7001 | 2.588  | 0      | 4.663  |

Fig. 11 Experiment 3: Fuzzy inference system’s output surface the model obtained by the SA-SR method
matrix. As a result, the ridge regression applied in a objective function of the optimization algorithms is very fast. Unfortunately, for large datasets, there is a limitation related to the size of the regression matrix in MATLAB. This size is the product of the number of observations (number of rows) and the number of predictors (number of columns), and its upper limit depends on the computer and the system used. In this case, recursive regressions should be applied. We plan to consider such a solution in the future.
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