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Abstract

We study certain features of a strongly coupled theory whose gravitational dual is given by two-charge dilatonic black hole in AdS$_5$ which has recently been used to study holographic Fermi liquids. By making use of the gravity description, we have studied conductivity, holographic entanglement entropy and dynamics of a charged scalar field. In particular at low energy we find that the temperature dependence of the real part of the conductivity goes as $T^3$ and the background is stable against scalar condensations.
1 Introduction

AdS/CFT correspondence [1–3] has provided a framework to study strongly coupled field theory by making use of a classical gravity. In particular, there have been several attempts to apply the AdS/CFT correspondence in condensed matter physics (for reviews see [4–7]). Since in this application we are typically dealing with matters at finite temperature and density, the gravitational duals should be charged black holes (for early works see [8]). In this context, the gravity description has been used to explore, e.g., the existence of Fermi surfaces in the system and the properties of the low energy excitations near the Fermi surface.

To construct the gravitational dual one may use an Einstein-Maxwell theory on a Reissner-Nordström black hole in asymptotically AdS geometry which, indeed, has been used to study certain features of strongly coupled systems at finite temperature and density [9]. More precisely, fermionic retarded Green’s function in the dual theory can be calculated by solving the Dirac equation in the bulk. It is then possible to extract certain information such as the existence of Fermi surfaces and also the properties of the low energies excitation near the Fermi surface [10–13].

In rather more involved models, dilatonic black hole solutions in asymptotically AdS geometry have also been used to construct gravitational duals for fermionic systems at finite density such as non-Fermi liquids (see for example [14, 15]). In particular a two-charge dilatonic black hole in AdS$_5$ has been considered in [14] where it was shown that it might provide a suitable gravitational description for the Landau Fermi liquids. In particular, the model exhibits vanishing entropy and its specific heat is linear in temperature at low energies. Moreover, using a Dirac fermion in the bulk it was shown that the background supports normal modes for the massless bulk fermions which is expected for a Fermi liquid [14,16].

From five dimensional maximally gauged supergravity, this two-charge black hole can be obtained by setting two charges non-zero and equal while the third one is zero. Although the resultant geometry has a naked singularity in the extremal limit, the physical quantities may be computed by imposing suitable boundary conditions.

The corresponding two-charge black-hole in an asymptotically AdS$_5$ geometry may be obtained from the following Lagrangian [14]

$$\mathcal{L} = \frac{1}{2\kappa^2} \left[ \mathcal{R} - \frac{1}{4} e^{4\alpha} (F_{MN})^2 - 12(\partial_M \alpha)^2 + \frac{1}{R^2} (8e^{2\alpha} + 4e^{-4\alpha}) \right] \quad (1.1)$$

where $\alpha$ is a neutral scalar which plays the role of dilaton. $M, N, \cdots$ indices are five dimensional space-time indices.

$^1$Naked singularities are more disscused in [17].
The two-charge black hole solution is \[ ds^2 = \left( \frac{r^2 + Q^2}{R^2} \right)^{2/3} \left[ -\frac{(r^2 - r_0^2)(r^2 + r_0^2 + 2Q^2)}{(r^2 + Q^2)^2} dt^2 + d\bar{x}^2 + \frac{R^4 dr^2}{(r^2 - r_0^2)(r^2 + r_0^2 + 2Q^2)} \right], \]

\[ e^{6\alpha} = 1 + \frac{Q^2}{r^2}, \quad A_t(r) = -\frac{\sqrt{2Q}}{R} \left( 1 - \frac{r_0^2 + Q^2}{r^2} \right). \] (1.2)

The Hawking temperature is \( T = \frac{r_0}{\pi} \) and the extremal case corresponds to \( r_0 = 0 \) where the space-time develops a naked singularity. Although the geometry has naked singularity, there are several advantages to work with this dilatonic black hole \[16].

In fact, unlike the case of RN AdS back hole, in the case of two-charged dilatonic black hole, the exact position of the Fermi surfaces of massless fermions is known which makes it tractable to study their properties. More importantly the specific heat, entropy and the shear viscosity of the dilatonic black hole are proportional to the temperature. In particular the entropy of the IR geometry is zero. While it is believed that the back reaction of the fermionic matters could distort the RN AdS geometry \[18], it is not the case for the dilatonic black hole case (for more details and explanations concerning these points see \[16\] \[3].

These properties might be understood from the fact that unlike the RN AdS black hole, where the near horizon geometry in the extremal case develops an AdS\(_2\) geometry, in the present case the near horizon geometry is conformally AdS\(_2\). More precisely, taking the near horizon limit for the near extremal case one finds\[4]

\[ ds^2 = \left( \frac{1}{2Q\xi} \right)^{2/3} \left\{ -\frac{1}{2\xi^2} \left( 1 - \frac{\xi^2}{\xi_0^2} \right) d\tau^2 + \frac{d\xi^2}{\left( 1 - \frac{\xi^2}{\xi_0^2} \right)} + Q^2 d\bar{x}^2 \right\}, \] (1.3)

which is conformally an AdS\(_2\) geometry with vanishing entropy.

The aim of the present work is to further explore certain features of the theory dual to the dilatonic black hole. To be precise, by perturbing certain components of the gauge field in the bulk, we calculate the corresponding retarded Green’s function of a conserved current which in turns can be used to read the conductivity. We will also compute the holographic entanglement entropy in this geometry.

In order to further understand the low energy phase of the system we will also consider a charged scalar field in the two-charge dilatonic black hole which can be used to compute the corresponding

\[2\] In what follows we set \( R = 1. \)

\[3\] See \[19\] for some numerical studies of the fermionic properties of this background.

\[4\] To be precise the near horizon limit is defined by taking \( \lambda \to 0 \) while keeping the following quantities fixed

\[ \xi = \frac{\lambda}{2 \tau}, \quad \xi_0 = \frac{\lambda}{2 r_0}, \quad \tau = t \lambda. \]

We note also that in this limit the metric needs to be scaled by a proper power of \( \lambda. \)
retarded Green’s function of a scalar operator in the dual theory. The resultant retarded Green’s function may be used to study the possibility of instabilities due to scalar condensation and thus further explore the behavior of the system near the quantum critical points.

The paper is organized as follows. In the next section we will compute the DC conductivity of the model. In section three the holographic entanglement entropy is computed. In section four we shall study a scalar field in the geometry and the last section is devoted to conclusions. Some details are presented in the Appendix.

2 Optical conductivity

In this section we study the optical conductivity of a finite density system whose gravity dual is given by (1.2). The local $U(1)$ gauge field in the bulk is dual to a conserved current of a global $U(1)$ symmetry in the dual theory. In terms of the conserved current, the optical conductivity can be obtained from the Kubo formula as follows

$$\sigma(\omega) = \frac{1}{i\omega} \langle J(\omega)J(-\omega) \rangle_{\text{retarded}}, \quad (2.1)$$

where $J(\omega)$ is the conserved current of the $U(1)$ global symmetry evaluated at zero spatial momentum. The right hand side can be calculated using the AdS/CFT correspondence. Since we are working in the classical gravity regime, the leading contribution of the classical fluctuations of the gauge field is of $O(N^2)$ which is due to the black hole background. As it is evident from the results of [16], the Fermi surfaces are positioned at $O(N^0)$, therefore, to find the subleading order contributions of the Fermi surface to the conductivity, one needs to take into account the fermionic loop contributions to the gauge field propagator in the bulk (For more details see for example [20,21]). In what follows, we will only consider the leading $O(N^2)$ contribution.

To proceed, we consider small fluctuations of the gauge field in the $x_1$-direction, $\delta A_{x_1} = a_1$. In general, turning on small fluctuations of the gauge field back reacts on the other fields of the model and we have to solve the equations of motion for the fluctuations of all them. More precisely one may have

$$A_M \rightarrow A_0 \delta M_0 + a_M, \quad g_{MN} \rightarrow g_{MN} + h_{MN}, \quad \alpha \rightarrow \alpha + \delta \alpha. \quad (2.2)$$

Since we are interested in calculating the two point function, it is enough to expand the action up to the quadratic level in fluctuations. To do so, it is convenient to first use the gauge freedom and set $h_{rM} = a_r = 0$. Moreover in the level we are interested in, we may set $\delta \alpha = 0$. In this case
the relevant quadratic terms of the action are obtained as follows

\[
S_{\text{EM}}^{(2)} \sim \int d^5x e^{4\alpha} \left[ \frac{1}{2} E_r \left( \sqrt{-g} g^{tt} g^{rr} - \sqrt{-g} g^{tr} g^{tr} \right) \right] \left( 2 \right) E_r + \frac{1}{4} \sqrt{-g} f_{MN} f^{MN} \tag{2.3}
\]

\[-E_r \left( g^{tt} g^{rr} \sqrt{-g} \right) f_{tr} - Q e^{-4\alpha} \left( h^i_{tr} f_{ir} + h^i_{fr} f_{is} \right) \right], \tag{2.4}
\]

where \( E_r = \partial_r A_t \) and

\[ f_{MN} = \partial_M a_N - \partial_N a_M, \quad Q = \sqrt{-g} e^{4\alpha} g^{tt} g^{rr} E_r. \tag{2.5} \]

For our purpose, we will focus on the zero momentum case which means we may set \( a_1 = a(r)e^{-\omega t} \). In this case the gauge field fluctuations mix only with \( h_{tx} \) component of the metric fluctuation. Therefore we find two coupled differential equations. Nevertheless, one may eliminate \( h_{tx} \) from the equations leading to the following differential equation for the gauge fluctuation

\[
\partial_r \left[ \sqrt{-g} e^{4\alpha} g^{rr} g^{xx} a'(r) \right] - \sqrt{-g} e^{4\alpha} g^{xx} \left( m_{\text{eff}}^2 + \omega^2 g^{tt} \right) a(r) = 0, \tag{2.6}
\]

where

\[ m_{\text{eff}}^2 = Q^2 e^{-4\alpha} g^{xx} g^{yy} g^{zz}. \tag{2.7} \]

Note that mixing between the gauge field and the graviton leads to a mass term which preserves the gauge invariance.

For the case of two-charge black hole \(1.2\), equation (2.6) reads

\[
\partial_r \left[ \frac{(r^2 - r_0^2)(r^2 + r_0^2 + 2Q^2)}{r} a'(r) \right] - \frac{8(r_0^2 + Q^2)^2 Q^2}{r(r^2 + Q^2)^2} - \frac{\omega^2(r^2 + Q^2)^2}{r(r^2 - r_0^2)(r^2 + r_0^2 + 2Q^2)} a(r) = 0. \tag{2.8}
\]

Now the aim is to solve the above equation and find a solution with an ingoing boundary condition at the horizon. The corresponding retarded Green’s function can then be read from the asymptotic behavior of the solution near the boundary. Indeed near the boundary one finds

\[ a \sim A + \frac{B}{r^2} \tag{2.9} \]

and therefore

\[ \langle J_1(\omega) J_1(-\omega) \rangle_{\text{retarded}} \sim \frac{B}{A}. \tag{2.10} \]

In order to find the retarded Green’s function, we utilize numerical methods. To proceed we note that the equation (2.8) has three free parameters, \( Q, \omega \) and \( r_0 \). On the other hand, since we

\[ ^{5}\text{The subscripts} (1) \text{and} (2) \text{represent first and second order in metric fluctuations.}
\]

\[ ^{6}\text{For a detailed discussion in the case of Einstein-Maxwell model see Appendix 6.B of [21].} \]
are interested in conductivity at low energies, using the Kubo formula (2.1), for a given value of $Q$ we find the behavior of the retarded Green’s function as a function of temperature (or $r_0$) for a small value of $\omega$. One may also find the behavior of the real part of the conductivity as a function of frequency at a fixed temperature\footnote{While we were at the last stage of our calculations, the paper \cite{23} appeared where the conductivity as a function of frequency for the dilatonic two-charge black hole was been studied, numerically.}. Indeed using ”NDSolve” in Mathematica the real part of the conductivity may be found as depicted in the Figure 1. Using the numerical method the best fit one finds for the real part of the conductivity is

$$\text{Re}(\sigma) \approx 0.97 T^3. \quad (2.11)$$

Alternatively one may find an analytic result for the conductivity as a function of temperature in the small frequency and small temperature limit (but with fixed $\omega/T$) by using the matching technique developed in \cite{12}. The procedure is as follows. Since the $g_{tt}$ component approaches zero as we approach the horizon (or taking the low energy limit, $\omega \to 0$), the $\omega$ dependent term in the equation of motion can not be considered as a small perturbation independent of how small $\omega$ could be. To overcome this problem we divide the geometry into two parts: inner and outer regions. These regions are defined as follows

\begin{align*}
\text{Inner : } & r = \frac{\omega}{2\xi} \quad \text{for} \quad \epsilon < \xi < \xi_0 = \frac{\omega}{2r_0}, \\
\text{Outer : } & \frac{\omega}{2\epsilon} < r,
\end{align*}

\quad (2.12) (2.13)
while considering the limit

$$\omega \to 0, \quad \xi, \xi_0 = \text{finite}, \quad \epsilon \to 0, \quad \frac{\omega}{2\epsilon} \to 0. \quad (2.14)$$

The inner and outer regions are described by $\xi$ and $r$ coordinates respectively. In these regions one may expand the solutions as follows

$$a_I(\xi) = a_I^{(0)}(\xi) + \omega a_I^{(1)}(\xi) + \cdots \quad (2.15)$$
$$a_O(r) = a_O^{(0)}(r) + \omega a_O^{(1)}(r) + \cdots. \quad (2.16)$$

It is then possible to solve the equation (2.8) perturbatively and match the two solution in the overlapping region defined by $\xi \to 0$.

In the inner region substituting $r = \frac{\omega}{2\epsilon}$ and $r_0 = \frac{\omega}{2\epsilon} \xi_0^8$ in the leading order of $\omega$ the equation (2.8) reads

$$\xi \partial_\xi \left[ \xi \left(1 - \frac{\xi^2}{\xi_0^2}\right) a_I^{(0)'}(\xi) \right] - \left[ 4 - \frac{\xi^2}{\left(1 - \frac{\xi^2}{\xi_0^2}\right)} \right] a_I^{(0)}(\xi) = 0. \quad (2.17)$$

The most general solution of this equation satisfying the ingoing boundary condition at the horizon, up to a normalization factor, is

$$a_I^{(0)}(\xi) = \xi^2(\xi^2 - \xi_0^2)^u \left(2 + u, 1 + u, 1 + 2u, 1 - \frac{\xi^2}{\xi_0^2}\right), \quad (2.18)$$

where $u = -i\xi_0/2$ and $\left(\begin{array}{c} 2 + u, 1 + u, 1 + 2u, 1 - \frac{\xi^2}{\xi_0^2}\end{array}\right)$ is the hypergeometric function of the second kind. The solution near the matching region, $\xi \to 0$, up to an overall factor takes the form of

$$a_I^{(0)}(r) \simeq r^2 + \frac{G_a(\omega)}{16} r^{-2}, \quad (2.19)$$

where $G_a(\omega)$ is the retarded Green’s function of a conserved $U(1)$ current which is dual to the gauge field perturbation on the near horizon geometry (1.3) that is calculated in the Appendix. Note that to write the above equation we have utilized the relation between $\xi$ and $r$. This is the expression to be matched to the outer region solution.

To solve the gauge field’s fluctuation at the zeroth order in the outer region, we could simply set $\omega = 0$, in equation (2.8), to get

$$\partial_r \left[ \frac{1}{r} (r^2 - r_0^2)(r^2 + r_0^2 + 2Q^2) a_O^{(0)'}(r) \right] - \left[ \frac{8(r_0^2 + Q^2)^2 Q^2}{r(r^2 + Q^2)^2} \right] a_O^{(0)}(r) = 0. \quad (2.20)$$

We note that this is the same limit taken in the footnote 4 with $\lambda$ replaced by $\omega$. 

\[\text{6}\]
The exact solution of the above equation is

\[
a^{(0)}_O(r) = \frac{r^2}{r^2 + Q^2} \left\{ a^{(0)}_O + \frac{b^{(0)}_O}{4} \left[ \frac{2Q^4}{r^2 r_0^2 (r_0^2 + 2Q^2)} + \frac{Q^2 + r_0^2}{r_0^2} \log \left( 1 - \frac{r_0^2}{r^2} \right) \right] \right. \\
\left. - \frac{r_0^2 + Q^2}{(r_0^2 + 2Q^2)^2} \log \left( 1 + \frac{r_0^2 + 2Q^2}{r^2} \right) \right\}.
\]

It is easy to expand the solution around the matching region and match it with the equation (2.19) to read \( a^{(0)}_O \) and \( b^{(0)}_O \) in terms of \( G_a(\omega) \). On the other hand expanding the solution near the boundary one finds

\[
a^{(0)}_O(r) \bigg|_{r \to \infty} \simeq a^{(0)}_O \{ 1 + \cdots \} + \left( -Q^2 a^{(0)}_O - \frac{b^{(0)}_O}{2} \right) \{ 1 + \cdots \} r^{-2} \tag{2.21}
\]

\[
a^{(0)}_O(r) \bigg|_{r_0 \to 0} \simeq \left( \frac{a^{(0)}_O}{Q^2} + \frac{b^{(0)}_O}{4Q^4} \right) \{ 1 + \cdots \} r^2 - \frac{b^{(0)}_O}{8} \{ 1 + \cdots \} r^{-2} \tag{2.22}
\]

which leads to the leading order retarded Green’s function (in frequency) as follows

\[
G_{11}^R(\omega, T) = -Q^2 \frac{8Q^4 - G_a(\omega)}{8Q^4 + G_a(\omega)}. \tag{2.23}
\]

Using the explicit expression of \( G_a(\omega) \) given in the Appendix and plugging the resultant retarded Green’s function in the Kubo formula (2.1), the conductivity at the leading order in frequency is obtained

\[
\sigma(\omega, T) = \frac{iQ^2}{\omega} + \frac{\pi^3}{Q^2} T^3 + \cdots. \tag{2.24}
\]

The \( T^3 \) dependence is, indeed, what we expected from the numerical calculations. The first term is also what we would get in the classical gravity indicating that for a fixed temperature, the real part of the conductivity has a delta function behavior at \( \omega = 0 \). It is worth to note that the delta function behavior is the artifact of simplifications in the gravity calculation which should be compared with a sample without impurities. Adding impurities would broaden the delta function into a Drude peak. From gravity point of view, this can be done by imposing a non-trivial boundary condition on the source of an operator at the boundary so that the translational invariance is broken. In this case, the Drude peak will appear from gravity calculations as well [22].

### 3 Entanglement Entropy

In this section we will study the entanglement entropy of the dual theory by making use of the AdS/CFT correspondence. In this context the holographic entanglement entropy can be, essen-
tially, computed by minimizing a surface in the bulk gravity. More precisely, given a gravitational theory with the bulk Newton’s constant $G_N$, the holographic entanglement entropy is given by \[ 24, 25 \]

\[
S_A = \frac{\text{Area}(\gamma_A)}{4G_N}, \tag{3.1}
\]

where $\gamma_A$ is the minimal surface in the bulk whose boundary coincides with the boundary of the entangling region.

In what follows we will consider the extremal case where $r_0 = 0$. We note, however, that in this limit the metric (1.2) develops a naked singularity. It is then interesting to see the effect of the singularity in the holographic entanglement entropy. To proceed it is useful to define a new coordinate $z = 1/r$ in which the metric of the extremal dilatonic black hole reads

\[
 ds^2 = f^\frac{2}{3}(z) \left[ -h(z) dt^2 + dx^2 + g(z) dz^2 \right]. \tag{3.2}
\]

where

\[
 f(z) = \frac{1 + z^2 Q^2}{z^3}, \quad h(z) = \frac{1 + 2z^2 Q^2}{(1 + z^2 Q^2)^2}, \quad g(z) = \frac{1}{1 + 2z^2 Q^2}. \tag{3.3}
\]

To begin, we will calculate entanglement entropy for a strip subsystem in the dual theory. From gravity point of view one needs to minimize a surface whose intersection with the boundary coincides to the strip. The strip is defined by

\[
 -\frac{\ell}{2} \leq x_1 \leq \frac{\ell}{2}, \quad 0 \leq x_2, x_3 \leq L.
\]

The profile of the surface in the bulk is also given by $x_1 = x(z)$. Since the entanglement entropy will be calculated on equal time slices, the induced metric on the surface reads

\[
 ds^2 = f^\frac{2}{3}(z) \left[ dx_2^2 + dx_3^2 + (g(z) + x'(z)^2) dz^2 \right]. \tag{3.4}
\]

Therefore the area is

\[
 \mathcal{A} = L^2 \int_\epsilon^{z_*} dz \ f(z) \sqrt{g(z) + x'(z)^2}, \tag{3.5}
\]

where $\epsilon$ is a UV cutoff and $z_*$ is the ’turning point’ where $\frac{dx}{dz}|_{z=z_*} = 0$. The entanglement entropy is obtained by calculating $\mathcal{A}$ on its dominant trajectory. To extremize $\mathcal{A}$, one must use the variational principle for $x$. Actually, treating the area (3.5) as a one dimensional dynamical system and taking into account that it is independent of $x$, its momentum conjugate is a constant of motion

\[
 f(z) \frac{x'}{\sqrt{x'^2 + g(z)}} = f(z_*).
\]
It is then easy to find the turning point as a function of the strip length \( \ell = 2 \int_0^{z_*} dz \frac{f(z_*)}{f(z)} \sqrt{\frac{g(z)}{1 - (f(z_*)/f(z))^2}}. \) (3.6)

Finally the entanglement entropy reads

\[
S_{\text{strip}} = \frac{L^2}{4G_5} \int_\epsilon^{z_*} dz f(z) \sqrt{\frac{g(z)}{1 - (f(z_*)/f(z))^2}}.
\] (3.7)

We should now eliminate \( z_* \) from the equations (3.6) and (3.7) to find the entanglement entropy as a function of strip length \( \ell \). Of course it is not an easy job to do that, though one may approximately estimate the leading order terms. To do so, we note that the main contribution to the entanglement entropy comes from the IR region which corresponds to the case where the turning point is deep in the bulk. In this case one may estimate the integrals (3.6) and (3.7) for large \( z_* \). In fact in leading order one finds

\[
\ell \approx \ell_0 - \frac{\ell_1}{z_*}, \quad S_{\text{strip}} \approx \frac{L^2}{4G_5} \left( \frac{1}{2\epsilon^2} - \frac{S_1}{z_*} + \frac{S_3}{z_*^3} \right), \]

where \( \ell_0, \ell_1, S_1, \) and \( S_3 \) are numerical constant whose actual values depend on the order of expansion. It is important to note that \( \ell_1 \) and \( S_1 \) are always positive. Having found these expansion, at the leading order one finds

\[
S_{\text{finite}} \approx \frac{L^2}{4G_5} \left[ -\frac{S_1}{\ell_1} (\ell_0 - \ell) + \frac{S_3}{\ell_1^3} (\ell_0 - \ell)^3 \right]. \] (3.9)

It is also worth to solve the integrals in the equations (3.6) and (3.7) numerically. For our numerical computations we set \( Q = 0.1 \) and then using “NIntegrate” in Mathematica one can find \( \ell \) as a function of turning point \( z_* \) and also the finite part of the entanglement entropy as a function of \( \ell \), numerically. The results are shown in Figure 3.

Using the numerical data the best fit for the finite part of the entanglement entropy is

\[
S_{\text{finite}} \approx \frac{L^2}{4G_5} \left( -9.2000 + 2.0854\ell - 0.10786\ell^2 + 1.9514 \times 10^{-3}\ell^3 \right) \times 10^{-3} \] (3.10)

which is in agreement with our approximated result.

In order to study the dependence of the entanglement entropy on the shape of the entangling region, it is elaborating to consider a subsystem with other shape. In particular we will study the case of a circular subsystem. To proceed we will parametrize the metric of the three dimensional
Figure 2: Numerical results for the strip length as a function of the turning point (left) and the finite part of entanglement entropy of a strip as a function of length $\ell$ (right). The numerical data is plotted by dots while the best fit is shown by the red curve. The plot of finite part of entanglement entropy is scaled by factor of 1000 for the value of $Q = 0.1$.

subspace $d\vec{x}^2$ as follows

$$d\vec{x}^2 = d\rho^2 + \rho^2 d\theta^2 + dx_3^2,$$

(3.11)

Accordingly the subsystem is defined

$$0 \leq \rho \leq \ell, \quad 0 \leq \theta \leq 2\pi, \quad 0 \leq x_3 \leq L,$$

(3.12)

Therefore one finds

$$\mathcal{A} = 2\pi L \int_{z^*}^{z_\star} dz \ f(z) \ \rho(z) \sqrt{\rho'(z)^2 + g(z)},$$

(3.13)

where $z_\star$ is again the turning point where $\rho'(r)$ diverges. The dominant trajectory is obtained by solving

$$\partial_z \left[ f(z) \ \frac{\rho(z)\rho'(z)}{\sqrt{\rho'(z)^2 + g(z)}} \right] = f(z) \ \sqrt{\rho'(z)^2 + g(z)},$$

(3.14)

with the boundary conditions $\rho(z \to 0) = \ell$ and $\rho(z_\star) = 0$.

Unlike the strip case, in the present case there is no conservation law, so one cannot find an explicit expression for $\rho'(z)$. Indeed we will have to solve both (3.13) and (3.14) equations numerically. For this case the numerical result for the entanglement entropy as a function of $\ell$ is shown in the Figure 3. In this case the behavior of the entanglement entropy is well approximated
Figure 3: Numerical results for the finite part of entanglement entropy of a circular subsystem as a function of length $\ell$. The numerical data is plotted by dotes while the best fit is shown by the red curve. Here we set $Q = 0.1$.

by

$$S_{\text{cylinder}}^{\text{finite}} \simeq \frac{\pi L}{2\alpha_5} \left( -0.6147 + 0.8798\ell - 0.005033\ell^2 + 0.000141\ell^3 \right),$$

(3.15)

It was shown in [27] that the logarithmic violation of the area law in the entanglement entropy corresponds to the existence of Fermi surfaces. We note, however, that since in the present case the Fermi surfaces are located at $\mathcal{O}(N^0)$, the entanglement entropy can not probe them. This is unlike the cases of hyperscaling violating backgrounds where the existence of the Fermi surfaces may be observed by the violation of the area law of entanglement entropy at $\mathcal{O}(N^2)$ (for an analytic calculation of the entanglement entropy for general entangling region shapes on these backgrounds see [29]).

It is also interesting to note that in the present case, unlike the RN AdS black hole at zero temperature, there is a bound for the strip length $\ell$. This can be seen both from the numerical result (see figure 2) as well as the IR analytic leading order contribution(3.8). That means as the length $\ell$ exceeds the bound, there is no a minimal closed surface whose ends on the boundary coincides with the entangling region. Actually, it is very similar to the case where the entanglement entropy is computed on a background describing a confining phase of a system (see for example the review [28]). We, note, whoever that in the confining phase the entanglement entropy approaches a constant number for large $\ell$, though in our case it has a power low behavior.

4 More on the low energy behavior

In the RN AdS$_5$ black hole, the IR geometry is AdS$_2 \times \mathbb{R}^3$ and the scaling dimensions of the operators dual to the IR geometry depend on the charge of the dual fields. In general, depending
on the charges and the momentum, the corresponding dimensions could be imaginary leading to an instability. This intermediate unstable phase, known as semi-local quantum liquid \[20\] \[26\], may be modified to a Lifshitz geometry when the back-reaction coming from pair production are taken into account \[30\] \[32\].

For the case of the dilatonic two-charge black hole, the IR geometry is conformally AdS_2 \times R^3 and the presence of the conformal factor, indeed, alters the behavior of the fields in the IR region. In fact it is shown \[16\] that the dimension of a charged spinor is always real and moreover the electric field vanishes in the near horizon limit. In this section, in order to further explore the IR behavior of the system we will study a charged scalar field on the dilatonic two-charge black hole.

Consider a charged scalar field minimally coupled to a gauge field

\[ S = - \int d^{d+1}x \sqrt{-g} \left[ g^{MN} (\partial_M + iqA_M) \phi^* (\partial_N - iqA_N) \phi + m^2 \phi^* \phi \right]. \tag{4.1} \]

The corresponding equation of motion is

\[ - \frac{1}{\sqrt{-g}} \partial_M \left( \sqrt{-g} \partial^M \phi \right) + q^2 A^2 \phi + iq A^M \partial_M \phi + \frac{iq}{\sqrt{-g}} \partial_M \left( \sqrt{-g} A^M \phi \right) + m^2 \phi = 0. \tag{4.2} \]

Assuming \( \phi(t, x^i, r) = e^{-i\omega t + i\vec{k} \cdot \vec{x}} \phi(r) \) for a massless scalar field, the above equation on the dilatonic black hole geometry \[1.2\] in the extremal limit reads

\[ r^{-1} \partial_r \left[ r^3 (r^2 + 2Q^2) \phi'(r) \right] + \left[ \left( \omega - \frac{\sqrt{2} qQr^2}{(r^2 + Q^2)} \right)^2 \frac{(r^2 + Q^2)^2}{r^2 (r^2 + 2Q^2)} - k^2 \right] \phi(r) = 0. \tag{4.3} \]

Now the aim is to solve this equation at low energy which may be used to find the corresponding low energy retarded Green’s function of a scalar operator in the dual theory. To do so, we utilized the procedure introduced in \[12\] \[13\] which we have also used in section 2 for the gauge field fluctuation. Namely we will perturbatively solve the above equation in inner and outer regions and match them in the matching region. The inner and outer regions are defined by

\[ \text{Inner} : \quad r = \frac{\omega}{2\xi} \quad \text{for} \quad \epsilon < \xi < \infty \]
\[ \text{Outer} : \quad \frac{\omega}{2\epsilon} < r, \tag{4.4} \]

while considering the limit

\[ \omega \to 0, \quad \xi = \text{finite}, \quad \epsilon \to 0, \quad \frac{\omega}{2\epsilon} \to 0. \tag{4.5} \]

\[^9\text{Actually setting } k = 0 \text{ and } q = 0 \text{ this equation may be use to study the dynamical equation of the metric fluctuation } h_{\mu \nu}. \text{ Solving this equation and reading the two point function together with the corresponding Kubo formula lead to find the shear viscosity. In fact doing so we find that shear viscosity depends linearly on temperature.}\]
The inner and outer regions are described by $\xi$ and $r$ coordinates respectively. In these regions one may expand the solutions as follows

$$
\varphi_I(\xi) = \varphi^{(0)}_I(\xi) + \omega \varphi^{(1)}_I(\xi) + \cdots, \quad (4.6)
$$

$$
\varphi_O(r) = \varphi^{(0)}_O(r) + \omega \varphi^{(1)}_O(r) + \cdots. \quad (4.7)
$$

We will match these two solutions over the matching region defined by $\xi \to 0$.

At leading order in $\omega$-expansion the equation of motion for the scalar field in the inner region reduces to

$$
\xi^3 \partial_\xi \left[ \xi^{-1} \varphi^{(0)'}_I(\xi) \right] + \left( \xi^2 - \frac{k^2}{2Q^2} \right) \varphi^{(0)}_I(\xi) = 0. \quad (4.8)
$$

Note that the gauge field does not contribute in the near horizon limit. Imposing the ingoing boundary condition (the regularity condition) the most general solution of the above equation up to a normalization factor is

$$
\varphi^{(0)}_I(\xi) = \xi (J_\nu(\xi) + iY_\nu(\xi)), \quad \text{with } \nu \equiv \sqrt{1 + \frac{k^2}{2Q^2}}. \quad (4.9)
$$

Using the asymptotic behavior of the Bessel function, near the matching region, $\xi \to 0$, up to an overall factor, one finds

$$
\varphi^{(0)}_I(\xi) \bigg|_{\xi \to 0} \simeq r^{-1+\nu} + \frac{G_\phi(\omega)}{2\nu} r^{-1-\nu}, \quad (4.10)
$$

where $G_\phi(\omega)$ is the retarded Green’s function of an operator in the field theory dual to a charged scalar in the conformally AdS$_2$ geometry which is given in the Appendix. Note that since we always have $\nu > 0$, the solutions never become degenerate. Also note that since we want to match this solution with that in outer region, we have written the above equation in terms of $r$ coordinate.

On the other hand in the outer region the leading contribution in $\omega$-expansion comes from the equation (4.3) with $\omega = 0$,

$$
r^{-1} \partial_r \left[ r^3 (r^2 + 2Q^2) \varphi^{(0)'}_O(r) \right] - \left[ k^2 - \frac{2q^2Q^2r^2}{(r^2 + 2Q^2)} \right] \varphi^{(0)}_O(r) = 0, \quad (4.11)
$$

\[10\] Even if one had considered the mass term, it would not have contributed to the near horizon dynamics, either.
whose general solution is

\[
\varphi^{(0)}_O(r) = (r^2 + 2Q^2)^{\frac{1}{2}} \left[ c^{(0)}_O r^{(-1+\nu)} \, _2F_1 \left( \frac{q + 3 + \nu}{2}, \frac{q - 1 + \nu}{2}; 1 + \nu, \frac{-r^2}{2Q^2} \right) 
+ d^{(0)}_O r^{(-1-\nu)} \, _2F_1 \left( \frac{q + 3 - \nu}{2}, \frac{q - 1 - \nu}{2}; 1 - \nu, \frac{-r^2}{2Q^2} \right) \right],
\]

(4.12)

where \(_2F_1\) is the hypergeometric function. Utilizing the asymptotic behaviors of the hypergeometric function \(_2F_1\) one arrives at

\[
\varphi^{(0)}_O \bigg|_{r \to 0} = (2Q^2)^{\frac{1}{2}} \left[ c^{(0)}_O \left\{ 1 + \cdots \right\} r^{(-1+\nu)} + d^{(0)}_O \left\{ 1 + \cdots \right\} r^{(-1-\nu)} \right],
\]

\[
\varphi^{(0)}_O \bigg|_{r \to \infty} = \left( \alpha^{(0)}_\nu c^{(0)}_O + \alpha^{(0)}_{-\nu} d^{(0)}_O \right) \left\{ 1 + \cdots \right\} + \left( \beta^{(0)}_\nu c^{(0)}_O + \beta^{(0)}_{-\nu} d^{(0)}_O \right) \frac{1}{r^4} \left\{ 1 + \cdots \right\},
\]

(4.13)

where \(\alpha\) and \(\beta\) are functions of \(q, Q\) and \(\nu\)

\[
\alpha^{(0)}_\nu = \frac{2}{Q^2} \eta_\nu,
\]

(4.14)

\[
\beta^{(0)}_\nu = \frac{\eta_\nu}{8} \left[ 8 \left( q^3 - q^2 - q^2 - q \right) + \left( 1 - 2\nu^2 - 2q^2 + (\nu^2 - q^2)^2 \right) \right.
\]

\[
\left. \times \left( 3 - 2\gamma - 2\psi \left( \frac{-1 - \nu - q}{2} \right) - 2\psi \left( \frac{3 - \nu + q}{2} \right) \right) \right],
\]

with

\[
\eta_\nu = 2^{\frac{1}{2}(-1+q+\nu)} Q^{\left(q+\nu-1\right)} \frac{\Gamma(1 + \nu)}{\Gamma \left( \frac{3-q+\nu}{2} \right) \Gamma \left( \frac{3+q+\nu}{2} \right)}.
\]

(4.15)

These expressions can be used to read \(c^{(0)}_O\) and \(d^{(0)}_O\) by matching with the inner region behavior (4.9). Doing so, one finds

\[
c^{(0)}_O = (2Q^2)^{-\frac{q}{2}}, \quad d^{(0)}_O = (2Q^2)^{-\frac{q}{2}} \frac{G_\phi(\omega)}{22\nu}.
\]

(4.16)

Having found these parameters, the retarded Green’s function at leading order reads

\[
G_R(k, \omega) = \frac{\beta^{(0)}_\nu + 2^{-2\nu} \beta^{(0)}_{-\nu} G_\phi(\omega)}{\alpha^{(0)}_\nu + 2^{-2\nu} \alpha^{(0)}_{-\nu} G_\phi(\omega)}.
\]

(4.17)

Going further one may also find higher order terms in the \(\omega\) expansions in the above equation. The final result would have the following form [12]

\[
G_R(k, \omega) = \frac{\beta_\nu + 2^{-2\nu} \beta_{-\nu} G_\phi(\omega)}{\alpha_\nu + 2^{-2\nu} \alpha_{-\nu} G_\phi(\omega)}.
\]

(4.18)
where $\alpha$ and $\beta$ are

$$
\alpha = \alpha^{(0)} + \alpha^{(1)} \omega + \alpha^{(2)} \omega^2 + \cdots, \quad \beta = \beta^{(0)} + \beta^{(1)} \omega + \beta^{(2)} \omega^2 + \cdots,
$$

and in principle all the coefficients $\alpha^{(i)}$ and $\beta^{(i)}$ can be calculated order by order.

It is interesting to compare this result to that for the RN AdS black hole studied in [12, 13]. In the case of RN AdS black hole due to the contribution of the gauge field near the horizon, the scaling dimension $\nu$ could be imaginary. Therefore the coefficients $\alpha_\nu$ and $\beta_\nu$ could take imaginary values leading to an instability in the theory. In fact going from UV to IR the theory flows to an IR fixed point which is an unstable phase known as semi-local quantum liquid. The instability in this phase is because the scalar becomes tachyonic and may condense which at zero spatial momentum is similar to superconductor phase transition [12]. It may also be understood from the fact that the IR limit of the model, being dual to AdS$_2$ gravity has non-zero entropy.$^{11}$

On the other hand in our case, since in the near horizon limit the gauge field does not couple to the scalar field, the scaling exponent $\nu$ is always a positive real number. As a result the coefficients $\alpha_\nu$ and $\beta_\nu$ are always real and the system is stable under scalar condensations.$^{12}$ In other words it seems that as we go from UV to IR, the theory flows to a stable IR fixed point. This IR fixed point is gravitationally described by the gravity on a background which is conformally AdS$_2$ which has vanishing entropy.

## 5 Conclusions

In this paper we have studied certain holographic aspects of two-charge dilatonic AdS$_5$ black hole. This model has been proposed to describe a holographic Fermi liquid model which could be in same universality class of the Landau Fermi liquid [16]. The fermionic properties of this model were studied in [16] by probing the background by a massless fermion, while in the present paper we considered different bosonic aspects. In particular we have studied the entanglement entropy and conductivity. We have also studied a charged scalar probing the geometry where we observed that the theory flows to a stable fixed point described by a geometry which is conformally AdS$_2 \times \mathbb{R}^3$.

Combining the results of [16] and those in the present work we may summarize the properties of the model as follows

- There are several exact information about different quantities in the model such as Fermi surface positions.
- The theory flows to an IR fixed point which seems to be stable against fermions pair production and also boson condensation.

$^{11}$For the case of fermions also $\nu_k \propto k$, thus pair production of fermions near the horizon does not distort the geometry [16].

$^{12}$Changing the dilaton potential makes condensation possible [33].
• The IR geometry which is conformally $\text{AdS}_2 \times \mathbb{R}^3$ has zero entropy.

• The specific heat, entropy and shear viscosity are linear in temperature while the conductivity goes as $T^3$, at low energies and low temperature.

We note, however, that the background has a naked singularity in its extremal limit. Moreover, even though the background may be uplifted to type IIB supergravity, the considerations of the present work and those in [16] are still bottom-up approach. It would be interesting to find a top-down model enjoying such properties (see for example [23,34]).
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Appendix

In this appendix we discuss retarded Green’s functions for operators in a field theory whose gravity dual are a gauge field and a charged scalar in the conformally $\text{AdS}_2 \times \mathbb{R}^3$ background (1.3). We note that there is also a non-zero gauge field which in the near extremal limit is

$$A_r = -\frac{1}{2\sqrt{2}Q\xi^2} \left(1 - \frac{\xi^2}{\xi_0^2}\right).$$

(5.1)

Of course as it has been pointed out in [16] it plays no role in what follows.

Gauge field

Consider small fluctuations of the gauge field in $x$-direction on the near extremal background (1.3). The corresponding equation of motion can be read from (2.8)

$$\xi \partial_\xi \left[ \xi \left(1 - \frac{\xi^2}{\xi_0^2}\right) a'_x(\xi) \right] - \left[4 - \frac{\omega^2\xi^2}{\left(1 - \frac{\xi^2}{\xi_0^2}\right)}\right] a_x(\xi) = 0. \quad (5.2)$$

The most general solution satisfying the ingoing boundary condition at the horizon, up to a normalization constant, is

$$a_x(\xi) = \xi^2(\xi^2 - \xi_0^2)^{-i\xi_0\omega/2} {}_2F_1 \left(2 - \frac{i\omega\xi_0}{2}, 1 - \frac{i\omega\xi_0}{2}, 1 - i\omega\xi_0, 1 - \frac{\xi^2}{\xi_0^2}\right). \quad (5.3)$$
Using the asymptotic behavior of the hypergeometric function near $\xi \to 0$ one finds

$$a_x(\xi) \bigg|_{\xi \to 0} \approx \frac{A(\omega)}{\xi^2} + B(\omega)\xi^2$$

(5.4)

where

$$A(\omega) = \frac{\xi_0^4 (\xi_0 - i\xi_0\omega) \Gamma(1 - i\xi_0\omega)}{\Gamma(1 - i\xi_0\omega/2) \Gamma(2 - i\xi_0\omega/2)},$$

$$B(\omega) = \frac{\omega A(\omega)}{16\xi_0^3} \left[ 4i + 2\xi_0\omega + 2i\xi_0^2\omega^2 - \left( \xi_0\omega + \frac{\xi_0^3\omega^3}{4} \right) \left( -3 + 4\gamma + 2\psi \left( 1 - \frac{i\xi_0\omega}{2} \right) + 2\psi \left( 2 - \frac{i\xi_0\omega}{2} \right) \right) \right],$$

where $\gamma$ is Euler number and $\psi(x)$ function is defined by $\psi(x) = \frac{d\log \Gamma(x)}{dx}$. From these expressions the retarded Green’s function at leading order in $\omega$ is

$$G_a(\omega) \approx \frac{i\omega}{4\xi_0^3} = 2i\omega(\pi T)^3.$$  

(5.5)

**Scalar field**

Consider a charged scalar field in the near horizon geometry of the extremal dilatonic two-charge black hole. The corresponding metric is given by (1.3) for $\xi_0 \to \infty$. The equation of motion of the scalar field is

$$\xi^3 \partial_\xi [\xi^{-1} \phi'(\xi)] + \left( \omega^2 \xi^2 - \frac{k^2}{2Q^2} \right) \phi(\xi) = 0.$$  

(5.6)

It is important to note that in the present case the electric field approaches zero in the near horizon limit [16] and therefore it has no contribution in the above equation.

The general solution to the above equation is

$$\phi(\xi) = \xi \left[ C_{\nu}(\omega\xi) + D Y_{\nu}(\omega\xi) \right], \quad \nu \equiv \sqrt{1 + \frac{k^2}{2Q^2}}.$$  

(5.7)

Imposing the ingoing boundary condition (a proper regularity condition at $\xi \to \infty$) one gets $D = iC$. Moreover from the near boundary ($\xi \to 0$) analysis of the equation (5.6) one finds that independent solutions on the boundary are

$$\phi(\xi) \bigg|_{\xi \to 0} \sim \xi^{1+\nu}.$$  

(5.8)
Reading off the coefficients from the exact solution, near the boundary one arrives at

$$\phi(\xi) \bigg|_{\xi \to 0} \simeq c_1 \xi \left[ \frac{1 + i \cot \pi \nu}{\Gamma(1 + \nu)} \left( \frac{\omega \xi}{2} \right)^\nu - \frac{i}{\Gamma(1 - \nu) \sin \pi \nu} \left( \frac{\omega \xi}{2} \right)^{-\nu} \right] ,$$  \hspace{1cm} (5.9)

and thus the retarded Green’s function reads

$$G_\phi(\omega) = -e^{-i\pi \nu} \frac{\Gamma(1 - \nu)}{\Gamma(1 + \nu)} \left( \frac{\omega}{2} \right)^{2\nu} .$$  \hspace{1cm} (5.10)

It is important to note that the scaling exponent $\nu$ is always a positive real number. Therefore unlike the RN AdS case, the system should be stable. It is worth to recall that in the RN AdS case due to the contribution of the electric field the scaling exponent could be imaginary leading to an instability. This is because in this case the scalar field on the AdS$_2$ geometry becomes tachyonic.

In the near extremal case the equation of motion of the scalar field is

$$\xi^3 \partial_\xi \left[ \xi^{-1} \left( 1 - \frac{\xi^2}{\xi_0^2} \right) \phi(\xi) \right] + \left[ \frac{\omega^2 \xi^2}{(1 - \xi^2)} - \frac{k^2}{2Q^2} \right] \phi(\xi) = 0 ,$$  \hspace{1cm} (5.11)

whose general solution is

$$\phi = C_1 \xi^{1 - \nu} (\xi^2 - \xi_0^2)^{\xi_0 \omega/\xi^2}_2 F_1 \left( \frac{i \omega \xi_0}{2} + \frac{1}{2} - \frac{\nu}{2}, \frac{i \omega \xi_0}{2} + \frac{1}{2} - \frac{\nu}{2}, 1 - \nu, \frac{\xi^2}{\xi_0^2} \right) + C_2 \xi^{1 + \nu} (\xi^2 - \xi_0^2)^{\xi_0 \omega/\xi^2}_2 F_1 \left( \frac{i \omega \xi_0}{2} + \frac{1}{2} + \frac{\nu}{2}, \frac{i \omega \xi_0}{2} + \frac{1}{2} + \frac{\nu}{2}, 1 + \nu, \frac{\xi^2}{\xi_0^2} \right) ,$$  \hspace{1cm} (5.12)

where $\nu^2 = 1 + \frac{k^2}{2Q^2}$. Imposing ingoing boundary condition at the horizon one finds a relation between $C_1$ and $C_2$ which can be used to obtain the retarded Green’s function as follows

$$G_\phi(\omega) = -(2\pi T)^{-2\nu} \Gamma(1 - \nu) \Gamma^2 \left( \frac{1 - i\omega/2\pi T + \nu}{2} \right) \Gamma^2 \left( \frac{1 + i\omega/2\pi T - \nu}{2} \right) .$$  \hspace{1cm} (5.13)
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