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Abstract—Despite significant advances on distributed continuous-time optimization of multi-agent networks, there is still lack of an efficient algorithm to achieve the goal of distributed optimization at a pre-specified time. Herein, we design a specified-time distributed optimization algorithm for connected agents with directed topologies to collectively minimize the sum of individual objective functions subject to an equality constraint. With the designed algorithm, the settling time of distributed optimization can be exactly predefined. The specified selection of such a setting time is independent of not only the initial conditions of agents, but also the algorithm parameters and the communication topologies. Furthermore, the proposed algorithm can realize specified-time optimization by exchanging information among neighbors only at discrete sampling instants and thus reduces the communication burden. In addition, the equality constraint is always satisfied during the whole process, which makes the proposed algorithm applicable to online solving distributed optimization problems such as economic dispatch. For the special case of undirected communication topologies, a reduced-order algorithm is also designed. Finally, the effectiveness of the theoretical analysis is justified by numerical simulations.
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I. INTRODUCTION

Over the past few years, we have witnessed tremendous progress on distributed optimization of multi-agent networks (MANs) [1], [2], owing partly to its potential applications in various engineering fields such as distributed sensor networks, smart grid, and multiple robots. The objective of distributed optimization over MANs is to minimize the group objective function by designing only local information-based algorithm for each agent [1].

In existing literature, various algorithms have been proposed to solve distributed optimization problems in MANs [3]–[11]. Among these, considerable quantity of algorithms are developed under iterative calculation scheme, such as the distributed subgradient descent algorithm [3], the distributed primal-dual algorithm [4], the push-sum based algorithms [5], the push-pull based algorithm [6], the distributed hierarchical algorithm [7], [8], etc. Noticing that many practical systems operate in continuous-time, the other category of algorithms are developed under continuous-time updating scheme, such as the distributed continuous-time PI algorithm [9], the zero-gradient-sum algorithm [10], [11], just to name a few.

All the above-mentioned discrete-time and continuous-time algorithms converge to the optimal solutions asymptotically. However, in some practical applications such as energy resource allocation, fast and time-critical responses are required [2]. Therefore, developing distributed algorithms which are able to reach optimal solutions in finite time is highly desirable. There are several available results about distributed finite-time optimization, where the discrete-time algorithms are developed mainly based on the finite-time consensus technique [12], [13], and the continuous-time algorithms are designed using the finite-time stability theory [14]. It is worth noticing that the aforementioned discrete-time algorithms are only applicable to quadratic cost functions; and the upper bounds of the settling times of the aforementioned continuous-time algorithms depend on initial conditions of the MANs. In [15], [16], the authors step further to develop distributed fixed-time optimization algorithms which enable the upper bounds of settling times independent of initial conditions, which yields the advantage that the upper bounds of settling times can be preassigned even if the information of initial conditions is unavailable to the agents.

From the above discussions, it can be observed that convergence rate and settling time are significant performance indexes to be concerned about. This motivates us to develop specified-time distributed optimization of MANs. Note that such an optimization problem is quite different from fixed-time optimization. The latter only requires pre-estimation of the upper bound of the settling time, which is conservative to certain degree, while the former requires precisely pre-determination of the settling time. In this paper, we aim to solve the specified-time distributed convex optimization subject to equality constraint under sampled-data communications with general directed topologies. A novel design strategy is established, under which the equality constraint is satisfied during the whole process, and the settling time is independent of not only the initial conditions, but also the algorithm parameters and communication topologies. For the special case of undirected topologies, a reduced-order algorithm is also designed. The main contributions of this paper are at...
least three folds. Firstly, different form existing results on finite-time and fixed-time optimization [14]–[16], the settling time in this paper is no longer conservative but can be precisely preassigned according to practical demand. Moreover, compared to existing results on fixed-time optimization [15], [16] where the bound of settling time depends on algorithm parameters and communication topologies, the settling time in this paper can be determined independently, which is more convenient for real-world applications. Secondly, unlike related results in [14]–[16], the proposed algorithm requires the information from neighbouring nodes only at discrete sampling instants rather than for the whole time interval, which reduces communication burden and thus the communication cost of the MANs. Thirdly, different from [15] only considering undirected topologies, the design structure established in this paper ensures that the equality constraint is satisfied during the whole process even if the communication topology is directed, which makes the proposed algorithm able to online solving distributed optimization problems such as economic dispatch for general directed multi-agent systems.

The remainder of the paper is summarized as follows. In Section III preliminaries are provided and the problem is formulated. Section III presents the specified-time distributed optimization algorithm design for directed MANs, and the special case of undirected topologies is investigated in Section IV. In Section V numerical simulations are conducted to validate the theoretical analysis, and the results show the advantages of the specified-time convergent algorithms. Finally, the paper is concluded in Section VI.

Notation. Symbol ⊗ denotes the Kronecker product. Symbol $\| \cdot \|$ represents the Euclidian norm. Symbols $\mathbb{R}$, $\mathbb{N}$ and $\mathbb{N}^+$ respectively denote the sets of real numbers, non-negative integers and positive integers. $\mathbf{1}$ denotes a column vector with all entries being 1. $\nabla f(\cdot)$ and $\nabla^2 f(\cdot)$ represent the gradient and the Hessian matrix of the function $f(\cdot)$, respectively. For a real and symmetric matrix $A$, write $A \succeq 0$ ($A \preceq 0$) if $A$ is positive (negative) semi-definite.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries

The underlying interaction graph of a MAN containing $n$ agents can be represented by a directed graph $G(V,E)$ with the node (agent) set $V=\{1,\cdots,n\}$ and the edge (communication link) set $E\subseteq V \times V$. An edge $(i,j)\in E$ represents that node $j$ can receive information from node $i$. A path from node $i_1$ to node $i_l$ is a sequence of ordered edges of the form $(i_k,i_{k+1}), k=1,\cdots,l-1$. Graph $G$ is called strongly connected if for any node, there exist paths to all other nodes.

The adjacency matrix $A=[a_{ij}]\in \mathbb{R}^{n \times n}$ of graph $G$ is defined as $a_{ii}=0$, $a_{ij}=1$ if $(j,i)\in E$ and 0 otherwise. The Laplacian matrix $L=[l_{ij}]\in \mathbb{R}^{n \times n}$ of graph $G$ is defined as $l_{ii}=\sum_{j=1}^{n}a_{ij}$ and $l_{ij}=-a_{ij}, i \neq j$. Define the in-degree matrix $D=\text{diag}\{d_1^{\text{in}},\cdots,d_n^{\text{in}}\}$ with $d_i^{\text{in}}=\sum_{j=1}^{n}a_{ij}$ denoting the in-degree of agent $i$. Then, the Laplacian matrix $L$ can be rewritten as $L=D-A$. Obviously, $L\mathbf{1}=0$. Moreover, for a strongly connected graph, zero is a simple eigenvalue of the Laplacian matrix and all the other eigenvalues lie in the right plane [17].

Similarly, define $L_\Omega=D_\Omega-A$, where $D_\Omega=\text{diag}\{d_1^{\text{out}},\cdots,d_n^{\text{out}}\}$ with $d_i^{\text{out}}=\sum_{j=1}^{n}a_{ij}$ denoting the out-degree of agent $i$. Obviously, $\Omega^T L_\Omega=0$. Note that $L_\Omega^T$ can be viewed as the Laplacian matrix of graph $G'=(V,E')$, where $E'=\{(i,j)\mid (j,i)\in E\}$. Thus, graph $G'$ is strongly connected if and only if graph $G$ is strongly connected. Clearly, if $G$ is undirected, $L_\Omega=L$.

The following lemma is commonly known in matrix theory.

Lemma 1: For a symmetric matrix $A\in \mathbb{R}^{n \times n}$, denote the eigenvalues of $A$ by $\lambda_1,\cdots,\lambda_n$ satisfying $\lambda_1\leq\cdots\leq\lambda_n$. Then, $y^T Ay\geq\lambda_1 y^T y, \ \forall y\in\{y\mid y^T v_j=0,j=1,\cdots,i-1\}, \ i=1,\cdots,n$, where $v_j$ is the eigenvector of $A$ associated with the eigenvalue $\lambda_j$.

B. Problem formulation

The MAN is assumed to contain $n$ agents where the state of agent $i (i=1,\cdots,n)$ at time $t$ is denoted as $x_i(t)\in \mathbb{R}^n$. Define $x(t)=[x_1(t),\cdots,x_n(t)]^T$. Herein, the optimization objective is to minimize the sum of $n$ local objective functions $f_i(x_i)$ at a pre-specified time $T_c$ ($T_c>0$) subject to a global equality constraint $\sum_{i=1}^{n}x_i(t)=\sum_{i=1}^{n}x_i(0)=C$ with $x_i(0)$ being the initial value of agent $i$ and $C$ being a given real scalar.

Denote $x^*\in \mathbb{R}^n$ the minimum of the following time-invariant optimization problem

$$\min_{x} f(x) = \min_{x} \sum_{i=1}^{n} f_i(x_i),$$

subject to $\sum_{i=1}^{n} x_i = \sum_{i=1}^{n} x_i(0) = C$.

The following assumption ensures the existence and uniqueness of $x^*$.

Assumption 1: The objective function $f_i(\cdot)$ $(i=1,\cdots,n)$ is strongly convex such that $\nabla^2 f_i(\cdot) \succeq l_0$ with $l_0$ a given positive real number. Moreover, the gradient of function $f_i$ is Lipschitz continuous, i.e., there exists a positive constant $l$, such that $\|\nabla f(a) - \nabla f(b)\| \leq l|a-b|$ for any $a,b \in \mathbb{R}^n$.

Moreover, applying the method of Lagrange multiplier, one can obtain that $x^*$ satisfies $\nabla f(x^*) = -\lambda^* 1$ with $\lambda^* \in \mathbb{R}$ denoting the optimal Lagrange multiplier, which further implies that

$$L \nabla f(x^*) = 0, L_\Omega^T \nabla f(x^*) = 0. \quad (1)$$

Then, the problem investigated in this paper can be stated as follows.

Problem 1: For the MAN with underlying interaction graph $G$, design a distributed algorithm such that the MAN state $x(t)$ converges to $x^*$ at the pre-specified time $T_c$, while satisfies

$$\sum_{i=1}^{n} x_i(t) = \sum_{i=1}^{n} x_i(0) = C, \forall t \in [0,T_c]. \quad (2)$$

III. SPECIFIED-TIME DISTRIBUTED OPTIMIZATION FOR DIRECTED MANs

In this section, we consider the distributed algorithm design under general directed graph. To solve the specified-time distributed optimization problem with the global equality
constraint, we design the following continuous-time algorithm for agent \(i = 1, \ldots, n\) based on sampled-data communication:

\[
x_i(t) = x_i(0) - a_{iout}^i \xi_i(t_k) + \sum_{j=1}^{n} a_{ij} \xi_j(t_k),
\]

\[
\dot{\xi}_i(t) = -\frac{\beta}{t_{k+1} - t_k} (d_{i}^{in} \psi_i(t_k) - \sum_{j=1}^{N} a_{ji} \psi_j(t_k)),
\]

\[
\dot{\psi}_{im}(t) = -\frac{1}{(t_{k+1} - t_k)} \frac{d}{dx_m}(x_m(t_k)) \left( \sum_{j=1}^{n} a_{ij} \psi_{jm}(t_k) - \psi_{jm}(t_k) + a_{im} \psi_{im}(t_k) - \frac{d_{m}}{dx_m}(x_m(t_k)) \right),
\]

\forall t \in [t_k, t_{k+1}), \ k \in \mathbb{N}, \ m = 1, \ldots, n.

(3)

where \(\xi_i\) is an auxiliary variable of agent \(i\), \(\psi_{im}\) denotes the constant of \(\frac{d_{m}}{dx_m}(x_m)\) by agent \(i\), \(\beta\) is a small positive constant to be determined later, \(\xi_i(0) = 0, \psi_{im}(0) = 0\), and \(t_k\) denotes the \(k\)-th sampled instant. To achieve convergence at the specified time \(T_c\), the following sampled instants are designed:

\[
t_k = \left\{ \begin{array}{ll}
\sum_{i=1}^{k} t_i, & k \in \mathbb{N}^+, \\
0, & k = 0.
\end{array} \right.
\]

(4)

where

\[
T_c = \frac{6}{(\pi k)^2} T_e, \quad k \in \mathbb{N}^+.
\]

(5)

Define \(\psi_i(t) = [\psi_{i1}(t), \ldots, \psi_{in}(t)]^T \in \mathbb{R}^n\). Then, \(\psi_i(t)\) can be viewed as the estimation of gradient \(\nabla f(x(t))\) by agent \(i\). Under the proposed algorithm (3), agent \(i\) requires the information of \(\xi_j, \frac{d_{j}}{dx_j}(x_j)\), and \(\psi_j\) from its in-neighbor \(j\) at sampling time \(t_k\), \(k \in \mathbb{N}\). Note that the second equation of (3) does not require information exchange among neighboring agents, since \(\psi_{i1}, \ldots, \psi_{in}\) are local information of agent \(i\).

**Lemma 2:** Under the proposed algorithm (3), the equality constraint (2) in Problem (1) is always satisfied.

**Proof:** Define \(\xi(t) = [\xi_1(t), \xi_2(t), \ldots, \xi_n(t)]^T \in \mathbb{R}^n\). Then, the compact form of the agent states can be written as

\[
x(t) = x(0) - L_C \xi(t_k), \quad t \in [t_k, t_{k+1}), \ k \in \mathbb{N}.
\]

(6)

Noting that \(1^T L_C = 0\), one has \(1^T x(t) = 1^T x(0) = C, \forall t \geq 0\).

**Remark 3.1:** In (3), to meet the global equality constraint during the whole process, the auxiliary variable \(\xi(t)\) is introduced and the design structure \(x(t) = x(0) - L_C \xi(t_k)\) is established. Under this framework, the problem of searching \(x^*\) can be reformulated as the problem of finding the minimum of the composite function \(f(x(0) - L_C^T \xi)\) about \(\xi\). To achieve this goal through the gradient descent method, the information \(L_C^T \nabla f(x)\) is required in the design of \(\xi\), i.e., agent \(i\) requires the value \(\frac{d_{j}}{dx_j}(x_j)\) of its out-neighbor \(j\), which however, cannot be obtained, since an agent can only receive information from its in-neighbors. To overcome this difficulty, in (3), observers are designed for each agent to estimate the gradient \(\nabla f(x)\), such that the auxiliary variable of each agent can update based on its local information.

Integrating (3) from \(t_k\) to \(t_{k+1}\) yields

\[
\xi_i(t_{k+1}) = \xi_i(t_k) + \beta (d_{i}^{in} \psi_i(t_k) - \sum_{j=1}^{N} a_{ji} \psi_j(t_k)),
\]

\[
\psi_{ij}(t_{k+1}) = \psi_{ij}(t_k) - \frac{1}{d_{i}^{in}} \sum_{j=1}^{m} a_{im} \psi_{jm}(t_k)
\]

(7)

- \psi_{mj}(t_k) + a_{ij} \psi_{ij}(t_k) - \frac{d_{j}}{dx_j}(x_j(t_k)))

\[
\psi_{im}(t_{k+1}) = \psi_{im}(t_k) + \frac{1}{(t_{k+1} - t_k)} \frac{d}{dx_m}(x_m(t_k)) \left( \sum_{j=1}^{n} a_{ij} \psi_{jm}(t_k) - \psi_{jm}(t_k) + a_{im} \psi_{im}(t_k) - \frac{d_{m}}{dx_m}(x_m(t_k)) \right),
\]

\forall t \in [t_k, t_{k+1}), \ k \in \mathbb{N}, \ m = 1, \ldots, n.

Define \(\xi = [\xi_1, \ldots, \xi_n]^T \in \mathbb{R}^n\), \(\psi = [\psi_1^T, \ldots, \psi_n^T]^T \in \mathbb{R}^{n^2}\). Then, (7) can be rewritten as

\[
\xi(t_{k+1}) = \xi(t_k) + \beta \hat{L}_0 \psi(t_k),
\]

\[
\psi(t_{k+1}) = \psi(t_k) - (\Gamma (L_C \otimes I_n + A_d)) \psi(t_k) - 1_n \otimes \nabla f(x(t_k))
\]

(8)

where \(\hat{L}_0 = \text{diag} \{ (L_C^T)^1, \ldots, (L_C^T)_n \} \) with \((L_C^T)_i\), denoting the \(i\)-th row of the matrix \(L_C^T\), and

\[
\Gamma = \text{diag} \{ \frac{1}{a_{11} + a_{11}}, \ldots, \frac{1}{d_{11} + a_{11}}, \frac{1}{a_{21} + a_{21}}, \ldots, \frac{1}{a_{22} + a_{22}}, \ldots, \frac{1}{d_{m} + a_{mn}} \} \in \mathbb{R}^{n^2 \times n^2},
\]

\[
A_d = \text{diag} \{ a_{11}, \ldots, a_{1n}, a_{21}, \ldots, a_{2n}, \ldots, a_{nn} \} \in \mathbb{R}^{n^2 \times n^2}.
\]

Define the estimation error

\[
e_{\psi}(t) = \psi(t) - 1_n \otimes \nabla f(x(t)).
\]

(9)

Then, the iteration of \(e_{\psi}\) can be given by

\[
e_{\psi}(t_{k+1}) = \psi(t_k) - (\Gamma (L_C \otimes I_n + A_d)) e_{\psi}(t_k) - 1_n \otimes \nabla f(x(t_{k+1}))
\]

(10)

\[
= M e_{\psi}(t_k) - 1_n \otimes (\nabla f(x(t_{k+1})) - \nabla f(x(t_k)))
\]

where \(M = I_{2n} - (\Gamma (L_C \otimes I_n + A_d))\). If the graph \(G\) is strongly connected, one can derive that \(M\) is a Schur matrix, and there exists a symmetric positive definite matrix \(W\), such that \(M^T W M - W = -I_{2n}\).

By the definition of \(e_{\psi}\), we have

\[
\xi(t_{k+1}) = \xi(t_k) + \beta \hat{L}_0 (1_n \otimes \nabla f(x(t_k))) + e_{\psi}(t_k)
\]

(11)

\[
= \xi(t_k) + \beta \hat{L}_0 \nabla f(x(t_k)) + \beta \hat{L}_0 e_{\psi}(t_k)
\]

where we have used the fact that \(\hat{L}_0 (1_n \otimes \nabla f(x)) = L_C^T \nabla f(x)\) to obtain the last equality.

Now we are ready to present the main result of this section.

**Theorem 1:** Suppose that Assumption (1) holds, and graph \(G\) is strongly connected. Then, the distributed algorithm (3), (4) and (5) solves Problem (1) if

\[
\beta \leq \min \left\{ \frac{1}{2 \| L_C \| ^2 (1 + 4 b^2 \| L_C \| ^2 + 2 l \| L_C \| ^2)}, \frac{1}{4 (2 b^2 \| L_C \| ^2 + l \| L_C \| ^2) \cdot 1} \right\},
\]

(12)

where \(b = (2 \| M^T W \| ^2 + \| W \| _{F} n)\).

**Proof:** Consider the Lyapunov function

\[
V(t) = e_{\psi}^T(t) W e_{\psi}(t) + f(x(t)) - f(x^*)
\]

(13)
Then,

\[
V(t_{k+1}) - V(t_k) = e^T_{\psi}(t_{k+1}) W e_{\psi}(t_{k+1}) - e^T_{\psi}(t_k) W e_{\psi}(t_k) + f(x(t_{k+1})) - f(x(t_k)).
\]  

(14)

It is not difficult to calculate that

\[
e^T_{\psi}(t_{k+1}) W e_{\psi}(t_{k+1}) - e^T_{\psi}(t_k) W e_{\psi}(t_k) = e^T_{\psi}(t_k) (M^T W M - W) e_{\psi}(t_k)
\]

\[\]

\[
-2 \| e_{\psi}(t_k) \|^2 + \| M^T W \| \| \nabla f(x(t_{k+1})) - \nabla f(x(t_k)) \| \]

\[\]

\[
+ l^2 \| \nabla f(x(t_{k+1})) - \nabla f(x(t_k)) \|^2.
\]

(15)

where we have used

\[
2 \| e_{\psi}(t_k) \| \| M^T W \| \| \nabla f(x(t_{k+1})) - \nabla f(x(t_k)) \|
\]

\[\]

\[
\leq \frac{1}{2} \| e_{\psi}(t_k) \|^2 + b \| \nabla f(x(t_{k+1})) - \nabla f(x(t_k)) \|^2.
\]

(16)

to obtain the last inequality. Under Assumption 1, we have

\[
\| \nabla f(x(t_{k+1})) - \nabla f(x(t_k)) \|^2
\]

\[\]

\[
\leq \| x(t_{k+1}) - x(t_k) \|^2
\]

\[\]

\[
\leq \| \xi(t_{k+1}) - \xi(t_k) \|^2
\]

\[\]

\[
= \beta^2 \| \xi(t_k) \|^2 \left( \| \Delta f(x(t_k)) - \hat{\xi} e_{\psi}(t_k) \|^2 + \| \hat{\xi} \|^2 \right).
\]

(17)

Substituting (16) into (15) yields

\[
e^T_{\psi}(t_{k+1}) W e_{\psi}(t_{k+1}) - e^T_{\psi}(t_k) W e_{\psi}(t_k)
\]

\[\]

\[
\leq -\frac{1}{2} \| e_{\psi}(t_k) \|^2 + 2 \beta^2 \| \xi(t_k) \|^2 \left( \| \Delta f(x(t_k)) - \hat{\xi} e_{\psi}(t_k) \|^2 + \| \hat{\xi} \|^2 \right).
\]

(18)

around \( f(x(t_k)) \) and obtain the following inequality:

\[
f(x(t_{k+1})) - f(x(t_k)) - \beta \nabla f(x(t_k)) \| \hat{\xi} e_{\psi}(t_k) \|
\]

\[\]

\[
\leq \beta \| \nabla f(x(t_k)) \|^2 + \| \hat{\xi} \|^2 \| e_{\psi}(t_k) \|^2
\]

(19)

to obtain the last inequality.

Substituting (17) and (18) into (14) yields

\[
V(t_{k+1}) - V(t_k)
\]

\[\]

\[
\leq -\frac{1}{2} \| e_{\psi}(t_k) \|^2 - \beta^2 \| \xi(t_k) \|^2 \left( \| \Delta f(x(t_k)) - \hat{\xi} e_{\psi}(t_k) \|^2 + \| \hat{\xi} \|^2 \right).
\]

(20)

Noting that \( \beta \) satisfies (12), we can obtain that

\[
V(t_{k+1}) - V(t_k)
\]

\[\]

\[
\leq -\frac{1}{4} \| e_{\psi}(t_k) \|^2 - \beta \| \nabla f(x(t_k)) \|^2,
\]

(21)

which shows that \( V(t_{k+1}) \leq V(t_k), \quad \forall k \in \mathbb{N} \). Next, we will analyse the convergence rate of the Lyapunov function. From the convex property of function \( f(x) \), one has

\[
f(x(t_k)) \leq f(x^*) + \nabla f(x^*)^T (x(t_k) - x^*)
\]

\[\]

\[
= f(x^*) - \nabla f(x(t_k))^T \xi(t_k) - \xi^*,
\]

(22)

where \( \xi^* \in \mathbb{R}^n \) is a constant vector which satisfies \( x^* = (0) - \Delta f(x(t_k)) \). Define \( v_1 \) the right unit eigenvector of \( \Delta f \) corresponding to the zero eigenvalue, i.e., \( \Delta f v_1 = 0 \) and \( v_1^T v_1 = 1 \). Define a set of unit vectors \( v_2, \cdots, v_n \) which form a normal orthonormal basis together with \( v_1 \). Then, there exist a set of real numbers \( b_1, b_2, \cdots, b_n \) at \( t_k \) such that

\[
\xi(t_k) - \xi^* = \sum_{i=1}^{n} b_i(t_k) v_i.
\]

(23)
Substituting (22) into (21) yields
\[
\begin{align*}
  f(x(t_k)) - f(x^*) & 
  \leq -\nabla^T f(x(t_k))\mathcal{L}_0 \sum_{i=2}^{n} b_i(t_k)v_i \\
  & \leq \left\| \nabla^T f(x(t_k))\mathcal{L}_0 \right\| \left\| \sum_{i=2}^{n} b_i(t_k)v_i \right\|.
\end{align*}
\]
Equation (23) can be obtained from Assumption 1. Combining (23) and (24), we can obtain
\[
\begin{align*}
  \nabla^T f(x^*)(x(t_k) - x^*) & = -\nabla^T f(x^*)\mathcal{L}_0(\xi(t_k) - \xi^*).
\end{align*}
\]

Note that
\[
\nabla^T f(x^*)(x(t_k) - x^*) = -\nabla^T f(x^*)\mathcal{L}_0(\xi(t_k) - \xi^*) = 0.
\]

Then,
\[
\begin{align*}
  f(x(t_k)) - f(x^*) & \geq l_0 \left\| x(t_k) - x^* \right\|^2 \\
  & = \frac{l_0}{2} \left\| \mathcal{L}_0 \sum_{i=2}^{n} b_i(t_k)v_i \right\|^2 \\
  & \geq \frac{l_0}{2} \lambda_2(\mathcal{L}_0^T\mathcal{L}_0) \left\| \sum_{i=2}^{n} b_i(t_k)v_i \right\|^2,
\end{align*}
\]
which gives
\[
\begin{align*}
  \nabla^T f(x^*) \mathcal{L}_0 & \geq \frac{l_0}{2} \lambda_2(\mathcal{L}_0^T\mathcal{L}_0) (f(x(t_k)) - f(x^*)).
\end{align*}
\]

Substituting (25) into (20) yields
\[
\begin{align*}
  V(t_{k+1}) - V(t_k) & \leq -\frac{1}{4} \left\| e(t_k) \right\|^2 - \beta \lambda_0 \frac{\lambda_2(\mathcal{L}_0^T\mathcal{L}_0)}{8} (f(x(t_k)) - f(x^*)) \\
  & \leq -\varepsilon V(t_k)
\end{align*}
\]
with
\[
\varepsilon = \min\left\{ \frac{1}{4\left\| W \right\|}, \frac{\beta \lambda_0 \lambda_2(\mathcal{L}_0^T\mathcal{L}_0)}{8} \right\}.
\]

Then, one can obtain that $V(t_k) \leq (1 - \varepsilon)^k V(0)$, and thus
\[
\lim_{k \to \infty} f(x(t_k)) = f(x^*).
\]

From (5), one can calculate that $\sum_{k=1}^{\infty} T_k = T_s$. The above analysis indicates that $f(x(t_k)) = f(x^*)$, which means that $x$ will converge to the optimal value at the specific time $T_s$ under the proposed algorithm. Recalling Lemma 2, one can conclude that the proposed algorithm (3, 4) solves Problem 1.

**Remark 3.2:** Unlike the existing results on fixed-time distributed optimization [15], [16] that only the upper bound of the settling time can be conservatively estimated, the exact settling time can be precisely pre-specified in this paper by using the sampling interval sequence (5), which is inspired by the motion-planning-based specified-time consensus protocol in [18]. Moreover, different from [15], [16] where the upper bound of the settling time depends on algorithm parameters and communication topologies, the settling time in this paper can be determined independently, since it is totally decoupled with the algorithm parameters and communication topologies, which is a significant improvement for practical applications.

**Remark 3.3:** From the proof of Theorem 1, one can observe that the design of the sequence of sampling time instants is not unique. Under the proposed framework, the only requirement about the sampling interval sequence is that the corresponding series converges to $T_s$, i.e., $\sum_{k=1}^{\infty} T_k = T_s$. For example, the sampling interval sequence can be also arranged as $\sum_{k=1}^{\infty} T_k = T_s(1 - b)^{k-1}$ with $b \in (0, 1)$ being a constant, which corresponds to the well-known power series. Note that $\lim_{k \to \infty} T_k = 0$ is a necessary condition for the series $\sum_{k=1}^{\infty} T_k$ to be convergent. The sampling interval sequence whose series is convergent will induce Zeno behavior, since infinite times of sampling happen in a finite time interval, and the sampling interval tends to zero at the ending phase. However, it should be clarified that even in such a case, a significant improvement is still achieved from the perspective of communications, compared with the existing fixed-time distributed optimization algorithms in [15], [16] which require continuous-time neighboring information during the whole process.

Next, we will show how to modify the sampling interval sequence to avoid Zeno behavior, such that the distributed optimization algorithm can be implemented into practical discrete-time communicating networked systems. One can modify the sampling interval sequence as follows:
\[
T_k = \begin{cases} 
  \frac{6}{(\varepsilon k + 1)(k + 2, \cdots),} & k = 1, \cdots, \ell, \\
  \varepsilon, & k = \ell + 1, k_0 + 2, \cdots.
\end{cases}
\]

where $\varepsilon$ is a small positive constant, and $k_0$ is a sufficiently large positive integer, which will affect the convergence accuracy. In (28), periodical sampling is taken to replace the previous sampling interval after $k_0$ times of sampling. Therefore, $T_k$ defined in (28) will no longer converge to zero and thus the Zeno behavior is avoided.

**Corollary 1:** Suppose that Assumption 1 holds, and graph $\mathcal{G}$ is strongly connected. Then, the distributed algorithm (3),
and (28) approximately solves Problem 1 with the convergence accuracy
\[
f(x(T_k)) - f(x^*) \leq (1 - \varepsilon)^k (e_{\theta}(0)^T W e_{\theta}(0) + f(x(0)) - f(x^*))
\]
if \( \beta \) satisfies inequality (12).

**Remark 3.4:** To avoid Zeno behavior, a modified sampling time interval is proposed in (28), which makes the proposed algorithm able to be implemented into practical discrete-time communicating networked systems. Inequality (29) reveals that the convergence accuracy depends on the total steps of sampling within the specified time interval. Although the algorithm will no longer accurately converge to the optimal point at the specified time, one can always properly arrange the sampling interval sequence according to (28) with the total steps of sampling big enough, such that the convergence precision of the proposed algorithm can meet the practical demands.

**IV. Specified-time distributed optimization for undirected MANs**

In Section III a specified-time distributed optimization algorithm has been proposed for general directed MANs. A design structure is established to meet the global equality constraint, under which each agent updates its auxiliary variable based on the estimated derivations of the local objective functions of its out-neighbors to make its own state converge to the optimal value.

In the special case of undirected MANs, the Laplacian matrix is symmetric, and the out-neighbors of an agent are also the in-neighbors of the agent. Under this circumstance, it is natural to use the neighbouring information directly rather than the estimated one, such that the observer design can be removed and the computational cost can be greatly reduced. In view of this, we design the following reduced-order continuous-time algorithm based on sampled-data communication:

\[
x_i(t) = x_i(0) - \sum_{j=1}^{n} a_{ij} (\xi_j(t_k) - \xi_j(t_{k-1})),
\]

\[
\dot{\xi}_i(t) = \frac{\beta}{t_{k+1} - t_k} \sum_{j=1}^{n} a_{ij} \left( \frac{df_i}{dx_i}(x_i(t_k)) - \frac{df_j}{dx_j}(x_j(t_k)) \right),
\]

\[
t \in [t_k, t_{k+1}), k \in \mathbb{N},
\]

which can be collectively rewritten as

\[
\xi(t_{k+1}) - \xi(t_k) = \beta L \nabla f(x(t_k)).
\]

Then, one can obtain the following inequality similar to (18):

\[
f(x(t_{k+1})) - f(x(t_k)) \leq \nabla^T f(x(t_k)) (x(t_{k+1}) - x(t_k)) + \frac{l}{2} (x(t_{k+1}) - x(t_k))^T L (x(t_{k+1}) - x(t_k))
\]

\[
\leq -\beta \|L \nabla f(x(t_k))\|^2 + \frac{l \beta^2}{2} \|L\|^2 \|L \nabla f(x(t_k))\|^2
\]

\[
\leq -\frac{\beta}{2} \|L \nabla f(x(t_k))\|^2.
\]

Similar to (25), one has

\[
\|L \nabla f(x(t_k))\|^2 \geq \frac{l_0 \lambda^2_2(L)}{2} (f(x(t_k)) - f(x^*)),
\]

where \( \lambda_2(L) \) denotes the minimal non-zero eigenvalue of \( L \).

Combining (32) and (33), one has

\[
f(x(t_{k+1})) - f(x(t_k)) \leq \frac{\beta l_0 \lambda^2_2(L)}{4} (f(x(t_k)) - f(x^*))
\]

Then, it is clear that

\[
f(x(t_k)) - f(x^*) \leq \left( 1 - \frac{\beta l_0 \lambda^2_2(L)}{4} \right)^k (f(x(0)) - f(x^*))
\]

from which one can derive that \( \lim_{k \to \infty} f(x(t_k)) = f(x^*) \). Then, taking similar steps as in the proof of Theorem 1, one has \( f(x(T_k)) = f(x^*) \). Recalling (31), one can conclude that Problem 1 is solved.

**Corollary 2:** Suppose that Assumptions 1 holds, and graph \( G \) is undirected and connected. Then, the distributed algorithm (4), (28) and (30) approximately solves Problem 1 with the convergence accuracy

\[
f(x(T_k)) - f(x^*) \leq \left( 1 - \frac{\beta l_0 \lambda^2_2(L)}{4} \right)^{k_e} (f(x(0)) - f(x^*)).
\]

**Fig. 1. The communication topology of the generators.**

**V. Numerical simulations**

In this section, a numerical example is provided to verify our established theoretical results. Consider a power system consisting of three generators with the communication topology shown in Fig. 1 which is a general unbalanced directed graph. Denote the active power generated by the three generators
as \( x_1, x_2, x_3 \), respectively. From [15], the cost function of each generator can be generally approximated by: 
\[
f_1(x_1) = 0.096x_1^2 + 1.22x_1 + 51, \quad f_2(x_2) = 0.072x_2^2 + 3.41x_2 + 31, \quad f_3(x_3) = 0.105x_3^2 + 2.53x_3 + 78.\]
The total load demand is 420MW, and the initial values \( x_1(0)=x_2(0)=x_3(0)=140 \)MW.

The economic dispatch problem of the power system is to determine the active power supplied by each generator to minimize the total cost while meeting the total load demand, which can be described by

\[
\text{Minimize} \quad \sum_{i=1}^{3} f_i(x_i),
\]
subject to \( \sum_{i=1}^{3} x_i(t) = 420 \)MW.

\[
\text{(34)}
\]

![Fig. 2. Evolution of \( x_1, x_2, x_3 \) during 0s–5s.](image)

![Fig. 3. Evolution of the total supply \( \sum_{i=1}^{3} x_i \) during 0s–5s.](image)

![Fig. 4. Evolution of the total cost \( \sum_{i=1}^{3} f_i \) during 0s–5s.](image)

To find the solution to problem (34) at the pre-specified time \( T_c = 2s \), we use the proposed algorithm [3], which allows the agents exchange information only at some discrete-time instants. Arranged the sampling time sequence as (4) and (23) with \( k_e = 80 \), and \( \epsilon = 0.01 \). The results are shown in Figs[2,5]. The values of \( x_1, x_2, x_3 \) and the total cost at 5s are 135.9293, 166.0307, 118.0401 and 6412.187283 respectively, which are the same as the optimal solution found in [15]. Figs. [2] and [4] show that \( x_1, x_2, x_3 \) and the total cost almost converge to the optimal values at the pre-specified time 2s respectively. To be more specific, the value of the total cost at 2s is 6412.187397, showing the high accuracy of the proposed specified-time distributed optimization algorithm with the modified Zeno-free sampling time sequence. Fig. [3] illustrates that the equality constraint in problem (34) is satisfied during the whole course. One can observe from Fig. [5] that \( \psi_{ij} \), \( \frac{df_i(x_i)}{dx_i} \), \( i, j = 1, 2, 3 \) reach consensus at 2s, which is in accordance with the theoretical analysis that the components of the gradient of the global objective function are equal to each other at the optimal point and the gradient estimation by each agent will converge to the actual gradient at the specified time.

### VI. CONCLUSION

In this paper, specified-time distributed optimization problem subject to the global equality constraint is investigated. A new distributed optimization algorithm is first proposed for general directed MANs, which can exactly reach the optimal solution at specified time under sampled-data communications. Under this algorithm, the settling time does not rely on algorithm parameters or communication topologies, which can be pre-assigned independently. For the special case of undirected MANs, a reduced-order distributed optimization algorithm is also designed, such that the computational cost would be greatly saved. Future work can be done to design specified-time distributed optimization algorithms for MANs with more practical constraints on decision variables.
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