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Recent advances in cold atom experimentation suggest that studies of quantum two-dimensional melting of dipolar molecules, with dipoles aligned perpendicular to ordering plane, may be on the horizon. An intriguing aspect of this problem is that two-dimensional classical aligned dipoles (already studied in great detail in soft matter experiments on magnetic colloids) are known to melt via a two-stage process, with an intermediate hexatic phase separating the usual crystal and isotropic fluid phases. We estimate here the effect of quantum fluctuations on this hexatic phase, for both dipolar systems and charged Wigner crystals. Our approximate phase diagrams rely on a pair of Lindemann criteria, suitably adapted to deal with effects of thermal fluctuations in two dimensions. As part of our analysis, we determine the phonon spectra of quantum particles on a triangular lattice interacting with repulsive $1/r^3$ and $1/r$ potentials. A large softening of the transverse and longitudinal phonon frequencies, due to both lattice effects and quantum fluctuations, plays a significant role in our analysis. The hexatic phase is predicted to survive down to very low temperatures.

The melting of crystals is a fundamental topic in condensed matter physics that has been studied for more than a century. Nevertheless, one lacks a quantitative understanding of the melting for many materials. This deficiency is partly due to imprecise knowledge of the particle interactions that control the relevant phase transitions on a microscopic scale. In two dimensions (2d), however, a defect-mediated theory of melting is available. Building on pioneering work proposing an entropically-driven proliferation of dislocations by Kosterlitz and Thouless and by Berezinski[3] and on unpublished work of Feynman, a defect mediated theory was worked out. The detailed theory actually invokes a sequential unbinding of dislocations and disclinations, with the usual latent heat of a first order melting transition spread out over an intermediate hexatic phase. The hexatic phase is characterised by extended bond orientational order at intermediate densities or temperatures. It has been observed in a series of impressive experiments using colloidal particles with a diameter of 4.5µm and an induced magnetic moment, with dynamics confined to an air-water interface. Although this system, characterised by long range $1/r^3$ dipole-dipole interactions, is thoroughly understood in the classical regime, it is presently unknown whether the hexatic phase exists when quantum fluctuations play a major role.

The advancing field of ultra-cold gases consisting of heteronuclear molecules with an electric dipole moment promises to change this situation. The dipolar gases are expected to exhibit qualitatively new physics, with several experimental groups reporting impressive progress towards achieving quantum degeneracy in these systems. Using dipolar gases, one should finally be able to probe experimentally the role of quantum fluctuations on the hexatic phase and study its stability at very low temperatures. Recent Monte-Carlo calculations predict that a 2d dipolar gas with the moments perpendicular to the 2d plane exhibits a quantum phase transition directly to a hexagonal crystal phase at zero temperature $T=0$. However, the effects of quantum zero point motion on the hexatic phase, accessible now for the first time via cold dipolar gases, have not been discussed.

In this paper, we explore this question by analysing the stability of crystal and hexatic order of a 2d system of dipoles including both thermal and quantum effects. First, we calculate the classical elastic coefficients of the crystal from the phonon spectrum. We then show how quantum effects soften the crystal by decreasing these coefficients. Using Lindemann criteria suitably modified to treat both 2d thermal fluctuations and quantum effects, we study the successive loss of translational and orientational order that lead to the melting of the crystal and hexatic phases. The relevant Lindemann numbers are extracted in the classical regime as well as for $T=0$ by comparing with Monte-Carlo and experimental results. Throughout the paper, we construct a useful comparison between the 2d dipolar system and a 2d fluid consisting of negatively charged particles immersed in a uniform background of positive charges – the Jellium model. An experimental realisation of charged systems in the classical limit with a Wigner crystal phase at low temperatures has been known for quite some time, in the form of a 2d electron gas trapped by a positively charged capacitor plate to the surface of liquid helium. For computer simulation evidence that this system melts via a dislocation mechanism and may possess an intermediate hexatic phase, see Ref. [14] and [15] respectively. We obtain essentially the same Lindemann numbers for the dipolar and the charged systems, which suggests that the melting of these phases is a geometric phenomenon, insensitive to the detailed form of the interaction potential. Similar conclusions resulted from Monte-Carlo simulations of quantum hard sphere systems and from a meta-analysis of Monte-Carlo results for the freezing
of two-dimensional systems.\textsuperscript{13} We show that quantum effects initially increase the temperature range where the hexatic phase is stable when the coupling strength is decreased from the strong coupling classical regime, provided the temperature dependence of the Lindemann numbers can be neglected. A tentative phase diagram is then provided showing that quantum effects are important even for very large interaction strengths where one would naively expect the system to be deep in the classical regime. Finally, we discuss the possible experimental observation of the hexatic phase in the quantum regime using cold dipolar gases.

We conclude this introduction with a few observations about the Lindemann criterion for melting of quantum and classical systems in 2d and the nature of quantum hexatics. As originally proposed by Lindemann,\textsuperscript{15} one first calculates the mean-square displacement \( W = \langle |u(r)|^2 \rangle \) of a single particle away from its equilibrium lattice position, where \( \langle \ldots \rangle \) represents an ensemble average. Melting as a function of, say, the temperature or density then occurs when the root mean square displacement exceeds a fixed fraction of the lattice spacing \( a \), i.e. for \( \sqrt{W} \geq c_L a \), where the Lindemann number is typically in the range \( c_L \approx 0.1 - 0.3 \).\textsuperscript{19} This rough criterion fails, however, in 2d classical solids, because \( W \) diverges logarithmically with system size. Here we use an alternative formulation that focuses on the stretching of a nearest neighbor distance\textsuperscript{20} namely

\[
\Delta(r) = \sqrt{\langle |u(r) + b - u(r)|^2 \rangle} \geq \gamma_m a
\]  

where \( b \) connects nearest neighbor lattice sites (\( |b| = a \)) and \( \gamma_m \) is an alternative Lindemann number describing this new measure of the loss of translational order. The quantity \( \Delta(r) \) remains finite in the thermodynamic limit even in 2d and, as we show here, can also be computed in the quantum regime all the way down to \( T = 0 \) for simple pair potentials. Moreover, a related criterion allows us to estimate where the order associated with the rotational broken symmetry of a 2d crystal is lost due to thermal or quantum fluctuations, namely

\[
\Delta_\theta(r) = \langle \theta^2(r) \rangle = \frac{1}{2} \sqrt{\langle \partial_x u_y(r) - \partial_y u_x(r) \rangle^2} \geq \gamma_i
\]  

where \( \gamma_i \) is a Lindemann number for the loss of bond orientational order. Here, \( \theta(r) = \langle \partial_x u_y(r) - \partial_y u_x(r) \rangle / 2 \) is the local phonon-induced twist of the crystallographic axes\textsuperscript{21} a quantity whose fluctuations are known to remain finite even in the limit of infinite system size for a classical 2d crystal.\textsuperscript{22} Note that \( \Delta(\theta) \approx \sqrt{\langle |b - \nabla_b |u(r)|^2 \rangle} \) has a similar gradient structure to \( \Delta(r) \). These two different Lindemann numbers \( \gamma_m \) and \( \gamma_i \) allow for two distinct melting temperatures, characterized by the successive loss of first translational and then orientational order\textsuperscript{23} a scenario we know occurs for classical colloidal particles interacting with repulsive long range \( 1/r^3 \) dipole-dipole interaction.\textsuperscript{16} Our evaluation of the criterion\textsuperscript{2} using crystalline phonon spectra to estimate the extent of the hexatic phase seems reasonable, provided local orientational order remains robust after long range translational order is lost, as is the case for the dislocation-disclination theory of classical 2d melting,\textsuperscript{24} and in situations where a weakly first order transition leads to a hexatic phase.\textsuperscript{22} We also note that our use of phonon displacements from an underlying reference crystal implicitly treats quantum particles as distinguishable (a similar approximation is used in the Debye theory of the specific heat of crystal\textsuperscript{25}), so we are effectively looking at the melting of quantum particles with Boltzmannian statistics.\textsuperscript{26} We assume that the exchange interactions that distinguish bosons from fermions play only a minor role in determining the locations of quantum melting transitions.

These Lindemann inequalities are criteria, and of course do not themselves constitute a theory of quantum or classical melting. We are not aware of a reliable microscopic theory of 2d quantum melting, and even the defect-mediated melting of classical particles in two dimensions could be preempted by a direct first order transition from a crystal to an isotropic liquid.\textsuperscript{27} It is also worth noting the rather different nature of classical as opposed to quantum melting in two dimensions. This difference is particularly evident in the Feynman path integral formulation of nonrelativistic quantum statistical mechanics\textsuperscript{28} where classical particles are replaced by configurations of particle world lines in imaginary time, see Fig. 2. We allow, for simplicity, only the identity permutation with periodic boundary conditions across an imaginary time slab of thickness \( \beta \hbar \). In the absence of interactions, these trajectories when projected down the imaginary time axis behave like two dimensional random walks as a function of the imaginary time variable, with a size given by the thermal de Broglie wavelength \( \Lambda_T = \sqrt{2\hbar^2/\beta m} \). In the classical limit \( \Lambda_T \ll n_0^{-1/2} \), where \( n_0 \) is the areal particle density, the particle world lines are short and nearly straight; hence, the usual Lindemann picture for melting of point-like particles applies when interactions are turned on. However, in the highly quantum limit \( \Lambda_T \gg n_0^{-1/2} \), quantum and thermal fluctuations act on a crystal of long wiggling lines: as illustrated in Fig. 4 a particle world line \( r_j(\tau) \) that makes a large excursion within its confining cage at imaginary time \( \tau \) is connected by the kinetic energy interaction \( m \int_0^{\hbar \beta} \langle |dr_j(\tau)/d\tau|^2 \rangle / 2 \) to time slices above and below, and hence can more easily recover and return to its equilibrium position when the slab thickness is large. It is harder to melt arrays of lines in \( 2 + 1 \) dimensions than point-like particles in two dimensions with the same pair potential. Thus, we should not be surprised if the Lindemann numbers \( \gamma_m \) and \( \gamma_i \) depend somewhat on \( n_0 \Lambda_T^2 \), with larger Lindemann numbers required to produce melting when \( n_0 \Lambda_T^2 \gg 1 \). This is indeed what we find fitting to experiments on colloids and quantum simulations of power law potentials, with, e.g., \( \gamma_m \) ranging from \( \sim 0.1 \) in the classical limit to \( \sim 0.3 \)
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when quantum effects predominate. Phonon nonlinear-
ities can give rise to a weak temperature-dependence of the long wavelength elastic constants, even in the absence of quantum fluctuations. We neglect such effects here for simplicity. With these understandings, we believe the criteria sketched above can provide a rough map of where to look for quantum melting in the new arena provided by cold quantum gases.

What would a quantum hexatic look like, if next generation experiments were to discover such a thing? Roughly speaking, it would be a quantum liquid crystal, a cousin of the long-sought supersolid phase of $^4$He if the particles were bosons. A fermionic analog would be the quantum nematic studied by Oganesyan et. al. in electronic systems, which exhibits a two-fold rather than six-fold anisotropy. These authors also considered the possibility of an electronic quantum hexatic. A hexatic quantum fluid would display a fuzzy, six-fold-symmetric diffraction pattern, indicating extended orientational correlations, somewhat like a poorly averaged powder diffraction pattern. However, unlike a classical polycrystal, a quantum hexatic would be a fluid with zero shear modulus! If composed of bosons, it could develop a nonzero superfluid density and support supercurrents external to an external magnetic field, where $\kappa^{-1}$ is the London penetration depth. When the lines are very long compared to the vortex line spacing, and pinning is negligible, the classical statistical mechanics of these three dimensional lines at finite temperatures can be mapped via the transfer matrix method onto the quantum statistical mechanics of 2d bosons at $T = 0$ interacting with the pair potential Eq. (3). Here, the temperature $T$ of the 3d supercon-
ductor plays the role of $\hbar$ and the thickness of the bulk superconductor plays the role of $\hbar/\beta$ in the equivalent 2d quantum system. A dislocation loop unbinding model then leads directly to an entangled liquid of vortex lines, with long range six-fold bond orientational order, equivalent via the path integral mapping to a zero temperature quantum hexatic. Although it has not yet been possible to check for hexatic order in melted vortex liquids in Type II superconductors (the signal from neutron diffraction is quite weak), something very like an entangled line hexatic has been seen in X-ray diffraction experiments on partially ordered arrays of aligned DNA molecules. When these charged, linear polymers are aligned by an external field, a screened, Debye-Hückel interaction arise in the perpendicular direction which has precisely the form (3). The characteristic line hexatic diffraction pattern from this work is reproduced in Fig. 2. The 2d structure function $\langle |n(q)|^2 \rangle$ for particles in a quantum hexatic at low temperatures should look very similar.

I. LAMÉ COEFFICIENTS

In this section, we calculate the elastic coefficients from the phonon modes of a 2d hexagonal crystal consisting of charged particles with a neutralising background charge density, or particles with a dipole moment perpendicular to the 2d plane. The crystal lattice with lattice constant $a$ is spanned by the vectors $\mathbf{a}_1 = a(\sqrt{3}/2, 1/2)$ and
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energy of the crystal as
\[
F_{el} = \frac{1}{2L^2} \sum_k \left( \mu(k) |u_t(k)|^2 + [2\mu(k) + \lambda(k)]|u_l(k)|^2 \right) k^2
\]
with \(|u(k)|^2 = u(k)u(-k)\) and \(L^2\) the area of the system. The longitudinal component of the displacement field is \(u_t\), and \(u_l\) is the transverse component. Note that "trans-
verse" and "longitudinal" simply refers to the lowest and
highest phonon mode for a given \(k\), since the eigenvectors
are not in general parallel or perpendicular to \(\mathbf{k}\) when lat-
tice effects are taken into account. The relation between the
Lamé coefficients and the phonon modes is then as usual
\[
\omega_l(k) = \sqrt{\frac{\mu(k)}{\rho}} k \quad \text{and} \quad \omega_t(k) = \sqrt{\frac{2\mu(k) + \lambda(k)}{\rho}} k
\]
where \(\rho = m/\sqrt{3}a^2\) is the mass areal density. The natural
scale for the Lamé coefficients is \(D^2/a^5\) for dipoles and
\(Q^2/a^3\) for charged particles, and they are \(k\) dependent
due to lattice effects. Since \(\omega_l(k) \propto 1/k\) for \(k \rightarrow 0\), the
Lamé coefficient \(\lambda(k)\) diverges as \(1/\sqrt{k}\) for the charged
particles.

In Figs. 3-4 we plot the classical Lamé coefficients along \(b_1\) for the dipoles and the charged particles. The elastic parameters display a significant \(k\)-dependent soft-
ening due to the discrete lattice symmetry. We also plot in Fig. 4 the \(k = 0\) Lamé coefficients corresponding to Eq. (5), i.e.
\[
\mu(0) \simeq 2.4 \frac{D^2}{a^5} \quad \text{and} \quad 2\mu(0) + \lambda(0) \simeq 26 \frac{D^2}{a^5}.
\]
These values agree very well those reported in Ref. \(30\)
Likewise, we plot in Fig. 5 the \(k = 0\) value for the trans-
verse mode corresponding to Eq. (6), i.e.
\[
\mu(0) = \frac{2^{3/2}Q^2}{3\sqrt{3}a^3}
\]
which is recovered by our numerics.

Using Eq. (7), it is straightforward to calculate the mean displacement of the particles from their equilibrium positions at a given temperature \(T\), and we obtain
\[
\langle u_l(k)u_l(k') \rangle = \delta_{k,-k'} L^2 \frac{T}{[2\mu(k) + \lambda(k)]k^2}
\]
\[
\langle u_t(k)u_t(k') \rangle = \delta_{k,-k'} L^2 \frac{T}{\mu(k)k^2}.
\]

B. Quantum softening of the Lamé coefficients

We now include quantum effects on the Lamé coeffi-
cients by quantizing the phonons. This can be done in
sitions at the boundary \( \tau \) so the boundary condition in Eq. (12) is from Eq. (12) calculate the fluctuations of the particles distinguishing between bosonic and fermionic particles. We can at this level of approximation, we therefore cannot dis-

\[ \langle u_\sigma(k, \tau) u_\sigma(-k, \tau) \rangle = \frac{L^2 \beta}{\rho} \sum_n \frac{1}{\omega_n^2 + \omega_\sigma(k)^2} \]
\[ = \frac{L^2}{2 \rho \omega_\sigma(k)} \coth[\beta \omega_\sigma(k)/2] \quad (13) \]

where the sum is over Matsubara frequencies \( \omega_n = 2n\pi T \) and phonon modes \( \sigma = t, l \). Recasting this result in the form of Eq. (11) defines the quantum Lamé coefficients \( \mu_Q(k) \) and \( \lambda_Q(k) \) as

\[ \mu_Q(k) = \frac{2T \sqrt{\mu k}}{k} \tanh\left( \sqrt{\frac{\mu k}{2T}} \right) \]
\[ 2\mu_Q(k) + \lambda_Q(k) = \frac{2T \sqrt{2\mu + \lambda}}{k} \tanh\left( \sqrt{\frac{2\mu + \lambda}{\rho k/2T}} \right) \quad (14) \]

where we have suppressed the \( k \)-dependence of the classical Lamé coefficients \( \mu(k) \) and \( \lambda(k) \) for notational simplicity. Equation (14) reveals that the magnitude of quantum effects on the Lamé coefficients is determined by the parameters \( \sqrt{\mu k}/T = \omega_1/T \) and \( \sqrt{2\mu + \lambda}/\rho k/T = \omega_2/T \). For \( \omega_2/T \to 0 \) we recover the classical results given by Eq. (8), whereas the elastic coefficients are decreased due to quantum fluctuations whenever \( \omega_3/T \leq 1 \).

In Figs. (15) we plot the quantum Lamé coefficients along \( b_1 \) for \( T/\omega_D = T/\omega_C = 1 \) and \( T/\omega_D = T/\omega_C = 0.2 \). We see that quantum effects significantly soften the crystal for decreasing temperature, and that it is the high energy fluctuations which are reduced the most. Quantum softening is therefore greater for the longitudinal mode, reducing \( |2\mu_Q(k) + \lambda_Q(k)|/|2\mu(k) + \lambda(k)| \) more than \( \mu_Q(k)/\mu(k) \).

### II. Modified Lindemann Criteria for Crystal and Hexatic Melting

Since there is algebraic, as opposed to long range translational order in a 2d crystal when \( T > 0 \) it is not possible to estimate the melting temperature of the crystal from a usual Lindemann criterion, as discussed in the introduction. We will therefore use a modified Lindemann criterium for the melting. Our basic assumption is that the melting of the crystal occurs in two steps with increasing temperature. First, the crystal melts at a temperature \( T_m \) into a hexatic phase, characterised by long range bond angle order but short range translational order. Then, at a higher temperature \( T_h \) the hexatic phase melts into an isotropic liquid. The existence of the hexatic phase is well established for classical systems, but our knowledge concerning its stability against quantum fluctuations is limited. A Monte-Carlo study supports the existence of such a phase in the quantum regime.
in the case of distinguishable particles with Coulomb interactions. We therefore focus on how quantum fluctuations affect on the stability of the hexagonal phase.

A. Melting of the crystal phase

To calculate the temperature $T_m$ where the crystal melts into the hexatic phase, we will use the modified Lindemann criterion given by Eq. (1). It states that the crystal melts when the relative fluctuations of the particle positions of two nearest neighbours are larger than the lattice constant $a$. Using the quantum Lamé coefficients in Eq. (11) yields

$$\delta u_i^2 = \langle |u_i(r) - u_i(0)|^2 \rangle = T \frac{2}{L^2} \sum_k \left(1 - \cos k \cdot r \right) \times \left[ \frac{\epsilon_{i,i}(k)^2}{2\mu Q(k) + \lambda_Q(k)k^2} + \frac{1 - \epsilon_{i,i}(k)^2}{\mu Q(k)k^2} \right]$$

for the fluctuations along a specific direction $i = x$ or $i = y$. Here, $\epsilon_{i,i}(k)$ is $i$’th component of the eigenvector of the highest mode.

The melting temperature for the crystal phase in the classical limit was reported to be $T_m \approx 0.0097D^2/a^3$ for dipoles and $T_m \approx 0.0136Q^2/a$ for charged particles. From these results, we can determine the Lindemann number in the classical regime. Using Eqs. (11) and (15), we obtain

$$\gamma_{m,cl} = 0.14 \text{ dipoles} \quad \gamma_{m,cl} = 0.15 \text{ charges.}$$

We see that the classical Lindemann numbers are essentially the same for the dipoles and the charged particles. This result suggests that melting is mainly determined by the geometry of the crystal, depending very weakly on the detailed form of the interaction potential so that the Lindemann number is almost universal.

As discussed in the introduction, we expect that the Lindemann numbers in general depend on temperature due to quantum effects. We can determine the Lindemann number $\gamma_m$ at $T = 0$ using recent quantum Monte-Carlo results suggesting a $T = 0$ quantum phase transition between the crystal phase and the liquid phase: For dipoles, two independent calculations give the value $r_D \approx 18 \pm 4$, and for distinguishable charged particles one obtains the value $r_C \approx 127$ for the critical value of this quantum phase transition. Here, the $r$-parameters

$$r_D = \frac{mD^2}{a} \text{ dipoles} \quad r_C = mQ^2a \text{ charges}$$

are the ratios between the nearest neighbour interaction energy and the quantum kinetic energy. Using the $T \to 0$ limit of Eq. (14) in Eq. (15), we obtain

$$\langle |u_i(r) - u_i(0)|^2 \rangle = \frac{1}{\rho L^2} \sum_k \left(1 - \cos k \cdot r \right) \times \left[ \frac{\epsilon_{i,i}(k)^2}{\omega_i(k)} + \frac{1 - \epsilon_{i,i}(k)^2}{\omega_i(k)} \right]$$

for $T = 0$. Equation (18) predicts as expected that the zero point motion of the particles scale as the typical harmonic oscillator length for the phonons, i.e. $\delta u^2 \sim 1/m\omega_D$ for dipoles and $\delta u^2 \sim 1/m\omega_C$ for charged particles. Using Eq. (18), we can determine the Lindemann number for $T = 0$ at the critical coupling strength for the quantum melting transition, obtaining

$$\gamma_{m,0} = 0.31 \text{ dipoles} \quad \gamma_{m,0} = 0.31 \text{ charges.}$$

The Lindemann numbers are again the same for the dipoles and the charges at this level of accuracy, indicating that the melting of the crystal phase is primarily determined by geometry also at $T = 0$. The $T = 0$ value of $\gamma_m$ at the critical point is consistent with what was obtained using perturbation theory.

Comparing Eqs. (16) and (19) shows that the Lindemann numbers are significantly larger at $T = 0$ than in the classical regime. As discussed in the introduction, the path integral approach provides a simple geometrical interpretation of this result. Indeed, from Eq. (12) it is clear that the quantum problem corresponds to the melting of a crystal of lines in a 3d slab of thickness $\beta$, see Fig. 1. Only when $\beta \to 0$ does one recover the classical problem of the melting of a 2d crystal. Since the lines can wiggle significantly along the $\beta$-direction without melting the crystal, it is natural to expect that the Lindemann number is larger in the quantum regime as compared to the classical regime.

B. Melting of the hexatic phase

In the two-step melting scenario, the system is in a hexatic phase characterised by extended bond angle order for temperatures $T_m < T < T_c$. We therefore use the Lindemann criterion based on the fluctuations in the bond angle $\theta$ given by Eq. (2). Fourier transforming Eq. (11) using the quantum Lamé coefficients gives after some algebra

$$\langle \theta^2 \rangle = \frac{T}{4L^2} \sum_k \left[ \frac{(k \times \epsilon_i(k))^2}{2\mu Q(k) + \lambda_Q(k)k^2} + \frac{(k \times \epsilon_i(k))^2}{\mu Q(k)k^2} \right]$$

where $\epsilon_i(k)$ is the eigenvector of the lowest mode. For an isotropic medium where $\epsilon_i \parallel k$ and $\epsilon_i \perp k$, Eq. (20) reduces to

$$\delta \theta^2 = \frac{T}{4L^2} \sum_k \frac{1}{\mu Q(k)},$$

$$\delta \theta^2 = \frac{T}{4L^2} \sum_k \frac{1}{\mu Q(k)}.$$
i.e. the bond angle fluctuations are determined by the transverse mode only. Since a hexagonal crystal is equivalent to an isotropic medium for long wavelength lengths, and since it is these low energy modes which contribute most to the fluctuations, Eq. (21) turns out to be a very good approximation to Eq. (20).

To determine the Lindemann numbers for the hexatic phase, we again use results for the melting temperatures reported in the literature. The melting temperature of the hexatic phase in the classical limit was found to be \( T_i \approx 0.0968U(a) \) with \( U(a) = D^2/a^3 \) for dipoles, and \( T_i \approx 0.0159U(a) \) with \( U(a) = Q^2/a \) for charged particles. Using these temperatures and the classical Lamé coefficients in Eq. (20) yields

\[
\gamma_{i,cl} = 0.12 \text{ dipoles} \quad \gamma_{i,cl} = 0.13 \text{ charges} \quad (22)
\]

for the Lindemann numbers determining the melting of the hexatic phase in the classical regime. As for the crystalline phase, the Lindemann numbers are essentially the same for the dipoles and the charged particles, suggesting again that melting of the hexatic phase is a geometric phenomenon, largely independent of the precise form of the interaction.

The \( T = 0 \) Monte-Carlo calculations for the dipoles did not examine the quantum hexatic phase, so it is presently not known whether it exists all the way down to \( T = 0 \). In the case of distinguishable "Boltzmannian" charged particles, it was found that the hexatic phase persists to quite low temperatures where quantum effects are significant, disappearing in a tricritical point at \( T \approx 0.04U(a) \). Since our analysis indicates that, for a given value of \( n_0A^2 \), the melting is insensitive to the detailed form of the interaction potential, this Monte-Carlo result suggests that the hexatic phase persist deep into the low temperature regime both for dipoles and for charged particles. It is therefore interesting to evaluate the Lindemann numbers at \( T = 0 \) for the bond angle fluctuations. Using the \( T = 0 \) limit of Eq. (20),

\[
\delta \theta^2 = \frac{1}{8\rho L^2} \sum_k \left[ \frac{(k \times \epsilon_i(k))^2}{\omega_i(k)} + \frac{(k \times \epsilon_i(k))^2}{\omega_i(k)} \right], \quad (23)
\]

yields

\[
\gamma_{i,0} = 0.23 \text{ dipoles} \quad \gamma_{i,0} = 0.24 \text{ charges} \quad (24)
\]

at the quantum transition points \( r_D \approx 18 \) and \( r_C \approx 127 \) for dipoles and charged particles respectively. Again, the angle fluctuations differ very little between the dipolar and the charged systems. The precise values of the Lindemann numbers may, of course, differ at the exact boundaries of the hexatic phase in the quantum regime, which are presently unknown.

As we discussed, the melting of the hexatic phase is determined almost exclusively by the lowest phonon mode in the sense that Eq. (21) is an excellent approximation to Eq. (20). In addition, the lowest phonon mode is less affected by quantum fluctuations than the highest phonon mode. It follows from this that the hexatic phase is more robust towards quantum fluctuations compared to the crystal phase, and as a result the hexatic region in the phase diagram should increase with decreasing potential/quantum-kinetic energy ratio \( r \). This conclusion depends of course on the assumption that the Lindemann numbers are independent of temperature, so we expect it to be valid only when the quantum corrections are small. When the temperature dependence of the Lindemann numbers is significant we cannot determine the fate of the hexatic without further information.

### III. PHASE DIAGRAMS

In this section, we provide approximate phase diagrams, using the fact that the melting of the crystal and hexatic phases are insensitive to the detailed form of the interaction potential. However, by comparing the values of the Lindemann numbers in the classical regime and at \( T = 0 \) given by Eqs. (10) and (19) we see that they depend on temperature. To provide a tentative phase diagram, we therefore write the Lindemann number determining the crystal melting on the phenomenological form

\[
\gamma_m(T) = \gamma_{m,0} + (\gamma_{m,cl} - \gamma_{m,0}) \left( \frac{T}{T_m} \right)^n, \quad (25)
\]

which interpolates between the \( T = 0 \) value and the classical value for \( T = T_m \). We write \( \gamma_i(T) \) in the same phenomenological form. To determine \( n \), we compare the phase diagram produced by these phenomenological forms with the phase diagram obtained by Monte-Carlo calculations for distinguishable charged particles in Ref. 26. It turns out that \( n = 6 \) yields a reasonable good fit as is shown in Fig. 6. It must be emphasised that we have not performed a systematic fit to determine the optimal value of \( n \), since this is not relevant at this level of approximation, where our goal is simply to provide a qualitatively reliable phase diagram. The detailed form of the actual phase diagram could be different. For instance, our analysis does not reproduce the tri-critical point at \( T \approx 0.004U(a) \) found in the Monte-Carlo calculations. Instead, we have chosen to let the hexatic and crystal phases continue down to \( r_C \approx 95 \) for \( T = 0 \) corresponding to the Lindemann numbers \( \gamma_{i,0} = 0.25 \) and \( \gamma_{m,0} = 0.33 \). Moreover, as stressed in the introduction, for the case of a Yukawa potential, a quantum hexatic phase could exist for a finite parameter range even at \( T = 0 \). Note that there is no significant increase in the temperature range for which the hexatic phase is stable with decreasing \( r_C \) in Fig. 6. This is because the phenomenological form for the temperature dependence of the Lindemann numbers given by Eq. (25) with \( n = 6 \) essentially cancels this effect for the temperatures shown.

In Fig. 6, we also plot as dashed lines the critical temperatures in the classical limit. We see that the quantum suppression of the critical temperatures is significant even
for $r_C \sim \mathcal{O}(100)$, where one would naively expect the system to be well within the classical regime. The enhanced importance of quantum fluctuations arises because the classical melting temperatures of the crystal and hexatic phases are so low with $T_m/U(a) = 0.0136 \ll 1$ and $T_i/U(a) = 0.0159 \ll 1$. Since quantum softening of the Lamé coefficients sets in for $T/\omega_C \lesssim 1$, and $T/\omega_C = \sqrt{T_C}T/U(a)$ with $T_m/U(a) \ll 1$ in the hexatic and crystal phases, the classical melting temperature is only recovered for $r_C \gg 1$.

In Fig. 7, with applications to cold dipolar gases in mind, we plot our tentative phase diagram for dipolar charges obtained from the Lindemann criteria using temperature dependent Lindemann numbers given by Eq. (25) with $n = 6$. As for the charged case, quantum effects on the melting are significant even for $r_D \gg 1$ since the classical critical temperatures are so low with $T_m/U(a) \ll 1$ and $T_i/U(a) \ll 1$. As for the case of charged particles, there is no significant increase in the temperature range where the hexatic phase is stable with decreasing $r_D$ due to the chosen temperature dependence of the Lindemann numbers. Again, this phase diagram is only qualitatively reliable but it suggests that the hexatic phase extends well into the quantum regime.

IV. EXPERIMENTAL CONSIDERATIONS

The hexatic phase and other aspects of melting for aligned 2d dipolar systems have been observed with great precision in the classical regime in experiments using colloidal particles with a magnetic moment, confined to an air-water interface. On the other hand, the quantum analogue of the hexatic phase is yet to be explored. The cold assemblies of dipolar molecules seem well suited to study both the classical and the quantum regimes of 2d melting. The typical dipole moment of these molecules is of the order of one Debye.

In Fig. 7, the critical temperature for the hexatic phase can be detected by measuring the static structure factor via Bragg spectroscopy which is a well proven experimental probe for quantum gases. In the hexatic phase, the structure factor will exhibit a six-fold symmetry with no sharp peaks similar to what it is shown in Fig. 2. Recent impressive experiments have reported single atom resolution in optical lattices and if one is able to achieve the same resolution with dipolar systems, the hexatic phase can be seen directly by the characteristic presence of lattice defects consisting of tightly bound disclination pairs, i.e., particles with 5 and 7 neighbors respectively.
V. CONCLUSIONS

In this paper, we analysed the stability of the crystal and hexatic phases of 2d systems consisting of either dipoles or charges. The classical elastic coefficients were calculated from the phonon spectra of the triangular crystal, and we then demonstrated how quantum effects decrease these coefficients thereby softening the crystal. Using Lindemann criteria suitably adapted to deal with the large fluctuations in 2d systems, we calculated approximate phase diagrams for the existence of the hexatic and crystal phases, predicting that the hexatic phase is stable to very low temperatures. The relevant Lindemann numbers were extracted from experiments in the classical regime, and from Monte-Carlo calculations for $T = 0$. The Lindemann numbers depend strongly on temperature, but they turn out to be essentially the same for the charged and the dipolar system for the same value of $n_0 A^2$. This suggests that the two-step melting of the crystal phase with an intermediate hexatic phase is a geometric phenomenon, insensitive to the detailed form of the particle interaction. Finally, we discussed the exciting prospect of finally being able to probe the existence hexatic phase in the quantum regime using ultra-cold dipolar gases.
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Appendix A: Ewald summation

The phonon modes are as usual found by solving the matrix equation\[23\]

$$m \omega^2 \epsilon(k) = D(k) \epsilon(k)$$  \hspace{1cm} (A1)

where $D(k) = \sum_R D(R) \exp(-k \cdot R)$ is the dynamical matrix with $R$ the lattice vectors. We have

$$D_{ij}(R) = E_0 \sum_{R \neq 0} \left[ \frac{(n+2)n R_i R_j}{R^2 + n} - n \frac{\delta_{ij}}{R^2 + n} \right] \hspace{1cm} R = 0$$

$$D_{ij}(R) = E_0 \sum_{R \neq 0} \left[ \frac{(n+2)n R_i R_j}{R^2 + n} - (n+2) n \frac{\delta_{ij}}{R^2 + n} \right] \hspace{1cm} R \neq 0$$  \hspace{1cm} (A2)

for repulsive power law potentials $V(r) = E_0/r^n$ with $n = 1$ and $E_0 = Q^2$ for the charged particles, and $n = 3$ and $E_0 = D^2$ for the dipoles. We can write $D(k)$ as

$$D_{ij}(k) = E_0 \lim_{u \to 0} \frac{\partial^2}{\partial u_i \partial u_j} \sum_{R \neq 0} \frac{1}{|R + u|^n} (1 - e^{-i k \cdot (R + u)}).$$  \hspace{1cm} (A3)

Using $r^{-n} = (n+1) \pi^{-1/2} \int_0^\infty dy y^{n-1} e^{-r^2 y^2}$ with $n = 1, 3$ and splitting the integral into a short range and a long range part, i.e. $\int_0^\infty dy \ldots = \int_0^{\infty} dy \ldots + \int_0^{\infty} dy \ldots$, the sum in Eq. (A3) is split into a short range and a long range part, $D(k) = D^\infty(k) + D^\infty(k)$. Upon defining the function

$$\varphi_n(x) = \frac{2}{\sqrt{\pi}} \int_1^\infty dt t^n e^{-t x^2}$$  \hspace{1cm} (A4)

we get

$$D_{ij}^\infty(k) = E_0 \frac{n+1}{4 \pi v} \sum_{R \neq 0} \left[ (K + k)_i (K + k)_j \right.$$  

$$\left. \times \varphi_{-n/2}(|K+k|/2 y_0) - K_i K_j \varphi_{-n/2}(|K|/2 y_0) \right]$$  \hspace{1cm} (A5)

The short range part of the sum is evaluated by Fourier transforming. Writing $\sum_{R \neq 0} (1 - e^{-i k \cdot R}) \exp(-|R + u|^2 y^2) = F_1(u, y) - \exp(k \cdot u) F_2(u, y)$ and Fourier transforming the functions $F_1(u, y)$ which have the same periodicity as the lattice yields after some algebra

$$D_{ij}^\infty(k) = E_0 \frac{n+1}{4 \pi v} \sum_{K} \left[ (K + k)_i (K + k)_j \right.$$  

$$\left. \times \varphi_{-n/2}(|K+k|/2 y_0) - K_i K_j \varphi_{-n/2}(|K|/2 y_0) \right]$$  \hspace{1cm} (A6)

where $v = \sqrt{3} a^2 / 2$ is the area of the primitive cell of the lattice, and $K$ are reciprocal lattice vectors. With Eqs. \[A5\]-\[A6\] we have split the expression for $D(k)$ into two fast converging sums. These expressions agree with what is found in Refs. 49 and 50. We pick $y_0 = 1/a$ for the numerical calculations.

Appendix B: Canonical quantisation of the phonons

For clarity, we briefly discuss how quantum effects on the Lamé coefficients are included via canonical quantisation. In this approach, we introduce the bosonic annihilation operators $b_{k \sigma}$ for the phonons via

$$\hat{u}_\sigma(k) = \frac{L}{\sqrt{2 \rho \omega_\sigma(k)}} (b_{k \sigma} + b_{k \sigma}^\dagger)$$  \hspace{1cm} (B1)

for $\sigma = l, t$. Using $\langle \hat{b}_{k \sigma}^\dagger \hat{b}_{k \sigma} \rangle = [e^{\beta \omega_\sigma(k)} - 1]^{-1}$, we obtain

$$\langle \hat{u}_\sigma(k) \hat{u}_\sigma(-k) \rangle = \frac{L^2}{\rho \omega_\sigma(k)} \frac{1}{[e^{\beta \omega_\sigma(k)} - 1] + \frac{1}{2}}$$

$$= \frac{L^2}{2 \rho \omega_\sigma(k)} \coth(\beta \omega_\sigma(k)/2)$$  \hspace{1cm} (B2)

which is identical to Eq. \[B3\].
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