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Abstract

For each simple Lie algebra $\mathfrak{g}$, we construct an algebra embedding of the quantum group $\mathcal{U}_q(\mathfrak{g})$ into certain quantum torus algebra $\mathcal{D}_\mathfrak{g}$ via the positive representations of split real quantum group. The quivers corresponding to $\mathcal{D}_\mathfrak{g}$ is obtained from amalgamation of two basic quivers, where each of them is mutation equivalent to the cluster structure of the moduli space of framed $G$-local system on a disk with 3 marked points when $G$ is of classical type. We derive a factorization of the universal $R$-matrix into quantum dilogarithms of cluster monomials, and show that conjugation by the $R$-matrix corresponds to a sequence of quiver mutations which produces the half-Dehn twist rotating one puncture about the other in a twice punctured disk.
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A Quantum dilogarithm identities
1 Introduction

For any finite dimensional complex simple Lie algebra \( g \), Drinfeld \[5\] and Jimbo \[24\] associated to it a remarkable Hopf algebra \( U_q(g) \) known as quantum group, which is certain deformation of the universal enveloping algebra. To better understand the structure of \( U_q(g) \), a very natural problem is to find certain embeddings into simpler algebras. In \[13, 14\], through the generalization of Gelfand-Tsetlin representations, embeddings of the whole quantum group \( U_q(g) \) into certain rational functions \( \mathbb{C}(T_q) \) of quantum torus have been found. Another well-known result is provided by Feigin’s homomorphism \[1, 37\] which embeds the positive Borel part \( U_q(b^+) \) of \( U_q(g) \) directly into a quantum torus algebra \( \mathbb{C}[T_q] \).

However, the explicit extension of Feigin’s map to the whole quantum group, i.e. given by polynomial embeddings of \( U_q(g) \) into certain quantum torus algebra, appears to be much more subtle. While the case for \( U_q(sl_n) \) is known previously \[31\], the case for general types has only been solved recently with the introduction of positive representations of split real quantum groups.

1.1 Quantum group embeddings via positive representations

The notion of positive representations was introduced in \[11\] as a new research program devoted to the representation theory of split real quantum groups \( U_q(g_{\mathbb{R}}) \) and its modular double \( U_{q\tilde{q}}(g_{\mathbb{R}}) \) introduced in \[6, 7\], in the regime where \( |q|=1 \). It is motivated by the simplest case \( U_{q\tilde{q}}(sl(2,\mathbb{R})) \) which has been studied extensively by Teschner et al. \[3, 35\] from the point of view of non-compact conformal field theory. Explicit construction of the positive representations \( \mathcal{P}_\lambda \) of \( U_{q\tilde{q}}(g_{\mathbb{R}}) \) associated to a simple Lie algebra \( g \) has been obtained for the simply-laced case in \[11, 17, 18\] and non-simply-laced case in \[20\], where the generators of the quantum groups are realized by positive essentially self-adjoint operators acting on certain Hilbert spaces.

As a consequence of the construction, if one forgets the real structure of such representations, one can express the generators in terms of Laurent polynomials of certain \( q \)-commuting variables, and we obtain a full embedding of quantum groups

\[
U_q(g) \hookrightarrow \mathbb{C}[T_q]
\]

into certain quantum torus algebra, thus solving the long-standing problem of generalizing the Feigin’s homomorphism.

The construction of the positive representations of \( U_q(g_{\mathbb{R}}) \) relies heavily on Lusztig’s total positivity of reductive groups and is closely related to the structure of the quantum principal affine space \( \mathcal{O}_q[G/N] \). Its harmonic analysis on \( L^2(G^+(\mathbb{R})) \) through the Gauss-Lusztig decomposition \[19, 22\] also involves the structure of the coordinate ring \( \mathcal{O}_q[G] \) and the double Bruhat cell \( \mathcal{O}_q[G^{w_0,w_0}] \). Therefore the theory of positive representations is considered to have a strong connection to the theory of quantum cluster algebra \[2\] in which these objects represent \[12, 15\]. In particular both theories share a similar positivity phenomenon under some mutation operations, where for example the generators of \( U_q(g_{\mathbb{R}}) \) are always represented as Laurent polynomials of positive operators with positive \( q \)-integral coefficients, thus naturally acting on \( \mathcal{P}_\lambda \) as positive self-adjoint operators.

In a recent work of \[39\], Schrader and Shapiro found explicitly an embedding of \( U_q(sl_n) \) into certain quantum torus algebra \( D_{sl_n} \), which arises from quantizing the Fock and Goncharov’s construction of the cluster coordinates on the moduli spaces of framed \( PGL_n \)-local systems on the punctured disk with two marked points, where the structure can be nicely summarized into certain quiver diagrams given by \( n \)-triangulations \[9\]. It turns out
that their construction fit nicely into the framework of positive representations, and one can carry over the explicit constructions of $P_\lambda$ and obtain a new quantum torus algebra embedding for arbitrary type of $U_q(g)$.

Our first main result (Theorem 4.14) states that there is an embedding of algebra

$$U_q(g) \hookrightarrow D_g/\sim$$

into a quantum torus algebra (modulo some central elements), which can be represented by some quiver diagrams associated to $D_g$. The embeddings of the generators of $U_q(g)$ can then be expressed explicitly by certain paths on the quiver. In particular, the previously rather ad hoc explicit expressions, especially in the exceptional types, can now be visualized in a very simple manner (see Figure 1- Figure 12).

Furthermore, a change of words of the reduced expression of the longest element $w_0 \in W$ of the Weyl group, which induces unitary equivalences of the positive representations, correspond to certain quiver mutations and hence quantum cluster mutations of $D_g$. This makes the connection between positive representations and the theory of (quantum) cluster algebra much more explicit. It strongly suggests that in fact we have an embedding into the global functions on the corresponding cluster $\mathcal{X}$-variety

$$U_q(g) \hookrightarrow \bigcap_i D_{g_i}^i/\sim$$

associated to all the seed equivalence class of $D_g$, where the generators of $U_q(g)$ stay polynomial in any cluster. However this requires a separate proof and will be considered in future works.

Finally, the proof of injectivity of the embedding in type $A_n$ by [39] involves explicitly some combinatorial hive-type conditions related to the work of Knutson-Tao [34]. It will be interesting to see the analogues of such combinatorics coming from other types of quantum groups from our construction using positive representations.

1.2 Basic quivers and framed $G$-local systems

The quiver corresponding to $D_g$ is naturally associated to the triangulation of a punctured disk with two marked points. It can be constructed by gluing (amalgamating) two copies of “basic quivers” $Q$ associated to a triangle. It turns out that the basic quiver is mutation equivalent to the quiver giving a (classical) cluster algebra structure on the moduli space of framed $G$-local system, or the configuration space $Conf_{3,G}$ of triples of principal flags, recently discovered for classical types [25] and type $G_2$ [26]. Both constructions require the use of elementary quivers associated to simple reflections of the longest element $w_0$.

In particular, by providing a different construction than the ones in [25, 26], the description of $Q$ in this paper may allow us to construct quantum higher Teichmüller theory in full generality in a representation theoretical setting of quantum groups, where the quiver describes the coordinates of the framed $G$-local system and their Poisson structure, and hence also the quantization of these coordinates. The uniqueness of $Q$ can also potentially be used to solve the series of conjectures proposed in [26]. We also expect that such geometric description of the basic quivers will let us better understand the geometric construction of another quantum group embedding via the Grothendieck-Springer resolution proposed by [35], which turns out to be quite hard to write down explicitly.

The basic quiver plays an important role in the description of the universal $R$-matrix realized as half-Dehn twist, which we will described next.
1.3 Universal $R$-matrix as half-Dehn twist

Using the quantum cluster embedding (1.2), our second main result (Theorem 9.5 and Corollary 9.6) of the paper gives the factorization of the reduced $R$ matrix into products of quantum dilogarithms such that the arguments are given by monomials of the quantum cluster variables $X_i \in \mathcal{D}_\theta$ associated to the chosen reduced expression of $w_0$, and the factorization is invariant under the change of reduced expression.

This result generalizes the factorization of [39] in type $A_n$ for a specific choice of $w_0$, and the earlier well-known result for $\mathcal{U}_q(\mathfrak{sl}_2)$ by Faddeev [7]. It is different from the usual multiplicative formula discovered independently by Kirillov-Reshetikhin [32] and Levendorskii-Soibelman [27, 28], which is further extended to the superalgebra case in [33]. Since each factor is expressed in terms of quantum cluster variables, in fact it can be viewed as a sequence of quiver mutations on two copies of the $\mathcal{D}_\theta$-quiver associated to a disk of two punctures and two marked points.

Our final main result of the paper (Theorem 10.1) shows that the conjugation by the universal $R$-matrix corresponds to a sequence of quiver mutations which produces the half-Dehn twist rotating one puncture about the other in the twice punctured disk. This factorization can also be split into 4 blocks such that each block corresponds to a flip of triangulations of the twice punctured disk, where the basic quiver $Q$ associated to each triangle is being mutated to a different configuration.

In the case of $\mathcal{U}_q(\mathfrak{sl}_2)$, such identification of the factorization of the $R$-matrix appears in quantum Teichmüller theory [30] as an element of the mapping class group, and the corresponding factorization is also used to re-derive Kashaev’s knot invariant [16]. For general Hopf algebra $A$, Kashaev has constructed an embedding $\phi : \mathcal{D}(A) \rightarrow H(A) \otimes H(A)^{op}$ of the Drinfeld’s double $\mathcal{D}(A)$ into a tensor square of the Heisenberg double $H(A)$, and the image of the universal $R$-matrix can be similarly decomposed into a product of 4 variants of the $S$-tensors [29]:

$$\phi^\otimes 2(\mathcal{R}) = S_{14}^1 S_{13}^2 S_{24}^3 S_{23}^4 \in (H(A) \otimes H(A)^{op})^\otimes 2.$$  \hfill (1.4)

This has been utilized for example to construct new quantum invariant for “colored triangulations” of topological spaces recently [40]. Although the two factorizations are realized on different tensor spaces, we believe there is a strong connection between the two different factorizations, where $A$ is identified with the Borel part of $\mathcal{U}_q(\mathfrak{g})$, and it will be interesting to find an explicit relationship between them. We hope that the factorization in this paper opens up a new class of invariants which can be explicitly constructed.

1.4 Generalization to the split real setting

The embeddings of quantum groups as well as the factorization of $R$-matrix in this paper is treated in a formal algebraic setting. However, as the construction comes from the positive representations of split real quantum groups, it is natural to conclude that the theory developed in this paper can be generalized to the split real setting. For example, the monomials of the embedding constructed out of the quantum cluster variables $X_i \in \mathcal{D}_\theta$ are all manifestly positive self-adjoint if we put back in the split real form.

In particular, throughout the paper, we use the correspondence (see Remark 3.7 for more details):

$$\Psi^q(x) \sim g^*_u(x)$$  \hfill (1.5)
to identify both the compact and non-compact quantum dilogarithm functions. This suggests that in fact all the quiver mutations and $R$-matrix decomposition work in the split real setting. In this case the non-compact version is well-defined as the quantum cluster variables are positive self-adjoint, therefore the formal power series manipulations can be replaced by actions of unitary operators.

Furthermore, Faddeev’s modular double can be easily recovered by applying the transcendental relations [7, 11] to the quantum cluster variables:

$$\tilde{X}_i := X_i^{1/2},$$

and the simple analytic version of the Langlands duality [20] interchanging the long and short roots can then be easily recovered as well (this is made more explicit in the quiver diagrams of type $B_n, C_n$ and $G_2$). The perspectives of the applications of such phenomenon in the split real case look very promising, and will be explored elsewhere.

1.5 Outline of the paper

The paper is organized as follows. In Section 2 we fix the convention used throughout the paper and recall the definition of quantum group $U_q(g)$. In Section 3 we recall the definition and properties of quantum torus algebra, the associated quivers, and their cluster structure. In Section 4 we recall the construction of the positive representations of split real quantum groups, and define the new quantum torus algebra $D_g$ in which $U_q(g)$ embeds. In Section 5 we construct explicitly the $D_g$-quiver associated to the algebra $D_g$ using the elementary quivers, and in Section 6 we give an explicit embedding of $U_q(g)$ for all each simple types of $g$, where the generators are represented by certain paths on the quivers.

In Section 7 we discuss the quiver mutations associated to a change of reduced expression of the longest element $w_0 \in W$ of the Weyl group, and we use this to show in Section 8 that the basic quiver associated to a triangle of a triangulation is uniquely defined.

In Section 9 we recall the definition of universal $R$-matrix, and using the quantum group embedding, we give a factorization formula of $R$, which is proved in Section 11. Finally in Section 10 we show that the factorization of $R$ can be realized as half-Dehn twist of a twice punctured disk with two marked points, where the basic quiver associated to each triangle is mutated to certain new configurations, and we give explicitly its sequence of mutations.

2 Notations and definitions of $U_q(g)$

In order to fix the convention we use throughout the paper, we follow the notations used in [20, 21] for the root systems and recall the definition of the quantum group $U_q(g)$, where $g$ is of general type [4], as well as the Drinfeld’s double $D_g$ of the Borel part.

**Definition 2.1.** Let $I$ denote the set of nodes of the Dynkin diagram of $g$ where

$$|I| = n = \text{rank}(g).$$

Let $w_0 \in W$ be the longest element of the Weyl group of $g$, and let

$$N := l(w_0) = \dim n_-$$

be its length, which is also the dimension of the unipotent subgroup $n_-$ of $g$. 6
We call a sequence \( i = (i_1, ..., i_N) \in I^N \) a reduced word of \( w_0 \) if \( w_0 = s_{i_1} ... s_{i_N} \) is a reduced expression, where \( s_{i_k} \) are the simple reflections of the root space. We denote by \( \mathcal{R} \) the set of all reduced words of \( w_0 \).

We let \( n_i \in \mathbb{Z}_{>0} \) be the number of letters \( i \) appearing in \( i \). We will write \( n_i := n_i^1 \) if no confusion arises. If we have another reduced word \( i' \in \mathcal{R} \), we will sometimes write \( i' = (i'_1, ..., i'_N) \) and \( n'_i := n_i^k \).

Clearly we have

\[
\sum_{i=1}^{n} n_i = N. \tag{2.3}
\]

**Definition 2.2.** We index the nodes of the Dynkin diagrams as follow, where black nodes correspond to short roots, and white nodes correspond to long roots.

- **Type** \( A_n \):

```
1 -- 2 -- 3 -- 4 -- 5 -- ... -- n
```

- **Type** \( B_n \):

```
1 -- 2 -- 3 -- 4 -- 5 -- ... -- n
```

- **Type** \( C_n \):

```
1 -- 2 -- 3 -- 4 -- 5 -- ... -- n
```

- **Type** \( D_n \):

```
\[\begin{array}{c}
1 \\
0 \\
\end{array}\]
\[\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & \ldots & n - 1
\end{array}\]
```

- **Type** \( E_n \):

```
\[\begin{array}{c}
1 \\
0 \\
\end{array}\]
\[\begin{array}{ccccccc}
1 & 2 & 3 & 4 & n - 1 & \ldots & 0
\end{array}\]
```

- **Type** \( F_4 \):

```
1 -- 2 -- 3 -- 4
```

- **Type** \( G_2 \):

```
1 -- 2
```

\footnote{We will sometimes omit the commas in \( i \) for typesetting purpose.}
Definition 2.3. Let $q$ be a formal parameter. Let $\{\alpha_i\}_{i \in I}$ be the set of positive simple roots. Let $\langle -,- \rangle$ be the inner product of the root lattice, and we define

$$a_{ij} := \frac{2\langle \alpha_i, \alpha_j \rangle}{\langle \alpha_i, \alpha_i \rangle},$$  
(2.4)

such that $A := (a_{ij})$ is the Cartan matrix.

We normalize $\langle -,- \rangle$ as follows: we choose the symmetrization factors (also called the multipliers)

$$d_i := \frac{1}{2} \langle \alpha_i, \alpha_i \rangle = \begin{cases}1 & \text{if } i \text{ is long root or in the simply-laced case}, \\ \frac{1}{2} & \text{if } i \text{ is short root in type } B, C, F, \\ 1 & \text{if } i \text{ is short root in type } G_2, \\
\end{cases}$$  
(2.5)

and $\langle \alpha_i, \alpha_j \rangle = -1$ when $i, j$ are adjacent in the Dynkin diagram, such that

$$d_i a_{ij} = d_j a_{ji}.$$  

We then define

$$q_i := q^{d_i},$$  
(2.6)

which we will also write as

$$q_i := q, \quad q_s := \left\{ \begin{array}{ll} q^{\frac{1}{2}} & \text{if } g \text{ is of type } B_n, C_n, F_4, \\ q^{\frac{1}{3}} & \text{if } g \text{ is of type } G_2, \end{array} \right.$$  
(2.7)

for the $q$ parameters corresponding to long and short roots respectively.

Definition 2.4. Let $A = (a_{ij})$ denote the Cartan matrix. We define $\mathfrak{g}$ to be the $\mathbb{C}(q_s)$-algebra generated by the elements

$$\{E_i, F_i, K_i^{\pm 1}, K_i'^{\pm 1} | i \in I\}$$

subject to the following relations (we will omit the relations involving $K_i^{-1}, K_i'^{-1}$ below for simplicity):

$$K_i E_j = q_i^{a_{ij}} E_j K_i, \quad K_i F_j = q_i^{-a_{ij}} F_j K_i,$$  
(2.9)

$$K_i' E_j = q_i^{-a_{ij}} E_j K_i', \quad K_i' F_j = q_i^{a_{ij}} F_j K_i',$$  
(2.10)

$$K_i K_j = K_j K_i, \quad K_i' K_j' = K_j' K_i', \quad K_i K_i' = K_i' K_i,$$  
(2.11)

$$[E_i, F_j] = \delta_{ij} \frac{K_i - K_i'}{q_i - q_i^{-1}},$$  
(2.12)

together with the Serre relations for $i \neq j$:

$$\sum_{k=0}^{1-a_{ij}} (-1)^k \frac{[1-a_{ij}]_q!}{[1-a_{ij} - k]_q!, [k]_q!} E_i^k E_j E_i^{1-a_{ij}-k} = 0, \quad (2.13)$$

$$\sum_{k=0}^{1-a_{ij}} (-1)^k \frac{[1-a_{ij}]_q!}{[1-a_{ij} - k]_q!, [k]_q!} F_i^k F_j F_i^{1-a_{ij}-k} = 0, \quad (2.14)$$

where $[k]_q := \frac{q^k - q^{-k}}{q - q^{-1}}$ is the $q$-number and $[n]_q! := \prod_{k=1}^n [k]_q$ the $q$-factorial.
The algebra $D_g$ is a Hopf algebra with comultiplication
\[
\Delta(E_i) = 1 \otimes E_i + E_i \otimes K_i, \quad \Delta(K_i) = K_i \otimes K_i, \quad \Delta(F_i) = F_i \otimes 1 + K_i' \otimes F_i, \quad \Delta(K_i') = K_i' \otimes K_i',
\]
the counit
\[
\epsilon(E_i) = \epsilon(F_i) = 0, \quad \epsilon(K_i) = \epsilon(K_i') = 1,
\]
and antipode
\[
S(E_i) = -K_i^{-1} E_i, \quad S(K_i) = K_i^{-1}, \quad S(F_i) = -F_i K_i, \quad S(K_i') = (K_i')^{-1}.
\]

**Definition 2.5.** The quantum group $U_q(g)$ is defined as the quotient
\[
U_q(g) := D_g / \langle K_i K_i' = 1 \rangle_{i \in I},
\]
and it inherits a well-defined Hopf algebra structure from $D_g$.

**Remark 2.6.** $D_g$ is the Drinfeld’s double of the quantum Borel subalgebra $U_q(b)$ generated by $E_i$ and $K_i$.

**Definition 2.7.** We define the rescaled generators
\[
e_i := \left( \frac{\sqrt{-1}}{q_i - q_i^{-1}} \right)^{-1} E_i, \quad f_i := \left( \frac{\sqrt{-1}}{q_i - q_i^{-1}} \right)^{-1} F_i.
\]

By abuse of notation, we will also denote by $D_g$ the $\mathbb{C}(q_i)$-algebra generated by
\[\{e_i, f_i, K_i, K_i' | i \in I\}\]
and the corresponding quotient by $U_q(g)$. The generators satisfy all the defining relations above except (2.12) which is modified to be
\[
[e_i, f_j] = \delta_{ij} (q_i - q_i^{-1})(K_i' - K_i).
\]

## 3 Quantum cluster $X$-tori

We recall the definition of the quantum cluster $X$-tori following [9, 39] and their properties that are needed, as well as some notations and modification that fit the needs of this paper.

### 3.1 Quantum torus algebra and quivers

**Definition 3.1** (Quantum torus algebra). A seed $i$ is a triple $(I, I_0, B, D)$ where $I$ is a finite set, $I_0 \subset I$ is a subset called the frozen subset, $B = (b_{ij})_{i,j \in I}$ a skew-symmetrizable $\mathbb{Q}$-valued matrix called the exchange matrix, and $D = \text{diag}(d_i)_{i \in I}$ is a diagonal matrix such that $DB = B^T D$ is skew-symmetric.
Let $q$ be a formal parameter. We define the quantum torus algebra $X_i$ associated to the seed $i$ to be an associative algebra over $\mathbb{C}(q^d)$, where $d = \min_{i \in I}(d_i)$, defined by generators $X_i^{\pm 1}, i \in I$ subject to the relations

$$X_iX_j = q_i^{-2b_{ij}}X_jX_i, \quad i, j \in I$$

(3.1)

where $q_i := q^{d_i}$. The generators $X_i$ are called the quantum cluster variables, and they are said to be frozen if $i \in I_0$. We call $d_i$ the multipliers of the variables $X_i$. We denote by $T_i$ the non-commutative field of fraction of $X_i$.

The structure of the quantum torus algebra $X_i$ associated to a seed $i$ can be conveniently encoded in a quiver:

**Definition 3.2 (Quiver associated to $i$).** We associate to each seed $i$ a generalized quiver $Q_i = (Q_0, w)$ with vertices $Q_0$ labeled by $I$, and for each pair $i, j \in Q_0$ a weight $w_{ij} := d_ib_{ij} = -w_{ji}$.

(3.2)

We will draw arrows from $i \xrightarrow{w_{ij}} j$ if $w_{ij} > 0$. We will call an isomorphism $\pi : S \simeq Q_0$ from a finite set $S$ an external label of the quiver $Q$.

We will use squares to denote frozen nodes $i \in I_0$ and circles otherwise. In the sequel, when $q_i = q_s$ or $q_i$ given by Definition 2.3, we will distinguish the arrows by thick or thin arrows instead of writing the weights. We will also use dashed lines to denote arrows with half the weights, which only occurs between frozen nodes.

![Arrows between nodes and their algebraic meaning.](image)

We introduce the following notations which will be useful throughout the paper:

**Definition 3.3.** We denote by

$$X_{i_1^{m_1} \ldots i_n^{m_n}} := q^C X_{i_1^{m_1}} \ldots X_{i_n^{m_n}},$$

(3.3)

where $C$ is the unique rational number such that

$$q^C X_{i_1^{m_1}} \ldots X_{i_n^{m_n}} = q^{-C} X_{i_n^{m_n}} \ldots X_{i_1^{m_1}}.$$  

Explicitly, if $X_iX_j = q^{c_{ij}} X_jX_i$, then

$$C = -\frac{1}{2} \sum_{p>q} m_pmqc_{ip}c_{iq}.$$  

(3.4)
If we introduce a \(\ast\)-structure such that \(q^\ast = q^{-1}\) and \(X_i^\ast = X_i\) (and positive), then the expression \(X_{i_1,...,i_n}^m\) is also (positive) self-adjoint.

We also denote by

\[
X(i_1,...,i_n) := \sum_{k=1}^n X_{i_1,...,i_k}.
\]

(3.5)

**Definition 3.4.** A permutation of a seed \(\sigma : i \rightarrow i'\) is a bijection \(\sigma : I \rightarrow I'\) such that

\[
\begin{align*}
\sigma(I_0) &= I_0', \\
b_{ij}' &= b_{\sigma(i)\sigma(j)}, \\
d_i' &= d_{\sigma(i)}.
\end{align*}
\]

It induces an isomorphism \(\sigma^\ast : T_{i'} \rightarrow T_i\) by

\[
\sigma^\ast(\widehat{X}_{\sigma(i)}) := X_i,
\]

where \(\widehat{X}_{\sigma(i)}\) denotes the quantum cluster variables of \(T_{i'}\).

### 3.2 Quantum cluster mutation

Next we define the cluster mutations of a seed and its quiver, and the quantum cluster mutations for the algebra.

**Definition 3.5 (Cluster mutation).** Given a pair of seeds \(i = (I, I_0, B, D)\), \(i' = (I', I_0', B', D')\) and an element \(k \in I \setminus I_0\), a cluster mutation in direction \(k\) is an isomorphism \(\mu_k : i \rightarrow i'\) such that \(\mu_k(I_0) = I_0'\),

\[
\begin{align*}
b_{\mu_k(\cdot),\mu_k(\cdot)}' &= \begin{cases} -b_{ij} & \text{if } i = k \text{ or } j = k, \\ b_{ij} + \frac{b_{ik}b_{kj} + |b_{ik}b_{kj}|}{2} & \text{otherwise}, \end{cases} \\
d_{\mu_k(i)}' &= d_i.
\end{align*}
\]

(3.6)

Then the quiver mutation \(Q^i \rightarrow Q^{i'}\) corresponding to the mutation \(\mu_k\) can be performed by:

1. reverse all the arrows incident to the vertex \(k\);
2. for each pair of arrows \(i \xrightarrow{w_{ik}} k\) and \(k \xrightarrow{w_{kj}} j\) associate the arrow \(i \xrightarrow{w_{ij} + w_{ik}w_{kj}} j\);
3. delete any arrows with weight \(w_{ij} = 0\).

**Definition 3.6 (Quantum cluster mutation).** The cluster mutation in direction \(k\), \(\mu_k : i \rightarrow i'\), induces an isomorphism \(\mu_k^q : T_{i'} \rightarrow T_i\) called the quantum cluster mutation, defined by

\[
\begin{align*}
\mu_k^q(\widehat{X}_i) &= \begin{cases} X_k^{-1} & \text{if } i = k, \\
X_k \prod_{r=1}^{b_{ki}} (1 + q^{2r-1} X_k) & \text{if } i \neq k \text{ and } b_{ki} \leq 0, \\
X_k \prod_{r=1}^{b_{ki}} (1 + q^{2r-1} X_k^{-1})^{-1} & \text{if } i \neq k \text{ and } b_{ki} \geq 0,
\end{cases}
\]

(3.8)
where we denote by $\hat{X}_i$ the quantum cluster variables corresponding to $X_i'$ with exchange matrix $B'$ such that $b'_{ki} = -b_{ki}$ for every $i \in I$.

The quantum cluster mutation $\mu^q_k$ can be written as a composition of two homomorphisms

$$\mu^q_k = \mu^\#_k \circ \mu'_k,$$

where $\mu'_k : T_i' \rightarrow T_i$ is a monomial transformation defined by

$$\mu'_k(\hat{X}_i) := \begin{cases} X_k^{-1} & \text{if } i = k, \\ X_i & \text{if } i \neq k \text{ and } b_{ki} \leq 0, \\ q^{b_{ki}b_{ki}}X_iX_k^{b_{ki}} & \text{if } i \neq k \text{ and } b_{ki} \geq 0, \end{cases}$$

and $\mu^\#_k : T_i \rightarrow T_i$ is a conjugation by the quantum dilogarithm function

$$\mu^\#_k := Ad_{\Psi_{qk}(X_k)},$$

where

$$\Psi^q := \prod_{r=0}^{\infty} (1 + q^{2r+1}x)^{-1}.$$  

In the remaining of the paper, however, we will use the notation

$$g_b(x) := \Psi^q(x)^{-1},$$
$$g^\#_b(x) := g^\#_b(x) = \Psi^q(x)$$

instead, in accordance to the universal $R$-operator formula given in [21]. The various identities of $g_b(x)$ that are needed in this paper are summarized in Appendix A.

**Remark 3.7.** We remark that $g_b(x)$, where $q = e^{\pi \sqrt{-1} \alpha}$, is the notation for the non-compact quantum dilogarithm, which plays a central role in the theory of positive representation, various Quantum Teichmüller theories [22,30] and non-rational conformal field theories [23,30]. It is composed by two commuting copies, associated to the so-called Faddeev’s modular double, of the compact quantum dilogarithm $\Psi^q(x)$ [2,30], and it is a unitary operator when $x$ is positive self-adjoint.

In this paper however, we are only interested in the formal algebraic theory, hence one may consider only the compact part and think of the correspondence

$$g_b(x) \sim \Psi^q(x)^{-1} = \prod_{r=0}^{\infty} (1 + q^{2r+1}x) = Exp_{q-2} \left( -\frac{u}{q - q^{-1}} \right),$$

where

$$Exp_q(x) := \sum_{k \geq 0} \frac{x^k}{(k)_q!},$$

$$\frac{x}{(k)_q} := 1 - \frac{q^k}{1 - q}.$$
Lemma 3.8. Let \( \mu_{i_1}, \ldots, \mu_{i_k} \) be a sequence of mutation, and denote the intermediate seeds by \( i_j := \mu_{i_j} \ldots \mu_{i_1}(i) \). Then the induced quantum cluster mutation \( \mu^q_{i_1} \ldots \mu^q_{i_k} : T_{i_k} \rightarrow T_1 \) can be written as

\[
\mu^q_{i_1} \ldots \mu^q_{i_k} = \Phi_k \circ M_k, \tag{3.18}
\]

where \( M_k : T_{i_k} \rightarrow T_1 \) and \( \Phi_k : T_1 \rightarrow T_1 \) with

\[
M_k := \mu'_{i_1} \mu'_{i_2} \ldots \mu'_{i_k}, \tag{3.19}
\]

\[
\Phi_k := Ad_{\phi_{i_1}}(x_{i_1}) Ad_{\phi_{i_2}}(\mu'_{i_1}(x_{i_2})) \ldots Ad_{\phi_{i_k}}(\mu'_{i_{k-1}}(x_{i_k})), \tag{3.20}
\]

and \( X_i \) denotes the corresponding quantum cluster variables of the algebra \( \mathcal{X} \).

3.3 Amalgamation

We also recall the procedure of amalgamation of two quivers [10]:

Definition 3.9. Let \( Q_1 := Q^{i_1} \) and \( Q_2 := Q^{i_2} \) be a pair of quivers associated to the seed \( i_1 = (I^1, I_0^1, B^1, D^1), i_2 = (I^2, I_0^2, B^2, D^2) \) and with edge weights \( w^1, w^2 \) respectively, and let \( J_1 \subset I_0^1, J_2 \subset I_0^2 \) be certain subsets of the frozen nodes of \( Q_1 \) and \( Q_2 \) respectively. Assume there exists a bijection \( \phi : J_1 \rightarrow J_2 \) such that \( d_{\phi(i)} = d_i \) for \( i \in J_1 \). Then the amalgamation of \( Q_1 \) and \( Q_2 \) along \( \phi \) is a new quiver \( Q \) constructed as follows:

1. The vertices of \( Q \) are given by \( Q_1 \cup_{\phi} Q_2 \) by identifying vertices \( i \in Q_1 \) and \( \phi(i) \in Q_2 \) and assigned with the same weight \( d_i \),
2. The frozen nodes of \( Q \) are given by \( (I_0^1 \setminus J_1) \cup (I_0^2 \setminus J_2) \), i.e. we “defroze” the vertices that are glued.
3. The weights \( w \) of the edges of \( Q \) are given by

\[
w_{ij} = \begin{cases} 
0 & \text{if } i \in I_i \setminus J_k \text{ and } j \in I_i \setminus J_k \text{ for } k = 1, 2, \\
w_{ij}^1 & \text{if } i \in I_i \setminus J_k \text{ or } j \in I_i \setminus J_k \text{ for } k = 1, 2, \\
\cdot w_{ij}^2 + w_{\phi(i)\phi(j)} & \text{if } i, j \in J_1. 
\end{cases}
\]

Amalgamation of a pair of quiver induces an embedding \( \mathcal{X} \rightarrow \mathcal{X}_1 \mathcal{X}_2 \) of the corresponding quantum cluster \( \mathcal{X} \)-tori by

\[
X_i \mapsto \begin{cases} 
X_i \otimes 1 & \text{if } i \in Q_1 \setminus J_1, \\
1 \otimes X_i & \text{if } i \in Q_2 \setminus J_2, \\
X_i \otimes X_{\phi(i)} & \text{otherwise}. 
\end{cases} \tag{3.21}
\]

Visually it is just gluing two quivers together along the chosen frozen nodes, such that the weights of the corresponding arrows among those nodes are added.

4 From positive representations to quantum group embedding

In this section, we introduce the notion of positive representations, and show that one can construct from it the quantum group embedding into certain quantum torus algebra.
4.1 Positive representations $P_\lambda$ of $U_q(\mathfrak{g}_\mathbb{R})$

In [11, 18, 20], a special class of representations called the positive representations is constructed for split real quantum groups $U_q(\mathfrak{g}_\mathbb{R})$ (and its modular double, which is not needed in this paper). Here $U_q(\mathfrak{g}_\mathbb{R})$ is defined to be $U_q(\mathfrak{g})$ endowed with the star structure

$$e_i^* = e_i, \quad f_i^* = f_i, \quad K_i^* = K_i,$$

and necessarily $|q_i| = 1$ for every $i \in I$, whence we let $q_i = e^{\pi \sqrt{-1} b_i^2} \in \mathbb{C}$ for $b_i \in \mathbb{R}$. We assume the $q_i$’s are not root of unity for simplicity.

Theorem 4.1 (Positive representations). There exists a family of irreducible representations $P_\lambda$ of $U_q(\mathfrak{g}_\mathbb{R})$ parametrized by the $\mathbb{R}_+^+$-span of the cone of positive weights $\lambda \in P_\mathbb{R}_+^+ \subset \mathfrak{h}_\mathbb{R}_+^*$, or equivalently by $\lambda := (\lambda_1, ..., \lambda_n) \in \mathbb{R}_+^n$ where $n = \text{rank}(\mathfrak{g})$, such that

- For each reduced word $i \in \mathfrak{R}$, the generators $e_i, f_i, K_i$ are represented by positive essentially self-adjoint operators acting on $L^2(\mathbb{R}^N)$,
- Each generators can be represented by monomials generated by the positive operators

$$\{e^{\pm \pi b_i x_i}, e^{\pm 2\pi b_i p_i}\}_{i=1, ..., N},$$

where $p_i = \frac{1}{2\pi \sqrt{-1}} \frac{\partial}{\partial x_i}$ are the momentum operators such that $[p_i, x_i] = \frac{1}{2\pi \sqrt{-1}}$, and each monomials are positive essentially self-adjoint.
- There exists a unitary equivalence $\Phi$ between positive representations corresponding to different reduced words, hence the representation does not depend on the choice of reduced expression of $w_0$.

In the theory of positive representations of split real quantum groups, the representation carries a real structure and the operators are represented by unbounded positive operators on certain Hilbert spaces. However in this paper, we will only be dealing with the representation formally, so all the generators and relations are treated on the algebraic level only. Hence if we define formally

$$X_i^{\pm 1} = e^{\pm \pi b_i x_i}, \quad Y_i^{\pm 1} = e^{\pm 2\pi b_i p_i},$$

then algebraically we have for $i = 1, ..., N$:

$$X_i Y_i = q_i Y_i X_i,$$

(4.3)

$$X_i Y_j = Y_j X_i, \quad i \neq j.$$

As a corollary, if we just consider the quantum torus algebra $\mathbb{C}[T_q]$ generated by the elements $(X_i^{\pm 1}, Y_i^{\pm 1})_{i=1, ..., N}$ subjected to (4.3), we obtain

Corollary 4.2. The positive representations give an embedding of $U_q(\mathfrak{g})$ into $\mathbb{C}[T_q]$, generalizing the Feigin’s homomorphism $U_q(\mathfrak{b}) \rightarrow \mathbb{C}[T_q]$.

Remark 4.3. In [18, 27], we showed that one can shift the generators $e_i, f_i$ by some appropriate $K_i$ factors such that the modified quantum group embeds into the “true” quantum torus algebra $\mathbb{C}(X_i^{\pm 1}, Y_i^{\pm 1})$ with the relations $X_i Y_i = q_i^2 Y_i X_i$ instead.
4.2 Explicit construction of $\mathcal{P}_\lambda$

The positive representations $\mathcal{P}_\lambda$ was computed explicitly for all types of $\mathfrak{g}$. Let us first recall some notations used in [18, 20].

**Definition 4.4.** We denote by $p_u = \frac{1}{2\pi\sqrt{-1}} \frac{\partial}{\partial u}$ and

\[
e(u) := e^{\pi bu}, \quad [u] := q^{\frac{1}{2}} e(u) + q^{-\frac{1}{2}} e(-u),
\]

so that whenever $[p, u] = \frac{1}{2\pi\sqrt{-1}}$,

\[
[u] e(-2p) := (q^{\frac{1}{2}} e^{\pi bu} + q^{-\frac{1}{2}} e^{-\pi bu}) e^{-2\pi bp} = e^{\pi bu -2\pi bp} + e^{-2\pi bu -2\pi bp} = e(u - 2p) + e(-u - 2p)
\]

is self-adjoint.

**Definition 4.5.** By abuse of notation, we denote by

\[
[u_s + u_l] e(-2p_s - 2p_l) := e^{\pi b_s (-u_s -2p_s) + \pi b_l (-u_l -2p_l)} + e^{\pi b_s (u_s -2p_s) + \pi b_l (u_l -2p_l)},
\]

where $u_s$ (resp. $u_l$) is a linear combination of the variables corresponding to short roots (resp. long roots). The parameters $\lambda_i$ are also considered in both cases. Similarly $p_s$ (resp. $p_l$) are linear combinations of the momentum variables corresponding to the short roots (resp. long roots). This applies to all simple $\mathfrak{g}$, with the convention given in Definition 2.3.

**Definition 4.6** (Notation). Let $i = (i_1, ..., i_N) \in \mathfrak{R}$ be a reduced word for $w_0$. We associate to $i$ a set of $N$ variables indexed in two ways:

- $u^k_i$ denotes the $k$-th variables from the left in $i$ corresponding to the root index $i$.
- $v_j$ denotes the $j$-th variable from the left in $i$, i.e. corresponding to $i_j$, and $i_j$ is the root index corresponding to $v_j$.
- We denote the corresponding momentum operators as $p^k_i$ and $p_j$ respectively if no confusion arises.
- $v(i, k)$ denotes the index such that $u^k_i = v(v(i, k))$.

**Example 4.7.** For type $A_3$, let $i = (1, 2, 1, 3, 2, 1)$. Then the 6 variables are ordered as:

\[
(u^1_1, u^1_2, u^2_1, u^1_3, u^2_2, u^3_1) = (v_1, v_2, v_3, v_4, v_5, v_6).
\]

Now we can summarize the construction of the positive representations as follows:

**Theorem 4.8.** Given a reduced word $i \in \mathfrak{R}$, the positive representation $\mathcal{P}_\lambda \simeq L^2(\mathbb{R}^N)$ of $\mathcal{U}_t(\mathfrak{g})$ is parametrized by $\lambda = (\lambda_i) \in \mathbb{R}^N_{> 0}$, and the generators are represented in the form

\[
f_i = F^1_i + F^2_i + ... + F^{N_i},
\]

\[
K_i = e(-2\lambda_i - \sum_{j=1}^{N} a_{ij,v_j}),
\]

This differs from the previous notation used in [18, 20] where the variables read from the right. This version will be more convenient in this paper.
where
\[ F_i^k = \left[ -\sum_{j=1}^{v(i,k)} a_{i,j}v_j + u_i^k - 2\lambda_i \right] e(2p_i^k) \]  \hspace{1cm} (4.8)

\[ = e \left( -\sum_{j=1}^{v(i,k)} a_{i,j}v_j + u_i^k - 2\lambda_1 + 2p_i^k \right) + e \left( \sum_{j=1}^{v(i,k)} a_{i,j}v_j - u_i^k - 2\lambda_1 + 2p_i^k \right) \]

\[ =: F_i^{k,-} + F_i^{k,+} \]  \hspace{1cm} (4.9)

splitting according to Definition 4.5.

The representation of \( e_j \) is explicitly written case by case. In general, if \( j = i_N \), then
\[ e_j = [v_N]e(-p_N), \]  \hspace{1cm} (4.10)

Otherwise
\[ e_j = \Phi \circ [v_N]e(-2p_N) \circ \Phi^{-1}, \]  \hspace{1cm} (4.11)

where we recall \( \Phi \) is the unitary transformation, expressed in terms of quantum dilogarithms, that relates \( P_\lambda \) to another representations corresponding to a reduced word \( \tilde{v} \in \mathfrak{R} \) with \( i_N = j \).

**Theorem 4.9.** Each generator \( e_j \) is expressed as a polynomial in \( X_i^{\pm 1} \) and \( Y_i^{\pm 1} \) (cf. (4.2)), with a unique initial term of the form \([u_k^i]e(-2p_i^k)\) for some index \( i, k \). One determines this initial term by applying the transformation (4.11) and tracing the changes of the corresponding initial term by the following rules:

- if \( j = i_N \), then from (4.10) the initial term is \([v_i_N]\) by definition.
- If we have a change of word \(...i,j,i,...\) \(\longleftrightarrow\) \(...,j,i,...\), inducing a change of variables
\[ (... , u_i^k, u_j, u_i^{k+1}, ...) \longleftrightarrow (... , u_j^l, u_i^k, u_j^{l+1}, ...), \]
then the initial term changes from \([u_i^k] \longleftrightarrow [u_j^{l+1}]\).
- If we have a change of word \(...,i,j,i,j,...\) \(\longleftrightarrow\) \(...,j,i,j,...\), inducing a change of variables
\[ (... , u_i^k, u_j^l, u_i^{k+1}, u_j^{l+1}, ...) \longleftrightarrow (... , u_j^l, u_i^k, u_j^{l+1}, u_i^{k+1} ...), \]
then the initial term changes from \([u_i^k] \longleftrightarrow [u_j^{l+1}]\).
- In type \( G_2 \), for the change of word \((2,1,2,1,2) \longleftrightarrow (1,2,1,2,1)\), the initial term for \( e_1 \) is \([u_1^1] \longleftrightarrow [u_1^2]\) and initial term for \( e_2 \) is \([u_2^1] \longleftrightarrow [u_2^2]\).

From the explicit expression (4.8), we have

**Proposition 4.10.** If we write \( f_i \) as
\[ f_i = F_i^{n_i,-} + F_i^{n_i-1,-} + F_i^{1,+} + F_i^{2,+} + ... + F_i^{n_i,+}, \]
then each term \( q_i^{-2} \)-commute with all the terms on the right, and each term \( q_i^{-2} \)-commute with \( K_i^{-1} \).

**Remark 4.11.** Feigin’s homomorphism \( U_q(\mathfrak{g}) \longrightarrow \mathbb{C}[\mathfrak{g}] \) is given by the expression of \( K_i \) and half of \( f_i \):
\[ f_i' := F_i^{1,+} + F_i^{2,+} + ... + F_i^{n_i,+} \]
only, so the expression of Theorem 4.8 is really a “double” of Feigin’s homomorphism.
4.3 Embedding of $\mathcal{U}_q(\mathfrak{g})$ into quantum torus algebra $\mathcal{D}_g$

Now we are ready to construct the quantum torus algebra $\mathcal{D}_g$ in the favor of [39] that will provide a clear description of the embedding of the generators of the quantum group $\mathcal{U}_q(\mathfrak{g})$.

**Definition 4.12.** Define $2N + 2n$ variables indexed by

$$S = \{f_i^{-n_i}, ..., f_i^{n_i}\}_{i \in I} \cup \{e_i^0\}_{i \in I} \simeq \{1, ..., 2N + 2n\}$$

as follows: For each $i \in I$, we take the consecutive “ratio” of the monomial terms of $f_i$ as:

$$X_{f_i^k} = \begin{cases} 
F_i^{-n_i, -} & k = -n_i, \\
q_i F_i^{k, -}(F_i^{k-1, -})^{-1} & n < 0, \\
q_i F_i^{k, +}(F_i^{k, -})^{-1} & k = 0, \\
q_i F_i^{k+1, +}(F_i^{k, +})^{-1} & k > 0, \\
q_i K_i^{-1}(F_i^{n_i, +})^{-1} & k = n_i. 
\end{cases} \quad (4.12)$$

Let the initial term of $e_i$ be

$$[v_n]e(-2p_n) = e(v_n - 2p_n) + e(-v_n - 2p_n) =: E_i^- + E_i^+$$

as in Theorem 4.9. Then we define

$$X_{e_i^0} = q_i E_i^+(E_i^-)^{-1} = e(-2v_n). \quad (4.13)$$

We note that each $X_k$ are self-adjoint. Moreover, since all $X_k$ are expressed formally as a monomial, we have

$$X_j X_k = q_j^{-2b_{jk}} X_k X_j \quad (4.14)$$

for some skew-symmetrizable exchange matrix $B = (b_{jk})$ and $q_j := q_i$ if $j = f_i^k$ or $e_i^0$. By abuse of notation, we will use the same variables for the definition below:

**Definition 4.13.** We define the quantum torus algebra $\mathcal{D}_g$ to be the algebra generated by the elements

$$X_{f_i^{-n_i}}, ..., X_{f_i^{n_i}}, X_{e_i^0}, \quad i = 1, ..., n$$

subject to the relations (4.14).

The corresponding $\mathcal{D}_g$-quiver is associated to the seed $(S, S_0, B, D)$ where $D = \text{diag}(d_i)$ and the frozen nodes are $S_0 = \{f_i^{-n_i}\}_{i \in I} \cup \{f_i^{n_i}\}_{i \in I}$.

Now we can state our first main result of the paper.

**Theorem 4.14.** We have an embedding of algebra

$$\iota: \mathcal{D}_g \hookrightarrow \mathcal{D}_g, \quad (4.15)$$

which induces an embedding of the quantum group into a quotient of $\mathcal{D}_g$

$$\mathcal{U}_q(\mathfrak{g}) \hookrightarrow \mathcal{D}_g/\langle \iota(K_i)\iota(K_i)' = 1 \rangle. \quad (4.16)$$
Proof. By construction from (4.12), we can write (cf. Definition 3.3)
\[ f_i = X_{i_1, \ldots, i_n} + q_i X_{i_1, \ldots, i_{n-1}} \]
\[ = X(f_{i_1}^{n_i} - n_i, f_{i_1}^{n_i} + 1, \ldots, f_{i_1}^{n_i - 1}) \]
\[ K'_i = X_{f_{i_1}^{n_i} - n_i, \ldots, f_{i_1}^{n_i}}. \]

Given a reduced word \( i = (i_1, \ldots, i_N) \in \mathfrak{R} \), if \( i = i_N \), then one computes explicitly
\[ e_i = [u_i^1] e(-2p_i^1) \]
\[ = e^{\pi b_i u_i^1 - 2\pi b_i p_i^1} + e^{\pi b_i u_i^0 - 2\pi b_i p_i^1} \]
\[ = X_{i_1} + q_i X_{f_{i_1}^{n_i}} X_{e_1^0} \]
\[ = X(f_{i_1}^{n_i}, e_1^0), \]
\[ K_i = X_{f_{i_1}^{n_i}, e_1^0, f_{i_1}^{n_i}}. \]

Otherwise, from the construction of positive representation, each mutation of the reduced expression of \( w_0 \) correspond to a unitary transformation \( \Phi \) given by the quantum dilogarithm function with an argument given by a consecutive difference of the \( F_i^{n_i} \)'s in the corresponding mutated quiver. (This is described in detail in Section 7.) Hence \( e_i \) will be expressed as a sum of monomials, each of which is expressed as a product of \( X_{f_{i_1}^{n_i}} \) and the ratios between the initial term, which is given by \( X_{e_1^0} \). The explicit expression is given in the next section.

Furthermore, the unitary transformation \( \Phi \) has the properties that for any reduced word \( i \in \mathfrak{R} \), if \( e_i \) is expressed as
\[ e_i = X(i_1, \ldots, i_k) = X_{i_1} + \ldots + X_{i_k}, \]
then the leading term \( X_{i_1} = X_{f_{i_1}^{n_i}} \) and the ending term satisfies
\[ X_{i_1, \ldots, i_k} X_{f_{i_1}^{n_i}} = q_i^{-2} X_{f_{i_1}^{n_i}}, X_{i_1, \ldots, i_k}. \]

The unitary transformation \( \Phi \), while inducing a change of variables given by a linear transformation, will keep \( K_i \) as a monomial. Hence from the relation
\[ [e_i, f_i] = (q_i - q_i^{-1})(K'_i - K_i), \]
we see that the term \( X_{i_1, \ldots, i_k, f_{i_1}^{n_i}} \) does not vanish. Since we already have \( K'_i = X_{f_{i_1}^{n_i}, \ldots, f_{i_1}^{n_i}} \), we must have
\[ K_i = X_{i_1, \ldots, i_k, f_{i_1}^{n_i}}, \]
hence giving the desired homomorphism of \( \mathcal{D}_g \) into \( \mathcal{D}_g \).

Since the positive representation is a faithful irreducible representation coming from the quantization of the induced representation of the left regular representation, the homomorphism \( \iota \) is an embedding. More explicitly, by choosing the parameters \( \lambda \) such that
\[ 2\sqrt{-1} \lambda_i \in Q_i + b_i \mathbb{N}, \quad Q_i := b_i + b_i^{-1}, \]  \hspace{1cm} (4.17)
we recover every finite dimensional highest weight irreducible representation for the compact quantum group \( \mathcal{U}_q(g) \). This fact has been utilized for example to calculate the eigenvalues of the positive Casimir operators \( 23 \). In particular all the PBW basis cannot be identically zero in the representation, hence the homomorphism \( \iota \) is indeed an embedding.
Finally, we note that the algebra $\mathcal{D}_g$ has a center generated by $\iota(K_i)\iota(K'_i)$. Hence taking the quotient with $\iota(K_i)\iota(K'_i) = 1, i \in I$ we obtain the desired embedding of $\mathcal{U}_q(\mathfrak{g})$ as well. □

**Remark 4.15.** Note that by the Cartan involution, one can also define another embedding 

$$\iota^w : \mathcal{D}_g \rightarrow \mathcal{D}_g,$$

$$e_i \mapsto \iota(f_i),$$

$$f_i \mapsto \iota(e_i),$$

$$K_i \mapsto \iota(K'_i),$$

$$K'_i \mapsto \iota(K_i).$$

This interchanges the expressions of the explicit embeddings of $e_i$ and $f_i$ in the quantum torus algebra $\mathcal{D}_g$.

**Remark 4.16.** In [39], the proof of the injectivity of $\iota$ is explicitly checked on the PBW basis. The expression relating the PBW exponents to those of the $q$-tori generators turns out to involve some combinatorial hive-type conditions from the work of Knutson-Tao [34]. It will be interesting to see explicitly analogues of such combinatorics in other types.

## 5 Construction of the $\mathcal{D}_g$-quiver

Let us now describe the explicit construction of the quiver associated to the $\mathcal{D}_g$ algebra in more details.

### 5.1 Relation among cluster variables

First we have the obvious relations.

**Lemma 5.1.** $X_{f_0^i}$ and $X_{e_0^i}$ mutually commute with each other.

**Proof.** By Definition 4.12, the formal expression of all the $X_{f_0^i}$’s and $X_{e_0^i}$’s do not contain any momentum operators $e(2p)$, hence they commute with each other. □

Next we have the following observation:

**Lemma 5.2.** Recall that $F_{i}^{k,\pm}$ is defined in (4.8). We have

$$F_{i}^{k,\pm} F_{j}^{l,\pm} = q_{i}^{\mp a_{i,j}} F_{j}^{l,\pm} F_{i}^{k,\pm} \quad (5.1)$$

if $v(i,k) < v(j,l)$.

**Proof.** Let us consider the $+$ case, while the $-$ case is similar. By definition, if $v(i,k) < v(j,l)$, then there are no terms of $u_j^l$ appearing in $F_{i}^{k,+}$, hence $e(2p_j^l)$ in $F_{j}^{l,+}$ commutes with everything in $F_{i}^{k,+}$, while $e(2p_k^l)$ from $F_{i}^{k,+}$ $q$-commutes with $e(\ldots a_{i,j} u_i^k \ldots)$ from $F_{j}^{l,+}$ giving the factor $q_{i}^{a_{i,j}}$. □
Thus one can derive the commutation relation directly between the variables $X_{f^k_i}$ and $X_{f^l_j}$. First, by definition we have

$$X_{f^k_i}X_{f^l_j} = q_i^{-2}X_{f^k_i}X_{f^l_j}$$  \hspace{1cm} (5.2)

whenever $l = k + 1$ and commute otherwise.

**Corollary 5.3.** Assume $i \neq j, k, l \geq 0$ and $v(i, k) < v(j, l)$, we have:

$$X_{f^k_i}X_{f^l_j} = q_i^C X_{f^j_l}X_{f^i_k},$$  \hspace{1cm} (5.3)

where

$$C = \begin{cases} 2a_{ij} & v(i, k) < v(j, l) < v(i, k + 1) < v(j, l + 1), \\ 0 & v(i, k) < v(j, l) < v(j, l + 1) < v(i, k + 1), \\ 0 & v(i, k) < v(i, k + 1) < v(j, l) < v(j, l + 1), \\ a_{ij} & k = n_i \text{ and } l = n_j, \end{cases}$$

where in the inequalities we let the boundaries be $v(i, 0) = -\infty$ and $v(i, n_i) := +\infty$.

Next, we observe that by construction, the cluster variables $X_{f^k_i}$ and $X_{f^l_j}$ with $k, l \leq 0$ have exactly the commutation relations opposite to (5.3), while if $k, l \neq 0$ have different signs they commute with each other.

Finally, the cluster variables $X_{e^0_i}$ is given by $e(-2u^k_j)$ where $[u^k_j]$ is the initial term of the positive representation of $e_i$ which is determined explicitly. Then we have

$$X_{e^0_i}X_{f^k_j} = q_i^2 X_{f^k_j}X_{e^0_i},$$
$$X_{e^0_i}X_{f^{k-1}_j} = q_i^{-2} X_{f^{k-1}_j}X_{e^0_i}, \quad k \neq 1.$$

Combining the above relations among $X_{f^k_i}$, this completes the description of the $D_g$-quiver.

5.2 Elementary quiver associated to simple reflections

With the above observations, a more conceptual way of constructing the $D_g$-quiver motivated by [26] is as follows. We define the following quiver:

**Definition 5.4.** The elementary quiver $Q^k_i$ associated to the $v(i, k)$-th simple reflection $s_i$ in $w_0$, i.e. corresponding to the variable $u^k_i$, is constructed by the frozen nodes

and for every $j$ connected to $i$ in the Dynkin diagram we have in addition

for the unique $l$ with $v(j, l) < v(i, k) < v(j, l + 1)$, and the nodes $f^a_i$ have weight $d_i$.\]
In particular, according to the convention from Definition 3.2 in the last figure if either $i$ or $j$ is long, $X_{j}^{+} X_{j}^{-} = q^{-1} X_{j}^{-} X_{j}^{+}$ and we will denote both arrows by (thick) dashed arrows, while if both $i$ and $j$ are short, $X_{i}^{+} X_{i}^{-} = q_{s}^{-1} X_{i}^{-} X_{i}^{+}$ and we will denote both arrows by thin dashed arrows.

For example, in type $A_{3}$, an elementary quiver associated to $s_{2}$ is drawn as in Figure 2, where we indicate the corresponding simple reflection, and indicate with dashed arrows the weights $\frac{d_{2}}{2} = \frac{1}{2}$.

Figure 2: Elementary quiver in type $A_{3}$.

\begin{tikzpicture}
  \node (q1) at (0,0) {$q^{+}1$};
  \node (q2) at (-1,-1) {$s_{2}$};
  \node (q3) at (1,-1) {$q^{-1}$};
  \node (q4) at (0,1) {$f_{1}^{+}$};
  \node (q5) at (-1,1) {$f_{2}^{+}$};
  \node (q6) at (1,1) {$f_{3}^{+}$};

  \draw[-stealth] (q1) -- (q2); \draw[-stealth] (q2) -- (q3);
  \draw[-stealth] (q3) -- (q4); \draw[-stealth] (q4) -- (q5);
  \draw[-stealth] (q5) -- (q6); \draw[-stealth] (q6) -- (q1);

\end{tikzpicture}

**Proposition 5.5.** The subquiver of the $D_{g}$-quiver generated by $f_{i}^{n}$ with $n \geq 0$ corresponding to the reduced word $(i_{1}, \ldots, i_{N}) \in R$ is given by amalgamation of the elementary quivers $Q_{s_{i}}^{k}$ along vertices with the same indices, modulo the arrows between $f_{i}^{0}$'s.

The subquiver of the $D_{g}$-quiver generated by $f_{i}^{n}$ for every $n$ corresponding to the reduced word $(i_{1}, \ldots, i_{N}) \in R$ is obtained by amalgamation of the elementary quivers $Q_{s_{i}}^{\pm k}$ along vertices with the same indices, where $Q_{s_{i}}^{\pm k}$ are the elementary quivers corresponding to the opposite words $(i_{N}, \ldots, i_{1})$ of the opposite nodes $f_{i}^{-n}$.

**Proof.** This follows directly from Corollary 5.3. \qed

The $D_{g}$ quiver is then obtained by the above amalgamation together with the quivers connecting the nodes $e_{i}^{0}$.

### 6 Explicit embedding of $U_{q}(\mathfrak{g})$

In the previous section, we constructed the $D_{g}$-quivers as amalgamation of the elementary quivers $Q_{i}^{k}$ together with the arrows joining the nodes $e_{i}^{0}$. In particular, they can be presented in a way that is symmetric along a vertical axis, where the arrows are flipped over. It turns out that this can be expressed as an amalgamation of a pair of basic quivers associated to $\mathfrak{g}$, and that these basic quivers are mutation equivalent to the cluster structure of framed $G$-local system associated to the disk with 3 marked points, recently discovered by [25, 26]. We will determine and describe the basic quivers in Section 8.

By Theorem 4.14, the action of $K_{i}$ (resp. $K_{i}'$) are obtained by multiplying $X_{f_{i}^{-n}}$ (resp. $X_{f_{i}^{n}}$) to the last term of $e_{i}$ (resp. $f_{i}$), hence we will omit it from the description below for simplicity.
Proposition 6.3. \( \lambda \)

In this section, we illustrate the method of recovering the quiver given by the nodes

\[
\begin{align*}
f_i^{-n_i} &\rightarrow f_i^{-n_i+1} \rightarrow \ldots \rightarrow f_i^{-1} \rightarrow f_i^n
\end{align*}
\]

an \( F_i \)-path.

On the other hand, if \( e_i = X(m_1, m_2, \ldots, m_k) \) (or similar variants in type \( C_n, E_8 \) and \( F_4 \)), we call the path of the quiver given by the nodes

\[
m_1 \rightarrow m_2, \ldots \rightarrow m_k \rightarrow f_i^{-n_i}
\]

an \( E_i \)-path. From the relations \([e_i, f_i] = (q_i - q_i^{-1})(K_i' - K_i)\), one can derive the fact that the path always begin with \( m_1 = f_i^{n_i} \).

Remark 6.2. In \([31]\), the \( E_i \)-paths and \( F_i \)-paths are also known as the \( V_i \)-paths and \( \Lambda_i \)-paths respectively in type \( A_n \), which describe the corresponding shapes of the paths, see Figure 4.

6.1 Toy example: Type \( A_2 \)

In this section, we illustrate the method of recovering the \( D_4 \)-quiver. Let \( q \) be of type \( A_2 \), and recall the notation from Definition 4.4. For simplicity we label the variables \((u_1, u_2, u_2)\) below by \((u, v, w)\).

Proposition 6.3. \([13]\) The positive representation \( \mathcal{P}_\lambda \) of \( U_q(sl(3, \mathbb{R})) \) with parameters \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}^2_+ \), corresponding to the reduced word \( \iota = (1, 2, 1) \) acting on \( f(u, v, w) \in L^2(\mathbb{R}^3) \), is given by

\[
\begin{align*}
e_1 &= [w]e(-2p_w), \\
e_2 &= [u]e(-2p_u - 2p_v + 2p_w) + [v - w]e(-2p_v), \\
f_1 &= [-u - 2\lambda_2]e(2p_u) + [-2u + v - w - 2\lambda_2]e(2p_w), \\
f_2 &= [u - v - 2\lambda_1]e(2p_v), \\
K_1 &= e(-2u + v - 2w - 2\lambda_1), \\
K_2 &= e(u - 2v + w - 2\lambda_2).
\end{align*}
\]

In the expanded form, we have

\[
\begin{align*}
e_1 &= e(w - 2p_w) + e(-w - 2p_2), \\
e_2 &= e(u - 2p_u - 2p_v + 2p_w) + e(v - w - 2p_v) + e(-v + w - 2p_v) + e(-u - 2p_u - 2p_v + 2p_w), \\
f_1 &= e(-2u + v - w - 2\lambda_2 + 2p_w) + e(-u - 2\lambda_2 + 2p_u) + e(u + 2\lambda_2 + 2p_u) + e(2u - v + w + 2\lambda_2 + 2p_w), \\
f_2 &= e(u - v - 2\lambda_1 + 2p_v) + e(-u + v + 2\lambda_1 + 2p_v).
\end{align*}
\]

We recover the following cluster variables following Definition 4.12 by taking successive
ratios of the $f_i$ generators:

\[
\begin{align*}
X_{f_{i}^{-2}} &= e(-2u + v - w - 2\lambda_2 + 2p_w), \\
X_{f_{i}^{-1}} &= e(u - v + w + 2p_u - 2p_w), \\
X_{f_{i}^0} &= e(2u + 4\lambda_2), \\
X_{f_{i}^1} &= e(u - v + w - 2p_u + 2p_w), \\
X_{f_{i}^2} &= e(w - 2p_w), \\
X_{f_{i}^{-1}} &= e(u - v - 2\lambda_1 + 2p_u), \\
X_{f_{i}^0} &= e(-2u + 2v + 4\lambda_1), \\
X_{f_{i}^2} &= e(v - w - 2p_v),
\end{align*}
\]

and taking the ratio of the initial terms of the $e_i$ generators (i.e. the first and last terms in the expanded form) we have

\[
\begin{align*}
X_{e_{i}^0} &= e(-2w), \\
X_{e_{i}^2} &= e(-2u).
\end{align*}
\]

Hence treating the operators as formal algebraic variables, from their commutation relations we recover the quiver describing the quantum torus algebra $D_{sl_3}$ in Figure 3.
shaped paths in the quiver diagram.

\[ f_1 = X_{f_1^{-2}, f_1^{-1}} + X_{f_1^{-2}, f_1^{-1}, f_1^0, f_1^2} = X(f_1^{-2}, f_1^{-1}, f_1^0, f_1^2), \]

\[ f_2 = X_{f_2^{-1}} + X_{f_2^{-1}, f_2^0} = X(f_2^{-1}, f_2^0), \]

\[ K'_1 = X_{f_1^{-2}, f_1^{-1}, f_1^0, f_1^2}, \]

\[ K'_2 = X_{f_2^{-1}, f_2^0}. \]

Since the exponents of the variables \( \{X_{f_i^k}\}_{k \neq 0} \) and \( X_{e_i^0} \) for \( i = 1, 2 \) forms a complete basis of the linear space spanned by \( \langle u, v, w, p_u, p_v, p_w, \lambda_1, \lambda_2 \rangle \), one can solve for the \( e_i \) action in terms of these cluster variables. As a result, we obtain

\[ e_1 = X_{f_1^2, e_1^0} = X(f_1^2, e_1^0), \]

\[ e_2 = X_{f_2^2, f_1^1} + X_{f_2^2, f_1^1, e_2^0} + X_{f_2^2, f_1^1, e_2^0, f_1^{-1}} = X(f_2^1, f_1^1, e_2^0, f_1^{-1}), \]

\[ K_1 = X_{f_1^0, f_1^{-2}}, \]

\[ K_2 = X_{f_2^2, f_1^1, e_2^0, f_1^{-2}, f_2^{-1}}, \]

which gives the \( E_i \)-path (highlighted in red) as \( \Lambda \)-shaped paths in the quiver diagram as desired.

Let us now turn to the general cases.

### 6.2 Type \( A_n \)

The quiver associated to type \( A_n \) and the quantum group embedding \( U_q(\mathfrak{sl}_{n+1}) \) is fully described in [39]. Let us choose the reduced word

\[ i = (1 2 1 321 4321...n (n - 1) ...1). \]

Then \( n_i = n + 1 - i \). Using the explicit expression of the positive representations from [18] in type \( A_n \), we have

\[ f_i = X(f_i^{-n+i-1},...,f_i^{n-1}), \]

\[ e_i = X(f_i^{n-i+1}, f_i^{-n-i+1},...,f_1^0, f_1^{-n+i-1},...,f_i^{-n+i-1}). \]

Here the initial terms are given by

\[ X_{e_i^0} = e(-2u_1^{n+1-i}). \]

The quiver is shown in Figure 4. We see that the \( F_i \)-path follows a \( \Lambda \)-shaped path, while \( E_i \)-path follows a \( V \)-shaped path in the quiver (highlighted in red). The quiver can obviously be generalized to arbitrary rank.
6.3 Type $B_n$

Using the explicit expression of the positive representations from [20], we choose the reduced word

$$i = (1212 3212 3421234 ... n (n - 1) ... 1 ... (n - 1) n).$$  \hspace{1cm} (6.1)

Here recall that 1 is short and all other roots are long. Then $n_1 = n$ and $n_i = 2n + 2 - 2i$.

\begin{align*}
f_i &= X(f_i^{-n}, ..., f_i^{n-1}), \\
f_i &= X(f_i^{-2n+2i-2}, ..., f_i^{2n-2i+1}) \quad i \geq 2, \\
e_1 &= X(f_1^n, f_2^{2n-3}, f_1^{n-1}, f_2^{2n-5}, ..., f_i^1, e_i^0, f_1^{-1}, f_2^{-1}, ..., f_2^{-2n+3}), \\
e_i &= X(f_i^{2n-2i+2}, f_{i+1}^{2n-2i-1}, f_i^{2n-2i}, f_{i+1}^{2n-2i-3}, ..., f_i^{i}, f_{i+1}^{i}, e_i^0, f_i^{-2}, f_{i+1}^{-1}, ..., f_{i+1}^{-2n+2i+1}) \quad i \geq 2.
\end{align*}

The initial terms are given by

$$X_{e_0} = \begin{cases} e(-2u_1) & i = 1, \\ e(-2u_i^2) & i > 1. \end{cases}$$

The quiver is shown in Figure 4. Both the $E_i$-path and $F_i$-path follow a zig-zag shaped path in the quiver. Moreover, the quiver can naturally be generalized to arbitrary rank.
6.4 Type \(C_n\)

We choose the same word as type \(B_n\):

\[
i = (1212 3212 3423 4123 4321 2341 321234...n (n-1)...1... (n-1) n).
\]

Here 1 is long and all other roots are short. Then the expression for \(f_i\) is the same as type \(B_n\), while \(e_i\) are the same for \(i \geq 2\), but modification is made to \(e_1\):

\[
e_1 = X(f_1^n, *f_2^{2n-3}, f_1^{n-1}, *f_2^{2n-5}, ..., *f_1^1, e_1^0, f_1^{-1}, *f_2^{-1}, ..., *f_2^{-2n+3}),
\]

where \(X(..., a, *b, ...\) means adding the extra factors as follows:

\[
... + X... + X...a + [2]_q X...a,b + X...a,b^2 + X...a,b^2,...+...
\]

\[
= ... + X... + (X^{1/2}...a + X^{1/2}...a,b^2)^2 + X...a,b^2,...+...
\]

\[\text{Figure 5: } B_5\text{-quiver, with the } E_i\text{-paths colored in red.}\]
The initial terms are same as type $B_n$:

\[
X_{e_1} = \begin{cases} 
  e(-2u_1^1) & i = 1, \\
  e(-2u_2^i) & i > 1.
\end{cases}
\]

The quiver is shown in Figure 6. We see that the quiver is exactly the same as type $B_n$ case, except that the weights of the arrows are modified. Furthermore, the $E_i$-path for $e_1$ now “stops” at certain vertices (corresponding to (6.2)), which we highlighted in red.

![Figure 6: $C_5$-quiver, with the $E_i$-paths and the repeated nodes of $e_1$ colored in red.](image)

### 6.5 Type $D_n$

We choose the word corresponding to splitting of type $B_{n-1}$:

\[
i = (012012 320123 43201234 \ldots (n-1) \ldots 2012 \ldots (n-1)), \tag{6.3}
\]

where 0 and 1 are the splitting nodes that are paired.
Then $n_0 = n_1 = n - 1$ and $n_i = 2n - 2i$ for $i \geq 2$:

\[
\begin{align*}
    f_0 &= X(f_0^{-n+1}, \ldots, f_0^{-2}), \\
    f_1 &= X(f_1^{-n+1}, \ldots, f_1^{-2}), \\
    f_i &= X(f_i^{-2n+2i}, \ldots, f_i^{-2n-2i-1}) \quad i \geq 2,
\end{align*}
\]

and

\[
\begin{align*}
    e_0 &= X(f_0^{-n-1}, f_2^{-n-5}, f_4^{-n-7}, f_6^{-n-3}, f_8^{-n-4}, f_2^{-2n}, f_3^{-2n-2}, f_4^{-2n-4}, f_5^{-2n-11}, \ldots, f_0^{-1}, f_0^{-1}, f_2^{-1}, \ldots, f_2^{-2n+5}), \\
    e_1 &= X(f_1^{-n-1}, f_1^{-2n-5}, f_1^{-2n-7}, f_1^{-2n-4}, f_0^{-2n-9}, f_1^{-2n-11}, \ldots, f_2^{-1}, f_1^{-1}, f_2^{-1}, \ldots, f_2^{-2n+3}), \\
    e_i &= X(f_i^{-2n-2i}, f_{i+1}^{-2n-2i-2}, f_{i+1}^{-2n-2i-5}, \ldots, f_{i+1}^{-1}, f_i^{-1}, f_i^{-2}, f_{i+1}^{-1}, \ldots, f_{i+1}^{-2n+2i-1}) \quad i \geq 2,
\end{align*}
\]

where $\epsilon = n(\text{mod } 2) \in \{0, 1\}$.

The initial terms are given by

\[
X_{e_0} = \begin{cases} 
    e(-2u_1^0) & i = 0, 1, n \text{ is even}, \\
    e(-2u_{1-i}^1) & i = 0, 1, n \text{ is odd}, \\
    e(-2u_{1-i}^2) & i > 1.
\end{cases}
\]

The quiver is shown in Figure 7. Note that the action of $E_i$ and $F_i$ are the same as type $B_{n-1}$ for $i \neq 0, 1$. Furthermore, it follows naturally that the $B_{n-1}$-quiver comes from a folding of the $D_n$-quiver, with the weights of the arrows appropriately adjusted. In the quiver, we highlight the $E_0$-path in red, where we see that it alternates between root 0 and root 1, while the $E_2$-path interchanges 0 and 1.

### 6.6 Type $E_n$

For type $E_n$, we let 0 be the extra node (cf. Definition 2.2). The explicit expression of the positive representations for the generators $f_i$ and $K_i'$ is given by Theorem 4.8 and Theorem 4.14, while the expression for the generators $e_i$ is given in the Appendix of the author’s Ph.D. Thesis [17]. The explicit expression is, however, rather ad hoc.

Using the procedure described in the beginning of this section, we can solve for the cluster variables $X_i$ to rewrite the expression as certain $E$-paths on some quiver diagrams, which is a lot easier to visualize. Interestingly, we see that unlike type $A$ to $D$, most of the actions of $e_i$ actually pass through rows corresponding to other roots throughout the whole quiver.

As before, we only list the representations of $e_i$ and $f_i$, while again the representation of the $K_i$ and $K_i'$ variables are expressed as the product of the last term of $e_i$ and $f_i$ with $X_{f_i^{-n_i}}$ and $X_{f_i'^{n_i}}$ respectively.

#### 6.6.1 Type $E_6$

Following [17], we choose the longest word to be

\[
i = (3 \quad 43 \quad 034 \quad 230432 \quad 12340321 \quad 5432103243054321),
\]

which comes from the embedding of Dynkin diagram

\[
A_1 \subset A_2 \subset A_3 \subset D_4 \subset D_5 \subset E_6
\]

\(^4\text{Here we choose } i \text{ to begin with 343 instead of 434 for technical convenience.}\)
by successively adding the nodes 3,4,0,2,1,5 to the diagram.

Then the $f_i$ variables are expressed as

\[
\begin{align*}
f_1 &= X(f_1^{-4}, ..., f_1^3), \\
f_2 &= X(f_2^{-7}, ..., f_2^6), \\
f_3 &= X(f_3^{-11}, ..., f_3^0), \\
f_4 &= X(f_4^{-7}, ..., f_4^6), \\
f_5 &= X(f_5^{-2}, f_5^{-1}, f_5^0, f_5^1), \\
f_0 &= X(f_0^{-5}, ..., f_0^0),
\end{align*}
\]
while the $e_i$ variables are expressed as certain paths on the quiver:

- $e_1 = X(f_1^1, e_1^0)$,
- $e_2 = X(f_2^7, f_3^5, f_3^8, f_0^3, f_3^6, f_3^4, f_3^1, f_3^2, e_2^0, f_3^{-2}, f_0^{-1}, f_3^{-4}, f_3^{-3}, f_3^{-6}, f_0^{-3}, f_3^{-8}, f_2^{-5}, f_1^{-3})$,
- $e_3 = X(f_3^{11}, f_6^9, f_5^4, f_5^7, f_3^2, f_3^5, f_2^1, f_3^4, f_3^1, e_3^0, f_3^{-1}, f_4^{-1}, f_3^{-3}, f_2^{-1}, f_3^{-5}, f_2^{-3}, f_3^{-7}, f_4^{-5}, f_3^{-9}, f_2^{-6})$,
- $e_4 = X(f_4^7, f_3^{10}, f_0^4, f_3^8, f_2^4, f_2^1, e_4^0, f_2^{-2}, f_1^{-1}, f_2^{-4}, f_3^{-8}, f_0^{-4}, f_3^{-10})$,
- $e_5 = X(f_5^2, f_3^6, f_2^5, f_1^9, e_5^0, f_1^{-2}, f_2^{-5}, f_3^{-9}, f_4^{-6})$,
- $e_0 = X(f_0^5, f_3^{10}, f_4^6, f_5^4, f_3^6, f_3^2, f_3^4, f_0^2, f_3^4, f_0^0, f_4^{-2}, f_3^{-4}, f_0^{-2}, f_3^{-6}, f_4^{-4}, f_5^{-1}, f_4^{-6}, f_3^{-10})$.

The initial terms are given by

- $Xe_1^0 = e(-2u_1^4)$,
- $Xe_2^0 = e(-2u_3^2)$,
- $Xe_3^0 = e(-2u_4^1)$,
- $Xe_4^0 = e(-2u_2^0)$,
- $Xe_5^0 = e(-2u_1^0)$,
- $Xe_0^0 = e(-2u_1^3)$.

The quiver is shown in Figure 8, where the labeling of each row is given by $f_{i}^{-n_i}, ..., f_{i}^{n_i}$, hence each $F_i$-path is represented as a horizontal path. The different $E_i$-paths, starting from $f_{i}^{n_i}$ and ending at $f_{i}^{-n_i}$, are shown in different colors.
Figure 8: $E_6$-quiver, with the $E_i$-paths colored in different colors.
6.6.2 Type $E_7$

Following [17], we choose the longest word to be

$$i = (3\; 43\; 034\; 230432\; 12340321\; 5432103243054321\; 654320345612345034230123456),$$

which comes from the embedding of Dynkin diagram

$$A_1 \subset A_2 \subset A_3 \subset D_4 \subset D_5 \subset E_6 \subset E_7$$

by successively adding the nodes 3,4,0,2,1,5,6 to the diagram.

Then the $f_i$ variables are expressed as

$$f_1 = X(f_{0}^{-6}, \ldots, f_{5}^{5}),$$
$$f_2 = X(f_{2}^{-11}, \ldots, f_{10}^{10}),$$
$$f_3 = X(f_{3}^{-17}, \ldots, f_{3}^{16}),$$
$$f_4 = X(f_{4}^{-12}, \ldots, f_{1}^{1}),$$
$$f_5 = X(f_{5}^{-6}, \ldots, f_{5}^{5}),$$
$$f_6 = X(f_{6}^{-3}, \ldots, f_{6}^{2}),$$
$$f_0 = X(f_{0}^{-8}, \ldots, f_{0}^{7}),$$

while the $e_i$ variables are expressed as certain paths on the quiver:

$$e_1 = X(f_{1}^{7}, f_{2}^{10}, f_{3}^{15}, f_{4}^{10}, f_{5}^{4}, f_{0}^{6}, f_{5}^{9}, f_{3}^{2}, f_{3}^{3}, e_{1}^{-1}, f_{2}^{5}, f_{3}^{-9}, f_{4}^{-6}, f_{0}^{-2}, f_{0}^{-4}, f_{4}^{-10}, f_{3}^{-15}, f_{2}^{-10}),$$
$$e_2 = X(f_{2}^{11}, f_{3}^{16}, f_{0}^{7}, f_{3}^{14}, f_{4}^{9}, f_{3}^{9}, f_{0}^{4}, f_{4}^{10}, f_{0}^{4}, f_{3}^{8}, f_{4}^{4}, f_{2}^{2}, f_{2}^{0}, f_{0}^{0}, f_{2}^{-4}, f_{3}^{-8}, f_{0}^{-4}, f_{3}^{10}, f_{4}^{-7}, f_{5}^{-3}, f_{4}^{-9}, f_{3}^{-14}, f_{0}^{-7}, f_{3}^{-16}),$$
$$e_3 = X(f_{3}^{17}, f_{4}^{11}, f_{5}^{15}, f_{0}^{9}, f_{3}^{13}, f_{4}^{8}, f_{3}^{11}, f_{2}^{-2}, f_{3}^{4}, f_{4}^{5}, f_{3}^{7}, f_{2}^{2}, f_{2}^{1}, f_{3}^{3}, f_{1}^{3}, f_{1}^{3}, e_{3}^{0}, f_{5}^{-1}, f_{4}^{-1}, f_{3}^{-3}, f_{2}^{-1}, f_{3}^{-5}, f_{2}^{-3}, f_{3}^{-7}, f_{4}^{-5}, f_{3}^{-9}, f_{3}^{-14}, f_{0}^{-7}, f_{3}^{-16}),$$
$$e_4 = X(f_{4}^{12}, f_{5}^{9}, f_{4}^{10}, f_{0}^{6}, f_{3}^{14}, f_{2}^{2}, f_{3}^{2}, f_{2}^{2}, f_{3}^{3}, f_{4}^{1}, f_{5}^{0}, f_{3}^{0}, f_{3}^{3}, e_{4}^{0}, f_{3}^{2}, f_{0}^{-1}, f_{3}^{-4}, f_{3}^{-6}, f_{0}^{-3}, f_{3}^{-8}, f_{2}^{-2}, f_{1}^{-2}, f_{2}^{-1}, f_{3}^{-12}, f_{0}^{-6}, f_{3}^{-14}, f_{4}^{-10}, f_{5}^{-5}),$$
$$e_5 = X(f_{5}^{6}, f_{6}^{2}, f_{5}^{4}, f_{0}^{9}, f_{3}^{13}, f_{2}^{8}, f_{3}^{2}, f_{1}^{0}, f_{3}^{1}, f_{1}^{-4}, f_{2}^{-8}, f_{3}^{-13}, f_{4}^{-9}, f_{5}^{-4}, f_{6}^{-2}),$$
$$e_6 = X(f_{0}^{3}, e_{6}^{0}).$$

The initial terms are given by

$$X_{e_1} = e(-2u_{1}^{1}), \quad X_{e_2} = e(-2u_{2}^{1}), \quad X_{e_3} = e(-2u_{3}^{1}), \quad X_{e_4} = e(-2u_{4}^{1}),$$
$$X_{e_5} = e(-2u_{1}^{1}), \quad X_{e_6} = e(-2u_{0}^{0}).$$

The quiver is shown in Figure[18] again the labeling of each row is given by $f_{i}^{-n_i}, \ldots, f_{i}^{n_i}$, hence each $F_{i}$-path is represented as a horizontal path. The different $E_{i}$-paths, starting from $f_{i}^{n_i}$ and ending at $f_{i}^{-n_i}$, are shown in different colors.
Figure 9: $E_7$-quiver, with the $E_i$-paths colored in different colors.
6.6.3 Type $E_8$

Following [17], we choose the longest word to be

$$i = (3, 43, 034, 230432, 12340321, 54321324054321, 6543203456123450342301234567, 765432103243546503423012345676543203456123450342301234567),$$

which comes from the embedding of Dynkin diagram

$$A_1 \subset A_2 \subset A_3 \subset D_4 \subset D_5 \subset E_6 \subset E_7 \subset E_8$$

by successively adding the nodes 3,4,0,2,1,5,6,7 to the diagram.

Then the $f_i$ variables are expressed as

$$f_1 = X(f_1^{10}, ..., f_9^1),$$

$$f_2 = X(f_2^{19}, ..., f_2^{18}),$$

$$f_3 = X(f_3^{29}, ..., f_3^{28}),$$

$$f_4 = X(f_4^{22}, ..., f_4^{21}),$$

$$f_5 = X(f_5^{14}, ..., f_5^{13}),$$

$$f_6 = X(f_6^{9}, ..., f_6^0),$$

$$f_7 = X(f_7^{3}, ..., f_7^2),$$

$$f_0 = X(f_0^{14}, ..., f_0^{13}),$$

while the $e_i$ variables are expressed as certain paths on the quiver:

$$e_1 = X(f_1^{39}, f_1^{29}, f_1^{27}, f_1^{19}, f_1^{12}, f_1^{10}, f_1^{6}, f_1^{4}, f_1^{3}, f_1^{2}, f_1, f_1^0),$$

$$f_1^{-2}, f_1^{-5}, f_1^{-6}, f_1^{-3}, f_1^{-1}, f_1^0,$$

$$f_2^{-2}, f_2^{-1}, f_2^4, f_2^6, f_2^{10}, f_2^{-7}, f_2^{-3}, f_2^{-1}, f_2^0,$$

$$f_3^{-2}, f_3^{-1}, f_3^4, f_3^6, f_3^{10}, f_3^{-7}, f_3^{-3}, f_3^{-1}, f_3^0,$$

$$f_4^{-2}, f_4^{-1}, f_4^4, f_4^6, f_4^{10}, f_4^{-7}, f_4^{-3}, f_4^{-1}, f_4^0,$$

$$f_5^{-2}, f_5^{-1}, f_5^4, f_5^6, f_5^{10}, f_5^{-7}, f_5^{-3}, f_5^{-1}, f_5^0,$$

$$f_6^{-2}, f_6^{-1}, f_6^4, f_6^6, f_6^{10}, f_6^{-7}, f_6^{-3}, f_6^{-1}, f_6^0,$$

$$f_7^{-2}, f_7^{-1}, f_7^4, f_7^6, f_7^{10}, f_7^{-7}, f_7^{-3}, f_7^{-1}, f_7^0.$$
Here for the action of $e_6$, the path corresponding to ...$[A, B, A]...$ is split as:

$$... + X... + X...A + X...B + X...A,B + X...A,B... + ... .$$

We see that the path for $e_6$ is special in the sense that it revisited certain nodes twice. The same phenomenon also appear in type $F_4$ below.

Finally the initial terms are given by

$$X_{e_1^0} = e(-2u_1^2), \quad X_{e_2^0} = e(-2u_2^2), \quad X_{e_3^0} = e(-2u_3^1), \quad X_{e_4^0} = e(-2u_3^3),$$

$$X_{e_5^0} = e(-2u_4^4), \quad X_{e_6^0} = e(-2u_6^3), \quad X_{e_7^0} = e(-2u_7^3), \quad X_{e_8^0} = e(-2u_3^2).$$

The $E_8$-quiver is shown in Figure 10a, where we have highlighted the different $E_i$-paths of the $e_i$ generators except $e_6$. For the special case of $e_6$, we highlight it separately in Figure 10b.
Figure 10a: $E_8$-quiver, with the $E_i$-paths (except $E_6$) colored in different colors.
Figure 10b: $E_8$-quiver, with the $E_6$-paths colored in red.
6.7 Type $F_4$

The explicit expression for type $F_4$ positive representations can be found in [20], where we choose

$$i = (3232\ 1232\ 4323\ 1234\ 3213\ 234),$$

where 1,2 is long, 3,4 is short, corresponding to the embedding of the Dynkin diagram:

$$B_2 \subset B_3 \subset F_4.$$

Then the $f_i$ variables are expressed as

$$f_1 = X(f_1^{-4}, \ldots, f_1^3),$$
$$f_2 = X(f_2^{-8}, \ldots, f_2^7),$$
$$f_3 = X(f_3^{-9}, \ldots, f_3^8),$$
$$f_4 = X(f_4^{-3}, \ldots, f_4^4),$$

while the $e_i$ variables are expressed as certain paths on the quiver:

$$e_1 = X(f_1^4, f_2^7, *f_3^7, f_2^6, *f_3^5, f_2^5, f_1^2, e_1, f_1^{-2}, f_2^{-5}, *f_3^{-5}, f_2^{-6}, *f_3^{-7}, f_2^{-7}),$$
$$e_2 = X(f_2^8, *f_3^8, f_2^7, f_1^2, *f_3^4, f_2^4, f_1^1, f_2^2, e_2, f_2^{-2}, f_1^{-1}, f_2^{-4}, *f_3^{-4}, f_2^{-5}, f_1^{-3}, f_2^{-7}, *f_3^{-8}),$$
$$e_3 = X(f_3^9, f_2^8, f_3^7, f_1^2, f_2^6, f_3^6, f_1^4, f_3^3, f_2^2, f_3^2, f_2^1, e_3, f_3^{-1}, f_2^{-1}, f_3^{-2}, f_2^{-3}, f_3^{-3}, f_2^{-6}, f_3^{-5}, f_2^{-6},$$
$$f_3^{-7}, f_3^{-6}, f_4^{-2}),$$
$$e_4 = X(f_4^3, e_4^3),$$

where we recall from type $C_n$ that $X(\ldots, a, *b, \ldots)$ corresponds to the extra factors as follows:

$$\ldots + X\ldots + X\ldots + a + [2]_q X\ldots + X\ldots + a, b^2 + X\ldots + a, b^2 \ldots \ldots$$

$$= \ldots + X\ldots + (X^{\frac{1}{2}} + X^{\frac{1}{2}} a + X^{\frac{1}{2}} a, b^2)^2 + X\ldots + a, b^2 \ldots \ldots .$$

The initial terms are given by

$$X_{e_0} = e(-2u_1^2), \quad X_{e_2} = e(-2u_2^2), \quad X_{e_3} = e(-2u_3^1), \quad X_{e_4} = e(-2u_4^3).$$

The quiver is shown in Figure 11, where the repeated nodes $*$ are highlighted. We note that the $E_1$ and $E_3$ paths overlapped a little bit.
Figure 11: $F_4$-quiver, with the $E_i$-paths colored in different colors.
6.8 Type $G_2$

The explicit expression for type $G_2$ positive representations can be found in [20]. We choose $i = (2, 1, 2, 1, 2, 1)$. Then we have

\[ f_1 = X(f_1^{-3}, \ldots, f_1^2), \]
\[ f_2 = X(f_2^{-3}, \ldots, f_2^2), \]
\[ e_1 = X(f_1^3, e_1^0), \]
\[ e_2 = X(f_2^3, f_1^2, f_1^2, f_2^1, f_2^1, e_2^0, f_2^{-1}, f_1^{-1}, f_2^{-2}, f_1^{-2}), \]

where again $X(\ldots, a, *b, \ldots)$ corresponds to the extra factors:

\[ \ldots + X + X\ldots a + [2] q_s X\ldots a, b + X\ldots a, b^2 + X\ldots a, b^2\ldots + \ldots. \]

The initial terms are given by

\[ X_{e_1^0} = e(-2u_1^3), \quad X_{e_2^0} = e(-2u_2^3). \]

The quiver is shown in Figure 12.

![Figure 12: $G_2$-quiver, with the $E_i$-paths colored in red.](image)

7 Quiver mutations for different choice of $w_0$

Recall from the construction of the positive representations that a change of reduced expression of $w_0$ corresponds to a unitary transformation $\Phi$ (cf. (4.11)). This is expressed in terms of conjugation by quantum dilogarithms, followed by a linear transformation. As
we have seen in Section 3, conjugation by the quantum dilogarithms naturally correspond to mutations of the quiver diagram. In this section we will describe the corresponding mutation associated to a change of words. In particular, by extending the mutations below to the full quiver, we obtain an alternate proof of Theorem 4.9 for the rules of finding the initial term $X_{e_j}$ of the generators $e_j$.

7.1 Quiver mutation in simply-laced case

First we note that if $a_{ij} = 0$, i.e. $s_is_j = s_js_i$, there is no mutation or change of variables occurring. That is, swapping the reflections does not affect the quiver diagram at all.

In the simply-laced case, the unitary transformation $\Phi$ corresponding to the change of words

$$w_0 = ...s_is_js_i... \leftrightarrow ...s_js_is_i...$$

is expressed in terms of conjugation by a single quantum dilogarithm.

Consider the following amalgamation $Q$ of elementary quivers corresponding to $s_is_js_i$, where we exclude the nodes outside the root indices $i$ and $j$:

![Figure 13: The $s_is_js_i$ quiver.](image)

This corresponds to the representation of the $f_i$ generators in the full quiver $\mathcal{D}_0$ as

$$f_i = ... + X_{...f_i^{k-1}} + X_{...f_i^{k-1},f_i^k} + X_{...f_i^{k-1},f_i^k,f_i^{k+1}} + ...$$

$$f_j = ... + X_{...f_j^{l-1}} + X_{...f_j^{l-1},f_j^l} + ...$$

Then the mutation corresponding to the unitary transformation $\Phi$ giving the change of words $s_is_js_i \leftrightarrow s_js_is_i$ is given by mutation at $f_i^k$, followed by a renaming of variables, where we have defined a new external labeling for the mutated quiver $\hat{Q}$ by the rules:

$$\hat{f_i}^t := f_i^{t+1} \quad t \geq k,$$

$$\hat{f_j}^t := f_j^{t-1} \quad t \geq l + 1,$$

$$\hat{f_j}^t := f_i^k$$

and stays the same otherwise.

In the representation level, a change of words corresponds to a unitary transformation
 Figure 14a: After mutation at $f^k_i$.

 Figure 14b: Rearranging and renaming the quiver.

\[ \Phi \] by the conjugation of the quantum dilogarithm $g_b(X_{f^k_i})$:

\[
Ad_{g_b(X_{f^k_i})} \cdot f_i = \ldots + X_{...f^k_i-1} + X_{...f^k_i-1,f^k_i,f^k_i+1} + \ldots \\
= \mu'_{f^k_i}(\ldots + X_{...f^k_i-1} + X_{...f^k_i-1,f^k_i+1} + \ldots) \\
= \mu'_{f^k_i}(\ldots + X_{...j^k_i-1} + X_{...j^k_i-1,f^k_i} + \ldots),
\]

\[
Ad_{g_b(X_{f^k_i})} \cdot f_j = \ldots + X_{...j^k_i-1,f^k_i} + X_{...j^k_i-1,j^k_j} + X_{...j^k_i-1,j^k_j+1} + \ldots \\
= \mu'_{j^k_j}(\ldots + X_{...j^k_i-1,j^k_j} + X_{...j^k_i-1,j^k_j+1} + X_{...j^k_i-1,j^k_j+1} + \ldots) \\
= \mu'_{j^k_j}(\ldots + X_{...j^k_j-1} + X_{...j^k_j-1,j^k_j} + X_{...j^k_j-1,j^k_j+1} + \ldots).
\]

Hence using $\mu'_{f^k_i} = Ad_{g_b(X_{f^k_i})} \circ \mu'_{f^k_i}$, we have

\[ f_i = \ldots + \tilde{X}_{...f^k_i-1} + \tilde{X}_{...f^k_i-1,f^k_i} + \ldots, \]

\[ f_j = \ldots + \tilde{X}_{...j^k_j-1} + \tilde{X}_{...j^k_j-1,j^k_j} + \tilde{X}_{...j^k_j-1,j^k_j+1} + \ldots, \]

where we denote the mutated cluster variables by $\tilde{X}_{...f^k_i}$ associated to the mutated quiver $\tilde{Q}$, and we see that the representation of the $f_i$ generators are invariant under the quiver mutation.

When we take into account the whole quiver $\mathcal{D}_b$, we see that the nodes precisely come in pair. Hence we have

**Corollary 7.1.** The cluster embedding $\iota : \mathcal{D}_b \longrightarrow \mathcal{D}_b$ corresponding to $i = (...iji...)$ and $i' = (...ijij...)$ is related by quiver mutations at the pair of nodes $\{f^k_i, f^{k-1}_i\}$ (the order does not matter).
7.2 Quiver mutation in doubly-laced case

Following the notation above, we consider the following amalgamation of quiver corresponding to \( s_i s_j s_i s_j \) where the root \( i \) is long and \( j \) is short. All the arrows are thick except the two corresponding to \( s_j \).

The unitary transformation \( \Phi \) of the positive representations corresponding to the change of words

\[
s_i s_j s_i s_j \leftarrow s_j s_i s_j s_i
\]

is expressed as 3 pairs of quantum dilogarithm transformations [18]. The mutation corresponding to \( \Phi \) is then given by mutation at \( f^l_j, f^k_i, f^l_j \), with the weights \( d_i \) of each nodes taken into account.
No renaming of the variables is necessary after the last step, and again we have expressed the generators \( f_i \) in terms of the mutated cluster variables \( \hat{X}_j \) associated to the mutated quiver. Similarly as before, for the full quiver we have

**Corollary 7.2.** The cluster embedding \( \iota: D_g \rightarrow D_g \) corresponding to \( \iota = (...ijij...) \) and \( \iota' = (...ijiij...) \) is related by quiver mutations at the pair of nodes \( \{f^l_j, f^{-l}_j\} \), \( \{f^k_i, f^{-k}_i\} \) and \( \{f^l_j, f^{-l}_j\} \).

### 7.3 Quiver mutation in type \( G_2 \)

We consider the following amalgamation of quiver corresponding to \( s_2s_1s_2s_1s_2s_1 \) where the root 1 is long and 2 is short. All the arrows are thick except the three corresponding to \( s_2 \).

In [18], we found that the unitary transformation \( \Phi \) changing the words

\[
s_2s_1s_2s_1s_2s_1 \leftrightarrow s_1s_2s_1s_2s_1s_2
\]

is given by conjugations by 11 quantum dilogarithms. This corresponds to the following sequence of mutations (starting from the left):

\[
f^1_1, f^1_1, f^2_2, f^1_2, f^1_2, f^2_2, f^1_2, f^1_2, f^1_2, f^2_2, f^1_2, f^2_2
\]
Figure 18a: After mutation at $f_1^2, f_1^1, f_2^2, f_1^3$.

Figure 18b: After mutation at $f_2^2, f_2^1, f_2^2$.

Figure 18c: After mutation again at $f_1^2, f_1^1, f_2^2, f_1^3$. 
We see that we have to permute the index:

\[ f_1^2 := f_2^1, \quad f_2^1 := f_2^1 \]

at the end. Similarly as before, this expresses the generators \( f_i \) in terms of the mutated cluster variables \( \hat{X}_j \), and for the full quiver we have

**Corollary 7.3.** The cluster embedding \( \iota : D_\theta \rightarrow D_\theta \) corresponding to \( i = (2, 1, 2, 1, 2) \) and \( i' = (1, 2, 1, 2, 1) \) is related by quiver mutations at the pair of nodes

\[
\{ f_1^1, f_1^2 \}, \{ f_1^2, f_1^{-1} \}, \{ f_2^2, f_2^{-2} \}, \{ f_2^2, f_2^{-2} \}, \{ f_2^2, f_2^{-1} \}, \\
\{ f_2^2, f_2^{-2} \}, \{ f_1^2, f_1^{-2} \}, \{ f_1^2, f_1^{-1} \}, \{ f_2^2, f_2^{-2} \}, \{ f_1^2, f_1^{-2} \}.
\]

**Remark 7.4.** In [26], it is also found that the above change of words can be realized by 12 mutations coming from a more natural geometric consideration:

\[
(f_1^1, f_1^2, f_1^1), (f_2^2, f_2^1, f_2^2), (f_1^1, f_2^2, f_1^2), (f_1^1, f_2^2, f_1^2),
\]

where the groups correspond to the permutations \( (12)(23)(12) \) of the vertices of the triangle where the quiver is attached in the framed \( G \)-local system. The end result differs from the above quiver by an additional permutation of \( f_1^1 \) and \( f_2^1 \), but such difference will not play a role in this paper.

### 8 Basic quivers

In Section 9 we obtain explicitly the \( D_\theta \)-quiver corresponding to the embedding of the quantum group \( U_\theta(g) \) associated to the reduced expression of the longest element \( w_0 = s_{i_1} \ldots s_{i_N} \). By their symmetric presentations, we observe that the \( D_\theta \)-quiver is given by amalgamation of some quivers \( Q \) and \( \tilde{Q} \) where \( \tilde{Q} \) is obtained by a mirror image of \( Q \) along the vertical axis, together with flipping all the arrows.

More precisely, let us arrange the quiver \( Q \) so that its frozen vertices \( \{ e_i^0, f_i^0, f_i^{-1} \} \) are fixed on a triangle \( ABC \) as shown in Figure 19. Let \( \tilde{Q} \) be the mirror image of \( Q \) with frozen vertices \( \{ e_i^0, f_i^0, f_i^{-n} \} \) fixed on a triangle \( A'B'C' \), but such that all arrows are flipped (i.e. with the same indexing, it has the exchange matrix \(-B\) instead). Then the \( D_\theta \)-quiver is obtained by amalgamating \( Q \) and \( \tilde{Q} \) along the frozen vertices at \( \{ e_i^0, f_i^0 \} \).

We will call such external labeling of the basic quivers \( Q \) and \( \tilde{Q} \) the **standard form**.
Figure 19: Amalgamating the quivers $Q$ and $\tilde{Q}$ in standard form.

We note that there are some freedom of choices of the quivers $Q$, namely, we can choose arbitrary arrows among the nodes $e_0^i$ and $f_0^i$. In order to fix the ambiguity, we first note that such amalgamation of two triangles give a triangulation of the disk with one puncture and two marked points:

Figure 20: Triangulation of a disk with one puncture and two marked points.

Therefore in order to realize the embedding naturally as associated to triangulations of such surface, the quiver $Q$ associated to the triangle $ABC$, should be mutation equivalent to the quiver $\tilde{Q}$ associated to triangle $B'A'C'$ in this clockwise order.

Let $\mathcal{M}$ be the mutation sequence reversing the reduced word $(i_1, ..., i_N) \rightarrow (i_N, ..., i_1)$. If $Q'$ is the subquiver of $Q$ with nodes $\{f_k^i\}$, then $\mathcal{M}(Q')$ is naturally given by a mirror image of $Q'$ with all the arrows flipped, or in terms of Figure 19 the triangle is flipped from $ABC$ to $B'A'C'$. It turns out that we have to identify the frozen nodes with its Dynkin involution

$$\theta : I \rightarrow I,$$

where by definition, the longest element acts on simple roots as

$$w_0 \cdot \alpha_i = -\alpha_{\theta(i)}.$$  \hspace{1cm} (8.1)
Hence if we let $M_\theta$ be the mutation sequence changing the reduced word $M_\theta : (i_1, ..., i_N) \rightarrow (\theta(i_1), ..., \theta(i_N))$, then we naturally also want to identify $Q$ with $M_\theta(Q)$.

With these observations, we made the following definition.

**Definition 8.1.** A basic quiver $Q$ for $D_\theta$ corresponding to the word $w_0 = s_{i_1}...s_{i_N}$ is a quiver associated to the triangle $ABC$ such that

- the amalgamation of $Q$ and $\tilde{Q}$ gives the $D_\theta$-quiver,
- $M(Q)$ is identical to the quiver $\tilde{Q}$, where the frozen nodes $\{f_i^0, f_i^{n_i}, e_i^0\}$ of $M(Q)$ is identified with the frozen nodes $\{f_i^{-n_i}, f_i^{0}, e_{\theta(i)}^{0}\}$ of $\tilde{Q}$.
- $Q$ is identical to the quiver $M_\theta(Q)$, where the frozen nodes $\{f_i^0, f_i^{n_i}, e_i^0\}$ of $Q$ is identified with the frozen nodes $\{f_{\theta(i)}^{0}, f_{\theta(i)}^{n_i}, e_{\theta(i)}^{0}\}$ of $M_\theta(Q)$.

Note that when $\theta = id$, the third condition is trivial.

**Theorem 8.2.** For each $g$ of simple Lie type, there exists a unique basic quiver $Q$.

*Proof.* We need to solve for the required relations among the nodes $\{e_i^0, f_i^0\}$ that satisfies the definition of a basic quiver. First of all, by the construction of the elementary quivers in Section 5.2 we can naturally determine the arrows between $\{f_i^0\}$ already by reading $w_0$ from the left.

Furthermore, Theorem 4.9 implies that any quiver mutations preserve the relations below whenever the initial term $X_{e_i^0} = e(-2u_j^a)$ for $a > 1$ in the quantum group embedding:

![Diagram](image)

Hence for the basic quiver, we see that in order for $M(Q)$ to be identical to $\tilde{Q}$, we must also have the above quiver for $a = 1$, and this establishes the arrows between $\{f_i^0\}$ already by reading $w_0$ from the left.

Since quiver mutation is a bijection, it suffices to construct the basic quiver for some reduced word $i \in \mathfrak{R}$. Hence throughout the proof, we will use the same reduced word for $i$ in Section 5 for each type of $g$ in the construction of the $D_\theta$-quiver.

Let $Q_+$ denote the subquiver of $D_\theta$ containing the nodes $\{f_i^0\}_{n \geq 0, i \in I}$ and $\{e_i^0\}_{i \in I}$. The mutation sequences $M$ and $M_\theta$ are obtained by recursively bringing the required index to the right of $i$ using the swapping $s_is_j = s_js_i$, or the Coxeter moves.

**Type $A_n$.** This is a very special case as the change of words

$$i = (121321...n, (n-1), ...1) \leftrightarrow (123...n, 123...(n-1), ...123121)$$

does not require any Coxeter moves, but only swapping between commuting reflections. Therefore $M = id$, and the definition of basic quiver requires that $Q$ associated to $ABC$
is the same as $\tilde{Q}$ associated to $B'A'C'$, where the order of $\{e_i^0\}$ is reversed. In particular it says that the sides $\overrightarrow{AC}$ and $\overrightarrow{BC}$ of $Q$ is the same as the sides $\overrightarrow{B'C'}$ and $\overrightarrow{A'C'}$ of $\tilde{Q}$, which by definition is just the sides $\overrightarrow{CB}$ and $\overrightarrow{CA}$ of $Q$. This uniquely determines the arrows among the nodes $\{f_i^0\}$, and between the nodes $\{e_i^0\}$ and $\{f_i^0\}$.

The Dynkin involution is given by

$$\theta(i) := n + 1 - i.$$  \hfill (8.2)

By considering the mutation $M_\theta$ of the Dynkin involution

$$(121321\ldots n, (n-1), \ldots 1) \rightarrow (n, (n-1), n, (n-2), (n-1), n, \ldots 123\ldots n)$$

which in a sense is just flipping the diagram upside-down, we observe that the arrows between consecutive $\{e_i^0\}$ are mutated once whenever there is a change of word ($\ldots 121\ldots \leftrightarrow \ldots 212\ldots$). The arrows among $\{e_i^0\}$ are chosen such that $Q = M_\theta(Q)$. The end result forces $Q$ to have a magical $\mathbb{Z}_3$ symmetry, and we recover the well-known basic quiver for type $A_n$ associated to $n$-triangulation first studied by [9].

More precisely, the basic quiver $Q$ is obtained by attaching to $Q_+$ the additional arrows:

$$
\begin{array}{cccccccc}
&e_1^0 & \cdots & e_2^0 & \cdots & e_3^0 & \cdots & e_n^0 \\
&e_0^0 & \cdots & f_0^0 & \cdots & f_1^0 & \cdots & f_n^0 \\
\end{array}
$$

Figure 21: Additional arrows attaching to $Q_+$ to give $Q$ in type $A_n$.

**Type $B_n$ and $C_n$.** The change of words $\mathcal{M}$ for

$$i = (1212 32123 \ldots n(n-1)\ldots 1\ldots (n-1)n)$$

consists of $\frac{2}{3}n(n-1)(n-2)$ simply-laced mutations, and $\frac{1}{3}n(n-1)$ doubly-laced mutations. Recall from Section 7.2 that each doubly-laced mutation corresponds to 3 quiver mutations. Hence the change of words $\mathcal{M}$ corresponds to

$$
\frac{2}{3}n(n-1)(n-2) + \frac{3}{2}n(n-1) = \frac{1}{6}n(n-1)(4n+1)
$$

quiver mutations.

By comparing $\mathcal{M}(Q)$ with $\tilde{Q}$, we found that the basic quiver is obtained by adjoining $Q_+$ the following arrows in type $B_n$:

$$
\begin{array}{cccccccc}
&e_1^0 & \cdots & e_2^0 & \cdots & e_3^0 & \cdots & e_n^0 \\
&f_1^0 & \cdots & f_2^0 & \cdots & f_3^0 & \cdots & f_n^0 \\
\end{array}
$$

Figure 23: Additional arrows attaching to $Q_+$ to give $Q$ in type $B_n$.  
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Figure 22: Basic quiver in type $A_n$ with $\mathbb{Z}_3$ symmetry.

and the following arrows in type $C_n$:

Figure 24: Additional arrows attaching to $Q_+$ to give $Q$ in type $C_n$. 
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Type $D_n$. The change of words $\mathcal{M}$ for

$$i = (012012 \ 320123 \ ... (n-1) ... 2012 ... (n-1))$$

consists of $\frac{2}{3}n(n-1)(n-2)$ mutations. When $n$ is even, we have $\theta = id$, and the condition $\mathcal{M}(Q) = \tilde{Q}$ uniquely determines the arrows among the frozen nodes. Otherwise when $n$ is odd, the condition $\mathcal{M}(Q) = \tilde{Q}$ uniquely determines the arrows among the frozen nodes except $e^0_0$ and $e^0_1$. In this case the Dynkin involution is given by

$$\theta(i) = \begin{cases} 1 - i & i = 0, 1, \\ i & \text{otherwise,} \end{cases} \quad (8.3)$$

hence we see that from our choice of $w_0$, $\mathcal{M}_\theta$ is trivial. This means that we cannot have arrows between $e^0_0$ and $e^0_1$.

The resulting basic quiver $Q$ is then obtained by taking $Q_+$ and adjoining the following arrows:

![Diagram of arrows](image)

Figure 25: Additional arrows attaching to $Q_+$ to give $Q$ in type $D_n$.

Type $E_6$. The change of words $\mathcal{M}$ for

$$i = (3 \ 43 \ 034 \ 230432 \ 12340321 \ 5432103243054321)$$

consists of 78 mutations. The Dynkin involution is given by

$$\theta(i) = \begin{cases} 6 - i & i > 0, \\ 0 & i = 0, \end{cases} \quad (8.4)$$

whence the change of words $\mathcal{M}_\theta$ consists of 42 mutations. After comparing the quiver, we found that the basic quiver $Q$ is obtained by taking $Q_+$ and adjoining the following arrows:
**Type** $E_7$. The change of words $\mathcal{M}$ for

$i = (3 \ 43 \ 034 \ 230432 \ 12340321 \ 5432103243054321 \ 654320345612345034230123456)$

consists of 336 mutations. By comparing $\mathcal{M}(Q)$ and $\tilde{Q}$, the basic quiver $Q$ is found to be obtained by taking $Q_+$ and adjoining the following arrows:

![Diagram](image)

Figure 26: Additional arrows attaching to $Q_+$ to give $Q$ in type $E_6$. 

**Type** $E_8$. The change of words $\mathcal{M}$ for

$i = (3 \ 43 \ 034 \ 230432 \ 12340321 \ 5432103243054321 \ 654320345612345034230123456 \ 765432103243546503423012345676543203456123450342301234567)$

consists of 1120 mutations. By comparing $\mathcal{M}(Q)$ and $\tilde{Q}$, the basic quiver $Q$ is found to be obtained by taking $Q_+$ and adjoining the following arrows:

![Diagram](image)

Figure 27: Additional arrows attaching to $Q_+$ to give $Q$ in type $E_7$. 
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Type $F_4$. The change of words $\mathcal{M}$ for

$$i = (3232 12321 432312343213234)$$

consists of 32 simply-laced mutations and 18 doubly-laced mutations, hence it corresponds to $32 + 3 \times 18 = 86$ quiver mutations. The resulting basic quiver is obtained by adjoining to $Q_+$ the following arrows:

Figure 29: Additional arrows attaching to $Q_+$ to give $Q$ in type $F_4$.

Type $G_2$. Finally, the change of words $\mathcal{M}$ for

$$i = (2, 1, 2, 1, 2, 1) \rightarrow (1, 2, 1, 2, 1, 2)$$

is described in Section 7.3 which consists of 11 or 12 quiver mutations. The basic quiver $Q$ can be presented as follows for the two cases in Figure 30. This is identical to the $G_2$ quiver found in [26]. In particular, it demonstrates the Langland’s duality of the change of short and long roots as a change of weights of the quivers in the diagram. Also as mentioned before, $\mathcal{M}(Q)$ is a mirror image of $Q$ with all arrows flipped as desired.

This completes the proof of the Theorem. □

Corollary 8.3. The basic quiver is mutation equivalent to the Conf$_3$AG quiver for $G$ of type $A_n, B_n, C_n, D_n, G_2$ described in [25, 26].

Proof. The Conf$_3$AG quivers described in [25, 26] correspond to the words $w_0 = w_c^h$ where $w_c$ is the Coxeter element and $h$ the Coxeter number. Hence one can check directly the mutation sequence from the change of words of $w_0$ and compare the quivers. □
Remark 8.4. As we can see, the arrows joining the nodes \( \{ e_i^0 \} \) and the arrows joining the nodes \( \{ f_{\theta(i)}^0 \} \) turns out to be opposite to each other. This should reflect some internal symmetries of the moduli spaces \( \text{Conf}_3 \mathcal{A}_G \) of the configurations of triples of principal flags, and one should be able to find a more conceptual way to fix the basic quiver. We believe that this uniqueness theorem can be used to solve the series of conjectures regarding the uniqueness of the cluster structure proposed in Section 3 of [20].

The mutation \( M \) corresponds to the transposition interchanging the sides \( AC \) and
BC of the triangle where \( \{ f_i^0 \} \) and \( \{ f_i^n \} \) are attached respectively (cf. Figure 19). On the other hand, in order to realize \( S_3 \) symmetry, we also want a mutation sequence corresponding to transposition of sides \( AB \) and \( AC \), where \( \{ e_i^0 \} \) and \( \{ f_i^n \} \) are attached respectively. Also note that \( f_i^n = e_i^{-m_i} \) in the quantum group embedding. Hence such mutation should correspond to the longest Lusztig’s transformation (see Definition 9.1):

\[
T_1 T_2 \cdots T_N (e_i) = q_i e_i K_i^{-1} \\
T_1 T_2 \cdots T_N (f_i) = q_i f_i K_i
\]

In [21], we showed that these transformations \( T_i \) are represented by certain unitary transformation given by conjugation of the Weyl elements. Hence we conjecture that

**Conjecture 8.5.** The Lusztig’s isomorphisms \( T_i \) are represented by a sequence of quiver mutations.

This will also give a representation theoretic meaning of the mutation sequences found explicitly for type \( A_n, B_n, C_n, D_n \) [23] and \( G_2 \) [26], as well as proving the conjecture of \( S_3 \) symmetry regarding type \( E_n \) and \( F_4 \) proposed in [26].

**Remark 8.6.** In the product formula of \( R \) described in the next section, the transformations \( T_i \) generate the split-real version of the so-called quantum Weyl group introduced in [27], which is a byproduct of the representation theory of the quantized algebra of functions on \( G \), and is based on a choice of “good generators” for certain representations of the quantized enveloping algebra. Through this conjecture, it will be interesting to recast the concept of quantum Weyl group into the language of cluster transformations. We thank Yan Soibelman for the remarks.

# 9 Factorization of the \( R \)-matrix

In this section, we will prove a factorization formula for the universal \( R \) matrix such that it is expressed in terms of products of quantum dilogarithms, with the arguments given by monomials of the quantum cluster variables. This generalizes the factorization in type \( A_n \) found in [39], which in turn is a generalization of the factorization given in [7] for \( \mathcal{U}_q(\mathfrak{sl}_2) \), where it has been used to construct new continuous braided tensor category of representations of \( \mathcal{U}_q(\mathfrak{sl}(2, \mathbb{R})) \) [3, 35, 36].

## 9.1 Positive Lusztig’s isomorphism

First we recall the positive version of Lusztig’s isomorphism giving the expression of non-simple root generators:

**Definition 9.1.** [27] We define the “positive version” of Lusztig’s isomorphism on the
simple generators by:

\[ T_i(K_j) := K_j K_i^{-a_{ij}}, \]
\[ T_i(e_i) := q_i f_i K_i^{-1}, \]
\[ T_i(e_j) := (-1)^{a_{ij}} \left[ e_i, \ldots, e_i, e_j \right]_{q_i, q_i}^{a_{ij}^2} \prod_{k=1}^{-a_{ij}} (q_i^k - q_i^{-k})^{-1}, \]
\[ T_i(f_i) := q_i e_i K_i, \]
\[ T_i(f_j) := (-1)^{a_{ij}} \left[ f_i, \ldots, f_i, f_j \right]_{q_i, q_i}^{a_{ij}^2} \prod_{k=1}^{-a_{ij}} (q_i^k - q_i^{-k})^{-1}, \]

where

\[ [X, Y]_q := qXY - q^{-1}YX. \]

**Proposition 9.2.** [21] Let \( i = (i_1, \ldots, i_N) \in \mathfrak{R} \) be a reduced word. Let

\[ e_{\alpha_k} := T_{i_1} T_{i_2} \ldots T_{i_{k-1}} (e_{i_k}) \]

and similarly for \( f_{\alpha_k} \). Then \( e_{\alpha_k} \) and \( f_{\alpha_k} \) are positive self-adjoint operators under the positive representation \( P_\lambda \) for every \( k = 1, \ldots, N \).

### 9.2 Coproduct of \( \mathcal{D}_g \) and the \( \mathcal{Z}_g \)-quiver

The coalgebra structure of \( \mathcal{U}_q(\mathfrak{g}) \) can naturally be represented by amalgamation of two \( \mathcal{D}_g \) quivers, associated to triangulations of a disk with two punctures and two marked points on the boundary:

![Triangulation of a disk with two punctures and two marked points.](image.png)

**Definition 9.3.** The \( \mathcal{Z}_g \) quiver is obtained by amalgamating two \( \mathcal{D}_g \)-quivers, where the frozen nodes \( f_i^{-n_i} \) of the first quiver is identified with \( f_i^{-n_i} \) of the second quiver. For simplicity, we will denote the vertices of the second \( \mathcal{D}_g \)-quiver by \( \{f_i^{-n_i}, \ldots, f_i^{-n_i}, e_i^{i_0}\}_{i \in I} \) such that \( f_i^{-n_i} = f_i^{-n_i} \) in \( \mathcal{Z}_g \). We will also denote by \( \mathcal{Z}_g \) the corresponding quantum torus algebra.

Then one can easily observe the following

**Proposition 9.4.** We have an embedding

\[ (i \otimes i) \circ \Delta : \mathcal{D}_g \longrightarrow \mathcal{Z}_g \subset \mathcal{D}_g \otimes \mathcal{D}_g \quad (9.1) \]
where the coproduct $\Delta(e_i)$ (resp. $\Delta(f_i)$) can be represented in the $Z_g$-quiver by concatenating the $E_i$-path (resp. $F_i$-path) of the two $D_g$ quivers and ignoring the last vertex. The coproduct $\Delta(K_i)$ (resp. $\Delta(K'_i)$) is given by the product of the monomials along the $E_i$-paths of $\Delta(e_i)$ (resp. $F_i$-paths of $\Delta(f_i)$).

The iterated coproduct $\Delta^n(X), X \in D_g$ can be obtained by amalgamating $n + 1$ copies of $D_g$ in the same way.

Proof. We will consider $\Delta(f_i)$, where the other statements are similar. Recall that $\Delta(f_i) = f_i \otimes 1 + K'_i \otimes f_i$.

Then the first half of the $F_i$-path in $Z_g$ is the $F_i$-path in the first $D_g$ quiver, which gives the polynomial $f_i \otimes 1$. On the other hand, the second half of the $F_i$-path in $Z_g$ is obtained by multiplying the $F_i$-path in the second copy of $D_g$ quiver, and the product of the first half of the $F_i$-path, which by definition represents $K'_i$. Hence combining it gives $K'_i \otimes f_i$, and hence the concatenation of the $F_i$-path represents $\Delta(f_i)$ as desired.

9.3 Standard description of the universal $R$-matrix

Recall that the universal $R$-matrix of the quantum group $U_q(g)$ is an element in certain completion of the tensor square

$$\mathcal{R} \in U_q(g) \hat{\otimes} U_q(g)$$

and it gives the braiding relation:

$$\mathcal{R} \Delta(X) = \Delta^{op}(X) \mathcal{R}, \quad X \in U_q(g)$$

In [21], a natural expression of $R$ in the split real case is constructed. Given a reduced word $i = (i_1, ..., i_N) \in \mathfrak{r}$, We have the well-known decomposition

$$\mathcal{R} = \mathcal{K} \mathcal{R}$$

Here the Cartan part is given by

$$\mathcal{K} = \prod_{ij} q_i^{(A^{-1})_{ij} H_i \otimes H_j}$$

where $A$ is the Cartan matrix, and formally we write $K_i =: q_i^{H_i}$. The reduced $R$-matrix is given by

$$\mathcal{R} = \prod_{k=1}^N g_{h_{ik}} (e_{\alpha_k} \otimes f_{\alpha_k})$$

where $e_{\alpha_k} = T_{i_1}T_{i_2}...T_{i_{k-1}}e_i$ and similarly for $f_{\alpha_k}$. The product $\Pi^{op}$ is taken with $k = 1$ from the right.

Note that (see Remark 3.3) if we write $g_b(x) = \exp_{q^{-2}}(-\zeta)$, then (9.6) coincides with the well-known formula [32] [33] [27] [28]. Also $\mathcal{R}$ naturally extends to $D_g$ by replacing $H_i \otimes H_j$ in $\mathcal{K}$ with $-H_i \otimes H'_j$, instead, where $K'_j =: q_j^{H'_j}$.

The action of the Cartan part on $D_g$ is easy to describe (see Section 11). In particular, it describes a monomial transformation on the quantum torus algebra $X_i$, where $X_{f^{-n_i}}$, and $X_{f^{+n_i}}$ on both $D_g$ components of the $Z_g$-quiver is modified, and this does not change the underlying quiver. Hence we will focus on studying the reduced $R$-matrix, which corresponds to certain quiver mutations.
9.4 First factorization of the reduced $R$-matrix

Now we can state our second main result of the paper. Under the embedding $\iota \otimes \iota : \mathcal{D}_g \otimes \mathcal{D}_g \rightarrow \mathcal{D}_g \otimes \mathcal{D}_g$, we have the following factorization of the reduced $R$-matrix, which generalizes the case of $\mathcal{U}_q(\mathfrak{sl}_2)$ first described by Faddeev [7], as well as the type $A_n$ case by [39].

**Theorem 9.5.** Let $i = (i_1, ..., i_N) \in \mathcal{R}$ be a reduced word. Let us rewrite the embedding of $f_i$ from Proposition 4.10 as

$$f_i = F_i^{n_1,-} + ... + F_i^{1,-} + F_i^{1,+} + ... F_i^{n_k,+}$$

$$= \sum_{i_k = 1} X_k^- + \sum_{i_k = 1} X_k^+, \quad k = 1, ..., N,$$

where

$$X_{i(k)}^\pm := F_i^{k,\pm}. \quad (9.7)$$

Then under the embedding $\iota \otimes \iota$, the reduced $R$ matrix factorization is given by

$$\mathcal{R} = g_{b_{i_N}}(e_{i_N} \otimes X_N^+) ... g_{b_{i_2}}(e_{i_2} \otimes X_2^+) g_{b_{i_1}}(e_{i_1} \otimes X_1^+),$$

$$g_{b_{i_1}}(e_{i_1} \otimes X_1^-) g_{b_{i_2}}(e_{i_2} \otimes X_2^-) ... g_{b_{i_N}}(e_{i_N} \otimes X_N^-). \quad (9.8)$$

We will prove the Theorem in Section 11.

Since $e_i = \Phi[u]e(-2p)\Phi^*$ for some unitary transformation by (4.11), and

$$[u]e(-2p) = e^{\pi b_i(u-2p)} + e^{\pi b_i(-u-2p)},$$

each $e_i$ can also be split into

$$e_i = e_i^- + e_i^+$$

such that

$$e_i^- e_i^+ = q_i^{-2} e_i^+ e_i^-,$$

where

$$e_i^\pm := \Phi e^{\pi b_i(\mp u-2p)}\Phi^*.$$

Then we have

**Corollary 9.6.** Under the embedding $\iota \otimes \iota$, the reduced $R$ matrix can also be factorized as

$$\mathcal{R} = R_4 \cdot R_3 \cdot R_2 \cdot R_1 \quad (9.9)$$

where

$$R_4 = g_{b_{i_N}}(e_{i_N}^+ \otimes X_N^+) ... g_{b_{i_2}}(e_{i_2}^+ \otimes X_2^+) g_{b_{i_1}}(e_{i_1}^+ \otimes X_1^+),$$

$$R_3 = g_{b_{i_N}}(e_{i_N}^- \otimes X_N^+) ... g_{b_{i_2}}(e_{i_2}^- \otimes X_2^+) g_{b_{i_1}}(e_{i_1}^- \otimes X_1^+),$$

$$R_2 = g_{b_{i_1}}(e_{i_1}^+ \otimes X_1^-) g_{b_{i_2}}(e_{i_2}^+ \otimes X_2^-) ... g_{b_{i_N}}(e_{i_N}^+ \otimes X_N^-),$$

$$R_1 = g_{b_{i_1}}(e_{i_1}^- \otimes X_1^-) g_{b_{i_2}}(e_{i_2}^- \otimes X_2^-) ... g_{b_{i_N}}(e_{i_N}^- \otimes X_N^-).$$
Proof. Note that from the remark above,
\[ g_{b_i}(e_{in} \otimes X_n) = g_{b_i}(e_{in}^+ \otimes X_n)g_{b_i}(e_{in}^- \otimes X_n). \]
Hence it suffices to show that we can arrange all the \( e_i^+ \) to the left hand side of \( e_j^- \) in \( R_1 \) and \( R_2 \) (similarly for \( R_3 \) and \( R_4 \) to the right). This is equivalent to the statement:
\[ [e_{in}^- \otimes X_n^-, e_{im}^- \otimes X_m^+] = 0, \quad n > m. \]
This follows from Lemma 5.2 and
\[ e_i^+ e_j^- = q^{a_{ij}} e_j^- e_i^+ \]
by conjugating it to the rank 2 case.

This simplifies the proof of [39, Theorem 7.4] as well as generalizing it to arbitrary type.

9.5 Full factorization of the reduced \( R \) matrix

In order to realize the \( R \) matrix factorization as certain quiver mutation sequences, we have to decompose the terms \( g_{b_i}(e_i^+ \otimes X_i^0) \) in the decomposition in Corollary 9.6. In other words, we have to decompose \( g_{b_i}(e_i) \). Then for the monomial terms that we obtain after the decomposition, we compare it with Lemma 3.8 in order to obtain the mutation sequence.

**Proposition 9.7.** For every generators \( e_i \in U_q(\mathfrak{g}) \), consider the explicit embedding given in Section 7 for the chosen reduced word \( \mathbf{i} \). Then we can decompose \( g_{b_i}(e_i^+) \) into products of the form
\[ g_{b_i}(e_i^+) = \prod g_b(X_{...}), \quad (9.10) \]
(in type \( G_2 \) we also need \( g_{b_i}^* \)) where each argument is given by certain cluster monomials \( X_{...} \).

**Proof.** It suffices to consider \( g_{b_i}(e_i^-) \), while the decomposition for \( g_{b_i}(e_i^+) \) is just a reflection. For the generators
\[
\begin{align*}
\{ & e_i & A_n, B_n, D_n, E_n, \\
& e_{i}, i \neq 1 & C_n, \\
& e_4 & F_4, \\
& e_2 & G_2,
\end{align*}
\]
let us write the embedding of the generators of \( e_i^- \) as a sum of monomials in the form
\[ e_i^- = E_i^0 + E_i^1 + ... + E_i^{m_i}, \]
where \( E_i^0 = X_{f_{i}^0} \) and ends before the next term \( E_i^{m_i+1} = X_{f_{i}^{m_i}}, ..., e_i^0. \)

Note that \( e_4 \) in type \( F_4 \) and \( e_2 \) in type \( G_2 \) is just a monomial, hence the statement is trivial.

For all generators except \( e_1 \) in type \( B_n \) and \( e_6 \) in type \( E_8 \), we have \( E_i^k E_i^l = q^{2} E_i^l E_i^k \) for \( k > l \), hence we can apply (A.8) to obtain
\[ g_{b_i}(e_i^-) = g_{b_i}(E_i^{m_i})...g_{b_i}(E_i^1)g_{b_i}(E_i^0). \quad (9.11) \]
For $e_i$ in type $B_n$, since $E_{i}^{2n+1}E_{i}^{2n} = q^2E_{i}^{2n}E_{i}^{2n+1}$, using (A.12) we obtain

$$g_{b_i}(e_i^*) = g_{b_i}(E_{i}^{(m)})...g_{b_i}(E_{i}^{(k)})g_{b_i}(qE_{i}^{(k)}E_{i}^{(k)})g_{b_i}(E_{i}^{(k)})g_{b_i}(qE_{i}^{(k)}E_{i}^{(k)})g_{b_i}(E_{i}^{(k)}).$$

For $e_0$ in type $E_n$, the path comes in blocks as follows

$$e_0^* = X_{f_0^*} + (X_{f_0^*}X_{f_2}X_{f_4}X_{f_6} + ... + (X_{f_2}X_{f_4}X_{f_6}) + ... + (X_{f_2}X_{f_4}X_{f_6}X_{f_8})) + ... + (X_{f_2}X_{f_4}X_{f_6}X_{f_8}X_{f_{10}})$$

One can check that each block $q^{-2}$-commutes with all the blocks to the right of it, and within each block the two terms also $q^{-2}$-commute with each other. Hence apply repeatedly (A.8) we arrive at the decomposition of the same form as others.

For the long generators

$$\left\{ \begin{array}{ll}
e_1 & C_n, \\
e_1, e_2 & F_4,
\end{array} \right.$$

let us write the embedding of the generators $e_i^*$ as

$$e_i^* = E_{i}^{0} + E_{i}^{1} + ... + E_{i}^{k} + [2]q_{a}(q^{2}E_{i}^{k}E_{i}^{k+1})^{1/2} + E_{i}^{k+1} + ...$$

whenever we have the double term $(...a, sb, ...)$ appear in the $E_i$ path such that

$$E_{i}^{k} := X_{...a}, \quad (qE_{i}^{k}E_{i}^{k+1})^{1/2} = X_{...a,b}, \quad E_{i}^{k+1} := X_{...a,b^2}.$$  

Then each block $q^{-2}$-commutes with the terms on the right, and since $E_{i}^{k+1}E_{i}^{k} = q^{4}E_{i}^{k}E_{i}^{k+1}$, by (A.12), we have

$$g_{b_i}(e_i^*) = ...g_{b_i}(E_{i}^{k+1})g_{b_i}((qE_{i}^{k}E_{i}^{k+1})^{1/2})g_{b_i}(E_{i}^{k})...g_{b_i}(E_{i}^{1})g_{b_i}(E_{i}^{0})$$

whenever the double term appears in the $E_i$-path.

The remaining two special cases are as follows: The generator $e_3$ of type $F_4$ is given by:

$$e_3^* = X_{f_3} + (X_{f_3}X_{f_4}X_{f_6}) + (X_{f_3}X_{f_4}X_{f_6}) + (X_{f_3}X_{f_4}X_{f_6}X_{f_8}) + ... + (X_{f_3}X_{f_4}X_{f_6}X_{f_8}X_{f_{10}}) + ... + (X_{f_3}X_{f_4}X_{f_6}X_{f_8}X_{f_{10}}X_{f_{12}}).$$

where each blocks $q^{-2}$ commute with all the blocks to the right of it. Within each block, the terms inside the single brackets $q_{a}^{-2}$ commute, while the terms inside double brackets $q^{-2}$ commute. Hence by (A.8) and (A.12) we can decompose $g_{b_i}(e_3^*)$.

For the generator $e_2$ in type $G_2$, we have to involve conjugations, which gives

$$g_{b_a}(e_2^*) = g_{b_a}(X_{f_2}X_{f_4}X_{f_6})^{2} + X_{f_2}X_{f_4}X_{f_6}^{2} + X_{f_2}X_{f_4}X_{f_6})^{2} + X_{f_2}X_{f_4}X_{f_6}^{2} + X_{f_2}X_{f_4}X_{f_6}^{2} + X_{f_2}X_{f_4}X_{f_6}^{2}.$$
10 Universal $R$-matrix as half-Dehn twist

Finally we state the final main result of the paper. Consider the $\mathbb{Z}_g$-quiver associated to the triangulation of the disk with two marked points $A, C$ and two punctures $B, D$ as before, where the basic quiver $Q$ and its mirror image $\tilde{Q}$ are put onto the triangles according to Section 8 and we label the nodes using the standard form. Let $P$ be the permutation

$$P(X \otimes Y) := Y \otimes X. \quad (10.1)$$

Note that $P \circ \text{Ad}_R$ acts as identity on the coalgebra structure, hence it naturally corresponds to an automorphism of seed $i \rightarrow i$.

**Theorem 10.1.** We have

$$P \circ \text{Ad}_R = (\mu_{i_1}^q \ldots \mu_{i_T}^q \circ \sigma^*)^{-1} = (\sigma^*)^{-1} \circ \mu_{i_T}^q \ldots \mu_{i_1}^q \quad (10.2)$$

for some mutation sequence $\mu_{i_T} \ldots \mu_{i_1} : i \rightarrow i'$ realizing the half-Dehn twist, and $\sigma : i' \simeq i$ is a permutation of the quiver returning to the original seed.

More precisely, recall from Lemma 3.8 that

$$\mu_{i_1}^q \ldots \mu_{i_T}^q = \Phi_T \circ M_T.$$

Then we have

$$\text{Ad}_R = \Phi_T^{-1}, \quad (10.3)$$

$$P \circ \text{Ad}_R = (\sigma^*)^{-1} \circ M_T^{-1}. \quad (10.4)$$

The factors $R_1, R_2, R_3, R_4$ in (9.9) correspond to the sequences of quiver mutations realizing the 4 flips of triangulations giving the half-Dehn twist as follows:

![Figure 32: Half-Dehn twist.](image)

**Remark 10.2.** We note that the mutation sequence is not unique, for example, using (A.7) one can replace 2 $g_b$'s with 3 $g_b$'s, thus giving the same mutation (with different permutation index at the end) but with a longer sequence.

In terms of the quiver associated to the triangulations, the 4 flips are realized as follows. Let us write $\mu_{R_i}$ for the sequence of quiver mutations (starting from a standard
form) corresponding to $R_i$, and $\sigma_i$ the permutation bringing the labeling of the basic quivers back to the standard form. Then we have the following configuration:

Figure 33a: Flip of triangulations corresponding to $R_1$.

Figure 33b: Flip of triangulations corresponding to $R_2$. 
After the 4 flips, the quiver comes back to the original configuration with $B \leftrightarrow D$, $Q \leftrightarrow Q'$, $\tilde{Q} \leftrightarrow \tilde{Q}'$, and we have

$$\sigma = \sigma_4 \circ \sigma_3 \circ \sigma_2 \circ \sigma_1.$$  \hfill (10.5)

We observe that for each flip, one can think of the quiver mutation as rotating both basic quivers clockwise by 30 degree, and then stack the right quiver on top of the left one. In the next subsection, we will show how to obtain such mutation sequence.
10.1 Explicit mutation sequence for the Half-Dehn twist

By the symmetry of the decomposition \((9.9)\) as well as the mutation configurations, we can see that \(R_2\) and \(R_3\) commute, and the mutation sequence corresponding to \(R_4\) and \(R_3\) in some sense are just “mirror images” to those of \(R_1\) and \(R_2\) respectively. Using the explicit decomposition from Proposition \((9.7)\) we arrive at the following more precise description of the quiver mutation giving the half-Dehn twist:

**Proposition 10.3.** The mutation sequence is a mirrored palindrome:

\[
\begin{align*}
\mu_{R_4} &= (\rho \sigma_1)\ast (\mu_{R_1}^{-1}), & \sigma_4 &= \rho \ast (\sigma_1^{-1}), \\
\mu_{R_3} &= (\rho \sigma_2)\ast (\mu_{R_2}^{-1}), & \sigma_3 &= \rho \ast (\sigma_2^{-1}),
\end{align*}
\]

where \(\rho\) is the permutation given by the reflection \(f_i^k \leftrightarrow f_i^{-k}\):

\[
\rho : \{f_i^k, e_i^0, f_i^{0k}, e_i^{0i}\} \leftrightarrow \{f_i^{-k}, e_i^0, f_i^{-0k}, e_i^{0i}\},
\]

and for a permutation \(\pi\) we denote by \(\pi \ast (X) := \pi \circ X \circ \pi^{-1}\).

Hence below we will only study the mutation sequence corresponding to \(R_1\) and \(R_2\).

To describe the mutation sequence, let us define the following notation:

**Definition 10.4.** Let \(S = (s_0, ..., s_n), T = (t_0, ..., t_m)\) be two sequences (of the nodes of some quiver). If \(s_n\) and \(t_1\) denote the same node in the quiver, then we define a new sequence of length \(n + m + 1\):

\[
\langle S - T \rangle := (s_0, ..., s_n = t_0, ..., t_m)
\]

to be the concatenation of the two sequences, and it is indexed from \(-n\) to \(m\) such that

\[
\langle S - T \rangle_0 = s_n = t_0.
\]

If \(\mathcal{P}\) is a sequence constructed in this way, then we define its flip to be

\[
\mathcal{F}(\mathcal{P}) := \langle T - S \rangle
\]

ewhenever \(t_m = s_0\) in some other quiver in which this sequence is indexing.
Definition 10.5. If
\[ \mu_T := \mu_{j_M} \cdots \mu_{j_1} \]
is a mutation sequence, we alternatively write it as
\[ \mu_T =: \{ j_1 \to j_2 \to \cdots \to j_M \}. \]
Then given a sequence \( \mathcal{P} \), we denote the \( k \)-shifted mutation subsequence of length \( m \) by
\[ \mathcal{P}[k,m] := \{ \mathcal{P}_{1-k} \to \mathcal{P}_{2-k} \to \cdots \to \mathcal{P}_{m-k} \}. \]

Definition 10.6. We define the sequences

\[ \mathcal{P}_{E_i}^O := (f_i^{n_i}, \ldots, e_i^0), \]
\[ \mathcal{P}_{E_i}^I := (e_i^0, \ldots, f_i^{-n_i}), \]
\[ \mathcal{P}_{F_i}^O := (f_i^{n_i}, \ldots, f_i^0), \]
\[ \mathcal{P}_{F_i}^I := (f_i^0, \ldots, f_i^{-n_i}) \]
to be the \( E_i \) and (reverse of) \( F_i \) paths of the quiver \( Q \) and \( \tilde{Q} \) respectively. Similarly we use \( ' \) to denote the corresponding paths in the second quiver \( 1 \otimes D_6 \subset \mathbb{Z}_9 \).

Finally, given a reduced word \( i \), we denote by \( i' \) the reversed word, and recall that (cf. Definition 4.6)
\[ v'(i,k) = m \] (10.7)
if \( i_m \) is the \( k \)-th appearance of the root index \( i \) from the left of \( i' \), i.e. right of \( i \).

10.1.1 Toy Example: Type \( A_2 \)

To demonstrate the procedure, let us first look at the toy example in type \( A_2 \) in detail using the notation of our paper. This has also been worked out in detail in [39] with slightly different notations.

Recall the embedding of type \( A_2 \) from Section 6.1. First of all, the \( g_b(e_i) \) can be easily decomposed using (A.3) with \( g_b(e_i) = g_b(e_i^+) g_b(e_i^-) \) as
\[ g_b(e_i^+) = g_b(X_{f_1^2}, e_i^0), \]
\[ g_b(e_i^-) = g_b(X_{f_1^1}), \]
\[ g_b(e_2^+) = g_b(X_{f_2^1}, e_2^0, f_1^{-1}) g_b(X_{f_2^1}, e_2^0), \]
\[ g_b(e_2^-) = g_b(X_{f_2^1}, e_2^0) g_b(X_{f_2^1}). \]
Hence by Corollary 9.6, the reduced \( R \) matrix decomposed as:
\[ R_4 = g_b(X_{f_2^2}, e_1^0 \otimes X_{f_1^{-2}, f_1^{-1}, f_0}^{f_0, f_1} g_b(X_{f_2^1}, e_2^0 f_1^{0}, f_2^{0}) g_b(X_{f_2^1}, e_1^0 \otimes X_{f_1^{-2}, f_1^{-1}, f_0}^{f_0, f_1}), \]
\[ R_3 = g_b(X_{f_2^1} \otimes X_{f_1^{-2}, f_1^{-1}}) g_b(X_{f_2^1} \otimes X_{f_1}^{-1}) g_b(X_{f_2^1} \otimes X_{f_1}^{-1}) g_b(X_{f_2} \otimes X_{f_1}^{-2}), \]
\[ R_2 = g_b(X_{f_2^1} \otimes X_{f_1^{-2}, f_1^{-1}}) g_b(X_{f_2^1} \otimes X_{f_1}^{-1}) g_b(X_{f_2^1} \otimes X_{f_1}^{-1}) g_b(X_{f_2} \otimes X_{f_1}^{-2}), \]
\[ R_1 = g_b(X_{f_2^1} \otimes X_{f_1^{-2}, f_1^{-1}}) g_b(X_{f_2^1} \otimes X_{f_1}^{-1}) g_b(X_{f_2} \otimes X_{f_1}^{-2}), \]
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Figure 35: $Z_{A_2}$-quiver.

Then we calculate term by term the corresponding mutation sequence (recall that $f_i^n$ is glued to $f_i^{-n}$):

\[ X_{f_1^1} \otimes X_{f_2^{-1}} \sim \mu_{f_1^2} \]
\[ X_{f_1^2} \otimes X_{f_2^{-2}} = \mu_{f_1^3}'(X_{f_1^1} \otimes X_{f_2^{-1}}) \sim \mu_{f_1^2} \]
\[ X_{f_2^1} \otimes X_{f_2^{-1}} = \mu_{f_2}'(X_{f_2^1} \otimes X_{f_2^{-1}}) \sim \mu_{f_1^2} \]
\[ X_{f_2^1} \otimes X_{f_3^{-1}} = \mu_{f_2}'(X_{f_2^1} \otimes X_{f_3^{-1}}) \sim \mu_{f_1^2} \]
\[ \ldots \]

and so on, where we denoted by $X^n$ the corresponding mutated quantum cluster variables after $n$ mutations (but we do not change the labels). Then we obtain:

\[ \mu_{R_1} = \mu_{f_1^{-1}} \mu_{f_1^1} \mu_{f_2^{-1}} \mu_{f_1^{-2}}, \quad \sigma_1 = (f_1^0, f_2^{-1}, f_1^1, f_1^0, f_1^{-1}, f_1^0), \]
\[ \mu_{R_2} = \mu_{f_1^{-1}} \mu_{f_1^1} \mu_{f_2^{-1}} \mu_{f_1^{-2}}, \quad \sigma_2 = (f_2^0, f_2^{-1}, f_1^1, f_2^{-1}, f_1^{-2}, f_1^0), \]
\[ \mu_{R_3} = \mu_{f_1^1} \mu_{f_1^1} \mu_{f_2^0} \mu_{f_1^0}, \quad \sigma_3 = (f_1^0, f_2^0, f_1^1, f_2^{-1}, f_1^0, f_1^{-1}, f_1^0), \]
\[ \mu_{R_4} = \mu_{f_1^1} \mu_{f_1^{-1}} \mu_{f_2^0} \mu_{f_1^0}, \quad \sigma_4 = (f_2^0, f_1^0, f_1^{-1}, f_2^{-1})(f_1^{-2}, f_1^0, f_1^1, f_1^0). \]

Note that $\sigma_i$ are given by shifting along the concatenation of the $F_i$ path in the right quiver and $E_i$ path in the left quiver, and that the mutation corresponding to $R_3$ and $R_4$ are the mirror reflections of $R_2$ and $R_1$ satisfying Proposition 10.3. We display the configurations in Figure 36 omitting $R_3$ and $R_4$. Also recall that $Q = \tilde{Q}$ in type $A_n$ due
to the $S_3$ symmetry, hence in fact under this identification all 4 flips are identical.

\[ (f_1^2 = f_{1'}^{-2}, f_2^1 = f_{2'}^{-1}) \]

Figure 36a: The flipping of triangle $\mu_{R_1}$ of the basic quivers, before changing the index back to standard form.

\[ (e_1^0 = f_{1'}^{-2}, e_2^0 = f_{2'}^{-1}) \]

Figure 36b: The flipping of triangle $\mu_{R_2}$ of the basic quivers, before changing the index back to standard form.
10.1.2 Type $A_n$

Let $i = (121324321...n...1)$ be the usual reduced word. To study $R_1$ and $R_2$, let

$$
\mathcal{P}_i^{\hat{Q} \hat{Q}'} := \langle \mathcal{P}_i^{\hat{Q}'}, \mathcal{P}_i^{\hat{Q}} \rangle, \quad \mathcal{P}_i^{\hat{Q} \hat{Q}'} := \langle \mathcal{P}_i^{\hat{Q}'}, \mathcal{P}_i^{\hat{Q}} \rangle
$$

(10.8)

be the concatenation of the $F_i, E_i$ path of the right and left quiver respectively. Then the mutation sequences $\mu_{R_j}$, $j = 1, 2$, are given by

$$
\mu_{R_j} := \{ \mathcal{P}_j^1 \rightarrow \mathcal{P}_j^2 \rightarrow ... \mathcal{P}_j^N \}
$$

where for $\nu'(i, k) = m$, $\mathcal{P}_m^j$ are the $k$-shifted subsequences

$$
\mathcal{P}_1^m = \mathcal{P}_1^{\hat{Q} \hat{Q}'}[k, i], \quad \mathcal{P}_2^m = \mathcal{P}_2^{\hat{Q} \hat{Q}'}[k, i].
$$

Let

$$
\mathcal{P}_i^{\hat{Q}'} := \mathcal{F}(\mathcal{P}_i^{Q \hat{Q}'}) = \langle \mathcal{P}_i^Q - \mathcal{P}_i^{\hat{Q}'} \rangle, \quad \mathcal{P}_i^{\hat{Q}'} := \mathcal{F}(\mathcal{P}_i^{Q \hat{Q}'}) = \langle \mathcal{P}_i^Q - \mathcal{P}_i^{\hat{Q}'} \rangle
$$

(10.9)

be the concatenation of the $E_i, F_i$ path of the bottom and top quiver respectively after the flip of triangulation. The permutations $\sigma_1, \sigma_2$ are then defined by renaming the corresponding sequence:

$$
\sigma_1 : \mathcal{P}_i^{Q \hat{Q}'} \rightarrow \mathcal{P}_i^{\hat{Q}'} \quad \sigma_2 : \mathcal{P}_i^{\hat{Q} \hat{Q}'} \rightarrow \mathcal{P}_i^{\hat{Q}'}
$$

For example, in type $A_3$, we have $i = (1, 2, 1, 3, 2, 1)$ and

$$
\mathcal{P}_1^{Q \hat{Q}'} : (f_1^0, f_1^{-1}, f_1^{-2}, f_1^{-3} = f_1^3, e_1^1),
$$

$$
\mathcal{P}_2^{Q \hat{Q}'} : (f_2^0, f_2^{-1}, f_2^{-2} = f_2^2, f_2^1, e_2^0),
$$

$$
\mathcal{P}_3^{Q \hat{Q}'} : (f_3^0, f_3^{-1} = f_3^1, f_3^1, f_3^1, e_3^1),
$$

and hence the mutation sequence giving the first flip of triangulations is

$$
\mu_{R_1} = \{ f_1^1 \rightarrow f_2^1 \rightarrow f_2^2 \rightarrow f_1^1 \rightarrow f_1^2 \rightarrow f_1^3 \rightarrow f_1^{-2} \rightarrow f_2^{-1} \rightarrow f_2^2 \rightarrow f_1^{-1} \}.
$$

10.1.3 Type $B_n$ and $C_n$

Let the reduced word $i$ be as in (6.1). It turns out that type $B_n$ and type $C_n$ have identical mutation sequences. Define the sequence

$$
\mathcal{S} := (f_n^1, f_n^{-1}, f_n^{-2}, ..., f_1^1, e_1^0),
$$

$$
\mathcal{S}' := (e_1^0, f_1^1, f_1^2, ..., f_n^1),
$$

and let

$$
\mathcal{P}_i^{Q \hat{Q}'} := \begin{cases} 
\langle \mathcal{P}_i^{\hat{Q}'} - \mathcal{P}_i^{Q} \rangle & i \neq 1, \\
\langle \mathcal{P}_i^{\hat{Q}'} - \mathcal{S} \rangle & i = 1
\end{cases}
$$

$$
\mathcal{P}_i^{\hat{Q} \hat{Q}'} := \begin{cases} 
\langle \mathcal{P}_i^{\hat{Q}'} - \mathcal{P}_i^{Q} \rangle & i \neq 1, \\
\langle \mathcal{P}_i^{\hat{Q}'} - \mathcal{S}' \rangle & i = 1
\end{cases}
$$

and let
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Then the mutation sequences $\mu_{R_j}$, $j = 1, 2$, are given by

$$\mu_{R_j} := \{P^j_1 \rightarrow P^j_2 \rightarrow \ldots P^j_N\}$$

For $i \neq 1$ and $\nu'(i, k) = m$, $P^j_m$ are the $k$-shifted subsequences

$$P^1_m = \pi^Q \tilde{Q}'[k, m], \quad P^2_m = \pi_i^Q \tilde{Q}'[k, m_i],$$

where $m_i = 2(n - i) + 1$ is the length of the $E_i$ path. For $i = 1$ and $\nu'(1, k) = m$, let

$$f_1^n \rightarrow f_2^{2n-3} \rightarrow f_1^{n-1} \rightarrow f_2^{2n-5} \rightarrow f_1^{n-2} \rightarrow \ldots \rightarrow f_1^2 \rightarrow f_2^1 \rightarrow f_1^1$$

be the $E_i$ path of $e_1$ in $Q$ (ignore the double count in type $C_n$). Then

$$P^1_m = \pi^Q \tilde{Q}'(1 - k) \rightarrow f_2^{2n-3} \rightarrow P^Q \tilde{Q}'(1 - k) \rightarrow f_2^{2n-5} \rightarrow P^Q \tilde{Q}'(2 - k) \ldots$$

$$\ldots \rightarrow P^Q \tilde{Q}'(n - k - 1) \rightarrow f_2^n \rightarrow P^Q \tilde{Q}'(n - k) \rightarrow P^Q \tilde{Q}'(n - k).$$

Let

$$e_1^n \rightarrow f_1^{n-1} \rightarrow f_2^{n-2} \rightarrow \ldots \rightarrow f_1^{-1} \rightarrow f_2^{2n-3} \rightarrow f_1^{-n}$$

be the $E_i$ path of $e_1$ in $\tilde{Q}$. Then

$$P^2_m = \pi^Q \tilde{Q}'(1 - k) \rightarrow P^Q \tilde{Q}'(2 - k) \rightarrow f_2^n \rightarrow P^Q \tilde{Q}'(2 - k) \rightarrow P^Q \tilde{Q}'(3 - k) \rightarrow f_2^{2n-3} \rightarrow P^Q \tilde{Q}'(3 - k) \ldots$$

$$\ldots \rightarrow P^Q \tilde{Q}'(n - k) \rightarrow f_2^{2n-3} \rightarrow P^Q \tilde{Q}'(n - k).$$

Let

$$P^Q_1 := F(\pi^Q \tilde{Q}'), \quad P^Q_1 := F(\pi^Q \tilde{Q}')$$

Then the permutations $\sigma_1, \sigma_2$ are again defined by renaming the corresponding sequence:

$$\sigma_1 : P^Q \tilde{Q}' \rightarrow P^Q_1, \quad \sigma_2 : P^Q \tilde{Q}' \rightarrow P^Q_1$$

For example, in type $B_3$, we have $i = (1, 2, 1, 2, 3, 2, 1, 2, 3)$ and

$$P^Q_1 : (f_1^0, f_1^{-1}, f_1^{-2}, f_1^{-3} = f_1^3, f_1^2, f_1^1, e_1^0),$$

$$P^Q_2 : (f_2^0, f_2^{-1}, f_2^{-2}, f_2^{-3}, f_2^{-4} = f_2^3, f_2^1, f_2^2, e_2^0),$$

$$P^Q_3 : (f_3^0, f_3^{-1}, f_3^{-2} = f_3^2, e_3^0),$$

and hence the mutation sequence giving the first flip of triangulations is (spacing according to $1'$):
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\[ \mu_{R_1} = \{ f_3^2 \to \]
\[ f_2^4 \to f_3^2 \to f_2^2 \]
\[ f_1^3 \to f_2^3 \to f_1^1 \to f_2^2 \to f_1^2 \to f_1^1 \]
\[ f_2'_{-2} \to f_2'_{-3} \to f_2^4 \]
\[ f_1'_{-2} \to f_2^3 \to f_1'_{-2} \to f_1^3 \to f_2^2 \to f_1^1 \]
\[ f_2'_{-1} \to f_2'_{-2} \to f_2'_{-3} \]
\[ f_1'_{-1} \to f_2^3 \to f_1'_{-1} \to f_1'_{-2} \to f_1^3 \to f_1'_{-2} \to f_1'^{-3} \} . \]

10.1.4 Type \( D_n \)

The description of the \( D_n \) mutation sequences is a lot more complicated. Let the reduced word \( i \) be as in (6.3). For \( i \neq 0, 1 \), define as before

\[ \mathcal{P}_{i}^{\mathcal{Q}, \mathcal{Q}'} = \langle \mathcal{P}_{i}^{\mathcal{Q}'} - \mathcal{P}_{i}^{\mathcal{Q}} \rangle . \]

Let

\[ \overline{n} := n \pmod{3} \in \{ 0, 1, 2 \} \]

and define the following sequences, which are constructed by repeating in blocks of 4:

\[ S_1 = (X_1, ..., f_0^{n-3k+\overline{n}-2}, f_0^{n-3k-\overline{n}-1}, f_0^{n-3k-\overline{n}}, ..., f_0^{n-1}) , \]
\[ S_2 = (X_2, ..., f_0^{n-3k-\overline{n}}-1, f_0^{n-3k-\overline{n}}, f_0^{n-3k-\overline{n}+1}, ..., f_0^{n-1}) , \]
\[ S_0 = (X_0, ..., f_0^{n-3k-\overline{n}}, f_0^{n-3k-\overline{n}+1}, f_0^{n-3k-\overline{n}+2}, ..., f_0^{n-1}) , \]

where the starting terms are given by

\[ X_i = \begin{cases} f_0^r & \text{if } \overline{n} = i, \\ f_0^r & \text{otherwise}. \end{cases} \]

Let

\[ \mathcal{T}_0 = (f_0^{n-1}, f_1^{n-1}, f_0^{n-2}, f_1^{n-2}, f_0^{n-3}, f_1^{n-3}, ..., f_\epsilon, f_1^{1-\epsilon}, e_0^0) \]

where \( \epsilon := n \pmod{2} \in \{ 0, 1 \} \). Let \( \mathcal{T}_1 = \mathcal{P}_{\mathcal{E}_0}^{\mathcal{Q}} \) denote the \( \mathcal{E}_0 \) path in \( \mathcal{Q} \), but with the last term \( e_1^0 \) replaced by \( e_0^0 \), and let \( \mathcal{T}_2 = \mathcal{P}_{\mathcal{E}_0}^{\mathcal{Q}} \).

Finally, we define

\[ \mathcal{U}_j := \langle S_j - \mathcal{T}_j \rangle, \quad j = 0, 1, 2. \]

Then the mutation sequence for \( R_1 \) is given by

\[ \mu_{R_1} := \{ \mathcal{P}_1 \to \mathcal{P}_2 \to \ldots \to \mathcal{P}_N \} . \]
For $i \neq 0, 1$ and $v'(i, k) = m$, we have as before

$$\mathcal{P}_m = \mathcal{P}_i^{Q'Q'}[k, m_i]$$

where $m_i = 2(n - i) - 1$ is the length of the $E_i$ path.

For $i = 0, 1$ and $v'(i, k) = m$, we have

$$\mathcal{P}_m = \mathcal{U}_{k-1+i}[K_k^i, 2n - 3]$$

where $K_k^0 = (0, 2, 3, 4, 6, 7, 8, 10, 11, 12...)$ and $K_k^1 = (0, 1, 2, 4, 5, 6, 8, 9, 10...)$.

Then the permutation is given by

$$\sigma_1 : \mathcal{P}_i^{Q'Q'} \mapsto \mathcal{P}_i^{Q'}, \quad i \neq 0, 1$$

and

$$\sigma_1 : \mathcal{U}_j \mapsto \langle \mathcal{T}_{j+1-j} \rangle - \mathcal{S}_{j+1-j}, \quad j = 0, 1, 2.$$
10.1.5 Exceptional types

The mutation sequences can be worked out in the exception type, but there are no apparent patterns, so we will not present here. We know that the reduced $R$ matrix corresponds to

$$T = 4 \prod_{i=1}^{n} n_i \mathcal{E}_i$$

mutations, where $\mathcal{E}_i$ is the number of factors in the $g_b(e_i)$ decomposition as in Proposition 9.7. One check explicitly that indeed the mutation sequences give the half-Dehn twist. Combining with the classical types, we have

**Proposition 10.7.** The half-Dehn twist can be represented by $T$ quiver mutations, where

$$T = \begin{cases} 
\frac{2}{3}(n(n + 1)(n + 2)) & \text{Type } A_n \\
\frac{2}{3}(4n^2 - 1) & \text{Type } B_n \text{ and } C_n \\
\frac{2}{3}(n - 1)(4n - 5) & \text{Type } D_n \\
1196 & \text{Type } E_6 \\
3464 & \text{Type } E_7 \\
12064 & \text{Type } E_8 \\
976 & \text{Type } F_4 \\
144 & \text{Type } G_2
\end{cases}$$

and each flip of triangulations are given by $\frac{2}{3}$ quiver mutations.

In type $G_2$, from the factorization of $g_b(e_2)$, we see that it involves the factor $g_b^*(X_{\ldots})$. We use the fact that

$$\mu_k^0 = Ad_{g_b^*(x_k)} \circ \mu_k',
= Ad_{g_b^*(x_k)^{-1}} \circ \mu_k'',$$

where $\mu_k''$ is the same as $\mu_k$ but with $b_{ij} \longrightarrow b_{ji}$ inverted in the formula. With slight modification of Lemma 9.5, we obtain a mutation sequence $\mu_{R_1}$ of length 36 given by

$$\nu_{R_1} = \langle f'_1 \rightarrow f'_2 \rightarrow f'_3 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_3 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_3 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_3 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_3 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_1 \rightarrow f'_2 \rightarrow f'_1 \rightarrow f'_2 \rangle,$$

where $f'^{n_i}$ and $f'^{-n_i}$ are identified.

The basic quiver (cf. Figure 38a) can be attached to a triangle as in Figure 38b. Then the mutation $\mu_{R_1}$ appears as in Figure 38a and we can determine $\sigma_1$ to be:

$$\sigma_1: (S_i - T_i) \rightarrow (T_i - S_i), \quad i = 1, 2,$$

where

$$S_1 = \mathcal{P}_{F_1}^{0'} = (f'^0_1, f'^{-1}_1, f'^{-2}_1, f'^{-3}_1), \quad T_1 = (f^3_2, e_0^1),
S_2 = \mathcal{P}_{F_2}^{0'} = (f'^0_2, f'^{-1}_2, f'^{-2}_2, f'^{-3}_2), \quad T_2 = (f^3_2, f^2_2, f^1_2, e_0^2).$$

Similarly, the description for $\mu_{R_2}$ is given by

$$\nu_{R_2} = \langle f'^{-3}_1 \rightarrow f'^{-3}_2 \rightarrow f'^{-2}_1 \rightarrow f'^{-1}_2 \rightarrow f'^{-2}_1 \rightarrow f'^{-1}_2 \rightarrow f'^{-2}_1 \rightarrow f'^{-1}_2 \rightarrow f'^{-2}_1 \rightarrow f'^{-1}_2 \rightarrow f'^{-2}_1 \rightarrow f'^{-1}_2 \rightarrow f'^{-2}_1 \rightarrow f'^{-1}_2 \rightarrow f'^{-2}_1 \rightarrow f'^{-1}_2 \rightarrow f'^{-2}_1 \rightarrow f'^{-1}_2 \rightarrow f'^{-2}_1 \rightarrow f'^{-1}_2 \rightarrow f'^{-2}_1 \rightarrow f'^{-1}_2 \rightarrow f'^{-2}_1 \rangle.$$
where $e^0_i$ and $f_i^{-n_i}$ are identified. The permutation is then given by
\[ \sigma_2 : \langle S_i - T_i' \rangle \mapsto \langle T_i' - S_i \rangle, \quad i = 1, 2, \]
where $S_i$ is the same as before, while
\[ T_1' = (e_1^0, f_1^{-3}), \quad T_2' = (e_2^0, f_2^{-1}, f_2^{-2}, f_2^{-3}). \]

Figure 37: Basic quiver in type $G_2$ attached to a triangle.
\[(f_1^3 = f'_1^{-3}, f_2^3 = f'_2^{-3})\]

Figure 38a: The flipping of triangle $\mu_{R_1}$ of the basic quivers in type $G_2$, before changing the index back to standard form. The basic quivers are stacked according to Figure 33a.
\[(e_1^0 = f_1'^{-3}, e_2^0 = f_2'^{-3})\]

Figure 38b: The flipping of triangle $\mu_{R_2}$ of the basic quivers in type $G_2$, before changing the index back to standard form. The basic quivers are stacked according to Figure 33b.
10.2 Alternative factorization of the reduced $R$ matrix

From Remark 4.15, one can use the Cartan involution and replace the first factor $e_i \otimes 1$ in the reduced $R$ matrix with the embedding by the $F_i$ paths. Then the embedding $\imath^w \otimes \imath$ induces a very simple factorization of the reduced $R$ matrix, where

$$g_b(e^-_i) = g_b(F_i^{1,-}) \cdots g_b(F_i^{n_i,-}),$$
$$g_b(e^+_i) = g_b(F_i^{n_i,+}) \cdots g_b(F_i^{1,+}),$$

and hence by Corollary 9.6.

**Corollary 10.8.** Under the embedding $\imath^w \otimes \imath$, the reduced $R$ matrix factorizes as

$$R = R_4 \cdot R_3 \cdot R_2 \cdot R_1,$$

where

$$R_1 = \prod_{k=1}^{N} \prod_{j=1}^{n_{1k}} \prod_{j=1}^{n_{1k}} g_b(F^j_{ik} \otimes X^+_{ik}),$$

$$R_2 = \prod_{k=1}^{N} \prod_{j=1}^{n_{1k}} \prod_{j=1}^{n_{1k}} g_b(F^j_{ik} \otimes X^-_{ik}),$$

$$R_3 = \prod_{k=1}^{N} \prod_{j=1}^{n_{1k}} \prod_{j=1}^{n_{1k}} g_b(F^j_{ik} \otimes X^-_{ik}),$$

$$R_4 = \prod_{k=1}^{N} \prod_{j=1}^{n_{1k}} \prod_{j=1}^{n_{1k}} g_b(F^j_{ik} \otimes X^-_{ik}),$$

and recall that $\Pi^{op}$ means multiplying from the right.

The embedding $\imath^w \otimes \imath$ corresponds to a new quiver $\tilde{Z}_g$, which is another amalgamation of the two quivers $D_g$, where the nodes $\{f^n_i\}$ of the first quiver are glued to $\{f^n_i\}$ of the second quiver instead (see Figure 39 below). Then one can describe for every type of $g$ the mutation sequence giving the flip of triangulations on $\tilde{Z}_g$ easily:

**Proposition 10.9.** Let

$$P_i^{Q,Q'} := (P_{F_i}^{Q'} - P_{F_i}^{Q})$$

be the concatenation of the $F_i$-paths in the corresponding subquivers of $\tilde{Z}_g$. Then the mutation sequence giving the flip of triangulation is

$$\mu_{R_1} = \{P_1 \rightarrow P_2 \rightarrow \ldots P_N\},$$

where as before if $i_m$ is the $k$-th appearance of the root index $i$ from the right of $i$, then

$$P_m = P_i^{Q,Q'}[k, n_{ik}].$$

When $i$ corresponds to the Coxeter element of the Weyl group, $w_0 = w_c^{h/2}$, this coincides with the mutation sequence of the flip of triangulations (where two quivers mirrored to each other are glued) described in [24] in the classical type. Hence this construction generalizes those of [25], and at the same time provides a representation theoretic meaning.
of the sequences giving the flip of triangulations described there. Although the description of the $R$ matrix factorization is very nice, we see that after 4 flips it does not return to the original quiver, but rather a mirror image with all the arrows flipped. A full Dehn twist, however, return us to the original configuration. If Conjecture 8.5 is true, which gives a quiver mutation equivalence between $\iota$ and $\iota^w$ (with Dynkin involution), this will relate such nice presentation of the $R$ matrix factorization to the canonical one found in the main theorem.

11 Proof of Theorem 9.5

Let $\tilde{R}$ denote the right hand side of (9.8). The strategy is to show that $K\tilde{R}$ also gives the braiding relations (9.3) as well. First of all, we have

\begin{align}
Ad_K(1 \otimes e_i + e_i \otimes K'_i) &= K_i \otimes e_i + e_i \otimes 1, \\
Ad_K(f_i \otimes 1 + K_i \otimes f_i) &= f_i \otimes K'_i + 1 \otimes f_i, \\
Ad_K\Delta(K_i) &= K_i \otimes K_i. 
\end{align}

Hence in order to prove the braiding relations, it suffices to show

\begin{align}
\tilde{R}\Delta(e_i) &= (1 \otimes e_i + e_i \otimes K'_i), \\
\tilde{R}\Delta(f_i) &= (f_i \otimes 1 + K_i \otimes f_i), \\
\tilde{R}\Delta(K_i) &= K_i \otimes K_i,
\end{align}

where the last one is trivial. We begin with several Lemmas:

**Lemma 11.1.** For any $sl_2$ triple $(e, f, K, K')$, and any self-adjoint element $X$, we have

\begin{align}
Ad_{g_b}(e \otimes X)(f \otimes 1 + K' \otimes X) &= f \otimes 1 + K \otimes X.
\end{align}

**Proof.** This is a well-known result by considering the formal power series expansion of $g_b$ (recall that we restrict ourselves to the compact case, but it holds for the non-compact
Hence we can work out case as well. Recall and that we have $f_i$ such that

\[ \text{Lemma 11.2.} \]

We have for (9.8) decomposition and invariant under

\[ (9.8) \]

For simplicity, let us define $i = Y_1 = (\ldots) = (\ldots)$, $g_1 = Y_1 \cdots Y_n f_1 \otimes \cdots \otimes f_n \\ 
\sum_{n \geq 0} (q^n - q^{-n})(q^{n-1} K' - q^{1-n} K) \mathbf{e}^{n-1}.

Hence we can work out

\[
g_b(e \otimes X)(f \otimes 1 + K' \otimes X) - (f \otimes 1 + K \otimes X)g_b(e \otimes X)
\]

\[
= \sum_{n \geq 0} \frac{(-1)^n q^{\frac{n(n-1)}{2}} e_n}{(q^n - q^{-n})...(q - q^{-1})} \otimes X^n \cdot (f \otimes 1 + K' \otimes X)
\]

\[
- (f \otimes 1 + K \otimes X) \sum_{n \geq 0} \frac{(-1)^n q^{\frac{n(n-1)}{2}} e_n}{(q^n - q^{-n})...(q - q^{-1})} \otimes X^n
\]

\[
= (f \otimes 1) \sum_{n \geq 0} \frac{(-1)^n q^{\frac{n(n-1)}{2}} e_n}{(q^n - q^{-n})...(q - q^{-1})} \otimes X^n
\]

\[
+ (K' \otimes X) \sum_{n \geq 0} \frac{(-1)^n q^{\frac{n(3+n)}{2}} e_n}{(q^n - q^{-n})...(q - q^{-1})} \otimes X^n
\]

\[
- \sum_{n \geq 0} (q^n K' - q^{-n} K) \frac{(-1)^n q^{\frac{n(n+1)}{2}} e_n}{(q^n - q^{-n})...(q - q^{-1})} \otimes X^{n+1}
\]

\[
- (f \otimes 1 + K \otimes X) \sum_{n \geq 0} \frac{(-1)^n q^{\frac{n(n-1)}{2}} e_n}{(q^n - q^{-n})...(q - q^{-1})} \otimes X^n
\]

\[ = 0. \]

\[
\square
\]

For simplicity, let us define

\[
Y_i^k := \begin{cases} 
E_i^{n_i+1-k, -} & k \leq n_i, \\
F_i^{k-n_i, +} & k > n_i,
\end{cases}
\]

such that $f_i = Y_i^1 + Y_i^2 + \ldots + Y_i^{2n_i}$.

\[
\text{Lemma 11.2. We have for } 1 \leq k \leq 2n_i,
\]

\[
\text{Ad}_{g_b(e_i \otimes Y_i^k)}(f_i \otimes 1 + K_i \otimes \sum_{l=1}^{k-1} Y_i^l + K'_i \otimes \sum_{l=k}^{2n_i} Y_i^l)
\]

\[
= f_i \otimes 1 + K_i \otimes \sum_{l=1}^{k} Y_i^l + K'_i \otimes \sum_{l=k+1}^{2n_i} Y_i^l
\]

and invariant under \( \text{Ad}_{g_b(e_j \otimes Y_j^i)} \) for \( j \neq i \) if \( Y_j^i \) comes after \( Y_i^{k-1} \) and before \( Y_i^k \) in the decomposition (11.8).
Proof. We observe that by Lemma [5.2]  
\[ Ad_{g_b(e_i \otimes Y^k)}(K_i \otimes Y_i^l) = K_i \otimes Y_i^l \quad l < k, \]
\[ Ad_{g_b(e_i \otimes Y^k)}(K'_i \otimes Y_i^l) = K'_i \otimes Y_i^l \quad l > k. \]
Hence we only care about the term \((f_i \otimes 1 + K'_i \otimes Y^k_i)\). By Lemma [11.1] 
\[ Ad_{g_b(e_i \otimes Y^k_j)}(f_i \otimes 1 + K'_i \otimes Y^k_i) = f_i \otimes 1 + K_i \otimes Y^k_i \]
and we are done.

Finally, again by Lemma [5.2] it is easy to check that \(e_i \otimes Y^l_j\) commute with 
\[ K_i \otimes \sum_{l=1}^{k} Y_i^l + K'_i \otimes \sum_{l=k+1}^{2n_i} Y_i^l \]
whenever \(Y^l_j\) comes after \(Y^{k-1}_i\) and before \(Y^k_i\) in the decomposition [9.8].

Lemma 11.3. For the reduced word \(i = (i_1, ..., i_N) \in \mathcal{R}\), if \(i_N = i\), then 
\[ \kappa R \Delta(e_i) = \Delta^{op}(e_i) R. \]

Proof. Note that if \(i_N = i\), then \(X^\pm_i = X^\pm_{i-n, i}, e_i = X^\pm_{i-n, i} + X^\pm_{i-n, i}, 0\) and \(K_i = X^\pm_{i-n, i}, e_i, 0, 0, 0, f_{-n, i}\). We have 
\[ X^\pm_i, e_i = q_i^2 X^\pm_i, e_i, X^\pm_{i-n, i}. \]

Hence 
\[ Ad_{g_b(e_i \otimes X^\pm_i)}(1 \otimes e_i + e_i \otimes K_i) \]
\[ = Ad_{g_b(e_i \otimes X^\pm_{i-n, i})}(1 \otimes X^\pm_{i-n, i} + 1 \otimes X^\pm_{i-n, i}, e_i, 0 + e_i \otimes K_i) \]
\[ = 1 \otimes X^\pm_{i-n, i} + (1 \otimes X^\pm_{i-n, i}, e_i, 0 + e_i \otimes K_i)(1 + q_i e_i \otimes X^\pm_{i-n, i}, e_i, 0)^{-1} \]
\[ = 1 \otimes X^\pm_{i-n, i} + 1 \otimes X^\pm_{i-n, i}, e_i, 0 (1 + q_i e_i \otimes X^\pm_{i-n, i}, e_i, 0)^{-1} \]
\[ = 1 \otimes e_i. \]

One then check directly that \(1 \otimes e_i\) commutes with all the factors \(e_j \otimes X^\pm_k\) for every \(j, k\), except the last term \(e_i \otimes X^\pm_N\), where we have the reverse of the above: 
\[ Ad_{g_b(e_i \otimes X^\pm_N)}(1 \otimes e_i) = 1 \otimes e_i + e_i \otimes K'_i, \]
and hence 
\[ \kappa R \Delta(e_i) = \kappa(1 \otimes e_i + e_i \otimes K'_i) R = \Delta^{op}(e_i) R \]
as required.

In general, we use the fact that the decomposition of \(R\) is invariant under the change of words \(\mathcal{M}\). Let \(\tilde{f}_{i}^k\) denote the representation of \(f_i\) using the mutated cluster variables \(\tilde{X}_i := \mathcal{M}(X_i)\) under the change of words \(\mathcal{M}\) (cf. Section [7])

Lemma 11.4.
(1) For the change of words $\mathcal{M} : (...)ij(...) \leftrightarrow (...)ji(...) \text{ we have} $

\begin{align*}
\rho_0(e_1 \otimes F^k_1) \rho_0(e_2 \otimes F^t_2) \rho_0(e_1 \otimes F^k_1) &= \rho_0(e_2 \otimes F^t_2) \rho_0(e_1 \otimes F^k_1) \\
&= g_0(e_2 \otimes \hat{F}^t_{i}^+) g_0(e_1 \otimes F^k_i) g_0(e_2 \otimes \hat{F}^t_{i}^+)
\end{align*}

for $v(i, k) < v(j, l) < v(i, k + 1)$.

(2) For the change of words $\mathcal{M} : (...)ji(...) \leftrightarrow (...)ij(...) \text{ where } i \text{ is short and } j \text{ is long, we have} $

\begin{align*}
\rho_0(e_i \otimes F^{k+1}_i) \rho_0(e_j \otimes F^{t+1}_j) \rho_0(e_i \otimes F^{k}_i) &= \rho_0(e_j \otimes F^{t+1}_j) \rho_0(e_i \otimes F^{k}_i) \\
&= g_0(e_j \otimes \hat{F}^{t+1}_j) g_0(e_i \otimes \hat{F}^{k+1}_i) g_0(e_j \otimes \hat{F}^{t+1}_j) g_0(e_i \otimes F^{k}_i)
\end{align*}

for $v(j, l) < v(i, k) < v(j, l + 1) < v(i, k + 1)$.

Proof. We will prove the + case, while the − case is similar.

Proof of (1). In the simply-laced case, recall that we have

$$
F^{k+1}_i F^{k+1}_i = q^2 F^{k+1}_i F^{k+1}_i,
$$

$$
F^{k}_i F^{t}_i = q^{-1} F^{t}_i F^{k}_i.
$$

Hence

$$
\frac{[e_j \otimes F^{t+1}_j, e_i \otimes F^{k}_i]}{q - q^{-1}} = e_j e_i \otimes F^{t+1}_j F^{k}_i - e_i e_j \otimes F^{k}_i F^{t+1}_j
$$

$$
= \frac{e_i e_j - q^{-1} e_j e_i} {q - q^{-1}} \otimes F^{t+1}_j F^{k+1}_i
$$

$$
= e_{ij} \otimes q^{-1/2} F^{t+1}_j F^{k+1}_i
$$

where $e_{ij} = T_i(e_j)$ is given by the Lusztig's isomorphism.

Hence using (A.9), we have

$$
g_0(e_i \otimes F^{k+1}_i) g_0(e_j \otimes F^{t+1}_j) g_0(e_i \otimes F^{k}_i)
$$

$$
= g_0(e_i \otimes F^{k+1}_i) g_0(e_i \otimes F^{k+1}_i) g_0(e_{ij} \otimes q^{-1/2} F^{t+1}_j F^{k+1}_i) g_0(e_j \otimes F^{l+1}_j)
$$

$$
= g_0(e_i \otimes (F^{k+1}_i + F^{k+1}_i)) g_0(e_{ij} \otimes q^{-1/2} F^{t+1}_j F^{k+1}_i) g_0(e_j \otimes F^{l+1}_j).$$

Similarly, we have

$$
g_0(e_j \otimes \hat{F}^{t+1}_j) g_0(e_i \otimes \hat{F}^{k+1}_i) g_0(e_j \otimes \hat{F}^{t+1}_j)
$$

$$
= g_0(e_i \otimes \hat{F}^{k+1}_i) g_0(e_{ij} \otimes q^{-1/2} \hat{F}^{t+1}_j \hat{F}^{k+1}_i) g_0(e_j \otimes \hat{F}^{l+1}_j)
$$

$$
= g_0(e_i \otimes \hat{F}^{k+1}_i) g_0(e_{ij} \otimes q^{-1/2} \hat{F}^{t+1}_j \hat{F}^{k+1}_i) g_0(e_j \otimes (\hat{F}^{l+1}_j + \hat{F}^{l+1}_j)).$$

If we write down the quantum cluster variables as

$$
F^{k}_i = X_1,
$$

$$
\hat{F}^{k}_i = \hat{X}_1,
$$

$$
F^{k+1}_i = X_{1, 2},
$$

$$
\hat{F}^{k+1}_i = \hat{X}_{3, 4},
$$

$$
F^{l}_j = X_3,
$$

$$
\hat{F}^{l}_j = \hat{X}_3,
$$

$$
F^{l+1}_j = X_{3, 4},
$$

then we have

$$
\hat{X}_1 = X_1(1 + qX_2),
$$

$$
\hat{X}_3 = X_3(1 + qX_2^{-1})^{-1},
$$

$$
\hat{X}_4 = X_2^{-1},
$$
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and one can see that
\[
F_i^{k+1,+} + F_i^{k,+} = \hat{F}_i^{k,+},
\]
\[
F_j^{l+1,+} F_i^{k,+} = \hat{F}_j^{l+1,+} \hat{F}_i^{k,+},
\]
\[
F_j^{l,+} = \hat{F}_j^{l+1,+} + \hat{F}_j^{l,+}
\]
as required.

**Proof of (2).** We have \( F_i^{k,+} F_j^{l,+} = q^{-1} F_j^{l,+} F_i^{k,+} \) whenever \( v(j,l) < v(i,k) \). Let
\[
v = e_i \otimes F_i^{k,+},
\]
\[
u = e_j \otimes F_j^{l,+},
\]
\[
c = \frac{[u,v]}{q - q^{-1}} = \frac{q^{1/2} e_i e_i - q^{-1/2} e_i e_j \otimes q^{-1/2} F_j^{l,+} F_i^{k,+} = e_Y q^{-1/2} F_j^{l,+} F_i^{k,+},}{q - q^{-1}},
\]
\[
d = \frac{q^{-1} c_{uv} - q^{-1} c_{ve}}{q - q^{-1}} = \frac{e_Y e_i - e_i e_Y \otimes q^{-1} F_j^{l,+} (F_i^{k,+} + e_X q^{-1} F_j^{l,+} (F_i^{k,+})^2,}{q - q^{-1}},
\]
where \( e_X := T_i (e_j) \) and \( e_Y := T_j (e_i) \) are given by the Lusztig’s isomorphism. We have
\[
e_Y e_X = q e_X e_Y,
\]
\[
e_X e_i = q e_i e_X,
\]
\[
e_j e_Y = q e_Y e_j,
\]
\[
[e_j, e_X] = q e_X e_Y,
\]
and hence \( u, c, d, v \) satisfies the condition for (A.10). Applying (A.10) repeatedly and rearranging, we have (we underline the terms to be transformed):

\[
= g_{b_2} (e_i \otimes F_i^{k+1,+}) g_{b_2} (e_j \otimes F_j^{l+1,+}) g_{b_2} (e_j \otimes F_j^{l+1,+}) g_{b_2} (e_i \otimes F_i^{k+1,+})
\]
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\[ g_0(e \otimes q^{-1}F_j^{l,+}(F_k^{k+1,+})^2)g_0(e \otimes F_j^{l,+}F_k^{k+1,+}F_i^{i+1,+})g_0(e \otimes q^{-1}F_j^{l,+}(F_i^{i+1,+})^2) \\
= g_0(e \otimes (F_i^{i+1,+} + F_k^{k+1,+})) \]

\[ g_0(e \otimes q^{-1/2}(F_j^{l,+} + F_j^{l,+})F_k^{k+1,+})g_0(e \otimes q^{-1/2}F_j^{l,+}F_i^{i+1,+}) \]

\[ g_0(e \otimes q^{-1/2}F_j^{l,+}(F_k^{k+1,+} + F_i^{i+1,+})^2)g_0(e \otimes (F_i^{i+1,+} + F_k^{k+1,+})) \]

where in the last line, we observe that the terms \( q^2 \) commute, hence we can apply (A.12).

On the other hand, by applying (A.10) once, we have

\[ g_0(e \otimes \widehat{F}_i^{i+1,+})g_0(e \otimes \widehat{F}_k^{k+1,+})g_0(e \otimes \widehat{F}_j^{l,+})g_0(e \otimes \widehat{F}_1^{1,+}) \]

\[ = g_0(e \otimes (\widehat{F}_i^{i+1,+} + \widehat{F}_k^{k+1,+}))g_0(e \otimes q^{-1/2}\widehat{F}_j^{l,+} + \widehat{F}_1^{1,+}) \]

\[ g_0(e \otimes q^{-1}\widehat{F}_2^{2,+}(\widehat{F}_i^{i+1,+})^2)g_0(e \otimes (\widehat{F}_1^{1,+} + \widehat{F}_i^{i+1,+})) \]

To compare, again we write out the quantum cluster variables as

\[ F_i^{i+1,+} = X_1, \quad F_k^{k+1,+} = X_{1,2}, \quad F_j^{l,+} = X_3, \quad F_i^{i+1,+} = X_{3,4}, \]

\[ \widehat{F}_i^{i+1,+} = X_1, \quad \widehat{F}_k^{k+1,+} = \widehat{X}_{1,2}, \quad \widehat{F}_j^{l,+} = \widehat{X}_3, \quad \widehat{F}_i^{i+1,+} = \widehat{X}_{3,4}. \]

Recall that we need to do mutation three times according to Section 7.2 which gives at the end

\[ \widehat{X}_1 = D_2^{-1}X_{1,2,4}, \]

\[ \widehat{X}_2 = X_{2,4}^{-1}D_1, \]

\[ \widehat{X}_3 = D_1^{-1}X_3D_3, \]

\[ \widehat{X}_4 = D_3^{-1}X_4, \]

where

\[ D_1 = (1 + q_3X_2)(1 + q_3X_2) + qX_{2,4}, \]

\[ D_2 = (1 + q_3X_2 + qX_{2,4}), \]

\[ D_3 = (1 + q_3X_2 + qX_{2,4})(1 + q_3^2X_2 + q_3^2X_{2,4}). \]

Now we can check directly that

\[ F_j^{l,+} + F_j^{l,+} = \widehat{F}_j^{l,+} + \widehat{F}_j^{l,+}, \]

\[ F_j^{l,+} + F_j^{l,+}F_k^{k+1,+} + q^{-1/2}F_j^{l,+}F_i^{i+1,+} = \widehat{F}_j^{l,+} + \widehat{F}_k^{k+1,+}, \]

\[ F_j^{l,+}F_i^{i+1,+} + F_j^{l,+}(F_k^{k+1,+} + F_i^{i+1,+})^2 = \widehat{F}_j^{l,+}(\widehat{F}_k^{k+1,+} + \widehat{F}_i^{i+1,+})^2, \]

\[ F_i^{i+1,+} + F_i^{i+1,+} = \widehat{F}_i^{i+1,+} + \widehat{F}_i^{i+1,+} \]

and this completes the proof. \( \square \)

**Remark 11.5.** In type \( G_2 \), using the mutation sequence that gives the half-Dehn twist from Section 7.2, one can conjugate the representation of \( \Delta(e_2) \) by (13.8) and check the braiding relation directly. Using the fact that the standard form of the universal R matrix is invariant under the change of words, we conclude that the analogue of Lemma 11.4 also holds in type \( G_2 \).
Proof of Theorem 9.5. First it is obvious that $K$ and $\tilde{R}$ commute with both $\Delta(K_i)$ and $\Delta(K'_i)$ by direct calculation.

As a consequence of Lemma 11.2 we have

$$K\tilde{R}\Delta(f_i) = K(f_i \otimes 1 + K' \otimes f_i)\tilde{R} = \Delta^{op}(f_i)K\tilde{R}$$

(11.9)
as required.

As a consequence of Lemma 11.3 we can choose freely the reduced word $i$ with any choice of index on the right of $i$, and by Lemma 11.3 we obtain

$$K\tilde{R}\Delta(e_i) = \Delta^{op}(e_i)K\tilde{R}$$

for every root index $i$, thus completing the proof of the braiding relations.

Finally, recall that by the construction of the positive representations $P_{\lambda}$, one can choose appropriate discrete parameters $\lambda$ and restrict it to give any irreducible highest weight finite dimensional representations of $U_q(\mathfrak{g})$. Then $K\tilde{R}$ satisfies the braiding (9.3) on every finite dimensional representations of $U_q(\mathfrak{g})$, and as a formal power series it has constant term equals 1, hence we conclude that $K\tilde{R}$ equals the universal $R$ matrix.
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A Quantum dilogarithm identities

The compact quantum dilogarithm function is defined to be the infinite product

$$\Psi^q(x) = \prod_{r=0}^{\infty} (1 + q^{2r+1}x)^{-1},$$

(A.1)

which is well defined for $0 < q < 1$. In the split real case, where $q = e^{\pi ib^2}$ with $0 < b < 1$, the infinite product is not so well-behaved. To treat this case, the non-compact quantum dilogarithm $g_b(x)$ is composed of two commuting copies, associated to the so-called Faddeev’s modular double, of the compact quantum dilogarithm $\Psi^q(x)$ [7, 8]. It is a meromorphic function that can be represented as an integral expression:

$$g_b(x) := \exp \left( \frac{1}{4} \int_{\mathbb{R} + i0} \frac{x^{\frac{\pi t}{t}}}{\sinh(\pi bt) \sinh(\pi b^{-1}t)} \frac{dt}{t} \right),$$

(A.2)
such that by functional calculus, it is a unitary operator when $x$ is positive self-adjoint, and there is a $b$-duality:

$$g_b(x) = g_{b^{-1}}(x^{\frac{1}{2}}).$$

(A.3)
In this paper however, we are only interested in the formal algebraic calculation, hence one may consider only the compact part and think about the correspondence in terms of formal power series

$$g_b(x) \sim \Psi^q(x)^{-1} = \prod_{r=0}^{\infty} (1 + q^{2r+1} x) = Exp_{q-2} \left(-\frac{u}{q-q^{-1}}\right),$$  \hspace{1cm} (A.4)

where

$$Exp_q(x) := \sum_{k \geq 0} \frac{x^k}{(k)_q},$$ \hspace{1cm} (A.5)

$$(k)_q := \frac{1 - q^k}{1 - q}.$$ \hspace{1cm} (A.6)

In particular, we can rewrite the identities of $Exp_q(x)$ derived in [33] for the quantum dilogarithm function $g_b(x)$ that are needed in this paper. In particular, by writing in this way, the argument of $g_b(x)$ are all manifestly positive self-adjoint so that the identities are well-defined in the split real setting.

We will be interested in two types of identities: the pentagon equation (PE) and the quantum exponential relation (QE).

**Simply-laced case.** Let $u, v$ be self-adjoint variables. If $uv = q^2 vu$, then we have the pentagon equation and the quantum exponential relation:

$$\begin{align*}
(PE) & : \quad g_b(v)g_b(u) = g_b(u)g_b(q^{-1}uv)g_b(v), \\
(QE) & : \quad g_b(u + v) = g_b(u)g_b(v).
\end{align*}$$  \hspace{1cm} (A.7, A.8)

Let again $u, v$ be self-adjoint and

$$c := \frac{[u, v]}{q - q^{-1}},$$

such that

$$uc = q^2 cu, \quad cv = q^2 vc.$$ 

Then we have the generalized pentagon equation:

$$\begin{align*}
(PE) & : \quad g_b(v)g_b(u) = g_b(u)g_b(c)g_b(v), \\
(QE) & : \quad g_b(c + v) = g_b(c)g_b([2]_{q^s} d)g_b(v).
\end{align*}$$  \hspace{1cm} (A.9, A.10)

in which (A.7) is a special case.

**Doubly-laced case.** In the doubly-laced case we have $q_s = q^{1/2}$. Let $u, v$ be self-adjoint variables, and let

$$c := \frac{[u, v]}{q_s - q_s^{-1}}, \quad d := \frac{q_s^{-1} cv - q_s vc}{q - q^{-1}},$$

such that

$$uc = q^2 cu, \quad cd = q^2 dc, \quad dv = q^2 vd, \quad \frac{q^{-1} ud - qdu}{q - q^{-1}} = \frac{c^2}{[2]_{q_s}}.$$ 

We have

$$\begin{align*}
(PE) & : \quad g_{b_s}(v)g_{b_s}(u) = g_{b_s}(u)g_{b_s}(\frac{c}{[2]_{q_s}})g_{b_s}(d)g_{b_s}(v), \\
(QE) & : \quad g_{b_s}(c + v) = g_{b_s}(c)g_{b_s}([2]_{q_s} d)g_{b_s}(v).
\end{align*}$$  \hspace{1cm} (A.10, A.11)
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In particular if \( uv = q^2vu \) and substitute \( u \mapsto quv^{-1}/[2]s \), we have:

\[
\begin{align*}
  g_b(u + v) &= g_b(u)g_b(q^{-1}uv)g_b(v), \\
  g_b((u + v)^2) &= g_b(u^2)g_b(q^{-1}uv)g_b(v^2).
\end{align*}
\]

(A.12) (A.13)

These two relations are related by the \( b \)-duality \([A.3]\).

**Triply-laced case.** For completeness we also translate the type \( G_2 \) identity of \([33]\) to \( g_b(x) \), which becomes more natural looking.

Let \( q_s = q^{1/3} \), and let \( u, v \) be self-adjoint. Define

\[
\begin{align*}
  c := q_s^{-1}uv - q_s vu, \\
  d := q_s^{-2}cv - q_s^2(vc), \\
  d' := q_s^{-2}uc - q_s^2(cu),
\end{align*}
\]

such that these relations are satisfied:

\[
\begin{align*}
  ud' &= q^2 d'u, &
  d'c &= q^2 cd', &
  cd &= q^2 dc, &
  dv &= q^2 vd, \\
  c^2 &= \frac{q^{-1}ud - qду}{q - q^{-1}}, &
  c^2 &= \frac{q^{-1}d'v - qvd'}{q - q^{-1}}, &
  c^3 &= \frac{q^{-2}d'd - q^2dd'}{q - q^{-1}}.
\end{align*}
\]

Then we have

\[
(QE): \quad g_b(u + v) = g_b(u)g_b(d')g_b(c)g_b(d)g_b(v).
\]

(A.14)

In particular if \( uv = q^2vu = q_s^6vu \), we have

\[
\begin{align*}
  g_b(u + v) &= g_b(u)g_b(q^{-2}u^2)v)g_b(q^{-1}uv)g_b(q^{-2}uv^2)g_b(v), \\
  g_b((u + v)^3) &= g_b(u^3)g_b(q^{-2}u^2v)g_b(q^{-3}u^3v^3)g_b(q^{-2}uv^2)g_b(v^3),
\end{align*}
\]

(A.15) (A.16)

which are related by the \( b \)-duality \([A.3]\).

On the other hand, let \( e_1, e_2 \) be the generators of \( U_q(SU_2) \) with \( e_1 \) long and \( e_2 \) short, and \( \zeta_1 \zeta_2 = q^{-1}\zeta_2 \zeta_1 \). Let the non-simple root generators be

\[
\begin{align*}
  e_W := T_1(e_2) &= \left[ e_2, e_1 \right] q^{1/2}, \\
  e_X := T_1T_2(e_1) &= \left[ e_Y, e_W \right] q^{-1/2}, \\
  e_Y := T_3T_2T_1(e_2) &= \left[ e_2, e_W \right] q^{1/2}, \\
  e_Z := T_3T_2T_1(e_1) &= \left[ e_2, e_Y \right] q^{-1/2}.
\end{align*}
\]

Then we have (PE):

\[
\begin{align*}
  g_b(e_2 \otimes \zeta_2)g_b(e_1 \otimes \zeta_1) &= g_b(e_1 \otimes \zeta_1)g_b(e_W \otimes q^{1/2}\zeta_1 \zeta_2)g_b(e_X \otimes q^{3/2} \zeta_1 \zeta_2^3)g_b(e_Y \otimes q \zeta_1 \zeta_2^2)g_b(e_Z \otimes q^{3/2} \zeta_1 \zeta_2^3)g_b(e_2 \otimes \zeta_2).
\end{align*}
\]

(A.17)
References

[1] A. Berenstein, Group-like elements in quantum groups and Feigin’s conjecture, arXiv:q-alg/9605016 (1996).
[2] A. Berenstein, A. Zelevinsky, Quantum cluster algebras, Adv. Math., 195 (2), (2005): 405-455.
[3] A.G. Bytsko, J. Teschner, R-operator, co-product and Haar-measure for the modular double of $U_q(sl(2,\mathbb{R}))$, Comm. Math. Phys., 240, (2003): 171-196.
[4] V. Chari, A. Pressley, A guide to quantum groups, Cambridge Univ. Press, Cambridge, (1994).
[5] V. G. Drinfeld, Hopf algebras and the quantum Yang-Baxter equation, Doklady Akademii Nauk SSSR, 283 (5), (1985): 1060-1064.
[6] L.D. Faddeev, Discrete Heisenberg-Weyl group and modular group, Lett. Math. Phys., 34, (1995): 249-254.
[7] L.D. Faddeev, Modular double of quantum group, arXiv:math/9912078v1 [math.QA], (1999).
[8] L.D. Faddeev, R.M. Kashaev, Quantum dilogarithm, Modern Phys. Lett. A9, (1994): 427-434.
[9] V. Fock, A. Goncharov, Moduli spaces of local systems and higher Teichmüller theory, Publications Mathématiques de l'IHÉS, 103, (2006): 1-211.
[10] V. Fock, A. Goncharov, Cluster $\mathcal{X}$-varieties, amalgamation, and Poisson-Lie groups, Algebraic geometry and number theory. Birkhäuser Boston, (2006): 27-68.
[11] I. Frenkel, I. Ip, Positive representations of split real quantum groups and future perspectives, Int. Math. Res. Notices, 2014 (8), (2014): 2126-2164.
[12] C. Geiss, B. Leclerc, J. Schröer, Cluster structures on quantum coordinate rings, Selecta Math., 19(2), (2013): 337-397.
[13] A. Gerasimov, S. Kharchev, D. Lebedev, Representation theory and quantum integrability, Progr. in Math, 237, (2005), 133-156.
[14] A. Gerasimov, S. Kharchev, D. Lebedev, S. Oblezin, On a class of representations of quantum groups, Contemp. Math., 391, (2005), 101-110.
[15] K. Goodearl, M. Yakimov, Quantum cluster algebras and quantum nilpotent algebras, Proc. Natl. Acad. Sci. 111 (27), (2014): 96969703.
[16] K. Hikami, R. Inoue, Braiding operator via quantum cluster algebra, Journal of Physics A: Mathematical and Theoretical 47 (47), (2014): 474006.
[17] I. Ip, Positive representations and harmonic analysis of split real quantum groups, Ph.D. Thesis, Yale University (2012).
[18] I. Ip, Positive representations of split real simply-laced quantum groups, arXiv:1203:2018, (2012).
[19] I. Ip, Positive representations, multiplier Hopf algebra, and continuous canonical basis, ”String theory, integrable systems and representation theory”, Proceedings of 2013 RIMS Conference, RIMS Kokyuroku Bessatsu series (2013).
[20] I. Ip, Positive representations of split real non-simply-laced quantum groups, J. Alg (2015) 425, (2015): 245-276.
[21] I. Ip, *Positive representations of split real quantum groups: the universal $R$ operator*, Int. Math. Res. Notices., 2015 (1), (2015): 240-287.

[22] I. Ip, *Gauss-Lusztig decomposition of $GL^+_q(N,\mathbb{R})$ and representations by $q$-tori*, J. Pure and Applied Alg., 219 (12), (2015), 5650-5672.

[23] I. Ip, *Positive Casimir and central characters of split real quantum groups*, Commun. Math. Phys., 344 (3), (2016), 857-888.

[24] M. Jimbo, *A $q$-difference analogue of $U(g)$ and the Yang-Baxter equation*, Lett. Math. Phys., 10, (1985): 63-69.

[25] I. Le, *Cluster structures on higher Teichmüller spaces for classical groups*, arXiv:1603.03523, (2016).

[26] I. Le, *An approach to cluster structures on moduli of local systems for general groups* arXiv:1606.00961, (2016).

[27] S. Levendorskii, Ya. Soibelman, *Some applications of the quantum Weyl groups*, Jour. Geom. Phys., 7(2), (1990), 241-254.

[28] S. Levendorskii, Ya. Soibelman, *Algebras of functions on compact quantum groups, Schubert cells and quantum tori*, Commun. Math. Phys., 139(1), (1991), 141-170.

[29] R. Kashaev, *The Heisenberg double and the pentagon relation*, Algebra i Analiz 8 (4), (1996), 63-74.

[30] R. Kashaev, *The quantum dilogarithm and Dehn twists in quantum Teichmüller theory*, Physics and Combinatorics (2000, Nagoya), World Sci. Publ., River Edge, NJ (2001): 63-81.

[31] R. M. Kashaev, A. Yu Volkov. *From the tetrahedron equation to universal $R$-matrices*. Trans. A.M.S., Series 2, 201, (2000), 79-90.

[32] A. Kirillov, N. Reshetikhin, *q-Weyl group and a multiplicative formula for universal $R$ matrices*, Commun. Math. Phys., 134, (1990): 421-431.

[33] S. M. Khoroshkin, V. N. Tolstoy, *Universal $R$ matrix for quantized (super) algebras*, Commun. Math. Phys. 141, (1991): 599-617.

[34] A. Knutson, T. Tao, *The honeycomb model of $GL_n(\mathbb{C})$ tensor products I: Proof of the saturation conjecture*, J. Amer. Math. Soc. 12 (1999), 1055-1090.

[35] B. Ponsot, J. Teschner, *Liouville bootstrap via harmonic analysis on a noncompact quantum group*, arXiv: hep-th/9911110 (1999).

[36] B. Ponsot, J. Teschner, *Clebsch-Gordan and Racah-Wigner coefficients for a continuous series of representations of $U_q(\mathfrak{sl}(2, \mathbb{R}))$, Comm. Math. Phys., 224, (2001): 613-655.

[37] D. Rupel, *The Feigin tetrahedron*, Symmetry, Integrability and Geometry: Methods and Applications 11(0), (2015): 24-30.

[38] G. Schrader, A. Shapiro, *Quantum groups, quantum tori, and the Grothendieck-Springer resolution*, arXiv:1508.07057 (2015).

[39] G. Schrader, A. Shapiro, *A cluster realization of $U_q(\mathfrak{sl}_n)$ from quantum character varieties*, arXiv:1607.00271 (2016).

[40] S. Suzuki, *The universal quantum invariant and colored ideal triangulations*, arXiv:1612.08262 (2016).