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Abstract

We study the large-scale behavior of a small-strain lattice model for a network composed of elastoplastic springs with random material properties. We formulate the model as an evolutionary rate independent system (ERIS). In an earlier work we derived a homogenized continuum model, which has the form of linearized elastoplasticity, as evolutionary Γ-limit as the lattice parameter tends to zero. In the present paper we introduce a periodic representative volume element approximation (RVE) for the homogenized system. As a main result we prove convergence of the RVE approximation as the size of the RVE tends to infinity. We also show that the hysteretic stress–strain relation of the effective system can be described with help of a generalized Prandtl–Ishlinskii operator, and we prove convergence of a periodic RVE approximation for that operator. We combine the RVE approximation with a numerical scheme for rate-independent systems and obtain a computational scheme that we use to numerically investigate the homogenized system in the specific case when the original network is given by a two-dimensional lattice model. We simulate the response of the system to cyclic and uniaxial, monotonic loading, and numerically investigate the convergence rate of the periodic RVE approximation. In particular, our simulations show that the RVE error decays with the same rate as the RVE error in the static case of linear elasticity.
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1 Introduction

Spring network models play an important role in mechanics for two reasons: On one hand, such models serve as a numerical finite-difference approximation of continuum models. On the other hand, they are used as reduced models for materials with an inherent microstructural discreteness, e.g., truss-structures or polymers, e.g., see [ACG11; HWK10; JB94; Ost02]. Often such materials are heterogeneous on the microscale. This complicates the numerical treatment of such systems. In situations when the microstructure of the material features some spatial regularity, in particular, when it is periodic or random and statistically homogeneous, the homogenization approach can be
used to derive a homogenized model that features the same large-scale behavior as the discrete, microstructured model.

In this paper, we consider a small-strain model for a network composed of elastoplastic springs with random material properties with a stationary and ergodic distribution. More precisely, we consider a spring network that in its stress-free reference configuration is represented by a lattice graph with node set $\varepsilon \mathbb{Z}^d$ and edge set $\varepsilon \mathcal{E}$ where $0 < \varepsilon \ll 1$ denotes a small a scaling parameter. In our model each edge $e \in \varepsilon \mathcal{E}$ represents an elastoplastic spring that we describe by a zero-dimensional model of linearized plasticity model with (Prager’s type) kinematic hardening. Each spring comes with three material parameters (the elastic modulus $a$, the hardening parameter $h$, and the yield strength $\sigma_{\text{yield}}$) that are chosen randomly with a stationary and ergodic distribution. We consider a model that describes the evolution of the network contained in a macroscopic domain $Q \subset \mathbb{R}^d$.

The system is described by a pair $y_\varepsilon = (u_\varepsilon, p_\varepsilon)$ of two kinematic variables: The displacement $u_\varepsilon : \varepsilon \mathbb{Z}^d \cap Q \to \mathbb{R}^d$ and $p_\varepsilon : \varepsilon \mathcal{E} \cap Q \to \mathbb{R}$, which describe the plastic strain longitudinal to the springs. As outlined in Section 2, we describe the evolution of the entire network by an evolutionary rate independent system (ERIS) of the form

$$0 \in \partial R_\varepsilon(y_\varepsilon(t)) + D_y E_\varepsilon(t, y_\varepsilon(t)),$$

where $R_\varepsilon$ denotes a positively 1-homogeneous dissipation functional, $E_\varepsilon$ is a quadratic energy functional. $\partial$ and $D_y$ denote the subdifferential and Gateaux derivative of $R_\varepsilon$ and $E_\varepsilon(t, \cdot)$, respectively. We refer to the Appendix A for the basic notion of ERIS and the existence theory of energetic solutions for ERIS.

In an earlier work, Neukamm and Varga [NV18] derived as an evolutionary $\Gamma$-limit for $\varepsilon \to 0$ a homogenized, continuum model that comes in the form of an ERIS with energy functional $E_{\text{hom}}$ and dissipation functional $R_{\text{hom}}$, see Theorem 3.5. The state variable $y_{\text{hom}}$ of the homogenized ERIS contains three kinematic variables: The macroscopic displacement $u : Q \to \mathbb{R}^d$ and two internal variables, $p$ and $\chi_s$ that describe the internal state of the system. While $p$ describes the configuration of the plastic deformation on the microscopic scale, $\chi_s$ can be viewed as a quantity that describes microscopic fluctuations of the elastic strain of the system, see Section 3.2 for further explanations. The two internal variables $(p, \chi_s)$ are defined on the extended domain $Q \times \Omega$, where $\Omega$ denotes a probability space that is used to model the random configurations of the discrete system. As we shall explain in Section 2.2, each $\omega \in \Omega$ represents a realization of the random heterogeneous material.

As a first new result of this paper, we prove in Theorem 3.6 that the homogenized ERIS can be brought into a form that is more standard in the engineering literature:

$$-\nabla \cdot \sigma_{\text{hom}}(t, x) = l(t, x) \quad \text{in a distributional sense in } Q,$$

with stress–strain relation given by

$$\sigma_{\text{hom}}(t, x) = \mathcal{W}_{\text{hom}}[\text{sym } \nabla u(\cdot, x)](t) \quad \text{for all } x \in Q,$$

where $\mathcal{W}_{\text{hom}}$ denotes a generalized Prandtl–Ishlinskii hysteresis operator. In particular, this means that the value of $\sigma_{\text{hom}}(t, x)$ for a fixed $t > 0$ and material point $x \in \mathbb{R}^d$ depends on the entire history of the strain $[0, t] \ni s \mapsto \text{sym } \nabla u(s, x)$ at the material point $x \in \mathbb{R}^d$. The theorem reveals that the hysteresis operator $\mathcal{W}_{\text{hom}}$ only depends on the lattice geometry and the distribution of the random material parameters and can be defined by an ERIS with an abstract state space based on the probability space. The hysteresis represents the homogenized material law of the system.
Since the homogenized system (and likewise the definition of $W_{\text{hom}}$) invokes the probability space $\Omega$, numerical simulations of the homogenized system and of $W_{\text{hom}}$ require to resolve the dependence of variables on $\omega \in \Omega$. A common approach in computational homogenization to tackle this difficulty is based on the method of the representative volume element approximation (RVE), see, e.g., [Fey99; Mie02; NW19; SH13]. In this procedure a macroscopic discretization of $Q$ is considered and to each node of the discretization another (discretized) representative volume domain is assigned. This domain is then used for the computation of averaged stresses (see also [Eig+15] for a related stochastic approach).

In our paper we consider a periodic RVE: To each macroscopic point $x \in Q$ we associate a discrete, representative volume element with nodes $\Lambda_L := \mathbb{Z}^d \cap [0, L)^d$ and edges $E \cap \Lambda_L$. Here, $L$ denotes a large integer that denotes the size of the RVE. We see this set as a microscopic “averaging domain”. We approximate the pair of internal variables by fields on this representative volume that satisfy periodic boundary conditions. The periodic RVE approximation comes itself in the form of an ERIS, see Section 4.1.

As the main result of our paper we prove convergence of the periodic RVE as $L \to \infty$: In Theorems 4.3 and 4.5 we do this for the homogenized ERIS and the hysteresis operator $W_{\text{hom}}$, respectively. While convergence results for the approximation of (linear and monotone) elliptic equations and systems via RVEs are well-known, e.g., see [BP04; FN21; GNO15; Owh03], to our knowledge, our theorems are the first analytical results that prove the convergence of an RVE-approximation for a rate-independent system in the case of random heterogeneous coefficients. Our proof relies on the one hand on the general theory of ERIS and the concept of evolutionary $\Gamma$-convergence, see [Mie05; Mie12; Mie16], and on the other hand, on a transformation that is close to the stochastic unfolding procedure, see [HNV21; HNV22; NV18; NVW21; Var19].

In Sections 5 and 6 we explore the homogenized system with help of numerical simulations. We focus on the hysteresis operator $W_{\text{hom}}$. While $W_{\text{hom}}$ cannot be directly computed, we consider its periodic RVE approximation $W_L$ introduced in Lemma 4.4. For a sample $\omega \in \Omega$ (which represents a typical realization of the random material parameters), the hysteresis operator $W_{\omega}^L$ can be evaluated by numerically solving an ERIS with state variables $(p_L, \varphi_L)$ that are on the finite graph $\Lambda_L \cap \mathbb{Z}^d$. As we explain in Section 5, a time discretization leads to a sequence of incremental minimization problems for the variables $p_L$ and $\varphi_L$. The spatial problems to be solved at each time step are strictly convex, coercive minimization problems, and as such closely related to minimization problems that result from finite element discretizations of continuous formulations of primal small-strain plasticity [SJ20]. We use the Truncated Nonsmooth Newton Multigrid (TNNMG) method [GS19; SJ20] to solve these minimization problems.

Based on this computational scheme, we explore in Section 6 the response of the homogenized system to cyclic and monotonic uniaxial loading in the case of a two-dimensional triangular lattice. While the 0-dimensional model of the individual springs only features the typical bilinear stress-strain curve of linear kinematic hardening, our simulation shows that the homogenized system features a more complex, nonlinear stress curve, see Figure 2. Furthermore, the observed qualitative properties of the stress–strain relation gives rise to introduce three regimes that are discriminated by the configuration of the internal plastic strain. More precisely, we consider an elastic and plastic regime corresponding to a state when none or all of the springs are plastically deformed, respectively. The remaining case is referred to as transitional regime. It turns out that in the elastic and plastic regime the stress-strain relation is linear, while in the transitional regime the stress-strain curve is nonlinear, see Figure 3(b).
The question of how large an RVE has to be chosen to become representative for the effective behavior of the mechanical system is widely discussed in the computational engineering literature, see, e.g., [DW96; Kan+03; SJO22] and the references therein. Our convergence results of Theorems 4.3 and 4.5 show that the periodic RVE becomes representative in the limit \( L \to \infty \), however, these results are purely qualitative and do not yield a rate of convergence. In fact, only very little is known theoretically about the speed of convergence: Existing results only cover the case of linear elasticity and are recent, see [BO16; FN21; GNO15; GNO21; GO11; GO12] where the theory is developed for elliptic equations and systems.

Motivated by this, in Section 6.3 we numerically investigate the error of the RVE approximation. It is customary to decompose the RVE error into a random part, which monitors the fluctuations of the periodic RVE around its mean, and a systematic part, which measures the distance of the mean of the RVE to the homogenized system. The main point in our numerical study is to identify the rate of convergence of the RVE error as \( L \to \infty \). In our numerical study we consider the case of monotonic loading and explore the RVE-error at the three loading states that correspond to the elastic, plastic and transitional regime, see Figures 6 and 9. Theory only exist for the elastic regime, which in fact can be treated by the existing elliptic theory. Our simulations suggest that the scaling of the random and systematic error in the transitional and plastic regime are the same as in the elastic regime—this might be surprising: From the elliptic theory we know that the scaling of the error is governed by the mixing properties of the microstructural disorder of the system; however, in the non-elliptic regimes the system features a microstructural disorder that is not only determined by the randomness of the material properties, but also by the state of the internal variables which depends on the path history.

Parts of the results presented in this paper have already been announced in the PhD thesis of Varga [Var19] and the master’s thesis of Haberland [Hab21].

2 Rate-independent model for elastoplastic spring networks

In this section we introduce a model for the evolution of networks of linear elastoplastic springs with random mechanical properties. As we shall see, the system as well as the corresponding homogenized continuum models can be described as evolutionary rate-independent systems (ERIS) with quadratic energies. For the readers convenience we recall the basic theory of such ERIS in the appendix A. We refer to [Mie05; MR15; MT04] for a concise introduction to the theory of rate-independent systems. Section 2.1 covers networks with heterogeneous yet deterministic material properties. The modeling of the random material parameters is explained afterwards in Section 2.2.

2.1 Modeling of elastoplastic spring networks

2.1.1 Lattice graphs and discrete derivatives

We represent networks of elastoplastic springs as graphs whose nodes model material points that can move in space, and whose edges correspond to the springs. More precisely, we consider networks that can be described by lattice graphs of the form \((\mathbb{Z}^d,E)\) where \(\mathbb{Z}^d\) is the set of nodes and \(E \subset \mathbb{Z}^d \times \mathbb{Z}^d\) denotes the set of (directed) edges. We assume that the set of edges is periodic \(E = \{(x,y) : x, y \in \mathbb{Z}^d \text{ with } y - x \in E_0\}\) with a finite subset \(E_0\) of \(\mathbb{Z}^d\setminus\{0\}\). Given an edge \(e = (x,y)\), we call \(x := e\) and \(y := e\) the start and end nodes, respectively. We also consider for \(\varepsilon > 0\) the scaled lattice graph \((\varepsilon \mathbb{Z}^d, \varepsilon E)\).
For a function $f : \varepsilon \mathbb{Z}^d \rightarrow \mathbb{R}^m$, $m \in \mathbb{N}$ we define the edge derivative $\nabla f : \varepsilon E \rightarrow \mathbb{R}^m$ as

$$\nabla f(e) := \frac{f(\varepsilon) - f(e)}{|\varepsilon - e|}. \quad (1)$$

For $u : \varepsilon \mathbb{Z}^d \rightarrow \mathbb{R}^d$ we define the projected edge derivative $\nabla su : \varepsilon E \rightarrow \mathbb{R}$ via

$$\nabla su(e) := \frac{\varepsilon - e}{|\varepsilon - e|} \cdot \nabla u(e). \quad (2)$$

**Remark 2.1.** If we think of $u$ as the displacement of the network, then $\nabla su$ can be seen as a discrete version of the infinitesimal strain tensor (see [NV18, Introduction]). In particular, if $u$ is a linear displacement, say $u(x) = Fx$, then $\nabla su(e) = \frac{\varepsilon - e}{|\varepsilon - e|} \cdot F \frac{\varepsilon - e}{|\varepsilon - e|}$ and we see that $\nabla su$ only depends on the symmetric part $\text{sym} F := \frac{1}{2} (F + F^\top)$.

We assume that the lattice $(\mathbb{Z}^d, E)$ is non-degenerate in the following sense:

(A1) The set $E_0$ contains (at least) the standard basis $\{e_1, \ldots, e_d\}$ of $\mathbb{R}^d$ and there exists a constant $C > 0$ such that for all $u : \mathbb{Z}^d \rightarrow \mathbb{R}^d$ with compact support the discrete Korn inequality

$$\sum_{e \in E} |\nabla u(e)|^2 \leq C \sum_{e \in \mathbb{E}} |\nabla su(e)|^2$$

holds.

**Remark 2.2.** By considering affine displacements (multiplied with a cut-off function to yield a compact support), it is easy to see that Assumption (A1) implies that

$$|\text{sym} F|^2 \leq C \sum_{e \in E_0} \left( \frac{e}{|e|} \cdot F \frac{e}{|e|} \right)^2$$

for all $F \in \mathbb{R}^{d \times d}$. \quad (3)

This explains why we call the estimate in Assumption (A1) a discrete Korn inequality. Mechanically, it means that the network can resist shear deformations. A basic example that violates Assumption (A1) is the lattice $\mathbb{Z}^d$ with nearest-neighbor edges $E_0 = \{e_1, \ldots, e_d\}$. In that case the right-hand side of (3) only controls the diagonal of $F$ but not the entire symmetric part. On the other hand, if $E_0$ contains the set

$$\{e_1, \ldots, e_d\} \cup \{e_j - e_i : 1 \leq i < j \leq d\}$$

then Assumption (A1) is satisfied.

**Example 2.3** (Triangular two-dimensional network). A graph in dimension $d = 2$ that satisfies (A1) is the triangular lattice generated by the set

$$E_0 := \{(1, 0), (0, 1), (1, 1)\},$$

and shown in Figure 1. We shall consider this specific example in our numerical experiments in Section 6.
2.1.2 Elastoplastic spring networks as evolutionary rate-independent systems

In the following we introduce a quadratic ERIS that describes the evolution of a network with elastoplastic springs at edges $e \in \varepsilon E$. For a fixed time we describe the state of the deformed network by a displacement field $u : \varepsilon Z^d \rightarrow \mathbb{R}^d$ and a longitudinal plastic strain $p : \varepsilon E \rightarrow \mathbb{R}$. Let $Q$ be an open, bounded Lipschitz domain in $\mathbb{R}^d$ and assume that $(u, p)$ vanishes outside of $Q$. We denote by

$$\varepsilon E \cap Q := \left\{(x, y) \in \varepsilon E : \{x, y\} \cap Q \neq \emptyset\right\}$$

the set of edges with at least one node in $Q$. Although $u$ and $p$ effectively only depend on the nodes and edges in $Q$, we view $u$ and $p$ as functions defined on $\varepsilon Z^d$ and $\varepsilon E$, respectively, since this simplifies the presentation.

Recall from Appendix A that an ERIS consists of a state space $\tilde{Y}_\varepsilon$, an energy functional $\tilde{E}_\varepsilon$, and a dissipation functional $\tilde{R}_\varepsilon$. For the definition of the state space of the system, we introduce the norms

$$\|u\|_{L^2(\varepsilon Z^d)^d} := \left(\varepsilon^{-d} \sum_{x \in \varepsilon Z^d} |u(x)|^2\right)^{\frac{1}{2}}$$

and

$$\|p\|_{L^2(\varepsilon E)} := \left(\varepsilon^{-d} \sum_{e \in \varepsilon E} |p(e)|^2\right)^{\frac{1}{2}},$$

and the spaces

$$L^2(\varepsilon Z^d)^d := \left\{u : \varepsilon Z^d \rightarrow \mathbb{R}^d : \|u\|_{L^2(\varepsilon Z^d)} < \infty \right\}$$

and

$$L^2(\varepsilon E) := \left\{p : \varepsilon E \rightarrow \mathbb{R} : \|p\|_{L^2(\varepsilon E)} < \infty \right\}.$$
On \( \tilde{Y}_\varepsilon \) we define the product norm

\[
\|y\|_{Y_\varepsilon}^2 := \|u\|_{L^2(\varepsilon \mathbb{Z}^d)}^2 + \|p\|_{L^2(\varepsilon \mathbb{R})}^2,
\]

which turns \( \tilde{Y}_\varepsilon \) into a Hilbert space.

We use the notation \( y = (u, p) \) for the components of the state variable. The stored energy of the system is described by \( \tilde{\mathcal{E}}_\varepsilon(t, \cdot) : \tilde{Y}_\varepsilon \to \mathbb{R} \),

\[
\tilde{\mathcal{E}}_\varepsilon(t, y) := \frac{1}{2} \varepsilon \varepsilon \sum_{e \in E} \left( a(\varepsilon/e)(\nabla_e u(e) - p(e))^2 + h(\varepsilon/e)p(e)^2 \right) - \varepsilon \sum_{x \in \varepsilon \mathbb{Z}^d} l(t, x) \cdot u(x),
\]

where \( a, h : \mathbb{E} \to (0, \infty) \) describe the elastic modulus and kinematic hardening parameter of the springs, respectively, and \( l : [0, T] \times \varepsilon \mathbb{Z}^d \to \mathbb{R}^d \) denotes an external force acting on the nodes. Note that by assumption the sums in the definition of \( \tilde{\mathcal{E}}_\varepsilon \) effectively only run over the finite sets \( \varepsilon \mathbb{E} \cap Q \) and \( \varepsilon \mathbb{Z}^d \cap Q \), respectively.

As dissipation functional we use

\[
\tilde{\mathcal{R}}_\varepsilon(y) := \varepsilon \sum_{e \in E} \sigma_{\text{yield}}(e/\varepsilon)|\dot{p}(e)|,
\]

where \( \sigma_{\text{yield}} : \mathbb{E} \to (0, \infty) \) describes the yield strength of the springs. (Later we shall consider more general dissipation functionals.) We assume that the springs are non-degenerate in the sense that there exists \( \lambda > 0 \) such that

\[
\lambda \leq a(e), h(e) \leq \frac{1}{\lambda}, \quad 0 \leq \sigma_{\text{yield}}(e) \leq \frac{1}{\lambda} \quad \text{for all } e \in E.
\]

The evolution of the network of elastoplastic springs is described by a curve \( y := (u, p) : [0, T] \to \tilde{Y}_\varepsilon \) that satisfies the force balance equations

\[
0 \in D_y \tilde{\mathcal{E}}_\varepsilon(t, y(t)) + \partial \tilde{\mathcal{R}}_\varepsilon(y(t)) \quad \text{for all } t \in [0, T].
\]

Here, \( D_y \) denotes the Gateaux derivative with respect to the state variable, and \( \partial \) the subdifferential from convex analysis.

Equivalently, the system is a quadratic ERIS in the sense of Definition A.1. Indeed, the state space \( \tilde{Y}_\varepsilon \) is Hilbert space and the dissipation functional \( \tilde{\mathcal{R}}_\varepsilon \) is convex, continuous and positively homogeneous of degree 1, and thus satisfies the required properties. Therefore, we only need to show that the quadratic energy is generated by a positive definite operator. To that end, first note that, provided \( l(t, x) \) is sufficiently regular, we may rewrite \( \tilde{\mathcal{E}}_\varepsilon \) as

\[
\tilde{\mathcal{E}}_\varepsilon(t, y) = \frac{1}{2} \left\langle \tilde{\mathcal{K}}_\varepsilon \begin{pmatrix} u \\ p \end{pmatrix}, \begin{pmatrix} u \\ p \end{pmatrix} \right\rangle - \left\langle \tilde{\ell}_\varepsilon(t) \begin{pmatrix} u \\ p \end{pmatrix}, \begin{pmatrix} u \\ p \end{pmatrix} \right\rangle
\]

for some \( \tilde{\ell}_\varepsilon \in W^{1,1}((0, T); \tilde{Y}_\varepsilon) \) and a linear and symmetric operator \( \tilde{\mathcal{K}}_\varepsilon : \tilde{Y}_\varepsilon \to (\tilde{Y}_\varepsilon)^* \) that is uniquely determined by

\[
\left\langle \tilde{\mathcal{K}}_\varepsilon \begin{pmatrix} u \\ p \end{pmatrix}, \begin{pmatrix} u \\ p \end{pmatrix} \right\rangle = \varepsilon \sum_{e \in E} \left( a(\varepsilon/e)(\nabla_e u(e) - p(e))^2 + h(\varepsilon/e)p(e)^2 \right) \quad \text{for all } (u, p) \in \tilde{Y}_\varepsilon.
\]
By \((5)\) there exists \(c = c(\lambda)c > 0\) such that
\[
\frac{1}{c} \left\langle \tilde{A}_\varepsilon \left( \begin{array}{c} u \\ p \end{array} \right), \left( \begin{array}{c} u \\ p \end{array} \right) \right\rangle \geq \varepsilon^d \sum_{e \in \varepsilon E} |\nabla_s u(e)|^2 + |p(e)|^2.
\]

In view of the discrete Korn inequality of \((A1)\), and the fact that for any \(u \in L^2_0(\varepsilon Z^d \cap Q)^d\) the discrete Poincaré inequality
\[
\|u\|_{L^2(\varepsilon Z^d)^d} \leq C\|\nabla u\|_{L^2(\varepsilon E)}
\]
holds with a constant only depending on \(Q\), we deduce that \(\tilde{A}_\varepsilon\) is positive definite (uniformly in \(\varepsilon\)), and \((\tilde{Y}_\varepsilon, \tilde{E}_\varepsilon, \tilde{R}_\varepsilon)\) is indeed a quadratic ERIS. Consequently Theorem A.2 yields for any stable (in the sense of the theorem) initial state \(\tilde{y}_0\) the existence of a unique function \(\tilde{y}_\varepsilon \in W^{1,1}(0,T; \tilde{Y}_\varepsilon)\) satisfying \(\tilde{y}_\varepsilon(0) = \tilde{y}_0^0\) and the force balance equations \((6)\).

### 2.2 Random heterogeneous elastoplastic spring network

The material parameters of the spring network introduced in the previous section were deterministic, and given by the three functions \(a, h, \sigma_{\text{yield}} : E \to (0, \infty)\). Having homogenization of random heterogeneous networks in mind, we are interested in situations where these material parameters are rescaled random fields with a stationary and ergodic distribution. Roughly speaking this means that the parameter functions are random fields on \(E\) that are statistically homogeneous and feature a decay of correlations. This means, for example, that the field \(a\) and the shifted field \(a(x+\cdot)\) decorrelate for shifts \(x \in \mathbb{Z}^d\) that diverge to infinity.

In the following we explain the functional analytic framework that we use to describe the random situation. Furthermore, we introduce the model class of random heterogeneous rate-independent networks, which is based on slightly more general, node-centric formulation and contains the spring network of the previous section as a special case.

#### 2.2.1 Stationary and ergodic random fields

Let \((\Omega, \mathcal{F}, P)\) denote a complete and separable probability space that is equipped with a discrete dynamical system \(\tau := \{\tau_x : \Omega \to \Omega\}_{x \in \mathbb{Z}^d}\) such that:

- (S1) (Measurability) The maps \(\tau_x : \Omega \to \Omega\) are invertible and measurable for all \(x \in \mathbb{Z}^d\).
- (S2) (Group property) \(\tau_0 = \text{Id}\) and \(\tau_{x+y} = \tau_x \circ \tau_y\) for all \(x, y \in \mathbb{Z}^d\).
- (S3) (Measure preservation) \(P(\tau_x E) = P(E)\) for all \(E \in \mathcal{F}\) and \(x \in \mathbb{Z}^d\).
- (S4) (Ergodicity) Every \(E \in \mathcal{F}\) that is shift invariant (i.e., \(\tau_x E = E\) for all \(x \in \mathbb{Z}^d\)) satisfies \(P(E) \in \{0, 1\}\).

We denote by \(E[\cdot]\) the expectation with respect to \(P\).

Following [PV81] and [NV18] we model general stationary random fields as follows: To any random variable \(a_0 : \Omega \to \mathbb{R}\), we may associate the random field \(a : \Omega \times \mathbb{Z}^d \to \mathbb{R}\), \(a(\omega, x) := a_0(\tau_{x\omega})\), which in view of (S3) is stationary. The latter means that finite dimensional distributions of \(a\) are invariant under spatial shifts, i.e., for any \(M \in \mathbb{N}, x_1, \ldots, x_M \in \mathbb{Z}^d\) and shift \(z \in \mathbb{Z}^d\), the random variable \(\{a(\omega, x_1 + z), \ldots, a(\omega, x_M + z)\}\) has a joint probability distribution that is independent of
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z. We remark that stationary random fields are used to describe statistically homogeneous material properties of random heterogeneous materials, see [Tor13].

A consequence of the ergodicity assumption (S4) is the possibility to approximate the expectation of a stationary random field with help of a spatial averages:

**Theorem 2.4 (Ergodic theorem).** Assume (SI)–(S4) and \( \varphi \in L^p(\Omega) \) with \( 1 \leq p < \infty \). Then

\[
E[\varphi] = \lim_{L \to \infty} L^{-d} \sum_{z \in \Lambda_L} \varphi(\tau_z \cdot) \text{ in } L^p(\Omega),
\]

where \( \Lambda_L := \mathbb{Z}^d \cap (0, L)^d \). Moreover, this convergence also holds pointwise \( P \)-a.e. in \( \Omega \).

The following example will be explored numerically in Section 6.

**Example 2.5 (Network with i.i.d. coefficients).** A simple example of a situation with stationary and ergodic material properties is the case of independent and identically distributed (i.i.d.) parameters: We assume that \( a(e), h(e), \) and \( \sigma_{\text{yield}}(e) \) with \( e \in \mathbb{E} \) are independent random variables, and that for \( i = 1, \ldots, |\mathbb{E}_0| \) the random variables \( \{a((x, x + e_i))\}_{x \in \mathbb{Z}^d}, \{h((x, x + e_i))\}_{x \in \mathbb{Z}^d}, \{\sigma_{\text{yield}}((x, x + e_i))\}_{x \in \mathbb{Z}^d} \) are identically distributed with laws \( P_{a,i}, P_{h,i}, \) and \( P_{\sigma_{\text{yield}},i} \), respectively. Hence, the random heterogeneous material is fully determined by the \( 3|\mathbb{E}_0| \) probability measures \( P_{a,1}, \ldots, P_{\sigma_{\text{yield}},|\mathbb{E}_0|} \). For instance we may consider for these probability measures uniform distributions on compact intervals contained in \( (0, \infty) \).

### 2.2.2 Node-centric formulation

In our network model, material properties are given as functions defined on edges. However, for the notion of stationarity and related tools from stochastic homogenization it is more natural to consider functions defined on nodes. Therefore, in the following we identify functions defined on edges with (vector valued) functions defined on nodes. To that end, we fix an enumeration of the vectors \( \mathbb{E}_0 \), i.e.,

\[
\mathbb{E}_0 = \{e_1, \ldots, e_d, e_{d+1}, \ldots, e_k\}
\]

with the convention that \( e_1, \ldots, e_d \) denotes the standard basis of \( \mathbb{R}^d \). We then associate with an edge function \( f : \mathbb{E} \to \mathbb{R} \) the \( \mathbb{R}^k \)-valued node function \( \bar{f} : \mathbb{E} \mathbb{Z}^d \to \mathbb{R}^k \),

\[
\bar{f}(x) := \left( p((x, x + \varepsilon e_1)), \ldots, p((x, x + \varepsilon e_k)) \right) \in \mathbb{R}^k, \quad x \in \mathbb{E} \mathbb{Z}^d.
\]

Throughout the paper, we shall simply write \( f \) instead of \( \bar{f} \) and thus identify any edge function with the associated \( \mathbb{R}^k \)-valued node function. In particular, the symmetrized gradient of a displacement \( u : \mathbb{E} \mathbb{Z}^d \to \mathbb{R}^d \) takes the form

\[
\nabla_s u : \mathbb{E} \mathbb{Z}^d \to \mathbb{R}^k, \quad \nabla_s u(x) = \left( \nabla_s u((x, x + \varepsilon e_1)), \ldots, \nabla_s u((x, x + \varepsilon e_k)) \right),
\]

where \( \nabla_s \) on the right-hand side denotes the projected edge derivative.

**Example 2.6.** This situation of Example 2.5 can be phrased in form of the abstract framework introduced above. To that end consider the “single node” probability space

\[
\Omega_0 := \mathbb{R}^{|\mathbb{E}_0|}, \quad \mathcal{F}_0 := \mathcal{B}(\mathbb{R}^{|\mathbb{E}_0|}), \quad P_0 := P_{a,1} \otimes \cdots \otimes P_{\sigma_{\text{yield}},|\mathbb{E}_0|},
\]
which describes the joint distribution of the material parameters of the $|E_0|$ edges whose starting node is the origin. We then consider the product probability space

$$\Omega := \otimes_{Z^d} \Omega_0 = \{\omega : Z^d \rightarrow \mathbb{R}^{|E_0|}\}, \quad \mathcal{F} := \otimes_{Z^d} \mathcal{F}_0, \quad P := \otimes_{Z^d} P_0,$$

and the shift $\tau : \Omega \times Z^d \rightarrow \Omega$, $\tau_\omega := \omega(\cdot + z)$. Then it is well-known that properties (S1)–(S4) are satisfied. In order to model the material parameters $a,h$ and $\sigma_{\text{yield}}$ as random fields on $\Omega$, we may simply set

$$a(\omega, (x, x + e_i)) = \omega_1(x), \quad h(\omega, (x, x + e_i)) = \omega_{|E_0|+i}(x), \quad \sigma_{\text{yield}}(\omega, (x, x + e_i)) = \omega_{2|E_0|+i}(x).$$

In line with the convention to identify edge functions with node functions, we may rewrite the energy functional of Section 2.1.2 as

$$\tilde{E}_\varepsilon(t,y) = \varepsilon^d \sum_{x \in \varepsilon Z^d} \left[ \frac{1}{2} \tilde{A}(x/\varepsilon) \left( \nabla_s u(x) \right) \cdot \left( \nabla_s u(x) \right) - l(t,x) \cdot u(x) \right]$$

for a positive definite and symmetric coefficient matrix $\tilde{A} : Z^d \rightarrow \mathbb{R}^{2k \times 2k}_{\text{sym}}$ that is uniquely determined by the identity

$$\tilde{A}(x) \left( \frac{d}{p} \right) \cdot \left( \frac{d}{p} \right) = \sum_{i=1}^k a((x, x + e_i))(d_i - p_i)^2 + h((x, x + e_i))p_i^2 \quad \text{for all} \ d, p \in \mathbb{R}^k.$$ 

Likewise the dissipation functional can be rewritten as

$$\tilde{R}_\varepsilon(\dot{y}) = \varepsilon^d \sum_{x \in \varepsilon Z^d} \tilde{\rho}(x/\varepsilon, \dot{\rho})$$

where $\tilde{\rho} : Z^d \times \mathbb{R}^k \rightarrow [0, \infty)$ is defined as

$$\tilde{\rho}(x, \dot{\rho}) = \sum_{x \in \varepsilon Z^d} \sum_{i=1}^k \sigma_{\text{yield}}((x, x + e_i))|\dot{\rho}_i|.$$ 

We note that $\tilde{\rho}(x, \cdot)$ is convex and positively homogeneous of degree 1.

### 2.2.3 Random heterogeneous rate-independent network

We now introduce a discrete rate-independent system that is the starting point of our asymptotic analysis. It is formulated as an ERIS with a form similar to the one derived in Section 2.2.2, and it contains as a special case the model of Section 2.1.2 for the network composed of elastoplastic springs with random heterogeneous material parameters.

In the following we often use the tensor product space notation for products of Hilbert spaces. We explain the notation in the appendix B.

The state space is

$$Y_\varepsilon = \left( L^2(\Omega) \otimes L^2_0(Q \cap \varepsilon Z^d) \right)^d \times \left( L^2(\Omega) \otimes L^2(\varepsilon Z^d) \right)^{2k}.$$
where the first factor again captures the node displacements (which are now random), and the second factor captures the plastic strains. With \( y = (u, p) \) we consider the energy functional \( \mathcal{E}_\varepsilon : [0, T] \times Y_\varepsilon \to \mathbb{R} \),
\[
\mathcal{E}_\varepsilon(t, y) := \mathbb{E} \left[ \varepsilon^d \sum_{x \in \varepsilon \mathbb{Z}^d} \frac{1}{2} A(\tau_{\varepsilon} \omega) \left( \begin{array}{c} \nabla_x u(\omega, x) \\ p(\omega, x) \end{array} \right) \cdot \left( \begin{array}{c} \nabla_x u(\omega, x) \\ p(\omega, x) \end{array} \right) - l_\varepsilon(t, x) \cdot u(\omega, x) \right]
\]
where \( l_\varepsilon : [0, T] \times \varepsilon \mathbb{Z}^d \to \mathbb{R}^d \) describes the applied load. We assume that
\[
\forall x \in \varepsilon \mathbb{Z}^d : l_\varepsilon(\cdot, x) \in W^{1,1}([0, T]).
\]
(7)

The random material properties (e.g., the elastic modulus and the kinematic hardening parameter in the network model of Section 2.1.2) are described by the random matrix \( A : \Omega \to \mathbb{R}^{2k \times 2k} \) and we assume that
\[
(A2) \quad A \in L^\infty(\Omega, \mathbb{R}^{2k \times 2k}) \quad \text{and} \quad \exists c > 0 \text{ such that } A(\omega)F \cdot F \geq c|F|^2 \quad \text{for } P\text{-a.a. } \omega \in \Omega \quad \text{and} \quad \forall F \in \mathbb{R}^{2k}.
\]
Plastic dissipation is modeled by the dissipation functional \( \mathcal{R}_\varepsilon : Y_\varepsilon \to [0, \infty] \),
\[
\mathcal{R}_\varepsilon(\dot{y}) := \mathbb{E} \left[ \varepsilon^d \sum_{x \in \varepsilon \mathbb{Z}^d} \rho(\tau_{\varepsilon} \omega, \dot{p}(\omega, x)) \right].
\]
We assume that
\[
(A3) \quad \rho : \Omega \times \mathbb{R}^k \to [0, \infty) \text{ is measurable and } \rho(\omega, \cdot) \text{ is convex and positively homogeneous of degree 1 for } P\text{-a.a. } \omega. \quad \text{Moreover, we assume that there exists a function } \psi \in L^2(\Omega) \text{ such that for } P\text{-a.a. } \omega \text{ we have the bound } \rho(\omega, F) \leq \psi(\omega)(|F| + 1) \text{ for all } F \in \mathbb{R}^k.
\]
We remark that the lattice model of Section 2.2.2 is a special case of the above setting, which allows for more general coefficient matrices \( A \) and dissipation densities \( \rho \) than those considered in Section 2.2.2. In particular, since we allow for \( \rho \) to depend on the strain rates in all edges that start at node, it is not always possible to write the energy functional and the dissipation functional in an edge-centric formulation.

**Remark 2.7.** Under assumptions (S1)–(S4), (A1)–(A3), and (7), the system \((Y_\varepsilon, \mathcal{E}_\varepsilon, \mathcal{R}_\varepsilon)\) is a quadratic ERIS in the sense of Definition A.1 and we may appeal to Theorem A.2 for the existence and uniqueness of energetic solutions to the initial value problem. Since we assume that \( u_\varepsilon \) vanishes outside of \( Q \), it is natural to assume that the initial plastic strain \( p^0 \) vanishes for all edges that are not contained in \( \varepsilon \mathbb{E} \cap Q \) (see (4)), i.e.,
\[
\forall x \in \varepsilon \mathbb{Z}^d, i \in \{1, \ldots, k\} : \quad (x, x + \varepsilon e_i) \not\in \varepsilon \mathbb{E} \cap Q \Rightarrow p^0(x) = 0.
\]
(8)

One can easily check that this property is inherited by the energetic solution of the ERIS: Indeed, for \( a.a. \, t \in [0, T] \) the plastic strain \( p_\varepsilon(t, \cdot) \) vanishes for all edges that are not contained in \( \varepsilon \mathbb{E} \cap Q \).

**Remark 2.8** (Mean versus quenched). The ERIS \((Y_\varepsilon, \mathcal{E}_\varepsilon, \mathcal{R}_\varepsilon)\) is a mean model, i.e., the definition of the energy and dissipation functional invokes the expectation \( \mathbb{E}[\cdot] \), and thus an average over all
realizations $\omega \in \Omega$ of the random network. A corresponding quenched ERIS is given by considering for each realization $\omega \in \Omega$ sampled with $P$, the functionals

$$\mathcal{E}_\varepsilon(t, y) := \varepsilon^d \sum_{x \in \mathbb{Z}^d} \frac{1}{2} A(\tau_\varepsilon \omega) \left( \nabla_s u(x), \left[ \begin{array}{c} \nabla_s u(x) \\ p(x) \end{array} \right] - l_\varepsilon(t, x) \cdot u(x) \right),$$

$$\mathcal{R}_\varepsilon(y) := \varepsilon^d \sum_{x \in \mathbb{Z}^d} \rho(\tau_\varepsilon \omega, \dot{p}(x)),$$

together with the state space $\tilde{Y}_\varepsilon$. The mean model may be viewed as an integrated version of the quenched model. In particular, if $y^\omega$ and $y$ are solutions to the quenched and mean model, then $y^\omega(t, x) = y(\omega, t, x)$ for $P$-a.e. $\omega \in \Omega$, cf. Remark 4.2.

3 The homogenized rate-independent system

As shown in [NV18], in the limit $\varepsilon \to 0$ the ERIS $(Y_\varepsilon, \mathcal{E}_\varepsilon, \mathcal{R}_\varepsilon)$ describing an elastoplastic spring network on a lattice with spacing $\varepsilon$ converges (in the sense of evolutionary $\Gamma$-convergence) to a homogenized ERIS $(Y_{\text{hom}}, \mathcal{E}_{\text{hom}}, \mathcal{R}_{\text{hom}})$ that describes the rate-independent evolution of an elastoplastic material on the continuum domain $Q$. In this section we present this homogenized ERIS and recall the convergence result from [NV18]. Moreover, as a new result we show that the homogenized ERIS can be reformulated as a classical force balance equation with an effective Cauchy stress tensor $\sigma_{\text{hom}}$. This tensor is related to the linearized continuum strain by a generalized Prandtl–Ishlinskii operator which captures the microstructure evolution.

3.1 Definition of the homogenized ERIS $(Y_{\text{hom}}, \mathcal{E}_{\text{hom}}, \mathcal{R}_{\text{hom}})$

Evolutionary $\Gamma$-convergence of the spring network model $(Y_\varepsilon, \mathcal{E}_\varepsilon, \mathcal{R}_\varepsilon)$ leads to a homogenized ERIS that, besides the macroscopic displacement field and plastic strain, features additional microscopic degrees of freedom. The latter describe the evolving, microscopic distortion of the system and influence the homogenized behavior. They are described by strain vectors that are defined on the probability space $(\Omega, \mathcal{F}, P)$ and take values in $\mathbb{R}^k$ where $k := |E_0|$, i.e., each component of the strain vector corresponds to one of the $k$ springs in $E_0$. To be precise, we denote by $L^2_0(\Omega) \subset L^2(\Omega)^k$ the closed subspace of random strain vectors defined as the closure in $L^2(\Omega)^k$ of the space random, projected partial derivatives,

$$\left\{ \left( \frac{e_1}{|e_1|} \cdot (u(\tau_{e_1} \omega) - u(\omega)), \ldots, \frac{e_k}{|e_k|} \cdot (u(\tau_{e_k} \omega) - u(\omega)) \right) \right\}^\top : u \in L^2(\Omega)^d \right\}. \quad (9)$$

The homogenized ERIS is then defined on the state space

$$Y_{\text{hom}} := H^1_0(Q)^d \times (L^2(\Omega) \otimes L^2(Q)^k) \times (L^2_0(\Omega) \otimes L^2(Q)). \quad (10)$$

An element $y \in Y_{\text{hom}}$ consists of three components $y = (u, p, \chi)$, where $u$ is the macroscopic displacement, $p$ is the plastic strain vector (with macroscopic contribution $\mathbb{E}[p]$ and microscopic fluctuation $p - \mathbb{E}[p]$) and $\chi$ has the meaning of a microscopic strain vector. The two strain vectors $p$ and $\chi$ are random fields, while $u$ is a deterministic quantity.

To relate the strain vectors from $\mathbb{R}^k$ to the symmetric $d \times d$ strain matrices typically used in $d$-dimensional small-strain elastoplasticity, we introduce a linear operator:
Definition 3.1 (Tensor-to-vector conversion). Let \( \{e_1, \ldots, e_k\} \) denote an enumeration of the edge-generating set \( E_0 \) with the convention that \( e_1, \ldots, e_d \) is the standard basis of \( \mathbb{R}^d \). We define the tensor-to-vector conversion operator as

\[
P_s : \mathbb{R}^{d \times d} \to \mathbb{R}^k, \quad P_s(F) := \left( \frac{e_1}{|e_1|} \cdot F \frac{e_1}{|e_1|}, \ldots, \frac{e_k}{|e_k|} \cdot F \frac{e_k}{|e_k|} \right)^	op.
\]

In particular, we apply this map to gradients of displacement fields \( u \in H^1_0(Q) \) to obtain macroscopic elastic strain vectors

\[
P_s(\nabla u(x)) \in \mathbb{R}^k.
\]

Remark 3.2 (Vector-to-tensor conversion). By definition, \( P_s(F) \) only depends on the symmetric part of \( F \in \mathbb{R}^{d \times d} \). In view of Assumption (A1) there exists a constant \( c > 0 \) such that for any \( F \in \mathbb{R}^{d \times d} \)

\[
\frac{1}{c} |\text{sym} F| \leq |P_s(F)| \leq c|F|,
\]

and thus \( P_s|_{\text{sym}} \) is injective. We denote by \( P_s^* : \text{range}(P_s) \to \mathbb{R}^{d \times d} \) the adjoint of \( P_s \) defined by the identity \( v \cdot P_s(F) = P_s^*(v) \cdot F \) for all \( v \in \text{range}(P_s) \) and \( F \in \mathbb{R}^{d \times d} \).

Example 3.3. In the case of the triangular, two-dimensional lattice \( \mathbb{Z}^2 \) of Example 2.3 with \( E_0 = \{e_1, e_2, e_3 := e_1 + e_2\} \) we have

\[
P_s(\sigma) = \left( \sigma_{11}, \sigma_{22}, \frac{1}{2} \sum_{i,j=1}^2 \sigma_{ij} \right)^	op,
\]

for all \( \sigma \in \mathbb{R}^{2 \times 2} \), and for any \( s \in \text{range}(P_s) \) we have

\[
P_s^*(s) = \sigma = \left( s_1 + \frac{1}{2} s_3, \frac{1}{2} s_1, s_2 + \frac{1}{2} s_3 \right).
\]

The energy functional \( E_{\text{hom}} : [0, T] \times Y_{\text{hom}} \to \mathbb{R} \) of the homogenized ERIS is

\[
E_{\text{hom}}(t, y) := \frac{1}{2} \int_Q \mathbb{E} \left[ A(\omega) \begin{pmatrix} \nabla_s u(x) + \chi_s(\omega, x) \\ p(\omega, x) \end{pmatrix} \cdot \begin{pmatrix} \nabla_s u(x) + \chi_s(\omega, x) \\ p(\omega, x) \end{pmatrix} \right] dx - \int_Q l(t, x) \cdot u(x) \, dx,
\]

and the dissipation functional \( R_{\text{hom}} : Y_{\text{hom}} \to [0, \infty] \) is

\[
R_{\text{hom}}(\dot{y}) := \int_Q \mathbb{E} \left[ \rho(\omega, \dot{p}(\omega, x)) \right] \, dx,
\]

where \( y = (u, p, \chi_s) \).

3.2 Interpretation as a two-scale system

There is a natural interpretation of the homogenized system: To each macroscopic material point \( x \in Q \) we may associate a copy of the network \( (\mathbb{Z}^d, E) \), which we would recover by zooming into the material at \( x \). In view of the definition of the state space \( Y_{\text{hom}} \), to each \( x \in Q \) we may assign besides the macroscopic, elastic strain vector \( \nabla_s u(x) \in \mathbb{R}^k \) the two random vectors

\[ p(\cdot, x) \in L^2(\Omega)^k \quad \text{and} \quad \chi_s(\cdot, x) \in L^2_s(\Omega). \]
As we shall see next, these two random vectors have the meaning of a microscopic plastic elastic strains of the lattice \((\mathbb{Z}^d, E)\) attached at \(x\), respectively. Indeed, for a typical sample \(\omega \in \Omega\) (and thus for a configuration of the material of the network) and fixed \(x \in Q\) we may consider the function

\[ p^{\omega,x}: \mathbb{Z}^d \to \mathbb{R}^k, \quad p^{\omega,x}(z) := p(\tau_z \omega, x) \in \mathbb{R}^k, \]

which describes the plastic strain of the network \((\mathbb{Z}^d, E)\) attached to \(x\). Likewise, one can show that there exists a sublinearly growing displacement field \(\varphi^{\omega,x}: \mathbb{Z}^d \to \mathbb{R}^d\) with \(\varphi(0) = 0\) such that

\[ \nabla_s \varphi^{\omega,x}(z) = \chi_s(\tau_z \omega, x). \]

The field \(\varphi^{\omega,x}\) describes fluctuations in the displacement of the lattice \((\mathbb{Z}^d, E)\), which is attached to the macroscopic material point \(x\) and macroscopically deformed by the linear displacement \(z \mapsto u(x) + \nabla u(x)(z - x)\). Using the ergodic theorem, we have

\[
\mathbb{E}\left[ \frac{A\left(\nabla_s u(x) + \chi_s(x)\right)}{p(x)} \cdot \frac{\nabla_s u(x) + \chi_s(x)}{p(x)} \right] = \lim_{L \to \infty} \sum_{z \in \mathbb{Z}^d \cap [0,L]^d} A(\tau_z \omega) \left( \frac{\nabla_s u(x) + P_s(\nabla \varphi^{\omega,x}(z))}{p^{\omega,x}(z)} \cdot \frac{\nabla_s u(x) + P_s(\nabla \varphi^{\omega,x}(z))}{p^{\omega,x}(z)} \right),
\]

and thus the stored elastic energy at \(x \in Q\) is given by a spatial average of the stored elastic energy of the deformed lattice \((\mathbb{Z}^d, E)\) attached to \(x\).

### 3.3 Convergence of the spring network to the homogenized system

In this section we recall the convergence result for \((Y_\varepsilon, \varepsilon \mathcal{E}_\varepsilon, \mathcal{R}_\varepsilon) \to (Y_{\text{hom}}, E_{\text{hom}}, \mathcal{R}_{\text{hom}})\) proved in [NV18]. It uses the notion of stochastic two-scale convergence in the mean introduced in [BMW94]. Since the limit additionally invokes a transition from a discrete to a continuous model we shall use the following variant that can handle such transitions. It also first appeared in [NV18], together with an equivalent characterization via stochastic unfolding.

**Definition 3.4** (Two-scale convergence in the mean). Let \(Q \subset \mathbb{R}^d\) be an open, bounded Lipschitz domain, and let \((v_\varepsilon)\) denote a sequence of random fields \(v_\varepsilon: \Omega \times \varepsilon \mathbb{Z}^d \to \mathbb{R}\) depending on a parameter \(\varepsilon > 0\). We say that \(v_\varepsilon\) weakly two-scale converges to \(v \in L^2(\Omega) \otimes L^2(\varepsilon \mathbb{Z}^d)\) in \(L^2\) as \(\varepsilon \to 0\), if \((v_\varepsilon)\) is bounded, i.e.,

\[
\limsup_{\varepsilon \to 0} \|v_\varepsilon\|_{L^2(\Omega) \otimes L^2(\varepsilon \mathbb{Z}^d)} < \infty,
\]

and

\[
\lim_{\varepsilon \to 0} \mathbb{E}\left[ \varepsilon^d \sum_{x \in \varepsilon \mathbb{Z}^d} v_\varepsilon(\omega, x) \varphi(\tau_x \omega) \eta(x) \right] = \mathbb{E}\left[ \int_Q v(\omega, x) \varphi(\omega) \eta(x) \, dx \right]
\]

for all \(\varphi \in L^2(\Omega)\) and \(\eta \in C_c^\infty(Q)\). If in addition

\[
\lim_{\varepsilon \to 0} \|v_\varepsilon\|_{L^2(\Omega) \otimes L^2(\varepsilon \mathbb{Z}^d)} = \|v\|_{L^2(\Omega) \otimes L^2(Q)},
\]

then we say that \((v_\varepsilon)\) strongly two-scale converges to \(v\) in \(L^2\). We use the notations \(v_\varepsilon \overset{\text{w}}{\rightharpoonup} v\) and \(v_\varepsilon \overset{\text{s}}{\rightharpoonup} v\) for weak and strong two-scale convergence, respectively. Moreover, for a sequence \((y_\varepsilon) = (u_\varepsilon, p_\varepsilon)\) in \(Y_\varepsilon\) and \(y = (u, p, \chi_s) \in Y_{\text{hom}}\) we write \(y_\varepsilon \overset{2c}{\longrightarrow} y\) if

\[
u_\varepsilon \overset{2}{\rightharpoonup} u, \quad \nabla_s u_\varepsilon \overset{2}{\rightharpoonup} \nabla_s u + \chi_s, \quad p_\varepsilon \overset{2}{\rightharpoonup} p.
\]
We can now state that the random heterogeneous rate-independent network converges to the homogenized system \((Y_{\text{hom}}, \mathcal{E}_{\text{hom}}, R_{\text{hom}})\) defined in Section 3.1 in this sense.

**Theorem 3.5** (Evolutionary Γ-convergence, [NV18, Theorem 4.10]). Let \(Q \subset \mathbb{R}^d\) be an open, bounded Lipschitz domain, and assume \((A1)\)–\((A3)\), \((S1)\)–\((S4)\), and condition \((7)\) on the smoothness of the external load. Consider initial conditions \(y_0^\varepsilon \in Y_\varepsilon\) that are stable in the sense of Theorem A.2 for the ERIS \((Y_\varepsilon, \mathcal{E}_\varepsilon, R_\varepsilon)\), and that satisfy \((8)\). Assume that 

\[
y_0^\varepsilon \xrightarrow{2c} y_0^{\text{hom}} \quad \text{and} \quad l_\varepsilon \xrightarrow{2} l_{\text{hom}}
\]

for some \(y_0^{\text{hom}} \in Y_{\text{hom}}\) and \(l_{\text{hom}} \in W^{1,1}(0,T; L^2(Q))^d\). Then \(y_0^{\text{hom}}\) is a stable initial state of the ERIS \((Y_{\text{hom}}, \mathcal{E}_{\text{hom}}, R_{\text{hom}})\) and it holds

\[
y_\varepsilon(t) \xrightarrow{2c} y_{\text{hom}}(t) \quad \text{for all } t \in [0,T],
\]

where \(y_\varepsilon \in W^{1,1}((0,T); Y_\varepsilon)\) is the unique energetic solution to the ERIS \((Y_\varepsilon, \mathcal{E}_\varepsilon, R_\varepsilon)\) with \(y_\varepsilon(0) = y_0^\varepsilon\), and \(y_{\text{hom}} \in W^{1,1}((0,T); Y_{\text{hom}})\) is the unique energetic solution to the ERIS \((Y_{\text{hom}}, \mathcal{E}_{\text{hom}}, R_{\text{hom}})\) with \(y_{\text{hom}}(0) = y_0^{\text{hom}}\).

### 3.4 Representation as generalized Prandtl–Ishlinskii models

We show that the homogenized ERIS can be reformulated in the form of a force balance equations that only involves the displacement \(u\), which is a form that is more standard in the engineering literature. However, the elimination of the additional “internal” variables \((p, \chi_s)\) leads to a complex, hysteretic stress-strain relation. We show that the latter is described by a generalized Prandtl–Ishlinskii operator \(\mathcal{W}_{\text{hom}}\) that maps the history of the strain \(\text{sym} \nabla u|_{[0,t]}\) to the stress-tensor at time \(t\). We refer to [BS96] for a standard reference on the mathematical theory of hysteresis operators, and remark that the classical Prandtl–Ishlinskii hysteresis operators denote a class of hysteresis operators obtained by a weighted average of elementary play operators—a construction that is widely used in rheological modeling. We shall see that in our situation the emerging hysteresis operator is a homogenization average of the zero-dimensional hysteresis operators describing the behavior of the individual springs. Moreover, in contrast to rheological modeling, where the choice of the weights is modeled phenomenologically, in our setting the averaging weights are a result of homogenization.

More precisely, let \(y_{\text{hom}} = (u_{\text{hom}}, p_{\text{hom}}, \chi_{s,\text{hom}})\) denote the energetic solution of the homogenized ERIS \((Y_{\text{hom}}, \mathcal{E}_{\text{hom}}, R_{\text{hom}})\) where for simplicity we assume throughout this section that the initial condition and the initial loading are trivial, i.e.,

\[
y_0^{\text{hom}} = 0 \quad \text{and} \quad l_{\text{hom}}(0) = 0.
\]

We shall see that \(u_{\text{hom}}\) is the unique solution in \(W^{1,1}((0,T); H^1_0(Q))\) with initial value condition \(u_{\text{hom}}(t, \cdot) = 0\) of the force balance equation

\[
- \nabla \cdot \sigma_{\text{hom}}(t, \cdot) = l(t, \cdot) \quad \text{in a distributional sense in } Q \text{ for all } t \in (0,T),
\]

where the stress tensor \(\sigma_{\text{hom}}\) is obtained from \(\text{sym} \nabla u_{\text{hom}}\) with help of hysteresis operator \(\mathcal{W}_{\text{hom}}\).
Theorem 3.6 (Generalized Prandtl–Ishlinskii model). Consider the situation of Theorem 3.5 and additionally assume the initial condition \((12)\). Then the \(u_{\text{hom}}\)-component of the energetic solution satisfies for all \(t \in [0, T]\) the force balance equation \((13)\) with \(\sigma_{\text{hom}}\) given by the stress–strain relation

\[
\sigma_{\text{hom}}(t, x) = W_{\text{hom}}[\text{sym} \nabla u_{\text{hom}}(\cdot, x)](t)
\]

where

\[
W_{\text{hom}} : W^{1,1}_o \to W^{1,1}_o, \quad W^{1,1}_o := \left\{ F \in W^{1,1}((0, T); \mathbb{R}^{d \times d}_{\text{sym}}) : F(0) = 0 \right\}
\]
denotes the generalized Prandtl–Ishlinskii hysteresis operator introduced in Definition 3.7 below.

The definition of the hysteresis operator \(W_{\text{hom}}\) relies on an ERIS \((\hat{Y}_{\text{hom}}, \hat{\mathcal{E}}_{\text{hom}}(; F), \hat{\mathcal{R}}_{\text{hom}})\) with state space

\[
\hat{Y}_{\text{hom}} := L^2(\omega)^k \times L^2(\omega),
\]

and an energy functional \(\hat{\mathcal{E}}_{\text{hom}}(; F)\) that invokes a loading term \(\ell_F : [0, T] \to \hat{Y}_{\text{hom}}^*\),

\[
\langle \ell_F(t), \hat{y} \rangle := \left\langle \ell_F(t), \left( \hat{p}, \hat{x}_s \right) \right\rangle := -\mathbb{E}\left[A(\omega) \left( \begin{array}{c} P_s(F(t)) \\ 0 \end{array} \right) \cdot \left( \begin{array}{c} \hat{x}_s \\ \hat{p} \end{array} \right) \right]
\]

for all \(t \in [0, T]\).

It is parameterized by a strain trajectory \(F \in W^{1,1}_o\) that plays the role of the input of the hysteresis operator. The energy functional \(\hat{\mathcal{E}}_{\text{hom}}(; F) : [0, T] \times \hat{Y}_{\text{hom}} \to \mathbb{R}\) and the dissipation functional \(\hat{\mathcal{R}}_{\text{hom}} : \hat{Y} \to [0, \infty]\) are

\[
\hat{\mathcal{E}}_{\text{hom}}(t, \hat{y}; F) := \hat{\mathcal{E}}_{\text{hom}}(t, \hat{p}, \hat{x}_s; F) := \frac{1}{2} \mathbb{E}\left[A(\omega) \left( \begin{array}{c} \hat{x}_s \\ \hat{p} \end{array} \right) \cdot \left( \begin{array}{c} \hat{x}_s \\ \hat{p} \end{array} \right) \right] - \langle \ell_F(t), \hat{y} \rangle
\]

and

\[
\hat{\mathcal{R}}_{\text{hom}}(\hat{y}) := \hat{\mathcal{R}}_{\text{hom}}(\hat{p}, \hat{x}_s) := \mathbb{E}[\rho(\omega, \hat{p})].
\]

The system \((\hat{Y}_{\text{hom}}, \hat{\mathcal{E}}_{\text{hom}}(; F), \hat{\mathcal{R}}_{\text{hom}})\) is a quadratic ERIS in the sense of Definition A.1. In particular, by Theorem A.2, for any \(F \in W^{1,1}_o\) there exists a unique energetic solution in \(\hat{y}_{\text{hom}} \in W^{1,1}((0, T); \hat{Y})\) with \(\hat{y}_{\text{hom}}(0) = 0\). We conclude that the map

\[
[0, T] \ni t \mapsto \mathbb{E}\left[A \left( \begin{array}{c} P_s(F(t)) + \hat{x}_{s,\text{hom}}(t) \\ \hat{p}_{\text{hom}}(t) \end{array} \right) \right] \in \mathbb{R}^k
\]

is of class \(W^{1,1}((0, T); \mathbb{R}^{2k})\). Moreover, it vanishes for \(t = 0\), since \(P_s(F(0)) = \hat{x}_{s,\text{hom}}(0) = \hat{p}_{\text{hom}}(0) = 0\) by assumption. We summarize this construction in the following definition.

Definition 3.7 (The hysteresis operator \(W_{\text{hom}}\)). We define

\[
W_{\text{hom}} : W^{1,1}_o \to W^{1,1}_o
\]

as follows: For an input function \(F \in W^{1,1}_o\) let \(\hat{y}_{\text{hom}} = (\hat{p}_{\text{hom}}, \hat{x}_{s,\text{hom}}) \in W^{1,1}((0, T); \mathbb{R}^{d \times d}_{\text{sym}})\) denote the unique energetic solution to \((\hat{Y}_{\text{hom}}, \hat{\mathcal{E}}_{\text{hom}}(; F), \hat{\mathcal{R}}_{\text{hom}})\) with initial condition \(\hat{y}_{\text{hom}}(0) = 0\). Define for all \(t \in [0, T]\),

\[
W_{\text{hom}}[F](t) := (P^*_s \circ \pi_k) \left( \mathbb{E}\left[A \left( \begin{array}{c} P_s(F(t)) + \hat{x}_{s,\text{hom}}(t) \\ \hat{p}_{\text{hom}}(t) \end{array} \right) \right] \right),
\]

where \(\pi_k : \mathbb{R}^{2k} \to \mathbb{R}^k\) denotes the projection of a vector \((a_1, \ldots, a_{2k})\) to its first \(k\) coordinates \((a_1, \ldots, a_k)\), and \(P^*_s\) denotes the operator that maps strain vectors to strain matrices defined in Remark 3.2.
4 Representative volume element approximation

As explained in Section 3.2 the homogenized ERIS \((Y_{\text{hom}}, E_{\text{hom}}, R_{\text{hom}})\) is a two-scale system that involves, besides the macroscopic displacement \(u_{\text{hom}}\) the additional degrees of freedom \((p_{\text{hom}}, \chi_s, \text{hom})\) that describe the evolution of the microscopic plastic strain and microscopic displacement. For each material point \(x \in Q\) and time \(t\), these quantities are described by random vectors defined on the probability space \((\Omega, \mathcal{F}, P)\), which typically is a product space with an infinite number of factors (see, e.g., Example 2.5).

In view of this, finite element (FE) approximations of the time incremental problems need to discretize both the macroscopic displacement space \(H^1(Q)^d\) and the random space \(L^2(\Omega)\), where \(\Omega\) denotes the probability space and practical examples is often given as the \(\mathbb{Z}^d\)-fold product of a simple probability space, cf. Example 2.6. For the latter, we introduce a representative volume element (RVE) approximation for the homogenized system. It exploits ergodicity in the sense that expectations of stationary random fields are approximated by means of spatial averages on large but finite domains. The approximation takes itself the form of a quadratic ERIS \((Y_{\omega L}, E_{\omega L}, R_{\omega L})\) parameterized by a parameter \(L\) that encodes the size of the averaging domain. Note that the ERIS is a quenched model: The coefficients of the ERIS are also parameterized by a configuration \(\omega \in \Omega\) that is sampled according to \(P\). Likewise, we introduce an RVE approximation for the generalized Prandtl–Ishlinskii operator \(W_{\text{hom}}\). The main result of this section is the proof that both approximations converge in \(L^2(\Omega)\) as \(L \to \infty\).

The above described procedure is similar to the FE\(^2\)-method from numerical homogenization, see, e.g., [Eig+15; Fey99; Mie02; NW19; SH13]. There, a macroscopic discretization of the physical domain \(Q\) is considered and to each quadrature point in it, another (discretized) representative volume domain is assigned, which serves for the computation of the averaged stresses.

4.1 Motivation and definition of the RVE problem \((Y_{\omega L}, E_{\omega L}, R_{\omega L})\)

Reconsider the situation described in Section 3.2. The numerical evaluation of the expected value (11) (which in particular requires to compute \(\chi_s\) first) involves summation over an infinite lattice, which cannot be performed computationally.

An approximation of the limit in (11) is obtained by setting the domain size \(L \in \mathbb{N}\) to a large but fixed number. In other words, we approximate the expectation by the spatial average over a large, but finite volume \(\Lambda_L := \mathbb{Z}^d \cap [0, L)^d\) with \(L \in \mathbb{N}\) large,

and by replacing the fields \(p_{\omega,x}\) and \(\varphi_{\omega,x}\) (which in (11) are functions defined on the infinite domain \(\mathbb{Z}^d\)) by approximations \(p_{L,\omega,x}\) and \(\varphi_{L,\omega,x}\) that are defined on the finite volume \(\Lambda_L\) and that can be computed pathwise, i.e., for fixed samples \(\omega \in \Omega\).

To implement this idea, one needs to modify the state space of the system: Morally speaking, \(L^2(\Omega)\) and \(L^2_s(\Omega)\) are replaced by gradient fields of functions defined on \(\Lambda_L\). Moreover, in order to get a coercive energy functional defined on the modified state space, we have restrict the space of functions on \(\Lambda_L\). In particular, it is necessary to introduce boundary conditions for \(\varphi_{L,\omega,x}\). These conditions need to be consistent in the sense that \(\nabla \varphi_{L,\omega,x}\) is mean free, i.e., \(\sum_{z \in \Lambda_L} \nabla \varphi_{L,\omega,x}(z) = 0\), which corresponds to the Hill–Mandel condition in computational homogenization and mechanically means that the microscopic fluctuation of the strain described by \(\varphi_{L,\omega,x}\) does not contribute to the macroscopic (averaged) strain.
In this paper we use periodic boundary conditions: For $L \in \mathbb{N}$ we define the following spaces of $L$-periodic discrete functions,

$$L^2(\Lambda_L) := \left\{ f : \mathbb{Z}^d \rightarrow \mathbb{R} : f(\cdot + k) = f \text{ for all } k \in L\mathbb{Z}^d \right\},$$

$$L^2_{\text{av}}(\Lambda_L) := \left\{ f \in L^2(\Lambda_L) : \sum_{z \in \Lambda_L} f(z) = 0 \right\},$$

which we equip with the norms

$$\|f\|_{L^2(\Lambda_L)} := \left( L^{-d} \sum_{z \in \Lambda_L} |f(z)|^2 \right)^{\frac{1}{2}}, \quad \|f\|_{L^2_{\text{av}}(\Lambda_L)} := \frac{1}{L} \left( L^{-d} \sum_{z \in \Lambda_L} |f(z)|^2 \right)^{\frac{1}{2}},$$

that turn these spaces into Hilbert spaces. Thanks to the mean free-condition and the scaling incorporated in the definition of $(L^2_{\text{av}}(\Lambda_L), \|\cdot\|_{L^2_{\text{av}}(\Lambda_L)})$ the following Poincaré inequality

$$\|f\|_{L^2_{\text{av}}(\Lambda_L)} \leq \|\nabla f\|_{L^2(\Lambda_L)}$$

holds for all $f \in L^2_{\text{av}}(\Lambda_L)$. Furthermore, we have the Korn inequality

$$\|\varphi\|_{L^2_{\text{av}}(\Lambda_L)} \leq c \|\nabla_s \varphi\|_{L^2(\Lambda_L)}$$

for all periodic, mean-free displacements $\varphi \in L^2_{\text{av}}(\Lambda_L)^d$ with a constant $c$ that is independent of $L$.

The state space for the quenched version of the RVE system $(Y^\omega_L, \mathcal{E}^\omega_L, \mathcal{R}^\omega_L)$ is now obtained by replacing $L^2(\Omega)$ in definition of $Y_{\text{hom}}$, cf. (10), by $L^2(\Lambda_L)$:

$$Y^\omega_L := H^1_0(Q)^d \times \left( L^2(\Lambda_L) \otimes L^2(Q) \right)^k \times \left( L^2_{\text{av}}(\Lambda_L) \times L^2(Q) \right)^d.$$  

(Note that $Y^\omega_L$ is independent of $\omega$. Nevertheless, we write the superscript $\omega$ because $Y^\omega_L$ is the state space for the quenched model). In the following we write $y_L = (u_L, p_L, \varphi_L)$ for $y_L \in Y^\omega_L$.

Let $\omega$ be an element of the probability space $\Omega$. For each such $\omega$ we define the energy functional

$$\mathcal{E}^\omega_L(t, y_L) := \int_Q \left( \frac{1}{L^d} \sum_{z \in \Lambda_L} \frac{1}{2} A(\tau_z \omega) \begin{pmatrix} P_s \nabla u_L(x) + \nabla_{s,z} \varphi_L(z, x) \\ p_L(z, x) \end{pmatrix} \cdot \begin{pmatrix} P_s \nabla u_L(x) + \nabla_{s,z} \varphi_L(z, x) \\ p_L(z, x) \end{pmatrix} \right) \, dx \nonumber$$

$$- \int_Q l(t, x) \cdot u_L(x) \, dx,$$

where use the notation $\nabla_{s,z}$ to highlight that $\nabla_s$ acts on the $z$-variable. We define the dissipation functional

$$\mathcal{R}^\omega_L(y_L) := \int_Q \left( \frac{1}{L^d} \sum_{z \in \Lambda_L} \rho(\tau_z \omega, \hat{p}_L(z, x)) \right) \, dx.$$

**Remark 4.1** (Existence and uniqueness for the quenched RVE model). Under assumptions (A1)–(A3), (S1)–(S4), and for $l \in W^{1,1}((0, T); L^2(Q)^d)$, the system $(Y^\omega_L, \mathcal{E}^\omega_L, \mathcal{R}^\omega_L)$ is for $P$-a.e. $\omega \in \Omega$ a quadratic ERIS in the sense of Definition A.1 and we may appeal to Theorem A.2 for the existence and uniqueness of an energetic solution to the initial value problem. We note that for fixed $\omega$, the
ERIS is deterministic in the sense that it invokes only functions defined on the bounded domain $Q \times \Lambda_L \subset \mathbb{R}^d \times \mathbb{Z}^d$. Furthermore, the quadratic part of $\mathcal{E}_L^\omega$ is coercive uniformly in $L$, i.e.,

$$\mathcal{E}_L^\omega(t, y_L) + \int_Q l(t) \cdot u_L \, dx \geq C\|y_L\|_{Y_L}^2,$$

where $C > 0$ is independent of $L$, $t$ and $\omega$.

### 4.2 Convergence of the RVE approximation

The convergence for $L \to \infty$ of the RVE model described as the ERIS $(Y_L^\omega, \mathcal{E}_L^\omega, \mathcal{R}_L^\omega)$ holds in the mean in the strong $L^2(\Omega)$-topology. For the precise statement, we introduce a mean version of.

Morally speaking, it is obtained by taking the expectation of the quenched RVE ERIS with respect to the probability measure $P$. To this end we introduce the state space

$$Y_L := (L^2(\Omega) \otimes H^1_0(Q))^d \times (L^2(\Omega) \otimes L^2(\Lambda_L) \otimes L^2(Q))^k \times (L^2(\Omega) \otimes L^2(\Lambda_L) \otimes L^2(Q))^d,$$

(which is equivalent to $L^2(\Omega) \otimes Y_L^\omega$), and the energy functional and dissipation functional defined by integrating the quenched functionals, i.e.,

$$\mathcal{E}_L(t, y_L) := \mathbb{E}\left[\mathcal{E}_L^\omega(t, y_L(\omega, \cdot))\right], \quad \mathcal{R}_L(y_L) := \mathbb{E}\left[\mathcal{R}_L^\omega(y_L(\omega, \cdot))\right].$$

Under assumptions (A1)–(A3), (S1)–(S4), and for $l \in W^{1,1}((0, T); L^2(Q)^d)$, the system $(Y_L, \mathcal{E}_L, \mathcal{R}_L)$ is a quadratic ERIS in the sense of Definition A.1 and we may appeal to Theorem A.2 for the existence and uniqueness of an energetic solution to the initial value problem with a stable initial value $y_L^0 \in Y_L$.

**Remark 4.2** (Relation to the quenched model). We may view the mean model $(Y_L, \mathcal{E}_L, \mathcal{R}_L)$ as an integrated version of the quenched model $(Y_L^\omega, \mathcal{E}_L^\omega, \mathcal{R}_L^\omega)$: Indeed, by definition we may identify $Y_L$ with $L^2(\Omega) \otimes Y_L^\omega$. Thus, for $P$-a.e. $\omega \in \Omega$, we have $y_L^0(\omega, \cdot) \in Y_L^\omega$. Assume that $y_L^0(\omega, \cdot) \in Y_L^\omega$.

A central result of this paper is the proof of convergence of the mean RVE ERIS to the homogenized ERIS as $L \to \infty$. Since the state spaces $Y_L$ and $Y_{\text{hom}}$ are different, we first need to specify a suitable notion of convergence. To that end we introduce the linear transformation

$$\mathcal{T}_L : L^2(\Omega) \otimes L^2(\Lambda_L) \otimes L^2(Q) \to L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q),$$

where $\Lambda := [0, 1]^d$ and $|Lz| = \hat{z} \in \mathbb{Z}^d$ if and only if $Lz \in \hat{z} + \Lambda$. It invokes a scaling and a piecewise-constant interpolation with respect to the $z$-variable in order to map the discrete space $L^2(\Lambda_L)$ to the continuum space $L^2(\Lambda)$. Moreover, the definition is closely related to the discrete stochastic unfolding operator introduced in [NV18] (see Proof of Lemma 7.2 for details). As we
shall prove in Lemma 7.2, thanks to assumption (S3), the operator $\mathcal{T}_L$ is a linear, (non-surjective) isometry. In particular, for all $f \in L^2(\Omega) \otimes L^2(\Lambda_L) \otimes L^2(Q)$ we have

$$
\mathbb{E}\left[ L^{-d} \sum_{z \in \Lambda_L} \int_Q |f(\omega, z, x)|^2 \, dx \right] = \mathbb{E}\left[ \int_Q |\mathcal{T}_Lf(\omega, z, x)|^2 \, dx \, dz \right].
$$

Moreover, a sequence $(f_L) \subset L^2(\Omega) \otimes L^2(\Lambda_L) \otimes L^2(Q)$ whose image $(\mathcal{T}_Lf_L)$ is a Cauchy sequence, strongly two-scale converges in the mean in the sense of Definition 3.4. In the following we tacitly view $L^2(Q)$ and $L^2(\Omega) \otimes L^2(\Lambda_L) \otimes L^2(Q)$ as subspaces of $L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)$.

**Theorem 4.3** (Strong two-scale convergence of the approximation). Assume $(A1)$–$(A3)$, $(S1)$–$(S4)$, and $l \in W^{1,1}((0, T); L^2(Q)^d)$. Set $\| \cdot \| := \| \cdot \|_{L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)}$. Let $y^0_L \in Y_L(0)$ denote a sequence of stable initial states, and assume convergence of the initial values in the sense that for $L \to \infty$ we have

$$
\| u^0_L - u^0_{\text{hom}} \|_{L^2(\Omega) \otimes H^1_0(Q)} + \| \mathcal{T}_Lp^0_L - p^0_{\text{hom}} \| + \| \mathcal{T}_L\nabla s, \varphi^0_L - \chi^0_{s, \text{hom}} \| + L^{-1}\| \mathcal{T}_L\varphi^0_L \| \to 0
$$

for some $y^0_{\text{hom}} = (u^0_{\text{hom}}, p^0_{\text{hom}}, \chi^0_{s, \text{hom}}) \in Y_{\text{hom}}$. Then $y^0_{\text{hom}} \in S_{\text{hom}}(0)$ and the unique energetic solutions $y_L$ and $y_{\text{hom}}$ of $(Y_L, \mathcal{E}_L, \mathcal{R}_L)$ and $(Y_{\text{hom}}, \mathcal{E}_{\text{hom}}, \mathcal{R}_{\text{hom}})$ with $y_L(0) = y^0_L$ and $y_{\text{hom}}(0) = y^0_{\text{hom}}$ satisfy for a.a. $t \in [0, T]$,

$$
\| u_L(t) - u_{\text{hom}}(t) \|_{L^2(\Omega) \otimes H^1_0(Q)} + \| \mathcal{T}_Lp_L(t) - p_{\text{hom}}(t) \| + \| \mathcal{T}_L\nabla s, \varphi_L(t) - \chi_{s, \text{hom}}(t) \| + L^{-1}\| \mathcal{T}_L\varphi_L(t) \| \to 0
$$

and the energy functionals converge,

$$
\mathcal{E}_L(t, y_L(t)) \to \mathcal{E}_{\text{hom}}(t, y_{\text{hom}}(t)).
$$

The proof is given in Section 7.

4.3 The RVE problem as a Prandtl–Ishlinskii model

We reformulate the ERIS $(Y^\omega_L, \mathcal{E}^\omega_L, \mathcal{R}^\omega_L)$ as a generalized Prandtl–Ishlinskii model. This can be done analogously to Section 3.4. To that end we first define a generalized Prandtl–Ishlinskii hysteresis operator

$$
W^\omega_L : W_{0,1}^{1,1} \to W_{0,1}^{1,1}, \quad W_{0,1}^{1,1} := \{ F \in W^{1,1}((0, T); \mathbb{R}^{d \times d}_{\text{sym}}) : F(0) = 0 \}
$$

as follows: For a given input $F \in W_{0,1}^{1,1}$ we consider the quadratic ERIS $(\hat{Y}^\omega_L, \hat{\mathcal{E}}^\omega_L(\cdot; F), \hat{\mathcal{R}}^\omega_L)$ with

- state space $\hat{Y}^\omega_L = L^2(\Lambda_L)^k \times L^2(\Lambda_L, d), $ and notation $y_L = (p_L, \varphi_L),$
- energy functional $\hat{\mathcal{E}}^\omega_L(\cdot; F) : [0, T] \times \hat{Y}^\omega_L \to \mathbb{R}$

$$
\hat{\mathcal{E}}^\omega_L(t, y_L; F) := \frac{1}{T^d} \sum_{z \in \Lambda_L} \left( \frac{1}{2} A(\tau_z \omega) \begin{pmatrix} \nabla \varphi_L \\ p_L \end{pmatrix} : \begin{pmatrix} \nabla \varphi_L \\ p_L \end{pmatrix} - A(\tau_z \omega) \begin{pmatrix} \nabla \varphi_L \\ p_L \end{pmatrix} \cdot \begin{pmatrix} P_s(F(t)) \\ 0 \end{pmatrix} \right),
$$

- dissipation functional $\hat{\mathcal{R}}^\omega_L : \hat{Y}^\omega_L \to [0, \infty]$

$$
\hat{\mathcal{R}}^\omega_L(y_L) := \frac{1}{T^d} \sum_{z \in \Lambda_L} \rho(\tau_z \omega, \dot{p}_L(z)),
$$
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and we define for a.a. \( t \in [0, T] \)

\[
W^\omega_L[F](t) := (P^*_s \circ \pi_k) \left( \frac{1}{L^d} \sum_{z \in A_L} A(\tau_z^\omega) \left( P_s(F(t)) + \nabla_s \hat{\phi}^\omega_L(t, z) \right) \right),
\]

(16)

where \( \hat{y}^\omega_L = (\hat{\phi}^\omega_L, \hat{p}^\omega_L) \in W^{1,1}((0, T); \mathbb{Y}^\omega_Q) \) denotes the energetic solution of \((\hat{Y}^\omega_L, \hat{E}^\omega_L(; F), \hat{R}^\omega_L)\) with \( \hat{y}^\omega_L(0) = 0 \), \( \pi_k : \mathbb{R}^{2k} \to \mathbb{R}^k \) denotes the projection of a vector \((a_1, \ldots, a_{2k})\) to its first \( k \)-coordinates \((a_1, \ldots, a_k)\), and \( P^*_s \) denotes the inverse operator that maps a strain matrix to a strain vector.

**Lemma 4.4** (RVE approximation as generalized Prandtl–Ishlinskii model). Consider assumptions \((A1)–(A3), (S1)–(S4), \) and \( l \in W^{1,1}((0, T); L^2(Q)^d) \). Additionally assume that initial state is trivial, \( y^0_L = 0 \) and \( l(0, \cdot) = 0 \).

Then the \( u_L \)-component of the energetic solution \( y_L = (u_L, p_L, \varphi_L) \) of the ERIS \((Y^\omega_L, E^\omega_L, R^\omega_L)\) satisfies for a.a. \( t \in [0, T] \) the constitutive equation

\[-\nabla \cdot \sigma^\omega_L(t, x) = l(t, x) \quad \text{in a distributional sense in } Q,\]

where the stress tensor \( \sigma^\omega_L : [0, T] \times Q \to \mathbb{R}^{d \times d} \) is given by the relation

\[\sigma^\omega_L(t, x) = W^\omega_L[\text{sym} \nabla u_L(\cdot, x)](t).\]

The proof is analogous to the proof of Theorem 3.6 and thus omitted here.

The next theorem proves convergence of the approximate operator \( W^\omega_L \):

**Theorem 4.5.** Assume \((A1)–(A3), (S1)–(S4), \). Then for any trajectory \( F \in W^{1,1}_o \) and a.a. \( t \in [0, T] \) we have

\[
\lim_{L \to \infty} \mathbb{E}[|W^\omega_L[F](t) - W_{\text{hom}}[F](t)|^2] = 0.
\]

The proof is given in Section 7.

## 5 Computing numerical approximations

The homogenized stress tensor \( \sigma_{\text{hom}} \), related to the hysteresis operator \( W_{\text{hom}} \) by

\[\sigma_{\text{hom}}(t) := W_{\text{hom}}[F](t), \quad t \in [0, T], \quad F \in W^{1,1}_o,\]

describes the stress–strain relation of the homogenized system, and is thus a central part of the mechanical model. Since the underlying random heterogeneous network is statistically homogeneous, the hysteresis operator \( W_{\text{hom}} \) is the same for all macroscopic material points \( x \in Q \).

In this section we introduce a numerical scheme for approximating the hysteresis operator \( W_{\text{hom}}[F] \) for a given trajectory of macroscopic strains \( F \in W^{1,1}_o \). To use the operator at a macroscopic point \( x \in Q \) in a FE2-method, one would have to consider the trajectory \( F(t) = \text{sym} \nabla u(t, x) \).
5.1 Monte-Carlo sampling

To approximate \( W_{\text{hom}}[F] \) we need to numerically solve the random RVE problem \((\hat{Y}_L^\omega, \hat{E}_L^\omega, \hat{R}_L^\omega)\), and then compute (16). The randomness is taken of by Monte-Carlo sampling. Select a sample size \( M \in \mathbb{N} \), and a set \( \omega \) of \( M \) realizations \( \omega_1, \ldots, \omega_M \) of the random material parameters. These are sampled with respect to the \( M \)-fold product of \( P \), that is, \( \omega_1, \ldots, \omega_M \) are independently sampled with \( P \). Then we define the approximate stress tensor

\[
\sigma^M_\omega(t) := W^M_\omega[F](t) := \frac{1}{M} \sum_{i=1}^{M} W^\omega_i[F](t), \quad t \in [0, T],
\]

where \( \omega := (\omega_1, \ldots, \omega_M) \). We note that \( \sigma^M_\omega \) is a time-dependent random matrix in \( \mathbb{R}^{d \times d} \). If we use \( E_M \) to denote the expectation with respect to the \( M \)-fold product of \( P \), then Theorem 4.5 yields

\[
\lim_{L \to \infty} E_M \left[ \left| \sigma^M_\omega(t) - \sigma_{\text{hom}} \right|^2 \right] = 0 \quad \text{for all } M \in \mathbb{N} \text{ and a.a. } t \in [0, T].
\]

We remark that we have convergence already for \( M = 1 \). However, as we shall see, the variance of \( \sigma^M_\omega \) can be reduced by increasing \( M \).

5.2 Simulating realizations of the RVE problem

For each sample of the Monte-Carlo method, we need to approximate the stress tensor

\[
\sigma_\omega^N(t) := W_\omega^N[F](t), \quad t \in [0, T]
\]

for a fixed \( \omega \in \Omega \) sampled with \( P \). We do this by numerical simulation of the ERIS \((\hat{Y}_L^\omega, \hat{E}_L^\omega(\cdot; F), \hat{R}_L^\omega)\) of Section 4.3.

As the first step we introduce a time discretization: For \( N \in \mathbb{N} \) we split the time interval \([0, T]\) into \( N \) equal subintervals defined by the time steps \( 0 = t_0 < t_1 < \cdots < t_N = T \). Following the standard theory of ERIS [MR15], we can then approximate the evolution \( \hat{y} : [0, T] \to \hat{Y}_L^\omega \) by a sequence of minimization problems

\[
\hat{y}^l := \arg \min_{z \in Y_L^\omega} J^l(z). \quad (17)
\]

The increment functional here is

\[
J^l(z) := \hat{E}_L^\omega(t_l, z; F) + \hat{R}_L^\omega(z - \hat{y}^{l-1}), \quad (18)
\]

energy \( \hat{E}_L^\omega(\cdot; F) \) and dissipation \( \hat{R}_L^\omega \) are defined in Section 4.3, and we start from the trivial initial value \( \hat{y}(t_0) = 0 \). We associate with \( \hat{y}^0, \ldots, \hat{y}^N \) its piecewise affine interpolation \( \hat{y}_N : [0, T] \to Y_L^\omega \) and note that \( \hat{y}_N \) is Lipschitz continuous in time. As shown in [Mie05] it strongly converges to the energetic solution to \((\hat{Y}_L^\omega, \hat{E}_L^\omega(\cdot; F), \hat{R}_L^\omega)\) as \( N \to \infty \).

In view of the definition of \( W_\omega^N[F] \) given in (16), we may now consider the approximate stress tensor

\[
\sigma_{N,L}^\omega(t) := (P_{s}^{-1} \circ \pi_k) \left( \frac{1}{L^d} \sum_{z \in \Lambda_L} A(\tau_z \omega) \left( P_s(F(t)) + \nabla_s \hat{\varphi}_N(t, z) \right) \frac{\hat{\varphi}_N(t, z)}{\bar{p}_N(t, z)} \right), \quad \hat{y}_N = (\hat{p}_N, \hat{\varphi}_N),
\]

\( \hat{\varphi}_N \) being the solution of the PDE given in (10).
and we conclude from the convergence of $\hat{y}_N$ that $\sigma^N_{N,L}(t) \to \sigma^*_L(t)$ as $N \to \infty$ for $P$-a.e. $\omega \in \Omega$ and a.a. $t \in [0,T]$. In summary we end up with the approximation

$$\sigma_{M,\omega}^{N,L}(t) = \frac{1}{M} \sum_{i=1}^{M} \sigma^{\omega_i}_{N,L}(t), \quad \lim_{L \to \infty} \lim_{N \to \infty} \sigma_{N,L}^{M,\omega}(t) = \sigma_{\text{hom}}(t) \text{ for all } M \in \mathbb{N},$$

(19)

where the convergence holds in probability for a.a. $t \in [0,T]$.

It remains to explain how to numerically solve the increment problem (18). First observe that the domain of $\mathcal{J}^l$ is finite dimensional. In fact, it is the product of the two finite-dimensional spaces $L^2(\Lambda_L)^k$ (the space of microscopic plastic strains) and $L^2(\Lambda_L)^d$ (the space of microscopic displacements). These spaces have dimensions $n = k \cdot L^d$ and $m = d \cdot L^d$, respectively. We may therefore identify any $\hat{y} \in Y^\omega_L$ with a vector $y \in \mathbb{R}^{n+m}$. The increment functional $\mathcal{J}^l$ defined in (18) consists of the two parts

$$\mathcal{E}^l(y) := \hat{E}^\omega_{L}(t_l, \hat{y}; F), \quad \mathcal{R}(y) := \hat{R}^\omega_{L}(\hat{y}).$$

It is thus the sum of the twice continuously differentiable, convex functional $\mathcal{E}^l$, and the convex, lower-semicontinuous, proper functional $\mathcal{R}$. Note that the $\hat{\varphi}$-component of any state $\hat{y} = (\hat{p}, \hat{\varphi}) \in \hat{Y}^\omega_L$ satisfies the condition $\sum_{z \in \Lambda_L} \hat{\varphi}(z) = 0$, which removes constant displacement fields from the state space. Therefore, the functional $\mathcal{J}^l$ is coercive. In the implementation we realize this condition by clamping the network at the four corners of the RVE (which is consistent with the periodic boundary conditions). Finally, the nonsmooth dissipation functional is block-separable, i.e., it can be written as a sum

$$\mathcal{R}(y) = \sum_{i=1}^{L^d} \mathcal{R}_i(y_i).$$

Here, $y_i$ denotes the degrees of freedom associated to the $\hat{p}$-component of the $i$-th node in the RVE spring network, and $\mathcal{R}_i : \mathbb{R}^k \to \mathbb{R}$ is the dissipation of these degrees of freedom.

Remark 5.1. The mathematical structure of the increment problem is closely related to finite element discretizations of continuum small-strain elastoplastic models [SJ20]. In fact one can interpret the deterministic spring network model as a finite element system defined on a one-dimensional network grid using first-order Lagrange finite elements for the micro-displacements and piecewise constant functions for the plastic strains.

We solve the minimization problem (17) using the Truncated Nonsmooth Newton Multigrid (TNNMG) method presented in [GS19]. The TNNMG method is a robust and efficient solver for convex block-separable minimization problems. It alternates a nonlinear block Gauß–Seidel iteration with a linear correction step. As the two-dimensional spring networks considered in this work are not very large we use an exact Newton step computed by a sparse direct solver for the linear corrections. Gräser and Sander showed that the TNNMG method converges for the functionals considered here for any starting iterate [GS19, Corollary 4.4]. In practice, efficient performance has been observed for a variety of problems, including in particular small-strain continuum elastoplastic problems [SJ20] and brittle-fracture phase-field models [GKS20].

We finally turn to the specific case of the elastoplastic spring network of Section 2.2. There, the random elastic modulus $a$, hardening parameter $h$ and yield stress $\sigma_{\text{yield}}$ associated with an edge

$$e = (x, x + e_i), \quad i = 1, \ldots, k, \quad x \in \mathbb{Z}^d,$$
(with \(e_1, \ldots, e_k\) denoting the generating edges in \(E_0\)) are of the form
\[
a(\omega, e) = a_i(\tau_x \omega), \quad h(\omega, e) = h_i(\tau_x \omega), \quad \sigma_{\text{yield}}(\omega, e) = \sigma_{\text{yield},i}(\tau_x \omega),
\]
where \(a_1, \ldots, a_k, h_1, \ldots, h_k, \sigma_{\text{yield},1}, \ldots, \sigma_{\text{yield},k} : \Omega \to \mathbb{R}\) are measurable. Furthermore, there exists an ellipticity constant \(\lambda > 0\) such that
\[
\lambda \leq a_1, \ldots, a_k, h_1, \ldots, h_k \leq \frac{1}{\lambda} \quad \text{and} \quad 0 \leq \sigma_{\text{yield},1}, \ldots, \sigma_{\text{yield},k} \leq \frac{1}{\lambda} \quad \text{P.-a.s.} \quad (20)
\]
We can then go back to an edge-based representation of the energy and dissipation functionals
\[
\tilde{\mathcal{E}}_L^\omega(t_l, \hat{y}_L; F) := \frac{L^{-d}}{2} \sum_{e \in \mathcal{E} \cap \Lambda_L} a(\omega, e)(\nabla_s \hat{\varphi}_L(e) - \hat{p}_L(e))^2 + h(\omega, e)\hat{p}_L^2(e)
\]
\[
- L^{-d} \sum_{e \in \mathcal{E} \cap \Lambda_L} a(\omega, e)\nabla_s \hat{\varphi}_L(e) \cdot F(t_l, e),
\]
where \(F(t, e) := \frac{e - e}{|e - e|} \cdot F(t) \frac{e - e}{|e - e|}\), and
\[
\tilde{\mathcal{R}}_L^\omega(\hat{y}_L) := L^{-d} \sum_{e \in \mathcal{E} \cap \Lambda_L} \sigma_{\text{yield}}(\omega, e)|\hat{p}_L(e)|.
\]

The convexity and coercivity properties of \(\mathcal{E}_l\) and \(\mathcal{R}\) postulated in Section 5.2 follow here from the properties in (20). Also, \(\mathcal{R}\) is now block-separable with blocks of size 1. This implies that the Gauß-Seidel iteration that is part of the TNNMG method now has to solve sequences of minimization problems in only one variable, which simplifies the implementations.

For an implementation we may reformulate \(\mathcal{E}_l : \mathbb{R}^{n+m} \to \mathbb{R}\) as
\[
\mathcal{E}_l(y) = L^{-2}(\frac{1}{2}y \cdot A(\omega)y - f_l(\omega) \cdot y)
\]
for a matrix \(A(\omega) \in \mathbb{R}^{n+m} \times (n+m)\) and a vector \(f_l(\omega) \in \mathbb{R}^{n+m}\), where \(A(\omega)\) and \(f_l\) depend on the coefficients \(\{a_i(\tau_x \omega), h_i(\tau_x \omega) : i = 1, \ldots, k\} \in \Lambda_L\), and \(f_l\) additionally depends on the load \(F(t_l)\). Likewise, we may write \(\mathcal{R} : \mathbb{R}^{n+m} \to \mathbb{R}\) in the form
\[
\mathcal{R}(y) = L^{-2}r(\omega) \cdot \begin{pmatrix} |y_1| \\ \vdots \\ |y_n| \end{pmatrix},
\]
for a vector \(r(\omega) \in \mathbb{R}^n\) that only depends on the coefficients \(\{\sigma_{\text{yield},i}(\tau_x \omega) : i = 1, \ldots, k, \tau_x \omega \in \Lambda_L\}\).

6 Numerical experiments

In this section, we numerically explore the behavior of the homogenized stress tensor
\[
\sigma_{\text{hom}}(t) = \mathcal{W}_{\text{hom}}[F](t)
\]
at a macroscopic point \(x \in Q\) for different loading trajectories \(F : [0, T] \to \mathbb{R}^{2 \times 2}_{\text{sym}}\), using the numerical approach presented in Section 5. We consider the triangular, two-dimensional spring
network with edges \(e_1 = (1,0), e_2 = (0,1), e_3 = (1,1)\) shown in Figure 1, with independent and identically distributed (i.i.d.) material parameters for the springs. All material parameters are sampled from uniform distributions:

\[
a(e) \sim U(1 \cdot 10^6, 2 \cdot 10^6), \quad h(e) \sim U(1.25 \cdot 10^6, 2 \cdot 10^6), \quad \sigma_{\text{yield}}(e) \sim U(0.9 \cdot 10^3, 1.1 \cdot 10^3). \tag{21}
\]

The goal of the numerical study is two-fold: On the one hand, we are interested in properties of \(\sigma_{\text{hom}}\) itself, e.g., its behavior in the case of cyclic loading (see Section 6.1). However, in Section 6.3 we also investigate the convergence rate of the RVE approximation \(\sigma_{N,L}^M(t)\) as \(L \to \infty\). To understand the latter is crucial for determining the size \(L\) of the RVE required to reach an acceptable approximation error. The choice of the size of the RVE is intensively discussed in the computational mechanics community, see, e.g. [DW96; SJO22]. Nevertheless, analytical results are only known for elliptic systems and equations (including the case of linear elasticity) [BO16; FN21; GNO15; GNO21; GO11; GO12]. In particular, we mention [GNO15] where estimates with optimal scaling in \(L\) and \(M\) are obtained in the case of a discrete elliptic equation with i.i.d. coefficients. In the case of elastoplasticity no analytical results are available and it is unclear, if the methods developed for elliptic equations can be extended to the case of elastoplasticity. In view of this, in Section 6.3 we numerically study the behavior of the error with respect to \(L\) in the case of monotonic loading. We observe that it matches analytical results for linear elasticity. This is surprising: The scaling for the linearly elastic case is based on elliptic regularity for the displacement field and requires the material properties to feature a rapid decay of spatial correlations (see in particular the large-scale regularity theory developed in [GNO20]). In comparison, in elastoplasticity, no elliptic regularity theory is available for the plastic strain and it is not clear at all whether the plastically deformed material satisfies the required spatial decorrelation properties.

For the presentation of our numerical results we shall visualize stresses not by means of the stress tensor \(\sigma \in \mathbb{R}^{2 \times 2}_{\text{sym}}\) but as the associated stress vector \(s = P^* \sigma \in \mathbb{R}|\mathbb{E}_0|\). Recall from Example 3.3 that for the triangular, two-dimensional lattice, the relation between both quantities is given by the formula

\[
\sigma = \begin{pmatrix}
s_1 + \frac{1}{2}s_3 & \frac{1}{2}s_3 \\
\frac{1}{2}s_3 & s_2 + \frac{1}{2}s_3
\end{pmatrix}.
\]

Note that the first, second and third entry of \(s\) describe the longitudinal stress in the direction of horizontal springs \((x,x+e_1)\), vertical springs \((x,x+e_2)\), and diagonal springs \((x,x+e_3)\), respectively.

### 6.1 Uniaxial cyclic loading

As the first experiment, we consider the cyclic loading trajectory

\[
F : [0, 1] \to \mathbb{R}^{2 \times 2}_{\text{sym}}, \quad F(t) = \begin{pmatrix} 3 \cdot 10^{-3} \sin(8t) & 0 \\ 0 & 0 \end{pmatrix}.
\]

We approximate this on the time interval \([0, 1]\), which we split into \(N = 50\) subintervals of equal size. To simplify the notation we always omit the dependence on \(N\). The Monte-Carlo sampling of the random network properties is done using \(M = 5\) samples \(\{\omega_i\}_{i=1}^5\) of the random coefficients.

Figure 2 shows the stress–strain curve for the RVE-approximation \(\sigma_{N,L}^\omega(t)\) for four RVE sizes \(L \in \{4, 6, 8, 40\}\). The five curves in each plot correspond to the five realizations of the random coefficients. In the four plots the horizontal axis corresponds to the \((1,1)\)-component of the strain.
Figure 2: Stress–strain plots for two-dimensional RVE approximations for a cyclic macroscopic deformation $F$. The different colors correspond to five different realizations $\{\omega_i\}_{i=1}^5$ of the coefficients. The first component of $s_L^{\omega_i}(t)$ is mapped as a function of $F_{11}(t)$, $t \in [0, T]$. 
The diagrams indicate that in the limit $L \to \infty$ the stress–strain curves converge to a single hysteresis curve that is independent of the choice of the random sample. The limit curve is the one associated with the homogenized stress vector $\sigma_{\text{hom}}$. This numerically confirms the convergence statement from Theorem 4.5.

Furthermore, we observe a transition from linear to nonlinear hardening: A closer look at the stress–strain curves for $L = 4$ shows that these curves are piecewise linear with a finite set of linear segments. This not surprising, since each individual spring is governed by an elastoplastic material law with linear hardening, and thus the stress–strain curve of a single spring along a monotone load path consists of at most two linear segments. In fact, for each finite $L$, the stress–strain curve will be composed of finitely many linear segments, the number increasing with $L$. In this way, the nonlinear hardening behavior of the homogenized model (which exhibits stress–strain curves with curved segments) is approximated by the piecewise linear curves of the RVE approximation.

### 6.2 Uniaxial monotonic loading

As the second example we consider the monotonic, uniaxial loading trajectory

$$F : [0, 1] \to \mathbb{R}^{2 \times 2}_{\text{sym}}, \quad F(t) = \begin{pmatrix} 0.0034t & 0 \\ 0 & 0 \end{pmatrix}$$

on the time interval $[0, 1]$, discretized by $N = 50$ time steps. This can be interpreted as a uniaxial stretching of the system in the direction of $e_1 = (1, 0)$. The values are chosen such that initially only the horizontal springs undergo plastic deformation. After all horizontal springs have started to deform plastically, the diagonal springs start to leave the elastic regime. The vertical springs stay elastic in the considered load range.

This time we simulate $M = 40$ different realizations $\omega = (\omega_1, \ldots, \omega_{40})$ of the random coefficients, again using the uniform distributions of (21). We focus on a single RVE size of $L = 30$. The Monte-Carlo approximation of the stress vector is then

$$\sigma_L^{M, \omega}(t) := \frac{1}{M} \sum_{i=1}^{M} \sigma_L^{\omega_i}(t).$$

We again visualize the associated stress vector, which we denote by

$$\overline{\sigma}(t) := P_s^{-1}(\sigma_L^{M, \omega}(t)).$$

In Figure 3(a) we visualize the first and third component of the stress vector $\overline{\sigma}(t)$ as a function of the strain component $F_{11}$. We do not discuss the second component in detail, which corresponds to stresses in the vertical direction—in view of the loading trajectory (22), which strains the material in the horizontal direction only, the stress in the vertical direction only plays a minor role for the mechanical response of the system, see Figure 5 and note that the stresses are much smaller than those for the horizontal and diagonal direction.

The two plots in Figure 3(a) show that the stress–strain curves undergo three phases: A (seemingly) linear phase at the beginning, a nonlinear, monotone phase in the middle, and another (seemingly) linear phase (with a smaller slope) at the end. In the following we argue that these phases can be explained by considering the amount of plastic deformation accumulated in the system. To that end we introduce three regimes for the state of the system, namely,
• An elastic regime, where none of the springs in the system is plastically deformed,

• a transitional regime, where some but not all of the springs in the system are plastically deformed,

• a plastic regime, where all of the springs in the system are plastically deformed.

In view of the anisotropic geometry of the underlying network, we introduce these regimes for horizontal, vertical, and diagonal springs separately. It is convenient to call springs to be of type $\alpha \in \{1, 2, 3\}$ if they are generated by edges $e_\alpha \in E_0$. In particular, edges of types 1 and 3 correspond to horizontal and diagonal springs, respectively. For $\alpha = 1, 2, 3$ we compute the arithmetic mean of the proportion of plastically deformed springs of type $\alpha$ in terms of the ratio

$$R_\alpha := \frac{\text{Number of all plastically deformed springs of type } \alpha}{\text{Number of springs of type } \alpha},$$

and say that the springs of type $\alpha$ of the system are in the

$$\begin{cases} 
\text{elastic regime} & \text{if } R_\alpha \approx 0, \\
\text{plastic regime} & \text{if } R_\alpha \approx 1, \\
\text{transitional regime} & \text{else}.
\end{cases}$$

The ratios $R_\alpha$ for horizontal and diagonal springs are plotted in Figure 3(b). Moreover, the type of the regime is indicated by the color of the background of the plots.

Finally, in Figure 3(c) we plot the numerical slope of the stress–strain curves, which is given by the quotient

$$\frac{\sigma_\alpha(t_k) - \sigma_\alpha(t_{k-1})}{F_{11}(t_k) - F_{11}(t_{k-1})}, \quad \alpha \in \{1, 3\}$$

for each time step $t_k, k = 1, \ldots, N$.

We interpret these results in the following way: At the beginning of the loading experiment the plastic strain is zero and all springs are in the elastic regime. In that regime the stress–strain curve must be linear. At $F_{11}(t) \approx 0.5 \cdot 10^{-3}$ the horizontal springs enter the transitional regime, while the diagonal (and vertical) springs still remain in the elastic regime. In the (horizontal) transitional regime the slope of $\sigma_1$ drops sharply, while in the third component $\sigma_3$ we only observe a small drop in the slope. At $F_{11}(t) \approx 0.01$ all horizontal springs are deformed plastically and a clear change in behavior of the first component can be recorded: Its stress–strain relation seems again linear. However, a closer look at the slope in the first component shows that linearity is only attained when all diagonal springs are plastically deformed as well.

This can be seen from Figure 4, which shows a close-up view of the strain region $F_{11} \in [10^{-3}, 3.5 \cdot 10^{-3}]$. There, all horizontal strings are plastic, but the diagonal springs are not. The adapted stress range in Figure 4 shows that while $\sigma_1$ may look linear, strictly speaking, it is not.

The third component of the stress vector features an analogous effect. In particular, a rapid decrease of the slope of the third component of the stress–strain curves can be observed, when the diagonal springs are in the transitional regime. The third component of the stress-vector starts with a linear increase, followed by oscillations during the horizontal and diagonal transitional regimes. When both, the horizontal and diagonal springs are in the plastic regime, the curve continuous with a linear increase.
(a) Stress–strain curves. Left: $\sigma_1$, right: $\sigma_3$

(b) Fraction of plastically strained springs. Left: horizontal springs, right: diagonal springs

(c) Slope of the stress–strain curve. Left: $\tau_1$, right: $\tau_3$

Figure 3: Stress response under monotonic load

Figure 4: Close-up of the slope of the first component of $\pi$ as a function of $F_{11}$
Remark 6.1 (Conclusion). We may summarize our analysis of the numerical, uniaxial, monotonic loading experiment as follows:

- The stress-strain relation is affine as long as none of the springs is in the transitional regime. In our simulation this is the case for the two intervals approximately given by

\[
[0, 0.0005], [0.002, 0.034].
\] (23)

The first interval corresponds to the case when all types of springs are in the elastic regime, and the second interval corresponds to the case when springs of type 1, 2, and 3 are in the plastic, elastic and plastic regime, respectively.

- If a spring of type \( \alpha \) enters the transitional regime, the slope of the \( \alpha \)-component of the stress response decreases rapidly. The other components are less affected, but show oscillations, as shown, e.g., in Figures 4 and 5. In our simulation this is the case for the intervals

\[
[0.0005, 0.001], [0.001, 0.002]
\] (24)

where the first interval is dominant for the behavior of the first stress component, while the second interval is dominant for the third stress component.

6.3 RVE approximation errors

In this section we numerically explore the error of the RVE approximation. We mainly focus on the monotonic, uniaxial loading experiment of the previous section.

Recall that \( \sigma^M_L(t) \) with \( \omega = (\omega_1, \ldots, \omega_M) \) is a random matrix defined on the \( M \)-fold product of \((\Omega, \mathcal{F}, P)\). Also recall that this quantity depends on the number \( N \) of time steps used to discretize the time interval \([0, T]\). We continue to use the values \( T = [0, 1] \) and \( N = 50 \), and to omit the \( N \)
from the notation for simplicity. We denote the expectation associated to the $M$-fold product of 
$(\Omega,\mathcal{F},P)$ by $E_M$. A natural measure of the RVE error is then given by

$$
\|\sigma^M_L(t) - \sigma_{\text{hom}}(t)\| := \left( E_M[\|\sigma^M_L(t) - \sigma_{\text{hom}}(t)\|^2] \right)^{\frac{1}{2}}.
$$

This total error can be bounded by the sum of a random and a systematic part, i.e.,

$$
\|\sigma^M_L(t) - \sigma_{\text{hom}}(t)\| \leq \text{Var}_M^{\frac{1}{2}}(\sigma^M_L(t)) + \left| E_M[\sigma^M_L(t)] - \sigma_{\text{hom}}(t) \right|. \quad (25)
$$

Since $\sigma^M_L$ is defined as an arithmetic mean with respect to $M$ independent samples with distribution $P$, we have

$$
E_M[\sigma^M_L(t)] = E[\sigma_L(t)],
$$

and we see that the systematic error simplifies to

$$
E_{\text{sys}}(L;t) := \left| E[\sigma_L(t)] - \sigma_{\text{hom}}(t) \right|.
$$

In particular, it is independent of the sample size $M$. On the other hand, for the random error we have

$$
\text{Var}_M^{\frac{1}{2}}(\sigma^M_L(t)) \leq M^{-1} E_{\text{rand}}(L;t), \quad E_{\text{rand}}(L;t) := \text{Var}^{\frac{1}{2}}_M(\sigma_L(t)),
$$

and we see that the random error can be reduced by increasing $M$. In view of this, it is important to analyze the scaling for the random and systematic error separately, since a difference in scaling will lead to a different choice $M$ when optimizing the overall computational cost.

### 6.3.1 Analytic results for elastic systems

In the completely elastic regime, i.e., when $p(t) = 0$, the stress $\sigma^M_L(t)$ is determined by a lattice model of linear elasticity on a periodic RVE. This is a discrete elliptic system with independent and identically distributed (i.i.d.) coefficients. Its mathematical structure is close to the discrete elliptic equations with random coefficients whose correlations decay rapidly as considered in [GNO15]. There, it is shown that the random error for the periodic RVE approximation (with $M = 1$) scales like $L^{-\frac{d}{2}}$, while the systematic error scales like $L^{-d}(\ln L)^d$. Since the scaling of the systematic error is much quicker, the total error can be reduced by an appropriate choice of $M$. In particular, for $M = L^d$ both errors have the same scaling w.r.t. $L$ (up to a logarithmic correction).

Similar results have been obtained for continuum, linear elliptic systems in [BO16], and for monotone, uniformly elliptic systems in [FN21]. Transferred to our situation we infer that in the elastic regime, the random error can be estimated as

$$
E_{\text{rand}}(L;t) \leq C L^{-\frac{d}{2}} |F(t)|, \quad (26)
$$

while the systematic error can be estimated as

$$
E_{\text{sys}}(L;t) \leq C L^{-d}(\ln L)^d |F(t)|, \quad (27)
$$

with a constant $C$ independent of the loading trajectory $t \mapsto F(t)$.

We finally remark that in [GNO21] linear elliptic systems with correlated coefficients with a slow decay of correlations are considered. The results there indicate that in such a case the decay rate of the random error can be much smaller.
6.3.2 Numerical studies of the systematic error

We numerically explore the systematic error, which we consider componentwise on the level of the stress vector. That is, for $\alpha = 1, 2, 3$ we consider the quantity

$$E_{\text{sys}, \alpha}(L; t) := \left| \mathbb{E}[s_{L, \alpha}(t)] - s_{\text{hom}, \alpha}(t) \right|,$$

where $s_{L, \alpha}$ and $s_{\text{hom}, \alpha}$ denote the $\alpha$-component of $P_s^{-1}(\sigma_L)$ and $P_s^{-1}\sigma_{\text{hom}}$, respectively. In order to numerically evaluate $E_{\text{sys}, \alpha}$, we proceed as follows:

1. We sample $M = 25$ realizations of the coefficients $a, h, \sigma_{\text{yield}}$ on the box $\Lambda_{L_{\text{max}}}$, with $L_{\text{max}} := 42$. In our notation, we represent these samples by $\omega_1, \ldots, \omega_M$. Realizations of the coefficients for $L \leq L_{\text{max}}$ are obtained by restriction the smaller box $\Lambda_L$.

2. For $L \in \{6, 10, 14, 18, 22, 26, 30, 34, 38, 42\}$
   
   (a) we compute the Monte-Carlo average
   $$\bar{s}_L(t) := \frac{1}{M} \sum_{i=1}^{M} P_s^{-1}(\sigma_{L_i}^w(t)),$$
   
   (b) we evaluate the quantity
   $$E_{\text{sys}, \alpha}(L; t) := \left| \bar{s}_{L, \alpha}(t) - s_{L_{\text{max}}, \alpha}(t) \right|.$$

The quantity $E_{\text{sys}, \alpha}(L; t)$ is an approximation of $E_{\text{sys}, \alpha}$, where the expectation $\mathbb{E}[s_{L, \alpha}(t)]$ is approximated by a Monte-Carlo average, and $s_{\text{hom}, \alpha}(t)$ by approximated by $s_{L_{\text{max}}, \alpha}$. In Figure 6 we plot the three components of $E_{\text{sys}}(L, t)$ as a function of $F_{11}(t)$ for the different values of $L$. Also, we point out the three regimes discussed in Section 6.2 by plotting the fractions of plastically deformed springs.

The simulations confirm the theoretical prediction that in the elastic regime, the error $E_{\text{sys}}(L; t)$ is proportional to $F_{11}(t)$ and that the error decreases with $L$. The simulations also show a linear dependence of $E_{\text{sys}}(L; t)$ on $F_{11}(t)$ in the complement of the transitional regime (i.e., for $F_{11}(t)$ above about 0.002). On the other hand, in the transitional regime (horizontal/diagonal) we observe a non-monotone and oscillating dependence.

In Figure 7 we study the systematic errors at selected particular load steps, again as function of the RVE size $L$. We select pseudo times

$$t_{\text{elast}} := 0.08, \quad t_{\text{trans}} := 0.22, \quad t_{\text{plast}} := 1.0,$$

which correspond to states of the system in the elastic, transitional, and plastic regime. The corresponding values of $F_{11}$ are shown in the first plot of Figures 6.

We note that this is possible, since the fraction of plastically deformed springs, and therefore the partition of the load history into regimes, is almost independent of $L$.

In Figure 7 we plot for $t \in \{t_{\text{elast}}, t_{\text{trans}}, t_{\text{plast}}\}$ and $L \in \{6, 10, 14, 18, 22, 26, 30, 34, 38\}$ the quantity

$$\frac{E_{\text{sys}, 1}(L; t)}{\bar{s}_{L_{\text{max}}, 1}(t)},$$
Figure 6: Numerical estimate of the systematic error; (top image) Fractions of deformed springs $R_1, R_2, R_3$; (below) $|\bar{s}_L(t) - \bar{s}_{42}(t)|$ for first, second and third component, $M = 25$ realizations for each RVE size $L$. 
which is an approximation of the first component of the systematic, relative error. In the figure, as a reference curve, a function $L \mapsto \Theta(L^{-2} \ln L)^2$ (with Landau notation) is plotted. It describes the scaling that has been theoretically predicted for elastic systems (cf. (27)). We see a good agreement up to $L = 26$ in all three regimes. For $L > 26$ our approximation of the systematic error is not sufficiently accurate; in fact, we have $E_{\text{sys, } \alpha}(L_{\text{max}}, t) = 0$ by definition. In the elastic regime, our simulation confirms the theoretical result of Section 6.3.1. However, no theoretical results exist that cover the transitional and plastic regime.

6.3.3 Numerical study of the random error

We study the (squared) random error of the RVE approximation. As shown in (25) it is a term appearing in the upper bound of the RVE error. In order to numerically evaluate this quantity, we consider the biased sample variance: For each one of the $M$ independent samples $\omega_1, \ldots, \omega_M$ we compute the approximate stress vector

$$s_{\omega_i}^L(t) := P_{\omega_i}^{-1}(\sigma_{\omega_i}^L(t)),$$

and for each component $\alpha = 1, 2, 3$ the sample variance

$$s_M^2[s_{L, \alpha}(t)] := \frac{1}{M} \sum_{i=1}^{M} s_{\omega_i}^L(t) - \frac{1}{M} \sum_{j=1}^{M} s_{\omega_j}^L(t)^2.$$

(30)

For the simulations in this section we set $M = 40$ and $L = 30$. The plots in Figure 8 show the three components of $s_M^2[s_L(t)]$ as functions of the horizontal macroscopic strain $F_{11}(t)$. The colored background illustrates the three regimes. Furthermore, we show the fraction of plastically deformed springs with the same orientation to establish a possible relation with the behavior of the error. We observe a quadratic dependence on $F_{11}(t)$ in the elastic and plastic regime, while the behavior is non-monotone in the transitional regime. To make this more quantitative, we also plot the numerical slope of $s_M^2[s_L(t)]$, i.e., the difference quotient

$$\frac{s_M^2[s_L(t_k)] - s_M^2[s_L(t_{k-1})]}{F_{11}(t_k) - F_{11}(t_{k-1})}.$$

(31)

The quadratic dependence on $F_{11}(t)$ in the elastic regime confirms the theoretical estimate (26), while the quadratic behavior in the plastic regime is not covered by the existing theory. Moreover,
Figure 8: Biased sample variance of $s_L(t)$, cf. (30) and its numerical slope, cf. (31), for $L = 30$. (a) Behavior of the sample variance of $s_L$ as a function of $F_{11}(t)$ in all three components; (b) Slope of $s_L$ as a function of $F_{11}(t)$ in all three components.
similarly to the systematic error we observe that the variance has a non-monotone, oscillating dependence on $F_{11}(t)$ in the transitional regime. In particular, when the horizontal springs enter the transitional regime at $t \approx 0.0006$, the sample variance and its slope in the first component drop sharply. On the other hand, the third component is only influenced very mildly by the transitions of horizontal springs: By closely looking at the slope of the third component of the sample variance $t \approx 0.0006$, we observe a small deviation from the quadratic dependence, cf. Figure 4.

Next, we study the scaling of the squared random error on the size $L$ of the RVE. We only consider the first component. In Figure 9 the first component of the relative, biased sample variance

$$s_M^2[s_{L,\alpha}(t)] \quad (32)$$

is plotted as a function of the parameter $L$ for the times $t \in \{t_{\text{elast}}, t_{\text{trans}}, t_{\text{plast}}\}$ defined in (28). Recall that these pseudo times correspond to a state of the system in the elastic, transitional and plastic regime, respectively. We choose the values for $L$ and $M$ as in Figure 6. For a better understanding, the reference function $L \mapsto L^{-2}$, which describes the theoretical scaling of the squared random error in the elastic regime, cf. (26), is shown as well.

Our simulations show that in all regimes the variance decays with a quadratic rate. In the elastic regime, this confirms the theoretical result (26).

6.3.4 Conclusion

We may summarize our numerical study of the RVE error for uniaxial, monotonic loading experiment as follows:

- In all three regimes the systematic and random error decay with a rate that is similar to the one theoretically predicted for linear elasticity.

- The systematic and squared random error for fixed $L$ seen as a function of the pseudo time $t$ (which in the loading experiment is proportional to the loading of the system) are affine and
quadratic, respectively, as long as none of the springs is in the transitional regime, i.e. in the
two intervals approximately given by (23).

• The dependence of the errors on the pseudo time \( t \) is non-monotone and oscillatory if springs
are in the transitional regime. In our simulation this is the case for the two intervals approx-
imately given by (24). In particular, if springs of type \( \alpha \) enter the transitional regime, then
notable changes in the behavior of the corresponding component of the error can be observed,
while the other components of the error are only mildly effected.

These observations resemble the ones of Remark 6.1. We see that in the considered specific case of
a monotonic, uniaxial loading experiment, where the applied load is non-zero only in the direction
of horizontal springs, the cross-coupling between springs of different orientation is very mild. By
symmetry we expect a similar behavior, when the load is exclusively applied in the direction of
the vertical and diagonal springs. The question whether a similar behavior can be observed for more
general loading paths or networks with a more complex geometry will be discussed in future works.

7 Proof of analytical results

7.1 Preliminaries and auxiliary results

Before presenting the proofs we first introduce some additional structures and auxiliary results.

7.1.1 Calculus on \( L^2(\Omega) \) and the space \( L^2_{\text{pot}}(\Omega) \).

Recall the definition of the probability space \((\Omega, \mathcal{F}, P)\) and the discrete dynamical system \(\{\tau_x\}_{x \in \mathbb{Z}^d}\)
from Section 2.2.1. For a measurable function \( \varphi : \Omega \to \mathbb{R}^d \) we define its \textit{stochastic gradient} as

\[
D\varphi(\omega) = (D_1\varphi(\omega), ..., D_d\varphi(\omega)), \quad \text{where } D_i\varphi(\omega) = \varphi(\tau_{e_i}\omega) - \varphi(\omega).
\]

Note that \( D : L^2(\Omega)^d \to L^2(\Omega; \mathbb{R}^{d \times d}) \) is linear and bounded. We introduce the space of potential fields

\[
L^2_{\text{pot}}(\Omega)^d := \overline{\{D\varphi : \varphi \in L^2(\Omega)^d\}}, \tag{33}
\]

where \( \overline{\{\cdot\}} \) denotes the closure in \( L^2(\Omega; \mathbb{R}^{d \times d}) \).

\textbf{Lemma 7.1} (Relation between \( \chi \) and \( \chi_s \)). Assume \((A1)\) and \((S1)-(S4)\).

(i) For \( i = 1, \ldots, k \) there exists a function \( B_i : \mathbb{Z}^d \to \mathbb{Z}^d \) with compact support such that for all \( \varphi \in L^2(\Omega) \) we have

\[
\varphi(\tau_{e_i}\omega) - \varphi(\omega) = \sum_{x \in \mathbb{Z}^d} \chi(\tau_{-x}\omega)B_i(x).
\]

(ii) The map

\[
T : L^2_{\text{pot}}(\Omega)^d \to L^2_s(\Omega), \quad T\chi(\omega) := \sum_{x \in \mathbb{Z}^d} \chi(\tau_{-x}\omega)B_i(x),
\]

is a linear isomorphism.
Proof. (i) Since any \( e_i \in \mathbb{E}_0 \) can be written as a linear combination of \( e_1, \ldots, e_d \), there exists a path \( \ell_0 = 0, \ldots, \ell_m = e_i \) such that \( \ell_j - \ell_{j-1} \in \{\pm e_1, \ldots, \pm e_d\} \). Hence, by the group property of \( x \mapsto \tau_x \), we have \( \varphi(\tau_{e_i} \omega) - \varphi(\tau_0 \omega) = \sum_{j=1}^m \varphi(\tau_{\ell_j} \omega) - \varphi(\tau_{\ell_{j-1}} \omega) \). Since the differences \( \varphi(\tau_{\ell_j} \omega) - \varphi(\tau_{\ell_{j-1}} \omega) \) can be expressed by one of the column vectors of \( D\varphi \), the claim follows.

(ii) In view of (i), and the definition of the spaces \( L^2_{pot}(\Omega)^d \) and \( L^2(\Omega) \), the map \( T \) is linear, bounded and onto. Furthermore the Korn inequality for random field, see [NV18, Lemma 4.17], which follows from the Korn inequality of Assumption (A1), implies that \( \|\varphi\|_{L^2(\Omega; \mathbb{R}^{d \times d})} \leq C\|T\varphi\|_{L^2(\Omega)^k} \) and thus we see that \( T \) is an isomorphism.

\( \square \)

### 7.1.2 The transformation \( T_L \)

In the proofs of Theorems 4.3 and 4.5 we appeal to the transformation \( T_L \) and a variant denoted by \( \hat{T}_L \). They are closely related to the stochastic unfolding operator introduced in [NV18]. We start this section by summarizing some auxiliary results and properties of the transformations \( T_L \) and \( \hat{T}_L \).

We use the following notation: For \( x \in \mathbb{R}^d \) we denote by \( \lfloor x \rfloor \) the integer part of \( x \), i.e.,

\[
\lfloor x \rfloor = z \text{ where } z_i = \max\{m \in \mathbb{Z} : m \leq x\} \text{ for all } i = 1, \ldots, d.
\]

Furthermore, we set \( \Lambda := [0, 1)^d \) and define

\[
H^1_{\text{per}}(\Lambda) := \{ \varphi \in H^1(\Lambda) : \varphi \text{ is periodic, i.e., } \varphi(\cdot + k) = \varphi \text{ for all } k \in \mathbb{Z}^d \},
\]

\[
H^1_{\text{per, av}}(\Lambda) := \{ \varphi \in H^1(\Lambda) : \int_{\Lambda} \varphi = 0 \}.
\]

The first proposition is about properties of the transformation

\[
\hat{T}_L : L^2(\Omega) \otimes L^2(\Lambda_L) \rightarrow L^2(\Omega) \otimes L^2(\Lambda), \quad \hat{T}_L \varphi(\omega, x) := \varphi(\tau_{x-\lfloor Lx \rfloor} \omega, \lfloor Lx \rfloor).
\]

**Lemma 7.2** (Properties and definition of \( \hat{T}_L \)). Assume (A1) and (S1)–(S4).

(i) (Isometry property). For any \( L \in \mathbb{N} \) the map \( \hat{T}_L \) is a linear isometry.

(ii) (Transformation property). Let \( g : \Omega \times \mathbb{R} \rightarrow \mathbb{R} \) be measurable and non-negative. Then

\[
\mathbb{E} \left[ \int_{\Lambda} g(\tau_z \omega, \varphi(\omega, z)) \right] = \mathbb{E} \left[ \int_{\Lambda} g(\omega, \hat{T}_L \varphi(\omega, x)) dx \right],
\]

for all \( \varphi \in L^2(\Omega) \otimes L^2(\Lambda_L) \).

(iii) (Compactness). Consider a sequence \( \varphi_L \), \( \varphi_L \in L^2(\Omega) \otimes L^2(\Lambda_L) \) that is bounded, i.e.,

\[
\limsup_{L \rightarrow \infty} \|\varphi_L\|_{L^2(\Omega) \otimes L^2(\Lambda_L)} < \infty.
\]

Then there exists \( \varphi \in L^2(\Omega) \otimes L^2(\Lambda) \) and a subsequence such that

\[
\hat{T}_L \varphi_L \rightharpoonup \varphi \quad \text{weakly in } L^2.
\]
Lemma 7.3. Let $\phi$ be inherited by $T$. Furthermore, we have the following identities for the norms:

$$L^{-1}||\phi||_{L^2(\Omega) \otimes L^2(\Lambda)} + ||\nabla_s \phi||_{L^2(\Omega) \otimes L^2(\Lambda)} < \infty.$$  

Then there exists $\varphi \in H^1_{\text{per}}(\Lambda)$, $\chi \in L^2(\Omega) \otimes L^2(\Lambda)$ and a subsequence such that

$$(L^{-1}T_L \phi, T_L \nabla_s \phi) \Rightarrow (\varphi, \nabla \varphi + \chi) \quad \text{weakly in } L^2.$$

(iv) (Compactness for gradients). Consider a sequence $(\varphi_L)$, $\varphi_L \in L^2(\Omega) \otimes L^2(\Lambda)$ that is bounded in the sense that

$$\limsup_{L \to \infty} (L^{-1}||\phi||_{L^2(\Omega) \otimes L^2(\Lambda)} + ||\nabla_s \phi||_{L^2(\Omega) \otimes L^2(\Lambda)}) < \infty.$$  

Then there exists $\varphi \in H^1_{\text{per}}(\Lambda)$, $\chi \in L^2(\Omega) \otimes L^2(\Lambda)$ and a subsequence such that

$$(L^{-1}T_L \phi, T_L \nabla_s \phi) \Rightarrow (\varphi, \nabla \varphi + \chi) \quad \text{strongly in } L^2.$$

(v) (Recovery sequence). Let $\varphi \in H^1_{\text{per, av}}(\Lambda)$, $\chi \in L^2(\Omega) \otimes L^2(\Lambda)$. Then there exists a sequence $(\varphi_L)$, $\varphi_L \in L^2(\Omega) \otimes L^2(\Lambda)$ such that

$$(L^{-1}T_L \phi, T_L \nabla_s \phi) \Rightarrow (\varphi, \nabla \varphi + \chi) \quad \text{strongly in } L^2.$$

Proof. The properties (i) and (ii) follow from (S3) as can be seen by a direct computation. Property (iii) follows from (i) and the fact that bounded sets in $L^2(\Omega) \otimes L^2(\Lambda)$ are weakly compact. The remaining properties follow from analogous statements for the stochastic unfolding operator $T_\varepsilon$ introduced in [NV18]. It maps a discrete function $\varphi_\varepsilon : \Omega \times \varepsilon^d \to \mathbb{R}$ to the continuum function $T_\varepsilon \varphi_\varepsilon : \Omega \times \mathbb{R}^d \to \mathbb{R}$ defined by

$$T_\varepsilon \varphi_\varepsilon(\omega, x) := \varphi_\varepsilon(\tau^{-1}_\varepsilon x, \frac{x}{\varepsilon}).$$  

The connection to our setting is as follows: If we consider $\varphi_L \in L^2(\Omega) \otimes L^2(\Lambda)$, and set

$$\varphi_\varepsilon(\omega, z) := \varepsilon \varphi_L(\omega, \frac{z}{\varepsilon}), \quad \varepsilon = L^{-1},$$

then for all $x \in \mathbb{R}^d$ and $P$-a.e. $\omega \in \Omega$ we have

$$\frac{1}{L}T_L \varphi(\omega, x) = T_\varepsilon \varphi(\omega, x)$$

and

$$(T_L \nabla_s \varphi_L)(\omega, x) = (T_\varepsilon \nabla_s \varphi_\varepsilon)(\omega, x). \quad (35)$$

Furthermore, we have the following identities for the norms:

$$\frac{1}{L}||\varphi_L||_{L^2(\Lambda)} = ||\varphi_\varepsilon||_{L^2(\Lambda)}, \quad ||\nabla_s \varphi_L||_{L^2(\varepsilon \varepsilon^d \Lambda)} = ||\nabla_s \varphi_\varepsilon||_{L^2(\varepsilon \varepsilon^d \Lambda)}. \quad (36)$$

Based on these principles and Lemma 7.1, (iv) and (v) can be deduced from [NV18, Proposition 3.5 and Proposition 3.8].}

By extending $T_L$ to the domain $L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)$ with $Q \subset \mathbb{R}^d$ open and bounded, we recover the operator $T_L$ introduced in Section 4.2, and the properties of $T_L$ summarized in Lemma 7.2 are inherited by $T_L$.

Lemma 7.3. Let $T_L$ be defined as in (15).

(i) (Isometry property). For any $L \in \mathbb{N}$ the map $T_L$ is a linear isometry.

(ii) (Compactness). Consider a sequence $(u_L)$, $u_L \in L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)$ that is bounded, i.e.,

$$\limsup_{L \to \infty} ||u_L||_{L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)} < \infty.$$  

Then there exists $\varphi \in L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)$ and a subsequence such that

$$T_L \varphi \Rightarrow \varphi \quad \text{weakly in } L^2.$$
(iii) (Compactness for gradients). Consider a sequence \((\varphi_L), \varphi_L \in L^2(\Omega) \otimes L^2(\Lambda_L)^d \otimes L^2(Q)\) that is bounded in the sense that

\[
\limsup_{L \to \infty} \left( L^{-1} \| \varphi_L \|_{L^2(\Omega) \otimes L^2(\Lambda_L)^d \otimes L^2(Q)} + \| \nabla s \varphi_L \|_{L^2(\Omega) \otimes L^2(\Lambda_L)^d \otimes L^2(Q)} \right) < \infty. \tag{37}
\]

Then there exists \(\varphi \in H^1_{per}(\Lambda) \otimes L^2(Q)^d\), \(\chi_s \in L^2_s(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)\) and a subsequence such that

\[
(L^{-1}T_L \varphi_L, T_L \nabla s \varphi_L) \rightharpoonup (\varphi, P_s \nabla \varphi + \chi_s) \quad \text{weakly in } L^2.
\]

Furthermore, if additionally \(\varphi_L \in L^2(\Omega) \otimes L^2_{av}(\Lambda_L)^d\), then \(\varphi \in L^2(\Omega) \otimes H^1_{per, av}(\Lambda)^d\).

(iv) (Recovery sequence). Let \(\varphi \in H^1_{per, av}(\Lambda) \otimes L^2(Q)^d\), \(\chi_s \in L^2_s(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)\). Then there exists a sequence \((\varphi_L), \varphi_L \in L^2(\Omega) \otimes L^2_{av}(\Lambda_L)^d \otimes L^2(Q)\) such that

\[
(L^{-1}T_L \varphi_L, T_L \nabla s \varphi_L) \rightharpoonup (\varphi, P_s \nabla \varphi + \chi_s) \quad \text{strongly in } L^2.
\]

The proof is obvious and left to the reader.

Lemma 7.4 (Compactness in the \(z\) independent case). Consider a bounded sequence \((u_L) \subset L^2(\Omega) \otimes L^2(Q)\). Then there exists \(u \in L^2(Q)\) such that

\[
\mathbb{E}[u_L] \rightharpoonup u \quad \text{weakly in } L^2(Q), \quad \text{and } T_L u_L \rightharpoonup u \quad \text{weakly in } L^2(\Omega) \times L^2(\Lambda) \otimes L^2(Q).
\]

Proof. We pass to a subsequence such that \(u_L \rightharpoonup \tilde{u}\) and \(T_L u_L \rightharpoonup v\) weakly for some \(\tilde{u} \in L^2(\Omega) \otimes L^2(Q)\) and \(v \in L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)\). Since \(u_L\) is independent of \(z \in \Lambda_L\), we note that for all \(z \in \Lambda\) we have

\[
T_L u_L(\omega, z, x) = u_L(\tau_{-|L_z|} \omega, x).
\]

Hence,

\[
\mathbb{E} \left[ \int_{\Lambda} \int_Q T_L u_L(\omega, z, x) \eta(x) \psi(z) \varphi(\omega) \, dx \, dz \right] = \mathbb{E} \left[ \int_Q u_L(\omega, x) \eta(x) \, dx \int_{\Lambda} \psi(z) \varphi(\tau_{|L_z|} \omega) \right].
\]

By the von-Neumann ergodic theorem, we have \(\int_{\Lambda} \psi(z) \varphi(\tau_{|L_z|} \omega) \, dz \to \mathbb{E}[\varphi] \int_{\Lambda} \psi(z) \, dz\) strongly in \(L^2(\Omega)\), while \(\int_Q u_L \eta \, dx \to \int_Q \tilde{u} \eta \, dx\) weakly in \(L^2(\Omega)\). Hence, the right-hand side converges to \(\mathbb{E} \left[ \int_{\Lambda} \int_Q \mathbb{E}[\tilde{u}] \eta \psi \varphi \, dx \, dz \right]\). On the other hand, we may also pass to the limit on the left-hand side, since \(T_L u_L \rightharpoonup v\). We conclude that \(v = \mathbb{E}[\tilde{u}] =: u\).

\(\square\)

7.2 Proof of Theorem 3.6

By Theorem A.2 the energetic solution \(y_{hom}\) of \((Y_{hom}, E_{hom}, R_{hom})\) satisfies for a.a. \(t \in [0, T]\) the force balance equation

\[
0 \in D_y E_{hom}(t, y_{hom}(t)) + \partial R_{hom}(y_{hom}(t)). \tag{38}
\]

In the following we use the notation \(y_{hom} = (u_{hom}, p_{hom}, \chi_{s, hom}) = (u_{hom}, \tilde{y}_{hom})\) and the factorization

\[
Y_{hom} = H^1_0(Q) \times \tilde{Y}_{hom}, \quad \tilde{Y}_{hom} := L^2(\Omega) \otimes L^2_{hom}(Q)^k \times L^2_s(\Omega) \otimes L^2(Q).
\]
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By definition, $\mathcal{R}_{\text{hom}}(\dot{y}_{\text{hom}})$ only depends on the $\dot{y}_{\text{hom}}$-component, and thus
\[
\partial \mathcal{R}_{\text{hom}}(\dot{y}_{\text{hom}}(t)) = (0, \partial \mathcal{R}_{\text{hom}}(\dot{y}_{\text{hom}}(t)))^\top,
\]
where $\mathcal{R}_{\text{hom}} : \dot{Y}_{\text{hom}} \to [0, \infty]$ can be expressed by integrating the dissipation functional $\mathcal{R}_{\text{hom}}$ introduced in (14):
\[
\mathcal{R}_{\text{hom}}(\dot{y}_{\text{hom}}) := \mathcal{R}_{\text{hom}}(\dot{p}_{\text{hom}}, \dot{\chi}_{s,\text{hom}}) := \int_Q \mathcal{R}_{\text{hom}}(\dot{y}_{\text{hom}}(\cdot, x)) \, dx.
\]
Since the first component of $\partial \mathcal{R}_{\text{hom}}(\dot{y}_{\text{hom}}(t))$ is zero, (38) takes the form
\[
0 = \mathcal{D}_{u} \mathcal{E}_{\text{hom}}(t, y_{\text{hom}}(t)),
\]
(39a)
\[
0 \in \partial \mathcal{R}_{\text{hom}}(\dot{y}_{\text{hom}}(t)) + D_{y} \mathcal{E}_{\text{hom}}(t, y_{\text{hom}}(t)),
\]
(39b)
where $\mathcal{E}_{\text{hom}}$ can be expressed by integrating the energy functional $\mathcal{E}_{\text{hom}}(\cdot; F(\cdot, x))$ of (14) with $F(t, x) = \text{sym} \nabla u_{\text{hom}}(t, x)$:
\[
\mathcal{E}_{\text{hom}}(t, \dot{y}_{\text{hom}}(t)) := \mathcal{E}_{\text{hom}}(t, p_{\text{hom}}(t), \chi_{s,\text{hom}}(t))
\]
\[= \int_Q \mathcal{E}_{\text{hom}}(t, p_{\text{hom}}(t, x), \chi_{s,\text{hom}}(t, x); F(\cdot, x)) \, dx.
\]
Testing (39a) with $\eta \in H^1_0(Q)$, we deduce that
\[
0 = \langle D_{u} \mathcal{E}_{\text{hom}}(t, y_{\text{hom}}(t)), \eta \rangle
\]
\[= \int_Q \mathbb{E}\left[A(\omega) \left( P_s \nabla u_{\text{hom}}(t, x) + \chi_{s,\text{hom}}(t, \omega, x) \right) \cdot \left( P_s \nabla \eta(x) \right) \right] - l(t, x) \cdot \eta(x) \, dx
\]
\[= \int_Q \sigma_{\text{hom}}(t, x) \cdot \nabla \eta \, dx - \int_Q l(t, x) \cdot \eta(x) \, dx,
\]
with
\[
\sigma_{\text{hom}}(t, x) := (P_s^* \circ \pi_k) \left( \mathbb{E}\left[A(\omega) \left( P_s \nabla u_{\text{hom}}(t, x) + \chi_{s,\text{hom}}(t, \omega, x) \right) \right] \right).
\]
Hence, it remains to show that
\[
\sigma_{\text{hom}}(t, x) = \mathcal{W}_{\text{hom}}[\text{sym} \nabla u_{\text{hom}}(\cdot, x)](t).
\]

To that end, for $x \in Q$ let $\hat{y}(\cdot, x)$ denote the energetic solution with $\hat{y}(0, x) = 0$ of the ERIS $(\dot{Y}_{\text{hom}}, \dot{\mathcal{E}}_{\text{hom}}(\cdot; F(\cdot, x)), \mathcal{R}_{\text{hom}})$ of Section 3.4. Then $\hat{y}(\cdot, x)$ satisfies the force balance equation
\[
0 \in \partial \mathcal{R}_{\text{hom}}(\dot{y}(t, x)) + D_{y} \mathcal{E}_{\text{hom}}(\dot{y}(t, x); F(t, x)) \quad \text{for a.a. } t \in [0, T] \text{ and a.e. } x \in Q.
\]
By integration in $x$ we obtain (39b), and we deduce that $\hat{y} = \hat{y}_{\text{hom}}$ by appealing to the uniqueness of energetic solutions. Hence, thanks to the definition of $\mathcal{W}_{\text{hom}}$ and $\sigma_{\text{hom}}$, (40) follows. 

\[\square\]
7.3 Proof of Theorem 4.3

The idea of the argument is to prove in Step 1–Step 4 that \( y_L \) (after a suitable transformation) converges for \( L \to \infty \) to a solution \( w \) of an auxiliary ERIS \( (\tilde{Y}, \tilde{E}, \tilde{R}) \). The state space of the auxiliary ERIS is given by

\[
\tilde{Y} = H^1_0(Q)^d \times (L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q))^k \times (H^1_{\text{per,av}}(\Lambda) \otimes L^2(Q))^d \times (L^2_s(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)),
\]

and we use the notation \( w = (u, p, \varphi, \chi_s) \) for the state variable. The energy functional is given by \( \tilde{E} : [0,T] \times \tilde{Y} \to \mathbb{R} \),

\[
\tilde{E}(t, w) = \mathbb{E} \left[ \int_\Lambda \int_Q A(\omega) \left( P_s(\nabla u + \nabla_x \varphi) + \chi_s \right) \cdot \left( P_s(\nabla u + \nabla_x \varphi) + \chi_s \right) \, dx \, dz \right] - \int_Q l(t) \cdot u \, dx,
\]

and the dissipation functional \( \tilde{R} : \tilde{Y} \to [0, \infty] \) is defined as

\[
\tilde{R}(\tilde{w}) = \left\langle \int_\Lambda \int_Q \rho(\omega, \tilde{p}) \, dx \, dz \right\rangle.
\]

We note that \((\tilde{Y}, \tilde{E}, \tilde{R})\) is a quadratic ERIS in the sense of Definition A.1 as can be easily checked. We shall see that the auxiliary ERIS can be viewed as an extension of the homogenized ERIS \((\tilde{Y}_{\text{hom}}, \tilde{E}_{\text{hom}}, \tilde{R}_{\text{hom}})\). This is made precise in Step 6, where we show that energetic solutions to the homogenized ERIS are also energetic solutions to the auxiliary ERIS. This enables us to express \( w \) (which is the limit of \((y_L)\)) in terms \( y_{\text{hom}} \) and the claim of the theorem follows.

**Step 1 - Compactness.** From (69) we conclude that the energetic solution \( y_L \) satisfies the a priori estimate,

\[
\|y_L(t)\|_{Y_L} \leq C \text{ and } \int_s^t \|y_L(\tau)\|_{Y_L} \, d\tau \leq C \int_s^t |\dot{F}(\tau)| \, d\tau \text{ for all } 0 \leq s \leq t \leq T,
\]

for a constant \( C \) that is independent of \( L \). With help of the map \( T_L \), we transform \( y_L \) to a domain that is independent of \( L \). To that end recall the notation \( y_L = (u_L, p_L, \varphi_L) \) and set

\[
v_L := \left( T_L u_L, T_L (P_s \nabla u_L), T_L p_L, L^{-1} T_L \varphi_L, T_L \nabla_s \varphi_L \right)^\top.
\]

Note that the prefactor \( L^{-1} \) accounts for the fact that \( \|\cdot\|_{L^2_s(\Lambda)} = \frac{1}{L} \cdot \|L^2(\Lambda)\| \). Since \( T_L \) is an isometry, we have \( v_L \in W^{1,1}((0,T); H) \) where \( H := (L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q))^{d+k+k+d+k} \), and (41) turns into

\[
\sup_{t \in [0,T]} \|v_L(t)\|_H \leq C, \quad \|v_L(t) - v_L(s)\|_H \leq C \int_s^t |\dot{F}(\tau)| \, d\tau \text{ for all } 0 \leq s \leq t \leq T.
\]

Since \( F \in W^{1,1}_o \), the sequence \((v_L) \subset C([0,L]; H)\) is bounded and pointwise equicontinuous. Since closed bounded balls in the Hilbert space \( H \) are weakly sequentially compact, we may apply the Arzelá-Ascoli theorem. Thus, arguing as in the proof of [MR15, Theorem 3.5.2] we find a limit \( v \in C([0, L]; H) \cap W^{1,1}((0, L); H) \) and a subsequence (not relabeled) such that for all \( t \in [0, T] \) we have

\[
v_L(t) \to v(t) \quad \text{weakly in } H,
\]
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and  
\[ \| \dot{v}(t) \|_{H} \leq C |\dot{F}(t)| \]  
for a.a. \( t \in [0, T] \).

By applying Lemma 7.4 to \( (\mathcal{T}_L u_L, \mathcal{T}_L (P, \nabla u_L)) \) and Lemma 7.3 to \( (L^{-1} \mathcal{T}_L \varphi_L, \mathcal{T}_L (\nabla s \varphi_L)) \), we see that the components of \( v \) have a specific structure:

\[
v = \left( u, P_s \nabla u, p, \varphi, P_s \nabla \varphi + \chi_s \right)^{\top}
\]
with \( w := (u,p,\varphi,\chi_s) \in W^{1,1}(0,T;\tilde{Y}) \),

\[
\text{(43)}
\]

where \( \tilde{Y} \) denotes the state space of the auxiliary ERIS. Our assumption on the convergence of the initial state \( y_L^0 \) implies that

\[
w(0) = (u^0_{\text{hom}}, p^0_{\text{hom}}, 0, \chi_s^0_{\text{hom}}).
\]

\[
\text{(44)}
\]

**Step 2. Stability.** We claim that the limit \( w \) (see (43)) is stable, in the sense that

\[
w(t) \in \tilde{S}(t) \quad \text{for all } t \in [0, T],
\]

where \( \tilde{S}(t) \) denotes the set of stable states of the auxiliary ERIS. For the argument we fix \( t \in [0, T] \). Let \( \tilde{w} = (\tilde{u}, \tilde{p}, \tilde{\varphi}, \tilde{\chi}_s) \in \tilde{Y} \) be an arbitrary state. We need to show that

\[
\tilde{E}(t, \tilde{w}(t)) \leq \tilde{E}(t, \tilde{w}) + \tilde{R}(\tilde{w} - w(t)).
\]

In order to do so, we use the recovery sequence construction of Lemma 7.3 to find a sequence \( \psi_L \in (L^2(\Omega) \otimes L^2(\Lambda_L) \otimes L^2(Q))^d \) such that

\[
L^{-1} \mathcal{T}_L \psi_L \rightarrow \tilde{\varphi} - \varphi(t), \quad \mathcal{T}_L \nabla_{s,z} \tilde{\psi}_L \rightarrow P_s(\nabla_{z}(\tilde{\varphi} - \varphi(t))) + \tilde{\chi}_s - \chi_s(t) \quad \text{strongly in } L^2.
\]

Also, we set

\[
q_L(\omega, z, x) := L^d \int_{\frac{1}{2}(x+\lambda)} \tilde{p}(\tau_z \omega, \tilde{z}, x) - p(t, \tau_z \omega, \tilde{z}, x) \, d\tilde{z},
\]

and note that this defines a sequence with \( q_L \in (L^2(\Omega) \otimes L^2(\Lambda_L) \otimes L^2(Q))^k \) and

\[
\mathcal{T}_L q_L \rightarrow \tilde{p} - p(t) \quad \text{strongly in } L^2.
\]

We now define \( \tilde{y}_L = (\tilde{u}_L, \tilde{p}_L, \tilde{\varphi}_L) \in Y_L \) componentwise:

\[
\tilde{u}_L = u_L(t) + \tilde{u} - u(t), \quad \tilde{p}_L = p_L(t) + q_L, \quad \tilde{\varphi}_L = \varphi_L(t) + \psi_L,
\]

and consider

\[
\Psi_L^{\pm} := \mathcal{T}_L \left( P_s(\nabla(\tilde{u}_L \pm u_L(t)) + \nabla_{s,z}(\tilde{\varphi}_L \pm \varphi_L(t)) \right).
\]

By construction we have

\[
\Psi_L^{-} \rightarrow \Psi^{-} \text{ strongly in } L^2 \text{ and } \Psi_L^{+} \rightarrow \Psi^{+} \text{ weakly in } L^2,
\]

where

\[
\Psi^{\pm} := \left( P_s(\nabla(\tilde{u} \pm u(t)) + P_s(\nabla_{z}(\tilde{\varphi} \pm \varphi(t)) + \tilde{\chi}_s \pm \chi_s(t)) \right) \pm (\tilde{p} \pm p(t)).
\]

\[
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\]
By expanding the quadratic energy functional $\mathcal{E}_L$ and by appealing to the isometry property of $\mathcal{T}_L$, we deduce that

$$\mathcal{E}_L(t, \tilde{y}_L) - \mathcal{E}_L(t, y_L(t)) = \mathbb{E}\left[\int_\Lambda \int_Q \frac{1}{2} A(\omega) \Psi^* \cdot \Psi^+ dx dz \right] - \mathbb{E}\left[\int_Q l(t) \cdot (u_L - u(t)) \right].$$

In view of (45) we may pass to the limit $L \to \infty$. Using the quadratic expansion of $\tilde{E}$ we obtain

$$\lim_{L \to \infty} \left( \mathcal{E}_L(t, \tilde{y}_L) - \mathcal{E}_L(t, y_L(t)) \right) = \mathbb{E}\left[\int_\Lambda \int_Q \frac{1}{2} A(\omega) \Psi^* \cdot \Psi^+ dx \right] = \tilde{\mathcal{E}}(t, \tilde{w}) - \tilde{\mathcal{E}}(t, w(t)). \quad (46)$$

Next, we consider the dissipation functional. By definition of $R_L$, $\tilde{y}_L$, and $q_L$ we have

$$R_L(\tilde{y}_L - y_L(t)) = \mathbb{E}\left[L^{-d} \sum_{z \in \Lambda_L} \int_Q \rho(\omega, \int_{z+\Lambda} \delta p(\omega, \tilde{z}, x)) d\tilde{z} dx \right],$$

where $\delta p(\omega, \tilde{z}, x) := \tilde{p}(\omega, \tilde{z}, x) - p(t, \tilde{z}, x)$. Since $\rho(\omega, \cdot)$ is convex, Jensen’s inequality yields

$$R_L(\tilde{y}_L - y_L(t)) \leq \mathbb{E}\left[L^{-d} \sum_{z \in \Lambda_L} \int_Q \rho(\omega, \int_{z+\Lambda} \delta p(\omega, \tilde{z}, x)) d\tilde{z} dx \right] \leq \tilde{R}(\tilde{w} - w(t)).$$

(47)

Since $y_L$ is a energetic solution, we have $R_L(\tilde{y}_L - y_L(t)) \geq \mathcal{E}_L(t, y_L(t)) - \mathcal{E}_L(t, \tilde{y}_L)$. Combined with (47) and (46) we obtain

$$\tilde{R}(\tilde{w} - w(t)) \geq \tilde{\mathcal{E}}(t, \tilde{w}) - \tilde{\mathcal{E}}(t, w(t)),$$

and thus $w(t) \in \tilde{S}(t)$.

**Step 3. Energy balance.** We claim that the limit $w$ of Step 1 satisfies the global energy balance inequality

$$\tilde{\mathcal{E}}(t, w(t)) + \int_0^t \tilde{R}(\tilde{w}(s)) ds \leq \tilde{\mathcal{E}}(0, w(0)) - \int_0^t \int_Q \dot{i}(s) \cdot u(s) ds. \quad (48)$$

Since $y_L$ is an energetic solution, it satisfies the energy balance inequality

$$\mathcal{E}_L(t, y_L(t)) + \int_0^t R_L(\tilde{y}_L(s)) ds \leq \mathcal{E}_L(0, y_L(0)) - \int_0^t \mathbb{E}\left[\int_Q \dot{i}(s) \cdot u_L(s) \right] ds.$$

Hence, to conclude (48) it suffices to prove

$$\lim_{L \to \infty} \inf \mathcal{E}_L(t, y_L(t)) \geq \tilde{\mathcal{E}}(t, w(t)), \quad (49)$$

$$\lim_{L \to \infty} \int_0^t R_L(\tilde{y}_L(s)) ds \geq \int_0^t \tilde{R}(\tilde{w}(s)) ds, \quad (50)$$

$$\lim_{L \to \infty} \left( \mathcal{E}_L(0, y_L(0)) - \int_0^t \mathbb{E}\left[\int_Q \dot{i}(s) \cdot u_L(s) \right] ds \right) = \tilde{\mathcal{E}}(0, w(0)) - \int_0^t \left[\int_Q \dot{i}(s) \cdot u(s) \right] ds. \quad (51)$$

We start with (49). With help of the operator $\mathcal{T}_L$ and with the shorthand notation

$$\Phi_L(t) := \mathcal{T}_L \left( P_s(\nabla u_L(t)) + \nabla z \otimes \varphi_L(t) \right),$$
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we have
\[ \mathcal{E}_L(t, y_L(t)) = \mathbb{E} \left[ \int_{\Lambda} \int_{Q} \frac{1}{2} A(\omega) \Phi_L(t) \cdot \Phi_L(t) \, dx \, dz \right] - \mathbb{E} \left[ \int_{\Lambda} \int_{Q} l(t) \cdot \mathcal{T}_L u_L(t) \right]. \] (52)

By Step 1 we have
\[ \mathcal{T}_L u_L(t) \rightharpoonup u(t), \quad \Phi_L(t) \rightharpoonup \Phi(t) := \left( P_s(\nabla u(t) + \nabla z \varphi(t)) + \chi_s(t) \right) \quad \text{weakly in } L^2, \] (53)
where \( u(t) \) is independent of \( \omega \) and \( z \). Hence, by weak lower-semicontinuity of convex integral functionals we obtain
\[ \liminf_{L \to \infty} \mathcal{E}_L(t, y_L(t)) \geq \mathbb{E} \left[ \int_{\Lambda} \int_{Q} \frac{1}{2} A(\omega) \Phi(t) \cdot \Phi(t) \, dx \, dz \right] - \int_{Q} l(t) \cdot u(t) = \bar{\mathcal{E}}(t, w(t)). \]

The argument for (51) is similar: By assumption on the initial data, we have \( \Phi_L(0) \to \Phi(0) \) strongly \( L^2 \), which upgrades (53). As a consequence we may pass in (52) to the limit (and not only the limit inferior) and thus conclude (51).

We finally discuss (50). To that end we consider a (finite) partition \( \{ t_i \}_{i \in I} \) of \([0, t] \) and claim that
\[ \sum_{i \in I} \mathcal{R}(w(t_i) - w(t_{i-1})) \leq \liminf_{L \to \infty} \sum_{i \in I} \mathcal{R}_L(y_L(t_i) - y_L(t_{i-1})). \] (54)
To see this, we first note that thanks to the definition of \( \mathcal{T}_L \) we have
\[ \mathcal{R}_L(y_L(t_i) - y_L(t_{i-1})) = \mathbb{E} \left[ \int_{\Lambda} \int_{Q} \rho(\omega, \mathcal{T}_L p_L(t_i) - p_L(t_{i-1})) \right]. \]
Furthermore, from Step 1 we deduce that \( \mathcal{T}_L(p_L(t_i) - p_L(t_{i-1})) \rightharpoonup p(t_i) - p(t_{i-1}) \) weakly \( L^2 \). Hence, (54) follows from the weak lower semicontinuity of the convex integral functional \( \mathbb{E} \left[ \int_{\Lambda} \int_{Q} \rho(\omega, \cdot) \right] \).

Taking the supremum over all partitions \( \{ t_i \}_{i \in I} \) of \([0, t] \) in (54), and by exploiting the 1-homogeneity of \( \mathcal{R} \) and the growth condition from (A3), we obtain (50).

**Step 4. Energetic solution and uniqueness.** We may combine the energy balance inequality (48) with the stability of \( w \) obtained in Step 2. By appealing to the general argument of [MM05, Theorem 4.4] we conclude that (48) also holds with \( \leq \) replaced by \( \geq \). Hence, \( w \) satisfies the global energy balance equality \( \mathbb{E} \) and we conclude that \( w \) is an energetic solution of the ERIS \( (\tilde{Y}, \tilde{E}, \tilde{R}) \) with \( w(0) = (u^0, p^0, 0, \chi^0) \). Since solutions to the ERIS are unique, we conclude that convergences of Step 1 hold for the entire sequence. Furthermore, we conclude convergence of the energy
\[ \mathcal{E}_L(t, y_L(t)) \to \tilde{\mathcal{E}}(t, w(t)). \] (55)
by an argument similar to [NV18, Proof of Theorem 4.10].

**Step 5. Strong convergence.** From Step 1 recall the definition of \( v_L \) (see (42)) and the identities
\[ v = (u, P_s \nabla u, p, \varphi, P_s \nabla z \varphi + \chi_s) \] and \( w = (u, p, \varphi, \chi_s) \).
We claim that for all \( t \in [0, T] \) we have
\[ \lim_{L \to \infty} \|v_L(t) - v(t)\|_H = 0. \] (56)
Here comes the argument: Proceeding as in Step 3, we find for \( w(t) \) a strong recovery sequence 
\[
\hat{y}_L = (\hat{u}_L, \hat{p}_L, \hat{\varphi}_L) \in Y_L
\]
satisfies
\[
\tilde{v}_L = (T_L \hat{u}_L, T_L (P_s \nabla \hat{u}_L), T_L \hat{p}_L, L^{-1} T_L \hat{\varphi}_L, T_L (\nabla s, z \hat{\varphi}_L))^\top
\]
satisfies
\[
\tilde{v}_L \to v(t) \quad \text{strongly in } H.
\]
By the triangle inequality, we have
\[
\|v_L(t) - v(t)\|_H \leq \|v_L(t) - \tilde{v}_L\|_H + \|\tilde{v}_L - v(t)\|_H. \tag{57}
\]
The second term on the right-hand side vanishes in the limit \( L \to \infty \). Also, since the energy is coercive, we obtain, using the isometry property of \( T_L \) and a discrete Poincaré–Korn inequality,
\[
\frac{1}{c} \|v_L(t) - \tilde{v}_L\|^2_H \leq \mathcal{E}_L(t, y_L(t) - \tilde{y}_L) + \mathbb{E} \left[ \int_{\mathcal{Q}} l(t) \cdot (u_L(t) - \bar{u}_L) \, dx \right] \tag{58}
\]
with a constant \( c \) that is independent of \( L \). By expanding the quadratic term in the energy functional in the sense of the binomial identity “\((a - b)^2 = a^2 - b^2 - 2b(a - b)\)”, we deduce that
\[
\mathcal{E}_L(t, y_L(t) - \tilde{y}_L) = \mathcal{E}_L(t, y_L(t)) - \mathcal{E}_L(t, \tilde{y}_L) - \mathbb{E} \left[ \int_{\mathcal{Q}} A(\omega) \tilde{\Psi}_L \cdot (\tilde{\Psi}_L - \Psi_L) \, dx \, dz \right] \tag{59}
\]
where
\[
\tilde{\Psi}_L := T_L \left( P_s \nabla \tilde{u}_L + \nabla s, z \tilde{\varphi}_L \right), \quad \Psi_L := T_L \left( P_s \nabla u_L(t) + \nabla s, z \varphi_L(t) \right)
\]
We claim that for \( L \to \infty \) the right-hand side of (59) converges to 0. By construction, as \( L \to \infty \), the sequence \( A(\omega) \tilde{\Psi}_L \) strongly converges in \( L^2 \), while \( \Psi_L - \tilde{\Psi}_L \to 0 \) weakly in \( L^2 \). Hence, the last term on the right-hand side of (59) converges to 0. Similarly, the second term on the right-hand of (59) can be expressed as
\[
\mathcal{E}_L(t, \tilde{y}_L) = \mathbb{E} \left[ \int_{\mathcal{A}} \int_{\mathcal{Q}} \frac{1}{2} A(\omega) \tilde{\Psi}_L \cdot \tilde{\Psi}_L \, dx \, dz \right] - \mathbb{E} \left[ \int_{\mathcal{Q}} l(t) \cdot \tilde{u}_L \right],
\]
and thus converges to \( \tilde{\mathcal{E}}(t, w(t)) \). Since the latter is also the limit of the first term on the right-hand side of (59), see (55), we conclude that (59) indeed vanishes for \( L \to \infty \). Hence, (59) and the convergence \( u_L(t) - \hat{u}_L \to 0 \) implies that \( \|v_L(t) - v(t)\|_H \to 0 \).

**Step 6. Conclusion.** To conclude the proof we need to exploit the relation between the auxiliary and the homogenized ERIS. To that end we consider the map
\[
\iota : Y_{\text{hom}} \to \tilde{Y}, \quad \iota(\bar{u}, \bar{p}, \bar{\chi}_s) := (\bar{u}, \bar{p}, 0, \bar{\chi}_s),
\]
and note that this defines a linear (nonsurjective) isometry. From the definition of \( \tilde{\mathcal{E}} \) it directly follows that
\[
\mathcal{E}_{\text{hom}}(t, \tilde{y}) = \tilde{\mathcal{E}}(t, \iota(\tilde{y})) \quad \text{and} \quad \mathcal{R}_{\text{hom}}(\tilde{y}) = \tilde{\mathcal{R}}(\iota(\tilde{y})) \quad \text{for all } \tilde{y} \in Y_{\text{hom}} \quad \text{and all } t \in [0, T]. \tag{60}
\]
Next, we claim that \( y^0_{\text{hom}} = (u^0_{\text{hom}}, p^0_{\text{hom}}, \chi^0_{s, \text{hom}}) \) is a stable state for the homogenized ERIS. Indeed, by (44) and Step 2 we have \( \iota(y^0_{\text{hom}}) = w(0) \in \tilde{S}(0) \) (where the latter denotes the set of stable
states of the auxiliary ERIS). In view of (60) this implies that \( y_{\text{hom}}^0 \in S_{\text{hom}}(0) \). Since \( y_{\text{hom}}^0 \) is a stable initial state, the homogenized ERIS \( (Y_{\text{hom}}, \mathcal{E}_{\text{hom}}, \mathcal{R}_{\text{hom}}) \) admits an energetic solution \( y_{\text{hom}} = (u_{\text{hom}}, p_{\text{hom}}, \chi_{s, \text{hom}}) \) with \( y_{\text{hom}}(0) = y_{\text{hom}}^0 \). We claim that \( w_{\text{hom}} := \iota(y_{\text{hom}}) \) is an energetic solution to the auxiliary ERIS \( (\tilde{Y}, \tilde{E}, \tilde{R}) \) with \( w_{\text{hom}}(0) = \iota(y_{\text{hom}}(0)) \).

We first note that the global energy balance equality for \( y_{\text{hom}} \) combined with (60) implies that \( w_{\text{hom}} \) satisfies the global energy balance equality as well, i.e.,

\[
\tilde{E}(t, w_{\text{hom}}(t)) + \int_0^t \tilde{R}(w_{\text{hom}}(s)) \, ds = \tilde{E}(0, w_{\text{hom}}(0)) - \int_0^t \int_Q l(s) \cdot u_{\text{hom}}(s) \, dx \, ds.
\]

Hence, it remains to check stability, i.e., \( w_{\text{hom}}(t) \in \tilde{S}(t) \) for all \( t \in [0, T] \). To that end let \( \tilde{w} = (\tilde{u}, \tilde{p}, \tilde{\varphi}, \tilde{\chi}_s) \in \tilde{Y} \) be an arbitrary state. Then \( \tilde{y} := (\tilde{u}, \int_\Lambda \tilde{p} \, dz, \int_\Lambda \tilde{\chi}_s \, dz) \in Y_{\text{hom}} \) and since \( y_{\text{hom}}(t) \in S_{\text{hom}}(t) \) we have

\[
\mathcal{E}_{\text{hom}}(t, y_{\text{hom}}(t)) \leq \mathcal{E}_{\text{hom}}(t, \tilde{y}) + \mathcal{R}_{\text{hom}}(\tilde{y} - y_{\text{hom}}(t)).
\]

Note that by periodicity of \( \tilde{\varphi} \) in \( z \) we have

\[
\int_\Lambda \tilde{\chi}_s \, dz = \int_\Lambda P_s \nabla_z \tilde{\varphi} + \tilde{\chi}_s \, dz,
\]

and thus

\[
\mathcal{E}_{\text{hom}}(t, \tilde{y}) = \mathbb{E} \left[ \int_Q \frac{1}{2} A(\omega) \left( P_s \nabla \tilde{u} + \int_\Lambda P_s \nabla \tilde{\varphi} + \tilde{\chi}_s \, dz \right) \cdot \left( P_s \nabla \tilde{u} + \int_\Lambda P_s \nabla \tilde{\varphi} + \tilde{\chi}_s \, dz \right) \right] - \int_Q l(t) \cdot \tilde{u} \, dx \leq \tilde{E}(t, \tilde{w}(t)),
\]

where the last bound holds by Jensen’s inequality. Likewise, by Jensen’s inequality we have

\[
\mathcal{R}_{\text{hom}}(\tilde{y} - y_{\text{hom}}(t)) = \mathbb{E} \left[ \int_Q \rho(\omega, \int_\Lambda \tilde{p} - p_{\text{hom}}(t) \, dz) \, dx \right] \leq \tilde{R}(\tilde{w} - w_{\text{hom}}(t)).
\]

By combining the previous two bounds with (61) and the identity \( \tilde{E}(t, w_{\text{hom}}(t)) = \tilde{E}(t, \iota(y_{\text{hom}}(t)) = \mathcal{E}_{\text{hom}}(t, y_{\text{hom}}(t)) \) (cf. (60)), we conclude \( w_{\text{hom}}(t) \in \tilde{S}(t) \).

Finally, since solutions to the auxiliary ERIS are unique and since \( w_{\text{hom}}(0) = w(0) \), we conclude that \( w = w_{\text{hom}} = \iota(y_{\text{hom}}) \). Combined with the strong convergence (56) we get

\[
\| T_L (u_L(t) - u_{\text{hom}}(t)) \| + \| T_L (P_s \nabla u_L(t)) - P_s \nabla u_{\text{hom}}(t) \|
\]

\[
+ \| T_L p_L(t) - p_{\text{hom}}(t) \| + \| T_L \varphi_L(t) \| + \| T_L \nabla_s \varphi_L(t) - \chi_{s, \text{hom}}(t) \| \to 0,
\]

where \( \| \cdot \| := \| \cdot \|_{L^2(\Omega) \otimes L^2(\Lambda) \otimes L^2(Q)} \). Since \( u_{\text{hom}}(t) \) only depends on \( x \in Q \) and \( u_L(t) \) only on \((\omega, x) \in \Omega \times Q \), we conclude that \( \| T_L (u_L(t) - u_{\text{hom}}(t)) \| + \| T_L (P_s \nabla u_L(t)) - P_s \nabla u_{\text{hom}}(t) \| = \| u(t) - u_{\text{hom}}(t) \|_{L^2(\Omega) \otimes H^1(Q)} \), and thus the the claimed convergences follow.

\[\square\]

7.4 Proof of Theorem 4.5

We first introduce an ERIS \( (\tilde{Y}_L, \tilde{E}_L(; F), \tilde{R}_L) \) which is the mean version of the quenched ERIS \( (\hat{Y}_L, \hat{E}_L(; F), \hat{R}_L) \). The latter is used to define \( W_L^\omega \). The mean ERIS is obtained from the quenched
one by extending the state space of the quenched ERIS to $L^2(\Omega) \otimes \hat{Y}_L^\omega$, and by taking the expectation of the energy and dissipation functional. More precisely, we define

$$
\hat{Y}_L := (L^2(\Omega) \otimes L^2(\Lambda_L))^k \times (L^2(\Omega) \otimes L^2(\Lambda_L))^d,
$$

$$
\hat{E}_L(t, \hat{y}_L; F) := \mathbb{E}\left[\hat{E}^\omega_L(t, \hat{y}_L(\omega, \cdot; F))\right],
$$

$$
\hat{R}_L(\hat{y}_L) := \mathbb{E}\left[\hat{R}^\omega_L(\hat{y}_L(\omega, \cdot))\right],
$$

where we use the notation $\hat{y}_L = (\hat{p}_L, \hat{\varphi}_L)$ for state variables in $\hat{Y}_L$. One can easily check that $(\hat{Y}_L, \hat{E}_L(\cdot; F), \hat{R}_L)$ is indeed a quadratic ERIS in the sense of Definition A.1. In the following we denote by

$$
\hat{y}_L^\omega = (\hat{p}_L^\omega, \hat{\varphi}_L^\omega) \text{ the energetic solution with } \hat{y}_L^\omega(0) = 0 \text{ to } (\hat{Y}_L^\omega, \hat{E}_L^\omega(\cdot; F), \hat{R}_L^\omega),
$$

$$
\hat{y}_L = (\hat{p}_L, \hat{\varphi}_L) \text{ the energetic solution with } \hat{y}_L(0) = 0 \text{ to } (\hat{Y}_L, \hat{E}_L(\cdot; F), \hat{R}_L),
$$

$$
\hat{y}_{\text{hom}} = (\hat{p}_{\text{hom}}, \hat{\chi}_{s, \text{hom}}) \text{ the energetic solution with } \hat{y}_{\text{hom}}(0) = 0 \text{ to } (\hat{Y}_{\text{hom}}, \hat{E}_{\text{hom}}(\cdot; F), \hat{R}_{\text{hom}}) \text{ see Definition 3.7.}
$$

Note that by construction and the uniqueness of energetic solutions we have $\hat{y}_L(t, \omega) = \hat{y}_L^\omega(t)$ for $P$-a.e. $\omega \in \Omega$ and all $t$. Hence, by the definitions of $W^f[F]$ and $W_{\text{hom}}[F]$, and since $P_s^* \circ \pi_k : \mathbb{R}^{2k} \to \mathbb{R}^{d \times d}$ is linear and bounded, the claim of the theorem can be reformulated as

$$
\lim_{L \to \infty} \mathbb{E}\left[\left| L^{-d} \sum_{z \in \Lambda_L} \Xi_L(z) - \mathbb{E}\left[\Xi_{\text{hom}}(\omega)\right]\right|^2\right] = 0,
$$

where

$$
\Xi_L(\omega, z) := A(\tau_z \omega) \left( P_s(F(t)) + \nabla_s \hat{\varphi}_L(t) \right),
$$

and

$$
\Xi_{\text{hom}}(\omega) := A(\omega) \left( P_s(F(t)) + \hat{\chi}_{s, \text{hom}}(t, \omega) \right).
$$

To prove (64) we first show in Step 1 (closely following the proof of Theorem 4.3) that $\hat{y}_L$ converges (after some transformation) to the energetic solution $\hat{y}_{\text{hom}}$ of $(\hat{Y}_{\text{hom}}, \hat{E}_{\text{hom}}(\cdot; F), \hat{R}_{\text{hom}})$. From that we deduce in Step 2 that $L^{-d} \sum_{z \in \Lambda_L} \Xi_L \to \mathbb{E}\left[\Xi_{\text{hom}}\right]$ weakly in $L^2(\Omega)$. We then exploit the ergodic theorem to upgrade the convergence to strong convergence in $L^2(\Omega)$, which completes the proof.

**Step 1. Convergence of $\hat{y}_L$ to $\hat{y}_{\text{hom}}$.** Consider

$$
v_L := (\hat{v}_L, L^{-1} \hat{v}_L, \nabla \hat{v}_L)^	op,
$$

which is a function in $W^{1,1}((0, T); H)$ with $H = L^2(\Omega) \otimes L^2(\Lambda)^{k+d+k}$. We claim that

$$
v_L(t) \to (\hat{p}_{\text{hom}}(t), 0, \hat{\chi}_{s, \text{hom}}(t)) \quad \text{strongly in } H \text{ for all } t \in [0, T],
$$

where $\hat{p}_{\text{hom}}$ and $\hat{\chi}_{s, \text{hom}}$ are the components of the energetic solution $\hat{y}_{\text{hom}}$, see (63c). This can been seen by following step by step the proof of Theorem 4.3, where as auxiliary ERIS $(\bar{Y}, \bar{E}, \bar{R})$ we
Step 2. Convergence of $\Xi$ to avoid repetition.

Then (65) implies that
$$
\frac{1}{L^2} \sum_{z \in \Lambda_L} \Xi(\omega, z) = \frac{1}{L^d} \sum_{z \in \mathbb{Z}^d} A(\tau_z \omega) \Psi_L(\omega, z)
$$
$$
= \frac{1}{L^d} \sum_{z \in \mathbb{Z}^d} A(\tau_z \omega) \Psi_{\text{hom}}(\omega, z) + \frac{1}{L^d} \sum_{z \in \mathbb{Z}^d} A(\tau_z \omega) (\Psi_L(\omega, z) - \Psi_{\text{hom}}(\omega, z)).
$$

Since $(\omega, z) \mapsto A(\tau_z \omega) \Psi_{\text{hom}}(\omega, z)$ is stationary, the ergodic Theorem 2.4 implies
$$
\frac{1}{L^2} \sum_{z \in \mathbb{Z}^d} A(\tau_z \omega) \Psi_{\text{hom}}(\omega, z) \rightarrow \mathbb{E} \left[ A(\tau_z \omega) \Psi_{\text{hom}}(\omega, z) \right] = \mathbb{E} \left[ \Xi_{\text{hom}} \right],
$$
strongly in $L^2(\Omega)$. Thus, it remains to show that the second term on the right-hand side of (67) converges to 0 in $L^2(\Omega)$. But this directly follows from (66), since
$$
\mathbb{E} \left[ \left( \frac{1}{L^d} \sum_{z \in \mathbb{Z}^d} A(\tau_z \omega) (\Psi_L(\omega, z) - \Psi_{\text{hom}}(\omega, z)) \right)^2 \right] \leq C \frac{1}{L^d} \sum_{z \in \mathbb{Z}^d} \mathbb{E} \left[ |\Psi_L(\omega, z) - \Psi_{\text{hom}}(\omega, z)|^2 \right],
$$
where $C > 0$ is a constant only depending on $A$, and since the term on the right-hand is $C \|\Psi_L - \Psi_{\text{hom}}\|_{L^2(\Omega) \otimes L^2(\Lambda_L)}$.
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A Quadratic evolutionary rate-independent systems

We recall the basic definition and existence result of solutions for evolutionary rate-independent systems with quadratic energy. For a detailed review of the theory of ERIS we refer to [MR15]. In the paper we consider various quadratic ERIS, see Table A.

Definition A.1 (quadratic ERIS, cf. [MR15, Section 3.5]). We call \((Y, \mathcal{E}, \mathcal{R})\) a quadratic evolutionary rate-independent system, if

(a) the state space \(Y\) is a separable Hilbert space with dual space \(Y^*\) and dual pairing \(\langle \cdot, \cdot \rangle\),

(b) the dissipation functional \(\mathcal{R} : Y \to [0, \infty)\) is convex, lower semicontinuous and positively homogeneous of degree 1, i.e., \(\mathcal{R}(\alpha y) = \alpha \mathcal{R}(y)\) for all \(\alpha \geq 0\) and \(y \in Y\), and \(\mathcal{R}(0) = 0\),

(c) the energy functional \(\mathcal{E} : [0, T] \times Y \to \mathbb{R}\) is of the form

\[
\mathcal{E}(t, y) := \frac{1}{2} \langle A y, y \rangle - \langle \ell(t), y \rangle,
\]

where \(A : Y \to Y^*\) is a symmetric, positive definite, bounded linear operator, and \(\ell \in W^{1,1}((0, T); Y^*)\).
The set 
\[ S(t) := \left\{ y \in Y : \mathcal{E}(t, y) \leq \mathcal{E}(t, \bar{y}) + \mathcal{R}(\bar{y} - y) \quad \text{for all} \quad \bar{y} \in Y \right\} \]
defined for \( t \in [0, T] \) is called the set of stable states.

**Theorem A.2 (Energetic solution; see [MR15, Theorem 3.5.2]).** Let \((Y, \mathcal{E}, \mathcal{R})\) be a quadratic ERIS in the sense of Definition A.1. Then for any initial condition \( y^0 \in S(0) \) there exists a unique \( y \in W^{1,1}((0, T); Y) \) with \( y(0) = y^0 \) such that for all \( t \in [0, T] \) the global energy balance equality,

\[ \mathcal{E}(t, y(t)) + \int_0^t \mathcal{R}(\dot{y}(s)) ds = \mathcal{E}(0, y(0)) - \int_0^t \langle \dot{y}(s), y(s) \rangle ds, \tag{E} \]

and the global stability condition

\[ y(t) \in S(t) \tag{S} \]

holds. Moreover, we have the estimate

\[ \|\dot{y}(t)\|_Y \leq \frac{1}{c} \|\dot{y}(t)\|_{Y^*} \quad \text{for a.a.} \quad t \in [0, T], \tag{69} \]

where \( c := \inf \left\{ \langle Ay, y \rangle : y \in Y, \|y\|_Y = 1 \right\} \) denotes the coercivity constant of \( A \).

**Lemma A.3 (Equivalence to force balance equation; see [MR15]).** Let \((Y, \mathcal{E}, \mathcal{R})\) be a quadratic ERIS in the sense of Definition A.1, \( y^0 \in S(0) \), and let \( y \in W^{1,1}((0, T); Y) \) satisfy \( y(0) = y^0 \). Then \( y \) is an energetic solution, if and only if for a.a. \( t \in [0, T] \) the force balance equation

\[ 0 \in \partial\mathcal{R}(\dot{y}(t)) + D_y \mathcal{E}(t, y(t)), \]

holds, where \( D_y \mathcal{E}(t, \cdot) \) denotes the Gateaux derivative of \( \mathcal{E}(t, \cdot) \) and \( \partial\mathcal{R} \) the subdifferential.

## B Tensor product spaces notation

For Hilbert spaces \( H_1, \ldots, H_n \) we denote by \( H_1 \otimes \cdots \otimes H_n \) the associated tensor product Hilbert space and by \( \| \cdot \|_{H_1 \otimes \cdots \otimes H_n} \) the associated norm. In the paper we use this notation mainly in situations where the Hilbert spaces are (closed subspaces of) \( L^2 \)-spaces. In that case one can identify the tensor product Hilbert space with a (closed subspace) of the \( L^2 \)-space associated with the product of the measure spaces. For instance, \( L^2(\Omega) \otimes L^2(Q) \) (where \( (\Omega, \mathcal{F}, \mathbb{P}) \) is a separable probability space and \( Q \subset \mathbb{R}^d \) is considered with the Lebesgue \( \sigma \)-algebra) is isometric isomoph to \( L^2(\Omega \times Q) \), as well as to the Bochner spaces \( L^2(\Omega; L^2(Q)) \) and \( L^2(Q; L^2(\Omega)) \). We therefore identify these spaces. We also remark that the norm of \( \varphi \in L^2(\Omega) \otimes L^2(Q) \) takes the form

\[ \|\varphi\|_{L^2(\Omega) \otimes L^2(Q)} = \mathbb{E} \left[ \int_Q |\varphi|^2 \, dx \right]^{\frac{1}{2}}. \]

The above convention comes in hand when speaking about spaces of the form \( L^2(\Omega) \otimes L^2(Q) \), since it would be cumbersome to define that space as a subspace of \( L^2(\Omega \times Q)^k \).
| Symbols                      | State variables | Description                                                                 |
|------------------------------|-----------------|-----------------------------------------------------------------------------|
| \((Y_\varepsilon, \varepsilon, R_\varepsilon)\) | \(y_\varepsilon = (u_\varepsilon, p_\varepsilon)\) | mean model for random heterogeneous network on scale \(\varepsilon\) |
| \((Y_\varepsilon^\omega, \varepsilon^\omega, R_\varepsilon^\omega)\) | | quenched model for random heterogeneous network |
| \((Y_{\text{hom}}, \varepsilon_{\text{hom}}, R_{\text{hom}})\) | \(y_{\text{hom}} = (u_{\text{hom}}, p_{\text{hom}}, \chi_{\text{hom}})\) | homogenized continuum model |
| \((Y_L, \varepsilon_L, R_L)\) | \(y_L = (u_L, p_L, \varphi_L)\) | periodic RVE approximation in the mean on scale \(L\) stands for the size of the RVE |
| \((Y_L^\omega, \varepsilon_L^\omega, R_L^\omega)\) | | quenched, periodic RVE approximation on scale \(L\) |
| \((\hat{Y}_{\text{hom}}, \hat{\varepsilon}_{\text{hom}}, \hat{R}_{\text{hom}})\) | \(\hat{y}_{\text{hom}} = (\hat{p}_{\text{hom}}, \hat{\chi}_{\text{hom}})\) | rate-independent system describing the evolution of the internal variables of the homogenized, continuum model |
| \((\hat{Y}_L, \hat{\varepsilon}_L, \hat{R}_L)\) | \(\hat{y}_L = (\hat{p}_L, \hat{\varphi}_L)\) | rate-independent system describing the evolution of the internal variables of the RVE approximation in the mean |
| \((\hat{Y}_L^\omega, \hat{\varepsilon}_L^\omega, \hat{R}_L^\omega)\) | | rate-independent system describing the evolution of the internal variables of the quenched, RVE approximation |

Table 1: The different evolutionary rate-independent systems (ERIS) considered in the paper