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Abstract
Aim Because the field of information systems (IS) research is vast and diverse, structuring it is a necessary precondition for any further analysis of artefacts. To structure research fields, taxonomies are a useful tool. Approaches aiming to develop sound taxonomies exist, but they do not focus on empirical development. We aimed to close this gap by providing the CAFE methodology, which is based on quantitative content analysis.

Subject and methods Existing taxonomies are used to build a coding scheme, which is then validated on an IS project database. After describing the methodology, it is applied to develop a telemedicine taxonomy.

Results The CAFE methodology consists of four steps, including applicable methods. It helps in producing quantitative data for statistical analysis to empirically ground any newly developed taxonomy. By applying the methodology, a taxonomy for telemedicine is presented, including, e.g. application types, settings or the technology involved in telemedicine initiatives.

Conclusion Taxonomies can serve in identifying both components and outcomes to analyse. As such, our empirically sound methodology for deriving those is a contribution not only to evaluation research but also to the development of future successful telemedicine or other digital applications.

Keywords Taxonomy · Systematisation · Quantitative content analysis · Telemedicine · Empirical research · Method

Introduction
As the process of digitisation increasingly affects the health care sector, innovative care concepts, often subsumed under the term ‘digital health’ (Otto et al. 2020), emerge. One major branch of these solutions – telemedicine, defined as the delivery of health care or health education over a geographical distance using information and communication technologies
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Several taxonomies for digital health and related concepts exist. However, there is currently no taxonomy available that offers insights into all the key aspects of especially telemedicine applications holistically or provides guidance during their development. Furthermore, current research on the development of taxonomies shows that, although a taxonomy development method by Nickerson et al. (2013) exists, most taxonomies are developed ad hoc, i.e. without following a stepwise and therefore reproducible method (Lösser et al. 2019). Both Nickerson as well as Lösser and colleagues additionally show that, if a method is applied at all, deductive (not followed by empirical validation) and intuitive (i.e. non-standardised) methods outweigh the inductive methods which are based on statistical analysis. At the same time, Nickerson and colleagues state that inductive methods are especially useful when it comes to structuring a research field without previous knowledge but vast amounts of data about it at hand (Nickerson et al. 2013). Databases such as the German database for telemedicine projects (vesta Informationsportal 2019) constitute the latter.

Given the overall goal of facilitating the evaluation of telemedicine applications and as such foster their implementation, the two key contributions of this paper are as follows:

A. Method-Application: Development of an empirically grounded taxonomy of telemedicine projects. This should enhance the distinction and understanding of telemedicine applications and provide guidance for both evaluating existing as well as developing new applications.

B. Method-Validation: Extension of an established method for taxonomy development by incorporating empirical steps into the development method of Nickerson et al. (2013).

Background

Taxonomies help in ‘comparing and contrasting classes’ (Gregor 2006) by providing ‘a set of dimensions […] each consisting of […] collectively exhaustive characteristics’ (Nickerson et al. 2013, p. 340).

The method for taxonomy development by Nickerson and colleagues aims to facilitate the development of useful taxonomies. It uses meta-characteristics as a conceptual kernel and allows for an iterative design by offering inductive (bottom-up) and deductive (top-down) design steps, which both can be used depending on the research aim. The inductive design step starts from a subset of objects and determines their common characteristics (empirical-to-conceptual), whereas the deductive design step starts with a conceptualisation of potential taxonomy dimensions and aims to apply this conceptualisation to specific objects later on. As an ending condition for their design process, Nickerson et al. (2013) introduce
usefulness of their end product (the newly developed taxonomy). However, their methodology remains abstract and therefore vague concerning the methods applicable in each design step and as such does not provide a distinct operationalisation of the empirical approach.

When developing an empirically sound taxonomy of telemedicine application types, we follow a design science research approach insofar as we first check for existing methodologies to taxonomy development, which are lacking empirical approaches (cf. above). Based on the identified gap, we provide the CAFE (Collect, Align/Fuse and Evaluate) methodology as a new empirical approach. By using our methodology to structure the field of telemedicine, we show the applicability of our methodology (Hevner et al. 2004).

Methods

The proposed CAFE methodology (Fig. 1) consists of four individual steps, which will be explained in detail in the following, along with sub-tasks and applicable methods. The aim is to produce quantitative data for statistical analysis to empirically ground any newly developed taxonomy.

Step 0: Focus specification

Nickerson and colleagues call for defining ‘meta-characteristics’ (Nickerson et al. 2013, p. 343) as a necessary precondition for the methodological process. Meta-characteristics need to be chosen according to what overarching research aim the taxonomy is to be used for. As such, defining meta-characteristics is needed in order to specify the focus of a taxonomy. Consensus meetings are a useful method to define such meta-characteristics (Donaldson et al. 2015).

Step 1: Taxonomy collection

Existing taxonomies from related research fields can be used as a basis for developing a taxonomy suitable for the specified focus. To find applicable taxonomies, a snowball approach can be applied, starting with a widely cited taxonomy in the field and further including taxonomies or related research items cited within the corresponding paper. This process should be terminated when theoretical saturation is achieved, i.e. when one paper keeps reappearing in the reference lists and, therefore, no new dimensions turn up within the taxonomies found (Wildemuth 2016).

Step 2: Taxonomy alignment and fusion

To fuse existing taxonomies into a standardised coding scheme for quantitative content analysis in step 3, they first need to be disassembled. Therewith, the characteristics covered by existing taxonomies become apparent. For grouping these characteristics into overarching categories, from here on called dimensions, qualitative meta-analysis is applied, which has already been used to reinterpret case study results (Berente et al. 2019). In a similar way, existing taxonomies are

![Fig. 1 The CAFE methodology](image-url)
reinterpreted. Two researchers should familiarise themselves independently with the characteristics found in existing taxonomies. Afterwards, the characteristics are clustered thematically into overarching dimensions with the researchers working together on a mind-map. Any differences between the researchers are resolved in discussion until consensus is reached.

As suggested by Krippendorff, verbal designations defining categories (i.e. dimensions) are used for defining categories, e.g. definitions taken from dictionaries or – where the dimensions are more difficult to describe – examples, which are called extensional lists (Krippendorff 2013). When some dimensions of the coding scheme encompass a broad set of plausible characteristics that cannot completely be determined a priori, free text coding is used. The resulting free text inputs are subjected to inductive qualitative content analysis after data collection.

The coding scheme’s objectivity and reliability are evaluated by an iterative pre-test with at least ten of the objects described in the database chosen to be classified (Krippendorff 2013). Two researchers should at least be involved as coders in this pre-test. Consensus among the coders can be calculated using Krippendorff’s alpha, which is applicable to any number of coders. The fixed threshold for accepting coding data according to Krippendorff is $\alpha = 0.67$ (Krippendorff 2013).

### Step 3: Evaluation

After aligning and consolidating the coding scheme, the artefact derived needs to be evaluated. This step requires quantitative content analysis to gain data for statistical analysis.

#### Quantitative content analysis

After having pretested the coding scheme successfully on at least ten classified objects, the quantitative content analysis is extended to all objects listed within the database chosen. Coders are independently and randomly assigned to a feasible number of objects in pairs of two to lower any coding bias. Disagreement between coders is resolved through discussion, or, if not possible, through the vote of an independent third coder. All coding data is collected in an excel spread sheet we call coding scheme.

#### Descriptive statistics and cluster analysis

The coding scheme yields data that can be analysed statistically. In a first step, a descriptive analysis is performed for all variables in the data set.

To assure that the method produces clearly distinct groups, cluster analysis is used as a form of validation. Fiedler and colleagues have demonstrated the method to be feasible when aiming to build a taxonomy of IT structures in organisations, based, in their case, on survey data (Fiedler et al. 1996). Cluster analysis is a statistical procedure by which cases – or, in more general terms, objects – are subsumed into overarching groups based on their likeliness. Likeliness in cluster analysis is defined as proximity, i.e. whether cases in the scatterplot are positioned close to or far away from each other (Stuetzle and Nugent 2010). If a graphical representation of the data set allows for differentiating groups based on proximity and distance, a number of procedures can be applied to differentiate clusters. None of them, however, is completely objective (Everitt et al. 2011). When most of the variables in the coding scheme produced by quantitative content analysis are dichotomous, the single-linkage procedure is applied to form clusters. It picks the nearest neighbour of a case and makes those two the first cluster, before adding the next nearest neighbour to those two and so on (Stuetzle and Nugent 2010).

**Results: A telemedicine taxonomy**

After refining Nickerson et al.’s method for taxonomy development, we applied this method to develop an empirically grounded taxonomy of telemedicine projects. This helps to distinguish and understand telemedicine applications, and to guide evaluation and develop new applications.

### Step 0: Focus Specification

The addressed research problem can be described as follows: Although telemedicine applications have been known and studied extensively for over 50 years (Singh et al. 2002), they rarely make the threshold into regular care, a phenomenon commonly referred to as ‘pilotitis’ (Huang et al. 2017). One reason is the lack of data from methodologically sound studies on effectiveness of telemedicine (see, for example, Angeles et al. 2011). This is, in turn, due to an insufficient knowledge on how predictors and outcomes (such as effectiveness) are linked (Harst et al. 2018). Therefore, our overarching aim is to determine effective components of telemedicine solutions. Consequently, our meta-characteristics are components of telemedicine solutions.

All objects within the analysis must fall under Sood and colleagues’ definition of telemedicine, which is the delivery of health care or health education over a geographical distance using information and communication technologies (Sood et al. 2007).

### Step 1: Taxonomy collection

Starting our snowball approach with a widely cited taxonomy in the field of digital health (Bashshur et al. 2011), we included 14 scientific papers for further analysis, each proposing a digital health taxonomy. Figure 2 shows the taxonomies.
we included, their authors, the respective methodology used to derive the taxonomies, as well as the dimensions included in each taxonomy.

**Step 2: Taxonomy alignment and fusion**

To align and fuse the existing taxonomies, qualitative meta-analysis was used to develop a standardised coding scheme. As components of telemedicine applications were our meta-characteristics, we followed a primarily deductive path, yet also developed some dimensions of our coding scheme from scratch, i.e. in an inductive manner. Berente and colleagues call this a semi-open process (Berente et al. 2019).

All in all, application types of telemedicine were considered in eight of the taxonomies included (Dierks 1999; Fitch 2004; Hung et al. 2004; Tulu et al. 2005; Fong et al. 2011; Poenaru and Poenaru 2013; Pearce et al. 2016). However, these taxonomies seldom provided associations to other characteristics, with the exception of Fitch’s taxonomy from 2004 (Fitch 2004). Stakeholders, in terms of personnel involved, were included in three taxonomies (Elasy et al. 2001; Fitch 2004; Fong, Fong, and Li 2011). However, technological specifications such as mode of data provision, technology used or the setting of the application were covered by all but three taxonomies (Valentijn et al. 2015; Edmunds et al. 2017; Baum et al. 2017). Tulu and colleagues provided the only taxonomy where the clinical field, yet not the diagnosis, was taken into account (Tulu et al. 2005). Six taxonomies encompassed an intended outcome of telemedicine applications (Fitch 2004; Krumholz et al. 2006; Bashshur et al. 2011; Valentijn et al. 2015; Edmunds et al. 2017; Baum et al. 2017), but none was disease-specific.

Even though each examined taxonomy individually lacked several important components, the taxonomies as a whole complemented each other well. Accordingly, the characteristics they included could be aligned to develop the coding scheme.

As current research stresses the importance of tailoring telemedicine applications to the individual end user (Kayser et al. 2017), we added further characteristics, namely demographics, to the dimension target population, as this dimension was underrepresented in existing taxonomies (see Fig. 2). While some of the taxonomies listed above found tele-health education to be a characteristic of the dimension application type, current research on the treatment of chronic diseases finds education to be an incremental part of disease self-management (Whelton et al. 2018). As such, we merged these categories into one application type (digital self-management).

Table 1 shows the final coding scheme to be used for quantitative content analysis to validate its applicability as taxonomy. The scheme includes dimensions, which cannot be measured directly, i.e. latent variables, and characteristics of each dimension, which can be measured, i.e. manifest variables. For each manifest variable, a description is given to facilitate coding.

**Step 3: Evaluation**

The evaluation was undertaken following two steps: First, the quantitative content analysis was conducted using the GEMATIK database. This also included a pre-test of the
coding scheme in order to test for inter-coder reliability. Second, a statistical analysis was conducted based on the data gleaned from the content analysis.

To ensure our coding scheme is apt to derive distinct groups, i.e. telemedicine application types, we applied it to all telemedicine projects listed within the German database provided online by the GEMATIK (vesta Informationsportal 2019). Each project within this database describes a certain digital health technology used and pilot-tested in a specific project. All in all, the GEMATIK database lists 156 projects from 2005 to 2012.

**Quantitative content analysis**

For the quantitative content analysis, projects within the GEMATIK database were selected for further investigation if they fulfilled all three criteria for telemedicine named by Sood and colleagues in 2007: (1) Health care or health education for the patient, (2) delivered over a distance, and (3) using information and communication technology (Sood et al. 2007). The analysis took place between February and June 2018 and followed the selection procedure proposed by Harst and colleagues in 2018 (Harst et al. 2018).

The coding scheme’s objectivity and reliability were evaluated and enhanced by an iterative pre-test with ten of the projects included. Seven coders with varying coding experience coded all ten projects. In the first iteration, Krippendorff’s alpha was 0.64, which is below the threshold for accepting coding data ($\alpha = 0.67$) (Krippendorff 2013). After the first iteration, the coding scheme was supplemented with further definitions to clarify controversial terms such as mode of data provision and technology used. In the second and final iteration, an acceptable value for Krippendorff’s alpha of 0.83 was achieved.

After the pre-test, the quantitative content analysis was extended to all telemedicine projects listed within the GEMATIK database to test the validity of the coding scheme as a taxonomy. The complete analysis was carried out by seven researchers, which were independently and randomly assigned to all projects in pairs of two.

| Dimension (latent variables)                  | Characteristics (manifest variables)                                                                 | Definition                                                                                                                                                        |
|-----------------------------------------------|------------------------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Personnel involved in the use and hosting of the telemedicine application | Patients targeted by the application                                                              | List is derived from Lambooij and Hummel 2013; Mantzana et al. 2007; Fong et al. 2011; Krumholz et al. 2006                                                                 |
| Health care providers involved in running the application | Diagnosis                                                                                           | Specific disease and co- or multi-morbid conditions (to be coded freely) (Elasy et al. 2001)                                                                 |
| Health care providers involved in running the application | Demographics                                                                                       | Derived from items in the World Values Survey (WVS Database n.d.) |
| Target population of the telemedicine application | Diagnosis                                                                                           | Specific disease and co- or multi-morbid conditions (to be coded freely) (Elasy et al. 2001)                                                                 |
| Demographics                                                                 | Deriving from items in the World Values Survey (WVS Database n.d.)                               |
| Setting in which the telemedicine application is used | Home-based                                                                                         | Main components of the telemedicine application are located at the patient’s home (Krumholz et al. 2006)                                                         |
| Hospital-based                                | Main components of the telemedicine application are located in a hospital (Krumholz et al. 2006)   |
| Reha-facility-based                           | Main components of the telemedicine application are located in a rehabilitation facility (Krumholz et al. 2006) |
| Portable                                      | Main components of the telemedicine application are portable (Bashshur et al. 2011)                |
| Technology used to deliver care               | Web-based                                                                                          | List is derived from Edmunds et al. 2017; Fitch 2004; Bashshur et al. 2011; Hung et al. 2004; Costa et al. 2009 |
| Smartphone- or app-based                     |                                                                                                     |                                                                                                                                                                   |
| Smartphone- or app-based                     | Telephone-based                                                                                     |                                                                                                                                                                   |
| Telephone-based                              | Wearables or body-area-networks                                                                     |                                                                                                                                                                   |
| Wearables or body-area-networks              | Ambient assisted living or smart home technology                                                    |                                                                                                                                                                   |
| Mode of data provision                       | Text-based                                                                                         | List is derived from Edmunds et al. 2017; Fitch 2004; Bashshur et al. 2011; Hung et al. 2004; Costa et al. 2009 |
| Intended outcome                             | Image-based                                                                                         |                                                                                                                                                                   |
| Intended outcome                             | Real-time video-based                                                                              |                                                                                                                                                                   |
| Intended outcome                             | To be coded freely                                                                                 |                                                                                                                                                                   |
Descriptive statistics and cluster analysis

In the first step of the statistical analysis, a calculation of descriptive values was performed for the following variables: (a) intended outcome, (b) target disease, (c) technology used, (d) application setting, (e) data provision and (f) medical specialists involved. A scatterplot of all coded projects is depicted in Fig. 3. It shows five clearly distinct groups of cases, pointing towards a five-cluster solution.

After dummy-coding of all multivariate variables, the cluster analysis based on the single-linkage procedure was run. Variables based on which to search for nearest neighbours were the application components and characteristics listed above (a to f). The procedure yielded five clusters, observable in the dendrogram depicted in Fig. 4.

Of the 110 projects studies, 82 could be successfully allocated to one cluster, the remainder fit into more than one and was therefore excluded from the following analysis. Cross-tabulations were conducted to describe the clusters in detail, with the clusters as the dependent variable and the components and characteristics (b to g) of the projects analysed as predictors. Based on the application components and characteristics coded in the content analysis, we named the clusters as follows:

Cluster 1: Telemonitoring \( (n = 13) \)

As is the case for all clusters, the basic medical personnel involved in running the applications comprises clinicians and physicians. Cluster 1, however, includes nurses more often than others \( (n = 4) \) and also includes physical therapists \( (n = 1) \). It is rather smartphone- \( (n = 7) \) and/or web-based \( (n = 12) \) and mainly based on data provision in the form of texts and/or numbers \( (n = 12) \), which are primarily stored and then forwarded \( (n = 13) \). The application types subsumed under this cluster are mainly used in the context of cardio vascular

![Fig. 3 Scatterplot depicting five plausible clusters](image)

![Fig. 4 Dendrogram depicting a five-cluster solution](image)
diseases (n = 7), knee/hip endoprothesis (n = 1) and stroke (n = 3). Consequently, when taking a closer look at the doctors involved, these are cardiologists (n = 4), internal (n = 2) and geriatric specialists (n = 1). The intended outcomes of the applications are mostly optimising care processes (n = 3) and clinical values of the patients treated (n = 3). Taken together, the reported characteristics allow for labelling this cluster ‘telemonitoring’.

Cluster 2: Teleconsultation (n = 17)

No medical personnel is overrepresented in this cluster. The applications clustered here, however, are clearly hospital-based (n = 8) and use image- (n = 7) or real time video-based (n = 7) data provision from patients to a wide array of doctors, such as diabetologists (n = 2), neurologists (n = 3), psychologists (n = 1) and emergency doctors (n = 1). A fittingly wide array of diagnoses is covered by the cluster, among them overweight (n = 1) and eating disorders (n = 1), as well as neurodegenerative diseases (n = 1) and rheumatism (n = 1). The intended outcomes of the applications are mostly optimising care processes (n = 3) and diagnosis (n = 6). Taken together, the reported characteristics allow for labelling this cluster ‘teleconsultation’.

Cluster 3: Telediagnosis (n = 18)

Among the medical personnel subsumed in cluster 3, clinicians stand out (n = 14). As for the location of the application components, neither hospitals, rehabilitation facilities nor patient homes stand out. The basal technology is mostly the landline (n = 8), and data provision is mostly text-based (n = 16), with a storing and forwarding of data (n = 14). A wide array of diagnoses is covered by the cluster, with cardiovascular diseases (n = 5), diabetes (n = 2) and stroke (n = 2) standing out. The bandwidth of doctors involved is equally wide, and this cluster also comprises speech therapists (n = 2) and oculists (n = 2). Enabling access to health care (n = 2) and early diagnosis (n = 2) are the primary intended outcomes of the application types subsumed. Especially the latter allows for labelling this cluster ‘telediagnosis’.

Cluster 4: Teleambulance/–emergency (n = 23)

In this cluster, physicians in residency (n = 17), especially general practitioners (n = 8), and ambulance personnel (n = 5) stand out. The applications subsumed are explicitly not hospital-based, but rather stationed at the patient home (n = 19) or a rehabilitation facility (n = 2) and also portable (n = 20). A broad spectre of basal technologies, including ambient assisted living/smart home solutions (n = 1) and wearables (n = 4), are used to store and forward data with an immediate feedback (n = 16). Heart failure (n = 1), hypertension (n = 1), amblyopia (n = 2), chronic obstructive pulmonary disease (n = 2), cardiovascular diseases (n = 5) and diabetes (n = 2) are common diagnoses in this cluster, along with corresponding doctors, i.e. cardiologists (n = 3) and internal specialists (n = 2). Some acute ailments only appear in this cluster, e.g. wounds (n = 1) and fractions (n = 1). The most prominent outcome to be achieved by applications in this cluster is improved emergency reaction time (n = 2). Such, this cluster is labelled ‘teleambulance/–emergency’.

Cluster 5: Digital selfmanagement (n = 11)

In addition to the usual set of health personnel, nurses (n = 4) and dietitians (n = 1) form this cluster. The applications subsumed here are mostly home-based or portable (both n = 8), with no patterns concerning the mode of data delivery. Diabetes (n = 2), neurodegenerative diseases (n = 2) and stroke (n = 1) stand out, and consequently, so do diabetologists and neurologists. The primary outcome of the applications subsumed is self-management (n = 3), followed by improving patient-reported outcomes such as quality of life (n = 2). Therefore, the cluster is labelled ‘teleselfmanagement’.

The empirically consolidated taxonomy

Using characteristics and components of the applications studied as variables based on which a single-linkage cluster analysis could be run proved to be feasible. The clusters differ from each other sufficiently in order to delimitate telemedicine application types. The final taxonomy is depicted as a taxonomic tree in Fig. 5. It now comprises seven major components: application type, personnel involved, target population, setting, technology, data provision and intended outcome. Each dimension is broken down into several characteristics, which are not mutually exclusive.

Discussion

We provided the CAFE methodology for empirically deriving a telemedicine taxonomy (aim A). Given the fact that it produced distinct categories, i.e. phenotypes, of telemedicine applications, it is likely that the methodology can be used to structure the diverse fields of IS research. The centrepiece of the CAFE methodology is the quantitative content analysis used to derive taxonomies right from the set of objects they are supposed to structure. This is in line with the empirical-to-conceptual approach suggested by Nickerson et al. (2013), which we extended by adding a specific empirical method and thereby validated it (aim B). However, as taxonomies are always a tool used to achieve a higher research aim (Szopinski et al. 2019), we strongly suggest defining metacharacteristics, including context factors (Esser and Goossens...
Applicability of the proposed methodology

To the best of our knowledge, quantitative content analysis has not yet been used to derive taxonomies. This is somewhat surprising as one of the main purposes of quantitative content analysis is to identify and replicate patterns (Krippendorff 2013). The fact that the majority of the projects in the database could be unambiguously clustered underlines that point. Therefore, by applying quantitative content analysis, we validated whether the coding scheme can become a taxonomy. From a purely scientific standpoint, the process from a quantitative collection of existing taxonomies to a qualitative development of a coding scheme, whose applicability is then again validated with a quantitative design, constitutes a concurrent triangulation design, common in mixed methods research (Creamer 2017). As telemedicine application types could be unambiguously derived, the method demonstrated a certain rigor according to the Technical Risk & Efficacy evaluation in Design Science Research (Venable et al. 2016).

As Gregor states, ‘research begins with a problem that is to be solved or some question of interest’ (Gregor 2006, p. 619), and as such, a methodology has to be appropriate to solve the problem. As the overall aim of our research is to evaluate the effectiveness of telemedicine, to be a useful tool for this means, our taxonomy has to be able to identify components of telemedicine applications to be tested for effectiveness. The newly developed taxonomy allows for defining target groups (Tchero et al. 2018) based on their expertise (Rush et al. 2018) and medical specialists (Lee et al. 2017) involved in a telemedicine project. As for defining components of the basal technology, it incorporates basic devices as well as modes of data provision (Shen et al. 2018). It also encompasses the personnel involved, whose consideration has been deemed important by recent studies on the treatment of chronic diseases (Schwarz et al. 2018). Last but not least, the taxonomy names a set of outcomes to be achieved by telemedicine use, fulfilling an important pre-requisite for evaluation (Wechsler et al. 2017). Therefore, our method also contributes to the development of telemedicine-specific core outcome sets (Smith et al. 2018). All in all, the newly developed telemedicine taxonomy can serve as a starting point for the evidence-based development and evaluation of telemedicine. This is especially important as generating evidence for the effectiveness of telemedicine is one major barrier to the scale-up (i.e. successful implementation) of telemedicine (Otto and Harst 2019).

As five telemedicine application types could be described in detail, the developed taxonomy can serve as a blueprint for developing such applications in the future. This predictive value of cluster analysis, i.e. our chosen statistical procedure, has also been proven useful for information systems use cases by Lee et al. (2004).
Limitations

Twenty-eight projects from the GEMATIK database (vesta Informationsportal 2019) could not be allocated successfully to a cluster due to the fact that they fit into more than one. This emphasises, once more, the importance of step seven in Nickerson et al.’s (2013) framework for taxonomy development, asking whether the ending condition is met. The process cannot be terminated until all cases can be unambiguously assigned to a phenotype (Nickerson et al. 2013). Therefore, our method will have to be applied in at least one other database to make sure the basic coding scheme is indeed applicable. As such, our proposed methodology is in line with the design science research process as proposed by Hevner and colleagues, who clearly state that artefacts from information systems research have to meet the requirements of the environment in which they are supposed to be used (relevance cycle). If they do not, re-assessment and refinement of the artefact is incremental. By conducting a pre-test of the coding scheme, we have already undertaken the design cycle of the design science research process once (Hevner et al. 2004).

Furthermore, the coding scheme was developed using qualitative research methods, which are subjective by nature. Bias was reduced by discussing the final scheme among the involved researchers and by a quantitative pre-test, involving Krippendorff’s alpha measures. The analysis used the German GEMATIK telemedicine database (vesta Informationsportal 2019), which provides basic information on finished projects. Thus, the quality of the database relies on the reports of researchers uploading project-specific information. Over- and especially underreporting of relevant information may have had an influence on the analysis. To mitigate this effect, an additional hand search was conducted to identify project reports and other sources of information on the relevant projects. Finally, cluster analysis does not provide fully objective measures either for the adequate number of clusters to derive, or for their description. Future research should investigate whether novel approaches such as latent profile analysis, which are superior in this regard, can indeed also help to derive empirically sound taxonomies.

Conclusion

Evidence on the effectiveness and adequate tailoring of telemedicine devices, as well as on their successful implementation, remains sparse. One major step towards successful evaluation is defining components which characterise an application, along with outcomes to be achieved by its use. Especially standardisation of outcomes to be measured is fundamental in evaluation research beyond the use case of telemedicine. Taxonomies can serve in identifying both components and outcomes to analyse. As such, our empirically sound methodology for deriving those is a contribution not only to evaluation research but also to the development of future successful telemedicine or other digital applications. Furthermore, in adding a specific empirical method to Nickerson et al.’s (2013) approach, we validate its utility in developing taxonomies.

Authors’ contributions LH conceived of the basic methodology of the presented research. All authors contributed to the data collection, LH and PT conducted the data analysis and structured the presentation on the results. LO, BW and HS developed the manuscript structure and provided text blocks, especially for the introduction and the discussion section. LH primarily wrote the manuscript. All authors provided critical feedback to the manuscript and approved it for publication.

Funding Open Access funding enabled and organized by Projekt DEAL. The work for this paper was partly funded by the European Social Fund and the Free State of Saxony (Grant no. 100310385).

Availability of data and materials Additional data on data collection and analysis can be requested from the corresponding author.

Declarations

Competing interests The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Research involving human participants and/or animals Research was based on text material and involved no human participants and/or animals, therefore no informed consent was necessary.

Ethical approval No ethical approval was needed for this work, as no data on participants were gathered.

Consent to participate The study is solely based on secondary data so that no primary data acquisition and therefore no consent to participate was needed.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Alcantara-Aragon V, Rodrigo-Cano S, Lupianez-Barbero A et al (2018) Web support for weight-loss interventions: PREDIRCAM2 clinical trial baseline characteristics and preliminary results. Diabetes Technol Ther 20:380–385. https://doi.org/10.1089/dia.2017.0456
Anderson AE, Hernandez C, Calvin S et al (2017) Use of telehealth for patients with congestive heart failure undergoing physical rehabilitation: a systematic review. Cardiopulm Phys Ther J 28(1):30. https://doi.org/10.1097/CPT.00000000000000052

Angeles RN, Howard MI, Dolovich L (2011) The effectiveness of web-based tools for improving blood glucose control in patients with diabetes mellitus: a meta-analysis. Can J Diabetes 35:344–352

Baumel A, Birnbaum ML, Sucala M (2017) A systematic review and taxonomy of published quality criteria related to the evaluation of user-facing eHealth programs. J Med Syst 41:128. https://doi.org/10.1007/s10916-017-0776-6

Berente N, Yoo Y, Maurer C, Lyytinen K (2019) Institutional logics and pluralistic responses to enterprise system implementation: a qualitative meta-analysis. MISQ 43:873–902. https://doi.org/10.25300/MISQ/2019/14214

Bims J, Roots A, Bhalia A (2013) Role of telemedicine in the management of acute ischemic stroke. Clin Pract 10:189–200. https://doi.org/10.2217/cpr.13.3

Costa R, Carneiro D, Novais P, et al (2009) Ambient Assisted Living. In: Baumel A, Birnbaum ML, Sucala M (Eds) Ubiquitous Computing and Ambient Intelligence 2008. Springer Berlin Heidelberg, pp 86–118. https://doi.org/10.1007/978-3-540-88538-7

Creamer EG (2017) An introduction to fully integrated mixed methods research. SAGE, Thousand Oaks

CSIRO Futures (2018) Future of health - shifting Australia’s focus from illness treatment to health and wellbeing management. CSIRO, Australia. https://www.csiro.au/en/work-with-us/services/consultancy-strategic-advice-services/CSIRO-futures/Future-of-health

Diercks C (1999) Rechtliche und praktische Probleme der Integration von Telemedizin in das Gesundheitswesen in Deutschland. Habilitationsschrift, Humboldt-Universität zu Berlin

Donaldson IA, Alonzi R, Barratt D et al (2015) Focal therapy: patients, educational interventions, and outcomes—a report from a consensus meeting. Eur Urol 67:771–777. https://doi.org/10.1016/j.eururo.2014.09.018

Edmunds M, Tuckson R, Lewis J et al (2017) An emergent research and policy framework for telehealth. EGEMS (Wash DC) 5. https://doi.org/10.13063/2327-9214.1303

Ekeland AG, Bowes A, Flothrop S (2010) Effectiveness of telemedicine: a systematic review of reviews. Int J Med Inform 79:736–771. https://doi.org/10.1016/j.ijmedinf.2010.08.006

Ekeland AG, Bowes A, Flothrop S (2012) Methodologies for assessing telemedicine: a systematic review of reviews. Int J Med Inform 81:1–11. https://doi.org/10.1016/j.ijmedinf.2011.10.009

Elasy TA, Ellis SE, Brown A, Pichert JW (2001) A taxonomy for diabetes educational interventions. Patient Educ Couns 43:121–127

Esser PE, Goossens RH (2009) A framework for the design of user-centred teleconsulting systems. J Telemed Telecare 15:32–39. https://doi.org/10.1258/jtt.2008.080601

Everitt BS, Landau S, Leese M, Stahl D (2011) Cluster analysis. John Wiley & Sons, Inc. ISBN 978-0-470-74991-3

Fiedler KD, Grover V, Teng JTC (1996) An empirically derived taxonomy of information technology structure and its relationship to organizational structure. J Manag Inf Syst 13:9–34. https://doi.org/10.1080/07421222.1996.11518110

Fitch CJ (2004) Information systems in healthcare: mind the gap. In: Proceedings of the 37th Annual Hawaii International Conference on System Sciences, 2004, pp 1–8. https://ieeexplore.ieee.org/document/1265029

Fong B, Fong ACM, Li CK (2011) Telemedicine technologies: information technologies in medicine and telehealth. Wiley, New York

Greenhalgh T, Wherton J, Papoutsi C et al (2017) Beyond adoption: a new framework for theorizing and evaluating nonadoption, abandonment, and challenges to the scale-up, spread, and sustainability of health and care technologies. J Med Internet Res 19:e367. https://doi.org/10.2196/jmir.7875

Gregor S (2006) The nature of theory in information systems. MIS Q 30:611–642

Harst L, Timpel P, Otto L et al (2018) Identifying obstacles and research gaps of telemedicine projects: approach for a state-of-the-art analysis. Stud Health Technol Inform 247:121–125

Harst L, Lantzsch H, Scheibe M (2019a) Theories predicting end-user acceptance of telemedicine use: systematic review. J Med Internet Res 21:e13117. https://doi.org/10.2196/2196

Harst L, Timpel P, Otto L et al (2019b) Identifying barriers in telemedicine-supported integrated care research: scoping reviews and qualitative content analysis. J Public Health. https://doi.org/10.1007/s10389-019-01065-5

Hevner AR, March ST, Park J, Ram S (2004) Design science in information systems research. MIS Q 28:75–105. https://doi.org/10.2307/25148625

Holmen H, Wahl AK, Cvcanarova Smástuén M, Ribu L (2017) Tailored communication within Mobile apps for diabetes self-management: a systematic review. J Med Internet Res 19:e227. https://doi.org/10.2196/jmir.7045

Huang F, Blaschke S, Lucas H (2017) Beyond pilotitis: taking digital health interventions to the national level in China and Uganda. Glob Health 13:49. https://doi.org/10.1186/s12992-017-0275-z

Hung K, Zhang YT, Tai B (2004) Wearable medical devices for tele-home healthcare. In: The 26th Annual international Conference of the IEEE Engineering in Medicine and Biology Society, pp 5384–5387. https://ieeexplore.ieee.org/document/1310963

Kayser JW, Cossette S, Cote J et al (2017) Evaluation of a web-based tailored nursing intervention (TAVIE en m2rche) aimed at increasing walking after an acute coronary syndrome: a multicenter randomized controlled trial protocol. JMIR Res Protoc 6:e64. https://doi.org/10.2196/resprot.6430

Krippendorf K (2013) Content analysis: an introduction to its methodology. 3rd edn. Sage, Los Angeles

Krumholz HM, Currie PM, Riegel B et al (2006) A taxonomy for disease management: a scientific statement from the American Heart Association disease management taxonomy writing group. Circulation 114:1432–1445. https://doi.org/10.1161/CIRCULATIONAHA.110.773222

Kruse CS, Krowksi N, Rodrigueu B et al (2017) Telehealth and patient satisfaction: a systematic review and narrative analysis. BMJ Open 7:1–13

Lambooij MS, Hummel MJ (2013) Differentiating innovation priorities among stakeholders in hospital care. BMC Med Inform Decis Mak 13:91. https://doi.org/10.1186/1472-6947-13-91

Lee J-N, Miranda SM, Kim Y-M (2004) IT outsourcing strategies: universalistic, contingency, and configurational explanations of success. Inf Syst Res 15:110–131. https://doi.org/10.1287/isre.1040.0013

Lee SWH, Chan CKY, Chua SS, Chaiyakunapruk N (2017) Comparative effectiveness of telemedicine strategies on type 2 diabetes management: a systematic review and network meta-analysis. Sci Rep 7:12680. https://doi.org/10.1038/s41598-017-12987-z

Lösser B, Oberländer AM, Rau D (2019) Taxonomy research in information systems: a systematic assessment. Stockholm and Uppsala, Sweden. https://aisel.aisnet.org/ecis2019_rp/144

Maeder AJ, Williams PAH (2017) Health smart homes: new challenges. Stud Health Technol Inf 166:169. https://doi.org/10.3233/978-1-61499-830-3-166
Mantzana V, Themistocleous M, Irani Z, Morabito V (2007) Identifying healthcare actors involved in the adoption of information systems. Eur J Inf Syst 16:91–102. https://doi.org/10.1057/palgrave.ejis.3000660

National Institute for Health and Care Excellence (2019) Evidence standards framework for digital health technologies. NICE. https://www.nice.org.uk/about/what-we-do/our-programmes/evidence-standards-framework-for-digital-health-technologies

Nickerson RC, Varshney U, Muntermann J (2013) A method for taxonomy development and its application in information systems. Eur J Inf Syst 22:336–359. https://doi.org/10.1057/ejis.2012.26

Otto L, Harst L (2019) Investigating barriers for the implementation of telemedicine initiatives: a systematic review of reviews. In: Proceedings of the Twenty-fifth Americas Conference of Information Systems. Cancun, Mexico. https://acmconf2019.aисconferences.org/

Otto L, Harst L, Timpel P et al (2020) Defining and delimitating telemedicine and related terms - an ontology-based classification. In: Maeder AJ, Champion S, Moores C, Golley R (eds) Information technology based methods for health Behaviours. IOS Press, Amsterdam, pp 113–122

Pearce G, Parke HL, Pinnock H et al (2016) The PRISMA taxonomy of self-management support: derivation of a novel taxonomy and initial testing of its utility. J Health Serv Res Policy 21:73–82. https://doi.org/10.1177/1355819615602725

Poenaru E, Poenaru C (2013) A structured approach of the internet-of-things eHealth use cases. In: 2013 E-Health and Bioengineering conference (EHB), pp 1–4. https://ieeexplore.ieee.org/document/6707299

Rich P (1992) The organizational taxonomy: definition and design. AMR 17:758–781. https://doi.org/10.5465/amr.1992.4279068

Rush KL, Hatt L, Janke R et al (2018) The efficacy of telehealth delivered educational approaches for patients with chronic diseases: a systematic review. Patient Educ Couns 101:1310–1321. https://doi.org/10.1016/j.pec.2018.02.006

Schwarz PEH, Timpel P, Harst L et al (2018) Blood sugar regulation for cardiovascular health promotion and disease prevention: JACC health promotion series. J Am Coll Cardiol 72:1829–1844. https://doi.org/10.1016/j.jacc.2018.07.081

Shen Y, Wang F, Zhang X et al (2018) Effectiveness of internet-based interventions on glycemic control in patients with type 2 diabetes: meta-analysis of randomized controlled trials. J Med Internet Res 20:e172. https://doi.org/10.2196/jmir.9133

Singh G, O’Donoghue J, Soon CK (2002) Telemedicine: issues and implications. Technol Health Care 10:1–10

Smith SM, Wallace E, Salisbury C et al (2018) A Core outcome set for multimorbidity research (COSmm). Ann Fam Med 16:132–138. https://doi.org/10.1001/annfam.2178

Soood S, Mbarika V, Jugo S et al (2007) What is telemedicine? A collection of 104 peer-reviewed perspectives and theoretical underpinnings. Telemed e-Health 13:573–590. https://doi.org/10.1089/tmj.2006.0073

Stueztel W, Nugent R (2010) A generalized single linkage method for estimating the cluster tree of a density. J Comput Graph Stat 19:397–418. https://doi.org/10.1198/jcgs.2009.07049

Szopinski D, Schoormann T, Kundisch D (2019) Because your taxonomy is worth it: towards a framework for taxonomy evaluation. In: Proceedings of the 27th European Conference on Information Systems (ECIS), Stockholm & Uppsala, Sweden. https://aisel.aisnet.org/ecis2019_rp/104/

Tchero H, Kangambega P, Briatte C et al (2018) Clinical effectiveness of telemedicine in diabetes mellitus: a meta-analysis of 42 randomized controlled trials. Telemed J E Health. https://doi.org/10.1089/tmj.2018.0128

Timpel P, Harst L (2020) Research implications for future telemedicine studies and innovations in diabetes and hypertension—a mixed methods study. Nutrients 12:1340. https://doi.org/10.3390/nu12051340

Timpel P, Oswald S, Schwarz PEH, Harst L (2020) Mapping the evidence on the effectiveness of telemedicine interventions in diabetes, dyslipidemia, and hypertension: an umbrella review of systematic reviews and meta-analyses. J Med Internet Res 22:e16791. https://doi.org/10.2196/16791

Tulu B, Chatterjee S, Laxminarayan S (2005) A taxonomy of telemedicine efforts with respect to applications, infrastructure, delivery tools, type of setting and purpose. In: Proceedings of the 38th Hawaii International Conference on System Sciences. Big Island, Hawaii. https://ieeexplore.ieee.org/document/1385534

Usman M, Britto R, Börstler J, Mendes E (2017) Taxonomies in software engineering: a systematic mapping study and a revised taxonomy development method. Inf Softw Technol 85:43–59. https://doi.org/10.1016/j.infsof.2017.01.006

Valentijn PP, Vrijhoef HJM, Ruwaard D et al (2015) Towards an international taxonomy of integrated primary care: a Delphi consensus approach. BMC Fam Pract 16:64. https://doi.org/10.1186/s12875-015-0278-x

Venable J, Pries-Heje J, Baskerville R (2016) FEDS: a framework for evaluation in design science research. EJIS 25:77–89

vasta Informationsportal (2019) Startseite. In: vasta Informationsportal. https://www.informationsportal.vesta-gematik.de/. Accessed 28 Feb 2019

Wechsler LR, Demaerschalk BM, Schwamm LH et al (2017) Telemedicine quality and outcomes in stroke: a scientific statement for healthcare professionals from the American Heart Association/American Stroke Association. Stroke 48:e3–e25. https://doi.org/10.1161/STR.0000000000000114

Whelon PK, Carey RM, Aronow WS et al (2018) 2017 ACC/AHA/AAAPA/ABC/ACPM/AGS/APhA/ASH/ASPC/NMA/PCNA guideline for the prevention, detection, evaluation, and Management of High Blood Pressure in adults: executive summary: a report of the American College of Cardiology/American Heart Association task force on clinical practice guidelines. Hypertension 71:1269–1324. https://doi.org/10.1161/HYP.0000000000000606

Wildemuth BM (2016) Applications of social research methods to questions in information and library science, 2nd edn. ABC-CLIO, Santa Barbara

World Health Organization (WHO) (2016) Global diffusion of eHealth: making universal health coverage achievable. WHO, Geneva. https://www.who.int/goe/publications/global_diffusion/en/

WVS Database n.d. http://www.worldvaluessurvey.org/WVSContents.jsp. Accessed 29 Dec 2018

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.