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ABSTRACT
We present measurements of the local primordial non-Gaussianity parameter $f_{NL}^{local}$ from the clustering of 343,708 quasars with redshifts $0.8 < z < 2.2$ distributed over 4808 square degrees from the final data release (DR16) of the extended Baryon acoustic Oscillation Spectroscopic Survey (eBOSS), the largest volume spectroscopic survey up to date. Our analysis is performed in Fourier space, using the power spectrum monopole at very large scales to constrain the scale dependent halo bias. We carefully assess the impact of systematics on our measurement and test multiple contamination removal methods. We demonstrate the robustness of our analysis pipeline with EZ-mock catalogues that simulate the eBOSS DR16 target selection. We find $f_{NL}^{local} = -12 \pm 21$ (68% confidence) for the main clustering sample including quasars with redshifts between 0.8 and 2.2, after exploiting a novel neural network scheme for cleaning the DR16 sample and in particular after applying redshift weighting techniques, designed for non-Gaussianity measurement from large scales structure, to optimize our analysis, which improve our results by 37%.
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1 INTRODUCTION
The aim of this paper is to constrain primordial non-Gaussianity (PNG) using the large scale structure (LSS) in the clustering of quasars covering the largest volume of
PNG arise during inflation, a phase of rapid expansion in the very early Universe, and can be used to differentiate between different underlying physical models. Slow roll, single field inflation generates a primordial gravitational potential that can be well approximated by a Gaussian random field (Bardeen et al. 1986). Alternative inflationary models (e.g., multiple field) predict there to be significant non-Gaussian components to the potential (Bartolo et al. 2004). In this paper, we focus on the simplest case of PNG, assuming local scale-independent PNG parameterized by $f_{\text{NL}}$. The tightest constraints on this form of PNG are currently from the Planck satellite (Planck Collaboration et al. 2020) measuring the cosmic microwave background (CMB), who found $f_{\text{NL}} = -0.9 \pm 5.1$. However, the LSS in the clustering of galaxies or quasars offers an alternative pathway to detect PNG that has the potential to improve upon these constraints in the future (Doré et al. 2014; Yamauchi et al. 2014; Ferramacho et al. 2014; Percival et al. 2019).

One effect of PNG is to add a scale-dependence to the large scale linear bias of galaxies with respect to the underlying dark matter (Dalal et al. 2008; Matarrese & Verde 2008; Slosar et al. 2008, and discussed further in Section 2). The unique $f_{\text{NL}}/k^2$ dependence of the galaxy bias introduced by PNG means that the signal increases to large scales, and requires a large volume survey with exquisite control of systematic errors. For any sample of galaxies, the bias and hence the PNG signal will change with redshift. Weights were introduced by Mueller et al. (2019) to optimally include all of the information across redshift and are used in our paper. Including constraints from the bispectrum and trispectrum would further improve these predictions (Karamiannis et al. 2018; Guaduli et al. 2021), but we do not do this because of the increased complexity of such an analysis.

Previous measurements of PNG using LSS include Slosar et al. (2008); Ross et al. (2013a); Giammasso et al. (2014b); Ho et al. (2015); Liestledt et al. (2014); Castorina et al. (2019). In general these studies are systematic limited, with variations in observed large-scale galaxy density driven by such effects as extinction, depth, air-mass or star density. Because the clustering only needs to be measured on very large-scales, the use of photometric redshifts does not significantly degrade the statistical error. However, our ability to understand and correct for problems in the data is significantly improved using spectroscopic redshifts.

Quasars offer an ideal large-scale structure tracer for measuring PNG because they are highly biased (Laurent et al. 2017) and their brightness means they can be observed over large volumes. The eBOSS quasar sample we use (Ross et al. 2020a), includes objects up to a redshift of 2.2 over 4808 deg$^2$, with a physical volume of 68.7 Gpc$^3$ (assuming our baseline $\Lambda$CDM model), and is the largest LSS sample in volume to date. Further details are provided in Section 3. This is a subset of the full sample of quasars observed by SDSS, which is described in Lyke et al. (2020), and is subsampled in order to provide a catalogue for clustering measurements for which we can model the selection function. The large volume covered by the quasar catalogue is crucial for the detection of local PNG through its effect on the large-scale bias. Hence, while the eBOSS quasar sample was primarily designed (Zhao et al. 2016) for the measurements of Baryon Acoustic Oscillations (BAO) and Redshift-Space Distortions (RSD), it is also ideal to study PNG.

Castorina et al. (2019) measured $f_{\text{NL}}$ using the eBOSS DR14 quasar sample, finding $-51 < f_{\text{NL}} < 21$ at 95% confidence. Their sample was taken when eBOSS was part-complete covered 2114 square degrees, about half of the DR16 sample we analyse. Our analysis also differs in that we present a novel neural network based method to remove systematic density fluctuations in this sample (Rezaie et al. 2021), which is summarised in Section 4. Standard BAO and RSD measurements made with this sample are presented in Hou et al. (2021); Neveux et al. (2020), together with a blind test of their methodology in Smith et al. (2020). At redshifts $z > 2.1$, eBOSS also made Lyman-$\alpha$ forest measurements using a high redshift quasar sample (du Mas des Bourboux et al. 2020). The BAO measurement using the same neural network catalog we implement in this paper is presented in Merz et al. (2021).

The eBOSS DR16 quasar sample (Lyke et al. 2020; Ross et al. 2020a) is the largest sample of spectroscopically confirmed quasars available to date, and is one of three target classes observed within eBOSS. Samples of Emission line galaxies (Raichoor et al. 2020; Tamone et al. 2020; de Mattia et al. 2020) and Luminous Red Galaxies (Bautista et al. 2020; Gil-Marín et al. 2020) were also observed and used to make cosmological inferences (eBOSS Collaboration et al. 2020).

As we are interested in very large scales, we have to be careful when calculating the power spectrum and allowing for the window function and integral constraint: our methods are described in Section 6 and tested using mock catalogues (described in Section 5) as described in Section 7. We do not include relativistic effects which, although they are degenerate with $f_{\text{NL}}$, are not expected to have an influence larger than $f_{\text{NL}} \pm 1$ on the scales and redshifts fitted (Wang et al. 2020). Similarly, at the level of constraints that can be achieved with eBOSS data, we do not allow for the non-Gaussian nature of the likelihood as discussed, for example by Kalus et al. (2019); Wang et al. (2019). The latter assumption is validated by our analyses of mock catalogues. We present the results from our analysis in Section 8 and discuss them in Section 9.

## 2 PHYSICAL MODEL

In this Section we provide a brief summary of the mechanism by which local non-Gaussianity causes scale dependent halo bias. Assuming a type of non-Gaussianity that only depends on the local value of the potential, the primordial potential can be parametrised (Gangui et al. 1994; Komatsu & Spergel 2001)

$$\Phi = \phi + f_{\text{NL}} (\phi^2 - \langle \phi^2 \rangle),$$

(1)

where $\phi$ is a Gaussian random field and $f_{\text{NL}}$ describes the amplitude of the quadratic non-Gaussian term in the potential. In Fourier space, the potential is related to the density
field by $\delta(k) = \alpha(k) \Phi(k)$, with

$$\alpha(k) = \frac{2k^2T(k)D(z) \sigma^2}{3H_0^2} \frac{g(0)}{g(\infty)},$$  \hspace{1cm} (2)

$T(k)$ is the transfer function, $D(z)$ the linear growth factor normalised with $D(0) = 1$. $\Omega_m$ is the matter density and $H_0$ the Hubble constant. The factor $g(\infty)/g(0)$, with $g(z) = (1 + z)D(z)$, corrects for the late-time normalisation of $D(z)$, and can be omitted if $D(z)$ is normalised to equal the scale factor during the matter dominated era. Following Mueller et al. (2019), we assume the CMB convention for $f_{NL}$ assuming $\Phi$ is the primordial potential. Some authors have previously adopted a "LSS convention" that assumes $\Phi$ is extrapolated to $z = 0$, with $f^\text{LSS}_{NL} = g(\infty)/g(0)f^{\text{CMB}}_{NL} \approx 1.3 f^{\text{CMB}}_{NL}$.

In the standard ansatz, large-scale halo bias depends on the derivative of the halo mass function with respect to the large-scale matter overdensity field: small changes in the overdensity can give rise to large changes in the density of galaxies as patches of the Universe are pushed over a critical density for collapse (Gunn & Gott 1972). The non-Gaussian term in Eq. 1, coupled with the $k$-dependence in Eq. 2 thus give rise to a scale dependent halo bias $\Delta b(k)$ (Dalal et al. 2008; Slosar et al. 2008)

$$\Delta b(k) = 2(b - p)f_{NL} \frac{\delta_{\text{Halo}}}{\alpha(k)}$$  \hspace{1cm} (3)

where $\delta_{\text{Halo}} = 1.686$ and $p$ is a correction due to galaxy selection beyond a Poisson sampling of the halos of a given mass: quasars are thought to result from galaxy mergers, and the merger rate is proportional to $\sigma^2$. For quasars, the standard ansatz requires us to determine $\partial \ln n_{\text{merger}}/\partial \ln \sigma_8$ rather than $\partial \ln n_{\text{halo}}/\partial \ln \sigma_8$, and this leads to an extra component in $\Delta b$ that changes $p = 1$ to $p = 1 + 1/\delta_{\text{Halo}} \approx 1.6$ (Slosar et al. 2008). The total bias of quasars, including local non-Gaussianity is modelled as $b_{\text{tot}} = b + \Delta b(k)$.

3 THE EBOSS DR16 QSO DATASET

Our quasar sample is derived from the final data release, (DR16; Ahumada et al. 2020), of the SDSS-IV eBOSS survey. Over 4.5 years, eBOSS used the Sloan Telescope (Gunn et al. 2006) and BOSS spectrographs (Smee et al. 2013) to obtain spectra of quasar and galaxy targets.

The algorithms to robustly identify quasars and accurately measure their redshifts from SDSS spectra were developed in Lyke et al. (2020), who produced the DR16 quasar catalogue. This quasar catalogue was used as the input to the main clustering sample, used for the BAO and RSD analysis and detailed in Ross et al. (2020a). It includes quasars with $0.8 < z < 2.2$. The catalogues were processed separately in the North and South Galactic Cap (NGC and SGC) footprints. The NGC sample contains 218,209 quasars over 2,924 square degrees and the SGC sample 125,499 quasars over 1,884 square degrees. The sample is simulated with 1,000 mock realizations, as described in Zhao et al. (2021).

The quasar sample contains strong spurious fluctuations in its projected density on the sky (Myers et al. 2015; Ata et al. 2018; Ross et al. 2020a). These are primarily related to imaging depth and the probabilistic nature of the target selection that is intrinsically dependent on the precision of the photometry; see Myers et al. (2015) and Section 4 for more details. In Ross et al. (2020a), these fluctuations were treated by determining weights based on a linear regression including maps of the $g$-band depth, the PSF size in the $i$-band, the sky background in the $i$-band, and the amount of Galactic dust extinction determined by Schlegel et al. (1998b). This level of correction was determined sufficient for the BAO and RSD analyses (Hou et al. 2021; Neveux et al. 2020; Smith et al. 2020), and is described in more detail in Section 4.1, but a re-evaluation of the needs for an $f_{NL}$ measurement was promised to be presented here and in Rezaie et al. (2021). This is presented in Section 4.2.

Fortunately, such spurious fluctuations in quasar target density do not couple strongly to changes in the redshift distribution. This can be seen in Fig. 1, where the relative number of quasars as a function redshift is shown when splitting the sample by various imaging properties. The normalized redshift distributions do not appear to depend on the properties of the imaging sample.

4 PHOTOMETRIC SYSTEMATICS

The density variations caused by variations in the properties of imaging data typically result in an excess clustering signal on large scales (e.g., $k < 0.01$ h/Mpc). Unfortunately, the $k^{-2}$-dependent signature of primordial non-Gaussianity is sensitive to the same scales, and thus a robust constraint on the primordial non-Gaussianity parameter $f_{NL}$ demands a thorough and careful assessment of imaging systematics. This reality has been recognized as one of the primary challenges in previous studies of PNG with SDSS data (see, e.g., Ho et al. 2015).

Systematic effects can be classified in general into two categories: obscuration and contamination. These effects are intermingled too. For instance the effect of Galactic obscuration alters the color of objects and can push some of the quasars out of the color-magnitude selection. Adversely, it might also allow some astrophysical artifacts such as stars to be mis-classified as quasars and enter the selection as contaminants (see, e.g., Crocce et al. 2015, for a discussion).

In what follows, we briefly discuss two map-based regression approaches for the mitigation of imaging systematics. These approaches are computationally efficient, however, their robustness and efficiency in eliminating systematics relies on the available imaging maps and the flexibility of the model.

4.1 Method I: Linear weights

The standard systematics treatment, which is implemented in Ross et al. (2020b), uses a multivariate linear model to capture the response of the observed quasar count map to the templates of imaging properties (e.g., Bautista et al. 2018). The templates include Galactic extinction from Schlegel et al. (1998b), survey depth in the $g$ band ($depth$-$g$), sky brightness in the $i$ band ($sky-i$), and seeing in the $i$ band ($psf-i$) from SDSS imaging; and all are pixelated in HEALPix format with $nside=512$. These maps are identified as primary imaging properties which have induced systematic fluctuations in the DR16 quasar sample Ross et al. (2020b). In the standard treatment, the impact of these templates on the target sample density is assumed to be
linear, with four parameters - the amplitude of the effect from each template. The parameters of the linear model are trained by a least-square minimization that reduces the sum of squared error fluctuations in the mean quasar density against imaging properties, including the four primary templates as well as the SDSS stellar density and airmass.

4.2 Method II: Neural Networks

As an alternative, we rely on an ensemble of fully connected neural networks (NN) to obtain the systematic weights as described in Rezaie et al. (2021). Neural networks are capable of representing complex functions, and thus this new set of systematics weights are able to eliminate nonlinear systematic effects. This is very crucial for cleaning the DR16 sample, especially in the NGC, where we observe a strong nonlinear trend against Galactic extinction.

We adapt neural networks to predict the projected quasar density given the imaging data properties imprinted on angular maps pixellated using HEALPix (Górski et al. 2005) with $\text{nside}=512$ as our default resolution, covering the survey. In addition to the four maps used in Ross et al. (2020b), we find that there is a strong dependence on the local stellar density, constructed from Gaia DR2 (Gaia Collaboration et al. 2018) with the g-band magnitude cut $12 < \text{gmag} < 17$. We find that the inclusion of the Gaia stellar density was necessary to obtain a small $\chi^2$ value consistent with the systematics-free simulations. The importance of this map was only realized after the public release with the catalogue, so it is not included in the default linear weights described in Section 4.1, which used a stellar template constructed from SDSS. We also confirm that the improvements we see cannot be reproduced with this stellar template.

A fully connected neural network is constructed from many nonlinear units, called neurons, organized on multiple layers. The information of imaging properties flows forward starting from the first layer through the intermediate layers, and out to the output layer as the predicted quasar density. Each neuron calculates a linear combination of the outputs from the previous layer neurons, and then applies a nonlinear activation function. The arrangement of multiple nonlinear neurons on multiple layers allows the neural network to have the flexibility to model a wide range of functions. Our implementation uses three hidden layers with 20 Rectified Linear Unit neurons on each hidden layer, which is defined as $\text{ReLU}(x) = \max(x, 0)$. The output layer has a single neuron with a Softplus activation, i.e., $\text{Softplus}(x)=\log(1 + \exp(x))$, to ensure that the predicted quasar count is positive. The parameters of the neural network are optimized to increase the similarity between the neural network output and the...
observed projected density field by minimizing the Poisson negative log-likelihood. We incorporate five-fold validation for the training, validation, and testing our neural network. Specifically, we train the parameters with 60% of the data, use 20% of the data to validate and find the best model with minimum validation error. Next, we apply the best model on the remaining 20% of the sample, which is called the test set, and then use the inverse of the predicted quasar count as $w_{\text{systematic}}$. By permutation of the training, validation, and test sets, we test the methodology on the entire footprint and obtain the systematic weights for the entire sample. Finally, the weights are normalized such that the total weighted number of quasars stays invariant before and after applying the weights.

To test our implementation, we have investigated the impact of changing the resolution of imaging maps, splitting the quasar sample into $0 < z < 1.5$ and $1.5 < z < 2.2$, and using various combinations of imaging maps. For each of these tests, we characterize the residual systematic error with the $\chi^2$ statistics by calculating the angular cross-correlation of the projected quasar density and imaging maps and the fluctuations in the mean density of quasars against imaging properties. We find no evidence for redshift-dependent imaging systematics, and no significant impact when training the networks with templates in $nSIDE= 256$.

Fig. 2 illustrates the mean density of quasars versus three primary imaging properties in the NGC (top) and SGC (bottom) regions. The survey depth $g$ causes the strongest trend in both galactic caps with chi-squared values around 266.94 and 828.74, respectively, in the NGC and SGC. The NGC sample also indicates a nonlinear trend against the extinction with $\chi^2 = 374.95$, which remains significant ($\chi^2 = 36.25$) even after the linear treatment (red). On the other hand, our neural network approach (black) is able to reduce the chi-squared error to 9.9 (see Rezaie et al. 2021 for more details).

5 MOCKS

To estimate the covariance matrix we use a set of 1000 mock catalogues described in Zhao et al. (2021), called EZmocks. These synthetic clustering catalogs include the survey geometry, redshift evolution and systematics, and are based on the framework of Chuang et al. (2014) using the Effective Zel’dovich approximation. The simulation assumes a $\Lambda$CDM cosmology of $h = 0.6777$, $\Omega_m = 0.307115$, $\Omega_\Lambda = 0.692885$, $\Omega_b = 0.048206$, $\sigma_8 = 0.8225$ and $n_s = 0.9611$ in a cube of 5 $h^{-1}$Gpc comoving sidelength. The mocks assume zero $f_{\text{NL}}$.

The EZmocks were made from seven simulation snapshots with the clustering signal tuned to match the DR16 quasar catalogue. The EZmocks are fast, approximate mocks that agree well with N-body simulations at large scales, but show some discrepancy at small scales due to non-linear gravitational interactions. These effects only impact scales above $k > 0.25 h/$Mpc which are not used in this study since we only consider only linear scales. Thus we expect no problems for our analysis resulting from the approximations made in creating these simulations.

To quantify the impact of systematic effects present in the data, we introduced linear fluctuations in the distribution of tracers based on the survey depth in the $g$ band, and

the SDSS stellar density map. An angular map was generated based on these two maps and the EZmocks were downsampled randomly by discarding mock tracers with a probability selected according to this map. Thus, the EZmocks are artificially contaminated with linear systematic trends. Additionally, the effects of redshift failure and fiber collisions were introduced into the mocks (see Zhao et al. 2021 for details), however these effects mainly play a role at much smaller scales then used in our analysis. Thus, the contaminated mocks include the uncertainty due to the stochasticity of the systematic treatment. We then assigned weights to the contaminated mocks to account for these effects using the two techniques described Section 4, but using only the two templates used to assign systematics to the mocks. Thus, we can test the effectiveness of the neural network based approaches in comparison to the linear regression method, and the effect of the different approaches, although because they differ in details, we cannot use the mocks to measure an absolute scale of the effect of contaminants or their removal.

6 ANALYSIS TECHNIQUE

In this section we outline the analysis technique used in this study. The methods are similar to previous clustering studies in Fourier space, however the treatment of the window function and integral constraint differ slightly to ensure a higher precision at very large scales. Additionally, we apply redshift weights designed to optimise constraints on primordial non-Gaussianity that are not used in the standard BAO and RSD studies. We restrict our analysis to linear scales and can therefore model the power spectrum without non-linear corrections.

6.1 Power spectrum Estimation

We estimate the power spectrum following the approach of Feldman et al. (1994), calculating the observed over-density field using a random catalogue with the same survey geometry, completeness and redshift distribution as our data to approximate the expected mean density of the quasar sample. We start with the un-normalised over-density field $F(x)$,

$$F(x) = n_q(x)w_q(x) - \alpha n_r(x)w_r(x)$$

where $n_q(x)$ is the quasar density on a 3D cartesian grid $x$, $n_r(x)$ the density of the random catalog, and $\alpha = \sum w_l, noFKP/\sum w_l, noFKP$ matches weighted densities in the data and random catalogues and $w_q$ and $w_r$ are the weights that correct for various observing effects as discussed in Section 3. The objects in the catalogues are put on a grid of size $L = 6600$ Mpc/$h$ and $N = 512$ using the Cloud-in-Cell interpolation scheme (see Sefusatti et al. 2016 for instance). We then determine the multipoles of the power spectrum by taking a series of Fast Fourier Transform (FFTs) of $F(x)$ and applying the estimator of Bianchi et al. (2015) and Scoccimarro (2015). The monopole, for instance, is then calculated as

$$P_0(k) = \frac{1}{4 \pi \Delta} \int \frac{d\Omega k}{d^3k} \left[ \hat{F}(k) \hat{F}^*(k) - S \right]$$
where $A$ the normalisation and the short noise $S$ are given by

$$A = \alpha \sum w_i^2_{\text{FKP}} n(z) w_i_{\text{noFKP}}$$

$$S = \sum w_q^2 + \alpha^2 \sum w_i^2$$

where the subscripts “q” and “i” refer to quasars and randoms, respectively. Note that the values of $\alpha$, the normalisation $A$ and shot noise $S$ differ slightly from previous analyses due to the treatment of the completeness in the random catalogue since the randoms are weighted instead of down-sampled to match the data catalogue. We cut off our analysis at $k = 0.12 h$/Mpc, well below the Nyquist frequency of $k_{\text{Ny}} = 0.24 h$/Mpc and bin the power spectrum using $\Delta k = 2 k_i = 4 \pi /L$. This procedure is the same as in the BAO and RSD studies in Fourier space of the quasar Neveux et al. (2020), LRG Gil-Marín et al. (2020) and ELG de Mattia et al. (2020) samples.

Figure 3 shows the power spectrum monopole for the NGC (left) and SGC (right) regions after the neural network (black) and linear treatment (red). To visualise the variance result for the individual mocks is over-plotted in grey and the mean of the mocks in green. We do not use the quadrupole in this analysis since it is very noisy at large scales for the DR16 QSO data.

### 6.2 Window function and Integral constraint

The area of the survey leaves a footprint in the clustering of quasars and needs to be taking into account when analysing two points statistics. In Fourier space, the estimated power spectrum from the survey is not just the quasar power spectrum but the power spectrum convolved with the survey window function. We include this effect by convolving the model power spectrum with the window function. We calculate the window function multipolues using random pair-counts as outlined in Beutler et al. (2017) and Wilson et al. (2017) with the normalisation of the window given by the same normalisation as the power spectrum. The convolved power spectrum $\hat{P}(k)$ is then calculated from the convolved correlation function $\xi$ through

$$\hat{P}_l = 4\pi (-i)^l \int ds s^2 \xi_l(s) j_l(sk).$$

Additionally, we have to account for the integral constraint. The formalism described in Section 6.1 to estimate the over-density field $F(x)$ implicitly sets the mean quasar density to zero in our analysis. Taking a Fourier transform of $F(x)$ then gives rise to an additional contribution to the monopole through the convolution with the window function

$$\langle F(k) F^\ast(k) \rangle = \int \frac{dk'}{(2\pi)^3} \left[ P(k') - P(0) \delta_D(k) \right] W(k)$$

with the shot-noise uncorrected power spectrum $\hat{P}$. As pointed out by de Mattia & Ruhlmann-Kleider (2019), there is an additional contribution to the integral constraint.
because the radial distribution of the randoms is exactly matched to the data giving rise to an ‘radial’ contribution to the integral constraint. Here we account for the radial integral constraint by calculating the mean power spectrum of the mocks with the redshifts of the randoms drawn for the data mocks, i.e. with the radial integral constraint introduced into the mocks, and with the redshifts drawn from the n(z)-distribution. The additional radial component is then calculated as the fractional difference of the mean power spectra, W_{RIC}. The total integral constraint is then given by \( \tilde{P}(0)W(k) - P(k)W_{RIC} \).

6.3 Optimal Weights

To fully exploit all the information in the LSS of the quasar clustering we apply redshift weights designed to minimise the statistical uncertainty, the redshift due to the redshift weights.

6.4 Power spectrum Model

We restrict our analysis to linear scales with the redshift power spectrum, \( P(k, \mu) \) modelled as

\[
P(k, \mu) = \frac{(b + \mu^2 f)^2 P_m(k)}{1 + (k \mu \sigma_v / H_0)^2}
\]

with the linear matter power spectrum \( P_m(k) \) from CAMB, the galaxy bias \( b \), the growth rate \( f \) and a Lorentzian damping factor given the velocity dispersion \( \sigma_v \). The power spectrum multipoles can then be calculated as

\[
P_\ell(k) = \frac{2\ell + 1}{2} \int_{-1}^{1} P(k, \mu) L_\ell(\mu) d\mu.
\]

Figure 4 shows the model of the power spectrum monopole (blue) using the best fit parameters from the fit to the mean of the mocks. When the convolution with the survey window function is included (orange) the power spectrum is modified at large scales. If we additionally apply the integral constraint to the model (green), we can recover the mean of the mocks (black dashed).

6.5 Covariance and Likelihood

For the main quasar clustering catalogue we estimate the covariance of the power spectrum multipoles numerically from the 1000 EZ-mocks described in Section 5. We invert the covariance including the Hartlap correction (Hartlap et al. 2007), a 6.5% effect for our configuration. The constraints on \( f_{\text{NL}} \) along with the nuisance parameters \( b \) and \( \sigma_v \) are then inferred from maximizing the likelihood \( L \propto e^{-\chi^2/2} \) using a Monte Carlo Markov Chain (MCMC) Metropolis-Hasting algorithm with the \( \chi^2 \) given by \( \chi^2 = (D - T(p))^T C^{-1} (D - T(p)) \) where \( D \) refers to the data vector, \( T(p) \) to the theory prediction and \( p \) the set of parameters. We use flat priors on all parameters and to assure convergence of the MCMC chains we apply the Gelman-Rubin statistics. All MCMC chains have a convergence of \( R < 0.01 \) or lower. In our analysis we marginalised over the shot noise.
S, the bias and the velocity dispersion $\sigma$, in each cap separately as nuisance parameters. With the rest of the cosmological parameters fixed, we vary four parameters in total in our MCMC runs.

7 ROBUSTNESS TESTS WITH MOCKS

7.1 Testing the model

We test the reliability of our analysis pipeline, in particular, the modelling of the window function and integral constraints, using the EZ-mocks described in Section 5, with no observational systematics added, which we call ‘null’ mocks. Figure 5 shows the minimum $\chi^2$-distribution (right) and the best-fit $f_{NL}$ (left) of 200 individual mocks. We recover zero $f_{NL}$ as expected from the mocks and find no bias within our pipeline. The red dashed line shows the best fit $\chi^2$ and the best fit $f_{NL}$ value of the data. Figure 6 shows the constraints on $f_{NL}$ from the mean power spectrum of the 1000 null mocks with the optimal weights (black) and without (red). We can recover zero non-Gaussianity within 1-$\sigma$ and find no significant bias in the pipeline.

7.2 Observational systematics

Using mocks with and without linear systematics added, as described in Section 5, we now test our ability to recover the correct value of $f_{NL}$. The biggest concern is that, unfortunately any treatment of systematic to remove contamination also has the potential to remove part of the signal and decrease the power especially at large scales, where there are only very few modes. Here we study this effect by applying the neural network based correction to the contaminated mocks and compare the results to the null mocks. The left-hand panel of Figure 7 shows the mean power spectrum monopole of the contaminated mocks after neural net removal of systematics (black) and the null mocks (green) for the NGC (upper panel) and SGC (lower panel). The power spectrum at large scales has a reduced power after the neural network treatment compared to the null, i.e. uncontaminated, mocks. This consequentially shifts the $f_{NL}$ maximum likelihood to negative values resulting in a mild bias of the $f_{NL}$ constraints. Note, that we do not use the first $k$-bin in the MCMC analysis due to its instability to the systematic correction. The maximum likelihood value is $f_{NL} = -12$ with optimal weights and $f_{NL} = -19$. This gives us an estimate of the overall bias caused by the systematic treatment.

Rezae et al. (2021) present a method to correct for this over-subtraction, calibrated on the mocks. This removes this small bias. However, the systematic errors are only applied to the mocks using a linear model with two templates, and the effect of the NN correction is significantly smaller than for the data. Thus, we do not trust this correction when applied to the data. Given the small amplitude of this effect, we choose to not apply a correction, rather than apply an incorrect correction.

8 RESULTS

In this section we present the results of measuring the local, primordial non-Gaussianity parameter $f_{NL}$, summarised in Table 2. We discuss the impact of optimal weights to improve the constraints, the impact of photometric systematics and the merging history of halos. Next, we evaluate the robustness of our results by varying our default analysis assumptions including the theoretical model as well as scale cuts and priors (see Table 3).

8.1 Constraints on the local PNG

We constrain the local PNG parameter $f_{NL}$ to $-33 < f_{NL} < 10$ at 68% C.L and $-51 < f_{NL} < 28$ at 95% C.L using the eBOSS quasar sample with a redshift range of $0.8 < z < 2.2$ and a minimum scale of $k_{\text{min}} = 0.019 h/\text{Mpc}$ included in the analysis. These are the tightest constraints on PNG from a spectroscopic survey to date covering the largest survey volume and using information on the largest cosmological scales. We find no evidence of PNG with the $f_{NL}$ parameter agreeing with zero within the 1-$\sigma$ uncertainty. We improve upon the eBOSS DR14 results of $-81 < f_{NL} < 26$ at 95% C.L by 35%. The default settings for our analysis are summarised in Table 1. Figure 10 shows the power spectrum monopole in the NGC (upper panel) and SGC (lower panel) with the best fit model (blue line) and the 1-$\sigma$ uncertainty in $f_{NL}$ (grey contours). Overall, the best fit of our model to the data is very good with $\chi^2/\text{dof} = 94/119$.

Here we have applied a set of optimal weights including redshift weights and optimal FKP weights as discussed in Section 6.3. The redshift weighting technique includes information of the underlying theoretical model and increases the effective redshift of the sample from $z_{\text{eff}} = 1.51$ to $z_{\text{eff}} = 1.82$. Since the impact of PNG is stronger at high redshift the constraints can be improved. Additionally the FKP weight is chosen at $P_0 = 20000 \text{ (Mpc}/h)^3$ instead of the standard $P_0 = 6000 \text{ (Mpc}/h)^3$ that is used in BAO and RSD analysis to balance shot noise and cosmic variance at large scales, which are of interest in this study. Figure 9 shows the the constraints on $f_{NL}$ with (black line) and without (red line) the optimal weights; our results using the NN...
weights and merging factor $p = 1.6$ are shown in the upper-left panel. The optimal weights lead to an improvement of 37% compared to the constraint without optimal weights of $-28 < f_{\text{NL}} < 31$ at 68% C.L and a mild shift to higher $f_{\text{NL}}$ values. The redshift weighting technique is particularly effective for the quasar sample because of its large redshift range but also because of the strong redshift dependency of the quasar bias.

Next, we study the effect of the photometric contaminations in the sample and different systematics removal techniques. The photometric systematics in particular effect the largest scales of the quasar power spectrum monopole (see Figure 3) and their correct removal is crucial for any study of PNG. In this study we focus on two systematic treatments:

- Linear treatment: standard linear weights as used in the BAO analysis
- Neural network treatment: advanced machine learning based approach

In Section 4 we summarise each technique for the data. The details of the systematic treatment used for this analysis discussed in detail in the accompanying paper of Rezaie et al. (2021). The main differences between the two approaches is that the neural network technique allows us to remove non-linear effects caused by the photometric contaminations while the standard weights only remove linear trends. Additionally, Rezaie et al. (2021) identified that the stellar density was better matched using a new template constructed using Gaia data, whereas the standard treatment used a template based on SDSS data (see Section 4.2). Figure 9 shows the constraints on $f_{\text{NL}}$ for the linear systematics treatment. With the optimal weights, the linear $f_{\text{NL}}$ measurement is in agreement with zero at 1-σ and is consistent with the neural network systematics removal. However, without the optimal weights the maximum likelihood value of $f_{\text{NL}}$ shifts by almost 4 σ, hinting at systematic contamination at low redshifts. For the linear systematic removal, our constraints on $f_{\text{NL}}$ are not robust and confirm the findings of residual systematics in the standard catalogue as found in Rezaie et al. (2021). This potential bias in $f_{\text{NL}}$ highlights the need for robust systematics removal techniques to account for photometric contaminants.

Third, we discuss the impact of the merger history of
quasars on the $f_{\text{NL}}$ constraints parametrised as $p$ in Eq. 3. Tracers that mainly populate recently merged halos lead to a weaker scale dependency of the halo bias with $p \sim 1.6$. While this is our default assumption, it is likely that not all quasars are in halos that resulted from recent mergers. Our default results can therefore be considered the most conservative estimate. If we instead assume $p = 1$, i.e. no recent merger history, our constraints tighten to $-18 < f_{\text{NL}} < 11$ with the optimal weighing technique. This is the most optimistic estimate of the $f_{\text{NL}}$ uncertainties. Note, that the effective redshift in this case is $z_{\text{eff}} = 1.74$ and the improvement of the optimal weights compared to the standard analysis without optimal weights is 10%. The redshift evolution of the optimal weights with $p = 1$ is weaker that for $p = 1.6$ resulting in less improvement and a lower overall effective redshift. Figure 8 shows the redshift distribution, $n(z)$ for different weights.

Nevertheless, the constraints for $p = 1$ are 80% tighter than for $p = 1.6$. Therefore, our 1-σ results are between $\pm 14 \lesssim \sigma(f_{\text{NL}}) < \pm 21$. Note, that the maximum likelihood value for $f_{\text{NL}}$ does not change with $p$, only the uncertainty on $f_{\text{NL}}$ varies with $p$.

### 8.2 Robustness of the results

In this section we investigate the effect of different assumptions in the analysis, for instance, the covariance matrix without systematic contribution, the theoretical model as well as scale cuts and assumptions on priors for both the neural network systematics treatment as well as the linear systematics treatment. Table 3 and Figure 11 summarise our results. Overall, the results using the neural network systematics treatment are robust to all assumptions and analysis settings, whereas the linear systematics treatment shows a wider scatter in the resulting $f_{\text{NL}}$ constraints. In the following we discuss each scenario in more detail.

First, we investigate the effect of using the covariance...
Figure 9. Marginalized posterior distribution of $f_{NL}$ for the Neural Network systematic treatment [left] and linear systematic treatment [right]. Lower panels for $p=1$ assuming no recent merger history and upper panels for $p=1.6$. These are our main results from the DR16 QSO data.

calculated from the ‘null’ mocks, i.e. the purely statistical covariance matrix that does not include any uncertainty due to the systematic treatment, in contrast to our default covariance that includes scatter caused by the systematic weights (see Section 6.5). In the neural network scenario, the constraints on $f_{NL}$ are consistent with our default results with only a mild increase in the $\chi^2$/dof, whereas in the linear scenario the maximum likelihood value for $f_{NL}$ is shifted by more than 1 $\sigma$ showing that the linear results are not robust.

Next, we check the impact of using different scale cuts by changing the minimum and maximum scales fitted, $k_{\text{min}}$ and $k_{\text{max}}$. For the neural network technique, increasing $k_{\text{min}}$ to remove large scales, leads to an increase in the uncertainty in agreement with the $1/k^2$ dependency of the PNG model and only mildly shifts the maximum likelihood to lower values. The linear treatment on the other hand displays strong changes to the $f_{NL}$ constraints, hinting at residue systematic contamination. Removing the small scale information by decreasing $k_{\text{max}}$ has a minimal impact on the results for both scenarios, only marginally increasing the uncertainty.

Additionally, we show that the prior on the shot noise has no influence on the results for both scenarios. Lastly, we also note that the choice of a Gaussian velocity dispersion in contrast to a Lorentzian behaviour does not change our results.
Any treatment of systematics is liable to bias our results towards negative $f_{\text{NL}}$ values by removing clustering modes and thus decreasing the amplitude of the power spectrum monopole on large scales. In Section 4 we estimated this effect using contaminated mocks to give $\Delta f_{\text{NL}} = -12$. Unbiasing our results by shifting the likelihood by this value implies a $f_{\text{NL}}$ constraint of $f_{\text{NL}} = 0 \pm 21\text{ (stat.)} \pm 12\text{ (sys.)}$. This over-correction is significantly less than the statistical error. Since our estimate of the bias relies on mocks with linear systematics that do not fully represent the non-linearities of the systematics in the actual data, we do not include this bias in our main results.

### 9 CONCLUSIONS

The quasar sample of eBOSS is the largest volume survey up to date, covering a redshift range of $0.8 < z < 2.2$. The large survey volume allows the measurement of the power spectrum at very large scales to an unprecedented precision. We measure the amplitude of local PNG to be $f_{\text{NL}} = -12 \pm 21$ at 68% confidence level finding no evidence for PNG within the 1-$\sigma$ uncertainty. This is the tightest constraint on $f_{\text{NL}}$ from low redshift large-scale structure to date. Figure 12 shows this result in context of previous analysis. In orange are the main measurements on $f_{\text{NL}}$ from CMB experiments over the years (Komatsu et al. 2003; Spergel et al. 2007; Komatsu et al. 2009; Komatsu 2010; Ade et al. 2014, 2016; Collaboration et al. 2019), in blue constraints from LSS surveys (Slosar et al. 2008; Ross et al. 2013b; Castorina et al. 2019) and in green results from cross-correlations of LSS and CMB

---

Table 2. 68% and 95% C.L. constraints on local PNG for the systematic treatment using neural networks as well as the standard removal technique using linear weights. We present the results with the optimal weights and without, as well as for different assumptions on the recent merger history parametrised by $p$. These results are also displayed in Figure 9. The first row, showing the Neural Network treatment with optimal weights is our default result.

| Assumption | $f_{\text{NL}}$ 68% C.L. | Max. Like. | $\chi^2$/dof | $f_{\text{NL}}$ 68% C.L. | Max. Like. | $\chi^2$/dof |
|------------|--------------------------|------------|----------------|--------------------------|------------|----------------|
| Default    | $-33 < f_{\text{NL}} < 11$ | -12 | 94/119         | $-50 < f_{\text{NL}} < 10$ | -28 | 87/119         |
| NGC only   | $-35 < f_{\text{NL}} < 10$ | -13 | 44/59          | $-34 < f_{\text{NL}} < 7$  | -19 | 42/59          |
| SGC only   | $-58 < f_{\text{NL}} < 33$ | -4  | 50/59          | $-42 < f_{\text{NL}} < 23$ | -5  | 45/59          |
| Covariance w/o sys. error | $-33 < f_{\text{NL}} < 14$ | -9  | 105/119        | $-46 < f_{\text{NL}} < 23$ | 6   | 99/54          |

### Table 3. Robustness tests using different analysis settings. These results are also displayed in Figure 11. The 'Default' values (third row) are the main result of the paper.
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### Table 3. Robustness tests using different analysis settings. These results are also displayed in Figure 11. The 'Default' values (third row) are the main result of the paper.

8.3 Potential bias caused by the systematic treatment

Any treatment of systematics is liable to bias our results towards negative $f_{\text{NL}}$ values by removing clustering modes and thus decreasing the amplitude of the power spectrum monopole on large scales. In Section 4 we estimated this effect using contaminated mocks to give $\Delta f_{\text{NL}} = -12$. Unbiasing our results by shifting the likelihood by this value implies a $f_{\text{NL}}$ constraint of $f_{\text{NL}} = 0 \pm 21\text{ (stat.)} \pm 12\text{ (sys.)}$. This over-correction is significantly less than the statistical error. Since our estimate of the bias relies on mocks with linear systematics that do not fully represent the non-linearities of the systematics in the actual data, we do not include this bias in our main results.
Figure 10. Power spectrum monopole for the NGC [upper panel] and SGC [lower panel]. The best fit model is plotted in blue. The blue contours show the range of models within the 1-σ uncertainty in $f_{\text{NL}}$.

(Giannantonio et al. 2014a). We can improve upon the previous eBOSS DR14 results (Castorina et al. 2019) by 35%, by a factor of 3 upon the BOSS LRG DR9 results (Ross et al. 2013b) and by 28% upon the constrains of Slosar et al. (2008), which used a combination of data sets with the results dominated by the SDSS photometric quasar sample.

We apply optimised weights including redshift weights developed in Mueller et al. (2019) as well as FKP weights more suitable for large scales to improve our results by 37% highlighting the potential of advanced weighting techniques.

We show that a robust removal of the photometric contamination is crucial for a precise PNG measurement using the power spectrum monopole. Imaging systematics such as stellar density, extinction or depth, can have an immense effect in particular on the largest scales and therefore have the potential to bias the $f_{\text{NL}}$ measurement.

In addition to the linear weights of the standard catalogue as were used in the BOSS and eBOSS BAO and RSD analysis, we present optimised results using a neural network treatment of systematics as detailed in the companion paper Rezaie et al. (2021). We find robust results using the advanced neural network technique, on the other side, while the linear regression does not give robust results. We conclude, that there are uncorrected contaminants present in the data when using the linear regression technique. Therefore, for a PNG measurement the standard treatment of systematics in not sufficient.

This paper is the latest step in the chain of development required to make $f_{\text{NL}}$ measurements from galaxy redshift surveys. We have demonstrated an increasingly sophisticated pipeline including careful choice of weights and analysis of potential problems caused by the observations. These developments are particularly important given future surveys including DESI (DESI Collaboration et al. 2016a,b), SPHEREx (Doré et al. 2014) and Euclid (Laureijs et al. 2011), which will cover larger effective volumes than that considered here. Dedicated experiments such as a survey of high redshift galaxies by an instrument such as the Maunder Spectroscopic Explorer (Percival et al. 2019) offer a potential to achieve errors of order $\Delta f_{\text{NL}} \sim 1$, which is the level at which interesting constraints can be set on inflation (Bartolo et al. 2004). Robustly realising this potential will require further developments, particularly for the mitigation of systematics arising from the observations. Including measurements of the bispectrum and trispectrum have the potential to significantly improve on these constraints (Karagiannis et al. 2018) further increasing the impact of large-scale structure observations. What is clear is that over the next decade, large-scale structure has the potential to take the CMB as the primary observation used to constrain $f_{\text{NL}}$.
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Figure 11. Robustness tests: 68% C.L constraints for different analysis settings and assumptions on the theoretical model. The Neural Network systematic treatment gives consistent results, while the standard linear systematic removal techniques shows scatter. The grey dashed lines correspond to zero $f_{\text{NL}}$.
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