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Abstract—This paper focuses on the consensus and formation problems of multiagent systems under unknown persistent disturbances. Specifically, we propose a novel method that combines an existing consensus (or formation) algorithm with a new controller. The new controller has an integral action that produces a control input based on an error signal locally projected onto the column space of the graph Laplacian. This action allows agents to achieve a consensus or a predetermined formation objective under constant or time-varying disturbances. This study has analyzed the stability properties of this architecture and provides several illustrative examples to demonstrate the proposed approach.

I. INTRODUCTION

Numerous studies from diverse areas of science and engineering have conducted research in the recent decades that focused on the consensus and formation problems in multiagent systems (see [1]–[3] and references therein). Specifically, consensus refers to agents coming to a global agreement on a state value, and formation refers to agents moving toward a desired geometric shape. In this paper, we explore new solutions to these problems for the case when the dynamics of each agent is perturbed by an unknown persistent disturbance.

We propose an architecture that combines an existing consensus (or formation) algorithm with a new controller. This controller's integral action produces a control input based on an error signal that is locally projected onto the column space of the graph Laplacian, and this action allows agents to achieve a consensus or a predetermined formation objective under constant or time-varying disturbances. In particular, local projection removes the effect of the bias that could possibly contained in this error signal, and hence, this controller does not necessarily drive the states of the agents to the origin while suppressing the effect of disturbances. The projected error signal is constructed by taking the difference between an agent's state and its predicted state. In particular, the predicted state is obtained from a differential equation that resembles an ideal consensus (or formation) model modified by this error term in such a way that the ideal consensus (or formation) model is recovered (resp., approximately recovered) when this error term goes to zero (resp., goes to a small neighborhood around zero). We refer to [4] for more details regarding the state predictor which is used in the context of adaptive control theory. The realization of the proposed controller only requires an agent to have access to its own state and to relative state information with respect to its neighbors. We verify the stability properties of this architecture by using the results from linear algebra, matrix mathematics, and the Lyapunov theory.

The organization of the paper is as follows. Section II recalls some of the basic notions from graph theory and then provides the general setup of the consensus and formation problems for multiagent networks. Section III presents the formulation for the consensus problem. Section IV provides the stability analysis for the architecture proposed in Section III, including extensions to the formation problem. Section V modifies the proposed approach of Section III for cases in which the agents need to come to a global agreement on a constant point in space. Section VI extends the results of all previous sections to include the time-varying disturbance case. Several illustrative examples on a cycle graph with six agents are given in Section VII to demonstrate the efficacy of the proposed approach, and conclusions are summarized in Section VIII.

The notation used in this paper is fairly standard. Specifically, $\mathbb{R}$ denotes the set of real numbers, $\mathbb{R}^n$ denotes the set of $n \times 1$ real column vectors, $\mathbb{R}^{n \times m}$ denotes the set of $n \times m$ real matrices, $\mathbb{R}_+$ denotes the set of positive real numbers, $\mathbb{R}_+^{n \times n}$ (resp., $\mathbb{R}_+^{n \times n}$) denotes the set of $n \times n$ positive-definite (resp., nonnegative-definite) real matrices, $\mathbb{S}_+^{n \times n}$ (resp., $\mathbb{S}_+^{n \times n}$) denotes the set of $n \times n$ symmetric positive-definite (resp., symmetric nonnegative-definite) real matrices, $0_n$ denotes the $n \times 1$ vector of all zeros, $1_n$ denotes the $n \times 1$ vector of all ones, $0_{n \times n}$ denotes the $n \times n$ zero matrix, and $1_n$ denotes the $n \times n$ identity matrix. Furthermore, we write $(\cdot)^T$ for transpose, $(\cdot)^{-1}$ for inverse, $(\cdot)^+$ for the Moore-Penrose generalized inverse, $\otimes$ for the Kronecker product, $\| \cdot \|_2$ for the Euclidian norm, $\| \cdot \|_F$ for the Frobenius matrix norm, $\lambda_{\min}(A)$ (resp., $\lambda_{\max}(A)$) for the minimum (resp., maximum) eigenvalue of the Hermitian matrix $A$, $\lambda_i(A)$ for the $i$-th eigenvalue of $A$ ($A$ is symmetric and the eigenvalues are ordered from least to greatest value), $\text{spec}(A)$ for the
spectrum of $A$, $\pi_0(A)$, $\pi_+(A)$, and $\pi_-(A)$ for the number of eigenvalues (counted with algebraic multiplicities) of $A$ having zero, positive, and negative real parts, respectively, $\text{diag}(a)$ for the diagonal matrix with the vector $a$ on its diagonal, $[A]_{ij}$ for the entry of the matrix $A$ on the $i$-th row and $j$-th column, $\mathcal{N}(A)$ for the null space of the matrix $A$, and $\text{span}(a)$ for the span of the vector $a$ (the subspace generated by scalar multiplies of $a$).

II. Preliminaries

In this section we recall some of the basic notions from graph theory, which is followed by the general setup of the consensus and formation problems for multiagent networks. We refer to [5] and [1] for more details about graph theory and multiagent networks.

A. Graphs and Their Algebraic Representation

In the multiagent literature, graphs are broadly adopted to encode interactions in networked systems. An undirected graph $G$ is defined by a set $V_G = \{1, \ldots, n\}$ of nodes and a set $E_G \subset V_G \times V_G$ of edges. If $(i, j) \in E_G$, then the nodes $i$ and $j$ are neighbors and the neighboring relation is indicated with $i \sim j$. The degree of a node is given by the number of its neighbors. Letting $d_i$ be the degree of node $i$, then the degree matrix of a graph $G$, $D(G) \in \mathbb{R}^{n \times n}$, is given by

$$D(G) \triangleq \text{diag}(d), \quad d = [d_1, \ldots, d_n]^T. \quad (1)$$

A path $i_0i_1\ldots i_L$ is a finite sequence of nodes such that $i_{k-1} \sim i_k$, $k = 1, \ldots, L$, and a graph $G$ is connected if there is a path between any pair of distinct nodes. The adjacency matrix of a graph $G$, $A(G) \in \mathbb{R}^{n \times n}$, is given by

$$[A(G)]_{ij} \triangleq \begin{cases} 1, & \text{if } (i, j) \in E_G, \\ 0, & \text{otherwise}. \end{cases} \quad (2)$$

The Laplacian matrix of a graph, $\mathcal{L}(G) \in \mathbb{R}^{n \times n}$, playing a central role in many graph theoretic treatments of multiagent systems is given by

$$\mathcal{L}(G) \triangleq D(G) - A(G), \quad (3)$$

where the spectrum of the Laplacian for a connected, undirected graph can be ordered as

$$0 = \lambda_1(\mathcal{L}(G)) < \lambda_2(\mathcal{L}(G)) \leq \cdots \leq \lambda_n(\mathcal{L}(G)), \quad (4)$$

with $1_n$ as the eigenvector corresponding to the zero eigenvalue $\lambda_1(\mathcal{L}(G))$ and $\mathcal{L}(G)1_n = 0_n$ and $e^{\mathcal{L}(G)}1_n = 1_n$ hold.

B. Consensus Dynamics

We can model a given multiagent system by a graph $G$ where nodes and edges represent agents and interagent information exchange links, respectively.\footnote{Throughout this paper we assume that the network is static. As such, the movements of the agents will not cause edges to appear or disappear in the network.} Let $x_i(t) \in \mathbb{R}^m$, denote the state of node $i$ at time $t \geq 0$, whose dynamics is described by the single integrator

$$\dot{x}_i(t) = u_i(t), \quad x_i(0) = x_{i0}, \quad i = 1, \cdots, n, \quad (5)$$

with $u_i(t) \in \mathbb{R}^m$ being the control input of node $i$. Allowing agent $i$ to have access to the relative state information with respect to its neighbors, the solution of the consensus problem can be achieved by applying

$$u_i(t) = -\sum_{i \neq j} (x_i(t) - x_j(t)), \quad (6)$$

to the single integrator dynamics given by (5), where (5) in conjunction with (6) can be represented as the Laplacian dynamics of the form

$$\dot{x}(t) = -\mathcal{L}(G) \otimes I_m x(t), \quad x(0) = x_0, \quad (7)$$

where $x(t) = [x_1^T(t), \ldots, x_n^T(t)]^T$ denotes the aggregated state vector of the multiagent system. Although our results can directly be extended to the case of (7), in what follows we will focus on the system

$$\dot{x}(t) = -\mathcal{L}(G)x(t), \quad x(0) = x_0, \quad (8)$$

capturing the multiagent dynamics with individual agent states evolving in $\mathbb{R}$. Furthermore, we assume that $G$ is connected. Considering (8), we note that $x(t) \rightarrow 1_n(1_n^T1_n)^{-1}1_n^Tx_0 = (1_n1_n^T/n)x_0$ as $t \rightarrow \infty$, since the (undirected) graph $G$ is connected.

C. Formation Dynamics

For our take on the formation problem, define $\tau_i$ as the displacement of $x_i$ from the target location $\zeta_i$. Then, using the state transformation given by

$$\tau_i(t) = x_i(t) - \zeta_i, \quad i = 1, \ldots, n, \quad (9)$$

the solution of the invariant formation problem follows from (8) as

$$\dot{\tau}(t) = -\mathcal{L}(G)\tau(t) - \mathcal{L}(G)\zeta, \quad \tau(0) = 0, \quad (10)$$

where $\zeta = [\zeta_1, \cdots, \zeta_n]^T$. Note that (10) can equivalently be written as

$$\dot{x}_i(t) = -\sum_{i \neq j} (x_i(t) - x_j(t)) + (\zeta_i - \zeta_j), \quad x_i(0) = x_{i0}. \quad (11)$$

D. Lyapunov and Asymptotic Stability

We conclude this section by noting that a matrix $A \in \mathbb{R}^{n \times n}$ is Lyapunov stable if and only if every eigenvalue of $A$ has nonpositive real part and every eigenvalue of $A$ with zero real part is semisimple [6], and it is asymptotically stable (Hurwitz) if and only if every eigenvalue of $A$ has negative real part [7]. Furthermore, the zero solution $x(t) \equiv 0$ to a linear dynamical system of the form $\dot{x}(t) = Ax(t)$, $x(0) = x_0$, $t \geq 0$, is Lyapunov stable if and only if $A$ is Lyapunov stable, and asymptotically stable if and only if $A$
is asymptotically stable (see, for example, Theorem 3.15 of [7]). For a connected, undirected graph, \(-L(G)\) is Lyapunov stable, which is a direct consequence of (4). Therefore, the zero solution \(x(t) \equiv 0\) to (8) is Lyapunov stable.

III. PROBLEM FORMULATION

Consider a system of \(n\) agents exchanging information among each other using their local measurements, according to a connected, undirected graph \(G\). Let \(x(t) = [x_1(t), \ldots, x_n(t)]^T \in \mathbb{R}^n\) and \(u(t) = [u_1(t), \ldots, u_n(t)]^T \in \mathbb{R}^n\) denote the aggregated state vector and control input of the multiagent system at time \(t \geq 0\), respectively. Suppose that the dynamics of agents are perturbed by an unknown constant disturbance vector \(w = [w_1, \ldots, w_n]^T \in \mathbb{R}^n\), where \(w_i\), \(i = 1, \ldots, n\), represents a disturbance effecting the dynamics of \(i\)-th agent. Then, the multiagent system is represented by

\[
\dot{x}(t) = u(t) + w, \quad x(0) = x_0. \tag{12}
\]

A. Proposed Controller

To address the consensus problem for the multiagent system given by (12), we propose the controller of the form

\[
u(t) = u_n(t) + u_a(t), \tag{13}
\]

where \(u_n(t) \in \mathbb{R}^n\) denotes the standard control input given by

\[
u_n(t) = -L(G)x(t), \tag{14}
\]

and \(u_a(t) \in \mathbb{R}^n\) denotes the additional control input given by

\[
u_a(t) = -\dot{w}(t), \tag{15}
\]

where \(\dot{w}(t) \in \mathbb{R}^n\) is an estimate of \(w\) obtained from

\[
\dot{w}(t) = KQ(G)(x(t) - \hat{x}(t)), \quad \dot{w}(0) = \dot{w}_0, \tag{16}
\]

with \(K = \text{diag}(k) \in \mathbb{S}_{++}^{n \times n}\), \(k = [k_1, \ldots, k_n]^T\), being the learning rate matrix,

\[
Q(G) = I_n - S(G)(I_n + A(G)) \in \mathbb{R}^{n \times n}, \tag{17}
\]

\[
S(G) = \text{diag}(s) \in \mathbb{S}_{++}^{n \times n}, \quad s = [(N_1 + 1)^{-1}, \ldots, (N_n + 1)^{-1}]^T, \text{ with } N_i, i = 1, \ldots, n, \text{ being the number of neighbors that agent } i \text{ has}, \quad \hat{x}(t) \in \mathbb{R}^n \text{ is predicted state vector [4] obtained from}
\]

\[
\dot{\hat{x}}(t) = -L(G)\hat{x}(t) + M(x(t) - \hat{x}(t)), \quad \dot{\hat{x}}(0) = \hat{x}_0, \tag{18}
\]

with \(M = mI_n \in \mathbb{S}_{++}^{n \times n}\) being the predicted state gain.

In order to express the proposed controller for an agent \(i\), we first show that

\[
Q(G) = S(G)L(G). \tag{19}
\]

To see this, we write

\[
I_n + A(G) = I_n + A(G) \pm D(G) = I_n + D(G) - L(G) = S(G)^{-1} - L(G), \tag{20}
\]

where

\[
S(G) = [I_n + D(G)]^{-1}, \tag{21}
\]

by the definition of \(S(G)\). Then, using (20) in (17), we have

\[
Q(G) = I_n - S(G)(I_n + A(G)) = I_n - S(G)(S(G)^{-1} - L(G)) = S(G)L(G), \tag{22}
\]

which shows the equality given by (19).

Now, considering the control input (13) along with (14), (15), and (18), and using (22) in (16), the form of the proposed controller for an agent \(i\) becomes

\[
u_i(t) = -\sum_{i \neq j} (x_i(t) - x_j(t)) - \dot{w}_i(t), \tag{23}
\]

\[
\dot{\hat{x}}_i(t) = -[KS(G)]_{ii} \sum_{i \neq j} (\hat{x}_i(t) - \hat{x}_j(t)), \tag{24}
\]

\[
\dot{\hat{x}}_i(t) = -\sum_{i \neq j} (\hat{x}_i(t) - \hat{x}_j(t)) + m(x_i(t) - \hat{x}_i(t)), \tag{25}
\]

where \(\hat{x}_i(t) \triangleq x_i(t) - \hat{x}_i(t)\) and \([KS(G)]_{ii}\) is the \(i\)-th diagonal element of the diagonal matrix \(KS(G)\).

B. Discussion

Before giving a formal mathematical proof of the proposed controller (13) to show that it solves the consensus problem for the multiagent system given by (12), we give here a discussion about its architecture. Specifically, the proposed controller given by (13) is constructed using the standard control input (14) and the additional control input (15). As we discussed in the preliminaries section, the standard control input solves the consensus problem when \(w = 0\). Here, the purpose using the additional control input is to suppress the effect of disturbances in order to reach a consensus.

The additional control input is determined from (16) and (18). In particular, (18) serves as an ideal consensus model capturing the dynamics given by (8) if \(x(t) - \hat{x}(t) \approx 0\). That is, since the difference between the aggregated state vector and its estimation determines how close \(x(t)\) is to the ideal consensus model, we use \(x(t) - \hat{x}(t)\) in (16) as an error signal. Notice that since the additional control input (15) is an integration of (16), then can be readily seen that it minimizes this error signal multiplied from left by \(KQ(G)\), i.e., \(KQ(G)(x(t) - \hat{x}(t))\). Hence, the form of \(Q(G)\) is not arbitrary and plays an important role.

Consider the projections defined by
where $P_{L(G)}$ is a projection onto the column space of $L(G)$ and $P_{L(G)}$ is a projection onto the null space of $L(G)$. Note that $P_{L(G)} = I_n - P_{L(G)}$ holds. Furthermore, every solution to (8) evolves in time to $N(L(G))$. Therefore, choosing $Q(G)$ in a form similar to the projection $P_{L(G)} = I_n - I_n^T/n$ removes the bias from the error signal $x(t) - \hat{x}(t)$. However, if we choose $Q(G)$ as $I_n - I_n^T/n$, then the realization of the proposed controller requires agent $i$ to have access to the relative state information of all other agents. In order to overcome this problem, we choose $Q(G)$ given by (17), which can be viewed as the localized version of the projection $I_n - (I_n^T/n)$. Specifically, $S(G)$ and $I_n + A(G)$ are the localized versions of $1/n$ and $I_n^T/n$, respectively. Therefore, the realization of the proposed controller only requires agent $i$ to have access to its own state and to relative state information with respect to its neighbors.

IV. Stability Analysis

Let $\hat{x}(t) \triangleq x(t) - \hat{x}(t)$ and $\hat{w}(t) \triangleq \hat{w}(t) - w$ be the aggregated state error and the disturbance error vectors, respectively. Using (12), (16), and (18), we can write

$$
\dot{\hat{x}}(t) = -L(G)x(t) - \hat{w}(t) + L(G)\hat{x}(t) - M\hat{x}(t) \\
= -L(G)\hat{x}(t) - M\hat{x}(t) - \hat{w}(t) \\
= \hat{A}\hat{x}(t) - \hat{w}(t), \quad \hat{x}(0) = x_0 - \hat{x}_0, \\
\dot{\hat{w}}(t) = KQ(G)(x(t) - \hat{x}(t)) \\
= KQ(G)\hat{x}(t), \quad \hat{w}(0) = \hat{w}_0 - w,
$$

where $\hat{A} \triangleq -L(G) - M$. By defining $e(t) \triangleq [\hat{x}^T(t), \hat{w}^T(t)]^T$, we can equivalently write (28) and (29) as

$$
\dot{e}(t) = \begin{bmatrix} \hat{A} & -I_n \\ KQ(G) & 0_{n \times n} \end{bmatrix} e(t), \quad e(0) = \begin{bmatrix} x_0 - \hat{x}_0 \\ \hat{w}_0 - w \end{bmatrix}.
$$

A. Supporting Lemmas

The $2n \times 2n$ system matrix

$$
\hat{A}_0 \triangleq \begin{bmatrix} \hat{A} & -I_n \\ KQ(G) & 0_{n \times n} \end{bmatrix},
$$

plays an important role in the stability analysis. We need the following supporting lemmas in order to analyze the properties of this matrix.

Lemma 4.1: $\hat{A} = -L(G) - M$ in (31) is asymptotically stable.

Proof. Since $-L(G)$ is Lyapunov stable, then there exists a $P \in \mathbb{S}^+_n$ satisfying the Lyapunov equation

$$
0 = -L(G)^TP - PL(G) + R \\
= -L(G)P - PL(G) + R,
$$

for a given $R \in \mathbb{R}^+_n$ [6]. Adding and subtracting $2mP$ to (32) yields

$$
0 = -L(G)P - PL(G) + R + 2mP \\
= -[L(G) + mI_n]P - P[L(G) + mI_n] + R + 2mP \\
= \hat{A}P + P\hat{A} + R + 2mP,
$$

where it follows from (33) that

$$
0 > \hat{A}P + P\hat{A} = \hat{A}^TP + P\hat{A},
$$

since $R + 2mP > 0$. Now, since there exists a $P \in \mathbb{S}^+_n$ such that (34) holds, then it follows that $\hat{A}$ is asymptotically stable [6].

Lemma 4.2 ([8]): Let $A, B \in \mathbb{R}^n$. Then, there is a nonsingular $C \in \mathbb{R}^n$ such that $A = CBC^T$ if and only if $A$ and $B$ have the same number of positive, negative, and zero eigenvalues.

Lemma 4.3: $KQ(G)$ in (31) has $n - 1$ positive eigenvalues and a zero eigenvalue.

Proof. First note that $KQ(G) = KS(G)L(G)$ from (19). Let $\lambda \in \text{spec}(KQ(G)L(G))$, where $\eta \in \mathbb{C}^n$ and $\eta \neq 0$. Now, noting that $(KS(G)L(G))^{1/2}L(G)\eta = (KS(G))^{-1/2}\eta$ or, equivalently, $CL(G)C^{-1}\eta = C^{-1}\eta$, $C \triangleq (KS(G))^{1/2}$, it follows that $CL(G)C\eta = \lambda C\eta$, where $(\cdot)^{1/2}$ denotes the unique positive-definite square root and $\eta \triangleq C^{-1}\eta$. This shows that $\text{spec}(KQ(G)L(G)) = \text{spec}(C\mathcal{L}(G)C)$. Now, let $\hat{L}(G) \triangleq CL(G)C$ and note that $C = C^T$. Then, it follows from Lemma 4.2 that $\hat{L}(G)$ and $\hat{L}(G)$ have $n - 1$ positive eigenvalues and a zero eigenvalue. From the equivalence $\text{spec}(KQ(G)) = \text{spec}(C\mathcal{L}(G)C)$, the result is immediate.}

Lemma 4.4 shows that $\hat{A}$ in (31) is asymptotically stable, and hence, every eigenvalue of $\hat{A}$ has negative real part. In addition, Lemma 4.3 shows that $KQ(G)$ in (31) has $n - 1$ positive eigenvalues and a zero eigenvalue. In order to use these two results to analyze (31) (and hence, (30)), we also need the following lemma.

Lemma 4.4 ([9]): Suppose $Z(\lambda) = A\lambda^2 + B\lambda + C$ denotes the quadratic matrix polynomial, where $A \in \mathbb{R}^{n \times n}$ and $C \in \mathbb{R}^{n \times n}$, and $A$ is nonsingular. If $B \in \mathbb{R}^{n \times n}$ is positive-definite, then $\pi_+(Z) = \pi_-(A) + \pi_-(C), \quad \pi_-(Z) = \pi_+(A) + \pi_-(C)$, and $\pi_0(Z) = \pi_0(C)$, where $\pi_+(Z) + \pi_-(Z) + \pi_0(Z) = 2n$.

B. Main Result

The following theorem analyzes the solution $e(t)$ of the error system given by (30).

Theorem 4.1: The solution $e(t)$ of the error system given by (30) is Lyapunov stable for all $e_0 \in \mathbb{R}^{2n}$ and $t \geq 0$, and $e(t) \rightarrow e_0[I^n + mI_n^T]$ as $t \rightarrow \infty$, where $e$ is a constant in $\mathbb{R}$. 

Proof. Differentiating (38) with respect to time and using (29), we can write
\[ \dot{x}(t) = \dot{A}x(t) - KQ(\mathcal{G})x(t). \] (35)
Define \( c_{\xi_1}(t) \triangleq \dot{x}(t) \) and \( c_{\xi_2}(t) \triangleq \ddot{x}(t) \). Then, letting \( c_\xi(t) \triangleq [c_{\xi_1}(t), c_{\xi_2}(t)]^T \) yields
\[ \dot{c}_\xi(t) = \begin{bmatrix} 0_{n \times n} & I_n \\ -KQ(\mathcal{G}) & A \end{bmatrix} c_\xi(t). \] (36)
Notice that the system matrix of (36) is equivalent to the system matrix of (30) in that the characteristic equations of both matrices are the same and can be given from (36) as
\[ Z(\lambda) = \lambda^2 I_n + \lambda(-\tilde{A}) + KQ(\mathcal{G}) = 0. \] (37)
In order to apply Lemma 4.4, we only need to show the positive-definiteness of \(-\tilde{A}\). To see this, note that \( \xi^T(\tilde{A})\xi \geq 0 \). Then, we can write \( \xi^T(-\tilde{A})\xi = \xi^T(L(\mathcal{G}) + mI_n)\xi = \xi^T(L(\mathcal{G}) + m\xi^T\xi) > 0 \), \( \xi \neq 0 \). Therefore, \(-\tilde{A}\) is positive-definite.

In Lemma 4.1, we showed that every eigenvalue of \( \tilde{A} \) has negative real part. This implies that every eigenvalue of \(-\tilde{A}\) has positive real part. Furthermore, in Lemma 4.3, we showed that \( KQ(\mathcal{G}) \) has \( n-1 \) positive eigenvalues and a zero eigenvalue. Therefore, it now follows from Lemma 4.4 that \( \pi_+(Z) = 0, \pi_-(Z) = 2n-1 \), and \( \pi_0(Z) = 1 \), where \( Z \) is given by (37). By the equivalency of the system matrices appearing in (30) and (36), it follows that the system matrix \( \tilde{A}_0 \) given by (31) is Lyapunov stable, and hence, the solution \( e(t) \) of the system (30) is Lyapunov stable for all \( e_0 \in \mathbb{R}^{2n} \) and \( t \geq 0 \).

To prove \( e(t) \rightarrow e \left[ 1_n^T, -m1_n^T \right]^T \) as \( t \rightarrow \infty \), first note that the equilibrium solution \( e(t) = e_e \) to (30) corresponds to \( e_e \in \mathcal{N}(\tilde{A}_0) \), and hence, every point in the null space of \( \tilde{A}_0 \) is an equilibrium point for (30) [7]. Therefore, \( e(t) \rightarrow \mathcal{N}(\tilde{A}_0) \) as \( t \rightarrow \infty \). Since
\[ \begin{bmatrix} \tilde{A} & -I_n \\ KQ(\mathcal{G}) & 0_{n \times n} \end{bmatrix} \begin{bmatrix} p_1 \\ p_2 \end{bmatrix} = \begin{bmatrix} 0_n \\ 0_n \end{bmatrix}, \] (38)
holds for \( p_1 = e1_n \) and \( p_2 = -em1_n \), we conclude that \( \mathcal{N}(\tilde{A}_0) = \text{span} \left\{ 1_n^T, -m1_n^T \right\} \). That is, \( e(t) \rightarrow e \left[ 1_n^T, -m1_n^T \right]^T \) as \( t \rightarrow \infty \). Notice that this implies \( \dot{x}(t) \rightarrow \dot{x}_0 \) and \( \ddot{w}(t) \rightarrow em1_n \) as \( t \rightarrow \infty \).

The following proposition presents the main result of this section.

**Proposition 4.1:** Consider the multiagent system given by (12). Then, the proposed controller (13) produces consensus, that is,
\[ \lim_{t \rightarrow \infty} x(t) = \frac{1}{n} \left[ 1_n^T x_0 - 1_n^T \int_0^t \ddot{w}(\sigma)d\sigma \right]. \] (39)

**Proof**. Consider the projections defined by (26) and (27). We can write
\[ x(t) = 1_n x(t) \]
and
\[ x(t) = \begin{bmatrix} P_{\mathcal{L}(\mathcal{G})} + P_{\mathcal{L}(\mathcal{G})}^\perp \end{bmatrix} x(t) = x_1(t) + x_2(t), \] (40)
where \( x_1(t) \triangleq \mathcal{L}(\mathcal{G})x(t) \) and \( x_2(t) \triangleq P_{\mathcal{L}(\mathcal{G})}^\perp x(t) \). Therefore,
\[ \lim_{t \rightarrow \infty} x(t) = \lim_{t \rightarrow \infty} x_1(t) + \lim_{t \rightarrow \infty} x_2(t), \] (41)
holds.

First, we show that
\[ \lim_{t \rightarrow \infty} x_1(t) = 0_n. \] (42)
Differentiating \( x_1(t) \) with respect to time, we have
\[ \dot{x}_1(t) = \mathcal{L}(\mathcal{G})\dot{x}(t) = -\mathcal{L}(\mathcal{G})\mathcal{L}(\mathcal{G})x(t) - \mathcal{L}(\mathcal{G})x(t) - P_{\mathcal{L}(\mathcal{G})}^\perp \ddot{w}(t) \]
\[ = -\mathcal{L}(\mathcal{G})x(t) - P_{\mathcal{L}(\mathcal{G})}^\perp \ddot{w}(t). \] (43)
Recall from Theorem 4.1 that \( \lim_{t \rightarrow \infty} \ddot{w}(t) = -em1_n \), and hence, \( \lim_{t \rightarrow \infty} P_{\mathcal{L}(\mathcal{G})}^\perp(\mathcal{G}) = 0 \), since \( P_{\mathcal{L}(\mathcal{G})}^\perp(\mathcal{G})1_n = 0_n \).
Therefore, it follows from \( \lim_{t \rightarrow \infty} P_{\mathcal{L}(\mathcal{G})}^\perp(\mathcal{G}) = 0_n \) and \( P_{\mathcal{L}(\mathcal{G})}^\perp x_1(t) = 0 \) that \( x_1(t) \rightarrow 0_n \) as \( t \rightarrow \infty \).

Next, we show that
\[ \lim_{t \rightarrow \infty} x_2(t) = \frac{1}{n} \left[ 1_n^T x_0 - 1_n^T \int_0^t \ddot{w}(\sigma)d\sigma \right]. \] (44)
The solution \( x_2(t) \) can be written as
\[ x_2(t) = \begin{bmatrix} P_{\mathcal{L}(\mathcal{G})} \end{bmatrix} x(t) = \frac{1}{n} 1_n^T x(t) \]
\[ = \frac{1}{n} 1_n^T \left[ e^{-\mathcal{L}(\mathcal{G}) t} x_0 - \int_0^t e^{-\mathcal{L}(\mathcal{G})(t-\sigma)} \ddot{w}(\sigma)d\sigma \right] \]
\[ = \frac{1}{n} 1_n^T x_0 - \int_0^t \frac{1}{n} 1_n^T \ddot{w}(\sigma)d\sigma, \] (45)
which gives (44), where we used the fact \( 1_n^T e^{-\mathcal{L}(\mathcal{G}) t} = 1_n^T \).

Finally, it follows from (41) along with (42) and (44) that the result is immediate. \( \square \)

**C. Boundedness of the Control Signal**

The next proposition shows that the proposed controller given by (13) along with (14) and (15) produces a bounded signal to the multiagent system given by (12).

**Proposition 4.2:** The control signal \( u(t) \) in (13) satisfies \( \|u(t)\|_2 \leq u^* \) for all \( t \geq 0 \), where \( u^* \in \mathbb{R}_+ \).

**Proof**. The multiagent system given by (12) subject to the controller given by (13) along with (14) and (15) can be written as
\[ \dot{x}(t) = -\mathcal{L}(\mathcal{G})x(t) - \ddot{w}(t) \]
\[ = Ax(t) + d(t), \] (46)
where $A \triangleq -L(G)$ and $d(t) \triangleq -\dot{w}(t)$. By defining $P_2 \triangleq [p_1, \ldots, p_{n-1}, e_{1n}]$, where $p_i \in \mathbb{R}^n$, $i = 1, \ldots, n-1$, $A$ can be decomposed as $A = P_2 \Sigma P_2^T$, where
\[
\Sigma \triangleq \begin{bmatrix} \Sigma_0 & 0_{n-1} \\ 0_{n-1}^T & 0 \end{bmatrix},
\]
with $\Sigma_0$ being asymptotically stable. By applying the transformation $z(t) = P_2^T x(t)$, (46) becomes
\[
\dot{z}(t) = \Sigma z(t) + P_2^T d(t),
\]
and, equivalently,
\[
\begin{aligned}
\dot{z}_1(t) &= \Sigma_0 z_1(t) + d_1(t), \\
\dot{z}_2(t) &= d_2(t),
\end{aligned}
\]
where $z_1(t) \in \mathbb{R}^{n-1}$, $z_2(t) \in \mathbb{R}$, and $P_2^T d(t) = [d_1^T(t), d_2(t)]^T$ with $d_1(t) \in \mathbb{R}^{n-1}$ and $d_2(t) \in \mathbb{R}$. Notice that the solution $z_1(t)$ to (49) is bounded, since $\Sigma_0$ is asymptotically stable and $d(t) = -\dot{w}(t)$ is bounded from Theorem 4.1

Next, the control signal given by (13) can be written as
\[
\begin{aligned}
u(t) &= -L(G)x(t) - \dot{w}(t) \\
&= Ax(t) - \dot{w}(t) \\
&= P_2 \Sigma P_2^T x(t) - \dot{w}(t) \\
&= P_2 \Sigma z(t) - \dot{w}(t) \\
&= P_2 \left[ \Sigma_0 z_1(t) \right] - \dot{w}(t),
\end{aligned}
\]
where the first term in (51) is bounded since the solution $z_1(t)$ to (49) is bounded and also the second term in (51) is bounded since $\dot{w}(t)$ is bounded and $\dot{w}(t) = \dot{\hat{w}}(t) = \hat{w}(t) - w$. Therefore, there exists a $u^* \in \mathbb{R}^+$ such that $\|u(t)\|_2 \leq u^*$ for all $t \geq 0$.

D. Formation Problem

Similar to Section II.C, the proposed controller for the formation problem is given by
\[
\begin{aligned}
u(t) = u_a(t) + u_s(t) + u_I(t),
\end{aligned}
\]
where $u_a(t)$ and $u_s(t)$ satisfy (13) and (15), respectively, and the formation control signal $u_I(t)$ satisfies
\[
\begin{aligned}
u_I(t) = -L(G)\zeta.
\end{aligned}
\]
Furthermore, in this case, we use
\[
\begin{aligned}
\dot{x}(t) &= -L(G)x(t) + M(x(t) - \hat{x}(t)) + u_I(t), \\
\dot{x}(0) &= \hat{x}_0,
\end{aligned}
\]
instead of (18).

Note that the aggregated state error and the disturbance error vectors given by (28) and (29) remain the same for the formation problem. Therefore, Theorem 4.1 still holds.

Considering Proposition 4.1 it can be easily shown that
\[
\lim_{t \to \infty} x(t) = \zeta^* + \frac{1}{n} \left[ I_n^T x_0 - I_n^T \int_0^{t} \dot{w}(\sigma)d\sigma \right],
\]
holds by applying the state transformation given by (9). Finally, it can be shown similar to Proposition 4.2 that the proposed controller given by (52) produces a bounded signal to the multiagent system given by (12), since $u_I(t)$ given by (53) is bounded.

V. Convergence to a Constant Point

In the previous section, we showed that the proposed controller (13)–(18) produces consensus. However, the agents do not necessarily come to a global agreement on a constant point in space, since the second term in (39) (resp. the third term in (55)) varies with time. For the applications when the agents need to come to a global agreement on a constant point in space, then one needs to modify (16), such that $w(t) \to 0_n$ as $t \to \infty$, and hence, the second term in (39) (resp. the third term in (55)) converges to a constant, that is, $\lim_{t \to \infty} x(t) = 1_n \alpha$ holds, where $\alpha$ is a constant in $\mathbb{R}$.

For this purpose, consider
\[
\begin{aligned}
\dot{w}(t) &= K(Q(G) + qI_n)(x(t) - \hat{x}(t)), \\
\hat{w}(0) &= \hat{w}_0,
\end{aligned}
\]
instead of (16), where $q \in \mathbb{R}^+$ is an additional design parameter (which can be chosen close to zero in practice). Note that (56) can be expressed for an agent $i$ as
\[
\begin{aligned}
\dot{v}_i(t) &= -[K_S(G)]_{ii} \sum_{i \neq j} (\hat{x}_i(t) - \hat{x}_j(t)) \\
&\quad + q[K]_{ii}\hat{x}_i(t),
\end{aligned}
\]
using the similar arguments given in Section III.A.

Considering (56), the aggregated state error and the disturbance error vectors given by (28) and
\[
\begin{aligned}
\dot{w}(t) &= K(Q(G) + qI_n)\hat{x}(t), \\
\hat{w}(0) &= \hat{w}_0 - w,
\end{aligned}
\]
respectively. By defining $e(t) \triangleq [\hat{x}^T(t), \hat{x}^T(t)]^T$, we can equivalently write (28) and (55) as
\[
\begin{aligned}
\dot{e}(t) &= \begin{bmatrix} \hat{A} & -I_n \\
K(Q(G) + qI_n) & 0_{n \times n} \end{bmatrix} e(t), \\
e(0) &= \begin{bmatrix} x_0 - \hat{x}_0 \\
\hat{w}_0 - w \end{bmatrix},
\end{aligned}
\]
where in this case the $2n \times 2n$ system matrix
\[
\begin{aligned}
\hat{A}_0 \triangleq \begin{bmatrix} \hat{A} \\
K(Q(G) + qI_n) & 0_{n \times n} \end{bmatrix},
\end{aligned}
\]
in (59) plays an important role in the stability analysis. One can show using similar arguments as in Lemmas 4.1 and 4.3 that $-K(Q(G) + qI_n)$ is asymptotically stable. Hence, by applying Lemma 4.4 as in the proof of Theorem 4.1, it follows that $e(t) \to 0_{2n}$ as $t \to \infty$, since $-K(Q(G) + qI_n)$ and $\hat{A}$ are asymptotically stable (and hence, $\hat{A}_0$ given by (60) is asymptotically stable). That is, $\hat{x}(t) \to 0_n$ and $\hat{w}(t) \to$
0_n as \( t \to \infty \). Therefore, \( \lim_{t \to \infty} x(t) = 1_n \alpha \) is constant, which is a direct consequence of Proposition 4.1. Note that, it can be shown similar to Proposition 4.2 that the proposed controller given by (13) still produces a bounded signal to the multiagent system given by (12). Finally, the discussion given in Section IV.D holds for the formation problem with (16) replaced by (56).

VI. TIME-VARYING DISTURBANCES

This section deals with the case when the disturbances are time-varying. That is, the dynamics of agents are perturbed by an unknown time-varying disturbance vector \( w(t) = [w_1(t), \ldots, w_n(t)]^T \in \mathbb{R}^n \), where \( w_i(t), i = 1, \ldots, n \), represents a disturbance affecting the dynamics of \( i \)-th agent. Then, the multiagent system is represented by

\[
\dot{x}(t) = u(t) + w(t), \quad x(0) = x_0.
\]

Here, we assume that the disturbance vector satisfies \( \|w(t)\|_2 \leq w^* \) and \( \|\dot{w}(t)\|_2 \leq \dot{w}^* \), where \( w^*, \dot{w}^* \in \mathbb{R}_+^n \).

We consider the same proposed controller as given in Section III.A with (16) replaced by

\[
\dot{w}(t) = K \left[ Q(G)(x(t) - \hat{x}(t)) - \kappa \hat{w} \right], \quad \hat{w}(0) = \hat{w}_0,
\]

where \( \kappa \in \mathbb{R}_+^n \) is an additional design parameter that is used to add damping to (62). In this case, the aggregated state error and the disturbance error vectors given by (28) and (63) respectively.

Assumption 6.1: There exists \( R, \bar{R} \in \mathbb{S}_+^n \) such that

\[
- R \triangleq 2 \bar{A} + \frac{1}{\mu} I_n < 0,
\]

\[
\bar{R} \triangleq \kappa I_n - K^{-1} - \mu Q^T Q > 0,
\]

holds, where \( \bar{Q} \triangleq S(G)(I_n + A(G)) \) and \( \mu \in \mathbb{R}_+^n \) is an arbitrary constant.

Remark 6.1: In Assumption 6.1 (64) can equivalently be written as

\[
- R = 2 \bar{A} + \frac{1}{\mu} I_n = -2 \bar{L}(G) - \frac{2m}{\mu} I_n + \frac{1}{\mu} I_n = -2 \bar{L}(G) - (2m - \frac{1}{\mu}) I_n < 0,
\]

and hence, the sufficient condition that (64) (resp. (66)) holds can be given by

\[
m > \frac{1}{2\mu}.
\]

In order to satisfy (65) for a given \( \kappa \) design parameter, one can choose \( \lambda_{\min}(K) \) to be large and \( \mu \) to be small. Notice that a small \( \mu \) leads to a large \( m \) by (67). Therefore, there always exists a set of design parameters \( m, \kappa, \) and \( K \) such that Assumption 6.1 is satisfied.

Theorem 6.1: Consider the multiagent system given by (61). Let the controller be given by (13), (14), (15), (13), and (62) subject to Assumption 6.1. Then, the closed-loop error signals given by (28) and (63) are uniformly bounded for all \( (\tilde{x}(0), \tilde{w}(0)) \in \mathcal{D}_o \), where \( \mathcal{D}_o \) is a compact positively invariant set, with ultimate bound \( \|e(t)\|_2 < \varepsilon, t \geq T \), where

\[
\varepsilon > \left[ \nu^2_x + \lambda_{\max}(K^{-1}) \nu^2_w \right]^{1/2}, \quad (68)
\]

\[
\nu_x \triangleq \left[ c/\lambda_{\min}(R) \right]^{1/2}, \quad (69)
\]

\[
\nu_w \triangleq \left[ c/\lambda_{\min}(\bar{R}) \right]^{1/2}, \quad (70)
\]

where \( c \triangleq \kappa w^* + \lambda_{\max}(K^{-1}) \dot{w}^* \).

Proof. Consider the Lyapunov-like function candidate

\[
V(\tilde{x}, \tilde{w}) = \tilde{x}^T \tilde{x} + \tilde{w}^T K^{-1} \tilde{w}. \quad (71)
\]

Note that (71) satisfies \( \dot{V}(\|\tilde{e}\|_2) \leq V(e) \leq \dot{\beta}(\|\tilde{e}\|_2) \), where \( \dot{V}(\|\tilde{e}\|_2) = \dot{\beta}(\|\tilde{e}\|_2) = \|\tilde{e}\|_2^2 = \tilde{x}^T \tilde{x} + \tilde{w}^T K^{-1} \tilde{w} \). Furthermore, note that \( \dot{\alpha}(\cdot) \) and \( \beta(\cdot) \) are class \( \mathcal{K}_\infty \) functions. Differentiating (71) along the closed-loop system trajectories of (28) and (63) yields

\[
\dot{V} \triangleq 2 \tilde{x}^T(0) \tilde{A} \tilde{x}(t) - 2 \tilde{x}^T(t) \tilde{w}(t) + 2 \tilde{w}^T(t) Q(G) \tilde{x}(t) - 2 \kappa \tilde{w}(t) \tilde{w}(t) - 2 \tilde{w}^T(t) K^{-1} \tilde{w}(t) - 2 \kappa \tilde{w}(t) \tilde{w}(t) - 2 \tilde{w}^T(t) K^{-1} \tilde{w}(t).
\]

Using the inequalities

\[
| - 2 \tilde{w}^T(t) Q \tilde{x} | \leq \mu \tilde{w}^T(t) Q \tilde{w} + \frac{1}{\mu} \tilde{x}^T(t), \quad (73)
\]

\[
| - 2 i \kappa \tilde{w}^T(t) w | \leq \kappa \tilde{w}^T \tilde{w} + \kappa w^T \tilde{w}, \quad (74)
\]

\[
| - 2 i \kappa \tilde{w}^T(t) K^{-1} \tilde{w} | \leq \tilde{w}^T K^{-1} \tilde{w} + \tilde{w}^T K^{-1} \tilde{w}, \quad (75)
\]

in (72), it follows that

\[
\dot{V} \triangleq 2 \tilde{x}^T(t) \left[ 2 A + \frac{1}{\mu} I_n \right] \tilde{x}(t) - \tilde{w}^T(t) \left[ - \mu Q^T Q - \kappa I_n + K^{-1} + 2 \kappa I_n \right] \tilde{w}(t) + \kappa \tilde{w}^T(t) w(t) + \tilde{w}^T(t) K^{-1} \tilde{w}(t) \leq - \lambda_{\min}(R) \|\tilde{x}(t)\|_2^2 - \lambda_{\min}(\bar{R}) \|\tilde{w}(t)\|_2^2 + c. \quad (76)
\]

Now, for \( \|\tilde{x}(t)\|_2 \geq \nu_x \) or \( \|\tilde{w}(t)\|_2 \geq \nu_w \), it follows that \( \dot{V} \leq 0 \) for all \( (\tilde{x}(t), \tilde{w}(t)) \in \mathcal{D}_c \setminus \mathcal{D}_r \), where

\[
\mathcal{D}_c \triangleq \{(\tilde{x}, \tilde{w}) \in \mathbb{R}^n \times \mathbb{R}^n : x \in \mathbb{R}^n \}, \quad (77)
\]

\[
\mathcal{D}_r \triangleq \{(\tilde{x}, \tilde{w}) \in \mathbb{R}^n \times \mathbb{R}^n : \|\tilde{x}(t)\|_2 \geq \nu_x \} \quad \text{or} \quad \|\tilde{w}(t)\|_2 \geq \nu_w \}. \quad (78)
\]

Finally, define

\[
3 \text{For the case when there is no disturbance effect on the dynamics of an agent } i, w_i(t) = 0.
\]
D_α ≜ \{(\tilde{x}, \tilde{w}) \in \mathbb{R}^n \times \mathbb{R}^n : V(\tilde{x}, \tilde{w}) \leq \alpha\}, \tag{79}

where \(\alpha\) is the maximum value such that \(D_\alpha \subseteq D_\varepsilon\), and define
\[
D_\beta ≜ \{(\tilde{x}, \tilde{w}) \in \mathbb{R}^n \times \mathbb{R}^n : V(\tilde{x}, \tilde{w}) \leq \beta\}, \tag{80}
\]

where \(\beta > \beta(\xi) = \xi^2 = \nu_2^2 + \lambda_{\max}(K^{-1})\nu_n^2\). To show ultimate boundedness of the closed-loop system (28) and (63), note that \(D_\beta \subset D_\alpha\). Now, since \(\hat{V}(\cdot) \leq 0, t \geq T\), for all \((\tilde{x}, \tilde{w}) \in D_\varepsilon \setminus D_r\) and \(D_r \subset D_\alpha\), it follows that \(D_\alpha\) is positively invariant. Hence, if \((\tilde{x}(0), \tilde{w}(0)) \in D_\alpha\), then it follows from Corollary 4.4 of [7] that the solution \((\tilde{x}(t), \tilde{w}(t))\) to (28) and (63) is ultimately bounded with respect to \((\tilde{x}, \tilde{w})\) with ultimate bound \(\hat{\alpha}^{-1}(\beta) = \beta^{1/2}\), which yields (68).

Remark 6.2: The ultimate bound given by (68) can be made small by making \(c\) small. This leads to a small \(\kappa\) and a large \(\lambda_{\min}(K)\). Recall also that Remark 6.1 suggests to choose a large \(\lambda_{\min}(K)\).

Since this section deals with the disturbances that are assumed to be time-varying and persistent, we can only achieve approximate consensus. In particular, as discussed in Section III.B, since (18) serves as an ideal consensus model capturing the dynamics given by (8) when \(\tilde{x}(t) \approx 0\), this suggests to make ultimate bound as small as possible by judiciously choosing the design parameters as outlined in Remark 5.2. Furthermore, it can be shown similar to Proposition 4.2 that the proposed controller produces a bounded signal to the multiagent system given by (12). Finally, the discussion given in Section IV.D holds for the formation problem with (16) replaced by (62).

VII. ILLUSTRATIVE EXAMPLES

We now present three numerical examples to demonstrate the efficacy of the proposed controller for consensus and formation problems under constant and time-varying disturbances. Specifically, we consider a cycle graph with six agents subject to the initial conditions \(x(0) = [-0.4, -0.2, 0.0, 0.4, 0.6, 0.8]^T\). All initial conditions associated with the proposed controller are set to zero.

**Example 1: Consensus under Constant Disturbances.**

This example illustrates the consensus problem for the multiagent system given by (12) with \(w = [-4.75, -2.75, -0.75, 1.25, 3.25, 5.25]^T\). In particular, we use the controller presented in Section III with \(K = 100I_6\) and \(M = 5I_6\). Figure 1 shows the agent positions and control histories when the controller given by (16) is applied without the additional control input \((u_v(t) \equiv 0)\). Figure 2 shows the same histories when both the standard control input (14) and the additional control input (15) are applied. The latter figure verifies the presented theory in Section III. In order to converge to a constant point in space, we employed (56) with \(q = 0.025\) (instead of (16)) in Figure 3 where this figure verifies the presented theory in Section V.

**Example 2: Consensus under Time-Varying Disturbances.**

Next, we illustrate the consensus problem for the multiagent system given by (61) with \(w(t) = [\sin(0.2t + 10\nu), \sin(0.4t + 20\nu), \sin(0.6t + 30\nu), \sin(0.8t + 40\nu), \sin(1.0t + 50\nu), \sin(1.2t + 60\nu)]^T\). Here we use the controller presented in Section VI with \(K = 100I_6, M = 5I_6\), and \(\kappa = 0.0025\). Figure 4 shows the agent positions and control histories when the controller given by (13) is applied without the additional control input \((u_v(t) \equiv 0)\). Figure 5 shows the same histories when both the standard control input (14) and the additional control input (15) are applied. The latter figure verifies the presented theory in Section VI.

**Example 3: Formation under Constant Disturbances.**

Finally, we illustrate the formation problem for the multiagent system given by (12) with the same disturbance vector given in Example 1. We choose \(\zeta = [0.0, 0.2, 0.4, 0.6, 0.8, 1.0]^T\) for (53). We use the controller presented in Section IV.D with \(K = 100I_6\) and \(M = 5I_6\), where (56) is employed with \(q = 0.025\) (instead of (16)). Figure 6 verifies the presented theory in Section IV.D.

VIII. CONCLUSIONS

To contribute to previous studies of multiagent systems, we have investigated the consensus and formation problems for instances when the dynamics of agents are perturbed by unknown persistent disturbances. We have shown that the proposed controller suppresses the effect of constant or time-varying disturbances in order to achieve a consensus or a predetermined formation objective. The realization of the proposed architecture only requires an agent to have access to its own state and to relative state information with respect to its neighbors. Illustrative examples indicated that the presented theory and its numerical results are compatible.

![Fig. 1. Responses for x(t) and u(t) on the cycle graph with six agents without the additional control input (u_v(t) \equiv 0) under constant disturbances for consensus problem (Example 1).](image-url)
Fig. 2. Responses for $x(t)$ and $u(t)$ on the cycle graph with six agents with the additional control input under constant disturbances for consensus problem (Example 1).

Fig. 3. Responses for $x(t)$ and $u(t)$ on the cycle graph with six agents with the additional control input and $q = 0.025$ under constant disturbances for consensus problem (Example 1).

Fig. 4. Responses for $x(t)$ and $u(t)$ on the cycle graph with six agents without the additional control input ($u_a(t) \equiv 0$) under time-varying disturbances for consensus problem (Example 2).

Fig. 5. Responses for $x(t)$ and $u(t)$ on the cycle graph with six agents with the additional control input and $\kappa = 0.0025$ under time-varying disturbances for consensus problem (Example 2).

Fig. 6. Responses for $x(t)$ and $u(t)$ on the cycle graph with six agents with the additional control input and $q = 0.025$ under constant disturbances for formation problem (Example 3).
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