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Abstract. Total least squares (TLS) is an effective method for solving linear equations with the situations, when noise is not just in observation matrices but also in mapping matrices. Moreover, the Tikhonov regularization is widely used in plenty of ill-posed problems. In this paper, we extend the regularized total least squares (RTLS) method from the matrix form due to Golub, Hansen and O’Leary, to the tensor form proposing the tensor regularized total least squares (TR-TLS) method for solving ill-conditioned tensor systems of equations. Properties and algorithms about the solution of the TR-TLS problem, which might be similar to those of the RTLS, are also presented and proved. Based on this method, some applications in image and video deblurring are explored. Numerical examples illustrate the TR-TLS, compared with the existing methods.
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1. Introduction. Regularized total least squares method (RTLS) is a practical technique for solving ill-conditioned overdetermined linear problems and discrete linear ill-posed problems. This method consists of two important parts, the total least squares (TLS) and the Tikhonov regularization. Among them, the TLS method was proposed by Golub and Van Loan in 1980 [19]. Different from the more traditional least squares (LS) problem, the TLS considers that in the linear equations $Ax \approx b$, not only the right-hand vector $b$ is affected by the error vector $f$, but also the coefficient matrix $A$ is affected by the error matrix $E$. The LS is aimed to solve the computational problems,

$$\min_{x,\varepsilon} \|\varepsilon\|_2 \text{ s.t. } Ax = b + \varepsilon,$$

where $A \in \mathbb{R}^{m \times n}$, $x \in \mathbb{R}^n$ and $\varepsilon \in \mathbb{R}^m$, while the TLS is designed to solve the following issues,

$$\min_{x,E,f} \|(E,f)\|_F \text{ s.t. } (A + E)x = b + f,$$

where $A, E \in \mathbb{R}^{m \times n}$, $x \in \mathbb{R}^n$ and $f \in \mathbb{R}^m$.

In 1987 [55], Van Huffel analyzed the relationships between TLS and LS solutions of linear equations, $Ax \approx b$. There are two essential monographs [40, 56] and plenty of papers [11, 15, 21, 26, 27, 34, 42, 54, 66] to summarize the properties and varieties of TLS method. Since the TLS was proposed, it has gained wide attention and applications in signal processing [11], data mining [24, 32] and image processing [5, 14, 40, 57].

When the coefficient matrix $A$ tends to be ill-conditioned, the solution is very sensitive to perturbation. As a consequence, a regularization constraint is required for the original problem. The Tikhonov regularization is a common method to deal with ill-conditioned problems [10, 52, 60, 61]. In 1999 [18], Golub, Hansen and O’Leary provided Tikhonov regularization methods to keep the solution stable for the highly ill-conditioned linear TLS problem and proposed RTLS method. The RTLS problem holds the form as follows,

$$\min_{\tilde{A},\tilde{b},x} \|(A,b) - (\tilde{A},\tilde{b})\|_F \text{ s.t. } \tilde{b} = \tilde{A}x, \quad \|Lx\|_2 \leq \delta,$$

with its corresponding Lagrange multiplier formulation,

$$\hat{L}(\tilde{A}, x, \mu) = \|(A,b) - (\tilde{A},\tilde{b})\|_F^2 + \mu \left(\|Lx\|_2^2 - \delta^2\right),$$

where $\mu$ is the Lagrange multiplier. Since the RTLS was raised, there have been plenty of results for solving the RTLS problem in the matrix form. In 2001 and 2005 respectively, Guo and Renaut [23, 51] generated...
two different algorithms. Sima, Van Huffel and Golub [53] presented a computational approach for solving the RTLS in 2003. Beck and Ben-Tal [2] discussed more properties in 2006. Besides, Zare and Hajarian considered the RTLS as an optimization problem and generated a Gauss-Newton algorithm in 2022 [63].

In data science, the term “tensor” often refers to multidimensional arrays [59]. The first order tensor refers to vector (one-dimensional array), the second order tensor refers to matrix (two-dimensional array), and the third or higher order tensor refers to high-dimensional array. Tensors have an innate advantage in the regression analysis [22, 31, 32, 35, 50, 67]. There are plenty of essential applications in tensor images and video modeling [3, 4, 5]. On the one hand, using tensor structures to store data can preserve the spatial structure properties of higher-order data as much as possible [68]. On the other hand, using tensor operators to fit the behavior of the system can enhance the representation ability of the model. Miao et al. [45] introduced the tensor TLS and discussed the stochastic perturbation bounds for the tensor Moore-Penrose inverse based on the tensor-tensor product (T-product). Tensor T-product is also widely used in the fields of tensor linear systems, the tensor recovery and traffic models [9, 33, 39]. Besides, the tensor Krylov subspace and Golub-Kahan-Tikhonov methods are used to speed up the computation in real applications [13, 15, 48, 49]. Recent results on the tensor decompositions via the tensor-tensor product can be found in [6, 7, 8, 58].

Based on the tensor T-product [29, 30, 41], we propose a tensor regularized total least squares (TR-TLS) and provide the corresponding numerical algorithm. The TR-TLS has the similar form with the matrix RTLS,

\[
\min_{\tilde{A}, \tilde{B}, \tilde{X}} \left\| \tilde{(A, B)} - \left( \tilde{A}, \tilde{A}^* T \tilde{X} \right) \right\|_F \quad \text{s.t.} \quad \tilde{B} = \tilde{A}^* T \tilde{X}, \quad \|\tilde{K}^* T \tilde{X}\|_F \leq \delta,
\]

where \( \ast^T \) is the tensor T-product, which will be introduced in Section 2. In (1.5), \( \tilde{A} \) and \( \tilde{B} \) are true data, while \( \tilde{A} \) and \( \tilde{B} \) are observed data with errors. Some relative works were studied by El Guide et al. [14] to generate the tensor regularized LS problem, using the generalized tensor Golub-Kahan and the GMRES. The tensor regularized LS problem could be transferred into ridge regression methods [17].

This paper is organized as follows. In Section 2, some fundamental definitions, properties and notations of T-product operator are listed for convenience. At the same time, some main results are reviewed. The TR-TLS problem and some important theorems are derived in Section 3. Besides, an iterative algorithm is proposed to solve the TR-TLS problem, not only for singular lateral slices but also for multi lateral slices. The numerical experiments which explore the applications in ill-posed images and video deblurring problems are designed in Section 4. Finally, in Section 5, we summarize and analyze all of the results. Furthermore, some future research directions are investigated.

2. Notations and Preliminaries. In this section, notations and the tensor-tensor T-product from the numerical linear algebra will be introduced. At the same time, some essential lemmas, theorems and properties [25, 29, 30, 40] will be analyzed.

Definition 2.1. Given a tensor \( A \in \mathbb{R}^{m \times n \times p} \). Its frontal, horizontal and lateral slices are defined respectively by

\[
\begin{align*}
A[; i, :] & \in \mathbb{R}^{m \times 1}, \quad i = 1, 2, \ldots, p \\
A[j, ; :] & \in \mathbb{R}^{1 \times n \times p}, \quad j = 1, 2, \ldots, m \\
A[; : k] & \in \mathbb{R}^{m \times 1 \times p}, \quad k = 1, 2, \ldots, n.
\end{align*}
\]

This can be illuminated more clearly by Fig. 2.1.

Taking real number field as an example, we introduce the notations used in this paper.

| Item          | Number Fields | Examples | Notations       |
|---------------|---------------|----------|-----------------|
| Scalar        | \( \mathbb{R}^1 \) | \( a, b, c \) | Lowercase letters |
| Vector        | \( \mathbb{R}^n \) | \( a, b, c \) | Bold lowercase letters |
| Matrix        | \( \mathbb{R}^{m \times n} \) | \( A, B, C \) | Capital letters |
| Tensor        | \( \mathbb{R}^{m \times n \times p} \) | \( A, B, C \) | Fraktur Capital Letters |
| Tube of Tensor | \( \mathbb{R}^{1 \times 1 \times p} \) | \( \tilde{a}, \tilde{b}, \tilde{c} \) | Lowercase letters with tildes |
| Slice of Tensor | \( \mathbb{R}^{m \times 1 \times p} \) | \( A, B, C \) | Bold capital letters |
Fig. 2.1. (a) frontal, (b) horizontal, (c) lateral slices of a third order tensor

However, if we want to emphasize that an array is a tensor, we will adopt the notation associated with tensors, the fraktur capital letters.

**Definition 2.2. (Tensor Block Circulant Operator)** The definition of tensor block circulant operators can be presented as follows,

\[
\text{bcirc}(A) = \begin{bmatrix}
    A^{(1)} & A^{(p)} & A^{(p-1)} & \cdots & A^{(2)} \\
    A^{(2)} & A^{(1)} & A^{(p)} & \cdots & A^{(3)} \\
    A^{(3)} & A^{(2)} & A^{(1)} & \cdots & A^{(4)} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    A^{(p)} & A^{(p-1)} & A^{(p-2)} & \cdots & A^{(1)} \\
\end{bmatrix}
\]

\[(2.1)\]

where \(A \in \mathbb{R}^{m \times n \times p}\), \(A^{(i)} \in \mathbb{C}^{m \times n}\), \(A^{(i)} \in \mathbb{C}^{m \times n}\), \(i = 1, 2, \ldots, p\) and \(F_p = \frac{1}{\sqrt{p}} \left( \omega^{(i-1)(j-1)} \right)_{i=1, j=1}^p\) is the discrete Fourier matrix, where \(\omega = e^{-2\pi i/p}\) is a primitive \(p\)-th root of unity in which \(i^2 = -1\), \(I_m\) is the identity matrix of order \(m\).

\[F_p = \frac{1}{\sqrt{p}} \begin{bmatrix}
    1 & 1 & 1 & 1 & \cdots & 1 \\
    1 & \omega & \omega^2 & \omega^3 & \cdots & \omega^{p-1} \\
    1 & \omega^2 & \omega^4 & \omega^6 & \cdots & \omega^{2(p-1)} \\
    1 & \omega^3 & \omega^6 & \omega^9 & \cdots & \omega^{3(p-1)} \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
    1 & \omega^{p-1} & \omega^{2(p-1)} & \omega^{3(p-1)} & \cdots & \omega^{(p-1)(p-1)} \\
\end{bmatrix} \in \mathbb{R}^{p \times p}.\]

**Definition 2.3. (Tensor T-product)** Suppose \(A \in \mathbb{R}^{m \times n \times p}\) and \(B \in \mathbb{R}^{n \times s \times p}\). Then the tensor product (T-product) can be defined as

\[A \ast_T B = \text{fold}(\text{bcirc}(A) \text{unfold}(B)),\]

\[(2.2)\]

where “fold” is the inverse operation of

\[
\text{unfold}(B) := \begin{bmatrix}
    B^{(1)} \\
    B^{(2)} \\
    \vdots \\
    B^{(p)}
\end{bmatrix} \in \mathbb{R}^{np \times s}, \quad B^{(i)} \in \mathbb{R}^{n \times s}.
\]

From now, unless stated otherwise, the T-product is written in shorthand as “∗”. Considering the \((i, j)\)-th tube of the tensor \(C \in \mathbb{R}^{1 \times 1 \times p}\), the T-product in (2.2) is similar to matrix multiplications,

\[C(i, j, :) = \sum_{k=1}^{n} A(i, k, :) \ast B(k, :).\]

\[(2.3)\]
Using notations from MATLAB, we define
\[ \hat{A} = \text{fft}(A[,], 3). \]
as the discrete Fast Fourier Transform (FFT) of a given tensor \( A \) along the third dimension and the T-product can be written in the FFT form, which is more economical for numerical computations. Symmetrically, the inverse Fast Fourier Transform (IFFT) can be defined.

**Definition 2.4.** (Tensor T-product in FFT form) Suppose the fast Fourier transforms of the given tensors \( A \in \mathbb{R}^{m \times n \times p} \) and \( B \in \mathbb{R}^{n \times s \times p} \) are
\[ \hat{A} = \text{fft}(A[,], 3), \quad \hat{B} = \text{fft}(B[,], 3). \]
The T-product between \( A \) and \( B \) is computed by
\[ C(:, :, i) = (A \ast B)(:, :, i) = \text{ifft}\left(\hat{A}(:, :, i)\hat{B}(:, :, i)\right), \]
for \( i = 1, 2, \ldots, p \), where \( \hat{A}(:, :, i) \) \( B(:, :, i) \) can be seen as matrices.

Combining the above analysis and definitions, we can summarize the algorithm [36] as follows.

**Algorithm 1** T-product Algorithm based on the FFT

**Input:** \( A \in \mathbb{R}^{m \times n \times p} \) and \( B \in \mathbb{R}^{n \times s \times p} \)

**Output:** \( C = A \ast B \in \mathbb{R}^{m \times n \times p} \)

**Step 1:** Compute \( \hat{A} = \text{fft}(A[,], 3) \) and \( \hat{B} = \text{fft}(B[,], 3) \)

**Step 2:** Compute each frontal slice of \( C \)
\[ \hat{C}^{(i)} = \left\{ \begin{array}{ll}
\hat{A}^{(i)}\hat{B}^{(i)}, & i = 1, 2, \ldots, \left\lceil \frac{p+1}{2} \right\rceil, \\
\text{conj}\left(\hat{C}^{(p-i+2)}\right), & i = \left\lceil \frac{p+1}{2} \right\rceil + 1, \ldots, p.
\end{array} \right. \]

**Step 3:** Transform \( \hat{C} \) by ifft operator, \( C = \text{ifft}(\hat{C}, [ ], 3) \)

**Definition 2.5.** (Transpose and Conjugate Transpose) If \( A \) is a third order tensor, whose size is \( m \times n \times p \), then the transpose \( A^\top \) could be defined from transposing all of the frontal slices and reversing the order of the transposed frontal slices from 2 to \( p \). Similarly, the conjugate transpose \( A^\mathsf{H} \) could also be defined from conjugating all of the frontal slices and reversing the order of the transposed frontal slices from 2 to \( p \). Writing these two relationships in MATLAB mathematical forms, we have
\[
\begin{align*}
A^\top(:, :, 1) &= A[:, :, 1]^\top, \\
A^\top(:, :, i) &= A[:, :, p + 2 - i]^\top \quad \text{for } i = 2, 3, \ldots, p, \\
A^\mathsf{H}(:, :, 1) &= A[:, :, 1]^\mathsf{H}, \\
A^\mathsf{H}(:, :, i) &= A[:, :, p + 2 - i]^\mathsf{H} \quad \text{for } i = 2, 3, \ldots, p.
\end{align*}
\]

**Definition 2.6.** (Identity Tensor) The \( n \times n \times p \) identity tensor \( I_{nnp} \) is defined as a tensor whose first frontal slice is the \( n \times n \) identity matrix, and whose other frontal slices are all zeros.

It is easy to check that for all \( A \in \mathbb{R}^{m \times n \times p} \), \( A \ast I_{nnp} = I_{mnp} \ast A = A \).

**Definition 2.7.** (Orthogonal Tensor) Tensor \( P \) is orthogonal if and only if \( P \) satisfies
\[ P^\top \ast P = P \ast P^\top = I. \]

**Definition 2.8.** (Tensor T-Inverse) The inverse tensor of frontal square tensor \( A \in \mathbb{R}^{n \times n \times p} \) can be defined as \( A^{-1} \), which satisfies
\[ A^{-1} \ast A = I_{nnp}, \quad A \ast A^{-1} = I_{nnp}. \]

**Lemma 2.9.** [38] Using the above definitions of T-product and bcric operator, it holds that
(1) \( \text{bcric}(A \ast B) = \text{bcric}(A) \cdot \text{bcric}(B) \),
(2) \( (A \ast B)^{H} = B^{H} \ast A^{H} \), \( (A \ast B)^{\top} = B^{\top} \ast A^{\top} \),
(3) \( \text{bcric}(A^{\top}) = \text{bcric}(A)^{\top} \),
(4) \( \text{bcric}(A^{H}) = \text{bcric}(A)^{H} \).

**Definition 2.10.** (Tensor Moore-Penrose Inverse) Suppose \( A \in \mathbb{R}^{m \times n \times p} \). If \( B \in \mathbb{R}^{n \times m \times p} \) satisfies
\[
A \ast B \ast A = A, \quad B \ast A \ast B = B, \quad (A \ast B)^{\top} = A \ast B, \quad (B \ast A)^{\top} = B \ast A.
\]
then \( B \) is called as the tensor Moore-Penrose inverse of \( A \), which is denoted by \( B = A^{1} \).

The singular value decomposition (SVD) has a lot of applications in plenty of fields [20]. We transform \( \text{bcirc}(A) \) into the Fourier domain and take the SVD into each diagonal blocks,
\[
\begin{bmatrix}
D_{1} & D_{2} & \cdots \\
\vdots & & \\
D_{n_{3}} & &
\end{bmatrix} =
\begin{bmatrix}
U_{1} & & \\
& U_{2} & \\
& & U_{n_{3}}
\end{bmatrix}
\begin{bmatrix}
\Sigma_{1} & & \\
& \Sigma_{2} & \\
& & \Sigma_{n_{3}}
\end{bmatrix}
\begin{bmatrix}
V_{1}^{\top} & & \\
& V_{2}^{\top} & \\
& & V_{n_{3}}^{\top}
\end{bmatrix}.
\]

We could gain the tensor singular value decomposition (T-SVD), which has been studied in recent years [36, 44, 47, 64, 65].

**Theorem 2.11.** The tensor \( A \in \mathbb{R}^{m \times n \times p} \) can be factored as
\[
A = U \ast S \ast V^{\top},
\]
where \( U, V \) are orthogonal \( m \times m \times p \) and \( n \times n \times p \) tensors, respectively, and \( S \) is an \( m \times n \times p \) f-diagonal tensor. Here, f-diagonal means that the elements of tensor \( A \) satisfy \( A[i,i,:] \neq 0 \) and \( A[i,j,:] = 0 \) for \( i \neq j \). The factorization (2.7) is called the T-SVD (i.e., tensor SVD).

**Definition 2.12.** (vec operation of Tensor) The “vec” operation of tensor \( A \in \mathbb{R}^{m \times n \times p} \) concatenates the first column through the last column in each frontal slice of the tensor and combines all of the slices together, i.e.,
\[
\text{vec}(A) = (A[;1,1]^{\top}, \ldots, A[;1,n]^{\top}, \ldots, A[;1,p]^{\top}, \ldots, A[;n,1]^{\top}, \ldots, A[;n,p]^{\top})^{\top}.
\]

**Definition 2.13.** [28] (Tensor Kronecker Product based on T-product) Suppose \( A \in \mathbb{R}^{m \times n \times p} \) and \( B \in \mathbb{R}^{t \times s \times p} \), whose decompositions are
\[
A = \text{bcirc}^{-1} \left( (F_{p}^{H} \otimes I_{m}) \begin{bmatrix} A_{1} & & \\
& A_{2} & \\
& & \vdots \end{bmatrix} (F_{p} \otimes I_{n}) \right),
\]
\[
B = \text{bcirc}^{-1} \left( (F_{p}^{H} \otimes I_{t}) \begin{bmatrix} B_{1} & & \\
& B_{2} & \\
& & \vdots \end{bmatrix} (F_{p} \otimes I_{s}) \right).
\]

Their Kronecker product based on T-product can be defined as
\[
A \otimes B = \text{bcirc}^{-1} \left( (F_{p}^{H} \otimes I_{mt}) \begin{bmatrix} A_{1} \otimes B_{1} & & \\
& A_{2} \otimes B_{2} & \\
& & \vdots \end{bmatrix} (F_{p} \otimes I_{sn}) \right).
\]

\[
(2.8)
\]
Definition 2.14. The Frobenius norm of a tensor $\mathcal{X} \in \mathbb{R}^{m \times n \times p}$ is

$$
\|\mathcal{X}\|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{p} x_{ijk}^2}.
$$

Lemma 2.15. For the T-product of two tensors $\mathcal{A} \in \mathbb{R}^{m \times n \times p}, \mathcal{X} \in \mathbb{R}^{n \times s \times p}$, the half of Frobenius norm of $\mathcal{A} \ast \mathcal{X}$ is noted as

$$
\frac{1}{2} \|\mathcal{A} \ast \mathcal{X}\|_F =: \mathcal{F}(\mathcal{X}).
$$

Then the partial derivative of $\mathcal{F}$ with respect to $\mathcal{X}$ is

$$
\frac{\partial \mathcal{F}}{\partial \mathcal{X}} = \mathcal{A}^\top \ast \mathcal{A} \ast \mathcal{X}.
$$

Proof. From the definition of the tensor-tensor T-product,

$$
\operatorname{vec}(\mathcal{A} \ast \mathcal{X}) = [\operatorname{bcric}(\mathcal{A}) \otimes I_s] \cdot \operatorname{vec}(\mathcal{X}).
$$

Note that $\mathcal{A} = \operatorname{bcric}(\mathcal{A}) \otimes I_s$, $\mathcal{X} = \operatorname{vec}(\mathcal{X})$, then we have

$$
\hat{\mathcal{F}}(\mathcal{X}) = \mathcal{F}(\mathcal{X}) = \frac{1}{2} \|\mathcal{A} \mathcal{X}\|_2^2.
$$

Combining with the above equations, we obtain

$$
\frac{\partial \mathcal{F}}{\partial \operatorname{vec}(\mathcal{X})} = \frac{\partial \hat{\mathcal{F}}}{\partial \mathcal{X}} = \mathcal{A}^\top \mathcal{A} \mathcal{X} = \begin{bmatrix}
[\operatorname{bcric}(\mathcal{A})^\top \operatorname{bcric}(\mathcal{A}) & \cdots & \operatorname{bcric}(\mathcal{A})^\top \operatorname{bcric}(\mathcal{A}) \\
\cdots & \cdots & \cdots \\
\operatorname{bcric}(\mathcal{A}^\top \ast \mathcal{A}) & \cdots & \operatorname{bcric}(\mathcal{A}^\top \ast \mathcal{A})
\end{bmatrix} \operatorname{vec}(\mathcal{X})
$$

$$
= \begin{bmatrix}
[\operatorname{bcric}(\mathcal{A})^\top \mathcal{A} & \cdots & \operatorname{bcric}(\mathcal{A})^\top \mathcal{A} \\
\cdots & \cdots & \cdots \\
\mathcal{A}^\top \ast \mathcal{A} & \cdots & \mathcal{A}^\top \ast \mathcal{A}
\end{bmatrix} \operatorname{vec}(\mathcal{X})
$$

$$
= \operatorname{vec}(\mathcal{A}^\top \ast \mathcal{A} \ast \mathcal{X}).
$$

Take the vec$^{-1}$ operation on both sides of the above equations,

$$
\frac{\partial \mathcal{F}}{\partial \mathcal{X}} = \operatorname{vec}^{-1} \left( \frac{\partial \mathcal{F}}{\partial \operatorname{vec}(\mathcal{X})} \right) = \mathcal{A}^\top \ast \mathcal{A} \ast \mathcal{X}.
$$

Now the whole proof has been finished. □

Remark 1. This property provides us with a lot of convenience in the following analysis and derivation.

Here we introduce a theorem that will be important for the rest of our analysis to show that the tensor T-product has the same block multiplication property as traditional matrix multiplications.

Theorem 2.16. (Tensor Block Multiplication based on T-product) Suppose that

$$
\begin{cases}
\mathcal{A}_1 \in \mathbb{C}^{n_1 \times m_1 \times p}, & \mathcal{B}_1 \in \mathbb{C}^{n_1 \times m_2 \times p}, & \mathcal{C}_1 \in \mathbb{C}^{n_2 \times m_1 \times p}, & \mathcal{D}_1 \in \mathbb{C}_1^{n_2 \times m_2 \times p}, \\
\mathcal{A}_2 \in \mathbb{C}^{m_1 \times r_1 \times p}, & \mathcal{B}_2 \in \mathbb{C}^{m_1 \times r_2 \times p}, & \mathcal{C}_2 \in \mathbb{C}^{m_2 \times r_1 \times p}, & \mathcal{D}_2 \in \mathbb{C}_1^{m_2 \times r_2 \times p}
\end{cases}
$$
then the tensor block multiplication based on T-product shares the similar form with traditional matrix multi-

\[
\begin{bmatrix}
A_1 & B_1 \\
C_1 & D_1
\end{bmatrix} \ast
\begin{bmatrix}
A_2 & B_2 \\
C_2 & D_2
\end{bmatrix} =
\begin{bmatrix}
A_1 \ast A_2 + B_1 \ast C_2 & A_1 \ast B_2 + B_1 \ast D_2 \\
C_1 \ast A_2 + D_1 \ast C_2 & C_1 \ast B_2 + D_1 \ast D_2
\end{bmatrix}.
\]  

(2.9)

3. Tensor Regularized TLS methods. Golub and Van Loan \[19\] took errors of \(A\) into consideration and established the total least squares for matrix linear equations. It is aimed to solve the following problem,

\[
\min_{E,r} \|E r\| F \quad \text{s.t.} \quad b + r \in R(A + E).
\]

The Tikhonov method \[18\] is to solve the above question takes the form

\[
\min \| (A, b) - (\tilde{A}, \tilde{A} x) \| F + \mu (\| L x \|_2^2 - \delta^2),
\]

where \(\mu\) is the Lagrange multiplier and \(\mu = 0\) holds if the inequality constraint is inactive.

Let us review the matrix result of the RTLS, which was first derived by Golub, Hessen and O’Leary in 1999.

**Theorem 3.1.** \[18, Theorem 2.1\] For the RTLS problem, if the constraint is active, the solution \(x^*\) satisfies

\[
(A^\top A + \lambda_I I + \lambda_L L^\top L) x^* = A^\top b,
\]

where the parameters are given by

\[
\begin{align*}
\lambda_I &= -\frac{\| Ax^* - b \|^2_2}{1 + \| x^* \|^2_2}, \\
\lambda_L &= \mu \left( 1 + \| x^* \|^2_2 \right), \\
\mu &= \frac{1}{\delta^2} \left( b^\top (Ax^* - b) + \frac{\| Ax^* - b \|^2_2}{1 + \| x^* \|^2_2} \right).
\end{align*}
\]

In 2002, Guo and Renaut presented an iterative algorithm based on the following theorem.

**Theorem 3.2.** \[23\] If the constraint is active, the solution \(x^*\) of the RTLS problem satisfies

\[
B(x^*)\begin{pmatrix} x^* \\ -1 \end{pmatrix} = -\lambda_I \begin{pmatrix} x^* \\ -1 \end{pmatrix},
\]

where

\[
B(x^*) = \begin{pmatrix}
A^\top A + \lambda_L (x^*) L^\top L & A^\top b \\
b^\top A & -\lambda_L (x^*) \delta^2 + b^\top b
\end{pmatrix}
\]

and \(\lambda_L\) is determined in Theorem \[27\].

From now on, we will extend the above two theorems to the tensor form.

3.1. Case I: Single Lateral Slices. As for the tensor, the tensor total least squares (TTLS) is aimed to solve the tensor equations based on the T-product \[45\],

\[
A \ast X \approx B,
\]

(3.1)

where \(A \in \mathbb{R}^{m \times n \times p}, X \in \mathbb{R}^{n \times 1 \times p}\) and \(B \in \mathbb{R}^{m \times 1 \times p}\). Similar to the matrix scenarios, the regularized TTLS (R-TTLS) problem has the form,

\[
\min_{A,B,X} \| (A,B) - (\tilde{A}, \tilde{A} \ast X) \|_F \quad \text{s.t.} \quad \tilde{B} = \tilde{A} \ast X, \quad \| K \ast X \|_F \leq \delta.
\]

(3.2)
The corresponding Lagrange multiplier formulation is

\[
\hat{L}(\tilde{A}, \mathcal{X}, \mu) = \| (A, B) - (\tilde{A}, \tilde{A} \star \mathcal{X}) \|_F^2 + \mu(\|K \star \mathcal{X}\|_F^2 - \delta^2),
\]

where \( \mu \) is the Lagrange multiplier.

Let us introduce an important lemma, which will be useful for later analysis.

**Lemma 3.3.** Whenever it is assumed that \( A \in \mathbb{R}^{m \times 1 \times p} \) and \( B \in \mathbb{R}^{1 \times 1 \times p} \), the T-product between \( A \) and \( B \) satisfies an equation,

\[
A \star B = (B \otimes I_{mmp}) \star A,
\]

where \( I_{mmp} \in \mathbb{R}^{m \times m \times p} \).

**Proof.**

\[
\text{bcirc}(A \star B) = \text{bcirc}(A)\text{bcirc}(B)
\]

\[
= (F_p^H \otimes I_m) \begin{bmatrix} A_1 & \ldots & A_p \end{bmatrix} (F_p \otimes I_1) \begin{bmatrix} b_1 & b_2 & \ldots & b_p \end{bmatrix}
\]

\[
= (F_p^H \otimes I_m) \begin{bmatrix} A_1 & \ldots & A_p \end{bmatrix} (F_p \otimes I_1) \begin{bmatrix} b_1 & b_2 & \ldots & b_p \end{bmatrix}
\]

\[
= (F_p^H \otimes I_m) \begin{bmatrix} b_1 A_1 & \ldots & b_p A_p \end{bmatrix} (F_p \otimes I_1)
\]

\[
= (F_p^H \otimes I_m) \begin{bmatrix} b_1 I_m & \ldots & b_p I_m \end{bmatrix} (F_p \otimes I_1)
\]

\[
= (F_p^H \otimes I_m) \begin{bmatrix} b_1 I_m & \ldots & b_p I_m \end{bmatrix} (F_p \otimes I_1)
\]

\[
= \text{bcirc}(B \otimes I_{mmp}) \text{bcirc}(A)
\]

\[
= \text{bcirc}[(B \otimes I_{mmp}) \star A].
\]

**Theorem 3.4.** When the inequality constraint in (3.2) degenerates into an equality, the TR-TLS solution \( x_\delta \) is a solution to the following tensor equations

\[
A^\top \star A + \tilde{\lambda}_I \otimes I_{mmp} + K^\top \star K \star (\tilde{\lambda}_K \otimes I_{mmp}) \star \mathcal{X} = A^\top \star B. \tag{3.4}
\]

In the above equation (3.4), there are two tube parameters \( \tilde{\lambda}_I \in \mathbb{R}^{1 \times 1 \times p} \) and \( \tilde{\lambda}_K \in \mathbb{R}^{1 \times 1 \times p} \),

\[
\begin{cases}
\tilde{\lambda}_I = \mu \mathcal{X}^\top \star K^\top \star K \star \mathcal{X} - R^\top \star R \star \mathcal{X}^\top \star \mathcal{X} - R^\top \star B, \\
\tilde{\lambda}_K = \mu (I_{11p} + \mathcal{X}^\top \star \mathcal{X}), \\
B^\top \star R - R^\top \star R = \mu \mathcal{X}^\top \star K^\top \star K \star \mathcal{X},
\end{cases} \tag{3.5}
\]

when the system reaches a steady state.
Moreover,
\[ R = (B - A * \mathcal{X}) * (I + \mathcal{X}^T * \mathcal{X})^{-1}, \]  
and
\[ \tilde{\lambda}_K * \mathcal{X}^T * \mathcal{K}^T * \mathcal{K} * \mathcal{X} = B^T * (B - A * \mathcal{X}) + \lambda_I. \]

**Proof.** Take the partial derivative of (3.3) and set them to zeros,
\[ \frac{\partial \hat{L}}{\partial \tilde{A}} = \tilde{A} - A - (B - \tilde{A} * \mathcal{X})^T \mathcal{X} \]
\[ = \tilde{A} - A - B * \mathcal{X}^T + \mathcal{A} * \mathcal{X}^T = 0, \]  
and
\[ \frac{\partial \hat{L}}{\partial \mathcal{X}} = -\tilde{A}^T * (B - \tilde{A} * \mathcal{X}) + \mu \mathcal{K}^T * \mathcal{K} * \mathcal{X} = 0. \]
It is obvious that (3.9) is similar to the norm equation of the tensor least squares problem,
\[ (\tilde{A}^T + \mu \mathcal{K}^T * \mathcal{K}) * \mathcal{X} = \tilde{A}^T * B. \]
Combining (3.8) and noting \( \mathbf{R} := B - \tilde{A} * \mathcal{X} \), we arrive at
\[ A^T * A = \left( \tilde{A}^T - \mathcal{X} * \mathbf{R}^T \right) * \left( \tilde{A} - \mathbf{R} * \mathcal{X}^T \right). \]
Multiply both sides of the above equation by \( \mathcal{X} \),
\[ A^T * A * \mathcal{X} \]
\[ = \tilde{A}^T * \tilde{A} * \mathcal{X} - \mu \mathcal{X} * \mathcal{X}^T * \mathcal{K}^T * \mathcal{K} * \mathcal{X} + \mathcal{X} * \mathbf{R}^T * \mathbf{R} * \mathcal{X}^T * \mathcal{X} \]
\[ - \mu \mathcal{K}^T * \mathcal{K} * \mathcal{X} * \mathcal{X}^T * \mathcal{X} \]
\[ = \tilde{A}^T * B - \mu \mathcal{K}^T * \mathcal{K} * \mathcal{X} - \mu \mathcal{X} * \mathcal{X}^T * \mathcal{X}^T * \mathcal{K} * \mathcal{X} \]
\[ + \mathcal{X} * \mathbf{R}^T * \mathbf{R} * \mathcal{X}^T * \mathcal{X} - \mu \mathcal{K}^T * \mathcal{K} * \mathcal{X} * \mathcal{X}^T * \mathcal{X} \]
\[ = A^T * B + \mathcal{X} * \mathbf{R}^T * \mathbf{R} - \mu \mathcal{K}^T * \mathcal{K} * \mathcal{X} - \mu \mathcal{X} * \mathcal{X}^T * \mathcal{K}^T * \mathcal{K} * \mathcal{X} \]
\[ + \mathcal{X} * \mathbf{R}^T * \mathbf{R} * \mathcal{X}^T * \mathcal{X} - \mu \mathcal{K}^T * \mathcal{K} * \mathcal{X} * \mathcal{X}^T * \mathcal{X}, \]
which combines \( \tilde{A} * \mathcal{X} = \mathbf{B} \) and (3.8). As a direct result of
\[ \mathbf{R} \in \mathbb{R}^{m \times 1 \times p}, \quad \mathbf{B} \in \mathbb{R}^{m \times 1 \times p}, \]
\( \mathbf{R}^T * \mathbf{B} \) is a tube, i.e.,
\[ \mathbf{R}^T * \mathbf{B} \in \mathbb{R}^{1 \times 1 \times p}. \]
In a similar way, we obtain
\[ \begin{cases} \mathcal{X}^T * \mathcal{K}^T * \mathcal{K} * \mathcal{X} \in \mathbb{R}^{1 \times 1 \times p} \\ \mathbf{R}^T * \mathbf{R} * \mathcal{X}^T * \mathcal{X} \in \mathbb{R}^{1 \times 1 \times p} \\ \mathcal{X}^T * \mathcal{X} \in \mathbb{R}^{1 \times 1 \times p}. \end{cases} \]
In combination with Lemma 3.3, (3.12) is transformed to
\[ \left( A^T * A + \lambda_I \otimes \mathcal{I}_{nnp} + \mathcal{K}^T * \mathcal{K} * \lambda_K \otimes \mathcal{I}_{nnp} \right) * \mathcal{X} = A^T * \mathcal{B}, \]
where

\[ \tilde{\lambda}_I = \mu \mathcal{X}^T \mathcal{K}^T \mathcal{K} \mathcal{X} - \mathbf{R}^T \mathbf{R} \mathcal{X}^T \mathcal{X} - \mathbf{R}^T \mathbf{B} \]  

(3.14)

\[ \tilde{\lambda}_K = \mu (\mathcal{I}_{11p} + \mathcal{X}^T \mathcal{X}). \]  

(3.15)

Consider \( \mu \) from (3.9),

\[ \mu \mathcal{X}^T \mathcal{L}^T \mathcal{L} \mathcal{X} = \mathcal{X}^T \mathcal{A}^T \mathbf{R} = \mathbf{B}^T \mathbf{R} - \mathbf{R}^T \mathbf{R}. \]  

(3.16)

Notice that

\[ \mathbf{R} = \mathbf{B} - \tilde{\mathcal{A}}^T \mathcal{X} = \mathbf{B} - (\mathcal{A} + \mathcal{X}^T \mathcal{A}^T) \mathcal{X} \]

(3.17)

and we can obtain the relation

\[ \mathbf{R} = (\mathbf{B} - \mathcal{A}^T \mathcal{X}) \mathcal{I}_{11p}^{-1}. \]

Finally, the difference between (3.15) \( \mathcal{X}^T \mathcal{K}^T \mathcal{K} \mathcal{X} - \tilde{\lambda}_I \) and (3.14) can reach the relationship (3.7)

\[ \tilde{\lambda}_K \mathcal{X}^T \mathcal{K}^T \mathcal{K} \mathcal{X} - \tilde{\lambda}_I \]

Combining with (3.8), all of the theorem have been proved. \( \square \)

**Theorem 3.5.** If the constraint \( \| \mathcal{K} \mathcal{X} \|_F \leq \delta \) is active, the solution \( \mathcal{X}^* \) of the TR-TLS satisfies,

\[ \Psi(\mathcal{X}^*) \left( \mathcal{X}^* \mathcal{I}_{11p} \right) = - \left( \mathcal{X}^* \mathcal{I}_{11p} \right) \]  

(3.18)

where

\[ \Psi(\mathcal{X}^*) = \begin{pmatrix} \mathcal{A}^T \mathcal{A} + \mathcal{K}^T \mathcal{K} \mathcal{X} & \mathcal{A}^T \mathbf{B} \\ \mathbf{B}^T \mathcal{A} & -\mathcal{A}^T \mathcal{X} - \mathcal{K}^T \mathcal{K} \mathcal{X} + \mathbf{B}^T \mathbf{B} \end{pmatrix} \]  

(3.19)

where \( \tilde{\lambda}_I \) and \( \tilde{\lambda}_K \) are determined in (3.5).

**Proof.** From two equations, (3.4) and (3.7), they could be transformed into,

\[ \left( \mathcal{A}^T \mathcal{A} + \mathcal{K}^T \mathcal{K} \mathcal{X} \mathcal{I}_{nnp} \right) \mathcal{X} = \mathbf{A}^T \mathbf{B} = - \left( \tilde{\lambda}_I \mathcal{I}_{nnp} \mathcal{I}_{nnp} \right) \mathcal{X} = - \mathcal{X} \mathcal{I}_{11p} \]

and

\[ \mathbf{B}^T \mathcal{A} \mathcal{X} + \mathcal{K}^T \mathcal{K} \mathcal{X} = \mathbf{B}^T \mathbf{B} = - \mathcal{X} \mathcal{I}_{11p} \]

Together with Theorem 2.16 our proof has been completed. \( \square \)
Algorithm 2 Iterative Algorithm for the TR-TLS in Tensor Form

Inputs: $A \in \mathbb{R}^{m \times n \times p}$, $B \in \mathbb{R}^{m \times 1 \times p}$, initial value $X^{(0)} \in \mathbb{R}^{n \times 1 \times p}$, error bound $\delta_0$, maximum of iteration steps $K_{\text{max}}$

Outputs: Final value of $X \in \mathbb{R}^{n \times 1 \times p}$

For $k = 0, 1, 2, \ldots, K_{\text{max}}$

Step 1. Calculate $\Psi(X^{(k)})$

Step 2. Compute

$$\hat{X}^{(k+1)} = \Psi(X^{(k)}) \ast \left( X^{(k)} - \mathbb{I}_{11p} \right)$$

Step 3. Normalize the $X^{(k+1)}$, $X^{(k+1)} = \hat{X}^{(k+1)}(1:n,1,:) / \hat{X}^{(k+1)}(n+1,1,1)$

Step 4. If

$$\frac{\|X^{(k+1)} - X^{(k)}\|_F}{\|X^{(k)}\|_F} \leq \delta_0$$

Break

End For.

Moreover, a theorem in the matrix form is introduced.

THEOREM 3.6. If the constraint $\|K \ast X\|_F \leq \delta$ is active, the solution $X^*$ of the TR-TLS satisfies,

$$\Gamma(X^*) \left( \begin{array}{c} \text{unfold}(X) \\ -\text{unfold}(\mathbb{I}_{11p}) \end{array} \right) = -\Lambda \left( \begin{array}{c} \text{unfold}(X) \\ -\text{unfold}(\mathbb{I}_{11p}) \end{array} \right)$$

where

$$\Gamma(X^*) = \begin{pmatrix} M & N \\ N^T & P \end{pmatrix}, \quad \Lambda = \begin{pmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{pmatrix}$$

and

$$\begin{cases} M = \text{bcric} \left( A^T \ast A + K^T \ast K \ast (\tilde{\lambda} K (X^*) \otimes \mathbb{I}_{nnp}) \right) \\ N = \text{bcric} \left( A^T \ast B \right) \\ P = \text{bcric} \left( -\tilde{\lambda} K (X^*) \ast X^T \ast K \ast K \ast X + B^T \ast B \right) \\ \Lambda_1 = \text{bcric} \left( \tilde{\lambda} I \otimes \mathbb{I}_{nnp} \right) \\ \Lambda_2 = \text{bcric} \left( \tilde{\lambda} I \right) \end{cases}$$

Proof. Taking the “unfold” operator on the equations (3.4) and (3.7), we can gain that,

$$\begin{cases} M \text{unfold}(X) - N \text{unfold}(\mathbb{I}_{11p}) = -\Lambda_1 \text{unfold}(X) \\ N^T \text{unfold}(X) - P \text{unfold}(\mathbb{I}_{11p}) = -\Lambda_2 \text{unfold}(-\mathbb{I}_{11p}) \end{cases}$$

Writing the above formula into block forms,

$$\begin{pmatrix} M & N \\ N^T & P \end{pmatrix} \begin{pmatrix} \text{unfold}(X) \\ -\text{unfold}(\mathbb{I}_{11p}) \end{pmatrix} = -\begin{pmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{pmatrix} \begin{pmatrix} \text{unfold}(X) \\ -\text{unfold}(\mathbb{I}_{11p}) \end{pmatrix}.$$
The estimate of the normalized eigenvector of $\Gamma(\mathcal{X})$ is given by

$$z^{(k)} = \frac{1}{1 + \|X\|_F^2} \begin{pmatrix} \text{unfold}(\mathcal{X}) \\ -\text{unfold}(I_{11p}) \end{pmatrix}$$

and we define the residual at step $k$ by

$$\rho^{(k)} = \left\| \Gamma(\mathcal{X})^{(k)} z^{(k)} + \Lambda(\mathcal{X}^{(k)}) z^{(k)} \right\|^2_F.$$  

(3.20)

Algorithm 3 Iterative Algorithm for the TR-TLS in Matrix Form

Inputs: $A \in \mathbb{R}^{m \times n \times p}$, $B \in \mathbb{R}^{n \times s \times p}$, initial value of $\mathcal{X}^{(0)}$, error bound $\delta_0$, maximum of iteration steps $K_{\text{max}}$

Outputs: Final value of $\mathcal{X}$

Step 1. Calculate $\tilde{\lambda}_I^{(0)}$, $\tilde{\lambda}_K^{(0)}$, and $z^{(0)}$

Step 2. Iterate to convergence

For $k = 0, 1, 2, \ldots, K_{\text{max}}$

(a) Solve $(\Gamma(\mathcal{X}^{(k)}) + \Lambda^{(k)}) y = z^{(k)}$

(b) unfold($\mathcal{X}^{(k+1)}$) = $-y(1 : np)/y(np + 1)$

(c) Update $\tilde{\lambda}_I^{(k+1)}$ and $\tilde{\lambda}_K^{(k+1)}$

(d) $z^{(k+1)} = y/\|y\|_F$

(e) Update $\rho^{(k+1)}$

(f) If

$$\frac{\|\mathcal{X}^{(k+1)} - \mathcal{X}^{(k)}\|_F}{\|\mathcal{X}^{(k)}\|_F} \leq \delta_0 \quad \text{or} \quad \rho^{(k+1)} \leq \delta_0$$

break

End For.

Remark 2. This Algorithm shares the similar form with Algorithm 1 in [23].

3.2. Case II: Multi Lateral Slices. The situation in multi lateral slices are often discussed in both color image and video deblurring. We repeat the calculation in the single lateral slices to achieve our goals. In next section, the numerical experiments of both color image and video deblurring are designed to illuminate the benefits of TR-TLS. Denote the map of computation in single lateral slices as

$$\Phi(A, B_i, \delta, K_{\text{max}}) = X_i,$$  

(3.21)

where $X_i$ is the $i$-th lateral slice of tensor $\mathcal{X}$, i.e., $X_i = \mathcal{X}(\cdot, i, \cdot)$. Then the algorithm in multi lateral slices could be summarized as follows.

Algorithm 4 Iterative Algorithm for the TR-TLS in multi lateral slices

Inputs: $A \in \mathbb{R}^{m \times n \times p}$, $B \in \mathbb{R}^{n \times s \times p}$, initial value of $\mathcal{X}^{(0)}$, error bound $\delta_0$, maximum of iteration steps $K_{\text{max}}$

Outputs: Final value of $\mathcal{X}$

For $i = 0, 1, 2, \ldots, s$

Compute

$$X_i = \Phi(A, B_i, \delta_0, K_{\text{max}})$$

End For.

4. Applications and Numerical Examples. In this section, we will test the algorithms mentioned above to demonstrate the effectiveness of TR-TLS method in applications to image and video deblurring. All experiments are carried out based on MATLAB-2021a on MacOS. The processor is Intel Core i5 with 8 GB RAM.

In this section, the original data is a tensor $\mathcal{X} \in \mathbb{R}^{n \times s \times p}$. Then after the map of the tensor $A \in \mathbb{R}^{m \times n \times p}$, the observation is denoted as $B \in \mathbb{R}^{m \times s \times p}$, i.e.,

$$A_{\text{true}} \ast X_{\text{true}} = B_{\text{blur}}.$$  

(4.1)
However, in practice, the observations of tensors $\mathbf{A}$ and $\mathbf{B}$ are usually subject to errors. Let us construct the error for two tensors $\mathbf{A}$ and $\mathbf{B}$, respectively. We first give the error tensor $\mathbf{E}$ with each element satisfying the standard normal distribution. Then the error tensors of $\mathbf{A}$ and $\mathbf{B}$ can be defined as follows,

$$
\mathbf{E}_{A,j} := \eta \frac{\mathbf{E}_j}{\|\mathbf{E}_j\|_F} \|\mathbf{A}_{\text{true}, j}\|_F, \quad j = 1, 2, \ldots, p,
$$

and

$$
\mathbf{E}_{B,j} := \eta \frac{\mathbf{E}_j}{\|\mathbf{E}_j\|_F} \|\mathbf{B}_{\text{true}, j}\|_F, \quad j = 1, 2, \ldots, p,
$$

where $\eta$ is set as $\eta = 0.001$ in this section.

What we should solve is a tensor regularized total least squares problem,

$$
\min_{\mathbf{A}, \mathbf{B}, \mathbf{X}} \left\| (\mathbf{A}, \mathbf{B}) - \left( \mathbf{\hat{A}}, \mathbf{\hat{A}} \ast \mathbf{X} \right) \right\|_F \quad \text{s.t.} \quad \mathbf{\tilde{B}} = \mathbf{\hat{A}} \ast \mathbf{X}, \quad \|\mathbf{K} \ast \mathbf{X}\|_F \leq \delta, \quad (4.2)
$$

of the given equations,

$$
(\mathbf{A}_{\text{true}} + \mathbf{E}_A) \ast \mathbf{X} \approx \mathbf{B}_{\text{true}} + \mathbf{E}_B. \quad (4.3)
$$

Here, the tensor $\mathbf{A}_{\text{true}}$ is generated [12] by

$$
\begin{align*}
\mathbf{z} &= \left[ \exp \left(-\left(0: \text{band} - 1\right)^2 / (2\sigma^2)\right), \text{zeros}(1, N - \text{band}) \right], \\
\mathbf{A} &= \frac{1}{\sigma \sqrt{2\pi}} \text{toeplitz}\left([\mathbf{z}(1) \text{fliplr}(\mathbf{z}(2: \text{end}))], \mathbf{z}\right), \\
\mathbf{A}^{(i)} &= \mathbf{A}(i, 1) \mathbf{A}, \quad i = 1, 2, \ldots, 256,
\end{align*}
$$

where $N = 256, \sigma = 4, \text{band} = 7$ and $\mathbf{A}(i, 1)$ means the first column in the matrix $\mathbf{A}$. Following these operations, the condition number for $i$-th tensor frontal slice $\mathbf{A}^{(i)}$ satisfies that $\text{cond}(\mathbf{A}^{(i)}) \approx 5.35 \times 10^9$, for $i = 1, 2, \ldots, 12$. The other slices have infinite condition number, i.e., $\text{cond}(\mathbf{A}^{(i)}) = +\infty$, for $i > 12$. Moreover, after the FFT operation, the condition number of each tensor frontal slice satisfies $\text{cond}(\mathbf{A}^{(i)}(1)) \approx 5.35 \times 10^9$, for $i = 1, 2, \ldots, 256$, where $\mathbf{A} = \text{fft}(\mathbf{A}, [], 3)$.

Meanwhile, we will use two regularization operators $\mathbf{K}_1 \in \mathbb{R}^{(m - 2) \times m \times n}$ and $\mathbf{K}_2 \in \mathbb{R}^{(m - 1) \times m \times n}$. The tensor $\mathbf{K}_1$ has a tridiagonal matrix as its first frontal slice,

$$
\mathbf{K}_1^{(1)} = \frac{1}{4} \begin{bmatrix}
-1 & 2 & -1 \\
\vdots & \ddots & \ddots \\
-1 & 2 & -1
\end{bmatrix} \in \mathbb{R}^{(m - 2) \times m}
$$

and the remaining frontal slices $\mathbf{K}_1^{(i)} \in \mathbb{R}^{(m - 2) \times m}, (i = 2, 3, \ldots, n)$, are zero matrices. The first frontal slice of the regularization operator $\mathbf{K}_2 \in \mathbb{R}^{(m - 1) \times m \times n}$ is the bidiagonal matrix

$$
\mathbf{K}_2^{(1)} = \frac{1}{2} \begin{bmatrix}
1 & \; -1 & \; -1 \\
\vdots & \ddots & \ddots \\
1 & \; -1
\end{bmatrix} \in \mathbb{R}^{(m - 1) \times m}
$$

and the remaining frontal slices $\mathbf{K}_2^{(i)} \in \mathbb{R}^{(m - 1) \times m}, (i = 2, 3, \ldots, n)$ are zero matrices. Other regularization operators of interest can be defined similarly.

**4.1. Applications in Image and Video Deblurring.** In this section, we mainly show the intuitive image deblurring results of the experiment. The data of grayscale images are stored by single lateral slice tensor. Color images and video data are stored by multi lateral slices and higher order tensors. All data is normalized into the interval as $[0, 1]$. 
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4.1.1. Grayscale Images. We utilize the TR-TLS method in the single lateral slices to model the deblurring problem of grayscale images. Single lateral slice tensor $\mathcal{X} \in \mathbb{R}^{m \times 1 \times n}$ stores the data of image after “twist” operation, where “twist” is the inverse operation of “squeeze”

$$\mathcal{X} = \text{twist}(X) \Rightarrow \mathcal{X}(i, 1, j) = X(i, j).$$ (4.4)

The operations, “twist” and “squeeze”, build the bridge between single lateral slice tensor $\mathcal{X} \in \mathbb{R}^{m \times 1 \times n}$ and the matrix $X \in \mathbb{R}^{m \times n}$ [29].

![Fig. 4.1. $m \times 1 \times n$ tensors and $m \times n$ matrices related through the squeeze and twist operations.]

There are two images tested in this case, using Algorithm [2]. The following figures are listed to illuminate the effectiveness of the TR-TLS method. After the TR-TLS, we use “squeeze” operation to convert the tensor into a displayable image matrix.

![Fig. 4.2. Blurred and Deblurred results of City Image](a) Original Image (b) Blurred Image (c) Deblurred Image

![Fig. 4.3. Blurred and Deblurred results of Artificial Satellite Image](a) Original Image (b) Blurred Image (c) Deblurred Image

4.1.2. Color Images. For solving deblurring problems, storage and modeling methods in color image are similar to those of grayscale image cases. The RGB image could be modeled as a third order tensor $\mathcal{X} \in \mathbb{R}^{m \times n \times 3}$, which need to be twisted into a tensor as $\hat{\mathcal{X}} \in \mathbb{R}^{m \times 3 \times n}$. We only need to deblur three layers of RGB data respectively, and then concatenate them together to get the required restored image, using the TR-TLS in multi lateral slices with Algorithm 4.

4.1.3. Videos. Video data deblurring adopts the same strategy as color image deblurring. The only difference is the number of lateral layers on the model. Gray video data is stored in $\mathcal{X}_{\text{video}} \in \mathbb{R}^{n \times s \times p}$, while
image data is stored in $X_{\text{image}} \in \mathbb{R}^{n \times 1 \times p}$ or $X_{\text{image}} \in \mathbb{R}^{n \times 3 \times p}$, where $s$ could be any positive integer. Meanwhile, color video deblurring problems can be solved by the TR-TLS based on the T-product in higher-order cases [41], which repeats the TR-TLS in single lateral slices, too.

Mean Square Error (MSE) is a common evaluation index in the field of image processing,

$$\text{MSE}(X_1, X_2) = \frac{\|X_1 - X_2\|_F^2}{mn\rho},$$

(4.5)

where $X_1, X_2 \in \mathbb{R}^{m \times n \times p}$. MSE values before and after deblurring by the TR-TLS are compared with those of
the original images as shown in Table 4.1.

| Data Category | Data Name     | Blurred MSE | Deblurred MSE | Restoring Proportion |
|---------------|---------------|-------------|---------------|----------------------|
| Gray Image    | City          | 0.0596      | 0.0056        | 90.6%                |
| Gray Image    | Artificial Satellite | 0.0525      | 0.0064        | 87.8%                |
| Color Image   | Pepper        | 0.0566      | 0.0057        | 89.9%                |
| Color Image   | Lena          | 0.0573      | 0.0061        | 89.3%                |
| Video         | Video         | 0.1143      | 0.0121        | 89.4%                |

From all of these results, we can see that the TR-TLS method does make the effect of image and video deblurring. The deblurring operation by the TR-TLS can reduce the MSE index by about 90%.
4.2. Comparisons between TR-TLS and Existing Methods. In this subsection, we will take the experimental numerical data of color image Pepper as an example to show the advantages of the TR-TLS algorithm in terms of time cost and the MSE. In following figures, the horizontal axis is the MSE and the vertical axis is the CPU time of the program running.

We compare the TR-TLS with existing TTSVD [3, 16], RTTSVD [62] and TGGKB, TGGMRES [49] methods. Among them, the TTSVD is the abbreviation for truncated tensor SVD, while RTTSVD is generated from TTSVD, improved by randomized algorithms. Besides, both tensor global Golub-Kahan bidiagonalization algorithm (TGGKB) and generalized minimum residual method with tensor generalizations (TGGMRES) are iterative algorithms to solve the TR-TLS problem, considering it as a tensor regularized LS problem and ignoring the errors in mapping tensor $A$. For convenience, “TGGKB-5” is utilized to mean the experiment results after 5 iteration steps, using the TGGKB algorithm.

As the following two images show, the closer the data points are to the plane rectangular coordinate system, the lower the MSE is achieved at a smaller time cost in the numerical examples. The TR-TLS method has obvious advantages, which proves the correctness and effectiveness of our theory.

![Fig. 4.7. Comparisons among TGGKB, RTTSVD, TTSVD and TR-TLS](image)

5. Conclusions and Future Researches. In this paper, the regularized TLS based on the tensor T-product is established. We extend the related theorems and properties of classical RTLS in the matrix form to the tensor form. Based on these theorems, numerical algorithms for the TR-TLS problem are proposed. In addition, we explore the applications of the TR-TLS method in the field of image and video deblurring. Through numerical experiments, the TR-TLS is proved to have obvious advantages over solving such ill-conditioned problems.

For further improving the iterative algorithms mentioned in this paper, we may consider both algorithmic adjustments and stability analysis. We would like to focus on a rigorous convergence theory. Another topic of investigation is to conduct perturbation analysis for the TR-TLS problem. Since the TLS is also known as the errors-in-variables model in the statistical literature, we expect that new algorithms will show potential advantages for parameter estimation. Also, it is natural to consider a generalization of nonlinear TLS.

In addition to these mentioned above, future attention will also be paid to deeper mining of more randomized and preserving-structure algorithms, and wider applications of the TR-TLS in the real world.
Fig. 4.8. Comparisons among TGGMRES, RTTSVD, TTSVD and TR-TLS
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