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Abstract

We study the problem of providing channel state information (CSI) at the transmitter in multi-user “massive” MIMO systems operating in frequency division duplexing (FDD). The wideband MIMO channel is a vector-valued random process correlated in time, space (antennas), and frequency (subcarriers). The base station (BS) broadcasts periodically $\beta_{tr}$ pilot symbols from its $M$ antenna ports to $K$ single-antenna users (UEs). Correspondingly, the $K$ UEs send feedback messages about their channel state using $\beta_{fb}$ symbols in the uplink (UL). Using results from remote rate-distortion theory, we show that, as $\text{snr} \to \infty$, the optimal feedback strategy achieves a channel state estimation mean squared error (MSE) that behaves as $\Theta(1)$ if $\beta_{tr} < r$ and as $\Theta(\text{snr}^{-\alpha})$ when $\beta_{tr} \geq r$, where $\alpha = \min(\beta_{fb}/r, 1)$, where $r$ is the rank of the channel covariance matrix. The MSE-optimal rate-distortion strategy implies encoding of long sequences of channel states, which would yield completely stale CSI and therefore poor multiuser precoding performance. Hence, we consider three practical “one-shot” CSI strategies with minimum one-slot delay and analyze their large-SNR channel estimation MSE behavior. These are: (1) digital feedback via entropy-coded scalar quantization (ECSQ), (2) analog feedback (AF), and (3) local channel estimation at the UEs and digital feedback. These schemes have different requirements in terms of knowledge of the channel statistics at the UE and at the BS. In particular, the latter strategy requires no statistical knowledge and is closely inspired by a CSI feedback scheme currently proposed in 3GPP standardization. It is shown that ECSQ achieves optimal MSE at the price of a slight increase in feedback rate which vanishes for large SNR. AF achieves the optimal MSE decay rate of $\Theta(\text{snr}^{-1})$ whenever $\beta_{tr}, \beta_{fb} \geq r$ but is sub-optimal if $\beta \geq r$ and $\beta_{fb} < r$. The 3GPP-inspired scheme is shown, via numerical simulations, to achieves performance similar to ECSQ and AF when the multipath channel is...
sufficiently sparse in the angle-delay domain, but suffers from a large performance gap if this requirement
is not met.
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I. INTRODUCTION

Multiuser (massive) MIMO consists of serving $K > 1$ users (UEs) on the same time-frequency
resource dimension using a larger number of antennas ($M \gg 1$) at the Base Station (BS) via
spatial multiplexing [2][3]. Achieving the remarkable benefits of massive MIMO relies at large on
the availability of accurate channel state information (CSI) at the BS. In particular, the downlink
(DL) requires that the BS computes precoding vectors as a function of the users’ DL CSI. In
time division duplexing (TDD) systems, DL CSI is obtained from uplink (UL) pilots through
channel reciprocity. In frequency division duplexing (FDD), where reciprocity does not hold,
the BS needs to train user channels by broadcasting training pilots in DL and receiving CSI
feedback in UL. Training with finite-rate feedback results in imperfect CSI estimates, which
translates into a loss in DL spectral efficiency, the proportions of which depends on the CSI
estimate quality. It is for instance well-known that when the mean squared error (MSE) between
true and estimated CSI of the users decreases as $O(sn^{-1})$, then zero-forcing (ZF) beamforming
achieves the full system Degrees of Freedom (DoF) despite imperfect CSI [4]. It is also known
that if the error decreases as $O(sn^{-\alpha})$ for some $\alpha \in [0, 1]$ for all $K$ users, then the optimal
achievable DoF is given by $1 + (K - 1)\alpha$, and these are achievable via the rate-splitting method
[5][1].

The parameter $\alpha$ is known in the literature as the quality scaling exponent (QSE) [4][6]. In this
paper, we present an upper-bound on the QSE achieved by any DL training and UL feedback
strategy in FDD systems under the following assumptions. We consider a BS with $M$ antennas
and OFDM data transmission format over $N$ subcarriers. We model the channel as a correlated

\footnote{The system DoF is defined as the limit of the total DL spectral efficiency (in bit per time-frequency symbol) divided by
$\log snr$, as $snr \rightarrow \infty$. This is also known as the “pre-log” factor of the sum spectral efficiency, or also as the system total
“multiplexing gain” [5].}
Gaussian vector process that evolves in time according to a block-fading model, in which the channel is constant, and independently realized, over coherence time intervals of duration $T$ OFDM symbols (in time). The channel statistics, namely mean and covariance matrix of the channel vectors, are assumed constant over time intervals much longer than the coherence time.

The BS trains the channels of all users by broadcasting $\beta_{tr}$ pilot symbols over each coherence block of $\beta = TN$ time-frequency symbols. Upon receiving noisy pilots, the users compute their respective feedback messages and send them to the BS in the UL using $\beta_{fb} \leq \beta$ symbols. To simplify matters, we assume that DL pilot transmission and UL feedback take place in the same channel coherence block, so that there is no “channel aging”.

Under these assumptions, we show that the QSE of any feedback strategy is upper-bounded by a value that depends on three parameters: the channel covariance rank $r$, the training dimension (or pilot length) $\beta_{tr}$, and the feedback dimension $\beta_{fb}$. The bound is derived by modelling the user as an encoder that observes outputs of a source (the channel vector) through noisy linear measurements (DL pilot symbols). This is a particular instance of the general remote source coding problem in rate-distortion theory. The encoded source is then transmitted over a channel of given capacity, which yields a channel estimate at the BS. We show that, for given $r$, $\beta_{tr}$, $\beta_{fb}$, as $\text{SNR} \to \infty$, the MSE of the estimated CSI at the BS behaves at best as $\Theta(\text{SNR}^{-\alpha_{rd}})$ where $\alpha_{rd} = 0$ whenever $\beta_{tr} < r$ (insufficient training) and $\alpha_{rd} = \min(\beta_{fb}/r, 1)$ when $\beta_{tr} \geq r$. More specifically, if $\beta_{tr} \geq r$ and $\beta_{fb} < r$ (sufficient training, insufficient feedback), the error decays as a function of SNR with a less-than-one fractional exponent $\beta_{fb}/r$ hence achieving only a fraction of the full DoF, and if $\beta_{tr}, \beta_{fb} \geq r$ (sufficient training and feedback), the error decays with an exponent of 1 and achieves the full DoF.

The feedback strategy that achieves the optimal rate-distortion trade-off involves knowledge of the channel statistics both at the BS and the UE side, as well as employment of high-dimensional vector quantizers operating on infinite-dimensional sequences of channel observations. While achieving the best CSI MSE, this strategy is totally impractical since it incurs a large feedback

---

2 Each OFDM symbol corresponds to $N$ signal samples in the time domain plus the cyclic prefix, which in the context of this paper is ignored since it is irrelevant. This means that an OFDM symbol spans $N$ time-frequency signal dimensions, in the OFDM time-frequency frame.

3 The effect of channel aging can be taken into account by an appropriate channel predictor. However, this goes beyond the scope of this paper. Here we prefer to focus uniquely on the performance of DL training and UL feedback.
delay, thus providing completely stale CSI, which is therefore useless for computing the multi-user MIMO precoding vectors on each coherence block. Hence, we consider the following three alternatives for practical one-shot schemes where the feedback message is a function of the instantaneous channel estimate in the current slot only.

1) **ECSQ Feedback:** We first consider a scheme where the UE has statistical knowledge of its DL channel, it quantizes the Karhunen-Loève (KL) expansion coefficients via dithered scalar quantization, applies entropy coding for feedback compression [9], and sends the digital feedback message consisting of the entropy-coded bits. This scheme is referred to as entropy-coded scalar quantization (ECSQ). We show that ECSQ achieves optimal distortion for all SNR values with an overhead in terms of the feedback symbols with respect to the rate-distortion strategy which vanishes as $\text{SNR} \to \infty$ (hence yielding a QSE of $\alpha_{\text{ecsq}} = \alpha_{\text{rd}}$).

2) **Analog Feedback:** The next strategy is known as Analog Feedback (AF) in the literature [10-12], which lifts the requirement of channel statistics knowledge at the UE and simply sends the DL pilot slot of length $\beta_{\text{tr}}$ in UL by “spreading” it over $\beta_{\text{fb}}$ dimensions using unquantized quadrature amplitude modulation (QAM). The BS then computes a minimum mean squared error (MMSE) estimate of the channel given the feedback. We show that with sufficient training and feedback ($\beta_{\text{tr}}, \beta_{\text{fb}} \geq r$), AF achieves the optimal QSE ($\alpha_{\text{af}} = \alpha_{\text{rd}}$), while it is strictly sub-optimal when feedback is insufficient ($\beta_{\text{fb}} < r$) and yields a constant residual error even as $\text{SNR} \to \infty$ ($\alpha_{\text{af}} = 0$ vs $\alpha_{\text{rd}} = \beta_{\text{fb}}/r$).

3) **CS-Based Feedback:** Finally, motivated by the scheme currently proposed in 3GPP, we consider a scheme that requires no channel statistical knowledge (either at the BS or at the users). In this 3GPP-inspired scheme, the UE estimates the channel coefficients in the angle-delay domain and feeds back the quantization bits relative to the dominant coefficients. Since the DL training dimension $\beta_{\text{tr}}$ is generally smaller than the ambient dimension of the channel $NM$ (subcarriers $\times$ antennas), the channel estimation at the UE must use some form of compressed sensing (CS), which in turns relies on channel

---

*Interestingly, a similar direct transmission of unquantized source symbols with spreading is proposed and used by Amimon [https://www.amimon.com/](https://www.amimon.com/) for joint source channel coding of video, thus demonstrating the practical feasibility of such “analog feedback” technique.*
sparsity in the angle-delay domain. Notice that whenever $\beta_{tr} < NM$ the channel estimation problem is intrinsically a CS problem, and this corresponds to the widely studied case of “compressed” DL training (e.g., see [13–16]). We show that the 3GPP-inspired scheme incurs a constant residual error as $\text{SNR} \to \infty$ and hence a QSE of zero in all non-trivial scenarios ($\alpha_{cs} = 0$), although it can be quite effective in moderate SNR values and under favorable channel sparsity conditions.

A. Related Works

The analysis of the CSI estimation error and its effect on DL spectral efficiency in FDD MIMO systems has been the subject of plenty of works in the literature (e.g., see [4, 11, 17, 18]). In [11, 18] upper-bounds on the difference between the achievable rates with ZF beamforming with perfect and estimated CSI are provided, with comparisons between AF and digital (codebook based) feedback schemes. These works consider a “narrowband” MIMO channel ($N = 1$ subcarrier, or equivalently, a frequency non-selective channel) and assume $\beta_{tr} \geq M$ DL pilots, which is reasonable for small and moderate number of antennas $M$, but unrealistic when considering massive MIMO. We depart from this assumption by considering the training dimension to be an arbitrary value, possibly less than the number of BS antennas. We also show that, different from the conclusion of [4] and in line with the conclusions of [11, 12], taking into account the estimation error at the user, analog feedback achieves the same error decay rate of $\Theta(\text{snr}^{-1})$ as digital feedback (operating at the rate-distortion bound), with no knowledge of channel statistics at the user side and with very minimal signal processing, provided that the number of training and feedback symbols ($\beta_{tr}$ and $\beta_{fb}$) are no less than the channel covariance rank $r$.

On the algorithmic side, several works have considered designing DL training pilots and feedback codebooks for massive MIMO channels that achieve certain performance criteria [19–21]. However, these works do not suggest a definite answer to the question of how much training and feedback is needed to achieve a target error and/or spectral efficiency performance. One reason is that the design of pilot matrices and feedback codebooks in these works depends on the particular statistics of the user channels. In contrast, we consider a rather generic design of training pilots as independently generated Gaussian symbols, and we characterize the large-SNR behavior of the channel estimation error in terms of training and feedback dimensions. This characterization depends on the channel statistics only in terms of the covariance rank.
As said before, many works have focused on CSI estimation via CS methods \cite{13,16}. The underlying assumption in all these works is that the channel vector can be approximated as \( h \approx \Phi w \), for some known dictionary matrix \( \Phi \) and \( s \)-sparse, unknown \( w \) where \( s \) is much smaller than the dimension of \( h \). A plethora of CS algorithms have been devised to estimate \( h \) from its \( m \) noisy linear projections, and it is well-known that stable reconstruction\(^5\) is possible if \( m \) is larger than \( s \) times a logarithmic term in the dimension of \( h \) (e.g., see \cite{22}). This allows to transmit a number of DL pilot symbols that depends on the channel sparsity order rather than on the channel dimension, providing large potential savings in the DL pilot overhead. In this work, we show that while CS-based training and feedback can be very beneficial in a range of moderate SNR, it involves a non-vanishing CSI error and therefore a null QSE. We emphasize this point by considering a well-known CS-based channel estimation technique in the 3GPP-inspired scheme considered in this paper.

II. DOWNLINK CHANNEL TRAINING

In the considered system, a BS with \( M \) antennas serves \( K \leq M \) single-antenna user equipments (UEs), operating in FDD mode with OFDM data transmission over \( N \) subcarriers. In this section we omit the user index since the DL training is common (broadcasted to all users) and each user operates its feedback scheme independently. The frequency-domain symbol over subcarrier \( n \), received by a generic UE, is given by

\[
y[n] = h^H[n] x[n] + z[n],
\]

where \( h[n] \in \mathbb{C}^M \) consists of the channel fading coefficients between the \( M \) BS antennas and that of the UE at subcarrier \( n \), \( x[n] \in \mathbb{C}^M \) is the vector of transmitted symbols from the \( M \) array antennas satisfying the transmission power constraint \( \mathbb{E}[\|x[n]\|^2] \leq \text{snr}_{dl} \) for all \( n \), where \( \text{snr}_{dl} \) denotes signal-to-noise ratio (SNR) in the DL, while \( z \sim \mathcal{CN}(0, 1) \) is zero-mean, additive white Gaussian noise (AWGN).\(^6\)

\(^5\)In the literature of compressed sensing, stable reconstruction means that the MSE in estimating \( h \) from noisy linear projections in the form \( y = Xh + z \) is bounded by a constant (independent of the dimension of \( h \)) times the variance of the additive noise \( z \). This also implies that the MSE vanishes as the SNR in the observation grows to infinity.

\(^6\)We have simplified the notation by normalizing the additive noise variance and accordingly defining the BS transmission power as equivalent to the SNR. We note that this gives the so-called “pre-beamforming” SNR, which is different from defining the SNR as the ratio between the expected signal power and the expected noise power at the receiver side.
wideband channel as the vector \( h := [h[1]^T, \ldots, h[N]^T]^T \in \mathbb{C}^{MN} \), which we refer to as the channel state information at the transmitter (CSIT). We assume that \( h \) evolves according to a block-fading model where it is constant over frames of duration \( T \) OFDM symbols (i.e., blocks of \( \beta = TN \) time-frequency symbols) and changes frame to frame according to an i.i.d. process, namely \( h \sim \mathcal{CN}(\mu, \Sigma^h) \) where \( \mu = \mathbb{E}[h] \) and \( \Sigma^h = \mathbb{E}[(h - \mu)(h - \mu)^H] \) is the channel covariance of rank \( r = \text{rank}(\Sigma^h) \). Notice that the channel correlation in space (antenna) and frequency (subcarriers) is completely characterized by \( \Sigma^h \).

To train the DL channel, the BS broadcasts pilot symbols in each frame of dimension \( \beta \). The pilot symbols are placed in the time-frequency grid over \( T_p \leq T \) OFDM symbols in time and over a subset of \( N_p \) subcarriers in frequency, for a total of \( \beta_{tr} = T_p N_p \) pilot symbols per frame. We denote the pilot subcarriers by the set of indices \( N_p \in \{1, \ldots, N\} \). The training measurements received at the UE can be written as

\[
y_{tr}[n] = \mathbf{h}^H[n]\mathbf{X}_{tr}[n] + \mathbf{z}_{tr}[n], \quad n \in N_p,
\]

where \( \mathbf{X}_{tr}[n] = [\mathbf{x}_{1tr}[n], \ldots, \mathbf{x}_{T_p tr}[n]] \in \mathbb{C}^{M \times T_p} \) is a matrix, where the \( t \)-th column \( \mathbf{x}_{t tr}[n] \) denotes the vector of \( M \) training symbols sent at subcarrier \( n \) at time instant \( t \), and where row \( m \) represents the length-\( T_p \) pilot sequence transmitted from antenna \( m \) at subcarrier \( n \). Collecting the \( \beta_{tr} \) training measurements over all pilot subcarriers, the received pilot signal at the UE side \( y_{tr} = [y[n_1], \ldots, y[n_{N_p}]] \in \mathbb{C}^{1 \times \beta_{tr}} \) can be written as

\[
y_{tr} = \mathbf{h}^H \mathbf{X}_{tr} + \mathbf{z}_{tr},
\]

where \( \mathbf{X}_{tr} = (\mathbf{B}_{n,\ell})_{n \in [N], \ell \in [N_p]} \in \mathbb{C}^{MN \times \beta_{tr}} \) is the training matrix consisting of \( M \times T_p \) blocks \( \mathbf{B}_{n,\ell} \), where \( \mathbf{B}_{n,\ell} = \mathbf{X}_{tr}[n_{\ell}] \) if \( n_{\ell} \in N_p \) and \( \mathbf{B}_{n,\ell} = 0 \) if \( n_{\ell} \not\in N_p \). For the sake of analytical tractability, in this paper we assume the \( M \)-dimensional pilot vectors to be generated according to

\[
x_{t tr}[n] \sim \mathcal{CN}\left(0, \frac{\text{snr}_{ul}}{M} \mathbf{I}\right), \quad t \in \{1, \ldots, T_p\}, n \in N_p.
\]

It can be shown that this choice suffices to achieve optimal QSE. Upon receiving the pilots, the UE computes a feedback message containing information about the channel state and sends it to the BS over \( \beta_{fb} \) uses (i.e., time-frequency symbols) of the UL channel.

We model the UL as a MIMO multiple access channel (MIMO-MAC) where all the UEs send their feedback simultaneously to the BS. We assume for simplicity that the BS has perfect knowledge of the UL channels. Such a knowledge can be obtained via UL pilots embedded in the UL frame. We denote the peak transmission power for each user by \( \text{snr}_{ul} \), which we
assume to be a constant factor of the BS transmission power, i.e. \( \text{snr}_{ul} = \kappa \text{snr}_{dl} \), where typically \( \kappa < 1 \) since the users can transmit with less power than the BS. Similar to [19], we consider the MIMO-MAC uplink channel capacity formula
\[
C^{ul} = \log(M \text{snr}_{ul}) = \log(M \kappa \text{snr}_{dl}) \text{ (per user)}
\]
with a diversity-multiplexing trade-off factor of one [11]. Notice that in order to compare the efficiency of AF with other digital feedback techniques it is of fundamental importance to convert “bits” into UL “signal dimensions”, which in turns requires some notion of spectral efficiency of the UL channel [12]. The simple UL capacity formula used here allows for a more elegant development of the theory without blurring the main results. However, this assumption is not fundamental, in the sense that one can obtain similar results by replacing other feedback channel models, as long as the high-SNR capacity of the feedback channel grows with \( \log(\text{snr}_{dl}) \).

Finally, we consider the mean squared error (MSE),
\[
d(h, \hat{h}) = \mathbb{E} \left[ \| h - \hat{h} \|^2 \right],
\]
as the distortion metric between true \( h \) and estimated CSIT \( \hat{h} \). From the estimated CSIT, the BS computes an \( M \times K \) precoding matrix \( V[n] \) for each subcarrier \( n \). Here we consider the standard and commonly used “naive” zero-forcing (ZF) precoding[7] where \( V[n] \) is the column-normalized pseudo-inverse of the estimated channel matrix \( \hat{H}[n] = [\hat{h}_1[n], \ldots, \hat{h}_K[n]] \), where \( \hat{h}_k[n] \) denotes the estimated channel of user \( k \) at subcarrier \( n \). The channel estimation QSE is defined as [4, 5]
\[
\alpha = \lim_{\text{snr}_{dl} \to \infty} -\frac{\log d(h, \hat{h})}{\log \text{snr}_{dl}},
\]
indicating the rate of error decay in large SNR. We characterize the large-SNR error behavior slightly differently, using the \( \Theta \) notation as \( d(h, \hat{h}) = \Theta(\text{snr}_{dl}^{-\alpha}) \) which implies a QSE of \( \alpha \).[8]

### III. Lower Bound on CSIT Estimation Error

We can think of the feedback message as a code that contains information about the channel, computed at the user side. The instantaneous channel is a random realization of a source with distribution \( \mathcal{CN}(\mu, \Sigma^h) \). For each source realization, the user (encoder) observes \( \beta_{ts} \) noisy linear

7This refers to the fact that the precoder naively treats the estimated channels as true channels.

8We use the standard Bachmann-Landau order notation for which \( f(x) = O(g(x)) \) if there exists constants \( C_0 \) and \( x_0 \) for which \( |f(x)| \leq C_0 g(x) \) for all \( x \geq x_0 \), \( f(x) = \Omega(g(x)) \) if \( g(x) = O(f(x)) \) and \( f(x) = \Theta(g(x)) \) if both \( f(x) = O(g(x)) \) and \( f(x) = \Omega(g(x)) \).
the remote rate-distortion function is given by \( R\)\(^\text{min} \). In this context, the source is a stationary sequence of i.i.d. vector symbols \( \{ h^{(i)} \} \sim \mathcal{CN}(\mu, \Sigma h) \)\(^\text{s} \), where \( h^{(i)} \) denotes the channel in frame \( i \) and \( S \) is the source-encoding block length. The per-frame pilot transmission in DL yields a sequence of measurements \( \{ y^{tr(i)} \} \)\(^S \) such that, from \( \text{(2)} \), we have \( y^{tr(i)} = h^{(i)} H x^{tr} + z^{tr(i)} \). A rate \( R \) remote rate-distortion code of block length \( S \) consists of an encoding function \( f_S : y^S \rightarrow \{ 1, \ldots, 2^S R \} \), and a decoding function \( g_S : \{ 1, \ldots, 2^S R \} \rightarrow \hat{h}^S \), where \( \hat{h}^S = \{ \hat{h}^{(i)} \} \)\(^S \) is the sequence of channel estimates. A remote rate-distortion pair \( (R, D) \) is said to be achievable if there exists a sequence of rate \( R \) codes such that

\[
d_{\text{avg}} := \lim_{S \to \infty} \frac{1}{S} \sum_{i=1}^{S} d( h^{(i)}, \hat{h}^{(i)} ) \leq D
\]

where \( d(\cdot, \cdot) \) is defined in \( \text{(4)} \). The remote rate-distortion function \( R_h^r(D) \) is the infimum of rates \( R \) such that \( (R, D) \) is achievable. The inverse function \( D_h^r(R) \), i.e., the infimum of \( D \) such that \( (R, D) \) is achievable, is referred to as the remote distortion-rate function \( \text{[23]} \).

Let us denote the linear MMSE estimator of the channel given the pilots by

\[
u^{(i)} = \mathbb{E}[ h^{(i)} | y^{tr(i)} ] = \Sigma h^{tr} X^{tr} \Sigma h^{tr} ( X^{tr} H \Sigma h^{tr} + I)^{-1} ( y^{tr(i)} - \mu H x^{tr} )^H + \mu,
\]

for \( i = 1, \ldots, S \). For a given realization of \( X^{tr} \), the \( u^{(i)} \) are independent realizations of a Gaussian vector-valued i.i.d. process with mean \( \mu \) and covariance

\[
\Sigma u = \Sigma h^{tr} X^{tr} \Sigma h^{tr} ( X^{tr} H \Sigma h^{tr} + I)^{-1} X^{tr} H \Sigma h
\]

We denote the non-zero eigenvalues of \( \Sigma u \) by the ordered set \( \{ \lambda^u_\ell \geq \ldots \geq \lambda^u_\gamma \} \), where \( \gamma \leq \min(\tau, \beta_{tr}) \) is the rank of \( \Sigma u \). The following lemma gives an expression for the remote rate-distortion function \( R_h^r(D) \).

**Lemma 1 (remote rate-distortion function):** For a fixed realization of the training matrix \( X^{tr} \), the remote rate-distortion function is given by \( \text{[10]} \)

\[
R_h^r(D) = \sum_{\ell=1}^{\gamma} \left[ \log \frac{\lambda^u_\ell}{\gamma} \right]_+, \quad \text{for } D \geq D_{\text{mmse}}
\]

where \( \gamma \) is chosen such that \( \sum_{\ell=1}^{\gamma} \min\{ \gamma, \lambda^u_\ell \} = D - D_{\text{mmse}} \), and where \( D_{\text{mmse}} = \mathbb{E}[ \| h^{(i)} - u^{(i)} \|^2 ] = \text{Tr}(\Sigma h - \Sigma u) \) is the MMSE, where \( \text{Tr}(\cdot) \) denotes the trace. Similarly, the distortion-

\(^9\)The superscript \( i \) is included here to distinguish between channel realizations across different frames, but is omitted elsewhere when such distinction is not necessary.

\(^{10}\)[\( \cdot \)]_+ indicate the positive part, i.e., \( [x]_+ = \max\{x, 0\} \).
rate function is given by
\[ D'_h(R) = D_{\text{mmse}} + \sum_{\ell=1}^{\tilde{r}} \min\{\gamma', \lambda_{\ell}^u\}, \text{ for } R \geq 0 \] (10)
where \( \gamma' \) is chosen such that \( R = \sum_{\ell=1}^{\tilde{r}} \left[ \log \frac{\lambda_{\ell}^u}{\gamma'} \right]_+ \).

Proof: See Appendix [A].

With the rate-distortion feedback, the user encodes the source \( \mathbb{h}^S \) with \( R'_h(D) \) bits per sample on average and sends the quantization index in the UL via a channel code, after which the BS computes a sequence of channel estimates \( \mathbb{v}^S \). A direct application of the source-channel separation theorem (see [23], exercise 10.17) yields that if the feedback channel has capacity \( C_{\text{ul}} \) bits per (time-frequency) symbol and if we use \( \beta_{\text{fb}} \) symbols per source vector to send the feedback message, we can achieve an MSE of \( D \) in the sense of (6) (i.e., \( d_{\text{avg}} \leq D \)) if and only if \( \beta_{\text{fb}} C_{\text{ul}} > R'_h(D) \). Therefore, for a given feedback dimension \( \beta_{\text{fb}} \), no feedback strategy can achieve a channel estimation MSE smaller than \( D'_h(\beta_{\text{fb}} C_{\text{ul}}) \). This MSE lower-bound depends on the training and feedback dimensions (\( \beta_{\text{tr}} \) and \( \beta_{\text{fb}} \)). The dependence on \( \beta_{\text{tr}} \) is implicit in the following sense: the distortion-rate function depends on the eigenvalues of the covariance \( \Sigma^u \) given in (8), which in turns is a function of the channel covariance as well as the training matrix with dimension \( MN \times \beta_{\text{tr}} \). In the general case it is very difficult to make the dependence of the distortion-rate function on the training dimension \( \beta_{\text{tr}} \) more explicit. However, we characterize this dependence in the large SNR regime via the following theorem.

**Theorem 1:** For channels with covariance rank \( r = \text{rank}(\Sigma^h) \), the rate-distortion feedback strategy achieves a channel estimation MSE that behaves as \( \Theta(\text{snr}^{-\alpha_{rd}}) \) with probability one over the realizations of the training matrix \( X^\text{tr} \), where the QSE \( \alpha_{rd} \) is given by \([11]\)
\[ \alpha_{rd} = \min(\beta_{\text{fb}}/r, 1) 1\{\beta_{\text{tr}} \geq r\}. \] (11)

Proof: See Appendix [B].

**IV. PRACTICAL FEEDBACK SCHEMES**

The rate-distortion bound of Section [III] is achieved by encoding infinite-dimensional blocks of MMSE channel estimates \( \{u^{(i)}\}_{i=1}^S, S \to \infty \) given in (7). As already remarked in Section [I], this would incur an impractical feedback delay and, although minimizing the channel estimation

\[ 1\{A\} \] denotes the indicator function of the condition \( A \), i.e., it returns 1 when \( A \) is true, and 0 when \( A \) is false.
MSE at the BS, it would yield *stale* channel estimates that cannot be used for DL precoding. In this section we examine practical one-shot estimation and feedback schemes where the feedback message at each frame $i$ is a function of the received DL pilot signal $y_{tr}^{i}$ in the current frame only. Interestingly, as we will show, such schemes achieve CSIT estimation errors similar to that of the optimal rate-distortion scheme at the cost of a tolerable increase in the feedback rate.

A. Entropy-Coded Scalar Quantization

The feedback method based on entropy-coded scalar quantization (ECSQ) assumes channel covariance knowledge at both the BS and the UE side and computes the feedback message as follows. In any frame, the UE computes the MMSE channel estimate $u_{i} = \mathbb{E}[h|y_{tr}^{i}]$ from the pilot signal $y_{tr}^{i}$, where we have dropped the superscript $i$ from the variables for simplicity. The Karhunen-Loève (KL) expansion of $u$ is given by

$$u = \mu + Fw,$$

where $F = [f_{1}, \ldots, f_{MN}]$ contains the (orthonormal) eigenvectors $\{f_{\ell}\}_{\ell=1}^{MN}$ of $\Sigma_{u}$ as its columns, $w = [w_{1}, \ldots, w_{MN}]^{T}$, with $w_{\ell} \sim \mathcal{CN}(0, \lambda_{\ell}^{u})$, are the KL coefficients, and $\{\lambda_{\ell}^{u}\}$ are the eigenvalues of $\Sigma_{u}$. Since $\mu$ and $F$ are known and $F$ is unitary, the MSE incurred by quantizing the KL coefficients $w$ is the same as that of quantizing $u$, i.e. $\mathbb{E}[\|w - \hat{w}\|^{2}] = \mathbb{E}[\|u - \hat{u}\|^{2}]$.

We follow the classical result of [9] on entropy-coded dithered scalar quantization. Let $S = \{\ell : \lambda_{\ell}^{u} > 0\}$ of size $\bar{r} = |S|$ denote the set of KL coefficients with positive variance, and denote by $w_{S}$ the vector of such coefficients. Consider a uniform scalar quantizer $Q_{1} : \mathbb{R} \rightarrow \mathbb{R}$ with quantization points $C_{1} = \{0, \pm\Delta, \pm2\Delta, \ldots\}$. Define the dithering random variable $Z_{q}$ statistically independent of $w$ and uniformly distributed over the interval $[-\Delta/2, \Delta/2]$. This dithering variable is known to both the BS and the UE.$^{12}$ Define a vector $z_{q}$ of dimension $\bar{r}$ as $z_{q} = [Z_{q} + jZ_{q}, \ldots, Z_{q} + jZ_{q}]$. The UE represents the vector of coefficients $w$ with a code point $\hat{w}$ whose elements on the index set $S$ are given by $\hat{w}_{S} = Q_{1}(w_{S} + z_{q}) - z_{q}$, where $Q_{1}$ is applied element-wise to the real and imaginary parts of its vector input, and the rest of its elements are

\[12\text{Notice that the dithering variable is common randomness, which can be approached in practice by suitably synchronized pseudo-random number generation, analogous to random-spreading CDMA, frequency hopping, and many other schemes that require some form of common randomness. Furthermore, the dithering is needed to obtain a tractable rate-distortion distortion bound, but in practice it is well-known that a slightly better performance can be achieved without dithering. Therefore, the assumption of common randomness is not at all a limiting factor in this scheme.}\]
set to 0. From Lemma 1 of [9] we have that this scheme yields an MSE satisfying the bound
\[
E \left[ \| \hat{w} - w \|^2 \right] \leq \tilde{r} \Delta^2 / 6. \tag{13}
\]
In fact, this distortion is universal, in that it is independent of the distribution of \( w \). It follows that the distortion \( D \) in estimating the channel is achievable by choosing the step size \( \Delta = \sqrt{6D/\tilde{r}} \).

It is also shown in [9] that for the target distortion value of \( D \), the above dithered scalar quantizer followed by lossless entropy encoding of the (discrete) quantized symbols requires an excess rate with respect to the rate-distortion bound not larger than 1.508 bits per complex-valued coefficient. Hence, the ECSQ quantizer can achieve a rate of
\[
R_{ECSQ}(D) = R_h(D) + 1.508 \tilde{r}. \tag{14}
\]
Note that when the target distortion is low (e.g., in the high-SNR regime where a large channel capacity is available), the overhead of 1.508 \( \tilde{r} \) bits in quantizing an \( MN \)-dimensional channel becomes very small. The following proposition states that the feedback scheme based on ECSQ yields the same QSE in estimating the channel as that of the optimal rate-distortion feedback.

**Proposition 1:** The ECSQ feedback strategy achieves the same QSE as the rate-distortion feedback strategy, i.e. \( \alpha_{ecsq} = \alpha_{rd} \), where \( \alpha_{rd} \) is given in (11).

**Proof:** See Remark 1 in Appendix B.

The QSE of ECSQ is illustrated in Fig. 1 (left), exactly identical to that of the rate-distortion feedback. Accordingly, ECSQ suffices to achieve the (optimal) system DoFs of \( 1 + \alpha_{rd}(K - 1) \) of the rate-distortion feedback.

**B. Analog Feedback**

Feedback based on ECSQ requires full knowledge of the DL channel statistics at the UE in order to compute the MMSE estimate in (7) and its KL expansion in (12). While the DL channel covariance can be estimated at the BS side from the UL pilots sent by the UE to the BS followed by a suitable UL-DL covariance transformation (e.g., see [25, 26]), providing the DL channel statistics to the UEs is significantly harder. The reason is that, as explained before, in massive MIMO we aim at minimizing the DL training dimension \( \beta_{tr} \) such that it is significantly less than \( M \). Methods for covariance estimation from low dimensional projections (i.e., \( \beta_{tr} < M \)) have been studied (e.g., see [27]). Nevertheless, they are computationally quite intensive. Therefore, it is preferable not to rely on the availability of DL channel covariance at the user side.
The analog feedback (AF) strategy presented in this section is an example of a method that does not rely on such assumption. In AF, the UE extracts its $\beta_{tr}$ received DL pilot symbols from the DL training and feeds them back to the BS via Quadrature Amplitude Modulation (QAM) symbols with unquantized I and Q components via $\beta_{fb} = \zeta \beta_{tr}$ channel symbols (e.g., see [10, 28]). In particular, the received training vector $y^{tr}$ is modulated by a full-rank “spreading” matrix $\Psi$ of dimension $\beta_{tr} \times \beta_{fb}$. The received feedback at the BS is given by

$$y^{af} = y^{tr} \Psi + z^{ul} = h^{H}X^{tr} \Psi + z^{af},$$

(15)

where $z^{ul} \sim \mathcal{C}\mathcal{N}(0, I)$ is the AWGN over the UL channel and $z^{af} = z^{tr} \Psi + z^{ul}$. The scalar $\zeta = \beta_{fb}/\beta_{tr}$ denotes the number of feedback channel uses per training coefficient.

The AF transmitted signal in (15) consists of $\beta_{fb}$ channel uses with symbols $x^{fb}_i = y^{tr} \psi_i$, where $\psi_i$ is the $i$-th column of $\Psi$, for $i = 1, \ldots, \beta_{fb}$. From the UL per-user capacity scaling given in Section II, the feedback transmit power per channel use is normalized such that

$$E_{r|y^{tr}\psi_i}|y^{tr}\psi_i|^2 = \psi_i^{H}R_{y^{tr}y_i} \psi_i = M\text{snr}_{ul},$$

(16)

for all $i = 1, \ldots, \beta_{fb}$, where

$$R_{y^{tr}} = E[y^{tr}y^{trH}] = X^{trH}(\Sigma^h + \mu \mu^H)X^{tr} + I$$

is the autocorrelation matrix of the receiver DL training signal. Note that selecting a set of $\beta_{fb}$ vectors that satisfy (16) and which contain a subset of $\min(\beta_{tr}, \beta_{fb})$ linearly independent elements is always possible because $R_{y^{tr}}$ is of rank $\beta_{tr}$. After receiving $y^{af}$ given by (15), the BS computes the MMSE estimate of the channel given the feedback as

$$\hat{h} = E[h|y^{af}] = \Sigma^h X^{tr} \Psi \Sigma_{y^{af}}^{-1}(y^{af} - \mu^{H}X^{tr} \Psi) + \mu,$$

(17)

where $\Sigma_{y^{af}} = \Psi^{H}X^{trH}\Sigma^h X^{tr} \Psi + \Psi^{H} \Psi + I$. Note that, unlike the rate-distortion quantizer and the ECSQ, AF does not need channel covariance knowledge at the UE and the processing at the UE is very simple, requiring only a matrix-vector multiplication. The CSIT estimation error with AF can be computed as

$$D = E[\|h - \hat{h}\|^2] = Tr \left( \Sigma^h - \Sigma^h X^{tr} \Psi \Sigma_{y^{af}}^{-1} \Psi^{H} X^{trH} \Sigma^h \right).$$

(18)

The following theorem yields the scaling law of this error for large SNR.

**Theorem 2:** The AF strategy achieves a channel estimation error of $\Theta(\text{snr}_{dl}^{-\alpha_{af}})$ with probability one over the realizations of the training matrix $X^{tr}$, where the QSE $\alpha_{af}$ is given by

$$\alpha_{af} = 1\{\min(\beta_{tr}, \beta_{fb}) \geq r\}.$$  

(19)
Proof: See Appendix C.

Fig. 1 summarizes the QSE results seen so far. On the left, we show as a heat map the QSE achieved by the ECSQ, which by Proposition 1 coincides with the optimal QSE achieved by the rate-distortion scheme. The QSE of AF is illustrated as a heat map in Fig. 1 (right). Comparing the right and left heat maps we notice that the QSE achieved by AF is optimal for all training and feedback dimensions \( (\beta_{\text{tr}}, \beta_{\text{fb}}) \) belonging to regions \( \mathcal{R}_1 \) and \( \mathcal{R}_3 \). In region \( \mathcal{R}_2 \), rate-distortion feedback and ECSQ achieve an exponent of \( \beta_{\text{fb}} > 0 \), whereas AF has exponent zero, and is therefore strictly sub-optimal.

C. 3GPP-Inspired Feedback Scheme

Release 16 of the 3GPP new radio suggests a new wideband CSI feedback method that reduces overhead by sending only the strongest coefficients of the channel decomposition in terms of space-frequency basis vectors (see, e.g. [29–31]). We describe the concept of this highly popular scheme in the industry, and based on it, introduce the 3GPP-inspired feedback method studied in this work. Let \( \mathbf{H} = [\mathbf{h}[1], \ldots, \mathbf{h}[N]] \) denote the \( M \times N \) (antenna-subcarriers) channel matrix for a given UE, such that \( \mathbf{h} = \text{vec}(\mathbf{H}) \). The scheme consists of approximating

\[
\mathbf{H} \approx \mathbf{A} \mathbf{W} \mathbf{B}^\top = \sum_{j=1}^{G_a} \sum_{i=1}^{G_d} w_{ij} a(\theta_j) b(\tau_i)^\top,
\]

(20)
for fixed codebooks \( A = [a(\theta_1), \ldots, a(\theta_{G_a})] \) and \( B = [b(\tau_1), \ldots, b(\tau_{G_d})] \), where \( G_a \) is proportional to the number of antennas (typically \( G_a = 2M \)) and \( G_d \) is proportional to the number of subcarriers (typically \( G_d = 2N \)). The columns of \( A \) are the array steering vectors for a discrete grid of angle-of-departures (AoDs) and the columns \( b(\tau_i) \) of \( B \) form a Fourier basis for a discrete grid of delays. The main idea of the scheme is that the channel is “sparse” in the angle-delay domain. Therefore, the matrix \( W \) contains only a few dominant coefficients. Hence, the scheme sends the quantization of such dominant coefficients and the indices of the corresponding codebook vectors as a representation of the channel. Reformulating (20) we have

\[
h \approx \text{vec}(AWB^\top) = (B \otimes A)w,
\]

(21)

where \( w = \text{vec}(W) \) is the sparse vector containing the angle-delay channel coefficients and \( \otimes \) is the Kronecker product. From (2) and (21) we can write the training measurements as

\[
y^{tr} \approx w^H(B \otimes A)^HX^{tr} + z^{tr} = w^H\Phi + z^{tr},
\]

(22)

where we have defined \( \Phi^H \equiv (B \otimes A)^HX^{tr} \) as the sensing matrix. The idea is to quantize and feedback the \( s_0 \) largest coefficients in \( w \). But in order to send the dominant coefficients, first an estimate of \( w \) must be obtained at the UE from the DL training \( y^{tr} \) in (2). Interestingly, the 3GPP standard does not specify how such estimate should be obtained. Typical Least-Squares estimation in the form (e.g., see [2])

\[
\hat{w} = (\Phi^H\Phi)^{-1}\Phi^H(y^{tr})^H
\]

(23)

requires that the \( MN \times MN \) matrix \( \Phi^H\Phi \) is invertible, which in turns requires \( \beta_{tr} \geq MN \), which is completely impractical in massive MIMO. Heuristic approaches consist of limiting the estimation only on the pilot subcarriers in \( N_p \) (typically one per resource block) and then interpolating over the subcarriers (e.g., see [18]). In this case, the invertibility conditions yields \( \beta_{tr} \geq MN_p \), which yields \( T_p \geq M \) pilot symbols in time per pilot subcarrier. For a typical resource block of about 200 symbols and number of antennas ranging from 32 to 128 it is clear that the DL pilot overhead is still too large. For this reason, several works have focused on exploiting the inherent sparsity of \( w \) to estimate it at the UE when \( \beta_{tr} \) is smaller than \( MN \). These approaches use some form of CS, and are referred to in general as “compressed DL pilot” schemes (e.g., see [13, 15, 32]). Now, there exist plenty of sparse recovery methods in the CS literature to estimate \( w \) from the noisy measurements \( y^{tr} \). Among these, we consider the well-known orthogonal matching pursuit (OMP) [33] as a representative of sparse recovery methods,
first because it is shown to be highly successful in a variety of settings and second because it is much less computationally complex in comparison to the convex optimization-based alternatives such as [34]. We omit the details of OMP to save space and refer the reader to [33].

To perform OMP, the user is assumed to know the sensing matrix $\Phi$ (composed of the training matrix and the codebooks) and the sparsity level $s_0$. The estimator outputs an estimate $\hat{w}$ containing $s_0$ non-zero coefficients. Following [29], scalar quantization is performed independently on the normalized amplitude and phase of each coefficient. The amplitudes are first normalized to the largest one and then each quantized with a codebook of $2^b$ uniformly spaced quantization levels in the interval $[0, 1]$ as $Q_{\text{amp}} = \{2^{-b}\ell : \ell = 1, \ldots, 2^b\}$, for some positive integer $b$. The phase is quantized with a codebook of $2^b$ uniformly spaced quantization levels in the interval $[0, 2\pi]$ as $Q_{\text{phase}} = \{2\pi \times 2^{-b}\ell : \ell = 1, \ldots, 2^b\}$. Therefore $2b$ bits are spent to quantize a single coefficient. Finally, the quantization bits and the indices of the codebook columns whose corresponding coefficients are non-zero (known as the support set) are transmitted to the BS.

The resulting total number of feedback bits in this case is given by

$$B_{cs} = 2b(s_0 - 1) + \lceil \log s_0 \rceil + s_0 \lceil \log(G_a G_d) \rceil.$$  \hfill (24)

Here the first, second and third terms represents the number of bits spent on quantizing amplitudes, the number of bits spent to report the number of non-zeros and the number of bits necessary to encode the support set, respectively. From this, we can compute the feedback dimension necessary with the OMP method and scalar quantization as $\beta_{fb} = B_{cs}/C_{ul}$.

The channel estimation error at the BS for CS-based feedback does not go to zero even in high SNR, because of the approximation error inherent in (21), which is independent of SNR. The point is that, except in rare cases, the channel $h$ cannot be exactly described by a linear combination of $s_0$ columns of $B \otimes A$, since the multipath angle-delay parameters do not lie on the assumed discrete grid but are rather arbitrarily distributed over the continuum. This mismatch between the exact “off-grid” sparse representation of a vector and its on-grid sparse approximation is well-known in the CS literature (see, e.g. [35]). The mismatch results in an error in sparse estimation of the channel, which does not vanish with SNR. Therefore, not only OMP, but any CS-based feedback method based on approximation of the channel with $s_0$ mismatched angle-delay vectors (with $s_0 \leq MN$) results in a QSE of $\alpha_{cs} = 0$ for all $\beta_{tr} < MN$ and all
However, as we shall see in the next section, the 3GPP-inspired scheme can achieve a DL spectral efficiency in line with the other schemes when the channel is sufficiently sparse.

V. NUMERICAL RESULTS

In this section we present simulation results that confirm our theoretical findings and compare the studied feedback strategies for two different channel models.

1) Synthetic Multipath Channel Model: The synthetic multipath wideband channel model for an arbitrary user is given by

\[ h = \sum_{\ell=1}^{L} c_\ell b(\tau_\ell) \otimes a(\theta_\ell), \]

where \( a(\theta_\ell) \) is the ULA steering vector at angle \( \theta_\ell \) and \( b(\tau_\ell) \) contains the phase rotations corresponding to the path delay \( \tau_\ell \) with elements \( [b(\tau_\ell)]_n = e^{-j2\pi nf_s \tau_\ell} \). This expression is similar to (21), except that we assume each angle \( \theta_\ell \) to be generated uniformly at random over \([0, \pi]\) and each delay \( \tau_\ell \) to be generated at random over \([0, \tau_{\text{max}}]\). In addition, each path gain \( \{c_\ell\}_\ell \) is distributed as \( \mathcal{CN}(0, 1) \). The number of paths \( L \) is the same for all UEs. This results in a correlated Gaussian channel with mean \( \mu = 0 \) (which is intended by construction for simplicity) and covariance \( \Sigma_h = \sum_{\ell=1}^{L} (b(\tau_\ell)b(\tau_\ell)^H) \otimes (a(\tau_\ell)a(\tau_\ell)^H) \). This multipath channel model is considered extensively in the literature \([32, 36-38]\) and ensures a correlated Gaussian distribution for the channel, which is a prerequisite for our theoretical results to hold.

2) CDL Channel Model: The clustered delay line (CDL) channel types are proposed by 3GPP as standard link-level MIMO fading channel models \([39, 40]\). In these models the channel is the contribution of a number of multipath “clusters”, parametrized by their average gain power, AoDs and delays. In order to generate CDL model, we use the MATLAB system object \( \text{nrCDLChannel} \) \([41]\). For each user, we generate \( r \) clusters with angle and delay parameters chosen uniformly at random and independently across users. The system object produces random realizations of the fading channel, which we normalize such that \( \|h\|^2 = MN \). We compute an approximation of the channel covariance by computing the

\[ \beta_{\text{fb}}, \]

If \( \beta_{\text{fb}} \geq MN \), the UE can simply compute the Least-Squares estimate \([23]\) with an error that goes to zero with \( \text{snr}_{\text{dl}} \rightarrow \infty \).
sample covariance matrix over 2000 realizations. Note that in this model the channel does not follow a Gaussian distribution, except perhaps in an approximate sense due to the summation of many random multipath gains as a consequence of the Central Limit Theorem. However, the simulations will show that the ranking of the discussed feedback strategies and the theoretical results of this work not only hold for correlated Gaussian channels but also empirically carry over to the more realistic CDL model.

A. Physical Channel and OFDM Parameters

In all simulations we consider a uniform linear array (ULA) with $M = 32$ antennas at the BS communicating with $K = 6$ UEs over a total of $N = 32$ OFDM subcarriers. This results in a wideband channel of dimension $MN = 1024$. We consider an OFDM subcarrier spacing of $f_s = 30$ kHz, with the useful symbol duration equal to $T_u = 1/f_s \approx 33$ µs. We assume the maximum channel delay spread to be equal to $\tau_{\text{max}} = 7$ µs and we take the duration of the OFDM cyclic prefix to be equal to the maximum delay spread for simplicity, which results to an OFDM symbol duration of $T_s = T_u + \tau_{\text{max}} = 40$ µs. The corresponding coherence bandwidth is given by $B_c = 1/\tau_{\text{max}} \approx 143$ kHz, over which the channel has relatively small variation, while the total signal bandwidth is equal to $BW = N f_s \approx 1$ MHz. The channel is assumed to be constant over a coherence time of $T_c = 1$ ms, corresponding to $T = T_c/T_s = 25$ OFDM symbols in time. Therefore the wideband channel $h$ is an $MN$-dimensional vector process that is constant over a temporal frame of $T$ OFDM symbols and is independently generated over distinct frames according to the same statistics. The total time-frequency resource dimension of $\beta = TN = 25 \times 32 = 800$ consists of $\beta_{\text{tr}}$ dimensions dedicated to channel training and $\beta - \beta_{\text{tr}}$ dimensions for data transmission. The training dimensions are given by considering $N_p$ pilot subcarriers and sending a pilot sequence of length $T_p$ generated according to (3) over each of them such that $N_p T_p = \beta_{\text{tr}}$. In all simulations, we consider the SNR in UL to be 10 dBs less than the SNR in DL, i.e. $\text{snr}_{\text{ul}} = \kappa \text{snr}_{\text{dl}}$ with $\kappa = 0.1$. In the experiments, all feedback methods use the same number of feedback dimensions to enable a fair comparison.

Note that this number of samples is sufficient for the sample covariance matrix to reasonably converge to the true covariance, given the small covariance rank in these simulations.
B. Performance Metrics

We study the CSI estimation MSE and the multiuser system total spectral efficiency (sum-rate) with ZF precoding for all the feedback strategies. To compute these, we first fix a channel distribution according to one of the models described above and generate a set of random, wideband channel realizations based on that distribution. Then we generate a single random training matrix according to the design explained in Section II. We then produce the noisy training measurements, compute the feedback according to each of the schemes and estimate channel accordingly, for each random channel realization. As a metric of estimation error, we consider the average, normalized MSE defined as

\[
MSE_{\text{avg}} = \frac{1}{MN} \mathbb{E}[\| \mathbf{h} - \hat{\mathbf{h}} \|^2],
\]

where the expected value is computed empirically by averaging over the randomly generated training matrices, channel distributions and random channels realizations. To compare achievable sum-rates in DL, we consider ZF precoding where the transmit data vector over subcarrier \( n \) is given by

\[
d_r(n) = \sum_{k=1}^{K} \sqrt{P_k} s_k[n] v_k[n],
\]

where \( P_k = \text{snr}_{dl}/K \) is the (uniform) transmission power per user, \( s_k[n] \in \mathbb{C} \) is the data symbol intended for UE \( k \) such that \( \mathbb{E}[|s_k[n]|^2] \leq 1 \), and \( \{v_k[n]\}^{K}_{k=1} \) are the precoding vectors, given by the column-normalized pseudo-inverse of the estimated channel matrix. Defining the variables \( g_{k,c}(n) = \sqrt{P_k} (h_k(n) \mathbf{v}_c(n)) \), we can write the achievable ergodic rate for user \( k \) at subcarrier \( n \) as

\[
R_{\text{avg}} = \frac{T}{\beta} \sum_{n \in \mathcal{N}_p^c: k} R[k, n] + \frac{T - T_p}{\beta} \sum_{n \in \mathcal{N}_p, k} R[k, n] \quad \text{bits/s/Hz},
\]

where \( \mathcal{N}_p^c \) is the complement of the pilot subcarrier index set. Note that this weighted averaging is necessary to take into account the fact that over the pilot subcarriers, data is transmitted over \( T - T_p \) out of \( T \) symbols, whereas on other subcarriers all \( T \) symbols are used to send data.

C. Experiments

In the first set of experiments, we plot the the average normalized MSE (in dBs) vs. the DL SNR for a channel covariance rank for synthetic multipath and CDL channel models in Figs. 2a and 2b respectively. Here the channel covariance rank (equivalent to the number of paths) is set
Fig. 2: Comparison of channel estimation average normalized MSE vs. SNR for synthetic multipath and CDL channel models, where \( r = 30 \).

to \( r = 30 \) for all users. We compare four feedback strategies: the rate-distortion (RD) feedback, which is theoretically optimal, ECSQ feedback, analog feedback and the 3GPP-inspired feedback scheme (denoted here by CS). We consider two different points in the \( \beta_{tr} - \beta_{fb} \) plane to illustrate the effect of different training and feedback dimensions on the CSIT estimation error. The solid lines in both figures correspond to the training and feedback dimension pair \((\beta_{tr}, \beta_{fb}) = (60, 60)\) which belongs to the region \( R_1 \) (see Fig. 1). The dashed lines on the other hand correspond to \((\beta_{tr}, \beta_{fb}) = (60, 15)\) which belongs to the region \( R_2 \). When \((\beta_{tr}, \beta_{fb}) = (60, 60)\), from (11) and (19) we expect that when RD, the ECSQ and analog feedback methods achieve a QSE of \( \alpha = 1 \), since \( \beta_{tr} = \beta_{fb} = r \). In contrast, when \((\beta_{tr}, \beta_{fb}) = (60, 15)\), RD and ECSQ achieve a QSE of \( \beta_{fb}/r = 15/30 = 1/2 \), while analog feedback yields a QSE of 0. These predictions are confirmed by the average MSE vs. SNR curves of Figs. of both 2a and 2b where the slope of the curves in high SNR is equivalent to \( -\alpha \). Notice that in both figures, the 3GPP-inspired scheme yields a high MSE and one that remains constant in high SNR, confirming the fact that \( \alpha_{cs} = 0 \). The error decay exponent is zero, because of the explained mismatch between the true space-delay sparsity domain and the discretized domain assumed by the estimator. Besides, the error is high due to the fact that the user receives \( \beta_{tr} = 60 \) pilots, and estimates a channel with sparsity level \( r = 30 \). For this sparsity level, the CS sparse recovery method needs far more measurements to achieve a low estimation error.
We highlight the latter point by repeating the experiment for a sparser channel with $r = 5$ multipath components. The results are given in Figs. 3 and 3b, where we observe that the estimation error of the 3GPP-inspired feedback has significantly decreased in both channel models reaching a normalized MSE of around -10 dB. Since in this case the channel is much more sparse, the CS estimator at the user can estimate it with much less error. Furthermore, in both figures the estimation error with RD, ECSQ and analog feedbacks decrease with a slope of -1 in large SNR, equivalent to a QSE of 1. The reason is that when $r = 5$, for both points $(\beta_{tr}, \beta_{fb}) \in \{(60, 60), (60, 15)\}$, we have $\beta_{tr} > r$ and $\beta_{fb} > r$ in which case the above mentioned methods achieve a QSE of 1 as predicted by the theoretical results.

In the next experiment, we compare the DL sum-rate in (27) achieved by the four feedback methods. Figs. 4a and 4b illustrate the results for the synthetic multipath and CDL channel models. Here we have considered training and feedback dimensions to be equal at each point of the curves, so that the horizontal axis represents both training and feedback dimensions. The downlink SNR is set to $\text{snr}_{dl} = 20$ dB. Note that for both very small $(\beta_{tr} \rightarrow 0)$ and very large $(\beta_{tr} \rightarrow TN = 800)$ training dimensions, the sum-rate is close to zero, since in the first case the channel estimation error is very high due to insufficient training, resulting in high interference and in the second case most signal dimensions are spent on training and very little on data transmission. From (11), (19) and Proposition 1 we know that the RD, ECSQ and analog
feedback schemes have the same QSE whenever $\beta_{tr} = \beta_{fb}$ and therefore the same DoF. From this, we expect that the sum-rate achieved by these three schemes to be very close to each other in high SNR. The curves of Figs. 4a and 4b show that even for a moderate SNR of 20 dBs, the three methods achieve very similar downlink sum-rates. The implication is that the one-shot ECSQ and analog feedback schemes are sufficiently close to the optimal RD feedback in terms of the achievable downlink sum-rate. Furthermore, as we can see the 3GPP-inspired feedback method yield a significantly lower sum-rate. The reason is that, channel estimation via compressed sensing requires a training dimension that is relatively much larger than the other methods. Therefore it can be competitive, only if the channel is very sparse. Otherwise, the larger training dimension needed for an accurate channel estimation via compressed sensing results in a significant penalty in terms of the DL training-data transmission trade-off which is exemplified in Figs. 4a and 4b.

VI. CONCLUSION

We provided optimal rate-distortion bounds for the problem of CSIT feedback in wideband massive MIMO systems, demonstrating an upper-bound on the MSE decay rate in high SNR for any feedback scheme when the BS broadcasts random Gaussian training pilots to the users.
We then discussed three one-shot feedback methods, each assuming various levels of channel statistics knowledge either at the BS or the users. In particular, we showed that the low-complexity analog feedback yields a near-optimal high-SNR channel estimation error decay with no channel statistics knowledge at the user side and no quantization and channel coding. We also studied a 3GPP-inspired feedback method based on compressed sensing estimation of the channel sparse coefficients at the user side, where we showed that the method entails a residual CSIT estimation error even in high SNR, due to a mismatch between the true space-delay domain of sparsity and the one assumed by the estimator. However, the method can yield decent results for sufficiently sparse channels. The findings were supported by numerical simulations comparing the normalized channel estimation MSE and achievable DL spectral efficiency with various feedback methods.

**Appendix A**

**Proof of Lemma**

We start by stating a few standard results regarding the (remote) rate-distortion function. It is well-known that the rate-distortion function of an i.i.d source represented by the random variable $u$ with distribution $p_u$ can be computed as (see [? ] Theorem 10.2.1)

$$R_u(D) = \min_{\tilde{u} : d(\tilde{u}, u) \leq D} I(\tilde{u}; u),$$

(28)

where $\tilde{u}$ is the quantization of $u$, $I(\tilde{u}; u)$ is the mutual information between $u$ and $\tilde{u}$, $d(\tilde{u}, u)$ is the distortion between $u$ and $\tilde{u}$ (see (4)) and the minimum is taken over all conditional distributions for which the joint distribution $p_{\tilde{u}, u}$ satisfies the distortion constraint. It is also known that the remote rate distortion function of a source represented by the random variable $h$, and encoded given its observations denoted by the random variable $y^{tr}$ is given by (see [8])

$$R_h(D) = \min_{p_{\tilde{h}, h} : d(\tilde{h}, h) \leq D} I(\tilde{h}; y^{tr})$$

(29)

where $\tilde{h}$ is the quantization of $h$, $I(\tilde{h}; y^{tr})$ is the mutual information between $\tilde{h}$ and $y^{tr}$, and the minimum is taken over all conditional distributions $p_{\tilde{h}, h}$ for which the joint distribution $p_{h, \tilde{h}} = p_h p_{y^{tr}|h} p_{\tilde{h}|y^{tr}}$ satisfies the distortion constraint. Note that since all sources are i.i.d, we have removed realization index superscripts from the variables (hence $h$ instead of $h^{(i)}$). From the premise of the lemma, $u$ is the MMSE estimate of the channel given the training measurements, i.e. $u = \mathbb{E}[h|y^{tr}]$. Using the same technique employed to prove inequality (15) of [24] (see
Appendix A in [24]), we can verify that the remote rate-distortion function of $h$ is related to the rate distortion function of $u$ by

$$R_h^r(D) = R_u(D - D_{\text{mmse}}),$$

(30)

for $D \geq D_{\text{mmse}}$, where $D_{\text{mmse}} = \mathbb{E} [\|h - u\|^2]$ is the MMSE of estimating the channel at the UE.

On the other hand, the rate-distortion function of a correlated vector Gaussian source is given by reverse water-filling over its covariance eigenvalues [23]. If we denote the eigenvalues of $\Sigma^u$ by $\{\lambda^u_{\ell}\}_{\ell=1}^{MN}$, then we have $R_u(D) = \sum_{\ell=1}^{MN} \left[ \log \frac{\lambda^u_{\ell}}{\gamma} \right]_+$, where $\gamma$ is chosen such that $\sum_{\ell=1}^{MN} \min\{\gamma, \lambda^u_{\ell}\} = D$. Plugging this in (30) we get

$$R_h^r(D) = \sum_{\ell=1}^{MN} \left[ \log \frac{\lambda^u_{\ell}}{\gamma} \right]_+, \quad (31)$$

where $\gamma$ is chosen such that $\sum_{\ell=1}^{MN} \min\{\gamma, \lambda^u_{\ell}\} = D - D_{\text{mmse}}$. The proof is complete.

\section*{Appendix B}

\textbf{Proof of Theorem 1}

We divide the proof to two parts. First, we show that if $\beta_{\text{tr}} < r$, then the achievable error behaves as $\Theta(1)$ for all realizations of $X^{\text{tr}}$. Second, we show that if $\beta_{\text{tr}} \geq r$, then an error decaying as $\Theta(\text{snr}_{\text{dl}}^{-\min(\beta_{h}/r, 1)})$ is achievable with probability 1 over the realizations of $X^{\text{tr}}$.

\textbf{Part I}. To prove part I, we first bound the minimum mean squared error (MMSE) of estimating the channel given the training measurements at the user, namely the variable $D_{\text{mmse}}$. From $u = \mathbb{E}[h|y^{\text{tr}}]$ we have

$$D_{\text{mmse}} = \mathbb{E}[\|h - u\|^2] = \text{Tr} \left( \mathbb{E}[hh^H] - \mathbb{E}[hy^{\text{tr}}]\mathbb{E}[y^{\text{tr}}^Hy^{\text{tr}}]^{-1}\mathbb{E}[hy^{\text{tr}}]^H \right)$$

$$= \text{Tr} \left( \Sigma^h - \Sigma^h X^{\text{tr}}(X^{\text{tr}}^H \Sigma^h X^{\text{tr}} + I)^{-1} X^{\text{tr}}^H \Sigma^h \right) \quad (32)$$

Let us define the eigendecomposition of $\Sigma^h$ as $\Sigma^h = U_h \Lambda_h U_h^H$, where $U_h \in \mathbb{C}^{MN \times r}$ is a tall unitary matrix and $\Lambda_h = \text{diag}(\lambda) \in \mathbb{R}^{r \times r}$ is a diagonal matrix of positive eigenvalues represented by the vector $\lambda = [\lambda_1, \ldots, \lambda_r]^T$ where we assume $\lambda_1 \geq \ldots \geq \lambda_r$ without loss of generality. Using this decomposition and applying the Sherman-Morrison-Woodbury matrix identity to $(X^{\text{tr}}^H \Sigma^h X^{\text{tr}} + I)^{-1}$, we have

$$\Sigma^h X^{\text{tr}}(X^{\text{tr}}^H \Sigma^h X^{\text{tr}} + I)^{-1} X^{\text{tr}}^H \Sigma^h = U_h \Lambda_h^{1/2} G \Lambda_h^{1/2} U_h^H - U_h \Lambda_h^{1/2} G (I + G)^{-1} G \Lambda_h^{1/2} U_h^H,$$

(33)
where we have defined
\[ G \doteq \Lambda_{h}^{1/2} U_{h}^{H} X^{tr} X^{tr} H U_{h} \Lambda_{h}^{1/2}. \] (34)

Plugging this into (32) we have
\[ D_{\text{mmse}} = \text{Tr} \left( \Lambda_{h} \left( I - G + G(I + G)^{-1} G \right) \right). \] (35)

Using a simple trace inequality, one can show that
\[ \lambda_{r} g(\text{snr}_{d1}) \leq D_{\text{mmse}} \leq \lambda_{1} g(\text{snr}_{d1}), \] (36)

where we have defined \( g(\text{snr}_{d1}) = \text{Tr} \left( I - G + G(I + G)^{-1} G \right) \), to explicitly denote the dependence of this term on snr_{d1}. Note that this dependence emerges from the dependence of \( X^{tr} \) and therefore \( G \) on snr_{d1}. We now show how \( g(\cdot) \) behaves for large snr_{d1}. For a given realization of the training matrix \( X^{tr} \), denote the eigenvalues of \( G \) by \( \mu_{i}, i = 1, \ldots, r \). It follows that
\[ g(\text{snr}_{d1}) = r - \sum_{i} \mu_{i} + \sum_{i} \frac{\mu_{i}^{2}}{\mu_{i} + 1} = r - \sum_{i=1}^{r} \frac{\mu_{i}}{\mu_{i} + 1}. \] (37)

Also note that the training matrix can be written as \( X^{tr} = \sqrt{\text{snr}_{d1}} X_{0}^{tr} \), where \( X_{0}^{tr} \) is randomly generated and independent from snr_{d1}. From this and the definition (34), we have \( \mu_{i} = \Theta(\text{snr}_{d1}) \) for all \( \mu_{i} \neq 0 \). Using this and (37), we deduce that if \( G \) is full-rank (\( \mu_{i} \neq 0 \) for all \( i \)) then \( g(\text{snr}_{d1}) = \Theta(\text{snr}_{d1}^{-1}) \) and using (36) we have \( D_{\text{mmse}} = \Theta(\text{snr}_{d1}^{-1}) \). Conversely, if \( G \) has at least one zero eigenvalue (\( \mu_{i} = 0 \) for some \( i \)) then from (37) we have \( g(\text{snr}_{d1}) > 1 \) for all snr_{d1} and from (51) we have \( D_{\text{mmse}} = \Theta(1) \).

Now, the rank of \( G \) depends on the specific realization of \( X^{tr} \). When \( \beta_{tr} \geq r \) and \( X^{tr} \) consists of Gaussian isotropic pilot vectors, \( G \) is full-rank with probability one because of the following. The product \( U_{h}^{H} X^{tr} \) consists of \( \beta_{tr} \) independent Gaussian columns, each of dimension \( r \). The event that these vectors span a space of dimension less than \( r \) has probability zero. Therefore, \( U_{h}^{H} X^{tr} X^{tr} H U_{h} \) has rank \( r \) with probability one, and since \( \Lambda_{h}^{1/2} \) has positive diagonal elements, by definition (34) \( G \) also has rank \( r \) with probability one and \( \mu_{i} \neq 0 \) for all \( i \). Conversely, if \( \beta_{tr} < r \), \( G \) has rank at most equal to \( \beta_{tr} \) for any realization of the training matrix, leading to \( \mu_{i} = 0 \) for some \( i \). This results in \( D_{\text{mmse}} = \Theta(1) \). In short, we have proved \( D_{\text{mmse}} = \Theta(\text{snr}_{d1}^{-1}) \) for \( \beta_{tr} \geq r \) and \( D_{\text{mmse}} = \Theta(1) \) for \( \beta_{tr} < r \) with probability one over the realizations of \( X^{tr} \). In addition, Lemma 1 states that only errors \( D \geq D_{\text{mmse}} \) are achievable. It follows that, if \( \beta_{tr} < r \), then the minimum achievable error in estimating the CSIT behaves as \( \Theta(1) \). This completes the first part of the proof.
Part II. To prove the second part, first note that if $\beta_{tr} \geq r$, then the covariance of the MMSE channel estimate $u$ at the UE, given as

$$\Sigma^u = \Sigma^h X^t r (X^t r H \Sigma^h X^t r + I)^{-1} X^t r H \Sigma^h - \mu \mu H$$ (38)

has rank $r$ with probability one over the realizations of $X^t r$. Without loss of generality assume the eigenvalues of $\Sigma^u$ to be ordered as $\lambda_1^u \geq \ldots \geq \lambda_r^u > 0$. Next, consider the remote rate-distortion function in Lemma 1, given as

$$R^*_h(D) = \sum_{\ell=1}^{MN} \left[ \log \frac{\lambda_\ell^u}{\gamma} \right]_+, \text{ for } D \geq D_{\text{mmse}}$$ (39)

where $\gamma$ is chosen such that $\sum_{\ell=1}^{MN} \min\{\gamma, \lambda_\ell^u\} = D - D_{\text{mmse}}$. Consider an interval of error values $D$ for which $D - D_{\text{mmse}} < \varepsilon$ for some $\varepsilon$. For sufficiently small $\varepsilon$ we have $\gamma = (D - D_{\text{mmse}})/r$ and the remote rate-distortion function is given by

$$R^*_h(D) = f(r) - r \log(D - D_{\text{mmse}}), \text{ for } D - D_{\text{mmse}} < \varepsilon,$$ (40)

where $f(r) = \sum_{\ell=1}^{r} \log \lambda_\ell^u + r \log r$ is a value independent of $D$. This implies that for all rates $R > R_\varepsilon = f(r) - r \log \varepsilon$ we can write the remote distortion-rate function as

$$D^r_h(R) = 2^{f(r) - r \log r} + D_{\text{mmse}}.$$ (41)

Now let $R = \beta_{fb} C^{ul}$. Replacing the MIMO-MAC capacity formula $C^{ul} = \log(1 + M \kappa \text{snr}_{dl})$, we notice that there exists some $\text{snr}_{dl}$ such that $\beta_{fb} \log(1 + M \kappa \text{snr}_{dl}) > R_\varepsilon$ for all $\text{snr}_{dl} > \text{snr}_{dl}^\varepsilon$. Therefore we can write

$$\log(D^r_h(\beta_{fb} C^{ul}) - D_{\text{mmse}}) = \log r + \sum_{\ell=1}^{r} \log \lambda_\ell^u / r - \frac{\beta_{fb}}{r} \log(1 + M \kappa \text{snr}_{dl}), \text{ for } \text{snr}_{dl} > \text{snr}_{dl}^\varepsilon.$$ (42)

From (38) we have that the non-zero eigenvalues of $\Sigma^u$ scale as $\Theta(1)$, i.e. $\lambda_\ell^u = \Theta(1)$, $\ell = 1, \ldots, r$. Therefore, the right-hand-side of (42) behaves as $\Theta(\log(\text{snr}_{dl}^{-\beta_{fb}/r}))$ in $\text{snr}_{dl}$. It follows that for $\beta_{tr} \geq r$ we have

$$D^r_h(\beta_{fb} C^{ul}) = D_{\text{mmse}} + \Theta(\text{snr}_{dl}^{-\beta_{fb}/r}) = \Theta(\text{snr}_{dl}^{-1}) + \Theta(\text{snr}_{dl}^{-\beta_{fb}/r})$$ (43)

Finally, from the source-channel separation with distortion theorem, we can achieve a CSIT estimation error of $D > D^r_h(\beta_{fb} C^{ul})$ if and only if we use the UL channel over $\beta_{fb}$ feedback dimensions (see Section III), which combined with (43) shows that when $\beta_{tr} \geq r$, we can achieve an error decay of $\Theta(\text{snr}_{dl}^{-\min(\beta_{fb}/r,1)})$ with probability one over the realizations of $X^t r$ with a feedback dimension of $\beta_{fb}$. Combining Parts I and II of the proof, we have that rate-distortion feedback achieves a CSIT estimation error of $\mathbb{E}[\|h - \hat{h}\|^2] = \Theta(\text{snr}_{dl}^{-\alpha_{rd}})$, where $\alpha_{rd} =$
expressed as the remote rate-distortion function with ECSQ for sufficiently small distortion values can be expressed as

\[
R^r_h(D) = \sum_{\ell=1}^{r} \log \lambda^r_\ell + r \log r + 1.508r - r \log(D - D_{\text{mmse}}).
\]  

(44)

Comparing (44) to (40), we note that the same steps leading to equations (41)-(43) can be repeated by modifying the function \( f(\cdot) \) in (40) to \( f(r) = \sum_{\ell=1}^{r} \log \lambda^r_\ell + r \log r + 1.508r \). Since the added term 1.508\( r \) does not depend on SNR, it appears as a constant in the distortion-rate function and the high-SNR error behavior with ECSQ when remains the same.

**Remark 1:** We can achieve the same QSE with ECSQ. To see this, note that from (14) the channel estimation MMSE given the feedback signal in (15) can be written as

\[
\mathbb{E}[\|h - \hat{h}\|^2] = \text{Tr} \left( \Sigma^h - \Sigma^h X^\text{tr} \Psi R_{y,af}^{-1} \Psi^\text{H} X^\text{tr} \Sigma^h \right),
\]  

(45)

where \( \Sigma^h = \mathbb{E}[hh^\text{H}] \), \( \mathbb{E}[hy_{af}] = \Sigma^h X^\text{tr} \Psi \), and

\[
R_{y,af}^{-1} = \Psi^\text{H} X^\text{tr} \Sigma^h X^\text{tr} \Psi + \Psi^\text{H} \Psi + I.
\]  

(46)

Consider the eigen-decomposition \( \Sigma^h = U_h \Lambda_h U_h^\text{H} \), where \( U_h \in \mathbb{C}^{MN \times r} \) is a tall unitary matrix and \( \Lambda_h = \text{diag}(\lambda) \in \mathbb{R}^{r \times r} \) is a diagonal matrix of positive eigenvalues represented by the vector \( \lambda = [\lambda_1, \ldots, \lambda_r]^\top \), where we assume \( \lambda_1 \geq \ldots \geq \lambda_r > 0 \). Using this decomposition, the expression in (46), and applying the Sherman-Morrison-Woodbury matrix identity we have

\[
R_{y,af}^{-1} = (\Psi^\text{H} \Psi + I)^{-1} - (\Psi^\text{H} \Psi + I)^{-1} \Psi^\text{H} X^\text{tr} U_h \Lambda_h^{1/2} \times \left( I + \Lambda_h^{1/2} U_h X^\text{tr} \Psi (\Psi^\text{H} \Psi + I)^{-1} \Psi^\text{H} X^\text{tr} U_h \Lambda_h^{1/2} \right)^{-1} \Lambda_h^{1/2} U_h X^\text{tr} \Psi (\Psi^\text{H} \Psi + I)^{-1}.
\]  

(47)

It follows that the second term appearing within the Tr(\( \cdot \)) in (45) can be written as

\[
\Sigma^h X^\text{tr} \Psi R_{y,af}^{-1} \Psi^\text{H} X^\text{tr} \Sigma^h = U_h \Lambda_h^{1/2} G \Lambda_h^{1/2} U_h - U_h \Lambda_h^{1/2} G (I + G)^{-1} G \Lambda_h^{1/2} U_h^\text{H},
\]  

(48)

where we define

\[
G = \Lambda_h^{1/2} U_h X^\text{tr} \Psi (\Psi^\text{H} \Psi + I)^{-1} \Psi^\text{H} X^\text{tr} U_h \Lambda_h^{1/2}.
\]  

(49)

Plugging (48) into (45) we have

\[
\mathbb{E}[\|h - \hat{h}\|^2] = \text{Tr} \left( \Lambda_h (I - G + G(I + G)^{-1} G) \right).
\]  

(50)
This formula is exactly the same as (35) except for the definition of $G$. Therefore the same trace inequality as in (36) holds here for the CSIT estimation error, i.e. we have
\[
\lambda_r \ g (\text{snr}_{dl}) \leq \mathbb{E} \left[ \| h - \hat{h} \|^2 \right] \leq \lambda_1 \ g (\text{snr}_{dl}),
\]
where $g(\text{snr}_{dl}) = \text{Tr} \left( I - G + G(I + G)^{-1} G \right)$. We now show how $g(\cdot)$ behaves for large $\text{snr}_{dl}$.

For a given realization of $X^\text{tr}$, denote the eigenvalues of $G$ by $\mu_i, i = 1, \ldots, r$. We can write
\[
g(\text{snr}_{dl}) = r - \sum_i \mu_i + \sum_i \frac{\mu_i^2}{\mu_i + 1} = r - \sum_i \frac{\mu_i}{\mu_i + 1}
\]
(52)

From the definition in (49), the constituents of $G$ depend on $\text{snr}_{dl}$ as follows:

(a) We can represent the training matrix as $X^\text{tr} = \sqrt{\text{snr}_{dl}} X^\text{tr}_0$, where $X^\text{tr}_0$ is generated randomly independent from $\text{snr}_{dl}$. Hence, the non-identically zero elements of $X^\text{tr}$ scale with $\text{snr}_{dl}$ as $\Theta(\sqrt{\text{snr}_{dl}})$ with probability 1.

(b) From constraint (16), we have that each column of $\Psi$ can be written as $\psi_i = \sqrt{c_i} \phi_i$, where $a_i = \frac{M_{\text{snr}_{dl}}}{c_i \text{snr}_{dl} + 1}$ with $c_i = \phi_i^H X^\text{tr}_0^H \Sigma^h X^\text{tr}_0 \phi_i$. Here $\phi_i, i \in \{1, \ldots, \beta_{fb}\}$ are a set of unit-norm vectors that contain a subset of $\min(\beta_{tr}, \beta_{fb})$ linearly independent vectors, and are independent of $\text{snr}_{dl}$. The existence of this set is guaranteed because $X^\text{tr}_0^H \Sigma^h X^\text{tr}_0$ is full-rank with probability one. It follows that
\[
\Psi (\Psi^H \Psi + I)^{-1} \Psi^H = \Phi (\Phi^H \Phi + S)^{-1} \Phi^H,
\]
where $\Phi = [\phi_1, \ldots, \phi_{\beta_{fb}}]$ is independent of $\text{snr}_{dl}$ and $S$ is a diagonal matrix whose $(i, i)$ element is given by $S_{i,i} = \frac{c_i}{M_{\text{snr}_{dl}}} + \frac{1}{M_{\text{snr}_{dl}}}$. The matrix $S$ is the only variable dependent on $\text{snr}_{dl}$, and its diagonal elements scale as $\Theta(1)$.

(c) The matrices $U_h$ and $\Lambda_h$ are independent of $\text{snr}_{dl}$.

From these we conclude that the non-zero eigenvalues of $G$ scale as $\Theta(\text{snr}_{dl})$, i.e. $\mu_i = \Theta(\text{snr}_{dl})$ for all $\mu_i \neq 0$. Now, the rank of $G$ depends on the specific realization of $X^\text{tr}$. When $\min(\beta_{tr}, \beta_{fb}) \geq r$ and $X^\text{tr}$ contains isotropic Gaussian pilot vectors, $G$ is full-rank with probability one because of the same argument as used in Part I of the proof of Theorem 1 and considering the fact that the constituent matrix $\Psi (\Psi^H \Psi + I)^{-1} \Psi^H$ is positive semi-definite with rank $\min(\beta_{tr}, \beta_{fb})$. In this case we have $\mathbb{E} \left[ \| h - \hat{h} \|^2 \right] = \Theta(\text{snr}_{dl}^{-1})$ and therefore an error of $\Theta(\text{snr}_{dl}^{-1})$ is achievable. Conversely, if $r > \beta_{tr}$ or $r > \beta_{fb}$, $G$ has rank at most $\min(\beta_{tr}, \beta_{fb}) < r$ for any design of pilot matrices, leading to $\mu_i = 0$ for some $i$ and from (51), the error is bounded from below and above by constants, i.e. we have an error of $\Theta(1)$. Therefore analog feedback achieves an error of $\Theta(\text{snr}_{dl}^{-\alpha_{\text{af}}})$ with probability one over the realizations of $X^\text{tr}$ where $\alpha_{\text{af}} = 1 \{ \min(\beta_{tr}, \beta_{fb}) \geq r \}$. 


This completes the proof.
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