Pseudo Amino Acid Feature-Based Protein Function Prediction using Support Vector Machine and K-Nearest Neighbors
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Abstract—Bioinformatics facing the vital challenge in protein function prediction due to protein data are available in primary structure, an amino acid sequence. Every protein cell sequence length and size are in different sequence order. Protein is available in 20 amino acid sequence alphabetic order; however, the corresponding information of the membrane protein sequence is insufficient to capture the function and structures of a protein from primary sequence datasets. A challenging task to correctly identify protein structure and function from amino acid sequence. The basic principle of PseAAC (Pseudo Amino Acid Composition) is to generate a discrete number of every protein samples. In each protein, sequence length varies due to protein functions. Some protein sequence length is less than 50, and some are large. Due to this, different sizes of the amino acid sample are chances to lose sequence order information. PseAAC feature generates a fixed size descriptor value in vector space to overcome sequence information loss and is used to further systematic evolution. Therefore machine learning computational tool synthesizes accurate identification of structure and function class of membrane protein. In this study, SVM (Support Vector Machine) and KNN (K-nearest neighbors) based prediction classifier used to identifying membrane protein and their types.
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I. INTRODUCTION

Bioinformatics is a different field of combination to solve biological problems with computational techniques dealing remarkably in extensive scale information of system biology. The amino acid residue is a part of macromolecules. The membrane protein is the type of protein residing around a cell membrane, or their subcellular locations are also defined as various types of protein. The most genome encodes a membrane protein, during the encoding process to finding genes cell membrane function perform a wide range of synthesis. Membrane cell identification hard due to lack of stability found a more flexible and hydrophobic surface part [8],[9]. However, protein structure finding is still challenging. Learning outer and non-outter membrane cells necessary to develop computational tools for new drug design and genome sequencings [10][26]. The Protein cell determines its energy and several functions; every cell component depends on protein molecules functions, the cell responsible for signalling cell system, and mobilize an intracellular response. The cell membrane of functional and structural properties targets to find disease, drug design, and novel research [15]. Membrane cell misfold work as monitors, changing their shape and action in response to metabolic signals or information from outside the cell causes various disease like Alzheimer's disease, cardiovascular diseases, neurological disorders, and cancer [1],[20],[21]. Membrane proteins sequence combination, 45-55%, is used in protein legend docking and drug design [10]. Membrane functions are the essential element to discover new drugs and genomes [9-10]. Now capturing the features of membrane functions is responsible for the distribution of cell systems and their role. Conventional techniques used in biological experimental to predict the membrane types are costly and tedious [19]. However, a fast, automated, and effective method must be needed to identify unknown protein types. Analysis of the membrane proteins is hard, and most of them will not dissolve in ordinary solvents. Hence, very few structures of membrane protein have been found so far. Many authors were reports [11],[18],[21],[22] have shown NMR to be a powerful instrument for the detection of membrane protein structures; it is expensive and time processing. Therefore demand to construct computational methods that can predict membrane protein characteristics based on their primary sequence would be very helpful. The membrane protein is classified into mainly transmembrane or anchored protein attached to inside and outside the cell. These membrane cells are further classified into eight subtypes: Type-1, Type-2, Type-3, Type-4, Multi-pass are transmembrane protein and were Peripheral, Lipid chain, and GIP are anchored protein [2],[5]. Currently, different kinds of feature extractions and classification methods have been built to be used to predict membrane types. ACC (Amino acid composition) is used in predicting membrane protein types [3],[5],[13], first used by the article [3], but sequence order of information can't store during implementing amino acid composition. Therefore Chou's suggests PseAAC (Pseudo Amino Acid Composition) evaluates the composition value of amino acid in fixed combinations and saves them. Further, many authors [1],[4],[5],[6],[18] have been processed and suggested different techniques to depict protein samples to overcome. PseAAC, feature extraction method, followed by many latest article [13],[18],[5]. Various computational methods based on learning classifiers and ensemble methods have been used for predicting cell membranes in high-performance accuracy. In this study, a novel feature-based machine learning technique to identify the membrane cell. The proposed objective model was to enhance the accuracy of the classification. Each sequence chain of protein features has
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mapped into a vector space. And, the multiclass membrane to recognize, the better performing multiclass classifier was chosen. Patterns match and similarity were calculated by using the standard test conducted on high dimensional multiclass protein data.

II. MATERIALS AND METHOD

A. Data Sets

The protein data bank has manually annotated proteins collected from Swiss-Prot PDB [14],[16],[17]. In this study, 560459 protein was obtained from a form data source. Datasets are further preprocessed for identifying a non-membrane and membrane protein correctly [19]. Here, 62029 membrane proteins are captured. For finding its types which is in eight classes, are: (i) GPI-anchored, (ii) lipid chain-anchored, (iii) multipass transmembrane, (iv) peripheral, (v) Type-1, (vi) Type-2, (vii) Type-3 and, (viii) Type-4. Further classification of the 62029 membrane proteins data sequence split into 43418 training and 18611 test samples. Table I have shown the sample details [2].

**TABLE I. TOTAL SAMPLES IN THE DATASET**

| Membrane protein (types) | No. of instances |
|--------------------------|------------------|
| GPI-anchored             | 651              |
| Lipid chain anchored     | 3032             |
| Multipass transmembrane  | 35480            |
| Peripheral               | 17319            |
| Type-1                   | 2948             |
| Type-2                   | 2194             |
| Type-3                   | 211              |
| Type-4                   | 194              |
| Total                    | 62029            |

B. Feature Extraction Methods

Feature selection is the main part of the machine learning process [4]. Specific knowledge is useful for identifying membrane types. Without knowing the sequence order, a sequence's composition loses the information and not used further evaluation. PseAAC (pseudo amino acid composition) to prevent the protein sequence order and pattern data. [29]. PseAAC has to generate ordered 50-dimensional vector space for each sequence data to be involved in computational proteomics [20], and sequence length generate 1 dimensional vector space each samples. In [30] suggest that it is feasible to predict membrane protein type when the features are derived directly from the amino acid sequence. A python-based toolkit iFeature integrates and calculating an extracting feature encode into specific properties of amino acid for generating 51 numerical descriptor value.

III. PROPOSED METHODOLOGY

A practical method develops for predicting the function and structure of protein class from its discrete dimensional vector value. For doing this, the main steps are followed by step 1. Collect protein benchmark data, step 2. Establish a well-built prediction algorithm and step 3. Valuable intrinsic relates as an emphasis for the membrane data samples that can match their desire object to predict.

This study is focusing on the 3rd step, a necessity. In this regard, various methods for formulating protein samples. Therefore, they can categorize into various representations as to the discrete value for sequential description. The flow diagram is shown in Fig. 1. In this study, a significant improvement as an order to,

- SVM (RBF) to expand functional parameters reflect in high-dimensional membrane cell descriptors protein and,
- Enhanced predicting results merits the use of further enriched training data samples and identify different types of membrane cell descriptors.
- Integrated features of PseAAC and sequence length are used for analysis to evaluate membrane. The learning model is based on kernel SVM for functional prediction and similarity matches in sequence to a query membrane.
- Unique multiclass are in eight batches—each sample descriptor value is 51D space for supporting multiple membrane types.
- Machine learning classifiers K nearest neighbors and Random Forest was added for simplifying the collective samples via computation of protein functions by multiple types.

Cross-validation is one method to overcome the class imbalance problem. Therefore, in this study, we use k-fold cross-validation. Membrane protein data consisting of N tuple has divided in k=10 folds (D1, D2, D3...D10), and if the N tuple is not divisible by k, then the last part is considered as a (k-1). Here in our estimation, learning using 10-fold cross-validation. A sequence of k = 10 runs is carried out with the decomposition and i^th = iteration, and D_i use as test data and other fold as training data. Thus, each tuple uses the same amount of time for training samples, and once for testing. The overall average of each iteration is estimated.

A. PseAAC (Pseudo Amino Acid Composition)

Membrane protein information senses its molecular action. Its process is in a molecules system that allows organisms to endure these basic life processes—various inherited diseases caused by mutations and changes observed in a protein sequence result. The amino acid sequence is a pattern of 20 unique amino acid residues. As per chemical composition, amino acid 20 sets are further categorized into four groups: polar, nonpolar, positive charged, and negatively charged [12]. These are comparable and a varying side chain. Each amino acid has distinct chemical properties due to the different groups’ side chains. The 20 amino acids composition computed as in eq. (1), [3].

\[ P = [p_1, p_2, ..., p_{20}, p_{20+1}, ..., p_{20+l}]^T \]  

(1)
The composition portions of amino acids are evaluated by using the mass of 20 amino acids, hydrophilic value and hydrophilic value. $p_1, p_2, \ldots, p_{20+\lambda}$ are calculated by eq. (2):

$$p_u = \left\{ \begin{array}{ll} \sum_{i=1}^{20} f_i \sum_{k=1}^{20} t_k \\ \sum_{i=1}^{20} f_i + \alpha \sum_{k=1}^{20} t_k \end{array} \right., \quad (1 \leq u \leq 20) 
\sum_{i=1}^{20} f_i + \alpha \sum_{k=1}^{20} t_k \right. 
(20 + 1 \leq u \leq 20 + \lambda)$$

Integrating features descriptor value has produced a variety of amino acid patterns on regular occurrence in the protein sequence. The length of PseAAC depends on the descriptor value. This study uses a set of 30 amino acid composition. Thus the feature dimension from PseAAC is 50 (20+30=50D) descriptor vector space [2],[23].

B. Sequence to Integer Encoding

This method is configured for a particular integer value (range from 1-20) with 20 amino acid residues made from the protein sequence. A protein sequence can be translated to an integer sequence by replacing each letter with a corresponding mapping integer value. The sum of residues in the sequence is proportional to its weight. For instance, in a protein sequence, AJKJLMLKL, L, is seen three times. The weight of L is then measured as $3/9\approx 0.33$. Then, we use the following formula in eq. (3) to find the weight of a residue:

$$w_l = \frac{n_l}{L}$$

where, $w_l$ is the weight of $i^{th}$ residue, $n_l$ is the number of occurrence of $i^{th}$ residue in the protein sequence and $L$ is the length of the protein sequence. A weighted total volume of each residue represents the required protein sequence and is performed by measuring each residue’s weight. The numerical value encoded is then found as follows.

$$SEQ_{encoded} = k_1 w_1 + k_2 w_2 + \cdots + k_{20} w_{20}$$

Where $k_i$ is the $i$th residue’s mapped integer value and $w_i$ is the corresponding weight of the residue got from equation (4), the resultant values gives one dimensional data for protein sequences. Where, weight factor is $\omega$ (set to 0.05) and $\tau_k$ is the $k^{th}$ tier correlation factor that represents all correlation order of the $k^{th}$-most continuous residues.

C. Classification Algorithm

Feature-based classification algorithm mapping the input data samples into the desired class, model build to predict class labels for unseen samples, the main part of machine learning applied in all fields are in bioinformatics and data science. These were training techniques used to train most 70% data samples, and classifier testing data sets 30%, respectively. This study classifier model based on SVM, KNN, and RF (Random Forest) used to classify the membrane features pseudo amino acid composition and sequence length descriptors into eight types.

1) Support Vector Machine (SVM): In the bioinformatics data source, protein information has generally gathered in an amino acid sequence. However, a knowledge-based learning system dealing with homogeneous and heterogeneous datasets still needed some basic models based upon classification and clustering techniques. To implement the classifier support vector machine trendy and powerful for predicting protein structure and function. SVM (support vector machine) classification techniques have been used for dual-mode separation as a binary or multiclass. SVM outline draw hyperplane, which separates the decision surface data into two different class [31]. The use of the SVM learning model in high dimensional datasets creates a multiclass problem, so resolving that need to build a modified classification technique. In this study, unique features are based on a novel classifier model design on predicting membrane protein of achieving high accuracy for multiclass in the high-dimensional protein data source.

SVM transforms the given data first into a large vector space and then draws the maximum hyperplane margin to separate non-linear datasets, represented in Fig. 2. The functions for Radial Basic Function (RBF) in the SVM algorithm were used: Step 1. The built a feature vector from the input sequence. It can represent classes based on PseAAC and Sequence length properties. Step 2. RBF kernel selects to predict function while training eq. (5-16). Step 3 Selection of the prime parameter during training kernel function fit data to get maximum accuracy eq. (17-22)[2]. When the SVMs are using for the classification, the known set $\{(+1, -1)\}$, marked training data is segregated by a hyperplane, which is as far as possible distant from positive negative samples. [See “optimal separating plant” (OSH) in Fig. 2]. The test data 'plot' then defines the positive or negative OSH for the high-dimensional sphere. The kernel model enables SVMs to work in combination with the nonlinear mapping into a function space to classify membrane protein types. For these problems, SVM is not linearly detachable. The SVM's optimal separating hyperplane within functional space is a nonlinear decision limit within the input space.

![Fig. 1. Proposed Methodology.](image-url)
Linear SVM classification

where $\vec{w} = (w_1, w_2, ..., w_n)^T$ is a vector of $n$ elements. Consider the training data of two groups of $n$ instances $(\vec{x}_1, y_1), (\vec{x}_2, y_2), ..., (\vec{x}_n, y_n)$, $i = 1, 2, ..., n$, on each instance, $y_i (i=1..n)$, $i = 1, 2, ..., n$, where specified a weight vector $\vec{w}$ and bias $b$, and $\vec{x}_i \in \mathbb{R}^n$ is an $N$ dimensional space, and $y_i \in \{-1, +1\}$ is the class index.

$\vec{w}^T \vec{x}_i + b \geq 1, y_i = +1,$ \hspace{1cm} (5)

$\vec{w}^T \vec{x}_i + b \leq -1, y_i = -1,$ \hspace{1cm} (6)

The vector of $n$ elements is where $\vec{w} = (w_1, w_2, ..., w_n)^T$. Uniformities (1), (2) can be fused into one.

$y_i (\vec{w}^T \vec{x}_i + b) \geq 1, \hspace{1cm} i = 1, 2, ..., n.$ \hspace{1cm} (7)

For each training group, there are a number of hyperplanes. SVM’s classification aims to create an optimum weight $\vec{w}_0$ and an optimal bias $b_0$ to achieve the maximum margin between the training data and the chosen hyperplane. The defined hyperplane by $\vec{w}_0$ and $b_0$ is optimal separating hyperplane.Any hyperplane can be represented as equated in eq. (8).

$\vec{w}^T \vec{x}_i + b = 0 \hspace{1cm} (8)$

and the difference between the two margins is in eq. (9)

$y(\vec{w}, b) = \min_{\vec{x}|y = +1} \|\vec{x}\| - \max_{\vec{x}|y = -1} \|\vec{x}\| \hspace{1cm} (9)$

The optimum separating hyperplane is being identified by raising the distance above or reducing the norm of $\|\vec{w}\|$ by trying to restrict discrimination eq. (7), and

$y_{max} = y(\vec{w}_0, b_0) = \frac{2}{\|\vec{w}_0\|} \hspace{1cm} (10)$

The following Lagrange saddle point provides solutions to the above problems with optimization

$L(\vec{w}, b, \alpha) = \frac{1}{2} \vec{w}^T \vec{w} - \sum_{i=1}^{n} \alpha_i [y_i (\vec{w}^T \vec{x}_i + b) - 1]. \hspace{1cm} (11)$

where $\alpha \geq 0$ are Lagrange multipliers. To solve the quadratic programming problem, the gradient of $L(\vec{w})$ to $L(\vec{w}, b, \alpha)$ disappears in respect of $\vec{w}$ and $b$, which gives a calculation of the following terms:

$\frac{8L}{\|\vec{w}\|} |_{\vec{w} = \vec{w}_0} = 0, \text{ and } \frac{\partial L}{\partial b} |_{\vec{w} = \vec{w}_0} = 0$ \hspace{1cm} (12)

$\vec{w}_0 = \sum_{i=1}^{n} \alpha_i y_i \vec{x}_i,$ \hspace{1cm} (12)

$\sum_{i=1}^{n} \alpha_i y_i = 0.$ \hspace{1cm} (13)

Via replacement of Eqs. (12, and 13) into (11), Maxing the following expression becomes the quadratic programming (QP) problem:

$L(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j (\vec{x}_i^T \vec{x}_j)$ \hspace{1cm} (14)

in the constraints $\sum \alpha_i y_i = 0$ and $\alpha_i \geq 0, i = 1, 2, ..., n.$

Non-zero $\alpha_i$ coefficients are among Eq. (14) solutions at the two optimal margins, and is known as vectors support (SV). The bias $b_0$ can be estimated accordingly:

$b_0 = -\frac{1}{2} \|\vec{w}_0\| \min_{\vec{x}} \vec{w}_0^T \vec{x} + \max_{\vec{x}} \vec{w}_0^T \vec{x} \hspace{1cm} (15)$

The decision function that divides the two groups can be written as after evaluating the support vector and bias

$f(\vec{x}) = \text{sign} \{\sum_{i=1}^{n} \alpha_i y_i \vec{x}_i^T \vec{x} + b_0 \} = \text{sign} \{\sum_{SV} \alpha_i y_i \vec{x}_i^T \vec{x} + b_0 \} \hspace{1cm} (16)$

Non-linear SVM classification

Since membrane protein types are typically nonlinear, these problems have been implemented in the SVM [30]. In the input space $X$, the original training data $\vec{x}$ are translated into a high-dimensional F-space through the operator kernel $K[34]$, in which the optimum separating hyperplane is formed. The set of classifiers will be converted into the form in mathematical terms.

$f(\vec{x}) = \text{sign} \{\sum_{SV} \alpha_i y_i K(\vec{x}_i, \vec{x}) + b_0 \}$ \hspace{1cm} (17)

Where $K$ is a symmetric positive function that fulfills the conditions of Mercer.

$K(\vec{x}, \vec{y}) = \sum_{m=1}^{\infty} \alpha_m \phi(\vec{x}^T, \phi(\vec{y})), \hspace{1cm} \alpha_m \geq 0 \hspace{1cm} (18)$

The kernel is a valid internal product in the input field

$K(\vec{x}, \vec{y}) = \phi(\vec{x}^T).\phi(\vec{y}). \hspace{1cm} (19)$

The dual Lagrangian in the F space, given in Eq. [14].

$L(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j K(\vec{x}_i, \vec{x}_j) - \lambda \sum_{i=1}^{n} \alpha_i y_i \hspace{1cm} (20)$

subject to $\sum_{i=1}^{n} \alpha_i y_i = 0$ and $\alpha_i \geq 0, i = 1, 2, ..., n$ and the decision function is

$f(\vec{x}) = \text{sign} \{\sum_{SV} \alpha_i y_i K(\vec{x}_i, \vec{x}) + b_0 \}, \hspace{1cm} (21)$

Where
\[
b_0 = -\frac{1}{2} \left( \min_{\{x_i\}|y_i = +1} \left( \sum_{j \in SV} \alpha_j y_j K(x_i, x_j) \right) + \max_{\{x_i\}|y_i = -1} \left( \sum_{j \in SV} \alpha_j y_j K(x_i, x_j) \right) \right) \right)
\]

(22)

SVM has employed a variety of candidate kernel functions, including poly-nominal \( K(\tilde{x}, \tilde{y}) = (1 + \tilde{x} \cdot \tilde{y})^d \), Gaussian RBF \( K(\tilde{x}, \tilde{y}) = \exp\left( -\frac{||\tilde{x} - \tilde{y}||^2}{2\sigma^2} \right) \), exponential RBF \( K(\tilde{x}, \tilde{y}) = \exp\left( -\frac{||\tilde{x} - \tilde{y}||}{2\sigma} \right) \), and their kernel summing combinations of kernel coefficients products [33]. The Gaussian RBF kernel function is employed in this work to predict membrane protein types.

2) K-Nearest Neighbor (KNN): K-nearest neighbor classifier, input data based on instance-based learner, into its feature space. KNN is based on the neighbor set that will be found near k object. KNN locate on majority voting among the k-data samples. Which store all value of the training data and wait till new data arrived to be classified on similarity measures or as a pattern matching techniques [2]. K-nearest finding based on Euclidean distance eq. (23). To classify membrane proteins, predicting the functional types of membrane proteins is indispensable [24]. Therefore similarity measures formula as the Euclidean distance (ED) phrase between two points \((y_1, y_2)\) [27].

\[
E_D(y_1, y_2) = \sum_{r=1}^{N} (y_1 - y_2)^2
\]

(23)

The next steps are to generalize K-nearest neighbor classifier innovations. Metric distance and functions are measured to measure the distance between characteristics. The k-parameter must be designed for training data.

IV. RESULTS AND DISCUSSION

In this study, two different types of feature extraction techniques, namely PseAAC and sequence to integer encoding, are used, giving a feature vector of 62029 instances in a row and 51-dimension in a column classified by the proposed model, were 43418×51 training and 18611×51 test samples are implemented. For getting best accuracy, various type of classifiers such as SVM(Support vector machine), KNN (K Nearest neighbor), RF (Random Forest), classifiers are used and based on the result obtained from them, and the model is built [2],[16],[22],[32].

A. Accuracy

The number of instances rightly predicted out of total number of instances in eq. (24).

\[
Accuracy = \frac{TP + TN + FP + FN}{TP + TN + FP + FN}
\]

(24)

where \( TP \) is total number of true positive, \( FN \) is total number of false-positives, \( TN \)s total number of true negatives and \( FP \)s total number of false positives [3],[4]. The overall accuracy as eq. (24) of different classifiers are shown in Table II.

TABLE II. OVERALL ACCURACY OF DIFFERENT CLASSIFIERS

| Classifier      | Accuracy |
|-----------------|----------|
| Random Forest   | 89.38    |
| KNN             | 93.24    |
| SVM (RBF)       | 85.86    |

B. Specificity

Specificity of classifiers are good as the true negatives are correctly identified as calculated by eq. (25).

\[
Specificity = \frac{TN}{TP + FN}
\]

(25)

The specificity of classifiers is shown in Table III. The specificity range is 85% to 99% because TNR (true negative rate) is good. Specificity results noticed that wrongly classified samples are significantly less in KNN classifier [2].

C. Sensitivity

The classifier can correctly predict in eq. (26) the true positives shown in Table IV.

\[
Sensitivity = \frac{TP}{TP + FN}
\]

(26)

D. F-measure

Every model design to handle various kinds of multiclass problem to look at the accuracy of that model as the number of samples correctly predicted and misclassified from all prediction. Confusion Matrix gives detailed information about the failure in predictions for an unseen dataset sample. The F1 measures mathematically computed in eq. (27-28) recorded precision and recall balance values.

\[
Precision = \frac{TP}{TP + FP}
\]

(27)

\[
F_{measure} = 2 \times \frac{Precision \times Recall}{Precision + Recall}
\]

(28)

TABLE III. SPECIFICITY

| Types     | Specificity of classifiers | Random Forest | KNN | SVM |
|-----------|---------------------------|---------------|-----|-----|
| GPI       | 0.88                      | 0.99          | 0.99|
| Lipid     | 0.93                      | 0.95          | 0.97|
| Multi-pass| 0.95                      | 0.98          | 0.96|
| Peripheral| 0.97                      | 0.96          | 0.96|
| Type1     | 0.94                      | 0.97          | 0.98|
| Type2     | 0.94                      | 0.95          | 0.85|
| Type3     | 0.96                      | 0.95          | 0.93|
| Type4     | 0.93                      | 0.93          | 0.94|

TABLE IV. SENSITIVITY

| Types     | Specificity of classifiers | Random Forest | KNN | SVM |
|-----------|---------------------------|---------------|-----|-----|
| GPI       | 0.06                      | 0.25          | 0.05|
| Lipid     | 0.53                      | 0.65          | 0.47|
| Multi-pass| 0.97                      | 0.96          | 0.99|
| Peripheral| 0.93                      | 0.95          | 0.82|
| Type1     | 0.59                      | 0.64          | 0.35|
| Type2     | 0.43                      | 0.63          | 0.51|
| Type3     | 0.49                      | 0.64          | 0.53|
| Type4     | 0.15                      | 0.35          | 0.26|
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F1 balanced accuracy are used as a better metrics for a multi class imbalanced dataset classification task. F1-measure of various classifiers are shown in Table V.

E. Mathew’s Correlation Coefficient (MCC)

Standard measure in machine learning MCC was suggested in 1975 by Brain W. Matthews [28]. Matthew’s correlation coefficient is balanced in binary classifications into true and false positives and negatives classes [25]. It found a degree of correlation in the predicted level. It returns a value between -1 and +1. were + represents a perfect prediction, and -1 represents the entire disqualifying range between predicting and observation eq. (29), shown in Table VI. If D datasets and N is the total number of the outcome of true and false positives and negatives views from a single instance, the Matthews correlation coefficient best such measures in larger dataset achieves a high proportion of correct predictions from the confusion matrix [11].

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FN)(TN + FP)}}
\]  

(29)

From confusion matrix observation, is found that all classifiers perform well on multiclass datasets, KNN measure better as compared to other classifiers on the various parameter such as precision, recall, specificity, accuracy and F1-measure in MCC value.

Prediction result indicated that shown in Fig. 3, the proposed method achieved high prediction accuracy for the independent datasets. The different classifier prediction performance measures in confusion matrix results are represented in Table VII, VIII, and IX. Statistical Problem handed through machine learning is known as a confusion matrix. The proposed learning model, field error defined in the matrix table, also describes the classifier’s efficiency to testing data samples, the actual value visualizing true identity on an algorithm. The confusion matrix makes easy identification of confusion between classes or mislabeled class of others in performance on various scales.

F. Confusion Matrix Results

The classifiers output was examined using independent tests [7]. The ensemble classifiers such as Random Forest 89.38% value, SVM 85.86%, and KNN value is improved, i.e., a maximum of 93.24%. Membrane Protein is a multilabel dataset. The classification results of models are shown in the confusion matrix, the total number of passable similarity matching with other multi-class functions. The confusion matrix is a critical way to summarize machine learning classifiers’ performance, like SVM, RF (Random Forest), and KNN classifiers. This Square matrix consists of based on features PseAAC and Sequence Length encoding. There are 62029 rows (43418 training rows and 18611 test rows in datasets) in total protein sequence and 51D descriptor size in columns. Moreover, this is listing the number of instances as absolute or relative actual class vs. predicted class ratio. The confusion matrix results demonstrate a major role in prediction identification in terms of accuracy, precision, recall, and F-1 score. SVM, KNN, and RF three learning techniques were analyzed based on outcome comparisons to find model performance. Parameter of the confusion matrix observed that the learning model KNN performs well in all eight membrane protein types. Overall, classifier performance observed a high boosting rate for large data training samples. Multipass large data sample observed F1-Score 95% in RF, 96% in KNN, and 89% in SVM where GPl class score poorly 7% in RF, 25% in KNN, and 5% in SVM. Peripheral and multipass transmembrane class are more sensitive in all classifiers, where GPl and Type-4 found a less sensitive class, with 99% GIP specificity found in KNN and SVM. In all classifiers observation found, the integrated 51D features of protein sequences and different patterns length, KNN classifier, provide better performance for membrane protein types, as shown in Fig. 4.

| Types    | Random Forest | KNN | SVM |
|----------|---------------|-----|-----|
| GPI      | 0.07          | 0.25| 0.05|
| LIPID    | 0.60          | 0.65| 0.56|
| MULTI-PASS | 0.95    | 0.96| 0.91|
| PERIPHERAL | 0.91    | 0.92| 0.89|
| TYPE1    | 0.68          | 0.69| 0.51|
| TYPE2    | 0.61          | 0.69| 0.67|
| TYPE3    | 0.66          | 0.74| 0.70|
| TYPE4    | 0.27          | 0.49| 0.28|

| Classifier  | MCC Value |
|-------------|------------|
| Random Forest | 80.6 |
| KNN          | 85.4 |
| SVM(RBF)     | 82.2 |
Fig. 3. Overall Accuracy and MCC Performance Scale in Bar-Chart.

**TABLE VII. Result of SVM RBF Confusion Matrix; Overall Accuracy: 85.86018485678972**

|        | Gpi | Lipid | Multi-pass | Peripheral | Type1 | Type2 | Type3 | Type4 |
|--------|-----|-------|------------|------------|-------|-------|-------|-------|
| Gpi    | 9   | 139   | 37         | 1          | 2     | 0     | 0     | 0     |
| Lipid  | 158 | 418   | 262        | 44         | 1     | 2     | 0     | 0     |
| Multi-pass | 0 | 10    | 10554      | 39         | 5     | 5    | 0     | 0     |
| Peripheral | 0 | 19    | 901        | 4294       | 2     | 2    | 0     | 0     |
| Type1  | 1   | 4     | 570        | 20         | 317   | 2    | 0     | 0     |
| Type2  | 0   | 4     | 291        | 32         | 2     | 340  | 0     | 0     |
| Type3  | 0   | 2     | 11         | 11         | 0     | 0    | 32    | 0     |
| Type4  | 0   | 0     | 38         | 14         | 0     | 0    | 0     | 10    |

**TABLE VIII. Result of KNN Classifier Confusion Matrix; Overall Accuracy: 93.24188725885324**

|        | Gpi | Lipid | Multi-pass | Peripheral | Type1 | Type2 | Type3 | Type4 |
|--------|-----|-------|------------|------------|-------|-------|-------|-------|
| Gpi    | 53  | 123   | 9          | 9          | 14    | 3     | 0     | 0     |
| Lipid  | 111 | 586   | 41         | 121        | 33    | 14    | 0     | 1     |
| Multi-pass | 14 | 62    | 10184      | 262        | 62    | 42    | 3     | 1     |
| Peripheral | 13 | 56    | 119        | 4962       | 34    | 41    | 2     | 1     |
| Type1  | 21  | 24    | 145        | 99         | 545   | 14    | 0     | 1     |
| Type2  | 3   | 21    | 71         | 127        | 28    | 422   | 1     | 0     |
| Type3  | 0   | 4     | 4          | 7          | 4     | 2     | 38    | 0     |
| Type4  | 2   | 7     | 1          | 19         | 19    | 4     | 0     | 18    |

**TABLE IX. Result of Random Forest Classifier Confusion Matrix; Overall Accuracy: 89.38606749422322**

|        | Gpi | Lipid | Multi-pass | Peripheral | Type1 | Type2 | Type3 | Type4 |
|--------|-----|-------|------------|------------|-------|-------|-------|-------|
| Gpi    | 13  | 152   | 26         | 7          | 9     | 4     | 0     | 0     |
| Lipid  | 132 | 502   | 95         | 153        | 13    | 12    | 0     | 0     |
| Multi-pass | 1 | 41    | 10355      | 193        | 36    | 4     | 0     | 0     |
| Peripheral | 3 | 38    | 294        | 4863       | 25    | 5     | 0     | 0     |
| Type1  | 3   | 20    | 299        | 32         | 489   | 6     | 0     | 0     |
| Type2  | 1   | 21    | 186        | 139        | 20    | 303   | 0     | 0     |
| Type3  | 0   | 4     | 13         | 9          | 4     | 0     | 29    | 0     |
| Type4  | 0   | 0     | 11         | 30         | 2     | 0     | 0     | 8     |
The proposed model objective is to score proper functions based on PseAAC and Sequence length of 51 descriptor features. This study confirmed a large sample size and fine-tuning techniques enforcement provides to build superior models that allow integrations of variant feature levels. In KNN, learning strategies based on the nearest neighbor's weight vector exploit the overall membrane protein types in a biological cell network to find the correct eight types of membrane protein. Prediction based on 51D feature vectors is used to learn three classifiers Random forest, K-nearest neighbors, and SVM. Python programming is supported by many machine learning techniques potent today. Python library provides many functions to learn about the Specify-Compile-Fit workflow that will be easy to make predictions. It can build simple necessary tools for various learning methods and generate predictions with them. Real classification results show that the proposed model achieves the desired goal significantly.
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