Probing the distance and morphology of the Large Magellanic Cloud with RR Lyrae stars
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ABSTRACT

We present a Bayesian analysis of the distances to 15,040 Large Magellanic Cloud (LMC) RR Lyrae stars using V- and I-band light curves from the Optical Gravitational Lensing Experiment, in combination with new z-band observations from the Dark Energy Camera. Our median individual RR Lyrae distance statistical error is 1.89 kpc (fractional distance error of 3.76 per cent). We present three-dimensional contour plots of the number density of LMC RR Lyrae stars and measure a distance to the core LMC RR Lyrae centre of 50.2482 ± 0.0546 (statistical) ± 0.4628 (systematic) kpc [μLMC = 18.5056 ± 0.0024 (statistical) ± 0.02 (systematic)]. This finding is statistically consistent with and four times more precise than the canonical value determined by a recent meta-analysis of 233 separate LMC distance determinations. We also measure a maximum tilt angle of 11.84° ± 0.80° at a position angle of 62°, and report highly precise constraints on the V, I, and z RR Lyrae period–magnitude relations. The full dataset of observed mean-flux magnitudes, derived colour excess E(V − I) values, and fitted RR Lyrae distances produced through this work is made available through the publication’s associated online data.
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1 INTRODUCTION

At a distance of roughly 50 kpc, the Large Magellanic Cloud (LMC) is the closest galaxy to the Milky Way with mass ≳ 10^{10} M_☉. As such, it serves as an essential anchor point for the cosmic distance ladder. A precisely measured distance to the LMC allows for accurate luminosity calibrations of primary distance indicators such as pulsating variables (PVs; e.g., Cepheids and RR Lyrae stars). These calibrations enable precise distance measurements to galaxies well beyond the LMC (c.f. Freedman et al. 2001 and Riess et al. 2011, both of which use Cepheids to measure host galaxy distances of > 15 Mpc), which can, in turn, calibrate secondary distance indicators such as Type Ia supernovae. de Grijs et al. (2014) provides an excellent and comprehensive review of LMC distance measurements published between 1990 and the end of 2013, and recommends a canonical distance modulus of μLMC = 18.49 ± 0.09 mag (dLMC = 49.888 ± 0.068 kpc). Pietrzyński et al. (2013) recently used eight long-period, late-type eclipsing systems in the LMC to measure a distance of 49.97 ± 0.19 (statistical) ± 1.11 (systematic) kpc, and this result was used in the meta-analysis as the standard by which other, less accurate findings were assessed. Precisely pinning down the LMC’s distance is a necessary step in the continuing improvement of the cosmic distance ladder as progress is made towards a 1 per cent error measurement of the Hubble constant, H_0.

The bulk identification and study of thousands of LMC PVs also enables investigation of the three-dimensional structure of the LMC. Through their individual distance measurements, the many thousands of RR Lyrae stars in the LMC can serve as test particles tracing the old (> 10 Gyr) stellar population, revealing its three-dimensional morphol-
ogy. While there are \sim 10\ times\ fewer\ Cepheids,\ these\ higher-
mass\ variables\ can\ be\ employed\ to\ reveal\ the\ structure\ of\ the\ younger\ LMC\ stellar\ population\ (e.g.,\ Alcock\ et\ al.\ 1999).\ With\ adequate\ precision\ this\ line\ of\ inquiry\ can\ inform\ our\ understanding\ of\ the\ LMC,\ its\ formation,\ and\ the\ nature\ of\ its\ gravitational\ interaction\ with\ the\ Milky\ Way.

In the present study the individual distances to 15,040 RR Lyrae stars in the LMC identified in the catalogue of variable stars produced by the third phase of the Optical Gravitational Lensing Experiment (OGLE III, Udalski et al. 2008a and Soszyński et al. 2009) are measured and used to infer a distance to the central core of the LMC RR Lyrae population, as well as to recover the three-dimensional density structure of the population. More than a century of research has been conducted on RR Lyrae stars, much of it in pursuit of improving their utility as distance indicators, and an adequate treatment of this topic cannot be provided here. The interested reader is directed towards Preston (1964) and Smith (1995) which both provide excellent overviews of RR Lyrae pulsating variable stars, and towards Sandage & Tamman (2006) for a review of RR Lyrae stars as distance indicators.

This investigation is similar to the recent studies (Haschke et al. 2012; Wagner-Kaiser & Sarajedini 2013; Deb & Singh 2014), which all used the V- and I-band OGLE III data as the basis for their LMC distance and structure measurements. Our study leverages new z-band mean-flux photometry for the LMC RR Lyrae stars obtained with the Dark Energy Camera (DECam, first described in Wester & Dark Energy Survey Collaboration 2005 with recent status update given by Flaugher et al. 2012) in combination with the OGLE III V- and I-band light curves to simultaneously calibrate the three period–magnitude relations and fit for extinction. From these relations we determine the posterior distance moduli to each RR Lyrae star. This simultaneous period–magnitude relation calibration and distance fitting methodology was first described in Klein et al. (2011, 2012, 2014), and expanded to include simultaneous colour excess fitting in Klein & Bloom (2014), hereafter KB14.1

This paper is outlined as follows: the OGLE III and DECam data, as well as the calculation of mean-flux magnitudes, are described in Section 2. The method by which the individual RR Lyrae star distances are determined is detailed in Section 3. In Section 4 these distances are used to describe and analyse the distance to and morphology of the LMC RR Lyrae population. Finally, in Section 5 we compare the present work to other similar studies and discuss the implications of our results.

2 DATA DESCRIPTION

The OGLE III catalogue of LMC RR Lyrae stars (overview of LMC photometry: Udalski et al. 2008a, characterisation of LMC RR Lyrae stars: Soszyński et al. 2009) was used as the input target list for the present work. This is supplemented with z-band observations of the LMC acquired with DECam during its science verification period in 2012 November. The

\footnote{In the present work, however, we do not fit the colour excess as part of the model, in part because this makes the solution, now involving 10^2 \ times\ more\ stars,\ computationally\ intractable.}

OGLE III catalogue provided V- and I-band light curves for 22,247 stars. Requiring that each star also have DECam z-band data results in a sample of 17,629 stars. This is further reduced by median absolute deviation clipping and sigma-clipping from a least squares linear regression, described in detail in subsection 3.2, to a final sample of 15,040 RR Lyrae stars (11,846 RRab and 3,194 RRc).

The sky coverage of both the OGLE III survey and the DECam observing program, along with the scatter plot map of the final RR Lyrae sample, is shown in Fig. 1. The OGLE III coverage is quite uniform and complete within its combined footprint, but the DECam coverage has multiple gaps resulting from the observing strategy and instrumental deficiencies which are further discussed in subsection 2.2.

2.1 OGLE III mean-flux magnitudes

OGLE III V- and I-band light curves and measured periods for the RR Lyrae stars (RRab and RRc subtypes) were downloaded from the catalogue published in Soszyński et al. (2009). Mean-flux magnitudes for each light curve were measured following the procedure described in Section 3 of KB14. In short, the raw data is parametrically resampled 500 times to fit 500 harmonic models and derive 500 mean-flux magnitude measurements for each light curve. The standard deviation of these bootstrapped mean-flux magnitude measurements is taken to be the measurement error. This procedure resulted in 22,125 V-band and 22,188 I-band RR Lyrae mean-flux magnitudes. This is less than the starting OGLE III dataset of 22,247 light curves in each band because light curves which produce highly discrepant bootstrapped harmonic models are rejected. The mean error in V is 0.006 mag and the mean error in I is 0.0024 mag.

2.2 DECam observations and reduction

As part of the DECam Science Verification program (Program ID: 2012B-3002; PI: Bloom), we obtained a single epoch of z-band exposures of 30 \times 3.0\ deg^2\ fields on 16

\begin{figure}[h]
\centering
\includegraphics[width=\columnwidth]{figure1.png}
\caption{Map of the LMC RR Lyrae stars (blue points) superimposed upon OGLE III (pink) and DECam (gold) field-of-view outlines. The central blue circle shows the optical centre of the LMC at RA: 08.8942°, Dec: -69.7561° (J2000).}
\end{figure}
nights from 2012 November 1–18 UT. The fields were selected to maximise coverage of the OGLE III LMC footprint, with small offsets applied to cover chip gaps and minimise bleed trails from extremely bright stars (Fig. 1). For each exposure, 61 of the 62 individual science CCDs were processed using standard reduction algorithms (bias subtraction, flat-fielding, etc.) using the computational resources at the National Energy Research Scientific Computing Center (NERSC).

Astrometry on individual frames was calibrated with respect to reference sources from the Two Micron All Sky Survey (2MASS; Skrutskie et al. 2006) using the astrometry.net software package (Lang et al. 2010). Photometric calibration was performed using same-night observations of sources in the Sloan Digital Sky Survey Stripe 82 Standard Star Catalogue (Ivezić et al. 2007). Applying standard calibration methodology (e.g., Ofek et al. 2012), we find that we can achieve a robust scatter in our absolute photometric calibration of $\lesssim 0.02\text{mag}$ on clear nights ($\gtrsim 50\text{per cent}$ of the observing time from the Science Verification run). While this calibration can be improved with more advanced modeling of instrumental signatures (e.g., Tucker et al. 2014), we find that 2 per cent precision is sufficient for our scientific objectives.

The DECam observing program produced on average one 1-second exposure for each of the 30 fields each night. This sub-optimal exposure depth and cadence was necessitated by the oversubscription of DECam and the desire to test the instrument performance in unusual or extreme modes of operation during the science verification period. Most of the RR Lyrae targets are marginally detected in single exposures, but this was not sufficient to produce the traditional phase-folded light curves that provide mean-flux measurements through harmonic modeling. To recover $z$-band mean-flux magnitudes the individual epochs of each CCD were flux-scaled using relative photometric zero points measured with PSFex (Bertin 2011) and SExtractor (Bertin & Arnouts 1996), and then average combined with Swarp (Bertin et al. 2002). This procedure resulted in a mean error on the $z$-band mean-flux magnitude measurements for the final RR Lyrae sample of 0.0387 mag, which includes the errors introduced by absolute photometric calibration and the relative epoch-to-epoch flux-scaling.

3 RR LyrEaE distance measurements

Distances for the individual RR Lyrae stars are measured using the observed, extinction-corrected $V$, $I$, and $z$ magnitudes in combination with the period–magnitude relations. The method employed is similar to the simultaneous Bayesian linear regression methodology described in KB14. A significant difference is that in the present analysis the colour excess is considered part of the observed data, not

\begin{equation}
E(V - I) = (m_V - m_I) - [M_V(P) - M_I(P)]. \tag{1}
\end{equation}

The dominant source of error in the colour excess calculation is the intrinsic scatter of the period–magnitude relations. The median colour excess for the LMC RR Lyrae population is found to be 0.228 mag, with a median error of 0.093 mag. This is significantly greater than the median value of 0.11 mag (with standard deviation of 0.06 mag) found by Haschke et al. (2011). Fig. 2 is a map of the RR Lyrae colour excess and provide more description of the specific period–magnitude relations fitting procedure.

3.1 Colour excess

The $E(V - I)$ colour excess for each RR Lyrae star is derived from the observed OGLE III mean-flux magnitudes and the previously-calibrated $V$ and $I$ period–magnitude relations published in KB14. This approach is conceptually similar to that of Haschke et al. (2011), with the main difference being that the earlier study used the theoretical $V$-band metallicity–luminosity and $I$-band period–metallicity–luminosity relations of Catelan et al. (2004). In the present work, colour excess is given by the subtraction of the absolute colour (from the period–magnitude relations) from the observed colour,

\begin{equation}
E(V - I) = (m_V - m_I) - [M_V(P) - M_I(P)]. \tag{1}
\end{equation}

The band-specific extinction for each star was derived from the measured colour excess value using the extinction curve data given in Table 6 of Schlegel et al. (1998). We apply a conversion factor of 1.62 to transform $E(V - I)$ to

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Band} & \textbf{R} & \textbf{G} & \textbf{B} \\
\hline
\text{V} & 0.61 & 0.31 & 0.00 \\
\text{I} & 0.51 & 0.25 & 0.03 \\
\hline
\end{tabular}
\end{table}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure2}
\caption{Map of the LMC RR Lyrae stars coloured by colour excess value, $E(V - I)$. Median RR Lyrae colour excess value is 0.228 mag, and the median error per star is 0.093 mag.}
\end{figure}
the conventional $E(B - V)$ (see Johnson 1968, Schultz & Wiemer 1975, and Rieke & Lebofsky 1985). The corrected mean-flux magnitudes are thus given by

$$m_V = m_{V,obs} - 3.240 \times \left[ E(V-I) / 1.62 \right]$$

$$m_I = m_{I,obs} - 1.962 \times \left[ E(V-I) / 1.62 \right]$$

$$m_z = m_{z,obs} - 1.479 \times \left[ E(V-I) / 1.62 \right].$$

### 3.2 Period–magnitude relations

The $V$, $I$, and $z$ extinction-corrected mean-flux magnitudes were used to calibrate period–magnitude relations through a method similar to the Bayesian simultaneous linear regression formalism employed for 13 simultaneous fits in KB14. The primary difference in this application is that the colour excess is not fitted as a model parameter, and is instead incorporated into the likelihood (observed data). The framework easily accommodates the extra model parameters, but the augmented processing time, which goes roughly as $O(n^2)$, is unreasonable for fitting a model with 15,040 stars (compared to the calibration sample size of 134 for KB14).

Before the Bayesian MCMC fitting procedure was performed, the dataset of 17,629 stars was cleaned to reject outliers. These are most likely foreground stars or stars with poorly measured photometry resulting from crowding effects. All stars with a median absolute deviation in magnitude greater than 5$\sigma$ for any of the three wavebands were removed, and then a simple least squares linear regression was performed to fit preliminary period–magnitude relations and all stars more than $4\sigma$ from the best fitted line for any waveband’s relation were also removed. 15,040 RR Lyrae stars survived the cuts and made it into the calibration sample.

The calibration sample is composed of 11,846 RRab stars (fundamental mode pulsators, period $P_f$) and 3,194 RRc stars (first overtone pulsators, periods $P_f/3$). The RRc stars’ periods must be “fundamentalised” before deriving the period–magnitude relations. As in Dall’Ora et al. (2004), an RRc star’s fundamentalised period is given by

$$\log_{10}(P_f) = \log_{10}(P_{fo}) + 0.127.$$  

The general form of the period–magnitude relation is then

$$m_{ij} = \mu_i + M_{0,j} + \alpha_j \log_{10}(P_f/P_0) + \epsilon_{ij},$$

where $m_{ij}$ is the observed apparent, extinction-corrected mean-flux magnitude of the $i$th RR Lyrae star in the $j$th waveband, $\mu_i$ is the distance modulus for the $i$th RR Lyrae star, $M_{0,j}$ is the absolute magnitude zero point for the $j$th waveband, $\alpha_j$ is the slope in the $j$th waveband, $P_f$ is the fundamentalised period of the $i$th RR Lyrae star in days, $P_0$ is a period normalisation factor (for consistency with KB14 we use $P_0 = 0.52854$ d), and the $\epsilon_{ij}$ error terms are independent zero-mean Gaussian random deviates with variance $(\sigma^2_{\text{intrinsic}, ij} + \sigma^2_m).$

The error on the extinction-corrected mean-flux magnitudes, $\sigma_m$, was derived by propagating the error from the contributing observed apparent magnitudes and colour excess terms (see equations 2–4). The intrinsic scatter of the period–magnitude relations, $\sigma_{\text{intrinsic}, ij}$, which is added in quadrature with $\sigma_m$ to calculate the standard deviation of the likelihood, is adopted from the findings of KB14: $\sigma_{\text{intrinsic}, V} = 0.0320$, $\sigma_{\text{intrinsic}, I} = 0.0713$, and $\sigma_{\text{intrinsic}, z} = 0.1153$.

The prior distributions for $M_{0,j}$ and $\alpha_j$ were normal distributions centred at the fitted values for the $V$, $I$, and $z$ period–magnitude relations found by KB14, with standard deviations expanded to 0.2 for $M_0$ and 1.5 for $\alpha$ (to allow the MCMC traces freedom to explore a wider parameter-space). The prior variance $\lambda^2_{18.5, 0.2163^2}$, was used for all of the $\mu_i$. This standard deviation was selected to be a fractional distance error of 10 per cent ($\approx 5$ kpc), which is much larger than the depth of the LMC and significantly larger (>$2$ times) the median posterior $\sigma_m$.

To fit the model given by equation 6 ten identical MCMC traces were run, each generating 3.5 million iterations. The first 0.5 million were discarded as burn-in and the remaining 3 million were thinned by 300 to result in ten traces of 10,000 iterations each. The Gelman-Rubin convergence diagnostic, $R$ (Gelman & Rubin 1992), was computed for each posterior model parameter (3 zero points, 3 slopes, and 15,040 distance moduli) and all are found to be well-converged ($R < 1.1$).

The best fitted period–magnitude relations and a scatter plot of the RR Lyrae posterior ($M$ computed using $\mu_{V,\text{inst}}$) is presented in Fig. 3. The equations for the period–magnitude relations are

$$M_V = (0.448 \pm 0.003) - (0.999 \pm 0.038) \times \log_{10}(P_f/P_0)$$

$$M_I = (0.073 \pm 0.002) - (1.701 \pm 0.034) \times \log_{10}(P_f/P_0)$$

$$M_z = (0.483 \pm 0.002) - (1.774 \pm 0.034) \times \log_{10}(P_f/P_0).$$

These results are consistent (within 2$\sigma$) with the findings published in KB14. The new slopes are systematically lower, although the previous constraints are considerably wider. The extremely tight distributions for the posterior $M_0$ and $\alpha$ are due to the very large number of RR Lyrae stars in the calibration dataset, as compared to previous studies that have used calibration samples of a few dozen to slightly more than one hundred stars collated from the local Milky Way field RR Lyrae population.

### 4 LMC DISTANCE AND MORPHOLOGY

The individual distance moduli fitted via the Bayesian simultaneous linear regression method described in subsection 3.2 have a median error of 0.0816 mag (a fractional distance error of 3.76 per cent, or 1.89 kpc). The standard deviation of the distances is 2.2 kpc, which is a proxy for the physical extent of the LMC along the line of sight. Thus, the individual RR Lyrae distances serve as a probe of the LMC depth structure, and can be analysed as a population to reveal structure at even smaller physical scales. The following subsections present an analysis of the spatial distribution of the LMC core RR Lyrae population and the overall tilt of the LMC in the plane of the sky. Fig. 4 shows a map of the RR Lyrae stars coloured by distance, with the strip exhibiting maximum tilt outlined in blue.

#### 4.1 RR Lyrae density structure

To investigate the density structure of RR Lyrae stars in the LMC, the spherical sky coordinates (right ascension,
Morphology of LMC RR Lyrae stars

Figure 3. $V$, $I$, and $z$-band period-magnitude relations (solid lines) derived for the LMC RR Lyrae population, superimposed on scatter plots of the RR Lyrae posteriors ($M$ computed using $\mu_{\text{Post}}$). The dashed lines denote the 1σ prediction intervals for a new RR Lyrae star with known period.

Figure 4. Map of the LMC RR Lyrae stars coloured by distance. The strip outlined in blue is centred at the LMC optical centre (blue circle), and has a width of 1 kpc and a position angle of 62°. Along this strip the distance slope angle (the tilt of the LMC in the plane of the sky) is measured to be 11.84° ± 0.80°, with the eastern side (left-hand-side on the page) being closer to Earth. The red circle denotes our measured central position for the core RR Lyrae population at right ascension 79.9855° and declination −70.0697°.

Figure 5. Three-dimensional contour plot of RR Lyrae number density in the core of the LMC. The view is projected along the vector pointing away from Earth (red arrow pointing into the page). The green arrow points along the direction of increasing right ascension and the blue arrow points along the direction of increasing declination. The origin of the arrow vectors inside the density contours is at the optical centre of the LMC, at the central distance of the RR Lyrae population. Each arrow is 1 kpc in length. The contour surfaces are at RR Lyrae number densities of 200, 250, and 300 kpc⁻³.

decision, and distance from Earth) for each star were transformed into a local, LMC-centred cartesian coordinate frame. Then, the local number density was computed for each star by counting the number of neighboring stars within a sphere of $V = 1$ kpc³. This generated 15,040 local number density data points which were then interpolated onto a grid of 401 × 401 × 401 voxels in a cube of side length 6 kpc to produce the three-dimensional contour plots presented in Figs. 5, 6, and 7.

These three-dimensional plots clearly show that the core, highest-density concentration of RR Lyrae stars lies southward and somewhat westward of the optical centre. Additionally, the depth of the core appears significantly larger than its extent in right ascension or declination. The much larger individual RR Lyrae position error in depth (∼1.9 kpc vs effectively 0 for right ascension and declination) can lead to apparent elongation along that axis in these results, which must be taken into account when interpreting the plots.

A distance to the centre of the core LMC RR Lyrae population was determined by parametric resampling of the mean distance measurement for the 1,231 stars that lie within the 250 kpc⁻³ density contour. This resulting distance measurement is 50.2482 ± 0.0546 kpc ($\mu_{\text{LMC}} = 18.5056 ± 0.0024$), where the given error is statistical. Due to the 0.02 mag absolute photometric calibration of the DE-Cam $z$-band mean-flux magnitudes [which dominates over the OGLE III photometric calibration error (Udalski et al. 2008b)], an additional systematic LMC distance error of 0.4628 kpc (0.02 mag for distance modulus) is appropriate. The right ascension of the core centre was found to be 79.9855° and the declination was found to be −70.0697°.
4.2 Tilt of the LMC RR Lyrae population

The tilt angle of the LMC in the plane of the sky (derived from the depth slope) was measured by rotating 1 kpc-wide strips about the optical centre through all position angles ($0^\circ$ through $180^\circ$). The general schematic for this approach is provided in Fig. 4. All of the stars within a strip were projected onto the strip centre line to provide a consistent metric for distance along the strip, akin to radial distance from the LMC centre. Then, 1000 least squares linear regressions were performed with parametric resampling to measure the slope of the mean LMC depth along each strip. This procedure was conducted at 100 position angles to produce the results shown in Fig. 8. The maximum LMC tilt angle of $11.84^\circ \pm 0.80^\circ$ is measured at a position angle of $62^\circ$. It is also important to note that a wide plateau of tilt angle $> 8^\circ$ is observed between position angles of $40^\circ$ and $180^\circ$, quite consistent with an overall LMC position angle $\approx 110^\circ$.

The tilt angle found through this method is in significant disagreement with the much larger inclination angle values found by recent studies, $24.20^\circ$ (no error given) and $32^\circ \pm 4^\circ$ by Deb & Singh 2014 and Haschke et al. 2012, respectively. The full dataset of RR Lyrae distances found through the present work is available in the publication’s associated online data, and we encourage interested researchers to apply their favored spatial modeling technique to our data to corroborate or disprove the results of this analysis.

5 DISCUSSION AND CONCLUSIONS

We have combined the OGLE III $V$- and $I$-band LMC RR Lyrae light curve data with new $z$-band observations from DECam to measure the distance to 15,040 LMC RR Lyrae stars and simultaneously fit the $V$, $I$, and $z$ period–magnitude relations. Our primary findings are much tighter constraints on the period–magnitude relation zero points and slopes, as well as a new, precise distance measurement to the centre of the core LMC RR Lyrae population of $50.2482 \pm 0.0546$ (statistical) $\pm 0.4628$ (systematic) kpc [$\mu_{\text{LMC}} = 18.5056 \pm 0.0024$ (statistical) $\pm 0.02$ (systematic)]. This finding is statistically consistent with and four times more precise than the canonical value determined by de Grijs et al. (2014) through a meta-analysis of 233 separate LMC distance determinations published between 1990 and 2013.

We additionally provide three-dimensional contour plots of the RR Lyrae number density distribution in Figs. 5, 6, and 7 which aide in visualising the location of the centre of the RR Lyrae population with respect to the LMC optical centre and the tilt of the LMC in the plane of the sky (particularly apparent in Fig. 7). We conducted an analysis to measure the tilt angle of the LMC in the plane of the sky and found the maximum tilt to be $11.84^\circ \pm 0.80^\circ$ at a position angle of $62^\circ$.

The full dataset of 15,040 RR Lyrae stars with mean-flux magnitude measurements in $V$, $I$, and $z$, along with derived colour excess $E(V - I)$ values and fitted distances are provided in this publication’s associated online data.
encourage other researchers to conduct independent analyses of LMC RR Lyrae morphology and overall distance using our dataset.

We caution against future studies that use a singular, highly precise LMC distance measurement as the basis for calibrating distance indicators. While the centre point of the LMC can be well-defined by distances to a few thousand stars, the uncertainty to any one star is still about 3–4 per cent. Thus the distance to individual calibrators (i.e., Cepheids) in the LMC system cannot be determined as precisely as our reported distance to the core LMC RR Lyrae centre. At worst, the distance to any single member of the LMC can be inferred with error equal to the spread in the LMC depth, which we find to be 2.22 kpc.

The best way to improve RR Lyrae-based LMC distance measurements is to incorporate longer-wavelength photometry, either ground-based near-infrared or space-based mid-infrared (the latter being even more beneficial). This will enable the use of the higher-precision period–magnitude relations applicable for $\lambda > 1 \mu m$ derived in KB14. Additionally, these data would require lower extinction correction values, further reducing the error on the RR Lyrae absolute magnitudes. Finally, longer-wavelength and multi-waveband data, in combination with continued development of the MCMC sampling algorithms and augmented computational resources, can allow for simultaneous fitting of absolute magnitude and colour excess for the tens of thousands of LMC RR Lyrae stars.
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