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Abstract—Data-driven models created by machine learning (ML) have gained importance in all fields of design and engineering. They have high potential to assist decision-makers in creating novel artifacts with better performance and sustainability. However, limited generalization and the black-box nature of these models lead to limited explainability and reusability. To overcome this situation, we developed a component-based approach to create partial component models by ML. This component-based approach aligns deep learning with systems engineering (SE). The key contribution of the component-based method is that activations at interfaces between the components are interpretable engineering quantities. In this way, the hierarchical component system forms a deep neural network (DNN) that a priori integrates interpretable information for explainability of predictions. The large range of possible configurations in composing components allows the examination of novel unseen design cases outside training data. The matching of parameter ranges of components using similar probability distributions produces reusable, well-generalizing, and trustworthy models. The approach adapts the model structure to SE methods and domain knowledge. We examine the performance of the approach in the field of energy-efficient building design: First, we observed better generalization of the component-based method by analyzing prediction accuracy outside the training data. Especially for representative designs that are different in structure, we observed a much higher accuracy \(R^2 = 0.94\) compared to conventional monolithic methods \(R^2 = 0.71\). Second, we illustrate explainability by demonstrating how sensitivity information from SE and an interpretable model based on rules from low-depth decision trees serve engineering design. Third, we evaluate explainability using qualitative and quantitative methods that demonstrate the matching of preliminary knowledge and data-driven derived strategies and show correctness of activations at component interfaces compared to white-box simulation results (envelope components: \(R^2 = 0.92\)–0.99; zones: \(R^2 = 0.78\)–0.93).
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1 Introduction

1.1 Data-driven prediction in design and engineering

Data-driven models assist in complex engineering design tasks and are able to sufficiently capture these complexities. Moreover, the computational power required to create models is no longer a limiting factor. Therefore, numerous applications exist in engineering-related domains. Predicting the energy demand of buildings \([1]–[5]\) is important because data-driven models avoid the complex modeling and high computational load required for thermal simulations. These data-driven models are used as surrogates for simulations in designing sustainable buildings \([6], [7]\). Following the same pattern, surrogate models for structural design and engineering have been created \([8]\). Extreme learning with reduced training effort has been established for dynamic systems \([9]–[11]\). Data-driven modeling has been established to predict flows in fluid dynamics \([12]\). Furthermore, deep learning methods have been applied in operations research and systems engineering for control and decision problems, including the analysis of dynamic systems \([13]\).

An energy-efficient building domain with a dynamic complex thermal system serves as an exemplary domain, representing schemes analogous to other domains of design and engineering. Designers and engineers developing high-performance solutions for such systems require real-time feedback in a process called design space exploration (DSE) to understand how to improve a given design configuration \([14]\). This exploration process includes variation in design configuration as a key technique for answering what-if questions. Because this process requires the analysis of many variants to obtain this information, the use of physical simulations causes significant modeling and computation loads. This load is substantial for real-time applications when a physical simulation is used, which limits the exploration process. This opens up opportunities for design optimization, as demonstrated in the context of green building design \([15], [16]\). It not only requires the evaluation of many variants and states but also building energy classification, clustering, and retrofit strategy development \([17], [18]\) as well as control and management problems \([19]–[21]\). In this situation, data-driven modeling trained on either simulation results or real data
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collected from existing artifacts is an interesting alternative to physical simulations.

### 1.2 Limitation of conventional machine learning (ML) and contribution of component-based machine learning (CBML)

However, there are two major limitations of the application of current data-driven approaches in engineering design.

1. **Generalization:** Data-driven models are reliable only within the distribution of the training dataset and often show limited generalization. Techniques such as regularization and hyperparameter tuning have been developed to improve model generalization [22]. However, owing to the nature of design and engineering, creating novel artifacts requires robust models with reliable and guaranteed generalization. Decision-makers need to be sure that the models will predict correctly in unseen cases that differ from the training data. Most application cases mentioned above vary the parameters without changing the model structure, an approach that we call the monolithic model. This parametric monolithic approach allows the treatment of generalization as a statistic of the input parameters that identify the model boundaries. However, a pure parametric model is also significantly limited in generalization, because novel design cases frequently have different structures that cannot be covered with parametric changes; consequently, the adaptation of the features of the data-driven model remains incomplete, leading to inaccurate predictions. A slight mitigation uses characteristic numbers instead of the direct use of design parameters [23], —a best practice that serves as a benchmark in Section 3.

2. **Explainability:** Furthermore, designers and engineers need insights into how the models predict plausibility, approve and justify results, and gain an understanding of the behavior of the design configuration and the nature of the design space. This requires the explainability of artificial intelligence (XAI), particularly for data-driven models applied in engineering design. To address the shortcomings of the black-box character of such models, considerable research has been conducted to develop XAI [24]–[26]. On the one hand, there is a limited set of interpretable models, also known as white-box models, whose elements humans can read directly, in contrast to the explainability of predictions, because readable terms need to be constructed using additional methods [27]. This is also called model-based interpretability, in contrast to post hoc methods [28]. Direct readability relies on connecting model elements with semantics or meaning and allows for a direct understanding. Linear regression is an old technique used in data-driven models with direct interpretability [29]. Such methods have high potential in engineering because their terms are meaningful to engineers when applied to improve designs, as shown in the energy domain [30], [31]. However, a huge set of post-hoc methods adds explainability to the predictions of ML black-box models. Such XAI methods include visualizations, model simplifications, text explanations, local explanations, feature relevance, and explanations by example [24]. Local interpretable model-agnostic explanations (LIME), which constructs local explanations and SHapley Additive exPlanations (SHAP), which shows feature relevance based on game theory, are two important post hoc methods that have also been transferred to data-driven energy models in several cases [32], [33]. Furthermore, conventional engineering methods such as sensitivity analysis (SA) help explain the predictions of data-driven models [34]. All these methods focus on—and this is a current gap between data-driven models and engineering—the relevance of input features in predicting the output. However, the intermediate steps required to derive the output were not revealed. In a monolithic network, understanding the intermediate steps involves examining the activation of the hidden layers. Our experiments on energy efficiency and those of others have shown that directly accessing activations in conventional deep neural networks (DNNs), as well as using SHAP, deliver only limited explainability [35]–[37]. For instance, in energy-efficient building design, even if relevant features are discovered, detailed information about heat flows over time allows engineers to understand what causes the heating or cooling demand to be unavailable by the methods described above. Therefore, direct model interpretability, that is, the readability of model content by humans, is of vital interest.

**Contribution of CBML:** In contrast to monolithic models, we developed component-based machine learning (CBML), a method that comprises a model architecture for individual prediction following a systems engineering approach. In contrast to the existing systems engineering integrations of ML [38]–[41]. CBML does not use a monolithic model but breaks the data-driven model down to the design components. Ontologies provide a background for such system decomposition, such as existing schemes [42]–[45], which have been combined with ML, especially in the energy context [46], [47]; however, data-driven models have not yet been organized according to ontologies.

As a consequence of this system decomposition, modeling aligned with the design case allows for a far broader range of configurations, providing much better generalization, that is, higher accuracy in design cases that are less similar to the training data, as demonstrated in Section 3. Using pretrained component models in new contexts and thus modifying the model architecture, CBML has some parallels with transfer learning (TL) [48], [49]; in the case of artificial neural networks, the model forms a DNN. However, in contrast to
layers being reused in TL, the interfaces between components have engineering quantities with units, and therefore provide interpretable information. This information enables natural interpretability and understanding by designers and engineers and therefore supports the explainability of predictions. In the case of a DNN, the network activations are interpretable as engineering quantities at the component interfaces. In Section 4, we demonstrate these benefits in terms of explainability and evaluation techniques [50], [51] to further understand the design space.

The first publication of CBML in 2018 provided a proof of concept [52]. In the following years, we used this method in the context of research on multi-level-of-detail modeling [53] to predict the yearly totals of energy consumption and to examine information requirements under uncertainty [36], [54]. We examined time series predictions and their robustness against sparse data [55]. The remainder of this paper reviews the generalization capabilities and focuses on the explainability potential of this method. Section 2 explains the CBML approach in detail in the context of systems engineering. We review the different aspects of its generalization capabilities and summarize the results of our work in Section 3. In Section 4, as the main contribution of this study, we address the gap in XAI for engineering, which consists of nontransparent unitless numbers caused by the black-box character of many models derived by machine learning. We explore the potential of engineering quantities with units at the component interfaces. This includes not only the introduction of different concepts and methods to understand individual prediction, but also the general behavior of the design with its inherent design space to be explored to support the engineering decision process. Finally, we evaluate explainability using standard methods from the XAI domain.

2 CBML methodology and its evaluation

To improve both the generalizability and explainability, we developed a component-based approach that aligns data-driven modeling with design and engineering. We created data-driven models for design and engineering processes following a systems engineering paradigm described in [56]. Decomposition according to this paradigm using system components with input and output parameters forming the interfaces between the components is the key element of CBML, and the above-mentioned ontologies serve as the background for decomposition. This approach provides a basis for engineering the interpretability and reusability of components, leading to broad generalization. Furthermore, it makes data-driven models accessible to existing system analysis methods such as those compiled by Kreimeyer and Lindemann [57].

The key features of CBML are the setup and training of data-driven models at the component level and prediction at the system level, as shown in Figure 1. The result of the component training is a component set for a specific use case, for example, the prediction of the energy demand for a specific type of building. Prediction occurs by modeling the design as a system of components and running the prediction at the system level.

To construct the component models, we used artificial neural networks (ANNs) because of their high flexibility and capacity, although other ML modeling methods are also possible. The data-driven model based on ANN methods forms a DNN using the components’ composition with one particularity: In addition to the layer functions $f_i$, the component function $f_c$ includes the interfaces’ functions for scaling $v$ and inverse scaling $v^{-1}$ to provide the interpretable engineering quantities $y$, with units:

$$f_c(x) = \psi(x) = v^{-1} \left( f^n_1 \left( \ldots f^n_1 \left( f^1_i \left( v(x) \right) \right) \right) \right) \text{ with (1a)}$$

$$f_i(x) = y_i = \sum_{i=1}^{n} w^T \phi(x) + w_0; \quad \text{(1b)}$$

$$v = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}; \quad \text{(1c)}$$

$$v^{-1} \left( y_s \right) = y_{s} \left( y_{\text{max}} - y_{\text{min}} \right) + y_{\text{min}}. \quad \text{(1d)}$$

where $\psi$ is the activation function, $x$ are the input parameters, and $w$ and $w_0$ are learning parameters. The linear scaling function $v$ converts and normalizes the engineering quantities to a unitless number between 0 and 1. Inverse scaling reverses this normalization at the outgoing interface of the component to reconstruct an engineering quantity with units. Both scaling and inverse scaling were constructed during component training depending on the parameter ranges.

As a consequence of the scaling and inverse scaling, during composition of the data-driven model for prediction, shown in Equation 1a, all inputs $x$ and outputs $y$ of a component are subject to engineering units. Therefore, the activations at the interfaces between the components have units of heat flow, heating and cooling demand, and final energy consumption in W, kWh/a, or kWh/m²a in the case of energy performance prediction. Thus, a DNN is created that allows the direct interpretation of engineering quantities within the network.
During the training process, labeled training data for a supervised learning procedure were used at the component level. These data form the training set $X_c$ for each component $c$ with $n_c$ samples to connect the features $x_{c}$ with labels $y_{c}$ to act as the ground truth.

$$X_c = \{x_{c}, y_{c}\}_{c}^{n_c}$$  

(2)

Training data were collected from real-world measurements [58] and synthetic data generated by state-of-the-art dynamic simulation tools [52], [59]. Training takes place in a component-by-component supervised learning process, using the respective input and output data, as illustrated for the window and wall components in Figure 2a. Given such labeled sets, standard training processes serve to adapt the component functions, for example, by adapting the weight parameters $w$ and $w_0$ in Equation 1 using a gradient-based method.

For prediction, the components are composed to represent the design artifact in its current configuration. By connecting the inputs and outputs of the components to a system representing new designs, data-driven models can be reused for unseen configurations (Figure 2b). To illustrate the composition for prediction, Figure 3 shows two examples of partial component structures. The first structure is that used in the training data; the second deviates from the training data and allows the examination of generalization under structural variation. Aligning the component structure with digital modeling, building information modeling (BIM) [60] and industry foundation classes (IFCs) [29] facilitated the automatic generation of data-driven models. Figure 2 provides a class diagram of CBML for energy demand prediction and Figure 3 shows partial instance diagrams.

---

**Fig. 2.** Component-based machine learning (CBML). (a) Training occurs at the component level. (b) To predict new cases, the components are composed of new system configurations according to the design structure. This allows for the representation of novel unseen configurations beyond the training data based on domain knowledge. Simultaneously, it enables the matching range and probability distribution of the training data shown for exemplary parameters in the gray boxes (light dotted line: training data; thick dashed line: test data).
Formally, in prediction, the system function $f_s$ as a DNN is composed of $h$ hierarchical levels with nested component functions $f_c$ with $n_c$ components at each level:

$$f_s(x_s) = \hat{y}_s = f_c^{h,n_c} \cdots f_c^{1,n_1}(x_{s1})$$

(3)

The validation occurs at the system level. For this purpose, a labeled validation dataset $X_s$ with various $s$ structures, that is, differing component compositions, was used to examine the performance of typical system structures. This set includes the system topology as a directed acyclic graph $G_s$, which includes the components used as nodes $V_c$ and their connecting edges $E_c$. Second, it includes the parametric features $x_s$ at the system level with labels $y_s$ to act as the ground truth for validation.

$$X_s = \{G_s, x_s, y_s\}_{s=1}^{n_s} \text{ with } G_s = \{V_c, E_c\}$$

(4)

On the basis of $G_s$ and $x_s$, the matrix in Equation 3 is populated and delivers predictions $\hat{y}_s$ to be compared with the ground truth $y_s$ in the validation dataset $X_s$. This validation provides information on the overall system prediction performance of the data-driven model.

This approach, which is based on systems engineering and components, provides a much wider generalization than the monolithic approach. The structure of data is met by selecting and composing data-driven models as required to represent the design configuration. In the example, the monolithic model based on the training data shown in Figure 2a would only allow prediction for box buildings because of the structure of the data and the model, and the component-based approach allows prediction for a broad variety of design cases, as exemplified by the configurations shown in Figure 4, top. Because the components occur in similar configurations in the novel design cases and are present in the training dataset, the method avoids extrapolation, which is a serious problem for data-driven models. The gray boxes in Figures 2c-h show examples of the matching of parameter ranges and distributions as histograms. There are parameter ranges, such as the $u$-value, that determine the heat transmission through walls and windows, which can be configured directly and thus show a perfect match (Figure 2d). Many other parameters depend on previously determined parameters and predictions; therefore, no direct control is possible, but the match depends on the other parameters of the design configuration. For instance, the wall area (Figure 2c) depends on the building shape and heating and cooling loads (Figures 2f, g), and the final energy demand (Figure 2h) depends on the dynamic thermal processes determined by the component heat flows of the building envelope and zone parameters. Therefore, only an approximate match is achievable. In general, all the data showed a good match for the example, although the configurations of the training and prediction were significantly different.

This demonstrates that CBML complies with two preconditions for the use of data-driven models: (1) the structure of the model matches, that is, the parameters and their meanings coincide in training and prediction, and (2) the parameter distribution in training covers the distributions in prediction. By allowing this matching with a varying model structure, CBML delivers superior generalization with high flexibility. Appendices A and B describe the methodological details of the experimental data generation and the monolithic baseline model used as the benchmark. Appendices C and D...
describe the creation of the component-based models for single values and time series, respectively.

To summarize, the scheme to achieve this generalization consists of the extraction of training data from one case, encapsulation of component behavior as a data-driven model by ML, and application of the composition of data-driven models to novel structures. This scheme is a form of inductive TL [48] that aligns engineering reasoning to the underlying rules and, eventually, to basic physical laws as a form of domain knowledge. The matching of the structure of the domain knowledge and that of the probability distributions of features or parameters forms important conditions for the transfer [49]. The component approach provides the basis for inductive TL. We see this as a special class of inductive TL that extends data information using engineering knowledge consisting of the decomposition and recomposition of artifacts according to the paradigm of systems engineering.

Training and test datasets with different characteristics were generated to evaluate the generalization capabilities. The training process was based on the simulation results from the box building shown in Figure 2a; the details are described in Appendix A. Two test datasets with different design structures allow a realistic evaluation of the generalization capabilities. Randomly generated design footprints form the first test set (Figure 2b, Test Dataset 1). This set represents typical options in the early design phase of a building, and includes a set of shapes that are different from the box building in the training data. As a constraint on random generation, all stories of a building have the same shape, which matches many real-world buildings. The second set (Figure 2b, Test Dataset 2) is based on a designed building configuration that is more complex because not all stories have the same geometry; roofs occur at different levels, and the zone at level two is connected to the roofs and a floor slab at the top. All generated models in the training and test datasets were parametric in terms of geometry and engineering properties, which reflected the design space at an early level of preliminary design. Section 3 provides the results of the generalization capabilities.

Therefore, both test datasets contain additional complexity compared with the training data and serve to test the ML models for their ability to generalize beyond the training data. For the evaluation, the predictions of component-based ML models and a monolithic model based on state-of-the-art baseline methods were compared. Because transfer between training and test datasets is not possible based on their models’ different structures, the state-of-the-art does not use geometric parameters or zone information directly, but rather performance-characterizing numbers valid for all buildings, such as floor area, height, number of floors, and relative compactness, following the methods of Chou and Bui [23]. The use of such characteristic numbers currently delivers the best possible results for monolithic models in representing arbitrary design configurations (for details on the baseline method, see Appendix B).

To examine and demonstrate explainability, a common approach is to analyze activations and their propagation in a selected prediction case [61]. Layer-wise propagation (LRP) [62] is a method used in image classification. Similar to the DNN used in image analysis, the CBML structure forms a DNN. To evaluate the capabilities of explainability, we composed prediction models for Test Dataset 2 according to the CBML method, which includes inverse scaling by the function $r^{-1}$ at each interface and applied selected interpretation methods. First, it is straightforward to examine absolute quantities. In Section 4.1, we present the results of the interpretation of these quantities, which enables engineers and designers to understand and verify these results using domain knowledge. An alternative approach to directly examining activation is local variation according to DSE and sensitivity analysis to gain information on the reasons for prediction. We used this approach, which is a traditional engineering method for understanding model behavior and is closely related to LIME [63], [64]. It is a model-agnostic post hoc technique for explainability [24]. From an engineering perspective, a linear local model built on DSE results in a linear regression coefficient that describes sensitivity and enables the interpretation of the importance of the parameters in the model. Sensitivity analysis as described by Menberg et al. [65] serves to generate the mean absolute mean value $r^*$ of the elementary effects (EE) with an $\delta$ of 5% (for details see Appendix E). Section 4.2 provides exemplary sensitivities and explanations.

Another method for gaining insight into the reasons for the prediction is the use of local surrogate models. We used decision trees as a local surrogate model, which form a post hoc method of explainability [24]. Trees with low depths allow the extraction of rules that are understandable by engineers and provide further links to domain knowledge. Appendix F describes the methodological details of tree generation, and the results in Section 4.3 show exemplary derived rules.

Finally, we evaluated the explainability by interpreting the predictions of the CBML approach, which offers user insights and thus helps create trust. Schemes for evaluating explainability developed by [24], [50], [51], [66] serve as the background. Using the scheme of Nauta et al. [51], we first use a white-box test to evaluate information at component interfaces, examine explainability capabilities, and ensure correctness; second, we check coherence with users’ knowledge by evaluating statistics of interface values against design strategies as relevant domain knowledge. Section 4.4 shows the results of the evaluation.

### 2.1 Domain knowledge and its integration in CBML

Component-based ML aligns data-driven models with the domain knowledge. In the case used in this study, this knowledge focused on the complex dynamic thermodynamic processes between the building, its environment, and its control for a comfortable indoor environment with low energy
demand. To enable readers unfamiliar with this domain of knowledge to follow our methods, we provide a concise introduction in this paragraph. Several key factors are involved in the construction of energy-efficient buildings. First, the area and thermal insulation of the walls, windows, roof, and floor slabs, the so-called u-value in W/m²K, determine the heat flow from indoor to outdoor space. The envelope areas of these elements, which are responsible for heat loss, strongly depend on the shape of the building. Therefore, compactness, that is, the ratio of the façade area to volume, plays an important role and serves as a characteristic number. Second, the solar transmissivity of the windows, the so-called g-value, determines how much heat energy the sun irradiation generates in the building, replacing heat from the building system in winter, but causing a cooling demand in summer. Heat capacity (J/kgK) plays an important role in determining the amount of surplus heat stored in building components, thus describing the dynamic interaction between solar gains, internal gains (heat emitted by users and devices), and heating and cooling systems. Given these dynamically interacting factors, it is complex and not trivial for designers and engineers to understand the thermodynamic behavior of a given design configuration and find a solution that performs well.

The taxonomy proposed by von Rüden et al. [67] lists four entities in a prototypical ML pipeline for integrating knowledge: training data, hypothesis sets, learning algorithms, and final hypotheses. The focus of CBML is the integration of domain knowledge in the hypothesis set by radical organization of the model architecture according to domain knowledge and respective structures. In the case of the example domain, i.e., energy-efficient building design, the structure originates from the system of the building, including its services and constructions, as described in the mentioned domain ontologies. The domain-related model structure enables further connection to domain knowledge in the final hypothesis, i.e., the resulting predictions of CBML, and eventually generates explainability through interpretation, as discussed by Beckh et al. [68]. Another source of knowledge embedded in these components is the use of dynamic simulations to generate training data. By acquiring and using simulation results aligned to the component structure, the CBML incorporates the domain knowledge embedded in the complex system of the dynamic simulation model and its incorporated differential equations.

2.2 Domain characterization and method transfer

This study provides evidence for the benefits of the CBML method using energy-efficient building design as a test domain, focusing on the thermodynamic behavior of buildings and the dynamics of their heating and cooling systems. However, we expect that this method will also be applicable to other domains involving systems with similar characteristics. The following list aims to foster this transfer by explicitly describing the characteristics of the test domain.

- The test domain has partly linear or linearized and partly nonlinear ordinary or partial differential equations (ODEs/PDEs), as well as differential algebraic equations (DAEs) [69]. Simulation environments applied to these equation systems, such as the EnergyPlus software [70] used to generate data, involve solvers.
- The hierarchical nature of the system is a second characteristic of the test domain. Typically, the configuration of a building envelope determines the heating and cooling demands of the zones. Heating and cooling systems perform dynamically, depending on this demand. Organization as a data-driven system with such a unidirectional information flow cuts some of the dynamic feedback loops; however, our results show that this is less relevant than the missing adaptation to the specific design configuration enabled by the components.

Other domains dealing with systems have similar characteristics, which suggests the transferability of the method. Examples include systems in electric circuits and their respective control as well as power engineering problems with typically nonlinear ODEs and DAEs [71], multibody mechanics that involve ODEs and DAEs [72], and structural engineering and dynamics [73]. Depending on the number and importance of loops, we expect CBML to be applicable, although this has up to now not been proven.

3 Results for generalization

The quantitative results in terms of generalization tested by the set of random shapes demonstrate the higher precision of the component-based method compared to the state-of-the-art monolithic method. The deviation of the ML prediction from the simulation results, which acted as the ground truth, showed a mean absolute percentage error (MAPE) of only 3.76% and an R² of 0.99, whereas the monolithic baseline model showed a MAPE of 5.88% and an R² of 0.94 (Figure 4a). The second set of design configurations adds more complexity, similar to what is usually present in realistic design and engineering cases of buildings. Under these conditions, the advantage of the component-based method over the monolithic method significantly increases. The MAPE of the component-based method is 4.96%, and R² is 0.94, whereas the MAPE of the conventional method is 12.72%, and R² is 0.71 (Figure 4c). The monolithic model underestimates energy demand, which is problematic from a domain perspective, whereas the component-based approach does not and is more precise (Figure 4). This increase in the difference for more complex cases indicates that the components show a much better ability to generalize the typical design configurations of a domain instead of being linked to the behavior observable in the training dataset and the related case. Further experiments have shown better generalization of the CBML compared to the monolithic method [55]. We systematically reduced the number of available training samples and observed a decrease in the accuracy by tracking the test error. The results shown in Figure 5 prove a slower drop with increasing sparseness of
data for CBML compared to monolithic modeling. This observation provides evidence of robustness in the case of sparse data and demonstrates the ability of CBML to generalize better.

4 Results for explainability

Using the derived data-driven model and the representative case based on Test Dataset 2 (Figures 4c, d), we demonstrate different explainability approaches enabled by component-based ML. The first subsection addresses the intrinsic explainability offered directly by interpreting the component interfaces in the system of the data-driven model. The second subsection deals with sensitivity analysis as a form of engineering interpretation of DSE locally around an interesting configuration, which is the representative case shown in Figure 4d. The third subsection presents a decision tree as an interpretable surrogate model based on local DSE data, and derives engineering rules that match the domain knowledge of design and engineering. In the final subsection, conclusions regarding the explainability of these models are evaluated against domain knowledge.

4.1 Engineering insights in component systems

Figure 6 shows exemplary predictions at the interfaces to illustrate how the CBML model offers engineering insights that allow for explainability. The first examples are the predictions of the yearly averages and totals (6a, e, h) and time series (6b, f) for wall heat flows, zone cooling loads, and energy use intensity (EUI). The yearly numbers allow designers and engineers to identify parts of a building that cause high energy demand. For instance, the time series predictions (6b) show specific dynamic behavior, allowing for an understanding of high demand, such as the heat flowing through the east walls of the representative test case building. In July, the morning sun heats the wall, causing peaks in each of the daily flows, for example, indicating the potential of thermal energy usage, whereas the medium-level flows show conduction of heat from the outside air to the indoor space, causing cooling loads. Negative values indicate heat rejection through the walls at night, which reduces cooling loads. Furthermore, the dynamic behavior of the cooling systems and total demand (6f, i) show profiles caused by the interaction of occupancy and the system, such as internal gains and system shutdowns on weekends. In cooling loads (6f), the consequent high peak after the weekend compared to the Friday before the weekend is predicted correctly; this is usually caused by the heating-up the building while the cooling system is turned off over the weekend.

We emphasize that this information is obtained from interpretable internal activations of a DNN formed by the component system. Although this is purely activation of a DNN prediction, interpretation of this information provides explainability that allows domain experts to understand processes, check results for plausibility, and evaluate and modify the current design to anticipate improved behavior.

Furthermore, rather than using only one configuration, comparing and analyzing multiple configurations, such as given by sensitivities (Figures 6b, f, i) and decision trees (Figure 6d), provides further information for DSE. Subsection 4.2 demonstrates sensitivities in detail and Subsection 4.3 deals with trees and derived rules.

![Fig. 4. Prediction accuracy of test cases based on the ML components to evaluate generalization compared with state-of-the-art monolithic ML models.](image)

(a), (b): Comparison of randomly generated shapes with all stories having the same geometry as in the training data; (c), (d): more complex design configurations varied by engineering and geometry parameters. This configuration differed from the training data for a roof at the intermediate level.

![Fig. 5. Robustness against sparse data. CBML exhibits significantly higher robustness against data sparseness, providing evidence of its generalization capabilities [55].](image)
4.2 Local model explanation by sensitivity analysis

Figure 7 shows the selected sensitivities for a representative test case. First, the matrix shows high sensitivity of the south wall and window heat flow to the length and height of the building. A change of these parameters from ±5% leads to about 100 W\text{avg} additional heat loss but about 300 W\text{avg} additional heat gains through the windows (Figure 7a). This tells domain experts that south windows are worth considering for heat gains and energy savings. However, to understand the actual potential, it is necessary to determine whether these heat gains occur in the summer or winter. The g-value, also called the solar heat gain coefficient, provides an answer (Figure 7b): a change in the g-value increases the heat gain by 400 W\text{avg}, reduces the heating load by 380 W\text{avg} and the total operational energy by 250 kWh/a, and increases the cooling load by 370 W\text{avg}. These observations indicate that heat gains support the heating system in winter and that external shading is a good option in summer. This exemplary interpretation of the behavior of the south windows in the representative case shows how such information provides insights and helps domain experts draw conclusions for design development. In addition to direct engineering reasoning, sensitivity is a means of determining the design parameters that are important. In early design phases, they provide an indicator of which decisions should be made early to reduce the uncertainty in predictions, and thus offer potential in guiding decision-makers through the process [54].

The component-based structure of the model and the calculation of sensitivities make system analysis and complexity metrics available [57]. This connects data-driven models to the design structure matrix (DSM) approach, which deals with the structure of design artifacts, processes, and teams and aims at optimal management of dependencies [74]. As an example of such a technique, Figure 9 shows the sensitivity matrix of the key variables and main internal parameters, extending the information shown in Figure 7. Analyzing the matrix reveals clusters, such as strong geometric dependencies at the top of the matrix, the window g-value and u-value discussed previously, a cluster of operations linking office hours, heat gain of equipment and light and occupancy to loads, and energy demand (last four rows and columns of the matrix). This directs decision-makers to parameter groups that need to be considered simultaneously.

Moreover, summing the columns and rows in the matrix provides activity and passivity, which are two common metrics of system variables [57]. Activity (Figure 9b) indicates the variables that have a high potential to control the system. In this example, the matrix indicates the important role of the building geometry. The passivity (Figure 9c) reveals parameters that have strong reactions and thus strongly depend on the configuration of the system. Among these parameters, the cooling load is striking, which means that the system in its current configuration is relatively sensitive to cooling loads, and there is a high potential to improve the performance by looking at this parameter and its influencers.

In summary, the calculation of sensitivity as a means of understanding dependencies provides valuable information on the structure of a system. This information provides decision-makers with an understanding of the key parameters for controlling the system performance and prioritizing parameters. The use of data-driven models and CBML allows for quick calculation of such information. Furthermore, this information provides a plausibility check in terms of engineering by comparing dependencies with domain knowledge.

4.3 Rules from local decision trees

DSE data, local models, and the derivation of rules can provide further information on the system characteristics. Figure 8 shows a tree as a local model for the behavior of different window options of the representative building and provides design rules related to the current configuration to control the heat and radiation passing through the windows. Examining split points allows for the derivation of what-if rules, as examined in [75]. The initial split for the configuration is the size of the windows (Figure 8a), indicating to the decision-maker that small windows require different strategies than large ones. The next two split points (b) identify window orientation as the second most important criterion. Focusing on the south windows following the orange prediction path, the area and g-value, which describe the solar heat gain of the windows, are the key variables for controlling the heat flow at the next levels (c, d). In contrast, east window splitting also includes the u-value, which points to the importance of heat conduction for this orientation. The final prediction (e) shows that orientation and g-value are the guiding variables for the performance of the south windows, indicating that designers should pay attention to these variables at south façades. Furthermore, the upper half of the scatter plots (a, b) indicate that the area and orientation have the highest influence. In particular, increasing area and solar incidence maximizes solar gains and directs designers toward passive solar building designs [76]. Manual studies and extensive sampling of similar climates based on energy simulations performed in other studies confirm the importance of these variables [54], [77].
Fig. 6. Accessing interpretable information at component interfaces enables explainability of predictions of a CBML model. Accessing activations as engineering quantities with units between components provides numerous engineering insights. The analysis of flows in averages and totals (a) (e) (h) and time series (orange dashed box indicates the weekend) (b) (f) (i); sensitivities (c) (g) (j) and extracted rules based on decision trees (d) provide engineering insights. Humans can interpret the results and understand the behavior of the artifacts.

Fig. 7. Selected sensitivities of the representative test case. These sensitivities provide domain experts with information to identify the important variables of the design configuration. (a) A high sensitivity to geometry and higher gains than losses through the south window are visible. (b) The thermal transmittance of the walls and windows (u-value) mainly influences heat losses. (c) The examination of the g-value allows us to understand whether gains occur in summer or winter in terms of heating or cooling demand. (d) Overall, geometry changes govern the influence on heating and cooling demand as well as total operational energy, followed by the g-value of the windows.
Based on the rules of the tree and underlying data, the application of regression is a method for deriving local engineering equations. For instance, a linear regression for the heat flow through large south windows depending on the area and g-value (Figure 8f) allows decision-makers to not only derive rules from the tree, but also quantitatively assess the effect of changing window size and solar transmittance on the gains and losses.

Second, we tested whether the information derived from the interfaces matched domain knowledge, as described in Section 2.1 and observed in Sections 4.1–4.3. By examining the interfaces for low-energy designs (EUI < 60 kWh/m²a) versus all designs, we derived the statistical distributions at the interfaces, as shown in Figure 11. Interpretation of the distributions in the figure captions corresponds to domain knowledge. In summary, the strategy of large window glazing allowing the sun to enter the building and shading for the summer is related to the classical design strategy called passive solar building design, which is well known in energy-efficient architecture [76]. This demonstrates that the use of direct engineering quantities in the activations at the interfaces connects data-driven modeling to user reasoning, coheres with domain knowledge, and provides explainability. Finally, by covering the entire design space of the representative test case, both tests achieve completeness according to the scheme of Nauta et al. [51]. Finally, the presentation of simple engineering quantities delivers a compactness that matches the user context.

Fig. 8. Decision tree forming a local surrogate model for the south windows. Areas (a) and (b) represent the most important split points. The splitting below (c, d) depends on these variables, revealing the specific rules for designing windows, including the u- and g-values. This provides strategic information for the current design (e), for example, delivered as a local surrogate model (f).
Fig. 9. The sensitivity matrix shows dependencies between key design variables and internal parameters. (a) Per-column zero-preserving standardized sensitivities based on linear regression coefficients show individual dependencies between design variables and internal parameters. (b) The sum of absolute sensitivities determines the extent to which a variable controls the outcome. (c) Passivity determines the extent to which a parameter is controlled by the variables.

4.4 Evaluation of explainability

The evaluation contains two tests according to [51]: a white-box test and matching with domain knowledge. First, the white-box test shown in Figure 10 compares the data-driven predictions and physical simulation results of the heat flows and zone loads as internal explanations. A good match with the simulation data proves the reliability of the internal interface information of the data-driven model. Reliability allows designers and engineers to use such numbers, for example, to explain the high or low energy consumption of a design variant and point to the causes of high local demand. Thus, the correctness of the interface information is highly relevant for explainability and trust in the predictions of data-driven models.

Fig. 10. White-box test comparing quantities at component interfaces. The matching of the predicted values with the ground truth at the component interfaces within the component system is a white-box validation.

5 Discussion and conclusions

A component-based approach to machine learning offers benefits in systems design and engineering contexts. We demonstrated that CBML provides significantly better generalization than conventional monolithic methods by exploiting domain knowledge in the form of structures. Creating data-driven models following the decomposition schemes of the domain allows for embedding this knowledge and represents a comprehensive range of configurations compared with conventional monolithic data-driven models limited to parametric variation. Recurring components are key to predicting configurations whose structures are not included in the training data; this approach enables a broader prediction context and leads to higher accuracy. In particular, the two
different test cases, the randomly created ones and those intentionally equipped with more complexity, demonstrate higher generalization capabilities ($R^2$ of 0.94 instead of 0.71 for the feature-engineered conventional monolithic model).

Additionally, by matching the similarity in the data structure and the probability distribution of the parameters at the component level, as shown in Figure 2, predictions for novel design configurations that differ significantly in structure become possible. In particular, a more complex, manually designed representative case demonstrates that good generalization is possible when adding more complexity to a different design structure. Reliability in extended design space is an advantageous characteristic of the CBML method. The benefit has been proven for the energy-efficient building design domain; evaluation in other domains is part of future research. Based on the similarity of the domain characteristics described in Section 2.2 we expect good transferability, which needs to be proven in future research.

The second advantage of a component-based structure is its potential to explain predictions. A data-driven multi-component model is equivalent to a DNN. The connection of components and their ANN layers with scaling and pooling functions sets up a deep network whose activations are interpretable as engineering quantities at the component interfaces, as shown in Figure 3. This enables a direct understanding of the parameters within the model, and thus, the internal processes of the engineering artifact, as demonstrated for key quantities and flow time series in energy-efficient building design. State-of-the-art approaches of explainability either focus on analyzing input parameters and delivered output, such as the popular LIME and SHAP methods, or they analyze internal activations of data-driven models, which is, however, not reliable and only delivers qualitative information. Compared with this state-of-the-art method, CBML by design offers reliable explainability by interpreting internal DNN activations, and thus, direct quantitative interpretability of the interim steps. For design activities, this direct access is highly relevant for answering what-if questions to understand the behavior of the design artifact and modify its structure. Information derived from local sampling, such as the sensitivities and decision trees, allows us to answer such questions for specific configurations. Sensitivity provides valuable quantitative information regarding parameter changes, directing designers and engineers toward solutions that perform well. Simple trees generated for the local sampling data reveal design rules that align with a specific case. Such rules form a bridge to conventional human design and engineering knowledge, and enhance it by offering quantitative case-related support. The applicability to the case and precise configuration require detailed examination. Hence, the use of data-driven models has a high potential to assist in quantitative reasoning. The component-based approach provides generalization and explainability of such reasoning in engineering design.

Fig. 11. Parameter distributions of low-energy designs versus regular designs for the representative case exemplify reasonable engineering interpretability at the component interfaces: (a): The orange graphs (dashed line) show energy-efficient designs with an energy use intensity (EUI) lower than 55 kWh/m²a, whereas the blue (solid line) shows the complete design space. (b, c): Slightly higher cooling loads with more insulation allow for significantly lower heating loads, matching the typical behavior of low-energy buildings. (d, e, f): This is achieved by relative high heat gains by larger windows with a high g-value on the one hand. (g, h): On the other hand, heat losses of some parts are reduced, such as the roof and infiltration of air through the envelope. (i): For ground-floor heat flow, two strategies are visible: insulation, which reduces heat losses in winter, or less insulation, which allows the building to reject heat in summer to reduce cooling loads. (j): Wall heat flows increase counterintuitively by reducing insulation. However, this is also a means of rejecting heat in summer, thus reducing cooling loads.
The decomposability determines the applicability of a component-based method. If it is possible to break down a model of an artifact into interacting parts, the application of this method is possible. Such an approach is widespread in engineering design—formalized by the methods of systems engineering—and there is high potential for the application and integration of data-driven models with respective design activities in fields other than energy-efficient building design. Furthermore, it is important for the models to include iterative loops. Dynamic simulations usually solve the thermodynamic behavior of buildings. By using a purely hierarchical structure without any iterations, we demonstrate that it is possible to embed such dynamic behavior in a data-driven model without any iterations. The learning was able to capture the dynamic behavior implicitly, without the need for iteration; for example, behavior caused by the storage of heat in building components that is transferred to indoor spaces. This demonstrates the equivalence of the data-driven models to the iterative solutions of the respective differential equations.

In summary, according to the paradigm of systems engineering, the decomposability of an engineering design using interconnected components characterizes the applicability of component-based data-driven modeling. The advantages of generalization and explainability of the method are vital for data-driven methods to form a surrogate to replace simulations in design and engineering. One the one hand, reduced model effort and fast computation are key to developing intelligent assistance that supports designers and engineers in decision-making with valuable information to achieve more sustainable artifacts. On the other hand, interpretability is a valuable basis for explainable, trustworthy, and responsible applications of machine learning and data-driven methods in engineering design.
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Appendix

9.1 Appendix A: Data Generation Using Dynamic Energy Simulation

ML model training and testing requires a large amount of training data covering different design configurations. As it is difficult to collect such examples from real buildings, a common approach is to develop and validate a dynamic simulation model and to use it to generate synthetic data. We developed an EnergyPlus (EP) [70] simulation model for an existing office building in Munich and validated this model against data measured for two years. The building’s parameters are listed in Table 1 and floor plan is shown in Figure 12. The simulation model as been validated by comparison with the measurement from an existing building that is covered by the data: The measured total of heating and cooling energy demand is 43.97 MWhe/a whereas the simulated value is 43.98 MWhe/a. The simulated lighting energy demand is 21 MWhe/a, for which the real data is not available. The total energy demand corresponds to 54.6 kWh/m²a. The simulation model and measured data is available on Mendeley datasets [78].

Representative key design parameters and their ranges have been selected to generate data covering design configurations. In this selection previous studies and relevant German standards served as reference [79]–[81]. The parameters used in this article are shown in Table 2. These parameters are selected based on their relevance for the design activity at the early design stage as known from previous examination [54].

The design parameters are sampled using Sobol scheme to generate 1000 random samples for training data. For each sample, an EP model is created and simulated. Simulation results collected as training data include average and totals as well as time-series for heat flows, loads, and energy consumption. The training data consists of box-shaped building samples (Fig. 1a), while the test dataset consists of random shapes (Fig. 1b, Test Dataset 1) and a manually designed representative shape (Fig. 1b, Test Dataset 2). Latin hypercube sampling is used to generate 300 random samples for the test dataset. Additional 300 samples are generated for the representative case. The design cases of the test and representative dataset are more complex than the training dataset. This allows for testing the generalizability of CBML approach on complex design cases.
Table 1  Parameters of the simulation model for the real building

| Parameters             | Unit | Value |
|------------------------|------|-------|
| Floor-to-floor Height  | M    | 3.25  |
| Number of floors       |      | 3     |
| u-value (Wall)         |       | 0.18  |
| u-value (Ground Floor) | W/m²K| 0.19  |
| u-value (Roof)         |       | 0.15  |
| u-value (Window)       |       | 0.87  |
| g-value                |       | 0.35  |
| Heat Capacity (Slab)   | J/kgK| 800   |
| Permeability           | m³/m²h| 6     |
| Internal Mass          | kJ/m²K| 120   |
| Operating Hours        | H     | 11    |
| Occupant Load          | m²/Person| 24   |
| Light Heat Load        | W/m²  | 6     |
| Equipment Heat Load    |       | 12    |
| Heating COP            |       | 2.8   |
| Cooling COP            |       | 3.6   |
| Boiler Efficiency      |       | 0.95  |

Fig. 12. Comparison of simulated and actual energy consumption. (a) building floor plan (zoning model). (b) measured and simulated heating & cooling energy requirements.

9.2 Appendix B: Monolithic Baseline Experiment

Previously, researchers have proposed monolithic approaches to develop ML-based energy prediction model for different building shapes. This approach uses the parametric building characteristics such as area, u-values, window-to-wall ratios (WWR) etc. and shape factor or relative compactness to represent the shape characteristics. This additional feature represents the volume to façade surface ratio of the building. Using this approach, this study develops a monolithic ML model as baseline model representing best practice of data-driven modeling. The details of input features are provided in Table 3.

Table 2  Parameters and their ranges for training and test datasets

| Parameter             | Unit       | Min  | Max  |
|-----------------------|------------|------|------|
| Length/Width ¹       | m          | 12   | 30   |
| Ground Floor Area ²   | m²         | 250  | 800  |
| Height               | m          | 3    | 4    |
| Orientation          | Degrees    | 0    | 90   |
| Number of Floors     |            | 2    | 5    |
| u-value (Wall)        | W/m²K      | 0.15 | 0.25 |
| u-value (Ground Floor)| W/m²K      | 0.15 | 0.25 |
| u-value (Roof)        | W/m²K      | 0.15 | 0.25 |
| u-value (Internal Floor)| W/m²K    | 0.4  | 0.6  |
| u-value (Windows)     | W/m²K      | 0.7  | 1.0  |
| g-value (Windows)     |            | 0.3  | 0.6  |
| Heat Capacity (Slab)  | J/m³K      | 60   | 120  |
| Internal Mass Heat Capacity | kJ/m²K |          | |
| Permeability          | m³/m²h     | 6    | 9    |
| WWR                   |            | 0.1  | 0.5  |
| Boiler Efficiency     |            | 0.92 | 0.98 |
| Heating COP           |            | 2.5  | 4.5  |
| Cooling COP           |            | 2.5  | 4.5  |
| Operating Hours       | h          | 10   | 12   |
| Light Heat Gain       | W/m²      | 6    | 10   |
| Equipment Heat Gain   | W/m²      | 10   | 14   |
| Occupancy             | Person/m² | 16   | 24   |

¹ Length and Width box-shaped and representative building cases
² Ground Floor Area for random shapes buildings
³ Window-to-wall ratio (WWR) varies independently in each direction

The baseline monolithic ML model is trained as simple artificial neural network with one input layer, one hidden layer, and one output layer. This study uses L2 regularization and early stopping to prevent overfitting. 20% of the training samples have been used to tune hyperparameters. After a few initial runs, the learning rate has been fixed 0.001, the batch size as one-fifth of the training dataset, activation function as rectified linear unit. A total of sixteen combinations of hyperparameters (four values for number of neurons and four values for the value of regularization coefficient) have been tried and the model with the least validation loss has been kept for further research. Table 3 shows the details of hyperparameters, used for training the monolithic ML model.
The hidden layer have been tested. The best model with the least of coefficients for regularization and the number of neurons in stopping to prevent overfitting. Sixteen different combinations unit (ReLU). The model uses both L2 regularization and early training dataset, and activation function to rectified linear the learning rate has been fixed to 0.001, batch size to one-fifth training data is kept as validation dataset. After few trial runs, and one output layer. During component training, 20% of the training dataset, and activation function to rectified linear

Table 3 Input and output of monolithic ML model serving as best-practice baseline

| Input                          | Output                                      |
|-------------------------------|---------------------------------------------|
| Floor Area (m²)               | WWR [North, East, West, South] (-)          |
| Height (m)                    | Operating Hours (h)                         |
| Number of Floors (-)          | Light Heat Gain                             |
| Relative                      | (W/m²)                                      |
| Compactness (m²/m²)           | Equipment Heat                              |
| u-value [Wall, Ground Floor, Roof, Windows] | Occupancy (W/m²)                            |
| g-Value (-)                   | Boiler Efficiency (-)                       |
| Permeability (m³/m²/h)        | Performance                                 |
| Internal Mass (J/m²/K)        | [Heating]                                   |
| [Cooling] (-)                 |                                             |

Table 4 Details of hyperparameters used for training ML components

| Hyperparameter          | Values                                      |
|-------------------------|---------------------------------------------|
| Number of Neurons       | 200, 400, 600, 800                          |
| Regularization Coefficient | 0.0003, 0.0001, 0.000003, 0.00001          |
| Learning Rate           | 0.001                                       |
| Batch Size              | One-fifth of sample size                    |
| Activation              | Rectified Linear Unit (ReLU)                |

9.3 Appendix C: Component-Model Generation

In this approach of CBML, nine ML components are arranged in hierarchical order to predict building energy demand by use of ML for regression. The first level contains five ML components that predict heat flows, corresponding to elements and properties of the building envelope, i.e., wall, window, floor, roof, and infiltration. The second level contains three ML components that predict zone loads related to heating, cooling, and lighting. Finally, the third level has one ML component related to building systems and their properties (heating, cooling and electric) to predict building final energy demand. The input for each ML component is mentioned in Table 5.

Each ML component has a typical artificial neural network (ANN) architecture. There is one input layer, one hidden layer, and one output layer. During component training, 20% of the training data is kept as validation dataset. After few trial runs, the learning rate has been fixed to 0.001, batch size to one-fifth of the training dataset, and activation function to rectified linear unit (ReLU). The model uses both L2 regularization and early stopping to prevent overfitting. Sixteen different combinations of coefficients for regularization and the number of neurons in the hidden layer have been tested. The best model with the least validation error has been retained for further research.

Table 5 Input and output of the ML components

| ML Component | Input                              | Output                              |
|--------------|------------------------------------|-------------------------------------|
| Wall         | Area (m²), orientation (°), u-value (W/m²K) | Heat Flow (W)                      |
| Window       | Area (m²), orientation (°), u-value (W/m²K), g-value (-) |                                   |
| Floor/ roof  | Area (m²), u-value (W/m²kK), heat capacity (l/kgK) |                                   |
| Infiltration | Area (m²), height (m), permeability (m³/m²/h), heat capacity (l/kgK) |                                   |
| Zone heating/cooling load | Area (m²), [wall/window/floor/roof/infiltration], heat flow (W), Internal Mass Heat Capacity (kJ/m²K), [light/equipment], heat gain (W/m²), operating hours (h), occupancy (Person/m²) | Heating/cooling Load (W) |
| Zone lighting load | Area (m²), light heat gain (W/m²), operating hours (h), window area (m²), g-value (-) | Lighting Load (W) |
| Building energy demand | Boiler efficiency (-), [heating/cooling] COP (-), [heating/cooling/lighting] load (W/m²) | Annual Energy Demand (kJ/h) |

9.4 Appendix D: Component-Model Generation for Time-Series Predictions

For time series predictors, a component also following the previously used ML-for-regression scheme has been trained and tested with an altered input/output data structure in an additional study [82]. In the data generation process, heat flow, load and energy consumption include the extra dimension time. Furthermore, time series information on the climate is included in training. Feature engineering served to extract and strengthen the periodic characteristics for the model: In our approach, timestamp formatting (year, month, week, day, day of the week, week of the month, hour, etc. plus Boolean value “is weekday”) has been applied. Another important aspect for the time series prediction is autocorrelation. Feature engineering techniques for shifting, lagging, and window averaging are usually combined in time series data related regression or prediction tasks. In practice, for autocorrelation, input features from \( n \) previous states have been used in training phase. Depending on different periodic characteristics, \( n \) is set to 3 to 7 days or 12 to 24 hours.

Essentially, the time-series predictor is a regression model, too. The regression algorithm itself has no special requirement on tailoring to fit time series. For the balance of accuracy, difficulty of implementation and interpretability, we used the ensemble method Gradient Boosting Decision Tree (GBDT), which is developed following the concept of boosting [83]. In our implementation, LightGBM [84] using an open-source
python library implementation [85] is chosen to fit the regression task.

9.5 Appendix E: Sensitivity

The case representing a typical design situation has served to perform local sensitivity analysis according to Menberg et al. [65]. Its parameters are listed in Table 6. A variation $\Delta_i$ of $\pm 5\%$ per design parameter has been considered to calculate local sensitivities absolute means $\mu^*$ of the Elementary Effects (EE). The sensitivities means are calculated per flow for each variable in $x$. They have the same units as component outputs, i.e. $W_{avg}$, $W$, and $kWh/m^2a$.

| Parameter                               | Unit     | Mean   |
|-----------------------------------------|----------|--------|
| Length/Width                            | m        | 27.5   |
| Height                                  | m        | 3.5    |
| Orientation                             | Degrees  | 22.5   |
| Number of Floors                        | -        | 4      |
| u-value (Wall)                          | W/m²K    | 0.2    |
| u-value (Ground Floor)                  | W/m²K    | 0.2    |
| u-value (Roof)                          | W/m²K    | 0.2    |
| u-value (Internal Floor)                | W/m²K    | 0.5    |
| u-value (Windows)                       | W/m²K    | 0.85   |
| g-Value (Windows)                       |          | 0.45   |
| Heat Capacity (Slab)                    | J/m²K    | 900    |
| Internal Mass                           | kJ/m²K   | 90     |
| Permeability                            | m³/m²h   | 7.5    |
| WWR¹                                   | -        | 0.3    |
| Boiler Efficiency                       |          | 0.95   |
| Heating COP                             | -        | 3.5    |
| Cooling COP                             | -        | 3.5    |
| Operating Hours                         | h        | 11     |
| Light Heat Gain                         | W/m²     | 8      |
| Equipment Heat Gain                     | W/m²     | 12     |
| Occupancy                               | Person/m²| 20     |

9.6 Appendix F: Decision Trees

For the local explanation modelling, we chose classification and regression trees (CART) [86] as the surrogate model and visualized the tree nodes with data distributions. As a machine learning model based upon binary trees, the decision tree naturally offers a straightforward interpretation and rule extraction structure for model interpretation. The training captures the relationship by examining and splitting data into binary hierarchical trees of interior nodes and leaf nodes. Each leaf in the decision tree is responsible for making a specific prediction. By exhaustive search, a decision tree carves up the feature space into groups of observations that share similar target values. Each leaf represents one of these groups. The order of the tree splitting is based on the “best” decision attribute for the next node, which is usually evaluated by the information gain (entropy) [87]. As implementations, the decision tree regressor from scikit-learn [88] and dtreeviz [89] for decision tree visualization have been used. To filter out the irrelevant variation impact from the value range, a min-max scaler transforms each feature individually from the original data to a range between 0 and 1 for splitting. For engineering interpretation, this scale is reverted after tree generation so that all split points and distribution diagrams include engineering units. For rule extraction in tree interpretation, special attention is paid to the selection of splitting dependent on the previous splitting. If the following split criterion differs in terms of feature selection dependent on a previous split, this is a strong indicator that an engineering rule is underlying, such as different treatment of windows size and façade insulations dependent on orientation in the example.