Q = 0 order in quantum kagome Heisenberg antiferromagnet
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Abstract
We have studied the nearest neighbor Heisenberg model with added Dzyaloshinskii–Moriya interaction using Schwinger boson mean-field theory considering the in-plane component as well as out-of-plane component. Motivated by the experimental result of vesignieite that the ground state is in a $Q = 0$ long-range order state, we first looked at the classical ground state of the model and considered the mean-field ansatz which mimics the classical ground state in the large $S$ limit. We have obtained the ground-state phase diagram of this model and calculated properties of different phases. We have also studied the above model numerically using exact diagonalization up to a system size $N = 30$. We have compared the obtained results from these two approaches. Our results are in agreement with the experimental result of the vesignieite.

Keywords: quantum spin liquids, Dzyaloshinskii–Moriya interaction, Schwinger boson formalism

1. Introduction
Geometrically frustrated magnets are the potential candidate to host exotic ground states like quantum spin liquids, a state with fractional excitations, high entanglement, and without any broken symmetries even at $T = 0$ [1–4]. The most promising candidate to possess spin liquid ground state is the spin 1/2 kagome lattice with vertex sharing triangles. Antiferromagnetic ordering of the spins on a kagome lattice is frustrated by the very nature of the geometry of the lattice. The key features which make it suitable for the spin liquid ground state are its low dimensionality and a higher degree of frustration. The low value of spin leads to the large quantum fluctuation, hence preventing the ordered ground state [5–8]. However, in search of material realizing quantum spin liquid ground state, materials tend to deviate from the perfect kagome structure due to the presence of disorder, structural distortion, Dzyaloshinskii–Moriya interaction (DMI) or other long-range interactions. However, a theoretical study reveals that the presence of minute perturbation may have a deep impact on the ground state manifold [9, 10]. One such perturbation that is very sensitive to the low-temperature magnetic structure of this frustrated magnets is DMI [11, 12]. DMI appears in a lattice where there is a lack of inversion symmetry between the two magnetic sites, was first introduced to explain the weak ferromagnetism in $\alpha$-Fe$_2$O$_3$ [12]. The interaction term is of the form $H'_{ij} = \vec{D}_{ij} \cdot (\vec{S}_i \times \vec{S}_j)$ where $\vec{D}_{ij}$ is the Dzyaloshinskii–Moriya (DM) vector, the strength of the coupling and $i, j$ are the site index. The DM vector $\vec{D}_{ij}$ lies on a mirror plane bisecting the bond joining the two magnetic sites $i$ and $j$.

In the experimental side, several materials were thought to be potential candidates for the kagome antiferromagnet (KAFM) to host a quantum spin liquid ground state like herbertsmithite [13], volborthite [14] and vesignieite [15]. Among all these, the mineral herbertsmithite is found to be a geometrically perfect description of quantum kagome Heisenberg antiferromagnet, which has been studied intensively [16]. This material does not show any sign of ordering down to 50 mK, which is 3000 times lower than the characteristic exchange energy. Herbertsmithite is strongly suspected of hosting a quantum spin liquid ground state with spinon excitations [17],
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Form ESR data, the measured value of the in-plane component of DMI comes out as 0.01J, whereas the out-of-plane component of DMI is much larger 0.06J [19, 20]. Exact diagonal results predict that there may be quantum critical point $D_c = 0.1J$, at the one side ($D < D_c$), there is moment free phase and on the other side ($D > D_c$), there is Neel ordered phase. [21]. Functional renormalization group analysis predicts the critical point at $D \geq 0.12 \pm 0.02$ destabilizes the spin liquid state and induces $Q = 0$ magnetic long-range order (LRO) [22]. Lee et al have used tensor network methods and found that minute DMI is required to destabilize the gapless spin-liquid state [23]. Numerical linked cluster expansions and exact diagonalization (ED) has been used to understand the unusual susceptibility behavior and specific heat of herbertsmithite [24].

Unlike herbertsmithite, vesignieite shows a magnetic transition to $Q = 0$ magnetic order with the in-plane moments on the three sublattices oriented at 120° with each other, at a surprisingly high temperature $T_N = 9 K$ [15, 25, 26]. ESR spectra reveal the presence of large DMI anisotropy [27]. So, it is expected that a large value of DMI may lead to the $Q = 0$ magnetic structure i.e., the other side of the quantum critical point [28]. In contrast to herbertsmithite, the dominant anisotropy is the in-plane component of DMI. For vesignieite, the measured value of the in-plane component is found to be 0.19J, and the out-of-plane component is 0.07J, as indicated by ESR data analysis.

Apart from herbertsmithite, vesignieite, the compound Nd$_3$Sb$_3$Mg$_2$O$_{12}$ is also of much interest since it shows large canting angle $\eta = 30.6^\circ$ indicating the presence of large in-plane DMI, $D_p = 0.8J$ as predicted by Scheie et al [29]. However Laurell et al [30] argued that the predicted value should be $D_p > 1.5$ to reproduce the such large canting angle. There are also interesting cases with even larger DMI as predicted from first principle calculation [31].

In this work, we study the ground state of the nearest neighbor Heisenberg model with added DMI using the Schwinger boson mean-field theory (SBMFT) framework and numerically using ED method up to cluster size $N = 30$. There are several SBMFT studies as well as an ED study, which only focuses on the out-of-plane component of DMI [21, 32–35]. In the present study, we consider the in-plane and the out-of-plane component of DMI both to study the ground-state phase diagram. We have compared the results obtained from these two different approaches.

The layout of this paper is as follows. In section 2, we discuss the model Hamiltonian and the orientation of the DM vector. In section 3, we briefly describe the classical ground state of this model. In section 4, we present the Schwinger boson formalism. In section 4, we present the result obtained from the SBMFT approach. In section 5, we discuss the ED results of the proposed model. We compare the results obtained from these two distinct approaches and discuss their relevance in the experiment in section 6. Finally, in section 7, we make the concluding remarks.
Motivated by the experimental result of vesignieite that there is a strong presence of DMI, and the ground state is found to be $Q = 0$ LRO state. In the following, we discuss the $Q = 0$ classical ground state of kagome Heisenberg antiferromagnet with the DMI. The classical ground state of kagome Heisenberg antiferromagnet is highly degenerate. All the possible states, where the three spins respect the angle $2\pi/3$ with each other to minimize the ground state energy. With the introduction of the DMI, the symmetry is lowered, though the ground state is non-coplanar $Q = 0$ LRO with planar components of the spins making $2\pi/3$ angle with each other.

With lowered symmetries, the spin arrangements can now be classified using the notion of chirality, that is the angle between the spins in a given triangle of kagome lattice. If $\hat{S}_1, \hat{S}_2$ and $\hat{S}_3$ are three spins in a given triangle located in counter-clockwise direction, then we define the spin chirality as

$$\chi_z = [\hat{S}_1 \times \hat{S}_2 + \hat{S}_2 \times \hat{S}_3 + \hat{S}_3 \times \hat{S}_1] \cdot \hat{z}. \quad (3)$$

In addition, the spins are non-coplanar, all the spins make a canting angle $\eta$ with the plane of the lattice. The energies for these spin configurations are given by

$$E_+ = \frac{J}{N} [1 - 3 \cos(2\eta)] - \sqrt{3} (D_c \cos^2 \eta + D_p \sin(2\eta) \cos \phi)$$

$$E_- = \frac{J}{N} [1 - 3 \cos(2\eta)] + \sqrt{3} D_c \cos^2 \eta, \quad (4)$$

where $N$ is the total number of spins and $E_+(E_-)$ is the energy of the configuration(as shown in the figure 2) with positive(negative) chirality, and $\phi$ is the angle azimuthal angle of $\hat{S}_1$.

From the energy expressions, we can describe the ground state spin configuration. In the absence of in-plane component, the Hamiltonian is invariant under rotation around the $z$-axis. The spins are forced to lie in the lattice plane with positive or negative chirality depending on the sign of $D_c$. In a more interesting case, when both in-plane and out-of-plane are present; there are two phases distinguished by chirality. For large negative $D_c$, the spins remain coplanar with negative chirality irrespective of the value of $D_p$. For positive $D_c$, the spins have positive chirality but make a canting angle

$$\eta = \frac{1}{2} \tan^{-1} \left[ \frac{2D_p}{\sqrt{3J + D_c}} \right] \quad (5)$$

giving rise to weak ferromagnetism.

The complete phase diagram is shown in figure 1(b). The two phases are separated by a first-order transition. For negative $D_c$, the canting angle continues to grow with the value of $D_p$. In the phase diagram, the canting angle is shown using a color map.

### 3. Schwinger boson formalism

One of the advantages of SBMFT formalism is that this approach can address both the LRO states and the spin liquid states. Unlike fermionic approach LRO appears due to the condensation of the Schwinger bosons and hence the liquid spin states will have gapped bosonic spinons.

The model Hamiltonian equation (1) can be mapped to a simpler model with $U(1)$ symmetry up to terms second order in $D_p$. This is due to the fact that the vector sum of the in-plane components of DMI is zero in a triangle. So, for small values of in-plane components of DMI, we can rotate the spins in such a way that the $U(1)$ symmetry is restored [21]. However, when the strength of the in-plane component of DMI is comparable to or greater than the strength of the out-of-plane component of DMI, then the above rotation will not work.

To treat this problem, we use the method employed by Manuel et al [37, 38]. Consider one bond between site $i$ and site $j$. The Hamiltonian for this bond is

$$H_{ij} = J \left[ \hat{S}_i \cdot \hat{S}_j + 2 \tan(\theta) \hat{d}_{ij} \cdot (\hat{S}_i \times \hat{S}_j) \right], \quad (6)$$

where $\tan \theta = |\hat{d}_{ij}| / 2J = \sqrt{D_p^2 + D_c^2} / 2J$ and $\hat{d}_{ij}$ is the unit vector along $\hat{D}_{ij}$. Now, we rotate the spins at $i$th and $j$th sites...
by the angles $\theta_i = \theta$ and $\theta_j = -\theta$ about the axis $\mathbf{d}_{ij}$. Under this rotation, let $\mathbf{S}_i \to \mathbf{S}'_i$ and $\mathbf{S}_j \to \mathbf{S}'_j$. Using the fact that $\theta$ is small and neglecting terms in $\theta^2$, we can show that the bond Hamiltonian becomes (see appendix for the derivation)

$$H_{ij} = J\mathbf{S}'_i \cdot \mathbf{S}'_j.$$  

(7)

Note that $\mathbf{S}'_i$ that appears in two different bond Hamiltonians, say $H_{ij}$ and $H_{ik}$, are not the same since the rotation axes $\mathbf{d}_{ij}$ and $\mathbf{d}_{ik}$ are different.

In Schwinger boson formalism, the spin operator is represented by two bosonic operators $a$ and $b$, given by

$$S = \Phi^\dagger \cdot \sigma \cdot \Phi$$

(8)

with $\Phi \equiv (a, b)$ be the bosonic spinor and $\sigma$ be the vector of Pauli matrices. The component of spin along an arbitrary direction $\hat{n}$ is given by

$$S_\hat{n} = \frac{1}{2} \Phi^\dagger (\hat{n} \cdot \sigma) \Phi.$$

In Schwinger boson formalism there is a $U(1)$ gauge symmetry as $a_i \to e^{i0}a_i$ and $b_i \to e^{i0}b_i$. The boson operators obey the typical bosonic commutation relations $[\Phi_{\alpha,i}, \Phi^\dagger_{\beta,j}] = \delta_{ij}\delta_{\alpha\beta}$ [37]. This representation enlarges the Hilbert space. So, to remain within the physical space, the total number of Schwinger boson at a particular is constrained to be $2S$. The construction of mean-field theory yields a variational wave function in terms of mean-field parameters. To calculate the spin wave function, one has to project into the constrained Hilbert space where the occupation density is exactly $2S$ [39, 40]. However, since this projection is hard to implement analytically (even difficult to do numerically), we employ the constraint on the average value of boson number operator. So $S$ is taken to be non zero positive parameter and can be continuously varied. A Lagranges multiplier $\lambda$ is introduced which can be thought as chemical potential. Now we define two bond operators in the following way

$$A_{ij} = \frac{i}{2} \Phi^\dagger_i \sigma_j \Phi_j$$

and

$$B_{ij} = \frac{1}{2} \Phi^\dagger_i \Phi_j.$$  

(9)

The bond operator $A_{ij}$ creates a singlet at the bond $ij$ where as $B_{ij}$ helps the Schwinger boson to hop from site $i$ to site $j$. Since the form of Hamiltonian in equation (7) is invariant under global spin rotation, we can always decouple the Hamiltonian in terms of two bond operator as given by

$$S'_i \cdot S'_j = B_{ij}'B_{ij}' - A_{ij}'A_{ij}'$$

(10)

:: indicates the normal ordered product. The rotated bond operators can be written in terms of unrotated bond operators as following

$$B_{ij}' = \cos \theta B_{ij} + \sin \theta C_{ij}$$  

(11a)

$$A_{ij}' = \cos \theta A_{ij} - \sin \theta D_{ij}$$  

(11b)

with two additional bond operators, given by

$$C_{ij} = \frac{1}{2} \Phi_i^\dagger (\hat{n} \cdot \sigma) \Phi_j$$  

(12a)

$$D_{ij} = \frac{1}{2} \Phi_i^\dagger (\sigma \cdot \mathbf{d}_{ij} \cdot \sigma) \Phi_j$$  

(12b)

With this bond operators we can identify the following identities

$$\mathbf{d}_{ij} \cdot (\mathbf{S}_i \times \mathbf{S}_j) = \frac{1}{2} (B_{ij}C_{ij} + C_{ij}B_{ij} + A_{ij}D_{ij} + D_{ij}A_{ij})$$

2$$(\mathbf{d}_{ij} \cdot S_i)(\mathbf{d}_{ij} \cdot S_j) - S_i \cdot S_j = (:C_{ij}^\dagger C_{ij}: - D_{ij}^\dagger D_{ij}).$$

The model Hamiltonian in terms of bond operators can be cast in the following way

$$H = \sum_{\langle ij \rangle} J(B_{ij}'B_{ij}' - A_{ij}'A_{ij}' + h.c.)$$

(13)

We can decouple the quadratic field Hamiltonian in terms of bilinear operators using standard mean field decoupling scheme. The form of the mean field Hamiltonian is as following

$$H_{MF} = \sum_{\langle ij \rangle} J(B_{ij}'B_{ij}' - A_{ij}'A_{ij}' + h.c.) - \sum_i \lambda_i n_i + \epsilon_0$$

with the mean fields corresponding to the bond operators is given by

$$\langle B_{ij}' \rangle = B_{ij}$$

and

$$\langle B_{ij}' \rangle = B_{ij}^\dagger.$$
\( \langle A'_{ij} \rangle = A'_{ij} \) and \( \langle A''_{ij} \rangle = A''_{ij} \)

with \( \epsilon_0 \) is constant which depends on the mean fields and \( \lambda \) given by \( \epsilon_0 = \sum_{ij} |A'_{ij}|^2 - |B'_{ij}|^2 + 2S \sum \lambda_i \). Let \( \delta \) be the neighbor vectors, then the mean field Hamiltonian is given by

\[
H_{MF} = \sum_{i,\delta} \left[ \cos \theta \tilde{B}_{i+\delta}^\dagger B_i^\dagger \delta + \sin \theta \tilde{C}_{i+\delta}^\dagger C_i^\dagger \delta \right] + \epsilon_0
\]

where \( X_i(k) \) and \( Y_i(k) \) are 2 \( \times \) 2 matrix, given by

\[
X_{ij}(k) = \frac{i}{2} \left( A'_{ij} e^{ikr_{ij}} + A'_{i+j,3+j,3} e^{ikr_{i+j,3+j,3}} \right) \times \sigma_i \left( \cos \theta - i \sin \theta \delta_{ij} \sigma \right)
\]

\( Y_{ij}(k) = \frac{i}{2} \left( B'_{ij} e^{ikr_{ij}} + B'_{i+j,3+j,3} e^{ikr_{i+j,3+j,3}} \right) \times \left( \cos \theta + i \sin \theta \delta_{ij} \sigma \right). \]

The structure of the \( D_k \) matrix is slightly different at the special points \( \Gamma, M \) and \( K \), where \( \Gamma = (0,0), M = (0,2\pi/\sqrt{3}), K = (1,\sqrt{3}2\pi/3), M = (0,4\pi/\sqrt{3}) \) and \( K = (1,\sqrt{3}4\pi/3) \). Using the standard Bogoliubov transformation we can diagonalize the mean field Hamiltonian \( \tilde{\Psi}_k = M\Psi_k \) where \( M \) is the Bogoliubov matrix of the form \( M = \begin{pmatrix} U & V \\ X & Y \end{pmatrix} \) and \( \tilde{\Psi}_k^T = \left( \xi_{k,1}^\dagger, \xi_{k,2}^\dagger, \xi_{k,3}^\dagger, \xi_{k,3}^\dagger \right) \) and \( \xi_k = \left( \alpha_k, \beta_k \right) \).

The mean field energy is given by

\[
E_{MF} = \sum_{\mu,k>0} \left[ \omega_{k\mu} (\hat{\alpha}_{k\mu}^\dagger \hat{\alpha}_{k\mu} + \hat{\beta}_{k\mu}^\dagger \hat{\beta}_{k\mu}) + (2S + 1)\lambda \right] + 2(A'^2 - B'^2),
\]

where we have, define the Fourier transformation \( \Phi_k = \frac{1}{\sqrt{N}} \sum_k e^{-ikr} \xi_{k\mu} \) where \( \xi_{k\mu} = (\alpha_{k\mu}, \beta_{k\mu}) \) with sub-lattice index \( \mu \) and \( N \) be the total number of unit cells. Then above mean field Hamiltonian reduces to a compact form, given by

\[
H_{MF} = \sum_{k>0} \Psi_k^T D_k \Psi_k + \epsilon_0.
\]

We define \( \Psi_k^T = \left( \xi_{k,1}, \xi_{k,2}, \xi_{k,3}, \xi_{k,3} \right) \) and the \( D_k \) matrix is given by

\[
D_k = \begin{pmatrix}
-\lambda & 0 & Y_{12}(k) & Y_{13}(k) \\
0 & -\lambda & Y_{12}(-k)^T & Y_{13}(-k)^T \\
Y_{12}(k)^T & Y_{12}(-k)^T & -\lambda & Y_{23}(k) \\
Y_{13}(k)^T & Y_{13}(-k)^T & Y_{23}(-k)^T & -\lambda
\end{pmatrix}
\]

which is equivalent to solve the self-consistency equations.

\[
\frac{\partial E}{\partial \lambda} = 0, \quad \frac{\partial E}{\partial B} = 0 \quad \text{and} \quad \frac{\partial E}{\partial \lambda} = 0.
\]

The optimisation process is computationally difficult due to the skewed nature the Hessian at the saddle points near the phase transitions. We have used the classical ground state to estimate the initial guesses for the mean fields.

**Initial guess for mean fields:** In the large \( S \) limit the SBMFT result should mimic the classical ground state i.e. the \( Q = 0 \) umbrella state. In the classical limit we define

\[
\langle a \rangle = r_1 e^{i\nu_1}, \quad \langle b \rangle = r_2 e^{i\nu_2},
\]

where \( r_1, r_2 \) is the modulus and \( \nu_1, \nu_2 \) be the argument of the average values of two flavors of bosonic operator \( a \) and \( b \) in the classical limit. To obtain the \( Q = 0 \) spin configuration, we must have

\[
\langle a \rangle = \sqrt{2S} \cos \left( \frac{\zeta}{2} \right), \quad \langle b \rangle = \sqrt{2S} \sin \left( \frac{\zeta}{2} \right) e^{i\beta}
\]

where \( r_1 = \frac{2}{m}, \beta_2 = \frac{\pi}{6}, \) and \( \beta_3 = -\frac{\pi}{6} \) and \( \zeta = \pi/2 - \eta \). The mean fields we obtain using these are summarized in table 1.

Now, we use the gauge transformation \( a_i \rightarrow e^{i\phi(i)} a_i \) and \( b_i \rightarrow e^{i\phi(i)} b_i \) with the phases \( \phi(i) \) set to \( \frac{2\pi}{m}, -\frac{2\pi}{m}, \frac{2\pi}{m} \) at three sublattices respectively to transform both \( A \) and \( D \) into real fields. At the same time, \( B \) and \( C \) fields will acquire a constant phase of \( 4\pi/3 \). Thus, in the final calculation, we can take \( A' \) as a real number and \( B' \) as a complex number. However, the
Table 1. Phases and magnitudes (denoted by $|\cdot|$) of different mean fields, defined in equations (9) and (12) for bonds (1, 2), (2, 3) and (3, 1) shown in figure 1(a) in the classical limit.

| Mean-fields | Bond-(1, 2) | Bond-(2, 3) | Bond-(3, 1) | After gauge |
|-------------|-------------|-------------|-------------|------------|
| $A$ Phases | $\frac{s}{2} \sqrt{3} \sin(\zeta)$ | $\frac{s}{2} \left(2D_p \cos(\zeta) + D_z \sin(\zeta)\right)$ | $\frac{s}{2} \left(\frac{\pi}{3} - \frac{\pi}{2}\right)$ | $\pi$ |
| $B$ Phases | $\frac{s}{2} \sqrt{3} \cos^2(\zeta) + 1$ | $\phi_B$ | $\phi_B$ | $\phi_B + \frac{2\pi}{3}$ |
| $C$ Phases | $\frac{s}{2} \sqrt{(D_z \cos(\zeta) - 2D_p \sin(\zeta))^2 + 3D_z^2}$ | $\phi_C$ | $\phi_C$ | $\phi_C + \frac{2\pi}{3}$ |

Table 2. Optimized values of the mean field parameters and energies for $N = 1200$.

| $S$ | $D_p$ | $D_z$ | $A'$ | $\lambda$ | Energy |
|-----|------|------|------|--------|--------|
| 0.2 | 0.2  | 0.05 | 0.26429 | $-0.46458$ | $-0.13970$ |
| 0.5 | 0.2  | 0.05 | 0.52736 | $-0.92482$ | $-0.55622$ |

Figure 3. Ground state phase diagram for (a) $S = 0.5$ and (b) $S = 0.2$ (c) Gap as a function of $D_p$ and $D_z$ for $S = 0.2$.

4. SBMFT results

We have computed the zero-temperature ground state phase diagram for this model in the parameter space of $0 \leq D_p \leq 0.5$ and $-0.5 \leq D_z \leq 0.5$ based on chirality, the $ZZ$ correlation at $\Gamma$ point and also the gap in the thermodynamic limit for various values of $S$. Our proposed ground state phase diagram for $S = 0.5$ is quite similar to the classical phase diagram and is, as shown in figure 3(a). In the phase diagram for $S = 0.5$, we found $Q = 0$ structure with two chiralities. The boundary between two phases obtained from the chirality is shown by a black line. The boundary obtained from SBMFT is not exactly the same as obtained from the classical case, but the qualitative features remain the same as shown in figure 3(a). The
boundary line is curved into the first quadrant of the phase diagram; that is, the chirality changes at negative values of $D_z$ for a given larger $D_p$, as shown in figure 4. This is a result of the fact that the chirality selected by these two components is not the same, and hence there is a competition between these two. In the negative chirality phase, the spins are forced to lie in the kagome plane, resulting in $S_z = 0$, whereas for the positive chirality, the spins are canted and the canting angle is shown by the color gradient. If we change the sign the in-plane component, the effect of $D_p$ is to change the canting angle from positive to negative.

As the value of $S$ is lowered, a gapped spin liquid phase opens up at the boundary line at a critical value of $S$, which is very close to 0.2, and the spin-liquid phase becomes wider with decreasing value of $S$. The ground-state phase diagram for $S = 0.2$ is shown in the figure 3(b). At this value of $S$, the gapped spin liquid phase is sandwiched between two LRO phases with two different chirality. The boundary between the QSL and the LRO is obtained from the extrapolation of the gap data. Gap as a function of $D_p$ and $D_z$ is shown in the density plot in figure 3(c). The region about the isotropic point has been studied by Messio et al [32], Mondal et al [34] and Huh et al [41]. Opening of the gap for small values of $D_p$ and $D_z$ for $S < 0.5$ is consistent with these studies. The nature of spin liquid phase was studied in our earlier effort. The new result that we observe here is extension of the spin liquid phase along the curved boundary of the phase diagram.

Figure 5 shows the quasi particle dispersion relations along the high symmetry line $\Gamma$–M–K–$\Gamma$. The topological spin-liquid phase is characterized by a gapped spinon spectrum, whereas in the magnetic LRO state, the spectrum is gapless at the thermodynamic limit. The low energy excitations in LRO states are magnons, which can be viewed as the bound state of two spinons, glued together [42, 43]. In figure 5(a) the spinon spectrum is shown at $S = 0.05$ with $D_p = 0.05$ and $D_z = -0.3$. The spectrum is gapped indicating the ground state is in the spin liquid state. The spectrum for $S = 0.2$ with $D_p = 0.2$ and $D_z = -0.05$ is as shown in the figure 5(b) where the spectrum is still gapped. In figure 5(c) the spinon spectrum is shown for $S = 0.5$ with $D_p = 0.05$ and $D_z = 0.1$ which is gapless at $\Gamma$ indicating the ground state has acquired LRO.

To investigate the long range magnetic order, we calculate the static structure factor which is defined as

$$S^{x \beta}(Q) = \frac{3}{4N} \sum_{ij}^{\text{SSF}} e^{iQ \cdot (R_i - R_j)} \langle 0 | S^\alpha_i S^\beta_j | 0 \rangle,$$

where $R_i$ and $R_j$ is the site index and $\alpha, \beta \in \{x, y, z\}$. A magnetic long order state produces a sharp discrete Bragg peaks.
Figure 7. (a) Ground state phase diagram and (b) chirality as a function of $D_z$ for different values of $D_p$ for $N = 27$.

where as QSL produces a continuous, diffusive scattering spectra. Here, we have calculated both the transverse component and ZZ component of static structure factor for different points in the parameter space to examine the magnetic structure.

The XX-component of static structure factor for $S = 0.20$ at $D_x = 0.05$ and $D_z = -0.05$ is shown in the figure 6(a). This is a representative point in the QSL region of the phase diagram. There is a broad peak at $M_x$ supports the conclusion that the ground state is in the spin-liquid state. To illustrate the canting of the spins, we show the static structure factor for $S = 0.5$ with $D_x = 0$ and $D_p = 0.5$ in figure 6(b). Sharp peaks appear at the $M_x$ point, indicating a magnetic LRO of $Q = 0$ type. From figure 6(c), we see a peak at $\Gamma$ point. This suggests that there is a ferromagnetic component along the $z$-direction, which is the result of the spins tilting away from $XY$ plane. The canting angle can also be estimated from this data.

5. Exact diagonalization study

To verify the results obtained using the SBMFT, we have computed numerical results by employing the ED method up to 30 sites. We have computed various physical quantities to examine the magnetic structure of this model. This method is exact and widely used to study the ground state of different frustrated magnets though it is limited by small system size due to the huge computational requirement. In addition, the absence of the global spin rotation symmetry, due to the presence of DM interaction, the Hilbert space could not be decomposed into the invariant subspaces, restricting the size of the system to 30.

In our computation, we have used the package PARPACK to diagonalize the sparse Hamiltonian matrix with a total number of spins $N$ is 12, 15, 18, 21, 24, 27, 30 for different shapes. We have applied periodic boundary conditions to reduce the finite size effect. We have obtained the ground-state phase diagram of the model only for the positive $D_p$. We must mention that the conclusion is made by looking at the trends of data points and extrapolation, so the accurate location of the critical point largely depends on the extrapolation function as well as cluster size and shape.

The ground-state phase diagram of the present model is presented in figure 7(a). The ground state is in the LRO throughout the parameter space. For $D_p = 0$ case is discussed by Cépas et al [21] and they give evidence for spin liquid below $D_z = 0.1J$ using the idea of tower of states. However, as soon as $D_p$ is added, the global $U(1)$ symmetry vanishes, and hence the same idea cannot be used to determine the existence of spin liquid. Away from the isotropic point, the ground state is in $Q = 0$ LRO. The ground state is planar with negative chirality when $D_z < 0$. With $D_z > 0$, the state is an umbrella state with positive chirality. In this case, the canting angle varies from zero to 62.23° as $D_p$ changes from zero to $J$, as shown in figure 8. These results are in agreement with the SBMFT results presented earlier.

The figure 7(b) shows the chirality as a function of $D_z$ for different values of $D_p$ for $N = 27$. The crossover of chirality
shifts to positive \( D_z \) as \( D_p \) increases in value. This crossover point is used to distinguish between the phases in the phase diagram. The phase diagram is qualitatively similar to the phase diagram obtained from classical calculation as well as SBMFT calculation.

In order to establish the ground state spin configuration, we have calculated the static spin structure factor (as defined in equation (22)) along the high-symmetry line of the Brillouin zone. The figure 9 show structure factors for a representative point \( D_p = 1 \) and \( D_z = -1 \) for the left side of the phase diagram. The \( XX \) component of the static structure shows a peak at \( M_e \), the height of which diverges in the \( N \rightarrow \infty \) limit, as shown in the inset of figure 9(a). This is a clear sign of the long-range magnetic order of \( \mathbf{Q} = 0 \) type.

In this case, the \( ZZ \)-component of static structure factor does not show any such peak (see figure 9(b)) indicating the planar arrangement of the spins i.e.; the spins lie in the \( X-Y \) plane.

In the right part of the phase diagram (\( D_z > 0 \)) we have taken the representative point to be \( D_z = 1 \) and \( D_p = 1 \). Here too, from figure 10(a), we see that the \( XX \) component of the static structure shows a peak at \( M_e \) showing a long-range magnetic order of \( \mathbf{Q} = 0 \) type. The divergent behavior of the height of the peak is shown in the inset. But the \( ZZ \) component of the static structure shows a peak at \( \Gamma \) showing a long-range ferromagnetic order, which is increasing as we increase \( N \) as shown in the inset in figure 10(b). The canting angle is calculated from this data and is shown in figure 8. This shows the umbrella kind of the structure of the ground state.

6. Discussion

For vesignieite, the measured value of in-plane component \( D_p = 0.19J \) and the out-of-plane component \( D_z = 0.07J \) [25] which are the two dominant term compared to other anisotropies like isotropic exchange anisotropy. The ground state is expected to be influenced by both in-plane as well as the out-of-plane component of DMI. In the classical limit, any small amount of \( D_z \) will force the spin to lie in the kagome plane. The phase diagram along \( D_p = 0 \) line has been studied by Cépas et al [21] and predicted a transition at \( D_c = 0.1J \). So, we expect that the presence of in-plane component \( D_p \) will affect this critical value. However with the introduction of \( D_p \), \( U(1) \) symmetry is lost. This restricts the sample sizes and it is difficult to probe the structure very close to isotropic point. The presence of the in-plane component of DMI is responsible for the tilting of the spins towards the \( z \)-axis. The measured value
of the canting angle for vesignieite is found to be $3^\circ < \phi < 9^\circ$, as obtained from NMR data analysis.

In our phase diagram, for the spin-1/2 case, the ground state is in the magnetic LRO state. For positive values of $D_z$, we get the canted magnetic structure, and the canting angle increases with the increase of $D_y$. For $D_y = 0.2$ and $D_z = 0.1$, the estimated value of the canting angle is 6.98°, which is very close to the canting angle measured in vesignieite as reported by Zorko et al. [25].

Since, in the previous SBMFT studies, it was argued that lower values of spin ($S = 0.366$) is found to be a better description of the spin-1/2 case due to the fact that the constraint $n_i = 2S$ is not implemented exactly rather implemented as an average [44]. However, even at $S = 0.366$, the ground state is also in the magnetic LRO region for all values of $D_y$ and $D_z$. This seems the canted LRO nature of the ground state of vesignieite is dictated by the presence of DM interaction with a dominant component in the kagome plane.

7. Conclusion

We have studied the effect of in-plane and the out-of-plane component of DMI on the ground state of spin-1/2 KAFM using SBMFT as well as numerically using ED method up to system size $N = 30$. We found two chiralities of the canted magnetic structure, and the canting angle increases between the rotated and unrotated spins as given below

$$H_\Delta = H_{12} + H_{23} + H_{31},$$

where $H_{12}$ has the following form

$$H_{12} = J \mathbf{S}_1 \cdot \mathbf{S}_2' + D_1^{\prime} \cdot (\mathbf{S}_1 \times \mathbf{S}_2) + D_2^{\prime} \cdot (\mathbf{S}_1 \times \mathbf{S}_2).$$

Similarly, we can write the expressions for the other two bonds. Now, consider the bond-12. We treat each of the spins as a three dimensional classical unit vectors. Then, we rotate the spins by $\theta$ and $-\theta$ around the axis $\mathbf{d}_{12}$ where, $\mathbf{d}_{12} = \sqrt{\mathbf{d}_{12}^2 + \mathbf{d}_{12}^2}$ and $\mathbf{d}_{12}$ is a unit vector along $\mathbf{d}_{12}$. For small values of $\theta$, the relation between the rotated and unrotated spins is as given below

$$\mathbf{S}_1 = \mathbf{S}_1' + \theta (\mathbf{S}_1' \times \mathbf{d}_{12}),$$
$$\mathbf{S}_2 = \mathbf{S}_2' - \theta (\mathbf{S}_2' \times \mathbf{d}_{12}).$$

where, $\mathbf{S}_1'$ and $\mathbf{S}_2'$ be the rotated spins. Then, we can express $\mathbf{d}_{12} = \frac{1}{2\pi} [D_j \mathbf{j} + D_k \mathbf{k}]$ and neglect $\theta^2$ term to write the Heisenberg term as

$$\mathbf{S}_1 \cdot \mathbf{S}_2 = \mathbf{S}_1' \cdot \mathbf{S}_2' + 2 \theta \mathbf{d}_{12} \cdot (\mathbf{S}_1' \times \mathbf{S}_2').$$

The cross product of the DM interaction term in equation (24) reduces to

$$\mathbf{S}_1 \times \mathbf{S}_2 = \mathbf{S}_1' \times \mathbf{S}_2' + \theta [2 \mathbf{d}_{12} (\mathbf{S}_1' \cdot \mathbf{S}_2')$$
$$- \mathbf{S}_1' (\mathbf{d}_{12} \cdot \mathbf{S}_2') - \mathbf{S}_2' (\mathbf{d}_{12} \cdot \mathbf{S}_1')].$$

Using equations (27) and (28) in equation (24) we get,

$$H_{12} = J \mathbf{S}_1' \cdot \mathbf{S}_2' + (2\theta^2 J \mathbf{d}_{12}) \cdot [2 \mathbf{d}_{12} (\mathbf{S}_1' \cdot \mathbf{S}_2')$$
$$- \mathbf{S}_1' (\mathbf{d}_{12} \cdot \mathbf{S}_2') - \mathbf{S}_2' (\mathbf{d}_{12} \cdot \mathbf{S}_1')].$$

The second term in the rhs is second order in $\theta$ and hence, can be neglected. So, we finally have

$$H_{12} = J \mathbf{S}_1' \cdot \mathbf{S}_2'.$$

Similar exercise can be done for bond-23 and bond-31 to get the following form

$$H_\Delta = J \left[ \mathbf{S}_1' \cdot \mathbf{S}_3' + \mathbf{S}_2' \cdot \mathbf{S}_3' + \mathbf{S}_3' \cdot \mathbf{S}_1' \right].$$

Appendix A. Proof of equation (7)

Here, we provide the proof for equation (7). Let us consider the triangle $\Delta \equiv (123)$ as shown in the figure 1(a). So, the Hamiltonian for this part is given by

$$H_\Delta = H_{12} + H_{23} + H_{31},$$

where $H_{12}$ has the following form

$$H_{12} = J \mathbf{S}_1 \cdot \mathbf{S}_2 + D_1 \cdot (\mathbf{S}_1 \times \mathbf{S}_2) + D_2 \cdot (\mathbf{S}_1 \times \mathbf{S}_2).$$

Appendix B. Static structure factor

The ZZ- component of static structure factor is given by

$$S_{ZZ}(Q) = \frac{3}{4N} \sum_{ij} e^{iQ \cdot (R_i - R_j)} \langle 0 \mid \mathbf{S}_i' \mathbf{S}_j' \rangle \langle 0 \mid$$

$$= \frac{3}{16N} \sum_{ij} e^{iQ \cdot (R_i - R_j)}$$
$$\times \langle 0 \mid \left( \mathbf{F}_i \right) \left( \mathbf{F}_j \right) \rangle \langle 0 \mid.$$ (32)

After taking the Fourier transform we have,

$$S_{ZZ}(Q) = \frac{3}{16N} \sum_{\mu\nu=1}^{3} \sum_{kk' \in BZ}$$
$$\times \langle 0 \mid \left( \mathbf{F}_{k} \mathbf{F}_{k'} \right) \rangle \langle 0 \mid.$$ (33)

Let us rearrange the $M$ matrix such that

$$\Psi_k = \{ \xi_{k,1}, \xi_{k,2}, \xi_{k,3}, \xi_{k,1}, \xi_{k,2}, \xi_{k,3} \}.$$

Then we can write

$$M \Psi_k = \alpha_k \Psi_k,$$

where $M$ has the form $M = \begin{pmatrix} U & V \\ X & Y \end{pmatrix}$ and $\alpha_k \Psi_k = \{ \xi_{k,1}, \xi_{k,2}, \xi_{k,3}, \xi_{k,1}, \xi_{k,2}, \xi_{k,3} \}$. The reciprocal lattice vectors $k$ and $k'$ belongs to the full Brillouin zone.
formed by $\mathbf{k}_a$ and $\mathbf{k}_b$, where $\mathbf{k}_a = (\sqrt{3}, -1)2\pi/\sqrt{3}$ and $\mathbf{k}_b = (4\pi/\sqrt{3})(0, 1)$. From equation (34), we can write,

$$\xi_{k,\mu} = \sum_{\rho=1}^{3} \left[ [A_{k}]_{\mu\rho} \xi_{k,\rho} + [B_{k}]_{\mu\rho} \xi_{k,\rho}^{(1)} \right],$$

(35)

where $A$ and $B$ can be substituted by $U$, $X$ or $V, Y$. Now $S^{ZZ}(\mathbf{Q})$ can be written as a sum of two terms,

$$S^{ZZ}(\mathbf{Q}) = S^{ZZ}(\mathbf{Q} \neq 0) + S^{ZZ}(\mathbf{Q} = 0),$$

(36)

where

$$S^{ZZ}(\mathbf{Q} \neq 0) = \frac{3}{16N} \sum_{\mathbf{k}} \sum_{\mu, \nu} \sum_{\alpha, \beta} \left[ \text{Tr}[B_{k}]_{\mu\nu} [A_{Q+k}]_{\alpha\beta} \right]$$

$$\times \left( [A-k]_{\mu\nu}^{(1)} [B_{0}^{(Q+k)}]_{\alpha\beta} \right)^{T}$$

$$+ \text{Tr} \left( [B_{k}]_{\mu\nu} [A_{Q+k}]_{\alpha\beta} \cdot [A_{Q+k}]_{\nu\alpha}^{(1)} [B_{k}]_{\alpha\beta} \right).$$

(37)

$$S^{ZZ}(\mathbf{Q} = 0) = \frac{3}{16N} \sum_{\mu} \sum_{\mathbf{k}} \text{Tr}([B_{k}]_{\mu\nu} [B_{k}']_{\mu\nu})$$

$$\times \sum_{\nu, \nu'} \text{Tr}([B_{k}]_{\mu\nu} [B_{k}'_{\nu \nu'}]).$$

(38)

For the XX-component of structure factor, $\sigma_z$ will be replaced by $\sigma_x$.
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