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Abstract

This paper studies emotion arcs in student narratives. We construct emotion arcs based on event affect and implied sentiments, which correspond to plot elements in the story. We show that student narratives can show elements of plot structure in their emotion arcs and that properties of these arcs can be useful indicators of narrative quality. We build a system and perform analysis to show that our arc-based features are complementary to previously studied sentiment features in this area.

1 Introduction

This work deals with the study of emotion arcs in student narratives. Plots (Lehnert, 1981) and emotion arcs (Vonnegut, 1995; Reagan et al., 2016; Chu and Roy, 2017) form the foundations of storytelling.

Story-telling is an important literacy skill. Children are taught to understand and write narratives in school, and literacy standards\(^1\) require students to write increasingly competent narratives.

While researchers have already introduced analysis of plots in well-written stories and emotion arcs in novels, not much attention has been paid to these phenomena in narratives written by novices. In this work we study student narratives along the dimension of emotion arcs. We show that even novice writing can show plot elements. We then investigate if the quality of narratives can be determined by measuring properties of the emotion arcs.

There has been work investigating scoring of student narratives (Somasundaran et al., 2018). However, previous focus has been on other aspects of the narrative, such as event progression, organization, vividness, detailing and subjectivity. We investigate if emotion arc characteristics can help to improve automated narrative scoring systems.

Plot analyses and research on constructing shapes of stories have considered the general sentiment or affect present in the text. In our work we focus on a specific type of sentiment/affect that we believe is closer to plot structure: events that produce good/bad effect, affective events and sentiment connotations. We show that while there is overlap with subjectivity and sentiment, our approach captures a different dimension of narrative quality.

We believe that our work advances the understanding of plots elements in narratives written by novices. Our work connects evidence of plots elements to the quality of narratives as judged by human raters using standard scoring rubrics. Specifically, the contributions of our work can be summarized as follows: 1. We show that emotion arcs can be seen even in simple narratives written by novice writers. 2. Our experiments show that emotion arc properties are indicative of the quality of narratives. They are related to other sentiment factors in narratives, but are distinct in what they capture about the narrative quality. 3. We show that encoding emotion arc characteristics help to improve narrative essay scoring systems.

2 Narrative Data

As our focus is student narratives, we use the annotated narrative dataset from Somasundaran et al. (2018). The data comprises of 942 narrative essays written by school students from the Criterion® program\(^2\). Criterion is an online writing evaluation service from Educational Testing Service\(^3\). It is a web-based, instructor-led writing tool that helps students plan, write and revise their essays. Nar-

\(^1\)http://www.corestandards.org/ELA-Literacy/W/11-12

\(^2\)https://criterion.ets.org/criterion

\(^3\)www.ets.org
rative essays in this dataset belong to writers from three grade levels: grades 7, 10 and 12. Each essay is in response to one of 18 story-telling prompts; prompts belong to topics related to personal experiences, hypothetical situations, and fictional stories. Given below are example prompts:

**[Personal Experience]** There are moments in everyone’s lives when they feel pride and accomplishment after completing a challenging task. These moments can happen in the classroom, on the field, or in their personal lives. Write a story about one of your proudest moments.

**[Hypothetical Situation]** Pretend that one morning you wake up and find out that you’ve become your teacher for a day! What happened? What do you do? Do you learn anything? Write a story about what happens. Use your imagination!

**[Fictional Story]** While some well-loved films feature sequels, many do not. These movies can leave the audience wanting to know more about the plot and characters they’ve enjoyed. Is there a film you’ve wanted to continue past the ending? Write a synopsis of your own “sequel” to a beloved movie using the same characters and settings as the real film. Remember to include a summary of the previous title and plot, as well as specific new details to draw the reader into your continuation of the movie.

The average essay length in the data is 320 words, with a range of 3 to 1310 words and a standard deviation of 195. The rubric used for scoring the essays was created by education experts and teachers. It defines a separate score (0-4) each for essay organization and essay development. The dataset also provides a *Narrative Score* for each essay, which is the sum of the organization and development scores. The score is an integer value from 0 to 8, with 8 corresponding to perfect organization and development of the narrative. The human inter-annotator agreement for the narrative quality score is 0.76 QuWk.

In our work, we are primarily interested in sentiments and emotions as they relate to the plot. Thus our focus is mainly on events and implicit sentiments. Events are the core building blocks of narratives, and positive and negative events are closely tied to plot progression. This intuition is in line with Lehnert’s work on plot units (Lehnert, 1981), which also focuses on positive/negative events (called events that please, and events that displease). Additionally, much of the plot movement is brought about by elements that have implicit sentiment value. For example, if “A kills B” in a story, it indicates an objective event on the surface, but denotes a conflict (or resolution, depending on whether B is an antagonist) in the story. Given this focus, our emotion arcs are constructed based on the following phenomena that have been previously developed for other purposes in computational linguistics:

**Good-for and bad-for events**: Good-for and Bad-for events, also known as benefactive and malefactive events, positively/negatively affect the entities on which they act (Deng et al., 2013). These events indicate someone (or something) doing something that affects someone (or something) in a positive or negative manner. In the context of stories, we hypothesize that such events can indicate elements of a plot, such as conflict, resolution and goal achievement.

**Affective events**: These are events that affect an experiencer in positive or negative ways (Ding and Riloff, 2016) even though they do not, in their surface form, hold a valence. The events are implicitly affective based on the human knowledge of the event itself, such as going on a vacation or breaking a record.

**Sentiment Connotation**: These are words that imply a positive or negative sentiment even though they appear objective on the surface (Feng et al., 2013). For example, a gun-shot invariably indicates a conflict in the plot, even though it is objective on the surface.

### 3.1 Constructing Emotion Arcs

In order to construct the emotion arcs, we first extract the elements of interest described above. For
this we use the EffectWordNet (Choi and Wiebe, 2014) for extracting good-for/bad-for events, event polarity lexicon (Ding and Riloff, 2018) for extracting affective events, and a connotation lexicon (Feng et al., 2013) for extracting sentiment connotation words. Once the elements are extracted for each sentence, they are aggregated to obtain a valence-token offset plot with a sliding window. This process is detailed below:

**Preprocessing** For a given student essay, we first get the tokenization, part-of-speech tags and dependency parse of each sentence with ZPar\(^5\). Then we lemmatize the words with NLTK\(^6\).

**Good-for/Bad-for Event extraction** The EffectWordnet lexicon is a subset of WordNet, with an extra effect polarity annotation for every synset. The effects are either positive, negative or neutral. We pick out all the verbs by POS tags and exclude the stopwords. Then for each verb, we look up its synset(s) in WordNet, and if the synsets are covered in EffectWordnet, we look up its effect polarity. One verb can have multiple senses, and thus multiple synsets in WordNet, with potentially contradicting effect polarities. Here, we take the majority voting approach. For example, if a verb has 3 positive senses, 1 negative sense and 2 neutral senses, we treat it as having a positive effect.

**Affective Event extraction** The Affective Event lexicon is a mapping from event templates to their polarities. An event template is a verb frame, with optional subject/object/prepositional phrase contexts. For example, `@I@,love,@my@ partner`. We pick out verbs from the sentences by their POS tag, then find out their subject/object by dependency parse, and match with the lexicon.

**Sentiment Connotation extraction** The Connotation lexicon is a mapping from verbs/nouns/adjectives to their connotation polarities. We simply traverse through all tokens with relevant POS tag, lemmatize them and look up their connotation polarity from the lexicon.

**Arc Generation** After the above extraction steps we associate every token with a set of extracted polarities. We quantify each token by the following rules: a positive polarity equals +1, a negative polarity equals -1, and a neutral polarity equals 0. The score of a token is the sum of all its associated polarities from different sources. If a token has no associated polarity, it’s score is 0. Once the sentiment score for each token is determined, we use a sliding window to slide over the whole narrative, moving by one token at a time, and aggregate the scores within the window. The scores are weighted with Gaussian distribution, with the center of the sliding window being the mean of distribution, and 1/4 of window size as standard derivation. We use a fixed window size of 50, and essays shorter than that are dropped (25 out of 942 total essays). We plot the aggregated scores against the sliding window position, and smooth it with the Savitsky-Golay filter\(^7\) to fit a smooth curve over the narrative. As will be detailed in Section 4, this smoothing is very important for feature extraction on the arcs.

### 3.2 Emotion Arcs in Student Narratives

![Figure 1: Emotion arc for a narrative on Proudest Moment.](https://plotly.com/python/smoothing/) Figure 1 shows the emotion arc constructed for a first person narrative describing The Proudest Moment (an essay written in response to the prompt “Write a story about one of your proudest moments.”). In this narrative, the writer talks about her tryout for a marching band performance. The narrator begins with a statement that qualifying for the marching band was her proudest moment. She describes “flagline”, the marching band (“Flagline is a group of 10 to 30 girls and they perform in costumes that show school colors.”). This story setup and the writer’s aspiration is seen in the region (A) of Figure 1. The narrator then goes on to describe how her friends and family thought she could not do it (“My family and friends didn’t take me seriously.”) and how that created self-doubt (“I started
doubting myself.”). This conflict in the plot is evidenced as a dip into negative valence in region (B) in the figure. Then she went to her grandmother for advice (“She gave me the best advice.”, “...god will always answer your prayers.”). This is evidenced in part (C) where the emotion arc peaks on the positive side of the graph. When the narrator finally goes to the tryout, she is extremely nervous (“It felt like my knees were going to fall off”, “It felt like I was going to faint.”). Corresponding to this suspense in the plot, the arc dips again at (D). Finally her name gets called by the judges, and she is extremely elated (“... hugging everyone around me ”, “It was the proudest day of my life.”). This happy resolution is corroborated by the arc at region (E). The narrative concludes with a reflective note that she remembers this day later on in life when she faces a tough situation (F).

We noticed that short narrative essays written by school students show variations in the emotion arc corresponding to elements of a plot such as setting, conflict, suspense, resolution and reflection. Overall, emotion arcs vary across narrative genres, topics, and even within a topic due to creative variety. Nevertheless, the basic elements of a good story can still be found across all narrative types. For example, a plot almost always requires an emotional variation and an effective narrative will have some form of conflict or dip in emotional valence.

4 Relationship to Narrative Quality

We saw in the previous section that well-written student narratives generally tend to have emotion arcs corresponding to plot elements. The next question is whether these elements can be indicators of narrative quality score as defined by standardized essay scoring rubrics. In order to answer this, we study the relationship of narrative quality scores to properties of the emotion arcs. Note that the narrative quality score is a function of a number of factors, such as organization of the story, effective use of transitioning, clear opening and closing, vivid description, character development, use of dialog, event sequencing, effective use of figurative language and other narrative techniques. Hence we expect presence of plot element in a story to be just a component that would contribute to the determination of the score.

While individual creativity makes it difficult to directly equate emotion arcs to scores, we can extract features that represent arc characteristics. We extract the following features from the arcs. For the ease of explanation, we denote the arc value at position $i$ as $d(i)$. We define local maximum as positions where $d(i-1) < d(i) > d(i+1)$, and local minimum as points where $d(i-1) > d(i) < d(i+1)$. The slope at each point is calculated as $d(i) - d(i-1)$.

1. Max Peak: We find the “peaks” in the arc by looking for local maximums. And we choose the maximum among the local maximums as Max Peak.

2. Second Max Peak: Similar to Max Peak, but the second greatest one of the local maximums.

3. Min Valley: The minimum of local minimums.
4. **Second Min Valley**: The second least local minimum.

5. **Number of Peaks**: Number of identified local maximums.

6. **Number of Valleys**: Number of identified local minimums.

7. **Positive Slope**: The slope where the arc is most steep and going upward, i.e. $\max_i d(i) - d(i-1)$.

8. **Negative Slope**: The slope where the arc is most steep and going downward, i.e. $\min_i d(i) - d(i-1)$.

The plots generated by sliding windows are noisy and contain lots of spurious local maximums/minimums. So we apply Savitsky-Golay filter to smooth the high-frequency variations in the plots, as we are not interested in the fine-grained perturbations, but in how valence emerges or drops in at a coarser granularity.

The maximum peak and minimum valley capture the height of happiness and depth of despair in the story. The second max peak (and min valley) capture the second highest points. Presumably, narratives with non-trivial story-lines will show multiple significant peaks and valleys. The number of peaks and valleys try to capture the emotional variance in the story. The positive and negative slopes try to capture the emotional pace of the story.

### 4.1 Correlation with Narrative Quality

Using the scored essays, we compute correlation (Pearson’s $r$) for each of our features to the Narrative Quality score. Previous studies on essay scoring (Chodorow and Burstein, 2004) have found that essay length is strongly correlated with its score. Thus, for each of our features, we calculate correlation with score after accounting for length, in order to see its effect on the narrative quality independent of essay length.

| Feature             | Pearson’s $r$ | $r$ After controlling length |
|---------------------|---------------|------------------------------|
| Max Peak            | 0.151         | 0.006                        |
| Second Max Peak     | 0.184         | -0.003                       |
| Positive Slope      | 0.307         | 0.155                        |
| Negative Slope      | 0.312         | 0.136                        |
| Min Valley          | 0.412         | 0.202                        |
| Second Min Valley   | 0.431         | 0.193                        |
| Num of Peaks        | 0.538         | -0.016                       |
| Num of Valleys      | 0.541         | -0.011                       |

Table 1: Correlation (Pearson’s $r$) of each feature with score.

The features related to negative dips in the story (Min Valley and Second Min Valley) show moderately strong correlation with score, and have a relatively smaller drop after accounting for length. This indicates that elements corresponding to strong adversities are effective narrative techniques even in short stories.

### 4.2 Narrative Quality Prediction

The next question we explore is if and by how much the emotion arc features, individually or as a group, are useful for predicting narrative quality. Given that there has been previous work on developing narrative quality features, our focus is on how much the emotion arc features can help to improve a system based on previous narrative features. For this, we closely follow the procedure from (Somasundaran et al., 2018): we build a Linear regression model using scikit-learn toolkit (Pedregosa et al., 2011), with 10-fold cross-validation. Trimming of the predicted output is performed; that is, if the predicted score was above the max score (8), or below the min score (0), it is assigned the max or the min score, respectively. Bootstrapping experiments (Berg-Kirkpatrick et al., 2012; Efron and Tibshirani, 1994) were performed to test for statistical significance. We used 10,000 bootstrap samples.

The system using the best narrative features from previous work is our baseline. Thus the baseline comprises of the following features: Details+ Modal+ Pronoun+ Content+ Graph+ Statives+ Subjectivity+ Transition + Quote. We build prediction models by (1) adding one emotion arc-based feature, capturing the presence of dialog or air quotes, was added by the authors after the publication of their paper. It produces a small improvement in performance.
ture at a time to the baseline (2) adding all of our features to baseline.

| Feature                        | QWK  |
|--------------------------------|------|
| Baseline                       | 0.656|
| + Negative Slope               | 0.652|
| + Max Peak                     | 0.657|
| + Second Max Peak              | 0.657|
| + Number of Valleys            | 0.661|
| + Number of Peaks              | 0.662|
| + Min Valley                   | 0.666*
| + Positive Slope               | 0.667**|
| + Min Valley                   | 0.669**|
| + All                          | 0.668|

Table 2: Performance of the system when new features are added to the baseline. * indicates $p < 0.1$; ** = $p < 0.05$

Table 2 reports the performance of the resulting systems sorted in ascending order (for individual feature additions). Features corresponding to the positive emotional peaks in the story (Max Peak and Second Max Peak) add only minor improvements. Features corresponding to negative valence (Min Valley, Second Min Valley) help to improve the performance, indicating that detecting negative dips can improve the reliability of scoring. With respect to pacing, moving from a negative point to a positive point (Positive slope) seems to be indicative of narrative quality. However, adding all features together seems to produce no improvement indicating that while some individual features show promise, others tend to bring the performance down.

We performed a detailed ablation study (8 features resulted to 256 experiments) to find the subset of features that can be used together. The resulting feature combination that gave the best performance was [Max Peak + Min Valley + Second Max Peak + Number of Peaks + Positive Slope] and had a QWK value of 0.676.

4.3 Correlation with Other Sentiment Features

Somasundaran et al. (2018) have explored subjectivity-based features for predicting narrative score. Their motivation was to capture evaluative and subjective language that is used to describe characters, situations, and characters’ private states (Wiebe, 1994). While our features are also sentiment-based, we believe that our arc-based features capture a different dimension of the narrative and are complementary in nature.

In order to investigate this, we compared our features with the following subjectivity-based features in the baseline system: count of MPQA (Wilson et al., 2005) polar words (CMP), count of MPQA neutral words (CMN), presence of MPQA neutral words (PMN), presence of MPQA polar words (PMP), count of ASSESS (Beigman Klebanov et al., 2012) polar words (CAP), count of unique ASSESS polar words (UAP).

Table 3 presents the Pearson’s correlation $r$ between our features and subjectivity features from the baseline system. Values of $r$ greater than 0.5 are shown in **bold**.

As expected, there is strong correlation between the emotion arc features and subjectivity/sentiment. We believe that this is because (1) There are events that are also clearly sentiment-bearing words (e.g., “failing”), (2) Good/bad events and feeling about them would co-occur in the story. For example, if something adverse happens to a character, he might feel bad about it. (3) It is very likely that there is overlap between the lexical resources we use for constructing emotion arcs and the subjectivity/sentiment features.

However, the correlation values also indicate that there is some separation between our plot-motivated features and the subjectivity features – except for the high correlation between count-based subjectivity features and number-based arc features (all of which also correlate with length), the rest have $r < 0.5$.

5 Related Work

Narratives can be analyzed along many different dimensions, such as sentiment, emotion, plot, characters, engagement, creativity, and success of stories. Computational linguistic analyses started with shorter texts, concentrating mostly on fables, folk stories and fairy tales. In the last decade they fully embraced analysis of full length novels and movie scripts.

Several studies focused on character traits and personas in stories. Elsner (2012) proposed a rich representation of story-characters for summarizing and representing novels. Bamman et al. (2014) automatically inferred character types in English novels. Valls-Vargas et al. (2014) extracted character roles from Russian folk tales, based on character actions. Chaturvedi et al. (2015) analyzed short sto-
Table 3: Correlation (Pearson’s $r$) of each feature with previously explored subjectivity features: count of MPQA polar words (CMP), count of MPQA neutral words (CMN), presence of MPQA neutral words (PMN), presence of MPQA polar words (PMP), count of ASEES polar words (CAP), count of unique ASEES polar words (UAP)

| Emotion arc feature | CMP | CMN | PMN | PMP | CAP | UAP |
|---------------------|-----|-----|-----|-----|-----|-----|
| Max Peak            | 0.34| 0.19| 0.07| 0.05| 0.33| 0.34|
| Second Max Peak     | 0.40| 0.23| 0.06| 0.03| 0.39| 0.40|
| Min Valley          | 0.38| 0.31| 0.13| 0.00| 0.41| 0.43|
| Second Min Valley   | 0.43| 0.35| 0.08| 0.00| 0.46| 0.47|
| Num of peaks        | 0.73| 0.61| 0.19| 0.04| 0.78| 0.73|
| Num of Valleys      | 0.73| 0.60| 0.19| 0.05| 0.78| 0.73|
| Positive Slope      | 0.38| 0.23| 0.14| 0.08| 0.39| 0.42|
| Negative Slope      | 0.42| 0.27| 0.12| 0.10| 0.41| 0.45|

The idea that, in stories, emotion and sentiment is not static, but changes dynamically, is an old one. It is often presented as practical advice in writing guides for aspiring screenwriters and novelists (McKee, 1997). The idea of actually charting the emotional progression of scenes and stories (emotion arcs) is attributed to Kurt Vonnegut (see e.g. Vonnegut (1995, 2004), described by Jockers (2014) and Del Vecchio et al. (2018)).
Del Vecchio et al. (2018) used a similar technique to track emotion arcs in about 6000 movie scripts. That study also found that large-scale arcs cluster into six common shapes. The study went further, relating the arc shapes to movie success, using movie gross revenue as success indicator.

Chu and Roy (2017) performed a multi-modal analysis of emotion arcs. They used neural network models to construct emotional arc representations from movie clips, audio clips, images and two-word image captions (the latter analyzed with SentiWordNet lexicon, (Baccianella et al., 2010)). They applied clustering to find major groupings of emotional arcs. They evaluated their models by predicting viewer engagement with short online videos (measured as number of comments the videos received).

Kim et al. (2017) used lexical expressions of emotion for genre-classification of whole novels. They extended the emotion arc approach, by using eight fundamental emotions defined by Plutchik (2001), instead of a single sentiment valence dimension. Thus, their tracking reflects the development of each of the eight emotions throughout the time course of the narrative. Overall, this method contributes to significant improvement of genre classification over a strong lexical baseline.

6 Discussion

To the best of our knowledge, our work is a first attempt in exploring emotion arcs and plot elements in student writing via event affect and implied sentiment. The exploration is by no means complete. In this section we discuss the rationale of our choices, some limitations of the current study and challenges in this task.

In order to construct emotion arcs in Section 3 we relied on a number of resources and made a number of choices, which has influenced the precision of the resulting arcs. First, we used (semi) automatically created lexicons, and these have issues with both noise and coverage. We did not combine the lexicons or remove duplicates between lexicons. This could have led to a single instance of an easily recognizable emotional element in a sentence being counted more strongly than it otherwise should have. Contextual polarity resolution was not performed, which could have influenced the determination of the sentence-level valence. Finally, when employing the EffectWordnet, we simply used the most frequent sense instead of performing complete word sense disambiguation. Our curve-fitting function might have dampened some of the spurious errors, but there is obviously scope for improvement.

In Section 4 we sampled arc properties and employed them as features. Our choices were driven by the requirements that the properties should be efficiently extracted, and be generalizable across narrative sub-genres and writing proficiency. More constrained environments/applications could afford closer modeling of arcs (e.g. finding components of the curve equation).

In our work, we have used the simplifying assumption that there are emotional correlates to plot elements, and by tracking the emotion arc, we are able to capture some elements of the plot. While this assumption may hold for simple short stories, it is likely to collapse for stories from creative authors. Accomplished authors can create tension and resolution without emotional accompaniment.

Finally, it is important to note that plot and components of a plot, such as rising action, conflict, falling action, resolution, etc., while easily discernible to human readers, pose significant challenges for a machine. World knowledge, human experiences, interpretation of motivations, inferences of human actions and context of the story, play an important part in the recognition. Consequently, automated methods too will need to look beyond words, sentences and paragraphs.

7 Conclusion

In this work, we studied emotion arcs in student narratives, and explored ways to harness them for automatically determining narrative quality.

We showed that emotion arcs are manifest in student writing and intuitively correspond to plot elements. Our analyses showed that simple arc properties correlate with narrative quality score, and that the features derived from the arcs are similar to, yet distinguished from previously explored subjectivity features. We built scoring systems and showed that adding our arc-based features have the potential to improve the scoring performance.

Our future work will include addressing the limitations and challenges discussed in Section 6.
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