Exact signal correlators in continuous quantum measurement
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This article provides an exact formula for the signal n-point correlation functions of detectors continuously measuring an arbitrary quantum system, in the presence of detection imperfections. The derivation uses only continuous stochastic calculus techniques, but the final result is easily understood from a discrete picture of repeated interactions with qubits or from a parallel with continuous matrix product states. This result provides a crude yet efficient way to estimate system parameters directly from experimental data, without requiring non-linear state reconstruction.

Introduction – Quantum systems can now be probed non-destructively with the help of continuous measurements. Intuitively, the latter can be understood as coming from a proper limit of infinitely frequent and infinitely weak discrete measurements [1, 2], where the scaling is chosen in such a way that interactions extract information from the state without Zeno-freezing its evolution in the limit. The corresponding theory was developed in the 80s [3–8], mostly with foundational motivations. However, it was later understood that continuous measurements could be obtained in standard experimental setups [9, 10], making the construction practically relevant. Nowadays, continuous measurements are almost routinely used by experimentalists and the corresponding continuous quantum trajectories can be reconstructed, notably in superconducting qubits [11–13]. The interest in continuous measurements theory [27–29] as well as recent rediscoveries [25, 26, 30, 31] valid in restricted cases. The main objective of this article is to provide a self-contained derivation and an interpretation of this formula, as well as an example illustrating its convenience for parameter estimation.

Standard formalism – We consider a quantum system subjected to a continuous measurement by n independent detectors. A general [32] stochastic master equation (SME) in Itô form, describing the real-time evolution of the system density matrix \( \rho \) under this continuous probing, can be shown to read [10, 33]:

\[
d\rho = \mathcal{L}(\rho)dt + \sum_{k=1}^{n} \mathcal{D}[c_k](\rho)dt + \sqrt{\eta_k} \mathcal{H}[c_k](\rho)dW_k, \tag{1}
\]

where the \( W_k \) are independent Wiener processes (or Brownian motions), \( \mathcal{L} \) is an arbitrary Lindbladian encoding the evolution of the system in the absence of measurement, \( 0 < \eta_k \leq 1 \) are the detector efficiencies, and

\[
\mathcal{D}[c](\rho) = c\rho c^\dagger - \frac{1}{2} (c^\dagger c, \rho), \tag{2}
\]

\[
\mathcal{H}[c](\rho) = c\rho + \rho c^\dagger - \text{tr} [(c + c^\dagger)\rho], \tag{3}
\]

where the \( c_k \) are arbitrary operators characterizing each detector. The corresponding measurement signals \( I_k(t) = \frac{d\rho_k(t)}{dt} \) verify [34]:

\[
d\rho_k = \frac{1}{2} \text{tr} [(c_k + c_k^\dagger)\rho]dt + \frac{1}{2\sqrt{\eta_k}}dW_k. \tag{4}
\]

This latter equation can be used to express \( dW_k \) as a function of \( d\rho_k \) and thus to reconstruct \( \rho \) as a function of the signal using (1).

We are interested in correlation functions of the signal:

\[
K_{I_{t_1}I_{t_2}\cdots I_{t_N}}(t_1, t_2, \cdots, t_N) := \mathbb{E} \left[ I_{t_1}(t_1)I_{t_2}(t_2)\cdots I_{t_N}(t_N) \right], \tag{5}
\]

where \( \mathbb{E} \) denotes the statistical average over the Brownian randomness. Our objective is to compute these correlators analytically using only equations (1) and (4).

For that matter, it is mathematically convenient to go to a linear SME instead of a non-linear one. Introducing \( \tilde{\rho} \) such that:

\[
d\tilde{\rho} = \mathcal{L}(\tilde{\rho})dt + \sum_{k=1}^{n} \mathcal{D}[c_k](\tilde{\rho})dt + 2\eta_k \left[ c_k\tilde{\rho} + \tilde{\rho}c_k^\dagger \right]d\rho_k \tag{6}
\]
and $\tilde{\rho}(0) = \rho(0)$, it is easy to show, using Itô’s lemma, that $\rho(t) = \tilde{\rho}(t) \times \text{tr}[\tilde{\rho}(t)]^{-1}$. We further define a new probability measure $\tilde{\mathcal{P}}$ from the physical probability measure $\mathcal{P}$ by the Radon-Nikodym derivative:

$$\frac{d\tilde{\mathcal{P}}}{d\mathcal{P}} = \text{tr}[\tilde{\rho}(T)]^{-1},$$

for a fixed time $T$ arbitrarily far in the future (which we here take to be larger than all the time arguments in the correlators). In practice, it amounts to introduce a new expectation value:

$$\tilde{\mathbb{E}}[\cdot] = \mathbb{E}[\cdot \times \text{tr}[\tilde{\rho}(T)]^{-1}].$$

Under this new measure, one can show (using Girsanov’s theorem [35]) that the $2\sqrt{\eta_0}r_k$ are independent Wiener processes for time arguments $t \leq T$ [36]. In this scheme, the correlators can be computed by writing:

$$K_{t_1, \ldots, t_N}(t_1, \ldots, t_N) = \tilde{\mathbb{E}}[I_{t_1}(t_1) \times \ldots \times I_{t_N}(t_N) \times \text{tr}[\tilde{\rho}(T)]],$$

where $\tilde{\rho}$ now obeys the linear equation (6) and the $I_k$’s are just independent white noises.

Derivation – The main idea is to introduce the generating functional $Z_\delta$ of the correlation functions:

$$Z_\delta := \mathbb{E}\left[ \exp\left( \sum_{k=1}^n \int_0^T j_k(u) \, dr_k(u) \right) \right],$$

where $j = (j_k)_{k=1}^n$ is a “source” function and as before, $T$ is kept finite to make the expression well defined but should typically be sent to infinity in the final results (or at least taken to be larger than all the other time arguments). Assuming for the time being that $t_1 < t_2 < \cdots < t_N$, we indeed have:

$$K_{t_1, \ldots, t_N}(t_1, \ldots, t_N) = \frac{\delta}{\delta j_{t_1}(t_1)} \cdots \frac{\delta}{\delta j_{t_N}(t_N)} Z_\delta \big|_{j=0},$$

something noted also in [29]. Introducing $\rho_j(t) = \exp\left( \sum_{k=0}^n \int_0^T j_k(u) \, dr_k(u) \right) \tilde{\rho}(t)$, we can write: $Z_j = \tilde{\mathbb{E}}[\text{tr}[\rho_j(T)]]$. Using Itô’s lemma, we now compute the differential of $\rho_j$:

$$d\rho_j = \mathcal{L}(\rho_j) dt + \mathcal{D}[c_k](\rho_j) dt + 2\eta_k \left[ c_k \rho_j + \rho_j c_k^+ \right] dr_k + \frac{j_k^2}{8\eta_k} \rho_j dt + \frac{j_k}{2} \left[ c_k \rho_j + \rho_j c_k^+ \right] dt + j_k \rho_j \, dr_k,$$

with implicit summation on $k$. Because the $r_k$ are proportional to Wiener processes and because we are in the Itô representation, the average of all stochastic integrals taken against $dr_k$ is zero. Hence, writing $\bar{\rho}_j = \tilde{\mathbb{E}}[\rho_j]$, and taking the expectation value of (12), we get:

$$\partial_t \bar{\rho}_j = \left( \mathcal{L} + \sum_{k=1}^n \mathcal{D}[c_k] + \frac{j_k}{2} c_k^+ + \frac{j_k^2}{8\eta_k} \right) \cdot \bar{\rho}_j,$$

with the notation $c^+ \cdot \rho = c\rho + pc^\dagger$. The differential equation (13) can be formally integrated to give:

$$\rho_j(T) = \mathcal{T} \exp \left( \int_0^T dt \mathcal{L} + \sum_{k=1}^n \mathcal{D}[c_k] + \frac{j_k}{2} c_k^+ + \frac{j_k^2}{8\eta_k} \right) \rho(0),$$

where $\mathcal{T}$ is the time ordering operator. Taking the trace and using (11) we get:

$$K_{t_1, t_2, \ldots, t_N}(t_1, t_2, \ldots, t_N) = \frac{1}{2^N} \times \text{tr} \left[ c_{t_N}^+ \Phi_{t_N - t_{N-1}} c_{t_N - 1} \cdots \Phi_{t_2 - t_1} c_{t_1}^+ \Phi_{t_1} \cdot \rho(0) \right],$$

where $\Phi_t = \exp(t\mathcal{L}) = \exp\{ t (\mathcal{L} + \sum_{k=1}^n \mathcal{D}[c_k]) \}$ is just the solution of a Lindblad evolution if measurements are averaged over (the extension to time dependent Lindblad is straightforward).

Formula (15) has a simple interpretation in terms of discrete positive-operator valued measure (POVM). Let us introduce $n$ POVMs $F_k$ with binary outcomes $R_k = \pm 1$ such that:

$$F_k : \rho \mapsto \frac{M_k(\pm 1)\rho M_k^+(\pm 1)}{\text{tr}[M_k(\pm 1)\rho M_k^+(\pm 1)]},$$

with probability $\mathbb{P}[R_k = \pm 1] = \text{tr}[M_k(\pm 1)\rho M_k^+(\pm 1)]$ and

$$M_k(R_k = +1) = \frac{1}{\sqrt{2}} \left( 1 + \delta c_k - \delta^2 \frac{c_k^+ c_k}{2} + o(\delta^2) \right),$$

$$M_k(R_k = -1) = \frac{1}{\sqrt{2}} \left( 1 - \delta c_k - \delta^2 \frac{c_k^+ c_k}{2} + o(\delta^2) \right).$$

We now consider a continuous evolution given by $\Phi_t$ interrupted by the application the POVM $F_{t_k}$ at discrete times $t_k$, and write $R_{t_k}$ the associated outcome. The correlation function $K$ we have derived is simply the correlation function of the discrete binary results obtained in this scheme. Indeed, after elementary algebra one gets:

$$\frac{\mathbb{E}[R_{t_1}(t_1) \cdots R_{t_N}(t_N)]}{\delta^N} \sim \text{tr} \left[ c_{t_N}^+ \Phi_{t_N - t_{N-1}} \cdots \Phi_{t_2 - t_1} c_{t_1} \cdot \rho(0) \right] = 2^N K_{t_1, \ldots, t_N}(t_1, \ldots, t_N).$$

This reformulation (observed already in [31] in a special case) is natural having in mind that continuous quantum measurements can be obtained as a limit of repeated interactions with qubits [37, 38]. It incidentally shows how formula (15) could have been derived from the discrete.

Equal point contributions – We recall that formula (15) is valid only for $t_1 < \cdots < t_N$. Indeed functional derivatives of $Z_\delta$ taken with respect to the same $j_k$ and at the same time would have yielded Dirac distributions, corresponding to the singular two-point functions of white noises. It is important not to miss these contributions; in practice the signals are obtained from amplifiers with a finite bandwidth and are thus effectively
filtered. If one computes correlation functions for time differences smaller than the inverse cutoff frequency of the amplifiers, these contributions will be significant. In practice the signals are well defined once smoothed with a test function \( f \) (which, experimentally, would correspond to the transfer function of the amplifier taken at a fixed time):

\[
I_k(f) := \int f(t) \, dr_k(t). \tag{20}
\]

Consequently, it is actually more appropriate to consider that the correlation functions also act on test functions:

\[
K_{\ell_1, \ldots, \ell_N}(f_1, \ldots, f_N) := \text{E} [I_{\ell_1}(f_1) \cdots I_{\ell_N}(f_N)]. \tag{21}
\]

To compute such a correlation functional applied on test functions, we introduce a modified generating function \( Z_{\varepsilon, f} \), which is just equal to \( Z_j \) for \( j_k = \sum_{i=1}^N \varepsilon_i f_i \delta_{\ell_i, i} \) :

\[
Z_{\varepsilon, f} = \text{E} \left[ \exp \left( \sum_{i=1}^N \int_0^T \varepsilon_i f_i(u) \, dr_i(u) \right) \right]. \tag{22}
\]

It is indeed such that:

\[
K_{\ell_1, \ldots, \ell_N}(f_1, \ldots, f_N) = \partial_{\varepsilon_1} \cdots \partial_{\varepsilon_N} Z_{\varepsilon, f} \big|_{\varepsilon = 0}. \tag{23}
\]

Using (14), we have:

\[
Z_{\varepsilon, f} = \exp \left( \frac{1}{8 \eta(t)} \int \varepsilon_i \varepsilon_{i'} \delta_{\ell_i, \ell_{i'}} f_i f_{i'} \right) \times \text{tr} \left[ T \exp \left( \int_0^T \mathcal{L} + \sum_{k=1}^N \mathcal{D}[c_k] + \frac{\varepsilon f_i}{2} c_i^+ \right) \cdot \rho(0) \right], \tag{24}
\]

with implicit summation on \( i \) and \( i' \). To compute correlation functions, we just need to apply the derivatives with respect to the \( \varepsilon \)'s on the product \( \star \) \( \times \). Let us consider the second term \( \star \) first. The derivatives with respect to the \( m \) first \( \varepsilon \)'s give for example:

\[
\partial_{\varepsilon_1} \cdots \partial_{\varepsilon_m} \star \big|_{\varepsilon = 0} = \text{tr} \left( T \left( \prod_{i=1}^m \int_0^T \frac{f_i(t)}{2} c_i^+ \, dt_i \right) \times \exp \left[ \int_0^T \mathcal{L} + \sum_{k=1}^N \mathcal{D}[c_k] \right] \cdot \rho(0) \right). \tag{25}
\]

Expanding the product, pulling the integrals out of the time ordering and using equation (15) then yields:

\[
\partial_{\varepsilon_1} \cdots \partial_{\varepsilon_m} \star \big|_{\varepsilon = 0} = \sum_{\sigma \in \mathcal{S}_m} \int_{1 \leq \ldots \leq m} dt_1 \cdots dt_m \times f_{\sigma(1)}(t_1) \cdots f_{\sigma(m)}(t_m) K_{\ell_{\sigma(m)}, \ldots, \ell_{\sigma(m)}}(t_1, \ldots, t_m) \tag{26}
\]

\[
= K_{\ell_1, \ldots, \ell_m}^p (f_1, \ldots, f_m), \tag{27}
\]

where \( \mathcal{S}_m \) is the set of permutations of \( \{1, 2, \ldots, m\} \) and \( K(t_1, \ldots, t_m) \) is given by (15). The right hand side of (26) corresponds to the natural definition of the correlator without singular contributions (15), but for smoothed signals. We now compute the result of \( 2m \) derivatives acting on the first term \( \star \) of the product in (24):

\[
\partial_{\varepsilon_1} \cdots \partial_{\varepsilon_{2m}} \star \big|_{\varepsilon = 0} = \sum_{P \in \mathcal{P}_{2m}(p, p')} \prod_{(p, p') \in P} \frac{\delta_{\ell_{\beta_{s}(p)}}, \ell_{\beta_{s}(p')}}{4 \eta(t)} \int_0^T f_p f_{p'} \tag{28}
\]

where \( (p, p') \) is a pair of indices, \( P \) is a pairing, \( i.e. \), a set of \( m \) pairs of \( 2m \) indices, and \( \mathcal{P}_{2m} \) is the set of all the \( m!! \)-possible pairings. This amounts to sum over all the possible products of pairwise "contractions" of test functions associated to the same detector. This is simply Wick's theorem in disguise for the equal point contributions.

To get the final result, we just need to distribute the derivatives in (24):

\[
\partial_{\varepsilon_{s_1}} \cdots \partial_{\varepsilon_{s_N}} (\star \times \star) = \sum_{(s_1, \ldots, s_N) \in \{0, 1\}^N} \partial_{\varepsilon_{\alpha_s(s_1)}} \cdots \partial_{\varepsilon_{\alpha_s(s_N)}} \star \times \partial_{\varepsilon_{\beta_s(N-s_1)}} \partial_{\varepsilon_{\beta_s(N-s_N)}}, \tag{29}
\]

where \( |s| = s_1 + \cdots s_N \), \( \alpha_s \) outputs the \( s \) indices \( i \) such that \( s_i = 1 \), and \( \beta_s \) outputs the \( N - |s| \) indices such that \( s_i = 0 \). Finally, using (26) and (28) to compute each side we obtain the index heavy (albeit fully explicit) formula:

\[
K_{\ell_1, \ldots, \ell_N}(f_1, \ldots, f_N) = K_{\ell_1, \ldots, \ell_N}(f_1, \ldots, f_N)
\]

\[
+ \sum_{(s_1, \ldots, s_N) \in \{0, 1\}^N} \sum_{P \in \mathcal{P}_{2m}(p, p')} \prod_{(p, p') \in P} \frac{\delta_{\alpha_{s_1}(p), \alpha_{s_2}(p')}}{4 \eta(t)} \int_0^T f_{\alpha_s(p)} f_{\alpha_s(p')} \left[ \prod_{(p, p') \in P} \frac{\delta_{\ell_{\beta_s(N-s_1)}(p), \ell_{\beta_s(N-s_N)}(p')}}{4 \eta(t)} \int_0^T f_{\beta_s(p)} f_{\beta_s(p')} \right]. \tag{30}
\]

where we recall that:

\[
K_{\ell_1, \ldots, \ell_k}(f_1, \ldots, f_k) = \sum_{\sigma \in \mathcal{S}_k} \int_{t_1 \leq \ldots \leq t_k} \prod_{i=1}^m \int_0^T \frac{f_i(t)}{2} c_i^+ \, dt_i \times f_{\sigma(1)}(t_1) \cdots f_{\sigma(k)}(t_k) \cdot \text{tr} \left[ c_{\ell_{k-1}}^+ \Phi_{t_{k-1}} \cdots c_{\ell_k}^+ \Phi_{t_k} \cdot \rho(0) \right]. \tag{31}
\]
In practice, most terms in the sum (30) will be zero as only products of contractions from the same detectors contribute. It will thus typically be more convenient to use (24), (26), and (28) to compute directly the non-zero terms. In the limit of test functions with non-overlapping supports, all the terms containing contractions vanish and $K_{x_1,\ldots,x_N} = K_{x_1}^{\otimes N}$. The same identity naturally applies if all the signals in the correlator come from different detectors. On the other hand, correlators with equal point contributions are particularly useful as they depend explicitly on the efficiencies $\eta_k$, and thus allow to estimate them.

Example – One of the simplest example one can consider is the simultaneous measurement of two non-commuting qubit operators, a situation inspired from [39]. We take a qubit of density matrix $\rho$, without proper dynamics ($L = 0$), continuously measured with $c_1 = \sqrt{\gamma_x} \sigma_x$ (with associated signal $I_1 := I_x$) and $c_2 = \sqrt{\gamma_x} \sigma_x = \sqrt{\gamma_x} (\sigma_x - i \sigma_y)/2$ (with associated signal $I_2 := I_x$) where $\sigma_x, \sigma_y, \sigma_z$ are the Pauli matrices.

This example is non-trivial because the measured operators do not commute and the evolution is not even unital. But it is also convenient because the map $\Phi_t$ – corresponding to the evolution averaged over the measurement outcomes– is easily diagonalized by writing $\rho$ in the basis of the Pauli matrices. For simplicity, we consider a cross correlation function $K_{x,x}((t_1, t_2)) = \langle I_x(t_1) I_x(t_2) \rangle$ that has no equal time contribution and that we thus write as a function for convenience. Using the general formula (30) and elementary algebra yields:

$$
K_{x,x}(t_1, t_2) = \frac{\sqrt{\gamma_x}}{2} e^{-\gamma_x |t_2-t_1|/2} \times \left\{ \theta_{t_2-t_1} + \theta_{t_1-t_2} \right\},
$$

where $z_0 = \text{tr}[\sigma_x \rho(0)]$ and $\theta_{t_1-t_2}$ is the Heaviside function, equal to 1 if $t_1 > t_2$ and 0 otherwise.

This formula illustrates several generic features of signal correlation functions. The function $K_{x,x}$ is asymmetric in the exchange $t_1 \leftrightarrow t_2$. It depends on the initial state although it forgets it for large times. It decreases exponentially quickly in $|t_1-t_2|$. It is discontinuous in $t_1 = t_2$, reminding us that correlation functions only make sense as distributions: the value in $t_1 = t_2$ depends on the regularization procedure, i.e. on the way the signals are filtered. Finally, the interest of our general formula for parameter estimation is made obvious: $\gamma_x$ and $\gamma_y$ can unequivocally be read from $K_{x,x}$.

We may further illustrate how the imperfections of the amplification chain can be taken into account. A smoothing of the signal by a typical first order filter corresponds to a test function $f^\ell : u \mapsto \theta_{u,\lambda} \exp[-\lambda(t-u)]$ where $\lambda$ is the bandwidth. Using (32) we can easily compute $K_{x,x}(f^\ell, f^\ell)$ analytically in the stationary state. The resulting correlation function is shown in Fig. 1 alongside $K_{x,x}$ which can be obtained similarly. The smoothing removes the discontinuity of $K_{x,x}$ and gives a substantial contribution to the equal point singularity of $K_{x,x}$ at short times. Nonetheless, even with these imperfections, experimental parameters can simply be obtained by fitting the theoretical predictions to the experimental curves.

Discussion – Forgetting about the equal point contributions, the correlation functions take the form of the trace of a succession of “propagators” $\Phi_{k+1-k}$ and superoperator insertions $c_k^+$ applied on the initial state. This form is extremely similar to that of expectation values of normal ordered products of local operators taken between continuous matrix product states (cMPS) [40, 41], which are ansatz for states for 1-D quantum field theories. This is not a coincidence. There exists a mapping between bosonic cMPS and the state of the measurement field (or quantum noise) in continuous measurement setups [41, 42]. Although we have favored a self-contained stochastic proof and hinted at a discrete one, yet another derivation would have been possible using the language of cMPS and quantum noises.

This parallel with cMPS allows to learn how many correlation functions are typically needed to recover all system parameters. In the simple qubit example we considered, 2-point functions are clearly enough, but how far do we need to go in general? An analog of Wick’s theorem by Hübener et al. [43] shows that generically, cMPS $N$-point functions can be reconstructed from 2 and 3 point functions. This means that, unless symmetries or numerical coincidences conspire, all the parameters of the system that are observable, i.e. in principle knowable from signal statistics, can be estimated using only 2 and 3 point functions.

Computing correlations functions with the exact formula is naturally still exponentially costly in the system size. However, provided the operators measured and the generators of the dynamics are quasi local with respect to a tensor decomposition into low dimensional factors,
correlations functions can be efficiently approximated for short time differences \( \Delta t \) using \( \Phi_{\Delta t} \simeq 1 + \Delta t Z + \cdots \).
This would suffice in most practical cases for parameter estimation. Importantly, for narrowly spaced time arguments, the contributions from the imperfect detection chain have a substantial impact on the statistics (see again Fig. 1), and it is fortunate that they can be included via equation (30).

Finally, the exact expression (30) possesses a rather simple structure allowing to extract properties of the signal that would not be obvious from the stochastic equations (1) and (4) we started with. For example one sees that correlation functions generically decrease exponentially with the time difference of their arguments. We can also readily see that correlators become independent from the initial state for large times if \( \Phi \) has a unique stationary state. Hence in addition to its immediate interest for experimentalists, we can hope that the exact formula (30) will be the basis of new mathematical developments in continuous measurement theory.
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