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Abstract. The present work is devoted to the derivation of a fully well-balanced and positive-preserving numerical scheme for the shallow water equations with Coriolis force. The first main issue consists in preserving all the steady states, including the geostrophic equilibrium. Our strategy relies on a Godunov-type scheme with suitable source term and steady state discretisations. The second challenge lies in improving the order of the scheme while preserving the fully well-balanced property. A modification of the classical methods is required since no conservative reconstruction can preserve all the steady states in the case of rotating shallow water equations. A steady state detector is used to overcome this matter. Some numerical experiments are presented to show the relevance and the accuracy of both first-order and second-order schemes.
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1. Introduction. In the present work we consider the one-dimensional shallow water system with transverse velocity and Coriolis force. This system is also known as 1D rotating shallow-water equations (RSW) and is given by

\begin{equation}
\begin{cases}
\partial_t h + \partial_x (hu) = 0, \\
\partial_t (hu) + \partial_x \left( hu^2 + \frac{gh^2}{2} \right) = fhv - gh \partial_x z, \\
\partial_t (hv) + \partial_x (huv) = -fhu,
\end{cases}
\end{equation}

where $h(x, t)$ denotes the fluid height, $u(x, t)$ and $v(x, t)$ are the two components of the horizontal velocity, $z(x)$ designates the topography and is a given function, $g$ is the constant gravitational acceleration and $f$ the Coriolis parameter. This system can be written under the more compact form $\partial_x w + \partial_x f(w) = s(w, z)$ with

\[
w = \begin{pmatrix} h \\ hu \\ hv \end{pmatrix}, \quad f(w) = \begin{pmatrix} hu \\ hu^2 + \frac{gh^2}{2} \\ hv \end{pmatrix},
\]

and $s(w, z) = s_{cor}(w) + s_{topo}(w) \partial_x z$ where we have set

\[
s_{cor}(w) = \begin{pmatrix} 0 \\ fhv \\ -fhv \end{pmatrix} \quad \text{and} \quad s_{topo}(w) = \begin{pmatrix} 0 \\ -gh \\ 0 \end{pmatrix}.
\]

The first source term is related to the Coriolis force and the second one to the topography. The vector $w$ must belong to the convex set of admissible states

\[
\Omega = \{ w = (h, hu, hv)^T \in \mathbb{R}^3; h > 0 \}.
\]

This 1D system can be obtained from the two-dimensional RSW equations,
in which the variations in the $y$ direction are neglected.

The RSW system takes into account the force due to the Earth’s rotation through the Coriolis term and can therefore model large-scale oceanic or atmospheric fluid flows. One of the remarkable behaviour of geophysical flows is the geostrophic equilibrium, that received a great attention in the literature these last years, see [10, 32, 27, 4, 23, 3, 19, 12] for instance. Most oceanic and atmospheric circulations are perturbations of the geostrophic equilibrium, which express the balance between the Coriolis force and the horizontal pressure force, as follows in 2D

$$g\nabla(h + z) = f\left(\frac{v}{-u}\right).$$

In 1D, the geostrophic equilibrium writes

$$\begin{cases}
  u = 0, \\
  g\partial_x(h + z) = fv,
\end{cases}$$

which is a steady solution of (1.1) with no tangential velocity. Let us notice that in 1D, all the steady solutions of (1.1) with no tangential velocity are described by the geostrophic equilibrium (1.3). With a zero velocity $v$, we recover the lake at rest solution of the classical shallow-water model.

From a numerical point of view, it is well-known since the pioneer works [5, 20, 17, 22], that numerical schemes should capture accurately the steady solutions. In the few last decades, a large literature was devoted to design such well-balanced schemes able to preserve steady solution at rest in different contexts. For the classical shallow-water equations, we can mention the hydrostatic reconstruction method proposed in [1] and numerous other works using various methods, including [25, 15, 14]. Concerning the RSW system, some authors have developed numerical schemes which preserves exactly the geostrophic equilibrium (1.3), for instance in [10, 12, 27, 26].

More recently, some numerical schemes able to preserve all the steady states, including the moving ones, were derived. Let us emphasize that it is in general a very challenging task to derive such fully well-balanced schemes. The first attempt was in [11], where a scheme that captures all the steady states of the shallow-water equations with topography was presented. However, this scheme was not able to preserve the positivity of the water height. In [9], the authors obtain a scheme that preserves all the sonic steady states. The first fully well-balanced and positive preserving scheme was derived by Berthon-Chalons [6]. Later, fully well-balanced schemes were also derived for the shallow-water equations with both topography and friction in [29] and for the blood flow equations in [16].

For the 1D RSW equations, the steady solutions are described by

$$\begin{cases}
  \partial_x(hu) = 0, \\
  \partial_x \left( hu^2 + \frac{gh^2}{2} \right) = fhv - gh\partial_x z, \\
  (hu)\partial_x v = -fhu.
\end{cases}$$

Up to our knowledge, no fully well-balanced scheme was proposed for the 1D RSW equations. In this system, there is an additional difficulty due to the complex structure of the steady states. Indeed, let us notice that the steady solutions with nonzero
tangential velocity satisfy

\[ \begin{align*}
\partial_x (hu) &= 0, \\
\partial_x \left( \frac{u^2}{2} + g(h + z) \right) &= fv, \\
\partial_x v &= -f.
\end{align*} \tag{1.5} \]

Thus the steady solutions with no tangential velocity described by (1.3) cannot be obtained by setting \( u = 0 \) in (1.5). It leads to two different families of steady states. This is a discrepancy with the standard shallow-water model, where the lake at rest can be obtained by setting \( u = 0 \) in the moving steady states equations. The first aim of this paper is therefore to derive a fully well-balanced and positive preserving scheme for the one-dimensional RSW equations.

Another issue arises with the 1D RSW equations when we try to increase the order of precision, while preserving the well-balanced property. For other systems with source terms, well-balanced second-order extensions exist. The reader is referred for instance to [8, 28] for the shallow-water system with topography, [29] for the shallow-water system with both topography and friction and [16] for the blood flow equations. In all these extensions, the main ingredient lies in a reconstruction procedure that preserves the discrete steady states. Unfortunately, such a procedure is not possible in the case of the 1D RSW, once again due to the complex structure of the steady solutions.

In [29] and [16], a discrete steady state detection procedure is performed. The purpose is to modify the limitation procedure in order to recover the well-balanced first-order scheme near steady states and keep the high-order scheme far from steady state. We propose to adapt this technique for the 1D RSW equations. However, in order for this method to work in this context, we must complement this technique with some new manipulations of the space steps.

The paper is organized as follows. In section 2, we start by recalling some general notions about Godunov-type schemes and we choose the discretisation of the continuous steady solutions the scheme will have to preserve. Next, section 3 is devoted to the derivation of an approximate Riemann solver that lead to a fully well-balanced and positive preserving scheme, as stated in Theorem 3.3. In section 4, we recall the principle of the classical second-order MUSCL extension and we explain why it cannot give a fully well-balanced scheme for the RSW system. Therefore, we present a new strategy based on a discrete steady state detection to recover this property. We also check this modification does not create non-positive fluid height values. In section 5, we show some numerical examples that illustrates the fully well-balanced property and the accuracy of both first-order and second-order schemes. Finally, we give some concluding remarks in section 6.

All along this paper, for any quantity \( X \) which has a left value \( X_L \) and a right value \( X_R \), we will use the following notations

\[ [X] = X_R - X_L, \quad \overline{X} = \frac{X_L + X_R}{2}. \]

2. Godunov-type scheme. The numerical scheme we will derive to approximate system (1.1) is a Godunov-type scheme. In this section, we recall the framework of this family of finite volume schemes.

2.1. Principle. In the following, we consider a space discretisation made of cells \( K_i = (x_{i-1/2}, x_{i+1/2}) \), with constant length \( \Delta x \). The center of the cell \( K_i \) is denoted
by \( x_i \). The topography is discretized by
\[
z_i = \frac{1}{\Delta x} \int_{K_i} z(x) dx.
\]
At time \( t^n \), we assume known an approximation of the solution of (1.1) constant on each cell,
\[
w_{\Delta x}(x, t^n) = w^n_i, \text{ if } x \in K_i.
\]
In order to simplify the notations, we set \( \tilde{\omega} = (w, z) \), which belongs to the set
\[
\tilde{\Omega} = \{ \tilde{\omega} = (h, hu, hv, z)^T \in \mathbb{R}^3; h > 0 \}.
\]
Since \( z \) does not depend on time, we have \( \tilde{\omega}^n_i = (w^n_i, z_i) \).

We aim to update this approximation at time \( t^{n+1} = t^n + \Delta t \), with a step \( \Delta t \) chosen according to a CFL condition. Godunov-type schemes are mainly based on Riemann problems, which are Cauchy problems for system (1.1) with an initial data of the form
\[
(2.1) \quad \tilde{\omega}(x, 0) = \begin{cases} \tilde{\omega}_L & \text{if } x < 0, \\ \tilde{\omega}_R & \text{if } x > 0. \end{cases}
\]
We denote by \( \mathcal{W}_R(\tilde{\omega}_L, \tilde{\omega}_R) \) the exact solution of (1.1)–(2.1). This exact solution is usually very difficult to compute. Therefore, we prefer to use an approximate Riemann solver \( \hat{\mathcal{W}}_R(\tilde{\omega}_L, \tilde{\omega}_R) \) instead. According to [21], the approximate Riemann solver has to satisfy the following consistency property:
\[
\frac{1}{\Delta x} \int_{-\Delta x}^{\Delta x} \hat{\mathcal{W}}_R \left( \frac{x}{\Delta t}, \tilde{\omega}_L, \tilde{\omega}_R \right) dx = \frac{1}{\Delta x} \int_{-\Delta x}^{\Delta x} \mathcal{W}_R \left( \frac{x}{\Delta t}, \tilde{\omega}_L, \tilde{\omega}_R \right) dx.
\]
The average of the exact Riemann solution can be computed and the previous condition is equivalent to
\[
(2.2) \quad \frac{1}{\Delta x} \int_{-\Delta x}^{\Delta x} \mathcal{W}_R \left( \frac{x}{\Delta t}, \tilde{\omega}_L, \tilde{\omega}_R \right) dx = \frac{w_L + w_R}{2} - \frac{\Delta t}{\Delta x} (f(w_R) - f(w_L)) + \frac{1}{\Delta x} \int_0^{\Delta t} \int_{-\Delta x}^{\Delta x} s \left( \mathcal{W}_R \left( \frac{x}{\Delta t}, \tilde{\omega}_L, \tilde{\omega}_R \right), z(x) \right) dx dt.
\]
In the absence of source term, we can enforce this equality to ensure the consistency of the approximate Riemann solver. However, it is not always possible to compute exactly the average of the source term. Therefore, it is usual to use a relevant approximation (see for instance [8, 6, 13])
\[
S(\tilde{\omega}_L, \tilde{\omega}_R) \approx \frac{1}{\Delta t} \int_0^{\Delta t} \int_{-\Delta x}^{\Delta x} s \left( \mathcal{W}_R \left( \frac{x}{\Delta t}, \tilde{\omega}_L, \tilde{\omega}_R \right), z(x) \right) dx dt.
\]
This numerical source term should be consistent with the continuous source term \( s(\tilde{\omega}) = s_{\text{cor}}(w) + s_{\topo}(w) \partial z z \) if it satisfies
\[
(2.3) \quad S((w, z_L), (w, z_R)) = s_{\text{cor}}(w) \Delta x + s_{\topo}(w) [z].
\]
Provided a consistent numerical source term, the approximate Riemann solver can only satisfy a weaker version of (2.2). It leads to the definition of a weakly consistent approximate Riemann solver.

**Definition 2.2.** The approximate Riemann solver \( \tilde{W}_R \) is weakly consistent if there exists a consistent numerical source term \( S \) such that
\[
\frac{1}{\Delta x} \int \frac{dx}{\Delta t} \tilde{W}_R \left( \frac{x}{\Delta t}, \tilde{w}_L, \tilde{w}_R \right) dx = \frac{w_L + w_R}{2} - \frac{\Delta t}{\Delta x} (f(w_R) - f(w_L)) + \frac{\Delta t}{\Delta x} S(\tilde{w}_L, \tilde{w}_R).
\]

The following section will be devoted to derive a weakly consistent approximate Riemann solver. For now, we show how we can obtain a numerical scheme from an approximate Riemann solver. A Godunov-type scheme is built in two steps:

- firstly, we consider the juxtaposition of approximate Riemann solvers at each interface \( x_{i+1/2} \),
  \[
  w_{\Delta x}(x, t^n + t) = \widetilde{W}_R \left( \frac{x - x_{i+1/2}}{t}, \tilde{w}_{i+1}^n, \tilde{w}_{i+1}^n \right), \quad \text{if } x \in (x_i, x_{i+1});
  \]
- secondly, the update at time \( t^{n+1} \) is obtained by averaging the previous function on each cell
  \[
  w_{i+1}^{n+1} = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} w_{\Delta x}(x, t^n + \Delta t) dx,
  \]
  or equivalently
  \[
  (2.5) \quad w_{i+1}^{n+1} = \frac{1}{\Delta x} \int_0^{\Delta x} \tilde{W}_R \left( \frac{x}{\Delta t}, \tilde{w}_{i-1}^n, \tilde{w}_i^n \right) dx + \frac{1}{\Delta x} \int_{-\Delta x}^0 \tilde{W}_R \left( \frac{x}{\Delta t}, \tilde{w}_i^n, \tilde{w}_{i+1}^n \right) dx.
  \]

In order to prevent the approximate Riemann solvers to interact between each other, we must enforce the CFL restriction
\[
(2.6) \quad \frac{\Delta t}{\Delta x} \max_{i \in \mathbb{Z}} |\lambda^\pm(\tilde{w}_i^n, \tilde{w}_{i+1}^n)| \leq \frac{1}{2},
\]
where \( \lambda^\pm(\tilde{w}_i^n, \tilde{w}_{i+1}^n) \) denotes both the maximum and minimum speed of the waves that appear in \( \tilde{W}_R(x/t, \tilde{w}_i^n, \tilde{w}_{i+1}^n) \). Under this condition, we can write the Godunov-type scheme as a finite volume scheme (see for instance [6])
\[
(2.7) \quad w_i^{n+1} = w_i^n - \frac{\Delta t}{\Delta x} (F_{i+1/2}^n - F_{i-1/2}^n) + \frac{\Delta t}{2\Delta x} (S_{i+1/2}^n + S_{i-1/2}^n),
\]
with \( F_{i+1/2}^n = F(\tilde{w}_i^n, \tilde{w}_{i+1}^n) \) and \( S_{i+1/2}^n = S(\tilde{w}_i^n, \tilde{w}_{i+1}^n) \), where the numerical flux is given by
\[
(2.8) \quad F(\tilde{w}_L, \tilde{w}_R) = \frac{f(w_L) + f(w_R)}{2} - \frac{\Delta x}{4\Delta t} (w_R - w_L)
+ \frac{1}{2\Delta t} \left( \int_0^{\Delta x} \tilde{W}_R \left( \frac{x}{\Delta t}, \tilde{w}_L, \tilde{w}_R \right) dx - \int_{-\Delta x}^0 \tilde{W}_R \left( \frac{x}{\Delta t}, \tilde{w}_L, \tilde{w}_R \right) dx \right),
\]
and the numerical source term \( S(\tilde{w}_L, \tilde{w}_R) \) is the same as introduced in **Definition 2.2**.

At this point, the only property the scheme has to satisfy is the weak consistency of the approximate Riemann solver. We now list some other properties the scheme should satisfy.
2.2. Numerical scheme properties. We present two important features of numerical schemes in this context: robustness and well-balancing. Godunov-type schemes have the advantage of inheriting these properties from the approximate Riemann solver \( \hat{W}_R \). First, we study the preservation of fluid height positivity.

**Lemma 2.3.** If the approximate Riemann solver \( \hat{W}_R \) satisfies the robustness condition

\[
\forall (\tilde{w}_L, \tilde{w}_R) \in \tilde{\Omega}^2, \forall \xi \in \mathbb{R}, \hat{W}_R (\xi, \tilde{w}_L, \tilde{w}_R) \in \Omega,
\]

then under the CFL condition (2.6), the Godunov-type scheme (2.7) preserves the positivity of the fluid height:

\[
\forall i \in \mathbb{Z}, h^n_i > 0 \Rightarrow \forall i \in \mathbb{Z}, h^{n+1}_i > 0.
\]

**Proof.** Assuming \( w^n_i \in \Omega \) for all \( i \in \mathbb{Z} \), the state \( w^{n+1}_i \) defined by (2.5) appears to be an average of elements that belong to the convex set \( \Omega \).

Similarly, the Godunov-type scheme is well-balanced as soon as the approximate Riemann solver is. To be more specific, we have to introduce the notion of local steady state.

**Definition 2.4.** A couple of states \((\tilde{w}_L, \tilde{w}_R)\) defines a local steady state for the system (1.1) if it satisfies

\[
\begin{cases}
h_R u_R = h_L u_L = q, \\
\left[ \frac{u^2}{2} + g(h + z) \right] = \Delta x f \pi, \\
q[v] = -\Delta x f q,
\end{cases}
\]

or equivalently if the local steady state indicator

\[
\mathcal{E}(\tilde{w}_L, \tilde{w}_R, \Delta x) = \sqrt{[hu]^2 + \left[ \frac{u^2}{2} + g(h + z) \right] - \Delta x f \pi + h u([v] + f \Delta x)}^2,
\]

is equal to zero.

All along this paper, we write \( \mathcal{E}_{LR} \) rather than \( \mathcal{E}(\tilde{w}_L, \tilde{w}_R, \Delta x) \) if no ambiguity is possible.

Let us notice that (2.10) is actually a discretization of the equations (1.4) that define the continuous steady states. Other choices of discretization could be possible, especially in the choice of the mean value \( \pi \).

The definition of a well-balanced Riemann solver follows.

**Definition 2.5.** An approximate Riemann solver is said well-balanced if

\[
\hat{W}_R \left( \frac{x}{t}, \tilde{w}_L, \tilde{w}_R \right) = \begin{cases}
w_L & \text{if } x > 0, \\
w_R & \text{if } x < 0,
\end{cases}
\]

as soon as \((\tilde{w}_L, \tilde{w}_R)\) is a local steady state.

Similarly, we define a discrete steady state and a well-balanced scheme.

**Definition 2.6.**
1. A sequence \((\bar{w}_i^n)_{i \in \mathbb{Z}}\) defines a discrete steady state if the couples \((\bar{w}_i, \bar{w}_{i+1})\) are local steady states for all \(i \in \mathbb{Z}\).

2. A numerical scheme is said well-balanced if for any discrete steady state \((\bar{w}_i^n)_{i \in \mathbb{Z}}\), we have
   \[ w_i^{n+1} = w_i^n, \forall i \in \mathbb{Z}. \]

Now we prove that the well-balanced property of the approximate Riemann solver extends to the numerical scheme.

**Lemma 2.7.** If the approximate Riemann solver \(\hat{W}_R\) is well-balanced, then the associated Godunov-type scheme (2.7) is well-balanced too.

**Proof.** We consider a discrete steady state \((\bar{w}_n^i)_{i \in \mathbb{Z}}\). Since the approximate Riemann solver is well-balanced, we get from (2.5) that
   \[ w_i^{n+1} = \frac{1}{\Delta x} \int_0^{\Delta x} w_i^n \, dx + \frac{1}{\Delta x} \int_0^{-\Delta x} w_i^n \, dx = w_i^n, \forall i \in \mathbb{Z}, \]
and the proof is complete.

To summarize, the approximate Riemann solver that we will derive in the next section has to satisfy the following properties:

- the weak consistency condition (2.4),
- the robustness condition (2.9),
- the fully well-balanced property given by Definition 2.5.

**3. Approximate Riemann solver.** Here, we propose an approximate Riemann solver for the system (1.1) that satisfies the three previous properties. All along its construction, we will carefully choose the used relations for this purpose. We adapt to the RSW system the strategy proposed in [28, 29, 16] for different systems.

**3.1. Source term discretisation.** The aim of this section is to propose a numerical source term \(S(\bar{w}_L, \bar{w}_R) = (0, S^{hu}(\bar{w}_L, \bar{w}_R), S^{hv}(\bar{w}_L, \bar{w}_R))^T\) which is consistent with the continuous source term \(s\) in the sense of Definition 2.1. Moreover this choice of a numerical source term has to be coherent with the required well-balanced property.

To this end, we start by considering a Riemann data \((\bar{w}_L, \bar{w}_R)\) which is a local steady state according to Definition 2.4. Since we want the approximate Riemann solver to be both weakly consistent and well-balanced, the condition (2.4) enforces
   \[ S(\bar{w}_L, \bar{w}_R) = f(w_R) - f(w_L), \]

or equivalently
   \[ S^{hu}(\bar{w}_L, \bar{w}_R) = h_R u_R^2 + \frac{g h_R^2}{2} - h_L u_L^2 - \frac{g h_L^2}{2}, \]
   \[ S^{hv}(\bar{w}_L, \bar{w}_R) = h_R u_R v_R - h_L u_L v_L. \]

Based on the chosen Definition 2.4 of the local steady states, these relations can be written
   \[ S^{hu}(\bar{w}_L, \bar{w}_R) = \left( \frac{q^2}{h_L h_R} \right) [h], \]
   \[ S^{hv}(\bar{w}_L, \bar{w}_R) = -\Delta x f q. \]
The expression (3.2) cannot be used to define the numerical source term in the general case since it would not be consistent in the sense of Definition 2.1. Hence, we continue to develop this expression for a local steady state. First, from the second equality of (2.10), we get
\begin{equation}
\frac{q^2}{2h_R^2} + g(h_R + z_R) - \frac{q^2}{2h_L^2} - g(h_L + z_L) = \Delta x f \tau,
\end{equation}
which leads to
\begin{equation}
[h] \left(1 - \frac{q^2 \tau}{g h_L^2 h_R^2}\right) = \Delta x f \tau / g - (z_R - z_L).
\end{equation}
It follows
\begin{equation}
[h] = \frac{\Delta x f \tau / g - [z]}{1 - Fr},
\end{equation}
where Fr = \frac{\eta_{UL} \eta_{LR}}{g h_L h_R} is a discrete Froude number. Injecting this relation into (3.2), we get
\begin{equation}
S^{hu}(\bar{w}_L, \bar{w}_R) = \Delta x f \bar{h} \tau - g \bar{h} [z] + \frac{g Fr [h]^2 (\Delta x f \tau / g - [z])}{4h (1 - Fr)}.
\end{equation}
We inject one more time (3.6) in the above equality to obtain a more convenient expression
\begin{equation}
S^{hu}(\bar{w}_L, \bar{w}_R) = \Delta x f \bar{h} \tau - g \bar{h} [z] + \frac{g Fr [h]^2 (\Delta x f \tau / g - [z])^2}{(1 - Fr)^2}.
\end{equation}
This expression is \textit{a priori} not well-defined when Fr = 1. However, combining (3.6) and (3.7) leads to rewrite \(S^{hu}(\bar{w}_L, \bar{w}_R)\) under the form
\begin{equation}
S^{hu}(\bar{w}_L, \bar{w}_R) = g \bar{h} [h] (1 - Fr) + \frac{g}{4h} Fr [h]^3.
\end{equation}
Therefore \(S^{hu}(\bar{w}_L, \bar{w}_R)\) admits the following limit when Fr goes to 1
\begin{equation}
\lim_{Fr \to 1} S^{hu}(\bar{w}_L, \bar{w}_R) = \frac{g}{4h} [h]^3.
\end{equation}
At this point, (3.8) and (3.3) are suitable definitions for the numerical source terms \(S^{hu}\) and \(S^{hv}\) when a local steady state is considered. However, let us point out that the limit (3.9) is only valid for a local steady state. Therefore, the right-hand side of (3.8) is not well-defined when \(\varepsilon_{LR} \neq 0\) and Fr = 1. To deal with this issue, we add a nonnegative term \(\mathcal{E}_{LR}\) to the denominator as follows
\begin{equation}
S^{hu}(\bar{w}_L, \bar{w}_R) = \Delta x f \bar{h} \tau - g \bar{h} [z] + \frac{g Fr [h]^2 (\Delta x f \tau / g - [z])^2}{4h (1 - Fr)^2 + \mathcal{E}_{LR}}.
\end{equation}
Indeed, the denominator in (3.10) can only vanish when \(\varepsilon_{LR} = 0\), which means the Riemann data \((\bar{w}_L, \bar{w}_R)\) is a local steady state. But then the source term can be defined by the limit (3.9) as mentioned before.
To generalise (3.3) away from local steady states, we need to define a general discharge $\bar{q}$ which coincides with $q$ as soon as a local steady state is considered or as soon as $w_L = w_R = w$. There are several possible definitions, $\bar{q} = \bar{h}u$ for instance.

We finally obtain the following definitions for the numerical source terms

$$S^{hv}(\bar{w}_L, \bar{w}_R) =$$

$$
\begin{cases}
\Delta xf\bar{h}v - g\bar{h}[z] + \frac{gFr[h]}{4h} (\Delta xfv/g - [z])^2 & \text{if } Fr \neq 1 \text{ or } E_{LR} \neq 0, \\
\frac{g}{4h} [h]^3 & \text{if } Fr = 1 \text{ and } E_{LR} = 0.
\end{cases}
$$

(3.12)

$$S^{hv}(\bar{w}_L, \bar{w}_R) = -\Delta xf\bar{q}.$$

To conclude, we prove these numerical source terms are consistent.

**Lemma 3.1.** The numerical source term $S(\bar{w}_L, \bar{w}_R) = (0, S^{hv}(\bar{w}_L, \bar{w}_R), S^{hv}(\bar{w}_L, \bar{w}_R))^T$ defined by (3.11) and (3.12) is consistent in the sense of Definition 2.1.

**Proof.** The consistency is immediate for $S^{hv}$, as for $S^{hu}$ in the case $Fr \neq 1$ or $E_{LR} \neq 0$. In the case $Fr = 1$ and $E_{LR} = 0$, let us notice that according to (3.5), we have $\Delta xfv/g = [z]$. Therefore the source term $S^{hu}$ can be written under the form

$$S^{hv}(\bar{w}_L, \bar{w}_R) = \Delta xf\bar{h}v - g\bar{h}[z] + \frac{g[h]^3}{4h},$$

and the consistency follows.

**3.2. Approximate Riemann solver.** The numerical source term being well-defined, we now turn to build a weakly consistent approximate Riemann solver which is fully well-balanced and preserves the positivity of the fluid height.

Let us notice that the well-balanced property of the approximate Riemann solver strongly depends on the choice that was made in Definition 2.4 to discretise the steady states. However, the following procedure stands for any discretisation of the steady states. This is not the case for the source term discretisation which was done in the previous section and should be adapted to the steady state discretisation.

We consider a Riemann data $(\bar{w}_L, \bar{w}_R) \in \bar{\Omega}^2$. We choose to build an approximate Riemann solver $\hat{W}_R$ with four constant states separated by three discontinuities with respective speed $\lambda_L < 0$, $\lambda_0 = 0$ and $\lambda_R > 0$, as described in Figure 1. This approximate Riemann solver writes

$$\hat{W}_R \left( \frac{x}{t}, \bar{w}_L, \bar{w}_R \right) = \begin{cases} 
  w_L & \text{if } \frac{x}{t} < \lambda_L, \\
  w_L^* & \text{if } \lambda_L < \frac{x}{t} < 0, \\
  w_R^* & \text{if } 0 < \frac{x}{t} < \lambda_R, \\
  w_R & \text{if } \frac{x}{t} > \lambda_R.
\end{cases}
$$

(3.13)

This leads to two intermediate states $w_L^*$ and $w_R^*$ and thus six unknowns. We are searching for as many equations as unknowns.

In order to simplify the subsequent notations, we introduce the intermediate state of the HLL approximate Riemann solver (see [21])

$$w^{HLL} = \frac{\lambda_R w_R - \lambda_L w_L}{\lambda_R - \lambda_L} - \frac{f(w_R) - f(w_L)}{\lambda_R - \lambda_L}.$$

(3.14)
Let us notice that its first component can be written as
\[ h_{HLL} = \frac{u_L - \lambda_L}{\lambda_R - \lambda_L} h_L + \frac{\lambda_R - u_R}{\lambda_R - \lambda_L} h_R. \]

As a consequence, as soon as the speeds \( \lambda_L \) and \( \lambda_R \) satisfy
\[ (3.15) \quad \lambda_L < u_L \quad \text{and} \quad \lambda_R > u_R, \]
we have \( h_{HLL} > 0 \).

First, the weak consistency condition \((2.4)\) writes after a standard computation
\[
\begin{align*}
(3.16) \quad \lambda_R h_R^* - \lambda_L h_L^* &= (\lambda_R - \lambda_L)h_{HLL}, \\
(3.17) \quad \lambda_R h_R^* u_R^* - \lambda_L h_L^* u_L^* &= (\lambda_R - \lambda_L)(hu)^{HLL} + S^{hu} (\bar{w}_L, \bar{w}_R), \\
(3.18) \quad \lambda_R h_R^* v_R^* - \lambda_L h_L^* v_L^* &= (\lambda_R - \lambda_L)(hv)^{HLL} + S^{hv} (\bar{w}_L, \bar{w}_R).
\end{align*}
\]

It provides three relations that will ensure the weak consistency of the approximate Riemann solver. The three missing relations will come from the fully well-balanced constraint. In other words, we have to choose three additional relations such that the solution of the system formed by these relations and equations \((3.16)\), \((3.17)\) and \((3.18)\) satisfies
\[ w_R^* = w_R \quad \text{and} \quad w_L^* = w_L \]
as soon as \((\bar{w}_L, \bar{w}_R)\) is a local steady state. We will deal with each variable separately.

First, for the variable \( hu \), the simplest choice is to enforce the relation
\[ (3.19) \quad h_L^* u_L^* = h_R^* u_R^* = q^*. \]

The system \((3.17)\)–\((3.19)\) can be solved immediately to obtain the intermediate discharge
\[ (3.20) \quad q^* = (hu)^{HLL} + \frac{S^{hu} (\bar{w}_L, \bar{w}_R)}{\lambda_R - \lambda_L}. \]

Concerning the variable \( h \), let us notice that when \((\bar{w}_L, \bar{w}_R)\) is a local steady state, we have according to \((3.2)\)
\[ \alpha_{LR}(h_R - h_L) = S^{hu} (\bar{w}_L, \bar{w}_R), \]
where \( \alpha_{LR} = gh - |u_L u_R| \). A simple choice for the additional equation would be
\[ \alpha_{LR}(h_R^* - h_L^*) = S^{hu} (\bar{w}_L, \bar{w}_R). \]
Together with equation (3.16), this leads to a simple linear system. However this system does not admit a unique solution when \( \alpha_{LR} \) vanishes. We suggest the following modification

\[
(\alpha_{LR}^2 + \mathcal{E}_{LR})(h^*_R - h^*_L) = \alpha_{LR}S^{hu}(\bar{w}_L, \bar{w}_R).
\]

The coefficient \( \alpha_{LR}^2 + \mathcal{E}_{LR} \) can still vanish when \( \mathcal{E}_{LR} = 0 \). To get rid of this problem, we introduce the following quantity

\[
\Delta_{h}^{LR} = \begin{cases} 
\alpha_{LR}S^{hu}(\bar{w}_L, \bar{w}_R) & \text{if } \mathcal{E}_{LR} \neq 0, \\
\frac{\alpha_{LR}^2 + \mathcal{E}_{LR}}{h_R - h_L} & \text{if } \mathcal{E}_{LR} = 0,
\end{cases}
\]

and we choose the following additional equation

\[
(3.21) \quad h^*_R - h^*_L = \Delta_{h}^{LR}.
\]

Solving the system (3.16)–(3.21), we obtain

\[
h^*_L = h^{HLL} - \frac{\lambda_R}{\lambda_R - \lambda_L} \Delta_{h}^{LR},
\]
\[
h^*_R = h^{HLL} - \frac{\lambda_L}{\lambda_R - \lambda_L} \Delta_{h}^{LR}.
\]

Nothing ensures these intermediate fluid heights to be positive. To address this issue, we adapt the cut-off procedure suggested in [2, 28, 16]. Let us introduce the threshold

\[
(3.22) \quad \delta = \min(\varepsilon, h_L, h_R, h^{HLL}),
\]

where \( \varepsilon > 0 \) is a small parameter. If \( h^*_L < \delta \), we set \( h^*_L = \delta \), and \( h^*_R \) is modified according to (3.16). In this case, we have

\[
h^*_R = \left(1 - \frac{\lambda_L}{\lambda_R}\right) h^{HLL} + \frac{\lambda_L}{\lambda_R} h^*_L \geq \delta,
\]

so both intermediate water heights \( h^*_L \) and \( h^*_R \) are positive. We proceed similarly if \( h^*_R < \delta \). Taking into account this procedure, the intermediate fluid heights write

\[
(3.23) \quad h^*_L = \min \left( \max \left( h^{HLL} - \frac{\lambda_R}{\lambda_R - \lambda_L} \Delta_{h}^{LR}, \delta \right), \left(1 - \frac{\lambda_R}{\lambda_L}\right) h^{HLL} + \frac{\lambda_R}{\lambda_L} \delta \right),
\]
\[
(3.24) \quad h^*_R = \min \left( \max \left( h^{HLL} - \frac{\lambda_L}{\lambda_R - \lambda_L} \Delta_{h}^{LR}, \delta \right), \left(1 - \frac{\lambda_L}{\lambda_R}\right) h^{HLL} + \frac{\lambda_L}{\lambda_R} \delta \right).
\]

Finally, we proceed similarly in order to derive the additional relations for the variable \( h^* \). We introduce the quantity

\[
\Delta_{hv}^{LR} = \begin{cases} 
\bar{q} \frac{S^{hv}(\bar{w}_L, \bar{w}_R)}{\bar{q}^2 + \mathcal{E}_{LR}} & \text{if } \mathcal{E}_{LR} \neq 0, \\
v_R - v_L & \text{if } \mathcal{E}_{LR} = 0,
\end{cases}
\]
and we enforce the following additional equation

\[(3.25) \quad v_R^* - v_L^* = \Delta_{LR}^v.\]

The system \(3.18\)–\(3.25\) then leads to

\[(3.26) \quad v_L^* = \frac{(hv)^{HLL}}{h^{HLL}} + \frac{1}{\lambda_R - \lambda_L} \left( S^{hv}(\bar{w}_L, \bar{w}_R) - \lambda_R h_R^* \Delta_{LR}^v \right),\]

\[(3.27) \quad v_R^* = \frac{(hv)^{HLL}}{h^{HLL}} + \frac{1}{\lambda_R - \lambda_L} \left( S^{hv}(\bar{w}_L, \bar{w}_R) - \lambda_L h_L^* \Delta_{LR}^v \right).\]

The approximate Riemann solver is then completely defined by relations \(3.19\), \(3.20\), \(3.23\), \(3.24\), \(3.26\) and \(3.27\). Let us notice that it is automatically weakly consistent by the choice of the three first equations \(3.16\), \(3.17\) and \(3.18\). The cut-off procedure does not alter the weak consistency, since equation \(3.16\) is still enforced when it is applied. Moreover, thanks to the cut-off procedure, both intermediate fluid heights are positive as soon as the speeds \(\lambda_L\) and \(\lambda_R\) satisfy \(3.15\).

We now prove the approximate Riemann solver is also well-balanced.

**Lemma 3.2.** The approximate Riemann solver \(\hat{W}_R\) is well-balanced.

**Proof.** Let us consider a local steady state \((\bar{w}_L, \bar{w}_R)\). To prove the result, we only need to show that \(w_L^* = w_L\) and \(w_R^* = w_R\). First, let us assume the cut-off procedure does not apply. Since \((w_L^*, w_R^*)\) is defined as the unique solution of the system of equations \(3.16\), \(3.17\), \(3.18\), \(3.19\), \(3.21\), \(3.25\), it is sufficient to prove that \((w_L, w_R)\) is solution of this system.

Since we have \(E_{LR} = 0\), it is immediate that \((w_L, w_R)\) is solution of \(3.19\), \(3.21\), \(3.25\). The approximate solver being weakly consistent and \((\bar{w}_L, \bar{w}_R)\) being a local steady state, equation \(2.4\) enforces

\[S(\bar{w}_L, \bar{w}_R) = f(w_R) - f(w_L),\]

so the intermediate state of the HLL solver defined by \(3.14\) satisfies

\[(\lambda_R - \lambda_L)w^{HLL} = \lambda_R w_R - \lambda_L w_L - S(\bar{w}_L, \bar{w}_R).\]

As a consequence, equations \(3.16\), \(3.17\) and \(3.18\) rewrite

\[
\begin{align*}
\lambda_R h_R^* - \lambda_L h_L^* &= \lambda_R h_R - \lambda_L h_L, \\
\lambda_R h_R^* u_R^* - \lambda_L h_L^* u_L^* &= \lambda_R h_R u_R - \lambda_L h_L u_L, \\
\lambda_R h_R^* v_R^* - \lambda_L h_L^* v_L^* &= \lambda_R h_R v_R - \lambda_L h_L v_L.
\end{align*}
\]

We deduce \((w_L, w_R)\) is a solution of these equations and thus \(w_L^* = w_L\) and \(w_R^* = w_R\).

Finally, we state that the cut-off procedure cannot apply in this case. Indeed, thanks to the definition \(3.22\), the intermediate fluid heights computed before the cut-off procedure satisfy \(h_L^* = h_L \geq \delta\) and \(h_R^* = h_R \geq \delta\).

The approximate Riemann solver \(\hat{W}_R\) thus satisfies all the required properties.

**3.3. The final scheme.** We summarize in this section the full scheme and its properties.
Theorem 3.3. The approximate Riemann solver (3.13) where the intermediate states are given by (3.19), (3.20), (3.23), (3.24), (3.26) and (3.27) leads to a Godunov-type scheme that can be written under the form (2.7). The numerical flux

\[ F(\tilde{w}_L, \tilde{w}_R) = \left( F^h(\tilde{w}_L, \tilde{w}_R), F^{hu}(\tilde{w}_L, \tilde{w}_R), F^{hv}(\tilde{w}_L, \tilde{w}_R) \right)^T, \]

is given by

\[
\begin{align*}
F^h(\tilde{w}_L, \tilde{w}_R) &= \frac{\lambda_R}{2}(h^*_R - h_R) + \frac{\lambda_L}{2}(h^*_L - h_L), \\
F^{hu}(\tilde{w}_L, \tilde{w}_R) &= hu^2 + \frac{gh^2}{2} + \frac{\lambda_R}{2}(h^*_R u^*_R - h_R u_R) + \frac{\lambda_L}{2}(h^*_L u^*_L - h_L u_L), \\
F^{hv}(\tilde{w}_L, \tilde{w}_R) &= hu v + \frac{\lambda_R}{2}(h^*_R v^*_R - h_R v_R) + \frac{\lambda_L}{2}(h^*_L v^*_L - h_L v_L),
\end{align*}
\]

and the numerical source term

\[ S(\tilde{w}_L, \tilde{w}_R) = \left( 0, S^{hu}(\tilde{w}_L, \tilde{w}_R), S^{hv}(\tilde{w}_L, \tilde{w}_R) \right)^T \]

is defined by (3.11) and (3.12).

Under the CFL restriction (2.6) and if the speeds \( \lambda_L \) and \( \lambda_R \) are chosen accordingly to (3.15), this scheme is fully well-balanced and preserves the positivity of \( h \).

Proof. The expression of the numerical flux is obtained from a straightforward computation in (2.8).

Assume \( (w_L, w_R) \) are in \( \Omega \). Since \( h^{HLL} > 0 \), the cut-off procedure ensures \( h^*_L > 0 \) and \( h^*_R > 0 \). Thus the variable \( h \) remains positive in the approximate Riemann solver. According to Lemma 2.3, the scheme preserves the positivity of \( h \).

The well-balanced property of the scheme is a direct consequence of Lemmas 2.7 and 3.2.

4. Second-order scheme. In this section, we propose to improve the scheme precision using the MUSCL method. Our goal is to build a second-order scheme in space that preserves the good properties of the first-order one, namely the positivity of \( h \) and the well-balanced property. The second-order in time is obtained with the usual Runge-Kutta method. We do not describe it here, but the reader can refer to [30, 18, 7].

We start by a description of the standard MUSCL method, and we explain why it is not adapted to get the fully well-balanced property for the RSW system. Indeed, no conservative reconstruction can preserve the complex structure of all the steady states defined by (1.4). We explain in subsection 4.2 how to recover the fully well-balanced property by adapting the ideas proposed in [29] and [16] to our generalised MUSCL scheme.

Up to this point, for the sake of conciseness, we neither mentioned explicitly the dependence on \( \Delta x \) in the numerical fluxes and the source terms, nor in the definition of local steady states. However in the following, we will consider half-cells, which will impose to make appear these dependencies, in particular to determine if the scheme is fully well-balanced. It will also be useful to consider the \( \Delta x \) that appears in the approximate Riemann solver \( \tilde{W}_R \) and the \( \Delta x \) that appears in the numerical scheme definition (2.7) as two separated parameters. For \( d > 0 \) the approximate Riemann
The Godunov-type scheme writes

\[ w_i^{n+1} = w_i^n - \frac{\Delta t}{\Delta x} \left( F \left( \tilde{w}_i^n, \tilde{w}_{i+1}^n, d \right) - F \left( \tilde{w}_{i-1}^n, \tilde{w}_i^n, d \right) \right) + \frac{\Delta t}{2\Delta x} \left( S \left( \tilde{w}_{i-1}^n, \tilde{w}_i^n, d \right) + S \left( \tilde{w}_i^n, \tilde{w}_{i+1}^n, d \right) \right), \]

provided the CFL condition (2.6) is satisfied. Notice that for \( d = \Delta x \), we recover the fully well-balanced scheme derived in section 3. Moreover, we establish the following lemma, that will be useful for the forthcoming proof.

**Lemma 4.1.** Under the CFL condition (2.6) and if the approximate Riemann solver speed waves \( \lambda_L \) and \( \lambda_R \) satisfy (3.15), then the Godunov-type scheme (4.1) preserves the positivity of \( h \) for all \( d > 0 \).

**Proof.** Independently of the parameter \( d \), the cut-off procedure leads to positive intermediate states \( h^*_{L} \) and \( h^*_{R} \) according to definition (3.23)-(3.24), since the speed waves \( \lambda_L \) and \( \lambda_R \) satisfy the condition (3.15). Then, we apply the Lemma 2.3 to conclude the scheme (4.1) preserves the positivity of \( h \) for all \( d > 0 \). \( \square \)

**4.1. Standard MUSCL method.** The main idea of the MUSCL method is to reach second-order by considering a linear reconstruction of the solution on each cell, instead of a constant one. We recall here the standard reconstruction procedure.

Starting from a piecewise approximation at time \( t^n \),

\[ \tilde{w}_{\Delta x}(x, t^n) = \tilde{w}_i^n \text{ if } x \in K_i, \]

we reconstruct a linear approximation on each cell

\[ \tilde{w}_{\Delta x}(x, t^n) = \sigma_i^n(\tilde{w})(x-x_i) + \tilde{w}_i^n, \text{ if } x \in K_i, \]

where \( \sigma_i^n(\tilde{w}) \) is a slope vector to determine. Let us emphasize that this procedure includes the topography. The reconstructed states correspond to the value of \( \tilde{w}_{\Delta x} \) at the interfaces of each cell and read as

\[ \tilde{w}_i^{n, \pm} = \tilde{w}_i^n \pm \frac{\Delta x}{2} \sigma_i^n(\tilde{w}), \]

To avoid spurious oscillations, it is well-known that a limitation procedure must be applied to the slopes. In this paper, we consider the minmod limiter function defined by

\[ \text{minmod}(\sigma_L, \sigma_R) = \begin{cases} \min(\sigma_L, \sigma_R) & \text{if } \sigma_L > 0 \text{ and } \sigma_R > 0, \\ \max(\sigma_L, \sigma_R) & \text{if } \sigma_L < 0 \text{ and } \sigma_R < 0, \\ 0 & \text{otherwise}. \end{cases} \]

Then the slope vector is defined by

\[ \sigma_i^n(\tilde{w}) = \text{minmod} \left( \frac{\tilde{w}_i^n - \tilde{w}_{i-1}^n}{\Delta x}, \frac{\tilde{w}_{i+1}^n - \tilde{w}_i^n}{\Delta x} \right). \]

Other limiters can be considered, see [31, 24] for instance. As usual, we enforce an additional
limitation procedure on the first component of the slope vector $\sigma^i_n(\tilde{w})$ in order to ensure that the fluid heights $h^i_n$ remain positive.

The standard MUSCL extension is obtained as follows. For a first-order scheme under the form (2.7), the second-order scheme is defined by

$$w^{n+1}_i = w^n_i - \frac{\Delta t}{\Delta x}(F(\tilde{w}^{n+}_i, \tilde{w}^{n-}_i, d) - F(\tilde{w}^{n+}_{i-1}, \tilde{w}^{n-}_{i-1}, d))$$

$$+ \frac{\Delta t}{2\Delta x}(S(\tilde{w}^{n+}_{i-1}, \tilde{w}^{n-}_{i-1}, d) + S(\tilde{w}^{n+}_i, \tilde{w}^{n-}_i, d) + S(\tilde{w}^{n+}, \tilde{w}^{n-}_{i+1}, d)),$$

where $S_c(\tilde{w}_L, \tilde{w}_R, d)$ is a centered source term, added to take into account the source term when its jumps at interfaces are small (see [8]). Several possibilities exist to define it. In the present work, it will be determined naturally by considering the MUSCL scheme (4.3) as a convex combination between two first-order schemes applied on the reconstructed states and on half-cells, as described in Figure 2. More precisely, we define

$$w^{n+1,+}_i = w^{n+}_i - \frac{\Delta t}{\Delta x/2} \left( F \left( \frac{\tilde{w}^{n+}_i + \tilde{w}^{n-}_{i+1}}{2}, \frac{\Delta x}{2} \right) - F \left( \frac{\tilde{w}^{n+}_i, \tilde{w}^{n+}_i, \frac{\Delta x}{2}}{2} \right) \right)$$

$$+ \frac{\Delta t}{\Delta x} \left( S \left( \frac{\tilde{w}^{n+}_i + \tilde{w}^{n+}_{i+1}}{2}, \frac{\Delta x}{2} \right) + S \left( \frac{\tilde{w}^{n+}_i, \tilde{w}^{n+}_i, \frac{\Delta x}{2}}{2} \right) \right),$$

and

$$w^{n+1,-}_i = w^{n-}_i - \frac{\Delta t}{\Delta x/2} \left( F \left( \frac{\tilde{w}^{n+}_i, \tilde{w}^{n+}_{i-1}}{2}, \frac{\Delta x}{2} \right) - F \left( \frac{\tilde{w}^{n+}_i, \tilde{w}^{n+}_i, \frac{\Delta x}{2}}{2} \right) \right)$$

$$+ \frac{\Delta t}{\Delta x} \left( S \left( \frac{\tilde{w}^{n+}_{i-1}, \tilde{w}^{n+}_i}{2}, \frac{\Delta x}{2} \right) + S \left( \frac{\tilde{w}^{n+}_i, \tilde{w}^{n+}_i, \frac{\Delta x}{2}}{2} \right) \right).$$

Taking the average of these two states, we obtain

$$w^{n+1}_i = \frac{w^{n+1,+}_i + w^{n+1,-}_i}{2} - \frac{\Delta t}{\Delta x} \left( F \left( \frac{\tilde{w}^{n+}_i + \tilde{w}^{n-}_{i+1}}{2}, \frac{\Delta x}{2} \right) - F \left( \frac{\tilde{w}^{n+}_i, \tilde{w}^{n-}_i, \frac{\Delta x}{2}}{2} \right) \right)$$

$$+ \frac{\Delta t}{2\Delta x} S \left( \frac{\tilde{w}^{n+}_i + \tilde{w}^{n-}_{i-1}}{2}, \frac{\Delta x}{2} \right) + 2S \left( \frac{\tilde{w}^{n+}_i, \tilde{w}^{n+}_i, \frac{\Delta x}{2}}{2} \right).$$

Assuming the reconstruction is conservative, namely $w^n_i = \frac{w^{n+}_i + w^{n-}_i}{2}$, we notice that the scheme (4.4) can be written under the form (4.3) with $d = \frac{\Delta x}{2}$ and by defining the centered source term as

$$S_c(\tilde{w}^{n-}_i, \tilde{w}^{n+}_i, d) = 2S \left( \frac{\tilde{w}^{n-}_i, \tilde{w}^{n+}_i, \frac{\Delta x}{2}}{2} \right).$$

An advantage of this procedure is that the MUSCL scheme (4.4) automatically preserves the positivity of $h$ as soon as the associated first-order scheme does, up to a half CFL restriction.

However, the well-balanced property is not reached as easily. Indeed, in order for the MUSCL scheme (4.4) to be well-balanced, the reconstruction would have to satisfy for any discrete steady state $(\tilde{w}^n_i)_{i \in \mathbb{Z}}$,

$$\mathcal{E}(\tilde{w}^{n+}_i, \tilde{w}^{n-}_{i+1}, \Delta x/2) = \mathcal{E}(\tilde{w}^{n-}_i, \tilde{w}^{n+}_i, \Delta x/2) = 0,$$

for all $i \in \mathbb{Z}$. 


Unfortunately, we cannot provide such a reconstruction in our case. Indeed, we have to reconstruct four variables, including the conservative ones $h, hu, hv$ which leaves only one free variable to reconstruct. Moreover, according to definition (2.10), the moving steady states involve three expressions among which two are not conservative quantities. Therefore, we would need to reconstruct two free variables in order to preserve steady states.

We propose in the next section, to modify the MUSCL method and the reconstruction to get around that problem and recover a fully well-balanced second-order scheme.

4.2. Fully well-balanced recovering. We suggest a modification based on an idea introduced in [29] and [16]. The main principle is to consider the second-order scheme (4.3) far from steady states and recover the first-order scheme (2.7) near a steady state, which guarantee the scheme to be well-balanced. The difficulty lies in the definition of being far from/close to a steady state.

For this purpose, we consider a smooth increasing function $\theta$, valued in $[0,1]$ and such that $\theta(0) = 0$ and $\theta(x) \approx 1$ far from 0. We choose the following function

$$\theta(x) = \frac{x^2}{x^2 + \Delta x^2}.$$  

We set $\theta^n = \theta(\mathcal{E}_i^n)$, where $\mathcal{E}_i^n = \mathcal{E}(\bar{w}_{i-1}^n, \bar{w}_i^n, \Delta x) + \mathcal{E}(\bar{w}_i^n, \bar{w}_{i+1}^n, \Delta x)$ detects if both couples $(\bar{w}_{i-1}^n, \bar{w}_i^n)$ and $(\bar{w}_i^n, \bar{w}_{i+1}^n)$ are local steady states simultaneously.

The reconstructed states are now defined as a convex combination between the linear reconstructed states and the first-order states

$$\bar{w}_i^{n,\pm} = (1 - \theta^n) \bar{w}_i^n + \theta^n \left( \bar{w}_i^n \pm \frac{\Delta x}{2} \sigma^n_i(\bar{w}) \right) = \bar{w}_i^n \pm \theta^n \frac{\Delta x}{2} \sigma^n_i(\bar{w})$$

This reconstruction amounts to consider an additional limitation that involves the steady state detector $\theta^n$. For a discrete steady state, we have $\theta^n = 0$ and we recover the first-order states $\bar{w}_i^{n,\pm} = \bar{w}_i^n$. Far from steady state and for a smooth solution, a mere computation shows that $\bar{w}_i^{n,\pm} = \bar{w}_i^n + \frac{\Delta x}{2} \sigma^n_i(\bar{w}) + O(\Delta x^2)$ when $\Delta x$ tends to 0, which means the perturbation added to the usual second-order reconstruction is small enough to recover the seeking order.

Next, we define the scheme as

$$\bar{w}_i^{n+1} = \bar{w}_i^n - \frac{\Delta t}{\Delta x} \left( F\left(\bar{w}_i^{n,+,\pm}, \bar{w}_{i+1}^{n,+,\pm}, \Delta x_1 \right) - F\left(\bar{w}_{i-1}^{n,+,\pm}, \bar{w}_i^{n,+,\pm}, \Delta x_1 \right) \right)$$

$$+ \frac{\Delta t}{2\Delta x} \left( S\left(\bar{w}_{i-1}^{n,+,\pm}, \bar{w}_i^{n,+,\pm}, \Delta x_1 \right) + 2S\left(\bar{w}_i^{n,+,\pm}, \bar{w}_i^{n,+,\pm}, \Delta x_2 \right) + S\left(\bar{w}_i^{n,+,\pm}, \bar{w}_{i+1}^{n,+,\pm}, \Delta x_1 \right) \right),$$

Fig. 2. MUCL second-order scheme
where the coefficients $\Delta x_1$ and $\Delta x_2$ have to be adapted, depending if we apply the first or second-order scheme. Far from steady states we need $\Delta x_1 = \Delta x_2 = \frac{d}{\Delta t}$ in (4.6) to recover the second-order scheme (4.3). For a discrete steady state, the scheme reads as

$$
w^{n+1}_i = w^n_i - \frac{\Delta t}{\Delta x} \left( F \left( \bar{w}^n_i, \bar{w}^n_{i+1}, \Delta x_1 \right) - F \left( \bar{w}^n_{i-1}, \bar{w}^n_i, \Delta x_1 \right) \right)
+ \frac{\Delta t}{2\Delta x} \left( S \left( \bar{w}^n_{i-1}, \bar{w}^n_i, \Delta x_1 \right) + 2S \left( \bar{w}^n_i, \bar{w}^n_{i+1}, \Delta x_2 \right) + S \left( \bar{w}^n_i, \bar{w}^n_{i+1}, \Delta x_1 \right) \right).
$$

We notice that $S(\bar{w}, \bar{w}, 0) = 0$ according to the source term consistency (2.3). Therefore, we have to set $\Delta x_1 = \Delta x$ and $\Delta x_2 = 0$ to recover the first-order scheme (2.7).

In order to satisfy both these requirements, coefficients $\Delta x_1$ and $\Delta x_2$ are set as convex combinations as follows

$$
\Delta x_1 = \Delta x \left( 1 - \frac{\theta^n_i}{2} \right) \quad \text{and} \quad \Delta x_2 = \theta^n_i \frac{\Delta x}{2}.
$$

We prove in the following theorem that the resulting second-order scheme is fully well-balanced, and that it preserves the positivity of $h$ under the classical second-order CFL restriction.

**Theorem 4.2.** Under the CFL condition

$$
\frac{\Delta t}{\Delta x} \max_{i \in \mathbb{Z}} \left( \left| \lambda^+ (\bar{w}_i^{n,-}, \bar{w}_i^{n,+}) \right|, \left| \lambda^- (\bar{w}_i^{n,+}, \bar{w}_i^{n,-}) \right| \right) \leq \frac{1}{4},
$$

and if the speeds $\lambda_L$ and $\lambda_R$ of the approximate Riemann solver satisfy the condition (3.15), then the second-order scheme (4.5)-(4.6)-(4.8) is fully well-balanced and preserves the positivity of $h$.

*Proof.* First, we consider a discrete steady state $(\bar{w}_i^n)_{i \in \mathbb{Z}}$. By definition, we have $\theta^n_i = 0$ for all $i \in \mathbb{Z}$. Hence, the scheme (4.5)-(4.6)-(4.8) gives

$$
w^{n+1}_i = w^n_i - \frac{\Delta t}{\Delta x} \left( F \left( \bar{w}^n_i, \bar{w}^n_{i+1}, \Delta x \right) - F \left( \bar{w}^n_{i-1}, \bar{w}^n_i, \Delta x \right) \right)
+ \frac{\Delta t}{2\Delta x} \left( S \left( \bar{w}^n_{i-1}, \bar{w}^n_i, \Delta x \right) + S \left( \bar{w}^n_i, \bar{w}^n_{i+1}, \Delta x \right) \right),
$$

which is nothing but the fully well-balanced first-order scheme (2.7).

Now we prove the positivity-preserving property. We assume that $h^n_i$ is positive for all $i \in \mathbb{Z}$. The update of variable $h$ with the scheme (4.5)-(4.6)-(4.8) writes

$$
h^{n+1}_i = h^n_i - \frac{\Delta t}{\Delta x} \left( F^h \left( \bar{w}^{n,+}_i, \bar{w}^{n,-}_{i+1}, \Delta x_1 \right) - F^h \left( \bar{w}^{n,+}_{i-1}, \bar{w}^{n,-}_i, \Delta x_1 \right) \right)
= \frac{1}{2} \left( h^{n,-}_i - \frac{\Delta t}{\Delta x/2} \left( F^h \left( \bar{w}^{n,-}_i, \bar{w}^{n,+}_i, \Delta x_1 \right) - F^h \left( \bar{w}^{n,+}_{i-1}, \bar{w}^{n,-}_i, \Delta x_1 \right) \right) \right)
+ \frac{1}{2} \left( h^{n,+}_i - \frac{\Delta t}{\Delta x/2} \left( F^h \left( \bar{w}^{n,+}_i, \bar{w}^{n,-}_{i+1}, \Delta x_1 \right) - F^h \left( \bar{w}^{n,-}_i, \bar{w}^{n,+}_i, \Delta x_1 \right) \right) \right).
$$

Then $h^{n+1}_i$ is a convex combination between first-order schemes applied on half-cells with parameter $d = \Delta x_1$. As proved in Lemma 4.1, the first-order scheme preserves the positivity of $h$ independently of the value of the parameter $d$. Therefore, we conclude $h^{n+1}_i > 0$ for all $i \in \mathbb{Z}$.
5. Numerical results. This section is devoted to numerical experiments. For the sake of simplicity, the initial discretisation will be defined as

\[ w_0^i = w_0(x_i). \]

Considering a continuous steady solution, the initial discretisation can satisfy exactly the Definition 2.6 of the discrete steady states. In this case, both our first-order and second-order schemes were proved to preserve the initial condition. This will be illustrated in subsection 5.1.

However, it is also possible that the initial discretisation of a continuous steady state does not lead to a discrete steady state according to Definition 2.6. The behaviour of our numerical schemes in such a case will be investigated in subsection 5.2. In order to measure how close a given discretisation \((w_n^i)_{i \in \mathbb{Z}}\) at time \(t^n\) is to a discrete steady state, we will use the steady state distance

\[ E_{n,j}^\infty = \max_{1 \leq i \leq N} E(w_n^i, w_n^{i+1}), \]

where \(j = 1\) for the first-order scheme and \(j = 2\) for the second-order scheme.

In subsection 5.3, we test the long-time convergence towards a steady state on a topography with a bump, using the same distance \(E_{n,j}^\infty\).

Finally, in subsection 5.4, we consider a particular solution constant in space, but not in time, and for which we compute the errors in time.

5.1. Moving steady state. We consider here a simple moving steady state. As initial data, we take (see Figure 3)

\[ h_0(x) = \exp^{2x}, \ u_0(x) = \exp^{-2x} \quad \text{and} \quad v_0(x) = -fx, \]

and the topography is given by

\[ z(x) = -\frac{1}{f}x^2 - \exp^{2x} - \frac{1}{2} f \exp^{-4x}. \]

We compute this test on the domain \([0, 1]\) with \(N = 200\) cells and the parameters \(f = g = 1\).

The initial discretisation is a discrete steady state in the sense of definition 2.6. Indeed the steady state distance at time \(t_0 = 0\) is

\[ E_{\infty,1}^0 = E_{\infty,2}^0 = 8.87 \times 10^{-16}. \]

At final time \(T_{\text{max}} = 0.5\), the steady state is still preserved by both first-order and second-order schemes, even if small computational errors have spread. Indeed, the computation of the steady state distance at the end of the simulations gives

\[ E_{\infty,1}^{T_{\text{max}}} = 5.19 \times 10^{-14} \quad \text{and} \quad E_{\infty,2}^{T_{\text{max}}} = 8.86 \times 10^{-15}. \]

5.2. Geostrophic steady state. Next, we test the numerical schemes on another geostrophic steady state introduced in [12]. The computational domain is \([-5, 5]\) with a flat topography \((z \equiv 0)\). We set \(f = 10\), \(g = 1\), and we consider

\[ h_0(x) = \frac{2}{g} - e^{-x^2}, \ u_0(x) = 0, \ v_0(x) = \frac{2g}{f}xe^{-x^2}, \]
as initial condition, which is a continuous steady state, see Figure 4. The initial data discretisation is not exactly a discrete steady state, since we have for \( N = 200 \) discretisation points

\[ E_0^0 = E_0^1 = 4.06 \times 10^{-5}. \]

Therefore, Theorems 3.3 and 4.2 does not guarantee the behaviour of the numerical schemes on this test case. However, at final time \( T_{\text{max}} = 200 \) the first-order and second-order schemes lead to the steady state distances

\[ E_{\infty,1}^{T_{\text{max}}} = 1.12 \times 10^{-7} \quad \text{and} \quad E_{\infty,2}^{T_{\text{max}}} = 2.53 \times 10^{-12}. \]

Both schemes seem to converge numerically to the steady state as \( t \) goes to infinity. Let us notice that according to subsection 4.2, the second-order scheme in space gives back the first-order scheme when the approximation is close to steady state is detected. The observed difference between the steady state distances at final time is due to the order of the time scheme.

Let us now check the convergence of both schemes when \( \Delta x \) tends to 0. We define the \( L_1 \) discrete error in space at time \( t^n \) between the exact solution \( w_0 \) and the numerical approximation by

\[ E^n = \Delta x \sum_{i=1}^{N} |w_0(x_i) - w_i^n|. \]

We present in Table 1 the discrete errors for variables \( h \) and \( hv \) at final time \( T_{\text{max}} \) for the first-order and second-order schemes. As one can see, both schemes converge to the steady state and reach second-order accuracy in space whereas only first-order accuracy is expected for the first-order scheme. This behaviour can be formally explained by the fact that the initial discretisation satisfies the local steady state Definition 2.4 up to second-order. Indeed, a straightforward expansion shows
that the initial discretisation satisfies
\[
g(h_0(x + \Delta x) - h_0(x)) - \Delta x f v_0(x) + v_0(x + \Delta x) = O(\Delta x^2).
\]

5.3. Convergence towards a steady flow over a bump. This test case aims to study the convergence towards a steady flow over a bump. It is a classical test for the shallow water equations adapted with the Coriolis source term in [32]. The topography is given by
\[
z(x) = \begin{cases} 
0.2 - 0.05(x - 10)^2 & \text{if } 8 < x < 12, \\
0 & \text{otherwise.}
\end{cases}
\]
Table 1
$L^1$ error in space for the geostrophic steady state at time $T_{\text{max}} = 200$

(a) first-order scheme

| N  | $h$          | $hv$  |
|----|--------------|-------|
| 200| $5.25 \times 10^{-5}$ | $2.11 \times 10^{-4}$ |
| 400| $1.31 \times 10^{-5}$  | 2.00  |
| 800| $3.30 \times 10^{-6}$  | 1.99  |
| 1600| $8.58 \times 10^{-7}$  | 1.94  |
| 3200| $2.30 \times 10^{-7}$  | 1.87  |
| 6400| $6.01 \times 10^{-8}$  | 1.90  |

(b) second-order scheme

| N  | $h$          | $hv$  |
|----|--------------|-------|
| 200| $5.26 \times 10^{-5}$ | $2.11 \times 10^{-4}$ |
| 400| $1.31 \times 10^{-5}$  | 2.00  |
| 800| $3.29 \times 10^{-6}$  | 2.00  |
| 1600| $8.22 \times 10^{-7}$  | 2.00  |
| 3200| $2.05 \times 10^{-7}$  | 2.00  |
| 6400| $5.14 \times 10^{-8}$  | 2.00  |

We consider the following initial data

$h_0(x) = 0.33$, $u_0(x) = 0.18/0.33$, $v_0(x) = 0$.

We compute the scheme on the domain $[0, 25]$ with $N = 200$ cells and we set $f = \frac{2\pi}{50}$ and $g = 9.81$. The boundary conditions are set as

$(hu)(x = 0) = 0.18$, $h(x = 25) = 0.33$, $v(x = 0) = 0$.

The numerical solution at time $T_{\text{max}} = 200$ is represented in Figure 5. The time evolution of the steady state distance $\mathcal{E}_{\infty,j}^n$ is shown for both schemes in Figure 6. We can see these distances diminishing through time, which means both schemes actually converge towards a steady state.

5.4. Stationary state in space. This test case is based on a particular exact solution of the RSW equations without topography. For a constant initial condition $(h_0, u_0, v_0)$ fixed, the exact solution of RSW equations writes

$h(x, t) = h_0$,  
$u(t) = u_0 \cos(ft) + v_0 \sin(ft)$,  
$v(t) = v_0 \cos(ft) - u_0 \sin(ft)$.

For any fixed time $t \geq 0$, the solution remains constant in space. We compute the scheme on domain $[0, 1]$ until time $T_{\text{max}} = 1$. We choose

$h_0 = 1$, $u_0 = 1$, $v_0 = 1$

as initial data, with the parameters $f = g = 1$ and we use periodic boundary conditions.
Fig. 5. Approximate solution of the steady flow over a bump test case at time $T_{\text{max}} = 200$
The solution is well-captured by the scheme as one can see in Figure 7, where we represent $hu$ and $hv$ with respect to time. Since the exact solution is known and constant in space, we can check the scheme’s accuracy in time. We introduce the discrete $L^1$ error in time between the exact solution $w_{ex}$ and the numerical approximation at point $x_i$

$$E_i = \sum_n (t^{n+1} - t^n) |w_{ex}(x_i, t^n) - w^n_{i}|.$$ 

Let us notice that the choice of the point $x_i$ is irrelevant. We recover the expected order of accuracy in time as one can see in error Table 2.

6. Conclusions. In this work, we have built a second-order fully well-balanced scheme for the RSW system. In the first part, we have developed a fully well-balanced approximate Riemann solver by selecting carefully the numerical source term definitions and the relations used to define the intermediate states $w^*_L$ and $w^*_R$. The positivity of the variable $h$ has been recovered thanks to a cut-off procedure. We have proved in Theorem 3.3 that the resulting Godunov-type scheme satisfies all of the required features: consistency, positivity preserving and fully well-balanced property.

In the second part, we have proposed a way to extend the Godunov-type scheme to second-order. We have explained the limitations of the classical MUSCL method in view of the fully well-balanced property in the case of the RSW equations. Then we have adapted an idea proposed by [16, 28], which consists in getting the standard MUSCL second-order scheme far from steady states and recovering the first-order fully well-balanced scheme near steady states. That procedure preserves the positivity of $h$ as proved in Theorem 4.2.

Finally, we have presented some numerical experiments to illustrate the robustness and the efficiency of both first-order and second-order schemes.

This work can be easily extended to the two-dimensional RSW equations by involving a standard convex combination of 1D schemes by interface. Additionally, the Coriolis parameter has been assumed constant all along this paper. It would be
Fig. 7. Stationary state in space at time $T_{\text{max}} = 1$

an interesting development of this work to consider a space-dependent Coriolis force, since it would be more realistic for large-scale simulations.
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