CWPC_BiAtt: Character–Word–Position Combined BiLSTM-Attention for Chinese Named Entity Recognition
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Abstract: Usually taken as linguistic features by Part-Of-Speech (POS) tagging, Named Entity Recognition (NER) is a major task in Natural Language Processing (NLP). In this paper, we put forward a new comprehensive-embedding, considering three aspects, namely character-embedding, word-embedding, and pos-embedding stitched in the order we give, and thus get their dependencies, based on which we propose a new Character–Word–Position Combined BiLSTM-Attention (CWPC_BiAtt) for the Chinese NER task. Comprehensive-embedding via the Bidirectional Long Short-Term Memory (BiLSTM) layer can get the connection between the historical and future information, and then employ the attention mechanism to capture the connection between the content of the sentence at the current position and that at any location. Finally, we utilize Conditional Random Field (CRF) to decode the entire tagging sequence. Experiments show that CWPC_BiAtt model we proposed is well qualified for the NER task on Microsoft Research Asia (MSRA) dataset and Weibo NER corpus. A high precision and recall were obtained, which verified the stability of the model. Position-embedding in comprehensive-embedding can compensate for attention-mechanism to provide position information for the disordered sequence, which shows that comprehensive-embedding has completeness. Looking at the entire model, our proposed CWPC_BiAtt has three distinct characteristics: completeness, simplicity, and stability. Our proposed CWPC_BiAtt model achieved the highest F-score, achieving the state-of-the-art performance in the MSRA dataset and Weibo NER corpus.
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1. Introduction

Named Entity Recognition (NER) plays an important role in the field of natural language processing. In recent years, it has gradually become an essential component of information extraction technologies [1]. NER serves many Natural Language Processing (NLP) downstream tasks, for example, event extraction [2], relation extraction [3,4], entity linking [5,6], and question answering [7]. In the field of machine learning, methods like making full use of Support Vector Machine (SVM) to treat the problem of NER [8–10]. As a classic binary classification algorithm, the SVM combined can realize multiple classification. However, the training of each classifier takes all samples as data. When solving
the quadratic programming, the training speed will slow down as the training sample increases. So it is necessary to identify multiple classes of NER tasks that NER’s training corpus is often very large, and the use of SVM to process NER tasks will be very inefficient, ignoring the connection between contexts in the statement. The article [11,12] proposed to use Hidden Markov Model (HMM) to deal with NER tasks, and good results were achieved, but HMM is limited by Homogeneous Markov and Observation Independence Hypothesis. Homogeneous Markov enables the state at any moment (namely only consider the previous character or word of the current character or word), so that only a small amount of connection between contexts is considered, and thus resulting in an error in the final annotation. In [13], the author proposed Conditional Random Field (CRF) to overcome the limitations of HMM and solve the label bias problem. In [14], the author used CRF to handle NER tasks and achieved good results. But the author did not consider whether the connection between characters, words, and positions in the sentence would affect the final result.

In recent years, with the rise of neural networks, it has become synonymous with deep learning. The field of image recognition, natural language processing, etc., witnessed a climax of using neural networks. The initial structure proposed in Recurrent Neural Network (RNN) [15–17] as time goes on has evolved over time into a mature RNN. RNN can store the historical information, so RNN is very qualified to handle long text types of NLP tasks. But RNN has the problem of vanishing gradient. In a given time series, RNN cannot capture the dependency relationship between two text elements staying far away from each other. From the perspective of performance of current parties, the performance of neural networks in NER has surpassed that of traditional machine learning, improving NER’s various indicators like the accuracy rate by a great deal. The Long Short-Term Memory (LSTM) was proposed in 1997 by [18], having achieved unprecedented performance in the field of NLP in recent years. In the NER task, the use of Bidirectional Long Short Term Memory-Convolutional Neural Networks (BiLSTM-CNNS) on the CoNLL-2003 data set by [19] achieved a good score of 91.23%. The use of the attention mechanism achieved great performance in machine translation by [20], setting off a new wave in the NLP field. The utilization of attention mechanism by [21] in F1-score reached 90.64% in the SIGHAN data set.

In addition, Out-Of-Vocabulary (OOV) also poses another challenge to NER. If processing NER only considers word-level embedding, that will ignore the connection between characters, and the word-level embedding has difficulty to capture all the details. So, we propose a new comprehensive-embedding as pre-training embedding, which is a stitching of character-embedding, word-embedding, and pos-embedding in the order we give. Taking into account the above considerations, we finally proposed a new model, Character-Word-Position Combined BiLSTM-Attention (CWPC_BiAtt), for Chinese NER task.

2. Related Work

2.1. NER

For the NER task, it can be roughly divided into two ways, one is to use the traditional machine learning method, and the other is the neural network method. Before the neural network method became mainstream, traditional machine learning was the main method in dealing with the NER task. [22] used conditional random fields and maximum entropy models to perform the Chinese NER task. [23] proposed the Multi-Phase Model. Both of them can be regarded as pioneers in fulfilling the Chinese NER task by using traditional machine learning methods. However, the disadvantage of using traditional machine learning to handle NER tasks is very significant because of tremendously huge feature engineering. Even if many features are built, there is no guarantee that each feature can improve the NER task. So, feature selection is another issue. Although feature selection is performed, there is no guarantee that features not selected are meaningless to the final result.

With the rise of neural networks methods, researchers began to adopt deep learning algorithms such as LSTM [18] and Gated Recurrent Unit (GRU) [24] in the field of natural language processing.
Rather than using handcrafted features, neural network method shows extraordinary strengths in areas such as image processing and natural language processing. [21,25–27] used LSTM-CRF as the baseline. Except [27] used one-way LSTM, the others chose BiLSTM to capture historical and future information. From the F1 scores of their experiments, the scores obtained with BiLSTM were higher than those of LSTM. In addition, for the NER task, it is very important to choose a good pre-train representation. In [27], the author conducted combined training of the Chinese word segmentation (CWS) and NER. Considering that there is no natural interval in Chinese sentences, it is not necessarily the same when segmenting words. CWS and NER can be optimized through loss. However, there is a problem that CWS and NER can affect each other, so between the two variables, it cannot be determined which one has a larger impact. Moreover, the author adopted forward LSTM rather than backward LSTM to capture the future information. [26] is based on character without considering whether word and position influence the NER task. The author used GRU to capture the historical and future information. Although the effect was good, the author didn’t consider that GRU was not suitable for many parameters. Moreover, the author used character as input, so the parameters would be large. To perform many NLP tasks, researchers will use BiLSTM-CRF or BiGRU-CRF as the baseline, and then adjust the model based on this, to reduce the cost of trial and error for researchers. BiLSTM-CRF has become a classic baseline, contributing a lot in the field of NLP. So, this paper also makes improvement taking BiLSTM-CRF as the baseline. [28] proposed word-embedding, and [29] put forward the global vector. Both methods serve well for many NLP downstream tasks. [30] proposed Embeddings from Language Model (ELMO) to train word embedding and suggest to use different tags for expressing different meanings of the same word. [31] put forward Bidirectional Encoder Representations from Transformers (BERT) method to train word-embedding. During the word-embedding training process, this method will mask a small part of each sentence for training. Interestingly, both ELMO and BERT are roles in Sesame Street, and people familiar with children’s programs should know them.

2.2. Attention Mechanism

In the 1990s, after more than 20 years of silence, until the google mind team [32] used the Attention Mechanism for image classification on the RNN model. this mechanism was first proposed in the field of visual images. Subsequently, [33] adopted Attention Mechanism to simultaneously translate and align in machine translation tasks. Their work was the first try to apply Attention Mechanism to the NLP field. Not until it became the research focus, the Valley Machine Translation Team [20] used the attention mechanism. [21] proposed adversarial transfer learning framework. With usage of the attention mechanism, it can capture global dependency and the internal structural features of the entire sentence. [26] used the attention mechanism to grab the local information at the Convolutional Attention layer, and then retrieved the information at the GRU layer by adopting the global-attention mechanism. It is precisely because of the continuous efforts of the predecessors that the attention mechanism has achieved great success in various fields.

3. Model

This paper utilizes BiLSTM-CRF as the baseline, which seems to have been bound with NLP. Our model considers the multi-level context, divided into 4 layers: (1) Stitching character-embedding, word-embedding, pos-embedding to obtain comprehensive-embedding. (2) Connect the comprehensive-embedding to BiLSTM Neural Network and get the top hidden unit. (3) Connect the obtained hidden unit to the attention mechanism for processing. (4) Use CRF to decode the data of the previous layer. The overall structure of Character-Word-Position Combined Bidirectional Long Short Term Memory-Attention (CWPC_BiAtt) we proposed is shown as Figure 1.
Figure 1. The overall structure of Character-Word-Position Combined Bidirectional Long Short Term Memory-Attention (CWPC_BiAtt) is divided into four layers: (1) comprehensive-embedding, which is composed of character-embedding, word-embedding, and position-embedding. (2) Bidirectional Long Short Term Memory (BiLSTM) layer, the role of this layer is to capture historical information and future information in the sentence of this paper. (3) self-attention layer captures the connection between several arbitrary positions in the sentence, using softmax to normalize the value output by attention-mechanism. (4) conditional random field (CRF) layer first uses tanh function to quickly change the gap between features, and then uses CRF for marking. B in B-LOC means Begin, LOC means location, E in E-LOC means end, and LOC means location.

3.1. Comprehensive-Embedding

In the NER task, we select a sentence $X^c_i = \{x_{i1}, x_{i2}, \ldots, x_{in}\}$ from the pre-trained data set, in which $x_{in}$ represents the n-th character-embedding of the i-th sentence in the pre-trained data set, and $x_{in} \in \mathbb{R}^{d_c}$, and $d_c$ is the dimension of character-embedding. We train word-embedding according to "word representations in vector space" proposed by [28], and obtain $X^w_i = \{w_{i1}, w_{i2}, \ldots, w_{is}\}$, in which $w_{is}$ is the word-embedding of the s-th in the i-th sentence in the pre-training data, and $w_{is} \in \mathbb{R}^{d_w}$, $d_w$ is the dimension of word-embedding. The comprehensive-embedding stitching in order we proposed also needs to consider pos-embedding. As for pos-embedding, this paper adopts one-hot encoding, set as 1 when the character appears, and otherwise 0. That is, $X^p_i = \{p_{i1}, p_{i2}, \ldots, p_{in}\}$, in which $p_{in} \in \mathbb{R}^{d_p}$, $d_p$ is the dimension of pos-embedding. Although one-hot encoding has the problem of sparseness, in this paper, we do not perform one-hot encoding on the Chinese characters, but encoding the position of the characters. In the Chinese corpus, the average length of each sentence ranges from 25 to 35, so the length is not very sparse for position-embedding. After the Chinese sentence is
converted to comprehensive-embedding, it can be found that if only look at the part represented by position-embedding, it must be the symmetric matrices with values on the main diagonal are easy for the calculation. Therefore, comprehensive-embedding is expressed as $\text{comp}_{it} = \text{concatenate} \left[ x_{it}, w_{it}, p_{it} \right]$, $\text{comp}_{it} \in \mathbb{R}^{d_c + d_w + d_p}$. And $w_{it}$ in $\text{comp}_{it}$ is determined according to $x_{it}$, there is a case that the subscript index $t$ in clause plus word-embedding $w_{it}$ and the subscript index $t$ of char-embedding $x_{it}$ may not be the same. The reason behind this is that Chinese sentences have no natural interval, and both character and word exist after the split. The structure of $\text{comp}_{it}$ is shown as Figure 2. In the following, we will illustrate with an example, so the index $i$ can be omitted, and $\text{comp}_{it}$ can be simplified to $\text{comp}_{t}$, and used as the input by BiLSTM Layer, and $t \in [1, n]$. Because the character is sequential, so it can be seen as n moments, and $t$ is the $t$-th moment from 1 to $n$.

![Figure 2](image-url)

**Figure 2.** To facilitate the explanation of comprehensive-embedding, we assume sentence “ABCDE” is a Chinese sentence. Suppose sentence “ABCDE” can become “AB/CD/E” after the word segmentation. AB, CD, E are Chinese words after the word segmentation. This sentence consists of five comprehensive-embedding: (1) character (A) + word (AB) + pos (first position); (2) character (B) + word (AB) + pos (second position); (3) character (C) + word (CD) + pos (third position); (4) character (D) + word (CD) + pos (forth position); (5) character (E) + word (E) + pos (fifth position).

3.2. **BiLSTM Layer**

The continuous maturity of RNN has greatly improved the processing of the sequence tag problem. But RNN has the problem of vanishing gradient, and in a given time series, it is impossible to capture the dependencies between two text elements that far apart from each other.

LSTM [18], as a variant of RNN, can well improve the problem of vanishing gradient. LSTM can well grab the dependencies between several text elements that far apart from each other. Capturing the link between past historical information and future information, LSTM can do a good job of handling sequence tagging. And one-way LSTM can only get historical information, but ignore the future information. The BiLSTM was used by [34] to perform the Relation Classification perfectly. In considering the future information, we also need to access a backward LSTM. The specific model of LSTM is shown as Figure 3. The main structure of LSTM is as follows:

$$
i_t = \sigma(W_i[h_{t-1}, \text{comp}_t] + b_i),$$

$$f_t = \sigma(W_f[h_{t-1}, \text{comp}_t] + b_f),$$

$$o_t = \sigma(W_o[h_{t-1}, \text{comp}_t] + b_o).$$
i, f, o represents input gate, forget gate, and output gate respectively. And \( \sigma \) and \( \odot \) is respectively sigmoid function and element-wise product. \( W_i, W_f, W_o \) is respectively the weight matrix of the input gate, the forget gate, and the output gate. And \( b_i, b_f, b_o \) is respectively the bias of the input gate, the forget gate, and the output gate. \( \text{comp}_t \) represents the input at time \( t \), and \( h_{t-1} \) the hidden state at time \( t - 1 \), namely the short-term memory output at time \( t - 1 \). It can be found from equations (1, 2, 3) that three gates all represent a layer of perceptron network. In [18], the appendix of this paper, Hochreiter and Schmidhuber adopted the backpropagation to calculate \( W_i, W_f, W_o \). Therefore, the weight matrix to be learned in this paper can be solved based on back propagation. \( c_t \) represents the current memory at time \( t \), that calculated from the hidden state \( h_{t-1} \) at time \( t - 1 \) and the input \( \text{comp}_t \) at time \( t \), \( W_c \) and \( b_c \) are the corresponding weight matrix and bias can be calculated respectively. \( c_t \) represents the unit state at time \( t \), namely the long-term memory at time \( t \), calculated from the unit state \( c_{t-1} \) and forget gate \( f_t \), at time \( t - 1 \). When the value of \( f_t \) is 0, it means to forget the previous \( c_{t-1} \), and when the value of \( f_t \) is 1, it means that the previous \( c_{t-1} \) is remembered and retained to \( c_t \). \( h_t \) represents the hidden state at time \( t \), namely the short-term memory at time \( t \). It is calculated by the output gate \( o_t \) and unit state \( c_t \). When the value of \( o_t \) is 0, it means that there is no short-term memory. When the value of \( o_t \) is 1, it means that there is short-term memory. The paper adopted the Bidirectional LSTM network which is composed of forward LSTM and backward LSTM. \( \overrightarrow{h_t}, \overleftarrow{h_t} \) are used separately to distinguish the hidden states. So, \( h_t \) is the concatenate of \( \overrightarrow{h_t}, \overleftarrow{h_t} \), and \( h_t \) is shown as below.

\[
h_t = \overrightarrow{h_t} \oplus \overleftarrow{h_t},
\]

Figure 3. The structure of Long Short Term Memory.

The sequence of the top-level hidden unit of the final output:

\[
H = \{h_1, h_2, \ldots, h_n\}.
\]
Schmidhuber has become a classic method, and for scholars who study NLP, LSTM is an algorithm that must be learned. For processing NER tasks, using LSTM is currently very popular.

3.3. Attention Layer

Attention Layer is inspired by the attention mechanism by [20] on machine translation. Since Vaswani et al. published the paper [20], Attention-Mechanism has been extensively used in NLP tasks, because it can break the limitations of sentence serialization. We use the attention mechanism to study the dependencies between any two characters in a sentence and capture internal structural information. Currently, attention mechanism is the most effective method that can be used to test if there is dependency relation between the two characters which is captured randomly. And it has greatly improved the NLP task and has made important contributions. In Section 3.2, we take the hidden unit sequence \( H = \{h_1, h_2, \ldots, h_n\} \) at the top of the BiLSTM layer as the input of the attention layer in this section.

Multi-head self-attention can perform its own duty, for example, some self-attention consider local consultation, and some self-attention considers global consultation. Self-attention is good at capturing the connections between several arbitrary locations in a sequence. Since the multi-head self-attention is a multiple self-attention parallel, the final result needs merging. As to the considerations of global consultation and local consultation, self-attention is divided into global self-attention and local self-attention. The following is exemplified by a single self-attention for explanation.

3.3.1. Global Self-Attention

Global self-attention is a scaled dot-product attention operation on the hidden unit sequence \( H = \{h_1, h_2, \ldots, h_n\} \) obtained from the BiLSTM Layer in Section 2. as follows:

\[
B^G = \sum_{j=1}^{n} \alpha_j^G h_j^G,
\]

where \( B^G = \{b_1^G, b_2^G, \ldots, b_n^G\} \), \( B^G \) is the dependency extracted by global self-attention. \( h_j^G \) is equivalent to \( h_j \), and the adding of a superscript is to distinguish the operation between global self-attention and local self-attention, using different tags. \( \alpha_j^G \) is the weight of the attention mechanism, we need to calculate the score of the \( j \)-th target \( h_j^G \) and the current \( t \)-th target \( h_t^G \), and the specific calculation is as follows:

\[
\alpha_j^G = \frac{\exp(score^G(h_t^G, h_j^G))}{\sum_{k=1,2,\ldots,n} \exp(score^G(h_t^G, h_k^G))},
\]

The score function is shown as follows:

\[
\text{score}^G = v_T^G \tan h(W^G_{BG} [h_t^G, h_j^G]).
\]

We can find that in fact, Equation (11) is a Multilayer perceptron, and \( W^G_{BG} \) is the weight matrix for the first layer while \( v_T^G \) is for the second layer. By feedforward network, current situation \( h_t^G \) and code-ended information \( h_j^G \) are calculated by activation function \( \tanh \), then this data is given to softmax function in Equation (10) to figure up the loss between the output and the answer. Through back propagation two parameters \( W^G_{BG} \), \( v_T^G \) are learned.

3.3.2. Local Self-Attention

The global self-attention of all comprehensive-embedding in the source sentence may be costly and unnecessary. To solve this problem, this paper uses multi-head self-attention, some are local self-attention, and others global self-attention. When using local self-attention, we set the window size
Information 2020, 11, 45 8 of 19

at 2w + 1 so that the target \( h_i \) only considers each position before and after. The local self-attention of \( \{ h_{i-w}, \ldots, h_i, \ldots, h_{i+w} \} \) is similar to the global self-attention in Section 3.3.1 with only minor changes. It is expressed as follows:

\[
B^L = \sum_{j=1}^{n} \alpha^L_j h^L_j, \quad (12)
\]

\[
\alpha^L_j = \exp(\text{score}^L((h^L_t, h^L_j))) \sum_{k \in \{i-w, \ldots, i, \ldots, i+w\}} \exp(\text{score}^L((h^L_t, h^L_k))), \quad (13)
\]

\[
\text{score}^L = \nu^T_L \tanh(W^L_T [h^L_t, h^L_j]). \quad (14)
\]

where \( B^L = \{ b^L_1, b^L_2, \ldots, b^L_n \} \), \( B^L \) is the dependency extracted by global self-attention. The weight matrix \( \nu^T_L \) and \( W^L_T \) is the parameter of the model training. The detailed explanation of the score function Equation (14) is similar to the Equation (11) in Section 3.3.1.

3.3.3. Multi-Head Self-Attention

This paper uses Multi-head self-attention, which requires to concatenate the results of all global self-attention and local self-attention. The results are shown as follows:

\[
B = \{ b_1, b_2, \ldots, b_n \}, \quad (15)
\]

where \( b_i = \text{concatenate}\{b^{G1}_i, b^{G2}_i, \ldots, b^{L1}_i, b^{L2}_i, \ldots\} \) concatenating all global and local components.

3.4. CRF Layer

We connect \( B = \{ b_1, b_2, \ldots, b_n \} \) obtained in Section 3.3.3 into tanh layer for the treatment by the belief function so that all values in the value \( B \) fall within \((-1, 1)\) as follows:

\[
T = \sum_{i=0}^{n} \tan h(W_i b_i), \quad (16)
\]

where \( T = \{ t_1, t_2, \ldots, t_n \} \), \( W_i \) is model training parameter.

Compared with Hidden Markov Model (HMM), CRF’s condition is much looser. CRF is not limited to: (1) Homogeneous Markov, (2) Observation Independence Hypothesis. Compared to Maximum entropy Markov models (MEMMs) proposed by [35], CRF means global normalization while MEMMs local normalization. So CRF effectively solves the shortcomings of MEMMs: the label bias problem was proposed by [13]. Therefore, it can be said that CRF is a very effective for dealing with sequence marking problems.

The output value of the Tanh Layer \( T = \{ t_1, t_2, \ldots, t_n \} \) is used as the input of the CRF layer. In order to follow the representation of the CRF algorithm convention, we rewrite \( T = \{ t_1, t_2, \ldots, t_n \} \) into \( X = \{ x_1, x_2, \ldots, x_n \} \), where \( t_i \) and \( x_i \) are equivalent.

Conditional Random Field (CRF) is a Conditional probability model that will give a set of variable conditions \( X = \{ x_1, x_2, \ldots, x_n \} \) and another set of outputs \( Y = \{ y_1, y_2, \ldots, y_n \} \), and \( Y \) is the corresponding label of \( X \). The overall structure of the CRF is as follows:

\[
P(Y = y | X = x) = \frac{1}{Z(x, \theta)} \exp(\theta^T \cdot H(y_{t-1}, y_t, x)), \quad (17)
\]

where \( H(y_{t-1}, y_t, x) \) is the score function, as shown below.

\[
H(y_{t-1}, y_t, x) = \left( \sum_{f=1}^{n} \sum_{g=1}^{K} f \right)_{K+L}, \quad (18)
\]
where $f$ is the total transfer function of the score function $H(y_{t-1}, y_t, x)$, and $g$ is the total state function of the score function $H(y_{t-1}, y_t, x)$. $K$ and $L$ respectively represent the dimension of total transfer function and the total state function.

The total transfer function is as follows:

$$
f = \begin{pmatrix} f_1 \\ f_2 \\ \vdots \\ f_K \end{pmatrix} = f(y_{t-1}, y_t, x),$$  \hspace{1cm} (19)

where $f_k$ refers to the transfer function in the total transfer function, as shown below:

$$f_k = f_k(y_{t-1}, y_t, x).$$  \hspace{1cm} (20)

The total state function is as follows:

$$g = \begin{pmatrix} g_1 \\ g_2 \\ \vdots \\ g_L \end{pmatrix} = g(y_t, x),$$  \hspace{1cm} (21)

where $g_l$ is the state function in the total state function, as shown below:

$$g_l = g_l(y_t, x).$$  \hspace{1cm} (22)

In Equation (17), $Z$ is the normalization factor of softmax and $\theta$ is the total parameter learned by the total transfer function $f$ and the total state function $g$. The dimension of the total parameter $\theta$ is $K + L$ and the parameter $\theta$ are shown as follows:

$$\theta = \begin{pmatrix} \lambda \\ \eta \end{pmatrix}_{K + L},$$  \hspace{1cm} (23)

where $\lambda = \begin{pmatrix} \lambda_1 \\ \lambda_2 \\ \vdots \\ \lambda_K \end{pmatrix}$, $\eta = \begin{pmatrix} \eta_1 \\ \eta_2 \\ \vdots \\ \eta_L \end{pmatrix}$. $\lambda_k$ is the parameter learned by transfer function while $\eta_l$ learned by state function.

Special attention should be given to $x = \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{pmatrix}$, $y = \begin{pmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{pmatrix}$ in Equation (17).

Substitute Equations (18)–(23) in Equation (17) as follows:

$$P(Y = y|X = x) = \frac{1}{Z} \exp \sum_{t=1}^{n} \left( \sum_{k=1}^{K} \lambda_k \cdot f_k(y_{t-1}, y_t, x_{1:n}) + \sum_{l=1}^{L} \eta_l \cdot g_l(y_t, x_{1:n}) \right),$$  \hspace{1cm} (24)

Then, we use Maximum likelihood estimation to solve for Equation (17) or Equation (24). Here we only demonstrate the solution to Equation (17) as follows:

$$\log P(Y = y|X = x) = \theta^T \cdot H(y_{t-1}, y_t, x) - \log Z(x, \theta) = \theta^T \cdot H(y_{t-1}, y_t, x) - \log \sum_{y \in \mathcal{Y}} \theta^T \cdot H(y_{t-1}, y_t, x),$$  \hspace{1cm} (25)

where $\mathcal{Y}$ is all possible tags that represent the sentence $x$. 
In summary, we encourage the model to generate valid output labels. During the decoding process, we predict the maximum score of the output sequence. For the algorithm of the solution, we use the dynamic programming algorithm to solve the problem. This paper uses Viterbi-algorithm [36] to solve the maximum score, as shown below.

\[ y^* = \arg\max_{y \in Y} \theta^T H(y_{t-1}, y_t, x). \]  

(26)

4. Experiments and Analyze

4.1. Evaluation Metrics

The evaluation metrics of the NER task mainly include precision, recall, and F1 scores. Precision refers to the proportion of samples that are predicted to be positive. There are two possibilities for predicting positive, (1) predicting positive class as true positive (TP), (2) predicting negative class as false positive (FP). Precision can be defined as follows:

\[ P = \frac{TP}{TP + FP}. \]  

(27)

Recall rate refers to the proportion of the sample being predicted correctly. There are also two possible cases: (1) if the prediction is correct, the positive class is predicted to be true positive (TP). (2) if the prediction is failed, and the positive class is predicted as a false negative (FN), so the recall rate is defined as the following formula:

\[ R = \frac{TP}{TP + FN}. \]  

(28)

However, sometimes precision and recall may contradict, that is, the accuracy rate increases while the recall rate decreases, the accuracy rate decreases while the recall rate increases. The F-measure method needs to be introduced comprehensive measurement. This paper uses the most common calculation method:

\[ F1 = \frac{2 \times P \times R}{P + R}. \]  

(29)

4.2. Datasets

We propose a comparison experiment using CWPC_BiAtt and previous state-of-the-art method on MSRA dataset and Weibo NER corpus. The dataset parameters required for the experiment are shown as Table 1.

Table 1. Microsoft Research Asia (MSRA) dataset and Weibo NER (Named Entity Recognition) corpus detailed parameters.

| Dataset Type | Dataset Type | Train | Dev | Test |
|--------------|--------------|-------|-----|------|
| MSRA dataset | Sentences    | 46.4 k| -   | 4.4 k|
|              | Characters   | 2169.9 k| -   | 172.6 k|
|              | Entities     | 74.8 k| -   | 6.2 k|
| Weibo NER corpus | Sentences | 1.4 k | 0.27 k | 0.27 k |
|                | Characters | 73.8 k | 14.8 k | 14.5 k |
|                | Entities   | 1.89 k | 0.42 k | 0.39 k |

4.2.1. MSRA Dataset

We use the MSRA dataset to test our proposed model CWPC_BiAtt. There are three types of named entities in the MSRA dataset: PER (Person), LOC (Location), ORG (Organization). [37] Compared marking method of IOBES (its other name BIOES is commonly used) is better than BIO. In the abbreviated word IOBES, B represents the current word is the beginning of a chunk, I represents
the current word in a chunk, O represents the current word is not in any chunk, E represents the end of the current chunk, and S means that the current word is a chunk which has only one character. We take an example for illustration, and we use Chinese Pinyin instead of Chinese sentences. Sentence: zai hu jumin, keyi jingchang canguan shanghaibowuguan (Residents in Shanghai can often visit the Shanghai Museum). In China, hu is the shortened form of Shanghai and refers to location, therefore, according to the three types of named entities, we mark hu as hu-S-LOC. And for shanghaibowuguan (Shanghai Museum), an organization name, it was marked as shang-B-ORG, hai-I-ORG, bo-I-ORG, wu-I-ORG, guan-I-ORG. We relabeled the original MSRA dataset with the marking method of BIOES.

4.2.2. Weibo NER Corpus

We used Weibo NER corpus for comparative experiments. Weibo NER corpus was sorted by [1], 1890 pieces of information were from Sina Weibo from November 2013 to December 2014. This information is tagged as the DEFT ERE entity tagging guide. It mainly includes four main semantic types: person, organization, location, and geo-political entity. [1] annotated both name and nominal mentions. [25,38] revised Weibo NER corpus. After He and Sun gave major cleanup and revision of the annotations, Peng and Dredze revised the Weibo NER corpus. The Weibo NER corpus used in our experiments is the second revision of WeiboNER_2nd_conll by Peng and Dredze and for the dataset details see Table 2.

| Name                         | Nominal | Total |
|------------------------------|---------|-------|
| Weibo NER corpus [1]         | 1276    | 705   | 1981  |
| Weibo NER corpus by revised [38] | 1321    | 1322  | 2643  |
| Weibo NER corpus by revised [25] | 1319    | 1320  | 2639  |
| WeiboNER_2nd_conll           |         |       |       |
| Train set                    | 1018    | 859   | 1877  |
| Dev set                      | 167     | 219   | 386   |
| Test set                     | 216     | 196   | 412   |
| Total                        | 1401    | 1274  | 2675  |

4.3. Settings

This section gives the detailed hyper-parameter configurations required for the experiment. We performed several tests on MSRA dataset and Weibo NER corpus and gave fine-tuning to the hyper-parameter as the experiment required. The character-embedding used in the experiment was from [39], who used Skip-Gram with Negative Sampling (SGNG) to train on the Baidu Encyclopedia corpus, and set the window size at 5, iteration 5 times, and the dimension \( d_c = 300 \).

For word-embedding, we use Wikipedia Chinese corpus on 1, August 2019: zhwiki-20190801-pages-articles-multistream.xml.bz2, the corpus size is 1.86 G. We also used SGNG for training, with window size of 10, iteration of 200, and the dimension \( d_w = 400 \). Due to the great number of iterations, we applied for the school’s High Performance Computer (HPC) for 10-node calculation. See Table 3 for the specific configuration of HPC. The dimension of pos-embedding \( d_p = 100 \). Regarding the initialization of training weights, we used the deep learning framework Tensorflow to adopt random initialization for weights. The paper uses stochastic gradient descent (SGD) as the optimizer, the learning-rate = 0.01, and the dimension of the hidden layer of the BiLSTM \( d_h = 600 \). The number of Multi-head self-attention is 3, global self-attention 1, local self-attention 2, window for local self-attention \( 2w + 1 \), respectively set tow = 3, \( w = 5 \). We trained the CWPC_BiAtt model and each data set was iterated 25 times.
Table 3. The specific configuration of High Performance Computer.

| Function   | Node Name | Model       | CPU                                      |
|------------|-----------|-------------|------------------------------------------|
| Login node | 1–2       | I620-G30    | two Intel Xeon Gold 5118 CPU @ 2.30 Hz   |
| Calculate node | 1–110  | CX50-G30    | two Intel Xeon Gold 6132 CPU @ 2.60 GHz    |

4.4. Experiment and Analyze on MSRA Dataset

Observing the results obtained by our CWPC_BiAtt model on the MSRA dataset, what surprised us was that the CWPC_BiAtt model reached the new state-of-the-art performance, $P = 93.71\%$, $R = 92.29\%$, and $F1 = 92.99\%$, respectively.

At the time, [22] working at Yahoo used two conditional probabilistic models, namely conditional random fields and maximum entropy models for Chinese NER performed on the MSRA dataset. In the same year, [23] from the State Key Laboratory for Novel Software Technology, Nanjing University proposed the Multi-Phase Model to conduct experiments on the MSRA dataset. The Multi-phase model is mainly divided into two steps: First, the text is segmented using the character-level CRF model; then, three word-level CRF models are applied to tag PER (person), LOC (location), and ORG (organization) of the segmentation results. Han et al. [40] from the Institute for Logic, Language, and Computation, University of Amsterdam proposed the Graph-based Semi-supervised Learning Model (GBSSL). They used unlabeled corpus (unlabeled corpus) to enhance the conditional random field learning model, and it is possible to improve the correctness of the tagging, even if the edge is a bit weak or unsatisfactory in the current experiment. Cao et al. [21] proposed the adversarial transfer learning framework to perform experiments on the MSRA dataset, which used the word boundary information provided by the Chinese word segmentation (CWS) to perform the Chinese NER task. This year, Nankai University and [26] from Microsoft Research Asia proposed the convolutional attention network to perform the Chinese NER task on the MSRA dataset, achieving quite good results.

From the results shown in Table 4, we found that [22,23] all used traditional machine learning methods to perform NER tasks, and their final F1 values were 86.20% and 86.51%. Although the latter has a slight increase, the increased range is only 0.31%. Recent study [21,26] and our model have a more significant increase than [22,23], the values are 4.44%, 6.77%, 6.79% and 4.13%, 6.46%, 6.48% respectively, here the increase is more than 4%. Through the analysis, we found that [22,23] used traditional machine learning for NER (Named Entity Recognition) tasks, which required complex feature engineering, and that training results would not be so effective if they had fewer features. The neural networks [21,26] and our model used are not very dependent on complex features. In other areas, neural networks are far more accurate than traditional machine learning algorithms.

Table 4. Performance of previous state-of-the-art methods on MSRA dataset.

| Models                              | P (%) | R (%) | F1 (%) |
|-------------------------------------|-------|-------|--------|
| Conditional Probabilistic Models [22]| 91.22 | 81.71 | 86.2   |
| Multi-Phase Model [23]              | 88.94 | 84.2  | 86.51  |
| Graph-based Semi-supervised [40]    | 90.62 | 77.84 | 83.74  |
| Adversarial Transfer Learning [21]  | 91.73 | 89.58 | 90.64  |
| CAN-NER [26]                        | 93.53 | 92.42 | 92.97  |
| CWPC_BiAtt (ours)                   | 93.71 | 92.29 | 92.99  |

In addition, we also analyzed why the GBSSL-CRF [40] proposed was not effective in the F1 value. [40] put forward the Graph-based Semi-supervised. Semi-supervised learning requires establishing hypotheses to predict the relationship between samples and learning objectives. There are three common assumptions: (1) Smoothness Assumption; (2) Cluster Assumption; (3) Manifold Assumption. Semi-supervised learning is demanding for assumptions, and there is no guarantee that generalization performance will necessarily improve when using unlabeled samples, which can
lead to performance degradation. But what’s positive is that their innovative use of graph-based for Chinese NER missions is an innovative attempt. Our model got a little better results than [26]. There are three reasons: (1) Zhu et al. [26] only consider the character-embedding, while we take a more comprehensive consideration by using comprehensive-embedding. (2) Zhu et al. [26] did a local self-attention operation on the data firstly, and the second global self-attention operation was done on the basis of the first local-attention, so the second global self-attention’s scope of action has been limited and significantly diminished. The global self-attention and local self-attention of our model are processed in parallel on the same basis, so there is no scope limited. (3) Zhu et al. [26] adopted Bidirectional Gated Recurrent Unit (BiGRU), which was proposed by [24]. Though gated recurrent unit (GRU) converges faster than LSTM [18], the GRU is not suitable for the more parameters and large data sets. Considering the large data set, BiLSTM is used in this article. And our model is much succinct than [26], so the model we proposed has an advantage.

It can be found from Table 4 that our proposed model is 0.13% lower in the recall than the recall in [26]. We found that in [26], the author uses character as the basis, so there is no problem of word segmentation. The comprehensive-embedding we use has word-embedding, because there is no natural interval between words in Chinese sentences. If a complete word is incorrectly divided into two words, the positive class will be divided into negative class to affect recall. But [26] used the convolution operation, there will be a certain loss of the original value, and our comprehensive-embedding has no lose, so this point will make up for the shortcomings of our model, which shows that comprehensive-embedding has completeness. The position part of Comprehensive-embedding is a main diagonal matrix, so the main calculation part is character-embedding and word-embedding. From the perspective of calculation volume and composition structure, Comprehensive-embedding has simplicity. In [26], the author uses BiGRU, and our CWPC_BiAtt uses BiLSTM. BiGRU performs poorly when there are many parameters, and the author uses character as the basis, so the parameters will be large. In order to verify this, we used different length sentences to replace BiLSTM in our model with BiGRU and tested it. It can be seen from Figure 4 that our CWPC_BiAtt model can stabilize the F-score value from 0.9298 to 0.9303 when testing sentences of different lengths. But when BiLSTM is replaced with BiGRU, as the sentence length increases, the F-score decreases, but the F-score can still stabilize above 0.9290. We enter into this analysis because comprehensive-embedding carries sufficient information to make up for the shortcomings of BiGRU in processing long sentences.

![Figure 4](image-url)  
**Figure 4.** Experiments were performed on sentences of different lengths. As the sentence length increased, the results obtained by bidirectional gated recurrent unit (BiGRU) became worse, but its F-score was stable above 0.9090. Comprehensive-embedding carries sufficient information to make up for the shortcomings of BiGRU in processing long sentences. Our Character–Word–Position Combined bidirectional long short-term memory-attention (CWPC_BiAtt) model is very stable, and the F-score remains at 0.9298–0.9303.
Although our CWPC_BiAtt model obtained F-score = 92.99%, which is 0.22% higher than [26], it cannot be said that our method is better than [26]. Our CWPC_BiAtt model and [26] are from different directions. They are from the perspective of character convolution, and we are from the three integrated perspectives of character, word, and position. So, our model is also a new attempt.

Two local self-attentions use windows of different sizes. Considering that the length of the naming body corresponding to the PER, ORG, LOC tag is generally no more than 11, we fix a local self-attention 2k + 1 window and set k = 5. The second local self-attention is supplemented with details on a local self-attention. As Figure 5 shows, precision and recall get the maximum value when the second local self-attention window is set to 2k + 1, k = 3. As the windows get bigger and bigger, so does the precision and recall. More information is grabbed, so that gradually starts to overfitting.

Figure 5. The second local self-attention window setting to 2w + 1, w = 3 can obtain the maximum value. When w > 3, the grasp of information increased, there gradually appears over-fitting, precision, and recall value also begin to decrease.

4.5. Experiment and Analyze on Weibo NER Corpus

Similarly, we experimented with CWPC_BiAtt model we proposed at Weibo NER corpus. The CWPC_BiAtt model achieved new state-of-the-art performance, with an overall F1 = 59.5%. See Table 5 for details. The results shown in Table 5.

Table 5. In first block, perimental results of previous models on Weibo NER corpus. In second block, the result of our CWPC_BiAtt model on Weibo NER corpus.

| Models                              | Name     | Nominal   | Overall   |
|-------------------------------------|----------|-----------|-----------|
|                                     | P (%)    | R (%)     | F1 (%)    | P (%)    | R (%)     | F1 (%)    | F1 (%)    |
| Joint (cp) without fine [1]         | 61.9     | 33.5      | 43.5      | 65.9     | 28.1      | 39.4      | -         |
| Joint (cp) with fine tuning [1]     | 58       | 35.6      | 44.1      | 63.8     | 29.5      | 40.4      | -         |
| Jointly Train LSTM + Emb [27]       | 63.3     | 39.2      | 48.4      | 58.6     | 37.4      | 45.7      | -         |
| F-Score II Driven (proposal) [25]   | 66.9     | 40.7      | 50.6      | 66.5     | 53.6      | 59.3      | 54.8      |
| Unified Model (proposal) [38]       | 61.7     | 48.8      | 54.5      | 74.1     | 53.5      | 62.2      | 58.2      |
| Adversarial Transfer Learning [21]  | 59.5     | 50        | 54.3      | 71.4     | 47.9      | 57.4      | 58.7      |
| Lattice LSTM [41]                   | -        | -         | 53        | -        | -         | 62.3      | 58.8      |
| CAN-NER [26]                        | -        | -         | 55.4      | -        | -         | 63        | 59.3      |
| CWPC_BiAtt (Ours)                   | 63.4     | 49.7      | 55.7      | 74.1     | 54.5      | 62.8      | 59.5      |

Peng et al. [1] marked the social media data set Weibo NER corpus, and proposed jointly training objective to perform Chinese NER task in Weibo NER corpus. They finally found that the experiment of character + position on CRF got very good results. On the basis of previous trial, [27] experimented on Weibo NER corpus using word segmentation with an LSTM-CRF. The final experimental results were greatly improved. The F1 values of Name and Nominal were respectively 4.3% and 5.3%
higher. Refs. [25,38] proposed a Unified Model, which can study out-of-domain corpora and in-domain unannotated text, and the F1 value of Name and Nominal was increased by 6.1% and 16.5%, respectively on the basis of the experiment by [27]. Zhang and Yang [41] proposed the Lattice LSTM model, which considers all possible word segmentation information and character information, and has also achieved very good results. Moreover, the maximum Nominal F1 score reached 63.0%, and F1 in our model Nominal obtained was 0.2% smaller than theirs. We have already covered the in Section 4.4 the model presented by [21,33], and here we omit the detailed description.

Peng and Dredze [27] made much progress based on their research in 2015. They considered word segmentation information and used LSTM to obtain historical information before accessing CRF. In spite of a significant improvement, the F1 values of Name and Nominal compared with others’ like [21,25,38,41], and ours were quite different. Model learning of out-of-domain corpora and in-domain unannotated text proposed by [38] well adapted to the corpus of social media like Weibo NER corpus, which can be in any form. It was seen from the comparison between [21,26] and our model and [27] that the use of attention mechanism greatly improved the processing of NER task. We have conducted in-depth analysis and our model was slightly better than [21], because their model was relatively complex and they used word boundary information provided by Chinese word segmentation (CWS) to carry out the Chinese NER task. Any errors in word boundary information provided by CWS would directly affect the NER task. The comparison between [26] and our model has been analyzed in Section 4.4, which was not repeated here. Although the model proposed by [41] did not use the attention mechanism, their model has taken into account all possible participle and character information. For social media corpus like Weibo NER corpus, we should consider as many situations as possible to reduce the occurrence of incorrect identification. But, because of thinking about as many cases as possible, this not only increased the complexity of calculation, but also produced many alternative answers with only a correct one, and because the alternative answers were so close to the correct one, the machine would be confused.

As can be seen from Table 5, our total F-score = 59.5%. On Weibo NER corpus, our F-score is 0.2% higher than the previous best F-score. Our CWPC_BiAtt model is compared with [26], see Section 4.4. Although some of the precision and recall obtained by our CWPC_BiAtt model are not the best, our model is very stable, even on the more complex data set of Weibo NER corpus. F-score is a comprehensive measurement of precision and recall in order to resolve the contradiction between precision and recall. Comprehensive-embedding provides character, word, and position information. The combination of the three is as stable as a triangle. Character makes up for the shortcomings of word being misclassified. When attention-mechanism captures the dependencies between arbitrary characters, the order of the sequence is broken. But position-embedding makes up for the shortcomings of attention-mechanism. The position part of Comprehensive-embedding is a main diagonal matrix, so the main calculation part is character-embedding and word-embedding. From the perspective of calculation volume and composition structure, Comprehensive-embedding has simplicity. Therefore, comprehensive has two characteristics of completeness and simplicity, which is why we named it Comprehensive-embedding. From Tables 4 and 5, we can see that our precision, recall, and F-score are relatively stable, and they are in the top two positions. Our model has a stable advantage when dealing with different data sets. Looking at the entire model, it has three distinct characteristics: completeness, simplicity, and stability.

To sum up, we summarized the advantages of our model. Comprehensive-embedding could avoid all situations considered by [41]. Multi-head self-attention was used to conduct parallel processing of global self-attention and local self-attention on the same basis, which avoided the functional range constraints of local self-attention being conducted first and global self-attention later in [26]. Five experiments were conducted with different embedding methods in BiAtt-CRF. As can be seen from Figure 6, the CWPC-BiAtt we proposed obtained the state-of-the-art performance. Compared with chart-embedding or word-embedding only, the effect of using comprehensive-embedding was greatly improved. Also, experiment 2 was better than experiment
because the problem of OOV (out-of-vocabulary) could be overcome by character-embedding. As shown in experiment 4, character-embedding + word-embedding has greatly improved the results. Word-embedding considered the complete word information from the perspective of words, making up for character-embedding, which only considered the separated word information and thus, meaning was destroyed completely. As shown in experiments 3 and 5, pos-embedding has certain improvements on the experimental results. The experiment showed that comprehensive-embedding had great advantages and simple structure. Finally, the CWPC_BiAtt model we proposed got the best performance on Weibo NER corpus and excellently completed the task of Chinese NER.

Figure 6. As shown in CWPC_BiAtt and other experiments, the results gained by using comprehensive-embedding are better than that selectively utilizing character-embedding, word-embedding, and pos-embedding. The F1-score of CWPC_BiAtt has increased by 1.2% than that of (char + word), in that comprehensive-embedding provides an index for sentences, which records the positional relation among embedding.

5. Conclusions

In this paper, the new model, CWPC_BiAtt, we put forward achieved state-of-the-art performance in the MSRA dataset and Weibo NER corpus. The comprehensive-embedding we proposed, which can take character, word, and position into account, has valid structure and can seize effective information. By utilizing BiLSTM, we can get information from the past and the future. We can also grab local and global information through Multi-head self-attention. Position-embedding in comprehensive-embedding can compensate for attention-mechanism to provide position information for the disordered sequence, which shows that comprehensive-embedding has completeness. The position part of Comprehensive-embedding is a main diagonal matrix, so the main calculation part is character-embedding and word-embedding. From the perspective of calculation volume and composition structure, Comprehensive-embedding has simplicity. Our model achieved the highest F-score on the MSRA dataset, and also performed well on the more complex Weibo NER Corpus, which was 0.2% higher than the previous best F-score. Looking at the entire model, our proposed CWPC_BiAtt has three distinct characteristics: completeness, simplicity, and stability. Experiments above show that the model we put forward can be qualified for Chinese NER.

In the future, we will do research into the possibility of applying the model to other NLP fields, such as sentiment analysis.
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