Abstract—This paper presents a safety guaranteed control method for an autonomous vehicle ski-stunt maneuver, that is, a vehicle moving with two one-side wheels. To capture the vehicle dynamics precisely, a Gaussian process model is used as additional correction to the nominal model that is obtained from physical principles. We construct a probabilistic control barrier function (CBF) to guarantee the planar motion safety. The CBF and the balance equilibrium manifold are enforced as the constraints into a safety critical control form. Under the proposed control method, the vehicle avoids the obstacle collision and safely maintain the balance for autonomous ski-stunt maneuvers. We conduct numerical simulation validation to demonstrate the control design. Preliminary experiment results are also presented to confirm the learning-based motion control using a scaled RC truck for autonomous ski-stunt maneuvers.

I. INTRODUCTION

Ski-stunt maneuver is a vehicle driving technique in which only two one-side wheels move on the ground and other two wheels are in the air. Ski-stunt maneuver is one of the unstable, agile maneuvers [1] and vehicle motion may risk rolling over completely. The maneuver is usually performed by professional racing car drivers [2] and the first ski-stunt maneuver was performed at the 1964 World Fair in Denmark. Multiple different ways are used to initialize a ski-stunt maneuver and a relatively safe and tractable method is to drive the vehicle on a ramp to lift one side and then maintain the tilted chassis after leaving the ramp. For vehicles with high center of gravity (e.g., the sport utility vehicles and trucks), drivers might initiate and perform a ski-stunt maneuver when turning sharply at certain high speed. The vehicle motion under ski-stunt maneuvers is highly related to rollover control since it experience a large roll motion and motion initialization is in the same way [3], [4]. Rollovers happen when the vehicles turn sharply (for example exiting a highway from a circular ramp) or when the vehicle hit on a small obstacle at high speed, that is, untripped and tripped rollovers [4]. Comparing with the rollover accident, ski-stunt maneuver motion is in a balanced, safely controlled fashion. Therefore, study of the autonomous ski-stunt maneuver is of great importance for vehicle safety operation. Moreover, autonomous skit-stunt maneuvers can also be used as an active safety features for the next-generation of zero-accident design, such as under emergency situation for obstacle avoidance maneuver [5]–[7].

When conducting a ski-stunt maneuver, the vehicle motion is underactuated with three degrees of freedom (DOFs), that is, roll motion as well as planar motion, but with two control inputs, that is, steering and velocity actuation. To prevent the vehicle from rollover or collision, safety guaranteed design must be considered. Safety critical control design by the control barrier function (CBF) method is an effective approach for autonomous robots and vehicle [8], [9] and other balance robots [10], [11]. Safety critical control does not explicitly design any trajectory tracking inputs and instead, CBF is used as dynamic constraint to directly update the nominal control as a safety guaranteed certification. Therefore, CBF-based control can be applied in real time for obstacle avoidance design. Although the planar motion control cannot necessarily guarantee the stable roll motion due to the underactuated property, further attention is needed to maintain the roll balance motion.

When running on two one-side wheels during ski-stunt maneuver, the vehicle displays a single-track characteristic, similar to motorcycle or bicycle dynamics. Motion and balance control of autonomous motorcycles and bicycles have been reported in the past decades [12]–[16]. Steering and velocity control are among the most effective actuation for autonomous bicycles. A balance equilibrium manifold (BEM) concept is used to capture the trajectory tracking and balance control simultaneously. All of the above-mentioned motion and balance control are based on physical models of vehicle dynamics. There are well developed vehicle dynamics models for four-wheel ground moving (e.g., [8], [9], [17], [18]). One challenge for autonomous ski-stunt maneuvers is the lack of accurate vehicle dynamics model. Although there are extensive research that study the rollover sequence and rollover detection [3], [4], [19], the dynamics models in these work cannot be directly used for ski-stunt maneuver control.

In this paper, we design the safety-guaranteed motion control of autonomous ski-stunt maneuvers. Safety criteria for planar motion and roll motion are guaranteed for the collision avoidance and the roll balance when conducting ski-stunt maneuvers. To achieve superior performance, a machine learning-based data-driven model using Gaussian process (GP) regression is used to complement the nominal model and compensate for the modeling errors. A probabilistic exponential CBF is defined for planar motion safety by introducing the learning errors. The control design based on the nominal dynamics model is then extended through a model predictive control (MPC) by considering the safety requirement. To prevent any possible rollover, CBFs for roll motion are also added into the design. The BEM is introduced to estimate the desired instantaneous equilibrium [12], [20]. Finally, we update the control by
regulating the roll motion to the BEM. Under the proposed control design, the closed-loop system is exponentially stable and the safety are guaranteed. We validate and demonstrate the design using a scaled platform with simulation and experimental results. The main contribution of this work lies in the proposed new learning-based safety and balance control for a ski-stunt maneuver. To our best knowledge, no autonomous ski-stunt maneuver has been reported in literature and this is the first study to demonstrate the safety-guaranteed ski-stunt maneuver. The proposed control method can also be applied to other underactuated robots, such as autonomous bicycle [16], [21] and autonomous safety agile driving [8], [22].

The remainder of the paper is outlined as follows. In Section II, we build a machine learning-enhanced vehicle dynamics model using GP regression. The safe control design is presented in Section III. We present the simulation and experiment. (b) Side view and (d) back view of the schematics of the vehicle ski-stunt maneuver.

II. LEARNING-ENHANCED VEHICLE SYSTEM DYNAMICS

In this section, we first present a nominal model of the vehicle dynamics. To improve the model accuracy, a GP-based enhancement is constructed for both the planar and roll vehicle motion.

A. System Configuration and Problem Statement

Fig. 1(a) shows the scaled truck platform that is modified for the ski-stunt maneuvers, while Fig. 1(b) shows a snapshot of ski-stunt maneuver experiment. Figs. 1(c) and 1(d) show the side and back views of the vehicle under ski-stunt maneuver. The wheel contact line is denoted as C1C2 with front and rear wheel contact points as C1 and C2, respectively. Three coordinate frames are set up and used: The initial frame $\mathcal{I}$ is fixed on the ground with upward $z$-axis, the body frame $\mathcal{B}$ is fixed at the center of mass (CoM) of the truck and is used to describe the roll motion, and the local frame $\mathcal{H}$ is located at C2 with the $x$-axis along C1C2 and obtained from $\mathcal{I}$ by rotating about the $z$-axis with vehicle yaw angle. We denote the position of C2 as $r_{C2} = [x \ y \ z]^T$ in $\mathcal{I}$ and $r_{C2}$ is considered the vehicle position. The steering, yaw and roll angles are denoted as $\phi$, $\psi$ and $\varphi$, respectively. The vehicle CoM position is denoted as $r_G = [x_G \ y_G \ z_G]^T$ in $\mathcal{H}$ and the wheelbase is denoted as $l_1 = C_1C_2$.

The vehicle’s longitudinal velocity is denoted as $v$. The two inputs are $u$ and steering angle $\phi$, while the vehicle motion has three DOFs, i.e., planar motion $r_{C2}$ and roll motion $\varphi$. The zero roll angle $\varphi = 0$ is defined as the static equilibrium point, i.e., the CoM projection point on the ground located on $C_1C_2$ line. It is clear from Fig. 1(d) that the position of $\varphi = 0$ corresponds to that rotating the vehicle $\varphi_G = \frac{\pi}{2} - \arctan \frac{s_2}{c_2}$ along the $x$-axis in $\mathcal{H}$ from regular four-wheel driving case. The actual rotation angle from the four-wheel driving position is then $\varphi_r = \varphi + \varphi_G$.

Problem Statement: The main task in this study is to design a vehicle controller to follow a desired trajectory and avoid the any obstacles while maintain the balance (preventing any possible rollovers) when running on two one-side wheels at $C_1$ and $C_2$ (i.e., ski-stunt maneuver).

B. System Dynamics

We first build a nominal dynamics model of the vehicle for planar and roll motion. Assuming no wheel-slippage conditions at $C_1$ and $C_2$ with the nonholonomic constraint at $C_2$, the vehicle velocity relationship is given as

$$\dot{x} = v \cos \psi = v c_\psi, \quad \dot{y} = v \sin \psi = v s_\psi,$$

where notations $c_\psi = \cos \psi$ and $s_\psi = \sin \psi$ are used for $\psi$ and other angles. The planar motion kinematic model is obtained by taking differentiation of (1)

$$\begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} = \begin{bmatrix} c_\psi & -v s_\psi \\ s_\psi & v c_\psi \end{bmatrix} \begin{bmatrix} \dot{v} \\ \dot{\psi} \end{bmatrix} = g_v(v, \psi) \mathbf{u},$$

where $\mathbf{u} = [u_v \ u_\psi]$, $u_v = \dot{v}$, and $u_\psi = \dot{\psi}$ is the yaw angle rate that is related to the steering control input as [16]

$$\dot{\psi} = \frac{v}{l_1 c_\phi} \tan \phi.$$  

The roll motion of the vehicle is captured by an inverted pendulum model using the Lagrangian method. The position of CoM in $\mathcal{I}$ is

$$r_G^T = r' + R_H^T r_G^H \in SO(3)$$

where

$$r' = [r_{C2}^T \ 0]^T, \quad R_H^T \in SO(3)$$

is the rotational matrix that transfers the vector in $\mathcal{H}$ to $\mathcal{I}$, $r_G^H = [x_G - l_G s_\varphi \ l_G c_\varphi]^T$, and $l_G = \sqrt{y_G^2 + z_G^2}$.
The enhanced vehicle dynamics model is obtained from (9) as
\[ J_i \dot{\phi} - m\nu \nu \dot{c}_\phi = \tau, \]
where \( J_i = \frac{m}{2} J + J_e \) and the steer-induced torque is \( \tau = mJ x \dot{\psi} + m^2 J c_\phi \dot{c}_\phi + J_\psi \dot{c}_\phi \dot{\psi} - (mJ x \dot{\phi} - vJ \dot{c}_\phi) \dot{\psi}. \) The above steer-induced torque captures the centrifugal force, which influences the roll motion of the vehicle [23]. Noting that \( v \gg |\dot{\psi}| \) and by neglecting the second order term and substituting (5) into the steering torque, we obtain the simplified steer-induced torque as
\[ \tau = mJ \nu \nu \dot{c}_\phi \tan \phi. \]

Letting \( f_\nu = \frac{1}{3} \left( mJ \nu \nu \dot{c}_\phi \right) \) and \( g_\nu = \frac{1}{3} mJ \nu \nu \dot{c}_\phi, \) the roll dynamics in (5) is re-written as
\[ \dot{\phi} = f_\nu + g_\nu \nu, \]

The nominal model of the entire system is written into the following compact form
\[ \begin{bmatrix} \dot{r}_{C_2} \\ \dot{\phi} \end{bmatrix} = \begin{bmatrix} 0 & f_\phi \\ g_\phi & g_\nu \end{bmatrix} \begin{bmatrix} \nu \\ \nu \end{bmatrix} := \begin{bmatrix} \nu \\ \nu \end{bmatrix}, \]

where \( g_\nu = \begin{bmatrix} 0 & g_\nu \end{bmatrix} \). It is clear that from (8) the vehicle is underactuated and the steering input affects both the planar and roll motion.

C. Learning-Enhanced Dynamics Model

In (8), the wheel slippery is neglected and the roll motion is captured by an approximated inverted pendulum model. Meanwhile, the vehicle platform is not ideally symmetric and rigid. To account for those unmodeled dynamics, we consider using the machine learning-based data-driven method to capture the actual system model from experimental data.

The actual model that captures the vehicle motion is modified and extended from (8) as
\[ \dot{x} = f + g_\nu u + f_u, \]
where \( x = [x \ y \ \phi]^T = [r_{C_2} \ \phi]^T, f_u = [f_{u_x} \ f_{u_x} \ f_{u_x}]^T \in \mathbb{R}^3 \) denotes the unmodeled effects and system uncertainties. We assume that \( f_u \) is invariant of the vehicle’s position \( r_{C_2}. \)

GP regression is used to capture the unmodeled dynamics. Assuming the dynamics \( f_u \) is related with the system state \( \xi = [x \ y \ \dot{x} \ \dot{y} \ \phi \ \dot{\phi} \ \dot{\phi} \ \dot{v}]^T \in \mathbb{R}^9 \) as
\[ f_u = f_u(\xi) + w, \]
where \( f_u \) denoted the noisy observation of \( f_u \) and \( w \sim \mathcal{N}(0, \Sigma) \) is the zero-mean Gaussian noise. The training data set is \( D = \{X, Y\} = \{\{\xi_i\}_{i=1}^N, \{f_u_i\}_{i=1}^N\} \), where \( f_u \) is obtained as the difference between actual measurement and nominal model calculation, and \( X \) and \( Y \) also denote the matrices composed by \( \xi_i \) and \( f_u_i \) respectively.

For multi-dimension output, GP regression is constructed in each dimension. The GP regression for \( f_{u_x} \), for instance, is to maximize the likelihood function
\[ \log(Y_x; \theta) = -\frac{1}{2} (Y_x^T K^{-1} Y_x - \frac{1}{2} \log \det(K) \right) \]

where \( K_{ij} = k(\xi_i, \xi_j) = \sigma_x^2 \exp(-\frac{1}{2} (\xi_i, \xi_j)^T W (\xi_i, \xi_j)) + \sigma_x^2 \delta_{ij}, \) \( W = \text{diag}(W_1, \ldots, W_m), \) \( \delta_{ij} = 1 \) for \( i = j \) only, \( \theta = \{W, \sigma_x, \sigma_0\}, \) and \( Y_x \) is the vector composed by all \( f_{u_x} \) in \( D \). Given the new measurement data \( \xi^*, \) GP model predicts the mean value and the standard deviation of the unmodeled dynamics as
\[ \mu(\xi^*) = k^T K^{-1} Y_x, \sigma(\xi^*) = k^T K^{-1} k, \]

where \( k = k(\xi^*, X) \) and \( k^* = k(\xi^*, \xi^*). \) The predictions for \( f_{u_x} \) and \( f_{u_x} \) are obtained in the same manner.

Lemma 1 ([24]): Given the training dataset \( D, \) if the kernel function \( \mathbf{K} \) is chosen such that \( \|f_u\|_k < \infty, \) for given \( 0 < \eta < 1, \)
\[ \text{Pr} \left\{ \|\delta_f\| < \frac{1}{2} \text{tr}^{\frac{1}{2}}(\Sigma^2(\xi, \kappa)) \right\} \geq \eta, \]

where \( \text{Pr}(\cdot) \) denotes the probability of an event, \( \eta \in (0, 1), \) \( \kappa, \xi \in \mathbb{R}^m, \) \( \kappa_i = \sqrt{\frac{1}{\eta} + 300 \sigma_i \ln N \max_{\xi} \|1 + \sigma_i k_i(\xi, \xi^*)\|}, \) \( i = 1, 2, 3 \) for the dimensional elements of \( f_u. \)

With the above discussion, the GP-based learning-enhanced vehicle dynamics model is obtained from (9) as
\[ \dot{\chi} = \begin{bmatrix} \dot{x} \\ \dot{f} \\ \dot{f}_u \\ \dot{\theta} \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} u + \begin{bmatrix} 0 \\ 0 \\ 0 \\ \delta_f \end{bmatrix} = F + F_\mu + G\nu + \delta_F, \]

where \( \chi = [x^T \ \dot{x}^T]^T, F_\mu, F, G \) and \( \delta_F \) are in proper dimensions.

III. SAFE SKI-STUNT MANEUVER CONTROL

In this section, we design the safe vehicle control strategy. Both the planar and roll motion safety (rollover prevention and balance maintaining) are considered. The probabilistic exponential CBF is introduced to deal with the maneuver safety, while the roll motion is stabilized on the BEM to guarantee the balance.

A. Control Barrier Function with Learning Model

For ski-stunt motion, we design learning-based CBF control strategy to prevent possible collisions. The interpretation
of the safety is that the state of the vehicle dynamics remains within a safety set defined by
\[ S = \{ \chi : h(\chi) \geq 0 \}, \]  
where \( h(\cdot) \) is the continuous differential function. Set \( S \) is referred as a safety set of the vehicle motion. We assume that \( h(\chi) \) has the relative degree \( p \), that is, the control input \( u \) appears in the \( p \)th derivative of \( h(\chi) \). To consider the general case of the safety requirement, the explicit form of \( h(\chi) \) is not specified here.

To define the CBF for the nonparametric model \( \ref{14} \), we introduce variable \( q \in \mathbb{R}^p \) in terms of the function \( h(\chi) \) as
\[ q(\chi) = \begin{bmatrix} h(\chi) \\ \vdots \\ h^{(p-1)}(\chi) \end{bmatrix}, \]
and Lie derivative \( L_F h(\chi) = L_F h(\chi) + L_{F_i} h(\chi) \). The dynamics of \( q \) is
\[ \dot{q} = Aq + Bu + u_\delta, h = Cq \]  
with
\[ A = \begin{bmatrix} 0 & I_{p-1} \\ 0 & 0 \end{bmatrix}, B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, C = \begin{bmatrix} 1 & 0 \end{bmatrix}, u_\delta = \begin{bmatrix} 0 \\ \frac{\partial h}{\partial \chi} \end{bmatrix}, \]
where \( I_{p-1} \) represents the identity matrix of dimension \( p - 1 \), \( u_\delta = L_F h(\chi) + L_{G_i} h(\chi) u, \) and \( L_G L_F^{-1} h(\chi) \) is assumed to be invertible.

The feedback gain \( \gamma \) is selected properly such that the unperturbed system \( (A, B, C) (u = 0) \) with control input \( u_\delta = -\gamma q \) is exponentially stable. The solution of \( h(\chi) \) then becomes
\[ h(\chi) = Ce^{-(A-B\gamma t)}q(0) + \int_0^t Ce^{(A-B\gamma)(t-\nu)}u_\delta(t-\nu) d\nu, \]
\[ = u_\chi(\chi) + u_\delta(\chi), \]
If the model is exactly accurate, that is, \( u_\delta(\chi) = 0, h(\chi) \) is referred as the exponential CBF, when \( u_\theta > -\gamma q \) and then \( u_\chi(\chi) \geq Ce^{(A-B\gamma t)}q(0) > 0 \), for \( t > 0 \) and \( u_\chi(0) > 0 \) \( \ref{10}, \ref{25} \). Assuming that \( h(\chi) \) is locally Lipschitz in \( \chi \in S \), namely, \( \| \frac{\partial h}{\partial \chi} \| \leq M_h \) with finite number \( M_h > 0 \), the term \( u_\delta \) can be shown as probabilistically bounded
\[ \Pr \left\{ \| u_\delta \| \leq M_h (\| \Sigma^{-1} (\xi) \|) \right\} \geq \eta. \]
Then \( h(\chi) \) is bounded with probability
\[ \Pr \{ h_\delta \leq h_\delta^\max \} \geq \eta, \]
where \( h_\delta^\max = \sup_{(\delta, p, t)} \int_0^t Ce^{(A-B\gamma)(t-\nu)}u_\delta(t-\nu) d\nu \) for all possible GP prediction errors.

**Definition 1:** Probabilistic exponential CBF: Given the nonparametric dynamics \( \ref{14} \), function \( h(\chi) \) is a probabilistic exponential CBF if there exists \( \gamma \) such that
\[ \sup_{u \in \mathcal{U}} \left[ L_F h(\chi) + L_G L_F^{-1} h(\chi) u \right] \geq -\gamma q(\chi), \]  
where \( \mathcal{U} \) is the set that contains all feasible control \( u \) and
\[ h(\chi) = h_1(\chi) - h_2(\Sigma(\xi)) \]  
with \( h_1(\chi) \) denoting the nominal function and \( h_2(\Sigma(\xi)) \) being introduced to account for the GP prediction uncertainties. \( h_2(\Sigma(\xi)) \) is chosen as \( h_2(\Sigma(\xi)) = \Sigma(\xi) \) \( \ref{11} \). Meanwhile, if control \( u \) satisfies \( \ref{19} \), function \( h(\chi) \) has
\[ \Pr \{ h(\chi) \geq -h_\delta^\max \} \geq \eta. \]
Comparing with the conventional CBF, \( h(\chi) \) might reach to a negative value. However, with sufficient training data, GP prediction error is small \( \ref{24} \) and therefore, \( h_\delta^\max \ll 1 \). In practice, a safety buffer zone can be added when designing the nominal CBF by considering the vehicle size, which is interpreted as to define the safety criterion from a conservative perspective. Furthermore, the CBF in \( \ref{21} \) incorporates the probability property of GP regression, which is not considered in other CBF control works \( \ref{9}, \ref{11} \).

**B. Ski-Stunt Maneuver Control**

With the CBF designed above, the ski-stunt maneuver control can be formulated in a safety critical control form \( \ref{10} \). The safety critical control does not explicitly design the control input and instead, the CBF is employed as a constraint to modify the nominal control. The set of safety guaranteed control is defined as
\[ Us = \{ u \in U : L_F h(\chi) + L_G L_F^{-1} h(\chi) u \geq -\gamma q(\chi) \}. \]
The control \( u \) is further modified to guarantee safety by solving the following following problem \( \ref{26} \)
\[ \min_{u \in \mathcal{U}} e_T W_1 e + e_T W_2 e_{at} dt, \]
where \( e_\mu = u_\mu - u \), \( u \) is the nominal control and \( u_\mu = [u_{sv}, u_{sv}]^T \) is the target safe control.

The safety criteria is the collision avoidance with multiple obstacles for the planar motion. For roll motion, to initialize the ski-stunt maneuvering from four-wheel driving mode, a large torque is needed to counter the gravity effect. We design a second CBF \( h(\chi) = h(\varphi) \) in terms of the roll motion to safely drive roll angle to desired profile and prevent a complete rollover. We take above planar motion safety and rollover prevention into the control design. To further strengthen the safety, given the GP prediction errors and the barrier function \( \ref{20} \), we extend \( \ref{23} \) and formulate the planar motion safe control design as an MPC problem as
\[ \min_{u \in \mathcal{U}} \int_0^{t_H} e_T W_1 e + e_T W_2 e_{at} dt, \]
subject to: \( \dot{x} = f_\mu + f + gu_\mu, \)
\[ L_F h_1(r) + L_G L_F^{-1} h_2(r) u \geq -\gamma_1 q_1(r), \]
\[ L_F h_1(\varphi) + L_G L_F^{-1} h_2(\varphi) u \geq -\gamma_2 q_2(\varphi), \]
where \( u_H = \{ u_{s1}, \cdots, u_{sH} \} \) is the \( H \)-step predictive control input set, \( t_H = H\Delta t \) is the prediction horizon, \( \Delta t \) is the step length, and \( H \in \mathbb{N} \). \( e = \chi_d - \chi \), \( \chi_d \) is the desired state, \( e_\mu = u_\mu - u \), and \( W_1 \in \mathbb{R}^6, W_2 \in \mathbb{R}^2 \) are positive definite diagonal matrices, \( h_1(r) \) is the \( i \)th CBF for planar motion and \( h_2(\varphi) \) is the \( j \)th CBF for rollover prevention. \( h_i(r) \) and \( h_j(\varphi) \) are defined in the same way as \( h(\chi) \) with other elements being zeros. The optimization
The safe planar control strategy $u_s$ in (24) does not necessarily guarantee the balance of the roll motion. To guarantee the stability and balance of roll motion, we first compute the BEM and the safe planar motion control are updated by embedding the roll motion around the BEM. Given the safe control input $u_s = [u_{av} \ u_{av}]^T$, the BEM is defined as set of all instantaneous equilibrium roll angles, namely,

$$\mathcal{E} = \{\varphi^e : f_{\varphi}(\varphi^e) + f_{\mu\varphi}(\varphi^e) + g_{\varphi}(\varphi^e)u_{av} = 0\}. \tag{25}$$

We update the control input $u_s$ by enforcing the roll motion moving around the BEM. Solving BEM requires to invert function $f_{\varphi}$, $f_{\mu\varphi}$ and $g_{\varphi}$, which is time consuming for the learning model. Instead, we estimate the BEM by minimizing the following function

$$\min_{\varphi} \{\Gamma(\varphi) = (f_{\varphi}(\varphi) + f_{\mu\varphi}(\varphi) + g_{\varphi}(\varphi)u_{av})^2\}.$$

Furthermore, we solve the above optimization problem numerically by gradient descending procedures

$$\varphi^{i+1} = \varphi^i - \alpha \frac{\partial \Gamma}{\partial \varphi^i}, \tag{26a}$$

$$\frac{\partial \Gamma}{\partial \varphi} = 2\Gamma \left( \frac{\partial f_{\varphi}}{\partial \varphi} + \frac{\partial u_{av}}{\partial \varphi} + \frac{\partial f_{\mu\varphi}}{\partial \varphi} \right), \tag{26b}$$

$$\frac{\partial f_{\mu\varphi}}{\partial \varphi} = Y_{\varphi}^T \frac{\partial K}{\partial \varphi} \frac{\partial \varphi}{\partial \xi}, \tag{26c}$$

with $k$ is given by the GP model estimate $\|\varphi\|$, $\alpha > 0$ and the iteration is terminated when $\Gamma(\varphi^i) \leq \epsilon$ for $\epsilon > 0$. The control input is finally updated by incorporating the BEM as

$$u_{\varphi\psi} = g^{-1}_{\varphi}( - f_{\varphi} - f_{\mu\varphi} + \varphi^e - k_p \psi - k_d \dot{\psi}) \tag{27}$$

to enforce the roll motion moving around $\mathcal{E}$, where $e_{\varphi} = \varphi - \varphi^e$ and $k_p, k_d > 0$ are feedback gains. The final control then is $u^f_s = [u_{av} \ u_{\varphi\psi}]^T$.

Algorithm 1: Safe control design for ski-stunt maneuver

1. Specify $W_1, W_2, \gamma_i, \alpha, \epsilon, k_p, k_d, H, t = 0$ and $t_H$;
2. Design the CBF function $h_i(r)$ and $h_j(\varphi)$;
3. while $t < t_H$ do
4. Design the nominal control $u = [u_v \ u_{\psi}]^T$ by only considering the planar motion;
5. Solve (24) to obtain $u_s = [u_{av} \ u_{av}]^T$;
6. Solve $\varphi^e$ by (26) until $\Gamma(\varphi^i) \leq \epsilon$;
7. Update the steering control $u_{\varphi\psi}$ by (27);
8. Apply the control $u^f_s = [u_{av} \ u_{\varphi\psi}]^T$;
9. $t = t + \Delta t$;

Algorithm 1 illustrates the overall safe control design for ski-stunt maneuver. In the algorithm, lines 4 to 7 can be interpreted as an online CBF-based trajectory planning, where a family of safety involved CBFs are considered as dynamic constraints for both the planar and roll motion. Line 8 represents the final control to the vehicle. The stability of the system with the learning model and the above control design is summarized in the following lemma, which follows directly from Theorem 1 in [20].

Lemma 2: Assuming that BEM estimation error (i.e., the GP regression error $\delta_{\varphi}$ and BEM estimation error in (26)) is locally Lipschitz and affine with the planar and roll motion errors $e$. The system under control $u^f_s$ is stable with high probability and the error of the closed system (24) converges into a small ball around zero exponentially, that is, $\chi \in \mathcal{S}$ and $\varphi \in \mathcal{E}$.

IV. SIMULATION AND EXPERIMENTAL RESULTS

We conduct simulation results and the vehicle model is based on the physical prototype as shown in Fig. (a). Preliminary experiments are also included to demonstrate the feasibility of the control design.

A. Experimental Setup

The scaled racing truck was built and modified from an RC platform (model Maxx) from Traxxas. Encoders and inertia measurement unit (IMU) were installed to measure the front- and rear-wheel velocities and roll/yaw angles. A Jetson TX2 computer and Teensy 4.0 microcontroller were used for onboard computation purpose. Table I lists the values of the physical model parameters.

To conduct the simulation study, the unmodeled dynamics are considered as $f_{ux} = 0.5ve^2 s_{\psi}, f_{uy} = 0.5ve \psi s_{\psi}$ and $f_{ux} = 0.25ve^2 s_{\psi} - 0.25\dot{\psi}$. In the nominal model, the moment of inertia of the vehicle was set as $J_t = 1 \text{ kg}\cdot\text{m}^2$, which is not accurate as the true value shown in Table I. The GP regression data were generated using the nominal model with arbitrarily designed input to excite the system. A total of 1000 data points were used for the GP model training. The obstacle in simulation had a circular shape with radius $R$. The vehicle in ski-stunt maneuver should avoid the obstacles while keeping balance. Starting from autonomous four-wheel driving to ski-stunt maneuvers, any possible rollovers should also be avoided. The CBFs were designed as

$$h_i(r) = (R + R_t)^2 - (x - x_i)^2 - (y - y_i)^2 - \Sigma_x - \Sigma_y,$$

$$h(\varphi) = (\varphi_{\max} + \varphi_G)^2 - (\varphi + \varphi_G)^2 - \Sigma_{\varphi},$$

$$h(\dot{\varphi}) = \dot{\varphi}_{\max}^2 - \dot{\varphi}^2,$$

where $(x_i, y_i)$ was the center position of the $i$th obstacle, $R_t$ was used to account for the GP regression error ($h_i$) and served as a buffer zone. $\varphi_{\max}$ was allowed maximum roll angle to prevent the rollover and $\dot{\varphi}_{\max}$ denoted the maximum roll angular velocity.

| TABLE I | VALUES FOR THE MODEL PARAMETERS OF THE SCALED TRUCK |
|---------|-----------------------------------------------|
| $m$ (kg) | $J_t$ (kgm$^2$) | $l_t$ (m) | $y_G$ (m) | $z_G$ (m) | $\varphi_G$ (deg) |
| 11.4 | 1.35 | 0.48 | 0.25 | 0.29 | 40 |

In simulation, the vehicle velocity was set as constant during the ski-stunt maneuver, which left the steering as the only control actuation for planar motion and roll motion.
This limited actuation increases the control challenge. We compare the control performance at different velocities. The control parameters used in design were $\gamma_i = [1.5]^T$, $k_p = 35$, $k_d = 20$, $W_1 = \text{diag}[20, 20, 20, 10, 10, 10]$, $W_2 = \text{diag}[5, 5]$, $\alpha = 0.05$, $\epsilon = 0.005$, and $\Delta t = 20$ ms.

The computer platform used for simulation has a Core i7-9700 @ 3.0G Hz × 8 CPU.

### B. Simulation Result

We first show the results with different MPC prediction horizons. The situation was setup with an obstacle ($R = 2.5$ m and $R_e = 0.5$ m) at location $(5, 5)$ m. The vehicle needs to move to $(10, 10)$ m safely by a ski-stunt maneuver. Fig. 2(a) shows the trajectory of the vehicle under $H = 1, 5, 10, 15$. Fig. 2(b) shows the vehicle roll angles, Fig. 2(c) shows the controlled steering angles and Fig. 2(d) illustrates the CBF profiles. In all cases, the truck passed the obstacle (Fig. 2(d)) with the CBF applied while closely contacting the buffer zone. Without the buffer zone, the vehicle would collide the obstacle. It is obvious that the vehicle would go through the obstacle area directly if the CBF effect was not applied.

For all successful obstacle avoidance cases, the vehicle trajectories in Fig. 2(a) look similar. The differences in roll angle profiles are significant as shown in Fig. 2(b). With increased prediction horizon, the roll angle changes become small. Since the desired roll angle was calculated through the BEM, a large roll angle indicates that the curvature of the trajectory is large and therefore it is difficult to follow (large steering angle change, see Fig. 2(c)). Table II further lists the results that confirm the above analysis. The maximum curvature ($|\rho|_{\text{max}}$) reduces as the prediction horizon increases. The computation cost in each control cycle however increases in this case. For the tradeoff between computation cost and trajectory tracking performance, we chose $H = 5$ in the following tests.

| $H$ | $|\varphi|_{\text{max}}$ | $|\rho|_{\text{max}}$ | $h(\chi)_{\text{min}}$ | Cycle time (ms) |
|-----|----------------|--------------|----------------|----------------|
| 1   | 8.0           | 0.23         | $-0.27$       | 5              |
| 5   | 7.1           | 0.21         | $-0.17$       | 7              |
| 10  | 5.9           | 0.17         | 0             | 16             |
| 15  | 5.1           | 0.15         | 0.92          | 30             |

We next test the performance of the control strategy at different velocities. An obstacle ($R = 2.5$ m and $R_e = 0.5$ m) was set at location $(10, 10)$ m. The vehicle needs to move to $(20, 20)$ m from the origin. Fig. 3 shows the simulation results. With the increased velocity, the vehicle trajectory was further away from the obstacle, as shown in Figs. 3(a) and 3(d). Traveling at a large velocity, the CBF modification effect also becomes significant to prevent any possible collision, comparing with the case at a smaller velocity. One advantage at a large velocity is that the steering effect for balance control is enhanced. From (6), given the same steering angle, the balance torque increases with large velocity $v$. This explains the results in Fig. 3(c) that at $t = 0.1$ s the steer angle under $v = 5$ m/s is the smallest to balance the vehicle at $-8$ degs.

Fig. 4 illustrates the initialization process of the ski-stunt maneuver. The vehicle was at four-wheel driving mode ($\varphi_0 = -\varphi_G = -40$ degs) at beginning and the targeted
displays a large change from effect, the roll angle reaches both the roll angle and roll angular velocity were constrained the roll motion in a phase portrait. With the CBF applied, \( \phi \) denotes \( \dot{\phi} \) the roll motion, (b) Steering angle. The horizontal and vertical lines in (a) denote \( \phi_{\text{max}} = 10 \) deg and \( \dot{\phi}_{\text{max}} = 5 \) deg \( (\phi_{\text{max}} + \dot{\phi}_{\text{G}} = 45 \) deg), respectively.

Fig. 4. Initialization of the ski-stunt maneuver. \( \varphi_0 = -40 \) deg \( (\varphi_0 + \varphi_G = 0 \) deg) corresponds to the four-wheel driving model. (a) Phase portrait of the roll motion, (b) Steering angle. The horizontal and vertical lines in (a) denote \( \dot{\varphi}_{\text{max}} = 50 \) deg/s and \( \varphi_{\text{max}} = 5 \) deg \( (\varphi_{\text{max}} + \varphi_G = 45 \) deg), respectively.

Fig. 5. Results of a straight line tracking task with multiple obstacles. (a) Truck trajectory, (b) Roll angle, (c) CBF value. The horizontal line in (b) denotes \( \varphi_{\text{max}} = 10 \) deg \( (\varphi_{\text{max}} + \varphi_G = 50 \) deg).

roll angle was around 0 for the ski-stunt maneuver. The initialization of the ski-stunt maneuvers was created by a sudden steering angle change. To prevent the rollover, \( h(\varphi) \) and \( h(\dot{\varphi}) \) were used with \( \varphi_{\text{max}} = 5 \) deg and \( \dot{\varphi}_{\text{max}} = 50 \) deg/s. The velocity was set at 3 m/s. Fig. 4(a) shows the roll motion in a phase portrait. With the CBF applied, both the roll angle and roll angular velocity were constrained within the boundaries. For the case without the safe CBF effect, the roll angle reaches 15 deg and the steer angle displays a large change from 30 to –10 deg. In practice a large positive roll angle in the transient phase indicates a risky situation that the vehicle may roll over completely.

We demonstrate a tracking task with multiple obstacles and Fig. 5 shows the results. The reference trajectory was given by \( x_d = 1.6t, y_d = 1.6t. \) Three obstacles were set at \((20, 20), (27.5, 27.5), \) and \((35, 35) \) m. For safety concern, the maximum roll angle was set at 10 deg. Thus the CBFs considered were \( h_1(r), h_2(r), h_3(r) \) and \( h(\varphi). \) Fig. 5(a) shows a 3-D illustration with the velocity direction and roll angle direction added to the trajectory profile. From the first 5 s, the vehicle was in the four-wheel driving mode. At \( t = 5 \) s, the vehicle conducted a sharp turn to initialize the ski-stunt maneuver. Compared with the case without roll motion safety CBF effect, the roll angle (both the BEM \( \varphi^e \) and the actual \( \varphi \)) was less than 10 deg; see Fig. 5(b). The truck successfully passed three obstacles in an “S”-shape trajectory as shown in Fig. 5(c) The arrows marked “Roll” in Fig. 5(b) indicate the roll angle changes to maintain balance. Fig. 5(b) shows the reference roll angle (i.e., BEM) and the roll angle closely followed the reference. Fig. 6 shows the planar and roll motion errors and they decay to zero.

C. Preliminary Experimental Result

As shown in Fig. 1(b), a training wheel was added and mounted on one side to protect the vehicle from any damages by possible rollover. When the training wheel touches down on the ground, \( \varphi = 5 \) deg (equivalently 45 deg rotation from four-wheel driving situation, that is, \( \varphi_r = 45 \) deg). Fig. 7 shows the preliminary experiment result to demonstrate of the feasibility of system for a ski-stunt maneuver. The model-based control was used to balance the vehicle and the feedback gains were \( k_p = 35 \) and \( k_d = 2. \) From the training wheel support stage, the vehicle accelerated and reached to the desired velocity \( v = 1.2 \) m/s. Under the steering input, the vehicle was successfully balanced around \( \varphi = -2 \) deg (i.e., \( \varphi_r = 38 \) deg) with ±1 deg oscillation as shown in Fig. 7(a). The vehicle was in a circular shape (radius about 2.5 m). The results confirmed that with the analytical model and the control design, the vehicle was able to perform the ski-stunt maneuver. Although there exist large modeling errors due to training wheel oscillation, tire deformation, and hardware constraints, etc., the balanced roll angle oscillated and the platform demonstrated feasibility for ski-stunt maneuvers.
This paper studied the aggressive ski-stunt maneuver using a scaled RC truck platform. We considered the trajectory tracking in planar motion and balance of the roll motion under the constraint of underactuated and inherently unstable vehicle dynamics during ski-stunt maneuver. To achieve superior performance, the system model was enhanced by a Gaussian process regression method. We designed a model predictive control that incorporated a probabilistic exponential control barrier function method for collision avoidance and balanced roll motion. Under the proposed control design, the ski-stunt maneuver was proved to be stable and safe. The control algorithm was validated extensively through numerical simulation examples. We also demonstrated the feasibility of the autonomous ski-stunt maneuver using the scaled truck. We are currently working to extend the experiments to demonstrate the performance under the proposed modeling and control design.
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Fig. 7. Balanced ski-stunt maneuver experimental results. (a) Roll angle. (b) Steering angle inputs. (c) Vehicle velocity. (d) Vehicle planar trajectory.