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Abstract. This work provides a geometric characterization of the measures $\mu$ in $\mathbb{R}^{n+1}$ with polynomial upper growth of degree $n$ such that the $n$-dimensional Riesz transform $R\mu(x) = \int \frac{x-y}{|x-y|^{n+1}} d\mu(y)$ belongs to $L^2(\mu)$. More precisely, it is shown that

$$\|R\mu\|_{L^2(\mu)}^2 + \|\mu\| \approx \sup_{x, r} \beta_{\mu, 2}(x, r)^2 \int_{B(x, r)} \left( \frac{\text{dist}(y, L)}{r} \right)^2 d\mu(y),$$

where $\beta_{\mu, 2}(x, r)^2 = \inf_L \frac{1}{r^n} \int_{B(x, r)} \left( \frac{\text{dist}(y, L)}{r} \right)^2 d\mu(y)$, with the infimum taken over all affine $n$-planes $L \subset \mathbb{R}^{n+1}$. As a corollary, one obtains a characterization of the removable sets for Lipschitz harmonic functions in terms of a metric-geometric potential and one deduces that the class of removable sets for Lipschitz harmonic functions is invariant by bilipschitz mappings.
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1. Introduction

Given a Radon measure $\mu$ in $\mathbb{R}^{n+1}$, its ($n$-dimensional) Riesz transform at $x \in \mathbb{R}^{n+1}$ is defined by

$$\mathcal{R}_\mu(x) = \int \frac{x - y}{|x - y|^{n+1}} \, d\mu(y),$$

whenever the integral makes sense. For $f \in L^1_{\text{loc}}(\mu)$, one writes $\mathcal{R}_\mu f(x) = \mathcal{R}(f\mu)(x)$. Given $\epsilon > 0$, the $\epsilon$-truncated Riesz transform of $\mu$ equals

$$\mathcal{R}_\epsilon \mu(x) = \int_{|x-y| > \epsilon} \frac{x - y}{|x - y|^{n+1}} \, d\mu(y),$$

and the operator $\mathcal{R}_{\mu,\epsilon}$ is defined by $\mathcal{R}_{\mu,\epsilon} f(x) = \mathcal{R}_\epsilon (f\mu)(x)$.

We say that $\mathcal{R}_\mu$ is bounded in $L^2(\mu)$ if the operators $\mathcal{R}_{\mu,\epsilon}$ are bounded uniformly in $L^2(\mu)$ uniformly on $\epsilon$, and then we denote

$$\|\mathcal{R}_\mu\|_{L^2(\mu) \to L^2(\mu)} = \sup_{\epsilon > 0} \|\mathcal{R}_{\mu,\epsilon}\|_{L^2(\mu) \to L^2(\mu)}.$$

We also write

$$\mathcal{R}_* \mu(x) = \sup_{\epsilon > 0} |\mathcal{R}_\epsilon \mu(x)|, \quad \text{pv } \mathcal{R}_\mu(x) = \lim_{\epsilon > 0} \mathcal{R}_\epsilon \mu(x),$$

in case that the latter limit exists. Remark that, sometimes, abusing notation we will write $\mathcal{R}_\mu$ instead of $\text{pv } \mathcal{R}_\mu$.

This paper provides a full geometric description of the measures $\mu$ with no point masses such that $\mathcal{R}_\mu$ is bounded in $L^2(\mu)$. In the case $n = 1$, such description has already been obtained (see [MV], [Lé], [To1]), relying on the connection between Menger curvature and the Cauchy kernel found by Melnikov [Me]. In higher dimensions, a similar connection is missing, and thus the obtention of analogous results presents major difficulties. In the case when the measure $\mu$ is AD-regular (i.e., Ahlfors-David regular) that geometric description is equivalent to the codimension 1 David-Semmes problem, solved by Nazarov, the author of the current paper, and Volberg in [NToV1]. Recall that a measure $\mu$ is AD-regular (or $n$-AD-regular) if there exists a constant $C > 0$ such that

$$C^{-1} r^n \leq \mu(B(x, r)) \leq C r^n \quad \text{for all } x \in \supp \mu \text{ and } 0 < r \leq \text{diam}(\supp \mu).$$

One of the main motivations for the description of the measures $\mu$ such that $\mathcal{R}_\mu$ is bounded in $L^2(\mu)$ is the characterization of the removable singularities for Lipschitz harmonic functions. Also, one may expect other applications regarding the study of harmonic and elliptic measures. Indeed, in some of the recent advances on this topic, the connection between harmonic measure, the Riesz transform, and rectifiability has played an essential role (see [AHM+], [AMT], and [AMTV], for example).
Next we need to introduce additional notation. For a ball $B \subset \mathbb{R}^{n+1}$, we consider its $n$-dimensional density (with respect to $\mu$):

$$\theta_{\mu}(B) = \frac{\mu(B)}{r(B)^n},$$

and its $\beta_{2,\mu}$ coefficient:

$$\beta_{2,\mu}(B) = \inf_{L} \left( \frac{1}{r(B)^n} \int_{B} \left( \frac{\text{dist}(x,L)}{r(B)} \right)^2 d\mu(x) \right)^{1/2},$$

where the infimum is taken over all $n$-planes $L \subset \mathbb{R}^{n+1}$ and $r(B)$ stands for the radius of $B$. For $B = B(x, r)$ we may also write $\theta_{\mu}(x, r)$ and $\beta_{2,\mu}(x, r)$ instead of $\theta_{\mu}(B)$ and $\beta_{2,\mu}(B)$. The coefficients $\beta_{2,\mu}$ were introduced by David and Semmes in their fundamental works [DS1], [DS2] on uniform rectifiability. They can be considered as $L^2$-variants of some analogous coefficients considered previously by Peter Jones in his celebrated travelling salesman theorem [Jo].

The first main result of this paper is the following.

**Theorem 1.1.** Let $\mu$ be a Radon measure in $\mathbb{R}^{n+1}$ satisfying the polynomial growth condition

(1.1) $$\mu(B(x, r)) \leq \theta_0 r^n$$

for all $x \in \text{supp}\ \mu$ and all $r > 0$

and such that $R^*_\mu(x) < \infty$ $\mu$-a.e. Then

(1.2) $$\int_0^\infty \int L \beta_{2,\mu}(x, r)^2 \theta_{\mu}(x, r) \frac{dr}{r} d\mu(x) \leq C \left( \| \text{pv} R_\mu \|_{L^2(\mu)}^2 + \theta_0^2 \|\mu\| \right),$$

where $C$ is an absolute constant.

Let us remark that the growth condition (1.1) and the assumption that $R^*_\mu(x) < \infty$ $\mu$-a.e. imply the existence of principal values $\text{pv} R_\mu(x)$ $\mu$-a.e., by [NToV2], and so $\| \text{pv} R_\mu \|_{L^2(\mu)}$ is well defined.

A converse to the estimate (1.2) also holds: if $\mu$ satisfies the growth condition (1.1), then

(1.3) $$\| \text{pv} R_\mu \|_{L^2(\mu)}^2 \leq C \int_0^\infty \beta_{2,\mu}(x, r)^2 \theta_{\mu}(x, r) \frac{dr}{r} d\mu(x) + C \theta_0^2 \|\mu\|,$$

where $C$ is an absolute constant. This was shown in [AT] in the case $n = 1$, and in [Gi] in full generality.

From (1.3), Theorem 1.1, and a direct application of the $T1$ theorem for non-doubling measures ([NT1], [NT2]) one deduces the following.

**Theorem 1.2.** Let $\mu$ be a Radon measure in $\mathbb{R}^{n+1}$ with no point masses. Then $R_\mu$ is bounded in $L^2(\mu)$ if and only if it satisfies the polynomial growth condition

(1.4) $$\mu(B(x, r)) \leq C r^n$$

for all $x \in \text{supp}\ \mu$ and all $r > 0$

and

(1.5) $$\int_0^r \int B \beta_{2,\mu}(x, r)^2 \theta_{\mu}(x, r) \frac{dr}{r} d\mu(x) \leq C^2 \mu(B)$$

for any ball $B \subset \mathbb{R}^{n+1}$.

Further, the optimal constant $C$ is comparable to $\| R_\mu \|_{L^2(\mu) \rightarrow L^2(\mu)}$. 
In the case $n = 1$ the preceding results are already known. They were proven in [AT], relying on the corona decomposition involving the curvature of $\mu$ from [To3]. Further, for arbitrary $n > 1$, Theorems [1.1] and [1.2] were proven recently by Dąbrowski and the author [DT] for a special class of measures $\mu$ with an appropriate Wolff type energy satisfying some scale invariant estimates. In fact, the proof of Theorems [1.1] and [1.2] in full generality in the current paper relies heavily on the results from [DT].

It is also known that if one assumes that there exists a sufficiently large class of $L^2(\mu)$ bounded singular integral operators with an odd Calderón-Zygmund kernel, then the condition (1.5) holds, in any codimension (i.e., assuming that, instead of $\mathbb{R}^{n+1}$, the ambient space is $\mathbb{R}^{d}$, with $d \geq n$). This was proved in [JNT].

Observe that, when $\mu$ is $n$-AD-regular, $\theta_\mu(x,r) \approx 1$ for all $x \in \text{supp } \mu$ and $0 < r \leq \text{diam}(\text{supp } \mu)$, and so the condition (1.5) is equivalent to the uniform $n$-rectifiability of $\mu$, by [DS1]. So one deduces that the $L^2(\mu)$ boundedness of $\mathcal{R}_\mu$ implies the uniform $n$-rectifiability of $\mu$ and then one recovers the solution of the David-Semmes problem from [NToV1]. Recall that a measure $\mu$ in $\mathbb{R}^{d}$ is called uniformly $n$-rectifiable (UR) if it is $n$-AD-regular and there exist constants $\kappa, M > 0$ such that for all $x \in \text{supp } \mu$ and all $0 < r \leq \text{diam}(\text{supp } \mu)$ there is a Lipschitz mapping $g$ from the ball $B_{n}(0,r) \subset \mathbb{R}^{n}$ to $\mathbb{R}^{d}$ with $\text{Lip}(g) \leq M$ such that

$$
\mu(B(x,r) \cap g(B_{n}(0,r))) \geq \kappa r^{n}.
$$

It is worth comparing Theorem 1.2 with a related result obtained in [JNRT] in connection with the fractional Riesz transform $\mathcal{R}^{s}$ associated with the kernel $x/|x|^{s+1}$ for $s \in (n,n+1)$. The precise result, which involves the $s$-dimensional density $\theta^{s}_\mu(x,r) = \mu(B(x,r))r^{-s}$, is the following.

**Theorem (JNRT).** Let $\mu$ be a Radon measure in $\mathbb{R}^{n+1}$ with no point masses and let $s \in (n,n+1)$. Then $\mathcal{R}^{s}_\mu$ is bounded in $L^2(\mu)$ if and only if

$$
(1.6) \quad \int_{B} \int_{0}^{r(B)} \theta^{s}_\mu(x,r)^{2} \frac{dr}{r} d\mu(x) \leq C^{2} \mu(B) \quad \text{for any ball } B \subset \mathbb{R}^{n+1}.
$$

Further, the optimal constant $C$ is comparable to $\|\mathcal{R}^{s}_\mu\|_{L^2(\mu) \to L^2(\mu)}$.

In the preceding theorem one does not need to ask any growth condition analogous to (1.4) (with $n$ interchanged with $s$) because this condition is already implied by (1.6). Observe that in (1.6) the density $\theta^{s}_\mu(x,r)$ replaces $\beta^{s}_{2,\mu}(x,r)^{2}$ in (1.5), which scales similarly to $\theta^{s}(x,r)$ when $n = s$. On the other hand, the proof of the last theorem in [JNRT] makes an extensive use of blowup techniques, which essentially rely on the fact that any measure $\mu$ satisfying the growth condition $\mu(B(x,r)) \leq r^{s}$ for all $x \in \mathbb{R}^{n+1}$, $r > 0$, and such that $\mathcal{R}^{s}_\mu = 0$ in a suitable BMO($\mu$) sense, must be the zero measure (see [JN1], [JN2]). In the codimension $1$ case, one might expect that if $\mu$ satisfies (1.4) and $R\mu = 0$ in the BMO($\mu$) sense, then $\mu = c\mathcal{H}^{n}|_{L}$ for some $n$-plane $L$. However, this is still an open problem. If this were known to be true, probably in the present paper (and in [DT]) we could use blowup arguments analogous to the ones in [JNRT].

As shown in [AT], the finiteness of the double integral on the left hand side of (1.2) is equivalent to the existence of a suitable corona decomposition for $\mu$ satisfying an appropriate packing condition. This condition is stable by bilipschitz maps (see also [Gi] for more details). So we get the following corollary.
Corollary 1.3. Let $\mu$ be a Radon measure in $\mathbb{R}^{n+1}$ with no point masses. Let $\varphi : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1}$ be a bilipschitz map. Let $\sigma = \varphi # \mu$ be the image measure of $\mu$ by $\varphi$. If $R_\mu$ is bounded in $L^2(\mu)$, then $R_\sigma$ is bounded in $L^2(\sigma)$. Further,

$$\|R_\sigma\|_{L^2(\sigma) \to L^2(\sigma)} \leq C \|R_\mu\|_{L^2(\mu) \to L^2(\mu)},$$

where $C$ depends only on the bilipschitz constant of $\varphi$.

Remark that, up to now, the preceding result was not known even for the case of invertible affine maps such as the one defined by

$$\varphi(x_1, \ldots, x_{n+1}) = (2x_1, x_2, \ldots, x_{n+1}).$$

As shown in [Gi], the conditions (1.4) and (1.5) imply the $L^2(\mu)$ boundedness of any singular integral operator of the form

$$T_\mu f(x) = \int K(x-y)f(y)d\mu(y),$$

where $K$ is an odd kernel such that

$$(1.7) \quad |\nabla^j K(x)| \lesssim \frac{1}{|x|^{n+j}} \quad \text{for all } x \neq 0 \text{ and } 0 \leq j \leq 2$$

(remark that $T_\mu$ is said to be bounded in $L^2(\mu)$ is the truncated operators $T_{\mu, \varepsilon}$, defined analogously to $R_{\mu, \varepsilon}$, are bounded in $L^2(\mu)$ uniformly on $\varepsilon > 0$). Then we deduce the following.

Corollary 1.4. Let $\mu$ be a Radon measure in $\mathbb{R}^{n+1}$ with no point masses. Let $T_\mu$ be a singular integral operator associated with an odd kernel $K$ satisfying (1.7). If $R_\mu$ is bounded in $L^2(\mu)$, then $T_\mu$ is also bounded in $L^2(\mu)$. Further,

$$\|T_\mu\|_{L^2(\mu) \to L^2(\mu)} \leq C \|R_\mu\|_{L^2(\mu) \to L^2(\mu)},$$

where $C$ depends just on $n$ and the implicit constants in (1.7).

Lipschitz We turn now to the applications of the results above to Lipschitz harmonic functions and Lipschitz harmonic capacity. Given a compact set $E \subset \mathbb{R}^{n+1}$, one says that $E$ is removable for Lipschitz harmonic functions if for any open set $\Omega \supset E$, any function $f : \Omega \to \mathbb{R}$ which is Lipschitz in $\Omega$ and harmonic in $\Omega \setminus E$ can be extended in a harmonic way to the whole $\Omega$. To study this problem and some related questions on approximation by Lipschitz harmonic functions it is useful to introduce the Lipschitz harmonic capacity $\kappa$ (see [Pa] and [MP]). This is defined by

$$\kappa(E) = \sup |(\Delta f, 1)|,$$

where the supremum is taken over all Lipschitz functions $f : \mathbb{R}^{n+1} \to \mathbb{R}$ which are harmonic in $\mathbb{R}^{n+1} \setminus E$ and satisfy $\|\nabla f\|_{\infty} \leq 1$, with $\Delta f$ understood in the sense of distributions. It turns out that $E$ is removable for Lipschitz harmonic functions if and only if $\kappa(E) = 0$.

Extending previous results for analytic capacity from [To2], Volberg showed in [Vo] that

$$\kappa(E) \approx \sup \mu(E),$$

where the supremum is taken over all measures $\mu$ satisfying the polynomial growth condition (1.4) with constant $C = 1$ and such that $\|R_\mu\|_{L^2(\mu) \to L^2(\mu)} \leq 1$. Combining this result with Theorem 1.2 we obtain:
Corollary 1.5. Let \( E \subset \mathbb{R}^{n+1} \) be compact. Then
\[
\kappa(E) \approx \mu(E),
\]
where the supremum is taken over all Radon measures \( \mu \) such that
\[
\mu(B(x,r)) \leq r^n \quad \text{for all } x \in \text{supp } \mu \text{ and all } r > 0
\]
and
\[
\int_0^\infty \beta_{2,\mu}(x,r)^2 \theta_\mu(x,r) \frac{dr}{r} \, d\mu(x) \leq \mu(E).
\]

To derive this corollary, remark that if \( \mu \) satisfies the conditions above, by Chebyshev one deduces that there is a big piece \( F \subset E \cap \text{supp } \mu \), with \( \mu(F) \approx \mu(E) \), such that the measure \( \tilde{\mu} = \mu|_{F} \) satisfies (1.5), and so \( R_{\tilde{\mu}} \) is bounded in \( L^2(\tilde{\mu}) \). Hence \( \kappa(E) \gtrsim \mu(F) \approx \mu(E) \). The converse direction of the corollary is a straightforward consequence of the aforementioned theorem of Volberg and Theorem 1.2.

As explained above, the conditions on the measure \( \mu \) in Corollary 1.5 are stable by bilipschitz maps. So we deduce that if \( \varphi : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1} \) is bilipschitz, then
\[
\kappa(E) \approx \kappa(\varphi(E)) \quad \text{for any compact set } E \subset \mathbb{R}^{n+1},
\]
with the implicit constant just depending on the bilipschitz constant of \( \varphi \) and the ambient dimension.

Another suggestive characterization of the capacity \( \kappa(E) \) can be given in terms of the following potential, which we call the Jones-Wolff potential of \( \mu \):
\[
U_\mu(x) = \sup_{r > 0} \theta_\mu(x,r) + \left( \int_0^\infty \beta_{2,\mu}(x,r)^2 \theta_\mu(x,r) \frac{dr}{r} \right)^{1/2}.
\]

Corollary 1.6. Let \( E \subset \mathbb{R}^{n+1} \) be compact. Then
\[
\kappa(E) \approx \sup\{ \mu(E) : U_\mu(x) \leq 1 \forall x \in E \}.
\]

An immediate consequence of this result is that \( E \) is non-removable for Lipschitz harmonic functions if and only if it supports a non-zero measure such that \( U_\mu(x) \leq 1 \) for all \( x \in E \).

The characterization of the capacity \( \kappa \) and of removable sets for Lipschitz harmonic functions in terms of a metric-geometric potential such as \( U_\mu \) should be considered as an analogue of the characterization of analytic capacity and of removable sets for bounded analytic functions in terms of curvature of measures [To2]. So one can think of the results stated in Corollaries 1.5 and 1.6 as possible solutions of the Painlevé problem for Lipschitz harmonic functions.

Next we describe the main ideas involved in the proof of Theorem 1.1. As explained above, the proof relies on the results obtained in [DT]. More precisely, for a Radon measure \( \sigma \) we consider the Wolff type energy
\[
\mathbb{E}(\sigma) = \int_0^\infty \left( \frac{\sigma(B(x,r))}{r^{n-\frac{\sigma}{2}}} \right)^2 \frac{dr}{r} \, d\sigma(x) = \int_0^\infty r^{\frac{n}{2}} \theta_\sigma(B(x,r)^2 \frac{dr}{r} \, d\sigma(x).
\]
As in [DT], given the Radon measure \( \mu \), we consider a suitably modified version of the David-Mattila lattice \( D_\mu \) associated with \( \mu \). Then for a given \( P \)-doubling cube \( Q \in D_\mu \), we
let $\mathcal{E}(4Q)$ be an appropriate discrete version of $\mathbb{E}(\mu|_{4Q}) \ell(Q)^{-3/4}$. We say that a $\mathcal{P}$-doubling cube $Q$ has high energy, and we write $Q \in \text{HE}$, if

$$\mathcal{E}(4Q) \geq M_0^2 \Theta(Q)^2 \mu(Q),$$

where $M_0 \gg 1$ is some fixed constant, $\Theta(Q)$ is another discrete version of $\theta_\mu(2B_Q)$, and $B_Q$ is a ball concentric with $Q$, containing $Q$, with radius comparable to $\ell(Q)$ (for the precise definitions of $\mathcal{P}$-doubling cubes, $\Theta(Q)$, and $\mathcal{E}(4Q)$ see Section 3). In [DT, Main Theorem 3.4] it is shown that

$$\int_0^\infty \int_0^\infty \beta_2,\mu(x, r)^2 \theta_\mu(x, r) \frac{dx}{r} d\mu(x) \leq C \left( \|R\mu\|^2_{L^2(\mu)} + \theta_0^2 \|\mu\| + \sum_{Q \in \text{HE}} \mathcal{E}(4Q) \right),$$

So to prove Theorem 1.1 it suffices to show that

$$(1.8) \quad \sum_{Q \in \text{HE}} \mathcal{E}(4Q) \leq C \left( \|R\mu\|^2_{L^2(\mu)} + \theta_0^2 \|\mu\| \right).$$

This is the task we perform in this paper (see Main Proposition 3.7).

To prove (1.8) we introduce in Section 3 a related energy $\mathcal{E}_\infty$ which is more appropriate for the stopping time conditions and the bootstrapping argument involved in the proof of (1.8). The objective is then to show that the family $\mathcal{DB}$ of $\mathcal{P}$-doubling cubes $Q$ such that

$$\mathcal{E}_\infty(\Theta Q) \geq M_0 \Theta(Q)^2 \mu(Q)$$

satisfies a Carleson type estimate analogous to (1.8). The first step is the construction of a family (called GDF) of cubes $Q$ which, in a sense, contain many stopping cubes whose density is much larger than the density $\Theta(Q)$. The selection of this family, in Section 4 is one of the key steps for the proof proof of Theorem 1.1. In Section 5 we associate a family of “tractable trees” of cubes with each cube from GDF, by arguments somewhat similar to others appearing in [DT], although here we need to consider different and additional stopping conditions. In the tractable trees the density of $\mu$ oscillates in such a way that one can bound from below the Haar coefficients of $R\mu$ for the cubes which belong to that tree or are close to that tree. For each tractable tree $T$, this is shown by a variational argument applied to a measure $\eta$ that approximates the measure $\mu$ at the level of some regularized stopping cubes of $T$. This argument provides a lower estimate for $\|R\eta\|_{LP(\eta)}$, essentially in the same way as in [DT], and so we refer to the appropriate lemma from [DT] when this is required in Section 7.

To complete the estimates from below for the Haar coefficients of $R\mu$ near the tree $T$, in Section 8 we transfer the lower estimates obtained for $\|R\eta\|_{LP(\eta)}$ to $R\mu$. This is another of the delicate key points of the proof of Theorem 1.1. It requires much more precise estimates than other related arguments appearing in [DT] or [JNRT], mainly because the presence of cubes from $\mathcal{DB}$ (or $\text{HE}$) in the tree $T$ originates “error terms” in the transference of those estimates which are difficult to control. Most important, we can only quantify the presence of cubes from $\mathcal{DB}$ in most of the trees $T$ by a bootstrapping argument which gives rather weak bounds.

In the whole paper we denote by $C$ or $c$ some constants that may depend on the dimension and perhaps other fixed parameters. Their values may change at different occurrences. On the contrary, constants with subscripts, like $C_0$, retain their values. For $a, b \geq 0$, we write $a \lesssim b$ if there is $C > 0$ such that $a \leq Cb$. We write $a \approx b$ to mean $a \lesssim b \lesssim a$. 
2. The modified dyadic lattice of David and Mattila and the dyadic martingale decomposition

2.1. The David-Mattila lattice. We recall now the properties of the dyadic lattice of cubes with small boundaries of David-Mattila associated with a Radon measure $\mu$. This lattice has been constructed in [DM] Theorem 3.2. Later on we will state some additional useful properties of $D_{\mu}$ that are obtained by modifying its construction as in [DT].

Lemma 2.1 (David, Mattila). Let $\mu$ be a compactly supported Radon measure in $\mathbb{R}^d$. Consider two constants $C_0 > 1$ and $A_0 > 5000 C_0$ and denote $E = \text{supp} \mu$. Then there exists a sequence of partitions of $E$ into Borel subsets $Q, Q \in D_{\mu,k}$, with the following properties:

- For each integer $k \geq 0$, $E$ is the disjoint union of the “cubes” $Q, Q \in D_{\mu,k}$, and if $k < l$, $Q \in D_{\mu,l}$, and $R \in D_{\mu,k}$, then either $Q \cap R = \emptyset$ or else $Q \subset R$.

- The general position of the cubes $Q$ can be described as follows. For each $k \geq 0$ and each cube $Q \in D_{\mu,k}$, there is a ball $B(Q) = B(x_Q, r(Q))$ such that
  \begin{align*}
  x_Q \in E, & \quad A_0^{-k} \leq r(Q) \leq C_0 A_0^{-k}, \\
  E \cap B(Q) \subset Q \subset E \cap 28 B(Q) = E \cap B(x_Q, 28 r(Q)),
  \end{align*}

  and the balls $5B(Q), Q \in D_{\mu,k}$, are disjoint.

- The cubes $Q \in D_{\mu,k}$ have small boundaries. That is, for each $Q \in D_{\mu,k}$ and each integer $l \geq 0$, set
  \begin{align*}
  N_l^{\text{ext}}(Q) &= \{ x \in E \setminus Q : \text{dist}(x, Q) < A_0^{-k-l} \}, \\
  N_l^{\text{int}}(Q) &= \{ x \in Q : \text{dist}(x, E \setminus Q) < A_0^{-k-l} \},
  \end{align*}

  and
  \[ N_l(Q) = N_l^{\text{ext}}(Q) \cup N_l^{\text{int}}(Q). \]

  Then
  \begin{equation}
  \mu(N_l(Q)) \leq (C^{-1} C_0^{-3d-1} A_0)^{-l} \mu(90 B(Q)).
  \end{equation}

- Denote by $D_{\mu,k}^{db}$ the family of cubes $Q \in D_{\mu,k}$ for which
  \begin{equation}
  \mu(100 B(Q)) \leq C_0 \mu(B(Q)).
  \end{equation}

  We have that $r(Q) = A_0^{-k}$ when $Q \in D_{\mu,k} \setminus D_{\mu,k}^{db}$ and
  \begin{equation}
  \mu(100 B(Q)) \leq C_0^{-l} \mu(100^{l+1} B(Q)) \quad \text{for all } l \geq 1 \text{ with } 100^l \leq C_0 \text{ and } Q \in D_{\mu,k} \setminus D_{\mu,k}^{db}.
  \end{equation}

Remark 2.2. The constants $C_0$ and $A_0$ are chosen so that
\[ A_0 = C_0^C(d), \]
where $C(d)$ depends just on $d$ and $C_0$ is big enough.
We use the notation $\mathcal{D}_{\mu} = \bigcup_{k \geq 0} \mathcal{D}_{\mu,k}$. Observe that the families $\mathcal{D}_{\mu,k}$ are only defined for $k \geq 0$. So the diameter of the cubes from $\mathcal{D}_{\mu}$ are uniformly bounded from above. For $Q \in \mathcal{D}_{\mu,k}$, we set $\ell(Q) = 56C_0 A_0^{-k}$ and we call it the side length of $Q$. Notice that

$$C_0^{-1}\ell(Q) \leq \text{diam}(28B(Q)) \leq \ell(Q).$$

Observe that $r(Q) \approx \text{diam}(Q) \approx \ell(Q)$. Also we call $x_Q$ the center of $Q$, and the cube $Q' \in \mathcal{D}_{\mu,k-1}$ such that $Q' \supset Q$ the parent of $Q$. We denote the family of cubes from $\mathcal{D}_{\mu,k+1}$ which are contained in $Q$ by $\mathcal{C}(Q)$, and we call their elements children or sons of $Q$. We set $B_Q = 28B(Q) = B(x_Q, 28r(Q))$, so that

$$E \cap \frac{1}{28}B_Q \subset Q \subset B_Q \subset B(x_Q, \ell(Q)/2).$$

For a given $\gamma \in (0,1)$, let $A_0$ be big enough so that the constant $C^{-1}C_0^{-3d-1}A_0$ in (2.1) satisfies

$$C^{-1}C_0^{-3d-1}A_0 > A_0^2 > 10.$$

Then we deduce that, for all $0 < \lambda \leq 1$,

$$(2.4) \quad \mu(\{x \in Q : \text{dist}(x, E \setminus Q) \leq \lambda \ell(Q)\}) + \mu(\{x \in 3.5B_Q \setminus Q : \text{dist}(x, Q) \leq \lambda \ell(Q)\}) \leq 5.5 \mu(3.5B_Q).$$

We denote $\mathcal{D}_{db} = \bigcup_{k \geq 0} \mathcal{D}_{db,k}$. Note that, in particular, from (2.2) it follows that

$$\mu(3B_Q) \leq \mu(100B(Q)) \leq C_0 \mu(Q) \quad \text{if } Q \in \mathcal{D}_{db}.$$

For this reason we will call the cubes from $\mathcal{D}_{db}$ doubling. Given $Q \in \mathcal{D}_{db}$, we denote by $\mathcal{D}(Q)$ the family of cubes from $\mathcal{D}$ which are contained in $Q$. Analogously, we write $\mathcal{D}_{db}(Q) = \mathcal{D}_{db} \cap \mathcal{D}(Q)$.

As shown in [DM, Lemma 5.28], every cube $R \in \mathcal{D}$ can be covered $\mu$-a.e. by a family of doubling cubes:

**Lemma 2.3.** Let $R \in \mathcal{D}$. Suppose that the constants $A_0$ and $C_0$ in Lemma 2.1 are chosen suitably. Then there exists a family of doubling cubes $\{Q_i\}_{i \in I} \subset \mathcal{D}_{db}$, with $Q_i \subset R$ for all $i$, such that their union covers $\mu$-almost all $R$.

The following result is proved in [DM, Lemma 5.31].

**Lemma 2.4.** Let $R \in \mathcal{D}$ and let $Q \subset R$ be a cube such that all the intermediate cubes $S$, $Q \subseteq S \subseteq R$ are non-doubling (i.e. belong to $\mathcal{D}_{db}$. Suppose that the constants $A_0$ and $C_0$ in Lemma 2.1 are chosen suitably. Then

$$(2.6) \quad \mu(100B(Q)) \leq A_0^{-10d(J(Q)-J(R)-1)} \mu(100B(R)).$$

Given a ball $B \subset \mathbb{R}^{n+1}$, we consider its $n$-dimensional density:

$$\theta_\mu(B) = \frac{\mu(B)}{r(B)^n}.$$

We will also write $\theta_\mu(x,r)$ instead of $\theta_\mu(B(x,r))$.

From the preceding lemma we deduce:
Lemma 2.5. Let \( Q, R \in \mathcal{D}_\mu \) be as in Lemma 2.4. Then
\[
\theta_\mu(100B(Q)) \leq (C_0A_0)^{n+1} A_0^{-9d(J(Q) - J(R) - 1)} \theta_\mu(100B(R))
\]
and
\[
\sum_{S \in \mathcal{D}_\mu, Q \subset S \subset R} \theta_\mu(100B(S)) \leq c \theta_\mu(100B(R)),
\]
with \( c \) depending on \( C_0 \) and \( A_0 \).

For the easy proof, see [Tol4, Lemma 4.4], for example.

2.2. The dyadic martingale decomposition and the additional properties from [DT].

For \( f \in L^2(\mu) \) and \( Q \in \mathcal{D}_\mu \) we denote
\[
\Delta_Q f = \sum_{S \in \mathcal{C}_h(Q)} m_{\mu,S}(f) \chi_S - m_{\mu,Q}(f) \chi_Q,
\]
where \( m_{\mu,S}(f) \) stands for the average of \( f \) on \( S \) with respect to \( \mu \). Then we have the orthogonal expansion, for any cube \( R \in \mathcal{D}_\mu \),
\[
\chi_R(f - m_{\mu,R}(f)) = \sum_{Q \in \mathcal{D}_\mu(R)} \Delta_Q f,
\]
in the \( L^2(\mu) \)-sense, so that
\[
\|\chi_R(f - m_{\mu,R}(f))\|_{L^2(\mu)}^2 = \sum_{Q \in \mathcal{D}_\mu(R)} \|\Delta_Q f\|_{L^2(\mu)}^2.
\]

In several places in this paper we will have to estimate terms such as \( \|\mathcal{R}(\chi_{2B_Q \setminus Q}\mu)\|_{L^2(\mu,Q)} \), and so we will need to deal with integrals such as
\[
\int_{2B_Q \setminus Q} \left( \int_Q \frac{1}{|x - y|^n} d\mu(y) \right)^2 d\mu(x).
\]
We will describe now how this integral can be estimated in terms of the energy \( \mathcal{E}(9Q) \) when using the enhanced David-Mattila lattice from [DT].

We need some additional notation. Given \( Q \in \mathcal{D}_\mu \) and \( \lambda > 1 \), we let \( \lambda Q \) be the union of cubes \( P \) from the same generation as \( Q \) such that \( \text{dist}(x_Q, P) \leq \lambda \ell(Q) \). Notice that
\[
\lambda Q \subset B(x_Q, (\lambda + \frac{1}{2})\ell(Q)).
\]
Also, we let
\[
\mathcal{D}_\mu(\lambda Q) = \{ P \in \mathcal{D}_\mu : P \subset \lambda Q, \ell(P) \leq \ell(Q) \},
\]
and
\[
\mathcal{D}_{\mu,k}(\lambda Q) = \{ P \in \mathcal{D}_\mu : P \subset \lambda Q, \ell(P) = A_0^{-k}\ell(Q) \}, \quad \mathcal{D}_k(\lambda Q) = \bigcup_{j \geq k} \mathcal{D}_{\mu,j}(\lambda Q).
\]

Next we set
\[
\tilde{\mathcal{D}}_{\mu}^{int}(Q) = \{ P \in \mathcal{D}_\mu(Q) : 2B_P \cap (\text{supp}\mu \setminus Q) \neq \emptyset \}
\]
and
\[
\tilde{\mathcal{D}}_{\mu}^{ext}(Q) = \{ P \in \mathcal{D}_\mu : \ell(P) \leq \ell(Q), P \subset \mathbb{R}^{n+1} \setminus Q, 2B_P \cap Q \neq \emptyset \}.
\]
Also,

\[(2.11) \quad \tilde{\mathcal{D}}_\mu(Q) = \tilde{\mathcal{D}}^\text{int}_\mu(Q) \cup \tilde{\mathcal{D}}^\text{ext}_\mu(Q),\]

and

\[\tilde{\mathcal{D}}_{\mu, k}(Q) = \{ P \in \tilde{\mathcal{D}}_\mu : P \subset \lambda Q, \ell(P) = A_0^{-k}\ell(Q) \} \]

We need the following auxiliary result, whose proof follows from a straightforward calculation (see [DT, Lemma 2.7]).

**Lemma 2.6.** Let \( \mu \) be a compactly supported Radon measure in \( \mathbb{R}^d \) and \( Q \in \mathcal{D}_\mu \). For any \( \alpha \in (0, 1) \), we have

\[(2.12) \quad \int_{2B_Q \setminus Q} \left( \int_Q \frac{1}{|x - y|^n} \, d\mu(y) \right)^2 \, d\mu(x) + \int_Q \left( \int_{2B_Q \setminus Q} \frac{1}{|x - y|^n} \, d\mu(y) \right)^2 \, d\mu(x) \quad \lesssim_{\alpha, A_0} \sum_{P \in \tilde{\mathcal{D}}_\mu(Q)} \left( \frac{\ell(Q)}{\ell(P)} \right)^{\alpha} \theta_\mu(2BP)^2 \mu(P).\]

The following result is proven in [DT, Lemma 2.9].

**Lemma 2.7.** Let \( \mu \) be a compactly supported Radon measure in \( \mathbb{R}^d \). Assume that \( \mu \) has polynomial growth of degree \( n \) and let \( \gamma \in (0, 1) \). The lattice \( \mathcal{D}_\mu \) from Lemma 2.1 can be constructed so that the following holds for all \( Q \in \mathcal{D}_\mu \):

\[(2.13) \quad \sum_{P \in \tilde{\mathcal{D}}_\mu(Q)} \left( \frac{\ell(Q)}{\ell(P)} \right)^{\frac{1}{\gamma}} \theta_\mu(2BP)^2 \mu(P) \leq C(\gamma) \sum_{P \in \mathcal{D}_\mu: P \subset 2Q} \left( \frac{\ell(P)}{\ell(Q)} \right)^{\gamma} \theta_\mu(2BP)^2 \mu(P).\]

Remark that saying that \( \mu \) has polynomial growth of degree \( n \) means that (1.1) holds for some arbitrary constant \( \theta_0 \). In the lemma this assumption is just used to ensure that the sums above are finite. Further, the constant \( C(\gamma) \) does not depend on the polynomial growth constant \( \theta_0 \).

By combining Lemmas 2.6 and 2.7 we obtain

**Lemma 2.8.** Let \( \mu \) be a compactly supported Radon measure in \( \mathbb{R}^d \). Assume that \( \mu \) has \( n \)-polynomial growth and let \( \gamma \in (0, 1) \). The lattice \( \mathcal{D}_\mu \) from Lemma 2.1 can be constructed so that the following holds for all \( Q \in \mathcal{D}_\mu \):

\[
\int_{2B_Q \setminus Q} \left( \int_Q \frac{1}{|x - y|^n} \, d\mu(y) \right)^2 \, d\mu(x) + \int_Q \left( \int_{2B_Q \setminus Q} \frac{1}{|x - y|^n} \, d\mu(y) \right)^2 \, d\mu(x) \quad \leq C(\gamma) \sum_{P \in \mathcal{D}_\mu: P \subset 2Q} \left( \frac{\ell(P)}{\ell(Q)} \right)^{\gamma} \theta_\mu(2BP)^2 \mu(P).
\]
3. The family $\text{hd}^k(Q)$ and the Main Proposition

3.1. $\mathcal{P}$-doubling cubes and the family $\text{hd}^k(Q)$. In the rest of the paper we assume that $\mu$ is a compactly supported Radon measure with polynomial growth of degree $n$ such that $R_s \mu(x) < \infty \mu$ a.e. We assume that $\mathcal{D}_\mu$ is a David-Mattila dyadic lattice satisfying the properties described in the preceding section, in particular, the ones in Lemmas 2.1 and 2.8 with $\gamma = 9/10$. By rescaling, we assume that $\mathcal{D}_{\mu,k}$ is defined for all $k \geq k_0$, with $A_0^{-k_0} \approx \text{diam}(\text{supp} \mu)$, and we also suppose that there is a unique cube in $\mathcal{D}_{\mu,k_0}$ which coincides with the whole $\text{supp} \mu$. Further, from now on, we allow all the constants $C$ and all implicit constants in the relationship $\lesssim$ to depend on the parameters $C_0, A_0$ of the dyadic lattice of David-Mattila.

We denote $\mathcal{P}(Q) = \sum_{R \in \mathcal{D}_\mu : R \supset Q} \frac{\ell(Q)}{\ell(R)^n} \mu(2B_R)$. We say that a cube $Q$ is $\mathcal{P}$-doubling, and we write $Q \in \mathcal{D}^\mathcal{P}_\mu$, if

$$\mathcal{P}(Q) \leq C_d \frac{\mu(2B_Q)}{\ell(Q)^n},$$

for $C_d = 4A_0^n$. Notice that

$$\mathcal{P}(Q) \approx C_0 \sum_{R \in \mathcal{D}_\mu : R \supset Q} \frac{\ell(Q)}{\ell(R)} \theta_\mu(2B_R).$$

and thus $Q$ being $\mathcal{P}$-doubling implies that

$$\sum_{R \in \mathcal{D}_\mu : R \supset Q} \frac{\ell(Q)}{\ell(R)} \theta_\mu(2B_R) \leq C_d' \theta_\mu(2B_Q)$$

for some constant $C_d'$ depending on $C_d$. Conversely, the latter condition implies that $Q$ is $\mathcal{P}$-doubling with another constant $C_d$ depending on $C_d'$.

As shown in [DT, Lemma 3.1], from the properties of the David-Mattila lattice, it follows:

**Lemma 3.1.** Suppose that $C_0$ and $A_0$ to be chosen suitably. If $Q$ is $\mathcal{P}$-doubling, then $Q \in \mathcal{D}_{\mu,db}$.

Notice that, by the preceding lemma, if $Q$ is $\mathcal{P}$-doubling, then

$$\sum_{R \in \mathcal{D}_\mu : R \supset Q} \frac{\ell(Q)^{n+1}}{\ell(R)^{n+1}} \mu(2B_R) \lesssim C_d \mu(Q).$$

For technical reasons that will be more evident below, it is appropriate to consider a discrete version of the density $\theta_\mu$. Given $\lambda \geq 1$ and $Q \in \mathcal{D}_\mu$, we let

$$\Theta(Q) = A_0^{\lambda n} \quad \text{if} \quad \frac{\mu(2B_Q)}{\ell(Q)^n} \in [A_0^{\lambda n}, A_0^{(k+1)n}].$$

Clearly, $\Theta(Q) \approx \theta_\mu(2B_Q)$. Notice also that if $\Theta(Q) = A_0^{kn}$ and $P$ is a son of $Q$, then

$$\frac{\mu(2B_P)}{\ell(P)^n} \leq \frac{\mu(2B_Q)}{\ell(Q)^n} = A_0^n \frac{\mu(2B_Q)}{\ell(Q)^n}. $$
Thus,
\[(3.1)\quad \Theta(P) \leq A_0^n \Theta(Q) \quad \text{for any son } P \text{ of } Q.\]

Given \(Q \in \mathcal{D}_\mu\) and \(k \geq 1\), we denote by \(hd^k(Q)\) the family of maximal cubes \(P \in \mathcal{D}_\mu\) satisfying
\[(3.2)\quad \ell(P) < \ell(Q), \quad \Theta(P) \geq A_0^{kn} \Theta(Q).\]

The following result is proved in [DT, Lemma 3.3] (see also [RT, Lemma 2.1]).

**Lemma 3.2.** Let \(Q_0, Q_1, \ldots, Q_m\) be a family of cubes from \(\mathcal{D}_\mu\) such that \(Q_j\) is son of \(Q_{j-1}\) for \(1 \leq j \leq m\). Suppose that \(Q_j\) is not \(P\)-doubling for \(1 \leq j \leq m\). Then
\[(3.3)\quad \mu(B_{Q_m}) \leq A_0^{-m/2} \mathcal{P}(Q_0)\]
and
\[(3.4)\quad \mathcal{P}(Q_m) \leq 2A_0^{-m/2} \mathcal{P}(Q_0).\]

We also have:

**Lemma 3.3.** Let \(Q \in \mathcal{D}_\mu\) be \(P\)-doubling. Then, for \(k \geq 4\), every \(P \in hd^k(Q) \cap \mathcal{D}_\mu(9Q)\) is also \(P\)-doubling and moreover \(\Theta(P) = A_0^{nk} \Theta(Q)\).

This is proven in [DT] Lemma 3.2. From this result it follows immediately that
\[(3.5)\quad \Theta(P) \approx A_0^{nk} \Theta(Q) \quad \text{for all } P \in hd^k(Q) \cap \mathcal{D}_\mu(9Q) \text{ and all } k \geq 1.\]

### 3.2. The energies \(\mathcal{E}, \mathcal{E}^H, \mathcal{E}_\infty, \text{ and the Main Proposition.}\)

For given \(\lambda \geq 1\) and \(Q \in \mathcal{D}_\mu\), we consider the energy
\[
\mathcal{E}(\lambda Q) = \sum_{P \in \mathcal{D}_\mu(\lambda Q)} \left(\frac{\ell(P)}{\ell(Q)}\right)^{3/4} \Theta(P)^2 \mu(P).
\]

We also denote
\[
\mathcal{E}^H(\lambda Q) = \sum_{k \geq 0} \sum_{P \in hd^k(Q) \cap \mathcal{D}_\mu(\lambda Q)} \left(\frac{\ell(P)}{\ell(Q)}\right)^{3/4} \Theta(P)^2 \mu(P)
\]
and
\[
\mathcal{E}_\infty(\lambda Q) = \sup_{k \geq 1} \sum_{P \in hd^k(Q) \cap \mathcal{D}_\mu(\lambda Q)} \left(\frac{\ell(P)}{\ell(Q)}\right)^{1/2} \Theta(P)^2 \mu(P).
\]

**Lemma 3.4.** For every \(Q \in \mathcal{D}_\mu\) we have
\[
\mathcal{E}(9Q) \lesssim \mathcal{E}^H(9Q) \lesssim \mathcal{E}_\infty(9Q).
\]
Proof. For a given \( R \in \text{hd}^k(Q) \), we denote by \( \text{Tree}_H(R) \) the family of cubes from \( \mathcal{D}_\mu \) that are contained in \( R \) and are not contained in any cube from \( \text{hd}^{k+1}(Q) \). Using that \( \Theta(P) \lesssim \Theta(R) \) for all \( P \in \text{Tree}_H(R) \) (remember that we do not keep track of the implicit constants depending on \( A_0 \)), we get

\[
\mathcal{E}(9Q) = \sum_{k \geq 0} \sum_{R \in \text{hd}^k(Q) \cap \mathcal{D}_\mu(9Q)} \sum_{P \in \text{Tree}_H(R)} \left( \frac{\ell(P)}{\ell(Q)} \right)^{3/4} \Theta(P)^2 \mu(P)
\]

\[
\lesssim \sum_{k \geq 0} \sum_{R \in \text{hd}^k(Q) \cap \mathcal{D}_\mu(9Q)} \Theta(R)^2 \sum_{P \in \text{Tree}_H(R)} \left( \frac{\ell(P)}{\ell(Q)} \right)^{3/4} \mu(P)
\]

\[
\leq \sum_{k \geq 0} \sum_{R \in \text{hd}^k(Q) \cap \mathcal{D}_\mu(9Q)} \left( \frac{\ell(R)}{\ell(Q)} \right)^{3/4} \Theta(R)^2 \mu(R) = \mathcal{E}^H(9Q).
\]

To show \( \mathcal{E}^H(9Q) \lesssim \mathcal{E}_\infty(9Q) \), denote

\[
m_k(Q) = \frac{1}{\ell(Q)} \max \{ \ell(P) : P \in \text{hd}^k(Q) \cap \mathcal{D}_\mu(9Q) \}.
\]

Then we have

\[
\mathcal{E}^H(9Q) = \sum_{k \geq 0} \sum_{P \in \text{hd}^k(Q) \cap \mathcal{D}_\mu(9Q)} \left( \frac{\ell(P)}{\ell(Q)} \right)^{3/4} \Theta(P)^2 \mu(P)
\]

\[
\lesssim \sum_{k \geq 0} m_k(Q)^{1/4} \sum_{P \in \text{hd}^k(Q) \cap \mathcal{D}_\mu(9Q)} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P)
\]

To estimate \( m_k(Q) \), observe that if \( P \in \text{hd}^k(Q) \cap \mathcal{D}_\mu(9Q) \) and \( k \geq 4 \), then

\[
A_0^{kn} \theta_\mu(2B_Q) \approx \theta_\mu(2B_P) \lesssim \frac{\ell(Q)^n}{\ell(P)^n} \theta_\mu(2B_Q).
\]

Hence, \( \ell(P) \lesssim A_0^{-k} \ell(Q) \), and thus, since this also holds in the case \( 1 \leq k \leq 3 \),

\[
m_k(Q) \lesssim A_0^{-k} \quad \text{for all } k \geq 1.
\]

Consequently,

\[
\mathcal{E}^H(9Q) \lesssim \sum_{k \geq 0} A_0^{-k/4} \sum_{P \in \text{hd}^k(Q) \cap \mathcal{D}_\mu(9Q)} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \theta_\mu(2B_P)^2 \mu(P)
\]

\[
\lesssim \sum_{k \geq 0} A_0^{-k/4} \mathcal{E}_\infty(9Q) \approx \mathcal{E}_\infty(9Q).
\]

\[\square\]

**Remark 3.5.** For the record, notice that, given \( Q \in \mathcal{D}_\mu^P \) and

\[
m_k(Q) = \frac{1}{\ell(Q)} \max \{ \ell(P) : P \in \text{hd}^k(Q) \cap \mathcal{D}_\mu(9Q) \},
\]

\[
(3.7)
\]
as shown in (3.6), it turns out that
\[(3.8) \quad m_k(Q) \leq C_1 A_0^{-k}.\]

Given \(M \gg 1\) (we will choose \(M > A_0^{2n} \gg 1\)), we say that \(Q \in \mathcal{D}_\mu\) is \(M\)-dominated from below if there exists some \(k \geq 1\) such that
\[(3.9) \quad \sum_{P \in \mathcal{D}^k(Q) \cap \mathcal{D}_\mu(9Q)} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P) > M^2 \Theta(Q)^2 \mu(9Q),\]
or in other words,
\[(3.10) \quad E_\infty(9Q) > M^2 \Theta(Q)^2 \mu(9Q),\]
We denote by \(\mathcal{DB}(M)\) the family of cubes from \(\mathcal{D}^k \cap \mathcal{D}_\mu\) that are \(M\)-dominated from below. Notice that the cubes from \(\mathcal{DB}(M)\) are assumed to be \(\mathcal{P}\)-doubling.

Recall that in [DT, Theorem 3.4], the following result has been obtained:

**Theorem 3.6.** Let \(\mu\) be a Radon measure in \(\mathbb{R}^{n+1}\) with polynomial growth of degree \(n\) with constant \(\theta_0\). For any choice of \(M > 1\), let
\[
\mathcal{HE}(M) = \{Q \in \mathcal{D}^k : \mathcal{E}(4Q) \geq M^2 \Theta(Q)^2 \mu(Q)\}.
\]
Then we have
\[(3.11) \quad \sum_{Q \in \mathcal{D}_\mu} \beta_{2,\mu}(2BQ)^2 \Theta(Q) \mu(Q) \leq C \left( \|\mathcal{R}\mu\|_{L^2(\mu)}^2 + \theta_0^2 \|\mu\| \right) + \sum_{Q \in \mathcal{HE}(M)} \mathcal{E}(4Q),\]
with \(C\) depending on \(M\).

In the theorem above we wrote \(\mathcal{R}\mu\) instead of \(pv \mathcal{R}\mu\). From now on we will follow this notation. In the present paper we will obtain the next result.

**Main Proposition 3.7.** Suppose that \(\mu\) has polynomial growth of degree \(n\) with constant \(\theta_0\) and \(\mathcal{R}_\mu(x) < \infty \ \mu\text{-a.e.}\) Let \(M_0 = A_0^{n+k_0}\), where \(k_0\) is some big enough absolute constant depending just on \(n\). Then
\[
\sum_{Q \in \mathcal{DB}(M_0)} \mathcal{E}_\infty(9Q) \leq C \left( \|\mathcal{R}\mu\|_{L^2(\mu)}^2 + \theta_0^2 \|\mu\| \right),
\]
where \(C\) depends just on \(n\) and the parameters of the dyadic lattice \(\mathcal{D}_\mu\).

Notice that if \(Q \in \mathcal{HE}(M)\), by Lemma 3.4 then
\[M^2 \Theta(Q)^2 \mu(Q) \leq \mathcal{E}(4Q) \lesssim \mathcal{E}^H(4Q) \lesssim \mathcal{E}_\infty(9Q).
\]
Hence, \(Q \in \mathcal{DB}(M')\) for some \(M'\) depending on \(M\). So, by combining Propositions 3.6 and 3.7 and choosing \(M\) and \(M_0\) appropriately, we deduce that
\[
\sum_{Q \in \mathcal{D}_\mu} \beta_{2,\mu}(2BQ)^2 \Theta(Q) \mu(Q) \leq C \left( \|\mathcal{R}\mu\|_{L^2(\mu)}^2 + \theta_0^2 \|\mu\| \right),
\]
which implies Theorem 1.1.

The rest of the paper is devoted to the proof of Main Proposition 3.7.
4. THE GOOD DOMINATING FAMILY GDF

Let

\[ M \geq A_0^{k_0 n} = M_0 \quad \text{for some } k_0 \geq 4. \]

For each \( Q \in \text{DB}(M) \) we choose the minimal \( k(Q, M) \in \mathbb{N} \) such that \((4.9)\) holds with \( k = k(Q, M) \).

**Lemma 4.1.** Assume \( k_0 \) big enough in \((4.1)\). For each \( Q \in \text{DB}(M) \), we have

\[ k(Q, M) > \frac{8n - 1}{8n - 2} k_0 + 4. \]

**Proof.** This follows from the fact that for \( j \geq 0 \),

\[
\sum_{P \in \text{hd}^j(Q) \cap D_{\mu}(9Q)} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P) \leq C A_0^{2n_{-j}} \Theta(Q)^2 m_j(Q)^{1/2} \sum_{P \in \text{hd}^j(Q) \cap D_{\mu}(9Q)} \mu(P)
\]

\[
\leq C_1 A_0^{2n_{-j}} \Theta(Q)^2 \mu(9Q),
\]

where we used \((3.5)\) and we applied \((3.8)\) to estimate \( m_j(Q) \). Then, for \( 0 \leq j \leq \frac{8n - 1}{8n - 2} k_0 + 4 \), we have

\[
\sum_{P \in \text{hd}^j(Q) \cap D_{\mu}(9Q)} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P) \leq C_1 A_0^{(2n - \frac{1}{2})(\frac{8n - 1}{8n - 2} k_0 + 4)} \Theta(Q)^2 \mu(9Q)
\]

\[
= C_1 M_0^2 A_0^{\frac{8n - 1}{8n - 2} k_0 + 4} \Theta(Q)^2 \mu(9Q).
\]

So, for \( k_0 \) big enough, the right hand side above is smaller than \( M^2 \Theta(Q)^2 \mu(9Q) \), which ensures that \( k(Q, M) > \frac{8n - 1}{8n - 2} k_0 + 4 \). \( \Box \)

Let

\[ k_\Lambda = \frac{8n - 1}{8n - 2} k_0, \]

so that \( k(Q, M) > k_\Lambda \) for each \( Q \in \text{DB}(M) \), by the preceding lemma. Assuming \( k_0 \) to be a multiple of \( 8n - 2 \), it follows that \( k_\Lambda \) is natural number. Notice also that \( k_\Lambda \) is the mean of \( k_0 \) and \( 4nk_0/(4n - 1) \), so that, if we let

\[ \Lambda = A_0^{k_\Lambda n}, \]

we have that \( \Lambda \) is the geometric mean of \( M_0 \) and \( M_0^{\frac{4n}{8n - 1}} \), that is

\[ \Lambda = M_0^{1/2} M_0^{\frac{2n}{4n - 1}} = M_0^{\frac{8n - 1}{8n - 2}} > M_0. \]

Observe that, for $Q \in \text{DB}(M)$, taking into account that $k(Q) - \kappa > 4$,

\begin{equation}
M^2 \Theta(Q)^2 \mu(9Q) \leq \sum_{P \in \text{hd}^{k(Q) - \kappa} \cap \mathcal{D}_\mu(9Q)} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P)
\end{equation}

\begin{align*}
&= \sum_{S \in \text{hd}^{k(Q) - \kappa} \cap \mathcal{D}_\mu(9Q)} \sum_{P \in \text{hd}^{k(Q) - \kappa} \cap \mathcal{D}_\mu(9Q)} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P) \\
&\leq \Lambda^2 \sum_{S \in \text{hd}^{k(Q) - \kappa} \cap \mathcal{D}_\mu(9Q)} \Theta(S)^2 \sum_{P \in \text{hd}^{k(Q) - \kappa} \cap \mathcal{D}_\mu(9Q)} \left( \frac{\ell(P)}{\ell(S)} \right)^{1/2} \mu(P).
\end{align*}

Given $Q \in \text{DB}(M)$ and $S \in \text{hd}^{k(Q) - \kappa} \cap \mathcal{D}_\mu(9Q)$, we write $S \in G(Q, M)$ if

\begin{equation}
\mu(S) \leq 2\Lambda^2 \sum_{P \in \text{hd}^{k(Q) - \kappa} \cap \mathcal{D}_\mu(9Q)} \left( \frac{\ell(P)}{\ell(S)} \right)^{1/2} \mu(P).
\end{equation}

We also denote $B(Q, M) = \text{hd}^{k(Q) - \kappa} \cap \mathcal{D}_\mu(9Q) \setminus G(Q, M)$.

Given $\lambda > 0$, for $Q \in \text{DB}(M)$ and $S \in G(Q, M)$, we denote

\[ \text{big}_\lambda(S) = \{ P \in \text{hd}^{k(Q) - \kappa} : P \subset S, \ell(P) \geq \lambda \ell(S) \} \]

\textbf{Lemma 4.2.} If $\lambda > 0$ satisfies

\begin{equation}
\lambda \leq \frac{c_0}{\Lambda^3} =: \lambda_0(\Lambda)
\end{equation}

for some small absolute constant $c_0 \in (0, 1)$, then, for each $Q \in \text{DB}(M)$ we have

\[ M^2 \Theta(Q)^2 \mu(Q) \lesssim \Lambda^{-\frac{1}{3}} \sum_{S \in G(Q, M)} \left( \frac{\ell(S)}{\ell(Q)} \right)^{1/2} \sum_{P \in \text{big}_\lambda(S)} \Theta(P)^2 \mu(P). \]

Also, each $S \in G(Q, M)$ satisfies

\[ \Theta(S)^2 \mu(S) \leq 4\Lambda^{-\frac{1}{3}} \sum_{P \in \text{big}_\lambda(S)} \Theta(P)^2 \mu(P). \]
Proof. Arguing as in [4.3], by the definition of $B(Q, M)$ we get

\[
M^2 \Theta_\mu(2Q)^2 \mu(9Q) \leq \sum_{S \in G(Q, M)} \sum_{P \in \hd^{k(Q, M)}(Q): P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P)
\]

\[
+ \lambda^2 \sum_{S \in B(Q, M)} \Theta(S)^2 \sum_{P \in \hd^{k(Q, M)}(Q): P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \mu(P)
\]

\[
\leq \sum_{S \in G(Q, M)} \sum_{P \in \hd^{k(Q, M)}(Q): P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P)
\]

\[
+ \frac{1}{2} \sum_{S \in B(Q, M)} \Theta(S)^2 \left( \frac{\ell(S)}{\ell(Q)} \right) \mu(S).
\]

Using that $B(Q, M) \subset \hd^{k(Q, M) - k_\lambda(Q)} \cap D_\mu(9Q)$ and that, by the definition of $k(Q, M)$,

\[
\sum_{S \in \hd^{k(Q, M) - k_\lambda(Q)} \cap D_\mu(9Q)} \left( \frac{\ell(S)}{\ell(Q)} \right)^{1/2} \Theta(S)^2 \mu(S) \leq M^2 \Theta(Q)^2 \mu(9Q),
\]

we get

\[
M^2 \Theta(Q)^2 \mu(9Q) \leq 2 \sum_{S \in G(Q, M)} \sum_{P \in \hd^{k(Q, M)}(Q): P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P).
\]

Next, for $S \in G(Q, M)$, we split

\[
\sum_{P \in \hd^{k(Q, M)}(Q): P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P) = \sum_{P \in \big_{\lambda}(S)} \cdots + \sum_{P \in \hd^{k(Q, M)}(Q) \setminus \big_{\lambda}(S): P \subset S} \cdots.
\]

We estimate the last sum:

\[
\sum_{P \in \hd^{k(Q, M)}(Q) \setminus \big_{\lambda}(S): P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P) \leq \lambda^{1/2} \sum_{P \in \hd^{k(Q, M)}(Q): P \subset S} \Theta(P)^2 \mu(P)
\]

\[
\leq \lambda^{1/2} \left( \frac{\ell(S)}{\ell(Q)} \right)^{1/2} \lambda^2 \Theta(S)^2 \mu(S)
\]

\[
\leq c_0^{1/2} \left( \frac{\ell(S)}{\ell(Q)} \right)^{1/2} \Theta(S)^2 \mu(S),
\]

taking into account the choice of $\lambda$ for the last estimate. By [4.3], since $S \in G(Q, M)$, we have

\[
(4.6) \left( \frac{\ell(S)}{\ell(Q)} \right)^{1/2} \Theta(S)^2 \mu(S) \leq 2\lambda^2 \left( \frac{\ell(S)}{\ell(Q)} \right)^{1/2} \Theta(S)^2 \sum_{P \in \hd^{k(Q, M)}(Q): P \subset S} \left( \frac{\ell(P)}{\ell(S)} \right)^{1/2} \mu(P)
\]

\[
\leq 2 \sum_{P \in \hd^{k(Q, M)}(Q): P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P).
\]
Hence, for $c_0$ small enough,
\[
\sum_{P \in \text{hd}^{(Q,M)}(Q) \setminus \text{big}_\lambda(S); P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P) \leq \frac{1}{2} \sum_{P \in \text{hd}^{(Q,M)}(Q) ; P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P).
\]

Consequently, for every $S \in G(Q,M)$,
\[
(4.7) \quad \sum_{P \in \text{hd}^{(Q,M)}(Q) ; P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P) \leq 2 \sum_{P \in \text{big}_\lambda(S); P \subset S} \left( \frac{\ell(P)}{\ell(Q)} \right)^{1/2} \Theta(P)^2 \mu(P).
\]

From the conditions $P \subset S$ and $\Theta(P) = \Lambda \Theta(S)$ we also get
\[
\Theta(P) \leq \Theta(S) \frac{\ell(S)^n}{\ell(P)^n} = \Lambda^{-1} \Theta(P) \frac{\ell(S)^n}{\ell(P)^n}.
\]

Thus,
\[
(4.8) \quad \ell(P) \leq \Lambda^{-1/n} \ell(S).
\]

Then we derive
\[
M^2 \Theta(Q)^2 \mu(Q) \leq 4\Lambda^{-\frac{1}{m}} \sum_{S \in G(Q,M)} \left( \frac{\ell(S)}{\ell(Q)} \right)^{1/2} \sum_{P \in \text{big}_\lambda(S)} \Theta(P)^2 \mu(P),
\]

which proves the first statement of the lemma.

Concerning the second statement, notice that by (4.7), (4.8), and (4.8), we have
\[
\Theta(S)^2 \mu(S) \leq 2 \sum_{P \in \text{hd}^{(Q,M)}(Q); P \subset S} \left( \frac{\ell(P)}{\ell(S)} \right)^{1/2} \Theta(P)^2 \mu(P)
\]
\[
\leq 4 \sum_{P \in \text{big}_\lambda(S)} \left( \frac{\ell(P)}{\ell(S)} \right)^{1/2} \Theta(P)^2 \mu(P)
\]
\[
\leq 4\Lambda^{-\frac{2}{m}} \sum_{P \in \text{big}_\lambda(S)} \Theta(P)^2 \mu(P).
\]

\[\square\]

We denote
\[
\text{DB} := \text{DB}(M_0) = \bigcup_{M \supseteq M_0} (\text{DB}(M) \setminus \text{DB}(2M)).
\]

Remark that the last identity holds because of the polynomial growth of $\mu$. For each $Q \in \text{DB}$, choose $M(Q)$ such that $Q \in \text{DB}(M(Q)) \setminus \text{DB}(2M(Q))$. We denote by $\text{GDF}$ (which stands for “good dominating family”) the family of the cubes $S \in \mathcal{D}_\mu^P$ belonging to $G(Q,M(Q))$ for some $Q \in \text{DB}$. In particular, by the preceding lemma, the cubes $S \in \text{GDF}$ satisfy the property that there exists a family $\mathcal{I}_S \subset \mathcal{D}_\mu^P(S)$ such that
\[
(4.9) \quad \Theta(P) = \Lambda \Theta(S) \quad \text{and} \quad \ell(P) \geq \lambda_0 \ell(S) \quad \text{for all } P \in \mathcal{I}_S.
\]
(with $\lambda_0 = \lambda_0(\Lambda)$ as in \eqref{4.5}), and
\begin{equation}
\mu(S) \leq 4\Lambda^{2 - \frac{1}{2n}} \sum_{P \in I_S} \mu(P).
\end{equation}

For a family $I \subset \mathcal{D}_\mu$, we denote
\[\sigma(I) = \sum_{P \in I} \Theta(P)^2 \mu(P),\]
and for $p \geq 1$,
\[\sigma_p(I) = \sum_{P \in I} \Theta(P)^p \mu(P),\]
so that $\sigma(I) = \sigma_2(I)$. Observe that, for $S \in \text{GDF}$,
\begin{equation}
\sigma(I_S) = \Lambda^2 \Theta(S)^2 \sum_{P \in I_S} \mu(P) \geq \frac{1}{4} \Lambda^{\frac{1}{2n}} \sigma(S),
\end{equation}
by \eqref{4.10}.

\textbf{Lemma 4.3.} We have
\[\sum_{Q \in \text{DB}} \mathcal{E}_\infty(9Q) \lesssim \Lambda^{-\frac{1}{2n}} \sum_{S \in \text{GDF}} \sigma(I_S).\]

\textit{Proof.} For each $Q \in \text{DB}$, choose $M = M(Q)$ such that $Q \in \text{DB}(M) \setminus \text{DB}(2M)$. By the definition of $\mathcal{E}_\infty(9Q)$, we have
\[\mathcal{E}_\infty(9Q) \lesssim M(Q)^2 \Theta(Q)^2 \mu(Q).
\]
Then, by Lemma \ref{4.2} we get
\[
\sum_{Q \in \text{DB}} \mathcal{E}_\infty(9Q) \lesssim \Lambda^{-\frac{1}{2n}} \sum_{Q \in \text{DB}} \sum_{S \in \text{GDF}: S \supseteq 9Q} \left( \frac{\ell(S)}{\ell(Q)} \right)^{1/2} \sum_{P \in \text{big}_A(S)} \Theta(P)^2 \mu(P)
\]
\[
\lesssim \Lambda^{-\frac{1}{2n}} \sum_{Q \in \text{DB}} \sum_{S \in \text{GDF}: S \supseteq 9Q} \left( \frac{\ell(S)}{\ell(Q)} \right)^{1/2} \sigma(I_S)
\]
\[
= \Lambda^{-\frac{1}{2n}} \sum_{S \in \text{GDF}} \sigma(I_S) \sum_{Q \in \text{DB}: 9Q \supseteq S} \left( \frac{\ell(S)}{\ell(Q)} \right)^{1/2}
\]
\[
\lesssim \Lambda^{-\frac{1}{2n}} \sum_{S \in \text{GDF}} \sigma(I_S).
\]
\[\Box\]

\textbf{Lemma 4.4.} Let $\delta_0 \in (0, 1)$. Let $S, P, P' \in \mathcal{D}_\mu$ be such that $P \subset P' \subset S$. Suppose that
\[\Theta(P) \geq \Lambda \Theta(S) \quad \text{and} \quad \Theta(P') \leq \delta_0 \Theta(S).
\]
Then we have
\[c_1 \ell(P) \leq (\delta_0 \Lambda^{-1})^{1/n} \ell(P') \leq (\delta_0 \Lambda^{-1})^{1/n} \ell(S).
\]
Proof. This is an immediate consequence of the following:

\[ \Theta(P') \frac{\ell(P')^n}{\ell(P)^n} \geq \Theta(P) \geq c\Lambda \Theta(S) \geq c\Lambda \delta_0^{-1} \Theta(P'). \]

\[ \square \]

Remark 4.5. Let

(4.12) \[ \lambda = \lambda_0(\Lambda) = \frac{c_0}{\Lambda^4}. \]

By the preceding lemma, if \((\delta_0\Lambda^{-1})^{1/n} < c_1\lambda\), or equivalently,

(4.13) \[ \delta_0 < c\Lambda^{1-4n}, \]

then, for any \(S \in \text{GDF}\) and \(P \in \mathcal{I}_S\), there does not exist any cube \(P' \in \mathcal{D}_\mu\) satisfying

\[ P \subset P' \subset S \quad \text{and} \quad \Theta(P) \leq \delta_0 \Theta(S). \]

Another easy (but important) property of the family \(\text{GDF}\) is stated in the next lemma.

Lemma 4.6. Let \(S_1, S_2 \in \text{GDF}\) be such that \(S_2 \subset S_1\) and \(\Theta(S_1) = \Theta(S_2)\). Then there exist \(Q \in \text{DB}\) and \(Q' \in \mathcal{D}_\mu\) such that \(Q' \subset 9Q\), \(\ell(Q) = \ell(Q')\) and \(S_1 \supset Q' \supset S_2\), with \(S_2 \in G(Q,M(Q))\) for some \(M(Q) \geq M_0\).

Proof. This is due to the fact, by definition, there exists \(Q \in \text{DB}\) such that \(S_2 \in G(Q,M)\) for some \(M = M(Q) \geq M_0\). So \(S_2 \in h^{k(Q,M)-\Lambda}(Q)\) and \(S_2 \subset 9Q\). Then \(\ell(Q) \leq \ell(S_1)\), because otherwise \(S_2 \notin h^{k(Q,M)-\Lambda}(Q)\) since \(S_2\) would not be maximal among the cubes \(S\) contained in \(9Q\) such that \(\Theta(S) \geq A_0^{k(Q,M)-\Lambda}(Q)\) (as \(S_1\) is also contained in \(9Q\) and \(\Theta(S_1) = A_0^{k(Q,M)-\Lambda}(\Theta(Q))\)). The fact that \(\ell(S_1) \geq \ell(Q) \geq \ell(S_2)\) implies the existence of a cube \(Q'\) such as the one in the lemma. \(\square\)

5. The cubes with moderate decrement of Wolff energy and the associated tractable trees

Given \(R \in \mathcal{D}_\mu^P\), we denote

\[ \text{HD}(R) = h^{k\Lambda}(R). \]

Also, we take \(\delta_0 \leq c\Lambda^{1-4n}\), so that (4.13) holds. We let \(\text{LD}(R)\) be the family of cubes \(Q \in \mathcal{D}_\mu\) which are maximal and satisfy

\[ \ell(Q) < \ell(R) \quad \text{and} \quad \Theta(Q) \leq \delta_0 \Theta(R). \]

We denote by \(\text{NDB}(R)\) (which stands for “near DB”) the family of cubes \(Q\) which do not belong to \(\text{LD}(R) \cup \text{HD}(R)\) and satisfy the following:

- \(\ell(Q) < \lambda \ell(R)\), with \(\lambda = c_0 \Lambda^{-4}\) as in (4.12), and
- there exists another cube \(Q' \in \text{DB}\) of the same generation as \(Q\) such that \(Q' \subset 20Q\).

We let \(\text{Bad}(R)\) be the family of maximal cubes from \(\text{LD}(R) \cup \text{HD}(R) \cup \text{NDB}(R)\) (not necessarily contained in \(R\)) and we denote

\[ \text{Stop}(R) = \text{Bad}(R) \cap \mathcal{D}_\mu(R). \]
Lemma 5.1. For any cube $R \in \text{GDF}$, we have $\mathcal{I}_R \subset (\text{HD}(R) \setminus \text{NDB}(R)) \cap \text{Stop}(R)$, and thus
\[
\sigma(\text{HD}(R) \cap \text{Stop}(R) \setminus \text{NDB}(R)) \geq \frac{1}{4} \Lambda^{\frac{1}{10n}} \sigma(R).
\]

Remark that $\mathcal{I}_R$ is the family of cubes defined in (4.11).

Proof. Recall that, by (4.11),
\[
\sigma(\mathcal{I}_R) \geq \frac{1}{4} \Lambda^{\frac{1}{10n}} \sigma(R).
\]
By the choice of $\delta_0$ and Remark 4.5, there does not exist any $Q \in \text{LD}(R)$ which contains any cube from $\mathcal{I}_R$. Also, the cubes from $Q \in \mathcal{I}_R$ satisfy $\ell(Q) \geq \lambda \ell(R)$ and so there does exist any cube $Q' \in \text{NDB}(R)$ such that $Q \subset Q' \subset R$. So $\mathcal{I}_R \subset \text{HD}(R) \cap \text{Stop}(R) \setminus \text{NDB}(R)$. The last statement in the lemma follows from (4.10). \qed

We say that a cube $R \in \mathcal{D}^P_\mu$ has moderate decrement of Wolff energy, and we write $R \in \text{MDW}$, if
\[
\sigma(\text{HD}(R) \cap \text{Stop}(R) \setminus \text{NDB}(R)) \geq B^{-1} \sigma(R),
\]
where
\[
B = \Lambda^{\frac{1}{10m}}.
\]
In particular, by Lemma 5.1, GDF $\subset$ MDW. In this section we will show how to associate to each $R \in \text{MDW}$ a suitable family of tractable trees (to be defined later).

Now we introduce the enlarged cubes $e_j(R)$. Given $j \geq 0$ and $R \in \mathcal{D}_{\mu,k}$, we let
\[
e_j(R) = R \cup \bigcup Q,
\]
where the last union runs over the cubes $Q \in \mathcal{D}_{\mu,k+1}$ such that
\[
dist(x_R, Q) < \frac{\ell(R)}{2} + 2j\ell(Q).
\]
Notice that, since $\text{diam}(Q) \leq \ell(Q)$,
\[
supp \mu \cap B(x_R, \frac{1}{2}\ell(R) + 2j\ell(Q)) \subset e_j(R) \subset B(x_R, \frac{1}{2}\ell(R) + (2j + 1)\ell(Q)).
\]
Also, we have
\[
e_j(R) \subset 2R \quad \text{for } 0 \leq j \leq \frac{3}{4}A_0,
\]
since, for any $Q \in \mathcal{D}_{\mu,k+1}$ satisfying (5.1), its parent satisfies $\hat{Q}$
\[
dist(x_R, \hat{Q}) < \frac{\ell(R)}{2} + 2jA_0^{-1}\ell(\hat{Q}) \leq 2\ell(R).
\]
For $R \in \text{MDW}$, we let
\[
\text{Stop}(e_j(R)) = \text{Bad}(R) \cap \mathcal{D}_\mu(e_j(R)),
\]
where $\mathcal{D}_\mu(e_j(R))$ stands for the subfamily of the cubes from $\mathcal{D}_\mu$ which are contained in $e_j(R)$ and have side length at most $\ell(R)$.

Lemma 5.2. For any $R \in \text{MDW}$ there exists some $j$, with $10 \leq j \leq A_0/4$ such that
\[
\sigma(\text{HD}(R) \cap \text{Stop}(e_j(R)) \setminus \text{NDB}(R)) \leq B^{1/4} \sigma(\text{HD}(R) \cap \text{Stop}(e_{j-10}(R)) \setminus \text{NDB}(R)),
\]
assuming $A_0$ big enough (possibly depending on $n$).
We write \( \Lambda \) since and analogously replacing \( e \). So we deduce that
\[
\sigma(\widetilde{\mathrm{HD}}(R) \cap \text{Stop}(e_{j_0}(R))) \geq B^{1/4} \sigma(\widetilde{\mathrm{HD}}(R) \cap \text{Stop}(e_{j_0-10}(R))) \\
\geq \ldots \geq (B^{\frac{1}{4}})^{j_0-1} \sigma(\widetilde{\mathrm{HD}}(R) \cap \text{Stop}(R)) \geq B^{\frac{j_0-1}{4}} \sigma(R).
\]
By (5.3), we have \( e_{j_0}(R) \subset 2R \) and thus
\[
\sigma(\widetilde{\mathrm{HD}}(R) \cap \text{Stop}(e_{j_0}(R))) \leq \sum_{Q \in \widetilde{\mathrm{HD}}(R) \cap \text{Stop}(e_{j_0}(R))} \Lambda^2 \Theta(R)^2 \mu(Q) \leq \Lambda^2 \Theta(R)^2 \mu(2R).
\]
Since \( R \) is \( \mathcal{P} \)-doubling so from \( \mathcal{D}^{db}_{\mu} \), denoting by \( \tilde{R} \) the parent of \( R \), we derive
\[
(5.5) \quad \mu(2R) \leq \mu(2B_{\tilde{R}}) \leq \ell(\tilde{R})^{n+1} \ell(\tilde{R})^{-n} \mathcal{P}(R) \leq C_d A_0^{n+1} \mu(2B_{\tilde{R}}) \leq C_0 C_d A_0^{n+1} \mu(R).
\]
So we deduce that
\[
B^{\frac{j_0-1}{4}} \sigma(R) \leq C_0 C_d A_0^{n+1} \Lambda^2 \sigma(R),
\]
or equivalently, recalling the choice of \( B \) and \( C_d \),
\[
\Lambda \frac{1}{\mu_0} \left( \frac{4}{10^{-4}} \right)^{-2} \leq 4C_0 A_0^{2n+1}.
\]
Since \( \Lambda \geq A_0^2 \) and \( j_0 \approx A_0 \), it is clear that this inequality is violated if \( A_0 \) is big enough. \( \Box \)

Given \( R \in \text{MDW} \), let \( j \geq 10 \) be minimal such that (5.4) holds. We denote \( h(R) = j - 10 \). We write
\[
e(R) = e_{h(R)}, \quad e'(R) = e_{h(R)+1}, \quad e''(R) = e_{h(R)+2}, \quad e^{(k)}(R) = e_{h(R)+k}(R),
\]
for \( k \geq 1 \). We let
\[
B(e(R)) = B(x_R, \left( \frac{1}{2} + 2A_0^{-1} h(R) \right) \ell(R)), \\
B(e'(R)) = B(x_R, \left( \frac{1}{2} + 2A_0^{-1} (h(R) + 1) \right) \ell(R)), \\
B(e''(R)) = B(x_R, \left( \frac{1}{2} + 2A_0^{-1} (h(R) + 2) \right) \ell(R)), \\
B(e^{(k)}(R)) = B(x_R, \left( \frac{1}{2} + 2A_0^{-1} (h(R) + k) \right) \ell(R)).
\]
By construction we have
\[
B(e'(R)) \cap \text{supp} \mu \subset e'(R),
\]
and analogously replacing \( e'(R) \) by \( e(R) \) or \( e''(R) \). Remark also that
\[
e(R) \subset B(e'(R)) \quad \text{and} \quad \text{dist}(e(R), \partial B(e'(R))) \geq A_0^{-1} \ell(R),
\]
and, analogously,
\[
e'(R) \subset B(e''(R)) \quad \text{and} \quad \text{dist}(e'(R), \partial B(e''(R))) \geq A_0^{-1} \ell(R).
\]
Lemma 5.3. For each $R \in \text{MDW}$ we have
\[ B(e''(R)) \subset (1 + 8A_0^{-1}) B(e(R)) \subset B(e^{(6)}(R)), \]
and more generally, for $k \geq 2$ such that $h(R) + k - 2 \leq A_0/2$,
\[ B(e^{(k)}(R)) \subset (1 + 8A_0^{-1}) B(e^{(k-2)}(R)) \subset B(e^{(k+4)}(R)). \]
Also,
\[ B(e^{(10)}(R)) \subset B(x_R, \frac{3\ell(R)}{2}). \]

This lemma is proven exactly in the same way as [DT] Lemma 4.4 and so we omit the proof.

Next we need to define some families of cubes that can be considered as “generalized trees”. First we introduce some additional notation regarding the stopping cubes. For $R \in \text{MDW}$ we write $\text{Stop}(e'(R)) = \text{Stop}(e_{h(R)+1}(R))$. Also, we denote
\[ \text{HD}_1(R) = \text{Stop}(R) \cap \text{HD}(R) \setminus \text{NDB}(R), \]
\[ \text{HD}_1(e(R)) = \text{Stop}(e(R)) \cap \text{HD}(R) \setminus \text{NDB}(R), \]
and
\[ \text{HD}_1(e'(R)) = \text{Stop}(e'(R)) \cap \text{HD}(R) \setminus \text{NDB}(R). \]

Also, we set
\[ \text{HD}_2(e'(R)) = \bigcup_{Q \in \text{HD}_1(e'(R))} (\text{Stop}(Q) \cap \text{HD}(Q) \setminus \text{NDB}(Q)) \]
and
\[ \text{Stop}_2(e'(R)) = (\text{Stop}(e'(R)) \setminus \text{HD}_1(e'(R))) \cup \bigcup_{Q \in \text{HD}_1(e'(R))} \text{Stop}(Q). \]

Given $R \in \text{MDW}$, we let $\mathcal{T}_{\text{Stop}}(e'(R))$ be the family of cubes made up of $R$ and all the cubes of the next generations which are contained in $e'(R)$ but are not strictly contained in any cube from $\text{Stop}_2(e'(R))$.

We define now the family of negligible cubes. We say that a cube $Q \in \mathcal{T}_{\text{Stop}}(e'(R))$ is negligible for $\mathcal{T}_{\text{Stop}}(e'(R))$, and we write $Q \in \text{Neg}(e'(R))$ if there does not exist any cube from $\mathcal{T}_{\text{Stop}}(e'(R))$ that contains $Q$ and is $\mathcal{P}$-doubling.

Lemma 5.4. Let $R \in \text{MDW}$. If $Q \in \text{Neg}(e'(R))$, then $Q \subset e'(R) \setminus R$, $Q$ is not contained in any cube from $\text{HD}_1(e'(R))$, and
\[ \ell(Q) \gtrsim \frac{1}{16} A_1 \ell(R). \]

This lemma is proven in the same way as [DT] Lemma 4.5 and so we omit the proof.

The cubes from $\text{Stop}_2(e'(R))$ need not be $\mathcal{P}$-doubling. This may cause some problems for some of the estimates involving the Riesz transform localized around the trees $\mathcal{T}_{\text{Stop}}(e'(R))$ that will be required later. For this reason, we need to consider enlarged versions of them. For $R \in \text{MDW}$, we let $\text{End}(e'(R))$ be family made up of the following cubes:
- the cubes from $\text{Stop}_2(e'(R)) \cap \text{Neg}(e'(R))$,
- the cubes that are contained in any cube from $\text{Stop}_2(e'(R)) \setminus \text{Neg}(e'(R))$, which are $\mathcal{P}$-doubling, and moreover are maximal.
Notice that all the cubes from $\text{End}(e'(R))$ are $\mathcal{P}$-doubling, with the possible exception of the ones from $\text{Neg}(e'(R))$. We let $\mathcal{T}(e'(R))$ be the family of cubes that are contained in $e'(R)$ and are not strictly contained in any cube from $\text{End}(e'(R))$.

Given $R \in \text{MDW}$, we say that $\mathcal{T}(e'(R))$ is tractable (or that $R$ is tractable) if
\[
\sigma(\text{HD}_2(e'(R))) \leq B \sigma(\text{HD}_1(e(R))).
\]
In this case we write $R \in \text{Trc}$.

Our next objective consists in showing how we can associate a family of tractable trees to any $R \in \text{GDF}$, so that, roughly speaking, we can reduce the estimate of $\sigma(\text{DB})$ to estimating the Haar coefficients of $\mathcal{R}_\mu$ from below on such family of tractable cubes. First we need the following lemma.

\textbf{Lemma 5.5.} Let $R \in \text{MDW}$ be such that $\mathcal{T}(e'(R))$ is not tractable. Then there exists a family $\mathcal{GH}(R) \subset \text{HD}_1(e'(R)) \cap \text{MDW}$ satisfying:

(a) The balls $B(e'(Q))$, with $Q \in \mathcal{GH}(R)$ are pairwise disjoint.

(b) For every $Q \in \mathcal{GH}(R)$, $\sigma(\text{HD}_1(e(Q))) \geq \sigma(\text{HD}_1(Q)) \geq B^{1/2} \sigma(Q)$.

(c) $B^{1/4} \sum_{Q \in \mathcal{GH}(R)} \sigma(\text{HD}_1(e(Q))) \gtrsim \sigma(\text{HD}_2(e'(R)))$.

This lemma is proven in the same way as [DT, Lemma 4.6] and so we omit the proof again.

Remark that the property (c) and the fact that $R \notin \text{Trc}$ yield
\[
\sum_{Q \in \mathcal{GH}(R)} \sigma(\text{HD}_1(e(Q))) \gtrsim B^{3/4} \sigma(\text{HD}_1(e(R))),
\]
which will be suitable for iteration in the arguments below.

Given $R \in \text{GDF}$, we will construct now a subfamily of cubes from $\mathcal{D}_\mu^P$ generated by $R$, which we will denote by $\text{Gen}(R)$, by iterating the construction of Lemma 5.5. We follow the next algorithm. Given $R \in \text{GDF}$, we denote
\[
\text{Gen}_0(R) = \{R\}.
\]
If $R \in \text{Trc}$, we set $\text{Gen}_1(R) = \emptyset$, and otherwise
\[
\text{Gen}_1(R) = \mathcal{GH}(R),
\]
where $\mathcal{GH}(R)$ is defined in Lemma 5.5. For $j \geq 2$, we set
\[
\text{Gen}_j(R) = \bigcup_{Q \in \text{Gen}_{j-1}(R) \setminus \text{Trc}} \mathcal{GH}(Q),
\]
where $\mathcal{GH}(Q)$ is defined in Lemma 5.5. For $j \geq 0$, we also set
\[
\text{Trc}_j(R) = \text{Gen}_j(R) \cap \text{Trc},
\]
and
\[
\text{Gen}(R) = \bigcup_{j \geq 0} \text{Gen}_j(R), \quad \text{Trc}(R) = \bigcup_{j \geq 0} \text{Trc}_j(R).
\]
From the construction above, we get the following lemma, which is proven in the same way as [DT, Lemma 4.7] and so we omit the proof.

**Lemma 5.6.** For $R \in \text{GDF}$, we have

$$\bigcup_{Q \in \text{Gen}(R) \cup \text{Trc}(R)} Q \subset B(e''(R)).$$

Also,

$$\sigma(HD_1(e(R))) \leq \sum_{j \geq 0} B^{-j/2} \sum_{Q \in \text{Trc}_j(R)} \sigma(HD_1(e(Q))). \tag{5.9}$$

6. The layers $F^h_j$ and $L^h_j$ and the typical tractable trees

We denote

$$F_j = \{ R \in \text{GDF} : \Theta(R) = A_0^{n_j} \},$$

so that

$$\text{GDF} = \bigcup_{j \in \mathbb{Z}} F_j.$$

Next we split $F_j$ into layers $F^h_j$, $h \geq 1$, which are defined as follows: $F^1_j$ is the family of maximal cubes from $F_j$, and by induction $F^h_j$ is the family of maximal cubes from $F_j \setminus \bigcup_{k=1}^{h-1} F^h_j$. So we have the splitting

$$\text{GDF} = \bigcup_{j \in \mathbb{Z}} \bigcup_{h \geq 1} F^h_j.$$

Our next objective is to choose a suitable subfamily $L^h_j \subset F^h_j$, for each $j, h$. By Theorem 9.31 from [105], there is a family $J_0 \subset F^h_j$ such that

1) no ball $B(e^{(4)}(Q))$, with $Q \in J_0$, is contained in any other ball $B(e^{(4)}(Q'))$, with $Q' \in F^h_j$, $Q' \neq Q$,

2) the balls $B(e^{(4)}(Q))$, with $Q \in J_0$, have finite superposition, and

3) every ball $B(e^{(4)}(Q))$, with $Q \in F^h_j$ is contained in some ball $(1 + 8A_0^{-1}) B(e^{(4)}(R))$, with $R \in J_0$. Consequently,

$$\bigcup_{Q \in F^h_j} B(e^{(4)}(Q)) \subset \bigcup_{R \in J_0} (1 + 8A_0^{-1}) B(e^{(4)}(R)).$$

From the finite superposition property 2), by rather standard arguments which are analogous to the ones in the proof of Besicovitch’s covering theorem in [Ma, Theorem 2.7], say, one deduces that $J_0$ can be split into $m_0$ subfamilies $J_1, \ldots, J_{m_0}$ such that, for each $k$, the balls $\{B(e^{(4)}(Q)) : Q \in J_k\}$ are pairwise disjoint, with $m_0 \leq C(A_0)$.

\footnote{Actually the property 1) is not stated in that theorem, however this can be obtained by preselecting a subfamily of maximal balls from $F^h_j$ with respect to inclusion and then applying the theorem to the maximal subfamily.}
By the condition 3), we get

\[
\sum_{Q \in F^h_j} \sigma(\text{HD}_1(Q)) = \Lambda^2 A_0^{2nj} \sum_{Q \in F^h_j} \sum_{P \in \text{HD}_1(Q)} \mu(P) \\
\leq \Lambda^2 A_0^{2nj} \sum_{R \in J_0} \sum_{Q \in F^h_j : P \in \text{HD}_1(Q)} \mu(P). \\
B(e^{(4)}(Q)) \subset (1 + 8A_0^{-1})B(e^{(4)}(R))
\]

Observe that, for \( R \in J_0 \) and \( Q \in F^h_j \) such that \( B(e^{(4)}(Q)) \subset (1 + 8A_0^{-1})B(e^{(4)}(R)) \), any cube \( P \in \text{HD}_1(Q) \) is contained in some cube from \( \text{HD}_1(e^{(10)}(R)) \) since \( \text{supp} \mu \cap (1 + 8A_0^{-1})B(e^{(4)}(R)) \subset e^{(10)}(R) \), by Lemma 5.3 Using also that the cubes from \( F^h_j \) are disjoint and Lemma 5.2, we deduce that

\[
\sum_{Q \in F^h_j} \sigma(\text{HD}_1(Q)) \leq \Lambda^2 A_0^{2nj} \sum_{R \in J_0} \sum_{P \in \text{HD}_1(e^{(10)}(R))} \mu(P) \\
= \sum_{R \in J_0} \sigma(\text{HD}_1(e^{(10)}(R))) \leq B^{1/4} \sum_{R \in J_0} \sigma(\text{HD}_1(e(R))).
\]

Next we choose \( L^h_j = J_k \) to be the family such that

\[
\sum_{Q \in J_k} \sigma(\text{HD}_1(e(Q)))
\]

is maximal among \( J_1, \ldots, J_{m_0} \), so that

\[
\sum_{Q \in F^h_j} \sigma(\text{HD}_1(Q)) \leq m_0 B^{1/4} \sum_{Q \in L^h_j} \sigma(\text{HD}_1(e(Q))).
\]

So we have:

**Lemma 6.1.** The family \( L^h_j \) satisfies:

(i) no ball \( B(e^{(4)}(Q)) \), with \( Q \in L^h_j \), is contained in any other ball \( B(e^{(4)}(Q')) \), with \( Q' \in F^h_j \), \( Q' \neq Q \),

(ii) the balls \( B(e^{(4)}(Q)) \), with \( Q \in L^h_j \), are pairwise disjoint, and

(iii)

\[
\sum_{Q \in F^h_j} \sigma(\text{HD}_1(Q)) \leq m_0 B^{1/4} \sum_{Q \in L^h_j} \sigma(\text{HD}_1(e(Q))).
\]

We denote

\[
L_j = \bigcup_{h \geq 1} L^h_j, \quad L = L(GDF) = \bigcup_{j \in \mathbb{Z}} L_j = \bigcup_{j \in \mathbb{Z}} \bigcup_{h \geq 1} L^h_j.
\]
Let $R$ be such that this case, by Lemma 5.4, where $h$ is defined. Then (6.2) holds.

To prove (6.2), let $R$ be such that the family $Neg(\cdot)$ satisfies $\epsilon \leq \log \Lambda$ or equivalently, $\epsilon \leq C_q \log \Lambda$. Thus, $R$ belongs to at most $C'' \log \Lambda$ families $L_j$ such that there exists $Q \in \text{Trc}_k(R)$ such that $Q \in T(e'(Q)) \cap \text{Neg}(e'(Q))$. In this case, by Lemma 6.1 (iii), $\ell(P) \geq \delta_0^{-2} \ell(Q)$. Hence, there are at most $C |\log \delta_0| \approx \log \Lambda$ cubes $Q$ such that $P \in T(e'(Q)) \cap \text{Neg}(e'(Q))$, which in turn implies that again there are at most $C'' \log \Lambda$ families $L_j$ such that there exists $Q \in \text{Trc}_k(R)$ satisfying $P \in T(e'(Q)) \cap \text{Neg}(e'(Q))$.

By the previous discussion, to prove the lemma, it is enough to show that, for each $j \in \mathbb{Z}$, $P \in D_{\mu}$, $k \geq 0$,

\begin{equation}
\# L_j(P,k) \leq C \log \Lambda,
\end{equation}

where

$L_j(P,k) = \{ R \in L_j : \exists Q \in \text{Trc}_k(R) \text{ such that } P \in T(e'(Q)) \}.$

To prove (6.2), let $R_0$ be a cube in $L_j(P,k)$ with maximal side length, and let $h_0$ be such that $R_0 \in L_{j}^{h_0}(P,k) \equiv L_j(P,k) \cap L_{j}^{h_0}$.

**Claim 6.3.** Let $R_1$ be another cube from $L_j(P,k)$, and let $h_1$ be such that $R_1 \in L_{j}^{h_1}(P,k)$. Then $h_1 \geq h_0$.
Proof. Suppose that \( h_1 < h_0 \). Let \( R_0^{h_1} \) be the cube that contains \( R_0 \) and belongs to \( F_j^{h_1} \). Observe that, by Lemma 5.6

\[
P \subset B(e''(R_0)) \cap B(e''(R_1)) \subset B(x_{R_0}, \frac{3}{2} \ell(R_0)) \cap B(x_{R_1}, \frac{3}{2} \ell(R_1)).
\]

Since \( \ell(R_0) \geq \ell(R_1) \), we infer that

\[
B(x_{R_1}, \frac{3}{2} \ell(R_1)) \subset B(x_{R_0}, \frac{9}{2} \ell(R_0)).
\]

As \( x_{R_0} \in B(x_{R_0}^{h_1}, \frac{1}{2} \ell(R_0^{h_1})) \) and \( \ell(R_0) \leq A_0^{-1} \ell(R_0^{h_1}) \), we deduce that

\[
B(x_{R_0}, \frac{9}{2} \ell(R_0)) \subset B(x_{R_0}^{h_1}, \frac{1}{2} \ell(R_0^{h_1}) + \frac{9}{2} \ell(R_0)) \subset B(x_{R_0}^{h_1}, \frac{1}{2} \ell(R_0^{h_1}) + \frac{9}{2} A^{-1} \ell(R_0^{h_1}))
\]

\[
\subset B(x_{R_0}^{h_1}, (\frac{1}{2} + 8 A^{-1}) \ell(R_0^{h_1})) \subset B(e(4)(R_0^{h_1})),
\]

where the last inclusion follows from the definition of \( B(e(4)(R_0^{h_1})) \). Then we deduce that

\[
B(e(4)(R_1)) \subset B(x_{R_1}, \frac{3}{2} \ell(R_1)) \subset B(e(4)(R_0^{h_1})),
\]

which contradicts the property (i) of the family \( L_j^{h_1} \) in Lemma 6.1 because \( R_1 \neq R_0^{h_1} \). \( \square \)

**Claim 6.4.** Let \( R_1 \) be another cube from \( L_j(P, k) \), and let \( h_1 \) be such that \( R_1 \in L_j^{h_1}(P, k) \). Then

\[
h_1 \leq h_0 + C \log \Lambda.
\]

**Proof.** Suppose that \( h_1 > h_0 + 1 \). This implies that there are cubes \( \{ R_1^h \}_{h_0 + 1 \leq h \leq h_1 - 1} \) such that \( R_1^h \in F_j^h \), with

\[
R_1^{h_0 + 1} \supset R_1^{h_0 + 2} \supset \ldots \supset R_1^{h_1 - 1} \supset R_1^{h_1} = R_1.
\]

Observe now that \( \ell(R_1^{h_0 + 1}) \leq \ell(R_0) \). Otherwise, there exists some cube \( R_1^{h_0} \in F_j^{h_0} \) that contains \( R_1^{h_0 + 1} \) with

\[
\ell(R_1^{h_0}) \geq A_0 \ell(R_1^{h_0 + 1}) \geq A_0 \ell(R_0),
\]

Since \( P \subset B(e''(R_0)) \cap B(e''(R_1)) \), arguing as in the previous claim, we deduce that \( B(e(4)(R_0)) \subset B(e(4)(R_1^{h_0})) \), which contradicts again the property (i) of the family \( L_j^{h_0} \), as above. So we have

\[
\ell(R_1^h) \leq \ell(R_1^{h_0 + 1}) \leq \ell(R_0) \quad \text{for } h \geq h_0 + 1.
\]

By the construction of \( \text{Tr}c_k(R_0) \), there exists a sequence of cubes \( S_0 = R_0, S_1, S_2, \ldots, S_k = Q \) such that

\[
S_{i+1} \in \text{GH}(S_i) \quad \text{for } i = 0, \ldots, k - 1,
\]

and \( P \in T(e(S_k)) \). In case that \( P \) is contained in some \( Q' \in \text{HD}_1(e'(Q)) = \text{HD}_1(e'(S_k)) \), we write \( S_{k+1} = Q' \), and we let \( \tilde{k} := k + 1 \). Otherwise, we let \( \tilde{k} := k \). In any case, obviously we have \( \ell(S_{i+1}) < \ell(S_i) \) for all \( i \). So, for each \( h \) with \( h_0 + 1 \leq h \leq h_1 \) there is some \( i = i(h) \) such that

\[
\ell(S_i) > \ell(R_1^h) \geq \ell(S_{i+1}),
\]

with \( 0 \leq i \leq \tilde{k} \), where we understand that \( S_{\tilde{k}+1} = P \). We claim that either \( i \leq 1 \) or \( i = \tilde{k} \), with the implicit constant depending on \( n \). Indeed, in the case \( i < \tilde{k} \), let \( T \in \mathcal{D}_\mu \) be such
that \( T \supset S_{i+1} \) and \( \ell(T) = \ell(R_i^h) \). Notice that, since \( 2R_i^h \cap 2T \neq \emptyset \) (because both \( R_i^h \) and \( 2T \) contain \( P \)) and \( \ell(R_i^h) = \ell(T) \), we have

\[
(6.5) \quad \mathcal{P}(T) \approx \mathcal{P}(R_i^h) \approx \Theta(R_i^h) = \Theta(R_0).
\]

On the other hand,

\[
(6.6) \quad \Theta(T) \geq \delta_0 \Theta(S_i)
\]

because otherwise either \( T \in \text{LD}(S_i) \) or it is contained in some cube from \( \text{LD}(S_i) \cup \text{NDB}(S_i) \). In any case, this would imply that \( S_{i+1} \) does not belong to \( \text{HD}(e'(S_i)) \). Thus, from (6.5) and (6.6) we derive that

\[
\Theta(R_0) \geq \delta_0 \Theta(S_i) = \delta_0 \Lambda^i \Theta(R_0).
\]

Hence \( \Lambda^i \lesssim \delta_0^{-1} \), which yields \( i \gtrsim \Lambda \) if \( i < \bar{k} \), as claimed.

The preceding discussion implies that, in order to prove (6.3), it suffices to show that, for each fixed \( i = 0, \ldots, \bar{k} \), there are at most \( C \log \Lambda \) cubes \( R_i^h \) satisfying (6.4). To this end, suppose first that \( i < \bar{k} \). It is easy to check that there is at most one cube \( R_i^h \) satisfying (6.4) such that

\[
(6.7) \quad \ell(R_i^h) \leq \lambda \ell(S_i).
\]

Indeed, if otherwise \( R_i^h \) and \( R_i^{h'} \) are such that

\[
(6.8) \quad \lambda \ell(S_i) \geq \ell(R_i^h) > \ell(R_i^{h'}) > \ell(S_{i+1}),
\]

then, by Lemma 4.6, there exist \( T_a \in \text{DB} \) and \( T_b \in \mathcal{D}_\mu \) such that \( T_a \subset 9T_a, \ell(T_a) = \ell(T_b) \) and \( R_i^h \supseteq T_b \supseteq R_i^{h'} \). Now, let \( T_c \in \mathcal{D}_\mu \) be such that \( T_c \supseteq S_{i+1} \) and \( \ell(T_c) = \ell(T_a) \). Since \( T_a \in \text{DB} \), we infer that \( T_c \in \text{NDB}(S_i) \), taking into account that \( 2T_b \cap 2T_c \neq \emptyset \), \( T_b \subset 9T_a \), and \( \ell(T_c) > \lambda \ell(S_i) \). This is a contradiction, because this would imply that either \( T_c \in \text{Stop}(e'(S_i)) \) or \( T_c \) is contained in some cube from \( \text{Stop}(e'(S_i)) \), which ensures that \( S_{i+1} \notin \text{GH}(S_i) \) (notice that we are using the fact that \( i < k \)). So (6.7) holds. Clearly this implies that there are at most \( C \lceil \log \lambda \rceil \approx \log \Lambda \) cubes \( R_i^h \) satisfying (6.4).

In the case \( i = \bar{k} \), the same argument as above shows that if \( R_1^h \) and \( R_0^{h'} \) satisfy (6.8), then the cube \( T_c \) in the preceding paragraph belongs to \( \text{NDB}(S_{\bar{k}}) \) again. So again either \( T_c \in \text{Stop}(e'(S_{\bar{k}})) \) or \( T_c \) is contained in some cube from \( \text{Stop}(e'(S_{\bar{k}})) \). As a consequence, by the definition of the family \( \text{End}(e'(R)) \) and Lemma 3.2, if we denote by \( T_m \) the \( m \)-th descendant of \( T_c \) which contains \( P \), it follows that

\[
\Theta(T_m) \lesssim A_0^{-m/2} \mathcal{P}(T_c) \approx A_0^{-m/2} \mathcal{P}(T_b) \leq A_0^{-m/2} \mathcal{P}(R_0^{h'}) \quad \text{for all } m \geq 1.
\]

The last inequality follows from the fact that we can assume that \( R_0^{h'} \in \text{GB}(T_a, M) \), for some \( M \geq M_0 \), by Lemma 4.6. Since any cube \( R_0^{h''} \) with \( h'' > h' \) is contained in a cube \( 2T_m \) with \( \ell(T_m) \approx \ell(R_0^{h''}) \) for some \( m \geq h' - h'' - 1 \), we deduce that

\[
\Theta(R_0^{h''}) \lesssim \Theta(2T_m) \lesssim \Theta(T_{m-1}) \lesssim A_0^{-(m-1)/2} \mathcal{P}(R_0^{h'}) \lesssim A_0^{-(h'-h'')/2} \mathcal{P}(R_0^{h'}) \approx A_0^{-(h'-h'')/2} \Theta(R_0^{h'}).
\]

Since \( \Theta(R_0^{h'}) = \Theta(R_0^{h''}) \), we get \( |h' - h''| \lesssim 1 \). Consequently, in the case \( i = \bar{k} \) there are again at most \( C \lceil \log \lambda \rceil \approx \log \Lambda \) cubes \( R_i^h \) satisfying (6.4). \[ \square \]
To prove the lemma, notice that each family $L_j^k(P,k)$ consists of a single cube, at most. Indeed, if $R \in L_j^k(P,k)$, then $P \subset B(e''(R))$. Thus if $R, R' \in L_j^k(P,k)$, then $B(e''(R)) \cap B(e''(R')) \neq \emptyset$, which cannot happen if $R \neq R'$. From this fact and the preceding claims, we infer that $\#L_j(P,k) \leq C \log \Lambda$, so that (6.2) holds.

For $R \in \text{L}(GDF), Q \in \text{Trc}_k(R)$, we write $P \sim T(e'(Q))$ if there exists some $P' \in T(e'(Q))$ such that

\[ A_0^2 \ell(P) \leq \ell(P') \leq A_0^3 \ell(P) \quad \text{and} \quad 20P' \cap 20P \neq \emptyset. \]

We say that $T(e'(Q))$ is a typical tractable tree, and we write $Q \in \text{Ty}$ if

\[ \sum_{P \in \text{DB}: P \sim T(e'(Q))} \mathcal{E}_\infty(9P) \leq \Lambda^{\frac{1}{2m}} \sigma(\text{HD}_1(e(Q))). \]

**Lemma 6.5.** We have

\[ \sum_{Q \in \text{DB}} \mathcal{E}_\infty(9Q) \lesssim \Lambda^{\frac{1}{2m}} (\log \Lambda)^2 \sum_{R \in \text{L}(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R) \cap \text{Ty}} \sigma(\text{HD}_1(e(Q))). \]

**Proof.** By Lemmas 4.3 and 5.1, we have

\[ \sum_{Q \in \text{DB}} \mathcal{E}_\infty(9Q) \lesssim \Lambda^{\frac{1}{2m}} \sum_{R \in \text{GDF}} \sigma(\text{HD}_1(R)). \]

Also, by (6.1) and Lemma 5.6

\[ \sum_{R \in \text{GDF}} \sigma(\text{HD}_1(R)) \leq m_0 B^{1/4} \sum_{R \in \text{L}(GDF)} \sigma(\text{HD}_1(e(R))) \leq m_0 B^{1/4} \sum_{R \in \text{L}(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R)} \sigma(\text{HD}_1(e(Q))). \]

Therefore,

\[ \sum_{Q \in \text{DB}} \mathcal{E}_\infty(9Q) \lesssim m_0 B^{1/4} \Lambda^{-\frac{1}{2m}} \sum_{R \in \text{L}(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R)} \sigma(\text{HD}_1(e(Q))) \]

\[ = m_0 B^{1/4} \Lambda^{-\frac{1}{2m}} \sum_{R \in \text{L}(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Ty}} \sigma(\text{HD}_1(e(Q))) \]

\[ + m_0 B^{1/4} \Lambda^{-\frac{1}{2m}} \sum_{R \in \text{L}(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R) \setminus \text{Ty}} \sigma(\text{HD}_1(e(Q))) \]

\[ =: S_1 + S_2. \]

By definition, for $Q \in \text{Trc}_k(R) \setminus \text{Ty}$, we have

\[ \sigma(\text{HD}_1(e(Q))) \leq \Lambda^{\frac{1}{2m}} \sum_{P \in \text{DB}: P \sim T(e'(R))} \mathcal{E}_\infty(9P). \]
Hence, the term $S_2$ in (6.11) does not exceed

$$m_0 B^{1/4} \Lambda^{-\frac{1}{2m}} \Lambda^{\frac{1}{4m}} \sum_{R \in L(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R) \setminus \mathcal{T}(e'(Q))} \sum_{P \in DB : P \sim e'(Q)} \mathcal{E}_\infty(9P) \lesssim m_0 B^{1/4} \Lambda^{-\frac{1}{2m}} \sum_{P \in DB} \mathcal{E}_\infty(9P) \sum_{k \geq 0} B^{-k/2} \#A(P, k),$$

where

$$A(P, k) = \{ R \in L(GDF) : P \sim e'(Q) \text{ for some } Q \in \text{Trc}_k(R) \}.$$ 

From the definition (6.9) and Lemma 6.2, it follows that

(6.12) $$\#A(P, k) \leq \sum_{P' \in DB : 20P' \cap 20P \neq \emptyset} \# \{ R \in L(GDF) : \exists Q \in \text{Trc}_k(R) \text{ such that } P' \in e'(Q) \} \lesssim \sum_{P' \in DB : 20P' \cap 20P \neq \emptyset} (\log \Lambda)^2 \lesssim (\log \Lambda)^2.$$ 

Therefore, the term $S_2$ in (6.11) satisfies

$$S_2 \lesssim m_0 B^{1/4} \Lambda^{-\frac{1}{2m}} (\log \Lambda)^2 \sum_{P \in DB} \mathcal{E}_\infty(9P) \sum_{k \geq 0} B^{-k/2} \lesssim m_0 B^{1/4} \Lambda^{-\frac{1}{2m}} (\log \Lambda)^2 \sum_{P \in DB} \mathcal{E}_\infty(9P).$$

Assuming that $B \leq \Lambda^{1/4}$, say, we deduce that

$$S_2 \leq \frac{1}{2} \sum_{P \in DB} \mathcal{E}_\infty(9P)$$

if $\Lambda$ is big enough. So we get

$$\sum_{Q \in DB} \mathcal{E}_\infty(9Q) \leq 2S_1,$$

which proves the lemma. \qed

7. LOWER ESTIMATES FOR THE RIESZ TRANSFORM OF THE APPROXIMATING MEASURE $\eta$ IN A TYPICAL TRactable TREE

In this section, for a given $R \in \text{MDW}$ such that $\mathcal{T}(e'(R))$ is tractable, we will define a suitable measure $\eta$ that approximates $\mu$ at the level of the cubes from $\mathcal{T}(e'(R))$ and we will get a lower bound for $\|R\eta\|_{L^p(\eta)}$. In the next section we will transfer these estimates to $\mathcal{R}\mu$.

---

2Here we are assuming that $\sum_{P \in DB} \mathcal{E}_\infty(9P) < \infty$. To ensure that this holds, if necessary we may replace the measure $\mu$ by another approximating measure of the form $\mu_\ell = \varphi_\ell * \mu$, where $\varphi_\ell$ is a $C^\infty$ bump function supported on $B(0, \ell)$, with $\|\varphi_\ell\|_1 = 1$. Then we prove Proposition 5.7 for $\mu_\ell$ with bounds independent of $\ell$, and finally we let $\ell \to \infty$. 

---
Let $R$ be a fixed cube from $\text{MDW} \cap \text{Trc}$. Recall that the family $\mathcal{T}(e'(R))$ was constructed by stopping time conditions involving the families $\text{LD}(\cdot)$, $\text{HD}(\cdot)$, and $\text{NDB}(\cdot)$. Next we need to define some regularized family of stopping cubes. First we consider the function \[
d_R(x) = \inf_{Q \in \mathcal{T}(e'(R))} \bigl(\text{dist}(x, Q) + \ell(Q)\bigr).\]

Given $0 < \ell_0 \ll \ell(R)$, we denote \[
(7.1) \quad d_{R,\ell_0}(x) = \max \bigl(\ell_0, d_R(x)\bigr).
\]

Notice that both $d_R$ and $d_{R,\ell_0}$ are 1-Lipschitz.

For each $x \in e'(R)$ we take the largest cube $Q_x \in \mathcal{D}_\mu$ such that $x \in Q_x$ and
\[
(7.2) \quad \ell(Q_x) \leq \frac{1}{60} \inf_{y \in Q_x} d_{R,\ell_0}(y).
\]

We consider the collection of the different cubes $Q_x$, $x \in e'(R)$, and we denote it by $\text{Reg}(e'(R))$ (this stands for “regularized cubes”). Observe that the cubes from $\text{Reg}$ are disjoint by construction, and they cover $e'(R)$.

The constant $\ell_0$ is just an auxiliary parameter that prevents $\ell(Q_x)$ from vanishing. Eventually $\ell_0$ will be taken extremely small. In particular, we assume $\ell_0$ small enough so that
\[
(7.3) \quad \mu\left(\bigcup_{Q \in \mathcal{D}_\mu, \ell(Q) \leq \ell_0} Q\right) \geq \frac{1}{2}\mu\left(\bigcup_{Q \in \mathcal{D}_\mu} Q\right).
\]

We let $\mathcal{T}_{\text{Reg}}(e'(R))$ be the family of cubes made up of $R$ and all the cubes of the next generations which are contained in $e'(R)$ but are not strictly contained in any cube from $\text{Reg}(e'(R))$.

**Lemma 7.1.** The cubes from $\text{Reg}(e'(R))$ are pairwise disjoint and satisfy the following properties:

(a) If $P \in \text{Reg}(e'(R))$ and $x \in B(x_P, 50\ell(P))$, then $10\ell(P) \leq d_{R,\ell_0}(x) \leq c\ell(P)$, where $c$ is some constant depending only on $n$.

(b) There exists some absolute constant $c > 0$ such that if $P, P' \in \text{Reg}(e'(R))$ satisfy $B(x_P, 50\ell(P)) \cap B(x_{P'}, 50\ell(P')) \neq \emptyset$, then
\[
c^{-1}\ell(P) \leq \ell(P') \leq c\ell(P).
\]

(c) For each $P \in \text{Reg}(e'(R))$, there are at most $N$ cubes $P' \in \text{Reg}(e'(R))$ such that $B(x_P, 50\ell(P)) \cap B(x_{P'}, 50\ell(P')) \neq \emptyset$,

where $N$ is some absolute constant.

The proof of this lemma is standard. See for example [To4, Lemma 6.6].

Next we introduce a measure $\eta$ which approximates $\mu|_{e'(R)}$ at the level of the cubes from $\text{Reg}(e'(R))$. We let
\[
\eta = \sum_{Q \in \text{Reg}(e'(R))} \mu(Q) \frac{L^{n+1}}{L^{n+1}(\frac{1}{2}B(Q))} \cdot \frac{1}{2}B(Q)
\]

Then we have:
Lemma 7.2. Let $R \in \text{MDW} \cap \text{Trc}$ and let $\eta$ be as above. Assume $\Lambda > 0$ big enough and let $c_2 \in (0, 1)$ be small enough (depending at most on the parameters of the David-Mattila lattice). Then there is a subset $V_R \subset \text{supp } \eta$ satisfying

\begin{equation}
\text{dist}(Q, \text{supp } \mu \setminus e'(R)) \gtrsim \ell(R) \quad \text{for all } Q \in \text{Reg}(e'(R)) \text{ such that } B_Q \cap V_R \neq \emptyset \text{ such that }
\int_{V_R} |(\mathcal{R}\eta(x)) - \frac{c_2}{2} \Theta(\text{HD}_1))^+|^p \, d\eta(x) \gtrsim \Lambda^{-p'\varepsilon_n} \sigma_p(\text{HD}_1(e'(R))),
\end{equation}

for any $p \in (1, 2]$, where $p' = p/(p - 1)$ and the implicit constant depends on $p$.

Recall that, for $\mathcal{I} \subset \mathcal{D}_\mu$,

$$
\sigma_p(\mathcal{I}) = \sum_{P \in \mathcal{I}} \Theta(P)^p \mu(P).
$$

In the lemma $\mathcal{R}\eta(x)$ is well defined by an absolutely convergent integral for all $x \in \mathbb{R}^{n+1}$ because $\eta$ is absolutely continuous with respect to Lebesgue measure in $\mathbb{R}^{n+1}$ and it has a bounded density function, since the cubes from the family $\text{Reg}$ have side length bounded away from 0, thanks to the parameter $\ell_0$.

The proof Lemma 7.2 is the same as the one in [DT] Lemma 6.14 and so we omit it here. Remark that the construction of the tractable tree $\mathcal{T}(e'(R))$ in that work does not involve the stopping condition $\text{NDB}(\cdot)$. However, the reader can check that this type of cubes do not play any role in the proof of [DT] Lemma 6.14, and exactly the same verbatim arguments are valid here.

The proof of the previous lemma is one main key points in the [DT]. The arguments to prove this are partially inspired by related results from [ENV], [RT], and [JNR].

8. Lower estimates for the Haar coefficients of $\mathcal{R}\mu$ for cubes near a typical tractable tree

In all this section we assume that $R \in \text{MDW}$ is such that $R \in \text{Trc} \cap \text{Ty}$, i.e., $\mathcal{T}(e'(R))$ is tractable and typical, and we consider the measure $\eta$ constructed in Section 7. Roughly speaking, our objective is to transfer the lower estimate we obtained for $\mathcal{R}\eta$ in Lemma 7.2 to the Haar coefficients of $\mathcal{R}\mu$ for cubes close to $\mathcal{T}(e'(R))$. Recall that $\mathcal{R}\mu(x)$ exists $\mu$-a.e. as a principal value under the assumptions of Proposition 3.7.

8.1. The operators $\mathcal{R}_{\text{Reg}}, \mathcal{R}_{\bar{T}}$, and $\Delta_{\bar{T}}\mathcal{R}$. To simplify notation, in this section we will write

$$
\text{End} = \text{End}(e'(R)), \quad \text{Reg} = \text{Reg}(e'(R)), \quad \mathcal{T} = \mathcal{T}(e'(R)), \quad \text{and } \mathcal{T}_{\text{Reg}} = \mathcal{T}_{\text{Reg}}(e'(R)).
$$

We need to consider an enlarged version of the generalized tree $\mathcal{T}$, due to some technical difficulties that arise because the cubes from $\text{Neg} := \text{Neg}(e'(R)) \cap \text{End}$ are not $\mathcal{P}$-doubling. To this end, denote by $\text{Reg}_{\text{Neg}}$ the family of the cubes from $\text{Reg}$ which are contained in some cube from $\text{Neg}$. Let $\mathcal{D}_{\text{Neg}}$ be the subfamily of the cubes $P \in \text{Reg}_{\text{Neg}}$ for which there exists some $\mathcal{P}$-doubling cube $S \in \mathcal{T}_{\text{Reg}}$ that contains $P$. By the definition of $\text{Neg}$, such cube $S$ should be contained in the cube from $Q \in \text{Neg}$ such that $P \subset Q$. We also denote by $\mathcal{M}_{\text{Neg}}$ the family of maximal $\mathcal{P}$-doubling cubes which belong to $\mathcal{T}_{\text{Reg}}$ and are contained in some cube from $\text{Neg}$, so that, in particular, any cube from $\mathcal{D}_{\text{Neg}}$ is contained in another from $\mathcal{M}_{\text{Neg}}$. 
We define
\[ \widetilde{\text{End}} = (\text{End} \setminus \text{Neg}) \cup \text{M}_{\text{Neg}}, \]
and we let \( \widetilde{T} = \widetilde{T}(e'(R)) \) be the family of cubes that belong to \( T_{\text{Reg}} \) but are not strictly contained in any cube from \( \widetilde{\text{End}} \). Further, we write
\[ (8.1) \quad Z = Z(e'(R)) = e'(R) \setminus \bigcup_{Q \in \text{End}} Q \quad \text{and} \quad \widetilde{Z} = \widetilde{Z}(e'(R)) = e'(R) \setminus \bigcup_{Q \in \text{End}} Q. \]

Then we denote
\[ R_{T_{\text{Reg}}} \mu(x) = \sum_{Q \in \text{Reg}} \chi_Q(x) R(\chi_{2R \setminus 2Q \mu})(x), \]
\[ R_{\widetilde{T}} \mu(x) = \sum_{Q \in \text{End}} \chi_Q(x) R(\chi_{2R \setminus 2Q \mu})(x), \]
and
\[ \Delta_{\widetilde{T}} R \mu(x) = \sum_{Q \in \text{End}} \chi_Q(x) \left( m_{\mu,Q}(R \mu) - m_{\mu,2R}(R \mu) \right) + \chi_Z(x) \left( R \mu(x) - m_{\mu,2R}(R \mu) \right). \]

Remark that the cubes from \( \text{Reg} \) have the advantage over the cubes from \( \widetilde{\text{End}} \) that their size changes smoothly so that, for example, neighboring cubes have comparable side lengths. However, they need not be \( \mathcal{P} \)-doubling or doubling, unlike the cubes from \( \widetilde{\text{End}} \). In particular, it is not clear how to estimate their energy \( E_{\infty} \) in terms of the condition \( DB \) (recall that the cubes from \( DB \) are asked to be \( \mathcal{P} \)-doubling).

For \( Q \in D_\mu \), we define
\[ Q_{\text{Reg}}(Q) = \sum_{P \in \text{Reg}} \frac{\ell(P)}{D(P,Q)^{n+1}} \mu(P), \]
where
\[ D(P,Q) = \ell(P) + \text{dist}(P,Q) + \ell(Q). \]
The coefficient \( Q_{\text{Reg}}(Q) \) will be used to bound some “error terms” in our transference arguments. We will see later how they can be estimated in terms of the coefficients \( P(Q) \). Notice that, unlike \( P(Q) \), the coefficients \( Q_{\text{Reg}}(Q) \) depend on the family \( \text{Reg} \).

The next three lemmas are proven in the same way as Lemmas 7.1, 7.2, and 7.3 from [DT].

**Lemma 8.1.** For any \( Q \in \text{Reg} \) such that \( (Q \cup \frac{1}{2}B(Q)) \cap V_R \neq \emptyset \) and \( x \in Q, \ y \in \frac{1}{2}B(Q) \),
\[ \left| R_{T_{\text{Reg}}} \mu(x) - R \eta(y) \right| \lesssim \Theta(R) + P(Q) + Q_{\text{Reg}}(Q). \]

**Lemma 8.2.** For any \( Q \in \widetilde{\text{End}} \) and \( x, y \in Q \),
\[ \left| R_{\widetilde{T}} \mu(x) - \Delta_{\widetilde{T}} R \mu(y) \right| \lesssim P(R) + \left( \frac{E(4R)}{\mu(R)} \right)^{1/2} + P(Q) + \left( \frac{E(2Q)}{\mu(Q)} \right)^{1/2}. \]
Lemma 8.3. Let $1 < p \leq 2$. For any $Q \in \widehat{\text{End}}$ such that $\ell_0 \leq \ell(Q)$,
\[
\int_Q |R_{\mathcal{T} \mu} - R_{\mathcal{T}_{\text{Reg}} \mu}|^p \, d\mu \lesssim \mathcal{E}(2Q)^{p/2} \mu(Q)^{1 - \frac{2}{p}}.
\]

8.2. Estimates for the $\mathcal{P}$ and $\mathcal{Q}_{\text{Reg}}$ coefficients of some cubes from $\widehat{\text{End}}$ and $\text{Reg}$. We will transfer the lower estimate obtained for the $L^p(\eta)$ norm of $R\eta$ in Lemma 7.2 to $R_{\mathcal{T} \mu}$, $R_{\mathcal{T}_{\text{Reg}} \mu}$, and $\Delta_{\mathcal{T}} R \mu$ by means of Lemmas 8.1, 8.2, and 8.3. To this end, we will need careful estimates for the $\mathcal{P}$ and $\mathcal{Q}_{\text{Reg}}$ coefficients of cubes from $\widehat{\text{End}}$ and $\text{Reg}$. This is the task we will perform in this section.

Given $R \in \text{MDW}$, recall that $\text{HD}_1(e'(R)) = \text{HD}(R) \cap \text{Stop}(e'(R))$. To shorten notation, we will write $\text{HD}_1 = \text{HD}_1(e'(R))$ in this section. Notice also that, by (8.6), we have
\[
(8.2) \quad \widehat{\text{End}} = \text{LD}_1 \cup \text{NDB}_1 \cup \text{LD}_2 \cup \text{NDB}_2 \cup \text{HD}_2 \cup M_{\text{Neg}},
\]
where we introduced the following notations:

- $\text{LD}_1$ is the subfamily of $\widehat{\text{End}}$ of those maximal $\mathcal{P}$-doubling cubes which are contained both in $e'(R)$ and in some cube from $\text{LD}(R) \cap \text{Stop}_1(e'(R)) \setminus \text{Neg}$.
- $\text{NDB}_1$ is the subfamily of $\widehat{\text{End}}$ of those maximal $\mathcal{P}$-doubling cubes which are contained both in $e'(R)$ and in some cube from $\text{NDB}(R) \cap \text{Stop}_1(e'(R)) \setminus \text{Neg}$.
- $\text{LD}_2$ is the subfamily of $\text{End}$ of those maximal $\mathcal{P}$-doubling cubes which are contained in some cube $Q \in \text{LD}(Q') \cap \text{Stop}(Q') \setminus \text{Neg}$ for some $Q' \in \text{HD}_1$.
- $\text{NDB}_2$ is the subfamily of $\widehat{\text{End}}$ of those maximal $\mathcal{P}$-doubling cubes which are contained in some cube $Q \in \text{NDB}(Q') \cap \text{Stop}(Q')$ for some $Q' \in \text{HD}_1$.
- $\text{HD}_2 = \bigcup_{Q' \in \text{HD}_1}(\text{HD}(Q') \cap \text{Stop}(Q'))$.

Remark that the splitting in (8.2) is disjoint. Indeed, notice that, by the definition of $M_{\text{Neg}}$, the cubes from $\text{NDB}_2 \cup \text{HD}_2$ do not belong to $M_{\text{Neg}}$, since they are strictly contained in some cube from $\text{HD}_1$, which is $\mathcal{P}$-doubling, in particular.

For $i = 1, 2$, we also denote by $\text{Reg}_{\text{LD}i}$ the subfamily of the cubes from $\text{Reg}$ which are contained in some cube from $\text{LD}_i$, and we define $\text{Reg}_{\text{NDB}1}$, $\text{Reg}_{\text{HD}2}$, $\text{Reg}_{\text{Neg}}$, and $\text{Reg}_{M_{\text{Neg}}}$ analogously. We let $\text{Reg}_{\text{OT}}$ be the “other” cubes from $\text{Reg}$: the ones which are not contained in any cube from $\text{End}$ (which, in particular, have side length comparable to $\ell_0$). Also, we let $\text{Reg}_{\text{DB}}$ be the subfamily of the cubes from $\text{Reg}$ which are contained in some cube from $\text{End} \cap \text{DB}$. Notice that we have the splitting
\[
(8.3) \quad \text{Reg} = \text{Reg}_{\text{LD}1} \cup \text{Reg}_{\text{NDB}1} \cup \text{Reg}_{\text{LD}2} \cup \text{Reg}_{\text{NDB}2} \cup \text{Reg}_{\text{HD}2} \cup \text{Reg}_{\text{Neg}} \cup \text{Reg}_{\text{OT}}.
\]

The families above may intersect the family $\text{Reg}_{\text{DB}}$.

Given a family $\mathcal{I} \in \mathcal{D}_\mu$ and $1 < p \leq 2$, we denote
\[
\Sigma^P(\mathcal{I}) = \sum_{Q \in \mathcal{I}} \mathcal{P}(Q)^p \mu(Q), \quad \Sigma^Q(\mathcal{I}) = \sum_{Q \in \mathcal{I}} \mathcal{Q}_{\text{Reg}}(Q)^p \mu(Q).
\]
We also write $\Sigma(\mathcal{I}) = \Sigma^P(\mathcal{I})$, $\Sigma^Q(\mathcal{I}) = \Sigma^Q(\mathcal{I})$.

\[\text{Notice that } \mathcal{D}_{\text{Neg}} = \text{Reg}_{M_{\text{Neg}}}^{3}\]
Lemma 8.4. For any $Q \in \widetilde{\text{End}}$, 
\[ \Sigma^P(\text{Reg} \cap D_\mu(Q)) \lesssim P(Q)^2 \mu(Q) + E(2Q). \]

This is proven in the same way as Lemma 7.4 from [DT].

Lemma 8.5. We have:

(i) If $Q \in \text{LD}_1$, then $P(Q) \lesssim \frac{1}{\delta_0^{n+1}} \Lambda^{n+1} \Theta(R)$.

(ii) If $Q \in \text{LD}_2$, then $P(Q) \lesssim \frac{1}{\delta_0^{n+1}} \Lambda^{1+n} \Theta(R)$.

(iii) If $Q \in \text{NDB}_1$, then $P(Q) \lesssim \Lambda \Theta(R)$.

(iv) If $Q \in \text{NDB}_2 \cup \text{HD}_2$, then $P(Q) \lesssim \Lambda^2 \Theta(R)$.

(v) If $Q \in \text{Neg} \cup \text{MNeg}$, then $P(Q) \lesssim \left( \frac{\ell(Q)}{\ell(R)} \right)^{1/3} \Theta(R)$.

Proof. The statement (i) is proven as in Lemma 3.2 (c) in [RT]. The statement (ii) follows in the same way as (i), replacing $\Theta(R)$ by $\Lambda \Theta(R)$.

The statement (iii) is due to the fact that, by the stopping conditions, the cubes $Q' \in \text{Stop}_1(e'(R))$ satisfy $P(Q') \lesssim \Lambda P(R) \approx \Lambda \Theta(R)$. Then it just remains to notice that if $Q$ is a maximal doubling cube contained in $Q'$, from Lemma 8.2 it follows that $P(Q) \lesssim P(Q')$.

The property (iv) for the cubes in $\text{NDB}_2$ follows by arguments analogous to the ones for (iii), taking into account that such cubes are maximal doubling cubes contained in cubes from $\text{Stop}(R')$, for some $R' \in \text{HD}_1$ with $P(R') \approx \Theta(R') = \Lambda \Theta(R)$. On the other hand the cubes $Q \in \text{HD}_2$ satisfy $\Theta(Q) = \Lambda^2 \Theta(R)$ and are $P$-doubling by construction.

Finally, we turn our attention to (v). By the definitions of $\text{Neg}$ and $\text{MNeg}$ and Lemma 3.2 for all $S \in D_\mu$ such that $Q \subset S \subset R$, we have 
\[ \Theta(S) \lesssim \left( \frac{\ell(S)}{\ell(R)} \right)^{1/2} P(R). \]

Thus,
\[
P(Q) \approx \frac{\ell(Q)}{\ell(R)} P(R) + \sum_{S : Q \subset S \subset R} \frac{\ell(Q)}{\ell(S)} \Theta(S) \]
\[ \lesssim \frac{\ell(Q)}{\ell(R)} \Theta(R) + \sum_{S : Q \subset S \subset R} \frac{\ell(Q)}{\ell(S)} \left( \frac{\ell(S)}{\ell(R)} \right)^{1/2} \Theta(R) \]
\[ \lesssim \frac{\ell(Q)}{\ell(R)} \Theta(R) + \sum_{S : Q \subset S \subset R} \left( \frac{\ell(Q)}{\ell(R)} \right)^{1/2} \Theta(R) \]
\[ \lesssim \frac{\ell(Q)}{\ell(R)} \Theta(R) + \log \left( \frac{\ell(R)}{\ell(Q)} \right) \left( \frac{\ell(Q)}{\ell(R)} \right)^{1/2} \Theta(R) \lesssim \left( \frac{\ell(Q)}{\ell(R)} \right)^{1/3} \Theta(R). \]

\[ \square \]

4This argument shows that, in fact, $P(Q) \lesssim \Lambda^2 \Theta(R)$ for all $Q \in T(e'(R))$. 
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Remark 8.6. We will assume that
\[ \delta_0 \leq \Lambda^{-(n+2)^2}. \]
With this choice, it follows easily that \( \delta_0^{\frac{1}{n+2}} \Lambda^{\frac{n}{n+2}} \leq \delta_0^{\frac{1}{n+2}}, \) so that by the preceding lemma
\[ \mathcal{P}(Q) \lesssim \delta_0^{\frac{1}{n+2}} \Theta(R) \quad \text{for all } Q \in \text{LD}_1 \cup \text{LD}_2. \]

Lemma 8.7. Suppose that \( R \in \text{Trc} \cap \text{Ty}. \) Then

\[ \Sigma_p^P(\text{End}) \approx \sigma(\text{End}) \lesssim B \sigma(\text{HD}_1), \]
\[ \Sigma_p^P(\text{Reg}_{DB}) \lesssim \sum_{Q \in \text{End} \cap \text{DB}} \mathcal{E}_\infty(9Q) \lesssim \sum_{Q \in \text{DB}: Q \sim T} \mathcal{E}_\infty(9Q) \lesssim \Lambda^{\frac{1}{n+2}} \sigma(\text{HD}_1), \]
\[ \Sigma_p^P(\text{End} \cap \text{DB}) \approx \sigma(\text{End} \cap \text{DB}) \leq M_0^{-2} \Lambda^{\frac{1}{n+2}} \sigma(\text{HD}_1), \]
\[ \Sigma_p^P(\text{Reg}_{NDB}_1) + \Sigma_p^P(\text{Reg}_{NDB}_2) \lesssim \sum_{Q \in \text{NDB}_1 \cup \text{NDB}_2} \mathcal{E}_\infty(9Q) \lesssim \Lambda^{\frac{1}{n+2}} \sigma(\text{HD}_1), \]
\[ \Sigma_p^P(\text{Reg}_{LD}_1 \cup \text{Reg}_{LD}_2) \lesssim \sum_{Q \in \text{LD}_1 \cup \text{LD}_2} \mathcal{E}_\infty(9Q) \lesssim (B M_0^2 \delta_0^{\frac{n+2}{n+2}} + \Lambda^{\frac{n+2}{n+2}}) \sigma(\text{HD}_1). \]

Also, for \( 1 < p \leq 2, \)
\[ \Sigma_p^P(\text{Reg}_{LD}_1 \setminus \text{Reg}_{DB}) + \Sigma_p^P(\text{Reg}_{LD}_2) \lesssim \left( B \Lambda^2 \delta_0^{\frac{n+2}{n+2}} + \Lambda^{\frac{n+2}{n+2}} \right) \sigma_p(\text{HD}_1), \]
\[ \Sigma_p^P(\text{Reg}_{HD}_2) \lesssim \Sigma_p^P(\text{HD}_2) \approx \sigma_p(\text{HD}_2) \lesssim B \Lambda^{p-2} \sigma_p(\text{HD}_1), \]
\[ \Sigma_p^P(\text{Reg}_{NDB}_2) \lesssim \Lambda^{\frac{1}{n+2}} \sigma_p(\text{HD}_1). \]

Proof. To prove (8.4), notice first that \( \Sigma^P(\text{End}) \approx \sigma(\text{End}) \) because the cubes from \( \text{End} \) are \( \mathcal{P} \)-doubling. Also, by (8.2) we have
\[ \Sigma^P(\text{Reg}_{NDB}) = \Sigma^P(\text{LD}_1) + \Sigma^P(\text{LD}_2) + \Sigma^P(\text{NDB}_1) + \Sigma^P(\text{NDB}_2) + \Sigma^P(\text{HD}_2) + \Sigma^P(\text{MNeg}). \]
By Lemma 8.5 and the subsequent remark, we have
\[ \Sigma^P(\text{End}) = \Sigma^P(\text{LD}_1) + \Sigma^P(\text{LD}_2) + \Sigma^P(\text{NDB}_1) + \Sigma^P(\text{NDB}_2) + \Sigma^P(\text{HD}_2) + \Sigma^P(\text{MNeg}). \]
Again by Lemma 8.5, we have \( \mathcal{P}(Q) \lesssim \Theta(R) \) for all \( Q \in \text{MNeg} \) and thus
\[ \Sigma^P(\text{MNeg}) \lesssim \sigma(R). \]

\footnote{We will obtain better estimates for \( \Sigma^P(\text{MNeg}) \) below.}
Also, since $\mathcal{T}$ is a tractable tree, we have
\[ \sigma(R) \leq B \sigma(\text{HD}_1) \quad \text{and} \quad \Sigma^P(\text{HD}_2) \approx \sigma(\text{HD}_2) \lesssim B \sigma(\text{HD}_1). \]

Regarding the family $\text{NDB}_1 \cup \text{NDB}_2$, denote
\[ \text{Stop}_{\text{NDB}} = \text{Stop}_1(e^t(R)) \cap \text{NDB}(R) \cup \bigcup_{S \in \text{HD}_1} (\text{Stop}(S) \cap \text{NDB}(S)), \]
so that the cubes from $P \in \text{NDB}_1 \cup \text{NDB}_2$ are maximal $P$-doubling cubes contained in some cube from $\text{Stop}_{\text{NDB}}$. By Lemma 8.3, if $P \in \text{NDB}_1 \cup \text{NDB}_2$ is contained in $Q \in \text{Stop}_{\text{NDB}}$, then $\mathcal{P}(P) \lesssim \mathcal{P}(Q)$. Also, by the definition of $\text{NDB}(\cdot)$, there exists $Q' = Q'(Q) \in \text{DB}$ such that $\ell(Q') = \ell(Q)$ and $Q' \subset 20Q$. In particular, this implies that $Q' \sim \mathcal{T}(e^t(R))$ and that $\mathcal{P}(Q) \approx \mathcal{P}(Q') \approx \sigma(Q')$, and by the definition of DB,
\[ \mathcal{E}_{\infty}(9Q') \gtrsim M_0^2 \sigma(Q'). \]
Thus,
\[ \Sigma^P(\text{NDB}_1 \cup \text{NDB}_2) = \sum_{Q \in \text{Stop}_{\text{NDB}}} \sum_{P \in \text{End} \cap \mathcal{D}_\mu(Q)} \mathcal{P}(P)^2 \mu(P) \lesssim \sum_{Q \in \text{Stop}_{\text{NDB}}} \mathcal{P}(Q)^2 \mu(Q) \approx \sum_{Q \in \text{Stop}_{\text{NDB}}} \sigma(Q'(Q)) \lesssim \frac{1}{M_0^2} \sum_{Q' \in \text{DB}, Q' \sim \mathcal{T}} \mathcal{E}_{\infty}(9Q'), \]
where in the last estimate we took into account that for each $Q'$ there is a bounded number of cubes $Q \in \text{Stop}_{\text{NDB}}$ such that $Q' = Q'(Q)$ (possibly depending on $n$ and $A_0$). Since $\mathcal{T}$ is a typical tree, by the definition in (6.10), we have
\[ \mathcal{E}_{\infty}(9Q') \leq \Lambda^{n+1} \sigma(\text{HD}_1). \]
So we have
\[ \Sigma^P(\text{NDB}_1 \cup \text{NDB}_2) \lesssim M_0^{-2} \Lambda^{n+1} \sigma(\text{HD}_1). \]
Gathering the estimates above, the estimate (8.4) follows.

To prove (8.5), we apply Lemma 8.4 and the fact that $\mathcal{T}$ is a typical tree again:
\[ \Sigma^P(\text{Reg}_{\text{DB}}) = \sum_{Q \in \text{End} \cap \mathcal{D}_\mu(Q)} \Sigma^P(\text{Reg}_{\text{DB}} \cap \mathcal{D}_\mu(Q)) \lesssim \sum_{Q \in \text{End} \cap \mathcal{D}_\mu(Q)} (\mathcal{P}(Q)^2 \mu(Q) + \mathcal{E}(9Q)) \lesssim \sum_{Q \in \text{End} \cap \mathcal{D}_\mu(Q)} \mathcal{E}_{\infty}(9Q). \]
Notice that, by the construction of the family $\text{Reg}$, for each $Q \in M_{\text{Neg}}$ there exists some cube $Q' \in \mathcal{T}$ such that
\[ \ell(Q) \leq \ell(Q') \leq A_0^2 \ell(S) \quad \text{and} \quad 20Q' \cap 20Q \neq \emptyset. \]
Hence, $Q \sim T$ (see (6.9)), and so
\[
\sum_{Q \in \text{End} \cap \text{DB}} \mathcal{E}_\infty(9Q) = \sum_{Q \in \text{End} \cap \text{DB}} \mathcal{E}(9Q)_\infty + \sum_{Q \in \text{M} \cap \text{DB}} \mathcal{E}_\infty(9Q) \
\lesssim \sum_{S \in \text{DB} : S \sim T} \mathcal{E}_\infty(9S) \leq \Lambda^{-\frac{1}{2}} \sigma(\text{HD}_1),
\]
taking into account that $T$ is a typical tree, which completes the proof of (8.5). Notice also that (8.6) follows from (8.5) and the fact that the cubes from DB satisfy (8.13).

Next we turn our attention to (8.7). By Lemma 8.4 we have
\[
\Sigma^p(\text{Reg}_{\text{NDB}}_1 \cup \text{Reg}_{\text{NDB}}_2) \lesssim \sum_{Q \in \text{NDB}_1 \cup \text{NDB}_2} \mathcal{E}_\infty(9Q) \leq \sum_{Q \in \text{End} \cap \text{DB}} \mathcal{E}_\infty(9Q) + \sum_{Q \in (\text{NDB}_1 \cup \text{NDB}_2) \setminus \text{DB}} \mathcal{E}_\infty(9Q).
\]
By (8.5), the first term on the right hand side above does not exceed $C \Lambda^{\frac{3}{2}} \sigma(\text{HD}_1)$. Concerning the second term, we use the fact for the cubes $Q \not\in \text{DB}$, we have $E_\infty(9Q) \lesssim M_0^2 \sigma(Q)$ together with (8.16). Then we get
\[
\sum_{Q \in (\text{NDB}_1 \cup \text{NDB}_2) \setminus \text{DB}} \mathcal{E}_\infty(9Q) \lesssim M_0^2 \sigma(\text{NDB}_1 \cup \text{NDB}_2) \lesssim \Lambda^{\frac{3}{2}} \sigma(\text{HD}_1).
\]
Regarding the estimate (8.8), by (8.12) and Lemma 8.4, we obtain
\[
\Sigma^p((\text{Reg}_{\text{LD}}_1 \cup \text{Reg}_{\text{LD}}_2) \setminus \text{Reg}_{\text{DB}}) \lesssim \sum_{Q \in (\text{LD}_1 \cup \text{LD}_2) \setminus \text{DB}} \mathcal{E}_\infty(9Q) \lesssim M_0^2 \Sigma^p(\text{LD}_1 \cup \text{LD}_2)
\]
\[
\lesssim M_0^2 \delta_0^\frac{2}{p} \sigma(R) \leq B M_0^2 \delta_0^\frac{2}{p} \sigma(\text{HD}_1).
\]
Together with (8.5), this yields (8.8).

To get (8.9), we apply Hölder’s inequality in the preceding estimate:
\[
\Sigma^p((\text{Reg}_{\text{LD}}_1 \cup \text{Reg}_{\text{LD}}_2) \setminus \text{Reg}_{\text{DB}}) \lesssim (\Sigma^p((\text{Reg}_{\text{LD}}_1 \cup \text{Reg}_{\text{LD}}_2) \setminus \text{Reg}_{\text{DB}}))^\frac{p}{2} \mu(e'(R))^{1-\frac{p}{2}}
\]
\[
\lesssim (B M_0^2 \delta_0^\frac{2}{p} \sigma(\text{HD}_1))^\frac{p}{2} \mu(R)^{1-\frac{p}{2}}.
\]
Observe now that, writing $\text{HD}_i = \bigcup_{Q \in \text{HD}_i} Q$,
\[
(8.18) \quad \mu(\text{HD}_1) = \frac{1}{\Lambda^2 \Theta(R)^2} \sigma(\text{HD}_1) \geq \frac{1}{B \Lambda^2 \Theta(R)^2} \sigma(R) = \frac{1}{B \Lambda^2} \mu(R).
\]
Thus, using also that $M_0 \leq \Lambda$,
\[
(8.19) \quad \Sigma^p((\text{Reg}_{\text{LD}}_1 \cup \text{Reg}_{\text{LD}}_2) \setminus \text{Reg}_{\text{DB}}) \lesssim (B M_0^2 \delta_0^\frac{2}{p} \sigma(\text{HD}_1))^\frac{p}{2} (B \Lambda^2 \mu(\text{HD}_1))^{1-\frac{p}{2}}
\]
\[
\lesssim B \Lambda^2 \delta_0^\frac{2}{p} \sigma_p(\text{HD}_1).
\]
Lemma 8.8. Suppose that $\text{Reg}_{\text{DB}_2}$ be the subfamily of the cubes from $\text{Reg}_{\text{DB}}$ which are contained in some cube from $\text{HD}_1$, by Hölder’s inequality, Lemma 8.1 and (8.15), we get

$$\sum_{\text{Reg}_{\text{DB}_2}} \mu(\text{HD}_1)^{1-\frac{p}{2}} \lesssim \left( \sum_{Q' \in \text{DB} : Q' \sim T} \mathcal{E}_\infty(9Q') \right)^{\frac{p}{2}} \mu(\text{HD}_1)^{1-\frac{p}{2}} \lesssim \left( \Lambda^{\frac{2}{3}} \right) \mu(\text{HD}_1)^{1-\frac{p}{2}} = \Lambda^{\frac{2}{3p}} \sigma_p(\text{HD}_1).$$

Gathering (8.19) and the last estimate, we get (8.9).

To prove (8.10), recall that $\Theta(Q) \leq \Lambda^2 \Theta(R)$ for all $Q \in T$. This implies that also $\mathcal{P}(Q) \lesssim \Lambda^2 \Theta(R)$ for all $Q \in \text{Reg}$, by Lemma 3.2. Consequently,

$$\sum_{\text{Reg}_{\text{HD}_2}} \mu(\text{HD}_2) = \sigma_p(\text{HD}_2) \approx \sum_{\text{Reg}_{\text{HD}_2}} \mu(\text{HD}_2).$$

On the other hand, since $R \in \text{Trc}$,

$$\sigma_p(\text{HD}_2) = \Theta(\text{HD}_2)^{p-2} \sigma(\text{HD}_2) \leq B \Theta(\text{HD}_2)^{p-2} \sigma(\text{HD}_1) = B \Theta(\text{HD}_1)^{p-2} \sigma_p(\text{HD}_1)^{p-2} \sigma_p(\text{HD}_1),$$

which completes the proof of (8.10).

Finally, observe that (8.11) follows (8.7) using Hölder’s inequality and the fact that the cubes from $\text{Reg}_{\text{ND}}$ are contained in cubes from $\text{HD}_1$:

$$\sum_{\text{Reg}_{\text{ND}_2}} \mu(\text{HD}_1)^{1-\frac{p}{2}} \leq \left( \Lambda^{\frac{1}{3}} \right) \mu(\text{HD}_1)^{1-\frac{p}{2}} = \Lambda^{\frac{2}{3p}} \sigma_p(\text{HD}_1).$$

For the record, notice that (8.11) also shows that the family $\text{Stop}_{\text{ND}}$ defined just above (8.13) satisfies

$$\sum_{Q \in \text{Stop}_{\text{ND}}} \mathcal{P}(Q)^2 \mu(Q) \lesssim \frac{1}{M_0^2} \sum_{Q' \in \text{DB} : Q' \sim T} \mathcal{E}_\infty(9Q'),$$

which together with (8.15) yields

$$\sum_{\text{Stop}_{\text{ND}}} \mathcal{P}(Q)^2 \mu(\text{HD}_1) \lesssim M_0^{-2} \Lambda^{\frac{1}{3}} \sigma(\text{HD}_1).$$

Lemma 8.8. Suppose that $R \in \text{Trc} \cap \text{Ty}$. Then

$$\sum_{\text{Neg}^p} \mu(\text{HD}_1) \lesssim \sum_{\text{Neg}^p} \mu(\text{HD}_1) \lesssim \left( \delta_0 B \Lambda^5 + B \Lambda^{-3} + M_0^{-2} \Lambda^{\frac{1}{3}} \right) \sigma(\text{HD}_1),$$

and

$$\sum_{\text{Reg}_{\text{Neg}}} \mu(\text{HD}_1) \lesssim \sum_{\text{Neg}^p} \mu(\text{HD}_1) \lesssim \left( \delta_0 B \Lambda^7 + B \Lambda^{-1} + \Lambda^{\frac{1}{3}} \right) \sigma(\text{HD}_1).$$

Proof. By Lemma 5.4 the cubes from $\text{Neg}$ belong either to $\text{LD}(R)$ or to $\text{NDB}(R)$. Thus, if we denote

$$\text{Neg}_{\text{LD}} = \text{Neg} \cap \text{LD}(R) \cap \text{Stop}(e'(R)), \quad \text{Neg}_{\text{NDB}} = \text{Neg} \cap \text{NDB}(R) \cap \text{Stop}(e'(R)),$$
it is clear that
\[ \text{Neg} = \text{Neg}_{\text{LD}} \cup \text{Neg}_{\text{NDB}}. \]

We can split \( \text{Reg}_{\text{Neg}} \) in an analogous way:
\[ \text{Reg}_{\text{Neg}} = \text{Reg}_{\text{Neg}_{\text{LD}}} \cup \text{Reg}_{\text{Neg}_{\text{NDB}}}. \]

Recall that the cubes from \( \text{Neg} \) are not \( \mathcal{P} \)-doubling and that \( \mathcal{P}(Q) \lesssim \left( \frac{\mu(Q)}{\ell(Q)} \right)^{1/3} \Theta(R) \) for all \( Q \in \text{Neg} \).

To estimate \( \Sigma^P(\text{Neg}_{\text{LD}}) \), we split \( \text{Neg}_{\text{LD}} \) into two subfamilies \( \mathcal{I} \) and \( \mathcal{J} \) so that the cubes from \( \mathcal{I} \) have side length at least \( \Lambda^{-5} \ell(R) \), opposite to the ones from \( \mathcal{J} \). We have
\[
\Sigma^P(\mathcal{I}) = \sum_{Q \in \mathcal{I}} \mathcal{P}(Q)^2 \mu(Q) \lesssim \Theta(R)^2 \sum_{Q \in \mathcal{I}} \mu(Q) \\
\lesssim \Theta(R)^2 \sum_{Q \in \mathcal{I}} \Theta(Q) \ell(Q)^n \lesssim \delta_0 \Theta(R)^3 \sum_{Q \in \mathcal{I}} \ell(Q)^n.
\]

Using now that the balls \( \frac{1}{2} B(Q) \), with \( Q \in \mathcal{I} \), are disjoint and that \( \ell(Q) \geq \Lambda^{-5} \ell(R) \), we get
\[
\sum_{Q \in \mathcal{I}} \ell(Q)^n \leq \sum_{Q \in \mathcal{I}} \Lambda^5 \frac{\ell(Q)^{n+1}}{\ell(R)} \lesssim \Lambda^5 \frac{\ell(R)^{n+1}}{\ell(R)} = \Lambda^5 \ell(R)^n.
\]

Therefore,
\[
\Sigma^P(\mathcal{I}) \lesssim \delta_0 \Lambda^5 \Theta(R)^3 \ell(R)^n \approx \delta_0 \Lambda^5 \sigma(R) \lesssim \delta_0 B \Lambda^5 \sigma(\text{HD}_1).
\]

In connection with the family \( \mathcal{J} \), we have
\[
\Sigma^P(\mathcal{J}) = \sum_{Q \in \mathcal{J}} \mathcal{P}(Q)^2 \mu(Q) \lesssim \Theta(R)^2 \sum_{Q \in \mathcal{J}} \left( \frac{\ell(Q)}{\ell(R)} \right)^{2/3} \mu(Q) \\
\leq \Lambda^{-10/3} \Theta(R)^2 \sum_{Q \in \mathcal{J}} \mu(Q) \lesssim \Lambda^{-3} \sigma(R) \leq B \Lambda^{-3} \sigma(\text{HD}_1).
\]

Hence,
\[
\Sigma^P(\text{Neg}_{\text{LD}}) \lesssim (\delta_0 B \Lambda^5 + B \Lambda^{-3}) \sigma(\text{HD}_1).
\]

To estimate \( \Sigma^P(\text{Neg}_{\text{NDB}}) \) we just take into account that \( \text{Neg}_{\text{NDB}} \subset \text{Stop}_{\text{NDB}} \), and then by (8.20) we have
\[
\Sigma^P(\text{Neg}_{\text{NDB}}) \leq \Sigma^P(\text{Stop}_{\text{NDB}}) \lesssim M_0^{-2} \Lambda_{\text{LD}}^{3/2} \sigma(\text{HD}_1).
\]

Gathering the estimates obtained for \( \Sigma^P(\text{Neg}_{\text{LD}}) \) and \( \Sigma^P(\text{Neg}_{\text{NDB}}) \) we get
\[
\Sigma^P(\text{Neg}) \lesssim (\delta_0 B \Lambda^5 + B \Lambda^{-3} + M_0^{-2} \Lambda_{\text{LD}}^{3/2}) \sigma(\text{HD}_1),
\]
as wished. The fact that \( \Sigma^P(\text{M}_{\text{Neg}}) \lesssim \Sigma^P(\text{Neg}) \) follows from the fact that if \( P \in \text{M}_{\text{Neg}} \) satisfies \( P \subset Q \in \text{Neg} \), then \( \mathcal{P}(P) \lesssim \mathcal{P}(Q) \) because \( P \) is a maximal \( \mathcal{P} \)-doubling cube contained in \( Q \).

Next we deal with (8.22). We split
\[
\Sigma^P(\text{Reg}_{\text{Neg}}) = \Sigma^P(\text{Reg}_{\text{M}_{\text{Neg}}}) + \Sigma^P(\text{Reg}_{\text{Neg}} \setminus \text{Reg}_{\text{M}_{\text{Neg}}}).
\]
Notice that, for all \( P \in \text{Reg}_{\neg} \backslash \text{Reg}_{M \neg} \) such that \( P \subset Q \in \text{Neg} \), by Lemma 3.2 \( \mathcal{P}(P) \lesssim \mathcal{P}(Q) \). Then it follows that

\[
\Sigma^P(\text{Reg}_{\neg} \backslash \text{Reg}_{M \neg}) \lesssim \Sigma^P(\text{Neg}).
\]

To estimate \( \Sigma^P(\text{Reg}_{M \neg}) \), we apply Lemma 8.4

\[
(8.23) \quad \Sigma^P(\text{Reg}_{M \neg}) = \sum_{S \in M \neg} \Sigma^P(\text{Reg}_{M \neg} \cap D_\mu(S)) \lesssim \sum_{S \in M \neg} \mathcal{E}_\infty(9S) \leq \sum_{S \in M \neg \backslash \text{DB}} \mathcal{E}_\infty(9S) + \sum_{S \in \text{DB} \cap \text{End}} \mathcal{E}_\infty(9S).
\]

By the definition of \( \text{DB} \) and the fact that \( \Theta(S) \lesssim \mathcal{P}(Q) \) whenever \( S \subset Q \in \text{Neg} \), we derive

\[
\sum_{S \in M \neg \backslash \text{DB}} \mathcal{E}_\infty(9S) \leq M_0^2 \sum_{S \in M \neg \backslash \text{DB}} \sigma(S) \lesssim M_0^2 \Sigma^P(\text{Neg}).
\]

On the other hand, by (8.5),

\[
\sum_{S \in \text{DB} \cap \text{End}} \mathcal{E}_\infty(9S) \leq \Lambda \frac{1}{M_0} \sigma(\text{HD}_1).
\]

Therefore,

\[
\Sigma^P(\text{Reg}_{M \neg}) \lesssim M_0^2 \Sigma^P(\text{Neg}) + \Lambda \frac{1}{M_0} \sigma(\text{HD}_1).
\]

Gathering the estimates above, and taking into account that \( M_0 < \Lambda \) (by (12)), we deduce

\[
\Sigma^P(\text{Reg}_{\neg}) \lesssim M_0^2 \Sigma^P(\text{Neg}) + \Lambda \frac{1}{M_0} \sigma(\text{HD}_1)
\]

\[
\lesssim \left( \delta_0 B M_0^2 \Lambda^5 + B \Lambda^{-3} M_0^2 + \Lambda \frac{1}{M_0} \right) \sigma(\text{HD}_1) + \Lambda \frac{1}{M_0} \sigma(\text{HD}_1)
\]

\[
\lesssim \left( \delta_0 B \Lambda^7 + B \Lambda^{-1} + \Lambda \frac{1}{M_0} \right) \sigma(\text{HD}_1).
\]

\[\square\]

Next lemma deals with \( \Sigma^P_p(\text{Reg}_{\text{OT}}) \).

**Lemma 8.9.** For \( 1 \leq p \leq 2 \), we have

\[
(8.24) \quad \limsup_{\ell_0 \to 0} \Sigma^P_p(\text{Reg}_{\text{OT}}(\ell_0)) \lesssim \Lambda^{2p} \Theta(R)^p \mu(Z).
\]

Consequently, if \( \mu(Z) \leq \epsilon_Z \mu(R) \), then

\[
(8.25) \quad \limsup_{\ell_0 \to 0} \Sigma^P_p(\text{Reg}_{\text{OT}}(\ell_0)) \lesssim B \Lambda^4 \epsilon_Z \sigma_p(\text{HD}_1).
\]

Above we wrote \( \text{Reg}_{\text{OT}}(\ell_0) \) to recall the dependence of the family \( \text{Reg}_{\text{OT}} \) on the parameter \( \ell_0 \) in (7.1).

**Proof.** If \( x \in Q \in \text{End} \) with \( \ell(Q) \geq \ell_0 \), then

\[
d_{R,\ell_0}(x) \leq \max(\ell_0, \ell(Q)) = \ell(Q)
\]
(recall that \( d_{R,t_0} \) is defined in (7.1)), and thus \( x \) is contained in some cube \( Q' \in \text{Reg} \) with \( \ell(Q') \leq \ell(Q) \), by the definition of the family \( \text{Reg} \). So \( Q' \subset Q \) and then \( Q' \in \text{Reg} \setminus \text{Reg}_{\text{Ot}} \). Therefore,

\[
(8.26) \quad \bigcup_{P \in \text{Reg}_{\text{Ot}}} P \subset e'(R) \setminus \bigcup_{Q \in \text{End}: \ell(Q) > t_0} Q,
\]

and so

\[
(8.27) \quad \limsup_{t_0 \to 0} \mu \left( \bigcup_{P \in \text{Reg}_{\text{Ot}(t_0)}} P \right) \leq \mu \left( e'(R) \setminus \bigcup_{Q \in \text{End}} Q \right) = \mu(Z).
\]

To complete the proof of (8.24) it just remains to notice that, using the fact that \( \mathcal{P}(P) \lesssim \Lambda^2 \Theta(R) \) for all \( P \in \text{Reg} \), we have

\[
\Sigma_p^{\mathcal{P}}(\text{Reg}_{\text{Ot}}(t_0)) \lesssim \Lambda^{2p} \Theta(R)^p \mu \left( \bigcup_{P \in \text{Reg}_{\text{Ot}(t_0)}} P \right).
\]

Regarding the second statement of the lemma recall that, as in (8.18), \( \mu(HD_1) \geq \frac{1}{\prod A} \mu(R) \), which implies that

\[
\mu(Z) \leq B \Lambda^2 \varepsilon Z \mu(HD_1).
\]

Plugging this estimate into (8.24), we get

\[
\limsup_{t_0 \to 0} \Sigma_p^{\mathcal{P}}(\text{Reg}_{\text{Ot}}(t_0)) \lesssim B \Lambda^{2+p} \varepsilon Z \Theta(HD_1)^p \mu(HD_1) \leq B \Lambda^4 \varepsilon Z \sigma_p(HD_1).
\]

\[\square\]

**Remark 8.10.** By Lemma 8.7 for \( p \in (1,2) \), if \( \Lambda \gg B \gg 1 \) and \( \delta_0 \ll \Lambda^{-1} \), we have

\[
\Sigma_p^{\mathcal{P}}(\text{Reg}_{LD_1} \setminus \text{Reg}_{DB}) + \Sigma_p^{\mathcal{P}}(\text{Reg}_{LD_2} \setminus \text{Reg}_{DB}) + \Sigma_p^{\mathcal{P}}(\text{Reg}_{HD}) + \Sigma_p^{\mathcal{P}}(\text{Reg}_{\text{NDB}_2}) \ll \sigma_p(HD_1).
\]

Analogously, by Lemma 8.9 if \( \varepsilon Z \ll (B \Lambda^4)^{-1} \) and \( t_0 \) is small enough,

\[
\Sigma_p^{\mathcal{P}}(\text{Reg}_{\text{Ot}}) \ll \sigma_p(HD_1).
\]

To transfer the lower estimates for the \( L^p(\eta) \) norm of \( \mathcal{R}_\eta \) in Lemma 7.2 to \( \mathcal{R}_T \mu, \mathcal{R}_{\text{Reg}} \mu \), and \( \Delta_T \mathcal{R}_\mu \), it would be useful to have estimates for \( \Sigma_p^{\mathcal{P}}(\text{Reg}_{\text{NDB}_1}) \), \( \Sigma_p^{\mathcal{P}}(\text{Reg}_{\text{DB}}) \), and \( \Sigma_p^{\mathcal{P}}(\text{Neg}) \) analogous to the ones above. However, we have not been able to get them. This fact originates some technical difficulties, which will be solved in the next lemmas.

**Remark 8.11.** By Lemma 8.7, for \( 1 < p \leq 2 \), and \( t_0 \) small enough we have

\[
\Sigma_p^{\mathcal{P}}(\text{Reg}_{LD_1} \setminus \text{Reg}_{DB}) + \Sigma_p^{\mathcal{P}}(\text{Reg}_{LD_2}) + \Sigma_p^{\mathcal{P}}(\text{Reg}_{\text{NDB}_2}) \lesssim \left( B \Lambda^2 \delta_0^{\frac{1}{p+2}} + \Lambda^{\frac{1}{p}} \right) \sigma_p(HD_1).
\]

Also, by Lemma 8.9 for \( t_0 \) small enough, if \( \mu(Z) \leq \varepsilon Z \mu(R) \),

\[
\Sigma_p^{\mathcal{P}}(\text{Reg}_{\text{Ot}}(t_0)) \lesssim B \Lambda^4 \varepsilon Z \sigma_p(HD_1).
\]

From now on we will assume that \( t_0 \) small enough so that this holds. Remember also that we chose

\[
B = \Lambda^{\frac{1}{\text{max}}}.\]
We assume also \( \delta_0 \) and \( \varepsilon_Z \) small enough so that
\[
B \Lambda^2 \delta_0^{1/2} + B \Lambda^4 \varepsilon_Z + B \Lambda^7 \delta_0 \leq \Lambda^{-1/6}.
\]
In this way, we have
\[
\Sigma_p^p \left( \text{Reg}_{LD_1} \setminus \text{Reg}_{DB} \right) + \Sigma_p^p \left( \text{Reg}_{LD_2} \right) + \Sigma_p^p \left( \text{Reg}_{NDB_2} \right) + \Sigma_p^p \left( \text{Reg}_{OT} \right) \lesssim \Lambda^{\frac{1}{6m}} \sigma_p \left( \text{HD}_1 \right),
\]
under the assumption that \( \mu(Z) \leq \varepsilon_Z \mu(R) \). Also, from (8.22), it follows that
\[
\Sigma_p^p \left( \text{Reg}_{Neg} \right) \lesssim \left( \delta_0 B \Lambda^7 + B \Lambda^{-1} + \Lambda^{-1/6} \right) \sigma \left( \text{HD}_1 \right) \lesssim \Lambda^{\frac{1}{6m}} \sigma \left( \text{HD}_1 \right).
\]

**Lemma 8.12.** Suppose that \( R \in \text{Trc} \cap \text{Ty} \) and that \( \mu(Z) \leq \varepsilon_Z \mu(R) \). We have
\[
\Sigma_p^p \left( \text{Reg} \right) \lesssim B \sigma \left( \text{HD}_1 \right).
\]

For \( p_0 = 2 - \frac{1}{18n} \), we have
\[
\Sigma_{p_0}^p \left( \text{Reg} \right) \lesssim \Lambda^{\frac{1}{6m}} \sigma_{p_0} \left( \text{HD}_1 \right).
\]

**Proof.** By (8.29) and (8.10), for \( 1 < p \leq 2 \),
\[
\Sigma_p^p \left( \text{Reg}_{LD_1} \setminus \text{Reg}_{DB} \right) + \Sigma_p^p \left( \text{Reg}_{LD_2} \right) + \Sigma_p^p \left( \text{Reg}_{NDB_2} \right) + \Sigma_p^p \left( \text{Reg}_{HD_2} \right) + \Sigma_p^p \left( \text{Reg}_{OT} \right) \lesssim \left( \Lambda^{\frac{1}{6m}} + B \Lambda^{p-2} \right) \sigma_p \left( \text{HD}_1 \right).
\]

Also, by (8.5), (8.7), and (8.30),
\[
\Sigma_p^p \left( \text{Reg}_{DB} \right) + \Sigma_p^p \left( \text{Reg}_{NDB_1} \right) + \Sigma_p^p \left( \text{Reg}_{Neg} \right) \lesssim \left( \delta_0 B \Lambda^7 + B \Lambda^{-1} + \Lambda^{-1/6} \right) \sigma \left( \text{HD}_1 \right) \lesssim \Lambda^{\frac{1}{6m}} \sigma \left( \text{HD}_1 \right),
\]
by the assumptions on \( \delta_0 \), \( \Lambda \), and \( B \) in Remarks 8.6 and 8.11. Choosing \( p = 2 \) above and adding the preceding estimates, we get the first statement in the lemma.

To get the second inequality in the lemma, we apply by Hölder’s inequality and (8.18) in the last estimate, and we get
\[
\Sigma_p^p \left( \text{Reg}_{DB} \right) + \Sigma_p^p \left( \text{Reg}_{NDB_1} \right) + \Sigma_p^p \left( \text{Reg}_{Neg} \right) \lesssim \left( \Lambda^{\frac{1}{6m}} \sigma \left( \text{HD}_1 \right) \right)^{\frac{1}{5}} \mu \left( R \right)^{1 - \frac{1}{5}}
\]
\[
\lesssim \left( \Lambda^{\frac{1}{6m}} \sigma \left( \text{HD}_1 \right) \right)^{\frac{1}{5}} \left( B \Lambda^2 \mu \left( \text{HD}_1 \right) \right)^{1 - \frac{1}{5}}
\]
\[
\lesssim \Lambda^{\frac{1}{6m}} \left( \Lambda^3 \right)^{1 - \frac{1}{5}} \sigma_p \left( \text{HD}_1 \right).
\]

For \( p = 2 - \frac{1}{18n} \), we have
\[
\left( \Lambda^3 \right)^{1 - \frac{1}{5}} = \Lambda^{\frac{1}{15m}},
\]
and thus
\[
\Sigma_p^p \left( \text{Reg}_{DB} \right) + \Sigma_p^p \left( \text{Reg}_{NDB_1} \right) + \Sigma_p^p \left( \text{Reg}_{Neg} \right) \lesssim \Lambda^{\frac{1}{15m}} \sigma_p \left( \text{HD}_1 \right).
\]

Also,
\[
B \Lambda^{p-2} = \Lambda^{\frac{1}{15m}} \Lambda^{\frac{1}{15m}} = \Lambda^{\frac{1}{15m}} \Lambda^{\frac{1}{15m}} < \Lambda^{\frac{1}{15m}},
\]
and thus
\[
\Sigma_p^p \left( \text{Reg}_{LD_1} \setminus \text{Reg}_{DB} \right) + \Sigma_p^p \left( \text{Reg}_{LD_2} \right) + \Sigma_p^p \left( \text{Reg}_{NDB_2} \right) + \Sigma_p^p \left( \text{Reg}_{HD_2} \right) + \Sigma_p^p \left( \text{Reg}_{OT} \right) \lesssim \Lambda^{\frac{1}{15m}} \sigma_p \left( \text{HD}_1 \right).
\]

Gathering the estimates above, the lemma follows. \qed
Remark that in order to transfer the lower estimates for $\mathcal{R}_\eta$ to $\mathcal{R}_\mu$ we will need to take $p$ very close to 1 below, in particular with $p < p_0$.

Next lemma shows how one can estimate the $\mathcal{Q}_{\text{Reg}}$ coefficients in terms of the $\mathcal{P}$ coefficients. This is proven in [DT, Lemma 7.12].

**Lemma 8.13.** For all $p \in (1, \infty)$,
\[
\Sigma^Q_p(\text{Reg}) \preccurlyeq \Sigma^P_p(\text{Reg}).
\]

### 8.3. Transference of the lower estimates for $\mathcal{R}_\eta$ to $\Delta \mathcal{T}_R \mathcal{R}_\mu$

Denote
\[
F = e'(R) \backslash \bigcup_{Q \in \text{Reg}_{\text{HD}_2}} Q.
\]

By the splitting (8.3), it is clear that $F$ coincides with the union of the cubes in the family
\[
\text{Reg}_F := \text{Reg}_{LD_1} \cup \text{Reg}_{LD_2} \cup \text{Reg}_{NDB_1} \cup \text{Reg}_{NDB_2} \cup \text{Reg}_{\text{Neg}} \cup \text{Reg}_{\text{Ot}}.
\]

We also write
\[
F_\eta = \bigcup_{Q \in \text{Reg}_F} \frac{1}{2} B(Q),
\]
so that the measure $\mu|_F$ is well approximated by $\eta|_{F_\eta}$, in a sense.

Recall that in Lemma 7.2 we showed that
\[
\int_{V_R} \left| (|\mathcal{R}_\eta(x)| - \frac{c_2}{2} \Theta(\text{HD}_1))^{+} \right|^p d\eta(x) \gtrsim \Lambda^{-p' \varepsilon_n} \sigma_p(\text{HD}_1(e(R))),
\]
for any $p \in (1, 2]$, with $c_2$ be as in Lemma 7.2. We will show below that a similar lower estimate holds if we restrict the integral on the left side to $\text{HD}_2$. The first step is the next lemma.

We let $\tilde{V}_R$ be the union of the balls $\frac{1}{2} B(Q)$, with $Q \in \text{Reg}$, that intersect $V_R$.

**Lemma 8.14.** Suppose that $R \in \text{Trc} \cap \text{Ty}$ and also that $\mu(Z) \leq \varepsilon_Z \mu(R)$ and
\[
\|\Delta \mathcal{T}_R \mathcal{R}_\mu\|^2_{L^2(\mu)} \leq \Lambda^{-1} \sigma(\text{HD}_1).
\]

Then, for $p_0 = 2 - \frac{1}{18n}$, assuming $\varepsilon_Z \leq \Lambda^{-2n}$ and $\ell_0$ small enough,
\[
\int_{F_\eta \cap \tilde{V}_R} \left| (|\mathcal{R}_\eta| - \frac{c_2}{4} \Theta(\text{HD}_1))^{+} \right|^{p_0} d\eta \leq \Lambda^{p_0 \ell_0} \sigma_{p_0}(\text{HD}_1).
\]

Remark that the proof of this lemma takes advantage of the good estimates we have obtained for $\Sigma^P_{p_0}(\text{Reg})$ in Lemma 8.12. Later on we will show that an analogous estimate holds for all $p \in (1, p_0)$ (see Lemma 8.15 below).

**Proof.** Denote
\[
F_a = \bigcup_{Q \in \text{End} \setminus \text{HD}_2} Q, \quad F_b = \bigcup_{Q \in \text{Reg}_{\text{Neg}} \cup \text{Reg}_{\text{NDB}} \cup \text{Reg}_{\text{Ot}}} Q, \quad F_{\text{Ot}} = \bigcup_{Q \in \text{Reg}_{\text{Ot}}} Q,
\]
so that $F = F_a \cup F_b \cup F_{\text{Ot}}$. Write also
\[
\text{End}_a = \text{LD}_1 \cup \text{LD}_2 \cup \text{NDB}_1 \cup \text{NDB}_2 \cup \text{M}_{\text{Neg}}
\]
Thus, for \( \Lambda \), we have
\[
\hat{x}
\]
Estimates for all the cubes \( S \) so that these sets approximate \( F \) Estimates for . . .

We also consider
\[
\Lambda
\]
Hence, for \( a \)
\[\lesssim\]
We split
\[\lesssim\)
\[\lesssim\)
\[\lesssim\)
\[\lesssim\)
and
\[\lesssim\)

We split
\[
\int_{F_\eta \cap \tilde{V}_R} \left| (|R_\eta| - \frac{C_2}{4} \Theta(\text{HD}_1))_+ \right|^{p_0} \, d\eta = \int_{F_{a,\eta} \cap \tilde{V}_R} \ldots + \int_{F_{b,\eta} \cap \tilde{V}_R} \ldots + \int_{F_{\text{Ot},\eta} \cap \tilde{V}_R} \ldots =: I_a + I_b + I_{\text{Ot}},
\]
where “…” stands for \( \left| (|R_\eta| - \frac{C_2}{4} \Theta(\text{HD}_1))_+ \right|^{p_0} \, d\eta \).

**Estimates for** \( I_b \). We claim that \( I_b = 0 \). Indeed, given \( Q \in \text{Reg}_{\text{Neg}} \setminus \text{Reg}_{\text{MNeg}} \), notice that all the cubes \( S \) such that \( Q \subset S \subset R \) satisfy
\[
\Theta(S) \lesssim \left( \frac{\ell(S)}{\ell(R)} \right)^{1/2} \Theta(R),
\]
and so, for any \( x \in Q \),
\[
|R_\eta(x)| \lesssim \sum_{S : Q \subset S \subset R} \theta_\eta(4BS) \lesssim \sum_{S : Q \subset S \subset R} \theta_\mu(CBS)
\]
\[
\lesssim \sum_{S : Q \subset S \subset R} \left( \frac{\ell(S)}{\ell(R)} \right)^{1/2} \Theta(R) + \Theta(R) \lesssim \Theta(R).
\]
Hence, for \( \Lambda \) big enough, \( (|R_\eta(x)| - \frac{C_2}{4} \Theta(\text{HD}_1))_+ = 0 \), which proves our claim.

**Estimates for** \( I_a \). By Lemma \[8.1\] for all \( Q \in \text{Reg}_a \) such that \( \frac{1}{2} B(Q) \subset \tilde{V}_R \), all \( x \in \frac{1}{2} B(Q) \), and all \( y \in Q \),
\[
|R_\eta(x)| \leq |R_{\text{Reg}_a} \mu(y)| + C\Theta(R) + C\mathcal{P}(Q) + C\mathcal{Q}_{\text{Reg}}(Q).
\]
Thus, for \( \Lambda \) big enough, since \( C\Theta(R) = \Lambda^{-1} \Theta(\text{HD}_1) < \frac{C_2}{8} \Theta(\text{HD}_1) \),
\[
(|R_\eta(x)| - \frac{C_2}{4} \Theta(\text{HD}_1))_+ \leq (|R_{\text{Reg}_a} \mu(y)| - \frac{C_2}{8} \Theta(\text{HD}_1))_+ + C\mathcal{P}(Q) + C\mathcal{Q}_{\text{Reg}}(Q).
\]
Consequently,
\[
I_a \lesssim \sum_{Q \in \text{Reg}_a} \int_Q \left| (|R_{\text{Reg}_a} \mu(y)| - \frac{C_2}{8} \Theta(\text{HD}_1))_+ \right|^{p_0} \, d\mu(y) + \sum_{Q \in \text{Reg}_a} \left( \mathcal{P}(Q)^{p_0} + \mathcal{Q}_{\text{Reg}}(Q)^{p_0} \right) \mu(Q)
\]
\[
\lesssim \sum_{S \in \text{End}_a} \int_S \left| (|R_{\text{Reg}_a} \mu| - \frac{C_2}{8} \Theta(\text{HD}_1))_+ \right|^{p_0} \, d\mu + \Sigma_{p_0}^{\text{Reg}},
\]
where, in the last inequality, we used the fact that all the cubes from $\text{Reg}_a$ are contained in some cube $S \in \text{End}_a$ and we applied Lemma 8.13.

For each $S \in \text{End}_a$, by the triangle inequality and the fact that $(\cdot)_+$ is a 1-Lipschitz function, we get

$$
\int_S \left| (|R_{\text{Reg}}\mu| - \frac{c_2}{8} \Theta(\text{HD}_1))_+ \right|^{p_0} d\mu \leq \int_S \left| (|R_{\text{Reg}}\mu| - \frac{c_2}{8} \Theta(\text{HD}_1))_+ \right|^{p_0} d\mu
$$

By Lemma 8.3, the last integral does not exceed $C \mathcal{E}(2S)^{p_0} \mu(S)^{1 - \frac{p_0}{2}}$, and thus we deduce that

$$
I_a \lesssim \sum_{S \in \text{End}_a} \int_S \left| (|R_{\text{Reg}}\mu| - \frac{c_2}{8} \Theta(\text{HD}_1))_+ \right|^{p_0} d\mu + \sum_{S \in \text{End}_a} \mathcal{E}(2S)^{p_0} \mu(S)^{1 - \frac{p_0}{2}} + \Sigma_{p_0}^p (\text{Reg}).
$$

(8.34)

Next we apply Lemma 8.2, which ensures that for any $S \in \text{End}_a \subset \tilde{\text{End}}$ and all $x \in S$,

$$
|R_{\text{Reg}}\mu(x)| \leq |\Delta_{\tilde{\text{Reg}}}\mathcal{R}\mu(x)| + C \left( \frac{\mathcal{E}(4R)}{\mu(R)} \right)^{1/2} + C \left( \frac{\mathcal{E}(2S)}{\mu(S)} \right)^{1/2}.
$$

In case that $R \not\in \text{DB}$, recalling that $\Lambda = M_0\frac{m}{\text{Reg}} \gg M_0$ by (4.2), for $\Lambda$ big enough we obtain

$$
C \left( \frac{\mathcal{E}(4R)}{\mu(R)} \right)^{1/2} \leq C M_0 \Theta(R) \leq \frac{c_2}{8} \Theta(\text{HD}_1).
$$

In case that $R \in \text{DB}$, since $R \in \text{Ty}$, we have

$$
\mathcal{E}(4R) \lesssim \sum_{Q \in \text{DB} : Q \sim R} \mathcal{E}_\infty(9Q) \leq \Lambda^{-\frac{1}{m+1}} \sigma(\text{HD}_1),
$$

and so we also get

$$
C \left( \frac{\mathcal{E}(4R)}{\mu(R)} \right)^{1/2} \leq C \left( \frac{\Lambda^{-\frac{1}{m+1}} \sigma(\text{HD}_1)}{\mu(R)} \right)^{1/2} \leq C \Lambda^{-\frac{1}{m+1}} \Theta(\text{HD}_1) \leq \frac{c_2}{8} \Theta(\text{HD}_1).
$$

(8.37)

Thus, in any case,

$$
(|R_{\text{Reg}}\mu(x)| - \frac{c_2}{8} \Theta(\text{HD}_1))_+ \leq |\Delta_{\tilde{\text{Reg}}}\mathcal{R}\mu(x)| + C \left( \frac{\mathcal{E}(2S)}{\mu(S)} \right)^{1/2}.
$$

Plugging this estimate into (8.34), we get

$$
I_a \lesssim \sum_{S \in \text{End}_a} \int_S |\Delta_{\tilde{\text{Reg}}}\mathcal{R}\mu|^{p_0} d\mu + \sum_{S \in \text{End}_a} \mathcal{E}(2S)^{p_0} \mu(S)^{1 - \frac{p_0}{2}} + \Sigma_{p_0}^p (\text{Reg}).
$$

(8.38)

We deal with each term on the right hand side of the preceding inequality separately. First, by Hölder’s inequality and the assumptions in the lemma, we have

$$
\int |\Delta_{\tilde{\text{Reg}}}\mathcal{R}\mu|^{p_0} d\mu \lesssim \|\Delta_{\tilde{\text{Reg}}}\mathcal{R}\mu\|_{L^2(\mu)}^{p_0} \mu(R)^{1 - \frac{p_0}{2}} \leq \Lambda^{-\frac{p_0}{2m}} \sigma(\text{HD}_1)^{\frac{p_0}{2}} \mu(R)^{1 - \frac{p_0}{2}}.
$$
Regarding the second term in (8.38), by Hölder’s inequality again,

\[
\sum_{S \in \text{End}_a} \mathcal{E}(2S)^{\frac{p_0}{2}} \mu(S)^{1-\frac{p_0}{2}} \leq \left( \sum_{S \in \text{End}_a} \mathcal{E}(2S) \right)^{\frac{p_0}{2}} \left( \sum_{S \in \text{End}_a} \mu(S)^{1-\frac{p_0}{2}} \right)^{\frac{p_0}{2}} \lesssim \left( \sum_{S \in \text{End}_a} \mathcal{E}(2S) \right)^{\frac{p_0}{2}} \mu(R)^{1-\frac{p_0}{2}}.
\]

We estimate the first factor on the right hand side using (8.7), (8.8), and (8.22):

\[
\left( \sum_{S \in \text{End}_a} \mathcal{E}(2S) \right)^{\frac{p_0}{2}} \leq \left( \sum_{S \in \text{NDB}_1 \cup \text{NDB}_2} \mathcal{E}_\infty(9S) + \sum_{S \in \text{LD}_1 \cup \text{LD}_2} \mathcal{E}_\infty(9S) + \sum_{S \in \text{Neg}} \mathcal{E}_\infty(9S) \right)^{\frac{p_0}{2}} \lesssim (B \Lambda^{-1} + A \Lambda_{\text{Reg}}^{1-\frac{p_0}{2}} + B M_0^2 \delta_0^{1-\frac{p_0}{2}} + B A^{1-\frac{p_0}{2}}) \sigma(\text{HD}_1) \lesssim \Lambda_{\text{Reg}}^{1-\frac{p_0}{2}} \sigma(\text{HD}_1),
\]

by the assumption (8.28) on \(\delta_0\). In connection with the last summand on the right hand side of (8.38), by Lemma 8.12 we have

\[
\sum_{P_0} (\text{Reg}) \lesssim \Lambda_{\text{Reg}}^{\frac{1}{25n}} \sigma_{p_0}(\text{HD}_1).
\]

Therefore,

\[
I_a \lesssim \Lambda_{\text{Reg}}^{\frac{1}{25n}} \sigma_{p_0}(\text{HD}_1).
\]

From (8.39) we derive that \(\mu(HD_1) \geq \Lambda^{-1} \mu(R)\), and then

(8.39) \[\Lambda_{\text{Reg}}^{\frac{1}{25n}} \sigma_{p_0}(\text{HD}_1) \leq \Lambda_{\text{Reg}}^{\frac{1}{25n}} \sigma_{p_0}(\text{HD}_1) \leq \Lambda_{\text{Reg}}^{\frac{1}{25n}} \sigma_{p_0}(\text{HD}_1).
\]

So we get

(8.40) \[I_a \lesssim \Lambda^{\frac{1}{25n}} \sigma_{p_0}(\text{HD}_1).
\]

**Estimate of \(I_{\text{Ot}}\).** By the same arguments as in (8.33), just replacing \(\text{Reg}_a\) by \(\text{Reg}_{\text{Ot}}\), we obtain

\[
I_{\text{Ot}} \lesssim \sum_{Q \subset \text{Reg}_{\text{Ot}}} \int_Q \left| (|\mathcal{R}_{\text{Reg}} \mu(y)| - \frac{C_0}{\Lambda} \Theta(\text{HD}_1)) + P_0 \right| d\mu(y) + \sum_{Q \subset \text{Reg}_{\text{Ot}}} (P(Q)^{p_0} + Q_{\text{Reg}}(Q)^{p_0}) \mu(Q).
\]

Thus, using again Lemmas 8.13 and 8.12 we get

(8.41) \[I_{\text{Ot}} \lesssim \sum_{Q \subset \text{Reg}_{\text{Ot}}} \int_Q \left| (|\mathcal{R}_{\text{Reg}} \mu(y)| - \frac{C_0}{\Lambda} \Theta(\text{HD}_1)) + P_0 \right| d\mu(y) + \Lambda^{\frac{1}{25n}} \sigma_{p_0}(\text{HD}_1) \]

\[=: I_{\text{Ot}} + \Lambda^{\frac{1}{25n}} \sigma_{p_0}(\text{HD}_1).
\]
To estimate the integral $\tilde{I}_{O\tau}$ on the right hand side, we split

$$\tilde{I}_{O\tau} = \sum_{Q \in \text{Reg}_{O\tau} \setminus \text{Neg}(e'(R))} \int_Q \left| (|R_{T_{\text{Reg}}} \mu(x)| - \frac{c_2}{8} \Theta(HD_1))_+ \right|^{p_0} d\mu(x)$$

$$+ \sum_{Q \in \text{Reg}_{O\tau} \cap \text{Neg}(e'(R))} \int_Q \left| (|R_{T_{\text{Reg}}} \mu(x)| - \frac{c_2}{8} \Theta(HD_1))_+ \right|^{p_0} d\mu(x)$$

$$= \tilde{I}_{O\tau,1} + \tilde{I}_{O\tau,2}.$$

Notice that, by definition we have $\text{Reg}_{O\tau} \subset T$. Recall that $\text{Neg} = \text{Neg}(e'(R)) \cap \text{End}$ and thus we may have $\text{Reg}_{O\tau} \cap \text{Neg}(e'(R)) \neq \emptyset$. In this case, we have $\text{Reg}_{O\tau} \cap \text{Neg}(e'(R)) \subset T_{\text{Stop}}(e'(R))$ (because $\text{Neg}(e'(R)) \subset T_{\text{Stop}}(e'(R))$ by construction).

The same argument used to show that $I_0 = 0$ shows that

$$\tilde{I}_{O\tau,2} = 0.$$

To estimate $\tilde{I}_{O\tau,1}$, denote by $M_{O\tau}$ the family of maximal $P$-doubling cubes which are contained in some cube from $\text{Reg}_{O\tau} \setminus \text{Neg}(e'(R))$ and let

$$N_{O\tau} = \bigcup_{Q \in \text{Reg}_{O\tau} \setminus \text{Neg}(e'(R))} Q \setminus \bigcup_{P \in M_{O\tau}} P.$$

We claim that

$$(8.42) \quad M_{O\tau} \subset T \quad \text{and} \quad N_{O\tau} \subset Z.$$}

To check this, for a given $P \in M_{O\tau}$ with $P \subset Q \in \text{Reg}_{O\tau} \setminus \text{Neg}(e'(R))$, suppose there exists $S \in \text{End}$ such that $S \supset P$. As $P$ is a contained in some $Q \in \text{Reg}_{O\tau} \setminus \text{Neg}(e'(R))$, we have $S \not\subset \text{Neg}$. Further, $S \subset Q$ because $Q \in \text{Reg}_{O\tau}$ implies that $Q \not\subset \text{End}$. Since $S$ is $P$-doubling, we deduce that $P = S$, by the maximality of $P$ as $P$-doubling cube contained in $Q$. An analogous argument shows that $N_{O\tau} \subset Z$.

By Hölder’s inequality and (8.27), for $\ell_0$ small enough we have

$$\tilde{I}_{O\tau} \leq \left( \sum_{Q \in \text{Reg}_{O\tau}} \int_Q \left( |R_{T_{\text{Reg}}} \mu(x)| - \frac{c_2}{8} \Theta(HD_1) \right)^{p_0} d\mu(x) \right)^{\frac{2}{p_0}} \left( \sum_{Q \in \text{Reg}_{O\tau}} \mu(Q) \right)^{1 - \frac{p_0}{2}}$$

$$\leq \left( \sum_{P \in M_{O\tau}} \int_P \left| R_{T_{\text{Reg}}} \mu \right|^2 d\mu + \int_{N_{O\tau}} \left| R_{T_{\text{Reg}}} \mu \right|^2 d\mu \right)^{\frac{p_0}{2}} \left( \mu(Z) + o(\ell_0) \right)^{1 - \frac{p_0}{2}},$$

with $o(\ell_0) \to 0$ as $\ell_0 \to 0$.

Denote

$$R_{M_{O\tau}} \mu(x) = \sum_{P \in M_{O\tau}} \chi_P(x) R(\chi_{2R \setminus 2P} \mu)(x)$$

and

$$\Delta_{M_{O\tau}} R \mu(x) = \sum_{P \in M_{O\tau}} \chi_P(x) \left( m_{\mu,P}(R \mu) - m_{\mu,2R}(R \mu) \right) + \chi_Z(x) \left( R \mu(x) - m_{\mu,2R}(R \mu) \right).$$
Almost the same argument shows also that, for \( x \in T \),

\[
\mid \mathcal{R}_{\text{Reg}} \mu(x) - \mathcal{R}_{\text{Reg}} \mu(x) \mid \lesssim \sum_{P : P \subset P' \subset Q} \Theta(P') \lesssim \mathcal{P}(Q) \lesssim \Lambda \Theta(\text{HD}_1).
\]

Remark also that, for \( x \in N_{\text{Reg}} \),

\[
\mid \mathcal{R}(\chi_{2R}\mu)(x) - \mathcal{R}_{\text{Reg}} \mu(x) \mid \lesssim \Lambda \Theta(\text{HD}_1).
\]

So we deduce that, for \( x \in P \in M_{\text{Reg}} \),

\[
\sum_{P \in M_{\text{Reg}}} \int_P |\mathcal{R}_{\text{Reg}} \mu|^2 \, d\mu \leq \sum_{P \in M_{\text{Reg}}} \int_P |\mathcal{R}(\chi_{2R}\mu)|^2 \, d\mu + \Lambda^2 \Theta(\text{HD}_1)^2 \mu(R) \lesssim \left( \varepsilon \mu(R)^{1 - \frac{p_0}{2}} \right)^{\frac{p_0}{2}}.
\]

Almost the same arguments as in Lemma 8.2 show that for \( x \in P \in M_{\text{Reg}} \),

\[
|\mathcal{R}_{\text{Reg}} \mu(x) - \Delta_{\text{Reg}} \mathcal{R} \mu(x)| \lesssim \mathcal{P}(R) + \left( \frac{\mathcal{E}(4R)}{\mu(R)} \right)^{1/2} \mathcal{P}(P) + \left( \frac{\mathcal{E}(2P)}{\mu(P)} \right)^{1/2}
\]

and that, for \( x \in Z \),

\[
|\mathcal{R}(\chi_{2R}\mu)(x) - \Delta_{\text{Reg}} \mathcal{R} \mu(x)| \lesssim \mathcal{P}(R) + \left( \frac{\mathcal{E}(4R)}{\mu(R)} \right)^{1/2}.
\]

Therefore, by (8.36) and (8.37) and taking into account that \( \mathcal{P}(P) \lesssim \Lambda \Theta(\text{HD}_1) \) for \( P \in M_{\text{Reg}} \), we deduce

\[
\bar{I}_{\text{Reg}} \lesssim \left( \int |\Delta_{\text{Reg}} \mathcal{R} \mu|^2 \, d\mu + \sum_{P \in M_{\text{Reg}}} \mathcal{E}(2P) + \Lambda^2 \Theta(\text{HD}_1)^2 \mu(R) \right)^{\frac{p_0}{2}} \left( \varepsilon \mu(R)^{1 - \frac{p_0}{2}} \right)^{\frac{p_0}{2}}.
\]

By the orthogonality of the functions \( \Delta_Q \mathcal{R} \mu, Q \in D_{\mu} \), the assumptions in the lemma, and (8.42), it is clear that

\[
\int |\Delta_{\text{Reg}} \mathcal{R} \mu|^2 \, d\mu \leq \|\Delta_{\mathcal{T}} \mathcal{R} \mu\|_{L^2(\mu)}^2 \leq \Lambda^{-1} \sigma(\text{HD}_1).
\]

On the other hand, since the tree \( \mathcal{T} \) is typical,

\[
\sum_{P \in M_{\text{Reg}}} \mathcal{E}(2P) \leq \sum_{P \in M_{\text{Reg}} \cap \text{DB}} \mathcal{E}(2P) + \sum_{P \in \mathcal{T} \cap \text{DB}} \mathcal{E}(2P) \leq M_0^2 \sigma(M_{\text{Reg}}) + \Lambda^{\frac{p_0}{2}} \sigma(\text{HD}_1)
\]

\[
\leq \Lambda^2 \Theta(\text{HD}_1)^2 \mu(R) + \Lambda^{\frac{p_0}{2}} \sigma(\text{HD}_1) \lesssim \Lambda^2 \Theta(\text{HD}_1)^2 \mu(R).
\]

Thus, using also (8.18),

\[
\bar{I}_{\text{Reg}} \lesssim \Lambda^{-\frac{p_0}{2}} \sigma(\text{HD}_1)^{\frac{p_0}{2}} \mu(R)^{1 - \frac{p_0}{2}} + \varepsilon \left( \frac{\Lambda^p \Theta(\text{HD}_1)^{p_0} \mu(R)}{p_0} \right)^{\frac{1}{2}}
\]

\[
\lesssim \left( B \Lambda^2 \right)^{1 - \frac{p_0}{2}} \Lambda^{-\frac{p_0}{2}} \sigma_{p_0}(\text{HD}_1) + \varepsilon \left( \frac{B^{2+p_0} \sigma_{p_0}(\text{HD}_1)}{p_0} \right)^{\frac{1}{2}}.
\]

By the choice of \( p_0, \Lambda, \) and \( B \) and the assumption \( \varepsilon \leq \Lambda^{-72n} \), we have

\[
\bar{I}_{\text{Reg}} \lesssim \Lambda^{\frac{p_0}{2}} \sigma_{p_0}(\text{HD}_1) + \Lambda^{\frac{p_0}{2}} \sigma_{p_0}(\text{HD}_1) \lesssim \Lambda^{\frac{p_0}{2}} \sigma_{p_0}(\text{HD}_1).
Together with (8.41), this yields
\[ I_{Ot} \lesssim \Lambda^{\frac{-1}{25}} \sigma_{p_0}(HD_1). \]

Gathering the estimates obtained for \( I_a \) and \( I_{Ot} \), the lemma follows. \qed

**Lemma 8.15.** Suppose that \( R \in \text{Trc} \cap \text{Ty} \) and also that \( \mu(Z) \leq \varepsilon_Z \mu(R) \) and
\[ \| \Delta_f R \mu \|^2_{L^2(\mu)} \leq \Lambda^{-1} \sigma(HD_1). \]
Assume also that \( \varepsilon_Z \leq \Lambda^{-72n} \) and \( \ell_0 \) is small enough. Then
\[ \eta\left( \{ x \in \bar{V}_R : |R \eta(x)| > \frac{c_2}{2} \Theta(HD_1) \} \right) \lesssim \Lambda^{\frac{-1}{25}} \mu(HD_1). \]
Also, for any \( p \in (1, p_0) \),
\[ \int_{F_\eta \cap \bar{V}_R} \left( |(R \eta) - \frac{c_2}{2} \Theta(HD_1)|_+ \right)^p d\eta \lesssim \Lambda^{\frac{-1}{25}} \sigma_p(HD_1). \]

**Proof.** Denote
\[ A = \{ x \in \bar{V}_R : |R \eta(x)| > \frac{c_2}{2} \Theta(HD_1) \}. \]
By the definition of \( F_\eta \) we can split
\[ \eta(A) \leq \eta(A \cap F_\eta) + \eta\left( \bigcup_{Q \in \text{HD}_2} \frac{1}{2} B(Q) \right). \]
Notice first that
(8.43) \[ \eta\left( \bigcup_{Q \in \text{HD}_2} \frac{1}{2} B(Q) \right) = \frac{1}{\Theta(\text{HD}_2)^2} \sigma(\text{HD}_2) \leq \frac{B}{\Lambda^2 \Theta(HD_1)^2} \sigma(HD_1) \leq \Lambda^{-1} \mu(HD_1). \]
On the other hand, for \( x \in A \) we have
\[ |(R \eta(x)) - \frac{c_2}{4} \Theta(HD_1)|_+ \geq \frac{c_2}{4} \Theta(HD_1). \]
So, by Chebyshev and Lemma 8.14,
\[ \eta(A \cap F_\eta) \lesssim \frac{1}{\Theta(HD_1)^{p_0}} \int_{F_\eta \cap \bar{V}_R} \left( |(R \eta) - \frac{c_2}{4} \Theta(HD_1)|_+ \right)^{p_0} d\eta \lesssim \Lambda^{\frac{-1}{25}} \frac{\sigma_{p_0}(HD_1)}{\Theta(HD_1)^{p_0}} = \Lambda^{\frac{-1}{25}} \mu(HD_1), \]
which, together with (8.43), proves the first assertion of the lemma.
For the second statement in the lemma we use Hölder and Lemma 8.14 again:

\[
\int_{F \cap V_R} |(\mathcal{R}_\eta - \frac{c_2}{2} \Theta(HD_1))_+|^p \, d\eta = \int_{A \cap F} |(\mathcal{R}_\eta - \frac{c_2}{2} \Theta(HD_1))_+|^p \, d\eta \\
\leq \left( \int_{A \cap F} |(\mathcal{R}_\eta - \frac{c_2}{4} \Theta(HD_1))_+|^{p_0} \, d\eta \right)^\frac{p}{p_0} \eta(A \cap F_\eta)^{1 - \frac{p}{p_0}} \\
\lesssim (\Lambda^{\frac{1}{2n}} \sigma_{p_0}(HD_1))^{\frac{p}{p_0}} (\Lambda^{\frac{1}{2n}} \mu(HD_1))^{1 - \frac{p}{p_0}} \\
= \Lambda^{\frac{1}{2n}} \sigma_p(HD_1).
\]

Observe that, given \( R \in MDW \cap Trc \cap Ty \), from Lemmas 7.2 and 8.15 under the assumptions in those lemmas, we derive that

\[
\int_{V_R \cap HD_2} |(\mathcal{R}_\eta(x) - \frac{c_2}{2} \Theta(HD_1))_+|^p \, d\eta(x) \\
\geq c\Lambda^{-p\varepsilon_n} \sigma_p(HD_1) - C\Lambda^{\frac{1}{2n}} \sigma_p(HD_1) \approx \Lambda^{-p'\varepsilon_n} \sigma_p(HD_1),
\]

for \( p \in (1, p_0) \), assuming that \( \varepsilon_n \) and \( p \) are chosen so that \( p'\varepsilon_n < \frac{1}{20n} \). This is the main ingredient for the proof of the next lemma, which is the main result of this section.

**Lemma 8.16.** Let \( R \in MDW \cap Trc \cap Ty \). Let \( \Lambda > 0 \) be big enough and suppose that \( \varepsilon_Z \leq \Lambda^{-72n} \). Then one of the following alternatives holds:

(a) \( \mu(Z) \geq \varepsilon_Z \mu(R) \), or

(b) \( ||\Delta_\mathcal{R}_\mu||_{L^2(\mu)}^2 \geq \Lambda^{-1} \sigma(HD_1) \).

**Proof.** Suppose that none of the alternatives holds. Then, by Lemmas 7.2 and 8.15 as in (8.44), we have

\[
I_{HD_2} := \int_{V_R \cap HD_2} |(\mathcal{R}_\eta(x) - \frac{c_2}{2} \Theta(HD_1))_+|^p \, d\eta(x) \geq \Lambda^{-p'\varepsilon_n} \sigma_p(HD_1),
\]

for all \( p \in (1, p_0) \), assuming that \( \ell_0 \) is chosen small enough and that

\[
p'\varepsilon_n \leq \frac{1}{50n}.
\]

The appropriate values of \( \varepsilon_n \) and \( p \) will be chosen at the end of the proof.

By arguments analogous to the ones we used to estimate the integral \( I_a \) in the proof of Lemma 8.14 we will “transfer” the estimate for \( \mathcal{R}_\eta \) in (8.45) to \( \Delta_\mathcal{R}_\mu \), so that we will obtain a lower estimate for \( ||\Delta_\mathcal{R}_\mu||_{L^2(\mu)}^2 \) which will contradict the assumption that (b) does not hold. Although some of the estimates below are very similar to the ones to obtain the inequality (8.38) in the proof of Lemma 8.14 we will include the full details here for the reader’s convenience. On the other hand, an important differences between the proof of that lemma and the current proof is that in Lemma 8.14 we took advantage of the fact that \( p_0 \) is close to 2, and the estimates there would not work for the family \( Reg_{HD_2} \), while in the arguments below it is essential the fact that we are taking \( p \) close to 1 and the estimates work fine for the family \( Reg_{HD_2} \), while they would fail for the family \( Reg_a \).
By Lemma \[8.11\] for all \( Q \in \text{Reg}_{\text{HD}_2} \) such that \( \frac{1}{2} B(Q) \subset \bar{V}_R \), all \( x \in \frac{1}{2} B(Q) \), and all \( y \in Q \),

\[ |R\eta(x)| \leq |R\tau_{\text{Reg}}\mu(y)| + C\Theta(R) + CP(Q) + CQ_{\text{Reg}}(Q). \]

Thus, for \( \Lambda \) big enough, since \( \Theta(R) = \Lambda^{-1}\Theta(\text{HD}_1) < \frac{4}{\Lambda}\Theta(\text{HD}_1) \),

\[ (|R\eta(x)| - \frac{c_2}{2}\Theta(\text{HD}_1))_+ \leq (|\tau_{\text{Reg}}\mu(y)| - \frac{c_2}{4}\Theta(\text{HD}_1))_+ + CP(Q) + CQ_{\text{Reg}}(Q). \]

Therefore,

\[ I_{\text{HD}_2} \lesssim \sum_{Q \in \text{Reg}_{\text{HD}_2}} \int_Q ((|\tau_{\text{Reg}}\mu(y)| - \frac{c_2}{4}\Theta(\text{HD}_1))_+)^p d\mu(y) + \sum_{Q \in \text{Reg}_{\text{HD}_2}} (P(Q)^p + Q_{\text{Reg}}(Q)^p) \mu(Q). \]

By \[8.10\] and Lemma \[8.13\] we have

\[ \sum_{Q \in \text{Reg}_{\text{HD}_2}} (P(Q)^p + Q_{\text{Reg}}(Q)^p) \mu(Q) = \Sigma^P \mu(\text{Reg}_{\text{HD}_2}) + \Sigma^Q \mu(\text{Reg}_{\text{HD}_2}) \]

\[ \lesssim \sigma_p(\text{HD}_2) + \Sigma^Q(\text{Reg})\mu(\text{HD}_2)^{1 - \frac{4}{p}} \]

\[ \lesssim B\Lambda^{p-2}\sigma_p(\text{HD}_1) + \Sigma^P(\text{Reg})\mu(\text{HD}_2)^{1 - \frac{4}{p}}. \]

Also, recalling that \( \sigma(\text{HD}_2) \leq B\sigma(\text{HD}_1) \), we get \( \mu(\text{HD}_2) \leq B\Lambda^{-2}\mu(\text{HD}_1) \). Then, by Lemma \[8.12\] we obtain

\[ \Sigma^P(\text{Reg})\mu(\text{HD}_2)^{1 - \frac{4}{p}} \leq (B\sigma(\text{HD}_1))\mu(\text{HD}_1)^{1 - \frac{4}{p}} = B\Lambda^{p-2}\sigma_p(\text{HD}_1). \]

So, since any cube from \( \text{Reg}_{\text{HD}_2} \) is contained in some cube \( S \in \text{HD}_2 \):

\[ I_{\text{HD}_2} \lesssim \sum_{S \in \text{HD}_2} \int_S ((|\tau_{\text{Reg}}\mu(y)| - \frac{c_2}{4}\Theta(\text{HD}_1))_+)^p d\mu(y) + B\Lambda^{p-2}\sigma_p(\text{HD}_1). \]

For each \( S \in \text{HD}_2 \), by the triangle inequality and the fact that \( (\cdot)_+ \) is a 1-Lipschitz function, we obtain

\[ \int_S ((|\tau_{\text{Reg}}\mu| - \frac{c_2}{4}\Theta(\text{HD}_1))_+)^p d\mu \lesssim \int_S ((|\tau\mu| - \frac{c_2}{4}\Theta(\text{HD}_1))_+)^p d\mu + \int_S (|\tau\mu| - \tau_{\text{Reg}}\mu)^p d\mu. \]

By Lemma \[8.3\] the last integral does not exceed \( CE(2S)^{\frac{p}{2}}\mu(S)^{1 - \frac{4}{p}} \), and thus (8.47)

\[ I_{\text{HD}_2} \lesssim \sum_{S \in \text{HD}_2} \int_S ((|\tau\mu| - \frac{c_2}{4}\Theta(\text{HD}_1))_+)^p d\mu + \sum_{S \in \text{HD}_2} E(2S)^{\frac{p}{2}}\mu(S)^{1 - \frac{4}{p}} + B\Lambda^{p-2}\sigma_p(\text{HD}_1). \]

Next we apply Lemma \[8.2\], which implies that for any \( S \in \text{HD}_2 \) and all \( x \in S \),

\[ |\tau\mu(x)| \leq |\Delta\tau\mu(x)| + C\left(\frac{E(4R)}{\mu(R)}\right)^{1/2} + C\left(\frac{E(2S)}{\mu(S)}\right)^{1/2}. \]

In case that \( R \not\subset DB \), recalling that \( \Lambda = M_0^{\frac{8n-4}{2n}} \gg M_0 \) by (1.2), for \( \Lambda \) big enough we obtain

\[ C\left(\frac{E(4R)}{\mu(R)}\right)^{1/2} \leq CM_0\Theta(R) \leq \frac{c_2}{4}\Theta(\text{HD}_1), \]
If \( R \in DB \), then we use the fact that \( R \in T_y \), which ensures that
\[
\mathcal{E}(4R) \lesssim \sum_{P \sim T: P \in DB} \mathcal{E}_{\infty}(9P) \lesssim \Lambda^{\frac{4}{n}} \sigma(HD_1),
\]
and so we also get
\[
C \left( \frac{\mathcal{E}(4R)}{\mu(R)} \right)^{1/2} \leq C \left( \frac{\Lambda^{\frac{4}{n}} \sigma(HD_1)}{\mu(R)} \right)^{1/2} \leq C \Lambda^{\frac{1}{n}} \Theta(HD_1) \leq \frac{C_2}{4} \Theta(HD_1).
\]
Hence, in any case we have
\[
(|R_7 \mu(x)| - \frac{C_2}{4} \Theta(HD_1))_+ \leq |\Delta_7 R \mu(x)| + C \left( \frac{\mathcal{E}(2S)}{\mu(S)} \right)^{1/2}.
\]
Plugging this estimate into (8.47), we get
\[
I_{HD_2} \lesssim \int_{HD_2} |\Delta_7 R \mu|^p d\mu + \sum_{S \in HD_2} \mathcal{E}(2S)^{\frac{p}{2}} \mu(S)^{1-\frac{p}{2}} + B \Lambda^{p-2} \sigma_p(HD_1).
\]
Next we will estimate each term on the right hand side. First, by Hölder’s inequality, we have
\[
\int_{HD_2} |\Delta_7 R \mu|^p d\mu \lesssim \|\Delta_7 R \mu\|_{L^2(\mu)}^p \mu(HD_2)^{1-\frac{p}{2}}
\]
\[
\leq \|\Delta_7 R \mu\|_{L^2(\mu)}^p (B \Lambda^{-2} \mu(HD_1))^{1-\frac{p}{2}} \leq \|\Delta_7 R \mu\|_{L^2(\mu)}^p (\Lambda^{-1} \mu(HD_1))^{1-\frac{p}{2}}.
\]
Regarding the second term in (8.49), by Hölder’s inequality again,
\[
\sum_{S \in HD_2} \mathcal{E}(2S)^{\frac{p}{2}} \mu(S)^{1-\frac{p}{2}} \leq \left( \sum_{S \in HD_2} \mathcal{E}(2S) \right)^{\frac{p}{2}} \mu(HD_2)^{1-\frac{p}{2}}.
\]
We estimate now the first factor on the right hand side:
\[
\sum_{S \in HD_2} \mathcal{E}(2S) \leq \sum_{S \in HD_2 \setminus DB} \mathcal{E}(2S) + \sum_{S \sim T: S \in DB} \mathcal{E}(2S)
\]
\[
\lesssim M_0^p \sigma(S) + \Lambda^{\frac{1}{n}} \sigma(HD_1)
\]
\[
\lesssim M_0^p \sigma(HD_2) + \Lambda^{\frac{1}{n}} \sigma(HD_1)
\]
\[
\lesssim B M_0^p \sigma(HD_1) + \Lambda^{\frac{1}{n}} \sigma(HD_1) \lesssim B M_0^p \sigma(HD_1).
\]
Hence, plugging this estimate into (8.50) and using that \( \mu(HD_2) \leq B \Lambda^{-2} \mu(HD_1) \),
\[
\sum_{S \in HD_2} \mathcal{E}(2S)^{\frac{p}{2}} \mu(S)^{1-\frac{p}{2}} \lesssim (B M_0^p \sigma(HD_1))^{\frac{p}{2}} (B \Lambda^{-2} \mu(HD_1))^{1-\frac{p}{2}} = M_0^p B \Lambda^{p-2} \sigma_p(HD_1).
\]
Altogether, we deduce that
\[
I_{HD_2} \lesssim \|\Delta_7 R \mu\|_{L^2(\mu)}^p \left( \Lambda^{-1} \mu(HD_1) \right)^{1-\frac{p}{2}} + M_0^p B \Lambda^{p-2} \sigma_p(HD_1).
\]
Recalling the lower estimate for \( I_{HD_2} \) in (8.43), we obtain
\[
\|\Delta_7 R \mu\|_{L^2(\mu)}^p \left( \Lambda^{-1} \mu(HD_1) \right)^{1-\frac{p}{2}} \geq c \Lambda^{-p' \epsilon \eta} \sigma_p(HD_1) - C M_0^p B \Lambda^{p-2} \sigma_p(HD_1).
\]
Recall now that
\[ M_0 = \Lambda^{1 - \frac{1}{2(8n-1)}} \ll \Lambda. \]
Notice that for \( p \) close enough to 1, we have \( M_0^p B \Lambda^{p-2} \ll 1 \), so that the last term on the right hand side of (8.51) is much smaller than the first one, assuming \( \varepsilon_n \) close enough to 0. To be more precise, let us take
\[ p = 1 + \frac{1}{4(8n-1)}. \]
A straightforward calculation gives
\[ M_0^p \Lambda^{p-2} = \Lambda^{1 - \frac{1}{2(8n-1)}} \frac{1}{4(8n-1)^2}, \]
so that
\[ B M_0^p \Lambda^{p-2} \leq \Lambda^{1 - \frac{1}{160n}} \Lambda^{-\frac{1}{2(8n-1)}} \leq \Lambda^{-\frac{1}{4(8n-1)}}. \]
Then we choose \( \varepsilon_n \) so that, besides (8.46), it satisfies
\[ \varepsilon_n \leq \frac{1}{8(8n-1)} (p - 1) = \frac{1}{32(8n-1)^2}, \]
and we derive
\[ \| \Delta_\tau R \mu \|_{L^2(\mu)}^p (\Lambda^{-1} \mu(HD_1))^{1-\frac{p}{2}} \gtrsim \Lambda^{-p' \varepsilon_n} \sigma_p(HD_1), \]
which is equivalent to
\[ \| \Delta_\tau R \mu \|_{L^2(\mu)}^2 \gtrsim (\Lambda^{-p' \varepsilon_n} \Lambda^{1-\frac{p}{2}} \sigma_p(HD_1) \mu(HD_1)^{\frac{p}{2}-1})^{\frac{p}{2}} \]
\[ = \Lambda^{-\frac{2p' \varepsilon_n}{2} + \frac{p}{2} - 1} \sigma(HD_1) \gg \Lambda^{-1} \sigma(HD_1). \]
This contradicts the assumption that the alternative (b) in the lemma does not hold. \( \Box \)

9. THE PROOF OF PROPOSITION 3.7

We have to show that
\[ \sum_{Q \in DB} \mathcal{E}_\infty(9Q) \leq C\left(\| R \mu \|_{L^2(\mu)}^2 + \theta_0^2 \| \mu \| \right), \]
with \( C \) possibly depending on \( \Lambda \) and other parameters. Recall that by Lemma 6.5, we have
\[ \sum_{Q \in DB} \mathcal{E}_\infty(9Q) \leq \Lambda^{-\frac{1}{2n}} (\log \Lambda)^2 \sum_{R \in L(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R) \cap Ty} \sigma(HD_1(e(Q))). \]
Also, by Lemma 6.2, it turns out that, for all \( P \in D_\mu \) and all \( k \geq 0 \),
\[ \# \{ R \in L(GDF) : \exists Q \in \text{Trc}_k(R) \text{ such that } P \in T(e'(Q)) \} \leq C_2 (\log \Lambda)^2. \]
Observe now that, by Lemma 8.16, for each \( Q \in \text{Trc}_k(R) \cap Ty \), either
\[ \sigma(HD_1(e(Q))) \leq \theta_0^2 \mu(Q) \leq \theta_0^2 \varepsilon_n^{-1} \mu(Z(Q)), \]
where \( Z(Q) \) is the set \( Z \) appearing in Lemma 6.5 (replacing \( R \) by \( Q \) there), or
\[ \sigma(HD_1(e(Q))) \leq \Lambda \| \Delta_\tau(e'(Q)) R \mu \|_{L^2(\mu)}. \]
Therefore,

\[
\sum_{Q \in DB} \mathcal{E}_\infty(9Q) \lesssim \sum_{R \in L(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in T_{k}(R) \cap Ty} \|\Delta_\widetilde{T}(e'(Q)) \mathcal{R} \mu\|_{L^2(\mu)}^2
\]

\[
+ \sum_{R \in L(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in T_{k}(R) \cap Ty} \theta_0 \frac{1}{\mu(Z(Q))} \mu(Z(Q))
\]

\[=: T_1 + T_2.\]

9.1. **Estimate of \( T_{1} \).** Recall that

\[
\Delta_\widetilde{T}(e'(Q)) \mathcal{R} \mu(x) = \sum_{P \in \text{End}(e'(Q))} \chi_{P}(x) \left( m_{\mu,P}(\mathcal{R} \mu) - m_{\mu,2Q}(\mathcal{R} \mu) \right)
\]

\[
+ \chi_{Z(Q)}(x) (\mathcal{R} \mu(x) - m_{\mu,2R}(\mathcal{R} \mu)).
\]

For \( Q \in MDW \), we write \( S < Q \) if \( S \in \mathcal{D}_\mu \) is a maximal cube contained in \( e'(Q) \). Then we denote

\[
\Delta_\widetilde{Q} \mathcal{R} \mu = \sum_{S < Q} \left( m_{\mu,S}(\mathcal{R} \mu) - m_{\mu,2Q}(\mathcal{R} \mu) \right) \chi_S.
\]

Then, it is easy to check that

\[
\Delta_\widetilde{T}(e'(Q)) \mathcal{R} \mu = \left( \sum_{P \in \text{End}(e'(Q)) \setminus \text{End}(e'(Q))} \Delta_{P} \mathcal{R} \mu + \Delta_\widetilde{Q} \mathcal{R} \mu \right) \chi_{\widetilde{G}(Q)},
\]

where

\[
\widetilde{G}(Q) = \bigcup_{P \in \text{End}(e'(Q))} P \cup Z(Q)
\]

(see [DT, Section 8.1] for the full details). It is also immediate to check that, for a fixed \( Q \), all the functions appearing on the right hand side are mutually orthogonal in \( L^2(\mu) \).

Arguing as in [8.17], one sees that the cubes \( P \in \widetilde{T}(e'(Q)) \) satisfy \( P \sim T(e'(Q)) \). So we get

\[
\|\Delta_\widetilde{T}(e'(Q)) \mathcal{R} \mu\|_{L^2(\mu)}^2 = \sum_{P \in \text{End}(e'(Q)) \setminus \text{End}(e'(Q))} \|\Delta_{P} \mathcal{R} \mu\|_{L^2(\mu)}^2 + \|\Delta_\widetilde{Q} \mathcal{R} \mu\|_{L^2(\mu)}^2
\]

\[
\leq \sum_{P \sim T(e'(Q))} \|\Delta_{P} \mathcal{R} \mu\|_{L^2(\mu)}^2 + \|\Delta_\widetilde{Q} \mathcal{R} \mu\|_{L^2(\mu)}^2.
\]

Therefore,

\[
T_1 \leq \sum_{R \in L(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in T_{k}(R) \cap Ty} \sum_{P \sim T(e'(Q))} \|\Delta_{P} \mathcal{R} \mu\|_{L^2(\mu)}^2
\]

\[
+ \sum_{R \in L(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in T_{k}(R) \cap Ty} \|\Delta_\widetilde{Q} \mathcal{R} \mu\|_{L^2(\mu)}^2
\]

\[=: T_{1.1} + T_{1.2}.\]
By Fubini, regarding the term $T_{1,1}$, we have
\[ T_{1,1} \leq \sum_{P \in D_\mu} \|\Delta P R \mu\|_{L^2(\mu)}^2 \sum_{k \geq 0} B^{-k/2} \#A(P, k), \]
where
\[ A(P, k) = \{ R \in L(GDF) : \exists Q \in \text{Trc}_k(R) \text{ such that } P \sim T(e'(Q)) \}. \]
As shown in (6.12), it holds \( \#A(P, k) \lesssim (\log \Lambda)^2 \).

Hence,
\[ T_{1,1} \lesssim_\Lambda \sum_{P \in D_\mu} \|\Delta P R \mu\|_{L^2(\mu)}^2 \lesssim_\Lambda \|R \mu\|_{L^2(\mu)}^2. \]

Concerning $T_{1,2}$, we argue analogously:
\[ T_{1,2} \leq \sum_{Q \in D_\mu} \|\tilde{\Delta} Q R \mu\|_{L^2(\mu)}^2 \sum_{k \geq 0} B^{-k/2} \#\tilde{A}(Q, k), \]
where
\[ \tilde{A}(Q, k) = \{ R \in L(GDF) : Q \in \text{Trc}_k(R) \}. \]
Since \( \#\tilde{A}(Q, k) \leq \#A(Q, k) \lesssim (\log \Lambda)^2 \),
we deduce that \( T_{1,2} \lesssim_\Lambda \sum_{Q \in \text{MDW}} \|\tilde{\Delta} Q R \mu\|_{L^2(\mu)}^2. \)

By Lemma 8.1 from [DT], the right hand side above is also bounded by \( C\|R \mu\|_{L^2(\mu)}^2 \). So we have,
\[ T_{1,2} \lesssim_\Lambda \|R \mu\|_{L^2(\mu)}^2. \]

9.2. Estimate of $T_2$. We have
\[
T_2 = \sum_{R \in L(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R) \cap \text{Ty}} \theta_0^2 \varepsilon_Z^{-1} \mu(Z(Q)) \\
= \sum_{R \in L(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R) \cap \text{Ty}} \int_{Z(Q)} \theta_0^2 \varepsilon_Z^{-1} d\mu \\
= \int \theta_0^2 \varepsilon_Z^{-1} \left( \sum_{R \in L(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R) \cap \text{Ty}} \chi_Z(Q) \right) d\mu.
\]

By Fubini, we have
\[
\sum_{R \in L(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R) \cap \text{Ty}} \chi_Z(Q) \leq \sum_{k \geq 0} B^{-k/2} \#D(x, k),
\]
where
\[ D(x, k) = \{ R \in L(GDF) : \exists Q \in \text{Trc}_k(R) \text{ such that } x \in Z(Q) \}. \]

In fact, the family $\text{MDW}$ in [DT] is not the same as the one in the current paper because in [DT] $\text{MDW}$ is a subfamily of roots of a corona decomposition of $D_\mu$. However, the reader can check that the proof of Lemma 8.1 from [DT] works verbatim in our situation too.
Observe now that, given \( j \geq 1 \), if we let
\[
D_j(x, k) = \{ R \in \mathcal{L}(GDF) : \exists Q \in \text{Trc}_k(R) \text{ such that } T(e^i(Q)) \text{ contains every } P \in \mathcal{D}_\mu \text{ such that } x \in P \text{ and } \ell(P) \leq A_j^0 \},
\]
then we have
\[
D(x, k) = \bigcup_{j \geq 1} D_j(x, k),
\]
and moreover \( D_j(x, k) \subseteq D_{j+1}(x, k) \) for all \( j \). From Lemma 6.2 we deduce that
\[
\#D_j(x, k) \leq C (\log \Lambda)^2 \text{ for all } j \geq 1.
\]
Thus, \( \#D(x, k) \leq C (\log \Lambda)^2 \) too. Consequently,
\[
\sum_{R \in \mathcal{L}(GDF)} \sum_{k \geq 0} B^{-k/2} \sum_{Q \in \text{Trc}_k(R) \cap \mathcal{T}Y} \chi_{Z(Q)} \lesssim \Lambda 1,
\]
and so
\[
T_2 \lesssim \Lambda \varepsilon \sigma_0^2 \|\mu\|.
\]
Together with the estimate we obtained for \( T_1 \), this yields
\[
\sum_{Q \in \mathcal{D}B} \mathcal{E}_{\infty}(9Q) \lesssim \Lambda \left\| \mathcal{R}\mu \right\|_{L^2(\mu)}^2 + \varepsilon \sigma_0^2 \|\mu\|,
\]
which concludes the proof of Proposition 3.7.
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