Measurement of molecular mixing at a conjugated polymer interface by specular and off-specular neutron scattering†
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Measurements have been performed on thermally equilibrated conjugated-polymer/insulating-polymer bilayers, using specular and off-specular neutron reflectivity. While specular reflectivity is only sensitive to the structure normal to the sample, off-specular measurements can probe the structure of the buried polymer/polymer interface in the plane of the sample. Systematic analysis of the scattering from a set of samples with varying insulating-polymer-thickness, using the distorted-wave Born approximation (DWBA), has allowed a robust determination of the intrinsic width at the buried polymer/polymer interface. The quantification of this width (12 Å ± 4 Å) allows us to examine aspects of the conjugated polymer conformation at the interface, by appealing to self-consistent field theory (SCFT) predictions for equilibrium polymer/polymer interfaces in the cases of flexible and semi-flexible chains. This analysis enables us to infer that mixing at this particular interface cannot be described in terms of polymer chain segments that adopt conformations similar to a random walk. Instead, a more plausible explanation is that the conjugated polymer chain segments become significantly oriented in the plane of the interface. It is important to point out that we are only able to reach this conclusion following the extensive analysis of reflectivity data, followed by comparison with SCFT predictions. It is not simply the case that conjugated polymers would be expected to adopt this kind of oriented conformation at the interface, because of their relatively high chain stiffness. It is the combination of a high stiffness and a relatively narrow intrinsic interfacial width that results in a deviation from flexible chain behaviour.

Introduction

Conjugated polymer interfaces are at the heart of plastic electronic devices such as solar cells, light-emitting diodes (LEDs) and field-effect-transistors (FETs). The structure of these interfaces is known to be an important factor in photophysical processes and charge transport, and is therefore a key determinant of device performance. Examples include (i) the influence of the relative positioning/orientation of polymer chain segments on the photophysics at conjugated polymer heterojunctions, (ii) the impact of (total) interfacial roughness at conjugated polymer heterojunctions on photoluminescence and charge separation efficiency and (iii) the impact of interfacial roughness and molecular orientation, on charge mobility at the dielectric–semiconducting interface within polymer-based FETs. However, a full characterisation of the structure at such interfaces is currently lacking. One important aspect of the structure is the lateral lengthscale on which interfacial roughness manifests itself. The possibility of two distinct contributions to the roughness at a buried interface is illustrated in Fig. 1(a). One contribution to the roughness at a polymer–polymer interface is the local (nanoscale) composition profile, due to mixing of the polymer chains at a molecular level, parameterised by the intrinsic interfacial width, \( \sigma_i \). A second contribution to interface roughness (which we call lateral roughness, \( \sigma_{lat} \)) occurs due to deviations of the interface position from a plane, on larger length scales (due, for example, to thermally excited capillary waves at a liquid–liquid interface).

Recent studies using specular neutron reflectivity and resonant soft X-ray reflectivity have quantified the total roughness (given as \( (\sigma_i^2 + \sigma_{lat}^2)^{1/2} \)) at buried conjugated polymer heterojunctions. Molecular mixing and lateral roughness at conjugated polymer interfaces are expected to have...
considerably different effects on interfacial processes such as charge separation, charge (re-)combination, photon emission and charge transport. However, specular reflection techniques are sensitive to the total roughness only, and are not able to distinguish these two contributions. Some inference regarding the magnitude of the contributions can be drawn from photo-physical measurements on bilayers, or by appealing to theoretical arguments (such as provided by capillary wave theory at
equilibrated polymer–polymer interfaces). Both of these approaches have their limitations; (i) the use of photophysical measurements to infer interfacial structure is reliant on a thorough understanding of the influence of structure on photophysics. Even for the relatively simple and well-understood photophysics at play in, for example, heterojunctions found within organic solar cells (so-called type II heterojunctions) the photophysics is in general considerably more complex and therefore the ability to fully determine the influence of heterojunction structure on device properties requires more precise characterisation of the nanoscale interface structure; (ii) even for amorphous polymer melts, it is known that standard capillary-wave theory does not correctly describe the lateral roughness at the surface/interface of entangled polymer thin-films. Appeals to capillary wave theory to quantify lateral roughness at interfaces containing semi-flexible/liquid-crystalline conjugated polymers would therefore be unwise at present, and are not possible for the non-equilibrium interfaces often found within working devices. For these reasons the ability to quantify intrinsic mixing and lateral roughness purely from scattering measurements would represent a significant advance.

Measurements of off-specular scattering, offer the opportunity to quantify both the lateral roughness and intrinsic width at buried interfaces. X-rays have been utilised to characterise structure at polymer surfaces, and buried liquid interfaces where there is sufficient contrast. Neutrons have been used where enhanced contrast, via deuteration, is desired; e.g. in lipid bilayer systems. In this paper we demonstrate the successful application of off-specular neutron scattering to characterise the in-plane structure at buried conjugated polymer interfaces. Our ultimate aim is to understand the physics of interface formation, and to facilitate more complete comparative studies between interface structure and device performance. To address the first of these aims we focus here on a model system, consisting of thermally equilibrated interfaces between one of the most well-studied conjugated polymers poly(9,9'-dioctylfluorene) (F8) and poly(methyl methacrylate) (PMMA). F8 is a nematic liquid-crystalline polymer with a crystalline/nematic transition at \( T_c \approx 160 \, ^\circ C \) and PMMA is an amorphous polymer, with a bulk glass transition temperature of \( T_g \approx 115 \, ^\circ C \) that is commonly used as a gate dielectric in polymeric FETs. The choice of an equilibrium interface allows us to interpret our findings within the framework of existing equilibrium statistical mechanics theories of polymer interface structure. Combining specular and off-specular reflectivity, enables us to separate the lateral roughness and intrinsic mixing in this system. We find that the amplitude of the total and the lateral roughness grows with film thickness, agreeing qualitatively with the predictions of capillary-wave theory and polymer brush theory.

The intrinsic width shows no systematic dependence on film thickness and has a Gaussian width with a mean value of \( \approx 12 \, \AA \). Comparison with self-consistent field theory for semi-flexible polymers allows us to infer that the conjugated polymer chains at this interface adopt a strongly orientated conformation within the mixed interfacial region, that is qualitatively distinct from the predicted behaviour at flexible polymer–polymer interfaces.

### Experimental section

Batches of F8 with number-average molecular weight \( M_n \) of 100 kg mol\(^{-1}\) and 88 kg mol\(^{-1}\), both with a polydispersity index (PDI) of 2, (referenced to polystyrene standards) were provided by CDT Ltd, Cambridge, UK. Deuterated poly(methyl methacrylate) (dPMMA), with \( M_n \) of 124 kg mol\(^{-1}\) and a PDI of 1.02 was purchased from Polymer Laboratories, Church Stretton, UK. Films of dPMMA of various thickness were fabricated by spin-coating from toluene solutions onto \( 2'' \) diameter single crystal silicon blocks ((111) orientation, supplied by Compact Technology Ltd, UK). F8 films were spin-coated onto freshly cleaved mica substrates. The F8 films were floated off the mica substrates onto the surface of de-ionized water, and then deposited on top of the silicon/dPMMA samples to make bilayers. The bilayer samples were allowed to dry at room temperature, and then placed under vacuum for 24 hours. Samples were then annealed under vacuum for three hours at 180 °C, and then rapidly quenched on a metal block at room temperature. Previous measurements have shown that this is sufficient time for equilibration of this polymer–polymer interface. The temperature of 180 °C is well above the glass transition temperature of bulk PMMA and the crystalline–nematic transition temperature of the F8. Annealing at this temperature followed by rapid quenching was performed to preserve the structure of the equilibrium liquid–liquid interface by preventing any crystallisation of the F8 that could potentially occur with slower cooling.

Specular and off-specular neutron reflectivity measurements were performed simultaneously, on the reflectometer D17 at the Institut Laue-Langevin (ILL), Grenoble, France. Some additional specular reflectivity measurements were performed on the reflectometer CRISP at ISIS. Measurements at D17 were performed in time-of-flight (TOF) mode using a broad neutron wavelength \((\lambda)\) range. Neutrons were incident on the sample at an angle, \( \theta_i \), and detected on an area detector at reflected angles, \( \theta_f \). The components of the momentum transfer vector, \( \mathbf{q} = (q_x, q_y, q_z) \), in the experiments are defined in Fig. 1(b). The experiments utilised an incident ‘ribbon beam’ defined by a 30 mm width slit in the y-direction (the direction perpendicular to the plane containing the incident and specularly reflected beam). The scattered intensity on the detector was summed in the y-direction. This corresponds to integration over \( q_y \) and leaves the scattered intensity measurement as a function of \( q_x \) and \( q_z \). The experimentally accessible values of \( q_x \) and \( q_z \) in the off-specular TOF measurements are shown in Fig. 1(c). The collection of specular reflectivity with \( q_x \) ranging from below the silicon critical edge to 0.2 Å\(^{-1}\) required the use of two incident angles, 0.6° and 2.5°. To obtain a resolution, \( \Delta q_x / q_x \), (where \( \Delta q_x \) is the uncertainty in \( q_x \)) ranging from \( \approx 2\% \) to \( \approx 5\% \) across the \( q_x \) range with good specular reflectivity statistics, required.
typical measurement times of 30 minutes and 60 minutes for the incident angles of 0.6° and 2.5° respectively. Off-specular scattering with good measurement statistics was obtained by counting for significantly longer (typically 8–15 hours) at the incident angle of 2.5°. The angular resolution was defined by a pair of narrow slits (in the z-direction) before the sample. The width of these slits (of order 1 mm) was chosen to under-illuminate the samples, and was fixed to give an angular resolution of 0.05° at the incident angle of 2.5°, for all measurements. The chopper settings for the incident angle of 2.5° were chosen to give a wavelength resolution, Δλ/λ (where Δλ is the uncertainty in λ) of 1%. In the modelling of the simultaneous specular/off-specular fits (combined fits), described below, these resolution effects were included by convolving the calculated models with Gaussian functions in both the λ and θi directions. To minimise background scattering from air, all measurements were performed with the sample located within a vacuum chamber with quartz windows. This chamber occupied almost all of the space between the incident neutron guide/slit and the evacuated detector tube (leaving an air gap of a few millimetres on either side of the chamber). To assess the various potential sources of background scattering, we measured the intensity of neutrons on the detector; (i) with the sample removed from the beam and the chamber evacuated, (ii) with the sample removed from the beam but the chamber full of air, (iii) with a silicon-only sample in the beam and (iv) with a silicon/F8 sample in the beam. This procedure revealed that the most important contribution to the background scattering came from the air. The second most important source of background counts came from the silicon substrate. The background scattering from the F8 film was found to be negligible. In the bilayer reflectivity data reduction at 2.5° the background counts, obtained with the sample removed from the beam and the chamber evacuated, were subtracted from the measured bilayer counts. Specular and off-specular reflectivity data were fitted by minimising the goodness-of-fit (χ²) parameter using a differential evolution algorithm. The main details of the models used are given in the Results and discussion. Further details of the model implementation and fitting are given in the ESL.

Atomic force microscopy (AFM) measurements were performed using a Park Systems XE100 in contact mode. Root-mean-square (rms) roughness measurements on sample surfaces were obtained by imaging over an area of 45 μm × 45 μm. The square-root of this area is of the same order as the typical in-plane coherence length of the neutrons in the reflectivity experiments. The Hurst parameter, h, (which parameterises the height–height correlation function, as described in the Results and discussion section) is obtained from AFM by performing scans on 1 μm × 1 μm areas of sample surfaces. The height-difference function of the surface (as defined in Teichert et al. and Sinha et al.) can be obtained from these AFM scans. On sufficiently small length-scales (smaller than the in-plane cut-off length of the height–height correlation/height-difference functions) the gradient of a log-log plot of the height-difference function gives 2h.

Results and discussion

Fig. 1(d)–(f) show intensity maps in θr – λ space from a silicon/dPMMA/F8 bilayer and a silicon/dPMMA single layer. The geometry of the bilayer, with a high scattering-length-density (SLD) bottom layer, ensures that the scattering is dominated by two high-contrast interfaces, the buried polymer–polymer interface and the polymer–substrate interface, with relatively little scattering from the F8 surface (see Fig. 1(g)). The high-intensity scattering at θr = 2.5° in Fig. 1(d)–(f) is the specular reflectivity, with fringes corresponding to the thickness of the dPMMA layer. The dashed vertical lines represent the extent of the specular reflectivity (given by the angular resolution), from which reflectivity versus qz curves are extracted. Significant off-specular scattering is evident in all three intensity maps. These show two distinct types of feature; (i) lines of intensity pointing towards the origin in θr – λ space (Yoneda scattering) and (ii) lines of intensity along constant qz contours. Yoneda scattering is due to lateral roughness at an individual interface, while the scattering along lines of constant qz is due to correlations between the lateral undulations at different interfaces. Fig. 1(e) and (f) show that correlations between different interfaces within the bilayer samples, are present before and after annealing. They are also present in the dPMMA single layer (Fig. 1(d)). AFM measurements (see ESI,† Fig. S3) on the silicon substrates used in this study show a surface with lateral height variations that have an rms roughness of 4.3 Å. Deposition of a dPMMA layer onto the silicon results in correlations between the height variations at the silicon–dPMMA interface and at the dPMMA surface. It is these correlations that give rise to the scattering along lines of constant qz in Fig. 1(d)–(f). This is further demonstrated by measurements that were performed on a second batch of silicon substrates that had a significantly lower roughness (rms roughness ~ 1.6 Å). These showed no strong scattering along lines of constant qz (see ESI,† Fig. S6). Fig. 1(e) and (f) show that there is an increase in the intensity of the Yoneda scattering, and in the scattered intensity between the Yoneda scattering and the specular reflectivity, on annealing. Qualitatively, we can state that this increase in the off-specular scattering is due to increased lateral roughness at the polymer–polymer interface. A reduction in the overall intensity of the specular reflectivity and damping of the interference fringes (Keissig fringes) on annealing (see Fig. 1(h)) is also indicative of increased (total) interface roughness. However, while the signatures of interfacial roughness and the correlations between interfaces are apparent in Fig. 1(e)–(g), our ability to separate the degree of molecular mixing at equilibrated F8–dPMMA interfaces from the extent of the lateral roughness at these interfaces, relies on thorough analysis of the full θr – λ scattering maps from a systematic set of samples. Quantitative data analysis is performed by combining the standard optical-matrix method to model the true specular reflectivity (proportional to the product of two Dirac delta function δ(qx) δ(qy)) and the distorted-wave Born approximation (DWBA) to model the diffuse scattering (which represents scattering that is not a
delta function and has, in general, non-zero scattered intensity at both specular and non-specular locations. The DWBA applied to a single interface (a semi-infinite sample) by Sinha et al.\textsuperscript{15} has been extended to multiple interfaces by a number of authors.\textsuperscript{16,34,35} Sinha et al. split the scattering potential $V$ into two parts; $V = V_1(r) + V_2(r)$, where $r(x,y,z)$ is a position vector. The first part $V_1(r)$ represents the interaction of neutrons with an ideal smooth surface between scattering media and the second part $V_2(r)$ is the perturbation due to interfacial roughness (lateral roughness),\textsuperscript{16,36} The expressions for the perturbation due to interfacial roughness (lateral roughness) were given in Sinha et al.\textsuperscript{15} eqn (4.5) and (4.6).\textsuperscript{15}

Within the DWBA the scattering T matrix\textsuperscript{15} is approximated as

$$\langle 2|T|1 \rangle = \langle \tilde{\psi}_2|V_1|\phi_1 \rangle + \langle \tilde{\psi}_2|V_2|\phi_1 \rangle,$$  

(1)

where $\phi_1$ describes an incident plane wave with wavevector of $k_{in}$

$$|\phi_1 \rangle = e^{ik_{in}z}r.$$  

(2)

The eigenstates $\psi_1$ and $\tilde{\psi}_2$ are exact plane wave eigenstates for a smooth surface and are given by eqn (4.7) and (4.11) in Sinha et al.\textsuperscript{15} In a multilayer system these equations are written as\textsuperscript{34}

$$\psi_1(r) = T_1(z)e^{ik_1r} + R_1(z)e^{ik_1r}$$  

(3)

and

$$\tilde{\psi}_2(r) = T_2^*(z)e^{ik_2r} + R_2^*(z)e^{ik_2r}.$$  

(4)

The coefficients $T_1$ and $R_1$ are the complex amplitudes of the incoming and outgoing beams respectively, within each layer. The state $\tilde{\psi}_2$ is time-reversed, and has complex reflection and transmission amplitudes $T_2$ and $R_2$ respectively. The wave vectors $k_1(z)$ and $k_2(z)$ correspond to the incoming waves in each eigenstate and the wave vectors $k_1'(z)$ and $k_2'(z)$ correspond to the outgoing waves.

The work by Sinha et al.\textsuperscript{15} for off-specular reflectivity from a single interface is extended by Schlomka et al.\textsuperscript{14} and Holy\textsuperscript{et al.\textsuperscript{15,36}} to systems with multiple interfaces. Following Holy et al.\textsuperscript{36} we define a multilayer system containing $N$ interfaces, as consisting of $N - 1$ layers of finite thickness between a semi-infinite substrate and semi-infinite air/vacuum. The layers are labelled with the subscript $j$ (or $k$), with $j = 1$ representing the air/vacuum and $j = N + 1$ representing the substrate. The wave vector components in each layer are dependent on the layer refractive index and therefore $k_j(z)$ can be written $k_j'$ where $j$ is the index of the layer (similarly for $k_j''(z)$). The mean height of the $j$th interface (the interface between layers $j$ and $j + 1$) is written $z_j$ (as in Sinha et al. and Holy\textsuperscript{et al.} the origin of the $z$-axis is located at the sample/air interface and the positive $z$ direction is defined as pointing out from the sample surface.)

The differential scattering cross-section is proportional to the probability of scattering from the state $\psi_1(r)\psi_2(r)$ given by\textsuperscript{15}

$$\frac{d\sigma}{d\Omega} = \frac{|\langle 2|T|1 \rangle|^2}{16\pi^2}$$  

(5)

Sinha et al. and Holy\textsuperscript{et al.\textsuperscript{15,36}} show that the differential scattering cross section can be written as the sum of a specular part and a diffuse scattering part. The specular reflectivity at an interface of lateral roughness $\sigma$ is shown to be equivalent to the Névot and Croce\textsuperscript{15,16,37} result, in which the reflectivity of a Gaussian rough interface $|R(k_j)|^2$ is related to the reflectivity of the ideal interface $|R(k_j')|^2$ by

$$|R(k_j')|^2 = |R(k_j)|^2 e^{-q_s^2\sigma^2},$$  

(6)

where $q_s$ is the momentum transfer above the interface and $q_s$ is the momentum transfer below the interface.

When evaluating the diffuse scattering, Sinha et al.\textsuperscript{15} approximated the wave functions above the average interface location (at $z = 0$), but below the actual sample/air interface, by the wave functions below the interface in the case of a smooth interface (eqn (3) and (4)). This greatly simplifies the evaluation of the matrix elements in eqn (1). When doing this in our study we chose the analytic continuation that is equivalent to that given in Schlomka et al.\textsuperscript{14} Table 1, Case II. (NB; in Schlomka et al. the interfaces are indexed differently to Holy et al. In Schlomka et al. the $j$th interface is that between layers $j - 1$ and $j$. In Schlomka et al., Table 1, the superscript $m$ is the index of the momentum transfer and the subscript $j$ is the index of the layer. We, instead follow the nomenclature of Holy et al.\textsuperscript{36} and

| Sample | dPMMA thickness (Å); off-specular only fit | dPMMA thickness (Å); combined fit | Hurst parameter, $h_1$ at dPMMA/F8 interface; off-specular only fit | Hurst parameter, $h_1$ at dPMMA/F8 interface; combined fit | $\xi$ [μm]; off-specular only fit | $\xi$ [μm]; combined fit |
|--------|------------------------------------------|-----------------------------|---------------------------------|---------------------------------|-----------------|-----------------|
| Sample 1 | 161.8 | 162.5 | 0.61 | 0.61 | 1.7 | 1.2 |
| Sample 2 | 215.1 | 215.1 | 0.6 | 0.6 | 1.5 | 1.2 |
| Sample 3 | 418.9 | 423.5 | 0.1 | 0.16 | 7.1 | 0.4 |
| Sample 4 | 480.7 | 482.2 | 0.21 | 0.18 | 11.3 | 0.5 |
| Sample 5 | 650.2 | 647.2 | 0.2 | 0.12 | 6.0 | 2.0 |
parameterize the terms equivalent to Schomka et al. Table 1 with a superscript \( j \), representing the layer index and a sub-
script \( m \) representing the momentum transfer index.

Taking the configurational average and ignoring for the 
moment correlations between the lateral roughness of 
different interfaces, the diffuse differential cross-section is 
given by\(^{34,16}\)

\[
\left( \frac{d\sigma}{dQ} \right)_{\text{diffuse}(j \neq k)} = \frac{k_0^4}{16\pi^2} \sum_{j=1}^{N} |n_j^2 - n_{j+1}^2| \left\{ Q_0^{\|} \left( T_j^1 T_j^1 + |R_j^1 R_j^2|^2 \right) \right. \\
+ Q_0^{\perp} \left( |T_j^1 R_j^1|^2 + |T_j^1 R_j^2|^2 \right) + 2\text{Re} \left[ Q_0^{\|} \left( T_j^1 T_j^2 (R_j^1 T_j^2)^* \right) \right] \\
+ \left( Q_0^{\|} R_j^1 R_j^1 \right) T_j^1 R_j^1 + Q_0^{\perp} \left( T_j^1 T_j^2 (R_j^1 T_j^2)^* \right) \right. \\
+ \left( Q_0^{\|} R_j^1 R_j^2 \right) R_j^2 + Q_0^{\perp} \left( T_j^1 T_j^2 (R_j^1 R_j^2)^* \right) \\
\left. \left. + Q_0^{\perp} T_j^1 R_j^1 \left( T_j^1 R_j^2 \right)^* \right\} \right.
\]

\[ (7) \]

where

\[
Q_{mn}^{jk} = \frac{S}{q_{mn}^{jk}} e^{-\eta \gamma_{mn}^{jk}/2} e^{-\eta \gamma_{mn}^{jk}/2} \\
\times \left\{ 1 - \int_{-1}^{1} \int_{-1}^{1} e^{-i(q_{x} x + q_{y} y)} e^{i(q_{x} x + q_{y} y)} c_{jk}(x,y) \, dx \, dy \right\} - 1,
\]

\[ (8) \]

\( m, n = 0, \ldots, 3, j, k = 1, \ldots, N, \)

\( S \) is the illuminated area of the sample, the \( \sigma_{(jk)} \) parameters are the total interface roughnesses, \( q_{x} \) and \( q_{y} \) are \( k_{2x} - k_{1x} \) and \( k_{2y} - k_{1y} \) respectively and

\[
q_{ll} = k_{ll}^1 + k_{ll}^2 \\
q_{Ll} = k_{Ll}^1 - k_{Ll}^2 \\
q_{ll}^2 = q_{ll}^1 \\
q_{Ll}^2 = -q_{Ll}^1 \\
q_{lL}^2 = -q_{lL}^1.
\]

\[ (9) \]

In layer \( j \) the wave vector of incident neutrons (incident on 
interface \( j \) from above) is \( k_1^j \) and the wave vector of scattered 
neutrons is \( k_2^j \). The term \( c_{jk}(x,y) \) is the correlation function 
between interface \( j \) and \( k \). For \( j = k \), \( c_{jk}(x,y) = c_{jk}(x,y) = \\
\langle z(x,y) z(0,0) \rangle \) is the height–height correlation function for interface \( j.^{15} \) We used a self-affine model\(^{15} \) (used previously to 
model height fluctuations at a buried polymer interface\(^{18} \) and 
a polymer brush\(^{39} \)) for the height–height correlation function at 
the silicon–dPMMA interface, the dPMMA–F8 interface 
and at the F8 surface. This function has the form \( c_{jk}(x,y) = \\
\sigma_{kl_{i,j}^2} e^{-|R_{kl_{i,j}^2}|^2} \), where \( \sigma_{kl_{i,j}^2} \) is the lateral roughness of interface 
\( j \), \( L_{i,j}^2 \) is the cut-off length, \( h_j \) is the Hurst parameter and \( R = \sqrt{x^2 + y^2} \).

To take into account potential height correlations between 
different interfaces the following terms are added to the diffuse 
cross section.

\[
\left( \frac{d\sigma}{dQ} \right)_{\text{diffuse}(j \neq k)} = \frac{k_0^4}{16\pi^2} \sum_{j=1}^{N} \sum_{k=1}^{N} |n_j^2 - n_{j+1}^2| |n_k^2 - n_{k+1}^2| \left\{ Q_0^{\|} \left( T_j^1 T_j^1 + |R_j^1 R_j^2|^2 \right) \right. \\
+ Q_0^{\perp} \left( |T_j^1 R_j^1|^2 + |T_j^1 R_j^2|^2 \right) + 2\text{Re} \left[ Q_0^{\|} \left( T_j^1 T_j^2 (R_j^1 T_j^2)^* \right) \right] \\
+ \left( Q_0^{\|} R_j^1 R_j^1 \right) T_j^1 R_j^1 + Q_0^{\perp} \left( T_j^1 T_j^2 (R_j^1 T_j^2)^* \right) \right. \\
+ \left( Q_0^{\|} R_j^1 R_j^2 \right) R_j^2 + Q_0^{\perp} \left( T_j^1 T_j^2 (R_j^1 R_j^2)^* \right) \\
\left. \left. + Q_0^{\perp} T_j^1 R_j^1 \left( T_j^1 R_j^2 \right)^* \right\} \right.
\]

\[ (10) \]

where the \( \gamma_{mn}^{jk} \) terms are given by \( \gamma_{mn}^{jk} = e^{-\eta \gamma_{mn}^{jk}/2} e^{-\eta \gamma_{mn}^{jk}/2}. \)

Since the scattering in the samples is dominated by the two 
high-contrast interfaces, the dPMMA/F8 interface and the 
silicon/dPMMA interface, \( c_{jk}(x,y) \) is set to zero for all other 
interface pairs. Following the approach of Schomka et al. 
(ref. 34 eqn (5)) correlations between height fluctuations at 
the silicon/dPMMA and dPMMA/F8 interfaces were 
parameterised using the \( c_{jk}(x,y) \) functions for each interface plus a 
single additional parameter; the perpendicular cut-off distance, 
\( \zeta_{\perp,j,k} \). Small values of \( \zeta_{\perp,j,k} \) compared to the distance between 
interfaces \( j \) and \( k \) correspond to low correlation between these 
interfaces, whereas large values of \( \zeta_{\perp,j,k} \) correspond to strongly 
correlated lateral roughness at these two interfaces. The form of 
eqn (7)–(10) implies that the diffuse scattering is dependent on 
both the lateral roughness (via the \( c_{jk}(x,y) \) terms inside the 
integral in \( Q_{mn}^{jk} \) and the \( e^{-\eta \gamma_{mn}^{jk}/2} \) terms in the 
pre-factors) and the intrinsic roughness (given that the \( \sigma_{kl_{i,j}^2} \) term in the 
exponent of the pre-factors is the total roughness).

Reflectivity measurements were performed on a set of 
thermally equilibrated F8–dPMMA bilayers, in which the 
thickness of the F8 layer was kept constant (at 1000 Å) and the 
thickness of the dPMMA layer was varied between approximately 120 Å 
and 850 Å. Our initial approach to analysing this data was to 
extract the specular reflectivity (the reflectivity arising from 
scattering within the ‘specular strip’ - the region shown by 
the vertical dotted lines in Fig. 1(d)) and fit this data under 
the assumption that all of this scattering arises from compos-
ition gradients that are purely normal to the substrate (i.e. 
we ignore the presence of diffuse scattering within the specular 
strip). We use a bilayer model in which the thickness and SLD
of the dPMMA layer, and the (total) roughness at the dPMMA/F8 interface were allowed to vary. The SLD and thickness of the F8 layer were fixed at the values obtained from fitting the specular reflectivity of a single annealed F8 layer. The F8 surface roughness was fixed at the value measured by AFM. Fig. 2 shows that good fits can be obtained with the bilayer model, and that these show a larger roughness for thicker dPMMA layers. The robustness of this conclusion with respect to the inclusion or neglect of a native silicon-oxide layer in the model is shown in the ESI† (Fig. S4). Off-specular reflectivity with good statistics was obtained from five of these samples, with different thicknesses of dPMMA layer. Our next steps were to: (i) fit the off-specular data on its own (i.e. without fitting the data within the specular strip) and (ii) fit the combined specular and off-specular reflectivity simultaneously. In both cases the data was fitted by calculating the differential scattering cross-section in \( \theta \)–\( \lambda \) space, and using the total roughness and the lateral roughness at the dPMMA/F8 interface as fit parameters. All other interfaces were modelled by setting the total roughness to be equal to lateral roughness (i.e. the intrinsic interfacial width was set to zero at these interfaces). The following systematic methodology was used to analyse the data. Firstly we performed AFM measurements on the silicon substrate, and then AFM and reflectivity measurements on a single dPMMA film deposited onto the silicon. From the AFM we extracted \( \sigma_{\text{lat}} \) for the silicon surface, and \( \sigma_{\text{lat}} \) and \( h \) for the dPMMA surface. We then fitted the off-specular reflectivity measurements on the dPMMA single layer, with the silicon substrate and dPMMA surface parameters fixed to these values, using \( \xi \) and \( h \) for the silicon/dPMMA interface, and \( \xi \) for the dPMMA surface as fit parameters. All subsequent bilayer fits were then performed with the silicon/dPMMA interface parameters (\( \sigma_{\text{lat}}, \xi \) and \( h \)) fixed at the values from this dPMMA single layer fit. There is also a prefactor in the model that scales the diffuse scattering with respect to the true specular reflectivity.\(^{15,34}\) This is an instrumental constant (for a given detector, angle of incidence and slit geometry), and was fixed in the bilayer fits at the value obtained from the dPMMA single layer fit.

Experimental data and combined fits of the specular and off-specular reflectivity for two different thicknesses of dPMMA are shown in Fig. 3. The fits are of good quality and our bilayer model reproduces the observed features well. The enhanced Yoneda scattering for the thicker dPMMA layer that we observe, is evidence of larger lateral roughness at the dPMMA/F8 interface. The roughness parameters from the fits for all five bilayers are shown in Fig. 4, while the remaining fit parameters are given in Table 1. Fig. 4(a) displays the total roughness extracted from the fits to the specular-only data and the off-specular-only data, plus the combined specular and off-specular fits. There is some scatter in the plot, but Fig. 4(a) shows an increase in the total interface roughness with dPMMA film thickness. It is clear that fitting only the specular reflectivity, with the assumption that we can ignore the diffuse scattering at the specular condition (Fig. 4(a) closed circles), significantly underestimates the total interface roughness. It is also clear that fitting only the off-specular data results in systematically higher values of the total roughness in comparison with the combined specular and off-specular fits. We also fitted the specular reflectivity, after subtraction of the diffuse scattering intensity within the specular strip (obtained from an extrapolation of the fit to the off-specular-only data). The total roughness parameter obtained by this procedure is also displayed in Fig. 4(a) (open triangles). These values are in reasonable agreement with those from the combined specular and off-specular fits (filled triangles) and help to demonstrate the robustness of the data analysis methodology. Fig. 4(b) plots the fitted lateral dPMMA/F8 interface roughness from the off-specular-only and from the combined specular and off-specular fits, showing a general increase with film thickness. This behaviour is in line with expectations due to the smaller lengthscale cut-off to the capillary-wave spectrum at a polymer interface for thinner films. This restriction in the wavelength of capillary-wave fluctuations (and hence the amplitude of the lateral roughness) in thin films, can occur due to either dispersion forces\(^{10,23,40}\) or substrate pinning of polymer chains (even for films considerably thicker than the radius of gyration of the polymer).\(^{14}\)

In contrast the fitted intrinsic interfacial width shown in Fig. 4(c) shows no clear dependence on film thickness. There is some scatter in the calculated intrinsic width, particularly for the thicker dPMMA films. It is likely that this is due to the fact that as the lateral roughness becomes a larger component of the total roughness (as occurs for thicker dPMMA films), the calculation of the intrinsic roughness (calculated from the difference between the squares of \( \sigma_{\text{total}} \) and \( \sigma_{\text{lat}} \)) becomes more prone to error. Averaging all five data points for the combined fit parameters in Fig. 4(c) gives an intrinsic interfacial width of 12 Å ± 4 Å.

The robustness of these findings was further investigated by repeating the fitting procedure on the set of bilayer samples using several different methodologies. These procedures were;
(i) allowing the scaling parameter between the true specular and the diffuse scattering to vary in the bilayer fits, rather than being fixed at the value obtained for the dPMMA single layer; (ii) inserting a silicon-oxide layer with variable thickness and SLD (but with the same values of $\sigma_{\text{lat}}$, $\xi$, and $h$ at the silicon-oxide/dPMMA interface as at the silicon/silicon-oxide interface) into the model; (iii) fixing the values of the cut-off length $\zeta$ for the dPMMA/F8 interface in the combined specular and off-specular fits, at the values obtained when only the off-specular data is fitted (this was performed because the fits for the thicker dPMMA layers returned significantly different $\zeta$ parameters for the off-specular-only fits and for the combined
specular/off-specular fits). Examples of the fits with a silicon-oxide layer (Fig. S5) and the extracted fit parameters for all three of these methodologies (Tables S1–S3) are shown in the ESI.† Tables S1–S3 (ESI†) show that our findings for the magnitude of both $s_i$ and $s_{lat}$, and their dependence on dPMMA thickness are robust with respect to these different fitting methodologies. It is important to point out that the robustness of these findings is in contrast to the results for a second set of experiments that we performed using a different batch of silicon ($h_{111}$ orientation from Prolog Semicor, Ukraine) with lower rms roughness. The off-specular reflectivity from samples made on these substrates (for both dPMMA single layers and bilayers) lacked any strong scattering due to correlations between different interfaces, and it did not prove possible to robustly fit such data (see ESI† for further details).

Having obtained a reasonably consistent and robust estimate of the intrinsic width of the dPMMA/F8 interface at equilibrium, we now examine the implications of our findings within theoretical frameworks that look at polymer–polymer composition profiles using self-consistent field theory (SCFT) (in the limit of infinite molecular weight polymers). Morse and Fredrickson (MF)22 predict qualitative differences in the mixing behaviour at semi-flexible polymer–polymer interfaces, depending on the value of $\kappa \gamma$, where $\kappa$ is a dimensionless bending modulus, proportional to the persistence length of the polymer (assumed, in the theory, to be the same for both polymers), and $\gamma$ is the Flory–Huggins interaction parameter.22 For $\kappa \gamma \ll 1$ the MF theory predicts the same intrinsic interfacial width as the Helfand and Tagami (HT)9 result for Gaussian chains. This states that the width of the predicted hyperbolic tangent composition profile, $o_i$, is given by $o_i = b/\sqrt{6\omega}$, where $b$ is the statistical segment length23 of the polymer (a given value of $\omega$ corresponds to a Gaussian roughness, $\sigma_i$, equal to $(2\pi)^{1/2}(\omega^{10,23})$. Helfand and Sapse (HS)41 extended the theory for Gaussian chains to consider the case where the chain stiffness on the two sides of the interface was different. For one polymer with a significantly higher value of $b$ than the other, the interface width is dominated by the stiffer polymer and has a characteristic size given by the HT result multiplied by a factor of $1/\sqrt{\omega}$. For $\kappa \gamma \gg 1$ the MF prediction is completely different. Rather than the interface width increasing with $b$, the system enters a regime in which increases in chain stiffness result in a narrowing of the interface. In this regime the polymer adopts a more strongly oriented conformation, and has a width that is narrower than the HT result by a factor of order $(\kappa \gamma)^{-1}$.

We now compare our results with the predictions of MF theory, to enable us to gain some insight into the nature of the interfacial mixing of our polymer pair in terms of the
conformation of chain segments at the interface. Our first approach uses the extracted values of $\sigma_i$, combined with the literature value for the persistence length of F8.\textsuperscript{25} to calculate values for $\chi$, using the HS theory. Substitution of the extracted values for $\sigma_i$ from Fig. 4(c) into the HS result, returns a value of $\chi$ such that $\kappa_\chi$ is significantly larger than one; taking values for $\sigma_i$ at the extremes of the range, 6 Å and 17 Å, the HS calculation returns values for $\kappa_\chi$ between 3 and 22 (if the HT equation is used instead of the HS equation values of $\kappa_\chi$ between 6 and 45 are obtained). This range of calculated values for $\kappa_\chi$ completely invalidates the use of the HS (or HT) equation in the first place. This lack of internal consistency implies that, on the lengthscale of the intrinsic interfacial width, these polymers do not mix in a way that can be modelled as loops of flexible Gaussian chain. We now examine our results in comparison to the higher stiffness MF regime predictions. Quantitative comparison with the MF theory in the regime in which $\kappa_\chi \gg 1$ is complicated by the fact that (i) the theory does not explicitly consider asymmetry in the chain stiffness, and (ii) the theory predicts only an order of magnitude for the prefactor, with no numerical coefficients. Nevertheless, if we calculate the value of $\chi$ and hence $\kappa_\chi$ using the MF theory, with the assumption that the prefactor by which the HT width should be multiplied is equal to $(\kappa_\chi)^{-1}$, we can at least estimate the potential applicability of this regime. Making this assumption returns values of $\kappa_\chi$ of order 2-to-4, which (without providing conformation that we are clearly in the higher stiffness MF regime) does not flatly contradict the requirement that this product should be significantly larger than one. We also point out that for the molecular weights used in this work, the calculated values of $\chi$ multiplied by the degree of polymerisation of the polymers, $N$, return values that justify the use of the infinite molecular weight assumption, implicit in the HT, HS and MF theories (i.e. $\chi N \gg 1$).\textsuperscript{12,42} These comparisons lead us to conclude that mixing at the interface cannot be described in terms of polymer chain segments that adopt conformations similar to a random walk. Instead, a more plausible explanation is that the conjugated polymer chain segments become significantly oriented in the plane of the interface.\textsuperscript{44} We would like to point out that we are only able to reach this conclusion following the extensive analysis of reflectivity data, followed by comparison with SCFT predictions. It is not simply the case that the polymers would be expected to adopt this kind of oriented conformation at the interface, simply because of the relatively high chain stiffness of the F8. It is the combination of a high stiffness and a relatively narrow intrinsic interfacial width that results in a deviation from flexible chain behaviour. At significantly broader interfaces, such as we have found exist at some polyfluorene heterojunctions,\textsuperscript{3,11} it may well be possible for these relatively stiff polymers to exhibit mixing that can be described by the Gaussian chain (HT) model. The use of off-specular measurements has allowed sensitivity to the structure of the buried polymer/polymer interface in the plane of the sample, in addition to the usual probing of average composition normal to the sample, achieved by specular reflectivity. This three-dimensional characterisation, allied to detailed quantitative analysis of the diffuse scattering resulting from height correlations within and between the two high-contrast interfaces has allowed a robust determination of the intrinsic width at the buried polymer/polymer interface. Comparison of this measurement with theoretical predictions for the intrinsic width at polymer/polymer interfaces gives insight into the nature of the conjugated polymer conformation at the interface. The ability to gain this insight directly from structural measurements alone is an important step forward. It is hoped that this will enable a significant enhancement of the understanding of (i) the physical processes influencing local composition and conformation at conjugated polymer interfaces, and (ii) the relationship between the structure of well-controlled/well-characterised interfaces and optoelectronic behaviour, in a variety of conjugated polymer-based systems.
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**Conclusions**

A systematic series of measurements on a set of model conjugated-polymer/insulating-polymer bilayers has been performed using specular and off-specular neutron reflectivity.
