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Abstract

Developing an efficient server-based real-time scheduling solution that supports dynamic task-level parallelism is now relevant to even the desktop and embedded domains and no longer only to the high performance computing market niche. This paper proposes a novel approach that combines the constant bandwidth server abstraction with a work-stealing load balancing scheme which, while ensuring isolation among tasks, enables a task to be executed on more than one processor at a given time instant.
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1 Introduction

The constant-bandwidth server abstraction has proved very useful in designing, implementing, and reasoning about single core open real-time systems where tasks can dynamically enter or leave the system at any time [12]. Each task is assigned a fraction of the computational resources and it is handled by an abstract entity called server to achieve the goals of temporal isolation and real-time execution [1].

However, modern open real-time systems increasingly generate heavy workloads and it is rapidly becoming unreasonable to expect to implement them as single core systems. In fact, a general shift from uniprocessor to multicore processors can be seen both in the general purpose and embedded domains as an energy-efficient way to boost applications’ performance. Therefore, there have been significant efforts to extend reservation-based real-time scheduling theory to make it applicable to multiprocessor systems as well [3, 13, 7, 10].

Nevertheless, all these works consider task models where tasks use at most a single core at each time instant. This restriction is natural for uniprocessor scheduling since only one processor is available at any time, even if we deal with parallel algorithms. However, the need for parallel processing - simultaneous use of several processors for an individual task - is steadily increasing, even in the desktop and embedded domains and no longer only on the comparably small high performance computing market niche. Therefore, for fully utilising the parallel abilities of multicore platforms, we should be able to support tasks that may be executed on different cores at the same time instant.

There are many computations that can be relatively easily parallelised by using frameworks such as Cilk [9], Intel’s Parallel Building Blocks [5], Java Fork-join Framework [11], Microsoft’s Task Parallel Library [6], or StackThreads/MP [15]. These frameworks encourage application developers to create many more parallel jobs (hereafter called pjobs) than there are available CPUs. The division of work among pjobs is often imperfect, and the system must provide an efficient runtime that can efficiently map ready pjobs to processors, thus dynamically balancing the workload.

One of the simplest, yet best-performing, dynamic load-balancing algorithms for shared-memory architectures is work-stealing [4]. Blumofe and Leiserson have theoretically proven that the work-stealing algorithm is optimal for scheduling fully-strict computations [4]. Under this assumption, an application running on \( P \) processors achieves \( P \)-fold speedup in its parallel part, using at most \( P \) times more space than when running on one CPU. These results are also supported by experiments [14].

This paper discusses the general guidelines of a novel scheduling approach for parallel runtimes that will coexist with a wide range of other complex independently developed applications, without any previous knowledge about their real execution requirements, number of pjobs, and when those pjobs will be generated. Schedulers in these type of open systems are therefore required to maintain a certain (quantifiable) level of service for each application, with the exact guarantee depending upon the CPU reservation’s parameters. The proposed approach combines a work-stealing policy with multiprocessor constant-bandwidth servers
which, while ensuring isolation among tasks, allows a task to be executed in more than one processor at a
given time. To the best of our knowledge, no research has ever focused on this subject.
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2 System model

We consider the scheduling of sporadic independent
tasks on m identical processors \( p_1, p_2, \ldots, p_m \) using global EDF. With global EDF, each task ready to ex-
cute is placed in a system-wide queue, ordered by non-
decreasing absolute deadline, from which the first \( m \) tasks are extracted to execute on the available processors.

A pool of worker threads is established. Assume that
there will be as many worker threads as there are CPUs

Contrary to regular jobs of a task, pjobs are not
pushed to the global EDF queue but instead main-
tained in a worker’s local work-stealing double-ended
queue (deque) to reduce contention on the global queue. Any pjob in the work-stealing queue can be
shared with any other worker thread. A worker thread

3 Multicore Capacity Sharing and
Stealing

In this paper, we consider a periodic task model in
which jobs may spawn a set of parallel jobs, indepen-
dent sequential pieces of code that may have different
execution costs but a common period. Multithreaded
jobs such as this arise naturally in many settings. For
example, in multimedia applications, multiple threads
may be useful for performing different functions on
common data (e.g., a frame of an MPEG video) at the
same rate. Our goal is to find an efficient scheduling
framework for these parallel runtimes while ensuring
temporal isolation among applications and guaranteeing
a certain degree of service to each individual appli-
cation in open real-time systems.

Since our management of reserved capacities is
based on our previous work for uniprocessor systems
[12], we will start by describing the capacity shar-
ing and stealing approach of CSS. CSS extends CBS
[1] with a powerful strategy that supports the coex-
istence of guaranteed (isolated) and non-guaranteed
(non-isolated) bandwidth servers to efficiently han-
dle soft-tasks’ overloads by making additional capacity
available from two sources: (i) reclaiming unused re-
served capacity when jobs complete in less than their
budgeted execution time and (ii) stealing reserved ca-
pacity from inactive non-isolated servers used to sched-
ule best-effort jobs.

Whenever a job is being executed, the consumed
execution capacity must be decreased by the same
amount. By dynamically managing a pointer to the
server from which the capacity is going to be decreased,
the proposed dynamic accounting mechanism of CSS

An eligible job \( j_{i,j} \) is one in which its dedicated server \( S_i \) is
able to execute \( j_{i,j} \) by either consuming its own reserved capacity
\( c_i^j > 0 \), reclaiming any available capacity \( r_k^i \) with deadline \( d_k^i \leq
\), or stealing a non-isolated capacity \( c_k^i \) with deadline
\( d_k^i \leq d_j^i, c_k^i > 0 \)
eliminates the need of extra queues or additional server states, reducing its overhead. The server from which the accounting is going to be performed is dynamically determined at the time instant when a capacity is needed. CSS uses the following rules to manage reserved capacities:

- **Rule A (residual capacity release):** Whenever a server \( S_i \) completes its \( k^{th} \) job of its associated task \( \tau_j \) and it has no pending work, its remaining reserved capacity \( c_{k}^i \geq 0 \) is released as residual capacity \( t_{k}^i = c_{k}^i \) and \( c_{k}^i \) is set to zero. The released residual capacity \( t_{k}^i \) can immediately be reclaimed by eligible active servers until the currently assigned \( S_j \)'s deadline \( d_{j}^i \). \( S_j \) is kept active with its current deadline until its residual capacity \( t_{k}^i \) is exhausted by other servers.

- **Rule B (residual capacity reclaim):** The next active server \( S_i \) scheduled for execution points to the earliest deadline server \( S_{off} \) from the set of eligible active servers \( A_e \) for capacity reclaiming. \( S_i \) consumes the pointed residual capacity \( t_{k}^{off} \), running with the deadline \( d_{k}^i \) of the pointed server \( S_{off} \). Whenever \( t_{k}^{off} \) is exhausted and there is pending work, \( S_i \) disconnects from \( S_{off} \) and selects the next available server \( S_{off}' \) (if any).

- **Rule C (dedicated capacity consumption):** If all eligible residual capacities are exhausted and the current \( k^{th} \) job of server \( S_i \) is not yet completed, \( S_i \) consumes its own reserved capacity \( c_{k}^i \) either until the job's completion or \( c_{k}^i \)'s exhaustion (whenever comes first). If \( c_{k}^i \) is exhausted and there is still pending work to do, \( S_i \) is kept active with its current deadline \( d_{k}^i \).

- **Rule D (inactive non-isolated capacity steal):** A server \( S_i \) with pending work and no available execution capacity \( (c_{k}^i = 0) \) connects to the earliest deadline server \( S_{off} \) from the set of eligible inactive non-isolated server \( I_s \). \( S_i \) steals the pointed inactive capacity \( c_{k}^{off} \), running with its current deadline \( d_{k}^i \). Whenever \( c_{k}^{off} \) is exhausted and the job has not yet been completed, the next non-isolated capacity \( c_{k}^{off'} \) is used (if any).

We are currently investigating how these rules can be extended for multicore platforms. Due to well-known multiprocessor scheduling anomalies [2], the extension is not trivial and adopting the same rules as the uniprocessor case would lead to deadline violations in spite of the fact that the considered task set is schedulable by using a global EDF scheduler. A possible approach for reclaiming residual capacities has been proposed in M-CASH [13] (residual capacities are equally distributed across all processors, including idle ones) but no work is known for handling capacity stealing in the multicore case.

## 4 Work stealing in the presence of jobs’ priorities

Work-stealing schedulers are increasing in popularity as scheduling algorithms for dynamic task parallelism. A work-stealing scheduler employs a fixed number of threads called workers. Each of those workers has a local deque to store tasks. Whenever a worker has no local tasks to execute it will try to steal a task from the top of another busy worker’s deque. Thus, it must choose which processor will be stolen and which task will be taken. These choices lead to variations of the work-stealing algorithm and are the main issue of this section.

Blumofe and Leiserson [4] demonstrate that a random choice of the stolen processor is fair. Furthermore, random choices present the advantage that the choice of the target does not require more information than the total number of processors in the executive platform. Then, the thread steals a task from the back of the run-queue of the randomly chosen thread. The reasons for accessing the run queues at different ends are several [9]: (i) it reduces contention by having stealing threads operate on the opposite end of the queue than the thread they are stealing from; (ii) it works better for parallelised divide-and-conquer algorithms which typically generate large chunks of work early, so the older stolen task is likely to further provide more work to the stealing thread; and (iii) stealing a task also migrates its future workload, which helps to increase locality. All queue manipulations run in constant-time \( (O(1)) \), independently of the number of tasks in the queues.

However, the algorithm does not take tasks’ deadlines into account when stealing a task from another worker. Also, a task must voluntarily yield or block before another task can be scheduled on the same CPU or otherwise it will run to completion. Thus, the need to support tasks’ deadlines and CPU reservations fundamentally distinguishes the problem at hand in this paper from other work-stealing choices previously proposed in the literature.

Our proposal is to apply work-stealing to enable multithreaded jobs to be executed on more than one processor. Recall that a job \( j_{i,k} \) assigned to a particular worker thread by a global EDF policy, can spawn a set of \( P \)-jobs at any time during the course of its execution. \( P \)-jobs are not pushed to the global EDF queue.
but instead pushed to the bottom of the worker’s local deque. Pjobs are dedicated to same server $S_i$ of job $j_{i,k}$, ensuring isolation among tasks.

Then, while there are pending pjobs on the local deque, the worker should purposefully select the bottommost pjob, which is the pjob with the highest probability of still being in the cache. Hence, there are performance improvements in processing local queues in a LIFO order. Note that in this case the job is sequentially executed as if there was no support for parallel execution of pjobs. On the other hand, work stealing allows an idle worker thread to perform some of the pjobs in other overloaded processor’s queue. Thus, whenever a worker thread has no pending pjobs in its local deque and the first pjob on the global EDF queue has a greater deadline than at least one of the eligible pjobs at the top of the other workers’ deques, the worker thread should steal the earliest deadline eligible pjob from the topmost pjobs on the other workers’ deques.

We believe that this deadline-based work-stealing policy will positively increase the speedup of parallel applications without jeopardising the schedulability of the other sequential jobs scheduled by global EDF. We are currently investigating such claim.

5 Conclusions and future work

This paper discussed the increased need to support dynamic task-level parallelism in open real-time systems and proposed the general guidelines of a novel scheduling approach that combines a work-stealing load balancing policy with a multicore reservation-based approach.

Our current efforts are focused on a theoretical validation of the proposed approach. It is our belief that the ideas discussed here will improve the execution efficiency of parallel tasks while continuing to achieve isolation among tasks whose resource demands are only know at runtime. We plan to evaluate the efficiency of the approach in real-world scenarios by implementing it on top of SCHED_DEADLINE [8], a patch made for the Linux kernel which implements an EDF scheduler with a CPU reservation mechanism based on CBS.
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