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We consider the kinematics of bi-partite quantum states as determined by observable quantities, in particular the Bloch vectors of the subsystems. In examining the simplest case of a pair of two-level systems, there is a remarkable connection between the presence of non-classical correlations and the chirality of the two bases generated by the singular value decomposition of the correlation matrix of the Bloch vectors. We investigate the limits imposed by quantum mechanics of this effect and its relationship with other methods on quantifying the system’s non-classical behaviour.

I. INTRODUCTION

Entanglement is the intimate correlation between two or more separated systems peculiar to quantum mechanics [1]. The past three decades have seen a remarkable growth in interest in this phenomenon, spurred on by the promise of revolutionary applications in communications and information processing [2]. For bipartite systems in a pure quantum state, entanglement is well characterized and can be quantified reasonably uncontroversially, for example by calculating the degree of purity or entropy of the reduced density matrix of one of the sub-systems. However, extending this characterization to mixed states remains problematical. Even in the simplest non-trivial case, that of a pair of two-level systems (or qubits), a large number of generalizations of the definition of quantum entanglement have been proposed, and none can be unequivocally declared preeminent [3]. As a general rule, these are all based on some notion of information content of the system; For example, Wootters’s famous work [4] provides a compact, reasonably easy-to-evaluate formula for the entanglement of formation of a mixed state of two qubits (see Appendix A for a discussion). The Entanglement of Formation has its maximum if the state is a fully entangled pure state, and is zero if and only if the state is separable (in the sense defined by Werner [5]). And yet, to quote Wootters: “there remains a basic question concerning the interpretation of the entanglement of formation that has not yet been resolved”. The veritable menagerie of related measures of non-classical correlations have since been investigated by other authors [6, 7]; after 25 years, it would be a bold quantum mechanic who would assert the existence of a single unequivocal quantitative metric of quantumness.

Important though quantum information is, we must not lose sight of the fact that it is one possible application of a physical effect, and that quantum mechanics is not a branch of information theory or computer science. By fixating on quantum information, which may or may not ultimately lead to a widely deployable technology, we may be overlooking fundamental physical aspects of the phenomenon, as well implicitly marginalizing other possible applications, as yet unknown and unexplored. Hence a physically motivated, easily calculable operational method in which to define and quantify the notion of quantum coherence remains strongly desirable.

In this paper we approach this problem from such a different perspective. Heretofore the density operator \( \rho \) has been regarded as the operational quantity used to specify a multi-partite quantum state, and attempts to characterize entanglement all ultimately rest on the evaluation of some function of \( \rho \). However we suggest that this seems a peculiar approach, given the fact that \( \rho \) cannot be observed directly, and must instead be deduced via quantum state tomography [8, 9], which, even for quite simple systems, involves a burdensome program of data collection and computational reduction. The observable quantities in quantum mechanics are the correlations between the results of joint measurements carried out upon systems prepared in the appropriate state; an ensemble (in principle infinite, in practice of finite size) of such measurements uniquely specifies the state. Indeed, Hardy has shown one can derive a consistent quantum theory using such quantities as the operational variables [10]. The Bloch vector provides a mathematically compact, elegant and intuitive way in which to arrange these observable quantities for the simple case of a single two-level system. This formulation was introduced to describe the dynamics of nuclear spins in nuclear magnetic resonance experiments [11] (although historically similar concepts had been considered much earlier to describe rigid body dynamics [12] and optical polarization [13]). Bloch vectors have been found to be invaluable in the description of the dynamics of single two-level atomic systems [14, 15], so much so that we should be loath to abandon them when considering two or more such systems. Specifically, here we examine whether the correlations between the Bloch vectors for individual qubits can be used to investigate quantum correlations of a multi-qubit system without first having to deduce the density matrix. While properties of the density matrix are employed in the derivation of our results, ultimately this results can be calculated without resorting to the tribulation of tomographic state reconstruction.
The paper is organized as follows: first, we consider the properties of the Bloch vector representation of qubit pairs, and introduce the Sinisterness $S$ as a quantitative measure of correlation. We next consider the relationship between this quantity and the density operator, which will be useful in establishing its mathematical properties. We illustrate our results by calculating the Sinisterness for a number of important categories of quantum states, which serves to illustrate its connection with other types of correlation, in particular the Concurrence. A number of the more involved mathematical derivations are included in the Appendices. A preliminary report of the results presented here was published in [16].

II. BLOCH VECTORS AND THEIR CORRELATIONS

A. Definitions

For the sake of this discussion, let us consider the state of each qubit to be specified by a real stochastic three-dimensional vector. For a single two-level system, the average of this vector is the Bloch vector, defined as follows:

$$a = \langle \sigma \rangle \equiv Tr\{\rho^{(A)} \sigma\},$$

(2.1)

where $\sigma$ is the vector formed of the Pauli operators, with cartesian components $\sigma_1 = |1\rangle\langle 2| + |2\rangle\langle 1|$, $\sigma_2 = i|1\rangle\langle 2| - i|2\rangle\langle 1|$ and $\sigma_3 = |2\rangle\langle 2| - |1\rangle\langle 1|$. (|1\rangle and |2\rangle being the two levels of the system), and $\rho^{(A)}$ is the density operator, which we interpret as a compact means of specifying the probability densities of the random variables associated with our system. For a single isolated qubit these probabilities are all completely specified by the Bloch vector; specifically, the density operator is related to the Bloch vector by the formula:

$$\rho^{(A)} = \frac{1}{2} (I + a \cdot \sigma),$$

(2.2)

where $I = |2\rangle\langle 2| + |1\rangle\langle 1|$ is the identity operator.

For the bipartite system, besides the average values of the two Bloch vectors for the individual qubits, $a$ and $b$, we also consider the cross-correlation tensor of the two spins, defined by

$$c_{ij} = \frac{1}{4} (|\sigma_i - a_i I \rangle \otimes (|\sigma_j - b_j I \rangle),$$

(2.3)

where we have introduced the tensor product $\otimes$ to combine the two spaces of individual systems, with ordering implying on which sub-space operators act. The matrix $c_{ij}$ is real, but not necessarily symmetric; its nine components, together with the six components of $a$ and $b$ completely specify the probability distribution of the bipartite system:

$$\rho^{(AB)} = \frac{1}{2} (I + a \cdot \sigma) \otimes \frac{1}{2} (I + b \cdot \sigma) + \sum_{i,j=1}^{3} c_{ij} \sigma_i \otimes \sigma_j.$$  

(2.4)

Decompositions of this kind were first considered by Fano some time ago [19] and have found considerable utility in the theory of entanglement and in quantum state tomography [5]. In particular, the geometric properties of a related correlation tensor and its connection to quantum coherence have been discussed by Englert and Metwally [20].

B. Properties of the Coherence Matrix

If all the components of $c_{ij}$ are zero, the state is factorable, and the two sub-systems are completely uncorrelated. If that is not the case, we are immediately confronted with the issue of how to interpret these correlations. To begin this task, we invoke the principle that coherence properties must be independent of any local change of basis. For Bloch vectors, a unitary operation is equivalent to a transformation of three-dimensional coordinate axes introduced implicitly by the definition of $\sigma_1$, $\sigma_2$ and $\sigma_3$. Thus it behoves us to choose some particular set of axes which will simplify the system. Particularly useful sets of axes is provided by the singular value decomposition [23], of the matrix $c_{ij}$, which we shall write as follows:

$$c_{ij} = \sum_{p,q=1}^{3} U_{ip} \Sigma_{pq} V_{ij}^T,$$

(2.5)

where $U$ and $V$ are orthogonal matrices, and $\Sigma$ is a real, non-negative definite diagonal matrix. We shall denote the singular values (i.e. the diagonal elements of $\Sigma$) as $s_p (p = 1, 2, 3)$, thus eq. (2.4) may be re-written as

$$\rho^{(AB)} = \frac{1}{2} (I + a' \cdot \alpha) \otimes \frac{1}{2} (I + b' \cdot \beta) + \sum_{p=1}^{3} s_p \alpha_p \otimes \beta_p,$$

(2.6)

where $a'_i = \sum_j U^T_{ij} a_j$, $b'_i = \sum_i V_{ij}^T b_j$, $\alpha_i = \sum_j U^T_{ij} \sigma_j$ and $\beta_i = \sum_j V_{ij}^T \sigma_j$.

However this is not simply a special case of eq. (2.4) written with new coordinate axes so that the cross-correlation term is diagonal. While the matrices $U$ and $V$ are real orthogonal matrices in three dimensions, they are not necessarily proper rotations, implying that the two sets of system-dependent operators $\{\alpha_1, \alpha_2, \alpha_3\}$ and $\{\beta_1, \beta_2, \beta_3\}$ do not necessarily obey the standard commu-
tation relations for Pauli operators. Thus, for example,

\[
\begin{align*}
[\alpha_p, \alpha_q] &= \sum_{i,j=1}^{3} U^T_{pi} U^T_{qj} [\sigma_i, \sigma_j] \\
&= \sum_{i,j=1}^{3} U^T_{pi} U^T_{qj} \left( 2i \sum_{k=1}^{3} \epsilon_{ijk} \sigma_k \right) \\
&= 2i \sum_{i,j,k,r=1}^{3} U^T_{pi} U^T_{qj} \epsilon_{ijk} U_{kr} \alpha_r \\
&= 2i \sum_{r=1}^{3} \epsilon'_{pqr} \alpha_r \\
\end{align*}
\]

where \( \epsilon_{ijk} \) is the usual Levi-Civita tensor and \( \epsilon'_{pqr} = \sum_{i,j,k=1}^{3} \epsilon_{ijk} U^T_{pi} U^T_{qj} U^T_{rk} \). Like \( \epsilon_{ijk} \), the transformed tensor \( \epsilon'_{pqr} \) is completely anti-symmetric, e.g.

\[
\begin{align*}
\epsilon'_{prq} &= \sum_{i,j,k=1}^{3} \epsilon_{ijk} U^T_{pi} U^T_{qj} U^T_{r} \\
&= \sum_{i,j,k=1}^{3} \epsilon_{ikj} U^T_{pi} U^T_{rk} U^T_{qj} \\
&= - \sum_{i,j,k=1}^{3} \epsilon_{ijk} U^T_{pi} U^T_{qj} U^T_{rk} \\
&= -\epsilon'_{pqr}.
\end{align*}
\]

Substituting eqs.\((2.5)\) and \((2.9)\), we find that

\[
S = \frac{1}{6} \sum_{i,j,k,l,m,n=1}^{3} \epsilon_{ijk} \epsilon_{lmn} \\
\times \sum_{p=1}^{3} U^T_{pi} s_p V^T_{qi} \sum_{q=1}^{3} U^T_{qj} s_p V^T_{qm} \sum_{r=1}^{3} U^T_{rk} s_p V^T_{rn} \\
= \frac{1}{6} \text{Det}\{U\} \text{Det}\{V\} \sum_{p,q,r=1}^{3} (\epsilon_{pqr})^2 s_p s_q s_r \\
= \text{Det}\{U\} \text{Det}\{V\} s_1 s_2 s_3.
\]

The singular values \( s_k \) are all positive, while determinants are either \( +1 \) for a proper rotation, or \( -1 \) for an improper rotation. Thus a simple way to determine whether or not a state is sinister is to calculate the determinant of its correlation matrix \( c_{ij} \): if it is negative, the state is sinister. Indeed, as we shall see, the value of this determinant in fact reveals some qualitative features of the state, so much so that we suggest it may be useful considering it as an alternative way to quantify the quantumness of a state. Accordingly, we define the Sinisterness of a state to be given by the formula

\[
S = \text{Det}\{c_{ij}\} \\
= \text{Det}\{\langle (\sigma_i - a_i I) \otimes (\sigma_j - b_j I) \rangle/4\}
\]

One important property is readily apparent: since the value of the determinant is invariant under proper rotations, the Sinisterness is invariant under local unitaries, an important feature usually required of any measure of quantum correlation.

III. RELATIONSHIPS BETWEEN \( S \) AND THE DENSITY OPERATOR \( \rho \)

While \( S \) is designed to be easily calculated from observable correlations without the necessity of quantum state estimation, in order to explore its theoretical implications it is useful to relate \( S \) to the density operator \( \rho \) of the underlying state.
One useful identity in calculating the $S$ can be found by labeling the identity matrix as $σ_0$ and considering the following $4 \times 4$ matrix

$$Γ_{μ,ν} = (σ_μ ⊗ σ_ν) \ (μ, ν = 0, 1, 2, 3),$$

(3.15)

we find that $Γ_{0,0} = 1$, $Γ_{1,0} = a_1$, $Γ_{0,j} = b_j$ and $Γ_{i,i} = c_{ij} + a_i b_j$. As a side note, the matrix $Γ$ can be used to find the purity of the quantum state without the need for tomography, since $Tr\{Γ^T Γ \} = Tr\{ρ^2\}$.

Introducing two matrices

$$L = \begin{pmatrix} 1 & 0 & 0 & 0 \\ -a_1 & 1 & 0 & 0 \\ -a_2 & 0 & 1 & 0 \\ -a_3 & 0 & 0 & 1 \end{pmatrix}$$

and

$$R = \begin{pmatrix} 1 & -b_1 & -b_2 & -b_3 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

(3.16)

both of which have unit determinant, we find

$$LFR = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & c_{xx} & c_{xy} & c_{xz} \\ 0 & c_{yx} & c_{yy} & c_{yz} \\ 0 & c_{zx} & c_{zy} & c_{zz} \end{pmatrix},$$

(3.17)

and hence, since the determinant of a product of matrices is the product of the determinants,

$$Det\{Γ\} = Det\{c\} = S.$$  

(3.18)

Equation (3.15) implies that the elements of the coherence matrix $Γ$ are all linear combinations of the elements of the density matrix. One can show that

$$Γ = \frac{1}{2} W \mathcal{G} W^T$$

(3.19)

where the superscript $T$ denotes the transpose (not the Hermitian transpose) of the matrix and the matrix $W$ is given

$$W = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 0 & i & -i & 0 \\ 1 & 0 & 0 & 1 \end{pmatrix}.$$  

(3.20)

The matrix $\mathcal{G}$ appearing in eq. (3.19) is formed from a transposition of certain elements of the density matrix, viz.,

$$\mathcal{G} = \sum_{m,n=0}^1 (I \otimes |m\rangle \langle n|) ρ(|m\rangle \langle n| \otimes I)$$

$$= \begin{pmatrix} ρ_{00,00} & ρ_{00,01} & ρ_{01,00} & ρ_{01,01} \\ ρ_{00,10} & ρ_{00,11} & ρ_{01,10} & ρ_{01,11} \\ ρ_{10,00} & ρ_{10,01} & ρ_{11,00} & ρ_{11,01} \\ ρ_{10,10} & ρ_{10,11} & ρ_{11,10} & ρ_{11,11} \end{pmatrix},$$

(3.21)

where $ρ_{ij,kl} = \langle ij|ρ_{AB}|kl\rangle$ ($i, j, k, l = 0, 1$) are the matrix elements of the density operator $ρ$ in the standard 2-qubit computational basis (i.e. $|ij\rangle = |i\rangle_A \otimes |j\rangle_B$).

Suggestively, $\mathcal{G}$ can also be written in terms of the partial transpose operation [22] as follows:

$$\mathcal{G} = SWAP \cdot (SWAP \cdot ρ)^T_A$$

$$= (ρ \cdot SWAP)^T_B \cdot SWAP,$$  

(3.22)

where $T_A$ and $T_B$ denote partial transpose with respect to the first and second qubit, respectively, and $SWAP$ is the standard SWAP-gate (see ref. [2], Sec.1.3.4, p.23).

Taking the Determinant of $Γ$ as defined by eq.(3.19), and using $Det\{W\} = Det\{W^T\} = i$ we obtain the rather simple expression for the Sinisterness

$$S = Det\{Γ\} = -16Det\{\mathcal{G}\}.$$  

(3.23)

This expression is most useful in calculating $S$ in situations when the density operator is known, e.g. when one is investigating the properties of some model state or a simulation of dynamics using a solution of a master equation.

IV. SOME EXAMPLES

A. Pure States

A pure state can be written in the standard computational basis introduced above, as follows:

$$|ψ\rangle = α|0\rangle + β|1\rangle + γ|2\rangle + δ|3\rangle$$

(4.24)

where $|α|^2 + |β|^2 + |γ|^2 + |δ|^2 = 1$. The $4 \times 4$ matrix $\mathcal{G}$, defined in eq. (3.21), is given by

$$\mathcal{G} = \begin{pmatrix} |α|^2 & αβ^* & βα^* & |β|^2 \\ αγ^* & αδ^* & βγ^* & βδ^* \\ γα^* & γδ^* & δα^* & βδ^* \\ |γ|^2 & γδ^* & δγ^* & |δ|^2 \end{pmatrix}.$$  

(4.25)

The determinant can be found by some straightforward if tedious algebraic manipulation to be:

$$S = -16Det\{\mathcal{G}\} = -(2|αδ - βγ|^4).$$

(4.26)

The quantity $C = 2|αδ - βγ|$ is called the Concurrence and is well known in the study of entangled systems (see Appendix D). For a separable (i.e. factorizable) state $ac|00\rangle + ad|01\rangle + bc|10\rangle + bd|11\rangle$ (where $a, b, c$ and $d$ are complex numbers and $|a|^2 + |b|^2 = |c|^2 + |d|^2 = 1$), we find by direct substitution $αδ = βγ = abcd$ and hence $C = 0$. Thus for pure states

$$S_P = -C_P^4.$$  

(4.27)

B. Classically correlated mixed states

Moving on to mixed states, and following the hierarchy of quantum correlations introduced in ref. [18]. Classical states are states all of whose eigenstates are separable,
and thus the density operator can be rendered diagonal by the action of local unitaries acting on the two subsystems independently. Since correlations are independent of local unitaries, we can without loss of generality represent our state in this diagonal form. If the diagonal elements are \( \{ p_0, p_1, p_2, p_3 \} \), then the components of the \( \mathcal{G} \) matrix are

\[
\mathcal{G}_C = \begin{pmatrix}
   p_1 & 0 & 0 & p_2 \\
   0 & 0 & 0 & 0 \\
   0 & 0 & 0 & 0 \\
   p_3 & 0 & 0 & p_4 
\end{pmatrix}.
\] (4.28)

Since both two rows and two columns are filled with zeroes, this matrix has determinant zero, and so we find \( S_C = 0 \).

### C. separable mixed states

Separable states are states without entanglement, but which nevertheless may exhibit some other non-classical correlations. Following Werner \[5\], these may be written as a mixture of factorable pure states, as follows:

\[
\rho^{(AB)}_{\text{separable}} = \sum_{n=1}^{N} p_n |\Psi_n\rangle \langle \Psi_n| \otimes |\Phi_n\rangle \langle \Phi_n|,
\] (4.29)

where \( 0 \leq p_i \leq 1 \) and \( \sum_{i=1}^{N} p_i = 1 \) (such weighted sums are known as convex hulls).

There is, in general, an infinite number of such a decompositions for any separable state; however there exists some optimal decomposition for which the number of terms has the smallest possible value, called the optimal ensemble cardinality, \( L \), of the state \[24\]. One might conjecture the value of the optimal ensemble cardinality \( L \) by counting independent parameters: a pair of \( d \)-level quantum systems has Hilbert space of dimension \( N = d^2 \); a density matrix in an \( N \)-dimensional space has \( N^2 - 1 = d^4 - 1 \) independent real parameters. A normalized, pure state of a \( d \)-level system with an arbitrary global phase has \( 2(d - 1) \) real parameters, hence the Werner decomposition of a separable state of two \( d \)-level systems with \( N \) terms in the convex hull has \( 4(d - 1) + 1 \) \( N - 1 \) real parameters, when we take into account the weighting factors and the normalization. Thus, naïvely, one might expect an arbitrary separable state should have an optimal ensemble cardinality \( L \leq \lfloor d^4/(4d - 3) \rfloor \). In the case \( d = 2 \), this gives \( L \leq 4 \); indeed Wootters has demonstrated how to construct a Werner decomposition for a separable pair of two-level systems with at most four terms (see \[4\], eq.(23)), confirming that \( L \leq 4 \) in this case.

Let us thus write the “optimal” Werner decomposition as follows:

\[
\rho^{(AB)}_{\text{separable}} = \sum_{n=1}^{4} p_n |\psi_n\rangle \langle \psi_n| \otimes |\phi_n\rangle \langle \phi_n|,
\] (4.30)

where \( \sum_{n=1}^{4} p_n = 1 \) and \( p_n \geq 0 \) (and we have included the case that \( L < 4 \) by allowing the value of \( p_n \) to be zero). Without loss of generality, we can assume that \( p_1 \geq p_2 \geq p_3 \geq p_4 \). Defining the unit vectors \( a_n = |\psi_n\rangle \langle \psi_n| \) and \( b_n = |\phi_n\rangle \langle \phi_n| \), we find

\[
c_{ij} = \sum_{n=1}^{4} p_n (a_{n,i} - \bar{a}_i)(b_{n,j} - \bar{b}_j),
\] (4.31)

where \( \bar{a} = \sum_{n=1}^{4} p_n a_n \) and \( \bar{b} = \sum_{n=1}^{4} p_n b_n \). In Appendix A it is shown that the determinant of this matrix (and thus the Sinisterness) can be written in the following relatively compact form

\[
S_{\text{sep}} = 36 p_1 p_2 p_3 p_4 V(a_1, a_2, a_3, a_4) V(b_1, b_2, b_3, b_4),
\] (4.32)

where \( V(a_1, a_2, a_3, a_4) = [(a_1 - a_2) \times (a_2 - a_3)] \cdot (a_3 - a_4)/6 \) is an antisymmetric quadrupole vector product whose magnitude is equal to the volume of the pyramid whose vertices have the position vectors \( a_1, a_2, a_3 \) and \( a_4 \).

Some useful conclusions may be drawn from eq.(4.32). Firstly, if optimal ensemble cardinality \( L \) of the separable state is 3 or less, then by definition, \( p_4 = 0 \) and we immediately find that \( S = 0 \). Further, since \( a_n \) and \( b_n \) are both Bloch vectors corresponding to pure states, they are unit vectors. As is shown in Appendix B, the maximum volume for a pyramid whose vertices lie on the unit sphere is \( 8/9\sqrt{3} \). Further, the maximum possible product \( p_1 p_2 p_3 p_4 \) occurs when \( p_1 = p_2 = p_3 = p_4 = 1/4 \). Thus we find that

\[
-1/27 \leq S_{\text{sep}} \leq 1/27
\] (4.33)

with the immediate implication that if \( S < -1/27 \) the state must be entangled. Note that \( S > 1/27 \) is the upper limit on \( S \) for arbitrary states.

### D. Mixed Entangled States

1. Werner states

Turning our attention now to entangled mixed states, consider a simple model for which analytic expressions exist: the Werner state \[5\], defined by

\[
\rho_W(\epsilon) = \frac{(1 - \epsilon)}{4} I + \epsilon \Pi,
\] (4.34)

where \( \epsilon \) is a real number in the range \([-1/3, 1]\) and \( \Pi = |\varphi_{ME}\rangle \langle \varphi_{ME}| \) is the projector for a maximally entangled state; to simplify the analysis, we choose \( |\varphi_{ME}\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle) \), where we have used the notation for two-qubit states introduced above, following eq.(3.27). The Bloch vectors for a Werner state are \( a = b = 0 \) and \( c_{ij} \) is diagonal with \( c_{11} = -c_{22} = c_{33} = \epsilon \), and hence \( S = -\epsilon^2 \).

The Werner state has an analytic expression for the Concurrence, and is thus a particularly useful model for
Thus, for Werner states with non-zero Concurrence, the Sinisterness $S$ is simply related to the Concurrence $C$ by the formula

$$S = -\left(\frac{2C + 1}{3}\right)^3,$$  \hspace{1cm} (4.37)

and $S = -1/27$ when $\epsilon = 1/3$, i.e. the largest value of $\epsilon$ for which the Concurrence is zero.

2. X states

A slightly more general analytic model of mixed, partially entangled states are the so-called “X-states”, defined by the following density matrix (in the computational basis):

$$\rho_X = \begin{pmatrix} q & 0 & 0 & v \\ 0 & r & u & 0 \\ 0 & u & s & 0 \\ v & 0 & 0 & t \end{pmatrix},$$  \hspace{1cm} (4.38)

where $q$, $r$, $s$, $t$, $u$, and $v$ are real positive parameters such that $q + r + s + t = 1$, $\sqrt{rs} \geq u$ and $\sqrt{qt} \geq v$ (note that a similar model with complex off-diagonal terms can be transformed to a state of the form given by eq. (4.38) by local transformations, and hence it will have similar coherence properties). For X states, the Concurrence is $C_X = 2\text{Max}\{u - \sqrt{qt}, v - \sqrt{rs}, 0\}$. Thus if either of the conditions $u > \sqrt{qt}$ or $v > \sqrt{rs}$ are satisfied, then the state is entangled.

Using eqs. (3.21) and (3.23), the Sinisterness of an X-state is $S_X = -16\text{Det}\{\mathcal{G}_X\}$ where

$$\mathcal{G}_X = \begin{pmatrix} q & 0 & 0 & r \\ 0 & v & u & 0 \\ 0 & u & v & 0 \\ s & 0 & 0 & t \end{pmatrix},$$  \hspace{1cm} (4.39)

and the determinant can be straightforwardly calculated to give $S_X = -16(v^2 - u^2)(qt - rs)$. Suppose that $u > \sqrt{qt}$, so the state is entangled; since $\sqrt{rs} \geq u > \sqrt{qt} \geq v$, we immediately see that $S < 0$; similarly $S < 0$ if $v > \sqrt{rs}$. In other words, if $\rho_X$ is entangled, $S < 0$.

3. Arbitrary Mixed Entangled States

For arbitrary mixed entangled states, which do not admit a description in terms of either Werner States, X states or some other analytic model, we have yet to find a general analytic relationship between Sinisterness and Concurrence or any other quantum correlation. We can however investigate the relationship by numerical experimentation. Density matrices must be Hermitian, unit trace and non-negative definite; such matrices can be generated numerically quite simply by means of a random Cholesky matrix decomposition: i.e. $\rho_{\text{random}} = T^\dagger T/\text{Tr}\{T^\dagger T\}$, where $T$ is a 4x4 matrix with complex elements whose real and imaginary parts are uniformly distributed between 0 and 1. Given a numerical density matrix, the Sinisterness and the Concurrence can be easily be calculated and the results plotted (see Fig.1). The results are quite suggestive: in particular, for all entangled states in our sample we found that the Sinisterness of a particular state, $S(\rho)$ is constrained by the value of the Concurrence $C(\rho)$ by the following inequality:

$$-C(\rho)^4 \geq S(\rho) \geq -\left(\frac{2C(\rho) + 1}{3}\right)^3.$$  \hspace{1cm} (4.40)

The upper limit corresponds to the pure state case, the lower limit to the Werner states.

![FIG. 1. A plot of Concurrence $C$ (x-axis) and Sinisterness $S$ for 966,391 randomly selected density matrices. The lines corresponding to pure states ($S_{\text{max}} = -C^4$) (upper curve, red) and Werner states ($S_{\text{min}} = -[(2C + 1)/3]^3$) (lower curve, green) are also shown; all states in the sample fell between these two extremes. The sample was biased so as to favour states near either the pure or Werner states: this accounts for the two sparse bands in the figure. For all states in our sample, the Concurrence was greater than zero if the Sinisterness was negative, supporting the conjecture that all entangled states are sinister. Some 17.5% (169,368 out of 966,391) of the sample were unentangled (i.e. $C = 0$); for these states the Sinisterness $S$ always fell in the range $1/27 \geq S \geq -1/27$, as expected.](image-url)
bound on the value of $S$. Consider an infinitesimal variation of a Werner State, i.e. $\rho_W \rightarrow (1-\lambda)\rho_W + \lambda \rho'$, where $\lambda \rightarrow 0^+$. We can obtain simple expressions for the corresponding variations of both Concurrence $C$, eq.(4.40), and Sinisterness $S$, eq. (E.8), viz:

\[
\delta C_W = 2\lambda \left( \text{Tr}\{\Pi \rho'\} - \frac{(3\epsilon + 1)}{4} \right) + O[\lambda^2], \quad (4.41)
\]

\[
\delta S_W = S_W - \frac{4}{\epsilon} \left( \text{Tr}\{\Pi \rho'\} - \frac{(3\epsilon + 1)}{4} \right) + O[\lambda^2]. \quad (4.42)
\]

If we constrain the variation $\rho'$ so that the Concurrence is not changing, i.e. we will be moving only in the vertical direction in Fig.1, then we find that $\delta S_W = 0$, implying this is indeed a stationary point, as one would expect of an extremum. Attempts to perform a similar analysis of the pure state case have unfortunately met with frustration, due to the complications inherent in bi-orthogonal perturbation in degenerate null subspaces.

V. SUMMARY AND CONCLUSION

To summarize our findings about the Sinisterness $S$ defined by eq.(2.11), it is a quantity which can be determined directly from experimental data, without the need for tomographic reconstruction of the density matrix, and has many of the desirable properties of a measure of quantum coherence. It is related to the density matrix in a very simple way, eq.(4.23) which facilitates the theoretical instigation of its properties. In particular, for arbitrary states $1/27 \geq S \geq -1$; for classically correlated states, and separable states with an optimal ensemble cardinality $\mathcal{L}$ of 3 or less $S = 0$; for separable states with $\mathcal{L} = 4, 1/27 \geq S \geq -1/27$; and for all entangled states its conjectured that $S < 0$, with some strong numerical evidence in support. It is weakly related to the Concurrence $C$, with the simple functions of $C$ providing the upper and lower limits on the value of $S$.

If we consider Sinister states as a new classification in the hierarchy of quantum correlations, we find they lie between separable and classical states, see Fig.2.

Further investigations may fruitfully pursue the relationship between $S$ and other quantum correlations such as the Negativity [25] or the Discord [26]. Also the concept might readily be extended to higher dimensional systems.
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APPENDIX A: SINISTERNESS OF SEPARABLE STATES

Using eq.(2.11), we find

\[
\text{Det}\{c_{ij}\} = \frac{1}{6} \sum_{k,\ell,m=1}^{4} p_k p_\ell p_m T_{k\ell m}(a) T_{k\ell m}(b) \quad (A.1)
\]

where

\[
T_{k\ell m}(a) = [(a_k - \bar{a}) \times (a_\ell - \bar{a})] \cdot (a_m - \bar{a}) \quad (A.2)
\]

represents the scalar triple product. The sum in eq.(A.1) has 64 terms, but it can be readily simplified using the properties of the scalar triple product: firstly, if any of the three indices $k, \ell$ or $m$ have the same value, the product is necessarily zero, reducing the sum to 24 terms; these 24 terms can be readily obtained by permuting just four possibilities, viz. \{ktm\} = \{123\}, \{124\}, \{134\} or \{234\}. The scalar triple product $T_{ktm}(a)$ is either invariant or changes sign under permutation of indices; thus the product $T_{ktm}(a) T_{ktm}(b)$ is invariant under permutation. Since there are 6 permutations of each combination of three indices, the factor of 1/6 cancels and the sum in
\[ \text{eq. (A.1)} \text{ reduces to just four terms:} \]
\[ \text{Det} \{c_{ij}\} = p_1p_2p_3T_{123}(a)T_{123}(b) + p_1p_2p_4T_{124}(a)T_{124}(b) + p_1p_3p_4T_{134}(a)T_{134}(b) + p_2p_3p_4T_{234}(a)T_{234}(b). \]  

Expanding the triple product term eq. (A.2)
\[ T_{k\ell m}(a) = (a_k \times a_\ell) \cdot a_m - (a_k \times a_\ell) \cdot a_m \]
\[ = \sum_{n=1}^{4} p_n[(a_k \times a_\ell) \cdot a_m - (a_k \times a_\ell) \cdot a_n] \]
\[ = \sum_{n=1}^{4} p_n[(a_k - a_\ell) \times (a_\ell - a_m)] \cdot (a_m - a_n). \]  

It is convenient to define the following scalar product of four vectors:
\[ \mathcal{V}(a_1, a_2, a_3, a_4) = \frac{1}{6} |(a_1 - a_2) \times (a_2 - a_3)| \cdot (a_3 - a_4). \]  

This quantity has a simple geometric interpretation: \(|\mathcal{V}(a_1, a_2, a_3, a_4)|\) is the volume of the irregular tetrahedron whose vertices have the position vectors \(a_1, a_2, a_3, a_4\). One can show by direct evaluation that for \(\{k, \ell, m, n\} \in \{1, 2, 3, 4\}\)
\[ \mathcal{V}(a_k, a_\ell, a_m, a_n) = s_{k\ell m n} \mathcal{V}(a_1, a_2, a_3, a_4), \]  

where \(s_{k\ell m n}\) is the signature of the permutation \(\{k, \ell, m, n\}\) with respect to \(\{1, 2, 3, 4\}\) (i.e. \(s_{k\ell m n} = 1\) if \(\{k, \ell, m, n\}\) is an even permutation of \(\{1, 2, 3, 4\}\) and \(s_{k\ell m n} = -1\) if \(\{k, \ell, m, n\}\) is an odd permutation of \(\{1, 2, 3, 4\}\)). This immediately implies that \(\mathcal{V}(a_k, a_\ell, a_m, a_n) = 0\) if any two indices are the same. Substituting from eq. (A.3) into eq. (A.4) we find
\[ T_{k\ell m}(a) = 6 \sum_{n=1}^{4} p_n \mathcal{V}(a_k, a_\ell, a_m, a_n), \]
\[ = 6 \left( \sum_{n=1}^{4} s_{k\ell m n} p_n \right) \mathcal{V}(a_1, a_2, a_3, a_4). \]  

Substituting into eq. (A.3), we find:
\[ \text{Det} \{c_{ij}\} = 36 \left[ (s_{1234})^2 p_1p_2p_3p_4^2 + (s_{1342})^2 p_1p_3p_4^2p_2^2 + (s_{1324})^2 p_1p_3p_4^2p_2 + (s_{2341})^2 p_2p_3p_4^2 \right] \]
\[ \times \mathcal{V}(a_1, a_2, a_3, a_4) \mathcal{V}(b_1, b_2, b_3, b_4) \]
\[ = 36p_1p_2p_3p_4 \]
\[ \times \mathcal{V}(a_1, a_2, a_3, a_4) \mathcal{V}(b_1, b_2, b_3, b_4), \]  

where we have used the fact that \((s_{k\ell m n})^2 = 1\) and \(p_1 + p_2 + p_3 + p_4 = 1\) to derive the final line.

APPENDIX B: MAXIMUM VOLUME OF A PYRAMID WITH VERTICES ON A SPHERE

Here we provide a proof for the formula for the maximum volume of the tetrahedron whose vertices \(A, B, C\) and \(D\) all lie on the surface of a sphere. Let \(O\) be the center of the sphere (of radius \(R\)) and \(O'\) the center of the circumscribed circle \(K_{ABC}\) of the triangle \(ABC\) (see Fig. 3).

The volume of the pyramid \(ABCD\) is \(\mathcal{V}_{ABCD} = \frac{1}{6} h_D \mathcal{S}_{ABC}\), where \(h_D\) is the perpendicular height of \(D\) above the \(ABC\) plane, and \(\mathcal{S}_{ABC}\) is the area of the triangle \(ABC\). In terms of the vector product, \(\mathcal{S}_{ABC} = \frac{1}{2} |\overrightarrow{AB} \times \overrightarrow{BC}|\), while, using the scalar product
\[ h_D = \overrightarrow{CD} \cdot (\overrightarrow{AB} \times \overrightarrow{BC})/|\overrightarrow{AB} \times \overrightarrow{BC}|; \text{ thus } \mathcal{V}_{ABCD} = \frac{1}{6} |\overrightarrow{CD} \cdot (\overrightarrow{AB} \times \overrightarrow{BC})| = \frac{1}{2} \sqrt{|(\overrightarrow{O'A} - \overrightarrow{O'B}) \times (\overrightarrow{O'B} - \overrightarrow{O'C})| \cdot (\overrightarrow{O'C} - \overrightarrow{O'D})|}. \]

To find the maximum value of \(\mathcal{V}_{ABCD}\) first, let us show that \(\overrightarrow{O'O}\) is perpendicular to the plane \(ABC\). Let the \(z\)-axis be perpendicular to the plane \(ABC\), so that any point \(P\) on the circumference of \(K_{ABC}\) has the position vector \(\overrightarrow{OP} = r(\cos \phi, \sin \phi, 0)\), where \(r\) is the radius of \(K_{ABC}\). Using the same coordinate axes, let \(\overrightarrow{O'O} = a(\sin \theta_0 \cos \phi_0, \sin \theta_0 \sin \phi_0, \cos \theta_0)\), and hence \(|\overrightarrow{OP} - \overrightarrow{O'O}| = \sqrt{r^2 + a^2 - 2ar \sin \theta_0 \cos (\phi - \phi_0)}\). Since all points on \(K_{ABC}\) are on the surface of the sphere it follows that \(\overrightarrow{OP} - \overrightarrow{O'O} = R\), for all values of \(\phi\); hence differentiating the square root term with respect to \(\phi\) we find \(\sin \theta_0 = 0\) and hence \(\overrightarrow{O'O} = (0, 0, a)\), i.e. parallel to the \(z\)-axis and hence perpendicular to the plane \(ABC\).

Now we shall demonstrate the maximum value of \(h_D\) is \(a + R\), which occurs when \(O\overrightarrow{D} \parallel \overrightarrow{O'O}\). If we write \(\overrightarrow{O'D} = R(\sin \theta_a \cos \phi_d, \sin \theta_a \sin \phi_d, \cos \theta_d)\) and \(\overrightarrow{O'O} = (0, 0, a)\) we find
\[ h_D = O'\overrightarrow{D} \cdot \overrightarrow{e_z} = a + R \cos \theta_d. \]  

Thus, differentiating to find the maximum, we find \(\partial h_D/\partial \theta_d = 0\) and \(\partial^2 h_D/\partial \theta_d^2 < 0\) when \(\theta_d = 0\), implying \(h_{D,\text{max}} = R(0, 0, 1)\) and \(h_{D,\text{max}} = a + R\).
The next step is to maximize the area of the triangle $ABC$. Intuition tells us that the maximum will occur in the symmetric situation, i.e. $ABC$ is an equilateral triangle. However intuition, like sincerity, is always subject to proof, which we now supply. Referring to Fig. 4, the area $\mathcal{A}_{ABC} = \mathcal{A}_{ABO} + \mathcal{A}_{BOC} - \mathcal{A}_{ACO} = 1/2 r^2 [\sin(\alpha) + \sin(\beta) - \sin(\alpha + \beta)]$, where $r$ is the radius of the circumscribed circle, $\alpha$ is the angle $A'O'B$ and $\beta$ is the angle $B'O'C$, as shown. Differentiating $\mathcal{A}_{ABC}$, we find:

$$\frac{\partial}{\partial \alpha} \mathcal{A}_{ABC} = \frac{r^2}{2} [\cos(\alpha) - \cos(\alpha + \beta)] = 0 \quad (B.1)$$

$$\frac{\partial}{\partial \beta} \mathcal{A}_{ABC} = \frac{r^2}{2} [\cos(\beta) - \cos(\alpha + \beta)] = 0. \quad (B.2)$$

These equations imply that, at a maximum or minimum, $\cos(\alpha) = \cos(\beta)$, and hence $\beta = \pm \alpha$, (where we assume $\alpha$ and $\beta$ have values between 0 and $2\pi$). If $\beta + \alpha = 0$, eqs. (B.1, B.2) imply that $\cos(\alpha) = \cos(\beta) = 1$, and $\sin(\alpha) = \sin(\beta) = 0$ and hence the area $\mathcal{A}_{ABC} = 0$. Similarly, if $\beta = \alpha$, eq. (B.1) implies $\cos(\alpha) = \cos(2\alpha)$, and hence $\alpha = 2\alpha$, i.e. $\alpha = 0$ (which again, implies $\mathcal{A}_{ABC} = 0$), or $\alpha = 2\pi - 2\alpha$, or $\alpha = \beta = 2\pi/3$. This last case corresponds to the equilateral triangle; it can be confirmed to be the maximum by showing that the eigenvalues of the Hessian are all negative. Since $\sin(2\pi/3) = \sqrt{3}/2$ and $\sin(4\pi/3) = -\sqrt{3}/2$, we find $\mathcal{A}_{ABC,max} = 3\sqrt{3}/2/4$.

![FIG. 4. Diagram of the notation used to find $\mathcal{A}_{ABC}$](image)

The last step is to maximize the volume $\mathcal{V}_{ABCD,max} = \frac{1}{2} \mathcal{A}_{ABC,max} h_{D,max} = a + R$. The only remaining undetermined parameter is $a$, the length $OO'$. By Pythagoras’s Theorem, $r^2 = R^2 - a^2$, and hence $\mathcal{V}_{ABCD,max}(a) = (a + R)(R^2 - a^2)^{3/4}/4$. Differentiating, we find $\frac{\partial}{\partial a} \mathcal{V}_{ABCD,max} = 0$ when $a = -R$ or $a = R/3$. The former solution corresponds to a minimum (volume zero), while the second corresponds to the maximum. Hence we finally obtain $\mathcal{V}_{ABCD,max} = R^3 8/9 \sqrt{3}$. Using this solution, it can be shown reasonably straightforwardly that the distances between any two of the points $A$, $B$, $C$ and $D$ is the same, viz., $R \sqrt{8/3}$, and thus the maximum volume corresponds to a regular tetrahedron.

**APPENDIX C: USEFUL PROPERTIES OF NON-HERMITIAN MATRICES**

In this appendix we give a brief review some of the key properties of Non-Hermitian matrices and the associated perturbation series required to calculate variation in the eigenvalues. A more thorough exposition can be found in, for example, refs. [27, 28].

### A. Eigenvectors and Bi-orthogonality

Let $M$ be a non-Hermitian matrix. It will have both left and right eigenvectors, viz.,

$$M |v\rangle = \mu |v\rangle, \quad (C.1)$$

$$\langle u|M = \mu \langle u|. \quad (C.2)$$

One might initially suspect that the left and right eigenvectors have different associated eigenvalues; however both eq. (C.1) and eq. (C.2) imply the same characteristic equation, viz., $\det (M - \mu) = 0$, and thus the left and right eigenvalues are identical. Since $M$ is a $4 \times 4$ matrix, the characteristic equation is a quartic polynomial equation and there are at most 4 eigenvalues, $\lambda_n$, with corresponding eigenvalues $\langle u_n|\mu_n\rangle$; it is useful to normalize these vectors by $\langle u_n|\mu_n\rangle = 1$, and, in general one may not assume $\langle u_n|u_n\rangle = 1$ or $\langle v_n|v_n\rangle = 1$; we denote vectors normalized in this manner by lower-case Greek symbols with a Roman typeface (e. g. $\psi, \phi$, etc), as opposed to Greek symbols used for vectors with the standard normalization (i.e. $\langle \phi|\phi\rangle = 1$).

Equations (C.1) and (C.2) imply $\langle u_n|M|v_m\rangle = \mu_m \langle u_n|v_m\rangle = \mu_n \langle u_n|v_m\rangle$, and thus

$$\langle u_n|v_m\rangle = 0 $$

For non-degenerate systems, the appropriately normalized left and right eigenvectors are bi-orthogonal, i.e.

$$\langle u_n|v_m\rangle = \delta_{mn}. \quad (C.4)$$

Note however neither the left nor the right sets of eigenvectors are in general orthogonal (i.e. neither $\langle u_m|u_n\rangle$ nor $\langle v_m|v_n\rangle$ need be zero if $m \neq n$). Provided there exists a state $|u_n\rangle$ such that $\langle u_n|v_n\rangle \neq 0$ (this cannot be proved in general, see [29, Section III]), both sets of four eigenvectors span the 4 dimensional space, and thus we find:

$$\sum_{m=1}^{4} |v_m\rangle \langle u_m| = I, \quad (C.5)$$

$$\sum_{m=1}^{4} |u_m\rangle \langle v_m| = I. \quad (C.6)$$
APPENDIX D: QUANTUM CONCURRENCE

Here we give a brief summary of the important results. Suppose we wish to find the eigenvalues and eigenvectors of a matrix \( M + \lambda \delta M \) to the first power of the parameter \( \lambda \). As usual, one assumes that the eigenvalues and eigenvectors can be expanded in a power series, i.e.

\[
\{ M - \mu_n + \lambda (\delta M - \delta \mu_n) + O(\lambda^2) \} \{ |v_n\rangle + \lambda |\delta v_n\rangle + O(\lambda^2) \} = 0.
\]

(C.7)

where \(|\psi^*\rangle\) is related to the state \(|\psi\rangle\) by complex-conjugation of the probability amplitudes in the computational basis; the basis states themselves are implicitly assumed to be real-valued and are unaffected. Thus

\[
|\tilde{\psi}\rangle = \delta^*|00\rangle - \gamma^*|01\rangle - \beta^*|10\rangle + \alpha^*|11\rangle,
\]

(D.2)

\[
\langle \tilde{\psi}| = \delta|00\rangle - \gamma|01\rangle - \beta|10\rangle + \alpha|11\rangle.
\]

(D.3)

Note that for any two pure states \(|\psi\rangle\) and \(|\phi\rangle\), \(\langle \tilde{\psi}|\phi\rangle = \langle \tilde{\phi}|\psi\rangle\); also \(\langle \tilde{\psi}|\tilde{\psi}\rangle = C(\psi)\) is the pure state Concurrence.

B. Maximally Entangled States

Any maximally entangled state \(|\psi_{ME}\rangle\), by definition, has the property \(C(\psi_{ME}) = 1\); since \(|\psi_{ME}\rangle\) is normalized in the usual manner (i.e. \(\langle \psi_{ME}|\psi_{ME}\rangle = 1\)), a maximally entangled state must have the property \(\langle \psi_{ME}| = \exp(i\phi)|\psi_{ME}\rangle\), where \(\phi\) is some phase. Since, for any state, \(|\psi\rangle = |\tilde{\psi}\rangle\), we see that \(\exp(i\phi) = \pm 1\), and thus the projector \(\Pi_{ME} = |\psi_{ME}\rangle\langle \psi_{ME}|\) of a maximally entangled state has the property

\[
\Pi_{ME} = \Pi_{ME}.
\]

(D.4)

C. Mixed States

A mixed state is conventionally represented by a density operator \(\rho\), which can be written as the sum of projectors of pure states weighted by some probability, viz.,

\[
\rho = \sum_n p_n |\psi_n\rangle\langle \psi_n|,
\]

(D.5)

where \(\sum_n p_n = 1\) and \(0 < p_n \leq 1\). The number of terms in the sum must be greater or equal to the rank of \(\rho\). Since there is no assumption of orthogonality of \(|\psi_n\rangle\), this decomposition (termed a convex hull) is not the same as an eigenstate decomposition; indeed an infinite number of such pure state ensembles exist for any given density operator.

The obvious approach to finding the mixed-state Concurrence would be to average the pure-state concurrences of the states making up the convex hull, i.e.
\( \overline{C} = \sum p_n C(\psi_n) \). However, because the convex hull decomposition is not unique, this average can take a range of values; for example, any density operator which is diagonal in the Bell state basis can be decomposed by choosing a maximally entangled basis in which \( \overline{C} = 1 \); in particular, one can obtain \( \overline{C} = 1 \) for the maximally mixed state. Thus to faithfully characterize the entanglement of a mixed state one chooses the mixed state decomposition for which \( \overline{C} \) is a minimum, viz:

\[
C(\rho) = \min_{\{\psi_n\}} \sum_n p_n C(\psi_n). \tag{D.6}
\]

This minimum can be shown to be equal to the following expression

\[
C(\rho) = \max\{\lambda_1 - \lambda_2 - \lambda_3 - \lambda_4, 0\}, \tag{D.7}
\]

where \( \lambda_n \) (\( n = 1, \ldots, 4 \), numbered in decreasing order, so \( \lambda_1 \) is the largest, \( \lambda_4 \) is the smallest) are the the eigenvalues of the matrix \( R = \sqrt{\rho} \sqrt{\rho}^\dagger \). \( \lambda \) being the “spin-flipped” density matrix, \( \sqrt{\rho} = (\sigma_2 \otimes \sigma_2) \rho^*(\sigma_2 \otimes \sigma_2) \). As with the pure state, the complex-conjugate of the density operator \( \rho^* \) is defined in the standard computational basis (this operation is basis dependent: if, for example, we did a complex conjugation in the eigenbasis of \( \rho \), it would not have any effect).

### D. Properties of the Bi-orthogonal Eigenvectors

Alternatively (and in the present problem, fortuitously, since the square roots of non-commuting operators in the expression for \( \mathcal{R} \) are awkward to manipulate analytically) one can show that eq.\( \tag{D.7} \) is equivalent to

\[
C(\rho) = \max\{\sqrt{r_1} - \sqrt{r_2} - \sqrt{r_3} - \sqrt{r_4}, 0\}, \tag{D.8}
\]

where \( r_n \) (\( n = 1, \ldots, 4 \), again numbered in decreasing magnitude) are the eigenvectors of the *non-Hermitian* matrix defined by the formula

\[
\mathcal{R} = \sqrt{\rho} \sqrt{\rho}^\dagger. \tag{D.9}
\]

Relevant properties of non-Hermitian matrices and their bi-orthogonal expansions are reviewed briefly in Appendix C. Let us denote the left and right eigenvectors of \( \mathcal{R} \) by \( \langle u_n | \) and \( | v_n \rangle \) respectively; they are normalized in the way described in Appendix C, i.e. \( \langle u_n | v_n \rangle = \delta_{mn} \).

Thus the left eigenvectors of \( \mathcal{R} \) are just the “spin-flipped” right eigenvectors \( | u_n \rangle = | \tilde{v}_n \rangle \), and we obtain

\[
\langle \tilde{v}_m | v_n \rangle = \delta_{mn}. \tag{D.14}
\]

If we now took the Hermitian adjoint of eq.\( \tag{D.11} \), and use the fact that both \( \rho \) and \( \tilde{\rho} \) are both Hermitian, we obtain:

\[
\langle v_n | \tilde{\rho} \tilde{\rho}^* | v_n \rangle = r_n^* \langle v_n | v_n \rangle. \tag{D.15}
\]

Multiplying both sides on the right by \( \rho \), we find

\[
\langle v_n | \rho \tilde{\rho}^* | v_n \rangle = r_n^* \langle v_n | v_n \rangle. \tag{D.16}
\]

Comparing with eq.\( \tag{D.10} \) we see this implies that the eigenvalues \( r_n \) are all real, and that, after normalizing,

\[
| \tilde{v}_n \rangle = \frac{\rho | v_n \rangle}{\langle v_n | \rho | v_n \rangle}. \tag{D.17}
\]

The bi-orthonality property eq.\( \tag{C.4} \) thus implies

\[
\langle v_n | \rho | v_m \rangle = \delta_{mn} \langle v_m | \rho | v_n \rangle. \tag{D.18}
\]

Although in a sense we have diagonalized \( \rho \), this equation does not imply \( | v_n \rangle \) is an eigenvector of \( \rho \), since the vectors \( | v_n \rangle \) are not orthogonal, as would be the case for the eigenvectors of a Hermitian operator. The eigenvalues \( r_n \) are, from eqs.\( \tag{C.1}, \tag{C.6} \) and \( \tag{D.14} \), given by

\[
r_n = \langle \tilde{v}_n | \mathcal{R} | v_n \rangle = \sum_m \langle \tilde{v}_n | \tilde{\rho} \tilde{v}_m \rangle \langle v_m | \rho | v_n \rangle = \langle \tilde{v}_n | \tilde{\rho} \tilde{v}_n \rangle \langle v_n | \rho | v_n \rangle. \tag{D.19}
\]

Since \( (\sigma_2 \otimes \sigma_2)^2 = I \), matrix element \( \langle \tilde{v}_n | \tilde{\rho} \tilde{v}_m \rangle \) is equal to \( \langle v_n^* | \rho^* | v_m^* \rangle \), which, because of the Hermiticity of \( \rho \), reduces to \( \langle v_n | \rho | v_m \rangle \). Hence the eigenvalues \( r_n \) are all real non-negative numbers, and

\[
\langle v_n | \rho | v_n \rangle = \sqrt{r_n} \delta_{mn}. \tag{D.20}
\]

### E. Perturbation Analysis

If the density operator is perturbed, i.e. \( \rho \to \rho + \lambda \delta \rho \), the Concurrence will also be perturbed, \( C(\rho + \lambda \delta \rho) = C(\rho) + \lambda \delta C + O(\lambda^2) \). Here we will derive an expression for the first order change in Concurrence, \( \delta C \). Note that \( \delta \rho \) is constrained to be Hermitian and trace zero, and that \( \rho + \lambda \delta \rho \) is non-negative definite. We also implicitly assume that \( C(\rho) \neq 0 \), so this analysis should be treated with caution for states that are close to being separable. The first order perturbation to the matrix \( \mathcal{R} \) is \( \delta \mathcal{R} = \mathcal{R} \delta \rho = \mathcal{R} \delta \rho \mathcal{R}^\dagger \).
\( \delta \rho + (\delta \rho) \rho \), and the first order perturbation to the eigenvectors is given by eq. (C.11):

\[
|\delta v_n\rangle = \langle \tilde{\nu}_n | \delta \rho | v_n \rangle + \sum_{m \neq n} \frac{\langle \tilde{\nu}_m | \delta \rho | v_n \rangle}{r_n - r_m} |v_m\rangle. \tag{D.21}
\]

Normalization of the perturbed eigenvectors implies that \( \langle \tilde{\nu}_n | \delta \rho | v_n \rangle = 0 \); using \( \langle \delta | \psi \rangle = \langle \psi | \delta \rangle \), we see that this implies \( 2 \langle \delta \nu_n | v_n \rangle = 0 \), hence the first term on the right hand side of eq. (D.21) must be zero. Using eq. (D.20), we find

\[
\sqrt{r_n} + \lambda \delta(\sqrt{r_n}) = \{ |v_n| + \lambda |\delta v_n| \} \{ \rho + \lambda \delta \rho \} \{ |v_n| + \lambda |\delta v_n| \} + O(\lambda^2)
= \langle v_n | \rho | v_n \rangle + \lambda \{ \langle v_n | \delta \rho | v_n \rangle + \langle \delta v_n | \rho | v_n \rangle + \langle v_n | \rho | \delta v_n \rangle \} + O(\lambda^2) \tag{D.22}
\]

From eq. (D.21) we find

\[
\langle v_n | \rho | \delta v_n \rangle = \sum_{m \neq n} \frac{\langle \tilde{\nu}_m | \delta \rho | v_n \rangle \langle v_n | \rho | v_m \rangle}{r_n - r_m} = 0, \tag{D.23}
\]

where we have used eq. (D.20); a similar analysis shows that \( \langle \delta v_n | \rho | v_n \rangle = 0 \). Hence we obtain \( \delta(\sqrt{r_n}) = \langle v_n | \delta \rho | v_n \rangle \), which implies the following expression for the variation in the Concurrence:

\[
\delta C = \text{Tr} \{ W \delta \rho \}. \tag{D.24}
\]

where

\[
W = |v_1\rangle \langle v_1| - |v_2\rangle \langle v_2| - |v_3\rangle \langle v_3| - |v_4\rangle \langle v_4| \tag{D.25}
\]

To re-iterate: \( |v_n\rangle \) is the right-eigenvector of the operator \( \mathcal{A} = \hat{\rho} \rho \), normalized so that \( \langle v_n^* | (\sigma_2 \otimes \sigma_2) | v_m \rangle = \delta_{mn} \); these vectors do not form an orthonormal basis, and in general the terms in the definition of eq. (D.25) are not projectors.

For the specific case of the Werner state, we have the simplification that \( \mathcal{A}_W \) is Hermitian, eq. (4.35), and thus the bi-orthogonal basis states are also orthogonal. In this case eq. (D.25) reduces to \( W = 2 I - I \), and hence writing \( \delta \rho = \rho' - \rho_W \) we find

\[
\delta C_W = 2 \left( \text{Tr} \{ \Pi \rho' \} - \frac{(3\epsilon + 1)}{4} \right), \tag{D.26}
\]

where we have used \( \text{Tr} \{ \Pi \rho_W \} = (3\epsilon + 1)/4 \).

---

**APPENDIX E: EXPANSION OF DETERMINANTS AND PERTURBATION THEORY FOR THE SINISTERNESS**

Here we prove a useful expansion formula for determinant of the form

\[
\mathcal{D}(\lambda) = \text{Det} \{ I + \lambda A \}, \tag{E.1}
\]

where \( \lambda \) is an expansion parameter. Introducing the eigenvalues of \( A \), \( \{ a_n \} \), eq. (E.1) can be re-written as follows:

\[
\mathcal{D}(\lambda) = \prod_{n=1}^{N} (1 + \lambda a_n). \tag{E.2}
\]

Taking the logarithm, we find

\[
\ln(\mathcal{D}(\lambda)) = \sum_{n=1}^{N} \ln(1 + \lambda a_n)
= \sum_{n=1}^{N} \sum_{m=1}^{\infty} \frac{(-\lambda a_n)^m}{m}
= \sum_{m=1}^{\infty} \frac{(-\lambda)^m}{m} \text{Tr} \{ A^m \}. \tag{E.3}
\]

Taking the exponential of both sides we find

\[
\mathcal{D}(\lambda) = \exp \left( \lambda \text{Tr} \{ A \} \right) \exp \left( -\frac{\lambda^2}{2} \text{Tr} \{ A^2 \} \right) \exp \left( \frac{\lambda^3}{3} \text{Tr} \{ A^3 \} \right) \exp \left( -\frac{\lambda^4}{4} \text{Tr} \{ A^4 \} \right) + O(\lambda^5)
= 1 + \lambda \text{Tr} \{ A \} + \frac{\lambda^2}{2} (\text{Tr} \{ A \} - \text{Tr} \{ A^2 \}) + \frac{\lambda^3}{6} (\text{Tr} \{ A \} - 3 \text{Tr} \{ A \} \text{Tr} \{ A^2 \} + 2 \text{Tr} \{ A^3 \})
+ \frac{\lambda^4}{24} (\text{Tr} \{ A \} - 6 \text{Tr} \{ A \} \text{Tr} \{ A^2 \} + 3 \text{Tr} \{ A^2 \}^2 + 8 \text{Tr} \{ A \} \text{Tr} \{ A^3 \} - 6 \text{Tr} \{ A^4 \}) + O(\lambda^5). \tag{E.4}
\]
For 4x4 matrices, the series terminates at the fifth (\(\propto \lambda^4\)) term; the coefficients of \(\lambda^5\) and higher powers are zero for \(N = 4\).

This series can be used to calculate the variation of the Sinisterness \(S\). From eq. (3.23) we have

\[
S(\rho) = -16 \text{Det}\{\mathcal{G}(\rho)\}
\]

(E.5)

where \(\mathcal{G}(\rho)\) is the partial transposition of the density matrix \(\rho\) given by eq. (3.21). If we now consider the variation of the density matrix \(\rho \rightarrow \rho + \lambda \delta \rho\), we find:

\[
S(\rho + \lambda \delta \rho) = -16 \text{Det}\{\mathcal{G}(\rho) + \lambda \mathcal{G}(\delta \rho)\}
\]

\[
= -16 \text{Det}\{\mathcal{G}(\rho)\} \text{Det}\{1 + \lambda \mathcal{G}(\rho)^{-1} \mathcal{G}(\delta \rho)\}
\]

\[
= \mathcal{G}(\rho) \left(1 + \lambda \text{Tr}\{\mathcal{G}(\rho)^{-1} \mathcal{G}(\delta \rho)\}\right) + O(\lambda^2).
\]

(E.6)

For the specific case of the Werner state \(\rho_W = \left(\frac{1}{4}\right) I + 2 \epsilon |\psi\rangle \langle \psi|\) and the two-qubit Werner state \(\rho_W = \left(\frac{1}{2}\right) I + (\frac{1}{\sqrt{2}}) \mathcal{P} I\) and \(\mathcal{W} W^{-1} = \frac{1}{2} [I + (\epsilon - 1) \mathcal{P}]\). Writing \(\delta \rho = \rho' - \rho\), we find:

\[
\text{Tr}\{\mathcal{W} W^{-1} \mathcal{G}(\delta \rho)\} = \text{Tr}\{\mathcal{W} W^{-1} \mathcal{G}(\rho')\} - 1
\]

\[
= \frac{2}{\epsilon} \text{Tr}\{\mathcal{G}(\rho')\} + \frac{2(\epsilon - 1)}{\epsilon} \text{Tr}\{\mathcal{P} \mathcal{G}(\rho')\} - 4
\]

\[
= 4 \epsilon \text{Tr}\{\rho' \mathcal{P}\} + \frac{(\epsilon - 1)}{\epsilon} - 4,
\]

(E.7)

where, in the last line, we have used the fact that \(\mathcal{P}\) is the projector for the maximally mixed state \(\frac{1}{2}\sum_{\alpha = 0}^{N} |\alpha\rangle \langle \alpha|\) and so \(\text{Tr}\{\mathcal{G}(\rho')\} = 2 \text{Tr}\{\mathcal{P} \rho'\}\) and \(\text{Tr}\{\mathcal{P} \mathcal{G}(\rho')\} = \text{Tr}\{\rho'\}/2 = 1/2\). Hence we obtain the following expression for the variation of the Sinisterness of a Werner state:

\[
\delta S_W = S_W \frac{4}{\epsilon} \left(\text{Tr}\{\mathcal{P} \rho'\} - \frac{3\epsilon + 1}{4}\right).
\]

(E.8)
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