A crucial goal of quantum information is to find new ways to exploit the properties of quantum devices as resources. One of the prominent properties of quantum devices of particular interest is their negativity in quasi-probability representations, intensively studied in foundational and practical investigations. In this article, we introduce the concept of Absolute Negativity to characterise the negativity of sets of quantum devices in a basis-independent way. Moreover, we provide a resource theory for our relational notion of Absolute Negativity, which applies to sets of quantum state-measurement pairs. Additionally, we determine a complete hierarchy of upper bounds for resource measures, which allows for estimating the resources of a set of devices. We demonstrate operational interpretations of our resource theory for communication and output-estimation advantages over state-measurement pairs with a classical probability representation. Furthermore, we illustrate the newly introduced concepts with an exhaustive analysis of a simple case of four qubit state-measurement pairs. Finally, we outline possible generalisations, applications and open questions.

1 Introduction

Resource theories provide a robust theoretical framework to characterise the value of quantum devices, widely used in the field of quantum information [1–8]. Traditionally, a resource theory focuses on devices represented by either states, measurements or channels separately as the object of study, which it orders according to their usefulness for a practical task. On the other hand, fields that involve a diversity of multiple interconnected devices, such as Quantum Computers and Quantum Internet, are developing rapidly. Such structures allow a wide range of tasks to be solved and usually are classified according to their functional capabilities [9]. Naturally, such networks exploit the properties of sets of devices, the most elementary being information encode-decode pairs. The challenge of harnessing the properties of such composite devices demands an extension of the standard scope of resource theories.

Indeed, recent research has formulated theories for composite devices such as pairs of measurements [7, 10, 11], state-measurement pairs [12], state and context of observables [13] as well as finite sets of states (or measurements) [14]. The corresponding resource theories study composite devices –denoted multi-objects [12]– to determine how to take advantage of relational properties, such as incompatibility [7, 15] or set coherence [14] as resources for operational tasks.

However, a relational property that resource theories of composite devices have so far disregarded is negativity in a given quasi-probability representation [16, 17]. Precisely, it ties into quantum optics [18], measures of nonclassicality [19, 20], quantum computation [21], and quantum probability estimation [22]. Without studying quasi-probabilities, one might think that the intersection of all these subjects would be the empty set. On the contrary, the above representations are fruitful for the various fields in which they are applied, the Wigner function being the best known and studied [16, 17, 19, 23].

When dealing with a single information encoding device represented by a quantum state, there always exists a specific basis in which it is representable by a classical probability distribution. On the other hand, when considering a set of encoding devices, it may be impossible to simultaneously make all their quasi-probability functions non-negative by choosing a specific basis. Similarly, it could happen for a
set of encoding-decoding devices with quantum state-measurement representations. The above motivates us to introduce a notion of negativity for composite devices, independent of any specific basis: Absolute Negativity. Concretely, we present two quantifiers that minimise the average negativity of a set of encoding-decoding devices over all unitarily equivalent representations.

Moreover, we show that each of the introduced quantifiers determines a different operational advantage for devices with non-zero Absolute Negativity over those without Absolute Negativity. In the case of the quantifier based on robustness, the advantage translates into augmented performance in discrimination tasks, while the one based on sum-negativity provides a measure of the higher sampling cost for estimating outputs. Additionally, we present a complete hierarchy of measures that provide upper bounds approximating the previous quantifiers. Furthermore, we illustrate the efficiency of our methods by studying the Absolute Negativity in selected families of sets of qubit system devices.

Since Absolute Negativity is an independent property from distributed entanglement, it is potentially valuable in prepare-and-measure quantum networks. The advantages in quantum communication and computing demonstrated in this work contribute to the development of applications of this quantum resource in such networks.

2 Negativity of single devices

Quantum formalism associates a Hilbert space $\mathcal{H}$ to every physical system, and describes the state of the system by a density operator $\rho \in \mathcal{B}(\mathcal{H})$ [24]. These are self-adjoint and positive linear operators on $\mathcal{H}$ that are also normalised to a unit trace. In this work, we will limit ourselves to the study of finite-dimensional systems. Additionally, to describe measurements on a system, the formalism employs positive-operator-valued measures (POVMs) with the possible outcomes given by non-negative operators called effects $E_i$ comprising a POVM. The effects sum to identity, belong to the dual space $\mathcal{B}^*(\mathcal{H})$ and the probability of observing a given outcome $i$ when measuring a system in a state $\rho$ is given by $p_i = \text{Tr}(\rho E_i)$ [25]. Moreover, quantum systems evolve under the action of completely positive trace-preserving (CPTP) maps $\mathcal{E}$, named quantum channels.

A complementary description is given by quasi-probability representations on phase space defined as normalised distributions allowed to take on negative values [26, 27]. Here we introduce the above description through the unified formalism of frames [16, 17].

A frame is a generalisation of the notion of a basis for $\mathbb{H}(\mathcal{H})$, which is the set of Hermitian operators on $\mathcal{H}$ equipped with the usual Hilbert-Schmidt norm $\| \cdot \|$. Thus, for a measurement space $\Omega$ with cardinality $d^2 \leq |\Omega| < \infty$, a frame is formally defined as a set of operators $\mathcal{V} := \{ V(\alpha) : \alpha \in \Omega \} \subset \mathbb{H}(\mathcal{H})$ satisfying

$$a \| A \|^2 \leq \sum_{\alpha \in \Omega} \text{tr} \{V(\alpha)A\}^2 \leq b \| A \|^2,$$

(1)

for all $A \in \mathbb{H}(\mathcal{H})$ and certain $a, b > 0$. The mapping $A \mapsto \text{tr} \{V(\alpha)A\}$ is called a frame representation of $\mathbb{H}(\mathcal{H})$. Moreover, a frame $\mathcal{G} = \{G(\alpha)\}$ satisfying a linear reconstruction formula

$$A = \sum_{\alpha \in \Omega} \text{tr} \{V(\alpha)A\}G(\alpha),$$

(2)

for all $A \in \mathbb{H}(\mathcal{H})$ is a dual frame to $\mathcal{V}$.

Following Ref. [22], a quasi-probability distribution on $\Omega$ associated with a quantum state $\rho$ and a measurement effect $E$ is defined as

$$W_\alpha(\rho) = \text{tr} \{V(\alpha)\rho\},$$

(3)

$$W(E|\alpha) = \text{tr} \{EG(\alpha)\},$$

(4)

where $W_\alpha(\rho)$ and $W(E|\alpha)$ are real-valued and satisfy the normalisation conditions. In this context, the Born rule defining the probability $\text{Pr}(E|\rho)$ of observing an outcome associated with the effect $E$ for a system in a state $\rho$ takes the form

$$\text{Pr}(E|\rho) = \sum_{\alpha \in \Omega} W(E|\alpha)W_\alpha(\rho).$$

(5)

A concrete construction of a discrete quasi-probability for the case of a prime dimension $d$ with measure space $\Omega = \mathbb{Z}_d \times \mathbb{Z}_d$ follows by adopting the frame operators of the form

$$V(\alpha) = \frac{1}{d^2} \sum_{j,m=0}^{d-1} \omega^{pqjm+im} X^j Z^m,$$

(6)

where $\alpha = (q,p)$ is a point in the phase space, $\omega = e^{2\pi i/d}$, and $X$ and $Z$ are generalised Pauli operators defined as the clock operator $X|i\rangle = |i+1 \mod d\rangle$ and the phase operator $Z|i\rangle = \omega^i |i\rangle$ with $\omega = \text{exp}(2\pi i/d)$. Correspondingly, the dual is given by $G(\alpha) = dV(\alpha)$. 
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The previous example of quasi-probability representation is the extensively studied Wigner function [28–31].

Given that quasi-probability distributions may contain intrinsic negativity, it is natural to ask for the set of states with a positive Wigner function. Focusing on the qubit case and considering a general state with Bloch vector \( \mathbf{r} = (x, y, z) \), one first applies Eq. (3) with the frame specified by Eq. (6), and imposes that the components of the Wigner function are non-negative for each point of the phase space, i.e., \( W_\alpha(\rho) \geq 0 \). As a result, we obtain:

\[
\mathbf{r} \cdot \hat{\beta}_i \leq \frac{1}{\sqrt{3}} \quad \text{for} \quad i = 1, \ldots, 4, \tag{7}
\]

where \(||\mathbf{r}||^2 \leq 1\) and \(\hat{\beta}_i\) corresponding to the set of unit vectors given by \(\hat{\beta}_1 = \frac{1}{\sqrt{3}}(-1, -1, 1)\), \(\hat{\beta}_2 = \frac{1}{\sqrt{3}}(-1, 1, 1)\), \(\hat{\beta}_3 = \frac{1}{\sqrt{3}}(1, 1, -1)\) and \(\hat{\beta}_4 = \frac{1}{\sqrt{3}}(1, -1, 1)\). The set of qubit states described by a non-negative Wigner function forms a convex subset depicted in the Bloch ball in Fig. 1.

![Figure 1: Set of free states with a positive Wigner function represented in the Bloch sphere. Geometrically, this region is given by the intersection of a tetrahedron and a ball tangent to its edges. For convenience in the lower part of the figure we provide the view of the free set from varying angles, equivalent to different choice of basis, rotated by a given angle with respect to the z axis.](image)

Physically, for the set of states satisfying (7), the Wigner function realises a classical simulation through the phase space \( \alpha = (q, p) \) and distribution (3). In this initial setting, the states with Bloch vector \( \mathbf{r} = \hat{\beta}_i \) are the harder to simulate, since their Wigner function (3) has the largest negative terms. However, the situation changes once we grant access to all unitarily equivalent classical distributions. In the latter case, we can choose any unitary \( U \in SU(2) \) and simulate with non-negative Wigner functions after rotating frame operators \( \{V(\alpha), G(\alpha)\} \) by \( U \) into \( \{U V(\alpha) U^\dagger, U G(\alpha) U^\dagger\} \). In this extended setting, the states with \( \mathbf{r} = \hat{\beta}_i \) are easy to simulate, even simultaneously, illustrating the drastic difference between the simple simulation based on the standard Wigner function and an adaptive strategy including unitary transformations.

### 3 Resource theories

Resource theory is a framework applied to explore the practical advantages of objects in a given set \( \mathcal{S} \). Formally, it is defined as a triple \( \{\mathcal{F}, \mathcal{O}, \mathcal{M}\} \), where the free set \( \mathcal{F} \subseteq \mathcal{S} \) is the subset of objects lacking the property of interest. Likewise, the set of free operations \( \mathcal{O} \) is a set of maps \( \phi : \mathcal{S} \rightarrow \mathcal{S} \) preserving the set of free objects and the monotone \( \mathcal{M} : \mathcal{S} \mapsto [0, +\infty] \) is a resource quantifier satisfying \( \mathcal{M}(f) = 0 \) for all \( f \in \mathcal{F} \) and is monotonically non-increasing under free operations: \( \mathcal{M}(\phi(s)) \leq \mathcal{M}(s) \) for all \( \phi \in \mathcal{O} \) and \( s \in \mathcal{S} \). In what follows, we will distinguish resource theories of states and measurements by the superscripts \((s)\) and \((e)\), for the corresponding sets and measures.

A typical resource quantifiers are the generalised robustness of states [32],

\[
\mathcal{R}_{\mathcal{F}(s)}(\rho) \equiv \min_{\sigma \in B(H)} \left\{ \lambda \geq 0 \mid \frac{\rho + \lambda \sigma}{1 + \lambda} \in \mathcal{F}(s) \right\}, \tag{8}
\]

and the generalised robustness of measurement, similarly defined as

\[
\mathcal{R}_{\mathcal{F}(e)}(M) \equiv \min_{N \in \text{POVM}} \left\{ \lambda \geq 0 \mid \frac{M + \lambda N}{1 + \lambda} \in \mathcal{F}(e) \right\}, \tag{9}
\]

with \( N \in \text{POVM} \) being a measurement acting on the same system as \( M = \{M_a\}_a \). A natural set of free operations on measurements are classical simulations, also known as classical post-processing (CPP) operations:

\[
\Xi_{\{p(x|a)\}}(M) = \left\{ \sum_a p(x \mid a) M_a \right\}_x. \tag{10}
\]
Remarkably the generalised robustness of measurement is known to be non-increasing under CPP when $\mathcal{F}^{(c)}$ is closed under CPP operations [7].

The choice of monotone depends exclusively on the task under consideration. Here, we will use the former monotone, but also the state and effect sum-negativity:

$$\mathcal{N}^{(s)}(\rho) = \sum_{a \in \Omega} |W_a(\rho)| - 1, \quad (11)$$

$$\mathcal{N}^{(e)}(E) = \sum_{a \in \Omega} |W(E)\alpha| - 1. \quad (12)$$

The effect sum-negativity can be extended to measurements $\mathcal{M} = \{M_a\}_a$ as:

$$\mathcal{N}^{(e)}(\mathcal{M}) = \max_a \left[ \frac{\mathcal{N}^{(e)}(M_a)}{\text{Tr}(M_a)} \right] - 1. \quad (13)$$

Furthermore, we will denote by $\mathcal{N}^{(s)}_{[U]}(\rho), \mathcal{N}^{(e)}_{[U]}(E)$ and $\mathcal{N}^{(e)}_{[\mathcal{M}]}(\mathcal{M})$ the previous sum-negativities, but with the initial frame operators rotated into $\{U^\dagger V(\alpha)U, U^\dagger G(\alpha)U\}$ by an unitary $U \in \text{SU}(d)$. This notation will be helpful to present our results in a basis-independent way.

## 4 Absolute Negativity

An encoding-decoding pair of devices form the essential equipment for communication tasks, and quantum communications are no exception. They play a crucial role in various quantum technologies, including prepare-and-measure quantum networks [9], cryptography [33], shallow quantum circuits [34] and dimension witnesses [35]. Due to the aforementioned transversal relevance in quantum information, encoding-decoding pairs will be our primary object of study.

In quantum formalism, an encoding-decoding pair is represented mathematically by a state-measurement pair $(\rho, \mathcal{M})$. Each pair already forms a composite device and, therefore, can be designated as a multi-object; however, we intend to investigate the joint value of larger communication equipment, precisely a finite and ordered set $\{(\rho_1, \mathcal{M}_1), (\rho_2, \mathcal{M}_2), \ldots, (\rho_n, \mathcal{M}_n)\}$ of encoding-decoding pairs. Thus, our theory considers multi-objects of the form:

$$(\tilde{\rho}, \tilde{\mathcal{M}}) = \{\rho_j, \mathcal{M}_j\}_{j=1}^n, \quad (14)$$

where all states $\rho_j$ are defined on a Hilbert space of dimension $d$ and measurements $\mathcal{M}_j = \{M_{aj}\}_a$ act on the same Hilbert space of $\rho_j$ when in the pair $(\rho_j, \mathcal{M}_j)$. Additionally, we will demonstrate the resourcefulness of the state multi-object $\tilde{\rho} = \{\rho_j\}_{j=1}^n$ and measurement multi-object $\tilde{\mathcal{M}} = \{\mathcal{M}_j\}_{j=1}^n$ which we can select from (14) keeping the same order as in $(\tilde{\rho}, \tilde{\mathcal{M}})$.

Our resource theory aims to characterise the minimal amount of negativity intrinsic to a set $(\tilde{\rho}, \tilde{\mathcal{M}})$ of available encoding-decoding pairs and show how to exploit it for concrete tasks. To achieve the above goal, we first define free sets of objects containing zero Absolute Negativity. Intuitively, the above free set consists of multi-objects, such that there exists a basis in which the corresponding quasi-probabilities are proper probability distribution for each encoding or decoding device composing the multi-object. Equivalently we can express the free set in the standard quasi-probability representation by allowing an arbitrary unitary transformation $U$ of the set:

$$\mathcal{W}^{(s)}_n[U]: \{|\tilde{\rho}\rangle \ \forall j, \alpha, \text{W}_\alpha(U\rho_jU^\dagger) \geq 0\}, \quad (15)$$

$$\mathcal{W}^{(e)}_n[U]: \{\tilde{\mathcal{M}} \ | \ \forall j, \alpha, \text{W}(U\text{M}_{aj}U^\dagger|\alpha) \geq 0\}, \quad (16)$$

$$\mathcal{W}_n[U]: \{(|\tilde{\rho}, \tilde{\mathcal{M}}| \tilde{\rho} \in \mathcal{W}^{(s)}_n[U], \tilde{\mathcal{M}} \in \mathcal{W}^{(e)}_n[U]\}. \quad (17)$$

with $n$ standing for the number of states, measurements or state-measurement pairs in the corresponding multi-object. Moreover, whenever there exists a unitary $U$, such that the multi-object has a proper probability representation, we will simply write $\tilde{\rho} \in \mathcal{W}^{(s)}_n, \tilde{\mathcal{M}} \in \mathcal{W}^{(e)}_n$ and $(\tilde{\rho}, \tilde{\mathcal{M}}) \in \mathcal{W}_n$ respectively. If no such unitary can be found, then the multi-object features nonzero Absolute Negativity (AN).

To find an appropriate measure, we focus first on single devices with a probability distribution representation in the given frame. For instance,

$$\mathcal{W}^{(s)}_1[I]: \{\sigma \ | \ \forall \alpha, \text{W}_\alpha(\sigma) \geq 0\}. \quad (18)$$

are the states with a probability distribution on an initially chosen arbitrary basis Similarly, $\mathcal{W}^{(e)}_1[I]$ determine classical measurement devices in the previous basis. Since both sets $\mathcal{W}^{(s)}_1[I]$ and $\mathcal{W}^{(e)}_1[I]$ are convex, we have several measures – such as the generalised robustness – that are well defined, as it was mentioned in Section 3.
above fact will be useful in constructing appropriate multi-object monotones $\mathcal{M}_{W_n[U]}$ in every basis. In order to remove the dependency on a particular basis, we minimise the monotonic measures $\mathcal{M}_{W_n[U]}$ with respect to any possible basis choice:

$$\mathcal{M}_n(\tilde{\rho}, \vec{M}) = \inf_{U} \mathcal{M}_{W_n[U]}(\tilde{\rho}, \vec{M}),$$

(19)

where the minimisation is performed over all unitaries $U$ acting on $\mathcal{H}$. Clearly, the above quantities are basis-independent and correspond to the intrinsic (or minimal) amount of negativity present in the multi-object $(\tilde{\rho}, \vec{M})$. In this sense, our notion of negativity adheres to the tradition of defining physical properties as invariant under groups of unitary transformations, such as absolute separability [36].

Concerning the free operations, we can apply simultaneously any unitary $U$ over every object:

$$U^{\otimes n}[(\tilde{\rho}, \vec{M})] = \left\{(U \rho_j U^\dagger, U M_j U^\dagger)\right\}_{j=1}^n,$$

(20)

and leave the monotones (19) invariant. Additionally, we include depolarising channels $\Theta_\epsilon$ on states or measurements as free operations:

$$\Theta_\epsilon(\tilde{\rho}) = \left\{(1 - \epsilon) \rho_j + \epsilon \frac{1}{d} I\right\}_j,$$

(21)

$$\Theta_\epsilon(\vec{M}) = \left\{(1 - \epsilon) M_j + \epsilon I\right\}_j,$$

(22)

with $\frac{1}{d} I$ the maximally mixed state, $I = \{I_a\}_a$ the identity measurement (with $I_a = I/d$ for all $a$) and $\epsilon \in [0, 1]$ a noise applied simultaneously to every state and measurement in the multi-object. These operations are sufficient to include consumption of the resource, model different noises and/or simulation scenarios in our theory.

Additionally, for measurements, we include a simultaneous CPP operation over every $M_j$:

$$\Xi_{(p(x|a))}(\vec{M}) = \left\{ \sum_a p(x | a) M_{aij} \right\}_{x,j}.$$  

(23)

The monotonicity under CPP is crucial for the operational interpretation of the robustness based quantifier, but irrelevant for the application of quantifiers based on sum-negativity. However, we include that proof that measurement sum-negativity is also non-increasing for CPP operations.

5 Results

Below we present our general results, valid for any quasi-probability representation and multi-objects $(\tilde{\rho}, \vec{M})$ with $n$ pairs of devices acting on systems of finite dimension $d$. The first result consists of the technique we developed for approximating basis-independent quantifiers, the effectiveness of which we demonstrate in the examples in Section 6. Second, we demonstrate the operational value of a resource $(\tilde{\rho}, \vec{M})$ in communication protocols and Third, we quantify the cost overload of $(\tilde{\rho}, \vec{M})$ in circuit samplings for the output estimation task.

5.1 Hierarchy of monotones

From the definition of Absolute Negativity of multi-object (19), it follows that considering only unitaries $U$ in a discrete set $U_1$ provides an upper bound to the exact measure:

$$\mathcal{M}_n^{(1)} = \inf_{U \in U_1} \mathcal{M}_{W_n[U]} \geq \mathcal{M}_n,$$

(24)

where for simplicity, we dropped the argument $(\tilde{\rho}, \vec{M})$ from the monotones $\mathcal{M}$ since it plays no role in the description of the technique, a license in notation, we use only by this subsection. In the same way, if we have another discrete superset $U_2 \supset U_1$ then,

$$\mathcal{M}_n^{(1)} \geq \mathcal{M}_n^{(2)} = \inf_{U \in U_2} \mathcal{M}_{W_n[U]} \geq \mathcal{M}_n.$$

(25)

Consequently, for any sequence of supersets $U_m \supset U_{m-1} \supset \ldots \supset U_1$, we have a hierarchy of upper bounds for $\mathcal{M}_n$:

$$\mathcal{M}_n^{(1)} \geq \mathcal{M}_n^{(2)} \geq \ldots \mathcal{M}_n^{(m)} \geq \mathcal{M}_n.$$  

(26)

To provide a complete hierarchy of upper bounds, our strategy is to construct a sequence $U_m \supset U_{m-1} \supset \ldots \supset U_1$ such that the hierarchy approaches $\mathcal{M}_n$ in the infinity:

$$\lim_{m \rightarrow \infty} \mathcal{M}_n^{(m)} = \mathcal{M}_n.$$  

(27)

A well-known approximation of the sphere is by means of the so-called Geodesic polyhedrons which are convex polyhedrons made of triangles [37]. A geodesic polyhedron can approximate the sphere by starting from an inscribed regular solid, choosing an appropriate division of the faces of the solid into regular triangles and then projecting the vertices of each triangle to the sphere. To construct our hierarchy, we start with a specific choice of regular solid as step 0 and in each step $m$ generate a strictly larger geodesic polyhedron than in step $m - 1$. Finally, the set of unitaries in each set $U_m$ are all different unitaries transforming the vertices of the geodesic polyhedron at step $m$ into other vertices.

We illustrate the construction of this hierarchy for the case of qubit states. First, note that the 3 mutually unbiased
bases defined by vector pairs \( \{ |0\rangle, |1\rangle \} \),
\( \{ + \rangle = (|0\rangle + |1\rangle)/\sqrt{2}, - \rangle = (|0\rangle - |1\rangle)/\sqrt{2} \),
and \( \{ \circ \} = (|0\rangle + i |1\rangle)/\sqrt{2}, \otimes \rangle = (|0\rangle - i |1\rangle)/\sqrt{2} \).

define the vertices of a regular octahedron \( \diamond \) inscribed in the Bloch sphere.

Figure 2: (a) In the first step of the hierarchy, a face is divided into nine equal triangles to cover its barycenter. (b) All subsequent steps involve further division into four times more parts. The resulting geodesic polyhedra give a good approximation of the sphere already for early steps.

To construct our hierarchy we start with \( \diamond \) at step 0 and then continue with the following iterative method to generate vertices from the faces of \( \diamond \):

1. In the first step \( m = 1 \) we select a face of \( \diamond \) spanned by vertices \( \hat{x}_1, \hat{x}_2, \hat{x}_3 \). Later we determine all points \( \hat{r} = (q_1/3)\hat{x}_1 + (q_2/3)\hat{x}_2 + (q_3/3)\hat{x}_3 \) with barycentric coordinates \( q_1, q_2, q_3 \in \mathbb{N}_0 \), such that \( q_1 + q_2 + q_3 = 3 \). Because of the orthonormality of \( \hat{x}_1, \hat{x}_2, \hat{x}_3 \) a projection \( \hat{r} \rightarrow \tilde{r} \) of the vertices onto the surface of the Bloch sphere gives:

\[
\tilde{r} = \frac{q_1}{\sqrt{\sum q_k^2}} \hat{x}_1 + \frac{q_2}{\sqrt{\sum q_k^2}} \hat{x}_2 + \frac{q_3}{\sqrt{\sum q_k^2}} \hat{x}_3. \tag{28}
\]

The application of this operation to all faces of \( \diamond \) provides the vectors \( \tilde{r} \) that form the vertices of the first geodesic polyhedra, as depicted in Fig. 2.

2. Now, on step \( m \geq 2 \) we add a vertex in the middle of each edge connecting a two barycentric vectors \( r \) from step \( m - 1 \). The resulting set of vertices in the face of \( \diamond \) spanned by \( \hat{x}_1, \hat{x}_2, \hat{x}_3 \) has barycentric coordinates:

\[
r = \frac{q_1}{2m-13} \hat{x}_1 + \frac{q_2}{2m-13} \hat{x}_2 + \frac{q_3}{2m-13} \hat{x}_3,
\]

with the numbers \( q_1, q_2, q_3 \in \mathbb{N}_0 \) taking all values satisfying \( q_1 + q_2 + q_3 = 2m-13 \). The corresponding set of projected vertices \( \tilde{r} \) is also described by equation (28), but with the discrete values \( q_k \) allowed in step \( m \).

3. We define the set \( O_m \) as the unitaries inducing a rotation around the \( \hat{z} \) axis by angle \( \phi = n \cdot \frac{\pi}{32m} \) with \( n \in \mathbb{N} \) composed with the group of unitaries that rotate the vector \( \tilde{r} \) – which is a vertex of \( \diamond \) by construction – to every other vertex of the geodesic polyhedra at step \( m \).

4. Let us call \( S_W \) the group of unitaries that leave the free set invariant, then the unitaries \( U_m \) of the hierarchy at step \( m \) are \( U_m \cong O_m / S_W \). In our case, the symmetries \( S_W \) are those of a simplex, which for qubit states is a regular tetrahedron.

We describe the generalisation of this construction of unitaries to arbitrary dimensions in the appendix E, where we also show that for higher dimensions, keeping a similar approximation requires the level \( m \) of the hierarchy to increase like \( m(d) \propto \frac{2^d}{\log 2 \log \left( \frac{d+2}{d} \right)} \) for the Wigner representation. Additionally, in the same appendix we include a discussion distinguishing our hierarchy from analogous techniques, such as those in [38].

5.2 Advantage in discrimination tasks

We now present the operational interpretation of Absolute Negativity in terms of a quantum discrimination task. Let us choose the monotone \( \mathcal{M}_{W_n[U]} \) for a multi-object \( (\hat{\rho}, \hat{M}) \) in terms of the two generalized robustness quantifiers for states and measurements:

\[
\mathcal{R}_{W_n[U]} (\hat{\rho}, \hat{M}) = E_j \left[ \left( 1 + \mathcal{R}_{W_n[U]} (\rho_j) \right) \left( 1 + \mathcal{R}_{W_n[U]} (M_j) \right) \right] - 1, \tag{29}
\]
with $\mathcal{R}_{\mathcal{W}_1^e[U]}$ a generalized robustness defined as in Eq. (8) with free set $\mathcal{F}^{(s)} \rightarrow \mathcal{W}_1^e[U]$, similarly $\mathcal{R}_{\mathcal{W}_1^e[U]}$ is a generalized robustness of measurements with the free set given by $\mathcal{F}^{(e)} \rightarrow \mathcal{W}_1^e[U]$ and $\mathcal{E}_j$ indicates average over the $n$ elements of $(\hat{\rho}, \hat{M})$. Note that from the respective definitions follows the convexity of sets $\mathcal{W}_1^e[U]$ and $\mathcal{W}_1^e[U]$. Therefore, the corresponding robustness measures are efficiently computable and also have proper operational interpretations [5]. Taking the infimum over the unitary $U$ as in (19), we obtain the measure $\mathcal{R}_n$. Moreover, we show that if $\mathcal{R}_n(\hat{\rho}, \hat{M}) > 0$ there exists a specific discrimination scheme that exploits an encoding-decoding scheme that exploits an encoding-decoding scheme.

Such a task consists of subchannel discrimination, i.e., distinguishing between different branches of a time evolution. The branches are modeled as sets of completely positive maps $\Lambda = \{\Gamma_a\}_a$ with the property that $\sum_a \Gamma_a$ is trace-preserving. Given $\Lambda$ and a final measurement $N = \{N_a\}_a$, the goal is to identify which sub-channel $\Gamma_a$ has been applied. If the resource is the initial state $\varrho$, the success probability is given by:

$$p_{\text{succ}}(\varrho, \Lambda, N) = \sum_a \text{tr} (\Gamma_a(\varrho) N_a). \quad (30)$$

Indeed, in Appendix B we show the following:

**Theorem 1.** For any multi-object $(\hat{\rho}, \hat{M})$ and quantifier $\mathcal{R}_{\mathcal{W}_n[U]}$ defined as in Eq. (29) we have:

$$\inf_U \mathcal{E}_j \left[ \sum_{\Lambda_j} \sup_{\rho_j, \Lambda_j, \hat{M}_j} p_{\text{succ}}(\rho_j, \Lambda_j, \hat{M}_j) \right] = 1 + \mathcal{R}_n(\hat{\rho}, \hat{M}) = \inf_U \mathcal{R}_{\mathcal{W}_n[U]}(\hat{\rho}, \hat{M}). \quad (31)$$

Note that here the discrimination procedure over $\{\Lambda_j\}$ depends on $U$. In other words, for any reference basis given by $U$, there exists a set of subchannel discrimination tasks $\{\Lambda_j\}$, in which the multi-object $(\hat{\rho}, \hat{M})$ outperforms any multi-object with a proper probability distribution representation in this reference frame, with relative advantage given by $\mathcal{R}_{\mathcal{W}_n[U]}(\hat{\rho}, \hat{M})$. Then, minimising this advantage over unitarily equivalent reference frames provides the mean-robustness of the multi-object $\mathcal{R}_n(\hat{\rho}, \hat{M})$.

Additionally, in Appendix B we explore particular cases of multi-objects where either the state or the measurement is free for all unitary $U$. In these particular cases, we also show how the monotones in Eq. (29) lead to independent AN measures for measurements $\hat{M}$ or states $\hat{\rho}$ proportional to advantages in subchannel discrimination tasks. The latter results allow us to imagine as though $(\hat{\rho}, \hat{M})$ could decompose into two multi-objects $\hat{\rho}$ and $\hat{M}$.

Theorem 1 characterises Absolute Negativity as an advantage for discrimination tasks, which are an essential subroutine in communication protocols. Consequently, multi-objects with non-zero AN provide better performance in some communication protocols than those with zero AN.

In particular, a channel $\Lambda$ with subchannels $\{\Gamma_x\}_{x \in \mathcal{X}}$ naturally induces a communication scheme that exploits an encoding-decoding device represented by a pair $(\rho, \hat{M})$. Precisely, if we identify the set $\mathcal{X}$ with a random variable, the application of $\Lambda$ to the state $\rho$ encodes $\mathcal{X}$ in the ensemble $\{\mu_x, p(x)\}$ with $p(x) = \text{Tr} [\Gamma_x(\rho)]$ and $\mu_x = \Gamma_x(\rho)/p(x)$. To access the information in $\mathcal{X}$, we decode it using the measurement $\hat{M} = \{M_g\}_{g \in \mathcal{G}}$ with its outcomes generating a guess random variable $G$. For the sake of clarity, we add subindexes $X \rightarrow X_{\Lambda, \rho}$ and $G \rightarrow G_M$ to the random variables of the protocol, which keep track of the device’s dependence. A well-studied figure of merit for this communication protocol is the infinity mutual information [39]:

$$I_{+\infty}(X_{\Lambda, \rho} : G_M) = H_{+\infty}(X_{\Lambda, \rho}) - H_{+\infty}(X_{\Lambda, \rho} | G_M), \quad (33)$$

where,

$$H_{+\infty}(X_{\Lambda, \rho}) = -\log \left\{ \max_x p(x) \right\},$$

$$H_{+\infty}(X_{\Lambda, \rho} | G_M) = -\log \left\{ \sum_g \max_x p(x) p(g | x) \right\},$$

with the probability $p(g | x) = \text{Tr} [M_g \mu_x]$. The $H_{+\infty}(X_{\Lambda, \rho}), H_{+\infty}(X_{\Lambda, \rho} | G_M)$ are denoted by the min-entropy and min-conditional entropy, respectively. Using these quantities, we show in Appendix B the following lower and upper bounds:
Bounds (34) demonstrate how the robustness quantifier $\mathcal{R}_n(\vec{\rho}, M)$ determines the advantage of a pair of resources $(\vec{\rho}, M)$ against all free state-measurement pairs in the class of communication protocols induced by subchannels $\Lambda = \{T_x\}_{x \in X}$ discrimination in terms of the amount of mean accessible information.

The above communication advantage could be crucial for early quantum networks [9], since AN does not necessarily involve distributed entanglement, and therefore it is exploitable in setups with access only to prepare-and-measure devices.

5.3 Estimation cost

The previous section presented how multi-objects $(\vec{\rho}, M)$ and multi-objects $\vec{\rho}, \vec{M}$ with AN greater than zero could be advantageous for communication protocols. Here, we show a complementary value for multi-objects $(\vec{\rho}, M)$ in terms of independent contributions of $\vec{\rho}$, $M$ to the cost of output estimation tasks. In this way, we obtain another operational meaning for our AN theory by showing that a resource multi-object is more difficult to reproduce with classical estimation methods than a resourceless multi-object.

A concrete example of estimation cost consists of the number of samples needed to estimate the probability of a fixed outcome $o$ (with associated effect $E_o$) in a preparation-and-measure circuit. Suppose that we had access to a quantum computer that implemented a circuit in this class. In this case, we could use it to estimate the probability of a fixed outcome by computing the observed frequency $f(o)$ of the outcome $o$ over $s(E_o)$ samples. By Hoeffding inequality [40] $f(o)$ will be within $\epsilon$ of the quantum probability $p(o)$ with probability $1 - \delta$ provided that the number of samples $s_{\epsilon, \delta}(E_o)$ satisfies:

$$s_{\epsilon, \delta}(E_o) \geq (1/2\epsilon) \log (2/\delta).$$  

Reference [22] provides two efficient upper bound estimators for $s_{\epsilon, \delta}(E_o)$, based on the quasi-probability representation of the elements in the circuit. The first estimator $s_0^{(\epsilon)}$ considers a forward circuit evolution, starting from a state and ending on a measurement, while the second estimator $s_{\epsilon, \delta}$ gives the cost in a time-reversal simulation, which interchanges the effect with the state up to a normalisation constant (see Appendix B for explicit definitions). Since the AN optimizes over unitarily equivalent quasi-probability representations, we write $s_{\epsilon, \delta}^{(\epsilon)}(\rho, E_o)[U]$ and $s_{\epsilon, \delta}^{(0)}(\rho, E_o)[U]$ to emphasise the dependence of the sampling on the representation associated with $U$ and include the dependence on the initial state $\rho$.

To quantify the cost of prepare-and-measure circuits generated from a multi-object $(\vec{\rho}, \vec{M})$ a natural choice is the outcome $o$ that maximises the sampling relative cost overload $s_{\epsilon, \delta}(\text{Resource})[U]/s_{\epsilon, \delta}(\text{Free})[U]$ in both forward or time-reversal estimation and average over the available circuits $(\rho_j, M_j)$. We provide measures related to the above quantifier of the output estimation by selecting frame operators $\{V(\alpha), G(\alpha)\}$ and applying the measures (11), (13) in frame operators rotated by $U$. Without loss of generality, we define the following mean sum-negativity measures for all frames unitarily equivalent to $\{V(\alpha), G(\alpha)\}$:

$$N_n^{(s)}(\vec{\rho}) = \inf_U E_j \left[ N_n^{(s)}(\rho_j) \right],$$  

$$N_n^{(e)}(\vec{M}) = \inf_U E_j \left[ N_n^{(e)}(M_j) \right].$$

The estimators in reference [22] allow us to demonstrate the following theorem (see Appendix B):

**Theorem 2.** For any multi-object $(\vec{\rho}, \vec{M})$, quantifiers $N_n^{(s)}(\vec{\rho})$, $N_n^{(e)}(\vec{M})$ defined as in Eq. (36) and Eq. (37) respectively, we have:

$$1 + N_n^{(s)}(\vec{\rho}) = \inf_U E_j \left[ \max_{\rho_j, M_{\text{obj}}} s_{\epsilon, \delta}^{(\epsilon)}(\rho_j, M_{\text{obj}})[U] / \max_{\tau_j, L_{\text{obj}}} s_{\epsilon, \delta}^{(\epsilon)}(\tau_j, L_{\text{obj}})[U] \right],$$  

$$1 + N_n^{(e)}(\vec{M}) = \inf_U E_j \left[ \max_{\rho_j, M_{\text{obj}}} s_{\epsilon, \delta}^{(\epsilon)}(\rho_j, M_{\text{obj}})[U] / \max_{\tau_j, L_{\text{obj}}} s_{\epsilon, \delta}^{(\epsilon)}(\tau_j, L_{\text{obj}})[U] \right],$$

with each $\tau_j \in W_1^{(s)}[U]$ and $L_{\text{obj}} \in W_1^{(e)}[U]$ being the most costly free states and free effects in the corresponding sampling cost for a given $M_{\text{obj}}$ or $\rho_j$ respectively.

The identity (38) demonstrates $N_n^{(s)}(\vec{\rho})$ as a good quantifier of the relative cost increase in
simulating circuits \((ρ_j, M_{ij})\) over those in which states are consistently replaced by free states \(τ_j\).

Similarly, the bound (39) shows how \(N_n^{(e)}(M)\) could be applied to quantify the relative cost overload of the circuits in \((\bar{ρ}, \bar{M})\) over those in \((\bar{ρ}, \bar{L})\) with \(\bar{L}\) free for all unitarily equivalent frames to \(\{V(α), G(α)\}\). In a sense, the relations (38)-(39) correspond to a bottom-up approach to the multi-object advantages, in contrast to the top-down approach used in the communication scenarios. Furthermore, in Appendix B we show how to build a monotone combining the contributions to the estimation cost of both \(\bar{ρ}\) and \(\bar{M}\):

\[
1 + N_n(\bar{ρ}, \bar{M}) = \inf U \mathbb{E}_j \left[ \max \left\{ s^{(e)}_{e,δ}(ρ_j, M_{ij})[U] \right\} \right],
\]

where \(N_n(\bar{ρ}, \bar{M})\) is defined as:

\[
N_n(\bar{ρ}, \bar{M}) = \inf U \mathbb{E}_j \left[ \left( 1 + N_n^{(e)}(ρ_j) \right) \left( 1 + N_n^{(e)}(M_{ij}) \right) \right] - 1.
\]

However, we remark that the identity (38) and upper bound (39) are tighter than the one provided by \(N_n(\bar{ρ}, \bar{M})\), and consequently are more significant for the output estimation task.

6 Resources from regular polyhedral cones in the Bloch sphere

\[
θ = 0.203171π \quad θ = 0.608173π \quad θ = 0.710499π
\]

Figure 3: Depiction of state quadruplets for critical values of the opening angle \(θ\) in the free set.

To illustrate the features of the Absolute Negativity, we study selected qubit multi-objects in the Wigner representation introduced in Section 2, which from now on we denote as Absolute Wigner Negativity (AWN). Since we wish to highlight the invariance of our measures under unitary transformations, we simplify further and consider multi-objects whose resource comes exclusively from the encoding devices. To do this, we select multi-objects in the form \((\bar{ρ}, \bar{L})\) with \(\bar{L} \in W_n^{(e)}[U]\) for all \(U\). A concrete example is a case in which each encoding-decoding pair applies the same measurement \(L_1 = L_2 = ... = L_n = K = \{K_i\}_{i=1}^4\), with effects \(K_i = (1/4) I + (1/4\sqrt{3}) \hat{β}_i \cdot \hat{σ}\) (with every \(\hat{β}_i\) same as in Eq.(7)) on the standard basis. Since each effect is inside the sphere inscribed in \(W_n^{(e)}[U]\), they also belong to each \(W_n^{(e)}[U]\).

Following the above, the contribution to the AWN in \((\bar{ρ}, \bar{L})\) comes exclusively from the set of states \(\bar{ρ}\) which in Appendix C.1 we demonstrate to have a robustness measure:

\[
R_{W_n[U]}(\bar{ρ}) = \frac{\sqrt{3}}{1 + \sqrt{3}} \mathbb{E}_j \left\{ \max \left\{ T^+[r_j \cdot \hat{β}_k[U] - \frac{1}{\sqrt{3}}] \right\} \right\},
\]

with \(T^+[x] = \max\{x, 0\}\) the non-negative part of the identity function and \(\hat{β}_k[U]\) the vectors from (7) but in the standard basis rotated by \(U\). Moreover, we also show in C.1 that such robustness is proportional to the sum-negativity in the case of qubit states, i.e \(\mathbb{E}_j \left[ N_n^{(e)}(ρ_j) \right] = \left( 1 + \sqrt{3} \right) R_{W_n[U]}(\bar{ρ})\). Because of the proportionality of measures, we continue our discussion of examples in terms of the robustness quantifier alone. The sets of qubit states \(\bar{ρ}\) we investigate form a regular polygon in their Bloch representations. We say that such sets of states form regular polyhedral cones.

**Observation 3.** A single-qubit state and sets of 2 and 3 pure-qubit states forming regular polyhedral cones have zero Absolute Wigner Negativity.

The set of states with a positive Wigner function, with respect to a fixed basis, is convex and includes pure qubits on the surface. Consequently, for every single qubit-state \(|ψ\rangle\), one can always find a unitary \(U\) such that \(U |ψ\rangle\) will match one of the free pure qubit states.
For a pair of states, without loss of generality, one can assume that they are arranged in a regular cone, $|\psi_1\rangle = |0\rangle + \sin \frac{\theta}{4} |1\rangle$ and $|\psi_2\rangle = \sigma_z |\psi_1\rangle$, where $\theta$ is the opening angle of the common cone. First, we note that the free set of Wigner negativity is symmetric with respect to the $z$ axis; therefore, $|\psi_2\rangle$ is free whenever $|\psi_1\rangle$ is. This allows us to restrict ourselves to $|\psi_1\rangle$. Next, we note that for every plane of constant $\theta$ there exists at least one free pure state $|\varphi(\theta)\rangle$. Finally, one can always find a rotation $U_z$ around the $z$ axis that $U_z |\psi_1\rangle = |\varphi(\theta)\rangle$.

We present an analogous proof for three pure states arranged in a regular triangular cone under appropriate rotation in Appendix C.2, together with the complete resource analysis for triplets of arbitrary pure states.

Therefore, the simplest non-trivial case is that of four vectors forming a regular polyhedral cone, $|\psi_j\rangle = \left( \frac{\cos \frac{\theta}{4}}{i^{j-1} \sin \frac{\theta}{4}} \right)$, with $j \in \{1, 2, 3, 4\}$ and $\theta$ being the opening angle of the cone. The first step to characterise the resource content of the states is to find for which opening angles $\theta$ the quadruplet of states is within the free set. It turns out that they are free only for $\theta \in [0, 0.2032 \ldots \pi] \cup [\arccos(-1/3), 0.7105 \ldots \pi]$. Details of the derivation of the extreme points are presented in Appendix C.3, while in Fig. 3 we present the extremal configurations and their orientation with respect to the free set.

In the regimes $\theta \in [0, 0.2032 \pi], [\arccos(-1/3), 0.7105 \pi]$ we estimate the resource of the set $\{|\psi_j\rangle\}_j^{4}$, resorting to a numerical annealing procedure, which converges to the optimal unitary rotation of the set. The resulting dependence of the mean robustness $R_{W_n[U]}(\bar{\rho})$ on the opening angle $\theta$ is depicted in Fig. 5. It is important to note that the curves exactly predict zero in the free regimes, with non-zero values of the robustness only in the complementary regimes.

Since the method is not limited to pure states, we have performed numerical annealing for states corresponding to Bloch vectors of length $r \in [0, 1]$. As a result, we found that all sets of states with $r < 0.7375$ are free. This region is much larger than expected $r_o = \frac{1}{\sqrt{3}}$, the radius of the maximal inscribed ball in the free set.

Now, we show the capacity of the upper bound hierarchy described in Section 5.1 to estimate the resource and further confirm the curves obtained from numerical annealing. We list the number of unitary operations in $O_m$ and $U_m$ for each step $m \leq 6$ in Table 1.
tance between the curves witnesses an exponential convergence of the hierarchy.

To summarize, when considering regular arrangements of qubit states, a minimum of four states is necessary to find configurations possessing nonzero Absolute Negativity. We analytically derive the extremal values of the opening angle of the regular polyhedral cone lying on the boundary between free and non-free regimes of quadruplets. Using the numerical annealing procedure, we determined actual values of mean robustness of Absolute Wigner Negativity for non-free regimes.

| m  | \(O_m\) | \(U_m\) | \(\frac{O_m}{U_m}\) |
|----|---------|---------|------------------|
| 0  | 24      | 2       | 12.00            |
| 1  | 672     | 26      | 25.85            |
| 2  | 4368    | 198     | 22.06            |
| 3  | 30960   | 1410    | 21.96            |
| 4  | 234720  | 10304   | 22.78            |
| 5  | 1823232 | 78204   | 23.31            |
| 6  | 14370048| 607976  | 23.53            |

Table 1: Comparing the number of unitary operations in the group before \((O_m)\) and after \((U_m)\) reduction with respect to the symmetry group of the free set \(S_W\), in this case equivalent to the symmetry group of the regular tetrahedron \(S_\Delta\). In the limit \(m \to \infty\) one finds that the ratio tends to \(\frac{S_W}{4!} = 24\).

The resulting values, together with the hierarchy of unitary transformations introduced in Section 5.1 demonstrate the exponential convergence of the hierarchical approximation, proving it to be a viable strategy to determine upper bounds on Absolute Negativity of arbitrary arrangement of states.

7 Discussion

This article introduces a novel quantum resource: the Absolute Negativity of a set of quantum devices given an arbitrary quasi-probability representation. Moreover, our results reveal the value of Absolute Negativity for practical purposes. First, the demonstrated advantages in discrimination are essential for subroutines in communication protocols [41], and second, the shown cost of outcome estimation is relevant for the certification of quantum supremacy claims [42–44]. Furthermore, considering the minimum resource intrinsic to a set makes our results reliable in worst-case scenarios such as specific classes of noise [45] or adversary attacks [46]. Additionally, at the foundational level, Absolute Negativity is a signature of non-classicality stronger than standard negativity, but weaker than contextuality [47]. On the other hand, AN quantifiers could lead to upper bounds to compute similar measures of contextuality for the same devices; this is the case of generalised robustness [48].

A natural extension of our work is the investigation of Absolute Negativity in sets of quantum channels. An open question for such research would be to determine the practical advantages of non-zero AN channels over channels described by a stochastic transition matrix for a given frame representation (see [17, 22]). However, we believe that the extension of our study to quantum channels deserves independent investigation, because of the phenomenological richness of quantum channels. For example, an investigation of channel resources can vary dramatically depending on whether its composition is sequential or parallel [49]. Some fields that could benefit from such a study include magic state computation and shallow quantum circuits whose quantum advantages require contextuality and therefore negativity [34, 50].

In the general context of resource theories, our work contribution is twofold. First, it demonstrates the applicability of powerful general results in a concrete setting [5, 12] and compels the community to apply other critical general results [51–54]. Secondly, it develops new methods to quantify and analyse multi-object resources. In particular, our hierarchy of upper bounds can be applied to a large class of basis-independent quantifiers, such as in Refs. [14, 55], to derive analytical or numerical conclusions. Indeed, our
study of sets of four qubit states shows that the hierarchy converges exponentially to the exact value and quickly identifies critical configurations at the boundary of free multi-objects set. Therefore, we firmly believe that our research represents an essential step in extending the applicability of resource theory to highly complex devices.
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A Wigner phase space representation

This appendix is devoted to reviewing the formulation of the Wigner function defined on a discrete phase-space. Although several analogues of the Wigner function representation for finite-dimensional quantum systems have been proposed over the past few years, we will focus on the representation presented by Wooters [56].

Consider a Hilbert space of prime dimension \( d \), with a phase-space denoted by \( \Phi_d \) consisting of a \( d \times d \) array of points \( \alpha = (q,p) \in \mathbb{Z}_d \times \mathbb{Z}_d \). A line \( \lambda \) is defined as a set of \( d \) points satisfying the linear equation \( aq + bp = c \), where \( a, b \) and \( c \) are elements of the finite field, and thus the addition and multiplication is modulo \( d \). Note that \( a \) and \( b \) cannot be zero simultaneously. Two lines are parallel if their linear equations differ only in the value of \( c \). The phase-space contains \( d+1 \) sets of \( d \) parallel lines called striations.

If the Hilbert space has composite dimension \( d = d_1d_2...d_k \), where \( d_k \) is prime, one can associate a discrete phase-space \( \Phi_{d_1d_2...d_k} \) for each, such that the entire \( d \) dimensional system is the Cartesian product of two-dimensional phase spaces of the subsystems. The phase space is thus \( (d_1 \times d_1) \times ... \times (d_k \times d_k) \) array. The same definitions can be extended for the composite dimension, i.e., now a point is the \( k \)-tuple \( \alpha = (\alpha_1,...,\alpha_k) \) of points, a line is the \( k \)-tuple \( \lambda = (\lambda_1,...,\lambda_k) \) of lines in the phase-space, and in the same way, parallel lines are the striations.

The next step is to translate the Hilbert space into the discrete phase-space formalism. This is done by choosing the particular basis for the space of Hermitian operators,

\[
A_\alpha = \frac{1}{d} \sum_{j,m=0}^{d-1} \omega^{pj - qm + (jm)/2} X^j Z^m,
\]

where \( \omega = e^{2\pi i/d} \), and \( X \) and \( Z \) are the generalised Pauli operators. Formally, \( Z \) is an operator with the spectrum \( \text{spec}(Z) = \{\omega^k : k \in \mathbb{Z}_d\} \). Its eigenvectors form a basis for \( \mathcal{H} \) and are denoted by \( \{\ket{\phi_k}\} \). Consider also the operators defined by the action \( X \ket{\phi_k} = \ket{\phi_{k+1}} \), where all arithmetic is modulo \( d \), and \( Y \) implicitly through \( [X, Z] = 2iY \). Note that when \( d = 2 \), these operators take the form of the usual Pauli operators.

The operators \( \{A_\alpha : \alpha \in \Phi_d\} \) acting on a \( d \) dimensional Hilbert space are called phase point operators and they are defined in such a way that they satisfy three properties:

1. For each point \( \alpha \), the operator \( A_\alpha \) is Hermitian.
2. For any two points \( \alpha \) and \( \beta \) the operators are orthogonal under the standard Hilbert-Schmidt scalar product

\[
\text{tr}\{A_\alpha A_\beta\} = d\delta_{\alpha\beta}.
\]
3. For each line \( \lambda \) in a given striation, the operators

\[
P_\lambda = \frac{1}{d} \sum_{\alpha \in \lambda} A_\alpha,
\]

form a projective valued measurement (PVM), i.e., a set of \( d \) orthogonal projectors that sum up to identity.

These properties are discrete analogues of the continuous set of operators in the original Wigner function. For a composite system \( d \), the phase point operator in \( \Phi_d \) associated with the point \( \alpha = (\alpha_1,...,\alpha_k) \) is given by \( A_\alpha = A_{\alpha_1} \otimes ... \otimes A_{\alpha_k} \).

The \( d^2 \) phase point operators are linearly independent and form a basis for the space of Hermitian operators. Thus, any density operator \( \rho \) can be expressed as

\[
\rho = \sum_\alpha W_\alpha(\rho) A_\alpha,
\]
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where the real coefficients can be explicitly calculated using Eq. (45),
\[ W_\alpha(\rho) = \frac{1}{d} \text{tr}\{\rho A_\alpha\}. \] (48)

This quasi-probability function is the Wootters’ discrete Wigner function. Moreover, one can show that it satisfies the same properties as its continuous version,

1. For all \( \rho \), \( W_\alpha(\rho) \) is real.
2. For all \( \rho_1 \) and \( \rho_2 \),
\[ \text{tr}\{\rho_1\rho_2\} = d \sum_\alpha W_\alpha(\rho_1)W_\alpha(\rho_2). \] (49)
3. For all \( \rho \), summing \( W_\alpha(\rho) \) along the line \( \lambda \) produces the probability that a measurement of PVM associated with the striation containing \( \lambda \) has the outcome associated with \( \lambda \).

After defining the phase-space and stating its properties, we may turn to showing Eq. (3) in more details. The first step is to consider a qubit system prepared in a general state with the Bloch vector \( r = (x, y, z) \), one first applies Eq. (3) with the frame given by
\[ V(\alpha) = \frac{1}{d^2} \sum_{j,m=0}^{d-1} \omega^{pj-qm+im} \frac{1}{2} X^j Z^m, \] (50)

and imposing that the components of the Wigner function are non-negative for each point of the phase space, i.e., \( W_\alpha(\rho) \geq 0 \), we obtain the following conditions
\[ (1 + x + y + z) \geq 0, \]
\[ (1 + x - y - z) \geq 0, \]
\[ (1 - x - y + z) \geq 0, \]
\[ (1 - x + y - z) \geq 0, \]
\[ x^2 + y^2 + z^2 \leq 1, \] (51)

which determines the set of states with a positive Wigner function (see Fig.1). These inequalities can be recast in terms of unity vectors as in Eq. (7).

\section*{B Proofs of operational interpretations}

\subsection*{B.1 Discrimination game for state-measurement pair}

The Result 2 of reference [12] states that for any convex QRT of states with free set \( \mathcal{F}^{(s)} \) and a convex QRT of measurements with free set \( \mathcal{F}^{(e)} \) closed under classical post-processing (CPP), any state-measurement pair \( (\rho, M) \) satisfies:
\[ \sup_{\Lambda} \frac{p_{\text{succ}}(\rho, \Lambda, M)}{\sup_{\tau \in \mathcal{F}^{(e)}, \lambda \in \mathcal{F}^{(e)}} p_{\text{succ}}(\tau, \Lambda, \lambda)} = [1 + \mathcal{R}_{\mathcal{F}^{(s)}}(\rho)] [1 + \mathcal{R}_{\mathcal{F}^{(e)}}(M)]. \] (52)

where \( \Lambda \) is a set of subchannels (i.e. completely positive maps that together preserve trace) and \( p_{\text{succ}} \) is the optimal success probability in discriminating the subchannels in \( \Lambda \). In our case, for each fixed unitary \( U \) we can define a convex QRT of states with \( \mathcal{F}^{(s)} = \mathcal{W}_1^{(s)}[U] \) and a convex QRT of measurements with \( \mathcal{F}^{(e)} = \mathcal{W}_1^{(e)}[U] \) closed under CPP. As a consequence, for every pair \( (\rho_j, M_j) \) in the multi-object \( (\tilde{\rho}, \tilde{M}) \) we can apply (52):
\[ \sup_{\Lambda_j} \frac{p_{\text{succ}}(\rho_j, \Lambda_j, M_j)}{\sup_{(\tau, \lambda) \in \mathcal{W}_1[U]} p_{\text{succ}}(\tau, \Lambda_j, \lambda)} = [1 + \mathcal{R}_{\mathcal{W}_1^{(s)}[U]}(\rho_j)] [1 + \mathcal{R}_{\mathcal{W}_1^{(e)}[U]}(M_j)], \] (53)

where we used the definition of \( \mathcal{W}_1[U] \) to simplify the notation and to remark that the optimal \( \Lambda_j \) depends on \( U \). Taking the average over all pairs \( (\rho_j, M_j) \) in \( (\tilde{\rho}, \tilde{M}) \) we obtain:
\[ E_j \left[ \sup_{\Lambda_j} \frac{p_{\text{succ}}(\rho_j, \Lambda_j, M_j)}{\sup_{(\tau, \lambda) \in \mathcal{W}_1[U]} p_{\text{succ}}(\tau, \Lambda_j, \lambda)} \right] = E_j \left[ \left( 1 + \mathcal{R}_{\mathcal{W}_1^{(s)}[U]}(\rho_j) \right) \left( 1 + \mathcal{R}_{\mathcal{W}_1^{(e)}[U]}(M_j) \right) \right]. \] (54)
Then, minimizing over unitaries $U$ and using the definitions of $\mathcal{R}_{\mathcal{W}_n[U]}(\vec{\rho}, \vec{M})$ and $\mathcal{R}_n(\vec{\rho}, \vec{M})$ on the right-hand side of (54):

$$\inf_U \mathbb{E}_j \left[ \sup_{\Lambda_j} \frac{p_{\text{succ}}(\rho_j, \Lambda_j, M_j)}{\sup_{(\tau, L) \in \mathcal{W}_1[U]} p_{\text{succ}}(\tau, \Lambda_j, L)} \right] = 1 + \mathcal{R}_n(\vec{\rho}, \vec{M}),$$

(55)

which is the desired result Eq. (31) from the main text.

Now, to prove bound (34), we start rewriting the min conditional entropy:

$$H_{+\infty}(X_{\Lambda, \rho} \mid G_M) = -\log \left\{ \sum_g \max_x p(x) \text{Tr} [M_g \mu_x] \right\}$$

$$\overset{(a)}{=} -\log \left\{ \sum_g \max_{\{q(x | g)\}} \sum_x q(x | g) p(x) \text{Tr} [M_g \mu_x] \right\}$$

$$\overset{(b)}{=} -\log \left\{ \max_{\{q(x | g)\}} \sum_x \text{Tr} \left[ \left( \sum_g q(x | g) M_g \right) \mu_x \right] p(x) \right\}$$

$$\overset{(c)}{=} -\log \left\{ \max_{\{q(x | g)\}} \sum_x \text{Tr} \left[ \Xi_{\{q(x | g)\}} (M)_x \Gamma_x (\rho)_x \right] \right\}$$

$$\overset{(d)}{=} -\log \{ p_{\text{succ}}(\rho, \Lambda, M) \},$$

(56)

where in (a) we use the identity:

$$\max_x h_g(x) = \max_{\{q(x | g)\}} \sum_x q(x | g) h_g(x),$$

(57)

with $\{q(x \mid g)\}$ a probability distribution and $h_g(x)$ some function of $x$. In (b), we use the fact that the sum of maximization of independent non-negative functions is equal to the maximization of the sum of those functions. Then, in (c) we use the definition of CPP operations and (d) uses the definition of the optimal subchannel discrimination probability when accessing $\rho, M$ and any CPP $\Xi_{\{q(x | g)\}}$. Later, applying the definition of infinity mutual information and (56) we have:

$$I_{+\infty}(X_{\Lambda_j, \rho_j} : G_{M_j}) - \sup_{(\tau, L) \in \mathcal{W}_1[U]} I_{+\infty}(X_{\Lambda_j, \tau} : G_L) = -H_{+\infty}(X_{\Lambda_j, \rho_j} : G_{M_j}) - \sup_{(\tau, L) \in \mathcal{W}_1[U]} -H_{+\infty}(X_{\Lambda_j, \tau} : G_L)$$

$$= \log \{ p_{\text{succ}}(\rho_j, \Lambda_j, M_j) \} - \sup_{(\tau, L) \in \mathcal{W}_1[U]} \log \{ p_{\text{succ}}(\tau, \Lambda_j, L) \}$$

$$= \log \left\{ \frac{p_{\text{succ}}(\rho_j, \Lambda_j, M_j)}{\sup_{(\tau, L) \in \mathcal{W}_1[U]} p_{\text{succ}}(\tau, \Lambda_j, L)} \right\}.$$

(58)

Taking the supremum on both sides of (58) and using (53) we obtain the following.

$$\log \left\{ 1 + \mathcal{R}_{\mathcal{W}_1[U]}(\rho_j) \right\} \left[ 1 + \mathcal{R}_{\mathcal{W}_1[U]}(\rho_j) \right] = \sup_{\Lambda_j} \left\{ I_{+\infty}(X_{\Lambda_j, \rho_j} : G_{M_j}) - \sup_{(\tau, L) \in \mathcal{W}_1[U]} I_{+\infty}(X_{\Lambda_j, \tau} : G_L) \right\}.$$
Now, we start by showing the upper bound in (34):

\[
R_n(\tilde{\rho}, \tilde{M}) = \inf_U \mathbb{E}_j \left[ \left[ 1 + R_{W_1^{(s)}}[U](\rho_j) \right] \left[ 1 + R_{\tilde{W}_1^{(s)}}[U](\tilde{M}_j) \right] - 1 \right]
\]

\[
= \mathbb{E}_j \left[ \left[ 1 + R_{W_1^{(s)}}[U](\rho_j) \right] \left[ 1 + R_{\tilde{W}_1^{(s)}}[U](\tilde{M}_j) \right] - 1 \right]
\]

\[
\geq \mathbb{E}_j \log \left\{ \left[ 1 + R_{W_1^{(s)}}[U](\rho_j) \right] \left[ 1 + R_{\tilde{W}_1^{(s)}}[U](\tilde{M}_j) \right] \right\}
\]

\[
= \mathbb{E}_j \sup_{\Lambda_j} \left\{ I_{+\infty}(X_{\Lambda_j,\rho_j}:G_{M_j}) - \sup_{(\tau,L)\in W_1[U]} I_{+\infty}(X_{\Lambda_j,\tau}:G_L) \right\}
\]

where a unitary \( \tilde{U} \) minimises the infimum of the first line due to the convexity and compactness of the free sets, in (a) we use the inequality \( \log(x) \leq x - 1 \) when \( x \geq 1 \), in (b) we apply identity (59) and (c) follows from the definition of infimum.

Following with the lower bound, we have:

\[
\inf_U \mathbb{E}_j \left[ \sup_{\Lambda_j} \left\{ I_{+\infty}(X_{\Lambda_j,\rho_j}:G_{M_j}) - \sup_{(\tau,L)\in W_1[U]} I_{+\infty}(X_{\Lambda_j,\tau}:G_L) \right\} \right]
\]

\[
\geq \log \left\{ \left[ 1 + R_{W_1^{(s)}}[U](\rho_j) \right] \left[ 1 + R_{\tilde{W}_1^{(s)}}[U](\tilde{M}_j) \right] \right\}
\]

\[
= \log \left[ 1 + R_n(\tilde{\rho}, \tilde{M}) \right]
\]

where in (a) we apply identity (59) with the unitary \( \tilde{U} \) achieving the infimum of the left hand side, in (b) we use Jensen’s inequality for the logarithm, and in (c) we consider the definition of infimum.

This demonstrates the upper and lower bounds in (34) of the main text. Here, we also remark that in the article [12] a similar expression to (59) is derived; however, in their case, the communication task is implemented with a channel ensemble since this is a strict subset of the subchannel encoding they have an inequality rather than an identity. If we want to apply the encoding in channel ensembles, our upper bound still holds, but not the lower bound.

B.2 Relative estimation cost and negativity

The forward estimator presented in Eq.(11) of reference [22] can efficiently estimate the probability \( \Pr(M_{a|j}|\rho_j) \) at the following sampling cost:

\[
s_{\varepsilon,\delta}^{(\cdot)}(\rho_j, M_{a|j})[U] = c_{\varepsilon,\delta} \left[ \sum_{\alpha} W_{\alpha} \left| U_{\rho_j U^\dagger} \right| \max_{\alpha'} \left| W \left( U M_{a|j} U^\dagger | \alpha' \right) \right| \right]^2,
\]

with constant \( c_{\varepsilon,\delta} = \frac{2}{\varepsilon} \ln \left( \frac{2}{\varepsilon} \right) \). Similarly, if for the same output, we estimate the probability \( \Pr(M_{a|j}|\tau_j) \) with any \( \tau_j \in W_1^{(s)}[U] \) the sampling cost is:

\[
s_{\varepsilon,\delta}^{(\cdot)}(\tau_j, M_{a|j})[U] = c_{\varepsilon,\delta} \left[ \max_{\alpha'} \left| W \left( U M_{a|j} U^\dagger | \alpha' \right) \right| \right]^2.
\]

The quotient between \( s_{\varepsilon,\delta}^{(\cdot)}(\rho_j, M_{a|j})[U] \) and \( s_{\varepsilon,\delta}^{(\cdot)}(\tau_j, M_{a|j})[U] \) gives a measure of the relative cost overload of estimating \( \Pr(M_{a|j}|\rho_j) \) over \( \Pr(M_{a|j}|\tau_j) \). Using (60) and (61), we have:
\[
\frac{s_{\epsilon,\delta}^{(-)}(\rho_j, M_{a|j})}{s_{\epsilon,\delta}^{(-)}(\tau_j, M_{a|j})}[U] = \left[ \sum_\alpha \left| W_\alpha \left( U\rho_j U^\dagger \right) \right| \right]^2
\]
\[
= \left[ 1 + \mathcal{N}^{(e)}_{\mathcal{U}}(U\rho_j U^\dagger) \right]^2
\]
\[
= \left[ 1 + \mathcal{N}^{(e)}_{\mathcal{U}}(\rho_j) \right]^2 ,
\]
(62)

where in (a) we used the equivalence of computing the negativity of a state after a unitary transformation \( U \) and the negativity of the state in the frame rotated by the same unitary \( U \). We remark, since the choice of effect does not influence the relative cost overload in the forward sampling, the natural choice for \( M_{a|j} \) among all operators in \( M_j \) is the output requiring the largest sampling cost, representing the worst case scenario when measuring \( M_j \). With the above choice and using the fact that both sides of (62) are positive we have:

\[
1 + \mathcal{N}^{(e)}_{\mathcal{U}}(\rho_j) = \frac{\max_\alpha s_{\epsilon,\delta}^{(-)}(\rho_j, M_{a|j})[U]}{\max_\alpha s_{\epsilon,\delta}^{(-)}(\tau_j, M_{a|j})[U]}.
\]
(63)

Now, averaging over \( j \) and minimising over \( U \) on both sides of the equality (63) we recover (38) from the main text.

Another estimator for \( \Pr(M_{a|j}|\rho_j) \) presented in Equation (5) of the Supplementary Material of [22] uses the time-reversal picture of the circuit computing \( \Pr(M_{a|j}|\rho_j) \). Such a reversal estimator has the following sampling cost [22]:

\[
s_{\epsilon,\delta}^{(+)}(\rho_j, M_{a|j})[U] = c_{\epsilon,\delta} \left[ \sum_\alpha \left| W(UM_{a|j}U^\dagger|\alpha) \right| \max_\alpha \left| W_\alpha \left( U\rho_j U^\dagger \right) \right| \right]^2.
\]
(64)

In this case, we compare the sampling cost of \( \Pr(M_{a|j}|\rho_j) \) with that of \( \Pr(L_{a|j}|\rho_j) \) where \( L_{a|j} \in \mathcal{W}_{1}^{(e)}[U] \) is the effect of a free measurement chosen to have the largest sampling contribution accessible by free effects. Hence, the sampling cost of the reversal estimator for \( \Pr(L_{a|j}|\rho_j) \) is:

\[
s_{\epsilon,\delta}^{(+)}(\rho_j, L_{a|j})[U] = c_{\epsilon,\delta} \left[ \text{Tr} \left[ L_{a|j} \max_\alpha \left| W_\alpha \left( U\rho_j U^\dagger \right) \right| \right] \right]^2.
\]
(65)

Here note that the hardest estimation for a free effect happens when \( \text{Tr}[L_{a|j}] = d \).

Analogously to the forward estimator, we quantify the relative sampling cost overload of the reversal estimator by the quotient of \( s_{\epsilon,\delta}^{(+)}(\rho_j, M_{a|j})[U] \) and \( s_{\epsilon,\delta}^{(+)}(\rho_j, L_{a|j})[U] \):
\[
\frac{s_{\epsilon,\delta}^{(e)}(\rho_j, M_{\alpha j})[U]}{s_{\epsilon,\delta}^{(e)}(\rho_j, L_{\alpha j})[U]} = \left[ \sum_\alpha W \left( U M_{\alpha j} U^\dagger | \alpha \right) \right]^2 \frac{\text{Tr} \left[ L_{\alpha j} \right]}{\text{Tr} \left[ M_{\alpha j} \right]} \leq \frac{1}{d} \left( 1 + N_{[U]}^{(e)}(M_{\alpha j}) \right)^2.
\]

where in (b) we use \(1/\text{Tr} \left[ L_{\alpha j} \right] = 1/d \leq 1/\text{Tr} \left[ M_{\alpha j} \right]\), in (c) the definition of effect sum-negativity, in (d) the equivalence between rotated effect and rotated frame for computing the sum-negativity.

As before, we take square roots on both sides of (66) and consider the effect in \(M_j\) that generates the largest relative cost overload:

\[
1 + N_{[U]}^{(e)}(M_j) \geq \frac{\max_\alpha}{\min_\alpha} \left[ s_{\epsilon,\delta}^{(e)}(\rho_j, M_{\alpha j})[U] \right] s_{\epsilon,\delta}^{(e)}(\rho_j, L_{\alpha j})[U].
\]  

(67)

Again, averaging over \(j\) and minimizing over \(U\) at both sides of the inequality (67) we recover the second bound (39) from the main text. To obtain the third bound (40) we proceed to multiply both sides of the inequality (67) by the terms of equality (63):

\[
\left[ 1 + N_{[U]}^{(e)}(\rho_j) \right] \left[ 1 + N_{[U]}^{(e)}(M_j) \right] \leq \frac{s_{\epsilon,\delta}^{(e)}(\rho_j, M_{\alpha' j})[U]}{s_{\epsilon,\delta}^{(e)}(\rho_j, L_{\alpha' j})[U]} \left( \text{max}_\alpha \left[ N_{[U]}^{(e)}(M_{\alpha' j}) \right] \right)^2,
\]

(68)

where \(\alpha'\) and \(\alpha''\) indicate the effects with maximal contribution to the estimators as indicated on the right-hand sides of (63) and (67). Finally, we perform an average over \(j\) and an infimum over \(U\) on both sides of (68), then applying the definition (41) on the left side, we recover (40) from the main text.

### B.3 Monotonicity of free operations

Here, we demonstrate the monotonicity of our quantifiers under the free operations introduced in Section 4. First we consider the robustness-based quantifier when depolarising noise \(\Theta_\epsilon\) is applied:

\[
\mathcal{R}_{W_{1}^{(\epsilon)}[U]}(\Theta_\epsilon | \rho_j) = \mathcal{R}_{W_{1}^{(\epsilon)}[U]}((1 - \epsilon) \rho_j + \epsilon I/d)
\]

\[
\leq (1 - \epsilon) \mathcal{R}_{W_{1}^{(\epsilon)}[U]}(\rho_j) + \epsilon \mathcal{R}_{W_{1}^{(\epsilon)}[U]}(I/d)
\]

\[
\leq (1 - \epsilon) \mathcal{R}_{W_{1}^{(\epsilon)}[U]}(\rho_j)
\]

\[
\leq \mathcal{R}_{W_{1}^{(\epsilon)}[U]}(\rho_j),
\]

(69)

where in \((a_1)\) we use the convexity of the generalised robustness and in \((a_2)\) the fact that the maximally mixed state is free. The proof of the monotonicity follows in complete analogy when depolarising noise.
is applied to the measurements:

\[ \mathcal{R}_{\mathcal{W}_1^{(s)}[U]}(\Theta \epsilon [M_j]) \leq \mathcal{R}_{\mathcal{W}_1^{(s)}[U]}(M_j). \] (70)

Taking the product of both sides of the inequalities (69) and (70) we obtain:

\[
\left(1 + \mathcal{R}_{\mathcal{W}_1^{(s)}[U]}(\Theta \epsilon [\rho_j])\right)\left(1 + \mathcal{R}_{\mathcal{W}_1^{(s)}[U]}(\Theta \epsilon [M_j])\right) \leq \left(1 + \mathcal{R}_{\mathcal{W}_1^{(s)}[U]}(\rho_j)\right)\left(1 + \mathcal{R}_{\mathcal{W}_1^{(s)}[U]}(M_j)\right). \] (71)

Taking the average, then the infimum over the unitaries and subtracting 1 on both sides of (71) lead to the desired result:

\[
\mathcal{R}_n(\Theta \epsilon [\rho], \Theta \epsilon [M]) \leq \mathcal{R}_n(\rho, M). \] (72)

Now, we demonstrate the monotonicity under classical postprocessing (CPP) in the case that only measurements are potentially resourceful since states only contribute with multiplicative factors invariant under CPP:

\[
\mathcal{R}_n(M) = \inf_U \mathbb{E}_j \left[ \mathcal{R}_{\mathcal{W}_1^{(s)}[U]}(M_j) \right] = \mathbb{E}_j \left[ \mathcal{R}_{\mathcal{W}_1^{(s)}[\tilde{U}]}(M_j) \right] \geq \mathbb{E}_j \left[ \mathcal{R}_{\mathcal{W}_1^{(s)}[\tilde{U}]}(\Xi(\{p(x|a)\})[M_j]) \right] \geq \inf_U \mathbb{E}_j \left[ \mathcal{R}_{\mathcal{W}_1^{(s)}[U]}(\Xi(\{p(x|a)\})[M_j]) \right] = \mathcal{R}_n(\Xi(\{p(x|a)\})[M]),
\]

where in (b1) we use the fact that generalised robustness of measurements is non-increasing under CPP whenever the free set is closed under CPP, which indeed is the case for \( \mathcal{W}_1^{(c)}[\tilde{U}] \) in the particular basis defined by \( \tilde{U} \) [12] and in (b2) we simply use the definition of infimum. This shows the monotonicity under CPP:

\[
\mathcal{R}_n(M) \geq \mathcal{R}_n(\Xi(\{p(x|a)\})[M]). \] (73)

We proceed now to demonstrate the monotonicity of sum-negativity based quantifiers under depolarising noise:

\[
1 + \mathcal{N}_{U}^{(s)}(\Theta \epsilon [\rho_j]) = \sum_{\alpha \in U} |W_\alpha(\Theta \epsilon [\rho_j])| \leq \sum_{\alpha \in U} |W_\alpha((1 - \epsilon) \rho_j + \epsilon I/d)| \leq \sum_{\alpha \in U} \{(1 - \epsilon) |W_\alpha(\rho_j)| + \epsilon |W_\alpha(I/d)|\} \leq \sum_{\alpha \in U} |W_\alpha(\rho_j)| - \epsilon \left[ \sum_{\alpha \in U} |W_\alpha(\rho_j)| - 1 \right] = 1 + \mathcal{N}_{U}^{(s)}(\rho_j) - \epsilon \mathcal{N}_{U}^{(s)}(\rho_j) \leq 1 + \mathcal{N}_{U}^{(s)}(\rho_j). \] (74)

In (c1) we applied the triangular inequality, (c2) we used the fact that the maximally mixed state is free and in (c3) the sum negativity of any state is non-negative. Taking the average, infimum over unitaries and subtracting 1 on both sides of (74) we obtain:

\[
\inf_U \mathbb{E}_j \left[ \mathcal{N}_{U}^{(s)}(\Theta \epsilon [\rho_j]) \right] \leq \inf_U \mathbb{E}_j \left[ \mathcal{N}_{U}^{(s)}(\rho_j) \right]. \] (75)
Now, we proceed to show the monotonicity of the measurement sum-negativity under depolarising noise, starting with \( \bar{a} \), the output maximising the measurement sum-negativity after the operation \( \Theta_{\epsilon} \):

\[
\max_a \left[ \frac{\mathcal{N}^{(c)}_{[U]} \left( \Theta_{\epsilon} \left[ E_{a|j} \right] \right)}{\text{Tr} \left[ \Theta_{\epsilon} \left[ E_{a|j} \right] \right]} \right] = \sum_{\alpha \in \Omega [U]} \frac{W \left( \Theta_{\epsilon} \left[ E_{\bar{a}|j} \right] \right)}{\text{Tr} \left[ \Theta_{\epsilon} \left[ E_{\bar{a}|j} \right] \right]} \\
= \sum_{\alpha \in \Omega [U]} \frac{W \left( (1 - \epsilon) E_{\bar{a}|j} + \epsilon I/d \right)}{(1 - \epsilon) \text{Tr} \left[ E_{\bar{a}|j} \right] + \epsilon \text{Tr} \left[ I/d \right]}
\]

\[
\leq \frac{(1 - \epsilon) \text{Tr} \left[ E_{\bar{a}|j} \right] + \epsilon \text{Tr} \left[ I/d \right]}{(1 - \epsilon) \text{Tr} \left[ E_{\bar{a}|j} \right] + \epsilon \text{Tr} \left[ I/d \right]}
\]

\[
= \frac{\frac{(1 - \epsilon) \text{Tr} \left[ E_{\bar{a}|j} \right] + \epsilon \text{Tr} \left[ I/d \right]}{(1 - \epsilon) \text{Tr} \left[ E_{\bar{a}|j} \right] + \epsilon \text{Tr} \left[ I/d \right]}}{\frac{\text{Tr} \left[ E_{\bar{a}|j} \right] + \epsilon \text{Tr} \left[ I/d \right]}{\text{Tr} \left[ E_{\bar{a}|j} \right] + \epsilon \text{Tr} \left[ I/d \right]}}
\]

where in (d1) we apply linearity of the trace and triangular inequality, while in (d2) we rearrange terms,

\[
\leq \max_a \left[ \frac{\text{Tr} \left[ E_{\bar{a}|j} \right]}{\text{Tr} \left[ E_{a|j} \right]} \right].
\]

(76)

Then, in (d3) we define \( 0 \leq \lambda = \frac{(1 - \epsilon) \text{Tr} \left[ E_{\bar{a}|j} \right] / \left[ (1 - \epsilon) \text{Tr} \left[ E_{\bar{a}|j} \right] + \epsilon \text{Tr} \left[ I/d \right] \right]}{1} \leq 1 \). From the latter definition it follows that (d4) where we maximise over convex combinations of two non-negative numbers. In (d5) we use the fact that \( \mathcal{N}^{(c)}_{[U]} \left( I/d \right) / \text{Tr} \left[ I/d \right] = 1 \leq \mathcal{N}^{(c)}_{[U]} \left( E_{\bar{a}|j} \right) / \text{Tr} \left[ E_{\bar{a}|j} \right] \) and finally in (d6) we select the output with maximum ratio of effect sum-negativity over trace.

Starting with (76) we subtract 1, take average measurements and minimise over unitaries on both sides of the inequality. Then, from the definition (13) we obtain:

\[
\inf_U \mathbb{E}_j \left[ \mathcal{N}^{(e)}_{[U]} \left( M_j \right) \right] \geq \inf_U \mathbb{E}_j \left[ \mathcal{N}^{(e)}_{[U]} \left( \Theta_{\epsilon} \left[ M_j \right] \right) \right],
\]

(77)

which shows that measurement sum-negativity does not increase under depolarising noise.

Now, we demonstrate that measurement sum-negativity also does not increase under CPP operations. We begin with the output \( \bar{x} \) with effect \( K_{\bar{x}|j} \) maximising the ration effect sum-negativity to trace after \( \Xi_{(p(x|a))} \):
\[
\max_x \frac{\mathcal{N}^{(e)}_{[U]}(K_{x|j})}{\text{Tr}[K_{x|j}]} = \frac{\sum_\alpha \left| W(K_{x|j} | \alpha) \right|}{\text{Tr}[K_{x|j}]} = \frac{\sum_\alpha \left| W(\sum_a p(\bar{x} | a) E_{a|j} | \alpha) \right|}{\text{Tr} \left[ \sum_a p(\bar{x} | a) E_{a|j} \right]}
\]
\[
(f_1) \quad \sum_\alpha \left| \sum_a p(\bar{x} | a) W(E_{a|j} | \alpha) \right| \leq \sum_a p(\bar{x} | a) \text{Tr} \left[ E_{a|j} \right] = \sum_a p(\bar{x} | a) \text{Tr} \left[ E_{a|j} \right]
\]
\[
(f_2) \quad \sum_\alpha \sum_a p(\bar{x} | a) W(E_{a|j} | \alpha) \leq \sum_a p(\bar{x} | a) \text{Tr} \left[ E_{a|j} \right] = \sum_a p(\bar{x} | a) \text{Tr} \left[ E_{a|j} \right]
\]
\[
(f_3) \quad \sum_a p(\bar{x} | a) \text{Tr} \left[ E_{a|j} \right] \left( \sum_\alpha \left| W(E_{a|j} | \alpha) \right| \right) \leq \sum_a p(\bar{x} | a) \text{Tr} \left[ E_{a|j} \right] \left( \sum_\alpha \left| W(E_{a|j} | \alpha) \right| \right)
\]
\[
(f_4) \quad \sum_a p(\bar{x} | a) \text{Tr} \left[ E_{a|j} \right] \left( \frac{\mathcal{N}^{(e)}_{[U]}(E_{a|j})}{\text{Tr}[E_{a|j}]} \right) \leq \sum_a p(\bar{x} | a) \text{Tr} \left[ E_{a|j} \right] \left( \frac{\mathcal{N}^{(e)}_{[U]}(E_{a|j})}{\text{Tr}[E_{a|j}]} \right)
\]

where in \((f_1)\) we use the linearity of Wigner representation, \((f_2)\) the triangle inequality, \((f_3)\) the definition of negativity of effect and \((f_4)\) the basic properties of weighted mean.

Similarly, as in the previous proof, we subtract 1, take average over effects and minimum over unitaries on both sides of \((78)\):

\[
\inf_U \mathbb{E}_j \left[ \mathcal{N}^{(e)}_{[U]}(M_j) \right] \geq \inf_U \mathbb{E}_j \left[ \mathcal{N}^{(e)}_{[U]}(\Xi(p(x|a)) [M_j]) \right].
\]

C Proofs for example with 4 qubit states

C.1 Geometrical expressions for robustness and negativity in Wigner representation

\[\text{Figure 7: (a) a resource state } r_0 \text{ over the free set’s boundary } l_F \text{ defined by } r \cdot \beta_1 = 1/\sqrt{3}. \text{ (b) A plane containing } r_0, \text{ a vector } r \text{ in the region } r \cdot \beta_1 < 1/\sqrt{3} \text{ and perpendicular to the boundary plane } l_F.\]

In this Appendix, we derive useful expressions to apply our results to states in Wigner representation for fixed \(U\) with the free set \(\mathcal{W}_1[U]\) described in Section 2. The simple geometric structure of \(\mathcal{W}_1[U]\) in the Bloch space allows obtaining analytical expressions for the quantifiers used in our theory, such as generalised robustness \(\mathcal{R}\) or sum-negativity \(\mathcal{N}\).

Let us start with the generalised robustness \(\mathcal{R}\) on the fixed initial basis: first note that the region of vectors violating one of the conditions \((7)\) say \(r \cdot \beta_1 > 1/\sqrt{3}\) does not overlap with any region defined by \(r \cdot \beta_i > 1/\sqrt{3}\) with \(i = \{2, 3, 4\}\) inside the Bloch sphere. This means that each Bloch vector of a resource state will violate one and only one of the conditions \((7)\). Second, without loss of generality, assume that a given resource vector \(r_0\) satisfies \(r_0 \cdot \beta_1 > 1/\sqrt{3}\). It is straightforward that a convex combination of \(r_0\) with an arbitrary vector \(r\) will belong to the free set if and only if \(r \cdot \beta_1 < 1/\sqrt{3}\). In Fig.7 (a)
we show an arbitrary plane of those containing \( r_0 \), \( r \) and perpendicular to the boundary plane \( l_\mathcal{F} \) of \( \mathcal{R}_{\mathcal{W}_1}[U] \) defined by \( r \cdot \hat{\beta}_1 = 1/\sqrt{3} \). Since any of the convex combinations of \( r_0 \) and \( r \) belong to at least one of the planes represented in Fig. 7 (a), to find the generalised robustness, we can proceed in the following way: find the generalised robustness in an arbitrary plane of Fig. 7 (a) and then minimise over all possible planes. We can simplify the first step by noting that all planes have the same structure as presented in Fig. 7 (b). To find the generalised robustness in an arbitrary plane, we have to find the vector \( r = (v, w) \) that minimizes \( \lambda \) in the convex combination

\[
\frac{1}{1+\lambda} (x_0, y_0) + \frac{\lambda}{1+\lambda} (v, w) = (x', h) , \tag{80}
\]

with arbitrary \( x' \) and \( h = 1/\sqrt{3} \), since it is the condition for \( (x', h) \) to be at the closest boundary \( r \cdot \hat{\alpha}_1 = 1/\sqrt{3} \) of the free set \( (l_\mathcal{F} \text{ in Fig. 7 (b))}. \)

Solving for \( \lambda \) in the second component, we obtain:

\[
\lambda = \frac{y_0 - h}{h - w} . \tag{81}
\]

Since \((x_0, y_0)\) is a resource state, we have \( y_0 - h > 0 \) and \( h \) as constants, which means that to minimise \( \lambda \), one should choose \( w \) as negative as possible. In the section of the Bloch sphere depicted in Fig. 7 (b) is straightforward that this happen at the most distant point from \( l_\mathcal{F} \), in the region \( r \cdot \hat{\beta}_1 < 1/\sqrt{3} \), which is of the form \((0, -w^*)\) (See Fig. 7 (b)). Thus, for each plane of Fig. 7 (a), the generalised robustness is \((y_0 - h)/(h + w^*)\) which minimises for the maximum \( w^* = 1 \) in the Bloch sphere. Now, since \( y_0 = r_0 \cdot \hat{\beta}_1 \) we have

\[
\mathcal{R}_{\mathcal{W}_1}[U](\rho) = \frac{\sqrt{3}}{(1 + \sqrt{3})} \left( r_0 \cdot \hat{\beta}_1 - \frac{1}{\sqrt{3}} \right) . \tag{82}
\]

To include all possible states, we maximise the above expression over the regions defined by \( r \cdot \hat{\beta}_1 > 1/\sqrt{3} \), and set it to zero if there is no positive value, because in that case the state is free:

\[
\mathcal{R}_{\mathcal{W}_1}[U](\rho) = \frac{\sqrt{3}}{(1 + \sqrt{3})} \max_k \left\{ \mathcal{I}^+ \left[ r \cdot \hat{\beta}_k[U] - \frac{1}{\sqrt{3}} \right] \right\} , \tag{83}
\]

with \( \mathcal{I}^+ [x] = \max\{x, 0\} \) and \( \hat{\beta}_k[U] \) the vectors from \((7)\) but in the standard basis rotated by \( U \).

Replacing the above expression in the definition \((29)\), applied to a multi-object \((\bar{\rho}, \bar{L})\) with \( \bar{L} \in \mathcal{W}_1^{(e)}[U] \) for all \( U \), we find:

\[
\mathcal{R}_{\mathcal{W}_1}[U](\bar{\rho}, \bar{L}) = \frac{\sqrt{3}}{(1 + \sqrt{3})} \mathcal{E}_j \left[ \max_k \left\{ \mathcal{I}^+ \left[ r_j \cdot \hat{\beta}_k[U] - \frac{1}{\sqrt{3}} \right] \right\} \right] \tag{84}
\]

with \( r_j \) being the Bloch representation for each \( \rho_j \) in \( \bar{\rho} \). Defining \( \mathcal{R}_{\mathcal{W}_1}[U](\bar{\rho}, \bar{L}) = \mathcal{R}_{\mathcal{W}_1}[U](\bar{\rho}) \) we obtain the expression \((42)\) used in the main text.

Now, to see the proportionality between robustness and sum-negativity, we start assuming, as before that \( r_0 \cdot \hat{\beta}_1 > 1/\sqrt{3} \). Then, a direct computation gives:

\[
\mathcal{N}_1^{(s)}[U](\rho) = \sum_{\alpha \in \Omega [U]} |W_\alpha(\rho)| - 1
\]

\[
= \sum_{\alpha \in \Omega [U]} |W_\alpha(\rho)| + |W_{\hat{\beta}_1}(\rho)| - |W_{\hat{\beta}_1}(\rho)| - 1
\]

\[
= 2 |W_{\hat{\beta}_1}(\rho)| + \sum_{\alpha \neq \hat{\beta}_1} |W_\alpha(\rho)| - |W_{\hat{\beta}_1}(\rho)| - 1
\]

\[
\stackrel{(a)}{=} 2 |W_{\hat{\beta}_1}(\rho)| + \sum_{\alpha \neq \hat{\beta}_1} W_\alpha(\rho) - 1
\]

\[
\stackrel{(b)}{=} 2 |W_{\hat{\beta}_1}(\rho)|
\]

\[
\stackrel{(c)}{=} \sqrt{3} \left| \left( \frac{1}{\sqrt{3}} - r_0 \cdot \hat{\beta}_1 \right) \right|
\]

\[
\mathcal{N}_1^{(s)}[U](\rho) = \sqrt{3} \mathcal{R}_{\mathcal{W}_1}[U](\rho) .
\]

where in \((a)\) we use that assuming \( r_0 \cdot \hat{\beta}_1 > 1/\sqrt{3} \) implies \( |W_\alpha(\rho)| = W_\alpha(\rho) \) for \( \alpha \neq \beta_1 \) and \( |W_{\hat{\beta}_1}(\rho)| = -W_{\hat{\beta}_1}(\rho) \) in \((b)\) we cancel the parenthesis term from previous line, due to normalisation of quasiprobabilities and in \((c)\) we use formula \((82)\). Then, generalising as in equation \((84)\) and taking average over states \( \rho_j \) we have:

\[
\mathcal{E}_j \left[ \mathcal{N}_1^{(s)}[U](\rho_j) \right] = \left( 1 + \sqrt{3} \right) \mathcal{R}_{\mathcal{W}_1}[U](\bar{\rho}) . \tag{85}
\]

A relation that allows us to discuss our examples just in terms of robustness, without loss of consequences for a sum-negativity analogue study.

C.2 Proof that three states in a regular polyhedral cone are free

To properly consider the case of three pure states arranged in a regular triangular cone, we first rotate the free set in such a way that it exhibits its
symmetry with respect to $2\pi/3$-rotations around selected axes, such as the axis in $(1, 1, 1)$ direction. We achieve this by introducing a rotation of the free set,

\[
\begin{pmatrix}
 x' \\
 y' \\
 z'
\end{pmatrix} = \begin{pmatrix}
 \frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} & 0 \\
 \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & -\frac{2}{\sqrt{6}} \\
 \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{2}{\sqrt{3}}
\end{pmatrix} \begin{pmatrix}
 x \\
 y \\
 z
\end{pmatrix}
\] (86)

and by using this transformation the inequalities turn into

\[
\begin{align*}
(1 + \sqrt{3}z') & \geq 0, \quad (87) \\
(1 + \sqrt{2}x') + \frac{2}{\sqrt{6}}y' - \frac{1}{\sqrt{3}}z' & \geq 0, \quad (88) \\
(1 + \sqrt{2}x') + \frac{2}{\sqrt{6}}y' - \frac{1}{\sqrt{3}}z' & \geq 0, \quad (89) \\
\left(1 - \frac{4}{\sqrt{6}}y' - \frac{1}{\sqrt{3}}z'\right) & \geq 0, \quad (90) \\
x'^2 + y'^2 + z'^2 & \leq 1. \quad (91)
\end{align*}
\]

It is easy to see that the inequalities (88)-(90) are symmetric with respect to the $2\pi/3$-rotations around the $z$-axis, as intended. Now, we proceed to describe triplets of states arranged in a regular polyhedral cone,

\[
|\psi_j\rangle = \begin{pmatrix} c \\ \omega^{-1}s \end{pmatrix}, \quad (92)
\]

where $j \in \{1, 2, 3\}$, $c \equiv \cos \frac{\theta}{3}$, $s \equiv \sin \frac{\theta}{3}$, $\theta$ the opening angle of the polyhedral cone, and $\omega = e^{i\frac{2\pi}{3}}$. For such a set, we consider the rotation (86) of the free set of Wigner negativity. Due to the $2\pi/3$ rotational invariance of the vectors, we can limit our considerations to just one out of three states without loss of generality. The Bloch vector of the target state can be expressed as $(0, -\sin \theta, \cos \theta)$ with respect to the rotated free set. By considering the inequalities defining the set of states with positive Wigner functions, we find that two states are fixed within the free set and the target state is free for $\theta \in \left[0, 2 \arccos \left(-\frac{1}{\sqrt{3}}\right)\right] \supset [0, \pi]$, which is sufficient to cover all possible angles.

### C.3 The extreme points geometric derivation

All the states saturating inequalities (87) and (91) can be described by a simple vector

\[
v = \begin{pmatrix} \sqrt{\frac{2}{3}} \cos a \\ \sqrt{\frac{2}{3}} \sin a \\ -\frac{1}{\sqrt{3}} \end{pmatrix}, \quad (93)
\]

and the simplest critical value of $\theta$ is derived by setting $v_1 \cdot v_2 = \arccos \left(-\frac{1}{3}\right)$. (95)

The remaining two solutions are found by setting the first two vectors on the primary circle and imposing the mirror symmetry. For convenience we work with a reflected free set without loss of generality,

\[
v_1 = \begin{pmatrix} \sqrt{\frac{2}{3}} \cos a \\ \sqrt{\frac{2}{3}} \sin a \\ \frac{1}{\sqrt{3}} \end{pmatrix}, \quad \theta_2 = \arccos(v_1 \cdot v_2) = \arccos \left(-\frac{1}{3}\right), \quad (94)
\]

\[
v_2 = \begin{pmatrix} \sqrt{\frac{2}{3}} \cos(-a) \\ \sqrt{\frac{2}{3}} \sin(-a) \\ \frac{1}{\sqrt{3}} \end{pmatrix}, \quad (96)
\]

and the other two lying symmetrically on two faces of the set,

\[
v_3 = \begin{pmatrix} \frac{1}{3} \sqrt{2} \left(-\frac{2 \sin(b) + 1\sqrt{3}}{\sqrt{2} \sin(b) + \sqrt{3} \cos(b) - 1} \right) \\ \frac{1}{3} \sqrt{2} \left(-\frac{2 \sin(b) + 1\sqrt{3}}{\sqrt{2} \sin(b) + \sqrt{3} \cos(b) - 1} \right) \\ \frac{1}{3} \sqrt{2} \left(-\frac{2 \sin(b) + 1\sqrt{3}}{\sqrt{2} \sin(b) + \sqrt{3} \cos(b) - 1} \right) \end{pmatrix}, \quad (97)
\]

\[
v_4 = \begin{pmatrix} \frac{1}{3} \sqrt{2} \left(-\frac{2 \sin(b) + 1\sqrt{3}}{\sqrt{2} \sin(b) + \sqrt{3} \cos(b) - 1} \right) \\ \frac{1}{3} \sqrt{2} \left(-\frac{2 \sin(b) + 1\sqrt{3}}{\sqrt{2} \sin(b) + \sqrt{3} \cos(b) - 1} \right) \\ \frac{1}{3} \sqrt{2} \left(-\frac{2 \sin(b) + 1\sqrt{3}}{\sqrt{2} \sin(b) + \sqrt{3} \cos(b) - 1} \right) \end{pmatrix}. \quad (98)
\]

The next step is to require that the products be equal,

\[
v_1 \cdot v_2 = v_3 \cdot v_4, \quad (99)
\]

which yields 8 possible solutions for $b$,

\[
b = \pm \arccos \left(\pm \sqrt{-3 \cos(a)^2} + 2 \sqrt{3} \cos(a)\right). \quad (100)
\]
In the last step, in order to determine the critical values, we impose condition
\[ v_2 \cdot v_4 = v_1 \cdot v_2, \quad (101) \]
which captures the final constraint for the four vectors to form a square. By analysing all the possible values for \( b \) one arrives at several cases:

- The vectors may not form a square, since the solution forces \( v_2 \) to be closer to \( v_3 \) rather than \( v_4 \), forcing the vectors into a trapezoidal configuration and thus rendering the solution irrelevant.
- \( a = \frac{\pi}{2} \), which renders the solution redundant, as they are known to be free from the very beginning.
- There are no real roots of such an equation.
- The two solutions that properly give the actual criticals.

In particular,
\[
\begin{align*}
\theta_1 &\approx 0.203171 \ldots \pi \\
\theta_3 &\approx 0.710499 \ldots \pi,
\end{align*}
\]
give explicitly the remaining two extreme values of \( \theta \), giving the full boundary.

D Resources from sets of three arbitrary vectors

After showing the arrangements of three vectors in regular polyhedral cones to be free, it is natural to ask if any irregular arrangements would be resourceful. We start from a simple arrangement, which can be treated analytically:

**Observation 4.** Take a set of three quantum states \( \{|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle\} \) with the restriction \( \langle \psi_1 | \psi_2 \rangle = 0 \). Then, for every \( |\psi_3\rangle \), such a triplet is free.

First, we note that an orthonormal basis formed by the first two vectors can always be made free. Such a pair forms an axis in the Bloch ball that joins midpoints of opposing edges of the free set. These two points can be joined by a continuous path that belongs to the intersection of the free set with the Bloch sphere. Along this path, one finds all possible allowed angles between the axis \( \{|\psi_1\rangle, |\psi_2\rangle\} \) and the remaining state \( |\psi_3\rangle \). Therefore, by rotating around the distinguished axis, one can always make \( |\psi_3\rangle \) free by making it an element of such a continuous path.

Let us consider now a parametrisation given as
\[
\begin{align*}
|\psi_1\rangle &= \left( \frac{\cos \frac{\theta_1}{4}}{\sin \frac{\theta_1}{4}} \right), \\
|\psi_2\rangle &= \left( \frac{\cos \frac{\theta_2}{4}}{\sin \frac{\theta_2}{4}} \right), \\
|\psi_3\rangle &= \left( \frac{\cos \frac{\theta_3}{4}}{e^{i\phi_3} \sin \frac{\theta_3}{4}} \right),
\end{align*}
\quad (102)
\]
where the first two vectors lie on a cone with opening angle \( \theta_1 \) and the third one on a cone with opening angle \( \theta_2 \). For this parameterisation the triplet \( \{|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle\} \) is free whenever \( \theta_1 \leq \arccos \left( \frac{23}{27} \right) \) and \( \theta_2 \leq \arccos \left( -\frac{1}{3} \right) \) or when \( \theta_1 = \arccos \left( -\frac{1}{3} \right) \) and \( \theta_2 \leq \arccos \left( \frac{23}{27} \right) \).

The conditions in \( \theta_1 \) come from the fact that the free set (oriented as in Appendix C.3) and the Bloch sphere share full circles for the polar angles \( \theta \in \left[ \arccos \left( \frac{23}{27} \right)/2 \right] \cup \{ \arccos \left( -\frac{1}{3} \right)/2 \} \), therefore, for a pair laying on a cone of two times the opening angle can be rotated arbitrary around the axis of the cone and remain free. The restriction on angle \( \theta_2 \) comes simply from the fact that \( \theta_2 >\arccos \left( -\frac{1}{3} \right)/2 \) the free set does not overlap with the Bloch ball, therefore, making configurations with a greater opening angle potentially, although not necessarily, resourceful.

Finally, for a parametrisation given by
\[
\begin{align*}
|\psi_1\rangle &= \left( \cos \frac{\theta_1}{4} \right), \\
|\psi_2\rangle &= \left( \cos \frac{\theta_2}{4} \right), \\
|\psi_3\rangle &= \left( \frac{\cos \frac{\theta_3}{4}}{e^{i\phi_3} \sin \frac{\theta_3}{4}} \right),
\end{align*}
\quad (103)
\]
The triplet is free whenever we have \( \theta_i \leq \arccos \left( -\frac{1}{3} \right) \) for all \( i = 1, 2, 3 \). This comes directly from the fact that the free set can be rotated as in Appendix C.3 and then such states lay on fragments of great circles which coincide with the free set because it being an intersection.
between the Bloch ball and a regular tetrahedron centered in the ball such that the edges are tangent to the ball at their midpoints.

Figure 8: Arbitrary set of three pure qubit states can be parametrised by three numbers. For the sake of simulation we choose the opening angle $\theta \in [0, \pi/2]$ of the common cone on which the vectors lay together with $\phi_1$ and $\phi_2$ between first and second, and first and third vector, respectively. By choosing this parametrisation and restricting $\phi_1 \in [0, 2\pi/3]$ and $\phi_2 \in [\phi_1, \pi - \phi_1/2]$ we avoid double counting of the configurations everywhere except for the boundaries of the considered region.

Given the families presented above and their size, one may be inclined toward thinking that all triplets of pure states are free. In order to probe this possibility we use the numerical annealing procedure from Section 6 and verify that there actually exist arrangements possessing non-zero absolute Wigner Negativity. We parametrise the three vectors by setting them on a common cone of opening angle $\theta$ and control the angles $\phi_2$ and $\phi_3$ between them in the projection.

$$|\psi_1\rangle = \begin{pmatrix} \cos \frac{\theta}{4} \\ \sin \frac{\theta}{4} \end{pmatrix}, \quad |\psi_2\rangle = \begin{pmatrix} \cos \frac{\theta}{2} \\ e^{i\phi_2} \sin \frac{\theta}{4} \end{pmatrix},$$

$$|\psi_3\rangle = \begin{pmatrix} \cos \frac{\theta}{4} \\ e^{-i\phi_3} \sin \frac{\theta}{4} \end{pmatrix}. \quad (104)$$

By taking such vectors, we need to consider only $\theta \in [0, \pi/2], \phi_2 \in [0, 2\pi/3]$ and $\phi_3 \in [\phi_2, \pi - \phi_2/2]$ to avoid double counting of configurations. The results presented in Fig. 9, suggest that almost all of the triplets of pure states are free.

![Figure 9](image-url)

The main region of interest is located around $\theta = \pi/2$ and $\phi_1 + \phi_2 = \pi$, together with the symmetric regions. It represents perturbations of free sets with $\langle \psi_1 | \psi_2 \rangle = 0$ and an arbitrary third vector. The existence of resourceful sets within this neighbourhood can be explained qualitatively. Given a basis consisting of $|\psi_1\rangle$ and $|\psi_2\rangle$, there exists only a single direction in which an infinitesimal change of the second vector $|\psi_2\rangle \to |\psi_2\rangle + \epsilon |\phi\rangle$ leaves it in the free set of zero standard negativity. Therefore, if we perturb it along a different direction, $|\psi_2\rangle \to |\psi_2\rangle + \epsilon |\phi'\rangle$ with $|\langle \phi | \phi' \rangle| = 1$, a rotation which would allow us to keep all three states free may not exist.

A similar interpretation can be given for the states with $\theta \approx \arccos(-1/3)$ with $\phi_1 \approx \phi_2 \approx \pi - \phi_1 - \phi_2$, located around the central axis of the prism. They represent a small perturbation of the set composed from a single vector taken from each of the three MUBs of the full set. Such a triple is easily proved to be free, but analogously, they are made free only in measure-zero subsets of all possible unitary transformations. Therefore, small perturbations of such a set may be resourceful, as proven by the simulation results.
E. Hierarchy for Higher Dimensions

In order to extend the hierarchy from qubits to higher-dimensional spaces, we remark that each unitary in SU($d$) is equivalent to a certain composition of at most $d(d-1)/2$ unitaries in SU(2). For instance, by defining $V^{(ij)}$ with $i < j$ as the unitaries acting in the subspace spanned by $|i\rangle$, $|j\rangle$, we can recover SU($d$) by selecting one unitary from every $V^{(ij)}$, composing them and then taking all possible compositions of such form.

Then, we proceed to discretize every $V^{(ij)}$ into a set of unitaries $O_m^{(ij)}$ by replacing $|0\rangle \rightarrow |i\rangle$, $|1\rangle \rightarrow |j\rangle$ and following our qubit hierarchy stages 1-2 until step $m$ and defining $O_m^{(ij)}$ as in stage 3. Here, we define $O_m(d)$ as the set of all SU($d$) unitaries composed of $d(d-1)/2$ unitaries, each selected from a different $O_m^{(ij)}$.

Finally, by considering the group $S_W(d)$ which leaves the free set invariant, we further simplify the set of unitaries by taking $U_m(d) \cong O_m(d)/S_W(d)$ as the set of unitaries in the $m$ step of the hierarchy. For the Wigner representation of the main text examples, one always arrives at $d^2$ hyperplanes, which delimit the free set. Thus the reduction may be as considerable as a factor $d^2!$, taking into account the symmetries of the $(d^2-1)$-dimensional regular simplex form by the limiting hyperplanes.

For large $d$, the total number of unitaries in $U_m(d)$ is approximately,

$$U_m(d) \approx \frac{\left(6 + 12(3 \cdot 2^{m-1} - 1) + 8(3^{2m-1} - 1)\right)(6 \cdot 2^m)}{d!}^{d(d-1)/2} \approx \frac{\left(6 + 12(3 \cdot 2^{m-1} - 1) + 8(3^{2m-1} - 1)\right)(6 \cdot 2^m)}{\sqrt{2\pi} d^{d^2/2}} \approx 72d(d-1)/2^{2m(d-1)/2}e^{d^2} \approx \frac{e^{(\log 72 + m \log 2 + 1 - 2 \log d)2 - (\log 72 + m \log 2)d - 2 \log d}}{\sqrt{2\pi}}.$$  

From the above it turns that to keep an approximately constant number of unitaries as $d$ increases, the last level in the hierarchy must increase like $m(d) \propto \frac{2}{\log 2} \log \left(\frac{d}{d_1}\right)$. Since the monotone $M_{n}^{(m)}$ defined by the hierarchy at level $m$ is closer to the quantifier $M_{n}$ as the number of non redundant unitaries $U_m(d)$ increases, to keep similar degrees of approximation between two large dimension $d_1 < d_2$ we should have $m(d_2)/m(d_1) \approx \log \left(\frac{d_2}{d_1}\right)/\log \left(\frac{d_2}{d_1}\right)$.

Now, to distinguish our hierarchy from other techniques used in the state of the art of resource theory, we compare it with [38]. A crucial difference with the above work is that their approximation of the polytope in question is a single approximation as opposed to the convergent hierarchy we present; moreover, in ref [38], the Bloch sphere is approximated from the outside, while our hierarchy, approximates it from the inside.

More specifically, they consider a 100-point approximation of semicircle times a truncated icosahedron and its dual, yielding a polytope of 850 000 points. However, as far as we can observe, they are not leveraging the symmetries of the underlying space, which might reduce the number of points necessary for the precision found in their article. In our work, we leverage the symmetries of the free set with a significant reduction by a factor of $d^2!$.

Furthermore, we remark that the explicit goal of [38] is to approximate the space of measurements. In contrast, we approximate the space of possible unitaries, and the hierarchy is extendable to a large class of multi-object resource theories, like sets of measurements, states or channels.
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