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We present a perturbative approach to the study of the Hofstadter model for when the amount of flux per plaquette is close to a rational fraction. Within this approximation, certain eigenstates of the system are shown to be multi-component wavefunctions that connect smoothly to the Landau levels of the continuum. The perturbative corrections to these are higher Landau level contributions that break rotational invariance and allow the perturbed states to adopt the symmetry of the lattice. In the presence of interactions, this approach allows for the calculation of generalised Haldane pseudopotentials, and in turn, the many-body properties of the system. The method is sufficiently general that it can apply to a wide variety of lattices, interactions, and magnetic field strengths.

I. INTRODUCTION

The fractional (FQHE) and integer quantum Hall effects (IQHE) are striking examples of topological phases, and continue to receive a great deal of interest many years on from their discovery.¹²³ As their defining feature, quantum Hall systems exhibit vanishing longitudinal conductance and a precisely quantised transverse conductance given by

\[ \sigma_T = \nu e^2/h, \]

where \( \nu \) is an integer (IQHE) or fraction (FQHE). Whilst the IQHE may be understood intuitively at a single-particle level, the FQHE is inherently a many-body effect that arises as a result of strong interactions between degenerate electrons in a partially filled Landau level.⁴ The FQHE is particularly notable for its quasiparticle excitations, which may have fractional charge and obey fractional or non-Abelian statistics.⁵

The ordinary quantum Hall effects can be described by continuum theories: lattice effects may be neglected at low enough densities when the lattice spacing is much smaller than the characteristic (magnetic) length scale of the wavefunctions. For example, typical magnetic field values of 10–15 T correspond to a magnetic length on the order of \( 10^{-8} \) m, which is far greater than the unit cell size in GaAs of 5.65 Å.⁶ The question naturally arises whether quantum Hall physics persists in the presence of a strong perturbation from the lattice—in particular, when there is a large magnetic flux per lattice plaquette. There have been many numerical and analytical studies of lattice quantum Hall systems over the past decades which have answered this question positively, at least in certain cases.⁷⁻¹⁷

In addition to these, many other lattice models—such as the Haldane model¹⁸—have been developed that can lead to a quantised Hall conductivity even in the absence of a net external field. There is little physical difference between these models and those with an external field (since magnetic flux per plaquette is only defined modulo \( 2\pi \)), and indeed, in some cases, both types of system have been shown to be adiabatically connected.¹⁹⁻²⁰

When an electronic band is completely filled, the system has zero longitudinal conductance, and is hence an insulator. However, in cases such as the Haldane model or Landau levels, such filled band systems can have nonzero quantised Hall conductance, and are then sometimes known as Hall insulators, or more frequently Chern insulators. The bands carrying the Hall current are correspondingly known as Chern bands. Just as with Landau levels, one can consider what happens when a Chern band is fractionally filled with interacting particles. If such a system has a quantised Hall conductance, it is then known as a fractional Chern insulator (FCI) in analogy to the FQHE.²¹⁻²⁶

Further interest in this field has been generated with the advent of new experimental techniques. Using optical lattices, it has recently become possible to simulate complex tight-binding Hamiltonians using cold atoms and artificial magnetic fields.²⁷⁻²⁹ Of particular interest to us are the realisations of the Hofstadter model,³⁰ which has been experimentally established using cold atoms,³¹⁻³⁳ and also in the solid state using graphene superlattices.³⁴⁻³⁶

The observation of FQHE like states in bands that look little like Landau levels is quite surprising. While most of the literature in the field has been devoted to numerical studies, a number of theoretical pictures have also been proposed to explain the physics of these FCI states.³⁶⁻³⁸ However, we are still far from having as complete an understanding of FCI states as we do for the usual FQHE. As a step in the direction of understanding FCI states better, in this paper, we study FCI states in the Hofstadter model, where we can make some analytical progress by building on the large literature of analysis of the single particle Hofstadter problem.

The Hofstadter model describes a charged, tight-binding particle hopping on a square lattice in the presence of an external magnetic field (see Section II for full details of the model and an account of its historical development). The tuneable parameters of the system are the hopping amplitude, \( t \) (assumed, for most of this article, to be the same in all lattice directions), and the amount...
of magnetic flux per plaquette, \( \phi \). We measure \( \phi \) in units of the flux quantum \( \phi_0 = h/e \), which we set equal to one throughout. In the limit of weak flux per plaquette, the model reproduces the Landau levels (LL) of the continuum, which can be seen as lines emanating from the \( \phi = 0 \) points of the energy spectrum in Figure 1. When \( \phi \) is varied, the spectrum takes on the fractal structure known as Hofstadter’s Butterfly\(^\text{2}\).

In this article, we seek to analytically investigate the fractional Chern insulator (FCI) states that could be supported by the Hofstadter model in the presence of different many-body interactions. To find these, we first outline a systematic method to derive the single-particle solutions to the Hofstadter model for general flux \( \phi \). The wavefunctions and energies we find then give us a description of the integer Chern insulator (ICI) states that would arise if we completely filled a whole number of Hofstadter Chern bands. To find the FCI states, we must partially fill a Hofstadter band and switch on interactions. The effects of the interaction can be fully characterised by the Haldane pseudopotentials (two-body interaction matrix elements) under the assumption of no band-mixing\(^\text{15,41,47}\).

The philosophy behind the approach will be to solve the system exactly near to a ‘simple’ flux fraction \( \phi = P/Q \) with \( P \) and \( Q \) small integers, and then to perturb about this point by adding or subtracting a small amount of flux \( \delta \ll 1/Q \) per plaquette. Near to \( \phi = 0 \) this simply adds perturbative corrections to the continuum solution and moves us along the Landau level-like lines in the butterfly spectrum. However, motivated by similar Landau level-like lines emanating from other points in the butterfly (e.g. flux \( \phi = 1/2 \), energy \( \epsilon = -2\sqrt{2} \pm \delta \)), we will show that continuum (LL) wavefunctions are a good description for Hofstadter wavefunctions in general, provided an additional oscillating phase is included to account for the ‘large’ part of the magnetic field. This insight was first exploited in the context of optical lattices in Ref. 15 whose approach is equivalent to ours at zeroth order (i.e. with \( \delta = 0 \)). By perturbing in this way, we are able to exactly capture the wavefunction and energy corrections that are algebraically small in \( \delta \). We will systematically ignore any exponentially small corrections (\( \sim e^{-\alpha/\delta} \)). In obtaining these wavefunctions, we correct a previous work in this area\(^\text{13}\) and give a perturbative approach that is controlled and systematic for any given flux \( \phi \).

After giving some historical and physical details of the Hofstadter model in Section II A we outline the perturbative procedure in detail for the case of small flux \( \phi = 1/N \ll 1 \) (with \( N \) an integer) in Section III. In Section IV we generalise to \( \phi = M/N \ll 1 \) (with \( M \) and \( N \) integers), and although there are some differences from the simpler case of \( \phi = 1/N \), we find that our main results remain the same for all values of \( \phi \ll 1 \). We always obtain a structure very similar to that of Landau levels, but where rotational symmetry is broken by the lattice.

Treating the cases of small \( \phi = \delta \) as being a perturbation to \( \phi = 0 \), we then consider the more complicated case where \( \phi = P/Q \pm \delta \) in Section V. Much of the computational technique remains the same as in the above simpler case. We generally find that the system is described by a multi-species structure analogous to \( Q \) copies of a Landau level, but again with broken rotational symmetry.

We extend the method by considering different lattices and interactions in Section VII and discuss some applications of the results in Section IX. Here we also consider how our approximate wavefunctions compare to the Wannier states of Qi et al.\(^\text{11,17}\). Finally, we give a summary and general conclusions in Section X. We note that many of the calculations have been omitted from the main text to aid ease of reading. These can be found in the Appendices, in addition to tables of useful quantities such as perturbative energies and wavefunctions.

II. THE HOFSTADTER MODEL

A. History

As a plentiful source of interesting physical phenomena, the Hofstadter model has received a great deal of attention since it was written down in the mid-20th Century. In this subsection, we aim to give a brief summary of those lines of investigation from the past decades which have directly influenced the present work. Where appro-
appropriate, we refer to sections later in the article where the ideas of the cited references are used or developed. This is not intended to be an exhaustive review, however, and will be confined to the scope of this article.

Motivated by the Peierls substitution for charged particles in a magnetic field, Harper first considered the broadening effect of a uniform background field on a tight-binding conduction band of electrons. The resulting discrete hopping equation has become known as the Harper Equation, which we introduce and explain in the next section (see Eq. (3)). This idea was developed further by Azbel and Hofstadter, who studied the detailed band structure of the model and noted the peculiar differences between the cases of rational and irrational flux per plaquette. These three authors are responsible for the model being variously called the Hofstadter model, Harper-Hofstadter model, or Azbel-Harper-Hofstadter model; in this document we will refer to the Hofstadter model, although we note the important contributions made in its development by the other authors.

Important studies of the Hofstadter model were carried out shortly after its discovery by Wannier and collaborators. In particular, these authors considered the model in the context of the magnetic translation group, contrasted the cases of rational and irrational field values, calculated the density of states (to be compared with our Figure 3) and extended the model to the hexagonal lattice. Aubry and André studied the duality properties of the Harper equation and showed the existence of a localisation transition.

In their seminal paper, TKNN also perturbatively derived a Diophantine equation, from which one can directly obtain the Chern number (see Ref. 67 for an expanded discussion of this derivation). The existence of such a Diophantine equation for any system with magnetic translational symmetry was later proved by Dana et al., although it should be noted that the equation only yields an unambiguous value for the Chern number in certain lattice systems. We introduce the TKNN equation in Subsection IV A (Eq. (6)), and apply it to a case of interest to us in Subsection IV A.

A semiclassical analysis of the Hofstadter model, at least for the small flux case, is an approach that has been in use for many decades, occurring even in Harper’s original paper. For a comprehensive account of the early literature, including a WKB analysis where the magnetic flux plays the role of the \( \hbar \), we refer the reader to the review by Fischbeck. A semiclassical approach to the case of finite flux came later on when, in an important set of papers, Wilkinson (building on earlier work by Sokoloff), used the deviation from rationality as the small expansion parameter to derive new results about general bands in the Hofstadter model—we use some of these results in Appendix A. Further work in this direction was carried out by Sokoloff, Wang et al., and Watson, whose approach we follow closely in Appendix A.

An operator algebraic study of the Harper equation was developed by Rammal and Bellissard, (see also Bellissard’s chapter in Ref. 78), which offers a complementary semiclassical approach to the WKB methods of Wilkinson et al. The perturbative expressions for Hofstadter energy bands (which we derive in Section VII) are in agreement with results obtained using this algebraic approach. More recently, Gat and Avron used a semiclassical approach to calculate the magnetisation and de Haas-van Alphen oscillations of Bloch electrons in the Hofstadter model.

In the mathematics literature, the Harper equation has been studied in the more general context of the almost Mathieu operator, which extends the Hofstadter model to include anisotropic hopping. The major line of enquiry has been towards understanding the spectral properties of the system for different values of the coupling strength and magnetic flux—specifically, the comparison between rational and irrational field values. For an overview of research in this area, we refer the reader to an early review by Simon, two more recent reviews by Last, and a comprehensive study by Avila and Jitomirskaya. Further investigations of the fractal and hierarchical fractal structure of Hofstadter’s butterfly were also carried out in Refs. 81,82. In this article we are most interested in the case of rational flux, since any irrational number can be approximated to arbitrary accuracy by a nearby rational number. In this situation, Bloch solutions are shown to exist within a finite magnetic unit cell.

Most recently, as outlined in the introduction, studies have focussed on the relation between the Hofstadter model and other Chern insulators. There have also been significant advances in the development of experimental realisations of the model—in graphene multilayers and optical lattices, for example. A discussion of these areas, and accompanying references, may be found in the previous section.
B. Details of the Model

The Hofstadter Hamiltonian[^13] is

\[ \hat{H} = -i \sum_{(nm)} \left[ c_n^\dagger c_m \exp \left[ 2\pi i \int_m^n \mathbf{A} \cdot d\mathbf{l} \right] + \text{h.c.} \right], \tag{2} \]

where \( n \) and \( m \) are site coordinates \((n = (n_x, n_y) \text{ etc.})\), \( t \) is the hopping amplitude and \( c_n^\dagger \) is an electron creation operator. The sum is over neighbouring sites of a square lattice with periodic boundary conditions and a (uniform) magnetic field described by the vector potential \( \mathbf{A} \). If the Landau gauge is chosen \((\mathbf{A} = (0, Bx, 0))\), the wavefunctions separate into pure Bloch waves in the \( y \)-direction so that

\[ \psi(x, y) = e^{ik_y y} \psi(x), \]

where \((x, y) = (n_x, n_y)\) and we have set the lattice spacing to one. The states in the \( x \)-direction are given by solutions to the discrete Harper equation,[^13]

\[ -\psi_{n+1} - \psi_{n-1} - 2 \cos(2\pi \nu n - k_y) \psi_n = \epsilon \psi_n. \tag{3} \]

Here we have divided through by \( t \) (so that \( \epsilon \to \epsilon/t \)) and \( n \) is now the lattice index in the \( x \)-direction only.

Let us choose a rational \( \nu = p/q \) with \( p \) and \( q \) coprime (we refer to the mathematical literature cited in Section II.A for a discussion of irrational flux). In this case, Eq. (3) is periodic under the substitution \( n \to n + q \), and the magnetic unit cell is elongated in the \( x \)-direction to become \( q \times 1 \) plaquettes in size. The wavefunctions are then Bloch solutions \((\psi_k(r) = e^{ik \cdot r} u_k(r))\), which form \( q \) bands in \( k \)-space. These are easily identified in the butterfly spectrum by considering a specific \( \phi = p/q \). The \( q \) different Hofstadter bands are gapped in all cases except for the two central bands when the denominator \( q \) is even.[^13]

The Hall conductivity of a filled band is determined by its Chern number \((C)\), an integer that plays the role of \( \nu \) in Eq. (1)[^1^2^2^2] This can be calculated directly from the wavefunction by integrating over the Brillouin zone,

\[ C = \frac{1}{2\pi i} \int_{BZ} d^2 k F, \tag{4} \]

with the Berry curvature \((F)[^13][^1^3][^3^5] given by

\[ F = \left \langle \frac{\partial u_k}{\partial k_x} \frac{\partial u_k}{\partial k_y} - \frac{\partial u_k}{\partial k_y} \frac{\partial u_k}{\partial k_x} \right \rangle. \tag{5} \]

It can also be obtained simply from the TKNN Diophantine equation for the \( r \)th band[^12]

\[ t_r p + s_r q = r \tag{6} \]

which, under the constraint \(|t_r| < q/2\), has a unique integer solution \((s_r, t_r)\). The Chern number of the \( r \)th band is then given by \( C_r = t_r - t_{r-1} \).

Similar Diophantine equations exist for any lattice model with magnetic translational symmetry,[^3^9] including models that are defined on other lattices and for those which include further neighbour hopping terms (see, for example, Appendix [A]). However, only the Diophantine equation for the rectangular lattice (with nearest neighbour hoppings) determines the Chern number unambiguously.[^3^9]

III. PERTURBATIVE APPROACH FOR \( \phi = 1/N \)

A. Band Flatness

We will first solve Harper’s Equation (3) perturbatively for the case of small flux with \( \phi = \delta = 1/N \) and \( N \) large. As we will eventually consider the interacting system, there are three energy scales that we need to keep track of. These are the interaction strength itself \((V)\), the single-particle bandwidth \((W)\), and the band gap between the partially filled band of interest and the next empty band above this \((E_g)\). For the lowest band to form a legitimate basis for the many-body states, we require the interaction strength to be much smaller than the bandgap. In addition, we require the interaction strength to be much larger than the bandwidth so that this is the dominant energy scale. Overall we need to satisfy the inequality

\[ W \ll V \ll E_g, \tag{7} \]

although we note that in practice Chern insulator states often persist at interaction strengths that would naively seem too large.[^2^4][^3^9]

We can estimate the values of \( N \) for which this inequality holds from Hofstadter’s butterfly, where we require the Landau level line thickness (bandwidth) to be much smaller than the energy gap above it. Alternatively, we can find the condition analytically by calculating the semiclassical wavefunction. Assuming \( N \) is large we may expand the discrete derivative in Eq. (3) to find

\[ -\frac{1}{2} \psi''(x) - \cos \left( \frac{2\pi x}{N} - k_y \right) \psi(x) = \frac{(2 + \epsilon)}{2} \psi(x), \]

where we have substituted \( \psi_n \to \psi(x) \) as if it were a continuum function. This equation now looks similar to the Schrödinger equation for a particle moving in a cosine potential with period \( N \). Intuitively, we would expect the ground state of this Hamiltonian to consist of localised Gaussian-like wavefunctions at each trough of the potential, coupled weakly together by tunnelling through the barrier, as shown in Figure 2. We formalise this idea using the WKB approximation, where the WKB part of the solution describes tunnelling through the barrier, and the solution near each trough (second order turning point) is given by a parabolic cylinder function (see Appendix [A]).

From this, we find that for large flux denominators \( N \), the energy bands take the form \( E(k) \sim E_0 + \)
Ae^{−σN}(\cos(Nk_x) + \cos(Nk_y)) for some (approximately constant) E_0, A, σ. On the other hand, we find from perturbation theory that the bandgap is algebraic in 1/N. For large enough N, the bandwidth is then exponentially small and negligible compared to the bandgap. For the lowest band we find W/E_0 < 0.1 for N ≥ 3, but this condition becomes more stringent if we consider higher bands. If we choose V to lie between these energy scales then the inequality in (7) is satisfied.

It is interesting to note that the bands are also Berry flat (i.e., they have an approximately uniform Berry curvature). A uniform Berry curvature leads to a closure of the commutators of the projected density operator at lowest order and is expected to be an indicator of a better environment for fractional Chern insulators. [57]

We have found from numerics and the WKB approximation (Appendix A) that the Berry curvature takes the same functional form as the energy bands, \( F(k) \sim F_0 + Be^{−σN}(\cos(Nk_x) + \cos(Nk_y)) \) and so becomes exponentially flat in the limit of large N. The mean Berry curvature of the lowest band is \( F_0 = N/(2\pi) \) for \( N \geq 3 \), which fixes \( C = 1 \). In general, the rth lowest band also has Chern number \( C_r = 1 \) for large enough \( N > N_{c,r} \) but the critical values \( N_{c,r} \) increase with r. This corresponds to our perturbative approximation (see Section III B) breaking down for larger r.

We will find that the discreteness of the lattice and the tunnelling between troughs each have only exponentially small effects on the energies and wavefunctions. In fact, the discreteness and tunnelling corrections are related through a Fourier transform. The Harper equation is self-dual under such a transformation and the potential barrier and discrete derivative terms change places.

In our approximation we will ignore anything exponentially small in \( N \) and assume that the bands are completely flat (and Berry flat). In the language of WKB, this amounts to ignoring tunnelling between neighbouring magnetic unit cells (where the sewing together of wavefunctions would introduce a \( k \)-dependence) and treating the wavefunctions as continuous instead of discrete. We will find a localised, perturbative wavefunction in each unit cell and combine these into a Bloch solution by hand. We note that for an appropriately chosen finite size system, the dispersion and Berry curvature can be shown to be exactly flat.[52]

### B. Perturbation Theory

To begin, we return to the Harper equation and represent \( n \) as a continuum variable \( (x) \) by making the substitution \( \psi_n \rightarrow \psi(x) \). We rewrite the discrete differences in terms of derivatives using translation operators,

\[
T_+ = e^{i\alpha_x}, \quad T_- = e^{-i\alpha_x},
\]

so that Harper’s equation becomes

\[
-\left[ \frac{1}{2} \partial_x^2 + \frac{1}{2} \frac{(2\pi)^2}{N} x^2 \right] \psi(x) = \left( 4 + \epsilon \right) \psi(x), \quad (8)
\]

where for consistency we note that \( x \sim \sqrt{N} \) scales with the magnetic length. In the continuum, changing \( k_y \) merely translates the wavefunction in the \( x \)-direction (as can be seen by considering the substitution \( x' = x - Nk_y/(2\pi) \) so we have set \( k_y = 0 \) without loss of generality.

The first order equation just describes a quantum harmonic oscillator, and so we can make the standard ladder operator substitutions,

\[
a = \sqrt{\frac{\omega}{2}} \hat{x} + \frac{i}{\sqrt{2\omega}} \hat{p}, \\
a^\dagger = \sqrt{\frac{\omega}{2}} \hat{x} - \frac{i}{\sqrt{2\omega}} \hat{p}, \quad \epsilon = \frac{\omega^2}{N}, \quad x = \frac{\omega}{2\pi}
\]

with

\[
\omega = \frac{2\pi}{N}, \quad \hat{p} = -i\partial_x, \quad \hat{x} = x.
\]

The energy levels then form a harmonic ladder (with energies \( \epsilon_l \)), and the wavefunctions \( (|l\rangle) \) are just Gaussian functions multiplied by the appropriate Hermite polynomial. This is precisely what we would find if we solved the Schrödinger equation for a free charged particle in the presence of a magnetic field, and so at first order the Hofstadter model recovers the Landau level states of the continuum. The differences in this case are that \( k_y \) is now only defined modulo 2\pi, the wavefunctions exist only at discrete lattice points, and in the \( x \)-direction the wavefunctions are Bloch periodic with period \( N \). The magnetic length (which scales the width of the Gaussian) is given by \( l_B = 1/\sqrt{2\pi\delta} = \sqrt{N/(2\pi)} \), and so gets larger as the magnetic field gets weaker, but is much less than...
the period $N$ of the potential. In the limit of large $N$, the magnetic length is so large that the underlying lattice is not ‘seen’ by the wavefunction, and the wavefunction is close to an ideal continuum state.

To go beyond the continuum states we must consider higher order terms in the Harper equation. In general, the $k$th order term on the left hand side of (8) will be of the form

$$
\hat{H}_k = -\frac{1}{(2k)!} \left[ \partial_x^{2k} + (-1)^k \left( \frac{2\pi}{N} \right)^{2k} x^{2k} \right] 
$$

$$
= -\frac{1}{(2k)!} \left( \frac{\pi}{N} \right)^k \left[ (a - a^\dagger)^{2k} + (-1)^k (a + a^\dagger)^{2k} \right].
$$

The Harper equation includes contributions at all orders, each of which will perturb the energy levels and wavefunctions at all orders of perturbation theory. Whilst the first few corrections can be calculated easily using elementary perturbation theory, the process is made more efficient by defining a (canonical) unitary operator that acts on an unperturbed state to give the corresponding perturbed state at a given order,

$$
\tilde{\psi} = U^\dagger (a^\dagger, a) |l\rangle \equiv e^{-f(a^\dagger, a)} |l\rangle ,
$$

where $f$ is anti-Hermitian in the bosonic ladder operators. By choosing an appropriate ansatz for $f$ and using the Baker-Campbell-Hausdorff formula, finding the corrections amounts to ensuring that the canonical transformation

$$
\langle m | e^{-f(a^\dagger, a)} \hat{H} e^{-f(a^\dagger, a)} | l \rangle \equiv \epsilon_l \delta_{ml}
$$

is diagonal, a process which can be easily automated. In most cases we do not need to calculate to high order as $N$ is presumed large (and necessarily greater than one).

Since the perturbing Hamiltonians may be written entirely in terms of ladder operators, the wavefunction corrections will mix in higher and lower Landau levels, and will preserve the (assumed) degeneracy of the different $k_y$-states. Including contributions up to second order we find the energy levels are

$$
\epsilon_l = -4 + \frac{4\pi}{N} \left( l + \frac{1}{2} \right) - \frac{1}{2} \left( \frac{\pi}{N} \right)^2 (2l^2 + 2l + 1),
$$

and the unitary operator, which generates the second order wavefunctions from the unperturbed states is

$$
U^\dagger = \exp \left[ \left( \frac{1}{96} \left( \frac{\pi}{N} \right)^2 + \frac{1}{128} \left( \frac{\pi}{N} \right)^2 \right) \left( (a^\dagger)^4 - (a)^4 \right) + \frac{1}{320} \left( \frac{\pi}{N} \right)^2 \left( (a^\dagger)^5 - (a)^5 \right) \right].
$$

We fix the wavefunction normalisation by integrating the wavefunction density as if it were a continuum function. Corrections to the normalisation due to the lattice would be exponentially small in $N$ (as seen from the Euler-Maclaurin formula), which we ignore.

Finally, if we write the $l$th perturbed $x$-direction wavefunctions as $\tilde{\psi}_l(x - k_y N/(2\pi)) = \langle x, k_y | l \rangle$ then we can form Bloch solutions through

$$
\Psi_{l,k}(r) = \frac{1}{2\pi} \sum_m e^{ik_y m N} e^{ik_x y} \tilde{\psi}_l \left( x - \frac{k_y N}{2\pi} - mN \right).
$$

We have normalised these wavefunctions for the infinite system so that

$$
\int dx \, dy \, [\Psi_{l',k'}(r)]^* \Psi_{l,k}(r) = \delta_{ll'}\delta(k' - k).
$$

C. Two-body Interactions

Perturbation theory gives us the single-particle wavefunctions, but to find the many-body states we must turn on interactions. For now we consider only the simple two-body delta function interaction,

$$
\hat{V} = \sum_{i < j} V(r_i, r_j) = \sum_{i < j} \delta(r_i - r_j),
$$

which acts between each pair of particles $(i, j)$ in turn and is relevant for bosonic systems.

For simplicity we will focus on the lowest Hofstadter band $(l = 0)$, which is analogous to the lowest Landau level. We project to this lowest single-particle band and is relevant for bosonic systems.

Explicitly, these are made up of Gaussian and polynomial factors that depend on the set of $\{k_{iy}\}$. We have normalised the wavefunctions for the infinite system so that

$$
\int dx \, dy \, [\Psi_{l',k'}(r)]^* \Psi_{l,k}(r) = \delta_{ll'}\delta(k' - k).
$$

C. Two-body Interactions

Perturbation theory gives us the single-particle wavefunctions, but to find the many-body states we must turn on interactions. For now we consider only the simple two-body delta function interaction,

$$
\hat{V} = \sum_{i < j} V(r_i, r_j) = \sum_{i < j} \delta(r_i - r_j),
$$

which acts between each pair of particles $(i, j)$ in turn and is relevant for bosonic systems.

For simplicity we will focus on the lowest Hofstadter band $(l = 0)$, which is analogous to the lowest Landau level. We project to this lowest single-particle band and form non-interacting many-body states from the perturbed wavefunctions found previously. Then, using these states as a basis, we calculate the overlap integrals between an initial two-body state, the interaction potential, and a final two-body state. Using the Bloch states defined in (12), the two-body interaction matrix elements for the lowest band are

$$
V_{k_1, k_2, k_3, k_4} = \langle \Psi_{0,k_1}(r_1) \Psi_{0,k_2}(r_2) \rangle \delta(r_1 - r_2)
$$

$$
\times |\Psi_{0,k_3}(r_1) \Psi_{0,k_4}(r_2)|
$$

$$
= \frac{1}{(2\pi)^2} \delta(\Sigma_{k_x}) \delta(\Sigma_{k_y}) T_{k_{1y}, k_{2y}, k_{3y}, k_{4y}},
$$

where we have defined the useful notation

$$
\sum k_x = k_{1x} + k_{2x} - k_{3x} - k_{4x}
$$

and similarly for $\sum k_y$. The matrix element $T_{k_{1y}, k_{2y}, k_{3y}, k_{4y}}$ is given by

$$
T_{k_{1y}, k_{2y}, k_{3y}, k_{4y}} = \int dx \left[ \tilde{\psi}_0(x - k_{1y}) \right]^* \tilde{\psi}_0(x - k_{2y})^* \tilde{\psi}_0(x - k_{3y}) \tilde{\psi}_0(x - k_{4y}),
$$

where we have also defined $k_i = k_{iy} N/(2\pi)$.

The $\delta$ functions in $V_{k_1, k_2, k_3, k_4}$ ensure that crystal momentum is conserved, whilst the matrix element magnitudes are contained within the quantities $T_{k_{1y}, k_{2y}, k_{3y}, k_{4y}}$. Explicitly, these are made up of Gaussian and polynomial factors that depend on the set of $\{k_{iy}\}$.
From the two-body matrix elements we can in principle write down the matrix elements between states with any number of particles. If this larger matrix is then diagonalised, we can obtain the low-lying many-body wavefunctions and energies for a given system size.

Although it is possible to work in the Landau gauge, in order to interpret our results in terms of the usual continuum theories, we will switch to the symmetric gauge (and associated disk geometry). We will therefore calculate the equivalent symmetric gauge matrix elements, the Haldane pseudopotentials, which use eigenstates of relative angular momentum as their initial and final states. These are useful because the centre of mass angular momentum is conserved and the relative angular momentum is a good quantum number for a rotationally invariant interaction in the continuum. We define the two-particle state with relative angular momentum $L$ by

$$|L; i, j\rangle = C_L (z_i - z_j)^L, \quad (16)$$

with $C_L$ a normalisation constant and where we have used complex $z = x + iy$ to denote the two-dimensional particle position. Here, we have suppressed the Gaussian factors, and also the centre of mass degree of freedom [which would include factors of $(z_i + z_j)$], since this is conserved by the interaction. For a pairwise, rotationally invariant interaction in the continuum, Haldane pseudopotentials are then defined as

$$V^L = \langle L; i, j| V (z_i - z_j) |L; i, j\rangle,$$

which allow us to write the many-body interaction as

$$\hat{V} = \sum_{i<j} \sum_L V^L P^L_{ij},$$

with $P^L_{ij}$ a projector for particles $i$ and $j$ onto the state with relative angular momentum $L$.

In the Hofstadter model, the lattice breaks rotational symmetry and we no longer expect the angular momentum to be conserved: the pseudopotential coefficients should instead form a matrix in $L$ with elements $V^{LL'}$. We postpone a full discussion of the gauge transformation until Section [V] and for now merely state that the operator $U^\dagger$ defined earlier is gauge independent and has the same expression (in terms of inter-Landau level operators) in any gauge we choose. The pseudopotential matrix elements for the $\delta$-function interaction are then given by

$$V^{LL'} = \langle L| U_i U_j \delta (z_i - z_j) U_i^\dagger U_j^\dagger |L'\rangle.$$

Here we have dropped the labels $i$ and $j$ from the two-particle states $|L\rangle$ but added them to the $U^\dagger$ operators to show that each of the two particles is individually perturbed.

The pseudopotential matrix to second order is then

$$V^{LL'} = \begin{pmatrix}
1 & \frac{7}{1536} (\pi \delta)^2 & 0 & \frac{\sqrt{7}}{96} (\pi \delta)^2 & 0 & \frac{\sqrt{7}}{3072} (\pi \delta)^2 \\
0 & \frac{1}{256} (\pi \delta)^2 & 0 & \frac{\sqrt{7}}{128} (\pi \delta)^2 & 0 & \frac{\sqrt{7}}{1536} (\pi \delta)^2 \\
\frac{\sqrt{7}}{96} (\pi \delta)^2 & 0 & 0 & \frac{1}{256} (\pi \delta)^2 & 0 & 0 \\
\frac{\sqrt{7}}{3072} (\pi \delta)^2 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}.$$ 

dependents one step more complicated.

IV. GENERAL BAND STRUCTURE

A. Band Structure for $\phi = M/N$

In the previous section we limited the discussion to the case where the magnetic flux fraction per plaquette had the simple form $\phi = 1/N$. To consider the full phase space of the Hofstadter model, we need to be able to treat a general $\phi = p/q$.

A natural extension to Section [III] would include flux fractions $\phi = M/N$ with $N$ large (and $M$ and $N$ coprime). Provided $M \ll N$, the lowest energy levels
should still lie within the narrow Landau level line of the Hofstadter spectrum that emanates from the point $(0, -4)$, and we might expect our perturbative approach to be applicable.

There is a significant difference for the case where $M \neq 1$, however: if we zoom in on the Landau level part of the spectrum we see that the Landau level ‘line’ in fact splits into $M$ ‘mini-bands’ which are exponentially close in energy ($\Delta \epsilon \sim e^{-\alpha N}$). We can explain the origin of these by returning to the Harper equation and looking at the cosine potential for $\phi = M/N$,

$$V(n) = -2 \cos \left( \frac{2\pi M n}{N} - k_y \right).$$

Since $N$ is large, we can again expand perturbatively about the trough at $n = 0$, and the wavefunctions and energy levels follow as in the previous discussion under the replacement $1/N \rightarrow M/N$. However, we can also make the replacement $n = n' + N/M$, which leaves the cosine potential unchanged. There is now a trough located at $n' = 0$, and if we expand perturbatively about this, we obtain exactly the same energy levels and wavefunctions as before—except that the wavefunctions are now centred on $n = N/M$.

In total, we find $M$ wavefunctions centred at the positions $n = rN/M$, where $r = 0, 1, \ldots, M - 1$. In our perturbative approximation, these have exactly the same energy and exactly the same perturbation series in terms of Landau levels. The true wavefunctions will have exponentially small corrections due to the discreteness of the lattice and tunnelling effects, which lead to the exponentially small separation in energy levels that we observe in the Hofstadter spectrum. In our approach we ignore this splitting, since it would easily be overcome by thermal excitations or the many-body interaction between particles. Instead, we group the set of $M$ mini-bands together and interpret them as collectively representing a single Landau level on the lattice. This is analogous to what we found in Section III above, but it is now $\delta = M/N$ that parametrizes the deviation from the continuum.

Numerically we find that the total bandwidth of the set of $M$ mini-bands is exponentially flat and again given by $E(k) \sim E_0 + Ae^{-\alpha N} (\cos(Nk_x) + \cos(Nk_y))$, just as we found for the single band in Section III. The total Berry curvature of the $M$ mini-bands also takes this form, and the total Chern number of the set of $M$ mini-bands is also equal to one, analogous to what we would expect for a single Landau level.

This total Chern number is to be expected from the TKNN Diophantine Eq. [C], which, if we insert $p/q = M/N$, reads

$$t_r M + s_r N = r.$$

Grouping the lowest $M$ mini-bands together by substituting $r = M$ yields the solution $(t_M = 1, s_M = 0)$. In general, grouping the lowest $lM$ mini-bands together (where $l$ is a positive integer) yields the solution $(t_{lM} = l, s_{lM} = 0)$, so that each group of $M$ mini-bands has total Chern number of one. These solutions require $|t_{lM}| < N/2$ and so describe the lowest $\lfloor N/2 \rfloor$ sets of $M$ mini-bands.

We also justify this value for the total Chern number from our perturbative wavefunctions in Appendix C (where we extend it to other field filling fractions). We expect the exact $k$-dependent form of the bands and Berry curvature to follow from an extension to the semiclassical approach outlined in Appendix A.

In terms of our perturbation theory, the energies, the wavefunctions, and hence the pseudopotentials, depend on $\delta \equiv M/N$ as if it were a continuous parameter. The precise values of $M$ and $N$ only affect the periodicity properties of the wavefunctions, which we will find in Section VI do not significantly change the many-body physics. Therefore, provided we neglect the tunnelling between troughs, we can treat $\delta$ generally and extrapolate even to irrational values.

**B. Band Structure for $\phi = p/Q + M/N$**

The band structure has further complications when we are not in the small flux regime. In general, we wish to consider a value of $\phi = p/q$ that is close (in magnitude) to a fraction with a small denominator. To this end, we write the simple fraction as $P/Q$ with $P$ and $Q$ coprime, and perturb around this point by adding or subtracting a small amount of flux $\delta$. For the most part we will choose $\delta = 1/N$ for simplicity, but this can be extended to $\delta = M/N$ without loss of generality (see Appendix C for a discussion of general $P/Q + M/N$). To relate this general discussion to the small flux case considered previously, it is simplest to choose $P = 0$, $Q = 1$ in all that follows.

The first complication arises when we try to identify the size of the magnetic unit cell. In the previous section this was fixed at $N \times 1$ plaquettes, but in general the cell length is given by the denominator of $\phi$, which may be affected by cancellation between $P$, $Q$ and $N$. With $Q$ prime, there are three possible cancelled forms for $\phi$ (see Appendix C,)

$$\phi \equiv \frac{p}{q} = \frac{P}{Q} + \frac{1}{N} = \begin{cases} \frac{PN+Q}{QN} & \text{mod } Q^2 \neq 0 \\ \frac{PN/Q+1}{N} & \text{mod } Q^2 = 0 \\ \frac{PN/Q}{QN^2} & \text{mod } Q^2 = 0 \end{cases} \quad (17)$$

which arise when

(a) $N \text{ mod } Q \neq 0$

(b) $N \text{ mod } Q = 0$

and $(PN + Q) \text{ mod } Q^2 \neq 0$

(c) $N \text{ mod } Q = 0$

and $(PN + Q) \text{ mod } Q^2 = 0$.

Although our approach does not require $Q$ to be prime, this choice is varied enough to discuss the main complications in the band structure. The additional cancellation possibilities with $Q$ not prime and $M \neq 1$ are discussed in Appendix C.
From Eq. (17), we see that the unit cell in this case may be \( QN, N \) or \( N/Q \) sites in length. This integer also gives the number of sites within each cell and the number of bands we should observe in total. Although this number can vary, we will argue that the physics remains essentially the same in each of the different possible cases. To motivate this, we will first describe the band structure we find from exact diagonalisation, and then explain it according to our perturbation theory.

In Figure 3, we plot the band structure and integrated density of states for \( \phi = 1/3 \) and two nearby fractions \( \phi = 11/30 \) (corresponding to \( \delta = 1/30 \)) and \( \phi = 4/11 \) (corresponding to \( \delta = 1/33 \)). We notice that the three-band structure from the ‘pure’ \( \phi = 1/3 \) case is still apparent when \( \phi \approx 1/3 \): even though there are now \( q \) bands in total, these group themselves into three energy regions. In general, near to a flux fraction \( P/Q \), the \( q \) band solutions arrange themselves into \( Q \) energy regions that correspond to the \( Q \) original bands of the pure fraction. This reproduction becomes more accurate as \( p/q \) gets closer to \( P/Q \). Since the \( q \) band solutions are generally close together in energy, we will refer to them as ‘mini-bands’ as we did in the previous section. We refer to the \( Q \) large groups of mini-bands as ‘bands’ to emphasise that these are the energy structures that derive from the pure \( P/Q \) case. We remark that the lowest band is formed of \( p \) mini-bands if \( p < q/2 \) and is formed of \((q-p)\) mini-bands if \( p > q/2 \).

There is an additional, hidden structure to the energy levels for general \( \phi \approx P/Q \): some of the mini-bands are separated by exponentially small energy gaps \( (\Delta \epsilon \sim e^{-\alpha N}) \) and others are separated by algebraically small energy gaps \( (\Delta \epsilon \sim 1/N) \). For \( \phi = 11/30 \) shown in Figure 3, the three lowest mini-bands are exponentially close in energy but are separated algebraically from the fourth lowest mini-band. For the case with \( \phi = 4/11 \) all of the gaps are algebraically small.

We group all of the mini-bands that are exponentially close in energy together in a subband. We will find that these subbands are similar to the set of \( M \) mini-bands we grouped together in the previous subsection and best represent the Landau levels of the continuum on the lattice. In this way, the subbands correspond to the rungs of the harmonic ladder discussed previously in Section III and give rise to the linear Landau level-like lines that emanate from the various points of the Butterfly spectrum. As \( N \) is increased, more and more subbands become apparent in the band structure.

The number of mini-bands in each subband depends on the cancellation of the fraction \( p/q \) and is given in general by \( n_s = qQM/N \). If \( Q \) is prime and \( M = 1 \), \( n_s \) takes values \( \{1, Q, Q^2\} \), and in general \( n_s \) must lie between \( 1 \leq n_s \leq Q^2 \). For the two cases shown in Figure 3, we see that \( n_s = 3 \) for \( \phi = 11/30 \) and \( n_s = 1 \) for \( \phi = 4/11 \). Crucially, we find that the total Chern number of all of the mini-bands in a subband is equal to \( Q \), so the subbands near a flux fraction \( \phi = P/Q \) act like \( Q \) copies of a Landau level.

We will now explain these observations using our perturbative method, and in doing so justify why the subbands are the useful structures to consider in a real system. We recall that we can interpret Harper’s equation as the Schrödinger equation with a cosine potential,

\[
-\psi_{n-1} - \psi_{n+1} - 2 \cos \left( \frac{2\pi pn}{q} - k_y \right) \psi_n = c\psi_n.
\]

This potential has \( p \) periods fitted between \( n = 0 \) and \( n = q \), which are evaluated at lattice points (integer values of \( n \)). The lattice effectively ‘samples’ the cosine potential, and if \( p < q/2 \) we can resolve all \( p \) periods, whilst if \( p > q/2 \) we can only resolve \( q - p \) effective periods. The lattice sites at the \( p \) or \((q-p)\) resolved troughs of the cosine potential form the \( p \) or \((q-p)\) mini-bands that comprise the lowest band (see Figure 4).

If we substitute \( \phi = P/Q + M/N \), the cosine potential becomes

\[
V(n) = -2 \cos \left[ \left( \frac{2\pi nM}{N} + \frac{2\pi Pn}{Q} \right) - k_y \right].
\]

Written like this, the potential looks like a single cosine curve with period \( N/M \) but with an additional offset \( 2\pi Pn/Q \). This offset only takes \( Q \) different values modulo \( 2\pi \) (depending on \( n \mod Q \)), and so in total there will be \( Q \) offset cosine potentials which we call effective potentials, each lying on a different sublattice. These are entirely consistent with the single rapidly oscillating potential that comes from considering \( \phi = p/q \), as shown in Figure 4.

The subbands are formed from the states that lie in the troughs of the effective potentials. As the troughs are separated by \( N/(MQ) \), but the length of the unit cell is given by \( q \), the number of troughs per unit cell varies and is given by \( n_s = qQM/N \).

When we carry out the perturbation theory, we will expand about the troughs of the effective potentials—these are equivalent to the troughs of the single cosine potential that we considered for the small flux case with \( \phi = M/N \). As in this previous case, perturbation theory will yield a ladder of harmonic oscillator states with leading energy separation \( O(1/N) \). We can also expand about troughs in the other effective potentials, which we will find lead to the same energy levels. The wavefunction perturbation series will in general be different, however.

This is in contrast to the small flux case with \( \phi = M/N \) where we found that expanding about the \( M \) troughs led to the same wavefunction perturbation series. Indeed, this is a general feature: replacing \( \delta = 1/N \rightarrow M/N \) leads to more troughs per unit cell corresponding to the same effective potential, and so this replacement does not introduce distinct perturbation series. The number of distinct perturbation series is always given by \( Q \), the number of effective potentials or sublattices. This will be illustrated when we carry out the perturbation theory explicitly in Section V.

Overall, we will obtain a ladder of states (mini-bands) for each effective potential trough in a unit cell. The total number of troughs depends on cancellation between
\[q_k \sim \frac{x}{(2\pi)} \phi = \frac{1}{3}, \frac{1}{3} + \frac{1}{33} \equiv \frac{11}{30}, \frac{1}{3} + \frac{1}{33} \equiv \frac{4}{11}.\]

**FIG. 3.** Energy bands (top) and integrated density of states per unit area (bottom) for \(\phi = \frac{1}{3}, \phi = \frac{1}{3} + \frac{1}{30} \equiv \frac{11}{30},\) and \(\phi = \frac{1}{3} + \frac{1}{33} \equiv \frac{4}{11}.\) Top: The energy spectra are plotted against \(k_x\) for fifty equally-spaced values of \(k_y\) for each band. The spectra for the latter two field values show a clear energy gap above the lowest subband (which is just resolvable in each case). Bottom: The density of states for the three complete bands is shown for \(\phi = \frac{1}{3},\) whilst the individual mini-bands are plotted for \(\phi \approx \frac{1}{3}\) with bandwidth given by the \(x\)-error bars. The band structure of the 'pure' \(\phi = \frac{1}{3}\) case carries over to the \(\phi \approx \frac{1}{3}\) cases: the mini-bands arrange themselves into three bands and several subbands.

\(P, Q, M\) and \(N\) and is denoted by \(n_s\), but there will only ever be \(Q\) distinct wavefunction perturbation series. In our approximation, the ladder of states from each trough will contain the same energy levels. We group together states from each trough which correspond to equal energies to form a subband.

An exact solution would show an exponentially small energy splitting between equivalent rungs due to the tunnelling effects that we neglect. Ignoring these is a good approximation in most cases where a finite temperature or the interaction strength would easily overcome the exponentially small splitting (and render it unresolvable).

Since we can only resolve subbands, these are the useful structures in the energy spectrum and should be considered as a whole. We find numerically that the total bandwidth and Berry curvature of the subband again decay exponentially, and that the total Chern number of the subband is given by \(Q\). We justify the Chern number calculation in Appendix [C] and expect the band flatness can be verified analytically using a generalisation of the WKB approach discussed in Appendix [A].

Finally, we note that for a given total system size the number of \(k\)-states in a subband is given by the same expression, no matter what size the unit cell is and no matter how many mini-bands the subband is comprised of. If the unit cell is extended so that there are more mini-bands, the Brillouin zone is correspondingly reduced in the \(k_x\)-direction (and vice versa). These effects cancel out so that the number of \(k\)-states in each subband is always \(QL_xL_yM/N\) where \(L_x \times L_y\) is the area of the system. We should think of this as a mapping to \(Q\) copies of a Landau level, which are then each individually perturbed by the lattice.

V. PERTURBATIVE APPROACH FOR \(\phi = P/Q \pm M/N\)

A. Preliminary Algebra and Definitions

We begin this section by carrying out some preliminary algebra on the Harper equation and then carry out the perturbation theory in subsection [VB]. We will find that the perturbed wavefunctions may still be expressed in terms of Landau levels, but the amplitudes and precise perturbation series now oscillate from site to site with period \(Q\), as originally suggested in Ref. [15].

We first recall that there are \(Q\) possible offsets to the cosine potential \(V(n)\) in Harper’s equation [18], and so the equation itself can take \(Q\) different forms. The form it takes depends on three variables: the lattice index modulo \(Q\) (which affects the offset term \(2\pi Pn/Q\) in the cosine potential).
potential); the value of \( k_y \) (which translates the effective cosine potentials); and the trough that we are expanding about, which we will choose by shifting \( n \) by a multiple of \( \frac{N}{M}Q \).

To keep track of these contributions, we first note that for a given \( 0 \leq k_y < 2\pi \), the troughs will be located at

\[
n = \frac{k_y N}{2\pi M} + \frac{sN}{QM} + n',
\]

(19)

where \( s \) is an integer that is constrained so that \( n \) lies within the unit cell \( 0 \leq n < q \). (Recall that the unit cell size is determined by \( q \) which depends on the cancellation between \( N \), \( M \), \( P \) and \( Q \).) To expand about a given trough, we choose a \( k_y \) and \( s \) and let

\[
n = \frac{k_y N}{2\pi M} + \frac{sN}{QM} + n',
\]

where \( n' \) is small.

With this substitution we may write the cosine potential in Eq. (18) as

\[
V(n) = -2\cos \left[ \frac{2\pi}{Q} (Pn + \lambda M) + \frac{2\pi M n'}{N} \right].
\]

We have not substituted for the first \( n \), since in this instance we are interested in its value modulo \( Q \). Defining \( \lambda = n \mod Q \), the cosine potential for the \( 4 \)th sublattice (all sites with indices satisfying \( n \mod Q = \lambda \)) is then

\[
V(n) = -2\cos \left[ \frac{2\pi}{Q} (P\lambda + s) + \frac{2\pi M n'}{N} \right].
\]

We see that the form the potential takes depends only on the integer

\[
\lambda (s) = (P\lambda + s) \mod Q,
\]

so that no matter what size the unit cell is, there are always \( Q \) different forms for Harper’s equation. We will find that these lead to the \( Q \) distinct perturbation series described before. We might worry that the variable \( n' \) is not necessarily an integer, but this is allowed within our approximation: the lattice discreteness means that there is a different wavefunction on each sublattice, but within each sublattice the true wavefunctions differ from their continuum forms by only exponentially small factors.

To proceed, we obtain a discrete equation that links together sites on a single sublattice only. We achieve this by writing out Harper equations for several neighboring lattice sites, and algebraically eliminating amplitudes \( \psi_{n'} \) on all but one of the sublattices.

For example, let us consider a trough with \( \phi = 1/2 + 1/N \) and \( s = 0 \). On the even sublattice \( (\lambda = 0) \), the Harper equation for \( n' \) is

\[
-\psi_{n'}^0 - \psi_{n'+2}^0 + 2\cos \left( \frac{2\pi n'}{N} \right) \psi_{n'+1}^0 = \epsilon \psi_{n+1}^0,
\]

where the superscripts give the value of \( j(\lambda, s) \) on each site. In this case, the value of \( j(\lambda, s) = j(\lambda, 0) \) just gives the sublattice index (which could be read off from the value of \( n \)), but we introduce the superscript here for comparison with later cases when \( s \neq 0 \). Correspondingly, the Harper equation for \( (n'+1) \) is

\[
-\psi_{n'}^0 - \psi_{n'+2}^0 + 2\cos \left( \frac{2\pi n'}{N} \right) \psi_{n'+1}^0 = \epsilon \psi_{n+1}^0,
\]

where we note that the sign has changed in front of the cosine term because \((n'+1) \) lies on the other sublattice to \( n' \). If we also write down the Harper equation for \( (n' - 1) \) then we can cancel out \( \psi_{n'-1}^0 \) and \( \psi_{n+1}^0 \) to obtain

\[
\frac{\psi_{n'-2}^0 + \psi_{n'}^0}{\epsilon - 2\cos \left( \frac{2\pi n'-1}{N} \right)} + \frac{\psi_{n'+2}^0 + \psi_{n'}^0}{\epsilon - 2\cos \left( \frac{2\pi n'+1}{N} \right)} = \epsilon \psi_{n'}^0,
\]

(20)

which is written entirely in terms of the even sublattice. We can obtain a similar equation for the odd sublattice by setting \( \lambda = 1 \) in the Harper equation for \( n' \).

For general \( P/Q \) we obtain a discrete difference equation for each of the \( Q \) different sublattices. The equations near to other troughs and for different values of \( k_y \) can be found by choosing an appropriate \( s \) and \( k_y \) and changing the offset of \( n' \) according to Eq. (19). However, there will only ever be \( Q \) distinct equations corresponding to the \( Q \) possible values of \( j \).

If we had chosen \( \phi = P/Q - 1/N \) (with a negative sign) instead, then the troughs would move to the left as we increase \( k_y \) rather than to the right. However, we can
obtain the same discrete difference equations as before if we instead define

\[ n = - \left( \frac{k_y N}{2\pi M} + \frac{sN}{QM} + n' \right). \]

The definition of \( n \) should therefore take the same \( \pm \) sign as the magnetic field \( P/Q \pm 1/N \). Discrete difference equations near to some simple \( \phi = P/Q \) are given in Appendix E.

**B. Perturbation Theory**

Once we have obtained a discrete difference equation for a single sublattice, we again make the continuum substitution \( \psi_n \to \psi(x') \), where \( x' \) is a continuous variable corresponding to \( n' \). As before, we rewrite the discrete differences using the operators

\[ \hat{T}_m = e^{m\hat{A}'}, \]

where \( \hat{T}_m \) is a discrete translation of \( m \) lattice sites in the \( x \)-direction. We expand the cosine terms (and generically also sine terms) in powers of \( 1/N \) and collect everything together order by order. This step is more complicated than for the case of small flux, and for \( Q > 2 \) there will be terms present at half-integer powers of \( 1/N \).

At first order in \( 1/N \), we always recover a harmonic oscillator equation for \( \psi(x') \) with characteristic frequency \( \omega = 2\pi M/N \equiv 1/P_B^2 \). This is what we found in Section III and we have checked that it is also the case for all values of \( P/Q \) with \( Q \leq 5 \)—we expect it to hold in general. This permits the use of the QHO ladder operators defined in Eq. 0 and allows us to write the perturbed wavefunctions in terms of Landau levels. We again define unitary operators which generate the perturbation series from the unperturbed oscillator state,

\[ |\tilde{l}, j \rangle = U_j |l \rangle \]

with

\[ \tilde{\psi}_j(x') = \langle x' |\tilde{l}, j \rangle \equiv \tilde{\psi}_j \left( x - \frac{k_y N}{2\pi M} - \frac{sN}{QM} \right). \]

These quantities now have the additional label \( l, \lambda, s \) that tells us which discrete difference equation we have expanded.

For a given \( s \) and \( k_y \), the complete \( x \)-wavefunction has amplitudes on every lattice site and we must write it as a sum over sublattice wavefunctions,

\[ \tilde{\psi}_{l,k_y}^s (x') = \sum_{\lambda=0}^{Q-1} A_{j(\lambda,s)} \tilde{\psi}_{l,j(\lambda,s)}^s (x') \delta_{x,\lambda}^{(Q)}. \tag{21} \]

Here, \( A_{j(\lambda,s)} \) is the coefficient for the wavefunction on the \( \lambda \)th sublattice, and the \( \delta_{x,\lambda}^{(Q)} \) function is equal to one only when \( x \mod Q = \lambda \). It therefore picks out the wavefunction only on the correct sublattice.

To find the coefficients \( A_j \), we return to the original Harper equation \[3\] which connects amplitudes from different sublattices. By substituting the full wavefunction in from \[21\], we obtain a set of simultaneous equations for the \( A_j \) that can be solved using standard methods (up to normalisation). In fact, at lowest order these coefficients coincide with the amplitudes \( \psi_n \) we would find for the \( Q \) lattice sites in the simple \( \phi = P/Q \) case.

Eq. \[21\] gives the general \( x \)-wavefunction near a specified trough with momentum \( k_y \). If we want to consider a different trough we simply change \( s \) accordingly. This will cause the correspondence between the sublattices and the functions \( \psi(x') \) to permute through a change in the function \( j(\lambda, s) \equiv (P\lambda + s) \mod Q \), but the set of underlying functions will remain the same.

In Figure 5 we plot the perturbative wavefunction \( \tilde{\psi}_{0,0}^s (x) \) near to the origin for \( \phi = 1/2 + 1/60 = 31/60 \) (i.e. \( l = s = k_y = 0 \)). The discrete wavefunction oscillates between the continuous functions \( A_j \psi(x') \), which are also shown as a guide to the eye. We have normalised the wavefunction by integrating over each sublattice component as if it were a continuum function (see the similar more detailed discussion of integrals in Section V C below). Exponentially small corrections to this normalisation can be found from the Euler–Maclaurin formula (and in general require multiplying by an appropriate elliptic theta function). We note that the effective magnetic length of the wavefunction for any \( P/Q \) is always \( B^2 = N/(2\pi M) \), considering each sublattice separately.

Including the \( y \)-dependence, the perturbative wavefunctions are written

\[ \tilde{\psi}_{l,k_y}^s (x', y) = e^{ik_y y} \tilde{\psi}_{l,k_y}^s (x'), \]

\[ \equiv e^{ik_y y} \sum_{\lambda=0}^{Q-1} A_{j(\lambda,s)} \tilde{\psi}_{l,j(\lambda,s)}^s (x') \delta_{x,\lambda}^{(Q)} \]

which we will find in Section 10 are related to the Wannier orbitals of Qi et al. Finally, we form Bloch wave-
functions by introducing $k_z$,
\begin{equation}
\Psi_{l,k}^s(r) \sim \sum_m e^{ik_zmq} e^{ik_y y} \times \psi_{l,k,y}^s(x - \frac{k_y N}{2\pi M} - sN - mq).
\end{equation}

On the right hand side we have used the general unit cell length $q$ in the formation of the Bloch solution. Once the cell size is fixed, there are always $n_s$ possible choices of $s$ for each value of $k_y$.

We will obtain a final Bloch wavefunction of this form no matter what flux fraction $\phi = P/Q + M/N$ we choose (for suitably small $M/N \ll 1$ and with $P$ and $Q$ co-prime). The only effect of different choices of $M$ and $N$ will be in the cancellation of the field fraction $\phi$ and, in turn, the unit cell size. We will always find that there is a $Q$-fold structure described by the labels $s$.

There are also perturbative solutions at very high energies, and near to the extrema of intermediate bands in the $\phi = P/Q$ band structure—we outline how these can be found in Appendix D. We show how to calculate the Chern number of these perturbative wavefunctions in Appendix C, which we show is consistent with the TKNN equation.

Finally, we note that for large $Q$ it becomes increasingly difficult to rearrange Harper’s equation into a discrete difference equation for a single sublattice. In these cases the perturbation theory can also be carried out by choosing an ansatz wavefunction for each sublattice that is a sum of Landau level wavefunctions,
\begin{equation}
\psi_0^s(x') = \sum_{l,p} C_{l,p}^s \left( \frac{1}{N} \right)^p \psi_l(x').
\end{equation}

Here the sum over $l$ is over all Landau levels and the sum over $p$ is up to as high an order in $1/N$ as required. The $\psi_l(x')$ on the right hand side is an unperturbed Landau level wavefunction and $C_{l,p}^s$ is the perturbation series coefficient for the $l$th Landau level at $p$th order in $1/N$. These ansatz wavefunctions may be substituted in Harper’s equation directly, and the coefficients equated at each order in $1/N$. However, if this approach is used, in order to fix the coefficients consistently at order $(1/N)^p$ we must expand Harper’s equation to order $(1/N)^{p+1}$—otherwise the solution is unconstrained. We believe that this leads to an error in the perturbative wavefunction given in Ref. 14.

### C. Two-body Interactions

To conclude this section, we look at the two-body matrix elements for the $\delta$-function interaction using Landau gauge wavefunctions from the lowest Hofstadter band,
\begin{equation}
V_{s_1 s_2 s_3 s_4}^{k_1 k_2 k_3 k_4} = \left\langle \Psi_{0,k_1}^{s_1} (r_1) \Psi_{0,k_2}^{s_2} (r_2) \right| \delta (r_1 - r_2) \left| \Psi_{0,k_3}^{s_3} (r_1) \Psi_{0,k_4}^{s_4} (r_2) \right\rangle.
\end{equation}

These are now labelled by $s$ indices in addition to $k$ labels (for the previously considered case of $\phi = 1/N$, the only allowed value of $s$ was zero).

Two $x$-wavefunctions, $\psi_{l,k_{1y}}^s (x')$ and $\psi_{l,k_{2y}}^s (x')$, will obviously have non-zero overlap if $s_2 = s_1$ and $k_{2y} \approx k_{1y}$. However, they will also have non-zero overlap if $s_2 = s_1 + r$ and $k_2 \approx k_1 - 2\pi r/Q$ (with integer $r$), as can be seen by noting that each wavefunction centre is located at $k_{2y} N/(2\pi M) + sN/(QM)$. Provided that these overlaps are not prohibited by momentum constraints, we should expect them to feature in the calculation of $V_{k_1 k_2 k_3 k_4}^{s_1 s_2 s_3 s_4}$.

We let $k_{1y} = K + k_1'$ where $|k_1'| \ll \pi/Q$ and write the other wavevectors in terms of this,
\begin{align*}
k_{2y} &= K - 2\pi r_2 + k_2'; \\
k_{3y} &= K - 2\pi r_3 + k_3'; \\
k_{4y} &= K - 2\pi r_4 + k_4';
\end{align*}
where again the $r_i$ are integers and the $|k_1'| \ll \pi/Q$. In this way, $K$ is the large momentum that centres the wavefunctions, and $k_i'$ are small changes that translate the wavefunctions away from this centre. For non-zero overlap the $r_i$ are fixed once we have chosen the $s_i$, and so the only leftover freedom is with the primed momenta.

The overlap integrals will require us to multiply wavefunction components from the same sublattice together, carry out the integration, and then sum over the contributions from each sublattice. This sum over different sublattices means that the absolute values of $s$ will be unimportant: what matters is only the relative values of the $s_i$ compared to $s_1$. For example, we expect $V_{k_1 k_2 k_3 k_4}^{s_1 s_2 s_3 s_4}$ to be the same as $V_{k_1 k_2 k_3 k_4}^{1212}$ (up to a shift of $K$).

After carrying out the integration we find
\begin{equation}
V_{s_1 s_2 s_3 s_4}^{k_1 k_2 k_3 k_4} = \frac{1}{(2\pi)^2} \delta (\Sigma k_x) \delta (\Sigma k_y) T_{s_1 s_2 s_3 s_4}^{k_1 k_2 k_3 k_4},
\end{equation}
where the summation notation is as defined in Eq. 14 and where the matrix elements $T_{s_1 s_2 s_3 s_4}^{k_1 k_2 k_3 k_4}$ will be defined below. As usual, the integration over space enforces conservation of Bloch momentum, but we are now able to separate the large and small contributions to $k_y$. The $y$-momentum conserving delta function $\delta (\Sigma k_y)$ may be written out as
\begin{equation}
\delta \left( k_{1y}' + k_{2y}' + k_{3y}' - k_{4y}' - 2\pi (r_2 - r_3 - r_4) \right).
\end{equation}

Since the primed momenta are much smaller than the $r$-dependent terms, and since the $r_i$ can only take integer values, the large and small contributions in the delta function must be set to zero independently. We can also replace the $r_i$ with the equivalent $s_i$, since these just differ by an offset that will cancel, and so
\begin{equation}
\delta (\Sigma k_y) = \delta (\Sigma k_y') \delta \left( 2\pi \frac{(s_1 + s_2 - s_3 - s_4)}{Q} \right).
\end{equation}
Finally, we note that the argument of the final delta function need only be satisfied modulo $2\pi$, and so
\begin{equation}
\delta (\Sigma k_y) = \delta (\Sigma k_y) \delta_{\Sigma s}^{(Q)}.
\end{equation}
The second delta function is now written as a Kronecker delta, and by adding the superscript \(Q\) we mean that \(\Sigma s = 0\) modulo \(Q\). In contrast to the case of small flux, this allows for the possibility of Umklapp (and non-\(s\)-conserving) processes. The \(T\) functions are defined as for the close to vanishing flux case but with additional \(s\) labels,

\[
T^{s_1, s_2, s_3, s_4}_{\kappa_1, \kappa_2, \kappa_3, \kappa_4} = \int dx \left[ \tilde{\psi}_{0}^{s_1} (x - \kappa_1) \right]^* \left[ \tilde{\psi}_{0}^{s_2} (x - \kappa_2) \right]^* \tilde{\psi}_{0}^{s_3} (x - \kappa_3) \tilde{\psi}_{0}^{s_4} (x - \kappa_4)
\]

and where now \(\kappa_i = k_{iy}N/(2\pi)\). We can expand this further by writing the integral over \(x\) in terms of a sum over sublattices and a sum over coordinates belonging to each sublattice \((x_\lambda)\), so that

\[
\int dx \rightarrow \sum_\lambda \sum_{x_\lambda} \approx \sum_\lambda \int dx_\lambda.
\]

Then,

\[
T^{s_1}_{\{s_i\}} = \sum_{\lambda = 0}^{Q-1} A_j^{s_1}_1 A_j^{s_2}_2 A_j^{s_3}_3 A_j^{s_4}_4 \int dx_\lambda \left[ \tilde{\psi}_{0}^{s_1} (x_\lambda - \kappa_1) \right]^* \left[ \tilde{\psi}_{0}^{s_2} (x_\lambda - \kappa_2) \right]^* \tilde{\psi}_{0}^{s_3} (x_\lambda - \kappa_3) \tilde{\psi}_{0}^{s_4} (x_\lambda - \kappa_4),
\]

where we let \(j_i = j(\lambda, s_i) = (Ps_i + \lambda) \mod Q\). Since we have split the space up into \(Q\) sublattices, integration over each \(x_\lambda\) yields only \(1/Q\) of the continuum value of the integral. As before, the explicit form of the \(T\) is a product of Gaussian and polynomial factors in the \(\kappa_i\).

In principle, these quantities allow us to calculate the low-lying many-body states. We would first project to the lowest single-particle subband and form non-interacting many-body states. Then, using these states as a basis, we could calculate the \(V^{s_1, s_2, s_3, s_4}_{\kappa_1, \kappa_2, \kappa_3, \kappa_4}\) and diagonalise. However, for the reasons discussed previously we will switch to the symmetric gauge and calculate the Haldane pseudopotentials instead.

**VI. SYMMETRIC GAUGE**

**A. Wavefunctions**

To calculate the Haldane pseudopotentials, we must first find the perturbed wavefunctions in the symmetric gauge. For the small flux case we could just interpret the operator \(U^\dagger\) in the symmetric gauge, but for general \(P/Q\) it is not immediately clear how to carry out the transformation: there is a \(Q\)-periodic oscillation in the \(x\)-direction.

One approach would be to write down a Harper-like discrete difference equation for the symmetric gauge and find the perturbative wavefunctions directly from this by expanding order by order in \(1/N\). We have carried out this approach elsewhere but find that we can equivalently (and more simply) obtain the the symmetric gauge wavefunctions from the Landau gauge wavefunctions by taking a suitable linear combination of states.

First we consider the relationship between the Landau and symmetric gauges in the continuum. The normalised wavefunctions in each gauge are given by

\[
\psi_{n,k}^{\text{LG}}(x,y) = \sqrt{\frac{2M}{N}} \frac{1}{\sqrt{2\pi \sqrt{2^m n!}}} e^{iky} \times H_n \left[ \frac{2\pi M}{N} (x - \frac{kN}{2\pi M}) \right] e^{-\frac{\pi M}{N}\left(x - \frac{kN}{2\pi M}\right)^2} \]

where the \(H_n\) are Hermite polynomials and the \(L_n^m\) are generalised Laguerre polynomials. We have explicitly written out the magnetic length \(l_B^2 = N/(2\pi M)\). The Landau level is given by the index \(n\), whilst \(k\) and \(m\) give the linear and angular momentum degrees of freedom respectively in each gauge. The Landau gauge wavefunctions are similar to the perturbed Hofstadter lattice wavefunctions considered earlier.

Both sets of wavefunctions are complete, and so a wavefunction written in the symmetric gauge can always be expressed as a linear combination of Landau gauge wavefunctions, multiplied by a gauge transform factor \(e^{i\chi(x,y)}\). In this way, we can write the transformations

\[
e^{-\frac{inMky}{N}} \psi_{n,m}^{\text{SG}}(x,y) = \int dk B_m(k) \psi_{n,k}^{\text{LG}}(x,y),
\]

\[
e^{-\frac{inMky}{N}} \psi_{n,k}^{\text{LG}}(x,y) = \sum_m B_m^*(k) \psi_{n,m}^{\text{SG}}(x,y).
\]

It is simple to verify that the required \(B_m(k)\) functions are given by

\[
B_m(k) = \sqrt{\frac{N}{2\pi^2 M}} \frac{1}{\sqrt{2^{m+1} m!}} H_m \left[ \sqrt{\frac{N}{2\pi M}} k \right] e^{-\frac{\pi^2 N}{N}},
\]

and hold for all Landau levels (i.e. they are independent of \(n\)). We represent this gauge transformation in terms of operators as

\[
|n,m\rangle = \hat{B} |n,k\rangle.
\]

Using this, we can relate quantities calculated in the Landau gauge to the same quantities calculated in the symmetric gauge.

On the lattice, we have shown that the Bloch wavefunctions are not true continuum functions but rather are periodic, oscillate in amplitude and have corrections from higher Landau levels. However, we can obtain semi-localised Wannier functions that are analogous to the Landau gauge states of the continuum by simply taking the repeating part of the Bloch wavefunction. These
are related to the Wannier functions of Qi in Ref. 11—see Section IX for a full discussion of this.

We return to the perturbed Hofstadter wavefunctions from Eq. (22) and centre them at the origin, to find

\[ \tilde{\psi}_{0,k}^{L} (r) = e^{-2\pi isy/Q} \sum_{\lambda=0}^{Q-1} A_j \tilde{\psi}_{0,k}^{jLG} (x,y) \delta_{\lambda}^{(Q)}. \tag{25} \]

In this expression, \( \tilde{\psi}_{0,k}^{jLG} (x,y) \) is a Landau gauge wavefunction that has been perturbed according to the perturbation series given previously. The initial phase factor of \( e^{-2\pi isy/Q} \) is necessary for the centre wavefunctions to agree with the standard definitions of \( \tilde{\psi}_{0,k}^{LG} (x,y) \) given in Eq. (24)—it arises when we translate a wavefunction with \( s \neq 0 \) to the origin.

In terms of operators Eq. (25) may be written

\[ |\tilde{n}, k, s \rangle = e^{-2\pi isy/Q} U_s |n, k\rangle. \]

We can transform this to the symmetric gauge by acting with the operator \( B \) (which commutes with \( U^\dagger \)) so that

\[ |\tilde{n}, m, s \rangle = e^{-2\pi isy/Q} \tilde{B} U_s |n, k\rangle \]

This is equivalent to multiplying Eq. (25) by the function \( B_{n,k}(r) \) and integrating over \( k \). We find

\[ \tilde{\psi}_{0,k}^{s} (r) \rightarrow \tilde{\psi}_{0,m}^{s} (r) \]

\[ = e^{-2\pi isy/Q} \sum_{\lambda=0}^{Q-1} A_j \tilde{\psi}_{0,m}^{jSG} (x,y) \delta_{\lambda}^{(Q)} \]

In this way, we have transferred the sublattice structure described by \( \lambda \) to the symmetric gauge.

By introducing this transformation, we are free to use whichever gauge we choose. The Landau gauge basis \(|\tilde{n}, k\rangle\) is useful for calculating the Chern number (see Appendix I), for justifying the no-tunnelling approximation, and for many-body calculations on a torus. The symmetric gauge basis \(|\tilde{n}, m\rangle\) is useful for comparing the many-body calculations in the disk geometry and for calculating pseudopotentials. For small \( m \), the symmetric gauge states are fairly localised, and so these are the states that will be of interest for short-ranged interactions.

### B. Haldane Pseudopotentials

We can use the symmetric gauge wavefunctions to directly calculate the Haldane pseudopotentials. We first form two-particle states of relative angular momentum \( L \),

\[ \tilde{\psi}_{0}^{L,s_1s_2} (r_1r_2) = \sum_{\{m_1, m_2\}} D_{m_1m_2}^{L} \tilde{\psi}_{0,m_1}^{s_1} (r_1) \tilde{\psi}_{0,m_2}^{s_2} (r_2), \]

where

\[ D_{m_1m_2}^{L} = |m_1 \rangle \otimes |m_2 \rangle \langle L |. \]

are the appropriate Clebsch-Gordan coefficients (given explicitly in Appendix I). We have set the centre of mass angular momentum \( M = 0 \) without loss of generality, as this remains conserved even in the presence of the lattice. Next, we calculate the overlap integrals with our chosen interaction. From the form of the wavefunctions in Eq. (26), we see that the overlap integral will involve a sum of terms corresponding to each \( \lambda \), and that the combination of initial phase factors will ensure that \( \Sigma s \) is conserved modulo \( Q \).

In practice we can ignore the implicit transformation that is occurring between Landau and symmetric gauges and instead just read off our perturbation series in the symmetric gauge (remembering to separately enforce \( \Sigma s = 0 \mathrm{mod} Q \)). The pseudopotentials again have matrix indices that indicate \( L \) and \( L' \), but now also possess a species degree of freedom given by \( s \),

\[ V_{\{s_i\}}^{LL'} = \delta_{\Sigma s} (L) U_{i_1j_1} U_{j_2i_2} V (z_i - z_j) U_{i_3j_3} U_{j_4i_4} |L'\rangle. \]

The \( U_{i} \) are the single particle unitary operators defined earlier which apply the perturbation due to the lattice and the labels \( s_i \) take at least \( Q \) different values depending on the size of the unit cell.

For the purposes of calculation we use centre of mass and relative coordinates rather than particle coordinates—full definitions of these are given in Appendix I. Since the unitary operators \( U^\dagger \) mix in components from higher Landau levels, the general two-body state that we must consider is \(|L; M; Y, Z\rangle\), where \( L \) and \( M \) are the relative and centre of mass angular momenta and \( Y \) and \( Z \) are the relative and centre of mass Landau levels. Terms in a pseudopotential calculation then involve the general overlap integral

\[ \langle L; M; Y, Z | \delta (z_i - z_j) |L'; M'; Y', Z'\rangle = (-1)^{L+L'} \frac{4\pi l_B^2}{\delta_{YY'} \delta_{ZZ'} \delta_{MM'}} \]

where a proof of the right hand side can be found in Appendix I. An explicit pseudopotential calculation is given in Appendix I.

In the \( \phi = M/N \) case the \( M/N \rightarrow 0 \) limit connects precisely to the continuum, and so we should recover continuum pseudopotential coefficients to zeroth order (i.e. only \( V^{00} \) should be non-zero for the delta function interaction). As we switch on the lattice (i.e. as we go to non-zero \( M/N \)), other elements in the pseudopotential matrix will become non-zero, with each element given by a perturbation series in powers of \( M/N \). For general \( P/Q \) there is no exact continuum limit, but we can use what we know about pseudopotentials to predict which many-body states will be energetically favoured. In the next section we give the pseudopotential matrices for \( \phi = 1/2 \pm M/N \) and \( \phi = 1/3 \pm M/N \).
VII. PSEUDOPOTENTIAL MATRICES

The pseudopotential matrix for a delta function interaction with $\phi = 1/N$ was given in Section [III] and extends to a general small $\phi = M/N$ under the substitution $\delta = 1/N \rightarrow M/N$. Below we give pseudopotential matrices near to other simple flux fractions and interactions, and assume that $\delta = M/N \ll 1$ throughout.

A. $\phi = 1/2 \pm \delta$

Near $\phi = 1/2$, there are four types of two-particle states, described by $s_1, s_2 \in \{00, 01, 10, 11\}$. However, as mentioned previously, only interactions which conserve $s$ modulo two are non-zero. Below, we give the three distinct pseudopotential matrices—all others can be derived from these. Equivalent matrices are defined under the substitutions $s_i \rightarrow s_i + r$ for integer $r$ (where the transformed $s_i$ are defined modulo $n_s$). The matrix $V^{LL'}_{0101}$ differs from $V^{LL'}_{0101}$ only in the $V^{11}$ element, which picks up a minus sign due to the symmetry of the two-particle basis states [Eq. (16)].

We give the even columns and rows corresponding to $L, L' \in \{0, 2, 4, 6, 8\}$, but also give the $L = 1$ and $L' = 1$ elements (bordered by lines) since the $(1, 1)$ entry can now be non-zero. Although we cannot usually form bosonic continuum states with $L = 1$, we now have two distinct particle species, and so a two-particle state formed from both species is not prohibited by particle statistics.

Motivated by Ref. [15], we note that pseudopotential matrices are simplified if we define the new basis states

$$\psi_{0,m}^{\pm} = \frac{1}{\sqrt{2}} (\psi_{0,m}^{0} \pm i\psi_{0,m}^{1}).$$

The pseudopotential matrices in this basis are given below using the same notation as before. Equivalent matrices may now be obtained under the exchange $+ \leftrightarrow -$ and by noting that $V^{11}_{+++} = -V^{11}_{++-}$ from the symmetry of the basis states:
At zeroth order we see that only the species-conserving terms $V^{00}$, $V^{0+}$, and $V^{+0}$ are non-zero, and are equal. In general, angular momentum is conserved modulo 4 for species-conserving interactions, but is only conserved modulo 2 for an umklapp interaction. We discuss possible ground states for these pseudopotentials in Section IX.

### B. $\phi = 1/3 + 1/N$

Below, we give the three distinct pseudopotential matrices for $\phi = 1/3 + 1/N$ to first order in $1/N$. Other pseudopotential matrices equivalent to the ones given below may be obtained under the substitutions $s_i \rightarrow s_i + r$, where $r$ is an integer, and by noting that $V^{LL'}_{1200} = \left(V^{L'L}_{0012}\right)^T$. Only even columns (corresponding to $L, L' \in \{0, 2, 4\}$) are shown:

\[ V^{LL'}_{0000} = \begin{pmatrix} 6 + \sqrt{3} & -3\sqrt{3} + \sqrt{2} & 9\sqrt{2} + 2\sqrt{6} \\ \frac{-3\sqrt{3} + \sqrt{2}}{16} & \frac{9\sqrt{2} + 2\sqrt{6}}{128} \\ \frac{9\sqrt{2} + 2\sqrt{6}}{128} & 0 & 0 \end{pmatrix} \]

\[ V^{LL'}_{0101} = \begin{pmatrix} 6 - \sqrt{3} & 3\sqrt{3} + \sqrt{2} & 9(2\sqrt{2} - \sqrt{3}) \\ \frac{3\sqrt{3} + \sqrt{2}}{32} & \frac{9(2\sqrt{2} - \sqrt{3})}{256} \\ \frac{9(2\sqrt{2} - \sqrt{3})}{256} & 0 & 0 \end{pmatrix} \]

\[ V^{LL'}_{0012} = \begin{pmatrix} \sqrt{2} & \frac{\sqrt{2}}{8} & \frac{9\sqrt{2}}{128} \\ \frac{-3\sqrt{3} + \sqrt{2}}{16} & \frac{9\sqrt{2} + 2\sqrt{6}}{128} & 0 \\ \frac{9\sqrt{2} + 2\sqrt{6}}{128} & 0 & 0 \end{pmatrix} \]
We have not been able to find a single-particle rotation that simplifies the pseudopotential matrices near to $\phi = 1/3$. Nevertheless, we make some suggestions for the supported many-body ground state in Section IX.

C. $\phi = 1/3 - 1/N$

We again give the three distinct pseudopotential matrices to first order in $1/N$, but corrections now appear at half order in $1/N$. Columns and rows corresponding to $L, L' \in \{0,1,2,4\}$ are shown, with the $L = 1$ and $L' = 1$ elements bordered by lines. Equivalent pseudopotential matrices may be obtained under the substitutions $s_i \to s_i + r$ where $r$ is an integer. We again note that $V_{1200}^{LL'} = (V_{0012}^{LL'})^T$, but now due to the symmetry of the basis states, the $L = 1$ row picks up a minus sign under the interchange of the first two $s$ indices, and the column $L' = 1$ picks up a minus sign under the interchange of the last two $s$ indices:

\[
\begin{pmatrix}
\frac{6+\sqrt{3}}{4} & 0 & -\frac{5(\sqrt{3}-3\sqrt{6})}{16} & \frac{9(\sqrt{3}+2\sqrt{6})}{128} & \frac{(\pi\delta)}{2} \\
0 & 0 & 0 & 0 & 0 \\
-\frac{5(\sqrt{3}-3\sqrt{6})}{16} & \frac{(\pi\delta)}{2} & 0 & 0 & 0 \\
\frac{9(\sqrt{3}+2\sqrt{6})}{128} & \frac{(\pi\delta)}{2} & 0 & 0 & 0 \\
\end{pmatrix},
\]

\[
\begin{pmatrix}
\frac{6-\sqrt{3}}{8} & -\frac{(9-5\sqrt{3})}{2} & \frac{(3\sqrt{3}-\sqrt{6})}{8} & \frac{5(\sqrt{3}-3\sqrt{6})}{32} & \frac{9(\sqrt{3}+2\sqrt{6})}{256} & \frac{(\pi\delta)}{2} \\
-\frac{(3\sqrt{3}-\sqrt{6})}{8} & \frac{(9-5\sqrt{3})}{2} & 0 & 0 & 0 & 0 \\
\frac{5(\sqrt{3}-3\sqrt{6})}{32} & \frac{(3\sqrt{3}-\sqrt{6})}{8} & 0 & 0 & 0 & 0 \\
\frac{9(\sqrt{3}+2\sqrt{6})}{256} & \frac{(9-5\sqrt{3})}{2} & 0 & 0 & 0 & 0 \\
\end{pmatrix},
\]

\[
\begin{pmatrix}
\frac{\sqrt{3}}{4} + \frac{(21-13\sqrt{3})}{4} & \frac{(2\sqrt{3}-3\sqrt{6})}{4} & \frac{(2\sqrt{3}+\sqrt{6})}{8} & \frac{(2\sqrt{3}+\sqrt{6})}{8} & \frac{9(\pi\delta)}{128} & \frac{(\pi\delta)}{2} \\
0 & \frac{(2\sqrt{3}-3\sqrt{6})}{4} & \frac{(2\sqrt{3}+\sqrt{6})}{8} & \frac{(2\sqrt{3}+\sqrt{6})}{8} & 0 & 0 \\
\frac{(31\sqrt{3}-17\sqrt{6})}{16} & \frac{(21-13\sqrt{3})}{4} & \frac{(2\sqrt{3}+\sqrt{6})}{8} & \frac{(2\sqrt{3}+\sqrt{6})}{8} & 0 & 0 \\
\frac{9(\sqrt{3})}{128} & \frac{(2\sqrt{3}+\sqrt{6})}{8} & \frac{(2\sqrt{3}+\sqrt{6})}{8} & \frac{(2\sqrt{3}+\sqrt{6})}{8} & 0 & 0 \\
\end{pmatrix}.
\]

VIII. EXTENSIONS

A. General Lattices

A Harper-like discrete Schrödinger equation can be derived for many closely related models, and the perturbative approach outlined above follows accordingly. In Appendix J we consider the anisotropic square lattice, the square lattice with next-nearest-neighbour hopping and the triangular lattice, giving the discrete Schrödinger equation in each case, along with the energy bands and wavefunction corrections for vanishing flux. In each case we find that the wavefunctions include the higher Landau Level corrections that allow them to adopt the symmetry of the lattice ($|n\pm2|$ for the anisotropic square lattice and $|n\pm6|$ for the triangular lattice). For the triangular lattice the wavefunction corrections occur at second order, and so perturbatively this lattice is ‘closer’ to the continuum.

B. Higher Hofstadter Bands

Pseudopotentials extend easily to higher Hofstadter bands through the inclusion of additional ladder operators. The overlap integrals we are interested in are then

\[
V_{P_{ph,LL}}^{LL'} = \langle N_L, 0; 0, 0 \mid \frac{a_j^P}{\sqrt{P!}} \frac{a_j^P}{\sqrt{P!}} U_{i,j} \delta (z_1 - z_2) \times \frac{a^+_i}{\sqrt{P!}} \frac{a^+_i}{\sqrt{P!}} |N_L', 0; 0, 0 \rangle.
\]

We may rewrite the ladder operators in our relative and centre of mass coordinate basis, but the procedure in general remains the same as for the lowest band. We find that the wavefunction corrections have larger coefficients for higher bands, but that there are more stringent conditions on $N$ for the flat band limit to be valid.
C. General Interactions

In order to consider fermions and more realistic systems, we need to go beyond the simple delta function interaction. Since we are on a lattice, it is natural to generalise the on-site interaction to a site-site interaction, \( V(z_1, z_2) = U \delta (z_1 - z_2 - (u + iv)) \), with \( u + iv \) the relative lattice vector of the interaction. On its own, this extends the approach to systems with, for example, nearest-neighbour exchange interactions. For long-range (e.g., Coulombic) interactions, matrix elements can be calculated by summing over weighted site-site interactions using

\[
V(z_1, z_2) = \sum_{u,v} U(u, v) \delta (z_1 - z_2 - (u + iv)),
\]

where \( U(u, v) \) is the amplitude of the interaction between sites separated by a displacement \( u + iv \). Pseudopotential matrix elements for a general interaction can then be calculated through

\[
V_{LL'}^{s_1s_2s_3s_4} = \sum_{u,v} U(u, v) \times \langle L; s_1, s_2 | \delta (z_1 - z_2 - (u + iv)) | L'; s_3, s_4 \rangle,
\]

where the expectation value under the summation is a pseudopotential for a site-site interaction, \( V_{LL'}^{s_1s_2s_3s_4} \). We outline the procedure to calculate these quantities below and give a full derivation of the final expression in Appendix K.

A shift in the delta function has three effects on the interaction matrix elements. First, the continuum-like wavefunctions are shifted relative to one another. We take this into account by acting on the wavefunctions with a translation operator \( \hat{T}_{u+iv} \) that shifts the relative coordinate \( z_R \rightarrow z_R + u + iv \), and by then setting \( z_R \) to zero. This operator involves the complex derivatives,

\[
\hat{\delta}_{z_R} = \left( \hat{L} - \hat{Y}^\dagger \right)/4l_B, \quad \hat{\delta}_{\bar{z}_R} = \left( \hat{Y} - \hat{L}^\dagger \right)/4l_B,
\]

which mix relative angular momentum states (see Appendix H for operator definitions). As long as \( |u + iv| \ll l_B \sim \sqrt{N} \) then this gives a valid perturbation series for the initial and final wavefunctions. This operator should act in addition to the perturbation from the lattice and is written explicitly as

\[
\hat{T}_{u+iv} = e^{(u+iv)(L-Y^\dagger)/(4l_B)+(u-iv)(Y-L^\dagger)/(4l_B)}.
\]

The second effect of the delta function (for \( Q \geq 2 \)) is to mix the different sublattice components of the wavefunction: amplitudes on different lattice sites are derived from different perturbation series. This effect is not captured by the (continuum) Taylor series approximation using \( \hat{T} \), so we must enforce \( \delta_{x_i,x_j}+u \) when expanding the wavefunction components instead of the usual \( \delta_{x_i,x_j} \).

Finally, there is a phase factor which comes from shifting \( y \) in each wavefunction. This is given by \( e^{\pi i v(s_3-s_4+s_2-s_1)} \) as shown in Appendix K. Overall, the pseudopotential matrix for a site-site interaction is given by the perturbative expression

\[
V_{s_1s_2s_3s_4}^{LL',u+iv} = e^{\pi iv(s_3-s_4+s_2-s_1)} \left[ \hat{T}_{u+iv} U_{s_3s_2}^{\dagger} | L'; 0, 0 \rangle \right] \times \delta_{x_i,x_j} \delta(z_R) \left[ \hat{T}_{u+iv} U_{s_3s_4}^{\dagger} | L; 0, 0 \rangle \right].
\]

We give the pseudopotential matrix elements for a nearest-neighbour interaction with \( \phi = M/N \) in Appendix K.

IX. DISCUSSION

A. Many-body Energy Spectra

In this section we discuss some possible uses for our perturbative method—although we leave a full investigation of these applications to elsewhere.

One natural use is in the calculation of energy spectra and wavefunctions. The single-particle energy levels we calculated previously describe the Landau level-like features of the (non-interacting) Hofstadter Butterfly very well. To find the many-body energy levels, we must diagonalise a suitable many-body Hamiltonian. For the case of Hofstadter bosons in an optical lattice, the Hamiltonian we should diagonalise is (up to a chemical potential shift)

\[
\hat{H} = \sum_{i<j} \sum_{LL'} \sum_{s} V_{s_1s_2s_3s_4}^{LL',u+iv} | L; i, j; s_1s_2 \rangle \langle L'; i, j; s_3s_4 \rangle + V_h \sum_r |r|^2 \hat{n}_r,
\]

where \( | L; i, j; s_1s_2 \rangle \) is a two-particle state with relative angular momentum \( L \) and species indices \( s_1, s_2 \). The term \( V_h = \sum_r |r|^2 \hat{n}_r \) is a harmonic potential which confines the bosons to the centre of the trap.

We numerically diagonalise this Hamiltonian for three particles in the small field case and plot the result in Figure 3. Since angular momentum is no longer conserved, we must impose a cut-off on the maximum allowed single-particle momentum (otherwise the calculation would involve an infinite number of states): physically, the higher angular momentum states will be suppressed by the harmonic trap. Increasing this cutoff will allow more states to be observed in the spectrum, but this does not significantly affect the low-lying states. Angular momentum is conserved modulo four (as expected from the \( C_4 \) symmetry of the square lattice), and so there are only four possibilities on the \( x \)-axis in the figure.

The spectrum is shown for both \( N = 10^6 \) (which is ‘close’ to the continuum limit) and \( N = 5 \)—we recall that in our approximation we ignore the effect of the bandwidth, which is exponentially small in \( N \). Both spectra have the bosonic Laughlin \( \nu = 1/2 \) state as the ground state, which is located at momentum \( 6 = 2 \) modulo 4 for three particles. The other low-lying states are
edge modes that have degeneracy \{1, 1, 2, 3, 4, 5, 7\}, as expected for three particles from the hydrodynamic Luttinger liquid edge theory\textsuperscript{93}. The degeneracy is broken by the presence of the lattice, but it is likely that the states themselves are still well-described by the edge state picture due to the small coefficients in the pseudopotential matrix. The bulk states that lie above these edge states by the interaction energy scale are not shown here.

This is the spectrum we would expect to be observed in experimental realisations of the Hofstadter model, where the system particles (cold atoms) are trapped by a weak harmonic potential. The spectra show good qualitative agreement with the exact diagonalisation studies of bosonic Laughlin edge states carried out in Ref.\textsuperscript{17} where the eigenstates are also shown to have a good overlap with the analytic edge states expected from the chiral Luttinger liquid theory. Similar angular momentum spectra have also been observed in numerical studies of other Chern insulator models.\textsuperscript{94}

Since lattice calculations are computationally demanding for large numbers of particles, the pseudopotential approach may be useful for computing accurate numerical energy spectra with a much smaller set of (angular momentum) basis states. For \(\phi \approx P/Q\), there will be \(Q\) particle species to consider.

We are also able to apply our results to the torus geometry, as is more common in the context of Chern insulators. In this case it is useful to consider the linear momentum states \(|\mathbf{k}\rangle\) and interaction matrix elements \(V_{\mathbf{k}1\mathbf{k}2\mathbf{k}3\mathbf{k}4}\) as defined in the Landau gauge.

A useful diagnostic tool in the study of Chern insulators is the two-particle energy spectrum, which exhibits bands that are analogous to the Haldane pseudopotentials.\textsuperscript{95} This analogy can be seen directly through our pseudopotential matrices. For example, diagonalising the zeroth order pseudopotential matrix for \(\phi \approx 1/2\) yields three bosonic excited states with relative angular momentum \(L = 0\). These may be written in the rotated basis as

\[
\{|++\rangle, |-\rangle, (|+-\rangle + |--\rangle)/\sqrt{2}\}
\]

and have respective energies

\[
V/(4\pi l_s^2) \times \{1, 1, 2\}.
\]

In the two-particle spectrum on a torus, these excited states would correspond to bands in \(\mathbf{k}\)-space with an energy ratio of \(1:2\) and degeneracy ratio of \(2:1\). As \(N\) is made finite, these bands would gain structure from the lattice corrections, but may still be interpreted as arising from the \(V^{00}\) pseudopotential element.

Similarly, for vanishing flux, the two-particle spectrum should show a single band, and for \(\phi \approx 1/3\) the spectrum should show two sets of bands with energy ratio \(1:3\) and degeneracy ratio \(3:3\). We leave a full study of the many-body Hofstadter spectrum on a torus to elsewhere.

### B. Many-body Wavefunctions

The first order corrections to a known many-body wavefunction due to the effects of the lattice may be found simply by substituting the single particle perturbation series into the unperturbed wavefunction \(\psi(\{z_i\})\) (provided any degeneracy is properly accounted for). For example, the \(\nu = 1/2\) state with \(\phi = 1/N\) becomes

\[
\tilde{\psi}_{\nu=1/2}(\{z_i\}) = \prod_{1 \leq j \leq D} U_j^\dagger \psi_{\nu=1/2}(\{z_i\})
\]

where \(\psi_{\nu=1/2}(\{z_i\})\) is the continuum \(\nu = 1/2\) state, \(D\) is the number of particles, and \(U_j^\dagger\) is the perturbation operator defined previously acting on particle \(j\). This substitution works to first order because the only first-order elements in the pseudopotential matrix mix states with \(L = 0\) and \(L = 4\), and no pair of particles has relative angular momentum \(L = 0\) in the Laughlin ground state. In this way, the only corrections come from changes in the single-particle wavefunctions.

To find corrections at higher order, we must diagonalise the full many-body Hamiltonian (e.g. Eq.\textsuperscript{29}) and consider the resulting eigenstates. The general many-body wavefunctions therefore have corrections due to (i) perturbative corrections to the single-particle eigenstates and (ii) changes in the relative weights of the non-interacting states, which are characterised by the pseudopotential matrix. Our own preliminary numerical studies for small \(\phi = 1/N\) show that the wavefunctions produced in this way are very similar to the wavefunctions produced through exact diagonalisation of the Hofstadter lattice Hamiltonian\textsuperscript{99}.

We note that the authors of Ref.\textsuperscript{16} also considered bosonic Laughlin states on a lattice and compared the wavefunction overlap with the exact many-body state obtained from numerics. They observed substantial overlap (greater than 0.95) up until \(\phi \approx 1/3\). We expect our perturbative wavefunctions to display similar overlap.
features with the exact lattice eigenstates, except that they should be algebraically more accurate (in $1/N$) in the large $N$ regime. According to the results given previously, the true many-body wavefunction should have both algebraically and exponentially small corrections, viz.

$$|\text{GS}\rangle = N \left[ |\text{GS}_0\rangle + \frac{a}{N} |E_a\rangle + be^{-\delta N} |E_e\rangle \right].$$

In this expression, $|\text{GS}_0\rangle$ is the unperturbed many-body (Laughlin) ground state, $|E_{a,e}\rangle$ contains, respectively, all of the algebraically and exponentially small wavefunction corrections, and $N$ is an overall normalisation constant. The overlap of the Laughlin ground state, $|\text{GS}\rangle$, with the exact lattice eigenstates, except that $N$ is an overall normalisation constant. The overlap of the Laughlin description, $|\text{GS}\rangle = |\text{GS}_0\rangle + \frac{a}{N} |E_a\rangle$, contains all of the first order corrections and $a_1$ is a coefficient. This state has overlap with the exact state of

$$\frac{\langle \text{GS}_0 | \text{GS} \rangle}{\sqrt{\langle \text{GS}_0 | \text{GS}_0 \rangle \langle \text{GS} | \text{GS} \rangle}} = 1 - O(1/N^2) - O(e^{-\delta N}),$$

where there is no correction at $O(1/N)$ because the first order perturbative correction is orthogonal to the ground state.

Perturbation theory allows us to capture the algebraic corrections to the Laughlin wavefunction. At first order, by perturbing the component single-particle wavefunctions as described in Eq. 30, the approximate many-body wavefunction exactly captures the first-order algebraic corrections,

$$|\text{GS}_1\rangle = |\text{GS}_0\rangle + \frac{a_1}{N} |E_{a_1}\rangle,$$

where $|E_{a_1}\rangle$ contains all of the first order corrections and $a_1$ is a coefficient. This state has overlap with the exact state of

$$\frac{\langle \text{GS}_1 | \text{GS} \rangle}{\sqrt{\langle \text{GS}_1 | \text{GS}_1 \rangle \langle \text{GS} | \text{GS} \rangle}} = 1 - O(1/N^3) - O(e^{-\delta N}),$$

and so is $O(1/N)$ more accurate than the unperturbed Laughlin state. In principle, higher order perturbative wavefunctions could be used to give even better overlap with the exact state, but this would require the diagonalisation of a many-body interaction matrix.

For small field values our perturbative wavefunctions should therefore be algebraically more accurate than the continuum Laughlin states (albeit with a small coefficient). For $\phi \approx 1/3$ our flat-band approximation scheme would start to break down, the exponential corrections would become significant, and the overlap would decay as found in Ref. 16. However, the topological nature of the ground state is expected to persist beyond the breakdown of the Laughlin description.

For $\phi \approx P/Q$ the situation is more complicated. We noted that with $\phi \approx 1/2$, a convenient basis change completely removes the umklapp terms to zeroth order. In this way, each species individually behaves like the $\nu = 1/2$ Laughlin state, and the complete system behaves like the Halperin-221 state.

$$\psi_{221} \left( \{ z_i^{\pm} \} \right) \sim 3 \prod_{i<j} (z_i^+ - z_j^+)^2 (z_i^- - z_j^-)^2 \prod_{i,j} (z_i^+ - z_j^-)$$

where $z_i^\pm$ is the (complex) position of the $i$th particle with rotated species index $\pm$. In fact, to zeroth order, any unitary rotation of the species produces a Halperin-221 state with the same density and energy (zero), and so any of these states is an equally valid ground state. This includes a 221 state formed from the ‘unrotated’ species, previously labelled by 0 and 1.

Turning on the lattice breaks this degeneracy and also breaks rotational symmetry, meaning the 221 state is no longer an exact eigenstate. However, it is unlikely that the many-body state changes significantly for small $\delta$ due to the small coefficients in the pseudopotential matrix.

For $\phi \approx 1/3$ there does not appear to be a single-particle species rotation that completely removes the zeroth-order Umklapp terms. Nonetheless, any Halperin-222111 state formed from three orthogonal species is an allowed zero-energy ground state at lowest order. We recall that in this case (and for larger values of the denominator $Q$) there will generally also be corrections to the wavefunction at half-integer powers of $1/N$.

The discussion above considers states in the disk geometry, but this may be adapted to the torus by instead considering perturbed linear momentum states $|k_i\rangle$ and interaction matrix elements $V_{k_i,k_j,k_k,k_l}$. In this case, there will be a subtle dependence on the size of the system, since species may map into one another across the boundary—the many body states will in general be analogous to the colour-entangled Halperin states of Ref. 99 with our species labels corresponding to colour.

Reference 99 considers the specific colour-entangled states formed when layers of the Hofstadter model (each individually corresponding to small flux densities) are stacked together in different conformations. The resulting many-body states have a non-trivial ground state degeneracy that depends on the stacking arrangement and system size. These features also determine whether the states may be interpreted as a single-layer system or a multi-layer system. This is similar to our findings for flux values $\phi \approx P/Q$, where the non-interacting states act like $Q$ copies of a Landau level. The precise form of the fraction $\phi = p/q$ determines how the effective Landau levels are connected (in a similar way to the stacking of single Hofstadter layers in Ref. 99). This feature, in conjunction with the length of the system modulo $Q$, will determine the degeneracy (and colour entanglement properties) of the many-body eigenstates on a torus.

C. Relation to Wannier Orbitals and Lattice Dislocations

Recent work by Qi and others \cite{100,101} represents FCI states in terms of Wannier functions, which are wave-
functions that have been quasi-localised through a suitable unitary transformation acting on the Bloch states. In contrast to non-topological bands, where the wavefunction is single-valued in the Brillouin zone, Wannier states for bands with Chern number \( C \neq 0 \) can only be localised in one direction. The perturbative wavefunctions we have described above are localised in the \( x \)-direction, and we might wonder how they relate to such Wannier functions, if at all.

Defining the Bloch state of a Chern band as \( \psi_k(r) = e^{ik \cdot r} \psi_k(r) \) (with \( \psi_k(r) \) periodic in \( r \)), the one-dimensional Wannier states are given by

\[
|W(k_y, R)\rangle = \int \frac{dk_x}{\sqrt{2\pi}} e^{-ik_x R} e^{i\varphi(k_x, k_y)} |\psi_k\rangle,
\]

where \( R \) is the position of a unit cell in the \( x \)-direction (here assuming the unit cell spacing is one). Several choices of the phase \( \varphi(k_x, k_y) \) are possible, but the choice that leads to maximum localisation in the \( x \)-direction is \( \varphi(k_x, k_y) = \frac{k_y}{2\pi} \int_0^{2\pi} a_y(0, p_y) dp_y - \int_0^{k_y} a_y(0, p_y) dp_y \)

\[
+ \frac{k_x}{2\pi} \int_0^{2\pi} a_x(p_x, k_y) dp_x - \int_0^{k_x} a_x(p_x, k_y) dp_x,
\]

where \( a_i(k) \equiv -i \langle u_k | \partial_k | u_k \rangle \) is the (gauge-dependent) Berry connection. A notable feature of the Wannier states is that the centre of mass position of each (in terms of the unit cell spacing) is given by

\[
x_R(k_y) = \langle W(k_y, R)| \hat{x} | W(k_y, R)\rangle = R - \frac{1}{2\pi} \int_0^{2\pi} a_x(p_x, k_y) dp_x.
\]

Defining the single variable \( K = k_y + 2\pi R \), the centre of mass moves continuously to the right as a function of \( K \) in a characteristic staircase manner (see, for example, Figure 1 of Ref. [41]).

In our approximation, we have ignored the exponentially small nonuniformity in the Berry curvature, which is what would lead to this staircase translation of the centre of mass. Instead, our centre of mass translates linearly with \( K \) as in the pure Landau level case and the additional phase \( \varphi(k_x, k_y) \) defined above is easily shown to vanish. If we were to form Wannier states from our Bloch wavefunctions given in Eq. (23), the Wannier transformation would simply undo the Fourier transform we have put in by hand, and would return the local, perturbative wavefunctions that we derived in Section V

\[
\langle x, y | W(k_y, R)\rangle = e^{ik_y y} \tilde{\psi}^*_l(k_y) \left( x - \frac{k_y N}{2\pi M} - s N \frac{Q}{QM} - R \right).
\]

Here, \( \tilde{\psi}^*_l(k_y) \) is the \( x \)-dependent wavefunction from Eq. (21) and \( R \equiv mq \) is the location of the \( m \)th magnetic unit cell. In this way, the true Wannier states of the Hofstadter model tend towards our perturbative wavefunctions in the limit \( N \to \infty \), assuming that some finite temperature or interaction energy overcomes the exponentially small splitting within the subband.

Since we have assumed flat Berry curvature, resulting in the trivial Wannier phase \( \varphi(k_x, k_y) = 0 \), the perturbative Wannier states constructed above do not suffer from the finite-size orthogonalisation problems exhibited by the true Wannier states (see the discussion in Ref. [17]). Instead, perturbative Wannier functions corresponding to different \( (k_y, R) \) are orthogonal up to exponentially small corrections (in \( N \)) due to the Gaussian tails permeating into neighbouring cells. The trade-off is that our perturbative states neglect to capture the interesting behaviour that accompanies Berry curvature fluctuations, and the exact form of the wavefunctions is only accurate in the large \( N \) limit.

For \( Q \geq 2 \) there will be several Wannier orbitals per unit cell, each labelled by a species index \( s \) (this is in addition to the higher energy Wannier orbitals labelled by the Landau level index \( l \)). As noted previously, these states will take different smooth forms on each \( x \)-sublattice (defined by \( \lambda \)).

Barkeshli, Wen and Qi have considered multilayer systems analogous to these in the presence of lattice dislocations. Since the wavefunction amplitude depends sensitively on the site index in the \( x \)-direction, translating a Wannier state around a dislocation in the \( x \)-direction will permute the sublattices, and so permute one species into another (see Figure 7). This property of the system changes its effective topology: if we have two such defects in a bilayer system, then the layers become connected through a wormhole and the system gains a topological degeneracy.

Multilayer systems formed from stacked Hofstadter layers were considered in this context in Ref. [99] as discussed briefly at the end of Subsection IX B. Such systems appear to form a natural setting in which to observe these topological defects and associated ‘topological nematic states’; we expect these features to correspond directly to the multilayer states we observe near to \( \phi \approx P/Q \).

In our case, we do not need to translate the wavefunction around an entire \((N \times 1)\) unit cell: we only need to translate it around the dislocation, which is on the order of the lattice spacing. Translation around a lattice dislocation with Burgers vector \( b = b_x \hat{x} + b_y \hat{y} \) will move the wavefunction weight formerly associated with sublattice \( \lambda \) onto sublattice \( \lambda' = \lambda + b_y \). If we consider the action of magnetic translation operators, we see that this is equivalent to changing \( s \to s - Pb_x \) and \( k_y \to k_y + 2\pi b_x/Q \). Defining this translation around the dislocation by the operator \( \hat{O}(b) \), we find

\[
\hat{O}(b)|\tilde{n}, k_y, s\rangle = |\tilde{n}, k_y + 2\pi b_x/Q, s - Pb_x\rangle
\]

where \( |\tilde{n}, k_y, s\rangle \) are the perturbative wavefunctions from Eq. (25).

If we wish to physically move the wavefunction around the defect, it makes more sense to consider the localised (for small enough \( m \)) symmetric gauge states discussed
earlier in Section VI rather than the Wannier states which are only semi-localised. In the symmetric gauge, translation around a dislocation leads to

\[ \hat{O}(b) |\hat{n}, m, s \rangle = |\hat{n}, m, s - Pb_x \rangle, \]

and again permutes wavefunctions with different \( s \)-indices into one another. We leave a full discussion of dislocations in the Hofstadter model to elsewhere.

X. CONCLUSIONS

We have presented a straightforward and systematic approach to the study of generalised Hofstadter models near to simple, rational flux fractions. Using this method, the single-particle energy levels and (multi-component) wavefunctions at any field strength may be expressed as a perturbation series in the deviation from the nearby simple fraction. We find, using a combination of analytic and numerical methods, that the nonuniformity in the Berry curvature is exponentially small. The main effect of the lattice in the context of fractional quantum Hall states is to break rotational invariance so that the wavefunctions take on the symmetry of the underlying lattice.

In deriving these perturbed wavefunctions we identify the subbands as the most useful structures of the Hofstadter model: with interactions turned on or at finite temperature, the constituent mini-bands will be blurred together and become unresolvable. Correspondingly, the total Chern number of the subband is the relevant topological quantity and in our approximation is shared equally between the constituent mini-bands.

From these single-particle states we can in turn calculate the Haldane pseudopotentials, which we find are connected smoothly to the pseudopotentials of the continuum. These interaction energies in principle give us all the information we need to find the supported many-body eigenstates. In particular, it is straightforward to generate numerical energy spectra for comparison with spectra that might be produced experimentally with cold atomic gases. More generally, knowledge of the pseudopotentials allows one to predict which of the known many-body FQHE states might be stabilised by the presence of a strong lattice.

We find near to \( \phi = 1/2 \) that the system behaves like a quantum Hall bilayer to lowest order, and the system also seems to exhibit multilayer properties near to other fractions. In these situations, lattice dislocations may endow the states with novel topological properties, an area which requires further investigation.

As we have seen, by varying the flux in the Hofstadter model, one can tune the relative importance of the lattice in the fractional quantum Hall effect and make analytical progress in the study of fractional Chern insulators. We hope that our work will stimulate new investigations of the Hofstadter model, including further study of the multi-layer states and systems with more realistic interactions.

In this paper we have also investigated the Berry curvature of Hofstadter bands. The Berry curvature is the antisymmetric part of a tensor whose symmetric part, the quantum metric tensor, has also been suggested as playing a role in the physics of FCIs. This quantity is worthy of further investigation in the context of the Hofstadter model. Finally, the uniformity of the Berry curvature in the lowest Hofstadter band suggests that this would be an attractive venue for the experimental realisation of an FCI state.
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Appendix A: Flat Bands in the WKB Approximation

In this appendix we use a semi-classical approach to explain the band-flattening exhibited by the Hofstadter model when \( \phi = 1/N \) and \( N \) is large. The Harper equation has been studied many times before using the WKB approximation, as outlined in Section 11A, we are most interested in applying the approach of Ref. 76 to the lowest band of the Hofstadter model for small flux. We extend Watson’s original calculation to consider the second order turning points in the lowest band, and use the resulting wavefunction to calculate the Berry curvature. We note that the flattening we consider here is different from the exactly flat bands and Berry curvature that arise in the Hofstadter model at certain special system sizes.

Beginning with the Harper equation \( \psi(x + 1/N) + \psi(x - 1/N) = 2 \cos[p(x)] \psi(x) \), and define \( x = m/N \) to rewrite the equation as

\[ \psi(x + 1/N) + \psi(x - 1/N) = 2 \cos[p(x)] \psi(x) \]
with
\[ p(x) = \cos^{-1} [-\epsilon/2 - \cos(2\pi x)] . \]

We have set \( k = 0 \) here as in the continuum approximation it merely applies a translation in the \( x \)-direction: this will be reinstated later.

Assuming a semiclassical solution, we solve for \( S_0 \) and \( S_1 \) using Harper’s equation to find the (oscillating and exponential) WKB solutions
\[
\psi_{\text{osc}}(x) = \frac{1}{\sqrt{\sin p(x)}} \exp \left[ \pm iN \int p(t) \, dt \right],
\]
\[
\psi_{\text{exp}}(x) = \frac{1}{\sqrt{\sinh \tilde{p}(x)}} \exp \left[ \pm N \int \tilde{p}(t) \, dt \right],
\]
with
\[ \tilde{p}(x) = \cosh^{-1} [-\epsilon/2 - \cos(2\pi x)] . \]

Turning points occur whenever \( p(x) = 0 \), or when \( x = \pm \beta, 1 \pm \beta, 2 \pm \beta \ldots \) with
\[ \beta = \frac{1}{2\pi} \cos^{-1} \left( -\frac{\epsilon}{2} - 1 \right) . \]

For the lowest band, the potential is so flat that two of these turning points coalesce to form a single, second order turning point. The exact solution in this region is a parabolic cylinder function \( (U \text{ and } V \text{ in the notation of Ref. [106])} \), which sews together parts of the wavefunction from either side of the crossing. We expand this parabolic cylinder function to large values of its argument to arrive at the formulae that connect exponential WKB solutions from the left- and right-hand side of the trough,
\[
\begin{pmatrix}
U(a, -\xi) \\
V(a, -\xi)
\end{pmatrix} = \begin{pmatrix}
-\sin(\pi a) & \frac{\pi}{\Gamma\left(\frac{1}{2} + a\right)} \\
\cos(\pi a) & \sin(\pi a)
\end{pmatrix} \begin{pmatrix}
U(a, \xi) \\
V(a, \xi)
\end{pmatrix},
\]

with definitions
\[ \epsilon = -4 + \xi \]
\[ b = 4\pi^2 \]
\[ \xi \equiv \xi(x) = (4\phi^{-2}b)^{1/4} x \]
\[ a = -(4b)^{-1/2} \phi^{-1} \xi \approx -\frac{1}{2} \]

From this, we propagate the WKB solution from the right-hand side of the trough across the classically forbidden region of the unit cell until we reach the next trough in the cosine potential. We can then impose Bloch periodicity on the entire wavefunction to obtain the band energy,
\[
\epsilon = -4 + \frac{2\pi}{N} - \frac{4}{N} \sqrt{\frac{\pi}{e}} e^{-\sigma} \cos(k x N),
\]
and periodic piecewise wavefunction
\[
\begin{align*}
\psi_{\text{osc}}(x) &= e^{-ik_n x} A \left( \frac{N}{2} \right)^{1/4} \left[ (2e)^{1/4} \left( 1 - \ln \frac{2}{2} \left( \frac{1}{2} + a \right) \right) U [\xi(x - k_y/(2\pi)), a] \\
&\quad + e^{-ik_n x} e^{-\sigma} (2e)^{-1/4} \left( 1 + \ln \frac{2}{2} \left( \frac{1}{2} + a \right) \right) \sqrt{\frac{\pi}{2}} V [\xi(x - k_y/(2\pi)), a] \right] \\
\psi_{\text{exp}}(x) &= e^{ik_n x} A \left( \frac{N}{2} \right)^{1/4} \left[ (2e)^{1/4} \left( 1 - \ln \frac{2}{2} \left( \frac{1}{2} + a \right) \right) U [\xi(x - k_y/(2\pi)) - \xi_1, a] \\
&\quad + e^{-ik_n x} e^{-\sigma} (2e)^{-1/4} \left( 1 + \ln \frac{2}{2} \left( \frac{1}{2} + a \right) \right) \sqrt{\frac{\pi}{2}} V [\xi(x - k_y/(2\pi)) - \xi_1, a] \right],
\end{align*}
\]

where the three pieces correspond to the regions
\[
(i) : 0 \leq x \leq \alpha \beta \\
(ii) : \alpha \beta \leq x \leq (1 - \alpha \beta) \\
(iii) : (1 - \alpha \beta) \leq x \leq 1.
\]

According to the definitions above, \( \xi \equiv \xi(x) \) is an appropriately scaled version of \( x \), \( \xi_1 \equiv \xi(1) \) and \( a \) is very close to \(-1/2\). In addition, \( A \) is an overall normalisation constant and the quantity \( \sigma \) describes the exponential decay of the bandwidth and Berry curvature through the implicit definition
\[
\sigma = N \int_{\beta}^{1-\beta} \cosh^{-1} \left( -\frac{\epsilon}{2} - \cos(2\pi t) \right) dt
\]
\[ \equiv \tilde{\sigma} N \]
\[ \approx 1.166N. \]

The last line gives the value of \( \sigma \) in the large \( N \) limit, and we show \( \tilde{\sigma}(N) \) in general in Figure [8].

In the expressions above, we have taken only the leading order algebraic and leading order exponential corrections [at \( O(1/N) \) and \( O(e^{-\sigma N}) \) respectively]. The wavefunction is split into three parts: a parabolic cylinder solution near the troughs on the left and on the right.
of the magnetic unit cell, and a WKB solution in the classically forbidden region in the middle.

There is some choice over where we choose to switch from the parabolic cylinder solution to the WKB solution, which we parameterise with $\alpha$. As the WKB solution is inaccurate close to the turning point, we allow the parabolic cylinder function to permeate a distance proportional to $\beta N$ beyond the crossing, until $n = \alpha \beta N$. This remains an unconstrained parameter in our wavefunction, but we shall see that it has a very limited effect on the results. Normally we choose $\alpha = 2.3$.

If we try to read off the bandwidth from Equation (A1), we notice that only the $k_x$-dependence has been captured: by assuming a continuous translational dependence on $k_y$ we have lost information. However, Harper’s equation is self-dual under a Fourier transform and it is possible to show from this that the bandwidth must be a function of $\cos(k_x N) + \cos(k_y N)$ (see, for example, Refs. [72] and [107]). The complete dispersion relation must therefore be

$$\epsilon = -4 + \frac{2\pi}{N} - \frac{4}{N} \pi e^{-\sigma} \left[ \cos(k_x N) + \cos(k_y N) \right], \quad (A3)$$

giving a bandwidth ($\Delta E = E_{\max} - E_{\min}$) of

$$\Delta E = \frac{16}{N} \pi e^{-\sigma N}, \quad (A4)$$

where we make the $N$ dependence in the exponent explicit. This shows excellent agreement with the bandwidth obtained from exact diagonalisation, as demonstrated in Figure 2.

Similarly, we can calculate the Berry curvature from the semiclassical wavefunction. This calculation is lengthy and we do not give full details here, but one proceeds by inserting the wavefunction [Eq. (A2)] into the definition of the Berry curvature from Eq. (5). The leading exponentially small $k$-dependence stems from the classically forbidden region, and would not be captured by our perturbative calculation.

The WKB Berry curvature is found to be

$$-i F(k_x) = \frac{N}{2\pi} + \left( \frac{\sigma P^2}{\sqrt{\pi \alpha \text{Erf}(\alpha)}} \right) N^2 e^{-\sigma N} \cos(k_x N),$$

where the factor in brackets is of order unity and varies only very weakly with $N$. In this expression, $P$ is another calculable quantity that is close to unity, and is an average of the hyperbolic sine term in the WKB wavefunction,

$$P = \left( \frac{1}{\sinh \frac{x}{2}} \right)_{\text{WKB}} = \left( \frac{1}{\sqrt{\left( \frac{x}{2} - \cos(2\pi x) \right)^2 - 1}} \right)_{\text{WKB}}.$$

The average is taken over the range $\alpha \beta \leq x \leq 1 - \alpha \beta$. Even though the Berry curvature depends on the free parameter $\alpha$, for any sensible value ($2 < \alpha$), Erf($\alpha$) and $P$ are very close to unity and vary by less than one percent.

We see that only the $k_x$-dependence of the Berry curvature has been captured because we have again assumed a continuous translational dependence on $k_y$. However, as we show in Appendix B the Berry curvature must be unchanged under the exchanges $k_x \to -k_y, k_y \to k_x$, and so can depend only on the expressions $\cos(k_x N) + \cos(k_y N)$ and $\cos(k_x N) \cos(k_y N)$. We argue that it must only be a function of the former as follows.

First, if there were any dependence on the product $\cos(k_x N) \cos(k_y N)$, we would expect the coefficient of $\cos(k_x N)$ to depend on which value of $k_y$ we choose when we carry out the WKB analysis. We would also expect this coefficient to be symmetric in the hopping amplitudes in the $x$- and $y$-directions (see Appendix B), but we find this not to be the case.

Secondly, we are able to calculate the Berry curvature of the lowest band analytically for certain simple values of $N$, which is achieved most easily using the method given in Ref. [108]. In the cited paper, the Hofstadter Berry curvature for $\phi = 1/3$ is shown to be

$$F_{N=3}(k) = \frac{3 - 2 \cos \left( \frac{4\theta_k + \pi}{3} \right)}{\sqrt{3} \left[ 1 + 2 \cos \left( \frac{2\theta_k - \pi}{3} \right) \right]^3},$$

with

$$\theta_k = \frac{1}{3} \arccos \left[ -\frac{1}{2\sqrt{2}} \left( \cos(3k_x) + \cos(3k_y) \right) \right],$$

which is a function of $\cos(Nk_x) + \cos(Nk_y)$ only. From our own calculations we find the Hofstadter Berry curvature for $\phi = 1/4$ to be

$$F_{N=4}(k) = \frac{\sqrt{2} \left( 6 - \cos(4k_x) - \cos(4k_y) \right)}{\left( 6 + \cos(4k_x) + \cos(4k_y) \right)^{3/2}},$$

which is also only a function of $\cos(Nk_x) + \cos(Nk_y)$. In principle this could be carried out for higher values of $N$. In order for our WKB Berry curvature to connect to these analytic low-$N$ expressions, we would expect it also to be a function of $\cos(Nk_x) + \cos(Nk_y)$ only.

Finally, extensive numerical studies have verified that the leading Berry curvature deviation is exponentially

![FIG. 8. The function $\sigma(N)$ (continuous line) and its limiting value (dashed line).](image-url)
small in $N$ and proportional to $\cos(Nk_x) + \cos(Nk_y)$. Subleading curvature deviations are suppressed by a further exponentially small factor and are proportional to $(\cos(Nk_x) + \cos(Nk_y))^2$.

In this way, we replace $\cos(Nk_x) \rightarrow \cos(Nk_x) + \cos(Nk_y)$ in our WKB expression for the Berry curvature and obtain the leading Berry curvature deviation

$$\Delta F = \frac{4\sigma N^2 P^2 e^{-\alpha N}}{\sqrt{\pi} \mathrm{Erf}(\alpha)}.$$

This is plotted alongside the Berry curvature deviation obtained from exact diagonalisation in Figure 9 and shows very good agreement. We find numerically that the corrections to both the bandwidth and Berry curvature expressions given above are suppressed by an additional exponential factor.

We expect that this WKB approach can be generalised to the other fractions discussed in the main text. 

Appendix B: Symmetries of the Berry Curvature

In this appendix we derive some of the symmetries of the Hofstadter Berry curvature by considering the system in different (Landau) gauges. To keep the conclusions as general as possible, we return to the Hofstadter Hamiltonian of Eq. (2), but now allow the hopping amplitude to differ along each axis by letting $t \rightarrow (t_x, t_y)$.

With the original gauge choice $A^Y = (0, Bx, 0)$, the discrete Harper equation is

$$-t_x \psi_{n-1} - t_x \psi_{n+1} - 2t_y \cos(2\pi \phi n - k_y) \psi_n = \epsilon \psi_n. \quad (B1)$$

and the eigenstates take the form

$$\psi(x, y) = e^{ik_y y} \psi(x),$$

as before. We have relabelled the lattice sites $(n_x, n_y) \rightarrow (x, y)$ in the eigenstates and set the lattice spacing to one.

If we instead choose the gauge field $A^X = (-By, 0, 0)$, then the eigenvalue equation is

$$-t_y \psi'_{n-1} - t_y \psi'_{n+1} - 2t_x \cos(2\pi \phi n + k_x) \psi'_n = \epsilon \psi'_n. \quad (B2)$$

The Bloch wave is now in the $x$-direction and we may write the new eigenstates as

$$\psi'(x, y) = e^{ik_x x} \psi'(y).$$

We see that the substitutions

$$k_x \rightarrow k_y$$

$$k_y \rightarrow -k_x$$

$$t_x \rightarrow t_y$$

$$t_y \rightarrow t_x$$

transform Eq. (B1) to Eq. (B2), and so it follows that the Berry curvature of the first system is related to that of the second through

$$F^Y(k_x, k_y, t_x, t_y) = F^X(-k_y, k_x, t_y, t_x). \quad (B3)$$

The superscript on the Berry curvature $(X, Y)$ refers to the direction of the chosen Landau gauge vector potential $A^X, A^Y$.

Next, we note that if $\psi_n$ is a solution to Eq. (B1) with $k_y = k$, then so is

$$\psi'_n = \psi_{n-1}$$

with $k_y = k + 2\pi \phi$. We choose the magnetic flux per plaquette to be a general rational fraction $\phi = p/q$. From this, it follows that the Berry curvature is periodic as

$$F^Y(k_x, k_y) = F^Y(k_x, k_y + 2\pi/q).$$

However, we also know from Bloch periodicity that

$$F^Y(k_x, k_y) = F^Y(k_x, k_y + 2\pi) = F^Y(k_x + 2\pi/q, k_y)$$

and so for a system with gauge choice $A^Y$, the full periodicity of the Berry curvature is

$$F^Y(k_x, k_y) = F^Y(k_x, k_y + 2\pi/q) = F^Y(k_x + 2\pi/q, k_y). \quad (B4)$$

Next we consider a $q \times q$ unit cell and define the operators $T_{qx}$ and $T_{qy}$ which translate by $q$ plaquettes in the $x$- and $y$-directions respectively. Let $V^Y_q(k)$ be the vector space generated by any set of simultaneous eigenstates of $T_{qx}$ and $T_{qy}$, with respective eigenvalues $e^{ik_x k}$ and $e^{ik_y k}$, which belong to a given band $\alpha$ of the Hamiltonian with the gauge choice $A^Y$.

Let $\psi^Y_q(k, x, y) = \langle x, y | \psi^Y_q(k) \rangle$ be a set of orthonormal eigenstates which forms a basis for $V^Y_q(k)$, and let

$$u^Y_q(k, x, y) = \psi^Y_q(k, x, y) e^{-ik_x x - ik_y y}$$

be the periodic parts of these Bloch states that satisfy

$$u^Y_q(k, x, y) = u^Y_q(k, x + q, y) = u^Y_q(k, x, y + q).$$

The Berry curvature corresponding to this set of basis vectors is then

$$F(V^Y_q(k)) = -i \sum_i \sum_{x=0}^{q-1} \sum_{y=0}^{q-1} \left( \frac{\partial u^Y_q}{\partial k_x} \frac{\partial u^Y_q}{\partial k_y} - \mathrm{H.c.} \right).$$
This sum is independent of the particular choice of basis vectors \( \psi_i^\alpha(k, x, y) \) and hence, we may regard this as the Berry curvature associated with the vector space \( V_Y^\alpha(k) \).

The wavefunctions in band \( \alpha \) at wavevectors \( k, k + 2\pi \hat{k}_x/q, k + 4\pi \hat{k}_x/q, \ldots \) form a basis for \( V_Y^\alpha(k) \). Using this basis to calculate \( F(V_Y^\alpha(k)) \), we find using Eq. (B4) that

\[
F(V_Y^\alpha(k)) = qF^Y(k_x, k_y, t_x, t_y).
\]

Similarly, for the gauge choice, \( A^X \) we have

\[
F(V_X^\alpha(k)) = qF^X(k_x, k_y, t_x, t_y). \quad (B5)
\]

Let \( U_{YX} \) be the unitary operator that transforms the Hamiltonian associated with gauge choice \( A^X \) to the one with gauge choice \( A^Y \). Then, the wavefunctions \( U_{YX} \psi_i^\alpha(k) \) also form a basis for \( V_Y^\alpha(k) \). Using this basis to calculate the Berry curvature, we find

\[
F(V_Y^\alpha(k)) = qF^X(k_x, k_y, t_x, t_y). \quad (B6)
\]

From Eqs. (B6), (B5) and (B3), we finally deduce that

\[
F^Y(k_x, k_y, t_x, t_y) = F^Y(-k_y, k_x, t_y, t_x). \quad (B7)
\]

In Appendix A, we found that the leading \( k_x \) dependence of the Berry curvature was proportional to \( \cos(k_x N) \) for small magnetic flux \( \phi = 1/N \). Equation (B7) then requires that the full \( k \)-dependent curvature involve only the expressions \( \cos(k_x N) \cos(k_y N) \) and \( \cos(k_x N) + \cos(k_y N) \).

We note that if the leading correction to the Berry curvature is of the form \( A(t_x, t_y) \cos(k_x N) \cos(k_y N) \), then Eq. (B7) would imply that \( A(t_x, t_y) = A(t_y, t_x) \). The WKBJ correction does not have this symmetry, which suggests that this cannot be the leading term.

**Appendix C: Further Band Structure Considerations for \( \phi = P/Q \pm \delta \)**

First we prove that there are only three possible cancelled forms for \( \phi = P/Q + \delta \) when \( \delta = 1/N \) and \( Q \) is prime. We stated previously that the greatest possible cancellation occurs when \( N \equiv Q \mod Q^2 = 0 \), leading to

\[
\phi = \frac{P}{Q} + \frac{1}{N} = \frac{(PN + Q)/Q^2}{N/Q} \quad \text{(C1)}
\]

We might think that we could cancel another factor of \( Q \) to arrive at

\[
\phi = \frac{(PN + Q)/Q^3}{N/Q^2} \quad \text{(C2)}
\]

For this to be the case we would require

\[
P + 1 = kQ \quad \text{(C2)}
\]

with \( k \) and \( l \) integers. Combining these equations gives the requirement

\[
Pl + \frac{1}{Q} = kQ. \quad \text{(C3)}
\]

The above equation clearly has no solution with only integer variables, and hence it is only possible to cancel at most two factors of \( Q \).

We also show that it is not possible to cancel factors other than \( Q \) when \( Q \) is prime. We write \( P \) and \( N \) in terms of prime factors as

\[
P = p_1p_2p_3 \ldots, \quad N = n_1n_2n_3 \ldots,
\]

where one or more of the \( n_i \) and \( p_i \) may be the same but none of the \( p_i \) may equal \( Q \). The magnetic field fraction is then

\[
\phi = \frac{PN + Q}{QN} = \frac{(p_1p_2p_3 \ldots)(n_2n_3 \ldots) + Q}{Q(n_1n_2n_3 \ldots)}.
\]

From the denominator, if we do not cancel a factor of \( Q \), we might try to cancel one of the factors of \( n_i \). This would lead to

\[
\phi = \frac{(p_1p_2p_3 \ldots)(n_2n_3 \ldots) + Q}{Q(n_2n_3 \ldots)},
\]

which for \( Q \) prime does not have a valid numerator unless \( n_1 = Q \).

Next we consider the general case with \( \phi = P/Q + M/N \) and \( Q \) not necessarily prime. This can lead to different factors cancelling in the magnetic field fraction and, correspondingly, different numbers of troughs and mini-bands in each magnetic unit cell. Despite this, the perturbation theory and pseudopotential calculations follow as in the main text.

In terms of prime factors we may now write

\[
\phi = \left( p_1p_2 \ldots \right) \left( n_1n_2 \ldots \right) \left( q_1q_2 \ldots \right) \left( m_1m_2 \ldots \right) \left( q_3q_4 \ldots \right),
\]

where no \( p_i \) may be the same as any \( q_i \) and no \( m_i \) may be the same as any \( n_i \). If one of the \( q_i \) is equal to an \( n_i \) then we can cancel this factor directly (setting \( n_1 = q_1 = \nu \))

\[
\phi = \frac{(p_1p_2 \ldots)(n_2n_3 \ldots) + (q_2q_3 \ldots)(m_1m_2 \ldots)}{\nu \left( q_3q_4 \ldots \right) \left( n_2n_3 \ldots \right)}.
\]

Other \( q_i \) factors can be cancelled similarly if they are equal to an \( n_i \). Each factor can also be cancelled for a second time if, in addition to the above,

\[
\frac{(p_1p_2p_3 \ldots)(n_2n_3 \ldots) + (q_2q_3 \ldots)(m_1m_2m_3 \ldots)}{\nu^2} = \frac{PN + QM}{\nu} = l\nu
\]

for some integer \( l \). Using a similar argument to above, we cannot cancel a third factor unless \( q_i \) is a repeated factor of \( Q \). There are no other cancellation possibilities.
Overall, we can cancel each prime factor \( q_i \) of \( Q \) up to two times, depending on the value of \((PN + QM)\mod q_i^2\). The possible denominators of this cancelled fraction (which also give the magnetic unit cell size) are then \( QN \) divided by any product of different \( q_i \) and/or \( q_i^2 \). The largest possible denominator is \( QN \) and the smallest \( N/Q \) as in the prime \( Q \) case. The number of spatial centres within a magnetic unit cell is given by the cell size divided by \( N/(QM) \), which has the possible values \( MQ^2 \) divided by any product of different \( q_i \) and/or \( q_i^2 \).

In the main text we show that, for the \( Q \) prime case, the three different cancellation possibilities lead to the same subband structure. This remains true for the case of general \( Q \) and \( M \): there are more cancellation possibilities but the total Chern number, total Berry curvature and total bandwidth of the complete subband behave in the same way.

Appendix D: Expanding Harper’s Equation Near Other k-points

In the main text we found the lowest energy states by expanding near the Brillouin zone points \((k_x, k_y) = (0, 2r\pi/Q)\). These are the correct points to expand about because they correspond to troughs in the lowest energy band of the pure \( P/Q \) Hofstadter model from which the expansion is derived. From the symmetry of the energy bands, other troughs in the lowest energy band are located at \((k_x, k_y) = (2m\pi/Q, 2r\pi/Q)\), while the peaks are located at \((k_x, k_y) = ((2m+1)\pi/Q, (2r+1)\pi/Q)\) — although in the Landau gauge only the \( Q \) repeating units in the \( y \)-direction are distinct.

The \( Q \) bands alternate the orientation of their curvature as they increase in energy, so the \( k \)-points of the peaks of the highest band are located at even multiples of \( \pi/Q \) if \( Q \) is even and at odd multiples of \( \pi/Q \) if \( Q \) is odd. Peak and trough locations in intermediate bands can be worked out accordingly.

We find numerically that there are harmonic oscillator-like wavefunctions and energy levels near the peaks and troughs of all of the \( Q \) original bands. We considered only the lowest bands in the main text, but our approach should be applicable near to all \( 2Q \) band extremities. We simply need to set \((k_x, k_y)\) to appropriate values and choose the zeroth order solution for \( \epsilon \) that corresponds to the desired original band energy.

For even multiples of \( \pi/Q \) we can set \( k_x = 0 \) and expand about the \( Q \) different values \( k_y = 2r\pi/Q \) as described in the main text. For odd multiples of \( \pi/Q \) we should be at \( k_y = \pi/Q \) in the original system and cycle through values \( k_y = (2r+1)\pi/Q \). To set \( k_x = \pi/Q \) we change \( \psi_n \to e^{i\pi n/Q} \psi_n \) in Harper’s equation as if the \( \psi_n \) were Bloch solutions. The true Bloch wavenumber of the perturbed system is fixed by the magnetic unit cell size to lie between \( 0 \leq k_x \leq 2\pi/N \): the larger contribution of \( \pi/Q \) ensures we are perturbing about the correct point in the original \( P/Q \) system. Figure 10 shows the band structure for a repeating unit of the Brillouin zone for \( \phi = 1/3 \) (the full Brillouin zone has two additional copies of this section in the \( k_y \) direction). The bands alternate in orientation from top to bottom and the troughs and peaks are located at \((k_x, k_y) = (0, 0)\) and \((k_x, k_y) = (\pi/3, \pi/3)\). We may expand about any of these extreme points.

Appendix E: Discrete Difference Equations for some \( P/Q \)

Below we give the discrete difference equations near to some simple flux filling fractions. As always, we will assume that \( M/N \) is small.

1. \( \phi = M/N \)

For close to vanishing flux, there is only one sublattice, and we can use perturbation theory on Harper’s equation directly,

\[-\psi_{n-1} - \psi_{n+1} - 2\cos\left(\frac{2\pi Mn}{N} - k_y\right) \psi_n = \epsilon \psi_n.\]

2. \( \phi = 1/2 \pm M/N \)

Close to \( \phi = 1/2 \), the wavefunction depends on whether the site index is even or odd. Writing

\[n = \pm \left(\frac{k_y N}{2\pi M} + \frac{s N}{QM} + n’\right),\]

where the sign is the same as in the definition of \( \phi \), Harper’s equation simplifies to

\[-\psi_{n’-1} - \psi_{n’+1} - 2(-1)^j(2\pi Mn’/N) \psi_{n’} = \epsilon \psi_{n’}.\]
(where \( j(\lambda) \equiv j(\lambda, s) = (P\lambda + s) \mod Q \)). We can eliminate sites of each parity in turn to find

\[
\frac{\psi_{n'}^0 + \psi_{n'+2}^0}{\epsilon - 2\cos \left( \frac{2\pi M(n'+1)}{N} \right)} + \frac{\psi_{n'}^0 + \psi_{n'+2}^0}{\epsilon - 2\cos \left( \frac{2\pi M(n'+1)}{N} \right)} = \left[ \epsilon + 2\cos \left( \frac{2\pi M}{N} \right) \right] \psi_{n'}^0,
\]

for \( j \) even and

\[
\frac{\psi_{n'}^1 + \psi_{n'+2}^1}{\epsilon + 2\cos \left( \frac{2\pi M(n'+1)}{N} \right)} + \frac{\psi_{n'}^1 + \psi_{n'+2}^1}{\epsilon + 2\cos \left( \frac{2\pi M(n'+1)}{N} \right)} = \left[ \epsilon - 2\cos \left( \frac{2\pi M}{N} \right) \right] \psi_{n'}^1,
\]

for \( j \) odd. We can use these equations to find both the lowest and highest energy states by choosing (respectively) \( \epsilon = -2\sqrt{2} \) or \( \epsilon = +2\sqrt{2} \) to zeroth order.

For \( \phi = 1/3 - M/N \) we should make the usual substitution for \( n \),

\[
n = - \left( \frac{k_y N}{2\pi M} + \frac{sN}{QM} + n' \right).
\]

However, since increasing \( n' \) by one decreases \( n \) by one, we cycle through the sublattices in the opposite sense. This requires us to interchange \( B \leftrightarrow C \) in the equations above, which we find leads to different corrections to the energies and wavefunctions. The corresponding equations for \( \phi = 2/3 \pm M/N \) can be easily derived by setting \( P = 2 \) in \( j = (P\lambda + s) \mod Q \).

The highest energy states are located at odd multiples of \( \pi/3 \) in the original \( \phi = 1/3 \) Brillouin zone. To find these states we substitute \( \psi_n \rightarrow e^{i\pi n/3} \psi_n \) and

\[
n = \pm \left( \frac{k_y N}{2\pi M} + \frac{(s + 1/2)N}{QM} + n' \right)
\]

\( -2\cos \left( \frac{2\pi}{3} \left( j(\lambda) + 1/2 \right) + \frac{2\pi M}{N} n' \right) \psi_n^{j(\lambda)} = e^{i\pi j(\lambda-1)}/\psi_n^{j(\lambda+1)} \)

3. \( \phi = 1/3 \pm M/N \)

Close to \( \phi = 1/3 \), there are three types of site index and Harper’s equation for the lowest energy states takes the form

\[
-\psi_n^{j(\lambda-1)} - \psi_n^{j(\lambda+1)} -2\cos \left( \frac{2\pi j(\lambda)}{3} + \frac{2\pi M}{N} n' \right) \psi_n^{j(\lambda)} = e^{i\pi j(\lambda)}.
\]

Defining the functions

\[
A(n') = 2\cos \left( \frac{2\pi M}{N} n' \right) \\
B(n') = 2\cos \left( \frac{2\pi}{3} + \frac{2\pi M}{N} n' \right) \\
C(n') = 2\cos \left( \frac{4\pi}{3} + \frac{2\pi M}{N} n' \right)
\]

the three effective Harper equations for \( \phi = 1/3 + M/N \) may be written as

\[
[\epsilon + A(n)] \psi_n^0 = \frac{\psi_{n-3}^0 - [\epsilon + B(n-2)] \psi_n^0}{1 - [\epsilon + B(n-2)] [\epsilon + C(n-1)]} + \frac{\psi_{n+3}^0 - [\epsilon + C(n+2)] \psi_n^0}{1 - [\epsilon + C(n+2)] [\epsilon + B(n+1)]} \\
[\epsilon + B(n)] \psi_n^1 = \frac{\psi_{n-3}^1 - [\epsilon + C(n-2)] \psi_n^1}{1 - [\epsilon + C(n-2)] [\epsilon + A(n-1)]} + \frac{\psi_{n+3}^1 - [\epsilon + A(n+2)] \psi_n^1}{1 - [\epsilon + A(n+2)] [\epsilon + C(n+1)]} \\
[\epsilon + C(n)] \psi_n^2 = \frac{\psi_{n-3}^2 - [\epsilon + A(n-2)] \psi_n^2}{1 - [\epsilon + A(n-2)] [\epsilon + B(n-1)]} + \frac{\psi_{n+3}^2 - [\epsilon + B(n+2)] \psi_n^2}{1 - [\epsilon + B(n+2)] [\epsilon + A(n+1)]}.
\]

To arrive at the discrete difference equation
bands are (setting $\delta$ order. selecting the desired intermediate solution for $\epsilon$ by choosing the correct set of equations from above and solutions near to intermediate band extrema may be obtained wavefunctions from the unperturbed states is given by 

$$\phi \leftrightarrow l \rightarrow -l$$

As before, we must interchange $B \leftrightarrow C$ if we wish to consider the high energy states of $\phi = 1/3 - M/N$. Expansions near to intermediate band extrema may be obtained by choosing the correct set of equations from above and selecting the desired intermediate solution for $\epsilon$ at zeroth order.

**Appendix F: Perturbative Wavefunctions and Energies for some \(P/Q\)**

1. \(\phi = M/N\)

To second order the energy levels of the lowest subbands are (setting $\delta = M/N$)

$$\epsilon_l = -4 + 4 (\pi \delta) \left( l + \frac{1}{2} \right) - \frac{1}{2} (\pi \delta)^2 \left( 2l^2 + 2l + 1 \right)$$

and the unitary operator that generates the second-order wavefunctions from the unperturbed states is given by

$$U^l = \exp\left[ \frac{1}{96} (\pi \delta)^2 \left( l + \frac{1}{2} \right)^4 - (a^l)^4 \right]$$

$$+ \frac{1}{320} (\pi \delta)^2 \left[ (a^l)^5 a - a^l (a) \right]$$

This time we define the functions

$$A(n') = 2 \cos \left( \frac{\pi}{3} + \frac{2\pi M n'}{N} \right)$$

$$= \cos \left( \frac{2\pi M n'}{N} \right) - \sqrt{3} \sin \left( \frac{2\pi M n'}{N} \right)$$

$$B(n') = 2 \cos \left( \pi + \frac{2\pi M n'}{N} \right)$$

$$= -2 \cos \left( \frac{2\pi M n'}{N} \right)$$

$$C(n') = 2 \cos \left( \frac{5\pi}{3} + \frac{2\pi M n'}{N} \right)$$

$$= \cos \left( \frac{2\pi M n'}{N} \right) + \sqrt{3} \sin \left( \frac{2\pi M n'}{N} \right)$$

which differ from before. The discrete difference equations for the three sublattices are written in terms of these new functions $A, B, C$ and have some additional sign changes due to the $\pi/3$ phases,

$$[\epsilon + A(n)] \psi_n^0 = \frac{-\psi_{n-3}^0 - [\epsilon + B(n-2)] \psi_n^0}{1 - [\epsilon + B(n-2)][\epsilon + C(n-1)]} + \frac{-\psi_{n+3}^0 - [\epsilon + C(n+2)] \psi_n^0}{1 - [\epsilon + C(n+2)][\epsilon + B(n+1)]}$$

$$[\epsilon + B(n)] \psi_n^1 = \frac{-\psi_{n-3}^1 - [\epsilon + C(n-2)] \psi_n^1}{1 - [\epsilon + C(n-2)][\epsilon + A(n-1)]} + \frac{-\psi_{n+3}^1 - [\epsilon + A(n+2)] \psi_n^1}{1 - [\epsilon + A(n+2)][\epsilon + C(n+1)]}$$

$$[\epsilon + C(n)] \psi_n^2 = \frac{-\psi_{n-3}^2 - [\epsilon + A(n-2)] \psi_n^2}{1 - [\epsilon + A(n-2)][\epsilon + B(n-1)]} + \frac{-\psi_{n+3}^2 - [\epsilon + B(n+2)] \psi_n^2}{1 - [\epsilon + B(n+2)][\epsilon + A(n+1)]}$$

such that

$$|\tilde{l}\rangle = U^l |l\rangle.$$ 

The highest energy wavefunctions are identical, and the corresponding energies are given by setting $\epsilon_l \to -\epsilon_l$.

2. \(\phi = 1/2 \pm M/N\)

The lowest energy levels and wavefunctions are symmetric about $\phi = 1/2$, with

$$\epsilon_l = -2\sqrt{2} + 2\sqrt{2} (\pi \delta) \left( l + \frac{1}{2} \right) - \sqrt{2} (\pi \delta)^2 \left( l^2 + l + \frac{3}{4} \right)$$

(and where we have again set $\delta = M/N$). The unitary operators are cumbersome to write out, so here we just
give the perturbations to the LLL \( (\tilde{l}; j(\lambda, s)) \).

\[
|\tilde{0}; 0\rangle = |0\rangle + (\pi \delta)^2 \left[ \frac{\sqrt{2} + 2}{4} |2\rangle + \frac{\sqrt{24}}{24} |4\rangle \right] \\
+ (\pi \delta)^2 \left[ \frac{3\sqrt{2} + 6}{8} |2\rangle + \frac{3\sqrt{6}}{16} |4\rangle \right] \\
+ \sqrt{5} + \frac{\sqrt{10}}{8} |6\rangle + \frac{\sqrt{70}}{48} |8\rangle - 5 + \frac{3\sqrt{2}}{24} |0\rangle \\
|\tilde{0}; 1\rangle = |0\rangle + (\pi \delta)^2 \left[ -\left( \frac{2 - \sqrt{2}}{4} \right) |2\rangle + \frac{\sqrt{24}}{24} |4\rangle \right] \\
+ (\pi \delta)^2 \left[ -\left( \frac{6 - 3\sqrt{2}}{8} \right) |2\rangle + \frac{3\sqrt{6}}{16} |4\rangle \right] \\
- \left( \sqrt{10} - \sqrt{5} \right) |6\rangle + \frac{\sqrt{70}}{48} |8\rangle \\
- \left( 5 - \frac{3\sqrt{2}}{24} \right) |0\rangle \\
\]

In the Landau gauge, a ground state wavefunction is labelled by \( s \) and involves contributions from all sublattices. We can write this in ket notation as

\[
|\tilde{0}; s\rangle = \sum_{\lambda \in \{0, 1\}} A_{j(\lambda, s)} \delta_{x, \lambda} |\tilde{0}; j(\lambda, s)\rangle
\]

with \( j(\lambda, s) = (\lambda + s) \mod 2 \) and where the normalised amplitudes are found to be

\[
A_0 = \sqrt{\frac{2 - \sqrt{2}}{2}} \\
A_1 = (1 + \sqrt{2}) A_0.
\]

The real space wavefunction is given by

\[
\tilde{\psi}_{0, k_s}(x') = \langle x' | \tilde{0}; s\rangle
\]

with \( x' \) an offset coordinate defined in the main text.

We can form Bloch and Wannier states from these \( x \)-wavefunctions as outlined in Section \( \text{VIB} \).

The highest energy states (+) are related to these low energy states (−) by the transformations

\[
\epsilon^+_l = -\epsilon^-_l \\
|\tilde{0}; j\rangle^+ = |\tilde{0}; j\rangle^- \\
A^+_l = -A^-_l \\
A^+_1 = A^-_0.
\]

3. \( \phi = 1/3 \pm M/N \)

The energy levels and wavefunctions are asymmetric about one third and now have additional wavefunction corrections at order \( \sqrt{M/N} \).

The lowest energy states at \( \phi = 1/3 + M/N \) have energy corrections

\[
\epsilon_l = -\left( 1 + \sqrt{3} \right) + (\pi \delta) \left[ 3 \left( \sqrt{3} - 1 \right) l + \frac{(1 + \sqrt{3})}{2} \right] \\
- (\pi \delta)^2 \left[ \frac{(1 + \sqrt{3})}{8} + \frac{3(\sqrt{3} - 1)l}{4} + \frac{9(\sqrt{3} - 3)}{4} \right]
\]

and corrections to the ground-state wavefunction:

\[
|\tilde{0}; 0\rangle = |0\rangle + (\pi \delta)^2 \left[ -\left( \frac{1 + \sqrt{3}}{4} \right) |2\rangle + \frac{3\sqrt{6}}{16} |4\rangle \right] \\
|\tilde{0}; 1\rangle = |0\rangle + (\pi \delta)^2 \left[ \frac{(\sqrt{6} - \sqrt{2})}{4} |2\rangle + \frac{3\sqrt{6}}{16} |4\rangle \right] \\
|\tilde{0}; 2\rangle = |0\rangle + (\pi \delta)^2 \left[ \frac{(\sqrt{6} + \sqrt{2})}{4} |2\rangle + \frac{3\sqrt{6}}{16} |4\rangle \right]
\]

(the half-order corrections to state \( |l\rangle \) are proportional to \( |l - 1\rangle \) and so do not affect the ground state).

The lowest energy states at \( \phi = 1/3 - M/N \) have energy corrections

\[
\epsilon_l = -\left( 1 + \sqrt{3} \right) + (\pi \delta) \left[ 3 \left( \sqrt{3} - 1 \right) l + \frac{(1 + \sqrt{3})}{2} \right] \\
- (\pi \delta)^2 \left[ \frac{(1 + \sqrt{3})}{8} + \frac{3(\sqrt{3} - 1)l}{4} + \frac{9(\sqrt{3} - 3)}{4} \right]
\]

and corrections to the ground state:

\[
|\tilde{0}; 0\rangle = |0\rangle + (\pi \delta)^2 \left[ \frac{(15\sqrt{2} - 11\sqrt{6})}{12} |2\rangle + \frac{3\sqrt{6}}{16} |4\rangle \right] \\
|\tilde{0}; 1\rangle = |0\rangle + (\pi \delta)^2 \left[ \frac{(\sqrt{6} + \sqrt{2})}{4} |2\rangle + \frac{3\sqrt{6}}{16} |4\rangle \right] \\
|\tilde{0}; 2\rangle = |0\rangle - (\pi \delta)^2 \left[ \frac{(\sqrt{6} + \sqrt{2})}{4} |2\rangle + \frac{3\sqrt{6}}{16} |4\rangle \right] \\
+ \frac{(7\sqrt{6} + 3\sqrt{2})}{12} |0\rangle
\]

These states do have corrections at half order in \( \delta \). In the Landau gauge, assuming the Harmonic oscillator states are normalised, the full wavefunction then takes the form

\[
|\tilde{0}; s\rangle = \sum_{\lambda \in \{0, 1, 2\}} A_{j(\lambda, s)} \delta_{x, \lambda} |\tilde{0}; j(\lambda, s)\rangle
\]
with
\[ A_0 = \sqrt{\frac{3 + \sqrt{3}}{2}} \]
\[ A_1 = A_2 = \sqrt{\frac{3 - 1}{2}} A_0. \]

The real space wavefunction is given by
\[ \psi_{0,k_y}(x') = \langle x' | 0; s \rangle. \]

The highest energy states may be found by expanding about a different point in the Brillouin zone, as described in Appendix D. The high energy states (+) are related to the low energy states given above (−) through the substitutions
\[ \epsilon_i^{-} = -\epsilon_i^{+} \]
\[ |0; j\rangle^{+} = |0; j + 1\rangle^{-} \]
\[ A_1 = \sqrt{\frac{3 + \sqrt{3}}{2}} \]
\[ A_0 = -e^{i\pi/3} \sqrt{\frac{3 - 1}{2}} A_1^{-} \]
\[ A_2 = -e^{-i\pi/3} \sqrt{\frac{3 - 1}{2}} A_1^{-}. \]

Appendix G: Chern Number of the Mini-bands and Subbands

The Chern number of a mini-band can be extracted from the TKNN diophantine equation (6) as described previously. If we increase the denominator of the magnetic field fraction by increasing \( N \), then the Chern numbers of the mini-bands generically also increase. However, the total Chern number of a subband stays fixed and equal to \( \pm Q \)—this is found to be the case numerically and is justified below.

In our perturbative approximation, we ignore the tunnelling that endows the mini-bands with such large Chern numbers, and instead average over the Berry curvatures of the constituent mini-bands. We therefore expect the Chern numbers of our perturbative wavefunctions to be different from the true values, although the total Chern number of a subband should be the same.

Following the approach of Thouless et al in Ref. [12] we can understand the Chern number of a mini-band intuitively by imagining pumping \( k_y \) (e.g., through an adiabatically applied E-field) and observing how the weight of the wavefunction moves in the \( x \)-direction. Recalling the simple Landau gauge picture of a Schrödinger equation with a cosine potential of period \( q \), we see that increasing \( k_y \) moves the potential across the unit cell, and changes the potential energy on each lattice site. We expect most of the weight of the \( r \)th band to be centred on the lattice site with the \( r \)th lowest energy, and so the dominant weight of each band moves with the cosine potential: whenever two sites reach the same potential energy, the weight of the band hops from one site to the other.

Owing to the shape of the cosine potential and the fact that this is ‘sampled’ by the discrete lattice sites, the weight may jump across several lattice sites in the unit cell or even into a neighbouring unit cell, as shown in Figure 11. Once \( k_y \) has been increased by \( 2\pi \), however, the weight of the band must be back on the lattice site it started on. The Chern number is given by the number of complete unit cells traversed in the \( x \)-direction by the dominant weight of the \( r \)th band during this change in \( k_y \).

In Section V we assumed the oscillator-like states were isolated and saw that a change in \( k_y \) acted as a pure translation in the \( x \)-direction. If we focus on the wavefunction near to \( n = 0 \) and follow it as we increase \( k_y \) from 0 to \( 2\pi \), it moves uniformly in one direction (even though it has different amplitudes on different sublattices). This motion is to the right (left) if the plus (minus) sign is chosen in the fraction \( \phi = P/Q \pm M/N \) (see Figure 12). When \( k_y \) reaches \( 2\pi \), the weight of the wavefunction will have moved a total of \( N/M \) lattice sites.

The Chern number this corresponds to depends on the magnetic unit cell size, which in turn depends on the cancellation in the fraction \( \phi \). For the three cancellation possibilities considered in Eq. (17) with \( Q \) prime and \( M = 1 \), we find that in case (a) there is no cancellation and the unit cell is \( QN \) lattice sites long. A translation of \( N \) units then corresponds to a Chern number of \( \pm 1/Q \). There are \( Q^2 \) mini-bands (spatial centres) in a subband, and so the total Chern number of the subband is \( \pm Q \). In case (b) the unit cell size is \( N \) and we find \( Q \) mini-bands each with Chern number \( \pm 1 \). Finally, in the maximally
cancelling case (c), the unit cell size is $N/Q$ and we have a single mini-band with Chern number $\pm Q$. In all three cases, the total Chern number of the subband ($\pm Q$) is shared equally between the component mini-bands—this is also true for general $\phi = P/Q \pm M/N$ when $Q$ is not necessarily prime and $M \neq 1$. Higher order perturbative corrections do not change this picture, since the centre of mass of the wavefunction (and its position as a function of $k_y$) is unaffected by the addition of higher Landau level contributions.

Of course, the fractional Chern numbers of the mini-bands given above are unphysical and are just an artifact of our approximation. We emphasise that the set of mini-bands within a subband should be considered together and that it is the total Chern number ($\pm Q$) that is of significance: we would not be able to resolve the Chern number of the individual mini-bands as they are exponentially close in energy.

We can recover the true (but unresolvable) Chern number of each mini-band by allowing the band weight to hop between troughs in the unit cell in the same way that the band weight hops between lattice sites in Figure 11. We leave a discussion of this to elsewhere.

Finally, we mention that a system with Chern number $C \geq 2$ can in general have wavefunctions which are subtly different in character: when we go around the Brillouin zone by changing $k_y$, each species can stay the same, or the species can be interchanged. This is studied in Ref. [98] where it is shown that this effect depends sensitively on the system size. In our case, in the large $N$ limit, the unit cell size is much larger than both the magnetic length and the interaction distances, so these small effects should not be important.

Appendix H: Symmetric Gauge Two-particle Wavefunctions

In the symmetric gauge we define the centre of mass and relative coordinates

\[
\begin{align*}
    z_C &= \frac{z_1 + z_2}{2} \\
    z_R &= z_1 - z_2 \\
    \partial_{z_C} &= \partial_{z_1} + \partial_{z_2} \\
    \partial_{z_R} &= \frac{\partial_{z_1} - \partial_{z_2}}{2}
\end{align*}
\]

and magnetic lengths

\[
\begin{align*}
    l_R &= \sqrt{2} l_B \\
    l_C &= \frac{l_B}{\sqrt{2}}
\end{align*}
\]

The conjugate variables are defined similarly, but we note that $(\partial_z)^\dagger = -\partial_z$. In terms of these new coordinates, we define Landau level raising and lowering operators,

\[
\begin{align*}
    \hat{Z}^\dagger &= \sqrt{2} \left( \frac{1}{4l_C} \bar{z}_C - l_C \partial_{z_C} \right) \\
    \hat{Y}^\dagger &= \sqrt{2} \left( \frac{1}{4l_R} \bar{z}_R - l_R \partial_{z_R} \right)
\end{align*}
\]

etc. These are analogous to the standard Landau level raising and lowering operators, and are related to the single particle operators through

\[
\begin{align*}
    a_1^\dagger &= \frac{1}{\sqrt{2}} \left( \hat{Z}^\dagger + \hat{Y}^\dagger \right) \\
    a_2^\dagger &= \frac{1}{\sqrt{2}} \left( \hat{Z}^\dagger - \hat{Y}^\dagger \right)
\end{align*}
\]

We also define the centre of mass and relative momentum raising and lowering operators

\[
\begin{align*}
    \hat{M}^\dagger &= \sqrt{2} \left( \frac{1}{4l_C} z_C - l_C \partial_{z_C} \right) \\
    \hat{L}^\dagger &= \sqrt{2} \left( \frac{1}{4l_R} z_R - l_R \partial_{z_R} \right)
\end{align*}
\]

In terms of these, a general two-particle state then takes the form

\[
| N_L, N_M; N_Z, N_Y \rangle = \sqrt{\frac{1}{N_L! N_Y! N_M!}} \exp \left[ -\frac{1}{4l_C^2} |z_C|^2 - \frac{1}{4l_R^2} |z_R|^2 \right].
\]
which can be written in terms of Laguerre polynomials through

\[ (z_R, z_C; N_L, N_M; N_Z, N_Y) = (-1)^N_Y \sqrt{\frac{N_Y!}{2\pi l_R^2 N_L!}} \left( \frac{z_R}{\sqrt{2l_R}} \right)^{N_L-N_Y} L^{N_L-N_Y}_{N_Y} \left( \frac{z_R}{2l_R} \right) e^{-\frac{|z_R|^2}{4l_R^2}} \times \]

\[ (-1)^N_Z \sqrt{\frac{N_Z!}{2\pi l_C^2 N_M!}} \left( \frac{z_C}{\sqrt{2l_C}} \right)^{N_M-N_Z} L^{N_M-N_Z}_{N_Z} \left( \frac{z_C}{2l_C} \right) e^{-\frac{|z_C|^2}{4l_C^2}}. \]

In the text we are interested in the overlap integral \( \langle N'_L, N'_M; N'_Y, N'_Z | \delta(z_R) | N_L, N_M; N_Y, N_Z \rangle \), where the \( \delta \) function only affects the \( z_R \)-dependent terms. Integration over \( z_C, z_R \) just leads to the usual orthonormality condition,

\[ \langle z_R | z_R \rangle = \int dz_R d\bar{z}_R (-1)^N_Y \sqrt{\frac{N_Y!}{2\pi l_R^2 N_L!}} \left( \frac{z_R}{\sqrt{2l_R}} \right)^{N_L-N_Y} \times \]

\[ e^{-\frac{|z_R|^2}{4l_R^2}}. \]

For the remaining terms to be non-zero we must have \( N_L = N_Y \) and \( N'_L = N'_Y \)—otherwise the factors in round brackets will vanish when the delta function is enacted. Then,

\[ \langle N'_L, N'_M; N'_Y, N'_Z | \delta(z_R) | N_L, N_M; N_Y, N_Z \rangle = \delta_{N_L,N'_L} \delta_{N_M,N'_M} \delta_{N_Y,N_L} \delta_{N'_Y,N'_L} \times \]

\[ (-1)^N_Y \sqrt{\frac{1}{2\pi l_R^2} L^0_{N_Y} (0)} (-1)^N_Y \sqrt{\frac{1}{2\pi l_R^2} L^0_{N'_Y} (0)} \]

\[ = \delta_{N_L,N'_L} \delta_{N_M,N'_M} \delta_{N_Y,N_L} \delta_{N'_Y,N'_L} \frac{(-1)^{N_Y+N'_Y}}{4\pi l_R^2}. \]

where in the last line we have used the property of Laguerre polynomials that

\[ L^0_n (0) = \binom{n + \alpha}{n} = \frac{(n + \alpha)!}{n! \alpha!}. \]

Finally, we remark that in general we calculate overlap integrals between particular components of the single particle wavefunctions. If a single particle wavefunction is split into \( Q \) components, integration over one component only samples \( 1/Q \) of space and (with lattice spacing fixed at one) the integration should only return \( 1/Q \) of its usual value.

---

**Appendix I: Further Details on the Symmetric Gauge Pseudopotentials**

We showed in Section [VI] that we could transform between Landau gauge and symmetric gauge states using the functions \( B_m(k) \). We mention briefly that we can equivalently transform the interaction matrix elements themselves through

\[ V^{m_1m_2m_3m_4}_{s_1s_2s_3s_4} = \int dk'_1 dk'_2 dk'_3 dk'_4 B_{m_1}(k'_1) B_{m_2}(k'_2) B_{m_3}(k'_3) B_{m_4}(k'_4) V^{k_1k_2k_3k_4}_{s_1s_2s_3s_4}. \]

To find the pseudopotentials \( V^{LL'} \) from these, we can use the appropriate Clebsch-Gordan coefficients,

\[ D^{LM}_{m_1m_2} = \langle L, M | m_1, m_2 \rangle = \delta_{m_1+m_2, L+M} \sqrt{\frac{m_1!m_2!}{2L+M L! M!}} \sum_{\alpha=0}^L (-1)^\alpha \binom{L}{\alpha} \binom{M}{m_1 - \alpha}. \]

In practice it is easiest to interpret the wavefunction perturbation series in the symmetric gauge and compute the overlap integral in Eq. [27], making sure that \( \Sigma \) is con-
served modulo $Q$.

As an example, we calculate the zeroth and first order pseudopotential matrix elements for $\phi = 1/2 + 1/N$ with $s_1 = s_2 = 1$ and $s_3 = s_4 = 0$, i.e. $V^\text{LL}_{1100}$. We see from Appendix F that the two possible perturbation series are given by the unitary operators

\[
U^\dagger_0 = 1 + \left( \frac{\pi}{N} \right) \left( \frac{\sqrt{1 + \sqrt{2}}}{4} \left( a_1^\dagger \right)^2 + \frac{1}{24} \left( a_1^\dagger \right)^4 \right)
\]

\[
U^\dagger_1 = 1 + \left( \frac{\pi}{N} \right) \left( \frac{\sqrt{1 - \sqrt{2}}}{4} \left( a_1^\dagger \right)^2 + \frac{1}{24} \left( a_1^\dagger \right)^4 \right).
\]

The two possible LLL one-particle wavefunctions are then

\[
|\tilde{0}; 0\rangle = \sqrt{\frac{2 - \sqrt{2}}{2}} \left\{ \left[ 1 + \left( \frac{\pi}{N} \right) \left( \frac{\sqrt{1 + \sqrt{2}}}{4} \right) \left( a_1^\dagger \right)^2 + \frac{1}{24} \left( a_1^\dagger \right)^4 \right] \delta_{x_1,0}^2 \delta_{x_2,0}^2 \right\} |0\rangle + (3 + 2\sqrt{2}) \left\{ \left[ 1 + \left( \frac{\pi}{N} \right) \left( \frac{\sqrt{1 - \sqrt{2}}}{4} \right) \left( a_1^\dagger \right)^2 + \frac{1}{24} \left( a_1^\dagger \right)^4 \right] \delta_{x_1,0}^2 \right\} \delta_{x_2,0}^2 |0\rangle.
\]

The operator subscripts indicate which particle (1 or 2) is being raised in Landau level. Next we convert to the relative and centre of mass Landau level raising operators $\{a_1^\dagger, a_2^\dagger\} \rightarrow \{Y^\dagger, Z^\dagger\}$, and write the states in this basis through $|\tilde{l}_1; s_1\rangle \otimes |\tilde{l}_2; s_2\rangle \rightarrow |N_L, N_M; \tilde{N}_Y, \tilde{N}_Z; s_1; s_2\rangle$. We have also now included relative and centre of mass angular momentum labels, $N_L$ and $N_M$. The perturbation series is valid for any angular momentum state, so we leave $N_L$ and $N_M$ unspecified.

\[
|N_L, N_M; \tilde{0}; 0; 0\rangle = \frac{2 - \sqrt{2}}{2} \left\{ \left[ 1 + \left( \frac{\pi}{N} \right) \left( \frac{\sqrt{1 + \sqrt{2}}}{4} \right) \left( \left( \tilde{Z}^\dagger \right)^2 + \left( \tilde{Y}^\dagger \right)^2 \right) \right] \\delta_{x_1,0}^2 \delta_{x_2,0}^2 \right\} |N_L, N_M; 0, 0\rangle + (3 + 2\sqrt{2}) \left\{ \left[ 1 + \left( \frac{\pi}{N} \right) \left( \frac{\sqrt{1 - \sqrt{2}}}{4} \right) \left( \left( \tilde{Z}^\dagger \right)^2 + \left( \tilde{Y}^\dagger \right)^2 \right) \right] \delta_{x_1,0}^2 \delta_{x_2,0}^2 \right\} \delta_{x_1,1}^2 \delta_{x_2,1}^2 |N_L, N_M; 0, 0\rangle.
\]

Enacting the operators leaves us with

\[
|N_L, N_M; \tilde{0}; 0; 0\rangle = \frac{2 - \sqrt{2}}{2} \left\{ \left[ |N_L, N_M; 0, 0\rangle + \left( \frac{\pi}{N} \right) \left( \frac{\sqrt{1 + \sqrt{2}}}{4} \right) \left( |N_L, N_M; 0, 2\rangle + |N_L, N_M; 2, 0\rangle \right) \right] \delta_{x_1,0}^2 \delta_{x_2,0}^2 \right\} + (3 + 2\sqrt{2}) \left\{ \left[ |N_L, N_M; 0, 0\rangle + \left( \frac{\pi}{N} \right) \left( \frac{\sqrt{1 - \sqrt{2}}}{4} \right) \left( |N_L, N_M; 0, 2\rangle + |N_L, N_M; 2, 0\rangle \right) \right] \delta_{x_1,1}^2 \delta_{x_2,1}^2 \right\} \delta_{x_1,0}^2 \delta_{x_2,0}^2.
\]
Similarly, the final two-particle state is given by
\[
\langle N_L, N_M; 0, 0; 1, 1 \rangle = \left(\frac{2 - \sqrt{2}}{2}\right) \left(3 + 2\sqrt{2}\right) \{\langle N_L, N_M; 0, 0 \rangle
\]
\[+ \left(\frac{\pi}{N}\right) \left(\frac{\sqrt{2} - 2}{4}\right) \left(\langle N_L, N_M; 0, 2 \rangle + \langle N_L, N_M; 2, 0 \rangle\right)\]
\[+ \frac{1}{48} \left(\sqrt{24} \langle N_L, N_M; 0, 4 \rangle + 12 \langle N_L, N_M; 2, 2 \rangle + \sqrt{24} \langle N_L, N_M; 4, 0 \rangle\right)\}
\delta_{x_1, 0}^2 \delta_{x_2, 0}
\[+ \left\{\langle N_L, N_M; 0, 0 \rangle + \left(\frac{\pi}{N}\right) \left(\frac{\sqrt{2} + 2}{4}\right) \left(\langle N_L, N_M; 0, 2 \rangle + \langle N_L, N_M; 2, 0 \rangle\right)\right\}
\delta_{x_1, 1}^2 \delta_{x_2, 1}.
\]

Finally, we calculate the delta function overlap integral between these two states using Equation 27 (including the factor of 1/2 since each integral is over only half of space). We now also enact the modulo-2 Kronecker deltas which would remove the cross-terms we have chosen to ignore. We set \(N_M = N'_M = 0\) without loss of generality and keep terms only to first order:

\[
\langle N_L, 0; 0; 0; 1, 1 \rangle \delta(z_R) |N'_L, 0; 0; 0; 0, 0\rangle = \frac{1}{8 \pi l_B^2} \left[\delta_{N_L, 0} \delta_{N'_L, 0} + \left(\frac{\pi}{N}\right) \left(\frac{\sqrt{2}}{4} \delta_{N'_L, 0} \delta_{N_L, 2} + \frac{\sqrt{2}}{4} \delta_{N_L, 2} \delta_{N'_L, 0}\right)
\right.
\[+ \frac{\sqrt{6}}{24} \delta_{N'_L, 0} \delta_{N_L, 4} + \frac{\sqrt{6}}{24} \delta_{N_L, 4} \delta_{N'_L, 0}\]
\left.+ O\left(\frac{\pi}{N}\right)^2\right].
\]

This pseudopotential matrix then looks at this order like

\[
V_{1100}^{LL'} = \frac{1}{8 \pi l_B^2} \begin{pmatrix}
1 & \frac{\sqrt{2}}{4} (\pi \delta) & \frac{\sqrt{2}}{24} (\pi \delta) \\
\frac{\sqrt{2}}{4} (\pi \delta) & 0 & 0 \\
\frac{\sqrt{2}}{24} (\pi \delta) & 0 & 0
\end{pmatrix}
\]

where we have only included even rows and columns and where \(\delta = 1/N\).

Appendix J: Summary of energy and wavefunction corrections for other lattice types

1. Anisotropic square lattice

On the anisotropic square lattice with hopping parameters \(t_x\) and \(t_y\) (see Fig. 13), the discrete Schrödinger equation for the symmetric gauge may be written as

\[
e^\psi(m, n) = -t_x e^{i\pi \phi} e^{\psi(m + 1, n)} - t_x e^{-i\pi \phi} e^{\psi(m - 1, n)} - t_y e^{-i\pi \phi} e^{\psi(m, n + 1)} - t_y e^{i\pi \phi} e^{\psi(m, n - 1)}.
\]

If we expand this in the \(\phi = 1/N\) limit, we may write the ladder operators

\[
a^\dagger = \sqrt{\frac{\omega}{2}} z^* - \frac{\partial_z}{\sqrt{2\omega}}
\]

with \(\omega = \sqrt{2\pi/N}\) as before but now

\[
z = \frac{1}{\sqrt{2l_B}} \sqrt{t_y} m + i \sqrt{t_x} n.
\]

This leads to the energy corrections

\[
\varepsilon_l = -2(t_x + t_y) + \frac{4\pi \sqrt{t_xt_y}}{N} \left(l + \frac{1}{2}\right)
\]
\[+ \frac{t_x + t_y}{4} \left(\frac{\pi}{N}\right)^2 (1 + 2l + 2l^2)
\]
and the wavefunction corrections

\[ |\tilde{l}\rangle = |l\rangle - \frac{1}{192} \left( \frac{\pi}{N} \right) \frac{t_x + t_y}{\sqrt{t_xt_y}} \left[ \sqrt{l(l-1)(l-2)(l-3)} |l-4\rangle - \sqrt{(l+1)(l+2)(l+3)(l+4)} |l+4\rangle \right] - \frac{1}{16} \left( \frac{\pi}{N} \right) \frac{t_x - t_y}{\sqrt{t_xt_y}} \left[ \sqrt{l(l-1)} |l-2\rangle - \sqrt{(l+1)(l+2)} |l+2\rangle \right] - \frac{1}{24} \left( \frac{\pi}{N} \right) \frac{t_x - t_y}{\sqrt{t_xt_y}} \left[ (l-2)\sqrt{l(l-1)} |l-2\rangle - l\sqrt{(l+1)(l+2)} |l+2\rangle \right]. \]

With anisotropic hopping, the wavefunction takes on the new symmetry of the system, which reduces from \( C_4 \) to \( C_2 \). The isotropic case can be recovered if we set \( t_x = t_y \). We note that if we take the hopping amplitude in one direction to be much larger than the amplitude in the other direction (by a factor \( O(N) \)), then our perturbation theory becomes invalid.

2. Square lattice with next-nearest-neighbour hopping

We also consider next-nearest-neighbour hopping on the square lattice, defining the horizontal and vertical hopping amplitude to be one and the diagonal hopping amplitude to be \( t \) (as in Fig. 14). The discrete difference equation in the Landau gauge (with \( k = 0 \)) is given by

\[
\epsilon \psi(n) = -\psi(n-1) - \psi(n+1) - 2\cos(2\pi n \phi) \psi(n)
- 2t \cos(2\pi n \phi + \pi \phi) \psi(n+1)
- 2t \cos(2\pi n \phi - \pi \phi) \psi(n-1).
\]

Expanding as usual, we find that the energy bands are

\[
\epsilon_l = -4(1 + t) + 4(1 + 2t) \left( \frac{\pi}{N} \right) \left( l + \frac{1}{2} \right)
- \left( \frac{\pi}{N} \right)^2 (1 + 4t) \left( \frac{1}{2} + l + l^2 \right)
\]

and the wavefunction corrections are given by

\[
|\tilde{l}\rangle = |l\rangle - \frac{1}{96} \left( \frac{\pi}{N} \right) \frac{1 - 4t}{1 + 2t} \left[ \sqrt{l(l-1)(l-2)(l-3)} |l-4\rangle + \sqrt{(l+1)(l+2)(l+3)(l+4)} |l+4\rangle \right].
\]

We note that increasing \( t \) from zero only decreases the relative wavefunction correction, so we expect the pseudopotential corrections to be even smaller than they are for the ordinary square lattice—the results may be interesting when \( t \) is negative, however. We recover the original square lattice case if we set \( t = 0 \).

3. Triangular lattice

For the triangular lattice we define \( \phi = 1/N \) to be the magnetic flux per unit cell rather than per plaquette, as shown in Figure 15.

![FIG. 15. Triangular lattice with Wigner-Seitz Cell shaded in blue and a single plaquette shaded in red. We set the lattice spacing \( a = 1 \).](image)

In the Landau gauge, the discrete difference equation is

\[
\epsilon \psi(n) = -\psi(n-1) - \psi(n+1) - 2\cos \left( \pi \phi \left( n + \frac{1}{2} \right) + \frac{\sqrt{3} k_y}{2} \right) \psi(n + 1/2)
- 2\cos \left( \pi \phi \left( n - \frac{1}{2} \right) + \frac{\sqrt{3} k_y}{2} \right) \psi(n - 1/2).
\]

If we substitute \( \phi = p/q \), we notice that this is cyclic under the substitution \( n \to n + q \) if \( p \) is even, and it
is cyclic under the substitution \( n \to n + 2q \) if \( p \) is odd. Bloch periodicity therefore requires that

\[
\begin{cases} \ e^{i k \cdot q/2} \langle n | & p \text{ even} \\ \ e^{i k \cdot q} \langle n | & p \text{ odd} \end{cases}
\]

Setting \( \phi = 1/N \) and expanding as usual, we find that the characteristic frequency is now \( \omega = 2\pi/(\sqrt{3}N) \) and the energy bands are given by

\[
\epsilon_l = -6 + 4\sqrt{3} \left( \frac{\pi}{N} \right) \left( l + \frac{1}{2} \right) - \left( \frac{\pi}{N} \right)^2 (2l^2 + 2l + 1).
\]

There is no correction to the wavefunction at first order, but at second order we find

\[
|\tilde{l}\rangle = |l\rangle - \frac{1}{3240} \left( \frac{\pi}{N} \right)^2 \left( (a^l)^6 - (a^l)^{-6} \right) |l\rangle.
\]

The addition of \( |n \pm 6\) allows the wavefunction to adopt the six-fold symmetry of the lattice—but we notice that these corrections come with a factor of \( 1/N^2 \) and so will be highly suppressed. In this sense, the triangular lattice is a better approximation to the continuum than the square lattice.

We find that the hexagonal lattice gives the same results as the triangular lattice but with \( \omega = 4\pi/(3\sqrt{3}N) \) and with two copies of each wavefunction per unit cell.

### Appendix K: Derivation of Formula for Site-Site Interactions

We begin with the expression for a pseudopotential element in terms of Landau gauge wavefunctions

\[
V^{LL',u+i\nu}_{s_1s_2s_3s_4} = \sum_{m_1m_2m_3m_4} D_{m_1m_2}^{L^0} D_{m_3m_4}^{L'} \int dx_1 dx_2 dy_1 dy_2 \delta \left( x_1 - x_2 - u \right) \delta \left( y_1 - y_2 - v \right) \times
\]

\[
e^{-2\pi is_1 y_1/Q} e^{-2\pi is_2 y_2/Q} e^{-2\pi is_3 y_3/Q} e^{-2\pi is_4 y_4/Q} \int \{dk\} B_{m_1}^{s_1}(k'_1) B_{m_2}^{s_2}(k'_2) B_{m_3}^{s_3}(k'_3) B_{m_4}^{s_4}(k'_4) \times
\]

\[
e^{i k'_1 y_1} e^{i k'_2 y_2} e^{-i k'_3 y_3} e^{-i k'_4 y_4} \left[ \hat{\psi}_{0,k'_1}^{s_1}(x_1) \right]^* \left[ \hat{\psi}_{0,k'_2}^{s_2}(x_2) \right]^* \hat{\psi}_{0,k'_3}^{s_3}(x_1) \hat{\psi}_{0,k'_4}^{s_4}(x_2)
\]

where the definitions follow from Section [VI] and the initial sum is over the appropriate Clebsch-Gordan coefficients \( D_{m_1m_2}^{L^0} \) defined in Appendix [I]. The final integral transforms to the symmetric gauge, giving

\[
V^{LL',u+i\nu}_{s_1s_2s_3s_4} = \sum_{m_1m_2m_3m_4} D_{m_1m_2}^{L^s} D_{m_3m_4}^{L'} \int dx_1 dx_2 dy_1 dy_2 \delta \left( x_1 - x_2 - u \right) \delta \left( y_1 - y_2 - v \right) \times
\]

\[
e^{2\pi i y_1(s_1-s_1)/Q} e^{2\pi i y_2(s_1-s_2)/Q} \left[ \hat{\psi}_{0,m_1}^{s_1}(z_1) \right]^* \left[ \hat{\psi}_{0,m_2}^{s_2}(z_2) \right]^* \hat{\psi}_{0,m_3}^{s_3}(z_1) \hat{\psi}_{0,m_4}^{s_4}(z_2).
\]

We convert to relative coordinates and fix \( s_1 + s_2 = (s_3 + s_4) \mod Q \) to give

\[
V^{LL',u+i\nu}_{s_1s_2s_3s_4} = \int dx_R dx_C dy_R dy_C \delta \left( x_R - u \right) \delta \left( y_R - v \right) e^{2\pi i y_C(s_3-s_4-s_3-s_4)/Q} \times
\]

\[
\left[ \hat{\psi}_{L}^{s_1s_2}(z_R,z_C) \right]^* \delta_{x_1,x_2+u} \psi_{L}^{s_3s_4}(z_R,z_C) = e^{-\pi i (s_3-s_4-s_1-s_1)/Q} \int dx_C dy_C \left[ \hat{\psi}_{L}^{s_1s_2}(u+i\nu,z_C) \right]^* \delta_{\lambda_1,\lambda_2+u} \psi_{L}^{s_3s_4}(u+i\nu,z_C).
\]

Finally, we introduce the translation operators to give the final expression

\[
V^{LL',u+i\nu}_{s_1s_2s_3s_4} = e^{\pi i (s_3-s_4-s_1-s_1)} \left[ \hat{T}_{u+i\nu} U_{s_1s_2}^\dagger \right] \delta_{\lambda_1,\lambda_2} \delta(z_R) \delta(z_R) \left[ \hat{T}_{u+i\nu} U_{s_3s_4}^\dagger \right] \delta_{\lambda_1,\lambda_2+u},
\]

where the explicit form of the \( \hat{T} \) operators is given in Eq. [28]. In this way, we transfer the spatial offset from the delta function to the wavefunctions themselves.

As an example we consider the nearest neighbour interaction,

\[
\hat{V} = V \left[ \delta_{z_2,z_1+1} + \delta_{z_2,z_1-1} + \delta_{z_2,z_1+i} + \delta_{z_2,z_1-i} \right],
\]
for small flux $\phi = M/N \ll 1$ on the square lattice. The pseudopotential matrix in this case is

$$\begin{pmatrix}
4 - 2(\pi \delta) + \frac{185}{384} (\pi \delta)^2 & 0 & 0 & 0 & \frac{\sqrt{70}}{768} (\pi \delta)^2 \\
0 & 2(\pi \delta) - (\pi \delta)^2 & 0 & 0 & 0 \\
0 & 0 & \frac{33}{64} (\pi \delta)^2 & 0 & 0 \\
0 & 0 & 0 & \frac{\sqrt{45}}{48} (\pi \delta)^2 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{384} (\pi \delta)^2 \\
\frac{V}{4\pi l^2} & \frac{\sqrt{70}}{768} (\pi \delta)^2 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}$$

where $\delta = M/N$ and where all rows and columns for $L \in \{0, 1, 2, 3, 4, 5, 6, 7, 8\}$ are shown. Unlike the pure delta function interaction, the nearest neighbour interaction could be experienced by both fermions and bosons.
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