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Abstract: Controlling a chain of tethered mobile robots (TMRs) can be a challenging task. This kind of system can be considered kinematically as an open-chain robotic arm where the mobile robots are considered as a revolute joint and the tether is considered as a variable length link, using a prismatic joint. Thus, the TMRs problem is decoupled into two parallel problems: the equivalent robotic manipulator control and the tether shape computation. Kinematic redundancy is exploited in order to coordinate the motion of all mobile robots forming the chain, expressing the constraints acting on the mobile robots as secondary tasks for the equivalent robotic arm. Implementation in the Gazebo simulation environment shows that the methodology is capable of controlling the chain of TMRs in cluttered environments.
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1. Introduction

Since the early beginnings of mobile robotics, one of the key aspects of these systems was that of autonomy, both from a decision-making perspective, as well as from a physical one. This meant that, in the most general definition, a mobile robot should be physically unlinked from the environment or from other fixed devices. The direct consequence of this was the development and implementation of state-of-the-art energy accumulation systems, e.g., batteries, tele-control or autonomous on-board decision-making [1].

This being said, there are a set of specific cases where a physical link is unavoidable or at least exceedingly desirable:

1. High-power/consumption applications, e.g., welding applications, long-duration and perpetual drone flight,
2. Exploration of environments which prevent tele-control, e.g., caves, tunnels or mines, underwater environments,
3. Transfer of matter from a base station to the robot, e.g., the transfer of paint and compressed air in robotized painting applications.

Although single tethered mobile robot (TMR) has been widely covered in literature, here we focus on multi-robot systems, such as: platoons [2] and trains of robots connected by cables [3–5]. The former concerns parallel arrangements of TMRs, and the latter regards serial arrangements or chains of mobile robots.

Using more than one mobile robot in a system forming a chain drastically increases the working space and the manoeuvrability. Previous works on this kind of system considered mainly aspects related to control and generally lacked an explicit kinematic formulation. Here, we propose a formal way to handle the kinematics of this kind of systems by treating a chain of TMRs as a serial open-chain robotic manipulator. Each mobile robot is thus represented by a revolute joint and the cable is considered as a prismatic joint. In the following, we will refer to the fixed attachment point of the chain as the base, the leading robot also as the end-effector and the robots in between as the intermediate robots.
Formally, when the number of mobile robots is two or more, the equivalent robotic manipulator becomes a redundant system. This equivalence allows us to exploit the inverse kinematics (IK) solution of redundant manipulators (RMs) to solve the problem. In this regard, constraints on the mobile robots kinematics are expressed as secondary tasks for the equivalent RM. For example, one of these constraints is the influence of the tether which must avoid touching the ground.

The present work arose from a specific industrial request about painting applications with robots very large objects, for example, small airplanes or boats. In this case, the robotics arm, used for painting, must be able to move around in an environment where the objects are not positioned with extreme precision. Robotized painting presents two main problems: the first is that it is an extremely power demanding task, which obviously cannot be performed by using only batteries; the second is that the environment is going to be harsh and operators cannot be present inside the working area. Another important application of chains of TMRs in this context is about pressure washing. In this specific case, cables must provide both power supply but also water and detergent fluid. Given these requirements and limitations, the proposed solution is to use a mobile manipulator, powered with a cable line. However, since the manipulator has to cover a large area in order to perform the required task, a direct link from the wall to the mobile manipulator is highly undesirable. The mobile manipulator must be able to navigate around the object and, in this case, the cable would hit the obstacle or tangle. For this reason, and in order to increase the manoeuvrability of the overall system, the choice of using multiple mobile robots in series is considered. The intermediate robots have the task of acting as a fairlead and of rearranging the configuration of the cables in the workspace. Nevertheless, the introduction of cables in the environment greatly complicates planning and control, and their management during the whole motion of the system.

We acknowledge that there exists a general lack of explicit kinematic formulations in literature in the field of chains of TMRs; more specifically, most contributions are limited to control theory aspects. The present work aims at tackling the industrial problem while providing a general framework in which TMRs are modeled as redundant manipulators in an exhaustive and formally elegant way.

The integration of the cable is especially straightforward within this framework; it allows a catenary-based description of the cable, thus breaking away from the limiting taut cables hypothesis while at the same time being able to compute tension forces and implement constraints on the kinematics of the robots. By assimilating the cable to a manipulator link, it is possible through appropriate methods to constrain the cable to not touch the ground and always have an elongation within a certain range. Moreover, the reconfiguration of the cable in the environment is achievable in a convenient way through the classic obstacle avoidance for manipulators. The ability to avoid hitting the ground with the cable and not to tangle somewhere in the environment granted by this approach makes the problem of planning easier. Finally, the framework allows the system of tethered robots to be easily expanded to the case of \( n \) robots by iteration.

In order to fully characterize our framework, a sensitivity analysis was performed on its main parameters, highlighting the advantages and drawbacks of the methodology.

In order to validate our results, we elected to exploit the Gazebo dynamics simulator for the motion of the robots; this allowed us to have complete control on the environment, thus helping exclude exogenous error sources linked to the non-structured, real environments.

The paper is structured as follows: in Section 2, a detailed analysis is presented of the state-of-the-art in both the field of tethered and RMs. In Section 3, the kinematic analogy is illustrated between a chain of TMRs and an RM from a general point of view. In Section 4, the case studies are presented, which consist of three omnidirectional mobile robots connected in an open chain and traveling in four different scenarios: three ideal, one related to the industrial painting task of a small plane. In Section 5, results are shown and discussed. One ideal use case and the industrial one are compared with
simulations in Gazebo for validation. In the same section, the sensitivity analysis results are shown the plane case study. Finally, in the Conclusions, we highlight the main aspects of the implementation and the related results, and discuss possible future research in this direction.

2. Related Works

In the following, the two main aspects of the state-of-the-art are discussed that are relevant to the work we put forth in the following sections: tethered robots, and frameworks for solving robot redundancies.

2.1. Tethered Robots

In applications where robots have large power demands, tethers are a welcome feature; tethers are also widely used for data, communication and control in applications that require extremely high degrees of reliability. A chief example is the case of underwater robotics [6] ROVs (Remotely Operated Vehicles) since wireless communications with the ship through water is often impracticable. Literature shows application in matter transfer, e.g., for fluids [1], for traction support and assisting mobile robot on climbing steep slopes [7–10], for robotized tank inspection [11] and also for towing objects on the ground [12] and in the air [13–15]. They are also used in Urban Search and Rescue (USAR) [1] as well as in Unmanned Aerial Vehicles (UAVs) [16] and found use also in mobile CDPRs (Cable-Driven Parallel Robots) [17].

Fukushima et al. in 2001 studied TMRs which implemented a model of the cable called ‘hyper-tether’. This methodology allows for actively controlling the tether tension and length [18]. Later, in 2014, the issue of the navigation of a TMR was tackled by Kim et al., which developed a topological method based on the homotopy class of the cable [19]. More recently, in 2015, Kim and Likhachev studied the path planning of a TMR problem using a multi-heuristic A* algorithm approach [20].

TMRs have found use in space applications, e.g., for the rovers Nanokhod [1] and the ESA ROSA MicroRover [21], where mission constraints about dimensions and mass of the rovers are prohibitive for a completely autonomous system.

While in literature a large amount of work exists on a single mobile robot connected by a tether to a fixed point, few examples exist about chains of TMRs. Fagiano proposes a model to control a chain of UAV multicopters connected with each other by flexible tethers [3]; Tognon et al. discussed two tethered multicopters connected with a base, and considered the system as a two degrees of freedom planar arm [4]; Kosarnovsky considers an undefined number of UAVs as a robotic arm [5].

2.2. Approaches towards Robot Redundancy

The fact that the IK for an RM allows for infinite solutions has the advantage that redundancy can be exploited to either execute other tasks or to apply additional constraints. The main methods to solve this redundant kinematics while satisfying these additional constraints are: the Extended Jacobian (EJ) approach [22], the Task Space Augmentation (TSA) [23,24], the Task Priority (TP) approach and the Gradient Projection Method (GPM).

Both EJ and TSA aim at including the constraints in the Jacobian, increasing its size. These methods differ on how the constraints are expressed, and the IK solution is obtained by inverting the new Jacobian. Both methods are subjected to algorithm singularities. In fact, by increasing the number of tasks, the likelihood of a singularity condition increases. In particular, the Jacobian becomes singular even if the single task Jacobians are full rank [25]. Later, Simas et al. proposed a method to adapt the coefficients describing the constraints included in the EJ in order to keep the robot far from singularities [26].

In order to handle these situations, the TP approach was first proposed by Nakamura et al. [27] and Maciejewski et al. [28] for two tasks and later extended in a general way by Sciavicco et al. to the case of t tasks [29]. Despite this, the method is subject to algorithm singularity [25], which can be overcome by using a similar formulation proposed
by Chiaverini [30,31], which is more robust near singularities, at the cost of greater tracking error for secondary tasks. Baerlocher et al. [32] extended this method to the case of $l$ tasks. Finally, GPM [33,34] is a method in which the joint variables are computed in a way that maximizes an objective function; internal motion of the structure is then obtained by projecting the vector into the null space of the end-effector Jacobian.

Techniques developed for typical RM have been used for platooning problems and formation control [35–37]. Other works from Antonelli et al. [38,39] built on previous work by using singularity robust task priority [30,31] in order to prevent task conflicts.

In general, previous works operate by computing the Jacobians in the task space with respect to the robot’s position. Conversely, in this paper, we control a virtual RM explicitly; the Jacobians are thus computed with respect to its joint variables. In other words, we control a virtual RM in the joint space, while the positions of the mobile robots are mapped by exploiting the manipulator direct kinematics.

3. Methodology

Let us consider a chain composed by a set of $n$ mobile robots arranged in three-dimensional space, such that the first one is tethered to a fixed point (e.g., the ground, a wall), and the others are connected between them such that they form an open chain. The position of each robot is then defined by a vector $x_k \in \mathbb{R}^3$ with $k = 1, \ldots, n$. Since the robots are tethered, this leads to the fact that the robot $k$ depends on the previous robot, i.e., $x_k = f(x_{k-1})$.

The analogy consists of considering each robot as a spherical joint, and the tether connecting two consecutive robots as a prismatic joint, as shown in Figure 1; at the same time, the tether shape can be solved as a parallel problem. The spherical joints have 2 Degrees of Freedom (DOFs) since the cable is assumed non-rotating. As such, the chain of TMRs can be considered kinematically as an open-chain manipulator; it is then possible to solve the $n$ TMRs problem with the already known techniques used for manipulators.
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Figure 1. (a) A view in the 3D space of a system of tethered drones forming a chain; (b) its modeling as a robotic arm.

Moreover, the joint variables are expressed according to the Denavit–Hartenberg (D–H) convention. It is thus possible to write the transformation matrix $T_i^{-1}$ between two consecutive joints, named $i$ and $i-1$, as follows:

$$T_i^{-1} = \begin{bmatrix} c\theta_i & -s\theta_i c\alpha_i & s\theta_i s\alpha_i & a_i c\theta_i \\ s\theta_i & c\theta_i c\alpha_i & -c\theta_i s\alpha_i & a_i s\theta_i \\ 0 & s\alpha_i & c\alpha_i & d_i \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

(1)

where $s$ and $c$ denote, respectively, the sine and cosine functions, $d_i$ are prismatic and $\theta_i$ revolute joint variables.

Hence, between each robot, there are three active joints; by denoting as $T_{i-1}^{i-1,j}$ the homogeneous transformation between two consecutive joints $i$ and $i-1$ along the $j$-th link
connecting the two mobile robots, the position of the \( k \)-th robot, with respect to the base frame, is expressed as follows:

\[
x_k = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \left( \prod_{j=1}^{k} \prod_{i=1}^{3} {I_d^{i,j}}^{-1} \right) [0 \ 0 \ 1 \ 0]^T
\]  

(2)

when \( k = n \), then Equation (2) describes the direct kinematic function for the complete robotic manipulator and allows for mapping the end-effector pose in the task space given a joints vector \( q \); in our case, this function allows us to map the mobile robots configuration. The direct kinematic function can be expressed in a more compact form as \( x = k(q) \), where \( k(\cdot) \) is a nonlinear operator defined as \( k : \mathbb{R}^n \rightarrow \mathbb{R}^m \), and \( q \in \mathbb{R}^n \) is a vector composed by the joint variables.

Each introduced TMR increases the DOFs of the system by three: two for the spherical joint and one for the prismatic joint. In the 3D task space, to completely describe a given task 6-DOFs are needed: the position \((x, y, z)\) and the Euler angles \((\alpha, \theta, \varphi)\) with respect to a fixed frame. If the task is only about positioning, then the DOFs required to fully define the task can be reduced to 3. This assumption can be done because we assume that the last robot, i.e., the end-effector, can rotate freely around its axis.

Let us consider the case where \( n > 1 \): in this situation, the system is said to be redundant. It is thus possible to define the number of redundant DOFs, or Degrees of Redundancy (DORs) as \( r = 3(n-1) \). Given a pose, this system has \( \infty \) solutions. Having a high number of DORs allows for the definition of a certain number of constraints or tasks which will have an influence on the behavior of the system.

Consider now the differential kinematics:

\[
\dot{x} = J(q)\dot{q}
\]  

(3)

where \( \dot{x} \in \mathbb{R}^m \) represents the task space velocities vector, and, in this case, \( m = 3 \); \( \dot{q} \in \mathbb{R}^n \) represents the joint space velocities vector, and \( J(q) \in \mathbb{R}^{m \times n} \) is the Jacobian matrix; for redundant robots, \( J(q) \) is not squared since \( m < n \). For a given task space velocities vector \( \dot{x} \), the general solution of the inverse differential kinematics is expressed as follows:

\[
\dot{q} = J^\dagger(q)\dot{x} + (I_n + J^\dagger(q)J(q))\dot{q}_0
\]  

(4)

where \( J^\dagger(q) = (J(q)^T(J(q)^TJ(q)))^{-1} \) represents the Moore–Penrose pseudoinverse. For our purposes, we will not compute the above pseudoinverse since it is numerically unstable near the singularities. Instead, considering a very small constant \( \lambda \in [0, 1] \), we will compute the pseudoinverse \( \bar{J}^\dagger(q) = J(q)^T(J(q)^T(J(q)^TJ(q)) + \lambda I_n) \) with the Damped Least Square Method, which is a trade-off between stability near singularities and a smoother output.

The first term in Equation (4) is the particular solution which solves Equation (3) in terms of least squares, while the second term is the homogeneous solution. The term \((I_n + \bar{J}^\dagger(q))\) is an orthogonal projection operator which projects a generic vector \( \dot{q}_0 \) into the null space \( \mathcal{N}(J) \) of \( J \).

In order to solve the IK for a RM, we use the formulation proposed by Chiaverini [30,31], more precisely its generalization to \( t \) tasks [32]. Within this formulation, the priorities are defined by \( i = 1, \ldots, t \) where lower numbers indicate higher priorities and where \( \sum_i m_i \leq n \); the joint space velocity vector is defined as follows:

\[
\dot{q} = \sum_{i=1}^{t} \left( P_{i-1}^A(q)\bar{J}^\dagger_i(q)\dot{x}_i \right) + P_{t}^A(q)\dot{q}_{opt}
\]  

(5)

where \( P_i^A(q) = (I_n - J_i^A(q)J_i^A(q)) \) denotes the projection operator into the null space of the Augmented Jacobian \( J_i^A(q) \), which is in turn defined as follows:
\[ J_i^A(q) = \begin{bmatrix} J_1(q) \\ \vdots \\ J_i(q) \end{bmatrix} \]  

(6)

Note that the projection operator \( P_0^A(q) = I_n \) when \( t = 1 \), i.e., the task is the primary one.

Let \( \dot{x}_i \) be the \( i \)-th task velocity vector, and \( J_i(q) \) the Jacobian associated with that task. Note that, in Equation (5), the joint optimization term \( \dot{q}_{\text{opt}} \) has been explicitly defined. It is now possible to define a vector \( q_{\text{opt}} \) such that it satisfies a certain constraint. Following the GPM, a typical choice is to specify the vector as a function of the gradient of an appropriate scalar objective function [33], which we call \( w(q) \):

\[ \dot{q}_{\text{opt}} = k_0 \left( \frac{\partial w(q)}{\partial q} \right)^T = k_0 \nabla w(q) \]  

(7)

where \( k_0 \) must be positive if the aim is the objective function \( w(q) \) maximization.

By specifying the vector \( \dot{q}_{\text{opt}} \), the generalization of Equation (3) can be used to express it in the task space velocities; subsequently, by substituting it in Equation (5), the task priority framework can be used. In this case, the primary task is being executed (usually the end-effector tracking a reference trajectory), and sub-tasks are executed in such a way that they do not interfere with the higher priority tasks.

4. Case Study

This section will present how the approach described in Section 3 has been used to solve a specific real problem. We consider three omnidirectional-drive mobile robots arranged on a flat surface cluttered by static obstacles; each robot is connected to the next by means of a tether which is not taut. We impose that the mobile robots have a safety radius of 0.5 m. The first robot has a tether connecting it to the ground; the last robot has a tether connecting it only to the previous one. Each mobile robot is equipped with a winch that manages the tether by exerting a constant tension. The system can be seen in Figure 2a; while in Figure 2b the analogy to a planar RM is immediately apparent.

![Figure 2.](image)

**Figure 2.** (a) Top view of three tethered mobile robots (TMRs) surrounding an obstacle; (b) the same robotic system viewed as a planar redundant manipulator (RM).

The objectives that we want to achieve in this problem are summarized in:
1. The mobile robots must be moving simultaneously in a cluttered environment; the leader must be capable of reaching the target point in the task space by tracking a reference trajectory;
2. The robots must not collide with themselves and with the obstacles;
3. Neither of the three tethers must touch the ground nor hit any of the surrounding obstacles;
4. The distance between each consecutive robot must be a trade-off between their local minimization and uniformity with the other tethers length.

Based on the schematics proposed in Figure 2b, the parameters relative to the D-H convention are reported in Table 1.

Table 1. Denavit–Hartenberg parameters table for the robotic manipulator described in Figure 2a.

| Link | $a$  | $d$  | $\alpha$ | $\theta$          |
|------|------|------|----------|-------------------|
| 1    | 0    | 0    | $\pi/2$  | $\pi/2 + \theta_1$ |
| 2    | 0    | $d_2$| $-\pi/2$ | 0                 |
| 3    | 0    | 0    | $\pi/2$  | $\theta_3$        |
| 4    | 0    | $d_4$| $-\pi/2$ | 0                 |
| 5    | 0    | 0    | $\pi/2$  | $\theta_4$        |
| 6    | 0    | $d_6$| $-\pi/2$ | 0                 |

A general task in the bi-dimensional space is completely defined if coordinates $(x, y)$ and orientation $\phi$ of the end-effector are given relative to a fixed frame. If the task is about positioning the end-effector with no regard to its orientation, the functional redundancy can be exploited leading to $r = 4$.

4.1. Tasks Definition

In order to achieve the objectives described above, some constraints to the system must be specified. As discussed in Section 3, this can be done by using the task priority framework, via the introduction of multiple suitable secondary tasks.

In this section, the primary task is illustrated, followed by the definition of the secondary tasks. The Jacobians defined in the following sections are substituted in Equations (5) and (6).

4.1.1. Primary Task: Trajectory Tracking

The primary task of the equivalent RM is referred to its end-effector tracking a reference trajectory. Using Equation (3), the primary task can be described by the following equation:

$$\dot{x}_e = J_e(q)\dot{q}$$  

(8)

where $\dot{x}_e \in \mathbb{R}^2$ is the task velocity vector of the end-effector and $J_e(q) \in \mathbb{R}^{2 \times 6}$ is the Jacobian associated with the end-effector, and it is computed as follows:

$$J_e(q) = [J_1, J_2, \ldots, J_6]$$  

(9)

where, if we assume that $p_p^0$ and $p_k^0$ are respectively the position vector of a generic point $p_p$ and the position vector of the $k$-th joint, both with respect to the base frame,

$$I_k = \begin{cases} 
\Gamma \cdot \Omega_k \cdot \Lambda & \text{if } k\text{-th prismatic} \\
\Gamma \cdot \left[\Omega_k \times (p_p^0 - p_k^0)\right] \cdot \Lambda & \text{if } k\text{-th revolute} 
\end{cases}$$  

(10)

with

$$\Omega_k = \prod_{i=1}^{k} T_i^{-1}, \quad \Lambda = [0 \ 0 \ 1]^T, \quad \Gamma = [\Lambda \ \Lambda]^T$$  

(12)
If the Jacobian referred to the end-effector has to be computed, the position vector of the end-effector \( p_{e}^{0} \) must be substituted in the generic position vector \( p_{0}^{0} \).

4.1.2. Secondary Task: Joint Limits Avoidance

The first task with a lower priority than that of the primary task that will be introduced is the so-called joint limits avoidance. The GPM will be used, and the objective function can be constructed as follows: [40]:

\[
   w(q) = -\frac{1}{2n} \sum_{i=1}^{n} (q_{i} - q_{i,t})^2 (q_{i,M} - q_{i,m}) 
\]

where \( q_{i} \) is the \( i \)-th joint variable, while \( q_{i,t}, q_{i,M} \) and \( q_{i,m} \) are respectively the desired, the maximum and the minimum values of the \( i \)-th joint. In this case, there are no limitations on the revolute, while there are on the prismatic ones. More precisely, the minimum value for the prismatic joint is directly related to the dimensions of the robots, and it is defined as a function of the two consecutive robot’s safety bubbles; the maximum joint value is defined instead by solving the catenary problem, i.e., find the maximum distance between the robots such that the tether does not touch the ground.

By using Equation (7) and substituting constant gain \( k_{0} \) with a diagonal gain matrix \( K \in \mathbb{R}^{6 \times 6} \), which will be used to give more importance to a specific joint variable with respect to the others, we obtain \( \dot{q}_{0} = K\hat{\phi} \), where \( \hat{\phi} \in \mathbb{R}^{6} \) is a vector whose \( i \)-th component is defined as \( \hat{\phi}_{i} = (q_{i,t} - q_{i}) \), \( \forall i = 1, \ldots, n \). The values resulting from the differentiation of Equation (13) are grouped into the \( K_{i,i} \) elements of the matrix diagonal. The coefficients \( K_{i,i} = 0 \), for \( i = 1, 3, 5 \), have been set this way because there are no limitations on the revolute joints, i.e., \( q_{i} \in [-\pi, \pi] \), with \( i = 1, 3, 5 \).

The Jacobian \( J(q) \in \mathbb{R}^{2 \times 6} \) associated with this task is the one associated with the end-effector defined in Equation (9).

4.1.3. Secondary Task: Obstacle Avoidance

In order to make the robots move into the task space safely, some control is needed in order for the robots to avoid colliding with objects. In addition, this can be obtained by exploiting some number of DORs and then defining a sub-task for the obstacle avoidance, as in the previous subsection.

Suppose that the end-effector is already following a free obstacle path; this sub-task allows for generating internal motions of the system in order to reconfigure the structure so that the inner links do not collide with obstacles.

As described in [28], in every time step, a critical point \( x_{c} \) must be defined. This is defined as the the point along the manipulator that has a minimum distance from the obstacle. This task can be written in a differential form as:

\[
   \dot{x}_{c} = J_{c}(q)\dot{q} 
\]

where \( \dot{x}_{c} \in \mathbb{R}^{2} \) is the evasion speed vector, and \( J_{c}(q) \in \mathbb{R}^{2 \times 6} \) is the Jacobian associated with the critical point. This point is located along the manipulator chain; as such, the associated Jacobian \( J_{c}(q) \) depends on the relevant link corresponding to this location, as follows:

\[
   J_{c} = \begin{cases} 
   \begin{bmatrix} J_{1} & 0 & 0 & 0 & 0 & 0 \\ J_{1} & J_{2} & J_{3} & 0 & 0 & 0 \end{bmatrix} & x_{c} \in \text{Link}_1 \\
   \begin{bmatrix} J_{1} & J_{2} & J_{3} & J_{4} & J_{5} & 0 \end{bmatrix} & x_{c} \in \text{Link}_2 \\
   \begin{bmatrix} J_{1} & J_{2} & J_{3} & J_{4} & J_{5} & 0 \end{bmatrix} & x_{c} \in \text{Link}_3
   \end{cases}
\]

where \( J_{k} \) is computed using Equations (10) and (11), and the position vector \( x_{c} \) must be substituted in place of \( p_{0}^{0} \).
The evasion speed $\dot{x}_c$ is a vector pointing in the direction that maximizes the distance between the critical point and the closest obstacle. This consideration leads to a definition of scalar objective function, which has to be maximized:

$$\mathcal{w}(q) = ||d_c - x_c||$$

where $d_c$ is the position vector of the closest obstacle. For the definition of this sub-task in this paper, we will not directly use this function, rather, we will use its normalized gradient; we will define a nominal evasion speed and an activation function, as described in the following:

$$\begin{cases}
\dot{x}_c = \frac{\nabla \mathcal{w}(q)}{||\nabla \mathcal{w}(q)||} & ||d_c - x_c|| < d_{\text{min}} \\
\dot{x}_c = 0 & ||d_c - x_c|| \geq d_{\text{min}} + \epsilon
\end{cases}$$

where $d_{\text{min}}$ is a specified safety distance which will trigger the activation of the sub-task. Note that $\epsilon > 0$ has been introduced in order to avoid or at least reduce the Zeno Phenomenon; this will make the controller more stable and reduce the oscillations of the system. The scalar objective function $\mathcal{w}(q)$ has been created in MATLAB over a discrete bidimensional grid, which has been constructed over the given map representing the working environment; to each grid cell, a value has been assigned representing the minimum Euclidean distance from the current cell and the closest cell containing an obstacle. If a cell contains an obstacle, the assigned distance value is set to zero. Subsequently, over the same grid, the gradient has been evaluated and mapped for future needs. As can be easily seen from Figure 3, the gradient direction is orthogonal to the level surfaces.

Two aspects are important about the definition of $\mathcal{w}(q)$ (see Equation (16)): the first is that, with its mapping over a discrete grid, it is possible to represent any kind of obstacle, i.e., no restriction on convex and regular shapes. The second is that an integration with real range sensor data are trivial, e.g., ultrasonic, LiDAR or any point cloud based system.

Figure 3. View of the level surfaces of the objective function $\mathcal{w}(q)$ used for the obstacle avoidance sub task.
Note that, while the evasion speed \( v_0 \) can be assumed constant, in order to achieve a smoother behavior, the speed \( v_0 = \frac{k_0}{||d_t - x_t||} \) has been defined explicitly as inversely proportional to the critical distance \( d_c \). Hence, a different Jacobian can be computed as follows:

\[
J_n(q) = n^T \cdot J(e(t)) (18)
\]

where \( n = \nabla w(q)/||\nabla w(q)|| \) and \( J_n(q) \in \mathbb{R}^{1 \times 6} \) is the new Jacobian associated with the obstacle avoidance sub-task.

4.2. Control

In this subsection, the control architecture that will be used to achieve the requirements listed in the introduction of this section will be explained, and the relative control flow will be reported. The control is based on the CLIK (Closed Loop Inverse Kinematics) algorithm for the serial manipulators proposed in [23]. First, the end-effector tracking error vector needs to be defined at a given time \( t \) as follows:

\[
e(t) = x_{d}(t) - x_{e}(t) (19)
\]

where \( x_{d}(t) \) is the position vector of a point along the trajectory and \( x_{e}(t) \) is the position vector of the end-effector both at time \( t \). By differentiating Equation (19) and using Equation (3) we obtain \( \dot{e}(t) = \dot{x}_{d}(t) - J_{e}(q) \ddot{q} \). We choose the equivalent linear system \( \ddot{q}(t) + K e(t) = 0 \) which has been demonstrated to be asymptotically stable for a positively-defined gain matrix \( K \); this leads to the algorithmic solution for the IK for trajectory tracking of the end-effector:

\[
\ddot{q} = f^R(q)(\dot{x}_{d}(t) + K e(t)) (20)
\]

Since the trajectory tracking is defined as the primary task, then Equation (20) can be substituted in Equation (5). Substituting the sub-tasks defined in the previous section as listed in the introduction of this section will be explained, and the relative control flow will be reported. The control is based on the CLIK (Closed Loop Inverse Kinematics) algorithm for the serial manipulators proposed in [23]. First, the end-effector tracking error vector needs to be defined at a given time \( t \) as follows:

\[
e(t) = x_{d}(t) - x_{e}(t) (19)
\]

where \( x_{d}(t) \) is the position vector of a point along the trajectory and \( x_{e}(t) \) is the position vector of the end-effector both at time \( t \). By differentiating Equation (19) and using Equation (3) we obtain \( \dot{e}(t) = \dot{x}_{d}(t) - J_{e}(q) \ddot{q} \). We choose the equivalent linear system \( \ddot{q}(t) + K e(t) = 0 \) which has been demonstrated to be asymptotically stable for a positively-defined gain matrix \( K \); this leads to the algorithmic solution for the IK for trajectory tracking of the end-effector:

\[
\ddot{q} = f^R(q)(\dot{x}_{d}(t) + K e(t)) (20)
\]

Since the trajectory tracking is defined as the primary task, then Equation (20) can be substituted in Equation (5). Substituting the sub-tasks defined in the previous section as well, we obtain the algorithmic solution for the multi-task RM. Time-integration provides the joints variable vector \( q \). Based on Equation (5), we then obtain:

\[
q(t) = \int_{t_0}^{t} f^R(q)(\dot{x}_{d} + K e)dt + \int_{t_0}^{t} \left( \sum_{i=2}^{t} \left( P^A_{i-1}(q) f^R(q) \dot{x}_i \right) \right) dt (21)
\]

where \( t \) is the number of secondary tasks. Since the integration has to be done numerically, Equation (21) must be discretized, the integrals must be substituted with a sum, and a proper sampling period has to be chosen.

The control is of type “Centralized Control”. The control architecture can be split into three different main blocks, visible in Figure 4, and briefly described below:

1. **Planner:** Is responsible for generating a free obstacle path for the end-effector of the equivalent RM starting from an already known discrete map of the environment, and the initial pose of the equivalent RM. The free obstacle path is obtained by means of a graph search algorithm, more precisely the RRT* [41], and stored in a data structure we will denote with \( z \).

2. **Trajectory Generator:** Given a desired time, it is responsible for generating a trajectory passing through the points generated by the planner block. To generate a time based trajectory, a B-spline has been used. The duration of the trajectory has been fixed to \( T_{\text{end}} = 15 \) s and the sampling period to \( T_s = 0.05 \) s. In particular, by denoting as \( w \) the trajectory data structure, composed by \( N = T_{\text{end}}/T_s \) points, we have \( w = [X, \dot{X}, \ddot{X}] = f(T_{\text{end}}, T_s, z) \) with its components the time-series of values \( x(t), \dot{x}(t) \) and \( \ddot{x}(t) \) respectively, for \( t = 0, \ldots, T_{\text{end}} \).

3. **System Sub-Control:** This is the most important block because it is here that the CLIK algorithm works. It takes as input the trajectory data structure \( w \) generated from the Trajectory Generator and an additional data structure containing important data about the map (such as the distance field and its gradient). As output, this
block returns a data structure containing the three trajectories the TMRs have to track, denoted with $x_{1,2,3}$ in Figure 4. By expanding this block, a subsystem control loop can be found, which is composed by three main parts:

(a) **Main CLIK Algorithm**: It gives a reference signal to the RM’s end-effector, which has to track it, and computes its IK;

(b) **Secondary Tasks Manager**: it computes and arranges the terms used in the multi-task framework;

(c) **Parallel Catenary Evaluation**: it checks at each iteration the actual pose and how the catenary is mapped. It re-arranges the gain matrix of the joints limits avoidance sub-task in order to regulate the elongation of the tether.

The Secondary Task Manager is a Finite State Automaton with the two following distinct states:

- If all the links of the equivalent manipulator are out of the danger collision area, only the primary task and the joints limit avoidance are activated.
- If some point of any link enters inside the danger area, then the sub task of obstacle avoidance activates, taking the priority of the joints limits avoidance, while the latter priority is been lowered. This has the effect of sacrificing part of the minimization of the distance between each mobile robots, but gaining more flexibility to avoid obstacles. This state remains active until all points are outside of the danger zone.

At each iteration, Equation (2) is used to map the robot positions from the equivalent RM joint variables and then stored, generating then three different trajectories each robot has to follow; this can be seen in the main loop in Figure 4.

**Figure 4.** In the top, the logical scheme of how the overall algorithm works, in which are reported the three main blocks; at the bottom, the expansion of the System Sub-Control Block containing the Closed Loop Inverse Kinematic (CLIK) algorithm which evaluates the shape of the catenaries and the secondary tasks’ resolution.

4.2.1. Parallel Catenary Evaluation

Since the tethers are modeled as prismatic joints to threat this multi robotic system kinematically as one single robot, the real behavior of tethers must be computed and characterized in parallel with the control of the RM. This, in particular, is done to prevent the cable from touching the ground.

Flexible tethers can be modeled with splines, catenaries and parabolas [42]. The catenary is a function of the height of the suspending points and of the cable tension and weight. Its parametric equation [43] is presented as follows:

$$y = c \left( \cosh \left( \frac{x}{c} \right) - 1 \right)$$  \hspace{1cm} (22)
where \( c = \frac{T_0}{\rho g} \) and \( T_0, \rho \) and \( g \) are respectively the horizontal tension of the cable, its specific weight and the gravitational acceleration. The pair \((x, y)\) is the coordinate system used for the parameterization that is centered at the minimum point of the curve. Considering the height of the robots \( H = 0.43 \text{ m} \), a pulley resisting torque \( T_r = 1.35 \text{ N m} \) and radius \( r = 0.1 \text{ m} \). By using Equation (22), a cable specific weight \( \rho = 0.15 \text{ kg m}^{-1} \), it follows that the maximum allowed horizontal distance between the robots, which guarantees that the cable does not touch the ground, is \( d_{\text{max}} = 5.84 \text{ m} \).

Based on the equations reported in Equation (22) for each value of the sag—or equivalently the robot horizontal distance—a value for the joints limits avoidance gain \( K \) must be specified. To achieve this, an appropriate function has been defined and composed by a sum of two exponential functions and a constant gain \( G \), as follows:

\[
K_{ij}(q_i) = a_1 e^{b_1 q_i} + a_2 e^{b_2 q_i} + G, \quad i = 2, 4, 6
\]

which takes as input the robot horizontal separation. The exponential functions have the aim of gradually increasing the gains used in the joints limits’ avoidance secondary task in specific conditions. This happens if either the robots’ horizontal separation approaches the safety minimum distance, which assures that they do not collide, or the maximum distance \( d_{\text{max}} \) as the distance at which the cable touches the ground.

### 4.2.2. Parameters Tuning, Performance Function Definition and Optimization

To achieve a global smooth behavior and minimum energy loss, many parameters of the system must be tuned, e.g., the gains and the evasion speed. For this reason, it is necessary to define performance functions in order to compare single simulations. To provide coherent samples, the environment map shall be the same for all simulations. The performance functions that have been taken into consideration are reported in the following: the values are discretized in \( N \) samples indexed as \( k = 0, \ldots, N \).

These have to be simultaneously minimized:

\[
f_1 = \sum_{k=0}^{N} \dot{\mathbf{q}}(kT_s)^T \ddot{\mathbf{q}}(kT_s) \tag{24}
\]

\[
f_2 = \sum_{k=0}^{N} \left[ (d_1 - d_2)^2 + (d_2 - d_3)^2 + (d_3 - d_1)^2 \right] \tag{25}
\]

\[
f_3 = \sum_{k=1}^{N} ||\mathbf{x}_e(kT_s) - \mathbf{x}_d(kT_s)||^2 \tag{26}
\]

\[
f_4 = \sum_{k=1}^{N} \ddot{\mathbf{q}}(kT_s)^T \ddot{\mathbf{q}}(kT_s) \tag{27}
\]

Note that Equation (24) represents the energy spent by the hypothetical motors of the serial equivalent manipulator. Equation (25), where \( d_i = f(kT_s) \) with \( i = 1, \ldots, 3 \) is the discrete equivalent of \( \dot{q}_{2i} \) (the 2\( i \)-th prismatic joint elongation), takes into account the uniformity of the distance between the robots. By minimizing this function, we aim at keeping the robot separation distance constant. Equation (26) quantifies how accurate the manipulator end-effector is when tracking a reference trajectory. Finally, Equation (27) quantifies the jerk of the structure during the whole motion, whose minimization leads to a smoother motion of the structure.

If the robot manipulator end-effector is unable to terminate the simulation for any reason, a blind penalty is applied, thus having \( f_i = +\infty \). Failures of this type occur when large values lead to system instability, the links of the robot colliding with obstacles or the minimum distance between robots exceeds the maximum allowed.

For the optimization, a genetic algorithm has been used for the multi objective optimization process (MOGA) and, in the end, a proper set of parameters has been chosen.
5. Results

After the tuning of parameters, simulations over three different scenarios have been conducted; more precisely:

- **Scenario A**: a square room in which five obstacles are present, represented by disks with a certain diameter; the objective is for the last mobile robot to position itself behind the obstacle placed in the middle of the room;

- **Scenario B**: an environment in which there is a high-curvature path representing a curved corridor leading out of the room. The aim in this scenario for the last robot is to reach the end of the corridor.

- **Scenario C**: a square room in which some walls are modeled in order to simulate a small maze. The aim in this scenario is for the last robot to position itself in the top right corner of the room;

- **Scenario D**: a square room where a model of the Cessna C-172 is present, which needs to be worked on by the robots, for example, in this case robotic painting. The aim in this scenario is for the last robot to move around the plane and position on the opposite side.

In order to take into account the physical dimensions of the robots, the obstacles are grown in size accordingly.

In Figure 5, some runs are reported of the equivalent manipulator pose. The pose is evaluated over a fixed time step of three seconds for all four of the different scenarios. The straight lines represent the tether as viewed from the top or, equivalently, the links of the manipulator; in other words, the ends of the lines represent either the mobile robots or the manipulator revolute joints. It can be clearly seen that, near the obstacles, the system re-configures its structure in order to avoid them; at the same time, it tries both to minimize the horizontal separation distances between consecutive mobile robots and to keep them as close as possible to each other. Finally, it can be said that neither the mobile robots nor the tethers touch the obstacles during the whole simulation. Figure 6 shows the generated trajectories that each of the mobile robots has to follow for each scenario: in the top row for the scenario A; in the second row for the scenario B, in the third row for the scenario C and in the bottom row for the scenario D. With the exception of the trajectories of the end-effector (Robot 3), which have been pre-computed at the planner level, all other trajectories show spikes due to both numerical oscillations and the sudden activation/deactivation of the sub-tasks. In order to remove the spikes, the trajectories have been smoothed by filtering. The results of this process are the trajectories shown in red.

Recall that $q_2$, $q_4$ and $q_6$ in the equivalent manipulator represent both the prismatic joints elongation and the horizontal separation between two consecutive mobile robots. Figure 7 shows the evolution over time of three distance errors. These are are defined as the difference between the horizontal separation of the mobile robots and the mean of all of them at a given time. During the simulation, the errors stay close to zero except at certain times; this is due to the fact that, at that time, the structure is trying to avoid obstacles by activating the obstacle avoidance secondary task and lowering the priority of the joints limits avoidance one. This leads to an increase of tracking errors. For scenarios B and C, this error remains within 0.05 m; for the scenario C, instead, it is less than 0.10 m; and, finally, for scenario D, it is less than 0.008 m in absolute value.

Figure 8 contains information about the instantaneous speed that each mobile robot must have in order to complete the three generated trajectories. The three speed distributions refer to the trajectories generated for the scenario B. The speed is expressed as normalized speed. The normalization has been done with respect to the nominal speed $v_n$ defined as the mean speed the end-effector (Robot 3) must have in order to track the entire trajectory in the given simulation time. The effects of the filtering can be seen clearly in this figure as well; in the original trajectories, the spikes have the effect of producing high instantaneous speeds and accelerations. By filtering the original trajectories, we can obtain a better distribution of the speed each mobile robot must have in order to follow its reference trajectory; this speed distribution is expressed by the red curve.
Figure 5. Evolution in time every three seconds of the pose of the equivalent manipulator. In the top row, the room with the five columns is shown (Scenario A); in the second row, the corridor is shown (Scenario B); in the third row, the maze is shown (Scenario C); and, in the bottom row, the room with the plane is illustrated (Scenario D).

Figure 6. Original and filtered trajectories obtained for each of the mobile robot computed in the top row, the room with five columns (Scenario A); in the second row, the corridor environment (Scenario B); in the third row, the maze (Scenario C); and, in the bottom row, the room with the plane (Scenario D).
Figure 7. Distance error of the tree mobile robots evaluated in (a) the room with five columns environment (Scenario A); in (b), the Corridor (Scenario B); in (c), the Maze (Scenario C); and, in (d), the room with the plane (Scenario D).

Figure 8. Normalized speed the mobile robots shall maintain in order to complete the assigned trajectory in scenario B.

5.1. Fitness: Sensitivity Analysis

In order to grasp the mechanisms behind variations in the fitness functions presented in Equations (24)–(27), we present a sensitivity analysis on two specific parameters: the constant of evasion speed $k_{v_0}$ and the minimum distance $d_{\text{min}}$ that activates the obstacle avoidance secondary task. The selection was made based on the observation that these are the two most influential parameters that are also based on physical quantities; indeed, most other parameters are related to the gains of the controller, and, as such, do not capture the high-level behaviour of the robot well. The interval of variation of the chosen parameters is defined as $k_{v_0} = k_{v_0}^* + [-50\%, +100\%]$ and $d_{\text{min}} = d_{\text{min}}^* + [-50\%, +100\%]$, where $k_{v_0}^* = 0.05 \text{ m}^2 \text{s}^{-1}$, and $d_{\text{min}}^* = 0.5 \text{ m}$. The fitness functions show values in the following intervals: $f_1 \in [123.9412, 453.7501]$ J, $f_2 \in [0.0021, 0.6446]$ m$^2$, $f_3 \in [1.1405, 1.1407]$ m$^2$, and $f_4 \in [0.1559 \times 10^8, 2.7352 \times 10^8]$ m$^3$ s$^{-3}$. The results of this analysis are reported in Figure 9, for each of the fitness functions described in Section 3. The plots show several aspects that are discussed in the following.

In general, the fitness $f_2$ remains very small in every configuration $(k_{v_0}, d_{\text{min}})$, which stands to show that the approach is effective in keeping the separation distance uniform.
between the robots. This is mostly true also for \( f_3 \), which shows that the tracking error of the robots is kept at a low level for a vast majority of the configurations \((k_{v0}, d_{min})\).

The area colored in black represents configurations of the parameters \( k_{v0} \) and \( d_{min} \) that lead to an unfeasible path-planning, i.e., one where the robot collides with the obstacles. Vertical bands are noticeable throughout the response surfaces of the fitness functions; these appear aligned between the various plots, and show a degree of uniformity between values of \( d_{min} \); in other words, it seems that \( d_{min} \) influences the performance of the system in a step-like manner. This is not true in the case of \( k_{v0} \), which indeed shows a very gradual influence.

These large discontinuities are caused by the activation of the obstacle avoidance secondary task, which introduces large penalties to the overall performance of the system. In fact, while the main task works under the criterion of a minimal energy approach (see the first term of Equation (4) which implicitly introduces this behavior), the secondary tasks completely disregard this constraint, thus causing large losses in fitness upon activation. Geometrically, during obstacle avoidance, the algorithm generates sudden evasive motions roughly orthogonal to the general direction of travel, which negatively affects the fitness related to energy. Thus, as expected, this is very apparent in the case of \( f_1 \) and \( f_4 \), i.e., energy and jerk.

The fact that the contribution of \( d_{min} \) on \( f_1 \) is larger than that of \( k_{v0} \) is likely because the former has a direct influence on the activation of the obstacle avoidance task, i.e., when it activates, while the latter only influences how this specific task behaves.

Given the topology of the response surfaces of all fitness functions, it is apparent that the task of finding an optimal configuration \((k_{v0}, d_{min})\) is that of choosing both low values of \( k_{v0} \) and of \( d_{min} \). However, it should be noted that this goes in the direction of the unfeasible configurations (shown in black in the plots). As such, if we consider this a multi-objective optimization problem, the border between the black area and the colored area can be identified as the Pareto front of the problem; as such, configurations in this location have optimal values but—being so close to the unfeasible region—minimal robustness.

Figure 9. Sensitivity analysis of the fitness functions based on the variation of parameters \( k_{v0} \) and \( d_{min} \).
5.2. ROS and Gazebo Simulation

In order to prove the effectiveness and soundness of the methodology presented in the previous section, two simulations are performed on Gazebo, respectively for the case of the scenarios C and D. Gazebo is a kinematics and dynamics simulator of robotic systems based on the Robot Operating System (ROS) framework.

In order to run a multi-robot simulation, two ROS packages have been written in Python and XML languages, which contribute to the overall simulation. The first package is responsible for starting the simulation environment, based on the map used in the other simulations, and spawning three different mobile robots in the Gazebo simulator. The selected robots are three Neobotix MPO-500 for the case of the scenario C; and two MPO-500 and a MMO-500 for the case of scenario D. They are all ROS enabled omni-directional drive mobile robots, but, differently from the other platforms, the MMO-500 one mounts a UR10 robotic arm on it. The other package is responsible for starting as many ROS nodes as the number of mobile robots present in the environment, and connecting with them. Each of these nodes represents a single process, responsible for loading the json file containing the previously generated smoothed trajectories and assigning the correct one to the robot; moreover, it runs a general PID regulator for trajectory tracking and has a routine that stores the robot state variables into another json file for post processing purposes. It should be noted that each robot has its own controller, both for coherence to the real-world scenario, and since it has the benefit of reducing the computational load. In Figure 10a, an image is reported representing the final instant of the simulation conducted in scenario C. Figure 10b instead shows three curves, one for each mobile robot, which represents the tracking error. Figure 11, instead, illustrates the same results, this time for case D.

![Figure 10. Gazebo simulation for the three omnidirectional robots in scenario C (Maze) (a) perspective view of the end of the simulation; (b) the tracking error.](image-url)
6. Conclusions

By using the kinematic analogy between a chain of TMRs and an open-chained serial robotic manipulator, and by exploiting its redundant degrees of freedom, it has been possible to generate and plan the trajectories for each of the mobile robots subjected to constraints. Constraints in this case are: avoiding obstacles, keeping the robots at a safe distance, keeping the distance between adjacent robots less than the maximum admissible by the catenary; minimizing the distance between them; keeping this distance uniform between the robots. The methodology shows limited irregular motion at times; for example, when the obstacle avoidance secondary task activates in order to avoid a close obstacle, it sometimes produces a sudden lateral motion. It is important to remark that, in this paper, the mobile robots’ motion capabilities have been considered omnidirectional; this grants feasible lateral movements over the trajectories, which is an advantage. On the other hand, more care should be taken if the mobile robots are not omnidirectional, e.g., differential drive robots. In that case, it could lead to an increase of the tracking error on the nominal trajectories for those robots. A solution could be to grow the obstacles, in order to take into account not only the physical dimensions of the robots but also the turning radius.

Furthermore, results show that the solution is subject to numerical oscillations, which can be minimized with some post-processing on the trajectories. We believe that these oscillations could be reduced, as is done in other works [28,44,45], by granting a smooth transition between the tasks, for example with a blending function instead of the current sudden transition. Moreover, from the sensitivity analysis, we have seen that the $d_{min}$ parameter, and, in general, the obstacle avoidance task, has a great influence on the fitness functions, thus reducing the robots’ performances, which can be seen from the functions related to energy and jerk. The same shows that the optimal behaviour of the overall system is achievable with configurations of the chosen parameters close to the failure configuration areas.

During the simulations, none of the robots collided with each other or the walls, always keeping a safety distance.
In future work, this strategy will be implemented on three real mobile platforms. The specific kinematics of these will be taken into account, moving away from the simple omnidirectional description given in this paper. One possible approach if the robots are omnidirectional will be to model the kinematic constraints as noise in the control algorithm to account for their dynamics. For other more limited kinematics (e.g., differential driven robots), more in-depth approaches will be studied. Moreover, the strategy and the code will be adapted and optimized for an online programming of the mobile robots. Future work also foresees the implementation of the approach with a higher degree of complexity; for example, three-dimensional scenarios will be considered. Moreover, we will investigate the method in cluttered and basically unknown environments, or in a dynamic one. Finally, we believe that, instead of a passive tether, it would be useful to introduce an active system that controls the torque of the pulleys in order to increase or decrease the tension acting on the cable. This could be useful in rearranging the shape of tether, e.g., to overcome low height obstacles.
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