ABSTRACT. We consider (small) algebraic deformations of germs of real-algebraic CR submanifolds in complex space and study the biholomorphic equivalence problem for such deformations. We show that two algebraic deformations of minimal holomorphically nondegenerate real-algebraic CR submanifolds are holomorphically equivalent if and only if they are algebraically equivalent.

1. Introduction

Since Poincaré’s celebrated paper [P07] published in 1907, there has been a growing literature concerned with the equivalence problem for real submanifolds in complex space (see e.g. [Go04, Sto05, HY09a, HY09b, BRZ01a, BRZ01b, BMR02] for some recent works as well as the references therein). One interesting phenomenon, observed by Webster for biholomorphisms of Levi nondegenerate hypersurfaces [W77], is that the biholomorphic equivalence of some types of real-algebraic submanifolds of a complex space implies their algebraic equivalence.

In this paper, we show that this very phenomenon holds for algebraic deformations of germs of minimal holomorphically nondegenerate real-algebraic CR submanifolds in complex space. Let us recall that a germ of a real-algebraic CR submanifold \((M, p) \subset (\mathbb{C}^n, p)\) is minimal if there exists no proper CR submanifold \(N \subset M\) through \(p\) of the same CR dimension as \(M\). It is holomorphically nondegenerate if there exists no nontrivial holomorphic vector field tangent to \(M\) near \(p\) (see [Sta96]).
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An algebraic deformation of \((M, p)\) is a real-algebraic family of germs at \(p\) of real-algebraic CR submanifolds \((M_s, p)_{s \in \mathbb{R}^k}\) in \(\mathbb{C}^n\), defined for \(s \in \mathbb{R}^k\) near 0, such that \(M_0 = M\). We say that two such deformations \((M_s, p)_{s \in \mathbb{R}^k}\) and \((N_t, p')_{t \in \mathbb{R}^k}\) are biholomorphically equivalent if there exists a germ of a real-analytic diffeomorphism \(\varphi : (\mathbb{R}^k, 0) \to (\mathbb{R}^k, 0)\) and a holomorphic submersion \(B : (\mathbb{C}^n_z \times \mathbb{C}^k_u, (p, 0)) \to (\mathbb{C}^n, p')\) such that \(z \mapsto B(z, s)\) is a biholomorphism sending \((M_s, p)\) to \((N_{\varphi(s)}, p')\) for all \(s \in \mathbb{R}^k\) close to 0. We shall say that such a pair \((B, \varphi)\) is a biholomorphism between the two deformations. We also say that they are algebraically equivalent if one can choose \(\varphi\) and \(B\) to be furthermore algebraic. Our main result is as follows.

**Theorem 1.1.** Two algebraic deformations of minimal holomorphically nondegenerate real-algebraic CR submanifolds of \(\mathbb{C}^n\) are algebraically equivalent if and only if they are biholomorphically equivalent.

For a completely trivial deformation (i.e. \(k = 0\)), Theorem 1.1 is actually a consequence of the algebraicity theorem of Baouendi, Ebenfelt and Rothschild [BER96], where they prove that every local biholomorphism sending holomorphically nondegenerate and minimal real-algebraic generic submanifolds of \(\mathbb{C}^n\) must necessarily be algebraic. This is not necessarily true for biholomorphisms between deformations, even for constant ones, as the following example shows.

**Example 1.2.** Consider the Lewy hypersurface \(M\) in \(\mathbb{C}^2_{(z, w)}\) defined by \(\text{Im } w = |z|^2\), and consider the trivial deformation \(M_s = M\) for \(s \in \mathbb{R}^k\). A biholomorphic map of \((M_s, 0)_{s \in \mathbb{R}^k}\) to itself which is not algebraic is e.g. given by \(\varphi(s) = s, B(z, w, s) = (e^sz, e^{2s}w)\).

The main point of this example is that one cannot expect a biholomorphism between two deformations to be algebraic. However, in Example 1.2 all the "fibers" \(M_s\) of the deformations are the same. It is not difficult to show, by using the mentioned result of [BER96], that the conclusion of Theorem 1.1 holds when all the fibers of the deformation are algebraically equivalent. One approach which has been successful for more general deformations is to approximate a given biholomorphism by algebraic ones; Theorem 1.1 is a consequence of such an approximation statement.

**Theorem 1.3.** Let \((M_s, p)_{s \in \mathbb{R}^k}\) and \((N_t, p')_{t \in \mathbb{R}^k}\) be algebraic deformations of real-algebraic holomorphically nondegenerate minimal CR submanifolds of \(\mathbb{C}^n\), and assume that \((B, \varphi)\) is a biholomorphism between \((M_s, p)_{s \in \mathbb{R}^k}\) and

\[\text{[By slight abuse of language, we shall always identify the map } \varphi : (\mathbb{R}^k, 0) \to (\mathbb{R}^k, 0) \text{ with its complexification from } (\mathbb{C}^k, 0) \to (\mathbb{C}^k, 0).}\]
(N_t, p'_t)_{t \in \mathbb{R}^k}. Then for every integer \( \ell > 0 \) there exists an algebraic biholomorphism \((B^\ell, \varphi^\ell)\) between \((M_s, p)_s \in \mathbb{R}^k \) and \((N_t, p'_t)_{t \in \mathbb{R}^k}\) which agrees with \((B, \varphi)\) up to order \( \ell \) at \( (p, 0) \).

Under the stronger hypothesis that \((M_0, p)\) is "finitely nondegenerate", Theorem 1.3 was proved by Baouendi, Rothschild, and Zaitsev (see [BRZ01b]). However, the weakening of the nondegeneracy assumption makes it impossible to use their methods.

Let us restate our results in a more geometric fashion. For this, we use the following notation. We say that two germs of real-algebraic CR submanifolds \((M, p)\) and \((M', p')\) of \(\mathbb{C}^N\) are biholomorphically equivalent, and write \((M, p) \sim_h (M', p')\) if there exists a germ of a biholomorphism \(H : (\mathbb{C}^N, p) \to (\mathbb{C}^N, p')\) and a neighbourhood \(U\) of \(p\) in \(\mathbb{C}^N\) such that \(H(M \cap U) \subset M'\) (we shall abbreviate this by writing \(H(M) \subset M'\)). We say that \((M, p)\) and \((M', p')\) are algebraically equivalent, and write \((M, p) \sim_a (M', p')\), if there exists such a biholomorphism which is furthermore algebraic.

Let us recall that if \(M \subset \mathbb{C}^N\) is a real-algebraic CR submanifold, for every \(q \in M\) there exists a unique germ of a real-algebraic submanifold \(W_q\) through \(q\) with the property that every (small) piecewise differentiable curve starting at \(q\), whose tangent vectors are in the complex tangent space, has its image contained in \(W_q\) (see [BER96]). \(W_q\) is referred to as the local CR orbit of \(q\). We shall say that \((M, p)\) has constant orbit dimension if \(\dim W_q\) is constant for \(q\) close by \(p\). The geometric counterpart of Theorem 1.1 can now be stated as follows.

**Theorem 1.4.** Let \((M, p)\) be a germ of a holomorphically nondegenerate real-algebraic CR submanifold, which is in addition of constant orbit dimension. Assume \((M', p')\) is a germ of a real-algebraic submanifold of \(\mathbb{C}^N\) for which \((M, p) \sim_h (M', p')\). Then \((M, p) \sim_a (M', p')\).

Also Theorem 1.4 is a consequence of an approximation theorem, which can be stated as follows.

**Theorem 1.5.** Let \((M, p) \subset \mathbb{C}^N\) be a germ of a real-algebraic CR submanifold which is holomorphically nondegenerate and of constant orbit dimension. Then for every real-algebraic CR submanifold \(M' \subset \mathbb{C}^N\) and every positive integer \(\ell\), if \(h : (\mathbb{C}^N, p) \to \mathbb{C}^N\) is the germ of a biholomorphic map satisfying \(h(M) \subset M'\), there exists an algebraic biholomorphism \(h^\ell : (\mathbb{C}^N, p) \to \mathbb{C}^N\) satisfying \(h^\ell(M) \subset M'\) which agrees with \(h\) up to order \(\ell\) at \(p\).

Let us briefly recall why a CR submanifold of constant orbit dimension is a deformation of its CR orbits: for a germ of a real-algebraic CR manifold \((M, p)\) which is of constant orbit dimension, there exists an integer \(k \in \{0, \ldots, N\}\) and a real-algebraic submersion \(S : (M, p) \to (\mathbb{R}^k, 0)\) such that...
$S^{-1}(S(q)) = W_q =: M_{S(q)}$ for all $q \in M$ near $p$. The level sets of $S$ therefore foliate $M$ by minimal real-algebraic CR submanifolds, and thus $M$ is an algebraic deformation of $M_0$ (see [BRZ01b] or Lemma 2.1). In addition, a local biholomorphism sending two such real-algebraic CR submanifolds is also a biholomorphism of the associated deformations, since CR orbits of the source manifold are mapped to CR orbits of the target manifold (see e.g. [BER99]). On the other hand, given an algebraic deformation $(M_s)_{s \in \mathbb{R}}$ of a minimal, real-algebraic CR submanifold $(M_0, 0) \subset (\mathbb{C}^n, 0)$, the manifold $(M, 0) \subset (\mathbb{C}^{n+k}, 0)$ defined by $M = \{(z, w) \in (\mathbb{C}^{n+k}, 0) : z \in M_{\text{Re } w}, \text{Im } w = 0\}$ is a real-algebraic CR submanifold of constant orbit dimension. Hence the statements given by Theorem 1.3 and Theorem 1.5 are equivalent.

If one removes the assumption about holomorphic nondegeneracy in Theorem 1.5, we can still show that the conclusion of the theorem holds if we assume a certain “mild” form of holomorphic degeneracy. We shall say that a point $p$ in a real-analytic CR submanifold $M \subset \mathbb{C}^N$ is a regular point of the holomorphic foliation on $M$ if there exists an integer $k \in \{0, \ldots, N-1\}$ and a holomorphically nondegenerate real-analytic CR submanifold $\hat{M} \subset \mathbb{C}^{N-k}$ such that $(M, p) \sim_h (\hat{M} \times \mathbb{C}^k, 0)$. (This notion is motivated by the structure of the holomorphic foliation arising in holomorphically degenerate CR submanifolds, that is discussed in detail in section 5). We have the following result:

**Theorem 1.6.** Let $M \subset \mathbb{C}^N$ be a connected real-algebraic CR submanifold. Then the following holds:

(i) the set of all points $p \in M$ such that $p$ is a regular point of the holomorphic foliation on $M$ and $(M, p)$ is of constant orbit dimension is the complement of a closed proper real-algebraic subvariety $\Sigma_M$ of $M$.

(ii) For every point $p \in M \setminus \Sigma_M$, for every real-algebraic CR submanifold $M' \subset \mathbb{C}^N$ and for every positive integer $\ell$, if $h: (M, p) \rightarrow M'$ is the germ of a biholomorphic map satisfying $h(M) \subset M'$, there exists an algebraic biholomorphism $h^\ell: (M, p) \rightarrow M'$ satisfying $h^\ell(M) \subset M'$ which agrees with $h$ up to order $\ell$ at $p$.

The proof of Theorem 1.5 is based on a careful study of some algebraic properties of local biholomorphic mappings sending (nowhere minimal) real-algebraic CR submanifolds into each other. Given $(M, p)$ as in Theorem 1.5, we may assume without loss of generality that $p = 0$ and that $M$ is generic in $\mathbb{C}^N$. As already explained, $M$ can be viewed as a deformation of its CR orbits and therefore we identify $M$ with a deformation $(M_s)_{s \in \mathbb{R}}$ of a certain minimal holomorphically nondegenerate real-algebraic generic submanifold $M_0 \subset \mathbb{C}^{N-k}$ passing through 0. The first step of the proof is to determine
the dependence of a given biholomorphic map $h = h(z, u)$ with respect to
the "parameter" $u \in \mathbb{C}^k$. Indeed, by the algebraicity theorem proved in
[BER96], one already knows that for every fixed $s \in \mathbb{R}^k$ small enough, the
map $z \mapsto h(z, s)$ is algebraic. We prove that there exists an integer $m_0$ such
the holomorphic map $(z, u) \mapsto h(z, u)$ depends algebraically on the functions
$z, u$ and $\mathcal{H}(u) := ((\partial^\gamma h)(0, u); |\gamma| \leq m_0)$. This kind of parameter dependence
result can not be obtained by using the techniques of [BER96, BRZ01]. It
is obtained as a combination of some previous results of the second author
[M98, M02] and a key algebraic property, Proposition 3.2, proved in section 8.

Once Proposition 4.2 is combined with Proposition 3.2, one obtains a
system of (holomorphic) polynomial equations over $\mathbb{C}^{N-k} \times \mathbb{C}^k$ satisfied by
the mappings $h$ and $\mathcal{H}$. At this point one could apply Artin’s approximation
theorem [A69] to approximate $(h, \mathcal{H})$ by algebraic mappings. However, the
sequence of algebraic mappings approximating $h$ need not send $M$ to $M'$.
This problem is overcome by constructing another polynomial system of real-
algebraic equations over $\mathbb{R}^k$ fulfilled by the mapping $\mathcal{H}$. An application of a
more refined version of Artin’s approximation theorem due to Popescu [P86]
to the new polynomial system coupled with the first one (more precisely to
its restriction to $\mathbb{R}^N$) provides the desired conclusion.

To derive Theorem 1.6, one needs to study holomorphically degenerate
real-analytic CR manifolds and understand the structure of the holomorphic
foliation (with singularities) arising from the existence of holomorphic vector
fields tangent to them. This is done in section 5 where we, in addition, show
that if the manifolds are algebraic, the holomorphic foliation is algebraic.

The paper is organized as follows. Section 3 is devoted to the proof of an
algebraic property for certain holomorphic mappings whose restriction on
a nowhere minimal real-algebraic CR manifold satisfy some special type of
polynomial identity. In section 4, we prove the main approximation result
of the paper, Theorem 4.1. Theorems 1.1, 1.3, 1.4 and 1.5 are direct conse-
quences of this result. In Section 5, we recall several basic facts about the
structure of the holomorphic foliation (with singularities) on a (holomor-
phically degenerate) real-analytic CR submanifold $M \subset \mathbb{C}^N$. If $M$ is real-
algebraic and connected, we show that this foliation is algebraic; in particu-
lar, the singular locus of this foliation, which coincides with the complement
of the set of regular points of the foliation, is a closed proper real-algebraic
subvariety of $M$. We then deduce in section 6 Theorem 1.6 from Theorem 4.1
and the results of section 5. The basic background on CR analysis needed
throughout the paper may be found e.g. in the books [B99, BER99].
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2. Preliminaries and Notation

We start by recalling some basic facts and introducing our notation.

2.1. Algebraic functions and mappings. Throughout the paper, $\mathbb{C}\{x\}$ denotes the ring of convergent power series with complex coefficients in the variables $x = (x_1, \ldots, x_r)$, $r \geq 1$. The ring $\mathbb{C}\{x\}$ can be identified with the ring of germs of holomorphic functions at 0 in $\mathbb{C}^r$, and we shall do so freely. Given any convergent power series $\eta = \eta(x) \in \mathbb{C}\{x\}$, we denote by $\bar{\eta} = \bar{\eta}(x)$ the convergent power series obtained from $\eta$ by taking complex conjugates of its coefficients.

An element $f \in \mathbb{C}\{x\}$ is algebraic (or Nash) if it satisfies a nontrivial polynomial identity with polynomial coefficients, i.e. if it is algebraic over the subring $\mathbb{C}[x] \subset \mathbb{C}\{x\}$. We denote the subring of $\mathbb{C}\{x\}$ of all algebraic power series by $\mathcal{N}\{x\}$. To be completely explicit, this means that $f \in \mathcal{N}\{x\}$ if $f \in \mathbb{C}\{x\}$ and there exist polynomials $p_j \in \mathbb{C}[x]$ for $j = 0, \ldots, m$ with $p_m \neq 0$ such that

$$\sum_{j=0}^{m} p_j(x)f(x)^j = 0.$$ 

Given nonnegative integers $k$ and $s$, a germ of a holomorphic map $(\mathbb{C}^k, 0) \rightarrow \mathbb{C}^s$ is algebraic if all of its components are algebraic. We also have to consider the ring of germs at 0 in $\mathbb{R}^r$ of (complex-valued) real-algebraic functions. This ring will be denoted by $\mathcal{N}\mathbb{R}\{x\}$ and coincides with the ring of germs at 0 in $\mathbb{R}^r$ of (complex-valued) real-analytic functions whose complexification belongs to $\mathcal{N}\{x\}$.

2.2. CR orbits, normal coordinates and iterated Segre mappings. Let $M \subset \mathbb{C}^N$ be a real-analytic CR submanifold and $T^{0,1}M$ its CR bundle. We denote by $\mathcal{G}_M$ the Lie algebra generated by the sections of $T^{0,1}M$ and its conjugate $T^{1,0}M$, and by $\mathcal{G}_M(p) \subset \mathbb{C}T_pM$ the space of the evaluations at $p$ of these sections. By a theorem of Nagano (see e.g. [BER99, BCH08]), for every point $p \in M$, there is a well-defined unique germ at $p$ of a real-analytic submanifold $W_p$ satisfying $\mathbb{C}T_qW_p = \mathcal{G}_M(q)$ for all $q \in V_p$. This unique submanifold is necessarily CR and called the local CR orbit of $M$ at $p$. Note that this definition coincides with the one given in the introduction using piecewise differentiable curves running in complex tangential directions (see e.g. [BER99]). Since $M$ is real-analytic (resp. real-algebraic), it is easy to see that if $M$ is connected, the dimension of the local CR orbits is constant except possibly on a closed proper real-analytic (resp. real-algebraic) subvariety $\Sigma^1_M$ of $M$ (see e.g. [BRZ01a, BRZ01b]). If $\dim W_p = \dim M$ for some point $p \in M$, we say that $M$ is minimal (or also of finite type) at $p$. 
Let $M$ be a generic real-algebraic submanifold of $\mathbb{C}^N$ of CR dimension $n$ and codimension $d$. We recall that a point $p \in M$ is of constant orbit dimension if it has an open neighborhood $U$ in $M$ such that $\dim W_q$ is constant for $q \in U$. In this case, one may describe the obtained algebraic foliation by CR orbits in terms of normal coordinates as follows. First recall that coordinates $Z = (z, \eta) \in \mathbb{C}^n \times \mathbb{C}^d$ are normal coordinates for $(M, p)$ if $p = 0$ and there exists a map $\Theta(z, \chi, \eta)$ defined in a neighbourhood of $0 \in \mathbb{C}^{2n+d}$ and satisfying the normality conditions

\begin{equation}
\Theta(z, 0, \eta) = \Theta(0, \chi, \eta) = \eta,
\end{equation}

such that $M$ is given by $\eta = \Theta(z, \bar{z}, \bar{\eta})$. The map $\Theta$ also satisfies the reality condition

\begin{equation}
\Theta(z, \chi, \bar{\Theta}(\chi, z, \eta)) = \eta.
\end{equation}

**Lemma 2.1.** ([BRZ01a, Proposition 3.4] and [BER96, Lemma 3.4.1]) Let $(M, p) \subset \mathbb{C}^N$ be a germ of a generic real-algebraic submanifold which is of constant orbit dimension at $p$, and denote by $c \in \{0, \ldots, d\}$ the codimension of the CR orbits close by $p$ in $M$. Then there exist normal algebraic coordinates $Z = (z, \eta) \in \mathbb{C}^n \times \mathbb{C}^d$, $Z = (z, w, u) \in \mathbb{C}^n \times \mathbb{C}^{d-c} \times \mathbb{C}^c$, such that $M$ is given near the origin by an equation of the form

\begin{equation}
\eta = (w, u) = \Theta(z, \bar{z}, \bar{\eta}) := (Q(z, \bar{z}, \bar{w}, \bar{u}), \bar{u}),
\end{equation}

where $Q(z, \chi, \tau, u)$ is a $\mathbb{C}^{d-c}$-valued algebraic map near $0 \in \mathbb{C}^{n+N}$. Furthermore, there exist neighborhoods $U, V$ of the origin in $\mathbb{R}^c$ and $\mathbb{C}^{N-c}$ respectively such that for every $u \in U$, the real-algebraic submanifold given by

\begin{equation}
M_u := \{(z, w) \in V : w = Q(z, \bar{z}, \bar{w}, u)\}
\end{equation}

is generic and minimal at 0.

A real-analytic submanifold $M$, given by $\eta = \Theta(z, \bar{z}, \bar{\eta})$, can be “complexified”; its complexification, which we denote by $\mathcal{M}$, is the germ at 0 of the complex submanifold of $\mathbb{C}^{2N}$ given by

\begin{equation}
\{(Z, \zeta) \in (\mathbb{C}^N \times \mathbb{C}^N, 0) : \sigma = \bar{\Theta}(\chi, z, \eta)\},
\end{equation}

where $Z = (z, \eta) \in \mathbb{C}^n \times \mathbb{C}^d$ and $\zeta = (\chi, \sigma) \in \mathbb{C}^n \times \mathbb{C}^d$.

In the whole paper, we always choose coordinates for our germ $(M, p)$ according to Lemma 2.1. We also need to recall the iterated Segre mappings $v_j$ attached to $(M, p)$ (see e.g. [BRZ01a]), which we define as follows. First, to simplify notation, for any positive integer $j$, we denote by $t^j$ a variable lying in $\mathbb{C}^n$ and also introduce the variable $t^{[j]} := (t^1, \ldots, t^j) \in \mathbb{C}^{nj}$. For $j = 1$, we
set \( v_j(t^1, u) := (t^1, \Theta(t^1, 0, (0, u))) \) for \( t^1 \in \mathbb{C}^n \) and \( u \in \mathbb{C}^c \) sufficiently close to 0; for \( j > 1 \) we inductively define \( v_j : (\mathbb{C}^{n_j} \times \mathbb{C}^c, 0) \to \mathbb{C}^N \) as follows:

\[
(2.6) \quad v_j(t^{[j]}, u) := (t^j, \Theta(t^j, \bar{v}_{j-1}(t^{[j-1]}), u)).
\]

Define \( v_0(u) := (0, u) \in \mathbb{C}^N \), so that (2.6) also holds for \( j = 1 \). From the construction, each iterated Segre mapping \( v_j \) defines an algebraic map in a neighborhood of 0 in \( \mathbb{C}^{n_j} \times \mathbb{C}^c \). From (2.5) one obtains the identities

\[
(2.7) \quad v_j(0, u) = (0, u), \quad v_{j+2}(t^{[j+2]}, u)|_{t^{[j+2]} = t^j} = v_j(t^{[j]}, u), \quad j \geq 0.
\]

Furthermore, for every \( j \geq 1 \), the germ at 0 of the holomorphic mapping \((v_j, \bar{v}_{j-1})\) takes its values in \( \mathcal{M} \), where \( \mathcal{M} \) is the complexification of \( M \) as defined by (2.5).

3. A KEY ALGEBRAIC PROPERTY FOR HOLomorphic MAPPINGS

3.1. Statement of the algebraicity property. In this section, we assume that \( f : (\mathbb{C}^N, 0) \to (\mathbb{C}^{N'}, 0) \), where \( N \geq 2, N' \geq 1 \), is a germ of a holomorphic mapping and that \( (M, 0) \subset \mathbb{C}^N \) is a germ of a real-algebraic generic submanifold of CR dimension \( n \) and codimension \( d \). We also assume that 0 is a point of constant orbit dimension in \( M \), and that coordinates for \((M, 0)\) have been chosen according to Lemma 2.1. \( \mathcal{M} \) denotes the complexification of \( M \) defined in Section 2.2. For every integer \( \ell \), we define the subring \( \mathcal{R}_\ell \) of \( \mathbb{C}\{Z, \zeta\} \) to consist of power series which can be written in the form

\[
C(Z, \zeta, (\partial^{\gamma} f(\zeta))_{|\gamma| \leq \ell}),
\]

for some \( C \in \mathcal{N}(Z, \zeta)\{((\Lambda_\gamma)_{|\gamma| \leq \ell}) \} \), where for each \( \gamma \in \mathbb{N}^N, \Lambda_\gamma \in \mathbb{C}^{N'} \). Let \( \mathcal{I}_\mathcal{M} \) be the ideal of \( \mathbb{C}\{Z, \zeta\} \) of those convergent power series that vanish on \( \mathcal{M} \). Denote by \( \mathbb{C}\{\mathcal{M}\} \) the coordinate ring of \( \mathcal{M} \), i.e. quotient ring \( \mathbb{C}\{Z, \zeta\}/\mathcal{I}_\mathcal{M} \) and let \( \pi_\mathcal{M} : \mathbb{C}\{Z, \zeta\} \to \mathbb{C}\{\mathcal{M}\} \) be the natural projection. We identify a convergent power series \( J(Z) \) or \( L(\zeta) \) with its image in \( \mathbb{C}\{\mathcal{M}\} \) via \( \pi_\mathcal{M} \) (\( \pi_\mathcal{M} \) is injective on \( \mathbb{C}\{Z\} \) since \( M \) is assumed to be generic). Define \( \mathcal{S}_\ell := \pi_\mathcal{M}(\mathcal{R}_\ell) \).

We now say that \( f \) satisfies assumption (\( \clubsuit \)), if there exists a positive integer \( \ell_0 \) such that each component of the power series mapping \( f \) (considered as an element of the ring \( \mathbb{C}\{\mathcal{M}\} \)) is algebraic over the quotient field of \( \mathcal{S}_\ell \). To be more concrete, this means that

(\( \clubsuit \)) there exists an integer \( \ell_0 \), integers \( k_1, \ldots, k_N \), and a family of algebraic power series \( \delta_{r,s} = \delta_{r,s}(Z, \zeta, (\Lambda_\gamma)_{|\gamma| \leq \ell_0}) \in \mathcal{N}(Z, \zeta)\{((\Lambda_\gamma)_{|\gamma| \leq \ell_0}) \}, \quad r \in \{1, \ldots, k_s\}, \quad s = 1, \ldots, N', \) such that

\[
(3.1) \quad \sum_{r=0}^{k_s} \delta_{r,s}(Z, \zeta, (\partial^{\gamma} f(\zeta))_{|\gamma| \leq \ell_0}) (f_s(Z))^r = 0
\]
holds for \( (Z, \zeta) \in \mathcal{M} \) near the origin, with \( \delta_{k,s} (Z, \zeta, (\partial^\gamma \bar{f}(\zeta))_{|\gamma| \leq \ell_0}) \not\equiv 0 \) on \( \mathcal{M} \).

Our goal in this section is to prove that if \( (♣) \) is fulfilled, then the mapping \( f \) is necessarily algebraic over a certain field of convergent power series that are partially algebraic. To be more precise, we need to define the following rings.

**Definition 3.1.** Let \( (z, w, u) \in C^n \times C^{d-c} \times C^c \) be our fixed chosen normal coordinates. For every nonnegative integer \( \ell \), let \( \mathcal{A}^f_\ell \) be the subring of \( C\{z, w, u\} \) consisting of those convergent power series \( T = T(z, w, u) \) which can be written in the form \( A(z, w, u, (\partial^{|\alpha|} f(0, u))_{|\alpha| \leq \ell}) \) for some \( A(z, w, u, (\Lambda_\alpha)_{|\alpha| \leq \ell}) \in \mathcal{N}\{z, w, u\}(\Lambda_\alpha)_{|\alpha| \leq \ell} \). We furthermore consider the ring \( \mathcal{A}^f \) defined by

\[
\mathcal{A}^f := \bigcup_{j=0}^{\infty} \mathcal{A}^f_j.
\]

Note that the rings \( \mathcal{A}^f_\ell \) depend on the (fixed) choice of normal coordinates. We can now state the main result of this section.

**Proposition 3.2.** Let \( (M, 0) \subset C^N \) be a real-algebraic generic submanifold which is of constant orbit dimension at 0, and \( f : (C^N, 0) \rightarrow (C^N', 0) \) be a germ of a holomorphic mapping. If \( f \) satisfies \( (♣) \), then each component of the mapping \( f \) is algebraic over the quotient field of \( \mathcal{A}^f \).

The rest of this section is devoted to the proof of Proposition 3.2.

3.2. Algebraic dependence over quotient fields of certain rings. The first step in the proof of Proposition 3.2 is given by the following lemma. Its proof is very similar to the proof of [M02, Proposition 5.2].

**Lemma 3.3.** Let \( M, f \) be as in Proposition 3.2. Then, for every multiindex \( \mu \in N^N \), each component of the mapping \( \partial^\mu f \) is algebraic over the quotient field of \( \mathcal{S}^f_{\ell_0 + |\mu|} \).

**Proof.** For \( \mu = 0 \), this is the content of assumption \( (♣) \). Differentiating \( (3.1) \) once, each first order derivative of each component of the mapping \( f \) is algebraic over the quotient field of the subring of \( C\{M\} \) generated by \( f \) and \( \mathcal{S}^f_{\ell_0 + 1} \) (this follows from the chain rule; see [M02, Proposition 5.2] for exactly similar arguments). Since (each component of) the mapping \( f \) is already algebraic over the quotient field of \( \mathcal{S}^f_{\ell_0} \subset \mathcal{S}^f_{\ell_0 + 1} \), this proves the proposition for all multiindices \( \mu \) of length one. The conclusion for multiindices of arbitrary length follows in the same way by induction. \( \square \)
3.3. Iterated Segre mappings and associated rings. Our next step is to use the iterated Segre mappings as introduced in Section 2.2. For this, we need to introduce even more subrings. Let $j$ be a nonnegative integer. Recall that $t^j$ denotes a variable lying in $\mathbb{C}^n$ and $t^{[j]}$ stands for $(t^1, \ldots, t^j)$. For every such $j$ and every integer $\ell$, we let $\overline{B}_{f,j,\ell}$ be the subring of $\mathbb{C}\{t^{[j]+1}, u\}$ consisting of the convergent power series of the form

$$K(t^{[j]+1}, u, ((\partial^{[\alpha]}f) \circ \overline{v}_j(t^{[j]}, u))_{|\alpha| \leq \ell})$$

for some $K \in \mathcal{N}\{t^{[j]+1}, u\}[(\Lambda_\alpha)_{|\alpha| \leq \ell}]$. Similarly to before, we also set

$$(3.3) \quad \overline{B}_{f,j} := \bigcup_{\ell=0}^{\infty} \overline{B}_{f,j,\ell}.$$ 

For every integer $\ell$, define also the ring $\overline{D}_{f,j,\ell}$ to be the subring of $\mathbb{C}\{t^{[j]+1}, u\}$ consisting of those power series of the form

$$A(t^{[j]+1}, u, ((\partial^{[\alpha]}f)(0, u))_{|\alpha| \leq \ell})$$

for some $A \in \mathcal{N}\{t^{[j]+1}, u\}[(\Lambda_\alpha)_{|\alpha| \leq \ell}]$ and we also set $\overline{D}_{f,j} := \bigcup_{\ell=0}^{\infty} \overline{D}_{f,j,\ell}$.

Analogously, define the ring $D_{f,j,\ell}$ as the subring of $\mathbb{C}\{t^{[j]+1}, u\}$ consisting of the power series of the form

$$R(t^{[j]+1}, u, ((\partial^{[\alpha]}f)(0, u))_{|\alpha| \leq \ell})$$

for some $R \in \mathcal{N}\{t^{[j]+1}, u\}[(\Lambda_\alpha)_{|\alpha| \leq \ell}]$ and set $D_{f,j} := \bigcup_{\ell=0}^{\infty} D_{f,j,\ell}$.

Our next step is to prove the following result.

**Lemma 3.4.** Let $M, f$ be as in Proposition 3.2. With the above notation, for every multiindex $\mu \in \mathbb{N}^N$ and every integer $j$, each component of the mapping $(\partial^{[\mu]}f) \circ v_{j+1}$ is algebraic over the quotient field of $\overline{B}_{f,j}$.

In order to prove Lemma 3.4 we need the following lemma which is a kind of “step-down” procedure for algebraicity over the rings $\overline{B}_{f,j+1}$; it can be seen as an adaptation of [M02, Lemma 5.4] to our situation.

**Lemma 3.5.** Assume that we are in the setting of Lemma 3.4 and let $j$ be a positive integer. Assume that $g: (\mathbb{C}^N, 0) \to \mathbb{C}$ is a holomorphic function such that $g \circ v_{j+2}$ is algebraic over the quotient field of $\overline{B}_{f,j+1}$. Then $g \circ v_{j}$ is algebraic over the quotient field of $\overline{B}_{f,j-1}$.

In what follows, to shorten the notation, we write $v_j$ instead of $v_j(t^{[j]}, u)$.

**Proof of Lemma 3.5.** By assumption, there exist positive integers $e$ and $\ell$, and a family of power series $\delta_r \in \mathcal{N}\{t^{[j]+2}, u\}[(\Lambda_\alpha)_{|\alpha| \leq \ell}]$, $r = 0, \ldots, e$, such
that

\[ (3.4) \quad \sum_{r=0}^{e} \delta_r \left( f^{j+2}, u, ((\partial^{[\alpha]} \bar{f}) \circ \bar{v}_{j+1})_{[\alpha] \leq \ell} \right) (g \circ v_{j+2})^r = 0, \]

with \( \delta_e(f^{j+2}, u, ((\partial^{[\alpha]} \bar{f}) \circ \bar{v}_{j+1})_{[\alpha] \leq \ell} \neq 0 \). Let \( \nu \in \mathbb{N}^n \) be a multiindex of minimal length with respect to the property that there exists \( r \in \{1, \ldots, e\} \) satisfying

\[ \frac{\partial^{[\nu]}}{\partial(t^{j+2})^{\nu}} \left[ \delta_r \left( f^{j+2}, u, ((\partial^{[\alpha]} \bar{f}) \circ \bar{v}_{j+1})_{[\alpha] \leq \ell} \right) \right]_{(t^{j+2} = t^j)} \neq 0. \]

Applying \( \frac{\partial^{[\nu]}}{\partial(t^{j+2})^{\nu}} \) to (3.4), evaluating for \( t^{j+2} = t^j \), and using the second identity in (2.7), we obtain that

\[ (3.5) \quad \sum_{r=0}^{e} \frac{\partial^{[\nu]}}{\partial(t^{j+2})^{\nu}} \left[ \delta_r \left( f^{j+2}, u, ((\partial^{[\alpha]} \bar{f}) \circ \bar{v}_{j+1})_{[\alpha] \leq \ell} \right) \right]_{(t^{j+2} = t^j)} (g \circ v_{j})^r = 0. \]

We write

\[ (3.6) \quad \tilde{\delta}_r(t^{j+1}, u, ((\partial^{[\alpha]} \bar{f}) \circ \bar{v}_{j+1})_{[\alpha] \leq \ell})) \]

\[ := \left. \frac{\partial^{[\nu]}}{\partial(t^{j+2})^{\nu}} \left[ \delta_r \left( f^{j+2}, u, ((\partial^{[\alpha]} \bar{f}) \circ \bar{v}_{j+1})_{[\alpha] \leq \ell} \right) \right] \right|_{(t^{j+2} = t^j)}, \]

and observe that by our choice of \( \nu \), there exists \( \tilde{r} \in \{1, \ldots, e\} \) such that

\[ \tilde{\delta}_{\tilde{r}} \left( f^{j+1}, u, ((\partial^{[\alpha]} \bar{f}) \circ \bar{v}_{j+1})_{[\alpha] \leq \ell} \right) \neq 0. \]

Hence, if we choose \( \beta \in \mathbb{N}^n \) such that

\[ \frac{\partial^{[\beta]}}{\partial(t^{j+1})^{\beta}} \left[ \tilde{\delta}_{\tilde{r}} \left( f^{j+1}, u, ((\partial^{[\alpha]} \bar{f}) \circ \bar{v}_{j+1})_{[\alpha] \leq \ell} \right) \right]_{(t^{j+1} = t^{j-1})} \neq 0, \]

and for \( 0 \leq r \leq e \) write

\[ \delta_r := \left. \frac{\partial^{[\beta]}}{\partial(t^{j+1})^{\beta}} \left[ \tilde{\delta}_{\tilde{r}} \left( f^{j+1}, u, ((\partial^{[\alpha]} \bar{f}) \circ \bar{v}_{j+1})_{[\alpha] \leq \ell} \right) \right] \right|_{(t^{j+1} = t^{j-1})}, \]

we see that each \( \delta_r \in \mathcal{B}_{j-1, [\ell + [\beta]]} \) and that the nontrivial relation

\[ \sum_{r=0}^{e} \delta_r (g \circ v_j)^r = 0 \]

provides the desired result. The proof of the lemma is complete. \( \square \)
Proof of Lemma 3.4. By Lemma 3.3 for every multiindex \( \mu \) and every integer \( s \in \{1, \ldots, N'\} \), there exists an integer \( e(\mu, s) \), a family of power series 
\[
\Delta_{(r,s)}^\mu (Z, \zeta, (\Lambda_{\gamma})_{|\gamma| \leq \ell_0 + |\mu|}) \in \mathcal{N}\{Z, \zeta\}[(\Lambda_{\gamma})_{|\gamma| \leq \ell_0 + |\mu|}], \ r \in \{0, \ldots, e(\mu, s)\},
\]
such that for all \((Z, \zeta) \in \mathcal{M} \) (near the origin)
\[
(3.7) \quad \sum_{r=0}^{e(\mu, s)} \Delta_{(r,s)}^\mu (Z, \zeta, (\partial^\gamma f(\zeta))_{|\gamma| \leq \ell_0 + |\mu|}) (\partial^\mu f_s(Z))^r = 0
\]
with
\[
(3.8) \quad \Delta_{e(\mu, s), s}^\mu (Z, \zeta, (\partial^\gamma \tilde{f}(\zeta))_{|\gamma| \leq \ell_0 + |\mu|}) \not= 0 \text{ on } \mathcal{M},
\]
and where \( \ell_0 \) is given by condition (\( \clubsuit \)). For every integer \( j \), the algebraic map \((v_{j+1}, \bar{v}_j)\) takes its values in \( \mathcal{M} \) and therefore, from (3.7), we have the following identities
\[
(3.9) \quad \sum_{r=0}^{e(\mu, s)} \Delta_{r,s}^\mu (v_{j+1}, \bar{v}_j, ((\partial^\gamma \tilde{f}) \circ \bar{v}_j)_{|\gamma| \leq \ell_0 + |\mu|}) ((\partial^\mu f_s) \circ v_{j+1})^r = 0.
\]
In order to see that (3.9) implies that \((\partial^\mu f) \circ v_{j+1}\) is algebraic over the quotient field of \( \mathcal{L}_j^f \) for all \( j \geq 0 \), we note that by Lemma 3.5 it is enough to check this for all \( j \geq d + 1 \). Now, if \( j \geq d + 1 \), we claim that the map
\[
(\mathbb{C}^{n(j+1)} \times \mathbb{C}^c, 0) \ni (t^{j+1}, u) \mapsto (v_{j+1}(t^{j+1}, u), \bar{v}_j(t^{j}, u)),
\]
which takes values in \( \mathcal{M} \), has generic rank \( N + n = \dim \mathcal{M} \); from this we conclude that for these \( j \), by (3.8), the relation (3.9) is nontrivial.

We now turn to the proof of this last claim, which is a consequence of the finite type criterion in [BER96]. Let \( M_0 \) be the real-algebraic generic submanifold given by (2.4). Since \( M_0 \) is of finite type, by the finite type criterion in [BER96], the map \((\mathbb{C}^{n(d+1)}, 0) \ni (t^{d+1}, 0) \mapsto v_{d+1}(t^{d+1}, 0)\) is of generic rank \( n + d - c \), where \( d, c \) are as in Lemma 2.4. Therefore, for any \( j \geq d + 1 \), the mapping \((\mathbb{C}^{n(j+1)}, 0) \ni (t^{j+1}, u) \mapsto v_{j+1}(t^{j+1}, u)\) is of generic rank \( n + d - c + c = N \). Hence for all such \( j \)'s, the generic rank of the mapping \((\mathbb{C}^{n(j+1)} \times \mathbb{C}^c, 0) \ni (t^{j+1}, u) \mapsto (v_{j+1}(t^{j+1}, u), \bar{v}_j(t^{j}, u))\) is equal to \( N + n = \dim \mathcal{M} \). The proof of Lemma 3.4 is complete. \( \square \)

3.4. Proof of Proposition 3.2. An application of Lemma 3.4 for \( j = 0 \) yields that for all multiindices \( \mu \in \mathbb{N}^N \), each component of the mapping \( \partial^\mu f \circ v_1 \) is algebraic over the quotient field of \( \mathcal{L}_0^f = \mathcal{D}_0^f \). Therefore, the conjugate mapping \( \partial^\mu \tilde{f} \circ \bar{v}_1 \) is algebraic over the quotient field of \( \mathcal{D}_0^f \); since for all \( \nu \in \mathbb{N}^N \), each component of the mapping \( \partial^\nu f \circ v_2 \) is algebraic over the quotient field of \( \mathcal{L}_0^f \) by Lemma 3.4, the transitivity of being algebraic implies that each component of the mapping \( \partial^\nu f \circ v_2 \) is algebraic over the quotient field of \( \mathcal{D}_0^f \). Proceeding inductively, we see that for every multiindex
\[ \beta \in \mathbb{N}^N \] and every even integer \( j \), the components of the map \( \partial^\beta f \circ v_j \) are all algebraic over the quotient field of \( \mathcal{D}^f_{j-1} \) and for every odd integer \( j \) the same algebraicity property holds over the quotient field of \( \mathcal{D}^f_{j-1} \). Hence for \( j = 2(d+1) \), there exists positive integers \( b, e \), convergent power series \( \Psi^\nu \in \mathcal{N}\left[t^{2(d+1)}\right], u\left[\Lambda, \gamma \mid \gamma \leq b\right], \nu \in \{0, \ldots, e\} \), such that a nontrivial relation of the following form

\[ (3.10) \sum_{\nu=0}^e \Psi^\nu \left(t^{2(d+1)}, u, ((\partial^\gamma f)(0, u))_{\gamma \leq b}\right) (f \circ v_{2(d+1)}(t^{2(d+1)}, u))^\nu = 0 \]

holds for all \((t^{2(d+1)}, u)\) sufficiently close to the origin.

In order to see that (3.10) implies that each component of \( f \) is algebraic over the quotient field of \( A^f \), we need to invert the map \( v_{2(d+1)} \). By the minimality criterion given in [BER96, BER99], there exists points arbitrarily close to the origin in \( \mathbb{C}^{2(d+1)n} \) such that \( t^{2(d+1)} \mapsto v_{2(d+1)}(t^{2(d+1)}, 0) \) is of rank \( N - c \) at those points with image the origin in \( \mathbb{C}^N \). Pick a point \( T^0 \in \mathbb{C}^{2(d+1)n} \) with the above property and such that (3.10) holds near \((T^0, 0) \in \mathbb{C}^{2(d+1)n} \times \mathbb{C}^c \). From the rank theorem, there exists an algebraic mapping \( \theta: (\mathbb{C}^N, 0) \to (\mathbb{C}^{N-c}, T^0) \) such that \( v_{2(d+1)}(\theta(z, w, u), u) = (z, w, u) \). Composing (3.10) with the obtained left inverse for \( v_{2(d+1)} \), we obtain an identity of the following form

\[ (3.11) \sum_{\nu=0}^e \Psi^\nu \left(\theta(z, w, u), u, ((\partial^\gamma f)(0, u))_{\gamma \leq b}\right) (f(z, w, u))^\nu = 0, \]

for \((z, w, u) \in \mathbb{C}^N \) sufficiently close to the origin. Furthermore, it is not difficult to see that it is possible to choose the mapping \( \theta \) so that the obtained relation (3.11) is still nontrivial. Hence (3.11) shows that \( f \) is algebraic over the quotient field of \( A^f \). This finishes the proof of Proposition 3.2.

4. Proof of Theorems 1.1, 1.3, 1.4, and 1.5

The goal of this section is to prove the following approximation theorem; Theorem 1.5 (and therefore also Theorems 1.1, 1.3, 1.4) are a direct consequence of this more general theorem, from which we will also deduce Theorem 1.6 in Section 6.

**Theorem 4.1.** Let \((M, p) \subset \mathbb{C}^N\) be a germ of a holomorphically nondegenerate real-algebraic generic submanifold, which is of constant orbit dimension at \( p \). Assume that \( M' \subset \mathbb{C}^N \) is a real-algebraic generic submanifold, and that \( h: (\mathbb{C}^N, p) \to \mathbb{C}^N \) is a germ of a holomorphic map with \( h(M) \subset M' \) and \( \text{Jac} h \neq 0 \). Then for every positive integer \( \ell \), there exists a germ of an
algebraic mapping $h^\ell: (\mathbb{C}^N, p) \to \mathbb{C}^N$ satisfying $h^\ell(M) \subset M'$ and that agrees with $h$ at $p$ up to order $\ell$.

In order to prove Theorem 4.1, we assume without loss of generality that $p = 0$, $p' = h(p) = 0$, and that normal coordinates $Z = (z, w, u)$ have been chosen for $M$ near 0 as in Lemma 2.1. We let $h: (\mathbb{C}^N, 0) \to (\mathbb{C}^N, 0)$ be a germ of a holomorphic map of generic full rank as in the statement of Theorem 4.1. We will need the following result from [M02] that follows from an inspection of the proof of [M02 Proposition 4.6].

**Proposition 4.2.** Let $M$, $M'$, and $h$ be as above. Then the mapping $h$ satisfies assumption (♣) given in Section 3.

Combining Proposition 4.2 and Proposition 3.2 we get that each component of the mapping $h$ is algebraic over the quotient field of the ring $A^h$ defined in Definition 3.1, i.e. there exists an integer $m_0$ and, for every integer $s \in \{1, \ldots, N\}$, an integer $k_s$, and a family of convergent power series $P_{r,s}(Z, (\Lambda_\alpha)_{|\alpha| \leq m_0}) \in \mathcal{N}(Z)[(\Lambda_\alpha)_{|\alpha| \leq m_0}]$, $0 \leq r \leq k_s$, such that

\[(4.1) \sum_{r=0}^{k_s} P_{r,s}(Z, (\partial^{\alpha} h(0, u))_{|\alpha| \leq m_0})(h_s(Z))^r = 0,\]

with

\[(4.2) P_{k_s,s}(Z, (\partial^{\alpha} h(0, u))_{|\alpha| \leq m_0}) \neq 0.\]

For ease of notation, we write $H(u) := (\partial^{\alpha} h(0, u))_{|\alpha| \leq m_0}$. Note that (4.1) simply means that the convergent power series mapping $(h, H)$ satisfies a certain polynomial system with algebraic coefficients; however, solutions of this system need not necessarily give rise to holomorphic mappings sending $(M, 0)$ to $(M', 0)$. The goal of the subsequent paragraphs is to build up an additional system of polynomial equations with real-algebraic coefficients satisfied by the mapping $H$ that will allow us to approximate the mapping $h$ by algebraic mappings in the Krull topology.

4.1. Construction of an appropriate system of polynomial equations. In what follows, we use the following notation to denote coordinates on jet spaces: with $m_0$ as given above, we write $\Lambda = (\Lambda_\alpha)_{|\alpha| \leq m_0}$ where each $\Lambda_\alpha \in \mathbb{C}^N$ for $\alpha \in \mathbb{N}^N$. Similarly, we write $\Gamma = (\Gamma_\alpha)_{|\alpha| \leq m_0}$ with $\Gamma_\alpha \in \mathbb{C}^N$. Let us also recall that coordinates in the source space $\mathbb{C}^N$ split as $Z = (z, w, u) \in \mathbb{C}^n \times \mathbb{C}^{d-c} \times \mathbb{C}^c$ and similarly for $\zeta \in \mathbb{C}^N$, where we write $\zeta = (\chi, \tau, v) \in \mathbb{C}^n \times \mathbb{C}^{d-c} \times \mathbb{C}^c$.

The following lemma will allow us to construct a suitable system of polynomial equations satisfied by the power series $H(u)$. Its proof is analogous to that of [MMZ03a Lemma 6.2].
Lemma 4.3. For every real-valued polynomial \( r' = r'(Z', \bar{Z}') \), \( Z' \in \mathbb{C}^N \), there exists a nontrivial polynomial
\[
K = K(Z, \zeta, \Lambda, \Gamma; X) = \sum_{\nu=0}^{\delta} B_{\nu}(Z, \zeta, \Lambda, \Gamma)X^\nu \in \mathcal{N}\{Z, \zeta\}[\Lambda, \Gamma][X]
\]
with the following properties:

(i) \( B_{\delta}(Z, \zeta, \mathcal{H}(u), \bar{\mathcal{H}}(v)) \neq 0 \) for \((Z, \zeta) \in \mathcal{M}\) near the origin.

(ii) for every pair of convergent power series mappings \( S(u) = (S_\alpha(u))_{|\alpha| \leq m_0} \) and \( F(Z) = (F_1(Z), \ldots, F_N(Z)) \) which satisfies
\[
\sum_{r=0}^{k_s} P_{r,s}(Z, S(u))(F_s(Z))^r = 0
\]
for every \( s \in \{1, \ldots, N\} \), with
\[
P_{k_s,s}(Z, S(u)) \neq 0,
\]
we have that
\[
K(Z, \zeta, S(u), \bar{S}(v); r'/(F(Z), \bar{F}(\zeta))) \equiv 0,
\]
for \((Z, \zeta) \in \mathbb{C}^N\) sufficiently close to the origin.

Proof. For every \( s \in \{1, \ldots, N\} \), denote by \( T_s \) and \( Y_s \) new indeterminates and consider
\[
\mathcal{Q}_s(Z, \Lambda; T_s) := \sum_{r=0}^{k_s} P_{r,s}(Z, \Lambda)T_s^r, \quad \mathcal{R}_s(\zeta, \Gamma; Y_s) := \sum_{r=0}^{k_s} P_{r,s}(\zeta, \Gamma)Y_s^r.
\]
\( \mathcal{Q}_s \) and \( \mathcal{R}_s \) are polynomials with algebraic coefficients. Let \( \Delta \) be a sufficiently small polydisc in \( \mathbb{C}^N \) centered at the origin so that each \( P_{r,s} \) is holomorphic in \( \Delta \times \mathbb{C}^\kappa \), where \( \kappa := N \text{Card} \{ \alpha \in \mathbb{N}^N : |\alpha| \leq m_0 \} \). For each \( s = 1, \ldots, N \), denote by \( L_s \) (resp. \( \bar{L}_s \)) the zero set of \( P_{k_s,s} \) (resp. \( \bar{P}_{k_s,s} \)) in \( \Delta \times \mathbb{C}^\kappa \) and let \( E := \bigcup_{s=1}^{N} (L_s \cup \bar{L}_s) \). For every \((Z, \Lambda) \in (\Delta \times \mathbb{C}^\kappa) \setminus E \), every \((\zeta, \Gamma) \in (\Delta \times \mathbb{C}^\kappa) \setminus E \) and every \( s \in \{1, \ldots, N\} \), denote by \( \sigma_1^{(s)}(Z, \Lambda), \ldots, \sigma_{k_s}^{(s)}(Z, \Lambda) \) the \( k_s \) roots of the polynomial \( \mathcal{Q}_s \) (viewed as a polynomial in \( T_s \)). Hence, for every \((\zeta, \Gamma) \in (\Delta \times \mathbb{C}^\kappa) \setminus E \) and every \( s \in \{1, \ldots, N\} \), \( \sigma_1^{(s)}(\zeta, \Gamma), \ldots, \sigma_{k_s}^{(s)}(\zeta, \Gamma) \) are the \( k_s \) roots of the polynomial \( \mathcal{R}_s \).

As in [MMZ03a, Lemma 6.2], consider for \((Z, \Lambda) \in (\Delta \times \mathbb{C}^\kappa) \setminus E \) and \((\zeta, \Gamma) \in (\Delta \times \mathbb{C}^\kappa) \setminus E \) the following polynomial in \( X \)
\[
W(Z, \zeta, \Lambda, \Gamma; X) := \prod_{1 \leq i_j \leq k_i, 1 \leq n_j \leq N_j} \left( X - r'(\sigma_{n_1}^{(1)}(Z, \Lambda), \ldots, \sigma_{n_N}^{(N)}(Z, \Lambda), \overline{\sigma}_{1}^{(1)}(\zeta, \Gamma), \ldots, \overline{\sigma}_{k_N}^{(N)}(\zeta, \Gamma)) \right).
\]
By Newton’s theorem on symmetric polynomials, it follows that (4.7) can be rewritten as

\[(4.8) \quad W(Z, \zeta, \Lambda; \Gamma; X) = X^\delta + \sum_{\nu < \delta} A_\nu(Z, \Lambda, \zeta, \Gamma) X^\nu,\]

where \(\delta := \prod_{j=1}^N k_j^2\) and where \(A_\nu\) is of the following form

\[(4.9) \quad A_\nu(Z, \zeta, \Lambda, \Gamma) := C_\nu \left( \frac{P_{r,s}(Z, \Lambda)}{P_{k,s}(Z, \Lambda)} \cdot \frac{P_{r,s}(\zeta, \Gamma)}{P_{k,s}(\zeta, \Gamma)} \right)_{1 \leq r \leq k_1, 1 \leq s \leq N},\]

where each \(C_\nu\) is a polynomial of its arguments depending only on \(r\). Let

\[(4.10) \quad I(Z, \Lambda, \Lambda, \Gamma) := \prod_{s=1}^N P_{k,s}(Z, \Lambda) P_{k,s}(\zeta, \Gamma).\]

For a suitable integer \(m\), \(K(Z, \zeta, \Lambda, \Gamma; X) := I^m \cdot W \in \mathcal{N}\{Z, \zeta\}[\Lambda, \Gamma][X]\). We claim that the obtained polynomial \(K\) satisfies all desired properties. The construction of the polynomial \(K\) implies (ii). To prove statement (i), we note that the term \(B_\delta\) is a sufficiently high power of the function \(I\) defined in (4.10). Hence if \(B_\delta(Z, \zeta, \mathcal{H}(u), \mathcal{H}(v)) \equiv 0\) for \((Z, \zeta) \in \mathcal{M}\) near 0, then there exists \(s \in \{1, \ldots, N\}\) such that either \(P_{k,s}(Z, \mathcal{H}(u)) \equiv 0\) for \(Z \in \mathbb{C}^N\) close to 0, or \(P_{k,s}(\zeta, \mathcal{H}(v)) \equiv 0\) for \(\zeta \in \mathbb{C}^N\) close to 0, which is not the case by (4.2). The proof of Lemma 4.3 is complete.

Next, since \(M'\) is a real-algebraic generic submanifold of codimension \(d\) through the origin, we may choose \(d\) real-valued polynomials \((r'_1, \ldots, r'_d)\) such that \(M'\) is given near the origin by the zero set of these \(d\) polynomials. Applying Lemma 4.3 for each polynomial \(r'_j, j = 0, \ldots, d\), we obtain a corresponding polynomial

\[(4.11) \quad K_j(Z, \zeta, \Lambda, \Gamma; X) := \sum_{\nu=0}^{\delta_j} B_{\nu}^j X^\nu,\]

with each \(B_{\nu}^j(Z, \zeta, \Lambda, \Gamma) \in \mathcal{N}\{Z, \zeta\}[\Lambda, \Gamma][X]\), \(1 \leq \nu \leq \delta_j\).

For every \(j \in \{1, \ldots, d\}\), define

\[(4.11) \quad \nu_0^j = \min\{\nu \in \{0, \ldots, \delta_j\}: B_{\nu}^j(Z, \zeta, \mathcal{H}(u), \mathcal{H}(v)) \not\equiv 0\} on \mathcal{M}\ near 0\}.

Since each polynomial \(K_j\) satisfies conclusion (i) of Lemma 4.3, we know that such a \(\nu_0^j\) exists (it can be shown that each \(\nu_0^j > 0\) but this is not needed in what follows).

Using Lemma 2.1, we choose a real-algebraic parametrization \((\mathbb{R}^{2N-d-c} \times \mathbb{R}^c, 0) \ni (y, u) \mapsto \varphi(y, u) \in \mathbb{C}^N\ of \mathcal{M}\ near 0\) which satisfies that for each fixed \(u \in \mathbb{R}^c\) sufficiently close to the origin, the mapping \((\mathbb{R}^{2N-d-c}, 0) \ni y \mapsto \)
\( \varphi(y, u) \) parametrizes the manifold \( M_u \) as defined in \( (2.4) \) near the origin. Hence for all \( (y, u) \in \mathbb{R}^{2N-d-c} \times \mathbb{R}^c \) sufficiently close to the origin, we have

\[
B^j_\nu(\varphi(y, u), \overline{\varphi(y, u)}, \mathcal{H}(u), \overline{\mathcal{H}(u)}) = 0, \quad j = 0, \ldots, d, \quad \nu = 0, \ldots, \nu^j_0 - 1.
\]

For every \( j \in \{0, \ldots, d\} \), for every \( \nu < \nu^j_0 \), and for every multiindex \( \gamma \in \mathbb{N}^{2N-d-c} \), define

\[
\Theta_{j, \nu}(u, \Lambda, \overline{\Lambda}) := \frac{\partial^{\gamma}}{\partial y^{\gamma}} \left[ B^j_\nu(\varphi(y, u), \overline{\varphi(y, u)}, \Lambda, \overline{\Lambda}) \right] \bigg|_{y=0} \in \mathcal{N}_R(u)[\Lambda, \overline{\Lambda}].
\]

Since the ring \( \mathcal{N}_R(u)[\Lambda, \overline{\Lambda}] \) is noetherian, there exists an integer \( n_0 \) such that the ideal generated by the \( \Theta_{j, \nu}(u, \Lambda, \overline{\Lambda}) \) for \( \gamma \in \mathbb{N}^{2N-d-c}, \nu < \nu^j_0, j \in \{0, \ldots, d\} \) coincides with that generated by the \( \Theta_{\gamma, \nu}(u, \Lambda, \overline{\Lambda}) \) for \( |\gamma| \leq n_0, \nu < \nu^j_0, j \in \{0, \ldots, d\} \). We observe that by the construction of the mappings \( \Theta_{j, \nu} \) the following Lemma holds.

**Lemma 4.4.** For \( \gamma \in \mathbb{N}^{2N-d-c}, \nu < \nu^j_0, j \in \{0, \ldots, d\} \), let \( \Theta_{j, \nu}(u, S(u), \overline{S(u)}) = 0 \) for \( u \in \mathbb{R}^c \) close to the origin and \( |\gamma| \leq n_0, \nu < \nu^j_0, j \in \{0, \ldots, d\} \), then \( S \) satisfies

\[
B^j_\nu(Z, \overline{Z}, S(u), \overline{S(u)}) = 0, \quad \nu = 0, \ldots, \nu^j_0 - 1, \quad j = 0, \ldots, d,
\]

for all \( Z = (z, \omega, u) \in M \) sufficiently close to the origin.

We can now define the crucial system of complex-valued real-analytic equations near the origin in \( \mathbb{R}^n \times \mathbb{R}^{d-c} \times \mathbb{R}^c \) to carry out the approximation:

\[
(4.14) \quad \sum_{r=0}^{k_s} P_{r,s}(x, t, u, \Lambda) T^r_s = 0, \quad s = 1, \ldots, N
\]

\[
\Theta_{j, \nu}(u, \Lambda, \overline{\Lambda}) = 0, \quad |\gamma| \leq n_0, \nu < \nu^j_0, j \in \{0, \ldots, d\}.
\]

This system is obviously polynomial in \( T = (T_1, \ldots, T_N) \) and \( (\Lambda, \overline{\Lambda}) \) with coefficients that are real-algebraic functions in \( \mathbb{R}^N \). Furthermore, using \( (4.1), (4.12) \) and \( (4.13) \), we know that

\[
T = (T_1, \ldots, T_N) = (h_1(x, t, u), \ldots, h_N(x, t, u)) = h(x, t, u),
\]

\[
\Lambda = \mathcal{H}(u) = (\partial^{(0)}h(0, u))|_{|\alpha| \leq m_0}
\]

is a complex-valued real-analytic solution of the system \( (4.14) \).
4.2. Appropriate solutions of the system and end of the proof of Theorem 4.1. At this point, the next natural step would be to apply an approximation theorem due to Artin [A69] providing, for every integer \( \ell \), complex-valued real-algebraic solutions \( h^\ell(x, t, u) \) and \( W^\ell(x, t, u) \) of the system (4.14), that agree up to order \( \ell \) at the origin with the mappings \( h(x, t, u) \) and \( H(u) \) respectively. This strategy is not sufficient because in order to show that the complexification of the obtained mappings \( h^\ell \) sends a neighborhood of 0 in \( M \) to \( M' \), we need the mappings \( W^\ell \) to be independent of \((x, t)\) (as is the case for the original solution). The question whether this kind of approximation is possible actually dates back to Artin’s paper [A69]; it became known as the “subring condition”. A positive answer in the algebraic case has been provided by Popescu [P86], and this theorem allows us to get solution mappings \( W^\ell \) which depend only on \( u \). We shall only state a version of Popescu’s theorem needed for the purpose of this paper.

**Theorem 4.5.** (Popescu [P86]) Let \((\omega, \xi) \in \mathbb{R}^k \times \mathbb{R}^q, k, q \geq 1\), and a polynomial mapping \( \Phi(X, Y) = (\Phi_1(X, Y), \ldots, \Phi_r(X, Y)) \) with \( \Phi_j(X, Y) \in \mathcal{N}_{\mathbb{R}}\{\omega, \xi\}[X, Y] \) for \( j = 1, \ldots, r \), \( X = (X_1, \ldots, X_p) \), \( Y = (Y_1, \ldots, Y_m) \). Suppose that there exists formal power series mappings \( x(\omega) \in (\mathbb{R}[[\omega]])^p \), \( y(\omega, \xi) \in (\mathbb{R}[[\omega, \xi]])^m \) satisfying \( \Phi(x, y) = 0 \). Then for every integer \( \ell \), there exists \( x^\ell \in (\mathcal{N}_{\mathbb{R}}\{\omega\})^p \), \( y^\ell \in (\mathcal{N}_{\mathbb{R}}\{\omega, \xi\})^m \) satisfying \( \Phi(x^\ell, y^\ell) = 0 \) such that \( x^\ell \) and \( y^\ell \) agree at 0 up to order \( \ell \) with \( x \) and \( y \) respectively.

**Remark 4.6.** The fact that the system of polynomial equations has algebraic coefficients in the above result is of fundamental importance. Indeed, the analogous statement for polynomial systems with analytic coefficients does not hold in general, as a well-known example due to Gabrielov [Ga71] shows.

Applying Theorem 4.5 to the real equations associated to the system of polynomial equations given by (4.14), we obtain, for every positive integer \( \ell \), a real-analytic \( \mathbb{C}^N \)-valued algebraic mapping \( h^\ell = h^\ell(x, t, u) \) and a real-analytic \( \mathbb{C}^\kappa \)-valued algebraic mapping \( W^\ell = W^\ell(u) \), both defined in a neighborhood of \( 0 \in \mathbb{R}^N \) (depending on \( \ell \)) and agreeing with \( h(x, t, u) \) and \( H(u) \) up to order \( \ell \) at 0 respectively. We complexify the mappings \( h^\ell \) and \( W^\ell \) without changing the notation. Since each mapping \( h^\ell = h^\ell(Z) \) is algebraic and agrees with the mapping \( h = h(Z) \) up to order \( \ell \) at 0, the proof of Theorem 4.1 is completed by the following Lemma.

**Lemma 4.7.** In the above setting and with the above notation, for \( \ell \) sufficiently large, the holomorphic map \( h^\ell \) sends a neighborhood of 0 in \( M \) to \( M' \).

**Proof of Lemma 4.7.** Recall first that \((r'_1, \ldots, r'_d)\) are \( d \) real-valued polynomials such that \( M \) is given near the origin by the zero set of these \( d \) polynomials. Suppose, by contradiction, that the conclusion of the lemma does
not hold. Considering a subsequence if necessary, we may assume, without loss of generality, that for every integer \(\ell\),

\[
(4.15) \quad r_1'((h^\ell)(Z), \overline{h^\ell}(\zeta)) \neq 0, \quad (Z, \zeta) \in \mathcal{M}, \text{ near } 0.
\]

Let

\[
(4.16) \quad \mathcal{K}^1(Z, \zeta, \Lambda, \Gamma; X) = \sum_{\nu=0}^{\delta_1} B^1_{\nu}(Z, \zeta, \Lambda, \Gamma) X^\nu
\]

be the polynomial given by Lemma 4.3 associated to the real polynomial \(r_1'\). Since \((h^\ell, W^\ell)\) satisfies the system of equations (4.14) for every integer \(\ell\), we have for all \(Z \in \mathbb{C}^N\) sufficiently close to the origin

\[
\sum_{r=0}^{k_s} P_{r,s}(Z, W^\ell(u)) (h_s^\ell(Z))^r = 0, \quad s = 1, \ldots, N.
\]

Since \(\mathcal{K}^1\) satisfies property (ii) of Lemma 4.3, we therefore obtain

\[
(4.17) \quad \mathcal{K}^1(Z, \zeta, W^\ell(u), \overline{W^\ell(v)}; r_1'((h^\ell)(Z), \overline{h^\ell}(\zeta))) = 0,
\]

for \((Z, \zeta) \in \mathbb{C}^{2N}\) close to the origin. In what follows, we shall restrict (4.17) to the complexification \(\mathcal{M}\). Since \(W^\ell\) satisfies the second equation of the system (4.14), Lemma 4.4 implies that

\[
B^1_{\nu}(Z, \zeta, W^\ell(u), \overline{W^\ell(v)}) = 0, \quad 0 \leq \nu < \nu_1^1,
\]

and for all \(Z = (z, w, u) \in \mathcal{M}\) sufficiently close to the origin. Equivalently, we have for \((Z, \zeta) \in \mathcal{M}\) near 0

\[
(4.18) \quad B^1_{\nu}(Z, \zeta, W^\ell(u), \overline{W^\ell(v)}) = 0, \quad 0 \leq \nu < \nu_1^1.
\]

Hence (4.16), (4.17) and (4.18) imply that

\[
(4.19) \quad \sum_{\nu=\nu_0^1}^{\delta_1} B^1_{\nu}(Z, \zeta, W^\ell(u), \overline{W^\ell(v)}) \left( r_1'((h^\ell)(Z), \overline{h^\ell}(\zeta)) \right)^\nu = 0, \quad (Z, \zeta) \in \mathcal{M}, \text{ near } 0.
\]

Using (4.15), (4.19) yields that for \((Z, \zeta) \in \mathcal{M}\) sufficiently close to 0,

\[
(4.20) \quad - B^1_{\nu_0^1}(Z, \zeta, W^\ell(u), \overline{W^\ell(v)})
\]

\[
= \sum_{\nu=\nu_0^1+1}^{\delta_1} B^1_{\nu}(Z, \zeta, W^\ell(Z), \overline{W^\ell(\zeta)}) \left( r_1'((h^\ell)(Z), \overline{h^\ell}(\zeta)) \right)^{\nu-\nu_0^1}.
\]

Since \(h\) sends a neighborhood of \(M\) to \(M'\) and since, for every integer \(\ell\), the mapping \(h^\ell\) agrees with \(h\) up to order \(\ell\) at 0, it follows that \(r_1'((h^\ell(Z), \overline{h^\ell}(\zeta))|_M\) vanishes at least to order \(\ell\) at the origin. Hence from (4.20), the same property holds for \(B_{\nu_0^1}(Z, \zeta, W^\ell(u), \overline{W^\ell(v)})|_M\). But also \(W^\ell\) agrees with \(\mathcal{H}\) up to order \(\ell\) at the origin, so for every integer \(\ell\), the germ at 0 of the
holomorphic function \( B_{\nu_0}^1(Z, \zeta, \mathcal{H}(u), \overline{\mathcal{H}}(v)) \) vanishes at least up to order \( \ell \). As a consequence,

\[
B_{\nu_0}^1(Z, \zeta, \mathcal{H}(u), \overline{\mathcal{H}}(v)) \equiv 0, \quad \text{for } (Z, \zeta) \in \mathcal{M} \text{ near } 0,
\]

which contradicts the definition of \( \nu_0^1 \) by (4.11). This completes the proof of Lemma 4.7 and therefore the proof of Theorem 4.1. \( \square \)

5. Holomorphic foliations in CR manifolds

The main goal of this section is to study the holomorphic foliation (with singularities) arising from the existence of holomorphic vector fields tangent to a real-analytic (resp. real-algebraic) CR submanifold in complex space. The main result of this section is given by Proposition 5.6 and shows that the holomorphic foliation of a real-algebraic holomorphically degenerate CR submanifold of \( \mathbb{C}^N \) is in fact algebraic. The results of this section will be used to derive Theorem 1.6 from Theorem 4.1 in section 6.

5.1. The real-analytic case. Let \( M \subset \mathbb{C}^N \) be a real-analytic generic submanifold of CR dimension \( n \) and codimension \( d \) so that \( N = n + d \geq 2 \). In what follows, for a point \( p \in \mathbb{C}^N \), we denote by \( \mathcal{O}_p \) the ring of germs of holomorphic functions at \( p \) and by \( \mathcal{M}_p \) its quotient field of meromorphic functions at \( p \); these are the stalks of the sheaf of holomorphic (resp. meromorphic) functions, which we will accordingly denote by \( \mathcal{O} \) and \( \mathcal{M} \), respectively.

A holomorphic (resp. meromorphic) vector field on an open set \( U \subset \mathbb{C}^N \) is a holomorphic (resp. meromorphic) section of \( T^{(1,0)} \mathbb{C}^N \) over \( U \), i.e. an expression of the form

\[
X = \sum_{j=1}^{N} a_j(Z) \frac{\partial}{\partial Z_j}, \quad a_j \in \mathcal{O}(U) \text{ (resp. } \mathcal{M}(U)) \text{ respectively}).
\]

Again the stalks of these sheaves at \( p \in \mathbb{C}^N \), i.e. expressions of the form

\[
X = \sum_{j=1}^{N} a_j(Z) \frac{\partial}{\partial Z_j}, \quad a_j \in \mathcal{O}_p \text{ (resp. } \mathcal{M}_p \text{ respectively),}
\]

will be referred to as germs of holomorphic (respectively meromorphic) vector fields. We identify the sheaf of holomorphic (resp. meromorphic) vector fields with \( \mathcal{O}^N \) (resp. \( \mathcal{M}^N \)), and the germs of holomorphic (resp. meromorphic) vector fields at a point \( p \in \mathbb{C}^N \) with \( (\mathcal{O}_p)^N \) (resp. \( (\mathcal{M}_p)^N \)).

For \( p \in M \), let \( T_p \) (resp. \( S_p \)) be the set of all germs at \( p \) of holomorphic (resp. meromorphic) vector fields that are tangent to \( M \). \( T_p \) is an \( \mathcal{O}_p \)-submodule of the free module \( (\mathcal{O}_p)^N \); \( S_p \) carries the structure of a finite
dimensional vector space over $\mathbb{M}_p$. As in [BR95], for all $p \in M$, define

$$\lambda_M(p) := \dim_{\mathbb{M}_p} S_p \in \{0, \ldots, N - 1\}. \tag{5.1}$$

We recall from [BR95, Section 4] a known characterization of $\lambda_M(p)$ through local coordinates. For an arbitrary point $p \in M$ we may choose (see e.g. [BER99]) local holomorphic coordinates $Z = (z, \eta) \in \mathbb{C}^n \times \mathbb{C}^d$, vanishing at $p$, such that $M$ is given near the origin by a vector-valued equation of the form

$$\eta = \Theta(z, \bar{z}, \bar{\eta}), \tag{5.2}$$

where $\Theta = \Theta(z, \chi, \sigma)$ is a $\mathbb{C}^d$-valued holomorphic map near 0 satisfying the reality condition

$$\Theta(z, \chi, \bar{\Theta}(\chi, z, \eta)) \equiv \eta, \tag{5.3}$$

and

$$\Theta(z, 0, \eta) = \Theta(0, \chi, \eta) = \eta; \tag{5.4}$$

such coordinates are commonly referred to as normal coordinates for $M$ at $p$. If $M$ is furthermore assumed to be real-algebraic, we may choose these local holomorphic coordinates as well as the mapping $\Theta$ to be algebraic.

Recall also that such a choice of normal coordinates can be made for points $q \in M$ nearby $p$ in such a way that the mapping $\Theta$ depends real-analytically on $q$ (and real-algebraically if $M$ is real-algebraic, see [BER99]). We expand the mapping $\bar{\Theta}$ into a Taylor series as follows:

$$\bar{\Theta}(\chi, z, \eta) := \sum_{\beta \in \mathbb{N}^n} \bar{\Theta}_\beta(z, \eta) \chi^\beta. \tag{5.5}$$

In what follows, we keep the above notation and choice of coordinates for a given fixed point $p \in M$. We also write the coordinates $Z = (Z_1, \ldots, Z_N)$.

We need to recall the following slight generalization of a known criterion (see e.g. [BR95, Lemma 4.5]).

**Lemma 5.1.** In the above setting, the followings holds:

(i) a germ of a holomorphic vector field $X = \sum_{j=1}^N a_j(Z)\frac{\partial}{\partial Z_j}$ with $a_j \in \mathcal{O}_0$ is tangent to $M$ if and only if

$$\sum_{j=1}^N a_j(Z)\frac{\partial\bar{\Theta}_\beta}{\partial Z_j}(Z) \equiv 0, \quad \text{for all } \beta \in \mathbb{N}^n; \tag{5.6}$$

the same holds for germs of meromorphic vector fields with $\mathcal{O}_0$ replaced by $\mathbb{M}_0$. 
(ii) there exists a neighborhood $U$ of 0 in $\mathbb{C}^N$ such that for every point $q \in M \cap U$, a germ of a holomorphic vector field $Y = \sum_{j=1}^N b_j(Z) \frac{\partial}{\partial Z_j}$ with $b_j \in O_q$ is tangent to $M$ (near $q$) if and only if

$$\sum_{j=1}^N b_j(Z) \frac{\partial \bar{\Theta}_\beta}{\partial Z_j}(Z) \equiv 0, \quad \text{for all } \beta \in \mathbb{N}^n,$$

for all $Z \in \mathbb{C}^N$ sufficiently close to $q$.

Proof. It is enough to prove (ii). We fix a polydisc $U_1 \subset \mathbb{C}^n$ and $U_2 \subset \mathbb{C}^d$ both containing the origin such that $\Theta$ is holomorphic in $U_1 \times U_1 \times U_2$. Let $U := U_1 \times U_2$. Given $q = (z_q, \eta_q) \in M \cap U$, it is easy to see that a germ at $q$ of a holomorphic vector field $Y$ is tangent to $M$ near $q$ if and only if $Y(\Theta(\chi, Z)) = 0$ for all $Z$ in some connected neighborhood $U_q \subset \mathbb{C}^N$ of $q$ and for all $\chi$ in some neighborhood $\tilde{U}_1 \subset \mathbb{C}^n$ of $z_q$. Since

$$Y(\Theta(\chi, Z)) = \sum_{j=1}^N b_j(Z) \frac{\partial \bar{\Theta}_\beta}{\partial Z_j}(\chi, Z),$$

the map $Y(\Theta(\chi, Z))$ is in fact holomorphic in $U_1 \times U_q$ and vanishes on $\tilde{U}_1 \times U_q$. Hence $Y(\Theta(\chi, Z))$ vanishes identically in $U_1 \times U_q$. From this, the desired conclusion (5.7) follows. 

We have the following result (see [BR95]).

**Lemma 5.2.** Let $M \subset \mathbb{C}^N$ be a real-analytic generic submanifold with $N \geq 2$, $p \in M$, and $(z, \eta)$ normal coordinates for $M$ near $p$. Then the following identity holds:

$$\lambda_M(p) + r_M(p) = N,$$

where $r_M(p)$ is the generic rank of the holomorphic map $(\mathbb{C}^N, 0) \ni (z, \eta) \mapsto (\Theta_\beta(z, \eta))_{\beta \in \mathbb{N}^n}$ defined by (5.5).

Proof. Choose an integer $\ell_0$ large enough so that the generic rank of the mapping $(z, \eta) \mapsto (\Theta_\beta(z, \eta))_{|\beta| \leq \ell_0}$ equals $r_M(p)$. Consider the $\mathbb{M}_0$ linear mapping $\mathcal{L}: \left(\mathbb{M}_0\right)^N \to \left(\mathbb{M}_0\right)^{c_0}$ given by

$$\mathcal{L}(a_1, \ldots, a_N) := \left( \sum_{j=1}^N a_j \frac{\partial \bar{\Theta}_\beta}{\partial Z_j} \right)_{|\beta| \leq \ell_0},$$

where $c_0 = \text{Card} \{ \beta \in \mathbb{N}^n : |\beta| \leq \ell_0 \}$. By Lemma 5.1 (i), $S_0 = \ker \mathcal{L}$ and therefore, by the rank theorem, $N = \lambda_M(0) + \dim_{\mathbb{M}_0} \text{Im} \mathcal{L}$. But the rank of the $\mathbb{M}_0$-linear mapping $\mathcal{L}$ coincides with the rank of the matrix
\[
\left(\frac{\partial \bar{\Theta}_{\beta}}{\partial Z_j}\right)_{1 \leq j \leq N, |\beta| \leq \ell_0} \text{ with entries in the field } \mathbb{M}_0.
\]
This rank is exactly the generic rank of the (germ of the) holomorphic map \((z, \eta) \mapsto (\bar{\Theta}_{\beta}(z, \eta))_{|\beta| \leq \ell_0}\). The proof of Lemma 5.2 is complete. 

A first consequence of Lemma 5.2 is that \(r_M(p)\) is independent of the choice of normal coordinates. Another useful consequence of Lemma 5.2 is the following (see [BR95] for the hypersurface case).

**Lemma 5.3.** Let \(M \subset \mathbb{C}^N\) be a real-analytic generic submanifold. Then the functions \(\lambda_M\) and \(r_M\) are constant on any connected component of \(M\).

**Proof.** Pick an arbitrary point \(p \in M\). We first note that the definition of \(\lambda_M\) implies that \(\lambda_M\) is lower semi-continuous. Next, let \(r_M(p)\) be as defined in Lemma 5.2. Since we may choose normal coordinates for points \(q \in M\) nearby \(p\) in such a way that the mapping \(\Theta\) depends real-analytically on \(q\), it follows that for all points \(q\) sufficiently close to \(p\), \(r_M(q) \geq r_M(p)\). Hence by (5.8), we have that \(\lambda_M(q) \leq \lambda_M(p)\) for all such \(q\)'s. This latter fact together with the lower semi-continuity of \(\lambda_M\) implies that \(\lambda_M\) is constant in a neighborhood of \(p\). Since the choice of \(p\) is arbitrary, we obtain the desired statement. 

In what follows, given a positive integer \(r\), we shall denote by \(\mathcal{E}_r^h\) the set of all germs through the origin in \(\mathbb{C}^r\) of holomorphically nondegenerate real-analytic CR submanifolds. Recall also that given a positive integer \(r\) and two germs of real submanifolds \((M, p)\) and \((M', p')\) in \(\mathbb{C}^r\) we write \((M_1, p) \sim_h (M_2, p')\) if there exists a germ of a biholomorphism of \(\mathbb{C}^r\) at \(p\) which maps the germ \((M, p)\) to \((M', p')\).

The following result provides a precise description of the holomorphic foliation on a (holomorphically degenerate) real-analytic CR submanifold.

**Proposition 5.4.** Let \(M \subset \mathbb{C}^N\) be a connected real-analytic CR submanifold with \(N \geq 2\). Then there exists a well-defined integer \(\lambda_M \in \{0, \ldots, N-1\}\) and a closed proper real-analytic subvariety \(\Upsilon_M \subset M\) such that

\[
M \setminus \Upsilon_M = \{p \in M : (M, p) \sim_h (\mathbb{C}^{\lambda_M} \times \tilde{M}, 0), \text{ where } \tilde{M} \in \mathcal{E}_h^{N-\lambda_M}\}.
\]

Furthermore, the real-analytic subvariety \(\Upsilon_M\) is locally given by the intersection of germs of complex-analytic subvarieties with \(M\).

**Proof.** We first treat the case where \(M\) is a generic submanifold of \(\mathbb{C}^N\). Let \(\lambda_M \in \{0, \ldots, N-1\}\) be the integer defined by (5.1) and Lemma 5.3. Set

\[
\Omega^h_M := \{p \in M : (M, p) \sim_h (\mathbb{C}^{\lambda_M} \times \tilde{M}, 0), \text{ where } \tilde{M} \in \mathcal{E}_h^{N-\lambda_M}\}.
\]

In what follows we shall say that a point \(p \in M\) satisfies property \(\spadesuit\) if there exists \(Y_1, \ldots, Y_{\lambda_M} \in T_p\) and a sufficiently small neighborhood \(W\) of \(p\)
in $\mathbb{C}^N$ such that these $\lambda_M$ holomorphic vector fields are defined and linearly independent at every point $q \in W$. We first note that if a point $p \in \Omega_M$ then clearly $p$ satisfies property (♠). Conversely, if $p$ satisfies property (♠), then by straightening the flows of $Y_1, \ldots, Y_{\lambda_M}$, we see that the germ $(M, p)$ is biholomorphically equivalent to the germ at the origin of a submanifold of the form $\mathbb{C}^{\lambda_M} \times \tilde{M}$ where $\tilde{M}$ is a germ through the origin of a real-analytic generic submanifold. Furthermore, $\tilde{M}$ must necessarily be holomorphically nondegenerate since otherwise we could find $\lambda_M + 1$ holomorphic vector fields tangent to $M$ near $p$ and generically linearly independent in a neighborhood of $p$, which contradicts the definition of $\lambda_M$.

Pick an arbitrary point $p \in M$. Since the ring $\mathcal{O}_p$ is noetherian, it follows that $\mathcal{T}_p$ is a finitely generated submodule of $(\mathcal{O}_p)^N$. Hence, there exists a connected neighborhood $U$ of $p$ in $\mathbb{C}^N$ and $r$ holomorphic vector fields $X_1, \ldots, X_r$ defined in $U$ such that $\mathcal{T}_p$ is generated by the germs at $p$ of the vector fields $X_1, \ldots, X_r$. In fact, we need a stronger property than that, and using Lemma 5.1 (ii) and Oka’s theorem (see e.g. [Ho90, Theorem 6.4.1]), it is possible (after shrinking $U$ if necessary) to assume that for every point $q \in M \cap U$, the germs at $q$ of the vector fields $X_1, \ldots, X_r$ generate $\mathcal{T}_q$. We also may assume that $U$ is chosen sufficiently small so that $M \cap U$ is connected. It is not difficult to see that the generic rank of $(X_1, \ldots, X_r)$ over $U$ equals $\lambda_M$ as defined above. Setting $\mu(q) = \text{Rk}(X_1(q), \ldots, X_r(q))$ for all $q \in M \cap U$, we now claim that

\begin{equation}
\{ q \in M \cap U : q \text{ satisfies (♠)} \} = \{ q \in M \cap U : \mu(q) = \lambda_M \}.
\end{equation}

Note that we trivially have $\{ q \in M \cap U : \mu(q) = \lambda_M \} \subset \{ q \in M \cap U : q \text{ satisfies (♠)} \}$. Conversely, if $q \in M \cap U$ satisfies (♠), there exists $Y_1, \ldots, Y_{\lambda_M} \in \mathcal{T}_q$ and a sufficiently small neighborhood $W \subset U$ of $q$ in $\mathbb{C}^N$ such that these $\lambda_M$ holomorphic vector fields are defined and linearly independent at every point $q \in W$. Since the germs at $q$ of $X_1, \ldots, X_r$ generate the $\mathcal{O}_q$-module $\mathcal{T}_q$ and since $Y_1, \ldots, Y_{\lambda_M}$ are linearly independent at every point $q \in W$, it follows that the rank of $(X_1, \ldots, X_r)$ equals $\lambda_M$ at every point of $W$ and hence at $q$. This shows the claim \[5.9\].

Using the first part of the proof, we therefore obtain that $\Omega_M^1 \cap U = \{ q \in M \cap U : \mu(q) = \lambda_M \}$ and hence $\mathcal{T}_M \cap U$ is given by the vanishing of a finite number of real-analytic functions on $U$ (namely the restriction to $M \cap U$ of the minors of size $\lambda_M$ of the Jacobian matrix of $(X_1, \ldots, X_r)$). This shows that $\mathcal{T}_M$ is a closed proper real-analytic subvariety of $M$ locally defined by the intersection of $M$ with a complex-analytic subvariety.

The case where $M$ is not generic follows from the generic case, after noticing that there exists an integer $s \in \{1, \ldots, N - 1\}$ such that for every point $p_0 \in M$, the germ $(M, p_0)$ is locally biholomorphically equivalent to a germ
at the origin of a submanifold of the form \( \{0\} \times M_1 \subset \mathbb{C}^s \times \mathbb{C}^{N-s} \) with \( M_1 \) being a real-analytic generic submanifold in \( \mathbb{C}^{N-s} \). We leave the remaining details to the reader. The proof of Proposition 5.4 is complete. □

Remark 5.5. It is clear that the integer \( \lambda_M \) in Proposition 5.4 is unique and may be defined as follows. If \( M \) is as in Proposition 5.4, for every point \( p \in M \), let \( X_p \), \( C_p \), and \( S_p \) be the intrinsic complexification of \( M \) at \( p \) (see e.g. [BER99]). Then \( X_p \) is the germ at \( p \) of a complex submanifold (of smallest dimension) containing the germ of \( M \) at \( p \). Consider the field \( K_p \) of germs at \( p \) of meromorphic functions in \( X_p \) and \( S_p \) the \( K_p \) vector space of all germs at \( p \) of meromorphic vector fields of \( X_p \) tangent to \( M \). Then it follows from Lemma 5.3 that \( M \ni p \mapsto \dim_{K_p} S_p \) is constant and is the desired integer \( \lambda_M \).

5.2. The real-algebraic case. We shall now establish the algebraic version of Proposition 5.4 when the submanifold \( M \) is furthermore assumed to be real-algebraic. Analogously to the real analytic case, for a given positive integer \( r \), we denote by \( E^r \) the set of all germs through the origin in \( C^r \) of holomorphically nondegenerate real-algebraic CR submanifolds. We also recall that given two germs of real submanifolds \((M, p)\) and \((M', p')\) in \( C^r \), we write \((M, p) \sim_a (M', p')\) if there exists a germ of an algebraic biholomorphism of \( C^r \) at \( p \) which sends the germ \((M, p)\) to \((M', p')\).

We are now ready to state the algebraic version of Proposition 5.4

Proposition 5.6. Let \( M \subset \mathbb{C}^N \) be a connected real-algebraic CR submanifold, \( N \geq 2 \). Let \( \lambda_M \) and \( \Upsilon_M \) be the associated integer and real-analytic subvariety of \( M \) given by Proposition 5.4. Then \( \Upsilon_M \) is in fact a proper real-algebraic subvariety of \( M \) and the following holds:

\[
\Upsilon_M = \{ p \in M : (M, p) \sim_a (\mathbb{C}^\lambda_M \times \tilde{M}, 0) \}, \text{ where } \tilde{M} \in E^{N-\lambda_M}_a.
\]

Furthermore, the real-algebraic subvariety \( \Upsilon_M \) is locally given by the intersection of germs of complex-algebraic subvarieties with \( M \).

In order to prove Proposition 5.6, we shall need the following observation.

Lemma 5.7. Let \( M \) be a germ of a real-algebraic CR submanifold in \( \mathbb{C}^N \) and \( M' \) be a germ of a real-analytic CR submanifold in \( \mathbb{C}^{N'} \), both through the origin, with \( 1 \leq N' < N \). Assume that

\[
(M, 0) \sim_h (M' \times \mathbb{C}^{N-N'}, 0).
\]

Then there exists a germ of a real-algebraic CR submanifold \( \tilde{M} \subset \mathbb{C}^{N'} \) through the origin such that

\[
(M, 0) \sim_a (\tilde{M} \times \mathbb{C}^{N-N'}, 0).
\]
Proof of Lemma 5.7. First note that if $M$ is not generic in $\mathbb{C}^N$, then there exists a positive integer $r \in \{1, \ldots, N - 1\}$ and a real-algebraic generic submanifold $M_1 \subset \mathbb{C}^{N-r}$ through the origin such that $(M, 0) \sim_a \{0\} \times M_1, 0$ (see e.g. [BER99]). From this fact, we see that we may assume in what follows that $M$ is generic in $\mathbb{C}^N$.

Let $n$ be the CR dimension of $M$ and $d$ its codimension. Choose normal coordinates $Z = (Z_1, \ldots, Z_N) = (z, \eta) \in \mathbb{C}^n \times \mathbb{C}^d$ as in Section 5.1, where $\Theta: (\mathbb{C}^n+\mathbb{N}, 0) \to (\mathbb{C}^d, 0)$ is an algebraic holomorphic map of its arguments.

We first note that, by a usual straightening argument, (5.11) is equivalent to say that there exists a neighborhood $V$ of $0$ in $\mathbb{C}^N$ and $N - N'$ holomorphic vector fields $L_1, \ldots, L_{N-N'}$ tangent to $M \cap V$ such that these $N - N'$ vector fields are linearly independent at every point of $V$. Let $\varphi^1(t, Z)$ be the complex flow of the vector field $L_1$, flow that is defined for $(t, Z) \in \mathbb{C} \times \mathbb{C}^N$ sufficiently close to the origin. Recall that for sufficiently small $t$, $(\mathbb{C}^N, 0) \ni Z \mapsto \varphi^1(t, Z) \in (\mathbb{C}^N, 0)$ is a germ at $0$ of a biholomorphism sending $(M, 0)$ to itself. Furthermore, writing $L_1 = \sum_{j=1}^{N} a_j(Z) \frac{\partial}{\partial Z_j}$, we know that $\varphi^1 = (\varphi^1_1, \ldots, \varphi^1_N)$ satisfies

\begin{equation}
\frac{\partial \varphi^1_j}{\partial t}(t, Z) = a_j(\varphi^1(t, Z)), \quad j = 1, \ldots, N, \quad \text{and} \quad \varphi^1(0, Z) = Z,
\end{equation}

for $(t, Z) \in \mathbb{C} \times \mathbb{C}^N$ sufficiently close to the origin. Since $L_1$ is tangent to $M$ (near $0$), using the notation defined in (5.15) and Lemma 5.7(i), we have

\begin{equation}
\sum_{j=1}^{N} a_j(\varphi^1(t, Z)) \frac{\partial \Theta^\beta}{\partial Z_j}(\varphi^1(t, Z)) = 0, \quad \forall \beta \in \mathbb{N}^n,
\end{equation}

for $(t, Z) \in \mathbb{C} \times \mathbb{C}^N$ sufficiently close to the origin. Combining (5.13) and (5.14), we obtain that near the origin in $\mathbb{C}^{N+1}$

\[ \frac{\partial}{\partial t} \left( \Theta^\beta(\varphi^1(t, Z)) \right) \equiv 0, \quad \forall \beta \in \mathbb{N}^n. \]

We therefore have the following identity (that is contained, in the hypersurface case, in the statement of [BR95 Proposition 5.2])

\begin{equation}
\Theta^\beta(\varphi^1(t, Z)) = \Theta^\beta(Z), \quad \forall \beta \in \mathbb{N}^n,
\end{equation}

for all $(t, Z) \in \mathbb{C} \times \mathbb{C}^N$ sufficiently close to the origin. In what follows, we may assume without loss of generality that $a_1(0) \neq 0$. Consider now the $\mathbb{C}^N$-valued holomorphic mapping $\Psi$ defined in a neighborhood of the origin in $\mathbb{C}^N$ by $\Psi(w_1, \ldots, w_N) = \varphi^1(w_1, 0, w_2, \ldots, w_N)$. It is a standard fact that $\Psi$ is a local biholomorphism at the origin and that $\Psi_*(\frac{\partial}{\partial w_1}) = L_1$. Hence, since $L_1$ is tangent to $M$ near $0$, the vector field $\frac{\partial}{\partial w_1}$ is tangent to the germ of the real-analytic generic submanifold $\Psi^{-1}(M)$. Therefore the germ of $\Psi^{-1}(M)$
at 0 is of the form $\widetilde{M} \times \mathbb{C}$ where $\widetilde{M}$ is a germ at 0 of a real-analytic generic submanifold in $\mathbb{C}^{N-1}$. We now claim that $\widetilde{M}$ is in fact real-algebraic and that $(\widetilde{M} \times \mathbb{C}, 0) \sim_a (M, 0)$. To prove the claim, we note that it follows from (5.15) that for all $\beta \in \mathbb{N}^n$, $\bar{\Theta}_\beta(\Psi(w)) = \bar{\Theta}_\beta(0, w_2, \ldots, w_N) =: C_\beta(w) \in (N\{w\})^d$. The system of algebraic equations

$$\bar{\Theta}_\beta(Z) = C_\beta(w)$$

has a convergent solution $Z = \Psi(w)$ and therefore, from an approximation theorem due to Artin [A69], there exists an algebraic solution $\hat{\Psi} : (\mathbb{C}^N, 0) \to (\mathbb{C}^N, 0)$ of (5.16) that agrees with $\Psi$ up to order one at 0. Hence $\hat{\Psi}$ is a local algebraic biholomorphism. Furthermore, since $\Psi$ sends $(\widetilde{M} \times \mathbb{C}, 0)$ to $(M, 0)$ and since for all $\beta \in \mathbb{N}^n$, $\bar{\Theta}_\beta(\Psi(w)) = \bar{\Theta}_\beta(\hat{\Psi}(w))$, it follows from [BMR02, Lemma 14.3] that $\hat{\Psi}$ sends also $(\widetilde{M} \times \mathbb{C}, 0)$ to $(M, 0)$, which proves the claim.

Since $(\widetilde{M} \times \mathbb{C}, 0) \sim_a (M, 0)$, there exists a neighborhood $W$ of 0 in $\mathbb{C}^{N-1}$ and $N - N' - 1$ holomorphic vector fields tangent to $\widetilde{M} \cap W$ such that these $N - N' - 1$ vector fields are linearly independent at every point of $W$. We can therefore apply the above reasoning to the real-algebraic generic submanifold $\widetilde{M} \subset \mathbb{C}^{N-1}$ and, by induction, we reach the desired conclusion. $\square$

Proof of Proposition 5.6. We note that if $\lambda_M = 0$ (i.e. $M$ is holomorphically nondegenerate), there is nothing to prove, and therefore assume that $\lambda_M > 0$. Lemma 5.7 leads immediately to (5.10). It remains to show that $Y_M$ is a real-algebraic subvariety of $M$. In order to show this, we pick an arbitrary point $p \in M$ choose associated normal coordinates, in which $p = 0$. We note that as in the proof of Proposition 5.4, we can choose a positive integer $\ell_0$ such that in a neighbourhood $U$ of 0, a germ at $q \in U$ of a holomorphic vector field is tangent to $M$ if and only if $\sum_{j=1}^N \frac{\partial \bar{\Theta}_\beta}{\partial Z_j}(Z) a_j(Z) = 0$ near $q$ for all $\beta$ with $|\beta| \leq \ell_0$. Thus, we have realized the holomorphic vector fields tangent to $M \cap U$ as a subsheaf of $\mathcal{O}^N|_U$ given by the relations between the $(\frac{\partial \bar{\Theta}_\beta}{\partial Z_1}, \ldots, \frac{\partial \bar{\Theta}_\beta}{\partial Z_N})$ with $|\beta| \leq \ell_0$. Oka’s Theorem then implies that we can find a finite number of holomorphic generators of $\mathcal{T}_0$ which also generate $\mathcal{T}_q$ for $q$ near 0.

We now claim that we can actually choose these generators algebraic if all the $\Theta_\beta$ are algebraic; the remainder of the proof is then verbatim to the proof of Proposition 5.4.

First note that the sheaf of algebraic functions on $\mathbb{C}^N$ is coherent. This can be seen by applying the Weierstrass division theorem for algebraic power series in the proof of Oka’s Theorem as found in e.g. [Ho90]. In particular,
the sheaf of algebraic relations between the \( \frac{\partial \Theta}{\partial Z_1}, \ldots, \frac{\partial \Theta}{\partial Z_N} \) for \( |\beta| \leq \ell_0 \) is locally finitely generated, i.e. shrinking \( U \) if necessary, there exist algebraic vector fields \( (X_1, \ldots, X_r) \) defined over \( U \) and tangent to \( M \), such that every germ at a point \( q \in M \cap U \) of an algebraic vector field tangent to \( M \) near \( q \) can be written as an algebraic linear combination of \( X_1, \ldots, X_r \).

Now for every point \( q \in U \), the ring of convergent power series \( \mathbb{C}\{x-q\} \) centered at \( q \) is a flat algebra over the ring of germs at \( q \) of algebraic functions \( \mathbb{N}\{x-q\} \). We can thus apply the “equational criterion for flatness” (see e.g. [Ma89, Theorem 7.6]) to see that every \( X \in T_q \) can (in the sense of germs at \( q \)) be written as a linear combination with coefficients in \( \mathbb{C}\{x-q\} \) of holomorphic vector fields tangent to \( M \) with algebraic coefficients in \( \mathbb{N}\{x-q\} \). Since we have already observed that all germs at \( q \) of algebraic vector fields tangent to \( M \) are generated by \( X_1, \ldots, X_r \), we see that the claim is proved and, as noted before, this finishes the proof of Proposition 5.6. \( \square \)

Remark 5.8. The authors thank Clemens Bruschek for pointing out the simple proof by applying the flatness criterion in the second half of the proof of Proposition 5.6.

Remark 5.9. (i) In [BRZ01a], the authors have considered another proper real-algebraic subvariety \( \tilde{\Upsilon}_M \) attached to any connected real-algebraic CR submanifold \( M \subset \mathbb{C}^N \). This subvariety \( \tilde{\Upsilon}_M \) is defined as follows: \( M \setminus \tilde{\Upsilon}_M := \{p \in M : (M, p) \sim_a (\mathbb{C}^k \times \tilde{M}, 0), \tilde{M} \in \tilde{E}^{N-k}_a \} \), where \( \tilde{E}^{N-k}_a \) denotes the set of germs of all real-algebraic finitely nondegenerate real-analytic CR submanifolds in \( \mathbb{C}^{N-k} \) through the origin (see e.g. [BER99, BRZ01a] for the definition). Since we always have the strict inclusion \( \tilde{E}^{N-k}_a \subset E^{N-k}_a \), the subvariety \( \Upsilon_M \) given by Proposition 5.6 is in general strictly smaller than \( \tilde{\Upsilon}_M \).

(ii) The reader should observe that the real-algebraic subvariety \( \Upsilon_M \) given by Proposition 5.6 can also be defined as follows: \( M \setminus \Upsilon_M \) consists of all points \( p \) in \( M \) for which there exists an integer \( k \), \( 0 \leq k \leq N-1 \), such that \( (M, p) \sim_a (\mathbb{C}^k \times \tilde{M}, 0) \), where \( M \in \tilde{E}^{N-k}_a \). Indeed, note that if there exists \( k \in \{0, \ldots, N-1\} \) such that \( (M, p) \sim_a (\mathbb{C}^k \times \tilde{M}, 0) \) where \( M \in \tilde{E}^{N-k}_a \), then we must necessarily have \( k = \lambda_M \) in view of the definition of \( \lambda_M \).

6. Proof of Theorem 1.6

By definition \( \Sigma_M = \Sigma_M^1 \cup \Sigma_M^2 \) where \( \Sigma_M^1 \) is the set of points that are not of constant orbit dimension and \( \Sigma_M^2 \) is the set of points that are not regular for the foliation on \( M \). By Proposition 5.6, \( \Sigma_M^2 \) is a closed proper real-algebraic subvariety of \( M \) and since \( \Sigma_M^1 \) possesses clearly also the same property (see e.g. [BER99]), conclusion (i) of the theorem follows.
To prove (ii), we may assume that $M$ is a generic submanifold in $\mathbb{C}^N$ since the non-generic case can easily be reduced to the generic case. Let $p \in M \setminus \Sigma_M$. Let also $M' \subset \mathbb{C}^N$ be another real-algebraic generic submanifold, $p' \in M'$ and let $h: (\mathbb{C}^N, p) \to (\mathbb{C}^N, p')$ be a local biholomorphic map sending $M$ to $M'$. If $M$ is holomorphically nondegenerate, the desired conclusion follows immediately from Theorem 4.1.

If not, there exists an integer $k \in \{1, \ldots, N-1\}$ such that $(M, p) \sim_a (\widetilde{M} \times \mathbb{C}^k, 0)$ where $\widetilde{M}$ is a holomorphically nondegenerate real-algebraic generic submanifold through the origin in $\mathbb{C}^{N-k}$. Furthermore, since $(M', p') \sim_h (M, p)$, it follows from Lemma 5.7 that $(M', p') \sim_a (\widetilde{M} \times \mathbb{C}^k, 0)$, where $\widetilde{M}'$ is a real-algebraic generic submanifold through the origin in $\mathbb{C}^N$ which is also necessarily holomorphically nondegenerate. In order to prove Theorem 1.6, we may therefore assume that $(M, p) = (\widetilde{M} \times \mathbb{C}^k, 0)$ and that $(M', p') = (\widetilde{M}' \times \mathbb{C}^k, 0)$. We also write the mapping $h: (\mathbb{C}^{N-k}_{\bar{Z}} \times \mathbb{C}^k_{\bar{Z}'}, 0) \to (\mathbb{C}^{N-k}_{\bar{Z}} \times \mathbb{C}^k_{\bar{Z}'}, 0)$, where $h(Z) = h(\bar{Z}, \bar{Z}') = (h_1(\bar{Z}, \bar{Z}), h_2(\bar{Z}, \bar{Z})) \in \mathbb{C}^{N-k} \times \mathbb{C}^k$. We claim that $h_1$ is independent of $\bar{Z} = (\bar{Z}_1, \ldots, \bar{Z}_k)$. Indeed, consider the holomorphic vector field $V = h_a(\partial / \partial Z_j)$ where $j = 1, \ldots, k$. We have

$$V = \frac{\partial h_1}{\partial Z_j}(h^{-1}(Z')) \cdot \frac{\partial}{\partial Z'} + \frac{\partial h_2}{\partial Z_j}(h^{-1}(Z')) \cdot \frac{\partial}{\partial Z'}.$$ 

Since the vector field $\frac{\partial}{\partial Z_j}$ is tangent to $\widetilde{M} \times \mathbb{C}^k$ near 0, $V$ is tangent to $\widetilde{M}' \times \mathbb{C}^k$ near 0. This implies that for every $\bar{Z}' \in \mathbb{C}^k$ sufficiently close to the origin, the holomorphic vector field in $\mathbb{C}^{N-k}$

$$\frac{\partial h_1}{\partial Z_j}(h^{-1}(\bar{Z}', \bar{Z}')) \cdot \frac{\partial}{\partial Z'}$$

is tangent to $\widetilde{M}'$ near 0. Since $\widetilde{M}'$ is holomorphically nondegenerate, we must necessarily have $\frac{\partial h_1}{\partial Z_j}(h^{-1}(\bar{Z}', \bar{Z}')) \equiv 0$ near $0 \in \mathbb{C}^N$ for all $j = 1, \ldots, k$, which proves the claim.

We can thus write $h(\bar{Z}, \bar{Z}) = (h_1(\bar{Z}), h_2(\bar{Z}, \bar{Z}))$ where $h_1: (\mathbb{C}^{N-k}, 0) \to (\mathbb{C}^{N-k}, 0)$ is a local biholomorphism sending $(\widetilde{M}, 0)$ to $(\widetilde{M}', 0)$. Since $\widetilde{M}$ is holomorphically nondegenerate and because the local CR orbits of $\widetilde{M}$ must also be of constant dimension in a neighborhood of 0, we may apply Theorem 4.1 to conclude that for every integer $\ell$ there exists a local algebraic biholomorphism $h_1^\ell: (\mathbb{C}^{N-k}, 0) \to (\mathbb{C}^{N-k}, 0)$ sending $(\widetilde{M}, 0)$ to $(\widetilde{M}', 0)$ that agrees with $h_1$ up to order $\ell$ at 0. For every integer $\ell$, define $h_2^\ell$ to be the $\ell$-th order Taylor polynomial of $h_2$ at 0. Then the local algebraic biholomorphism
\[ h^\ell := (h_1^\ell, h_2^\ell) \] satisfies all the required conditions. The proof of Theorem 1.6 is complete.
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