Electromagnetic interactions in Halo Effective Field Theory
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Abstract. After a brief discussion of effective field theory applied to nuclear clusters, I concentrate on the inclusion of two particular aspects, namely, narrow resonances and electromagnetic interactions. As examples of applications, I present the details of our studies on alpha-alpha and proton-alpha scattering.

1 Introduction

Two-particle scattering at low enough energies are insensitive to the details of the interparticle interaction, provided that the latter has a limited range of action. The intuitive argument behind this general property is that momenta whose wavelengths are much larger than the interaction range cannot resolve its finer details. The elastic amplitude incorporates unitarity constraints and an universal low-energy expansion, a.k.a. the effective range expansion (ERE), whose coefficients encode the low-energy behavior of the forces for a particular system. This simple observation, made by Bethe and others \cite{1} more than fifty years ago, became a benchmark for theorists trying to model the dynamics of the interaction.

The same line of reasoning is shared by effective field theories (EFT), where only the relevant low-energy degrees of freedom are explicitly taken into account. Modes that are active only at high energies are “frozen” into the low-energy constants. In the particular case of EFT with short-range interactions, the two-body scattering amplitude is equivalent to a low-energy expansion of the ERE amplitude \cite{2}. However, the EFT approach has extra features over the effective range theory. First, the systematic expansion of the amplitude allows for a reliable and unbiased estimate of the theoretical uncertainties. Second, symmetries of the problem or the way they are broken can be implemented in a straightforward way (for instance, electromagnetic and weak currents, isospin, parity). And third, the ability to extend the formalism to systems with more than two particles.

One example of the second feature illustrates a difference between the EFT and ERE approaches. In the process \( np \rightarrow d\gamma \), the M1\textsubscript{w} transition contains at NLO a four-nucleon-photon operator that cannot be generated by the ERE approach \cite{3}. The associated coupling can be fixed from cold neutron capture rate at incident neutron speed of 2200 m/s. Rupak improved the calculation of M1\textsubscript{w} and E1\textsubscript{w} transitions to N\textsuperscript{2}LO and N\textsuperscript{4}LO, respectively, lowering the theoretical uncertainty in the \( np \rightarrow d\gamma \) reaction to about 1\% for center-of-mass energies up to 1 MeV \cite{4}.

When extended to three or more particles with large scattering length(s), EFT provides new insights and explains certain universal properties that are independent of the interaction details. For instance, the related Thomas and Efimov effects \cite{5} are intimately connected to the behavior of the leading three-body counterterm under variations of the momentum cutoff in the dynamical equations. Such counterterm is necessary to properly renormalize the theory, as well as to guarantee a unique solution in the limit when the cutoff is taken to infinity \cite{6,7}. It exhibits a limit cycle behavior, that is, a log-periodic dependence with the cutoff, that explains the geometrically-separated bound states in the Efimov spectrum. For nuclear systems with three and four nucleons, the theory provides a convincing explanation to certain correlations, like the almost linear dependence of the spin-doublet neutron-deuteron scattering length with the triton binding energy \cite{8,9} or similar dependence of the latter with the alpha particle binding energy \cite{10}, known respectively as the Phillips and Tjon lines.

Due to the universal character, effective field theories with short-range interactions have been successfully applied to distinct areas of physics —atomic, particle, and few hadron systems. For a more complete overview, see Refs. \cite{6,11}. Here I will concentrate on applications to nuclei that behave as systems of loosely bound clusters, which also include the nowadays popular halo nuclei. In Section 2 the general features of the so-called halo/cluster EFT are presented in certain detail, with emphasis on aspects quite often faced when dealing with nuclear clusters. Sections 3 and 4 present applications of halo/cluster EFT to alpha-alpha (\( \alpha\alpha \)) and proton-alpha (\( p\alpha \)) scattering, and in Section 5 are the concluding remarks.

2 EFT for nuclear clusters

The relevant degrees of freedom in halo/cluster EFT are the structureless, weakly bound objects represented by re-
spective field operators. In the case of halo nuclei, these are the core nucleus and the valence nucleons. Effects like nucleon excitations inside the core, pion or nucleon exchanges, take place at energies well above the binding energy that holds the clusters together. The former has an associated momentum scale $M_{\text{lo}}$ of the order of the inverse of the interaction range, while in the latter case the momentum scale $M_{\text{hi}} \ll M_{\text{lo}}$ is inversely proportional to the size of the halo system. As explained in the following, this separation of scales is, from the EFT point of view, the outcome of a fine-tune in the coupling constants, similar to the one responsible for generating a shallow bound state in the spin-triplet nucleon-nucleon channel. In fact, due to its large extension compared to the typical range of the proton-neutron interaction, the deuteron can be seen as the simplest halo nucleus, with a loosely bound neutron surrounding a proton core.

In order to understand the formalism, let us consider a system of identical bosons, with mass $m_a$, represented by a field $\phi$ and interacting via a pairwise $S$-wave short-range force. The most general Lagrangian respecting the relevant symmetries of the system (parity, total angular momentum, approximate isospin and non-relativistic Galilean invariance) is given by

$$L = \phi \left[ i\hbar_0 + \frac{\nabla^2}{2m_a} \right] \phi - d \left[ i\hbar_0 + \frac{\nabla^2}{4m_a} - \Delta \right] d + g \left[ d^\dagger \phi d + (\phi d)^\dagger \right] + \cdots,$$

where we introduce an auxiliary (dimeron) field $d$, with “residual mass” $\Lambda$, carrying the quantum numbers of two bosons in $S$-wave and coupling with their fields through the coupling constant $g$. The dots stand for higher order terms in a derivative expansion. The building blocks are the boson and dimeron propagators, the LO coupling $g$ between the dimeron and two boson fields, and higher-order couplings that can be rewritten, via field redefinitions, as powers of the dimeron kinetic energy. The boson and dimeron propagators read

$$iS_a(q_0; \mathbf{q}) = \frac{i}{q_0 - \mathbf{q}^2/2m_a + i\epsilon},$$

$$iD(q_0; \mathbf{q}) = -\frac{i}{q_0 - \mathbf{q}^2/4m_a - \Delta + i\epsilon},$$

where the precise form of the latter depends on the magnitude of each term in the denominator. The power counting specifies the amount of fine-tuning in the low-energy couplings, responsible for assigning a well-defined order to every possible Feynman diagram that contributes to the scattering amplitude. In a natural scenario, where fine-tuning is absent, the effective couplings in Eq.(1) depend only on the high-energy scale $M_{\text{hi}}$ of the theory. That corresponds to $\Lambda \sim M_{\text{hi}}^2/m_a$ and $\mathbf{q}^2 \sim M_{\text{hi}}^2/m_a^2$. The bare dimeron propagator (3) is static at leading order (LO),

$$iD(p_0; \mathbf{p}) \approx \frac{-i}{-\Delta + i\epsilon} \sim O(m_a/M_{\text{hi}}^2).$$

The LO tree diagram is proportional to $a_0 = m_a g^2/4\pi \Delta \sim O(1/M_{\text{hi}})$, where $a_0$ is the boson-boson scattering length.

The one-loop graph receives two additional factors from the coupling constant $g$, one dimeron propagator, one-loop integration measure $dq_0 d^4q \sim k^3/m_a$, and two intermediate boson propagators $S_a^2 \sim (m_a/k^2)^2$. The net result is a suppression of $k/M_{\text{hi}}$ compared to the tree graph, with $k$ the typical low-energy momentum under consideration. The next order, $k^2/M_{\text{hi}}^2$ smaller than the tree level, comprises two-loop contributions proportional to $(a_0 k)^2$ and one kinetic term insertion to the dimeron propagator proportional to $a_0 r_0 k^2$, where $r_0 = 4\pi/m_a^2 g^2 \sim 1/M_{\text{hi}}$ is the boson-boson effective range. The amplitude then amounts to a simple Taylor expansion in powers of the expansion parameter $k/M_{\text{hi}}$.

However, a natural perturbative treatment is unable to account for a plethora of nuclear phenomena, where bound states and resonances are the rule rather than exceptions. That demands a certain amount of fine-tuning in the parameters of the effective Lagrangian. The physics of shallow $S$-wave bound states can be described by fine-tuning the parameter $\Lambda$ in Eq.(1), responsible for driving the size of the scattering length $q_0$. Setting $\Lambda \sim M_{\text{hi}}^2/m_a$, $M_{\text{hi}}$ leads to a large $a_0 \sim 1/M_{\text{hi}}$, with $M_{\text{lo}}$ the new momentum scale associated to the fine-tuning. This situation is analogous to the nucleon-nucleon (NN) case [6, 7]. A consequence of this new scale is that higher-loop graphs built up from the LO boson-boson-dimeron coupling $g$ are no longer suppressed when $k \sim M_{\text{lo}}$, but contribute at the same order as the lower-loop and tree graphs. The resummation of this class of diagrams leads to a LO amplitude in the form of a truncated effective range expansion up to its first coefficient. The scattering length then becomes the only relevant scale and (for positive values) predicts the existence of a shallow bound state $E_B \approx 1/(m_a g^2)$. The renormalization group (RG) analysis of the Schrödinger equation demonstrates that two-body systems with large scattering length consist of strongly interacting systems with an RG-flow towards a non-trivial fixed point [12], in contrast to the natural case of weakly interacting particles, where the RG flows towards a stable, trivial fixed point.

When extended to three-body systems, this EFT provides new insights on some universal features, as mentioned in the introduction. An investigation searching for these universal effects in two-neutron halos was performed in Ref. [13], where it was found the $^{20}$Ne nuclei as possible candidate to have an Efimov-like spectrum (see also [14]). Non-universal (effective range) corrections have recently being incorporated to this study [15].

There is an additional phenomenon quite often present in nuclear clusters, namely, the existence of low-energy resonances in the continuum. One could then expect the need for extra amount of fine-tuning. This is the case for neutron-alpha ($n\alpha$) scattering [16, 17], where the presence of a narrow resonance in the $P_{3/2}$ channel around $E_n \approx 1$ MeV requires adjustment of the coupling constants of the theory to enhance the $P_{3/2}$ amplitude a few orders of magnitude away from the natural assumption. Another example is the $\alpha\alpha$ system [18], which contains an $S$-wave resonance about 0.1 MeV above the elastic threshold. The $\alpha\alpha$ scattering amplitude can be described by the Lagrangian
(1), but assuming $\Lambda \sim M_{h}\, m_a$. This is necessary to generate an even larger $\alpha \alpha$ scattering length, $a_0 \sim M_{h_1}/M_{h_2}^2$. These scalings will be discussed in detail in the next section. With this power-counting the dimeron propagator is no longer static, as the kinetic and residual mass terms are now of comparable order. In momentum space it has the form of Eq.(3). The presence of the kinetic term in the dimeron propagator in practice resums effective range $r_0$ corrections to all orders. This resummation is necessary to reproduce a narrow resonance at low energy [18,16,17].

\begin{equation}
T_{CS} = -\frac{2\pi C^2}{\mu} \frac{e^{2\pi r_0}}{\kappa m_0} \frac{1}{\kappa m_0 + k^2} - 2kC H + \mathcal{P}_0, \label{eq:CS}
\end{equation}

where

\begin{equation}
k_c = \frac{\mu Z^2 e^2}{4\pi} = \mu Z^2 \alpha_{em} \label{eq:k_c}
\end{equation}

is the inverse of the Bohr radius, and $\mathcal{P}_0$, the shape parameter. The strength of Coulomb photons is driven by the Sommerfeld parameter

\begin{equation}
\eta(k) = \frac{k_c}{k}, \label{eq:eta}
\end{equation}

and the Coulomb-modified strong amplitude is modulated by the Sommerfeld factor,

\begin{equation}
C^2 = \frac{2\pi \eta}{e^{2\pi \eta} - 1}, \label{eq:C^2}
\end{equation}

which quantifies the probability of finding the two bosons at the same point in space. The phase of pure Coulomb relative to free scattering, for a given partial wave $L$, reads

\begin{equation}
\sigma_L = \text{arg} \Gamma(L + 1 + i\eta) = \frac{1}{2i} \ln \left[ \frac{\Gamma(L + 1 + i\eta)}{\Gamma(L + 1 - i\eta)} \right] \label{eq:sigma_L}
\end{equation}

The last Coulomb ingredient in Eq.(4) is the function

\begin{equation}
H(\eta) = \psi(\eta) + (2\pi)^{-1} - \ln(\eta), \label{eq:H(\eta)}
\end{equation}

and explicitly shows the complicated analytic structure of Coulomb scattering at low energies. Nevertheless, apart from the Sommerfeld factor and the $S$-wave Coulomb phase, one notices that the effect of dressing the strong amplitude with non-perturbative Coulomb photons amounts to, apart from a multiplicative factor in the numerator, replacing the unitarity term $-ik$ by $-2kC H(\eta)$ in the denominator of the amplitude. Similar expression can be derived for $P$-wave interactions and will be presented in Section 4.

3 αα scattering

3.1 power counting: pinning the scales down

In order to better understand the scalings of the EFT parameters in the presence of a resonance, it is helpful to provide some numbers for the relevant physical quantities. It is well-known that the $\alpha \alpha$ system is dominated by $S$-wave at low energies [20], having a very narrow resonance at $E_R \approx 92$ keV and width $\Gamma_R \approx 6$ MeV. To this resonance is commonly assigned the $^8\text{Be}$ ground state. The $\alpha \alpha$ scattering length $a_0 \sim 2000$ fm is about three orders of magnitude larger than the $\alpha$ matter radius, suggesting the large amount of fine-tuning discussed in the last section. In contrast, the effective range $r_0 \approx 1$ fm and shape parameter $\mathcal{P}_0 \approx -1.7 fm^3$ obey the expected natural scalings of $1/M_{h_1}$ and $1/M_{h_1}^3$, respectively. It seems therefore reasonable to start with the scalings $\Delta \sim M_{h_1}/m_a$ and $g^2/2\pi \sim M_{h_1}/m^2$. With the evaluation of Feynman diagrams and after the required resummation described in the previous section one finds

\begin{equation}
T_{CS} = -\frac{2\pi C^2}{\mu} e^{2\pi r_0} \left[ \frac{-2\pi A^{(R)}}{\mu g^2} + \frac{\pi}{\mu g^2} k^2 - 2kC H(\eta) \right]^{-1} + \cdots \label{eq:CS_resum}
\end{equation}

where $A^{(R)}$ is the only parameter in the Lagrangian, up to NLO, that is renormalized by the Coulomb loops,

\begin{equation}
A^{(R)} = A(\kappa) + \frac{\mu g^2}{2\pi} \left[ \frac{k}{D - 3} + 2kC \left( \frac{1}{2} \ln \left( \frac{\sqrt{\pi} k}{2kC} \right) - 1 + \frac{3}{2} C_E \right) \right], \label{eq:A^{(R)}_resum}
\end{equation}

with $D$ the number of space-time dimensions, $\kappa$ the renormalization scale parameter, and $C_E = 0.577 \ldots$ the Euler-Mascheroni constant. The amplitude matches with the expansion of the ERE amplitude (4), from where one identifies the ERE parameters in terms of the EFT couplings.
One then finds \( a_0 \sim M_{hi}/M_{lo}^2 \). The low-energy scale \( M_{lo} \sim \sqrt{m_\alpha E_R} \approx 20 \text{ MeV} \) is nearly seven times smaller than a high momentum scale associated to either the pion mass or the excitation energy of the alpha particle, \( M_{hi} \sim m_\alpha \sim \sqrt{m_\alpha E_C} \approx 140 \text{ MeV} \). Based on these numbers, one could expect convergent results for observables at laboratory energies up to 3 MeV.

The Bohr momentum \( k_C \) provides the scale of Coulomb interactions. Due to the large \( \alpha \) reduced mass in its definition (5), \( k_C \) turns out to be numerically of the order of \( M_{hi} \). One can therefore expect large and important electromagnetic contributions. Nevertheless, it is interesting to discuss the other limit \( k_C \to 0 \), when Coulomb is turned off. In this case one has 2\( k_C H(\eta) \to ik \) and the denominator of the LO amplitude reads

\[
T_{LO}^{-1} \sim -1/a_0 + \frac{k^2}{2 - ik}. \tag{12}
\]

For momenta \( k \sim M_{hi} \) the first two terms are suppressed by \( M_{lo}/M_{hi} \) compared to the last one. Therefore, all that is left at LO is the unitary term 1/(\(-ik\)). In this limit, the \( ^8\text{Be} \) system exhibits non-relativistic conformal invariance [21] and the corresponding three-body system, \( ^{12}\text{C} \), acquires an exact Efimov spectrum [6,8]. If it was possible to somehow shield the charges of the \( \alpha \) particles, the above limit strongly suggests that two and three chargeless \( \alpha \) particles would probably be the best nuclear systems to observe few-body universality. The above scenario certainly changes for a physical value of \( k_C \), due to the breaking of conformal invariance by the 1/r Coulomb force. Nevertheless, the fact that the ground state of \( ^8\text{Be} \) and the Hoyle state in \( ^{12}\text{C} \) remain very close to the threshold into \( \alpha \)-particles suggests that this conformal picture is not far from the real case.

The breaking of scale invariance by the Coulomb interaction introduces the scale \( k_C \) in the propagation of two charged particles. As we have seen in Eq. (4), the unitarity term is modified. The balance between strong-interaction terms and Coulomb-modified propagation now depends on both the strong-interaction scale \( M_{lo} \) and \( k_C \). While the former is \( k_R = \sqrt{m_\alpha E_R} \sim 20 \text{ MeV} \), the latter is \( k_C = \alpha m_\alpha Z_\alpha^2 \mu \sim 60 \text{ MeV} \), and therefore a relative strength of \( k_C/k_R \sim 3 \). For momenta \( k \sim k_R \), we are clearly in the deep non-perturbative Coulomb region. The Sommerfeld parameter \( \eta \) reaches large values and the function 2\( k_C H(\eta) \) is very different from the usual unitarity term \( ik \). Instead of hampering any simplification, it actually allows a low-energy expansion of the Coulomb function \( H \). Using Stirling’s series,

\[
\ln \Gamma(1 + z) = \frac{1}{2} \ln 2\pi + \left( z + \frac{1}{2} \right) \ln z - z + \frac{1}{12z} - \frac{1}{360z^3} + \cdots, \tag{13}
\]

and \( \psi(z) \equiv (d/dz) \ln \Gamma(z) \) in Eq. (9) gives

\[
H(\eta) = \frac{1}{12\eta^2} + \frac{1}{120\eta^4} + \cdots + \frac{i\pi}{e^{2\eta} - 1}. \tag{14}
\]

The unitarity term is thus replaced by 2\( k_C H(\eta) \sim k^2/6k_C \) at LO. This is now a factor \( k/6k_C \) smaller in magnitude than the unitarity term in the absence of Coulomb, and comparable to the effective-range term coming from the dimeron kinetic term. One can grasp it automatically if one considers \( 3k_C \sim M_{hi} \), as it appears to be the case numerically.

### 3.2 resonance pole expansion

Before incorporating the simplifications on the function \( H(\eta) \), one should take a careful look at the EFT amplitude up to NLO. First, an isolated remark. Since we assume that \( \mathcal{P}_0 \) is a parametrically small correction, one is allowed to reshuffle the perturbative series and resum \( \mathcal{P}_0 \) to all orders, thus recovering the ERE formula,

\[
T_{CS}^{(ERE)} = -\frac{2\pi}{\mu} \frac{C_\eta^2 e^{2i\eta \rho}}{-1/a_0 + k^2 r_0/2 - k^4 \mathcal{P}_0/4 - 2k_C H}. \tag{15}
\]

Second, one notices that equation (4) is valid for generic momenta \( k \sim M_{hi} \). However, it fails in the immediate proximity of \( k_R \). This situation is familiar from the neutron-alpha case [17]. The power counting works for \( k \sim M_{hi} \) except in the narrow region \( |k - k_R| = O(M_{lo}^2/M_{hi}) \) where the LO denominator approaches zero and a resummation of the NLO term, here associated with the shape parameter, is required. As one gets closer to the resonance momentum \( k_R \), higher-order terms in the ERE are kinematically fine-tuned as well. This happens because the imaginary part of the denominator is exponentially suppressed by a factor \( \exp(-2\pi k_\eta(R)) \sim 10^{-4} \) and the real part is allowed to be arbitrarily small. Nevertheless, this kinematical fine-tuning is not a conceptual problem. From the EFT point of view, each new fine-tuning can be accommodated by reshuffling the series and redefining the pole position. Such a procedure works fine with a small number of kinematical fine-tunings, but is not practical in the \( \alpha \sigma \) system. A better alternative is to perform an expansion around the resonance pole position, starting from the resummed (ERE) amplitude. The situation here is nearly identical to the \( NN \) system, where one can choose to expand the amplitude around the bound-state pole [22] rather than around zero energy.

A great simplification is achieved from the fact that the resonance lies in the deep Coulomb regime, where Eq. (14) provides an accurate representation of \( H \) up to the precision we are considering. The real terms shown in Eq. (14) then become an expansion in powers of \( (k/3k_C)^2 = O(k^2/M_{hi}^2) \). Given the asymptotic feature of the Stirling’s series, at some point the remaining terms can no longer be expanded; at that point the remainder should be treated exactly. In lowest orders, however, we can use the successive terms shown in Eq. (14); numerically, the terms up to \( \eta^4 \) work to better than 3% for \( E_{LAB} = 3 \text{ MeV} \).

The expansion (14) not only simplifies a complicated function of \( k_C/k \), but also makes the physics around the resonance more transparent. Since the “size” of the resonance, \( 1/k_R \), is much larger than the Bohr radius \( 1/k_C \), the Coulomb interaction is effectively short ranged, and the real part of \( H \) resembles the ERE expansion. In the amplitude \( T_{CS} \) the different strong and Coulomb coefficients proportional to a common power of \( k \) can be grouped
together, where one observes that they have comparable sizes. We therefore define

$$\tilde{r}_0 = r_0 - \frac{1}{3k_c}, \quad \tilde{\varphi}_0 = \varphi_0 + \frac{1}{15k_c^3},$$

(16)

and so on. Up to NLO we rewrite $T_{CS}$ as

$$T_{CS} = \frac{2\pi}{\mu} C_\eta^2 e^{2i\varphi_0} \left[ \frac{1}{\tilde{r}_0(k^2 - k_R^2)/2 - \tilde{\varphi}_0(k^4 - k_R^4)/4 - ikC_\eta^2} \right.$$  

$$- \frac{2\pi}{\mu} \tilde{r}_0 (k^2 - k_R^2)/2 - \tilde{\varphi}_0(k^4 - k_R^4)/4 - ikC_\eta^2$$  

$$- \frac{2\pi}{\mu} C_\eta^2 e^{2i\varphi_0} \left[ \frac{1}{\tilde{r}_0(k^2 - k_R^2)/2 - \tilde{\varphi}_0(k^4 - k_R^4)/4 - ikC_\eta^2} \right.$$  

$$+ \frac{(k^4 - k_R^4)}{4(\tilde{r}_0(k^2 - k_R^2)/2 - \tilde{\varphi}_0(k^4 - k_R^4)/4 - ikC_\eta^2)^2 + \ldots} \right],$$

(17)

where

$$k_R^2 = \frac{2}{a_0r_0} \left( 1 - \frac{\tilde{\varphi}_0}{a_0\tilde{r}_0^2} + \ldots \right).$$

(18)

From this expression one sees directly that $k_R \sim M_{LO}$, with corrections of $O(M_{LO}^2/M_{LO}^2)$. Note that we keep the exact form of the imaginary term in Eq. (17): even though it is negligible at $k \sim k_R$, it has an important exponential dependence on the energy responsible for keeping the phase shifts real in the elastic regime.

When $a_0 < 0$ and $r_0 < 1/3k_c$, we have $k_R^2 > 0$ and the two poles of Eq. (17) are located in the lower half of the complex-momentum plane very near the real axis, as expected for a narrow resonance. The amplitude $T_{CS}$ can be written in terms of the resonance energy $E_R = k_R^2/2\mu$ and the resonance width $\Gamma(E)$ as

$$T_{CS} = \frac{2\pi e^{2i\varphi_0}}{\mu \sqrt{2\mu E}} \frac{\Gamma(E)/2}{E - E_R + i\Gamma(E)/2}.$$  

(19)

One finds that

$$\Gamma(E) = \Gamma(E_R) \frac{e^{2\pi k_c/k_R} - 1}{e^{2\pi k_c/k_R} - 1} \left[ 1 + \frac{1}{\tilde{r}_0(k^2 - k_R^2)/2 - \tilde{\varphi}_0(k^4 - k_R^4)/4 - ikC_\eta^2} \right.$$  

$$- \frac{\mu^2 \tilde{\varphi}_0}{2\pi k_c} \left( e^{2\pi k_c/k_R} - 1 \right) \frac{\Gamma(E_R)}{2} (E - E_R) + \ldots \right].$$

(20)

where

$$\Gamma(E_R) = -\frac{4\pi k_c}{\mu \tilde{r}_0} \frac{1}{e^{2\pi k_c/k_R} - 1} \left[ 1 + \frac{\tilde{\varphi}_0 k_R^2}{\tilde{r}_0} + \ldots \right].$$

(21)

The width is very small because of the large value of $2\pi k_c/k_R$ in the exponential.

In the form of Eqs. (19) and (20) we can keep $E_R$ and $\Gamma(E_R)$ fixed at each order in the expansion. Note that these equations do not change to this order if one makes a different choice — e.g., $(k^2 - k_R^2)$ instead of $k^4 - k_R^4$ — for the form of the $\tilde{\varphi}_0$ term in Eq. (17). The behavior of the phase shift around $E_R$ is guaranteed to be of a resonant type, as it automatically satisfies the constraints

$$\delta_0(E_R) = \frac{\pi}{2} \quad \text{(resonance energy)},$$

(22)

and

$$\left( \frac{d\delta_0(E)}{dE} \right)_{E_R} = \frac{2}{\Gamma(E_R)} \quad \text{(resonance width)}. $$

(23)

### 3.3 confronting the data

Unfortunately $\alpha\alpha$ scattering data at low energies are not abundant. Nevertheless, all the existing measurements at $E_{LAB}$ up to 5 MeV show that it is dominated by the $S$ wave, thanks to the presence of the $(J^P, I) = (0^+, 0)$ resonance immediately above threshold. Early determinations of the $0^+$ resonance energy were performed in reactions like $^{11}\text{B} + p \rightarrow 2\alpha + \alpha$ (see [20] and references therein). Later measurements of the scattering of $^4\text{He}$ atoms on $^4\text{He}^+$ ions, especially projected to scan the resonance energy region and supplemented with a detailed analysis [24,25] improved the determination of the resonance energy and width to their currently accepted values, $E_R^{LAB} = 184.15 \pm 0.07$ keV and $\Gamma_R^{LAB} = 11.14 \pm 0.50$ eV [25]. The resonance CM momentum is thus $k_R = \sqrt{2\mu E_R^{LAB}} \approx 18.5$ MeV.

The obvious way to extract the ERE parameters from the $S$-wave phase shift is to fit (the cotangent of) the latter to the ERE formula. However, fits to $\alpha\alpha$ scattering data alone are not able to constrain well those parameters and, apart from the large uncertainties, don’t seem to predict the existence of the $0^+$ resonance. Imposing that the phase shift crosses the value $\pi/2$ at the resonance energy improves the situation, though not dramatically. Following a previous suggestion [26], Ref. [27] used not only the available resonance energy, but also the width [24] to constrain these parameters. The obtained values for $a_0 = -1.76 \times 10^3$ fm, $r_0 = 1.096$ fm, and $\varphi_0 = -1.654$ fm$^3$ made use of the resonance energy and width from Ref. [24]. Later we compare these numbers with the ones from our EFT fits.

At energies below $E_{LAB} = 3$ MeV data were obtained, and a phase-shift analysis performed, by Ref. [28]. Values of the latter can be found in Table II of the review [20]. Since it is well-determined experimentally, and due to its relevance to the triple-alpha process, we use the $0^+$ resonance parameters from Ref. [25] as important constraints. This is in line with the EFT approach, where lower-energy observables have preference over higher-energy ones. The relationship among the EFT parameters and the resonance energy and width allows one to reduce the number of variables to be adjusted at each order in the power counting.

\[ \text{See also Ref.[23].} \]
Below, we also show the ERE from Ref. [27] for orientation, and comment on the extremely large value of the scattering length $a_0$, which suggests a large amount of fine-tuning in the parameters of the underlying theory away from the naturalness assumption.

In the power counting that we discussed for the $αα$ system, the amplitude $T_{CS}$ for generic momenta is given up to NLO by Eq. (17). As demonstrated in the previous subsection, this expression combines the deep-non-perturbative Coulomb approximation (14) for the function $H$ with the expansion around the resonance pole, thus preventing the need for multiple kinematical fine-tunings. In LO, the two parameters $a_0$ and $\tilde{r}_0$ can be obtained from the constraints (18) and (21). At NLO, a fit to scattering data is needed to determine $\tilde{\mathcal{P}}_0$.

\begin{equation}
\frac{d\sigma}{dE}(\eta\kappa) = \frac{1}{\mu F(E_R)} \frac{\pi}{e^{2\pi c/k_R} - 1} \frac{1}{4\kappa C} (\mathcal{P}_0 - \mathcal{P}_0 k_R^2),
\end{equation}

where $h(\eta) \equiv \Re[H(\eta)]$. Following this reference’s procedure, we reproduced the quoted value of the width (6.4 eV) only when $d\sigma/dE(\eta\kappa)$ was approximated by $1/12k_C^2$ [see Eq. (14)]. However, that is equivalent to neglect the electromagnetic term of $\mathcal{P}_0$ in Eq. (21), which is inconsistent since the strong piece contributes at the same order. Neglecting this term explains the agreement at LO and disagreement at NLO between our and Ref. [27] numbers for $r_0$. With a smaller $r_0$, and therefore larger (negative) $\tilde{r}_0$, one can also understand why Ref. [27] obtains a smaller $a_0$, as the product $\tilde{r}_0a_0$ is inversely proportional to the resonance momentum squared. By repeating the Ref. [27]’s procedure including the width constraint consistently, we obtained essentially the same values as in our EFT fits. This updated ERE fit is also shown in Table 1.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
  & $a_0$ (10^3 fm) & $r_0$ (fm) & $\mathcal{P}_0$ (fm^3) \\
\hline
   LO & −1.80 & 1.083 & — \\
   NLO & −1.92 ± 0.09 & 1.098 ± 0.005 & −1.46 ± 0.08 \\
   ERE (our fit) & −1.92 ± 0.09 & 1.099 ± 0.005 & −1.62 ± 0.08 \\
   ERE [27] & −1.85 ± 0.17 & 1.084 ± 0.011 & −1.76 ± 0.22 \\
\hline
\end{tabular}
\caption{ERE parameters extracted from EFT fits in the first two orders, compared with values from two ERE fits, our own and Ref. [27]’s.}
\end{table}

Our fits reveal both effective range $r_0 \sim 1/(180$ MeV) and shape parameter $\mathcal{P}_0 \sim 1/(170$ MeV)^3 scaling with powers of $M_{hi}$, in agreement with our a priori estimate. The relative errors in $a_0$ and $r_0$ at LO are estimated to be of the order of the EFT parameter expansion, $M_{hi}/M_{hi} \sim 1/7 \approx 15\%$. At NLO, the main source of uncertainty comes from the precision of the most recent measurement of the resonance width [25], lying between 4–5%. The uncertainty in $\mathcal{P}_0$, given by the $\chi^2$-fit, is of the same order. Note that the small relative error in $r_0$ compared to the one in
3.4 fine-tuning puzzle

A surprising feature of the $aa$ system is the very large magnitude of $a_0$, even if compared to the large scattering length observed in the nucleon-nucleon system. The latter case is thought to be the outcome of a fine-tuning in the QCD parameters, giving rise to an anomalously low momentum scale. It is plausible to expect that this fine-tuning propagates to heavier systems. However, the enormous value of $a_0$ in the $aa$ is suggestive of a more delicate tuning, with electromagnetic interactions playing a crucial role.

To better understand the puzzle it is worth looking in details at Eq. (11). The Coulomb loop contributions, proportional to the curly brackets, scale as $\left|M_{aa}/\mu\right|^2$, given that $g^2/2\pi \sim M_{aa}/\mu^2$ and $2k_C \sim M_{aa}$. For the scaling $\Delta^{(R)} \sim M_{aa}^2/\mu$ to hold the scale-dependent parameter $\Lambda(\kappa)$ must be of the same size of the Coulomb loops, and strongly cancel each other to produce a result $(M_{aa}/M_{aa})^2 \sim 100$ times smaller. This amount of fine-tuning is necessary to obtain a resonance at the right position. Similar cancellation is observed for the $P$-wave resonance in $aa$ [17]. However, in the present case the fine-tuning is caused by a delicate balance between the strong and electromagnetic forces.

This fine-tuning scenario becomes even more enigmatic by considering the width. The tiny value of $\Gamma_R \approx 6$ eV is intimately related to the resonance momentum, as can be immediately seen in Eq. (21). That is simply an effect of the Coulomb repulsion—the resonance trapped inside the envelope formed by the strong plus Coulomb potential has to tunnel through a larger potential barrier as its energy gets smaller. The probability of tunneling is proportional to the resonance width, from where the smallness of $\Gamma_R$ follows. Despite the tiny value, the width has an associated scale of $4\pi k_C/\mu r_0$ which is quite large. A natural estimator for this quantity would be $\sim M_{aa}^2/\mu$, implying that $r_0 \sim 1/M_{aa}$. However, from the width constraint one finds $r_0 \sim M_{aa}/M_{aa}$, leading to an $r_0$ that roughly cancels against $1/3k_C$ with a remainder about 10% smaller. From Eq. (18) one sees that the extra fine-tuning in $r_0$ is responsible for an extra increase in the scattering length by a factor of $M_{aa}/M_{aa}$, becoming effectively $|a_0| \sim M_{aa}^2/M_{aa}$. It is remarkable, that if the strong forces generated an $r_0$ 11% larger the $^3$Be ground state would be bound, with drastic consequences in the formation of elements in the universe (see also Ref.[29]).

4 $pp$ scattering

The $pp$ scattering at low energies is mostly dominated by the $P_{3/2}$ partial wave, due to the presence of a resonance at proton energies $E_p \approx 2$ MeV. $S$-wave also gives an important contribution for $E_p \lesssim 5$ MeV, which is the low-energy region we are interested in (see below). In the $P_{1/2}$ wave the phase shift varies smoothly up to $E_p = 18$ MeV, suggesting the existence of a very broad resonance for proton energies between 8 and 15 MeV [30]. However, to the order in the power counting and energies that we consider, it behaves as a typical higher-order effect. Higher wave phase shifts are less than a few fractions of degree below $E_p \approx 6$ MeV, where $D$-waves start being relevant. Therefore, only two partial waves contribute to the low-energy EFT for the $pp$ system, up to and including NLO.

The Lagrangian for nucleon and alpha particles interacting via $S_{1/2}$ and $P_{3/2}$ partial waves is written as [31, 16, 17]

$$\mathcal{L}_{Na} = \phi^\dagger \left[iD_0 + \frac{D^2}{2m_N} + \frac{D^2}{2m_N}\right] \phi + N^\dagger \left[iD_0 + \frac{D^2}{2m_N}\right] N,$$

$$+ s_0 s^\dagger \left[-\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{g_{1z}}{2} \left(t^z S^\dagger \cdot (N) (\phi^\dagger (D) N) \phi + H.c.ight) + \frac{g_{1s}}{2} \left(s^\dagger (N) (\phi^\dagger (D) N) \phi + H.c.ight) + \frac{g_{1s}}{2} \left(s^\dagger (N) (\phi^\dagger (D) N) \phi + H.c.ight)ight],$$

$$+ s_0 s^\dagger \left[iD_0 + \frac{D^2}{2(m_0 + m_N)} \right] s,$$

$$+ g_{1t} t^\dagger \left[iD_0 + \frac{D^2}{2(m_0 + m_N)} \right] t,$$ (25)
Table 2. $P_{3/2}$ $\pi\rho$ resonance parameters from the extended $R$-matrix analysis of Ref. [32].

| $k_0$ (MeV) | $k_1$ (MeV) | $E_R$ (MeV) | $T_R/2$ (MeV) |
|-------------|-------------|-------------|---------------|
| 5.1         | 9.0         | 1.69        | 0.61          |

Table 3. $S_{1/2}$ and $P_{3/2}$ $\pi\rho$ parameters extracted from the ERE fit of Ref. [33].

| $a_{lo}$ (fm) | $r_{lo}$ (fm) |
|---------------|---------------|
| 4.97 ± 0.12   | 1.295 ± 0.082 |
| $a_{lo}$ (fm') | $r_{lo}$ (fm') | $\eta_{lo}$ |
| -44.83 ± 0.51 | -0.365 ± 0.013 | -2.39 ± 0.15 |

where $\phi$ and $N$ are the alpha and nucleon fields with masses $m_\alpha$ and $m_N$, respectively, and

$$ r = (m_\alpha - m_N)/(m_\alpha + m_N). $$

The auxiliary dimeron fields $t$ and $s$ couple to $N\bar{N}$ in $P_{3/2}$ and $S_{1/2}$ waves, with leading-order coupling constants $g_{1+}$ and $g_{0+}$, respectively. The $S_{1/2}$'s are $2 \times 4$ spin-transition matrices between $J = 1/2$ and $J = 3/2$ total angular momentum states. The sign variables $s_0$, $s_1 = \pm 1$ in front of the kinetic term of the dimeron fields are adjusted to reproduce the signs of the respective effective ranges. The gauge-covariant derivative is defined in the usual way in terms of the photon field $A_\mu$,

$$ D_\mu = \partial_\mu + ieZ \frac{1 + \tau_3}{2} A_\mu, $$

where $Z$ is the charge of the “particle” whose field the covariant derivative acts on, $\tau_3$ is the z-direction Pauli matrix acting in isospin space, and $A_\mu$ is the photon field.

The power counting in essence consists of establishing how the size of the (renormalized) EFT coupling constants depend on the momentum scales present in the system one wishes to describe. The former have a direct relation to observables, namely, the ERE parameters. In the $p\alpha$ system one is interested in describing the scattering region around the $P_{3/2}$ resonance located at $k = k_p \sim M_{lo}$, where

$$ k_p = k - ik_i $$

is the (complex) resonance momentum in terms of real quantities $k_0$ and $k_1$. Table 2 lists the resonance parameters extracted from the so-called extended $R$-matrix analysis used in Ref. [32], which indicates that $k_0 \sim M_{lo} \sim 50$ MeV and $k_1 \sim M_{lo}^2/M_{hi} \sim 10$ MeV. The suppression of $k_1$ relative to $k_0$ matches with narrow character of the $P_{3/2}$ resonance. As in the $a\alpha$ case [18], $M_{hi}$ is set as the momentum required to excite the $\alpha$ core or the pion mass, both around 140 MeV. Our expansion parameter is of the order of $1/3$, allowing us to expect convergent results for proton energies up to 5 MeV.

Table 3 shows the numerical values of the $S_{1/2}$ and $P_{3/2}$ ERE parameters taken from Ref. [33]. As we can notice, while $P_{1+}/4 \sim r_{0+}/2 \sim 1/M_{hi}$ are in agreement with the natural assumption, the quantities $a_{0+} \sim 1/M_{lo}$, $a_{1+} \sim 1/M_{lo}^2$, and $r_{1+}/2 \sim M_{lo}$ are fine-tuned. To be consistent with these scalings the EFT couplings in Eq. (25) must behave as

$$ A_{1+}^{(R)} \sim \frac{M_{lo}^2}{2\mu}, \quad \frac{g_{1+}^{(R)} 2}{3\pi} \sim \frac{1}{\mu^2 M_{lo}}, \quad \text{and} \quad \frac{g_{1+}^2}{4} \sim \frac{\mu}{M_{lo} M_{hi}}, $$

in the $P_{3/2}$ channel, and

$$ A_{0+}^{(R)} \sim \frac{M_{lo} M_{lo}}{2\mu}, \quad \text{and} \quad \frac{g_{0+}^2}{\pi} \sim \frac{M_{hi}}{\mu^2} $$

in $S_{1/2}$, where $\mu$ now stands for the $p\alpha$ reduced mass. In the latter case the situation is nearly identical to the proton-proton case [19]: up to NLO the $S_{1/2}$ amplitude reads

$$ T_{0+} = -\frac{2\pi}{\mu} \frac{C_{lo}^2}{-1/a_{0+} - 2k_c H(\eta)} \left[ 1 - \frac{r_{0+} k_c^2/2}{-1/a_{0+} - 2k_c H(\eta)} \right], $$

For $P$-wave interactions, Coulomb can be introduced in a straightforward way [31]. The evaluation of Feynman diagrams and the necessary resummation results in

$$ T_{1+} = -\frac{2\pi}{\mu e^{2i\tau_3} k_2^2} \frac{P_{1+}(\theta)}{P_{1+}(\theta) \times \left[ 1 + \frac{a_{1+}^2 k_2^2/4}{-1/a_{1+} + r_{1+} k_2^2/2 - 2k_c H(\eta)} \right]}, $$

where

$$ C_{lo}^{(1/2)} = (1 + \eta^2) C_{lo}^2, $$

$$ H^{(1)}(\eta) = k_2^2 (1 + \eta^2) H(\eta), $$

and the variable $k_c = Z_\alpha Z_{p\alpha} \alpha_{em}$ is adapted to the $p\alpha$ case. The $P_{3/2}$ projector is given by

$$ P_{1+}(\theta) = 2 \cos \theta + \sigma \cdot \hat{n} \sin \theta, $$

where $\theta$ is the angle between $k$ and $k'$—the initial and final momenta in the center-of-mass frame, respectively—and $\hat{n} = k \times k'/(|k \times k'|)$ is the unit vector normal to the scattering plane. In this form, the $T_{1+}$ amplitude requires the same kinematical fine-tuning discussed in Sect. 3.2. For pragmatic reasons, we therefore adopt the expansion around the resonance pole in this channel.

4.1 $P_{3/2}$ resonance pole expansion

For practical applications, the more efficient way of expressing the EFT amplitude in the presence of low-energy resonances is to perform the resonance pole expansion. One nice feature is that, at every order in the power-counting, the amplitude maintains its resonant behavior at the expected position with the correct magnitude. It is straightforward to extend the ideas outlined in Sect. 3.2 to the present case, with a resonance pole in the fourth quadrant.
of the complex momentum plane [31]. With the pole given by Eq. (28) one rewrites Eq. (32) as

$$T_{1+} = \frac{-2\pi}{\mu} \frac{C_2^{(12)}2\omega \Gamma k^2 P_{1+}(\theta)}{\frac{2\omega}{\lambda}(k^2 - k_p^2) - 2k_C \left( H^{(1)}(\frac{k_C}{\lambda}) - H^{(1)}(\frac{k_C}{\lambda}) \right)}$$

$$\times \left\{ 1 + \frac{\mathcal{P}_{1+}(k^2 - k_p^2)^2/4}{\frac{2\omega}{\lambda}(k^2 - k_p^2) - 2k_C \left( H^{(1)}(\frac{k_C}{\lambda}) - H^{(1)}(\frac{k_C}{\lambda}) \right)} \right\},$$

(36)

where

$$r_{1+} = -k_i \left( \frac{2L_i - 2k_i \mathcal{P}_{1+}}{L_i \text{ LO} - k_i \mathcal{P}_{1+} \text{ NLO}} \right),$$

(37)

and $L_i, L_i$ are defined at the pole position from

$$2k_C H^{(1)}(\frac{k_C}{\lambda}) = k^3 \text{ LO} + 2ik^2 k_i L_i.$$

(38)

The factors in front of $L_i, L_i \sim O(1)$ reflect the behavior of the Coulomb function $H^{(1)}(\theta)$ around the resonance. Notice that, as in the $aa$ amplitude, $T_{1+}$ is parametrized only in terms of $k_-$ and $k_+$ at LO, with the extra parameter $\mathcal{P}_{1+}$ appearing at NLO.

The $P_{3/2}$ scattering length and effective range are given by

$$\frac{r_{1+}}{2} = -k_i \left[ L_i - k_i \mathcal{P}_{1+} \left( 1 - \frac{k_i^2}{k_f^2} \right) \right]$$

$$\approx -k_i \left[ L_i \text{ LO} - \frac{k_i \mathcal{P}_{1+}}{2} \text{ NLO} \right],$$

(39)

$$\frac{1}{a_{1+}} = -k_i \left[ L_i + L_i \left( 1 - \frac{k_i^2}{k_f^2} \right) - \frac{k_i \mathcal{P}_{1+}}{4} \left( 1 + \frac{k_i^2}{k_f^2} \right)^2 \right]$$

$$\approx -k_i \left[ L_i + \frac{k_i \mathcal{P}_{1+}}{4} \text{ NLO} \right],$$

(40)

and nicely show the scalings $1/a_{1+} \sim M_{lo}^3$ and $r_{1+}/2 \sim M_{lo}$ that were expected from the numbers of Table 3.

### 4.2 results

In order to test our power-counting assumptions, we fit the expressions for the $S_{1/2}$ and $P_{3/2}$ amplitudes to the corresponding phase shifts and compare the obtained ERE parameters with the ones in the literature. We used the numbers from Table 5 of Ref. [33] in our fit. The results are shown in Table 4. In our fits we have assumed that all the points have the same statistical weight, since error bars were not provided. However, we incorporated the EFT systematic error estimates by imposing that the amplitude cannot be reproduced to a precision better than $(k/2m_p)^{\alpha+1}$, where $k$ is the CM momentum of the $pp$ system, $m_p$ our

| order | $a_{0+}$ (fm) | $r_{0+}$ (fm) | $P_{1+}$ (fm) |
|-------|---------------|---------------|----------------|
| LO    | 7.4$^{+8.0}_{-2.2}$ | —             |                |
| NLO   | 4.8$^{+0.05}_{-0.21}$ | 1.7$^{+1.3}_{-0.8}$ |                |

### Table 5. $P_{3/2}$ $pp$ resonance parameters extracted from our fits at LO and NLO.

| $P_{3/2}$ | $E_0$ (MeV) | $k_0$ (MeV) | $E_R$ (MeV) | $F_{R/2}$ (MeV) |
|-----------|-------------|-------------|-------------|-----------------|
| LO        | 50.6$^{+1.2}$ | 0.8         | 75           | 50.6            |


measured at the laboratory scattering angle \( \theta = 140^\circ \). The sharp enhancement at low energies reflects the characteristic dominance of the Mott cross-section. One clearly sees that already at LO (dotted line) one has a good description of data, especially around the resonance peak. There is a slight improvement at NLO (thick solid line). The curves also agree well with the ERE curve (thin solid line), which uses the ERE formula for the partial waves and the numerical parameters from Ref. [33]. However, small deviations start to show up at \( E_p \approx 3.5 \text{ MeV} \), indicating an increasing importance of higher order terms as one goes higher in energy. The deviations, which seem to come mainly from the \( P_{1/2} \) channel, can be eliminated by going to higher orders in the power counting.

Fig. 3. EFT results for \( S_{1/2} \) and \( P_{3/2} \) scattering phase shifts at LO (dotted) and NLO (solid), compared against the partial wave analysis results from Arndt et al. (diamonds).

5 summary

I reviewed the programme of halo/cluster EFT suitable to study several interesting nuclear processes that play a role in nuclear astrophysics. I concentrated on two important aspects commonly present in those systems, namely, narrow resonances and Coulomb interactions. The \( \alpha\alpha \) and \( \alpha p \) interactions were given as examples of how setting up the formalism, then used as practical applications.

The study of the \( \alpha\alpha \) interaction revealed a very interesting picture, where the scales of the strong interaction conspire to produce a system with an almost non-relativistic conformal symmetry. One also observed extra amount of fine-tuning once electromagnetic interactions between the particles are turned on, up to the point of generating an \( S \)-wave scattering length that is three orders of magnitude larger than the typical range of the interaction. Despite the struggle in understanding the subtle cancellations between the strong and electromagnetic forces, the formalism is quite successful phenomenologically. In fact, thanks to those cancellations we were able to pin down the \( S \)-wave effective range parameters with an improved accuracy relative to previous studies.

We extended the formalism to include \( P \)-waves with resonance and Coulomb interactions when dealing with the \( \alpha p \) system. We performed the expansion of the \( P_{3/2} \) amplitude around the resonance pole, which allowed us to extract the resonance properties directly from a fit to the phase shift. We derived expressions for the scattering length and effective range in terms of the resonance parameters, that explains the scalings of the former with the low and high momentum scales \( M_{\text{hi}} \) and \( M_{\text{lo}} \) of the theory. Our results at LO and NLO exhibit good convergence at a ratio of about 1/3, and the resonance energy and width are consistent with the ones using the extended \( R \)-matrix analysis. Comparison with the differential cross-section at 140° laboratory angle reassures the consistency of the power counting, with \( P_{1/2} \) contribution starting to show up only for proton energies beyond 3.5 MeV.

The \( \alpha\alpha \) and nucleon-\( \alpha \) interactions are the basic ones before considering more complicated clusters of \( \alpha \) and nucleons. An interesting example is the Hoyle state in \( ^{12}\text{C} \), which plays a key role in the triple-alpha reaction responsible for the formation of heavy elements. A model-study with this state in mind was developed in Ref.[35], where a perturbative treatment of the Coulomb interaction was proposed. This idea might be useful to handle the technical difficulties involving three charged particles.

Fig. 4. EFT results at LO (dotted) and NLO (thick solid) for \( \alpha p \) elastic cross-section at \( \theta = 140^\circ \) laboratory scattering angle, compared against the partial wave analysis results from Arndt et al. (thin solid) and measured data point from Ref. [34] (diamonds).
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