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We develop two tests sensitive to various departures from composite goodness-of-fit hypothesis of normality. The tests are based on the sums of squares of some components naturally arising in decomposition of the Shapiro–Wilk-type statistic. Each component itself has diagnostic properties. The numbers of squared components in sums are determined via some novel selection rules based on the data. The new solutions prove to be effective tools in detecting a broad spectrum of sources of non-Gaussianity. We also discuss two variants of the new tests adjusted to verification of simple goodness-of-fit hypothesis of normality. These variants also compare well to popular competitors.
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1. Introduction

Detection of non-Gaussianity, though being a classical problem, is still a subject of intensive research. This is motivated by wide applications and the existing needs to detect non-standard and complex deviations from Gaussianity. For discussion and some evidence, see, for example, Graham et al.,[1] Jin et al.,[2] Güner et al.,[3] Romão et al.,[4] Tarongi and Camps [5] and references therein.

One of the best existing procedures for verifying Gaussianity is the test of Shapiro and Wilk.[6] Since its application to large data sets was not easy while the asymptotic theory related to this statistic was very difficult, many simplified variants of this test have been elaborated. For an extensive discussion see Brown and Hettmansperger [7] and LaRiccia.[8] We would like to supplement the list of solutions presented in these references by two more recent and important ones by Chen and Shapiro [9] and del Barrio et al.[10] In extensive study of Romão et al.,[4] the three just mentioned statistics have been evaluated as the best omnibus tests of normality.

Several variants and modifications of the Shapiro–Wilk test can be, in principle, classified into three groups corresponding to: optimization of plotting positions,[7,9,11] measuring a discrepancy between empirical and estimated normal quantile function [10,12–14] and procedures attempting to summarize more carefully the appearance of nonlinearity in normal probability plots.[8,15–17] Obviously, these classes are not disjoint and other grouping is also possible. The

*Corresponding author. Email: wylupek@impan.pan.wroc.pl

© 2014 Taylor & Francis
goal of the present paper is to modify, combine, and refine two selected solutions from the first and third group, respectively.

Some details are as follows. We consider the classical set-up. The observed variables $X_1, \ldots, X_n$ are independent and identically distributed with finite second moment, the common distribution function $F$, and the quantile function $Q = F^{-1}$. In terms of the quantile function, the null hypothesis that $X_i$’s have Gaussian distribution can be written as

$$H: Q = \mu + \sigma \Phi^{-1},$$

where $\Phi^{-1}$ is the quantile function of the standard normal distribution function $\Phi$ while $\mu \in (-\infty, +\infty)$ and $\sigma \in (0, +\infty)$ are unknown.

Let $X_{1:n} \leq \cdots \leq X_{n:n}$ denote order statistics of the sample $X_1, \ldots, X_n$ and let $Q_n$ be the sample quantile function, i.e. $Q_n(t) = X_{i:n}$ for $i - 1 < m \leq i$, $i = 1, \ldots, n$. Additionally, set $Q_n(0) = \lim_{t\downarrow 0} Q_n(t) = X_{1:n}$. The non-normality of $F$ can be measured through the departure of $Q_n$ from the linearity specified by $H$. As a measure of the discrepancy one can consider the Wasserstein distance between $Q_n$ and the best fitted function $\mu + \sigma \Phi^{-1}$, i.e. the quantity

$$W_n = \left\{ \int_0^1 [Q_n(t) - \hat{\mu}_n - \hat{\sigma}_n \Phi^{-1}(t)]^2 \, dt \right\}^{1/2},$$

where $\hat{\mu}_n$ and $\hat{\sigma}_n$ solve the problem

$$\minimize_{\mu, \sigma} \int_0^1 [Q_n(t) - \mu - \sigma \Phi^{-1}(t)]^2 \, dt.$$

For relation of the minimization procedure to the problem of selection of the plotting positions in construction of normality plot see Brown and Hettmansperger.[7] On the other hand, by LaRiccia,[8]

$$W_n^2 = \sum_{j=2}^{\infty} \left\{ \int_0^1 Q_n(t) h_j(t) \, dt \right\}^2,$$

where $\{h_j\}_{j \geq 0}$ is transformed orthonormal Hermite polynomials system with $h_j(t) = H_j(\Phi^{-1}(t))/\sqrt{j!}$ and the equality is understood in the $L_2$-sense. Therefore, the quadratic measure of fit of the residuals

$$R_n(t) = Q_n(t) - \hat{\mu}_n - \hat{\sigma}_n \Phi^{-1}(t)$$

(2)

can be decomposed into the sum of squares of components which can be interpreted as empirical Fourier coefficients of unknown $Q$ in the system $\{h_j\}_{j \geq 0}$.

Our approach to construction of the test of $H$ is via analysis of components of $W_n^2$. In this respect, we follow the ideas contained in [7] as well as LaRiccia [8] where tests based on two first components of $W_n^2$ were considered. Their approach belongs to a stream of popular solutions based on empirical skewness and kurtosis such as D’Agostino–Pearson, Bowman–Shenton or Jarque–Bera tests, for example. Such solutions are effective in some situations but fail to detect many non-normal distributions. For some evidence, see Romão et al.[4] Therefore, in our approach the number of components of $W_n^2$, that are taken into account, is not restricted to one or two first ones, but is specified by some data-driven Akaike-type selection rule. We define and investigate omnibus test of this type. In this way, we supplement and refine the existing ideas by providing a final touch which makes the resulting solution to be much more flexible and sensitive to a larger spectrum of deviations from $H$. Moreover, motivated by the scope of the papers by Jin et al. [2] and Güner et al.,[3] among others, we also propose a variant of the solution which
is adjusted to detection of symmetrical alternatives. Extensive simulations show that empirical
detection rule of new solutions is appealing.

The rest of this article is organized as follows. Section 2 introduces notations, some
heuristics and basic elements of our constructions. In Section 3, we state basic asymptotic
properties of the new tests of \( H \) saying that the test statistics have non-degenerate null distributions and the
tests are consistent for a large set of alternatives. We also present useful result on the behaviour
of the selection rule in large samples. Moreover, some precautions on accuracy of finite sam-
ple results are provided. Section 4 introduces the first- and second-moment corrections which
improve finite sample behaviour of the components of \( \mathcal{W}_n^2 \) under \( H \) and, in consequence, which
make them useful auxiliary diagnostic tools. Section 4 also contains a selection of simulated
powers under small and moderate sample sizes. We included here six cases of symmetrical alter-
natives only, while other outcomes we postponed to the supplementary material. The results are
couraging. Therefore, we also considered less traditional setting and some specialized alter-
natives. Namely, following Jin et al.,[2] we studied large sample case and symmetrical alternatives
being sparse mixtures and linear combinations of normal and power-tail distributed observations.
In Section 4, we included two such cases for an illustration. Section 5 contains some real data
examples. In Section 6, we additionally discuss variants of our solutions adjusted to testing sim-
ple null hypothesis \( H^* \) : \( Q = \Phi^{-1} \) and compare them to the higher criticism statistic popularized
by Donoho and Jin.[18]

The conclusions are that in both cases (testing \( H \) and \( H^* \)), the new solutions work well, outper-
form simple constructions based on the sums of squares of the first few components and compare
to the best existing solutions.

2. Some methodology of testing \( H \)

2.1. Preliminaries

Let \( \varphi \) denote the density of the standard normal distribution. Recall that the \( j \)th Hermite polynomial \( H_j \) is defined by \( H_j(x) = (-1)^j \big( d/dx \big)^j \varphi(x) \big) \big( \varphi(x) \big) \big. j \geq 1, \ H_0(x) \equiv 1, \ x \in \mathbb{R}. \) The
system is complete in \( \mathbb{L}_2(\mathbb{R}, \varphi(x) \, dx) \) and \( H_j \)'s satisfy:
\[
\int_{\mathbb{R}} H_i(x) H_j(x) \varphi(x) \, dx = 0, \quad i \neq j, \text{ and } \int_{\mathbb{R}} H_j^2(x)\varphi(x) \, dx = j!.
\]
Therefore, the related system of functions on \((0,1)\) given by
\[
h_j(t) = \frac{1}{\sqrt{j!}} H_j(\Phi^{-1}(t)), \quad j \geq 1, \quad h_0(t) \equiv 1, \quad t \in (0,1),
\]
is orthonormal and complete in \( \mathbb{L}_2((0,1), dt) \). For illustration, we plot in the supplementary
material the functions \( h_1, \ldots, h_6 \). The formula (3) in [7] relates this system to the inverted Edgeworth
expansion of \( F \).

Basing on pp.1670–1671 of the last mentioned paper and Section 5 of LaRiccia,[8] we list
below the useful results on the statistics \( \hat{\mu}_n, \hat{\sigma}_n, \) and \( R_n(t), \) defined in Section 1.

\[
\hat{\mu}_n = \int_0^1 Q_n(t) h_0(t) \, dt = n^{-1} \sum_{i=1}^n X_{i:n}, \tag{3}
\]

\[
\hat{\sigma}_n = \int_0^1 Q_n(t) h_1(t) \, dt = \sum_{i=1}^n b_i X_{i:n} = \sum_{i=1}^{n-1} \varphi_i (X_{i+1:n} - X_{i:n}), \tag{4}
\]

where
\[
b_i = \int_{(i-1)/n}^{i/n} \Phi^{-1}(t) \, dt = \varphi \left( \Phi^{-1} \left( \frac{i-1}{n} \right) \right) - \varphi \left( \Phi^{-1} \left( \frac{i}{n} \right) \right) = \varphi_{i-1} - \varphi_i,
\]
while \( \varphi_l = \varphi(\Phi^{-1}(l/n)) \), \( l = 1, \ldots, n - 1 \), and for \( l = 0 \) and \( l = n \) we set \( \varphi_0 = \varphi_n = 0 \), i.e. we defined the quantities as appropriate limits.

For \( j = 0, 1, 2, \ldots \) set

\[
\hat{\delta}_{j,n} = \int_0^1 R_n(t)h_j(t) \, dt. \tag{5}
\]

Then, by the properties of \( h_j \)'s, \( \hat{\delta}_{0,n} = \hat{\delta}_{1,n} = 0 \), while for \( j \geq 2 \), \( \hat{\delta}_{j,n} = \int_0^1 Q_n(t)h_j(t) \, dt \) and

\[
\hat{\delta}_{j,n} = \sum_{i=1}^n w_{ji}X_{i,n}, \quad \text{where} \quad w_{ji} = \int_{(i-1)/n}^{i/n} h_j(t) \, dt = \frac{1}{\sqrt{j}} \left[ \varphi_{i-1}h_{j-1} \left( \frac{i-1}{n} \right) - \varphi_i h_{j-1} \left( \frac{i}{n} \right) \right].
\]

The above shows that both the estimates \( \hat{\mu}_n \), \( \hat{\sigma}_n \) and Fourier coefficients \( \hat{\delta}_{j,n} \) of \( R_n \), \( j \geq 2 \), are \( L \)-statistics and the successive Fourier coefficients of \( Q_n \) in the system \( \{h_{j}\}_{j \geq 0} \). An important observation is that, for each \( j \geq 1 \), it holds \( \sum_{i=1}^n w_{ji} = 0 \), provided that, similarly as above, we set \( \varphi_0 h_1(0) = \varphi_0 h_1(1) = 0 \), \( l \geq 0 \). This observation implies, in particular, that \( \hat{\delta}_{j,n} \), \( j \geq 2 \), is invariant on change of shift. The formula for \( \hat{\sigma}_n \) is obviously a special case of Equation (6).

### 2.2. Some heuristics and basic components

If \( \int_{\mathbb{R}} x^2 \, dF(x) \) exists and is finite then the corresponding \( Q(t) \) belongs to \( L_2((0, 1), \, dt) \). Since the null hypothesis \( H \) asserts that \( Q(t) - \mu - \sigma \Phi^{-1}(t) = 0 \), having in mind the properties of \( \{h_{j}\}_{j \geq 0} \), for some fixed \( k \), consider an alternative of the form

\[
Q(t) - \mu - \sigma \Phi^{-1}(t) = \sum_{j=2}^{k+1} \delta_j h_j(t), \quad k \geq 1, \ \delta_j \in \mathbb{R}, \ j \geq 2.
\]

In such circumstances, we can replace \( H \) by the relation \( \sum_{j=2}^{k+1} \delta_j h_j(t) = 0 \) or, equivalently, by an auxiliary hypothesis

\[
H(k) : \delta_2 = \cdots = \delta_{k+1} = 0.
\]

To propose a statistic for testing \( H(k) \), introduce the components

\[
C_j = \frac{\sqrt{n(j+1)} \delta_{j,n}}{\hat{\sigma}_n}, \quad j \geq 2,
\]

where \( \delta_{j,n} \) is given by (5) and (6). Note that \( C_j \) is location and scale invariant. Moreover, under \( H \), \( C_j \) is asymptotically \( N(0, 1) \) while \( C_i \) and \( C_j \), \( i \neq j \), \( i, j \geq 2 \), are asymptotically uncorrelated, see the supplementary material for a formal proof of these facts. By the above, it seems to be natural to reject \( H(k) \) when

\[
N_k = \sum_{j=2}^{k+1} C_j^2
\]

is too large. This heuristics can be further supported by a formal argument; see LaRiccia and Mason [19] for general theory and LaRiccia [8] for its exemplification in the special case of testing normality under \( k = 2 \) and local alternatives of the form \( \sum_{j=2}^{3} (d_j/\sqrt{n})h_j(t) \), for some \( d_2 \) and \( d_3 \). The optimal weight \( w_0 \), introduced in [19], is then \( (\sqrt{3}d_2, \sqrt{4}d_3) \) and leads to the defined above statistic \( N_k \) with \( k = 2 \).

However, in practice, \( k \) is not known while the decision on \( k \) is critical to power behaviour of such a test. Therefore, in the next section, we propose and discuss some rule to decide about \( k \).
2.3. Selection of $k$ in $N_k$ and basic forms of the new test statistics

The statistic $N_k$ resembles Neyman’s smooth statistic for uniformity, based on $k$ empirical Fourier coefficients of $F$ in some orthonormal system on $(0,1)$. Ledwina [20] proposed to select $k$ in Neyman’s statistic via Schwarz selection rule while later on some simplified variant of the rule was introduced and investigated; see Inglot and Ledwina.[21] Simulations show that Schwarz rule and its simplified variant are very useful to select the number of components when only a few first Fourier coefficients are relatively large whereas the number of observations is small or moderate. Otherwise, the Schwarz penalty is too heavy. Since, in the present paper, we are aiming few first Fourier coefficients are relatively large whereas the number of observations is small or moderate. Therefore, we propose a more complex rule. Recall that small values of $R$ indicates $H$, $R_n$ tends slowly to $+\infty$.

The selection rules related to $R_n$ and the corresponding test statistics that we propose below, and adjust to practical use in Section 4, are designed to satisfy the following aims:

(i) reject null hypothesis in most cases when $R_n$ does and retain good overall power of $R_n$;
(ii) take more careful control of the components $\delta_{j,n}$’s when $R_n$ accepts $H$ and possibly improve $R_n$ in some situations;
(iii) in the case when the alternatives are symmetrical only exploit parsimonious set of components of $W_n^2$.

To describe our solutions step by step, let us introduce a sequence $\{d(n)\}$ of nondecreasing natural numbers, interpreted as the maximal number of components in $N_k$ which we shall consider given size of sample $n$. In other words, we can imagine that we model the function $Q - \mu - \sigma \Phi^{-1}$ considering nested family of models

$$M : \{\delta_2 h_2; \delta_2 \in \mathbb{R}\}, \{\delta_2 h_2 + \delta_3 h_3; \delta_2, \delta_3 \in \mathbb{R}\}, \ldots,$$

$$\{\delta_2 h_2 + \cdots + \delta_{d(n)} h_{d(n)+1}; \delta_2, \ldots, \delta_{d(n)+1} \in \mathbb{R}\}$$

of the successive dimensions 1, 2, \ldots, $d(n)$. Next, we define an auxiliary selection rule

$$A_c = \min\{k : N_k - ck \geq N_j - cj, \ k, j = 1, \ldots, d(n)\}.$$

The choice $c = 2$ leads to the Akaike’s penalty. Such a penalty is relatively light and a use of $N_A$ would result in relatively large critical values. This is not very profitable to power of the corresponding test. Therefore, we propose a more complex rule. Recall that small values of $R_n$ indicate $H$ and denote by $r_\alpha$ the critical value of such a test on the significance level $\alpha$. The new
selection rule $A$ depends, in particular, on $\mathcal{R}_n$ and the level $\alpha$, and is defined as follows:

$$A = \begin{cases} 
A_{c(n,\alpha)} & \text{if } \mathcal{R}_n \leq r_\alpha, \\
A_2 & \text{otherwise,}
\end{cases}$$

(8)

where $c(n, \alpha)$ is the smallest value of $c$ such that, under $H$, it holds that $P(A_c = 1) \geq 1 - \alpha$. In this place note that, in practice, $c(n, \alpha)$ is determined by simulations, basing on artificial samples of sizes $n$ from the $N(0, 1)$ distribution, as $N_k$ and $\mathcal{R}_n$ are location and scale invariant. So, in particular, the choice of $c(n, \alpha)$ is independent from the data at hand. Given $n$, $r_\alpha$ is also found by Monte Carlo experiment. Our simulations show that the penalty $c(n, \alpha)$ and analogous quantities defined below are much greater than 2. Therefore, the rule $A$ is restrictive when the ‘switch’ $\{\mathcal{R}_n \leq r_\alpha\}$ indicates $H$ and is liberal otherwise. This results in relatively small critical values of the corresponding tests and simultaneously allows for flexibility when the ‘switch’ indicates an alternative.

As mentioned in Section 1, in some applications, it is natural to restrict attention to symmetrical distributions, only. For such distributions $Q$ is asymmetrical and hence $\int_0^1 Q(t)h_2(t) \, dt = 0$, $l = 1, 2, \ldots$. Therefore, then it is enough to concentrate on odd functions and the related list of models

$$M^o : \{\delta h_3; \delta \in \mathbb{R}\}, \{\delta h_3 + \delta h_5; \delta, \delta_5 \in \mathbb{R}\}, \ldots,$$

$$\{\delta_3 h_3 + \cdots + \delta_2 d^o(n)+1 h_2 d^o(n)+1; \delta_3, \ldots, \delta_2 d^o(n)+1 \in \mathbb{R}\}$$

to approximate $Q - \mu - \sigma \Phi^{-1}$. In consequence, as above, introduce

$$N_k^o = \sum_{l=1}^k C_{2l+1}^2$$

and the related quantities $A^o_c$, $d^o(n, \alpha)$, and $A^o$. In particular,

$$A^o_c = \min\{k : N_k^o - ck \geq N_j^o - cj, \; k, j = 1, \ldots, d^o(n)\}.$$  

(9)

Our first solution rejects $H$ for large values of

$$N_A = \sum_{j=2}^{A+1} C_j^2$$

whereas the variant specialized to symmetrical cases rejects $H$ for large values of

$$N_{A'}^o = \sum_{l=1}^{A'} C_{2l+1}^2.$$  

3. Theoretical properties of the new tests of $H$ and preliminary comments

In this section, we assume that both $d(n)$ and $d^o(n)$, appearing in the definitions of $A_c$ and $A^o_c$, are independent from $n$ and are equal to fixed numbers $D$ and $D^o$, say. Such an assumption is sufficient in practical applications, as $D$ and $D^o$ can be arbitrary large. On the other hand, it allows us to skip difficult and laborious mathematical arguments, needed otherwise. Basic asymptotic
properties of the rules $A$ and $A^o$, and the corresponding test statistics $N_A$ and $N_{A^o}^o$ are collected in Propositions 1 and 2.

Proposition 1 says that asymptotic null distributions of the new test statistics are non-degenerate. Proposition 2 shows flexibility of the new selection rules under the alternatives and demonstrates that the new solutions are able to detect a large spectrum of alternatives, when sample size grows to infinity. More precisely, recall that by the argument of Section 2.2, a distribution function $F$ with finite second moment is an alternative to the null $N(\mu, \sigma)$ distribution, if $c_l = \int F^{-1}(\ell) h_l(t) \, dt \neq 0$ for some $l \geq 2$. Obviously, $l$ depends on $F$. Assume that $2 \leq l \leq D (3 \leq l \leq D^o$ and odd). This gives rise to introduce $\ell = \ell(F)$ ($\ell^o = \ell^o(F)$) being the smallest index $l \in \{2, \ldots, D\}$ ($l \in \{3, \ldots, D^o\}$ and odd) such that $c_l \neq 0$. The basic property of the selection rule $A (A^o)$ is that, for $n$ large enough, it chooses the dimension greater than or equal to $\ell - 1$ ($\ell^o - 2$) and includes the $\ell$th ($\ell^o$th) corresponding component into the test statistic. On the other hand, we shall show that, the components $C_l$ with indices $l$ such that $c_l \neq 0$ tend to infinity in probability and, in consequence of the aforementioned properties of $A (A^o)$, the test based on $N_A(N_{A^o}^o)$ is consistent, provided that $\ell \leq D (\ell^o \leq D^o)$.

Proofs of Propositions 1 and 2 appear in the supplementary material. A similar argument works and similar results are valid in the case of other data-driven statistics considered below.

**Proposition 1** Suppose that $d(n)$ and $d^o(n)$ do not depend on $n$ and are equal to $D$ and $D^o$, respectively. Then, under $H$ and $n \to \infty$, both $N_A$ and $N_{A^o}^o$ are bounded in probability.

**Proposition 2** Assume that $d(n)$ and $d^o(n)$ do not depend on $n$ and are equal to $D$ and $D^o$, respectively. Let $X$ has a distribution function $F$. Suppose that the second moment of $X$ exists and is finite. Then, for all alternatives obeying the corresponding $Q = F^{-1}$ such that $\int Q(t) h_l(t) \, dt \neq 0$ for some $2 \leq l \leq D (3 \leq l \leq D^o$ and odd), and $\ell$ and $\ell^o$ defined above, it holds that

(i) $\lim_{n \to \infty} P(A \geq \ell - 1) = \lim_{n \to \infty} P(A^o \geq \ell^o - 2) = 1$;

(ii) the test rejecting $H$ for large values of $N_A (N_{A^o}^o)$ is consistent.

Asymptotic behaviour of $N_A$ and $N_{A^o}^o$ under $H$ is a consequence of asymptotic normality of the components $C_j$, $j = 1, \ldots, D$, their asymptotic independence and Theorem 3 in [10]. Note that, however, the convergence in these asymptotic results is extremely slow. For some evidence, see Brown and Hettmansperger,[7] Krauczki.[22] and Tables S1 and S3 of the supplementary material. Therefore, in the next section, we introduce some finite sample corrections. Similar corrections are introduced in Section 6 in the case of testing simple null hypothesis $H^o$. The corrections improve substantially finite sample behaviour of the components $C_j$'s; cf. Tables S2 and S5 of the supplementary material. Moreover, since the selection rules $A$ and $A^o$ have built into the penalties which are adjusted to given $\alpha$ and $n$, relying on the slow asymptotic is further eliminated in this way, as well. In Section 4.1, below, and in Section 5 of the supplementary material we illustrate how qualitative asymptotic results on $A$ and $A^o$, presented in Proposition 2, manifest quantitatively in some finite sample situations.

### 4. Finite sample corrections, test statistics and simulation results

Table 2 of Brown and Hettmansperger [7] provides some evidence how slowly, under $H$, estimated mean and standard deviation of $C_3$, approach the limiting values, when sample size ranges from 5 to 100. The drawback does not vanish even for very large sample sizes; see Table S1 in the supplementary material for this article. Therefore, some finite sample corrections are welcome. For this purpose, given sample size $n$, we generate $n \tau$ independent realizations of the $N(0, 1)$
random variables and calculate the resulting values $C_{ij,0}$, $i = 1, \ldots, nr$, say, of $C_j$, $j \geq 2$. The notation $nr$ shall be used throughout for the number of Monte Carlo runs. However, note that the number $nr$ is not the same in all places.

We set $e_{j,0} = (nr)^{-1} \sum_{i=1}^{nr} C_{ij,0}$, $\frac{q^2}{v_{j,0}} = (nr)^{-1} \sum_{i=1}^{nr} (C_{ij,0} - e_{j,0})^2$ and

$$C_j = \frac{(C_j - e_{j,0})}{\frac{q}{v_{j,0}}}, \quad j \geq 2.$$  \hfill (10)

Since, under $H$, the distribution of $X_{1:n}, \ldots, X_{n:n}$ is symmetrical, therefore, $EC_{2l} = 0$ and one could skip the calculation of the related $e_{2l,0}$’s. However, to do not complicate the notation and presentation, we estimate all the quantities. Table S2 in the supplementary material shows that, under moderately large sample size, finite sample distribution of $C_j$’s, under $H$, is reasonably close to the limiting one $N(0, 1)$. Therefore, significance of single component can be easily noticed and verified.

With usage of the corrected variants $C_j$’s define

$$N_k = \sum_{j=2}^{k+1} C_j^2 \quad \text{and} \quad N_k^\alpha = \sum_{l=1}^{k} C_{2l+1}^2,$$

$$A_s = \min\{k : N_k - sk \geq N_j - sj, \ k, j = 1, \ldots, d(n)\}$$

and the counterpart $A^{\alpha}_s$ of $A_s$. Set $s(n, \alpha)$ and $s'(n, \alpha)$ to be the smallest $s$’s satisfying, under $H$, $P(A_s = 1) \geq 1 - \alpha$ and $P(A_s^{\alpha} = 1) \geq 1 - \alpha$, respectively. Finally, define the selection rule $A$ similarly as in (8). Its counterpart $A^{\alpha}$ is constructed analogously.

The resulting data-driven statistics $N_A$ and $N^{\alpha}_A$ shall be investigated in our simulation study presented below and in the supplementary material.

In this section, we consider moderately large sample sizes ranging from $n = 50$ to $n = 150$ and large $n$ equal to 2442. We compare four tests based on $R_n$, $N_A$, $N^{\alpha}_A$, and $QH$. The statistic $QH$ is the already mentioned solution by Chen and Shapiro [9] and is given by

$$QH = \frac{1}{\sqrt{n(n-1)}S_n} \sum_{i=1}^{n-1} \frac{X_{i+1:n} - X_{i:n}}{q_{i+1} - q_i},$$

where $q_i = \Phi^{-1}([i - 3/8]/[n + 1/4])$. This test rejects normality for small values of $QH$. Simulated critical values of these test statistics as well as the related values of $s(n, \alpha)$ and $s'(n, \alpha)$ are collected in Table 1. The table also contains Monte Carlo estimates, under $H$, of probabilities of the events $\{A_s(n, \alpha) = 1\}$ and $\{A^{\alpha}_{s'}(n, \alpha) = 1\}$ as well as $\{A = 1\}$ and $\{A^{\alpha} = 1\}$. Throughout the paper for each $n$ we took $d(n) = 20$ and $d'(n) = 10$.

Table 1 shows that the concentration of the selection rules $A$ and $A^{\alpha}$ on the first models of the respective lists $M$ and $M^{\alpha}$ is high under $H$. This results in relatively small critical values; cf. the comment in Section 2.3. To illustrate this comment, let us note that for instance, for $\alpha = 0.05$ and $n = 50$ the simulated critical value of the test rejecting $H$ for large values of $N_A$, would be 41.38. Observe also that, surprisingly enough, for moderate sample sizes, empirical critical values of $N^{\alpha}_A$ are much greater than those of $N_A$. We discuss this question in the supplementary material. Note also that for large sample sizes and in the case of testing simple null hypothesis $H^\alpha$, discussed in Section 6, the problem disappears.

4.1. Empirical powers under small and moderate sample sizes

We considered several alternatives both symmetrical and asymmetrical. Below, in Figures 1 and 2 we present six cases of symmetrical alternatives. The alternatives are described as follows. Let
Table 1. Simulated $(1 - \alpha)$-quantiles of $\mathcal{N}_A$, $\mathcal{N}_A^0$, $\mathcal{R}_n$, $\mathcal{QH}$ and the related quantities under $\mathbf{H}$, different $n$, $n \tau = 100,000$. Frequencies multiplied by 100.

| Significance level | $0.05$ | $0.01$ |
|--------------------|--------|--------|
| $n$                | 50     | 75     | 100    | 125    | 150    | 244$^2$ | 244$^2$ |
| Statistic          |        |        |        |        |        |         |         |
| $\mathcal{N}_A$    | Quantile | 8.456  | 8.305  | 8.296  | 7.718  | 7.780  | 7.960   | 11.542  |
| $s(n, \alpha)$     | 4.4    | 4.4    | 4.4    | 4.4    | 4.4    | 4.3     | 6.9     |
| $\hat{P}(A_{n, \alpha}) = 1$ | 93.02  | 93.12  | 93.04  | 93.35  | 93.29  | 93.12   | 98.47   |
| $\mathcal{N}_A^0$  | Quantile | 11.609 | 10.976 | 10.679 | 10.494 | 10.162 | 7.092   | 10.163  |
| $s^0(n, \alpha)$   | 4.8    | 4.8    | 4.8    | 4.7    | 4.7    | 4.4     | 7.0     |
| $\hat{P}(A_{n, \alpha}^0) = 1$ | 93.38  | 93.36  | 93.29  | 93.20  | 93.20  | 93.43   | 98.59   |
| $\mathcal{R}_n$    | 2.530  | 2.6357 | 2.708  | 2.786  | 2.832  | 3.721   | 4.711   |
| $\mathcal{QH}$     | 0.99589| 0.99762| 0.99839| 0.99887| 0.99916| 1.00001 | 1.000039|

Figure 1. Symmetrical alternatives. First row: medians of $C^j_{2j+1}$’s, $j = 1, \ldots, 10$, estimated under $n = 150$. Second row: empirical powers (in percentages) against $n$; $\alpha = 0.05$. $n \tau = 10,000$.

$U$ denote a random variable with the uniform distribution on $(0, 1)$ while $Z$ stands for a standard normal $N(0, 1)$ random variable. Then, $TU(\lambda_1, \lambda_2)$, $\lambda_1 > 0$, $\lambda_2 > 0$ denotes the distribution of a random variable $(U^{\lambda_1} - 1)/\lambda_1 - [(1 - U)^{\lambda_2} - 1]/\lambda_2$, i.e. $TU(\cdot, \cdot)$ is well-known Tukey’s family. $SU(g, d)$, $g \in \mathbb{R}$, $d > 0$, stands for the unbounded Johnson’s distribution of a random variable sinh$((Z - g)/d)$. $RT(k)$, $k \in \mathbb{N}$, is the distribution of a random variable $Z/U^{1/(k+1)}$, see Rogers and Tukey.[23] $M(\varepsilon, m)$, $\varepsilon \in (0, 1)$, $m \in \mathbb{R}$, denotes the distribution of the mixture $(1 - \varepsilon)N(0, 1) + (\varepsilon/2)N(-m, 1) + (\varepsilon/2)N(m, 1)$. $Cos(j, d)$, $j \in \mathbb{N}$, $d \in [0, 1]$, has the density $[1 + d \cos(\pi j \Phi(x))]\varphi(x)$, $x \in \mathbb{R}$, where $\varphi$ and $\Phi$ are the density and the distribution function of the standard normal law, cf. Inglot et al.[24]

The first three cases, displayed in Figure 1, concern distributions considered by Krauczi.[22] She, in turn, followed Shapiro et al. [25] and Gan and Koehler.[26] In course of our simulations, for each alternative we estimated medians of the components $C_j$’s. Note that, given $n$ and $j$, each
The median is simply calculated from values of $C_j$ obtained in the successive 10,000 Monte Carlo runs. We present medians, not the averages, as we investigated and included into our study some long-tailed alternatives. Next, immediate observation is that for many different alternatives the components $C_j$’s behave similarly. Therefore, in particular, the components are a basis to select really different cases. In Figure 2, we present three relatively complex (in terms of the components) and interesting symmetrical cases. Results for three other symmetrical cases from Krauczi [22] as well as for six asymmetrical alternatives are shown in Figures S2–S4 in the supplementary material. All these figures have the same structure. We summarize the data by presenting the estimated medians of $C_j$’s and below we display empirical powers for $n = 50, \ldots, 150$. In this study, $\alpha = 0.05$.

The results show that, in general, empirical behaviour of $QH$, $R_n$, and $N_A$ is similar. In the cases $A_3$, $A_5$, and $A_6$, $N_A$ is slightly better than $R_n$. $N^{\alpha}_{A^o}$ provides considerable gain in power in case of symmetrical alternatives that are picked ($A_3$) or multi-modal ($A_5, A_6$). The alternative $A_5$ represents here normal heterogeneous mixtures while $A_6$ describes some sinusoidal deviation from $H$. The importance of detecting mixtures is extensively discussed in [27], for example, while several sinusoidal signal models are considered in the literature on microwave radiometry; see Tarongi and Camps [5] for an overview. Moreover, in some applications the symmetry is naturally built-into the underlying model. For some illustration, see De Roo et al. [28] and the models discussed in [3]. In such cases, $N^{\alpha}_{A^o}$ can be safely applied. In case of asymmetrical alternatives, use of $N^{\alpha}_{A^o}$ is obviously not sensible.

Now, let us discuss briefly the behaviour of the selection rule $A^o$ under three representative alternatives and an impact of the rule into empirical power of $N^{\alpha}_{A^o}$.

Table 2 contains the illustrative frequencies ($n = 150$) of attaining the successive dimensions, among $1, \ldots, 10$, under consideration, by the rule $A^o$ in the case of alternatives $A_1, A_5$, and $A_6$.

The outcomes reflect changes of the consecutive cumulative sums of squared components influenced mainly by the magnitude and the index of significantly large components. To have more detailed insight into the role of the rule $A^o$ in possible improvement of the power of the test based on $R_n$ let us introduce three ‘counters’ of three important events in our Monte Carlo repetitions of simulation experiments: $K_1$ giving the percentage of cases when $\{R_n > r_\alpha\}$ takes
place; $K_2$ summarizing the percentage of cases when the test based on $\mathcal{N}_{A^o}$ rejects $H$ in the situation when the one based on $\mathcal{R}_n$ also does it; i.e. when $\{\mathcal{R}_n > r_\alpha\}$ holds; $K_3$ counting the cases when $\mathcal{N}_{A^o}$ rejects $H$, in the situation when $\mathcal{R}_n$ accepts it. Obviously, $K_1$ coincides with the empirical power of the test rejecting $H$ for large values of $\mathcal{R}_n$ while $K_2 + K_3$ equals the empirical power of the new test. Table 3 collects some evidence in the case of alternatives $A_1$, $A_5$, and $A_6$. Observe that $K_2$ is close to $K_1$, as the penalty in $A^o$ is small when $\{\mathcal{R}_n > r_\alpha\}$. The quantity $K_3$ exhibits the gain in empirical power due to more careful inspection of components in the cases when the test based on the standardized Wasserstein distance $\mathcal{R}_n$ accepts $H$.

Table 3 shows that if only few first odd components are relatively large, then the selection rule only provides little extra impact to the power of $\mathcal{N}_{A^o}$, as in such cases almost all information was caught by $\mathcal{R}_n$. However, if components of higher orders play the main role the rule $A^o$ recovers to some extent the information which was partially lost by $\mathcal{R}_n$, due to the inexplicit weighting built-into it. Obviously, the magnitude of components essentially influences the counts $K_3$. Therefore, if the signal is weaker then the ability of $A^o$ to repair some weakness of $\mathcal{R}_n$ shall be smaller. The above illustrates the way in which we fulfilled the postulates stated in Section 2.3.

We also studied empirical powers of tests based on two first components. Since the results were as it could be expected, we are not presenting them here.

We close with discussing useful relation of tests based on $\mathcal{R}_n$ and $Q\mathcal{H}$. Namely, note that the tests are very similar in structure. Indeed, by Equations (4) and (7) it holds that $0 \leq \hat{\sigma}_n \leq S_n$ and $\mathcal{R}_n$ rejects the null hypothesis when

$$\mathcal{R}_n^o \doteq \frac{\sum_{i=1}^{n-1} \psi_i (X_{i+1:n} - X_{i:n})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2}} = \frac{\sum_{i=1}^{n} b_i X_{i:n}}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2}}$$

is too small. The test based on $Q\mathcal{H}$ rejects $H$ for small values of

$$Q\mathcal{H}^o = \frac{\sum_{i=1}^{n-1} \psi_i (X_{i+1:n} - X_{i:n})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2}} = \frac{\sum_{i=1}^{n} a_i X_{i:n}}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2}},$$

where $\psi_i = 1/[q_{i+1} - q_i]$, $i = 1, \ldots, n - 1$ while $a_1 = -\psi_1$, $a_i = \psi_{i-1} - \psi_i$, $i = 2, \ldots, n - 1$, $a_n = \psi_{n-1}$. Therefore, possible differences in the behaviour of $\mathcal{R}_n$ and $Q\mathcal{H}$ are consequences
of the underlying coefficients of the successive order statistics. Question of that kind, in the case of comparison of $\mathcal{QH}$ with some celebrated competitors, was already discussed in [9] and further studied in [29,30]. Following these important contributions, we consider the normalized coefficients $a_i^\circ = (a_i/\sqrt{\sum_{j=1}^{n} a_j^2})$ and $b_i^\circ = (b_i/\sqrt{\sum_{j=1}^{n} b_j^2})$ and call them the weights. Bai and Chen,[29, p.487] concluded that:

comparing the weights ... one finds that tests with large weights for extreme order statistics are more powerful to detect short tailed alternatives and tests with small weights for the extreme order statistics are more powerful to detect heavy-tailed alternatives.

Therefore, to have some insight into the present situation, we calculated the ratios $r_i(a, b) = a_i^\circ/b_i^\circ$ of the weights. For some comparison to earlier results discussed in [30]; in Table 4, we present the ratios for $n = 10, 20, 30$ and $i = \lfloor n/2 \rfloor + 1, \ldots, n$. Moreover, for $n = 50, 150$, and $n = 244^2$, i.e. for the selection of sample sizes considered above and in Section 4.2, we display 14 ratios for $i = \lfloor n/2 \rfloor + 1, \ldots, \lfloor n/2 \rfloor + 7$ and for $i = n - 6, \ldots, n$, only. In all the considered cases, we observed that, given $n$, $r_i(a, b)$ are slowly growing with $i$, for $i$ large enough, $r_{[n/2]+1}(a, b) < 1$ and $r_n(a, b) > 1$.

On the other hand, the distributions in $\mathcal{A}_1$, $\mathcal{A}_5$, and $\mathcal{A}_6$ have kurtosis less than 3. For these alternatives, $\mathcal{QH}$ outperforms $\mathcal{R}_n$. In the case of long-tailed alternatives, $\mathcal{A}_2$ and $\mathcal{A}_4$ the situation is reversed. For $\mathcal{A}_3$ the kurtosis is close to three while empirical powers of $\mathcal{QH}$ and $\mathcal{R}_n$ are almost identical. Therefore, the above along with the evidence in Table 4 further support usefulness of the quoted guideline of Bai and Chen.[29]

### 4.2. Empirical powers when detecting symmetrical mixtures and sums, large $n$

In this section, we impose the set-up similar to that described in [2]. In particular, now $n = 244^2$ and alternatives are sparse heterogeneous mixture $M(\cdot,\cdot)$, defined above, and linear combination of $N(0, 1)$ variable and Pareto one; denoted here by $P(\cdot,\cdot)$. More precisely, $P(\lambda, a)$, $\lambda > 0$, $a > 0$, stands for the distribution of $\sqrt{1-\lambda}Z + \sqrt{\lambda}W$ where $Z \sim N(0, 1)$, $W$ has the symmetrical Pareto distribution with the tail index $a$, while $Z$ and $W$ are independent. The density of $W$ has the form $p(w) = (a/2)|w|^{-1-a} \times 1(|w| > 1)$, where $1(\cdot)$ is the indicator of the set $\cdot$; cf. Grabchak and Samorodnitsky.[31]
In this section, we consider two significance levels: .05 and .01. As before, \( d(n) = 20 \) and \( d'(n) = 10 \). In contrast to Jin et al.,[2] here the null hypothesis is a composite one.

Figure 3 shows that the test based on the statistic \( N_A^0 \), specialized to detect symmetrical alternatives to \( H \), has stable empirical power that compete to that of omnibus tests considered in our study. However, in contrast to some cases shown in Section 4.1, the gain of power of this new test is rather moderate. The reason is that, in the cases studied in this section, one of the two ‘early’ Fourier coefficients on the underlying list, i.e. \( \hat{\delta}_3, n \) or \( \hat{\delta}_5, n \), is dominating. Moreover, the magnitude of \( \hat{\delta}_5, n \) is rather moderate. In such circumstances, substantial improvement over the test based on \( R_n \) is hard to get. We shall see that situation changes in the case of these and similar alternatives when testing simple null hypothesis. Simple null hypothesis was considered in [2] and is discussed in Section 6.

5. Real data examples

First, we considered \( n = 20 \) measurements of percentage of silt from the successive plots in the depth 3, presented in [32, p.121]. It is of interest to test for normality.

We summarize the data in Figure 4 via normal Q–Q plot and empirical components \( C_2, \ldots, C_{21} \). The Q–Q plot provides a warning that the data distribution and theoretical normal one do not match very well and suggests that empirical distribution has shorter tails. It also exhibits some symmetry in data distribution. The components supplement these findings also suggesting symmetry of the empirical distribution. Moreover, the magnitude of some of components provides quite strong evidence of non-normality. Table 5 summarizes briefly the outcomes of our formal tests. It can be seen that \( N_A^0 \) detects non-normality on the level \( \alpha = 0.03 \) while \( N_A \) on
Figure 4. Normal Q–Q plot and components $C_j, j = 2, \ldots, 21$ for the silt data.

Table 5. The behaviour of the statistics $N_A$ and $N_{A^0}$ for the silt data.

| Statistic          | $\alpha$ | 0.14 | 0.13 | 0.12 | 0.10 | 0.05 | 0.04 | 0.03 | 0.02 |
|--------------------|----------|------|------|------|------|------|------|------|------|
| $R_n$              | $r_n$    | 1.728| 1.763| 1.799| 1.881| 2.199| 2.303| 2.435| 2.619|
| $N_A$              | Quantile | 6.381| 6.637| 7.032| 8.477| 10.712| 11.465| 12.101| 13.788|
| $x(n, \alpha)$    |          | 3.0  | 3.1  | 3.2  | 3.4  | 4.4  | 4.7  | 5.2  | 5.9  |
| $N_{A^0}$          | Quantile | 8.403| 9.082| 9.693| 10.623| 14.850| 15.780| 16.947| 19.039|
| $x'(n, \alpha)$   |          | 3.2  | 3.3  | 3.4  | 3.7  | 4.8  | 5.2  | 5.7  | 6.3  |
| $N_A$              | Value of statistic 22.025 | 17.861 | 5.395 | 5.395 | 5.395 | 5.395 | 5.395 | 5.395 | 0.079 |
| $N_{A^0}$          | Value of statistic 21.827 | 21.827 | 21.827 | 21.827 | 17.748 | 17.748 | 17.748 | 5.316 |
| $N_A$              | Value of the rule $A$ 8 | 6 | 2 | 2 | 2 | 2 | 2 | 1 |
| $N_{A^0}$          | Value of the rule $A^0$ 4 | 4 | 4 | 4 | 4 | 3 | 3 | 3 | 1 |

Note: Quantiles and parameters calculated on $10^5$ MC runs.

Figure 5. Normal Q–Q plot and components $C_j, j = 2, \ldots, 21$ for the tephra data.

the level $\alpha = 0.13$. For comparison, we also calculated $p$-values of $R_n$, $QH$ as well as the Shapiro–Wilk (SW), Anderson–Darling (AD), and Cramér–von Mises (CvM) tests obtaining 0.13, 0.09, 0.11, 0.20, and 0.29, respectively. So, $N_A$ and these tests do not detect significant non-normality, when applying standard significance levels.

Next, we considered the tephra data described and analysed by Bowman and Azzalini,[33, pp.27, 38–40]. As there, we applied logistic transformation to the original data. The $n = 59$ outcomes are summarized in Figure 5. Normal Q–Q plot indicates some skewness. The observed magnitude of some of components $C_j, j$-even, supports existence of such feature of the data.
The tests $R_n$, $QH$, $SW$, $AD$, and $CvM$ when applied to these data lead to $p$-values: .12, .14, .13, .03, and .02, respectively. So, $CvM$ and $AD$ indicate significant non-normality on relatively small levels. In contrast, the first three tests lead to non-significant $p$-values. Similar outcomes result from usage of $N_A$ and $N_A^*$, cf. Table 6, though $N_A$ appears to be slightly more sensitive.

6. Some remarks on testing simple null hypothesis

Since recent years testing simple null hypothesis

$$H^*: Q = \Phi^{-1}$$

received considerable attention as well, see Donoho and Jin [18] and the consecutive papers; in this section, we introduce and discuss some counterparts of $N_A$, $N_A^*$, and $R_n$ adjusted to $H^*$, and compare them to the higher criticism statistic introduced in the aforementioned paper.

Natural counterparts of $R_n$, $W_n$, and $R_n$ have the form

$$R_n^*(t) = Q_n(t) - \Phi^{-1}(t), \quad W_n^* = \left\{ \int_0^1 (R_n^*(t))^2 \, dt \right\}^{1/2} \quad \text{and} \quad R_n^* = n(W_n^*)^2.$$ 

Let $\hat{\delta}_{0,n}^*, \ldots, \hat{\delta}_{k,n}^*$ minimize over $\delta_0, \ldots, \delta_k$, $\delta_l, l = 0, \ldots, k$, the expression $\int_0^1 (R_n^*(t) - \sum_{j=0}^k \delta_j h_j(t))^2 \, dt$. Then,

$$\hat{\delta}_{j,n}^* = \int_0^1 R_n^*(t) h_j(t) \, dt.$$ 

Hence, due to the properties of $h_j$’s and Equations (3), (4), (6),

$$\hat{\delta}_{0,n}^* = \hat{\mu}_n, \quad \hat{\delta}_{1,n}^* = \hat{\sigma}_n - 1, \quad \hat{\delta}_{j,n}^* = \hat{\delta}_{j,n}, \quad j \geq 2,$$

and $\{W_n^*\} = (\hat{\delta}_{0,n}^*)^2 + (\hat{\delta}_{1,n}^*)^2 + W_n^2$. (11)

Set $C_j^* = \sqrt{n(j + 1)} \hat{\delta}_{j,n}^*$ and denote finite sample corrections of the mean and the standard deviation of $C_j^*$, under $H^*$, by $e_{j,0}^*$ and $v_{j,0}^*$, respectively. Now, define

$$C_j^* = \frac{C_j^* - e_{j,0}^*}{v_{j,0}^*}$$

as well as

$$N_k^* = \sum_{j=0}^{k-1} (C_j^*)^2 \quad \text{and} \quad N_k^{\alpha*} = \sum_{l=0}^{k-1} (C_{2l+1}^*)^2.$$ 

Analogously as before also define $A^*$ and $A^{\alpha*}$ and the related data-driven statistics $N_A^*$ and $N_A^{\alpha*}$. For completeness, we give some formulas, the related corrections and some critical values in Section 4 of the supplementary material.
Table 7. Simulated powers (in percentages) of the tests for verifying $H^*$ against symmetrical and asymmetrical alternatives; $\alpha = 0.05, n = 75, n_\epsilon = 10,000$.

| Alternative   | $N^*_A$ | $N^*_A^{\epsilon o}$ | $R^*_n$ | $HC$ | $K^*$ |
|---------------|---------|----------------------|---------|------|------|
| $TU(0.5, 0.5)$ | 11      | 38                   | 7       | 0    | 52   |
| $SU(0, 1.5)$   | 70      | 73                   | 53      | 16   | 63   |
| $Cos(4, 0.6)$  | 39      | 57                   | 23      | 12   | 3    |
| $t(5)$         | 77      | 76                   | 71      | 73   | 59   |
| $LC(0.05, 3)$  | 71      | 63                   | 66      | 56   | –    |
| $TruncN(-2, 1)$| 100     | 100                  | 100     | 1    | –    |
| $Cos(3, 0.6)$  | 50      | 23                   | 34      | 11   | –    |

Following Jin et al. [2] we consider the higher criticism statistic of the form

$$HC = \sqrt{n} \sup_{x \in \mathbb{R}} \frac{|F_n(x) - \Phi(x)|}{\sqrt{\Phi(x)[1 - \Phi(x)]}},$$  \hspace{1cm} (12)

where $F_n$ stands for the empirical distribution function, and the two-sided test based on the empirical kurtosis given by

$$K^* = \sqrt{\frac{n}{24}} \left( \frac{n^{-1} \sum_{i=1}^{n} X_i^4}{n^{-1} \sum_{i=1}^{n} X_i^2} - 3 \right).$$

The formula (12) can be recognized as the well-known Jaeschke [34] statistic.

Tables 7 and 8 contain some simulated powers under $n = 75$ (symmetrical and asymmetrical cases) and $n = 244^2$ (symmetrical alternatives). The alternatives mostly comes from the set considered and discussed in Section 4. Three additional ones are defined as follows. $t(5)$ is the Student distribution with 5 degrees of freedom. $LC(\epsilon, m)$ has the density $\epsilon \phi(x - m) + (1 - \epsilon) \phi(x), \epsilon \in (0, 1), x \in \mathbb{R}$, where $\phi$ is the standard normal density. TruncN$(a, b), a \in \mathbb{R}, b \in \mathbb{R}, a < b$, stands for the standard normal distribution truncated at $a$ and $b$.

The results show that the new data-driven tests perform well in the study. Moreover, in contrast to the case of $H$, when testing $H^*$, under $n = 244^2, N^*_A$ outperforms $R^*_n$ considerably. This is mainly caused by two facts. Due to (11), critical values of the test based on $R^*_n$ are much greater than those ones based on $R_n$ while, in case of many alternatives, the first two empirical Fourier coefficients $\hat{\delta}^*_0, n$ and $\hat{\delta}^*_1, n$ are small and their impact into the empirical power does not compensate for the increase in critical values. For the data-driven solutions $N^*_A$, and $N^*_A^{\epsilon o}$, critical values under $n = 75$ are much smaller while under $n = 244^2$ are similar to or even slightly less than respective values under $H$, while the selection rules provide considerable amount of additional information. We present some selected simulation results and some further discussions on this point in Section 5 of the supplementary material.

The test based on $K^*$ is one of the leading solutions in the cases when the component $C^*_3$ is the largest one. However, in the situations when $C^*_3$ is close to 0 the kurtosis $K^*$ completely breaks down. For values of $C^*_j$, related to alternatives in Table 8, see Figure S5 in the supplementary material.

Empirical power of $HC$ is unstable and, therefore, the test is not a highly reliable omnibus goodness-of-fit procedure. Jin et al. [2, p.2482] mention that ‘when the actual evidence lies in the middle of the distribution’, then $HC$ will be very weak. This corresponds with earlier theoretical developments of Eicker,[35, p.117] who infers on sensitivity of (12) only in moderate tails and Révész,[36] who also suggests sensitivity of (12) for some changes in the tails only. The above findings are good motivation to propose new solutions behaving stably under a large
Table 8. Simulated powers (in percentages) of the tests for verifying $H^*$ against symmetrical alternatives; $\alpha = 0.01$, $n = 2442$, $n_r = 10,000$.

| Alternative | $N_{A*}^*$ | $N_{A*}^{\text{cov}}$ | $R_n^*$ | $\mathcal{HC}$ | $K^*$ |
|-------------|------------|-----------------|--------|--------------|------|
| $M(0.0015, 2.5)$ | 31 | 61 | 26 | 23 | 58 |
| $M(0.00025, 3.5)$ | 17 | 40 | 15 | 41 | 27 |
| $M(0.000075, 4.5)$ | 23 | 41 | 22 | 54 | 22 |
| $P(0.14, 11.0)$ | 99 | 99 | 97 | 1 | 54 |
| $P(0.03, 5.0)$ | 67 | 65 | 42 | 2 | 1 |
| $P(0.02, 4.1)$ | 62 | 60 | 38 | 3 | 2 |

Spectrum of alternatives. It seems that the constructions proposed in this paper meet such a goal to a satisfactory extent.

Similar solutions can be constructed for testing of fit to $N(0, \sigma)$ and $N(\mu, 1)$, $\mu, \sigma$-unknown, distributions.

7. Conclusion

We have proposed some data-driven tests to detect departures from Gaussianity. The main focus is on composite null hypothesis. There are many kinds of non-Gaussianity and many kinds of tests to detect them. Several tests focus on specific deviations and are not sensitive to others. Our goal was to propose solutions which are sensitive to commonly studied deviations from Gaussianity and which, simultaneously, are able to detect some complex alternatives. Our constructions have simple interpretation in terms of normalized Fourier coefficients of the sample quantile function. These normalized coefficients are called components and obey approximately the standard normal distribution under the null hypothesis. The number of components, which is taken into consideration, depends on the data at hand and is defined via Akaike-type selection rule. The resulting solutions prove to behave stably and efficiently under a large spectrum of alternatives and compare well to the best existing competitors. Similar approach can be in principle applied to some other location/scale families. This, however, requires some further careful investigation. Note that De Wet [37] provides insightful discussion on tests for location and scale families based on a weighted Wasserstein distance. The paper by Csörgő [38] further extends these considerations.
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