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With the continuous development of regional economy, the difference of regional economy has also aroused the attention of all walks of life. Due to the limitations of the traditional research methods, the research results are relatively simple and unable to conduct a more comprehensive analysis. The traditional methods include the following: (1) analyze the evolution of regional logistics based on the location Gini coefficient and location quotient of GIS, and reflect the situation of industrial agglomeration from the annual change curve of the location Gini coefficient; (2) use SPSS12.0 software to perform multivariate or event factors, and analyze and calculate the factor score to sum up several principal component factors; and (3) the production function analysis method is used to measure the economies of scale and agglomeration. As an extension, the relationship between the estimated total output and the agglomeration index of the factor input to measure the uniform state of the industrial distribution department is an effective measurement method for the agglomeration economy. In order to promote the sustainable development of regional economy, this paper analyzes the regional economy comprehensively based on the emerging mobile sensor network technology and data mining technology. Firstly, this paper analyzes the location technology of mobile sensor networks based on sequential Monte Carlo, selects the C-means clustering method which is suitable for economic large-sample clustering analysis, and constructs a complete data mining model. Then, the model is used to analyze the economic, social, natural, and educational science and technology indicators of a certain region from 2015 to 2019. The results show that the first principal component weight of economic indicators is the highest proportion of fiscal revenue, which is 0.986. This shows that the role of fiscal revenue in economic indicators is greater. The main index of urban consumption is 72.0, which is the highest. This shows that the population growth rate and the average consumption of urban households in social indicators play a greater role. The first principal component of natural index has the highest weight of pollution emission, which is 0.47, while the second principal component has the highest weight of total energy consumption, which is 0.48. This shows that the pollution emissions and total energy consumption in the natural indicators play a greater role. In the educational science and technology index, the first principal component weight is the highest, which is 0.61. This shows that the education funds play an important role in educational science and technology indicators. Therefore, the data mining model based on mobile sensor network technology can comprehensively and accurately analyze various indicators of regional economy.

1. Introduction

1.1. Background Significance. The regional economy is closely related to the local economic revitalization, which has an important reference role for the government to make a decision. If the economic development of a certain area is good, then it means that the local government’s decision is correct, and the government will maintain the original decision; but if there are signs of economic recession, it means that there is a problem with the government’s decision and it will push the government to renew decision-making. Mobile sensor network technology can monitor and collect all kinds of information in real time and has superior information acquisition ability [1, 2]. Data mining technology is a collection of machine learning, artificial intelligence, and statistics-related results and is widely used in various fields [3]. The combination of mobile sensor network technology and data mining technology can improve the efficiency and
quality of data acquisition and mining and obtain effective information quickly. The application of this synthetic technology to the analysis of regional economy does not only provide a new idea for the analysis of regional economy but also can transform the research results into productivity and promote the development of regional economy.

1.2. Related Work. Wireless sensor networks have been used in many mobile applications, such as wildlife tracking and participatory urban sensing. Zhu et al. introduce the impact of industrial agglomeration on the regional economy in a simulated intelligent environment based on machine learning and propose a method to detect the industrial agglomeration index to analyze industrial agglomeration. By establishing an industrial agglomeration index system, the level of manufacturing industry integration is objectively analyzed and the impact of manufacturing industry integration is empirically tested [4]. Lu et al. solve the environmental monitoring problem by developing an event-triggered limited time control scheme for mobile sensor networks. The proposed control scheme can be executed independently by each sensor node and consists of two parts: one part is a finite-time consensus algorithm, and the other part is an event trigger rule. The consensus algorithm is used to enable the position and speed of sensor nodes to quickly track the position and speed of the virtual leader within a limited time. The event trigger rule is used to reduce the update frequency of the controller to save the computing limited time. The event trigger rule is used to reduce the track the position and speed of the virtual leader within a limited time. The event trigger rule is used to reduce the update frequency of the controller to save the computing resources of the sensor node. Under the fixed communication topology and the switched communication topology, some stability conditions are derived for the mobile sensor network using the proposed control scheme [2].

The application of data mining technology in the economic field is also a lot of research. Based on data warehouse, data mining, and OLAP technology, Min and Rui propose a modular design decision support system and describe its structure and key technologies [5]. The system test results show that data mining has a good prediction effect on economic prediction. Arends-Kuening et al. forecast according to the industry that the change of Mexico-US tariff will lead to regional economic growth, and trade liberalization seems to benefit manufacturing industry to a large extent [6]. The increase in national tariffs leads to a decrease in external demand, which also affects prices on the international market, causing them to fall, and the increase in tariffs results in the internal market being the same as the international market after the levy, so in this case, the tariff on the levy has to be shared between internal consumers and exports over, which can affect the regional economy. Their research only analyzes the impact of trade on regional economic development, without considering other factors.

1.3. Innovative Points in This Paper. In order to have a more comprehensive and thorough understanding of the regional economy, provide data support for the relevant government work, and promote the development of regional economy, this paper conducts an in-depth study on regional economic analysis based on mobile sensor network technology and data mining technology. The innovation points of this study are as follows: (1) based on mobile sensor network positioning technology, this paper selects the appropriate C-means clustering method as the basic model of data mining and constructs a data mining model which can be used to analyze the relevant indicators of regional economy; (2) using this model, the economic, social, natural, educational, and scientific and technological indicators of a certain region are cluster analyzed; and (3) it is concluded that in the development of the regional economy, the financial revenue, the average consumption level of urban households, dye emissions, total energy consumption, and education funds play an important role. If fiscal revenue increases, then the corresponding government investment will increase, which will promote the development of the regional economy; the increase in consumption will further stimulate consumption, and consumption will stimulate regional economic growth; education is the cornerstone of the nation and will cultivate local talents. This will also boost the regional economy. Therefore, in order to promote the development of regional economy, we must start with these factors.

2. Mobile Sensor Network Technology and Data Mining Technology

2.1. Mobile Sensor Network Technology

2.1.1. Routing Protocol. Wireless sensor networks have limited computing, storage, wireless communication, and power supply capabilities. Good routing protocols can reduce energy consumption as much as possible and prolong the network lifetime. There are two functions of routing protocol. The first is to find the optimal path between the source node and the destination node efficiently and accurately. The second is to group the obtained data and forward the grouped data according to its optimized path [7, 8]. For the application scenario with a small number of nodes moving, the routing protocol can be simplified.

According to the network topology, routing protocols can be divided into two types: plane and cluster. Plane routing protocol has the advantages of simple and easy to expand, while cluster routing protocol has the advantages of low communication cost, low energy consumption, and convenient management [9]. Routing is divided into static routing and dynamic routing. Dynamic routing protocols can be divided into distance vector routing protocols and link state routing protocols. The distance vector routing protocol is based on the Bellman-Ford algorithm, mainly including RIP and IGRP; the link state routing protocol is based on the very famous Dijkstra algorithm in graph theory, that is, the shortest first path algorithm. In the distance vector routing protocol, the router transmits part or all of the routing table to its neighboring routers; in the link state routing protocol, the router transmits link state information to all routers in the same area. According to the router’s position in the autonomous system, routing protocols can be divided into interior gateway protocols and exterior gateway protocols. There are two types of interdomain routing protocols: exterior gateway protocol and border gateway protocol. EGP is designed for a simple tree topology. It has
obvious shortcomings when dealing with routing cycles and setting routing strategies. It has been replaced by BGP at present. EIGRP is a proprietary protocol of Cisco, which is a hybrid protocol. It not only has the characteristics of the distance vector routing protocol but also inherits the advantages of the link state routing protocol. Various routing protocols have their own characteristics and are suitable for different types of networks. Low-power adaptive cluster layering (LEACH) protocol uses a fully distributed mechanism to generate cluster heads [10]. Each node produces a random number between [0,1]. If the number is less than the threshold \( Y(n) \), then the node will not be the cluster head node for a long time. The calculation of threshold is shown in the following formula:

\[
Y(n) = \begin{cases} 
\frac{r}{1-r \cdot \lfloor 1/(1/r) \rfloor}, & n \in J, \\
0, & \text{other,}
\end{cases}
\]

where \( r \) is the percentage of ordinary nodes becoming cluster heads in each round, \( t \) is the number of current rounds, and \( J \) is the set of nodes without selected cluster heads in the last \( 1/r \) round. When \( t = 0 \), the threshold is equal to \( r \). When \( t = 1 \), the threshold is shown in the following formula:

\[
Y(n) = \frac{r}{1-r}.
\]

The energy consumption formula in the LEACH protocol is the first-order radio mode. The calculation of energy consumption of sending and receiving 1 bit byte by sensor node is shown in formula (3) and formula (4), respectively:

\[
E_{T_x}(i, l) = iE_{\text{elec}} + iE^\alpha,
\]

\[
E_{R_x}(i) = iE_{\text{elec}},
\]

where \( \epsilon, \alpha \) are the amplification factor and constant of the signal amplifier, respectively. \( E_{\text{elec}}, l \) is energy consumption and transmission distance.

The LEACH protocol has the advantages of low energy consumption and long network life cycle. However, the signal between multiple nodes will produce interference, which will affect the communication quality and connectivity of the whole network. In addition, the number of cluster head nodes will directly affect the network life cycle.

2.1.2. Positioning Technology. At present, wireless sensor network positioning technology can be divided into two categories: static and mobile. Static wireless sensor network positioning based on distance measurement uses the received signal strength ranging mechanism to calculate the distance between receiving and receiving nodes by using the radio signal transmission model [11, 12]. The localization technology of mobile wireless sensor network nodes is currently a major research hotspot in wireless sensor networks. In mobile wireless sensor networks, nodes are mobile, and nodes with unknown location information in the network can use a certain positioning mechanism and prediction mechanism to determine their own current and underlying coordinates. The existing wireless sensor network node’s own positioning algorithm has relatively low positioning accuracy and poor positioning real-time performance, and some algorithms have high complexity, and the ranging error is greatly affected by the environment, which is not suitable for locating mobile nodes. Aiming at the above-mentioned problems, this paper begins to study the positioning technology of mobile wireless sensor network nodes, as shown in the following formula:

\[
P(l|l_B) = P(l_0) - 10n \log \left( \frac{l}{l_0} \right) + R_c,
\]

where \( P(l), P(l_0) \) are the received power at a distance of \( l, l_0 \), \( n \) is the channel attenuation factor, and \( R_c \) is a Gaussian random variable. When the signal transmission time is used for ranging, as shown in the following formula:

\[
l = (t - t_0) \times v,
\]

where \( t, t_0 \) are the time of transmitting and receiving signals, respectively; \( v \) is the propagation speed of signals; and \( l \) stands for distance. When the time difference of signal arrival is used for ranging, the calculation is shown in the following formula:

\[
l = [(t_2 - t) - (t_1 - t_0)] \frac{v_1 - v_2}{v_1 v_2}.
\]

Among them, \( t, t_0 \) are the time of receiving and transmitting RF signal and \( t_2, t_1 \) are the time of receiving and transmitting ultrasonic signal, respectively. They are the propagation speed of RF signal and ultrasonic signal.

Although the accuracy of static wireless sensor network positioning without ranging is low, it does not need hardware support, so the cost and energy consumption are low.

MCL algorithm for mobile wireless sensor network localization based on sequence Monte Carlo improves the accuracy and reduces the cost of localization by using the mobility of nodes, but the storage is very limited [13]. MCB algorithm improves the sampling power and reduces the amount of calculation. The DRL algorithm of nonstatistical mobile wireless sensor network localization can reduce the information flooding between nodes and improve the positioning accuracy [14]. CDL algorithm belongs to centralized location and is easier to implement.

2.1.3. MIMO Technology. Multiple-input multiple-output (MIMO) technology can improve transmission rate and expand coverage without increasing bandwidth and transmitting power [15]. The channel capacity of the MIMO system is shown in the following formula:

\[
C = \min (f, r)B \log_2 \left( \frac{\omega}{2} \right),
\]

where \( f, r \) are the number of transmitting and receiving antennas, respectively; \( B, \omega \) represent the signal bandwidth.
and the average signal-to-noise ratio of the receiving end, respectively; and C represents channel capacity.

MIMO technology has two functional forms: diversity and multiplexing [16]. The space-time code gain is reduced by space-time coding. The transmitter of spatial multiplexing divides the data into several substreams and sends them at the same time. After the receiver extracts and recovers the signals, it merges them into the original data stream.

Cooperative virtual MIMO technology in wireless sensor networks mainly studies energy consumption characteristics and transmission strategy. The energy consumption characteristics are studied based on the point-to-point transmission model, and the transmission strategy is to explore the scenario of data collection nodes in the detection area.

2.2. Regional Economic Analysis Model

2.2.1. Regression Analysis Model. Regression analysis model uses statistical methods to analyze the causal relationship between variables. If there is only one independent variable and dependent variable in the regression analysis and the relationship is linear, then the analysis model is univariate linear regression [17]. If the independent variables are greater than or equal to two and the relationship is still linear, then the analysis model is multiple linear regression [18]. The univariate linear regression model is shown in the following formula:

\[ y = ax + b + \sigma, \]

where a, b are regression coefficients and \( \sigma \) is random disturbance term, which is generally assumed to obey normal distribution. The standard equations solved by multiple linear regression model are shown in the following formula:

\[
\begin{align*}
\sum y &= na_0 + a_1 \sum x_1 + a_2 \sum x_2, \\
\sum x_1 y &= a_0 \sum x_1 + a_1 \sum x_1^2 + a_2 \sum x_1 x_2, \\
\sum x_2 y &= a_0 \sum x_2 + a_1 \sum x_2^2 + a_2 \sum x_1 x_2.
\end{align*}
\]

When using the regression analysis model, it is assumed that dependent variables are affected by independent variables, and their relationship is expressed by regression mathematical model. Then, get the required data, use statistical methods to determine the relationship between dependent variables and independent variables, and finally, get the regression equation, and use the equation to predict the analyzed object. For example, if the goods on the market are within the normal fluctuation range, then the sales of the goods are also within the normal range. If the value of the goods increases, then the sales of the goods will decrease. Based on this change, a regression can be drawn to predict sales.

2.2.2. Principal Component Analysis Model. Principal component analysis will reflect the sample characteristics of multiple index variables through the clustering of principal components into a small number of comprehensive variables [19]. Because a large number of indicators will be involved in the regional economic analysis, these indicators are not completely independent but are interrelated and jointly reflect the economic development of the region [20]. A large number of related indicators will increase the workload and increase the difficulty of analysis. But simply reducing the indicators will reduce the credibility of the results.

The original indexes in the index matrix describing the comprehensive characteristics of a region are dimensionless.

\[ Y_i' = \frac{Y_i - \bar{Y}}{S}, \]

where \( Y_i, \bar{Y} \) are the ith original index and sample mean value, \( S \) is the standard deviation. Then, calculate the correlation coefficient matrix of the index, as shown in the following formula:

\[ R_{xp} = \frac{1}{n} \sum_{i=1}^{n} Y_{xi} Y_{xp}. \]

The third step is to calculate the eigenvalue and eigenvector and solve the characteristic equation as shown in the following formula:

\[ |R - \omega P| = 0. \]

The fourth step is to calculate the contribution rate of principal components, as shown in the following formula (14):

\[ Q_p = \frac{\omega}{\sum_{i=1}^{m} \omega_i}. \]

Finally, the score of the principal component is calculated, as shown in formula (15). After calculation, the principal component is arranged in the order of score.

\[ F = v_1 y_1 + v_2 y_2 + \cdots + v_n y_n, \]

where \( v_n \) is the common factor weight.

2.2.3. Prediction Analysis Model. The prediction analysis model can explain the relationship between the prediction object and the related factors. The main prediction and analysis model used is the grey prediction model, which analyzes the mathematical relationship between the factors themselves and the factors according to the behavior characteristic data and information of the specific gray system [21]. The grey prediction is based on the grey system theory and uses the differential equation model to predict the change of the eigenvalue of the system and estimate the occurrence time of the abnormal value of the eigenvalue [22, 23].

Sequence grey prediction predicts the eigenvalues of variables in a future period according to the existing eigenvalues. According to the occurrence time of the current abnormal value, the catastrophe grey prediction can predict the occurrence time of the future abnormal value. The grey prediction of seasonal disaster is very special, and the abnormal value of its eigenvalue often appears in a specific period.
of time. Topological grey prediction can be used to predict a group of data without changing rules. However, the grey prediction of the system is different from the above-mentioned prediction methods, which is aimed at the overall prediction of the system [24].

2.3. Data Mining Technology and Process

2.3.1. Data Mining Technology. Neural network method uses a large number of neurons, which are connected into a network to achieve a large number of parallel computing [25]. The neural network algorithm needs to construct a threshold object. If the sum of a set of logical unit variables is not less than a given threshold, a value will be output [26]. Suppose that the input value is \( x_1, x_2, \ldots, x_n \) and the weighted coefficient of the input value is \( g_1, g_2, \ldots, g_n \), the variable summation is shown in the following formula:

\[
M = \sum_{i=1}^{n} (x_i \ast g_i). \tag{16}
\]

Naive Bayes method is also one of the common data mining methods. In order to use naive Bayes classification, the assumption of independence must be satisfied. The expression of naive Bayes classifier is shown in the following formula:

\[
C = \arg \max_{C_j \in C} P(C_j) \cdot \prod_{i=1}^{n} P(t_i | C_j), \tag{17}
\]

where \( C, C_j \) represent the set of categories and category \( j \), respectively; \( P(C_j) \) denotes the probability of occurrence of category \( j \); and \( P(t_i | C_j) \) represents the probability of occurrence of term \( t_i \) in category \( C_j \).

K-nearest neighbor algorithm finds \( k \)-nearest neighbor documents which are closest to a given test document in the training set and then takes the categories of adjacent documents as candidate categories of the test documents and scores them according to the classification. The decision rule of scoring is shown in the following formula:

\[
P(\tilde{c}_i, l_j) = \sum_{\tilde{c}_i \in KNN} \text{sim}(\tilde{c}_i, \tilde{u}_j) y(\tilde{u}_j, l_j) - a, \tag{18}
\]

where \( y(\tilde{u}_j, l_j) \) is 1 or 0; \( \text{sim}(\tilde{c}_i, \tilde{u}_j) \) is the similarity between test document \( \tilde{c}_i \) and training document \( \tilde{u}_j \); and \( a \) is the threshold of binary decision.

Based on the minimum Euclidean distance, the \( C \)-means clustering method divides the point set \( (x_1, x_2, \ldots, x_n) \) into \( m \) clusters, calculates the Euclidean distance between the center of the set and each point, and generates the distance set \( L \). Find \( m \) points \( (c_1, c_2, \ldots, c_m) \) in the distance set as the original center point; then, the distance from other vector points to the \( m \) original center points is shown in the following formula:

\[
l(x_i, c_j) = \sqrt{\sum_{m=1}^{n} (x_{jm} - c_{jm})^2}. \tag{19}
\]

Then, adjust the cluster center according to the following formula:

\[
c_{jm} = \frac{\sum x_{jm} c_{jm}}{N_j}. \tag{20}
\]

2.3.2. The Basic Process of Data Mining. Data mining process generally includes three main stages: data preparation, data mining, and result expression and interpretation [27]. Data preparation stage can be subdivided into data integration, selection, and preprocessing. According to the specific needs of the search-related raw data, select the targeted data. Data preprocessing uses cleaning and transformation methods to process noisy and random data, which can improve the quality of data mining [28].

In the stage of data mining, it is necessary to select appropriate tools for data mining and then to determine the appropriate tools for data mining. When selecting data mining tools, we need to consider the characteristics of data and the requirements of the actual running system.

According to the final decision-making purpose, the information mined needs to be interpreted and evaluated by experts in related fields. The process of knowledge discovery in database needs to be evaluated according to the initial requirements and then optimized after analysis. Finally, the most valuable information is visualized and conveyed to decision-makers.

2.3.3. System Structure of Data Mining. The structure of data mining system usually includes data source and its server, data mining engine, pattern evaluation, graphical user interface, and knowledge base [29]. Data source mainly provides data needed by data mining, which can be database, data warehouse, or other types. The data source server can filter and clean the data in the data source according to the user requirements and integrate the required target data sets.

Data mining engine is the core of the system, which has the analysis functions of characterization, association mining, classification, and clustering. Pattern evaluation can remove useless patterns and retain interesting patterns according to interest threshold. GUI presents interesting patterns to users in a more intuitive way, that is, visualization of mining results. The role of knowledge base is embodied in storing knowledge, guiding data mining, pattern interpretation, and evaluation.

3. Experiments on Data Mining of Regional Economic Analysis

3.1. Mobile Sensor Network Localization Based on Sequential Monte Carlo

3.1.1. Prediction and Filtering. The MCL algorithm is divided into two stages: prediction and filtering, and the node motion in the prediction stage obeys the random model. The maximum velocity of node motion is \( v_{\max} \). At moment \( e \), the circle is drawn with \( k_{e-1} \) as the center and the maximum velocity as the radius.
\[ p(k_i | k_{i-1}) = \begin{cases} 
\frac{1}{(\pi^n \nu_{\text{max}})}, & \text{if } d(k_i, k_{i-1}) < \nu_{\text{max}}, \\
0, & \text{if } d(k_i, k_{i-1}) \geq \nu_{\text{max}}, 
\end{cases} \]  
(21)

where \( d(k_i, k_{i-1}) \) is the Euclidean distance between \( k_i \) and \( k_{i-1} \). The greater the speed of the node, the larger the predicted area.

In the filtering stage, the node will filter out the sample points which do not conform to the actual situation according to the new observation value. If the number of remaining sample points after filtering is too small, it is necessary to repeat the prediction stage and the correction stage until the number meets the requirements.

### 3.1.2. Important Sampling

MCL algorithm uses importance sampling, assuming that all samples are obtained from the normalized important function \( \pi \) independent sampling. After measuring the weight of each sample, the posterior probability distribution is estimated. In order to simplify the calculation, the prior distribution is selected as the recommended distribution. The calculation of important functions is shown in the following formula:

\[ \pi(k_i | q_0, q_1, \ldots, q_t) = p(k_0) \prod_{n=1}^{t} p(k_n | k_{n-1}). \]  
(22)

### 3.1.3. Resampling

With the increase of the variance of important weights, the important samples will degenerate, so it is necessary to resample to eliminate the small normalized full-time sample points. In MCL algorithm, the weight is either 1 or 0, so it is necessary to keep enough effective samples to ensure that the effective sampling scale is not less than the total number of samples for repeated sampling.

In the process of resampling, the sample points collected in each round are saved to the same set until the requirements are met. In this way, the computational complexity of resampling is reduced and the robustness is avoided. In the sampling process, in order to reduce the computational difficulty, we divide the weight of the MCL into 1 or 0, compare the weight of the sample with it, classify the sample, and divide it into two sets.

### 3.2. Establishment of Regional Economic Data Mining Model

#### 3.2.1. Application of C-Means Clustering Method in Regional Economy

The C-means clustering method is based on the minimum Euclidean distance, and its specific calculation process has been described in detail in Section 2, and will not be repeated here. C-means clustering method has the advantages of less calculation, stronger robustness, and faster processing speed, which is suitable for clustering analysis of economic samples.

#### 3.2.2. Selection of Samples and Indicators

The principles of comprehensiveness, objectivity, periodicity, and independence should be followed in the selection of indicators. The cluster index of regional economy must be able to reflect the comprehensive content of sustainable development of regional economy, so it should include not only economic indicators but also social, natural, educational, and technological indicators. Sample independence means that the samples are independent of each other, and there is no pairing relationship. Both samples are required to be from a normal distribution, and the mean is required to be a descriptive statistic that is meaningful for testing, such as the comparison of the wages of boys and girls. Objectivity means that the selection conditions of these samples are fixed and cannot be regarded as transfer; periodicity means that the indicators have certain rules; the comprehensive principle means that the basic information reflected by the samples is more comprehensive.

In the economic indicators, we need to consider the per capita income and consumption, the proportion of the secondary and tertiary industries, and the proportion of fiscal revenue. In the social indicators, we need to consider the average consumption of urban and rural households, population growth, aging, and social infrastructure construction. The natural indicators include pollution emissions and treatment costs, the consumption of various types of energy, and the storage of various resources. The indicators of educational science and technology include educational funds, the number of students and teachers, scientific research funds, and the number of patent applications.

In addition, because the data in the indicators change greatly, the variables with small absolute values may not show their role, and the clustering effect will also be affected. In order to avoid this kind of situation as much as possible, each data is dimensionless, and the processing method is shown in formula (11).

#### 3.2.3. Modeling

Based on the mobile sensor network positioning technology, this paper models the factors under the four indicators of a region from 2015 to 2019 and analyzes the impact of economy, society, nature, education, and science and technology on the regional economic development. There are two types of hierarchy-based clustering methods: (1) aggregate hierarchical clustering. Initially, each object is a cluster, and then, these atomic clusters are merged according to their similarity to each other. Most hierarchical methods fall into this category, the main difference between them being the different definitions of similarity between clusters; (2) divided hierarchical clustering, which is the opposite of the above process. The processing flow of the data mining model is as follows.

As shown in Figure 1, input all the data of each attribute index, preprocess it, and then, put it into storage. The C-means clustering method and association analysis are used for data mining, and the mining results are visualized and compared.

### 4. Discussion on Data Mining Results of Regional Economic Analysis

#### 4.1. Cluster Analysis Results of Economic Indicators

The data of per capita income and consumption, the proportion of the secondary and tertiary industries, and the proportion of fiscal revenue in the region from 2015 to 2019 are input into
the data mining model based on mobile sensor network positioning technology, and cluster analysis is carried out.

As shown in Table 1, the per capita income and consumption, the proportion of the secondary and tertiary industries, and the proportion of fiscal revenue in the region from 2015 to 2019 are increasing year by year.

As shown in Figure 2, the per capita consumption level in the region has increased by 97.81% and the per capita income level has increased by 57.4%. The proportion of the secondary industry increased by 30.73%, that of the tertiary industry increased by 47.33%, and the proportion of fiscal revenue increased from 13.8% to 16.1%.

Table 1: Economic index data.

| Index                              | 2015   | 2016   | 2017   | 2018   | 2019   |
|-----------------------------------|--------|--------|--------|--------|--------|
| Per capita income (yuan)          | 15936  | 18225  | 21740  | 23819  | 25084  |
| Per capita consumption (yuan)     | 6798   | 8976   | 10035  | 11652  | 13447  |
| Proportion of secondary industry (%) | 42.3   | 47.1   | 50.8   | 53.6   | 55.3   |
| Proportion of tertiary industry (%) | 26.2   | 28.9   | 32.4   | 35.9   | 38.6   |
| Proportion of fiscal revenue (%)   | 13.8   | 14.3   | 15.4   | 15.8   | 16.1   |

Figure 2: Changes in economic indicators.

Table 2: Calculation results of principal components of economic indicators.

| Principal component | Characteristic value | Variance contribution rate (%) | Cumulative variance contribution rate (%) |
|---------------------|----------------------|--------------------------------|-----------------------------------------|
| 1                   | 6.387                | 63.872                         | 63.872                                  |
| 2                   | 2.883                | 28.829                         | 92.701                                  |
| 3                   | 0.539                | 5.394                          | 98.095                                  |
| 4                   | 0.186                | 1.859                          | 99.954                                  |
| 5                   | 0.005                | 0.046                          | 100.000                                 |
revenue increased by 16.67%. This shows that the regional economy presents a stable and sustained growth trend.

The principal component analysis model is used to analyze the data, and the eigenvalues, variance contribution rate, and cumulative variance contribution rate of the indicators such as per capita income and consumption, the proportion of the secondary and tertiary industries, and the proportion of fiscal revenue are calculated.

As shown in Table 2, the eigenvalue of the first principal component is 6.387, and its variance contribution rate is 63.872%. The eigenvalue of the second principal component is 2.883, and its variance contribution rate is 28.829%. The eigenvalue of the third component is 0.539, and its variance contribution is 5.394; the eigenvalue of the fourth component is 0.186, and its variance contribution is 1.859; the eigenvalue of the fifth component is 0.005, and its variance contribution is 0.046.

As shown in Figure 3, the cumulative variance contribution rate of the first two principal components reaches 92.701%, which indicates that only the numerical changes of the first two principal components need to be analyzed.

As shown in Figure 4, the index with the highest weight in the first principal component is the proportion of fiscal revenue, which is 0.986. The second is the proportion of the secondary industry and the tertiary industry. In the second principal component, the index of per capita consumption with the highest weight is 0.365. This shows that the financial revenue and the proportion of the secondary and tertiary industries play a greater role in the economic indicators affecting the regional economic development.

4.2. Results of Cluster Analysis of Social Indicators. The data of average consumption of urban and rural households, social infrastructure construction projects, population growth, and aging population proportion in the region from 2015 to 2019 are input into the data mining model based on mobile sensor network positioning technology, which is created in this paper, for clustering analysis.
As shown in Figure 5, the average consumption of urban and rural households and the number of social infrastructure construction projects in the region are increasing year by year, with a cumulative growth of 60.17%, 56.51%, and 96.86%, respectively, in the five years. The population growth rate showed a trend of first growth and then decline, with a cumulative growth rate of 8.44% over the past five years. The proportion of the aging population shows a trend of increasing year by year, with a cumulative increase of 23.23% in the past five years.

According to the clustering results of social indicators, the weights of social indicators are calculated.

As shown in Figure 6, the population growth rate with the highest weight is 0.48 in the first principal component, 0.72 in the second principal component, and 0.39 in the third principal component. This shows that the population growth rate is the most important factor in social indicators. The average consumption of urban households and the number of infrastructure projects have weights of 0.34 and 0.39, respectively, in the first principal component, indicating that these factors also play significant roles.

The calculation results of principal components of natural indexes are shown in Table 3.

![Figure 5: Changes in social indicators.](image)

![Figure 6: The weight value of main components of social indicators.](image)

**Table 3: Calculation results of principal components of natural indexes.**

| Principal component | Characteristic value | Variance contribution rate (%) | Cumulative variance contribution rate (%) |
|--------------------|----------------------|--------------------------------|--------------------------------------------|
| 1                  | 3.547                | 35.472                         | 35.472                                     |
| 2                  | 2.381                | 23.809                         | 59.281                                     |
| 3                  | 1.796                | 17.963                         | 77.224                                     |
| 4                  | 1.056                | 10.563                         | 87.807                                     |
| 5                  | 0.404                | 4.041                          | 91.848                                     |
| 6                  | 0.311                | 3.112                          | 94.960                                     |
| 7                  | 0.257                | 2.569                          | 97.529                                     |
| 8                  | 0.114                | 1.142                          | 98.671                                     |
| 9                  | 0.087                | 0.871                          | 99.542                                     |
| 10                 | 0.046                | 0.458                          | 100.000                                    |
growth rate and the average consumption of urban households play a greater role in the social indicators affecting the regional economic development.

4.3. Results of Natural Index Cluster Analysis. The data of pollution emissions and treatment costs, energy consumption, and resource storage in the region from 2015 to 2019 are input into the data mining model based on mobile sensor network positioning technology, and cluster analysis is conducted. Because there are many subindexes in natural indexes, it is necessary to reduce the dimension. The principal component analysis model is used to analyze the data and calculate the eigenvalue, variance contribution rate, and cumulative variance contribution rate.

As shown in Table 3, the eigenvalue of the first principal component is 3.547, and its variance contribution rate is 35.472%. The eigenvalue of the second principal component is 2.381, and its variance contribution rate is 23.809%. The eigenvalue of the third principal component is 1.796, and its variance contribution rate is 17.963%. The eigenvalue of the fourth principal component is 1.056, and its variance contribution rate is 10.563%.

As shown in Figure 7, the cumulative variance contribution rate of the first four principal components reaches 87.807%, which indicates that only the numerical changes of the first four principal components need to be analyzed.

As shown in Figure 8, the pollution emission with the highest weight in the first principal component is 0.47; the highest weight in the second principal component is 0.48; the highest weight in the third principal component is 0.34; and the highest weight in the fourth principal component is 0.27.

| Principal component | Characteristic value | Variance contribution rate (%) | Cumulative variance contribution rate (%) |
|---------------------|----------------------|---------------------------------|-------------------------------------------|
| 1                   | 5.045                | 50.453                          | 50.453                                    |
| 2                   | 2.089                | 20.891                          | 71.344                                    |
| 3                   | 1.800                | 18.003                          | 89.347                                    |
| 4                   | 0.692                | 6.924                           | 96.271                                    |
| 5                   | 0.373                | 3.729                           | 100.000                                   |

Table 4: Calculation results of principal components of educational science and technology indicators.
total energy consumption, which is 0.48; and the pollution emission with the highest weight in the third principal component is 0.34. In the fourth principal component, the highest weight is energy storage, which is 0.27. This shows that the two factors of pollution emission and total energy consumption play an important role in the natural indicators of regional economic development.

4.4. Cluster Analysis Results of Educational Science and Technology Indicators. The data of education funds, the number of students and teachers, scientific research funds, and patent applications in this region from 2015 to 2019 are input into the data mining model based on mobile sensor network positioning technology, and cluster analysis is conducted. As shown in Table 4, the eigenvalue of the first principal component is 5.045, and its variance contribution rate is 50.453%. The eigenvalue of the second principal component was 2.089, and its variance contribution rate was 20.891%. The eigenvalue of the third principal component is 1.8, and its variance contribution rate is 18.003%.

As shown in Figure 9, the cumulative variance contribution rate of the first three principal components reaches 89.347%, which indicates that only the numerical changes of the first three principal components need to be analyzed.

As shown in Figure 10, in the first principal component, the highest weight is education funding, which is 0.61; in the second principal component, the highest weight is scientific research funding, which is 0.3; in the third principal component, the number of students is the highest, which is 0.33. This shows that the education funds, scientific research funds, and the number of students play an important role in the development of the regional economy.

5. Conclusions

The C-means clustering method has the advantages of less calculation, stronger robustness, and faster processing speed, which is suitable for clustering analysis of economic samples. Therefore, this paper combines the mobile sensor network localization technology based on sequential Monte Carlo
and C-means clustering method to establish the data mining model. Following the principles of comprehensiveness, objectivity, periodicity, and independence, the indicators of economy, society, nature, and education science and technology which can reflect the comprehensive content of regional economic sustainable development are selected.

Through cluster analysis and principal component analysis of the relevant index data of a certain region, we find that among many factors, financial income, average consumption level of urban households, pollution emissions, total energy consumption, and education funds are particularly important. This paper accomplishes the following: (1) a comprehensive analysis of the regional economy based on emerging mobile sensor network technology and data mining techniques; (2) production function analysis is used to measure economies of scale and agglomeration economies. The relationship between total output and the agglomeration index of factor inputs is derived as an effective measure of agglomeration economy to measure the state of unity of industry distribution sectors.

Due to the limited time and knowledge, there are still some deficiencies in this study. In the selection of sample data, only the data of nearly five years are used, but the growth of some development indicators shows a long periodicity, and the data of five years may be difficult to reflect its change law. The C-means clustering method is suitable for the analysis of economic samples, but its own shortcomings are ignored in this study. Therefore, in the future research work, we need to increase the selection range of sample data and improve the C-means clustering method to make its performance better.
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