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Abstract: The output of the network in a deep learning (DL) based single-user signal detector, which is a normalized $2 \times 1$ class score vector, needs to be transmitted to the fusion center (FC) by occupying a large amount of the communication channel (CCH) bandwidth in the cooperative spectrum sensing (CSS). Obviously, in cognitive radio for vehicle to everything (CR-V2X), it is particularly important to propose a method that makes full use of the bandwidth-constrained CCH to obtain the optimal detection performance. In this paper, we firstly propose a novel single-user spectrum sensing method based on modified-ResNeXt in CR-V2X. The simulation results show that our proposed method performs better than two advanced DL based spectrum sensing methods with shorter inference time. We then introduce a quantization-based cooperative spectrum sensing (QBCSS) algorithm based on DL in CR-V2X, and the impact of the number of reported bits on the sensing results is also discussed. Through the experimental results, we conclude that the QBCSS algorithm reaches the optimal detection performance when the number of bits for quantizing local sensing data is 4. Finally, according to the conclusion, a bandwidth-constrained QBCSS scheme based on DL is proposed to make full use of the CCH with limited capacity to achieve the optimal detection performance.
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1. Introduction

Improving road safety has attracted the attention of academia and industry due to the increasing number of vehicles on the road. One potential solution to prevent traffic accidents is to develop safety applications based on vehicle to everything (V2X). In addition, with the development of the social economy, in-vehicle infotainment continues to increase. A rise in the number of applications and services has posed challenges to the limited spectrum resources that have been allocated to V2X [1].

Cognitive radio (CR) is an efficient technology to alleviate spectrum scarcity. It enables unauthorized/secondary user (SU) to utilize the underused spectrum resources, provided that they do not cause harmful interference to the authorized/primary user (PU). To realize CR technology in V2X, cognitive radio for V2X (CR-V2X) has been proposed [2]. CR-enabled vehicles can opportunistically access additional licensed spectrum, for example, TV whitespace spectrum, according to the quality-of-service requirements of the applications [1]. As a key component of identifying idle licensed spectrum in CR systems, spectrum sensing is vital to CR-V2X.

Spectrum sensing which has been fully studied in conventional CR networks [3] is still in the development stage in CR-V2X. Due to a series of effects brought by the high-speed movement of vehicles, CR-V2X has its unique features compared with the conventional static CR networks, such as the fluctuation of wireless communication channels over time and space, the dynamics of the network topology and diverse environments where the network is located [1,4].
There are three main conventional CR-V2X spectrum sensing technologies—including energy detection, cyclostationary feature detection, and matched filter detection. Energy detection is widely used in CR-V2X due to its simplicity and no need for prior knowledge of the PU signal [5,6]. To judge the existence of the PU, the energy detector compares the strength of the received signal with a predetermined threshold [7]. However, the energy detector fails to work when the signal to noise ratio (SNR) is low, which is known as the SNR-wall [8]. Cyclostationary feature detection exploits the periodicity of the correlation of the modulated signal, which can distinguish PU signal from noise signal because the PU signal is a kind of modulated signal while the noise is not [9,10]. In addition, a detector-based on cyclostationary feature which can detect a PU signal in low SNR and identify the type of modulation signal. Nevertheless, this detection technique is not widely used in CR-V2X because of its need for prior knowledge of the PU signal and complex calculation of the spectral correlation function [2]. Compared with energy detection and cyclostationary feature detection, matched filter detection performs best due to its perfect knowledge of PU signal features in advance [11]. However, techniques based on the matched filter are usually aimed at scenarios where the PU signal is deterministic. The inaccurate demodulated relevant information which is stored in the SU database in advance will greatly deteriorate the detection performance. Therefore, matched filter detector is hardly applied to CR-V2X.

As the essence of spectrum sensing is a binary classification problem. Recently, deep learning (DL) for spectrum sensing has gained remarkable performance in conventional CR networks. The authors in [12] employ a convolution neural network (CNN) to solve spectrum sensing. They used the pre-processed cyclostationary feature and energy feature extracted from the presence of the PU signal and the presence of only the noise signal to train the CNN model to achieve higher detection probability than cyclostationary feature detection. To explore the data-driven test statistic for spectrum sensing, Liu et al. [13] introduced a deep neural network (DNN)-based detection framework. They used the sample covariance matrix as the input of a CNN, and analyzed the theoretical performance of CNN-based methods for the first time. One kind of CNN model for spectrum sensing tasks considered in [14] is the residual network (ResNet) model. To overcome the problem of noise power uncertainty, they normalized the power of sample and used the power spectrum as the input of ResNet, which showed better performance than the maximum–minimum eigenvalue ratio-based method and frequency domain entropy-based method. Inspired by the result of [15] where convolutional long short-term deep neural networks (CLDNN) performs best in modulation recognition tasks, a deep learning based detector using CLDNN is proposed in [16], which is applicable for arbitrary types of PU signals with no additional information of the signal. Given that the sensing result of individual SUs is susceptible to errors due to the hidden PU problem, a novel DNN-based cooperative spectrum sensing (CSS) scheme which is named as deep cooperative sensing (DCS) is proposed in [17]. It can autonomously learn from training samples of distributed sensing nodes to obtain the optimal CSS strategy. Unlike DCS, a DL based cooperative detection system named ‘SoftCombinationNet’ is proposed to exploit the soft information from distributed sensing nodes [16]. All the above papers deduced that DL technology performs the task of spectrum sensing better as compared to the conventional sensing methods in static CR networks.

Unlike the conventional CSS system where a specific fusion rule is adopted to combine the decision information from the distributed nodes, that the ‘SoftCombinationNet’ proposed in [16] can directly learn the best fusion rule through training and provide substantial performance gain over conventional CSS methods. Unfortunately, because what is sent to the fusion center (FC) through the communication channel (CCH) is the score vector of two hypotheses about PU signal obtained by the local DL based spectrum sensing method, it will pose a huge challenge for V2X with bandwidth-constrained CCH. As the CR-V2X system can only tolerate low transmitting overhead, it is necessary to compress the result derived by the single-user spectrum sensing based on the DL algorithm before transmitting
to the FC. Motivated by the conclusion obtained in [16,18], in this paper, we propose a bandwidth-constrained quantization-based cooperative spectrum sensing (QBCSS) scheme based on DL. The major contributions of this paper can be summarized as follows:

(1) We propose a novel single-user spectrum sensing based on modified-ResNeXt in CR-V2X, which shows better detection performance than two advanced DL based spectrum sensing methods as mentioned above [14,16] and decent generalization ability for different vehicle velocities.

(2) Based on the SoftCombinationNet proposed in [16], we study how many bits should be reported in QBCSS to achieve detection performance close to that of spectrum sensing with raw sensing results. Through simulation results, we conclude that only four bits of QBCSS are needed to achieve the optimal detection performance.

(3) According to the conclusion drawn in (2), considering the bandwidth-constrained CCH in CR-V2X, we propose a bandwidth-constrained QBCSS scheme to make full use of the CCH with limited capacity to achieve the best detection performance.

The rest of this paper is organized as follows. In Section 2, we describe the system model. The single-user spectrum sensing scheme based on modified-ResNeXt in CR-V2X and simulation results of the proposed algorithm are provided in Section 3. The proposed QBCSS based on SoftCombinationNet is introduced in Section 4, and we also provide the simulation results in this section. Section 5 concludes the paper.

2. System Model

We consider a CR-V2X system consisting of one PU and B cognitive vehicles equipped with CR devices. For the sake of simplicity, we assume that the vehicles are moving with a constant velocity \( v \). To avoid wasting resources, only when the currently available spectrum resources cannot meet the communication requirements of the system, the vehicle will enable the CR device to search for an idle licensed frequency band to transmit data. The PU signal transmitter will transmit the PU signal on the authorized frequency band when it is occupied. The SU performs spectrum sensing based on the sample values on the frequency band of interest. The PU signal detection at the SU can be modeled as the following binary hypothesis testing problem [19]

\[
x(t) = \begin{cases} n(t), & H_0 \\ h(t)s(t) + n(t), & H_1 \end{cases},
\]

where \( x(t) \) is the signal received by the SU, \( s(t) \) is the signal transmitted by the PU, \( n(t) \) is a zero-mean additive white Gaussian noise (AWGN) with a variance \( \sigma_n^2 \), \( h(t) \) is the sensing channel gain between the PU and the SU. The power attenuation \( g(t) \) from transmitter to receiver is given by

\[
g(t) = |h(t)|^2 = \beta(d(t)) \cdot \varphi \cdot \alpha,
\]

where \( d(t) \) is the distance between the PU and SU at time \( t \), then the path-loss is \( \beta(d(t)) \). \( \varphi \) and \( \alpha \) are the shadowing fading component and multipath fading component. Also, \( H_0 \) and \( H_1 \) are the two hypotheses denoting the absence and presence of PU in a certain band respectively. Obviously, the problem shown in (1) can be viewed as a classification problem with two categories. One of the categories is \( D_0 \), which means that the sensing result of the SU is that the licensed frequency band to be detected is idle, so the SU can access it. The other category is \( D_1 \), which means that the sensing result of the SU is that the licensed frequency band to be detected is being occupied, so the SU cannot access it. Like the measurement indicators used in [14,16], we also use the probability of detection \( P_d \) and the probability of false alarm \( P_f \) to measure the performance of the spectrum sensing algorithm, which are defined as

\[
P_d = P(D_1|H_1),
P_f = P(D_1|H_0).
\]
The values obtained by the cognitive vehicle sampling the modulated signal propagated through the fading channel in the CR-V2X scenario can be written as
\[ x = [x_1, x_2, \ldots, x_i, \ldots x_N], \quad (4) \]
where \( x_i \) represents the \( i \)-th sample value of received time domain complex signal \( x \), \( N \) represents the sample length of the received signal. To enhance the generalization ability of the sensing model, energy normalization is performed prior to training or inferring. Then, the sample value after energy normalization can be expressed as
\[ x' = \frac{x}{\sqrt{\text{energy}_x}}. \quad (5) \]
where \( \text{energy}_x = \sum_{i=1}^{N} |x_i|^2 \). Therefore, the processed dataset \( y \) that is to be fed into the deep learning model can be written as
\[ y = \{ (x'_1, b_1), (x'_2, b_2), \ldots, (x'_K, b_K) \}, \quad (6) \]
where \( x_i \) denotes the \( k \)-th sample of the dataset after energy normalization, \( K \) denotes the size of the dataset, \( b_k \) denotes the label corresponding to the \( k \)-th sample of the dataset. The value of \( b_k \) is either 0 or 1. When the hypothesis is \( H_0 \), \( b_k = 0 \), and when the hypothesis is \( H_1 \), \( b_k = 1 \). Furthermore, to facilitate the calculation of cross entropy, we use a one-hot vector to represent the label \( b_k \) as
\[ b_k = \begin{cases} [0, 1], & H_0 \\ [1, 0], & H_1 \\ \end{cases}. \quad (7) \]

Finally, the output of the DL model is a \( 2 \times 1 \) class score vector \([20]\), which can be written as
\[ p_{\theta}(x'_k) = \begin{bmatrix} p_{\theta|H_0}(x'_k) \\ p_{\theta|H_1}(x'_k) \end{bmatrix}, \quad (8) \]
with
\[ p_{\theta|H_0}(x'_k) + p_{\theta|H_1}(x'_k) = 1. \quad (9) \]
where \( \theta \) denotes the parameter of the DL model, and \( p_{\theta}(\cdot) \) denotes the expression of the entire model. The training process of the model is to find the optimal solution \( \theta^* \) of \( \theta \) which satisfies \([20]\)
\[ \theta^* = \arg \max_\theta H(\theta), \quad (10) \]
where \( H(\theta) = \prod_{k=1}^{K} p_{\theta|H_0}(x'_k)^{1-b_k} p_{\theta|H_1}(x'_k)^{b_k} \), and we adopt the cross-entropy loss function \([17]\) in this paper, which can be written as
\[ L(\theta) = -\sum_{k=1}^{K} b_k \log p_{\theta}(x'_k) + (1 - b_k) \log (1 - p_{\theta}(x'_k)). \quad (11) \]
The smaller the value of \( L(\theta) \), the closer the predicted label is to the actual label and the better the performance of the model. In this case, when the \( p_{\theta}(x'_k) \) satisfies
\[ p_{\theta|H_0}(x'_k) > p_{\theta|H_1}(x'_k), \quad (12) \]
the final decision made by the model is \( D_0 \), otherwise the decision is \( D_1 \).

3. Single-User Spectrum Sensing Based on Modified-ResNeXt in CR-V2Xs
3.1. Network Architecture

Inspired by the result of \([21]\) where ResNeXt performs well on the ILSVRC 2016 classification task, we also adopt this kind of architecture in this paper. Compared with ResNet, ResNeXt inherits the idea of ResNet while incorporating the idea of split-transform-
merge of Inception network [22], so the classification effect is naturally better than ResNet. When the basic building blocks of ResNet have the same complexity as the basic building blocks of ResNeXt, the accuracy of the network adopting the basic building blocks of ResNeXt is higher [21]. The basic modified-ResNeXt module whose cardinality is 4 is considered in this paper, as shown in Figure 1. Based on the basic building module, the details of the modified-ResNeXt structure constructed in this paper is shown in Table 1, where 'MaxPool1D' denotes the one-dimensional max-pooling layer, 'AvgPool1D' denotes the one-dimensional average pooling, 'Fc' denotes the fully connected layer. The first parameter in the pooling layer represents the pooling size, the second parameter represents the type of pooling, that is, max-pooling or average-pooling, the third parameter represents the step size of pooling, the last two parameters ‘S’ and ‘F’ have the same meaning as the convolutional layer. As for the fully connected layer, the first parameter represents the number of nodes and the last parameter represents the activation function.

**Figure 1.** Basic modified-ResNeXt module, where the first parameter denotes the number of convolutional kernels, the second parameter ‘Conv1D’ denotes the one-dimensional convolutional layer, the third parameter denotes the size of convolutional kernels, the fourth parameter ‘S’ denotes padding to the same size, the fifth parameter ‘F’ denotes channel order of the input data immediately follows the batch, the last parameter ‘R’ denotes Relu activation function.

**Table 1.** Structure of proposed modified-ResNeXt.

| Index | Layer                                      |
|-------|--------------------------------------------|
| 1     | 48, Conv1D, 15, S, F, R                   |
| 2     | 60, Conv1D, 7, S, F, R                    |
| 3     | 3, MaxPool1D, 2, S, F                     |
| 4     | 32, basic modified-ResNeXt module         |
| 5     | 32, AvgPool1D, 1, S, F                    |
| 6     | Flattern                                  |
| 7     | 32, Fc, Relu                              |
| 8     | Dropout (0.2)                             |
| 9     | 2, Fc, Softmax                            |
3.2. Dataset Generation

For the dataset, we use MATLAB to generate the modulated signal whose modulation mode is BPSK, and the SNR ranges from $-20$ dB to $20$ dB with an interval of $1$ dB. The modulated signal is sampled with the length of 1024 after propagating through the V2X channel under urban and highway environments as described in [23,24]. The number of samples for each SNR is 1000, so the final dataset size is $4000 \times 2 \times 1024$, where 2 denotes every point is a complex number, which can be divided into real and imaginary parts. Then the entire dataset is partitioned into three different sets for training, validation, and testing with a commonly used split ratio of 3:1:1. To verify the generalization ability of the model, we also test the detection performance of a well-trained network over signals with different vehicle velocities from the training signals.

3.3. Simulation Results

In this section, extensive simulation results are provided to demonstrate the performance of the proposed model. Also, the impact of vehicle velocity is investigated. Considering the constant false alarm rate detector, we use the customized two-stage training strategy proposed in [16].

3.3.1. Comparison with Different Models

Figure 2 compares the detection performance of the proposed model with three other models, namely ResNet [14], DetectNet [16], and conventional energy detection. Considering that under high SNR (here refers to greater than $-4$ dB), the detection probability of various algorithms has reached the maximum value of 1, so only the part in the range of $-20$ dB to $-4$ dB is shown in Figure 2. It can be observed that the detection performance of any spectrum sensing algorithm based on DL is much better than that of conventional energy detection, especially in low SNR, the detection performance gap between them is more obvious. The value of $P_d$ in our proposed model reaches 97% at $-13$ dB with lower $P_f$, which is 5% higher than that of ResNet and 9% higher than that of DetectNet under urban environment. In addition to detection performance, we also compare the inference time of our proposed model with ResNet and DetectNet, as shown in Figure 3. It can be seen that, no matter what kind of V2X communication environment, the model proposed in this paper with the shortest inference time outperforms two other DL models, which is vital for the latency-sensitive V2X. Furthermore, the number of parameters, model size and floating point of operations (FLOPs) of various DL models are compared in Table 2. It is not difficult to find that the parameter quantity of the model proposed in this paper is about one order of magnitude smaller than that of ResNet and three orders of magnitude smaller than that of DetectNet. Besides, the capacity of storage space required by our proposed model is about one-thousandth of that required by DetectNet, and is less than one-fifth of that required by ResNet. Moreover, the FLOPs required by our proposed model are about one order of magnitude smaller than that of ResNet and two orders smaller than that of DetectNet. Therefore, the proposed algorithm can not only guarantee detection performance but also effectively shorten sensing time, saving a certain capacity of storage space and computing resources in CR-V2X.

Table 2. Comparison of attributes different deep learning models. The attributes involved in the comparison are parameter amount, model size, and FLOPs.

| Model            | Parameter Amount | Model Size (MB) | FLOPs       |
|------------------|------------------|-----------------|-------------|
| DetectNet        | $6.4 \times 10^7$ | 728.96          | $1.3 \times 10^8$ |
| ResNet           | $3.9 \times 10^5$ | 4.71            | $9.4 \times 10^6$ |
| modified-ResNeXt | $6.3 \times 10^4$ | 0.88            | $1.2 \times 10^6$ |
Figure 2. Detection performance of various algorithms. (a) Detection performance under urban environment; (b) Detection performance under highway environment.

Figure 3. Inference time of various deep learning models. (a) Inference time under urban environment; (b) Inference time under highway environment.

3.3.2. Impact of Vehicle Velocity

Figure 4 illustrates the generalization ability of our proposed model. In particular, we test the detection performance of a well-trained network over signals with different vehicle velocities under urban and highway environments. As can be observed, the modified-ResNeXt provides decent generalization under these two environments. Furthermore, as the vehicle speed increases, the detection performance of modified-ResNeXt under urban environment gradually decreases. This is because the higher the vehicle speed, the faster the channel conditions fluctuate, and the more severe the signal fading. However, under the highway environment, the vehicle speed is already high enough, so the overall detection performance of the system has stabilized as the vehicle speed increases.
Therefore, the local sensing result $p_\theta(x'_j)$ obtained by the single-user neural network has a total of $2^M$ values after quantization, and the number of quantization intervals thus obtained is $2^M$. The quantization threshold vector $t$ is given by

$$t = \left[0, \frac{1}{2^M}, \frac{2}{2^M}, \ldots, \frac{2^M - 1}{2^M}, 1\right].$$  

(14)

Then, the local sensing result $p_\theta(x'_j)$ obtained by the $j$-th cognitive vehicle participating in CSS can be coded as $D_j$ uploading to the FC through the CCH according to the following quantizer

Figure 4. Generalization ability to different velocities, where “a km/h->b km/h” denotes signals at a speed of b km/h to be tested in a well-trained network over signals at a speed of a km/h. (a) Detection performance under urban environment; (b) Detection performance under highway environment.
Electronics 2021, 10, 1315

\[
D_j = \begin{cases} 
00\cdots00, & 0 \leq p_{\theta|H_0}(x'_k) \leq \frac{1}{2^M} \\
00\cdots01, & \frac{1}{2^M} < p_{\theta|H_0}(x'_k) \leq \frac{2}{2^M} \\
& \vdots \\
11\cdots10, & \frac{2^M-2}{2^M} < p_{\theta|H_0}(x'_k) \leq \frac{2^M-1}{2^M} \\
11\cdots11, & \frac{2^M-1}{2^M} < p_{\theta|H_0}(x'_k) \leq 1 
\end{cases}
\]  

(15)

After the FC receives the data from the cognitive vehicle participating in CSS, it adopts the random function to decode the data into \( p'_\theta(x'_k) \) as the following dequantizer

\[
p'_\theta(x'_k) = \begin{cases} 
p'_{\theta|H_0}(x'_k) = random\left(0, \frac{1}{2^M}\right), & 00\cdots00 \\
1-p'_{\theta|H_0}(x'_k), & M \text{ in total} \\
p'_{\theta|H_0}(x'_k) = random\left(\frac{1}{2^M}, \frac{2}{2^M}\right), & 00\cdots01 \\
1-p'_{\theta|H_0}(x'_k), & M \text{ in total} \\
& \vdots \\
p'_{\theta|H_0}(x'_k) = random\left(\frac{2^M-2}{2^M}, \frac{2^M-1}{2^M}\right), & 11\cdots10 \\
1-p'_{\theta|H_0}(x'_k), & M \text{ in total} \\
p'_{\theta|H_0}(x'_k) = random\left(\frac{2^M-1}{2^M}, 1\right), & 11\cdots11 \\
1-p'_{\theta|H_0}(x'_k), & M \text{ in total} 
\end{cases}
\]  

(16)

Finally, \( p'_\theta(x'_k) \) is sent to SoftCombinationNet for training.

4.1.2. Simulation Results and Discussions

Figure 5 depicts the detection performance of QBCSS with different bits of quantized information. For illustration purpose, the Logical-OR (LO) rule is used in the conventional cooperative detection scheme, since it in general yields the highest \( P_d \). Comparing the performance of ‘SoftCombinationNet’ (SCN) and LO, we find that these two curves are very close at high SNR. Also, it is obvious that the detection performance of single-node spectrum sensing is much worse than that of CSS. This is because CSS effectively utilizes the spatial diversity of distributed sensing nodes. Furthermore, the more quantized information bits obtained by the single-user, the better the QBCSS performs. Due to the excessive randomness of ONBSCN, the quantization scheme with one-bit of information is not considered in practical applications. However, when the number of quantized information bits of the local spectrum sensing result is 4, the detection performance of the QBCSS is very close to that of SCN which is of no quantization. Taking the limited resources of the vehicle CCH into account, more quantized information bits are meaningless, and the saved CCH capacity can be used for the transmission of other vehicle information. Therefore, it can be concluded that when the number of quantized information bits of the local spectrum sensing result is 4, the detection performance of QBCSS is optimal.
Figure 5. Detection performance of QBCSS over different quantized information bits. (a) Five-node QBCSS; (b) eight-node QBCSS. Where "ONBSCN" represents one-bit quantization, "TWBSCN" represents two-bit quantization, "THBSCN" represents three-bit quantization and "FOBSCN" represents four-bit quantization.

4.2. Bandwidth-Constrained Quantized Collaboration Scheme Based on Deep Learning

The bandwidth-constrained quantized collaboration scheme based on DL in this paper requires pre-stored data in the database, which are the combinations of the number of the cognitive vehicle that actually participate in CSS and their quantized information bits of the local spectrum sensing results. Given the upper limit of the bandwidth of the vehicle CCH, for the sake of simplicity, we assume that the total number of bits of information used by the vehicles to transmit the sensing result is $L$, the number of the cognitive vehicle that can participate in CSS is $B$, the number of the cognitive vehicle that actually participates in CSS is $b$ and the number of quantized information bits of the local spectrum sensing results allocated to each cognitive vehicle participating in CSS is $m$. Then, for a given pair of $\{B, L\}$, combined with the discussion in Section 4.1.2, the optimal combination scheme can be seen as the answer to the optimization

$$[b^*, m^*] = \arg\max_{(b, m)} p_d^{(B, L)}(b, m)$$

subject to

$$\begin{align*}
C1 & : 0 \leq bm \leq L \\
C2 & : 0 \leq m \leq 4 \\
C3 & : b, m \in N^*
\end{align*}$$

(17)

where $p_d^{(B, L)}(b, m)$ represents the detection probability corresponding to each combination under the aforementioned assumptions.

The optimal solution to (17) can be easily obtained by a discrete search along with both $b$ and $m$. Consequently, the algorithm for finding $\{b^*, m^*\}$ is given as Algorithm 1.
Algorithm 1

**Enumeration method to find \([b, m]\)**

1. Initialize \(P_0^* = 0\), \(\arg\max_{(b, m)} P_d^{(1, L)}(b, m) = (1, 1)\)
2. **For** \(i = 2, \ldots, B\) **do**
   1. If \(i \leq L\)
      1. \(\arg\max_{(b, m)} P_d^{(i, L)}(b, m) = \arg\max_{(b, m)} P_d^{(i-1, L)}(b, m)\)
3. **For** \(j = 1, \ldots, 4\) **do**
   1. If \(ij \geq L\)
      1. \(j = -\)
4. If \(P_d^{(i, L)}(i, j) > P_d^*?\) then
   1. \(P_d^* = P_d^{(i, L)}(i, j)\)
   1. \([b^*, m^*] = [i, j]\)
5. **End if**
6. **End if**
7. **End for**
8. **End if**
9. **End for**

Thus, based on the prepared database, the process of the QBCSS in bandwidth-constrained CR-V2Xs based on DL can be described as Algorithm 2.

Algorithm 2

**QBCSS in bandwidth-constrained CR-V2Xs based on DL**

1. The FC confirms the capacity of the CCH and the number of vehicles that can participate in CSS
2. The FC selects the optimal solution from the database based on the information obtained in the first step
3. The FC notifies vehicles that need to participate in CSS based on the location of the vehicle
4. The notified vehicle performs local spectrum sensing
5. The cognitive vehicles upload the quantified local spectrum sensing results to the FC
6. The FC dequantizes the received quantitative information to restore the class score vector
7. The FC makes the final decision

It should be noted that the third step is to select the vehicle closest to the PU based on the location.

4.3. Simulation Results

In this section, we assume that \(L = 10\) and \(B = 10\). Then, the candidate optimal combination schemes found through the enumeration method are shown in Table 3.

**Table 3. Candidate optimal combination scheme.**

| Number of Vehicles Participating in CSS | Number of Quantified Information Bits |
|----------------------------------------|---------------------------------------|
| 2                                      | 4                                     |
| 3                                      | 3                                     |
| 4                                      | 2                                     |
| 5                                      | 2                                     |

In Figure 6, we compare the detection performance of the combination scheme shown in Table 3. It can be observed that the CSS performs best when the number of vehicles participating in CSS is 5 and the number of quantized information bits of the local spectrum sensing results allocated to each vehicle participating in CSS is 2. At the same time, it can be observed that the higher the utilization rate of the bandwidth-constrained CCH, the better the detection performance of the system. Furthermore, when the total number of bits
of information reported by vehicles is the same in the two combination schemes, the more vehicles participating in the CSS, the better the detection performance. This is consistent with our purpose of introducing cooperation.

![Detection performance of the candidate optimal combination scheme. Where 'a user b bit' means the number of cognitive vehicles is 'a' and the number of quantified information bits is 'b'.](image)

**Figure 6.**

5. Conclusions

In this paper, we first propose a DL based single-user spectrum sensing model called modified-ResNeXt in CR-V2Xs. It shows an improvement in detection performance than two other well-performing algorithms, that is ResNet and DetectNet. Specifically, when the SNR equals $-13$ dB under urban environment, the $P_d$ of the proposed model is 5% higher than that of ResNet and 9% higher than that of DetectNet, but with lower $P_f$, shorter inference time, smaller model size. Also, the DL based detector provides decent generalization over signals with different vehicle velocities under urban and highway environment. Then, taking the upper limit of the bandwidth of the vehicle CCH into account, we discuss how many bits should be reported in QBCSS based on DL, and conclude that when the number of quantized information bits of the local spectrum sensing result is 4, the detection performance achieves optimal. Based on this conclusion, a bandwidth-constrained quantized collaboration scheme based on DL is proposed to make full use of the CCH with limited capacity to achieve optimal detection performance.
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