Structure optimization design of a thin-film diffraction imaging system based on the Kriging model and the improved particle swarm optimization algorithm
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Abstract. A thin-film diffraction imaging system is a type of space telescope imaging system with high resolution and loose surface tolerance often used in various fields, such as ground observation and military reconnaissance. However, because this system is a large and flexible multi-body structure, it can produce flexural vibration easily during the orbit operation, which has a serious effect on the attitude stability of the system and results in low pointing accuracy. Therefore, this study proposes an optimization method based on the Kriging model and the improved particle swarm optimization algorithm to improve the stability and optimize the structure of the entire system. Results showed the area–mass ratio of the thin-film diffraction imaging system decreased by 9.874 %, the first-order natural frequency increased by 23.789 %, and the attitude stability of the thin-film diffraction imaging system improved.

1 Introduction

A thin-film diffraction imaging system is a type of space telescope imaging system that uses a diffractive lens as the main mirror. Compared with traditional reflective telescopes, this system has high resolution and loose surface tolerance, which can improve the anti-interference ability of the optical system, and is used widely in various fields, including ground observation and military reconnaissance (Liu et al., 2018; He et al., 2020; Zhu et al., 2019). However, because this system is a large and flexible multi-body structure with a low natural frequency, the interference torque from inside and outside the satellite will induce an on-orbit vibration that has a serious effect on the attitude stability (Chen et al., 2021a, b). Therefore, establishing an accurate and effective structure optimization design for the thin-film diffraction imaging system is necessary to improve the natural frequency and enhance the attitude stability of the system (Tan et al., 2020).

Several works involving the optical structure of a thin-film diffraction imaging system have been conducted. In 2010, the Defense Advanced Research Projects Agency launched the Membrane Optical Imager for Real-Time Exploitation program and developed key technologies, such as diffractive films, onboard processing, and compression (Atcheson et al., 2014; Domber et al., 2014; Lee et al., 2016). In the same year, Deba et al. (2011) of the France National Space Research Center proposed a space diffraction telescope structure based on the Fresnel diffraction array. To study the mechanical structure of space cameras, Wei et al. (2017) used a weighted optimization method to optimize the truss support structure of space cameras, which improved the static and dynamic performances because the supporting structure between the main optical elements must maintain good rigidity and stability to ensure the positional relationship among the optical elements and accuracy of the ground observation. Han et al. (2019) proposed a scissors double-ring truss deployable mechanism to improve the rigidity of the antenna structure. However, the existing space support structure optimization method cannot determine how to build a complex functional model between the structural parameters and the natural frequency (Yuan and Yang, 2019; Yuan and Zhu, 2021).
At present, the mostly commonly used methods in the construction of approximate function models include response surface, neural network, and radial basis function models (Keshtegar et al., 2018; Kim et al., 2018; An et al., 2019). Compared with these methods, the Kriging model has global and local statistical characteristics and the ability to analyze the trends and dynamics of known information (Zhang et al., 2013b). Ye et al. (2018) used the Kriging model to correct the error between the measured and calculated values and combined it with the improved particle swarm optimization algorithm for application to the optimal design of electromagnetic devices. Bu et al. (2018) completed the multi-objective optimization design of a flywheel motor by considering the Kriging-model-based rotational inertia. Particle swarm optimization, the genetic algorithm, and the simulated annealing algorithm are often used to solve the global optimization problem of nonlinear multi-objective complex engineering systems. Chan et al. (2018) used the genetic algorithm to optimize the shape of Savonius turbine blades to improve the performance of Savonius wind turbines. Rehman et al. (2019) proposed the improved quantum-inspired particle swarm optimization algorithm that enhances the global search capability by adding enhancement factors to avoid premature convergence and improve the optimization efficiency of the algorithm. Wang et al. (2011) optimized the structural parameters of rollover protective structures (ROPS) by combining the Kriging model and the genetic algorithm, which effectively improved the energy absorption capacity of ROPS. Zhang et al. (2013a) used a design method based on the Kriging model and the genetic algorithm for parameter optimization to optimize the parameters of large-scale ball mill gears, which improved the reliability of the structure. Lv et al. (2018) proposed the improved particle swarm optimization algorithm based on the last-eliminated principle and an enhanced local–global information sharing capability to solve engineering optimization problems. Compared with the traditional particle swarm optimization algorithm, this algorithm has the advantages of not easily falling into local optimum and overcoming premature convergence, which effectively reduces the number of iterations and greatly improves the computational efficiency.

This study proposes a method based on the Kriging model and the improved particle swarm optimization algorithm to optimize the structure of thin-film diffraction imaging systems. A thin-film diffraction imaging system has multiple structural parameter variables. Thus, the quality and stability of the system structure are greatly affected, even by a very slight change in the structural parameters of the system. Aiming at the structural particularity of the thin-film diffraction imaging system, Kriging and the improved particle swarm optimization method can accurately establish the mathematical model between structural parameters and system frequency, with the advantage of high convergence accuracy. The remainder of this paper is organized as follows. A design of the initial topology of the thin-film diffraction imaging system is presented in Sect. 2. The improved particle swarm optimization algorithm and an optimization scheme based on Kriging and multi-objective particle swarm optimization are proposed in Sect. 3. And then a series of optimized structural parameters are obtained from the application of the improved particle swarm optimization algorithm, and the corresponding discussion is presented in Sect. 4. In Sect. 5, conclusions are drawn.

2 Thin-film diffraction imaging system

The thin-film diffraction imaging system is a large-aperture space telescope imaging system that executes transmission imaging as an imaging method. The main mirror material is a thin-film material with a thickness of only tens of microns. The block form of the main mirror should be simplified to control the mirror distortion and improve the reliability of the system and obtain a symmetric main mirror to maintain stability. The structure design diagram of the thin-film diffraction imaging system is shown in Fig. 1. The structure adopts a rotary hinge to connect the two sub-mirror support frames of the system.

This study considers two parts that have considerable effects on the structural rigidity and stability of the system: the main mirror and the truss support structure. Since the optical design index of the thin-film diffraction imaging system determines its structural design size requirements, the system adopts a double-layer ring design, which can effectively increase the film area and improve the imaging quality of the thin-film diffraction imaging system.

The main mirror support structure of the film diffraction imaging system is composed of the diffraction film and the main mirror (Fig. 2).

The truss support structure of the thin-film diffraction imaging system is shown in Fig. 3. The principle of this structure is to convert the bending load of the component into tension and compression loads. This method effectively utilizes the tension- and compression-bearing capacities of the material, which are greater than the bending bearing capacity, improves the rigidity of the imaging system, and adopts the flexible assembly method to reduce manufacturing and processing difficulties. Efficient trusses should have the following basic characteristics. First, the inclined rods should be arranged as far as possible on the 45° diagonal. If the truss structure prohibits the inclined rods to be arranged at this angle, they should be separated as close as possible to an angle of approximately 45°. The structural efficiency will decline substantially if the members are arranged with a small diagonal angle. Second, three supporting hinges should be set on the truss support structure to maintain its folding and unfolding functions. Lastly, because of the anisotropic characteristics of the carbon fiber composite material, a space camera support structure with excellent mechanical and thermal properties should be used in a reasonable layer design.
Figure 1. Overall structure of the thin-film diffraction imaging system.

Figure 2. Schematic of the main mirror support structure of the thin-film diffraction imaging system.

3 Optimization design scheme

3.1 Optimization method flow

The Kriging model and the improved particle swarm optimization algorithm are the main optimization methods used in this study. The optimization process is illustrated in Fig. 4 (Zhang et al., 2013b).

1. Determine the initial topology of the thin-film diffraction imaging system and the system structure design variables, constraints, and optimization objective function, and then parameterize the structural model of the system.

2. Perform modal analysis on the thin-film diffraction imaging system to analyze the mass and frequency characteristics of the initial structure.

3. Determine the upper and lower limits of the design variables according to the size constraints. Subsequently, determine the initial sample points using the Latin hypercube sampling method, substitute each group of
sample points into the finite element software as the size parameters for the modal analysis, and record the first four natural frequencies after removing the rigid body mode (Chen et al., 2018, 2020). Finally, calculate the mass of the system.

4. Determine the correlation parameters of the Kriging model, construct the Kriging proxy model according to the response value, and use the improved particle swarm optimization algorithm to determine the optimal design point.

5. Determine the optimized results, and verify the constraints and convergence conditions. Delete the result if the constraints and convergence conditions are not satisfied. If the result satisfies the constraint conditions but not the convergence ones, return to step (3), add the obtained points to the initial set of sample points to update the Kriging model, and apply it to the next optimization. If the result satisfies both conditions, the result is regarded as the best result.

### 3.2 Kriging model

The Latin hypercube sampling method is adopted to satisfy the principles of uniformity and orthogonality (Liu et al., 2019). As a semi-parametric interpolation method, the Kriging model includes polynomial and random parts (Li et al., 2019; Gong et al., 2019; Xiao et al., 2020), which can be expressed as:

$$y(x) = F(\beta, x) + z(x) = f(x)^T \beta + z(x),$$

where $y(x)$ is the function estimate of the unknown point, $f(x)$ represents the deterministic function, which is assumed to be constant because the random part possesses sufficient ability to capture the change trend of the objective function, $\beta$ is the corresponding regression coefficient of the error of the random distribution, $z(x)$ provides the approximate value of the local error, and $z(x)$ has the following statistical characteristics:

$$E(z(x)) = 0$$  \hspace{1cm} (2)

$$\text{Var}(z(x)) = \sigma^2$$  \hspace{1cm} (3)

$$\text{Cov}[z(x_i), z(x_j)] = \sigma^2[R(\theta, x_i, x_j)]$$  \hspace{1cm} (4)

where $x_i$ and $x_j$ are two arbitrarily selected interpolation points in the sample space, $\theta$ is the model correlation parameter, and $R(\theta, x_i, x_j)$ is the spatial correlation function between the $x_i$ and $x_j$ of the two sample points with parameter $\theta$, which is used to represent the spatial correlation among the training sample points. The Gaussian correlation function is adopted, which is expressed as

$$R(\theta, x_i, x_j) = \prod_{m=1}^{M} \exp(-\theta_m(x_i^m - x_j^m)^2),$$

where $x_i^m$ and $x_j^m$ represent the $m$th element of vector $x_i$ and $x_j$, and $\theta_m$ is the unknown related parameter that must be determined. The linear combination of the known sample point’s response values can be used to estimate the response values of any given sample point. After the derivation, the predicted value of the model is given as

$$\hat{y} = \hat{\beta} + r^T(x)R^{-1}(y - f\hat{\beta}),$$

where $y = [y_1, y_2, y_3, \ldots, y_n]^T$ is the response value, $\hat{y}$ is the estimated value when $f(x)$ is constant, $f$ is the post vector, and $r^T(x)$ is the correlation vector with length $s$ between the untested point $x$ and the sampling data point $\{x_1, x_2, x_3, \ldots, x_n\}$:

$$r^T = [R(x, x_1), R(x, x_2), \ldots, R(x, x_n)]^T$$

where $\hat{\beta}$ is an estimate that can be calculated as

$$\hat{\beta} = (f^TR^{-1}f)^{-1}f^TR^{-1}y.$$
The variance \( \hat{\sigma}^2_z \) can be determined through \( \hat{\beta} \) and \( y \) as
\[
\hat{\sigma}^2_z = \frac{(y - f(\hat{\beta}))^T \beta^{-1} (y - f(\hat{\beta}))}{n_s},
\]  
where \( \theta_k \) is the unbiased estimator of the Kriging model, which can be calculated as
\[
\max_{\theta_k > 0} (\theta_k) = \left( -\frac{1}{2} (n_s \ln(\hat{\sigma}^2_z) + \ln(\det R)) \right).
\]  
The optimal value of \( \theta_k \) can be calculated using the optimization method, and the value of this function is maximized; the Kriging proxy model constructed through this method obtains the highest accuracy. Therefore, the problem of constructing the optimal Kriging model is transformed into a nonlinear unconstrained optimization problem. The improved particle swarm optimization algorithm will then be used to solve the maximization problem of Eq. (10) to obtain the optimal value of \( \theta_k \).

### 3.3 Improved particle swarm optimization algorithm

Particle swarm optimization is an evolutionary calculation method based on swarm intelligence. The system initializes a group of particles randomly through the system and searches for the optimal solution continuously and iteratively (Wang et al., 2018). The iteration formula is as follows:
\[
\begin{align*}
v_{id}^{k+1} &= \omega v_{id}^k + c_1 r_1 (p_{id}^k - x_{id}^k) + c_2 r_2 (g_d^k - x_{id}^k) \quad (11) \\
x_{id}^{k+1} &= x_{id}^k + v_{id}^{k+1},
\end{align*}
\]  
where \( i = 1, 2, 3, \ldots, n \), \( d = 1, 2, 3, \ldots, D \), \( k \) represents the number of the current iterations of the particle, \( v_{id}^k \) represents the \( d \)-dimensional speed of the \( i \)th particle in the \( k \)th iteration, \( p_{id}^k \) represents the coordinates of the individual extreme value of the \( i \)th particle in the \( d \)th dimension in the \( k \)th iteration, \( g_d^k \) is the \( d \)th dimension component of the particle’s optimal solution vector in the \( k \)th iteration, \( \omega \) is the inertia weight of the velocity, \( c_1 \) and \( c_2 \) are the learning factors, and \( r_1 \) and \( r_2 \) are random real numbers between (0,1). The particle swarm optimization algorithm has convenient calculation and fast solution speed. However, due to the loss of diversity of the population particles in the operation process, this algorithm easily falls into the local optimal solution under fixed weight and results in prematurity.

The genetic algorithm is introduced to avoid the above-mentioned problem and update the archive set through cross mutation to maintain the diversity of the population. The improved particle swarm optimization algorithm then obtains improved global search characteristics (Zhang et al., 2013b). The flow chart of the process is shown in Fig. 5.

### 4 Application

#### 4.1 Initial structural analysis

For a certain type of thin-film diffraction imaging system (hereinafter referred to as “system”), the center rigid body and the center bracket assembly only provide gravity load, which does not affect the finite element analysis of the overall structure. As a flexible accessory, diffractive film has little effect on the vibration of the system. To improve the calculation efficiency, the center rigid body and the center support assembly are simplified as mass points, and the diffraction film is removed, which will not affect the overall finite element analysis. The hexahedral mesh is mainly used in the
system model; the simplified structure after the finite element mesh is divided by the finite element software is illustrated in Fig. 6. After grid division, the thin-film diffraction imaging system model contains a total of 17,866 units and a total of 45,351 nodes.

The engineering requirements indicate that the area–mass ratio of the thin-film diffraction imaging system should be less than 2, and the first-order natural frequency should be greater than 26 Hz. The carbon fiber composite is used as the support structure material to reduce the mass of the system and improve the structural rigidity. Compared with traditional metal materials, carbon fiber materials have advantageous physical and mechanical properties, such as small density, high specific strength, high specific rigidity, and good thermal stability (Table 1).

The initial structure parameters of the thin-film diffraction imaging system are selected from the above properties and are summarized in Table 2.

The main mirror assembly of the optical imaging system will exhibit strong vibrations as a large flexible accessory when the film diffraction imaging system is in orbit. To analyze the vibration characteristics, identify the modal parameters of the system, and provide a basis for structural optimization, the free mode analysis of the film diffraction imaging system under the unconstrained condition is performed. The overall vibration of the system can be expressed as the linear combination of modes with various orders. Theoretically, the number of modes is infinite. Given that the vibration characteristics of the structure are generally determined by the low-order vibration characteristics, the first fourth-order mode shape after the removal of the first sixth-order rigid body mode by the thin-film diffraction imaging system is selected for the modal analysis. The change trend of the free mode frequency is shown in Fig. 7.

Figures 8–11 show the first fourth-order mode shapes of the equivalent structure of the thin-film diffraction imaging system after removing the first sixth-order rigid body mode under free modal analysis. Table 3 presents the values of the first four natural frequencies and the mode characteristics of each stage of the thin-film diffraction imaging system.

The natural frequencies of the free mode of the thin-film diffraction imaging system and the corresponding mode shapes are determined to check the rationality of the structural design. The natural frequencies of the first six modes of the system are all 0, indicating that the system does not have elastic vibration characteristics when performing a rigid body motion. Hence, the influence of the first six modes on the structure will not be analyzed. Table 3 shows that the natural frequency distribution of the first to fourth orders after removing the first sixth-order rigid body mode of the system ranges between 26.495 and 28.536 Hz. As shown in Figs. 8–11, the first-order frequency is 26.495 Hz, which is generally manifested as the torsional vibration of the entire structure along the x axis and the bending vibration around the z axis; the vibration of the main mirror supporting structure is intense in this case. The second-order frequency is 26.622 Hz, which is generally manifested as the square of the entire structure along the x axis and the torsional and bending vibrations around the z axis; the vibration of the truss...
Figure 6. Schematic of the equivalent structure of thin-film diffraction imaging system after gridding.

Table 2. Initial structure parameters of the thin-film diffraction imaging system.

| Variable | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ | $x_6$ | $x_7$ | $x_8$ | $x_9$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ |
|----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------|---------|---------|---------|
| Original (mm) | 10    | 10    | 10    | 10    | 450   | 670   | 1030  | 1250  | 12    | 10      | 10      | 10      | 10      |

Figure 7. Change trend of the free mode frequency.

Figure 8. First-order mode shape of free vibration.

Figure 9. Second-order mode shape of free vibration.

Figure 10. Third-order mode shape of free vibration.
support structure is intense in this case. The third-order frequency is 28.233 Hz, and the overall performance involves the torsional vibration of the entire structure along the \( x \) axis and the bending vibration around the \( z \) axis; the vibration of the truss support structure is intense. The fourth-order frequency is 28.536 Hz, whereby the overall performance is the torsional vibration of the entire structure along the \( x \) axis and the bending vibration around the \( z \) axis; the main mirror support structure vibrates violently.

This study optimizes the structure of the main mirror support structure and the truss support structure to effectively restrain the flexible vibration of the supporting structure and improve the rigidity and attitude stability of the thin-film diffraction imaging system.

After the calculation, the mass of the initial system structure is 108.36 kg, whereby 15.66 kg is the mass of the supporting structure mass and the area–mass ratio of the system is 2.21. Therefore, reducing the mass of the system and improving the natural frequencies while maintaining the area–mass ratio is necessary.

### 4.2 Optimization parameter design

#### 4.2.1 Design variable

Given that the supporting structure of the system is composed of multiple longitudinal beams, the length, width, and thickness of such beams directly affect the mass and rigidity of the supporting structure. Therefore, the proposed optimization design problem includes 13 design variables, such as the height of the main mirror support structure flange; the length, width, and thickness of the support beam; and the position parameters of the support hinges. The design area size is 1300 mm \( \times \) 320 mm. One end of the center rigid body is fixed, and the internal structure has a staggered reinforcement. The design variables of the truss support structure are presented in Fig. 12.

To reduce the bending vibration of the main mirror support structure in the \( z \) axis and enhance the stability of the structure, the main mirror support structure adopts the structural form of a U-shaped beam, and the flange heights are selected as the design variables (Fig. 13).

The selected independent design variables include

\[
x = (x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}, x_{11}, x_{12}, x_{13}) \tag{13}
\]

where \( x_1, x_2, x_3, \text{ and } x_4 \) are the widths of rods 1, 2, 3, and 4, respectively; \( x_5 \) is the distance between rod 1 and the center rigid body in the \( x \) axis; \( x_6 \) is the distance between support hinge 1 and the center rigid body in the \( x \) axis; \( x_7 \) is the distance between supporting hinge 2 and the center rigid body in the \( x \) axis; \( x_8 \) is the distance between supporting hinge 3 and the center rigid body in the \( x \) axis; \( x_9 \) is the width of Figure 11. Fourth-order mode shape of free vibration.

Table 3. Natural frequencies of the first- to fourth-order free modes of the thin-film diffraction imaging system.

| Order | 1     | 2     | 3     | 4     |
|-------|-------|-------|-------|-------|
| Frequency value (Hz) | 26.495 | 26.622 | 28.233 | 28.536 |
| \( x \) axis | Torsional | Torsional | Torsional | Torsional |
| \( y \) axis | Torsional | Torsional | Torsional | Torsional |
| \( z \) axis | Bending | Bending | Bending | Bending |

Figure 12. Schematic of the design variables of the truss support structure.

Figure 13. Schematic of the design variables of the main mirror support structure.
rod 1; \( x_{10} \) is the width of rod 2; \( x_{11} \) is the thickness of the entire truss structure; \( x_{12} \) is the height of the outer flange of the main mirror support structure; and \( x_{13} \) is the height of the inner flange of the main mirror support structure.

4.2.2 Objective function

In the structural design and simulation stage, the natural frequencies of the supporting structure should be increased to ensure that the supporting structure has high rigidity and stability and to avoid the influence of the satellite platform vibration on the accuracy of the optical components. On this basis, this study increases the natural frequencies of the thin-film diffraction imaging system while minimizing the structural mass. The objective function is expressed as

\[
\max F_{\text{obj}} = -(\alpha_1 f_1 + \alpha_2 f_2 + \alpha_3 f_3 + \alpha_4 f_4) + m,
\]

where \( f_1, f_2, f_3, \) and \( f_4 \) are the first-, second-, third-, and fourth-order natural frequencies after removing the first sixth-order rigid body modes of the thin-film diffraction imaging system, respectively; \( \alpha_1, \alpha_2, \alpha_3, \) and \( \alpha_4 \) are the respective weight factors of each natural frequency; \( \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 = 1 \); and \( m \) is the total mass of the thin-film diffraction imaging system.

4.2.3 Constraint conditions

Boundary constraints of the design variables

The constraints of the design variables according to the design space constraints of the support structure of the thin-film diffraction imaging system are provided as follows:

\[
8 \leq x_1, x_2, x_3, x_4 \leq 12
\]

\[
350 \leq x_5 \leq 550
\]

\[
572 \leq x_6 \leq 700
\]

\[
945 \leq x_7 \leq 1155
\]

\[
1150 \leq x_8 \leq 1266
\]

\[
10 \leq x_9, x_{10} \leq 15
\]

\[
8 \leq x_{11}, x_{12}, x_{13} \leq 12.
\]

Mass constraints

The mass constraints should be selected in consideration of the area–mass ratio required by the project. This ratio is the quotient of the total mass of the support structure of the thin-film diffraction imaging system and the maximum area of the main mirror. As previously mentioned, the required area–mass ratio in engineering is less than 2. For the selected material (i.e., carbon fiber material), the maximum diameter of the film diffraction imaging system is 3000 mm. After calculation, the total mass of the support structure of the film diffraction imaging system \( m_1 \) should not exceed 14.13 kg, the total mass of the center rigid body and the center support assembly \( m_2 \) should be 92.7 kg, and the total mass of the structure \( m \) shall not exceed 106.83 kg.

4.3 Kriging model

Establishing the Kriging model does not require excessively many sample points. Following the upper and lower limits of the design variables, 500 groups of initial sample points are selected using the Latin hypercube sampling method. If too many sample points are selected, the modeling efficiency will be reduced, and the accuracy of the modeling will be limited. Therefore, it is decided to select 500 sets of sample points after comprehensive consideration. The correlation coefficients of the Kriging model are listed in Table 4. After the Kriging model is established, 300 groups of sample points are selected and calculated. The maximum absolute error (MAAE), minimum absolute error (MIAE), average absolute error (MAE), average relative error (AEV), mean square error (MSE), root mean square error (RMSE), and square error of relative error (Rev) in the prediction results of the Kriging model are listed in Table 5. The results show that the absolute error value of the Kriging agent model is small, and the relative error value is less than 3 %, thereby satisfying the engineering accuracy requirements. This value signifies the ability of the model to accurately reflect the mapping relationship between the structural parameters of the thin-film diffraction imaging system and the natural frequency and structural mass. In conclusion, the Kriging proxy model can replace the finite element simulation model and optimize the structure of the thin-film diffraction imaging system to determine the optimal solution of the 13 design variables.

4.4 Global optimization

Given that the low-order vibration characteristics of the thin-film diffraction imaging system exert a great influence on the system vibration characteristics, the high-order vibration characteristics slightly influence the vibration characteristics of the system. Thus, the low-order vibration characteristics play a decisive role in the dynamic characteristics of the structure. In the analysis of the dynamic characteristics of the thin-film diffraction imaging system, the first-order mode greatly influences the system vibration, and its influence is approximately twice that of the second-, third-, and fourth-order modes. Therefore, the weighting factors of the first four natural frequencies are \( \alpha_1 = 0.4, \alpha_2 = 0.2, \alpha_3 = 0.2, \) and \( \alpha_4 = 0.2 \). The parameters of the improved particle swarm algorithm and its maximum search speed are listed in Tables 6 and 7, respectively.
Table 4. Correlation coefficients of the Kriging model.

| Variable | $f_1$     | $f_2$     | $f_3$     | $f_4$     | $m$         |
|----------|-----------|-----------|-----------|-----------|-------------|
| $x_1$    | 9665.272962 | 275.3764599 | 3 961 901.078 | 748.0174391 | 44.898481932749 |
| $x_2$    | 82 607.43924 | 134 002.5339 | 4 235 768.824 | 121 644.9938 | 8.32182964865521 |
| $x_3$    | 85.09844036 | 421759.4259 | 41.33792647 | 108 463 1215 | 0.710493875914816 |
| $x_4$    | 240 187 084.3 | 20.12964745 | 1.00 $\times 10^{-5}$ | 0.000422625 | 0.616461769931664 |
| $x_5$    | 3497.063057 | 10 000 000 000 | 10 000 000 000 | 108 720.2707 | 2 460 058.90199361 |
| $x_6$    | 54.5042126 | 10 000 000 000 | 10 000 000 000 | 3.464 774 425 | 7.57045056914625 |
| $x_7$    | 1 238 458.661 | 0.008475081 | 1.00 $\times 10^{-5}$ | 3233.462766 | 85.6768380984194 |
| $x_8$    | 778 406 014 | 10 000 000 000 | 10 000 000 000 | 3.887312396 | 1.350691.5729 |
| $x_9$    | 131.5191589 | 0.028465525 | 4 250 735.172 | 5.319139446 | 240 805 955.893808 |
| $x_{10}$ | 1 559 779.42 | 2.506677146 | 1.00 $\times 10^{-5}$ | 3.887312396 | 1.350691.5729 |
| $x_{11}$ | 1 238 458.661 | 0.008475081 | 1.00 $\times 10^{-5}$ | 3233.462766 | 85.6768380984194 |
| $x_{12}$ | 131.5191589 | 0.028465525 | 4 250 735.172 | 5.319139446 | 240 805 955.893808 |
| $x_{13}$ | 1 559 779.42 | 2.506677146 | 1.00 $\times 10^{-5}$ | 3.887312396 | 1.350691.5729 |

Table 5. Accuracy verification results of the Kriging agent model.

| $m$         | $f_1$     | $f_2$     | $f_3$     | $f_4$     |
|-------------|-----------|-----------|-----------|-----------|
| MAAE        | 0.003     | 0.422     | 0.606     | 0.707     |
| MIAE        | 0.001     | 0.114     | 0.205     | 0.048     |
| MAE         | 0.002     | 0.355     | 0.445     | 0.565     |
| AEV         | 1.82 $\times 10^{-5}$ | 1.01 $\times 10^{-2}$ | 1.25 $\times 10^{-2}$ | 1.60 $\times 10^{-2}$ |
| MSE         | 0.000005  | 0.137     | 0.221     | 0.389     |
| RMSE        | 0.002     | 0.370     | 0.470     | 0.624     |
| REV         | 6.7 $\times 10^{-11}$ | 1.12 $\times 10^{-5}$ | 2.36 $\times 10^{-5}$ | 7.14 $\times 10^{-5}$ | 5.07 $\times 10^{-6}$ |

Table 6. Parameters of the improved particle swarm algorithm optimization.

| Name                     | Value  |
|--------------------------|--------|
| Population number $n_{\text{pop}}$ | 100    |
| Acceleration terms $c_1$ and $c_2$ | 2      |
| Inertia weight coefficient | 0.5–0.2 |
| Crossover probability $P_c$ | 0.85   |
| Mutation rate $P_m$ | 0.01   |
| Number of iterations $n_{\text{iter}}$ | 240    |
| Correlation function | Gaussian |

4.5 Optimization results

The changes in each design variable during the optimization process are illustrated in Figs. 14, 15, 16 and 17 and the change in the objective function value is shown in Fig. 18.

The changes in the structural mass of the thin-film diffraction imaging system and the first four natural frequencies are shown in Figs. 19 and 20, respectively.

The improved particle swarm optimization algorithm based on the Kriging model is used to optimize the structure of the thin-film diffraction imaging system. The optimal results are obtained after 355 cycles. Given that the Kriging model represents an approximate real response surface, the points that meet the limit conditions during the optimization process may not fully meet the limit conditions in the real model (Fig. 4). The main results of the optimized particle swarm optimization algorithm are selected and inputted into the finite element analysis of the thin-film diffraction imaging system. Subsequently, the structural performance of the system is analyzed to determine whether the optimization results meet conditions. The initial values of the structural pa-
Table 7. Maximum search speed of the improved particle swarm algorithm.

| Variable | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ | $x_6$ | $x_7$ | $x_8$ | $x_9$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ |
|----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------|---------|---------|---------|
| $V_{\text{max}}$ | 0.4   | 0.4   | 0.4   | 0.4   | 12.8  | 20    | 1.5   | 21    | 1.5   | 11.6    | 0.4     | 0.4     | 0.4     |

Figure 15. Variations of the design variables under different numbers of generation.

Figure 16. Variations of the design variables under different numbers of generation.

The structural parameters obtained by the improved particle swarm optimization algorithm are used as the structural parameters of the thin-film diffraction imaging system, which are then substituted into the finite element software for the modal analysis. The modal shapes are shown in Figs. 21–24.

Figures 21–24 show the flexible vibration produced by the improved film diffraction imaging system in orbit is suppressed effectively and the overall vibration amplitude of the structure decreased. After the structural optimization, the mass of the supporting structure decreased from 15.669 kg to 14.127 kg, which is 9.841 % lower than before the optimization (Table 9). Similarly, the mass of the thin-film diffraction imaging system decreased from 108.369 to 106.827 kg, which is 1.423 % lower than that before optimization. The area–mass ratio decreased from 2.218 to 1.999 kg/m$^2$, which satisfies the design requirements. In the free mode analysis after removing the first sixth-order rigid modes, the first-order mode frequency of the structure increased from 26.495 to 32.798 Hz (23.789 %), the second-order mode frequency increased from 26.622 to 33.076 Hz (24.243 %), the third-order mode frequency increased from 28.233 to 35.026 Hz (24.06 %), and the fourth-order mode frequency increased from 28.536 to 35.860 Hz (25.666 %).

The findings suggest the mass of the support structure of the optimized thin-film diffraction imaging system decreased significantly while the corresponding rigidity and stability improved significantly; thus, the optimized design of the complex structure of the system is achieved.
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Table 8. Structural parameters of the thin-film diffraction imaging system.

| Variable | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ | $x_6$ | $x_7$ | $x_8$ | $x_9$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ |
|----------|------|------|------|------|------|------|------|------|------|-------|--------|--------|--------|
| Original (mm) | 10 | 10 | 10 | 10 | 450 | 670 | 1030 | 1250 | 12 | 10 | 10 | 10 |
| Optimized (mm) | 8 | 12 | 8 | 8 | 391.4 | 593.1 | 971.5 | 1193.4 | 10 | 10 | 10.8 | 12 | 12 |

Table 9. Optimization results of the thin-film diffraction imaging system.

| Variable | Original | Optimized | Amount of change |
|----------|----------|-----------|------------------|
| First-order mode (Hz) | 26.495 | 32.798 | 23.789 % |
| Second-order mode (Hz) | 26.622 | 33.076 | 24.243 % |
| Third-order mode (Hz) | 28.233 | 35.026 | 24.060 % |
| Fourth-order mode (Hz) | 28.536 | 35.860 | 25.666 % |
| Mass of supporting structure (kg) | 15.669 | 14.127 | 9.841 % |
| Total system mass (kg) | 108.369 | 106.827 | 1.423 % |
| Area–mass ratio (kg/m$^2$) | 2.218 | 1.999 | 9.874 % |

Figure 19. Variations of the mass value under different numbers of generation.

Figure 20. Variations of the first- to fourth-order frequency changes under different numbers of generation.

Figure 21. The first-order mode shape of the optimized free vibration.

Figure 22. The second-order mode shape of the optimized free vibration.
5 Summary and conclusions

In view of the complex structure optimization of thin-film diffraction imaging systems, the following conclusions are obtained:

1. The initial topology of the thin-film diffraction imaging system is selected, and a parametric finite element model of the system is established based on the Ansys Workbench, which is used to perform the modal analysis of the system. The Kriging model is used to replace the function model between the structural parameters and the natural frequencies to address the difficulty in accurately establishing the complex function relationship between both factors. The convergence accuracy of the Kriging model reached $10^{-3}$, which implies that the calculation efficiency greatly improved.

2. To solve the problem of the traditional particle swarm optimization algorithm easily falling into the local optimal solution under fixed weight, the improved particle swarm optimization algorithm is proposed and applied to the structural optimization design of the thin-film diffraction imaging system. The combination of the Kriging model and the improved particle swarm optimization algorithm can quickly converge to the global optimal solution and significantly improve the efficiency of optimization.

3. The theoretical assumption of this study is verified using a certain type of thin-film diffraction imaging system. A structural optimization method based on the Kriging model and the improved particle swarm optimization algorithm is utilized to improve the natural frequencies and effectively enhance the attitude stability of the film diffraction imaging system.
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