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Abstract A robotic solution for the unmanned ground vehicles (UGVs) to execute the highly complex task of object manipulation in an autonomous mode is presented. This paper primarily focuses on developing an autonomous robotic system capable of assembling elementary blocks to build the large 3D structures in GPS-denied environments. The key contributions of this system paper are i) Designing of a deep learning-based unified multi-task visual perception system for object detection, part-detection, instance segmentation, and tracking, ii) an electromagnetic gripper design for robust grasping, and iii) system integration in which multiple system components are integrated to develop an optimized software stack. The entire mechatronic and algorithmic design of UGV for the above application is detailed in this work. The performance and efficacy of the overall system are reported through several rigorous experiments.

1 Introduction

Robotics applications are designed to have a transformational impact on day-to-day life in areas including disaster management, healthcare, household works, transportation, construction, and manufacturing [1] [2]. International robotics challenges such as the Amazon Robotics Challenge (ARC) and Mohamed Bin Zayed international robotics challenge (MBZIRC) are setting new benchmarks to advance the state-of-the-art in autonomous solutions for these robotics applications. In addition to the development of new algorithms, system integration is an essential step to complete the task. Therefore, in this work, we will describe our system architecture for the task of assembling large 3D structures in GPS-deprived environments. However, the proposed system architecture for UGV-based object manipulation is not limited to the above settings and can be deployed for other real-world applications.
For the task of assembling a structure, a UGV needs to search, track, grasp, transport and assemble the bricks according to a user-specific pattern. Apart from that, for a GPS-denied environment, the system should harness the visual information for localization and should also be endowed with a suitable grasping mechanism. While performing the task, a mobile manipulator may need to move across several positions in a large workspace. It encourages us to use the onboard computational devices for various algorithms. Further, the top of each brick consists of a ferromagnetic region ($0.15m \times 0.25m$) shaded with yellow color called grasping region and is attached in order to facilitate electromagnetic grasping as shown in Fig 1.

In order to perform the task, the perception system must locate the grasping region on bricks. To equip the UGV with the functionality of brick searching, tracking, grasping and placing, in a limited computational resources, we present a deep learning based multi-task visual perception system. The state-of-the-art object detectors [3] [4] predicts a bounding box for an object. Since, the bounding box may contain significant non-object regions, therefore, an additional computation step is required to extract the object information, hence, we prefer detection (or tracking) by segmentation. Since, we already have the segmentation information for each object, therefore, to save computations, we prefer segmentation based object tracking [5], can track the object by predicting the object mask at each instant, but it relies on bounding box initialization. The key advantages of the tracking by segmentation are i) The output of the brick detection by segmentation network can be directly used for tracker initialization, ii) The output of the tracking network can be directly used for tracking in next subsequent frames, and iii) The detection network and tracking network can be integrated into a single network, as both networks are performing a segmentation task. Apart from the vision system, we also have designed a self-adjusting electromagnetic gripper, which, when pressed against the brick surface, can adjust itself without loading the end-effector motors. It is done to align the magnetic gripper appropriately with the grasping regions to ensure a firm grasp.

Overall, the main contributions of this work can be summarized as below:

1. Multi-task deep neural network based visual perception system for brick detection, part detection, instance segmentation and tracking.
2. Development of an self-adjusting electromagnetic gripper.
3. System integration and a state machine to realize a fully autonomous UGV based robotic manipulation system.
2 Related Work

Object detection: RCNN is one of the first successful object detectors. The subsequent versions of RCNN are Fast-RCNN and Faster-RCNN, which have less inference time as compared to RCNN. In addition, RetinaNet [6], FCOS [7] perform detection by predicting the axis-aligned bounding boxes. In general, the predicted box may contain significant background. Hence, to reduce the background impact in the detection, various solutions have been presented in the literature. For example, in [8], the author predicts a rotated bounding box to maximize the object regions inside the predictions. Similarly, Mask-RCNN [9] predicts the mask of target object inside the bounding box predictions.

Object Tracking: Discriminant correlation filter (DCF) based trackers [10] localize the object by computing the correlation between the filter and the search window. Siamese neural network based trackers [11] localizes the object by calculating the similarity between the target image and the search window. Some deep trackers directly regress the bounding box parameters of the object in the next frame by comparing the target object patch and the search window [12]. The third type of tracker uses a classifier based approach to localize the object in the next frame. In this, a classifier assigns a score to each target candidate, which is generated at different scales and random locations around the previous object location [13], and a target candidate with maximum score is considered as the new object location.

Object Part Detection: Recent approaches [14] have demonstrated part detection in point cloud data for 3D object detection. Conversely, [15] has detected object parts in the image plane for the task of detection, tracking, and segmentation. Since in the task, we have to detect yellow areas (ferromagnetic regions) from the brick surface, and we have to classify whether it is related to green brick, blue brick, or red brick. Therefore, it is intuitive to detect objects (or bricks) in the image plane and then detect yellow regions corresponding to each brick region, which leads us to integrate the function of object detection and part detection in a single network.

3 System Description

UGV Platform: The UGV hardware system used for the task is shown in Fig. 1. The hardware setup consists of a UR5 robotic arm deployed on a ROBOTNIK Summit-XL mobile base. The UR5 arm is a 6-DoF industrial arm having an end-effector position accuracy of ±0.1mm and a payload capacity of 5kg. The mobile base has four high power motor mecanum wheels with a maximum payload of 100Kg. The mecanum wheel allows the base to move in any direction while keeping the front in a constant direction. The UGV is equipped with two RGB-D sensors, One sensor is mounted on the wrist 1 of the UR5 arm, and the other sensor is mounted at the base’s front face, shown in Fig. 1. The raw images captured by the first sensor is used for extracting the crucial information about the bricks while the data from the second sensor is used for the UGV localization.
Gripper Design: Fig. 2 shows our carefully designed electromagnetic gripper for grasping the desired objects. It consists of a double plate assembly with a polymer form in between them. On one plate, we have attached seven electromagnets with uniform distribution at the center of the gripper. All the electromagnets are connected to the battery through a switch. The switch can be controlled by transmitting signals high or low on the ROS topic. The double plate assembly is connected to the UR5 end-effector through a steel-rod. The presence of the foam in the gripper allows it to adjust according to the tilted brick surface when pressed against the brick surface. Hence we call the gripper as a self-adjusting gripper. Further, to avoid any damage to the gripper, we keep measuring the force exerted on the gripper. If the value exceeds some threshold, then grasping operation is complete; otherwise, we keep pushing the gripper against the brick surface.

4 Multi-Task Unified Visual Perception block

The main task of the visual perception block is brick detection, part segmentation, instant segmentation and brick tracking. Limited computational resources prohibit us to use multiple CNN for the above. Hence, we aim to unify the above four tasks in a deep neural network based visual perception framework. Fig. 3 represents the proposed perception block and in following section, we briefly discuss each of the component individually.

Instance Detection and Segmentation: Since there are multiple instances of the bricks, hence it is necessary to perform instance detection and segmentation. The top most choice for instance level segmentation and detection is Mask-RCNN[9]. Being very memory exhaustive, we modified the architecture for our computational constrain system. First, we carefully design a CNN backbone similar to AlexNet, which is represented by $C_1$. Further, with 3-4 iterations of weight pruning, we ended
up with a light-model which can infer in run-time. In the baseline model of Mask-RCNN, for object detection the features upto the stage-2 of ResNet are used. In our setup, the object detection features are limited to stage-3. Further, the remaining of the architecture for task of instance detection and for segmentation remains the same.

**Part Detection:** Since we have designed a lightweight MaskRCNN for object detection and segmentation. Further, we have a requirement of object part localization, i.e, ferromagnetic regions. Hence we aim to extend the previously designed CNN for the above task. In order to achieve this, features from ROI-Align layer are passed through the convolution layers as shown in Fig. 3. The features from convolutional layers are multiplied with the output of the instance segmentation branch. Finally, a binary mask is learned using binary cross entropy loss. For more detailed explanation, the reader is advised to refer the original work of Mask-RCNN.

**Conditional Tracking:** After the detection of all target brick instances, we aim to localize the bricks in the subsequent frames by predicting the binary mask corresponding to the target bricks. At this instant a binary mask $M_{t-1}$ corresponding to the target brick in the image $I_{t-1}$ is generated and fed to the unified network $C_2$. In the next step, the current image $I_t$ is fed to the network, and based on previous image $I_{t-1}$, and previous binary mask $M_{t-1}$, new mask $M_t$ is predicted. Since the new prediction is guided by previous mask, hence we call the mask as support mask.

An isolated AlexNet style CNN ($C_2$) (similar to the object detector) is designed to extract spatial feature embedding corresponding to the support mask as shown in Fig. 3. To meet the memory constraints, the architecture $C_2$ has very less number of parameters in comparison with architecture $C_1$. Further, both tracker and detector shares the CNN backbone $C_1$ for extracting the high dimensional embedding from RGB images.

Now, the features from stage-3, stage-4 and stage-5 of both $C_1$ (RGB images) and $C_2$ (support mask) are merged by executing a concatenation operation. Concatenation operation essentially guides the tracker to predict in next frame by incorporating features from RGB image. Now, these merged features are passed through FPN block for final mask predictions.

## 5 The Complete Workflow

At the start of the task, the UGV is provided with a target pattern for assembling the bricks at the assembly area. By parsing the target pattern file, UGV extracts the target brick ID and performs certain set of operations to bring the target brick from the piles to the assembly area. The complete robotic motion can be divided into various modules, depending on the state of the UGV, which are explained below.

**Searching Module:** In this state, current image is fed to the perception system, which performs bricks detection and segmentation (Fig. 4, Col. 1). If the network ensures the presence of the target brick, then the search module is complete, oth-
erwise, the UGV system will explore the space by rotating the base by 45° in a clockwise direction and again execute the search module.

**Tracking Module:** In tracking module, perception system predicts the binary mask $M_t$ corresponding to the target brick ID in the current image $I_t$. Further, to ensure that UGV is moving in right direction, the lateral velocity of the UGV is controlled by the horizontal-component of the displacement vector formed between the target brick centroid and the image frame centroid as shown in Fig. 4, Col. 2. Further, the forward velocity of the UGV is proportional to the distance of the target bricks from the UGV and it gradually decreases to zeros when distance is less than threshold distance ($l_{th}$).

**Alignment Module:** In this module, the UGV will align its position wrt the brick as the UR5 arm has a span of 1.0 m only. As a first step, the current image is fed to the perception system for ferromagnetic regions segmentation (Fig. 4, Col. 3). By applying PCA (Principal Component Axis) on the point cloud data corresponding to ferromagnetic regions, the major and minor axis (green and blue axis in Fig. 5, Col. 1) are estimated. The PCA-axis along with the 3D centroid of the point cloud data represents the 6D pose of the brick. Based on the current pose of UGV and the 6D brick pose, piecewise motion planner is executed which consists of three steps; i) Rotate base by $a_2$, ii) Move forward by distance $d$, and iii) Rotate base by $a_1$, where, $a_2$, $d$, $a_1$ are estimated online. The final positioning of UGV after alignment is shown in Fig. 5, Col. 2.

**Grasping Module:** Firstly, 6D pose of the brick is estimated (Fig. 4, Col. 4). Due to the sensor noise, the estimated pose is not accurate, hence to compensate for this, the gripper is pressed against the brick surface till the force exerted on the gripper reached a value ($f_{th}$). The foam present in the gripper allows it to adjust according to the tilted brick surface. Thus force feedback based grasping, with foam in the gripper, allows us to compensate for the sensor noise.

**Placing Module:** After the grasping, UGV navigate to the wall assembly area. For navigation, we have used the visual-slam module by incorporating the state-of-the-art real-time ORB-SLAM2\cite{16} on UGV. The final place pose for the grasped brick depends on the previously placed brick. Hence, 6D pose of the previous brick is calculated. Based on the previous brick pose, target pattern, and current pattern or current brick ID, the place pose is calculated. After the brick placing operation, the current pattern is updated. Fig. 4, Col. 5 represents the UGV state in the placing module. Here the system has aligned wrt to the previous brick (red brick) and again
computing the 6D pose of the (red) brick for estimating the new pose for placing the green brick. The simplified flow of the overall system is shown in Fig. 6.

![Fig. 5: Alignment and brick placing operation](image)

![Fig. 6 Simplified State Machine of the overall System](image)

### 6 Experiments

To demonstrate the validity and usefulness of the work presented in this paper, we conducted several set of experiments to evaluate the performance of the proposed visual perception network. Further, the evaluation of the overall system performance is also provided, where we have performed a series of experiments that provide a statistical analysis of the system’s performance.

**Dataset:** In this section we will explain the procedure for generating the dataset for two tasks namely detection and tracking.

- **Detection** The collection of data procedure is based on the work [17]. Following the idea of [17], a small sized dataset of about 100 images is collected, where each image has multiple brick instances. The dataset was split between training set and testing set in the proportion of 7 : 3. Now, for each brick instance, the box regression and the segmentation is performed, while for ferromagnetic regions,
only the segmentation is required. During the data generation process, the mask corresponding to the brick instance and for ferromagnetic regions are marked manually. These masks are used as ground truths for instance segmentation and brick-part segmentation. The ground truths for box regression is generated by fitting a rectangle on the manually marked object instance mask. In order to augment the dataset, synthetic data augmentation technique is used heavily [17].

- **Tracking** For tracking, 10 indoor video sequences as well as 10 outdoor sequences, each at the rate of $\sim 30$FPS are collected. The video sequences has the brick instances whose size varies as we move closer to the bricks. Further, the video sequences are down-sampled to the rate of $\sim 2$ FPS and each frame is annotated for instance detection, classification, segmentation and part segmentation. The complete dataset for tracking contains 200 images, where 150 images are used for training and 50 are used for testing. Further, the dataset has been augmented using the synthetic augmentation technique [17].

**Training Policy:** We consider the architecture of baseline network as Arch\(_1\) and we also consider two other variants i.e. Arch\(_2\) and Arch\(_3\) which contains 25\% and 50\% of additional number of parameters as compared to Arch\(_1\). The kernel sizes corresponding to each layers are mentioned in Table[1]. Since object detection and tracking are two different tasks, hence separate or individual training procedure is required. In order to avoid the individual training, brick instance masks and brick-part masks are also annotated with the object masks in the training dataset. In this way, the detector can be trained using the tracking dataset. Further, the training images are chosen with equal probability from both dataset i.e., the detector dataset and tracker dataset. With this technique, the deep neural network can get the experiences of both temporal data (because of video sequences) and the single image object detection. Further, the following hyperparameters are used for training, that is, base learning rate is set to 0.001, we have used the learning rate policy=$step$, ADAM optimizer is used with parameters $\beta_1 = 0.9$ and $\beta_2 = 0.99$.

**Table 1: Kernel sizes. \‘*\’ corresponds to input channels**

| Layer   | \(C_1\) | \(C_2\) |
|---------|---------|---------|
| Stage-1 | \(4 \times 3 \times 3 \times 3\) | \(2 \times 1 \times 3 \times 3\) |
| Stage-2 | \(8 \times 4 \times 3 \times 3\) | \(4 \times 2 \times 3 \times 3\) |
| Stage-3 | \(16 \times 8 \times 3 \times 3\) | \(4 \times 4 \times 3 \times 3\) |
| Stage-4 | \(32 \times 16 \times 3 \times 3\) | \(8 \times 4 \times 3 \times 3\) |
| Stage-5 | \(32 \times 32 \times 3 \times 3\) | \(16 \times 8 \times 3 \times 3\) |
| Others  | \(12 \times \ast \times 3 \times 3\) | \(4 \times \ast \times 3 \times 3\) |

**Ablation Study:** Table[2] shows the performance of the deep neural network for various tasks. The accuracy of network along with the timing performance for half-Precision (FP16) and for single-precision (FP32) computations on a single GeForce GTX 1050, 4GB GPU, is reported. Further, the performance of all the three architectures Arch\(_1\), Arch\(_2\), and Arch\(_3\) are reported. From the Table[2] we observed that Arch\(_2\) shows an minor improvement over Arch\(_1\), similarly, Arch\(_3\) demonstrates slight improvements over Arch\(_1\), despite the 50\% more parameters. This is because, the basic network architecture for all variants are same except for the number of
parameters. And another reason is that, the object used for experiments have significant differences, and thus intra-class variance is extremely low.

Table 2: Performance Analysis

| Network Architecture | Time (ms) | Box mIoU | Seg mIoU | Part Seg mIoU | Tracker mIoU |
|----------------------|----------|----------|----------|---------------|--------------|
| Arch1 (FP16)         | 49       | 79.3     | 73.1     | 83.4          |              |
| Arch1 (FP32)         | 125      | 82.1     | 72.9     | 84.6          |              |
| Arch2 (FP16)         | 80       | 79.7     | 73.6     | 84.1          |              |
| Arch2 (FP32)         | 161      | 83.5     | 74.0     | 85.6          |              |
| Arch3 (FP16)         | 103      | 81.6     | 75.5     | 84.4          |              |
| Arch3 (FP32)         | 187      | 83.1     | 76.1     | 84.0          |              |

**Synthetic Data Augmentation:** Table 3 demonstrates the impact of synthetic scenes and other augmentations as described in [17]. From Table 3, we observed that by incorporating the synthetic augmentation technique, we can see the significant improvement in the performance. Further, the tracker performance degradation is observed when the blurring effect is included in the augmentation process.

Table 3: Effect of Synthetic Data Augmentation for Arch1, FP16

| Data Augmentation | mIoU score | Detection | Segmentation | Part Segmentation | Tracker |
|-------------------|------------|-----------|--------------|-------------------|---------|
| Color Scale Mirror Blur Rotate Synthetic scene | mIoU score | Detection | Segmentation | Part Segmentation | Tracker |
| # # # # # # # # # # # | 23.7 | 25.3 | 29.1 | 32.3 | 32.8 | 35.2 | 37.2 | 38.3 | 21.3 | 23.1 | 25.1 | 28.5 | 28.4 | 28.4 |
| # # # # # # # # # # # | 31.8 | 32.1 | 36.6 | 40.2 | 41.4 | 49.8 | 49.8 | 70.2 | 75.1 | 83.4 |

**Unified vs Non-Unified Perception System:** The main contribution of this work is the unification of various task. Hence, it is very intuitive to compare the performance of multi-task network against the individual network for same tasks namely detection, part segmentation and tracking. The individual network architectures have the same configurations as that of multi-task network. It can be observed from Table 4 that the unified pipeline is way better than the individual networks in terms of timing performance. Further the memory consumed by the unified network is 40% of total memory consumed by all three networks. The link for one of the experiment is [https://youtu.be/nPiMzrBFJ-A](https://youtu.be/nPiMzrBFJ-A)

Table 4: Unified Vs Non-Unified Perception System, Arch1, FP16

| Network Architecture | Time (ms) | Detection | Part Seg | Tracking | Total |
|----------------------|-----------|-----------|----------|----------|-------|
| Arch1                | 49        | 26        | 55       | 45       | 106   |

**Overall System Evaluation:** The complete robotic system was tested for 50 rounds. In each round, the pile’s initial position is at different locations and has
different configurations, and the robotic system has to assemble the 3D structure at the assembly area according to the target pattern. In each round, the target pattern consists of 6 - 8 bricks. Thus overall the UGV is tested for 346 number of bricks and for each brick, we count the number of times the individual module has performed satisfactory. The performance of the module is defined as unsatisfactory if the final pose of the UGV, after the execution of the specific module is random. On the other hand, if the module performs satisfactory, then UGV will land at appropriate pose and can easily switch to next module. Table 5 summarize the performance of UGV in our experiments.

| Module   | Success Trials |
|----------|----------------|
| Searching| 346/346 (100%) |
| Tracking| 346/346 (100%) |
| Alignment| 292/346 (84.4%) |
| Grasping| 292/292 (100%), 292/346 (84.4%) |
| Placing  | 218/292 (74.4%), 218/346 (63.0%) |
| Overall  | 218/346 (63.0%) |

From Table 5, we observed that the searching module and tracking module has 100% accuracy. This is because the dataset is small and network has been trained with extensive data augmentation technique. The alignment module is successful for 292 times out of 346 trials, which shows 84% success rate. This is because, the front sensor gets exposed to the textureless view, and thus visual-slam fails to update the pose of the UGV. For the remaining successful trials, grasping module was tested and it has shown the 100% success rate and overall the system score is 292/346 which is 84%. Further the placing module is successful in 218/292, as during the brick placing operation, visual slam fails to update the pose of UGV. The overall system score is 218/346. From the experiments, we observed that one of the main point which can enhance the performance of UGV is to estimate the accurate state of the UGV during alignment module and brick placing module. For this, in future we aim to localize the UGV by using the data from multiple sensors, which can be integrated at different body parts of the UGV.

7 Conclusion

We have presented a robotic solution to enable unmanned ground vehicles (UGVs) to perform the highly complex task of assembling the elementary blocks (or bricks) in the GPS-denied environment. The proposed system consists of a deep learning based unified multi-task visual perception system for the tasks of instance detection, segmentation, part segmentation and object tracking. The perception system can infer at the rate of 20 FPS on a single GeForce GTX 1050 4GB GPU. The proposed visual perception module has been extensively tested for various test cases which includes indoor and outdoor environments and the performance of the per-
ception module for various tasks is reported in this paper. The proposed perception module is integrated onto the UGV system for the task of brick assembly. Further to facilitate the grasping of bricks, an electromagnetic based self-adjusting gripper is designed, and a force based feedback grasping strategy is deployed to compensate for the sensor noise. Further, the complete robotic system is tested for 50 rounds of bricks assembly task, and the proposed system has shown the accuracy of 63%. The primary reason for the low accuracy is that visual-slam fails to update the state of the UGV when the depth sensor get exposed to the textureless view. Hence by incorporating the multiple sensors for localization, accuracy can be increased, which will be considered as future work.
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