Universal time evolution of a Rydberg lattice gas with perfect blockade
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Abstract

We investigate the dynamics of a strongly interacting spin system that is motivated by current experimental realizations of strongly interacting Rydberg gases in lattices. In particular, we are interested in the temporal evolution of quantities such as the density of Rydberg atoms and density–density correlations when the system is initialized in a fully polarized state without Rydberg excitations. We show that in the thermodynamic limit the expectation values of these observables converge at least logarithmically to universal functions and outline a method to obtain these functions. We prove that a finite one-dimensional system follows this universal behavior up to a given time. The length of this universal time period depends on the actual system size. This shows that the study of small systems allows us to make precise predictions about the thermodynamic limit provided that the observation time is sufficiently short. We discuss this for various observables and for systems with different dimensions, interaction ranges and boundary conditions.
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1. Introduction

Current experimental and theoretical progress in the control of ultracold gases of Rydberg atoms has revealed remarkable insights into the dynamic and static properties of strongly interacting many-body systems [1, 2]. The strong interaction between atoms in highly excited (Rydberg) states can be ten orders of magnitude larger than the interaction between ground state atoms and thus makes ensembles of Rydberg atoms particularly suited for the study of strongly correlated phenomena. The emerging strong correlations are most strikingly reflected
in the so-called Rydberg blockade \[3, 4]\—a pronounced suppression of the probability of exciting a Rydberg atom in the vicinity of another. A number of experiments have succeeded in demonstrating this excitation blockade and provided evidence for the coherent nature of the excitation dynamics in an impressive fashion \[5–10\]. From the theoretical side, ensembles of Rydberg atoms can often be accurately modeled by spin Hamiltonians. This approach has proven to be an extremely valuable tool and has delivered insights into the correlated ground state phases \[11–18\] as well as into the dynamics of these systems \[19–26\].

A particularly simple spin model describing the quantum dynamics of an arrangement of Rydberg atoms was explored in \[25, 27, 28\] by some of the authors. There we considered atoms placed on a one-dimensional regular lattice—\(a\) situation which since very recently can also be achieved experimentally \[29, 30\]. Moreover we assumed a perfect excitation blockade for neighboring sites, \(i.e.\) no two neighboring atoms can be simultaneously excited to the Rydberg state. For this simplified situation, we studied in particular the time evolution of local observables such as the density of Rydberg atoms and density–density correlation functions. We found that the temporal behavior of all of these observables is qualitatively similar. The short-time dynamics is characterized by strong oscillations, while for long times a steady state is established in which all quantities fluctuate with small amplitude around a constant value \(\text{see figure 1(a)}\). The focus of these previous works was on the long-time behavior, \(i.e.\) on the investigation of the origin of this \(\text{seemingly thermal}\) steady state. Indeed, in \[25, 31\] we showed that this steady state can be understood as a maximum entropy state and that the evolution into it is governed by a Fokker–Planck equation.

Figure 1. (a) General behavior of the time evolution of observables such as the density of excited atoms \(\rho(t)\) or the density–density correlation functions \(g_2(d = 2, t)\) between atoms separated by two sites \(\text{lattice with } L = 25\text{ sites})\. (b) Short-time behavior of the density of excited atoms. In the upper panel, for lattice sizes \(L = 10\) and \(12\). In the lower one the same quantity for \(L = 16\) and \(18\). One can observe how the universal regime grows with \(L\): it is given by \(t \lesssim 3\) for \(L \gtrsim 10\) and by \(t \lesssim 7\) for \(L \gtrsim 16\).
The aim of this work is to study the short-time behavior of observables in a Rydberg lattice gas. In particular, we will answer the question of how well the numerical results obtained for finite systems approximate the corresponding results in the thermodynamic limit. We find that for sufficiently short times, expectation values of physical quantities are independent of the system size and, in this sense, universal. An example for this is depicted in figure 1(b) with the evolution of the density of Rydberg atoms. The universal time interval grows with increasing system size. We show that there are universal functions for the expectation values of general observables in the thermodynamic limit to which the results of finite systems converge at least logarithmically. This means that even the study of finite systems gives access to properties of the thermodynamic limit provided that the propagation time is sufficiently short. We discuss which observables exhibit this convergence to the universal behavior, and the validity of these results for systems with different geometries, interaction ranges and dimensions. Note that, based on the so-called Lieb–Robinson bounds [32], the existence of a thermodynamic limit was mathematically proven for quantum lattice systems with polynomially decaying interactions [33–35]. In this work, we calculate the rate of convergence to this thermodynamic limit and show that it is, at least, logarithmic. We provide a systematic procedure to obtain these universal functions using the particularly symmetric case of a ring lattice.

The paper is structured as follows. In section 2, we describe in detail the system under study and present a derivation of the Hamiltonian that governs its dynamics. In section 3, we discuss the properties of the Hamiltonian and their implications in the time evolution of the expectation value of any general observable. In addition, we introduce some of the mathematical tools we will use throughout the remainder of the paper. In section 4, we focus on the case of a one-dimensional lattice with periodic boundary conditions and any blockade radius. Here, we prove that the time evolution of the expectation value of a set of operators (including the Rydberg density) in a finite-size system converges at least logarithmically for all times to a universal function (i.e. independent of the size of the system) in the thermodynamic limit. The technique to derive this universal function is also described here. In section 5, we analyze the same system but with open boundary conditions and show that the results found in the periodic case are equally valid. Finally, we discuss the generalization of these results to higher dimensions in section 6. The conclusions and open problems are given in section 7. In appendices A–C, we provide the bulk of the mathematical proof of the existence of the universal functions and the convergence to those of the finite-size expectation values. In appendix D, we present the method to create the matrix representation of some operators on the one-dimensional linear lattice.

2. The system and its Hamiltonian

The system we are considering is a one-dimensional lattice with L sites and spacing a. Each site shall contain a single atom which occupies the (local) vibrational ground state. The ground state |\( g \rangle \) and a highly excited (Rydberg) state |\( r \rangle \) of each atom (considered as two-level systems) are coupled resonantly by means of a laser with the Rabi frequency \( \Omega \). The atoms in the Rydberg state interact via the van der Waals potential \( C_6/|r|_6 \), where \( C_6 \) is the van der Waals coefficient [36] and |\( r \rangle \) is the distance between them. Having only two possible states reduces the problem to a spin-1/2 system where one can identify |\( g \rangle = r_r \rangle \equiv | \downarrow \rangle \) and |\( r \rangle = r^\dagger_g \rangle \equiv | \uparrow \rangle \). The annihilation and creation operators \( r_k \) and \( r_k^\dagger \) of a Rydberg state at site \( k \) satisfy thus a spin-1/2 algebra

\[
[r_j, r_k] = [r_j^\dagger, r_k^\dagger] = [r_j, r_k^\dagger] = 0, \quad j \neq k,
\]

\[
r_k^2 = r_k^\dagger 2 = 0, \quad \{r_k, r_k^\dagger\} = 1.
\]
a

**Figure 2.** Perfect blockade model. We consider a cutoff of the interaction such that only the atoms inside a domain $\Lambda_k$ interact with an atom excited on the $k$th site. Two different examples of domains are shown: nearest-neighbor ($\Lambda_k$) and next-nearest-neighbor ($\Lambda'_k$) interaction. Moreover, we consider the interaction between excited states so strong that within the corresponding domain only one atom can be excited to the Rydberg state.

With these operators, the Hamiltonian of the system reads

$$H = \Omega \sum_{k=1}^{L} (r_k + r_k^\dagger) + V \sum_{k \neq j} \frac{n_k n_j}{|k-j|^6},$$

where $n_k = r_k^\dagger r_k$ counts the number of Rydberg atoms at site $k$ and $V = C_6/(2a^6)$ represents the nearest-neighbor interaction strength divided by two to compensate the double counting in the sum.

In the following we will perform two approximations which lead us to the perfect blockade model. First, we do not consider the full $|r|^\sim 6$ tail of the van der Waals interaction but rather a cutoff at radius $R_b = \lambda_b a$, i.e. only atoms on sites contained in the subset $\Lambda_k = \{j : |k-j| \leq \lambda_b \text{ and } j \neq k\}$ interact with an excited atom located at the $k$th site (see figure 2). The Hamiltonian can then be rewritten as $H = H_0 + H_{\text{int}}$ with

$$H_0 = \Omega \sum_{k=1}^{L} (r_k + r_k^\dagger), \quad H_{\text{int}} = \sum_{k=1}^{L} \sum_{j \in \Lambda_k} V_{kj} n_k n_j,$$

where $V_{kj} = V/|k-j|^6$. In addition, we assume that the interaction energy between atoms inside the radius $R_b$ is much larger than the Rabi frequency of the laser. This means in turn that the probability of having two atoms simultaneously excited within the set $\Lambda_k$ is strongly suppressed. This so-called **blockade radius** can be calculated by equating the distance $R_b$ at which the Rabi frequency equals the interaction, i.e. $\Omega = C_6/R_b^6$ (see e.g. [31]). Note that for the case in which a large number of atoms $N_b$ are blockaded, one needs to use the collective Rabi frequency $\sqrt{N_b} \Omega$ in the above equation, see also [31]. These two assumptions can only be satisfied if

$$\frac{V}{\lambda_b^6} \gg \Omega \gg \frac{V}{(\lambda_b + 1)^6}. \quad (1)$$

If this inequality is satisfied all atoms within the blockade length are strictly blockaded and all atoms outside the blockade length are not blockaded. For a large blockade radius, this cannot be strictly satisfied since the interaction potential is smooth. This in turn means that there will be a transition region between fully blockaded and non-blockaded sites. This feature is not accounted for within the perfect blockade model. However, in practice it turns out that the van der Waals potential is sufficiently quickly decaying such that the assumption of a sharp blockade radius can be justified. For an explicit example, we would like to refer the reader to [31, 37] in which correlation functions of the Rydberg gas in its steady state are calculated using the perfect blockade model and the full van der Waals potential, respectively.
In the next step, we make the excitation blockade manifest by transforming the Hamiltonian into the interaction picture with the unitary operator $U = e^{-iHt}$ with $U_j = e^{-i\omega_j \sum_{l \neq k} V_{lk} n_l}$. This results in a new Schrödinger equation with the effective Hamiltonian $H = U^{-1}HU - iU^{-1}(\partial_t U) = U^{-1}H_0U$ that yields

$$H = \sum_{k=1}^{L} \left( 2i\omega_k \sum_{j \in \Lambda_k} V_{kj} n_j (r_k + r_k^\dagger) e^{-2i\alpha_k \sum_{j \in \Lambda_k} V_{kj} n_j} \right),$$

where we have used that $V_{kj} = V_{jk}$ and the only terms that do not commute with $r_k + r_k^\dagger$ are the ones that contain operators acting on the specific site $k$ (i.e. $U_k$ and the term $e^{-i\omega_k V_{lk} n_l}$ from each $U_j$ with $j \in \Lambda_k$). Since $k \notin \Lambda_k$, all the terms contained in the sum over $j \in \Lambda_k$ commute with $n_k$. Now, we have to calculate explicitly

$$e^{i\alpha_k} (r_k + r_k^\dagger) e^{-i\alpha_k} = e^{i\alpha_k} r_k^\dagger + e^{-i\alpha_k} r_k,$$

with $\alpha_k = 2\sum_{j \in \Lambda_k} V_{kj} n_j$. Note that $n_k^2 = n_k$, i.e. $n_k$ and $m_k = 1 - n_k$ are the projectors onto the subspaces with a Rydberg and a ground state atom on site $k$, respectively. Thus, one has

$$e^{i\alpha_k} = \prod_{j \in \Lambda_k} e^{2i\omega_j n_j} = \prod_{j \in \Lambda_k} (m_j + n_j e^{2i\omega_j}).$$

Next, we neglect in this expression the terms that oscillate with frequencies $V_{kj}$ for all $j \in \Lambda_k$ which under our initial assumption are much larger than the Rabi frequency. This is the so-called rotating wave or secular approximation and gives rise to the effective Hamiltonian

$$H = \sum_{k=1}^{L} (r_k + r_k^\dagger) M_k,$$

(2)

with $M_k = \prod_{j \in \Lambda_k} m_j$. This Hamiltonian couples states differing in a single Rydberg excitation, but the factor $M_k$ prevents the creation of a Rydberg excitation at site $k$ whenever there is another already present at some site $j \in \Lambda_k$. A detailed account of this perfect blockade model and its applicability has been already studied in a number of recent publications, e.g. [19, 20, 27, 28]. From a more technical perspective, the perfect blockade model can be regarded as the projection of the full Hamiltonian onto a subspace in which no two excitations are contained within a blockade radius. One can systematically continue this expansion to higher orders in the small parameter $\Omega/V$, as it was studied in [27, 38].

The natural initial state of the system is the one with all atoms in the ground state, i.e. $|0\rangle = \bigotimes_j |g\rangle_i$ and $M_k |0\rangle = |0\rangle$. The Hamiltonian then only couples $|0\rangle$ to states which have eigenvalue 1 with respect to all $M_k$. As a consequence, only states with at most one excitation inside the neighborhoods $\{\Lambda_k\}_{k=1}^{L}$ are accessible by a time evolution under $H$.

The generalization of the previous arguments to higher dimensional lattices leads to a Hamiltonian of the same form as equation (2). The higher dimensional version of condition (1) is, however, more difficult to satisfy. For instance, in the case of a blockade radius $R_b = a$, equation (1) reads $V \gg \Omega \gg V/2^a$, while for a two-dimensional square and a three-dimensional cubic lattices, it becomes the more stringent condition $V \gg \Omega \gg V/2^3$. We would like to remark that even when the conditions for the validity of the effective Hamiltonian (2) are not strictly satisfied, such a Hamiltonian provides the first approximation to the dynamics of a Rydberg lattice gas which can be corrected by perturbation techniques.

In the following sections, we will mathematically prove that the dynamics of a system driven by the Hamiltonian (2) exhibits some universal features, which do not depend on the lattice geometry or the interaction range.
3. Time evolution of observables: general considerations

Our analysis begins by the discussion of a property of the system that holds regardless of the geometry of the lattice. The operator \((-1)^n\), with \(n = \sum_i n_i\) being the total number of atoms in the Rydberg state, satisfies

\[
\{(-1)^n, r_k\} = \{(-1)^n, r_k^+\} = 0
\]

which in turn yields

\[
\{(-1)^n, H\} = 0.
\] (3)

This anticommutation relation implies that \(H\) only couples the states whose total number of Rydberg excitations have opposite parity \((-1)^n\). Although \((-1)^n\) is not a symmetry of \(H\), the fact that both operators anticommute has some implications in the corresponding spectrum and dynamics.

First, if \(|\Psi\rangle\) is an eigenvector of \(H\) with eigenvalue \(E\), the state \((-1)^n|\Psi\rangle\) is also an eigenvector, but with eigenvalue \(-E\). Therefore, the energy spectrum of \(H\) is symmetric with respect to \(E = 0\). Moreover, any eigenvector \(|\Psi\rangle\) with eigenvalue \(E \neq 0\) must be orthogonal to \((-1)^n|\Psi\rangle\). Thus, \((\Psi|(-1)^n|\Psi\rangle = 0\), which yields \((\Psi_e|\Psi_o\rangle = (\Psi_o|\Psi_e\rangle = 1/2\) where \(|\Psi_e\rangle\) and \(|\Psi_o\rangle\) are the projections of \(|\Psi\rangle\) onto the subspaces with even and odd total number of Rydberg states, respectively. We conclude from this that any eigenvector \(|\Psi\rangle\) of \(H\) with a non-zero eigenvalue has equal probability of having an odd or even number of Rydberg excitations.

For some particular choices of the lattice geometry and the blockade range \(\Lambda_k\), the system and its Hamiltonian \(H\) possess additional symmetries. For instance, in the case of a ring lattice (one-dimensional lattice with periodic boundary conditions) the system is invariant under translations and reversal of the sites. Any symmetry of the system splits the state space into several \(H\)-invariant subspaces (the eigenspaces of the symmetry), decoupling the evolution into lower dimensional ones with the same spectral properties described previously for \(H\). If this symmetry also commutes with \((-1)^n\), the corresponding subspaces are \((-1)^n\)-invariant too. As a consequence, any odd-dimensional subspace which is simultaneously invariant for \(H\) and \((-1)^n\) must enclose a zero energy eigenstate of \(H\). Otherwise, the number of orthogonal eigenvectors of the reduced Hamiltonian should be even due to the symmetry of its spectrum with respect to the origin.

The anticommutation relation (3) also bears implications for the dynamics. In the Heisenberg picture, the evolution of any observable \(A\) is given by \(A(t) = e^{itH}Ae^{-itH}\). The evolution of this arbitrary observable \(A\) is an entire function of \(t\), i.e. an analytic function on the whole complex plane when \(t\) is considered as a complex variable, so that its power series must converge for any value of \(t\). The corresponding power series expansion yields

\[
A(t) = \sum_{j=0}^{\infty} \frac{1}{j!} i^j t^j \text{ad}_H^j(A),
\] (4)

where we have defined the adjoint endomorphism

\[
\text{ad}_H^j(A) \equiv [H, A]^j = [H, [H, A]]^j - \ldots.
\]

Let us assume that \([A, (-1)^n] = 0\), i.e. the operator \(A\) conserves the parity of the number of excitations. Then, relation (3) yields

\[
(-1)^nA(t)(-1)^n = A(-t).
\]

If \(|\Phi\rangle\) and \(|\Psi\rangle\) are two eigenstates of \(n\) with the total number of Rydberg states \(n_\Phi\) and \(n_\Psi\), respectively, the matrix element \((\Phi|A(t)|\Psi)\) satisfies

\[
(\Phi|A(-t)|\Psi) = (-1)^{n_\Phi + n_\Psi} (\Phi|A(t)|\Psi).
\]
As a consequence, $\langle \Phi | A(t) | \Psi \rangle$ is an even or an odd function of $t$ depending on whether $n_\Phi$ and $n_\Psi$ have the same parity or not. Setting $|\Phi\rangle = |\Psi\rangle$, we find that the expectation value of $A$ starting from an initial state with a definite number of Rydberg excitations is an even function of $t$.

We now apply these results to the time evolution of the expectation value of the total number of Rydberg atoms $n$. We consider the initial state $\{|0\rangle\}$, i.e. $\langle n(t) \rangle \equiv \langle 0 | n(t) | 0 \rangle$, so that $\langle n(0) \rangle = 0$. By using equation (4), we see that only the even terms contribute to the expansion:

$$\langle n(t) \rangle = \sum_{j=1}^{\infty} c_j t^{2j}, \quad c_j = \frac{(-1)^j}{(2j)!} \langle \text{ad}_B^j(n) \rangle.$$  \hspace{1cm} (5)

The first term of the sum is proportional to $t^2$ and can be calculated using the algebra of $r_k$ and $r_k^\dagger$ as

$$\text{ad}_B^0(n) = [H, n] = \Omega \sum_k (r_k - r_k^\dagger) M_k$$

$$\text{ad}_B^2(n) = [H, [H, n]] = 2\Omega^2 \sum_k (n_k - m_k) M_k + 2\Omega^2 \sum_{j \in \Lambda_k} \sum_{j \neq k} (r_j r_k^\dagger - r_j^\dagger r_k) M_j M_k \cup j,$$

with $M_{k \cup j} = \prod_{l \in \Lambda_k, l \neq j} m_l$. Taking the expectation value in the last expression we obtain $\langle \text{ad}_B^2(n) \rangle = -2\Omega^2 L$ and in expansion (5) the first coefficient is $c_1 = \Omega^2 L$. Therefore, the expectation value of the Rydberg density defined as $\rho(t) = \langle n(t) \rangle / L$ is an even function of $t$ with the universal behavior $\rho(t) = \Omega^2 t^2 + O(\Omega^4 t^4)$, regardless of the dimension or the geometry of the lattice, and for any blockade range. Although this result is trivial, it constitutes the first and simplest example of the kind of techniques which will be used throughout the rest of the paper to uncover the universal features of the short-time evolution.

In the remainder of the paper we will search for such a universality (independence of the size of the system) in higher terms of the series expansion of $\rho(t)$, as well as for expectation values of other operators. To tackle this task, we will extensively use the following property. If $A$ and $B$ are self-adjoint, $\text{ad}_B^j(A)$ is self-adjoint or anti-self-adjoint depending on whether $j$ is even or odd. Consequently, to obtain $\text{ad}_B^j(A) = [B, \text{ad}_B^{j-1}(A)]$ we can use the identities

$$\text{ad}_B^j(A) = \begin{cases} B \text{ad}_B^{j-1}(A) + \text{h.c.} & \text{if } j \text{ even} \\ B \text{ad}_B^{j-1}(A) - \text{h.c.} & \text{if } j \text{ odd} \end{cases}$$

i.e. the symmetrization or anti-symmetrization of $B \text{ad}_B^{j-1}(A)$ for even and odd $j$, respectively.

For convenience, we will set from now on the energy scale $\Omega = 1$. The change $t \to \Omega t$ allows us to recover the dependence on $\Omega$ in the evolution.

### 4. The one-dimensional ring lattice

In this section, we will analyze the dynamics for a ring lattice with only nearest-neighbor interaction, that is, a one-dimensional finite lattice with periodic boundary conditions and blockade range $\Lambda_k = \{k-1, k+1\}$. This system was previously explored in [20, 25, 27, 28].

The physical properties of this system will in general depend on the number of sites $L$. We make apparent this explicit dependence on $L$ by including a superscript $(L)$. The Hamiltonian reads

$$H^{(L)} = \sum_{k=1}^{L} H_k, \quad \text{with} \quad H_k = m_{k-1} \Delta_k m_{k+1}. \hspace{1cm} (6)$$

---
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where the notation $\Delta_k = r_k + r_k^\dagger$ has been introduced. According to the discussion in section 3, the Rydberg density is given by

$$\rho^{(L)}(t) = \frac{1}{L} \langle n^{(L)}(t) \rangle = \sum_{j=1}^{\infty} c_j^{(L)} t^{2j},$$

(7)

with $n^{(L)} = \sum_{k=1}^{L} n_k$, and

$$c_j^{(L)} = \frac{(-1)^j}{(2j)!} \{ \text{ad}_{H_{\text{ad}}^{(L)}}^{2j} (n_k) \} \quad \forall k,$$

(8)

where the invariance of the system under translations has been used. The periodic boundary conditions imply that any index $k$ must be understood mod($L$).

In the previous section, it has already been shown that in general $c_1^{(L)} = 1$. We calculate again this coefficient using a procedure that allows us to obtain $c_j^{(L)}$ beyond $j = 1$. First, we need to compute

$$\text{ad}_{H_{\text{ad}}^{(L)}} (n_k) = H_k n_k - \text{h.c.},$$

where we have used that $H_k$ is the only term of $H^{(L)}$ which does not commute with $n_k$. This anti-symmetrization yields

$$\text{ad}_{H_{\text{ad}}^{(L)}} (n_k) = m_{k-1}(r_k - r_k^\dagger)m_{k+1}.$$  

(9)

In order to compute $\text{ad}_{H_{\text{ad}}^{(L)}}^{2j} (n_k)$, we first realize that among the terms of $H^{(L)}$ only $H_{k-1}$, $H_k$ and $H_{k+1}$ do not commute with $\text{ad}_{H_{\text{ad}}^{(L)}} (n_k)$, and hence

$$\text{ad}_{H_{\text{ad}}^{(L)}}^2 (n_k) = \left( \sum_{j=-1}^{1} H_{k+j} \right) m_{k-1}(r_k - r_k^\dagger)m_{k+1} + \text{h.c.}$$

Summarizing, we obtain

$$\begin{align*}
\text{ad}_{H_{\text{ad}}^{(L)}}^2 (n_k) &= 2a_k^{(1)} + a_k^{(2)} + a_{k+1}^{(2)}, \\
a_k^{(1)} &= m_{k-1}\delta_km_{k+1}, \\
a_k^{(2)} &= m_{k-2}(r_k - r_k^\dagger) + r_k^\dagger r_k)m_{k+1},
\end{align*}$$

(10)

with $\delta_k = n_k - m_k$. Hence, $\langle \text{ad}_{H_{\text{ad}}^{(L)}}^2 (n_k) \rangle = 2(\delta_k) = -2$ and we recover the expected result $c_1^{(L)} = 1$.

We now proceed with the second coefficient $c_2^{(L)}$. For $\text{ad}_{H_{\text{ad}}^{(L)}} (n_k)$, the same procedure as before yields

$$\text{ad}_{H_{\text{ad}}^{(L)}}^2 (n_k) = 2A_k^{(1)} + A_k^{(2)} + A_{k+1}^{(2)},$$

where

$$A_k^{(1)} = \left[ \sum_{j=-1}^{1} H_{k+j}, a_k^{(1)} \right], \quad A_k^{(2)} = \left[ \sum_{j=-2}^{1} H_{k+j}, a_k^{(2)} \right].$$

Calculating the commutators $A_k^{(1)}$ and $A_k^{(2)}$ and performing the anti-symmetrization finally results in

$$\begin{align*}
\text{ad}_{H_{\text{ad}}^{(L)}}^3 (n_k) &= 4b_k^{(1)} + b_k^{(2)} + 3b_k^{(3)} + b_k^{(4)} + b_{k+1}^{(4)} + b_{k+2}^{(4)}, \\
b_k^{(1)} &= m_{k-1}(r_k - r_k^\dagger)m_{k+1}, \\
b_k^{(2)} &= m_{k-2}(r_k - r_k^\dagger)m_{k+1}, \\
b_k^{(3)} &= m_{k-2}(r_k - r_k^\dagger)m_{k+1}, \\
b_k^{(4)} &= m_{k-3}(r_k^\dagger r_{k-1}^\dagger - r_k^\dagger r_{k-1} - r_k m_{k+1}).
\end{align*}$$

(11)
As we can see, the level of complexity of the terms \( \text{ad}_j^{(4)} (n_k) \) increases very quickly. However, since we are only interested in \( c_2^{(L)} \) it is not necessary to compute \( \text{ad}_j^{(4)} (n_k) \) completely. The only terms of \( \text{ad}_j^{(4)} (n_k) \) which contribute to \( \langle \text{ad}_j^{(4)} \rangle (n_k) \) are the products of operators \( m_i \). Such terms are self-adjoint and, hence, they are generated simultaneously with equal coefficients in both summands of \( H^{(L)} \text{ad}_j^{(4)} (n_k) + \text{h.c.} \). Using the algebra of \( r_j \) and \( r_j^\dagger \) (see table 1) the terms of \( H^{(L)} \text{ad}_j^{(4)} (n_k) \) depending only on \( m_1 \) derive from the products of the form \( H_i b_k^{(1)} \), \( H_i b_k^{(2)} \) and \( H_{k+1} b_k^{(3)} \). That is, the only part of \( \text{ad}_j^{(4)} (n_k) \) contributing to \( c_2^{(L)} \) is the symmetrization of \( 4H_i b_k^{(1)} + H_i b_k^{(3)} + 3H_{k+1} b_{k+1}^{(2)} + 3H_{k-1} b_{k-1}^{(2)} + H_k b_k^{(3)} \). Hence, we find that \( \langle \text{ad}_j^{(4)} \rangle (n_k) = -24 \) and finally

\[
c_2^{(L)} = \frac{1}{4!} \langle \text{ad}_j^{(4)} \rangle (n_k) = -1, \tag{12}
\]

also independent of the size of the lattice \( L \).

### 4.1. Universality condition of the expansion coefficients

Neither \( c_1^{(L)} \) nor \( c_2^{(L)} \) have shown a dependence on the size of the ring \( L \). This is, however, only true because we have implicitly assumed that \( L > 2 \) and, thus the boundary effects due to the finite size of the system do not play a role.

Let us explore these finite-size effects for the (artificial) case of \( L = 2 \). The influence of the boundary becomes apparent in the quantity \( \text{ad}_j^{(2)} (n_1) \). While equation (9) holds identifying \( m_0 = m_2 \), i.e.

\[
\text{ad}_j^{(2)} (n_1) = [H_1, n_1] = m_0(r_1 - r_1^\dagger)m_2 = (r_1 - r_1^\dagger)m_2,
\]

the calculation of \( \text{ad}_j^{(2)} (n_1) \) gives

\[
\text{ad}_j^{(2)} (n_1) = [H_1 + H_2, m_0(r_1 - r_1^\dagger)m_2],
\]

and we see that equation (10) is not valid due to two reasons: first, some contributions are missing if compared with the general expression \( \text{ad}_j^{(2)} \) \((n_1) = [H_0 + H_1 + H_2, m_0(r_1 - r_1^\dagger)m_2] \); second, in the general case the commutators are calculated under the assumption that operators with different indices commute, but this only holds as long as there is no term with indices which are equal mod(\( L \), and this is violated by \( m_0(r_1 - r_1^\dagger)m_2 \) if \( L = 2 \). If we proceed without simplifying \( m_0 \) and \( m_2 \), the calculation (13) of \( \text{ad}_j^{(2)} \) \((n_1) \) yields only part of the terms obtained in equation (10) for the general case.

To calculate explicitly the coefficients \( c_j^{(2)} \) for \( L = 2 \), the corresponding \( \text{ad}_j^{(2)} \) \((n_1) \) are needed. For \( j = 1 \), the result is

\[
\text{ad}_j^{(2)} (n_1) = 2\delta_1 m_2 + r_1 r_2^\dagger + r_1^\dagger r_2,
\]

so that

\[
c_1^{(2)} = -\frac{1}{2!} \langle \text{ad}_j^{(2)} \rangle (n_1) = -\frac{1}{2!} (-2) = 1,
\]

in agreement with the general arguments of section 3. However, for the next coefficient, we arrive at

\[
\text{ad}_j^{(2)} (n_1) = 5(r_1 - r_1^\dagger)m_2 + 6m_1(r_2 - r_2^\dagger),
\]

\[
\text{ad}_j^{(2)} (n_1) = 10\delta_1 m_2 + 6m_1\delta_2 + 4(r_1 r_2^\dagger + r_1^\dagger r_2),
\]

### Table 1. The most frequent operator multiplications \( ab \) used through the text.

| \( ab \) | \( r_j \) | \( r_j^\dagger \) | \( n_j \) | \( m_j \) |
|---|---|---|---|---|
| \( m_j \) | \( r_j \) | 0 | 0 | \( m_j \) |
| \( \Delta_j \) | \( n_j \) | \( m_j \) | \( r_j^\dagger \) | \( r_j \) |
Table 2. For blockade radius $R_b = a (\lambda_b = 1)$, first five universal coefficients, $c_j$, of the Rydberg density $\rho(t)$, and of $\rho_d(t)$ with $d = 2$ and 3, $c_{d,j}$. For a linear lattice, the first four universal coefficients $q_j$. For the blockade radii $\lambda_b = 2$ and 3, the first universal coefficients of the Rydberg density $\rho(t)$ are also displayed.

| $\lambda_b = 1$ | $\lambda_b = 2$ | $\lambda_b = 3$ |
|------------------|------------------|------------------|
| $j$ | $c_j$ | $c_{2,j}$ | $c_{3,j}$ | $q_j$ | $c_j$ | $c_j$ |
| 1 | 1 | 0 | 0 | 1 | 1 | 1 |
| 2 | -1 | 1 | 1 | 2 | -5 | -7 | 2 |
| 3 | $\frac{3}{5}$ | -$\frac{3}{5}$ | -2 | 27 | 77 | 153 | $\frac{11}{55}$ |
| 4 | $\frac{-1}{3}$ | $\frac{24}{35}$ | $\frac{41}{28}$ | $\frac{124}{35}$ | $\frac{-71}{35}$ | 84 | 2 |
| 5 | $\frac{3023}{3750}$ | $\frac{739}{7725}$ | $\frac{-3293}{75655}$ | $\frac{76016}{2707}$ | $\frac{-739}{1120}$ | $\frac{-2393}{1680}$ | $\frac{76016}{2707}$ |

which yields a different result from equation (12), namely

$$c_2^{(2)} = \frac{1}{4!} \langle \text{ad}^4_{H^{(2)}} (n_1) \rangle = \frac{1}{4!} (-16) = -\frac{2}{3}.$$ 

For $L = 3$, equations (9) and (10) remain valid because they involve commutators of $H^{(3)} = H_1 + H_2 + H_3$ and terms with no more than three consecutive indices, while equation (11) fails. This only ensures that $c_3^{(3)} = 1$. However, $c_3^{(3)} = -1$, coinciding with equation (12), because the perturbation created by the periodic boundary conditions does not affect the terms of $\text{ad}^4_{H^{(3)}} (n_k)$ contributing to $c_3^{(3)}$.

The previous results seem to indicate that $\text{ad}^j_{H^{(L)}} (n_k)$ and $c_j^{(L)}$ are universal for $j \leq L - 1$ because they can be computed using only the universal algebra of $r_l$ and $r_l^\dagger$ without being concerned with the boundary conditions. This is indeed true, and the proof is provided in appendix A. We denote by $c_j$ the universal value of $c_j^{(L)}$ for $j \leq L - 1$. For illustration purposes, the first five of these universal coefficients $c_j$ are given in table 2.

### 4.2. The universal Rydberg density $\rho(t)$

At least formally, we can define now the power series

$$\rho(t) = \sum_{j=0}^{\infty} c_j t^{2j} \quad (14)$$

with $c_j$ being the universal expansion coefficients. We would naively expect that $\rho^{(L)}(t) \overset{L=\infty}{\longrightarrow} \rho(t)$, but this cannot be simply implied as a consequence of $c_j = \lim_{L=\infty} c_j^{(L)}$. In fact, for the moment we cannot even be sure that the power series in equation (14) has a non-null radius of convergence. Let us show here that equation (14) defines an entire function such that $\rho^{(L)}(t) \overset{L=\infty}{\longrightarrow} \rho(t)$ for any value of $t$. This implies that, although $\rho(t)$ is defined by a power series around the origin, it encodes the universality of $\rho^{(L)}(t)$ in any regime. We follow here a complementary approach to that presented in [33] that will also allow us to calculate the rate of convergence to $\rho(t)$, which will be referred to as the universal Rydberg density in the remainder of the paper.

An analytic expression for all the coefficients $c_j$ and $c_j^{(L)}$ is not available. However, to prove the above statements it is enough to obtain bounds $|c_j|, |c_j^{(L)}| \leq b_j$ for a set of coefficients $b_j$ such that the power series $\sum_{j=0}^{\infty} b_j z^j$ has an infinite radius of convergence. Since
\[ \sum_{j=1}^{\infty} |c_j| |t|^{2j} \leq \sum_{j=1}^{\infty} b_j |t|^{2j}, \]
then \[ \sum_{j=1}^{\infty} c_j t^{2j} \] is absolutely convergent for any \( t \). Besides, bearing in mind that \( c_j = c_j \) for \( j \leq L - 1 \), we obtain

\[
|\rho(t) - \rho^{(L)}(t)| \leq \sum_{j=L}^{\infty} |c_j - c_j^{(L)}| |t|^{2j} \leq 2 \sum_{j=L}^{\infty} b_j |t|^{2j}, \quad (15)
\]

which shows that \( \rho^{(L)}(t) \xrightarrow{L \to \infty} \rho(t) \) at any time \( t \). In appendix B, we prove that \( |c_j|, |c_j^{(L)}| \leq b_j \) for the coefficients

\[
b_j = 2 \cdot 6^{2j-1} \frac{k_{2j}}{(2j)!}, \quad (16)
\]
where

\[
k_j = \max_{t \in [0,\infty)} t^{-j^2}.
\]
In appendix C, we show that

\[
\frac{k_{j+1}}{k_j} \sim \left( \frac{\ln j}{j} \right)^{j},
\]
and, hence, the radius of convergence of \( \sum_{j=1}^{\infty} b_j t^{2j} \) is

\[
\lim_{j \to \infty} b_{j-1} = \frac{1}{36} \lim_{j \to \infty} (2j)(2j-1) \frac{k_{2j-2}}{k_{2j}} = \frac{1}{9} \lim_{j \to \infty} (\ln j)^2 = \infty.
\]
As we pointed out previously, this proves at the same time that \( \rho(t) \) is defined for any value of \( t \) and that \( \rho(t) \) gives at any time \( t \) the asymptotic of \( \rho^{(L)}(t) \) for large \( L \).

4.2.1. Convergence rate to the universal behavior. Our procedure has the advantage of making it possible to estimate the rate of convergence of \( \rho^{(L)}(t) \xrightarrow{L \to \infty} \rho(t) \). From equations \((15)\) and \((16)\), we obtain

\[
|\rho(t) - \rho^{(L)}(t)| \leq \frac{2}{3} \sum_{j=L}^{\infty} \frac{k_{2j}}{(2j)!} 6^{2j} |t|^{2j}.
\]
Apppendix C proves that

\[
k_j \sim \frac{1}{\omega_1 \omega_2 \cdots \omega_j},
\]
where \( \omega_j \) is the solution of \( \omega_j + \ln \omega_j = 1 + \ln j \), which increases logarithmically with \( j \) so that \( \omega_j \sim \ln j \). Therefore,

\[
|\rho(t) - \rho^{(L)}(t)| \leq \frac{2}{3} \sum_{j=L}^{\infty} \frac{6^{2j} |t|^{2j}}{\omega_1 \omega_2 \cdots \omega_j},
\]
which means that an upper bound for the error \( |\rho(t) - \rho^{(L)}(t)| \) is given by

\[
E^{(L)}(t) = \frac{2}{3} \frac{6^{2L} |t|^{2L}}{\omega_1 \cdots \omega_{2L}} \left( 1 + \sum_{j=1}^{\infty} \frac{6^{2j} |t|^{2j}}{\omega_{2L+1} \cdots \omega_{2L+2j}} \right).
\]
Bearing in mind that \( \omega_j \) grows with \( j \), we find that the rate of consecutive error bounds satisfies

\[
E^{(L)}(t) E^{(L-1)}(t) \leq \frac{36 |t|^2}{\omega_{2L-1} \omega_{2L}} \xrightarrow{L \to \infty} \frac{36 |t|^2}{\ln(2L-1) \ln(2L)},
\]
i.e. the convergence \( \rho^{(L)}(t) \xrightarrow{L \to \infty} \rho(t) \) is, at least, logarithmic.
The previous mathematical results suggest the following physical interpretation: for large $t$, the deviation from the universal behavior defined by $\rho(t)$ is related to the finiteness of the lattice. At the beginning of the evolution, the boundary conditions have little influence on the dynamics because the predominant interaction is the one between the nearby atoms. Mathematically, the first coefficients of the power expansion of $\langle n_k(t) \rangle$ depend only on terms $H_l$ with $l$ close to $k$, so that the evolution is ‘ignorant’ of the boundaries. This is the origin of the universality observed for short times in figure 1(b). When $t$ increases, higher degree terms of $\langle n_k(t) \rangle$, which include contributions from $H_l$ with $l$ far from $k$, become significant. This means that the (indirect or mediated) interactions between distant atoms become more important as time passes. Finally, when $t$ is so large that the mediated interaction between atoms on sites at a distance of $L$ or more sites becomes relevant, the universality is lost. All this is a consequence of the fact that there is a finite speed at which information propagates, which is expected from the local interactions that govern the dynamics of the Rydberg gas [32].

This also means that the actual length of the universal time interval shown in figure 1(b) depends on $L$. The lattice size fixes the number of coefficients $c_{Lj}$ which are universal and hence the range of values of $t$ for which $\rho^{(L)}(t)$ will not differ from the universal Rydberg density $\rho(t)$. Indeed, like the number of universal coefficients $c_j$, the range of the universal regime must increase with the size of $L$, and during it $\rho^{(L)}(t) \approx \rho^{(L)}(t)$ for $L \geq L$. At this point, the fact that the convergence $\rho^{(L)}(t) \xrightarrow{L \to \infty} \rho(t)$ takes place for any $t$ means that we can just increase $L$ in order to extend the length of the universal time interval. For finite values of $L$, these ideal power expansions can be calculated numerically in an alternative way using matrix representations of $H^{(L)}$ and $n^{(L)}$. Such computations can be simplified by reducing the operators to the maximally symmetric subspace under translations and reflections (see [27]). As an example, we have performed this calculation for $L = 18$ obtaining all the universal coefficients until $j = 17$. A comparison between this result and the numerical time evolution of a system of the same size with the closed and open boundary conditions is presented in figure 3. Here the universal regime still lies in the transient phase and does not extend to the steady state regime. This universal time will increase with increasing number of sites on the lattice and, consequently, the number of universal coefficients.

4.2.2. Beyond the nearest neighbors blockade. We will consider now a blockade radius $R_b$ larger than the lattice spacing $a$. Suppose that $R_b = \lambda_b a$, such that the blockade range is
\[ \Lambda_k = \{ k - \lambda_b, \ldots, k - 1, k + 1, \ldots, k + \lambda_b \} \] for any site \( k \) of the ring. This yields an effective Hamiltonian \( H^{(L)} = \sum_{k=1}^{L} H_k \) with
\[ H_k = m_{k-\lambda_b} \cdots m_{k-1} \Delta_k \cdots m_{k+\lambda_b}. \] (17)

For the Rydberg density, we have shown in appendix A that \( ad_{p\ell}^{(L)}(n_k) \) and \( c_j^{(L)} \) are independent of \( L \) for \( j \leq (L-1)/\lambda_b \). Thus, there exists a universal set of expansion coefficients \( c_j = \lim_{L \to \infty} c_j^{(L)} \) and a universal Rydberg density \( \rho(t) = \sum_{j=1}^{\infty} c_j t^{2j} \) just like in the case of \( \lambda_b = 1 \). For \( \lambda_b = 2 \) and \( \lambda_b = 3 \), some of the universal coefficients \( c_j \) are provided in table 2. The bounds given in equation (16) for the coefficients of the Rydberg density now become (see appendix B)
\[ |c_j|, |c_j^{(L)}| \leq 2(6\lambda_b)^{2j-1}K^{2j+1/2\kappa_b-1}/(2j)! , \]
which proves that the Rydberg density \( \rho^{(L)}(t) \) converges for any value of \( t \) to the universal Rydberg density \( \rho(t) \), irrespective of the size of the blockade radius.

Apart form the first term \( t^2 \), which is completely universal, the universal Rydberg density for a one-dimensional lattice only depends on the blockade radius.

### 4.3. Expectation values of other operators

So far, we have only studied the Rydberg density. However, these results can actually be generalized to other local observables. Let us consider, for instance, the density–density correlation function
\[ g_2(d, t) = \frac{\langle n_k(t)n_{k+d}(t) \rangle}{\langle n_k(t) \rangle \langle n_{k+d}(t) \rangle} - 1 \]
and, in particular, the expectation value
\[ \rho_d^{(L)}(t) = \langle n_k(t)n_{k+d}(t) \rangle, \]
with \( d \geq 2 \), since \( \langle n_kn_{k+1} \rangle = 0 \) due to the blockade condition.

As in the case of \( \rho^{(L)}(t) \), \( \rho_d^{(L)}(t) \) is an entire function even in \( t \) and vanishing at \( t = 0 \) with the power expansion
\[ \rho_d^{(L)}(t) = \sum_{j=1}^{\infty} c_d^{(L)}t^{2j}, \] (18)
where
\[ c_d^{(L)} = \frac{(-1)^j}{(2j)!} \langle ad_{p\ell}^{(L)}(n_kn_{k+d}) \rangle. \]

For very short times, atoms on separated sites evolve approximately independently. Thus, the density–density correlation function converges to 0 as \( t \to 0 \). From the universal behavior \( \langle n_k(t) \rangle \sim t^2 \), we conclude that \( \langle n_k(t)n_{k+d}(t) \rangle \sim t^4 \) should be universal too, so that \( c_d^{(L)} = 0 \) and \( c_{d,2}^{(L)} = 1 \) which is the first non-zero contribution in (18) being universal. Indeed, this can be shown following similar commutator computations to those done in section 3 for the \( t^2 \) universal behavior of the Rydberg density.

Concerning the universality of the rest of the coefficients \( c_d^{(L)} \), it is proven in appendix A that, analogously to the case of the Rydberg density, \( ad_{p\ell}^{(L)}(n_kn_{k+d}) \) and \( c_d^{(L)} \) are independent of \( L \) for \( j \leq L - d \). This gives rise to a set of universal coefficients \( c_{d,j} \), some of which are given in table 2 for \( d = 2 \) and 3, that allow us to construct the universal function.

Some of the previous findings can be extended to any observable. To formalize this statement we consider observables that are independent of the lattice size \( L \) and that are
constructed as a sum of words. A word is defined as an operator $A = x_1 x_2 \cdots x_k$, with $k_1 < k_2 < \cdots < k_j$, built using the letters $x_i \in \{r_i, r_i^\dagger, m_i, n_i\}$. Each of these words is characterized by its length $\ell(A) = k_j - k_1 + 1$ and its number of single letters $s_j \in \{r_i, r_i^\dagger\}$, $s(A)$. Let us consider the expectation value of a word $A$ with the length $\ell = \ell(A)$ and number of single letters $s = s(A)$,

$$\rho_A^{(L)}(t) = \langle A(t) \rangle.$$  

Since the relation $(-1)^n A(-1)^n = (-1)^s A$ is accomplished, $(-1)^n A(t)(-1)^n = (-1)^s A(-t)$ at any time. Hence, $\rho_A^{(L)}(-t) = (-1)^s \rho_A(t)$, i.e. the parity of $\rho_A^{(L)}(t)$ is determined by the number of single letters of $A$. As a consequence, the entire function $\rho_A^{(L)}(t)$ can be written as

$$\rho_A^{(L)}(t) = \sum_{j=0}^\infty c_{A,j}^{(L)} t^j,$$

where only powers with the same parity as $s$ contribute.

In this general situation, we can ensure that $\text{ad}_H^{(\ell)}(A)$ and $c_{A,j}^{(L)}$ are universal at least for $j \leq (L - \ell)/2$ (see appendix A), and we denote by $c_{A,j}$ these universal coefficients. Furthermore, the bounds

$$|c_{A,j}|, |c_{A,j}^{(L)}| \leq 12 j^j L_{j+1},$$

obtained in appendix B, together with the asymptotics of $\kappa_j$ given in appendix C allow us to prove that

$$\rho_A(t) = \sum_{j=0}^\infty c_{A,j} t^j$$

defines an entire function which picks up the universality of $\rho_A^{(L)}(t)$: $\rho_A(t) \xrightarrow{L \rightarrow \infty} \rho_A^{(L)}(t)$ for any $t$.

This result shows that the universality observed in the time evolution of the Rydberg density is not caused by the specific form of the corresponding operator, but rather constitutes a general feature of this quantum system.

For a blockade radius larger than the lattice spacing, it has been shown in appendix A that $\text{ad}_H^{(\ell)}(A)$ and $c_{A,j}^{(L)}$ are universal at least for $j \leq (L - \ell)/(2\lambda_b)$, giving sense to the universal coefficients $c_{A,j}^{(L)} \xrightarrow{L \rightarrow \infty} c_{A,j}$ and the universal expectation value $\rho_A(t) = \sum_{j=1}^\infty c_{A,j} t^j$. Finally, the bounds

$$|c_{A,j}|, |c_{A,j}^{(L)}| \leq \left(12 \lambda_b\right)^{j+\ell/(2\lambda_b)-1} j^j \equiv b_j,$$

obtained in appendix B show that $\rho_A^{(L)}(t) \xrightarrow{L \rightarrow \infty} \rho_A(t)$ for any $t$.

### 4.3.1. Convergence rate to the universal behavior

We have seen that, in a ring under the nearest-neighbor blockade, the convergence of the expectation value of the Rydberg density to its universal counterpart is at least logarithmic. This estimate is generalized here to any other translation invariant or $L$-independent operator $A$, under any blockade range $\lambda_b$. Since $c_{A,j}^{(L)} = c_{A,j}$ for $j \leq (L - \ell)/(2\lambda_b)$, using the bounds (19) in this general case, we find that

$$|\rho_A(t) - \rho_A^{(L)}(t)| \leq 2 \sum_{j=0}^\infty b_j t^j \equiv E^{(L)}(t).$$
In order to obtain the rate of consecutive error bounds \( E^{(L)}_k \) and \( E^{(L+2k)}_k \) we need to calculate
\[
\frac{b_{j+1}}{b_j} = 12\lambda_b \frac{1}{j+1} \frac{\omega_{j+1/2\lambda_b}}{\omega_{j+1/2\lambda_b}}.
\]
From appendix C we obtain the following inequality:
\[
\frac{b_{j+1}}{b_j} \leq 12\lambda_b \frac{j + \frac{\epsilon}{2\lambda_b}}{j+1} \frac{1}{\omega_{j+\epsilon/2\lambda_b}},
\]
with \( \omega_k \) being the solution of \( \omega_k + \ln \omega_k = 1 + \ln k \). Since \( \omega_k \) is increasing in \( k \), therefore
\[
\frac{b_{j+1}}{b_j} < 12\lambda_b \max \left\{ 1, \frac{L}{L - \ell + 2\lambda_b} \right\} \frac{1}{\omega_{\frac{L}{L - \ell + 2\lambda_b}}} j > \frac{L - \ell}{2\lambda_b},
\]
which leads us to
\[
E^{(L+2\lambda_b)}(t) = 2 \sum_{j = \frac{L}{L - \ell + 2\lambda_b}} b_{j+1} |t|^{j+1} < 12\lambda_b \max \left\{ 1, \frac{L}{L - \ell + 2\lambda_b} \right\} \frac{|t|}{\omega_{\frac{L}{L - \ell + 2\lambda_b}}} E^{(L)}(t).
\]
Finally, bearing in mind that \( \omega_k \sim \ln k \), we obtain the upper bound for the ratio
\[
\frac{E^{(L+2\lambda_b)}(t)}{E^{(L)}(t)} < 12\lambda_b \max \left\{ 1, \frac{L}{L - \ell + 2\lambda_b} \right\} \frac{|t|}{\omega_{\frac{L}{L - \ell + 2\lambda_b}}} \sim 12\lambda_b \frac{|t|}{\ln \left( \frac{L}{2\lambda_b} \right)},
\]
which again shows that the convergence is at least logarithmic.

In summary, the universality of the evolution of the Rydberg density under the nearest-neighbor blockade also holds for the evolution of the expectation value of any other operator with an \( L \)-independent shape as well as for any operator that is invariant under translations, and for any blockade radius. In addition, let us emphasize that the ring lattice is not merely a useful model to simplify the computations due to the symmetries, but also allows us to obtain the exact coefficients of the power expansion. That is, it grants us access to the universal behavior of the system independently of the lattice geometry, as is discussed in the following section.

5. Linear lattice—boundary effects

We will now investigate a one-dimensional lattice with open boundary conditions. Considering again nearest-neighbor blockades, the effective Hamiltonian \( H^{(L)} \) for a lattice with \( L \) sites reads as in equation (6) but with \( m_0 = m_{L+1} = 1 \). The analysis of the short-time dynamics is similar to the ring lattice, but the boundary effects are more pronounced. The reason is that, contrary to the ring, the atoms located at the edges of the line ‘note’ the boundary conditions at any time. However, the theoretical approach followed previously in the case of the ring can also be extended to this case.

We consider the expectation value of the Rydberg density \( \rho^{(L)}(t) = \langle \rho^{(L)}(t) \rangle / L \). It can be expanded as in expression (7), but equation (8) for the coefficient \( c^{(L)}_j \) of \( t^{2j} \) is no longer valid because the linear lattice has no translation invariance. Only the invariance under reflection remains, so that the contributions of the sites \( k \) and \( L - k \) coincide. Therefore, in the coefficients
\[
c^{(L)}_j = \frac{1}{L} \frac{(-1)^j}{(2j)!} \sum_{k=1}^{L} \langle \text{ad}_{H^{(L)}}^2(n_k) \rangle,
\]
the contribution of each site \( k \) must be computed independently.

The first coefficient \( c^{(L)}_1 \) is proportional to the expectation value \( \langle \text{ad}_{H^{(L)}}^2(n_k) \rangle \). First, we need \( \text{ad}_{H^{(L)}}^2(n_k) = [H_k, n_k] \), and to calculate it we follow the same route as in the ring when
is that this convergence in the ring is simply a consequence of a bound for $a_d^{(1)}$. In the same spirit, one can write the operator $a_d^{(2)}(n_k) = [H^{(k)} + H^{(k+1)}]$ with $m_0 = m_{L+1} = 1$, and $m_{-1} = m_{L+2} = 0$, so that equation (10) remains valid for any $k$. From here we again obtain that $(a_d^{(2)}(n_k)) = 2(\delta_j) = -2$ for any $k$ and

$$c_1^{(L)} = \frac{-1}{2L} \sum_{k=1}^{L} (a_d^{(2)}(n_k)) = \frac{-1}{2L} (-2L) = 1.$$  

This result was expected because we know that the $t^2$ behavior of the expectation value for the Rydberg density is independent of the geometry of the lattice.

The previous arguments show that the coefficients of the power series expansion of the Rydberg density on the linear lattice can be inferred from the $a_d^{(j)}(n_k)$ on the ring by setting $m_0 = m_{L+1} = 1$ and $m_k = 0$ if $k < 0$ or $k > L+1$. This rule not only simplifies the calculation but at the same time provides a direct comparison with the ring and its universal Rydberg density. Following this recipe we find that the next two coefficients are

$$c_2^{(L)} = -\left(1 - \frac{2}{3L}\right)$$  

and  

$$c_3^{(L)} = \frac{3}{5} \left(1 - \frac{38}{27L}\right).$$

Hence, except for $c_1^{(L)}$, the coefficients $c_j^{(L)}$ are not universal, even for large $L$. However, for $L$ sufficiently large, all sites give the same contribution to the $j$th coefficient, except for the $j-1$ sites counted from either end of the lattice. For each of these boundary sites, a fraction $p_1, \ldots, p_{j-1}$ of the universal contribution is missing due to the condition $m_k = 0$ if $k < 0$ or $k > L+1$. Hence, we can rewrite

$$c_j^{(L)} = \frac{c_j}{L} \left(L - 2p_1 - \cdots - 2p_{j-1}\right) = c_j \left(1 - \frac{q_j}{L}\right),$$

where $q_j = 2(p_1 + \cdots + p_{j-1})$. Although the coefficients $c_j^{(L)}$ of the open lattice depend on its size $L$, the values of $q_j$ are $L$ independent provided that $L$ is large enough compared with $j$, in particular if $j \leq L+1$. This result can be checked with an alternative computation of $a_d^{(L)}(n^{(L)})$ for concrete values of $L$, using the matrix representation of $H^{(L)}$ and $n^{(L)}$ developed in appendix D. The first universal values of $q_j$ obtained with these calculations are given in table 2.

In general, there is no strict universality in the coefficients of the power expansion for $\rho^{(L)}(t)$ on the line. Nevertheless, as for a ring lattice, $c_j^{(L)} \rightarrow c_j$ because $c_j^{(L)} = c_j + O(1/L)$. Furthermore, $\rho^{(L)}(t)$ also converges for any $t$ to the universal Rydberg density $\rho(t)$. The reason is that this convergence in the ring is simply a consequence of a bound for $c_j^{(L)}$ given by an overestimation of the number of words in $a_d^{(L)}(n_k)$ contributing to $c_j^{(L)}$ (see appendix B). Since the linear lattice reduces the number of such words due to the conditions $m_k = 0$ for $k < 0$ and $k > L+1$, the bound holds here too. As a consequence, we also expect the presence of a universal short-time regime with a range that increases with the size of the system. A comparison between the Rydberg density for an $L = 18$ linear lattice and the universal Rydberg density including terms with $j \leq 17$, i.e. $\sum_{j=1}^{17} c_j t^j$, is presented in figure 3.

These results can be generalized to other operators and other blockade ranges.

6. Multidimensional lattices

For completeness, we provide some ideas on the generalization of these results to systems of higher dimensions. The analogue of a one-dimensional ring lattice of size $L$ in higher
dimensions is a toroidal lattice defined by the periodic boundary conditions \( k + L e_j \equiv k \) for any spatial basis vector \( e_j \). The coefficients \( c_{j}^{(L)} \) of the Rydberg density will depend not only on the blockade radius but also on the dimension of the system. Higher dimensional lattices yield different quantitative results for non-integer values of \( \lambda_b \) due to the presence of neighbors at non-integer distances, absent in the one-dimensional case. Nevertheless, the short-time behavior will be qualitatively similar. The first Taylor coefficients of the expectation value of an \( (L \) independent or translationally invariant) operator are universal for \( L \) large enough because the corresponding commutators involve sites with a relative distance not greater than \( L \). Furthermore, the number of universal coefficients increases linearly with \( L \). As in the one-dimensional case, these universality properties are affected by non-periodic boundary conditions (e.g., square and cubic lattices). The coefficients differ from the universal ones by \( O(1/L) \) terms because, for large \( L \), the number of boundary sites is of order \( 1/L \) compared with the total number of sites of the lattice.

Hence, we can at least formally define a power series expansion that represents the universal time evolution of expectation values of operators such as the Rydberg density. However, the reasoning used earlier in this paper to prove that this series actually defines a function (i.e. that the power series with the universal coefficients is convergent) does not apply to dimensions larger than 1. The cornerstone of such methods is the bound obtained for the Taylor coefficients by overestimating the words generated when applying \( a H_j^{(L)} \) to the corresponding operator (see appendix B). The number of such words grows exponentially with the dimension, which renders the techniques useless in dimension 2 or higher. This, of course, does not mean that there exists no such function as the universal Rydberg density in higher dimensions. In fact, its existence was proven previously in \([33]\), although the method to calculate the corresponding universal function remains, to the best of our knowledge, unknown.

7. Conclusions

In this work we have shown that expectation values of observables in a one-dimensional Rydberg lattice gas converge to universal time-dependent functions in the thermodynamic limit. This convergence takes place for any time, for any size-independent or translationally invariant observable, for any blockade radius, and for the open and periodic boundary conditions. From a mathematical point of view, the universality can be understood as an asymptotic behavior when the size of the lattice goes to infinity. The expectation values of the considered operators converge (at least logarithmically) to some universal ones which could be associated with a model living in an infinite lattice. We have also shown how to obtain the expansion coefficients of these universal functions by investigating the dynamics on a ring lattice. The difficulty in the analysis of this asymptotics stems from the fact that such infinite lattice model is not well defined since the corresponding Hamiltonian has no meaning as an operator on a Hilbert space. Higher dimensional lattices also share in general these properties and the expectation values actually converge to universal ones as the lattice size increases. The universal expectation values given this asymptotics depend only on the operator at hand, the blockade radius, and the dimension of the lattice, but not on its particular geometry.

All these results are strictly exact independent of the length of the word giving the observable. They stem from a basic result which provides the number of universal Taylor coefficients for the expectation value of an observable, given its length and the size of the system. This number is proportional to the difference of the two lengths and hence, when this difference is very small, only a few coefficients remain universal. Then, the universality of the
evolution takes place for a much shorter interval of time, something which in practice could be observed as the absence of universality.

From the practical point of view the results presented in this paper mean that even the simulation of small systems allows us to gain accurate insights into the behavior of macroscopic many-body systems, provided that the simulation time is sufficiently short, so that boundary effects are negligible. This has recently been exploited in [39] which discusses the simulation of open quantum systems with local system–bath coupling.
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Appendix A. Universality on the ring

A.1. Rydberg density

We will prove here that \( \text{ad}^{L}_{H^{(1)}}(n_k) \) and the coefficients \( \epsilon^{(L)}_{j} \) of the Rydberg density are universal for \( j \leq L - 1 \). The proof of these results relies on the following basic facts.

(P1) For \( 1 \leq j \leq L - 1 \), \( \text{ad}^{L}_{H^{(1)}}(n_k) \) is a sum of words \( x = x_{p}x_{p+1} \cdots x_{p+N} \) which are products of letters \( x_{l} \in \{r_{l}^{1}, r_{l}^{s}, m_{l}, n_{l}\} \). The initial and final letters are always \( x_{p} = m_{p} \) and \( x_{p+N} = m_{p+N} \). The length \( \ell(x) = N + 1 \) of each word is not greater than \( j + 2 \) and \( p < k < p + N \).

(P2) We denote by \( s(x) \) the number of single letters \( x_{l} \in \{r_{l}^{1}, r_{l}^{s}\} \) in the word \( x = x_{p}x_{p+1} \cdots x_{p+N} \).

If \( 2 \leq \ell(x) \leq L \) and \( x_{p} = m_{p}, x_{p+N} = m_{p+N} \), the commutator \( [H^{(1)}, x] \) is a sum of words \( x' \) with \( \ell(x') \geq \ell(x) \) and \( s(x') = s(x) \pm 1 \). Furthermore,

\[
\ell(x') > \ell(x) \quad \longrightarrow \quad \ell(x') = \ell(x) + 1, \quad s(x') = s(x) + 1.
\]

Proof. We will prove (P1) and (P2) by induction on \( j \). Equations (9) and (10) show that they hold for \( j = 1 \) and \( L \geq 2 \), and \( j = 2 \) with \( L \geq 3 \), respectively. For \( j = 1 \), \( \text{ad}^{L}_{H^{(1)}}(n_k) \) is composed by two words, with \( \ell(x) = 3 \) and \( s(x) = 1 \). For \( j = 2 \), we find in \( \text{ad}^{L}_{H^{(1)}}(n_k) \) words with \( \ell(x) = 3 \) and \( s(x) = 0 \), and others with \( \ell(x) = 4 \) and \( s(x) = 2 \). Assuming that they are true for an index \( j - 1 \leq L - 2 \), we will prove that they also hold for \( j \). Under the induction hypothesis, \( \text{ad}^{L}_{H^{(1)}}(n_k) \) should be a sum of the words obtained from \( [H^{(1)}, x] \), where \( x = m_{p}x_{p+1} \cdots x_{p+N-1}m_{p+N} \) are words of \( \text{ad}^{L-1}_{H^{(1)}}(n_k) \), which must satisfy \( p < k < p + N \) and \( \ell(x) \leq j + 1 \).
Since $\ell(x) \leq j + 1 \leq L$, the word $x$ contains at most as many letters as terms $H_l$ in $H^{(L)}$. Hence, $[H^{(L)}, x] = [\sum_{l=p}^{p+N} H_l, x]$ where the sum runs over different indices mod($L$). This fact, together with table 1, yields the decomposition

$$
\sum_{l=p}^{p+N} H_l x = m_{p-1} \Delta p m_p m_{p+1} x_{p+1} x_{p+2} \cdots x_{p+N-1} m_{p+N}
+ m_p \left( \sum_{l=p+1}^{p+N} H_l \right) x_{p+1} \cdots x_{p+N-1} m_{p+N}
+ m_{p+1} x_{p+1} \cdots x_{p+N-2} m_{p+N-1} x_{p+N-1} \Delta p N m_{p+N} + 1
= m_{p-1} \Delta p x_{p+1} x_{p+2} \cdots x_{p+N-1} m_{p+N} + m_{p} \left( \sum_{y} y_{p+1} \cdots y_{p+N-1} \right) m_{p+N}
+ m_{p} x_{p+1} x_{p+2} \cdots x_{p+N-2} x_{p+N-1} m_{p+N} + 1.
$$

(A.1)

where $x_l = m_{l} x_l$ are new letters and $\sum_{y}$ is a sum over the words $y = y_{p+1} \cdots y_{p+N-1}$. This equation shows that $\sum_{l=p}^{p+N} H_l x$ is a sum of words $x'$ with operators $m_l$ at the right and left extremes. The words have length $\ell(x') = \ell(x)$ or $\ell(x') = \ell(x) + 1$, and thus $\ell(x') \leq j + 2$. Since we have chosen $j+1 \leq L-2$, therefore $j \leq L-1$. For $\sum_{l=p}^{p+N} x H_l$, an analogous relation to (A.1) satisfying the same properties is obtained. Therefore, the statement (P1) is proven.

In addition, the multiplication by the factors $m_l$ does not alter the number of single letters, but the words $x_l$ and $\Delta x_l$ always differ by 1 in the number of single letters (see table 1). Hence, $\sum_{l=p}^{p+N} H_l x$ is a sum of words $x'$ with $s(x') = s(x) \pm 1$. Furthermore, if $\ell(x') = \ell(x) + 1$, then $s(x') = s(x) + 1$. A similar analysis for $\sum_{l=p}^{p+N} x H_l$ gives rise to the same results, and therefore the result (P2) is proven.

$\square$

A.1.1. Universality of $ad_{H^{(L)}}^j(n_k)$ for $j \leq L - 1$. Result (P1) ensures that, for $j \leq L$, $ad_{H^{(L)}}^j(n_k) = [H^{(L)}, ad_{H^{(L)}}^{-1}(n_k)]$ involves only commutators of $H^{(L)}$ with words $x = m_p x_{p+1} \cdots x_{p+N-1} m_{p+N}$ of length not greater than $j + 1$. Therefore, for $j \leq L - 1$, $ad_{H^{(L)}}^j(n_k)$ is a sum of terms $[\sum_{l=p}^{p+N} H_l, x]$ with different indices $l \mod(L)$ that makes the calculation universal since it is determined only by the universal algebra of $r_l$ and $r_l^\dagger$.

For $j \geq L$, if we compute the commutators without simplifying the factors at the extremes with the same index $\mod(L)$, i.e. as in equation (13), $ad_{H^{(L)}}^j(n_k)$ becomes a sum of words already present in the universal case, but with some of them missing. This is due to the fact that the words $x = x_p \cdots x_{p+N}$ from such a computation can have letters with indices which are equal $\mod(L)$. Then, when doing $[H_l, x]$, in $H_l x$, $H_l$ acts from the left on the first factors $x_{l-1} x_{l} x_{l+1}$ such that $l_1 = l \mod(L)$, whereas in $x H_l$, $H_l$ acts from the right on the first factors $x_{l-1} x_{l} x_{l+1}$ such that $l_2 = l \mod(L)$. That is, $[H_l, x]$ reproduces the terms $H_{l-1} x_l = -x_{l-1} H_l$ of the universal computation of $[H_l, x]$ and $[H_{l-1}, x]$, but the terms $-x_{l-1} H_l$ and $H_{l-1} x_l$ are missing, together with the full commutators $[H_l, x]$ for any index $l' = l \mod(L)$ such that $l_1 < l' < l_2$.

A.1.2. Universality of $c_e^{(L)}$ for $j \leq L - 1$. As a consequence of (P2), $ad_{H^{(L)}}^j(n_k)$ is a sum of words whose number of single letters has the same parity as $j$. The only words of $ad_{H^{(L)}}^j(n_k)$ that give a non-zero contribution to $ad_{H^{(L)}}^j(n_k)$ are products of $m_l$-operators. Thus, for those words $s(x) = 0$ and, hence, they appear only when $j$ is even.

Any word $x^{(2j)}$ of $ad_{H^{(L)}}^j(n_k)$ comes from a previous one $x^{(2j-1)}$ of $ad_{H^{(L)}}^{2j-1}(n_k)$ when doing $[H^{(L)}, x^{(2j-1)}]$ and, analogously, $x^{(2j-1)}$ comes from $x^{(2j-2)}$ of $ad_{H^{(L)}}^{2j-2}(n_k)$. Following this procedure, each word $x^{(2j)}$ of $ad_{H^{(L)}}^j(n_k)$ has a history,

$$
n_k = x^{(0)} \rightarrow x^{(1)} \rightarrow \cdots \rightarrow x^{(2j-1)} \rightarrow x^{(2j)} = x,
$$

where $x^{(0)}$ and $x^{(2j)}$ are words in the universal case, and $x^{(2j-1)}$ and $x^{(2j-2)}$ are words in the case of $j+1$. This shows that the words $x^{(2j)}$ of $ad_{H^{(L)}}^j(n_k)$ are products of $m_l$-operators, and thus, the calculation is universal since it is determined only by the universal algebra of $r_l$ and $r_l^\dagger$. Therefore, the statement (P2) is proven.
where \( x^{(g)} \), at the generation \( g \), is the word of \( \text{ad}_{H^H}(n_k) \) giving rise to \( x^{(g+1)} \) (among other words) through \([H^L], x^{(g)}\).

Result (P2) states that \( \ell(x^{(g+1)}) = \ell(x^{(g)}) \) and \( s(x^{(g+1)}) = s(x^{(g)}) \pm 1 \). In addition, (P2) ensures that each step \( x^{(g)} \rightarrow x^{(g+1)} \) with \( g \geq 1 \) can increase the length of the word at most by one unit, and, if this happens, the number of single letters must increase by one unit. In the first step \( x^{(0)} \rightarrow x^{(1)} \), the length is increased by two units and the number of single letters by one unit.

Since \( x^{(0)} = n_k \), the history of a word \( x = x^{(2j)} \) which is a product of \( m_j \) operators must have the same number of steps rising and lowering the number of single letters, given that \( s(x) = 0 \). Hence, at most \( j \) steps of the history of \( x \) can increase the length and, as a consequence, the intermediate words \( x^{(g)} \) must accomplish \( \ell(x^{(g)}) \leq j + 2 \). Let us show by induction on \( g \) that the history of such a word \( x \) must be universal for \( j \leq L - 1 \). We assume that \( x^{(g)} \) is a universal word of \( \text{ad}_{H^H}(n_k) \). Since \( \ell(x^{(g)}) \leq j + 1 \), analogously to the discussion of the universality of \( \text{ad}_{H^H}(n_k) \), we conclude that \([H^L], x^{(g)}\] is universal for \( j \leq L - 1 \). As a consequence, the words \( x = \text{ad}^{(2j)}_{H^H}(n_k) \) contributing to \((\text{ad}^{(2j)}_{H^H}(n_k))\) are universal for \( j \leq L - 1 \), and thus \( c_j^{(L)} \) becomes universal for \( j \leq L - 1 \).

A.2. Other operators

The analysis of \((n_k(t) n_{k+d}(t))\) requires to consider words \( x = x_l x_i x_l \cdots x_1 x_i \) with indices \( l_1 < l_2 < \cdots < l \) that could be non-consecutive. We define their length \( \ell(x) \) by \( \ell(x) = l_i - l_1 + 1 \).

At each step \( \text{ad}_{H^H}^{-1}(n_k n_{k+d}) \rightarrow \text{ad}_{H^H}(n_k n_{k+d}) \), the length of the words increases by one unit or remains invariant, and the number of single letters increases or decreases by one unit. In particular, the first step always increases the length, and, at any step, an enhancement of the length also implies an increase of the number of single letters. Hence, we obtain the following results for \( j \leq L - d \): (i) the operator \( \text{ad}_{H^H}(n_k n_{k+d}) \) is a sum of words with initial and final letters of type \( m_i \) or \( n_i \) and with length between \( d + 1 \) and \( j + d + 1 \); (ii) if \( j \geq 1 \), the minimum length is \( d + 2 \). Hence, the same reasoning followed for the Rydberg density proves that \( \text{ad}_{H^H}(n_k) \) and \( c_{d,j}^{(L)} \) are independent of \( L \) for \( j \leq L - d \).

We analyze now the general case of an operator \( A \) which is a word of length \( \ell \). All that we can ensure is that in each step \( \text{ad}^{-1}_{H^H}(A) \rightarrow \text{ad}_{H^H}(A) \) preserves the length of the words or increases it by one or two units, while the number of single letters increases or decreases by one unit. From here and the following similar arguments as in the previous cases, we find that \( \text{ad}_{H^H}(A) \) and \( c_{d,j}^{(L)} \) are universal at least for \( j \leq (L - \ell)/2 \).

A.3. Beyond nearest-neighbor blockades

Now, we consider a blockade radius \( R_b = \lambda_a a \) with the Hamiltonian given in equation (17). Concerning the Rydberg density, if \( j \leq (L - 1)/\lambda_b \) and \( j \geq 1 \), the operator \( \text{ad}_{H^H}(n_k) \) is a sum of words with the left and right ends of type \( m_{i+1} m_{i+2} \cdots m_{i+\lambda_b} \) and with length between \( 2\lambda_b + 1 \) and \( \lambda_b(j + 1) + 1 \). This is due to the following facts: (i) each step \( \text{ad}^{-1}_{H^H}(n_k) \rightarrow \text{ad}_{H^H}(n_k) \) increases the length of the words by at most \( \lambda_b \) units, except for the first one which increases it by \( 2\lambda_b \) units; (ii) at any step, the number of single letters increases or decreases by one unit, and an increase of the length also implies an increase of the number of single letters. From this, similar to the case of nearest neighbors blockade \( (\lambda_b = 1) \), we find that \( \text{ad}_{H^H}(A) \) and \( c_{d,j}^{(L)} \) are independent of \( L \) for \( j \leq (L - 1)/\lambda_b \).

For an arbitrary operator \( A \) of length \( \ell \), each step \( \text{ad}^{-1}_{H^H}(A) \rightarrow \text{ad}_{H^H}(A) \) increases its length by at most \( 2\lambda_b \), while increasing or decreasing the number of single letters by 1. This implies that \( \text{ad}_{H^H}(A) \) and \( c_{d,j}^{(L)} \) are universal for \( j \leq (L - \ell)/(2\lambda_b) \).
Appendix B. Bounds for $c_j^{(L)}$ and $c_{A,j}^{(L)}$

B.1. The case of the Rydberg density

A very rough bound for $|c_j^{(L)}|$ is given by $1/(2j)!$ times the total number of words of $\text{ad}^{2j}_{\hat{H}^{A}}(n_k)$ because each one of its terms contributes to $|\langle \text{ad}^{2j}_{\hat{H}^{A}}(n_k) \rangle|$ with the value $1$, $-1$ or $0$. Since the number of words of $\text{ad}^{2j}_{\hat{H}^{A}}(n_k)$ is non-decreasing with $L$ and constant for $j \leq L - 1$, we conclude that

$$|c_j|, |c_j^{(L)}| \leq \frac{w_{2j}}{(2j)!},$$

with $w_j$ being the number of words in $\text{ad}^{2j}_{\hat{H}^{A}}(n_k)$ for $j \leq L - 1$.

In order to count the number of words in $\text{ad}^{2j}_{\hat{H}^{A}}(n_k)$, we start from $\text{ad}^{l}_{\hat{H}^{A}}(n_k)$, that has only two words of length $3$, and make $j - 1$ steps to arrive at $\text{ad}^{l}_{\hat{H}^{A}}(n_k)$. According to equation (A.1), for any word $x$ of $\text{ad}^{l}_{\hat{H}^{A}}(n_k)$, the commutator $[\hat{H}^{A}, x]$ gives at most four words with length $\ell(x) + 1$ and $2(\ell(x) - 2)$ with length $\ell(x)$. Thus, if we consider only the histories with exactly $l$ steps increasing the length of the words, there are $\binom{j - 1}{l}$ possibilities for choosing them. Given a certain choice of these $l$ steps, the number of histories is bounded by $2 \cdot 4^j (2(l + 1))^{j - 1 - l}$. Each of the $l$ steps increasing the length gives at most four new words for each old one; the remaining $j - 1 - l$ steps must preserve the length and any of them gives at most $2(\ell - 2)$ new words for each old one of length $\ell$. This result is obtained taking into account that $l$ steps increasing the length give a word of length $l + 3$, so at any intermediate step $\ell \leq l + 3$.

Therefore, defining $\kappa_j = \max_{\ell \in (0, \infty)} \ell^{j - 1}$, one obtains

$$w_j \leq \sum_{l=0}^{j-1} \binom{j - 1}{l} 2 \cdot 4^j (2(l + 1))^{j - 1 - l} \leq 2\kappa_j \sum_{l=0}^{j-1} \binom{j - 1}{l} 4^j 2^{j - 1 - l} = 2 \cdot 6^{j - 1} \kappa_j. \quad (B.1)$$

Using this result, we finally find that

$$|c_j|, |c_j^{(L)}| \leq 2 \cdot 6^{j - 1} \frac{\kappa_{2j}}{(2j)!},$$

which is the bound for the coefficients we were looking for.

B.2. The case of a general word $A$

Let us assume that $A$ is a word of length $\ell$. We split the $j$ steps of $A \to \text{ad}^{j}_{\hat{H}^{A}}(A)$ into histories with $l_1$ and $l_2$ steps increasing the length in one and two units, respectively. Then, the number of words $u_{A,j}$ of $\text{ad}^{j}_{\hat{H}^{A}}(A)$ can be bounded by

$$u_{A,j} \leq \sum_{l_1 + l_2 \leq j} \binom{j}{l_1 l_2} 4^{l_1 + l_2} (2(l_1 + 2l_2 + \ell - 2))^{j - l_1 - l_2} \leq \sum_{l_1 + l_2 \leq j} \binom{j}{l_1 l_2} 4^{l_1 + l_2} (l_1 + l_2 + \frac{\ell}{2} - 1)^{j - l_1 - l_2} \leq 12^j \kappa_j \frac{1}{j!}.$$

The multinomial coefficient $\binom{j}{l_1 l_2}$ counts the number of ways of choosing $l_1$ steps increasing the length in $k$ units among the $j$ steps in $A \to \text{ad}^{j}_{\hat{H}^{A}}(A)$. Starting at $A$ with length $\ell$, each of the $l_1$ steps generates at most four new words from each old one. The remaining $j - l_1 - l_2$ steps keep invariant the length and, thus, none of them yields more than $2(\ell - 2)$ new words for each old one of length $\ell$. The bound follows from the fact that $\ell' \leq \ell + l_1 + 2l_2$.

Since $|\langle \text{ad}^{j}_{\hat{H}^{A}}(A) \rangle|$ is bounded by the total number of words of $\text{ad}^{j}_{\hat{H}^{A}}(A)$, one finally obtains

$$|c_{A,j}|, |c_{A,j}^{(L)}| \leq \frac{u_{A,j}}{j!} \leq 12^j \frac{\kappa_{j + (\ell - 2)}}{j!},$$

as the bounds for the coefficients.
B.3. Non-nearest-neighbor blockades

For a blockade radius $R_b = \lambda_b a$, the bound for the number of words $w_j$ of $\text{ad}^j_{H_{13}}(n_k)$ that generalizes equation (B.1) yields

$$w_j \leq \sum_{l=0}^{j-1} \binom{j-1}{l} (2(4\lambda_b)^l (2(\lambda_b l + 1))^j)^{j-l-1} \leq 2(6\lambda_b)^j k_{j+\frac{1}{\lambda_b}-1}.$$

Among the $j - 1$ steps in $\text{ad}^j_{H_{13}}(n_k) \rightarrow \text{ad}^{j+1}_{H_{13}}(n_k)$ there are $\binom{j-1}{l}$ ways of choosing $l$ steps with increasing length. There are two words of length $2\lambda_b + 1$ in $\text{ad}^j_{H_{13}}(n_k)$. Each of the $l$ steps increasing the length gives at most $4\lambda_b$ new words from each old one. The remaining $j - 1 - l$ steps do not increase the length and, hence, none of them yields more than $2(\ell - 2\lambda_b)$ new words for each old one of length $\ell$. This leads to the above inequality because $\ell \leq \lambda_b l + (2\lambda_b + 1)$ when only $l$ steps increase the length. Then, the coefficients of the Rydberg density are bounded by

$$|c_j|, |c_j^{(L)}| \leq 2(6\lambda_b)^j 2^{-1} \frac{K_{j+1/2\lambda_b-1}}{(2j)!}.$$

For a word $A$ of length $\ell$, a bound for the number of words $w_{A,j}$ of $\text{ad}^j_{H_{13}}(A)$ follows by splitting the $j$ steps of $A \rightarrow \text{ad}^j_{H_{13}}(A)$ into histories combining $l_k$ steps increasing the length of the words of $k$ units with $k = 1, 2, \ldots, 2\lambda_b$. This yields the following bound for $w_{A,j}$:

$$\sum_{\sum k \leq j} \binom{j}{l_1 l_2 \cdots l_{2\lambda_b}} 2^{j-k} \frac{K_{\sum k - \ell}}{(2j)!}.$$

and using the inequality $\sum k l_k + \ell - 2\lambda_b \leq 2\lambda_b (\sum k l_k + \ell / 2\lambda_b - 1)$, we arrive at

$$w_{A,j} \leq (12\lambda_b)^j k_{j+\frac{1}{2\lambda_b}-1},$$

and hence,

$$|c_{A,j}|, |c_{A,j}^{(L)}| \leq (12\lambda_b)^j 2^{-1} \frac{K_{j+1/2\lambda_b-1}}{(2j)!}.$$

Appendix C. Asymptotics of $\kappa_j$

Let $a$ be any positive real number and

$$\kappa(a) = \max_{t \in [0, \infty)} f_a(t), \quad f_a(t) = t^{a-j}.$$

We will prove here that, for any $\varepsilon$,

$$\frac{\kappa(a - \varepsilon)}{\kappa(a)} \sim_{a \to \infty} \left(\frac{\ln a}{a}\right)^\varepsilon.$$

First, $f_a(t)$ is a positive and $C^\infty$ is a function in $(0, \infty)$ such that $\lim_{t \to 0} f_a(t) = \lim_{t \to \infty} f_a(t) = 0$. This implies that $f_a(t)$ reaches its maximum at a point $\tau \in (0, \infty)$ such that $f_a'(t = \tau) = f_a(\tau)(a/\tau - 1 - \ln \tau) = 0$, i.e.

$$a \frac{1}{\tau} - 1 - \ln \tau = 0. \quad \text{(C.1)}$$

The solution of this equation is unique for any $a$ because $g_a(t) = a/t - 1 - \ln t$ decreases in $(0, \infty)$. Then,

$$\kappa(a) = f_a(\tau) = \tau^{a-\tau} = \tau^{a-\tau} = e^{a(a)},$$

and hence,

$$\frac{\kappa(a - \varepsilon)}{\kappa(a)} \sim_{a \to \infty} \left(\frac{\ln a}{a}\right)^\varepsilon.$$
with \( \sigma(a) = \tau(\ln \tau)^2 \) and
\[ \frac{\kappa(a - \varepsilon)}{\kappa(a)} = \frac{1}{\omega\sigma(a - \varepsilon)} \] (C.2)
Both \( \tau(a) \) and \( \sigma(a) \) are the \( C^\infty \) functions of \( a \in (0, \infty) \) because \( g_n(t) \) is \( C^\infty \) for \( a, t \in (0, \infty) \) and \( g_n'(t) < 0 \) in this interval. In addition,
\[ \tau'(a) = \frac{\tau}{a + \tau} = \left( \frac{a}{\tau} + 1 \right)^{-1} = \frac{1}{2 + \ln \tau}, \]
\[ \sigma'(a) = \tau' \ln (2 + \ln \tau) = \ln \tau, \]
are positive functions for \( a > 0 \) and 1, respectively, hence \( \tau(a) \) and \( \sigma(a) \) are increasing in the corresponding intervals: \( \tau'(a) = \tau/(a + \tau) > 0 \) for \( a > 0 \) because \( \tau > 0 \) in that interval by construction; as a consequence, if \( a > 1 \), then \( \tau(a) > \tau(1) = 1 \) and \( \sigma'(a) > \ln \tau(1) = 0 \).

The mean value theorem yields
\[ \sigma(a) - \sigma(a - \varepsilon) = \varepsilon \sigma'(\xi_a) = \varepsilon \ln \tau(\xi_a). \] \( \xi_a \in (a - \varepsilon, a), \)
so that, in equation (C.2),
\[ \frac{\kappa(a - \varepsilon)}{\kappa(a)} = \frac{1}{(\tau(\xi_a))^\varepsilon}. \] (C.3)
Using equation (C.1), we find that \( \omega(a) = a/\tau(a) \) satisfies
\[ \omega + \ln \omega = 1 + \ln a, \]
which proves that \( \omega(a) \) is increasing, \( \omega(a) \to \infty \) for \( a \to \infty \) and that in that limit \( \omega(a) \sim \omega(a) + \ln \omega(a) \sim \ln a \). Therefore, equation (C.3) yields
\[ \frac{\kappa(a - \varepsilon)}{\kappa(a)} = \left( \frac{\omega(\xi_a)}{\xi_a} \right)^\varepsilon \sim \left( \frac{\ln a}{a} \right)^\varepsilon, \]
where we have used that \( \lim_{a \to \infty} (a/\xi_a) = 1 \).

In addition, since \( \tau(a) \) is increasing and \( \xi_a < a \), one obtains that
\[ \frac{\kappa(a - \varepsilon)}{\kappa(a)} > \frac{1}{(\tau(a))^\varepsilon} = \left( \frac{\omega(a)}{a} \right)^\varepsilon, \]
so that, finally, given that \( \tau(1) = \kappa(1) = 1 \) and denoting \( \kappa_n = \kappa(n) \) and \( \omega_n = \omega(n) \) with \( n = 1, 2, 3, \ldots, \)
\[ \kappa_n = \frac{\kappa_n}{\kappa_{n-1}} \frac{\kappa_{n-1}}{\kappa_{n-2}} \cdots \frac{\kappa_2}{\kappa_1} < \frac{n!}{\omega_1 \omega_2 \cdots \omega_n}. \]

**Appendix D. Matrix representations on the linear lattice**

Consider a linear lattice of \( L \) sites under nearest-neighbor blockades. The Hilbert state space has dimension \( 2^L \) and a basis is given by the eigenvectors with Rydberg excitation numbers \( n_1, \ldots, n_L \), which we label with the corresponding eigenvalues. The absence of translational symmetry leaves only the reflection symmetry to reduce the degrees of freedom, but it is unable to eliminate even half of them. Instead of this, we will reduce the degrees of freedom working in the blockade subspace, spanned by those states without consecutive Rydberg excitations. A basis \( B^{(L)} \) of the blockade subspace can be inductively constructed on \( L \) as
\[ B^{(L)} = B^{(L-1)} \otimes \{0\} \cup B^{(L-2)} \otimes \{01\}, \]
\[ B^{(1)} = \{\{0\}, \{1\}\}, \quad B^{(2)} = \{\{00\}, \{10\}, \{01\}\}. \] (D.1)
where 0 and 1 represent an atom in the ground and Rydberg states, respectively. The dimension $d^{(L)}$ of the blockade subspace satisfies

$$d^{(L)} = d^{(L-1)} + d^{(L-2)}, \quad d^{(1)} = 2, \quad d^{(2)} = 3,$$

which defines the Fibonacci sequence, given explicitly by

$$d^{(L)} = \frac{r^{L+2} - (-1/r)^{L+2}}{\sqrt{5}}, \quad r = \frac{1 + \sqrt{5}}{2}.$$

Hence, the restriction to the blockade subspace reduces the degrees of freedom from $2^L$ to $d^{(L)} \sim r^{L+2}/\sqrt{5}$.

In the basis $B^{(L)}$, the matrix representation $\mathcal{N}^{(L)}$ of the total number of Rydberg excitations $n^{(L)} = \sum_{k=1}^L n_k$ is given by the recursion

$$\mathcal{N}^{(1)} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad \mathcal{N}^{(2)} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \mathcal{N}^{(L)} = \begin{pmatrix} \mathcal{N}^{(L-1)} & 0 \\ 0 & \mathcal{N}^{(L-2)} + I_{L-2} \end{pmatrix},$$

where $I_k$ stands for the identity matrix of order $d^{(L)}$.

Concerning the Hamiltonian $H^{(L)}$, its matrix representation $\mathcal{H}^{(L)}$ in the basis $B^{(L)}$ is defined as follows: $H^{(L)}$ transforms a state of $B^{(L)}$ into a sum of those states obtained changing a 1 by 0, or a 0 by 1 whenever there is no 0 in the contiguous sites. Bearing in mind equation (D.1), the action of $H^{(L)}$ on $B^{(L)}$ is determined by its action on $B^{(L-1)} \otimes |0\rangle$ and $B^{(L-2)} \otimes |01\rangle$. Writing $B^{(L-1)} \otimes |0\rangle = B^{(L-2)} \otimes |00\rangle \cup B^{(L-3)} \otimes |010\rangle$ shows that

$$H^{(L)}(B^{(L-1)} \otimes |0\rangle) = H^{(L-1)}B^{(L-1)} \otimes |0\rangle + (B^{(L-2)} \otimes |01\rangle, 0, 0, \ldots, 0).$$

On the other hand,

$$H^{(L)}(B^{(L-2)} \otimes |01\rangle) = H^{(L-2)}(B^{(L-2)} \otimes |01\rangle + B^{(L-2)} \otimes |00\rangle),$$

where we remind that $B^{(L-2)} \otimes |00\rangle$ are the first $d^{(L-2)}$ states of $B^{(L)}$.

The previous identities translate into a recurrence for $\mathcal{H}^{(L)}$ given by

$$\mathcal{H}^{(L)} = \begin{pmatrix} \mathcal{H}^{(L-1)} & \mathcal{H}^{(N)}(N) \\ \mathcal{H}^{(L-2)} & \mathcal{H}^{(L-2)} \end{pmatrix}, \quad \mathcal{H}^{(N)}(N) = \begin{pmatrix} I_{L-2} \\ 0_{L-3,L-2} \end{pmatrix},$$

with $0_{ij}$ being the null $d^{(i)} \times d^{(j)}$ matrix. This generates the matrix $\mathcal{H}^{(L)}$ for any $L$ starting from

$$\mathcal{H}^{(1)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \mathcal{H}^{(2)} = \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}.$$

Since $|0\rangle$ is the first element of the basis $B^{(L)}$, the expectation value $\rho^{(L)}(t) = \frac{1}{t} \langle 0 | e^{\mathcal{H}^{(L)}(t)} | 0 \rangle$ is the $(1,1)$-coefficient of the matrix $\frac{1}{t} e^{\mathcal{H}^{(L)}(t)} \mathcal{N}^{(L)} e^{-\mathcal{H}^{(L)}(t)}$.
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