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Abstract—High dynamic range (HDR) imaging has been attracting much attention as a technology that can provide immersive experience. Its ultimate goal is to provide better quality of experience (QoE) via enhanced contrast. In this paper, we analyze perceptual experience of tone-mapped HDR videos both explicitly by conducting a subjective questionnaire assessment and implicitly by using EEG and peripheral physiological signals. From the results of the subjective assessment, it is revealed that tone-mapped HDR videos are more interesting and more natural, and give better quality than low dynamic range (LDR) videos. Physiological signals were recorded during watching tone-mapped HDR and LDR videos, and classification systems are constructed to explore perceptual difference captured by the physiological signals. Significant difference in the physiological signals is observed between tone-mapped HDR and LDR videos in the classification under both a subject-dependent and a subject-independent scenarios. Also, significant difference in the signals detected via classification under the subject-dependent scenario. Moreover, it is shown that features extracted from the gamma frequency band are effective for classification.

Index Terms—High dynamic range video, electroencephalography (EEG), physiological signal, quality of experience (QoE).

I. INTRODUCTION

In recent years, demand for realistic and immersive multimedia contents is increasing. Following this trend, high dynamic range (HDR) imaging has been attracting much attention as one of the technologies that can meet such end users’ demand. The dynamic range usually means the ratio between the maximum and minimum values that a sensor can measure. In photography, the dynamic range means the luminance range of a captured scene or the limit of luminance that a given digital camera can capture. HDR image and video contents have extended dynamic ranges of luminance, which enhances their contrast in comparison to conventional low dynamic range (LDR) contents. Ultimately, the HDR imaging can render natural contrast similarly to what human perceives so as to provide realistic and immersive experience. Therefore, it is crucial to understand and measure the end users’ quality of experience (QoE) of HDR contents in order to maximize QoE in various HDR applications. One such example is about how QoE of HDR contents surpasses that of conventional LDR contents.

In general, approaches to measure QoE of multimedia contents can be divided into two categories: explicit and implicit approaches. The former refers to the traditional subjective quality assessment such as a questionnaire survey, where a number of users are asked to rate target stimuli explicitly on a given rating scale. Several subjective test methodologies have been standardized (e.g., ITU-R BT.500-13 [1]) so that reliable and reproducible test results are obtained. Results of the explicit subjective quality assessment are employed as ground truth of perceptual quality in numerous studies such as development of objective perceptual quality predictors, perceptual optimization of visual signal processing systems, etc.

In contrast, the implicit approach for measuring multimedia QoE does not require explicit rating, but observes a user’s physiological response such as brain wave, blood pressure, respiration, and temperature during consumption of multimedia contents, assuming that the physiological signals convey information of the user’s QoE for the given stimuli. It is expected to provide additional and complementary information in understanding human perception of contents. In addition, it has potential to enable real-time monitoring of QoE without explicit rating activities. A few recent studies have shown feasibility of such an implicit approach for compressed images [2], degraded videos [3], [4], [5], 3D videos [6], [7], [8], asynchronous audiovisual stimuli [9], etc.

In this paper, we present our study of implicit QoE measurement using the electroencephalography (EEG) and peripheral physiological signals to investigate the perceptual experience of (tone-mapped) HDR videos, which has not been attempted previously to the authors’ best knowledge except for our preliminary work on EEG-based measurement [10]. First, explicit subjective assessment is conducted to understand factors affecting QoE of tone-mapped HDR videos and obtain the ground truth for implicit quality assessment. We design the subjective assessment by considering the factors that are expected to have impact on the perceptual experience of tone-mapped HDR videos. Second, physiological signals including EEG and peripheral physiological signals are recorded during...
watching LDR and tone-mapped HDR videos, which are used for constructing classification systems discriminating tone-mapped HDR versus LDR and high quality versus low quality. The features significantly employed by the classification systems are also analyzed.

On the whole, we aim at obtaining thorough understanding of perceptual experience of HDR videos as immersive multimedia. Our main contributions can be summarized as follows:

- The perceptual experience of tone-mapped HDR and LDR videos is implicitly analyzed based on EEG and peripheral physiological signals. These two modalities are used independently for constructing classification systems and, furthermore, fused to investigate their complementarity, from which we examine existence of difference in physiological responses with respect to subjective experience of HDR and LDR videos. Moreover, through analysis of the features employed by the classification systems, the perception of tone-mapped HDR videos are investigated and discussed in relation to physiological responses.

- We investigate the influence of factors related to QoE of tone-mapped HDR and LDR videos, such as preference of contents and recognition of contrast. While users’ preference depending on the peak luminance was evaluated in [1], we consider more factors for better understanding of the elements influencing perception of HDR videos. Particularly, two kinds of subjective assessment methods, single stimulus and paired comparison methodologies [1], are employed for effective analysis of user ratings in various aspects of perceptual experience.

- We make public the database including recorded physiological signals, subjective assessment results, and video sequences collected in this study. In the fields of multimedia QoE and physiological signal processing, a publicly available database has a substantial role in enabling performance comparison of different studies and promoting further related studies [12], [13]. However, only a few HDR video databases are currently available [14], [15] and HDR-associated subjective ratings and physiological signals are even rarer. We believe that our database will be valuable for further researches of relevant fields.

The rest of this paper is organized as follows. In Section II the concepts of the HDR imaging and tone-mapping are briefly described, and preceding studies on implicit measurement of human perception are reviewed. The experimental materials and procedure are explained in Section III. Section IV describes the results of the subjective rating analysis. The preprocessing of physiological signals and classification schemes are described in Section V and classification results follow in Section VI. Finally, the conclusion is given in Section VII.

II. RELATED WORK

A. HDR and tone-mapping

From starlight to sunlight, the nature contains a very wide range of luminance. But conventional LDR digital images typically have 8 bit-depth, which means that they represent luminance on 256 steps, from 0 to 255. Thus, pixel values that exceed this range are replaced by 0 or 255, which gives rise to detail loss. The HDR imaging reduces this contrast loss by allocating more bits to express luminance, in other words, extending the dynamic range of luminance. Therefore, it is expected to better preserve contrast in natural scenes that the human visual system (HVS) captures.

The color perception of LDR and HDR contents was investigated in [16]. Subjects were required to estimate the lightness, hue, and colorfulness of color patches for different peak luminance levels. The increase of the perceived lightness mainly appeared on medium light colors, which indicates that the shape of the perceived lightness curve changes in high peak luminance. Also, the colorfulness mainly increased in bright light colors.

Preference of HDR videos was evaluated in [11]. Eight original videos were tone-mapped with peak luminance values of 100 cd/m², 400 cd/m², 1,000 cd/m², and 4,000 cd/m², where the first and last cases correspond to conventional LDR and HDR videos, respectively. It was shown that the QoE increases as the peak luminance value increases, thus the QoE is maximized at 4,000 cd/m².

Since HDR images use more than 8 bits for each color component, conventional LDR display devices cannot properly display them, and HDR displays are not available yet in common. Therefore, the pixel values of a HDR image need to be adjusted so that they lie within the dynamic range of common LDR devices for display, which is called tone-mapping. There exist many studies to develop tone-mapping operators (TMOs) in literature [17], which can be divided into two broad categories, namely, global operators and local operators. Global operators use fixed mapping functions for all pixels in an image. Therefore, they are independent of local values as opposed to local operators that depend on features extracted from surrounding pixels. Global operators are usually simpler and faster than local operators, but local operators can preserve better local contrast to which HVS is sensitive. Also, in regard to the type of target contents, TMOs can be categorized into image TMOs and video TMOs. Operations of image TMOs and video TMOs are not different essentially, but the artifacts on the temporal axis such as flickering, ghosting, and temporal inconsistency of brightness have to be considered in video TMOs.

In [18], the rendering accuracies of six state-of-the-art TMOs have been evaluated in comparison to the corresponding real-world scenes. The results showed that the TMOs facilitate reproduction of real-world scenes in LDR displays with high accuracy, especially in terms of the overall contrast, contrast in shadow, and colorfulness in shadow.

Considering the practical environments and notable performance of TMOs, tone-mapped HDR videos are used in this work to evaluate perceptual quality of HDR contents. In particular, the video TMO by Boitard et al. [19] is used for tone-mapping of our HDR videos, where the TMO by Reinhard et al. [20], which is popularly used in several studies (e.g., [21], [22]), is employed as a base image TMO.
B. Implicit QoE measurement

As aforementioned, the implicit approach to measure QoE does not require explicit rating, but monitors physiological signals such as brain wave, blood pressure, respiration, temperature, and so on. There are a couple of merits of the implicit approach; it is easy to obtain temporally continuous data for real-time monitoring and has potential to decrease any subjective bias in rating. Table I lists recent studies of implicit QoE measurement. It can be seen that different channels for implicit measurement have been explored for QoE assessment.

The brain activity is the most informative physiological signal for monitoring perceptual experience of multimedia. It is typically measured by EEG, and sometimes functional magnetic resonance imaging (fMRI) is also used [26]. The EEG system is comparatively cheap, space-saving, and wearable, and has a high temporal resolution (milliseconds). For these reasons, EEG has been mainly employed by numerous studies.

In [23], it was examined whether the existence of quality changes in speech signals can be detected based on EEG. Results showed that the P300 response, which is a positive peak signal of EEG occurring approximately 300 ms after a stimulus, is delayed for small degradations, and stronger degradations cause higher amplitudes of the P300 component.

Much more studies have been conducted for visual stimuli than acoustic stimuli. In [2], the quality of JPEG compressed images was evaluated using EEG. It was observed that the EEG signals recorded from the occipital area (O1, Oz, and O2 electrodes in the international 10-20 system) change when JPEG artifacts appear.

EEG responses with respect to video quality were monitored in [3], [4], [5]. The amplitude of the P300 component showed high correlation with the differential mean opinion score (DMOS) in [3] and the change detection rate of subjects in [4]. In [5], it was shown that EEG can be used to classify presence, strength, and types of artifacts in videos, such as popping, popping on persons, blurring, blurring on persons, and ghosting on persons.

There exist studies investigating detection of visual fatigue due to 3D stimuli through EEG. In [24], it was shown that the power of the EEG beta band increases during watching 3D videos causing stronger visual fatigue than 2D videos. A similar observation was obtained in [25], i.e., according to the increase of the watching duration of visual stimuli, the power of the beta band increases. In addition, it was observed the P700 response is delayed according to the increase of the watching duration. These tendencies were shown in both cases of 2D and 3D stimuli, but stronger in case of 3D stimuli.

QoE of 3D videos was explored in [6] using EEG. It was observed that the EEG alpha band in the right frontal lobe is activated when perceived quality is low. In addition, the right parietal lobe, which is relevant to positive emotional processes, is activated when QoE of 3D videos is high.

There have been attempts to explore the relationship between multimedia quality perception and peripheral physiological signals. In [7] and [8] the perception of 3D videos was measured by heart rate and respiration as well as EEG. Both EEG and peripheral physiological signals were useful for subject-dependent classification of high vs. low sensation of reality [8]. However, subject-independent classification between 2D and 3D videos was not feasible based on peripheral physiological signals, unlike EEG [7].

In [9], blood volume pulse, temperature, skin conductance, and eye tracking were employed to explore QoE of audiovisual stimuli. Thirty four subjects evaluated the video quality, audio quality, and overall quality of three audiovisual contents with three different types of quality degradation: no quality loss, bitrate reduction, and asynchronous artifacts. It was possible to identify the degradation of audiovisual stimuli only for the skin conductance ($p < 0.01$). However, this result remains inconclusive because of limitation of the experimental protocol.

From these studies, the potential of EEG and peripheral physiological signals for evaluating QoE is verified for various media. Generally, EEG performs better in distinguishing perceptual experience than peripheral physiological signals as shown in [7], [8]. Moreover, although a few studies showed significant performance under subject-independent scenarios, it is still difficult to overcome individual differences in physiological signal analysis.

### III. Experiment

#### A. Video stimuli

Five video sequences were captured by a RED EPIC camera using its HDRx mode. One is used for training subjects, and the other four for test. The sequences contain various indoor and outdoor scenes. The details of the contents are described in Table II with thumbnails. Using the REDCINE-X PRO software, HDR and LDR sequences having a full HD resolution (1920×1080 pixels) and a frame rate of 30 fps were extracted from the raw videos. Then, the HDR sequences were tone-mapped using the video TMO by Boitard et al. [19] with the image TMO by Reinhard et al. [20] for frame-wise processing. The tone-mapping process was conducted using the Banterle’s HDR Toolbox [27].

#### B. Subjects

Five subjects, three of which are males, participated in the experiment. They were between 23 and 34 years old. All subjects had normal or corrected-to-normal vision. They had not experienced HDR or tone-mapped HDR contents.

#### C. Procedure

First, physiological signal sensors were equipped to the subjects. Then, the subjects sat comfortably at a distance of 2.5 times the height of monitor from the screen, but they were instructed to move as little as possible to minimize movement artifacts in the recorded EEG. The training session was conducted using the training video sequence to explain the procedure of the experiment.

The test video sequences were displayed on a 84-inch LCD monitor having a native resolution of 1920×1080 pixels. A gray screen was shown for ten seconds before each video sequence was shown. The physiological signals recorded in this duration are considered as the baseline signals. The tone-mapped HDR and LDR video sequences were shown on the
TABLE I
SUMMARY OF IMPLICIT QoE MEASUREMENT STUDIES

| Channel | Type of media | Quality factor | Number of subjects | Scheme | Results |
|---------|---------------|----------------|-------------------|--------|---------|
| [23]    | EEG           | Speech         | Presence of artifacts | 10     | Subject-dependent classification for existence of quality changes | Balanced accuracy over 90% |
| [2]     | EEG           | Image          | Level of JPEG artifacts | 10     | Correlation between appearance of artifacts and EEG | Changes of EEG in the occipital area under existence of JPEG artifacts |
| [3]     | EEG           | Video          | Level of blockiness artifacts | 10     | ANOVA for effect of blockiness on the P300 amplitude | Significant difference ($p < 0.02$) |
| [4]     | EEG           | Video          | Quality changes     | 9      | Correlation between quality changes and the P300 amplitude | Correlation coefficient of 0.89 |
| [5]     | EEG           | Video          | Presence, severity, and type of artifacts | 8      | Classification of artifact presence, severity, and type | Classification accuracy of 85% (presence), 94% (severity), and 64% (type) |
| [24]    | EEG           | 3D Video       | Visual fatigue      | 5      | T-test for difference of the beta band power between 2D and 3D videos | Significant difference ($p = 0.028$) |
| [25]    | EEG           | 3D Video       | Visual fatigue      | 7      | Correlation between the watching duration and EEG | Increase of the beta band power and P700 delay according to increase of the watching duration |
| [6]     | EEG           | 3D Video       | Subjective QoE      | 16     | Correlation between QoE and EEG | Activation of the alpha band in the right frontal lobe for low QoE; Activation of the beta band in the right parietal lobe for high 3D QoE |
| [26]    | fMRI          | 3D Video       | Visual fatigue      | 5      | T-test for difference of the brain activity for small and large visual depths | High t-value in the frontal eye field |
| [7]     | EEG, heart rate, respiration | 3D Video | 2D vs. 3D | 16 | Subject-independent classification between 2D and 3D videos | Classification accuracy of 54.69% (EEG) |
| [8]     | EEG, heart rate, respiration | 3D Video | Level of sensation of reality | 16 | Subject-dependent classification for low vs. high levels of sensation of reality | Matthews correlation coefficients of 0.65 (EEG) and 0.16 (heart rate, respiration) |
| [9]     | Blood volume, pulse, temperature, skin conductance, eye tracking | Audiovisual stimuli | Degradation of quality | 34 | ANOVA for quality effect on physiological signals | Significant difference ($p < 0.01$) for skin conductance |

screen in a randomized order. To avoid direct comparison between tone-mapped HDR and LDR videos, it was made sure that the same contents were not displayed consecutively. The physiological signal recording took six minutes for each subject.

After the recording of physiological signals, the video sequences were shown again as tone-mapped HDR and LDR pairs of the same contents for subjective rating. After each pair was shown, the subjects were asked to rate the two videos. The order of the contents among four and the order between the tone-mapped HDR and LDR videos in each pair were all randomized. The subjective rating took roughly 6 minutes with slight variations in the time for rating across subjects.

D. Physiological signal measurement

The EEG, galvanic skin response (GSR), plethysmography, respiration, and skin temperature were recorded as physiological cues about perceptual experience of subjects. The signals were recorded by a Biosemi ActiveTwo system. Figure 1 illustrates the placement of the physiological signal sensors.

1) EEG: The EEG signal was recorded by 32-channel electrodes. Their positions on the scalp were fixed by electrode holders on a electrode cap. The subjects wore a medium or large size electrode cap, and electrodes were connected to the surface of the scalp through highly conductive gel. Four additional electrodes were placed around eyes for rejecting eye blinking and movement artifacts.

2) GSR: The GSR, also known as skin conductance, indicates the state of the sympathetic nervous system that controls the amount of sweat on the skin. When the sympathetic nervous system arouses, the amount of sweat increases, which in turn causes decrease of the electric resistance of skin. Two electrodes were attached to the index finger and middle finger of the right hand.

3) Plethysmography: The plethysmography, a method to measure changes in volume, was applied to evaluate the heart rate relevant physiological features. A plethysmograph sensor (MLT1020 of ADI Instruments) was mounted on the index finger of the left hand.
TABLE II
VIDEO STIMULI USED IN THE EXPERIMENT

| Content | Thumbnail | Description | Length |
|---------|-----------|-------------|--------|
| hall    | ![Hall](hall_thumbnail.png) | Hall with a glass wall and metallic objects including chairs and a table. A horizontal pan shot. | 40 sec |
| objects | ![Objects](objects_thumbnail.png) | Small objects in a dark room with candles. | 50 sec |
| sky     | ![Sky](sky_thumbnail.png) | Clouds drifting in the sky. | 30 sec |
| window  | ![Window](window_thumbnail.png) | Window with a pot. Brightness changes by a window blind. | 20 sec |

Fig. 1. Placement of physiological signal sensors

4) Respiration: A Nihon Kohden TR-753T respiration belt made of latex was employed to monitor respiration. The belt was tied on the abdomen without interrupting natural abdominal movement and causing difficulty in breathing.

5) Skin temperature: A high precision temperature sensor (Agilent 21078A) was used to measure skin temperature. The sensor was attached to the ring finger of the right hand.

E. Questionnaire survey

The subjective rating form consisted of two types of questions. One includes three single-stimulus questions for each video, which ask quality of contrast (Q1), interest to contents (Q2), and overall quality (Q3). A 9-point scoring system visualized by self-assessment manikins (SAM) was employed for these questions. The rating scales range from bad quality (1) to good quality (9) for Q1, uninteresting (1) to interesting (9) for Q2, and bad quality (1) to good quality (9) for Q3.

The other comprises a paired comparison type of questions for direct pair-wise comparison between the tone-mapped HDR and LDR videos of the same contents. Two questions were used, one for comparing quality (compQ1) and the other for comparing naturalness (compQ2). A 7-scale scoring system was used for these questions, which spans “the first video is significantly better”, “the first video is better”, “the first video is slightly better”, “same”, “the second video is slightly better”, “the second video is better”, and “the second video is significantly better”. Each rating is converted into a numeric value for analysis in such a way that a positive (or negative) value is assigned if tone-mapped HDR (or LDR) video is preferred (±1 for “slightly better” and ±3 for “significantly better”).

IV. SUBJECTIVE RATING ANALYSIS

In this section, the results of subjective rating are described with the aim of understanding characteristics of QoE of tone-mapped HDR videos and analyzing factors affecting QoE of tone-mapped HDR videos.
TABLE IV
PEARSON CORRELATION COEFFICIENTS BETWEEN SUBJECT RATING QUESTIONS

|   | Q1 (contrast) | Q2 (content) | Q3 (quality) |
|---|--------------|--------------|--------------|
| Q2 (content) | 0.5450       | -            |              |
| Q3 (quality) | 0.8145       | 0.8395       | 0.10         |

TABLE V
RESULT OF SUBJECTIVE RATINGS FOR PAIRED COMPARISON TESTS

|   | compQ1 (quality) | compQ2 (naturalness) |
|---|------------------|-----------------------|
| Mean | 0.45             | 0.10                  |
| PCC  | 0.7223           |                       |

The result of the single-stimulus subjective tests is shown in Table II. The table presents the mean and standard deviation values of the scores, and the p-values of the t-tests between the scores of the tone-mapped HDR and LDR videos are also shown, where the number of samples for a t-test is 20 (=5 subjects×4 contents) in each group. For Q1, the tone-mapped HDR videos obtained an average score of 6.65, which is higher than the score of the LDR videos (5.85), but the difference is not statistically significant (p > 0.05). For Q2, the tone-mapped HDR videos obtained a score of 7.00 and, surprisingly, this is significantly higher (p < 0.05) than that of the LDR videos (5.80). This indicates that HDR imaging can make videos more interesting, even if the content does not change. For Q3, the tone-mapped HDR videos acquired a score of 6.90 on average, which is significantly higher (p < 0.05) than that of the LDR videos (5.70), as expected.

The insignificance of the score difference between tone-mapped HDR and LDR for Q1 may be considered contradictory, because the significantly better quality of tone-mapped HDR (shown in Q3) is presumably due to the enhanced contrast. Our guess is that, although the subjects perceived difference between the tone-mapped HDR and LDR videos, some subjects did not realize that the difference is originated from the enhanced contrast in tone-mapped HDR because it is rather a technical concept.

To examine the relationship between the scores for Q1, Q2, and Q3, the Pearson correlation coefficient (PCC) with 40 subjects (=5 subjects×8 videos) is computed for each pair of questions and shown in Table IV. Q3 shows high correlation with both Q1 and Q2, but the correlation between Q1 and Q2 is not very high.

The mean score values of the paired comparison questions are shown in Table IV. For both questions, the mean values are positive, indicating the tone-mapped HDR videos have better quality and are more natural. A relatively lower score is obtained for compQ2 than compQ1. This is because the tone-mapped HDR videos are perceived as artificial in some cases, as subjects are familiar to conventional LDR videos. The PCC between compQ1 and compQ2 is 0.7223, which indicates that the naturalness is also attached to the quality.

V. EEG AND PERIPHERAL SIGNALS ANALYSIS

In this section, the classification between tone-mapped HDR and LDR videos is implemented to explore whether the recorded physiological signals can be used for assessing the perception of tone-mapped HDR videos. Also, the relationship between the physiological signals and subjective rating is investigated for further understanding of the QoE of tone-mapped HDR videos.

A. Signal pre-processing

First, all physiological signals are downsampled to 256 Hz and one-second signals are removed both at the beginning and the end of each period to obtain stabilized signals only.

The EEG signals are bandpass-filtered within 2-100 Hz and the vertex electrode Cz is employed as a reference channel. The artifact signals such as eye blinking and eye movement are rejected with independent component analysis (ICA) [29], [30]. The respiration signals are also bandpass-filtered between 0-10 Hz to remove noise. The pre-processing is conducted by using the EEGLAB ToolBox [31].

In the previous work [32], [33], [34], the physiological signals divided into 6 to 12.5 seconds have been used for analysis. It arises from the consideration about rapid changes of the signal characteristics, especially for EEG. While the temporal change of other peripheral signals is not as rapid as EEG, it was shown that perceptual states are reasonably well recognized by the peripheral signals in a few seconds period [32], [33]. Therefore, in this work, the recorded physiological signals are divided into 10 second-long segments, and thus total 28 segments are obtained for each subject.

B. Feature extraction

To extract features, the frequency power of the EEG is calculated by the Welch’s method with a 256 samples window. Then, the baseline power is subtracted from the stimulus power, and the powers in theta (3-7 Hz), alpha (8-13 Hz), beta (14-29 Hz) and gamma (30-47 Hz) frequency bands are extracted for each electrode channel. Therefore, total 124 features (4 frequency bands × 31 electrodes, except for the reference channel Cz in the 32-channel system) are obtained from the EEG signals.

The features extracted from the recorded peripheral physiological signals are summarized in Table VI. From the GSR, its mean and standard deviation values are obtained, and the mean and standard deviation of the differentiated GSR are also calculated. Regarding the respiration signals, the average peak-to-peak time, standard deviation and mean of the differentiated respiration signals are acquired. The heart rate and its temporal variation are obtained from the plethysmography signals using the real-time QRS detection algorithm [35], and their mean and standard deviation values are extracted as features. Finally, the mean values of the skin temperature signals and their derivatives are extracted.
TABLE VI
PERIPHERAL SIGNAL FEATURES EXTRACTED FOR CLASSIFICATION

| Sensor                      | Feature          | Description                               |
|-----------------------------|------------------|-------------------------------------------|
| Galvanic skin response (GSR)| GSR_M            | Mean of GSR signals                       |
|                             | GSR_STD          | Standard deviation of GSR signals         |
|                             | GSR_derM         | Mean of differentiated GSR signals        |
|                             | GSR_derStd       | Standard deviation of differentiated GSR signals |
| Respiration                 | Resp_derM        | Mean of differentiated respiration signals |
|                             | Resp_STD         | Standard deviation of respiration signals  |
|                             | Resp_peakTM      | Mean of peak to peak time                 |
| Plethysmography (Plet)      | Plet_HRM         | Mean of heart rate                        |
|                             | Plet_HRStd       | Standard deviation of heart rate          |
|                             | Plet_HRVM        | Mean of temporal variation of heart rate   |
|                             | Plet_HRVSStd     | Standard deviation of temporal variation of heart rate |
| Skin temperature            | Temp_M           | Mean of skin temperature signals          |
|                             | Temp_derM        | Mean of differentiated skin temperature signals |

C. Classification scheme

We consider two different binary classification problems. The first is to classify tone-mapped HDR and LDR, where classification performance is evaluated in terms of classification accuracy. In the subject-dependent scenario, for each subject, a classification system is trained using 27 segments among the 28 segments obtained as a result of segmentation, and the remaining one segment is used for classification test, called a trial, which is repeated until all segments are tested. In the subject-independent scenario, the signals of one subject is used for testing among the five subjects, and the remaining four subjects’ signals are used for training a classification system, which is considered as a trial; this is repeated five times until all subjects are tested.

The second is classification between high quality and low quality. Both the contrast quality (Q1) and the overall quality (Q3) are considered. The stimuli rated higher than 5, which means definitely high quality, form one class and the other stimuli form the other class. Subject 1 was excluded in this classification problem, because of its extreme data imbalance between the two classes. Both subject-dependent and subject-independent scenarios are considered as in the first classification problem. The classification performance is evaluated in terms of F-measure and balanced accuracy because of the imbalance of the class distribution. The F-measure normally considers the positive class more importantly than the negative class, whereas both classes have to be considered equally in our case. Therefore, the F-measure is calculated two times with changing the positive and negative classes and their average is considered as the F-measure of the whole classification. The balanced accuracy \( \text{balacc} \) is defined as the average of the recalls of both classes. When class \( A \) and class \( B \) exist, the balanced accuracy (balacc) is defined as follows:

\[
\text{balacc} = \frac{1}{2} \left( \frac{\text{true}A}{\text{numberof}A} + \frac{\text{true}B}{\text{numberof}B} \right) \quad (1)
\]

where \( \text{numberof}A \) and \( \text{numberof}B \) indicate the sizes of class \( A \) and class \( B \), respectively, and \( \text{true}A \) and \( \text{true}B \) represent the numbers of data classified correctly for the two classes.

Since a large number of features are extracted through the feature extraction process, we conduct feature selection for efficient training of classifiers. For this, the features are ranked according to their significance on classification for the training data. The significance is evaluated by the Fisher’s linear discriminant analysis, which is given by

\[
J(f) = \frac{\|\mu_A - \mu_B\|^2}{\sigma_A^2 + \sigma_B^2} \quad (2)
\]

where \( \mu_i \) and \( \sigma_i \) are the mean and standard deviation of feature \( f \) for class \( i \), respectively. The numerator indicates the scatter between class \( A \) and \( B \), and the denominator implies the scatter within classes. Therefore, a larger value of \( J(f) \) means feature \( f \) has more significance for distinguishing class \( A \) and class \( B \).

We employ neural networks having one hidden layer with sigmoid neurons as classifiers. The neural networks are trained by the Levenberg-Marquardt algorithm, which is one of the fastest and best methods for training [37]. It is necessary to optimize the number of hidden neurons for the best performance. These parameters are optimized for each trial using a grid search through leave-one-out cross-validation in the training dataset. These classification schemes are conducted by using EEG and peripheral signals separately. Finally, the average performance of the classifiers is calculated from independent 10 repetitions with different random seeds for initializing the weights of the neural networks.

D. Classifier fusion

To examine complementarity of EEG and peripheral physiological signals, we employ a late fusion method. Classification results obtained from the two modalities are fused by a weighted product method, whose decision rule is written as

\[
c = \arg \max_i \left\{ P_i(X|\lambda_{EEG})^w \times P_i(X|\lambda_{peri})^{1-w} \right\} \quad (3)
\]
where $P(X|\lambda)$ is the output (probability) of given data $X$ for the $i$th class by classifier $\lambda$. $\lambda_{EEG}$ and $\lambda_{peri}$ are the trained classifiers for EEG and peripheral signals, respectively, and $w$ is the fusion weight between 0 and 1. The weight is optimized for each trial by using a grid search through leave-one-out cross-validation in the training dataset.

VI. RESULTS

A. Tone-mapped HDR versus LDR classification

The results of the classification between tone-mapped HDR and LDR videos are shown in Figure 2. In the subject-dependent scenario, average classification accuracies of 69.86%, 78.36%, and 79.86% were obtained for EEG, peripheral signals, and the fusion scheme, respectively. And, average classification accuracies of 56.64%, 58.64%, and 54.79% were obtained for EEG, peripheral signals, and the fusion scheme, respectively. One sample t-tests show that only the results of the subject-dependent scenario are significantly higher than random ($p < 0.05$), but those of the subject-independent scenario are not ($p > 0.1$). The segmentation length of physiological signals influences the performance of EEG, peripheral signals, and their combination. In other words, the best result is obtained with 10 second-long EEG segments, which is employed in this paper.

B. Classification based on questionnaire survey results

Figures 3 and 4 show the balanced classification accuracy and F-measure for classification of contrast quality, respectively. In terms of mean balanced accuracy, 73.82%, 75.75%, and 80.15% were obtained by EEG, peripheral signals, and bimodal fusion under the subject-dependent scenario. In the subject-independent scenario, mean balanced accuracies of 57.01%, 56.01%, and 56.59% were obtained in the same order. One sample t-tests reveal that the results of the subject-independent scenario are significantly higher than random ($p < 0.05$), but those of the subject-independent scenario are not ($p > 0.1$). In the same way, mean F-measure values of 0.73, 0.75, 0.80 and 0.54, 0.51, 0.50 are obtained for the subject-dependent and subject-independent scenarios, respectively. One sample t-tests show that only the results of the subject-dependent scenario are significantly higher than random ($p < 0.1$ for EEG and $p < 0.05$ for the others). The fusion scheme and EEG show the best performance in the subject-dependent and subject-independent scenarios, respectively.

C. Feature analysis

Figures 7 and 8 present the relative frequencies of the selected EEG features with respect to frequency bands. It can be observed that the features extracted from the gamma band are mainly employed by the classification systems. However, we found that spatial locations of the significant features vary across the subjects. In Figure 11, the significance of EEG features is described in terms of the number of times the area marked by dark red color corresponds to an electrode channel employed 28 times by the classification system, and the area marked by blue color corresponds to an electrode channel that was never employed by the classification system.
Fig. 3. Results of classification of contrast quality (Q1) in terms of balanced accuracy for (a) the subject-dependent scenario, and (b) the subject-independent scenario.

Fig. 4. Results of classification of contrast quality (Q1) in terms of F-measure for (a) the subject-dependent scenario, and (b) the subject-independent scenario.

Fig. 5. Results of classification of overall quality (Q3) in terms of balanced accuracy for (a) the subject-dependent scenario, and (b) the subject-independent scenario.

Fig. 6. Results of classification of overall quality (Q3) in terms of F-measure for (a) the subject-dependent scenario, and (b) the subject-independent scenario.
Fig. 7. Relative frequencies of the selected EEG features in the classification between tone-mapped HDR and LDR videos.

Fig. 8. Relative frequencies of the selected EEG features in the classification based on (a) contrast quality (Q1) (b) overall quality (Q3).

It is difficult to find similarity in significant feature locations across the subjects. This proves the existence of individual difference in perceptual processing of visual stimuli, which is considered as one of the causes of relatively low classification performance in the subject-independent scenario.

The relative frequencies of the selected features for the peripheral physiological signals are shown in Figures 9 and 10. All the peripheral channels except for respiration appear relevant for classification, with slight emphasis on the plethysmography and skin temperature.

D. Discussion

Overall, the classification results shown above indicate that perceptual experience of tone-mapped HDR videos can be observed through EEG, peripheral signals, and their combination. However, the performance of the classification in
the subject-independent scenario is relatively lower than that in the subject-dependent scenario, which seems to stem partially from the subject-wise discrepancy on the location of the selected features. In particular, while the performance of the classification between tone-mapped HDR and LDR videos is significantly higher than random even in the subject-independent scenario, significance of the subject-independent classification performance is not observed for classifications of contrast quality and overall quality. This also supports that quality perception of LDR and HDR videos is highly subjective.

When the two modalities are compared, superiority of one modality against another is not consistent; classification using EEG sometimes outperforms that using peripheral signals, and sometimes vice versa. The classification performance is enhanced by the fusion scheme under the subject-dependent scenario. This proves the complementariness of EEG and peripheral signals for classification. However, the performance is degraded via fusion under the subject-independent scenario.

Such failure is due to inaccurate estimation of the fusion weight determining relative importance of each modality. In order to examine the reliability of the obtained fusion weight through training, the optimal weight values were exhaustively searched for the test data and compared to the trained values. The root-mean-square errors (RMSEs) between the trained and the optimal weight values were 0.0357 (0.0462 for HDR vs. LDR, 0.0377 for high vs. low contrast quality, and 0.0078 for high vs. low overall quality) for the subject-dependent scenario and 0.5031 (0.4313 for HDR vs. LDR, 0.4770 for high vs. low contrast quality, and 0.6021 for high vs. low overall quality) for the subject-independent scenario. The large RMSEs in the latter demonstrate that the relative importance of the two modalities significantly varies across subjects, which is due to individual differences in the physiological responses.

The feature analysis revealed that the gamma frequency band of EEG is significantly associated with tone-mapped HDR perception. It is known that the activity of the gamma frequency band is associated with sensory stimuli involving the auditory and visual systems [39]. In [40], it was found that a top-down visual process enhances the oscillatory gamma response. In [41], the relation between the gamma band activity and human visual information processing was studied, which showed that the power of the gamma band increases when subjects pay more attention to a visual stimulus, in comparison to the case where the same stimulus is ignored. Based on these, it can be inferred that, in comparison to LDR videos, (tone-mapped) HDR videos provide viewers with more visual information via enhanced contrast and thus induce higher activities in the gamma band of EEG.

From the feature analysis of the peripheral physiological signals, on the other hand, heart rate, skin temperature, and GSR are all shown to be relevant for classification. Previous studies have demonstrated the relationship between the amount of processed information and GSR [42], the relationship between mental workload and heart rate [43], and the relationship between color preference and skin temperature [44], which support our results regarding observability of distinguished peripheral physiological responses for HDR videos.

VII. Conclusion

In this paper, we studied perceptual experience of tone-mapped HDR videos through explicit questionnaire survey and
implicit monitoring of physiological signals. In the explicit QoE measurement, tone-mapped HDR videos showed better perceptual experience in terms of contrast, interest, naturalness, and overall quality. In the implicit user monitoring of EEG and peripheral physiological responses via unimodal and bimodal classification, statistically significant accuracy was obtained for classification of physiological signals with respect to the dynamic range of videos in both the subject-dependent scenario and the subject-independent scenario. Significance of performance was also observed in the classification based on contrast and overall quality under the subject-dependent scenario. Further, the EEG features chosen for classification were studied. Although the gamma band was shown to be significant for classification, difference in locations of the chosen features across the subjects was observed. This indicates existence of individual difference in perception of HDR visual stimuli, which causes difficulty in subject-independent classification of physiological signals. Also, the features extracted from skin temperature, plethysmography, and GSR were shown to be relevant, while those from respiration were not.

Upon the aforementioned valuable findings, further studies employing more subjects would be desirable. In particular, a larger number of subjects may improve the performance of the classification system in the subject-independent scenario.
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