Pixel Dark Current Calibration Method to Reduce Dark Fixed Pattern Noise in Amorphous Silicon Bolometer-type Uncooled Infrared Image Sensor
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In this paper, we propose a pixel dark current calibration method to reduce dark fixed pattern noise in an amorphous silicon bolometer-type uncooled infrared image sensor. This dark current calibration method utilizes an active pixel, a reference pixel, and a calibration circuit. The active and reference pixels were fabricated entirely from amorphous silicon. Even if amorphous silicon components with the same resistance are manufactured, there may be variations in resistance owing to process deviations during the manufacture of the amorphous silicon pixels. Dark fixed pattern noise due to resistance variations causes non-uniformity among the output voltages of the pixels. The operating principle of the pixel dark current calibration method to reduce dark fixed pattern noise is thus based on the subtraction of the averaged dark current of the active pixel from that of the reference pixel. The proposed pixel dark current calibration method is implemented by a chip consisting of an amorphous silicon bolometer pixel array, a calibration circuit, and column readout circuits. The entire chip was fabricated using a 0.11 μm CMOS image sensor process and its performance was evaluated.

1. Introduction

Recently, amorphous silicon bolometer-type uncooled infrared image sensors have been developed in various fields for thermal imaging systems, night vision, surveillance, and medical imaging.1–7 Amorphous silicon bolometer-type uncooled infrared image sensors have many advantages owing to their low cost, low power consumption, and easy integration. However, further advances are required in terms of pixel size and device weight. Among the various uncooled infrared image sensors, the bolometer-type sensor based on micromachining technology has a higher temperature coefficient of resistance than similar sensors.8–10 In general, the temperature coefficient of resistance of a semiconductor is smaller than that of a metal. Therefore, a bolometer sensor that is used for manufacturing an uncooled infrared image sensor based on amorphous silicon has a large variation in output current because of heat
generation. Furthermore, a general infrared sensor is based on the principle of thermal radiation absorption from a target object without absorbing the reflected photons that are returned to the target object. Therefore, bolometer-type uncooled infrared image sensors generally have a wider detection range from X-ray wavelengths to millimeter-order wavelengths than an infrared photon detector.

One of the important problems in the pixel arrangement of an amorphous silicon bolometer-type uncooled infrared image sensor is that process variations can occur among similarly fabricated resistors integrated in the pixel. Various methods have been studied to solve the problem of variations among bolometer resistors integrated in active and reference pixels. Among previously reported research, the averaging pixel current adjustment technique has been used to reduce process variations among resistors. However, a standard CMOS process was used to design the active and reference pixels with polysilicon resistors in previous research. From a technical viewpoint, it is quite similar to the research of calibrating random noise of polysilicon. However, research using polysilicon resistors was considered to be a verification of a sample calibration technique inside the chip level. In the previous research, the signal current due to the incident infrared ray could not be directly detected, because the pixel was manufactured by using the polysilicon resistor. Therefore, it is important to verify that the dark current calibration method can be applied to actual amorphous silicon bolometer-type uncooled infrared image sensors. In this paper, an uncooled infrared image sensor was fabricated using an actual amorphous silicon bolometer. Therefore, the signal current due to the incident infrared ray could be directly detected.

To compensate for the process variations in the resistors among the amorphous-silicon bolometer-type uncooled infrared image sensor pixels, a method of calibration by averaging the dark current generated in the reference pixel is proposed. The amorphous silicon bolometer resistors in the reference and active pixels have dark current components. To verify the proposed dark current calibration method, the output nodes of all the reference pixels are connected. Consequently, the output currents of the reference pixels in which the light-receiving portions are blocked to avoid the effect of incident light are averaged. The current from each active pixel array is thus subtracted from the averaged current of the reference pixel to remove the dark current of the active pixels. The dark current calibration method therefore utilizes an active pixel, a reference pixel, a calibration circuit, and a column readout circuit. An entire chip used to implement the dark current calibration method was fabricated using a 0.11 μm 1-poly 4-metal CMOS image sensor (CIS) process, and its characteristics were analyzed. The CIS process is the process used to make the photodiode. However, we fabricated a bolometer using a postprocess on a chip manufactured using a CMOS process. Therefore, when manufacturing the bolometer, if the metal layer used for the chip is formed with multiple layers, it is difficult to manufacture the bolometer when the height of the chip itself is large. Therefore, among the processes, the CIS process was used because it had the smallest number of metal layers.

2. Principle of Pixel Dark Current Calibration Method

A schematic of the pixel dark current calibration method and its modeling are shown in Fig. 1. Each unit pixel is composed of an active pixel, a reference pixel, and a calibration circuit. The
difference between the dark current generated in each active pixel and the averaging dark current generated by the reference pixel array is computed. The active and reference pixels of the proposed image sensor were manufactured using an amorphous silicon bolometer. The amorphous silicon bolometer is a kind of resistor, and when exposed to infrared lights, the resistance value of the bolometer is changed. When Kirchhoff’s current law is applied to node A, the output current of the active pixel ($I_{ACT}$) is subtracted from that of the reference pixel ($I_{REF}$). To subtract the additional current, the dark current component is reduced by controlling the output current of the calibration circuit ($I_{CAL}$). At this time, if the current of the active pixel is designed to be greater or less than the current of the reference pixel, the current direction of the calibration circuit can be determined. Through this current calculation, the dark current difference between the active and reference pixels ($I_{ACT} - I_{REF}$) will have information of the deviation due to the resistance variation of the active pixel. From the operation principle of the bolometer, the signal current was generated from the incident infrared light, since $I_{REF}$ and $I_{ACT}$ were calculated as resistance. Therefore, $I_{ACT} - I_{REF}$ reflects the resistance variation of an amorphous-silicon resistor. The relationships for calibrating the dark current using the output currents of the active and reference pixels are as follows.

$$I_{REF} \propto \frac{1}{R_{REF}}, \quad I_{ACT} \propto \frac{1}{R_{ACT}} \quad (1)$$

$$I_{ACT} + \Delta I_{ACT} \propto \frac{1}{(R_{ACT} + \Delta R_{ACT})} \quad (2)$$

$$I_{ACT} + \Delta I_{ACT} - I_{REF} - I_{CAL} \approx \text{nA order} \quad (3)$$
Here, $\Delta R_{ACT}$ is the resistance of the amorphous-silicon bolometer active pixel and $R_{REF}$ is the resistance of the amorphous silicon bolometer reference pixel. In a unit pixel, the output dark current of the reference pixel ($I_{REF}$) is inversely proportional to the pixel resistance ($R_{REF}$), and the output dark current of the active pixel ($I_{ACT}$) is inversely proportional to the active pixel resistance ($R_{ACT}$). $\Delta R_{ACT}$ refers to the resistance of the amorphous silicon bolometer in the active pixel owing to a process deviation, and $\Delta I_{ACT}$ is the deviation of the output dark current of the active pixel. Therefore, $\Delta I_{ACT}$ is considered as the cause of the dark fixed pattern noise. In addition, by reducing $\Delta I_{ACT}$ using the current of the calibration circuit ($I_{CAL}$), the final output current can be reduced to the order of nanoamperes. To adjust the calibration current for further minute current subtraction, the output current of the integrated calibration circuit ($I_{CAL}$) based on the P-channel metal-oxide-semiconductor (PMOS) current mirror structure is controlled by the output voltage of the digital-to-analog converter (DAC_IN).

Figure 2 shows a block diagram of the pixel dark current calibration method, whose setup consists a current-to-voltage converter (CVC), an analog-to-digital converter (ADC), a frame memory, a digital-to-analog converter (DAC), an amorphous silicon bolometer-type active pixel array, and a reference pixel array. $I_{ACT} - I_{REF}$ contains the information of pixel deviation, which is converted into a voltage through the CVC and then output as a digital value through the ADC. The digital output value having the information of pixel deviation is stored in the frame memory, and additional calculations are performed to determine the digital input value of the DAC. Thereafter, a calibration current ($I_{CAL}$) corresponding to the output value of the DAC is generated, and it is added to or subtracted from $I_{ACT}$. At this time, if the digital-to-analog output value is controlled such that $I_{CAL}$ is almost equal to $I_{ACT} - I_{CAL}$, the pixel current offset due to the bolometer resistance variation of each active pixel can be eliminated. In practice, $I_{CAL}$ is adjusted by considering the characteristics of the CVC so that the final output current offset of each pixel is in nanoamperes.

Figures 3(a) and 3(b) show a block diagram and schematic diagram of the averaging current generator using the amorphous silicon bolometer-type reference pixel, respectively. The reason why all output nodes of the reference pixel are tied and averaged is as follows. To obtain the deviation information based on the resistance of the active pixel using the proposed calibration
method, the resistance of the reference pixel must be fixed without any variation. However, not only the bolometer of the active pixel but also that of the reference pixel has a process deviation. Therefore, to remove the variation of the bolometer resistance of the reference pixel, all output nodes are tied. When the output nodes of all reference pixels are shared, the output current is averaged even if a resistance variation occurs in each of the reference pixels, so that the resistance variation can be canceled. The current \( (I_{REF,j}) \) generated by the bolometer resistor fabricated in the unit reference pixel is output through a PMOS current mirror. Thereafter, the output nodes of all reference pixel arrays (node B) are shared to generate the sum current \( (\sum I_{REF,j}) \). Finally, the average current \( (\sum I_{REF,j}/N) \) is output by redistributing it to each reference pixel using an additional NMOS current mirror. The final generated average current \( (\sum I_{REF,j}/N) \) is distributed equally in all reference pixels, thereby reducing the current offset generated in the active pixel.

Figure 4(a) shows a block diagram of the entire chip and Fig. 4(b) shows the layout of the entire chip. The chip circuitry is composed of a frame memory, a DAC, a calibration circuit, an active pixel, a reference pixel, a column readout circuit (integrator and CVC), and an ADC. Frame memory is integrated into the D-flip-flop and is used as the input voltage of the DAC. The DAC is used to determine the output current of the calibration circuit. The column readout circuit is composed of a current buffer, switches for selecting the signal, an integrator for
converting the signal current after calibration, and a CVC for converting the calibration current. In addition, to operate an image sensor designed in a column parallel structure, it is designed to select each column unit using a decoder. The ADC is designed on the basis of a 10-bit single-slope ADC. The chip is fabricated using a 0.11 μm CIS process.

A schematic of the column readout circuit with an integrator for converting the sensing current into voltage is shown in Fig. 5. First, the sensing current \((I_{ACT} - I_{REF} - I_{CAL})\) without the offset causing the dark fixed pattern noise enters the input of the current buffer. Thereafter, to convert the sensing current into a voltage, an integrator based on a two-stage amplifier is used. The integrator consists of a switch to reset the signal output (INTEG_RST), a switch to control the output voltage gain (INTEG_X1, INTEG_X2), and capacitors. Finally, the sensing current that is converted to voltage is selected by the sampling switch (SENS_SAMP) and enters the input node of the ADC.

Fig. 4. (Color online) (a) Block diagram of the entire chip. (b) Layout of the entire chip.
3. Measurement Results and Discussion

Figure 6(a) shows a photomicrograph of the active and reference pixels fabricated using amorphous silicon and Fig. 6(b) shows a scanning electron microscopy (SEM) image of the active and reference pixels. In this research, a pattern was formed on the pixel using amorphous silicon, which is generally used for the light receiving part of a bolometer-type uncooled infrared image sensor. After forming the octagonal pattern on the amorphous silicon, the generated signal electrons are input to the signal processing circuit through the metal used in the standard CMOS process. The area circled in red in Fig. 6(a) indicates a defect generated when amorphous silicon is postprocessed on a chip manufactured using a standard CMOS process.

In the proposed calibration method to remove the pixel dark current that generates dark fixed pattern noise, the most important requirement is to generate an accurate calibration current. To generate a precise calibration current, it is necessary to control even minute amounts of current. Before sensing the signal current generated in the active pixel, calibration was performed under completely dark condition. The proposed method can be applied to reduce the dark current of an image sensor. In particular, it could be effectively used to remove the fixed pattern noise caused by process variations that occur when manufacturing bolometers. The fixed pattern noise not only causes distortion of the input signal current of the practical bolometer-type uncooled infrared image sensor, but also distortion of the output image.

Figure 7 shows a graph of the calibration current plotted against the DAC by simulation. By adjusting the input digital code [the least significant bit (LSB)] of the DAC, it was confirmed that the calibration current could be increased or decreased. The input/output characteristics of the DAC were confirmed through simulation. The calibration current graph in Fig. 7 is functionalized and is represented by Eq. (4). In Eq. (4), ‘y’ is the calibration current, which is the y-axis in Fig. 7, and ‘x’ is the input digital code of DAC, which is the x-axis in Fig. 7. Therefore, Eq. (4) is the formula that stands for calibration current according to the input digital code of the DAC. The DAC used was R-2R DAC and was designed on the basis of 10 bits. The output voltage of the DAC determines the amount of output current in the calibration circuit based on the PMOS current mirror structure. Under the dark condition, as the $I_{ACT} - I_{REF}$ value converges closer to 0, the dark current decreases and the current generated by the incident
infrared rays can be obtained. Therefore, it is important to determine the amount of calibration current \( I_{CAL} \) in order to further subtract the \( I_{ACT} - I_{REF} \) value. The amount of calibration current generated by increasing the input LSB of the 10-bit DAC is about 3.54 nA. Finally, variation occurring in each active pixel was eliminated by adjusting the DAC input LSB value.

\[
y = (3.584 \times 10^{-9})x + 1.887 \times 10^{-6}
\]  

(4)

Two-dimensional images produced by the fabricated infrared image sensor before and after applying the calibration method are shown in Figs. 8(a), and 8(b), respectively. The actual pixel array structure of the fabricated chip is 78 (V) × 1 (H). The output image was acquired using a manufactured infrared image sensor having a 1D array structure and then represented in 2D form. When the image was acquired using the 10-bit single-slope ADC in the column readout
circuit, the image was acquired after removing LSB. The standard deviation of the acquired images was calculated and evaluated to assess the effect of dark fixed pattern noise on the non-uniformity of the infrared image sensor.

The actual pixel array structure of the fabricated chip is 78 (V) × 1 (H). However, owing to the non-uniformity of the process of postprocessing the amorphous silicon bolometer on the fabricated chip, it was confirmed that the digital output codes of 10 pixels were output under 10. In addition, it was confirmed that the output digital code did not change according to the incident infrared light, resulting in dead pixels. Therefore, the dead pixels were not displayed in the two-dimensional image.

To verify the operation of the calibration method, the integrator output voltage of the proposed infrared image sensor was output through a 10-bit ADC. If the maximum value of digital output by 10-bit ADC is converted to a decimal number, it is 1024. However, to remove the noise component of the ADC itself, the lower 1-bit component was removed and only 9 bits were used as the signal output. Therefore, the maximum value when converting the 9-bit ADC to a decimal number is 512, and the target digital value when applying the calibration method is 256.

Based on the digital code 256, which is half the supply voltage, the standard deviation of the image in Fig. 8(a) is 45.576. The standard deviation for Fig. 8(b) to which the calibration method was applied was 32.125; 45.576 is the standard deviation of the output voltage distribution of all active pixels when the calibration method is not applied, and 32.125 is that when it is applied. The standard deviation was used to confirm the variation in the voltage distribution of the active pixel before and after applying the calibration method.

To measure the improvement of fixed pattern noise using the proposed calibration method, the output digital code of the ADC integrated inside the chip was confirmed. The lower 1 bit of the ADC output was removed. Because of the noise characteristics of the integrated 10-bit
single slope ADC, the lower 1 bit (LSB) is not used because the output digital code occurs even when there is no input voltage. It was confirmed that the dark fixed pattern noise was about 13.5% less than that for Fig. 8(a). Therefore, it was confirmed that the proposed calibration method can effectively remove the fixed pattern noise by comparing the standard deviations before and after the calibration.

Figures 9(a) and 9(b) show histogram images of before and after the proposed pixel dark current calibration method was applied to the entire array, respectively. It was confirmed that the pixel output voltage through the ADC before applying the calibration method was variously distributed between 180 and 400. This means that owing to variations in the amorphous silicon bolometer designed with the same resistance, variations in pixel output voltage occur under a dark condition. On the basis of the digital code 256, which is the target digital LSB voltage for calibration, 16 cases were identified before calibration, and 41 cases were identified after calibration. In particular, in the case of the pixel output voltage lower than the digital code 256, it was confirmed that the calibration method was applied to the number of all cases.

4. Conclusions

In this paper, we proposed a pixel dark current calibration method to reduce the dark fixed pattern noise in an amorphous silicon bolometer-type uncooled infrared image sensor. To reduce the resistance deviations causing the dark fixed pattern noise of the amorphous silicon bolometer-type uncooled infrared image sensor, the proposed pixel dark current calibration method was successfully implemented using a 0.11 μm CIS process. In addition, by comparing the results before and after the calibration, it was verified that the standard deviation of the output voltage according to the resistances of the amorphous-silicon active pixel was reduced by about 13%. Therefore, the experimental results confirm that the proposed method can reduce the resistance variations caused by process variations of the amorphous silicon by controlling
the output values of the DAC. To enhance the dark fixed pattern noise reduction, there is a method of performing subtraction with a more precise output current of reference pixels by increasing the number of reference pixels. However, since the calibration current is in the nA order, the reduction in the calibration current due to parasitic resistance reduces the calibration effect. We expect that the proposed pixel dark current calibration method will be useful not only for infrared image sensors but also for noise improvement research for other types of image sensors.
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