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Abstract

This paper examines the intervention strategies for the diffusion of collective behavior, such as promoting innovation adoption and repressing a strike. An intervention strategy refers to controlling the behaviors of a small number of individuals in terms of their social or personal attributes, including connectivity (i.e., the number of social ties one holds), motivation (i.e., an individual's intrinsic cost-benefit judgment on behavior change), and sensitivity (i.e., the degree to which one follows others). Extensive agent-based simulations demonstrate that the optimal strategy fundamentally depends on the goal and time of intervention. Moreover, the nature of the social network (determined by homophily type and level) moderates the effectiveness of a strategy. These results have substantial implications for the design and evaluation of intervention programs.
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Introduction

1.1 Many challenges that governments encounter are related to collective behavior, such as how to promote pro-environmental behaviors, voting turnout, and vaccination for infectious diseases, as well as how to repress protests, strikes, and tax evasion. Governments typically address these challenges using rules and legislation, but the effects are often insignificant. Literature shows that the essence of collective behavior is the process of diffusion or contagion. Collective behavior invokes the long-standing theory of interdependence, which posits that the decisions of individuals depend on the behavior of others in relation to considerations of safety, fairness, reputation, information, and influence (e.g., Centola 2010; Centola & Macy 2007; Granovetter 1978; Huckfeldt 2009; McAdam 1986; Rogers 1995; Siegel 2009). Specifically, the literature indicates that people care more about the behaviors of those close to them. Examples include the provision of data on the pro-environmental behavior of neighbors (Alcott 2011); the turnout of household members (Gerber et al. 2008), the participation in protests of friends (McAdam 1986), and the engagement in strikes of house staff (Kravitz et al. 1990). Accordingly, governments can intervene in collective behavior by controlling a small number of individuals. A key question emerges: What type of individuals are the best targets? This study aims to identify the optimal targets to promote or repress the adoption rate of a collective behavior, conditioned by network structure and intervention timing.

1.2 Literature enumerates at least three individual attributes that are critical for locating intervention targets, namely, connectivity, motivation, and conformity. Connectivity refers to the number of social ties that an individual holds. Individuals with large connectivity are expected to be centralized in social networks and have a lot of influence on their surroundings (Keller & Barry 2003); thus, they are often labeled as leaders, elites, influencers, or hubs (e.g., Goldenberg et al. 2009; Siegel 2009, 2011; Watts & Dodds 2007), and are considered good target candidates of intervention efforts (e.g., Libai et al. 2013; Siegel 2011). The second factor, motivation, refers to an individual's cost-benefit judgment about the adoption of a new behavior, aside from that of others. A recent critical argument is that large behavior cascades are driven not by individuals with large connectivity, but by a critical mass of those with high motivation (Watts & Dodds 2007). Specifically, individuals with high motivation generally play the role of rabble-rouser, innovator, or early adopter in the diffusion of collective behavior (Granovetter 1978; Siegel 2009; Valente 2012). Hence, a good means of promoting (or repressing) diffusion is to increase (or reduce) the number of such individuals in a network. The third factor, conformity, describes how obedient a person is to the behaviors of others, or how confident a person is about his/her own judgment. Generally, innovators, rabble-rousers, or opinion leaders are believed to have low conformity (Rogers 1995; van Eck et al. 2011). Janssen (2011) suggests that those with low conformity may be a better target than those with large conformity for promoting the diffusion of collective behavior. Based on the aforementioned literature, connectivity, motivation, and conformity are selected as indicators for designing intervention strategies in the present study.

1.3 As we talk about "diffusion of collective behavior" or "diffusion intervention," mentioning social network and its structure is important. Social network creates the paths for the diffusion of collective behavior and its structure, hence, influences the scale and diffusion speed of collective behavior (Centola & Macy 2007; Hu, Cui, et al. 2014; Hu, Lin, et al. 2014; Siegel 2009; Watts 2002). For intervention targets, network structure defines their relative position within the channel of diffusion and determines the type of peers they have, which moderates their roles in diffusion and intervention (Janssen 2011; Siegel 2011; Valente 2012; Watts & Dodds 2007). To highlight the importance of network and its structure, we focus on one of the most striking and robust empirical regularities of social networks, homophily, which refers to the tendency of people to seek out and socialize with others with similar trait(s) (McPherson et al. 2001).

1.4 Homophily shapes network structures. Homophily induces a high level of transitivity or clustering (Robinson & Balkwell 1993); that is, if individual A relates to individual B and individual B relates to individual C, then individual A is more likely to relate to individual C. The clustering is sensible because when an individual has friends from the same society, his/her friends are highly likely to be friends with one another. Meanwhile, if an individual has friends from different societies, they are less likely to know one another (Huckfeldt et al. 1995). Generally, decreasing the level of homophily can provide shortcuts for various social communities, reducing social networks into a "small world" (Kossinets & Watts 2009; Watts & Strogatz 1998). Therefore, the current study uses the level of homophily to represent network structure.

1.5 Homophily is classified into two types, namely, status homophily and value homophily. Status homophily refers to the similarity in socio-demographic traits, such as race, age, gender, religion, education, occupation, and geographical location; by contrast, value homophily pertains to the similarity in internal states, such as opinions, attitudes, and beliefs, which are presumed to shape individual orientation toward future behavior (McPherson et al. 2001). The present study defines three types of network in terms of the type of homophily. The first type is status-homo network, which highlights the effects of network structure on the selection
of targeting strategy. The other two types of network that correspond to value homophily are motivation-homo and conformity-homo networks, which focus on the interaction of network structure and like-mindedness.

1.6 In addition to network type and structure, the goal and the time of intervention are considered as important moderating factors in selecting intervention targets. As Borgatti (2006) suggested, when the goal is to repress the diffusion of a behavior, the intervention will be based on different tactics than an intervention with the goal of promoting it. One of the clearest signs reflected in previous studies is that those individuals who had (not) adopted are the candidates for intervention (promotion) (e.g., Janssen 2011; Libai et al. 2013; Siegel 2011). Moreover, intervention timing matters due to the existing prevalence of the behavior changes the optimal targets (Valente 2012). For example, government can initiate a pro-environmental practice because no one knows it, and can also promote adoption in the early stages once environmentalists initiated it or in the late stages when adoption growth becomes weak. The candidates for intervention obviously vary at these three timings.

1.7 In sum, this study attempts to identify the most effective targets to influence the diffusion of collective behavior. To achieve this objective, an agent-based model based on Granovetter’s (1978) threshold model of collective behavior is developed. The model considers a heterogeneous population of individuals who must choose between binary options (i.e., adopting a new behavior or not). Individuals are heterogeneous in connectivity, motivation, and conformity. An individual makes decisions based on motivation and the behaviors of network neighbors. This action invokes a long-standing proposition that the more others adopt a behavior, the more an individual is apt to do so as well. The network structure is determined by the type and level of homophily. Intervention is implemented by controlling a number of individuals with a certain trait, such as those with the largest connectivity in the network. Interventions can be either promotion or repression, and be implemented at different times. Our simulation results indicate that the best invention strategy is contingent on the interplay of network type and structure, as well as intervention goal and time.

1.8 The remainder of this paper proceeds as follows. The second and third sections introduce related studies and the agent-based model, respectively. The fourth section discusses the results of the model. Based on the model results, the fifth section presents the conclusions and implications.

Related Studies

Diffusion of Collective Behavior: Threshold Model, Network, and Homophily

2.1 Addressing the diffusion processes of behavioral innovations in populations has been a long and intensive research subject among scientists working in economics and sociology. Granovetter’s (1978) threshold model was an early formal treatment. In this model, each individual has a threshold, and if the number or proportion of others who adopt a particular behavior exceeds the threshold, then he/she decides to adopt it as well. The threshold model and its variants have been used to understand relevant social phenomena, such as the diffusion of innovations, strikes, and voting (e.g., Granovetter 1978; Siegel 2009; Valente 1996; Watts & Dodds 2007).

2.2 Earlier threshold models make an implicit assumption of complete connectedness, that is, “each individual is responsive to the behavior of all the others” (Granovetter 1978, p. 1431). However, complete knowledge about what all others are doing is impractical. Recent studies in this area assume that thresholds are applied to the adoption rate within a local neighborhood, rather than the entire population (e.g., Centola & Macy 2007; Siegel 2009; Valente 1996). This assumption has prompted investigations into the impact of different social network structures on the diffusion of collective behavior, especially by using computational approaches such as agent-based modeling (ABM) (Goldstone & Janssen 2005). Social networks have several structural characteristics in common; among these characteristics, two have been extensively explored, namely, the small-world property (i.e., a high clustering coefficient and a short path length) and the scale-free (or power-law) distribution of personal connectivity (e.g., Centola & Macy 2007; Dele et al. 2007; 2010; Gibbons 2004; Janssen & Jager 2003; Siegel 2009; van Eck et al. 2011; Watts 2002; Watts & Dodds 2007; Watts & Strogatz 1998).

2.3 More recent studies focus on interesting empirical issues that can significantly affect network structure and examine how they influence the diffusion of collective behavior. For example, Hu and his colleagues examined how cultural differences influence the configurations of offline vs. online ties or strong vs. weak ties, and further influence the scale and speed of the diffusion of collective behavior (Hu, Cui, et al. 2014; Hu, Lin, et al. 2014). Homophily is thus most frequently mentioned. Literature states that homophily can work both in favor of the diffusion of collective behavior and against it simultaneously. On the one hand, homophily promotes diffusion by helping attain critical mass more easily than when homophily is lacking (Centola 2010, 2013a; DiMaggio & Garip 2011; Rogers 1995). On the other hand, homophily depresses diffusion by localizing the behavior in some clusters within the network (Centola 2011; Rogers 1995). Hence, a moderate level of homophily seems to be highly effective in helping to promote the diffusion of collective behavior (Boyd & Richerson 2002; Chiang 2007; Yavas & Yucel 2014). However, some other studies claim that the type of homophily may change its role in the diffusion of collective behavior (e.g., Atstott et al. 2014; DiMaggio & Garip 2011); thus, homophily type is regarded as an important variable in the current study.

Intervening in the Diffusion of Collective Behavior

2.4 Scholars from various fields have been interested in the strategies for influencing the diffusion of collective behavior. In the marketing field, for example, scholars suggest that when introducing a new product, firms could target those potential adopters with a disproportional effect on others. The “disproportional effect” could be measured in connectivity (e.g., “hubs”), persuasiveness (e.g., experts), betweenness (e.g., brokers or gatekeepers), or social value (e.g., revenue leaders) (Hennlein & Libai 2013; Libai et al. 2013). In the field of public health, more than 200 studies suggest that opinion leaders (e.g., celebrities or church leaders) can act as gatekeepers for interventions and accelerate behavior change (Valente & Pumpraug 2007). In politics, in most theoretical models, controlling leaders (e.g., initiators and directors) is associated with the decline of controversial, damaged activities, such as strikes and riots (Bob & Neugst 2007; McAdam et al. 2001).

2.5 Network centrality is probably the most used indicator for identifying intervention targets (Borgatti 2006; Valente 2012). Several measures are available to identify centrality based on different conceptions (Freeman 2007), the most common of which includes connectivity (i.e., the number of ties incident upon a given individual, also known as degree in network terms), betweenness (i.e., the number of times that any individual needs a given individual to reach any other individual), and closeness (i.e., the average distance of an individual to other individuals). Among these measures, connectivity is most frequently used in intervention studies based on simulation (e.g., Goldenberg et al. 2009; Libai et al. 2013; van Eck et al. 2011), largely because of the ease in computing the connectivity of each individual (Libai et al. 2013). These studies demonstrate that individuals with large connectivity can be ideal targets for intervention.

2.6 However, Watts and Dodds (2007) report that large-scale diffusion can be driven not by individuals with large connectivity (they use the term “influentials”), but rather by a critical mass of individuals with a strong motivation to adopt (they use the term “easily influenced people”). Their results suggest that an examination of the role of influences requires more careful specification and testing than it has received thus far. Moreover, the motivation of individuals could be another appropriate criterion for identifying invention targets. Several studies in the marketing field had verified these results, indicating that seeding consumers with low motivation to adopt the introduced product could be the optimal strategy under certain conditions (Libai et al. 2005; Miller et al. 2009).

2.7 Another personal factor that is critical to understanding the role of an individual in the diffusion of collective behavior is conformity to the behaviors of others. People are heterogeneous in conformity due to their experience or knowledge on a subject (Cialdini & Goldstein 2004) or due to cultural characteristics (Way & Lieberman 2010). Conformity is often used to distinguish leaders from followers. Leaders are more self-confident in general, such that their decision is more
dependent on their own judgments than on the behaviors of others (Rogers 1995). A number of studies reflected this fact in their models (e.g., van Eck et al. 2011), suggesting that conformity can also be a potential indicator for defining intervention targets.

2.8 However, existing works identify intervention targets based mainly on connectivity and motivation (Valente 2012), but rarely on conformity. As far as we know, Janssen (2011) first incorporates these three factors into a model, and estimates the effectiveness of promotional strategies based on them. In Janssen’s study, promotion is defined as an incentive for an individual to make the new behavior more attractive and is implemented after the behavior had diffused for a period of time. Four types of targets are identified, namely, those with the largest motivation, the smallest conformity, the largest connectivity, and the largest closeness. The results indicate that the second strategy is the most effective on average. However, some questions remain: Is it the case for repression? Even in the case of promotion, is it applicable to different intervention timings and intervention tactics?

2.9 Existing works mainly focus on pre-promotion and pro-repression. For example, marketing researchers often pay attentions to how to seed the market when a new product will be introduced (e.g., Libai et al. 2005, 2013), whereas social movement scholars often aim at how to handle with a movement started already (e.g., Siegel 2011). However, pro-promotion and pre-repression occur most often in reality. Therefore, we consider intervention timing as an important moderating factor in this study.

2.10 Moreover, intervention tactics differ between existing studies. Some tactics are mild. For example, in his work, Janssen (2011) just makes a new behavior a little more attractive; this is similar to a small discount. This tactic does increase adoption, but the effect seems to be insignificant. Some other tactics are aggressive. For example, Siegel (2011) defines repression in the scenario of protest as the removal of participants from the network, similar to murder or imprisonment. Such a violent tactic decreases participation significantly; however, as Siegel (2011) suggested, it may results in complex psychological responses of individuals, such as fear and anger. In this work, we employ a compromised tactic—making targeted individuals change their behavior immediately, but this is all. In the scenario of marketing promotion, this is similar to give away free products to customers. In the scenario of repression on protest, this means that discouraging (potential) participants by persuasions, educations, or mandatory injunctions. In such a setting, we obtain some interesting results.

Agent-based Model

Agents and Decision Rule

3.1 Agents are the building blocks of the model. Each agent represents a hypothetical individual. In the model, all individuals face a binary option, that is, insisting an old behavior A or adopting a new behavior B. Adopting either behavior A or B provides individuals with a utility that consists of an individual part and a social influence part. The individual part expresses the basic benefit derived from the behavior adoption, which is constant over time and is apart from that of others; meanwhile, the social influence part is obtained from those with the same choice. Hence, the utility gained in each option for individual i at a given time t can be formalized as:

\[ U^A_{i,t} = \lambda_i x^A_{i,t-1} + (1 - \lambda_i) y^A_i \tag{1} \]

\[ U^B_{i,t} = \lambda_i x^B_{i,t-1} + (1 - \lambda_i) y^B_i \tag{2} \]

where \( x^A_{i,t-1} \) (\( x^B_{i,t-1} \)) denotes the utility of the social influence part that individual i derived from the adoption of behavior A (B), \( y^A_i \) (\( y^B_i \)) denotes the utility of the individual part, and \( \lambda_i \) measures individual i's conformity to the behaviors of others. Similar to many prior studies (e.g., Centola 2013b; Centola & Macy 2007; Hu, Cui, et al. 2014; Hu, Lin, et al. 2014; Siegel 2009, 2011; Watts 2002; Watts & Dodds 2007), we assume that social influence usually follows from interactions among individuals, and hence express it as the average fraction of network neighbors with the same behavior.

3.2 The essence of the dynamics of adopting the new behavior B lies in an individual's sense of net utility of adopting behavior B compared with adopting behavior A. Let us represent the net utility of the social influence part as \( d_{i,t} \), then the net utility \( U^B_{i,t} \) of adopting the new behavior B at time t is as follows:

\[ U^B_{i,t} = \lambda_i d_{i,t-1} + (1 - \lambda_i) m_i \tag{3} \]

3.3 An individual will adopt behavior B at time t if and only if the net utility is positive, that is, \( U^B_{i,t} > 0 \). Note that \( m_i \) is individual i's motivation to adopt a new behavior because it is the difference between the benefit \( (y^B_i) \) and the cost \( (y^A_i) \) of adopting behavior B. In this study, we directly focus on the values of motivation. Moreover, the values of \( d_{i,t} \) range from −1 to 1 for all time steps. We also assume \( m_i \) ranges from −1 to 1 in response, drawn from a uniform distribution.

3.4 Initially, all individuals have behavior A, and simultaneously update their decisions at time t+1 by the information of other individuals from time t+1. Figure 1 shows the minimum levels of net social influence \( (d) \) that is required for an individual to adopt behavior B. In the beginning of the diffusion, when \( d \) is very low, only individuals with a small conformity or with a large motivation will adopt. Others will only adopt if the majority of their neighbors have adopted. We can also observe that motivation is the most important predictor of adoption. Specifically, those individuals with larger motivation are more likely to be adopters, whereas those with smaller motivation are non-adopters with the highest probability.
Social Network with Tunable Homophily

3.5 Individuals (agents) are located into networks. As previously introduced, the network type and its structure are determined by homophily type and level, respectively. The network formation process is as follows. First, we endow each individual with status trait $s_i$, drawn from a uniform distribution [i.e., $s_i \sim U(0,1)$]. The $s_i$ represents the position of the individual in one-dimensional social space, and it can denote age, location, ethnicity, religion, education, or occupation. If two individuals have similar value of status trait, we can suppose that they are closer in social space, or that they belong to the same social circle with a high probability.

3.6 Second, we build ties between individuals. A tie will be added into the network at each step if it highlights homophily, i.e., the tendency for individuals seeking out and socializing with similar people, we introduce a parameter $\eta \in [0,1]$. With probability $\eta$, a new tie connects an individual randomly selected from the population to the one who has the closest status value and is not yet connected to the focal individual. With probability $1-\eta$, it connects two individuals who are randomly chosen from the population. Self-loop and duplicating ties are forbidden. The pseudo-code of network generation is presented in Appendix 1.

3.7 It is obvious that the homophily level of the network increases as $\eta$ increases. Hence, we use $\eta$ to represent homophily level in this study. Once the above-mentioned steps are completed, we obtain a status-homo network.

3.8 As previously mentioned, social interactions can be homophilious in value traits that can shape the orientation of people toward future behavior. In our model, two parameters are associated with value trait, namely, motivation ($m$) and conformity ($c$). As suggested by McPherson et al. (2001, p. 419), value traits "often prove to be derivative of social positions themselves," so that we can obtain motivation-homo and conformity-homo networks by positively correlating the motivation and conformity of an individual to his/her status trait, respectively.

3.9 The structure of these networks is contingent on the value of $\eta$ (homophily level), irrespective of homophily types. In Figure 2, when $\eta=0$, individuals are equally likely to interact with any other, a uniform random network (with a small clustering coefficient and a short average path length) is yielded, in which the notion of individual similarity or dissimilarity has become irrelevant. By contrast, when $\eta=1$, all ties will be as local and short as possible (with a large clustering coefficient and a long average path length), yielding a significantly homophilious network.

3.10 One may notes that the formation of network is very similar to the small-world network model proposed by Watts and Strogatz (1998). Two models not only generate networks with similar structural characteristics, but also exert similar effects on the diffusion of collective behavior (see Appendix 2). The difference between the models is that individuals’ connectivity (i.e., the number of ties that one holds) always follows a Poisson distribution in our model, irrespective of the values of $\eta$. By contrast, it may be equal in a small-world network model when the rewiring probability is small. In other words, our model allows us to examine how different levels of connectivity affect the role of an individual in intervention under all network settings.

Figure 2. Structural Characteristics of network corresponding to $\eta$ ($C$ denotes average clustering coefficient and $L$ denotes average shortest path length).

3.11 Two additional aspects are worth noting. First, status-homo networks allow us to highlight the single effect of structural clustering, whereas the other two networks allow us to focus on the combined effect of clustering and like-mindedness. Second, these networks of different types correspond to different socialization mechanisms. Two mechanisms are most commonly cited as explanations of homophilious connections. In the first mechanism, people connect through selective exposure or social selection; in the second mechanism, connected people become similar due to the diffusion of characteristics (McPherson et al. 2001). Status traits are observable but value traits (i.e., motivation and conformity) are "hidden" in general; status-homo networks are driven by the first mechanism, whereas motivation- and conformity-homo networks are more frequently driven by the second mechanism.

Intervention Strategies

3.12 In this study, we consider six alternative strategies, namely, targeting those with (1) largest connectivity (LCN), (2) smallest connectivity (SCN), (3) largest motivation (LMT), (4) smallest motivation (SMT), (5) largest conformity (LCF), and (6) smallest conformity (SCF). We also consider another referential strategy, that is, randomly selecting targets from the population (called RND strategy).

3.13 Intervention can be implemented at different timing, as shown in Figure 3. Note that $T=0$ implies that intervention is implemented before the launch of the diffusion dynamics, that is, no adoption of the new behavior B exists; meanwhile, $T=1$ implies that it is implemented after rabble-rousers or innovators just initialized behavior B but without any followers. For pre-interventions, targets are selected from the entire population. However, if the diffusion had been
launched (i.e., $T>0$), promotion only targets those individuals who have not yet adopted, whereas repression only considers those who had adopted already. For promotion, we set selected targets will always adopt behavior $B$; for repression, we set they will never adopt it. The pseudo-codes about diffusion dynamics and intervention are presented in Appendix 3.

![Figure 3. Schematic of intervention timing $T$](image)

Parameter Settings

3.14 All of the parameter settings are provided in Table 1. The simulations are performed with $N=1,000$ individuals. We set average connectivity of individuals to $K=10$ because empirical studies indicate that the effective social interaction of an individual is restricted to a small number of neighbors (e.g., Eveland & Hively 2009; Singer et al. 2009). The values of $q$ range from 0 to 1 with 0.05 increment; hence, we obtain 21 values for $q$. We assume uniform distributions (but with different intervals) of status $s_i$, motivation $m_i$, and conformity $\lambda_i$ for individuals. Note that the motivation and conformity of an individual may correlate to his/her status trait, depending on the predefined type of homophily.

| Parameter | Value | Interpretation |
|-----------|-------|----------------|
| $N$       | 1,000 | Population size |
| $K$       | 10    | Average connectivity of individuals |
| $q$       | 0-1   | Homophily level |
| $s_i$     | U(0,1) | Individual's social status |
| $m_i$     | U(-1,1) | Individual's motivation |
| $\lambda_i$ | U(0,1) | Individual's conformity |
| $T$       | 0, 2, or 11 | Intervention timing (0 for pre-intervention, 2 for early post-intervention, and 11 for late post-intervention) |
| $a$       | 50    | The number of targets |

3.15 Figure 4 shows the diffusion of the new behavior $B$ over time for different values of homophily level $q$, in which the colors of blue, green, and red correspond to status-homo, motivation-homo, and conformity-homo networks, respectively. The adoption of behavior $B$ rapidly increases in the early stages ($T<5$) but slows down in the late stages, which indicates an S-shaped path of diffusion. We select three time points to intervene the diffusion, including pre-intervention ($T=0$), early post-intervention ($T=2$), and late post-intervention ($T=11$). Fifty eligible individuals are selected as targets for each intervention.

![Figure 4. Share of behavior $B$ over time for different values of the homophily level $q$](image)

3.16 Each combination of the different values of parameters constitutes a single simulation run. One thousand simulations are conducted for each unique combination. The model, implemented in Matlab (2009a), is available for viewing at: [https://www.openabm.org/model/4212/version/1/view](https://www.openabm.org/model/4212/version/1/view).

Results

Preliminary Analysis

4.1 Figure 5 presents the preliminary results of the effect of homophily on the adoption of new behavior $B$. The relationship between homophily level ($q$) and adoption highly depends on homophily type. Specifically, increasing $q$ increases adoption on status-homo networks, but an opposite relationship occurs on conformity-homo networks. Moreover, a mixed relationship is evident in motivation-homo networks; that is, increasing the level of homophily increases the adoption rate to a point, but any further increases begin to decrease the adoption rate.
4.2 What are the factors that account for these observations? As Siegel (2009) suggested, diffusion of collective behavior over networks relates to a trade-off between the ease of behavioral spread and the nurturing of adoption enclaves. The factor that is more important depends on the feature of the behavior. If the behavior is subjected to simple contagion (i.e., people are predisposed to adopt), the diffusion of the behavior can benefit from increased ease in spreading; otherwise, it benefits from increased effectiveness in nurturing adoption enclaves. At q=0, weak ties prevail, but the adoption rate of behavior B is approximately 23%. This result implies that the diffusion of behavior B is associated more with complex contagion; hence, expanding adoption requires more adoption enclaves.

4.3 For status-homo networks, initial adopters are distributed in a wide range of places. Increasing the homophily level makes them more clustered, which facilitates their joint power on nurturing adoption enclaves. Hence, increasing homophily always increases adoption. However, undue homophily decreases the ease in spreading adoption, such that the adoption increment is minor. For conformity-homo networks, increasing the homophily level induces the initial adopters to gather together. Intuitively, this condition enhances their power to nurture adoption clusters. However, the rest of the members in the clusters are highly likely to be wet blankets who require very strong behavioral confirmations or do not want to adopt it. Additionally, with the decrement of weak ties, increasing the homophily level always decreases adoption, and this outcome is expected.

4.4 For motivation-homo networks, the mixed relationship between homophily level and adoption share is merely the trade-off discussed earlier. At a low level of homophily, the diffusion of behavior B benefits from the network, increasing the effectiveness of the initial adopters in nurturing adoption enclaves. However, at a high level of homophily, further increasing the homophily level is no longer beneficial because the ease of spreading adoption falls.

Promotion Strategies

4.5 We initially consider the promotion scenario in this subsection. Table 2 presents the most effective strategy that corresponds to different combinations of homophily type, homophily level, and intervention timing. For pre-promotion (T=0), the best strategy evidently depends on homophily level, but not on homophily type. Specifically, LCN strategy (targeting those individuals with largest connectivity) is the most effective if the homophily level is low; otherwise, SMT strategy (targeting those with smallest motivation) is the best option. For post-promotion (T=2 and 11), LCN strategy is always the best option, irrespective of the type and level of homophily. The detailed results are illustrated in Figure 6. Note that the y axes for the plots in Figure 6 (also in the follow-up figures) differ from each other to illustrate the outcomes more clearly.

Table 2: Summary of the optimal strategy for promotion

| Homophily Type | Homophily Level | Promotion Timing |
|---------------|-----------------|------------------|
| Status        | Low             | Beginning (T=0)  | Early (T=2) | Late (T=11) |
|               | High            | LCN              | LCN          | LCN          |
| Motivation    | Low             | LCN              | LCN          | LCN          |
|               | High            | SMT              | LCN          | LCN          |
| Conformity    | Low             | LCN              | LCN          | LCN          |
|               | High            | SMT              | LCN          | LCN          |
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4.6 The difference in effectiveness between the intervention strategies is attributed to two factors. The first factor is the number of "contributors" who can be identified using each intervention strategy. More contributors mean a slower rate of adoption rather than accelerating it. Hence, contributors refer to those individuals who would not adopt the behavior in the baseline case. The more contributors are selected as intervention targets, the more effective the strategy is, which demonstrates why SMT strategy is always more effective than LMT strategy. The second factor is the degree to which contributors fit the structural advantage of a network in the diffusion of collective behavior. When the network is effective in spreading adoption, LCN individuals control more spreading channels. When the network is propitious to nurture adoption enclaves, LCN individuals also have more power in their clusters. Hence, LCN strategy always is more effective than SC strategy.

4.7 Why is SMT strategy the best option for pre-promotion instead of LCN strategy when a network displays a high level of homophily? Suppose that in such a case, the effectiveness of a strategy primarily depends on the first factor. As SM individuals are more likely to be contributors than LCN individuals, SMT strategy should be more effective. However, the effectiveness of the strategy relies more upon the second factor when the level of homophily becomes low. Hence, LCN strategy becomes the most effective. Note that in such conditions, SM contributors cannot be targeted because they are unidentifiable.

4.8 Notably, the advantage of a strategy in identifying contributors is no longer beneficial for post-promotion because a large part of "wrong targets" (i.e., those who, even without promotion, would adopt behavior A) have emerged before intervention. Therefore, LCN strategy is always the best for post-promotion.

Repression Strategies

4.9 In this subsection, we focus on the roles of different targeting strategies in repressing the diffusion of collective behaviors. The most effective strategies in different settings are summarized in Table 3, whereas the complete results are presented in Figure 7.

| Homophily Type | Homophily Level | Repression Timing |
|---------------|----------------|------------------|
| Status        | Beginning (T=0) | Early (T=2) | Late (T=11) |
| Low           | LMT             | LCN             | LCN          |
| High          | LMT             | LCN             | LCN          |
| Motivation    | Low             | LMT             | LCN          | LCN          |
| High          | LMT             | LCN             | LCN          |
| Conformity    | Low             | LMT             | LCN          |
| High          | LMT             | LCN             | LCN          |
Similarly, the two factors (i.e., the identification of contributors and the structural fitness of contributors) can be used to explain these results. For pre-repression, the first factor is the most important predictor of a strategy. The contributors in repression cases refer to those individuals who, even without intervention, would adopt behavior B. As LMT individuals are the most likely to be adopters, LMT strategy is always the optimal option for pre-repression ($T=0$), irrespective of the type and level of homophily, and this outcome is expected.

Contributors had emerged in post-repression cases; thus, the effectiveness of a strategy primarily depends on the second factor. As previously discussed, LCN
individuals are always at an advantage in structural fitness. Repressing LCN contributors to a larger extent can collapse adoption enclaves or block behavior spreading. Therefore, LCN strategy is evidently the best option in most cases. The exceptions are found in conformity-homo networks at a high level of homophily; thus, LMT strategy is the most effective option.

Sensitivity Analysis

(1) Intervention Timing

4.12 The sensitivity of the results regarding intervention timing, \( T \), is examined at low (\( q=0.2 \)) and high (\( q=0.8 \)) levels of homophily, respectively. All of the outcomes are shown in Figure 8, which indicates that our findings in Tables 2 and 3 are robust.

4.13 Two additional points should be noted in Figure 8. First, Figure 8 shows that the later the promotion is implemented, the more effective it is because later promotion can identify contributors to promotion more easily. However, a key aspect to consider is that "promotion" in this study is designed to expand adoption.
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share; thus, our findings may become unsuitable for adoption acceleration, in which contributors refer to those who, without promotion, would adopt the new behavior, but at a late date (Libai et al. 2013). Second, the earlier the repression begins, the more effective it is because once the new behavior had been well established, intervention becomes more difficult.

(2) Distribution of Motivation

4.14 In prior studies about threshold models, threshold (or motivation) is usually assumed to be normally distributed. Granovetter (1978) suggests that the outcomes of behavior diffusion may diverge largely although the initial condition of threshold may only differ very slightly. Therefore, we tested the sensitivity of the results to the distribution of $m_i$, which is normally distributed with the same mean but with different standard deviations [i.e., $m_i \sim N(0,0.5)$, $m_i \sim N(0,0.75)$, and $m_i \sim N(0,1)$] and is truncated at 0 and 1. Outcomes show that the model dynamics changes with the distribution of $m_i$ but the main findings resulted from the assumption of uniform distribution essentially remain valid (See an example in Figure 9). [7]

(a) Promotion scenarios
Discussion and Conclusions

5.1 The nudging results for influencing the diffusion of collective behaviors are similar to those for influencing the biology of a population. We focus on three classes of indicators: motivation, intervention targets, and the nature of intervention, especially the time of intervention.

5.2 We respect the local rule of intervention: individuals with high or low motivations are more likely to be contributors to repression or promotion, respectively. Although intervention in both instances is significant, the difference between them is insignificant. This is because the model is not well suited for prediction in this situation. In the former, the difference between interventions is the leading indicator because individuals with high or low motivation is the safer indicator for pre-intervention strategies. This finding supports the "influentials hypothesis" in several fields; that is, individuals who influence a large number of their peers are important to the diffusion of collective behavior (e.g., Libai et al. 2013; Siegel 2009; Valent & Davis 1999; Valent & Punmpuang 2007; Watts & Dodds 2007).

5.3 Connectivity is important with respect to the nature of intervention. In Janssen's (2011) model, intervention is defined as an incentive for an individual to make the new behavior more attractive, which implies that selecting targets will not necessarily change their behaviors. In such a setting, individuals with lower conformity to the behaviors of others are more likely affected by nudgeing. In our model, intervention means that targeted individuals immediately change their behavior. As intervention is based on a totally different tactic. In Janssen's model, intervention is defined as an incentive for an individual to make the new behavior more attractive, which implies that selecting targets will not necessarily change their behaviors. In such a setting, individuals with lower conformity to the behaviors of others are more likely affected by nudgeing. In our model, intervention means that targeted individuals immediately change their behavior. As we introduced earlier, some other tactics exist. For example, Siegel (2011) defines repress as the removal of adopters from the network. All of these models strongly suggest that considering that we discuss intervention, we should pay special attention to the tactics.

5.4 Notably, conformity is an inappropriate indicator of locating the targets of intervention, which counters the argument of Janssen (2011). The reason is that intervention in the current study is based on a totally different tactic. In Janssen's model, intervention is defined as an incentive for an individual to make the new behavior more attractive, which implies that selecting targets will not necessarily change their behaviors. In such a setting, individuals with lower conformity to the behaviors of others are more likely affected by nudgeing. In our model, intervention means that targeted individuals immediately change their behavior. As we introduced earlier, some other tactics exist. For example, Siegel (2011) defines repress as the removal of adopters from the network. All of these models strongly suggest that considering that we discuss intervention, we should pay special attention to the tactics.

5.5 A key aspect to remember is that although the nature of intervention (its goal and timing) affects the performance of strategy, its effectiveness does rely on the nature of the social network (i.e., its type and structure). Thus, understanding one or two of these factors is insufficient for predicting the performance of intervention. In other words, to understand when and why intervention works, the conditioning effects of each on the others should be considered.
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Notes

1 Examples include the comparison of the expected benefit (i.e., receiving a better welfare) and the opportunity cost (i.e., missing work) of participating in a strike.

2 Epidemic models are another important class of model for studying diffusion dynamics, including behavioral diffusion. Epidemic models, such as the SIS and SIR models, consider behavior as an infectious disease or computer virus (e.g., Dodds & Watts 2004, 2005; Rahmandad & Sterman 2008). In epidemic models, individuals will be infected (adopt a new behavior) depending on the chance of exposure to infected others. Similar to threshold models, epidemic models formalize a positive feedback into diffusion dynamics; that is, the more others adopt a behavior, the more an individual is apt to do so as well. However, both classes of models refer to very different essences. Threshold models correspond to complex contagion, which refers to the phenomenon in social networks in...
which multiple sources of exposure to an innovation are required before an individual adopts the change of behavior (Centola & Macy 2007). Conversely, epidemic models correspond to simple contagion, that is, the innovation may spread after only one incident of contact with an infected neighbor.

3The threshold of each individual is based on a personal calculation of the costs and benefits of performing the behavior, which will depend on the number of others who are doing the same thing. For example, different individuals may have different degrees of ideological commitment (which predispose them to riot) as well as different degrees of caution and risk aversion (which discourage riot participation). Seeing many others riot may both increase the perceived benefits and decrease the perceived risks of joining the riot. For this reason, each individual can be described as having a threshold; that is, the minimum number of other people performing the behavior that makes an individual feel that the behavior is more rewarding than costly.

4This is a plausible assumption in many settings. For instance, during a sequence of political protests (e.g. the protests in Egypt, or East Germany) participants see how many others have been mobilized for a given demonstration, even though they do not have direct connections to other protestors. However, as McAdam (1986) observes in Mississippi’s Freedom Summer that “Participants were much more likely than withdrawals to have had ties—especially strong ties—to other volunteers” (p. 80). We can expect that direct network connections and their structure are very important even in the settings of mass movements, protest, and rebellion as well. Siegel (2009) enumerates three reasons for this expectation. First, networks provide the channels of information transfer. Second, networks coordinate and transfer resources. Third, networks transmit direct social influence such as reputation, fairness, social pressure, and “safety in numbers”. These make people update their beliefs about the costs and the benefits inherent in participation, and so change their decisions. Moreover, people are hard to get the information about what all others are doing, so that they often infer it based on local participation. Therefore, we believe the model focusing on direct network connections can be applied to mass movements, protests, and rebellion.

5L is defined as the number of ties in the shortest path between two individuals, averaged over all pairs of individuals. C is defined as follows. Suppose that an individual $i$ has $m_i$ neighbors; then at most $m_i(m_i-1)/2$ can exist between them. Let $C_i$ denote the fraction of these allowable ties that actually exist. Define $C$ as the average of $C_i$ over all individuals.

6We are grateful to an anonymous reviewer for pointing out this aspect.

7Details are available from the authors upon request.

Appendix 1

**Pseudo-code: Network Formation**

Assign status trait ($s_i$) to each individual  
FOR each tie
    Select an individual $i$ from the population randomly  
    IF random number < $q$ THEN  
        Connect to an individual $j$ who has the most similar trait  
    ELSE  
        Connect to an individual $j$ selected from the population randomly  
    END IF  
% Self-loop and duplicating connections are forbidden.
END FOR

Appendix 2

![Figure A. Adoption share of behavior B corresponding to $q$ in our model and the rewiring probability ($r$) in small-world model](http://jasss.soc.surrey.ac.uk/18/3/16.html)
Appendix 3

Pseudo-code: Diffusion Dynamics and Intervention

Generate network
Assign motivation \( (m_i) \) and conformity \( (\lambda_i) \) to each individual
Set all individuals have behavior A
IF \( T=0 \) THEN
  DO pre-intervention
END IF
Trigger diffusion by those individuals will adopt behavior B independently
IF \( T=1 \) THEN
  DO post-intervention
END IF
FOR each time step \( (t>0) \)
  IF \( T=t+1 \)
    DO post-intervention
  END IF
FOR each individual who has neighbor(s) change behavior at \( t-1 \)
  IF \( U_i(t)>0 \) THEN
    Adopt behavior B
  ELSE
    Adopt behavior A
  END IF
END FOR
END FOR
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