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Graphical abstract

Deep neural network model

Highlights
- Personalised risk stratification of HCC among at-risk patients is important for surveillance.
- Deep-learning-based HCC prediction model performed better than the previous models, which were based on conventional statistics.
- Deep learning method can provide continuous probability results, not a binary result.

Lay summary
For early detection of hepatocellular carcinoma, it is important to maintain regular surveillance. However, there is currently no standard prediction model for risk stratification that can be used to establish a personalised surveillance strategy. We develop and validate a deep-learning-based model that showed better performance than previous models.
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Background & Aims: Personalised risk prediction of the development of hepatocellular carcinoma (HCC) among patients with liver cirrhosis on potent antiviral therapy is important for targeted screening and individualised intervention. This study aimed to develop and validate a new model for risk prediction of HCC development based on deep learning, and to compare it with previously reported risk models.

Methods: A novel deep-learning-based model was developed from a cohort of 424 patients with HBV-related cirrhosis on entecavir therapy with 2 residual blocks, including 7 layers of a neural network, and it was validated using an independent external cohort (n = 316). The deep-learning-based model was compared to 6 previously reported models (platelet, age, and gender-hepatitis B score [PAGE-B], Chinese University HCC score [CU-HCC], HCC-Risk Estimating Score in CHB patients Under Entecavir [HCC-RESCUE], age, diabetes, race, etiology of cirrhosis, sex, and severity HCC score [ADDRESS-HCC], modified PAGE-B score [mPAGE], and Toronto HCC risk index [THRI]) using Harrell’s concordance (c)-index.

Results: During a median 5.2 yr of follow-up (inter-quartile range 2.8–6.9 yr), 86 patients (20.3%) developed HCC. The deep-learning-based model had a Harrell’s c-index of 0.719 in the derivation cohort and 0.782 in the validation cohort. Goodness of fit was confirmed by the Hosmer-Lemeshow test (p >0.05). Moreover, this model in the validation cohort had the highest c-index among the 6 previously reported models: PAGE-B (0.570), CU-HCC (0.548), HCC-RESCUE (0.577), ADDRESS-HCC (0.551), mPAGE (0.598), and THRI (0.587) (all p <0.001). The misclassification rate of this model was 23.7% (model accuracy: 76.3%) in the validation group.

Conclusions: The deep-learning-based model had better performance than the previous models for predicting the HCC risk in patients with HBV-related cirrhosis on potent antivirals.

© 2020 Published by Elsevier B.V. on behalf of European Association for the Study of the Liver (EASL). This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Introduction

Hepatocellular carcinoma (HCC) is the fourth most common cause of death from cancer worldwide.1 Liver cirrhosis is the leading cause of HCC, and HBV infection is the first major cause of cirrhosis worldwide.2 Current international guidelines recommend surveillance for HCC in at-risk patients to detect HCC at an earlier stage, and thereby to improve their outcomes.3,4 However, even in patients with cirrhosis, the risk of HCC development is variable, and it is necessary to define the strategy of HCC surveillance according to risk stratifications.

Therefore, several HCC prediction models were developed for patients with chronic liver disease, including platelet, age, and gender-hepatitis B score (PAGE-B),5 Chinese University HCC score (CU-HCC),6 HCC-Risk Estimating Score in CHB patients Under Entecavir (HCC-RESCUE),7 age, diabetes, race, etiology of cirrhosis, sex, and severity HCC score (ADDRESS-HCC),8 modified PAGE-B score (mPAGE-B),9 and Toronto HCC risk index (THRI).10 Each model includes 3 to 6 factors showing a significant association with HCC development, which are easy to get at the initial hospital visit5–8: age, sex, platelet count, serum albumin, serum bilirubin, HBV DNA titre, presence of cirrhosis, presence of diabetes, and race. When applying these factors in the models, a certain cut-off value for each factor is determined by conventional statistical method that results in the factor being binary instead of a continuous value, which originally it is. Although these models include a small number of factors and a binary data type is easy to use, none of these models are widely accepted yet because they have a rather poor performance in real-world practice.

To increase the model performance, it is necessary to include all possible related factors with continuous values as intended. Recently, advancements in the deep learning methodology have provided a more effective and accurate way to manage large-scale data compared with conventional statistical methods.11 The aims of this study were to develop and validate a
deep-learning-based prediction model of HCC and to compare its performance with previously reported models in patients with HBV-related cirrhosis on antiviral therapy.

**Patients and methods**

**Study design, setting, and participants**

The study was conducted at 2 tertiary hospitals (Seoul National University Bundang Hospital [SNUBH], Bundang, Gyeonggi-do, Republic of Korea and Samsung Medical Center [SMC], Seoul, Republic of Korea), using electronic medical records. We included consecutive patients meeting all of the following inclusion criteria:

- chronic HBV infection was defined by the presence of the HBsAg for more than 6 months or relevant clinical history;
- cirrhosis was defined as
  - a platelet count of <100,000/ml and image diagnosis (either cirrhosis ultrasonography [US] or computed tomography) that included a blunted liver edge with splenomegaly (>12 cm);
  - the presence of portal hypertension, such as oesophageal or gastric varices; or
  - features of decompensation, such as ascites or hepatic encephalopathy; and
- treatment-naive patients who started entecavir therapy between March 2007 and June 2013.

Among them, we excluded patients if they met any of the following criteria:

- age <18 yr;
- co-infection with other hepatitis viruses (i.e. HCV or HDV) or HIV; and
- previous and current malignancies, to identify adult patients with HBV mono-infected cirrhosis without malignancy at baseline who started entecavir therapy.

There were 430 eligible patients at the SNUBH cohort and 324 eligible patients at the SMC cohort. Among them, those who developed HCC within 6 months from cohort entry were excluded (SNUBH cohort [n = 6] and SMC cohort [n = 8]). The SNUBH cohort was used to evaluate the 6 previous models and to develop the deep-learning-based model. The SMC cohort was used to validate the novel model and to compare it with the 6 previous models. This study complied with the Declaration of Helsinki. The study protocol was approved by the Institutional Review Board of SNUBH and SMC, and the requirement for informed consent from patients was waived.

**Variables, data sources, and measurement**

The index visit was defined as the first day of entecavir prescription. Patients were monitored for a 1- to 6-month interval on a regular basis by their attending physicians, who were all experienced hepatologists. HCC surveillance was done using US and serum alpha-fetoprotein at a 6-month interval. In some cases, computed tomography was used instead of US. HCC was diagnosed clinically or histologically based on regional HCC diagnosis guidelines during the study periods.13,14 The follow-up period was defined from the day of the initiation of the entecavir treatment to HCC diagnosis or last hospital visit, whichever comes first. In case of death or liver transplantation before HCC development, data were censored at the time of death or transplantation. The reference date was June 30, 2017.

The following variables were collected by reviewing the electronic medical records of each patient: age, sex, height, weight, presence of diabetes, platelet count, serum bilirubin, serum albumin, and HBV DNA levels at the index visit. Cirrhosis was defined as the aforementioned criteria, and the presence of diabetes was determined by medical record review of the glucose level and by prescription history of anti-diabetic medications.

**Development of the deep-learning-based novel prediction model**

Using deep neural network technology, most of the reported factors significantly associated with the development of HCC from previous studies were selected: age, sex, platelet count, serum albumin, serum bilirubin, HBV DNA titre, presence of diabetes, and observation period from the index visit. Three factors among all the factors (presence of cirrhosis, aetiology, and race) from the 6 previous models were excluded in the deep-learning-based model because all of our derivation cohorts were Asian patients with HBV-related cirrhosis.

Among the selected factors, sex and the presence of diabetes were binary data types, and the others were continuous numerical data types. The numerical data were applied to the new model as a continuous value as is rather than categorising them with certain cut-off values to maintain and maximise the influence of each numerical factor. Because the related factors consisted of 2 data types, we used a deep neural network and arranged that each input variable was allocated to its own input node, not to be affected by the other data types. Numerical variables were normalised before entering them into the neural network, which could then be trained faster and reduce the chances of getting stuck in local optima.

To improve the model predictability, we used the residual learning framework of the ResNet architecture (Microsoft Research, Redmond, WA, USA), which has shown good performance in previous image recognition.15 We adopted residual learning for every stacked layer in this model. Residual learning is established through the connection of stacked layers. By integrating the following input and output variables of each layer, it provides additional non-linearity and reduces the additionally generated weight to increase the learning performance. We applied shortcuts (or skip connection) to improve the learning performance by minimising the data loss for the centring layer responses, gradients, and propagated errors, implemented by shortcut connections.

The deep neural network was developed based on TensorFlow (version 1.13; Google, Mountain View, CA, USA), and the Adam optimization algorithm was used to optimise the model. We implemented the weighted cross entropy as the loss function to control the class imbalance in the derivation cohort. The parametric rectified linear unit was used as an activation function, and we adopted batch normalisation with a minimal dropout. In addition, the neural network was not deeper, considering the small amount of data, and the learning rate was $1 \times 10^{-5}$.

**Statistical analyses**

Baseline characteristics were presented as the mean ± SD for normally distributed continuous variables and as the median with inter-quartile ranges for continuous variables with a skewed distribution. Discrete variables were summarised by the
The baseline characteristics of the derivation cohort are summarized in Table 1. During a median 6.4 yr of follow-up (inter-quartile range 2.8–6.9 yr), 86 patients (20.3%) developed HCC. The baseline characteristics of the validation cohort are also summarized in Table 1. During a median 5.2 yr of follow-up (inter-quartile range 2.8–5.8 yr), 68 patients (21.5%) developed HCC.

Results

Development of the optimal deep-learning-based model

The baseline characteristics of the derivation cohort are summarized in Table 1. During a median 5.2 yr of follow-up (inter-quartile range 2.8–6.9 yr), 86 patients (20.3%) developed HCC. The baseline characteristics of the validation cohort are also shown in Table 1. During a median 6.4 yr of follow-up (inter-quartile range 2.4–9.0 yr), 68 patients (21.5%) developed HCC. HCC was mainly diagnosed according to radiological criteria of qualified dynamic computed tomography or magnetic resonance imaging. Histological confirmation was performed in the absence of typical image finding of HCC. When compared with the derivation cohort, the validation cohort had a higher body mass index, lower platelet count, and lower HBV DNA levels. The optimal model was established and had 2 residual blocks, including 7 layers of a neural network.

Table 1. Baseline characteristics of patients of HBV-related cirrhosis on antiviral therapy.

| Patient characteristics | Derivation set (n = 424) | Validation set (n = 316) | p value |
|-------------------------|--------------------------|--------------------------|---------|
| Age, mean ± SD (yr)     | 52.7 ± 10.1              | 51.9 ± 9.2               | 0.084   |
| Sex, male, n (%)        | 270 (63.7)               | 204 (64.6)               | 0.806   |
| BMI                     | 24.2 ± 3.1               | 24.9 ± 3.1               | 0.003   |
| Platelet (>10^4/L)      | 124.6 ± 50.7             | 115.2 ± 54.2             | 0.016   |
| Albumin (g/dl)          | 3.9 ± 0.6                | 3.8 ± 0.6                | 0.106   |
| Total bilirubin (mg/dl) | 1.5 ± 2.0                | 1.3 ± 1.4                | 0.265   |
| HBV DNA (log_{10} IU/ml)| 6.7 ± 1.3                | 6.0 ± 1.3                | <0.001  |
| FIB-4                   | 3.4 (2.2–5.8)            | 3.8 (2.4–6.8)            | 0.082   |
| DM, n (%)               | 75 (17.7)                | 56 (17.7)                | 0.991   |

Data are expressed as n (%) or mean ± SD. BMI, body mass index; DM, diabetes mellitus; FIB-4, fibrosis-4.

By Student’s t test.

1 By Pearson’s chi-square test.

2 Inter-quartile range.

The optimal model was established and had 2 residual blocks, including 7 layers of a neural network.

Table 2. Comparison of HCC development among the predictive models.

| Derivation set of this study | 5-yr HCC incidence | 3-yr HCC incidence |
|------------------------------|---------------------|---------------------|
|                              | Value | 95% CI   | Value | 95% CI   |
| PAGE-B                       |       |          |       |          |
| <18                          | 0.126 | 0.080–0.169 | 0.085 | 0.048–0.121 |
| ≥18                          | 0.236 | 0.161–0.304 | 0.142 | 0.083–0.196 |
| CU-HCC                       |       |          |       |          |
| <19                          | 0.160 | 0.042–0.263 | 0.062 | 0.001–0.127 |
| ≥19                          | 0.172 | 0.129–0.214 | 0.115 | 0.080–0.150 |
| HCC-RESCUE                   |       |          |       |          |
| <85                          | 0.112 | 0.062–0.160 | 0.072 | 0.032–0.110 |
| ≥85                          | 0.217 | 0.156–0.273 | 0.137 | 0.089–0.183 |
| ADRESS-HCC                   |       |          |       |          |
| <4.71                        | 0.084 | 0.001–0.160 | 0.039 | 0.001–0.090 |
| ≥4.71                        | 0.191 | 0.148–0.241 | 0.127 | 0.088–0.164 |
| mPAGE-B                      |       |          |       |          |
| <13                          | 0.112 | 0.064–0.158 | 0.063 | 0.028–0.093 |
| ≥13                          | 0.233 | 0.167–0.294 | 0.157 | 0.102–0.209 |
| THRI                         |       |          |       |          |
| <240                         | 0.085 | 0.035–0.131 | 0.051 | 0.013–0.087 |
| ≥240                         | 0.218 | 0.161–0.270 | 0.140 | 0.094–0.163 |

ADRESS-HCC, age, diabetes, race, etiology of cirrhosis, sex, and severity HCC score; CU-HCC, Chinese University HCC score; HCC-RESCUE, HCC-Risk Estimating Score in CHB patients Under Entecavir; mPAGE-B, modified platelet, age, and gender-hepatitis B score; PAGE-B, platelet, age, and gender-hepatitis B score; THRI, Toronto HCC risk index.
0.680–0.758) in the derivation cohort. Goodness of fit was confirmed by the Hosmer-Lemeshow test ($p > 0.05$).

Performance evaluation of a deep-learning-based model and comparison of 6 previous models with the derivation cohort

The 5- and 3-yr HCC incidences of the 6 previous models (CU-HCC, HCC-RESCUE, ADRESS-HCC, PAGE-B, mPAGE-B, and THRI) were calculated and compared with our derivation cohort (Table 2). When we applied the derivation cohort to the 6 previous models, the discrimination of the 5-yr HCC cumulative incidence between the high- and low-risk groups was maintained along with the results of the original articles. However, the difference between the HCC cumulative incidences between the risk groups was reduced compared with the original data, which were reported in each article. In the survival analysis, the HCC incidence was significantly higher in the high-risk group than in the low-risk group among 5 previous models (HCC-RESCUE, ADRESS-HCC, PAGE-B, mPAGE-B, and THRI) except CU-HCC (by Kaplan-Meier analysis).

Performance evaluation of the deep-learning-based model and comparison of the 6 previous models in the validation cohort

The c-index of the deep-learning-based model was 0.782 (95% CI 0.734–0.830) in the validation cohort. The performance of the new model was compared with the previous models. The c-indexes of the previous models were below 0.6 with the validation cohort (PAGE-B [c-index 0.570; 95% CI 0.514–0.626], CU-HCC [c-index 0.548; 95% CI 0.491–0.604], HCC-RESCUE [c-index 0.577; 95% CI 0.520–0.632], ADRESS-HCC [c-index 0.551; 95% CI 0.495–0.607], mPAGE-B [c-index 0.598; 95% CI 0.542–0.653], and THRI [c-index 0.587; 95% CI 0.530–0.641]). However, the deep-learning-based model showed a significantly better performance than that of the 6 previous models (all $p < 0.001$). The c-index of the deep-learning-based model was 0.782 (95% CI 0.734–0.830) in the validation cohort (Table 3). To evaluate the

Table 3. Comparison of previous HCC prediction models with DNN model with validation cohort.

| Model            | c-index | Lower  | Upper | $p$ value$^*$ |
|------------------|---------|--------|-------|--------------|
| DNN              | 0.782   | 0.734  | 0.830 | -            |
| PAGE-B           | 0.570   | 0.514  | 0.626 | <0.001       |
| CU-HCC           | 0.548   | 0.491  | 0.604 | <0.001       |
| HCC-RESCUE       | 0.577   | 0.520  | 0.632 | <0.001       |
| ADRESS-HCC       | 0.551   | 0.495  | 0.607 | <0.001       |
| mPAGE-B          | 0.598   | 0.542  | 0.653 | <0.001       |
| THRI             | 0.587   | 0.530  | 0.641 | <0.001       |

ADRESS-HCC, age, diabetes, race, etiology of cirrhosis, sex, and severity HCC score; c-index, concordance index; CU-HCC, Chinese University HCC score; DNN, deep neural network; HCC-RESCUE, HCC-Risk Estimating Score in CHB patients Under Entecavir; mPAGE-B, modified platelet, age, and gender-hepatitis B score; NPV, negative predictive value; PAGE-B, platelet, age, and gender-hepatitis B score; PPV, positive predictive value; THRI, Toronto HCC risk index.

$^*$ Compare with the c-index of the DNN model.

Fig. 2. Comparison of the previous models in the derivation cohort. The HCC incidence was significantly different between the high-risk and low-risk groups in 5 previous models (HCC-RESCUE, ADRESS-HCC, PAGE-B, mPAGE-B, and THRI) except for CU-HCC (by Kaplan-Meier analysis). ADRESS-HCC, age, diabetes, race, etiology of cirrhosis, sex, and severity HCC score; CU-HCC, Chinese University HCC score; HCC, hepatocellular carcinoma; HCC-RESCUE, HCC-Risk Estimating Score in CHB patients Under Entecavir; mPAGE-B, modified platelet, age, and gender-hepatitis B score; PAGE-B, platelet, age, and gender-hepatitis B score; THRI, Toronto HCC risk index.
Fig. 3. Evaluation of the deep-learning-based model performance according to the risk groups in the validation cohort (cut-off value: 0.5). In the survival analysis between 2 groups, the high-risk group presented a significantly higher HCC incidence than the low-risk group in the validation cohort ($p < 0.001$; by Kaplan-Meier analysis). HCC, hepatocellular carcinoma.

Fig. 4. Expected HCC incidence rate of 3 hypothetical patients. The expected HCC incidences of 3 hypothetical patients were presented, according to baseline clinical and laboratory data (by prediction probabilities of deep neural network). HCC, hepatocellular carcinoma.

Performance of the model, we categorised the risk group using a cut-off probability of 0.5 in the new model. In the survival analysis between the 2 groups, the high-risk group ($\geq 0.5$) had a significantly higher HCC incidence than that of the low-risk group ($<0.5$) in the validation cohort ($p < 0.001$) (Fig. 3). The expected HCC incidences of 3 hypothetical patients were calculated and presented in Fig. 4. The probabilities of HCC development were discriminated according to the baseline clinical and laboratory data.

Discussion

In this study, we developed a novel deep-learning-based model, which can predict HCC development in patients with HBV-related cirrhosis, which showed a better performance than the previous 6 reported models. As far as we know, this is the first HCC prediction model by adapting the deep learning method. We confirmed the model performance by applying an independent validation cohort and compared the c-indexes with 6 previously developed models. This deep-learning-based model had the best performance among all the models. Moreover, the new model is promising because it can evolve its performance through further training with new data sets.

Prediction of HCC development among at-risk patients is important to establish an individualised surveillance strategy. However, the risk of HCC development varies according to age, race, and aetiologies.16 Previous HCC prediction models were mostly developed with patients who were enrolled from the same race, same aetiologies, or same continents. The models for PAGE-B or mPAGE-B were only for patients with chronic hepatitis B. The models for CU-HCC, mPAGE-B, and HCC-RESOLVE were developed from Asian patients, while the models for PAGE-B or ADDRESS-HCC and THRI were from Caucasian patients. Thus, these models, which were developed based on homogeneous patients, had a low expandability and lower performances when they were applied to other patients of different races or continents. Although the new model was also based on Asian patients with chronic hepatitis B, it can have high expandability through training with additional data set from other races, continents, or aetiologies. The deep-learning-based model can upgrade its performance accumulatively and continuously, even after it is released. This is the most important difference between the deep-learning-based model and the previous models.

When evaluating the performance of the previous models of at-risk patients by applying our cohort, we identified the risk group for HCC development along with the original published data. Although the performances of the previous models were different, predictions were available in the previous models. Therefore, we found that the factors that consisted of the models were actually effective. Among the prognostic factors, including the 6 previous models, age was included in all models, sex was included in 4 models, and platelet count was included in 3 models. The deep-learning-based model included 7 possible factors: age, gender, platelet, albumin, bilirubin, HBV DNA titre, and presence of diabetes.9–10 Three factors among all the factors of the 6 previous models were excluded in the deep-learning-based model. The presence of cirrhosis, aetiology, and race could not be included in this model, because our derivation cohort included Asian patients with HBV-related cirrhosis.

Previously, there was no effective deep-learning-based prediction model that had been trained from numerical data, not image data. Through this model, we could confirm the potential of the deep-learning-based prediction model. First, the deep-learning-based model performed better than the previous models, which were based on conventional statistics. Moreover, this better performance could be achieved with a relatively small amount of data, while usually the deep learning method may require a large amount of data at least, generally.17 We showed that only hundreds of pieces of data would be enough to train a deep-learning-based prediction model, if the potential factors for the new model were well identified, such as age, sex, bilirubin, albumin, platelet, presence of diabetes mellitus, and HBV DNA in this model. Second, the deep learning method can develop a more accurate model and derive continuous probability results
(from 0 to 1), not a binary result. Previous models, which had been developed from conventional statistics, usually established a scoring system. The scoring system divided continuous variables into 2 or 3 categories with a certain cut-off value. The purpose of these scoring systems is to distinguish risk stratification. However, the deep-learning-based model could use the factors as an original continuous value without categorisation. Thus, the new model could result in more accurate continuous probabilities. Third, we found that training with a small number of data points (424 data points in our derivation cohort) was not a time-consuming task, and it could replace conventional statistical methods without any time delays, which is 1 of the general concerns of the deep learning method. In addition, we also found that training with a relatively small number of numerical data points, not image data sets, can be performed with a common laptop computer without requiring multiple graphics processing units. Fourth, the deep-learning-based model could evolve with data accumulation. Previous conventional models have not changed and have the same performance despite further data accumulation. However, the deep-learning-based model can upgrade its performance through additional data training.

This study has several limitations. First, our model was developed based on patients with cirrhosis. Because the previous models included patients with chronic hepatitis B and analysed them, the generalisability of our model was limited compared with the previous models. However, it can be overcome through additional data-set training of patients with chronic hepatitis B. Second, the previous model performances were poor in our validation cohort, while external validation studies of the models showed a fair performance for each model. This result might be caused by the relatively high risk for HCC development in our cohort, which consisted of patients with cirrhosis. Third, although the deep-learning-based model has shown its potential for HCC prediction, it does not represent an intuitive formula or scoring system for medical decisions. However, it can be overcome through a web-based application, which could be easily acceptable. Fourth, our model was developed in an Asian cohort with cirrhosis; therefore, additional validation study will be needed in non-Asian cohorts and cohorts with advanced fibrosis before cirrhosis.

In conclusion, the deep-learning-based model made in this study has better performance in HCC prediction of at-risk patients compared with the previous models, and its performance can be progressively improved with further data accumulation.
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