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Abstract—This paper studies an unmanned aerial vehicle (UAV)-enabled multicast channel, in which a UAV serves as a mobile transmitter to deliver common information to a set of users. The capacity of this channel over a finite mission/communication period, subject to its maximum speed constraint and an average transmit power constraint, is characterized. The optimal solution reveals that the UAV should hover above a finite number of ground locations, with the optimal hovering duration and transmit power at each location. Numerical results show that our proposed joint UAV trajectory and transmit power optimization significantly improves the achievable rate of the UAV-enabled multicast channel, and also greatly outperforms the conventional multicast channel with a fixed-location transmitter.
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I. INTRODUCTION

Unmanned aerial vehicle (UAV)-enabled wireless communications have recently attracted a lot of interests from both academia and industry, as UAVs can be utilized as aerial communication platforms (such as base station (BSs) and relays) to provide wireless access for mobile subscribers on the ground (see, e.g., \cite{1} and the references therein). Compared to conventional terrestrial wireless communication systems, UAV-enabled systems possess the following main advantages. First, different from the fixed wireless infrastructures on the ground, UAVs can be deployed swiftly on-demand, and thus are suitable for unexpected or urgent scenarios (e.g., in natural disasters). Second, the air-to-ground as well as ground-to-air wireless communication links between UAVs and ground users are more likely to be line-of-sight (LoS); therefore, UAV-enabled wireless communications in general have better channel conditions than terrestrial channels under the same link distance. Last but not least, UAVs have the fully controllable mobility, and thus can adjust their locations over time to shorten the distances to intended ground users for enhancing the communication performance.

In the literature, there have been a handful of works investigating the UAV-enabled wireless communication systems (see, e.g., \cite{2–7}). Specifically, in \cite{2–4}, UAVs are used as aerial BSs to provide wireless coverage for ground users, in which the UAVs’ placement or their quasi-static hovering locations over a certain period of time have been optimized to improve the coverage performance and/or reduce the system cost. In \cite{5–7}, the authors exploit the UAVs’ fully controllable mobility via trajectory optimization to improve the communication rates of UAV-enabled wireless networks. Furthermore, trajectory optimization has also been investigated in UAV-enabled wireless power transfer (WPT) systems \cite{8, 9} and wireless powered communication networks (WPCN) \cite{10} to improve the energy and communication performance. Motivated by the above works, in this paper we study a new UAV-enabled information multicasting system, in which a UAV serves as a mobile transmitter to send common information to a set of ground users. We aim to address the open question of how to optimize the UAV’s trajectory jointly with its transmit power allocation to achieve the capacity of the UAV-enabled multicast channel.

Multicast channels with fixed transmitters have been extensively investigated in wireless communications, due to its wide applications in e.g. video streaming and information dissemination. Conventionally, multi-antenna techniques have been adopted as a promising solution to improve the communication rate of a multicast channel. For instance, \cite{11} studies the capacity limits of multi-antenna multicast channels, and \cite{12–14} develop practical transmit beamforming designs to improve the achievable rate to approach the capacity. However, in a multicast channel, as all user receivers need to successfully decode the common information from the transmitter, its capacity is fundamentally limited by the user with the worst channel condition, even with multi-antenna beamforming applied at the transmitter. In particular, if one user is much farther away from the transmitter than the others, the capacity of the multicast channel will be fundamentally limited.

Multicast channels with fixed transmitters have been extensively investigated in wireless communications, due to its wide applications in e.g. video streaming and information dissemination. Conventional, multi-antenna techniques have been adopted as a promising solution to improve the communication rate of a multicast channel. For instance, \cite{11} studies the capacity limits of multi-antenna multicast channels, and \cite{12–14} develop practical transmit beamforming designs to improve the achievable rate to approach the capacity. However, in a multicast channel, as all user receivers need to successfully decode the common information from the transmitter, its capacity is fundamentally limited by the user with the worst channel condition, even with multi-antenna beamforming applied at the transmitter. In particular, if one user is much farther away from the transmitter than the others, the capacity of the multicast channel will be fundamentally limited. 

Multicast channels with fixed transmitters have been extensively investigated in wireless communications, due to its wide applications in e.g. video streaming and information dissemination. Conventional, multi-antenna techniques have been adopted as a promising solution to improve the communication rate of a multicast channel. For instance, \cite{11} studies the capacity limits of multi-antenna multicast channels, and \cite{12–14} develop practical transmit beamforming designs to improve the achievable rate to approach the capacity. However, in a multicast channel, as all user receivers need to successfully decode the common information from the transmitter, its capacity is fundamentally limited by the user with the worst channel condition, even with multi-antenna beamforming applied at the transmitter. In particular, if one user is much farther away from the transmitter than the others, the capacity of the multicast channel will be fundamentally limited.
To overcome such limitations, in this paper, we study a new UAV-enabled multicast channel, in which a UAV serves as a mobile transmitter to deliver common information to a set of $K$ ground users. Different from the conventional multicast channel with a fixed transmitter, the mobile transmitter (or UAV) can adjust its location over time to improve the wireless channels to different users at different locations. This overcomes the bottleneck user issue in conventional multicast channels with a fixed transmitter and thus significantly enhances the capacity. To reveal the fundamental limit of the UAV-enabled multicast channel, we characterize its capacity over a finite UAV mission/communication period, subject to its maximum speed constraint and an average transmit power constraint. To achieve the capacity, the UAV should use a capacity-achieving code that is sufficiently long to span over the whole mission/communication period. Therefore, the multicast channel capacity is obtained via solving the problem of maximizing the minimum achievable time-averaged rates of the $K$ users, by jointly optimizing the UAV’s trajectory and transmit power allocation over time.

However, the joint trajectory design and power control problem is difficult to be solved optimally due to its non-convexity. To tackle this problem, we first consider a relaxed problem by ignoring the maximum UAV speed constraint. We show that the relaxed problem satisfies the so-called time-sharing condition in [15], and thus can be optimally solved via the Lagrange dual method. The optimal solution to the relaxed problem reveals that the UAV should hover above a finite number of ground locations during the whole mission/communication period, with the hovering duration and transmit power at each location optimized. Next, for the problem with the maximum UAV speed constraint considered, we present an efficient successive hover-and-fly trajectory design based on the optimal multi-location-hovering solution to the relaxed problem, and obtain the corresponding optimal transmit power allocation. Finally, numerical results are provided to show the benefit of our proposed joint UAV trajectory and transmit power optimization in the UAV-enabled multicast channel, as compared to the conventional multicast channel with a fixed-location transmitter as well as other benchmark schemes.

To our best knowledge, there is only one prior work in the literature [16] that considers a similar UAV-enabled information multicasting system, in which a UAV is dispatched to disseminate a common large file to a number of distributed ground users by using practical random linear network coding (RLNC). The objective in [16] is to minimize the mission completion time via optimizing the UAV trajectory, while ensuring that each ground user is able to successfully recover the file with a high probability. By contrast, this paper characterizes the fundamental capacity of a UAV-enabled multicast channel, by considering the joint optimization of the UAV trajectory design and transmit power allocation. This problem is new and has not been studied before.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a UAV-enabled multicast channel, in which a UAV serves as a mobile transmitter to send common information to $K > 1$ randomly located users on the ground. Let $\mathcal{K} \triangleq \{1, \ldots, K\}$ denote the set of ground users. We consider a three-dimensional (3D) Cartesian coordinate system, and suppose that each user $k \in \mathcal{K}$ has a fixed location $(x_k, y_k, 0)$ on the ground, which is known \textit{a-priori} by the UAV for designing the trajectory and transmit power allocation before it is dispatched for transmission. We consider a finite UAV mission/communication period $\mathcal{T} \triangleq [0, T]$, with duration $T > 0$. During this period, the UAV flies at a fixed altitude $H > 0$ (e.g. due to some regulations on UAVs), and thus its time-varying location is denoted as $(x(t), y(t), H)$ at any time instant $t \in \mathcal{T}$. By denoting the maximum UAV speed as $V$ in meter/second (m/s), we then have the following constraint:

$$\sqrt{x'(t)^2 + y'(t)^2} \leq V, \forall t \in \mathcal{T},$$

where $x'(t)$ and $y'(t)$ denote the time-derivatives of $x(t)$ and $y(t)$, respectively.

In practice, the wireless channel from the UAV to each ground user is dominated by the LoS component. Therefore, we consider the free-space path-loss model as in prior works [6], [8], and denote the channel power gain from the UAV to user $k \in \mathcal{K}$ as $h_k(t) = \beta_0 d_{k0}^{-2}(t)$, where $d_{k0}(t) = \sqrt{(x(t) - x_k)^2 + (y(t) - y_k)^2 + H^2}$ denotes their distance at time instant $t \in \mathcal{T}$ and $\beta_0$ denotes the channel power gain at a reference distance of $d_0 = 1$ m.

Let $s(t)$ denote the common information signal transmitted by the UAV at time instant $t \in \mathcal{T}$. Then user $k$’s received signal is expressed as

$$u_k(t) = \sqrt{h_k(t)s(t)} + v_k(t), \forall k \in \mathcal{K}, t \in \mathcal{T},$$

where $v_k(t)$ denotes the additive white Gaussian noise (AWGN) at the receiver of user $k$. Let $p(t) = \mathbb{E}[|s(t)|^2]$ denote the transmit power of the UAV at time instant $t$, where $\mathbb{E}()$ denotes the statistical expectation. Suppose that the UAV has a maximum average transmit power constraint $P_{\text{ave}}$. We thus have

$$\frac{1}{T} \int_0^T p(t) dt \leq P_{\text{ave}}.$$  \hspace{1cm} (3)

We are interested in characterizing the capacity of the UAV-enabled multicast channel, which is defined as the maximum achievable rate that can be simultaneously transmitted from the UAV to the $K$ ground users. Note that under a given UAV trajectory $\{(x(t), y(t))\}$ and transmit power allocation $\{p(t)\}$, the achievable rate from the UAV to each user $k$ over the mission/communication period $\mathcal{T}$ in bps/Hz is given by

$$\hat{R}_k(\{(x(t), y(t), p(t))\}) = \frac{1}{T} \int_0^T R_k(x(t), y(t), p(t)) dt,$$

where

$$R_k(x(t), y(t), p(t)) = \log_2 \left( 1 + \frac{p(t)h_k(t)}{\sigma^2} \right),$$

$$= \log_2 \left( 1 + \frac{\gamma_0 p(t)}{(x(t) - x_k)^2 + (y(t) - y_k)^2 + H^2} \right),$$

\hspace{1cm} (5)
with $\gamma_0 = \beta_0/\sigma^2$ denoting the reference signal-to-noise ratio (SNR). Accordingly, the achievable rate of the UAV-enabled multicast channel is expressed as

$$R(\{x(t), y(t), p(t)\}) = \min_{k \in K} R_k(\{x(t), y(t), p(t)\})$$

where $R_k(\{x(t), y(t), p(t)\}) = \frac{1}{T} \int_0^T R_k(x(t), y(t), p(t)) dt$. (6)

In order to practically achieve the rate in (6), the UAV needs to use a sufficiently long code that spans over the whole mission/communication period. Note that a similar code has been used in the stochastic transmit beamforming in multi-antenna multicast channels in [14], in which the code spans over different fading states to achieve higher rates.

Our objective is to characterize the capacity of the UAV-enabled multicast channel, which corresponds to maximizing the achievable rate $R(\{x(t), y(t), p(t)\})$ defined in (6) [11], via jointly optimizing the trajectory $\{x(t), y(t)\}$ and the transmit power allocation $\{p(t)\}$ of the UAV, subject to the maximum speed constraint in (1) and the average transmit power constraint in (3). Mathematically, we formulate the capacity optimization problem as

$$(P1): \max_{\{x(t), y(t), p(t)\}} \min_{k \in K} \frac{1}{T} \int_0^T R_k(x(t), y(t), p(t)) dt$$

s.t. $p(t) \geq 0, \forall t \in T$ and (1) and (3).

Note that in problem (P1), the objective function is non-convex in general. Therefore, problem (P1) is non-convex and thus difficult to be solved optimally. To tackle this problem, in Section III we first present the optimal solution to a relaxed problem of (P1) given in the following, by ignoring the maximum UAV speed constraint (1).

$$(P2): \max_{\{x(t), y(t), p(t)\}} \min_{k \in K} \frac{1}{T} \int_0^T R_k(x(t), y(t), p(t)) dt$$

s.t. (3) and (7).

Note that the constraint in (1) can be approximately ignored in practice when the maximum UAV speed $V$ and/or the communication duration $T$ become sufficiently large. In Section IV, we present an efficient solution to problem (P1) based on the optimal solution to (P2).

### III. Optimal Solution to Problem (P2)

Problem (P2) can be equivalently expressed as the following problem by introducing an auxiliary variable $\eta$.

$$(P2.1): \max_{\{x(t), y(t), p(t)\}} \eta$$

s.t. $\int_0^T R_k(x(t), y(t), p(t)) dt \geq T \eta, \forall k \in K$ (8)

As strong duality holds between problem (P2.1) and its Lagrange dual problem. As a result, we can optimally solve (P2.1) by using the Lagrange dual method [17].

Let $\lambda_k, k \in K$, and $\mu$ denote the non-negative Lagrange multipliers associated with the $k$-th constraint in (8) and the constraint (3), respectively. The partial Lagrangian of problem (P2.1) is thus given by

$$\mathcal{L}(\{x(t), y(t), p(t)\}, \eta, \{\lambda_k\}, \mu)$$

$$= \sum_{k \in K} \lambda_k \int_0^T R_k(x(t), y(t), p(t)) dt$$

$$+ \left(1 - T \sum_{k \in K} \lambda_k\right) \eta - \mu \left(\frac{1}{T} \int_0^T p(t) dt - P_{av}\right).$$

Accordingly, the dual function of (P2.1) is expressed as

$$f(\{\lambda_k\}, \mu) = \max_{\{x(t), y(t), p(t)\}, \eta} \mathcal{L}(\{x(t), y(t), p(t)\}, \eta, \{\lambda_k\}, \mu)$$

s.t. (7).

**Lemma 3.1:** In order for $f(\{\lambda_k\}, \mu)$ to be bounded from above (i.e., $f(\{\lambda_k\}, \mu) < \infty$), it must hold that $\sum_{k \in K} \lambda_k = 1/T$.

**Proof:** Suppose that $\sum_{k \in K} \lambda_k > 1/T$ (or $\sum_{k \in K} \lambda_k < 1/T$). Then by setting $\eta \to -\infty$ (or $\eta \to \infty$), we have $f(\{\lambda_k\}, \mu) \to \infty$. Therefore, this lemma is proved.

Based on Lemma 3.1 the dual problem of (P2.1) is given by

$$(D2.1): \min_{\{\lambda_k\}, \mu} f(\{\lambda_k\}, \mu)$$

s.t. $\sum_{k \in K} \lambda_k = 1/T$ (11)

$$\lambda_k \geq 0, \forall k \in K$$

$$\mu \geq 0.$$ (12)

As strong duality holds between problem (P2.1) and its dual problem (D2.1), we can solve (P2.1) by equivalently solving (D2.1). Let the feasible set of $\{\lambda_k\}$ and $\mu$ specified by (11), (12), and (13) as $\chi$. In the following, we first solve problem (10) to obtain $f(\{\lambda_k\}, \mu)$ under any given $\{\lambda_k\}, \mu \in \chi$, then solve (D2.1) to find the optimal $\{\lambda_k\}$ and $\mu$ that minimize $f(\{\lambda_k\}, \mu)$, and finally construct the optimal primal solution to (P2.1) and thus solve (P2).

1) Obtaining $f(\{\lambda_k\}, \mu)$ by Solving Problem (10): For any given $\{\lambda_k\}, \mu \in \chi$, problem (10) can be decomposed into the following subproblems.

$$\max_{\eta} \left(1 - T \sum_{k \in K} \lambda_k\right) \eta,$$ (14)

$$\max_{x(t), y(t), p(t)} \lambda_k R_k(x(t), y(t), p(t)) - \mu p(t), \forall t \in T$$

s.t. $p(t) \geq 0.$ (15)

Here, (15) consists of an infinite number of subproblems, each corresponding to one time instant $t \in T$. Let $\eta(\lambda_k), \mu$ denote the optimal solution to problem (14), and $x^*(\lambda_k), y^*(\lambda_k), p^*(\lambda_k)$ denote that to problem (15).

As for problem (14), since $\sum_{k \in K} \lambda_k = 1/T$ holds for any given $\{\lambda_k\}, \mu \in \chi$, the objective value is always zero. Thus, we can choose any arbitrary real number as the optimal
solution $\eta^*_\lambda_k, \mu^*$.  

As for (15), note that all the subproblems are identical for different time indices $t$'s. Therefore, we can drop the time index $t$ and rewrite problem (15) as

$$\max_{x, y, p, \rho \geq 0} \psi(x, y, p) \triangleq \sum_{k \in K} \lambda_k \log_2 \left(1 + \frac{\gamma_0 P}{(x - x_k)^2 + (y - y_k)^2 + H^2}\right) - \mu_p.$$  

(16)

However, problem (16) is still non-convex, and thus is difficult to solve. Fortunately, there are only three variables in (16); and for any given $x$ and $y$, $\psi(x, y, p)$ is a concave function with respect to $p \geq 0$. Therefore, we can first use a simple bisection search to obtain the optimal $p$ under any given $x$ and $y$, denoted as $p^*(x, y)$, and then adopt a two-dimensional (2D) exhaustive search to find the optimal solution of $x$ and $y$ to problem (16), denoted as $x^*_{\lambda_k, \mu}$ and $y^*_{\lambda_k, \mu}$. Note that we must have $(x^*_{\lambda_k, \mu}, y^*_{\lambda_k, \mu}) \in [x_*] \times [y_*]$, where

$$x_* = \min_{k \in K} x_k, x = \max_{k \in K} x_k, y = \min_{k \in K} y_k, \quad y = \max_{k \in K} y_k.$$  

(17)

since otherwise, the UAV can always move its location into this box region to improve the objective value in (16). Therefore, the 2D exhaustive search only needs to be adopted within $[x_*] \times [y_*]$ to find $x^*_{\lambda_k, \mu}$ and $y^*_{\lambda_k, \mu}$, i.e.,

$$(x^*_{\lambda_k, \mu}, y^*_{\lambda_k, \mu}) = \arg \max_{x \in [x_*], y \in [y_*]} \psi(x, y, p^*(x, y)).$$  

(18)

As a result, the optimal solution to problem (16) is obtained as $x^*_{\lambda_k, \mu}$, $y^*_{\lambda_k, \mu}$, and $p^*_{\lambda_k, \mu}$. Based on the optimal solution to problem (16), we can obtain the optimal solution to problem (15) as

$$x^*_{\lambda_k, \mu}(t) = x^*_{\lambda_k, \mu}, \quad y^*_{\lambda_k, \mu}(t) = y^*_{\lambda_k, \mu}, \quad p^*_{\lambda_k, \mu}(t) = p^*_{\lambda_k, \mu}. \quad \forall t \in T.$$  

(19)

Note that the optimal solution of $x^*_{\lambda_k, \mu}$, $y^*_{\lambda_k, \mu}$, and $p^*_{\lambda_k, \mu}$ to problem (16) is generally non-unique (as will be shown in numerical results). In this case, we can arbitrarily choose any one of them for the purpose of obtaining the dual function $f(\{\lambda_k\}, \mu)$.

2) Finding Optimal Dual Solution to (D2.1): Next, we solve the dual problem (D2.1) to find the optimal $\{\lambda_k\}$ and $\mu$. Note that the dual function $f(\{\lambda_k\}, \mu)$ is always convex but in general non-differentiable (17). Therefore, we can apply the ellipsoid method to solve the dual problem (D2.1). Note that the subgradient of the dual function $f(\{\lambda_k\}, \mu)$ is

$$\sigma_0(\lambda_1, ..., \lambda_K, \mu) = TR_1(x^*_{\lambda_k, \mu}, y^*_{\lambda_k, \mu}, p^*_{\lambda_k, \mu}), \ldots, TR_K(x^*_{\lambda_k, \mu}, y^*_{\lambda_k, \mu}, p^*_{\lambda_k, \mu})$$

$$p^*_{\lambda_k, \mu}(x^*_{\lambda_k, \mu}, y^*_{\lambda_k, \mu}) - p_{\text{ave}},$$

(20)

where $\eta^*_\lambda_k = 0$ is chosen for simplicity. Also note that the equality constraint in (11) can be viewed as two inequality constraints $\sum_{k \in K} \lambda_k - 1 \leq 0$ and $-\sum_{k \in K} \lambda_k + 1 \leq 0$, whose subgradients are respectively given by $[1, \ldots, 1, 0]$ and $[-1, \ldots, -1, 0]$. Let the obtained optimal solution to (D2.1) be denoted by $\{\lambda_k^*\}$ and $\mu^*$.

3) Constructing Optimal Primal Solution to (P2.1): With $\{\lambda_k^*\}$ and $\mu^*$ at hand, we then obtain the optimal primal solution to (P2.1), denoted as $(x^*(t), y^*(t), p^*(t))$, and $\eta^*$.

Note that under the optimal dual variables $\{\lambda_k^*\}$ and $\mu^*$, if the optimal solution of $\{x^*_{\lambda_k^*, \mu^*}(t)\}$, $\{y^*_{\lambda_k^*, \mu^*}(t)\}$, $\{p^*_{\lambda_k^*, \mu^*}(t)\}$ to problem (16) is unique, then it is also the optimal primal solution to (P2.1). However, if the optimal solution to problem (16) is not unique, then we need to reconstruct the optimal primal solution to (P2.1) by time-sharing them, as shown in the following.

In particular, suppose that under $\{\lambda_k^*\}$ and $\mu^*$, problem (16) has $\Gamma \geq 1$ optimal solutions, denoted by $\{x_{\phi}^*, y_{\phi}^*, p_{\phi}^*\}_{\phi=1}^\Gamma$, i.e., the UAV needs to hover at $\Gamma$ optimal locations $(x_{\phi}^*, y_{\phi}^*, H, \phi \in \{1, \ldots, \Gamma\}$, each with an optimal transmit power $P_{\phi}^*$. To obtain the optimal primal solution to (P2.1) in this case, we need to time-share among the $\Gamma$ solutions, i.e., the UAV should hover at each of the $\Gamma$ optimal locations for a certain duration that needs to be optimized. Let $t_0 \geq 0$ denote the hovering duration at $(x_{\phi}^*, y_{\phi}^*, H, \phi \in \{1, \ldots, \Gamma\}$, where $\sum_{\phi=1}^{\Gamma} t_{\phi} = T$. Accordingly, finding the optimal hovering durations $\{t_{\phi}\}$ corresponds to solving the following problem.

$$\max_{\{t_{\phi} \geq 0\}, \eta} \quad \eta$$

s.t. $\sum_{\phi=1}^{\Gamma} t_{\phi} R_k(x_{\phi}^*, y_{\phi}^*, p_{\phi}^*) \geq T \eta, \forall k \in K$,  

$$\sum_{\phi=1}^{\Gamma} t_{\phi} = T.$$

(21)

Problem (21) is a linear programming (LP), which can be solved efficiently by using standard convex optimization techniques (17). Let $\eta^*$ and $\{t_{\phi}^\ast\}$ denote the optimal solution to problem (21). Accordingly, we partition the whole communication period $T$ into $\Gamma$ sub-periods, denoted by $T_1, \ldots, T_\Gamma$, where $T_{\phi} = (\sum_{i=1}^{\phi-1} t_i, \sum_{i=\phi}^{\Gamma} t_i)$, $\forall \phi \in \{1, \ldots, \Gamma\}$. In this case, the optimal value (or the capacity of the UAV-enabled multicasting channel) is given by $\eta^*$, and the optimal trajectory and power allocation solution to the primal problem (P2.1) is denoted as (P2) is given as

$$x^*(t) = x_{\phi}^*, y^*(t) = y_{\phi}^*, p^*(t) = p_{\phi}^*, \forall t \in T_{\phi}, \phi \in \{1, \ldots, \Gamma\}.$$  

(22)

Remark 3.1: The optimal solution in (22) to problem (P2) reveals that to achieve the capacity of this multicast channel (with the maximum UAV speed constraint ignored), the UAV should hover above a finite number of ground locations, with the optimal hovering duration and transmit power at each location. This can be intuitively explained as follows. By hovering at different locations each of which is closer to a different subset of users in general, the UAV can have better wireless channels to them and thus improve the minimum average rate
of all users. This helps overcome the bottleneck user issue in conventional multicast channels with fixed transmitters and hence significantly improves the multicast channel capacity. We refer to the above optimal solution as a multi-location-hovering solution.

IV. PROPOSED SOLUTION TO PROBLEM (P1)

In this section, we consider problem (P1) with the maximum UAV speed constraint in (1) considered. First, we propose a successive hover-and-fly trajectory design based on the optimal multi-location-hovering solution to problem (P2), and then jointly optimize the corresponding hovering durations and the transmit power allocation for the UAV.

A. Successive Hover-and-Fly Trajectory Design

Recall that at the optimal solution to problem (P2), the UAV needs to hover at $\Gamma$ hovering locations, denoted by $\{(x_{\phi}, y_{\phi}, H)\}_{\phi=1}^{\Gamma}$. Motivated by this multi-location-hovering solution, we propose a successive hover-and-fly trajectory design, in which the UAV successively visits these $\Gamma$ hovering locations. To maximize the hovering time for efficient information multicasting, the UAV should fly at the maximum speed $V$ between consecutive hovering locations, and minimize the total flying distance, provided that each hovering location is visited once. The flying distance minimization problem is similar to the travelling salesman problem (TSP), with only the following difference: in the TSP, the salesman (or the UAV of our interest here) needs to return to the initial location after visiting all the locations, but in our flying distance minimization problem, the UAV does not need to return to the initial location. Despite this difference, we show that the minimum flying-distance problem can be solved via equivalently solving the following TSP [8]. We construct a new TSP by adding a dummy location as the initial/final location of the trajectory, and letting the distances between the newly added location and the $\Gamma$ hovering locations be zero. By solving this new TSP with $\Gamma+1$ locations and then dropping the dummy location, we can find the optimal trajectory for the flying distance minimization problem. With the obtained solution, we use a permutation $\pi$ to denote the ordering of the visited hovering locations, i.e., the $\pi(1)$-th location is visited first, followed by the $\pi(2)$-th, $\pi(3)$-th, etc., until the $\pi(\Gamma)$-th hovering location is visited last. In this case, we define the distance between the $i$-th and the $j$-th hovering locations as

$$d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}, \forall i,j \in \{1, \ldots, \Gamma\}, i \neq j.$$  

(23)

Then the total flying distance is given as

$$D = \sum_{\phi=1}^{\Gamma-1} d_{\pi(\phi)\pi(\phi+1)}.$$  

(24)

Accordingly, the flying time from the $\pi(\phi)$-th to the $\pi(\phi+1)$-th hovering locations is $T_{\text{fly}}^{\phi} = \frac{\pi(\phi)\pi(\phi+1)}{V}$, and the total flying time is $T_{\text{fly}} = D/V = \sum_{\phi=1}^{\Gamma-1} T_{\text{fly}}^{\phi}$. We denote the obtained flying trajectory as $\{\hat{x}(t), \hat{y}(t)\}_{t=0}^{T_{\text{fly}}}$. Note that in order for the UAV to have enough time to fly along the obtained flying trajectory to visit the $\Gamma$ hovering locations, in this paper we focus on the scenario when the mission/communication duration $T$ is larger than the total flying time $T_{\text{fly}}$ (i.e., $T \geq T_{\text{fly}}$).

In order to obtain the complete successive hover-and-fly trajectory, we denote $\tau_{\phi}^{\text{hover}} \geq 0$ as the hovering duration at the $\pi(\phi)$-th hovering location, where $\sum_{\phi=1}^{\Gamma} \tau_{\phi}^{\text{hover}} = T - T_{\text{fly}}$. Note that $\tau_{\phi}^{\text{hover}}$'s are a set of variables that should be optimized later. In this case, the successive hover-and-fly trajectory can be expressed as follows by dividing the mission/communication period $T$ into $2\Gamma - 1$ sub-periods, denoted by $T_1, \ldots, T_{2\Gamma-1}$. The odd and even sub-periods are defined explicitly as follows by dividing the mission/communication period $T$ into $2\Gamma - 1$ sub-periods, denoted by $T_1, \ldots, T_{2\Gamma-1}$. The odd and even sub-periods are defined explicitly as follows by dividing the mission/communication period $T$ into $2\Gamma - 1$ sub-periods, denoted by $T_1, \ldots, T_{2\Gamma-1}$.

$$\hat{T}_{2\phi-1} \triangleq \left( \sum_{i=1}^{\phi-1} \tau_{i}^{\text{hover}} + \tau_{i}^{\text{fly}} \right) + \sum_{i=1}^{\phi-1} \tau_{i}^{\text{hover}} + \tau_{\phi}^{\text{hover}} \right]. \forall \phi \in \{1, \ldots, \Gamma\}$$  

(25)

Accordingly, within each odd sub-period $2\phi - 1$, the UAV should hover at the $\pi(\phi)$-th hovering location $(x_{\pi(\phi)}, y_{\pi(\phi)}, H)$, i.e.,

$$x(t) = x_{\pi(\phi)}, \ y(t) = y_{\pi(\phi)},$$  

(26)

$$\forall t \in \hat{T}_{2\phi-1}, \phi \in \{1, \ldots, \Gamma\}.$$  

(27)

During each even sub-period $2\phi$, the UAV should fly from the $\pi(\phi)$-th hovering location to the $\pi(\phi+1)$-th hovering location at the maximum speed $V$, with time-varying location being

$$x(t) = \hat{x} \left( t - \sum_{i=1}^{\phi} \tau_{i}^{\text{hover}} \right), \ y(t) = \hat{y} \left( t - \sum_{i=1}^{\phi} \tau_{i}^{\text{hover}} \right),$$  

(28)

$$\forall t \in \hat{T}_{2\phi}, \phi \in \{1, \ldots, \Gamma-1\}.$$  

(29)

B. Joint Optimization of Hovering Durations and Power Allocation

Under the successive hover-and-fly trajectory, we need to decide the hovering durations $\{\tau_{\phi}^{\text{hover}}\}$ as well as the transmit power allocation $\{p(t)\}$ for the UAV. We first discretize the even sub-periods for flying with duration $T_{\text{fly}}$ into $N$ time slots with equal durations. The number of time slots $N$ is chosen to be sufficiently large, such that the duration of each time slot $\Delta_t$ is sufficiently small, during which the location and the power allocation of the UAV are approximately unchanged. Then based on the successive hover-and-fly trajectory, we can obtain the location of the UAV at time slot $j \in \{1, \ldots, N\}$ as $(x^{by}[j], y^{by}[j], H)$, where $x^{by}[j] = \hat{x}(j \Delta_t), y^{by}[j] = \hat{y}(j \Delta_t)$. Let $p_{\phi}^{\text{hover}}, \forall \phi \in \{1, \ldots, \Gamma\}$ denote the power allocation when the UAV hovers above the $\pi(\phi)$-th hovering location, and $p_{\phi}^{by}, \forall \phi \in \{1, \ldots, \Gamma\}$ denote the power allocation when the UAV flies at time slot $j$. Accordingly, the achievable rate of

$^{1}$The successive hover-and-fly trajectory can also be extended in the scenario when $T < T_{\text{fly}}$, similarly as in [8]. Due to the space limitation, we omit the extension and leave it for future work.
user $k$ is

$$R_k(\{r^{\text{hover}}_\phi, p^{\text{hover}}_\phi, \{p^{\text{fly}}[j]\}\})$$

$$= \frac{1}{T} \left( \Delta_t \sum_{j=1}^{N} R_k(x^{\text{fly}}[j], y^{\text{fly}}[j], p^{\text{fly}}[j]) + \sum_{\phi=1}^{\Gamma} \tau^{\text{hover}}_\phi R_k(x^{\ast}_\pi(\phi), y^{\ast}_\pi(\phi), p^{\text{hover}}_\phi) \right),$$

in which $R_k(\cdot, \cdot, \cdot)$ is given in (5).

Based on the discretization and by introducing an auxiliary variable $\eta$, problem (P1) under the successive hover-and-fly trajectory can be reformulated as follows by jointly optimizing the hovering durations and transmit power allocation.

$$\max \{\tau^{\text{hover}}_\phi, p^{\text{hover}}_\phi\}, \{p^{\text{fly}}[j]\}, \eta$$

s.t. $R_k(\{r^{\text{hover}}_\phi, p^{\text{hover}}_\phi\}, \{p^{\text{fly}}[j]\}) \geq \eta, \forall k \in K$

$$\sum_{\phi=1}^{\Gamma} \tau^{\text{hover}}_\phi p^{\text{hover}}_\phi + \Delta_t \sum_{j=1}^{N} p^{\text{fly}}[j] \leq TP_{\text{ave}}$$

$$\sum_{\phi=1}^{\Gamma} \tau^{\text{hover}}_\phi = T - T_{\text{fly}}$$

$$\tau^{\text{hover}}_\phi \geq 0, p^{\text{hover}}_\phi \geq 0, \forall \phi \in \{1, \ldots, \Gamma\}$$

$$p^{\text{fly}}[j] \geq 0, \forall j \in \{1, \ldots, N\}.$$

However, problem (28) is non-convex, due to the coupling between the hovering duration $\tau^{\text{hover}}_\phi$ and the power allocation $p^{\text{hover}}_\phi$. Nevertheless, by introducing auxiliary variables $E_\phi = \tau^{\text{hover}}_\phi p^{\text{hover}}_\phi$, $\forall \phi \in \{1, \ldots, \Gamma\}$, problem (28) can be re-expressed as the following convex optimization problem.

$$\max \{\tau^{\text{hover}}_\phi, E_\phi\}, \{p^{\text{fly}}[j]\], \eta$$

s.t. $\frac{1}{T} \left( \sum_{\phi=1}^{\Gamma} \tau^{\text{hover}}_\phi \log_2 \left( 1 + \frac{\alpha_k, \phi E_\phi}{\sigma^2} \right) \right) + \Delta_t \sum_{j=1}^{N} R_k(x[j], y[j], p^{\text{fly}}[j]) \geq \eta, \forall k \in K$

$$\sum_{\phi=1}^{\Gamma} E_\phi + \Delta_t \sum_{j=1}^{N} p^{\text{fly}}[j] \leq TP_{\text{ave}}$$

$$\tau^{\text{hover}}_\phi \geq 0, E_\phi \geq 0, \forall \phi \in \{1, \ldots, \Gamma\}$$

(29) and (31).

where $\alpha_k, \phi = \phi_0 / ((x_k - x_\pi(\phi))^2 + (y_k - y_\pi(\phi))^2 + H^2)$, $\forall k \in K, \phi \in \{1, \ldots, \Gamma\}$, are constants. Let $\{\tau^{\text{hover}}_{\phi*}, E^{*}_\phi\}, \{p^{\text{fly}}[j]\}$, and $\eta^{*}$ denote the optimal solution to problem (33). By using them together with (28), we can obtain the optimal solution to problem (28) as $\{\tau^{\text{hover}}_{\phi*}, p^{\text{hover}}_{\phi*}\}, \{p^{\text{fly}}[j]\}$, and $\eta^{*}$. By combining them with the trajectory in (25) and (26), the joint trajectory design and power allocation solution to (P1) is finally obtained.

**Remark 4.1:** Note that when the mission/communication period $T$ becomes large, our proposed design with joint successive hover-and-fly trajectory and transmit power allocation is asymptotically optimal for problem (P1). This is due to the fact that in this case, the flying time among hovering locations becomes negligible, and thus the achievable rate by the successive hover-and-fly trajectory with optimal power allocation approaches the optimal objective value of (P2) by the multi-location-hovering solution, which serves as an upper bound for the optimal value of (P1).

## V. Numerical Results

In this section, we present numerical results to validate the performance of our proposed joint trajectory and power optimization design, as compared to the following two benchmark schemes.

1) Static hovering: The UAV hovers at one fixed location over the whole mission/communication period. We need to optimize the fixed location and power allocation of the UAV to maximize the achievable rate as follows.

$$\max x, y, p(t) \min_{k \in K} \int_0^T R_k(x, y, p(t)) dt$$

(34)

Under any given $x$ and $y$, $R_k(x, y, p(t))$ is a concave function with respect to $p(t)$. Based on the Jensen’s inequality, we must have $p(t) = P_{\text{ave}}, \forall t \in T$, to maximize $\frac{1}{T} \int_0^T R_k(x, y, p(t)) dt$ for any $k \in K$. Therefore, it follows that $p(t) = P_{\text{ave}}, \forall t \in T$, at the optimal solution to problem (34). As a result, we only need to use a 2D exhaustive search to obtain the optimal fixed hovering location of the UAV, i.e.,

$$(x^{\text{sta}}, y^{\text{sta}}) = \arg \max_{x, y} \min_{k \in K} R_k(x, y, P_{\text{ave}}).$$

(35)

2) Successive hover-and-fly trajectory with equal power allocation: Similarly as in the proposed solution to (P1) in Section IV, the UAV successively visits the $\Gamma$ optimal hovering locations, with the trajectory given in (25) and (26). As the equal power allocation is adopted, the optimal hovering durations at these hovering locations can be obtained by solving problem (28) by setting $p^{\text{hover}}_\phi = P_{\text{ave}}, \forall \phi \in \{1, \ldots, \Gamma\}$ and $p^{\text{fly}}[j] = P_{\text{ave}}, \forall j$.

In the simulation, we consider an example with $K = 10$ users that are randomly distributed in an area of $1000 m \times 1000 m$, as shown in Fig. 1. The UAV flies at a fixed altitude of $H = 100 m$. The maximum average transmit power and maximum speed of the UAV are set as $P_{\text{ave}} = 30 \text{ dBm}$ and $V = 20 m/s$, respectively. The noise power at the receiver of each user (including both thermal and background noise) is set as $\sigma^2 = -50 \text{ dBm}$. The channel power gain at the reference distance of 1 m is set as $\beta_0 = -30 \text{ dB}$.

Fig. 1 shows the obtained optimal multi-location-hovering solution to (P2) without the maximum UAV speed constraint, and the successive hover-and-fly trajectory for (P1) with the maximum UAV speed constraint. It is observed that there are a total of $\Gamma = 4$ optimal hovering locations for (P2) and intuitively, each hovering location is close to one or more ground users for efficient information multicasting.
multicast channel in Fig. 1, versus the UA V communication duration $T$. It is observed that both the successive hover-and-fly trajectory designs with optimal and equal power allocation significantly outperform the static-hovering benchmark when $T \geq 80$ s, and the gain becomes more substantial when $T$ is larger. This validates the benefit of exploiting the UAV mobility in information multicasting. It is also observed that the successive hover-and-fly trajectory design with optimal power allocation achieves higher achievable rate than that with equal power allocation. This indicates the importance of power allocation for such a UAV-enabled multicast channel. Finally, the successive hover-and-fly trajectory design with optimal power allocation is observed to approach the performance upper bound by the multi-location-hovering solution to (P2) as $T$ increases. This is consistent with Remark 4.1.

VI. CONCLUSION

In this paper, we studied a UAV-enabled information multicasting system, where a UAV is dispatched as a mobile transmitter to deliver common information to a set of ground users over a given UAV mission/communication period. We characterized the capacity of this new UAV-enabled multicast channel by maximizing the minimum time-averaged achievable rates of all users via jointly optimizing the trajectory and the transmit power allocation of the UAV. To achieve the capacity, the UAV should use a sufficiently long code that spans over the whole mission/communication period. As the minimum-rate maximization problem is non-convex and difficult to solve, we first considered a relaxed problem without the maximum UAV speed constraint and obtained its optimal solution. Based on this optimal solution, we proposed an efficient design with successive hover-and-fly UAV trajectory and optimal power allocation for the case with the maximum UAV speed constraint considered. Numerical results validate the superior performance of our proposed design over benchmark schemes. It is our hope that this paper brings new insights on how to improve the communication rates of wireless multicast channels via exploiting the mobility of transmitters.
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