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Abstract. We consider semidiscrete finite differences schemes for the periodic Schrödinger equation in dimension one. We analyze whether the space-time integrability properties observed by Bourgain in the continuous case are satisfied at the numerical level uniformly with respect to the mesh size. For the simplest finite differences scheme we show that, as mesh size tends to zero, the blow-up in the $L^4$ time-space norm occurs, a phenomenon due to the presence of numerical spurious high frequencies.

To recover the uniformity of this property we introduce two methods: a spectral filtering of initial data and a viscous scheme. For both of them we prove a $L^4$ time-space estimate, uniform with respect to the mesh size.
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1. Introduction

Let us consider the linear Schrödinger equation (LSE):

\begin{equation}
    iu_t + \Delta u = 0.
\end{equation}

When this equation is considered on the whole space, in addition to the conservation of energy:

\[ \| u(t) \|_{L^2(\mathbb{R}^d)} = \| u(0) \|_{L^2(\mathbb{R}^d)} \]

we have a dispersive property:

\begin{equation}
    \| u(t) \|_{L^\infty(\mathbb{R}^d)} \leq \frac{c(d)}{|t|^{d/2}} \| u(0) \|_{L^1(\mathbb{R}^d)}, \quad t \neq 0.
\end{equation}
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These properties have been employed to develop well-posedness results for inhomogeneous and nonlinear Schrödinger equations (NSE) [11, 4, 13]. The main idea of these works is to obtain space-time estimates for the solutions of LSE, called Strichartz estimates [11]:

\[
\|u\|_{L^q(\mathbb{R} \times \mathbb{R}^d)} \leq c(d, q) \|u(0)\|_{L^2(\mathbb{R}^d)}, \quad q = \frac{2(d + 2)}{d}.
\]

The local existence theory for NSE in \(\mathbb{R}^d\) uses the dispersive properties of the free Schrödinger semigroup, in the form of the Strichartz estimates. When the domain is periodic, i.e. when the equation (1.1) is considered on the torus \(T^d = \mathbb{R}^d / 2\pi \mathbb{Z}^d\), inequality (1.3) does not hold. Using refined properties of trigonometric series, Bourgain [1] has obtained an analogue of these estimates, by defining the temporal norm on a finite time interval and dealing with the projection of the linear Schrödinger equation on spaces spanned by a finite number of Fourier modes. In dimension one, this leads to estimates similar to classical Strichartz estimates in the case of the Cauchy problem, except that they involves constants that increase with the number of the considered Fourier modes:

\[
\left\| \sum_{|k| \leq N} a_k e^{-4it\pi^2 k^2} e^{2i\pi k x} \right\|_{L^6(0, 1/2; \mathbb{T}^1)} \leq cN^\epsilon \left( \sum_{|k| \leq N} |a_k|^2 \right)^{1/2},
\]

for some positive constant \(\epsilon\). However, for \(2 \leq q \leq 4\) an estimate similar to (1.3) holds:

\[
\|u\|_{L^q(0, 1/2; \mathbb{T}^1)} \leq c(q) \|u(0)\|_{L^2(\mathbb{T}^1)},
\]

where the above constant does not depends by the number of Fourier modes of initial data. The case \(q = 4\), is a simple consequence of the orthogonality of the complex exponentials and goes back to Zygmund [15]:
analyze whether the space-time estimates of the type (1.4) hold at the discrete level, uniformly with respect to the mesh size parameter. The analysis of property (1.5) at the discrete level will be done in a further paper. The existence of uniform estimates in mixed norms for the discrete solutions will permit to introduce convergent numerical approximations for those NSE for which even in the continuous case the well posedness could not be established by energy methods, see [2] and the references therein. To determine all the pairs $(q, r)$ for which the discrete solutions remain uniformly bounded in the $L^q L^r$ norm when initial data is bounded in the $L^2$-norm as the mesh size goes to zero, is a difficult open problem.

In the case of the NSE on the whole line, the analysis of the Strichartz estimates for its numerical approximations has been done in [6, 7] and [8]. The authors have proven the lack of uniform dispersive properties of type (1.2) or (1.3) for the solutions of the simplest approximation of the linear Schrödinger equation:

\[(1.6) \quad i u_t + \Delta_h u = 0,\]

where uniformity is with respect to the mesh size. Above, $\Delta_h$ is the second order approximation by finite differences of the Laplace operator $\Delta$:

\[ (\Delta_h u)_j = \frac{u_{j+1} - 2u_j + u_{j-1}}{h^2}, \quad j \in \mathbb{Z}. \]

The lack of a uniform estimate of type (1.2) is due to the fact that the symbol $p_h(\xi) = 4/h^2 \sin(\xi h/2)$ of the operator $-\Delta_h$ changes the convexity at the points $\pm \pi/2h$, a property that the continuous one $\xi^2$, does not satisfy. Observing this pathology, in [7] the following estimate for the solutions of scheme (1.6) is proved:

\[ \|u(t)\|_{L^\infty(h\mathbb{Z}^d)} \leq c(d) \left( \frac{1}{|t|^{1/2}} + \frac{1}{|th|^{1/3}} \right) \|u(0)\|_{\mu(h\mathbb{Z}^d)}, \]

estimate that is not uniform on the mesh parameter $h$. This does not allow to prove uniform Strichartz-like estimates for the semi-discretization (1.6).

We mention that the Schrödinger equation on the lattice $h\mathbb{Z}^d$, without concern for the uniformity of the estimates with respect to the size of the lattice, has been also studied in [10]. The analysis of dispersive properties for fully discrete models has been done in [9] for the KdV equation and in [5] for the Schrödinger equation.

In the case of the approximations of the periodic LSE, we will prove in Section 2 that the same pathology occurs. The symbol introduced by the simplest finite difference approximation changes the convexity and thus the $L^4$-estimate of the numerical solution does not hold uniformly with respect to the mesh size.

The paper is organized as follows. In Section 2 we analyze the simplest finite difference scheme for the one-dimensional LSE on the torus $\mathbb{T}^1$. We prove the blow-up of the discrete $L^4(0,T; L^4(\mathbb{T}^1))$-norm of its solutions as mesh parameter goes to zero. In Section 3 by mean of Ingham’s inequality we show that a suitable Fourier filtering of the initial data allows us to prove an uniform $L^4$-estimate on the numerical solutions. Section 4 is devoted to a scheme that contains artificial numerical viscosity. In this case the $L^4$-estimate follows by
using the dissipative effect for the high frequency component of the solutions and Ingham’s inequality for the low ones.

2. The conservative scheme

In this section we will analyze the semidiscrete scheme in finite differences for the one-dimensional LSE. Let us choose $N$ an even positive integer and $h = 1/(N + 1)$. With the convention $u^h_1 = u^h_N$ we consider the following numerical scheme:

$$
\begin{cases}
\frac{diu^h_j}{dt} + \frac{u^h_{j+1} - u^h_j + u^h_{j-1}}{h^2} = 0, & t > 0, \ j = 0, \ldots, N, \\
u^h_0(t) = u^h_{N+1}(t), & t > 0,
\end{cases}
$$

(2.1)

where $u^h(0)$ is an approximation of the initial datum $u(0)$. Here $u^h$ stands for the finite unknown vector $\{u^h_j\}_{j=0}^N$, $u^h_j(t)$ being the approximation of the continuous solution at the node $x_j = jh$ and time $t$.

This scheme satisfies the classical properties of consistency and stability which imply $L^2$-convergence. We will construct explicit solutions for scheme (2.1) for which an $L^4$-estimate similar to (1.4) does not hold uniformly with respect to the mesh-size parameter $h$.

In what follows for any $1 \leq p < \infty$, we consider the spaces of sequences $u = (u_0, \ldots, u_N), L^p(\mathbb{T}_h)$, endowed with the norm

$$
\|u\|_{L^p(\mathbb{T}_h)} = h \sum_{j=0}^N |u_j|^p.
$$

The main ingredient in our analysis is the **discrete Fourier transform** (DFT) (for refined results on this transform we refer to [12], Ch. 3), which associate to any vector $v = (v_0, v_1, \ldots, v_N)$ its Fourier coefficients:

$$
\hat{v}(k) = h \sum_{j=0}^N v_j e^{-2i\pi kjh}, \ k = -\frac{N}{2}, \ldots, \frac{N}{2}.
$$

Also we can recover $v$ from $\hat{v}$ by the **inverse discrete Fourier transform** as follows:

$$
v_j = \sum_{k=-N/2}^{N/2} \hat{v}(k) e^{2i\pi k jh}.
$$

In the sequel we will denote by $\{\varphi^h_k\}_{k=-N/2}^{N/2}$, $-N/2 \leq k \leq N/2$, the following vectors $\varphi^h_k = (\varphi^h_k)_j = \exp(2i\pi k jh)$. These vectors corresponds to the projection of the functions $\exp(2i\pi k x)$ on the grid $\{jh : j = 0, \ldots, N\}$.

Let $\{\hat{u}_0(n)\}_{n=-N/2}^{N/2}$, be the Fourier coefficients of $u^h(0)$. Thus $u^h(0)$ writes as follows:

$$
u^h(0) = \sum_{n=-N/2}^{N/2} \hat{u}_0(n) \varphi^h_n.
$$
Introducing this representation in equation (2.1) we find that the coefficients \{\hat{u}(t, n)\}, 
\(-N/2 \leq n \leq N\), of \(u^h(t)\) satisfy the following ODE’s:
\[
\begin{cases}
  i \frac{d\hat{u}(n, t)}{dt} + \hat{u}(n, t) \exp(2i\pi nh) + \exp(-2i\pi nh) - \frac{2}{h^2} = 0, & t > 0, \\
  \hat{u}(n, 0) = \hat{u}_0(n).
\end{cases}
\]

Solving these ODE’s we obtain that the solution \(u^h\) of (2.1) is given by
\[
(2.2) \quad u^h(t) = \sum_{n=-N/2}^{N/2} \hat{u}_0(n) \exp\left(-\frac{4it\sin^2(n\pi h)}{h^2}\right) \varphi^h_n.
\]

Observe that the in contrast with the continuous case, where the solutions are given by the following expression
\[
u(t, x) = \sum_{n \in \mathbb{Z}} \hat{u}_0(n) \exp(-4i\pi^2n^2t) \exp(2i\pi nx),
\]
here the symbol \(n^2, n \in \mathbb{Z}\), has been replaced by
\[
p_n(n) = \frac{4\sin^2\left(n\pi h\right)}{h^2} = 4(N + 1)^2 \sin^2\left(\frac{n\pi}{N + 1}\right), \quad n = -\frac{N}{2}, \ldots, \frac{N}{2},
\]
and the vectors \(\varphi^h_n\) are the projections of the exponentials \(\exp(2i\pi kx)\) on the considered grid.

As we can see in Figure 1 the discrete symbol \(p_n(n)\) introduced by scheme (2.1) changes convexity at the points \(n = \pm(N + 1)/4\). We recall that, in the case of Cauchy problem for LSE, this pathology of the discrete symbol has been used in [6] to prove the lack of uniform Strichartz estimates for the classical numerical approximation (1.6). It is then natural to expect that also in the periodic case the space time integrability of the solutions will be loosed in its simplest approximation scheme.

The following theorem shows the existence of initial data in \(L^2\) for which the mixed \(L^4\)-norm of the approximate solutions blows-up as the mesh size tends to zero.
Theorem 2.1. Let be $T > 0$. Then the following holds:

\[(2.4) \quad \sup_{h > 0} \sup_{u(0) \in L^2(T_h)} \| u^h \|_{L^4(0,T;L^4(T_h))} = \infty, \]

where $u^h$ is the solution of equation (2.1) with $u^h(0)$ as initial datum.

Remark 2.2. Let $P^h$ be the piecewise constant interpolator. In view of Theorem 2.1, for any fixed $T > 0$, the uniform boundedness principle guarantees the existence of a function $u(0) \in L^2(T_h)$ and a sequence $u^h(0)$ such that $P^h u^h(0) \to u(0)$ in $L^2(T_h)$ such that the corresponding solutions $u^h$ of (2.1) satisfy

\[ \| P^h u^h \|_{L^4(0,T;L^4(T_h))} \to \infty. \]

In what follows, to avoid the presence of constants, we will use the notation $A \lesssim B$ to report the inequality $A \leq \text{constant} \times B$, where the constant is independent of $h$. The statement $A \simeq B$ is equivalent to $A \lesssim B$ and $B \lesssim A$.

Proof of Theorem 2.1. Let us fix $T > 0$. We will consider initial data with their spectrum concentrated at the point $N/4$. A similar construction can be done for $-N/4$, this point having the same pathology as the previous one.

Let us fix $\alpha \in (0, 1)$. We set

\[ \Lambda_N = \left\{ n : |n| \leq \frac{N}{2}, |n - N/4| < N^\alpha \right\}. \]

To prove (2.4) we choose as initial datum in problem (2.1) the following function:

\[(2.5) \quad u^h(0) = \sum_{n \in \Lambda_N} \varphi_n^h. \]

This function has all its Fourier coefficients identically one in $\Lambda_N$ and vanish outside this set. A similar construction has been done in [7] in the context of the analysis of the dispersive properties of the classical finite difference approximation of the Cauchy problem for the Schrödinger equation. By choosing initial data concentrated at the pathological points the solutions of the scheme will be more and more discrepant to its continuous counterpart.

Using the orthogonality of the vectors $\{\varphi_n^h\}_{n=-N/2}^{N/2}$ we obtain the following behaviour of the $L^2$-norm of the initial datum:

\[(2.6) \quad \| u^h(0) \|_{L^2(T_h)} \simeq N^{\alpha/2}. \]

We will prove that the $L^4(0,T;L^4(T_h))$-norm of

\[(2.7) \quad u^h(t) = \sum_{n \in \Lambda_N} \exp \left( -\frac{4it \sin^2(n\pi h)}{h^2} \right) \varphi_n^h, \]
solution of equation (2.1) with initial datum given by (2.5), increases faster than $N^{\alpha/2}$. To evaluate the $L^4(0, T; L^4(\mathbb{T}_h))$-norm of $u^h$ we will use that for any vector $v$ given by

$$v = \sum_{n=-N/2}^{N/2} \hat{a}(n) \varphi_n^h$$

its $L^4(\mathbb{T}_h)$-norm satisfies

$$\|v\|_{L^4(\mathbb{T}_h)}^4 = \sum_{-N/2 \leq n_i \leq N/2 \atop n_1 + n_2 = n_3 + n_4} \hat{a}(n_1)\hat{a}(n_2)\bar{\hat{a}}(n_3)\bar{\hat{a}}(n_4)$$

The proof of (2.8) uses only the orthogonality of the vectors $\varphi_n^h$ and we will omit it. Applying this result to the solution $u^h$ written in the form (2.2) we get

$$\|u^h\|_{L^4(0, T; L^4(\mathbb{T}_h))}^4 = \int_0^T \sum_{n_i \in \Lambda_N \atop n_1 + n_2 = n_3 + n_4} e^{-itq_h(n)} dt,$$

where the function $q_h(n)$ is given by

$$(2.9) \quad q_h(n) = p_h(n_1) + p_h(n_2) - p_h(n_3) - p_h(n_4), \quad n = (n_1, n_2, n_3, n_4).$$

Using that the function $q_h$ satisfies $q_h(n_1, n_2, n_3, n_4) = -q_h(n_3, n_4, n_1, n_2)$ we have

$$\|u^h\|_{L^4(0, T; L^4(\mathbb{T}_h))}^4 = \frac{1}{2} \sum_{n_i \in \Lambda_N \atop n_1 + n_2 = n_3 + n_4} \int_0^T (e^{-itq_h(n_1, n_2, n_3, n_4)} + e^{-itq_h(n_3, n_4, n_1, n_2)}) dt$$

$$= \sum_{n_i \in \Lambda_N \atop n_1 + n_2 = n_3 + n_4} \int_0^T \cos(tq_h(n)) dt.$$
We will prove that for large enough \(N\), the term \(q_h(n)\) occurring in the right hand side is sufficiently small and then all the integrals occurring in the last sum behaves as \(T\).

Explicit computations show that for any \(n = (n_1, n_2, n_3, n_4)\) with \(n_1 + n_2 = n_3 + n_4\) the following holds:

\[
q_h(n) = 8(N + 1)^2 \cos \left( \frac{(n_1 + n_2)\pi}{N + 1} \right) \sin \left( \frac{(n_1 - n_2 + n_3 - n_4)\pi}{2(N + 1)} \right) \sin \left( \frac{(n_1 - n_2 - n_3 + n_4)\pi}{2(N + 1)} \right).
\]

We estimate each term in the above representation of \(q_h(n)\). Using that \(n_1\) and \(n_2\) belong to \(\Lambda_N\) we get

\[
\left| \frac{(n_1 + n_2)\pi}{N + 1} - \frac{\pi}{2} \right| \leq \left| \frac{n_1\pi}{N + 1} - \frac{\pi}{4} \right| + \left| \frac{n_2\pi}{N + 1} - \frac{\pi}{4} \right| \leq \frac{2\pi(N^\alpha + 1/4)}{(N + 1)} \leq \frac{1}{(N + 1)^{1-\alpha}}.
\]

Thus

\[
\tag{2.10}
\left| \cos \left( \frac{(n_1 + n_2)\pi}{N + 1} \right) \right| \lesssim \sin \left( \frac{1}{(N + 1)^{1-\alpha}} \right) \lesssim \frac{1}{(N + 1)^{1-\alpha}}.
\]

Also using that \(|n_1 - n_2| + |n_3 - n_4| \leq 4(N + 1)\alpha\) we obtain that

\[
\tag{2.11}
\left| \sin \left( \frac{(n_1 - n_2 + n_3 - n_4)\pi}{2(N + 1)} \right) \sin \left( \frac{(n_1 - n_2 - n_3 + n_4)\pi}{2(N + 1)} \right) \right| \lesssim \frac{1}{(N + 1)^{2-2\alpha}}.
\]

In view of inequalities (2.10) and (2.11) we obtain that \(q_h(n)\) satisfies \(|q_h(n)| \lesssim N^{3\alpha - 1}\) for any \(n = (n_1, n_2, n_3, n_4) \in \Lambda_N^4\) with \(n_1 + n_2 = n_3 + n_4\). Choosing \(\alpha < 1/3\) the following estimate holds uniformly for all \(n\) as above:

\[
\int_0^T \cos(tq_h(n))dt \geq T \cos \left( \frac{T}{N^{1-3\alpha}} \right) \gtrsim 1.
\]

Using that the number of pairs \(n \in \Lambda_N^4\) with \(n_1 + n_2 = n_3 + n_4\) is of order \(\Lambda_N^3\) we obtain that that

\[
\tag{2.12}
\|u^h\|_{L^4(0,T; L^4(\Omega_h))} \simeq N^{3\alpha/4}.
\]

By (2.6) and (2.12) we finally obtain that

\[
\frac{\|u^h\|_{L^4(0,T; L^4(\Omega_h))}}{\|u^h(0)\|_{L^2(\Omega_h)}} \simeq N^{\alpha/4}
\]

which finishes the proof. \(\square\)

### 3. Filtering the high frequencies

In this section we prove that a spectral filtering of the initial data will provides uniform \(L^4\)-estimates for the discrete solutions. The following Theorem shows that this holds for all initial data supported far away from the pathological spectral points \(\pm N/4\).

**Theorem 3.1.** Let \(\lambda < 1/4\). There is a positive constant \(c(\lambda)\) such that for all initial datum \(u^h(0) \in \text{Span}\{\varphi_n^h : |n| \leq \lambda N\}\), the solution \(u^h\) of equation (2.1) satisfies

\[
\tag{3.1}
\|u^h\|_{L^4(0,T; L^4(\Omega_h))} \leq c(\lambda)\|u^h(0)\|_{L^2(\Omega_h)}.
\]
Remark 3.2. The same result holds if for some positive constant $\epsilon$ the initial datum $u^h(0)$ belongs to the set
\[ \text{Span}\left\{ \varphi_n^h : |n| - \frac{N}{4} \geq \epsilon N \right\}. \]

On this set the symbol introduced by the finite difference scheme (2.1) is uniformly convex, with a parameter which depends by $\epsilon$. Clearly, this uniform convexity is lost as $\epsilon$ goes to zero.

The main ingredient in the proof of the above result is the following direct Ingham’s inequality.

Lemma 3.3. Let $(\mu_n)_{n \in \mathbb{Z}}$ be a sequence of real numbers and $\gamma > 0$ be such
\[ (3.2) \quad \mu_{n+1} - \mu_n \geq \gamma > 0, \forall n \in \mathbb{Z}. \]

For any $T > 0$ there exists a positive constant $C = C(T, \gamma) > 0$ such that, for any finite sequence $(a_n)_{n \in \mathbb{Z}}$,
\[ (3.3) \quad \int_{-T}^{T} \left| \sum_n a_n e^{i \mu_n t} \right|^2 dt \leq C \sum_n |a_n|^2. \]

The Ingham’s inequalities have been successfully used to prove observability inequalities in many 1-D control problems. They generalize the classical Parseval equality for orthogonal sequences. We refer to Young [14] to a survey on the theme.

Proof of Theorem 3.1. Let us consider $u^h(0) \in \text{Span}\{ \varphi_n^h : |n| \leq \lambda N \}$ as initial data in equation (2.1):
\[ u^h(0) = \sum_{|n| \leq \lambda N} \hat{u}_0(n) \varphi_n^h. \]

The solution of (2.1) is given by
\[ u^h(t) = \sum_{|n| \leq \lambda N} \hat{u}_0(n) \exp(-itp(n)) \varphi_n^h, \]
where $p(n) = 4/h^2 \sin^2(n\pi h)$.

With $q_h$ as in (2.9), identity (2.8) applied to vector $u^h$ gives us
\[ \|u^h\|_{L^4(0,T;L^4(\mathbb{T}_h))}^4 = \int_0^T \sum_{|n_1| \leq \lambda N} \sum_{n_1+n_2=n_3+n_4} \hat{u}_0(n_1)\hat{u}_0(n_2)\overline{\hat{u}_0(n_3)}\overline{\hat{u}_0(n_4)}e^{-itq_h(n)} \]
\[ = \int_0^T \sum_{|r| \leq 2\lambda N} \sum_{|n_1| \leq \lambda N} \sum_{n_1+n_2=r, n_3+n_4=r} \hat{u}_0(n_1)\hat{u}_0(n_2)\overline{\hat{u}_0(n_3)}\overline{\hat{u}_0(n_4)}e^{-itq_h(n)} \]
\[ = \sum_{|r| \leq 2\lambda N} \int_0^T \left| \sum_{|n| \leq \lambda N} \hat{u}_0(n_1)\hat{u}_0(n_2)e^{-it(p_h(n_1)+p_h(n_2))} \right|^2 dt. \]
It is sufficient to prove that for any \(|r| \leq 2\lambda N\), \(\Sigma(r)\) defined by
\[
\Sigma(r) = \int_0^T \left| \sum_{|n_1| \leq \lambda N, \atop n_1 + n_2 = r} \hat{u}_0(n_1)\hat{u}_0(n_2)e^{-it(p_h(n_1) + p_h(n_2))} \right|^2 dt
\]
satisfies
\[
(3.4) \quad \Sigma(r) \leq \sum_{|n_1| \leq \lambda N, \atop n_1 + n_2 = r} |\hat{u}_0(n_1)|^2 |\hat{u}_0(n_2)|^2.
\]
We consider the case \(r \geq 0\) the other case being similar. We write \(\Sigma(r)\) as
\[
(3.5) \quad \Sigma(r) = \int_0^T \left| \sum_{r-\lambda N \leq n \leq \lambda N} \hat{u}_0(n)\hat{u}_0(r - n)e^{it\mu(n)} \right|^2 dt
\]
where \(\mu(n) = -p_h(n) - p_h(r - n)\).

In order to apply Ingham’s inequality (3.3) we need to prove that the sequence \(\mu_h(n)\) satisfies the gap condition (3.2). As we can see in Figure 3 there are two range of \(n\)'s for which the gap condition (3.2) is satisfied in each of them.

Elementary manipulations of trigonometric functions give us that
\[
(3.6) \quad \mu_h(n + 1) - \mu_h(n) = 8(N + 1)^2 \cos \left( \frac{\pi r}{N + 1} \right) \sin \left( \frac{\pi (r - 2n - 1)}{N + 1} \right) \sin \left( \frac{\pi}{N + 1} \right).
\]
Thus the sequence \(\mu_h(n)\) satisfies the following inequalities:
\[
\mu_h(r - [\lambda N]) < \mu_h(r - [\lambda n] + 1) < \cdots < \mu_h(\left[ \frac{r}{2} \right] - 1) < \mu_h(\left[ \frac{r}{2} \right])
\]
and
\[
\mu_h(\left[ \frac{r}{2} \right] + 1) > \mu_h(\left[ \frac{r}{2} \right] + 2) > \cdots > \mu_h(\lambda N),
\]
where \([\cdot]\) represents the floor function.
By (3.6), for any $n \leq \lfloor r/2 \rfloor - 1$ in the definition (3.5) of $\Sigma(r)$ we obtain
\[ \mu_h(n + 1) - \mu_h(n) \geq 8(N + 1)^2 \cos(2\lambda\pi) \sin^2 \left( \frac{\pi}{N + 1} \right) \geq c_1(\lambda). \]
Also, for $n \geq \lfloor r/2 \rfloor$ the following holds
\[ \mu_h(n + 1) - \mu_h(n) \leq -8(N + 1)^2 \cos(2\lambda\pi) \sin^2 \left( \frac{\pi}{N + 1} \right) \leq -c_2(\lambda). \]
This suggests us to split the right hand side of (3.5) as $\Sigma(r) = \Sigma_1(r) + \Sigma_2(r)$ where
\[ \Sigma_1(r) = \int_0^T \left| \sum_{n=r-N}^{r-\lambda N} \hat{u}_0(n) \hat{u}_0(r - n) e^{it\mu_h(n)} \right|^2 dt \]
and
\[ \Sigma_2(r) = \int_0^T \left| \sum_{n=\lfloor r/2 \rfloor + 1}^{\lambda N} \hat{u}_0(n) \hat{u}_0(r - n) e^{it\mu_h(n)} \right|^2 dt. \]
For each of the above terms we apply Ingham’s inequality and obtain:
\[ \Sigma_1(r) \leq \sum_{r-N \leq n} \left| \hat{u}_0(n) \right|^2 \left| \hat{u}_0(r - n) \right|^2 \]
and
\[ \Sigma_2(r) \leq \sum_{\lfloor r/2 \rfloor + 1}^{\lambda N} \left| \hat{u}_0(n) \right|^2 \left| \hat{u}_0(r - n) \right|^2 \]
The last two estimates show that (3.4) holds and then (3.1). The proof is now complete. □

4. A VISCOUS SCHEME

In this section we will analyze the $L^4$-property for numerical schemes that contain artificial numerical viscosity.

The scheme we will analyze is as follows:
\[
\begin{cases}
\frac{d u_{j}}{dt} + \frac{uh_{j+1} - 2uh_{j} + uh_{j-1}}{h^2} = ia(h)\frac{uh_{j+1} - 2uh_{j} + uh_{j-1}}{h^2}, & j = 0, \ldots, N, t > 0, \\
u_0(t) = u_{N+1}(t), & t > 0,
\end{cases}
\]
where by convention $u_{-1} = u_{N}$.

The main result of this section is given by the following theorem.

Theorem 4.1. Let $a(h)$ be such that
\[
\inf_{h>0} \frac{a(h)}{h} > 0.
\]
For any positive time $T$, there exists a positive constant $C(T)$ such that
\[ \|u^h\|_{L^4(0,T;L^4(\Omega_h))} \leq C(T)\|u^h(0)\|_{L^2(\Omega_h)}. \]
holds for all \( u^h(0) \in L^2(\mathbb{T}_h) \), uniformly in \( h > 0 \).

**Remark 4.2.** We do not know whether condition (4.2) on \( a(h) \) is necessary. It is an open problem to determine the range of \( \beta > 1 \), if there exists any, such that for \( a(h) = h^\beta \) the result of the above theorem still holds.

**Proof.** Tacking the DFT in (4.1) we find that the Fourier coefficients of \( u^h(t), \hat{u}(t, k), \) \( k = -N/2, \ldots, N/2 \) solve the following ODE's:

\[
\begin{cases} 
  i \frac{d\hat{u}(t, k)}{dt} + \hat{u}(t, k)p_h(n) = ia(h)\hat{u}(t, k)p_h(n), \quad t > 0. \\
  \hat{u}(0, k) = \hat{u}_0(k),
\end{cases}
\]

where \( \hat{u}_0(k), k = -N/2, \ldots, N/2 \) are the Fourier coefficients of \( u^h(0) \):

\[
u^h(0) = \sum_{|n|\leq N/2} \hat{u}_0(n)\varphi^h_n.
\]

Solving the above ODE's we obtain that \( u^h \), the solution of (4.1) is as follows

\[
u^h(t) = \sum_{k=-N/2}^{N/2} \hat{u}_0(k) \exp \left( -\frac{4it \sin(k\pi h)}{h^2} - a(h)\frac{4t \sin^2(k\pi h)}{h^2} \right) \varphi^h_k.
\]

We split \( u^h \) in two components \( u^h(t) = u^h_{\text{low}}(t) + u^h_{\text{high}}(t) \), corresponding to a low:

\[
u^h_{\text{low}}(t) = \sum_{|k|\leq N/8} \hat{u}_0(k) \exp (-ipt_h(n) - a(h)tp_h(n)) \varphi^h_k,
\]

respectively high frequencies component of \( u^h \):

\[
u^h_{\text{high}}(t) = \sum_{N/8 < |k| \leq N/2} \hat{u}_0(k) \exp (-ipt_h(n) - a(h)tp_h(n)) \varphi^h_k.
\]

The choice of \( N/8 \) as the range of low frequencies is motivated by the fact that there are solutions concentrated near the point \( N/4 \) of the spectrum that generate the blow-up of the \( L^4(0, T; L^4(\mathbb{T}_h)) \)-norm as we have seen in Section 2.

In the following we will prove that the two components \( u^h_{\text{low}} \) and \( u^h_{\text{low}} \) of \( u^h \) satisfy:

\[
\|u^h_{\text{low}}\|_{L^4(0, T; L^4(\mathbb{T}_h))} \lesssim \|u^h_{\text{low}}(0)\|_{L^2(\mathbb{T}_h)}
\]

and

\[
\|u^h_{\text{high}}\|_{L^4(0, T; L^4(\mathbb{T}_h))} \lesssim \|u^h_{\text{high}}(0)\|_{L^2(\mathbb{T}_h)}.
\]
Step I. Estimate of $u_{high}^h$. Using identity (2.8) we obtain that $u_{high}^h$ satisfies the rough estimate

$$
\|u_{high}^h\|_{L^4(0,T; L^4(T_h))}^4 \lesssim \sum_{N/8<n_4 \leq N/2} \sum_{n_1+n_2=n_3+n_4} |\tilde{u}_0(n_1)\tilde{u}_0(n_2)\tilde{u}_0(n_3)\tilde{u}_0(n_4)| \int_0^T e^{-t\sigma_h(n)} dt
$$

$$
\lesssim \sum_{N/8<n_4 \leq N/2} \sum_{n_1+n_2=n_3+n_4} |\tilde{u}_0(n_1)\tilde{u}_0(n_2)\tilde{u}_0(n_3)\tilde{u}_0(n_4)| a(h)\sigma_h(n)
$$

where $\sigma_h$ is given by

$$
\sigma_h(n) = p_h(n_1) + p_h(n_2) + p_h(n_3) + p_h(n_4), \ n = (n_1, n_2, n_3, n_4).
$$

Observe that for all $n = (n_1, n_2, n_3, n_4)$ with $N/8 < n_i \leq N/2$, $\sigma_h(n)$ can be bounded from below as follows:

$$
\sigma_h(n) \geq 16(N+1)^2 \sin^2 \left( \frac{N\pi}{8(N+1)} \right) \geq c_1(N+1)^2.
$$

Thus, in the above inequality we replace $\sigma_h(n)$ by $(N+1)^2$ and we obtain

$$
(4.6) \quad \|u_{high}^h\|_{L^4(0,T; L^4(T_h))}^4 \lesssim \frac{h^2}{a(h)} \sum_{N/8<n_4 \leq N/2} \sum_{n_1+n_2=n_3+n_4} |\tilde{u}_0(n_1)\tilde{u}_0(n_2)\tilde{u}_0(n_3)\tilde{u}_0(n_4)|.
$$

The right hand side sum satisfies:

$$
\sum_{N/8<n_4 \leq N/2} \sum_{n_1+n_2=n_3+n_4} |\tilde{u}_0(n_1)\tilde{u}_0(n_2)\tilde{u}_0(n_3)\tilde{u}_0(n_4)| \leq \sum_{N/4<r \leq N} \left( \sum_{n_1+n_2=r} \sum_{N/8<n_4 \leq N/2} |\tilde{u}_0(n_1)\tilde{u}_0(n_2)| \right)^2
$$

$$
\lesssim \sum_{N/4<r \leq N} (r+1) \sum_{n_1+n_2=r} \sum_{N/8<n_4 \leq N/2} |\tilde{u}_0(n_1)\tilde{u}_0(n_2)|^2
$$

$$
\lesssim (N+1) \left( \sum_{N/8<n \leq N/2} \tilde{u}_0(n) \right)^2 (4.7).
$$

Estimates (4.6) and (4.7) imply that

$$
\|u_{high}^h\|_{L^4(0,T; L^4(T_h))}^4 \lesssim \frac{h}{a(h)} \|u_{high}^h(0)\|_{L^4(T_h)}^4.
$$

In view of assumption (4.2) on $a(h)$ we obtain that the high frequencies component of $u^h$, $u_{high}^h$, satisfies the following estimate:

$$
\|u_{high}^h\|_{L^4(0,T; L^4(T_h))} \lesssim \|u_{high}^h(0)\|_{L^2(T_h)}.
$$
Step II. Estimate of $u_{\text{low}}^h$. Using the same ideas as above the low frequencies component $u_{\text{low}}^h$ satisfies:

$$
\|u_{\text{low}}^h\|_{L^4(0,T; L^4(T_h))}^4 = \int_0^T \sum_{|n| \leq N/8} \left| \hat{u}_0(n_1) \hat{u}_0(n_2) \hat{u}_0(n_3) \hat{u}_0(n_4) e^{-itq_h(n)} e^{-ta(h)\sigma_h(n)} \right| dt
$$

$$
= \int_0^T \sum_{|n| \leq N/8} \left| \hat{u}_0(n_1) \hat{u}_0(n_2) \hat{u}_0(n_3) \hat{u}_0(n_4) e^{-itq_h(n)} e^{-ta(h)\sigma_h(n)} \right| dt
$$

$$
= \int_0^T \sum_{|n| \leq N/8} \left| \hat{u}_0(n_1) \hat{u}_0(n_2) e^{-it(p_h(n_1)+p_h(n_2))} e^{-ta(h)(p_h(n_1)+p_h(n_2))} \right|^2 dt.
$$

It is sufficient to prove the existence of a positive constant $c$, independent of $|r| \leq N/4$ and $N$, such that $\Sigma(r)$ defined by

$$
\Sigma(r) = \int_0^T \sum_{|n| \leq N/8} \left| \hat{u}_0(n_1) \hat{u}_0(n_2) e^{-it(p_h(n_1)+p_h(n_2))} e^{-ta(h)(p_h(n_1)+p_h(n_2))} \right|^2 dt,
$$

satisfies the following inequality:

$$
\Sigma(r) \leq c \sum_{|n| \leq N/8} \left| \hat{u}_0(n_1) \right|^2 \left| \hat{u}_0(n_2) \right|^2.
$$

We consider the case $r \geq 0$, the other case can be treated in a similar manner. The conditions imposed on $r, n_1, n_2$ in definition (4.8) of $\Sigma(r)$ give us that $n_1$ satisfies:

$$
-\frac{N}{8} \leq r - \frac{N}{8} \leq n_1 \leq \frac{N}{8} \leq r + \frac{N}{8}.
$$

This allows us to rewrite $\Sigma(r)$ in the following form

$$
\Sigma(r) = \int_0^T \sum_{n = \frac{r-N}{8}}^{\frac{N}{8}} \left| \hat{u}_0(n) \hat{u}_0(r-n) e^{-it(p_h(n)+p_h(r-n))} e^{-ta(h)(p_h(n)+p_h(r-n))} \right|^2 dt.
$$

Using that $r - \frac{N}{8} \leq \frac{r}{2} \leq \frac{N}{8}$ we write $\Sigma(r) \leq 2(\Sigma_1(r) + \Sigma_2(r))$ where

$$
\Sigma_1(r) = \int_0^T \sum_{n = \frac{r-N}{8}}^{\frac{r}{2}} \left| \hat{u}_0(n) \hat{u}_0(r-n) e^{-it(p_h(n)+p_h(r-n))} e^{-ta(h)(p_h(n)+p_h(r-n))} \right|^2 dt
$$

and

$$
\Sigma_2(r) = \int_0^T \sum_{n = [\frac{r}{2}]+1}^{\frac{N}{8}} \left| \hat{u}_0(n) \hat{u}_0(r-n) e^{-it(p_h(n)+p_h(r-n))} e^{-ta(h)(p_h(n)+p_h(r-n))} \right|^2 dt.
$$
In the following we prove that
\[ \Sigma_1(r) \lesssim C(T) \sum_{n=r-N/8}^{\lfloor r/2 \rfloor} |\hat{u}_0(n)|^2|\hat{u}_0(r-n)|^2. \]

In a similar manner \( \Sigma_2(r) \) will satisfy
\[ \Sigma_2(r) \lesssim C(T) \sum_{n=\lfloor r/2 \rfloor+1}^{N/8} |\hat{u}_0(n)|^2|\hat{u}_0(r-n)|^2 \]
and thus (4.9) holds, which finishes the proof.

With the notations \( \mu_h(n, m) = q_h(n, r-n, m, r-m) \) and \( \nu_h(n, m) = \sigma_h(n, r-n, m, r-m) \) we get
\[
\Sigma_1(r) \leq \sum_{n=r-N/8}^{\lfloor r/2 \rfloor} |\hat{u}_0(n)|^2|\hat{u}_0(r-n)|^2 \int_0^T e^{-ta(h)\nu_h(n,m)}dt + S_1(r) \\
\leq T \sum_{n=r-N/8}^{\lfloor r/2 \rfloor} |\hat{u}_0(n)|^2|\hat{u}_0(r-n)|^2 + S_1(r).
\]

where
\[
S_1(r) = \sum_{n,m=r-N/8}^{\lfloor r/2 \rfloor} |\hat{u}_0(n)\hat{u}_0(n-r)\hat{u}_0(n-m)\hat{u}_0(n-m)| \left| \int_0^T e^{-ia\mu_h(n,m)}e^{-ta(h)\nu_h(n,m)}dt \right|
\]

It is sufficient to prove that
\[
(4.10) \quad S_1(r) \lesssim \sum_{n=r-N/8}^{\lfloor r/2 \rfloor} |\hat{u}_0(n)|^2|\hat{u}_0(r-n)|^2.
\]

Observe that \( S_1 \) satisfies the following estimate:
\[
S_1(r) \leq 2 \sum_{n,m=r-N/8}^{\lfloor r/2 \rfloor, n \neq m} |\hat{u}_0(n)\hat{u}_0(n-r)\hat{u}_0(n-m)\hat{u}_0(n-m)| \left| i\mu_h(n,m) + a(h)\nu_h(n,m) \right|
\]
\[
= \sum_{n=r-N/8}^{\lfloor r/2 \rfloor} |\hat{u}_0(n)|^2|\hat{u}_0(n-r)|^2 \sum_{m=r-N/8}^{\lfloor r/2 \rfloor, m \neq n} \frac{1}{|\mu_h(m,n)|}
+ \sum_{m=r-N/8}^{\lfloor r/2 \rfloor} |\hat{u}_0(m)|^2|\hat{u}_0(m-r)|^2 \sum_{n=r-N/8}^{\lfloor r/2 \rfloor, n \neq m} \frac{1}{|\mu_h(m,n)|}.
\]
We prove the existence of a positive constant $C$, independent of $N$ and $r$ such that the following
\[
l(n) = \sum_{\substack{m = r-N/8 \\
m \neq n}}^{[r/2]} \frac{1}{|\mu_h(m,n)|} \leq C
\]
holds for all $n = r - N/8, \ldots, [r/2]$. Thus (4.10) holds and the proof is finishes.

We claim the existence of a positive constant $c$ such that $\mu_h$ verifies
\[
|\mu_h(n, m)| \geq c |n - m| |r - m - n|
\]
for all $n, m \in I(r, N) = \{r - N/8, \ldots, [r/2]\}$. Thus for a fixed $n$, $l(n)$ satisfies
\[
l(n) \lesssim \sum_{m = r-N/8 \atop m \neq n}^{[r/2]} \frac{1}{|n - m|^2} + \sum_{m = r-N/8 \atop m \neq n}^{[r/2]} \frac{1}{|r - m - n|^2} \lesssim \sum_{m \geq 1} \frac{1}{m^2} \leq C.
\]

It remains to prove (4.11). Explicit computations show that
\[
\mu_h(n, m) = 8(N + 1)^2 \cos \left( \frac{r \pi}{N + 1} \right) \sin \left( \frac{(r - m - n) \pi}{N + 1} \right) \sin \left( \frac{(n - m) \pi}{N + 1} \right).
\]
Taking into account that $r \leq N/4$ we get $|\cos(r \pi / (N + 1))| \geq \cos(\pi/4)$. This was the key point in choosing the low frequency component up to $N/8$. If we would have chosen all the frequencies up to $N/4$ we will obtain that $r \leq N/2$ and then the term $\cos(r \pi / N)$ could not be bounded from below by a positive constant. Using that $n$ and $m$ belong to $I(r, N)$ and that $r$ is nonnegative we have $|n| \leq N/8$ and $|m| \leq N/8$. Thus $|n - m| \leq N/4$ and
\[
| \sin \left( \frac{(n - m) \pi}{N + 1} \right) | \gtrsim \frac{|n - m|}{N + 1}.
\]
Also $r \leq N/4$ implies that $|r - m - n| \pi / (N + 1) \leq \pi/2$ and
\[
| \sin \left( \frac{(r - m - n) \pi}{N + 1} \right) | \gtrsim \frac{|r - n - m|}{N + 1}.
\]
The last two inequalities prove (4.11).

The proof is now complete. \hfill \Box
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