Abstract. We give a combinatorial mutation rule for Aihara’s and Iyama’s silting mutation. As an application, we reprove Keller-Yang’s mutation rule for Ginzburg algebras, and obtain an analog of that rule for arbitrary dimension.

1. Introduction

Keller and Vossieck introduced the notion of silting objects in [6], as a means to studying aisles in derived categories. These are objects generating the triangulated category, such that all positive self-extensions vanish. One may note that, by Keller’s version of the derived Morita theorem (see [5]), if one has a silting object \( T \) in an algebraic triangulated category, then this triangulated category is equivalent to the perfect complexes over the derived endomorphism ring of \( T \).

Aihara and Iyama [1], inspired by cluster mutation, introduced a mutation procedure for silting objects: They remove a summand from the silting object, and replace it by a different one, using an approximation by the other summands.

In [2], it is proven that certain silting objects correspond to cluster tilting objects in (higher) cluster categories, and moreover that this identification translates silting mutation to cluster tilting mutation.

Our aim here is to give a combinatorial mutation rule for silting mutation. We assume the dg-algebra we start with is given as a quiver (with arrows in all non-negative degrees) – see Construction 2.2 for a justification of this assumption. Then we show:

**Theorem 1.1.** Let \((kQ, d)\) be a dg quiver algebra, concentrated in (homologically) non-negative degree. Let \( i \) be a vertex of \( Q \) with no loops of degree 0 attached to it.

Then the derived endomorphism ring of the left Aihara-Iyama silting mutation of \( kQ \) at \( i \) is given as the mutated quiver \((kM, \partial)\) as described in Section 3.

An obvious dual involving right silting mutation also holds. However, since this is the exact same statement for the opposite quiver, we restrict to considering left silting mutation here.
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While the mutation rule may seem combinatorially quite involved, we illustrate in Section 4 on some small examples that it is readily applicable.

In Section 5 we apply our mutation rule to Ginzburg dg-algebras, obtaining immediately the result of Keller and Yang [7] that the silting mutation is precisely the Ginzburg dg-algebra of the mutated quiver.

We then proceed (in Section 6) to generalize this result to arbitrary dimension. In [8], Van den Bergh proves that (under certain assumptions) any Calabi-Yau algebra is quasi-isomorphic to one given by a higher quiver with potential. Here we obtain a mutation rule for these higher dimensional quivers with potential, which we show to coincide with the endomorphism ring of a silting object.

Combinatorial mutation rules are already known for cluster categories (and various generalizations). We hope that future work will show that these cluster mutation rules are (in some sense) induced by the silting mutation rule presented here.

2. Setup

Throughout this paper, we denote by $\Lambda$ a (homologically) non-negatively graded dg-algebra over $R = k^n$, where $k$ is a field. We assume moreover that, as graded algebra, $\Lambda$ is free on a degree-wise finite set of generators, that is $\Lambda \cong T^R_A$ for some degree-wise finite dimensional $R$-$R$-bimodule $A$.

Choosing generators for $A$, we see that $\Lambda$ is given as a quiver algebra $kQ$ (with arrows allowed in all non-negative degrees), together with a differential. We will denote the arrows of $Q$ by small greek letters $\varphi, \psi, \ldots$, and their degrees by $|\varphi|, |\psi|, \ldots$. It clearly suffices to know the differential $d$ on the arrows – its value on paths can then be calculated using the graded Leibnitz rule.

**Example 2.1.** Let $A$ be a basic finite dimensional hereditary $k$-algebra over an algebraically closed field $k$. Then $\Lambda = A$, considered as dg-algebra concentrated in degree 0, satisfies our assumptions.

**Construction 2.2.** Let $A$ be any basic finite dimensional $k$-algebra over an algebraically closed field $k$. Then $A$ is given by a quiver algebra $kQ$ (with arrows allowed in all non-negative degrees), together with a differential. We will denote the arrows of $Q$ by small greek letters $\varphi, \psi, \ldots$, and their degrees by $|\varphi|, |\psi|, \ldots$. It clearly suffices to know the differential $d$ on the arrows – its value on paths can then be calculated using the graded Leibnitz rule.

**Example 2.3.** Let $A = k[1 \xrightarrow{\varphi} 2 \xrightarrow{\psi} 3]/(\psi \varphi)$. Then $A$ is quasi-isomorphic to

$$\Lambda = k[1 \xrightarrow{\varphi} 2 \xrightarrow{\psi} 3]$$

where $\omega$ is in degree 1 and $d\omega = \psi \varphi$. 
Remark 2.4. Let $\mathcal{T}$ be an algebraic triangulated category, and $S \in \mathcal{T}$ a silting complex. Then $\text{REnd}_\mathcal{T}(S)$ is a non-negatively graded dg-algebra. However it is not clear how to turn this dg-algebra into a quiver in a reasonably small way. (Similar to Construction 2.2 one may start with a tensor algebra and kill everything superfluous, however this typically gives results that are too big to control.)

3. Mutation

In this section, we describe the mutation procedure on a graded quiver with differential. Let $Q$ be as in Section 2 and $i \in \{1, \ldots, n\}$ a vertex of $Q$ without loops of degree 0 attached to it. We construct a new quiver $M$. Since many of the arrows will have the same names as arrows of $Q$, we denote the degrees of these in $M$ by $\| \cdot \|$, and the differential by $\partial$.

The main result of this paper (Theorem 1.1), which we prove in Section 7, is that the quiver $M$ described here is in fact the silting mutation of the quiver $Q$ we started with.

We first describe the quiver $M$. While the description of $M$ itself is fairly simple, the description of the differential is somewhat involved, and in particular it seems non-trivial that the formulas actually define a differential (i.e. that the candidate differential squares to 0).

We denote by $A$ the collection of all arrows of degree 0 which start in $i$. (Recall that we assume that none of these arrows is a loop.) For the arrows in $A$ we will use greek letters from the beginning of the alphabet (mostly $\alpha$, sometimes $\beta$).

Since we often have to distinguish according to whether a given vertex is $i$ or not, we denote by $\chi(\cdot)$ the characteristic function of $i$, that is

$$\chi(j) = \begin{cases} 
1 & \text{if } j = i \\
0 & \text{if } j \neq i.
\end{cases}$$

Step 1: Rotation of arrows. We increase the degree of all arrows into $i$, and decrease the degree of all arrows out of $i$. In particular all loops in $i$ keep their degree. Note that now precisely the arrows in $A$ have been assigned degree $-1$. We replace these arrows $\alpha$ by arrows $\alpha^*$ of degree 0 in the opposite direction.

In short terms, we have arrows:

$$\varphi: j \to j' \quad \text{for } \varphi: j \to j' \in Q_1 \setminus A \quad \|\varphi\| = |\varphi| - \chi(s_\varphi) + \chi(t_\varphi);$$

$$\alpha^*: j \to i \quad \text{for } \alpha: i \to j \in A \quad \|\alpha^*\| = 0.$$

Step 2: Composition arrows. As the reader familiar with cluster theory might expect, we need to add new arrows for “broken compositions”, that is we introduce arrows $\alpha \varphi$ for any $\varphi$ ending in $i$ and $\alpha \in A$.

That is, we have

$$\alpha \varphi: j \to j' \quad \text{for } \varphi: j \to i \in Q_1, \alpha: i \to j' \in A \quad \|\alpha \varphi\| = \|\varphi\| - 1.$$
Note that using the name “αϕ” is not ambiguous, since α does not appear on its own in the mutated quiver.

**Step 3: Anti-compositions.** Symmetric to the above, we also need to deal with “new” compositions, that only came into existence because we turned arrows. This is done by introducing the following arrows.

\[ \varphi \alpha^{-1}: j \rightarrow j' \quad \text{for} \quad \varphi: i \rightarrow j, \alpha: i \rightarrow j \in A \quad \|\varphi \alpha^{-1}\| = \|\varphi\| + 1 \]

**Step 4: In case of cycles at i.** In case there are cycles in i we need to combine the two constructions from Steps 3 and 4 above introduce the arrows

\[ \alpha \varphi \beta^{-1}: j \rightarrow j' \quad \text{for} \quad \varphi: i \rightarrow i, \alpha: i \rightarrow j, \beta: i \rightarrow j \in A \quad \|\alpha \varphi \beta^{-1}\| = \|\varphi\| . \]

In other words, paths in \( M \) are just composable sequences of arrows of \( Q \), plus arrows \( \alpha^* \) and \( \alpha^{-1} \) for \( \alpha \in A \), subject to the rules that

- an arrow \( \alpha \in A \) must always be preceded by an arrow \( \varphi \in Q_1 \);
- an arrow \( \alpha^{-1} \) must always be followed by an arrow \( \varphi \in Q_i \setminus A \).

**The differential.** We denote the differential for \( M \) by \( \partial \). To define it, we will need the following constructions on paths in \( M \).

**Construction 3.1.** The reduction of a (linear combination of) path(s), denoted by \( \text{red}(p) \), is obtained by just removing all paths that start in an arrow \( \alpha \in A \) (i.e. where this arrow is the rightmost one). Thus red defines a (non-degree preserving) map from \( kQ \) to \( kM \).

In the other extreme, we denote by \( p/\alpha \) the linear combination obtained by just remembering paths that start with \( \alpha \), and then removing the \( \alpha \).

That is

\[ p = \text{red}(p) + \sum_{\alpha \in A} p / \alpha . \]

The decorated version of a path \( p \), denoted by \( \text{dec}(p) \), is obtained by introducing the symbol \( \Delta = 1 - \left( \sum_{\alpha \in A} \alpha^{-1} \alpha \right) \) wherever this is allowed - that is whenever the path passes through vertex \( i \), coming in through an arrow in \( Q_1 \) and leaving through an arrow in \( Q_1 \setminus A \).

**Definition 3.2.** We define \( \partial \) by

\[ \partial(\varphi) = \begin{cases} \text{dec}(\text{red}(d\varphi)) & \text{if } t_\varphi \neq i \\ \sum_{\alpha \in A} \alpha^* \alpha \varphi - \text{dec}(\text{red}(d\varphi)) & \text{if } t_\varphi = i \end{cases} \]

\[ \partial(\alpha \varphi) = \text{dec}(\alpha \text{red}(d\varphi)) \]

\[ \partial(\alpha^*) = 0 \]

\[ \partial(\varphi \alpha^{-1}) = \partial(\varphi) \alpha^{-1} + (-1)^\|\varphi\| \varphi \alpha^* - (-1)^{t(\varphi)} \text{dec}(d\varphi/\alpha) \]

\[ \partial(\alpha \varphi \beta^{-1}) = \partial(\alpha \varphi) \beta^{-1} + (-1)^\|\alpha \varphi\| \alpha \varphi \beta^* - \alpha \text{dec}(d\varphi/\beta) \]

The map \( \partial \) is extended to (linear combinations of) paths using linearity and the Leibnitz rule.

It is not clear a priori that this defines a differential, i.e. that \( \partial^2 = 0 \). We check this in Section 8.
Theorem 3.3 (See Theorem 8.1). $\partial^2 = 0$.

4. Examples

Example 4.1. Let $A = k[1 \xrightarrow{\varphi} 2 \xrightarrow{\psi} 3]/(\psi\varphi)$ as in Example 2.3. Then we have seen that $A$ is quasi-isomorphic to the graded quiver with differential given by

\[
\begin{array}{c}
1 \\
\varphi \\
\downarrow \\
\psi \\
\omega \\
\downarrow \\
3
\end{array}
\]

where the dotted arrow $\omega$ is in degree 1 and $d\omega = \psi\varphi$.

We silting (in fact tilting) mutate in 1. Here $A = \{\varphi\}$. According to our rule obtain the new quiver is

\[
\begin{array}{c}
1 \\
\varphi^* \\
\downarrow \\
\psi \\
\omega \\
\downarrow \\
3
\end{array}
\]

with

\[
\partial(\omega\varphi^{-1}) = \omega\varphi^* - \text{dec}(d\omega/\varphi) = \omega\varphi^* - \psi.
\]

Factoring out the dg-ideal $(\omega\varphi^{-1}, \partial(\omega\varphi^{-1}))$ we obtain the quasi-isomorphic quiver

\[
\begin{array}{c}
1 \\
\varphi^* \\
\downarrow \\
\omega \\
3
\end{array}
\]

(as the reader familiar with tilted algebras of type $A_3$ will have expected).

Example 4.2. Consider the quiver with relations

\[
\begin{array}{c}
1 \\
\alpha \\
\downarrow \\
\beta \\
\downarrow \\
\gamma \\
\downarrow \\
2 \\
\delta \\
\downarrow \\
3 \\
\beta \\
\downarrow \\
\gamma \\
\downarrow \\
4 \\
\downarrow \\
5
\end{array}
\]

This is quasi-isomorphic to the dg quiver

\[
\begin{array}{c}
1 \\
\alpha \\
\downarrow \\
\beta \\
\downarrow \\
\gamma \\
\downarrow \\
2 \\
\delta \\
\downarrow \\
3 \\
\beta \\
\downarrow \\
\gamma \\
\downarrow \\
4 \\
\downarrow \\
5
\end{array}
\]

with dotted arrows in degree 1, the dashed arrow in degree 2, and

\[
d(r) = \beta\alpha, \quad d(s) = \gamma\beta, \quad d(x) = s\alpha - \gamma r.
\]
Mutating at vertex 2, we have $A = \{\beta, \delta\}$. Applying our mutation rule we obtain

$$
\begin{align*}
\alpha & \rightarrow \beta \rightarrow \gamma \\
\delta & \rightarrow \beta \rightarrow \delta
\end{align*}
$$

with differential given by

$$
\begin{align*}
\partial(\alpha) &= \beta^*\beta\alpha + \delta^*\delta\alpha \\
\partial(r) &= \beta\alpha \\
\partial(s) &= 0 \\
\partial(x) &= s\Delta\alpha - \gamma r = sa - s\beta^{-1}\beta\alpha - s\delta^{-1}\delta\alpha - \gamma r \\
\partial(s\beta^{-1}) &= s\beta^* - \text{dec}(ds/\beta) = s\beta^* - \gamma \\
\partial(s\delta^{-1}) &= s\delta^*
\end{align*}
$$

As in Example 4.1 above, we may divide out the ideals $(r, \partial(r))$ and $(s\beta^{-1}, \partial(s\beta^{-1}))$ without changing the algebra up to quasi-isomorphism. Thus we are left with

$$
\begin{align*}
\alpha & \rightarrow \beta \rightarrow \gamma \\
\delta & \rightarrow \beta \rightarrow \delta
\end{align*}
$$

with

$$
\begin{align*}
\partial(x) &= sa - s\delta^{-1}\delta\alpha, \\
\partial(\alpha) &= \delta^*\delta\alpha, \\
\partial(s\delta^{-1}) &= s\delta^*.
\end{align*}
$$

(We may observe that this is, in fact, quasi-isomorphic to $A^{\text{op}}$.)

5. Ginzburg algebras

In this section we apply our mutation rule to Ginzburg algebras, reproofing a result of Keller and Yang [7] which asserts that the silting mutation of Ginzburg algebras coincides with the Ginzburg algebra of the mutated quiver.

While all results in this section are contained in the corresponding results of the next section, we feel it is worth discussing the more classical case ($d = 3$, in terms of the next section) here separately. Firstly, because the usual notation differs somewhat (here we have a clear distinction between “original” and “opposite” arrows, while the difference disappears in the next section), and secondly because some technicalities that appear in the general case do not appear here.

We start by recalling the relevant notation.
Definition 5.1 (See [3]). Let $Q$ be a quiver.

A *potential* on $Q$ is an element $W \in \text{HH}_0(kQ) = kQ/[kQ,kQ]$, which we may think of as a linear combination of cycles up to cyclic permutation.

For an arrow $\alpha$ of $Q$, the *cyclic derivative* of a cycle $c$ is given as $\partial_\alpha c = \sum_{c = \text{cyc}: \alpha} q$. Clearly this extends to linear combinations of cycles.

For a vertex $i$ of $Q$ without loops attached to it, the mutation $\mu_i(Q,W)$ is given by

- the quiver $\mu_i(Q)$ obtained by reversing all arrows starting or ending in $i$ (these new reversed arrows will be denoted by $\alpha^*$ if the original arrow was called $\alpha$) and adding compositions $[\beta \alpha]$ for any composition of arrows passing through the vertex $i$;
- the potential

$$\mu_i(W) = W + \sum_{\alpha : x \to i} \sum_{\beta : i \to y} [\beta \alpha] \alpha^* \beta^*.$$

Definition 5.2 (See [4]). The *Ginzburg algebra* associated to a quiver with potential $(Q,W)$ is the dg-algebra given as the quiver

$$Q^{\text{Gin}} = Q \cup \{\alpha^{\text{op}} : j \to i | \alpha : i \to j \text{ in } Q\}$$

$$\cup \{\ell_i : i \to i | i \text{ a vertex of } Q\}$$

where the arrows $\alpha^{\text{op}}$ are in degree 1 and the loops $\ell_i$ are in degree 2.

The differential is given as

$$d \alpha^{\text{op}} = \partial_\alpha W$$

and

$$d \ell_i = \sum_{\alpha : i \to x} \alpha^{\text{op}} \alpha - \sum_{\alpha : x \to i} \alpha \alpha^{\text{op}}.$$

Now we can state the main result of this section, which was originally proved by Keller and Yang.

Theorem 5.3. Let $(Q,W)$ be a quiver with potential. Then the derived endomorphism ring of the silting mutation of $(kQ^{\text{Gin}},d)$ in $i$ is the Ginzburg algebra of $\mu_i(Q,W)$.

Proof. Clearly we are in the setup of Theorem 1.1, so we just apply it formally.

The mutated quiver $M$ as described in Section 3 has arrows as follows:

Step 1: Rotation of arrows

- all arrows not involving $i$ just like $Q^{\text{Gin}}$;
- for every arrow $\varphi : x \to i \in Q$ an arrow $\varphi : x \to i$ of degree 1 and an arrow $\varphi^{\text{op}} : i \to x$ of degree 0;
- for every arrow $\alpha : i \to x \in Q$ an arrow $\alpha^* : x \to i$ of degree 0 and an arrow $\alpha^{\text{op}} : x \to i$ of degree 2;
- the loop $\ell_i$ of degree 2;

Step 2: Compositions

- for every composition $x \overset{\varphi}{\to} i \overset{\alpha}{\to} y$ in $Q$ an arrow $\alpha \varphi : x \to y$ of degree 0;
• for every subquiver $x \xleftarrow{\beta} i \xrightarrow{\alpha} y$ in $Q$ (where $\alpha$ and $\beta$ might coincide), an arrow $\alpha\beta^{\text{op}}: x \rightarrow y$ of degree 1;
• for every arrow $\alpha: i \rightarrow x$ in $Q$ a composition arrow $\alpha\ell_i$;

Step 3: Anti-compositions

• for every composition $x \xleftarrow{\varphi} i \xrightarrow{\alpha} y$ in $Q$ an arrow $\varphi^{\text{op}}\alpha^{-1}$ of degree 1;
• for every arrow $\alpha: i \rightarrow x$ in $Q$ an arrow $\ell_i\alpha^{-1}: x \rightarrow i$ of degree 3;

Step 4

• for every subquiver $x \xleftarrow{\beta} i \xrightarrow{\alpha} y$ in $Q$ (where $\alpha$ and $\beta$ might coincide), an arrow $\alpha\ell_i\beta^{-1}: x \rightarrow y$ of degree 2.

Since these are a lot of arrows, and might seem confusing, let us depict the situation in case of the quiver

$$Q = 1 \xrightarrow{\varphi} 2 \xrightarrow{\alpha} 3$$

for $i = 2$. This quiver gives a good impression of the general situation. We have

$$Q^\text{Gin} = \begin{array}{c}
\begin{array}{c}
1 \\
\varphi \\
2 \\
\varphi^{\text{op}} \\
3
\end{array}
\end{array}$$

where the tags denote the degree of the arrows. The mutated quiver is

$$M = \begin{array}{c}
\begin{array}{c}
1 \\
\varphi \\
2 \\
\varphi^{\text{op}} \\
3
\end{array}
\end{array}$$

The reader will note that this contains more arrows than the Ginzburg algebra of the mutated quiver, and in fact it even contains an arrow of degree 3, which does not occur in Ginzburg algebras.

We observe

$$\partial(\ell_i\alpha^{-1}) = \partial(\ell_i)\alpha^{-1} + \ell_i\alpha^{\ast} + (d\ell_i)/\alpha \equiv \alpha^{\text{op}}.$$ 

Therefore, up to quasi-isomorphism, the arrows $\ell_i\alpha^{-1}$ and $\alpha^{\text{op}}$ cancel.

Similarly the arrows $\alpha\ell_i\beta^{-1}$ and $\alpha\beta^{\text{op}}$ cancel.

Thus we are left with

• all arrows not involving $i$, plus $\ell_i$, exactly as in $Q^\text{Gin}$;
• for an incoming arrow $\varphi: x \rightarrow i$ in $Q$: arrows $\varphi: x \rightarrow i$ and $\varphi^{\text{op}}: i \rightarrow x$ of degrees 1 and 0, respectively;
• for an outgoing arrow $\alpha: i \rightarrow x$ in $Q$: arrows $\alpha^{\ast}: x \rightarrow i$ and $\alpha\ell_i: i \rightarrow x$ of degrees 0 and 1, respectively;
for any sequence of arrows $x \xrightarrow{\varphi} i \xrightarrow{\alpha} y$ in $Q$: arrows $\alpha \varphi: x \to y$ and $\varphi^{op} \alpha^{-1}: y \to x$ of degrees 0 and 1, respectively.

This is exactly the quiver of the Ginzburg algebra of the mutated quiver. It only remains to check that also the differential $\partial$ on this new quiver coincides with the differential of the Ginzburg algebra.

Clearly for the arrows $\varphi^{op}$ not involved in the vertex $i$ the differential remains what it was, and for all arrows of degree 0 the differential will be 0.

We calculate:

For an arrow $\varphi$ of $Q$ ending in $i$, we have

$$\partial(\varphi) = \sum_{\alpha: x \to i} \alpha^* \alpha \varphi;$$

For an arrow $\alpha$ of $Q$ starting in $i$, we have

$$\partial(\alpha \ell_i) = - \sum_{\varphi: x \to i} \alpha \varphi \varphi^{op}.$$

For an arrow of the form $\varphi^{op} \alpha^{-1}$ we obtain

$$\partial(\varphi^{op} \alpha^{-1}) = \varphi^{op} \alpha^* - \text{dec}(d\varphi^{op}/\alpha) = \varphi^{op} \alpha^* - \partial \alpha \ell_i / \alpha.$$

Note that the decoration can be omitted here, since $d\varphi^{op}$ is of degree 0, and thus can never pass through vertex $i$ and leave via an arrow of positive degree.

For the loop at the mutation vertex we obtain

$$\partial(\ell_i) = \sum_{\alpha: x \to i} \alpha^* \alpha \ell_i + \sum_{\varphi: x \to i} \varphi \varphi^{op}.$$

Finally, for any loop $\ell_j$ at a vertex $j \neq i$, we have

$$\partial(\ell_j) = \text{dec}(\sum_{\varphi: x \to j} \varphi \varphi^{op} - \sum_{\varphi: x \to i} \varphi \varphi^{op})$$

$$= \sum_{\alpha: j \to x} \varphi^{op} \varphi - \sum_{\varphi: x \to j} \varphi \varphi^{op} + \sum_{\varphi: x \to i} \varphi \varphi^{op} \Delta \varphi - \sum_{\alpha: x \to j} \alpha \alpha^{op}$$

$$= \sum_{\alpha: j \to x} \varphi^{op} \varphi - \sum_{\varphi: x \to j} \varphi \varphi^{op} \alpha \varphi - \sum_{\alpha: x \to j} \varphi \varphi^{op} - \sum_{\alpha: i \to j} \alpha \alpha^{op}$$

We need to recall how we canceled $\alpha \alpha^{op}$: In fact we canceled the differential of $\alpha \ell_i \alpha^{-1}$, which is

$$\partial(\alpha \ell_i \alpha^{-1}) = \partial(\alpha \ell_i) \alpha^{-1} - \alpha \ell_i \alpha^* - \alpha \alpha^{op}$$

whence we get that

$$-\alpha \alpha^{op} = \sum_{\varphi: x \to i} \alpha \varphi \varphi^{op} \alpha^{-1} + \alpha \ell_i \alpha^*.$$

Inserting above we obtain

$$\partial(\ell_j) = \sum_{\alpha: j \to x} \varphi^{op} \varphi - \sum_{\varphi: x \to i} \varphi \varphi^{op} \alpha \varphi - \sum_{\alpha: x \to j} \alpha \varphi \varphi^{op} + \sum_{\alpha: i \to j} \alpha \varphi \varphi^{op} \alpha^{-1} + \sum_{\alpha: i \to j} \alpha \ell_i \alpha^*.$$
Comparing, one sees that we do have the differential for the Ginzburg algebra of the mutated quiver. (Except for a few signs, which can be fixed by replacing all arrows $\varphi^{op}: i \mapsto x$, $\varphi^{op}\alpha^{-1}$, and the loop $\ell_i$ by their negative.)

\[ \square \]

6. Higher Ginzburg algebras

In this section we apply our mutation rule to higher Ginzburg algebras. In particular we will observe that the mutation of a higher Ginzburg algebra is again a higher Ginzburg algebra. Throughout, we fix a number $d \geq 2$, which will be the Calabi-Yau dimension of our Ginzburg algebra.

We start by recalling the relevant notation.

**Definition 6.1** (See [8]). Let $Q$ be a graded quiver, with arrows in degrees $0, \ldots, d - 2$. For any arrow $\varphi$ of $Q$, there is an arrow (up to sign) $\varphi^{op}$, in the opposite direction, and such that $|\varphi| + |\varphi^{op}| = d - 2$. Here “up to sign” means that we allow $\varphi^{op}$ to be either an arrow itself, or the negative of an arrow. Moreover we require that $\varphi^{op^{op}} = (-1)^{|\varphi||\varphi^{op}|} \varphi$, that is up to signs the opposite of the opposite is the original arrow.

Assume $W$ is a potential on $Q$, that is a linear combination of cycles up to (signed) cyclic permutation, which is homogeneous of degree $d - 3$. Moreover the potential is required to satisfy the condition that the necklace bracket $\{W, W\}$ vanishes. For us the meaning of this condition is that the differential on the Ginzburg algebra defined below squares to 0, so we ignore the technicalities and assume this.

For an arrow $\varphi$ of $Q$, the cyclic derivative of a cycle $c$ is given as $\partial_{\varphi} c = \sum_{c=poq} (-1)^{|p|+|q|} \varphi^{op}$. Clearly this extends to linear combinations of cycles.

The $d$-dimensional Ginzburg algebra associated to $(Q, W)$ is given by the quiver $\bar{Q}$ obtained from $Q$ by adding a loop $\ell_j$ of degree $d - 1$ at every vertex $j$. The differential is given as follows:

\[
\begin{align*}
d\varphi &= \partial_{\varphi^{op}} W & \varphi & \text{an arrow in } Q, \\
d\ell_i &= \sum_{\varphi} \varphi^{op} & i & \text{a vertex of } Q.
\end{align*}
\]

where the sum runs over all arrows $\varphi$ of $Q$ ending in vertex $i$.

**Remark 6.2.** Comparing to Van den Bergh’s conventions in [8] Section 10.3], we note the following

- Van den Bergh starts with a quiver, and then adds new opposite arrows for all the arrows of the original quiver. In our terminology here we start with a quiver which already contains all these arrows.
- Van den Bergh “derives on the left”, while we “derive on the right” – therefore we obtain the sign $(-1)^{|p|+|q|}$ instead of his $(-1)^{|p||q|}$.
- In Van den Bergh’s notation there are different signs in the definition of the differential of original and opposite arrows. Here we compensate for those by the sign that appears when taking the opposite twice.

**Mutation.** We have the following notion of mutation of higher dimensional quivers with potential:
**Definition 6.3.** Let \((Q, W)\) be as in Definition 6.1 above. Let \(i\) be a vertex of \(Q\) without any loops of degree 0 attached to it. Then the right mutation \(\mu^R_i(Q, W)\) is defined by the following construction.

First we construct a new graded quiver \(Q_M\):

1. increase by 1 the degree of all arrows ending in vertex \(i\), and decrease the degree of all arrows starting in \(i\);
2. for any arrow \(\alpha\) of degree 0 starting in \(i\) in the original quiver (i.e. any arrow that was assigned degree \(-1\) in step 1): remove \(\alpha\) and \(\alpha^{\text{op}}\), and introduce a new pair of arrows \(\alpha^*\) and \((\alpha^*)^{\text{op}}_M\) in the opposite direction;
3. add new arrows for all “broken compositions”: for any arrow \(\varphi\) ending in \(i\) of degree at most \(d - 3\), and any arrow \(\alpha\) of degree 0 leaving \(i\), add a new arrow which is the formal composition \(\alpha \varphi\), and it’s opposite \((\alpha \varphi)^{\text{op}}_M = -\varphi^{\text{op}}_M \alpha^{-1}\). (As before we note that this notation should not create any ambiguity, since \(\alpha\) and \(\alpha^{-1}\) only appear in such composition arrows, and not as arrows of their own right.)
4. for any loop \(\varphi\) at \(i\) in \(Q\) (i.e. the additional loop \(\ell_i\) does not count), and any two arrows \(\alpha\) and \(\beta\) of degree 0 starting in \(i\), we introduce a new formal composite arrow \(\alpha \varphi \beta^{-1}\) of degree identical to the degree of \(\varphi\). (This arrow’s opposite will be given as \((\alpha \varphi \beta^{-1})^{\text{op}}_M = \beta \varphi^{\text{op}} \alpha^{-1}\).

The potential on \(Q_M\) is given as

\[ W_M = \text{dec}_{\text{cyc}} W + \sum_{\alpha, \varphi} \alpha \text{ dec}(\varphi^{\text{op}}_M) \alpha^*, \]

where the sum runs over all arrows \(\varphi\) of \(Q\) ending in \(i\), and all arrows \(\alpha\) of \(Q\) of degree 0 starting in \(i\).

Here \(\text{dec}_{\text{cyc}} W\) is to be understood cyclically, that is we also allow introduction of \(\Delta\) “between the ends of the cycle”. Explicitly, for a cycle \(c\) this means

\[ \text{dec}_{\text{cyc}} c = \begin{cases} \text{dec} c & \text{if } c \text{ does not start and end in } i, \\ (-1)^d \text{ dec} c - \sum \alpha (\text{dec} c) \alpha^{-1} & \text{if } c \text{ starts and ends in } i, \end{cases} \]

where we assume that \(c\) does not start with an arrow \(\alpha \in A\) (this may always be achieved by cyclic permutation). See Remark 6.4 below for an explanation of the sign.

**Remark 6.4.** To motivate the sign appearing in the definition of cyclic decoration, consider a cycle \(c\) starting and ending in \(i\), but passing through at least one different vertex. Then we have

\[ c = pq \quad \text{such that } t_q = s_p \neq i \]
\[ \sim (-1)^{|p||q|}qq \]

\[ \begin{align*}
\text{dec} & \quad (\sim (-1)^{|p||q|} \text{dec}(q) \Delta \text{dec}(p)) \\
& = (-1)^{|p||q|} \text{dec}(q) \text{dec}(p) \\
& \quad - \sum_{\alpha} (-1)^{|p||q|} \text{dec}(q) \alpha^{-1} \cdot \alpha \text{dec}(p) \\
& \sim (-1)^{|p||q|} (\sim (-1)^{|\text{dec} q||\text{dec} p|} \text{dec}(q)) \\
& \quad - \sum_{\alpha} (-1)^{|p||q|} (\sim (-1)^{|\text{dec} q\alpha^{-1}||\alpha \text{dec} p|} \alpha \text{dec}(p) \text{dec}(q) \alpha^{-1} \\
& = (-1)^d \text{dec}(c) - \sum_{\alpha} \alpha \text{dec}(c) \alpha^{-1}
\end{align*}\]

where, for the last equality, we note that
\[
(-1)^{|p||q|} (\sim (-1)^{|\text{dec} q||\text{dec} p|}) = (-1)^{|p||q|} (\sim (-1)^{||q|+1|||p|-1|} = (-1)^{|p|+|q|+1} = (-1)^d
\]

if \( c \) is of degree \( d - 3 \), while \( |\text{dec}(q)\alpha^{-1}| = |q| \) and \( |\alpha \text{dec}(p)| = |p| \).

In the following lemma, we calculate the cyclic derivatives of the mutated quiver with potential, in terms of the cyclic derivatives of the original.

**Lemma 6.5.** In the situation above, the cyclic derivatives of the mutated potential are

\[
\partial_{\varphi^{op}} W_M = \text{dec red} \partial_{\varphi^{op}} W
\]

for \( \varphi \in Q \cap Q_M \) not ending in vertex \( i \)

\[
\partial_{\varphi^{op}} W_M = - \text{dec} \partial_{\varphi^{op}} W + \sum_{\alpha} \alpha^* (\alpha \varphi)
\]

for \( \varphi \in Q \cap Q_M \) ending in vertex \( i \)

\[
\partial_{(\alpha^*)^{op}} W_M = 0
\]

\[
\partial_{\alpha^*} W_M = \sum_{\varphi} \alpha \text{dec}(\varphi \varphi^{op})
\]

\[
\partial_{(\alpha \varphi)^{op}} W_M = \text{dec red} (\partial_{\varphi^{op}} W)
\]

\[
\partial_{(\alpha \varphi^{-1})^{op}} W_M = (\partial_{(\varphi^{op} W_M)} \alpha^{-1} + (-1)^{|\varphi|} \varphi \alpha^* - (-1)^{|\varphi|+1} \text{dec}(\partial_{\varphi^{op} W/\alpha})
\]

\[
\partial_{(\alpha \varphi^{-1})^{op}} W_M = (\partial_{(\alpha \varphi)^{op}} W_M) \beta^{-1} + (-1)^{|\alpha \varphi|} \alpha \varphi^* - \alpha \text{dec}(\partial_{\varphi^{op} W/\beta})
\]

**Proof.** For the first statement we note that \( \varphi^{op} \) only appear in \( W_M \) in places where it already appeared in \( W \). (Also note that since \( \varphi \) does not end in \( i \) we have \( \varphi^{op} = \varphi^{op}. \) Finally note that when \( \varphi^{op} \) is directly followed by an arrow \( \alpha \in A \), then the combination \((\alpha \varphi^{op})\) will be considered a single arrow in the new quiver, and thus not contribute to \( \partial_{\varphi^{op} W_M} \) – whence the “red” in the formula. Finally we need to decorate, because \( W_M \) is obtained from \( W \) by decorating.

For the second statement, since \( \varphi \) now ends in \( i \) we have \( \varphi^{op} = (-1)^{d+1} \varphi^{op}. \) Moreover, as demonstrated in Remark 6.4 an additional sign \((-1)^d\) appears when cyclically decorating a cycle starting in vertex \( i \). Thus

\[
\partial_{\varphi^{op}} \text{dec}_{cyc} W = - \text{dec} \partial_{\varphi^{op}} W.
\]
To complete the proof of the second equation, note that
\[
\partial_{\varphi opM} \sum_{\alpha, \psi} \alpha \text{ dec}(\psi \varphi opM) \alpha^* = \sum_{\alpha} \alpha^* (\alpha \varphi).
\]

The third statement is clear, since \((\alpha^*) opM\) does not appear in \(W_M\). For the fourth statement, we first note that \(\alpha^*\) does not appear in \(\text{dec } W\). That gives us the statement immediately.

When considering the fifth statement, recall first that we defined \((\alpha \varphi) opM = -\varphi op \alpha^{-1}\). We note that the arrow \(\varphi op \alpha^{-1}\) does not appear in the second summand of \(W_M\), so
\[
\partial_{(\alpha \varphi) opM} W_M = -\partial_{\varphi op \alpha^{-1}} \text{ dec cyc } W
= \alpha \text{ dec red}(\partial_{\varphi op} W).
\]

The last two statements are (maybe not surprisingly, considering the formulas) most involved to check. First observe that since \((\alpha \varphi) opM = -\varphi op \alpha^{-1}\) we have
\[
(\varphi \alpha^{-1}) opM = \begin{cases} 
-(-1)^d \varphi \alpha^{-1} || \alpha \varphi & \text{if } t_{\varphi} \neq i \\
-(-1)^d \varphi^{-1} & \text{if } t_{\varphi} = i
\end{cases} \alpha \varphi op
\]
\[
= \begin{cases} 
(-1)^d |\varphi| - |\varphi| & \text{if } t_{\varphi} \neq i \\
-(-1)^d |\varphi^{-1}| & \text{if } t_{\varphi} = i
\end{cases} \alpha \varphi op
\]
\[
= -(-1)^d (t_{\varphi}) (d + 1) \alpha \varphi op
\]
Thus we obtain
\[
\partial_{(\varphi \alpha^{-1}) opM} \text{ dec cyc } W = \begin{cases} 
-(-1)^d (t_{\varphi}) (d + 1) \varphi \alpha^{-1} \partial_{\alpha \varphi op} \text{ dec cyc } W
\end{cases} \begin{cases} 
-(-1)^d \varphi \alpha^{-1} || \alpha \varphi
\end{cases} \begin{cases} 
-(-1)^d (t_{\varphi}) d \partial_{\alpha \varphi op} \text{ dec } W
\end{cases} \\
= \begin{cases} 
-(-1)^d (t_{\varphi}) \varphi \alpha^{-1} \text{ dec } (\partial_{\varphi op} W / \alpha)
\end{cases} \begin{cases} 
-(-1)^d (t_{\varphi}) \text{ dec red } (\partial_{\varphi op} W) \alpha^{-1}
\end{cases}
\]
and
\[
\partial_{(\varphi \alpha^{-1}) opM} \sum_{\beta, \psi} \beta \text{ dec}(\psi \varphi op) \beta^* = \begin{cases} 
-(-1)^d (t_{\varphi}) (d + 1) \partial_{\alpha \varphi op} \sum_{\beta, \psi} \beta \text{ dec}(\psi \varphi opM) \beta^*
\end{cases} \begin{cases} 
-(-1)^d (t_{\varphi}) \varphi \alpha^{-1} \sum_{\beta, \psi} \beta \text{ dec}(\psi \varphi opM) \beta^*
\end{cases} \\
= \begin{cases} 
-(-1)^d (t_{\varphi}) (d + 1) \partial_{\alpha \varphi op} \sum_{\beta} \beta \varphi \alpha^{-1} \varphi \varphi op \alpha \varphi \varphi op \alpha \varphi \alpha^{-1} \beta^*
\end{cases} \\
= \begin{cases} 
-(-1)^d (t_{\varphi}) (d + 1) \partial_{\alpha \varphi op} \sum_{\beta} \beta \varphi \alpha^{-1} \varphi \varphi op \alpha \varphi \alpha^{-1} \beta^*
\end{cases}
\]
where the second summand only appears if \(\varphi\) is a loop.

Now, since \(t_{\varphi op} = i\), we have
\[
\varphi op \alpha^{-1} = (-1)^{d+1} \varphi op \alpha^{-1} = (-1)^{d+1} || \varphi|| \varphi ...
\]
and if \(\varphi\) is a loop then
\[
\varphi op = (-1)^{d+1} \varphi op.
\]
Inserting above we obtain
\begin{align*}
&= (-1)^{\chi(t_i)}(d+1)\left((-1)^{d+|\varphi^op|} \partial_{i,\varphi^op}(\alpha\varphi^op\varphi^*) + \sum_{\beta} \beta^* \beta \varphi^o \alpha^{-1}\right) \\
&= (-1)^{\chi(t_i)}(d+1)\left((-1)^{d+|\varphi^op|} |\varphi^op| (1) \alpha \varphi^op\varphi^* + \sum_{\beta} \beta^* \beta \varphi^o \alpha^{-1}\right) \\
&= (-1)^{|\varphi^o|} \varphi^o \alpha^* + \sum_{\beta} \beta^* \beta \varphi^o \alpha^{-1} \\
Summing up the two halves, and comparing to the first two formulas (depending on whether \(\varphi\) ends in \(i\) or not), we obtain the second last formula of the lemma.

The calculations used to verify the last equation are similar (and even slightly simpler) to the ones for the second last equation. 
\end{proof}

Let \(i\) be a vertex of the algebra.

**Theorem 6.6.** Let \((Q,W)\) be a quiver with potential. Then the derived endomorphism ring of the silting mutation of \((k\bar{Q},d)\) in \(i\) is the Ginzburg algebra of \(\mu_i(Q,W)\).

**Proof.** Again we are in the setup of Theorem 1.1.

The mutated quiver \(M\) as described in Section 3 has arrows as follows:

**Step 1:** Rotation of arrows
- all arrows not involving \(i\) just like \(\bar{Q}\);
- for every arrow \(\alpha: i \to x \in Q\) of degree 0 an arrow \(\alpha^* : x \to i\) of degree 0;
- for every arrow \(\varphi: i \to x \in Q\) of positive degree the degree of \(\varphi\) gets decreased by 1;
- for every arrow \(\varphi: x \to i \in Q\) the degree of \(\varphi\) gets increased by 1;
- all loops in \(i\) (including \(\ell_i\)) keep their degree;

**Step 2:** Compositions
- for any two arrows \(\alpha: i \to x \in Q\) and \(\varphi: y \to i \in Q\), with \(|\alpha| = 0\) the composition \(\alpha \varphi\) of degree \(|\varphi| - \chi(y)|\);
- for any two arrows \(\alpha: i \to x \in Q\) the composition \(\alpha \ell_i: i \to x\) of degree \(d - 2\);

**Step 3:** Anti-compositions
- for any two arrows \(\alpha: i \to x \in Q\) and \(\varphi: i \to y \in Q\), with \(|\alpha| = 0\) and \(|\varphi| > 0\) the anti-composition \(\varphi \alpha^{-1}\) of degree \(|\varphi| + 1|\);
- for every arrow \(\alpha: i \to x \in Q\) with \(|\alpha| = 0\) an anti-composition arrow \(\ell_i \alpha^{-1}: x \to i\) of degree \(d\);
Step 4

- for every loop \( \varphi \) at \( i \) in \( Q \), and any two arrows \( \alpha, \beta \) starting in \( i \) with \( |\alpha| = |\beta| = 0 \), a new arrow \( \alpha \varphi \beta^{-1} \) of degree \( |\varphi| \); (note that \( \alpha = \beta \) is allowed here.)
- for any two arrows \( \alpha, \beta \) starting in \( i \) with \( |\alpha| = |\beta| = 0 \), a new arrow \( \alpha \ell_i \beta^{-1} \) of degree \( d - 1 \).

In steps 2 to 4 above it might seem artificial to distinguish the loops \( \ell_i \) from arrows in \( Q \). However, in the further calculation these two cases have to be treated separately. (The author found it helpful to look at the quivers in the previous section (where \( d = 3 \)), since they illustrate reasonably well what happens in general.)

Most of the arrows – more precisely arrows from the original quiver, formal compositions \( \alpha \varphi \) as well as anti-compositions \( \varphi \alpha^{-1} \) and the combinations \( \alpha \varphi \beta^{-1} \) – appear in \( M \) just like in \( \mu_i(Q) \). Moreover, comparing Definition 3.2 to Lemma 6.5 we see that also the differential already matches exactly.

It remains to deal with arrows involving the special loops \( \ell_j \).

We observe
\[
\partial(\ell_i \alpha^{-1}) = \partial(\ell_i)\alpha^{-1} - (-1)^d \ell_i \alpha^* + (d\ell_i)\alpha = \alpha^{op} \times ^{\alpha^{op}}.
\]

Therefore, up to quasi-isomorphism, the arrows \( \ell_i \alpha^{-1} \) and \( \alpha^{op} \) cancel.

Similarly the arrows \( \alpha \ell_i \beta^{-1} \) and \( \alpha \beta^{op} \) cancel.

We identify the arrows \( \alpha \ell_i \) in \( M \) with \( (-1)^d (\alpha^*)^{op} \times M \) in \( \mu_i(Q) \). The reason for this choice of sign is that
\[
\partial(\alpha \ell_i) = \alpha \text{ dec } d\ell_i = \alpha \sum_{\varphi} \text{ dec } \varphi^{op} = (-1)^{d+1} \alpha \sum_{\varphi} \text{ dec } \varphi^{op} = \alpha \sum_{\varphi} \varphi \varphi^{op} \times M = (-1)^d \partial(\alpha^*)^{op} \times M \times M.
\]

It now only remains to check that the loops \( \ell_j \) have the “correct” differential. We start by considering the case \( j \neq i \). The calculation is reasonably straightforward, but lengthy, the reason being that all the different types of composition or anti-composition arrows will appear in the differential of \( \ell_j \). We start by splitting it up into several parts:

\[
\partial(\ell_j) = \text{ dec } d\ell_j = \text{ dec } \sum_{\varphi: \rightarrow j} \varphi^{op} = \sum_{\varphi: \rightarrow j} \varphi^{op} + \sum_{\varphi: \rightarrow j} \varphi^{op} - \sum_{\varphi: \rightarrow j} \sum_{\alpha} (\varphi \alpha^{-1})(\alpha \varphi^{op}) + \sum_{\alpha: \rightarrow j} \alpha^{op}.
\]

Noting that \( (\varphi \alpha^{-1})^{op} = -\varphi^{op} \) we see that the first three sums are already as desired, and we are left with the final one. To analyse that one recall that we cancelled the arrows \( \alpha \alpha^{op} \) for \( \alpha \ell_i \alpha^{-1} \) since
\[
\partial(\alpha \ell_i \alpha^{-1}) = \partial(\alpha \ell_i)\alpha^{-1} + (-1)^{||\alpha \ell_i||} \alpha \ell_i \alpha^* + \alpha \alpha^{op}.
\]
This means that we in fact identify
\[ \alpha \alpha^{\text{op}} = -\partial(\ell_i)\alpha^{-1} - (-1)^d\alpha\ell_i\alpha^*. \]

Developing the right side we obtain
\[ \alpha \alpha^{\text{op}} = -\sum_{\varphi: ? \rightarrow i} \alpha \varphi \varphi^{\text{op}} \alpha^{-1} + \sum_{\beta}^{\varphi: i \rightarrow ?} (\alpha \varphi \beta^{-1})(\beta \varphi^{\text{op}} \alpha^{-1}) - (-1)^d \alpha \ell_i \alpha^*. \]

So the differential of \( \ell_j \) is exactly as it should be for a Ginzburg algebra.

Finally we calculate
\[ \partial(\ell_i) = \sum_{\alpha} \alpha^* \alpha \ell_i - \text{dec red } d\ell_i \]
\[ = (-1)^d \sum_{\alpha} \alpha^* (\alpha)^{\text{op}} - \sum_{\varphi: ? \rightarrow i}^{\varphi: i \rightarrow ?} \varphi \varphi^{\text{op}} + \sum_{\varphi: i \rightarrow ?}^{\varphi: ? \rightarrow i} \sum_{\alpha} \varphi^{-1} \alpha \varphi^{\text{op}}. \]

In the second sum \( \varphi \) ends in \( i \), so \( \varphi^{\text{op}} = (-1)^d \varphi^{\text{op}}. \) In the final sum we note that \( (\varphi^{-1})^{\text{op}} = (-1)^d \varphi^{\text{op}}. \)

So, if we identify \( \ell_i \) in \( M \) with \( (-1)^d \ell_i \) in the mutated Ginzburg algebra, the differential matches. \( \square \)

7. Proof of the main result

Now we give a proof of Theorem 1. That is, we calculate the endomorphism ring of the silting object obtained by silting mutating in vertex \( i \), and show that it is quasi-isomorphic to the dg quiver \((M, \partial)\) described in Section 3. Here we will use the fact that \((M, \partial)\) is in fact a dg quiver, which will be proven in Section 8.

When silting mutating in \( i \), we replace \( P_i \) by \( P_i^* \), the cone of it’s approximation by the other \( P_j \). Explicitly that is
\[ P_i^* = \text{Cone}(P_i \longrightarrow \bigoplus_{\alpha \in A} P_{t(\alpha)}). \]

Clearly morphisms between the unmutated summands don’t change (and neither does their differential).

We observe that, disregarding the differential, \( P_i^* = P_i[1] \oplus \bigoplus_{\alpha \in A} P_{t(\alpha)}. \) We denote by \( \alpha^*: P_{t(\alpha)} \longrightarrow P_i^* \) and \( \alpha_*: P_i^* \longrightarrow P_{t(\alpha)} \) the split mono- and epimorphisms corresponding to the summands \( P_{t(\alpha)} \), and similarly \( M: P_i \longrightarrow P_i^* \) and \( E: P_i^* \longrightarrow P_i \) the split mono- and epimorphism corresponding to the summand \( P_i \). Note that the \( \alpha^* \) and \( \alpha_* \) are of degree 0, while \( M \) is of degree 1 and \( E \) is of degree \(-1\).

The endomorphism ring \( \Gamma \) of \( P_i^* \oplus \bigoplus_{j \neq i} P_j \) is generated by
- the arrows \( \varphi \), where \( \varphi \) is an arrow of \( Q \), and

\[ \varphi = \begin{cases} 
\varphi & \text{if } s(\varphi) \neq i \neq t(\varphi) \\
M\varphi & \text{if } s(\varphi) \neq i = t(\varphi) \\
\varphi E & \text{if } s(\varphi) = i \neq t(\varphi) \\
M\varphi E & \text{if } s(\varphi) = i = t(\varphi) 
\end{cases} \]

- the arrows \( \alpha^* \) and \( \alpha_* \).
subject to the relations

- \( \alpha \ast \alpha = \text{id}_{P_t(\alpha)} \);
- \( \alpha \ast \varphi = 0 \) for any arrow \( \varphi \neq \alpha \ast \);
- \( \varphi \alpha \ast = 0 \) for any arrow \( \varphi \neq \alpha \ast \).

We denote the quiver given by the arrows \( \varphi, \alpha \ast \), and \( \alpha \ast \) by \( \overrightarrow{Q} \).

We now calculate the differential of these morphisms. The first thing to note is that the differential in \( P_i^* \) is just given by the matrix

\[
\begin{pmatrix}
-dP_i[1] & 0 & \cdots & 0 \\
b_1 & dP_i(\alpha_1) & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
b_s & 0 & \cdots & dP_i(\alpha_s)
\end{pmatrix}
\]

We note that the \( \alpha \ast \), as well as \( E \), commute with differentials, that is that \( d\alpha \ast = 0 \) and \( dE = 0 \). Moreover

\[
d\alpha \ast = dP_i(\alpha) \alpha \ast - \alpha \ast dP_i = -\overrightarrow{P} \text{,}
\]

and

\[
dM = dP_i[-1]M + M dP_i = \sum_{\alpha \in A} \alpha \ast \alpha \text{.}
\]

Now, with the graded Leibniz rule, we obtain

\[
d\overrightarrow{P} = \begin{cases} 
-\overrightarrow{P} & \text{if } t(\overrightarrow{P}) \neq i^* \\
-\overrightarrow{P} + \sum_{\alpha \in A} \alpha \ast \overrightarrow{P} & \text{if } t(\overrightarrow{P}) = i^* 
\end{cases}
\]

(Note that the notion \( \overrightarrow{P} \) naturally extends to linear combinations of paths in \( Q \), so writing the above makes sense.)

7.1. **Removing degree \(-1\)**. In the above construction we may note that among the “new arrows” \( \overrightarrow{P} \), some, more precisely those of the form \( \overrightarrow{P} = \alpha E \), have degree \(-1\), while our endomorphism ring should be concentrated in non-negative degrees. The reason for this is simple: these arrows of degree \(-1\) “cancel” against the parallel arrows \( \alpha \ast \) of degree \( 0 \). The aim of this subsection is to make this statement precise.

**Remark 7.1.** A first naïve idea might be (read: the author’s first idea was) to factor out the ideal generated by \( \alpha \ast \) and \( \overrightarrow{P} \). However, given the relation \( \alpha \ast \alpha = \text{id}_{P_t(\alpha)} \), this is not a good idea, and we in fact proceed by finding a suitable subalgebra not involving these arrows. Also here one has to be careful: the graded subalgebra generated by paths not involving these arrows is not closed under the differential, so we need to apply a “smoothening procedure” (see Construction 7.3 below) to obtain a dg subalgebra.

We first need to apply a linear transformation to our generators:

**Definition 7.2.** A path in the quiver \( \overrightarrow{Q} \) will be called **basic** if it does not contain \( \alpha \ast \) – except possibly as the first morphism, and doesn’t contain \( \alpha \ast \) – except possibly as the last morphism. In other words a path is basic if it cannot be further simplified by applying the relations.

One immediately sees that the basic paths form a basis for our algebra.

The following two constructions are essentially the same as in Construction 3.1.
For a basic path $p$, and an arrow $\alpha$, we set
\[ p/\alpha = \begin{cases} p' & \text{if } p = p'\alpha \\ 0 & \text{otherwise}. \end{cases} \]
This extends to a linear map $-/\alpha$ on the algebra.

For a basic path $p$ we set
\[ \text{red}(p) = \begin{cases} 0 & \text{if } p = p'\alpha \text{ for some } \alpha \in A \\ p & \text{otherwise}. \end{cases} \]
This also extends to a linear map on the algebra, which essentially removes all paths starting with an arrow $\alpha$ from a linear combination. We call a basic path reduced if it does not start with any $\alpha$.

**Construction 7.3.** Now for a reduced basic path $p$ in $\overline{Q}$, we set
\[ \hat{p} = p + (-1)^{|p|} \sum_{\alpha \in A} (dp)/\alpha \alpha_* . \]

**Lemma 7.4.** Let $p$ be a (linear combination of) reduced basic paths. Then
\[ d\hat{p} = \text{red}(dp). \]

**Proof.** Clearly
\[ dp = \text{red}(dp) + \sum_{\alpha \in A} dp/\alpha \alpha \] and $d(dp) = 0$,
whence
\[ d(\text{red}(dp)) = - \sum_{\alpha \in A} d((dp)/\alpha \alpha) = - \sum_{\alpha \in A} d((dp)/\alpha \alpha) \]
and
\[ d(\text{red}(dp))/\alpha = -d((dp)/\alpha). \]
It follows that
\[ d(\overline{\text{red}(dp)}) = \text{red}(dp) + (-1)^{|\text{red}(dp)|} \sum_{\alpha \in A} d(\text{red}(dp))/\alpha \alpha_* \]
\[ = \text{red}(dp) - (-1)^{|dp|} \sum_{\alpha \in A} d((dp)/\alpha) \alpha_* \]
\[ = \text{red}(dp) + (-1)^{|p|} \sum_{\alpha \in A} d((dp)/\alpha) \alpha_* . \]

On the other hand
\[ d\hat{p} = dp + (-1)^{|p|} \sum_{\alpha \in A} d((dp)/\alpha) \alpha_* \]
\[ = dp + (-1)^{|p|} \sum_{\alpha \in A} \left( d((dp)/\alpha) \alpha_* + (-1)^{|dp/\alpha|} (dp)/\alpha (-\alpha) \right) \]
\[ = dp - \sum_{\alpha \in A} (dp)/\alpha \alpha + (-1)^{|p|} \sum_{\alpha \in A} d((dp)/\alpha) \alpha_* \]
\[ = \text{red}(dp) + (-1)^{|p|} \sum_{\alpha \in A} d((dp)/\alpha) \alpha_* . \]
\[ \square \]
Theorem 7.5. Let $\Gamma_{\text{red}}$ be the subvector space of $\Gamma$ generated by the $\widehat{p}$, where $p$ is a reduced basic path in $\overline{Q}$.

Then $\Gamma_{\text{red}}$ is a dg subalgebra of $\Gamma$, and the inclusion $\Gamma_{\text{red}} \hookrightarrow \Gamma$ is a quasi-isomorphism.

Proof. Clearly for reduced paths the construction $\widehat{\cdot}$ only affects the rightmost arrow, so

$$\widehat{pq} = \widehat{pq} \in \Gamma_{\text{red}}$$

for any non-trivial reduced path $q$. Therefore $\Gamma_{\text{red}}$ is a subalgebra of $\Gamma$.

It follows from Lemma 7.4 that $\Gamma_{\text{red}}$ is also closed under the differential. Now consider the quotient $\Gamma/\Gamma_{\text{red}}$. Clearly it is generated by reduced paths starting with either $\alpha_*$ or $\overline{\alpha}$. Since $d\alpha_* = -\overline{\alpha}$ is easy to see that this cokernel is acyclic. □

Note that as a quiver with relations, $\Gamma_{\text{red}}$ is given by the following arrows and relations. Here, by abuse of notation, we write $\widehat{\phi}$ instead of $\widehat{\phi}$ for arrows $\phi \in Q$.

- an arrow $\widehat{\phi}$ for any arrow $\phi$ of $Q$ which is not in $A$;
- the arrows $\alpha_*$ as in $\overline{Q}$;
- an arrow $\widehat{\alpha \phi}$ for any $\phi$ in $Q$.

subject to the relations

$$\widehat{\phi} \alpha_* = \overline{\alpha} \alpha_* + (-1)^{|\phi|} \sum_{\beta \in A} (d\overline{\phi})/\beta \beta_* \alpha_*$$

$$= (-1)^{|\phi|} (d\overline{\phi})/\alpha$$

$$= \begin{cases} (-1)^{|\phi|} (d\overline{\phi})/\alpha & \text{if } t_\phi \neq i \\ (-1)^{|\phi|} (d\overline{\phi})/\alpha + \sum_{\beta \in A} (d\phi/\beta) \beta \beta_* \alpha_* & \text{if } t_\phi = i \end{cases}$$

and

$$\widehat{\alpha \phi} \beta_* = -(-1)^{|\phi|} \alpha (d\overline{\phi})/\beta.$$
Now note that
\[ ||\varphi|| = |\varphi| - \chi(s_{\varphi}) + \chi(t_{\varphi}) \]
so the above relation gives the first one of the proposition.
The argument involving arrows \( \alpha \varphi \beta^{-1} \) and leading to the second relation of the proposition is similar.

8. Well-definedness of the new differential

The aim of this section is to prove the following theorem.

**Theorem 8.1.** Let \( \partial \) be the map on \( kM \) as defined in Definition 3.2. Then
\[ \partial^2 = 0. \]

This is essentially checked by brute force calculation. We first prepare some intermediate result, which essentially says that (versions of) the formulas in Definition 3.2 also hold for paths, not only arrows.

**Lemma 8.2.** Let \( p \) be any linear combination of paths in \( Q \) not starting with arrows in \( A \). Then
\[
\partial(\text{dec}(p)) = \begin{cases} 
\text{dec(red}(dp)) & \text{if } t_p \neq i \\
\sum_{\alpha \in A} \alpha^* \alpha \text{ dec}(p) - \text{dec(red}(dp)) & \text{if } t_p = i
\end{cases}
\]
and
\[
\partial(\text{dec}(p)\alpha^{-1}) = \partial(\text{dec}(p)\alpha^{-1}) + (-1)^{|p|} \text{ dec}(p)\alpha^* - (-1)^{\chi(t_{\varphi})} \text{ dec}(dp/\alpha).
\]

**Proof.** Clearly it suffices to check this for \( p \) a path. Moreover, if \( p \) is an arrow \( \varphi \) or of the form \( \alpha \varphi \) then the claims hold by definition. We now use induction on the length of the path \( p \). Write \( p \) as \( p = p_2p_1 \) with \( p_1 \) and \( p_2 \) paths of shorter length, not starting with arrows in \( A \).

We start by checking the first claim, assuming that both claims hold for shorter paths. Assume first that \( t_{p_1} = s_{p_2} = i \). In that case \( \text{dec}(p) = \text{dec}(p_2)\Delta \text{ dec}(p_1) \), and we have
\[
\partial(\text{dec}(p)) = \partial(\text{dec}(p_2)\Delta \text{ dec}(p_1)) - \partial\left(\sum_{\alpha \in A} \text{ dec}(p_2)\alpha^{-1} \alpha \text{ dec}(p_1)\right)
\]
\[ = \partial(\text{dec}(p_2)) \text{ dec}(p_1)
\]
\[ + (-1)^{|p_2|} \text{ dec}(p_2)\left(\sum_{\alpha \in A} \alpha^* \alpha \text{ dec}(p_1) - \text{dec(red}(dp_1))\right)
\]
\[ - \sum_{\alpha \in A} \left(\partial(\text{dec}(p_2))\alpha^{-1} + (-1)^{|p_2|} \text{ dec}(p_2)\alpha^* - (-1)^{\chi(t_{\varphi})} \text{ dec}(dp_2/\alpha)\right) \alpha \text{ dec}(p_1)
\]
\[ - (-1)^{|p_2|+1} \sum_{\alpha \in A} \text{ dec}(p_2)\alpha^{-1} \alpha \text{ dec}(\text{red}(dp_1))
\]
\[ = \partial(p_2)\Delta \text{ dec}(p_1) - (-1)^{|p_2|} \text{ dec}(p_2)\Delta \text{ dec}(\text{red}(dp_1))
\]
\[ + (-1)^{\chi(t_{p_2})} \text{ dec}(dp_2/\alpha) \alpha \text{ dec}(p_1)
\]
Inserting the formula for $\partial(\text{dec}(p_2))$ into the two above (and allowing ourselves to use square brackets around terms that only appear in case $t_p = i$) this gives

$$= \left( \left[ \sum \alpha^* \alpha \text{dec}(p_2) \right] + (-1)^{x(t_p)} \text{dec(\text{red}(dp_2))} \right) \Delta \text{dec}(p_1)$$

$$+ (-1)^{d(p_1) + x(t_p)} \text{dec}(p_2) \Delta \text{dec}(\text{red}(dp_1))$$

$$+ (-1)^{x(t_p)} \text{dec}(p_2) \alpha^* \text{dec}(p_1)$$

$$= \left[ \sum \alpha^* \alpha \text{dec}(p) \right]$$

$$+ (-1)^{x(t_p)} \text{dec} \left( \text{red}(dp_2) + \sum_{\alpha \in A} (dp_2) / \alpha \alpha p_1 + (-1)^{d(p_1) + x(t_p)} p_1 dp_2 \right)$$

$$= \left[ \sum \alpha^* \alpha \text{dec}(p) \right] + (-1)^{x(t_p)} \text{dec}(\text{red}(dp))$$

For the case $s_{p_2} = t_{p_1} \neq i$ we first obtain

$$\partial(\text{dec}(p)) = \partial(\text{dec}(p_2)) \text{dec}(p_1) + (-1)^{d(p_2)} \text{dec}(p_2) \text{dec(\text{red}(dp_1))},$$

and, inserting for $\partial(\text{dec}(p_2))$

$$= \left( \left[ \sum \alpha^* \alpha \text{dec}(p_2) \right] + (-1)^{x(t_p)} \text{dec(\text{red}(dp_2))} \right) \text{dec}(p_1)$$

$$+ (-1)^{d(p_1) + x(t_p)} \text{dec}(p_2) \text{dec}(\text{red}(dp_1))$$

$$= \left[ \sum \alpha^* \alpha \text{dec}(p) \right] + (-1)^{x(t_p)} \text{dec}(\text{red}(dp))$$

Now we check the second claim. We only check the case that $s_{p_2} = t_{p_1} = i$. The calculation in the other case is similar but simpler.

$$\partial(\text{dec}(p)\alpha^{-1}) = \partial(\text{dec}(p_2)) \Delta \text{dec}(p_1)\alpha^{-1}$$

$$= \partial(\text{dec}(p_2)) \text{dec}(p_1)\alpha^{-1} + (-1)^{d(p_2)} \text{dec}(p_2) \partial(\text{dec}(p_1)\alpha^{-1})$$

$$- \sum_{\beta \in A} \left( \partial(\text{dec}(p_2)\beta^{-1}) \beta \text{dec}(p_1)\alpha^{-1} \right)$$

$$- (-1)^{d(p_2)} \text{dec}(p_2) \beta^{-1} \partial(\beta \text{dec}(p_1)\alpha^{-1})$$

$$= \partial(\text{dec}(p_2)) \text{dec}(p_1)\alpha^{-1} + (-1)^{d(p_2)} \text{dec}(p_2) \partial(\text{dec}(p_1))\alpha^{-1}$$

$$- \sum_{\beta \in A} \left( \partial(\text{dec}(p_2)\beta^{-1}) \beta \text{dec}(p_1)\alpha^{-1} \right)$$

$$- (-1)^{d(p_2)} \text{dec}(p_2) \beta^{-1} \partial(\beta \text{dec}(p_1))\alpha^{-1})$$

$$+ (-1)^{d(p_2)} \text{dec}(p_2) \text{dec}(p_1)\alpha^{-1} + (-1)^{d(p_2)} \text{dec}(p_2) \text{dec}(dp_1)\alpha^{-1}$$

$$- \sum_{\beta \in A} \left( (-1)^{d(p_2)} \text{dec}(p_2) \beta^{-1} \beta \text{dec}(p_1)\alpha^{-1} \right)$$

$$+ (-1)^{d(p_2)} \text{dec}(p_2) \beta^{-1} \beta \text{dec}(dp_1)\alpha^{-1})$$
\[ \partial \] defines a differential, that is \( \partial^2 = 0 \).

**Proof.** Since \( \partial \) follows the Leibnitz rule, it suffices to check that \( \partial^2 \) vanishes on arrows.

For arrows \( \varphi \) coming from the original quiver with \( t_\varphi = i \) we have

\[ \partial^2(\varphi) = \partial \left( \sum_{\alpha \in A} \alpha^* \alpha \varphi - \text{dec}(\text{red}(d\varphi)) \right) \]

\[ = \sum_{\alpha \in A} \alpha^* \alpha \text{dec}(\text{red}(\varphi)) - \sum_{\alpha \in A} \alpha^* \alpha \text{dec}(\text{red}(d\varphi)) + \text{dec}(\text{red}(d(\text{red}(d\varphi)))) \]

\[ = \text{dec}(\text{red}(d(\text{red}(d\varphi)))) \]

Clearly this also holds when \( t_\varphi \neq i \).

Now we observe that \( \text{red}(d\varphi) \) and \( d\varphi \) only differ by a linear combination of paths starting in arrows in \( A \). Therefore \( d(\text{red}(d\varphi)) \) also is a linear combination of such paths, and the above vanishes.

For arrows of the form \( \alpha \varphi \) the same argument works.

For the arrows \( \alpha^* \) we already have \( \partial(\alpha^*) = 0 \).

For arrows \( \varphi \alpha^{-1} \) we calculate

\[ \partial^2(\varphi \alpha^{-1}) = \partial \left( \partial(\varphi) \alpha^{-1} + (-1)^{||\varphi||} \varphi \alpha^* - (-1)^{\chi(t_\varphi)} \text{dec}((d\varphi)/\alpha) \right) \]

Similar to the calculation for \( \partial^2(\varphi) \) above one can check that

\[ \partial(\partial(\varphi) \alpha^{-1}) = (-1)^{||\partial(\varphi)||} \partial(\varphi) \alpha^* - (-1)^{\chi(t_\varphi)} \text{dec}((d(\text{red}(d\varphi))))/\alpha). \]

Thus we obtain

\[ \partial^2(\varphi \alpha^{-1}) = -(-1)^{\chi(t_\varphi)} \partial(\text{dec}((d\varphi)/\alpha)) + \text{dec}((d(\text{red}(d\varphi))))/\alpha) \]

\[ = -(-1)^{\chi(t_\varphi)} \text{dec} \left( \text{dec}(d\varphi)/\alpha + (d(\text{red}(d\varphi)))/\alpha \right) \]

Finally we note that

\[ 0 = d^2 \varphi = d(\text{red}(d\varphi)) + \sum_{\alpha \in A} d((d\varphi)/\alpha \alpha). \]

Restricting to paths starting with \( \alpha \) this gives that \( \partial^2(\varphi \alpha^{-1}) = 0 \).

Again the proof for arrows \( \alpha \varphi \beta^{-1} \) is the same calculation.
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