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Introduction

In today’s world, there is a growing tendency to trust personal beliefs, superstitions, and pseudoscience more than scientific evidence (Lewandowsky et al., 2012; Schmaltz and Lilienfeld, 2014; Achenbach, 2015; Carroll, 2015; Haberman, 2015). Superstitious, magical, and pseudoscientific thinking refer to ungrounded beliefs that are not supported by current evidence (Lindeman and Svedholm, 2012). Many of them involve causal illusions, which are the perception of a causal relationship between events that are actually unrelated. Examples of causal illusions can easily be found in many important areas of everyday life, including economics, education, politics, and health. Indeed, causal illusions and related cognitive biases such as overconfidence, the illusion of control, and illusory correlations have been suggested as the basis of financial bubbles (e.g., Malmendier and Tate, 2005), social stereotypes (Hamilton and Gifford, 1976; Crocker, 1981; Murphy et al., 2011), hostile driving behavior (Stephens and Ohtsuka, 2014), social intolerance and war (Johnson, 2004; Lilienfeld et al., 2009), and public health problems such as the increased popularity of alternative and complementary medicine (Matute et al., 2011; Blanco et al., 2014).

For example, many reports have shown that homeopathy has no causal effect on patient health other than a placebo effect (Shang et al., 2005; Singh and Ernst, 2008; Ernst, 2015; National Health and Medical Research Council, 2015). Even so, 34% of Europeans believe that homeopathy is effective (European Commission, 2005). The illusion of causality in this case arises from very simple
intuitions based on coincidences: "I take the pill. I happen to feel better. Therefore, it works." Many people in today's world have come to believe that alternative medicine is effective and that many practices not supported by evidence are reliable simply because "they work for them," as they put it. That is, they feel as if recovery was caused by the treatment (Lilienfeld et al., 2014). Some people go even further and prefer alternative medicine over scientific medicine. This attitude is causing serious problems for many people, sometimes even death (Freckleton, 2012).

Despite the effort of governments and skeptical organizations to promote a knowledge-based society, the effectiveness of such campaigns has been limited at best (Schwarz et al., 2007; Nyhan and Reifler, 2015). Two in five Europeans are superstitious (European Commission, 2010), and more than 35% of Americans believe in haunted houses or extrasensory perception (Moore, 2005). Superstitious and pseudoscientific thinking appear to be increasing in several European countries (while not changing in others; see European Commission, 2010). This type of thinking often guides health, financial, and family decisions that should be guided by contrasted knowledge and empirical evidence. In the UK, the House of Commons Science and Technology Committee (2010) complained in a recent report that even though the UK Government acknowledges that "there is no credible evidence of efficacy for homeopathy" (p. 42), the UK Government is still funding homeopathy and providing licenses that allow for retail in pharmacies, so that "the Government runs the risk of endorsing homeopathy as an efficacious system of medicine" (p. 42). A similar situation can be found in most countries. In Australia, the National Health and Medical Research Council (2015) recently published a comprehensive report that warns people that "there are no health conditions for which there is reliable evidence that homeopathy is effective" (p. 6). This report goes one step further and attempts not only to provide evidence, but importantly, to educate people on why personal beliefs and experiences are not a reliable source of knowledge and why scientific methods should always be used when assessing causality.

In the age of the Internet, when both science and pseudoscience are at a click's distance, many people do not know what to believe anymore. Rejection of science seems to be growing worldwide (Achenbach, 2015), and it is becoming increasingly difficult to eradicate myths once they start to spread (Lewandowsky et al., 2012; Schmaltz and Lilienfeld, 2014). There are many possible reasons why people are rejecting science. Finding evidence-based strategies to counteract them should become a priority if we aim to create efficient public campaigns and policies that may change scientific education (Schwarz et al., 2007; Gough et al., 2011). As noted by Bloom and Weisberg (2007), resistance to science is becoming particularly intense in societies where pseudoscientific views are transmitted by trustworthy people. Unfortunately, scientists are not always regarded as the most trustworthy source in society because people often trust friends and family more (Eiser et al., 2009). An excellent example is the anti-vaccine crisis in 2015 and the fact that mainly rich and well-educated parents are deciding not to vaccinate their children despite scientific and governmental alarms (Carroll, 2015).

One of the main difficulties is that showing people the facts is not enough to eradicate false beliefs (e.g., Yarritu and Matute, 2015). This can even sometimes have the opposite effect of strengthening the myth (Lewandowsky et al., 2012; Nyhan and Reifler, 2015). Moreover, teaching scientific methods does not seem to be enough either (Willingham, 2007; Schmaltz and Lilienfeld, 2014), as many naïve preconceptions may survive even after extended scientific training (Shtulman and Valcarcel, 2012). However, learning how to think scientifically and how to use scientific methods should at least provide an important safeguard against cognitive biases (Lilienfeld et al., 2012; Barberia et al., 2013). Indeed, we suggest that scientific methods constitute the best possible tool, if not the only one, that has been developed to counteract the illusion of causality that can be found at the heart of many of those problems. But scientific thinking and scientific methods are not intuitive and need to be taught and practiced. A better understanding of how the illusion of causality works should cast light on how to improve the teaching of scientific thinking and make it more efficient at reducing the illusion. In this article, we review the experiments that our group has conducted on the illusion of causality and discuss how this research can inform the teaching of scientific thinking.

Illusions of Causality, Contingency, and Scientific Methods

Just as there are optical illusions that make people see things larger than they are or with different shapes or colors, there are illusions of causality that make people perceive that one event causes another when there is just a coincidence between them. Indeed, just as people have no way of assessing size or weight accurately without using specially designed tools (such as measuring tapes or balances), they are likewise not prepared to assess causality without tools. Scientific methods, particularly the experimental approach, are the external tools that society has developed to assess causality.

It could be argued that people often infer size, color, or weight intuitively, and it is true that they can often do so relatively well even in the absence of any external help. However, we all know that people make errors. When facing an important or critical situation in life, such as buying a house or deciding where to land an aircraft, most people will not trust their intuitions but will rely on external aids such as measuring tapes or Global Position System (GPS). By the same reasoning, when trying to assess causality intuitively, people can often be relatively accurate, as demonstrated in many experiments (e.g., Ward and Jenkins, 1965; Peterson, 1980; Shanks and Dickinson, 1987; Allan, 1993; Wasserman et al., 1993). At the same time, however, it has also been shown in countless experiments that under certain well-known conditions, people can make blatant errors when judging causal relations with the naked eye (Alloy and Abramson, 1979; Allan and Jenkins, 1983; Lagrado and Sloman, 2006; Msetfi et al., 2007; Hannah and Beneteanu, 2009; Blanco et al., 2014). Even scientists, who are used to thinking critically and applying rigorous methodologies in their work, have sometimes been found to develop superstitions in their daily life (Wiseman and Watt, 2006; Hutson, 2015) and to forget that causality cannot be accurately assessed based on quick intuitions (Kelemen et al., 2013; Phua and Tan, 2013).
Examples of intuitive assessment of causality (sometimes correct, sometimes biased) can be found easily in everyday life. A company could initiate a new training program, attract more clients, and assume that the new program was effective. Upon carrying a good-luck charm and playing a fantastic game, one cannot avoid feeling that the charm had a critical role in victory. This tendency to detect causal relationships is so strong that people infer them even when they are rationally convinced that the causal mechanism that would make the relationship plausible does not exist. As another example, your favorite sports team might lose the game just as you go to the kitchen for a moment. Despite knowing that a causal relation does not exist between your behavior and the outcome of the game, feeling as if you were somewhat responsible for that failure can be hard to avoid (Pronin et al., 2006).

To counteract the illusion of causality, it is essential to understand that the illusion is not a matter of intelligence or personality (Wiseman and Watt, 2006). Illusions of causality can occur for anyone, just like visual illusions. They occur because of the way the human mind has evolved: It extracts causality from coincidences. Thus, counteracting the illusion is a matter of being able to use the right tools and knowing when and how to use them. We cannot think of a better safeguard against the illusions of causality than scientific thinking, which involves skepticism, doubt, and rigorously applying scientific methods, particularly the experimental approach.

The basic idea in causal judgment research is that people often need to infer whether a relationship is causal through observing ambiguous cases and incomplete evidence. In the simplest causal learning situations, there are two events—a potential cause and an outcome—that can be repeatedly paired over a series of trials. Four different types of trials can result from the possible combinations of the presence or absence of these two binary events. Both the potential cause and the outcome can occur (type a trials), the cause may occur while the outcome does not (type b trials), the cause may not occur and the outcome still occurs (type c trials), and finally, neither the cause nor the outcome may occur (type d trials). These four trial types are shown in the contingency matrix in Table 1.

The $\Delta p$ index (Allan, 1980) has been broadly accepted as a normative measure of contingency on which participants’ subjective estimations of causality should be based (e.g., Jenkins and Ward, 1965; Shaklee and Mims, 1981; Allan and Jenkins, 1983; Shanks and Dickinson, 1987; Cheng and Novick, 1992). This index is computed as the probability that the outcome occurs in the presence of the potential cause, $P(O|C)$, minus the probability that it occurs in its absence, $P(O|\neg C)$. These probabilities can easily be computed from the number of trials of each type ($a$, $b$, $c$, $d$) in Table 1:

$$\Delta p = P(O|C) - P(O|\neg C) = [a/(a + b)] - [c/(c + d)].$$

When an outcome's probability of occurrence in the presence of a cause is larger than that without the cause, $\Delta p$ is positive. This means that the potential cause contributes to producing the outcome. For instance, if the probability of recovery from a given disease is larger when people take a given pill than when they do not, a causal relationship is suggested and the pill probably promotes recovery.

When an outcome's probability without the cause is larger than that with the cause, $\Delta p$ is negative. This means that there is a causal relationship, but in this case, the cause does not generate the outcome but prevents or inhibits it. For instance, when the probability of recovery is lower when people take a given pill than when they do not take it, there is an inhibitory or preventive causal relationship: the pill is probably preventing recovery.

Most interesting for our present purposes are the cases in which the contingency is null, meaning the causal relationship does not exist. Table 2 shows an example of a fictitious situation in which 80% of the patients who take a given pill recover from a disease, but 80% of patients who do not take it recover just as well. Thus, the outcome is highly probable but does not depend on the presence or absence of the potential cause. In this and other cases, the two probabilities are identical and $\Delta p$ is therefore 0. In this 0-contingency situation, there is no empirical evidence for assuming that a causal link exists between the potential cause and the effect. Therefore, if a number of experimental participants are shown such a situation and asked to provide a causal judgment, the correct answer should be that there is no causal relation, even though the outcome might occur very frequently and the two events might coincide often (i.e., there might be many cell a instances; see Table 2).

Experimental participants often overestimate the degree to which the potential cause is actually causing the outcome in null-contingency conditions. This is known as the illusion of causality (or the illusion of control in cases where the potential cause is the behavior of the participant). Even though $\Delta p$ is generally accepted as a normative index that describes the influence of the cause over the effect, it is now well known that participants do not always base their estimation of causality on $\Delta p$ (Allan and Jenkins, 1983; Píneño and Miller, 2007). Participants will sometimes use other indexes, and most importantly for our present purposes, their estimations can be biased by other non-normative variables. These variables are the focus of the present report.1

---

1Note that all the situations described hereafter involve neither correlation nor causation. They should not be confused with situations leading to the well-known cum hoc ergo propter hoc bias, in which people assume that there is causation when only a correlation exists.
In a way, the correct and unbiased detection of whether a causal relationship exists in any situation is equivalent to using a rigorous experimental approach. It requires awareness that human causal inferences are subject to biases, testing what happens when the potential cause is not present, observing a similar number of cases in which the cause is present and absent, being skeptical about mere coincidences, and seeking complete information on all four trial types. It requires knowing when and how to use all these tools. It is important to show people the basic principles of scientific control, as we will see in the experiments studying the illusion of causality described below.

How to Assess the Illusion

Most of the experiments on how people detect real or illusory causal relationships have used a variation of the same procedure: the contingency judgment task (see special volumes by Shanks et al., 1996; Beckers et al., 2007). This assessment procedure is now relatively standard, which facilitates comparisons across experiments and the evaluation of new applied strategies. This methodology has also been used when there is a need to accurately estimate the degree of illusion of causality that people show before and after receiving training on scientific thinking (Barberia et al., 2013), which is of particular interest for the present report.

In these experiments, participants are exposed to a number of trials in which a given cause is present or absent, followed by the presence or absence of a potential outcome (see Table 1). A typical experiment on the illusion of causality uses a contingency matrix similar to that in Table 2 with a null-contingency situation and manipulation of the different cells to increase or reduce the illusion.

The cover story used in the experiments may be changed to apply to medicine and health (e.g., Matute et al., 2011), stocks and markets (Chapman and Robbins, 1990), foods and allergic reactions (Wasserman et al., 1996), or plants and poisons (Cobos et al., 2007), to name a few examples. In all cases, the aim is to explore how certain manipulations influence the accurate detection of causality. At the end of the experiment, participants are asked to judge the relationship between the potential cause and the potential outcome.

For example, a typical experiment may prompt participants to imagine they are medical doctors. Participants are shown a series of records of fictitious patients suffering from a disease. They see one patient per trial on a computer monitor. Some of these patients take a drug and some do not. Then, some of the patients recover while others do not. In this example, the drug is the potential cause, which might be present or absent in each trial, and the outcome is the recovery from the disease, which might also be present or absent in each trial. The different trial types (a, b, c, d) shown in Table 1 are presented in random order. The number of trials (i.e., patients) would usually be between 20 and 100, with 40 to 50 being standard. At the end of the experiment, participants are asked to provide their personal estimation of the relationship between the two events, typically on a scale from 0 (non-effective) to 100 (totally effective).

Among the many possible variations of this task, there is one that deserves special mention. This variable is the active vs. passive role of the participant in this task. In the description of the task so far, participants could passively observe whether the fictitious patients took the drug and then observe whether or not they recovered. This is analogous to vicarious learning by observing or reading about others who have taken the drug. By contrast, in experiments using the active version of the task, participants are shown patients who suffer from the syndrome and are asked, “Would you like to give the drug to this patient?”

In these experiments, participants play an active role and decide whether and when the potential cause is presented. After that, the outcome (healing) occurs or does not according to a random or a predetermined sequence that has been pre-programmed by the experimenter. This is an analog of a person who takes a pill to reduce pain. As we will show, some studies have attributed a critical role to this variable, but we argue its effect might sometimes have been confounded with other factors.

In addition to active vs. passive roles of participants, there are many other variants that can be introduced in this task and that have been shown to affect the participants’ estimations of causality. Examples include changing the wording of questions asked at the end of the experiment about the causal relationship (Crocker, 1982; Vadillo et al., 2005, 2011; Collins and Shanks, 2006; De Houwer et al., 2007; Blanco et al., 2010; Shou and Smithson, 2015), the order in which the different trial types are presented (Langer and Roth, 1975; López et al., 1998), the frequency with which judgments are requested (Collins and Shanks, 2002; Matute et al., 2002), the description of the relevant events as causes, predictors, or effects (Waldmann and Holyoak, 1992; Cobos et al., 2002; Píneiro et al., 2005), the temporal contiguity between the two events (e.g., Shanks et al., 1989; Wasserman, 1990; Lagnado and Sloman, 2006; Lagnado et al., 2007), and many other variables that fortunately are becoming well known. In the following sections, we will focus on the variables that seem to affect the illusion most critically in cases of null contingency.

The Probability of the Outcome

One of the first variables found to affect the overestimation of null contingency is the probability of the outcome’s occurrence. Many null-contingency experiments have examined conditions in which a desired outcome occurs by mere chance but with a high probability (e.g., 75% of the occasions, regardless of whether or not the cause is present), which were compared with conditions in which the outcome occurs with low probability (e.g., 25% of the occasions, also independently of the cause’s presence). The illusion of a causal relationship is systematically stronger in the high-outcome conditions than in the low-outcome conditions (Alloy and Abramson, 1979; Allan and Jenkins, 1980, 1983; Matute, 1995; Wasserman et al., 1996; Buehner et al., 2003; Allan et al., 2005; Musca et al., 2010). Thus, when someone is trying to obtain an outcome and the outcome occurs frequently, the feeling that the action is being effective is much stronger than when the outcome occurs rarely. This is usually called outcome-density or outcome-frequency bias.

Knowing that the probability of the outcome affects the perception of causality is important. This knowledge alerts us
to conditions that are often more sensitive to causal illusions, such as any disease or pain condition in which spontaneous remissions are frequent. This explains why some life situations are particularly vulnerable to pseudoscientific and magical thinking. For instance, in the USA, alternative medicine is a preferred treatment option for back pain (which has a high percentage of spontaneous remission), with alternative practitioners providing 40% of primary care for back pain (White House Commission on Complementary and Alternative Medicine Policy, 2002). In contrast, alternative medicines are only seldom used to treat disorders where the likelihood of spontaneous remission is low.

Outcome-density bias allows us to predict that null-contingency conditions in which the desired outcome is frequent are susceptible to producing causal illusions. However, it is difficult to prevent those illusions, given that there is little we can do to reduce the probability of the outcome in the desired cases. In applied settings, the probability of response-independent outcomes occurring is by definition beyond an individual's control. We can do nothing to change it, so our role should be to raise awareness of the problem and teach people to be vigilant to detect their own illusions in cases where the outcome occurs frequently. A good habit of scientific thinking should therefore be the best defense.

The Probability of the Cause

The probability of the cause is another variable that has been shown to influence the illusion of causality. With all other things being equal and given the null contingency, the illusion of a cause producing an outcome will be significantly stronger if the cause occurs in 75% of the occasions than when it occurs in 25%. This effect is also called the cause-density or cause-frequency bias and has also been shown in many experiments (Allan and Jenkins, 1983; Wasserman et al., 1996; Perales et al., 2005; Matute et al., 2011; Vadillo et al., 2011; Blanco et al., 2013; Yarritu et al., 2014). The effect is particularly strong when the probability of the outcome is high as well, since there will be more opportunities for coincidences (Blanco et al., 2013).

Fortunately, much can be done to reduce people's illusions in this case. Even though the probability of the outcome is uncontrollable in real-life situations of null contingency, the probability of the cause is something that can be modified relatively easily. Imagine a popular (and bogus) treatment for a pain condition that has a high outcome probability of spontaneous remissions. As is usual the case in alternative medicine, the treatment involves a very high frequency of the cause (e.g., the pills have to be taken every 2 h). Therefore, we know that this is one of the situations in which the illusion will almost certainly occur. As discussed, it is very difficult to just convince people that their beliefs are false or that their favorite treatment that seems to work so well is innocuous. Importantly, however, we might be able to convince them to reduce the frequency with which they take the pill so that they can at least test what happens when the cause is absent. We know that this strategy works well in the laboratory. If they reduce the cause's frequency and the outcome persists, then they can realize that the potential cause and outcome are totally independent, and the illusion will be reduced (Blanco et al., 2012; Yarritu et al., 2014). As we will show, this might be done through simple instructions or through any other means that reduce the probability of the potential cause's occurrence.

Thus, even though it might be difficult to convince people not to use a bogus treatment, we at least know that a good campaign that motivates reduction of treatment frequency can reduce the illusion. Indeed, it has been shown that it is not even necessary that the participants themselves perform the action. In experiments using passive exposure, participants simply observed what happened to fictitious patients in the experiment, as if passively watching television. The results showed that even though participants did not perform the action themselves, observing many vs. few cases in which the cause was present had a significant effect on the illusion that they developed. Those observing fewer patients who followed the treatment reported significantly weaker illusions (e.g., Matute et al., 2011; Vadillo et al., 2011; Yarritu et al., 2014). Thus, there is not only a tendency to use with greater frequency those treatments that seem to be more effective, but also a tendency to perceive more frequently used treatments as more effective. That is, the perception of effectiveness increases usage, but increased usage increases the perception of effectiveness as well (Blanco et al., 2014). Therefore, to show people that a causal relationship does not exist (e.g., that homeopathy does not work), it suffices to ask them to use the potential cause less frequently, or even to show them what happens to people who are not using it (by showing them how people who do not use homeopathy recover just the same, for example).

Cause-Outcome Coincidences

One of the conditions where most people make systematic errors in estimating causality is when two events keep occurring together in time or in close temporal succession, suggesting that the first one is causing the second one (e.g., Shanks et al., 1989; Wasserman, 1990; Lagnado and Sloman, 2006). We infer causality in those cases, and the inference is often correct, as cause-outcome contiguity is the main cue that humans and other animals can use to infer causal relationships (Wasserman and Neunaber, 1986; Shanks et al., 1989; Wasserman, 1990; Buehner, 2005; Greville and Buehner, 2010). However, when there is no causal relationship and the events still occur in close temporal succession, people will also tend to infer that a causal relationship exists between them, albeit erroneously.

Indeed, of all four trial types in the contingency matrix, people tend to give special weight to trials in cell a, for which the cause and the outcome coincide (Jenkins and Ward, 1965; Crocker, 1982; Kao and Wasserman, 1993). This means that even in null-contingency situations, there might be a strong tendency to infer a causal relationship when the number of cause-outcome coincidences (cell a trials) is high. In fact, cell a is closely related to the factors discussed in the previous two sections, as a high probability of both the cause and the outcome will inevitably produce many cell a trials. Not surprisingly, marketing campaigns promoting the use of complementary and alternative medicine or any other miracle products make use of this technique by always informing potential customers about the many successful cases after following their advice, while never mentioning those who
succeeded without following their advice. The lesson revealed by laboratory experiments is that informative campaigns from governments and health institutions trying to counteract the advertisement of fraudulent products clearly need to highlight those who did not use the product (i.e., cause-absent trials—cells c and d in Table 1). It is important to transmit not only truthful but also complete information, including all four trial types (a, b, c, d), so that people can make informed decisions.

In sum, the probabilities of both the outcome and the cause are variables that influence the degree of illusion of causality that people will develop in null-contingency conditions. The higher the probabilities of the cause and the outcome, the higher the probability will be that the cause and outcome coincide and the higher the probability of people inferring a causal relation. Moreover, when the probabilities of both the outcome and the cause are high, a special situation occurs in which a majority of the trials involve cell a observations. The many coincidences between cause and outcome when both occur frequently seem to give rise to the illusion of causality (Blanco et al., 2013). Thus, to reduce the illusion, we should reduce the probabilities of the outcome and the cause whenever possible and seek for complete information.

The effects discussed so far do not seem to bias only human judgments. Computer simulations show that the probabilities of the cause and the outcome can also bias machine-learning algorithms designed to detect contingencies. For example, Figure 1 shows the results of a computer simulation based on the popular Rescorla–Wagner learning algorithm (Rescorla and Wagner, 1972). The model tries to associate causes and outcomes co-occurring in an environment while minimizing prediction errors. Each of the four lines shown in Figure 1 denotes the behavior of the model when exposed to each of the four conditions used by Blanco et al. (2013). In this experiment, all participants were exposed to a sequence of trials where the contingency between a potential cause and an outcome was actually 0. The probability of the cause was high (0.8) for half of the participants and low (0.20) for the other half. Orthogonally, the outcome tended to appear with a large probability (0.80) for half of the participants and with low probability (0.20) for the other half.

As shown in Figure 1, the model tends to converge to a low associative strength in all conditions after many trials, a natural result given that the true contingency between cause and outcome is 0 in all cases. However, before the model reaches that asymptote, it is temporarily biased by both the probability of the cause and the probability of the outcome in a way similar to that shown in humans. The model’s ability to learn the 0 contingency is slowest when the probabilities of the cause and outcome are both large. Although the model predicts that the illusion will eventually disappear if a sufficiently large number of trials is provided, the results mimic the causal illusions found in real participants, who also tended to show stronger illusions when both probabilities are large. This has been found in humans using both 50 and 100 training trials (Blanco et al., 2011). This result could also be regarded as a special form of illusory correlation, because both people and the model infer an illusory correlation between the potential cause and the outcome before assuming that the correlation implies a causal relationship.

Interestingly, although there are many other variables that have been described in the literature as influencing the illusion of causality, a close look reveals that many also involve situations with high probability of the outcome, high probability of the cause, or both. Therefore, many of the factors supposedly influencing the illusion might just be instances where these two probabilities are affected. We describe some of these variables below.

Maximizing the Outcome vs. Testing the Causal Relationship

As explained, some experiments have used a passive version of the contingency learning task, while others have used an active version. In the active version, the participant’s behavior is the potential cause of the outcome: the participant decides when and how often the cause is presented. Therefore, even though the outcome’s occurrence is preprogrammed in the same way in both the active and passive versions, in the active task, participants might increase the number of coincidences between the potential cause and the outcome by chance as a function of when and how often they introduce the cause (Matute, 1996; Hannah and Beneteau, 2009). Thus, the participant could influence the frequencies in the contingency matrix (see Table 1). In these cases, even though the outcome is uncontrollable, the participant may feel as if she were controlling it (Blanco et al., 2011). This is a general feature of instrumental behavior and occurs in real-life uncontrollable situations where the individual is free to introduce the cause. As an example, consider rain dancing. Rain is uncontrollable, but the frequency with which ancient tribes danced was a decision that affected the number of cause-outcome coincidences, which in turn could affect their perception of causality.

This effect depends on the goal and behavior of the participants, so it can also be at least partly modified through instructions to change those goals and the behavior associated with them. Matute (1996) observed that experimental participants showing an illusion of causality were typically exposed to naturalistic-like settings in which their goal was to maximize the outcome, so they tended to act with high probability (of the cause). By contrast, studies reporting accurate detection of null contingencies tended to tell their participants not only that their goal was to assess how
much control they had over the outcome (rather than maximizing the outcome), but also how they could best assess the potential relationship. Participants in those experiments were asked to test whether a causal relationship existed and were instructed that the best way to attain that goal was to introduce the cause in about 50% of the trials. This allowed them to learn what happened when the potential cause was present and when it was not (Shanks and Dickinson, 1987; Wasserman, 1990). In a way, the participants were instructed in the principles of scientific control. By prompting them to test the outcomes in the presence and absence of a potential cause, they accurately detected the absence of a contingency. This suggests that accurate detection can be promoted through direct (and rather simple) instructions given to participants.

People tend to act frequently when trying to maximize an outcome, which increases their illusion of causality. Instructing people to reduce the probability of the cause (and refrain from acting on every occasion) shows to be an effective strategy to reduce their illusion (Blanco et al., 2012). This strategy teaches people what happens when they do or do not act. Not surprisingly, this is equivalent to teaching people the basis of scientific methods and scientific control: to test a causal relationship between two variables, they need to learn to control these variables and see what happens in the presence or absence of the potential cause.

The Cost of Action—Secondary Effects

We have described a few conditions in which the probability of the cause is explicitly reduced so that people may realize what happens when the cause is absent. As mentioned, this is the basis of the experimental method, which was developed to help scientists perceive causal relationships with accuracy. But in many naturalistic conditions, people tend to act with a very high rate to maximize the outcome, which prevents them from detecting null contingencies. There are many examples. When in pain, we will be more prone to accept any remedy that might be offered. It would be very hard, if not impossible, to ask people to refrain from trying to achieve a desired and truly needed outcome.

There are, however, some factors that by default reduce the probability of action. One is the cost of the action. When an action is expensive (in terms of energy or other costs), people reduce its frequency. Under those conditions, we can predict a reduction in the illusion of causality. One example is provided by the secondary effects of medication. Most drugs produce secondary effects, and taking them has a cost. According to the discussion thus far, this should lead to reduced intake and thus more accurate detection of the null contingency. By the same reasoning, if a drug is not effective but has secondary effects, people should detect its null contingency more easily. However, specious medications that are not effective tend to have neither primary nor secondary effects (as with many complementary medicines such as homeopathy). This might be one of the reasons why many people prefer alternative medicine even when they know that they are not supported by evidence. The presumed lack of side effects makes many people take those medications freely and often, which should lead to a greater illusion that they are effective, as the high probability of the cause is known to increase the illusion.

To test this view, Blanco et al. (2014) adapted the standard contingency learning task described above. Participants were shown records of fictitious patients one by one through a computer screen and decided whether to give these patients a newly discovered drug or to do nothing. They received feedback on whether each patient felt better or not. As in previous experiments, there was no relationship between the drug and healing. The critical manipulation in this experiment was that for one group of participants, patients who took the drug always developed secondary effects, whereas there were no secondary effects for the other group. As expected, the participants for whom the drug produced no secondary effects administered it with greater frequency and were therefore not able to learn that recovery occurred with identical probability regardless of drug administration. Thus, this higher frequency of administration produced stronger causal illusions in the group with no secondary effects. The study demonstrated that not only do we tend to use medicines that we believe to be more effective, but the simple fact of using a medicine frequently promotes the belief that it is effective. This generates a vicious cycle between usage and perception of effectiveness.

These results suggest that one of the paths by which alternative and complementary medicine is becoming so widespread is precisely through their presumed lack of secondary effects. This makes people use these remedies more often than conventional ones (which almost always include secondary effects). Thus, if the outcome occurs with the same probability when not using those remedies, they simply cannot perceive it.

Depression

Another variable shown to have a profound effect on the perception of null contingencies is mood. A classic study by Alloy and Abramson (1979) showed that people who are depressed are more accurate than non-depressed individuals in detecting their absence of control in non-contingent conditions. This depressive realism effect has been replicated under many different conditions (e.g., Moore and Fresco, 2012; Kornbrot et al., 2013; Byrom et al., 2015). Initially, this effect was explained by assuming that depressed people lack a series of self-serving biases that are assumed to promote well-being in non-depressed people. Non-depressed people would tend to feel that they have control over their environment, which makes them feel well and protects them from depression (Alloy and Abramson, 1988; Taylor and Brown, 1988, 1994; Alloy and Clements, 1992). An alternative view interprets these effects not as a motivational bias, but as the consequence of different cognitive strategies. More specifically, depressed people have been found to differ in how they process cause-absent trials (Msetfi et al., 2005).

Without discussing the merits of these interpretations, we propose another interpretation that is in line with the general framework outlined in this article and which might complement previous proposals on depressive realism. According to Blanco et al. (2009, 2012), one aspect of depression is greater passivity,
that is, a reduced ability to initiate voluntary responses. When depressed and non-depressed participants have been compared in experiments on depressive realism, the frequency of occurrence of the cause (the participant’s behavior) has usually not been reported. Thus, non-depressed participants could be acting with greater frequency than depressed participants to obtain the outcome. If this were true, and assuming that the outcome does occur with relatively high frequency in this type of experiment and real-life situations, we can easily anticipate that non-depressed participants will be exposed to a higher number of coincidences (type $a$ cells, Table 1). This makes them develop the illusion that they are controlling the outcome. In fact, Blanco et al. (2009, 2012) showed that the depressive realism effect can be due at least in part to the fact that depressed individuals are more passive. They act with less frequency to obtain the outcome and are thus exposed to fewer cause-present trials. As a consequence, their illusion of control is lower.

Therefore, although depressed people seem to be more accurate than non-depressed people in their estimations of null contingency, this does not necessarily mean that they are wiser. Instead, this seems to be an additional consequence of the robust role that the probability of the cause plays in enhancing or reducing the illusions of causality. This highlights the need to teach non-depressed people to be more passive by introducing potential causes in some trials but not in others so that they can learn how much control they actually have over an outcome.

**Personal Involvement**

The degree of personal involvement of a participant has been proposed in many earlier reports as one of the most critical variables influencing the results of experiments on illusions of causality and control. In principle, the results of an experiment should differ greatly as a function of whether the participants are personally involved in healing as many fictitious patients as possible, or if they are just observing whether the fictitious patients recover after taking the drug. As mentioned, the illusion of control has been typically interpreted as a form of self-serving bias (Alloy and Abramson, 1988; Taylor and Brown, 1988, 1994; Alloy and Clements, 1992). Therefore, it should not occur when people are just observing causes and effects that have nothing to do with their own behavior.

One of the very few studies that explicitly tested this view was conducted by Alloy et al. (1985). For one group, the potential cause was the participants’ behavior, while the potential cause was a neutral event for the other. The illusion was stronger when the potential cause was the participant’s behavior, which seemed to support the view that personal involvement is necessary to develop the illusion of control. However, a closer look at that experiment reveals that the percentage of trials in which the participants introduced the cause was not reported. This leaves open the possibility that the participants who were personally involved might have been acting with a high probability and thus exposed to a higher probability of the cause than the group of observers. If that was the case, personal involvement might have been confounded with the probability of the cause in previous work.

Thus, we conducted an experiment using a yoked design so that everything remained constant across groups except for personal involvement. One group could administer a drug to fictitious patients, while the other group just observed. The outcome was uncontrollable (preprogrammed) for all participants, but each participant in the yoked group observed just an identical sequence of causes and outcomes generated by a counterpart in the active group. The result was that both groups showed a similar illusion of causality. Participants’ judgments did not differ, regardless of whether they were active or yoked in the experiment (Yarritu et al., 2014). Instead, participants’ judgments were influenced by the probability of the potential cause occurring (recall that the potential cause in this experiment was the administration of the drug, which coincided with the behavior of the participants themselves in the active group, whereas it coincided with the behavior of a third party in the yoked group). Thus, it seemed that the probability of the cause was a stronger determinant than personal involvement in the development of the illusion.

To confirm this finding, Yarritu et al. (2014) conducted another experiment in which they explicitly manipulated the probability of the potential cause and the degree of personal involvement. Half of the participants were asked to try to heal as many patients as possible, while the other half just observed what their partners were doing. To increase the motivation of the active participants, they were made aware that their performance was being monitored by peer participants observing the screen from a cloned one in an adjacent cubicle. Orthogonally, half of the participants in each group were given a short supply of the drug so that they were forced to administer it with low probability to just a few patients. The other half was given a large supply of the drug and induced to administer the drug with high frequency. The results confirmed our previous findings that the probability with which the drug was given had a stronger effect on judgments than being personally involved in trying to heal the patients (vs. just observing).

This is not to say that all cases showing that personal involvement increases the illusion of control can be reduced to a probability of the cause effect. Quite possibly, however, some confusion has existed in the literature because people who are personally involved tend to act more often to obtain the desired outcome than those who are not involved. The probability of introducing the potential cause is higher in those involved, and as previously shown, this can increase the number of coincidences and therefore the illusion as well. As a consequence, it is necessary to distance oneself in critical life conditions in which we are personally involved or to let more objective and neutral observers help us judge whether a causal relationship exists, because our intuitions will surely be wrong.

**When There are Several Potential Causes**

There are times when the occurrence of coincidences is not enough to strengthen the perception of causality. When multiple possible causes are presented together and followed by an outcome, causes tend to compete among themselves for association with the outcome. Even when there might be many cause-outcome coincidences, they may not be effective in
strengthening the attribution of causality to one of these causes if the other cause is more intense or had a previous association with the outcome (Rescorla and Wagner, 1972). These effects of competition between several potential causes are well known in both humans and other animals (e.g., Shanks, 2007; Wheeler and Miller, 2008).

Taking this idea a bit further, we could also predict that in situations in which the outcome is independent of behavior, informing people about potential alternative explanations for the outcome should also reduce their illusion of causality. This idea was tested by Vadillo et al. (2013), who instructed one of their groups about a potential alternative explanation for the outcome. As expected, the group with an alternative explanation to which the outcome could easily be attributed showed a reduced illusion of causality compared to the group that received no suggestions about alternative explanations. Thus, informing people about the existence of alternative causes can reduce the illusion.

However, the availability of alternative causes is not always beneficial. There are cases in which people might choose the wrong cause if two are available. As an example, consider a patient taking placebo pills for better sleep. A friend tells him that the pills are just sugar and that he should start a new treatment. He hesitates but finally decides to follow his friend’s advice. He visits a psychologist and starts following an evidence-based treatment. However, just in case, he does not quit the placebo pills and keeps using them as complementary therapy. Doing so implies that it will be impossible for him to tell whether any improvement is due to the new treatment or to the placebo pills. Even if the new treatment works, its effect can be wrongly attributed to the old placebo pills.

Alternative therapies are often used in addition to other therapies under the belief that they cannot be harmful if used in this way. Indeed, many people would agree that alternative therapy might be harmful because it might make people not follow effective treatments. But when used as a complement, the alternative seems to be absolutely harmless and almost no one would oppose this use. However, as we have been advancing, the availability of more than one potential cause can result in a competition between both causes, so that if one is considered to be a strong candidate, the other will be seen as a weak one. Indeed, many experiments with both humans and other animals have reported that when two causes are presented together and followed by an outcome, one of the causes having a previous history of association with that outcome can compete with the attribution of causal strength to the most recent cause (Shanks and Dickinson, 1987; Shanks, 2007; Wheeler and Miller, 2008; Boddez et al., 2014).

With this in mind, Yarritu et al. (2015) asked whether the same effect would occur when the previous history of one of the causes with the outcome was just illusory. They asked two groups to assess the effectiveness of drug A in the task described in previous sections. During Phase 1, the percentage of trials in which the fictitious patients recovered was the same regardless of whether they took the drug and was determined by a preprogrammed random sequence. However, a strong illusion that the drug was effective was induced in one group, while a weak illusion was induced in the other group. This was done by manipulating the probability of the cause (the fictitious patients taking the drug). Then, in Phase 2, all participants were exposed to a series of patients who either took a combined treatment of drug A with a new drug B or received no treatment, after which the patients recovered or did not. The percentage of trials in which the patients recovered after taking the combined medication was higher than in trials with recovery without medication, and these percentages were identical for all participants. That is, during Phase 2 drug B was effective. However, when asked about the effectiveness of drug B in a subsequent test phase, the judgments were lower for the group that had developed the strong illusion about drug A in Phase 1. The previous illusion that medicine A was effective reduced the ability to detect the effectiveness of medicine B during Phase 2. This suggests that specious medication, even when complementary, can produce more harm than people usually expect.

**Aversive Conditions: Just the Other Way Around?**

Throughout this article, we have been assuming that the illusion of causality occurs in appetitive conditions when people are trying to obtain a desired event. However, many superstitions and illusions of causality take place in aversive conditions in which the outcome is an undesired one such as bad luck or misfortune (e.g., Blum and Blum, 1974; Aeschleman et al., 2003; Bloom et al., 2007; Zhang et al., 2014). We should distinguish at least two types of aversive or negative conditions in which the null contingency may take place. The first one parallels escape and avoidance behavior. Even though there is no contingency between cause and outcome, it will look as if the participants’ behavior is followed by the termination (or avoidance) of an aversive event. A common example is touching wood to avoid misfortune. This first type of negative superstition works in much the same way as the one with the appetitive outcomes discussed thus far. People will typically perform actions with high probability in their attempt to escape or avoid an aversive stimulus as often as possible (Matute, 1995, 1996; Blanco and Matute, 2015). Therefore, most of the strategies suggested to reduce the illusion of causality should also be useful in these cases.

The second type parallels a punishment condition. The participant’s behavior does not produce bad luck, but it seems as if this were the case. For instance, sitting in row number 13 or seeing a black cat is considered to bring bad luck. These cases work differently from the ones described. When aversive consequences follow an action (or seem to follow them), people tend to reduce their behavior (i.e., the probability of the cause). This is important for understanding the difference between these punishment-like conditions and the appetitive ones. People tend to act with less frequency in this case, in contrast to appetitive conditions. Thus, to help them realize that the outcome is independent of their behavior, our strategy should be opposite to that used in appetitive conditions.

To test this view, Matute and Blanco (2014) used the same instructions shown to reduce illusions in appetitive conditions in punishment-like conditions. The result was that asking people...
to warning them about potential alternative causes of the outcome, increased, rather than reduced, the illusion. The reason is probably that when aversive uncontrollable outcomes follow behavior and people act frequently, as they do by default, their behavior seems to be punished, so they feel they are not controlling the outcome. However, when a potential alternative cause for those aversive outcomes is available and people reduce the frequency with which they act, and even so the aversive outcomes keep occurring, it becomes clearer for people that they are not responsible for the occurrence of the outcomes. They no longer feel that their behavior is being punished and thus their illusion of control increases. Therefore, rather than instructing people to reduce the number of trials in which the cause is present, the best strategy in punishment-like conditions is asking people to increase cause-present trials. In that way, it will be easier for them to detect that they have no control. As an example, rather than asking people to refrain from selecting row number 13th we should ask them to select row number 13th with greater frequency so that their negative illusion can be reduced.

**Developing an Educational Strategy**

There has been a long debate in scientific education on whether students learn better through personal discovery or through more traditional instruction, but recent reports are showing that to learn about scientific methods, direct instruction is preferred (e.g., Klahr and Nigam, 2004). Thus, the advantages of direct instruction could be used to prevent illusions of causality. However, one serious potential problem is that people may ignore recommendations because they are not motivated based on beliefs that they are free from biases. Many people can recognize cognitive biases in other people but are terrible at recognizing their own biases (Pronin et al., 2004, 2002). We can hypothesize that making people realize their perception of causality is far from perfect will motivate them to learn about scientific methods that would help them assess causality accurately.

Following this idea, Barberia et al. (2013) told a group of adolescents that they had developed a miracle product that would help them improve their physical and cognitive abilities. This was conducted quite theatrically, and the teenagers were allowed to try the properties of the product (a piece of regular ferrite) through several cognitive and physical exercises. Once the adolescents were made to believe that the bogus product was really effective, they were ready to listen to possible ways in which they could have assessed the efficacy of the ferrite more accurately. They received a seminar on scientific methods emphasizing the importance of controlling for extraneous or confounding variables. They were also shown what the product really was and how they had been victims of their own biases. Finally, their illusion of causality was assessed using the standard procedure described in previous sections.

The result was that the students that had undergone the intervention (including both the experience with the bogus product and the tutorial on experimental methods) reduced their probability of introducing the cause (their probability of acting) and developed a significantly weaker causal illusion in the standardized judgmental task compared to a control group of naïve participants who did not receive the intervention. We cannot be sure of the key aspect in the success of the procedure, but we conjecture that making the students aware of their own biases might be critical in enhancing the impact that the more academic explanation of scientific methods had over their behavior and thinking. Future interventions should focus on disentangling the key components that made the intervention successful, such as the role of the initial phase. The results suggest that contrary to the extended view that cognitive biases cannot be counteracted, there are procedures that work and need to be documented, as they can help teach people how to think more scientifically and reduce their causal illusions.

We are not aware of many other systematic studies on reducing the illusion of causality or even attempts to reduce other biases (e.g., Arkes, 1991; Larrick, 2004; Schmaltz and Lilienfeld, 2014). As Lilienfeld et al. (2009) state, it is strange that with so much research being conducted on cognitive biases in the last decades that so little has been done in relation to debiasing. We hope that we have contributed to developing evidence-based strategies that can improve the teaching of scientific methods and reduce the illusion of causality.

**Discussion**

Several recommendations on how to reduce the illusion of causality can be extracted from the experiments reported. First, we know that the illusion of cause and effect will be weaker when the desired outcome rarely occurs. Although this variable is usually beyond our control in null-contingency conditions, it provides an important cue to anticipate the conditions under which it is more likely to observe superstitions and causal illusions.

The illusion will also be weaker when the probability of the cause is low. This is a variable that can be controlled and has shown to affect the illusion of causality in many experiments in many different laboratories (Allan and Jenkins, 1983; Wasserman et al., 1996; Perales et al., 2005; Vadillo et al., 2011). Therefore, it can be used to reduce the illusion. Specious product advertisements mention only the cases in which the cause is present (product use) and the product works effectively (cell a instances in Table 1). Thus, one very simple strategy that governments could use is to make sure that the data from those cases without the potential cause are also presented during those marketing campaigns. A related and even better strategy that governments should use is teaching people how to use the data. Governments could teach people to realize that they need to ask for information about cause-absent cases when such information is not readily available. In other words, governments could teach people (not just science students) how to make better use of scientific thinking in their everyday life.

The experiments also showed that the effect of the probability of the cause (cause-density bias) is also observed indirectly when someone is depressed because they are more passive. By extension, this effect is also observed under any other conditions that might make people reduce their default tendency to introduce a cause in almost any occasion. Other examples are cases in which the potential cause is costly or has undesired collateral effects. People
do not introduce the cause often in those cases and thus can learn what happens when they do nothing. Likewise, the illusion is also weaker when people are just observing the cause and the effect co-occur than when their own behavior is the potential cause. Moreover, the illusion is stronger when people are trying to obtain an outcome, such as when a doctor in an emergency room is trying to help patients. This contrasts with cases of people trying to find their degree of causality, such as when a scientist is testing the effect of a drug on a health problem.

In addition, there are cases in which the results are reversed, such as when the cause is followed by an undesired event, as in punishment-like conditions. There are also cases in which the principles of cue competition apply because there is more than one potential cause, with some causes preventing attribution to other causes simultaneously occurring. These cue competition effects reduce the illusion in some cases and enhance it in others. This means that there are many variables that are currently very well known, have been tested in many experiments, and have predictable effects. Thus, we can now anticipate the cases that will produce a stronger or a weaker illusion in most people. This knowledge could be used to make people more alert when illusions are most probable. We also know from the experiments that in all cases, the illusion can be reduced if people are taught to reduce the probability of introducing the potential cause by learning the basic principles of scientific control and the experimental paradigm.

With this in mind, we outlined an educational strategy as an example of what could be done to provide adolescents with a tool to become less vulnerable to the illusion of causality. The basic idea is not new. It should consist of teaching how to think scientifically and apply basic scientific principles to areas of their own interest. The procedure includes a strategy to motivate teenagers to learn how to protect themselves from their own biases. This is a critical part of teaching scientific thinking. Many people have no interest in learning about scientific thinking because they are not aware that they need to correct their own biases in their everyday life. However, once people are shown how fallible their intuitions are, they should be willing to learn about tools to prevent errors. One way to motivate people is by defeating them before offering the tutorial (Barberia et al., 2013). Another is by showing them examples of common superstitions, pseudosciences, and myths that they might believe so that they can learn what their error is and how to use scientific thinking to overcome the error (Schmultz and Lilienfeld, 2014).

We have reduced most conditions leading to the attenuation of the illusion of causality in the literature to cases in which the cause was presented with a probability closer to 50%. Controlling the probability of the potential cause is a very important factor in reducing the illusion, which has been shown in many different experiments. Indeed, this approach is at the heart of the experimental method. If we look at how scientists manipulate the probability of a cause when they perform an experiment, they might avoid having 50 participants in one group and 5 in another, or they might try to give cause-present and cause-absent groups a similar weight and size. However, this is obviously not the only factor. Reduction in cognitive biases and ungrounded beliefs has been demonstrated by encouraging a more analytical and distant style of thinking, as opposed to the default of an intuitive, fast, and more emotional way of thinking in situations that are not necessarily contaminated with a high probability of the potential cause (Frederick, 2005; Kahneman, 2011; Stanovich, 2011; Ziegler and Tunney, 2012; Evans and Stanovich, 2013). This includes a reduction of religious and teleological beliefs (Gervais and Norenzayan, 2012; Kelemen et al., 2013), as well as a reduction of several cognitive biases such as confirmation biases (Galinsky and Moskowitz, 2000; Galinsky and Ku, 2004) and framing (Keysar et al., 2012; Costa et al., 2014). Our preliminary research suggests that this approach based on the literature on general cognitive biases can also help reduce the illusion of causality (Díaz-Lago and Matute, 2014).

As Lilienfeld et al. (2009) have noted, designing a worldwide strategy to reduce cognitive biases would be the greatest contribution that psychology could make to humanity, as it would eliminate so much suffering and intolerance. We have reviewed some of the evidence about two of these biases—the illusion of causality and the illusion of control—and how they can be reduced. We hope that this will contribute to increasing awareness of these biases and of ways to effectively reduce them in real life. Of course, this is not to say that analytical thinking should always be preferred over fast intuition. As many have already noted, there are times when intuitive judgments are more accurate than analytical ones (Kruglanski and Gigerenzer, 2011; Phua and Tan, 2013; Evans, 2014). Thus, the aim when teaching scientific methods should not only be mastering the ability to think scientifically, but perhaps most importantly, the ability to detect when this mode of thinking should be used.
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