Spatiotemporal Exploration of Chinese Spring Festival Population Flow Patterns and Their Determinants Based on Spatial Interaction Model
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Abstract: Large-scale population flow reshapes the economic landscape and is affected by unbalanced urban development. The exploration of migration patterns and their determinants is therefore crucial to reveal unbalanced urban development. However, low-resolution migration datasets and insufficient consideration of interactive differences have limited such exploration. Accordingly, based on 2019 Chinese Spring Festival travel-related big data from the AMAP platform, we used social network analysis (SNA) methods to accurately reveal population flow patterns. Then, with consideration of the spatial heterogeneity of interactive patterns, we used spatially weighted interactive models (SWIMs), which were improved by the incorporation of weightings into the global Poisson gravity model, to efficiently quantify the effect of socioeconomic factors on migration patterns. These SWIMs generated the local characteristics of the interactions and quantified results that were more regionally consistent than those generated by other spatial interaction models. The migration patterns had a spatially vertical structure, with the city development level being highly consistent with the flow intensity; for example, the first-level developments of Beijing, Shanghai, Chengdu, Guangzhou, Shenzhen, and Chongqing occupied a core position. A spatially horizontal structure was also formed, comprising 16 closely related city communities. Moreover, the quantified impact results indicated that migration pattern variation was significantly related to the population, value-added primary and secondary industry, the average wage, foreign capital, pension insurance, and certain aspects of unbalanced urban development. These findings can help policymakers to guide population migration, rationally allocate industrial infrastructure, and balance urban development.
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1. Introduction

Population flow refers to the short-term, repetitive, and cyclical movement of populations in geographical space. By 2016, China’s floating population had reached 245 million. Large-scale population flow has been a significant phenomenon in China’s social development
and will continue to be so in the future [1]. Population flow is closely relevant to disease control, sustainable social development, congestion alleviation, information propagation, and e-commerce [2–4]. Determining the relationship between population migration and unbalanced urban development is key to ensuring sustainable social development.

Population flow represents the reallocation of production factors in space [5]. The greater the population flow, the greater the economic vitality [6]. Thus, population flow reflects the developmental level of a region or city [7]. Determining population flow patterns from spatiotemporal population behavior may therefore reveal developmental differences between cities. Population mobility is a social expression of the spatial interaction between an origin city and a destination city and is affected by unbalanced urban development. For example, cities with better economic conditions are more attractive to laborers from relatively poor urban areas [8]. As differences in urban development throughout China increase, population flow has become polarized. The stronger the economic vitality of an area, the greater the flow of population into it. Such enormous population flow has a severe effect on stable development in China. Therefore, quantification of the effect of socioeconomic factors on migration patterns is essential to improve regional development.

Large-scale intercity population flow occurs mainly during public holidays in China. The largest family reunion holiday in China is the Spring Festival, which in 2018 involved the travel of more than seven times the number of people who traveled during Thanksgiving in the United States in 2017 [9]. According to a report from the National Tourism Administration in China, 386 million people traveled during the Spring Festival of 2018. In addition, many people traveled between their work city and hometown during the Spring Festival, which is an event called “ChunYun”. This phenomenon enabled us to study spatiotemporal migration patterns and their determinants. However, it is difficult to collect detailed spatiotemporal data on large-scale population migration, which has led previous researchers to concentrate on the Yangtze River Delta, the Pearl River Delta, and the Beijing–Tianjin–Hebei urban agglomeration and megalopolises, so small and medium-sized cities are often not considered. However, differences in inter-regional interactions give poor estimates of global parameters for use in traditional spatial interaction models. This has limited the exploration of population flow patterns and the timely, accurate, and dynamic quantification of their effects.

This study aimed to comprehensively re-examine population flow patterns and their determinants. Most importantly, a family of spatially weighted interactive models (SWIMs) are applied to quantify the impact of socioeconomic factors on population mobility and reveal the urban issues of unbalanced development. To more accurately determine population flow and avoid spatiotemporal mismatch, we collected a population migration dataset from the AMAP platform and divided it into four subsets (daily, returning hometown, holiday, and returning work) according to the Spring Festival time nodes. Based on the daily subset, the PageRank algorithm, and the Clauset–Newman–Moore (CNM) algorithm, social network analysis (SNA) methods were used to reveal patterns. Based on the returning work subset, we used a family of spatial interaction models, comprising the global Poisson gravity model, origin-specific and destination-specific models, and SWIMs, to quantify the global and local effects of socioeconomic factors on returning work flow. When these advanced SWIMs are applied to study large-scale population flow, they have excellent performance of accounting for local effects in spatial interaction modeling.

2. Related Literature

Many influential theories and models have been proposed to explain the origin, mechanism, and extension of population migration, such as the “push and pull theory” [10]. Based on these theories, various regional disparities are regarded as creating complex motivations for migration. The explanation of migration patterns aids the understanding of demographic change and associated socioeconomic development. Therefore, migration within China has been studied by many scholars, with a focus on its spatial patterns and influencing factors.
Previous migration studies have been based on 10-yearly census data and annual interprovincial population flow data. Moreover, these studies involved limited data collection methods and thus, were mostly of low accuracy and long update times or based on only origin or destination attributes [11,12]. However, the rapid development of information communications technology and mobile applications makes it possible to track the spatiotemporal behaviors of large numbers of individuals. Many scholars have focused on a more comprehensive and detailed examination of population mobility at the national or provincial level and at the city level across China. Based on travel big data, Yang et al. analyzed the spatiotemporal patterns of population mobility and its determinants in Chinese cities, and Cui et al. analyzed the spatiotemporal dynamics of daily intercity mobility in the Yangtze River Delta [13,14]. The resulting data exhibit more spatiotemporal complexity than previous data and can be integrated with external geographic factors to solve the problem of low spatiotemporal detail in related studies.

Nevertheless, it remains challenging to identify intercity flow patterns and efficiently quantify the effect of socioeconomic factors on migration patterns. Cities are the foci of regional economy, politics, culture, and transportation and attract people from surrounding areas due to their better employment opportunities, modern infrastructure, good educational environment, advantageous location, and efficient transportation [15]. Some cities have even developed into urban agglomerations that spread across surrounding areas, such as those of New York, London, Tokyo, Jiansu–Zhejiang–Shanghai, and Beijing–Tianjin–Hebei. Other cities have formed complex social networks connected by mobile populations, with different population flow patterns to those of urban agglomerations. Traditional network analysis models have ignored the social attributes of population flow. Moreover, traditional spatial interaction models do not sufficiently consider differences in migration patterns because these models are based on global parameter estimation.

With the development of SNA methods, it has become popular to explore network node importance and network structure to determine flow patterns. For example, a large number of studies have applied SNA methods for pattern identification [16,17]. The PageRank algorithm has also been used to measure node importance in networks [18], and community detection has been used to find city communities [19]. These have developed a new approach for identification of the spatiotemporal patterns of large-scale population flow.

However, SNA methods only reveal flow network characteristics; they are unable to quantify the interaction of socioeconomic factors with population flow. Thus, the gravity model, which is a key spatial interaction model inspired by gravity or push–pull theories, and its related family of models have often been used to explain the interaction process [20]. Chen et al. used an improved gravity model to analyze a complex interprovincial mobile population network, and Zhang et al. implemented a new multilevel gravity model to study interprovincial urban migration flows [21,22]. A gravity model has also been calibrated globally, with one set of parameter estimates determined for a study region, followed by global parameter estimates. These global estimates were considered to represent the average interaction behavior and to be equally valid across the entire study area [23].

Thus, these gravity models ignored the local characteristics of population flow and failed to consider spatial heterogeneity. This problem has been addressed by separate modeling of each specific origin or destination city in a flow network to generate origin-specific and destination-specific spatial interaction models [24]. However, these models ignore the influence of surrounding cities on each specific origin or destination city and fail to capture local effects well. This problem is solved by geographically weighted regression (GWR), a technique that has become increasingly popular for detecting spatial nonstationarity in spatial analysis [25,26]. By combining GWR with a gravity model, Kordi and Fotheringham constructed a family of SWIMs to detect, visualize, and analyze spatial nonstationarity in spatial interaction processes [23]. Nevertheless, although these advanced SWIMs account for local effects in spatial interaction modeling, SWIMs have not been applied to the related study of large-scale population flow.
3. Study Area and Data

3.1. Study Area

There is large-scale population flow among cities in China during the Spring Festival. As portrayed in Figure 1, our study area focused on 299 prefecture-level administrative units and some county-level units in mainland China. In general, these administrative units are cities. Due to limitations in data availability, some prefecture-level cities in Hainan province, Taiwan, Hong Kong, Macao, and some ethnic minority autonomous prefectures in western China were excluded from the study area. Ultimately, 352 cities formed the research focus.

Figure 1. Spatial distribution of study area (352 cities in total).

3.2. Study Data

Location-based services (LBS) technology pinpoints the geographic location of a mobile user via wireless communication networks or the external positioning methods of network operators. When users allow various mobile applications to call LBS, their movement trajectories are accurately recorded in real time from positioning information. Thus, every smartphone user is a mobile sensor, reflecting social characteristics and allowing an enormous amount of individual movement data to be collected efficiently in real time. These movement data are used to calculate intercity migration indices [27]. The use of travel-related big data with such high spatiotemporal resolution is more accurate and effective than the use of census data [28]. In this study, we used the population flow dataset from the AMAP Migration Map (“https://trp.autonavi.com/migrate/page.do”). Tencent and Baidu migration data have been used in similar studies because they provide migration indices of daily population inflows and outflows, with a city as the basic unit (i.e., the intensity of inflows, source, and outflows limited to the destination of a single city on a certain day). However, longer historical
data for population migration, such as during the 2019 Spring Festival, are currently available only from the AMAP platform. Table 1 shows an example population flow dataset.

Table 1. Example of a population flow dataset.

| Origin City | Destination City | Population Migration Intensity Index |
|-------------|------------------|--------------------------------------|
| Beijing     | Tianjin          | 3.0503                               |
| Beijing     | Baoding          | 5.1506                               |
| Wuhan       | Beijing          | 0.0245                               |

As shown in Table 1, the population migration intensity index (PMII; provided by the AMAP Migration Map) represents the migration intensity from the origin to the destination cities. In this study, the inflow and outflow migration indexes are both representative of the intensity of population flow.

In addition, to explore the effects of associated factors on the patterns of population flow during the Spring Festival, several socioeconomic factors were selected for analysis, as shown in Table 2. Thus, population is a basic factor in population flow; gross region product, value added by primary industry (VAPI), value added by secondary industry (VASI), and value added by tertiary industry (VATI) represent the economic level of cities; the average wage, in terms of the income differential between two cities, is the main driver of migration; foreign capital investment increases the number of jobs and thus, attracts employees; mobile phone users create a record of population movement, with their number closely related to the intensity of a population flow; and the number of insured pensions and insured persons (IPIP) represents the social security system for city workers and is an important indicator of the effect of social security policy on population flow.

Table 2. Dependent and candidate independent variables used in the study.

| Class                  | Variable                              | Notation | Definition (Unit)                                                                 | References |
|------------------------|---------------------------------------|----------|----------------------------------------------------------------------------------|------------|
| Dependent variable     | Migration intensity index             | PMII     | Population migration intensity of inflow or outflow cities during the Spring Festival 2019 | [29,30]    |
| Total population       | TP                                    | TP       | Total population at year end (10,000 persons)                                    | [29,31]    |
| Gross regional product | GRP                                   | GRP      | Annual gross regional product (100 million yuan)                                | [29,32]    |
| Value added by primary industry | VAPI | VAPI   | Annual value added by primary industry (100 million yuan)                        | [29,33]    |
| Value added by secondary industry | VASI | VASI   | Annual value added by secondary industry (100 million yuan)                     | [29,33]    |
| Value-added by tertiary industry | VATI | VATI   | Annual value added by tertiary industry (100 million yuan)                      | [29,33]    |
| Average wage           | AW                                    | AW       | Average wage of employees on duty (yuan/person)                                 | [34–36]    |
| Foreign capital        | FC                                    | FC       | Actual utilization of foreign investment (10 million dollars)                   | [37]       |
| Mobile phone users     | MPU                                   | MPU      | Number of mobile phone users at year end (10 thousand persons)                  | [29,30]    |
| Insured pension and insured persons | IPIP | IPIP   | Number of basic pension and related insurance policies available for urban employees | [29,38]    |
Note: Variable means population migration intensity index of different period; Std. Dev. means standard deviation; Min means minimum value; Max means maximum value. For each city, we established indices to express the intensity of population flow (i.e., daily inflow and outflow) and the flows for holidays, returning to a hometown (re-hometown), and returning to work (re-work). From the spatiotemporal changes of these indices in the four periods, we determined the spatiotemporal trends and patterns of population flow. Because ChunYun began on January 21 during the Spring Festival of 2019, the average PMII distribution (DPMII) from January 15 to 20 was regarded as a proxy for the daily distribution of population flow before the Spring Festival. Similarly, the average PMII distribution (RHPMII) from January 21 to February 2 was regarded as a proxy for the re-hometown distribution of population flow before the Spring Festival. The Spring Festival holiday ended on February 10, thus the average PMII distribution (HPMII) from February 3 to 9 was regarded as a proxy for the holiday distribution of population flow during the Spring Festival, and the average PMII distribution (RWPMII) from February 10 to 12 was regarded as a proxy for the re-work distribution of population flow after the Spring Festival. The basic statistical information of the intensity of population inflow and outflow during the four periods is shown in Table 3.

| Variable   | Cities | Mean  | Std. Dev. | Min  | Max  |
|------------|--------|-------|-----------|------|------|
| DPMII outflow | 352    | 4.505 | 7.035     | 0.0024 | 65.350 |
| RHPMII outflow | 352    | 6.435 | 9.056     | 0.0021 | 74.560 |
| HPMII outflow | 352    | 7.162 | 7.107     | 0.0008 | 49.420 |
| RWPMII outflow | 352    | 10.82 | 11.67     | 0.0013 | 82.840 |
| DPMII inflow  | 352    | 4.496 | 6.721     | 0.0048 | 59.450 |
| RHPMII inflow | 352    | 6.454 | 7.112     | 0.0049 | 52.470 |
| HPMII inflow  | 352    | 7.153 | 8.452     | 0.0054 | 58.420 |
| RWPMII inflow | 352    | 10.75 | 24.10     | 0.0066 | 214.10 |

4. Methods

We illustrate the methodology used in the study by using the example of population flow between the cities of Beijing and Shanghai. First, we used the city-level population flow dataset collected from the AMAP LBS platform and the socioeconomic factors dataset collected from the Urban Statistical Yearbook of China in 2019. These processes comprised the null value, error value, data standardization, dataset partition, spatialization, and other data preprocess. Second, we used SNA methods and spatial interaction models to explore the patterns and quantify the effects of population flow. Thus, we performed the following tasks. (1) We used the PageRank model for city classification and the CNM model for community detection during daily population flow. By using the PageRank model, it is possible to quantify which city is more important for Beijing and Shanghai. By using the CNM model, it is possible to determine which urban community Beijing and Shanghai belong to, respectively. (2) We used the spatiotemporal variation of flow intensity to reveal the trends of population flow. (3) We used a family of global interaction models (the global Poisson gravity model, the origin-specific gravity model, and the destination-specific gravity model) to quantify the global effect of selected socioeconomic factors on the returning work flow. For example, the global interaction models assumed that population flow between any city conform to the same pattern and that population flow between Beijing and Shanghai follow this pattern. (4) We used an origin-focused SWIM and a destination-focused SWIM to quantify the local effect, with consideration of spatial heterogeneity. For instance, when Beijing is the origin city and Shanghai is the destination city, the origin-focused SWIM can consider the influence of cities around Beijing on population mobility between these two cities, and the destination-focused SWIM can consider the influence of cities around Shanghai on population flow between these two cities. Figure 2 shows a flowchart for this study.
4.1. City Classification and Community Detection

A population flow network is a small-world, scale-free network, an intermediate between a fully regular network and a completely random network [13]. We considered the network of population flow formed during the Spring Festival to be similar to the Internet and thus, considered that cities of greater importance attracted more people and routes. By taking cities as the network nodes and the intensity of population flow among cities as the weight, the following directional weighting matrix ($P$) for the four periods of population flow was constructed,

$$
P = \begin{bmatrix}
0 & P_{12} & \ldots & P_{1(n-1)} & P_{1n} \\
P_{21} & 0 & \ldots & P_{2(n-1)} & P_{2n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
P_{(n-1)1} & P_{(n-1)2} & \ldots & 0 & P_{(n-1)n} \\
P_{n1} & P_{n2} & \ldots & P_{n(n-1)} & 0 \\
\end{bmatrix}
$$

(1)

where $P_{ij}$ represents the intensity of population flow from city $i$ to city $j$.

To study the network characteristics of population flow, we used the PageRank algorithm and community detection methods, which are often used to measure node importance and community in SNA. The PageRank algorithm was originally designed to rank web pages by Google [39,40]. In addition to considering degree, betweenness, and closeness, like other centrality indices use to evaluate nodes in a network, the PageRank algorithm also considers the number and quality of connections. Thus, a node may have fewer connections yet still be important if its connections are with important nodes. The PageRank algorithm has therefore been applied to network analysis in many fields, such as bibliometrics, SNA, and road networks [13]. We used it to rank the importance of city
nodes by classifying cities according to their importance, which revealed the hierarchical structure of population flow. The PageRank algorithm is as follows,

$$\text{PageRank}(p_i) = \frac{1 - q}{N} + q \sum_{p_j} \frac{\text{PageRank}(p_j)}{L(p_j)}$$

(2)

where PageRank($p_i$) is the PageRank value of city $i$, $q$ is a damping parameter for PageRank (usually set to 0.85), $N$ is the number of all city nodes, $p_j$ represents the population flow from city $i$ to city $j$, and $L(p_j)$ is the number of links from city $i$, which is weighted by the intensity of the population flow.

Community detection is used to identify city communities in a population flow network. A range of methods are used for community detection, such as the Fluid Communities algorithm, the Girvan–Newman algorithm, and the CNM algorithm [41–43]. We used the CNM algorithm, which is based on the CNM greedy modularity maximization and weighted by the intensity of a population flow [43].

4.2. Spatial Interaction Models

4.2.1. Global Poisson Gravity Model

Spatial interaction is broadly defined as the movement or communication of objects such as people, goods, and information over geographic space that results from a decision-making process [44,45]. Thus, spatial interaction covers a wide variety of behaviors and movements such as migration, shopping trips, commuting, commodity or communication flows, trips for educational purposes, and airline passenger traffic [23]. The most general form of a spatial interaction model can be formulated as follows [46],

$$T_{ij} = f(V_iW_jC_{ij})$$

(3)

where the interaction between any pair of origins $i$ and destinations $j$ is specified as $T_{ij}$, $V_i$ represents a vector of origin factors measuring the propulsiveness of origin $i$, $W_j$ represents a vector of destination attractiveness factors, and $C_{ij}$ represents a vector of separation factors, with the separation between city $i$ and $j$ (usually) measured in terms of distance, cost, or travel time between $i$ and $j$. For example, $T_{ij}$ is the population flow between Beijing and Shanghai. $V_i$ represents a vector of factors of Beijing, such as population and industry. $W_j$ represents a vector of factors of Shanghai, such as average wage and foreign investment. $C_{ij}$ represents a vector of separation factors between Beijing and Shanghai, such as distance and transportation cost.

The gravity frameworks for spatial interaction were the first to be developed and are the most widely used [47]. The gravity model and its relationships assume that greater flows will occur between larger and closer places than between smaller and more distant places, ceteris paribus. It is usually formulated as follows,

$$T_{ij} = kP_i^\alpha N_j^\gamma d_{ij}^\beta$$

(4)

where $P_i$ and $N_j$ represent the repulsiveness and attractiveness factors of origin $i$ and destination $j$, respectively, $d_{ij}$ is the distance between $i$ and $j$, and $k, \alpha, \gamma$, and $\beta$ are parameters to be estimated empirically and that reflect the nature of the relationship between spatial flows and each of the explanatory variables [23].

Considering the Poisson regression, a global Poisson gravity calibration of spatial interaction models is formulated as follows,

$$T_{ij} = \exp \left( k + \alpha \ln P_i + \gamma \ln N_j + \beta \ln d_{ij} \right)$$

(5)

where all parameters are as defined above.
4.2.2. Origin-Specific and Destination-Specific Models

Population flow is a spatial interaction between the population of the origin and the destination. Its intensity is affected by both the origin and the destination attributes, e.g., population mobility between Beijing and Shanghai is affected not only by the attributes of Beijing but also by those of Shanghai. However, as with the gravity model, the global calibration of spatial interaction models, which assumes the same pattern of the population flow between any origin and destination, may not capture the spatial variation in relationships and thus, may not represent the fact that the impact of Beijing and Shanghai is different.

Local parameter estimates may provide more useful disaggregated information. These estimates are obtained for each separate origin or destination by calibration of origin-specific and destination-specific models. For example, we only consider the flow from Beijing to any city in the origin-specific model, and we only consider the flow from any city to Shanghai in the destination-specific model.

An origin-specific model is formulated as follows,

\[ T_{ij} = \exp\left( k_i + \gamma_i \ln N_j + \beta_i \ln d_{ij} \right) \]  \hspace{1cm} (6)

where \( T_{ij} \) represents the flow intensity between the specific origin city \( i \) and destination city \( j \); \( k_i \), \( \gamma_i \), and \( \beta_i \) are the parameters of specific origin city \( i \); \( N_j \) represents a vector of destination attractiveness factors; and \( d_{ij} \) is the distance between \( i \) and \( j \).

A destination-specific model is formulated as follows,

\[ T_{ij} = \exp\left( k_j + \alpha_i \ln P_i + \beta_j \ln d_{ij} \right) \]  \hspace{1cm} (7)

where \( T_{ij} \) represents the flow intensity between origin city \( i \) and the specific destination city \( j \); \( k_j \), \( \gamma_j \), and \( \beta_j \) are the parameters of specific destination city \( j \); \( P_i \) represents a vector of origin factors measuring the propulsiveness of origin \( i \); and \( d_{ij} \) is the distance between \( i \) and \( j \).

4.2.3. Origin-Focused and Destination-Focused Models

The origin-specific and destination-specific models only consider flows from a specific origin city to different destination cities or from different origin cities to a specific destination city. This means that flows emanating from other origins or arriving at other destinations are ignored. For example, in the origin-specific model, we only considered the flow from Beijing, but ignored the flow from other origin cities. In fact, the flow between origin and destination cities is affected by other cities that surround an origin and a destination. However, origin-specific and destination-specific models ignore this effect. Cities in various geographical locations have different population mobility patterns, whereas the mobility patterns of surrounding cities tend to be similar. Population flow is, therefore, spatially heterogeneous.

However, in the GWR model, a specific city is the research object, and the model generally performs better than traditional regression models because it includes geographically varying parameters. By using geographic weighting, it avoids the use of global parameter estimation, which renders traditional regression models unsuitable for analysis of spatially heterogeneous population flow patterns. The expression of the GWR model is as follows,

\[ Y_i = \beta_0 (u_i, v_i) + \sum_k \beta_k (u_i, v_i) X_{ik} + \epsilon_i \hspace{1cm} i = 1, 2, \ldots, n \]  \hspace{1cm} (8)

where \((u_i, v_i)\) are the coordinates of city \( i \) and \( \beta_k (u_i, v_i) \) is the regression coefficient of independent variable \( X_{ik} \) at city \( i \), and the regression coefficient is the quantified result of the impact of each factor.

A weighted least-squares method is used to estimate the coefficients of the GWR model; the estimation of parameters \( \beta_k (u_i, v_i, t_i) \) can be given in the formula. The calculation of weight has a great influence on parameter estimation for the GWR model. A Gaussian kernel function is often used to calculate the spatially weighted matrix, which models the spatial effects of the surrounding
observations by Gaussian distance decay within the bandwidth, as shown in Formula 10. Thus, bandwidth (b) selection is critical for the calculation of weight. There are two major categories of weighting methods: one uses a fixed bandwidth and the other uses an adaptive bandwidth. The bandwidth is larger when the data are sparse and in areas where the data are plentiful. Moreover, a corrected Akaike information criterion (AIC) is used to evaluate the fitting to select the optimum bandwidth [48].

\[
\hat{\beta}_k(u_i, v_i) = \left[ X^T W(u_i, v_i) X \right]^{-1} X^T W(u_i, v_i) Y
\]

where \( W(u_i, v_i) = \text{diag}(w_{i1}, w_{i2}, \ldots, w_{in}) \) is the spatially weighted matrix, and its diagonal elements \( w_{ij} (1 \leq j \leq n) \) are the weight given to observation city \( j \) adjacent to observation city \( i \). It can be given as follows,

\[
w_{ij} = \exp(-d_{ij}^2/b^2)
\]

where \( d_{ij} \) is the spatial distance measuring the closeness between city \( i \) and city \( j \), where \( b \) is a parameter called bandwidth, which is used to control the radial influence range.

GWR was initially developed for linear regression modelling, where the dependent variable is assumed to follow a Gaussian (normal) distribution. It was then extended to a geographically weighted logistic regression method, based on the generalized linear modelling framework for binomial (logistic) distribution and to a geographically weighted Poisson regression (GWPR) method, based on the Poisson distribution [49]. The expression of the GWPR model is as follows,

\[
Y_i = \exp(\beta_0(u_i, v_i) + \sum_k \beta_k(u_i, v_i) X_{ik} + e_i) \quad i = 1, 2, \ldots, n
\]

We used a geographically weighted likelihood principle to estimate the GWPR parameters. This is a variant of the local likelihood principle that is consistent with the geographically weighted least-squares approach of conventional Gaussian GWR. Thus, the model parameters at location \( i \) were estimated by maximizing the geographically weighted log-likelihood function.

With reference to the geographical weighting approach used in the GWR model and the above models, SWIMs that included origin-focused and destination-focused models were constructed [23]. These also took focused cities as their research objects. In the origin-focused model, the flows with origins closer to the calibration point have a greater weight and thus, a larger effect during the model calibration. The weights continuously decrease as the distance between the calibration point and the observed origin increases. A simplified illustration of the origin-focused and destination-focused spatial interaction is shown in Figure 3.

\[ T_{ij} = k_{ij} p_{ij}^{\beta_j} N_{ij}^{\beta_j} \]

Figure 3. A simplified illustration of the origin-focused and destination-focused models. (a) Origin-focused model, (b) Destination-focused model.

The general formulation of the SWIM is as follows,
where \( T_{ij} \) generally represents the flow intensity between origin city \( i \) and destination city \( j \). When \( r = i \), the formulation is an origin-focused model, where \( u \) represents the location of the calibration point (one of the existing origins or any other point within the study region); when \( r = j \), the formulation represents a destination-focused model, where \( u \) represents the location of the calibration point (one of the existing destinations or any other point within the study region). The notation \( \{u, r\} \) indicates that the data for the covariates obtained for the estimation of the parameters at \( u \) are geographically weighted on the distances between \( u \) and each \( r, P_i, N_j \), and \( d_{ij} \), which are the model variables (i.e., the origin propulsiveness, the attractiveness of the destination, and the distance between origin \( i \) and destination \( j \)) and \( k, \alpha, \gamma, \) and \( \beta \), which are the parameters specific to \( u \).

When the spatial interaction model follows a Poisson distribution, the SWIM is formulated as follows,

\[
\lambda_{uij} = \exp\left( k_{\{u,r\}} + \alpha_{\{u,r\}} \ln P_i + \gamma_{\{u,r\}} \ln N_j + \beta_{\{u,r\}} \ln d_{ij} \right)
\]  

(13)

where \( \lambda_{uij} \) denotes the flow between origin \( i \) and destination \( j \) weighted according to the distance between \( u \) and \( r \), and other variables are defined as before.

The parameter estimation for the SWIM is similar to that used for the GWPR model, being based on a geographically weighted likelihood principle with pointwise-calibrated parameter estimates. A set of equations are solved to maximize the first derivative of the weighted log-likelihood in the SWIM, with these formulated as follows,

\[
\ln L(\lambda_{uij}) = \sum_{ij} \left( -\lambda_{uij} + T_{uij} \ln \lambda_{uij} - \ln T_{uij} \right) W_{uij}
\]  

(14)

where \( W_{uij} \) indicates the weight of flow \( ij \) according to the proximity of its \( r \) to the calibration point \( u \).

The spatial weighting function and optimal bandwidth selection criteria of the SWIM are similar to those of the GWPR model.

4.2.4. Variables Selection

If there is multicollinearity in the regression models, the results will be highly unreliable. Thus, before modelling, it must be determined if multicollinearity exists between variables. We calculated the variance inflation factor (VIF) of each independent variable and discarded from the final model any independent variables with VIFs > 7.5, which were gross regional product of origin, gross regional product of destination, VATI_origin, VATI_destination, mobile phone users of origin, and mobile phone users of destination. The selected independent variables are shown in Table 4.

| Variable (Log) | VIF  | Variable (Log) | VIF  |
|----------------|------|----------------|------|
| VASI_destination| 6.00 | Foreign capital of destination | 2.17 |
| VASI_origin | 5.78 | Foreign capital of origin | 2.12 |
| IPIP_destination | 5.47 | VAPI_origin | 2.03 |
| IPIP_origin | 5.25 | VAPI_destination | 1.96 |
| Total population of destination | 5.14 | Average wage of destination | 1.48 |
| Total population of origin | 4.99 | Average wage of origin | 1.45 |
| Distance | 1.06 |                |      |

Note: All parameters are significant at a level of 95%.

5. Results

5.1. Spatiotemporal Patterns of Population Flow

Daily population flow exhibits spatiotemporality. As can be seen from Figure 4, the daily population flow is concentrated in the southeast of China, with little in the northwest of China. Furthermore,
the deep red areas are four major city agglomerations, with Beijing, Shanghai, Guangzhou, and Chengdu as their respective core cities. These are known as Beijing–Tianjin–Hebei, the Yangtze River Delta, the Pearl River Delta, and Chengdu–Chongqing. In addition, the higher a city’s development level, the greater its population flow, as shown by the flow of Shanghai being greater than that of Chengdu. To verify this apparent hierarchical structure, we first established a directed weighted matrix of daily population inflow and outflow between cities, then used the PageRank algorithm to rank the importance of cities in the daily population flow network.

Figure 5 shows the PageRank value distribution of importance cities in different spatial locations, and Table 5 summarizes the levels of PageRank value in different cities by the natural break classification (NBC). The following trends can be seen: (1) the importance of first-level cities is consistent with that of the core cities of the four major city agglomerations mentioned above; (2) nearly all second-level cities are first-tier cities or provincial capitals, which are important nodes in the population flow network; (3) third-level cities surround a second-level city, showing that the intensity of population flow radiates from core cities to their surrounding cities, as mentioned above; and (4) the fourth-level cities are mainly distributed in northwestern China, which shows that the daily population flow is mainly concentrated in southeastern China. Thus, there is a vertical hierarchy, with the population flow showing a high consistency with city development level.

Figure 4. Spatial distribution of daily population flow indices.

Figure 5. Hierarchical map of cities in the population flow network.
Table 5. Summary of city hierarchy in the population flow network.

| Level (PageRank Value) | Cities |
|------------------------|--------|
| First level            | Beijing, Shanghai, Chengdu, Guangzhou, Shenzhen, Chongqing, Tianjin, Nanjing, Kunming, Guiyang, Nianning, Haikou, |
| Second level           | Changsha, Shenyang, Harbin, Hangzhou, Changchun, Hefei, Zhengzhou, Xi’an, Urumqi, and 14 other cities |
| Third level            | Tangshan, Zhangjiaokou, Xuzhou, Deyang, Meishan, Guilin, Zhongshan, and 60 other cities |
| Fourth level           | Datong, Baotou, Yan’an, Guangyuan, Zigong, Baize, Yongzhou, Shaoguan, and 129 other cities |
| Fifth level            | Hetian, Tongreng, Sanming, Lishui, Huangshan, Baishan, and 7 other cities |

The low-PageRanked cities surrounded high-level cities in geographical space; for example, Tianjin was one of the cities surrounding Beijing. This showed a possible community structure. Thus, community detection was used to reveal any community relationship that was hidden in the population flow network. Figure 6 gives a distribution map of the community structure in the network, and Table 6 summarizes the community structure of all cities. The latter reveals 16 different community structures and the following trends: (1) The core city of each community is a provincial capital city or municipality directly under central-government control; for example, the core city of the Beijing-related community is under central-government control. (2) The four major city agglomerations play an important role in the community structure, as they comprise the largest number of provinces and cities. (3) In the community structure, most communities are cross-regional, such as the Beijing-related community that encompasses Tianjin, Shandong, Shanxi, Hebei, and Henan provinces.

Figure 6. Community map of cities in the population flow network.
Table 6. Summary of the city community in the population flow network.

| Community       | Major Provinces Covered                   | Key Cities Included                          | Number of Cities |
|-----------------|------------------------------------------|---------------------------------------------|------------------|
| Beijing-related | Beijing, Tianjin, Shandong, Shanxi, Hebei, Henan | Beijing, Tianjin, Jinan, Qingdao, Shijiazhuang | 40               |
| Shenyang-related| Jilin, Hebei, Liaoning                   | Dalian, Shenyang, Anshan, Yingkou           | 18               |
| Guangzhou-related| Guangdong, Guangxi, Hunan                | Guangzhou, Dongguan, Foshan, Shenzhen       | 37               |
| Shenyang-related| Jilin, Hebei, Liaoning                   | Dalian, Shenyang, Anshan, Yingkou           | 18               |
| Guangzhou-related| Guangdong, Guangxi, Hunan                | Guangzhou, Dongguan, Foshan                 | 37               |
| Changsha-related| Jiangxi, Hubei, Hunan                    | Changsha, Hengyang, Huaihua                 | 21               |
| Haikou-related  | Hainan                                   | Sanya, Haikou, Wenchang                     | 10               |
| Kunming-related | Yunnan                                   | Kunming, Lijiang, Baoshan, Dali             | 10               |
| Lanzhou-related | Gansu, Qinghai                           | Lanzhou, Xining                             | 8                |
| Urumqi-related  | Gansu, Xinjiang                          | Urumqi, Jiuxian                             | 11               |
| Shanghai-related| Shanghai, Anhui, Jiangsu, Jiangxi, Zhejiang | Shanghai, Hefei, Fuyang, Huangshan, Nanjing, Suzhou | 40               |
| Chengdu-related | Sichuan, Hubei                           | Chengdu, Chongqing                          | 23               |
| Wuhan-related   | Anhui, Jiangxi, Henan                    | Yaan, Shien, Hanzhong                       | 18               |
| Guiyang-related | Yunnan, Guizhou                          | Wuhan, Xiaogan, Xiangyang, Jiuyang          | 10               |
| Xi’an-related   | Gansu, Shaanxi                           | Guiyang, Zhaotong, Zunyi                    | 26               |
| Hohhot-related  | Inner Mongolia, Ningxia                  | Hohhot, Baotou, Yingchuan                   | 11               |
| Harbin-related  | Jilin, Heilongjiang                      | Jilin, Harbin, Heihe, Changchun             | 18               |
| Xiamen-related  | Guangdong, Fujian                        | Chaozhou, Xiamen, Fuzhou, Putian           | 10               |

During the Spring Festival, as Table 3 shows, the mean PMII outflow increased from 4.505 to 10.82 and the mean PMII inflow increased from 4.496 to 10.75. Clearly, there was an overall increase in population flow. Further, Figure 7 is an outflow trend map of re-hometown before the Spring Festival, obtained by subtracting DPMII outflow from RHPMII outflow. The deep-red areas show a significant increase in outflow in four major city agglomerations. This is commonly known as “returning hometown flow” and represents migrant laborers returning to their hometowns to be with their families for the Spring Festival. Similarly, Figure 8 shows the inflow trend map of re-work after the Spring Festival obtained by subtracting HPMII inflow from RWPMII inflow. The deep-red areas show an inflow tendency to population flow in the four major city agglomerations, which represents migrant laborers returning to work after the Spring Festival (also denoted “returning work flow”). These data show that workers are concentrated mainly in the four major city agglomerations but that their hometowns are elsewhere. People therefore tend to flow from low-development cities to high-development cities, which have more employment opportunities.
work flow" promotes the dissemination of information, capital, culture, and technology, which aids work flow”. This verified the regional differences of city development and population flow. Large-scale population flow similar to “returning hometown flow” and “returning work flow” promotes the dissemination of information, capital, culture, and technology, which aids the development of cities.

Overall, it was found that the spatiotemporal patterns of daily population flow had a hierarchical structure. Population flow intensity and city development were highly correlated and exhibited a community structure, indicating that the intensity of population flow radiated from core cities to surrounding cities. In terms of the hierarchical structure, the nationwide network level comprised the core cities (Beijing, Shanghai, Guangzhou, Chengdu, and Chongqing) of the four major city agglomerations; the regional network level comprised the second-level cities (e.g., Xi’an, Kunming, and Guiyang). In addition, there were more important and dense cities in eastern China than in western China, indicating a west-to-east flow of city development level in China. Cities in the same community tended to be more closely linked, indicating that they were connected by population flows more frequently than other cities. Moreover, most communities were cross-regional, illustrating that spatiotemporality will, in the future, be severely compressed: large-scale, cross-regional, and high-density population mobility will be a future development trend. During the Spring Festival, the spatiotemporal patterns of population flow were “returning hometown flow” and “returning work flow”. This verified the regional differences of city development and population flow. It also showed that the difference in developmental levels between two regions was the driving force of population flow. Large-scale population flow similar to “returning hometown flow” and “returning work flow” promotes the dissemination of information, capital, culture, and technology, which aids the development of cities.

Figure 7. An outflow trend map of re-hometown.

Figure 8. Inflow trend map of re-work.
5.2. SWIMs Result

The above analysis revealed that the unbalanced development of a city was an influential factor contributing to “returning hometown flow” and “returning work flow” during the Spring Festival. The migration purpose of “returning work flow” is to return to work. To account for the effect of multipurpose migration during daily and holiday periods, we used 13 explanatory variables to explore only the relationship between the intensity of population flow and the development level of a city during “returning work flow”. The dependent variable RWPMII and the independent variables are shown in Table 3.

5.2.1. Results from the Global Poisson Gravity Model

The parameter estimation result from the global Poisson gravity model is shown in Table 7. It represents only the average interaction behaviors across the entire study area. From the preliminary exploration, the following relationships can be seen. (1) The estimated value of $\alpha$ for total population of origin is 0.7154, and that of $\alpha$ of total population of destination is 0.1036, which shows that a population increase at origin and destination cities has positive effects on population flow. (2) The estimated value of $\alpha$ for VAPI_origin (0.5019) indicates a positive effect on population flow but that of $\gamma$ for VAPI_destination ($-0.3018$) indicates a negative effect. In contrast, the estimated value of $\alpha$ for VASI_origin ($-0.4667$) indicates a negative effect on population flow but that of $\gamma$ for VASI_destination (0.4400) indicates a positive effect. From the values for these four parameters, it can be concluded that primary-industry employment is saturated relative to secondary-industry employment at the global level. (3) The estimated values of $\alpha$ for average wage of origin (0.7031402), of $\gamma$ for average wage of destination (0.3977138), of $\alpha$ for foreign capital of origin (0.0356023), and of $\gamma$ for foreign capital of destination (0.0012664) are all positive. As neoclassical theorists have explained, the income level of an intended destination is the main driver of migration: thus, an income increase in the origin cities decreased the possibility of migrant worker outflow, while an income increase in the destination cities attracts more migrant workers. Further, foreign investment promotes economic development, provides more jobs, and attracts more migrant workers. (4) The estimated values of $\alpha$ for IPIP_origin ($-0.2480$) indicate a negative effect on population flow, but the estimated values $\gamma$ of IPIP_destination (0.4589) indicate a positive effect. This is in line with the actual situation: increased social security in origin cities results in more elderly workers not migrating, but a higher development level in destination cities increases social security and attracts more migrant workers.

Table 7. Summary of global Poisson gravity model outputs.

| Parameter                  | Estimated Value | Std. Err. | z-Value |
|----------------------------|-----------------|-----------|---------|
| $k$                        | $-15.203$       | $1.3876$  | $-10.960$ |
| $\alpha$ for total pop. of origin | $0.7154$      | $0.0547$  | $13.070$  |
| $\alpha$ of VAPI_origin     | $0.5019$        | $0.0355$  | $14.150$  |
| $\alpha$ of VASI_origin     | $-0.4667$       | $0.0444$  | $-10.520$ |
| $\alpha$ for avg. wage of origin | $0.7031$      | $0.1085$  | $6.4800$  |
| $\alpha$ for foreign capital of origin | $0.0356$     | $0.0134$  | $2.6600$  |
| $\alpha$ of IPIP_origin     | $-0.1009$       | $0.0418$  | $-2.4100$ |
| $\gamma$ for total pop. of destination | $0.1036$      | $0.0575$  | $1.8000$  |
| $\gamma$ of VAPI_destination | $-0.3018$     | $0.0233$  | $-12.930$ |
| $\gamma$ of VASI_destination | $0.4400$       | $0.0461$  | $9.5400$  |
| $\gamma$ for avg. wage of destination | $0.3977$      | $0.1059$  | $3.7600$  |
| $\gamma$ for foreign capital of destination | $0.0013$      | $0.0160$  | $0.0800$  |
| $\gamma$ of IPIP_destination | $0.4984$       | $0.0489$  | $10.190$  |
| $\beta$ of Distance         | $-1.9758$       | $0.0191$  | $-103.40$ |

Note: All parameters are significant at a level of 95%. Std. Err. means standard error of estimate. AIC: Akaike’s information criterion. Global pseudo $R^2 = 0.5515$, Global AIC = 7632.044, Global deviance = 2752.8778.
5.2.2. Results of Origin-Specific and Destination-Specific Interaction Models

Although average trends at the global level were seen in the results of the global Poisson gravity model, spatial heterogeneity was seen in the interaction of population flow. Thus, to further verify whether our interpretation of the global model results was reasonable, we used origin-specific and destination-specific interaction models that considered the specific origin or destination cities separately to further quantify the effects of socioeconomic factors on population flow. Tables 8 and 9 and Figure 9 show the regression results of these two models.

Table 8. Regression results of the origin-specific model.

| Parameter                          | Mean  | Std. Dev. | Min   | Max   |
|------------------------------------|-------|-----------|-------|-------|
| Pseudo R²                          | 0.5113| 0.1538    | 0.0707| 0.8773|
| AIC                                | 49.503| 22.923    | 16.497| 135.77|
| k                                  | −6.5803| 16.675    | −57.182| 44.372|
| γ for total population of destination | 0.0839| 0.8413    | −3.6701| 2.6641|
| γ of VAPI_destination              | −0.0752| 0.5086    | −1.2102| 1.7462|
| γ of VASI_destination              | 0.3091| 0.7468    | −2.3122| 2.9854|
| γ for average wage of destination   | 0.7342| 1.5560    | −4.2549| 6.2910|
| γ for foreign capital of destination | 0.0210| 0.1926    | −0.5397| 0.5768|
| γ of IPIP_destination              | 0.5739| 0.7610    | −1.2044| 3.9910|
| β of distance                      | −2.6185| 0.5923    | −5.0484| −1.4876|

Note: Std. Dev. means standard deviation; Min means minimum value; Max means maximum value.

Table 9. Regression results of the destination-specific model.

| Parameter                          | Mean  | Std. Dev. | Min   | Max   |
|------------------------------------|-------|-----------|-------|-------|
| Pseudo R²                          | 0.4715| 0.1047    | 0.1710| 0.7911|
| AIC                                | 49.911| 42.129    | 16.784| 300.32|
| k                                  | 5.0536| 14.906    | −44.189| 59.048|
| α for total population of origin    | 0.5812| 0.8391    | −2.2902| 3.0825|
| α of VAPI_origin                   | 0.3067| 0.5215    | −1.0845| 2.4468|
| α of VASI_origin                   | −0.1280| 0.6027   | −1.6556| 1.7424|
| α for average wage of origin       | 0.1064| 1.3817    | −4.8631| 4.7240|
| α for foreign capital of origin    | 0.0362| 0.1491    | −0.4667| 0.4832|
| α of IPIP_origin                   | 0.1225| 0.6856    | −1.7237| 3.7148|
| β of distance                      | −2.7193| 0.5475    | −4.9639| −1.7572|

Note: Std. Dev. means standard deviation; Min means minimum value; Max means maximum value.
Note: Std. Dev. means standard deviation; Min means minimum value; Max means maximum value.
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were positive. However, in most cities in southeastern and southern China, the estimated coefficients of total population were negative. In the origin-specific model, the values for VAPI_origin were negative for western and northern cities. However, the values for VAPI_origin were positive for northeastern and coastal cities (e.g., the Yangtze River Delta had high positive values). In the origin-specific model, the values for VASI_origin were positive in Chongqing and Jiangsu, Anhui, Hubei, Sichuan, Yunnan, and Shanxi. However, in most cities in southeastern and southern China, the values for total population of destination in the first- and second-level cities (except for those in northeastern China) and in the cities surrounded by the four major city agglomerations were positive. In contrast, in a few cities in southwestern and central China and in most cities in northeastern and northern China, the estimated coefficients of total population were negative. In the origin-specific model, the values for total population of destination in the first- and second-level cities (except for those in northeastern China) and most cities of southwestern and central China were positive. However, in most cities in southeastern and southern China, the values for total population of destination were negative. The positive values of total population in most first- and second-level cities show that population growth promoted population inflow and outflow. However, most northeastern and northern cities and a few southwestern cities showed negative values of total population, demonstrating that these cities had a population loss. (2) In the destination-specific model, the values for VASI_destination were positive in Chongqing and Jiangsu, Anhui, Hubei, Sichuan, Yunnan, and Shanxi. However, the values for VAPI_destination were positive in some coastal and northern, and northeastern cities. However, these values were negative in central cities. Thus, the estimated coefficients of VAPI in some coastal cities and southwestern and northeastern cities of China were all positive. This illustrated that the population flow among these areas comprised primary-industry workers. (3) In the destination-specific model, the values for VASI_destination were positive in most cities of southwestern China but negative for cities in northern and southeastern coastal cities. In the origin-specific model, the values for VASI_destination were positive in Chongqing.

Figure 9. Geographic distribution of estimation results of origin-specific and destination-specific interaction models.

From the regression results of the origin-specific and destination-specific interaction models, the following conclusions were drawn. (1) The estimated coefficients of total population in these two models differed from those of the global results. In the destination-specific model, the values of α for total population of origin in the first- and second-level cities (except for those in northeastern China) and in the cities surrounded by the four major city agglomerations were positive. In contrast, in a few cities in southwestern and central China and in most cities in northeastern and northern China, the estimated coefficients of total population were negative. In the origin-specific model, the γ values for total population of destination in the first- and second-level cities (except for the first- and second-level cities of northeastern China) and most cities of southwestern and central China were positive. However, in most cities in southeastern and southern China, the γ values for total population of destination were negative. The positive values of total population in most first- and second-level cities show that population growth promoted population inflow and outflow. However, most northeastern and northern cities and a few southwestern cities showed negative values of total population, demonstrating that these cities had a population loss. (2) In the destination-specific model, the values for VAPI_origin were negative for western and northern cities. However, the values for VAPI_origin were positive for northeastern and coastal cities (e.g., the Yangtze River Delta had high positive values). In the origin-specific model, the γ values of VAPI_destination were positive in some coastal, northern, and northeastern cities. However, these values were negative in central cities. Thus, the estimated coefficients of VAPI in some coastal cities and southwestern and northeastern cities of China were all positive. This illustrated that the population flow among these areas comprised primary-industry workers. (3) In the destination-specific model, the α values for VASI_origin were positive for most cities of southwestern China but negative for cities in northern and southeastern coastal cities. In the origin-specific model, the γ values of VASI_destination were positive in Chongqing.
and Jiangsu, Anhui, Hubei, Sichuan, Yunnan, and Shanxi. However, cities in northeastern China, the Yangtze River Delta, and the Pearl River Delta had negative values. Thus, the estimated coefficients of VASI were positive values in most cities in southwestern China, which indicated that these cities have gradually transformed into centers of secondary industry. In contrast, the negative estimated coefficients of VASI in most cities of northeastern China, the Yangtze River Delta, and the Pearl River Delta showed that tertiary industries dominate in these coastal developed cities and that few secondary-industry jobs are available. Conversely, although northeastern China is a long-established industrial area, it has a low attraction level to populations because of its severely decreased population.  

(4) In the destination-specific model, the $\alpha$ values for foreign capital of origin were positive for cities in northeastern China, southwestern China, and coastal areas, whereas in cities elsewhere, they were negative. In the origin-specific model, the $\gamma$ values for foreign capital of destination were positive for cities in northeastern China, southwestern China, and the Pearl River Delta, whereas in cities elsewhere, they were negative. Thus, when cities in northeastern and southwestern China are a destination due to their having increased their attraction, this is as a result of the increased investment of foreign capital. For example, the Pearl River Delta was the earliest reformed and opened-up zone, and an enormous investment of foreign capital created a large number of jobs and attracted more workers to the area via population inflow. (5) In the southern and southeastern regions dominated by the Yangtze River Delta and Pearl River Delta, the $\alpha$ values for IPIP_origin were negative, and the $\gamma$ values of IPIP_destination were positive. This is in line with the actual situation: these areas mostly contain high-development level coastal cities and are thus, major sites of population inflows.

5.2.3. Results of Origin-Focused and Destination-Focused Interaction Models

Although the origin-specific and destination-specific models consider spatial heterogeneity separately, they do not consider the effect of surrounding cities. Thus, the origin-focused and destination-focused models, which do consider the effect of surrounding cities, were used for this section of the work. The results are shown in Figure 10.
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The regression results of the origin-focused and destination-focused interaction models were largely the same as the results of the origin-specific and destination-specific models, but they differed in a few areas. These differences were as follows. (1) In Chongqing and some cities of Henan province, the $\alpha$ values for total population of origin in the destination-focused model were greater than those in the origin-focused model.

Figure 10. Geographic distribution of estimation results for origin-focused and destination-focused interaction models.
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in the two specific models. Because Henan province and southwestern regions (where Chongqing is located) are the main areas of population outflow, this increase of $\alpha$ was in line with the actual situation. However, for some cities in the Yangtze River Delta, the $\alpha$ values for total population of origin were negative. This shows that these cities are becoming saturated with people.

(2) The estimated $\gamma$ values for VAPI_destination were negative in Henan and Anhui provinces, distinct from their positive values in the specific models. (3) The estimated $\alpha$ values for VASI_origin were positive in some cities of Anhui, Henan, and Hubei provinces, distinct from their negative values in the specific models. (4) The estimated $\alpha$ values for average wage of origin were negative in some cities of Shanxi province, distinct from their positive values in the specific models. Similarly, the estimated $\gamma$ values for average wage of destination were positive in some cities of the Pearl River Delta, distinct from their negative values in the specific models. This is in line with the actual situation, as the increased income that is obtainable in these destination cities attracts more migrant workers, especially to large city agglomerations such as the Pearl River Delta.

(5) The estimated $\alpha$ values for foreign capital of origin were negative in some cities of Anhui province, whereas the estimated $\gamma$ values for foreign capital of destination were negative in some cities of Henan province and positive in Chongqing, all of which were opposite in sign to their values in the specific models. Thus, by increasing foreign investment in Chongqing, its population attractiveness has been improved. (6) The estimated $\alpha$ values for IPIP_origin were positive in some cities of Zhejiang province and Yunnan province, distinct from their negative values seen in the specific models. The estimated $\gamma$ values for IPIP_destination were positive in some cities of Jiangsu province and negative in some cities of Anhui and Henan province, opposite from their signs in the specific models.

It can be seen that these differences were mainly concentrated in Henan, Anhui, Hubei, and Chongqing. This was attributable to the enormous variation in socioeconomic environments in these regions. The actual pattern in these regions could not be fitted by simple local-weighting approaches. The overall trend of parameter values in the results of focused and specific models was consistent. However, the results of focused models tended to be regionally consistent, e.g., the estimated parameters for the cities that are near the Pearl River Delta region were similar to the overall trend of the Pearl River Delta region. The results of specific models also tended to be discrete. For instance, in some individual cities in southwestern and northeastern regions, such as Chongqing and Shenyang, the estimated parameters differed depending on the surrounding cities or provinces. This clearly illustrated that the results of the two specific models were one-sided but that the results of the two focused models were regionally consistent.

5.2.4. Comparison of Spatial Interaction Models

We compare SWIMs with other spatial interaction models, as shown in Table 10. All of these models take the re-work dataset as input and obtain the fit results. All results satisfy the statistical hypothesis testing.

| Class     | Model                       | Pseudo $R^2$  | AIC        | $\beta$ of Distance |
|-----------|-----------------------------|--------------|------------|---------------------|
| Global    | Global Poisson gravity model | Global: 0.5515 | Global: 7632.044 | −1.9758 |
|           | Origin-specific model       | (Mean: 0.5113) | (Mean: 49.503) | −5.0484−1.4876 |
|           | Destination-specific model  | (Mean: 0.4715) | (Mean: 49.911) | −4.9639−1.7572 |
| SWIM      | Origin-focused model        | (Mean: 0.4500) | (Mean: 23.492) | −4.5680−1.7990 |
|           | Destination-focused model   | (Mean: 0.6258) | (Mean: 23.058) | −6.0103−1.7850 |

It can be seen that these differences were mainly concentrated in Henan, Anhui, Hubei, and Chongqing. This was attributable to the enormous variation in socioeconomic environments in these regions. The actual pattern in these regions could not be fitted by simple local-weighting approaches. The overall trend of parameter values in the results of focused and specific models was consistent. However, the results of focused models tended to be regionally consistent, e.g., the estimated parameters for the cities that are near the Pearl River Delta region were similar to the overall trend of the Pearl River Delta region. The results of specific models also tended to be discrete. For instance, in some individual cities in southwestern and northeastern regions, such as Chongqing and Shenyang, the estimated parameters differed depending on the surrounding cities or provinces. This clearly illustrated that the results of the two specific models were one-sided but that the results of the two focused models were regionally consistent.

5.2.4. Comparison of Spatial Interaction Models

We compare SWIMs with other spatial interaction models, as shown in Table 10. All of these models take the re-work dataset as input and obtain the fit results. All results satisfy the statistical hypothesis testing.

| Class     | Model                       | Pseudo $R^2$  | AIC        | $\beta$ of Distance |
|-----------|-----------------------------|--------------|------------|---------------------|
| Global    | Global Poisson gravity model | Global: 0.5515 | Global: 7632.044 | −1.9758 |
|           | Origin-specific model       | (Mean: 0.5113) | (Mean: 49.503) | −5.0484−1.4876 |
|           | Destination-specific model  | (Mean: 0.4715) | (Mean: 49.911) | −4.9639−1.7572 |
| SWIM      | Origin-focused model        | (Mean: 0.4500) | (Mean: 23.492) | −4.5680−1.7990 |
|           | Destination-focused model   | (Mean: 0.6258) | (Mean: 23.058) | −6.0103−1.7850 |
As shown in Table 10, SWIMs of the origin-focused model and destination-focused model have the best goodness-of-fit, with the highest mean value of McFadden’s pseudo $R^2$. This verifies that the SWIMs significantly outperform the other models, indicating that the weighted interactive model performed better by considering the local characteristics. The mapping of the McFadden pseudo $R^2$ values in Figure 11 is an example of destination-based models, which illustrate that the use of these models is reasonable in more detail.

As shown in Table 10, SWIMs of the origin-focused model and destination-focused model have the best goodness-of-fit, with the highest mean value of McFadden’s pseudo $R^2$. This verifies that the SWIMs significantly outperform the other models, indicating that the weighted interactive model performed better by considering the local characteristics. The mapping of the McFadden pseudo $R^2$ values in Figure 11 is an example of destination-based models, which illustrate that the use of these models is reasonable in more detail.

As shown in Figure 11, the Pseudo $R^2$ values vary significantly across cities in different locations, indicating spatial heterogeneity in population flow. The Pseudo $R^2$ values were higher in the city agglomerations with first- and second-level core cities, especially the four major city agglomerations that have been circled. This showed that cities in the same city agglomeration had similar patterns of population flow and that city agglomerations with a higher level of development had stronger radiation capacity (circled area in Figure 11b). In conclusion, the spatial distribution of the Pseudo $R^2$ values in the results of these two models is consistent, which also validates the reasonableness of SWIMs.

In addition, as stated in the methodology, the gravity model and its relationships assume that greater flows will occur between larger and closer places than between smaller and more distant places, ceteris paribus. That is, the intensity of population flow decreases with increasing distance between two places and by the relatively steep distance-determination. Similarly, by mapping the value of distance-decay parameter $\beta$, the reasonableness of SWIMs can be illustrated in more detail, using the origin-based models in Figure 12 as an example.
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**Figure 11.** The goodness-of-fits of destination-based models. (a) Pseudo $R^2$ of destination-specific model, (b) Pseudo $R^2$ of destination-focused model.

![Figure 12](image2.png)

**Figure 12.** The distance-decay parameter $\beta$ of origin-based models. (a) $\beta$ of Distance of origin-specific model, (b) $\beta$ of Distance of origin-focused model.
The estimated value of the global distance-decay parameter $\beta$ is $-1.9758$, as shown in Table 10, indicating the negative effects of distance on population flow, which is consistent with distance-decay. As shown in Figure 12, the distance-decay coefficient $\beta$ in these two models has similar spatial distribution with the negative coefficient. $\beta$ was the highest in the northern cities, followed by the southern coastal cities, and weakest in the central cities. Remarkably, the $\beta$ of distance of some cities of Henan, Anhui, and Hubei provinces (among the six provinces in central China) was larger in the origin-focused models than it was in the origin-specific model (circled area in Figure 12b), because these areas are the buffer zone of the Yangtze River Delta and the Beijing–Tianjin–Hebei region, with a large population and congested traffic. Population flow within these areas is thus relatively more affected by distance factors. Therefore, on the one hand, by the fact that all $\beta$ which are negative conformed to the distance-decay, the SWIMs are confirmed reasonable. On the other hand, the distinctive finding about Henan, Anhui, and Hubei provinces by distance factor is consistent with its by other factors mentioned above. By the discovery of consistency, it also showed that SWIMs are reasonable.

In summary, by comparing the goodness-of-fits of the models, SWIMs significantly outperform other spatial interaction models. At the same time, the reasonableness of SWIMs is verified based on spatial distributions of distance-decay and goodness-of-fit.

6. Discussion

6.1. Uncertainty Analysis

Although the above highly spatiotemporally detailed data provided new support for the study of population distribution and population flow, the intensity index of population migration was calculated based on the mobility information recorded from people’s mobile terminals. However, because not all users use AMAP applications, data deviation, data discontinuity, and data loss were inevitable. Moreover, privacy requirements prevented the accurate assessment of the purpose of the population flow; most is migrant worker flow, but there is some student and tourism flow. Furthermore, we only used an intensity index for population flow, rather than actual flow. All of these aspects mean that there is uncertainty in the data.

To obtain a more accurate population flow pattern and verify the results, we first divided the dataset into four subsets, according to the time node of the Spring Festival. Then, we analyzed the spatial and temporal trends of population mobility. The results of pattern exploration were consistent with previous findings in Yang et al. [13]. Thus, even though we used different platforms for dataset collection and the different methods of SNA to examine the same population flow during the Spring Festival of 2019, our results were consistent with those of Yang et al. [13]. This illustrated that our results were reasonable.

Furthermore, because population flow is restricted and influenced by many complex factors, selected socioeconomic factors devoid of multicollinearity problems were only explored with the help of spatial interaction models. We used a family of spatial interaction models to quantify the effect of socioeconomic factors on population flow. Some consensus conclusions were obtained, and these were in agreement. Although different results explained the improved performance of each model, the uncertainty of the results, due the limitations of the data, was not ignored.

To better consider the effect of surrounding cities in spatial interaction models, we applied a SWIM that incorporated the local weighting approach used in the GWR model to a spatial interaction model. Both the advantages and weaknesses of spatial-weighted regression models were inherited by this approach. The advantages were that the SWIM results were more regionally consistent than the one-sided results of specific models, which confirmed that the SWIM better considered the local characteristics of interactive processes. However, there were differences between the regression results of the SWIM and the specific models for the Henan, Anhui, Hubei, and Chongqing regions. Because these regions are large-scale population-focused and outflow areas, their population flow patterns are complex and multipatterned. Thus, their actual patterns are difficult to fit with simple
local-weighting approaches. Indeed, the spatial-weighted regression models were only adapted to regions with similar patterns of population flow. Bandwidth is an important parameter that determines the range to which a city is affected. The optimal bandwidth results should be that the larger the urban agglomeration (B and C in Figure 13), the greater the bandwidth, and the greater its effects. However, in the northeastern regions (A in Figure 13), because of its sparse population, vast area, and lower level of sampling, the regression error was large, with a large bandwidth. Thus, when incorporating the local weighting approach of the GWR model into a SWIM, these ubiquitous problems must be noted. We believe that these problems will also be addressed in future work.

![Image](https://via.placeholder.com/150)

**Figure 13.** Optimal bandwidth of destination-focused model.

### 6.2. Comparison with Related Research

Recent years have seen the emergence of a series of articles that attempted to comprehensively analyze the spatiotemporal patterns and influencing factors of population mobility. Compared with these related studies, this study has two innovations. First, we used population flow data, which are more highly spatiotemporally detailed. Second, we used advanced SNA methods and spatial interaction models to analyze spatiotemporal patterns and to quantify their effect. In particular, the SWIM is better at considering the local characteristics of an interactive process and was first implemented to study large-scale population flow. Compared with other spatial interaction models, the SWIM results are more detailed and meaningful.

### 7. Conclusions

In previous studies, the shortcomings of low spatiotemporally detailed data and the insufficient consideration of interactive differences in traditional spatial analysis models limited detailed study. In response to these problems, based on the population flow dataset collected from the AMAP Migration Map, we used a combination of SNA methods and spatial interaction models to explore the spatiotemporal patterns of population flow, and their determinants, during the Spring Festival in China. First, the SNA methods revealed that a hierarchy and a community structure existed in the spatiotemporal pattern of daily population flow. The hierarchical structure showed that the developmental level of a city was highly consistent with the intensity of its population flow and that the different network levels of population flow correlated with different developmental levels of cities. Thus, the nationwide network level was composed of the core cities (Beijing, Shanghai, Guangzhou, Chengdu, and Chongqing) of the four major city agglomerations, whereas the regional network level was composed of second-level cities (e.g., Xi’an, Kunming, and Guiyang). The community
structure showed obvious correlations between city agglomerations and population flow in China, with the four major city agglomerations in China occupying core positions in these agglomerations. Most agglomerations were cross regional, and the population flow within the same community was relatively similar. In addition, most core cities of city agglomerations were the capital cities of their province.

Then, by using a family of spatial interaction models to reveal the effects of socioeconomic factors on re-work population flow, consistent conclusions were obtained. The results of these models showed that the population flow pattern was in line with the distance-decay effect, which was closely related to regional traffic development. Thus, population, as the determinant factor of the intensity of population flow, mainly flowed to the first- and second-level urban agglomerations, and population loss occurred in some cities of southwestern, northeastern, and northern China. The overall trend of value-added primary industry showed that most migrant workers were employed in primary industry. Moreover, primary-industry workers mainly flowed from the cities in southwestern and northwestern China to coastal areas. Furthermore, even though these cities were saturated with primary-industry workers, there was still a demand for secondary-industry workers; for example, in southwestern China, secondary industry was gradually increasing and attracting more workers. Income and foreign capital trends conformed to neoclassical theory, with an increase in income and foreign capital increasing the attractiveness of southwestern and northeastern China. In addition, the overall trend of pension insurance showed that attractiveness could be improved by improving the social security system.

Finally, these conclusions showed that there are obvious problems in China, such as unbalanced regional development, with population loss and unreasonable industrial allocation in some areas, which have led to differences in regional development conditions. Thus, our findings and conclusions may assist policymakers to control population loss, rationally allocate industrial structure, and balance development and will also promote progress in studies on population flow. In addition, these spatially weighted interactive models used in this study can be further applied to other large-scale population mobility issues or other spatial interaction issues, such as Thanksgiving in the United States. However, these spatially weighted interactive models suffer from some ubiquitous problems. Effectively selecting the optimal bandwidth and addressing the problem of under-sampling remain key challenges.
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