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Abstract
Corpus-based studies on acceptability judgements have always stimulated the interest of researchers, both in theoretical and computational fields. Some approaches focused on spontaneous judgements collected through different types of tasks, others on data annotated through crowd-sourcing platforms, still others relied on expert annotated data available from the literature. The release of CoLA corpus, a large-scale corpus of sentences extracted from linguistic handbooks as examples of acceptable/non acceptable phenomena in English, has revived interest in the reliability of judgements of linguistic experts vs. non-experts. Several issues are still open. In this work, we contribute to this debate by presenting a 3D video game that was used to collect acceptability judgments on Italian sentences. We analyse the resulting annotations in terms of agreement among players and by comparing them with experts’ acceptability judgments. We also discuss different game settings to assess their impact on participants’ motivation and engagement. The final dataset containing 1,062 sentences, which were selected based on majority voting, is released for future research and comparisons.
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1. Introduction
In recent years, studies on automatic assessment of acceptability have become very popular thanks to the release of the CoLA corpus [Warstadt et al., 2019], the first large-scale corpus of English acceptability, containing more than 10k sentences taken from linguistic literature, now included in the widely used GLUE benchmark (Wang et al., 2018). The corpus, whose Italian counterpart has been recently released (Trotta et al., 2021), has been developed based on the assumption that experts, i.e. linguists publishing handbooks and educational material on acceptability, have the required knowledge to define rules and examples to explain what is deemed acceptable or not in a language. In other terms, the example sentences reported in linguistic literature can be used to build a gold standard and train systems that perform acceptability judgments. Another strand of research related to acceptability, however, claims that informal collection of acceptability judgments can guarantee high annotation quality, even when annotation is crowd-sourced through Amazon Mechanical Turk (AMT). Specifically, [Sprouse, 2011] shows that crowd-sourced annotations are almost indistinguishable from data annotated in a controlled environment by university students. Other works along the same line have focused on the role of crowd-sourcing using AMT [Lau et al., 2014; Sprouse et al., 2013]. However, to our knowledge, no previous work has explored the potential of gamification for acceptability annotation, which embeds the informal data collection criteria of AMT (i.e. non-expert annotation) while increasing annotators’ engagement.

In this work we investigate the applicability of a 3D game to the annotation of linguistic acceptability in Italian sentences. Since our goal is to compare experts’ and players’ judgments, we annotate with the game a set of sentences from the ItaCoLA corpus (Trotta et al., 2021), originally extracted from linguistic handbooks. We also want to assess whether there are gameplay strategies that can positively affect players’ enjoyment and motivation. Specifically, we address the following research questions:

Q1: Is it possible to use a videogame to collect informal judgments on linguistic acceptability?
Q2: How do the above annotations compare with experts’ judgments extracted from linguistic literature?
Q3: Which kind of strategies can be applied to obtain from players high engagement and enjoyment?

This paper describes both the adaptation of an existing game with a purpose (GWAP) to the task of acceptability annotation, and the evaluation of the data and the players’ behaviour based on the contribution of around 90 participants. We also release 1,062 sentences from the ItaCoLA corpus with players’ judgments (at least two acceptability annotations each) to allow a direct comparison with the labels in the original dataset.

2. Related work
Acceptability judgements are still much-discussed in the literature, and many aspects are still controversial. The reliability of formal judgements extracted from the literature.
literature and annotated by experts has been questioned \cite{Langsford2019, Culbertson2009}, as has the possibility of using annotators without any language training. Although the debate on the use of expert and non-expert annotators and on the effectiveness of different crowd-sourcing techniques is pervasive for all NLP annotation tasks \cite{Snow2008, Wang2013}, in acceptability judgments the problem is even more discussed. Indeed several studies comparing expert vs naïve judgements have been proposed \cite{Dabrowska2010, Sprouse2013, Cho2021}.

Apart from the theoretical debate around acceptability judgments, two main areas in NLP are related to this work: the creation of resources on acceptability and gamification techniques for linguistic annotation, which we summarise below.

### 2.1. Acceptability corpora

In recent years, the growing interest on automatic assessment of acceptability judgements driven by the release of the Corpus of Linguistic Acceptability CoLA \cite{Warstadt2019} has shifted the topic of acceptability from a predominantly theoretical and psycholinguistic perspective to a more NLP-oriented one. CoLA is certainly not the first developed resource on acceptability, but it is rather the culmination of numerous previous works, each with different criteria, theoretical basis and method of data collection. The ongoing debate on acceptability judgements in the literature has its foundations on the still open and controversial theoretical issue on the status of syntax \cite{Sprouse2013, Lau2014} and on formal and informal data collection criteria \cite{Culicover2010, Gibson2013}. Among theoretically-driven datasets, \cite{Sprouse2013} compare a random sample of 300 sentences extracted from the ‘Linguistic Inquiry’ informally annotated using AMT with ones collected using formal methods. Another dataset has been proposed by \cite{Lau2014} extracting 600 sentences from the BNC (Consortium and others, 2007) with the deliberate ad-hoc (Consortium and others, 2007) including 600 sentences from the BNC methods. Another dataset has been proposed by \cite{Lau2013} compare a random sample of 300 sentences extracted from the BNC.

Among theoretically-driven datasets, \cite{Sprouse2013} compare a random sample of 300 sentences extracted from the ‘Linguistic Inquiry’ informally annotated using AMT with ones collected using formal methods. Another dataset has been proposed by \cite{Lau2014} extracting 600 sentences from the BNC (Consortium and others, 2007) with the deliberate ad-hoc (Consortium and others, 2007) including 600 sentences from the BNC methods.

### 2.2. Gamified Linguistic Annotation

Gamified linguistic annotation has gained traction in recent years as an alternative crowdsourcing technique. It follows from the success of some pioneering human computation games such as ESP Game \cite{vonAhn2004}, a multiplayer game for image annotation, and Foldit! \cite{Cooper2010}, a game that uses the intelligence of the crowd to predict protein structures.

Linguistic annotation is often time consuming and requires paid experts. Therefore, gamification represents an interesting, motivating and cheap alternative. It has been applied for many different tasks and to different degrees of gameplay complexity. Some of the most renowned examples of games with a purpose (GWAPs) in the field are the following: Phrase Detectives \cite{Poesio2013} for anaphora resolution; OnToGalaxy \cite{Krause2010} for semantic linking; The Knowledge Towers and Infection for validating and extending ontologies \cite{Vannella2014}; Puzzle Racer and KaBoom! \cite{Jurgens2014} for sense-image mapping and word sense disambiguation; WordClicker \cite{Madge2019} for Part-of-Speech tagging; Zombilingo \cite{Fort2014} for dependency syntax annotation, Wordrobe \cite{Venhuizen2013} for word sense labeling, Ambiguus \cite{Laflourcade2017} for word-sense disambiguation, Wormingo \cite{Kicikoglu2019} for anaphoric annotation.

Many of the above works implement rewards as points, badges, leaderboards, cosmetic rewards, which are considered to be common incentives in gamification in general \cite{Huotari2012, Seaborn2015, Joubert2015}. For example, Zombilingo uses an avatar that can be customized by making progress through the game. This approach is similar to mainstream commercial games such as Fortnite \cite{Epic} and Games and People Can Fly, 2017). This mechanic is
also present in our game, where we let players build their own character.
All of the above games use scores, which are represented by a ‘School Quality’ bar and player level number in our game. Contrary to how GWAPs are usually designed, our game lets players engage in tasks rather freely. It is up to them (although there is a time limit) to start annotating after exploring. In a way, this approach could be considered similar to the annotation-motivation paradigm proposed by (Kicikoglu et al., 2019), where annotation phases are alternated with more playful sessions. Another feature that is common to some of the above games, such as Wormingo, Zombilingo and Phrase Detectives, is a difficulty ranking system for the content to be annotated, which allows progression. This feature is however not yet present in our game.

Games like OnToGalaxy, The Knowledge Towers and Puzzle Racer present a full-fledged 2D environment, where players actually control an entity and have to shoot labels carried by spaceships when they are not related to a given concept. The game we present in this work tries to follow a similar approach concerning the game-like environment, but in 3D.

Regarding the impact of having limited resources, such as consumable items, while for instance (Naglè et al., 2021) have investigated the impact of collectibles on motivation in software training, there seems to be still little work on assessing the impact of limited vs. unlimited resources on task performance in games with a purpose. We address this aspect in Section 6.2

3. Corpus Description

Our task is based on the re-annotation of a set of sentences taken from ItaCoLA, the Italian Corpus of Linguistic Acceptability (Trotta et al., 2021). The corpus was created with the purpose of representing a large number of linguistic phenomena while distinguishing between acceptable and not acceptable sentences. The methodology followed to create the corpus was similar as much as possible to the one proposed for the English CoLA in (Warstadt et al., 2019). In particular, ItaCoLA includes around 9,700 sentences from different manuals covering several linguistic phenomena. Acceptability annotation relies on Boolean judgments as formulated by experts (i.e. the authors of the different data sources) in line with several previous works (Lawrence et al., 2000) [Wagner et al., 2009] [Linzen et al., 2016] to ensure robustness and simplify classification. Such sentences come from various types of linguistic publications covering four decades, which were manually transcribed and released in digital format. Sources include theoretical linguistics textbooks (Graffi and Scalise, 2002; Simone and Masini, 2013) and works that focus on specific phenomena such as idiomatic expressions (Vietri, 2014), locative constructions (D’Agostino, 1983) and verb classification (Ježek, 2003). Few examples are listed in Table 1

To perform our annotation with naive users, we select a subset of the ItaCoLA corpus so to have 50% acceptable and 50% not acceptable sentences.

4. Game Description

4.1. High School Superhero for Acceptability Annotation

High School Superhero (henceforth HSS) is a 3D video game set in a small town that allows players to change or erase parts of sentences to annotate them. After a character creation screen, players can explore a town to perform the task in the dedicated spots. The game contains 2 different types of activities, so-called mechanics. In Task Mechanic 1 (Figure 1 left), players can listen to conversations happening among non-player characters and see a preview of what they are going to say. Players can then decide to change some tokens, or all of them, or leave the sentence unchanged. In this way the game collects pairs of acceptable and not acceptable examples when a sentence is left unchanged or is modified, respectively.

In Task Mechanic 2 (Figure 1 right), players erase graffiti tokens off the walls and floors of the 3D environment. In this mechanic, players can only erase tokens, which means that alternative sentences are not collected. Since players can erase an ambiguous portion of a word, as the mechanic is performed with a sponge, we consider a word annotated when 80% of its surface has been erased.

The game was first tested to collect judgments on abusive sentences (Bonetti and Tonelli, 2020). However, it was designed to accommodate different linguistic annotation tasks, therefore it has been easily adapted to the linguistic acceptability exercise. In particular, players were asked to erase sentences that are deemed unacceptable (Figure 1 right) or change the tokens in a given sentence that make a sentence unacceptable, if any (Figure 1 left).

After the character creation, where players can customize their avatar as they prefer, a brief narrative-oriented phase begins, where they also get the chance to read a tutorial and understand exactly how they are going to perform the tasks. Since this artifact is quite experimental, and presents itself as a game even though it tries to collect high quality data, administering an exhaustive tutorial concerning the task and the controls is crucial. Players were instructed to change sentences or erase them in such a way that they made sense; in the case of the graffiti, where it was only possible to erase tokens, they could erase the word(s) that made the sentence not acceptable. A couple of examples were given as part of a dialogue with an in-game character (the Professor). The following examples were given: “Paolo ha detto che chiamerà la mela” (Paolo said that he will call the apple); “Un aereo dalla decolla pista”

https://github.com/dhfbk/ItaCoLA-dataset
Table 1: Example sentences from the ItaCoLA dataset. 1 = acceptable, 0 = not acceptable

| Source                        | Label | Sentence                                                                 |
|-------------------------------|-------|--------------------------------------------------------------------------|
| Vietri (2004)                 | 0     | “Quell’architetto ha alcuni progettato musei.” (*That architect has some designed museums.*) |
| Graffi (1994)                 | 1     | “Ho voglia di salutare Maria” (*I want to greet Maria.*)                 |
| Elia et al. (1981)            | 0     | “Il ministro è dal ritiro del passaporto.” (*The minister is from passport withdrawal.*) |
| Simone and Masini (2013)      | 1     | “Questa donna mi ha colpito.” (*This woman has impressed me.*)             |

Figure 1: Task Mechanic 1 (left): the player listens to a conversation and can decide to change the tokens that make the sentence unacceptable. In the example "Il ministro è dal ritiro del passaporto. (en: The minister is from passport withdrawal), the player is entering a new word to replace the selected one "dal (from)". Task Mechanic 2 (right): the player sees a graffiti. The tokens that make the sentence unacceptable can be erased. In the example, the sentence "Quell’architetto ha alcuni progettato musei (en: That architect has some designed museums)" has been partially erased.

(An airplane from the takes off runway). In the former, will call or apple could be erased or changed. In the latter, from the and off runway could be erased or changed.

The GWAPs presented in Section 2.2 rely on common gamification mechanics such as scores and cosmetic rewards. Something that is missing from these efforts is an integration between the game narrative and the annotation task. For example, in OnToGalaxy, a game where players shoot unrelated labels for semantic linking, if one were to take away the space-inspired fantasy, the task could be preserved by adopting another type of narrative without consequences. With HSS we seek to have the narrative and the mechanics as integrated as possible with the task. While shooting words requires some sort of gimmick, in that it makes sense only if the markable labels are carried by enemy spaceships, erasing or changing parts of sentences is compatible with an acceptability annotation task on its own. This type of design is sometimes referred to as *intrinsic integration* ([Habgood and Ainsworth, 2011]), albeit in the context of educational serious games.

In addition, HSS has been designed with the goal to explore the impact of orthogonal mechanics on the annotation task ([Bonetti and Tonelli, 2021]). Orthogonal mechanics are defined as those game-like mechanics that pose some kind of challenge or hurdle for users, such as aiming, jumping or limited resources ([Tuite, 2014]). Also in this case, we aim at investigating the impact of orthogonal mechanics when annotating acceptability judgments by collecting feedback through a questionnaire.

4.2. Questionnaire

At the end of the session, participants had to fill out two short questionnaires. The first one was aimed at collecting basic demographics. In particular, we wanted to assess whether gender differences or geographical information can lead to differences in the annotation outcome. The second questionnaire was about the players’ experience with the task. In particular, the self report was collected by means of a well documented and established questionnaire, the Intrinsic Motivation Inventory (IMI), based on self-determination theory ([Ryan and Deci, 2000]). Five subscales were employed and translated to Italian: *Interest/Enjoyment*, *Pressure/Tension*, *Perceived choice*, *Perceived competence*, and *Effort/Importance*. The questionnaire is assessed with a 7-point Likert scale. The first one (*Interest/Enjoyment*) is a subscale that is thought to be a direct measurement of intrinsic motivation, and contains items such as “I enjoyed doing this activity very much” and “This activity was fun to do”. *Pressure/Tension* is considered a negative predictor of intrinsic motivation and contains items such as “I did not feel nervous at all while doing this” and “I was anxious while working...
on this task”. Perceived choice contains items such as “I believe I had some choice about doing this activity” and “I did this activity because I wanted to”. Perceived competence contains items such as “I think I am pretty good at this activity” and “I am satisfied with my performance at this task”. Finally, Effort/Importance contains items such as “I put a lot of effort into this” and “I tried very hard on this activity”.

We left out the Value/Usefulness and the Relatedness (or Belonging (Ostrow and Heffernan, 2018)) subscales as we deemed them not relevant for the task at hand. The former contains items such as “I would be willing to do this again because it has some value to me” and “I think this is an important activity”. These items seem to be more suitable for activities directed at improving the well being of the user or of a group of people. The latter contains items such as “I felt like I could really trust this person” and “It is likely that this person and I could become friends if we interacted a lot” and was therefore not suitable for a single player game.

5. Participants and procedure

5.1. Demographics

Participants (N=134) were recruited from the authors’ research facilities and universities. The two questionnaires were administered when people had annotated at least 15 sentences from Mechanic 1 and 15 sentences from Mechanic 2. About 30% of the participants did not arrive to (or did not take) the final demographic questionnaire (40 people), and therefore no demographic information is available about them. Among those who completed the demographic questionnaire (N=94), 58.5% were females; 36.1% were males; 1% were non-binary and 4.2% did not specify. Regarding the age, 70.2% were aged 18-24; 23.4% were 25-34; 4.2% were 35-44 and finally 2.1% were aged 45-54. The regions of provenance were so divided: 57% were from Apulia; 12.7% from Veneto; 8.5% from Lombardy; 4.2% from Campania. The rest came from Tuscany, Basilicata and Trentino-South Tyrol (3.1% each), Lazio, Friuli and Calabria (2.1% each), and Liguria (1%).

5.2. Experimental design

Our annotation task has two goals: first, to assess the differences between naïve and expert annotators. To this purpose, players annotate with HSS sentences that have been previously judged as acceptable or not by linguistics scholars, so that a comparison between annotations can be carried out. Second, to understand which strategies work best to increase players’ engagement. Participants were therefore randomly assigned to two different groups, playing two slightly different versions of the game: participants in one group had to replenish their resources in order to continue annotating, while in the other group resources were unlimited. In particular, Mechanic 1 (changing the dialogues) could be performed only when the energy in the battery was greater than zero (Figure 1 left, top-left corner), and in Mechanic 2 (erasing the graffiti) the erasing could be performed only when the soap bar value was greater than zero (Figure 1 right, bottom-right corner). In the other version, the one with unlimited resources, anybody could annotate without restrictions. The resource-limited version of the game is more similar to commercial games, since many meaningful gameplay actions are often subject to the availability of resources or power-ups (bullets or bombs, mana and stamina are some of the main examples). It is also worth noting that the version with limited resources encouraged exploration more, since resources could be bought in exchange for crystals that were found around the town.

Even in the condition where resources were limited, participants could annotate all the tokens they wanted if they were willing to go and gather the required resources. After seeing a graffiti it was possible to leave it for later if one thought the soap would not be sufficient; the same goes for the dialogues, since one could close a conversation without going any further with the annotation and restart from the same sentence.

Beside limited and unlimited resource, another independent variable considered in our experiments is compulsoriness. Indeed, some players were university students who had to carry out this activity as part of an academic course, while others were volunteers who did not receive any kind of compensation.

The experiment ended after 30 sentences were annotated (15 from Mechanic 1 and 15 from Mechanic 2) but participants were allowed to continue annotating. Every participant was thus assigned 30 mandatory sentences, which were necessary to reach the final questionnaires. The sentences were presented randomly with respect to the acceptability judgement given by expert linguists, so that participants had equal chance to annotate an acceptable or unacceptable sentence, regardless of it being in Mechanic 1 or 2. Annotating more than 30 sentences generated annotation overlaps between annotators. In this way it was possible to get a fair amount of annotations and a certain number of overlapping judgements.

6. Analysis

6.1. Naïve vs. Expert Annotations

A total of 4,686 annotations have been carried out by 134 participants. Every annotator evaluated an average of 35 sentences (SD=±22). A total of 2,465 unique sentences were annotated and each sentence received on average 1.9 annotations (SD=±1). Since in both Mechanics annotators were asked to modify the sentences that they considered unacceptable (either by erasing or correcting them), a sentence was considered ‘acceptable’ if the annotator left it unchanged. Conversely, any change to the sentence corresponded to an ‘unacceptable’ label. In total 2,390 labels were ‘not acceptable’ and 2,296 ‘acceptable’.
Formulating the task as a sentence modification activity makes it more time-consuming than just asking players for a boolean acceptable/not acceptable judgment. This in turn leads to a relatively low number of annotations per sentence (1.9 on average) compared to crowdsourced tasks using Amazon Mechanical Turk, which usually collects 3 or 5 judgments per sentence. However, this allowed us obtain also manually modified versions of unacceptable sentences, which could be of interest, for instance, to implement or evaluate sentence correction systems.

Since several sentences were annotated by multiple players, we first compute inter-annotator agreement as a way to analyse if the task or the annotation setting present any issue. The sentences that received more than one annotation have a number of judgments between 2 and 6. We therefore compute Krippendorff’s alpha (Hayes and Krippendorff, 2007), as this measure allows to handle different numbers of multiple raters. For calculation of K-α we considered all sentences with more than one annotation (1,359 sentences, 3,578 annotations), obtaining a K-α value of 0.672. Through a manual inspection of the disagreement cases, we noticed that few players seemed to annotate the sentences in an inconsistent way, randomly skipping sentences that are clearly not acceptable or erasing acceptable ones. On the other hand, annotators who seemed to have understood the assignment and took annotation seriously were consistent in their judgments, proving that the task is rather well-defined. This suggests also that effective ways to identify and discard spammers should be introduced, for example by checking annotation accuracy against gold standard sentences (with a filtering mechanism similar to Amazon Mechanical Turk) or by applying competence estimation techniques to annotators (Hovy et al., 2013).

In light of the relatively low value of K-α, we decided to include in our final dataset only the sentences with at least two annotations and for which a majority vote existed (e.g: sentences with two or four even annotations were discarded). This resulted in a smaller dataset of 1,062 sentences labelled as acceptable or not, which should contain only the most reliable judgments.

Against this smaller subset, which may reflect rather reliably the genuine annotation choices of naïve users, we compare the judgments provided by linguistics scholars. Indeed, all the sentences have been extracted from ItaCoLA, and therefore present also the acceptability annotations originally assigned by the authors of the source textbooks. The agreement between naïve annotators and linguists is 0.623 Cohen’s kappa (Cohen, 1960), which corresponds to a moderate agreement.

Table 2 displays the confusion matrix comparing the sentences annotated by experts and by naïve annotators (players). This analysis shows that the two types of annotators tend to disagree equally on the two classes. Contrary to the expectations, expert annotators do not seem to be generally stricter in their acceptability judgments. Indeed, experts consider not acceptable 545 sentences, while naïve users 561.

If we consider the cases of disagreement, some general patterns can be observed, see examples in Table 3. Naïve users tend to consider marked syntactic structures, such as left and right dislocated sentences or hanging topics, as not acceptable, while they are typical examples of acceptable structures in linguistics textbooks. The same can be observed with nested relative clauses. On the contrary, naïve annotators tend to see as acceptable sentences with a slightly unusual wording, with expressions that are similar to the standard ones.

For instance, the sentence ‘Il treno si è un po’ fermato’ (The train stopped a bit) could be interpreted as The train stopped for a while in informal language, and has been therefore seen as acceptable by the game players. On the other hand, the two groups of annotators both judge as unacceptable clear cases of ungrammatical structures, for example missing subject–verb agreement. As far as it is beyond the scope of this work, note that disagreement between annotators in the judgments is biased by the binary forced-choice method. A comparison that takes into account multiple levels, i.e. naïve vs expert annotators, binary vs gradient scale for judgements - as suggested by some work (Sprouse et al., 2018; Lau et al., 2017; Lappin and Lau, 2018) could produce different results in terms of agreement.

### 6.2. Analysis of players’ behaviour

The second analysis we want to carry out is aimed at assessing which strategies can be used to obtain high engagement and annotation quality from players, in order to answer Q3. We therefore focus on the set of players that completed both the demographic questionnaire and the one on Intrinsic Motivation Inventory (IMI) (see Section 4.2), i.e. 90 respondents in total.

As explained above, the respondents include participants for which playing the game was a requirement for taking a class and those who were volunteers. We also distinguish between players having unlimited resources and those with limited battery energy and soap. We therefore compare the following groups: non compulsory/unlimited (N=17), compulsory/unlimited (N=26), non compulsory/limited (N=21) and compulsory/limited (N=26). The analysis was carried out by running two-way ANOVAs. Prior to running the model, we checked for heteroskedasticity with the Levene’s Test to compare multiple sample variances, which revealed no significant differences of variance across

| Expert | Naive | Total |
|--------|-------|-------|
| not Acc. | 453 | 501 |
| Acc. | 108 | 561 |
| Total | 517 | 1062 |

Table 2: Confusion matrix comparing expert and naïve annotations
the subscale values. Results are reported in Table 4, showing the effect of each of the five IMI subscales on the different annotator groups. Significance across groups was found in Interest/Enjoyment, Perceived Choice and Pressure/Tension.

| Source | df | Mean Sq | F     | p   |
|--------|----|---------|-------|-----|
| Interest/Enjoyment | | | | |
| Resources | 1 | 9.56 | 4.18 | .044 |
| Compuls. | 1 | 1.17 | .47  |     |
| Interaction | 1 | 11.4 | 4.98 | .028 |
| Residuals | 86 | 2.3 |      |     |
| Perceived choice | | | | |
| Resources | 1 | 15.28 | 108 | <.01 |
| Compuls. | 1 | 125.93 | 83  | <.001 |
| Interaction | 1 | 10.38 | 6.8  | .01 |
| Residuals | 86 | 2.3 |      |     |
| Perceived competence | | | | |
| Resources | 1 | .077 | .38  | .84 |
| Compuls. | 1 | .6 | .28  | .59 |
| Interaction | 1 | .68 | .33  | .56 |
| Residuals | 86 | 2 |      |     |
| Effort/Importance | | | | |
| Resources | 1 | 1.52 | .076 | .38 |
| Compuls. | 1 | 5 | 2.51 | .11 |
| Interaction | 1 | .0058 | .002 | .96 |
| Residuals | 86 | 1.9 |      |     |
| Pressure/Tension | | | | |
| Resources | 1 | 2.54 | 1.48 | .38 |
| Compuls. | 1 | 26.67 | 15.56 | <.001 |
| Interaction | 1 | 3.33 | 1.94 | .16 |
| Residuals | 86 | 1.7 |      |     |

Table 4: Summary of the two-way ANOVAs run on the IMI results. Five subscales were used. The significant outcomes (main effects and interactions) regard Interest/Enjoyment (main effect of Resources and interaction effect), Perceived choice (main effect of both Resources and Compulsoriness, and interaction effect) and Pressure/Tension (main effect of Compulsory).

People with limited resources seem to have reported slightly higher values in the Interest/Enjoyment subscale (mean effect $F(1,86)=4.18, p<.05$). There is also an interaction effect ($F(1,86)=4.98, p<.05$) which indicates that participants whose task was compulsory tended to benefit, motivationally speaking, from the limited resources (unlimited: $M=3.32, SD=±1.45$; limited: $M=4.57, SD=±1.8$). This was confirmed by a post-hoc Tukey’s test ($p<.05$). This could be due to additional objectives (such as replenishing the resources and exploring) being added to the simple objective of annotating unacceptable sentences. Regarding Perceived Choice, as one may expect, people whose task was compulsory reported significantly lower values ($F(1,86)=83, p<.001$). An interaction between Resources and Compulsoriness reveals that limited resources tended to contribute to the feeling of choice for those in the Compulsory group with limited resources (unlimited: $M=2.64, SD=±1.24$; limited: $M=3.92, SD=±1.28$, $F(1,86)=6.8, p<.05$). The Tukey’s post-hoc test on this last difference revealed significance at $p<.01$. Since the residuals of the ANOVA deviated from normality according to the Shapiro-Wilk test, we performed a Kruskal-Wallis test with two two-sample Wilcoxon (rank sum) tests, which confirmed the significance of the two main effects.

Finally, there is a main effect of Compulsoriness on Pressure/Tension. Participants who were in the compulsory groups reported significantly higher levels of pressure ($F(1,86)=15.5, p<.001$). It is also worth noting that people with limited resources reported on average lower levels of pressure in the Compulsory condition, although without significance. A detail of the results obtained for the three subscales with significant differences is plotted in Figure 2.

Our results suggest that adding resources to be bought in exchange for collectibles in order to carry out the

---

1Non-parametric test results for the Choice subscale: Kruskal-Wallis: $p<.001$; Wilcoxon test on main effect for Compulsoriness: $p<.001$; Wilcoxon test on main effect for Resources: $p<.05$

2Again, since the residuals deviated from normality, we performed a non-parametric test on the Pressure/Tension subscale, which confirmed the result with $p<.001$. For the main effect of Compulsoriness.
Figure 2: A boxplot of the three IMI subscales that yielded significant differences among groups: Perceived Choice, Interest/Enjoyment, Pressure/Tension.

annotation task can be beneficial to players’ engagement [Nagl et al., 2021]. Although the above finding does not apply to people who performed the task voluntarily, we did not find significant opposite trends in this respect either, and therefore we conclude that limited resources did not seem to do any harm to motivation. On the other hand, people who had to do the task compulsorily seemed to benefit from the limited resources significantly. This is probably due to in-game collectibles providing at least an additional playful objective to the compulsory task. Based on these findings, it follows that collectibles, limited resources and exploration increase the engagement value of the GWAP or at least do not yield negative effects.

7. Conclusions

This paper details how a 3D GWAP has been adapted to collect acceptability judgments from players. We describe both the game and the annotation process, showing what are the main differences between naïve and expert annotators, and which strategies are most effective to improve user engagement and attitude. We also release the annotated corpus in Italian, so to enable further comparisons with ItaCoLA.

A first analysis of inter-annotator agreement among players shows that a lack of quality control strategies integrated in the game can be detrimental to annotation quality. In the next game version, intermediate checks based on gold standard sentences or on the analysis of annotators’ reliability should be introduced. Also checking whether there are patterns of disagreement among annotators may be useful to select only reliable raters. In our case, retaining only the sentences with a majority vote mitigated the problem but reduced significantly the size of the final corpus.

Comparing naïve and expert annotators provided interesting insights: while the two groups tend to agree on the most obvious cases of acceptability related to grammaticality, some syntactic structures are considered less acceptable in the game setting. We refer for example to marked structures such as dislocated sentences, hanging topics and nested relative clauses. Indeed, the typical made-up examples present in linguistics handbooks to illustrate the above constructions may seem wrong simply because they are not very frequent in standard language.

Concerning players’ behaviour, we observe that introducing limited resources in the game (which encouraged the collection of gems needed to buy them) increases enjoyment and perceived autonomy when the activity is compulsory, probably because these strategies make the GWAP more similar to commercial video games and set more gameful objectives for players. On the other hand, recruiting participants by making the task mandatory for a class increases players’ tension, making them feel under pressure, which is the contrary of what we would like to achieve using a GWAP for linguistic annotation.

In the future we aim at collecting more judgments, particularly for the sentences that were discarded because they were annotated only once. We will also extend our participants’ analysis considering demographic information such as self-declared gender, age and geographical provenance. Furthermore, we plan to perform classification experiments by comparing the performance of an acceptability classifier when trained on ItaCoLA and on our novel dataset. Concerning annotator’s judgements, it might be an interesting future development to compare binary judgments with other ones collected using a continuous scale. In general, the reliability of judgements collection is still under debate and its limitations are well known in the literature, i.e. there is not yet agreement on a rigorous formal method for collecting and evaluate acceptability ratings. However, the possibility to create and test a model of gradient acceptability could be a challenging target for the future.
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