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Abstract

In this paper, we consider the information content of maximum ranked set sampling procedure with unequal samples (MRSSU) in terms of Tsallis entropy which is a non-additive generalization of Shannon entropy. We obtain several results of Tsallis entropy including bounds, monotonic properties, stochastic orders, and sharp bounds under some assumptions. We also compare the uncertainty and information content of MRSSU with its counterpart in the simple random sampling (SRS) data. Finally, we develop some characterization results in terms of cumulative Tsallis entropy and residual Tsallis entropy of MRSSU and SRS data.
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1 Introduction

The concept of ranked set sampling (RSS) was first introduced by McIntyre (1952) to estimate the mean pasture yields and indicated that RSS is a more efficient sampling method in comparison with SRS in terms of the population mean estimation. RSS and some of its variants have been successfully applied in different areas of applications such as industrial statistics, environmental and ecological studies, biostatistics and statistical genetics. We assume that $X_{SRS} = \{X_i, i = 1, \ldots, n\}$ denotes a SRS of size $n$ from a continuous distribution with probability density function (pdf) $f$ and cumulative distribution function (cdf) $F$. The one-cycle
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ranked set sampling involves an initial ranking of \( n \) samples of size \( n \) as follows:

\[
\begin{align*}
1: & \quad X_{(1:n)}1 \quad X_{(2:n)}1 \quad \cdots \quad X_{(n:n)}1 \quad \rightarrow \quad X_{(1:1)} = X_{(1:n)}1 \\
2: & \quad X_{(1:n)}2 \quad X_{(2:n)}2 \quad \cdots \quad X_{(n:n)}2 \quad \rightarrow \quad X_{(2:2)} = X_{(2:n)}2 \\
: & \quad \vdots \quad \vdots \quad \ddots \quad \vdots \quad \vdots \quad \rightarrow \quad X_{(n:n)}n \quad X_{(n:n)n} \quad \rightarrow \quad X_{(n:n)n} = X_{(n:n)n}
\end{align*}
\]

where \( X_{(i:n)}j \) denotes the \( i \)th order statistic from the \( j \)th SRS of size \( n \). The resulting sample is called a RSS of size \( n \) and denoted by \( X_{RSS} = \{X_{(i)i}, i = 1, \ldots, n\} \). Here, \( X_{(i)i} \) is the \( i \)th order statistic in a set of size \( n \) obtained from the \( i \)th sample with pdf

\[
f_{(i:n)}(x) = \frac{1}{B(i, n - i + 1)} f(x)[F(x)]^{i-1}[1 - F(x)]^{n-i},
\]

where \( B(i, n - i + 1) \) is the beta function with parameters \( i \) and \( n - i + 1 \).

Biradar and Santosha (2014) proposed MRSSU to estimate the mean of the exponential distribution and indicated that MRSSU is better than that of the estimator based on SRS. In the MRSSU, we draw \( n \) simple random samples, where the size of the \( i \)-th samples is \( i \), \( i = 1, \ldots, n \). The one-cycle MRSSU involves an initial ranking of \( n \) samples of size \( n \) as follows:

\[
\begin{align*}
1: & \quad X_{(1:1)}1 \quad X_{(2:2)}2 \quad \cdots \quad X_{(n:n)n} \quad \rightarrow \quad Y_{1} = X_{(1:1)}1 \\
2: & \quad X_{(1:2)}2 \quad X_{(2:2)}2 \quad \cdots \quad X_{(n:n)n} \quad \rightarrow \quad Y_{2} = X_{(2:2)}2 \\
: & \quad \vdots \quad \vdots \quad \ddots \quad \vdots \quad \vdots \quad \rightarrow \quad Y_{n} = X_{(n:n)n}
\end{align*}
\]

where \( X_{(i:j)}j \) denotes the \( i \)th order statistic from the \( j \)th SRS of size \( j \). The resulting sample is called one-cycle MRSSU of size \( n \) and denoted by \( Y_{MRSSU} = \{Y_{i}, i = 1, \ldots, n\} \). Under the assumption of perfect judgment ranking (Chen et al. (2004)), \( Y_{i} \) has the same distribution as \( X_{(i)i} \) which is the \( i \)th order statistic (the maximum) in a set of size \( i \) obtained from the \( i \)th sample with probability density function (pdf)

\[
f_{(i)i}(x) = i f(x)[F(x)]^{i-1}.
\]

and distribution function

\[
F_{(i)i}(x) = [F(x)]^i.
\]

In MRSSU, we measure accurately only \( n \) maximum order statistics out of \( \sum_{i=1}^{n} i = n(n+1)/2 \) ranked units and it allows for an increase in set size without introducing too many ranking errors. Eskandarzadeh et al. (2018) considered information measures of MRSSU in terms of
Shannon entropy, Rényi entropy and Kullback-Leibler information. Jafari-Jozani and Ahmadi (2014) explored the notions of uncertainty and information content of RSS data and compared them with their counterparts in SRS data. Tahmasebi et al. (2016) obtained some results on residual entropy for ranked set samples. More recently, Raqab and Qiu (2019) considered the problem of the information content of RSS data based on extropy measure and the related monotonic properties and stochastic comparisons. However, little works have been done on entropy and we have also not come across any work on entropy properties of RSS or MRSSU design.

Let $X$ denote the lifetime of a system with pdf $f$ and cdf $F$. Shannon (1948) introduced a measure of uncertainty associated with $X$ as

$$H(X) = -\int_0^{+\infty} f(x) \log(f(x)) \, dx.$$  \hspace{1cm} (1.3)

It is called entropy and has been used in various branches of statistics and related fields. We refer the reader to Cover and Thomas (1991) and references therein for more details. The measure (1.3) is additive in nature in the sense that for two independent random variables $X$ and $Y$

$$H(X \ast Y) = H(X) + H(Y),$$  \hspace{1cm} (1.4)

where $X \ast Y$ denotes the joint random variable. Tsallis (1988) introduced a non-additive generalization of the Shannon entropy which is given by

$$S_\alpha(X) = \frac{1}{1 - \alpha} \left[ \int_0^{+\infty} f^\alpha(x) \, dx - 1 \right] = \frac{1}{1 - \alpha} \left[ \int_0^1 f^{\alpha-1}(F^{-1}(u)) \, du - 1 \right], \quad \alpha > 0, \quad \alpha \neq 1,$$  \hspace{1cm} (1.5)

where the entropic index $\alpha$ is any real number. Clearly $\lim_{\alpha \to 1} S_\alpha(X) = H(X)$. See Gell-Mann and Tsallis (2004) for the details of theory and applications of Tsallis entropy. Moreover, the Tsallis entropy is a non-additive entropy as for any two independent random variables $X$ and $Y$

$$S_\alpha(X \ast Y) = S_\alpha(X) + S_\alpha(Y) + (1 - \alpha)S_\alpha(X)S_\alpha(Y).$$  \hspace{1cm} (1.6)

Many applications of Tsallis entropy such as folded proteins, fluxes of cosmic rays, turbulence and many other applications are given in Tsallis and Brigatti (2004). Beside the long applications of Tsallis entropy in many applied sciences, as Wilk and Woldarczyk (2008) stated, there are situations that their uncertainties can be calculated only by Tsallis entropy and the
Shannon entropy fails to provide them. The Tsallis entropy has also been extensively used in image processing and signal processing, refer to Tong et al. (2002), Albuquerque et al. (2004) and Yu et al. (2009). Considering importance of Tsallis entropy and MRSSU, we try to extend the concept of Tsallis entropy using MRSSU which can be further used in many fields of science.

This paper is organized as follows: In Section 2, we obtain the Tsallis entropy of MRSSU and its comparison with its counterpart under SRS data. Moreover, we provide bounds, monotonic properties, stochastic orders and sharp bound for Tsallis entropy. In Section 3, we consider the cumulative Tsallis entropy and residual Tsallis entropy of MRSSU data. Our results include bounds, stochastic ordering and linear transformations. Finally, we conclude the paper in Section 4.

2 Tsallis entropy in RSS and MRSSU data

From (1.5), the Tsallis entropy of $X_{SRS}$ of size $n$ is given by

$$S_\alpha(X_{SRS}) = \frac{1}{1-\alpha} \left[ \int_0^{+\infty} \cdots \int_0^{+\infty} f^\alpha(x_1) \cdots f^\alpha(x_n) dx_1 \cdots dx_n - 1 \right]$$

$$= \frac{1}{1-\alpha} \prod_{i=1}^n \int_0^{+\infty} f^\alpha(x_i) dx_i - 1$$

$$= \frac{1}{1-\alpha} \left( [(1-\alpha)S_\alpha(X) + 1]^n - 1 \right)$$

$$= \frac{1}{1-\alpha} \left( \left[ \int_0^{+1} f^{\alpha-1}(F^{-1}(u)) du \right]^n - 1 \right). \tag{2.1}$$

Tsallis entropy associated with the $i$th order statistic from sample of size $n$ is given by Thapliyal et al. (2015) as

$$S_\alpha(X_{RSS}) = \frac{1}{1-\alpha} \left[ \int_0^{+\infty} [f_{(i:n)}(x)]^\alpha dx - 1 \right]$$

$$= \frac{1}{1-\alpha} \left[ \frac{B(\alpha(i-1) + 1, \alpha(n-i) + 1)}{(B(i, n-i+1))^{\alpha}} E[f^{\alpha-1}(F^{-1}(W_i))] - 1 \right], \quad \alpha > 0, \quad \alpha \neq 1,$$

where $W_i$ has the beta distribution with parameters $\alpha(i-1) + 1$ and $\alpha(n-i) + 1$. Under the perfect ranking assumption, the Tsallis entropy of $X_{RSS}$ of size $n$ is given by

$$S_\alpha(X_{RSS}) = \frac{1}{1-\alpha} \left( \prod_{i=1}^n \int_0^{+\infty} [f_{(i:n)}(x)]^\alpha dx - 1 \right) = \frac{1}{1-\alpha} \left( \prod_{i=1}^n [(1-\alpha)S_\alpha(X_{(i:n)}) + 1] - 1 \right). \tag{2.2}$$
where $X_{(i:n)}$ is the $i$th order statistic of size $n$ with pdf $f_{(i:n)}(x)$. Similarly, the Tsallis entropy of $X_{MRSSU}$ of size $n$ is obtained as follows:

$$S_\alpha(X_{MRSSU}) = \frac{1}{1 - \alpha} \left( \prod_{i=1}^{n} \int_{0}^{\infty} [f_{(i:i)}(x)]^{\alpha} dx - 1 \right)$$

$$= \frac{1}{1 - \alpha} \left( \prod_{i=1}^{n} [(1 - \alpha)S_\alpha(X_{(i:i)}) + 1] - 1 \right)$$

$$= \frac{1}{1 - \alpha} \left( \prod_{i=1}^{n} \left[ \int_{0}^{1} i^{\alpha} u^{(i-1)\alpha} f^{-1}(F^{-1}(u)) du \right] - 1 \right), \quad (2.3)$$

where

$$S_\alpha(X_{(i:i)}) = \frac{1}{1 - \alpha} \left[ \frac{i^{\alpha}}{i^{\alpha} + 1} E[f^{-1}(F^{-1}(Z_i))] - 1 \right], \quad \alpha > 0, \alpha \neq 1, \quad (2.4)$$

and $Z_i \sim beta(\alpha(i - 1) + 1, 1)$.

**Example 2.1.** Let $U$ be a random variable uniformly distributed on $(0, 1)$ with $f(F^{-1}(u)) = 1$, $0 < u < 1$. Then we have

$$S_\alpha(U_{MRSSU}) = \frac{1}{\alpha - 1} \left( 1 - \frac{(n!)^{\alpha}}{\prod_{i=1}^{n} (1 + \alpha(i - 1))} \right),$$

**Example 2.2.** Let $Z$ have exponential distribution with mean $\frac{1}{\theta}$. Thus, $f(F^{-1}(u)) = \theta(1 - u)$, $0 < u < 1$, and we have

$$S_\alpha(Z_{MRSSU}) = \frac{1}{\alpha - 1} \left( 1 - \theta^{n(\alpha - 1)}[(\alpha - 1)!]^{n} \prod_{i=1}^{n} \frac{\Gamma(\alpha(i - 1) + 1)}{\Gamma(\alpha i + 1)} \right),$$

where $\Gamma(.)$ is the Gamma function.

**Theorem 2.1.** Let $X_{MRSSU}$ be the MRSSU from population $X$ with pdf $f$ and cdf $F$. Then $[S_\alpha(X_{MRSSU})(1 - \alpha) + 1] \leq (n!)^{\alpha}[S_\alpha(X_{SRS})(1 - \alpha) + 1]$ for $\alpha > 0$, $\alpha \neq 1$.

**Proof.** See Appendix.

Now, we can prove important properties of $S_\alpha(X_{MRSSU})$ using the usual stochastic ordering. For that we present the following definitions:

1. The random variable $X$ is said to be smaller than $Y$ according to stochastically ordering (denoted by $X \leq_{st} Y$) if $P(X \geq x) \leq P(Y \geq x)$ for all $x \in \mathbb{R}$, or equivalently $P(X \leq x) \geq P(Y \leq x)$. It is known that $X \leq_{st} Y \Leftrightarrow E(\phi(X)) \leq E(\phi(Y))$ for all increasing functions $\phi$ (see Shaked and Shanthikumar (2007)).
2. We say that $X$ is smaller than $Y$ in the hazard rate order, denoted by $X \leq_{hr} Y$, if 
\[ \lambda_X(x) \geq \lambda_Y(x) \] for all $x$.

3. We say that $X$ is smaller than $Y$ in the dispersive order, denoted by $X \leq_{disp} Y$, if 
\[ f(F^{-1}(u)) \geq g(G^{-1}(u)) \] for all $u \in (0, 1)$, where $F^{-1}$ and $G^{-1}$ are right continuous inverses of $F$ and $G$, respectively.

4. A non-negative random variable $X$ is said to have increasing (decreasing) failure rate (IFR (DFR)) if 
\[ \lambda(x) = \frac{f(x)}{F(x)} \] is increasing (decreasing) in $x$.

5. We say that $X$ is smaller than $Y$ in the convex transform order, denoted by $X \leq_{c} Y$, if 
\[ G^{-1}F(x) \] is a convex function on the support of $X$.

6. A non-negative random variable $X$ is smaller than $Y$ in the star order, denoted by $X \leq_{*} Y$, if 
\[ G^{-1}F(x) \] increasing in $x \geq 0$.

7. We say that $X$ is smaller than $Y$ in the supper additive order, denoted by $X \leq_{su} Y$, if 
\[ G^{-1}F(t + u) \geq G^{-1}F(t) + G^{-1}F(u) \] for $t \geq 0, u \geq 0$.

8. A non-negative random variable $X$ with cdf $F$ is said to have increasing failure rate average (IFRA) if 
\[ \frac{\lambda(x)}{x} \] is increasing function in $x > 0$. Note that IFR classes of distributions are included to IFRA classes of distributions.

9. A non-negative random variable $X$ with cdf $F$ is new better than used (NBU), if 
\[ F(t + u) \leq F(t) + F(u) \] for $t \geq 0$ and $u \geq 0$.

**Theorem 2.2.** Let $X$ and $Y$ be two non-negative random variable with pdf’s $f$ and $g$, respectively. If $X \leq_{disp} Y$, then $S_\alpha(X_{MRSSU}) \leq S_\alpha(Y_{MRSSU})$ for $\alpha > 0, \alpha \neq 1$.

**Proof.** See Appendix.

**Theorem 2.3.** If $X \leq_{hr} Y$, and $X$ or $Y$ is DFR, then $S_\alpha(X_{MRSSU}) \leq S_\alpha(Y_{MRSSU})$ for $\alpha > 0, \alpha \neq 1$.

**Proof.** If $X \leq_{hr} Y$, and $X$ or $Y$ is DFR, then $X \leq_{disp} Y$, due to Bagai and Kochar(1986). Thus, from Theorem (2.2) the desired result follows.

**Theorem 2.4.** Let $X$ and $Y$ be two non-negative random variable with pdf’s $f$ and $g$, respectively. If $X \leq_{su} Y(X \leq_{*} Y$ or $X \leq_{c} Y$), then $S_\alpha(X_{MRSSU}) \leq S_\alpha(Y_{MRSSU})$ for $\alpha > 0, \alpha \neq 1$.

**Proof.** If $X \leq_{su} Y(X \leq_{*} Y$ or $X \leq_{c} Y$), then $X \leq_{disp} Y$, due to Ahmed et al.(1986). So, from Theorem (2.2) the desired result follows.
Theorem 2.5. Let $X$ be a non-negative random variable with decreasing pdf $f$ such that $f(0) \leq 1$, then

$$S_\alpha(X_{\text{MRSSU}}) \geq S_\alpha(U_{\text{MRSSU}}), \quad \alpha > 0, \ \alpha \neq 1,$$

where $S_\alpha(U_{\text{MRSSU}})$ is defined in Example 2.1.

**Proof.** The non-negative random variable $X$ has a decreasing pdf if and only if $U \leq_c X$, where $U \sim \text{Uniform}(0, 1)$ (see Shaked and Shanthikumar (2007)). Hence, from Theorem (2.4) the desired result follows.

Theorem 2.6. Let $X \in IFR(IFRA, NBU)$, then

$$S_\alpha(X_{\text{MRSSU}}) \leq S_\alpha(Z_{\text{MRSSU}}), \quad \alpha > 0, \ \alpha \neq 1,$$

where $S_\alpha(Z_{\text{MRSSU}})$ is defined in Example 2.2.

**Proof.** $X \in IFR(IFRZ, NBU)$ if and only if $X \leq_c Z(X \leq_c Z \text{ or } X \leq su Z)$ (see Theorem 4.8.11 of Shaked and Shanthikumar (2007)). So, from Theorem (2.4) the desired result follows.

Theorem 2.7. Let $X$ and $Y$ be two independent non-negative random variables. If $X$ and $Y$ have log-concave densities, then

$$S_\alpha(X_{\text{MRSSU}} + Y_{\text{MRSSU}}) \geq \max\{S_\alpha(X_{\text{MRSSU}}), S_\alpha(Y_{\text{MRSSU}})\}.$$

**Proof.** See Appendix.

Theorem 2.8. If $f(F^{-1}(u)) \geq 1$, $0 < u < 1$, then $S_\alpha(X_{\text{MRSSU}}^{(n)})$ is decreasing(increasing) in $n \geq 1$ for $0 < \alpha < 1(\alpha > 1)$.

**Proof.** See Appendix.

In the following examples, if we have a system consisting of only two components, then we can compare the Tsallis entropy of $X_{\text{SRS}}$, $X_{\text{RSS}}$ and $X_{\text{MRSSU}}$ of size $n = 2$.

**Example 2.3.** Let $X$ be uniformly distributed in $(0, b)$, then from (1.6), (2.4) and (2.7) for $X_{\text{SRS}}$, $X_{\text{RSS}}$ and $X_{\text{MRSSU}}$ of size $n = 2$, respectively, we have

$$S_\alpha(X_{\text{SRS}}) = 2S_\alpha(X_1) + (1 - \alpha)(S_\alpha(X_1))^2 = \frac{1}{\alpha - 1}[1 - b^{2\alpha}],$$

$$S_\alpha(X_{\text{RSS}}) = S_\alpha(X_{(1:2)}) + S_\alpha(X_{(2:2)}) + (1 - \alpha)S_\alpha(X_{(1:2)})S_\alpha(X_{(2:2)}) = \frac{1}{\alpha - 1}\left[1 - \frac{4\alpha}{(\alpha + 1)^2}b^{2\alpha}\right],$$

$$S_\alpha(X_{\text{MRSSU}}) = S_\alpha(X) + S_\alpha(X_{(2:2)}) + (1 - \alpha)S_\alpha(X)S_\alpha(X_{(2:2)}) = \frac{1}{\alpha - 1}\left[1 - \frac{2\alpha}{\alpha + 1}b^{2\alpha}\right].$$

(2.5)
The differences between $S_\alpha(X_{RSS})$, $S_\alpha(X_{MRSSU})$ and $S_\alpha(X_{SRS})$ for $n = 2$ are given by

\[
\delta_\alpha^{(1)}(b) = S_\alpha(X_{RSS}) - S_\alpha(X_{SRS}) = \frac{b^{2-2\alpha}}{\alpha-1} \left[ 1 - \frac{4^\alpha}{(\alpha+1)^2} \right],
\]

\[
\delta_\alpha^{(2)}(b) = S_\alpha(X_{MRSSU}) - S_\alpha(X_{SRS}) = \frac{b^{2-2\alpha}}{\alpha-1} \left[ 1 - \frac{2^\alpha}{\alpha+1} \right],
\]

\[
\delta_\alpha^{(3)}(b) = S_\alpha(X_{RSS}) - S_\alpha(X_{MRSSU}) = \frac{b^{2-2\alpha}}{\alpha-1} \left[ \frac{2^\alpha}{\alpha+1} - \frac{4^\alpha}{(\alpha+1)^2} \right] = \left( \frac{2^\alpha}{\alpha+1} \right) \delta_\alpha^{(2)}(b).
\]

In the sequel, Figure 1 shows the values of $\delta_\alpha^{(i)}(b)$, $i = 1, 2, 3$ for $0 < \alpha < 1$ and $\alpha > 1$. Similarly, in Figure 2 using $\delta_\alpha^{(i)}(b)$ (the difference between Tsallis entropies), we compared the Tsallis entropy of $X_{SRS}$, $X_{RSS}$ and $X_{MRSSU}$ of size $n = 3$. Finally, we conclude that $S_\alpha(X_{RSS}) \leq S_\alpha(X_{MRSSU}) \leq S_\alpha(X_{SRS})$ for $\alpha \neq 1$ and $n \geq 2$.

Figure 1: Values of $\delta_\alpha^{(i)}(b)$, $i = 1, 2, 3$ for $n = 2$ and (a) $0 < \alpha < 1$, (b) $\alpha > 1$.

Figure 2: Values of $\delta_\alpha^{(i)}(b)$, $i = 1, 2, 3$ for $n = 3$ and (a) $0 < \alpha < 1$, (b) $\alpha > 1$. 
Example 2.4. Let $X$ be an exponentially distributed random variable with mean $\frac{1}{\theta}$. Straightforward calculations show that for a SRS, perfect RSS and MRSSU of size $n = 2$, respectively, we have

$$S_\alpha(X_{\text{SRS}}) = \frac{1}{\alpha - 1}(1 - \frac{\theta^{2\alpha - 2}}{\alpha^2}),$$

$$S_\alpha(X_{\text{RSS}}) = \frac{1}{\alpha - 1}(1 - \frac{\theta^{2\alpha - 2}4\alpha B(\alpha + 1, \alpha)}{2\alpha}),$$

$$S_\alpha(X_{\text{MRSSU}}) = \frac{1}{\alpha - 1}(1 - \frac{\theta^{2\alpha - 2}2\alpha B(\alpha + 1, \alpha)}{\alpha}).$$

The difference between $S_\alpha(X_{\text{RSS}})$, $S_\alpha(X_{\text{MRSSU}})$ and $S_\alpha(X_{\text{SRS}})$ for $n = 2$ are given by

$$\delta^{(1)}_\alpha(\theta) = S_\alpha(X_{\text{RSS}}) - S_\alpha(X_{\text{SRS}}) = \frac{\theta^{2-2\alpha}}{(\alpha - 1)\alpha^2} \left[ 1 - \frac{4\alpha B(\alpha + 1, \alpha)}{2} \right],$$

(2.6)

$$\delta^{(2)}_\alpha(\theta) = S_\alpha(X_{\text{SRS}}) - S_\alpha(X_{\text{MRSSU}}) = \frac{\theta^{2-2\alpha}}{\alpha^2(\alpha - 1)} \left[ 2\alpha B(\alpha + 1, \alpha) - 1 \right],$$

(2.7)

$$\delta^{(3)}_\alpha(\theta) = S_\alpha(X_{\text{RSS}}) - S_\alpha(X_{\text{MRSSU}}) = \frac{\theta^{2-2\alpha}2\alpha B(\alpha + 1, \alpha)}{2\alpha(\alpha - 1)} \left[ 2 - 2^\alpha \right].$$

(2.8)

From (2.6), (2.7) and (2.8), Figure 3 shows the values of $\delta^{(i)}_\alpha(\theta)$, $i = 1, 2, 3$ for different values of $\alpha$, for simplicity, we take $\theta = 1$. Similarly, in Figure 4 using $\delta^{(i)}_\alpha(\theta)$ we compared the Tsallis entropy of $X_{\text{SRS}}$, $X_{\text{RSS}}$ and $X_{\text{MRSSU}}$ of size $n = 3$. It is easily verified that in the exponential distribution case, $S_\alpha(X_{\text{RSS}}) \leq S_\alpha(X_{\text{SRS}}) \leq S_\alpha(X_{\text{MRSSU}})$.

![Figure 3: Values of $\delta^{(i)}_\alpha(\theta)$, $i = 1, 2, 3$ for $n = 2$ and (a) $0 < \alpha < 1$, (b) $\alpha > 1$.](image)

In the following theorem, we obtain the sharp bounds for $S_\alpha(X_{\text{MRSSU}})$ using Steffensen inequalities.
Theorem 2.9. Let $m = \frac{1}{1-\alpha} \left( \prod_{i=1}^{n} \left[ \int_{0}^{\frac{1}{\alpha(i-1)+\alpha(i-1)}} i^{\alpha} u^{\alpha(i-1)} f^{\alpha-1}(F^{-1}(u))du \right] - 1 \right)$,

$M = \frac{1}{1-\alpha} \left( \prod_{i=1}^{n} \left[ \int_{0}^{\frac{1}{\alpha(i-1)+\alpha(i-1)}} i^{\alpha} u^{\alpha(i-1)} f^{\alpha-1}(F^{-1}(u))du \right] - 1 \right)$ and $f$ never increases. Then

(i). For $0 < \alpha < 1$, we have $m < S_{\alpha}(X_{MRSSU}) < M$.

(ii). For $\alpha > 1$, we have $M < S_{\alpha}(X_{MRSSU}) < m$.

(iii). If $f(x)$ never decreases, then all inequalities in parts (i) and (ii) are reversed.

Proof. See Appendix.

3 Cumulative Tsallis entropy of MRSSU

Di Crescenzo and Longobardi (2009) introduced and studied the cumulative entropy (CE) and its dynamic version, which are defined as

$$C\mathcal{E}(X) = - \int_{0}^{+\infty} F(x) \log F(x) dx, \quad (3.1)$$

and

$$C\mathcal{E}(X; t) = - \int_{0}^{t} \frac{F(x)}{F(t)} \log \left( \frac{F(x)}{F(t)} \right) dx, \quad (3.2)$$

respectively. Note that $0 < C\mathcal{E}(X) < \infty$. More properties on CE in past lifetime are available in Di Crescenzo and Longobardi (2009) and Navarro et al. (2010). Kumar (2018) proposed a cumulative Tsallis entropy (CTE) measure and its dynamic version as

$$C\mathcal{E}_{\alpha}(X) = \frac{1}{1-\alpha} \left( \int_{0}^{+\infty} [F(x)]^{\alpha} dx - 1 \right), \quad (3.3)$$
From (3.3), the CTE of $X_{SRS}$ and $X_{MRSSU}$ of size $n$ are given by

\[
CE_\alpha(X_{SRS}) = \frac{1}{1 - \alpha} \left[ \left( \int_0^\infty F^\alpha(x) dx \right)^n - 1 \right]. 
\]

\[
 CE_\alpha(X_{MRSSU}) = \frac{1}{1 - \alpha} \left[ \prod_{i=1}^n \int_0^\infty F^{i\alpha}(x) dx - 1 \right]. 
\]

**Theorem 3.1.** Let $X_{MRSSU}$ be the MRSSU from population $X$ with pdf $f$ and cdf $F$. Then

\[
CE_\alpha(X_{MRSSU}) \leq (\geq) CE_\alpha(X_{SRS}) \text{ for } 0 < \alpha < 1(\alpha > 1). 
\]

**Proof.** See Appendix.

**Theorem 3.2.** If $X \leq_{st} Y$, then for $0 < \alpha < 1(\alpha > 1)$ we have

\[
CE_\alpha(X_{MRSSU}) \geq (\leq) CE_\alpha(Y_{MRSSU}). 
\]

**Proof.** By the assumption on the stochastically ordering, $F^{i\alpha}(x) \geq G^{i\alpha}(x)$ for all $x \geq 0$. Now using (3.6) for $0 < \alpha < 1(\alpha > 1)$, we get the desired result.

**Theorem 3.3.** Let $Y_{MRSSU} = aX_{MRSSU} + b$ with $a > 0$ and $b \geq 0$, then we have

\[
CE_\alpha(Y_{MRSSU}) = a^n CE_\alpha(X_{MRSSU}) + a^n - 1 \frac{1}{1 - \alpha}. 
\]

**Proof.** The proof is similar to that of Lemma 5.1 of Eskandarzadeh et al. (2018).

From (3.5), by independence, the CTE of $X_{SRS}$ for $n = 2$ is given by

\[
CE_\alpha(X_{SRS}) = 2CE_\alpha(X_1) + (1 - \alpha)CE^2_\alpha(X_1). 
\]

In the sequel, due to (3.6), under MRSSU data, it is easy to show that for case $n = 2$, we have

\[
CE_\alpha(X_{MRSSU}) = \sum_{i=1}^2 CE_\alpha(X_{(i)j}) + (1 - \alpha) \prod_{i=1}^2 CE_\alpha(X_{(i)j}), 
\]

where

\[
CE_\alpha(X_{(i)j}) = \frac{1 - i\alpha}{1 - \alpha} CE_{i\alpha}(X). 
\]
Example 3.1. Let $X$ be uniformly distributed in $(0, 1)$, then from (3.7) and (3.8) for $X_{SRS}$ and $X_{MRSSU}$ of size $n = 2$, respectively, we have

$$
\mathcal{CE}_\alpha(X_{SRS}) = \frac{\alpha^2 + 2\alpha}{(\alpha^2 - 1)(\alpha + 1)},
$$

$$
\mathcal{CE}_\alpha(X_{MRSSU}) = \frac{2\alpha^2 + 3\alpha}{(\alpha^2 - 1)(2\alpha + 1)}.
$$

(3.9)

The difference between $\mathcal{CE}_\alpha(X_{MRSSU})$ and $\mathcal{CE}_\alpha(X_{SRS})$ is given by

$$
\delta_\alpha = \mathcal{CE}_\alpha(X_{MRSSU}) - \mathcal{CE}_\alpha(X_{SRS}) = \frac{\alpha}{(\alpha^2 - 1)(2\alpha + 1)(\alpha + 1)}. \quad (3.10)
$$

Formula (3.10) shows that for $0 < \alpha < 1$, $\delta_\alpha < 0$, i.e. Tsallis entropy of $\mathcal{CE}_\alpha(X_{MRSSU})$ is smaller than that of $\mathcal{CE}_\alpha(X_{SRS})$ and the result will be reversed for $\alpha > 1$.

Example 3.2. Suppose $X$ has a beta distribution as beta$(\theta, 1)$. From (3.7) and (3.8), respectively, we obtain Tsallis entropy for $X_{SRS}$ and $X_{MRSSU}$ of size $n = 2$ as follows:

$$
\mathcal{CE}_\alpha(X_{SRS}) = \frac{1}{1 - \alpha} \left[ \frac{1}{(1 + \theta \alpha)^2} - 1 \right],
$$

$$
\mathcal{CE}_\alpha(X_{MRSSU}) = \frac{1}{1 - \alpha} \left[ \frac{1}{(1 + \theta \alpha)(1 + 2\theta \alpha)} - 1 \right]. \quad (3.11)
$$

The difference between $\mathcal{CE}_\alpha(X_{MRSSU})$ and $\mathcal{CE}_\alpha(X_{SRS})$ is given by

$$
\delta_\alpha = \mathcal{CE}_\alpha(X_{MRSSU}) - \mathcal{CE}_\alpha(X_{SRS}) = \frac{1}{(\alpha - 1)(1 + \theta \alpha)^2} \left[ 1 - \frac{1 + \theta \alpha}{1 + 2\theta \alpha} \right]. \quad (3.12)
$$

It is clear that for $0 < \alpha < 1$, $\delta_\alpha < 0$ and for the case $\alpha > 1$, $\delta_\alpha > 0$.

Remark 3.1. The Tsallis entropy in (1.5) can also be expressed as

$$
S_\alpha(X) = \frac{1}{\alpha - 1} \left[ \int_0^{+\infty} f(x) - f^\alpha(x) dx \right]. \quad (3.13)
$$

Based on (3.13), recently Cali et al. (2017) introduced an alternate measure of CTE of order $\alpha$ as

$$
\mathcal{C}_\xi_\alpha(X) = \frac{1}{\alpha - 1} \left( \int_0^{+\infty} (F(x) - (F(x))^\alpha) dx \right). \quad (3.14)
$$

Due to (3.14), under the SRS and MRSSU data, it is easy to show that

$$
\mathcal{C}_\xi_\alpha(X_{SRS}) = \frac{1}{\alpha - 1} \left[ \left( \int_0^{+\infty} F(x) dx \right)^n - \left( \int_0^{+\infty} F^\alpha(x) dx \right)^n \right], \quad (3.15)
$$
Recently, Abbasnejad and Arghami (2011) defined the following cumulative entropy called failure entropy of order $\alpha$ and its dynamic version as

$$
\xi_\alpha(X_{MSRSU}) = \frac{1}{\alpha - 1} \left[ \prod_{i=1}^{n} \int_{0}^{+\infty} F^i(x) dx - \prod_{i=1}^{n} \int_{0}^{+\infty} F^{i\alpha}(x) dx \right].
$$

(3.16)

Also, Eskandarzadeh et al. (2018) showed that under the SRS and MRSSU data

$$
\xi_\alpha(X_{SRS}) = n \xi_\alpha(X), \quad \xi_\alpha(X_{MRSSU}) = \sum_{i=1}^{n} \xi_\alpha(X_{i;i}) = \sum_{i=1}^{n} \frac{i\alpha - 1}{\alpha - 1} \xi_{i\alpha}(X).
$$

(3.17)

respectively. In the following, we can rewrite the formula of Tsallis cumulative entropy $CE_\alpha(X)$ in terms of $\xi_\alpha(X)$ as

$$
CE_\alpha(X) = \frac{1}{1 - \alpha} \left( e^{(1-\alpha)\xi_\alpha(X)} - 1 \right).
$$

(3.18)

Theorem 3.4. Let $X_{MRSSU}$ be the MRSSU from population $X$ with pdf $f$ and cdf $F$. Then $CE_\alpha(X_{MRSSU};t) \leq (\geq) CE_\alpha(X_{SRS};t)$ for $0 < \alpha < 1, (\alpha > 1)$.

Proof. Recalling (3.17), we have

$$
CE_\alpha(X;t) = \frac{1}{1 - \alpha} \left( e^{(1-\alpha)\xi_\alpha(X;t)} - 1 \right).
$$

(3.19)

Therefore, the proof follows of Theorem (5.3) of Eskandarzadeh et al. (2018).

In the following theorem, we obtain bounds for $CE_\alpha(X_{MRSSU};t)$ using Hayashi inequalities.

Theorem 3.5. Let $m_1 = \frac{1}{1 - \alpha} \left( A^n \prod_{i=1}^{n} \left[ \int_{0}^{t} \left( \frac{F(x)}{F(t)} \right)^{\alpha(i-1)} dx \right] - 1 \right)$,

$$
M_1 = \frac{1}{1 - \alpha} \left( A^n \prod_{i=1}^{n} \left[ \int_{t}^{+\infty} \left( \frac{F(x)}{F(t)} \right)^{\alpha(i-1)} dx \right] - 1 \right).\text{ Then}
$$

(i). For $0 < \alpha < 1$, we have $m_1 < CE_\alpha(X_{MRSSU};t) < M_1$.

(ii). For $\alpha > 1$, we have $M_1 < CE_\alpha(X_{MRSSU};t) < m_1$,

where $A = \frac{1}{F_0(t)}$ and $\lambda = \frac{1}{\Gamma(1 - \alpha)CE_\alpha(X;t) + 1}$.
**Proof.** See Appendix.

Let \( X \) and \( Y \) be two non-negative random variables with cdfs \( F \) and \( F^* \), respectively. These variables satisfy the proportional reversed hazard rate model (PRHRM) with proportionality constant \( \theta > 0 \) if

\[
F^*(x) = [F(x)]^\theta, \quad x > 0.
\]

Under the PRHRM (3.21) we have

\[
\mathcal{CE}_\alpha(X^*_{SRS}) = 1 - \frac{\theta \alpha}{1 - \alpha} \mathcal{CE}_\alpha(X_{SRS}),
\]

and

\[
\mathcal{CE}_\alpha(X^*_{MRSSU}) = 1 - \frac{\theta \alpha}{1 - \alpha} \mathcal{CE}_\alpha(X_{MRSSU}).
\]

### 3.1 Residual Tsallis Entropy

In the survival analysis and life testing, the current age of the system under consideration is also taken into account. Let \( X \) be an absolutely continuous random variable which denotes the lifetime of a system or living organism with pdf \( f \). Then \( H(X) \) in (1.3) is not applicable to a system which has survived for some unit of time. Ebrahimi (1996) proposed the entropy of the residual lifetime of the random variable \( X_t = [X - t | X > t] \) as

\[
H(X; t) = -\int_t^{+\infty} \frac{f(x)}{F(t)} \log \left( \frac{f(x)}{F(t)} \right) dx, \quad t > 0.
\]

The residual entropy is time-dependent and measures the uncertainty of the residual lifetime of the system when it is still operating at time \( t \). Using (3.24), the residual Tsallis entropy can be presented by (see, Nanda and Paul (2006) and Kumar and Taneja (2011))

\[
S_\alpha(X; t) = \frac{1}{1 - \alpha} \left[ \int_t^{+\infty} \frac{f^\alpha(x)}{F^\alpha(t)} dx - 1 \right].
\]

Also, for any two independent random variables \( X \) and \( Y \)

\[
S_\alpha(X, Y; t) = S_\alpha(X; t) + S_\alpha(Y; t) + (1 - \alpha)S_\alpha(X; t)S_\alpha(Y; t).
\]

In the following, we derive residual Tsallis entropy (3.25) for the RSS. Before the main result we obtain residual Tsallis entropy for \( i \)th order statistics.

The residual Tsallis entropy of \( i \)th order statistics from sample of size \( n \) given by

\[
S_\alpha(X_{(i:n)}; t) = \frac{1}{1 - \alpha} \left[ \int_t^{+\infty} \frac{f^\alpha_{(i)}(x)}{F^\alpha_{(i)}(t)} dx - 1 \right],
\]
where, \( \bar{F}_{(i)}(t) \) is the survival function of \( i \)th order statistics and can be represented as

\[
\bar{F}_{(i)}(t) = \sum_{j=0}^{i-1} \binom{n}{j} [F(t)]^j [\bar{F}(t)]^{n-j} = \frac{B_{F(t)}(i,n-i+1)}{B(i,n-i+1)},
\]

(3.28)

where \( B(a,b) \) and \( \bar{B}_t(a,b) = \int_t^1 u^{a-1} (1-u)^{b-1} du \) are the beta and incomplete beta functions, respectively. For more details about order statistics, one can refer to Arnold et al. (1992). Finally by (3.27) and (3.28) we can obtain

\[
S_\alpha(X_{(i:n)}; t) = \frac{1}{1-\alpha} \left[ \frac{1}{\bar{F}_{(i)}(t)} \right] \int_t^{+\infty} f_\alpha(x)dx - 1
\]

\[
= \frac{1}{1-\alpha} \left[ \frac{1}{B_{\bar{F}(t)}(i,n-i+1)} \right] \int_t^{+\infty} [f(x)F^{i-1}(x)F^{n-i}(x)]^\alpha dx - 1
\]

(3.29)

Under the MRSSU data of size \( n = 2 \), it is easy to show that

\[
S_\alpha(X_{MRSSU}; t) = \sum_{i=1}^{2} S_\alpha(X_{(i:i)}; t) + (1-\alpha) \prod_{i=1}^{2} S_\alpha(X_{(i:i)}; t).
\]

(3.30)

**Example 3.3.** Suppose that \( X \) has a uniform distribution on \((0,1)\). From (3.26) and (3.30), respectively, we obtain residual Tsallis entropy for \( X_{SRS} \) and \( X_{MRSSU} \) of size \( n = 2 \),

\[
S_\alpha(X_{SRS}; t) = \frac{1}{1-\alpha} \left[ (1-t)^{2-2\alpha} - 1 \right],
\]

(3.31)

\[
S_\alpha(X_{MRSSU}; t) = \frac{1}{1-\alpha} \left[ 2^{\alpha-1}(1+t)^{1-\alpha}(1-t)^{2-2\alpha} - 1 \right].
\]

Let

\[
\tilde{\delta}_t = S_\alpha(X_{MRSSU}; t) - S_\alpha(X_{SRS}; t) = \frac{(1-t)^{2-2\alpha}}{\alpha - 1} \left[ 1 - 2^{\alpha-1}(1+t)^{1-\alpha} \right].
\]

Then, from (3.32), one can find that \( \tilde{\delta}_t < 0 \) for \( 0 < t < 1 \) when \( \alpha > 1 \), and \( \tilde{\delta}_t > 0 \) for \( t > 1 \) when \( 0 < \alpha < 1 \).

**Example 3.4.** Suppose that \( X \) has an exponential distribution with mean \( \theta \), by using (3.26) and (3.30) for \( n = 2 \) we have

\[
S_\alpha(X_{SRS}; t) = \frac{1}{1-\alpha} \left[ \frac{\theta^{2\alpha-2}}{\alpha^2} - 1 \right]
\]

(3.33)

\[
S_\alpha(X_{MRSSU}; t) = \frac{1}{1-\alpha} \left[ \frac{\theta^{\alpha-1}2^\alpha}{\alpha(2e^{-\theta t} - e^{2\theta t})^\alpha} B_{e^{-\theta t}}(\alpha, \alpha + 1) - 1 \right]
\]

where \( B_Z(a,b) = \int_0^z u^{a-1} (1-u)^{b-1} \) is incomplete beta function. Let \( \delta_t \) be the difference between \( S_\alpha(X_{MRSSU}; t) \) and \( S_\alpha(X_{SRS}; t) \) as follows:

\[
\delta_t = S_\alpha(X_{MRSSU}; t) - S_\alpha(X_{SRS}; t) = \frac{\theta^{2\alpha-2}}{(\alpha - 1)\alpha^2} \left[ 1 - \frac{\alpha}{(2e^{-\theta t} - e^{2\theta t})^\alpha} B_{e^{-\theta t}}(\alpha, \alpha + 1) \right].
\]

(3.34)
From (3.34), it can be shown that for $0 < \alpha < 1$, $\delta_t < 0$ ; $\forall t$ and $\delta_t > 0$ ; $\forall t$ when $\alpha > 1$. Following Figure 5 shows the behavior of $\delta_t$ for different scenarios of parameter $\alpha$.

![Graph](image)

**Figure 5:** Values of $\delta_t$ for $n = 2$ and (a) $0 < \alpha < 1$ , (b) $\alpha > 1$.

## 4 Conclusions

In this paper, we have considered the information content of MRSSU and SRS data using the Tsallis entropy, cumulative Tsallis entropy and residual Tsallis entropy. We also compared the Tsallis entropy of MRSSU data with SRS and RSS data in the uniform and exponential distributions. For MRSSU data, we obtained several results of Tsallis entropy including bounds, monotonic properties, stochastic orders and sharp bounds under some assumptions. Specifically, we showed that for $0 < \alpha < 1(\alpha > 1)$, $\mathcal{CE}_\alpha(X_{MRSSU}) \leq (\geq) \mathcal{CE}_\alpha(X_{SRS})$ and $\mathcal{CE}_\alpha(X_{MRSSU};t) \leq (\geq) \mathcal{CE}_\alpha(X_{SRS};t)$. The results of this paper show some desirable properties of MRSSU compared with the commonly used SRS in the context of the Tsallis entropy and cumulative Tsallis entropy. The concept of $\mathcal{CE}_\alpha(X_{MRSSU})$ can be applied in measuring the uncertainty contained in intrinsic fluctuations of physical systems. Also the Tsallis entropy of $X_{MRSSU}$ can be used in image or signal processing.
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6 Appendix

The following definitions and mathematical results will be useful in the computations of the Tsallis entropy for MRSSU.

Definition 6.1. Beta function. The Beta function, denoted by $B(a, b)$, is defined as

$$B(a, b) = \int_0^1 x^{a-1}(1-x)^{b-1}dx, \ a, b > 0.$$ (6.1)

Definition 6.2. Gamma function. The Gamma function, denoted by $\Gamma(\alpha)$, is defined as

$$\Gamma(\alpha) = \int_0^\infty x^{\alpha-1}e^{-x}dx, \ \alpha > 0.$$ (6.2)

Proof of Theorem 2.1. Since

$$\int_0^1 i^\alpha u^{\alpha(i-1)}f^{\alpha-1}(F^{-1}(u))du \leq i^\alpha \int_0^1 f^{\alpha-1}(F^{-1}(u))du.$$

The proof follows by recalling (2.1) and (2.3).

Proof of Theorem 2.2. By the assumption on the dispersive order, $f(F^{-1}(u)) \geq g(G^{-1}(u))$ for all $u \in (0, 1)$. Now using (2.3) for $0 < \alpha < 1$, we have

$$S_\alpha(X_{MRSSU}) = \frac{1}{1-\alpha} \left( \prod_{i=1}^n \left[ \int_0^1 i^\alpha u^{\alpha(i-1)}f^{\alpha-1}(F^{-1}(u))du \right] - 1 \right) \leq \frac{1}{1-\alpha} \left( \prod_{i=1}^n \left[ \int_0^1 i^\alpha u^{\alpha(i-1)}g^{\alpha-1}(G^{-1}(u))du \right] - 1 \right) = S_\alpha(Y_{MRSSU}).$$

Proof of Theorem 2.7. Suppose that $X$ have a log-concave density, then from Theorem 3.B.7 of Shaked and Shanthikumar (2007), we conclude that $X \leq_{disp} X + Y$ for any random variable $Y$ independent of $X$. Hence, recalling Theorem (2.2), $S_\alpha(X_{MRSSU}) \leq S_\alpha(X_{MRSSU} + Y_{MRSSU})$. Similar result also holds when $Y$ has a log-concave density i.e. $S_\alpha(Y_{MRSSU}) \leq S_\alpha(X_{MRSSU} + Y_{MRSSU})$. Therefore, the proof is completed.

Lemma 6.1. Let $\varphi(\alpha) = \frac{(n+1)^\alpha}{n\alpha+1}$ be a function of parameter $\alpha$. Then $\varphi(\alpha)$

i. has a relative minimum for $0 < \alpha < 1$.
ii. is less than 1 for $0 < \alpha < 1$.
iii. is increasing for $\alpha > 1$.
iv. is greater than 1 for $\alpha > 1$.
Proof of Theorem 2.8. Using (2.3) for $0 < \alpha < 1$, we have

$$(1 - \alpha)S_\alpha(X^{(n+1)}_{MRSSU}) + 1 = (n + 1)\alpha^\int_0^1 u^\alpha f^{\alpha - 1}(F^{-1}(u))du \leq (\geq)\frac{(n + 1)^\alpha}{n\alpha + 1}.$$ 

Hence, recalling Lemma (6.1) we have

$$\frac{S_\alpha(X^{(n+1)}_{MRSSU})}{S_\alpha(X^{(n)}_{MRSSU})} \leq (\geq)\frac{1}{n}, \text{ for } 0 < \alpha < 1.$$ 

Therefore, the result follows readily.

Proof of Theorem 2.9 (i). Suppose that $f$ never increases. Since $0 \leq u^{\alpha(i-1)} \leq 1$, then we take $\lambda = \int_0^1 u^{\alpha(i-1)}du = \frac{1}{\alpha(i-1)+1}$. Therefore using Steffensen inequalities, we obtain the following inequalities

$$\int_{1-\lambda}^1 i\alpha f^{\alpha - 1}(F^{-1}(u))du \leq \int_0^1 i\alpha u^{\alpha(i-1)} f^{\alpha - 1}(F^{-1}(u))du \leq \int_0^\lambda i\alpha f^{\alpha - 1}(F^{-1}(u))du,$$

and then we have

$$\prod_{i=1}^n \left[ \int_{1-\lambda}^1 i\alpha f^{\alpha - 1}(F^{-1}(u))du \right] - 1 \leq \prod_{i=1}^n \left[ \int_0^1 i\alpha u^{\alpha(i-1)} f^{\alpha - 1}(F^{-1}(u))du \right] - 1 \leq \prod_{i=1}^n \left[ \int_0^\lambda i\alpha f^{\alpha - 1}(F^{-1}(u))du \right] - 1.$$

Hence, the proof is completed. The proof of (ii) and (iii) are similar to proof of part (i).

Proof of Theorem 3.1. Since $F^\alpha(x) \geq F^{i\alpha}(x)$ for $i \geq 1$, we have

$$\left( \int_0^\infty F^\alpha(x)dx \right)^n \geq \prod_{i=1}^n \int_0^\infty F^{i\alpha}(x)dx.$$ 

The proof follows by recalling (3.5) and (3.6).

Proof of Theorem 3.5(i). From (3.44), we have

$$\lambda = \frac{1}{A}[(1 - \alpha)CE_\alpha(X; t) + 1] = \frac{1}{A} \int_0^t \left( \frac{F(x)}{F(t)} \right)^\alpha dx,$$

and

$$\int_0^t \left( \frac{F(x)}{F(t)} \right)^{i\alpha} dx = \int_0^t \left( \frac{F(x)}{F(t)} \right)^\alpha \left( \frac{F(x)}{F(t)} \right)^{\alpha(i-1)} dx.$$
Since $0 \leq \left( \frac{F(x)}{F(t)} \right)^\alpha \leq A$ and $\left( \frac{F(x)}{F(t)} \right)^{(i-1)}$ is never decreases, then using Hayashi inequalities
\[ A \int_0^\lambda \left( \frac{F(x)}{F(t)} \right)^{(i-1)} dx \leq \int_0^t \left( \frac{F(x)}{F(t)} \right)^i dx \leq A \int_{t-\lambda}^t \left( \frac{F(x)}{F(t)} \right)^{(i-1)} dx. \]

Therefore, we have
\[ A^n \prod_{i=1}^n \int_0^\lambda \left( \frac{F(x)}{F(t)} \right)^{(i-1)} dx \leq \prod_{i=1}^n \int_0^t \left( \frac{F(x)}{F(t)} \right)^i dx \leq A^n \prod_{i=1}^n \int_{t-\lambda}^t \left( \frac{F(x)}{F(t)} \right)^{(i-1)} dx. \]

Hence, the proof is completed. The proof of (ii) is similar to proof of part (i).
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