Global tropospheric ozone modeling: Quantifying errors due to grid resolution
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[1] Ozone production in global chemical models is dependent on model resolution because ozone chemistry is inherently nonlinear, the timescales for chemical production are short, and precursors are artificially distributed over the spatial scale of the model grid. In this study we examine the sensitivity of ozone, its precursors, and its production to resolution by running a global chemical transport model at four different resolutions between T21 (5.6° × 5.6°) and T106 (1.1° × 1.1°) and by quantifying the errors in regional and global budgets. The sensitivity to vertical mixing through the parameterization of boundary layer turbulence is also examined. We find less ozone production in the boundary layer at higher resolution, consistent with slower chemical production in polluted emission regions and greater export of precursors. Agreement with ozonesonde and aircraft measurements made during the NASA TRACE-P campaign over the western Pacific in spring 2001 is consistently better at higher resolution. We demonstrate that the numerical errors in transport processes on a given resolution converge geometrically for a tracer at successively higher resolutions. The convergence in ozone production on progressing from T21 to T42, T63, and T106 resolution is likewise monotonic but indicates that there are still large errors at 120 km scales, suggesting that T106 resolution is too coarse to resolve regional ozone production. Diagnosing the ozone production and precursor transport that follow a short pulse of emissions over east Asia in springtime allows us to quantify the impacts of resolution on both regional and global ozone. Production close to continental emission regions is overestimated by 27% at T21 resolution, by 13% at T42 resolution, and by 5% at T106 resolution. However, subsequent ozone production in the free troposphere is not greatly affected. We find that the export of short-lived precursors such as NO₃ by convection is overestimated at coarse resolution.
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1. Introduction

[2] Ozone is formed in the troposphere as a by-product of the oxidation of hydrocarbons and carbon monoxide in the presence of nitrogen oxides (NOₓ) and sunlight [Chameides and Walker, 1973; Crutzen, 1974]. Ozone production is dependent on precursor concentrations in a nonlinear manner [Liu et al., 1987; Lin et al., 1988], and much of it occurs on short timescales close to regions with high emissions of precursors. Chemical transport models (CTMs) that are used to simulate regional O₃ buildup need to resolve the correspondingly small spatial scales involved to avoid systematic overestimation of regional O₃ production due to excessive spatial averaging of emissions [Chatfield and Delany, 1990; Sillman et al., 1990; Jang et al., 1995a, 1995b]. However, assessing the impacts of O₃ on global climate and tropospheric oxidizing capacity, or of intercontinental transport of O₃ on regional air quality, requires use of a CTM with a global domain. Computational constraints currently limit these global models to spatial scales of 1° (about 110 km) or greater. While this is sufficient to resolve regional variations in the mean flow patterns associated with atmospheric transport, it may be insufficient to prevent the premature mixing of O₃ precursors in polluted regions, the overestimation of regional O₃ production, and the underestimation of precursor lifetimes and export to the global troposphere. The balance between production in the polluted boundary layer and in the global troposphere is thus incorrect. This has significant implications for assessment of the impacts of surface emissions on the global environment, for example in the attribution of climate impacts due to changes in O₃ and CH₄ from specific source regions. While global models are not tailored to simulate the chemical processing that occurs...
during the mix-down of concentrated plumes associated with urban and industrial sources, the magnitude of the errors involved must be assessed to correct for the bias in simulation of \( \text{O}_3 \) on regional and global scales.

[3] In this paper we explore systematically the sensitivity of modeled \( \text{O}_3 \) production to horizontal resolution with a sequence of four nested model resolutions, and investigate whether it starts to converge over the resolutions currently employed by global CTM and climate models. Studies including subgrid scale parameterizations of urban chemistry in regional and zonally averaged global models have demonstrated that calculated \( \text{O}_3 \) production is lower when the separation between polluted and rural environments is better resolved [Sillman et al., 1990; Jacob et al., 1993; Mayer et al., 2000]. We demonstrate convergence for a passive tracer, and then investigate the extent of convergence with full chemistry. Convergence would allow an estimate of the error in \( \text{O}_3 \) production at a given resolution, while a lack of convergence may suggest that production close to source regions is occurring at temporal and spatial scales far smaller than those resolved at the highest resolutions used here. Recent studies running global CTMs at different resolutions have confirmed the lower \( \text{O}_3 \) production at higher resolution [Kentarchos et al., 2001; von Kuhlmann et al., 2003; Wild et al., 2004; Esler et al., 2004; Park et al., 2004; Krol et al., 2005], but in many of these studies the simulations at different resolutions are not directly comparable. Moreover, in comparing only two resolutions they are unable to demonstrate a systematic convergence with resolution or to quantify the errors in \( \text{O}_3 \) production.

[4] Testing the quality of model simulations is difficult as \( \text{O}_3 \) production cannot be measured directly. Climatological comparisons with monthly mean \( \text{O}_3 \) measurements from sonde, surface and aircraft platforms are commonly used to evaluate global CTMs [e.g., Houweling et al., 1998; Wang et al., 1998; Horowitz et al., 2003; von Kuhlmann et al., 2003; Wild et al., 2003; Hauglustaine et al., 2004] but provide only a rough indication that the seasonal behavior of \( \text{O}_3 \) is appropriately modeled. Case-by-case comparisons under the correct meteorological conditions provide more information on how well stratospheric intrusions or continental plumes are captured [e.g., Roelofs et al., 2003; Wild et al., 2003], but are sensitive to the simulation of meteorological features [e.g., Kiley et al., 2003] and do not constitute a critical test of the simulated time scales for \( \text{O}_3 \) formation.

[5] To provide a regional focus for this study we consider \( \text{O}_3 \) production from east Asian sources in springtime. Rapid industrial and economic development in this region make it increasingly important as a source of \( \text{O}_3 \) to the global troposphere [Berntsen et al., 1996; Carmichael et al., 1998; Jaffe et al., 1999]. In addition, measurements made during the NASA Transport and Chemical Evolution over the Pacific (TRACE-P) measurement campaign held in spring 2001 [Jacob et al., 2003] provide an extensive sampling of the chemical composition of Asian outflow and allow a detailed assessment of model performance for a wide range of chemical species.

[6] We describe the model approach taken in section 2. In section 3 we demonstrate convergence for a passive tracer with increasing resolution. In section 4 we consider full chemistry, and evaluate the changes in regional \( \text{O}_3 \) production over east Asia with increasing resolution, comparing the simulations against measurements made during the TRACE-P campaign. The impacts on \( \text{O}_3 \) abundance and production on a global scale are described in section 5. In section 6 we describe the \( \text{O}_3 \) response to regional emissions, exploring the balance between regional and global production for east Asian emissions. We investigate convergence in the \( \text{O}_3 \) budget and quantify the errors due to horizontal resolution in section 7. Conclusions are presented in section 8.

2. Model Approach

[7] This study uses the Frontier Research System for Global Change (FRSGC) version of the University of California, Irvine (UCI) global chemical transport model (CTM) described by Wild and Prather [2000]. The model is driven by 3-hour meteorological fields generated with the European Centre for Medium-Range Weather Forecasts (ECMWF) Integrated Forecast System (IFS) at a spectral resolution of T159 with 40 eta-levels in the vertical. These fields have been used at T21 (5.6° × 5.6°) and T63 (1.9° × 1.9°) resolution with 37 vertical levels in previous studies, [Wild et al., 2003, 2004; Hsu et al., 2004] and are also used here at T42 (2.8° × 2.8°) and T106 (1.1° × 1.1°) resolution. The different resolutions are run from the same T159 fields so that the dynamics are continuous from T21 to T106. The notable strengths of these piece-wise forecast fields over other analysis products available include their dynamical self-consistency, the use of integrated or averaged quantities, the range of diagnostics included, the longer spin-up to reduce analysis noise, and the 3-hour temporal resolution.

[8] The performance of the model in simulating the observed distribution and variability of \( \text{O}_3 \) and its precursors over east Asia has been presented in earlier studies [Wild et al., 2003, 2004]. A number of small changes have been made for the present studies, including revising the dry deposition scheme to follow that of Wesely [1989], and standardizing the emissions from biomass burning and lightning sources such that the magnitude and distribution of sources remains independent of model resolution. Lightning emissions of \( \text{NO}_x \) are based on diagnosed convective mass fluxes at T106 resolution, following Allen and Pickering [2002], the vertical distribution of the source is now based on observed profiles [Pickering et al., 1998], and total emissions are normalized to 5 Tg(N)/yr. For boundary layer mixing, the previous versions of the CTM applied a simple, hourly bulk-mixing of tracers from the surface to the diagnosed mixing height. This has been replaced with a nonlocal K-profile treatment of boundary layer turbulence [Holtslag and Boville, 1993] based on the surface energy fluxes generated by the IFS model. At T106 resolution the standard 1° × 1° surface emissions data are inadequate for resolving the heterogeneity of emissions, and anthropogenic emissions of \( \text{NO}_x \), CO and NMHC over east Asia are supplied at 0.5° × 0.5° resolution regridded from updated data sets described by Streets et al. [2003] (J.-H. Woo, personal communication, 2003). This additional resolution also benefits lower-resolution runs, where information on
the subgrid scale variation in emissions is used by the second-order moment advection scheme [Prather, 1986].

[9] Compared with the previously published studies, the effect of these changes is relatively small: surface O\textsubscript{3} at high latitudes is lower because of greater deposition, O\textsubscript{3} levels in the tropical upper troposphere are larger because of a greater proportion of lightning NO\textsubscript{3} emissions at high altitude, and CO is higher because of a 20% increase in east Asian industrial CO emissions in the updated emissions data set. Each of these changes brings simulated trace gas concentrations into closer agreement with TRACE-P measurements.

[10] The impact of aerosol particles on photochemistry was not included in previous studies using the FRSGC/UCI CTM. Aerosols may influence O\textsubscript{3} production by absorption and scattering of sunlight [Martin et al., 2003; Bian et al., 2003] and by providing surfaces on which heterogeneous reactions can occur [Jacob, 2000]. The deserts and industrial regions of China are a large source of aerosol in springtime [e.g., Duce et al., 1980], and this is known to influence regional O\textsubscript{3} production at this time of year [Tang et al., 2003]. To include the impacts of aerosols we apply monthly mean aerosol optical depth distributions for 2001 from the Moderate Resolution Imaging Spectroradiometer (MODIS) instrument on the Terra satellite (data available from http://modis-atmos.gsfc.nasa.gov). These optical depths are apportioned between different aerosol types (sulphate, soil dust, carbonaceous aerosols and sea salt) on the basis of model-derived monthly climatologies [Tegen et al., 1997], and photolysis rates are calculated online in the CTM using Fast-J [Wild et al., 2000]. This method neglects the day-to-day variability in aerosol distributions, but includes the colocation of industrial aerosols and O\textsubscript{3} precursors to the extent that the MODIS climatology does.

[11] The standard model simulations performed here at four different resolutions apply the K-profile boundary layer mixing and do not use the optional aerosol climatology. These simulations are repeated, firstly with a 1-hour mixed boundary layer as used in earlier studies, and then separately with the impacts of aerosol on photolysis included. The thorough vertical mixing of surface pollutants throughout the boundary layer on a 1-hour timescale has a comparable effect to the greater horizontal mixing implicit at coarser model resolution, and leads to a similar overestimation of O\textsubscript{3} production. In contrast, the modification of photolysis rates due to the presence of aerosol particles generally reduces production in polluted boundary layers, altering the chemical time scales and thus the magnitude and location of production. These alternative model formulations allow the sensitivity of the convergence in O\textsubscript{3} production with resolution to be examined. Errors in O\textsubscript{3} production with resolution are generally referenced to the standard T42 simulation as this is typical of current high-resolution global CTMs.

[12] We first look at the resolution error and its convergence for transport processes alone using a simple, conserved tracer. The effects of resolution and mixing on O\textsubscript{3} photochemistry are then explored using two different diagnostic approaches. We first compare net and gross production rates over selected diagnostic regions to determine the regional and global sensitivity of production and the impacts of resolution and mixing on the simulation of oxidation processes. We then investigate the impacts of this on O\textsubscript{3} production from sources over a single emission region by applying a small perturbation to emissions and following the response of O\textsubscript{3} and its precursors over the subsequent weeks. This allows a clear assessment of impacts on the location and evolution of O\textsubscript{3} production and thus on the biases due to resolution that may be expected in studies of the long-range transport of O\textsubscript{3} or of its source attribution.

3. Convergence of Tracer Transport With Increasing Resolution

[13] The errors of a correctly formulated numerical model solved on a grid should be in proportion to the grid resolution (generically denoted here as \( h \)). As the grid step \( h \) becomes smaller, the numerical solution converges to the correct answer. We test this convergence in CTMs with the simplified case of transport of a conserved tracer. This test case is derived from studies with the NASA Global Modeling Initiative (GMI), which has developed a modular CTM on a fast computing platform for critical evaluation of different model components [Douglass et al., 1999; Rotman et al., 2001; Kinnison et al., 2001] and for scientific assessments (e.g., aviation impacts, greenhouse gases). One of the GMI tests involved identical simulations with both GMI and UCI CTMs using the same meteorological fields (from the Goddard Institute for Space Studies GISS-II model at 4° latitude by 5° longitude resolution with 23 layers [Rind et al., 1998]), boundary conditions (fossil fuel CO\textsubscript{2} emissions [Brenkert, 1998]) and chemistry (none). The differences in these “identical” simulations were large, even in comparison with the full range of different models in TransCom3 [Gurney et al., 2003]. This highlights the fact that the modeling community has not quantified the numerical errors in transport algorithms and that these might be comparable to other major sources of error such as in the meteorological fields, emissions, or chemical mechanisms. Comparisons of different algorithms [e.g., Hourdin and Armengaud, 1999] have largely focussed on balancing the requirements for computational efficiency and accuracy rather than on quantifying the errors involved. Thus we perform a series of CTM simulations at successively finer resolution to test for convergence in the simple case of 3-D transport by resolved winds, convection, and boundary layer mixing.

[14] We assume that the numerical error in the CTM transport algorithms (i.e., that due to solution on a finite grid) is proportional to some power of the grid size, \( h^N \). Richardson extrapolation cannot be readily applied without knowing the order \( N \), and we resort to Aitken’s method that seeks geometric convergence of a series. As the grid size \( h \) is successively halved (\( h/2, h/4, h/8, \ldots \)), we generate a sequence of results: \( C(h), C(h/2), C(h/4), \) and \( C(h/8) \). In this case \( C(h) \) can be any diagnostic from the CTM simulation such as a surface abundance, a flux into the stratosphere, etc. We assume that the sequence of successive corrections generated by doubling will converge geometrically, with the
ratio of successive corrections being the convergence factor, $k$.

$$C(h_0) = C(h) + (C(h/2) - C(h)) + (C(h/4) - C(h/2)) + (C(h/8) - C(h/4)) + \ldots$$

$$k = (C(h/4) - C(h/2))/(C(h/2) - C(h))$$

$$= (C(h/8) - C(h/4))/(C(h/4) - C(h/2)) < 1$$

$$C(h_0) = C(h) + (C(h/2) - C(h))(1 + k + k^2 + \ldots)$$

$$= C(h) + (C(h/2) - C(h))/(1 - k)$$

[15] Thus all that is needed to calculate the converged answer, and hence the numerical error, is one additional doubled resolution simulation and the value of $k$. This particularly extensive computation allows us to check if the value of $k$ is a global number and if indeed the CTM is geometrically converging by comparing successively calculated $k$'s.

$$k_{124} = (C(h/4) - C(h/2))/(C(h/2) - C(h))$$

$$k_{248} = (C(h/8) - C(h/4))/(C(h/4) - C(h/2))$$

[16] The CTM was recoded to allow successive doubling of resolution. The original grid, \(72 \times 46 \times 23\) (designated G1), was doubled to \(144 \times 90 \times 46\) (G2), \(288 \times 178 \times 92\) (G4), and \(576 \times 354 \times 184\) (G8). For each successive doubling, the time step (an automatically computed Courant-Friedrichs-Lewy (CFL) limit) typically halves, although we maintain the original \(2^m\) pie-shaped polar cap boxes to avoid CFL conflicts. The computational cost of the G8 run is 4096 times that of the G1 run. The wind fields, convective fluxes (updrafts, downdrafts, entrainment and detrainment), boundary layer mixing, and emissions are defined on the G1 grid, and successive doubling merely divides the quantities into the exactly nested, higher-resolution grid. No additional information is added, and thus these quantities are not better resolved at G8 than at G1. Surface abundances averaged over year 10 of the fossil fuel CO$_2$ simulation with the standard CTM (G1) are plotted in Figure 1, where the \(72 \times 46\) grid is explicitly shown. CO$_2$ has accumulated over 10 years and the peak abundances over the northern continental sources reach 37.2 ppm, while the more uniform southern hemisphere has minima of about 25.8 ppm. The difference in surface CO$_2$ between the first doubled resolution (G2) and the G1 simulation is shown in Figure 1b. In the G2 simulation, the 8 equal-mass grid boxes that are nested inside the original G1 box are averaged to generate the result on the standard G1 grid. The change in annual-average surface CO$_2$ with doubling is noticeable, ranging from $-0.03$ to $+0.14$ ppm, and occurs typically in regions with large gradients.

[17] A 10-year simulation at G8 is difficult, and thus we examine the convergence properties with a shorter run initialized on 1 July with zero CO$_2$ everywhere and run for 75 days until 14 September. Comparisons are done with a snapshot of the surface CO$_2$ abundance, which is far more variable than the annual average fields in Figure 1. The two geometric convergence factors, $k_{124}$ and $k_{248}$, are calculated for each surface grid square. Values are plotted in Figure 2 only where the first correction (i.e., G2-G1 for $k_{124}$) exceeds 0.04 ppm, a necessary condition to avoid spurious $k$'s. For $k_{124}$ there are several negative values, implying that geometric convergence has not yet begun in these regions. The average of the plotted $k_{124}$ is 0.464 with an rms variance of 0.17. For $k_{248}$ there are few negative values, the mean of 0.458 is unchanged, but the rms is reduced substantially to 0.06. Thus it appears reasonable in this case to select a universal geometric convergence factor of $k = 0.46$ and apply it to the G2-G1, or at least the G4-G2 differences. The total error in the G2 simulation can be estimated as $0.85 \times (G2-G1)$, and one can show that the error goes as $h^{1.12}$. An alternative approach to Aitken’s method would be to plot the values $C(h)$ as a function of the different step sizes $h$ and look for a Richardson-type behavior, $C(h) = C(h_0) + Ah^h$. This is done for the more complex, full chemistry simulations in this paper, where a doubled resolution sequence is not possible.

[18] We have computed the numerical error associated with solving the tracer transport equations on a finite grid and have demonstrated its geometric convergence. If this convergence is typical of chemical tracers and of other CTMs, then a straightforward method of correcting this error with a single, doubled resolution run is possible. What remains to test is that other CTMs, including GMI, converge to the same answer in this test case. If they do not, it means that one or both of the tracer transport algorithms is incorrectly formulated on the grid. This type of error, however, is only one of many that CTMs must quantify; in particular, it does not address whether transport processes not resolved on the original grid (such as the fixed grid G1 used here) will change net transport. The rest of this study includes these effects, whereby a smaller grid size brings increasingly resolved structures in meteorology, emissions, and chemistry.

4. Ozone Production Over East Asia

[19] To investigate the impacts of model resolution on chemical tracers, we first examine boundary layer production of O$_3$ in springtime over continental east Asia (22–45°N, 98–126°E). Figure 3 highlights the location of the main precursor sources over this region at the highest model resolution used in these studies (T106). It also shows the ozonesonde launch sites and aircraft flight tracks from the TRACE-P campaign in spring 2001, and these measurement data provide a valuable standard against which the CTM results can be tested. The mean net production below 750 hPa in March and April 2001 is shown in Figure 4 at four different model resolutions using the same precursor emissions. In the standard model configuration, there is a 7% reduction in net regional production between T21 (5.6°) and T106 (1.1°) resolution. The 10% decrease in gross production is partly offset by a decrease in destruction. This change is controlled principally by the effects of reduced horizontal averaging on chemical production and by averaging of the horizontal and vertical transport fluxes into and out of the region, and is similar in magnitude to that seen in previous studies [e.g., Kentarchos et al., 2001; Esler et al., 2004; Wild et al., 2004].

[20] At higher resolutions as the spatial scales approach those critical for O$_3$ production, the simulated production should converge on a value representative of the region.
This convergence will not include the effects of plume processes operating at small scales, which are not included in the model, but should capture the larger-scale processing appropriate to the 50-km scale of precursor emissions used here. Figure 4 shows that there is a slow convergence with resolution that is almost linear with the horizontal grid resolution. This suggests errors in net production of about 4% at T42 and almost 9% at T21. However, even at T106 the spatial scales remain larger than are required for appropriate simulation of regional O\textsubscript{3} production, and production is still overestimated by about 2%. A key question is what additional error due to even higher resolution structures would appear when we include the small-scale processing associated with urban plumes. Modeling studies of urban airsheds and polluted continental regions indicate that spatial scales of less than 20 km may be required to accurately model O\textsubscript{3} production [Sillman et al., 1990; Jang et al., 1995a].

[21] The two alternative model formulations, (1) using a 1-hour mixed boundary layer and (2) including the effects of aerosol on photolysis rates, are also shown in Figure 4. These formulations demonstrate the robustness of the results for altered horizontal resolution, and allow the errors due to resolution to be compared with those due to other model treatments. More efficient boundary layer mixing gives 5% greater net regional production than the standard case because of the more rapid distribution of surface emissions through the boundary layer. Inclusion of aerosols gives a 10% reduction in net regional production, as sunlight in the boundary layer is attenuated and O\textsubscript{3} production is consequently reduced. However, the convergence of the regional net O\textsubscript{3} production with increasing resolution is the same for these two cases as for the standard model formulation.
Figure 2. Convergence factors, $k$, for the 1–2–4 and 2–4–8 sequences of doubled resolution CTM runs (initialized 1 July and run with fossil fuel CO$_2$ until 14 September). $k$ factors are calculated from instantaneous surface CO$_2$ abundances, $f$, as $(f_4-f_2)/(f_2-f_1)$ and $(f_8-f_4)/(f_4-f_2)$ respectively, and are plotted only where the first correction of the sequence, $f_2-f_1$ or $f_4-f_2$, exceeds 0.04 ppm.

Figure 3. Surface NO$_x$ emissions (in $\mu$g m$^{-2}$ yr$^{-1}$) in March 2001 at T106 resolution ($1.1^\circ \times 1.1^\circ$) based on Streets et al. [2003]. The flight tracks of the DC-8 and P-3B aircraft during the TRACE-P campaign and the location of ozonesonde stations are indicated along with the diagnostic region over east Asia used in the present studies. Sondes were launched from four sites over Japan (Sapporo, Tateno, Kagoshima and Naha) and from Cheju Island (Korea), Taiwan and Hong Kong.
To what extent does increased model resolution affect the simulation of observations in or downwind of the region? Figure 5 shows a comparison with O$_3$ in the boundary layer (below 800 hPa) at the seven sonde launch sites over the western Pacific shown in Figure 3 and at two additional locations at Hilo, Hawaii, and Trinidad Head, California. These include launch sites close to major source regions and at remote locations and thus provide a good test of a range of dilution and mixing conditions for O$_3$. Comparison statistics for the 137 sonde profiles available between February and April 2001 are shown for each CTM resolution in Table 1. Increased resolution typically leads to small increases in correlation coefficient, $r$, slopes closer to unity, and reduction in the mean and absolute bias, and thus to improvements by all measures. While this is encouraging, it should be noted that these improvements are not statistically significant at a 90% level (applying Student’s t-test). Differences between the model and the measurements are dominated by other errors (in transport, emissions, chemical mechanism and simulation of dynamical features such as plume lofting and boundary layer mixing depth) rather than by chemical nonlinearity on these scales. Systematic differences by location are revealed more clearly by comparing the T21 and T106 simulations shown in Figure 5. At Cheju Island, Korea (pluses), a relatively clean location sampling outflow from China, the mean bias is reduced from 6.9 to 1.5 ppb and the absolute bias from 12 to 4 ppb. Over Taiwan (triangles), the mean bias is reduced from 3.6 to 0.1, but the absolute bias is only reduced from 14 to 12 ppb, highlighting the sensitivity of this site to local sources. The sonde locations over Japan show modest improvements, but boundary layer O$_3$ is still overestimated at these sites by an average of 14 ppb, suggesting that in addition to resolution issues there may be problems in the CTM with sources or sinks at higher latitudes. Despite the clear overall improvement at T106, in individual cases the comparison may be poorer than at T21, reflecting sampling issues and sensitivity to the location of meteorological features.

Previous studies comparing FRSGC/UCI CTM simulations with TRACE-P aircraft measurements made during

\begin{figure}[h]
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\includegraphics[width=\textwidth]{Figure4.png}
\caption{Boundary layer O$_3$ production (surface to 750 hPa) over east Asia in March/April 2001.}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{Figure5.png}
\caption{Mean boundary layer O$_3$ below 800 hPa from the FRSGC/UCI CTM against that from 137 ozonesondes over the North Pacific between February and April 2001 at (left) T21 and (right) T106 resolution.}
\end{figure}
spring 2001 demonstrated that the geographical patterns of O\textsubscript{3} production were captured well, but noted a number of biases including overestimation of lower-tropospheric O\textsubscript{3} and underestimation of NO\textsubscript{x} and O\textsubscript{3} production in the midtroposphere over the western Pacific [Wild et al., 2004]. Coarse resolution leading to excessive O\textsubscript{3} production in source regions and reduced precursor export were speculated as one cause of these biases. To test this, we show the impact of resolution on the simulation of measurements made along the DC-8 and P-3B aircraft flight tracks in Figure 6. At most altitudes there is a consistent improvement in simulation of the statistical distributions of O\textsubscript{3}, NO\textsubscript{x} and CO measurements. However, significant discrepancies clearly remain, particularly for NO\textsubscript{x} in the midtroposphere between 4 and 8 km, where the impacts of resolution appear small. The underestimation here may reflect omission of the impacts of heterogeneous chemistry on aerosol which may increase the ratio of NO\textsubscript{x} to NO\textsubscript{y} over the western Pacific in spring [Phadnis and Carmichael, 2000]. Although the means and medians both improve with resolution, the observed NO\textsubscript{x} and CO distributions are strongly skewed, with large differences between mean and median values and much higher 90th percentile abundances than modeled. Our inability to capture this behavior is as expected since we still cannot resolve pollution plumes at resolutions below 120 km.

In Figure 6 we also compare CTM-calculated chemical tendencies for O\textsubscript{3} along the aircraft flight tracks with those calculated using the Georgia Tech/NASA Langley photochemical steady state box model [Crawford et al., 1999] constrained by 1-min averaged precursor measurements (a spatial scale of about 14 km). Both formation and destruction terms closely match the in situ calculations at T106 resolution (120 km). However, underestimation of NO\textsubscript{x} levels at T106 leads to continued underestimation of O\textsubscript{3} formation in the free troposphere in the CTM.

The alternative model formulations have little effect on these comparisons with observations. Inclusion of aerosol leads to marginal improvements in the mean and absolute biases in boundary layer O\textsubscript{3} at all ozonesonde Table 1. Correlation Coefficient (r), Slope of Linear Regression and Mean and Absolute Biases Between Boundary Layer O\textsubscript{3} Below 800 hPa on Ozonesondes and in the FRSGC/UCI CTM for 9 Locations Around the North Pacific, February to April 2001\textsuperscript{a}

| Location | r      | Slope | Mean Bias | Absolute Bias |
|----------|--------|-------|-----------|---------------|
| T21      | 0.526  | 1.17  | 7.05      | 12.03         |
| T42      | 0.567  | 1.11  | 7.15      | 11.20         |
| T63      | 0.574  | 1.04  | 6.41      | 10.52         |
| T106     | 0.578  | 1.01  | 5.95      | 9.87          |

\textsuperscript{a}Biases are in ppb.

Figure 6. TRACE-P aircraft measurement data over the western Pacific during spring 2001 compared with CTM data sampled along the flight tracks. Distributions over each 2-km altitude bin are given by the mean (circles), median (vertical bar), quartiles (defining box) and 10th/90th percentiles (horizontal lines). “Observed” chemical tendencies were derived with a photochemical steady state model driven by observational data.
locations, but has very little effect on the flight track comparisons. Differences with the bulk-mixed boundary layer treatment are negligible.

5. Global Changes

The global tropospheric O\textsubscript{3} burden (Tg) and budget terms (Gg/day) averaged over March and April 2001 are given in Table 2 for the standard scenario, and the profiles of these terms are shown in Figure 7. The mean tropospheric O\textsubscript{3} burden is 3% less at T106 than at T42, reflecting a 2% reduction in gross production together with an increase in deposition and a reduction in input from the stratosphere. The global gross O\textsubscript{3} destruction scales with the burden, and the lifetimes defined from destruction are nearly constant from T21 to T106. The tracer tropopause is defined dynamically here using the 120 ppb isopleth of the Linoz tracer [McLinden et al., 2000], and influx from the stratosphere decreases dramatically (12%) from T21 to T42, but little from T42 to T106. It is likely that the sharply defined midlatitude tropopause jet structures in O\textsubscript{3}, common at this time of year [see Wild et al., 2003], are not resolved horizontally at T21 and thus are incorrectly mixed into the troposphere. Evidence for this is seen in Figure 7 where the O\textsubscript{3} abundances at T21 are anomalously high in the middle and upper troposphere relative to the other resolutions.

Interestingly, surface deposition, which is comparable to the stratospheric source, becomes a more effective sink for O\textsubscript{3} as resolution increases even though surface O\textsubscript{3} levels change little. This reflects changes in geographic distribution, with higher O\textsubscript{3} abundances, reduced chemical destruction and greater deposition in remote continental regions away from major emission sources. The chemical lifetime of CH\textsubscript{4} against OH destruction is 3% longer at T106 than T42, mirroring the 3% decrease in O\textsubscript{3} burden, and suggests a reduced abundance of OH radicals and thus slower oxidation of other hydrogenated trace gases.

The altitude profile of net O\textsubscript{3} production (Figure 7b) is similar across all resolutions: net production is positive below 1 km altitude, net loss occurs from 1 to 6 km, and net production is positive again above 6 km. Gross production (Figure 7c) shows the uniform impact of increasing resolution from T21 to T106. Below 4 km, gross production decreases with resolution, and from 4 to 10 km, it increases. At lower resolution, gross O\textsubscript{3} production is higher in the boundary layer because of the failure to resolve pollution plumes. In the midtroposphere, gross production is less, reflecting either lower levels of NO\textsubscript{x}, CO and hydrocarbons exported from surface source regions or more efficient oxidation of NO\textsubscript{x} to NO\textsubscript{2} due to higher O\textsubscript{3}. In the upper troposphere O\textsubscript{3} production is marginally higher than at T106 because of greater deep-convective lofting of NO\textsubscript{x}.  

Table 2. Global Oxidant Budgets for March/April 2001

|                | T21  | T42  | T63  | T106 |
|----------------|------|------|------|------|
| Mean O\textsubscript{3} burden, Tg | 294  | 284  | 278  | 275  |
| Gross production, Gg/day | 12,290 | 12,130 | 12,040 | 11,880 |
| Gross destruction, Gg/day | 12,120 | 11,650 | 11,450 | 11,290 |
| Net O\textsubscript{3} production, Gg/day | 169  | 480  | 594  | 583  |
| O\textsubscript{3} deposition, Gg/day | 2,090 | 2,210 | 2,250 | 2,300 |
| O\textsubscript{3} stratosphere/troposphere exchange, Gg/day | 2.000 | 1.760 | 1.670 | 1.730 |
| O\textsubscript{3} chemical lifetime, * days | 24.25 | 24.34 | 24.25 | 24.34 |
| CH\textsubscript{4} lifetime versus OH, years | 8.06  | 8.32  | 8.44  | 8.57  |

*Lifetime defined as burden divided by gross destruction.

Figure 7. Impacts of resolution on the global O\textsubscript{3} budget for March/April 2001 showing (a) the mean O\textsubscript{3} profile, (b) the net chemical tendency, (c) the change in gross production relative to the T106 simulation, and (d) the change in gross destruction relative to T106.
In contrast, gross destruction shows no altitude patterns and decreases uniformly with resolution in response to the reduced O\(_3\) burden (Figure 7d).

6. Response to Regional Emissions

[28] The regional and global changes in O\(_3\) attributable to emissions from east Asia are assessed by applying a 10% perturbation to industrial emissions of NO\(_x\), CO and NMHC over continental east Asia (see Figure 3) for a 5-day period from 2 to 6 March 2001 and then following the buildup and decay of O\(_3\) from this pulse for the following 6 weeks. The day-to-day variation in O\(_3\) production over the region due to meteorological factors in springtime is about 15% [Wild et al., 2004], and the perturbation is therefore applied for a 5-day period to reduce the bias introduced by the pattern of meteorological systems present on any single day.

[29] The additional O\(_3\) production following this pulse is shown in Figure 8 at T21 and T106 resolution. About 85% of additional production within the boundary layer over east Asia occurs during the first 5 days, but production continues in the free troposphere for several weeks. We find that 80% of global production occurs in the first three weeks and 90% occurs during the 6-week period analyzed here.

[30] The transport and evolution of the plume is illustrated in Figure 9 which shows the additional net O\(_3\) production integrated over the 6-week period. To highlight the location of production, the additional mass of O\(_3\) produced over the period is averaged over the appropriate column or meridional volume and is expressed in ppb in Figure 9. Production is greatest in the boundary layer over the emission region, but considerable additional production occurs in a low-level plume centered at about 3 km altitude extending across the Pacific. The effects of deep convective lifting are seen in a separate region of production about 10 km above the emission region. Recirculation of air around a high-pressure region over the eastern Pacific leads to slower eastward transport and subsidence, and the longer residence times and thermal degradation of peroxyacetyl nitrate (PAN) lead to greater cumulative O\(_3\) production in this region, as found in previous studies [Kotchenruther et al., 2001; Heald et al., 2003; Wild et al., 2003; Hudman et al., 2004]. Increased destruction of O\(_3\) is seen in the marine boundary layer and in outflow north and south of the emission region where additional loss of the excess O\(_3\) is greater than formation from the exported precursors.

[31] The impacts of model resolution on the location of O\(_3\) production are shown in Figure 10. Increasing the model resolution from T21 to T106 leads to a reduction in the integrated net production over the region (from 58.8 to 45.5 Gg) with the largest reductions below 900 hPa over eastern China, where emissions are highest. Downwind over the western Pacific net production at T106 is reduced in the midtroposphere but is enhanced in the lower troposphere where the boundary layer export of NO\(_x\) is larger and that of O\(_3\) is smaller. The net loss over southeast Asia is smaller at
T106 than at T21 because of lower \(O_3\) abundance over east Asia, a longer NOx lifetime, and greater net transport out of the region. The change in \(O_3\) production with resolution outside east Asia is small and hence the reduction in the global burden is dominated by changes in gross production over the emission region itself (15.5 Gg out of a total of 19.1 Gg).

[32] The impact of bulk mixing of the boundary layer every hour is shown in Figure 10b. Using the standard K-profile scheme for boundary layer turbulence rather than a 1-hour mixing leads to a reduction in regional net production from 48.2 to 45.5 Gg at T106. The less efficient vertical mixing is analogous to the reduced horizontal mixing associated with higher resolution. Production is increased in the lower boundary layer where precursor levels are higher, but it is reduced in the upper layers where precursors are lower and at the surface over high-emission regions where direct removal of \(O_3\) by reaction with NOx is important, see Figure 10b. Larger NOx export to the marine boundary layer is balanced by reduced export at higher altitudes, and the net impact on gross global production is a reduction of only 2%, from 215 to 212 Gg.

[33] The impact of including aerosols in the photochemistry is shown in Figure 10c. \(O_3\) production is reduced in the boundary layer because of the attenuation of sunlight but is increased at higher altitudes by scattering and by increased levels of unreacted precursors escaping the boundary layer. The effect on regional net \(O_3\) production is a reduction of 16% (from 45.5 to 38.1 Gg at T106), but 10% higher export of NOx leads to greater \(O_3\) production immediately downwind of the region in outflow over the western Pacific, and the net impact on the gross global production is a reduction of only 3%, from 212 to 206 Gg. In this case the shift in the timescale to produce \(O_3\) is clear, as production is relocated from inside the region to outside it, and the time taken to reach 50% of the global production extends from 3.3 days to 4.0 days.

[34] The changes in the budget terms of \(O_3\), CO and NOy due to the 5-day emission pulse are shown in Table 3. The differences are integrated over the 6-week simulation period and are then renormalized by dividing by 5 days and by the 10% emissions scale factor applied. The resulting budget terms in Table 3 then represent the daily impact of total east Asian industrial emissions, are effectively independent of the period and scale factor used, and can be compared directly with the budget terms in Table 2. More than 80% of the NOx released is oxidized to HNO3 and PAN (together denoted here as NOy) over the region, 3–4% is deposited, and the remainder is transported out of the region, mostly horizontally within the boundary layer. At higher resolution, the reduced averaging and greater separation of polluted and clean regions leads to slower removal of NOx. The chemical lifetime of NOx is 22% longer at T106 than at T21, but the total chemical loss is almost unchanged, and thus the regional burden is correspondingly greater (by 27%). Net \(O_3\) production is almost 25% less at T106 than at T21, and the regional burden, deposition and export of \(O_3\) are affected by a similar amount. Slower oxidation of NOx to HNO3 and PAN leads to a lower abundance of these species, and to greater direct export of NOx relative to NOy at T106, but the total export of NOy is almost unchanged. Gross \(O_3\) production outside the emission region shows only small differences.

7. Errors and Convergence in the Ozone Budget

[35] The progression from T21 to T106 resolution shows a generally consistent decline in \(O_3\) budget terms and burdens (Tables 2 and 3), with the largest reduction in error
on moving from T21 to T42, and with smaller differences between T63 and T106. We derive values for the limit of infinite resolution, $T_{\infty}$, on the basis of convergence of the sequence T42–T63–T106, and use the difference between values at $T_{\infty}$ and those at a given resolution to represent the error, $\varepsilon$, at that resolution, e.g., $\varepsilon_{106} = T_{106} - T_{\infty}$ as shown in Table 4. We look for a Richardson-like extrapolation to derive $T_{\infty}$, assuming that the absolute error in a given calculation is proportional to some power of the grid size $h$, $\varepsilon \propto h^k$, where $k$ is 1.1 for T106, 1.9 for T63, 2.8 for T42, and 5.6 for T21. The $O_3$ production terms and burdens are well behaved, with $N \approx 2$, corresponding to a numerical solution that is second-order accurate (e.g., trapezoidal integration). For some quantities, such as the net stratospheric influx or the chemical lifetime of $O_3$, the sequence is not monotonic. In these cases the changes across resolutions are usually small and hence so are the errors.

[36] On a global scale, the errors in global tropospheric $O_3$ burden at T42 are about 10 Tg (4%), while the gross production is overestimated by about 420 Gg/day (4%), 150 Tg/yr. In terms of attributing the impact of east Asian emissions, we find that at T42 the error in the net regional production over east Asia is 6.2 Gg/day (14%), and that the corresponding error in global $O_3$ burden is 3.4 Gg (7%). At T106 these errors are smaller but still significant, 2.5 Gg/day (6%) and 0.48 Gg (1%), respectively. The impacts on the global OH budget are also significant, and OH is overestimated at all resolutions. The lifetime of $CH_4$ to oxidation by OH, about 8.7 years, is underestimated by 0.4 years (5%) at T42, and is still underestimated by 0.2 years (2%) at T106.

[37] Altering the horizontal resolution leads to changes in the relative importance of different transport mechanisms. Averaging advective fluxes over adjacent grid boxes when transforming to lower resolution smoothes out the high-frequency variability of the wet fields and thus leads to slower transport where strong tracer gradients are present. This averaging is particularly important for vertical transport [Wang et al., 2004] where we find that vertical advection of CO, driven by convergence and cyclonic lifting, is 30% less over east Asia at T21 than at T106. In contrast, convective lifting is 70% greater at T21 than at T106 for both CO and NO. For short-lived $O_3$ precursors such as NOx and isoprene, convection is the dominant export mechanism, and thus resolution-related errors in convection may have significant implications for $O_3$ production in the free troposphere, where the lifetimes of both NOx and $O_3$ are longer. Overestimation of the convective export of short-lived species at coarse resolution has also been noted in previous modeling studies [Jang et al., 1995a; Krol et al., 2005]. Over east Asia in spring, convection is dominated by shallow convective processes in clouds associated with frontal systems, whereas much of the outflow of pollution from east Asia occurs at low altitudes behind cold fronts [Carmichael et al., 1998]. This separation between regions of convection and elevated pollution is minimized by averaging meteorological variables and demonstrates that high-resolution models are necessary to simulate the transport of ozone and precursors associated with midlatitude cyclones.

### Table 3. Changes in the Budgets of NOx, CO, and O3 Due to Industrial Emissions Over East Asia in March 2001

|                | T21  | T42  | T63  | T106 |
|----------------|------|------|------|------|
| **Regional NOx Budget, Gg(N)/day** |      |      |      |      |
| NOx emissions  | 8.45 | 8.45 | 8.45 | 8.45 |
| NOx chemical loss | 7.06 | 6.93 | 6.97 | 6.89 |
| NOx deposition | 0.263 | 0.312 | 0.348 | 0.373 |
| NOx export*   | 1.119 | 1.202 | 1.131 | 1.189 |
| NOx deposition* | 0.190 | 0.149 | 0.119 | 0.109 |
| NOx export*   | 0.025 | 0.047 | 0.049 | 0.068 |
| NOx deposition* | 3.580 | 3.450 | 3.538 | 3.506 |
| NOx export*   | 3.218 | 3.250 | 3.212 | 3.142 |
| **Regional CO Budget, Gg(CO)/day** |      |      |      |      |
| CO emission   | 253  | 253  | 253  | 253  |
| CO convergence | 31.2  | 21.5  | 16.8  | 18.0  |
| CO net chem   | 67.4  | 96.1  | 96.7  | 95.0  |
| CO export     | 58.5  | 49.1  | 47.3  | 45.1  |
| **Regional O3 Budget, Gg(O3)/day** |      |      |      |      |
| Gross production | 102.1 | 90.3  | 88.7  | 86.6  |
| Gross destruction | 43.4  | 41.1  | 41.3  | 41.1  |
| O3 net chem    | 58.8  | 49.2  | 47.3  | 45.5  |
| O3 deposition  | 9.71  | 7.58  | 6.84  | 7.17  |
| O3 export      | 49.1  | 41.6  | 40.5  | 38.3  |
| **Global O3 Budget, Gg** |      |      |      |      |
| Gross production | 231.0 | 223.1 | 215.4 | 211.9 |
| O3 mass        | 56.2  | 52.9  | 51.0  | 50.0  |
| **Mean Regional Burden, Gg** |      |      |      |      |
| NOx mass       | 0.491 | 0.537 | 0.570 | 0.585 |
| NOx mass       | 1.502 | 1.325 | 1.310 | 1.309 |
| NOx mass       | 1.993 | 1.863 | 1.880 | 1.894 |
| O3 mass        | 27.4  | 22.3  | 21.1  | 20.9  |

*Total tendency due to horizontal, convergent and convective transport mechanisms.

### Table 4. Convergence and Resolution Errors in Oxidant Budgets

|                | $T_{21}$ | $T_{42}$ | $T_{63}$ | $T_{106}$ |
|----------------|----------|----------|----------|-----------|
| **Global Budgets (From Table 2)** |      |      |      |      |
| Global gross $P(O_3)$ | 11.710 | 1.0 | 578 | 422 |
| Global $O_3$ burden, Tg | 273.6 | 2.2 | 20.2 | 10.0 |
| CH4 lifetime, years | 8.73 | 1.0 | –0.67 | –0.41 |
| **Impacts of East Asian Emissions (From Table 3)** |      |      |      |      |
| Regional net $P(O_3)$ | 43.0 | 1.0 | 15.8 | 6.2 |
| Regional gross $P(O_3)$ | 84.1 | 1.8 | 18.0 | 6.2 |
| Regional $O_3$ burden | 20.8 | 2.9 | 6.6 | 1.4 |
| Global gross $P(O_3)$ | 210.4 | 2.3 | 20.6 | 12.8 |
| Global $O_3$ burden | 49.6 | 2.1 | 6.6 | 3.4 |

*Budgets in Gg/day and burdens in Gg unless stated.

**Corrected budget based on T21–T63–T106 convergence.

Order N used in Richardson Extrapolation.

Estimated error at each resolution, $\varepsilon_{21} = T_{21} - T_{\infty}$.

8. Conclusions

[38] We have used a global CTM at a sequence of four horizontal resolutions between T21 (5.6°) and T106 (1.1°) in spring 2001 to determine the errors in simulating tropospheric $O_3$ due to horizontal resolution. Agreement with atmospheric measurements is consistently better at higher resolution as seen from tracer correlations, slopes and biases in $O_3$ and precursor abundances between the CTM and TRACE-P aircraft and ozonesonde observations. The biases are not improved at a statistically significant level, however,
indicating that differences between the model and measurements are still dominated by other sources of error, e.g., emissions, chemical mechanism, transport, and dynamical features such as plume lofting and convection.

[39] Increased resolution leads to reduced O_3 production over polluted regions, lower OH radical concentrations and slower removal of precursors such as NO_2 and CO. The export of these precursors from east Asia is higher, but subsequent O_3 production in the free troposphere is not greatly affected. One reason is that the importance of convection is exaggerated at coarse resolution, enhancing the export of NO_x to the mid- and upper troposphere where O_3 production is more efficient, and countering the effect of dilution of emissions over the larger grid boxes that increases both O_3 production and oxidation of NO_x. Influx of O_3 from the stratosphere is greatly overestimated at T21, but is basically unchanged over the T42–T63–T106 sequence. The chemical lifetime of tropospheric O_3, defined as the global burden divided by gross destruction, is nearly constant across all resolutions. Overestimation of O_3 production and greater removal of greenhouse gases such as CH_4 at low resolution will lead to biases in climate–chemistry studies that may be counteracting, like those seen by previous studies [Mayer et al., 2000; Wild and Prather, 2000]. Excessive O_3 production in polluted regions is also likely to have implications for source-attribution studies of tropospheric O_3, which may be biased toward nearby regions because of the shorter timescales for production.

[40] In a simplified case study of transport of a passive tracer, we have demonstrated that the errors in a sequence of resolutions converges geometrically. Applying this approach to the full chemistry CTM we show that O_3 production is consistently overestimated in coarse-resolution models and that in most cases the O_3 budget and CH_4 lifetime show a converging sequence with improved resolution. A case study with enhanced emissions over east Asia allows us to derive errors in additional net O_3 production over the region of 27% at T21, 13% at T42, 9% at T63 and 5% at T106. In this study the resolution errors are based on the use of emissions averaged over 50 km scales, and therefore the convergence with resolution does not include the effects of highly concentrated urban and industrial pollution plumes.

[41] Comparing alternative CTM formulations, we find that instantaneous vertical mixing of the boundary layer has a similar impact to coarse horizontal resolution, increasing O_3 production in polluted regions but decreasing it outside. The effects of a realistic aerosol distribution on photolysis rates leads to reduced O_3 production over polluted regions but has little global impact because more precursors are exported and production shifts to the global troposphere. Thus increased resolution, improved treatment of boundary layer mixing, and inclusion of the impacts of aerosol on photolysis all lead to reductions in local O_3 production and a reduced tropospheric O_3 burden. Coarse-resolution models of O_3 chemistry without aerosols may overestimate O_3 production by more than 20% and thus many early model studies such as those summarized by Prather and Ehnhalt [2001] may be affected by this bias. However, there are certainly other sources of errors in these models, such as the oversimplification of hydrocarbon chemistry, that might provide a countering bias.

[42] Acknowledgments. The authors are grateful to Jostein Sundet (University of Oslo) for generating and supplying the ECMWF-IFS forecast data under Special Project SPNOO3CL at the ECMWF.
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