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Abstract
Traditional stock market prediction methods commonly only utilize the historical trading data, ignoring the fact that stock market fluctuations can be impacted by various other information sources such as stock-related events. Although some recent works propose event-driven prediction approaches by considering the event data, how to leverage the joint impacts of multiple data sources still remains an open research problem. In this work, we study how to explore multiple data sources to improve the performance of the stock prediction. We introduce an extended coupled hidden Markov model incorporating the news events with the historical trading data. To address the data sparsity issue of news events for each single stock, we further study the fluctuation correlations between the stocks and incorporate the correlations into the model to facilitate the prediction task. Evaluations on China A-share market data in 2016 show the superior performance of our model against previous methods.
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1 Introduction
The capability of predicting the stock price movement directions can offer enormous arbitrage profit opportunities and thus attract much attention from both academia and industry. Conventional quantitative trading prediction methods are mostly based on the historical trading data such as prices and volumes. According to the efficient-market hypothesis (EMH) \[15\], stock prices are the reflection of all known information. Therefore, merely relying on historical quantitative data is not sufficient for an accurate prediction. As more and more
investors obtain information from social media \[48,58\], the indicators obtained from Web news articles and social networks can also have significant impacts on the stock prices, and thus, such factors that can derive the stock price fluctuations must be considered. As such, there are growing research interests in exploring financial text documents such as news articles, financial standings to facilitate the stock prediction task.

Previous studies showed that news events, such as corporation acquisition and earning announcement, could have significant impacts on the stock prices \[10,28,37,47,50,52\]. Recent advances in NLP techniques enable the capability in extracting events from news articles, which motivates event-driven stock prediction approaches \[11,44,46\]. However, these prediction capabilities are limited by the following factors. First, the events may only account for a small part of stock volatility, making it insufficient for estimating stock market alone. Second, the events extracted from the news are usually quite sparse, resulting in unreliable and unsustainable predictive power. Third, it is challenging to extract and represent the events from various types of free texts \[23,25,43\]. For example, the same event may be described in different ways by different news articles and thus is prone to be identified as different events. Thus, relying on events alone for stock prediction may not be sustainable, and how to effectively extract and represent the event information from free texts is still under exploration.

Due to the complexity of the stock market, using a single data source is insufficient to fully capture the multiple factors that affect stock fluctuations. Thus, it is natural to investigate how to combine the historical qualitative data with various events to perform a better prediction. It is challenging because the distinct characteristics including the data formats and temporal granularities correspond to different data sources. Nowadays, information fusion approaches have been proposed in various domains such as urban computing \[49\] and cybersecurity \[4\], but their application in stock market prediction by incorporating web data is rarely covered. In addition, as the stock-related data are commonly served with time-series models, how to effectively fuse multi-source information regarding time series makes the problem even more difficult. Although some recent works propose tensor-based models to combine events, quantitative data and sentiments \[26\], they use some simple event features that cannot tackle the event sparsity problem, and thus largely limit the power of the prediction model.

To address the aforementioned challenges, in this paper, we integrate the events extracted from news articles together with historical quantitative stock price data to enhance stock market prediction. Motivated by the successful applications of hidden Markov models (HMM) in various time sequential scenarios, in this work, we propose a novel extended coupled hidden Markov model (ECHMM) to effectively fuse the two types of data for stock prediction. Specifically, in contrast to traditional HMM where each hidden state is associated with only one observation, each hidden state in ECHMM is associated with two different types of observations. That is, the stock price and stock-related event are fused in one unified framework. In addition, this framework also incorporates the correlations between stocks, which are intuitively important but largely neglected by previous works. We consider the current price state of each stock depends on not only its previous price state but also the previous price states of its correlated stocks (connected neighbor nodes in ECHMM). With the correlations between stock prices, instead of treating each stock prediction task independently, we propose to predict the future price states of multiple correlated stocks simultaneously, which can potentially alleviate the sparsity of events and provide better predictive performance.

The main contributions of this work can be summarized as follows:
(1) To fully leverage the data from multiple sources, we propose a stock prediction framework based on HMM model by integrating heterogeneous information including Web news and historical quantitative data.

(2) To alleviate the event sparsity problem, we incorporate stock correlation information in this framework by sharing knowledge among multiple stocks.

(3) We evaluate our framework on the China A-share market dataset, and the results show that the prediction performance can be significantly improved by integrating the event and stock correlation information.

The remaining of the paper is organized as follows. Section 2 introduces the related work. In Sect. 3, we give the preliminary and problem definition. Section 4 describes the system framework. We elaborate the extended coupled hidden Markov model and how to make predictions by our model in Sect. 5. In Sect. 6, we show the effectiveness of the proposed approach by evaluating on real data. Finally, we conclude the paper in Sect. 7.

2 Related work

Most of the previous studies utilize historical time-series prices to predict the future prices of instruments in financial market and make predictions with various models [6,8,9,17,22,36,40,41]. An intelligent decision support system combines decision analysis and theory with traditional investment evaluation procedures to help decision makers make better investment decisions [38]. Recent works begin to explore other data sources to improve the predictive power. Weng et al. [51] propose to integrate online data sources including Google news counts and Wikipedia traffic with traditional technical indicators to make predictions.

There are a line of works using event-driven models to make stock predictions, which commonly extract events from news articles or news titles. Hogenboom et al. [21] give an overview of event extraction methods. Akita et al. [3] use Paragraph Vector to convert newspaper articles into distributed representations and apply LSTM to model the temporal effects of past events on opening prices of stocks in Tokyo Stock Exchange. Nguyen et al. [31] formulate a temporal sentiment index function to extract significant events and then analyzed the corresponding blog posts using topic modeling to understand the contents. Ding et al. [12] applied the Open IE tool to extract structured events from texts and used the off-the-shelf classification algorithms for prediction. Ding et al. [13] trained event embeddings with a neural tensor network and then used a deep convolutional neural network (CNN) to model influences of events with various temporal granularities. A deep neural model is proposed to understand an events economic value by measuring the content of financial news [5]. Temporal properties of news events that have short-term and long-term influences on stock prices are modeled in [53]. However, these studies did not consider the correlations among stocks. Correlated stocks commonly share similar impacts of a news event and exhibit co-movement in prices, which can help to make a better prediction. The company correlations are learned through a consensus of correlations based on multiple representations extracted from Twitter in [54], but they have a different focus, that is, they did not utilize the correlations to predict the stock market.

There are also a few studies that analyze the impacts of sentiments on stock market volatility. One main data source for sentiment analysis is the news articles [16,27,42,43], and the other common data source is the social media [32,34,44,55]. Oliveira et al. [34] use sentiment and attention indicators extracted from microblogs and survey indices to predict stock market behavior. Topics and related sentiments are extracted from the texts in a message...
board, which are provided to facilitate stock prediction [19]. With Twitter data, the social
relations between stocks are exploited to build a stock network based on the co-occurring
relationships [45]. Then, a lexicon-based sentiment analysis method is applied to compute
the sentiment score for each node and each edge. The sentiment time series and price time
series are used for prediction. However, these studies did not take the impacts of the news
events into account.

In addition to the aforementioned studies that consider either news events or sentiments
separately, recent work begins to model their joint impacts. Events and sentiments are inte-
grated in a tensor framework in [26], but they did not utilize the correlations between stocks.
To address this issue, a coupled matrix and tensor model is proposed in [59], which predicts
the movements of multiple stocks simultaneously through their correlations. However, it did
not model the time-series information. A multi-source multiple instance learning approach
is presented in [57] to forecast the stock market composite index. Both [26, 59] are compared
with our proposal as baselines.

Stock market prediction is highly related to time-series models such as hidden Markov
models (HMMs) [2, 14, 33, 39] and deep LSTM networks [61]. Hassan and Nath [20]
use HMM to predict the closing price on the next day of airline stocks. Gupta et al. [18]
present the Maximum a Posteriori HMM approach to forecast stock values for the next day given
historical data. Park et al. [35] forecast change direction (up or down) of next day’s closing price
of financial time series using the continuous HMM. Traditional hidden Markov model just
uses a single Markov chain without considering the interactions between different objects,
which may lose some useful information. To solve this problem, the coupled hidden Markov
model (CHMM) was proposed. Abdelaziz et al. [1] used CHMM as a state-based decision
fusion model, which allows asynchrony on the state level while preserving the natural depen-
dency between the audio and video modality. Nefian et al. [30] thought coupled HMM was a
generalization of the HMM suitable for a large scale of multimedia applications that integrate
two or more streams of data. Kumar et al. [24] proposed CHMM which provided interaction
in state space instead of observation states as used in classical HMM that fails to model
correlations between inter-modal dependencies. Wang et al. [49] used CHMM to integrate
GPS probe readings and traffic-related tweets to accurately estimate traffic conditions of an
arterial network.

3 Preliminary

In this section, we first start with some definitions and then make some basic assumptions to
facilitate introducing the model.

3.1 Definitions

The definitions are given as follows.

Definition 1 A news observation of stock event $e_{t,s,i}$. We represent the $i$-th news observation
of a stock $s$ at time $t$ as such a tuple $e_{t,s,i} = (f, s, t)$, where $f$ is the stock news category, $s$
represents the stock ID, and $t$ denotes the time of the stock event.

Definition 2 A historical stock price observation $m_{t,s,i}$. We represent the $i$-th historical price
observation on stock $s$ at time $t$ as such a vector $m_{t,s,i} = (p, s, t)$, where $p$ is the stock price,$s$ is the specific stock and $t$ denotes the time.
Definition 3 A set of correlated stocks \( C_s \). Two stocks \( s_1 \) and \( s_2 \) are considered as two correlated stocks if the similarity between them is above a predetermined threshold. The stock similarity is calculated based on their co-evolving prices (explain in detail later). For each stock \( s \), we calculate its similarity with every other stock, and all the stocks whose similarities with \( s \) above the threshold will be considered as the correlated stocks with \( s \), which form a set of correlated stocks, termed as \( C_s \). Please note that a stock is considered as a correlated stock with itself.

Please note that the news category in Definition 1 means a set of news events on similar topics, e.g., on politics or sports. How to obtain the news category (i.e., event class) will be described later in the event extraction section.

3.2 Basic assumptions

HMMs can describe the time-series behaviors and have been used extensively in a wide range of applications such as speech recognition and stock market prediction. HMMs are based on a set of unobserved underlying states among which transitions can occur and each state is associated with a set of possible observations. Next, we will make some assumptions based on HMM for computational tractability.

Assumption 1 Binary stock states. In each time interval \( t \), the price movement direction of stock \( s \) can be represented by a binary value \( h \) which has two optional values, 1 (rise) or 0 (fall).

Assumption 2 Conditional independence of state transitions. Conditioned on the states of stock \( s \) and the states of its correlated stocks in time interval \( t \), the state of stock \( s \) at time \( t+1 \) is independent from all other current stock states, all earlier stock states and all past observations.

Assumption 3 Conditional independence of stock price and stock-related events. Conditioned on the state \( h \) of a stock \( s \), the stock price on stock \( s \) is independent from the stock news event occurring on stock \( s \).

The second assumption indicates that the state of a stock is only related to its correlated stock states in the last time interval, but independent of the states of the other stocks. The third assumption shows that the two types of observations, stock price and stock-related event, are independent to each other and only determined by the current hidden state of the stock.

In this paper, our problem is how to explore the stock correlation information to further improve the performance, and the intuition behind is that the price fluctuations of the stocks can be correlated and the price fluctuation of one stock can affect the price of some other stocks. So our goal is to propose a framework to accurately predict the stock market by fusing the quantitative trading information and news events.

4 The framework

Our proposed framework is shown in Fig. 1, which consists of three parts. The first part is the event extraction and representation part, the second part is the stock price processing, and the third part is the extended coupled hidden Markov model (ECHMM). We model the temporal conditional dependency of each stock’s fluctuations as a Markov process, where the hidden
state (circle shown in Fig. 1) indicates the stock price would rise or fall. Each hidden state is associated with two types of observations, namely stock event observation and stock price observation. In each trading day, we extract the price information from quantitative trading data and event information from news articles and map them to the corresponding stock as the price observation and event observation, respectively. Different from traditional HMM model, ECHMM models multiple interaction processes in a unified framework. Thus, each hidden state may depend not only on the previous state of its own but also on the previous states in its neighboring stocks. In our case, neighboring stocks are those correlated stocks. For instance, as shown in Fig. 1, \( s_i \) is correlated with \( s_{i+1} \) and \( s_{i-1} \), and thus, the state \( Z_{t-1,i} \) is dependent not only on \( Z_{t-2,i} \), but also on \( Z_{t-2,i-1} \) and \( Z_{t-2,i+1} \). If a stock has no correlated stocks, its state would only depend on the previous state of its own. We then explain how to obtain the stock correlation information in the following part.

### 4.1 Stock correlation

Correlation among stocks can be defined in different ways. In this work, we simply identify multiple stocks that co-evolve in prices as correlated stocks. Specifically, we calculate two stocks’ similarity based on their p-change values. The p-change value of a stock in a trading day is defined as the change rate between its closing prices in the current day and in the previous day. By concatenating each stock’s p-change for each trading day during a period, we can obtain a p-change curve for each stock. Then, correlation is obtained by applying Pearson correlation coefficient for each pair of stocks on their p-change curves, reflecting the co-evolving movements not only considering the fluctuation direction but also the fluctuation range. If the Pearson correlation coefficient is equal to or above a predetermined threshold, the corresponding two stocks would be identified as correlated ones, and their chains would interact with each other in the ECHMM framework.
4.2 Event extraction

We then introduce how to extract and represent the stock-related events. Commonly, the titles of the news articles in most cases can cover the essential information in the news [12], and thus, we extract the events from the titles of the news. For the sake of simplicity, we only use the verb and gerund in the news titles to represent an event as they are quite representative and informative. For example, in the news title “Microsoft to acquire LinkedIn,” the verb “acquire” can denote the event quite well. The subject and object in the titles are omitted in this work as each piece of the news has already been assigned to the specific stock by our data provider. Our news data source will be described in detail in the experimental section.

To extract events, we first use Jieba, an open-source Python component for Chinese text segmentation, to segment the news titles to obtain the verb and gerund. We then train the word embeddings on those verbs and gerunds with word2vector [29] by using Chinese finance news corpus [56], and set the dimension size as 100. If a stock has more than one news in one day, there will be more than one word embeddings for a stock in a day, and thus, we will average multiple word embeddings, ensuring that there is at most one word embedding for each stock in each day. After that, we apply the k-means method to cluster the embeddings and obtain 300 clusters. Thus, if a stock has one or more events in one day, it will be assigned an event class, i.e., event observation, for that day. One benefit of averaging the embeddings is to reduce the memory consumption. For example, assuming we have 100 stocks, 300 clusters of news events and 10 news articles affiliated to different clusters for a stock in a day, we have to store 100 × C_{300}^{10} ≈ 4.2 × 10^{20} probability values which need 520914879903 GB, making the memory overhead infeasible. Therefore, we have to average them to reduce the overhead. These probability values indicate how different news events (actually, the event classes) impact the stock price fluctuations. The probability values are the parameters of ECHMM, and we need to store them and update them on each iteration of training.

Due to the sparsity of events, the events may be missing for some stocks on some days. Though our framework supports prediction with missing events, to improve the prediction performance, we fill the missing values as the nearest event embedding in the previous days. Specifically, for a stock s, if it has an event embedding on day t, but lacks event embeddings on day t + 1 and t + 2, we just set the event embeddings on day t + 1 and t + 2 as that on day t. The intuition behind is that the impact of an event probably lasts for more than one day. Note that we also try other implementations in this work, involving without filling and partly filling, and the evaluation results will be shown in Sect. 6.4.

5 Extended coupled hidden Markov model

In this section, we will discuss how to use ECHMM for stock price movement prediction. We first introduce the notations used in the model, and then define the objective function. Finally, we will introduce the learning method for the model.

5.1 Notations

The notations used in our model and their corresponding meanings are shown in Table 1. The initial probability matrix, state transition probability matrix and emission matrix are three

---

1 https://github.com/fxsjy/jieba.
| Notations | Meanings |
|-----------|----------|
| $S$ | The number of stocks |
| $T$ | The number of time intervals |
| $H$ | The number of stock states |
| $z_{t,s}^h$ | The probability of stock $s$ in state $h$ in time $t$ |
| $O_t$ | The observation set includes stock event and stock price in time $t$ |
| $C_s$ | The set of the correlated stocks of stock $s$ |
| $C_{s,k}$ | The $k$-th stock in $C_s$ |
| $M$ | The stock price |
| $E$ | The stock event |
| $m_{t,s}$ | The set of stock price observations for stock $s$ in time $t$ including open price, close price, high price and low price |
| $m_{t,s,i}$ | One stock price observation for stock $s$ in time $t$, $m_{t,s,i} \in m_{t,s}$ |
| $e_{t,s}$ | The set of stock event observations for stock $s$ in time $t$ |
| $e_{t,s,i}$ | One stock event observation for stock $s$ in time $t$, $e_{t,s,i} \in e_{t,s}$ |
| $\Theta$ | The set of parameters of ECHMM |
| $\pi$ | The matrix of the initial probability for stocks in each state |
| $\pi_{s}^{h}$ | The initial probability of stock $s$ in state $h$ |
| $A_s$ | The matrix of the state transition probability for stock $s$ |
| $g_s^h(\cdot)$ | The probability density of stock price for stock $s$ in state $h$ |
| $l_s^h(\cdot)$ | The probability density of stock event for stock $s$ in time $t$ |
| $q_{R_i|h}$ | The probability of a stock $s$ in state $h$ in time $t$ given that its correlated stocks $C_s$ are in state $R_i = (r_{i1}, r_{i2}, \ldots, r_{i|N_l|})$ in time $t-1$ |

Essential parameter matrices of ECHMM, and we use $\Theta$ to represent them. We use $\pi$ to represent the initial probability matrix for stocks in each state and $A$ to represent the state transition probability matrix. Let $g_s^h(\cdot)$ denote the probability density function of stock price for stock $s$ in state $h$ and assume it follows Gaussian distribution. Similarly, for the stock event, we use $l_s^h(\cdot)$ to denote the probability density function of stock event and assume it follows multinomial distribution. The stock event for stock $s$ in time $t$ is represented as $e_{t,s}$. We use $O$ to represent the set of the observations involving both the stock event observations and stock price observations. We also use $z_{t,s}^h$ to represent the probability of a stock $s$ being in state $h$ in time $t$. Let $q_{R_i|h}$ represent the probability of a stock $s$ in state $h$ in time $t$ given that its correlated stocks $C_s$ are in state $R_i = (r_{i1}, r_{i2}, \ldots, r_{i|N_l|})$ in time $t-1$.

### 5.2 The proposed approach

In this subsection, we will show how to obtain the log-likelihood of the observations and hidden variables, which can be described as

$$
\log P(O, Z | \Theta) = \log P(Z | \Theta) + \log P(O | Z, \Theta)
$$

(1)
For the first term of formula (1), we can derive it as

$$\log P(Z | \Theta) = \log P(Z_1) + \sum_{t=2}^{T} \log P(Z_t | Z_{t-1})$$  \hspace{1cm} (2)

For the second term of formula (1), we can derive it according to the assumptions in Sect. 3 and then get

$$\log P(O | Z, \Theta) = \log P(M, E | Z, \Theta) = \log P(M | Z, \Theta) + \log P(E | Z, \Theta)$$

$$= \sum_{t=1}^{T} \log P(M_t | Z_t) + \sum_{t=1}^{T} \log P(E_t | Z_t)$$  \hspace{1cm} (3)

With the above analysis, we can rewrite the log-likelihood of the hidden variables and observations of the ECHMM as follows:

$$\log P(O, Z | \Theta) = \log P(Z_1) + \sum_{t=2}^{T} \log P(Z_t | Z_{t-1})$$

$$+ \sum_{t=1}^{T} \log P (M_t | Z_t) + \sum_{t=1}^{T} \log P (E_t | Z_t)$$  \hspace{1cm} (4)

The first term of formula (4) represents the initial probability of the stock states for the stock. The second term is the probability that stock state in time $t-1$ transits to a state in time $t$. And the last two terms are the probability of the stock price observation and the probability of stock event observation conditioned on the stock states. Next, we will show how to compute these terms, respectively.

The initial probability of the stock states of stock $s$ in the first time interval is

$$\log P(Z_{1,s}) = \sum_{h=1}^{H} z_{1,s}^{h} \log \pi_s^{h}$$  \hspace{1cm} (5)

The log probability of stock state transiting from time $t-1$ to $t$ of stock $s$ can be derived as

$$\log P(Z_{t,s} | Z_{t-1,s}) = \sum_{h=1}^{H} \sum_{C_{t-1}, C_t} \left( \prod_{r_{t-1}, C_{t-1}, r_{t}, C_{t}} \frac{r_{ij}}{C_{t-1}, C_t} z_{t,s}^{h} \log A_s(R_t, h) \right)$$  \hspace{1cm} (6)

The second summation of formula (6) is over all the possible stock states $H^{C_{t-1}}$ of the set of correlation stocks, while the subsequent product is over terms on each of its individual correlation stock state given the state set $(r_{t-1}, \ldots, r_{|C_{t-1}|})$.

The probability of the stock price observation of stock $s$ given the stock states can be represented as

$$\log P(M_{t,s} | Z_{t,s}) = \sum_{h=1}^{H} z_{t,s}^{h} \left( \sum_{m_{t,s} \in m_{t,s}} \log (g_{s}^{h}(m_{t,s}, i)) \right)$$  \hspace{1cm} (7)

The probability of the stock event observation of $s$ given the stock states can be represented as

$$\log P(E_{t,s} | Z_{t,s}) = \sum_{h=1}^{H} z_{t,s}^{h} \left( \sum_{e_{t,s} \in e_{t,s}} \log (h_{s}^{h}(e_{t,s}, i)) \right)$$  \hspace{1cm} (8)
In this paper, the complete log-likelihood is critical since it can capture the characteristics of the stock direction changes during a period of time and can be trained by EM algorithm.

5.3 Parameter inference

In this section, we apply the EM algorithm for finding the maximum-likelihood estimation of the parameters of ECHMM given a set of observed feature vectors, and then, we will get the complete log-likelihood of observations. This algorithm is also known as the Baum–Welch algorithm. Given the distribution of observations and the state transition matrix $A_s$, it is possible to estimate the stock states based on the observations. Meanwhile, given the stock states of the stocks, we can estimate the parameters in the model.

EM algorithm has two steps: expectation step and maximization step. EM algorithm conducts the following two steps repeatedly until convergence:

1. Calculate the expected value of the log-likelihood function, with respect to the conditional distribution of $Z$ given $O$ under the current estimate of the parameters $\Theta^n$:

$$Q(\Theta, \Theta^{n+1}) = E_Z[\log[P(O, Z; \Theta)|O, \Theta^n]]$$  \hspace{1cm} \text{(9)}

2. Set $\Theta^{n+1} = \arg \max_{\Theta} Q(\Theta, \Theta^{n+1})$

The rest of this section will focus on deriving the necessary update steps to run this algorithm in our model.

5.3.1 E-step

In E-step, we will calculate the expected value of the complete log-likelihood. We also get the transition probabilities given the parameters of $\Theta$ which include stock price information and stock event information, distribution parameters of the stock price and the state transition probability matrix.

According to Sect. 5.2, we have already obtained $\log P(O | Z, \Theta)$, and here we derive the expected complete log-likelihood of stock $s$ as follows:

$$Q(\Theta, \Theta^{n+1}) = E_Z[\log[P(O, Z; \Theta)|O, \Theta^n]]$$
$$= \sum_{h=1}^{H} \log[P(O, Z; \Theta)]P(O, Z|\Theta^n)$$
$$= \sum_{h=1}^{H} \sum_{t=1}^{T} z_{t,s}^{h} \left( \sum_{e_{t,s},i \in e_{t,s}} \log \left( j_{s}^{h}(e_{t,s},i) \right) + \sum_{m_{t,s},i \in m_{t,s}} \log \left( s_{s}^{h}(m_{t,s},i) \right) \right)$$
$$+ \sum_{t=2}^{T} \sum_{h=1}^{H} \sum_{i \in C_i} q_{t,s}^{R_{i,h}} \log A_{s}(R_{i}, h) + \sum_{h=1}^{H} z_{1,s}^{h} \log \pi_{s}^{h}$$  \hspace{1cm} \text{(10)}

Then, we compute $z_{t,s}^{h}$ and $q_{t,s}^{R_{i,h}}$, $q_{t,s}^{R_{i,h}}$ can be obtained based on $z_{t,s}^{h}$, $z_{t-1,s}^{h}$ and the correlated stocks of stock $s$. Then, we introduce how to compute the probability of stock $s$ in a state in time $t$. Due to the high computational overhead of ECHMM, we will apply a sequential importance sampling-based approach, that is, particle filtering [7], to estimate the stock state probability since it can reduce the amount of calculation. The algorithm is shown in Algorithm 1.
Algorithm 1 Estimating Stock Direction Probability

**Input:** The set of parameters of the CHMM $\Theta$, Time intervals $T$ and Number of samples $K$.

**Output:** The stock direction probability

1: Initialization: randomly sample $K$ samples;
2: for $t = 1 : T$ do
3:     for $k = 1 : K$ do
4:         for $s = 1 : S$ do
5:             generate the sample $y_{t,s}^k$ based on the sample $y_{t-1,s}^k$ and the state transition probability of stocks and its correlation stocks
6:         end for
7:     compute the weights $w_t^k = P(M_t, E_t | y_t^k)$
8:     end for
9: generate $K$ samples $\{y_{t,s}^k\}_{k=1,s=1}^{K,S}$
10: compute the normalized weights $\hat{w}_t^k = w_t^k / \sum_{j=1}^{K} w_t^j$
11: for $k = 1 : K$ do
12:     generate the sample $\{\hat{y}_{t,s}^k\}_{s=1}^{S}$ with the weights $\hat{w}_t^k$
13: end for
14: end for
15: end for
16: get all the samples $\{\hat{y}_{t,s}^k\}_{t=1,s=1,k=1}^{T,S,K}$
17: for $s = 1 : S$ do
18:     for $t = 1 : T$ do
19:         computing $z_{t,s}^h$ with the samples $\{\hat{y}_{t,s}^k\}_{k=1}^K$
20:     end for
21: end for
22: return result

5.3.2 M-step

After obtaining the expected complete log-likelihood in the E-step, we perform M-step to update the parameters $\Theta$: the initial state probability $\pi$, the two observation distribution function parameters and the transition probability matrix $A_s$, by maximizing the expected complete log-likelihood.

$$
\arg\max_{\Theta} E_h[\log[P(O, z; \Theta)|O, \Theta^n]]
= \arg\max_{\Theta} \sum_{h=1}^{H} \sum_{t=1}^{T} z_{t,s}^h \left( \sum_{e_{t,s,i} \in e_{t,s}} \log(\theta_s^{h}(e_{t,s,i})) \right) + \sum_{m_{t,s,i} \in m_{t,s}} \log \left( g_s^{h}(m_{t,s,i}) \right) \\
+ \sum_{t=2}^{T} \sum_{h=1}^{H} \sum_{i=1}^{H_{CS}} q_{t-1,i,s}^R, h q_{t,s}^{R, h} \log A_s(R_t, s) + \sum_{h=1}^{H} z_{1,s}^h \log \pi_s^h
$$  (11)

5.4 Model training and predictions

With the trained ECHMM model, we next introduce how to perform stock movement prediction before each trading day starts. To involve the up-to-date stock fluctuation information in the training process, we use a dynamic training pool to train the parameters [60]. Specifically, we set a time interval as a training pool and train our model by computing the value of the expected complete log-likelihood within the training pool. At the end of a trading day, when the market closes, we will add the corresponding trading data of that day in the training pool.
and meanwhile drop the data of the first day in the training pool. We then update the model parameters with the new training pool. Figure 2 shows the prediction part.

We use the method of finding the $k$-nearest neighbors ($k$-NN) to make predictions, that is, an object is classified by a majority of its neighbors. Specifically, for the current day $t$, to predict the direction of the next day, i.e., $h_{t+1}$, we will first compute the log-likelihood value $\log t$ of the current day and then find $k$ days that have $k$-nearest values from the historical data. Then, $h_{t+1}$ will be the direction most common among the directions of the next days of the $k$ neighbors. The intuition is that the price movement direction would be quite similar among the days that have close values of log-likelihood.

6 Experiments

6.1 Datasets

We evaluate our proposed method with the China A-share stock market data during the period from January 1, 2016 to December 31, 2016. Due to the sparsity of data, we use the 100 stocks from the Chinese Stock Index (CSI) 100. We collect the corresponding event information and stock price information from Wind, and our dataset is publicly available. We introduce the data source in detail as follows:

6.1.1 Quantitative trading data

The quantitative trading data of stocks are collected from Wind, a widely used financial information service provider in China. The indices we selected are the stock prices (open price, close price, high price and low price) as we think they are good indicators for stock direction changes. We also collect the p-change values to calculate the stock correlation.

6.1.2 Stock news data

A total of 21,728 news articles including titles and publication time in 2016 are collected from Wind in total, and each article has been assigned to the corresponding stock. These Web

2 http://dwz.cn/stockdata.
3 http://www.wind.com.cn/.
news are originally aggregated by Wind from major financial news websites in China, such as http://finance.sina.com.cn and http://www.hexun.com. These titles are then processed to extract events as described in Sect. 4.

In the experiments, the length of dynamic training pool is set as 10 days, which is a relatively suitable time length to capture sufficient information and meanwhile keep sensitivity to the recent trend. We then divide all year data into a set of 10-day time intervals to train the model parameters and then obtain the log-likelihood value for the last day in each interval. We use the log-likelihood values in the first 10 months as the historical data from which to find the closest log-likelihood value and the intervals in the remaining 2 months as the testing samples. 45.9% of the samples present upward trend, and 49.1% present downward trend. The remaining 5% keep still, and we take the same price as a positive signal. So the resulting labeled dataset is close to a balanced dataset.

### 6.2 Comparison methods

The following baselines and variations of our proposed model are implemented for comparison.

#### 6.2.1 SVM

We directly concatenate the stock price features (open price, close price, high price and low price) as well as stock event features as a linear vector, and then use them as the input of SVM for prediction.

#### 6.2.2 TeSIA

The tensor-based learning approach proposed in [26] is the state-of-the-art baseline which utilizes multi-source information. Specifically, it uses a third-order tensor to model the firm-mode, event-mode and sentiment-mode data. Note that they construct an independent tensor for every stock on each trading day, ignoring the correlations between stocks.

#### 6.2.3 CMT

CMT is a coupled matrix and tensor model proposed in [59]. It investigates the joint impacts of Web news and social media on the stock price movements via a coupled matrix and tensor factorization framework. Firstly, a tensor is constructed by integrating various types of data to capture the intrinsic relations among events and sentiments. Due to the sparsity of the tensor, two auxiliary matrices, the stock-quantitative feature matrix and the stock correlation matrix, are incorporated to assist the tensor decomposition.

#### 6.2.4 ECHMM-NE

This is a variation of our proposed model. In order to verify that the stock news information is helpful for stock direction, we just apply the stock price information (stock price observations) on our model, without using the stock event observations.
6.2.5 ECHMM-NC

This is another variation of our proposed model. In order to demonstrate that the stock correlation can facilitate stock prediction, we remove the stock correlation from our model and treat each stock’s prediction as an independent task.

6.2.6 ECHMM

This is the full implementation of our proposed ECHMM which not only uses stock correlations but also considers the joint effect of stock price information and stock event information.

6.3 Evaluation metrics

Following the previous works [12,13,51], the standard measures of accuracy (ACC), Matthews correlation coefficient (MCC) and F1-score are used as metrics to evaluate each stock’s price movement direction. Larger values of the metrics mean better classification performance. ACC is one of the most useful metrics for stock price movement prediction; however, it may fall short when two classes are of very different sizes. F1 and MCC are more useful than ACC when the class distribution is uneven. For F1, we have a range from 0 to 1: 0 when there are no true positives, undefined when there are only true negatives in the prediction, and 1 when there are neither false negatives nor false positives. Thus, F1 is a suitable measure for applications where true negatives don’t matter. But in the application of stock prediction, the negatives (price going down) are also meaningful, which can be described by MCC, where true positives and true negatives are equally important. The MCC is in essence a correlation coefficient value between $-1$ and $+1$. A coefficient of $+1$ represents a perfect prediction, 0 no better than random prediction and $-1$ indicates total disagreement between prediction and observation. MCC is defined as

$$\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

where TP and TN are the numbers of true positives and true negatives, respectively, while FP and FN denote the numbers of false positives and false negatives, respectively, in the confusion matrix.

6.4 Prediction results

Table 2 shows the stock movement prediction performance for all the 60 stocks during the testing period. It can be observed that our proposed ECHMM achieves the best performance in terms of all the metrics. By contrast, SVM shows the worst performance, indicating that only using the linear combination of the features cannot capture the coupling effects, which are crucial for improving the performance. CMT achieves better performance in terms of ACC than other baselines, but still perform worse than ECHMM. The possible reason is that it neglects the time-series information, which is crucial for stock prediction. TeSIA is only better than SVM in terms of ACC. Compared to ECHMM-NE and ECHMM-NC, ECHMM performs much better in all the metrics, we can observe the importance of stock news information and stock correlation information since ECHMM achieves better performance.
Table 2  Prediction results of stock price movement direction

| Method    | ACC (%) | F1    | MCC  |
|-----------|---------|-------|------|
| SVM       | 52.21   | 0.5346| 0.0443|
| TeSIA     | 55.45   | 0.1818| 0.0143|
| CMT       | 61.06   | 0.5275| 0.2102|
| ECHMM-NE  | 60.48   | 0.7215| 0.0494|
| ECHMM-NC  | 59.43   | 0.7105| 0.0445|
| ECHMM     | 62.70   | 0.7390| 0.0922|

Table 3  Prediction results with varying lengths of historical data

| Length of historical data | ACC (%) | F1    | MCC  |
|---------------------------|---------|-------|------|
| 100 days                  | 62.10   | 0.7405| 0.0394|
| 140 days                  | 62.00   | 0.7384| 0.0519|
| 180 days                  | 62.22   | 0.7379| 0.0660|
| 220 days                  | 62.70   | 0.7390| 0.0922|

Table 4  Prediction results with varying amounts of stock events

| Amounts of stock events                          | ACC (%) | F1    | MCC  |
|-------------------------------------------------|---------|-------|------|
| Original events + fully filling events           | 62.70   | 0.7390| 0.0922|
| Only original events                             | 60.00   | 0.7128| 0.0634|
| 80% (original events + fully filling events)    | 59.79   | 0.7090| 0.0763|
| 40% (original events + fully filling events)    | 58.87   | 0.6960| 0.0880|

We can also observe that TeSIA performs worse in MCC and F1 than other baselines, and the possible reason is that TeSIA is not a time-series model, i.e., it uses only per day information, which may not be sufficient for prediction. In contrast, other methods use time-series historical data across a few days, allowing to explore more useful information and capture better moving trends. ECHMM presents a much higher result in terms of MCC than in terms of F1. The possible reason is that ECHMM can predict the negatives (price going down) quite well, since MCC cares more about negatives than F1 measure for binary classification. In addition, MCC has a larger range ([-1, +1]) than F1 (0, 1) may also account for part of the phenomenon.

In order to observe whether the length of historical data will affect the results of prediction, we also conduct experiments with different lengths of historical data. Table 3 shows the stock movement direction prediction performance under various lengths of historical data. Obviously, it can be observed that the prediction performance improves as the length of historical data increases. The possible reason is that we are able to search for the closest log-likelihood in a larger range, and it is more likely to get a similar trend in the historical data.

The events extracted from the news are quite sparse. So we also conduct experiments to evaluate how event sparsity will influence the prediction performance, and the results are shown in Table 4. It can be observed that the method that fully fills the missing events (original events + filled events) performs better than that without filling (i.e., only original events). We also evaluate with methods that work with only a part of events (80% sampling and 40% sampling), and they also perform worse than the fully filling method. We thus set
We need to set the time interval of dynamic training pool to make predictions. So we conduct experiments on different lengths of such time intervals, and the results are shown in Fig. 3. It can be observed that it achieves the best performance at 10 days. Thus, we set the length of dynamic training pool as 10 in this work.

We need to determine the value of $k$ for $k$-nearest neighbors ($k$-NN) method to make predictions. So we conduct experiments on different $k$ values of such time intervals, and the results are shown in Fig. 4. It can be observed that it achieves the best performance at 12. Thus, we set the $k$ value of $k$-nearest neighbors ($k$-NN) method as 12 in this work.

### 7 Conclusions and future work

In this paper, we propose a time-series information fusion framework, that is, the extended coupled hidden Markov model for stock prediction. Different from traditional methods that only consider the historical trading data or Web news as features, our framework incorporates both of them to model their joint impacts. In addition, to alleviate the data sparsity problem, we utilize the stock correlations in the framework to facilitate each stock’s prediction task. Evaluations on China A-share market in 2016 have demonstrated the effectiveness of our method.

Potential directions of future works include incorporating more data sources and applying more advanced NLP techniques to extract events. It would also be interesting to involve sentiment factors which have been proved to be able to drive stock fluctuations.
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