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Abstract

Temporal graphs (in which edges are active only at specified time steps) are an increasingly important and popular model for a wide variety of natural and social phenomena. They are of particular relevance when considering spreading processes on graphs, for example the spread of a disease or the dissemination of sensitive information.

A rich topic for research into spreading processes on graphs has been the use of graph modifications to limit the number of vertices that can be reached from any given starting vertex. In this work we introduce a new type of modification for temporal graphs, in which edges cannot be deleted but we can control the times at which they are active; we investigate the problem of determining an assignment of times to the edges so as to minimise the maximum number of vertices reachable from any single starting vertex.

We study two versions of this problem, both of which we show to be NP-hard (the more general is hard even on trees and directed acyclic graphs), and identify a few cases in which the problem can be solved or approximated efficiently.
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1 Introduction

Temporal (or dynamic) graphs have emerged recently as a useful structure for representing real-world situations, and as a rich source of new algorithmic problems [1,10,11,13,15,16,17]. A temporal graph changes over time: each edge in the graph is only active at certain timesteps. Some notions from the study of static graphs transfer immediately to the temporal setting, but others – including the very basic notions of connectivity and reachability – become much more complex in the temporal setting.

Temporal graphs are therefore of particular interest when considering the dynamics of spreading processes on graphs, for example the spread of a disease or the dissemination of sensitive information. The maximum number of vertices that can be reached from a single
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starting vertex $v$, known as the reachability of $v$, has emerged as an important measure in both epidemiology \cite{6,7,14} and the study of network vulnerability \cite{5,9}; note that in the case of static, undirected graphs the reachability of $v$ is equal to the number of vertices in the connected component containing $v$.

Previous work on this topic has addressed questions of the following form: given a set of rules for how an input graph $G$ can be modified, how small can we make the maximum reachability taken over all vertices of $G$? The answer to these questions can be interpreted as the effectiveness of an optimal intervention to control a spreading process on the graph, or the worst-case impact of an attack on a graph’s reliability. Modification rules considered in the literature include vertex deletions, edge deletions, and the deletion of edges at some budgeted number of times. The related optimisation problems of deleting edge-times to minimise various cost measures while ensuring that the set of vertices reached from every vertex remains unchanged have also been studied \cite{1,16} (the notion of “assignment” of times to edges introduced in \cite{16} can be regarded as an edge-time deletion problem when all edges are initially active at all times).

Graphs of livestock trades present us with an example in which it is desirable to reduce the maximum reachability of a graph, as discussed in \cite{6,7}. Here, vertices represent farms, and the sale of an animal from one farm to another (together with the associated risk of disease transmission) is naturally represented with a (directed) edge. If a disease incursion starts at the farm represented by $v$, then the farms at risk of infection are precisely those in the reachability set of $v$, and it is natural to try to minimise the worst case number of farms that might be infected.

It is not clear, however, how one might realistically remove edges from such a graph – forbidding trade is likely impossible. A more realistic hope is that the set of edges (e.g. the trades that take place) is fixed, but we can intervene to alter the relative times at which the edges are active (i.e. reorder the trades, via alterations in sale and auction dates).

The focus of this paper is on precisely this kind of temporal graph modification: we cannot remove edges, but we can choose the order in which they are active. (In contrast with the model of \cite{16}, the number of edge-times to be assigned to each edge is fixed.) In the simplest version of the problem, we can reorder edges with complete freedom, but for many applications there are likely to be additional constraints which stop us rescheduling edges independently. Specifically, we may require that particular subsets of edges are all active simultaneously: this corresponds, for example, to a set of contacts that will take place at a particular conference, or the trades that will be made at a specific named livestock market event (e.g. the “Spring Bull Sale”), whenever the event is scheduled. Indeed, scenarios of this kind where the timing of contacts can be controlled by an organisation responsible for scheduling events (e.g. an auctioneer) perhaps represent the most likely real-world application for this rescheduling approach. We therefore consider a more general version of the problem involving assigning times to classes of simultaneously occurring edges. We mostly see that both versions of the problem are intractable, but we are able to identify a small number of special cases which admit polynomial-time exact or approximation algorithms.

The rest of the paper is organised as follows. We describe our model in more detail in Section \ref{sec:model}, give formal definitions of the problems we consider in Section \ref{sec:definitions} and summarise our results in Section \ref{sec:results}. Section \ref{sec:indep} is devoted to the setting in which edges can be reordered independently, and in Section \ref{sec:classes} we consider the generalisation of the problem involving classes of simultaneously active edges. In an appendix, we give some results on a variant of the problem in which the goal is instead to maximise the size of the smallest reachability set.
1.1 Our model, notation, and some simple observations on reachability

A vertex \( v \) is reachable from vertex \( u \) in a graph (digraph) if there is path (directed path) from \( u \) to \( v \) in that graph (digraph). The reachability set of \( v \) is the set of all vertices reachable from \( v \). A directed acyclic graph (DAG) is a digraph that does not contain any directed cycle. In any graph, we refer to a vertex of degree one as a leaf, and any edge incident with a leaf is a leaf edge. For any natural number \( n \), we write \([n]\) as shorthand for the set \( \{1, \ldots, n\} \).

In its most general form, a temporal graph is a static (directed) graph \( G = (V, E) \), which we refer to as the underlying graph, together with a function \( T \) that maps each edge to a list of time steps at which that edge is active. Note that these time steps need not give a continuous interval for any particular edge. A strict temporal path (sometimes called a time-respecting path in the literature) from \( u \) to \( v \) in a temporal graph \( (G = (V, E), T) \) is a (directed) path from \( u \) to \( v \) composed of edges \( e_0, e_1, \ldots, e_k \) such that each edge \( e_i \) is assigned a time \( t(e_i) \) from its image in \( T \) where \( t(e_i) < t(e_{i+1}) \) for \( 0 \leq i < k \). We say a vertex \( v \) is temporally reachable from \( u \) in a temporal graph \( (G = (V, E), T) \), if there is a strict temporal path from \( u \) to \( v \); we adopt the convention that every vertex \( v \) is temporally reachable from itself. A vertex \( v \) is temporally reachable from \( u \) after time \( \tau \) if there is a temporal path from \( u \) to \( v \) in which every edge is assigned a time strictly greater than \( \tau \). A weak temporal path, and the concept of weak temporal reachability are defined analogously, where we replace the requirement \( t(e_i) < t(e_{i+1}) \) with a weak inequality. Both notions have been considered in the literature on temporal graphs (see, for example [3, 10, 17, 8]); in this paper we use the strict notion of temporal reachability (and, unless otherwise stated, all temporal paths should be assumed to be strict), although many of our results can also be adapted to the weak case.

We call the set of vertices that are temporally reachable from vertex \( u \) in a temporal graph the temporal reachability set of \( u \). Note that the temporal reachability set of any vertex \( u \) in the temporal graph \( (G, T) \) is a subset of its reachability set in the static underlying graph \( G \). The maximum temporal reachability of a temporal graph is the maximum cardinality of the temporal reachability set of any vertex in the graph. Note that the temporal reachability set of any vertex can be computed using a breadth-first search, and so the maximum reachability can be computed in polynomial time by considering each vertex in turn.

As we are only interested in reachability in the sense defined above, we do not care about the absolute times at which edges are active, simply the order in which they are active. Moreover, we will assume that it is determined in advance which subsets of edges will be active simultaneously, and the number of timesteps at which each such subset is active: this can be represented by a multiset \( \mathcal{E} = \{E_1, \ldots, E_h\} \) of subsets of the edge-set of \( G \), where each element of \( \mathcal{E} \) is a subset of edges which is active simultaneously, and the multiplicity of each element in \( \mathcal{E} \) is equal to the number of timesteps at which the subset is active. This model is appropriate when each element of \( \mathcal{E} \) corresponds to the connections that will be active when a particular event (e.g. a livestock market, a conference, or a flight) takes place: we can potentially change the relative timing of the various events, but each event will cause a fixed subset of edges to be active.

We further restrict the way in which we may alter timing by requiring that each element of \( \mathcal{E} \) is assigned a distinct timestep. Some restriction of this kind is required to avoid the problem becoming trivial in the setting where we require strict temporal reachability: we could always minimise the maximum reachability by assigning all edge subsets the same timestep. (Note that, in the case of weak reachability, we will always be able to find a solution that does not reuse timesteps and is at least as good as any that does.) With these restrictions, the timesteps at which each edge is active can be specified uniquely by...
the multiset $E$ together with a bijection $t: E \to |E|$: the edge $e$ is active at time $s$ if and only if $t(E_i) = s$ for some $E_i \in E$ with $e \in E_i$. We will write $(G, E, t)$ for a temporal graph represented in this way, and $\text{reach}_{G, E, t}(u)$ for the temporal reachability set of $u$ in $(G, E, t)$.

We now make some simple observations about reachability sets.

Proposition 1. Let $G$ be an undirected graph, $v$ a vertex of degree one in $G$, and $u$ the unique neighbour of $v$. Then $\text{reach}_{G, E, t}(v) \subseteq \text{reach}_{G, E, t}(u)$.

Proposition 2. Let $uv$ be an edge in the undirected graph $G$, and assume that $uv$ is first active at time $t_1$, and no other edge incident with $v$ is active at any time before or equal to $t_1$. Then $\text{reach}_{G, E, t}(v) \subseteq \text{reach}_{G, E, t}(u)$.

For the next observation, we need one more piece of notation: we write $N_G(v)$ for the set of vertices in $G$ that are adjacent to $v$.

Proposition 3. For any undirected temporal graph $(G, E, t)$ and $v \in V(G)$, we have $\text{reach}_{G, E, t}(v) \supseteq N_G(v) \cup \{v\}$.

In a directed graph $G$, we write $N_G^{\text{out}}(v)$ for the set of vertices $\{u: \overrightarrow{vu} \in E(G)\}$. We can now make an analogous observation for the directed case.

Proposition 4. For any directed temporal graph $(G, E, t)$ and $v \in V(G)$, we have $\text{reach}_{G, E, t}(v) \supseteq N_G^{\text{out}}(v) \cup \{v\}$.

Finally, we define the edge-class interaction graph of $(G, E)$ (where $G$ is an undirected graph) to be the graph with vertex-set $[h]$ in which vertices $i$ and $j$ are adjacent if and only if there exist $e_i \in E_i$ and $e_j \in E_j$ such that $e_i$ and $e_j$ are incident.

Proposition 5. Suppose that $i$ and $j$ are non-adjacent vertices in the edge-class interaction graph of $(G, E)$, and that the sets $E_i$ and $E_j$ are active at consecutive timesteps. Then swapping the timesteps assigned to $E_i$ and $E_j$ does not change the reachability set of any vertex in $G$.

An analogous result holds for directed graphs if we define the edge-class interaction graph by making $i$ and $j$ adjacent if and only if there is some $v \in V(G)$ such that $v$ has an in-edge in $E_i$ and an out-edge in $E_j$ (or vice versa).

1.2 Problems considered

The main problem we consider in this paper is the following.

**Min-Max Reachability Temporal Ordering**

**Input:** A graph $G = (V, E)$, a list $E = \{E_1, \ldots, E_h\}$ of subsets of $E$, and a positive integer $k$

**Question:** Is there a bijective function $t: E \to [h]$ such that maximum temporal reachability of $(G, E, t)$ is at most $k$?

The simplest case is when $E$ consists of pairwise disjoint singleton sets (so that all edges can be reordered independently; this is analogous to the notion of single-edge single-label temporal graphs in [9]); we refer to this special case as **Singleton Min-Max Reachability Temporal Ordering**. In this singleton setting, we will sometimes abuse notation and
consider $t$ to be an ordering of the edges of $G$, and describe a temporal graph as $(G, E, t)$ where $E$ is the edge-set of $G$.

Observe that changing the order in which edges are active can have a huge impact on the reachability of vertices in the graph. For example, let $G$ consist of a clique on $r$ vertices, where each vertex in the clique has $s$ pendant leaves. If all edges in the clique are active (in an arbitrary order) before all edges incident with the leaves, then each vertex in the clique will reach the entire graph, a total of $r(s + 1)$ vertices. On the other hand, if edges incident with leaves are active first (in some order), then no vertex reaches more than $r + s$ vertices (including itself).

We conclude this section with two simple observations about situations in which both problems admit efficient algorithms; $\Delta(G)$ denotes the maximum degree of the graph $G$.

**Proposition 6.** **Min-Max Reachability Temporal Ordering** and is solvable in polynomial-time when $k \leq \Delta(G)$.

**Proof.** By Proposition 3, we know that the maximum reachability set of $(G, E, t)$ is at least $\Delta(G) + 1 > k$, so we must have a no-instance.

**Proposition 7.** **Min-Max Reachability Temporal Ordering** belongs to FPT when parameterised by the number $h$ of timesteps.

**Proof.** Given any instance of Min-Max Reachability Temporal Ordering, there are at most $h!$ bijective functions $t$ from $E_1, \ldots, E_h$ to $h$. Having fixed such an ordering, we can compute the reachability of each vertex of the corresponding temporal graph in linear time using a breadth-first search, and hence we can find the maximum temporal reachability of the whole temporal graph in time $O(n(n + m))$. It follows that we can solve Min-Max Reachability Temporal Ordering in time $O(h! \cdot n(n + m))$ by considering each of the $h!$ orderings in turn.

### 1.3 Summary of results

We begin by considering the special case in which $E$ consists of pairwise disjoint, singleton edge sets. We show that Singleton Min-Max Reachability Temporal Ordering is NP-complete on general graphs, but can be solved efficiently in some special cases: Singleton Min-Max Reachability Temporal Ordering is polynomial-time solvable on DAGs, and admits an FPT algorithm parameterised by either (1) vertex cover number, or (2) the maximum permitted reachability $k$, when restricted to trees. We also give a polynomial-time algorithm to compute a constant-factor approximation to the optimisation version of the problem on graphs of bounded maximum degree.

In the more general case of Min-Max Reachability Temporal Ordering, we show that the problem remains NP-complete even on DAGs, and is W[1]-hard on trees when parameterised by the vertex cover number. In this setting we can obtain a constant-factor approximation to the optimisation problem on graphs of bounded maximum degree provided that the edge-class interaction graph is bipartite or has bounded degree.

## 2 The case of singleton edge classes

In this section we consider the restricted version of the problem in which we can reschedule each edge independently. In Section 2.1 we show that even this special case of the problem is NP-complete on general graphs, before giving efficient exact algorithms for some special cases.
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in Section 2.2 and deriving some general bounds on the achievable maximum reachability which lead to an approximation algorithm for bounded degree graphs in Section 2.3.

Several results in this section will make use of the following simple lemma.

\textbf{Lemma 8.} Given any yes-instance \((G, E, k)\) of Singleton Min-Max Reachability in Temporal Ordering, there is an assignment \(t : E \rightarrow |E|\) of times to edges such that the maximum reachability of \((G, E, t)\) is at most \(k\) and all leaf-edges are assigned times strictly before all other edges. Moreover, in such an assignment, the relative order of the leaf-edges does not change the maximum reachability.

\textbf{Proof.} Suppose that \(t : E \rightarrow |E|\) is an assignment of times to edges such that the maximum reachability of \((G, E, t)\) is at most \(k\), and suppose that \(v\) is a leaf with neighbour \(u\). We claim that, if \(t'\) is the assignment of times to edges obtained from \(t\) by moving \(uv\) to the start and leaving the relative order of edges otherwise unchanged, then no vertex in \(G\) has reachability set of size more than \(k\) in \((G, E, t')\). To see this, first note that, for any vertex \(w \in \{u, v\}\) with \(u \in \text{reach}_{(G, E, t)}(w)\), we have \(u \notin \text{reach}_{(G, E, t')}(w)\), and so \(|\text{reach}_{(G, E, t')}(w)| < |\text{reach}_{(G, E, t)}(w)|\). Next, observe that the reachability set of \(u\) is unchanged as it includes \(v\) under any ordering, and so has size at most \(k\). Finally we observe that, although the reachability set of \(v\) could increase in size, we must have \(|\text{reach}_{(G, E, t')}(v)| \leq |\text{reach}_{(G, E, t')}(u)|\) and so, by the reasoning above, \(|\text{reach}_{(G, E, t')}(v)| \leq k\).

Finally, to see that the relative ordering of leaf-edges does not change the maximum reachability, we consider two cases. First, if the leaf-edges \(e_1\) and \(e_2\) are not incident, then we know by Proposition 5 that swapping the times assigned to \(e_1\) and \(e_2\) has no effect on the reachability of any vertex. Secondly, if \(e_1\) and \(e_2\) are incident, then swapping their assigned times results in an isomorphic temporal graph (i.e. the vertices can be relabelled to give an identical temporal graph) and so in particular the maximum reachability does not change. 

\textbf{2.1 NP-completeness}

In this section we prove that Singleton Min-Max Reachability in Temporal Ordering is NP-complete. Due to space constraints, full details of the proof (including figures illustrating the construction) are postponed to the appendix.

\textbf{Theorem 9.} Singleton Min-Max Reachability in Temporal Ordering is NP-complete.

\textbf{Proof.} We give a reduction from the following problem, shown to be NP-complete in [2]; here \(e(A, B)\) denotes the number of edges with one endpoint in \(A\) and the other in \(B\).

\begin{center}
\begin{talign}
\text{Minimum Bisection for Cubic Graphs} \\
\text{Input:} \text{ A 3-regular graph } G = (V, E), \text{ and a positive integer } c. \\
\text{Question:} \text{ Is there a partition of } V \text{ into two sets } A \text{ and } B \text{ with } |A| = |B| \text{ such that } e(A, B) \leq c? \\
\end{talign}
\end{center}

Let \((G = (V, E), c)\) be an instance of Minimum Bisection for Cubic Graphs. We will construct an instance of Singleton Min-Max Reachability in Temporal Ordering which is a yes-instance if and only if \((G, c)\) is a yes-instance for Minimum Bisection for Cubic Graphs. In defining our instance of Singleton Min-Max Reachability in Temporal Ordering we will make use of two substructures, which we now define.
For positive integers \( r \) and \( s \) and a vertex \( v \), an \((r, s)\)-decoration consists of a clique on \( r \) vertices, each of which has an additional \( s \) neighbours of degree one. We say that an \((r, s)\)-decoration is \textit{rooted at} \( v \) if there is an edge from \( v \) to each vertex in the clique. We make the following observation about \((r, s)\)-decorations.

\[ \text{Observation 1.} \]

Let \( F \) be a graph which contains an \((r, s)\)-decoration rooted at \( v \). Then, for any ordering of the edges within the decoration such that all leaf-edges come first, the maximum reachability set of any vertex in the decoration (except perhaps \( v \)) has cardinality precisely \( r + s + p \), where \( p \) is the number of vertices outside the decoration reachable from \( v \) (including \( v \) itself) strictly after the first edge in the decoration incident with \( v \) is active.

For any two vertices \( u \) and \( v \) and an integer \( h \geq 4 \), a \( u-v \) \( h \)-gadget consists of a triangle \( abc \) where \( a \) is adjacent to \( u \), \( b \) is adjacent to \( v \), \( a \) and \( b \) each have \( h - 4 \) additional pendant leaves and \( c \) has \( h - 3 \) additional pendant leaves. (see Figure 1).

\[ \text{Observation 2.} \]

Let \( F \) be a graph which contains a \( u-v \) \( h \)-gadget. There is an ordering of the edges of \( F \), in which all leaf-edges come first, such that no vertex in the gadget, except perhaps \( u \) and \( v \), has a reachability set of cardinality greater than \( h \). In any such ordering:

1. \( ua \) is active strictly after any other edge incident with \( u \), and \( vb \) is active strictly after any other edge incident with \( v \);
2. \( ua \) and \( vb \) are both active strictly before \( ab \);
3. \( ua \) is active strictly before \( ac \), and \( vb \) is active strictly before \( bc \);
4. \( u \) and \( v \) both reach \( a, b \) and \( c \).

Moreover, there exists such an ordering in which \( u \) and \( v \) both reach only \( a \), \( b \) and \( c \) within the gadget, and no vertex in the gadget other than \( u \) and \( v \) reaches any vertex outside the gadget.

We now define the graph \( H \) in our instance of \textsc{Singleton Min-Max Reachability Temporal Ordering}. For each vertex \( v_i \in V(G) = \{v_1, \ldots, v_n\} \), the graph \( H \) contains a three-vertex path \( v_i^a w_i v_i^b \); there is an \((r, h - r - 10)\)-decoration rooted at each of \( v_i^a \) and \( v_i^b \), where \( r \) and \( h \) are values to be determined later. For every edge \( v_i v_j \in E(G) \), \( H \) contains a \( v_i^a - v_j^b \) \( h \)-gadget and a \( v_i^b - v_j^a \) \( h \)-gadget. Finally, \( H \) contains two further vertices \( x_a \) and \( x_b \); \( x_a \) is adjacent to \( v_1^a, \ldots, v_n^a \) and \( x_b \) is adjacent to \( v_1^b, \ldots, v_n^b \). The construction of \( H \) is illustrated in Figure 2. Finally, we set the maximum permitted reachability to be \( h \); to complete the
definition of the instance of Singleton Min-Max Reachability Temporal Ordering it remains to fix the values of \( r \) and \( h \), which we will do after some analysis of the reachability sets in \( H \).

Suppose that the ordering \( t \) of the edges gives maximum reachability at most \( h \). We may assume by Lemma \( 3 \) that all edges incident with a leaf come at the start of \( t \); in particular this means that the leaves incident with \( w_i \) are only in the reachability set of \( w_i \) for each \( i \). Using Observations \( 1 \) and \( 2 \) we can deduce that, in order for the maximum size of the reachability set of any vertex \( v \) that both \( v^a \) (respectively \( v^b \)) and at most \( r \) edges between them.

Thus, by Observation \( 1 \), in order for the maximum size of the reachability set of any vertex \( v \) to be at most \( h \), all edges incident with \( v^a \) (respectively \( v^b \)) that do not belong to either an incident gadget or decoration must be active strictly before all those that do. By Observation \( 2 \), we may assume without loss of generality that, for each edge incident with \( v_i \) in \( G \), in \( H \) the vertex \( v^a_i \) (respectively \( v^b_i \)) reaches precisely those vertices in the corresponding gadget that belong to the central triangle. It further follows from Observation \( 2 \) that \( v^a_i \) (respectively \( v^b_i \)) reaches these vertices strictly after any other edge incident with \( v^a_i \) (respectively \( v^b_i \)) is active. Thus, by Observation \( 4 \), in order for the maximum size of the reachability set of any vertex in the decoration pendant at \( i \) to be at most \( h \), all edges incident with \( v^a_i \) (respectively \( v^b_i \)) that do not belong to either an incident gadget or decoration must be active strictly before all those that do.

Note that, in addition to its pendant leaves, each vertex \( w_i \) must reach \( v^a_i \) and \( v^b_i \), together with the \( r \) neighbours each of these two vertices has in a pendant decoration, and the nine vertices of gadgets that each reaches. Thus the reachability set of each vertex \( w_i \) will contain at least \( 1 + (h − 2r − 21) + 2 + 2r + 18 = h \) vertices; to avoid reaching more than \( h \) vertices, it must be that \( x_a v^a_i \) (respectively \( x_b v^b_i \)) is active strictly before any other edge incident with \( v^a_i \) (respectively \( v^b_i \)). Based on this assumption, we observe that the reachability set of any vertex \( v^a_i \) is a subset of the reachability set of \( x_a \) (and similarly for \( v^b_i \) and \( x_b \)). Thus the only vertices whose reachability sets we still need to consider are \( x_a \) and \( x_b \). If we define \( A \) to be the set of vertices \( v_i \) such that \( v^a_i w_i \) is active strictly before \( v^b_i w_i \), and \( B = V \setminus A \), it is straightforward to verify that

\[
1 + n + n + rn + 3 \cdot \frac{3}{2} n + |A|(1 + r) + 3|\{ e \in E(G) : e \ has\ at\ least\ one\ endpoint\ in\ A\}| = 1 + n \left( \frac{13}{2} + r \right) + |A|(1 + r) + 3 \cdot \frac{3}{2} |A| + 3 \frac{3}{2} e(A, B),
\]

\[
= 1 + n \left( \frac{13}{2} + r \right) + |A| \left( \frac{11}{2} + r \right) + 3 \frac{3}{2} e(A, B).
\]

Similarly, we see that \( x_b \) has a reachability set of size

\[
1 + n \left( \frac{13}{2} + r \right) |B| \left( \frac{11}{2} + r \right) + 3 \frac{3}{2} e(A, B).
\]

We now set \( r = 3n \) and

\[
h = 1 + n \left( \frac{13}{2} + 3n \right) + n \left( \frac{11}{2} + 3n \right) + \frac{3n}{2}.
\]

If \((G, \alpha)\) is a yes-instance, it is clear that we also have a yes-instance for Singleton Min-Max Reachability Temporal Ordering, as we can choose the relative order of each pair of edges \((v^a_i w_i, v^b_i w_i)\) so that the resulting sets \( A \) and \( B \) have the same cardinality and at most \( \alpha \) edges between them. Conversely, we need to argue that \((G, \alpha)\) is a yes-instance whenever we can order edges so that both \( x_a \) and \( x_b \) have reachability sets of size at most \( 1 + n \left( \frac{13}{2} + 7n \right) + \frac{3}{2} \left( \frac{11}{2} + 7n \right) + \frac{3n}{2} \).
Figure 2 The construction of the graph $H$ in the instance of **Singleton Min-Max Reachability Temporal Ordering.**
We may assume without loss of generality that \( \alpha \leq \frac{3}{4}n \) (the total number of edges in \( G \)) and so \( \frac{3}{4} \alpha \leq \frac{3}{4}n < 3n \). Thus, even if \( e(A, B) = 0 \), we cannot have
\[
1 + n \left( \frac{13}{2} + r \right) + \max \{|A|, |B|\} \left( \frac{11}{2} + r \right) + \frac{3}{2} e(A, B) \leq 1 + n \left( \frac{13}{2} + 3n \right) + n \left( \frac{11}{2} + 3n \right) + \frac{3\alpha}{2}
\]
unless \( |A| = |B| = n/2 \). In this case, it is clear that the inequality only holds if \( e(A, B) \leq \alpha \).

Thus, if the maximum reachability is at most \( h \), there must be a partition of \( V(G) \) into two sets \( A \) and \( B \) with \( |A| = |B| \) such that \( e(A, B) \leq \alpha \), as required.

### 2.2 Exact algorithms for special cases

In this section, we demonstrate that certain restrictions on the input graph lead to efficient exact algorithms in the singleton edge-class setting. We begin by giving a simple necessary and sufficient condition for a yes-instance when the input graph is a DAG, implying that the problem is solvable in polynomial time in this case.

**Theorem 10.** Let \((G, \mathcal{E}, k)\) be an instance of Singleton Min-Max Reachability Temporal Ordering where \( G = (V, \overrightarrow{E}) \) is a DAG. Then \((G, \mathcal{E}, k)\) is a yes-instance if and only if \( k \geq \Delta^{\text{out}} + 1 \), where \( \Delta^{\text{out}} \) is the maximum out-degree of \( G \).

**Proof.** We know by Proposition 4 that, for any bijection \( t: \mathcal{E} \to [|E|] \), the maximum reachability of \((G, \mathcal{E}, t)\) will be at least \( \Delta^{\text{out}} + 1 \), so if \( k \leq \Delta^{\text{out}} \) we will certainly have a no-instance.

Conversely, we argue that there is an ordering \( t: \mathcal{E} \to [|E|] \) such that the maximum reachability of \((G, \mathcal{E}, t)\) is at most \( \Delta^{\text{out}} + 1 \). Fix a topological ordering \( \{v_1, \ldots, v_m\} \) of the vertices of \( G \). We now define a related ordering of the edges: fix any ordering \( \{e_1, \ldots, e_m\} \) of \( E(G) \) such that \( \overrightarrow{v_i \cdot w} \) precedes \( \overrightarrow{v_j \cdot w} \) whenever \( v_i \) precedes \( v_j \) in the topological ordering. If \( E_i = \{v_i\} \) for each \( i \), we now define \( t(e_i) = m + 1 - i \in [m] \).

We claim that there is no strict temporal path on more than one edge in \((G, \mathcal{E}, t)\). Suppose, for a contradiction that \( u, v, w \) is a strict temporal path in \((G, \mathcal{E}, t)\). In this case we must have \( t(\overrightarrow{v \cdot w}) > t(\overrightarrow{u \cdot w}) \), which by definition of \( t \) means that \( \overrightarrow{v \cdot w} \) precedes \( \overrightarrow{u \cdot w} \) in our edge ordering; this implies that \( v \) precedes \( u \) in the topological ordering of the vertices, but as \( v \) is reachable from \( u \) this is not possible. Thus we can conclude that the longest temporal path in \((G, \mathcal{E}, t)\) consists of a single edge, so the reachability set of any vertex \( v \) is contained in \( \{v\} \cup N^{\text{out}}_G(v) \), as required.

Next, we consider the situation in which the input graph is a tree. We first give a simple argument showing that, when restricted to trees, Singleton Min-Max Reachability Temporal Ordering is in FPT parameterised by the vertex cover number of the tree; the vertex cover number of a graph is the cardinality of the smallest vertex set \( U \) such that every edge has at least one endpoint in \( U \). The key observation is that we can bound the number of non-leaf edges in terms of the vertex cover number, and then exploit Lemma 5.

**Theorem 11.** Let \( T = (V_T, E_T) \) be a tree with \( n \) vertices and vertex cover number \( c \). Then we can solve Singleton Min-Max Reachability Temporal Ordering on \( T \) in time \((2c - 2)!n^2\).

**Proof.** We begin by arguing that \( T \) has at most \( 2c - 1 \) non-leaf vertices. Let \( U \) be a vertex cover for \( T \) of size \( c \), and let \( U_1, \ldots, U_r \) be the connected components of \( T[U] \), the subgraph of \( T \) induced by \( U \). Recall that \( W = V_T \setminus U \) must be an independents set, and note that any \( w \in W \) has at most one neighbour in each connected component of \( T[U] \), otherwise we
would have a cycle. Moreover, there are at most \( r - 1 \) vertices in \( W \) with more than one neighbour in \( U \), as the existence of at least \( r \) such vertices would again imply the existence of a cycle in \( T \). Thus we can conclude that the number of vertices of degree at least two in \( T \) is at most \( |U| + r - 1 \leq 2r - 1 \).

By Lemma 5, it suffices to consider orderings of the edges in which all leaf-edges are assigned times strictly before all other edges; moreover, the relative ordering of leaf edges does not matter. Thus, it remains only to consider all possible orderings of edges whose endpoints both have degree at least two. Since we have argued that there are at most \( 2r - 1 \) vertices of degree at least two and \( T \) is acyclic, we can conclude that there are at most \( 2r - 2 \) such edges, and so we need to consider at most \( (2r - 2)! \) possible edge orderings. For any given ordering we can compute the maximum reachability in time \( \mathcal{O}(n^2) \) using a breadth first search (as the number of edges is linear in the number of vertices), giving a total time complexity of \( \mathcal{O}((2r - 2)! n^2) \).

We now give a more general result, showing that we can solve Singleton List Min-Max Reachability Temporal Ordering in polynomial time whenever both the maximum permitted reachability and the maximum length of any list are bounded by constants; in fact we give an FPT algorithm with respect to this dual parameterisation. Intuitively, our approach records states that capture the information needed from all possible orderings of edges in subtrees of a rooted version of our tree, computing these states using dynamic programming from the leaves upward.

\begin{theorem}
When the underlying graph \( G \) is a tree, Singleton Min-Max Reachability Temporal Ordering can be solved in time \( n \cdot k^{\mathcal{O}(k)} \).
\end{theorem}

\textbf{Proof.} Let \( (T = (V_T, E_T), \mathcal{E} = \{e : e \in E_T\}, k) \) be the input to our instance of Singleton Min-Max Reachability Temporal Ordering. We fix an arbitrary root vertex \( v_r \in V_T \), and for each \( v \in V_T \) we denote by \( T_v \) the subtree of \( T \) rooted at \( v \). For every vertex \( v \in V_T \) other than the root, we refer to the first edge on the path from \( v \) to \( v_r \) as \( e_v \). By Proposition 8 we may assume that the maximum degree of \( T \) is at most \( k - 1 \).

For each vertex \( v \in V_T \), we record a set of states; a state is a pair \((\alpha, \beta)\) where \( \alpha, \beta \in [k] \).

For vertex \( v \), we say a state \((\alpha, \beta)\) is realisable if there is an ordering of the edges incident at \( v \) in \( T_v \) such that:
1. \( e_v \) is assigned time \( \tau_i \),
2. the largest reachability set within \( T_v \) that reaches \( v \) before \( e_v \) is of size \( \alpha \),
3. the number of vertices (including \( v \)) reachable from \( v \) after \( e_v \) is exactly \( \beta \), and
4. there is no reachability set within \( T_v \) under this temporal ordering of size more than \( k \).

Observe that there are at most \( k^2 \) possible states for any vertex.

It is straightforward to generate all realisable states at a leaf \( v \); the realisable states here are precisely the states \((1, 1)\). Now consider a non-leaf vertex \( v \). Assume that we have a list of all realisable states for each child of \( v \). We argue that we can find all realisable states of \( v \) from the realisable states of its children in time bounded by a function of \( k \).

We will reason about a joint state \( \{(\alpha_1, \beta_1), \ldots, (\alpha_d, \beta_d)\} \) of the children \( v_1, \ldots, v_d \) of \( v \), along with an ordering \( \Pi \) of the edges incident at \( v \). A state \((\alpha, \beta)\) of a non-root vertex \( v \) is realisable if and only if there is a joint state \( \{(\alpha_1, \beta_1), \ldots, (\alpha_d, \beta_d)\} \) of the children of \( v \) and an ordering \( \Pi \) of the edges incident at \( v \) such that:

\begin{itemize}
    \item \( \alpha = \max \{\Pi(u v_i) \mid \Pi(e_v) \leq \Pi(u v_i) \} (\sum_{j \in \Pi(u v_i) \mid \Pi(w v_i) \leq \Pi(u v_i)} \beta_j) + \alpha_i + 1 \)
    \item \( \beta = \sum_{i \in \Pi(u v_i) \mid \Pi(w v_i) \leq \Pi(u v_i)} (\beta_i) + 1 \), and
    \item for all \( 1 \leq i \leq d \), \( \sum_{j \in \Pi(u v_i) \mid \Pi(w v_i) \leq \Pi(u v_i)} \beta_j \) + \( \alpha_i + 1 \leq k \).
\end{itemize}
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At the root vertex $v_r$ we follow a similar procedure, but without reference to the edge to a parent: a given state $(\alpha, \beta)$ of $v_r$ is realisable if and only if there exists some joint state \{$(\alpha_1, \beta_1), \ldots, (\alpha_d, \beta_d)$\} of the children of the root, along with an ordering $\Pi$ of the edges to those children such that:

\[
\alpha = \max \sum_{j, \Pi(vv_j) > \Pi(vv_i)} (\beta_j) + \alpha_i + 1
\]

\[
\beta = \sum_{i, \Pi(vv_i) > r} (\beta_i) + 1, \text{ and}
\]

\[
\text{for all } 1 \leq i \leq d, \sum_{j, \Pi(vv_j) > \Pi(vv_i)} (\beta_j) + \alpha_i + 1 \leq k.
\]

Thus, in order to compute the list of realisable states for a vertex $v$ with $d$ children in the rooted tree, we consider all possible joint child states. A joint child state consists of an ordering of the edges incident at a vertex, for which there are at most $d!$ possibilities, together with a choice of one of the realisable states for each child (where each child has at most $k^2$ realisable states). Therefore the number of possible joint child state and ordering combinations to consider is at most $d!k^{2d}$. For each joint child state and ordering, we can determine the corresponding states of the parent in time $O(d^2)$. Thus the total time required at each vertex is $O(d!k^{2d}d^2)$. By our initial assumption that the maximum degree is at most $k - 1$, it follows that the time required at any vertex is $O(k^2k^2) = k^{O(k)}$. It follows that we can solve Singleton Min-Max Reachability Temporal Ordering in time $n \cdot k^{O(k)}$.

Note that the procedure described can easily be adapted to output a suitable ordering of the edges, if one exists: at each vertex $v$, we concatenate the orderings of edges in the subtrees rooted at its children in such a way that the relative ordering $\Pi$ of edges incident with $v$ is preserved.

We further observe that this approach can be extended to give a polynomial-time algorithm to solve Singleton Min-Max Reachability Temporal Ordering on graphs of bounded treewidth. However, in the simplest approach we have been able to devise, the states that are required for accounting at each bag of the tree decomposition and the details of the calculation of parent states from child states are sufficiently complex that they are unlikely to yield a practically implementable algorithm. We give an outline of the state we believe is sufficient here, and leave the development of a more practical approach as future work.

\textbf{Theorem 13.} Singleton Min-Max Reachability Temporal Ordering is solvable in polynomial time on graphs of bounded treewidth, provided the maximum permitted reachability in the instance is bounded by a constant.

\textbf{Sketch proof.} We assume that we are provided with a nice tree decomposition of $G$ along with the input; for the definition of a nice tree decomposition we refer the reader to \[3\]. The techniques used here are standard, so we only describe the possible states we record for each node in the decomposition.

We adapt the state used in the proof of Theorem 12 but this becomes much more complicated when dealing with tree decompositions. Let $B$ be a bag in a nice tree decomposition, and $E_B$ the set of all edges incident at members of $B$. Let $\mathcal{P}(B)$ be the powerset of $B$, and $\mathcal{D}$ be the set of all functions with domains that are members of $\mathcal{P}(B)$ and ranges that are subsets of $|E_B|$. Then a state for bag $B$ consists of:

- $\Pi$: an assignment of times from $1...|E_B|$ to the members of $E_B$, essentially an ordering of these edges
- $\mathcal{Y}^T$: a function from the cross product $\mathcal{D} \times \mathcal{D}$ to a natural number between 1 and $k$

A state $(\Pi, \mathcal{Y}^T)$ for bag $B$ is realisable if there exists an ordering of the edges incident at vertices present either in $B$ or its descendants such that:
the ordering is consistent with $\Pi$, and

- under that edge ordering, for every $(U^T, W^T) \in \mathcal{P}(B) \times \mathcal{P}(B)$, $V^T((U^T, W^T))$ is the size of the union of
  - the largest reachability set of a vertex in $B$ or one of its descendants that reaches exactly vertices in the domain of $U^T$ by their times assigned by $U^T$ and no other vertices in $B$, and
  - the size of the joint reachability set of vertices in the domain of $W^T$ after their times assigned by $W^T$.

The need for the complexity of this state comes from one complicating case: essentially the vertex added at an introduce node may be reached by some existing large reachability set and itself also reach a large reachability set, both of which contain vertices that are present only in the descendants of the node, but not at the introduce node’s bag itself. To perform the necessary accounting, we must know the size of the union of these two sets - they may have many vertices in common. This motivates the requirement for the function $\mathcal{V}^T$, and the consideration of all pairs of subsets of the bags, with times assigned to their members.

\section{General bounds and an approximation algorithm}

In this section we show that, in the singleton case, it is always possible to find an ordering of the edges so that the maximum reachability is bounded by a function of the edge chromatic number of the input graph, and that this bound is in fact tight for certain graphs. As a consequence, we obtain a constant-factor approximation algorithm for bounded degree graphs. We begin with a general result showing that we can bound the maximum reachability by considering the maximum reachability of subgraphs that partition the edge-set.

\begin{lemma}
Let $G = (V, E)$ be a graph, $\mathcal{E}$ a collection of subsets of $E$, and let $\mathcal{P} = \{\mathcal{E}_1, \ldots, \mathcal{E}_s\}$ be a partition of $\mathcal{E}$. Let $G_i = (V, \bigcup \mathcal{E}_i)$ for each $1 \leq i \leq s$, and suppose that for each $i$ there is an assignment $t_i$ of times to elements of $\mathcal{E}_i$ such that the maximum reachability of $(G_i, \mathcal{E}_i, t_i)$ is at most $r_i$. Then there is an assignment $t$ of times to elements of $\mathcal{E}$ such that the maximum reachability of $(G, \mathcal{E} = E, t)$ is at most $\prod_{i=1}^s r_i$.
\end{lemma}

\begin{proof}
We proceed by induction on $s$. The base case, for $s = 1$, is trivially true, so suppose that $s > 1$ and that the result holds for any $s' < s$.

Let $\mathcal{E}' = \bigcup_{i=1}^{s-1} \mathcal{E}_i$, and $G' = (V, \bigcup \mathcal{E}')$. We can then apply the inductive hypothesis to $G'$, $\mathcal{E}'$ and $\mathcal{P}' = \{\mathcal{E}_1, \ldots, \mathcal{E}_{s-1}\}$ to see that there exists an assignment $t'$ of times to elements of $\mathcal{E}'$ such that the maximum reachability of $(G', \mathcal{E}', t')$ is at most $\prod_{i=1}^{s-1} r_i$.

Now consider an assignment $t$ of times to elements of $\mathcal{E}$, such that $t(E_j) = t'(E_j)$ if $E_j \in \mathcal{E}'$, and otherwise $t(E_j) = t_s(E_j) + |\mathcal{E}'|$. Note that, for any $v \in V$, the set of vertices that $v$ reaches in $(G, \mathcal{E}, t)$ after time $|\mathcal{E}'|$ is precisely reach$_{G, \mathcal{E}, t_s}(v)$.

We claim that the maximum reachability of $(G, \mathcal{E}, t)$ is at most $\prod_{i=1}^s r_i$, as required. To see that this is true, we fix an arbitrary vertex $v \in V$, and argue that $|\text{reach}_{G, \mathcal{E}, t}(v)| \leq \prod_{i=1}^s r_i$. Set $U = \text{reach}_{G', \mathcal{E}', t'}(v)$ and recall that $|U| \leq \prod_{i=1}^{s-1} r_i$. Now let $w \in \text{reach}_{G, \mathcal{E}, t} \setminus U$, and observe that there must be a strict temporal path from some $u \in U$ to $w$ that uses only edges of $\mathcal{E}_s$; equivalently, $w \in \text{reach}_{G, \mathcal{E}_s, t_s}(u)$. We therefore see that

$$|\text{reach}_{G, \mathcal{E}, t}(v)| = \bigcup_{u \in U} \text{reach}_{G, \mathcal{E}_s, t_s}(u) \leq |U| \cdot r_s \leq \prod_{i=1}^s r_i,$$

completing the proof.
\end{proof}
We use this result to obtain an upper bound on the maximum reachability that can be achieved in the singleton case, in terms of the edge chromatic number of $G$. The edge chromatic number of $G = (V, E)$, written $\chi'(G)$, is the smallest $c \in \mathbb{N}$ such that there is a colouring $f : E \rightarrow [c]$ such that $f(e_1) \neq f(e_2)$ whenever $e_1$ and $e_2$ are incident.

**Theorem 15.** Given any graph $G = (V, E)$, there is assignment $t : E(G) \rightarrow |E(G)|$ of times to edges such that the maximum reachability of $(G, E, t)$ is at most $2^{|E(G)|}$.

**Proof.** Fix a proper edge colouring $c : E(G) \rightarrow \chi'(G)$ of $G$, and suppose that $E_i$ is the set of edges receiving colour $i$ under $c$. Since $G_i = (V, E_i)$ consists of disjoint edges and perhaps isolated vertices, the largest connected component of $G_i$ contains at most two vertices, and hence for any assignment $t_i$ of times to edges in $E_i$ we have that the maximum reachability of $(G_i, E_i, t_i)$ is at most two. The result now follows immediately from Lemma 14.

We now argue that the bound in Theorem 15 is tight for both paths and binary trees; note that the edge chromatic number of any tree is equal to the maximum degree, so Theorem 15 gives upper bounds of four and eight respectively for these graphs.

**Proposition 16.** Let $P = (V_P, E_P)$ be a path on at least five vertices. Then there is no assignment $t$ of times to edges of $P$ such that the maximum reachability of $(V_P, E_P, t)$ is strictly less than four.

**Proof.** Let $e_1 = uv$ and $e_2 = vw$ be two incident, non-leaf edges; we may assume without loss of generality that $t(e_1) < t(e_2)$. Recall from Proposition 3 that $u$ necessarily reaches all of its neighbours, so $|\text{reach}_{V_P, E_P, t}(u) \setminus \{w\}| \geq 3$; however, the fact that $t(e_1) < t(e_2)$ means that there is a strict temporal path from $u$ to $w$ and so $w \in \text{reach}_{V_P, E_P, t}(u)$, implying that $|\text{reach}_{V_P, E_P, t}(u)| \geq 4$.

**Proposition 17.** Let $B = (V_B, E_B)$ be a binary tree, and let $t$ be any assignment of times to edges of $B$. Then the maximum reachability of $(B, E_B, t)$ is at least 8.

**Proof.** We will assume, for a contradiction, that no vertex has a reachability set of size greater than seven in $(B, E_B, t)$.

We claim that $B$ must contain some edge $e_1$ such that:

1. $t(e_1) < t(e')$ for every edge $e'$ incident with $e_1$,
2. both endpoints of $e_1$ are at distance at least four from any leaves, and
3. both endpoints of $e_1$ are at distance at least four from the root.

To find such an edge, we start at an arbitrary vertex $s$ at distance three from the root (i.e. at depth four); we will construct a path starting at $s$ which leads away from the root. Each time we reach a new vertex, we choose our next edge to be the edge (out of the two possibilities) which is assigned the earlier time. We stop when we reach a vertex $t$ at distance three from a leaf, and call the resulting path $P$.

We say that an edge $e$ on $P$, not incident $s$ or $t$, is a minimum edge if both other edges of $P$ incident with $e$ are assigned times strictly later than that assigned to $e$. If $P$ does not contain a minimum edge, then it consists of a (possibly empty) segment on which the assigned times of edges increase along the path, followed by a (possibly empty) segment on which the assigned times of edges decrease along the path. If either segment contains more than six edges, we would have a reachability set of size at least eight within this subpath, so we may assume that both segments contain at most 6 edges. Since such a path has precisely $d - 5$ edges, this is only possible if $d - 5 \leq 12$, that is, if $d \leq 17$. We may therefore assume that $P$ contains a minimum edge, $e_1$. 
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We now argue that $e_1$ has the required properties. It is clear from the construction of $P$ and the fact that $e_1$ is not incident with either endpoint of $P$ that conditions (2) and (3) are satisfied. Condition (1) follows from the definition of a minimum edge together with the construction of $P$: since $P$ is a minimum edge, it must be assigned a time before the earlier of the two incident edges below $e_1$ (as this is the edge incident with $e_1$ in $P$; the definition of a minimum edge means that $e_1$ is assigned a time later than the edge above it (the other edge incident with $e_1$ in $P$); if the remaining edge incident with $e_1$ was assigned a time earlier than $e_1$ we would have chosen $P$ to include this edge instead.

We continue the argument using this choice of edge $e_1$; we will reason about a subtree including $e_1$, which is illustrated in Figure 3. Let $v$ be the endpoint of $e_1$ furthest from the root. It is clear that all vertices adjacent to both endpoints of $e_1$, together with the endpoints themselves, will belong to the reachability set of $v$ (see highlighted vertices in Figure 3). Thus, if the reachability set of $v$ has size at most seven, it can contain at most one more vertex; we may therefore assume without loss of generality that no descendant of $v$, other than the neighbours of $v$, is reachable from $v$.

Let $e_2 = vu$ and $e_3 = vw$ be the other two edges incident with $v$, and assume that $t(e_2) < t(e_3)$. Further let $e_4 = ux$ and $e_5 = uy$ be the other two edges incident with $u$, and assume that $t(e_4) < t(e_5)$. As we are assuming that $v$ does not reach any of its descendants other than $u$ and $w$, we conclude that $t(e_4), t(e_5) < t(e_2)$. Finally, let $e_6 = yz$ and $e_7 = yz'$ be the other two edges incident with $y$, where $t(e_6) < t(e_7)$.

Suppose first that $t(e_6) < t(e_3)$; we will argue that in this case the reachability set of $z$ will have size at least eight. To see this, note that $z$ reaches itself, both its children, $z'$, $y$, $u$, $v$ and $w$. Thus we may assume from now on that $t(e_6) > t(e_3)$ (and hence also $t(e_7) > t(e_5)$).

Now consider the reachability set of $x$. We see that $x$ reaches both of its children, $u$, $y$, $z$, $z'$, $v$ and $w$, giving $x$ a reachability set of size at least nine, which is a contradiction. Therefore we conclude that the maximum reachability of $(B, E_B, t)$ is at least 8, as required.

We conclude this section by using Theorem 15 (combined with Proposition 3) to derive a linear-time approximation algorithm, whose optimisation ratio depends only on the maximum degree of the input graph.
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Theorem 18. Given any graph $G$, we can compute a $2^{\Delta(G)+1}$-approximation to the optimisation version of Singleton Min-Max Reachability Temporal Ordering in linear time, where $\Delta(G)$ denotes the maximum degree of $G$. Moreover, we can also compute an assignment of times to edges which achieves this approximation ratio in polynomial time.

Proof. We claim that it suffices to compute the maximum degree $\Delta(G)$ and to return $2^{\Delta(G)+1}$. To see that this satisfies the requirements, let $\operatorname{opt}(G)$ denote the smallest value of the maximum reachability of $(G, E, t)$ taken over all assignments $t$ of times to edges. We know from Theorem 15 that $\operatorname{opt}(G) \leq 2^{\Delta(G)+1}$; conversely by Proposition 3 we know that $\operatorname{opt}(G) \geq \Delta(G) + 1$. Hence

$$\operatorname{opt}(G) \leq 2^{\Delta(G)+1} \leq \frac{2^{\Delta(G)+1}}{\Delta(G) + 1} \operatorname{opt}(G),$$

as required. To see that we can compute a suitable assignment of times to edges in polynomial time, we observe that a $(\Delta + 1)$-edge colouring of any graph can be constructed in polynomial time [18]; given such a colouring we follow the method of Theorem 15 to construct a suitable assignment of times.

Corollary 19. Given any graph $G$ of bounded degree, a constant-factor approximation to the optimisation version of Singleton Min-Max Reachability Temporal Ordering can be computed in linear time.

The general problem

In this section we see that the tractable cases we identified in Section 2 do not extend to the more general setting where edge classes of cardinality greater than one are allowed. We begin by complementing Theorem 10 with a hardness result for DAGs.

Theorem 20. Min-Max Reachability Temporal Ordering is NP-complete, even if $G$ is a DAG with bounded degree, $k$ is at most 9, and $|E_i| \leq 3$ for each $E_i \in \mathcal{E}$.

Proof. We provide a reduction from $(3,4)$-SAT. Let $\Phi = C_1 \wedge \cdots \wedge C_m$ be our instance of $(3,4)$-SAT, and suppose that the variables in $\Phi$ are $x_1, \ldots, x_n$. We construct an instance $(G, \mathcal{E}, k)$ (with the properties in the statement of the theorem) which is a yes-instance if and only if $\Phi$ is satisfiable.

The vertex-set of $G$ consists of two sets, $V_{\text{clause}} = \{c_j : 1 \leq j \leq m\}$, and $V_{\text{var}} = \{v_{x_i,1}, v_{x_i,2}, v_{x_i,3}, v_{\neg x_i,1}, v_{\neg x_i,2}, v_{\neg x_i,3} : 1 \leq i \leq n\}$. $G$ contains directed edges $\overrightarrow{v_{x_i,1}v_{x_i,2}}$, $\overrightarrow{v_{x_i,2}v_{x_i,3}}$, $\overrightarrow{v_{\neg x_i,1}v_{\neg x_i,2}}$, and $\overrightarrow{v_{\neg x_i,2}v_{\neg x_i,3}}$ for each $1 \leq i \leq n$; for each $1 \leq j \leq m$, if $C_j = (\ell_1 \lor \ell_2 \lor \ell_3)$, we also have edges $\overrightarrow{c_jv_{\ell_1,1}}$, $\overrightarrow{c_jv_{\ell_2,1}}$, and $\overrightarrow{c_jv_{\ell_3,1}}$.

We now define the set $\mathcal{E}$ of edge-classes. For each clause $C_j$ and literal $\ell$ appearing in $C_j$, we have four sets in $\mathcal{E}$:

- two copies of the set $\{c_j, \overrightarrow{v_{\ell,1}v_{\ell,2}} \}$, denoted $E_{C_j,\ell}^{(1)}$ and $E_{C_j,\ell}^{(2)}$, and
- two copies of the set $\{c_j, \overrightarrow{v_{\ell,1}v_{\ell,2}} \}$, denoted $E_{C_j,\neg\ell}^{(1)}$ and $E_{C_j,\neg\ell}^{(2)}$.

We complete the construction of our instance of Min-Max Reachability Temporal Ordering by setting $k = 9$. It is straightforward to verify that $G$ is a DAG with bounded degree.

Note that the only vertices with reachability set of cardinality greater than 3 in the static graph $G$ are those corresponding to clauses, so it suffices to argue that there is a function
Suppose now that $\Phi$ has a satisfying assignment $B : \{x_1, \ldots, x_n\} \rightarrow \{\text{TRUE}, \text{FALSE}\}$. Let $t$ be any bijection $\mathcal{E} \rightarrow [4m]$ such that $t(\mathcal{E}_{C_\ell, t}) \leq 2m$ whenever $B(\ell)$ evaluates to TRUE, and $t(E^{(i)}_{C_\ell, t}) \geq 2m + 1$ whenever $B(\ell)$ evaluates to FALSE. Fix an arbitrary clause $C_j$. Since $B$ is a satisfying assignment for $\Phi$, we know that there is some literal $\ell$ appearing in $C_j$ which evaluates to TRUE under $B$. We claim that $v_{t, 3} \notin \mathcal{E}_{C_\ell, t}(c_j)$. To see that this is true, observe that the edge $v_{t, 1}v_{t, 3}$ appears only in the sets $E^{(1)}_{C_\ell, t}$ and $E^{(2)}_{C_\ell, t}$ where either $\ell$ or $\neg\ell$ appears in $C_i$; since we are assuming that $B(\ell)$ evaluates to TRUE, it follows from the definition that each such set is active only during the first $2m$ timesteps. On the other hand, $v_{t, 1}v_{t, 3}$ appears only in the sets $E^{(1)}_{C_\ell, t}$ and $E^{(2)}_{C_\ell, t}$ where either $\ell$ or $\neg\ell$ appears in $C_r$, and so is only at timesteps greater than or equal to $2m + 1$. Since the only directed path from $c_j$ to $v_{t, 3}$ uses the edges $v_{t, 1}v_{t, 3}$ and $v_{t, 2}v_{t, 3}$ in this order, we see that there cannot be a strict temporal path from $c_j$ to $v_{t, 3}$ in $(\mathcal{E}, t)$. Hence $|\mathcal{E}_{C_\ell, t}(c_j)| \leq 9$, as required.

Conversely, suppose that there is a bijection $t : \mathcal{E} \rightarrow [4m]$ such that the maximum reachability of $(\mathcal{E}, t)$ is at most 9. We define $\text{maxtime}_t(x_i)$ to be the latest timestep assigned by $t$ to any edge-set of the form $E_{c_j, t}^{(r)}$ where $r \in \{1, 2\}$ and $\ell \in \{x_i, \neg x_i\}$. We now define a truth assignment as follows:

$$B(\ell) = \begin{cases} \text{TRUE} & \text{if } t^{-1}(\text{maxtime}_t(x_i)) \text{ is of the form } E_{c_j, t}^{(r)}; \\ \text{FALSE} & \text{if } t^{-1}(\text{maxtime}_t(x_i)) \text{ is of the form } E_{c_j, t}^{(r)}, \end{cases}$$

Now fix an arbitrary clause $C_j$ and suppose that the literal $\ell \in \{x_i, \neg x_i\}$ appears in $C_j$. We claim that, if $B(\ell)$ evaluates to FALSE, we have $v_{t, 1}, v_{t, 2}, v_{t, 3} \in \mathcal{E}_{C_\ell, t}(c_j)$. By construction of $B$, we know that $t^{-1}(\text{maxtime}_t(x_i))$ is of the form $E_{c_j, t}^{(r)}$ (for some clause $C_r$ which involves the variable $x_i$) and so includes the edge $v_{t, 2}v_{t, 3}$. By definition of $\text{maxtime}_t(x_i)$, this means there exist distinct timesteps $s_1, s_2 < \text{maxtime}_t(x_i)$ such that $t(E_{c_j, t}^{(r)}) = s_r$ for $r \in \{1, 2\}$; without loss of generality we may assume that $s_1 < s_2$. Since $c_j, v_{t, 3} \in E_{c_j, t}^{(1)} = t^{-1}(s_1)$ and $v_{t, 1}v_{t, 3} \in E_{c_j, t}^{(2)} = t^{-1}(s_2)$, we have a strict temporal path $c_j, v_{t, 1}, v_{t, 2}, v_{t, 3}$, so we do indeed have $v_{t, 1}, v_{t, 2}, v_{t, 3} \in \mathcal{E}_{C_\ell, t}(c_j)$. Hence, if every literal in $C_j$ evaluates to FALSE under $B$, we would have $|\mathcal{E}_{C_\ell, t}(c_j)| = 10$, contradicting our assumption that the maximum reachability of $(\mathcal{E}, t)$ is at most 9. Thus we can conclude that every clause contains at least one literal which evaluates to TRUE under $B$, and so $B$ is a satisfying assignment for $\Phi$. □

Next we show that, in contrast with Theorem 11, the general version of the problem is $\text{W}[1]$-hard when parameterised by the vertex cover number of the input graph, even when the input graph is a tree.

**Theorem 21.** **Min-Max Reachability Temporal Ordering** is $\text{W}[1]$-hard parameterised by the vertex cover number of $G$, even if we require $G$ to be a tree.

**Proof.** We prove this result by means of a reduction from the following problem, shown to be $\text{W}[1]$-hard in 4.
Let \((G, k)\) be the input to an instance of \textbf{p-Clique}, and suppose that \(V(G) = \{v_1, \ldots, v_n\}\) and \(E(G) = \{e_1, \ldots, e_m\}\). We will construct an instance \((G', \{E_1, \ldots, E_h\}, k')\) of MIN-MAX REACHABILITY TEMPORAL ORDERING, such that \((G', \{E_1, \ldots, E_h\}, k')\) is a yes-instance for MIN-MAX REACHABILITY TEMPORAL ORDERING if and only if \((G, k)\) is a yes-instance for \textbf{p-Clique}.

We construct \(G'\) as follows. Let \(P\) be a path on \(k + 1\) vertices, whose endpoints are denoted \(s\) and \(r\) respectively. We obtain \(G'\) from \(P\) by adding \(n \left(\frac{k}{2}\right) + 1\) new leaves \(\{u_i^j : 1 \leq i \leq n, 1 \leq j \leq \left(\frac{k}{2}\right) + 1\}\) adjacent to \(s\) and \(m\) new leaves \(\{w_j : e_j \text{ incident with } v_i\}\) adjacent to \(r\). Note that \(G'\) has \(k + 1 + m + n \left(\frac{k}{2}\right) + 1\) = \(O(m + k^2n)\) vertices.

We now define the edge subsets \(E = \{E_1, \ldots, E_n\}\): we have one subset corresponding to each vertex of \(G\). We set

\[
E_i = \{e \in E(P)\} \cup \{su_i^j : 1 \leq j \leq \left(\frac{k}{2}\right) + 1\} \cup \{rw_j : e_j \text{ incident with } v_i\}.
\]

To complete the construction of our instance of MIN-MAX REACHABILITY TEMPORAL ORDERING, we set \(k' = |G'| - \left(\frac{k}{2}\right)\). It is clear that we can construct \((G', E, k')\) from \((G, k)\) in polynomial time.

We begin by arguing that \(s\) is the only vertex in \(G'\) whose reachability set can contain more than \(k'\) vertices, regardless of the choice of ordering.

\begin{claim}
Fix an arbitrary bijective function \(t : E \rightarrow [n]\). Then, for any vertex \(x \in V(G') \setminus \{s\}\), \(|\text{reach}_{G', E, t}(x)| \leq k'\).
\end{claim}

\begin{proof}
Fix \(x \in V(G') \setminus \{s\}\). It suffices to demonstrate that we can find \(\left(\frac{k}{2}\right)\) vertices in \(V(G')\) that are not in \(\text{reach}_{G', E, t}(x)\).

First suppose that \(x = u_i^j\) for some \(i\) and \(j\), and set \(U = \{u_i^\ell : \ell \neq j\}\). Note that \(|U| = \left(\frac{k}{2}\right)\). Since both edges on the unique path from \(x\) to any \(u \in U\) belong only to the edge subset \(E_i\), there cannot be a strict temporal path from \(x\) to \(u\). Thus \(U\) is a set of \(\left(\frac{k}{2}\right)\) vertices which are not contained in the temporal reachability set of \(x\).

Now suppose that \(x \neq u_i^j\) for any \(i, j\). Fix \(i\) such that \(E_i = t^{-1}(1)\). We claim that \(U = \{u_i^j : 1 \leq j \leq \left(\frac{k}{2}\right) + 1\}\) does not lie in the temporal reachability set of \(x\). To see that this is the case, note that edges incident with vertices in \(U\) are only active at timestep 1, and so if any such edge belongs to a strict temporal path it must be the first edge on such a path; hence there can only be a strict temporal path from some vertex \(y\) to a vertex \(u \in U\) if \(y\) is adjacent to \(u\). However, by choice of \(x\) (which is neither \(u_i^j\) for any \(i, j, or s\)) we know that \(x\) is not adjacent to any vertex in \(U\), and hence no vertex in \(U\) is in the reachability set of \(x\). Since \(|U| = \left(\frac{k}{2}\right) + 1\), this completes the proof of the claim.
\end{proof}

We will say that the bijective function \(t : E \rightarrow [n]\) is \textit{good for} \(s\) if \(|\text{reach}_{G', E, t}(s)| \leq k'\). It follows from Claim 22 that \((G', E, k')\) is a yes-instance if and only if some function \(t\) is good for \(s\). It therefore remains to show that there is a function \(t\) which is good for \(s\) if and only if \(G\) contains a clique of on \(k\) vertices.

To show that this is true, we first give a characterisation of the temporal reachability set of \(s\).
Claim 23. Fix an arbitrary bijective function $t: E \to [n]$. Then the only vertices of $G'$ that do not belong to $\text{reach}_{G',E,i}(s)$ are vertices $w_i$ such that $e_i = v_jv_k$ and $t(E_j), t(E_k) \leq k$.

Proof. First observe that, for any choice of $t$, $\text{reach}_{G',E,i}(s)$ contains
1. every vertex $w_i$ (with $1 \leq i \leq n$ and $1 \leq j \leq (\frac{k}{2}) + 1$), and
2. every vertex of $P$.

Now consider a vertex $w_i$; by definition, $w_i$ is in $\text{reach}_{G',E,i}(s)$ if and only if there is a strict temporal path from $s$ to $w_i$. There is only one possible choice of path, and the first $k$ edges on this path are active at every timestep. Thus we have a strict temporal path from $s$ to $w_i$ if and only if the edge $vw_i$ is active at some timestep after the first $k$. Since $vw_i$ is active only at $t(E_j)$ and $t(E_k)$, where $e_i = w_jw_k$, this means that $w_i$ is in the temporal reachability set of $s$ if and only if at least one of $t(E_j)$ and $t(E_k)$ is strictly greater than $k$. Conversely, the only vertices of $G'$ that are not in $\text{reach}_{G',E,i}(s)$ are the vertices $w_i$ such that $e_i = v_jv_k$ and $t(E_j), t(E_k) \leq k$, as required. □ (Claim)

Now suppose that $G$ contains a clique induced by the vertices $\{v_{i_1}, \ldots, v_{i_k}\}$. We claim that any function $t$ which maps $\{E_{i_1}, \ldots, E_{i_k}\}$ to $[k]$ is good for $s$. By Claim 23, we see that the vertices of $G'$ that are not in $\text{reach}_{G',E,i}(s)$ are the vertices $w_i$ such that $e_i = v_jv_k$ and $E_j, E_k \in t^{-1}([k]) = \{E_{i_1}, \ldots, E_{i_k}\}$. In other words, the vertices not in the temporal reachability set correspond to edges in $G$ which have both endpoints in the set $\{v_{i_1}, \ldots, v_{i_k}\}$. Since, by assumption, this set of vertices induces a clique, we know that there are precisely $\binom{k}{2}$ such vertices, so the reachability set misses $\binom{k}{2}$ vertices and $t$ is indeed good for $s$.

Conversely, suppose that the function $t$ is good for $s$, and set $C = \{i : t(E_i) \leq k\}$. We claim that $\{v_i : i \in C\}$ induces a clique in $G$. We know by Claim 23 that the only vertices that do not belong to $\text{reach}_{G',E,i}(s)$ are vertices $w_i$ such that $e_i = v_jv_k$ and $j, \ell \in C$. We therefore know, since $t$ is good for $s$, that there must be $\binom{k}{2}$ unordered pairs $\{j, \ell\} \subset C$ such that $G$ contains an edge $v_jv_\ell$. Since the total number of unordered pairs from $C$ is equal to $\binom{k}{2}$, it follows that there is an edge between every pair of vertices in the set $\{v_i : i \in C\}$, implying that this set of $k$ vertices does indeed induce a clique in $G$, as required.

Finally, we note that the vertices $s$ and $t$ together with every second internal vertex on the path $P$ form a vertex cover for $G'$, meaning that the vertex cover number of $G'$ is at most $k/2 + 1$.

The expressive power of Min-Max Reachability Temporal Ordering on highly restricted graph classes comes from the fact that, with edge-classes of size two or more, the decisions made at one location can have an effect on distant parts of the graph. It is therefore natural to ask whether we can regain some tractability in this setting by placing structural restrictions on the edge-class interaction graph: note that, in the proof of Theorem 24, although the graph $G$ we construct is a tree, the edge-class interaction graph is a clique.

We now build on the results of Section 2.3 to show that suitable restrictions on the edge-class interaction graph can allow the design of efficient approximation algorithms; it remains open whether there exist efficient algorithms to solve the problem exactly when the edge-class interaction graph is sufficiently highly structured. We begin by using Lemma 14 to give an analogous bound to that of Theorem 15 in the general (non-singleton) case.

Theorem 24. Let $(G,E,k)$ be an instance of Min-Max Reachability Temporal Ordering, let $H$ be the edge-class interaction graph of $(G,E)$, and let $d = \max_{E' \in E} \Delta((V,E'))$ be the maximum number of edges from any one element of $E$ that are incident with any single vertex of $G$. In this case there is an assignment $t : E \to |E|$ of times to edge classes such that the maximum reachability of $(G,E,t)$ is at most $(d+1)\chi(H)$, where $\chi(H)$ is the chromatic number of $H$. ▶
Proof. Fix a proper vertex colouring \( c : \mathcal{E} \rightarrow [\chi(H)] \) of \( H \), and for each \( 1 \leq i \leq s = \chi(H) \) let \( \mathcal{E}_i \) denote the subset of \( \mathcal{E} \) consisting of those elements that receive colour \( i \) under \( c \). By Lemma \([14]\) it suffices to argue that for each \( i \) there is an assignment \( t_i \) of times to elements of \( \mathcal{E} \), such that the maximum reachability of \( (G_i = (V \cup \mathcal{E}_i), \mathcal{E}_i, t_i) \) is at most \( d + 1 \).

We note that, by definition of the edge-class interaction graph and a proper colouring, any pair of incident edges in \( G_i \) must belong to the same element of \( \mathcal{E} \). Thus we see that \( G_i \) is a star forest in which all edges of every connected component belong to the same element of \( \mathcal{E} \). By our assumption on maximum number of edges from any element of \( \mathcal{E} \) that are incident with a single vertex, we see that no component of \( G_i \) contains more than \( d + 1 \) vertices, completing the proof.

Since it is possible to construct a proper 2-colouring of any bipartite graph in linear time, Theorem \([24]\) immediately gives rise to an efficient constant factor approximation algorithm for \textsc{Min-Max Reachability Temporal Ordering}, whenever it is possible to compute the chromatic number of the edge-class interaction graph (or a constant-factor approximation to this value) efficiently, provided that the maximum degree of any edge class is bounded. Note that this second condition will certainly be satisfied if the maximum degree of the input graph is bounded. We obtain the following corollary by recalling that (1) every graph \( H \) admits a proper \((\Delta(H) + 1)\)-colouring, which can be constructed greedily, and (2) it is possible to decide in polynomial time whether a given graph is bipartite.

\begin{corollary}
Let \((G = (V,E),k)\) be an instance of \textsc{Min-Max Reachability Temporal Ordering}, suppose that \( \max_{E' \in \mathcal{E}} \Delta_{E'} \leq d \), where \( \Delta_{E'} \) denotes the maximum degree of the graph \((V(G),E')\), and let \( H \) be the edge-class interaction graph of \( G \). Then we can compute, in polynomial time, an approximation to the optimisation version of \textsc{Min-Max Reachability Temporal Ordering} with approximation ratio \( d \) if \( H \) is bipartite, and approximation ratio \((d + 1)^{\Delta(H)+1}\) otherwise.
\end{corollary}

\section{Conclusions and future work}

We have shown \textsc{Min-Max Reachability Temporal Ordering} is extremely difficult to solve exactly: it remains intractable even in the special case of pairwise disjoint singleton edge-classes, and the two highly restricted cases (DAGs, and trees parameterised by vertex cover number) which are almost trivial in this singleton case become intractable as soon as larger edge-classes are allowed. Given the strength of these hardness results, it is natural to seek approximation algorithms for the optimisation version of the problem, and we show that there exist polynomial-time algorithms to compute constant-factor approximations on graphs of bounded degree either in the singleton case or when the edge-class interaction graph is bipartite. A natural direction for further work is to try to generalise these approximation algorithms and/or improve the approximation factor, as well as to seek further special cases which admit efficient exact algorithms.

In order to better model real-world reordering problems of this form, it would be interesting to consider a generalisation of \textsc{Min-Max Reachability Temporal Ordering} in which each edge-class has a list of permitted times. This would correspond to practical restrictions on when each individual event can be scheduled: for example, a particular event might have to be schedule for a specific day of the week or at a certain time of year (while the Spring Bull Sale can perhaps be rescheduled within a window of a several weeks, it is probably not acceptable to move it to October). We believe that our FPT algorithm for trees (parameterised by the maximum permitted reachability) can be adapted to deal with a
list version in the singleton case, but it is not even clear whether the singleton version can be solved efficiently on DAGs when arbitrary lists of permitted times are allowed. A further generalisation would be to associate different costs with the possible times for each edge class (to model the different costs that might be associated with rescheduling events to different times), and seek to minimise the maximum reachability subject to a given budget constraint.

A number of other variations would also be of practical interest. For certain applications, it might also be relevant to consider the problem of minimising the average cardinality of the reachability set over all vertices of the graph, or indeed the expected size of the reachability set (perhaps given some distribution over starting vertices) in a probabilistic model where each edge has an associated transmission probability. Additionally, in [7], the authors introduce a notion of $(\alpha, \beta)$-reachability, in which the timesteps at which consecutive edges in a temporal path are active must differ by at least $\alpha$ and at most $\beta$; this is a more realistic model for the spread of a disease, as individuals are not instantaneously infectious when infected, and do not remain infectious indefinitely. It would be very interesting to investigate this problem in the reordering context introduced here.
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## A List version of the problem

In applications, it seems natural that we might want to restrict the possible timesteps at which each edge (class) is active; this gives rise to a list version of our problem.

### List Min-Max Reachability Temporal Ordering

**Input:** A graph $G = (V, E)$, a list $E = \{E_1, \ldots, E_h\}$ of subsets of $E$, subsets $L_1, \ldots, L_h$ of $N$, and a positive integer $k$

**Question:** Is there a bijective function $t : E \rightarrow \mathbb{N}$ such that $t(E_i) \in L_i$ for each $i$ and the maximum temporal reachability of $(G, E, t)$ is at most $k$?

We now show that this version is extremely hard: even restricting the edge-class interaction graph to be a star does not help.

**Theorem 26.** List Min-Max Reachability Temporal Ordering is NP-complete, even if the edge-class interaction graph of the input is a star, and the underlying graph $G$ is a disjoint union of five-vertex paths.

**Proof.** We give a reduction from the NP-complete problem Vertex Cover. Suppose that $(G, k)$ is the input to our instance of Vertex Cover. We construct an instance $(H, E = \{E_1, \ldots, E_h\}, \{L_1, \ldots, L_h\}, t)$ of List Min-Max Reachability Temporal Ordering which is a yes-instance if and only if $(G, k)$ is a yes-instance for Vertex Cover.

$H$ consists of $|E(G)|$ disjoint paths on 5 vertices, which are in one-to-one correspondence with the edges of $G$; we refer to the path corresponding to $e \in E(G)$ as $P_e$. If $e = uv$, we refer to the endpoints of $P_e$ as $u[e]$ and $v[e]$, and their unique neighbours on $P_e$ as $u'[e]$ and $v'[e]$ respectively. We call the edges of $P_e$ that are not incident with either $u[e]$ or $v[e]$ the middle edges of $P_e$, and we refer to the midpoint of $P_e$ (the vertex not adjacent to either $u[e]$ or $v[e]$) as $x_e$.

Suppose that $V(G) = \{v_1, \ldots, v_n\}$. We set $h = n + 1$, for each $1 \leq i \leq n$ we set $E_i = \{v_i[e]v_i'[e] : e \in E(G)\}$, and we set $E_{n+1}$ to be the set of all edges that are middle edges of some path. For $1 \leq i \leq n$, we set $L_i = [n+1] \setminus \{k+1\}$, and we set $L_{n+1} = \{k+1\}$. We complete the construction of our instance of List Min-Max Reachability Temporal Ordering by setting $\ell = 4$.

Suppose first that $G$ contains a vertex cover $X \subset V(G)$ with $|X| = k$. Let $t : E \rightarrow [n+1]$ be any function such that $t(E_i) \leq k$ for all $v_i \in X$, and $t(E_{n+1}) = k$. We claim that the maximum temporal reachability of $(H, E, t)$ is at most 4. First observe that, for any $t$, the maximum temporal reachability of $(H, E, t)$ cannot be more than 5, since every connected component of $H$ contains exactly 5 vertices. Moreover, if any vertex has reachability set of size 5, it must be $x_e$ for some edge $e \in E(G)$: as both edges incident with $x_e$ occur simultaneously, there is no strict temporal path between the two connected components of $P_e \setminus \{x_e\}$, so no vertex other than $x_e$ can possibly reach all other vertices in its component. Suppose now that reach$_{H, E, t}(x_e) = 5$ for some $e = v_iv_j \in E(G)$. In this case, we must have $t(E_i), t(E_j) > k + 1$; by construction of $t$, this only happens if neither $v_i$ nor $v_j$ belongs to $X$. However, as $v_iv_j$ is an edge, this contradicts the assumption that $U$ is a vertex cover. Hence the maximum reachability of $(H, E, t)$ is at most 4, as required.

Conversely, suppose that we have a function $t : E \rightarrow [n+1]$, with $t(E_i) \in L_i$ for all $i$, such that the maximum reachability of $(H, E, t)$ is at most 4. We claim that $G$ has a vertex cover of size at most $k$. Set $X = \{v_i \in V(G) : t(E_i) \leq k\}$. It is clear that $X \subset V(G)$ and $|X| = k$; it remains to demonstrate that $X$ is a vertex cover. To do this, fix an arbitrary edge
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If neither \( v_i \) nor \( v_j \) belongs to \( X \), we would have \( \text{reach}_{H,E,t}(x_v) = V(P_e) \), since both middle edges of \( P_e \) are active strictly before either of the remaining two edges. Thus the maximum reachability of \((H,E,t)\) would be at least 5, giving a contradiction. As our choice of \( e \) was arbitrary, we may conclude that \( X \) is indeed a vertex cover for \( G \). ▶

**B A maximisation version**

In some settings, we might wish to maximise rather than minimise the reach of a spreading process on a temporal graph: consider, for example, the case of viral marketing. With this in mind, it is natural to define the following maximisation version of our problem.

Max-Min Reachability Temporal Ordering

**Input:** A graph \( G = (V,E) \), a multiset \( E = \{E_1,\ldots,E_h\} \) of subsets of \( E \), and a positive integer \( k \)

**Question:** Is there a bijective function \( t : E \rightarrow [h] \) such that minimum temporal reachability of \((G,E,t)\) is at least \( k \)?

Singleton and list variants are defined in the same way as for Min-Max Reachability Temporal Ordering.

We note that a number of our results on Min-Max Reachability Temporal Ordering can be extended naturally to Max-Min Reachability Temporal Ordering; we state and prove these results here.

**Theorem 27.** Let \((G,E,k)\) be the input to an instance of Max-Min Reachability Temporal Ordering, where \( E \) is a set of pairwise disjoint singleton sets, and \( G = (V,E) \) is a DAG. Then \((G,E,k)\) is a yes-instance if and only if the maximum reachability of the static graph \( G \) is at least \( k \).

**Proof.** It is clear that the maximum reachability of the temporal graph can never exceed that of the static graph, so it remains to show that there is some function \( t \) such that these two quantities are equal. As in the proof of Theorem 10 we fix an ordering \( e_1,\ldots,e_m \) of the edges of \( G \) which corresponds to a topological ordering of the vertices. If \( E_i = \{e_i\} \) for each \( i \), we now define \( t(e_i) = i \) (so we have reversed the ordering from Theorem 10). Now consider an arbitrary pair of vertices \( u \) and \( v \), such that \( v \) is in the static reachability set of \( u \); it remains to show that \( v \) is in \( \text{reach}_{G,E,t}(u) \). Since \( v \) is in the static reachability set of \( u \), there is a directed path \( u = w_0, w_1,\ldots,w_r = v \) in \( G \) such that \( \bar{w}_{i-1}w_i \in E(G) \) for \( 1 \leq i \leq r \). It follows from the definition of a topological ordering that \( u = w_0 \prec w_1 \prec \cdots \prec w_r = v \) in such an ordering; the construction of our function \( t \) therefore implies that \( t(\bar{w}_{i-1}w_i) < t(\bar{w}_iw_{i+1}) \) for \( 1 \leq i \leq k-1 \), so we have a strict temporal path from \( u \) to \( v \) in \((G,E,t)\), as required. ▶

**Theorem 28.** Max-Min Reachability Temporal Ordering is NP-complete even if \( G \) is a tree obtained from a path by adding additional leaf vertices adjacent to its endpoints.

**Proof.** We give a reduction from the following problem, shown to be NP-complete in [12].
Let \((G, k)\) be the input to our instance of Vertex Cover, and suppose that \(V(G) = \{v_1, \ldots, v_m\}\) and \(E(G) = \{e_1, \ldots, e_m\}\). We will construct an instance \((G', \mathcal{E}', k')\) of Max-Min Reachability Temporal Ordering which is a yes-instance if and only if \((G, k)\) is a yes-instance for Vertex Cover.

Let \(P\) be a path on \(n - k\) vertices; we will refer to the endpoints of \(P\) as \(s\) and \(r\). We obtain \(G'\) from \(P\) by adding a set \(W = \{w_1, \ldots, w_m\}\) of \(m\) new leaves adjacent to \(r\), and a set \(U = \{u_1, \ldots, u_{m+1}\}\) of \(m + 1\) new leaves adjacent to \(s\). We set \(\mathcal{E} = \{E_1, \ldots, E_n\}\) where, for each \(i\),

\[
E_i = E(P) \cup \{su_j : 1 \leq j \leq m + 1\} \cup \{rw_j : v_i \text{ is incident with } e_j\}.
\]

Finally, we set \(k' = n + m - k + 1\).

Observe that, for every \(v \in V(G') \setminus W\) and any bijection \(t : \mathcal{E} \to [n]\), we have \(|\text{reach}_{G', \mathcal{E}, t}(v)| \geq n + m - k + 1\): since all edges not incident with some element of \(W\) are active at all timesteps, and the distance between any two vertices not in \(W\) is at most \(n - k\), we have \(|\text{reach}_{G', \mathcal{E}, t}(v)| \geq |V(P) \cup W|\), so \(|\text{reach}_{G', \mathcal{E}, t}(v)| \geq n - k + m + 1\). Thus we have a yes-instance to Max-Min Reachability Temporal Ordering if and only if there is a bijection \(t : \mathcal{E} \to n\) such that \(|\text{reach}_{G', \mathcal{E}, t}(v)| \geq n + m - k + 1\) for all \(v \in W\).

Suppose first that \(G\) contains a vertex-cover \(X\) of size at \(k\). We fix any function \(t : \mathcal{E} \to [n]\) with the property that \(t(E_i) \leq k\) whenever \(v_i \in X\). Fix an arbitrary \(w \in W\), and suppose that \(w = v_jv_j\). Since \(U\) is a vertex cover for \(G\), we must have that at least one of \(t(E_i)\) and \(t(E_j)\) is at most \(k\); thus the edge \(wr\) is active during at least one of the first \(k\) timesteps. Since the distance from \(r\) to all vertices in \(V(P) \cup U\) is at most \(n - k\), and all edges along the paths from \(r\) to such vertices are active at all timesteps, it follows that every vertex in \(V(P) \cup U\) is in the reachability set of \(w\). Hence \(|\text{reach}_{G', \mathcal{E}, t}(w)| \geq 1 + n - k + m + 1 > n + m - k + 1\), as required.

Conversely, suppose that we have a bijection \(t : \mathcal{E} \to [n]\) such that \(|\text{reach}_{G', \mathcal{E}, t}(w)| \geq n + m - k + 1\) for every \(w \in W\). For each \(w \in W\), write \(t_0(w)\) for the first timestep at which the edge \(wr\) is active, and fix \(w_j\) such that \(t_0(w)\) is as large as possible. Note that \(|W \cup V(P)| = m + n - k\), so as \(|\text{reach}_{G', \mathcal{E}, t}(w_j)| \geq n + m - k + 1\) there must be some vertex \(u \in \text{reach}_{G', \mathcal{E}, t}(w_j) \cap U\). As there are \(n - k\) edges on the path from \(r\) to \(u\), and there must be some sequence \(t_0(w_j) \leq t_1 < \cdots < t_{n-k}\) such that the \(i\)th edge on the path is active at time \(t_i\), we must have \(t_0(w_j) \leq n - (n - k) = k\). Now set \(X = \{v_i : t(E_i) \leq k\}\). It is clear that \(X \subseteq V(G)\) and, by bijectivity of \(t\), \(|X| = k\). To show that \(X\) is a vertex cover for \(G\), we consider an arbitrary edge \(e_t = vqvq\). By choice of \(w_j\), we know that \(t_0(w_j) \leq t_0(w_j) \leq k\), so one \(wjr\) is active at some timestep less than or equal to \(k\); it follows that at least one of \(t(E_q)\) and \(t(E_q)\) is at most \(k\), so \(\{v_p, v_q\} \cap X \neq \emptyset\). Thus \(X\) is indeed a vertex cover for \(G\). □