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The theory of circuit quantum electrodynamics has successfully analyzed superconducting circuits on the basis of the classical Lagrangian, and the corresponding quantized Hamiltonian, describing these circuits. In many simplified versions of these networks, the modeling involves a Lagrangian that is singular, describing an inherently constrained system. In this work, we demonstrate the failure of the Dirac-Bergmann theory for the quantization of realistic, nearly singular superconducting circuits, both reciprocal and nonreciprocal. The correct treatment of nearly singular systems involves a perturbative Born-Oppenheimer analysis. We rigorously prove the validity of the corresponding perturbation theory using Kato-Rellich theory. We find that the singular limit of this regularized analysis is, in many cases, completely unlike the singular theory. Dirac-Bergmann, which uses the Kirchhoff’s (and Tellegen’s) laws to deal with constraints, predicts dynamics that depend on the detailed parameters of nonlinear circuit elements, e.g., Josephson inductances. By contrast, the limiting behavior of the low-energy dynamics obtained from the regularized Born-Oppenheimer approach exhibits a fixed point structure, flowing to one of a few universal fixed points as parasitic capacitance values go to zero.

I. INTRODUCTION

Superconducting circuits \cite{1–3} facilitate a highly promising architecture for the realization of a universal quantum computer \cite{4, 5}, whose potential to outperform a classical computer in special tasks is the driving force of an entire area of research. However, although superconducting qubits exist for more than two decades \cite{6–8}, state-of-the-art quantum technology is still too noisy to allow for accurate calculations of arbitrary length \cite{9}. Many efforts are put into the improvement of currently existing superconducting qubits as well as into the invention and fabrication of entirely new designs. Purposeful design of new circuits has been successful; for example, the fluxonium \cite{10} is observed to be the most coherent superconducting qubit to date \cite{11}.

Theoretical work has been a successful contributor to this effort. Ideally, superconducting circuits are described by a lossless dynamics of a discrete set of degrees of freedom. These circuits are described classically on the Hamiltonian level, where fluxes and charges are considered as pairs of conjugate variables. The quantization of these macroscopic Hamiltonians has been successful \cite{12–15}, with quantitatively accurate predictions of many observed phenomena.

Especially in more advanced qubit designs, with increasing numbers of independent dynamical variables, one sees the emergence of a hierarchy of energy (or time) scales; it is the consequences of this hierarchy that will be the subject of this paper.

The purposeful use of this hierarchy is one aspect of a set of four very simple design principles, which have enabled the large number of successful circuit designs that are in use today. 1) Use only the standard lossless circuit elements, the capacitor and the inductor, (obviously) avoiding resistors. (And not using, up until now, the standard gyrator, but see, e.g., Ref. \cite{16}.) 2) Achieve long-distance coupling by transmission lines, but used in such a way that they again can be effectively represented by a small assembly of capacitors and inductors. 3) Use metallization to, on purpose, make some node-to-node capacitances very large, while keeping many node-to-node capacitances at their small, parasitic values, resulting in a range of capacitance values of perhaps seven orders of magnitude \cite{17}. This is the hierarchy we will study here. 4) Use linear as well as nonlinear inductors.

Of course, principle 4 is a centerpiece of qubit circuits, with the use of a particular nonlinearity, that given by the Josephson junction. In contrast to a linear inductance described by a linear current-versus-flux characteristic \( I = \phi/L \), the Josephson nonlinear inductor has the two-terminal characteristic \( I = L_I \sin(2\pi\phi/\Phi_0) \). The availability of this low-loss nonlinearity permits the quantum eigenspectrum of these circuits to be atomic-like, in that it can make the \(|0⟩−|1⟩\) energy difference unique, making it possible to perform quantum logic gates by resonant Rabi driving.

We will show here that principles 3 and 4 interact in a novel and, potentially, dangerous way. A first, seemingly natural, step in the analysis of circuits is, given the capacitance hierarchy of real structures, to declare a certain capacitance threshold \( C_{th} \), and to set all capacitances below this value equal to zero. This considerably simplifies analysis, and leads to a simple way of conceptualizing very useful composite effective inductance structures, including the superinductor \cite{10, 18, 19}, and the SNAIL \cite{20, 22}, to be discussed below.

But this simplification often leads to an important consequence for the mechanics of the circuit. Adopting the common procedure of describing this mechanics using a
Lagrangian $\mathcal{L}$ with node fluxes $\phi_i$ as dynamical variables [12][13], one finds that some dynamical variables can become constrained. A constrained variable is one whose conjugate variable $\partial \mathcal{L}/\partial \dot{\phi}_i$ cannot be properly inverted to obtain $\dot{\phi}_i$, and whose classical dynamics is slaved to other independent variables, i.e., $\dot{\phi}_i(t) = g(\phi_2(t), \phi_3(t), \ldots)$, at all times. Constrained (or “frozen”) variables are indeed considered a useful simplification in current treatments of superconducting circuits, singled out in currently available software [23].

Singular mechanics and its quantization have received considerable attention in modern physics. First systematic treatments of singular Lagrangians and proposals for their quantization were proposed independently by Dirac and Bergmann in the early 1950’s [24][29]. Since then, the proposed procedure of progressively identifying and classifying certain constraints of the system, known as the Dirac-Bergmann algorithm [30][32], has been frequently applied to various singular gauge theories. Often these theories are applied in cases where the singularity is viewed as fundamental, for example when a particle is expected to have exactly zero mass. There also exist singular Lagrangians that approximate a limiting case of a non-singular system, e.g., when a particle has very small but nonzero mass. We consider the circuit problem to be in the latter category: capacitances play the role of massses, and, according to basic electrostatics, node-to-node capacitances are never exactly zero.

The Dirac-Bergmann algorithm can be worked out for general lossless electric networks, as we present in full generality (including nonreciprocity) in Appendix A. For our circuits, the Dirac-Bergmann algorithm amounts to applying Kirchhoff’s current law, eliminating variables by using basic series combination rules. For example, the algorithm says that a series combination of inductances $L_1$ and $L_2$ can be replaced by a single inductance $L_1 + L_2$ (thus neglecting any capacitance to the joining node). This indeed turns out to be correct from all points of view.

But, the Dirac-Bergmann algorithm makes predictions also for nonlinear circuits, i.e., involving Josephson elements. Do its predictions also agree with a “regularized” approach, in which one considers the limit as all small capacitances are taken to zero? The answer is, absolutely, no. A sign of trouble already appears when we consider a series combination of a linear inductance and a Josephson inductor. While the resulting effective inductor depends in detail on the parameters of the two elements, for certain parameters the effective inductive energy is predicted to be multivalued.

Suggestions exist in the literature for how such multivaluedness should be interpreted: see the theory of “branched Hamiltonians” [33][34]. However, we find no existing approach that matches the result of regularizing the singularity by taking small capacitances $C_s < C_{th}$ into account. Our result is in complete contrast to Dirac-Bergmann, where the effective Hamiltonian depends in detail on the parameters of the nonlinear element; in the regularized treatment, the result is more akin to a renormalization flow, in the sense that the limit $C_s \to 0$ gives a universal result with only a few possible fixed points.

To understand this fixed point structure more comprehensively, we find it valuable to adopt the point of view, perhaps due to Heaviside, stated routinely in many textbooks on electrical theory [35][37]: an inductor is a two terminal element exhibiting an instantaneous relationship between current and flux, $I(t) = f(\phi(t))$, with arbitrary function $f(\cdot)$. (A similar formulation of nonlinear inductor is also given, which we will use much less in this paper.) While distinctions are made between bijective, current-controlled, and flux-controlled inductors (the Josephson characteristic is flux-controlled), in all cases this generalized inductor is a proper energy storage device. Thus, such an element can be incorporated into a circuit Lagrangian for arbitrary $f(\cdot)$ [38].

This generalization is highly valuable in that it reveals that there are generically three fixed points as $C_s \to 0$. They are exemplified by our simple series combination scenario, in which a linear inductance $L$ is in series with a nonlinear inductor with anti-symmetric characteristic $l \sim \text{sign}(\phi)|\phi|^\beta$. The renormalization flow is determined by $\beta$. For all “sublinear” cases ($0 < \beta < 1$), the flow erases the two elements from the circuit, i.e., they are replaced by an open circuit. For the “superlinear” cases ($\beta > 1$), the flow results in the nonlinear element becoming replaced by a short circuit. The linear $\beta = 1$ case is marginal, and is the one case where the combination procedure given by Dirac-Bergmann is correct.

The Josephson case is in the sublinear universality class and flows to the open-circuit fixed point. To show this, and to determine the universality class of a large set of $f(\cdot)$, we calculate as follows: 1) For sufficiently small $C_s$, the variable to be eliminated becomes “fast”, and can be accurately dealt with using the Born-Oppenheimer approximation. 2) With suitable rescaling, the fast-variable Schrödinger equation is one in which one term can be treated perturbatively.

To prove that the flow goes to our fixed points, we must prove the convergence of the resulting perturbation problem. Particularly for the sublinear case, we successfully treat a large class of functions $f(\cdot)$, dealing with the perturbation theory rigorously, using primarily the Kato-Rellich theorem [39] as provided by Reed and Simon [40]. We cannot prove that all $f(\cdot)$ flow to one of the fixed points; we find that the flow has additional complexities when non-symmetric characteristics are studied. We also show an amusing example of a self-similar $f(\cdot)$ for which the flow is successively attracted by two different fixed points as $C_s \to 0$, but never reaches either of them. We find that the flows have additional complexity in nonreciprocal circuits, and we work out several examples of singular circuits involving gyrators.

One can finally say that the physics of our results has to do with the diverging quantum fluctuations of the variables to be eliminated as $C_s \to 0$. This is the complete opposite of the Dirac-Bergmann treatment, in
which these variables have no independent quantum fluctuations, being simply slaved to other variables in the circuit. But while these zero-point fluctuations diverge, the character of these divergences shows three different varieties, giving rise to the three fixed points that we have identified.

The remainder of this paper is organized as follows. In Sec. II we review both the concepts of singular Lagrangians and the application of the Dirac-Bergmann algorithm. Based on two concrete examples, we demonstrate that the results of the systematically applied Dirac-Bergmann algorithm have to be handled with care if the system is supposed to be quantized. In Sec. III we analyse the series combination of a linear inductance and a generic nonlinear inductor, and we provide an expression for the effective replacement of this series combination. In particular, we compare the results obtained from the Dirac-Bergmann algorithm with the limiting case of the low-energy dynamics derived from the Born-Oppenheimer approximation after the inclusion of small parasitic capacitances that lift the singularity of the system. In Sec. IV we revise the frequently used single-phase approximation for the simplified analysis of arrays of Josephson junctions. We show that such a single-phase approximation is akin to the application of the Dirac-Bergmann algorithm although an opposite limit of capacitances is considered. In particular, we provide a leading order correction term to the single-phase approximation due to the finite intrinsic capacitances of the Josephson junctions. In Sec. V we extend our analysis to nonreciprocal circuits, and we illustrate that conventionally used replacement laws for nonreciprocal circuits are not applicable for a quantized description of the system. Finally, we summarize our results and provide a perspective for possible future work in Sec. VI.

II. SINGULAR SUPERCONDUCTING CIRCUITS AND THE DIRAC-BERGMANN ALGORITHM

The theory of circuit quantum electrodynamics \cite{12-15} provides a very powerful tool for the description of superconducting circuits. Generally, it starts with a circuit modeling the electrical network under consideration. With a particular choice of variables, each circuit element usually can be associated with a contribution to the total Lagrangian describing the system. After the assembly of the total Lagrangian, a Legendre transformation converts the Lagrangian formalism to the Hamiltonian formalism, which, in turn, is the starting point for a quantized theory.

However, depending on both the physical precision and the details of the model that describes the system, the Legendre transformation is not always applicable, viz. invertible. Given a Lagrangian \( \mathcal{L}(\{x_i\}, \{\dot{x}_i\}, t) \), which depends on generalized positions \( x_i \), generalized velocities \( \dot{x}_i = dx_i/dt \) and time \( t \), the canonical momenta are defined as \( p_i = \partial \mathcal{L}/\partial \dot{x}_i \) and the corresponding Hamiltonian

\[
H(\{x_i\}, \{p_i\}, t) = \sum_i p_i \dot{x}_i - \mathcal{L}(\{x_i\}, \{\dot{x}_i\}, t) \tag{1}
\]

must be expressed as a function of \( x_i, p_i \) and \( t \). In this process, the correct application of the Legendre transformation requires that every generalized velocity can be expressed as function of the generalized positions, the conjugate momenta and the time, i.e.,

\[
\dot{x}_i = \dot{x}_i(\{x_j\}, \{p_j\}, t). \tag{2}
\]

If it is not possible to obtain such a functional dependence for each generalized velocity, the Lagrangian is said to be singular, and a Legendre transformation is not well-defined and thus not applicable. The terminology arises from the observation that for many physical systems, the Lagrangian contains a kinetic part that is quadratic in the generalized velocities, and solving for the velocities as in Eq. (2) corresponds to the inversion of a quadratic coupling matrix, which is not possible if this matrix is singular \cite{12}.

Accordingly, we refer to a superconducting circuit as singular if it is described by a singular Lagrangian. A singular Lagrangian implies that the physical system that is described has some underlying constraints \cite{24-32} and that the canonical variables \( x_i \) and \( p_j \) within the Hamiltonian description are not independent as assumed for the application of the variational principle. In particular, the classical phase-space variables are no longer necessarily canonical as the constraints restrict the dynamics to a subspace of the entire phase space. We stress that it might depend on the level of details of the system's description and on the choice of variables whether the corresponding Lagrangian is singular or not, as will be seen in examples below.

As elaborated in Refs. \cite{24-32}, a possible strategy to derive a quantized theory on a Hamiltonian level, starting from a singular Lagrangian, is accomplished by determining and classifying the system’s underlying constraints and involves a subsequent reduction of the number of variables, remaining with independent variables only. This, however, is accompanied by a redefinition of the conventional Poisson brackets – defining the Dirac brackets – and hence of the commutator in quantum mechanics as well. In general, this approach, which is known as the Dirac-Bergmann algorithm, can be rather involved, even for seemingly simple systems \cite{13}.

However, as pointed out by Dirac \cite{29}, the arguably simplest class of singular Lagrangians is the one in which one generalized momentum vanishes, say \( p_1 = 0 \), while the corresponding generalized position can be expressed as a function of all the other canonical variables, i.e., \( x_1 = x_1(\{x_i\}_{i \neq 1}, \{q_i\}_{i \neq 1}, t) \). In this case, \( x_1 \) can be substituted in the Hamiltonian such that this degree of freedom can be discarded.

In the remainder of the paper, we focus on this simple class of singular Lagrangians in the setting of circuit
quantization. In this context, the generalized positions are usually taken to be the magnetic fluxes associated to the nodes of the circuit,

$$\phi_i = \int_{t_0}^{t_j} dt' V_i(t'),$$

where $V_i(t')$ is the voltage of the $i$th node with respect to ground $V_0$. For singular superconducting circuits, which are described by a Lagrangian that gives rise to vanishing generalized momenta, a full algebraic application of the Dirac-Bergmann algorithm, leading to a circuit Hamiltonian, is provided in Appendix A. But note that, as detailed later in this paper, we find this Dirac-Bergmann Hamiltonian to be an incorrect description of the circuit dynamics in many cases.

For completeness, the presented general formalism includes the systematic description of nonreciprocal superconducting circuits, i.e., circuits with broken time-reversal symmetry. As we discuss in Sec. IV these circuits naturally constitute a large class of singular circuits, and, with only a few exceptions (e.g., Refs. [16, 45–49]), non-reciprocal circuits are not covered in the conventional literature on circuit quantization.

In order to get familiar with the Dirac-Bergmann algorithm, and to indicate its limitations when applied to superconducting circuits, we analyze two exemplary electrical networks that give rise to singular Lagrangians.

### A. Addition of Linear Inductances in Series

First, we consider an apparently “trivial” example, a series combination of two linear inductances $L_1$ and $L_2$ that is shunted by a capacitance $C$; see Fig. 1a. The two-dimensional Lagrangian of this electrical network,

$$\mathcal{L} = \frac{C\dot{\phi}_c^2}{2} - \frac{(\phi - \phi_c)^2}{2L_1} - \frac{\phi_c^2}{2L_2},$$

Figure 1

is singular because one cannot solve for the generalized velocity $\phi_c$ as function of the generalized positions and momenta. However, since $\phi_c$ does not appear in the Lagrangian, we find that the corresponding generalized conjugate momentum vanishes, i.e., $Q_c = \partial \mathcal{L} / \partial \dot{\phi}_c = 0$. Exploiting the classical Euler-Lagrange equation of motion for the $\phi_c$-degree of freedom,

$$0 = \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{\phi}_c} \right) - \frac{\partial \mathcal{L}}{\partial \phi_c},$$

we find the holonomic constraint

$$\phi_c = \frac{L_2}{L_1 + L_2} \phi,$$

which essentially is Kirchhoff’s current conservation law at the node $\phi_c$. Inserting this expression in the Lagrangian in Eq. (4) renders it one-dimensional and regular,

$$\mathcal{L} = \frac{C\dot{\phi}_c^2}{2} - \frac{\phi_c^2}{2L},$$

with the total inductance $L = L_1 + L_2$. Thus, the elimination of the constrained variable $\phi_c$ reproduces what one would expect, the addition of two inductances in a series connection. This shows that the circuit in Fig. 1a is effectively equivalent to an ordinary LC resonator; see Fig. 1b. Finally, defining the conjugate charge $Q = \partial \mathcal{L} / \partial \phi_c = C\phi_c$, the Legendre transformation is applicable and results in the harmonic-oscillator Hamiltonian,

$$H = \frac{Q^2}{2C} + \frac{\phi_c^2}{2L},$$

which is quantized by imposing the canonical commutation relation $[\phi, Q] = i\hbar$.

This analysis demonstrates the application of the Dirac-Bergmann algorithm for a simple linear system, and the resulting total inductance $L$ agrees with the well-known series-combination formula. If, however, the system is not linear, the Dirac-Bergmann algorithm will possibly result in a bizarre description of the dynamics. In the following, we highlight emerging inconsistencies in the Dirac-Bergmann algorithm by replacing one of the linear inductances with a nonlinear inductor – specifically, a Josephson junction.

### B. Addition of a Linear and a Nonlinear Inductor in Series

In the previous subsection, we considered a system with a constraint in the form of a one-to-one functional dependence between variables; see Eq. (6). However, the effective description of singular electrical networks might involve constraints of a different type as well. In this subsection, we demonstrate the possible emergence of multi-valued constraints. In particular, we consider a series
combination of a linear inductance \( L \) and a generic nonlinear inductor that is shunted by a capacitance \( C \); see Fig. 1c.

The Lagrangian of the electrical network,
\[
\mathcal{L} = \frac{C}{2} \dot{\phi}^2 - \frac{(\phi - \phi_c)^2}{2L} - U_{nl}(\phi_c),
\]
in which \( U_{nl}(\phi_c) \) describes the nonlinear inductor, is singular because it does not contain the generalized velocity \( \dot{\phi}_c \), and, as a consequence, the associated generalized momentum vanishes. Following the scheme that we present in Appendix A the Dirac-Bergmann algorithm effectively reduces to an evaluation of the classical Euler-Lagrange equation of motion, i.e., Kirchhoff’s law of current conservation, for the \( \phi_c \)-degree of freedom in order to eliminate it. Thus, setting the current through the linear inductor equal to that through the nonlinear one, we find the constraint
\[
\phi = \phi_c + L U'_{nl}(\phi_c),
\]
which must be inverted in order to obtain the functional dependence \( \phi_c(\phi) \). Then, after eliminating the constrained variable \( \phi_c \) in the Lagrangian, the series combination of both the inductors can be replaced by an effective inductor that is described by the effective potential
\[
U_{\text{eff}}(\phi) = \frac{(\phi - \phi_c(\phi))^2}{2L} + U_{nl}(\phi_c(\phi)).
\]
By construction, the resulting Hamiltonian of the initially singular system,
\[
H_s = \frac{\mathcal{L}^2}{2C} + U_{\text{eff}}(\phi),
\]
depends on one pair of conjugate variables only. However, as we show in the following, both the classical Hamiltonian description of the system as well as its quantization is not always straightforward.

To this end, we specify the nonlinear inductor as a Josephson junction with Josephson energy \( E_J \), i.e., we set \( U_{nl}(\phi_c) = -E_J \cos(2\pi\phi_c/\Phi_0) \). The corresponding total circuit is shown in Fig. 2a. After introducing the rescaled phase variables \( \varphi = 2\pi\phi/\Phi_0 \), \( \varphi_c = 2\pi\phi_c/\Phi_0 \) and the screening parameter \( \beta = LE_J (2\pi/\Phi_0)^2 \) [50], Eq. (10) reduces to Kepler’s transcendental equation [51]
\[
\varphi = \varphi_c + \beta \sin(\varphi_c),
\]
which can be inverted numerically in order to solve for the constrained variable \( \varphi_c \equiv \varphi_c(\varphi) \). Note that for \( \beta \leq 1 \), the right-hand side of Eq. (13) is strictly monotonically increasing as \( \varphi_c \) increases. However, for \( \beta > 1 \), it can be separated into infinitely many regimes in which it is either monotonically increasing or decreasing, respectively; see Fig. 2c.

As a result, for \( \beta \leq 1 \), the constrained variable \( \varphi_c \) is a well-defined single-valued function of \( \varphi \), whereas it is multi-valued for \( \beta > 1 \). In the latter case, for a given value of \( \varphi \), there might exist several values of \( \varphi_c \) satisfying the constraint in Eq. (13). Consequently, while the effective potential \( U_{\text{eff}}(\varphi) \) [cf. Eq. (11)] can be single-valued, it can also be multi-valued, depending on the value of \( \beta \) [52]; see Fig. 2c.

In the single-valued case \( (\beta \leq 1) \), the Hamiltonian \( H_s \) in Eq. (12) is a mathematically well-defined function of a pair of two conjugate variables, and it can be used in the usual way to describe the dynamics of the system [55]. In particular, a quantized description is obtained by promoting the canonical variables to operators and imposing the canonical commutation relation \( [\phi, Q] = i\hbar \).

In contrast, in the multi-valued case \( (\beta > 1) \), the alternative might be to describe the system by a so-called branched Hamiltonian [33,34]; but both the classical as well as the quantum description become subtle.
Branched Hamiltonians emerge in various other contexts outside of electrical network theory, e.g., in extensions of Einstein’s theory of gravitation \[53\] or in effective models of systems with finite response times \[54\]. All branched Hamiltonians have in common that the system is not uniquely described by its phase-space coordinates; one requires further information to determine the state of the system. As a consequence, the classical motion of the system might not be predictable for a given set of initial variables \[55\].

Although most branched Hamiltonians in the literature are multi-valued in the generalized momentum \[55\], the multi-valuedness can be transferred to the generalized position by a canonical (Fourier) transformation \[54\]. Classically, such systems can give rise to a non-continuous velocity as a function of time \[33\], \[56\], or can even exhibit a non-vanishing velocity in the ground state, and therefore breaking time reversal symmetry as well as time translation symmetry \[53\]–\[56\]. The analysis of such systems comprises the closely related concept of time crystals \[57\]–\[59\].

Generally, it is advisable to avoid the appearance of branched Hamiltonians, if possible. For example, a proposal for the classical treatment of such systems is to manually introduce further coordinates, and to start with a different, higher-dimensional but singular Lagrangian such that the enlarged, constrained phase space contains the phase space of the original system as an unconstrained subspace \[56\]. This approach comes along with the drawback of replacing the conventional Poisson brackets by Dirac brackets, which reveal that the set of chosen phase-space variables is not necessarily canonical. In particular, such variables are not Darboux coordinates, and the phase space does not necessarily provide a symplectic manifold anymore \[56\]. Similarly, one can avoid the description of the circuit in Fig. 2a in terms of a branched Hamiltonian by choosing non-canonical phase-space variables; see Appendix B.

A possible quantization of a general branched Hamiltonian involves the definition of an effective Hamiltonian as a topological combination of the various branch Hamiltonians \[55\]. This approach is exclusively applicable for the quantum description as the effective Hamiltonian is derived via the path integral formalism and classically no unique history of the system is necessarily singled out \[55\]. Alternatively, another possibility to quantize a branched Hamiltonian involves the evaluation of wave functions on the individual branches of the Hamiltonian, which are linked via appropriate boundary conditions \[54\]. This procedure effectively defines a total wave function over an expanded space. Note that such an expansion is required because neither the position, nor the momentum, provides a complete set of commuting observables \[54\], \[55\].

The aim of the present work, however, is not to provide the general description of systems that potentially involve branched Hamiltonians. Instead, focusing on the quantized description of electrical networks, we note that from the point of view of electrostatics, nonzero (“parasitic”) capacitances occur between every node of a physical network \[60\], e.g., those of Josephson junctions, which, in practical realizations, always exist \[61\]. Thus, a more physical description of the system renders the Lagrangian regular, and, within this approach, the physical origin and interpretation of the multi-valuedness becomes clear as the individual branches of the Hamiltonian correspond to classical (meta-)stable points. But the limit of small but finite capacitances throughout the network reveals a qualitative mismatch between the effective dynamics of the system and that obtained from the Dirac-Bergmann algorithm applied to the singular counterpart \[45\].

### III. FAILURE OF THE DIRAC-BERGMANN ALGORITHM

In the previous section, we applied the Dirac-Bergmann algorithm, given in detail in Appendix A to derive the Hamiltonian description of two simple superconducting circuits. For singular circuits with nonlinearities, however, the system’s quantum dynamics resulting from this approach differs from a more appropriate treatment in which the singularities are lifted. In electrical networks, the singularity of the capacitance matrix is lifted by taking into account the small but finite intrinsic (or parasitic) capacitance of one or several network elements in the corresponding branch of the circuit. In this section, we determine in detail the discrepancy mentioned above between the singular and the regular approach, and we classify different types of nonlinearities. Our results justify the conclusion that one should not use Kirchhoff’s current law to eliminate variables in the Lagrangian.

To provide a simple example that demonstrates the failure of the Dirac-Bergmann algorithm when applied to electrical networks, we consider the series combination of a linear inductance \(L\) and a generic nonlinear inductor with intrinsic capacitance \(C’\), all in parallel with a total shunting capacitance \(C\); see Fig. 3.

![FIG. 3. Series combination of a linear inductance \(L\) and a nonlinear inductor (red) in parallel to a shunting capacitance \(C\). The blue branch highlights the intrinsic capacitance \(C’\) of the nonlinear inductor, which we consider to be either vanishingly small (regular case) or absent (singular case).](image)
In the following, we analyze and compare the two cases: 1) absent intrinsic capacitance, $C' = 0$, indicating the application of the Dirac-Bergmann algorithm; 2) extremely small but nonzero intrinsic capacitance, $C' > 0$. In the first case the Lagrangian of the circuit,

$$\mathcal{L} = \frac{C\dot{\phi}^2}{2} + \frac{C'\dot{\phi}_c^2}{2} - \frac{(\phi - \phi_c)^2}{2L} - U_{nl}(\phi_c),$$ \hspace{1cm} (14)

is singular, while in the second case it is regular. In particular, we allow the nonlinear inductor to be a generic flux-controlled inductor that can be modeled via the potential $U_{nl}(\phi_c)$, which we do not further specify at this point.

The treatment of the singular case is already presented in Sec. II B. There, we also discussed the potential ambiguities in the construction of the effective potential $U_{nl}(\phi)$ in Fig. 3. In the remainder of this work, the effective potential of the singular system will serve for a comparison with the limiting behavior of the regular case, which we analyze next.

A. Approaching the Singular Limit – Born-Oppenheimer Analysis

The consideration of nonzero but finite values of $C'$ (see Fig. 3) is motivated by the observation that any physical realization of a network element contains some residual intrinsic or stray capacitance. For $C' > 0$, the Lagrangian in Eq. (14) describing the circuit shown in Fig. 3 is regular, and the Hamiltonian is straightforwardly obtained via an ordinary Legendre transformation, resulting in

$$H_r = \frac{Q^2}{2C'} + \frac{Q^2}{2C} + \frac{(\phi - \phi_c)^2}{2L} + U_{nl}(\phi_c).$$ \hspace{1cm} (15)

Here, $\phi, Q$ and $\phi_c, Q_c$ denote two independent pairs of conjugate variables, and $H_r$ is quantized by imposing the canonical commutation relations $[\phi(\omega), Q(\omega)] = i\hbar$.

In what follows, we compare the Hamiltonian of the regular circuit ($H_r$ for $C' > 0$) with that of the singular one ($H_s$ for $C' = 0$), and thus, we consider the limit of vanishingly small but finite $C'$ in the regular system. We immediately note that $H_r$ is two-dimensional, whereas $H_s$ describes the dynamics of one effective degree of freedom only. The fact that models with different numbers of dynamical variables could describe the same system can be understood by the observation that for $C'/C \ll 1$ the time scales on which the dynamics of $\phi$ and $\phi_c$ change, as mediated by $H_r$, are vastly different.

In light of this, the Born-Oppenheimer approximation will allow us to derive an effective low-energy Hamiltonian as a function of $\phi$ and $Q$ only. To this end, we first solve the stationary Schrödinger equation associated with the fast degree of freedom, $\phi_c$, for fixed values of $\phi$ and $Q$. Thus, we identify the fast part of $H_r$ as

$$H_{\text{fast}} = \frac{Q^2}{2C'} + \frac{(\phi - \phi_c)^2}{2L} + U_{nl}(\phi_c),$$ \hspace{1cm} (16)

and we solve

$$H_{\text{fast}}\psi_{\phi,n}(\phi_c) = E_{\phi,n}\psi_{\phi,n}(\phi_c)$$ \hspace{1cm} (17)

for the eigenstates $\psi_{\phi,n}(\phi_c)$ and the associated eigenenergies $E_{\phi,n}$, which both are labeled by $n \in \mathbb{N}_0$ and parametrized by $\phi$. The ground state energy ($n = 0$) is then considered as an effective low-energy potential for the slow variable, $\phi$, whose dynamics is captured by the effective Hamiltonian

$$H_{r,\text{eff}} = \frac{Q^2}{2C} + U_{BO}(\phi),$$ \hspace{1cm} (18)

with the Born-Oppenheimer potential that we define as

$$U_{BO}(\phi) = E_{\phi,0} - E_{0,0}.$$ \hspace{1cm} (19)

Here, we have chosen the energy offset of $U_{BO}(\phi)$ such that $U_{BO}(0) = 0$ in order to avoid divergent additive constants.

In summary, the Born-Oppenheimer approximation provides an effective Hamiltonian $H_{r,\text{eff}}$ for the regular case ($C' > 0$), which is suitable for a comparison with $H_s$ that is obtained in the singular case ($C' = 0$). Note that the Born-Oppenheimer approximation becomes more accurate the smaller the ratio $C'/C$, which is exactly the regime of interest for the aforementioned comparison.

B. Types of Network Branches Leading to the Failure of the Dirac-Bergmann Algorithm

In the following, we evaluate the Born-Oppenheimer potential for a generic nonlinear inductor. Unless stated otherwise, we generally restrict our considerations to potentials $U_{nl}(\phi_c)$ that are symmetric in $\phi_c$, i.e., $U_{nl}(\phi_c) = U_{nl}(-\phi_c)$, and that do not diverge for $|\phi_c| < \infty$. Furthermore, we assume that the nonlinear inductor can be categorized into one of the following three types, depending on the behavior of its potential for large values of $\phi_c$:

- type 1 (sublinear [66]):
  - $\exists \gamma \in (0, 2) : \lim_{\phi_c \to \pm \infty} U_{nl}(\phi_c)/\phi_c^\gamma = 0$
  - (a) $\gamma \in (0, 2)$, $U_{nl}(\phi_c) = U_{nl}(-\phi_c)$
  - (b) $\gamma \in (0, 1)$, $U_{nl}(\phi_c) \neq U_{nl}(-\phi_c)$

- type 2 (superlinear [66]):
  - $\lim_{\phi_c \to \pm \infty} \phi_c^2/U_{nl}(\phi_c) = 0$

- type L (linear):
  - $\exists \gamma > 0 : \lim_{\phi_c \to \pm \infty} |U_{nl}(\phi_c)/\phi_c^\gamma| = 1/2L$
  - $\exists \gamma = (0, 2) : \lim_{\phi_c \to \pm \infty} |U_{nl}(\phi_c) - \phi_c^2/2L|/\phi_c^\gamma = 0$

Note that not all possible nonlinear inductors can be classified into one of the three types we provide. In Sec. III C, we discuss a nonlinear inductor whose potential does not have a well-defined leading term for large values of $\phi_c$. In Sec. III D, we provide an example
for a nonlinear inductor with an asymmetric potential that is not of type 1(b).

As we show in the following, in the limit $C''/C \to 0$, the dynamics of the regular circuit shown in Fig. 3 strongly depends on which type of nonlinear inductor is considered. In particular, we prove the validity of a perturbative treatment in which, depending on the type of the nonlinear inductor in the circuit in Fig. 3, either the potential of the linear inductor or that of the nonlinear one can be identified as the perturbation to the rest of the Hamiltonian. Finally, for each type of nonlinear inductor, we provide expressions for $U_{\text{BO}}(\phi)$ in the limit of $C''/C \to 0$, and we associate an effective inductor with the Born-Oppenheimer potential in that limit.

1. Effective Potential for Sublinear Inductors (Type 1)

We start with the analysis of nonlinear inductors of type 1. Before analyzing the behaviour of the Born-Oppenheimer potential in the limit of a small intrinsic capacitance $C''$, we provide two helpful lemmas.

**Lemma 1.** Suppose that a nonlinear inductor of type 1 is described by the potential $U_{\text{nl}}(\phi_c)$. Then, for some $\gamma \in (0, 2)$ and all $\phi_c$

$$\forall \beta > 0 \exists M > 0: \quad |U_{\text{nl}}(\phi_c)| \leq \beta |\phi_c|^\gamma + M.$$  

**Proof.** Fix $\beta > 0$ for the remainder of the proof. From the definition of a nonlinear inductor of type 1, it follows that there exists some $\gamma \in (0, 2)$ such that $\lim_{|\phi_c| \to \infty} |U_{\text{nl}}(\phi_c)|/|\phi_c|^\gamma = 0$. Thus, there exists $\tilde{\phi}_c \in \mathbb{R}^+$ such that $|U_{\text{nl}}(\phi_c)| \leq \beta |\phi_c|^\gamma$ for all $|\phi_c| \geq \tilde{\phi}_c$. With $M = \max_{\phi_c \in [-\tilde{\phi}_c, \tilde{\phi}_c]} |U_{\text{nl}}(\phi_c)|$, the inequality $|U_{\text{nl}}(\phi_c)| \leq \beta |\phi_c|^\gamma + M$ holds for all $\phi_c \in \mathbb{R}^+$.

In the next lemma, we introduce a new dynamical variable $y$, in anticipation of the rescaling that will be done in the proof of the upcoming theorem.

**Lemma 2.** Suppose that two Hamiltonians $H_1$ and $H_2$ satisfy $H_2 = H_1 + \delta V(y)$ with $\delta V(y) \geq 0$ for all $y$. Then, the ground state energies of $H_1$ and $H_2$ satisfy $E_0(H_2) \geq E_0(H_1)$.

**Proof.** Let $|\psi\rangle$ be the normalized ground state of $H_2$. Then, with the variational method applied to $H_1$, one obtains for the ground state energy of $H_2$:

$$E_0(H_2) = \langle \psi | H_2 | \psi \rangle = \langle \psi | H_1 | \psi \rangle + |\psi | \delta V(y) |\psi \rangle \geq E_0(H_1).$$

Thus, the ground state energy of $H_2$ is lower-bounded by the ground state energy of $H_1$.

It follows that the ground state energy of a particle in a potential $V_2(y)$, with $y$ being the position variable, is always larger than or equal to the ground state energy of the same particle in a potential $V_1(y)$ if $V_2(y) \geq V_1(y)$ for all values of $y$. Furthermore, suppose that a third Hamiltonian $H_3$ satisfies $H_3 = H_2 + \Delta V(y)$ with $\Delta V(y) \geq 0$. Then, using same reasoning, we obtain the useful “sandwich” $E_0(H_2) \geq E_0(H_3) \geq E_0(H_1)$.

In the following Theorem, we show that for a nonlinear inductor of type 1, the Born-Oppenheimer potential vanishes as $C''/C \to 0$; the nonlinear branch is replaced by an open circuit.

**Theorem 1.** Consider $H_{\text{fast}}$ as defined in Eq. (16) with $U_{\text{nl}}(\phi_c)$ describing a nonlinear inductor of type 1(a). Then, $U_{\text{BO}}(\phi)$ as defined in Eq. (19) satisfies

$$\forall \phi \in \mathbb{R}: \quad \lim_{C'' \to 0} U_{\text{BO}}(\phi) = 0.$$  

The general strategy of the proof is as follows: while all the eigenvalues of $H_{\text{fast}}$ in Eq. (16) diverge like $1/\sqrt{C''}$ as $C'' \to 0$, we note that if this diverging factor is scaled out, the Hamiltonian can be brought into the form of a standard harmonic oscillator plus an additional term that can be considered a perturbation for all potentials $U_{\text{nl}}(\phi_c)$ of type (a). With the use of several auxiliary bounding Hamiltonians, we show that results from analytic perturbation theory can be used (despite the fact that $U_{\text{nl}}(\phi_c)$ may not be analytic in $\phi_c$) to show that the resulting Rayleigh-Schrödinger series is well behaved and absolutely convergent. Evaluation of the appropriate terms in this series gives the result of the theorem.

**Proof.** We introduce the $LC'$-resonator frequency and the flux zero point fluctuation, defined as

$$\omega' \equiv \frac{1}{\sqrt{LC'}}, \quad \Phi_{ZPF} = \sqrt{\hbar} \sqrt{\frac{L}{C'\epsilon}},$$

respectively, and we express $H_{\text{fast}}$ as

$$H_{\text{fast}} = h\omega' \left[ p^2 + (y - \phi_c/\Phi_{ZPF})^2 \right] + \frac{U_{\text{nl}}(y\Phi_{ZPF})}{h\omega'}.\qquad (22)$$

The dimensionless conjugate variables $y$ and $p$ are defined as $y = \phi_c/\Phi_{ZPF}$ and $p = Q \Phi_{ZPF}/h$, and they satisfy the canonical commutation relation $[y, p] = i$.

We define the parameter $\epsilon = 1/\sqrt{\hbar\omega' = \sqrt{L}/\Phi_{ZPF}}$, and we divide out the prefactor in Eq. (22), obtaining

$$\epsilon^2 H_{\text{fast}} = \hbar \omega' \left[ p^2 + (y - \phi_c/\Phi_{ZPF})^2 \right] + \frac{U_{\text{nl}}(y\Phi_{ZPF})}{h\omega'}.\qquad (23)$$

with the dimensionless harmonic-oscillator Hamiltonian

$$H_0 = (p^2 + y^2)/2L.$$ By definition of a type-1 inductor, there exists a parameter $\gamma \in (0, 2)$ such that

$$\lim_{\epsilon \to 0} \epsilon^2 U_{\text{nl}}\left(\sqrt{L}y/\epsilon\right) = 0 \quad \text{for all values of } y.\quad \text{With this property of } U_{\text{nl}}(\phi_c)\text{ in mind, we introduce the auxiliary Hamiltonian}$$

$$\epsilon^2 H_{\text{aux}} = \hbar \omega' \left[ p^2 + \frac{\phi_c^2}{2L} - \frac{\epsilon \phi y}{\sqrt{L}} + \epsilon^2 \gamma U_{\text{nl}}\left(\sqrt{L}y/\epsilon\right)\right],\qquad (25)$$
which generalizes $H_{\text{fast}}$ as it involves a new independent parameter $\alpha$. The fast Hamiltonian is recovered from the auxiliary one by setting $\alpha = \epsilon$ as $H_{\text{aux}} = H_{\text{fast}}$ in that case.

Without loss of generality, we choose $\gamma \in \mathbb{Q}$, and therefore we set $\gamma = p/q$ with $p,q \in \mathbb{N}$ satisfying $2q - p \in \mathbb{N}$. We substitute $\epsilon = \lambda^2$ in the auxiliary Hamiltonian to obtain

$$\lambda^{2q} H_{\text{aux}} = H_0 + \frac{\lambda^{2q} \phi^2}{2L} - \frac{\lambda^4 \phi y}{\sqrt{L}} + \lambda^{2q-p} \alpha \gamma U_{nl}(\sqrt{LY}/\alpha).$$

(26)

The operator domain $D$ of $\lambda^{2q} H_{\text{aux}}$ is independent of $\lambda$, and for each $|\psi\rangle \in D$, $\lambda^{2q} H_{\text{aux}} |\psi\rangle$ is a vector-valued analytic function of $\lambda$. Thus, $\lambda^{2q} H_{\text{aux}}$ is an analytic family in the sense of Kato (in particular, an analytic family of type (A); see p. 16 in Ref. [40]) and the Kato-Rellich theorem applies; see p. 15, Theorem XII.8 in Ref. [40]. It follows that for any values of $\phi$ and $\alpha > 0$ the $n$th eigenenergy $\lambda^{2q} E_{\phi,n}(\lambda,\alpha)$ of $\lambda^{2q} H_{\text{aux}}$ is an analytic function in $\lambda$ with a non-vanishing radius of convergence $\lambda_n(\phi,\alpha)$, i.e., for all $\lambda < \lambda_n(\phi,\alpha)$ we can write the eigenenergy as Rayleigh-Schrödinger series (p. 1 in Ref. [40]):

$$\lambda^{2q} E_{\phi,n}(\lambda,\alpha) = \sum_{k=0}^{\infty} E_{\phi,n}^{(k)}(\alpha) \lambda^k. \quad (27)$$

By construction, and since the auxiliary Hamiltonian in Eq. (26) is a polynomial in $\phi$, the Rayleigh-Schrödinger coefficients $E_{\phi,n}^{(k)}(\alpha)$ are polynomials in $\phi$ of the order $j \leq k/q$.

We have not yet established that the Rayleigh-Schrödinger coefficients are well behaved as $\alpha \to 0$. We now show this for the ground state: consider the pair of new auxiliary Hamiltonians

$$\lambda^{2q} H^\pm = H_0 + \frac{\lambda^{2q} \phi^2}{2L} - \frac{\lambda^4 \phi y}{\sqrt{L}} \pm \lambda^{2q-p} \alpha \gamma M,$$

(28)

with $\beta, M > 0$. Since $\alpha^*$ enters Eq. (25) as the prefactor of the identity operator at the right-hand side, the eigenenergies $\lambda^{2q} E_{\phi,n}^{\pm}(\lambda,\alpha)$ of $\lambda^{2q} H^\pm$ depend linearly on $\alpha^*$. According to Lemma 1, the parameters $\beta$ and $M$ can be chosen such that $|U_{nl}(\phi_c)| \leq |\phi_c|^\gamma + M$, and therefore $\lambda^{2q}(H^+ - H_{\text{aux}}) \geq 0$, $\lambda^{2q}(H_{\text{aux}} - H^-) \geq 0$. Applying Lemma 2 twice gives

$$\lambda^{2q} E_{\phi,0}^-(\lambda,\alpha) \leq \lambda^{2q} E_{\phi,0}(\lambda,\alpha) \leq \lambda^{2q} E_{\phi,0}^+(\lambda,\alpha). \quad (29)$$

Furthermore, it follows from Sturm-Liouville theory and its extensions (p. 719ff in Ref. [67]) that $|\lambda^{2q} E_{\phi,0}(\lambda,\alpha)| < \infty$. Thus, the ground state energy $\lambda^{2q} E_{\phi,0}(\lambda,\alpha)$ remains finite for any $\alpha < \infty$, and, within the radius of convergence, the Rayleigh-Schrödinger coefficients satisfy

$$\lim_{\alpha \to 0} |E_{\phi,0}^{(k)}(\alpha)| < \infty; \text{ thus, these coefficients are guaranteed to be } \text{well behaved}, \text{ including when } \alpha \to 0.$$

Since $\lambda^{2q} H_{\text{aux}}$ is an analytic family of type (A), the radius of convergence of Eq. (27), $\lambda_n(\phi,\alpha)$, can be lower bounded (see p. 379, Remark 2.9 in Ref. [39]) by a function $r_n(\phi,\alpha) > 0$ that remains finite as $\alpha \to 0$ (in fact, it increases monotonically as $\alpha$ decreases; see Appendix C for more details). Thus, there exists $\tilde{\alpha}_0(\phi) > 0$ such that

$$r_0(\phi,\tilde{\alpha}_0(\phi)) = \tilde{\alpha}_0(\phi)^{1/q} = \tilde{\lambda}_0(\phi). \quad (30)$$

It follows that the Rayleigh-Schrödinger series in Eq. (27) converges at least if $\lambda < \tilde{\lambda}_0(\phi)$ and $\alpha < \tilde{\alpha}_0(\phi)$. Thus, for $\lambda < \tilde{\lambda}_0(\phi)$, the ground state energy of $\epsilon^2 H_{\text{fast}}$ is given by Eq. (27) with the substitution $\alpha = \lambda^2$.

Due to the symmetry of $U_{nl}(\phi_c)$ for nonlinear inductors of type 1(a), the eigenenergies $\lambda^{2q} E_{\phi,n}(\lambda,\alpha)$ are symmetric in $\phi$, i.e.,

$$E_{\phi,n}(\lambda,\alpha) = E_{-\phi,n}(\lambda,\alpha) \quad (31)$$

for any values of $\lambda$ and $\alpha > 0$. Thus, the Rayleigh-Schrödinger coefficients $E_{\phi,n}^{(k)}(\alpha)$ must contain only even powers of $\phi$. It follows that $E_{\phi,n}^{(k)}(\alpha) - E_{-\phi,n}^{(k)}(\alpha) = 0$ for $k < 2q$. Thus, the Born-Oppenheimer potential as defined in Eq. (19) can be expressed as

$$U_{BO}(\phi) = E_{\phi,0}(\lambda,\alpha) - E_{0,0}(\lambda,\alpha) \bigg|_{\alpha = \lambda^2} = \sum_{k=0}^{\infty} \left[ E_{\phi,0}^{(2q+k)}(\lambda^2) - E_{0,0}^{(2q+k)}(\lambda^2) \right] \lambda^k. \quad (32)$$

The limit of vanishingly small intrinsic capacitance $C'$ corresponds to the limit $\lambda \to 0$. To analyze $U_{BO}(\phi)$ in this limit, the addition and multiplication rules for limits as well as a straightforward evaluation of $E_{\phi,0}^{(2q)}(\lambda^2)$ yields

$$\lim_{\lambda \to 0} U_{BO}(\phi) = \lim_{\lambda \to 0} \left[ E_{\phi,0}^{(2q)}(\lambda^2) - E_{0,0}^{(2q)}(\lambda^2) \right] = 0. \quad (33)$$

Thus, for any value of $\phi$, the Born-Oppenheimer potential vanishes in the limit $C' \to 0$.

One can lift the restriction that $U_{nl}(\phi_c)$ is symmetric and also obtain a Born-Oppenheimer potential that vanishes in the limit $C' \to 0$ if Eq. (24) is satisfied with $\gamma \in (0,1)$, as the following theorem shows.

**Theorem 2.** Consider $H_{\text{fast}}$ as defined in Eq. (16) with $U_{nl}(\phi_c)$ describing a nonlinear inductor of type 1(b). Then, $U_{BO}(\phi)$ as defined in Eq. (19) satisfies

$$\forall \phi \in \mathbb{R} : \lim_{C' \to 0} U_{BO}(\phi) = 0.$$

Note that in this theorem the potential $U_{nl}(\phi_c)$ need not be symmetric, i.e., $U_{nl}(\phi_c) \neq U_{nl}(-\phi_c)$.

**Proof.** For nonlinear inductors of type 1(b), all arguments in the proof of Theorem 1 remain applicable until Eq. (31) – but the further argument cannot rely on the even parity of the eigenvalues with respect to $\phi$. For $\gamma \in (0,1)$, an explicit and straightforward evaluation of the Rayleigh-Schrödinger coefficients shows that
$E_{\phi,n}^{(k)}(\alpha) - E_{0,n}^{(k)}(\alpha) = 0$ for $k \leq 2q$ [63]. Thus, the Born-Oppenheimer potential can be expressed as in Eq. (62), and Eq. (33) remains valid.

We note that nonlinear inductors of type 1(b) include the large class of nonlinear inductors that are described by a bounded potential, i.e., $|U_{nl}(\phi_c)| \leq M$ for all $\phi_c$ and some $M > 0$. The Josephson junction, the SQUID and the SNAIL are probably the most important representatives of this class of inductors. For example, besides the SNAIL, Josephson junctions with broken time-reversal symmetry, are described by an asymmetric potential $U_{nl}(\phi_c)$; see p. 414 in Ref. [69] and references therein.

To recap, within the framework of the Born-Oppenheimer approximation, which becomes more accurate the smaller the capacitance ratio $C'/C$ is, we have shown that the inductive branch in the circuit in Fig. 3, i.e., the series combination of the linear inductance and the nonlinear branch is replaced by a potential $U_{nl}(\phi_c)$; effectively becomes an open circuit in the limit $C'/C \to 0$.

More information on analytic perturbation theory can be found in Refs. [71][71], supplementing the results we have used directly in our proofs [39][40].

2. Effective Potential for Superlinear Inductors (Type 2)

Next, we consider the Born-Oppenheimer potential for nonlinear inductors of type 2. Here, we focus on nonlinear inductors of type 2 that are described by the following infinite set of potentials:

$$U_{nl}(\phi_c) = \beta |\phi_c|^{\gamma}, \quad \beta > 0, \quad \gamma \in \mathbb{Q}^>^2.$$  (34)

In the following, we show that for a nonlinear inductor of type 2 with a potential of the form of Eq. (34), the Born-Oppenheimer potential approaches the potential of the linear inductance $L$ as $C'/C \to 0$. Thus, in this limit, the nonlinear branch is replaced by a short circuit, meaning that one sets $\phi_c = 0$. To show this, our strategy is to identify the contribution of the linear inductance $L$ in the fast Schrödinger equation in Eq. (17) as a perturbation, the opposite of the type-1 scenario. To this end, we provide the following theorem.

**Theorem 3.** Consider $H_{\text{fast}}$ as defined in Eq. (16) with $U_{nl}(\phi_c)$ as defined in Eq. (34) describing a subset of nonlinear inductors of type 2. Then, $U_{BO}(\phi)$ as defined in Eq. (19) satisfies

$$\forall \phi \in \mathbb{R} : \lim_{C' \to 0} U_{BO}(\phi) = \frac{\phi^2}{2L}.$$  (39)

Proof. We introduce the pair of rescaled conjugate variables $y = C'/\sqrt{2} \phi_c$ and $p = Q_c / C' \sqrt{2}$, satisfying the canonical commutation relation $[y, p] = i\hbar$. The Hamiltonian $H_{\text{fast}}$ expressed in these variables reads

$$H_{\text{fast}} = C' - \frac{y^2}{2} + \beta |y|^\gamma \left( \frac{p^2}{2} + \beta |y|^\gamma \right) + \frac{y^2}{2LC'} + \frac{\phi y}{L} + \frac{\phi^2}{2L}. \quad (35)$$

We define the Hamiltonian $H_0 = y^2/2 + \beta |y|^\gamma$ and the parameter $\epsilon = C'/\sqrt{2}$. Multiplying Eq. (35) with $\epsilon^2$ results in

$$\epsilon^2 H_{\text{fast}} = H_0 + \epsilon^2 - 2y^2 + \epsilon^{-1} \frac{\phi y}{L} + \frac{\phi^2}{2L}. \quad (36)$$

Since $\gamma \in \mathbb{Q}^>^2$, we set $\gamma = p/q$ with $p, q \in \mathbb{N}$ satisfying $p - 2q \in \mathbb{N}$. We substitute $\epsilon = \lambda^2$ in the fast Hamiltonian and obtain

$$\lambda^p H_{\text{fast}} = H_0 + \lambda^{p-2q} y^2 - \lambda^{p-q} \frac{\phi y}{L} + \lambda^p \frac{\phi^2}{2L}, \quad (37)$$

which is an analytic family of type (A) in the sense of Kato. Since the spectrum of $H_0$ is non-degenerate (p. 719ff in Ref. [67]), the Kato-Rellich theorem applies, and the $n$th eigenenergy of $\lambda^n H_{\text{fast}}$ is an analytic function in $\lambda$ with a non-vanishing radius of convergence $\lambda_n(\phi) > 0$, i.e., for all $\lambda < \lambda_n(\phi)$ we can write the eigenenergy as the Rayleigh-Schrödinger series

$$\lambda^p E_{\phi,n}(\lambda) = \sum_{k=0}^{\infty} E_{\phi,n}^{(k)} \lambda^k. \quad (38)$$

For $k < p$, the Rayleigh-Schrödinger coefficients $E_{\phi,n}^{(k)}$ do not depend on $\phi$, and it follows that $E_{\phi,n}^{(k)} - E_{0,n}^{(k)} = 0$ for $k < p$.

Within the radius of convergence, i.e., for $\lambda < \lambda_0(\phi)$, the Born-Oppenheimer potential as defined in Eq. (19) can be expressed as

$$U_{BO}(\phi) = E_{\phi,0}(\lambda) - E_{0,0}(\lambda) = \sum_{k=0}^{\infty} \left[ E_{\phi,n}^{(p+k)} - E_{0,n}^{(p+k)} \right] \lambda^k. \quad (39)$$

The limit of vanishingly small intrinsic capacitance $C'$ corresponds to the limit $\lambda \to 0$. To analyze $U_{BO}(\phi)$ in this limit, the addition and multiplication rules for limits as well as a straightforward evaluation of $E_{\phi,0}^{(p)}$ yield

$$\lim_{\lambda \to 0} U_{BO}(\phi) = E_{\phi,0}^{(p)} - E_{0,0}^{(p)} = \frac{\phi^2}{2L}. \quad (40)$$

Thus, for any value of $\phi$, the Born-Oppenheimer potential approaches the potential of the linear inductance $L$ in the limit $C' \to 0$. To recap, within the framework of the Born-Oppenheimer approximation, which becomes more accurate the smaller the capacitance ratio $C'/C$ is, we have shown that the inductive branch in the circuit in Fig. 3, i.e., the series combination of the linear inductance and
the type-2 nonlinear inductor described by the potential in Eq. (34) (including its intrinsic capacitance) is effectively replaced by a linear inductance $L$ connecting the $\phi$-node to ground as $C'/C \to 0$; i.e., the nonlinear inductor and its intrinsic capacitance are effectively replaced by a short circuit between the nodes $\phi_c$ and ground.

At this point, we do not attempt to provide a general proof, but we conjecture that Theorem 3 holds for any generic nonlinear inductor of type 2 and is not restricted to potentials of the form of Eq. (34).

### 3. Effective Potential for Type-L Inductors

Next, we analyze nonlinear inductors of type L. Note that an inductor of type L is not in general linear, but it is clear from the definition that its potential is the sum of that of a linear inductance $\Sigma$ with that of a nonlinear inductor, with a potential $U_{nl}(\phi_c) - \phi_c^2/2\Sigma$; that is of type 1. In other words, the type-L inductor can always be represented as the parallel combination of a linear inductance and a nonlinear inductor of type 1. This equivalence will be useful later.

In the following, we show that for a nonlinear inductor of type L, the Born-Oppenheimer potential approaches the potential of a total linear inductance $L + \Sigma$ as $C'/C \to 0$. Thus, in this limit, the nonlinear branch is replaced by a linear inductance $\Sigma$, and the node $\phi_c$ is removed by adding the linear inductances $L$ and $\Sigma$ in a series connection, resulting in a total inductance $L + \Sigma$ between the nodes $\phi$ and ground.

To this show, we combine ideas of the proofs of Theorem 1 and Theorem 3. In particular, with regard to the fast Hamiltonian in Eq. (16), we split the potential of the type-L inductor into two parts, with one part rescaling the underlying harmonic-oscillator Hamiltonian, while the other part is identified as contribution to the perturbation of that system. This analysis results in the following theorem.

**Theorem 4.** Consider $H_{fast}$ as defined in Eq. (16) with $U_{nl}(\phi_c)$ describing a nonlinear inductor of type L. Then, $U_{BO}(\phi)$ as defined in Eq. (41) satisfies

$$\forall \phi \in \mathbb{R} : \lim_{C' \to 0} U_{BO}(\phi) = \frac{\phi^2}{2(L + \Sigma)},$$

with $\Sigma = \lim_{\phi_c \to \infty} \phi_c^2/2U_{nl}(\phi_c) > 0$.

**Proof.** It follows from the definition of a type-L nonlinear inductor that there exists a constant $\Sigma > 0$ such that its potential can be written as

$$U_{nl}(\phi_c) = \frac{\phi_c^2}{2\Sigma} + U_{l1}(\phi_c),$$

where $U_{l1}(\phi_c)$ describes a nonlinear inductor of type 1. We define the effective parallel combination inductance $l$ and the characteristic flux scale $\Phi$ as

$$l = \frac{L\Sigma}{L + \Sigma}, \quad \Phi = \sqrt{\hbar} \sqrt{\frac{l}{C'}},$$

respectively. We further introduce the dimensionless conjugate variables $y = \phi_c/\Phi$ and $p = Q_1\Phi/h$ satisfying the canonical commutation relation $[y, p] = i$.

With $\epsilon = \sqrt{l}/\Phi$ and $H_0 = (p^2 + y^2)/2$, the fast Hamiltonian in Eq. (16) can be expressed as [cf. Eq. (34)]

$$\epsilon^2 H_{fast} = H_0 + \epsilon^2 \frac{\phi_c^2}{L} - \epsilon \sqrt{l} y \phi_c + \epsilon^2 U_{l1} \left( \sqrt{y}/\epsilon \right).$$

For the remainder of this proof, all arguments in the proof of Theorem 1 for nonlinear inductors of type 1 remain applicable until Eq. (33). In particular, the Born-Oppenheimer potential can be expressed as in Eq. (32). However, as opposed to type-1 nonlinear inductors, here, a straightforward evaluation of $E_{nl}^{(2q)}(\lambda^q)$ yields

$$\lim_{\lambda \to 0} U_{BO}(\phi) = \lim_{\lambda \to 0} \left[ E_{0,0}^{(2q)}(\lambda^q) - E_{0,0}^{(2q)}(\lambda^q) \right] = \frac{\phi_c^2}{2(L + \Sigma)}.$$  \hspace{1cm} (44)

Thus, for any value of $\phi$, the Born-Oppenheimer potential approaches the potential of a linear inductance $L + \Sigma$ in the limit $C' \to 0$.

To recap, within the framework of the Born-Oppenheimer approximation, which becomes more accurate the smaller the capacitance ratio $C'/C$ is, we have shown that the inductive branch in the circuit in Fig. 3, i.e., the series combination of the linear inductance and the generic nonlinear inductor of type L (including its intrinsic capacitance), is effectively replaced by a linear inductance $L + \Sigma$ connecting the $\phi$-node to ground as $C'/C \to 0$.

### C. A Pathological Potential

Not all series combinations of a linear inductance and a nonlinear inductor (cf. Fig. 3) necessarily have a well-defined effective limiting behavior as the internal capacitance vanishes. To illustrate the potentially ambiguous limit, we analyze a pathological example of a nonlinear inductor with a potential energy that cannot be classified as falling into one of our categories.

First, we focus on an isolated nonlinear inductor accompanied by its internal shunting capacitance. Working with dimensionless variables, the Hamiltonian of this system can be written as

$$H = \frac{p_y^2}{2m} + U_{nl}(y),$$

in which $m$ denotes the rescaled shunting capacitance. The rescaled canonical variables satisfy the dimensionless commutation relation $[y, p_y] = 1$.
FIG. 4. Pathological potential $U_{nl}(y)$ in Eq. (46) (blue) together with the ground state wave function of the Hamiltonian in Eq. (45) for $m = 10^{-4}$ (red) and $m = 1$ (green). Different choices of $m$ correspond to different values of the internal shunting capacitance. For $m = 10^{-4}$, the ground state wave function of the potential $y^4/10^4$ is shown for comparison (black dashed lines for both wave function and potential). For better visibility, all wave functions are scaled by a factor $10$ and shifted by their corresponding ground state energies.

The ground state energy $E_0$ of the fast part of $H_r$ [cf. Eq. (49)] for a fixed value $x = 0$ as a function of $1/m$ (blue). For certain regimes of $m$, $E_0$ is well approximated by the ground state energy corresponding to a purely quartic potential (indicated with black lines). On large scales of $m$, however, $E_0$ follows the ‘global trend’ of the ground state energy corresponding to a purely quadratic potential (red).

Next, we embed such a nonlinear inductor in the circuit shown in Fig. 3. We choose the linear inductance such that the total system is described by the Hamiltonian [cf. Eq. (15)]

$$H_r = \frac{p_x^2}{2M} + \frac{p_y^2}{2m} + U_{nl}(y) + \frac{(y-x)^2}{10},$$

in which $M$ is the rescaled outer capacitance, and $x$ and $y$ can be interpreted as slow and fast variables, respectively. The ground state energy $E_0$ of the fast part of $H_r$ [cf.
is shown in Fig. 6 for \( x = 0 \). For the special choice \( x = 0 \), the total potential entering \( H_{\text{fast}} \) remains self-similar in \( y \). As a consequence, \( E_0 \) scales linearly by \( 10^4 \) as \( 1/m \) is scaled by a factor \( 10^8 \). For certain regimes of \( m \), the ground state energy is well approximated by that of a bare quartic potential; see black lines in Fig. 6.

However, if the mass \( m \) is considered over several orders of magnitude, \( E_0 \) follows the ‘global trend’ given by the ground state energy corresponding to that of a quadratic potential; see red line in Fig. 6.

For fixed values of \( m \), we use the ground state energy of \( H_{\text{fast}} \) at \( x = 0 \) to shift the Born-Oppenheimer potential such that \( U_{\text{BO}}(0) = 0 \). The Born-Oppenheimer potential \( U_{\text{BO}}(x) \) for the specific choice \( x = 10 \) is shown in Fig. 7 as a function of \( 1/m \). As before, we note that for certain regimes of \( m \), the Born-Oppenheimer potential associated with \( U_{\text{nl}}(y) \) in Eq. (46) is well approximated by that corresponding to a nonlinear inductor that is described by a purely quartic potential \( \propto \phi^4 \); see black curves in Fig. 7. In fact, recall that for nonlinear inductors of type 2 (to which quartic potentials belong) the Born-Oppenheimer potential approaches the value of \( x^2/10 \) [cf. Theorem 3] in the limit of \( m \to 0 \). However, such a convergence is not observed for \( U_{\text{BO}}(x) \) involving \( U_{\text{nl}}(y) \) in Eq. (46) as this potential does not describe a nonlinear inductor of type 2.

In order to analyze the behavior of \( U_{\text{BO}}(x) \) for small values of \( m \), we note that \( H_{\text{fast}} \) in Eq. (49) corresponding to \( m \) and \( x \) relates to that corresponding to \( m' = 10^{-8}m \) and \( x' = 10^2x \). In particular, we find that \( H_{\text{fast}} = 10^4H_{\text{fast}} \). As a consequence, for small enough values of \( m \), nonzero values of \( x \) can be incorporated with second order perturbation theory (red dashed line in Fig. 7), which in fact becomes more precise as \( m \) becomes smaller. As a result, we find that (up to small corrections) \( U_{\text{BO}}(x) \) is periodic in \( \log(1/m) \) for small values of \( m \).

In total, the nonlinear inductor described by the pathological potential in Eq. (46) exemplifies that not every series combination of inductances gives rise to a well defined single effective inductance as the internal capacitance vanishes. In particular, we conclude that if one cannot classify a nonlinear inductor at hand by means of the results presented in Secs. III B 1 to III B 3 one is required to know the particular value of its internal capacitance in order to derive a reliable one-mode replacement.

### D. An Asymmetric Potential

The following shows that the result of Theorem 2 is tight: the Born-Oppenheimer potential does not vanish for a linear, asymmetric inductive potential. We provide the Born-Oppenheimer analysis for this simple asymmetric example: we consider the piecewise linear potential

\[
U_{\text{nl}}(\phi_c) = b[1 + a\Theta(\phi_c)]|\phi_c|, \quad b > 0, \quad (50)
\]

in which \( a > 0 \) tunes the asymmetry. Here, \( b \) is some arbitrary positive prefactor, and \( \Theta(\phi_c) \) denotes the Heaviside step function. Despite the asymmetry of \( U_{\text{nl}}(\phi_c) \), the fact that \( \lim_{\phi_c \to \pm \infty} U_{\text{nl}}(\phi_c)/\phi_c^2 = 0 \) allows the Born-Oppenheimer potential following the steps in the proof of Theorem 1 (cf. Sec. III B 1) in particular, recall that the zero-point fluctuation \( \Phi_{\text{ZPF}} \) as defined in Eq. (21) diverges as the intrinsic capacitance \( C \) vanishes. Thus, we proceed by treating \( U_{\text{nl}}(\phi_c) \) in Eq. (50) as part of a perturbation around the harmonic-oscillator Hamiltonian: expanding the Born-Oppenheimer potential in powers of \( 1/\Phi_{\text{ZPF}} \) yields

\[
U_{\text{BO}}(\phi) = \frac{ab\Phi}{2} + \frac{(2 + a)bo^2 - a(2 + a)b^2L\phi}{2\sqrt{\Phi_{\text{ZPF}}}}, \quad (51)
\]

where we omit terms of the order \( O(1/\Phi_{\text{ZPF}}^2) \). We observe that \( U_{\text{BO}}(\phi) \) does not vanish as \( 1/\Phi_{\text{ZPF}} \to 0 \) if the asymmetric case \( a \neq 0 \) is considered. To interpret this result, we rewrite \( U_{\text{BO}}(\phi) \) in Eq. (51) in normal form,

\[
U_{\text{BO}}(\phi) = \frac{(2 + a)bL}{2\sqrt{\Phi_{\text{ZPF}}}} \left[ \phi + a \frac{\sqrt{\Phi_{\text{ZPF}}}}{2 + a} bL \right]^2, \quad (52)
\]

in which we dropped an additive constant that does not depend on \( \phi \). Thus, if no further network element besides the shunting capacitance \( C \) is attached to the node flux \( \phi \) (see Fig. 3), the slow degree of freedom of the system is well approximated by \( H_{\text{eff}} \) in Eq. (18), and its ground state wave function is a Gaussian whose center position

![FIG. 7. Born-Oppenheimer potential \( U_{\text{BO}}(x) \) evaluated at \( x = 10 \) as a function of \( 1/m \) (blue). The red dashed line, showing the result of the second order perturbation theory in \( x \), is periodic in \( \log(1/m) \); see main text. For nonlinear inductors of type 2, \( U_{\text{BO}}(10) \) approaches the value of 10 in the limit of \( m \to 0 \) (gray dashed line). For comparison, black lines show the Born-Oppenheimer potential at \( x = 10 \) with a nonlinear inductor that is described by a purely quartic potential (dashed: \( y^4/10^4 \), dotted: \( y^4/10^8 \)).](attachment:fig7.png)
Typically, SNAILs are embedded into larger electrical networks in order to provide nonlinearity in the form of effective nonlinear inductors, or for the amplification of signals. In any case, the internal degrees of freedom of the SNAIL (here $\phi$) are commonly discarded such that it can be considered to be an element of one degree of freedom only (here $\phi_1$). This simplification is known as the single-phase approximation.

We introduce the dimensionless parameters $k_i = C_i/C$ that relate the intrinsic capacitances $C_i$ of the Josephson junctions to the large capacitance $C$ of the shunt. In the following model, we consider all the intrinsic capacitances of the Josephson junctions to be finite, i.e., $k_i > 0$. As a consequence, every branch of a SNAIL network such as shown in Fig. 8 contains at least one capacitor, and the capacitance matrix

$$C = \begin{pmatrix} 1 + k_1 + k_3 & -k_3 \\ -k_3 & k_2 + k_3 \end{pmatrix}.$$  \hfill (54)

is invertible. Thus, the circuit is regular and the corresponding Hamiltonian is straightforwardly obtained as

$$H = 4E_C n^T C^{-1} n + U(\phi)$$  \hfill (55)

with the charging energy $E_C = e^2/2C$, and the vector notation is $\phi = (\phi_1, \phi_2)^T$, $n = (n_1, n_2)^T$. The Josephson junctions constitute the total potential energy

$$U(\phi) = -E_{J,1} \cos(\phi_1) - E_{J,2} \cos(\phi_2) - E_{J,3} \cos(\phi_1 - \phi_2 + \Phi),$$  \hfill (56)

in which $\Phi = \Phi^{ext}/\Phi_0$ is the rescaled external magnetic flux through the loop formed by the Josephson junctions. Similarly, the chosen variables $\phi_i$ and $n_j$ are dimensionless, and the system is quantized by imposing the usual commutation relations $[\phi_i, n_j] = i\delta_{ij}$.

In order to proceed, we diagonalize the kinetic term of the Hamiltonian in Eq. (55). As we will see, in the limit of small intrinsic capacitances ($k_i \ll 1$), this diagonalization clearly separates the dynamics of the system into a fast variable and a slow one. In principle, such a decoupling can be achieved by means of several different variable transformations. Here, we define the canonical (but non-orthogonal) variable transformation obtained from a Cholesky decomposition:

$$p = A^{-1} n, \quad x = A^T \phi, \quad A = \begin{pmatrix} 1 & -k_3 \\ 0 & k_2 + k_3 \end{pmatrix},$$  \hfill (57)

which transforms the Hamiltonian of the system to

$$H = 4E_C(d_1 p_1^2 + d_2 p_2^2) + U(x_1, x_2)$$  \hfill (58)

with the diagonal kinetic matrix elements

$$d_1 = \frac{k_2 + k_3}{k_2 + k_3 + k_1 k_2 + k_2 k_3 + k_3 k_1}, \quad d_2 = \frac{1}{k_2 + k_3}.$$  \hfill (59)

FIG. 8. Capacitively shunted SNAIL with $N = 2$ large Josephson junctions. The external magnetic flux $\Phi$ pierces the loop formed by the Josephson junctions.
and the total potential energy $U(x_1, x_2)$ in terms of the new position-like variables $x_1$ and $x_2$,

$$U(x_1, x_2) = -E_{J,1} \cos(x_1) - E_{J,2} \cos\left(\frac{k_3}{k_2 + k_3} x_1 + x_2\right) - E_{J,3} \cos\left(\frac{k_2}{k_2 + k_3} x_1 - x_2 + \Phi\right).$$  \hfill (60)

Note that, per construction, the variable transformation in Eq. (57) ensures that $[x_i, p_j] = i \hbar \delta_{ij}$ and $x_1 = \phi_1$. The latter property will be crucial for the single-phase approximation of the SNAIL if it is coupled inductively to the quantum circuit in Fig. 8 as it discards the dynamics of the slow internal degree of freedom.

In the following, we analyze the limit of small intrinsic capacitances, i.e., $k_i \ll 1$. In that limit, we find that $d_0 \gg d_1$ such that the dynamics in the $x_2$-direction becomes much faster than that in the $x_1$-direction. As elaborated in Sec. IV C such different time scales for the dynamics in the two directions make the Born-Oppenheimer approximation applicable. Thus, we first solve the Schrödinger equation for the fast variable $x_2$, keeping the slow variable $x_1$ as a fixed parameter. To further simplify the analysis, the following calculations will be carried out for a symmetric SNAIL, i.e., for the remainder of this section, we focus on the special case of $k_2 = k_3$ and $E_{J,2} = E_{J,3}$.

### A. Classical Approach

Instead of solving the fast Schrödinger equation for its quantum mechanical ground state energy, it has been typical to focus on the classical minimal energy of $U(x_1, x_2)$ in the $x_2$-direction for fixed values of $x_1$. As illustrated in Sec. II, this simplification corresponds to the singular case ($k_2 = 0$), in which quantum fluctuations in $\phi_2$ are assumed to be absent, and the Dirac-Bergmann algorithm has to be applied in order to obtain the Hamiltonian. However, for the regular case ($k_2 > 0$), this classical approach is a good approximation only if the eigenfunction is well localized in $x_2$, which is true if all the individual Josephson junctions in the array are deeply in the transmon regime, $E_C/k_2 E_{J,2} \ll 1$. Note that these two conditions on $k_2$ are not automatically compatible and need to be examined individually for each given set of circuit parameters; see also Appendix A in Ref. [21].

For the symmetric SNAIL and a fixed value of $x_1$, the condition for a minimal potential [Eq. (56)] in the fast direction evaluates to $x_2 = \Phi/2$. Inserting this value for $x_2$ in $U(x_1, x_2)$ results in an effective one-dimensional potential for the slow $x_1$-variable, namely

$$U^{cl}_{BO}(x_1) = -E_{J,1} \cos(x_1) - 2E_{J,2} \cos\left(\frac{x_1 + \Phi}{2}\right).$$  \hfill (61)

This classically obtained Born-Oppenheimer potential is known as the single-phase approximation and simplifies the circuit in Fig. 8 as it discards the dynamics of the slow internal degree of freedom.

However, note that $U(x_1, x_2)$ is minimal in the fast direction at $x_2 = \Phi/2$ only if $|x_1 + \Phi| < \pi$ (discarding the periodicity). In particular, for $x_1 = \pi - \Phi$, we find that $U(\pi - \Phi, x_2)$ does not depend on $x_2$, and thus $x_2$ is not unambiguously a fast variable compared to $x_1$, which might have consequences for the validity of the Born-Oppenheimer approximation. For this reason, one must also require the wave function in $x_1$ to be localized “far enough away” from these critical points. Keeping this potential breakdown of the Born-Oppenheimer approximation in mind, we proceed with the analysis of finite but small quantum fluctuations in the fast variable $x_2$.

### B. Harmonic Oscillator Approach

In order to obtain a more accurate approximation for the Born-Oppenheimer potential than that in Eq. (61), we expand the potential $U(x_1, x_2)$ up to second order in $x_2$ around its minimum in the fast direction,

$$U(x_1, x_2) = U_{BO}^{cl}(x_1) + E_{J,2} \cos\left(\frac{x_1 + \Phi}{2}\right) \left(x_2 - \frac{\Phi}{2}\right)^2,$$  \hfill (62)

and we omit terms of the order $O[(x_2 - \Phi/2)^3]$. Then, the ground state energy of the resulting harmonic oscillator in the $x_2$-direction is taken to define the effective Born-Oppenheimer potential for $x_1$,

$$U_{BO}^{h.o.}(x_1) = U_{BO}^{cl}(x_1) + \sqrt{\frac{2}{k_2}} E_C E_{J,2} \cos\left(\frac{x_1 + \Phi}{2}\right).$$  \hfill (63)

As in the purely classical approach, the harmonic approximation is valid only if the wave function is well-localized in $x_2$, i.e., if $E_C/k_2 E_{J,2} \ll 1$ (the transmon limit mentioned above). Also, we again require $|x_1 + \phi| < \pi$ (discarding the periodicity) in order to expand around an actual minimum and not around a maximum. Equation (63) already improves the classical Born-Oppenheimer potential as the additional correction term takes account of the zero point energy due to finite quantum fluctuations.

The result for $U_{BO}^{h.o.}(x_1)$ can be used to improve the classical Born-Oppenheimer potential by renormalizing the Josephson energy $E_{J,2}$ instead of adding a correction term. To this end, we note that the second order Maclaurin polynomial of both the functions $2\sqrt{\cos(\epsilon)}$ and $\cos(\epsilon) + 1$ coincide. Therefore, after dropping a constant shift in energy, we approximate $U_{BO}^{h.o.}(x_1)$ as

$$U_{BO}^{h.o.}(x_1) \approx U_{BO}^{cl}(x_1) + \sqrt{\frac{1}{2k_2}} E_C E_{J,2} \cos\left(\frac{x_1 + \Phi}{2}\right).$$  \hfill (64)
Finally, this approximation is used to identify the renormalized Josephson energy
\[ \tilde{E}_{J,2} = E_{J,2} \left( 1 - \frac{1}{2} \sqrt{\frac{1}{2k_2 E_{J,2}}} \right) \] (65)
such that \( \tilde{U}_{BO}^{\nu_1}(x_1) \approx \tilde{U}^{\nu_1}(x_1) \) with
\[ \tilde{U}_{BO}^{\nu_1}(x_1) = -E_{J,1} \cos(x_1) - 2\tilde{E}_{J,2} \cos \left( \frac{x_1 + \Phi}{2} \right). \] (66)

We conclude the analysis of small finite quantum fluctuations of the internal degrees of freedom in the SNAIL with the remark that a similar renormalization of the Josephson energy was reported in Ref. [76]. There, an effective single-mode theory for the fluxonium qubit is derived that incorporates possible capacitances to ground as well as disorder in the circuit elements. Specializing to a symmetric SNAIL with \( N = 2 \) Josephson junctions in the array, the reported renormalization coincides with Eq. (65) up to leading order in \( \sqrt{E_C/k_2 E_{J,2}} \ll 1 \).

C. Limit of Small Internal Capacitances

Both the Born-Oppenheimer potential based on the classical minimal energy (Sec. [IV A]) and that based on the harmonic-oscillator approximation (Sec. [IV B]) require the wave function to be localized at or close to the minimum in the fast \( x_2 \)-direction, respectively. As discussed, this requirement is fulfilled if \( E_C/k_2 E_{J,2} \ll 1 \). For intermediate values, \( E_C/k_2 E_{J,2} \approx 1 \), quantum fluctuations in \( x_2 \) are too large to allow for a quadratic expansion of the potential. In that case, one must solve the fast part of the Schrödinger equation numerically or attempt to find an (approximate) analytic solution.

However, for vanishingly small but finite internal capacitances, \( E_C/k_2 E_{J,2} \gg 1 \), quantum fluctuations in \( x_2 \) dominate the eigenenergies of the fast Schrödinger equation. In the following, we compare this limit with the singular case \( (k_2 = 0) \) according to the Dirac-Bergmann algorithm. We expect the wave function to be widely extended, and therefore we first analyze its boundary conditions. Given the initial flux variables \( \phi_1 \) and \( \phi_2 \), the boundary conditions on the full two-dimensional wave function \( \Psi(\phi_1, \phi_2) \) read [77]

\[ \Psi(\phi_1 + 2\pi, \phi_2) = e^{i2\pi \nu_1} \Psi(\phi_1, \phi_2), \] (67a)
\[ \Psi(\phi_1, \phi_2 + 2\pi) = e^{i2\pi \nu_2} \Psi(\phi_1, \phi_2). \] (67b)

Here, \( \nu_1 \) and \( \nu_2 \) take account of possible offset charges on the superconducting islands of the network in Fig. 8. However, we want to evaluate the wave function in the \( x_1-x_2 \)-representation, and the non-orthogonal variable transformation in Eq. (57) imposes “spiral” boundary conditions on \( \Psi(x_1, x_2) \), namely

\[ \Psi(x_1 + 2\pi, x_2 - \pi) = e^{i2\pi \nu_1} \Psi(x_1, x_2), \] (68a)
\[ \Psi(x_1, x_2 + 2\pi) = e^{i2\pi \nu_2} \Psi(x_1, x_2). \] (68b)

The Born-Oppenheimer approximation assumes that the total wave function factorizes,
\[ \Psi(x_1, x_2) = \chi(x_1) \psi_{x_2}(x_2), \] (69)
where the individual factors describe the fast and the slow degree of freedom, respectively. In particular, \( \psi_{x_2}(x_2) \) solves the fast part of the Schrödinger equation in which \( x_1 \) is treated as a fixed parameter. The resulting eigenenergy – the Born-Oppenheimer potential – is then used as the potential for the effective slow part of the Schrödinger equation, which is solved by \( \chi(x_1) \).

In the limit of vanishingly small internal capacitances, a convenient basis for solving the fast Schrödinger equation is set up by the plane waves
\[ u_n(x_2) = \frac{1}{\sqrt{2\pi}} e^{i(\nu_2 + n)x_2}, \quad n \in \mathbb{Z}, \] (70)
as they comply with the boundary conditions in Eq. (68) and already diagonalize the kinetic term of the fast Hamiltonian,
\[ \langle u_m | 4E_C d_2 p_2^2 | u_n \rangle = 4E_C d_2 (\nu_2 + n)^2 \delta_{m,n}. \] (71)

Furthermore, the potential energy \( U(x_1, x_2) \) is tridiagonal in that basis. In particular, using the notation \( U_{m,n}(x_1) = \langle u_m | U(x_1, x_2) | u_n \rangle \), we find that
\[ U_{n,n}(x_1) = -E_{J,1} \cos(x_1), \] (72a)
\[ U_{n,n+\pm 1}(x_1) = -E_{J,2}^2 \left( e^{i\pi/2} + e^{\pm ix_1/2} e^{i\Phi} \right), \] (72b)
while all the other matrix elements vanish.

For simplicity, in the following analysis we focus on the case \( \nu_2 = 0 \). Then, in the limit of vanishingly small internal capacitances, \( u_0(x_2) \) is a good approximation of the ground state of the fast Hamiltonian. In particular, in first order perturbation theory, the resulting Born-Oppenheimer potential for the slow \( x_1 \)-variable,
\[ U_{BO}(x_1) = E_{J,1} \left[ 1 - \cos(x_1) \right], \] (73)
is essentially that of the Josephson junction shunting the Josephson junction array; see Fig. 8. Thus, we conclude that in the limit of vanishingly small intrinsic capacitances in the Josephson junction array, the entire branch comprising it can be efficiently modeled as an open circuit. We see that this is similar to the case of a type-1 inductor in series with a linear inductance; see Sec. III B 1.

Also, the kinetic term corresponding to the \( x_1 \)-variable, i.e., the \( \phi_1 \)-node shunting capacitance, is in agreement with this result. In particular, in the limit of small \( k_2, k_3 \), we find
\[ d_1 E_C \approx \left( 1/E_C + 1/E_{C_1} \right)^{-1}, \] (74)
which is the effective charging energy of the parallel connection of \( C \) and \( C_1 \). This again coincides with the interpretation of the central branch in the circuit in Fig. 8 being absent.
V. SINGULAR NONRECIROCAL CIRCUITS

We now turn our attention to nonreciprocal networks. These networks provide many instances of singular systems. An electrical network is called nonreciprocal if the current at port \( m \) due to the voltage at port \( n \) is not equal to the current at port \( m \) if the same voltage is applied to port \( n \). The gyrator, a linear two-port network element proposed by Tellegen in 1948 [78], is considered the most elementary nonreciprocal network element. We analyze various electrical networks containing gyrators.

In this section, we revise Tellegen’s rule for the effective description of a gyrator that is shunted by a general (linear) network. First, we review Tellegen’s original approach for the treatment of classical linear network elements that provide well-defined impedances. Afterwards, we present a different procedure that generalizes Tellegen’s rule and enables the quantized description of general nonlinear network elements. In particular, contrary to Tellegen’s approach, our analysis does not require the existence of a linear impedance, but builds on the Hamiltonian description of the system.

A. Tellegen’s Replacement Rule for Linear Network Elements

In Tellegen’s original work [78], only linear nonreciprocal networks were considered. A very important conclusion of Tellegen is that a gyrator with gyration conductance and an impedance \( 1/ZG \) connected to a terminal of the primary port; see Fig. 9. A proof of this statement is as follows: first, note the defining property of a gyrator: currents and voltages on opposite ports are related to each other via

\[
I_1 = -GV_2, \quad I_2 = GV_1. \tag{75}
\]

Furthermore, the impedance at the secondary port of the gyrator provides a linear relation between voltage and current, \( V_2 = ZI_4 \). Finally, the proof crucially relies on Kirchhoff’s law of current conservation, \( I_2 = I_3 + I_4 \); see Fig. 9. Solving for \( I_3 \), we obtain

\[
I_3 = GV_1 - \frac{V_2}{Z} = G \left( V_1 + \frac{1}{ZG^2} I_1 \right), \tag{76}
\]

As a direct consequence of this replacement rule, Tellegen concluded that a gyrator terminated by a capacitance \( C \) (or inductance \( L \)) is equivalent to an effective parallel shunting inductance \( L_{\text{eff}} = C/G^2 \) (or effective capacitance \( C_{\text{eff}} = LG^2 \)). In light of our analysis above, it is clear that we need to critically examine this replacement rule for the quantum case.

B. Hamiltonian Formalism for the Terminated Gyrator

As Tellegen’s replacement rule was derived based on manipulating Kirchhoff’s current conservation law, we examine this rule critically in the following. In particular, we analyze the dynamics of various electrical networks involving a gyrator by means of the Hamiltonian description.

1. Capacitive Shunt

We start with the analysis of a gyrator that is terminated by a general network with Lagrangian \( L_1(\phi_1, \dot{\phi}_1) \) (discarding unimportant internal degrees of freedom) and a generic (potentially nonlinear) capacitor; see Fig. 10.

Focusing on voltage-controlled capacitors [35], the total Lagrangian of the system can be written as [45, 49, 79, 80]

\[
\mathcal{L} = L_1(\phi_1, \dot{\phi}_1) + 2G\phi_1\dot{\phi}_2 + g(\dot{\phi}_2), \tag{77}
\]

where the function \( g(\dot{\phi}_2) \) accounts for the energy stored in the capacitor on the secondary port. Insisting on a monotone capacitor [35] ensures the invertibility of \( g'(\dot{\phi}_2) \). In the following, we require the Lagrangian \( L_1(\phi_1, \dot{\phi}_1) \) to be regular. Note that such a requirement was not necessary in Tellegen’s original consideration of linear networks; see Sec. VA.

In order to proceed, we move to the Hamiltonian formalism. We define the canonical momenta

\[
Q_1 = \frac{\partial L_1}{\partial \dot{\phi}_1}, \quad Q_2 = G\phi_1 + g'(\dot{\phi}_2), \tag{78}
\]

which can be solved for the generalized velocities \( \dot{\phi}_i \); in particular, we find

\[
\dot{\phi}_2 = g^{-1}(Q_2 - G\phi_1). \tag{79}
\]
Thus, we can derive the Hamiltonian via an ordinary Legendre transformation, and we obtain

\[ H = Q_1 \dot{\phi}_1 + Q_2 \dot{\phi}_2 - L = H_1(\phi_1, Q_1) + \left( Q_2 - G \dot{\phi}_1 \right) g^{-1} \left( Q_2 - G \phi_1 \right) - g \left( g' \left( Q_2 - G \phi_1 \right) \right), \] (80)

which does not depend on \( \phi_2 \). As a consequence, since \([H, Q_2] = 0 \) (or \( \partial H / \partial \dot{\phi}_2 = 0 \)), we conclude that we can treat \( Q_2 \) as a constant parameter. Therefore, the total electrical network is equivalent to the network \( \mathcal{L}_1 \) that is shunted by an additional effective inductor.

To compare with Tellegen’s results, we consider a linear shunting capacitance, \( g(\phi_2) = C \dot{\phi}_2^2 / 2 \), which results in the Hamiltonian

\[ H = H_1(\phi_1, Q_1) + \frac{\left( \phi_1 - Q_2 / G \right)^2}{2 C / G^2}. \] (81)

For \( Q_2 = 0 \), this result agrees with Tellegen’s conclusion that the capacitively terminated gyrator is equivalent to an effective inductance \( L_{\text{eff}} = C / G^2 \). However, for \( Q_2 \neq 0 \), there is a finite shift in the last term of Eq. (81) that can be interpreted as external magnetic flux through a loop formed by the electrical network at the primary port of the gyrator and the effective inductance. If the general network described by \( \mathcal{L}_1 \) (or \( H_1 \)) is linear, the value of \( Q_2 \) has no effect. If, however, the system is nonlinear, the result based on the Hamiltonian formalism can differ from Tellegen’s conclusion.

2. Inductive Shunt

Next, we consider a gyrator that is terminated by a general network with Lagrangian \( \mathcal{L}_1(\phi_1, \dot{\phi}_1) \) and a generic (potentially nonlinear) inductor, respectively; see Fig. 11.

We restrict our considerations to the analysis of general flux-controlled inductors \([35] \) that store energy \( f(\phi_2) \). Thus, the system is described by the total Lagrangian

\[ \mathcal{L} = \mathcal{L}_1(\phi_1, \dot{\phi}_1) - G \dot{\phi}_1 \dot{\phi}_2 - f(\phi_2). \] (82)

Even though we assume the Lagrangian \( \mathcal{L}_1(\phi_1, \dot{\phi}_1) \) to be regular, the total Lagrangian is still singular due to the absence of a shunting capacitance at the secondary port of the gyrator. Because of the absence of \( \dot{\phi}_2 \) in the Lagrangian due to the chosen gauge of the gyrator \([31] \), the corresponding conjugate charge vanishes (\( Q_2 = 0 \)), and, according to the Dirac-Bergmann algorithm (Appendix A), we use the classical Euler-Lagrange equation of motion (recovering Kirchhoff’s law of current conservation),

\[ 0 = G \dot{\phi}_1 + f'(\phi_2), \] (83)

to find an expression for \( \phi_2 \) as a function of \( \dot{\phi}_1 \). Assuming the general inductor to be monotone \([35] \), we find:

\[ \phi_2 = f^{-1}(-G \dot{\phi}_1). \] (84)

Inserting this expression in the Lagrangian in Eq. (82), we obtain the one-dimensional Lagrangian

\[ \mathcal{L} = \mathcal{L}_1(\phi_1, \dot{\phi}_1) - G \dot{\phi}_1 f^{-1}(-G \dot{\phi}_1) - f(f^{-1}(-G \dot{\phi}_1)), \] (85)

which is equivalent to the Lagrangian of the network \( \mathcal{L}_1 \) with an additional effective nonlinear shunting capacitor.

In order to derive the corresponding Hamiltonian, one must evaluate the canonical charge \( Q_1 = \partial \mathcal{L} / \partial \dot{\phi}_1 \), which depends not only on \( \mathcal{L}_1 \) but also on the function \( f(\phi_2) \). As an example, consider a nonlinear inductor that is described by \( f(\phi_2) = \beta |\phi_2|^\gamma \) with \( \beta > 0 \) and \( \gamma > 1 \). For this specific choice of the inductor, Eq. (85) reduces to

\[ \mathcal{L} = \mathcal{L}_1(\phi_1, \dot{\phi}_1) + \frac{(\gamma - 1) G \dot{\phi}_1}{\gamma (\beta \gamma)^{(1/\gamma - 1)}} |\phi_1|^\gamma / (\gamma - 1). \] (86)

To compare with Tellegen’s results, we consider a linear shunting inductance, \( f(\phi_2) = \phi_2^2 / 2L \), which results in the Lagrangian

\[ \mathcal{L} = \mathcal{L}_1(\phi_1, \dot{\phi}_1) + LG^2 \dot{\phi}_2^2 / 2. \] (87)

This result agrees with Tellegen’s conclusion that the inductively terminated gyrator is equivalent to an effective capacitance \( C_{\text{eff}} = LG^2 \).

3. Approach to Singularity: Nonlinear Resonator Shunting a Gyrator

We consider the circuit of the preceding section with a (parasitic) capacitance \( C_2 \) added, then consider the limit \( C_2 \to 0 \); we again see that this physical limit differs from the prediction of Dirac-Bergmann that we have just obtained.

Thus, we must analyze the circuit consisting of a gyrator coupling a generic electrical network at one port with a nonlinear resonator at the other port; see Fig. 12. The resonator contains a linear capacitance and a nonlinear flux-controlled inductor; the system is described by the total Lagrangian

\[ \mathcal{L} = \mathcal{L}_1(\phi_1, \dot{\phi}_1) - G \dot{\phi}_1 \dot{\phi}_2 + C_2 \dot{\phi}_2^2 / 2 - f(\phi_2). \] (88)
Defining the conjugate charges $Q_i = \partial L/\partial \dot{\phi}_i$, and assuming the generic electrical network $L_1(\phi_1, \phi_2)$ to be regular, the total Lagrangian is regular as well, and the corresponding Hamiltonian reads

$$H = H_1(\phi_1, Q_1 + G\phi_2) + \frac{Q^2_2}{2C_2} + f(\phi_2). \quad (89)$$

We proceed to study the limit of a vanishingly small capacitance at the secondary port, i.e., $C_2 \to 0$. Moreover, for concreteness, we specify the electrical network at the primary port of the gyrator to be an LC-resonator, i.e., $L_1(\phi_1, \phi_2) = C_1\phi_1^2/2 - \phi_2^2/2L_1$, so that

$$H = \frac{(Q_1 + G\phi_2)^2}{2C_1} + \frac{Q^2_2}{2C_2} + \frac{\phi_1^2}{2L_1} + f(\phi_2). \quad (90)$$

Identifying $\phi_1$ and $\phi_2$ as slow and fast variables, respectively, the Born-Oppenheimer approximation is applicable, and we treat $\phi_1$ and $Q_1$ as fixed parameters; cf. Sec. III A and compare Eq. (90) with Eq. (15). In the following, we sequentially analyze each case in which the nonlinear inductor described by $f(\phi)$ is categorized as one of the types that we introduced in Sec. III B.

Specializing to a generic nonlinear inductor of type 1, it follows from a modification of Theorem 1 that in the limit $C_2 \to 0$, the system is effectively described by

$$H_{\text{eff}} = \frac{\phi_1^2}{2L_1}. \quad (91)$$

i.e., the nonlinear resonator at the secondary port of the gyrator is effectively replaced by a linear inductor approaching an open circuit. Then, in accordance with the Tellegen rule, the LC-resonator at the primary port of the gyrator is effectively shunted by a linear capacitance $LC^2$.

$$H_{\text{eff}} = \frac{Q^2_1}{2(C_1 + LG^2)} + \frac{\phi_2^2}{2L_1}, \quad (93)$$

i.e., the nonlinear resonator at the secondary port of the gyrator is effectively replaced by a linear inductance $L$. Then, as given by the Tellegen rule, the LC-resonator at the primary port of the gyrator is effectively shunted by a linear capacitance $2LC^2$.

The above results for a nonlinear inductor of type 1, type 2 or type L, respectively, are all in contradiction to the singular Dirac-Bergmann description of a purely inductively shunted gyrator; see Sec. IV B 2. In particular, the dynamics of the singular description (Fig. 11) strongly depend on the details of the nonlinear inductor [cf. Eq. (85)], and a classification into one of the three types that we provide does not suffice for a complete description of the system. The disagreement in the dynamics between the singular circuit description and that of the regular one in the limit $C_2 \to 0$ originates from the fact that the Dirac-Bergmann algorithm reduces to an elimination of variables using the classical equation of motion in Eq. (83). Thus, for the singular case with absent shunting capacitance ($C_2 = 0$), the Dirac-Bergmann algorithm completely misses the quantum fluctuations in $\phi_2$, which in the regular case ($C_2 > 0$) become large as $C_2 \to 0$.

Note that this observation is in full agreement with our analysis of singular reciprocal networks in Sec. III and it illustrates that one must not change the topology of electrical circuits based on classically obtained laws.

4. Gyrator Coupling Two Singular Networks

Similar inconsistencies between the results of the Dirac-Bergmann algorithm and a regularized approach, which removes the singularities by adding tiny capacitances, occur in the quantization of electrical networks that constitute two singular circuits that are coupled by a gyrator. Here, we look only at the case of a gyrator that is terminated by a Josephson junction at each port; see Fig. 13.

The total Lagrangian of this network,

$$L = -G\phi_1\phi_2 + E_{J,1}\cos\left(\frac{2\pi}{\Phi_0}\phi_1\right) + E_{J,2}\cos\left(\frac{2\pi}{\Phi_0}\phi_2\right) \quad (94)$$

is singular, and the application of the Dirac-Bergmann algorithm (Appendix A) results in the Hamiltonian

$$H = -E_{J,1}\cos\left(\frac{2\pi}{\Phi_0}\phi_1\right) - E_{J,2}\cos\left(\frac{2\pi Q_1}{\Phi_0/G}\right), \quad (95)$$

which depends on one pair of conjugate variables $\phi_1$ and $Q_1$ only and is known as the almost Mathieu operator.
FIG. 13. Two Josephson junctions coupled by a gyrator. For simplicity, the terminals of the gyrator are commonly grounded and the Josephson junctions are identical.

The Schrödinger equation associated with the almost Mathieu operator is not a differential equation but a finite-difference equation, which, in the setting of a crystal electron in a magnetic field, is known as the Harper equation. For the special choice \( G = \pi \hbar / \Phi_0^2 \), the system hardware-encodes a continuous variable quantum error-correcting code as the Hamiltonian in Eq. (95) becomes the GKP Hamiltonian [16, 83].

If, however, internal capacitances of the Josephson junctions are included, the system becomes regular, and it is described by a Hamiltonian that depends on two pairs of conjugate variables. In the limit of small capacitances, a low-energy projection similar to the lowest Landau-Level projection (corresponding to the Born-Oppenheimer approximation) reveals a rescaling of the Josephson energy that is missed by the singular treatment; see Ref. [16] for more details.

C. Two Cascaded Gyrators – Tellegen’s Construction of a Transformer

In addition to the replacement rule for a gyrator that is terminated by a linear one-port network element, Tellegen also observed [78] from Kirchhoff’s current conservation law that two cascaded gyrators with gyration conductances \( G_1 \) and \( G_2 \), respectively, are equivalent to a transformer with turns ratio \( n \) (see Fig. VC),

\[
G = \frac{G_2}{G_1}. \tag{96}
\]

In the following, based on the Lagrangian as well as the Hamiltonian formalism, we analyze two general electrical networks \( L_1 \) and \( L_2 \) that are coupled by such a cascade of gyrators. In particular, similar to our analysis above, we compare the singular treatment to the regularized case. Again we find that the two treatments can give significantly different results.

1. Dirac-Bergmann Treatment

Choosing a convenient gauge for the involved gyrators, the circuit in Fig. IVa is described by the total Lagrangian

\[
\mathcal{L} = \mathcal{L}_1(\phi_1, \dot{\phi}_1) + \mathcal{L}_2(\phi_2, \dot{\phi}_2) + (G_2 \dot{\phi}_2 - G_1 \dot{\phi}_1)\phi, \tag{97}
\]

in which we discard the internal degrees of freedom of the electrical networks described by the Lagrangians \( L_{1,2} \), which we assume to be regular. The Lagrangian \( \mathcal{L} \) in this gauge is singular due to the absence of \( \phi \). The Dirac-Bergmann algorithm involves the evaluation of the classical Euler-Lagrange equation of motion for the \( \phi \)-degree of freedom,

\[
\dot{\phi}_1 = \frac{G_2}{G_1} \dot{\phi}_2. \tag{98}
\]

In fact, recalling that \( \dot{\phi}_1 = V_1 \), this equation defines an ideal transformer with turns ratio \( n \) [Eq. (96)].

Although Eq. (98) cannot be solved for \( \phi \), we can use it to eliminate the dependence of the total Lagrangian \( \mathcal{L} \) on both \( \phi \) and \( \phi_1 \) (or \( \phi_2 \), equivalently). We insert the integration over time,

\[
\phi_1 = n\phi_2 + c, \tag{99}
\]

in the total Lagrangian and obtain

\[
\mathcal{L} = \mathcal{L}_1(n\phi_2 + c, n\phi_2) + \mathcal{L}_2(\phi_2, \dot{\phi}_2). \tag{100}
\]

Note that \( c \) is a yet unspecified constant that is fixed by the initialization of the system and can be interpreted as an effective external magnetic flux through a loop. For electrical networks \( L_1 \) and \( L_2 \) that contain only linear inductances, the constant \( c \) has no effect and can be set to zero. However, if nonlinear inductors are involved, e.g., Josephson junctions, the actual value of \( c \) plays a crucial role and can change the dynamics of the system. The physical origin of \( c \) can be understood by a regularized treatment of the system.
2. Regular Case

In the following, we modify the previously analyzed electrical network in Fig. 14a, considering a small but finite linear capacitance $C$ between the node $\phi$ and ground. The Lagrangian in Eq. (97) is modified by an additional finite linear capacitance $C$ electrical network in Fig. 14a, considering a small but finite linear capacitance $C$ between the node $\phi$ and ground. The Lagrangian in Eq. (97) is modified by an additional linear capacitance $C$ between the node $\phi$ and ground.

As in our analysis above, we are interested in the limit of a vanishingly small capacitance $C$. In this regime we can perform a Born-Oppenheimer approximation treating all the variables as constant parameters except from $\phi$ and $Q$. After a shift of the fast variable $Q$, the potential for this degree of freedom is given by

$$U_{\text{fast}}(\phi) = H_1(\phi_1, Q_1 - G_1 \phi) + H_2(\phi_2, Q_2 + G_2 \phi) + \frac{Q^2}{2C}. \quad (101)$$

Note that the generalized momenta $Q_1$ and $Q_2$ do not appear individually in $U_{\text{fast}}(\phi)$, but only in the linear combination $Q_1 + (G_1/G_2)Q_2$. Thus, both the Born-Oppenheimer potential and the effective Hamiltonian for the slow degrees of freedom depend on this linear combination $Q_1 + Q_2/n$ only [cf. Eq. (96)]. As a consequence, the effective Hamiltonian for the slow degrees of freedom commutes with $Q_1 - n\phi_2$. Therefore, this expression is constant in time, and we reproduce the result in Eq. (99).

However, it is clear from our analysis above that for nonlinear electrical networks $L_i$, the Hamiltonian obtained from the Lagrangian in Eq. (100) generally differs from the effective Hamiltonian that results from the Born-Oppenheimer approximation applied to Eq. (101), even if the limit $C \to 0$ is considered. In fact, the regularized approach not only takes account of the additional constant of motion that is missed by Tellegen’s replacement rule, but it also captures the quantum fluctuation in $\phi$ that is neglected by the the Dirac-Bergmann algorithm in the singular case.

VI. CONCLUSION AND OUTLOOK

Taking a final look at the fixed-point structure that our work has uncovered, we offer a schematic “flow diagram” in Fig. 15. We of course do not use the tools of renormalization group theory here, but flows are well defined in our work, obtained implicitly from the calculation of ground state energies of fast-variable Hamiltonians in the Born-Oppenheimer treatment. While these flows are in a function space (i.e., infinite dimensional), they can usefully be schematized in the two-dimensional space shown.

Indeed, we have striven to render this illustration so that it resembles the well-known renormalization group flows and fixed point structure of the quantum conductance of the 1D interacting Luttinger liquid, as reported by Kane and Fisher [34]. At some level, the resemblance is accidental, as the physical problems considered are very different. But there is an intriguing similarity in the phenomenology of the two cases: in Kane and Fisher, the fixed-point cases are those of perfect quantum conductors vs. insulators, resembling our short- and open-circuit fixed points. Their marginal case is the noninteracting electron case, closely analogous to the “type-L” case of our work. Our flows have, in some sense, a higher level of complexity in that they are not captured by just the two parameters shown. But it would be intriguing to consider whether the two problems have some deeper level of resemblance.

To give a final perspective on our work: we present a general approach, based on Born-Oppenheimer theory, to derive the Hamiltonian description of a large class of electrical networks, both reciprocal and nonreciprocal, which are nearly singular due to the occurrence of a hierarchy of capacitance values. We also offer a full development of the well-known treatment of “exactly singular” systems, as applied to our electric circuits, based on the Dirac-Bergmann algorithm. We compare the quantum dynamics obtained by the two treatments. The discrep-
The equations of motion obtained from the Lagrangian description of an electrical network must coincide with Kirchhoff’s laws of current (voltage) conservation for each node (loop). However, these classical conservation laws must not be used to eliminate variables or to change the topology of the electrical network.

In particular, such an elimination of variables on the Lagrangian level is a widespread mistake that is frequently made without justification or knowledge of the consequences, which often results in a wrong description of the system. The classical elimination of variables, motivated by the singularity of the Lagrangian, must be deemed an incorrect procedure as it completely misses quantum-fluctuation effects, which become large as the singular limit is approached.

As an alternative, we provide the techniques to analyze the regularized system in the singular limit. More specifically, we generalize results from analytic perturbation theory to study large classes of generic nonanalytic perturbations. This allows us to classify network elements with the same effective quantum dynamics as the singular limit is approached, i.e., in the limit of a small intrinsic capacitance, identifying the dominant idea of fixed-point behavior as the correct overall paradigm.

We finally feature one direction in which our work is incomplete, and offers intriguing new questions for circuit quantization. We have only very slightly touched on what happens if nonlinear capacitors occur in the circuit. While this has not been viewed as very relevant for superconducting qubit circuits, the phenomenon of quantum capacitance could provide a route to such nonlinearities [59–87]. More relevant may be the phenomenon of quantum phase slip junctions; it is argued [88] that such junctions act as effective nonlinear capacitors, whose contribution to the kinetic energy has the interesting convex functional form \( \propto \arcsin \dot{x} + \sqrt{1 - \dot{x}^2} \), with the dimensionless generalized velocity \( \dot{x} = \phi/V_c \).

When considering not only parasitic capacitances but parasitic inductances, we note instances of circuits that, even though formally nonsingular, show problems in treating small parameter values going to zero. We expect that a full study of both node (flux) quantization and the dual (loop charge) quantization is necessary to fully understand these problems [89]. Finally, we point out that if one had strongly nonlinear, nonconvex, characteristics in both inductor and capacitor in a simple resonator, no consistent performance of the Legendre transformation could be done to obtain a Hamiltonian for this circuit; this leaves open the question of how one should quantize this perfectly well defined lossless classical circuit.

To conclude, our work highlights the importance of critically examining the validity of well-tried theorems or simplifications from classical network synthesis, which build on Kirchhoff’s conservation laws, prior to applying circuit quantization. We can envision our work to provide the basis for the quantization of unconventional electrical networks yet to be designed that, e.g., involve nonreciprocal elements or more general nonlinear elements going beyond the Josephson junction. Encouraged by the continuous progress in fabricating novel network elements such as on-chip nonreciprocal devices [90–94], nonlinear kinetic inductances [95, 96] or nonlinear quantum capacitances [59–87], continuing development of the theoretical description of electrical networks containing such elements is highly motivated by the vast new possibilities they offer. Perhaps, someday, superconducting qubits with a nonlinear capacitor [97, 98] or intrinsically protected qubits based on the nonreciprocity of the device might open new, exciting pathways to the realization of a large-scale quantum processor.
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Appendix A: Dirac-Bergmann Algorithm for Singular Nonreciprocal Circuits

In this appendix, which is based on the results presented in Ref. [43], we apply the Dirac-Bergmann algorithm to derive the Hamiltonian description of general electrical networks without ohmic contacts that can be both singular and nonreciprocal. Since the nonreciprocity of any classical linear electrical network can be captured by gyrators as only nonreciprocal circuit elements, their Lagrangian contribution is the first step towards the Hamiltonian formalism.

The Lagrangian of a general electrical network with \( m + 1 \) nodes that is built of linear capacitances, gyrators and any sort of inductances (linear, nonlinear and mu-
tual) can be written in matrix notation as
\[
\mathcal{L} = \frac{1}{2} \phi^T C \dot{\phi} + \dot{\phi}^T A \phi - U(\phi),
\]
where due to Kirchhoff's voltage law the electrical network is fully described by at most \( m \) independent variables, which we write as \( \phi = (\phi_1, \ldots, \phi_m)^T \). The Lagrangian contributions of the capacitances, gyrators, and inductances are captured by matrices \( C, A \) and function \( U(\phi) \), respectively. Since the contribution of the gyration to \( A \) is akin to that of a magnetic field analog read
\[
\text{Legendre transformation, resulting in the corresponding Hamiltonian is obtained by an ordinary algorithm (there are no primary constraints). In fact, the vector potential, we will call \( A \) the vector potential matrix. However, note that the actual analog to the vector potential is given by the product \( A \phi \). As an example, in \( m = 3 \) dimensions, the components of the resulting magnetic field analog read}
\[
B_i = \sum_{\mu, \nu = 1}^{3} \epsilon_{i \mu \nu} A_{\nu}, \quad i = 1, 2, 3.
\]

Also, the potential \( U(\phi) \) can depend on external magnetic fluxes threading superconducting loops.

1. Regular Case

First, we consider the Lagrangian in Eq. (A1) to be regular, i.e., we assume that the capacitance matrix \( C \) is invertible. In this case, the Lagrangian is not singular and one does not need to employ the Dirac-Bergmann algorithm (there are no primary constraints). In fact, the corresponding Hamiltonian is obtained by an ordinary Legendre transformation, resulting in
\[
H = \frac{1}{2} (Q - A\phi)^T C^{-1} (Q - A\phi) + U(\phi),
\]
where the canonical conjugate charges are defined as
\[
Q_\nu = \frac{\partial \mathcal{L}}{\partial \dot{\phi}_\nu}, \quad \nu = 1, 2, \ldots, m.
\]
The Hamiltonian in Eq. (A3) is quantized by imposing the canonical commutation relation \([\phi_\mu, Q_\nu] = i\hbar \delta_{\mu \nu}\) for \( \mu, \nu = 1, 2, \ldots, m \). Clearly, the noncoprime of the circuit causes a coupling of flux and charge variables.

2. Singular Case

Next, we allow the Lagrangian in Eq. (A1) to be singular. In the following, we derive the associated Hamiltonian, which, in the limit of non-singularity, reduces to the Hamiltonian in Eq. (A3). In Appendix A.3, we present a general procedure to construct a basis in which the capacitance matrix \( C \) is block diagonal and reads
\[
C = \begin{pmatrix}
C' & | \\ 0_{n \times k} & 0_{k \times k}
\end{pmatrix},
\]
where \( C' \) is a symmetric, positive definite \( n \times n \) matrix and therefore invertible. Thus, the trivial action of \( C \) on its \( k \)-dimensional kernel is separated from the remaining \( n \)-dimensional subspace, satisfying the rank-nullity theorem \( n + k = m \). Simultaneously, in the same basis, the vector potential matrix \( A \) is block upper triangular and given by
\[
A = \begin{pmatrix}
A' & \tilde{A} \\ 0_{k \times n} & A''
\end{pmatrix},
\]
where \( A' \) can be chosen to be an anti-symmetric \( n \times n \) matrix and \( \tilde{A} \) is a not further specified \( n \times k \) matrix. The \( k \times k \) matrix \( A'' \), which exclusively acts on the kernel of \( C \), is of the form
\[
A'' = \begin{pmatrix}
0_{l \times l} & d \\ 0_{l \times l} & 0_{l \times j} \\ 0_{j \times l} & 0_{j \times j}
\end{pmatrix},
\]
with the diagonal matrix \( d = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_l) \) in which all elements are non-vanishing, \( \lambda_1, \lambda_2, \ldots, \lambda_l \neq 0 \). The integer index \( l \) is restricted to \( 0 \leq l \leq k/2 \) for even \( k \) and \( 0 \leq l \leq (k-1)/2 \) for odd \( k \), respectively, satisfying \( 2l + j = k \). With our choice of the basis, \( l \) is uniquely determined and we can conclude that \( j \geq 0 \) for even \( k \) and \( j \geq 1 \) for odd \( k \). We will elaborate on that later.

The Lagrangian in Eq. (A1), expressed in the basis in which the capacitance matrix and the vector potential matrix are of the forms given in Eq. (A5) and Eq. (A6), respectively, is the starting point for the derivation of the corresponding Hamiltonian by means of the Dirac-Bergmann algorithm.

Due to the \( k \)-dimensional kernel of the capacitance matrix, Eq. (A4) is not invertible (for \( k > 0 \)), and we have to treat the first \( n \) and the last \( k \) variables differently. For the sake of convenience, we introduce the notation
\[
\phi = \begin{pmatrix}
\phi' \\
\phi''
\end{pmatrix}, \quad Q = \begin{pmatrix}
Q' \\
Q''
\end{pmatrix},
\]
in which the single and double prime compactly denote the separation according to \( \phi' = (\phi_1, \phi_2, \ldots, \phi_n)^T \) and \( \phi'' = (\phi_{n+1}, \phi_{n+2}, \ldots, \phi_n)^T \), respectively, and similarly for \( Q' \) and \( Q'' \). Thus, \( \phi' \) collects the variables of the image of \( C \), whereas \( \phi'' \) represents the variables in the kernel of \( C \); see Eq. (A5). An evaluation of Eq. (A4) for the first \( n \) variables yields
\[
Q' = C' \phi' + A' \phi' + \tilde{A} \phi'' \\
\Rightarrow \phi' = C'^{-1} (Q' - A' \phi' - \tilde{A} \phi''),
\]
We deduce that the first \( n \) generalized velocities can be expressed as functions of fluxes and conjugate charges only, such that an ordinary Legendre transformation is practicable for those variables.

In contrast to this result, the last \( k \) variables evaluate inherently differently. For these variables, Eq. (A4) evaluates to
\[
Q'' = A'' \phi'',
\]
which does not contain any generalized velocity at all. For this reason, Eq. (A10) constitutes \( k \) primary constraints. In order to proceed, it is convenient to further separate the variables in the style of Eq. (A7), i.e., we subdivide \( \phi'' \) into \( \phi''_a = (\phi_{n+1}, \phi_{n+2}, \ldots, \phi_{n+l})^T \), \( \phi''_b = (\phi_{n+l+1}, \phi_{n+l+2}, \ldots, \phi_{n+2l+1})^T \) and \( \phi''_c = (\phi_{n+2l+2}, \phi_{n+2l+3}, \ldots, \phi_{n+2l+j})^T \), such that we can write \( \phi'' = (\phi''_a^T, \phi''_b^T, \phi''_c^T)^T \). We proceed similarly with the charge variables and write \( Q'' = (Q''_a^T, Q''_b^T, Q''_c^T)^T \).

Also, we make the subdivision of \( \Phi'' \) [see Eq. (A7)], the subdivision of the doubly primed variables reduces Eq. (A10) to

\[
Q''_a = d\phi''_a, \quad Q''_b = 0_{l \times 1}, \quad Q''_c = 0_{j \times 1}. \tag{A11}
\]

This particular form allows us to determine the underlying primary constraints of the system so as to reduce the number of dynamically independent variables.

First, we note that Eq. (A11) can be used to solve for the flux variables

\[
\phi''_b = d^{-1}Q''_a, \tag{A12}
\]

while the corresponding charges \( Q''_c \) vanish. This is fundamental for the subsequent derivation of the Hamiltonian and matches the special class of singular Lagrangians discussed in Sec. II.

Furthermore, also the conjugate charges \( Q''_c \) vanish. However, Eq. (A11) does not provide expressions for the corresponding fluxes \( \phi''_c \) as functions of all the other fluxes and conjugate charges. In this case, the Dirac-Bergmann algorithm reduces to an evaluation of the classical Euler-Lagrange equations of motion for the \( \phi''_c \) variables (see Appendix B for an exemplification), which simplify to

\[
0 = \frac{\partial U(\phi)}{\partial (\phi''_c)} - (A''_c \phi''), \quad i = 1, 2, \ldots, j. \tag{A13}
\]

These equations are then used to determine the \( \phi''_c \) variables as functions of all the other variables, i.e., to find constraints of the form

\[
\phi''_c = \phi''_c(\phi', \phi''_a, \phi''_b, Q'). \tag{A14}
\]

Given these constraints, it is clear that the fluxes \( \phi''_c \) are no independent variables, and one can reduce the number of dynamical degrees of freedom by \( j \). Note that, however, the relation in Eq. (A14) is not necessarily single-valued and might result in a branched Hamiltonian; see Sec. II.B for an example.

Furthermore, it is also possible that one cannot derive at all constraints in the form of Eq. (A14) from Eq. (A13), e.g., if components of \( \phi''_c \) do not enter the potential \( U(\phi) \). In that case, one has to look for constraints of different form or additional constraints that remove the dependence on \( \phi''_c \) in the subsequent formalism; see Sec. V.C for an example. We note that constraints of different form than Eq. (A14) can even lead to a further reduction of the number of degrees of freedom.

In the following, we assume that we can solve for constraints in form of Eq. (A14).

As explained in Sec. II, following the Dirac-Bergmann algorithm, a well-defined Hamiltonian formalism corresponding to the Lagrangian in Eq. (A1) is established by introducing the Hamiltonian \( H = \phi' Q - L \) in which we have to insert both the expression for \( \phi' \) [see Eq. (A9)] and the constraints for \( \phi'' \) [see Eq. (A14)] and substitute \( \phi''_c \) by \( d^{-1}Q''_a \) [see Eq. (A12)]. This eventually results in the final Hamiltonian

\[
H = \frac{1}{2} (Q' - A' \phi' - A_a \phi''_a - A_b d^{-1} Q''_a - A_c \phi''_c^T C' T^{-1} (Q' - A' \phi' - A_a \phi''_a - A_b d^{-1} Q''_a - A_c \phi''_c))
\]

Conveniently and by construction, the Dirac brackets, which need to be introduced in the process of the Dirac-Bergmann algorithm, do not differ from the conventional Poisson brackets. They are given by \( \{\phi_{\mu}, Q_{\nu}\} = \delta_{\mu\nu} \) for the fluxes and charges appearing in the final Hamiltonian in Eq. (A15), i.e., for the indices \( \mu, \nu = 1, 2, \ldots, n + l \). Recall that the effective number of degrees of freedom is reduced to \( m - j - l = n + l \).

By considering the final Hamiltonian in Eq. (A15), we observe that charge and flux variables are not easily separable anymore. In particular, for singular circuits, charge variables belonging to \( Q''_c \) can also appear in the potential energy term of the Hamiltonian [see second line of Eq. (A15)], originating from the inductances in the electrical network. In principle, this can yield to physically as well as mathematically interesting properties of the system; see Sec. V.B4 for instance.

Finally, to quantize the theory obtained by the Dirac-Bergmann algorithm, the Dirac brackets are used to impose the canonical commutation relations \( [\phi_{\mu}, Q_{\nu}] = i \hbar \delta_{\mu\nu} \). Although this step might be formally legitimate, in the main text we demonstrate that the quantum theory thereby obtained does not give rise to a correct description of physical electrical networks. In fact, the singular-
ity of electrical networks is lifted by taking into account the small but finite intrinsic capacitances or stray capacitances that make the capacitance matrix in Eq. (A3) invertible. As a result, the otherwise constrained variables become dynamical, which in the quantum mechanical case give rise to large quantum fluctuations that are absent in the singular description according to the Dirac-Bergmann algorithm.

3. Construction of an Appropriate Basis for the Dirac-Bergmann Algorithm

As already stated before, the Lagrangian of a general electrical network that is built out of linear capacitances, any sort of inductances (linear, nonlinear and mutual) and gyrators can be written as in Eq. (A1). Since every single capacitor’s contribution to the Lagrangian is positive quadratic form, the capacitance matrix \( C \) is positive semi-definite \((C \geq 0)\) and can be chosen to be symmetric \((C = C^T)\) in any initial basis. Similarly, every single gyror’s contribution to the Lagrangian can be written in symmetric gauge such that the resulting vector potential matrix \( A \) is anti-symmetric \((A = -A^T)\). The potential \( U(\phi) \) takes all the inductances of the network into account.

In the following, we show how to construct the basis for the Lagrangian in Eq. (A1) such that \( C \) and \( A \) are of the form claimed in Eqs. (A5) and (A6), respectively. We begin with the basis transformation that prepares the invertible part of the capacitance matrix from its kernel.

\[ B^T CB = \left( \begin{array}{c|c} C' & 0_{n \times k} \\ \hline 0_{k \times n} & 0_{k \times k} \end{array} \right), \quad (A16) \]

with a symmetric and positive definite \( n \times n \) matrix \( C' \). The dimensions of the block matrices in Eq. (A16) satisfy the rank-nullity theorem \( m = n + k \) with \( n = \text{rank}(C) \) and \( k = \text{dim}(\ker(C)) \), i.e., \( k \) is the total number of vanishing eigenvalues of \( C \). Note that the matrix \( B \) can be constructed by taking its first \( n \) columns to be normalized, linearly independent linear combinations of the \( n \) eigenvectors of \( C \) with eigenvalues greater than zero, while its last \( k \) columns are normalized, linearly independent linear combinations of the \( k \) eigenvectors of \( C \) with vanishing eigenvalue. Probably the most convenient choice of \( B \) would be to take the bare \( n \) eigenvectors of \( C \) with eigenvalues greater than zero to be the first \( n \) columns of \( B \), such that \( C' \) becomes diagonal with strictly positive diagonal-elements only. However, we will proceed with the general case in which \( C' \) is not necessarily diagonal. Nevertheless, \( C' \) is positive definite and therefore invertible.

We use \( B \) to define the variable transformation \( \hat{\phi} = B^T \phi \) as well as

\[ \hat{C} = B^T CB, \quad \hat{A} = B^T AB, \quad \hat{U}(\hat{\phi}) = U(B\hat{\phi}), \quad (A17) \]

such that \( \hat{C} \) is in the desired form of Eq. (A16) and \( \hat{A} \) remains anti-symmetric. In the following, we will omit the hats for reasons of clarity. By doing so, the transformed Lagrangian remains in the form of Eq. (A1).

We proceed with a basis transformation that prepares the vector potential matrix such that it can be brought into the form of Eq. (A16) afterwards.

\[ A = \left( \begin{array}{c|c} A' & A_12 \\ \hline -A_21 & A \end{array} \right), \quad (A18) \]

in which \( A' \) and \( A \) are anti-symmetric \( n \times n \) and \( k \times k \) matrices, respectively, while \( A_{12} \) is an unspecified \( n \times k \) matrix. The dimensions of these block-matrices are chosen to match the subdivision of the capacitance matrix; see Eq. (A16). Because of the anti-symmetry of \( A \), there exists an orthogonal matrix \( D'' \) that transforms \( A \) into a form akin to the Youla normal form [99]; in particular,

\[ D''^T \Lambda D'' = \frac{1}{2} (A'' - A''^T), \quad (A19) \]

with \( A'' \) defined in Eq. (A7). For that matter, \( D'' \) can be constructed by taking its columns to be the orthonormal eigenvectors of \( A^2 \). Note that Eq. (A19) differs from the conventional Youla normal form by a permutation of the columns and rows, which, however, preserves the orthogonality of the transformation matrix \( D'' \). We choose this particular form for reasons of convenience with regard to the derivation of the Hamiltonian by means of the Dirac-Bergmann algorithm.

We remark that the nonzero, purely imaginary eigenvalues of \( \Lambda \) appear pairwise and are given by \( \pm i \lambda_1/2, \pm i \lambda_2/2, \ldots, \pm i \lambda_l/2 \); cf. Eq. (A7). Thus, we can conclude that \( k = 2l + j \), where \( j \) denotes the total number of vanishing eigenvalues of \( \Lambda \). Especially, for odd \( k \), it follows directly that \( j \geq 1 \).

We use \( D'' \) to define the orthogonal matrix

\[ D = \left( \begin{array}{c|c} 1_{n \times n} & 0_{n \times k} \\ \hline 0_{k \times n} & D'' \end{array} \right), \quad (A20) \]

which, in turn, defines the variable transformation \( \hat{\phi} = D^T \phi \) together with

\[ \hat{C} = D^T CD, \quad \hat{A} = D^T AD, \quad \hat{U}(\hat{\phi}) = U(D\hat{\phi}). \quad (A21) \]
Importantly, this transformation leaves the capacitance matrix unaffected, i.e., $\hat{C} = C$. Furthermore, defining $\hat{A} = 2A_{13}D''$, we evaluate the transformed vector potential matrix to read

$$\hat{A} = \begin{pmatrix} A' \\ -\frac{1}{2}A^T \end{pmatrix} \frac{1}{2} \frac{1}{2} \begin{pmatrix} \frac{1}{2} A'' - A''^T \end{pmatrix}.$$ (A22)

As previously, we omit the hats in further calculations such that the transformed Lagrangian stays in form of Eq. (A1).

In the last step, we perform a gauge transformation that finally brings the vector potential matrix into the desired form of Eq. (A6).

**c. Gauge Transformation**

Similar to the case of a single gyrator, we can exploit the gauge freedom of the vector potential matrix and add a total time derivative to the Lagrangian without affecting the classical equations of motion [100]. In particular, we consider the Lagrangian

$$\hat{\mathcal{L}} = \mathcal{L} + \frac{d}{dt}(\dot{\phi}^T F \phi) = \mathcal{L} + \dot{\phi}^T (F + F^T) \phi,$$ (A23)

with a time-independent $m \times m$ matrix $F$. Its explicit appearance in the Lagrangian $\hat{\mathcal{L}}$ can be eliminated by a gauge transformation of the vector potential matrix,

$$\hat{A} = A + (F + F^T).$$ (A24)

With the specific choice of

$$F = \begin{pmatrix} \chi' \\ 0_{k \times n} \end{pmatrix} \frac{1}{2} \frac{1}{2} \begin{pmatrix} \frac{1}{2} A'' \\ A''^T \end{pmatrix},$$ (A25)

in which $\chi'$ is an arbitrary, time-independent $n \times n$ matrix, the gauge transformation in Eq. (A24) transforms the vector potential matrix in Eq. (A22) into

$$\hat{A} = \begin{pmatrix} \hat{A}' \\ 0_{k \times n} \end{pmatrix} \frac{1}{2} \frac{1}{2} \begin{pmatrix} \frac{1}{2} \hat{A}'' \\ \hat{A}''^T \end{pmatrix},$$ (A26)

which is the desired form of Eq. (A6). Furthermore, we observe that the symmetric part of the upper left block matrix $\hat{A}'$ is only defined up to a gauge, which can be chosen arbitrarily.

Finally, by omitting the hats, the Lagrangian is still in the form of Eq. (A1) and the capacitance matrix as well as the vector potential matrix are in the form supposed for the presented application of the Dirac-Bergmann algorithm.

**Appendix B: Avoiding the Branched Hamiltonian**

In this appendix, we further analyze the singular Lagrangian

$$\mathcal{L} = \frac{m\dot{x}^2}{2} - \frac{(x - y)^2}{2} + \beta \cos(y),$$ (B1)

which is a relabeled version of the Lagrangian in Eq. (9) describing the circuit in Fig. 2a. As elaborated in Sec. II B after eliminating the variable $y$ in the Lagrangian, the corresponding one-dimensional Hamiltonian $H_y$ [see Eq. (12)] is branched if $\beta > 1$.

As opposed to this result, here, we demonstrate that such a branched Hamiltonian can be avoided at the price of choosing different variables that are non-canonical. To this end, we apply the Dirac-Bergmann algorithm. The conjugate momenta $p_x = \partial \mathcal{L}/\partial \dot{x}$, $p_y = \partial \mathcal{L}/\partial \dot{y}$ give rise to one primary constraint,

$$G_1 = p_y \simeq 0,$$ (B2)

in which the weak equality sign $\simeq$ reminds us that one must not use the equation before the Poisson brackets are evaluated. Accounting for this primary constraint via the Lagrange multiplier $\mu$, the primary Hamiltonian of the system reads

$$H_P = p_x \dot{x} + p_y \dot{y} - \mathcal{L} + \mu G_1,$$ (B3)

and it governs the time evolution of the system. In particular, requiring that the time evolution of the primary constraint

$$\dot{G}_1 \simeq \{G_1, H_P\},$$ (B4)

vanishes, results in a consistency condition that leads to the secondary constraint

$$G_2 = x - y - \beta \sin(y) \simeq 0,$$ (B5)

which is essentially the Euler-Lagrange equation of motion for the $y$-degree of freedom. Note that $G_2$ does not give rise to further constraints.

In the following, both the primary constraint and the secondary constraint will be used to define the Dirac brackets – a redefinition of the Poisson brackets. To this end, we introduce the matrix

$$M = \begin{pmatrix} 0 & \{G_1, G_2\} \\ \{G_2, G_1\} & 0 \end{pmatrix},$$ (B6)

which collects the mutual Poisson brackets of the constraints. In particular, we find

$$\{G_1, G_2\} = 1 + \beta \cos(y),$$ (B7)

which, in general, does not vanish. Thus, both constraints $G_1$ and $G_2$ are second class constraints. Next,
Dirac’s version of the Poisson brackets of two general functions $A$ and $B$ are defined as

$$\{A, B\}_D := \{A, B\} - \sum_{i,j=1}^{2} \{A, G_i\}(M^{-1})_{ij}\{G_j, B\}. \tag{B8}$$

The only non-vanishing Dirac brackets of position and momentum variables are

$$\{x, p_x\}_D = 1, \quad \{y, p_x\}_D = \frac{1}{1 + \beta \cos(y)}. \tag{B9}$$

Having introduced the Dirac brackets, the weak equality signs in Eqs. (B2) and (B5) can be replaced by strong equality signs, keeping in mind that one must not work with the usual Poisson brackets but Dirac’s version. As a consequence, $x$ and $p_y$ can be eliminated in the primary Hamiltonian in Eq. (B3), thus resulting in the final Hamiltonian

$$H = \frac{p_x^2}{2m} + \frac{\beta^2 \sin^2(\frac{y}{2})}{2} - \beta \cos(y), \tag{B10}$$

which is not branched but a function of non-symplectic coordinates.

The classical Hamiltonian equations of motion for $y$ and $p_x$ are two coupled differential equations of first order and evaluate to

$$\dot{y} = \{y, H\}_D = \frac{p_x}{m[1 + \beta \cos(y)]}, \tag{B11a}$$

$$\dot{p_x} = \{p_x, H\}_D = -\beta \sin(y). \tag{B11b}$$

As a consistency check, they can be combined to obtain the second order differential equation

$$m\ddot{y} = \frac{\beta \sin(y)}{1 + \beta \cos(y)}(m\dot{y}^2 - 1), \tag{B12}$$

which coincides with the Euler-Lagrange equation of motion derived from the Lagrangian in Eq. (B1) after eliminating the $x$-degree of freedom.

At this point, for $\beta \geq 1$, we note that the matrix $M$ in Eq. (B6) is not invertible if

$$1 + \beta \cos(y) = 0, \tag{B13}$$

which results in a singularity of the Dirac brackets in Eq. (B9). However, the values of $y$ that satisfy the condition in Eq. (B13) correspond to critical values of the final Hamiltonian in Eq. (B10) where the symplectic structure of phase space vanishes [56]. In fact, as the agreement of the classical Hamiltonian and Lagrangian equations of motion shows, such a singularity does not affect the validity of the Dirac-Bergmann algorithm.

Finally, we remark that one can also construct a single-valued Hamiltonian with a set of symplectic coordinates by introducing the new momentum

$$p = p_x[1 + \beta \cos(y)] \tag{B14}$$

such that $\{y, p\}_D = 1$. Given these variables, however, the system is described by the Hamiltonian

$$H' = \frac{p^2}{2m(y)} + \frac{\beta^2 \sin^2(y)}{2} - \beta \cos(y), \tag{B15}$$

which involves the position-dependent mass

$$m(y) = m[1 + \beta \cos(y)]^2 \tag{B16}$$

that vanishes at $1 + \beta \cos(y) = 0$.

Similar to our approach in the main text, in Sec. II B here, we do not attempt to provide a quantized theory for the system that is described by the Lagrangian in Eq. (B1). Despite the aforementioned singularities for $\beta \geq 1$, it turns out that the quantization of $H$ in Eq. (B10) would require a systematic non-canonical quantization process, while $H'$ in Eq. (B15) would need to be brought into a Hermitian form prior quantization. As we have shown in the main text, for the description of electrical networks both these procedures can be circumvented by removing the singularity of the initial Lagrangian.

### Appendix C: Evaluation of the Radius of Convergence

The proof of Theorem 1 in Sec. II B requires the Rayleigh-Schrödinger series in Eq. (27) to converge. Here, we derive a lower bound of its radius of convergence $\lambda_n(\phi, \alpha)$. In the following, we consider all parameters and variables to be dimensionless.

By definition, any analytic family of type (A) in the sense of Kato can be written as \cite{39}

$$T(\lambda) = T + \lambda T^{(1)} + \lambda^2 T^{(2)} + \ldots, \tag{C1}$$

with $T$ being an closable operator with domain $D$ and $T^{(k)}$ being operators with domains containing $D$. Furthermore, for any analytic family of type (A), there exist constants $a, b, c > 0$ such that (see p. 378, Remark 2.8 in Ref. 39)

$$\|T^{(k)} u\| \leq \lambda^{k-1} a\|u\| + b\|T u\|, \quad u \in D, k \in \mathbb{N}. \tag{C2}$$

A comparison of $\lambda q H_{\text{aux}}$ in Eq. (20) with Eq. (C1) identifies $T = H_0$, $T^{(k)} = 0$ for $k \notin \{q, 2q, 2q - p\}$, and

$$T^{(q)} = -\frac{y \phi}{\sqrt{L}}, \quad T^{(2q)} = \frac{\phi^2}{2L}, \quad T^{(2q-p)} = \alpha^2 U_{nl}\left(\frac{\sqrt{T_0}}{\alpha}\right). \tag{C3}$$

In the following, we show that each operator in Eq. (C3) is $T$-bounded. As $T^{(2q)} \propto 1$, it follows trivially that

$$\|T^{(2q)} u\| \leq \frac{\phi^2}{2L}\|u\|. \tag{C4}$$

For constants $A, B > 0$ satisfying $4AB \geq 1$, the inequality $|y| \leq A + By^2$ holds, and therefore (cf. Sec. II.1. and
Thus, the inequality in Eq. (C2) is satisfied with the choice
\begin{align}
\alpha &= \max \left\{ \frac{\phi^2}{2L}, \frac{\phi(A + 2B)}{\sqrt{L}}, \alpha^2 M + L^{\gamma/2} \beta(A' + 2B') \right\}, \\
b &= \max \left\{ \frac{2\phi B}{\sqrt{L}}, 2L^{\gamma/2} \beta B' \right\}, \\
c &= 1.
\end{align}
In the following, we set \( A = \phi/2\sqrt{L} \) and \( B = \sqrt{L}/2\phi \). Furthermore, for any value of \( \phi \), we can chose \( \beta \) such that \( a = \alpha^2 M + L^{\gamma/2} \beta(A' + 2B') \) and \( b = 2L^{\gamma/2} \beta B' \). Note that \( a \equiv a(\alpha) \) increases monotonically as \( \alpha \) increases.

Following p. 379, Remark 2.9 in Ref. [39], the Rayleigh-Schrödinger series Eq. (27) is convergent at least for
\[\lambda < \min_{\zeta \in \Gamma} \left( a\|R(\zeta)\| + b\|TR(\zeta)\| + c \right)^{-1},\]
where \( \Gamma \) is a closed curve in the complex plane separating the upper half-plane of the Rayleigh-Schrödinger series is lower-bounded by \( n = 1/2 \). We choose \( \zeta \) to be a circle with radius 1/2 centered at \( n + 1/2 \). We find \( \|R(\zeta)\| \leq 2 \) and the (unsharp) inequality \( \|TR(\zeta)\| \leq 3 + 2n \). Thus, the radius of convergence of the Rayleigh-Schrödinger series is lower-bounded by
\[r_n(\phi, \alpha) = \frac{1}{2a(\alpha) + (3n + 2)b + 1},\]
which is always positive and increases as \( \alpha \) decreases.
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