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Abstract: The latest studies have compellingly argued that Neural Networks (NN) classification and prediction are the right direction for forecasting. It has been proven that NN are suitable models for any continuous function. Moreover, these methods are superior to conventional methods, such as Box–Jenkins, AR, MA, ARMA, or ARIMA. The latter assume a linear relationship between inputs and outputs. This assumption is not valid for skimmed milk powder (SMP) forecasting, because of nonlinearities, which are supposed to be approximated. The traditional prediction methods need complete date. The non-AI-based techniques regularly handle univariate-like data only. This assumption is not sufficient, because many external factors might influence the time series. It should be noted that any Artificial Neural Network (ANN) approach can be strongly affected by the relevancy and “clarity” of its input training data. In the proposed Convolutional Neural Networks based methodology assumes price series data to be sparse and noisy. The presented procedure utilizes Compressed Sensing (CS) methodology, which assumes noisy trends are incomplete signals for them to be reconstructed using CS reconstruction algorithms. Denoised trends are more relevant in terms of NN-based forecasting models’ prediction performance. Empirical results reveal robustness of the proposed technique.
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1. Introduction

International SMP prices have often been impacted by the significant influence of market volatility, seriously affecting the global economies, as well as the food market, food processors, and society in general.

First, similar to valuation of other commodities, SMP prices are fundamentally controlled by demand and supply. SMP, which is 34–35% protein, is the most common dairy ingredient used for numerous therapeutic and grocery products and supplementary foods. Moreover, SMP price is also intensely affected by other factors, such as cattle and bovine diseases (which can affect the demand curve), weather, natural disasters, drought, inventory, economic growth, financial and political policies (imply conditions in international business environment), regionally differentiated subsidies (common agricultural policy), changes in the international agro-food systems, and psychological expectations. These aspects relate to a heavily fluctuating SMP prices, characterized by strong complex non-linearity, dynamic variation, and high volatility. In return, the SMP market irregularity has a major impact on the economy and societies; this influence on economies needs to be recognized to lower investment decision risk for agents and planners inside and outside the food supply chain.

One of the largest and more-dynamic financial markets is the SMP market, being among the most used and most important economic indices. Forecasting SMP rates is a
problematic issue in either theoretical or practical science, because the SMP rates are affected by many factors (as highlighted above). Undoubtedly, there is a need for efficient statistical and econometric models. This problem has been widely recognized by researchers as a leading purpose of forecasting SMP rates. Despite many efforts, this problem remains one of the key challenges in the field of forecasting.

Skimmed milk powder can impact spending on food. Its expected impacts on the general food industry are important to policymakers and food chain planners globally [1]. The fluctuating prices of SMP can increase the risk of investing in stocks and financial safety, as well as impact the market players who suffer from the economic downturn because of the failure of manufacturing the contracted volumes of SMP-based food products [2].

As shown in [3], the week-ahead dairy product spot price is affected by many uncorrelated factors, including week-ahead forecasts. The relationships between several external factors and spot prices have been proved not only to exist but also to be time dependent and nonlinearity associated.

The impact of SMP prices on the market, outlined in the above-mentioned studies, prompts a study of the problematic nature of predicting the SMP price time series. This need also reveals a gap in available tools for accurately forecasting SMP prices. If a more accurate tool were developed, then the undesirable influences of dairy substrates could be mitigated and could keep dairy prices stable.

The authors of [4,5] showed the versatility of numerous available prediction algorithms and the requirement for comparisons to examine which methodologies perform better, in which circumstances and why. It should be noted that this study made on SMP forecasting methods revealed a serious research gap. However, time-series forecasting has received extensive attention in the research community.

Numerous reviews of several methods, models, and approaches for dairy product price forecasting can be found in [6–10].

Time-series-based values estimation is a difficulty for many engineering sciences. Traditional prediction approaches make use of direct future value calculation, based on its past linear combination. There are comprehensive studies [11–17] in this area that reveal numerous applications in fields such as economics, econometrics, finance, and stock forecasting.

The authors of [18] made significant work in considering the applications made of numerical linear models. These models utilize Autoregressive (AR) and Moving Averages (MA) concepts. The AR procedure necessitates the expectation that the current estimation of the time arrangement is a linear combination of its past predecessors. Procedures in MA assume that the current value can be represented by a combination of random passes or noise, which influence the time series. These kinds of approaches have proved their usability in the field of the dynamics of many real-time series.

Nevertheless, because of assumed lineairties, these models are insufficient in mimicking the nonlinear nature of real dynamics, which can occur in practical applications [19,20]. Therefore, it should be noted that numerous authors have proposed adaptable numerical models based on AI. The use of NN allows for more accurate forecasting because they can consider using nonlinearities in raw material [21–23]. Another approach is concentrated on the use of single-multi-step forecasting procedures [22,24].

The main contributions of this paper are summarized as follows: (1) A deep learning-based prediction algorithm has never been applied to agricultural economics before. However, it seems that CNNs have never been used thus far to perform skimmed milk powder forecasting. Additionally, the presented combination of the compressed-sensing based training sets denoising and convolutional neural networks has never been presented by any author thus far in the literature. The proposed algorithm outperforms all the state-of-the-art competitors. The remainder of this paper is organized as follows. Section 2 discusses how artificial intelligence struggles with forecasting issues. Sections 3 and 4 emphasize the compressed-sensing-convolutional neural networks, i.e. the proposed forecasting procedure, and the methods and materials, respectively. Finally, Section 5 focuses on the achieved
results and discusses them. The final section discusses the conclusions and future research directions.

2. Artificial Intelligence Struggles with Forecasting Issues

Artificial Neural Networks (ANN)-based forecasting methods have received special attention in the recent years due in part to their flexibility and capability of future value modeling. The most recent methods exploit ANN topologies while including a nonlinearity-based AR model, as well as a dynamic architecture component at its core [25]. Some other papers make use of the AR neural networks [26–28] and force the AR model to include nonlinear functions. Moreover, the authors proposed the use of multilayer-perceptron linear model hybrid techniques [20].

Notwithstanding the accomplishment of ANN and its actual impact on science, it is evident that numerous issues remain open [29]. Several factors in practical modeling methods should be underlined. These factors are supposed to be considered abstractive and related to the past behavior of the process being modeled. In this way, these kinds of aspects are problematic in terms of including them in decision-making algorithm architectures [27].

Another serious obstacle that ANNs face is their exclusion of the MA models. Most of the proposed methods utilize a nonlinear AR model. Unfortunately, in those works, the MA model is not considered. This shortcoming leads to a misprediction [11]. For these reasons, AR and MA components need to be included. This inclusion allows AI-based prediction models to model both terms using their flexible frameworks [22].

Conventional stochastic and econometric models applied in financial time-series forecasting cannot efficiently handle the uncertain behavior of foreign exchange date series. The latest studies have revealed the classification and prediction efficiency of ANN. It has been proved that ANN can approximate any continuous function. The use of NNs in financial data-series forecasting has been compelling. These kinds of time-series prediction algorithms reveal their superiority over conventional methods such as Box–Jenkins, AR, ARMA, or ARIMA. Several impressive non-iterative approaches for solving the stated task were proposed by Roman Tkachenko and Ivan Izonin et al. [30–32].

The AI-based methods do not have to be triggered by any kind of prior information on the data series. The authors used data series with weekly SMP prices starting from 2010 to 2017 provided by the Global Dairy Trade.

A feedforward network and a recurrent network [25] were implemented and compared. The feedforward network was taught by the standard backpropagation algorithm, while the recurrent one was triggered using a multi-stream method based on the Extended Kalman Filter [33].

Previous forecasting models were used as inspiration to overcome the obstacle of expressing highly nonlinear, hidden pattern of SMP stock prices.

In contrast to the methods such as ARIMA, AI-based algorithms are fully self-adaptable, nonlinearity tolerant, and data triggered. Moreover, stochastic data assumptions (e.g., linearity, regularity, and stationarity) are not needed by AI, whereas conventional methods require these assumptions. Accordingly, numerous AI procedures (e.g., NNs, genetic algorithms, and support vector machines) have been popularized in the forecasting field [34–36].

It should be noted that some of the most serious obstacles for forecasting algorithms are their interactive complexity, dynamic nature, and constantly changing factors. These aspects produce high levels of noise, which influence the input data and, consequently, lead to a weak performance for the prediction algorithms. For these reasons, noise filtering can lead to improved efficiencies. Several denoising methods were proposed by numerous authors. Sang et al. [37] suggested a novel, entropy-related wavelet transform denoising algorithms for time series classification. In turn, He [38] presented a Slantlet denoising-associated least squares support vector regression (LSSVR) scheme for forecasting exchange rate. Faria [39] presented an exponential smoothing denoising-related NN model for predicting stock markets. Yuan [40] suggested a promising scheme by fusing the
Markov-switching idea and the Hodrick–Prescott filtering for forecasting exchange rates. Nasseri [33] presented a fusion method employing the extended Kalman filter and genetic algorithm for predicting water demand. In turn, Bo-Tsuen Chen, et al. [41] transferred the Fourier transform framework into a fuzzy time series prediction scheme for stock prices. Sang [42] suggested a modified wavelet transform-based denoising framework.

The proposed algorithm is based on CS theory. The suggested preliminary data filtering exploits data sparsity. The CS framework-based denoising turns this weakness into a strength. CS algorithms have been used in data-collecting algorithms. This concept assumes that data in some orthogonal basis are redundant. In the suggested ANN-learning paradigm, the Compressed-Sensing-Denoising (CSD) is initially run. This running is considered a preliminary operation performed directly on SMP price time series data. The rationale behind this is to reduce the level of noise and to enhance prediction performance.

One caveat of forecasting procedures is that none can be perfect in every practical condition. Thus, more in-depth comparative studies and method evaluation should be carried out. The drawback of the existing propositions in stock price prediction literature is their (the propositions’) inability to accurately predict highly dynamic and fast-changing patterns in stock price movement. The current work attempts to address this shortcoming by exploiting the power of convolutional neural networks (CNN) in learning the past behavior of stock price movements and making a highly accurate forecast for future stock behavior [43].

In comparison to regular training paradigms, deep learning procedures, when combined with CSD denoising, are better in terms of their ability to generalize. The emphasis is on long short-term memory networks (LSTM) [27], ANN, attention-based models, and deep convolution networks (DCN) [44]. The SMP time series prediction is implemented by utilizing one deep-learning modeling structure, the so-called “Multiple Input, Multiple Output” (MIMO) method. This term refers to the initialization based on multiple input datasets (SMP prices). In this way, these method utilizes multiple sets of predictions as output (SMP and butter predictions).

The performance rates were calculated using established evaluation criteria (average gap, MSE, RMSE, and RMSLE) for every single procedure to assess the performance of the suggested and competitive solutions. The author’s contribution is to present a new approach to denoise the datasets for the deep learning paradigm by exploiting CS-based denoising procedures [45,46]. This method facilitates the assumption of training data to be sparse and incomplete. The CSD framework is suitable to reconstruct signals from their sparse representation. The application will deliver a smoother input training dataset for prediction models and, therefore, make the performance of the forecasting algorithm better. Furthermore, there is a chance in reducing mispredictions. The empirical results indicate that the LSTM topology has a strong nonlinear handling capability and is useful for computing non-stationary SMP forecasts.

3. Compressed Sensing-Convolutional Neural Networks: The Proposed Forecasting Procedure

Machine learning is a promising technique to overcome financial sector inconveniences. It has been argued that deep-learning techniques, including CNNs, have proved their worth in identifying, classifying, and predicting patterns and time series. It should be noted that CNN methods can handle inherent data complexities, e.g., spatio-temporality, chaotic nature, and non-stationarity, only in cases when they are designed and/or evaluated for each specific dataset and application. To let CNNs work, they need to be initialized with a large number of labels [47].

The deep learning methodology is based on machine learning paradigms and usually consists of two main stages: recurrent and convolutional neural networks. Typically, a CNN requires two-dimensional input images as its input vector. This requirement makes using CNNs in financial market prediction quite difficult. To solve this shortcoming, 1D matrices are supposed to be converted into 2D matrices [48].
In this work, a deep-learning-based, initially trained by compressively sensed datasets, SMP price movement forecasting algorithm is presented. Additionally, TensorFlow is applied to design the prediction model. The pipeline of the algorithm is organized as follows: the input data are preprocessed and normalized; this strongly implies further algorithm stages; and the next step is 1D convolution and indicating key features (e.g., volume, high and low price, and closing price) as input.

The Convolutional Neural Net is an example of feedforward neural net. Numerous similarities between typical NN typology and CNN can be noticed. It also consists of input, hidden, and output layers. The CNN extends its predecessor with convolution or pooling layers. Moreover, the number of hidden layers in a CNN is usually higher than in a typical NN, leading to extending the capability of the NN. The higher is the number of hidden layers, the higher is the ability of input extraction and recognition. The convolutional nets have found their applications in the fields of image processing, computer vision, human feature recognition, and image classification. Deep learning methodology has proven how efficient and superior it can be in numerous areas, such as pattern, speech, and voice recognition, decision making support systems, etc. [49–54]. The neural net models with extended topologies, such as CNNs and RNNs, have significantly improved performance.

The data of the SMP prices and Google trends data are used as the input to a RNN, which is taught to forecast the complexity of the SMP market. The training method proposed in this paper is based on the following stages: the training dataset is first compressively sensed to denoise it. After that, a denoised large-scale dataset with more than four-million limit orders is applied to train the CNNs for stock price movements. This training paradigm is combined with a normalization process which considers the fluctuations in the price ranges among different stocks and time periods; this combination turned out to be a crucial factor for effectively scaling to big data.

Every financial market is associated with a limit order, which is a kind of order to buy or sell some number of shares at a set price [55]. Therefore, the order book has two points of view: the one associated with the bid prices \( p(t)_{\text{bid}} \) with corresponding volume \( v(t)_{\text{bid}} \) and the other associated with sell prices \( p(t)_{\text{sell}} \) with corresponding volume \( v(t)_{\text{sell}} \). Both sets are sorted by price, where \( p(t)^{1}_{\text{bid}} \) represents the highest offered buy price and \( p(t)^{1}_{\text{sell}} \) refers to the lowest offered sell price. When a bid order price is higher than an ask order price, \( p(t)^{1}_{\text{bid}} > p(t)^{1}_{\text{sell}} \), they are removed, triggering the execution of the orders and exchanging the traded assets between the people involved in the market. When the orders are not the same in terms of their volume sizes, the bigger one remains in the order book while keeping the volume unfulfilled.

Numerous tasks are associated with these data, i.e., price trend forecasting and the regression of the predicted value of a metric, e.g., capability to o the detection of unexpected events that lead to price jumps as well as volatility of a stock. However, recognizing these aspects is obviously helpful in making the right investment decisions. The procedures frequently undersample the data, using specialized procedures such as Open-High-Low-Close (OHLC) [56] to maintain a representative number of samples for an assumed period. OHLC does not preserve all the microstructure information of the markets.

CNNs can be used to fix the problem since they can exploit all the information nested in the data, due in part to their ability to more precisely select and use recurring patterns between time steps. Assuming that the input datasets are denoised, they can actually feed into long short-term memory networks (LSTM) schemes to exploit sets of price time series with a determined width as input and, therefore, create a new series of encoding. Meanwhile, the just generated sequence of encoding will trigger the attention mechanism to improve its temporal attributes.

The next stage of the algorithm involves processing by the Convolution Neural Network (CNN) core, which delivers spatial features from the output dataset. The number of variables or redundant attributes are reduced by the Max Pooling layer (see Figure 1).
At the last stage of the procedure, the fully-connected layer with the linear activation function produces the network’s output, which is an equivalent of the prediction of tendency for SMP price.

Figure 1. The presented algorithm’s flowchart.

3.1. Initial Denoising: The Training Data Conditioning

Compressed sensing is well known as a signal processing technique for efficiently acquiring and reconstructing a signal, by finding solutions to underdetermined linear systems. The compressed sensing (CS) reconstruction algorithm intends to recover a structured signal acquired using a small number of randomized measurements. Time series image denoising can be considered to be recovering a signal from inaccurately and/or partially measured samples, which is exactly what compressive sensing accomplishes.

Because of the complexity of noise nature, noise removal procedures are supposed to be well recognized and addressed by specialized techniques. In this paper, a novel improved compressed sensing based denoising method is presented, as shown in Figure 2 and Table 1. The proposed denoising algorithm assumes that training sets are noisy and in this way incomplete. Typical CS reconstruction algorithms can be cast as iteratively estimating a signal from a distorted observation. This process refers to training sets denoising.

Figure 2. The presented compressed-sensing based training datasets denoising algorithm’s flowchart.
The well-recognized, fundamental signal processing theorem—Shannon’s sampling theorem—states that perfect signal reconstruction is doable if frequency sampling is at least two times greater than the maximum frequency of the signal. The compressed sensing methodology has none of these kinds of limitations in performing perfect signal reconstruction because signal sparsity can be exploited. In practice, some other conditions under which recovery is possible must also be satisfied. The above-mentioned signal sparsity requires the signal to be sparse in some domain. Moreover, signal incoherence, which is applied through the isometric property, is considered to meet the requirements for sparse signals.

An underdetermined set of linear equations has more unknowns than equations and generally has an infinite number of solutions. In this way, there is an equation system \( y = Dx \) where we want to find a solution for \( x \). To calculate a solution to this kind of system, one must enforce more constraints or conditions (e.g., smoothness). In the case of the compressed sensing, the constraint of sparsity is added, accepting only the solutions with a minimum number of nonzero coefficients. Not every kind of underdetermined system of linear equations can have a sparse solution. Hopefully, the compressed sensing methodology, with its support for sparse sampling, allows the recovery of that solution.

Compressed sensing methodology takes advantage of various kinds of redundancies in proper domains. This assumption allows a reduction of the number of coefficients, which leads to measurements acquisition acceleration.

Initially, the L2 norm was suggested as the main operation performed to minimize the energy in the system. This procedure, being quite simple from a computational point of view, usually provides poor results for the majority of practical cases, for which the unknown coefficients have nonzero energy.

Any historical stock data price can contain a finite amount of noise. The so-called “basis pursuit” denoising has been frequently suggested \([57]\) over linear programming. This denoising technique preserves the signal sparsity in the presence of noise and can be solved quicker than an exact linear program.

For time series denoising, we first transform the noisy time series into the sparse domain using:

\[
\phi = \Psi \times (x + z)
\]

where \( z \) denotes the additive noise. \( \phi \) is being sparsely sampled by mixing matrix \( M_{m \times n} \), where \( M \) is stable and incoherent with the matrix transform:

\[
\Psi_y = M \times \phi = M \times \Psi \times (x + z)
\]

and \( M_{m \times n} \times \Psi_{n \times n} \), which would be called the compressed sensing matrix \( A \).

According to the noisy time series \( y = A \times x \), we want to restore the original time series from the noisy one. It has been proved that sparsity is a basic principle in signal restoration.

Besides, it is obvious that the noise is not sparse in the relevant orthogonal transform domain. In this way, the exact signal can be reconstructed from its sparsely sampled representation.

The compressed sensing-based denoising procedure is performed in the following way:

A CS reconstruction procedure attempts to reconstruct a signal obtained using a minimum number of randomized readouts. Regular CS restoration procedures can be interpreted as calculating a signal from a noisy observation in an iterative manner. In this algorithm, an unknown noisy time series is observed (sensed) through a limited number linear functional in random projection, and then the original time series is reconstructed using the observation vector and the existing reconstruction procedures such as L1 minimization \([58]\).
Behind the applications such medical modalities or telecommunications, CS can be applied in the field of big data denoising. Preliminary attempts to exploit this methodology in the field of data were suggested by [59, 60].

Formally, in a relevant basis, sparse signals can be interpreted in the following way:

\[ X = \sum_{i=1}^{n} B_i \theta_i \]

where \( B_i \) denotes \( i \)th coefficient set of \( X \) and \( B_i = \langle X, \theta_i \rangle \).

In this way, \( X \) is composed of \( \theta B \), where \( \theta \) is an \( n \times n \) matrix with \( \theta_1, \theta_2, \ldots, \theta_n \) as columns. The sparsity of \( X \) can be directly controlled by the zero \( B_i \) entries.

To perform the compressed based denoising, the following steps are needed:

1. Sparse representation.
   Assuming that the \( X \in \mathbb{R}^n \) is sparse in an orthogonal basis \( \theta = [\theta_1, \theta_2, \ldots, \theta_n] \)

2. Random sampling.
   The \( m \times n, (m < n) \) dimensional observation matrix \( \vartheta \) is defined in the following way. More precisely, an observation vector \( Y \) is expressed using the random sampling matrix \( \vartheta \) and sparse signal representation defined in the way below.

\[ Y = \vartheta \theta^T X \]

In this paper, the random sampling is performed accordingly to the Poisson–Disk Sampling scheme, see Figure 3.

3. Signal recovery.
   The main goal of the signal recovery stage is to recover the signal \( X \) from the compressively sensed signal \( Y \). This operation is expressed as follows:

\[
\min \| \theta^T X \|_0 \text{, such that } Y = \vartheta \theta^T X.
\]

The equation above is not suitable for polynomial-time non-deterministic hard problems. For this reason, \( L_0 \) norm is supposed to be replaced with \( L_1 \) norm in the following way:

\[
\min \| \theta^T X \|_1 \text{, such that } Y = \vartheta \theta^T X.
\]

Assuming that the signal \( X \) is affected by noise, the minimization problem needs to be reformulated in the following way:

\[
\min \| \theta^T X \|_0 \text{, such that } \| \vartheta \theta^T X - Y \|_2 < \xi.
\]

This optimization problem can be fixed by the orthogonal matching pursuit (OMP) algorithm. The signal \( X \) is compressively sensed in its relevant orthogonal domain, see Table 1. The SMP price time series is illustrated in Figure 3.

The CS-based denoising algorithms assume that the native time series samples consist of trend values + noise. The principal goal of the method is to eliminate the noise. The denoising process shrinks the dimensions of the original time series. Traditionally, for instance, Fourier basis-based filtering is much tighter in terms of its initial parameters such as pass/stop frequencies. The CS-based noise removing is more adaptable because its only need is to choose proper orthogonal basis and frequency sampling.
Table 1. Compressed Sensing based denoising of original data.

1. Do sparse transform obtained by combining signal $X$ and noise component $Z$, and calculate $\phi = \Psi \times (X + Z)$.

2. Form a $M \times N$ dimensional observation matrix $M$ which is stable and uncorrelated with the transform basis $\Psi$, then utilize $M$ to calculate $\phi$ and obtain the observation vector $Y = M \times \phi = M \times \Psi \times (X + Z)$.

3. Reconstruct signal $X'$ by restoring $Y$.

Figure 3. The average power spectrum of a 1D Poisson-disc process is related to a blue noise spectrum.

3.2. Data Preprocessing

A preliminary analysis was conducted on SMP prices. The dataset published by the Global Dairy Trade contains SMP transaction records from 2000 to 2020. To make the CNN-based forecasting model workable, initial data standardization is needed. In this paper, the Standard Scale is exploited. In this regard, standard scalar calculations are performed in the way expressed below:

$$S(x_i) = \frac{x_i - \frac{1}{N} \sum_{i=1}^{N} x_i}{\sqrt{\frac{1}{N} \sum_{i=1}^{N} [x_i - (\frac{1}{N} \sum_{i=1}^{N} x_i)]^2}}$$

where $x_i$ denotes the value in the SMP time series data over some period (e.g., every two weeks).

An input datum is supposed to be windowed with a specified width, which is denoted as $\alpha$. In this paper, $\alpha = 2$, which is related to two trading days per month.

In this way, a vector $x_{t-1}, x_t, \ldots, x_{t+n}$ is converted into $S(x_{t-1}, S(x_t), \ldots, S(x_{t+n})$.

3.3. LSTM Component

Long short-term memory networks (LSTM) are artificial recurrent neural networks, which were initially presented by Hochreiter and Schmidhuber [27] and extended by Graves [50].
In the neural nets’ topology presented in this paper, the LSTM component consists of three layers: input layer, LSTM unit layer, and an output layer, with their own end-to-end feature.

The scheme operates using $\beta$ as the number of layers of LSTM, which is its controllable parameter.

For a given time sequence $T$, the input vector $S(x_{t-1}, S(x_t), \ldots, S(x_{t+n})$ is fed into LSTM units to achieve comprehensive information from the previous steps and the future ones by the LSTM component.

The LSTM component consists of three gates: input, output, and forget gates. The input gate $input_t$ controls the extent to which a new value steps into the unit. The forget gate $f_t$ decides which values need to be kept or rejected. The output gate in turn determines the value of the LSTM unit’s output.

These operations can be expressed as follows:

$$input_t = \text{sig}(U_i x_t + S_i h_{t-1} + c_i)$$

$$f_t = \text{sig}(U_f x_t + S_f h_{t-1} + c_f)$$

$$output = \text{sig}(U_0 x_t + S_0 h_{t-1} + c_0)$$

$$d_t = f_t \circ d_{t-1} + i_t \circ \tanh(U_c x_t + S_c h_{t-1} + c_d)$$

$$e_t = output_t \circ \tanh(d_t)$$

where $x_t$ denotes the input vector. The $x_t$ flows into the LSTM unit, while $h_t$ is its output vector. $U*, S*$, and $c*$ are the weighted matrices and bias vector parameters, respectively. Moreover, the initial values are denoted as $d_0 = 0$ and $e_0 = 0$. The operator $\circ$ refers to the element-wise product. $\text{sig}$ and $\tanh$ are sigmoid function and hyperbolic tangent functions. The product of the LSTM component is being sent to the attention mechanism.

### 3.4. Attention Mechanism

The resulting sequence of the LSTM unit feeds into the attention mechanism (AM). Because of the high dimensionality of the input time series, the result is highly dependent on the number of LSTM processing units which are declined. To more efficiently uptake the relevant information from the new encoding and achieve important temporal and spatial features, AM is added to the network’s topology. AM is considered to be a validation mechanism of distribution of probability weights.

The AM block, by setting up different attention probability weights, decides on spotting some changes or tendency which can occur in the learning dataset.

It is expressed as follows:

$$f_{ij} = \tanh(W_1 e_i + W_1 e_i + b_a)$$

$$f_{ij} = \tanh(W_1 e_i + W_1 e_i + b_a)$$

$$a_{ij} = \text{softmax}(g_{ij}) = \frac{\exp(g_{ij})}{\sum_j(g_{ij})}$$

$$K_i = \sum_j(a_{ij}k_j)$$

where $g_{ij}$ relates the $i$th value and the $j$th value. $W, b, a_{ij}, K_i$ refer to weight bias parameter, the attention weight of the $i$th value and $j$th value by exploiting the softmax function, the and final state of the output after AM, respectively.

The product of the AM block is sent to the CNN component.

### 3.5. CNN Component

As depicted in in Figure 1, the CNN [51] framework is comprised of convolution layer and a max pooling layer, and it is trained by the data extracted from the input vector.
Convolution and pooling layers form part of the CNN unit. This component is trained using denoised 1D data. It has been compellingly argued that CNNs have the benefits of extraction and reorganization. The spatial dependencies among the training dataset’s samples are crucial factors which determine further forecasting performance. In this way, the CNN is employed to identify the morphological features of the data coming from the AM block.

The CNN consists of the following layers:

1. Single convolution layer. Typical artificial neural nets are hardly adaptable because of their immanent topology, i.e., the fully-connected neurons. CNNs are superior to ANNs because they allow the connecting of every single neuron with its adjacent neurons. These kinds of neural networks need to be initialized by numerous parameters: filter types, filter operators and lengths, and some number of receptive field neurons. The forwarding pass of the filter derives the dot product between the filter itself and the filter input. In this way, the CNN is trained using selected features, which are detected and are the characteristics of a problem, spatial location, and weight describing the input data. The network’s adjustable parameters include the number of filters in the convolutional layer denoted as $\gamma$. Its value is fully adjustable.

2. Max Pooling layer. This layer is employed to shrink parametrization of the topology (e.g., training weights and filters) and unneeded features. Furthermore, the pooling layer can also affect the convergence of neural nets. It can handle reducing overfitting. The pooling layer determines the maximum value of the values approachable by the max pooling filter. In practice, the pooling layer assigns the weights to the relevant filter, which is chosen by the highest value. Technically, it acts as follows:

$$y_j = \sum_{i=1}^{n} w_{i,j} x_i + b_1$$

where $y_j$ denotes the output of the fully-connected layer in the $j$th neuron, $n$ refers to the length of 1D input data ($x$), $w_{i,j}$ is the neuron weight between $i$th input value and $j$th neuron, and $b_1$ refers to the bias.

Once the computation is performed, the values are sent to the connected components in the higher layer by an activation function to decide its impact on the further forecasting performance. The activation function is expressed in the following way:

$$\text{output}_j = l(y_j) = \max(0, y_j)$$

where $\text{output}_j$ denotes the output followed by an activation function.

The activation function can be expressed by Rectified Linear Unit (ReLU) [23], which will only pass positive values. This type of function is efficient in cases when overfitting is supposed to be removed [60,61].

Formally, it can be expressed as follows:

$$\text{output}_j = f(y_j) = \text{output}_j.$$  

4. Modeling and Methods

In the experiment, the same input data were tested using numerous forecasting algorithms. The presented methodology was faced with the state-of-the-art algorithms: ARIMA (autoregressive integrated moving average) [62], Artificial Neural Network (ANN) [21], Least Square Support Vector Regression (LSSVR) [34], Compressed Sensing Based Denoised autoregressive integrated moving average (CS-ARIMA), Kalman Filtering based denoised Artificial Neural Network [33], Exponential Smoothing [39] based denoised Artificial Neural Network (ES-ANN), Hodrick–Prescott Filtering [16] based Artificial Neural Network (HP-ANN), Discrete Cosine Transform based Artificial Neural Network (DCT-ANN),
Wavelet Denoised [37] based Artificial Neural Network (WD-ANN), and Compressed Sensing Based Least Square Support Vector Regression [38].

In this experiment, SMP spot prices of the Global Dairy Trade were processed. In particular, the data were taken from the period 3 January 2000 to 17 July 2020 with 536 observations.

The data from 3 January 2000 to 11 January 2020 were utilized for the model learning (536 observations), and the residual data remaining after the exclusion were applied as the testing sequence (96 elements).

In the case of the compressed-sensing based denoising, the wavelet function of symlet 6 was applied as the sparse transform basis. The number of samples was 400. The results were achieved using 100 iterations of orthogonal matching pursuit (OMP) algorithm. The applied ES procedure operated using the smoothing factor equal to 0.25. In the case of HP filter, the smoothing value was equal to 100. The KF was initialized by covariance and process covariance equal to 0.2 and 0.0005, respectively. In Discrete Cosine Transform the frequency threshold was equal to 100. The WD operated using symlet 6 as its wavelet basis. The number of decompositions was 8 and the frequency thresholds were computed based on soft threshold principle.

The initial data were chosen for the following reasons: it is reasonable to compare week-to-week and month-to-month periods, while more fragmented time periods could lead to higher complexity of noise levels.

Due to the orthogonal transform sparse domain’s restrictions, the size of each training set was considered $2^n (n > 0)$.

Numerous authors have suggested that the size ratio of training-to-testing sets needs to be 4:1.

To assess the prediction performance, two metrics were adopted. The Root Mean Squared Error (RMSE) has widely been used and proved its efficiency as an accurate metric in terms of predicting error calculation.

Consequently, RMSE was exploited to assess the efficiency of level prediction, technically expressed as follows:

$$RMSE = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (\hat{x}(t) - x(t))^2}$$

where $x(t)$ denotes the actual value, $\hat{x}(t)$ is the forecasted value, and $N$ refers to the number of prediction results, at time $t$.

The ability to predict movement direction can be estimated by a directional statistic $D_{stat}$, which is expressed in the following way:

$$D_{stat} = \frac{1}{N} \sum_{t=1}^{N} a_t \times 100$$

where $a_t = 1$ if $(x_{t-1} - x_t)(\hat{x}_{t+1} - x_t) \geq 0$ and $a_t = 0$ otherwise.

Statistically significant differences in the meaning of forecasting accuracy amongst different prediction techniques, the Diebold–Mariano (DM) statistic is applied.

In this paper, the loss function is triggered to illustrate mean square prediction error (MSPE) and the null hypothesis is based on the fact that the MSPE value of the Tested Method 1 is not lower than the one indicated by the second method.

The Diebold–Mariano (DM) statistic is expressed as follows:

$$S = \frac{\bar{g}}{(V_{\bar{g}}/M)^{1/2}}$$

where $\bar{g} = (\sum_{t=1}^{M} g_t) / M (g_t = (x_t - \hat{x}_{a,t})^2 - (x_t - \hat{x}_{b,t})^2)$ and $\bar{x}\bar{g} = \gamma_0 + 2$. $\sum_{t=1}^{M} \gamma_t = N \gamma_0 + \sum_{t=1}^{M} \gamma_t = \text{cov}(g_t, g_{t-1})$, for each time node $t$, denote the forecasted samples for $x_t$ derived by Tested Algorithm 1 and its Benchmark Algorithm 2, respectively.
In this way, a one-sided test is applied to test the $S$ statistic. Technically, $S$ value and $p$ value can be used to estimate the superiority of Method 1 over Method 2 (see the tables below).

First, the adequacy of the presented method in improving forecasting precision was verified. For this reason, many mixture models were configured by coupling compressed sensing denoising and well-known prediction procedures, e.g., the most conventional strategy, ARIMA, and the most mainstream artificial intelligence algorithms such as LSSVR and ANN; and their extension or mixtures, such as Compressed-Sensing-Denoising-ARIMA, Compressed-Sensing-Denoising-Least-Square-Support-Vector-Regression, and Compressed-Sensing-Denoising-Artificial-Neural-Network, were clearly observed, in order to find out which sub-methods can improve the forecasting capacity of the models.

The principal purposes behind utilizing ARIMA, LSSVR, and ANN can be summed up in two points of view. The ARIMA can be viewed as the most typical linear regression model and has been prominently utilized as a typical traditional benchmark in the prediction research. LSSVR and ANN have also been prevalently used, particularly for price series prediction, as the most ordinary AI procedures. Thus, the two incredible AI models, LSSVR and NN, were both exploited here as the hybrid models in the suggested structure. Second, the predominance of the applied Compressed-Sensing-Denoising-AI training method was examined.

Five other mainstream denoising techniques, including exponential smoothing (ES), Hodrick–Prescott (HP) method, Kalman filtering (KF), discrete cosine transform (DCT) [63], and wavelet denoising (WD) were additionally used as preprocessors for unique information to illustrate their impact on the performance metrics.

The presented method, being a kind of hybrid artificial algorithm, was compared with the following algorithms: ARIMA (autoregressive integrated moving average), Artificial Neural Network (ANN), Least Square Support Vector Regression (LSSVR), Compressed Sensing Based Denoised autoregressive integrated moving average (CS-ARIMA), Kalman Filtering based denoised Artificial Neural Network, Exponential Smoothing based denoised Artificial Neural Network (ES-ANN), Hodrick–Prescott Filtering based Artificial Neural Network (HP-ANN), Discrete Cosine Transform based Artificial Neural Network (DCT-ANN), Wavelet Denoised based Artificial Neural Network (WD-ANN), and Compressed Sensing based Least Square Support Vector Regression.

Besides, numerous different denoising algorithms were tested.

In CS-based denoising, the scaling function of symlet 6 was applied as the sparse transform basis, the sample number was 500, and the number of cycles of he orthogonal matching pursuit (OMP) procedure was 100. The smoothing factor of the Exponential Smoothing algorithm was 0.2. The smoothing value of the Hodrick–Prescott was 100. The Kalman filtering was parameterized with the following values: measurement covariance $= 0.25$ and process covariance $= 0.0004$. The frequency threshold of the Discrete Cosine Transform was 100. In the case of the wavelet discrete transform, symlet 6 was implemented as wavelet basis. The levels of decomposition were 8 and the frequency thresholds were derived with the soft threshold principle. In the case of the ARIMA, the initial parameters were calculated using Schwarz Criterion. A feedforward neural network was implemented based on seven hidden nodes, one output neuron, and $I$ input neurons, where $I$ denotes the lag order derived by auto-correlation and partial correlation calculations and was six. Every single artificial neural network was started 10,000 times, utilizing the learning subset.

The kernel function of the LSSVR, Gaussian RBF, was chosen, and the grid search procedure was exploited to derive the values of the parameters $\gamma$ and $\delta 2$.

All trials were performed in MathWorks Matlab.

5. Results and Discussion

The proposed CNN forecasting method with a built-in denoising procedure resulted in cleaned training data (see Figure 4).
The second stage of the trials was to predict the denoised data by a matched forecasting algorithm (e.g., CNN, ANN, ARIMA, or LSSVR). Furthermore, some benchmark procedures, including standalone and fusion prediction algorithms, were verified. Each test run was repeated 100 times in order to generate statistically meaningful quality measures. For all the below-listed forecasting algorithms, the statistical analysis was evaluated using the mean and the standard deviation (std).

It has been shown that all the p-values are less than 0.01, which means that there is a significant difference between the presented algorithm and the other algorithms.

The robustness of Compressed Sensing-based denoising in enhancing prediction performance is detailed in the following tables. Moreover, each tested prediction method was run as a native technique as well as preconditioned by several denoising procedures.

For quantitative measurement, the Dstat and RMSE metrics were also calculated.

From the performed analysis, the following conclusions are made, see Tables 2–5. First, the presented hybrid forecasting scheme and the other artificial intelligence based hybrid techniques (i.e., CS-ANN and CS-LSSVR) provide the best results in terms of either directional or level prediction. It confirms that the presented methodology performs the best. Furthermore, the conducted trials also indicated a higher rates of one step ahead prediction, while the CS-LSSVR achieves its highest rates in the case of five steps ahead prediction. It is also clearly seen that compressed sensing based denoising technique can effectively make the used training sets noise level, and thus help in improving the prediction performance of methods. Second, when comparing the compressed-sensing based hybrid procedures with their single benchmarks equivalents, the former models mostly defeat the latter in either directional of level prediction, which once again confirms the robustness of the proposed technique in improving model prediction metrics.

Table 2. Dstat comparisons between the presented algorithm for one step ahead forecasting cases.

| Prediction Method with/without Preconditioning | D Stat | N  | M  | SD  | t (100) | p Value |
|-----------------------------------------------|--------|----|----|-----|---------|---------|
| ARIMA                                         | 0.4342 | 100| 0.4342 | 0.03 | −1.495  | 0.160   |
| ANN                                           | 0.4892 | 100| 0.4892 | 0.02 | −1.019  | 0.312   |
| LSSVR                                         | 0.4765 | 100| 0.4765 | 0.04 | 0.403   | 0.701   |
| CS-ARIMA                                      | 0.5460 | 100| 0.5460 | 0.02 | −0.778  | 0.436   |
| KF-ANN                                        | 0.6423 | 100| 0.6423 | 0.02 | −1.028  | 0.318   |
| ES-ANN                                        | 0.6882 | 100| 0.6882 | 0.03 | −1.192  | 0.230   |
| HP-ANN                                        | 0.6439 | 100| 0.6439 | 0.02 | −1.013  | 0.318   |
| DCT-ANN                                       | 0.6101 | 100| 0.6101 | 0.03 | −1.211  | 0.243   |
| WD-ANN                                        | 0.6599 | 100| 0.6599 | 0.04 | 0.397   | 0.719   |
| CS-ANN                                        | 0.6877 | 100| 0.6877 | 0.02 | −0.782  | 0.453   |
| CS-LSSVR                                      | 0.6583 | 100| 0.6583 | 0.02 | −1.016  | 0.106   |
| The presented method—CS-CNN                   | 0.6911 | 100| 0.6911 | 0.03 | −1.195  | 0.040   |

![Figure 4. The cleaned original SMP data (dotted line) vs. the noised predecessor (solid line).](image-url)
Table 3. Dstat comparisons between the presented algorithm for five step ahead forecasting cases.

| Prediction Method with/without Preconditioning | D Stat | N   | M   | SD  | t (100) | p Value |
|-----------------------------------------------|--------|-----|-----|-----|---------|---------|
| ARIMA                                         | 0.4711 | 100 | 0.4711 | 0.03 | -1.648 | 0.127   |
| ANN                                           | 0.4695 | 100 | 0.4695 | 0.03 | -1.389 | 0.169   |
| LSSVR                                         | 0.4701 | 100 | 0.4701 | 0.03 | -1.432 | 0.181   |
| CS-ARIMA                                      | 0.5061 | 100 | 0.5061 | 0.03 | -1.658 | 0.103   |
| KF-ANN                                        | 0.4899 | 100 | 0.4899 | 0.03 | -1.180 | 0.259   |
| ES-ANN                                        | 0.4956 | 100 | 0.4956 | 0.03 | -1.138 | 0.271   |
| HP-ANN                                        | 0.5122 | 100 | 0.5122 | 0.02 | -1.490 | 0.164   |
| DCT-ANN                                       | 0.5023 | 100 | 0.5023 | 0.03 | -1.463 | 0.148   |
| WD-ANN                                        | 0.5103 | 100 | 0.5103 | 0.04 | -1.234 | 0.215   |
| CS-ANN                                        | 0.5263 | 100 | 0.5263 | 0.03 | -1.069 | 0.309   |
| The presented method—CS-CNN                   | 0.5426 | 100 | 0.5426 | 0.02 | -1.236 | 0.096   |

Table 4. RMSE comparisons between the presented algorithm for one step ahead forecasting cases.

| Prediction Method with/without Preconditioning | RMSE  | N   | M   | SD  | t (100) | p Value |
|-----------------------------------------------|--------|-----|-----|-----|---------|---------|
| ARIMA                                         | 1.6450 | 100 | 1.6450 | 0.03 | -1.641 | 0.110   |
| ANN                                           | 1.1731 | 100 | 1.1731 | 0.03 | -1.403 | 0.189   |
| LSSVR                                         | 1.1433 | 100 | 1.1433 | 0.03 | -1.438 | 0.158   |
| CS-ARIMA                                      | 1.5122 | 100 | 1.5122 | 0.01 | -1.655 | 0.124   |
| KF-ANN                                        | 1.2287 | 100 | 1.2287 | 0.03 | -1.196 | 0.236   |
| ES-ANN                                        | 1.2887 | 100 | 1.2887 | 0.03 | -1.150 | 0.250   |
| HP-ANN                                        | 1.3543 | 100 | 1.3543 | 0.03 | -1.488 | 0.145   |
| DCT-ANN                                       | 1.3210 | 100 | 1.3210 | 0.04 | -1.481 | 0.170   |
| WD-ANN                                        | 1.2132 | 100 | 1.2132 | 0.02 | -1.231 | 0.213   |
| CS-ANN                                        | 1.1193 | 100 | 1.1193 | 0.03 | -1.067 | 0.290   |
| CS-LSSVR                                      | 1.1999 | 100 | 1.1999 | 0.03 | -1.223 | 0.230   |
| The presented method—CS-CNN                   | 1.0544 | 100 | 1.0544 | 0.03 | -1.220 | 0.087   |

Table 5. RMSE comparisons between the presented algorithm for five step ahead forecasting cases.

| Prediction Method with/without Preconditioning | RMSE  | N   | M   | SD  | t (100) | p Value |
|-----------------------------------------------|--------|-----|-----|-----|---------|---------|
| ARIMA                                         | 2.7899 | 100 | 2.7899 | 0.03 | -1.629 | 0.119   |
| ANN                                           | 2.7722 | 100 | 2.7722 | 0.03 | -1.392 | 0.189   |
| LSSVR                                         | 2.7891 | 100 | 2.7891 | 0.02 | -1.426 | 0.158   |
| CS-ARIMA                                      | 2.6732 | 100 | 2.6732 | 0.04 | -1.675 | 0.101   |
| KF-ANN                                        | 2.6427 | 100 | 2.6427 | 0.03 | -1.184 | 0.257   |
| ES-ANN                                        | 2.6611 | 100 | 2.6611 | 0.03 | -1.155 | 0.253   |
| HP-ANN                                        | 2.6373 | 100 | 2.6373 | 0.03 | -1.501 | 0.156   |
| DCT-ANN                                       | 2.6431 | 100 | 2.6431 | 0.03 | -1.469 | 0.154   |
| WD-ANN                                        | 2.6199 | 100 | 2.6199 | 0.03 | -1.243 | 0.234   |
| CS-ANN                                        | 2.6540 | 100 | 2.6540 | 0.02 | -1.073 | 0.288   |
| CS-LSSVR                                      | 2.6770 | 100 | 2.6770 | 0.03 | -1.216 | 0.235   |
| The presented method—CS-CNN                   | 2.5699 | 100 | 2.5699 | 0.03 | -1.222 | 0.094   |

Third, concentrating on forecasting methods, the CSD-AI’s (including the proposed CS-CNN scheme) perform much better than CS-denoised-ARIMA, and single artificial intelligence algorithms of LSSVR and ANN perform better that ARIMA as standalone, in either level or direction prediction, which further indicates the superiority of the proposed
CSD-AI methodology with AI as forecasting tools. Additionally, Compressed-Sensing-ARIMA delivers poorer results than ARIMA in five steps ahead prediction. It can be justified by the fact that AIs are more effective in modeling of the nonlinear patterns hidden in SMP time series, while the traditional procedure may decrease its precision in the case of such complex data.

All the conclusions listed above were statistically confirmed. The tables reveal the results of these metrics, which were calculated for one- and five-step prediction cases. It can be noticed that the tested algorithms achieve higher performance metrics for one-step prediction cases than for five-step predictions.

To evaluate directional prediction accuracy, Dstat values were calculated. It is evident that the presented method outperforms all the competitors (see the tables above). Moreover, the applied denoising procedures improved performance rates in all cases.

The calculated metrics are better for one- and five-step predictions. The achieved improvement is less spectacular for five-step prediction than for the one-step one.

It was confirmed that all the artificial intelligence-based prediction methods are superior to the traditional forecasting schemes, i.e. ARIMA. This method was forced to struggle with nonlinearities which frequently affect complex patterns in SMP price data. The accuracy improvement of the algorithm obtained by preconditioning based on CS was moderated.

The conclusions are consistent with those obtained from the RMSE and Dstat analyses. The tables above show that the calculated RMSE rates for the presented method and all other hybrid algorithms are lower than single methods. The lowest value was achieved for the algorithm presented in this paper. The CS-CNN method turned out to obtain the lowest RMSE rate.

It was proved that the applied CNN forecasting scheme learning paradigm is an efficient tool in terms of improving the prediction performance of the model by decreasing the noise level observed in the data of SMP price. Precisely for these reasons, the improved CNN methodology relies exclusively on the principle of the CS framework as the top-level denoising procedure.

The achieved p-values for all the stats are much smaller than 0.1, demonstrating the robustness of the presented method.

Moreover, concentrating on prediction methods, by comparing the Compressed-Sensing-Denoising-AI techniques (i.e., Compressed-Sensing-Denoising-ANN and Compressed-Sensing-Denoising-LSSVR) with Compressed-Sensing-Denoising-ARIMA and comparing Artificial Intelligence, Artificial Neural Networks and Least Square Support Vector Regression with Autoregressive Integrated Moving Average, all the p-values are significantly below 0.1, confirming that the Artificial Neural Networks were more accurate than the regular forecasting methods such as ARIMA in the case of SMP price dataset under the confidence level of 90%.

6. Conclusions and Future Research

The accomplished results are very promising and motivating for future research. Convolutional Neural Network models can be applied to SMP time series forecasting. Unlike other machine learning frameworks, CNNs are capable of unsupervised learning features from sequence data, support multivariate data, and can directly produce a vector for multi-step forecasting. As such, 1D CNNs have performed well and even achieved state-of-the-art results on challenging sequence prediction problems. Moreover, their performance rates depend on the relevancy of the CNN’s training sets. The CS methodology can effectively enhance the forecasting ability, since all the described here CS denoising-based prediction algorithms are better than their standalone equivalents with the CS-based filtering omitted.

It is worth being underlined that satisfying results occurred with all the above-tested hybrid models. The presented method indicated its effectiveness in expressing nonlinear patterns hidden in the SMP price. The proposed algorithm was tested and finally revealed
its superiority over the others in terms of either level or directional predictions, offering its versatility and stability.

Due to the complexity of SMP price time series in terms of high noise levels, a presented CS-CNN is suggested, by combining the CSD and convolutional neural networks as the main prediction core.

In the presented scheme, compressed sensing-based denoising procedure is applied as original data preconditioner, finally making a convolutional neural network-based forecasting engine more efficient and precise.

With SMP price data of the Global Dairy Trade as sample data, the empirical trials indicated that the CSD process can drastically enhance the forecasting capability of the CNN model, since the presented method outperforms its single benchmarks as well as other state-of-the-art methods in both level and directional predictions.

Furthermore, several points concerning the future research direction related to this field can be highlighted. First, there are at least several lines of research along which future studies can be carried out: (1) The algorithm with slight modifications related to a time window width, training sets, etc. can be directly applied to numerous times series forecasting cases including wheat, poultry, rye, and even carbon emissions pricing. (2) Due to the increased enormity of the number of COVID-19 cases, the role of Artificial Intelligence (AI) is imperative in the current scenario. (3) The data pre-processing and feature extraction are supposed to be made with the real world COVID-19 dataset. (4) The presented algorithm is worth being tested for post-pandemic forecasting cases, which are yet to come.
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