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Abstract: The flux of cosmic rays above $10^{18}$ eV has been measured with unprecedented precision at the Pierre Auger Observatory. Two analysis techniques have been used to extend the spectrum downwards from $3 \times 10^{18}$ eV, with the lower energies being explored using a unique technique that exploits the hybrid strengths of the instrument. The spectral features are presented in detail and the impact of systematic uncertainties on these features is addressed. The increased exposure of about 60% with respect to previous publications is exploited.

Keywords: UHECR, energy spectrum, Pierre Auger Observatory.

1 Introduction

In this paper we present an updated measurement of the cosmic ray energy spectrum with the Pierre Auger Observatory [1]. An accurate measurement of the cosmic ray flux above $10^{18}$ eV is a crucial aid for discriminating between different models describing the transition between galactic and extragalactic cosmic rays, the suppression induced by the cosmic ray propagation and the features of the injection spectrum at the sources.

Two complementary techniques are used at the Pierre Auger Observatory to study extensive air showers initiated by ultra-high energy cosmic rays (UHECR): a surface detector array (SD) and a fluorescence detector (FD).

The SD consists of an array of over 1600 water Cherenkov detectors covering an area of about 3000 km$^2$ allowing the sampling of electrons, photons and muons in the air showers at ground level with an on-time of almost 100%. In addition the atmosphere above the surface detector is observed during clear, moonless nights by 27 optical telescopes grouped in 5 buildings. This detector is used to observe the longitudinal development of an extensive air shower by detecting the fluorescence light emitted by excited nitrogen molecules and the Cherenkov light induced by the particles in the shower. Details regarding the design and the status of the Observatory can be found elsewhere [2, 3, 4].

The energy spectrum at energies greater than $3 \times 10^{18}$ eV has been derived using data from the surface detector array of the Pierre Auger Observatory. The analysis of air showers measured with the fluorescence detector that triggered at least one station of the surface detector array (i.e. hybrid events) enables measurements to be extended to lower energies. Despite the limited number of events due to the fluorescence detector on-time, the lower energy threshold and the good energy resolution of hybrid events allow us to measure the flux of cosmic rays down to $10^{18}$ eV in the energy region where the transition between galactic and extragalactic cosmic rays is expected [5, 6, 7].

Figure 1: The SD and hybrid exposures used for the current flux measurement compared with a previously published data set [1]. The SD exposure is shown for energies higher than $10^{18}$ eV where the detector is fully efficient.
2 Surface detector spectrum

Here we report an update of the energy spectrum based on the surface detector data [1] using the period between 1 January 2004 and 31 December 2010. The exposure increased by about 60% with respect to the previous publication and is now 20905 km$^2$ sr yr. It is calculated by integrating the number of active detector stations of the surface array over time. The SD exposure is shown in Fig. 1 compared to the one used in [1]. Above $3 \times 10^{18}$ eV the SD acceptance is saturated regardless of the primary mass.

The event selection requires the water-Cherenkov detector with the greatest signal to be surrounded by operational stations and the reconstructed zenith angle to be smaller than 60$^\circ$. The total number of events above $3 \times 10^{18}$ eV fulfilling the selection criteria is about 64000. The number of events with energy greater than $10^{19}$ eV is about 5000. The number of events above $3 \times 10^{18}$ eV does not fully reflect the increase in exposure with respect to previous publication as the energy calibration has changed meantime [9].

As the energy estimator for the SD we use the expected signal at 1000 m from the shower core, corrected for shower attenuation effects. The calibration of the energy estimator of the surface detector is based on events measured in coincidence with the fluorescence detector [9]. The procedure is affected by a systematic error of 22% due to the uncertainty on the fluorescence energy assignment.

The energy resolution of the SD is $\sim 16\%$ at threshold, falling to $\sim 12\%$ above 10 EeV. Details can be found in [9]. The influence of the bin-to-bin migration on the reconstruction of the flux due to the energy resolution has been corrected by applying a forward-folding approach. The correction of the flux is mildly energy dependent but is less than 20% over the entire energy range.

The energy spectrum, including the correction of the energy resolution, is shown in Fig. 2. The number of events of the raw distribution is superimposed. The total systematic uncertainty of the flux for the derived spectrum is 6% and is obtained by summing in quadrature the exposure uncertainty (3%) and that due to the forward-folding assumptions (5%).

3 Hybrid energy spectrum

The energy spectrum from hybrid events is determined from data taken between 1 November 2005 and 30 September 2010. With respect to the previous publication [1] the time period has been extended and the events recorded at the site of the Loma Amarilla fluorescence building, the final set of telescopes brought into operation, have been added into the analysis. The resulting integrated exposure is doubled with respect to the previous publication [1, 10].

To ensure good energy reconstruction only events that satisfy strict quality criteria have been accepted [10]. In particular, to avoid a possible bias in event selection due to the differences between shower profiles initiated by primaries of different mass, only showers with geometries that would allow the observation of all primaries in the range from proton to iron are retained in the data sample. The corresponding fiducial volume in terms of shower-telescope distance and zenith angle range is defined as a function of the reconstructed energy and has been verified with data [11]. A detailed simulation of the detector response has shown that for zenith angles less than 60$^\circ$, every FD trigger above $10^{18}$ eV passing all the selection criteria is accompanied by a SD trigger of at least one station, independent of the mass or direction of the incoming primary particle [10].

The exposure of the hybrid mode of the Pierre Auger Observatory has been calculated using a time-dependent
Monte Carlo simulation. The changing configurations of both fluorescence and surface detectors are taken into account for the determination of the on-time of the hybrid system. Within a time interval of 10 min, the status and efficiency of all detector components of the Observatory, down to the level of the single PMTs of the fluorescence detector, are determined. Moreover, all atmospheric measurements [12] as well as monitoring information are considered and used as input for the simulation. A detailed description can be found in [10, 13]. The longitudinal profiles of the energy deposits have been simulated with the CONEX [14] air shower simulation program with Sibyll 2.1 [15] and QGSJet II-0.3 [16] as alternative hadronic interaction models. The influence of the assumptions made in the hadronic interaction models on the exposure calculation has been estimated to be lower than 2%. A 50% mixture of protons and iron nuclei has been assumed for the primaries. The quality cuts used for the event selection lead to only a small dependence of the exposure on the mass composition. The systematic uncertainty arising from the lack of knowledge of the mass composition is about 8% (1%) at $10^{18}$ eV ($>10^{19}$ eV). The full MC simulation chain has been cross-checked with air shower observations and the analysis of laser shots fired from the Central Laser Facility [17]. The total systematic uncertainty of the derived exposure is estimated as 10% (6%) at $10^{18}$ eV ($>10^{19}$ eV).

The energy spectrum calculated using the hybrid events is shown in Fig. 3. The main systematic uncertainty is due to the energy assignment which relies on the knowledge of the fluorescence yield, choice of models and mass composition [18], absolute detector calibration [19] and shower reconstruction. The total uncertainty is estimated to be about 22%. The details can be found in [1].

4 Combined energy spectrum

The energy spectrum derived from hybrid data has been combined with the one obtained from surface detector data using a maximum likelihood method. Since the surface detector energy estimator is calibrated with hybrid events [9], the two spectra have the same systematic uncertainty in the energy scale (22%). On the other hand, the normalisation uncertainties are independent. They are taken as 6% for the SD and 10% (6%) for the hybrid flux at $10^{18}$ eV ($>10^{19}$ eV). These normalisation uncertainties are used as additional constraints in the combination. This combination procedure is used to derive the scale parameters $k_{SD}=1.01$ and $k_{FD}=0.99$ which have to be applied to the individual spectra in order to match them. The fractional difference of the combined energy spectrum with respect to an assumed flux $\propto E^{-2.6}$ is shown in Fig. 4. The measurements in stereo mode from the HiRes experiment [20] are also shown in Fig. 4 for comparison. The ankle feature seems to be somewhat more sharply defined in the Auger data. This is possibly due to the different energy resolution of the two instruments. A comparison with the Auger flux published in [1] is also shown in Fig. 4. The two spectra are compatible within the systematic uncertainties. Furthermore, it has to be noted that the updated spectrum includes the change in the calibration curve reported in [9].

The characteristic features of the combined spectrum have been quantified in two ways. For the first method, shown as a dotted line in Fig. 5, three power laws with free breaks between them have been used. For the second approach, two power laws in the ankle region and a smoothly changing function at higher energies have been adopted. The function is given by

$$J(E; E > E_{\text{ankle}}) \propto E^{-\gamma_2} \frac{1}{1 + \exp \left( \frac{\lg W_c - \lg E_{1/2}}{\lg W_c} \right)}$$

where $E_{1/2}$ is the energy at which the flux has fallen to one half of the value of the power-law extrapolation and $W_c$ parameterizes the width of the transition region. The result of the fit is shown as black solid line in Fig. 5. The derived parameters quoting only the statistical uncertainties are given in Table 1. Changes to the calibration curve [9] have re-

![Figure 4: Fractional difference between the combined energy spectrum of the Pierre Auger Observatory and a spectrum with an index of 2.6. Data from HiRes stereo measurements [20] are shown for comparison.](image)
5 Summary

An update of the measurement of the cosmic ray flux with the Pierre Auger Observatory has been presented. Two independent measurements of the cosmic ray energy spectrum with the Pierre Auger Observatory have been exploited. Both spectra share the same systematic uncertainties in the energy scale. A combined spectrum has been derived with high statistics covering the energy range from $10^{18}$ eV to above $10^{20}$ eV. The dominant systematic uncertainty of the spectrum stems from that of the overall energy scale, which is estimated to be 22%. The combination of spectra enables the precise measurement of both the ankle and the flux suppression at highest energies.
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Abstract: The energy spectrum above $4 \times 10^{18}$ eV is presented, obtained from 5936 events with zenith angles exceeding 62° collected by the Surface Detector of the Pierre Auger Observatory from 1 January 2004 to 31 December 2010. Showers with such large zenith angles are muon-dominated at ground level and the radial symmetry around the shower axis is broken due to geomagnetic deflections. They are analysed separately from showers with smaller zenith angles using two-dimensional models of the muon density at ground, allowing one to reconstruct a global muon number for every event. The conversion of the muon number to energy is obtained using the sub-sample of events detected simultaneously with both the Surface and the Fluorescence Detector. The spectrum obtained displays suppression near $4 \times 10^{19}$ eV compatible with the analysis that uses less inclined events.
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1 Introduction

The Pierre Auger Observatory uses two techniques to study cosmic rays, exploiting the induced extensive air showers in Earth’s atmosphere. Charged particles and photons which arrive at ground are measured with more than 1600 water-Cherenkov detectors, most of which are on a 1.5 km triangular-grid distributed over 3000 km$^2$ (Surface Detector Array, SD [1]). In addition, charged particles in the air generate ultra-violet light by excitation of nitrogen, which is observed by 27 fluorescence telescopes (Fluorescence Detector, FD [2]) under suitable conditions.

The SD has a duty cycle of almost 100 % and collects the main bulk of events. Its energy scale is derived from coincident measurements with the FD, which provides an almost calorimetric energy estimate of the shower [3]. The FD can only operate in dark, moonless nights with a field of view free of clouds. This limits its duty cycle to 13 % [4].

About 1/4 of the collected air showers have zenith angles exceeding 60°. These very inclined showers are reconstructed separately from less inclined ones due to their special phenomenology. Very inclined showers are muon-dominated at ground and show a broken circular symmetry in the lateral fall-off of particle density, partly due to deflections in the geomagnetic field and partly due to the different trajectories of early and late arriving particles. Only a weak halo of low energy electrons and photons, generated mainly by muon decay, arrives with the muons. Its contribution to the SD signals is typically small and well understood [5].

Very inclined showers are interesting, because they increase the viewable portion of the sky and the event statistics. Moreover, they allow one to study the muon component of air showers under weak model assumptions [6].

In this proceeding, we give an update of the cosmic ray flux obtained from inclined events [7, 8] collected from 1 January 2004 to 31 December 2010. The analysis is based on 5936 events above $4 \times 10^{18}$ eV, the lowest energy where the SD is fully efficient in the zenith angle range $62° < \theta < 80°$. Our main improvements are an extensive validation of the reconstruction chain with air shower simulations [6], leading to reliable estimates of the reconstruction uncertainties, and the switch to a maximum likelihood method for the energy calibration.

2 Event selection and reconstruction

Very inclined showers generate sparse and elongated signal patterns on the SD with a sharp rise of the signal in time, typical for a front of arriving muons [9]. Surface detectors trigger on such signals. The central data acquisition builds events from these local triggers if they have a compact spatial pattern and arrival times that roughly agree with a plane moving with the speed of light across the array [10].
The arrival direction with a heuristic algorithm based on that property. the main signal cluster in the time domain and are rejected with a plane front, using an algorithm that successively tries all combinations of rejecting one or more stations until an acceptable configuration is found. False early signals can be identified as small isolated and narrow peaks before the main signal cluster in the time domain and are rejected with a heuristic algorithm based on that property.

The arrival direction (θ, φ) of the cosmic ray is reconstructed from the signal arrival times by fitting a sphere constructed: it scales with energy E of the cosmic ray. For that purpose, the measured signals are compared to expected signals, which are computed as follows. Firstly, the number of muons hitting a surface detector is calculated from a model of the lateral fall-off of muon density as a function of the incoming direction of the shower. The model accounts for circular asymmetries and the muon attenuation with the zenith angle. Such models have been derived from simulations using different approaches [12, 13], with comparable results. Then, the detector response to incoming muons is calculated, based on GEANT4 simulations. Finally, the expected signal from electromagnetic particles is added, parametrized from simulations [5]. At zenith angles larger than 60° these particles are mainly generated by muon decay and contribute about 15 % to the signal.

The shower core and shower size are simultaneously estimated with a maximum likelihood method that accounts for non-triggering and saturated detectors. The shower size parameter N19 is proportional to the total number of muons in the shower and scales only with the cosmic ray energy and mass. The model of the lateral fall-off of muon density is normalised in such a way that N19 = 1 indicates a shower with the same number of muons as a simulated shower initiated by a proton of 10^{19} eV. However, N19 is not an absolute quantity, it depends on the hadronic interaction model used to simulate the proton shower. The model used here [13] is based on QGSJet-II [14] and yields values of N19 that are about 10 % higher than in previous analyses [8]. This change does not affect the energy determination, as it is reabsorbed in the calibration procedure (see section 3).

The reconstruction chain was validated with an analysis of more than 100,000 simulated SD events which allows one to assess bias and resolution of the reconstruction. Further details are given in [6]. Above 4 × 10^{18} eV, the resolution of N19 is better than 20 % and the systematic uncertainty smaller than 3 %.

Finally, a fiducial cut on the SD area is defined to guarantee a high-quality reconstruction of the events in the zenith angle range considered for the spectrum. Events only pass if the station nearest to the reconstructed core has six active neighbours in the surrounding hexagon. Above the energy where the SD is fully efficient in the considered zenith angle range, the exposure is the integral over unit cells of detectors that pass the fiducial cut, time, and solid angle. We checked the distribution of sin²θ of events for different cuts in N19 and zenith angle. For 62° < θ < 80° and N19 > 0.89 corresponding to 4 × 10^{18} eV, the distribution becomes flat as expected in the regime of full efficiency. This is shown in figure 1. Under these conditions, the integrated exposure over the period considered amounts to 5306 km² sr yr, with a systematic uncertainty of 3 % [10]. Disregarding the range 60° < θ < 62° allowed us to reduce the energy threshold by 40 % with respect to our previous report [8].

3 Energy calibration

A high-quality selection of events observed simultaneously with FD and SD is used to calibrate the shower size parameter N19. In addition to the cuts on the SD described already, we require σ[N19]/N19 < 0.2. For the FD, we look for a good reconstruction of the longitudinal profile: at least 6 triggered pixels, track length > 200 g cm⁻², radial distance of the SD detector used in angular reconstruction to the shower axis < 750 m, fraction of Cherenkov light < 50 %, X_{GH}/n_{dof} < 2.5 for a fitted Gaisser-Hillas curve and (X_{line} − X_{GH})/n_{dof} > 4 for a fitted line, depth of shower maximum X_{max} farther away than 50 g cm⁻² from the borders of the field of view, σ[X_{max}] < 50 g cm⁻², and σ[E]/E < 0.2. Above 4 × 10^{18} eV, 125 events are selected. The cuts are more restrictive than the ones used previously [8] where 145 events were kept even though the data set was smaller, but less restrictive than those in [3].

A power law N_{19} = A(E/10^{19} eV)^{B} is fitted to these events. Its inverse serves as the calibration function. A
maximum likelihood method was developed to perform the fit [15] which uses a model of the observed \((E_{\text{FD}}, N_{19}, \theta)\)-distribution in form of the probability density function (p.d.f.) \(f_{\text{hyb}}\). It is constructed from the following train of thought. The ideal points described by the power law are not uniformly distributed in energy, but follow a steeply falling distribution \(h(E, \theta)\) given by the cosmic ray flux multiplied with the FD fiducial area. Shower-to-shower fluctuations described by a Gaussian p.d.f. \(g_{\text{sh}}\) shift \(N_{19}\) away from the curve. Further shifts are added by sampling fluctuations of the SD and FD described by the Gaussian p.d.f.s \(g_{\text{SD}}\) and \(g_{\text{FD}}\). Eventually, a point may disappear due to the limited SD efficiency \(\epsilon_{\text{SD}}\). Mathematically, the whole process is described by the convolution integral

\[
f_{\text{hyb}}(E_{\text{FD}}, N_{19}, \theta) = C \times \int dE \int d\tilde{N}_{19} h(E, \theta) \left( g_{\text{FD}}(E_{\text{FD}}) \epsilon_{\text{SD}}(N_{19}, \theta) g_{\text{SD}}(N_{19}) g_{\text{sh}}(\tilde{N}_{19}) \tilde{N}_{19}(E) \right),
\]

where \(\tilde{N}_{19}(E)\) is the average value of \(N_{19}\) predicted by the power law, \(\tilde{N}_{19}\) the shower-to-shower fluctuated version, \(N_{19}\) the observed value, and \(C\) a normalization constant. The convolution is carried out numerically. Parameters of \(h(E, \theta)\), \(g_{\text{FD}}\), and \(g_{\text{SD}}\) are fitted separately [15]. The FD fluctuations have a constant width of about 8 % above \(10^{18}\) eV. The width of the SD fluctuations is described by the function \(\sigma[N_{19}]/\tilde{N}_{19} = p_0 + p_1 N_{19}^{-1/2}\) with constants \(p_0, p_1\). For the energies considered here, \(\epsilon_{\text{SD}} = 1\). The main advantage over the least-squares method, used for example in [8], is the possibility of including data where \(\epsilon_{\text{SD}} < 1\), although we do not use this feature.

The fit of the calibration curve is depicted in figure 2 (left panel). The fitted constants are \(A = (2.13 \pm 0.04 \pm 0.11\) (sys.),) and \(B = (0.95 \pm 0.02 \pm 0.03\) (sys.).) The systematic uncertainties are estimated from simulation studies and variations of the FD cuts. The distribution of the relative differences between calibrated SD energies and FD energies (shown in fig. 2 right) is unbiased and agrees with the prediction obtained from \(f_{\text{hyb}}\), indicating that \(f_{\text{hyb}}\) also describes the fluctuations of 21 % well. The latter are the combination of FD and SD fluctuations and the fitted shower-to-shower fluctuations \(\sigma_{\text{sh}}[N_{19}]/N_{19}\). We find \(\sigma_{\text{sh}}[N_{19}]/N_{19} = (16 \pm 2)\%\) at \(4 \times 10^{18}\) eV. The results of the maximum likelihood method agree with those of the former least-squares method (see inset of fig. 2 left), and with previous results [8]. Finally, it is shown in [6] that the calibration curve is discordant with the predictions from Monte-Carlo calculations in the sense that fewer muons are predicted than are observed.

In the zenith angle range \(62^\circ < \theta < 65^\circ\), the reconstruction chain used for vertical showers [3, 17] is still applicable and can be used for a crosscheck. The 848 SD events in that zenith angle range above \(4 \times 10^{18}\) eV show an average difference of \((2.2 \pm 0.3)\%\), which is within the expected systematic uncertainty of 5%.

4 Results and discussion

Inclined events recorded from 1 January 2004 to 31 December 2010 were analysed with the procedure outlined above. We obtain 5936 calibrated events in the zenith angle range \(62^\circ < \theta < 80^\circ\) above \(4 \times 10^{18}\) eV, the energy where the SD becomes fully efficient. Due to the lowered threshold, the number of events is a factor of three larger compared to our previous report [8]. The cosmic ray flux, shown in figure 3, is obtained by dividing the energy spectrum of the cosmic rays by the accumulated exposure of 5306 km² sr yr in this zenith angle interval.
The uncertainty of the energy calibration was propagated into the flux with a Monte-Carlo approach. The spectrum was re-generated 200 times with calibration constants fluctuated within their uncertainties. The systematic uncertainty of the flux due to exposure and energy calibration is around 13 % up to $4 \times 10^{19}$ eV, and increases up to 70 % at higher energies. The uncertainty of the FD energy scale at higher energies. The uncertainty of the FD energy scale was propagated into the flux with a Monte-Carlo approach. The spectrum was re-generated 200 times with calibration constants fluctuated within their uncertainties. The systematic uncertainty of the flux due to exposure and energy calibration is around 13 % up to $4 \times 10^{19}$ eV, and increases up to 70 % at higher energies. The uncertainty of the FD energy scale is the largest systematic uncertainty. The flux estimate is slightly distorted by the limited detector resolution. This effect was neglected in this study: when added it will lower the flux estimate slightly.

A power law $E^{-\gamma}$ fitted to the spectrum between $6 \times 10^{18}$ eV and $4 \times 10^{19}$ eV yields a spectral index $\gamma_1 = (2.72 \pm 0.04 \pm 0.04 \,(\text{sys.}))$. A flux suppression above $4 \times 10^{19}$ eV is observed, with a sharp break in the spectrum and a new spectral index $\gamma_2 = (4.5 \pm 0.8 \pm 0.04 \,(\text{sys.}))$. Both spectral indices agree with the previous values $[8] \gamma_1 = (2.76 \pm 0.06)$ and $\gamma_2 = (5.1 \pm 0.9)$ respectively, and with the values derived from vertical showers $[17]$. The flux obtained from inclined showers agrees with the one obtained from vertical showers $[17]$ within the systematic uncertainties. If statistical and systematic uncertainties are added in quadrature, the reduced $\chi^2$ value of the flux difference is 10.9/14 = 0.8. The data sets will be combined after further work to reduce the systematic uncertainties and to include the unfolding of detector effects.
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Figure 3: Left: The cosmic ray flux $J(E)$ derived from inclined events with zenith angles $62^\circ < \theta < 80^\circ$. The numbers indicate the events in each bin. Compared is the flux obtained from vertical events (see $[17]$). The points have been shifted by a small amount to improve visibility. Right: The shape of $J(E)$ is emphasized by dividing through a reference flux $J_0 E^{-2.6}$ with $J_0 = 9.66 \times 10^{29}$ km$^{-2}$ sr$^{-1}$ yr$^{-1}$ eV$^{-1.6}$. Shaded boxes indicate the systematic uncertainty from exposure and energy calibration. The overall energy scale has a systematic uncertainty of 22 % $[16]$. 

\[
\frac{J_0}{J(E)} = \left( \frac{E^{1.6}}{E_0} \right)^{2.6} \times \left( \frac{E}{E_0} \right)^{-1.6} = \left( \frac{E}{E_0} \right)^{-2.6} \\
J_0 = 9.66 \times 10^{29} \text{ km}^{-2} \text{ sr}^{-1} \text{ yr}^{-1} \text{ eV}^{-1.6} \\
J(E) = \frac{J_0}{E^{-2.6}}
\]
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Abstract: We present a first analysis of cosmic rays observed with the AMIGA infill array of the Pierre Auger Observatory. The spacing of 750 m between the surface detectors, half the distance of the regular array, allows us to extend the energy range of interest to energies as low as $3 \times 10^{17}$ eV. The lateral distribution function is presented and the uncertainty of the signal at an optimum distance of 450 m, used to obtain an energy estimator, is discussed. The first steps towards the measurement of the energy spectrum are described. The calculation of the array exposure and the strategy for the energy calibration of the infill, obtained from events observed in coincidence with the fluorescence detector, are presented.
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1 Introduction

The energy range between $10^{17}$ eV and $4 \times 10^{18}$ eV is of great interest for understanding the origin of cosmic rays. At these energies the transition from the galactic to extragalactic accelerators [1, 2, 3] is expected. Also a spectral feature caused by the drop of the heavy component of the galactic cosmic rays [4] has been predicted. The Pierre Auger Observatory [5], being the largest cosmic ray experiment in operation, has delivered important results for solving the nature of cosmic rays above an energy of $10^{18}$ eV. To extend the measurements to lower energies two enhancements are being built: HEAT [6] (High Elevation Auger Telescopes) and AMIGA (Auger Muons and Infill for the Ground Array) [7]. We present the performance and current status of the analysis of the data taken with the infill array of AMIGA. Construction of the infill array began in 2008: currently 53 stations (87% of the total 61) have been deployed. The detectors are on a triangular grid with a spacing of 750 m. The reconstruction procedures are adaptations of those used for the 3000 km$^2$ array where the spacing between the detectors is 1500 m. In the first part we describe the trigger efficiency and the accumulated exposure, followed by the description of the reconstruction of air-showers.

2 Trigger efficiency and acceptance

The trigger system of the infill array is adopted from the regular Auger array. An event is accepted when at least 3 stations forming a triangle satisfy a local trigger of the type Time-over-Threshold (3ToT event) [8]. The smaller spacing between stations of the infill lead to an increase of the trigger efficiency at low energy. The trigger efficiency as a function of energy for 3ToT events with zenith angles below 55° is illustrated in Fig. 1, for both infill and regular array. The calculation is based on the parametrization of the single station lateral trigger probability [9], which reflects the properties of the station response and of the air-shower development. A simple test of the threshold energy where the array is fully efficient is performed via a $\chi^2$ test.
of an isotropic flux of the observed cosmic rays. Below this energy the trigger depends on the zenith angle. The reduced $\chi^2$ as a function of the energy estimator, $S_{35}$, is illustrated in the inset of Fig. 1. The trigger is independent of the zenith angle for $S_{35}$ larger than 20 VEM, corresponding to an energy of $\approx 3 \times 10^{17}$ eV. From both methods we conclude that above this energy the infill array is 100% efficient for cosmic rays with a zenith angle of less than 55°.

To guarantee the selection of good quality and well-contained events, a fiducial cut (T5) is applied so that only events in which the station with the highest signal is surrounded by 6 working neighbors (i.e., a working hexagon) are accepted. This condition assures a good reconstruction of the impact point on ground, meanwhile allowing for a simple geometrical calculation of the aperture. The 3ToT trigger rate is $(55 \pm 6)$ events/day/hexagon out of which $(28 \pm 3)$ events/day/hexagon are T5. Integrating the instantaneous effective area over the time when the detector was stable, the acceptance between August 2008 (when the first 3 hexagons of the infill were completed) and March 2011 (16 hexagons) amounts to $(26.4 \pm 1.3)$ km$^2$ sr yr. With the current configuration we record $(390 \pm 70)$ T5 events/day and the data sample contains more than 260,000 T5 events.

## 3 Reconstruction of the air-showers

The reconstruction algorithm for the events triggering the infill array is based on the well-tuned code for the regular surface detector array. After selecting the signals which are generated by air-showers, the direction and the energy of the primary cosmic ray are deduced from the timing information and from the total recorded signal in the stations. The atmospheric muons can generate background signal in a time window close to the arrival of air-shower particles. The stations are selected according to their time compatibility with the estimated shower front. The time cuts were determined such that 99% of the stations containing a physical signal from the shower are kept. The algorithm for the signal search in the time traces rejects further accidental signals by searching for time-compatible peaks.

**Angular resolution:** The arrival direction is obtained from the time propagation of the shower front on the ground which is approximated as a sphere with the origin on the shower axis traveling with the speed of light. To obtain the angular resolution [10] the single station time variance is modeled to take into account the size of the total signal and its time evolution. The angular resolution achieved, illustrated in Fig. 2(left), for events with more than 3 stations is better than 1.3° and is better than 1° for events with more than 6 stations.

**Lateral distribution function:** The impact point on ground of the air showers is deduced in the fit of the lateral distribution of the signals as well. The fit of the lateral distribution function (LDF) [11] is based on a maximum likelihood method which also takes into account the probabilities for the stations that did not trigger and the stations close to the shower axis which are saturated. The saturation is caused by the overflow of the FADC read-out electronics and a modification of the signal occurs due to the transition of the PMTs from a linear to a non-linear behavior. Two functions have been investigated to describe the lateral distribution of the signals on ground: a log-log parabola (LLP), used in the current analysis to infer the systematic uncertainties due to the LDF assumption, and a modified Nishimura-Kamata-Greisen (NKG) function:

\[
S(r) = S(r_{\text{opt}}) \left( \frac{r}{r_{\text{opt}}} + \frac{700 \text{ m}}{r_{\text{opt}}} + 700 \text{ m} \right)^{\beta}
\] (1)

where $r_{\text{opt}}$ is the optimum distance and $S(r_{\text{opt}})$ is used to obtain an energy estimator. The parameter $\beta$ depends on zenith angle and on energy. For events with only 3 stations...
the reconstruction of the air-showers can be obtained only by fixing the $\beta$ parameter. To obtain the parametrization of $\beta$, shown in Fig. 2(right), events with more than 6 stations are selected. The vertical events are observed at an earlier shower age than the inclined ones, thus having a steeper LDF due to the different contributions from the muonic and electromagnetic components on ground. The dependence of the LDF parameters on the energy is under investigation.

**Optimum distance and uncertainties of $S(450)$**: The optimum distance is defined as the distance from the shower axis where the fluctuations of the LDF are minimized and it is mostly determined by the spacing between the detectors [12]. In Fig. 3(left) the relative uncertainties of the signals at different distances from the shower axis are illustrated for simulations of a mixed composition (50% proton and 50% iron) at an energy of $5.62 \times 10^{17}$ eV and different zenith angles. The air-shower simulations were performed with CORSIKA [13], using QGSJet-II [14] and FLUKA [15], and the detector simulation were based on Offline [16]. The uncertainties, containing the shower-to-shower fluctuations, are minimized at distances larger than 450 m.

From data we obtained the distance where the LDF is least sensitive to the $\beta$ parameter by performing the reconstruction of the same event with different $\beta$ values within the uncertainties of the parametrization. This is illustrated in the inset of Fig. 3(left). Similar to the regular array [17], we distinguish the events where the signal in the station closest to the shower axis is saturated. The mean of the distribution of the distance to the shower axis where the impact of the LDF is minimal, for the events without saturated signals is $(442.3 \pm 0.1)$ m with a RMS of $(40.33 \pm 0.06)$ m, while for the events with at least a saturated signal is $(639.1 \pm 0.1)$ m with a RMS of $(51.64 \pm 0.06)$ m. The signal at $r_{opt} = 450$ m, $S(450)$, was chosen to obtain an energy estimator.

The statistical and systematic uncertainties of $S(450)$ as a function of $\log_{10}(S(450)/$VEM$)$ are illustrated in Fig. 3(right). The parametrizations were obtained from data similar to the regular array [17]. The statistical uncertainties of $S(450)$ vary from 20% at 10 VEM to 5% at 100 VEM. The events in which at least one signal is saturated have an uncertainty that is larger by $\approx 10\%$. The $r_{opt}$ changes from event to event. The contribution of the variations of $r_{opt}$ to the uncertainty of $S(450)$ was obtained by reconstructing the same event with different $\beta$ values. While this effect is negligible for the accuracy of $S(450)$ for events without saturation, it contributes with 15% to the total uncertainty for saturated events. The relative difference of the $S(450)$ obtained using a LLP to the estimation from a NKG function is $+8.5\%$. This systematic uncertainty cancels in the final energy resolution via the cross-calibration with the fluorescence detector energy. Preliminary estimations let us assume that the shower-to-shower fluctuations contribute with 10% to the total uncertainty.

**Attenuation in the atmosphere**: $S(450)$ is corrected for the zenith angle dependency caused by the shower attenuation in the atmosphere with a constant intensity cut method [18]. The zenith angle correction has been deduced empirically to be a second degree polynomial in $x = \cos^2 \theta - \cos^2 35^\circ$. The zenith angle of 35° represents the median of the distribution of the arrival directions of the observed cosmic rays. The equivalent signal at 35°, $S_{35}$, is used to infer the energy: $S_{35} = S(450)/(1 + (1.59\pm$
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Figure 4: The distribution of events as a function of \(\log_{10}(S_{35}/\text{VEM})\) for different zenith angle intervals.

Figure 5: The correlation between \(S_{35}\) and energy.

\(0.05)x - (1.14 \pm 0.21)x^2\). The number of events as a function of \(S_{35}\) is illustrated in Fig. 4 for different zenith angle intervals. The trigger threshold effect can be seen below 20 VEM. The \(S_{35}\) spectrum extends to more than 2000 VEM, corresponding to an energy of \(3 \times 10^{19}\) eV.

**Energy calibration:** The energy calibration of the surface detector data is obtained from air-showers that were simultaneously measured with the fluorescence detector (i.e. hybrid events). At energies lower than \(10^{18}\) eV due to its field of view, the fluorescence detector observes more deep showers than shallow ones. Therefore it is necessary to apply a fiducial field of view cut [19] that ensures an unbiased energy calibration. The selection criteria and the energy systematic uncertainties are currently under study. \(S_{35}\) shows a strong correlation with the energy as it is illustrated in Fig. 5 for the selected [18] hybrid events.

4 Conclusions

The infill detector, part of the AMIGA experiment, has been operating in good conditions since its deployment. It extends the energy range for the surface detector of Pierre Auger Observatory down to \(3 \times 10^{17}\) eV. The analysis, based on the algorithms developed for the regular array is in an advanced stage. The integrated exposure between August 2008 and March 2011 is \((26.4 \pm 1.3) \text{ km}^2 \text{ sr yr}\). The achieved angular resolution is better than 1 degree for an energy of \(3 \times 10^{17}\) eV. The resolution of \(S(450)\) varies from 20% at 10 VEM to 10% at 100 VEM, at the highest energies being dominated by shower-to-shower fluctuations. The studies on the selection of hybrid events used for the energy calibration and on the energy systematic uncertainties are in progress.
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1 Introduction

The Pierre Auger Observatory [1] is used to detect extensive air showers (EAS) with an array of over 1600 water-Cherenkov detectors, collectively called the Surface Detector Array (SD). The SD measures the lateral distribution of particles on ground with a duty cycle of almost 100% [2]. The SD is overlooked by the Fluorescence Detector (FD), which consists of 27 fluorescence telescopes at four locations on the periphery of the SD. The FD is only used on clear moonless nights and has a duty cycle of 13% [3]. The FD provides a nearly calorimetric energy measurement, since the fluorescence light is produced in proportion to the energy dissipation by a shower in the atmosphere [4, 5].

The signals recorded by the SD are converted into units of vertical-equivalent muons (VEM). One VEM is defined as the average of the signals produced in the 3 PMTs of a water-Cherenkov detector by a vertical muon that passes centrally through it. The EAS axis is obtained from the arrival time of the first particles in each detector station. The core and the lateral distribution function (LDF) are inferred from a global minimization, taking into account the SD station trigger threshold and the overflow of FADC counts in the detectors near the axis of the EAS. In general the energy of the primary particle is correlated with the signal at a fixed distance from the core of the EAS [6]. In this case, the signal at 1000 m from the axis, $S(1000)$, corrected for the attenuation in the atmosphere (see Section 2), is used as an energy estimator. At this distance, the fluctuations of the signal, due to an imperfect knowledge of the LDF, are minimized [7].

A measurement of the development profile of the air shower (deposited energy versus slant depth) is possible with EAS viewed with the FD in coincidence with the SD. The first step is the determination of the geometry of the axis of the EAS using directions and timing information from the FD pixels, coupled with the arrival time of the shower at the SD station with the highest signal. The procedure results in an arrival direction resolution of better than 1°. Next, the light collected in the cameras of FD is transformed into the energy deposited along the axis of the shower [8], by taking into account the fluorescence and Cherenkov light contributions and the attenuation of this light by scattering, including multiple scattering [9]. Care is taken to account for the lateral spread of light on the camera due to the emission of both fluorescence and Cherenkov light. The fluorescence light emission along the track of the EAS is converted into energy deposit by using the absolute fluorescence yield in air in the 337 nm band of $(5.05 \pm 0.71)$ photons/MeV of energy deposited [10]. This figure is for dry air at 293 K and 1013 hPa: the wavelength, temperature, pressure and humidity dependence is accounted for using [11]. Due to the limited field of view of the FD, the longitudinal profile is not recorded in its entirety, so a fit with a Gaisser-Hillas function is employed to obtain the full profile. This energy deposit profile is in-
Integrated to yield the calorimetric energy, with a correction of about 9% added to take account of the energy carried by high energy muons and neutrinos. This non-detected energy, that is the invisible energy, is accounted for by correcting the calorimetric energy $E_{\text{cal}}$, detected by the FD. The factor $f_{\text{inv}}$, is determined from simulations to obtain the total shower energy $E_{\text{FD}} = (1 + f_{\text{inv}}) E_{\text{cal}}$. The invisible energy correction is based on the average for proton and iron showers simulated with the QGSJetII model [12] and amounts to about 9% at 10 EeV for a mixed primary composition [13]. The neutrino and muon production probabilities have energy dependencies due to the meson decay probabilities in the atmosphere so that $f_{\text{inv}}$ falls from $\sim 10.5\%$ at 1 EeV to $\sim 8.5\%$ at 100 EeV [13]. The factor $f_{\text{inv}}$ depends on the hadronic interaction assumptions and is also subject to shower-to-shower fluctuations [14]. The dependence of the energy scale on the hadronic interaction model is below 4%.

The sub-sample of EAS that are recorded by both the FD and the SD, called golden hybrid events, is used to relate the energy reconstructed with the FD, $E_{\text{FD}}$, to $S(1000)$. The energy scale inferred from this data sample is applied to all showers detected by the SD array.

## 2 Data Analysis

A subset of high-quality golden hybrid events detected between 1 January 2004 and 30 September 2010 is used in this analysis, an update and an improvement with respect to the one presented in [15]. Golden hybrid events are those for which the reconstruction of an energy estimator can be derived independently from both the SD and FD data. In this work only events with reconstructed zenith angles less than 60° are used.

A fiducial cut is applied to events recorded by the SD to ensure adequate containment inside the array, and hence a reliable core reconstruction and estimate of $S(1000)$. The cut requires that six active stations surround the station with the highest signal [16]. The water-Cherenkov detector with the highest signal must be within 750 m of the shower axis [17]. The reduced $\chi^2$ of the longitudinal profile fit to the Gaisser-Hillas function has to be less than 2.5. Furthermore the $\chi^2$ of a linear fit to the longitudinal profile has to exceed the Gaisser-Hillas fit $\chi^2$ by at least 4 [8]. The depth of shower maximum, $X_{\text{max}}$, must be within the field of view of the telescopes and the fraction of the signal detected by the FD and attributed to Cherenkov light must be less than 50%. The uncertainties on $E_{\text{FD}}$ and on $X_{\text{max}}$ are required to be less than 20% and 40 g/cm² respectively. The selection criteria include a measurement of the vertical aerosol optical depth profile (VAOD) made using laser shots generated by the central laser facility (CLF) [18] and observed by the fluorescence telescopes in the same hour of each selected hybrid event; the VAOD value must be smaller than 0.1. Furthermore the cloud fraction in the field of view, measured from the information provided by the LIDAR systems of the observatory [18], is required to be less than 25%. The limited field of view of the FD and the requirement to observe the EAS maximum may introduce a dependency in the event selection on the primary mass. To avoid this effect, a fiducial cut on the slant depth range observed by the telescopes is performed [19], ensuring that the field of view is large enough to observe all plausible values of $X_{\text{max}}$. This cut is introduced for the first time in this analysis, taking advantage of the increased statistics of data. The effect of this fiducial cut is to reject about 22% of events above 3 EeV and 4% above 10 EeV. As explained in Section 3, the application of this cut does not change the results of the energy calibration significantly. Applying these cuts, a set of 839 golden hybrid events with energy $E_{\text{FD}} \geq 3$ EeV (where the SD trigger is fully efficient [16]) is selected.

For a given energy, the value of $S(1000)$ decreases with the zenith angle, $\theta$, due to the attenuation of the shower particles and geometrical effects. Assuming an isotropic flux of primary cosmic rays, we extract the shape of the attenuation curve from the data using the constant intensity cut method [20]. The attenuation curve has been fitted with a second degree polynomial in $x = \cos^2 \theta - \cos^2 \bar{\theta}$: $\text{CIC}(\theta) = 1 + a x + b x^2$, where $a = (0.87 \pm 0.04)$ and $b = (-1.49 \pm 0.20)$. The attenuation curve is shown in Fig. 1. The average angle, $\bar{\theta} \approx 38^\circ$, is taken as a reference to convert $S(1000)$ to $S_{38} \equiv S(1000)/\text{CIC}(\theta)$. $S_{38}$ may be regarded as the signal $S(1000)$ the shower would have produced if it had arrived at $\theta = 38^\circ$. The values of the parameters $a$, $b$ are deduced for $S_{38} = 47$ VEM, that corresponds to an energy of about 9 EeV (see Section 3). The relative difference of the CIC(θ) with respect to the previous analysis [15] is about $(-4 \pm 4)\%$ for $\theta = 0^\circ$ and $(-4 \pm 9)\%$ for $\theta = 60^\circ$, i.e. the values of $S_{38}$ are reduced by about 4%.

The reconstruction accuracy $\sigma_{S(1000)}$ of $S(1000)$ is composed of three contributions: a statistical uncertainty due to the finite number of particles intercepted by a given SD station and the limited dynamic range of the signal detection; a systematic uncertainty due to assumptions on the shape of the lateral distribution function; and an uncertainty due to shower-to-shower fluctuations [21].

![Figure 1: Attenuation curve, CIC(θ) fitted with a second degree polynomial in x = cos^2 θ - cos^2 θ.](image-url)

The limited field of view of the FD and the requirement to observe the EAS maximum may introduce a dependency in the event selection on the primary mass. To avoid this effect, a fiducial cut on the slant depth range observed by the telescopes is performed [19], ensuring that the field of view is large enough to observe all plausible values of $X_{\text{max}}$. This cut is introduced for the first time in this analysis, taking advantage of the increased statistics of data. The effect of this fiducial cut is to reject about 22% of events above 3 EeV and 4% above 10 EeV. As explained in Section 3, the application of this cut does not change the results of the energy calibration significantly. Applying these cuts, a set of 839 golden hybrid events with energy $E_{\text{FD}} \geq 3$ EeV (where the SD trigger is fully efficient [16]) is selected.

For a given energy, the value of $S(1000)$ decreases with the zenith angle, $\theta$, due to the attenuation of the shower particles and geometrical effects. Assuming an isotropic flux of primary cosmic rays, we extract the shape of the attenuation curve from the data using the constant intensity cut method [20]. The attenuation curve has been fitted with a second degree polynomial in $x = \cos^2 \theta - \cos^2 \bar{\theta}$: $\text{CIC}(\theta) = 1 + a x + b x^2$, where $a = (0.87 \pm 0.04)$ and $b = (-1.49 \pm 0.20)$. The attenuation curve is shown in Fig. 1. The average angle, $\bar{\theta} \approx 38^\circ$, is taken as a reference to convert $S(1000)$ to $S_{38} \equiv S(1000)/\text{CIC}(\theta)$. $S_{38}$ may be regarded as the signal $S(1000)$ the shower would have produced if it had arrived at $\theta = 38^\circ$. The values of the parameters $a$, $b$ are deduced for $S_{38} = 47$ VEM, that corresponds to an energy of about 9 EeV (see Section 3). The relative difference of the CIC(θ) with respect to the previous analysis [15] is about $(-4 \pm 4)\%$ for $\theta = 0^\circ$ and $(-4 \pm 9)\%$ for $\theta = 60^\circ$, i.e. the values of $S_{38}$ are reduced by about 4%.

The reconstruction accuracy $\sigma_{S(1000)}$ of $S(1000)$ is composed of three contributions: a statistical uncertainty due to the finite number of particles intercepted by a given SD station and the limited dynamic range of the signal detection; a systematic uncertainty due to assumptions on the shape of the lateral distribution function; and an uncertainty due to shower-to-shower fluctuations [21].
tributes a factor of about 10%, while the contribution of the first two terms depends on energy and varies from 20% (at $S(1000) = 1.5$ VEM, equivalent to $\sim 0.3$ EeV) to 6% (at 200 VEM, equivalent to $\sim 40$ EeV).

The FD energy resolution is determined by propagating the statistical uncertainty on the light flux, the invisible energy uncertainty due to shower fluctuations and the uncertainties on EAS geometry and VAOD profiles. The overall energy resolution is 7.6% and it is almost constant with energy.

3 Energy Calibration

The analysis of the golden hybrid events leads to a relation between $S_{38}$ and $E_{FD}$. The main challenge in this part of the analysis is to suppress the bias coming from the inclusion of events with energy below the trigger saturation threshold. The SD is fully efficient above energies of 3 EeV [16]. The upward fluctuations of $S(1000)$ below this energy would introduce a large bias in the energy conversion. In our past work [15], events below the threshold energy were rejected by a $\chi^2$ method. As an evolution of this procedure, in the present study, a maximum likelihood (ML) method is used (see also [22]). This method, as the previous one, is based only on the data and does not depend on simulations. The ML function takes into account the evolution of uncertainties with energy, as well as event migrations due to the finite resolution of the SD. The ML method has been tested with the dataset used in the previous analysis and reproduces the same results as the $\chi^2$ method: the ML method is mathematically more rigorous. The method has then been applied to the present sample of 839 selected hybrid events with energy $E_{FD} \geq 3$ EeV (see Section 2).

The relation between $S_{38}$ and $E_{FD}$ is well described by a single power-law function,

$$E_{FD} = A S_{38}^B,$$

where the resulting parameters from the data fit are $A = (1.68 \pm 0.05) \times 10^{17}$ eV and $B = 1.035 \pm 0.009$. The most energetic selected event has an energy of about 75 EeV.

The relative difference in the energy measured by the SD, $E_{SD}(S_{38})$, using this energy calibration and the previous one [15] is tabulated in the second column of Table 1. The changes in the energy scale are due to an update of the absolute calibration of the FD pixels and improvements to the FD reconstruction, which now properly treat the lateral width of Cherenkov emission, multiple scattering of light, and the temperature and humidity dependence of quenching of fluorescence emission. Part of the difference between this energy calibration and the previous one is due to the introduction of the fiducial cuts. When not applying them, the energy changes by the factor reported in the third column of Table 1. The changes in calibration curves are smaller than the systematic uncertainty due to the application of the calibration method, of about 7% at 10 EeV and 15% at 100 EeV [15].

The resolution in the SD energy, $E_{SD}$, can be inferred from the distribution of the ratio $E_{SD}/E_{FD}$ [23], fixing the FD energy resolution to the previously quoted 7.6%. The fit for three distinct ranges of energy is shown in Figure 3. The resulting SD energy resolution, with its statistical uncertainty, is $\sigma_{E}/E_{SD} = (15.8 \pm 0.9)\%$ for $3$ EeV $< E_{SD} < 6$ EeV, $\sigma_{E}/E_{SD} = (13.0 \pm 1.0)\%$ for $6$ EeV $< E_{SD} < 10$ EeV and $\sigma_{E}/E_{SD} = (12.0 \pm 1.0)\%$ for $E_{SD} > 10$ EeV.

The total systematic uncertainty on the FD energy scale is about 22%. It includes contributions from the absolute fluorescence yield (14%) [10], calibration of the fluorescence telescopes (9.5%), the invisible energy correction (4%) [24], systematics in the reconstruction method used to calculate the shower longitudinal profile (10%), and atmospheric effects (6% ± 8%) [18]. The atmospheric uncertainties include those related to the measurements of aerosol optical depth (5% ± 7.5%), phase function (1%) and wavelength dependence (0.5%), the atmosphere variability (1%) [25] and the residual uncertainties on the estimation of pressure, temperature and humidity dependence of the fluorescence yield (1.5%).

| $E_{FD}$ (EeV) | $E_{NEW}/E_{OLD} - 1$ | $E_{NEW}/E_{NOID} - 1$ |
|-------------|---------------------|---------------------|
| 3           | $(+1.0 \pm 1.7)\%$  | $(+0.4 \pm 1.6)\%$  |
| 10          | $(-3.1 \pm 1.3)\%$  | $(-1.3 \pm 1.7)\%$  |
| 100         | $(-10 \pm 3)\%$     | $(-4 \pm 4)\%$      |

Table 1: Relative differences in the new energy calibration, $E_{new}$, for different values of $E_{FD}$, with respect to the old calibration [15], $E_{old}$ (second column) and to the case when no fiducial cuts are applied in the event selection ($E_{noID}$, third column).

Figure 2: Correlation between $S_{38}$ and $E$ for the 839 selected hybrid events used in the fit. The most energetic event has an energy of about 75 EeV.
Figure 3: Ratio $E_{SD}/E_{FD}$ for the selected events for various ranges of energy. The lines represent the ratio distribution function for the data [23].

4 Conclusions

The energy calibration of the SD array of the Pierre Auger Observatory has been studied using a method based on the data only. It takes into account all the known systematic uncertainties and their dependencies on energy. In this analysis a new fiducial cut in the event selection is also introduced, in order to avoid systematic effects dependent upon the composition of the primary particles.

The results of this method are in good agreement with the previous studies of the energy calibration [15]. The differences are due to some improvements in the energy reconstruction and an update of the calibration constants of the fluorescence telescopes, as well as to the introduction of the new fiducial cut.

The energy spectrum derived from data of the SD array is calibrated using the method presented in this paper and combined with a spectrum based on hybrid data only in [26].
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Abstract: The properties of extensive air showers (EAS) induced by cosmic rays with zenith angles up to 80° can be measured accurately in the surface detector (SD) of the Pierre Auger Observatory. Using a model of the density pattern of muons, extracted from simulations, the shower size, N₁₉, related to the total number of muons in EAS, is estimated from the signals measured in the SD stations. The accuracy of the reconstruction of N₁₉ is tested using a large sample of simulated events. The shower size is calibrated using the shower energy measured with the fluorescence detector (FD) in a sub-sample of high-quality hybrid events (i.e. events detected simultaneously by SD and FD). This allows the number of muons versus energy to be measured. We compare the number of muons versus energy as obtained through simulations with that measured in data. We find that none of the current shower models, neither for proton nor for iron primaries, are able to predict as many muons as are observed.
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1 Introduction

The Pierre Auger Observatory [1] is a hybrid cosmic ray air shower instrument for experiment that uses different techniques to detect extensive air-showers. An array of over 1600 water-Cherenkov detectors that covers an area of 3000 km² with a 1.5 km triangular grid, samples the signal, S, as the air shower arrives at the Earth’s surface. The Surface Detector (SD) has a 100% duty cycle. The longitudinal shower development is observed by the Fluorescence Detector (FD) that provides a nearly calorimetric measurement of the shower energy. The duty cycle of the FD is approximately 13% [2]. It is possible to relate the energy measured with the FD to the shower size which can be obtained with the SD, using events that can be reconstructed with both the SD and FD, the golden hybrid events. This procedure provides the energy calibration [3].

With the SD detector of the Pierre Auger Observatory we have recorded 5936 events between 1 January 2004 and 31 December 2010, with energy above 4 × 10¹⁸ eV and zenith angle range 62° < θ < 80°. Those events represent the 19% of the total data collected, and a 25% increase over the exposure obtained with events < 60°. The analysis of inclined events is important because it increases the sky coverage allowing the study of clustering and anisotropy in a larger region of the sky than it is possible with more vertical events. The dominant particles in these events are muons because most of the electromagnetic component is absorbed in the atmosphere. As the total number of muons depends on primary particle type, inclined showers can be used to study composition. Inclined events are also important because they constitute the background in the search for neutrino-induced showers. In this paper we will describe the procedure used to reconstruct the shower size, N₁₉, of inclined showers. We will explain how N₁₉ is calibrated using the energy measured by FD in events detected simultaneously by SD and FD. Finally we will compare the behavior of the number of muons versus energy as observed with data to that obtained through Monte Carlo (MC) simulations.

2 Reconstruction of size parameter N₁₉

The arrival direction of a cosmic ray is reconstructed from the signal arrival times by fitting a shower front model [4, 5]. The angular resolution achieved is better than 1° at energies E > 4 × 10¹⁸ eV. The reconstruction of the shower size requires techniques that are different to those used for more vertical showers. A procedure has been developed in which a set of muon densities at the ground, derived from simulations at different energies and zenith angles, is compared with experimental data. This technique was first used to analyse inclined showers recorded at Haverah Park [6] and has been subsequently adapted for the Auger Observatory [7] which uses water-Cherenkov det-
tectors of exactly the same depth. Two reconstruction procedures have been developed independently, referred to as Efit and HasOffline in what follows. Using the two procedures provides an opportunity to test for systematic uncertainties arising from the different reconstruction processes.

The shower core position and the size parameter are obtained through a fit of the expected number of muons at each detector, \( n_\mu \), to the measured signal. The expected number of muons can be obtained from:

\[
n_\mu = N_1 \rho_\mu^{19}(x - x_c, y - y_c, \theta, \phi) A_\perp(\theta) \tag{1}
\]

where \((x_c, y_c)\) are the coordinates of the shower core, \( \theta \) and \( \phi \) are the zenith and the azimuth of the shower direction, \( \rho_\mu^{19} \) is the reference muon distribution (the muon map) corresponding to the inferred arrival direction, \( A_\perp(\theta) \) is the detector area projected onto the shower plane. It is shown that the dependence of the shape of \( \rho_\mu^{19} \) on energy and primary composition can be approximately factored out and hence the two dimensional distributions of the muon patterns at ground level depend primarily on zenith and azimuthal angles because of the geomagnetic deviation of muons [8]. \( N_1 \) is thus defined as the ratio of the total number of muons, \( N_\mu \), in the shower with respect to the total number of muons at \( E = 10 \) TeV given by the reference distribution, \( N_{19} = N_{\mu}(E, \theta)/N_{\mu}^{map}(E = 10 \) TeV, \( \theta) \).

Two sets of reference distribution have been produced for protons at \( E = 10 \) TeV. They are based on two different shower simulation packages and two different hadronic interaction models. One of them has been obtained with a set of histograms in two dimensions based on the model developed in [7], using simulations made with ARIES 2.6.0 [9] with QGSJET01 [10] as the choice for the hadronic interaction. The other set is a continuous parameterization of the patterns obtained directly from the simulations [11] made with CORSIKA 6.72 [12] and the models QGSJETII [13] and FLUKA [14]. Both approaches are valid out to 4 km from the shower axis in the energy range \( 10^{18} \)–\( 10^{20} \) eV and zenith angle 60° to 88°. The Efit (HasOffline) packages uses the first (second) set based on QGSJET01 (QGSJETII).

From the measured signal \( S \) we obtain the muonic signal \( S_\mu \) subtracting the average electromagnetic (EM) component. We calculate the EM component in MC simulations in which we obtain \( r_{EM} = S_{EM}/S_\mu \), the ratio of the EM to muonic signal. \( r_{EM} \) depends on composition, interaction models and shower energy. We have adopted proton ARIES simulations at \( 10^{19} \) eV with QGSJET01 as a reference for this work. For inclined showers \( r_{EM} \) is largest near the shower axis and its effect practically disappears at zenith angles exceeding about 65°. Once \( r_{EM} \) is parameterised the muonic signal is obtained as \( S_\mu = S/(1 + r_{EM}) \).

A maximum likelihood method is used to fit the shower size and core position. This requires knowledge of the probability density function of the measured signal for all the triggered stations. The probability density \( p \) to observe a muonic signal, \( S_\mu \), in a given station is obtained from the expected number of muons, \( n_\mu \), which depends on its relative position with respect to the core:

\[
p(S_\mu, n_\mu, \theta) = \sum_{k=0}^{\infty} P_{\text{Poisson}}(k; n_\mu) P_{\text{St}}(k, S_\mu, \theta) P_{\text{Tr}}(S_\mu).
\]

Here \( P_{\text{Poisson}}(k; n_\mu) \) gives the Poisson probability that \( k \) muons go through the detector when \( n_\mu \) are expected, \( P_{\text{St}}(k, S_\mu, \theta) \) is the probability of triggering and \( P_{\text{Tr}}(S_\mu) \) is the probability density function (p.d.f.) of the muon signal \( S_\mu \) for \( k \) through-going muons. The response of the SD stations to the passage of a single muon is obtained from a detailed simulation using the standard GEANT4 package [16] within the official software framework of the Observatory [17]. The p.d.f. for \( k \) muons, \( P_{\text{St}}(k, S_\mu, \theta) \), is obtained by convolution. It is important to include details of the non-triggered stations to avoid biases in the reconstruction arising from upward fluctuations of the trigger. These stations provide upper limits to the signals. This can be achieved within the maximum likelihood method, replacing the probability density by the probability that the detectors do not trigger:

\[
p(S_\mu = 0, N_\mu, \theta) = \sum_{k=0}^{\infty} P_{\text{Poisson}}(k; N_\mu) \times \int_{0}^{\infty} dS_\mu (1 - P_{\text{Tr}}(S_\mu)) P_{\text{St}}(k, S_\mu, \theta) \tag{2}
\]

The likelihood function to be maximised is then the product of these probabilities for all stations. In practice only stations that lie within 5 km of the barycenter. The likelihood function depends on three free parameters that have to be fitted, the shower core position \((x_c, y_c)\) and the shower size \( N_{19} \) through the expected number of muons \((N_\mu)\) in Eq. (1) which determines the Poisson probabilities. The Poisson distribution takes into account fluctuations in the number of muons entering the detector, while the rest of the fluctuations in the station are introduced through the detector response.

### 3 Accuracy of \( N_{19} \) reconstruction

A sample of 100,000 proton showers were generated using ARIES and the hadronic model QGSJET01, with an \( E^{-2.6} \) energy spectrum in the range \( \log_{10}(E/eV) = (18.5, 20) \). Showers were chosen from a zenith angle distribution that is flat in \( \sin^2 \theta \) in the range (50°, 89°), and uniform in azimuthal angle. A further 2700 proton showers were generated using CORSIKA, with the hadronic model QGSJETII and FLUKA. The energy spectrum is flat in \( \log_{10}(E/eV) \) in the range (18, 20), and the zenith angle has a flat distribution in \( \sin^2 \theta \) in the range (60°, 86°) and a uniform distribution in azimuthal angle. All SD events were generated within the Offline framework [17] with random impact points on the ground.

For simulated showers it is possible to obtain the true value of the size parameter, referred as \( N_{19}^{MC} \). In Fig-
The energy of each event is obtained by calibrating $N_{19}$ with the golden hybrid data set. In addition the calibration procedure can be used to obtain the number of muons as a function of energy which is sensitive to cosmic ray composition and to the hadronic interactions in the shower. A fit is done using a power law $A(E_{FD}/10\ E_{eV})^B$ for energies above $4 \times 10^{18}$ eV where the array is 100% efficient. This considerably reduces the systematic uncertainties as the only use of hadronic models comes through the estimate of the energy carried by muons and neutrinos into the ground, the missing or invisible energy. The results of the fit are shown in Fig. 3. From the fit we obtain $A = (2.13 \pm 0.04 \pm 0.11$ (sys.)) and $B = (0.95 \pm 0.02 \pm 0.03$ (sys.)).

Details of the calibration procedure and the data are given respectively in [18] and [3]. A spectrum has been obtained with these data [18]. It is possible to relate $N_{19}$ and shower energy using MC simulation in an analogous way leading to $A_{MC}$ and $B_{MC}$. The results depend on the choices made for composition and hadronic model. In Figure 3 we also show the extreme cases for protons with QGSJETII and for iron nuclei with EPOS1.99 [19].

Using the formula for the calibration fit [18], it is also possible to derive the muon number in the data compared to the predictions from the simulation $N_{19}^{data}/N_{19}^{MC}$ as a function of $E_{FD}$. Simple calculations yield the following expression:

$$\frac{N_{19}^{data}}{N_{19}^{MC}} = \frac{A(E_{FD}/10\ E_{eV})^B}{A_{MC}(E_{FD}/10\ E_{eV})^{B_{MC}}}$$

(3)

We show the observed number of muons in data compared with the number of muons obtained with the two extreme predictions for proton QGSJETII (solid line) and iron EPOS1.99 (dashed line) in Fig. 4. The grey bands correspond to the $N_{19}$ systematic uncertainties obtained by comparison between reconstructed and the true values of $N_{19}$ using simulated data. The value of $A_{MC}$ for proton (iron) QGSJETII (EPOS1.99) is 1 (1.7) and that of $B_{MC}$ is 0.934 (0.928). The number of muons deduced from data exceeds that of proton QGSJETII simulations by a factor of 2.1 and that of iron EPOS1.99 by 23%. No significant dependence on the energy is obtained in either case.

5 Summary and discussion

The reconstruction method for inclined showers has been tested with simulated data. It has been shown that the ave-
Figure 3: Fit of the calibration curve $N_{19} = A(E/10^{19} \text{eV})^B$. The constants $A$ and $B$ are obtained using the maximum-likelihood method. The contours indicate the constant levels of the p.d.f. $f_{hyb}$ integrated over zenith angle, corresponding to 10, 50 and 90% of the maximum value [18]. Calibration curves for proton QGSJETII (dot line) and iron EPOS1.99 (dashed line) are shown for comparison.

Figure 4: Ratio of the number of muons in data compared to proton QGSJETII (solid line) and iron EPOS1.99 (dashed line) as a function of the energy. The grey bands indicate the systematic uncertainties in $N_{19}$. See text for details.

We find that none of the current shower models, neither for proton nor for iron primaries, are able to predict as many muons as are observed.
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