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Abstract—We introduce a monotonicity-based method for studying input-to-state stability (ISS) of nonlinear parabolic equations with boundary inputs. We first show that a monotone control system is ISS if and only if it is ISS w.r.t. constant inputs. Then we show by means of classical maximum principles that nonlinear parabolic equations with boundary disturbances are monotone control systems.

With these two facts, we establish that ISS of the original nonlinear parabolic PDE with constant boundary disturbances is equivalent to ISS of a closely related nonlinear parabolic PDE with constant distributed disturbances and zero boundary condition. The last problem is conceptually much simpler and can be handled by means of various recently developed techniques.
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I. INTRODUCTION

The concept of input-to-state stability (ISS), which unified Lyapunov and input-output approaches, plays a foundational role in nonlinear control theory [2]. It is central for robust stabilization of nonlinear systems [3], [4], design of nonlinear observers [5], analysis of large-scale networks [6], [7] etc.

The success of ISS methodology for ordinary differential equations and time-delay systems, see e.g. [8], [9], [10], [11], as well as importance of robust control for distributed parameter systems, motivated a rapid development of the ISS theory for abstract infinite-dimensional systems [12], [13], [14], [15], [16], [17] and more specifically of partial differential equations (PDEs) [18], [19], [15], [20], [21], [22], [23] during the last decade. Important results achieved include characterizations of ISS and local ISS for broad classes of nonlinear infinite-dimensional systems [16], [17], nonlinear small-gain theorems for interconnections of $n \in \mathbb{N}$ infinite-dimensional systems [13], [15], applications of ISS Lyapunov theory to analysis and control of various classes of PDE systems [19], [20], [23], [21], [22] etc. However, most of these papers are devoted to PDEs with distributed inputs. In this work we study input-to-state stability (ISS) of nonlinear parabolic partial differential equations (PDEs) with boundary disturbances on multidimensional spatial domains. This question naturally arises in such fundamental problems of PDE control as robust boundary stabilization of PDE systems, design of robust boundary observers, stability analysis of cascades of parabolic and ordinary differential equations (ODEs) etc.

It is well known, that PDEs with boundary disturbances can be viewed as evolution equations in Banach spaces with unbounded input (disturbance) operators. This makes the analysis of such systems much more involved than stability analysis of PDEs with distributed disturbances (which are described by bounded input operators), even in the linear case.

At the same time, ISS of linear parabolic systems w.r.t. boundary disturbances has been studied in several recent papers using different methodologies [24], [25], [26], [27], [28]. In [24] the authors have shown that parabolic systems with boundary disturbances are ISS w.r.t. $C^1$ norm of disturbances (known as $D^1$-ISS, see [2, p. 190]) provided the system is uniformly asymptotically stable if disturbances are set to zero. In [28] linear and nonlinear parabolic systems with Neumann or Robin boundary inputs over one-dimensional spatial domain have been studied by means of Lyapunov methods combined with novel Poincare-like inequalities. As a result several criteria for ISS of such systems w.r.t. $C$-norm of boundary inputs have been obtained.

In [25], [26], [29] linear parabolic PDEs with Sturm-Liouville operators over 1-dimensional spatial domain have been treated by using two different methods: (i) the spectral decomposition of the solution, and (ii) the approximation of the solution by means of a finite-difference scheme. This made possible to avoid differentiation of boundary disturbances, and to obtain ISS of classical solutions w.r.t. $L^\infty$ norm of disturbances, as well as in weighted $L^2$ and $L^1$ norms. An advantage of these methods is that this strategy can be applied also to other types of linear evolution PDEs. At the same time, for multidimensional spatial domains, the computations can become quite complicated.

In [27], [30] ISS of linear boundary control systems has been approached by means of methods of semigroup and admissibility theory. In particular, using the theory of Orlicz spaces and $H_\infty$ calculus, deep relations between ISS and integral input-to-state stability (iISS) have been achieved. This method can be applied to a large class of linear control
systems (in particular, the results on equivalence between ISS and integral ISS have been shown in [30] not only for parabolic systems, but also for the systems governed by analytic semigroups). At the same time, the lack of proper generalizations of admissibility to general nonlinear systems makes this method hard (if possible) to apply to nonlinear distributed parameter systems.

In this paper, we develop a novel method for investigation of parabolic PDEs with Dirichlet boundary disturbances. In contrast to previous results, we do not restrict ourselves to linear equations over 1-dimensional spatial domains. Our results are valid for a class of nonlinear equations over multidimensional bounded domains with a sufficiently smooth boundary. Our method is based on the concept of monotone control systems introduced in [31] and inspired by the theory of monotone dynamical systems pioneered by M. Hirsch in 1980-s in a series of papers, beginning with [32]. For the introduction to this theory, a reader may consult [33]. Monotone control systems appear frequently in applications, see e.g. in chemistry and biology [34], [33]. An early effort to use monotonicity methods to study of ISS of infinite-dimensional systems has been made in [35] to show ISS of a particular class of parabolic systems with distributed inputs and Neumann boundary conditions.

Our strategy is as follows.

First, we show in Section III that a monotone control system (and in particular a nonlinear parabolic PDE system with boundary disturbances) is ISS if and only if it is ISS over a much smaller class of inputs (e.g. constant inputs). This is achieved by proving that, for any given disturbance, there is a larger constant disturbance which leads to the larger deviation from the origin, and hence, in a certain sense, the constant disturbances are the ”worst case” ones.

Next, in Section IV, using maximum and comparison principles for nonlinear parabolic operators, we show that under certain regularity assumptions nonlinear parabolic equations with Dirichlet boundary disturbances are monotone control systems. In turn, this nice property helps us to show in Section IV that ISS of the original nonlinear parabolic PDE with constant boundary disturbances is equivalent to ISS of a closely related nonlinear parabolic PDE with constant distributed disturbances. The latter problem has been studied extensively in the last years, and a number of powerful results are available for this class of systems. In particular, in [18], constructions of strict Lyapunov functions for certain nonlinear parabolic systems have been provided. In [15], [36], ISS and integral ISS small-gain theorems for nonlinear parabolic systems interconnected via spatial domain have been proved which give powerful tools to study stability of large-scale parabolic systems on the basis of knowledge of stability of its components. Results in this paper make it possible to use this machinery for analysis of ISS of nonlinear parabolic PDEs with boundary inputs.

Finally, in Section V, we apply above results to linear parabolic problems, which are of specific interest. The obtained ISS criteria can be applied to the problem of ISS stabilization of linear parabolic systems by means of a PDE backstepping method (see for instance [37], [38]) in the presence of actuator disturbances, see [1] for more details.

Next, we introduce some notation used throughout these notes. By $\mathbb{R}_+$ we denote the set of nonnegative real numbers. For $z \in \mathbb{R}^n$ the Euclidean norm of $z$ is denoted by $|z|$. For any open set $G \subset \mathbb{R}^n$ we denote by $\partial G$ the boundary of $G$; $\overline{G}$ the closure of $G$ and by $\mu(G)$ the Lebesgue measure of $G$. Also for such $G$ and any $p \in [1, +\infty)$ we denote by $L^p(G)$ the space of Lebesgue measurable functions $f$ with $\|f\|_p = \left( \int_G |f(z)|^p dz \right)^{1/p}$, by $L^\infty(G)$ the space of Lebesgue measurable functions $y$ with $\|y\|_{\infty} = \text{ess sup}_{z \in G} |y(z)|$, and by $H^k(G)$ the set of $g \in L^2(G)$, which possess weak derivatives up to the $k$-th order, all of which belong to $L^2(G)$. $C^k(G)$ consists of $k$ times continuously differentiable functions defined on $G$ and $C^0_0(G)$ consists of a functions from $C^1(G)$ which have a compact support. $H^1_0(G)$ is a closure of $C^0_0(G)$ in the norm of $H^1(G)$. If $I \subset \mathbb{R}_+$, then $C^{1,2}(I \times G)$ means the set of functions mapping $I \times G$ to $\mathbb{R}$, which are continuously differentiable w.r.t. the first argument and possess continuous second derivatives w.r.t. the second arguments.

We will use the following classes of comparison functions.

$$\mathcal{X} := \{ \gamma : \mathbb{R}_+ \to \mathbb{R}_+ | \gamma \text{ is continuous, strictly increasing and } \gamma(0) = 0 \},$$

$$\mathcal{X}_\infty := \{ \gamma \in \mathcal{X} | \gamma \text{ is unbounded} \},$$

$$\mathcal{L} := \{ \gamma : \mathbb{R}_+ \to \mathbb{R}_+ | \gamma \text{ is continuous and strictly decreasing with } \lim_{t \to \infty} \gamma(t) = 0 \},$$

$$\mathcal{X}_\infty \mathcal{L} := \{ \beta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ | \beta \text{ is continuous, } \beta(\cdot, t) \in \mathcal{X}, \beta(r, \cdot) \in \mathcal{L}, \forall t \geq 0, \forall r > 0 \}.$$

Due to the page limits we omit most of the proofs of the results obtained in the article. Please refer to the full version of the paper for the proofs and further applications of the main results [1].

II. MONOTONICITY OF CONTROL SYSTEMS

We start with a definition of a control system.

**Definition 2.1:** Consider a triple $\Sigma = (X, \mathcal{U}, \phi)$, consisting of

(i) A normed linear space $(X, \| \cdot \|_X)$, called the state space, endowed with the norm $\| \cdot \|_X$.

(ii) A set of input values $U$, which is a nonempty subset of a certain normed linear space.

(iii) A normed linear space of inputs $\mathcal{U} \subset \{ f : \mathbb{R}_+ \to U \}$ endowed with the norm $\| \cdot \|_{\mathcal{U}}$. We assume that $\mathcal{U}$ satisfies the axiom of shift invariance, which states that for all $u \in \mathcal{U}$ and all $\tau \geq 0$ the time shift $u(\cdot + \tau)$ is in $\mathcal{U}$.

(iv) A family of nonempty sets $\{ \mathcal{U}(x) \subset \mathcal{U} : x \in X \}$, where $\mathcal{U}(x)$ is a set of admissible inputs for the state $x$.

(v) A transition map $\phi : \mathbb{R}_+ \times X \times \mathcal{U} \to X$, defined for any $x \in X$ and any $u \in \mathcal{U}(x)$ on a certain subset of $\mathbb{R}_+$.

The triple $\Sigma$ is called a (forward-complete) control system, if the following properties hold:

**($\Sigma.1$) Forward-completeness:** for every $x \in X$, $u \in \mathcal{U}(x)$ and for all $t \geq 0$ the value $\phi(t, x, u)$ is well-defined.
(Σ2) The identity property: for every \((x,u) \in X \times U(x)\) it holds that \(\phi(0,x,u) = x\).

(Σ3) Causality: for every \((t,x,u) \in \mathbb{R}_+ \times X \times U(x)\), for every \(u \in U(x)\), such that \(u(s) = \bar{u}(s), s \in [0,t]\) it holds that \(\phi(t,x,u) = \phi(t,x,\bar{u})\).

(Σ4) The cocycle property: for all \(t,h \geq 0\), for all \(x \in X\), \(u \in U(x)\) we have \(u(t+h) \in U(\phi(t,x,u))\) and
\[
\phi(h, \phi(t,x,u), u(t+h)) = \phi(t+h, x, u).
\]
In the above definition \(\phi(t,x,u)\) denotes the state of a system at the moment \(t \in \mathbb{R}_+\) corresponding to the initial condition \(x \in X\) and the input \(u \in U(x)\). A pair \((x,u) \in X \times U(x)\) is referred to as an admissible pair.

Remark 2.2: For wide classes of systems, in particular for ordinary differential equations, one can assume that \(U(x) = U\) for all \(x \in X\), that is every input is admissible for any state. On the other hand, the classical solutions of PDEs with Dirichlet boundary inputs have to satisfy compatibility conditions (see Section IV), and for such systems \(U(x) \neq U\) for any \(x \in X\). Another class of systems for which one cannot expect that \(U(x) = U\) for all \(x \in X\) are differential-algebraic equations (DAEs), see e.g. [39, 40].

Definition 2.3: A subset \(K \subset X\) of a normed linear space \(X\) is called a positive cone if \(K \cap (-K) = \{0\}\) and for all \(a \in \mathbb{R}_+\) and all \(x,y \in K\) it follows that \(ax \in K; x+y \in K\).

Definition 2.4: A normed linear space \(X\) together with a cone \(K \subset X\) is called an ordered normed linear space (see [41]), which we denote \((X,K)\) with an order \(\leq\) given by \(x \leq y \iff y-x \in K\). Analogously \(x \geq y \iff x-y \in K\).

Definition 2.5: We call a control system \(\Sigma = (X, U, \phi)\) ordered, if \(X\) and \(U\) are ordered normed linear spaces.

An important for applications subclass of control systems are monotone control systems:

Definition 2.6: An ordered control system \(\Sigma = (X, U, \phi)\) is called monotone, provided for all \(t \geq 0\), all \(x_1, x_2 \in X\) with \(x_1 \leq x_2\) and all \(u_1 \in U(x_1), u_2 \in U(x_2)\) with \(u_1 \leq u_2\) it holds that \(\phi(t,x_1,u_1) \leq \phi(t,x_2,u_2)\).

To treat situations when the monotonicity w.r.t. initial states is not available, the following definition is useful:

Definition 2.7: An ordered control system \(\Sigma = (X, U, \phi)\) is called monotone w.r.t. inputs, provided for all \(t \geq 0\), all \(x \in X\) and all \(u_1, u_2 \in U(x)\) with \(u_1 \leq u_2\) it holds that \(\phi(t,x,u_1) \leq \phi(t,x,u_2)\).

III. INPUT-TO-STATE STABILITY OF MONOTONE CONTROL SYSTEMS

Next we introduce the notion of input-to-state stability, which will be central in this paper.

Definition 3.1: Let \(\Sigma = (X, U, \phi)\) be a control system. Let \(\mathcal{U}_c\) be a subset of \(U\). System \(\Sigma\) is called input-to-state stable (ISS) with respect to inputs in \(\mathcal{U}_c\) if there exist functions \(\beta \in \mathcal{X}, \gamma \in \mathcal{X}\) such that for every \(x \in X\) for which \(U(x) \cap \mathcal{U}_c\) is non-empty, the following estimate holds for all \(u \in U(x)\), \(x \in \mathcal{U}_c\) and \(t \geq 0\):
\[
\|\phi(t,x,u)\|_X \leq \beta(\|x\|_x, t) + \gamma(\|u\|_U).
\]
If \(\Sigma\) is ISS w.r.t. inputs from \(\mathcal{U}\), then \(\Sigma\) is called input-to-state stable (ISS).

For applications the following notion, which is stronger than ISS is of importance:

Definition 3.2: Let \(\Sigma = (X, U, \phi)\) be a control system. Let \(\mathcal{U}_c\) be a subset of \(U\). System \(\Sigma\) is called exponentially input-to-state stable (exp-ISS) with respect to inputs in \(\mathcal{U}_c\) if there exist constants \(M,a, \gamma \in \mathcal{X}\) such that for every \(x \in X\) for which \(U(x) \cap \mathcal{U}_c\) is non-empty, the following estimate holds for all \(u \in U(x)\), \(x \in \mathcal{U}_c\) and \(t \geq 0\):
\[
\|\phi(t,x,u)\|_X \leq Me^{-at}\|x\|_X + \gamma(\|u\|_U).
\]

If \(\Sigma\) is exp-ISS w.r.t. inputs from \(\mathcal{U}\), then \(\Sigma\) is called exponentially input-to-state stable. If in addition \(\gamma\) can be chosen to be linear, then \(\Sigma\) is exp-ISS with a linear gain function.

We are also interested in the stability properties of control systems in absence of inputs.

Definition 3.3: A control system \(\Sigma = (X, U, \phi)\) is globally asymptotically stable at zero uniformly with respect to the state (0-UGAS), if there exists a \(\beta \in \mathcal{X}, \gamma \neq 0\), such that for all \(x \in X\), \(\|U(x)\| = 0\) and for all \(t \geq 0\) it holds that
\[
\|\phi(t,x,u)\|_X \leq \beta(\|x\|_x, t).
\]

It may be hard to verify the ISS estimate (1) for all admissible pairs of states and inputs. Therefore a natural question appears: to find a smaller set of admissible states and inputs, so that validity of the ISS estimate (1) implies ISS of the system for all admissible pairs (possibly with larger \(\beta\) and \(\gamma\)). For example, for wide classes of systems it is enough to check ISS estimates on the properly chosen dense subsets of the space of admissible pairs (a so-called “density argument”, see e.g. [42, Lemma 2.2.3]). As Propositions 3.4, 3.6 show, for monotone control systems such sets can be much more sparse.

We start with the case, when all \((x,u) \in X \times U\) are admissible pairs.

Proposition 3.4: Let \((X, U, \phi)\) be a control system that is monotone with respect to inputs with \(U(x) = U\) for all \(x \in X\). Furthermore, let \(\mathcal{U}_c\) be a subset of \(\mathcal{U}\) and let the following two conditions hold:
(i) There exists \(\rho \in \mathcal{X}\) so that for any \(x_-, x, x_+ \in X\) satisfying \(x_- \leq x \leq x_+\) it holds that
\[
\|x\|_x \leq \rho(\|x_--\|_X + \|x_+\|_X).
\]
(ii) There exists \(\eta \in \mathcal{X}\) so that for any \(u \in \mathcal{U}\) there are \(u_-, u_+ \in \mathcal{U}_c\), satisfying \(u_- \leq u \leq u_+\) and \(\|u\|_{\mathcal{U}} \leq \eta(\|u\|_{\mathcal{U}})\), \(\|u_-\|_\mathcal{U} \leq \eta(\|u\|_{\mathcal{U}})\) and \(\|u_+\|_\mathcal{U} \leq \eta(\|u\|_{\mathcal{U}})\).
Then \((X, U, \phi)\) is ISS if and only if \((X, U, \phi)\) is ISS w.r.t. inputs in \(\mathcal{U}_c\).

Moreover, if \(\rho\) is linear, then \(\Sigma\) is exp-ISS if and only if \(\Sigma\) is exp-ISS w.r.t. inputs in \(\mathcal{U}_c\). If additionally \(\Sigma\) is exp-ISS w.r.t. inputs in \(\mathcal{U}_c\) with a linear gain function and \(\eta\) is linear, then \(\Sigma\) is exp-ISS with a linear gain function.

Here, as for most results in this paper we omit the proofs due to the page limit constraints. We refer to [1] for the proofs.

Example 3.5: Consider ODEs of the form
\[
x = f(x,u),
\]
with $X = \mathbb{R}^n$ with an order induced by the cone $\mathbb{R}^n_+$, $\mathcal{U} := L^\infty(\mathbb{R}_+, \mathbb{R}^n)$ with the order induced by the cone $L^\infty(\mathbb{R}_+, \mathbb{R}^n_+)$ and $\mathcal{U}(x) = \mathcal{U}$ for all $x \in \mathbb{R}^n$. Under assumptions that $f$ is Lipschitz continuous w.r.t. the first argument uniformly w.r.t. the second one and that (4) is forward complete, (4) defines a control system $(X, \mathcal{U}, \phi)$, where $\phi(t, x_0, u)$ is a state of (4) at the time $t$ corresponding to $x(0) = x_0$ and input $u$.

Assume that (4) is monotone w.r.t. inputs with such $X$ and $\mathcal{U}$ and consider $\mathcal{U}_c := \{ u \in \mathcal{U} : \exists k \in \mathbb{R} : u(t) = k$ for a.e. $t \in \mathbb{R}_+ \}$. It is easy to verify that assumptions of Proposition 3.4 are fulfilled, and hence (4) is ISS iff it is ISS w.r.t. the inputs with constant in time controls.

This may simplify analysis of ISS of monotone ODE systems since input-to-state stable ODEs with constant inputs have some specific properties, see e.g. [2, pp. 205–206].

As we argued in Remark 2.2, for many systems $\mathcal{U}(x) \neq \mathcal{U}$ for some $x \in X$. For such systems Proposition 3.4 is inapplicable, due to the fact that existence of inputs $u \in X_0 \subset \mathcal{U}$ for a given initial condition $x$ and for an input $u$, satisfying assumption (ii) of Proposition 3.4 does not guarantee that the pairs $(x, u)$ are admissible, which is needed for the proof of Proposition 3.4. However, if $(X, \mathcal{U}, \phi)$ is in addition monotone w.r.t. states, the following holds:

**Proposition 3.6:** Let $\Sigma = (X, \mathcal{U}, \phi)$ be a control system that is monotone with respect to states and inputs. Assume that $\mathcal{U}_c \subset \mathcal{U}$ and let the following two conditions hold:

(i) There exists $\rho \in \mathcal{K}_\infty$ so that for any $x \in X$ satisfying $x_0 \leq x \leq x_1$ it holds that

$$
\|x\|_X \leq \rho (\|x_0\|_X + \|x_1\|_X).
$$

(ii) There exist $\eta, \xi \in \mathcal{K}_\infty$ so that for every $x \in X$, $u \in \mathcal{U}(x)$ and for every $\varepsilon > 0$ there exist $x \in X \cap \mathcal{U}(x) \cap \mathcal{U}_c$, $u \in \mathcal{U}(x) \cap \mathcal{U}_c$, satisfying $x_0 \leq x \leq x_1$, $x_0 \leq u \leq x_1$, so that the estimates

$$
\max (\|u_c\|_\infty, \|u_1\|_\infty) \leq \eta (\|u\|_\infty + \varepsilon),
$$

$$
\max (\|x_0\|_\infty, \|x_1\|_\infty) \leq \xi (\|x\|_X + \|u\|_\infty + \varepsilon).
$$

hold. Then $\Sigma$ is ISS $\Leftrightarrow \Sigma$ is ISS w.r.t. inputs in $\mathcal{U}_c$.

Moreover, if $\rho$ and $\xi$ are linear, then $\Sigma$ is exp-ISS w.r.t. inputs in $\mathcal{U}_c$. If $\Sigma$ is exp-ISS w.r.t. inputs in $\mathcal{U}_c$ with a linear gain function and $\eta$ is linear, then $\Sigma$ is exp-ISS with a linear gain function.

### IV. Input-to-State Stability of Nonlinear Parabolic Equations

In this section we apply results from Section III to nonlinear parabolic equations with boundary inputs. Our strategy is as follows: first we formulate in Proposition 4.1 the comparison principle for nonlinear parabolic operators. Afterwards we use this principle in Theorem 4.3 to show that under certain technical conditions the nonlinear parabolic systems with boundary disturbances give rise to monotone control systems. Finally, in Theorems 4.4, 4.5 we show our main result that a nonlinear parabolic system with boundary disturbances is ISS if and only if a related system with distributed disturbances is ISS for constant inputs. The precise statements of these results follow.

Let $G \subset \mathbb{R}^n$ be an open bounded region, let $T > 0$ be a constant and denote $D := (0, T) \times G$. Let $CL(D)$ denote the class of functions $x \in C^0(T \times G)$, Denote for each $t \in [0, T]$ and each $x \in CL(D)$ a function $x(t) : \mathbb{R}_+ \to C^0(G)$ by $x(t) := x(t, \cdot)$. Consider the operator $L$ defined for $x \in CL(D)$ by

$$
(Lx)(t, z) := \frac{\partial x}{\partial t}(t, z) - \sum_{i,j=1}^n a_{ij}(z) \frac{\partial^2 x}{\partial z_i \partial z_j}(t, z),
$$

where $(t, z) \in D, a_{ij} \in C^0(G)$ for $i, j = 1, \ldots, n$ and $f : G \times \mathbb{R} \to \mathbb{R}^n$ is a continuous function. The operator $L$ is called uniformly parabolic, if there exists a constant $K > 0$ so that for all $\xi = (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n$ it holds that

$$
\sum_{i,j=1}^n a_{ij}(z) \xi_i \xi_j \geq K|\xi|^2
$$

for all $z \in G$.

We need the following proposition, based upon a classical comparison principle from [43, Theorem 16, p. 52].

**Proposition 4.1:** Let $L$ be uniformly parabolic. Assume that for every bounded set $W \subset \mathbb{R}$ there is a constant $k > 0$ such that for every $w_1, w_2 \in W, z \in G, \xi \in \mathbb{R}^n$ with $w_1 > w_2$ it holds that

$$
f(z, w_1, \xi) - f(z, w_2, \xi) < k(w_1 - w_2).
$$

Let $x, y \in CL(D)$ be so that

$$
(Ly)(t, z) \geq 0 \geq (Ly)(t, z), \quad \text{for all } (t, z) \in D, \quad (11)
$$

$$
y(0, z) \geq x(0, z), \quad \text{for all } z \in G, \quad (12)
$$

$$
y(t, z) \geq x(t, z), \quad \text{for all } (t, z) \in [0, T] \times \partial G. \quad (13)
$$

Then $y(t, z) \geq x(t, z)$ for all $(t, z) \in \Sigma$.

Since our intention is to analyze forward complete systems, we introduce some more notation. Let $CL$ denote the class of functions $x \in C^0(\mathbb{R}_+ \times \Sigma) \cap C^{1,2}(\{0, +\infty\} \times G)$.

Now we apply the established results to analyze the initial boundary value problem:

$$
(Lx)(t, z) = 0, \quad \text{for all } (t, z) \in (0, +\infty) \times G, \quad (14)
$$

$$
x(0, z) = x_0(z), \quad \text{for all } z \in G, \quad (15)
$$

$$
x(t, z) = u(t, z), \quad \text{for all } (t, z) \in \mathbb{R}_+ \times \partial G. \quad (16)
$$

where $x_0 \in C^0(G)$, $L$ is the uniformly parabolic operator defined by (8) with $f \in C^0(G \times \mathbb{R} \times \mathbb{R}^n)$.

In this section we assume that the space of input values is $U = C^0(\partial G)$, endowed with the standard sup-norm and that $\mathcal{U} := \{ u \in C^0(\mathbb{R}_+ ; U) : u$ is bounded $\}$, endowed with

- the partial order $\preceq$ for which $u \preceq v$ if $u(t, z) \leq v(t, z)$ for all $(t, z) \in \mathbb{R}_+ \times \partial G$,
- the norm $\|u\|_\mathcal{U} = \sup_{t \geq 0, z \in \partial G} |u(t, z)|$. In the sequel we will need also a subspace of $\mathcal{U}$ consisting of constant in time and space inputs:

$$
\mathcal{U}_c := \{ u \in \mathcal{U} : \exists k \in \mathbb{R} : u(t, z) = k \forall (t, z) \in \mathbb{R}_+ \times \partial G \}. \quad (17)
$$
Define for \( x \in C^0(G) \) the standard \( L^p(G) \)-norm as \( \|x\|_p := \left( \int_G |x(x)|^p \, dx \right)^{1/p} \). The Euclidean distance between \( w \in G \) and \( W \subset \mathbb{G} \) is denoted by \( \rho(w, W) := \inf_{s \in W} |w - s| \).

The following assumptions will be instrumental:

(H1) There exists a linear space \( X \subseteq C^0(\mathbb{G}) \), containing the functions \( \{ x \in C^0(\mathbb{G}) : \exists k \in \mathbb{R} \text{ s.t. } x(t) = k \} \), such that for each \( x \in X \) which is constant on \( \partial G \), there exists a set of inputs \( \mathcal{W}(x_0) \subseteq \{ v \in \mathcal{W} : v(0, z) = x_0(z) \text{ for } z \in \partial G \} \), which contains constant in time and space inputs

\[
\{ v \in \mathcal{W} : v(t, z) = x_0(z) \text{ for } z \in \partial G \text{ and } t \geq 0 \}
\]

with the following property: for every \( x_0 \in X \), \( u \in \mathcal{W}(x_0) \) there exists a solution \( x \in CL \) of the initial boundary value problem \((14), (15), (16)\) for which \( x(t) \in X \) for all \( t \geq 0 \).

(H2) Assume that for every bounded set \( W \subset \mathbb{R} \) there exists \( k > 0 \) such that for every \( w_1, w_2 \in W \), \( (t, z) \in D \), \( \xi \in \mathbb{R}^n \) with \( w_1 > w_2 \) inequality \((10)\) holds. Moreover, the function \( \mathbb{G} \times \mathbb{R} \times \mathbb{R}^n \ni (z, w, \xi) \rightarrow f(z, w, \xi) \in \mathbb{R} \) is continuously differentiable w.r.t. \( w \in \mathbb{R} \) and \( \xi \in \mathbb{R}^n \).

(H3) For every \( \delta > 0 \), \( a \in \mathbb{R} \), \( x \in \mathbb{X} \) there exists a continuous function \( k : \mathbb{G} \rightarrow [0, 1] \) with \( k(z) = 1 \) for \( z \in \partial G \), \( k(z) = 0 \) for all \( z \in G \) with \( \rho(z, \partial G) \geq \delta \) and such that \( f(x) \in X \) where \( f(z) = (1 - k(z))z(x) + a(k(z)) \).

Remark 4.2: Note that \( (H3) \) is a condition on the geometry of the boundary of \( G \) which is automatically satisfied when \( G \) is an open interval in \( \mathbb{R} \).

We equip \( X \in (H1) \) with the partial order \( \leq \) for which \( x \leq y \) iff \( x(z) \leq y(z) \) for all \( z \in \mathbb{G} \). For existence theorems, which can be used to verify \((H1)\), we refer to \cite[Chapters 3, 7]{43}.

The next result assures monotonicity of the initial boundary value problem \((14), (15), (16)\).

**Theorem 4.3:** Suppose that assumptions \((H1), (H2)\) hold and let \( p \in [1, +\infty] \). Let us endow the linear spaces \( X, Y \) with the norms \( \|\cdot\|_p \). The following statements are equivalent:

(i) The system \((14), (15), (16)\) with the state space \( X \) is ISS w.r.t. inputs of class \( \mathcal{Y} \).

(ii) The system \((14), (15), (16)\) with the state space \( X \) is ISS w.r.t. constant in time and space inputs of class \( \mathcal{Y} \).

(iii) The system \((18), (19)\) with the state space \( Y \) is ISS w.r.t. inputs in \( \mathcal{Y} \).

Similarly, the following result on ISS holds:

**Theorem 4.5:** Suppose that assumptions \((H1), (H2), (H3)\) hold and let \( p \in [1, +\infty] \). Let us endow the linear spaces \( X, Y \) with the norms \( \|\cdot\|_p \). The following statements are equivalent:

(i) The system \((14), (15), (16)\) with the state space \( X \) is exp-ISS w.r.t. inputs of class \( \mathcal{Y} \).

(ii) The system \((14), (15), (16)\) with the state space \( X \) is exp-ISS w.r.t. constant in time and space inputs of class \( \mathcal{Y} \).

(iii) The system \((18), (19)\) with the state space \( Y \) is exp-ISS w.r.t. inputs in \( \mathcal{Y} \).

V. ISS of Linear Parabolic Systems with Boundary Inputs

In this section, we apply the above results to the linear problems with boundary disturbances over multidimensional spatial domains, which are of specific interest. We continue to assume that \( G \subset \mathbb{R}^n \) is an open connected and bounded set with the smooth boundary and \( D := (0, +\infty) \times G \).

Consider the linear heat equation with a Dirichlet boundary input:

\[
\frac{\partial x(t, z)}{\partial t} = \Delta x(t, z) + ax(t, z), \quad (t, z) \in D, \\
x(t, z) = u(t, z), \quad (t, z) \in (0, +\infty) \times \partial G, \\
x(0, z) = x_0(z), \quad z \in \mathbb{G},
\]

where \( A \) is a Laplacian and \( a \in \mathbb{R} \).
We are going to show that under reasonable assumptions ISS of the system (21) is equivalent to its uniform global asymptotic stability in absence of inputs.

The input $u: \mathbb{R}_+ \times \partial G \to \mathbb{R}$ is the trace of a function $v \in C^0([\mathbb{R}_+ \times \partial G]) \cap C^{1,2}((0, +\infty) \times \partial G)$. Defining the function

$$f(t, z) := \Delta v(t, z) - \frac{\partial v}{\partial t}(t, z), \quad t \geq 0, \; z \in G$$

and using the transformation

$$x(t, z) = e^{\delta t}(y(t, z) + v(t, z)), \quad t \geq 0, \; z \in \overline{G}$$

we are in a position to study an equivalent to (21) initial boundary value problem

$$\begin{align*}
\frac{\partial x}{\partial t}(t, z) &= \Delta y(t, z) + f(t, z), \quad (t, z) \in D, \\
y(t, z) &= 0, \quad (t, z) \in (0, +\infty) \times \partial G, \\
y(0, z) &= x(0, z) - v(0, z), \quad z \in \overline{G}.
\end{align*}$$

(24)

Let $m > 0$ be the smallest integer for which $m \geq 1 + \ln \frac{\delta}{2}$. [44, Theorem 6, p. 365] in conjunction with [44, Theorem 4, p. 288] and [44, Theorem 6, p. 270] guarantees that if

\begin{itemize}
  \item[(p-i)] $y(0) \in H^{2m+1}(G)$,
  \item[(p-ii)] $g_0 \in H^1_0(G)$ for $i = 0, \ldots, m$, where $g_0 := y(0)$, $g_m := \frac{d^{m-1}}{dt^{m-1}}[f(0)] + \Delta g_{m-1}$,
\end{itemize}

then the initial boundary value problem (24) has a unique solution $y \in C_L$.

Therefore, using the transformation (23), we conclude that for every $x_0 \in H^{2m+1}(G)$ and for every input $u \in \mathbb{R}_+ \times \partial G \to \mathbb{R}$ being the trace of a function $v \in C^0([\mathbb{R}_+ \times \partial G]) \cap C^{1,2}((0, +\infty) \times \partial G)$ and satisfying (p-i), (p-ii), also the initial boundary value problem (21) has a unique solution $x \in C_L$. Hence, (21) defines a control system with

- $X := H^{2m+1}(G)$ with $\| \cdot \|_p$-norm, for any fixed $p \in [1, +\infty]$,
- $\mathcal{U}(x)$ being the set of all inputs $u: \mathbb{R}_+ \times \partial G \to \mathbb{R}$ which are traces of functions $v \in C^0([\mathbb{R}_+ \times \partial G]) \cap C^{1,2}((0, +\infty) \times \partial G)$ satisfying $\frac{d^k}{dt^k}[f(t)] \in L^2(0, T; H^{2m-2k}(G))$ for every $k = 0, \ldots, m$ and $T > 0$ and $g_i \in H^1_0(G)$ for $i = 0, \ldots, m$, where $f$ is defined by (22), $g_0 := v(0)$, $g_1 := f(0) + \Delta g_0 + \ldots + g_m := \frac{d^{m-1}}{dt^{m-1}}[f(0)] + \Delta g_{m-1}$,
- $\phi(t, x_0, u)$ being the unique solution $x[t]$ of the initial boundary value problem (21).

Notice that $X$ contains the constant functions. We conclude that $\Sigma$ satisfies (H1). Clearly, (H2) holds for $\Sigma$ as well.

Hence we obtain from Theorem 4.5:

**Corollary 5.1:** Assume that $G \subseteq \mathbb{R}^n$ is an open bounded set with a smooth boundary for which Assumption (H3) holds. Then $\Sigma = (X, \mathcal{U}, \phi)$ is exp- ISS with a linear gain function iff $\Sigma$ is 0-UGAS.

**Proof:** Clearly, if $\Sigma = (X, \mathcal{U}, \phi)$ is exp- ISS, then $\Sigma = (X, \mathcal{U}, \phi)$ is 0-UGAS.

Now assume that $\Sigma = (X, \mathcal{U}, \phi)$ is 0-UGAS and let us prove the converse implication. (21) is a problem (8), corresponding to the operator $Lx := \frac{\partial x}{\partial t} - \Delta x - ax$.

According to Theorem 4.5, exp-ISS of (21) is equivalent to exp-ISS of the system

$$\frac{\partial y}{\partial t} = \Delta y + ay + av, \quad t > 0, \; z \in G,$$

(25)

with homogeneous Dirichlet boundary condition (19) and constant inputs $v \in \mathbb{R}$.

In order to prove the claim, we are going to use the semigroup approach. Consider three cases: $p \in (1, +\infty)$, $p = 1$ and $p = +\infty$. The operator $A_p$, $p \in (1, +\infty)$ with a domain of definition $D(A_p) := W^{2,p}(G) \cap W_0^{1,p}(G)$ and $A_p x := \Delta x + ax$, for $x \in D(A_p)$ generates an analytic semigroup over $L^p(G)$, see [45, Theorem 3.6, p. 215].

For $p = 1$ the operator $A_1$ with a domain of definition $D(A_1) := \{x \in W^{1,1}_0(G) : \Delta x \in L^1(G)\}$ and $A_1 x := \Delta x + ax$, for $x \in D(A_1)$ generates an analytic semigroup over $L^1(G)$, see [45, Theorem 3.10, p. 218]. Analogously, one can define an operator $A_\infty := \Delta + aI$ with a certain domain of definition $D(A_\infty)$, which generates an analytic semigroup over $C_0(\overline{G}) := \{x \in C(\overline{G}) : x(z) = 0 \; \forall z \in \partial G\}$, see [45, Theorem 3.7, p. 217].

Now, since we assume that $\Sigma$ is 0-UGAS in the norm $\| \cdot \|_p$, then also the operator $A_p$ generates 0-UGAS (exponentially stable) $C_0$-semigroup $T_p$, which follows since $X$ is dense in the $L^p(G)$ for $p \in [1, \infty)$ and in $C_0(\overline{G})$ for $p = \infty$ and since $T_p$ is a semigroup of bounded operators (hence the norm of the operator $T_p(t)$ with a domain restricted to $Y$ is equal to the norm of $T_p(t)$ as an operator on $X$).

Since $T_p$ is an exponentially stable semigroup, [36, Proposition 3] ensures that (25) is exp-ISS with a linear gain function. An inspection of Theorem 4.5 shows that (21) is exp-ISS with a linear gain function as well.

**Remark 5.2:** Note that the operator $\Delta + al$ in the above proof does not generate a strongly continuous semigroup over the space $L^\infty(G)$, see [45, p.217] or [46, Lemma 2.6.5, Remark 2.6.6], therefore it is of importance to define $A_\infty$ as a generator of strongly continuous semigroup over $C_0(\overline{G})$.

**Remark 5.3:** There are different ways to ensure that $\Sigma$ is 0-UGAS. For $p \in (1, +\infty)$ a usual way would be to construct a Lyapunov functional. On the other hand, since $T_p$ is an analytic semigroup for any $p \in [1, +\infty)$, $T_p$ is exponentially stable (i.e. 0-UGAS) if and only if the spectrum of $A_p$ lies in $\{z \in C : \Re z < 0\}$, see e.g. [47, p.387].

VI. CONCLUSIONS

We presented a new technique for analyzing ISS of linear and nonlinear parabolic equations with boundary inputs. We prove that parabolic equations with Dirichlet boundary inputs are monotone control systems and use this fact to transform the parabolic system with boundary disturbances into a related system with distributed constant disturbances. We show that ISS of the original equation is equivalent to ISS of the transformed system. Analysis of ISS of the transformed system is much easier to perform, for example, by means of Lyapunov methods.

Although in this paper we concentrate on parabolic scalar equations and study properties of classical solutions of such equations, the scheme which we have developed here can be useful for other classes of monotone control systems: monotone parabolic systems, ordinary differential equations, ODE–heat cascades, some classes of time-delay systems. We expect that a big part of our analysis can be transferred.
to study properties of mild solutions of parabolic systems. Finally, some of our results can be used to study ISS of monotone systems of a general nature.
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