Exponential convergence to equilibrium for a two-speed model with variant drift fields via the resolvent estimate
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Abstract

We study a two-speed model with variant drift fields, which generalizes the Goldstein-Taylor model but the two advection fields are not necessarily in proportion. Due to the lack of a local equilibrium structure of the steady state, prevailing hypocoercivity methods could not be directly applied to such a system. To prove the exponential convergence to equilibrium for this model, we use a recent generalization of the Gearhart-Prüss theorem [Sci. China Math. 64 (2021), no. 3, 507–518] to gain semigroup bounds, where the relative entropy estimate plays a central role in gaining desired resolvent estimates via a compactness argument.
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1 Introduction

We consider the following two-speed model with variant advection fields

\[
\begin{aligned}
\partial_t p_1 + \partial_x (b_1(x)p_1) &= -p_1 + p_2, \quad x \in (0, 1), \ t > 0, \\
\partial_t p_2 + \partial_x (b_2(x)p_2) &= p_1 - p_2, \quad x \in (0, 1), \ t > 0, \\
b_i(0)p_i(t, 0) &= b_i(1)p_i(t, 1), \quad i = 1, 2, \ t > 0, \\
p_i(0, x) &= p_{i, \text{init}}(x), \quad x \in [0, 1], \ i = 1, 2.
\end{aligned}
\]

(1.1)

Here \( p_i(t, x) \) is regarded as the population density of particles of type \( i \) at position \( x \) and time \( t \), in a kinetic description. Each particle is characterized by its spatial coordinate \( x \in [0, 1] \), and its type \( i \in \{1, 2\} \). And particles of different types are driven by different velocity fields, namely \( b_1(x) \) and \( b_2(x) \). The reaction terms on the right hand side indicate that two types of particles can change to each other with a constant transition rate. The boundary condition means that the mass fluxes going out of the domain \([0, 1]\) from one side will go back to the domain from the other side, therefore the total mass

\[
\sum_{i=1,2} \int_0^1 p_i(t, x) dx
\]

is conserved in time.

We assume that two velocity fields \( b_1(x) \) and \( b_2(x) \) are both non-degenerate and different from each other in the following sense

**Assumption 1.** We assume \( b_1, b_2 \in C^1[0, 1] \) satisfying

\[
b_i(x) \neq 0, \quad \forall x \in [0, 1], \ i = 1, 2,
\]

(1.2)

and there exists some \( x^* \in [0, 1] \) such that

\[
b_1(x^*) \neq b_2(x^*).
\]

(1.3)
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We aim to characterize the long time behavior of system (1.1), which is the exponential convergence to the unique steady state. The case \( b_1 \equiv 1, b_2 \equiv -1 \), widely referred to as the Goldstein-Taylor model, has been studied from various aspects (e.g. [3, 4, 16] and references therein). In this work, however, we are interested in the general scenario including (but not limited to) the cases that \( b_1(x)/b_2(x) \) is not a constant.

**Motivating Examples** Our primary motivation is a Fokker-Planck equation from neuroscience proposed in [11, 12], which describes the collective behavior of a large number of biological neurons. Each neuron within the target system is characterized by two variables: its voltage (membrane potential) \( x \) and conductance \( g \).
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**Difficulties** The above three systems (1.1), (1.4) and (1.8) can be written into a general form of kinetic equations

\[ \partial_t p + Tp = Cp, \quad t > 0, \]  

where \( T \) denotes a transport operator, \( C \) denotes a collision operator, and certain proper boundary conditions are prescribed.

In typical kinetic equations such as the Boltzmann equation, the kernel of the collision operator \( C \) is called local equilibriums, and the global equilibrium is in the intersection of the kernels of \( T \) and \( C \). A common difficulty in analyzing the long time behavior of (1.9) is its hypocoercivity structure [27]. Typically the collision operator \( C \) only gives dissipation in partial directions (like the \( i \) direction in (1.1), the \( g \) direction in (1.4) and the \( y \) direction in (1.8)), while the transport operator \( T \) itself does not give dissipation. Therefore the operator \( T - C \) is not coercive with respect to the common \( L^2 \) norm. And the exponential convergence to the global equilibrium can (only) be obtained via exploring the interplay between \( T \) and \( C \). Such convergence can be obtained via compactness arguments in a non-constructive way in some cases (e.g. [8, 26]). In the last two decades, various hypocoercivity methods have been developed to obtain a constructive convergence rate, therefore giving a quantitative characterization of the long time behavior of kinetic equations [1, 5, 6, 16, 27].

In contrast to other kinetic models, a prominent feature shared by the systems (1.1), (1.4) or (1.8) is that the velocity field is not in a “separable form”. For example, in (1.4) the velocity field \( b(x, g) = -g_1 x + g(V_E - x) \) can not be written as \( b(x, g) = \theta(x) \zeta(g) \), while in most familiar kinetic models one simply has \( b(x, g) = g \), which is naturally in a separable form. For the two-speed model (1.1), the velocity field is in a separable form only when \( b_1(x) = \theta(x) \zeta(i) \), which is equivalent to \( b_1(x)/b_2(x) \) is simply a constant, and such examples include the classical Goldstein-Taylor model when \( b_1 \equiv 1, b_2 \equiv -1 \). However, in the paper, we aim to study the general two-speed model, where the two velocity fields only need to satisfy the non-degenerate and distinguishable conditions given in Assumption 1.

The non-separable velocity field brings new difficulties for understanding the long time asymptotic behavior of the two-speed model in various and yet related aspects. First and most directly, one can not represent the two-speed model, where the two velocity fields only need to satisfy the non-degenerate and distinguishable 

**Main results and methods** In this work, we prove the exponential convergence to the unique global steady state for the two-speed model (1.1). The main results are summarized in the following theorem.

**Theorem 1** (Main result). Consider the two-speed model (1.1), where \( b_1, b_2 \) satisfy Assumption 1.

1. There exists a positive steady state \( p_\infty = (p_{1, \infty}, p_{2, \infty}) \) of (1.1) which is unique subject to the normalization condition \( \int_0^1 (p_{1, \infty}(x) + p_{2, \infty}(x)) dx = 1 \).

2. For initial data \( p_{\text{init}} = (p_{1, \text{init}}, p_{2, \text{init}}) \in (L^2[0,1])^2 \), there exists a unique (mild) solution of (1.1) which converges to the steady state exponentially. More precisely, there exists \( C = e^{\pi/2} > 1, \alpha > 0 \) such that

\[ \|p(t) - \Pi p(t)\| \leq Ce^{-\alpha t} \|p(0) - \Pi p(0)\|, \quad \forall t \geq 0, \]  

where

\[ \Pi p(t) := \left( \int_0^1 (p_1(t, w) + p_2(t, w)) dw \right) p_\infty = \left( \int_0^1 (p_{1, \text{init}}(w) + p_{2, \text{init}}(w)) dw \right) p_\infty. \]
Theorem 2 gives the semigroup bound (1.12) via the resolvent estimate (1.13), and has been used in the analysis of hydrodynamic stability (e.g. [13]). We defer giving the definition of an m-dissipative operator [21] to Section 2. We shall show that, the relative entropy estimate (1.11) naturally implies a semigroup formulation of (1.1), where the generator is indeed m-dissipative. Hence, proving the exponential convergence boils down to showing that the corresponding $\Psi(A) > 0$, which can be achieved by a compactness argument.

To sum up, we prove the exponential convergence of the two-speed model with variant drift fields (1.1), by combining the relative entropy structure with a generalized Gearhart-Prüss theorem, to obtain exponentially contracting semigroups. Such strategy has potential to be used in understanding the long time behavior of other (kinetic) models, in particular those with “non-separable” advection fields, such as (1.4) and (1.8).

Throughout this paper, we take Assumption 1 unless otherwise specified. The rest of this paper is arranged as follows: With preparations in Section 2: steady state, and the semigroup formulation, we prove Theorem 1 in Section 3. Finally a discussion is given in Section 4.

2 Preliminary: steady state and generator of the semigroup

In this section, we aim to construct a proper semigroup formulation for (1.1) such that the time evolution semigroup can be shown to be exponentially contacting. However, to this end, we need to first show some preliminary properties of the steady state.

First, we prove the existence and uniqueness of a positive steady state.

Proposition 1. There exists a steady state of (1.1), which is unique up to a constant multiplier. Moreover, we can choose a normalization constant such that the steady state $p_\infty = (p_{1,\infty}, p_{2,\infty})$ is positive and satisfies

$$
\int_0^1 p_{1,\infty}(x)dx = \int_0^1 p_{2,\infty}(x)dx = \frac{1}{2}
$$

(2.1)

Furthermore, the following $L^\infty$ estimate holds

$$
0 < c \leq p_i(\infty)(x) \leq C < +\infty, \quad i = 1, 2, \quad x \in [0, 1].
$$

(2.2)
Proof. The steady state equation is given by
\[
\begin{aligned}
\partial_x(b_1p_1) &= -p_1 + p_2, \quad x \in (0, 1), \\
\partial_x(b_2p_2) &= p_1 - p_2, \quad x \in (0, 1), \\
b_i(0)p_i(0) &= b_i(1)p_i(1), \quad i = 1, 2.
\end{aligned}
\] (2.3)

It is convenient to introduce the fluxes \( J_i = b_ip_i, \ i = 1, 2 \) and thus
\[
\begin{pmatrix} p_1 \\ p_2 \end{pmatrix} = \begin{pmatrix} b_1^{-1} \\ b_2^{-1} \end{pmatrix} \begin{pmatrix} J_1 \\ J_2 \end{pmatrix}.
\]
The system can be equivalently rewritten as
\[
\frac{d}{dx} \begin{pmatrix} J_1 \\ J_2 \end{pmatrix} = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} b_1^{-1} \\ b_2^{-1} \end{pmatrix} \begin{pmatrix} J_1 \\ J_2 \end{pmatrix}, \quad x \in (0, 1),
\]
where \( J := (J_1, J_2)^T \) and \( J(0) = J(1) \). (2.4)

And the properties of the steady states can be obtained by analyzing the ODE system (2.4).

Let \( \Phi(v) \) be the fundamental matrix of the linear system, i.e.,
\[
\Phi(0) = I, \quad \frac{d}{dx} \Phi(x) = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} b_1^{-1} \\ b_2^{-1} \end{pmatrix} \Phi(x).
\] (2.5)

Then to find a steady state is equivalent to finding a right-eigenvector \( \Phi(1) \) with eigenvalue 1. The existence follows by observing that \((1, 1)\) is a left-eigenvector of \( \Phi(x) \) for all \( x \in [0, 1] \) with eigenvalue 1, which can be checked directly by computing \( \frac{d}{dx} \Phi((1, 1)\Phi(x)) \).

For positivity, we note that \( J_1(x) + J_2(x) \) is a constant for all \( x \in [0, 1] \). Therefore the ODE system (2.4) can be decoupled into
\[
\frac{d}{dx} J_1(x) = -(b_1^{-1} + b_2^{-1})J_1 + b_2^{-1}(J_1(0) + J_2(0)),
\] (2.6)

with a similar equation for \( J_2 \). Note that
\[
\frac{d}{dx} e^{\int_0^x b_1^{-1} + b_2^{-1} dx'} J_1 = e^{\int_0^x b_1^{-1} + b_2^{-1} dx'} b_2^{-1}(J_1(0) + J_2(0))
\]
and \( b_2^{-1}(J_1(0) + J_2(0)) \) does not change sign for \( x \in [0, 1] \), we get that \( J_1(x) \) does not change sign from \( J_1(0) = J_1(1) \). Similarly \( J_2(x) \) does not change sign. Then we deduce that the corresponding \( p_1, p_2 \) does not change sign either. Finally, by integrating the first equation of (2.4) on \([0, 1]\), we get
\[
-\int_0^1 p_1 dx + \int_0^1 p_2 dx = \int_0^1 \frac{d}{dx} J dx = J(1) - J(0) = 0,
\]
and we conclude that \( p_1, p_2 \) are of the same sign for \( x \in [0, 1] \).

Therefore we can get a non-negative steady state \( p_1, p_2 \), by multiplying with a proper constant. To show \( p_1, p_2 \) are indeed positive, we follow a contradiction argument to show \( J_1(x), J_2(x) \neq 0 \). WLOG suppose \( J_1(\bar{x}) = 0 \) for some \( \bar{x} \in [0, 1] \). If \( \bar{x} \in (0, 1) \), then \( \frac{d}{dx} J_1(\bar{x}) \) is also zero since \( J_1 \) does not change sign. Hence, by the ODE (2.4) we deduce \( J_2(\bar{x}) = 0 = J_1(\bar{x}) \). Since \( (J_1, J_2) \) satisfies the linear ODE (2.4), it follows that \( J_1, J_2 \equiv 0 \), which is a contradiction. If \( \bar{x} = 0 \) or 1, thanks to the periodic boundary condition for \( J \) (2.4) we can derive a contradiction similarly.

Integrating the first equation in (2.3) we get
\[
\int_0^1 p_1(x) dx = \int_0^1 p_2(x) dx > 0,
\]
thanks to the boundary condition. By multiplying a normalization constant we can get a positive steady state \((p_1, p_2) \) satisfying (2.1).

For uniqueness, it is equivalent to show that the kernel of \( \Phi(1) - I \) is exactly one-dimensional, where \( I \) denotes the identity matrix. Actually, otherwise we would have \( \Phi(1) = I \), which means every solution of the ODE in (2.4) will satisfy the condition \( J(0) = J(1) \) automatically. By considering initial data \( J_1(0) = 0, J_2(0) = 1 \), we get \( J_1(1) \neq 0 = J_1(0) \) from (2.6) which is a contradiction. \( \square \)
With the steady state \( p_\infty = (p_{1,\infty}, p_{2,\infty}) \) given in Proposition 1, we define the following complex Hilbert space,

\[
X := L^2([0,1], p_{1,\infty}^{-1}dx) \times L^2([0,1], p_{2,\infty}^{-1}dx),
\]

(2.7)

whose inner product and norm are given by

\[
(p,q) := \sum_{i=1,2} \int_0^1 p_i \overline{q_i} p_{i,\infty}^{-1}dx, \quad \|p\| := \left( \sum_{i=1,2} \int_0^1 |p_i|^2 p_{i,\infty}^{-1}dx \right)^{1/2}.
\]

(2.8)

Since \( p_{i,\infty}^{-1} \) is continuous and positive by Proposition 1, the norm in \( X \) is equivalent to the usual \( L^2 \) norm.

We define the unbounded operator \( A : D(A) \rightarrow X \)

\[
(Ap)_i := -\partial_x(b_i p_i) - p_i + p_{i+1}, \quad i = 1, 2,
\]

\[
D(A) := \{ p = (p_1, p_2) \in X, (b_i p_i) \in H^1(0,1), b_i(0)p_i(0) = b_i(1)p_i(1), i = 1, 2 \},
\]

(2.9)

where we use the mod-2 convention for the subscripts: \( p_3 = p_1 \). We shall interpret the solution of (1.1) as defined by the semigroup generated by \( A \), i.e., mild solution [21].

Next, we translate the relative entropy estimate (1.11) to this semigroup formulation, which shows that \( A \) is a dissipative operator, which implies that \( A \) generates a \( C^0 \) semigroup of contractions. We recall an operator \( L \) on a Hilbert space \( X \) is called a dissipative operator if \( \text{Re}(Lp,p) \leq 0 \), for all \( p \in D(L) \). An m-dissipative operator \( L \) is a dissipative operator with the range \( R(\lambda I - L) = X \) for all \( \lambda > 0 \) [21].

**Proposition 2.** The operator \( A \) defined in (2.9) is an m-dissipative operator in \( X \), with

\[
\text{Re}(Ap,p) = -\frac{1}{2} \int_0^1 (p_{1,\infty} + p_{2,\infty}) |h_1 - h_2|^2 dx \leq 0, \quad h_i := p_i/p_{i,\infty}, \quad i = 1, 2.
\]

(2.10)

We introduce the following notation:

\[
h_i := p_i/p_{i,\infty}, \quad i = 1, 2,
\]

(2.11)

Then

\[
(Ap)_i = -\partial_x(b_i p_{i,\infty} h_i) - h_i p_{i+1,\infty} + h_{i+1} p_{i,\infty}, \quad i = 1, 2.
\]

(2.12)

And from the boundary condition of \( p \) and \( p_\infty \) we have

\[
h_i(0) = h_i(1), \quad i = 1, 2.
\]

(2.13)

**Proof of Proposition 2.** We first check (2.10) which shows that \( A \) is dissipative. Substitute the steady state system (2.3) in (2.12), we get

\[
(Ap)_i = -b_i p_{i,\infty} \partial_x h_i - h_i p_{i+1,\infty} + h_{i+1} p_{i,\infty}, \quad i = 1, 2.
\]

(2.14)

Therefore

\[
(Ap,p) = \sum_{i=1,2} \int_0^1 \left( -b_i p_{i,\infty} \partial_x h_i |h_i| - |h_i|^2 p_{i+1,\infty} + h_{i+1} h_i p_{i,\infty} \right) dx.
\]

Taking real part of the first term and integrating by parts we get

\[
\text{Re} \int_0^1 (-b_i p_{i,\infty} \partial_x h_i |h_i|) dx = \int_0^1 \left( -b_i p_{i,\infty} \partial_x (\frac{1}{2} |h_i|^2) \right) dx = \int_0^1 \frac{1}{2} |h_i|^2 \partial_x (b_i p_{i,\infty}) dx
\]

\[
= \int_0^1 \frac{1}{2} |h_i|^2 (p_{i+1,\infty} - p_{i,\infty}).
\]

Therefore we continue the calculation to conclude that \( A \) is dissipative

\[
\text{Re}(Ap,p) = \text{Re} \sum_{i=1,2} \int_0^1 \left( \frac{1}{2} |h_i|^2 (p_{i+1,\infty} - p_{i,\infty}) - |h_i|^2 p_{i+1,\infty} + h_{i+1} h_i p_{i,\infty} \right) dx
\]

\[
= -\frac{1}{2} \int_0^1 (p_{1,\infty} + p_{2,\infty}) |h_1 - h_2|^2 dx \leq 0.
\]
To show that $A$ is m-dissipative, it suffices to show that its adjoint $A^*$ is also dissipative ([21] Chapter 1.4 Corollary 4.4). With the boundary condition of $p_\infty$, it is standard and straightforward to check that $D(A^*) = D(A)$, therefore
\[
\text{Re}(A^*p, p) = \text{Re}(p, Ap) = \text{Re}(Ap, p) \leq 0, \quad \forall p \in D(A^*).
\]

Note that we can not find an $\alpha > 0$ such that $\text{Re}(Ap, p) \leq -\alpha \|p\|^2$, which reflects the lack of coercivity in (1.1).

As a final preparation, we show that there is no eigenvalue other than 0 has a non-negative real part.

**Proposition 3.** If $\lambda$ is an eigenvalue of the operator $A$ with a non-negative real part and $p$ is an associated eigenfunction. Then $\lambda = 0$ and $p$ is $p_\infty$ multiplied by a constant.

**Proof.** By the entropy estimate (2.10) in Proposition 2, we deduce
\[
0 \leq \text{Re}(\lambda p, p) = \text{Re}(Ap, p) = -\frac{1}{2} \int_0^1 (p_{1,\infty} + p_{2,\infty})|h_1 - h_2|^2 \, dx \leq 0.
\]
Therefore $h_1 = h_2 =: \bar{h}$, from (2.14) we obtain
\[
(Ap)_i = -b_ip_{i,\infty}\partial_x \bar{h}, \quad i = 1, 2.
\]
Since $p$ is an eigenfunction, $(Ap)_i = \lambda p_i = \lambda \bar{h}p_{i,\infty}$, we get
\[
-b_i\partial_x \bar{h} = \lambda \bar{h}, \quad i = 1, 2. \tag{2.15}
\]
From Assumption 1 $b_1 \neq b_2$ at some $x^* \in [0, 1]$, therefore $\bar{h}(x^*) = 0$ if $\lambda \neq 0$. In this case, by a basic property of linear ODE, we conclude that $\bar{h} \equiv 0$.

If $\lambda = 0$, from (2.15) we deduce $\partial_x \bar{h} = 0$ which implies that $\bar{h}$ is a constant, i.e., $p$ is $p_\infty$ multiplied by a constant.

Actually, the last argument in the proof above serves as an alternative proof of the uniqueness of the steady state which is based on the entropy estimate, rather than the ODE argument in Proposition 1.

## 3 Proof of the main theorem

To obtain the exponentially contracting property of the semigroup $e^{tA}$, in the view of Theorem 2, we shall work in the orthogonal complement of Ker $A = \text{span}\{p_\infty\}$ in $X$, denoted as $X_0$:
\[
X_0 := \{ p \in X, \ (p, p_\infty) = 0 \}. \tag{3.1}
\]
By definition of the inner product in $X$ (2.8), we have $(p, p_\infty) = \sum_{i=1,2} \int_0^1 (p_1 + p_2) \, dx$, therefore $p \in X$ is in $X_0$ if and only if
\[
\int_0^1 (p_1 + p_2) \, dx = 0. \tag{3.2}
\]
Clearly, $X_0$ is a Hilbert space. Note that as an operator on $X$, $A$ actually maps $D(A)$ to $X_0$, which allows us to restrict it as an unbounded operator on $X_0$. The following Lemma translates the result on $A$ in the previous section to its restriction on $X_0$.

**Lemma 1.** The restriction of $A$ on $X_0$: $D(A) \cap X_0 \to X_0$, is m-dissipative and has no eigenvalue with a non-negative real part.

**Proof.** By Proposition 3 and the definition of $X_0$ (3.1), we deduce the statement on eigenvalue.

Since $X_0$ is a subspace of $X$, it is easy to see $A$ is still dissipative on $X_0$. To show $A$ is m-dissipative on $X_0$, it remains to check that for all $\lambda > 0$, it holds that for all $f$ in $X_0$, there exists $u$ in $X_0$ such that $(\lambda - A)u = f$. Since $A$ is m-dissipative in $X$ by Proposition 2, there exists some $u \in X$ satisfying this. By a straightforward integration of the equation $(\lambda - A)u = f$, we get
\[
\lambda \int_0^1 (u_1 + u_2) \, dx = \int_0^1 (f_1 + f_2) \, dx = 0.
\]
This shows that $u$ is actually in $X_0$, which finishes the proof. 

\[\square\]
3 PROOF OF THE MAIN THEOREM

Now we begin the proof of Theorem 1.

Proof of Theorem 1. Notice that the first part of the theorem has already been proved in Proposition 1.

For the second part, by Theorem 2, it suffices to show that \( \Psi(A) \) defined as follows is strictly positive,

\[
\Psi(A) := \inf\{\| (A - i\lambda)p \| : p \in D(A) \cap X_0, \| p \| = 1, \lambda \in \mathbb{R}\}.
\] (3.3)

We argue by contradiction. The idea is to use a compactness argument to derive a contradiction with Assumption 1.

Suppose \( \Psi(A) = 0 \), then there exists a real sequence \( \{\lambda_n\} \) and a sequence \( \{p_n\} \) such that \( p_n \in D(A) \cap X_0, \| p_n \| = 1 \) and we have

\[
Ap_n - i\lambda_n p_n := f_n \to 0, \quad \text{in } X_0.
\] (3.4)

Recall in Lemma 1, the operator \( A \) can be restricted as a m-dissipative operator on \( X_0 \). And the norm of \( X_0 \), inherited from \( X \), is equivalent to the usual \( L^2 \) norm.

We divide the discussion into two cases.

Case 1: \( \{\lambda_n\} \) is bounded. Up to a subsequence, we might as well take \( \lambda_n \) convergence to \( \lambda^* \in \mathbb{R} \). In this case

\[
\partial_x (b_j p_{j,n}) = i\lambda_n p_{j,n} + p_{j+1,n} - p_{j,n} + f_{j,n}, \quad j = 1, 2,
\] (3.5)

is also bounded in \( L^2 \). Apply the compact embedding from \( H^1 \) to \( L^2 \) on \( b_j p_{j,n} \), we can take \( b_j p_{j,n} \) converges strongly in \( L^2 \) up to extraction of subsequences. Therefore by Assumption 1, we get \( p_n \) converges to some \( p^* \in X_0 \) strongly in \( L^2 \). Then using (3.5) again we obtain the strong convergence of \( \partial_x (b_j p_{j,n}) \) in \( L^2 \). Now taking the limit in (3.5), we deduce that \( p^* \in D(A) \cap X_0 \) and

\[
Ap^* = i\lambda^* p^*.
\]

Note that \( p^* \neq 0 \) from the strong convergence of \( p_n \). However the above equation shows that \( p^* \in X_0 \) is an eigenfunction of \( A \) with the eigenvalue \( i\lambda^* \), which contradicts with Lemma 1.

Case 2: When \( \{\lambda_n\} \) is not bounded, it suffices to consider the case \( \lambda_n \to +\infty \) without loss of generality. By the relative entropy estimate (2.10),

\[
\frac{1}{2} \int_0^1 (p_{1,\infty} + p_{2,\infty})|h_{1,n} - h_{2,n}|^2 dx = -\text{Re}(Ap, p) = -\text{Re}(i\lambda_n p_n + f_n, p_n)
\]

\[
= -\text{Re}(f_n, p_n) \leq \|f_n\|\|p_n\| \to 0,
\]

as \( n \) goes to infinity. Therefore we have

\[
h_{1,n} - h_{2,n} \to 0, \quad \text{in } L^2.
\] (3.6)

Then we write out (3.4) in terms of \( h \),

\[-i\lambda_n p_{1,\infty} h_{1,n} + p_{2,\infty} (h_{2,n} - h_{1,n}) - (\partial_x b_1) h_{1,\infty} = f_{1,n},
\]

combined which with (3.6) we deduce

\[-i\lambda_n h_1 - \partial_x b_1 h_1 \to 0, \quad \text{in } L^2,
\]

which is equivalent to

\[
\partial_x \left( \exp \left( \int_0^x i\lambda_n b_1^{-1} dw \right) h_{1,n} \right) \to 0, \quad \text{in } L^2.
\] (3.7)

Using (3.7) and the compact embedding from \( H^1 \) to \( L^2 \) on \( \exp \left( \int_0^x i\lambda_n b_1^{-1} dw \right) h_{1,n}(x) \), we deduce that there exists some constant \( c_1 \) such that

\[
\exp \left( \int_0^x i\lambda_n b_1^{-1} dw \right) h_{1,n} - c_1 \to 0, \quad \text{in } L^2.
\] (3.8)

Similarly we deduce that for \( h_2 \), there exists some constant \( c_2 \) such that

\[
\exp \left( \int_0^x i\lambda_n b_2^{-1} dw \right) h_{2,n} - c_2 \to 0, \quad \text{in } L^2.
\] (3.9)
By the upper bound on $p_\infty$ in Proposition 1, we get $\|h_n\| \geq \frac{1}{2}\|p_n\| = \frac{1}{2}C$ for some $C > 0$ and therefore $|c_1| + |c_2| \neq 0$ (otherwise $h_n$ strongly converges to zero in $L^2$).

In light of (3.6), (3.8) and (3.9), we derive that

$$c_1 - \exp \left( \int_0^x i\lambda_n(b_1^{-1} - b_2^{-1})dw \right) c_2 \to 0, \quad \text{in } L^2. \quad (3.10)$$

Now we calculate the standard $L^2$ norm $\| \cdot \|_{L^2[0,1]}$

$$\left\| c_1 - \exp \left( \int_0^x i\lambda_n(b_1^{-1} - b_2^{-1})dw \right) c_2 \right\|_{L^2[0,1]}^2 \geq |c_1|^2 + |c_2|^2 - 2|c_1c_2| \left| \int_0^1 \exp \left( \int_0^x i\lambda_n(b_1^{-1} - b_2^{-1})dw \right) dx \right| \geq |c_1|^2 + |c_2|^2 - 2|c_1c_2| \geq 0.$$ 

By the calculation above together with the limit (3.10), we deduce that $|c_1| = |c_2| \neq 0$ and

$$\left| \int_0^1 \exp \left( \int_0^x i\lambda_n(b_1^{-1} - b_2^{-1})dw \right) dx \right| \to 1, \quad (3.11)$$

as $n$ goes to infinity.

By Assumption 1, as a continuous function, $b_1^{-1} - b_2^{-1} \neq 0$ at some $x^* \in [0,1]$. Then we conclude that (3.11) is impossible with $\lambda_n \to +\infty$ by a stationary phase estimate, see Lemma 2 below.

**Lemma 2.** For a nonzero, real-valued function $\psi \in C[0,1]$ and a real sequence $\lambda_n \to +\infty$, as $n$ goes to infinity, we have

$$\limsup_{n \to \infty} \left| \int_0^1 \exp \left( \int_0^x i\lambda_n\psi(w)dw \right) dx \right| < 1. \quad (3.12)$$

**Proof of Lemma 2.** We can find an interval $[a,b] \subset [0,1]$ where $\psi$ does not vanish. Since $|e^{\int_0^x i\lambda_n\psi(w)dw}| \leq 1$, it suffices to show that

$$\lim_{n \to \infty} \left| \int_a^b \exp \left( \int_0^x i\lambda_n\psi(w)dw \right) dx \right| = 0 \quad (3.13)$$

We assume $\psi(x) > 0$ on $[a,b]$ without loss of generality. Consider a change of variable $dy = \psi(x)dx$, $y = \int_a^x \psi(w)dw$, then (3.13) is equivalent to

$$\lim_{n \to \infty} \left| \int_0^\gamma e^{i\lambda_n y} \frac{1}{\psi(x(y))} dy \right| = 0,$$

where $\gamma = \int_a^b \psi(w)dw$ and $x(y)$ stands for the inverse change of variable from $dy = \psi(x)dx$. Then the result follows from the Riemann-Lebesgue lemma since $\frac{1}{\psi(x(y))}$ is a continuous function on $[0,\gamma]$.

**4 Discussion**

In this article, we prove the exponential convergence to equilibrium of (1.1). We use a non-constructive compactness argument, which does not give an explicit decay rate. As explained in the introduction, it seems difficult to adapt constructive hypocoercivity methods in literature to (1.1). We may study more explicit estimates on the decay rate in the future.

The assumption (Assumption 1) on the difference between $b_1$, $b_2$ is fairly weak. In fact, this condition is sharp: if otherwise $b_1 \equiv b_2 =: b$ then $\bar{p} := p_1 + p_2$ would satisfy a pure transport equation

$$\begin{aligned}
\partial_t \bar{p} + \partial_x (b(x)\bar{p}) &= 0, \quad x \in (0,1), \ t > 0, \\
\bar{p}(0) &= \bar{p}(t,0) = \bar{p}(1) = 0, \quad t > 0.
\end{aligned}$$

Therefore no convergence to equilibrium can be expected in general. Actually, in this case two kinds of particles are indistinguishable in the sense that they are driven by a same velocity field. In view of the general formulation (1.9), when $b_1 \equiv b_2$, the transport operator $T$ and the collision operator $C$ commute, therefore no interplay can be used to compensate the lack of coercivity.
Extension to “continuous” systems (1.4), (1.8) Although our approach for the two-speed model (1.1) serves as a preliminary study in treating a non-separable velocity field, extending the result to (1.4) or (1.8) is far from straightforward. Our proof of Theorem 1 benefits from the fact that the collision operator \( C \) in (1.1) is a bounded operator, which is not the case in (1.4) or (1.8). The essential difficulty may be that we have to deal with a hypoelliptic boundary value problem, either in the steady state equation \( A p_\infty = 0 \) or in the resolvent estimate \( (A - i\lambda)u = f \). However, for a hypoelliptic boundary value problem, a general well-posedness and regularity theory is lacking [1], in contrast to their elliptic counterparts.

Extension with a non-homogeneous cross-section Another interesting extension is to consider a non-homogeneous cross-section \( \sigma \geq 0 \) on the collision term in (1.1)

\[
\begin{align*}
\partial_t p_1 + \partial_x (b_1(x)p_1) &= -\sigma(x)(p_1 - p_2), & x \in (0, 1), & t > 0, \\
\partial_t p_2 + \partial_x (b_2(x)p_2) &= \sigma(x)(p_1 - p_2), & x \in (0, 1), & t > 0, \\
b_i(0)p_i(t, 0) &= b_i(1)p_i(t, 1), & i = 1, 2, & t > 0, \\
p_i(0, x) &= p_{i, \text{init}}(x), & x \in [0, 1], & i = 1, 2.
\end{align*}
\]

(4.1)

For the Goldstein-Taylor model, i.e., \( b_1 \equiv 1, b_2 \equiv -1 \), such an extension has been studied in [4, 9, 15, 25]. For non-homogeneous cases, the approach for (1.1) may directly extend to (4.1) provided the following assumption on \( b_1, b_2, \sigma \) holds,

**Assumption 2.** We assume \( b_1, b_2, \sigma \in C[0, 1] \) satisfying

\[
b_i(x) \neq 0, & i = 1, 2, & \sigma(x) \geq 0, & \forall x \in [0, 1],
\]

and there exists \( x^* \in [0, 1] \) such that

\[
b_1(x^*) - b_2(x^*) \neq 0, & \sigma(x^*) \neq 0.
\]

(4.2) (4.3)

In Assumption 2 we allow degeneracy of \( b_1 - b_2 \) and \( \sigma \), but they need to be simultaneously non-zero at one point \( x^* \). Such an assumption can not be relaxed to that there exists two (possibly different) points \( x^*, y^* \in [0, 1] \) such at \( b_1 - b_2 \neq 0 \) at \( x^* \) and \( \sigma > 0 \) at \( y^* \). Otherwise, one can construct examples such that the operator \( A \) has a pure imaginary eigenvalue, following the proof of Proposition 3.
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