Quantization of charged fields in the presence of critical potential steps
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QED with strong external backgrounds that can create particles from the vacuum is well developed for the so-called $t$-electric potential steps, which are time-dependent external electric fields that are switched on and off at some time instants. However, there exist many physically interesting situations where external backgrounds do not switch off at the time infinity. E.g., these are time-independent nonuniform electric fields that are concentrated in restricted space areas. The latter backgrounds represent a kind of spatial $x$-electric potential steps for charged particles. They can also create particles from the vacuum, the Klein paradox being closely related to this process. Approaches elaborated for treating quantum effects in the $t$-electric potential steps are not directly applicable to the $x$-electric potential steps and their generalization for $x$-electric potential steps was not sufficiently developed. We believe that the present work represents a consistent solution of the latter problem. We have considered a canonical quantization of the Dirac and scalar fields with $x$-electric potential step and have found in- and out-creation and annihilation operators that allow one to have particle interpretation of the physical system under consideration. To identify in- and out-operators we have performed a detailed mathematical and physical analysis of solutions of the relativistic wave equations with an $x$-electric potential step with subsequent QFT analysis of correctness of such an identification. We elaborated a nonperturbative (in the external field) technique that allows one to calculate all characteristics of zero-order processes, such, for example, scattering, reflection, and electron-positron pair creation, without radiation corrections, and also to calculate Feynman diagrams that describe all characteristics of processes with interaction between the in-, out-particles and photons. These diagrams have formally the usual form, but contain special propagators. Expressions for these propagators in terms of in- and out-solutions are presented. We apply the elaborated approach to two popular exactly solvable cases of $x$-electric potential steps, namely, to the Sauter potential and to the Klein step.
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I. INTRODUCTION

The effect of particle creation by strong electromagnetic and gravitational fields has been attracting attention already for a long time. The effect has a pure quantum nature and was first considered in the framework of the relativistic quantum mechanics with understanding that all the questions can be answered only in the framework of quantum field theory (QFT). QFT with external background is to a certain extent an appropriate model for such calculations. In the framework of such a model, the particle creation is closely related to a violation of the vacuum stability with time. Backgrounds (external fields) that violate the vacuum stability are to be electriclike fields that are able to produce nonzero work when interacting with charged particles. Depending on the structure of such backgrounds, different approaches for calculating the effect were proposed and realized. Initially, the effect of particle creation was considered for time-dependent external electric fields that are switched on and off at the initial and the final time instants respectively. In what follows, we call such kind of external fields the $t$-electric potential steps. Scattering, particle creation from the vacuum and particle annihilation by the $t$-electric potential steps were considered in the framework of the relativistic quantum mechanics, see Refs. [1–4]; a more complete list of relevant publications can be found in [4]. A general formulation of quantum electrodynamics (QED) and QFT with $t$-electric potential steps was developed in Refs. [5]. However, there exist many physically interesting situations where external backgrounds formally are not switched off at the time infinity, the corresponding backgrounds formally being not $t$-electric potential steps. As an example, we may point out time-independent nonuniform electric fields that are concentrated in restricted space areas. The latter fields represent a kind of spatial or, as we call them conditionally, $x$-electric potential steps for charged particles. The $x$-electric potential steps can also create particles from the vacuum, the Klein paradox being closely related to this process [6–8]. We recall that Klein considered the reflection and transmission of relativistic electrons incident on a sufficiently high rectangular potential step (the Klein step) and he had found that there exists a range of energy where the transmission coefficient is negative and the reflection coefficient is greater than one. There would apparently be more reflected fermions than incoming. This is called the Klein paradox. One can find a broader interpretation of what should be called the Klein paradox, e.g. see [9–11]. These authors propose to speak about the Klein paradox when one encounters a special behavior of stationary solutions both for fermions and bosons, unusual for the nonrelativistic quantum mechanics. For example, if the electron kinetic energy belongs to the so-called Klein zone, which is situated just below the range of obvious total reflection, the stationary solutions penetrate through the step, the sign of the kinetic energy being, however, reversed. Just after the original Klein's paper the problem was studied by Sauter, who considered both the Klein step [7] and a more realistic smoothed potential step, $-\alpha E \tanh (x/\alpha)$, which is called the Sauter potential [8]. To avoid confusion, the Klein paradox should be distinguished from the Klein tunneling through the square barrier, e.g., see [12] and references therein. This tunneling without an exponential suppression occurs when an electron is incident on a high barrier, even when it is not high enough to create particles. Approaches elaborated for treating quantum effects in the $t$-electric potential steps are not directly applicable to the $x$-electric potential steps. Some heuristic calculations of the particle creation by $x$-electric potential steps in the framework of the relativistic quantum mechanics were presented by Nikishov in Refs. [2, 13] and later developed by Hansen and Ravndal in Ref. [14]. One should also mention the Damour work [15], that contributed significantly in applying semiclassical methods for treating strong field problems in astrophysics. In fact, this work presents a first step to bridge the gap between approaches to quantum effects in potential steps developed within relativistic quantum mechanics and QFT. Using the Damour's approach, mean numbers of pairs created by a strong uniform electric field confined between two capacitor plates separated by a finite distance was calculated in Ref. [16]. A detailed historical review can be found in Refs. [12, 14]. Nikishov had tested his way of calculation using the special case of a constant and uniform electric field, which is possible both for the $t$-electric potential steps and the $x$-electric potential steps, see [2, 13, 17]). At that time, however, no justification for such calculations from the QFT point of view was known.

Thus, we face a situation when a material that is commonly treated as a part of an introductory discussion to the relativistic quantum mechanics, see, e.g., [13], is not studied completely and has not an unique interpretation in the research literature. For example, Nikishov [17] has pointed out an inconsistency in the interpretation given by Hansen and Ravndal [14]. In spite of the recognized achievements of this author in this area, there was no response to his observation. For the first time numerical simulations on space-time resolved data for the Klein paradox in a three-particle problem were reported in [10]. It was shown how electron-positron pairs are created and found that the results contradict to conclusions made in several works where the incoming electron was noted to “knock out” electrons from the step [8] or to “stimulate” pair production. A clear reduction was shown instead of the suggested enhancement of the pair-production rate at those time instances, when the incoming electron wave packet overlaps spatially with the potential step. Recently, quantum simulations for the evolution of the Dirac spinor in the presence of linear potential with trapped ions were interpreted again as an electron transition to the negative energy branch, see Ref. [11].

Although the attempts to formulate a consistent QFT with potential steps as a background field [2, 13, 15, 17] have
was calculated in the framework of QED with indirect influence on the graphene conductivity [28]. The conductivity of graphene modified by the particle creation understanding the conductivity of graphene, especially in the so-called nonlinear regime. Electron-hole pair creation to the external electriclike field action on such materials. In particular, the particle creation effect is crucial for Dirac kinematics. The gap between the upper and lower branches in the corresponding Dirac particle spectra is development [24–27]. This is explained by the fact that although the physics that gives rise to the massless Dirac fermions in each of the above-mentioned materials is different, the low-energy properties are governed by the same Dirac kinematics. The gap between the upper and lower branches in the corresponding Dirac particle spectra is very small, so that the particle creation effect turns out to be dominant (under certain conditions) as a response to the external electriclike field action on such materials. In particular, the particle creation effect is crucial for understanding the conductivity of graphene, especially in the so-called nonlinear regime. Electron-hole pair creation (which is an analog of the electron-positron pair creation from the vacuum) was recently observed in graphene by its indirect influence on the graphene conductivity [28]. The conductivity of graphene modified by the particle creation was calculated in the framework of QED with t-electric potential steps in [29]. It should be noted that the proof of the masslessness of charge carriers in graphene was obtained in studying the Klein tunneling through special potential barriers there. Soon after its theoretical prediction [30], the Klein tunneling in graphene, where the role of potential steps is played by p-n junctions, was observed by several experimental groups [31] (For a colloquium-style introduction to this subject see [32] and recent review [25]). Numerical modeling of the Klein tunneling through potential barriers in n-p and n-n’ junctions are in good agreement with theoretical predictions [33]. Note that a sharp n-n’ junction can be described by the step potential. However, electron’s kinetic energies considered in that work do not allow one to speak about particle creation effect. Possible experimental configurations for testing the pair creation by a linear step of finite length were proposed in [34]. Observation of the Klein paradox in the context of so-called quantum quenches, which can nowadays be performed in experiments with ultracold atoms, is proposed in [35]. In achieving extreme field strengths, the inhomogeneity of the field becomes important. A number of works have been done to estimate the pair production rate for electric fields, whose direction is fixed and whose magnitude varies in one spatial dimension [36, 37]. These approaches are semiclassical, essentially WKB. A Monte Carlo world line loop method has been developed and applied to the vacuum pair production problem in Ref. [38]. The world line instanton method, in which the Monte Carlo sum is effectively dominated by a single instanton loop, was extended to one-dimensional inhomogeneous fields in Refs. [39]. The agreement between these results is excellent. The world line instanton technique was extended in Ref. [40] to compute the vacuum pair production rate for spatially inhomogeneous electric background fields, with the spatial inhomogeneity being genuinely two or three dimensional. A mathematical analysis of pair production rate by the Sauter potential was presented in Refs. [41, 42]. Loop corrections to two-point correlation functions in the case of the time-independent electric field given by a linear potential step were studied in Ref. [43].

In the present article, we consider a canonical quantization of the Dirac and scalar (Klein-Gordon) fields in the presence of the x-electric potential step as a background [quantization of the action (2.7)] in terms of adequate in- and out-particles and develop a calculation technique of different quantum processes, such as scattering, reflection, and electron-positron pair creation. At the first stage of the quantization, a Dirac Heisenberg operator \( \Psi^\dagger (X) \) that satisfies equal-time anticommutation relations and the Dirac equation, as well, is assigned to the Dirac field \( \psi (X) \), see Sec. IV. However, the complete program of quantization includes also the second stage. At that stage we have to construct a Hilbert space of state vectors, where anticommutation relations are realized, and construct operators of all physical quantities of the system under consideration. For the free Dirac field this second stage of the quantization program is well known, see, e.g. [44]. The result is formulated in terms of a Fock space constructed on the base of creation and annihilation operators of free Dirac particles. For the Dirac field interacting with any external background, the first stage of the canonical quantization of the action (2.7) gives the same above-mentioned result. But the second stage of the program has no universal solution suitable for any background. Each specific background, or a class
of backgrounds, has to be analyzed separately. Here it is desirable to find in- and out-creation and annihilation operators that allow one to have particle interpretation of the quantized Dirac field, as it was done in the case of t-electric potential steps in \( \mathbb{R} \). In the case under consideration, the corresponding construction is possible, but it is more complicated (probably, not any background allows such interpretation of the quantized Dirac field). Another problem is related to the time-independence of the background under consideration. Whereas when considering t-electric potential steps that vanish at the time infinity one can naturally introduce certain in- and out-creation and annihilation operators starting first with the Schrödinger representation and then passing to the Heisenberg picture, this way of action is not possible in time-independent backgrounds. Now one must quantize in the Heisenberg picture from the very beginning. Then a new problem appears: how to identify in- and out-operators. When doing this, we believe that the time independent \( x \)-electric potential steps, as well as any constant electromagnetic field, is an idealization. In fact, any external field was switched on at a remote time instant \( t_{in} \), then it was acting during a very large period of time \( T \), and finally it was switched off at another remote time instant \( t_{out} = t_{in} + T \). We also believe that if \( T \) is large enough one can ignore effects of switching the external field on and off. Besides, to identify in- and out-operators it is important to perform a detailed mathematical and physical analysis of solutions of the Dirac and Klein-Gordon equations with an \( x \)-electric potential step. Such an analysis is presented below in Secs. \( \text{I} \) and \( \text{II} \), where we introduce special in- and out-solutions of the Dirac and Klein-Gordon equations that are used in the quantization program. It is here that we give their physical interpretation to be confirmed further after the quantization has been fulfilled in Secs. \( \text{VI} \), \( \text{VII} \), and \( \text{VIII} \). In the latter sections we present a calculation of different quantum processes such as scattering, reflection, and electron-positron pair creation. In Sec. \( \text{VIII} \) we discuss quantum processes in complete QED and construct effective particle propagators in terms of the in- and out-solutions introduced. In Sec. \( \text{IX} \) the developed theory is applied to exactly solvable cases of \( x \)-electric potential steps, namely, to the Sauter potential, and to the Klein step. Finally, we present a consistent QFT treatment of processes where a naive one-particle consideration may lead to the Klein paradox. In Appendix \( \text{A} \) we consider some peculiarities of the quantization of the scalar field in the Klein zone. In Appendix \( \text{B} \) we have studied the orthogonality relations on the hyperplane \( t = \text{const.} \) for the different ranges of quantum numbers. In Appendix \( \text{C} \) we have studied one-particle mean values of the charge, the kinetic energy, the number of particles, the current, and the energy flux through the surfaces \( x = x_L \) and \( x = x_R \). In Appendix \( \text{D} \) we show that stable electron wave packets in the Klein zone can exist only in the left asymptotic region, whereas stable positron wave packets can exist only in the right asymptotic region. The main contributions to the particle creation processes in a slowly alternating Sauter field are found in Appendix \( \text{E} \).

II. DIRAC EQUATION WITH \( x \)-ELECTRIC POTENTIAL STEP AS AN EXTERNAL BACKGROUND

First, we describe a typical \( x \)-electric potential step, for which our construction is elaborated.

Potentials of an external electromagnetic field \( A^\mu (X) \) in \( d = D + 1 \) dimensional Minkowski space-time parametrized by coordinates \( X \),

\[
X = (X^\mu, \mu = 0, 1, \ldots, D) = (t, \mathbf{r}), \quad X^0 = t, \quad \mathbf{r} = (X^1, \ldots, X^D)
\]

that correspond to an \( x \)-electric potential step are chosen to be

\[
A^\mu (X) = (A^0 (X), A^j = 0, \quad j = 1, 2, \ldots, D), \quad x = X^1,
\]

so that the magnetic field \( \mathbf{B} \) is zero and the electric field \( \mathbf{E} \) reads

\[
\mathbf{E} (X) = E (x) = (E_x (x), 0, \ldots, 0), \quad E_x (x) = -A'_0 (x) = E (x).
\]

The electric field (2.3) is directed along the axis \( x^1 = x \), it is inhomogeneous in the \( x \)-direction, and does not depend on time \( t \) [\( \mathbf{E} (x) \) is a constant field]. The main property of any \( x \)-electric potential step is

\[
A_0 (x) \xrightarrow{\pm \infty} A_0 (\pm \infty), \quad E (x) \xrightarrow{|x| \to \infty} 0,
\]

where \( A_0 (\pm \infty) \) are some constant quantities, which means that the electric field under consideration is switched off at spatial infinity. In addition, we suppose\( ^1 \) that the first derivative of the scalar potential \( A_0 (x) \) does not change its sign for any \( x \in \mathbb{R} \). For definiteness sake, we suppose that

\[
A'_0 (x) \leq 0 \implies \begin{cases} E (x) = -A'_0 (x) \geq 0 \\ A_0 (-\infty) > A_0 (+\infty) \end{cases}, \quad (2.5)
\]

\( ^1 \) That means that we do not consider external electric fields that can create bound states for charged particles.
and that there exist points $x_L$ and $x_R$ ($x_R > x_L$) such that for $x \in S_L = (-\infty, x_L]$ and for $x \in S_R = [x_R, \infty)$ the electric field is already switched off,

$$A_0(x)|_{x \in S_L} = A_0(-\infty), \quad E(x)|_{x \in S_L} = 0,$$

$$A_0(x)|_{x \in S_R} = A_0(+\infty), \quad E(x)|_{x \in S_R} = 0,$$

whereas the electric field is not zero in the region $S_{int} = (x_L, x_R)$. It accelerates positrons along the axis $x$ in positive direction, and electrons in the negative direction.

As an example of the $x$-electric potential step, we refer to the Sauter potential \[8\] given by Eq. (9.1).

Both the scalar potential $A_0(x)$ and the corresponding electric field $E(x)$ are shown on the same figure Fig. 1.

Then in the $d = D+1$ dimensional (dim.) Minkowski space-time, we consider a classical Dirac field $\psi(X)$ interacting with an external electromagnetic field $A^\mu(X)$ (external background) representing an $x$-electric potential step. The action of this system has the form

$$S = \int \bar{\psi}(X) \left[ \gamma^\mu P_\mu - m \right] \psi(X) \, dX, \quad P_\mu = i\partial_\mu - qA_\mu(X),$$

(2.7)

where $\bar{\psi} = \psi^\dagger \gamma^0$, and $dX = dt dx$.

The classical Dirac field describes particles of a mass $m$ and with a charge $q$. The corresponding quantum theory is already charge symmetric, and contains particles of both signs of charges $\pm|q|$. We suppose that $q = -e$, which means that we consider electrons as basic particles and positrons as their antiparticles.

In $d$ dimensions, the Dirac field $\psi(X)$ is a column with $2^{[d/2]} \times 2^{[d/2]}$ components (we call it just a spinor in what follows), and $\gamma^\mu$ are $2^{[d/2]} \times 2^{[d/2]}$ gamma-matrices, see e.g. \[15\],

$$[\gamma^\mu, \gamma^\nu]_+ = 2\eta^{\mu\nu}, \quad \eta^{\mu\nu} = \text{diag}(1, -1, \ldots, -1), \quad \mu, \nu = 0, 1, \ldots, D.$$

The Dirac field $\psi(X)$ satisfies the Dirac equation $(\gamma^\mu P_\mu - m) \psi = 0$, which, when written in the Hamiltonian form, reads (we have taken into account that $A = 0$ for $x$-electric potential steps),

$$i\partial_0 \psi(X) = \hat{H} \psi(X), \quad \hat{H} = \gamma^0 \left(-i\gamma^j \partial_j + m\right) + U(x),$$

(2.8)

where $\hat{H}$ is the one-particle Dirac Hamiltonian and

$$U(x) = qA_0(x) = -eA_0(x)$$

(2.9)

is the potential energy of the electron in the $x$-electric potential step. It should be noted that $\hat{H}$ does not depend on the time $t$ in the background under consideration.

\[\text{---}\]

2 Here we are using the natural system of units $\hbar = c = 1$.

3 $e > 0$ is the magnitude of the electron charge.
III. STATIONARY STATES WITH GIVEN LEFT AND RIGHT ASYMPTOTICS

A. General

Let us consider stationary solutions of Dirac equation (2.8), having the following form

\[ \psi (X) = \exp (-i p_0 t + i \mathbf{p}_\perp \cdot \mathbf{r}_\perp) \psi_{p_0, \mathbf{p}_\perp} (x), \quad X = (t, x, \mathbf{r}_\perp), \]

where \( \psi_{p_0, \mathbf{p}_\perp} (x) \) and \( \phi_{p_0, \mathbf{p}_\perp} (x) \) are spinors that depend on \( x \) alone. In fact these are stationary states with the energy \( p_0 \) and with definite momenta \( \mathbf{p}_\perp \) in the perpendicular to the axis \( x \) directions. Substituting (3.1) into Dirac equation (2.8) (i.e., partially squaring the Dirac equation), we obtain a second-order differential equation for the spinor \( \phi_{p_0, \mathbf{p}_\perp} (x) \),

\[ \left\{ \hat{p}_x^2 - i \gamma^0 \gamma^1 U'' (x) - [p_0 - U (x)]^2 + p_\perp^2 + m^2 \right\} \phi_{p_0, \mathbf{p}_\perp} (x) = 0. \tag{3.2} \]

We can separate spinning variables by the substitution \( \phi_{p_0, \mathbf{p}_\perp} (x) = \varphi (x) \nu \), where \( \nu \) is a constant spinor that is an eigenvector for the operator \( \gamma^0 \gamma^1 \), and \( \varphi (x) \) are some scalar functions. The latter operator has two eigenvalues \( \chi = \pm 1 \), such that \( \gamma^0 \gamma^1 v_\chi = \chi v_\chi \). In addition, in \( d > 3 \), equation (3.2) allows one to subject the constant spinors \( v_\chi \) to some supplementary conditions that, for example, can be chosen in the form

\[ i \gamma^{2s} \gamma^{2s+1} v_{\chi, \sigma} = \sigma_{s} v_{\chi, \sigma} \quad \text{for} \quad \text{even d}, \]

\[ i \gamma^{2s+1} \gamma^{2s+2} v_{\chi, \sigma} = \sigma_{s} v_{\chi, \sigma} \quad \text{for} \quad \text{odd d}, \]

\[ \sigma = (\sigma_{s} = \pm 1, \quad s = 1, 2, \ldots, \lfloor d/2 \rfloor - 1), \tag{3.3} \]

where the quantum numbers \( \sigma_{s} \) describe spin degrees of freedom (in \( 1 + 1 \) and \( 2 + 1 \) dimensions \( d = 2, 3 \) there are no spin degrees of freedom described by the quantum numbers \( \sigma \)). In what follows we choose the spinors \( v_{\chi, \sigma} \) orthonormalized, \( v_{\chi, \sigma} v_{\chi', \sigma} = \delta_{\chi, \chi'} \delta_{\sigma, \sigma'} \). Taking all the said into account, we use the following substitution in equation (3.2),

\[ \phi_{p_0, \mathbf{p}_\perp} (x) = \varphi_n^{(\chi)} (x) v_{\chi, \sigma}, \quad n = (p_0, \mathbf{p}_\perp, \sigma). \tag{3.4} \]

Then scalar functions \( \varphi_n^{(\chi)} (x) \) have to obey the second order differential equation

\[ \left\{ \hat{p}_x^2 - i \chi U'' (x) - [p_0 - U (x)]^2 + p_\perp^2 + m^2 \right\} \varphi_n^{(\chi)} (x) = 0. \tag{3.5} \]

Thus, we are going to deal with solutions (3.1) of the form

\[ \psi_n^{(\chi)} (X) = \exp (-i p_0 t + i \mathbf{p}_\perp \cdot \mathbf{r}_\perp) \psi_n^{(\chi)} (x), \quad \hat{H} \psi_n^{(\chi)} (x) = p_0 \psi_n^{(\chi)} (x), \]

\[ \varphi_n^{(\chi)} (x) = \left\{ \gamma^0 [p_0 - U (x)] - \gamma^1 \hat{p}_x - \gamma_\perp \mathbf{p}_\perp + m \right\} \varphi_n^{(\chi)} (x) v_{\chi, \sigma}. \tag{3.6} \]

One can easily verify (this is a well-known property related to the specific structure of the projection operator in the brackets \{...\}) that solutions \( \psi_n^{(\chi)} (X) \) and \( \psi_n^{(\chi)} (X) \) (3.1), which only differ by values of \( \chi \) are linearly dependent. Because of this, it suffices to work with solutions corresponding to one of the possible two values of \( \chi \). That is why, we sometimes omit the subscript \( \chi \) in the solutions, in such cases it is supposed that the spin quantum number \( \chi \) is fixed in a certain way. Due to the same reason, there exists, in fact, only \( J_{(d)} = 2^{d/2}-1 \) different spin states (labeled by the quantum numbers \( \sigma \)) for a given set \( p_0, \mathbf{p}_\perp \). Special examples of solutions (3.6) are given in Sec. 1B.

A formal transition to the case of scalar field can be done by setting \( \chi = 0 \) in Eq. (3.6), \( \varphi_n (x) = \varphi_n^{(0)} (x) \). Then one can find a complete set of solutions of the Klein-Gordon equation in the following form

\[ \psi_n (X) = \exp (-i p_0 t + i \mathbf{p}_\perp \cdot \mathbf{r}_\perp) \varphi_n (x), \quad n = (p_0, \mathbf{p}_\perp). \tag{3.7} \]

In what follows, we are going to use solutions (3.6) and (3.7) with special left and right asymptotics. Let us describe these solutions. In such solutions the functions \( \varphi_n (x) \) (with the omitted index \( \chi \)) are denoted as \( \varphi_n (x) \) or \( \varphi_n (x) \),
respectively, and satisfy the following asymptotic conditions [we recall that \( A'_0 (x) = 0 \) and the scalar potential \( A_0 (x) \) takes constant values in the regions \( S_L \) and \( S_R \), see Eqs. (2.14)]

\[
\zeta \varphi_n (x) = \varphi^L_{n, \zeta} (x), \quad x \in S_L = (-\infty, x_L],
\]

\[
\begin{aligned}
\{ \hat{p}_x^2 - |\pi_0 (L)|^2 + \pi_\perp^2 \} \varphi_n^L (x) &= 0; \\
\zeta \varphi_n (x) = \varphi^R_{n, \zeta} (x), \quad x \in S_R = [x_R, \infty),
\end{aligned}
\]

\[
\begin{aligned}
\{ \hat{p}_x^2 - |\pi_0 (R)|^2 + \pi_\perp^2 \} \varphi_n^R (x) &= 0.
\end{aligned}
\] (3.8)

Here we have introduced the quantities \( \pi_0 (L/R) \),

\[
\pi_0 (R) = p_0 - U_R, \quad \pi_0 (L) = p_0 - U_L, \quad \pi_\perp = \sqrt{p_\perp^2 + m^2},
\]

\[
U_L = U (-\infty), \quad U_R = U (+\infty),
\] (3.10)

Since \( p_0 \) is the total energy of a particle, we interpret \( \pi_0 (R) \) and \( \pi_0 (L) \) as its asymptotic kinetic energies in the regions \( S_R \) and \( S_L \) respectively. We call the quantity \( \pi_{\perp} \) the total transversal energy or, for simplicity, the transversal energy (in spite of the fact that it includes the rest energy as well). The introduced kinetic energies satisfy the relation

\[
\pi_0 (L) = \pi_0 (R) + \mathbb{U} > \pi_0 (R),
\] (3.11)

where \( \mathbb{U} \) is the magnitude of the electric step,

\[
\mathbb{U} = U_R - U_L > 0.
\] (3.12)

At the same time one can see that in the asymptotic regions \( S_L \) and \( S_R \) solutions of the Dirac equation \( \psi_n (X) \) are eigenfunctions of the operator \( \hat{H} - U (x) \) with the eigenvalues \( \pi_0 (L) \) and \( \pi_0 (R) \), respectively. Thus, it is natural to call this operator the kinetic energy operator \( \hat{H}^{\text{kin}} \),

\[
\hat{H}^{\text{kin}} = \hat{H} - U (x), \quad \hat{H}^{\text{kin}} \psi_n (X) \bigg|_{x \to \pm \infty} = \pi_0 (R/L) \psi_n (X) \bigg|_{x \to \pm \infty}.
\] (3.13)

One-particle kinetic energy operator \( \hat{H}^{\text{kin}} \) of the scalar field [this field satisfies the Klein-Gordon equation written in the Hamiltonian form (4.12)] has the same asymptotic properties.

Equation (3.8) has a complete set of solutions (right asymptotics) in the form of plane waves,

\[
\varphi^R_{n, \zeta} (x) = \zeta \mathcal{N} \exp (ip^R x),
\] (3.14)

with real momenta \( p^R \) along the axis \( x \),

\[
p^R = \zeta \sqrt{|\pi_0 (R)|^2 - \pi_\perp^2}, \quad \zeta = \text{sgn} \ (p^R) = \pm.
\] (3.15)

The corresponding solutions (3.6) of the Dirac equation are denoted as \( \zeta \psi_n (X) \). They satisfy the condition

\[
\hat{p}_x \zeta \psi_n (X) = p^R \zeta \psi_n (X), \quad x \to +\infty,
\] (3.16)

i.e., these are states with definite momenta \( p^R \) as \( x \to +\infty \).

Nontrivial solutions \( \zeta \psi_n (X) \) exist only for quantum numbers \( n \) that obey the following relation

\[
[\pi_0 (R)]^2 > \pi_\perp^2 \iff \begin{cases} 
\pi_0 (R) > \pi_\perp \\
\pi_0 (R) < -\pi_\perp.
\end{cases}
\] (3.17)

Equation (3.9) has a complete set of solutions (left asymptotics) \( \varphi^L_{n, \zeta} (x) \) in the form of plane waves,

\[
\varphi^L_{n, \zeta} (x) = \zeta \mathcal{N} \exp (ip^L x),
\] (3.18)

with real momenta \( p^L \) along the axis \( x \),

\[
p^L = \zeta \sqrt{|\pi_0 (L)|^2 - \pi_\perp^2}, \quad \zeta = \text{sgn} \ (p^L) = \pm.
\] (3.19)
FIG. 2. Potential energy $U(x)$ of electrons in an $x$-electric step

The corresponding solutions (3.6) and (3.7) are denoted as $\zeta \psi_n (X)$. They satisfy the condition

$$\hat{p}_x \zeta \psi_n (X) = p^L \zeta \psi_n (X), \quad x \rightarrow -\infty,$$

i.e., these are states with definite momenta $p^L$ as $x \rightarrow -\infty$.

The normalization factors $N$ are determined in the next section.

There exists a useful relation between absolute values of the momenta $p^R$ and $p^L$,

$$|p^L| = \sqrt{|p^R|^2 + 2\eta_R U \sqrt{|p^R|^2 + \pi^2_\perp + U^2}},$$

$$|p^R| = \sqrt{|p^L|^2 - 2\eta_L U \sqrt{|p^L|^2 + \pi^2_\perp + U^2}},$$

(3.21)

where $\eta_L = \text{sgn } \pi_0 (L)$, $\eta_R = \text{sgn } \pi_0 (R)$.

Nontrivial solutions $\zeta \psi_n (X)$ exist only for quantum numbers $n$ that obey the following relation

$$[\pi_0 (L)]^2 > \pi^2_\perp \iff \begin{cases} \pi_0 (L) > \pi_\perp \\ \pi_0 (L) < -\pi_\perp \end{cases}.$$  (3.22)

In what follows we distinguish two types of electric steps, noncritical and critical, by their magnitudes as follows:

$$U = \begin{cases} U < U_c = 2m, \text{ noncritical} \\ U > U_c, \text{ critical steps} \end{cases}.$$   (3.23)

B. Ranges of quantum numbers

There exist some ranges of quantum numbers $n$ where solutions $\varphi^{L/R}_n (x)$ have similar forms. These ranges and the corresponding solutions are described below.

In the case of the critical steps, which is of the main interest for us in the present article, there exist five ranges $\Omega_k$, $k = 1,...,5$. We denote the corresponding quantum numbers by $n_k$, so that $n_k \in \Omega_k$, see Fig. 2.

It should be noted that the curve plotted on Fig. 2 is the potential energy $U(x)$ (2.9) of an electron in the $x$-electric step, such that electrons are accelerated to the left and positrons to the right by the electric field (2.3).
In the case of critical steps $U > U_c$, the range $\Omega_3$ does exist for the quantum numbers $p_\perp$ restricted by the inequality,

$$2\pi_\perp \leq U.$$  \hfill (3.24)

Note that the range $\Omega_3$ often referred to as the Klein zone. In the case of noncritical steps $U < U_c$, there exist only four ranges, the range $\Omega_3$ is absent.

The manifold of all the quantum numbers $n$ is denoted by $\Omega$, so that $\Omega = \Omega_1 \cup \cdots \cup \Omega_5$.

Below, we describe all the ranges in detail. In this connection, it should be noted that the ranges $\Omega_4$ and $\Omega_5$ are similar to the ranges $\Omega_2$ and $\Omega_1$ under the change of electrons by positrons.

1. **Ranges $\Omega_1$ and $\Omega_5$**

The ranges $\Omega_1$ and $\Omega_5$ exist for any $U$ and includes the quantum numbers $n_1$ and $n_5$, respectively, that obey the inequalities

\[
p_0 \geq U_R + \pi_\perp \iff \pi_0 (R) \geq \pi_\perp \quad \text{if } n \in \Omega_1,
\]

\[
p_0 \leq U_L - \pi_\perp \iff -\pi_0 (L) \geq \pi_\perp \quad \text{if } n \in \Omega_5
\]

(3.25)

for a given $\pi_\perp$, see Fig. 2. Note that the inequalities (3.25) imply the inequalities (3.22) for $n_1$ and (3.17) for $n_5$. Then it follows from Eqs. (3.26) that in the ranges $\Omega_1$ and $\Omega_5$ there exist solutions $\psi_n (X)$ and $\psi_n (X)$. $\psi_n (X)$ can be interpreted as either a wave function of electron for $n_1$ or a wave function of positron for $n_5$ with momenta $p^R$ along the axis $x$, given by Eq. (3.22), whereas $\psi_n (X)$ can be interpreted as either a wave function of electron for $n_1$ or a wave function of positron for $n_5$ with momenta $p^L$ along the axis $x$, given by Eq. (3.17). The further analysis of these solutions in the framework of QED, given in the Sec. IV confirms this interpretation.

We believe that each pair of solutions $\psi_n (X)$, $\zeta = \pm$, forms a complete set for any given $n \in \Omega_1 \cup \Omega_5$, the same is true for each pair of solutions $\psi_n (X)$. This means that any given solution $\psi_n (X)$ can be decomposed in terms of two solutions $\pm \psi_n (X)$, whereas any given solution $\psi_n (X)$ can be decomposed in terms of two solutions $\pm \psi_n (X)$ in the ranges $\Omega_1$ and $\Omega_5$.

2. **Ranges $\Omega_2$ and $\Omega_4$**

The ranges $\Omega_2$ and $\Omega_4$ exist for any $U$ and include the quantum numbers $n_2$ that obey the inequalities

\[
U_R - \pi_\perp < p_0 < U_R + \pi_\perp, \quad \pi_0 (L) > \pi_\perp \quad \text{if } 2\pi_\perp \leq U,
\]

\[
U_L + \pi_\perp < p_0 < U_R + \pi_\perp \quad \text{if } 2\pi_\perp > U,
\]

(3.26)

and the quantum numbers $n_4$ that obey the inequalities

\[
U_L - \pi_\perp < p_0 < U_L + \pi_\perp, \quad \pi_0 (R) < -\pi_\perp \quad \text{if } 2\pi_\perp \leq U,
\]

\[
U_L - \pi_\perp < p_0 < U_R - \pi_\perp \quad \text{if } 2\pi_\perp > U.
\]

(3.27)

As a consequence of Eqs. (3.26) and (3.27) there exist solutions $\psi_{n_2} (X)$ with definite left asymptotics and $\psi_{n_4} (X)$ with definite right asymptotics. $\psi_{n_2} (X)$ and $\psi_{n_4} (X)$ can be interpreted as a wave function of electron and positron, respectively. Nontrivial solutions $\psi_{n_2} (X)$ and $\psi_{n_4} (X)$ do not exist, since Eq. (3.26) contradicts Eq. (3.17) and Eq. (3.27) contradicts Eq. (3.22).

The fact that any solution with quantum numbers $n_2$ has zero right asymptotic and any solution with quantum numbers $n_4$ has zero left asymptotic imposes restrictions on the form of the solutions $\psi_{n_2} (X)$ and $\psi_{n_4} (X)$. In particular, they cannot be independent for different $\zeta$. For example, because the set $\psi_{n_2} (X)$ is complete, any solution $\psi_{n_2} (X)$ can be represented as

$$\psi_{n_2} (X) = + \psi_{n_2} (X) c_+ + - \psi_{n_2} (X) c_-.$$  \hfill (3.28)

In the region $S_R$ the superposition $\psi_{n_2} (X)$ has zero asymptotics and therefore the corresponding Dirac current in $x$-direction is zero. Using this consideration one can easily find that $|c_+| = |c_-|$, such that Eq. (3.28) can be written as

$$\psi_{n_2} (X) = + \psi_{n_2} (X) e^{+i\theta_{n_2}} + - \psi_{n_2} (X) e^{-i\theta_{n_2}}.$$  \hfill (3.29)
Following by the same logic, one sees that in the region $S_1$ the only allowed superposition of $+\psi_{n4}(X)$ and $-\psi_{n4}(X)$ has zero asymptotics and therefore any solution $\psi_{n2}(X)$ can be written as

$$\psi_{n4}(X) = +\psi_{n4}(X)e^{+i\theta_{n4}} + -\psi_{n4}(X)e^{-i\theta_{n4}}.$$  \hspace{1cm} (3.30)

In fact, $\psi_{n2}(X)$ are wave functions that describe an unbounded motion in $x \to -\infty$ direction while $\psi_{n4}(X)$ are wave functions that describe an unbounded motion toward $x = +\infty$. Equations (3.29) and (3.30) provide asymptotic forms for these wave functions. These forms are sums of two waves traveling in opposite directions, with equal in magnitude currents, which means that we deal with standing waves.

3. Range $\Omega_3$

In the $\Omega_3$-range (in the Klein zone) the quantum numbers $p_\perp$ are restricted by the inequality (3.24) and for any of such $\pi_\perp$ quantum numbers $p_0$ obey the double inequality, see Fig. 2

$$U_L + \pi_\perp \leq p_0 \leq U_R - \pi_\perp.$$  \hspace{1cm} (3.31)

Inequality (3.31) implies also that $\pi_0(L) \geq \pi_\perp$ and $\pi_0(R) \leq -\pi_\perp$. It follows from this inequality that there exist solutions $\zeta\psi_{n3}(X)$ (see condition (3.17)). On the other hand, since the inequality (3.31) implies $\pi_0(L) > \pi_\perp$ and (3.22), there exist solutions $\zeta\psi_{n3}(X)$ as well. Thus, in the range $\Omega_3$ there exist the following sets of solutions

$$\{ \zeta\psi_{n3}(X) \}, \{ \zeta\psi_{n3}(X) \}, \zeta = \pm.$$  \hspace{1cm} (3.32)

However, the one-particle interpretation of these solutions based on energy spectrum in a similar way as has been done in the ranges $\Omega_1$ and $\Omega_2$ becomes inconsistent. Indeed, it is enough to see the following contradiction: from the point of view of the left asymptotic area, only electron states are possible in the range $\Omega_3$, whereas from the point of view of the right asymptotic area, only positron states are possible in this range. Detailed consideration in the framework of QED shows (see Sec. VII) that in a certain sense the solutions $\zeta\psi_{n3}(X)$ describe electrons, whereas the solutions $\zeta\psi_{n3}(X)$ describe positrons.

C. Orthogonality, normalization and completeness

In this subsection we study orthonormalization, mutual decompositions and completeness of the solutions introduced above. To this end it is convenient to use two types of inner products in the Hilbert space of Dirac spinors. One of them is defined on the hyperplane $x = \text{const}$, and the other on the hyperplane $t = \text{const}$.

1. Using inner product on $x$-constant hyperplane

Let us start with the inner product on the hyperplane $x = \text{const}$. For any two Dirac spinors $\psi(X)$ and $\psi'(X)$ it has the form

$$(\psi, \psi')_x = \int \psi^\dagger(X) \gamma^0\gamma^1\psi'(X) dt d\mathbf{r}_\perp.$$  \hspace{1cm} (3.33)

Due to the $t$-independence of the external field that corresponds to the $x$-electric potential steps, we can provide $x$-independence of the inner product (3.33) for two solutions of the Dirac equation by imposing periodic boundary conditions in the variables $t$ and $X^j$, $j = 2, ..., D$. Thus, we consider our theory in a large space-time box that has a spatial volume $V_\perp = \prod_{j=1}^D K_j$ and the time dimension $T$, where all $K_j$ and $T$ are macroscopically large. It is supposed that all the solutions $\psi(X)$ are periodic under transitions from one box to another. Then the integration in (3.33) over the transverse coordinates is fulfilled from $-K_j/2$ to $+K_j/2$, and over the time $t$ from $-T/2$ to $+T/2$. Under these suppositions, the inner product (3.33) does not depend on $x$. The limits $K_j \to \infty$ and $T \to \infty$ are assumed in final expressions.

It should be noted that usually QFT deals with physical quantities that are presented by volume integrals on the hyperplane $t = \text{const}$. However, if we wish to extract results of the one-particle scattering theory from a classical field theory, all the constituent quantities, such as reflection and transmission coefficients etc., have to be represented with.
the help of the inner product (3.33) on the hyperplane \( x = \text{const} \). Indeed, in such a theory we observe, for example, electric current, energy flux, or other types of currents flowing through surfaces \( x = \text{const} \) situated in asymptotic regions. In addition, we suppose that all the measurements are performed during a macroscopic time (say, the time \( T \)) when the external field can be considered as constant. Then the currents under consideration can be represented by integral of the form \( T^{-1} \int_T dt \ldots \).

We note that for \( \psi' = \psi \) the inner product (3.33) divided by \( T \) represents the current of the Dirac field \( \psi(X) \) across the hyperplane \( x = \text{const} \). For nondecaying wave functions this current differs from zero.

For two different solutions of the form (3.6) the integral in the right-hand side of Eq. (3.33) can be easily calculated to be

\[
(\psi_n, \psi'_n)_x = V_\perp T \delta_{n,n'} \mathcal{I}, \quad \mathcal{I} = \eta_n^+ (x) \gamma^0 \gamma^1 \eta'_n (x). \tag{3.34}
\]

Using the structure of spinors \( \psi_\sigma \), one can represent the current density \( \mathcal{I} \) as follows

\[
\mathcal{I} = \varphi_n^+ (x) \left( i \frac{\partial}{\partial x} - i \frac{\partial}{\partial x} \right) [p_0 - U (x) + \chi \partial_x] \varphi'_n (x). \tag{3.35}
\]

Let us consider solutions \( \{ \zeta \psi_n (X) \} \) and \( \{ \zeta' \psi_n (X) \} \) with left and right plane-wave asymptotics, respectively. They are orthogonal for different \( n \) and can be subjected to the following orthonormality conditions

\[
\begin{align*}
(\zeta \psi_n, \zeta' \psi'_n)_x &= \zeta \eta_L \delta_{\zeta,\zeta'} \delta_{n,n'}, \quad \eta_L = \text{sgn} \pi_0 (L), \quad n \in \Omega_1 \cup \Omega_2 \cup \Omega_3 \cup \Omega_5, \\
(\zeta' \psi_n, \zeta' \psi'_n)_x &= \zeta \eta_R \delta_{\zeta,\zeta'} \delta_{n,n'}, \quad \eta_R = \text{sgn} \pi_0 (R), \quad n \in \Omega_1 \cup \Omega_3 \cup \Omega_4 \cup \Omega_5. \tag{3.36}
\end{align*}
\]

In justification of (3.30) one has to take into account that for these states the relations

\[|\pi_0 (L)| > |p^L|, \quad |\pi_0 (R)| > |p^R|\]

hold. This fact explains why the sign of the inner products, which coincides with the sign of \( \mathcal{I} \) is due to the sign of the quantity \( \pi_0 (L/R) \).

Then the normalization factors [with respect to the inner product (3.33)] in solutions of the Dirac equation that have plane-wave asymptotics (3.11) and (3.18) have the form

\[
\zeta \mathcal{N} = \zeta CY, \quad \zeta' \mathcal{N} = \zeta' CY, \quad Y = (V_\perp T)^{-1/2}, \quad \zeta C = [2 |p^L| |\pi_0 (L) - \chi p^L|]^{-1/2}, \quad \zeta' C = [2 |p^R| |\pi_0 (R) - \chi p^R|]^{-1/2}. \tag{3.37}
\]

In the \( K_j \to \infty \) and \( T \to \infty \) limit one has to replace \( \delta_{n,n'} \) in normalization conditions (3.30) by \( \delta_{\sigma,\sigma'} (p_0 - p_0') \delta (p_\perp - p'_\perp) \) and to set \( Y = (2\pi)^{-(d-1)/2} \) in Eqs. (3.37).

As was assumed, see subsection III B, each pair of solutions \( \zeta \psi_n (X) \) and \( \zeta' \psi_n (X) \) with given quantum numbers \( n \in \Omega_1 \cup \Omega_3 \cup \Omega_5 \) is complete in the space of solutions with each \( n \). Due to (3.36) the corresponding mutual decompositions of such solutions have the form

\[
\begin{align*}
\eta_L \zeta \psi_n (X) &= +\psi_n (X) g (+ |\zeta|) - \psi_n (X) g (- |\zeta|), \\
\eta_R \zeta' \psi_n (X) &= +\psi_n (X) g (+ |\zeta'|) - \psi_n (X) g (- |\zeta'|), \tag{3.38}
\end{align*}
\]

where decomposition coefficients \( g \) are given by the relations:

\[
(\zeta \psi_n, \zeta' \psi'_n)_x = \delta_{n,n'} g (\zeta |\zeta'), \quad g (\zeta' |\zeta) = g (\zeta |\zeta')^*, \quad n \in \Omega_1 \cup \Omega_3 \cup \Omega_5. \tag{3.39}
\]

Substituting (3.38) into orthonormality conditions (3.36), we derive the following unitary relations for the decomposition coefficients:

\[
\begin{align*}
g (\zeta' |+| ) g (+ |\zeta|) - g (\zeta' |-| ) g (- |\zeta|) &= \zeta \eta_L \eta_R \delta_{\zeta,\zeta'}, \\
g (\zeta' |+| ) g (+ |\zeta|) - g (\zeta' |-| ) g (- |\zeta|) &= \zeta \eta_L \eta_R \delta_{\zeta,\zeta'}. \tag{3.40}
\end{align*}
\]

4 Similar relations are known in the t-electric potential steps, see \[8\].
In particular, these relations imply that
\[
|g(-|+)|^2 = |g(+|-)|^2, \quad |g(+|+)|^2 = |g(-|-)|^2, \quad \frac{g(+|-)}{g(-|+)} = \frac{g(+|-)}{g(-|+)}.
\] (3.41)

One can see that all the coefficients \(g\) can be expressed via only two of them, e.g. via \(g(+|-)\) and \(g(+|+)\). However, even the latter coefficients are not completely independent, they are related as follows:
\[
|g(+|-)|^2 - |g(+|+)|^2 = -\eta_L \eta_R.
\] (3.42)

Nevertheless, in what follows, we will use both coefficients \(g(+|-)\) and \(g(+|+)\) in our consideration. This maintains a certain symmetry in writing formulas and, moreover, allows one to generalize the consideration to the cases when the inner potential may depend on several space coordinates and to the case when solutions \(\{\psi_n(X)\}\) and \(\{\psi_m(X)\}\) are characterized by different sets of quantum numbers, i.e., the sets \(n\) and \(m\) do not coincide.

For any two solutions \(\psi(X)\) and \(\psi'(X)\) of the Klein-Gordon equation, the inner product on the hyperplane \(x = \text{const}\) has the form
\[
(\psi, \psi')_x = \int \psi^*(X) \left( i \not{ightharpoonup} x - i \not{\sigma}_z \right) \psi'(X) \, dt \, dr_\perp.
\] (3.43)

Orthonormality conditions for solutions of the Klein-Gordon equation can be presented in form (3.36) where \(\eta_L = \eta_R = 1\). The normalization factors with respect to inner product (3.43) are
\[
\zeta N = \zeta CY, \quad \zeta' N = \zeta' CY, \quad \zeta C = |2p^L|^{-1/2}, \quad \zeta' C = |2p^R|^{-1/2},
\] (3.44)
where the factor \(Y\) is given by (3.37). In the Klein-Gordon case all the relations presented above and that include coefficients \(g\) hold true with the setting \(\eta_L = \eta_R = 1\).

2. Using inner product on \(t\)-constant hyperplane

We recall that usually the inner product between two solutions \(\psi(X)\) and \(\psi'(X)\) of the Dirac equation is defined on \(t\)-const. hyperplane as follows:
\[
(\psi, \psi') = \int \psi^\dagger(X) \psi'(X) \, dr.
\] (3.45)

Such an inner product does not depend on the choice of the hyperplane (does not depend on \(t\)) if the solutions obey certain boundary conditions that allow one to integrate by parts in neglecting boundary terms. Since physical states are wave packets that vanish on the remote boundaries, the inner product (3.45) is time-independent for such states. However, considering solutions that are generalized states, which do not vanish at the spatial infinity, one should take some additional steps to keep the inner product (3.45) time independent. Sometimes to do this it is enough to impose periodic boundary conditions (in all spatial directions) on Dirac wave functions and on the corresponding external field. However, in the case under consideration, the external field \(A_0(x)\) of \(x\)-electric potential steps with different asymptotics at \(x \to \pm \infty\) cannot be subjected to any periodic boundary conditions in \(x\)-direction without changing its physical meaning. That is why, to provide the time independence of the inner product, one has to extend the definition of the inner product. Under the assumption that solutions with quantum numbers \(n\) form a complete set of function in the corresponding Hilbert space at each time instant \(t\), it is enough to make such an extension for a pair \(\psi_n(X)\) and \(\psi'_n(X)\) with all possible \(n\) and \(n'\). Such an inner product is described below.

Let \(\psi_n(X)\) and \(\psi'_n(X)\) be solutions of the Dirac equation that were described in the previous subsections \(11A\) and \(11B\). They allow one to impose periodic conditions in the coordinates \(X^j, j = 2, \ldots, D\) with periodicity \(K_j\) (of course it implies quantization of the corresponding transverse momenta). Then the inner product for the pair \(\psi_n(X)\) and \(\psi'_n(X)\) is defined as follows:
\[
(\psi_n, \psi'_{n'}) = \int_{-K^{(L)}}^{K^{(R)}} \int_{-K^{(L)}}^{K^{(R)}} \psi_n^\dagger(X) \psi'_n(X) \, dx, \quad V_\perp = \prod_{j=2}^{D} K_j,
\] (3.46)
and the limits \(K^{(L/R)} \to \infty\) are assumed in final expressions. As it is demonstrated in Appendix \(B\) the so-defined inner product is time-independent. In what follows the improper integral over \(x\) in the right-hand side of Eq. (3.46) is reduced to its special principal value to provide a certain additional property important for us.
Finally, we obtain the following orthonormality relations, see details in Appendix [45].

\[
(\zeta \psi_n, \zeta' \psi_{n'}) = (\zeta \psi_n, \zeta' \psi_{n'}) = \delta_{n,n'}, \quad M_n, \quad n \in \Omega_1 \cup \Omega_3 \cup \Omega_5,
\]

\[
(\psi_n, \psi_{n'}) = \delta_{n,n'} M_n, \quad n, n' \in \Omega_2 \cup \Omega_4;
\]

\[
M_n = 2 \frac{K^{(R)}}{T} \frac{\pi_0(R)}{p^R} \left| g(+|+^+) \right|^2 + O(1), \quad n \in \Omega_1 \cup \Omega_5,
\]

\[
M_n = 2 \frac{K^{(R)}}{T} \frac{\pi_0(R)}{p^R} \left| g(+|-^--) \right|^2 + O(1), \quad n \in \Omega_3,
\]

(3.47)

where \(M_n\) for \(n \in \Omega_2 \cup \Omega_4\) are given by Eqs. [36]. It follows from Eqs. [3.47] that densities (in the \(x\)-direction) of the wave functions \(\zeta \psi_n\), \(i = 1, 3, 5\) are dominating in the region \(S_R\), whereas the densities of the wave functions \(\zeta \psi_n\), \(i = 1, 3, 5\) are dominating in the region \(S_L\).

In the limit \(K^{(L/R)} \to \infty\), with the account of condition [3.13], we obtain solutions normalized to the \(\delta\)-function,

\[
M_n = |g(+|+^+)|^2, \quad n \in \Omega_1 \cup \Omega_5; \quad M_n = |g(+|-^--)|^2, \quad n \in \Omega_3.
\]

(3.48)

We recall that the inner product between two solutions \(\psi(X)\) and \(\psi'(X)\) of the Klein-Gordon equation is defined on \(t\)-const. hyperplane as follows as a charge,

\[
(\psi, \psi') = \int \Phi^I(X) \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \Phi(X) \, d\mathbf{r}, \quad \Phi(X) = \left[ \begin{array}{c} i \partial_t - U(X) \psi(X) \\ \psi(X) \end{array} \right].
\]

(3.49)

It is proportional to the field charge if \(\psi = \psi'\). It is assumed that the improper integral over \(x\) in the right-hand side of Eq. [3.49] is treated as its special principal value, in the same spirit as in the Dirac case. One can verify that with this inner product the following orthonormality relations hold

\[
(\psi_n, \psi_{n'}) = 0, \quad n \neq n', \quad \forall n, n'; \quad (\psi_{n_2}, \psi'_{n_2}) = \delta_{n_2,n'_2} M_{n_2}, \quad (\psi_{n_3}, \psi'_{n_3}) = -\delta_{n_3,n'_3} M_{n_3};
\]

\[
(\zeta \psi_n, -\zeta \psi_n) = 0, \quad (\zeta \psi_n, \zeta' \psi_n) = (\zeta \psi_n, \zeta' \psi_n) = \text{sgn } \pi_0(L) \delta_{n,n'} M_n, \quad n \in \Omega_1 \cup \Omega_5;
\]

\[
(\zeta \psi_n, \zeta' \psi_n) = 0, \quad (\zeta \psi_n, \zeta' \psi_n) = -\delta_{n,n'} M_n, \quad n \in \Omega_3.
\]

(3.50)

where \(M_n\) are given by Eqs. [3.47]. Unlike the Dirac case, there are \pm signs in the right-hand side of Eq. [3.50]. Then it is natural to suppose that the solutions \(\zeta \psi_{n_3}, \psi_{n_4}, \zeta \psi_{n_5}\), and \(\zeta \psi_{n_5}\) describe positron states.

Thus, both for the Dirac and the Klein-Gordon equations, for each set of quantum numbers \(n\), there exist one or two complete sets of solutions

(a) For \(\forall n \in \Omega_1 \cup \Omega_5\) we have two \((\zeta = \pm)\) sets: \(\{ \zeta \psi_n(X), -\zeta \psi_n(X) \}\).

(b) For \(\forall n \in \Omega_3\) we have two \((\zeta = \pm)\) sets: \(\{ \zeta \psi_n(X), \zeta' \psi_n(X) \}\).

(c) For \(\forall n \in \Omega_2 \cup \Omega_4\) we have the set \(\{ \psi_n(X) \}\).

We believe that all these solutions allow one to construct two complete (at any time instant \(t\)) systems both in the Hilbert space of Dirac spinors and in the Hilbert space of scalar fields. In the Dirac case, this assumption is equivalent to the existence of the propagation function \(G(X,X')\) in the space of solutions, which satisfies the boundary condition

\[
G(X,X')|_{t=t'} = \delta(\mathbf{r}-\mathbf{r}'),
\]

(3.51)
and has the following form

\[ G(X, X') = \sum_{i=1}^{5} G_i (X, X') \]

\[ G_i (X, X') = \sum_{n_i} \mathcal{M}^{-1}_{n_i} \psi_{n_i} (X) \psi_{n_i}^\dagger (X'), \quad i = 2, 4; \]

\[ G_3 (X, X') = \sum_{n_3} \mathcal{M}^{-1}_{n_3} \left[ -\psi_{n_3} (X) -\psi_{n_3}^\dagger (X') + +\psi_{n_3} (X) +\psi_{n_3}^\dagger (X') \right] \]

\[ = \sum_{n_3} \mathcal{M}^{-1}_{n_3} \left[ -\psi_{n_3} (X) -\psi_{n_3}^\dagger (X') + -\psi_{n_3} (X) -\psi_{n_3}^\dagger (X') \right]. \quad (3.52) \]

The propagation function \( G(X, X') \) in the space of scalar fields satisfies the boundary condition

\[ G(X, X')|_{t=t'} = 0, \quad [i\partial_t - U(x)] G(X, X')|_{t=t'} = \delta(r - r'), \quad (3.53) \]

and can be presented as

\[ G(X, X') = \sum_{i=1}^{3} G_i (X, X') - \sum_{i=4}^{5} G_i (X, X'), \quad (3.54) \]

where \( G_i (X, X'), \quad i = 1, 2, 4, 5, \) have the form given by Eq. (3.52) with clear understanding that \( \psi_{n_i} (X) \) are scalar fields. The only \( G_3 (X, X') \) component has distinct form

\[ G_3 (X, X') = \sum_{n_3} \mathcal{M}^{-1}_{n_3} \left[ +\psi_{n_3} (X) +\psi_{n_3}^\dagger (X') + +\psi_{n_3} (X) +\psi_{n_3}^\dagger (X') \right] \]

\[ = \sum_{n_3} \mathcal{M}^{-1}_{n_3} \left[ +\psi_{n_3} (X) +\psi_{n_3}^\dagger (X') + +\psi_{n_3} (X) +\psi_{n_3}^\dagger (X') \right]. \quad (3.55) \]

It should be stressed that there are two equivalent representations for each propagation function \( G_i (X, X'), \quad i = 1, 3, 5. \) In addition, our further construction is based on the assumption that Dirac spinors (a) and (b) are divided in the in-and out-solutions as follows:

in - solutions: \( +\psi_{n_1}; -\psi_{n_1}; -\psi_{n_5}; +\psi_{n_5}; -\psi_{n_3}, \)

out - solutions: \( -\psi_{n_1}; +\psi_{n_1}; +\psi_{n_5}; -\psi_{n_5}; +\psi_{n_3}, +\psi_{n_3}, \quad (3.56) \]

while for scalar fields, the classification in the range \( \Omega_3 \) differs from the one given by Eq. (3.56) due to positions of the left superscripts and subscripts \( \pm, \)

in - solutions: \( +\psi_{n_1}; -\psi_{n_1}; -\psi_{n_5}; +\psi_{n_5}; +\psi_{n_3}, +\psi_{n_3}, \)

out - solutions: \( -\psi_{n_1}; +\psi_{n_1}; +\psi_{n_5}; -\psi_{n_5}; -\psi_{n_3}, -\psi_{n_3}. \quad (3.57) \]

There exist difficulties in interpreting the states \( \xi \psi_{n_3} (X) \) and \( \xi \psi_{n_3} (X) \) in the framework of the one-particle theory. There existed different point of view on such an interpretation, see \([2, 17]\) and \([14]\). A consistent interpretation can be obtained in the framework of QED and is presented in Sec. \( \text{VII} \)

### IV. QUANTIZATION IN TERMS OF PARTICLES

In this and in the following sections, we treat the Dirac and the scalar fields in terms of adequate in- and out-particles. On the base of results of Sec. \( \text{III} \) we decompose quantum field operators in complete sets of the corresponding solutions introducing some annihilation and creation operators. Then using the well-known equal time (anti)commutation relations for the quantum fields we establish (anti)commutation relations for the introduced operators. The problem of an identification of these operators as in and out annihilation and creation operators is considered in Secs. \( \text{V} \)-\( \text{VII} \).
The Dirac Heisenberg operator $\hat{\Psi} (X)$ is assigned to the Dirac field $\psi (X)$. This operator satisfies the Dirac equation (2.8) and the anticommutation relations

$$\left[ \hat{\Psi} (X) , \hat{\Psi} (X') \right] \bigg|_{t=t'} = 0 , \quad \left[ \hat{\Psi} (X) , \hat{\Psi}^\dagger (X') \right] \bigg|_{t=t'} = \delta (r - r') , \tag{4.1}$$

e.g., see [44, 46]. The Klein-Gordon Heisenberg operator $\hat{\Phi} (X)$ is assigned to the scalar field $\phi (X)$. In terms of the canonical pair

$$\hat{\Phi} (X) = \left( \frac{i \hat{\Pi}^\dagger (X)}{\hat{\Phi} (X)} \right) ,$$

it satisfies the Klein-Gordon equation,

$$[ i \partial_t - U (x) ] \hat{\Phi} (X) = \hat{H}_{\text{kin}} \hat{\Phi} (X) , \quad \hat{H}_{\text{kin}} = \begin{pmatrix} 0 & - \left( \partial_j \right)^2 + m^2 \\ 1 & 0 \end{pmatrix} , \tag{4.2}$$

and the commutation relations

$$\left[ \hat{\Phi} (X) , \hat{\Phi} (X') \right] \bigg|_{t=t'} = 0 , \quad \left[ \hat{\Phi} (X) , \hat{\Phi}^\dagger (X') \right] \bigg|_{t=t'} = \delta (r - r') \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} , \tag{4.3}$$

e.g., see [44, 46]. Here $\hat{H}_{\text{kin}}$ is the one-particle kinetic energy operator $\hat{H}_{\text{kin}}$. It follows from Eq. (4.2) that

$$i \hat{\Pi}^\dagger (X) = [ i \partial_t - U (x) ] \hat{\Phi} (X) .$$

The further quantization of the scalar field can be done in the same manner as the quantization for Dirac field. That is why, in what follows up to Sec. VIII we consider only the quantization of Dirac field in detail, adding some comments about the scalar field when necessary, see Appendix A for some peculiarities of the quantization in the range $\Omega_3$.

### A. Introducing creation and annihilation operators

We consider the most interesting case $\Omega > 2m$ of the critical steps. In this case we decompose the Heisenberg operator of Dirac field $\hat{\Psi} (X)$ in two sets of solutions $\{ \zeta \psi_n (X) \}$ and $\{ \xi \psi_n (X) \}$ of the Dirac equation (2.8) complete on the hyperplane $t = \text{const}$. Operator-valued coefficients in such decompositions do not depend on coordinates because both $\hat{\Psi} (X)$ and the complete sets satisfy the same Dirac equation (2.8). Our division of the quantum numbers $n$ in five ranges, implies the representation for $\hat{\Psi} (X)$ as a sum of five operators $\hat{\Psi}_i (X)$, $i = 1, 2, 3, 4, 5$,

$$\hat{\Psi} (X) = \sum_{i=1}^{5} \hat{\Psi}_i (X) . \tag{4.4}$$

For each of three operators $\hat{\Psi}_i (X)$, $i = 1, 3, 5$, there exist two possible decompositions according to the existence of two different complete sets of solutions with the same quantum numbers $n$ in the ranges $\Omega_1$, $\Omega_3$, and $\Omega_5$, see completeness relation (3.52). Thus, we have:

$$\hat{\Psi}_1 (X) = \sum_{n_1} \mathcal{M}_n^{-1/2} \left[ + a_{n_1} (\text{in}) + \psi_{n_1} (X) + - a_{n_1} (\text{in}) - \psi_{n_1} (X) \right]$$

$$= \sum_{n_1} \mathcal{M}_n^{-1/2} \left[ + a_{n_1} (\text{out}) + \psi_{n_1} (X) + - a_{n_1} (\text{out}) - \psi_{n_1} (X) \right] ,$$

$$\hat{\Psi}_3 (X) = \sum_{n_3} \mathcal{M}_n^{-1/2} \left[ - a_{n_3} (\text{in}) - \psi_{n_3} (X) + - b_{n_3}^\dagger (\text{in}) - \psi_{n_3} (X) \right]$$

$$= \sum_{n_3} \mathcal{M}_n^{-1/2} \left[ + a_{n_3} (\text{out}) + \psi_{n_3} (X) + + b_{n_3}^\dagger (\text{out}) + \psi_{n_3} (X) \right] ,$$

$$\hat{\Psi}_5 (X) = \sum_{n_5} \mathcal{M}_n^{-1/2} \left[ + b_{n_5}^\dagger (\text{in}) + \psi_{n_5} (X) + - b_{n_5}^\dagger (\text{out}) - \psi_{n_5} (X) \right]$$

$$= \sum_{n_5} \mathcal{M}_n^{-1/2} \left[ + b_{n_5}^\dagger (\text{out}) + \psi_{n_5} (X) + - b_{n_5}^\dagger (\text{out}) - \psi_{n_5} (X) \right] . \tag{4.5}$$
There may exist only one complete set of solutions with the same quantum numbers \( n_2 \) and \( n_4 \). Therefore, we have only one possible decomposition for each of the two operators \( \Psi_i (X) \), \( i = 2, 4 \),

\[
\Psi_2 (X) = \sum_{n_2} \mathcal{M}^{-1/2}_{n_2} a_{n_2} \psi_{n_2} (X), \quad \Psi_4 (X) = \sum_{n_4} \mathcal{M}^{-1/2}_{n_4} b_{n_4}^\dagger \psi_{n_4} (X).
\] (4.6)

We interpret all \( a \) and \( b \) as annihilation and all \( a^\dagger \) and \( b^\dagger \) as creation operators; all \( a \) and \( a^\dagger \) are interpreted as describing electrons and all \( b \) and \( b^\dagger \) as describing positrons; all the operators labeled by the argument \( i \) are interpreted as in-operators, whereas all the operators labeled by the argument \( out \) as out-operators.

In this connection, we reiterate that the time-independence of the external field under consideration is an idealization. In fact, it is supposed that the external field was switched on at a time instant \( t_{in} \), then it was acting as a constant field during a large time \( T \), and finally it was switched off at a time instant \( t_{out} = t_{in} + T \), and that one can ignore effects of its switching on and off. Then we suppose that in the Schrödinger picture one can introduce creation and annihilation operators of particles at the initial and final time instants. In the Heisenberg representation, these operators when being developed to zero time instant are called in-operators and out-operators. It is the well-known procedure in QFT with \( t \)-electric potential steps. Technical realization of this construction was presented in Refs. [5].

In QED with constant fields, in particular, with the \( x \)-electric potential steps, we quantize directly in the Heisenberg representation. And here we encounter the problem of identification of in-operators and out-operators. Its final solution is presented in Secs. VI, VI and VIII.

Taking into account the orthonormalization relations (3.47) and the completeness relations (3.52), we find that the anticommutation relations (4.1) for the Heisenberg operator (4.4) yield the following anticommutation rules for the \( \hat{a}_{n_1}(in) \) and \( \hat{b}_{n_1}(out) \):

\[
\begin{align*}
[a_{n_1}, a_{n_2}^\dagger]_+ & = \delta_{n_1, n_2}; & [a_{n_1}, b_{n_2}^\dagger]_+ & = \delta_{n_1, n_2}; \\
[b_{n_1}, b_{n_2}^\dagger]_+ & = \delta_{n_1, n_2}; & [b_{n_1}, a_{n_2}^\dagger]_+ & = \delta_{n_1, n_2}; \\
[a_{n_1}^\dagger, a_{n_2}]_+ & = \delta_{n_1, n_2}; & [a_{n_1}^\dagger, b_{n_2}^\dagger]_+ & = \delta_{n_1, n_2}; \\
[b_{n_1}^\dagger, b_{n_2}^\dagger]_+ & = \delta_{n_1, n_2}.
\end{align*}
\] (4.9)

Some preliminary remarks about the division of creation and annihilation operators into in- and out-type are in order. Usually, when quantizing a field theory with a time-dependent external background, we work in the Schrödinger picture, where we have to define initial and final asymptotic states. Even if the external field is switched off at the time infinity, its potentials may be different from zero there. Thus, the Schrödinger initial and final asymptotic states are different as it occurs in QED with \( t \)-electric potential steps. Then the Schrödinger initial and final asymptotic states give rise to in- and out- states (the corresponding operators) in the Heisenberg picture. In the case under consideration, where we formally deal with time-independent backgrounds, and quantize directly in the Heisenberg picture, there appears the problem of identifying in- and out-operators. In the case of \( x \)-electric potential steps, we will be guided by the following physical considerations: All the in-particles (created by the in-creation operators from the vacuum) are moving from the asymptotic region \( S_L \) or \( S_R \) to the step, whereas all the out-particles (created by the out-creation operators from the vacuum) are moving from the step to the asymptotic region \( S_L \) or \( S_R \).

Below, after analyzing properties of one-particle states created by the introduced operators, we confirm the consistency of their division into in- and out-types.
B. Physical quantities

1. Classical physical quantities

Energy $\mathcal{H}$ of the classical Dirac field has the form
\[
\mathcal{H} = \int \psi^\dagger (X) \hat{H} \psi (X) \, dx,
\]
where one-particle Hamiltonian $\hat{H}$ is given by Eq. (2.3). The energy (4.8) is a gauge dependent quantity. Substituting the one-particle kinetic energy operator $\hat{H}^\text{kin}$, given by Eq. (2.13), for $\hat{H}$ in the right-hand side (RHS) of Eq. (1.8) we obtain a gauge invariant quantity $\hat{H}^\text{kin}$, which we call the kinetic energy of the classical Dirac field $\psi (X)$,
\[
\hat{H}^\text{kin} = \int \psi^\dagger (X) \hat{H}^\text{kin} \psi (X) \, dx, \quad \hat{H}^\text{kin} = \hat{H} - U (x).
\]

Decomposing the field $\psi (X)$ over the complete set $\psi_n (X)$, and dividing integral (4.9) in three integrals within the regions $S_L$, $S_{\text{int}}$ and $S_R$, as was done for the quantity $\mathcal{R}$ in Eq. (B2), we reduce calculating the quantity (4.9) to calculating the following matrix elements
\[
\begin{align*}
\mathcal{H}^\text{kin}_{nl} &= \mathcal{H}^L_{nl} + \mathcal{H}^\text{int}_{nl} + \mathcal{H}^R_{nl}, \\
\mathcal{H}^L_{nl} &= \int_{-K^{(L)}}^{x_L} h_{nl} \, dx, \quad \mathcal{H}^\text{int}_{nl} = \int_{x_L}^{x_R} h_{nl} \, dx, \quad \mathcal{H}^R_{nl} = \int_{x_R}^{K^{(R)}} h_{nl} \, dx, \\
h_{nl} &= \int \psi^\dagger (X) \hat{H}^\text{kin} \psi_l (X) \, dx_L.
\end{align*}
\]

The matrix elements $\mathcal{H}^\text{int}_{nl}$ are finite for any $n$ and $l$, and the terms $\mathcal{H}^L_{nl}$ and $\mathcal{H}^R_{nl}$ dominate in the limit $K^{(L/R)} \to \infty$. In the asymptotic regions $S_L$ and $S_R$ solutions $\psi_n (X)$ with any $n$ are eigenfunctions of the operator $\hat{H}^\text{kin}$ with the eigenvalues $\pi_0 (L)$ and $\pi_0 (R)$, respectively. That is why only diagonal matrix elements $\mathcal{H}^L_{nl}$ and $\mathcal{H}^R_{nl}$ differ from zero in the limit $K^{(L/R)} \to \infty$. Thus, the stationary states introduced in Sec. 3.1.2 diagonalize the introduced kinetic energy (4.9). This is an important necessary condition in the quantization procedure which provides in what follows an interpretation in terms of particles.

The kinetic energy of a stationary state $\psi_n (X)$ reads
\[
\mathcal{E}_n = M_n^{-1} \int \psi^\dagger_n (X) [p_0 - U (x)] \psi_n (X) \, dx.
\]

The kinetic energy of a wave packet $\psi (X)$ composed of stationary states $\psi_n (X)$ is a sum of the partial energies (4.11).

One can easily see that stationary states with quantum numbers $n$ from the regions $\Omega_2$ and $\Omega_4$ have the following kinetic energies
\[
\mathcal{E}_{n_2} = \pi_0 (L), \quad \mathcal{E}_{n_4} = \pi_0 (R).
\]

Let us consider stationary states \{ $\zeta \psi_n (X)$ \} and \{ $\zeta \psi_n (X)$ \} with quantum numbers $n$ from the ranges $\Omega_1$, $\Omega_3$, and $\Omega_5$. Their kinetic energies are denoted as $\zeta \mathcal{E}_n$ and $\zeta \mathcal{E}_n$, respectively. In the same manner, which was used in finding the orthonormality relations of the corresponding solutions, and retaining only the leading terms in the limit $K^{(L/R)} \to \infty$, we obtain
\[
\begin{align*}
\zeta \mathcal{E}_n &= V_L M_n^{-1} (\zeta E_n^L + \zeta E_n^R), \quad \zeta \mathcal{E}_n = V_L M_n^{-1} (\zeta E_n^L + \zeta E_n^R), \\
\zeta E_n^L &= \pi_0 (L) \zeta R_L, \quad \zeta E_n^R = \pi_0 (R) \zeta R_R, \\
\zeta E_n^L &= \pi_0 (L) \zeta R_L, \quad \zeta E_n^R = \pi_0 (R) \zeta R_R,
\end{align*}
\]

where $n \in \Omega_1 \cup \Omega_3 \cup \Omega_5$, and the quantities $\zeta R_{L/R}$ and $\zeta R_{L/R}$ are given by Eqs. (B5) and (B7); in fact, they depend also on the index $n$. Then, using Eqs. (B5), (B7), (3.40), and Eq. (B15), we find
\[
\begin{align*}
\zeta \mathcal{E}_n &= \pi_0 (R) + \frac{U}{2} \left| g (\uparrow) \right|^2, \quad \zeta \mathcal{E}_n = \pi_0 (L) - \frac{U}{2} \left| g (\downarrow) \right|^2, \quad n \in \Omega_1 \cup \Omega_5, \\
\zeta \mathcal{E}_n &= \pi_0 (R) + \frac{U}{2} \left| g (\downarrow) \right|^2, \quad \zeta \mathcal{E}_n = \pi_0 (L) - \frac{U}{2} \left| g (\uparrow) \right|^2, \quad n \in \Omega_3.
\end{align*}
\]
The energies $\mathcal{E}_n$, $i = 1, 2$ are positive, and the corresponding solutions in Eq. (4.11) are electron states, whereas all the energies $\mathcal{E}_n$, $i = 4, 5$ are negative, and the corresponding solutions in Eq. (4.11) are positron states,

$$\mathcal{E}_n > 0, \ \forall n \in \Omega_1 \cup \Omega_2; \ \mathcal{E}_n < 0, \ \forall n \in \Omega_4 \cup \Omega_5. \quad (4.16)$$

To estimate signs of energies (4.15), we note that they contain two terms with opposite signs. It follows from Eq. (4.42) that $|g(+) - |^2 \leq 1$. Then Eqs. (4.15) imply

$$\zeta \mathcal{E}_n - \zeta \mathcal{E}_n = \mathcal{U} \left(1 - |g(+) - |^2 \right) \geq 0. \quad (4.17)$$

It has to be stressed that the latter condition is enough to provide the existing of a vacuum in the further quantum field theory.

Note that energies $\mathcal{E}_n$, $i = 1, 2, 4, 5$ for the stationary states of bosons have the same form as for fermions in (4.12) and (4.14). However, the corresponding relations for bosons

$$\zeta \mathcal{E}_n = \pi_0 (R) - \frac{\mathcal{U}}{2} |g(+) - |^2, \quad \zeta \mathcal{E}_n = \pi_0 (L) + \frac{\mathcal{U}}{2} |g(+) - |^2, \quad n \in \Omega_3. \quad (4.18)$$

differ from their fermionic versions (4.15). Equations (4.18) imply the inequalities

$$\zeta \mathcal{E}_n > 0, \quad \zeta \mathcal{E}_n < 0, \quad (4.19)$$

which provide the positiveness of any boson excitations over the vacuum.

2. Quantum physical quantities

After the second quantization, physical quantities of the classical Dirac field turn out to be operators. In what follows, we are going to consider some of them. The first one is kinetic energy operator $\hat{H}_{\text{kin}}$, which, just from the beginning, we write in a renormalized form,

$$\hat{H}_{\text{kin}} = \int \hat{\Psi}^\dagger (X) \hat{H}_{\text{kin}} \hat{\Psi} (X) \, d\mathbf{r} - \mathbb{H}_0, \quad (4.20)$$

where the constant (in general, infinite) term $\mathbb{H}_0$ corresponds to the energy of vacuum fluctuations. Its explicit expression will be given below.

Inserting decompositions (4.1), (4.5), and (4.6) in the right-hand side of Eq. (4.20), we obtain a representation of the kinetic energy in terms of the introduced creation and annihilation operators,

$$\hat{H}_{\text{kin}} = \sum_{i=1}^{5} \sum_{n_{i}} \hat{H}_{n_{i}}, \quad \mathbb{H}_0 = \sum_{n_{3}} + \mathcal{E}_{n_{3}} + \sum_{n_{4}} \pi_0 (R) + \sum_{n_{5}} \left( + \mathcal{E}_{n_{5}} - \mathcal{E}_{n_{5}} \right),$$

$$\hat{H}_{n_{1}} = + \mathcal{E}_{n_{1}} + a_{n_{1}}^\dagger (\text{in}) + a_{n_{1}} (\text{in}) + - \mathcal{E}_{n_{1}} - a_{n_{1}}^\dagger (\text{in}) + a_{n_{1}} (\text{in})$$

$$= - \mathcal{E}_{n_{1}} - a_{n_{1}}^\dagger (\text{out}) - a_{n_{1}} (\text{out}) + + \mathcal{E}_{n_{1}} + a_{n_{1}}^\dagger (\text{out}) + a_{n_{1}} (\text{out}),$$

$$\hat{H}_{n_{2}} = \pi_0 (L) a_{n_{2}}^\dagger a_{n_{2}}, \quad \hat{H}_{n_{2}} = - \pi_0 (R) b_{n_{2}}^\dagger b_{n_{2}},$$

$$\hat{H}_{n_{3}} = + \mathcal{E}_{n_{3}} + a_{n_{3}}^\dagger (\text{out}) + a_{n_{3}} (\text{out}) - + \mathcal{E}_{n_{3}} + b_{n_{3}}^\dagger (\text{out}) + b_{n_{3}} (\text{out}),$$

$$= - \mathcal{E}_{n_{3}} - a_{n_{3}}^\dagger (\text{in}) + a_{n_{3}} (\text{in}) - - \mathcal{E}_{n_{3}} - b_{n_{3}}^\dagger (\text{in}) - b_{n_{3}} (\text{in}),$$

$$\hat{H}_{n_{5}} = - \mathcal{E}_{n_{5}} - b_{n_{5}}^\dagger (\text{out}) + b_{n_{5}} (\text{out}) - - \mathcal{E}_{n_{5}} - b_{n_{5}}^\dagger (\text{out}) - b_{n_{5}} (\text{out})$$

$$= - \mathcal{E}_{n_{5}} - b_{n_{5}}^\dagger (\text{in}) - b_{n_{5}} (\text{in}) - + \mathcal{E}_{n_{5}} + b_{n_{5}}^\dagger (\text{in}) + b_{n_{5}} (\text{in}). \quad (4.21)$$

We stress that the existence of two different representations for physical observables in the ranges $\Omega_1$, $\Omega_3$, and $\Omega_5$ corresponds to the existence of two different complete sets of solutions in these ranges. According to eqs. (4.14) and (4.15), we have

$$+ \mathcal{E}_{n_{3}} = - \mathcal{E}_{n_{3}}, \quad - \mathcal{E}_{n_{5}} + + \mathcal{E}_{n_{5}} = + \mathcal{E}_{n_{5}} + - \mathcal{E}_{n_{5}},$$

that is why the constant $H_0$ has the same value for any possible choice of $\hat{H}_{n_{i}}$, $i = 1, 3, 5$ in representation (4.21).
The formal expression of the charge operator \( \hat{Q} \) is
\[
\hat{Q} = \frac{q}{2} \int \left[ \hat{\Psi}^\dagger (X), \hat{\Psi} (X) \right] \cdot d\mathbf{r}.
\] (4.22)

Its decomposition in the creation and annihilation operators introduced reads
\[
\hat{Q} = \sum_{i=1}^{5} \sum_{n_i} \hat{Q}_{n_i} ,
\]
\[
\hat{Q}_{n_i} = -e \left[ +a_{n_1}^\dagger (\text{in}) \cdot +a_{n_1} (\text{in}) + -a_{n_1}^\dagger (\text{out}) \cdot -a_{n_1} (\text{out}) \right] ,
\]
\[
\hat{Q}_{n_2} = -ea_{n_2}^\dagger a_{n_2} ,
\]
\[
\hat{Q}_{n_3} = -e \left[ +a_{n_3}^\dagger (\text{out}) \cdot +a_{n_3} (\text{out}) - +b_{n_3}^\dagger (\text{out}) \cdot +b_{n_3} (\text{out}) \right] ,
\]
\[
\hat{Q}_{n_4} = e \left[ +b_{n_4}^\dagger (\text{out}) \cdot +b_{n_4} (\text{out}) + -b_{n_4}^\dagger (\text{in}) \cdot -b_{n_4} (\text{in}) \right] ,
\]
\[
\hat{Q}_{n_5} = e \left[ -b_{n_5}^\dagger (\text{in}) \cdot -b_{n_5} (\text{in}) + +b_{n_5}^\dagger (\text{in}) \cdot +b_{n_5} (\text{in}) \right].
\] (4.23)

We also will consider the energy flux of the Dirac field through the surface \( x = \text{const} \). Its QFT operator has the form
\[
\hat{F} (x) = \frac{1}{T} \int \hat{T}^{10} dtd\mathbf{r}_\perp ,
\] (4.24)

where \( \hat{T}^{10} \) is the component of the operator of the energy momentum tensor \( \hat{T}^{\mu \nu} \), and the integral over \( d\mathbf{r}_\perp \) is defined in Eq. (3.36). For our purposes, it is enough to work with the canonical energy momentum tensor
\[
T_{\mu \nu} = \frac{1}{2} \left\{ \bar{\psi}(x) \gamma_\mu P_r \psi(x) + \left[ P_r^* \bar{\psi}(x) \right] \gamma_\mu \psi(x) \right\} .
\]

Then the QFT operator \( \hat{F} (x) \) reads
\[
\hat{F} (x) = \frac{1}{T} \int \hat{\Psi}_0^\dagger (X) \gamma^0 \gamma^1 \hat{H}^{\text{kin}} \hat{\Psi} (X) dtd\mathbf{r}_\perp .
\] (4.25)

Another physical quantity useful for the further analysis is the electric current of the Dirac field through the surface \( x = \text{const} \). The corresponding QFT operator has the form
\[
\hat{J} = -e \frac{1}{T} \int \hat{\Psi}_0^\dagger (X) \gamma^0 \gamma^1 \hat{\Psi} (X) dtd\mathbf{r}_\perp .
\] (4.26)

Inserting decompositions (4.4), (4.5), and (4.6) in the right-hand part of the quantities (4.25) and (4.26), we can obtain their representations in terms of the introduced creation and annihilation operators. Then we can see that the right-hand part of (4.25) is diagonal with respect to the quantum numbers \( n \) for \( x \in S_L \) and for \( x \in S_R \), whereas the right-hand part of (4.26) does not depend on \( x \) and is diagonal with respect to the quantum numbers \( n \) for any \( x \).

C. Partial and total vacuum states

Let us define two vacuum vectors \(|0, \text{in}\rangle\) and \(|0, \text{out}\rangle\), one of which is the zero-vector for all in-annihilation operators and the other is zero-vector for all out-annihilation operators. Besides, the both vacua are zero-vectors for the annihilation operators \( a_{n_2} \) and \( b_{n_4} \), which is consistent with the anticommutation relations (4.7). Thus, we have
\[
+a_{n_2} (\text{in}) |0, \text{in}\rangle = -a_{n_1} (\text{in}) |0, \text{in}\rangle = 0, \\
- b_{n_4} (\text{in}) |0, \text{in}\rangle = + b_{n_5} (\text{in}) |0, \text{in}\rangle = 0, \\
- a_{n_3} (\text{in}) |0, \text{in}\rangle = - b_{n_6} (\text{in}) |0, \text{in}\rangle = 0, \\
a_{n_2} |0, \text{in}\rangle = b_{n_4} |0, \text{in}\rangle = 0, \\
] (4.27)
and

\[ -a_{n_1} \langle \text{out} | 0, \text{out} \rangle = +a_{n_1} \langle \text{out} | 0, \text{out} \rangle = 0, \]
\[ +b_n \langle \text{out} | 0, \text{out} \rangle = -b_n \langle \text{out} | 0, \text{out} \rangle = 0, \]
\[ +b_n \langle \text{out} | 0, \text{out} \rangle = +a_n \langle \text{out} | 0, \text{out} \rangle = 0, \]
\[ a_n \langle \text{out} | 0, \text{out} \rangle = b_n \langle \text{out} | 0, \text{out} \rangle = 0. \]

(4.28)

Then we postulate that the state space of the system under consideration is the Fock space constructed, say, with the help of the vacuum \( |0, \text{in} \rangle \) and the corresponding creation operators. One can verify (see Sec. III) that this Fock space is unitary equivalent to the other Fock space constructed with the help of the vacuum \( |0, \text{out} \rangle \) and the corresponding creation operators.

In this case, one can see that vacuum mean values of the operator \( \hat{H}^\text{kin} \) and of the charge operator \( \hat{Q} \) are zero in the both Fock spaces,

\[ \langle 0, \text{in} | \hat{H}^\text{kin} | 0, \text{in} \rangle = 0, \quad \langle 0, \text{out} | \hat{H}^\text{kin} | 0, \text{out} \rangle = 0, \quad \langle 0, \text{in} | \hat{Q} | 0, \text{in} \rangle = 0, \quad \langle 0, \text{out} | \hat{Q} | 0, \text{out} \rangle = 0. \]

Thus, according to Eqs. (4.14), (4.16), and (4.17), these are uncharged states with minimal kinetic energy and the operator \( \hat{H}^\text{kin} \) is positively-defined in the ranges \( \Omega_i \), \( i = 1, 2, 4, 5 \). One can verify that the introduced vacua have minimum energy with respect to any uncharged quasistationary states in the range \( \Omega_i \). Indeed, in our construction it is assumed that electrons and positrons with quantum numbers in this range being in one of corresponding asymptotic regions occupy quasistationary states, i.e., they are described by wave packets that maintain their forms sufficiently long in these regions. Only such electron and positron wave packets have a physical meaning. As we demonstrate in Secs. VII C and D in the range \( \Omega_i \), any electron wave packets that really have a physical meaning can be localized only in the asymptotic region \( S_l \) (as in the range \( \Omega_j \)), whereas any positron wave packets that really have a physical meaning can be localized only in the asymptotic regions \( S_R \) (as in the range \( \Omega_j \)). Kinetic energies of these wave packets are formed for electrons by contributions of \( \pi_0 (L) \), for positrons by contribution \( |\pi_0 (R)| \) and are, therefore, always positive.

Because any annihilation operators with quantum numbers \( n_l \) corresponding to different \( i \) anticommute between themselves, we can represent the introduced vacua as tensor products of the corresponding vacua in the five ranges,

\[ |0, \text{in} \rangle = \prod_{i=1}^{5} |0, \text{in} \rangle^{(i)}, \quad |0, \text{out} \rangle = \prod_{i=1}^{5} |0, \text{out} \rangle^{(i)}, \]

(4.29)

where the partial vacua \( |0, \text{in} \rangle^{(i)} \) and \( |0, \text{out} \rangle^{(i)} \) obey relations (4.27) and (4.28) for any \( n_i \) and \( \zeta \).

It follows from relations (4.27) and (4.28) that

\[ |0, \text{in} \rangle^{(i)} = |0, \text{out} \rangle^{(i)}, \quad i = 2, 4. \]

(4.30)

Let us rewrite relations (4.38) for solutions with quantum numbers \( n_1 \) as follows

\[ +\psi_n (X) = g (|+) \eta_l + \psi_n (X) - \psi_n (X) g (|+) \], \]
\[ -\psi_n (X) = g (|+) \eta_l - \psi_n (X) + \psi_n (X) g (|+) \];
\[ +\psi_n (X) = g (|+) \eta_R + \psi_n (X) - \psi_n (X) g (|+) \],
\[ -\psi_n (X) = g (|+) \eta_R - \psi_n (X) + \psi_n (X) g (|+) \],

(4.31)

where pairs of solutions in the RHS of Eqs. (4.31) are orthogonal due to relations (4.37) at any fixed \( t \). We recall that the relation

\[ |g (|+) \rangle^2 = |g (|+) \rangle^2 + 1 \]

(4.32)

holds as a consequence of Eqs. (3.32). Using these relations and two possible representations (4.3) for the operator \( \hat{\Psi}_l (X) \), one can find direct and inverse canonical transformations between the initial and final pairs of annihilation operators of electrons:

\[ +a_n (\text{out}) = \eta_l g (+|+) \eta_l + a_n (\text{in}) + g (|-) \eta_l g (|-) \eta_l + a_n (\text{in}), \]
\[ -a_n (\text{out}) = g (+|+) \eta_l + a_n (\text{in}) - \eta_l g (|-) \eta_l + a_n (\text{in}); \]
\[ +a_n (\text{in}) = g (|-) \eta_l + a_n (\text{out}) + \eta_l g (+|+) \eta_l + a_n (\text{out}), \]
\[ -a_n (\text{in}) = -\eta_l g (|-) \eta_l + a_n (\text{out}) + g (+|+) \eta_l + a_n (\text{out}). \]

(4.33)
Canonical transformations between the initial and final pairs of creation operators of electrons can be derived from relations (4.33).

In the same manner, using relations (3.38) for solutions with quantum numbers \( n \in \Omega_5 \), and two possible representations for the operator \( \Psi_5 (X) \) given by (4.35), one can find canonical transformations between the initial and final pairs of positron creation operators. They can be obtained from relations (4.33) by the substitution \( +a_{n_1} (\text{in}) \rightarrow +b_{n_5}^\dagger (\text{out}) \), \(-a_{n_1} (\text{in}) \rightarrow -b_{n_5}^\dagger (\text{out}) \), \(+a_{n_1} (\text{out}) \rightarrow +b_{n_5}^\dagger (\text{in}) \), and \(-a_{n_1} (\text{out}) \rightarrow -b_{n_5}^\dagger (\text{in}) \).

Since the canonical transformations (4.33) do not mix creation and annihilation operators, we can choose
\[
|0, \text{in}^{(i)} \rangle = |0, \text{out}^{(i)} \rangle, \quad i = 1, 5.
\] (4.34)

Together with their adjoint relations Eqs. (4.33) define an unitary transformation \( V_{\Omega_1} \) between in- and out-operators in the range \( \Omega_1 \),
\[
\{ +a_1^\dagger (\text{in}), -a_1^\dagger (\text{in}), +a (\text{in}), -a (\text{in}) \} = V_{\Omega_1} \{ +a_1^\dagger (\text{out}), -a_1^\dagger (\text{out}), +a (\text{out}), -a (\text{out}) \} V_{\Omega_1}^\dagger.
\]

The unitary operator \( V_{\Omega_1} \) has the form
\[
V_{\Omega_1} = \exp \left\{ \sum_{n \in \Omega_1} +a_n^\dagger (\text{out}) g (-|+\rangle^{-1} -a_n (\text{out}) \right\} \\
\times \exp \left\{ - \sum_{n \in \Omega_1} -a_n^\dagger (\text{out}) \ln \left[ g (-|\rangle g (-|+\rangle^{-1} \right] -a_n (\text{out}) \right\} \\
\times \exp \left\{ \sum_{n \in \Omega_1} +a_n^\dagger (\text{out}) \ln \left[ g (+|\rangle g (+|+\rangle^{-1} \right] +a_n (\text{out}) \right\} \\
\times \exp \left\{ - \sum_{n \in \Omega_1} -a_n^\dagger (\text{out}) g (-|+\rangle^{-1} +a_n (\text{out}) \right\}.
\] (4.35)

Similar results take place in the range \( \Omega_5 \):
\[
\{ -b_1^\dagger (\text{in}), +b_1^\dagger (\text{in}), -b (\text{in}), +b (\text{in}) \} = V_{\Omega_5} \{ -b_1^\dagger (\text{out}), +b_1^\dagger (\text{out}), -b (\text{out}), +b (\text{out}) \} V_{\Omega_5}^\dagger,
\]
\[
V_{\Omega_5} = \exp \left\{ - \sum_{n \in \Omega_5} +b_n^\dagger (\text{out}) g (+|\rangle^{-1} -b (\text{out}) \right\} \\
\times \exp \left\{ - \sum_{n \in \Omega_5} -b_n^\dagger (\text{out}) \ln \left[ g (-|\rangle g (+|+\rangle^{-1} \right] -b (\text{out}) \right\} \\
\times \exp \left\{ \sum_{n \in \Omega_5} +b_n^\dagger (\text{out}) \ln \left[ g (+|\rangle g (+|+\rangle^{-1} \right] +b (\text{out}) \right\} \\
\times \exp \left\{ \sum_{n \in \Omega_5} -b_n^\dagger (\text{out}) g (+|\rangle^{-1} +b (\text{out}) \right\}.
\] (4.36)

We recall, that the similar result (4.30) takes place in the regions \( \Omega_i \), \( i = 2, 4 \). Both relations (4.30) and (4.34) mean that the partial vacua \( |0, \text{in}^{(i)} \rangle \), \( i = 1, 2, 4, 5 \) are stable under the action of the external field. In what follows, we denote the tensor product of these partial vacua by \(|0\rangle\),
\[
|0\rangle = \prod_{i=1,2,4,5} |0, \text{in}^{(i)} \rangle = \prod_{i=1,2,4,5} |0, \text{out}^{(i)} \rangle.
\] (4.37)

Below, we are going to consider one-particle states \( a_n^\dagger (\text{in/out}) |0, \text{in/out} \rangle \) and \( b_n^\dagger (\text{in/out}) |0, \text{in/out} \rangle \) created by the introduced creation operators from the vacuum.

The physical meaning of these states will be discussed separately for each range of the quantum numbers \( n \).
Fig. 3. In and out-particles near an x-potential step

V. ONE-PARTICLE STATES IN THE RANGES $\Omega_1$ AND $\Omega_5$

A. General

We believe that according to the structure of the Dirac energy spectra in the asymptotic regions $S_L$ and $S_R$, there exist only one-electron states in the range $\Omega_1$, whereas in the range $\Omega_5$ there exist only one-positron states.

We remind that condition $(\zeta \tilde{\psi}_n, -\zeta \tilde{\psi}_n) = 0 \ (B14)$ for $n \in \Omega_1 \cup \Omega_5$ means that the sets of solutions $\{ \zeta \tilde{\psi}_n(X) \}$ and $\{ -\zeta \tilde{\psi}_n(X) \}$ with opposite $\zeta$ represent independent physical states.

We associate the independent pair $\{ +\tilde{\psi}_{n_1}(in) \}$ and $\{ -\tilde{\psi}_{n_1}(out) \}$ with electron in-solutions and the independent pair $\{ -\tilde{\psi}_{n_5}(in) \}$ and $\{ +\tilde{\psi}_{n_5}(out) \}$ with electron out-solutions. Correspondingly, in the range $\Omega_1$, one-electron states are

$$
\begin{align*}
+ a_{n_1}^\dagger (in) |0\rangle, \quad - a_{n_1}^\dagger (in) |0\rangle, \quad - a_{n_1}^\dagger (out) |0\rangle, \quad + a_{n_1}^\dagger (out) |0\rangle.
\end{align*}
$$

We associate the independent pair $\{ -\tilde{\psi}_{n_5}(in) \}$ and $\{ +\tilde{\psi}_{n_5}(out) \}$ with positron in-solutions and the independent pair $\{ +\tilde{\psi}_{n_5}(in) \}$ and $\{ -\tilde{\psi}_{n_5}(out) \}$ with positron out-solutions. Correspondingly, in the range $\Omega_5$, one-positron states are

$$
\begin{align*}
+ b_{n_5}^\dagger (out) |0\rangle, \quad - b_{n_5}^\dagger (out) |0\rangle, \quad - b_{n_5}^\dagger (in) |0\rangle, \quad + b_{n_5}^\dagger (in) |0\rangle.
\end{align*}
$$

B. Interpretation of states in $\Omega_1$ and $\Omega_5$

To give an interpretation of states in $\Omega_1$ and $\Omega_5$ we have studied one-particle mean values of the charge, the kinetic energy, the number of particles, the current, and the energy flux through the surfaces $x = x_L$ and $x = x_R$. The corresponding calculations are placed in the Appendix C. Based on results of such calculations, we can finally conclude:

1. The states (5.1) are states with the charge $-e$. The states (5.2) are states with the charge $+e$.

2. All these states have positive energies and therefore they can be treated as physical particle states, namely states (5.1) represent electrons, whereas states (5.2) represent positrons. Their currents (C7) and (C8) also confirm this interpretation.

3. Mean energy fluxes (C10) and (C11) of states under consideration through the surfaces $x = x_L$ and $x = x_R$ together with expressions for their currents allow us to believe that:
(a) electrons \( +a_{n_1}^{\dagger} (\text{in}) \, |0\rangle \) and \( +a_{n_1}^{\dagger} (\text{out}) \, |0\rangle \) are moving to the right,
(b) electrons \( -a_{n_1}^{\dagger} (\text{out}) \, |0\rangle \) and \( -a_{n_1}^{\dagger} (\text{in}) \, |0\rangle \) are moving to the left;
(c) positrons \( -b_{n_5}^{\dagger} (\text{in}) \, |0\rangle \) and \( -b_{n_5}^{\dagger} (\text{out}) \, |0\rangle \) are moving to the right,
(d) positrons \( +b_{n_5}^{\dagger} (\text{out}) \, |0\rangle \) and \( +b_{n_5}^{\dagger} (\text{in}) \, |0\rangle \) are moving to the left.

Thus, we see that the asymptotic longitudinal physical momenta of electrons are \( p_{ph}^{L} = p^{L} \) and \( p_{ph}^{R} = p^{R} \), whereas for positrons they are \( p_{ph}^{L} = -p^{L} \) and \( p_{ph}^{R} = -p^{R} \).

(4) We classify electron states \( +a_{n_1}^{\dagger} (\text{in}) \, |0\rangle \) and \( -a_{n_1}^{\dagger} (\text{in}) \, |0\rangle \) as in- states, because they are moving to the step from the asymptotic regions \( S_L \) and \( S_R \), respectively, with definite asymptotic behavior there. We classify electron states
\[
-\frac{a_{n_1}^{\dagger} (\text{out}) |0\rangle}{\langle 0 | +a_{n_1}^{\dagger} (\text{in})} \quad \text{as out- states because they are moving from the step to the asymptotic regions } S_L \text{ and } S_R, \text{ respectively, having their definite asymptotics.}
\]

We classify positron states \( -b_{n_5}^{\dagger} (\text{in}) \, |0\rangle \) and \( +b_{n_5}^{\dagger} (\text{in}) \, |0\rangle \) as in- states because they are moving to the step from the asymptotic regions \( S_L \) and \( S_R \), respectively, having their definite asymptotics. We classify positron states \( +b_{n_5}^{\dagger} (\text{out}) \, |0\rangle \) and \( -b_{n_5}^{\dagger} (\text{out}) \, |0\rangle \) as out- states because they are moving from the step to the asymptotic regions \( S_L \) and \( S_R \), respectively, having their definite asymptotics.

In Fig. 3 we show in- and out-electron states in the range \( \Omega_1 \) and in- and out-positron states in the range \( \Omega_2 \). Here electrons are drawn by circles with the sign minus inside and positrons with the sign plus inside. The associated arrows show the energy flux directions given by Eqs. (10) and (11). Thus, these arrows show the directions of motion.

To justify completely our interpretation of the in- and out-states, we first recall that it is impossible to refer (even in the nonrelativistic quantum mechanics) to a direction of motion of plane waves, which has no physical meaning, since they are not localized. The scattering problem is formulated for particles that are represented by wave packets localized in some space areas. What do we demand from such localized packets? First of all, the localization areas have to belong to one of the asymptotic regions \( S_L \) or \( S_R \). Each of the localized wave packets must be composed of states with asymptotic physical momenta \( p_{ph}^{L} \) or \( p_{ph}^{R} \), respectively, that have the same directions and belong to one and the same range \( \Omega \). We call these packets quasilocalized, because of not very rigid requirements for their localization. Such wave packets are moving in the same direction as their constituent waves. In the scattering problem under consideration, we consider four types of wave packets in each range \( \Omega_1 \) and \( \Omega_2 \), two of them being quasilocalized in the asymptotic region \( S_L \) and two of them in the asymptotic region \( S_R \). All the packets quasilocalized in \( S_L \) are formed of solutions \( \zeta \psi_n (X) \), whereas all the packets quasilocalized in \( S_R \) are formed of solutions \( \zeta \psi_n (X) \). Indeed, in the asymptotic region \( S_L \) and \( S_R \) solutions \( \zeta \psi_n (X) \) and \( \zeta \psi_n (X) \), respectively, are reduced to waves with definite asymptotic physical momenta \( p_{ph}^{L} \) and \( p_{ph}^{R} \), respectively. That is why directions of motion of the wave packets in these regions are well defined.

The electron wave packets in the range \( \Omega_1 \), composed of solutions \( +\psi_n (X) \) or \( -\psi_n (X) \), are moving to the region \( S_{\text{int}} \) (in the QM scattering theory they are called incoming waves), whereas the electron wave packets composed of solutions \( -\psi_n (X) \) or \( +\psi_n (X) \) are moving away from the region \( S_{\text{int}} \) (in the QM scattering theory they are called outgoing waves). Thus, we believe that the first type of the wave packets describe in-electron states with asymptotic behavior formed before they meet the external field, and the second type of wave packets describe out-electrons that have asymptotic behavior observed after they have left the region where the external field is present. That is the reason for our definitions of in- and out- creation and annihilation operators with quantum numbers \( n_1 \) in the decomposition of the quantized Dirac field (4.5). It is not difficult to give similar interpretation for positron wave packets in the range \( \Omega_5 \).

According to these definitions, we introduce absolute \( \tilde{R} \) and relative \( R \) amplitudes of an electron reflection, and absolute \( \tilde{T} \) and relative \( T \) amplitudes of an electron transmission in the range \( \Omega_1 \) as
\[
\tilde{R}_{n_1} = c_n \tilde{R}_{n_1}, \quad R_{n_1} = \langle 0 | -a_{n_1} (\text{out}) \, +a_{n_1}^{\dagger} (\text{in}) \, |0\rangle,
\tilde{T}_{n_1} = c_n \tilde{T}_{n_1}, \quad T_{n_1} = \langle 0 | +a_{n_1} (\text{out}) \, +a_{n_1}^{\dagger} (\text{in}) \, |0\rangle,
\tilde{R}_{n_1} = c_n \tilde{R}_{n_1}, \quad R_{n_1} = \langle 0 | +a_{n_1} (\text{out}) \, -a_{n_1}^{\dagger} (\text{in}) \, |0\rangle,
\tilde{T}_{n_1} = c_n \tilde{T}_{n_1}, \quad T_{n_1} = \langle 0 | -a_{n_1} (\text{out}) \, -a_{n_1}^{\dagger} (\text{in}) \, |0\rangle,
\]
and similar quantities for a positron in the range \( \Omega_5 \) as
\[
\tilde{R}_{n_5} = c_n \tilde{R}_{n_5}, \quad R_{n_5} = \langle 0 | -b_{n_5} (\text{out}) \, +b_{n_5}^{\dagger} (\text{in}) \, |0\rangle,
\tilde{T}_{n_5} = c_n \tilde{T}_{n_5}, \quad T_{n_5} = \langle 0 | +b_{n_5} (\text{out}) \, +b_{n_5}^{\dagger} (\text{in}) \, |0\rangle,
\tilde{R}_{n_5} = c_n \tilde{R}_{n_5}, \quad R_{n_5} = \langle 0 | +b_{n_5} (\text{out}) \, -b_{n_5}^{\dagger} (\text{in}) \, |0\rangle,
\tilde{T}_{n_5} = c_n \tilde{T}_{n_5}, \quad T_{n_5} = \langle 0 | -b_{n_1} (\text{out}) \, -b_{n_5}^{\dagger} (\text{in}) \, |0\rangle.
\]
where \( R \) and \( T \) are the corresponding relative amplitudes, and \( c_n = \langle 0, \text{out}|0, \text{in} \rangle \), see Sec. VII.D. 
Using canonical transformations (3.30) one can calculate the relative electron amplitudes,

\[
R_{+,n} = g \left( + \left| + \right) \right] \left( - \left| + \right) \right], \quad T_{+,n} = \eta_n g \left( + \left| + \right) \right] \left( - \left| + \right) \right],
\]

\[
R_{-,n} = g \left( - \left| - \right) \right] \left( + \left| - \right) \right], \quad T_{-,n} = -\eta_n g \left( - \left| - \right) \right] \left( + \left| - \right) \right].
\]

(5.5)

Similar expressions can be obtained for the corresponding positron amplitudes. They differ from Eqs. (5.5) only by phases.

As it follows from Eqs. (5.41) and (5.42) the corresponding probabilities satisfy the following relations

\[
|R_{+,n}|^2 = |R_{-,n}|^2, \quad |T_{+,n}|^2 = |T_{-,n}|^2, \quad |R_{-n}|^2 + |T_{-n}|^2 = 1, \quad n \in \Omega_1, \Omega_5.
\]

(5.6)

Equation (5.6) is just the condition of the probability conservation, written in terms of relative probabilities of reflection and transmission, under the condition that in all other states with quantum numbers \( m \neq n \) partial vacua remain vacua.

Now we see that according to Eqs. (C4) the relative probabilities coincide with the corresponding mean values,

\[
N_{-\zeta}^{(a)}(n, -\zeta) = |R_{-\zeta}|^2, \quad N_{\zeta}^{(a)}(n, \zeta) = |T_{\zeta}|^2, \quad n \in \Omega_1, \Omega_5.
\]

(5.7)

This nontrivial result may be interpreted as QFT justification of rules of time-independent potential scattering theory, see Ref. [47], in the ranges \( \Omega_1 \) and \( \Omega_5 \). To clarify this point of view, let us consider one specific process in the range \( \Omega_1 \), namely, the evolution of the in-state \( a_{n_1}^\dagger \text{(in)} \langle 0 \rangle \). From the point of view of causal evolution this state can be reflected, i.e., to pass to the out-state \( -a_{n_1}^\dagger \text{(out)} \langle 0 \rangle \) with the probability \( |R_{-n_1}|^2 \) and can be transmitted, i.e., to pass to the out-state \( a_{n_1}^\dagger \text{(out)} \langle 0 \rangle \) with the probability \( |T_{n_1}|^2 \). Let us try to apply the potential scattering theory to the same problem, using our QFT picture. Then, we have to calculate two mean currents in our in-state, one \( J_R \) related to the out-particles \( -a_{n_1}^\dagger \text{(out)} \langle 0 \rangle \) and another one \( J_T \) related to the out-particles \( a_{n_1}^\dagger \text{(out)} \langle 0 \rangle \). Both currents are proportional to the mean numbers of the corresponding out-particles in our in-state and can be represented by these numbers in the example under consideration. Then

\[
J_R = \langle 0 \mid a_{n_1}^\dagger \text{(in)} \left[ -a_{n_1}^\dagger \text{(out)} \right] -a_{n_1} \text{(out)} \rangle +a_{n_1}^\dagger \text{(in)} \rangle \langle 0 \rangle
\]

\[
= |g \left( + \left| + \right) \right] |^2 |g \left( - \left| + \right) \right] | = |R_{-n_1}|^2,
\]

\[
J_T = \langle 0 \mid a_{n_1}^\dagger \text{(in)} \left[ +a_{n_1}^\dagger \text{(out)} \right] +a_{n_1} \text{(out)} \rangle +a_{n_1}^\dagger \text{(in)} \rangle \langle 0 \rangle
\]

\[
= |g \left( + \left| + \right) \right] |^2 |g \left( - \left| + \right) \right] | = |T_{+n_1}|^2.
\]

Thus, we see that in the range \( \Omega_1 \) realization of rules of the potential scattering theory in the framework of QFT allows one to obtain the correct result \( J_R + J_T = 1 \).

VI. ONE-PARTICLE STATES IN THE RANGES \( \Omega_2 \) AND \( \Omega_4 \)

In the range \( \Omega_2 \) there exist only one-electron states \( a_{n_2}^\dagger \langle 0 \rangle \), whereas in the range \( \Omega_4 \) there exist only one-positron states \( b_{n_4}^\dagger \langle 0 \rangle \),

\[
a_{n_2}^\dagger \langle 0 \rangle, \quad b_{n_4}^\dagger \langle 0 \rangle.
\]

(6.1)

Below, we study their interpretations and properties.

Using Eqs. (3.36) we see that the renormalized QFT currents, given by the operator \( \hat{\mathcal{J}} \) (C6) is zero in the states under consideration,

\[
J_{n_2} = \langle 0 \mid a_{n_2}^\dagger \hat{\mathcal{J}} a_{n_2}^\dagger \rangle \langle 0 \rangle = J_{n_4} = \langle 0 \mid b_{n_4}^\dagger \hat{\mathcal{J}} b_{n_4}^\dagger \rangle \langle 0 \rangle = 0.
\]

(6.2)

We interpret the QFT states (6.1) as standing waves (stationary waves) that present a result of interference between two waves traveling in opposite directions, see Eqs. (5.29) and (3.30). In Fig. 3 we show these standing waves in the ranges \( \Omega_2 \) and \( \Omega_4 \). Here electron standing waves are drawn as circles with the minus inside and positrons with the plus inside.

It should be stressed that the case of the ranges \( \Omega_{2,4} \) can be considered as a degenerate one with respect to the case of the ranges \( \Omega_{1,5} \). This case could formally by extracted from relation (5.5) by considering the limit
Correspondingly, in the range $\Omega_{\text{pair}}^{\text{simplicity}}$, since no other ranges are considered in this section, the quantum numbers $\{\psi\}$ which differs from similar relation (4.32) in the range $\Omega_1$. On one hand, this is not a trivial task, and, on the other hand, this problem is the scope of our main goal, which is the $\psi$ packets composed of formal solutions introduced in the ranges $\Omega_2$. Finally, in the ranges $\Omega_{2,4}$ only the total reflection takes place. This process can be well described in the framework of one-particle quantum mechanics, see [18]. Its rigorous description in the framework of QFT as a time-dependent process leads to the same results confirming heuristic one-particle quantum-mechanical interpretation.

One can, in principle, define in- and out-states related to these opposite waves. It should be noted that, on the one hand, this is not a trivial task, and, on the other hand, this problem is the scope of our main goal, which is the consideration of particle creation processes. The latter processes are specific for the $\Omega_3$ range, as it will be clear in what follows. However, we represent below a brief discussion of in- and out-states in the $\Omega_{2,4}$ ranges.

We believe that physical state vectors that correspond to localized in- and out-electrons or positrons are some wave packets composed of formal solutions introduced in the ranges $\Omega_2$ and $\Omega_4$. In the region $S_{\text{R}}$ the constituent waves $\psi_{n_3}(X)$ have zero asymptotic values which implies that any wave packet describing an electron is quasilocalized in the region $S_{\text{L}}$. In the region $S_{\text{L}}$ the constituent waves $\psi_{n_4}(X)$ have zero asymptotic values, which implies that any wave packet describing a positron is quasilocalized in the region $S_{\text{R}}$.

## VII. ONE-PARTICLE STATES IN THE RANGE $\Omega_3$

### A. General

First we recall (see Sec. III B 3) that according to the structure of the Dirac energy spectra in the asymptotic regions $S_{\text{L}}$ and $S_{\text{R}}$, there exist two sets $\{\zeta \psi_{n_3}(X)\}$ and $\{\zeta \psi_{n_3}(X)\}$ of solutions in the range $\Omega_3$ that obey the orthogonality relations ($\zeta \psi_{n_3}, \zeta \psi_{n_3} = 0$, see [18]). Thus, in this range we have two pairs $\{-\psi_{n_3}(X), \psi_{n_3}(X)\}$ and $\{+\psi_{n_3}(X), +\psi_{n_3}(X)\}$ of independent solutions. Each pair forms a complete set of solutions in the range $\Omega_3$.

According to Eqs. (3.38), there exist relations between solutions $\{\zeta \psi_{n_3}(X)\}$ and $\{\zeta \psi_{n_3}(X)\}$,

$$
\begin{align*}
+\psi_{n}(X) &= g(+) \zeta \psi_{n}(X) g(-) - \psi_{n}(X), \\
-\psi_{n}(X) &= g(-) \zeta \psi_{n}(X) g(+), \\
+\psi_{n}(X) &= g(+) \zeta \psi_{n}(X) g(-), \\
-\psi_{n}(X) &= g(-) \zeta \psi_{n}(X) g(+). \\
\end{align*}
$$

As it follows from Eqs. (3.32), in the range under consideration the coefficients $g$ satisfy the following relation

$$
|g(+)|^2 = |g(-)|^2 + 1,
$$

which differs from similar relation (4.32) in the range $\Omega_1$.

We associate the first independent pair $\{-\psi_{n_3}(X), \psi_{n_3}(X)\}$ with in-solutions and the second independent pair $\{+\psi_{n_3}(X), +\psi_{n_3}(X)\}$ with out-solutions. Thus, solutions $\{-\psi_{n_3}(X), +\psi_{n_3}(X)\}$ are associated with in- and out-electron states, whereas solutions $\{-\psi_{n_3}(X), +\psi_{n_3}(X)\}$ are associated with in- and out-positron states. Correspondingly, in the range $\Omega_3$ there exist four types of one-particle QFT states,

$$
-\psi_{n_3}(\text{in}) \rightarrow |0, \text{in}|, \quad +\psi_{n_3}(\text{out}) \rightarrow |0, \text{out}|, \quad -\psi_{n_3}(\text{in}) \rightarrow |0, \text{in}|, \quad +\psi_{n_3}(\text{out}) \rightarrow |0, \text{out}|.
$$

Since no other ranges are considered in this section, the quantum numbers $n_3$ are sometimes denoted by $n$ for simplicity.
Using both alternative decompositions \((4.3)\) for \(\Psi_{3} (X)\) and relations \((7.1)\), we find the following linear canonical transformations between the introduced in- and out- creation and annihilation operators

\[
+a_n (\text{out}) = -g (\text{+})^{-1} b_n^\dagger (\text{in}) + g (-\text{+})^{-1} g (\text{+}) \cdot a_n (\text{in}), \\
-b_n (\text{out}) = g (-\text{+})^{-1} g (+\text{+}) b_n^\dagger (\text{in}) + g (-\text{+})^{-1} a_n (\text{in}), \\
+a_n (\text{in}) = g (+\text{−})^{-1} + g (-\text{−}) b_n^\dagger (\text{out}) + g (+\text{−})^{-1} a_n (\text{out}), \\
-a_n (\text{in}) = g (+\text{−})^{-1} a_n (\text{out}) + g (-\text{−})^{-1} \cdot a_n (\text{in}).
\]

(7.4)

Because these transformations entangle annihilation and creation operators, the partial vacua \(|0,\text{in}\rangle^{(3)}\) and \(|0,\text{out}\rangle^{(3)}\) are essentially different. That is why, the total vacua \(|0,\text{in}\rangle\) and \(|0,\text{out}\rangle\) are different as well, see Eqs. \((4.29)\) and \((4.37)\).

B. Interpretation of states in \(\Omega_{3}\)

To give an interpretation of states in \(\Omega_{3}\) we have studied one-particle mean values of the charge, the kinetic energy, the number of particles, the current, and the energy flux through the surfaces \(x = x_{L}\) and \(x = x_{R}\). The corresponding calculations are placed in the Appendix \(C.2\). Based on results of such calculations, we can finally conclude:

1. The states

\[
-a_{n_{3}}^\dagger (\text{in}) |0,\text{in}\rangle, \quad +a_{n_{3}}^\dagger (\text{out}) |0,\text{out}\rangle
\]

(7.5)

are states with the charge \(-e\). The states

\[
-b_{n_{3}}^\dagger (\text{in}) |0,\text{in}\rangle, \quad +b_{n_{3}}^\dagger (\text{out}) |0,\text{out}\rangle
\]

(7.6)

are states with the charge \(+e\). Equations \((C17)\) confirm these conclusions.

2. Each of these states belongs to one of the physical wave packets that have positive energies as is demonstrated in Sec. \(VII.C\). and, therefore, they can be treated as physical particle states, namely, states \((7.3)\) represent electrons, whereas states \((7.6)\) represent positrons. Their currents \((C17)\) also confirm this interpretation.

3. Mean energy fluxes \((C19)\) of states \((7.3)\) through the surfaces \(x = x_{L}\) and \(x = x_{R}\) together with expressions \((C17)\) for their currents allow us to conclude that:

   (a) electrons \(-a_{n_{3}}^\dagger (\text{in}) |0,\text{in}\rangle\) and positrons \(+b_{n_{3}}^\dagger (\text{out}) |0,\text{out}\rangle\) are moving to the right;

   (b) electrons \(+a_{n_{3}}^\dagger (\text{out}) |0,\text{out}\rangle\) and positrons \(-b_{n_{3}}^\dagger (\text{in}) |0,\text{in}\rangle\) are traveling to the left.

We stress that in contrast to the ranges \(\Omega_{1}\) and \(\Omega_{3}\), in the range \(\Omega_{3}\) signs of the energy fluxes of the electrons are determined by signs of the quantum number \(p^{L}\) whereas signs of the energy fluxes of the positrons are determined by signs of the quantum number \(p^{R}\). This correlation follows from the fact that in the region \(S_{L}\) the directions of the positron motion coincides with the directions of positron current and in the region \(S_{L}\) the directions of the electron motion is opposite to the directions of the electron current.

4. We classify electron states \(-a_{n_{3}}^\dagger (\text{in}) |0,\text{in}\rangle\) as in- states, because they can move to the step only from the asymptotic region \(S_{L}\). The latter statement is based on our belief that the structure of the Dirac spectrum in the region \(S_{R}\) forbids electrons to be present in this region.

We classify electron states \(+a_{n_{3}}^\dagger (\text{out}) |0,\text{out}\rangle\) as out- states, because they can move from the step only to the asymptotic regions \(S_{L}\). The latter statement is based on our belief that the structure of the Dirac spectrum in the region \(S_{R}\) forbids electrons to be present in this region.

We classify positrons states \(-b_{n_{3}}^\dagger (\text{in}) |0,\text{in}\rangle\) as in- states, because they can move to the step only from the asymptotic region \(S_{R}\). The latter statement is based on our belief that the structure of the Dirac spectrum in the region \(S_{L}\) forbids positrons to be present in this region.

We classify positrons states \(+b_{n_{3}}^\dagger (\text{out}) |0,\text{out}\rangle\) as out- states, because they can move to the step only from the asymptotic region \(S_{R}\). The latter statement is based on our belief that the structure of the Dirac spectrum in the region \(S_{L}\) forbids positrons to be present in this region.

In Fig. \(3\) we show in- and out-states in the range \(\Omega_{3}\).

C. Discussion of the localization properties

Taking into account Eqs. \((3.41)\), one can verify that all differential mean numbers \((C13)\) are equal. That is why, we introduce the unique notation \(N_{c}^{x_{n}}\) for all of them,

\[
N_{c}^{x_{n}} = N_{n}^{a} (\text{out}) = N_{n}^{a} (\text{out}) = N_{n}^{b} (\text{in}) = N_{n}^{a} (\text{in}) = |g (+\text{−})|^{-2}.
\]

(7.7)
For the fermions under consideration, it is natural that the quantity $N_n^{cr}$ is always less or equal than one, $N_n^{cr} \leq 1$. We also note that the quantities $\pi_0(L)$ and $|\pi_0(R)|$ achieve their minimal values on the boundaries of the range $\Omega_3$, namely,

$$\min \pi_0(L) = \pi_\perp, \quad \min |\pi_0(R)| = \pi_\perp.$$  \quad (7.8)

If $N_n^{cr}$ tends to zero, $N_n^{cr} \to 0$, then $|g(+)\psi_{(+)n}|^2 \to \infty$ and, at the same time, $|g(+)\psi_{(+)}|^2 \to \infty$ in accordance to relation $(7.22)$. The quantity $N_n^{cr}$ can be calculated explicitly in the so-called exactly solvable cases (see Introduction and section $1(X)$). However, we can derive some additional useful properties of this quantity in the general case.

Taking into account the fact that no pair creation takes place in the regions $\Omega_2$ and $\Omega_4$, we suppose that pair creation vanishes near the boundaries of the range $\Omega_3$.

$$N_n^{cr}|_{n_3 \to \Omega_2} \to 0 \iff N_n^{cr}|_{\pi_0(R)} \to 0,$$

$$N_n^{cr}|_{n_3 \to \Omega_4} \to 0 \iff N_n^{cr}|_{\pi_0(L)} \to 0.$$  \quad (7.9)

Note that in this case kinetic energies of electron or positron plane waves given by Eqs. $(4.15)$ tend to their values, $\zeta E_{n_3} \to \pi_0(L)$ and $\zeta E_{n_3} \to \pi_0(R)$, near the boundaries of the range $\Omega_3$. Therefore, conditions $(7.9)$ provide that

$$\zeta E_{n_3} > 0, \quad \zeta E_{n_3} < 0$$  \quad (7.10)

near the boundaries of the range $\Omega_3$ and operator $\widehat{H}_{kin}^{cr}$ $(4.21)$ is positively-defined in this part of the range $\Omega_3$. We believe that inequality $(7.9)$ takes place for all nonpathological $\sigma$-electric steps.

As was already mentioned, Eqs. $(7.9)$ imply that $|g(+)\psi_{(+)n}|^2 \geq |g(+)\psi_{(+)n}|^2 \to \infty$. Then it follows from Eqs. $(B5)$ and $(B7)$ that the electron density $|\zeta \psi_{n}(X)|^2$ is concentrated in the region $S_L$, whereas the positron density $|\zeta \psi_{n}(X)|^2$ is concentrated in the region $S_R$,

$$|\zeta \psi_{n_3}(X)|^2|_{\pi_0(R) \to -\pi_\perp} \to 0, \quad x \in S_R,$$

$$|\zeta \psi_{n_3}(X)|^2|_{\pi_0(L) \to -\pi_\perp} \to 0, \quad x \in S_L.$$  \quad (7.11)

which means that these densities are continuous near the boundaries of the range $\Omega_3$. We see that conditions $(7.9)$ and $(7.11)$ are equivalent. Thus we believe that conditions $(7.9)$ and $(7.11)$ imply $(7.9)$ near the boundaries of the range $\Omega_3$.

For arbitrary $n \in \Omega_3$ some properties of $N_n^{cr}$ can be established first in the case of weak external fields (but still strong enough, $U - 2\pi_\perp > 0$, to provide the existence of the $\Omega_3$-range) using a semiclassical approximation. In the latter case a really strong restriction has to be imposed, that $N_n^{cr}$ is exponentially small, $N_n^{cr} \ll 1$. Then it is natural to expect that for any finite $U < \infty$ and $m \neq 0$ the inequality $|g(+)\psi_{(+)n}|^2 < 2\pi_\perp/U$ holds, such that inequalities $(7.10)$ hold for arbitrary $n \in \Omega_3$. The condition $N_n^{cr} \ll 1$ and Eqs. $(B5)$ and $(B7)$ imply that for arbitrary $n \in \Omega_3$ the electron density $|\zeta \psi_{n}(X)|^2$ is concentrated in the region $S_L$, whereas the positron density $|\zeta \psi_{n}(X)|^2$ is concentrated in the region $S_R$,

$$|\zeta \psi_{n_3}(X)|^2 \to 0, \quad x \in S_R,$$

$$|\zeta \psi_{n_3}(X)|^2 \to 0, \quad x \in S_L.$$  \quad (7.12)

Thus, the wave functions $\zeta \psi_{n_3}(X)$ and $\zeta \psi_{n_3}(X)$ behave quite similarly to the behavior of the corresponding functions with $n \in \Omega_2, \Omega_4$.

In the general case when the quantities $N_n^{cr}$ are not small, it is natural to expect a similar behavior, namely: the region $S_R$ is not available for electrons, a the region $S_L$ is not available for positrons. However, when the quantities $N_n^{cr}$ are not small, the latter property may hold only for the corresponding wave packets, but not for the separate plane waves. That means that Eq. $(7.12)$ may not hold, that is, these plane waves may be different from zero in the whole space. Within our context it is assumed that electrons and positrons in one of corresponding asymptotic regions may occupy quasistationary states, i.e. they should be described by wave packets that pertain their form sufficiently long in one of corresponding asymptotic regions. In other words, only such electron and positron wave packets have a physical meaning in the problem under consideration. This is what we shall keep in mind when discussing the wave packets in what follows. We can demonstrate that in the general case the electron wave packets that really have a physical meaning can be localized only in the asymptotic region $S_\perp$, whereas the positron wave packets that really have a physical meaning can be localized only in the asymptotic regions $S_\perp$. This is a consequence
of a specific structure of plane waves \( \zeta \psi_{n3} (X) \) and \( \zeta \psi_{n3} (X) \) in asymptotic regions \( S_L \) and \( S_R \). Indeed, this structure is quite different from the structure of plane waves in the ranges \( \Omega_1 \) and \( \Omega_2 \). As was mentioned above, electron states with given quantum numbers \( n_3 \) are states with a definite quantum number \( p^R \), whereas positron states with given quantum numbers \( n_3 \) are states with a definite quantum number \( p^L \). This fact together with relation (A1) implies, for example, that a partial wave of an in-electron, \( -\psi_{n3} (X) \), in the region where the electron can really be observed, i.e., in the region \( S_L \), is always a superposition of two waves with opposite signs of the quantum number \( p^L \), \( +\psi_{n3} (X) \) and \( -\psi_{n3} (X) \). In turn, this implies that in contrast to the ranges \( \Omega_1 \) and \( \Omega_2 \), the sign of \( p^L \) is not related to the sign of the mean energy flux in the region \( S_L \). The same holds true for a partial wave of an out-electron \( +\psi_{n3} (X) \). Similarly, one can see that partial waves of both in-positron \( -\psi_{n3} (X) \), and out-positron \( +\psi_{n3} (X) \), in the region \( S_R \), are always superpositions of two waves with quantum number \( p^L \) of opposite signs and, therefore, signs of these quantum numbers are not connected to the sign of the mean energy flux in the region \( S_R \). However, as it was demonstrated above, these are states with well-defined asymptotic energy flux, and therefore with the corresponding well-defined asymptotic field momentum. One can demonstrate that namely these properties of the constituent plane waves are responsible for the fact that stable electron wave packets can exist only in the region \( S_L \), whereas stable positron wave packets can exist only in the region \( S_R \), see details in the Appendix D.

We stress that in the range \( \Omega_3 \), within each pair of independent states with the same \( n \), the in- particles and out-particles always move in opposite directions.

Mean values \( (C14) \) and \( (C17) \) are typical for the total reflection. Indeed, all the mean particle numbers do not change in the course of the interaction with the step field, and the both electron currents are equal in magnitude and have opposite directions, the same holding for the both positron currents. We have demonstrated that electron densities in \( \Omega_3 \) have a behavior similar to that in the \( \Omega_2 \) range, vanishing in the \( S_R \) region, whereas positron densities in \( \Omega_3 \) behave similarly to the \( \Omega_4 \) range, vanishing in the \( S_L \) region.

Since the above-described properties of mean values \( (C14) \) and \( (C17) \) hold true in the whole range \( \Omega_3 \), we believe that all the in-states in this range are subjected to the total reflection. Once this is the case, the wave functions of the in-states and of the out-states corresponding to them have to be concentrated in the same regions on the left or right of the \( x \)-electric step, similar to the behavior of the particles in the ranges \( \Omega_2 \) and \( \Omega_4 \), respectively. Note that kinetic energies of these physical states are sums of the positive partial energies \( V_L M^{-1}_n \zeta E_n^L \) for electrons and \( -V_L M^{-1}_n \zeta E_n^R \) for positrons, where the quantities \( \zeta E_n^L \) and \( \zeta E_n^R \) are given by Eqs. (4.13).

Some additional arguments in favor of the given interpretation are in order.

In the range \( \Omega_4 \) no particles exist that could maintain the direction of their motion after the interaction with the external field. This peculiarity allows one to classify these one-particle states as in- or out-states by using mean currents \( (C17) \). The electric field under consideration accelerates positrons along the axis \( x \) and electrons in the opposite direction, that is why in the range \( \Omega_4 \) the current of out-electron states coincides with the electric field direction, whereas the current of in-electron states is opposite to the electric field direction. Thus, \( +a^+_{n3} (0, out) \) and \( +b^+_{n3} (out) \) are out-states of electrons and positrons, respectively, whereas \( -a^+_{n3} (in) \) and \( -b^+_{n3} (in) \) are in-states of electrons and positrons, respectively. This also implies that \( |0, in) \) is the in- vacuum and \( |0, out) \) is the out- vacuum. Finally, \( -a^+_{n3} (in), -a^+_{n3} (in), -b^+_{n3} (in) \) are creation and annihilation operators of in-electrons and positrons respectively, whereas \( +a^+_{n3} (out), +a^+_{n3} (out), +b^+_{n3} (out) \) are creation and annihilation operators of out-electrons and out-positrons, respectively.

We come to the same conclusion considering the mean values \( (C13) \). Thus, we see that the quantities \( N_n^\alpha \) (out) and \( N_n^\beta \) (out) are differential mean numbers of out-electrons and out-positrons, respectively, created from the vacuum, since electric currents composed of the corresponding states coincide with the direction of the electric field. In this case we face electron and positron pairs outgoing from the state where no incoming particles were present. The mean numbers of created electrons are equal to mean numbers of created positrons, in full agreement with the charge conservation law.

Besides, it follows from Eq. \( (C13) \) that \( N_n^\alpha \) (in) and \( N_n^\beta \) (in) are differential mean numbers of electrons and positrons, respectively, annihilated from the initial neutral state of an electron-positron pair. The electric current corresponding to this initial pair is directed opposite to the electric field, that is why after the annihilation its electron and positron components are equally reduced by the quantity \( eM^{-1} N_n^\alpha \).

Thus, we believe that the wave functions \( -\psi_{n3} (X) \) and \( -\psi_{n3} (X) \) describe initial or incoming states of an electron and a positron, respectively, whereas the wave functions \( +\psi_{n3} (X) \) and \( +\psi_{n3} (X) \) describe final or outgoing states of an electron and a positron, respectively.

This causal identification coincides with the one proposed by Nikishov in the frame of relativistic quantum mechanics in Refs. [17]. Note that it differs from another identification in the frame of relativistic quantum mechanics given in Refs. [14] and repeated, for example, in Refs. [3, 12]. In the Sec. VII we discuss this problem in more detail.
D. Reflection and creation of particles in $\Omega_3$

The total number $N_n^{cr}$ of pairs created from the vacuum is the sum over the range $\Omega_3$ of the differential mean numbers $N_n^{cr}$,

$$N = \sum_{n \in \Omega_3} N_n^{cr} = \sum_{n \in \Omega_3} \left| g (+ | - ) \right|^2.$$  \hfill (7.13)

Here we consider probability amplitudes of some simplest processes in the range $\Omega_3$. First of all, this is the vacuum-to-vacuum transition amplitude which coincides [due to Eq. (4.37)] with the total vacuum-to-vacuum transition amplitude $c_v$,

$$c_v^{(3)} = (0, \text{out}|0, \text{in})^{(3)} = c_v = (0, \text{out}|0, \text{in}).$$  \hfill (7.14)

Among other nonzero amplitudes we have to consider two relative scattering amplitudes of electrons and positrons,

$$w (+ | + )_{n'} = c_v^{-1} (0, \text{out}| + a_n (\text{out}) - a_n (\text{in}) |0, \text{in}),$$

$$w (- | - )_{n'} = c_v^{-1} (0, \text{out}| + b_n (\text{out}) - b_n (\text{in}) |0, \text{in}),$$  \hfill (7.15)

and two relative amplitudes of a pair creation and a pair annihilation,

$$w (+ + 0 )_{n''} = c_v^{-1} (0, \text{out}| + a_n (\text{out}) + b_n (\text{out}) |0, \text{in}),$$

$$w (0 + - )_{n''} = c_v^{-1} (0, \text{out}| - b_n^\dagger (\text{in}) - a_n^\dagger (\text{in}) |0, \text{in}).$$  \hfill (7.16)

As can be derived from relations (7.14), all the amplitudes (7.15) and (7.16) are diagonal in the quantum numbers $n$ and can be expressed in terms of the coefficients $g \left( \phi \right)$ as follows:

$$w (+ | + )_{n.n'} = \delta_{n,n'} w_n (+|+), \quad w_n (+ | + ) = g (+|+) g (| - )^{-1} = g (+|+) g (| + )^{-1},$$

$$w (- | - )_{n.n'} = \delta_{n,n'} w_n (-| - ), \quad w_n (- | - ) = g (| + ) g (| - )^{-1} = g (| + ) g (| + )^{-1},$$

$$w (0 | + - )_{n,n'} = \delta_{n,n'} w_n (0| + - ), \quad w_n (0 | + - ) = - g (| - )^{-1},$$

$$w (+ + 0 )_{n.n'} = \delta_{n,n'} w_n (+ | 0), \quad w_n (+ + 0 ) = g (| + )^{-1}.$$  \hfill (7.17)

Recalling the physical meaning of the one-particle states (7.3), we conclude that in the range $\Omega_3$ the total reflection is the only possible form of particle scattering, with $w (+ | + )_n$ and $w (- | - )_n$ being relative probability amplitudes of a particle reflection. The relative probability amplitude $w (+ + 0 )_n$ describes creation of an electron-positron pair of out-particles with given quantum numbers $n$, and the relative probability amplitude $w (0 + - )_n$ describes annihilation of an electron-positron pair of in-particles, each of them having quantum numbers $n$.

Unitary relations (3.30) and their consequences (3.31) and (3.32) imply the following connections for the introduced amplitudes $w$:

$$|w_n (+ | + )|^2 = |w_n (- | - )|^2, \quad |w_n (+ - 0 )|^2 = |w_n (+ | 0 )|^2,$$

$$|w_n (+ | + )|^2 - |w_n (+ + 0 )|^2 = 1, \quad w_n (- | + ) = - w_n (+ | 0 ) \quad w_n (+ | + ).$$  \hfill (7.18)

Referring to Eqs. (7.17), relations (7.3) can be rewritten as

$$-a_n (\text{in}) = w_n (+ | + )^{-1} \left[ + a_n (\text{out}) + w_n (+ - 0 ) + b_n (\text{out}) \right],$$

$$-b_n (\text{in}) = w_n (- | - )^{-1} \left[ + b_n (\text{out}) - w_n (+ + 0 ) + a_n (\text{out}) \right].$$  \hfill (7.19)

Together with their adjoint relations they determine a unitary transformation $V_{\Omega_3}$ between the in- and out-operators,

$$\{ - a^\dagger (\text{in}), - a (\text{in}), - b^\dagger (\text{in}), - b (\text{in}) \} = V_{\Omega_3} \{ + a^\dagger (\text{out}), + a (\text{out}), + b^\dagger (\text{out}), + b (\text{out}) \} V_{\Omega_3}^\dagger.$$

Since Eqs. (7.18) and (7.19) coincide formally with the corresponding equations for $t$-electric potential steps, the unitary operator $V_{\Omega_3}$ can be taken from the works [3,49]. It has the form

$$V_{\Omega_3} = \exp \left\{ - \sum_{n \in \Omega_3} \left( a_n^+ (\text{out}) w_n (+ - |0) + b_n^+ (\text{out}) \right) \right\} \times \exp \left\{ - \sum_{n \in \Omega_3} \left( b_n (\text{out}) \ln w_n (-| -) + b_n^+ (\text{out}) \right) \right\} \times \exp \left\{ \sum_{n \in \Omega_3} \left( a_n^+ (\text{out}) \ln w_n (+| +) + a_n (\text{out}) \right) \right\} \times \exp \left\{ - \sum_{n \in \Omega_3} \left( b_n (\text{out}) w_n (0) - + + a_n (\text{out}) \right) \right\}. \quad (7.20)$$

At the same time, the operator $V_{\Omega_3}$ relates the in- and out-vacua, $|0, \text{in}\rangle = V_{\Omega_3} |0, \text{out}\rangle$ and therefore it determines the vacuum-to-vacuum transition amplitude $c_v$,

$$c_v = \langle 0, \text{out}|V_{\Omega_3}|0, \text{out}\rangle = \prod_n w_n (-| -)^{-1}. \quad (7.21)$$

The probabilities of a particle reflection, a pair creation, and the probability for a vacuum to remain a vacuum can be expressed via differential mean numbers of created pairs $N_{n}^{\text{cr}}$. By using the relation $|w_n (-| -)|^2 = (1 - N_{n}^{\text{cr}})^{-1}$, one finds

$$P(+| +)_{n', n} = |\langle 0, \text{out}| + a_{n'}(\text{out}) - a_n^+(\text{in})|0, \text{in}\rangle|^2 = \frac{1}{1 - N_n^{\text{cr}}} P_v,$$

$$P(+ -| 0)_{n', n} = |\langle 0, \text{out}| + a_{n'}(\text{out}) + b_n(\text{out})|0, \text{in}\rangle|^2 = \frac{N_n^{\text{cr}}}{1 - N_n^{\text{cr}}} P_v,$$

$$P_v = |c_v|^2 = \prod_n p_n^{n'}, \quad p_n^n = (1 - N_n^{\text{cr}}). \quad (7.22)$$

The probabilities for a positron scattering $P(-| -)_{n, n'}$ and a pair annihilation $P(0|-+)_{n, n'}$ coincide with the expressions $P(+| +)$ and $P(+ -| 0)$, respectively.

We finish this section with some important remarks. Note that $p_n^n$ given by Eq. (7.22) is the probability that the partial vacuum state with given $n$ remains a vacuum. One can see that in the framework of developed QFT quantization the total reflection of a particle off the $x$-electric potential step is described by the conditional probability of reflection of a particle with given quantum numbers $n$, under the condition that all other partial vacua remain vacua. Such a probability has the form $|w_n (+| +)|^2 p_n^n$. Consequently, $|w_n (+| +)|^2 p_n^n = 1$. However, the probability $P(+| +)_{n, n}$ is not equal to one as it follows from Eq. (7.22). If all $N_n^{\text{cr}} \ll 1$ then

$$1 - P_v \approx N = \sum_{n \in \Omega_3} N_n^{\text{cr}}. \quad (7.23)$$

The vacuum instability is not essential if $N_n^{\text{cr}} \to 0$. Then $P_v \to 1$, $P(+| +)_{n, n} \to 1$ and $P(+ -| 0)_{n, n} \to N_n^{\text{cr}}$.

It should be noted that semiclassical approximations can be used namely under the latter condition. We recall that, by using the proper-time method, Schwinger calculated the one-loop effective Lagrangian $L$ in electric field and assumed that the probability $P_v$ that no actual pair-creation has occurred in the history of the field during the time $T$ in the volume $V$ can be presented as $P_v = \exp\{-VT2\text{Im} L\}$ [50] (for a subsequent development, see the review [51]). Schwinger interpreted $2\text{Im} L$ as the probability, per time unit, and per volume unit, of creating a pair by a constant electric field. This interpretation remains approximately valid as long as the WKB calculation is applicable, that is, $VT2\text{Im} L \ll 1$. Then the total probability of pair-creation reads as $1 - P_v \approx VT2\text{Im} L$. To calculate the differential probabilities of pair-creation with quantum numbers $m$ (for instance, momentum and spin polarization), one can represent the probability $P_v$ as an infinite product:

$$P_v = \prod_m e^{-2\text{Im} S_m}, \quad (7.24)$$

where a certain discretization scheme is used, so that the effective action $S = VTL$ is written as $S = \sum_m S_m$. The above-said is possible only if $m$ are selected as integrals of motion. Then, $e^{-2\text{Im} S_m}$ is the vacuum-persistence
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E. Some comments on in- and out- states in the Klein zone

It should be noted that in the works [2,13] of Nikishov he gave a consistent (and correct to our mind) resolution of the Klein’s paradox based on his original approach, which is a combination of elements of second quantized theory and relativistic quantum mechanics. In particular, treating the Klein step, he interpreted solutions $\zeta \psi_n (X)$ and $\zeta \psi_n (X)$ in the way that correspond to our choice of in- and out- states. After Nikishov’s works there appear a work of Hansen and Ravndal [14] where they tried to use second quantized quantum field theory to describe quantum effects near $x$-electric potential steps. However, their interpretation of the solutions $\zeta \psi_n (X)$ and $\zeta \psi_n (X)$ was different from Nikishov’s one. In terms of proposed by us quantization they interpreted our in-states as out-states and our out-states as in-states. Nikishov in his work [17] has pointed out that this is wrong interpretation. Our detailed analysis confirms his opinion. Nevertheless the interpretation of Hansen and Ravndal was repeated in the textbook [3], in the review [12], and in some other publications. To our mind Hansen and Ravndal came to their interpretation treating processed in the Klein zone by a misleading analogy with the one-particle scattering, which really takes place in the ranges $\Omega_1$ and $\Omega_5$. That is why they believed that in the range $\Omega_3$ signs of the quantum numbers $p^L$ and $p^R$ define signs of particle asymptotic longitudinal kinetic momenta in the regions $S_L$ and $S_R$ respectively. If so, then one has to treat solutions $\zeta \psi_n$ as describing one-electron states and solutions $\zeta \psi_n$ as describing one-positron states, such that the signs of the corresponding quantum numbers $p^L$ and $p^R$ label incoming and outgoing particles. However, our analysis of states in the range $\Omega_3$, given in Sec. VII does not confirm such a correlation between signs of the asymptotical physical longitudinal energy flux and quantum numbers $p^L$ and $p^R$. We have demonstrated that the wave functions $-\psi_{n_3} (X)$ and $-\psi_{n_3} (X)$ describe incoming states of an electron and a positron, respectively, whereas the wave functions $+\psi_{n_3} (X) and +\psi_{n_3} (X)$ describe outgoing states of an electron and a positron, respectively. That is why we believe that the particle-antiparticle and causal identification of wave functions $\zeta \psi_n (X)$ and $\zeta \psi_n (X)$ given in Ref. [14] is erroneous. Accepting this identification, one makes a mistake in defining what are in- and out-vacua, and calculates, e.g., the quantity $N^b_n (\text{in})$ instead of the mean number of created pairs $N^c_n (\text{out}) with all the ensuing consequences. The correct causal interpretation is extremely important in all problems where one has to use the causal (in-out) propagator. Probably, the wrong interpretation did not attract for a long time an attention since in majority works devoted to the pair creation due to $x$-electric potential steps, the only mean numbers $N^b_n (\text{in})$ instead of $N^c_n (\text{out})$) and functions of these numbers were calculated. However, in all the considered cases the quantities $N^b_n (\text{in})$ and $N^c_n (\text{out})$ coincide numerically.

VIII. COMPLETE QED AND MASSIVE PARTICLE PROPAGATORS

Finally, it should be noted that quantization of the Dirac field in the presence of an $x$-electric potential steps developed in the present article serves as the base for constructing the Furry picture in the complete QED, which includes, apart from the matter (Dirac) field, the electromagnetic field as well. Formally, this Furry picture can be formulated in full analogy with the case of the $t$-electric potential steps considered in detail in Refs. [8]. Such a theory allows one to consider all quantum processes with charged particles moving in external background and interacting with photons. Processes of zero order with respect to the radiative interaction in such a theory do not include the interaction with the photons, their treatment was already presented above in Secs. IV VII.

In complete QED with an external background any possible process is described by the following matrix element

$$\langle 0, \text{out} | a(\text{out}) \cdots b(\text{out}) \cdots c \cdots S \left( \hat{\Psi}, \hat{\Psi}^\dagger, \hat{A}_\mu \right) \cdots c^\dagger \cdots b^\dagger (\text{in}) \cdots a^\dagger (\text{in}) | 0, \text{in} \rangle,$$

where $c$ and $c^\dagger$ are creation and annihilation operators of photons and $S \left( \hat{\Psi}, \hat{\Psi}^\dagger, \hat{A}_\mu \right)$ is the $S$-matrix in the interaction representation.

One sees specific terms influenced by vacuum instability when the initial and final states of charged particles belong to the range $\Omega_3$. In this range, every operator $F$ can be expressed exclusively in terms of in-annihilating operators and out-creation operators, using relations (7.19) and then divided into two parts,

$$F = F^(-) + F^(+), \quad F^(-) | 0, \text{in} \rangle = 0, \quad 0 = \langle 0, \text{out} | F^(+),$$
Then one can introduce a generalized normal form \( \mathcal{N}_{\text{out-in}} (\ldots) \) in which all \( F^{(-)} \) are placed to the right from all \( F^{(+)} \). Wick’s theorem holds with generalized chronological couplings,

\[
\begin{align*}
\mathcal{F}_G &= FG - \mathcal{N}_{\text{out-in}} (FG) = \langle 0, \text{out} | FG | 0, \text{in} \rangle c^{-1}, \\
\mathcal{F}_F (X) G(Y) &= \hat{T} F(X) G(Y) - \mathcal{N}_{\text{out-in}} [F(X) G(Y)] = \langle 0, \text{out} | \hat{T} F(X) G(Y) | 0, \text{in} \rangle c^{-1},
\end{align*}
\]

where \( \hat{T} \) denotes the chronological ordering operation, see [3].

To reduce any functional of field operators to the generalized normal form in the range \( \Omega_3 \), we have to represent the operator \( \hat{\Psi}_3 (X) \) with the help of Eqs. (7.1) and (7.17) in the following form

\[
\begin{align*}
\hat{\Psi}_3 (X) &= \sum_{n_3} \mathcal{M}^{-1/2}_{n_3} \left[ - a_{n_3} (\text{in}) w_{n_3} (+|+) + \psi_{n_3} (X) \right. \\
&\quad \left. + b_{n_3} (\text{out}) w_{n_3} (-|-) - \bar{\psi}_{n_3} (X) \right], \\
\hat{\Psi}^\dagger_3 (X) &= \sum_{n_3} \mathcal{M}^{-1/2}_{n_3} \left[ + a^\dagger_{n_3} (\text{out}) w_{n_3} (+|+) - \psi^\dagger_{n_3} (X) \right. \\
&\quad \left. + b_{n_3} (\text{in}) w_{n_3} (-|-) + \bar{\psi}^\dagger_{n_3} (X) \right].
\end{align*}
\]

Processes of higher orders are described by the Feynman diagrams with two kinds of charged particle propagators in the external field under consideration, namely, the so-called in-out propagator \( S^v(X, X') \), which is just the causal Feynman propagator, and the so-called in-in propagator \( S^e_{\text{in}}(X, X') \),

\[
\begin{align*}
S^v(X, X') &= i \langle 0, \text{out} | \hat{T} \hat{\Psi}_3 (X) \hat{\Psi}^\dagger_3 (X') \gamma^0 | 0, \text{in} \rangle c^{-1}, \\
S^e_{\text{in}}(X, X') &= i \langle 0, \text{in} | \hat{T} \hat{\Psi}_3 (X) \hat{\Psi}^\dagger_3 (X') \gamma^0 | 0, \text{in} \rangle,
\end{align*}
\]

where \( \hat{T} \) in Eqs. (8.2) denotes the chronological ordering operation.

Using Eqs. (1.1), (1.9), (1.10), and anticommutation relations (1.7), we find for the in-in propagator:

\[
\begin{align*}
S^e_{\text{in}}(X, X') &= \theta(t - t') S^e_{\text{in}}(X, X') - \theta(t' - t) S^e_{\text{in}}(X, X'), \\
S^e_{\text{in}}(X, X') &= i \sum_{j=1}^{2} G_j (X, X') \gamma^0 + \tilde{S}^e_{\text{in}}(X, X'), \\
S^e_{\text{in}}(X, X') &= i \sum_{j=4}^{5} G_j (X, X') \gamma^0 + \tilde{S}^e_{\text{in}}(X, X'), \\
\tilde{S}^e_{\text{in}}(X, X') &= i \sum_{n_3} \mathcal{M}^{-1}_{n_3} \bar{\psi}_{n_3} (X) - \bar{\psi}_{n_3} (X'), \\
\tilde{S}^e_{\text{in}}(X, X') &= i \sum_{n_3} \mathcal{M}^{-1}_{n_3} \bar{\psi}_{n_3} (X) - \bar{\psi}_{n_3} (X'),
\end{align*}
\]

where the functions \( G_j (X, X') \) are given by Eq. (3.52).

Calculation of the in-out propagator can be done in a similar manner. Then, taking into account Eq. (7.13), we obtain

\[
\begin{align*}
S^v(X, X') &= \theta(t - t') S^v_{\text{in}}(x, x') - \theta(t' - t) S^v_{\text{in}}(x, x'), \\
S^v_{\text{in}}(X, X') &= i \sum_{j=1}^{2} G_j (X, X') \gamma^0 + \tilde{S}^v_{\text{in}}(X, X'), \\
S^v_{\text{in}}(X, X') &= i \sum_{j=4}^{5} G_j (X, X') \gamma^0 + \tilde{S}^v_{\text{in}}(X, X'), \\
\tilde{S}^v_{\text{in}}(X, X') &= i \sum_{n_3} \mathcal{M}^{-1}_{n_3} \bar{\psi}_{n_3} (X) - \bar{\psi}_{n_3} (X'), \\
\tilde{S}^v_{\text{in}}(X, X') &= i \sum_{n_3} \mathcal{M}^{-1}_{n_3} \bar{\psi}_{n_3} (X) - \bar{\psi}_{n_3} (X'),
\end{align*}
\]

(8.4)
Using relations (7.1), we can represent the difference between the both propagators as follows

\[ S^p(X, X') = S^c_{in}(X, X') - S^c(X, X') \]

\[ = -i \sum_{n_3} \mathcal{M}^{-1}_{n_3} \left[ -\psi_{n_3}(X) w_{n_3}(0) + + - \bar{\psi}_{n_3}(X') \right]. \] (8.5)

It is formed in the range \( \Omega_3 \) only and vanishes if there is no pair creation.

**IX. SAUTER POTENTIAL**

### A. Scattering, reflection, and pair creation on the Sauter potential

Let us consider an \( x \)-electric potential step in the form of the Sauter potential \( ^3 \). In this case

\[ A_0(x) = -\alpha E \tanh(x/\alpha), \quad \alpha > 0, \]

\[ E(x) = E \cosh^{-2}(x/\alpha), \quad U(x) = -eA_0(x) = eE\alpha \tanh(x/\alpha), \] (9.1)

see Fig. [1] and the asymptotic quantities introduced in Sec. [II] are

\[ U_R = -U_L = U(\pm\infty) = eE\alpha, \quad U = 2eE\alpha, \quad \pi_0(L) = p_0 + eE\alpha, \quad \pi_0(R) = p_0 - eE\alpha. \]

Solutions (8.3) of Dirac equation (2.8) with special asymptotic behavior at \( x \to \pm\infty \) are expressed via the corresponding solutions of Eq. (3.5). The latter have the form

\[ \zeta \varphi_n(x) = \zeta^N \exp(i\zeta |p^L| x) \left[ 1 + e^{2x/\alpha} \right]^{-i(\zeta|p^L| + |p^R|)\alpha/2} \zeta u(x), \]

\[ + u(x) = F(a, b; c; \xi), \quad u(x) = F(a + 1 - c, b + 1 - c; 2 - c; \xi); \]

\[ \zeta \varphi_n(x) = \zeta^N \exp(i\zeta |p^L| x) \left[ 1 + e^{2x/\alpha} \right]^{i(\zeta|p^L| - |p^R|)\alpha/2} \zeta u(x), \]

\[ + u(x) = F(c - a - c - b + 1 - a - b; 1 - \xi), \]

\[ - u(x) = F(a, b; a + b + 1 - c; 1 - \xi), \]

\[ a = \frac{i\alpha}{2} \left( |p^L| + |p^R| \right) + \frac{1}{2} + \left( 1 + (eE\alpha^2)^2 + i\chi eE\alpha^2 \right)^{1/2}, \]

\[ b = \frac{i\alpha}{2} \left( |p^L| + |p^R| \right) - \frac{1}{2} + \left( 1 + (eE\alpha^2)^2 + i\chi eE\alpha^2 \right)^{1/2}, \]

\[ c = 1 + i\alpha |p^L|, \quad \xi = \frac{1}{2} \left( 1 + \tanh\frac{x}{\alpha} \right), \] (9.2)

where \( F(a, b; c; \xi) \) is the hypergeometric series of variable \( \xi \) with the normalization \( F(a, b; c; 0) = 1, \). As was already mentioned in Sec. [II] the quantity \( \chi \) can be chosen to be either \( \chi = +1 \) or \( \chi = -1 \), and \( \zeta^N \) and \( \zeta^N \) are normalization factors given by Eq. (3.3).

A formal transition to the Bose case can be done by setting \( \chi = 0 \) in Eqs. (9.2). In this case \( n = (p_0, p_\perp) \), and \( \zeta^N \) and \( \zeta^N \) are normalization factors given by Eq. (3.3).

For fermions, using Kummer’s relations and Eq. (3.3), one can find coefficients \( g (+| -)^* \) to be

\[ g (+| -)^* = -\eta_\alpha \frac{+C \Gamma(c) \Gamma(c - a - b)}{-C \Gamma(c - a) \Gamma(c - b)}, \] (9.3)

where \( +C \) and \( -C \) are constants given by Eq. (3.3). Then

\[ |g (+| -)|^{-2} = \frac{\sinh(\pi\alpha |p^L|) \sinh(\pi\alpha |p^R|)}{\sinh(\pi\alpha eE\alpha + \frac{1}{2} (|p^L| + |p^R|))} \frac{\sinh(\pi\alpha eE\alpha - \frac{1}{2} (|p^L| - |p^R|))}{\sinh(\pi\alpha eE\alpha - \frac{1}{2} (|p^L| - |p^R|))}. \] (9.4)

In the similar manner we obtain coefficients \( g (+| -)^* \) for bosons,

\[ g (+| -)^* = -\frac{+C \Gamma(c) \Gamma(c - a - b)}{-C \Gamma(c - a) \Gamma(c - b)}, \] (9.5)
where \( C \) and \( -C \) are given by Eqs. (3.44) and parameters \( a, b, \) and \( c \) are given by Eq. (6.2) at \( \chi = 0 \). Then

\[
|g(+)\rangle^2 = \frac{\sinh (\pi \alpha |p|^l\rangle)}{\cosh^2 \left[ \frac{\pi}{2} (p_c^L + |p|^R) \right]} .
\] (9.6)

Relations (9.4) and (9.6) for \( |g(+)\rangle^2 \) hold in the ranges \( \Omega_1, \Omega_5, \) and \( \Omega_3 \). However, their interpretations in the range \( \Omega_3 \) and in the ranges \( \Omega_1, \Omega_5 \) are completely different.

Using Eqs. (5.5) and (5.6), we find reflection \( |R_{c,n}|^2 \) and transmission \( |T_{c,n}|^2 \) probabilities for electrons in the range \( \Omega_1 \) and for the positrons in the range \( \Omega_5 \), that formally have the same form in terms of the quantities \( |g(+)\rangle^2 \),

\[
|R_{c,n}|^2 = 1 - |T_{c,n}|^2, \quad |T_{c,n}|^2 = |g(+)\rangle^2 = \left[ 1 + |g(+)\rangle^2 \right]^{-1}.
\] (9.7)

However, the latter quantities are given by Eq. (9.4) for fermions and by Eq. (9.6) for bosons. As was already noted in Sec. VII Eqs. (9.7) imply that \( |T_{c,n}|^2 \leq 1 \).

In the range \( \Omega_3 \), the quantity \( N_{n}^{ cr} \) has the form \( N_{n}^{ cr} = |g(+)\rangle^2 \) (7.28), where \( |g(+)\rangle^2 \) are given by Eq. (9.4) for fermions and by Eq. (9.6) for bosons. As was already demonstrated, in the general case, for fermions one has \( N_{n}^{ cr} \leq 1 \).

According to our interpretation presented in Sec. VII D it is known that in the range \( \Omega_3 \), similar to the ranges \( \Omega_2 \) and \( \Omega_4 \), the in-electron or the in-positron are subjected to the total reflection such that the corresponding transmission probabilities vanish. In this case, \( w_{n}(+)\rangle \) and \( w_{n}(-+)\rangle \) represent relative probability amplitudes of the reflection. In spite of the fact that the transmission probabilities vanish, the relative probabilities of the reflection are not equal to unit due to the vacuum instability. The quantities \( w_{n}(+0)\rangle \) and \( w_{n}(0+)\rangle \) are relative probability amplitudes of an electron-positron pair creation and annihilation, respectively.

Using Eqs. (7.17) and (A13), we can rewrite these relative probabilities and the probability for a vacuum to remain a vacuum as follows:

\[
|w_{n}(+0)\rangle^2 = |g(+)\rangle^2 = \left[ |g(+)\rangle^2 - \kappa \right]^{-1} = N_{n}^{ cr} (1 - \kappa N_{n}^{ cr})^{-1},
\]

\[
|p_c|_{\kappa}^2 = |w_{n}(-+)\rangle^2 = |g(+)\rangle^2 = |g(+)\rangle^2 = (1 - \kappa N_{n}^{ cr})^{-1};
\]

\[
P_{c} = |c_{v}|^2 = \prod_{n \in \Omega_3} p_{n} = \prod_{n \in \Omega_3} (1 - \kappa N_{n}^{ cr})^{\kappa}, \quad \kappa = \begin{cases} +1, & \text{for fermions} \\ -1, & \text{for bosons} \end{cases}.
\] (9.8)

For the first time these formulas were obtained by Nikishov in the framework of one-particle relativistic quantum mechanics in Refs. 2, 13.

Equations (9.4) and (9.6) allow one to verify that for any \( \pi_{\perp} \neq 0 \) one of the following limits holds true:

\[
|g(+)\rangle^2 \sim |\alpha p^{|}\rangle \to 0, \quad |g(+)\rangle^2 \sim |\alpha p^{|}\rangle \to 0.
\] (9.9)

These limits imply the following properties of the coefficients \( |g(+)\rangle^2 \) in the case of the Sauter step:

a) \( |g(+)\rangle^2 \to 0 \) in the range \( \Omega_1 \) if \( n \) tends to the boundary with the range \( \Omega_2 \) \( (|p|^R \to 0) \)

b) \( |g(+)\rangle^2 \to 0 \) in the range \( \Omega_5 \) if \( n \) tends to the boundary with the range \( \Omega_4 \) \( (|p|^L \to 0) \)

c) \( |g(+)\rangle^2 \to 0 \) in the range \( \Omega_3 \) if \( n \) tends to the boundary with the range \( \Omega_2 \) \( (|p|^R \to 0) \)

d) \( |g(+)\rangle^2 \to 0 \) in the range \( \Omega_5 \) if \( n \) tends to the boundary with the range \( \Omega_4 \) \( (|p|^L \to 0) \)

Namely these properties are essential for supporting the interpretation proposed by us in Secs. VI and VII C.

B. Integral quantities

Usually Sauter potential is used for imitating a slowly alternating electric field or a small-gradient field. To this end the parameter \( \alpha \) is taken to be sufficiently large. Let us consider just this case, supposing that

\[
eE\alpha^2 \gg 1.
\] (9.10)

Let us consider the total number \( N_{n}^{ cr} \) of pairs created from the vacuum by Sauter potential with a large parameter \( \alpha \). This quantity can be calculated using Eq. (7.13) with differential numbers \( N_{n}^{ cr} \) given by Eq. (E3) in the Appendix.
In the case under consideration these numbers are the same for fermions and bosons and do not depend on the spin polarization parameters $\sigma_s$. Thus, for fermions, the probabilities and mean numbers summed over all $\sigma_s$ are $J_{(d)} = 2^{[d/2]-1}$ times greater than the corresponding differential quantities. To get the total number $N^{CT}$ of fermion pairs created in all possible states one has to sum over the spin projections and then over the momenta $p_\perp$ and energy $p_0$. The latter sum can be easily transformed into an integral as follows

$$N^{CT} = \sum_{\mathbf{p}_\perp, p_0 \in \Omega_3} \sum_{\sigma} N^{CT}_n = \frac{V_\perp T J_{(d)}}{(2\pi)^{d-1}} \int_{\Omega_3} dp_0 dp_\perp N^{CT}_n,$$

(9.11)

where $V_\perp$ is the spatial volume of the $(d-1)$-dimensional hypersurface orthogonal to the electric field direction and $T$ is the time duration of the electric field. The total number of boson pairs created in all possible states follows from Eq. (9.11) at $J_{(d)} = 1$.

To calculate the integral in the right-hand side of Eq. (9.11), we can find a subrange $D \subset \Omega_3$ where this integral is collected. It is demonstrated in Appendix E that the quantity $N^{CT}_n$ is almost zero in some areas near the boundary of the range $\Omega_3$. Such areas are characterized by the conditions

$$\pi \alpha |p^R| < 1 \quad \text{or} \quad \pi \alpha |p^L| < 1.$$

For areas that are closer to the center of the range $\Omega_3$, where either $1 \lesssim \pi \alpha |p^R| \lesssim \pi km \alpha$ or $1 \lesssim \pi \alpha |p^L| \lesssim \pi km \alpha$, the quantity $N^{CT}_n$ satisfies Eqs. (E12). Therefore it is almost zero if

$$k \ll \frac{\pi m \alpha}{2}.$$

(9.12)

We assume that inequality (9.12) holds true together with Eq. (E9), found in the Appendix E. Therefore, the main contribution to integral (9.11) is due to the subrange $D \subset \Omega_3$ that is defined by Eqs. (E7) and (E14) (see the Appendix E). In this subrange the functions $N^{CT}_n$ can be approximated by Eq. (E15), and the integral (9.11) can be represented as

$$N^{CT} \approx \frac{V_\perp T J_{(d)}}{(2\pi)^{d-1}} \int_{\alpha \pi \perp < K_\perp} dp_\perp I_{p_\perp}, \quad I_{p_\perp} = 2 \int_0^{eE\alpha - K/\alpha} dp_0 e^{-\pi \tau},$$

(9.13)

where $\tau$ is given by Eq. (E15). By using a variable $s$, defined as $\tau = \lambda (s^2 + 1)$, one can represent the quantity $I_{p_\perp}$ as follows

$$I_{p_\perp} = 2 \int_0^{s_{\max}} e^{-\pi \lambda (s^2 + 1)} f(p_0(s)) ds,$$

(9.14)

where the number $s_{\max}$ is defined by the relation $s_{\max} = \lambda (s_{\max}^2 + 1)$ and $s_{\max}$ is given by Eq. (E17). Note that the expansion of $\tau$ in powers of $p_0$ has the form

$$\tau = \lambda + \frac{\lambda}{(eE\alpha)^2} p_0^2 + \ldots$$

(9.15)

The leading contribution to integral (9.14) is formed at $s \rightarrow 0$, or equivalently as $p_0/eE\alpha \rightarrow 0$. Using expansions

$$p_0(s) = eE\alpha s (1 + c_2 s^2 + c_4 s^4 + \ldots) \Rightarrow f(p_0(s)) = eE\alpha (1 + 3c_2 s^2 + \ldots),$$

where finite coefficients $c_2, c_4, \ldots$, can be found from Eq. (9.15), we obtain the following asymptotic expressions for the quantity $I_{p_\perp}$,

$$I_{p_\perp} \approx 2eE\alpha \int_0^{s_{\max}} e^{-\pi \lambda (s^2 + 1)} ds \approx 2eE\alpha \int_0^\infty e^{-\pi \lambda (s^2 + 1)} ds.$$

(9.16)

Substituting it into integral (9.13) and neglecting exponentially small contribution from the integration over $\pi \perp > K_\perp/\alpha$, we find

$$N^{CT} \approx V_\perp T n^{CT}, \quad n^{CT} = \frac{J_{(d)} 2eE\alpha}{(2\pi)^{d-1}} \int_0^\infty ds \int dp_\perp e^{-\pi \lambda (s^2 + 1)}.$$

(9.17)
It should be noted that the density \( n^{cr} \) (per the \( d - 1 \) space volume) of pairs created by \( t \)-electric potential step given by the Sauter-type vector potential \( A_1(x^0) = \alpha E \tanh (t/\alpha) \) with large \( \alpha \) \( (eE\alpha^2 \gg \max (1, m^2/eE)) \) is given by the same integral \( (9.17) \) as was demonstrated for the first time in our work \( [53] \).

Finally, performing the integration over \( p_\perp \), we obtain

\[
n^{cr} = \frac{J_{(d)}\alpha\delta}{(2\pi)^{d-1}} (eE)^{\frac{d}{2}} \exp \left\{ -\frac{m^2}{eE} \right\}.
\]

(9.18)

Here

\[
d = \int_0^\infty dt t^{1/2} (t + 1)^{-(d-2)/2} \exp \left( -t\pi \frac{m^2}{eE} \right) = \sqrt{\pi} \Psi \left( \frac{1}{2}, -\frac{d-2}{2}; \frac{m^2}{eE} \right),
\]

where \( \Psi (a, b; x) \) is the confluent hypergeometric function \( [52] \), and \( J_{(d)} = 1 \) for bosons.

The vacuum-to-vacuum transition probability \( P_\nu \) reads

\[
P_\nu = \exp (-\mu N^{cr}), \quad \mu = \sum_{j=0}^{\infty} \frac{(-1)^{(1-\nu)/2} \epsilon_{j+1}}{(j+1)^{d/2}} \exp \left( -j\pi \frac{m^2}{eE} \right),
\]

\[
\epsilon_j = \delta^{-1} \sqrt{\pi} \Psi \left( \frac{1}{2}, -\frac{d-2}{2}; j\pi \frac{m^2}{eE} \right), \quad (9.19)
\]

If \( eE/m^2 \ll 1 \), one can use the asymptotic expression for the \( \Psi \)-function \( [52] \),

\[
\Psi \left( \frac{1}{2}, -(d-2)/2; j\pi m^2/eE \right) \approx (eE/j\pi m^2)^{1/2} + O \left( (eE/m^2)^{3/2} \right).
\]

Then \( \delta \approx \sqrt{eE/m^2}, \quad \epsilon_j \approx j^{-\frac{1}{2}} \) and \( \mu \approx 1 \).

In \( d = 4 \), the formula \( (9.19) \) reproduces a result obtained in Ref. \( [41] \) for bosons, and a result obtained in Ref. \( [42] \) for fermions.

### C. The Klein step

The Klein paradox was discovered by Klein \( [6] \) who calculated, using the Dirac equation, reflection and transmission probabilities of charged particles incident on a sufficiently high rectangular potential step (Klein step) of the form

\[
qA_0(x) = \begin{cases} 
U_L, \quad x < 0 \\
U_R, \quad x > 0 
\end{cases}, \quad (9.20)
\]

where \( U_R \) and \( U_L \) are constants. According to calculations of Klein and other authors, for certain energies and sufficient high magnitude \( U = U_R - U_L \) of the Klein step, there are more reflected fermions than incident. This is what many articles and books call the Klein paradox. Let us study quantum processes near the Klein step, applying our approach to the Sauter potential with \( \alpha \) sufficiently small, \( \alpha \to 0 \).

The Sauter potential with constant asymptotic potentials, \( U_R = -U_L = U/2 = eE\alpha \) and with small \( \alpha \),

\[
U\alpha \ll 1, \quad (9.21)
\]

imitates the Klein step \( (9.20) \) sufficiently well, and coincides with the latter as \( \alpha \to 0 \). Thus, the Sauter potential can be considered as the regularization of the Klein step.

In the ranges \( \Omega_1 \) and \( \Omega_5 \) the energy \( |p_0| \) is not restricted from the above, that is why in what follows we consider only the subranges, where

\[
\max \{ \alpha |p_L|, \alpha |p_R| \} \ll 1. \quad (9.22)
\]

Then in the leading-term approximation in \( \alpha \) it follows from Eqs. \((9.4)\) and \((9.6)\) that

\[
|g \left( + | - \right) |^{-2} \approx \frac{4k}{(1-k)^2}, \quad k = \begin{cases} 
k_f = k\frac{\pi m^2}{eE}, & \text{for fermions} \\
k_b = |p_R|/|p_L|, & \text{for bosons}
\end{cases},
\]

(9.23)
where \( k \) is called the kinematic factor.

Note that in the ranges \( \Omega_1 \) and \( \Omega_3 \) we have that both \( k_b \) and \( k_f \) are positive and do not achieve the unit values, \( k_b \neq 1, k_f \neq 1 \).

It should be noted that the quantity \( |g(\pm -)|^2 \) was calculated in Refs. [6, 7, 12, 14] only at \( p_\perp = 0 \). Equation (9.22) contains these results as a particular case.

In the ranges \( \Omega_1 \) and \( \Omega_3 \), coefficients \( g \) satisfy the same relations for bosons and fermions,

\[
|g(\pm +)|^2 = |g(\pm -)|^2 + 1. \tag{9.24}
\]

Therefore, reflection and transmission probabilities derived from Eqs. (9.23) have the same forms, common for bosons and fermions

\[
|T_{\zeta,n}|^2 = |g(\pm +)|^{-2} = \frac{4k}{(1 + k)^2},
\]

\[
|R_{\zeta,n}|^2 = |g(\pm -)|^2 |g(\pm +)|^{-2} = \frac{(1 - k)^2}{(1 + k)^2}. \tag{9.25}
\]

To compare our exact results with results of the nonrelativistic consideration obtained in any textbook for one dimensional quantum motion, we set \( p_\perp = 0 \), then \( \pi_\perp = m \), \( \pi_0 (L) = p_0 = m + E \), and \( \pi_0 (R) = p_0 - U = m + E - U \). In this case

\[
k_f = \mu k_b, \quad \mu = \frac{\pi_0 (L) + m}{\pi_0 (R) + m} = \left[1 - \frac{U}{(E + 2m)}\right]^{-1}.
\]

For sufficiently small steps \( U \ll E + 2m \), we have \( \mu \approx 1 + \frac{U}{(E + 2m)} \). In the nonrelativistic limit, when \( E \ll m \), we obtain

\[
k_b = k_f = k_{NR} = \sqrt{\frac{E - U}{E}},
\]

which can be identified with nonrelativistic results, e.g., see [48]. Relativistic corrections have different forms for bosons and fermions,

\[
k_b \approx k_{NR} \left(1 - \frac{U}{4m}\right), \quad k_f \approx k_{NR} \left(1 + \frac{U}{4m}\right).
\]

Let us consider the range \( \Omega_3 \). Here quantum numbers \( p_\perp \) are restricted by the inequality \( 2\pi_\perp \leq U \) and for any of such \( \pi_\perp \) quantum numbers \( p_0 \) obey the strong inequality (3.31), see Fig. 3. In this range the quantity \( |g(\pm -)|^{-2} \) represents the differential mean numbers of electron-positron pairs created from the vacuum, \( N_{n\pi}^{cr} = |g(\pm -)|^{-2} \). In this range for any given \( \pi_\perp \) the absolute values of \( |p^{\perp}| \) and \( |p^R| \) are restricted from above, see (D6). Therefore, condition (9.21) implies Eq. (9.22). Then it follows from Eq. (9.4) that for fermions in the leading approximation the following result holds true

\[
|g(\pm -)|^{-2} \approx \frac{4|p^{\perp}|^2 |p^R|}{|p^{\perp}|^2 - (|p^{\perp}| - |p^R|)^2} = \frac{4|k_f|^2}{(1 + |k_f|)^2}. \tag{9.26}
\]

Note that expression (9.26) differs from expression (9.23) only by the sign of the kinematic factor \( k_f \). This factor is positive in \( \Omega_1 \) and \( \Omega_5 \), and it is negative in \( \Omega_3 \). In the range \( \Omega_3 \), the difference \( |p^{\perp}| - |p^R| \) may be zero at \( p_0 = 0 \), which corresponds to \( k_f = -(U + 2\pi_\perp) / (U - 2\pi_\perp) \). Namely in this case the quantity \( |g(\pm -)|^{-2} \) has a maximum at a given \( \pi_\perp \),

\[
\max |g(\pm -)|^{-2} = 1 - (2\pi_\perp / U)^2. \tag{9.27}
\]

As it follows from Eq. (9.6) for bosons in the range \( \Omega_3 \) and in the leading approximation, the quantity \( |g(\pm -)|^{-2} \) reads

\[
|g(\pm -)|^{-2} \approx \frac{4|p^{\perp}|^2 |p^R|}{\alpha^2 U^4/2 + (|p^{\perp}| - |p^R|)^2}. \tag{9.28}
\]
It has a maximum at \(|p^L| - |p^R| = 0\),

\[
\max |g(+) - |g(-)|^2 = \frac{2}{(\alpha U)^2} \left[ 1 - \left( \frac{2\pi_1}{U} \right)^2 \right].
\] (9.29)

However, in contrast with the Fermi case the limit \(\alpha \to 0\) in (9.28) is possible only when the difference \(|p^L| - |p^R|\) is not very small, namely when

\[
\alpha^2 U^4/2 \ll (|p^L| - |p^R|)^2.
\]

Only under the latter condition one can neglect an \(\alpha\)-depending term in Eq. (9.28) to obtain

\[
|g(+) - |g(-)|^2 \approx \frac{4k_b}{(1 - k_b)^2},
\] (9.30)

which coincides with Eq. (9.23).

The same results for \(|g(+) - |g(-)|^2\) in the forms (9.26) and (9.30) at \(p_\perp = 0\) were obtained in Refs. 6, 7, 12, 14. In the range \(\Omega_3\), relation (9.24) still holds for bosons, whereas for fermions we have

\[
|g(+)|^2 = |g(-)|^2 = 1.
\] (9.31)

Relative probability amplitudes of the reflection and of electron-positron pair creation follows from Eqs. (9.8), (9.26) and (9.30) to be

\[
|w_n(+) - |0\rangle|^2 = |g(+)|^2 \approx \frac{4|k|}{(1 + k)^2},
\]

\[
|w_n(-) - |0\rangle|^2 = |g(+)|^2 |g(+)|^2 \approx \frac{(1 - k)^2}{(1 + k)^2}.
\] (9.32)

We see that expressions (9.32) for \(|w_n(+) - |0\rangle|^2\) and \(|w_n(-) - |0\rangle|^2\) are quite similar to the forms of transmission and reflection probabilities given by Eqs. (9.25), respectively. However, in case of fermions, the range of values of these functions is quite different because \(k_f < 0\) in Eq. (9.32). This is natural, since the interpretation of these quantities in the range \(\Omega_3\) differ essentially from their interpretation in the ranges \(\Omega_1\) and \(\Omega_5\). This formal similarity was the reason for the systematic misunderstanding in treating quantum processes in the Klein zone.

D. Klein paradox

We remind that the Klein paradox dating back to the works of Klein 6 and Sauter 7, 8 (see Sommerfeld 54, as well) is that when considering scattering of relativistic electrons on a high step potential in the context of the Dirac equation one comes to a strange result that there is more reflected electrons than incoming. One of the initial resolutions of the paradox was reduced to the impossibility that there is no possibility of establishing the appropriate high-step potential. However, later Hund studied the paradox in connection with pair production 55 and it seems that Feynman was the first to point out that the paradox should disappear in a field-theoretical treatment 56. A detailed historical review can be found in Refs. 12, 14. The absence of the Klein paradox in the framework of appropriate field theoretical interpretation of solutions of the Dirac and Klein-Gordon equations was first demonstrated by Nikishov in Refs. 2, 13. In these works Nikishov used a reformulation of the Green theorem to demonstrate an analogy between the propagation in time \(t\) and in the space coordinate \(x\) and thus to identify solutions of the Dirac equation that describe electrons and positrons. Nikishov had tested his way of calculation using the special case of a constant and uniform electric field. In this case, explicit solutions of the Dirac and Klein-Gordon equations can be found in the constant electric field, which can be described either by a vector potential with only one nonzero component \(A_1(t) = Et\) or by a scalar potential \(A_0(x) = -Ex\) alone, only, see details in 13. The first case can be treated as a degenerated \(t\)-electric potential step and the second case can be treated as a degenerated \(x\)-electric potential step. Comparison of exact solutions in these cases allowed that author to confirm his interpretation for \(t\)-potential steps referring to the well-developed Feynman interpretation of the \(t\)-electric potential step. His calculations give a clear qualitative explanation of the physics involved in Klein scattering. However, complete consideration of the scattering on arbitrary \(x\)-electric potential steps in the frame work of a consistent QFT consideration was not given.
Applying our general approach to particular cases that were studied by Nikishov, we obtain the same results. In particular, his point of view that the scattering theory that works within the ranges $\Omega_1$ and $\Omega_5$ cannot be applied to the range $\Omega_3$ has a clear support in our general approach.

In the ranges $\Omega_1$ and $\Omega_5$ transmission and reflection probabilities for bosons and fermions are expressed via the coefficients $g$ as follows

$$|T_{\zeta,n}|^2 = |g (\,^+\,)|^{-2}, \quad |R_{\zeta,n}|^2 = |g (\,^-\,)|^2 |g (\,^+\,)|^{-2}. \quad (9.33)$$

As follows from unitarity relations the sum of these probabilities satisfies the relation of probability conservation,

$$|R_{\zeta,n}|^2 + |T_{\zeta,n}|^2 = 1. \quad (9.34)$$

In particular, for the Klein step we obtain Eq. (9.25)

$$|g (\,^+\,)|^{-2} = \frac{4k}{(1+k)^2}, \quad |g (\,^-\,)|^2 |g (\,^+\,)|^{-2} = \frac{(1-k)^2}{(1+k)^2}, \quad k = \begin{cases} k_f, & \text{Fermi case} \\ k_b, & \text{Bose case} \end{cases}. \quad (9.35)$$

In the range $\Omega_3$, we obtain for the Klein step

$$|g (\,^+\,)|^{-2} = \frac{4|k|}{(1+k)^2}, \quad |g (\,^-\,)|^2 |g (\,^+\,)|^{-2} = \frac{(1-k)^2}{(1+k)^2}, \quad (9.36)$$

where for fermions one has $k = k_f < 0$, see Eq. (9.26) and Eq. (9.30).

If by analogy with the ranges $\Omega_1$ and $\Omega_5$ we believe that $|g (\,^+\,)|^{-2}$ and $|g (\,^-\,)|^2 |g (\,^+\,)|^{-2}$ are transmission and reflection probabilities, respectively, then we have to accept that there will apparently be more fermions reflected than coming in. This is the situation first considered by Klein. Besides, in this case there will apparently be more fermions transmitted than coming in and the following relation will hold true

$$|g (\,^-\,)|^2 |g (\,^+\,)|^{-2} - |g (\,^+\,)|^{-2} = 1, \quad (9.37)$$

which does not imply Eq. (9.34). These contradictions do not exist in the framework of our approach with correct interpretation of the quantities (9.36). Indeed, as follows from Eq. (7.47) the quantity $|g (\,^+\,)|^{-2}$ is the relative probability of the electron-positron pair creation,

$$|g (\,^+\,)|^{-2} = |w_n (\,^+\,)|^2, \quad (9.38)$$

and $|g (\,^-\,)|^2 |g (\,^+\,)|^{-2}$ is the relative probability of the electron (positron) reflection,

$$|g (\,^-\,)|^2 |g (\,^+\,)|^{-2} = |w_n (\,^-\,)|^2 = |w_n (\,^+\,)|^2, \quad (9.39)$$

in the range $\Omega_3$. Besides, the $x$-electric potential step creates pairs in the region $\Omega_3$, the differential numbers of such pairs being $N_n^{\text{cr}} = |g (\,^-\,)|^{-2} \quad (7.7)$. In this situation the many-particle nature of the problem is essential, and relations of probability conservation are quite different in the range $\Omega_3$ and in the ranges $\Omega_1$ and $\Omega_5$. Unitarity of canonical transformation between the in- and out- creation and annihilation operators was proved in the general case in Sec. VIII. Here it is enough to mention that for fermions the quantity

$$p_n^v = |w_n (\,^+\,)|^{-2} = (1 - N_n^{\text{cr}}) \quad (9.40)$$

is the probability that the partial vacuum state with a given $n$ remains a vacuum. Due to the Pauli principle, if an initial state is vacuum, there are only two possibilities in a cell of the space with given quantum number $n$, namely, this partial vacuum remains a vacuum, or with the probability $p_n^v |w_n (\,^+\,)|^2$ a pair with the quantum number $n$ will be created. Then Eq. (9.37) is just the condition of probability conservation,

$$p_n^v + p_n^v |w_n (\,^+\,)|^2 = 1. \quad (9.41)$$

5 In Sec. IX.C we have demonstrated that for bosons Eq. (9.30) holds true only in a part of $\Omega_3$, where the difference $|p^L| - |p^R|$ is not very small.
It is obvious that many particle consideration is necessary for correct interpretation of relation (9.37). The same is true when we consider one-electron initial state with a given $n$. Here again due to the Pauli principle, creation of a pair of fermions with the same quantum number is impossible. Then the total reflection of the initial particle on the $x$-electric potential step is described by the conditional probability of reflection under the condition that in all other cells of the space with quantum numbers $m \neq n$ partial vacua remain vacua. Such a probability has the form $|w_n (+|+)|^2 p_v^n$. Consequently,

$$|w_n (+|+)|^2 p_v^n = 1. \tag{9.42}$$

This result is consistent with calculations of mean occupation numbers given in Sec. 4.2.

For bosons, in the range $\Omega_3$, the correct interpretation of quantities $|g (+ |+)|^{-2}$, $|g (+ |−)|^{-2}$ and $|g (+ |+)|^{-2}$ coincides with the one for fermions, they are relative probabilities of a pair creation and electron/positron reflection respectively. However, for bosons an additional relation holds,

$$|g (+ |−)|^{-2} |g (+ |+)|^{-2} + |g (+ |+)|^{-2} = 1. \tag{9.43}$$

It formally can be understood as relation (9.34). However, here equation (9.43) is a relation for relative probabilities, and does not admit an interpretation in the framework of one-particle theory. Due to the vacuum instability the probability conservation has to be considered in the framework of many-particle theory, taking into account that in the bosons case in a given state $n$ any number of pairs can be created. The unitarity of canonical transformation between the in- and out-operators was proven in Appendix A. Here it should be noted that for boson the probability that the partial vacuum state with given $n$ remains a vacuum is

$$p_v^n = |w_n (+|+)|^2 = (1 + N_{cr}^{O})^{-1} \tag{9.44}$$

The conditional probability of a pair creation with a given quantum numbers $n$, under the condition that all other partial vacua with the quantum numbers $m \neq n$ remain the vacua is the sum of probabilities of creation for any number $l$ of pairs

$$P(\text{pairs}|0)_n = p_v^n \left[ \sum_{l=1}^{\infty} |w_n (+ |0)|^{2l} \right]. \tag{9.45}$$

In this case Eq. (9.43) is the probability conservation law in the form of a sum of probabilities of all possible events in a cell of the space of quantum numbers $n$:

$$P(\text{pairs}|0)_n + p_v^n = 1. \tag{9.46}$$

X. SUMMARY

When quantizing charged fields (those of Dirac and Klein-Gordon) in the presence of $x$-electric potential steps, we succeeded to describe quantum theory of the systems under consideration in terms of adequate in- and out-operators. These particles represent positive-energy excitations above the corresponding in- and out-vacua and have all natural physical properties inherent to such particles in various examples of known QFT models. In fact, the idea of introducing such particles is an advancement of the well-known Furry picture in QED with external magnetic field [57] and of the generalized Furry picture in QED with $t$-electric potential steps [5]. For the class of external electromagnetic field, which we identify as the $x$-electric potential steps, we define special solutions of the relativistic Dirac and Klein-Gordon wave equations that expand the corresponding Heisenberg field operators in adequate in- and out-creation and annihilation operators related to the in- and out-operators. Solutions, which we have used in the implementation of the quantization program, were chosen as stationary solutions with special asymptotic behavior at the remote left and remote right sides of the potential step (of course, this choice is not unique). These solutions, by their asymptotic behavior, are labeled also by a set of quantum numbers $n$ that include the total energy $p_0$, transverse momenta $p_\perp$, and the spin polarization (the latter in the case of the Dirac field). In the most general case of critical steps with the potential difference $U > 2m_n$ there exist five ranges of quantum numbers $n$, where these solutions have similar forms, and physical processes with the corresponding in- and out-operators have similar interpretation. A detailed consideration of various physical processes with these particles had confirmed justified their definitions and had demonstrated that:

a) In the first range $p_0 \geq U_R + \pi_\perp (\pi_\perp = \sqrt{p_\perp^2 + m^2})$ there exist only in- and out-electrons, whereas in the fifth range $p_0 \leq U_L - \pi_\perp$ there exist only in- and out-positrons. In these ranges electrons and positrons are subjected to the scattering and the reflection only. No particle creation in these ranges is possible.
b) In the second range $U_R - \pi L < p_0 < U_R + \pi L$ if $2\pi L \leq U$, similar to the first range, there exist only electrons that are subjected to the total reflection. In the fourth range $U_L - \pi L < p_0 < U_L + \pi L$ there exist only positrons that are also subjected to the total reflection.

c) In the third range $U_L + \pi L \leq p_0 \leq U_R - \pi L$, which exists only for critical steps and for transversal momenta that satisfy the inequality $2\pi L \leq U$, there exist in- and out-electrons that can be situated only to the left of the step, and in- and out-positrons that can be situated only to the right of the step. In the third range, all the partial vacua are unstable, processes of pair creation are possible. The pairs consist of out-electrons and out-positrons that appear on the left and on the right of the step and move there to the left and to the right, respectively. At the same time, the in-electrons that move to the step from the left are subjected to the total reflection. After being reflected they move to the left of the step already as out-electrons. Similarly, the in-positrons that move to the step from the right are subjected to the total reflection. After being reflected they move to the right of the step already as out-positrons.

We elaborated a technique that allows one to calculate all the above described processes (zero-order processes) and also to calculate Feynman diagrams that describe all the processes of interaction between the introduced in- and out-particles and photons. These diagrams have formally the usual form, but contain special propagators. Constructions of these propagators in terms of introduced in- and out-solutions are presented. It should be noted that calculations in terms of these Feynman diagrams (as well as calculations of zero-order processes) are nonperturbative, in such calculations interaction with external field of $x$-electric potential steps are taken into account exactly. Another interesting feature is worth noting: when considering reflection and transmission of in-particles in the first and fifth ranges the formalism of QFT allows one to calculate both the probability amplitudes of transitions between in- and out-states and the mean currents of out-particles in the in-states, testing in such a way the rules of one-particle time-independent potential scattering theory and its applicability.

Finally, the developed theory is applied to exactly solvable cases of $x$-electric potential steps, namely, to the Sauter potential, and to the Klein step. We present a consistent QFT treatment of processes, where a naive one-particle consideration might lead to the Klein paradox. From this point of view we comment various approaches known in the literature that use pure one-particle consideration or its partial combination with elements of QFT.
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**Appendix A: Some details of scalar field quantization**

The quantization of scalar field in terms of adequate in- and out-particles can be given along the same lines as the quantization for Dirac field. Having results of Sec. 3.11 a quantum scalar field $\Psi(X)$ can be written as the sum $\Psi(X) = \sum_{i=1}^{\pi} \Psi_i(X)$ of five operators, each one $\Psi_i(X)$ in the range $\Omega_i$. The operators $\Psi_i(X), i = 1, 2, 4, 5$ have similar to the fermionic case [see Eqs. (4.5) and (4.6)] decompositions in terms of the creation and annihilation operators and only the operator $\Psi_3(X)$,

$$\Psi_3(X) = \sum_{n_3} \mathcal{M}_{n_3}^{-1/2} \left[ a_{n_3}(\text{in}) \psi_{n_3}(X) + b_{n_3}^\dagger(\text{in}) \right]$$

is distinct from the corresponding form in Eqs. (4.5) due to the ± signs in the right-hand side of Eq. (3.50). In what follows, we consider some peculiarities of the quantization of the scalar field in the range $\Omega_3$.

Taking into account relations (3.50) and Eqs. (3.53) - (3.55), one can see that commutation relations (4.3) imply the commutation rules for the introduced creation and annihilation in- and out-operators: all creation (annihilation) operators with different quantum numbers $n$ commute between themselves; all the operators from different ranges $\Omega_i$ commute between themselves, and satisfy the canonical commutation relations. One defines two vacuum vectors $|0,\text{in}\rangle$ and $|0,\text{out}\rangle$, using introduced annihilation operators. In the ranges $\Omega_i, i = 1, 2, 4, 5$ the corresponding equations have exactly the same form as in (4.27) and (4.28), whereas in the range $\Omega_3$ they are different since here the in- and out-operators are different,

$$\begin{align*}
+a_{n_3}(\text{in}) |0,\text{in}\rangle &= -b_{n_3}^\dagger(\text{in}) |0,\text{in}\rangle = 0, \\
- b_{n_3}(\text{out}) |0,\text{out}\rangle &= - a_{n_3}(\text{out}) |0,\text{out}\rangle = 0.
\end{align*}$$

(A2)
Partial and total vacuum states are related by Eqs. (1.29), (1.30), (1.31), and (1.37). The introduced vacua have zero energy and electric charge and all the excitations above the vacuum have positive energies.

Canonical transformations between the in- and out-operators in the ranges $\Omega_1$ and $\Omega_3$ are similar to the fermionic case. In particular, amplitudes of electron reflection and transmission in the range $\Omega_1$ have the same form (5.5) as in the fermionic case. The form of amplitudes of positron reflection and transmission in the range $\Omega_3$ differs from Eqs. (5.5) only by phases.

Justification of the presented choice of in- and out-operators can be done similarly to the fermionic case. In the range $\Omega_3$ there appear some peculiarities, since here we have different positions of $\pm$ superscripts and subscripts in comparing to the fermionic case, nevertheless the interpretation of sets $\{\psi_n(X)\}$ as electron states and sets $\{\psi_n(x)\}$ as positron states is the same. The canonical transformations between the in- and out-operators are

$$-a_n^{\text{(out)}} = g(\pm -)^{-1} b_n^{\text{(in)}} + g(\mp -)^{-1} g(\pm -)^{\dagger} a_n^{\text{(in)}},$$

$$b_n^{\text{(out)}} = g(\pm -)^{-1} b_n^{\text{(in)}} + g(\pm -)^{\dagger} a_n^{\text{(in)}},$$

$$a_n^{\text{(in)}} = -g(\mp +)^{-1} b_n^{\text{(out)}} - g(\pm +)^{-1} a_n^{\text{(out)}},$$

$$a_n^{\text{(out)}} = -g(\mp +)^{-1} b_n^{\text{(in)}} + g(\pm +)^{-1} a_n^{\text{(in)}}, \quad n \in \Omega_3. \quad (A3)$$

Differential mean numbers of out-particles created from the in-vacuum are

$$N_{n_3}^{a^{\text{(out)}}} = \langle 0, \text{in} | -a_{n_3}^{\dagger}(\text{out}) - a_{n_3}(\text{out}) | 0, \text{in} \rangle = |g(\pm -)|^{-2},$$

$$N_{n_3}^{b^{\text{(out)}}} = \langle 0, \text{in} | -b_{n_3}^{\dagger}(\text{out}) - b_{n_3}(\text{out}) | 0, \text{in} \rangle = |g(\pm +)|^{-2}. \quad (A4)$$

It can be shown that they are equal and define differential mean number $N_{n_3}^{\text{cr}}$ of created pairs similarly to the fermionic case given by Eq. (7.17). In contrast to the case of fermions, the quantity $N_{n_3}^{\text{cr}}$ is unbounded from above due to relation (3.42) with formal setting $\eta_L = \eta_R = 1$ for bosons. If $N_{n_3}^{\text{cr}}$ tends to zero, $N_{n_3}^{\text{cr}} \to 0$, then $|g(\pm -)|^2 \to \infty$ and, at the same time, $|g(\pm +)|^2 \to \infty$ similar to the fermionic case. The total number $N$ of pairs created from the vacuum is defined similarly to the fermionic case given by Eq. (7.13).

One can see that due to relation (3.42) with $\eta_L = \eta_R = 1$ the differential mean numbers of out-particles in one-particle in-states are

$$\langle 0, \text{in} | +a_n^{\text{(in)}} - a_n^{\dagger}(\text{out}) - a_n(\text{out}) + a_n^{\dagger}(\text{in}) | 0, \text{in} \rangle = 1 + 2N_{n_3}^{\text{cr}},$$

$$\langle 0, \text{in} | +a_n^{\text{(in)}} - b_n^{\dagger}(\text{out}) - b_n(\text{out}) + a_n^{\dagger}(\text{in}) | 0, \text{in} \rangle = 2N_{n_3}^{\text{cr}},$$

$$\langle 0, \text{in} | +b_n^{\text{(in)}} - a_n^{\dagger}(\text{out}) - a_n(\text{out}) + b_n^{\dagger}(\text{in}) | 0, \text{in} \rangle = 2N_{n_3}^{\text{cr}}, \quad n \in \Omega_3, \quad (A5)$$

and see that Eqs. (A5) are quite different from Eqs. (C14) obtained for fermions. This a consequence of the absence of the Pauli principle. In this case $2N_{n_3}^{\text{cr}}$ is the differential mean number of scalar electrons (positrons) created by the external field. We see that the presence of a particle at the initial state increases the mean number of created bosons. It is known effect for bosons, e.g., see [49].

In the range $\Omega_3$, we consider relative scattering amplitudes of scalar electrons and positrons,

$$w(\pm +)_{n'n'} = c_{v^{-1}}(0, \text{out} | -a_{n'}^{\dagger}(\text{out}) + a_n^{\dagger}(\text{in}) | 0, \text{in}),$$

$$w(\pm -)_{n'n'} = c_{v^{-1}}(0, \text{out} | -b_{n'}^{\dagger}(\text{out}) + b_n^{\dagger}(\text{in}) | 0, \text{in}), \quad (A6)$$

and relative amplitudes of a pair creation and a pair annihilation,

$$w(\mp 0)_{n'n'} = c_{v^{-1}}(0, \text{out} | -a_{n'}(\text{out}) - b_n(\text{out}) | 0, \text{in}),$$

$$w(0 \mp +)_{n'n'} = c_{v^{-1}}(0, \text{out} | +b_n^{\dagger}(\text{in}) - a_{n'}^{\dagger}(\text{in}) | 0, \text{in}), \quad (A7)$$

where $c_v$ is the vacuum-to-vacuum transition amplitude for bosons

$$c_v^{(3)} = \langle 0, \text{out} | 0, \text{in} \rangle^{(3)} = c_v = \langle 0, \text{out} | 0, \text{in} \rangle. \quad (A8)$$

As follows from relations (A3), all the amplitudes (A6) and (A7) are diagonal in the quantum numbers $n$ and can
be expressed in terms of the coefficients \( g \left( \phi \mid \phi \right) \) as follows:

\[
\begin{align*}
&w(+)_{nn} = \delta_{n,n'}w_n(+) + , \quad w_n(+) = g(-|+) g(+) = g(-) \left( -|+ \right) = g(-) g(-) = g(+), \\
&w(-|)_{nn'} = \delta_{n,n'}w_n(-), \quad w_n(-) = g(+) g(+) = g(-) g(-) = g(+), \\
&w(0|+)_{nn'} = \delta_{n,n'}w_n(0|+), \quad w_n(0|+) = g(+), \\
&w(+)_{nn'} = \delta_{n,n'}w_n(+) + , \quad w_n(+) = g(-) = g(+), \quad n \in \Omega_3.
\end{align*}
\] (A9)

In the range \( \Omega_3 \), similar to the case of fermions, the total reflection is the only possible form of particle scattering, with \( w(+) \) and \( w(-) \) being relative probability amplitudes of a particle reflection.

Unitary relations (3.40) and their consequences (3.41) and (3.42) with setting \( \eta_n = \eta_t = 1 \) for bosons imply the following connections for the introduced amplitudes \( w \):

\[
|w_n(+)|^2 = |w_n(-)|^2, \quad |w_n(+) - |0\rangle|^2 = |w_n(0|+)|^2, \\
|w_n(+) + |0\rangle|^2 = 1, \quad \frac{w_n(-)}{w_n(0|+)} = \frac{w_n(+) - |0\rangle}{w_n(0|+)}.
\] (A10)

Using Eqs. (A9), two lower lines in relations (A6) can be rewritten as

\[
\begin{align*}
\alpha_n(\text{in}) &= w_n(+) \left[ -a_n(\text{out}) - w_n(+|0\rangle - b_n(\text{out}) \right], \\
\beta_n(\text{in}) &= w_n(-|1\rangle \left[ -b_n(\text{out}) - w_n(+|0\rangle - a_n(\text{out}) \right].
\end{align*}
\] (A11)

Together with their adjoint relations they define an unitary transformation \( V_{\Omega_3} \) between the in- and out-operators,

\[
\{ \alpha^*(\text{in}), \alpha(\text{in}), \beta^*(\text{in}), \beta(\text{in}) \} = V_{\Omega_3} \{ -a^*(\text{out}), -a(\text{out}), -b^*(\text{out}), -b(\text{out}) \} V_{\Omega_3}^\dagger.
\]

Since Eqs (A10) and (A11) formally coincide with the corresponding equations for the general case of time-dependent external field, the unitary operator \( V_{\Omega_3} \) can be taken, for example, from [9] or book [1]. The operator \( V_{\Omega_3} \) relates the in- and out-vacua, \( |0\text{, in}\rangle = V_{\Omega_3} |0\text{, out}\rangle \), and determines the vacuum-to-vacuum transition amplitude,

\[
c_v = |0\text{, out}\rangle V_{\Omega_3} |0\text{, out}\rangle = \prod_n w_n(-) .
\] (A12)

The probabilities of a particle reflection, a pair creation, and the probability for a vacuum to remain a vacuum can be expressed via differential mean numbers of created pairs \( N_{n}^{\text{cr}} \). By using the relation \( |w_n(-)|^2 = (1 + N_{n}^{\text{cr}})^{-1} \), one finds

\[
\begin{align*}
P(+|+)_{nn'} &= |\langle 0,\text{out}| + a_n(\text{out}) - a_{n'}(\text{in})|0,\text{in}\rangle|^2 = \delta_{n,n'}(1 + N_{n}^{\text{cr}})^{-1} P_v , \\
P(+ |0)_{nn'} &= |\langle 0,\text{out}| + a_n(\text{out}) - b_{n'}(\text{out})|0,\text{in}\rangle|^2 = \delta_{n,n'} N_{n}^{\text{cr}}(1 + N_{n}^{\text{cr}})^{-1} P_v , \\
P_v = |c_v|^2 &= \prod_{n \in \Omega_3} p_n^n , \quad p_n^n = (1 + N_{n}^{\text{cr}})^{-1} .
\end{align*}
\] (A13)

The probabilities for a positron scattering \( P(-|-) \) and a pair annihilation \( P(0|+) \) coincide with the expressions \( P(+|+) \) and \( P(+|0) \), respectively.

Note that \( p_n^n \) given by Eq. (A13) is the probability that the partial vacuum state with given \( n \) remains a vacuum. If all \( N_{n}^{\text{cr}} \ll 1 \) then in the leading approximation the relation \( 1 - P_v \approx N \) is the same with the case of fermions. The vacuum instability is not essential if \( N_{n}^{\text{cr}} \rightarrow 0 \). Then like for fermions \( P_v \rightarrow 1, P(+|+)_{nn} \rightarrow 1 \) and \( P(+|0)_{nn} \rightarrow N_{n}^{\text{cr}} \).

Processes of higher orders are described by the Feynman diagrams with two kinds of charged scalar particle propagators in the external field under consideration, namely, the so-called in-out propagator \( \Delta^c(X,X') \), which is just the causal Feynman propagator, and the so-called in-in propagator \( \Delta^c_{in}(X,X') \),

\[
\begin{align*}
\Delta^c(X,X') &= i/0\text{out}| T \hat{\Psi}(X) \hat{\Psi}^\dagger(X')|0,\text{in}\rangle c_v^{-1} , \\
\Delta^c_{in}(X,X') &= i/0\text{in}| T \hat{\Psi}(X) \hat{\Psi}^\dagger(X')|0,\text{in}\rangle .
\end{align*}
\] (A14)
We find the in-in propagator as
\[ \Delta_{\text{in}}(X, X') = \theta(t - t')\Delta_{\text{in}}(X, X') - \theta(t' - t)\Delta_{\text{in}}^+(X, X'), \]
\[ \Delta_{\text{in}}(X, X') = i\sum_{j=1}^{2} G_j (X, X') + \tilde{\Delta}_{\text{in}}(X, X'), \]
\[ \Delta_{\text{in}}^+(X, X') = -i\sum_{j=4}^{5} G_j (X, X') + \tilde{\Delta}_{\text{in}}^+(X, X'), \]
\[ \tilde{\Delta}_{\text{in}}(X, X') = i\sum_{n_3} \mathcal{M}_{n_3}^{-1} + \psi_{n_3}(X) + \psi_{n_3}^*(X'), \]
\[ \tilde{\Delta}_{\text{in}}^+(X, X') = -i\sum_{n_3} \mathcal{M}_{n_3}^{-1} + \psi_{n_3}(X) + \psi_{n_3}^*(X'), \]  
(A15)

where the functions \( G_j (X, X') \) are given by Eq. (3.52), and obtain for the in-out propagator that
\[ \Delta^c(X, X') = \theta(t - t')\Delta^c(X, X') - \theta(t' - t)\Delta^+(X, X'), \]
\[ \Delta^-(X, X') = i\sum_{j=1}^{2} G_j (X, X') + \tilde{\Delta}^-(X, X'), \]
\[ \Delta^+(X, X') = -i\sum_{j=4}^{5} G_j (X, X') + \tilde{\Delta}^+(X, X'), \]
\[ \tilde{\Delta}^-(X, X') = i\sum_{n_3} \mathcal{M}_{n_3}^{-1} [ -\psi_{n_3}(X) w_{n_3} (++) + \psi_{n_3}^*(X') ] , \]
\[ \tilde{\Delta}^+(X, X') = -i\sum_{n_3} \mathcal{M}_{n_3}^{-1} [ +\psi_{n_3}(X) w_{n_3} (--) - \psi_{n_3}^*(X') ] . \]  
(A16)

Using relations (3.35) with \( \eta_L = \eta_R = 1 \) for bosons, we can represent the difference between the both propagators as follows
\[ \Delta^p(X, X') = \Delta^c_{\text{in}}(X, X') - \Delta^c(X, X') = -i\sum_{n_3} \mathcal{M}_{n_3}^{-1} [ +\psi_{n_3}(X) w_{n_3} (0) + + \psi_{n_3}^*(X') ] . \]  
(A17)

It is formed in the range \( \Omega_3 \) only and vanishes if there is no pair creation.

**Appendix B: Orthogonality and normalization on \( t \)-constant hyperplane**

Integrating in (3.36) over the coordinates \( r_\perp \) and using the structure of constant spinors \( \psi_{\sigma} \) that enter the states \( \psi_n(X) \) and \( \psi_{n'}^*(X) \), we obtain:

\[(\psi_n, \psi_{n'}^*) = \delta_{\sigma,\sigma'} \delta_{p_\perp p_\perp'} V_\perp \mathcal{R}, \]
\[ \mathcal{R} = \int_{-K(L)}^{K(R)} \Theta \, dx, \]
\[ \Theta = e^{i(p_0 - p_0') t} \gamma^*_n(x) [p_0 + p_0' - 2U(x)] [p_0' - U(x) + \chi i \partial_x] \varphi_{n'}(x). \]  
(B1)

Then we represent the integral \( \mathcal{R} \) as follows
\[ \mathcal{R} = \int_{-K(L)}^{x_L} \Theta \, dx + \int_{x_L}^{x_R} \Theta \, dx + \int_{x_R}^{K(R)} \Theta \, dx. \]  
(B2)

Due to our suppositions about the structure of the scalar potential \( A_0(x) \) only the second terms in the right-hand side of Eq. (B2) depends on the external field. At the same time, the smoothness of the scalar potential allows us to believe that this integral is finite. The first and the third terms are calculated as integrals over the areas where the electric field is zero but the scalar potentials, as being constant, differ from zero. Thus, functions \( \varphi(x) \) and \( \varphi'(x) \) entering the quantity \( \Theta \) (B1) are different for the left and the right areas even for equal quantum numbers \( n \) and \( n' \).
First, we evaluate the quantity $\mathcal{R}$ for coinciding quantum numbers $n$ and $n'$, and then we calculate the norm squared $(\psi_n, \psi_n')$ of the introduced solutions for any $n$. In this case Eq. (B2) reads:

$$
\mathcal{R}|_{n=n'} = \mathcal{R}_L + \mathcal{R}_{\text{int}} + \mathcal{R}_R, \\
\mathcal{R}_L = \int_{-K}^{K} \Theta_L dx, \quad \mathcal{R}_{\text{int}} = \int_{-\pi}^{\pi} \Theta_{n=n'} dx < \infty, \quad \mathcal{R}_R = \int_{x_R}^{x_R(K)} \Theta_R dx, \\
\Theta_{L/R} = \varphi_n(x) 2\pi_0 (L/R) [\pi_0 (L/R) + \chi i \partial_x] \varphi_n(x).
$$

(B3)

If we consider only solutions from the sets $\{ \zeta \psi_n(X) \}$ and $\{ \zeta \psi_n(X) \}$, then the first line in Eqs. (B3) looks different in the ranges $n \in \Omega_1 \cup \Omega_3 \cup \Omega_5$, $n \in \Omega_2$, and $n \in \Omega_4$. Namely,

$$
\mathcal{R}|_{n=n'} = \mathcal{R}_L + \mathcal{R}_R + O(1), \quad n \in \Omega_1 \cup \Omega_3 \cup \Omega_5, \\
\mathcal{R}|_{n=n'} = \mathcal{R}_L + O(1), \quad n \in \Omega_2, \\
\mathcal{R}|_{n=n'} = \mathcal{R}_R + O(1), \quad n \in \Omega_4,
$$

(B4)

where the designation $O(1)$ is used here and in what follows for the terms that satisfy the relation

$$
\lim_{K^{(L/R)} \to \infty} \frac{O(1)}{K^{(L/R)}} = 0.
$$

Consider the quantities $\mathcal{R}_{L/R}$ defined by the functions $\zeta \varphi_n(x)$ and $\zeta \varphi_n(x)$. In this case we attribute the corresponding index $\zeta$ to these quantities as follows: $\mathcal{R}_{L/R} \to \zeta \mathcal{R}_{L/R}$ or $\mathcal{R}_{L/R} \to \zeta \mathcal{R}_{L/R}$. Using Eqs. (3.14), (3.15), and (3.37), we obtain

$$
\zeta \mathcal{R}_L = Y^2 K^{(L)} \left| \frac{\pi_0(L)}{p^L} \right| + O(1), \quad \zeta \mathcal{R}_R = Y^2 K^{(R)} \left| \frac{\pi_0(R)}{p^R} \right| + O(1).
$$

(B5)

This result allows one to find the square norm of the states with $n \in \Omega_2 \cup \Omega_4$,

$$
(\psi_n, \psi_n) = \mathcal{M}_n, \quad n \in \Omega_2 \cup \Omega_4; \\
\mathcal{M}_{n_2} = 2 \frac{K^{(L)}}{T} \left| \frac{\pi_0(L)}{p^L} \right| + O(1), \quad \mathcal{M}_{n_3} = 2 \frac{K^{(R)}}{T} \left| \frac{\pi_0(R)}{p^R} \right| + O(1).
$$

(B6)

To calculate the quantities $\zeta \mathcal{R}_L$ and $\zeta \mathcal{R}_L$ that correspond to functions $\varphi_n(x)$ with $n \in \Omega_1 \cup \Omega_3 \cup \Omega_5$ we have to use relations between the functions $\zeta \varphi_n(x)$ and $\zeta \varphi_n(x)$. It follows from Eq. (B1) that the matrix elements $(\psi_n, \psi_n')$ are diagonal in quantum numbers $\sigma$. Using this fact, one can easily see that relations (3.38) remain valid under changing the functions $\zeta \psi_n(X)$ to $\zeta \varphi_n(x)$ and $\zeta \varphi_n(x)$ to $\zeta \varphi_n(x)$. Using these relations, and taking into account eqs. (3.14), (3.15), and (3.37), we find

$$
\zeta \mathcal{R}_R = Y^2 K^{(R)} \left| \frac{\pi_0(R)}{p^R} \right| \left[ |g(\zeta^+)|^2 + |g(\zeta^-)|^2 \right] + O(1), \\
\zeta \mathcal{R}_L = Y^2 K^{(L)} \left| \frac{\pi_0(L)}{p^L} \right| \left[ |g(\zeta^+)|^2 + |g(\zeta^-)|^2 \right] + O(1).
$$

(B7)

These results allow us to find square norms of states with $n \in \Omega_1 \cup \Omega_3 \cup \Omega_5$. They are

$$
(\zeta \psi_n, \zeta \psi_n') = \zeta \mathcal{R}_L + \zeta \mathcal{R}_R, \quad (\zeta \psi_n, \zeta \psi_n') = \zeta \mathcal{R}_L + \zeta \mathcal{R}_R.
$$

(B8)

Note that these square norms are of the order of the large numbers $K^{(L)}$ and/or $K^{(R)}$.

In the case $n \neq n'$, we already know that $(\psi_n, \psi_n') \sim \delta_{n, n'} \varphi^L_{n_0} \varphi^R_{n_0}$. Thus, it is enough to study the quantity $\mathcal{R}|_{\sigma=n', p^L=p^L_{n_0} \neq p^R_{n_0}}$ in order to make up a conclusion about the complete inner product (B1) for $n \neq n'$. Let us consider solutions $\psi_n(X)$ and $\psi_{n'}(X)$ with a given asymptotic behavior and for $\sigma = n', p^L = p^L_{n_0} \neq p^R_{n_0}$. In this case $p^L_0 \neq p^R_0$ implies $p^L \neq p^R$ and/or $p^R \neq p^R_{n_0}$. That is why the quantities $\Theta$ are oscillating functions of $x$ in the both regions $S_L$ and $S_R$, and the modulus of the quantity $\mathcal{R}|_{\sigma=n', p^L=p^L_{n_0} \neq p^R_{n_0}}$ is finite. Then for any $n, n' \in \Omega$ we have

$$
(\psi_n, \psi_{n'}) = O(1), \quad n \neq n'.
$$

(B9)
One can easily verify that the relation

\[ \left( \psi_n, \hat{H} \psi_{n'} \right) - \left( \hat{H} \psi_n, \psi_{n'} \right) = O(1) \]  

holds true for any stationary states. Thus, the Hamiltonian \( \hat{H} \) is Hermitian as \( K^{(L/R)} \to \infty \).

In what follows, such matrix elements always appear divided by terms proportional \( K^{(L/R)} \) such that they can be neglected in the limits \( K^{(L/R)} \to \infty \). Thus, we further assume that all the wave functions (described in subsections III.A and III.B) having different quantum numbers \( n \) are orthogonal with respect to the introduced inner product on the hyperplane \( t = \text{const} \),

\[ (\psi_n, \psi_{n'}) = 0, \quad n \neq n'. \]  

(B11)

Then the complete orthonormality relations (3.37) for the ranges \( \Omega_2 \) and \( \Omega_4 \) follow from Eqs. (B6) and (B11).

Orthonormality relations for solutions with quantum numbers \( n \in \Omega_1 \cup \Omega_3 \cup \Omega_5 \) are considered below; they are more complicated since such solutions have an additional quantum number \( \zeta \).

There always exist two independent solutions with quantum numbers \( n \in \Omega_1 \cup \Omega_3 \cup \Omega_5 \). In spite of the fact that these solutions are obtained in the constant external field, we believe that they represent asymptotic forms of some unknown solutions of the Dirac equation with the external field that is switched on and off at \( t \to \pm \infty \) and that effects of the switching on and off are negligible. We believe that there exist orthogonal pairs of solutions describing independent particle states at the initial and final time instants, and since the inner product (3.46) does not depend on \( t \) in the limits \( K^{(L/R)} \to \infty \) that such solutions remain orthogonal at arbitrary time instant. Below, we are going to find out which solutions under consideration form such orthogonal pairs.

Let us consider the inner products \( \left( \zeta \psi_n, \zeta' \psi_n \right), \ n \in \Omega_1 \cup \Omega_3 \cup \Omega_5 \). They are written (see (B1) and (B3)) in terms of the quantities \( R_{L/R} \left( \zeta | \zeta' \right) \) as follows

\[ R_L \left( \zeta | \zeta' \right) = \int_{-K(L)}^{x_L} \Theta_L \left( \zeta | \zeta' \right) dx, \quad R_R \left( \zeta | \zeta' \right) = \int_{x_R}^{K(R)} \Theta_R \left( \zeta | \zeta' \right) dx, \]

\[ \Theta_{L/R} \left( \zeta | \zeta' \right) = \zeta \varphi_n^* (x) 2 \pi_0 \left( L/R \right) [\pi_0 \left( L/R \right) + \chi i \partial_x] \zeta' \varphi_n (x), \]

\[ n \in \Omega_1 \cup \Omega_3 \cup \Omega_5. \]  

(B12)

As was mentioned before, relations (3.38) remain valid if the functions \( \zeta \psi_n, \left( X \right) \) and \( \zeta' \psi_n, \left( X \right) \) are changed to the functions \( \zeta \varphi_n, \left( x \right) \) and \( \zeta' \varphi_n, \left( x \right) \). Using this fact, we express the functions \( \zeta \varphi_n, \left( x \right) \) in terms of \( \zeta \varphi_n, \left( x \right) \) in \( R_L \left( \zeta | \zeta' \right) \), and the functions \( \zeta \varphi_n, \left( x \right) \) in terms of \( \zeta \varphi_n, \left( x \right) \) in \( R_R \left( \zeta | \zeta' \right) \). Then taking into account Eqs. (3.37), we obtain

\[ R_L \left( \zeta | \zeta' \right) = \zeta \eta_L Y^2 K^{(L)} \left| \frac{\pi_0 \left( L \right)}{p^L} \right| g \left( \zeta | \zeta' \right) + O(1), \]

\[ R_R \left( \zeta | \zeta' \right) = \zeta' \eta_R Y^2 K^{(R)} \left| \frac{\pi_0 \left( R \right)}{p^R} \right| g \left( \zeta | \zeta' \right) + O(1). \]  

(B13)

Then we consider only the case \( n \in \Omega_1 \cup \Omega_5 \). For \( n \in \Omega_1 \), due to the inequalities \( \pi_0 \left( L \right) > \pi_0 \left( R \right) \geq \pi_\perp \), both sets of solutions describe electrons. For \( n \in \Omega_5 \), due to the inequalities \( \pi_0 \left( R \right) < \pi_0 \left( L \right) \leq -\pi_\perp \), both sets of solutions describe positrons. In both cases \( \eta_L = \eta_R \). Then it follows from Eqs. (B3) and (B13) that

\[ \left( \zeta \psi_n, -\zeta \psi_n \right) = 0, \quad n \in \Omega_1 \cup \Omega_5, \]  

(B14)

if we assume that the quantities \( K^{(L/R)} \) satisfy the following relation

\[ K^{(L)} \left| \frac{\pi_0 \left( L \right)}{p^L} \right| - K^{(R)} \left| \frac{\pi_0 \left( R \right)}{p^R} \right| = O(1), \]  

(B15)

that was first proposed by Nikishov in Ref. (17). Condition (B14) means that for \( n \in \Omega_1 \cup \Omega_5 \) solutions \( \zeta \psi_n, \left( X \right) \) and \( -\zeta \psi_n, \left( X \right) \), represent independent physical states. The currents (3.36) of these independent physical states have opposite directions.

Let us consider the range \( n \in \Omega_3 \). In this range, the inequalities \( \pi_0 \left( L \right) \geq \pi_\perp \) and \( \pi_0 \left( R \right) \leq -\pi_\perp \) hold true and \( \eta_L = -\eta_R = +1 \). Then it follows from Eqs. (B3), (B13) and (B15) that

\[ \left( \zeta \psi_n, \zeta \psi_n \right) = 0, \quad n \in \Omega_3. \]  

(B16)
Thus, for $n \in \Omega_3$ solutions $\zeta \psi_n (X)$ and $\zeta \tilde{\psi}_n (X)$, represent independent physical states. Formally, the difference between the two cases $n \in \Omega_1 \cup \Omega_2$ and $n \in \Omega_3$ is owing to the difference in signs in the unitarity relations for these cases. The currents (3.30) of these independent physical states have the same directions.

Finally, using Eqs. (3.10), (B3), and (B15), we obtain the orthonormality relations (3.47) for the ranges $\Omega_i$, $i = 1, 3, 5$.

Appendix C: Some mean values

1. Mean values in $\Omega_1$ and $\Omega_3$

I. All mean values of the QFT charge operator $\hat{Q}$ given by Eq. (4.22) in states (5.1) are $- e$, whereas all mean values of the QFT charge operator $\hat{Q}$ in states (5.2) are $+ e$.

II. Using Eqs. (4.21) and (4.10), we can verify that all the kinetic energies of the states under consideration are positive. For the electron states, we obtain:

$$
\begin{align*}
\langle 0 | a_{n_1} (\text{in}) \hat{H}_{n_1}^{\text{kin}} + a_{n_1}^\dagger (\text{in}) | 0 \rangle &= +E_{n_1} > 0, \\
\langle 0 | -a_{n_1} (\text{in}) \hat{H}_{n_1}^{\text{kin}} - a_{n_1}^\dagger (\text{in}) | 0 \rangle &= -E_{n_1} > 0,
\end{align*}
$$

whereas for the positron states, we have

$$
\begin{align*}
\langle 0 | -b_{n_5} (\text{in}) \hat{H}_{n_5}^{\text{kin}} - b_{n_5}^\dagger (\text{in}) | 0 \rangle &= +E_{n_5} > 0, \\
\langle 0 | +b_{n_5} (\text{in}) \hat{H}_{n_5}^{\text{kin}} + b_{n_5}^\dagger (\text{in}) | 0 \rangle &= -E_{n_5} > 0,
\end{align*}
$$

III. Let us calculate differential mean values of out-particles with respect to different in-states (5.1) and (5.2). To this end we have to find the corresponding mean values of the following operators,

$$
\begin{align*}
\hat{N}_{+, n_1}^{(a)} &= +a_{n_1}^\dagger (\text{out}) + a_{n_1} (\text{out}), \quad \hat{N}_{-, n_1}^{(a)} = -a_{n_1}^\dagger (\text{out}) - a_{n_1} (\text{out}), \\
\hat{N}_{-, n_5}^{(b)} &= -b_{n_5}^\dagger (\text{out}) - b_{n_5} (\text{out}), \quad \hat{N}_{+, n_5}^{(b)} = +b_{n_5}^\dagger (\text{out}) + b_{n_5} (\text{out}).
\end{align*}
$$

Technically it can be done by using canonical transformations (4.33) between in and out operators, derived in Sec. IV.C. Thus, we obtain

$$
\begin{align*}
N_{\zeta, n_1}^{(a)} (0) &= \left\langle 0 | \hat{N}_{\zeta, n_1}^{(a)} | 0 \right\rangle = 0, \quad N_{\zeta, n_5}^{(b)} (0) = \left\langle 0 | \hat{N}_{\zeta, n_5}^{(b)} | 0 \right\rangle = 0, \\
N_{\zeta, n_1}^{(a)} (n_1, +) &= \left\langle 0 | a_{n_1} (\text{in}) \hat{N}_{\zeta, n_1}^{(a)} + a_{n_1}^\dagger (\text{in}) | 0 \right\rangle = \begin{Bmatrix} \left| g (+ | +)^2 \right| - \left| g (+ | +)^2 \left| g (- | +)^2 \right| \right., \zeta = +, \\
&= \begin{Bmatrix} \left| g (+ | +)^2 \right| - \left| g (- | +)^2 \left| g (+ | +)^2 \right| \right., \zeta = -,
\end{align*}
$$

$$
\begin{align*}
N_{\zeta, n_1}^{(a)} (n_1, -) &= \left\langle 0 | -a_{n_1} (\text{in}) \hat{N}_{\zeta, n_1}^{(a)} - a_{n_1}^\dagger (\text{in}) | 0 \right\rangle = \begin{Bmatrix} \left| g (+ | +)^2 \right| - \left| g (- | +)^2 \left| g (+ | +)^2 \right| \right., \zeta = -, \\
&= \begin{Bmatrix} \left| g (+ | +)^2 \right| - \left| g (- | +)^2 \left| g (+ | +)^2 \right| \right., \zeta = +,
\end{align*}
$$

$$
\begin{align*}
N_{\zeta, n_5}^{(b)} (n_5, +) &= \left\langle 0 | b_{n_5} (\text{in}) \hat{N}_{\zeta, n_5}^{(b)} + b_{n_5}^\dagger (\text{in}) | 0 \right\rangle = \begin{Bmatrix} \left| g (+ | +)^2 \right| - \left| g (- | +)^2 \left| g (+ | +)^2 \right| \right., \zeta = +, \\
&= \begin{Bmatrix} \left| g (+ | +)^2 \right| - \left| g (- | +)^2 \left| g (+ | +)^2 \right| \right., \zeta = -,
\end{align*}
$$

$$
\begin{align*}
N_{\zeta, n_5}^{(b)} (n_5, -) &= \left\langle 0 | -b_{n_5} (\text{in}) \hat{N}_{\zeta, n_5}^{(b)} - b_{n_5}^\dagger (\text{in}) | 0 \right\rangle = \begin{Bmatrix} \left| g (+ | +)^2 \right| - \left| g (- | +)^2 \left| g (+ | +)^2 \right| \right., \zeta = -, \\
&= \begin{Bmatrix} \left| g (+ | +)^2 \right| - \left| g (- | +)^2 \left| g (+ | +)^2 \right| \right., \zeta = +,
\end{align*}
$$

see (3.39) for the definition of the coefficients $g$.

Then it follows from relations (5.11) and (5.12) that

$$
\begin{align*}
N_{+, n_1}^{(a)} (n_1, +) + N_{-, n_1}^{(a)} (n_1, +) &= N_{+, n_1}^{(a)} (n_1, -) + N_{-, n_1}^{(a)} (n_1, -) = 1, \\
N_{+, n_5}^{(b)} (n_5, +) + N_{-, n_5}^{(b)} (n_5, +) &= N_{+, n_5}^{(b)} (n_5, -) + N_{-, n_5}^{(b)} (n_5, -) = 1.
\end{align*}
$$
Thus, the number of electrons with quantum numbers $n_1$ and positrons with quantum numbers $n_5$ are conserved in the course of scattering off the $x$-electric potential step.

III. Using the electric current operator $\hat{J}$ (12.28), we construct the corresponding renormalized operator $\hat{\mathcal{J}}$. Its mean value in the vacuum state is zero,

$$\hat{\mathcal{J}} = \hat{J} - \langle 0 | \hat{J} | 0 \rangle, \quad \langle 0 | \hat{\mathcal{J}} | 0 \rangle = 0. \quad \text{(C6)}$$

Then, using orthonormality condition (3.36), we calculate currents created by one-electron states in the range $\Omega_1$:  

$$\begin{align*}
\langle 0 | + a_{n_1} (\text{in}) \hat{\mathcal{J}} - a_{n_1}^\dagger (\text{in}) | 0 \rangle &= - e (\mathcal{M}_{n_1} T)^{-1} < 0,
\langle 0 | - a_{n_1} (\text{in}) \hat{\mathcal{J}} + a_{n_1}^\dagger (\text{in}) | 0 \rangle &= e (\mathcal{M}_{n_1} T)^{-1} > 0,
\langle 0 | - a_{n_1} (\text{out}) \hat{\mathcal{J}} - a_{n_1}^\dagger (\text{out}) | 0 \rangle &= e (\mathcal{M}_{n_1} T)^{-1} > 0,
\langle 0 | + a_{n_1} (\text{out}) \hat{\mathcal{J}} + a_{n_1}^\dagger (\text{out}) | 0 \rangle &= - e (\mathcal{M}_{n_1} T)^{-1} < 0, \quad \text{(C7)}
\end{align*}$$

and currents created by one-positron states in the range $\Omega_5$:  

$$\begin{align*}
\langle 0 | - b_{n_5} (\text{in}) \hat{\mathcal{J}} - b_{n_5}^\dagger (\text{in}) | 0 \rangle &= e (\mathcal{M}_{n_5} T)^{-1} > 0,
\langle 0 | + b_{n_5} (\text{in}) \hat{\mathcal{J}} + b_{n_5}^\dagger (\text{in}) | 0 \rangle &= - e (\mathcal{M}_{n_5} T)^{-1} < 0,
\langle 0 | + b_{n_5} (\text{out}) \hat{\mathcal{J}} + b_{n_5}^\dagger (\text{out}) | 0 \rangle &= - e (\mathcal{M}_{n_5} T)^{-1} < 0,
\langle 0 | - b_{n_5} (\text{out}) \hat{\mathcal{J}} - b_{n_5}^\dagger (\text{out}) | 0 \rangle &= e (\mathcal{M}_{n_5} T)^{-1} > 0. \quad \text{(C8)}
\end{align*}$$

The quantities $\mathcal{M}_{n_1}$ are given by Eqs. (3.38), and the combination $(\mathcal{M}_{n_1} T)^{-1}$ is the modulus of the probability flux of a one-particle state through the hyperplane $x = \text{const.}$. One can see that signs of currents (C7) and (C8) are always opposite to the signs of the asymptotic values $p^R$ and $p^L$, respectively. Thus, the one-particle quantum mechanical interpretation of quantum numbers $p^R$ and $p^L$ as momenta holds true in the ranges $\Omega_1$ and $\Omega_5$.

IV. Using energy flux operator $\hat{F}(x)$ (4.25), we construct the corresponding renormalized operator $\hat{\mathcal{F}}(x)$. Its mean value in the vacuum state is zero,

$$\hat{\mathcal{F}}(x) = \hat{F}(x) - \langle 0 | \hat{F}(x) | 0 \rangle, \quad \langle 0 | \hat{\mathcal{F}}(x) | 0 \rangle = 0. \quad \text{(C9)}$$

Then, with the help of this operator, we calculate mean energy fluxes created by one-particle states (5.11) and (5.12) through the surfaces $x = x_L$ and $x = x_R$. Using orthonormality condition (3.36), we obtain for electrons in the range $\Omega_1$:

$$\begin{align*}
\mathcal{F}_{n_1, +} (\text{in}) &= \langle 0 | + a_{n_1} (\text{in}) \hat{\mathcal{F}}(x_L) + a_{n_1}^\dagger (\text{in}) | 0 \rangle = (\mathcal{M}_{n_1} T)^{-1} \pi_0 (L) > 0, \\
\mathcal{F}_{n_1, +} (\text{out}) &= \langle 0 | + a_{n_1} (\text{out}) \hat{\mathcal{F}}(x_R) + a_{n_1}^\dagger (\text{out}) | 0 \rangle = (M T)^{-1} \pi_0 (R) > 0, \\
\mathcal{F}_{n_1, -} (\text{in}) &= \langle 0 | - a_{n_1} (\text{in}) \hat{\mathcal{F}}(x_R) - a_{n_1}^\dagger (\text{in}) | 0 \rangle = - (M T)^{-1} \pi_0 (R) < 0, \\
\mathcal{F}_{n_1, -} (\text{out}) &= \langle 0 | - a_{n_1} (\text{out}) \hat{\mathcal{F}}(x_L) - a_{n_1}^\dagger (\text{out}) | 0 \rangle = - (M T)^{-1} \pi_0 (L) < 0. \quad \text{(C10)}
\end{align*}$$

and for positrons in the range $\Omega_5$:

$$\begin{align*}
\mathcal{F}_{n_5, -} (\text{in}) &= \langle 0 | - b_{n_5} (\text{in}) \hat{\mathcal{F}}(x_L) - b_{n_5}^\dagger (\text{in}) | 0 \rangle = (M T)^{-1} |\pi_0 (L)| > 0, \\
\mathcal{F}_{n_5, -} (\text{out}) &= \langle 0 | - b_{n_5} (\text{out}) \hat{\mathcal{F}}(x_R) - b_{n_5}^\dagger (\text{out}) | 0 \rangle = (M T)^{-1} |\pi_0 (R)| > 0, \\
\mathcal{F}_{n_5, +} (\text{in}) &= \langle 0 | + b_{n_5} (\text{in}) \hat{\mathcal{F}}(x_R) + b_{n_5}^\dagger (\text{in}) | 0 \rangle = - (M T)^{-1} |\pi_0 (R)| < 0, \\
\mathcal{F}_{n_5, +} (\text{out}) &= \langle 0 | + b_{n_5} (\text{out}) \hat{\mathcal{F}}(x_L) + b_{n_5}^\dagger (\text{out}) | 0 \rangle = - (M T)^{-1} |\pi_0 (L)| < 0. \quad \text{(C11)}
\end{align*}$$

We believe that the direction of the energy flux indicates the direction of motion of the corresponding particle, which is shown on Fig. [3] by the corresponding arrows.
Thus, the one-electron in-state contains only one out-electron and does not contain any out-positron, whereas the flux, both for electrons and positrons in the asymptotic regions see Sec. III C. In the same manner, using Eq. (C11), we can find longitudinal momenta of positron states.

\[ (C12) \]

see Sec. III C. In the same manner, using Eq. (C11), we can find longitudinal momenta of positron states.

These relations show that quantum numbers \( \pi_0 (L/R) \) can be interpreted as kinetic energies of the unit particle flux, both for electrons and positrons in the asymptotic regions \( S_L \) and \( S_R \), respectively. Then it follows from Eqs. (C12) that \( |p^L| \) and \( |p^R| \) are modulus of asymptotic longitudinal momenta of the unit of the corresponding one-particle fluxes. One can also see that the sign of the mean values \( \langle F_{n, \zeta} \rangle \) in electron states is \( \zeta \) and in positron states is \( -\zeta \). The directions of the energy fluxes represent the directions of the motion of both electrons and positrons. Thus, we see that the asymptotic longitudinal physical momenta of electrons are \( p_{ph}^L = p^L \) and \( p_{ph}^R = p^R \), whereas for positrons they are \( p_{ph}^L = -p^L \) and \( p_{ph}^R = -p^R \). This matches with the standard interpretation of quantum numbers of solutions of the Dirac equation. One can also see that the electric current of electrons is opposite to the direction of their energy flux (and to their asymptotic longitudinal physical momenta), whereas the electric current of positrons coincides with the direction of their energy flux (and with the asymptotic longitudinal physical momenta).

2. Mean values in \( \Omega_3 \)

I. By using relations (6.14), we find differential mean numbers of out-particles in the vacuum \( |0, \text{in} \rangle \), and differential mean numbers of in-particles in the out-vacuum \( |0, \text{out} \rangle \),

\[ N^a_n (\text{out}) = \langle 0, \text{in} | + a_n^\dagger (\text{out}) + a_n (\text{out}) | 0, \text{in} \rangle = |g (| +\rangle |^2, \]

\[ N^b_n (\text{out}) = \langle 0, \text{in} | + b_n^\dagger (\text{out}) + b_n (\text{out}) | 0, \text{in} \rangle = |g (| +\rangle |^2, \]

\[ N^a_n (\text{in}) = \langle 0, \text{out} | - a_n^\dagger (\text{in}) - a_n (\text{in}) | 0, \text{out} \rangle = |g (| -\rangle |^2, \]

\[ N^b_n (\text{in}) = \langle 0, \text{out} | - b_n^\dagger (\text{in}) - b_n (\text{in}) | 0, \text{out} \rangle = |g (| -\rangle |^2. \]

(C13)

II. By using relations (6.12) we find differential mean numbers of out-particles in one-particle in-states,

\[ \langle 0, \text{in} | - a_n (\text{in}) + a_n^\dagger (\text{out}) + a_n (\text{out}) - a_n^\dagger (\text{in}) | 0, \text{in} \rangle = 1, \]

\[ \langle 0, \text{in} | - a_n (\text{in}) + b_n^\dagger (\text{out}) + b_n (\text{out}) - a_n^\dagger (\text{in}) | 0, \text{in} \rangle = 0, \]

\[ \langle 0, \text{in} | - b_n (\text{in}) + a_n^\dagger (\text{out}) + b_n (\text{out}) - b_n^\dagger (\text{in}) | 0, \text{in} \rangle = 0, \]

\[ \langle 0, \text{in} | - b_n (\text{in}) + b_n^\dagger (\text{out}) + b_n (\text{out}) - b_n^\dagger (\text{in}) | 0, \text{in} \rangle = 0. \]

(C14)

Thus, the one-electron in-state contains only one out-electron and does not contain any out-positron, whereas the one-positron in-state contains only one out-positron and does not contain any out-electron, which is a consequence of the Pauli principle.

III. Using the operator \( \hat{H}^{\text{kin}} \) (4.21), we calculate kinetic energies of all particles in the range \( \Omega_3 \),

\[ \langle 0, \text{in} | - a_n (\text{in}) \hat{H}^{\text{kin}} - a_n^\dagger (\text{in}) | 0, \text{in} \rangle = -E_{n_3}, \]

\[ \langle 0, \text{in} | - b_n (\text{in}) \hat{H}^{\text{kin}} - b_n^\dagger (\text{in}) | 0, \text{in} \rangle = -E_{n_3}, \]

\[ \langle 0, \text{out} | + a_n (\text{out}) \hat{H}^{\text{kin}} + a_n^\dagger (\text{out}) | 0, \text{out} \rangle = +E_{n_3}, \]

\[ \langle 0, \text{out} | + b_n (\text{out}) \hat{H}^{\text{kin}} + b_n^\dagger (\text{out}) | 0, \text{out} \rangle = -E_{n_3}. \]

(C15)
One can verify that, with the account taken of Eq. (11.17), the combinations \((\tilde{\varepsilon}_n^a - \tilde{\varepsilon}_n^b)\) are positive (as we demonstrate in Sec. VII C, kinetic energies of physical wave packets of electrons and positrons are also positive).

IV. Let us introduce renormalized (with respect to the corresponding vacua) in- and out-operators of the electric current flowing through the surface \(x = \text{const}\),

\[
\tilde{J}(\text{in}) = \hat{J} - \left\langle 0, \text{in} \left| \hat{J} \right| 0, \text{in} \right\rangle, \quad \tilde{J}(\text{out}) = \hat{J} - \left\langle 0, \text{out} \left| \hat{J} \right| 0, \text{out} \right\rangle, \tag{C16}
\]

where the operator \(\hat{J}\) is given by Eq. (11.20). With the help of Eq. (3.30) we find differential mean values of these operators in all one-particle states (7.3),

\[
J^a_n(\text{in}) = \left\langle 0, \text{in} \left| -a_n(\text{in})\tilde{J}(\text{in}) - a_n^\dagger(\text{in}) \right| 0, \text{in} \right\rangle = -e(M_nT)^{-1}, \\
J^b_n(\text{in}) = \left\langle 0, \text{in} \left| -b_n(\text{in})\tilde{J}(\text{in}) - b_n^\dagger(\text{in}) \right| 0, \text{in} \right\rangle = -e(M_nT)^{-1}, \\
J^a_n(\text{out}) = \left\langle 0, \text{out} \left| +a_n(\text{out})\tilde{J}(\text{out}) + a_n^\dagger(\text{out}) \right| 0, \text{out} \right\rangle = e(M_nT)^{-1}, \\
J^b_n(\text{out}) = \left\langle 0, \text{out} \left| +b_n(\text{out})\tilde{J}(\text{out}) + b_n^\dagger(\text{out}) \right| 0, \text{out} \right\rangle = e(M_nT)^{-1}. \tag{C17}
\]

One can see that the mean currents \(J^a_n(\text{out})\) and \(J^b_n(\text{out})\) are positive and have the same direction as the applied external electric field, whereas the mean currents \(J^a_n(\text{in})\) and \(J^b_n(\text{in})\) are negative and have the opposite direction to the applied external electric field. Both in- and out-electron states (7.3) are states with definite quantum numbers \(p^\text{R}\), whereas both in- and out-positron states (7.3) are states with definite quantum numbers \(p^\text{L}\). Therefore, signs of both currents \(J^a_n(\text{in})\) and \(J^a_n(\text{out})\) coincide with the sign of \(p^\text{R}\). The signs of both currents \(J^b_n(\text{in})\) and \(J^b_n(\text{out})\) coincide with the sign of \(p^\text{L}\).

V. Using energy flux operator \(\hat{F}(x)\) (11.25), we construct the corresponding renormalized operators \(\hat{F}(x)\text{in}) and \(\hat{F}(x)\text{out})

\[
\hat{F}(x)\text{in}) = \hat{F}(x) - \left\langle 0, \text{in} \left| \hat{F}(x) \right| 0, \text{in} \right\rangle, \quad \hat{F}(x)\text{out}) = \hat{F}(x) - \left\langle 0, \text{out} \left| \hat{F}(x) \right| 0, \text{out} \right\rangle. \tag{C18}
\]

With the help of these operators, we calculate mean energy fluxes through the surfaces \(x = x_L\) and \(x = x_R\). Since electron wave packets are localized in the region \(S_L\), and positron wave packets are localized in the region \(S_R\), the mean energy flux of electron partial waves is to be defined through the surface \(x = x_L\), and of positron partial waves through the surface \(x = x_R\). These mean values are expressed via energy fluxes of the Dirac field through the surfaces \(x = x_L\) and \(x = x_R\), respectively. The latter fluxes can be calculated using Eqs. (3.30),

\[
F^a_n(\text{in}) = \left\langle 0, \text{in} \left| -a_n(\text{in})\tilde{F}(x_L, \text{in}) - a_n^\dagger(\text{in}) \right| 0, \text{in} \right\rangle = (M_nT)^{-1} \pi_0^L, \\
F^a_n(\text{out}) = \left\langle 0, \text{out} \left| +a_n(\text{out})\tilde{F}(x_R, \text{out}) + a_n^\dagger(\text{out}) \right| 0, \text{out} \right\rangle = -(M_nT)^{-1} \pi_0^L, \\
F^b_n(\text{in}) = \left\langle 0, \text{in} \left| -b_n(\text{in})\tilde{F}(x_R, \text{in}) - b_n^\dagger(\text{in}) \right| 0, \text{in} \right\rangle = -(M_nT)^{-1} |\pi_0^R|, \\
F^b_n(\text{out}) = \left\langle 0, \text{out} \left| +b_n(\text{out})\tilde{F}(x_L, \text{out}) + b_n^\dagger(\text{out}) \right| 0, \text{out} \right\rangle = (M_nT)^{-1} |\pi_0^R|. \tag{C19}
\]

To find the longitudinal momenta of particles in the asymptotic regions \(S_L\) and \(S_R\), we have to integrate these energy fluxes over \(x\). Thus we obtain:

\[
P^a_n(\text{in/out}) = F^a_n(\text{in/out}) K^{(L)} = \pm \frac{1}{2} |p^L| |g(+)\rangle |\rangle^{-2}, \\
P^b_n(\text{in/out}) = F^b_n(\text{in/out}) K^{(R)} = \pm \frac{1}{2} |p^R| |g(+)\rangle |\rangle^{-2}. \tag{C20}
\]

We stress that in contrast to the ranges \(\Omega_1\) and \(\Omega_5\), signs of the quantities related to the electrons in eqs. (C19) and (C20) are determined by the signs of the quantum number \(p^\text{R}\), but not by the signs of the quantum number \(p^\text{L}\), whereas signs of the quantities related to the positrons are determined by the signs of the quantum number \(p^\text{L}\), but not by the signs of the quantum number \(p^\text{R}\),

\[
\text{sgn} (P^a_n(\text{in/out})) = -\text{sgn} (p^\text{R}), \quad \text{sgn} (P^b_n(\text{in/out})) = \text{sgn} (p^\text{L}). \tag{C21}
\]

Relations (C21) indicate a direct correlation between directions of in- and out- energy fluxes and directions of the corresponding currents, which is:

\[
\text{sgn} p^\text{R} = \text{sgn} J^b_n(\text{out}) = \text{sgn} J^a_n(\text{out}), \quad \text{sgn} p^\text{L} = \text{sgn} J^b_n(\text{in}) = \text{sgn} J^a_n(\text{in}). \tag{C22}
\]
Some time instant. We represent such wave packets for electrons and positrons as follows

\[ + \text{some time instants in some areas that have a finite length on the axis } \zeta, \]

\[ \text{asymptotic region } x \]

Similar to the discussion related to Eqs. (B3) and (B4), one can study square norms of the introduced wave packets \(|\zeta_{\psi_{nf}}(X)\rangle\), whereas electron out-states are composed from the plane waves \(\psi_{n}^+(X)\), whereas positron out-states are composed from the plane waves \(\psi_{n}^-(X)\). Let us study integrals (D3) following the procedure described in Appendix B. Taking into account the mutual decompositions of the plane waves \((3.38)\) and using spin and coordinate factorization of Dirac spinors given by Eq. \((3.6)\),

\[ \zeta_{\psi_{nf}}(X) = \zeta N_{nf} \sum_{n \in \Omega_3} \zeta \zeta_{nf}(x)^{\zeta} M^{-1/2} \zeta_{nf}(X) - \text{in/out } (\zeta = -/+ - \text{electron states,)} \]

\[ \zeta_{\psi_{nf}}(X) = \zeta N_{nf} \sum_{n \in \Omega_3} \zeta \zeta_{nf}(x)^{\zeta} M^{-1/2} \zeta_{nf}(X) - \text{in/out } (\zeta = -/+ - \text{positron states,)} \]

where \(\zeta \zeta_{nf}(x)^{\zeta}\) and \(\zeta \zeta_{nf}(x)^{\zeta}\) are some coefficients and \(\zeta N_{nf}\) and \(\zeta N_{nf}\) are normalization factors,

\[ |\zeta_{nf}|^{-2} = \sum_{n \in \Omega_3} \left| \zeta \zeta_{nf}(x)^{\zeta} \right|^2, \quad |\zeta N_{nf}|^{-2} = \sum_{n \in \Omega_3} \left| \zeta \zeta_{nf}(x)^{\zeta} \right|^2. \]

We are interested in the cases when particle wave packets are localized in the asymptotic region \(S_R\) far enough from the asymptotic region \(S_L\), which means \(x_F < x^L_F < x^L_L\), or in the asymptotic region \(S_R\) far enough from the asymptotic region \(S_L\), which means \(x_F > x^R_F > x^R_R\). We assume that minimal extension \(\Delta_F\) of the whole wave packet along the axis \(x\), is much less than the distance between the points \(x^L_F\) and \(x^R_F\), or \(x^F_L\) and \(x^F_R\). Similar to the discussion related to Eqs. \((\text{B3})\) and \((\text{B4})\), one can study square norms of the introduced wave packets \((\zeta \psi_{nf}, \zeta \psi_{nf})\) and \((\zeta \psi_{nf}, \zeta \psi_{nf})\). One can separate contributions to these square norms from the asymptotic regions \(S_L\) and \(S_R\), as follows

\[ (\zeta \psi_{nf}, \zeta \psi_{nf}) = (\zeta \psi_{nf}, \zeta \psi_{nf})_L + (\zeta \psi_{nf}, \zeta \psi_{nf})_R + O(1), \]

\[ (\zeta \psi_{nf}, \zeta \psi_{nf}) = (\zeta \psi_{nf}, \zeta \psi_{nf})_L + (\zeta \psi_{nf}, \zeta \psi_{nf})_R + O(1), \]

where

\[ (\zeta \psi_{nf}, \zeta \psi_{nf})_L = \int_{V_L} \int_{x^L_F} \nabla_{\zeta \psi_{nf}^L}(X) \cdot \nabla_{\zeta \psi_{nf}^L}(X), \]

\[ (\zeta \psi_{nf}, \zeta \psi_{nf})_R = \int_{V_R} \int_{x^R_F} \nabla_{\zeta \psi_{nf}^R}(X) \cdot \nabla_{\zeta \psi_{nf}^R}(X); \]

\[ (\zeta \psi_{nf}, \zeta \psi_{nf})_L = \int_{V_L} \int_{x^L_F} \nabla_{\zeta \psi_{nf}^L}(X) \cdot \nabla_{\zeta \psi_{nf}^L}(X), \]

\[ (\zeta \psi_{nf}, \zeta \psi_{nf})_R = \int_{V_R} \int_{x^R_F} \nabla_{\zeta \psi_{nf}^R}(X) \cdot \nabla_{\zeta \psi_{nf}^R}(X). \]

Let us study integrals \((\text{D3})\) following the procedure described in Appendix \([5]([5])\). Taking into account the mutual decompositions of the plane waves \((3.38)\) and using spin and coordinate factorization of Dirac spinors given by Eq. \((3.6)\),
one can represent integrals (D3) in the following forms

\[
\begin{align*}
(\zeta \psi_{xp}, \zeta \psi_{xp})_L &= |\zeta N_{xp}|^2 \int_{V_\perp} \int_{-K(L)}^{K(R)} |\zeta \varphi_{xp}^L (X)|^2 \, dx, \\
(\zeta \psi_{xp}, \zeta \psi_{xp})_R &= |\zeta N_{xp}|^2 \int_{V_\perp} \int_{x_R}^{x_L} |\zeta \varphi_{xp}^R (X)|^2 \, dx;
\end{align*}
\]

where

\[
\begin{align*}
\zeta \varphi_{xp}^R (X) &= \sum_{n \in \Omega_3} \frac{\zeta c_n^{(xp)} \exp \left( -i p_0 t + i p^R x + i p_\perp r_\perp \right)}{\sqrt{2} |g (+ -)|}, \\
\zeta \varphi_{xp}^L (X) &= \sum_{n \in \Omega_3} \left[ g (+ | \zeta ) e^{i |p^L| x} - g (- | \zeta ) e^{-i |p^L| x} \right] \frac{\zeta c_n^{(xp)} \exp \left( -i p_0 t + i p_\perp r_\perp \right)}{\sqrt{2} |g (+ -)|}, \\
\zeta \varphi_{xp}^R (X) &= \sum_{n \in \Omega_3} \left[ g (+ | \zeta ) e^{i |p^L| x} - g (- | \zeta ) e^{-i |p^L| x} \right] \frac{\zeta c_n^{(xp)} \exp \left( -i p_0 t + i p_\perp r_\perp \right)}{\sqrt{2} |g (+ -)|}.
\end{align*}
\]

Absolute values of the asymptotic momenta $|p^L|$ and $|p^R|$ are determined by the quantum numbers $p_0$ and $p_\perp$, see Eqs. (3.15) and (3.19). This fact imposes certain correlations between both quantities. In particular, one can see from Eq. (3.21) that $d|p^L|/d|p^R| < 0$, and at any given $p_\perp$ these quantities are restricted inside the range $\Omega_3$,

\[
0 \leq |p^{R/L}| \leq p_{\text{max}}, \quad p_{\text{max}} = \sqrt{U (U - 2\pi_\perp}).
\]

As an example, let us consider an electron wave packet with a given spin polarization $\sigma$ and transversal momentum $p_\perp$,

\[
\zeta \psi_{xp} (X) = \frac{\zeta N_{xp} T}{2\pi} \int_{p_0 \in \Omega_3} \mathcal{M}_n^{-1/2} \zeta c_n^{(xp)} \zeta \psi_n (X) \, dp_0,
\]

where the integration over $p_0$ is fulfilled for a given fixed $p_\perp$ and the corresponding asymptotic scalar functions (D5) are

\[
\begin{align*}
\zeta \varphi_{xp}^L (X) &= \frac{T}{2\pi} \int_{p_0 \in \Omega_3} \frac{\zeta c_n^{(xp)} \exp \left( -i p_0 t + i p_\perp r_\perp \right)}{\sqrt{2} |g (+ -)|} \left[ g (+ | \zeta ) e^{i |p^L| x} - g (- | \zeta ) e^{-i |p^L| x} \right] \, dp_0, \\
\zeta \varphi_{xp}^R (X) &= \frac{T}{2\pi} \int_{p_0 \in \Omega_3} \frac{\zeta c_n^{(xp)} \exp \left( -i p_0 t + i p_\perp r_\perp \right)}{\sqrt{2} |g (+ -)|} \, dp_0.
\end{align*}
\]

Using Eqs. (3.10) and (3.15), we express $p_0$ via $p^R$ as

\[
p_0 = U_R - \sqrt{(p^R)^2 + \pi_\perp^2}.
\]

Then we denote the mean value of $p^R$ in a wave packet in $S_R$ as $p^R$, and the mean value of $|p^L|$ of the same packet in $S_L$ as $|p^L|$. Afterwards we chose coefficients $\zeta c_n^{(xp)}$ as follows

\[
\frac{\zeta c_n^{(xp)} \exp [-i p_0 T / 2 - i |p^R| (x_\text{p} + \delta x_\text{p})]}{|g (+ -)|} \, dp_0 = -d |p^R| \frac{1}{\Delta p} \int_{-\Delta p / 2}^{+\Delta p / 2} d\delta x_\text{p} \exp \left[ -i p_0 T / 2 - i |p^R| (x_\text{p} + \delta x_\text{p}) \right].
\]
where the quantity $|\hat{g}(+|−)| = |g(+)−|p^R|$, does not depend on $|p^R|$. This allows one to represent wave packets as integrals over $|p^R|$

$$\zeta_{r_{XF}}^{R}(X) = \frac{\zeta D}{\Delta F} \int_{-\Delta F/2}^{+\Delta F/2} d\delta x_F \int_{0}^{p_{max}} d|p^R| \times \exp \left[ i \sqrt{(p^R)^2 + \pi^2_\perp (t + \zeta T/2 + i\zeta |p^R| (x - x_F - \delta x_F))} \right].$$

$$\zeta_{\varphi_X}^{R}(X) = \frac{\zeta D}{\Delta F} \int_{-\Delta F/2}^{+\Delta F/2} d\delta x_F \int_{0}^{p_{max}} d|p^R| \times \exp \left[ i \sqrt{(p^R)^2 + \pi^2_\perp (t + \zeta T/2 - i\zeta |p^R| (x_F + \delta x_F))} \right] \times \left[ g(+|\zeta|) e^{i|p^L| x} - g(-|\zeta|) e^{-i|p^L| x} \right],$$

$$\zeta_{D} = \frac{T \exp \left[ -i U_R (t + \zeta T/2) + i p_{\perp} x \right]}{2\sqrt{2\pi} |g(+|−)|}.$$  

(D10)

The case $p_{max} \rightarrow 0$ where $|p_{max}| (x_F - x - \delta x_F) < 1$, takes place for relatively weak fields, or near the border between $\Omega_3$ and $\Omega_2$, and, as was already said above, is characterized by big values of the quantity $|g(+|−)| \sim |g(+|+)| \rightarrow \infty$. In this case, it follows from (D10) that the asymptotic densities $|\zeta_{r_{XF}}^{R}(X)|^2$ tend to zero, i.e., electron wave packets do not penetrate in the asymptotic region $S_R$, whereas the absolute values of the coefficients in front of the incoming and outgoing plane waves in the expression for $\zeta_{r_{XF}}^{R}(X)$ are equal.

In the case when $p_{max}$ is not small i.e., $p_{max} \Delta F \gg 1$, we consider first the situation when $x_F \in \Sigma_S$, $x_F < x^F_F$, and $x_F + \delta x_F < x^F_F$ for all $\delta x_F$. In our general setting of the problem we have $-T/2 < t < T/2$ and that is why $\zeta (t + \zeta T/2) > 0$ and therefore in the region $S_R$ where $x > x_R > 0$ the exponent index in the expression (D10) for $\zeta_{r_{XF}}^{R}(X)$ is not zero. Moreover, at any time instant, high-frequency oscillations in the latter expression lead to vanishing the asymptotic densities $|\zeta_{\varphi_X}^{R}(X)|^2 \rightarrow 0$. It is easy to see that situation is quite different in the asymptotic region $S_L$, where $x < x^F_L < x_L < 0$. Here $\zeta_{\varphi_X}^{L}(X)$ is a superposition of two types of plane waves with opposite signs of the quantum number $p^L$. That is why there always exists such an area on the axis $x$ where the exponent index in the expression (D10) for $\zeta_{\varphi_X}^{R}(X)$ is zero. In particular, when $|t + \zeta T/2| \sim 0$, there always exists an $x$ such that $|p^R| |x_F + \delta x_F - p^L| x = 0$ for any $\zeta$.

This corresponds to incoming wave packets at $t \rightarrow -T/2$ for $\zeta = −$ and outgoing wave packets at $t \rightarrow T/2$ for $\zeta = +$. Note that mean currents of these electron and positron wave packets are zero unlike the mean currents of constituent plane waves. To understand such a distinct behavior, it useful to recall that mean currents are defined by the inner product (3.33), which is, in particular, the average value over the period of time from $-T/2$ to $T/2$, where $T$ is the time dimension of a large space-time box. Thus, a certain direction of a wave packet in a given time instant matches with the zero average current of this wave packet.

Let us suppose now that $x_F \in \Sigma_R$, $x_F > x^F_F$, and $x_F + \delta x_F < x^F_R$ for all $\delta x_F$. In such a case there exist a coordinate $x \in \Sigma_R$ and $x > x^F_F > x_R > 0$, such that the exponent index in the expression (D10) for $\zeta_{r_{XF}}^{R}(X)$ is zero. However, since $\zeta_{\varphi_X}^{L}(X)$ is a superposition of two types of plane waves with opposite signs of the quantum number $p^L$, in the asymptotic region $S_L$ there always exists such an area on the axis $x$ where the exponent index in the expression (D10) for $\zeta_{\varphi_X}^{L}(X)$ is also zero. This means that such wave packets cannot represent an electron. This result holds true for any electron wave packets. Indeed, in our reasonings we have used only the general structure (D3) of functions $\zeta_{r_{XF}}^{R}(X)$ which consist of only one type of plane waves with the same sign of the quantum number $p^R$, whereas the functions $\zeta_{\varphi_X}^{L}(X)$ represent superpositions of the two types of plane waves with opposite signs of the quantum number $p^L$. Namely this is the reason why electron packets cannot be localized only in $S_R$ and cannot represent stable states describing electrons. We see that in the framework of our consideration there are no electrons in the region $S_R$ with quantum numbers from the range $\Sigma_R$.

It is not difficult to give similar example for positron wave packets and prove that they can be localized only in one asymptotic region, namely in $S_R$.

Thus, in the range $\Omega_3$ there exists the same localization of electrons as in the range $\Omega_2$ and positron localization as in the range $\Omega_1$. This is why in contrast to the ranges $\Omega_1$ and $\Omega_5$, any initial and final wave packets in the range $\Omega_3$ may come in and go out only to the same asymptotic region, which corresponds to the total reflection both for electrons and positrons.
 Appendix E: Differential mean number in slowly alternating field

The absolute values of $|p^R|$ and $|p^L|$ are related by Eq. (3.21). In the range $\Omega_3$ these relations imply Eq. (D6) and

$$0 \leq ||p^L| - |p^R|| \leq p^\text{max}$$

(E1)

Therefore, for big $\alpha$ that satisfies Eq. (3.21), we obtain

$$\pi \alpha \left[ eE\alpha - \frac{1}{2} ||p^L| - |p^R|| \right] \gg 1.$$  

(E2)

As a consequence of (E2) the quantities $N_n^\text{cr}$ given by Eq. (9.4) for fermions, and by Eq. (9.6) for bosons have approximately the same form

$$N_n^\text{cr} = \left| g \pm |^- \right| \approx 4 \sinh (\pi \alpha |p^L|) \sinh (\pi \alpha |p^R|) \exp (-2\pi eE\alpha^2).$$  

(E3)

Then it follows from Eq. (E3) that if the range $\Omega_3$ is small enough

$$eE\alpha - \pi_{\perp} \to 0 \implies \pi \alpha \exp^\text{max} \ll 1.$$  

(E4)

then the the quantities $N_n^\text{cr}$ are exponentially small.

Let us consider the opposite case of big ranges $\Omega_3$ when

$$\pi \alpha \exp^\text{max} \gg 1$$  

(E5)

and the quantities $N_n^\text{cr}$ are not small. Such ranges do exist if

$$eE\alpha \gg m$$  

(E6)

and

$$\alpha \pi_{\perp} < K_{\perp},$$  

(E7)

where $K_{\perp}$ is a given arbitrary number, $ma \ll K_{\perp} \ll eE\alpha^2$.

In this case, we consider first finite subranges adjoining the range $\Omega_3$ from inside. In such subranges

$$N_n^\text{cr} \approx 2 \sinh (\pi \alpha |p^R|) \exp \left[ -\pi \alpha \sqrt{(p^R)^2 + \pi_{\perp}^2} \right] \text{if} \quad \pi \alpha |p^R| < k\alpha,$$

$$N_n^\text{cr} \approx 2 \sinh (\pi \alpha |p^L|) \exp \left[ -\pi \alpha \sqrt{(p^L)^2 + \pi_{\perp}^2} \right] \text{if} \quad \pi \alpha |p^L| < k\alpha,$$

(E8)

where $k \geq 1$ is a given arbitrary number, obeying the inequality

$$k\alpha \ll eE\alpha^2.$$  

(E9)

Near the borders of the range $\Omega_3$, we have

$$N_n^\text{cr} \approx 2 \sinh (\pi \alpha |p^R|) e^{-\pi \alpha \pi_{\perp}} \text{if} \quad \pi \alpha |p^R| < K^0,$$

$$N_n^\text{cr} \approx 2 \sinh (\pi \alpha |p^L|) e^{-\pi \alpha \pi_{\perp}} \text{if} \quad \pi \alpha |p^L| < K^0,$$

(E10)

where $K^0 < 1$ is an arbitrary number. The numbers $N_n^\text{cr}$ given by Eq. (E10) are exponentially small, $N_n^\text{cr} \lesssim 2 e^{-\pi \alpha m\alpha}$. For border areas situated more close to the center of the range $\Omega_3$, where $1 \lesssim \pi \alpha |p^{R,L}|$, we have

$$N_n^\text{cr} \approx \exp \left[ -\pi \alpha \sqrt{(p^R)^2 + \pi_{\perp}^2 - |p^R|} \right] \text{if} \quad 1 \lesssim \pi \alpha |p^R| \lesssim \pi k\alpha,$$

$$N_n^\text{cr} \approx \exp \left[ -\pi \alpha \sqrt{(p^L)^2 + \pi_{\perp}^2 - |p^L|} \right] \text{if} \quad 1 \lesssim \pi \alpha |p^L| \lesssim \pi k\alpha.$$  

(E11)

The numbers $N_n^\text{cr}$ are growing as $n$ recedes from the borders of the range $\Omega_3$ and for any fixed $\pi_{\perp}$ achieves his maximum when $\pi \alpha |p^R| \to \pi k\alpha$, or $\alpha |p^L| \to \pi k\alpha$. In turn, this maximum value grows as $\pi_{\perp} \to m$. Thus, in the subranges under consideration, we can estimate the quantities $N_n^\text{cr}$ from above as

$$N_n^\text{cr} < \exp \left( -\frac{\pi m\alpha}{2k} \right).$$  

(E12)
This quantity is exponentially small if for any given $k$ the ratio $\frac{\pi p_k}{2} > 1$ is big enough.

The main contribution to the particle creation is due to the inner part of the range $\Omega_3$. This range is defined by the following inequalities

$$\pi \alpha |p^R| > \pi k_\alpha, \quad \pi \alpha |p^R| > \pi k\alpha.$$  

(E13)

They correspond to the following restrictions on the energy $p_0$:

$$\alpha |p_0| < eE\alpha^2 - K, \quad K = \alpha \sqrt{(km)^2 + \pi^2_\perp^2}.$$  

(E14)

Inequalities (E7) and (E9) imply that $K \ll eE\alpha^2$. In such a case, we can approximate the numbers (E3) as

$$N_{n}^{cr} \approx N_{n, p_0, \perp}^{as} = e^{-\pi\tau}, \quad \tau = \alpha \left(2eE\alpha - |p^R - |p^L|\right)$$  

(E15)

The function $\tau$ is minimal at $p_0 = 0$,

$$\min \tau = \tau|_{p_0=0} = \lambda = \frac{\pi^2}{eE},$$  

(E16)

it grows monotonically as $|p_0|$ grows, and takes its maximum value

$$\tau_{\max} = \tau|_{p_0=eE\alpha-K/\alpha} \approx K - k\alpha + \lambda/4.$$  

(E17)

on the boundary of the $\Omega_3$ range. In the wide range of energies where $\alpha |p_0| \ll eE\alpha^2$, the numbers $N_{n}^{cr}$ do not depend practically on the parameter $\alpha$ and have the form of the differential number of created particles in an uniform electric field [2] [12],

$$N_{n}^{cr} \approx e^{-\pi\lambda}.$$  

(E18)
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