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Abstract

In this note, we study on the existence and uniqueness of a positive solution to the following doubly singular fractional problem:

\[
\begin{cases}
(-\Delta)^s u = \frac{K(x)}{u^q} + \frac{f(x)}{u^\gamma} + \mu & \text{in } \Omega, \\
u > 0 & \text{in } \Omega, \\
u = 0 & \text{in } (\mathbb{R}^N \setminus \Omega).
\end{cases}
\]

Here \( \Omega \subset \mathbb{R}^N (N > 2s) \) is an open bounded domain with smooth boundary, \( s \in (0, 1) \), \( q > 0 \), \( \gamma > 0 \), and \( K(x) \) is a positive Hölder continuous function in which behaves as dist\((x, \partial \Omega)\)^\(-\beta\) near the boundary with \( 0 \leq \beta < 2s \). Also, \( 0 \leq f, \mu \in L^1(\Omega) \), or non-negative bounded Radon measures in \( \Omega \). Moreover, we assume that \( 0 < \frac{\beta}{q} + 1 \), or \( \frac{\beta}{q} + 1 \) with \( 2\beta + q(2s - 1) < (2s + 1) \). For \( s \in (0, \frac{1}{2}) \), we take advantage of the convexity of \( \Omega \). For any \( \gamma > 0 \), we will prove the existence of a positive weak (distributional) solution to the above problem. Besides, for the case \( 0 < \gamma \leq 1 \), \( \mu \in L^1(\Omega) + X^{-s}(\Omega) \), and some weighted integrable functions \( f \), we will show the existence and uniqueness of another notion of a solution, so-called entropy solution. Also, we will discuss the uniqueness of the weak solution for the case \( \gamma > 1 \), and also the equivalence of entropy and weak solutions for the case \( 0 < \gamma \leq 1 \). Finally, we will have some relaxation on the assumptions of \( f \) in order to prove the existence of solutions.
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1. Introduction

This note is concerned with the existence of a unique positive solution to the following doubly singular elliptic problem:

\[
\begin{cases}
(-\Delta)^s u = \frac{K(x)}{u^q} + \frac{f(x)}{u^\gamma} + \mu & \text{in } \Omega, \\
u > 0 & \text{in } \Omega, \\
u = 0 & \text{in } (\mathbb{R}^N \setminus \Omega).
\end{cases}
\]

Here \( \Omega \subset \mathbb{R}^N (N > 2s) \) is an open bounded domain with smooth boundary, \( s \in (0, 1) \), \( q > 0 \), and \( \gamma > 0 \). Also, we assume that \( K \in C^\theta_{\text{loc}}(\Omega), \theta \in (0, 1) \), satisfies the following condition:

\[
C_1 \delta^{-\beta}(x) \leq K(x) \leq C_2 \delta^{-\beta}(x), \quad \forall x \in \Omega,
\]
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for some $0 \leq \beta < 2s$ and $C_1, C_2 > 0$. Here $\delta(x) := \text{dist}(x, \partial \Omega)$, $x \in \Omega$, is the distance function from the boundary $\partial \Omega$. Also, $0 \leq f, \mu \in L^1(\Omega)$, or non-negative bounded Radon measures in $\Omega$. Moreover, we assume that $0 < \frac{\beta}{s} + q < 1$, or $\frac{\beta}{s} + q > 1$ with $2\beta + q(2s - 1) < (2s + 1)$. For $s \in (0, \frac{1}{2})$, we take advantage of the convexity of $\Omega$. The operator $(-\Delta)^s$ stands for the fractional Laplacian which is given by a singular integral operator in the following way:

\[ (-\Delta)^s u(x) = C_{N,s} \text{P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x-y|^{N+2s}} \, dy \]

where P.V. denotes the Cauchy principal value and $C_{N,s} = \frac{2^{2s} \Gamma(1+\frac{2s}{s})}{\pi^{1+s} s \Gamma(1-s)}$, is the normalization constant such that the identity, $(-\Delta)^s u = \mathcal{F}^{-1}[(|\xi|^{2s} \hat{u})(\xi)]$ holds. Here $\Gamma$ is the Gamma function, and $\mathcal{F} u = \hat{u}$ denotes the Fourier transform of $u$. For more details about fractional Laplacian and also for the basic properties of the fractional Laplace operator, see the papers [1,2,3] and also Chapter 5 of the book [4].

For any $\gamma > 0$, we will prove the existence of a positive weak solution to problem (1) which involves two singular nonlinearities. Since problem (1) involves a nonregular term, $\mu$, concerning the uniqueness, it is natural to consider the notion of entropy solution, which will be defined later in section 2. The motivation of the definition comes from the works [6,7,8,9] (see [10, section 1] for a very quick introduction, concerning the uniqueness, for the notion of renormalized, entropy, and SOLA solutions). In fact, in the case $0 < \gamma \leq 1$, and $\mu \in L^1(\Omega) + \mathcal{X}^{-q}(\Omega)$, we will show the existence and uniqueness of the entropy solution to problem (1) for some weighted integrable functions $f$. It is important to note that in [11, sections 3 and 4], the authors discussed uniqueness for the notion of very weak solution to problem (1) by invoking a Kato type inequality in the case $0 < \gamma < 1$, with $K \equiv 0$. Also, see the article [12], where the authors investigated the existence and uniqueness of a notion of a solution for the fractional $p$-Laplace case of (1) with $K, \mu \equiv 0$. Besides, see the works [3,13] for some relaxation assumptions on $f$ to prove the existence of solutions.

We also refer the readers to the work [10] where the author studied some integro-differential equations involving measure data by the duality method. Also, see [14] for the duality approach to the fractional Laplacian with measure data. Besides, see the work [15] in which authors developed an existence, regularity, and potential theory for nonlinear non-local equations involving $L^1$ and measure data. Furthermore, recently Gómez-Castro, and Vázquez, [16], found the necessary and sufficient condition for the existence of the solutions for a fractional Schrödinger equation with singular potential and measure data. Also, see [17] for their similar work in the context of the weighted space approach.

In [18], Lazer and McKenna proved that if $\Omega$ has a regular boundary, and $p(x)$ is regular on $\overline{\Omega}$, and $\alpha$ is any positive number; then there is a unique classical solution $u \in C^2(\Omega) \cap C(\overline{\Omega})$ to the following problem:

\[ \begin{cases} 
-\Delta u \bigg| \frac{p(x)}{\alpha} & \text{in } \Omega \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \partial \Omega 
\end{cases} \]  \tag{3}

where $\Omega$ is a bounded domain of $\mathbb{R}^N$. This solution does not belong to $C^2(\overline{\Omega})$. Moreover, they found a necessary and sufficient condition with respect to $\alpha$, that this unique solution has a finite Dirichlet integral. More precisely, they proved that $u \in H^1_0(\Omega)$, if and only if $\alpha < 3$. Also, they showed that $u \notin C^1(\overline{\Omega})$, if $\alpha > 1$. In article [19] Bougherara, Giacomoni and Hernandez proved the existence of solutions to problem (3), for any $\alpha \in \mathbb{R}$, and $p \in C(\Omega)$ behaves as $\delta(x)^{-\beta}$, near the boundary, with $0 \leq \beta < 2$. They discussed the existence, uniqueness, and stability of the weak solution. Also, they proved accurate estimates on the gradient of the solution near the boundary. Then, they proved that the solution belongs to $W^{1,q}_0(\Omega)$ for $1 < q < \frac{1}{1-\beta}$. Our results in this paper are in the similar direction for the non-local case. Problems as in (3) have been extensively studied both for their pure mathematical interest, [20,21,22,23,24,25,26,27,28,29,30,31,32], and for their relations with some physical phenomena in the theory of pseudoplastic fluids. [33]. Moreover, see [34] for a $p$-Laplacian evolution problem with singular terms and nonregular data. Besides, see [35], where the authors studied the 1-Laplacian case of Lazer-McKenna problem in a suitable functional setting. Also, see [36] for the $p(x)$-Laplacian case.

It is important to point out that in [37], Chipot and De Cave introduced new techniques for solving some class of singular elliptic equations with source term having a singularity at the origin. More precisely, they analyzed the
following problem:

\[
\begin{aligned}
-\text{div}(A(x, \nabla u)) &= H(u)\mu \quad \text{in } \Omega \\
u &> 0 \quad \text{in } \Omega \\
u &= 0 \quad \text{on } \partial\Omega,
\end{aligned}
\]

where \( \Omega \) is a bounded or unbounded domain of \( \mathbb{R}^N \), \( H \) is (possibly) singular at the origin like \( H(s) = s^{-\gamma} \), \( \gamma > 0 \), \( A : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^N \) satisfies Leray-Lions conditions of \( p \)-Laplace type with \( 1 < p < N \), and \( \mu \) is a suitable nonnegative datum. The main idea of their method is based on using the Lax-Milgram Theorem. Their technique’s novelty is that it applies to the unbounded case of \( \Omega \), too. They avoid using the notion of renormalized solution (introduced in [6] for measure data problems) and instead use a suitable class of test functions in the weak (variational) formulation of problem (4). Also, see [38, 39] for the similar papers.

Adimurthi, Giacomoni and Santra [40] investigated the existence and bifurcation results to the following equation involving the fractional Laplacian with singular nonlinearity:

\[
\begin{aligned}
(-\Delta)^s u &= \lambda(K(x)u^{-\delta} + f(u)) \quad \text{in } \Omega, \\
u &> 0 \quad \text{in } \Omega, \\
u &= 0 \quad \text{in } (\mathbb{R}^N \setminus \Omega).
\end{aligned}
\]

Here \( \lambda > 0 \) and \( f : \mathbb{R}^+ \to \mathbb{R}^+ \) is a positive \( C^2 \) function and \( K(x) \) is a Hölder continuous function in which behaves as \( \text{dist}(x, \partial\Omega)^{-\beta} \) near the boundary with \( 0 \leq \beta < 2s \). First, for any \( \delta > 0 \) and for \( \lambda > \) small enough, they proved the existence of solutions to (5). Next, for a suitable range of values of \( \delta \), they showed the existence of an unbounded connected branch of solutions to (5) emanating from the trivial solution at \( \lambda = 0 \). Also, for a certain class of nonlinearities \( f \), they derived a global multiplicity result.

In [41] Arora, Giacomoni, Goel, and Sreenadh studied the symmetry and monotony of the positive solutions to problem (5) with \( \lambda = 1 \), \( K \equiv 1 \), and \( f(u) \) a locally Lipschitz function. For that, they implemented the moving plane method. Then by using this symmetry result, they investigated the global behavior of solutions.

In section 2, we will introduce the functional setting. Also, after defining the notions of the weak solution and entropy solution to problem (4), we will outline our theorems about the existence and uniqueness results to problem (4). In section 3, we will provide proof of these results, which extends our previous study [42]. In section 4, we will discuss the relaxing some assumptions on \( f \) in order to still have the existence results.

2. Functional setting and main result

Let \( 0 < s < 1 \) and \( 1 \leq p < \infty \). The classical fractional Sobolev space defines as follows:

\[ W^{s,p}(\mathbb{R}^N) = \left\{ u \in L^p(\mathbb{R}^N) : \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x-y|^{N+sp}} \, dx \, dy < \infty \right\} \]

endowed with the Gagliardo norm:

\[ ||u||_{W^{s,p}(\mathbb{R}^N)} = ||u||_{L^p(\mathbb{R}^N)} + \left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x-y|^{N+sp}} \, dx \, dy \right)^{\frac{1}{p}}. \]

Also, we define

\[ X^{s,p}(\Omega) = \left\{ u : \mathbb{R}^N \to \mathbb{R} \text{ measurable, } u|_\Omega \in L^p(\Omega), \int_{\partial\Omega} \frac{|u(x) - u(y)|^p}{|x-y|^{N+sp}} \, dxdy < \infty \right\}, \]

where \( D_\Omega = \mathbb{R}^N \times \Omega \setminus \Omega^c \times \Omega^c \), with \( \Omega^c = \mathbb{R}^N \setminus \Omega \) and \( \Omega \) is a bounded smooth domain in \( \mathbb{R}^N \). This is a Banach space with the following norm:

\[ ||u||_{X^{s,p}(\Omega)} = \left( \int_\Omega |u|^p \, dx + \int_{\partial\Omega} \frac{|u(x) - u(y)|^p}{|x-y|^{N+sp}} \, dxdy \right)^{\frac{1}{p}}. \]
Also, the following continuous embedding will be used in this paper.

\[ (u, v)_{X^p(\Omega)} = \int_{\Omega} uv \, dx + \int_{\partial\Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N+2s}} \, dxdy. \]

Moreover, we define \( X_0^{s,p}(\Omega) = \{ u \in X^{s,p}(\Omega) \, : \, u = 0 \, a.e. \in (\mathbb{R}^N \setminus \Omega) \} \). This space, \( X_0^{s,p}(\Omega) \), can also be identified by the closure of \( C_c^\infty(\Omega) \) in \( X^{s,p}(\Omega) \). Also, we let \( X_0^1(\Omega) \) denotes \( X_0^{0,2}(\Omega) \). It is easy to see that:

\[
\left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} \, dxdy \right)^{\frac{1}{p}} = \left( \int_{\partial\Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} \, dxdy \right)^{\frac{1}{p}},
\]

for any \( u \in X_0^{s,p}(\Omega) \). This equality defines another norm equivalent to the norm \( (\ref{6}) \) for \( X_0^{s,p}(\Omega) \). We denote this norm by \( \|u\|_{X_0^{s,p}(\Omega)} \), i.e.

\[
\|u\|_{X_0^{s,p}(\Omega)} = \left( \int_{\partial\Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} \, dxdy \right)^{\frac{1}{p}}.
\]

Then there exists a positive constant \( C \) such that the following inequalities hold for all \( u \in X_0^{s,p}(\Omega) \).

\[
\|u\|_{X_0^{s,p}(\Omega)} \leq \|u\|_{W^{s,p}(\mathbb{R}^N)} \leq C\|u\|_{X_0^{s,p}(\Omega)}.
\]

It is worth mentioning that the continuous embedding of \( X_0^{s}(\Omega) \) into \( X_0^{s}(\Omega) \), holds for any \( s_1 < s_2 \). Besides, for the Hilbert space case, we have:

\[
\|u\|^2_{X_0^{s}(\Omega)} = 2C_{N,s}^{-1}\|(-\Delta)^{\frac{s}{2}}u\|^2_{L^2(\mathbb{R}^N)},
\]

where \( C_{N,s} \) is the normalization constant in the definition of \( (-\Delta)^{s/2} \).

For the proofs of the above facts see \cite{3}, subsection 2.2 and \cite{1}. Also see \cite{3}, subsection 3.2.

For \( 0 < r < \infty \), the Marcinkiewicz space \( M^r(\Omega) \), is the set of all measurable functions \( u : \Omega \to \mathbb{R} \), such that there exists \( C > 0 \) with the following condition:

\[
\omega\left( \left\{ x \in \Omega \, : \, |u(x)| \geq t \right\} \right) \leq \frac{C}{t^r}, \quad \forall t > 0.
\]

Here \( \omega \) denotes the Lebesgue measure on \( \mathbb{R}^N \). This space is endowed with the following norm:

\[
\|u\|_{M^r(\Omega)} = \sup_{t > 0} \left( \omega\left( \left\{ x \in \Omega \, : \, |u(x)| \geq t \right\} \right) \right)^{\frac{1}{r}}.
\]

For every \( 1 < r < \infty \) and \( 0 < \epsilon \leq r - 1 \), the following continuous embeddings hold, \( \cite{7} \):

\[
L^r(\Omega) \hookrightarrow M^r(\Omega) \hookrightarrow L^{\infty-\epsilon}(\Omega).
\]

(7)

Also, the following continuous embedding will be used in this paper.

\[
X_0^{s,p}(\Omega) \hookrightarrow L^r(\Omega), \quad \forall t \in [1, p^*_s],
\]

(8)

where \( p^*_s = \frac{2N}{N - ps} \) is the Sobolev critical exponent. Moreover, this embedding is compact for \( 1 \leq t < p^*_s \). See \cite[Theorem 6.5 and Theorem 7.1]{1}.

Also we denote by \( X_0^{s,p}(\Omega) \), the set of all functions \( u \) such that \( u\phi \in X_0^{s,p}(\Omega) \) for any \( \phi \in C_c^\infty(\Omega) \). When we say that \( \{ u_n \} \subset X_0^{s,p}(\Omega) \) is bounded, we mean that \( \{ \phi u_n \} \subset X_0^{s,p}(\Omega) \) is bounded for any fixed \( \phi \in C_c^\infty(\Omega) \).

Since we are dealing with the non-local operator \( (-\Delta)^s \), a new class of test functions should be defined precisely instead of the usual one \( C_c^\infty(\Omega) \), i.e.

\[
\mathcal{T}(\Omega) = \left\{ \phi : \mathbb{R}^N \to \mathbb{R} \, \left| \begin{array}{l}
(-\Delta)^s \phi = \varphi, \varphi \in C_c^\infty(\Omega), \\
\phi = 0 \, \text{in} \, \mathbb{R}^N \setminus \Omega, \, \text{for some} \, \Omega \subset \Omega \end{array} \right. \right\}.
\]
It can be shown that $\mathcal{T}(\Omega) \subset X^0_0(\Omega) \cap L^\infty(\Omega)$. Moreover, for every $\phi \in \mathcal{T}(\Omega)$, there exists a constant $\alpha \in (0, 1)$ such that $\phi \in C^{0,\alpha}(\Omega)$. See [44, 25, 45]. It is easy to check that for $u \in X^0_0(\Omega)$ and $\phi \in \mathcal{T}(\Omega)$:

$$
2C_{\alpha,s}^{-1} \int_{\mathbb{R}^N} u(-\Delta)^s \phi \, dx = 2C_{\alpha,s}^{-1} \int_{\mathbb{R}^N} (-\Delta)^s u(-\Delta)^s \phi \, dx = \int_{\mathcal{D}_0} \frac{(u(x) - u(y))((\phi(x) - \phi(y)))}{|x - y|^{N+2s}} \, dx dy.
$$

(9)

This equality shows the self-adjointness of $(-\Delta)^s$ in $X^0_0(\Omega)$. Also, one can show that $(-\Delta)^s : X^0_0(\Omega) \to X^{-s}(\Omega)$ is a continuous strictly monotone operator, where $X^{-s}(\Omega)$ indicates the dual space of $X^0_0(\Omega)$.

**Definition 2.1.** We say that $u$ is a weak solution to (1) if

- $u \in L^1_{\text{loc}}(\Omega)$, and for every $K \Subset \Omega$, there exists $C_K > 0$ such that $u(x) \geq C_K$ a.e. in $K$ and also $u \equiv 0$ in $(\mathbb{R}^N \setminus \Omega)$;
- Equation (1) is satisfied in the sense of distributions with the class of test functions $\mathcal{T}(\Omega)$, i.e.

$$
\int_{\mathbb{R}^N} u(-\Delta)^s \phi \, dx = \int_{\Omega} \frac{K(x)}{u^q} \phi \, dx + \int_{\Omega} \frac{f(x)}{u^q} \phi \, dx + \int_{\Omega} \mu \phi \, dx,
$$

(10)

for any $\phi \in \mathcal{T}(\Omega)$.

**Remark 2.1.** Note that since $\phi$ has compact support in $\Omega$, the first and second term on the right-hand side of (10) are well defined by the strict positivity of $K(x)$ and $u$ on the compact subsets of $\Omega$. Also, we are allowed to assume that $\mu$ is a bounded Radon measure in $\Omega$ since the test functions belong to $C_c(\Omega)$. Moreover, notice that if the datum $\mu$ is regular enough to give the result that the solution $u$ satisfies $\Delta u^\gamma \in X^0_0(\Omega) \cap L^\infty(\Omega)$, for any $\phi \in \mathcal{T}(\Omega)$, then we may assume $f \in L^1(\Omega) + X^{-s}(\Omega)$, because of the duality between $L^1(\Omega) + X^{-s}(\Omega)$ and $X^0_0(\Omega) \cap L^\infty(\Omega)$. Since $\phi \in \mathcal{T}(\Omega)$ has compact support and $u$ is strictly positive on compact subsets of $\Omega$, this condition holds if $u^\gamma \in X^0_0(\Omega)$. On the other hand, it is easy to see that since the map $t \mapsto t^\gamma$ is a Lipschitz function away from zero; thus $u^\gamma \in X^0_0(\Omega)$ holds if $u \in X^0_0(\Omega)$.

Concerning the uniqueness, we have another definition to solutions of (1). In fact we would like to consider the entropy solution. We will denote

$$
T_k(s) = \begin{cases} 
s & \text{if } |s| \leq k \\
s \text{sign}(x) & \text{if } |s| \geq k, 
\end{cases}
$$

the usual truncation operator.

**Definition 2.2.** Let $\mu \in L^1(\Omega) + X^{-s}(\Omega)$. We say that $u$ is an entropy solution to (1) if

- for every $K \Subset \Omega$, there exists $C_K > 0$ such that $u(x) \geq C_K$ in $K$ and also $u \equiv 0$ in $(\mathbb{R}^N \setminus \Omega)$;
- $T_k(u) \in X^0_0(\Omega)$, for every $k$, and $u$ satisfies the following family of inequalities:

$$
\int_{\{|u| \leq \phi \leq \delta k\}} (-\Delta)^s (u(\Delta)^s (u - \phi) \, dx \leq \int_{\Omega} \frac{K(x)}{u^q} T_k(u - \phi) \, dx + \int_{\Omega} \frac{f(x)}{u^q} T_k(u - \phi) \, dx + \int_{\Omega} T_k(u - \phi) \, d\mu
$$

(11)

for any $k$ and any $\phi \in X^0_0(\Omega) \cap L^\infty(\Omega)$.

We will see later that the first and second terms on the right-hand side are well defined after the construction of the entropy solution. Moreover, the last term $\int_{\Omega} T_k(u - \phi) \, d\mu$, is well-defined because of the duality between $L^1(\Omega) + X^{-s}(\Omega)$ and $X^0_0(\Omega) \cap L^\infty(\Omega)$. Notice that $L^1(\Omega) + X^{-s}(\Omega)$ embeds in the dual space of $X^0_0(\Omega) \cap L^\infty(\Omega)$.

**Theorem 2.2.** Let $s \in (0, 1)$, $q > 0$, $\gamma > 0$, and $0 \leq f, \mu \in L^1(\Omega)$. Also assume that $K \in C^0(\Omega)$, $\theta \in (0, 1)$, satisfies assumption (C), and $0 < \frac{q}{\gamma} + q < 1$, or $\frac{q}{\gamma} + q > 1$ with $2\beta + q(2s - 1) < (2s + 1)$. Then there is a positive weak solution to problem (1). More precisely,
**Proposition.** Before we get into the Proposition, we need to define the set $\mathcal{X}$, Theorem 1.2 and Theorem 1.3 and also Remark 1.5. For the reader convenience, we recall it in the following.

Moreover, in the case $0 < \gamma \leq 1$ if:

$$\begin{align*}
\int_\Omega f_\delta^{-s} \, dx &< +\infty & 0 < \frac{\beta}{s} + q < 1, \\
\int_\Omega f_\delta^{-\frac{2s\gamma}{\gamma - 1}} \, dx &< +\infty & \frac{\beta}{s} + q > 1, \text{ and } 2\beta + q(2s - 1) < (2s + 1),
\end{align*}$$

then, there exists a unique positive entropy solution to problem (1).

**Theorem 2.3.** Under the hypothesis of Theorem 2.2 if we further assume that

$$\begin{align*}
\int_\Omega f_\delta^{-s} \, dx &< +\infty & 0 < \frac{\beta}{s} + q < 1, \\
\int_\Omega f_\delta^{-\frac{2s\gamma}{\gamma - 1}} \, dx &< +\infty & \frac{\beta}{s} + q > 1, \text{ and } 2\beta + q(2s - 1) < (2s + 1),
\end{align*}$$

then the uniqueness is guaranteed. More precisely,

(i) If $\gamma > 1$, then the weak solution obtained in Theorem 2.2 is unique.

(ii) If $0 < \gamma \leq 1$, then the weak solution and the entropy solution obtained in Theorem 2.2 are equivalent.

**3. Proof of Theorem 2.2 and Theorem 2.3**

First of all, we consider the following auxiliary problem:

$$\begin{align*}
(-\Delta)^s u = K(x)u^{-\gamma} + g & \quad \text{in } \Omega, \\
u > 0 & \quad \text{in } \Omega, \\
u = 0 & \quad \text{in } (\mathbb{R}^N \setminus \Omega),
\end{align*}$$

where $0 \leq g \in L^\infty(\Omega)$. The existence and uniqueness of a weak energy solution to problem (14) is known, see [40]. Theorem 1.2 and Theorem 1.3 and also Remark 1.5]. For the reader convenience, we recall it in the following Proposition. Before we get into the Proposition, we need to define the set $\mathcal{X}$ as the set of all functions in $u \in L^\infty(\Omega)$ such that there exist $k_1, k_2 > 0$ such that

$$\begin{align*}
k_1 \delta^\gamma(x) \leq u(x) & \leq k_2 \delta^\gamma(x), \\
k_1 \delta^\frac{2s}{\gamma - 1} \leq u(x) & \leq k_2 \delta^\frac{2s}{\gamma - 1},
\end{align*}$$

if $0 < \frac{\beta}{s} + q < 1$.

**Proposition 3.1.** If $g \in L^\infty(\Omega)$, $g \geq 0$, $s \in (0, 1)$, $q > 0$, and $K \in C^0_{\text{loc}}(\Omega), \theta \in (0, 1)$, satisfies assumption (2), then

(i) If $0 < \frac{\beta}{s} + q < 1$, then there exists a unique weak energy solution to problem (14) in $X^s_0(\Omega) \cap C_0 \cap C^0(\mathbb{R}^N)$.

(ii) If $\frac{\beta}{s} + q > 1$, and $2\beta + q(2s - 1) < (2s + 1)$, then there exists a unique weak energy solution to problem (14) in $X^s_0(\Omega) \cap C_0 \cap C^0(\mathbb{R}^N)$.

The notion of the solution to (14) is as follows. The function $u \in X^s_0(\Omega)$ is a weak energy solution to problem (14) if
• for every $K \Subset \Omega$, there exists $C_K > 0$ such that $u(x) \geq C_K$ in $K$ and also $u \equiv 0$ in $(\mathbb{R}^N \setminus \Omega)$;

• for every $\phi \in X_0^s(\Omega)$, we have:

$$\int_{\mathbb{R}^N} (-\Delta)^{\frac{\delta}{2}} u(-\Delta)^{\frac{\delta}{2}} \phi \, dx = \int_{\Omega} K(x) u^{-\gamma} \phi \, dx + \int_{\Omega} g \phi \, dx. \tag{16}$$

Note that the first term on the right-hand side of the above equality is well defined by (13) and applying the Hölder inequality and the fractional Hardy-Sobolev inequality (and convexity of $\Omega$ only for $0 < s < \frac{1}{2}$). \cite[Theorem 1.1]{46}. More precisely, since $K(x)$ behaves like $\delta^{-\beta}(x)$, near the boundary and

$$u(x) \sim \begin{cases} \delta^{\beta}(x), & 0 < \frac{\beta}{s} + q < 1, \\ \delta^{\frac{\beta}{s}}(x), & \frac{\beta}{s} + q > 1 \end{cases} \tag{17}$$

near the boundary, we get the following estimates which will be used several times later. We distinguish some cases:

(a) $0 < \frac{\beta}{s} + q < 1$.

(b) $\frac{\beta}{s} + q > 1$, with $2\beta + q(2s - 1) < (2s + 1)$.

Case (a): Estimate for the case $0 < \frac{\beta}{s} + q < 1$.

$$\int_{\Omega} K(x) \frac{\phi}{t^{\beta}} \, dx \sim \int_{\Omega} \frac{\phi}{\delta^{s\beta q} t^\beta} \, dx \leq C_1 \left( \int_{\Omega} \frac{\phi^2}{\delta^{2s\beta q} t^\beta} \, dx \right)^{\frac{1}{2}}, \quad \leq C_2 \|\phi\|_{X_{0}^{s\beta q}(\Omega)} \leq C_3 \|\phi\|_{X_{0}^{s} \Omega).} \tag{18}$$

Here in the last inequality we have used $0 < \frac{\beta}{s} + q < 1$, and the continuous embedding of $X_{0}^{s}(\Omega)$ into $X_{0}^{s} \Omega)$, for any $s_1 < s_2$.

Case (b): Estimate for the case $\frac{\beta}{s} + q > 1$.

$$\int_{\Omega} K(x) \frac{\phi}{t^{\beta}} \, dx \sim \int_{\Omega} \frac{\phi}{\delta^{s\beta q + \beta} t^\beta} \, dx \leq C_4 \left( \int_{\Omega} \frac{1}{\delta^{(2s-\beta)\beta q} t^\beta} \, dx \right)^{\frac{1}{2}}, \quad \leq \|\phi\|_{X_{0}^{s} \Omega).} \tag{19}$$

If in addition we assume $2\beta + q(2s - 1) < (2s + 1)$, i.e. $(2s - \beta) \frac{\beta}{s} + \beta < 1$, then

$$\int_{\Omega} K(x) \frac{\phi}{t^{\beta}} \, dx \leq C_5 \|\phi\|_{X_{0}^{s} \Omega).} \tag{20}$$

For general domains with some boundary regularity, the fractional Hardy-Sobolev inequality is proved for $s \in [\frac{1}{2}, 1)$. See \cite{47, 48, 49}. But in \cite{46}, the authors proved the fractional Hardy-Sobolev inequality for any $s \in (0, 1)$, by using the fact that the domain is a convex set and its distance from the boundary is a superharmonic function.

Now, for every $v \in L^2(\Omega)$, define $\Phi(v) = w$ where $w$ is the solution to the following problem for any fixed $n$:

$$\begin{cases} (-\Delta)^{\gamma} w = K(x) w^{-\gamma} + f_0(x) |v| + \frac{1}{n} \gamma + \mu_v & \text{in } \Omega, \\ w > 0 & \text{in } \Omega, \\ w = 0 & \text{in } (\mathbb{R}^N \setminus \Omega). \end{cases} \tag{20}$$
Here \( f_n = T_n(f) \) and \( \mu_n = T_n(\mu) \) are the truncations at level \( n \). If we show that \( \Phi : L^2(\Omega) \to L^2(\Omega) \) has a fixed point \( w_n \), then \( w_n \in L^2(\Omega) \) will be the weak solution to the following problem in \( X^s_0(\Omega) \cap C_0^q \).

\[
\begin{aligned}
(-\Delta)^{s}w_n &= K(x)w_n^{-q} + \frac{f_n(x)}{(w_n + \frac{1}{n})^{\gamma}} + \mu_n \quad \text{in } \Omega, \\
w_n &> 0 \quad \text{in } \Omega, \\
w_n &= 0 \quad \text{in } (\mathbb{R}^N \setminus \Omega).
\end{aligned}
\]  

(21)

For this purpose, we apply the Schauder’s fixed-point theorem (see for example [50, Theorem 3.2.20]). We need to prove that \( \Phi \) is continuous, compact and there exists a bounded convex subset of \( L^2(\Omega) \) which is invariant under \( \Phi \).

For continuity let \( v_k \to v \) in \( L^2(\Omega) \). It is obvious that for each \( n \):

\[
\left\| \left( f_n([v_k] + \frac{1}{n})^{\gamma} - \left( f_n([v] + \frac{1}{n})^{\gamma} \right) \right) \right\|_{L^2(\Omega)} \to 0, \quad k \to \infty.
\]

Now, from the uniqueness of the weak solution to (14), we conclude \( \Phi(v_k) \to \Phi(v) \).

For compactness, we argue as follows. For \( v \in L^2(\Omega) \), let \( w \) be the solution to (20). If \( \lambda^*_1(\Omega) \) is the first eigenvalue of \( (-\Delta)^s \) in \( X^s_0(\Omega) \), [51] Proposition 9, then we have:

\[
\lambda^*_1(\Omega) \int_\Omega w^2 \, dx \leq \int_{\mathbb{R}^N} |(-\Delta)^{s}w|^2 \, dx.
\]

(22)

Testing (20) with \( \phi = w \), we have

\[
\int_{\mathbb{R}^N} |(-\Delta)^{s}w|^2 \, dx = \int_\Omega K(x)w^{1-q} \, dx + \int_\Omega \frac{f_n w}{(w + \frac{1}{n})^{\gamma}} \, dx + \int_\Omega w \mu_n \, dx.
\]

(23)

For the first term, invoking estimates (18) and (19), we have

\[
\int_\Omega K(x)w^{1-q} \, dx \leq C_1 \|w\|_{X^s_0(\Omega)}. \quad (24)
\]

For the second term on the right-hand side of (23) we have the following estimate:

\[
\int_\Omega \frac{f_n}{(w + \frac{1}{n})^{\gamma}} w \, dx \leq n^{\gamma + 1} \int_\Omega w \, dx \leq C_2 \left( \int_\Omega |w|^2 \, dx \right)^{\frac{\gamma}{2}}.
\]

(25)

where in the last inequality we have used the H"older inequality. Once more using the H"older inequality gives

\[
\int_\Omega f_n w \, dx \leq C_3 \left( \int_\Omega |w|^2 \, dx \right)^{\frac{\gamma}{2}}
\]

for some \( C_3 > 0 \). Thus combining this inequality with (23), (24), and (25) we obtain

\[
\|w\|_{X^s_0(\Omega)}^2 \leq C_1 \|w\|_{X^s_0(\Omega)} + C_4 \left( \int_\Omega |w|^2 \, dx \right)^{\frac{\gamma}{2}}.
\]

This inequality together with the embedding \( \|w\|_{X^s_0(\Omega)} = \|\Phi(v)\|_{X^s_0(\Omega)} \) is uniformly bounded in \( v \in L^2(\Omega) \). Thus (22) implies that \( \Phi(L^2(\Omega)) \) is contained in a ball of finite radius in \( L^2(\Omega) \). Therefore this ball is invariant under \( \Phi \). Again, by using the compactness of the embedding \( (5) \) and because of the uniform boundedness of \( \|\Phi(v)\|_{X^s_0(\Omega)} \), we get that \( \Phi(L^2(\Omega)) \) is relatively compact in \( L^2(\Omega) \). This completes the proof of the compactness of \( \Phi \).

**Proposition 3.2.** Let \( \{w_n\} \) be the solutions to (21). Then we have the following a priori estimates.

(i) If \( 0 < \gamma \leq 1 \), then \( \{T_k(w_n)\}_{n=1}^{\infty} \) is bounded in \( X^s_0(\Omega) \).

(ii) If \( \gamma > 1 \), then \( \{\frac{2^{s+1}}{k} (w_n)\}_{n=1}^{\infty} \) is bounded in \( X^s_0(\Omega) \) and \( \{T_k(w_n)\}_{n=1}^{\infty} \) is bounded in \( X^s_{\text{loc}}(\Omega) \).
Proof. We will follow the proof of [44, Theorem 5.2].

First case: boundedness of \( \{T_k(w_n)\}_{n=1}^{\infty} \) in \( X_0^1(\Omega) \) for \( 0 < \gamma \leq 1 \).

Testing (21) with \( \phi = T_k(w_n) \) and invoking [43, Proposition 3] we get

\[
\int_{\mathbb{R}^n} |(-\Delta)^{\frac{\gamma}{2}} T_k(w_n)|^2 \, dx \leq \int_{\Omega} \frac{K(x)}{w_n^\gamma} T_k(w_n) \, dx + \int_{\Omega} \frac{f_\gamma(x)}{(w_n + \frac{1}{n})^{\gamma}} T_k(w_n) \, dx + \int_{\Omega} T_k(w_n) w_n \, dx.
\] (26)

For the first term on the right-hand side of (26), we obtain the following estimate thanks to (18) and (19).

\[
\int_{\Omega} \frac{K(x)}{w_n^\gamma} T_k(w_n) \, dx \leq C \|T_k(w_n)\|_{X_0^1(\Omega)}.
\] (27)

For the second term we have the following estimate:

\[
\int_{\Omega} \frac{f_\gamma(x)}{(w_n + \frac{1}{n})^{\gamma}} T_k(w_n) \, dx \leq \int_{\Omega} \frac{f_\gamma(x) T_k^{\gamma}(w_n)}{(w_n + \frac{1}{n})^{\gamma}} T_k^{\gamma-1} w_n \, dx \leq k^{1-\gamma} \|f\|_{L^1(\Omega)} = C_2,
\] (28)

by noting that \( \frac{T_k^{\gamma}(w_n)}{(w_n + \frac{1}{n})^{\gamma}} \leq \frac{\|w_n\|_{X_0^1(\Omega)}}{(w_n + \frac{1}{n})^{\gamma}} \leq 1 \). Also for the last term:

\[
\int_{\Omega} T_k(w_n) w_n \, dx \leq k \|\mu\|_{L^1(\Omega)} = C_3.
\] (29)

Thus from (26), (27), (28) and (29) we obtain

\[
\int_{\mathbb{R}^n} |(-\Delta)^{\frac{\gamma}{2}} T_k(w_n)|^2 \, dx \leq C_1 \|T_k(w_n)\|_{X_0^1(\Omega)} + C_4,
\]

or equivalently \( \|T_k(w_n)\|_{X_0^1(\Omega)} \leq C_1 \|T_k(w_n)\|_{X_0^1(\Omega)} + C_4 \), which implies the boundedness of \( \{T_k(w_n)\}_{n=1}^{\infty} \) in \( X_0^1(\Omega) \).

Second case: \( \{T_k^{\frac{\gamma}{2}}(w_n)\}_{n=1}^{\infty} \) is bounded in \( X_0^1(\Omega) \) and \( \{T_k(w_n)\}_{n=1}^{\infty} \) is bounded in \( X_0^1(\Omega) \).

Taking \( \phi = T_k^{\frac{\gamma}{2}}(w_n) \) as a test function in (21) we obtain

\[
\int_{\mathbb{R}^n} (-\Delta)^{\frac{\gamma}{2}} w_n (-\Delta)^{\frac{\gamma}{2}} T_k^{\gamma}(w_n) \, dx = \int_{\Omega} \frac{K(x)}{w_n^\gamma} T_k^{\gamma}(w_n) \, dx + \int_{\Omega} \frac{f_\gamma(x)}{(w_n + \frac{1}{n})^{\gamma}} T_k^{\gamma}(w_n) \, dx + \int_{\Omega} T_k^{\gamma}(w_n) w_n \, dx.
\] (30)

For the left-hand side, by using (9) and the following elementary inequality

\[
(s_1 - s_2)(s_1^\frac{\gamma}{2} - s_2^\frac{\gamma}{2}) \geq \frac{4\gamma}{(\gamma + 1)^2} (s_1 - s_2)^2, \quad \forall s_1, s_2 \geq 0, \gamma > 0,
\] (31)

we get

\[
\int_{\mathbb{R}^n} (-\Delta)^{\frac{\gamma}{2}} w_n (-\Delta)^{\frac{\gamma}{2}} T_k^{\gamma}(w_n) \, dx \geq \frac{C_{N,\gamma}}{2} \int_{D_0} \int_{D_0} \frac{(w_n(x) - w_n(y))(T_k^{\gamma}(w_n)(x) - T_k^{\gamma}(w_n)(y))}{|x - y|^{N + 2\gamma}} \, dxdy
\]
\[
\geq \frac{2\gamma C_{N,\gamma}}{(\gamma + 1)^2} \int_{D_0} \int_{D_0} \frac{|T_k^{\frac{\gamma}{2}}(w_n)(x) - T_k^{\frac{\gamma}{2}}(w_n)(y)|^2}{|x - y|^{N + 2\gamma}} \, dxdy
\]
\[
\geq C_5 \int_{\mathbb{R}^n} |(-\Delta)^{\frac{\gamma}{2}} T_k^{\frac{\gamma}{2}}(w_n)|^2 \, dx.
\] (32)

For the first term on the right-hand side of (30), we have the following estimate thanks to (18) and (19).

\[
\int_{\Omega} \frac{K(x)}{w_n^\gamma} T_k^{\gamma}(w_n) \, dx \leq k^{\frac{\gamma}{2}} \int_{\Omega} \frac{K(x) T_k^{\frac{\gamma}{2}}(w_n)}{w_n^\gamma} \, dx
\]
\[
\leq C_6 \|T_k^{\frac{\gamma}{2}}(w_n)\|_{X_0^1(\Omega)}.
\] (33)
Also for the other terms, we have
\[
\int_{\Omega} \frac{f_n(x)}{(w_n + \frac{1}{n})^\gamma} T_k^n(w_n) \, dx \leq \int_{\Omega} \frac{f_n(x)w_n^\gamma}{(w_n + \frac{1}{n})^\gamma} \, dx \leq ||f||_{L^1(\Omega)} = C_7, 
\]
(34)
\[
\int_{\Omega} T_k^n(w_n) \mu_n \, dx \leq k^\gamma||\mu||_{L^1(\Omega)} = C_8. 
\]
(35)
Thus from (30), (32), (33), (34), and (35) we obtain
\[
\int_{\mathbb{R}^N} |(-\Delta)^s T_k^{\frac{\alpha_1}{2}}(w_n)|^2 \, dx \leq C_9 ||T_k^{\frac{\alpha_1}{2}}(w_n)||_{X_0^s(\Omega)} + C_{10},
\]
which implies the boundedness of \(\{T_k^{\frac{\alpha_1}{2}}(w_n)\}_{n=1}^\infty\) in \(X_0^s(\Omega)\).

Now we show that \(\{T_k(w_n)\}_{n=1}^\infty\) is bounded in \(X^s_{loc}(\Omega)\). For this purpose first note that, the strong maximum principle provides that, for any compact set \(K \subseteq \Omega\), there exists \(C(K) \geq 0\) such that
\[
w_n(x) \geq w_1(x) \geq C(K) > 0, \quad \text{a.e. in } K.
\]
(36)
Therefore
\[
T_k(w_n) \geq T_k(w_1) \geq \bar{C} := \min(k, C(K)).
\]
For \((x,y) \in K \times K\), define \(\alpha_n := \frac{T_k(w_n)(x)}{\bar{C}}\), and \(\beta_n := \frac{T_k(w_n)(y)}{\bar{C}}\). Since \(\alpha_n, \beta_n \geq 1\), we have the following estimate by applying an elementary inequality:
\[
(\alpha_n - \beta_n)^2 \leq \left(\alpha_n^{\frac{\alpha_1}{2}} - \beta_n^{\frac{\alpha_1}{2}}\right)^2.
\]
Now by the definition of \(\alpha_n\) and \(\beta_n\), we obtain
\[
\left(T_k(w_n(x)) - T_k(w_n(y))\right)^2 \leq C^{1-\gamma}\left(T_k^{\frac{\alpha_1}{2}}(w_n(x)) - T_k^{\frac{\alpha_1}{2}}(w_n(y))\right)^2.
\]
Thus we get the boundedness of \(\{T_k(w_n)\}_{n=1}^\infty\) in \(X^s_{loc}(\Omega)\) by the boundedness of \(\{T_k^{\frac{\alpha_1}{2}}(w_n)\}_{n=1}^\infty\) in \(X_0^s(\Omega)\). □

Now, we have the following Proposition in the spirit of [43, Theorem 23] and [44, Theorem 4.10].

**Proposition 3.3.**

(i) If \(0 < \gamma \leq 1\), then \([w_n]_{n=1}^\infty\) is bounded in \(X^s_{0}^{s_1-p}(\Omega)\), for all \(s_1 < s\) and for all \(p < \frac{N}{N-s}\).

(ii) If \(\gamma > 1\), then \([w_n]_{n=1}^\infty\) is bounded in \(X^s_{loc}^{s_1-p}(\Omega)\), for all \(s_1 < s\) and for all \(p < \frac{N}{N-s}\).

**Proof.**

**First case:** \(0 < \gamma \leq 1\).

By following the proof of [43, Proposition 3.4] we obtain that \([(-\Delta)^s w_n] \) is bounded in \(M^p(\Omega)\) and the embedding (7) implies the boundedness of \([(-\Delta)^{s} w_n] \) in \(L^p(\Omega)\), for all \(p < \frac{N}{N-s}\). Notice that since we have \(N > 2s\), therefore \(\frac{N}{N-s} < 2\). Now, by invoking Theorem 5 and Proposition 10 in chapter 5 of the reference book [4], we get the boundedness of \([w_n] \) in \(X^{s_1-p}_{0}(\Omega)\), for all \(s_1 < s\) and for all \(p < \frac{N}{N-s}\). (In [4], our function space \(X^{s_1-p}_{loc}(\Omega)\), reads as \(\Lambda^{s_1-p}_{loc}(\mathbb{R}^N)\), and \(\mathcal{L}^{s_1}_{loc}(\mathbb{R}^N)\) denotes the space of Bessel potentials, see [4, subsection 3.2].)

**Second case:** \(\gamma > 1\).

By following the proof of [11, Lemma 2.8] and the similar reasoning as in the first case, i.e. \(0 < \gamma \leq 1\), the proof obtains.

Now we are ready to prove the Theorem 2.2.

**Proof of Theorem 2.2.** By Proposition 3.3, we deduce that there exists a function \(u\) such that
• if $0 < \gamma \leq 1$, then $u \in X^\gamma_0(\Omega)$, for all $s_1 < s$ and for all $p < \frac{N}{\gamma}$, and up to a subsequence, $w_n \to u$ weakly in $X^\gamma_0(\Omega)$. Moreover, $T_k(u) \in X^\gamma_0(\Omega)$.

• if $\gamma > 1$, then $u \in X^{\gamma_0}(\Omega)$, for all $s_1 < s$ and for all $p < \frac{N}{\gamma}$, and up to a subsequence, $w_n \to u$ weakly in $X^{\gamma_0}(\Omega)$. Moreover, $T_k(w_n) \in X^{\gamma_0}(\Omega)$, and $T_k(u) \in X^{\gamma_0}(\Omega)$.

Besides, by using the embedding (8), up to a subsequence, we can assume that

- $w_n \to u$ in $L^r(\Omega)$, for any $r \in [1, 2^*_s)$, in the case $0 < \gamma \leq 1$;
- $w_n \to u$ in $L^s_{\loc}(\Omega)$, for any $r \in [1, 2^*_s)$, in the case $\gamma > 1$;
- $w_n(x) \to u(x)$ pointwise a.e. in $\Omega$.

Now for every fixed $\phi \in T(\Omega)$, by noting that $\phi$ has compact support and using (36), we could pass to the limit and obtain

$$\lim_{n \to \infty} \int_{\Omega} \frac{K(x)}{u_n^q} \phi \, dx = \int_{\Omega} \frac{K(x)}{u^q} \phi \, dx,$$

$$\lim_{n \to \infty} \int_{\Omega} \frac{f_n(x)}{(w_n + \frac{1}{n})^q} \phi \, dx = \int_{\Omega} \frac{f(x)}{u^q} \phi \, dx,$$

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} (-\Delta)^s w_n(-\Delta)^s \phi \, dx = \lim_{n \to \infty} \int_{\mathbb{R}^N} w_n(-\Delta)^s \phi \, dx = \int_{\mathbb{R}^N} u(-\Delta)^s \phi \, dx.$$ 

Also trivially we have

$$\int_{\Omega} \mu_n \phi \, dx \to \int_{\Omega} \mu \phi \, dx, \quad \forall \phi \in T(\Omega).$$

Since for every $K \in \Omega$, there exists $C_K > 0$ such that $w_n(x) \geq g_1(x) = C_K$ a.e. in $K$ and also $w_n \equiv 0$ in $(\mathbb{R}^N \setminus \Omega)$ and because of $w_n(x) \to u(x)$ a.e. in $\Omega$, thus $u$ is a weak solution to problem (1). This completes the proof of the existence result.

As mentioned before, for uniqueness in the case $0 < \gamma \leq 1$, we would like to consider the entropy solution.

First we prove the existence of an entropy solution. Let $0 < \gamma \leq 1$ and consider the following approximation problem.

$$\begin{cases}
(-\Delta)^s u_n = K(x)u_n^q + f_n(x)(u_n + \frac{1}{n})^{-\gamma} + \mu_n & \text{in } \Omega, \\
u_n > 0 & \text{in } \Omega, \\
u_n = 0 & \text{in } (\mathbb{R}^N \setminus \Omega),
\end{cases} \tag{37}$$

For each fixed $k$ and each fixed $\phi \in X_0^\gamma(\Omega) \cap L^\infty(\Omega)$, let consider the sequence $\{T_k(u_n - \phi)\}_{n=1}^\infty$, which is a bounded sequence in $X_0^\gamma(\Omega)$, by Proposition 3.2. Therefore, up to a subsequence, $T_k(u_n - \phi) \rightharpoonup T_k(u - \phi)$ weakly in $X_0^\gamma(\Omega)$, as $n \to \infty$, where $u$ is the weak solution to (1). Also, $T_k(u_n - \phi)_{n=1}^\infty$ is an increasing sequence of non-negative functions by the strict monotonicity of the operator $(-\Delta)^s u - K(x)u^{\gamma}$ (a similar argument as in [44, Lemmas 3.1]) and the increasing behaviour of $f_n(x)(u_n + \frac{1}{n})^{-\gamma} + \mu_n$. Once more the strict monotonicity of $(-\Delta)^s$, and $T_k(u_n - \phi) \rightharpoonup T_k(u - \phi)$ implies that $T_k(u_n - \phi) \to T_k(u - \phi)$ strongly in $X_0^\gamma(\Omega)$ (see for example [44, Lemmas 2.18] for this compactness result). On the other hand, by using the estimates (15), (19), and (10) Proposition 4 we have

$$\int_{\Omega} \frac{K(x)[T_k(u_n - \phi)]}{u_n^q} \, dx \leq C \|T_k(u_n - \phi)\|_{X_0^\gamma(\Omega)}$$

$$\leq C \|T_k(u_n - \phi)\|_{X_0^\gamma(\Omega)}$$

$$\leq C_1 < +\infty, \quad \text{uniformly in } n.$$

Now Fatou’s lemma and the monotonicity of $u_n$ gives

$$\frac{K(x)T_k(u_n - \phi)}{u_n^q} \leq \frac{K(x)T_k(u - \phi)}{u^q} \in L^1(\Omega).$$
Also, we have
\[
\left| f_s(x) T_k(u_n - \phi) \right| \leq k \int \frac{f}{u_1^q} \in L^1(\Omega),
\]
because of (17), and the assumptions (12). Finally, using \( T_k(u_n - \phi) \) as a test function in (17), and passing to the limit we find an entropy solution even with the equalities instead of the inequalities in Definition 2.2, i.e. (11).

Let \( u \) and \( v \) be two entropy solutions. Testing \( u \) with \( \phi = T_k(v) \) and \( v \) with \( \phi = T_k(u) \) in the weak formulation of entropy inequalities and following the idea of [2, Section 5], the rest of the proof of uniqueness is almost immediate. More precisely, we have
\[
\int_{[u - T_k(v)] < h} (-\Delta) \nabla (u - T_k(v)) dx \leq \int_{\Omega} K(x) u \left( \frac{u - T_k(v)}{u^{q}} \right) dx + \int_{\Omega} f_k(u - T_k(v)) dx
\]
and
\[
\int_{[v - T_k(u)] < h} (-\Delta) \nabla (v - T_k(u)) dx \leq \int_{\Omega} K(x) v \left( \frac{v - T_k(u)}{v^{q}} \right) dx + \int_{\Omega} f_k(v - T_k(u)) dx.
\]
Adding up the left-hand sides of (38) and (39) and restricting them to
\[
A_0^h = \{ x \in \Omega : |u - v| < h, |u| < h, |v| < h \},
\]
we have the following obvious estimate
\[
\int_{A_0^h} |(-\Delta) \nabla (u - v)|^2 dx \geq 0.
\]
Also, summing the right-hand sides of (38) and (39) when restricted to \( A_0^h \) gives
\[
\int_{A_0^h} K(x)(u - v)(u^{q} - v^{q}) dx + \int_{A_0^h} f(u - v)(u^{q} - v^{q}) dx \leq 0.
\]
Now, consider the set \( A_1^h = \{ x \in \Omega : |u - T_k(v)| < h, |v| \geq h \}. \) When restricted to \( A_1^h \), we have the following for the left-hand side of (38):
\[
\int_{A_1^h} |(-\Delta) \nabla u|^2 dx \geq 0.
\]
On the other hand, when restricted to \( A_1^h \), the right-hand side of (38) is
\[
\int_{A_1^h} K(x) u^{q} (u - h) dx + \int_{A_1^h} f u^{q} (u - h) dx + \int_{A_1^h} \mu (u - h) dx,
\]
which goes to zero as \( h \to \infty \).

Finally on the remaining set \( A_2^h = \{ x \in \Omega : |u - T_k(v)| < h, |v| < h, |u| \geq h \}, \) the left-hand side of (38) is as follows
\[
\int_{A_2^h} (-\Delta) \nabla u(-\Delta) \nabla (u - v) dx,
\]
which goes to zero as \( h \to \infty \).

The right-hand side of (38), when restricted to \( A_2^h \), is as follows
\[
\int_{A_2^h} K(x) u^{q} (u - v) dx + \int_{A_2^h} f u^{q} (u - v) dx + \int_{A_2^h} \mu (u - v) dx,
\]
which goes to zero as \( h \to \infty \).
which also goes to zero as \( h \to \infty \).

Similarly, we can estimate the left-hand side of \( (39) \) on the sets \( B_1^\nu = \{ x \in \Omega : |v - T_h(u)| < k, |u| \geq h \} \) and \( B_2^\nu = \{ x \in \Omega : |v - T_h(u)| < k, |u| < h, |v| \geq h \} \) and find that

\[
\int_{B_1^\nu} |(\Delta)^{\frac{1}{2}} v|^2 \, dx \geq 0,
\]

and

\[
\int_{B_2^\nu} (\Delta)^{\frac{1}{2}} v(\Delta)^{\frac{1}{2}} (v - u) \, dx \to 0, \quad \text{as } h \to 0.
\]

On the other hand for the right-hand side of \( (39) \) on the sets \( B_1^\nu = \{ x \in \Omega : |v - T_h(u)| < k, |u| \geq h \} \) and \( B_2^\nu = \{ x \in \Omega : |v - T_h(u)| < k, |u| < h, |v| \geq h \} \), we have:

\[
\int_{B_1^\nu} K(x)v^{-\gamma} (v - h) \, dx + \int_{B_1^\nu} f v^{-\gamma} (v - h) \, dx + \int_{B_1^\nu} \mu(v - h) \, dx \to 0, \quad \text{as } h \to 0,
\]

and

\[
\int_{B_2^\nu} K(x)v^{-\gamma} (v - u) \, dx + \int_{B_2^\nu} f v^{-\gamma} (v - u) \, dx + \int_{B_2^\nu} \mu(v - u) \, dx \to 0, \quad \text{as } h \to 0.
\]

Putting all the estimates \( (40), (41), (42), (43), (44), (45), (46), (47), (48) \), and \( (49) \) together we obtain

\[
\int_{\Omega} |(\Delta)^{\frac{1}{2}} (u - v)|^2 \, dx \leq o(h), \quad \text{as } h \to 0.
\]

Now, since \( A_0^\nu \) goes to \(|u - v| < k\), as \( h \to 0 \) we have

\[
\int_{[|u - v| \leq k]} |(\Delta)^{\frac{1}{2}} (u - v)|^2 \, dx \leq 0, \quad \forall k.
\]

Therefore \( u \equiv v \), and the uniqueness is proved. \( \square \)

**Remark 3.4.** The above proof for the existence of a positive weak solution can be generalized easily in the following ways.

- \( \mu \) can be a non-negative bounded Radon measure in \( \Omega \). More precisely, in the approximating problem \( (2) \), instead of \( \mu_h = T_h(\mu) \), we should consider \( \mu_h \) as a sequence of non-negative \( L^\infty(\Omega) \) functions bounded in \( L^1(\Omega) \) such that converges to \( \mu \) in the narrow topology of measures, i.e.

\[
\int_{\Omega} \phi \mu_h \, dx \to \int_{\Omega} \phi \, d\mu, \quad \forall \phi \in C_c(\Omega).
\]

In this case, the same proof can be performed.

- Also, instead of \( f \in L^1(\Omega) \), we can consider \( f \in L^1(\Omega) + X^{-\gamma}(\Omega) \), if the datum \( \mu \) is regular enough to give the result that the solution \( u \) obtained above satisfies \( u \in X_0^\nu(\Omega) \). See Remark 2.7. In this case, in the approximating problem \( (1) \), instead of \( f_h = T_h(\mu) \), we should consider \( f_h \) as a sequence of non-negative \( X_0^\nu(\Omega) \cap L^\infty(\Omega) \) functions bounded in \( L^1(\Omega) \) such that converges to \( f \) in the following sense:

\[
\int_{\Omega} \phi f_h \, dx \to \langle \phi, f \rangle_{X_0^\nu(\Omega) \cap L^\infty(\Omega), L^1(\Omega) + X^{-\gamma}(\Omega)}, \quad \forall \phi \in X_0^\nu(\Omega) \cap L^\infty(\Omega).
\]

Here \( \langle \cdot, \cdot \rangle_{X_0^\nu(\Omega) \cap L^\infty(\Omega), L^1(\Omega) + X^{-\gamma}(\Omega)} \) denotes the duality pairing between \( X_0^\nu(\Omega) \cap L^\infty(\Omega) \) and \( L^1(\Omega) + X^{-\gamma}(\Omega) \). Notice that \( L^1(\Omega) + X^{-\gamma}(\Omega) \) embeds in the dual space of \( X_0^\nu(\Omega) \cap L^\infty(\Omega) \). Besides, see section 4 for some relaxation on the assumption on \( f \), in order to prove the existence of solutions.
Remark 3.5. It is important to note that for the existence of a positive entropy solution, our argument needs that the approximating terms $f_n$, and $\mu_n$ be the increasing ones. This is always possible by the usual truncation technique for $\mu \in L^1(\Omega)$. Generally, non-negative bounded Radon measures cannot be approximated by an increasing sequence of bounded functions, see [3]. This increasing behaviour of the approximations is the key property in the proof of our existence result for the entropy solution. At the end of section 4, we will see that for the measure $\mu \in L^1(\Omega) + \mathcal{X}_c^0(\Omega)$, it is possible to approximate it by an increasing sequence of bounded functions.

Proof of Theorem 2.3

Uniqueness for the first case: $\gamma > 1$.

Let $u_1$ and $u_2$ be two positive weak solutions to problem [1]. We know that $T_{k,\gamma}^{\mu_i}(u_i) \in X_0^0(\Omega)$, for $i = 1, 2$. Now define $w = u_1 - u_2$. Then we have

$$
\int_{\mathbb{R}^N} w(-\Delta)^{\gamma/2} \phi \, dx = \int_\Omega \left( \frac{K(x)}{u_1^2} - \frac{K(x)}{u_2^2} \right) \phi \, dx + \int_\Omega \left( \frac{f(x)}{u_1^2} - \frac{f(x)}{u_2^2} \right) \phi \, dx, \quad \forall \phi \in T(\Omega).
$$

(50)

By using the comparison principle and thanks to the estimates [18] and [19] and also a density argument, the equality [50] holds for all $\phi \in X_0^0(\Omega) \cap L^\infty(\Omega)$ if we further assume that the assumption [13] holds. More precisely, it is enough to show that in the second term on the right-hand side of [50], any $\phi \in X_0^0(\Omega) \cap L^\infty(\Omega)$ can be used as a test function.

By using the comparison principle, Hölder inequality, the estimates [18] and [19] and the assumptions [13] on $f$ this follows quickly.

Using $T_{k,\gamma}^{\mu_i}(w^-)$ as a test function in (50) and invoking [9] and [31] we deduce that

$$
\int_{\mathbb{R}^N} \left| (-\Delta)^{\gamma/2} T_{k,\gamma}^{\mu_i}(w^-) \right|^2 \, dx \leq \frac{(\gamma + 3)^2}{4(\gamma + 1)C_{N,\gamma}} \left\{ \int_\Omega \left( \frac{K(x)}{u_1^2} - \frac{K(x)}{u_2^2} \right) T_{k,\gamma}^{\mu_i}(w^-) \, dx + \int_\Omega \left( \frac{f(x)}{u_1^2} - \frac{f(x)}{u_2^2} \right) T_{k,\gamma}^{\mu_i}(w^-) \, dx \right\} \leq 0.
$$

Therefore, $T_{k,\gamma}^{\mu_i}(w^-) \equiv 0$. So we reach at the conclusion that $T_{k,\gamma}^{\mu_i}(u_1) \geq T_{k,\gamma}^{\mu_i}(u_2)$. Similar argument shows that $T_{k,\gamma}^{\mu_i}(u_1) \leq T_{k,\gamma}^{\mu_i}(u_2)$. Therefore $T_{k,\gamma}^{\mu_i}(u_1) = T_{k,\gamma}^{\mu_i}(u_2)$, for any $k$, and the uniqueness follows.

Uniqueness for the second case: $0 < \gamma < 1$.

Let $u_1$ and $u_2$ be two positive weak solutions to problem [1] and define $w = u_1 - u_2$. We know that $T_k(w) \in X_0^0(\Omega)$. Using $T_k(w^-)$ as a test function in (50) we deduce that

$$
\int_{\mathbb{R}^N} \left| (-\Delta)^{\gamma/2} T_k(w^-) \right|^2 \, dx \leq \int_\Omega \left( \frac{K(x)}{u_1^2} - \frac{K(x)}{u_2^2} \right) T_k(w^-) \, dx + \int_\Omega \left( \frac{f(x)}{u_1^2} - \frac{f(x)}{u_2^2} \right) T_k(w^-) \, dx \leq 0.
$$

Therefore, $T_k(w^-) \equiv 0$. Similarly $T_k(w^+) \equiv 0$, for any $k$, and the uniqueness follows. Therefore the notion of the entropy solution and the weak solution coincides in this case.

4. Some relaxation assumptions on a datum to prove the existence of solutions

This section includes approaches that are the same as the procedures used in [5]. Specifically, the idea of the proofs is the same, while the techniques we deal with the fractional Laplacian instead of the Laplacian operator. We will relax the assumption on $f$ to obtain the existence results. Before continuing, we need to recall the concept of capacity (see [52, 50, 53] for the classical notion of capacity associated with $W^{1,p}(\mathbb{R}^N)$). More precisely, what we need is the concept of fractional capacity, which will be defined below. See [54, 55] for more information. The capacity theory allows the study of small sets in $\mathbb{R}^N$. One can show that in $\mathbb{R}^N$, there are zero Lebesgue sets with capacity strictly bigger than zero. So, it makes sense to speak about the values of a function $u \in X^{1,2}(\Omega)$ on a set $E \subset \Omega$ with capacity bigger than zero and study its fine properties.

Let $K$ be a compact subset of $\Omega$. The $(s, 2)$-capacity of the compact set $K$ defines as follows:

$$
\text{Cap}_{s,2}(K) = \inf \left\{ \int_{\mathbb{R}^N} \left| (-\Delta)^{s/2} \Psi \right|^2 \, dx, \quad \Psi \in C_0^\infty(\Omega), \quad \Psi \geq \chi_K \right\}.
$$
where $\chi_K$ represents the characteristic function of $K$. The above definition of capacity extends naturally to all Borel subsets of $\Omega$ by the regularity.

The following proposition illuminates our discussion of the relaxation theorem that will come later in Theorem 4.2. See [31] for a similar result in the case of the $p$-Laplacian operator with Hardy potential.

**Proposition 4.1.** Let $\nu$ be a non-negative Radon measure concentrated on a Borel set $E$ of zero $(s, 2)$-capacity, and let $g_n$ be a sequence of non-negative $L^\infty(\Omega)$ functions that converges to $\nu$ in the narrow topology of measures. Let $u_n$ be the solution to

$$\begin{cases}
(-\Delta)^s u_n = \frac{g_n(x)}{(u_n + \frac{1}{n})^s} & \text{in } \Omega, \\
u_n > 0 & \text{in } \Omega, \\
u_n = 0 & \text{in } (\mathbb{R}^N \setminus \Omega).
\end{cases} \quad (51)$$

(i) If $\gamma = 1$, then $u_n$ converges weakly to zero in $X^s_0(\Omega)$.

(ii) If $\gamma > 1$, then $\frac{u_n}{\nu_n}$ converges weakly to zero in $X^s_0(\Omega)$.

**Proof.** We follow [3, Theorem 3.4 and Theorem 4.5].

**First case:** $\gamma = 1$.

Since $g_n$ is bounded in $L^1(\Omega)$, a similar argument as in the proof of Proposition [3,2] shows that $u_n$ is bounded in $X^s_0(\Omega)$. Therefore, up to a subsequence, it converges weakly in $X^s_0(\Omega)$, and a.e. in $\Omega$, to some function $u$. Using the definition of the $(s, 2)$-capacity and noting that the set $E$ where the measure is concentrated has zero $(s, 2)$-capacity, we can find that for any $\eta > 0$; there exists $\Psi_\eta \in C_c^\infty(\Omega)$ such that

$$0 \leq \Psi_\eta \leq 1, \quad 0 \leq \int_\Omega (1 - \Psi_\eta) \, dv \leq \eta, \quad \int_{\mathbb{R}^N} |(-\Delta)^s \Psi_\eta|^2 \, dx \leq \eta. \quad (52)$$

Since $g_n$ converges to $\nu$ in the narrow topology of measures; one has from (52) that

$$\lim_{n \to +\infty} \int_\Omega g_n(1 - \Psi_\eta) \, dx = \int_\Omega (1 - \Psi_\eta) \, dv \leq \eta. \quad (53)$$

Choosing $T_k(u_n)(1 - \Psi_\eta)$ as test function in (51) and using (9) we deduce

$$\frac{C_{N,s}}{2} \int_{D_0} \frac{g_n(x) - u_n(y)}{|x - y|^{N+2s}}\left(T_k(u_n)(x)(1 - \Psi_\eta(x)) - T_k(u_n)(y)(1 - \Psi_\eta(y))\right) \, dxdy = \int_\Omega \frac{g_n(x)}{u_n + \frac{1}{n}} T_k(u_n)(1 - \Psi_\eta) \, dx. \quad (54)$$

For the right-hand side, noting that $\frac{T_k(u_n)}{u_n + \frac{1}{n}} \leq 1$, we have

$$\int_\Omega \frac{g_n(x)}{u_n + \frac{1}{n}} T_k(u_n)(1 - \Psi_\eta) \, dx \leq \int_\Omega g_n(1 - \Psi_\eta) \, dx,$$

so that by (53),

$$0 \leq \limsup_{n \to +\infty} \int_\Omega \frac{g_n(x)}{u_n + \frac{1}{n}} T_k(u_n)(1 - \Psi_\eta) \, dx \leq \eta. \quad (55)$$

For the left-hand side of (54) first of all, we consider the following elementary but tedious calculations.

$$\begin{align*}
(u_n(x) - u_n(y))\left(T_k(u_n)(x)(1 - \Psi_\eta(x)) - T_k(u_n)(y)(1 - \Psi_\eta(y))\right) \\
= (u_n(x) - u_n(y))\left(T_k(u_n)(x) - T_k(u_n)(y)\right) \\
+ (u_n(x) - u_n(y))\left(T_k(u_n)(y)\Psi_\eta(y) - T_k(u_n)(x)\Psi_\eta(x)\right).
\end{align*} \quad (56)$$
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For the second term on the right-hand side of (56), we have
\[
(u_n(x) - u_n(y))(T_k(u_n)(x) - T_k(u_n)(y))
\]
\[
= T_k(u_n)(x)u_n(x) - u_n(y)(T_k(u_n)(x) - T_k(u_n)(y)) + \Psi_g(x)(u_n(x) - u_n(y))(T_k(u_n)(y) - T_k(u_n)(x)).
\]
Therefore from (56) and (57) we obtain
\[
(u_n(x) - u_n(y))(T_k(u_n)(x)(1 - \Psi_g(x)) - T_k(u_n)(y)(1 - \Psi_g(y)))
\]
\[
= T_k(u_n)(x)u_n(x) - u_n(y)(T_k(u_n)(x) - T_k(u_n)(y)) + \Psi_g(x)(u_n(x) - u_n(y))(T_k(u_n)(y) - T_k(u_n)(x))
\]
\[
+ T_k(u_n)(y)(u_n(x) - u_n(y))(\Psi_g(y) - \Psi_g(x)).
\]
Invoking this equality in the left-hand side of (54) gives
\[
\int \int_{D_0} \frac{(u_n(x) - u_n(y))(T_k(u_n)(x)(1 - \Psi_g(x)) - T_k(u_n)(y)(1 - \Psi_g(y)))}{|x - y|^{N+2s}} \, dxdy
\]
\[
= \int \int_{D_0} \frac{(u_n(x) - u_n(y))(T_k(u_n)(x) - T_k(u_n)(y))}{|x - y|^{N+2s}} \, dxdy + \int \int_{D_0} \frac{\Psi_g(x)(u_n(x) - u_n(y))(T_k(u_n)(y) - T_k(u_n)(x))}{|x - y|^{N+2s}} \, dxdy
\]
\[
+ \int \int_{D_0} \frac{T_k(u_n)(y)(u_n(x) - u_n(y))(\Psi_g(y) - \Psi_g(x))}{|x - y|^{N+2s}} \, dxdy.
\]
For the first and second terms in the right-hand side of (58), by letting \( n \to +\infty \), and applying Fatou’s lemma, we obtain
\[
\int \int_{D_0} \frac{(u(x) - u(y))(T_k(u)(x) - T_k(u)(y))}{|x - y|^{N+2s}} \, dxdy
\]
\[
\leq \liminf_{n \to +\infty} \int \int_{D_0} \frac{(u_n(x) - u_n(y))(T_k(u_n)(x) - T_k(u_n)(y))}{|x - y|^{N+2s}} \, dxdy,
\]
and
\[
\int \int_{D_0} \frac{\Psi_g(x)(u(x) - u(y))(T_k(u)(y) - T_k(u)(x))}{|x - y|^{N+2s}} \, dxdy
\]
\[
\leq \liminf_{n \to +\infty} \int \int_{D_0} \frac{\Psi_g(x)(u_n(x) - u_n(y))(T_k(u_n)(y) - T_k(u_n)(x))}{|x - y|^{N+2s}} \, dxdy.
\]
Now by considering (54) and (58) and using (55), (59) and (60) we obtain
\[
\int \int_{D_0} \frac{(u(x) - u(y))(T_k(u)(x) - T_k(u)(y))}{|x - y|^{N+2s}} \, dxdy
\]
\[
+ \int \int_{D_0} \frac{\Psi_g(x)(u(x) - u(y))(T_k(u)(y) - T_k(u)(x))}{|x - y|^{N+2s}} \, dxdy
\]
\[
+ \limsup_{n \to +\infty} \int \int_{D_0} \frac{T_k(u_n)(y)(u_n(x) - u_n(y))(\Psi_g(y) - \Psi_g(x))}{|x - y|^{N+2s}} \, dxdy \leq \eta.
\]
For the integral under the limit in (61), by using (59), we have
\[
\left| \int \int_{D_0} \frac{T_k(u_n)(y)(u_n(x) - u_n(y))(\Psi_g(y) - \Psi_g(x))}{|x - y|^{N+2s}} \, dxdy \right| \leq k \int_{\mathbb{R}^n} (-\Delta)^{\frac{s}{2}} u_n(-\Delta)^{\frac{s}{2}} \Psi_g \, dx \leq k \|u_n\|_{\mathcal{X}_2(\Omega)} \|\Psi_g\|_{\mathcal{X}_2(\Omega)}.
\]
Therefore, by the boundedness of \( u_n \) in \( X_0^1(\Omega) \), and also (52) and (61) we get
\[
\begin{align*}
\int \int_{D_\Omega} \frac{(u(x) - u(y))(T_k(u)(x) - T_k(u)(y))}{|x - y|^{N+2s}} dxdy
\quad & + \int \int_{D_\Omega} \Psi_\eta(x)(u(x) - u(y))(T_k(u)(y) - T_k(u)(x)) \frac{1}{|x - y|^{N+2s}} dxdy \\
& \leq \eta - C\|\Psi_\eta\|_{L^\infty(\Omega)},
\end{align*}
\]
for some \( C > 0 \). Now letting \( \eta \to 0^+ \) in (63), and noting that, by (53), \( \Psi_\eta \to 0 \) strongly in \( X_0^1(\Omega) \) and also up to a subsequence, a.e. in \( \Omega \), we get
\[
\int \int_{D_\Omega} \frac{(u(x) - u(y))(T_k(u)(x) - T_k(u)(y))}{|x - y|^{N+2s}} dxdy = 0.
\]

On the other hand, by using (9) and \([45, \text{Proposition 4}]\), or (31), we get
\[
\begin{align*}
\int_{R^N} |(-\Delta)^{\frac{s}{2}} T_k(u)|^2 dx & = \frac{C_{N,s}}{2} \int \int_{D_\Omega} \frac{|T_k(u)(x) - T_k(u)(y)|^2}{|x - y|^{N+2s}} dxdy \\
& \leq \frac{C_{N,s}}{2} \int \int_{D_\Omega} \frac{(u(x) - u(y))(T_k(u)(x) - T_k(u)(y))}{|x - y|^{N+2s}} dxdy.
\end{align*}
\]
Thus (64) and (65) implies that \( T_k(u) = 0 \), and the proof for the case \( \gamma = 1 \) is complete.

**Second case:** \( \gamma > 1 \).

By the boundedness of \( g_n \) in \( L^1(\Omega) \), a similar argument as in the proof of Proposition [52], shows that \( u_n \) is bounded in \( X_0^1(\Omega) \). Therefore, up to a subsequence, it converges weakly in \( X_0^1(\Omega) \), and a.e. in \( \Omega \), to some function \( u \). Again, let \( \Psi_\eta \in C^1_0(\Omega) \) be as in (52). Testing (51) with \( T_k^\gamma(u_n)(1 - \Psi_\eta) \), and using (49) we obtain
\[
\frac{C_{N,s}}{2} \int \int_{D_\Omega} \frac{(u_n(x) - u_n(y))(T_k^\gamma(u_n)(x)(1 - \Psi_\eta(x)) - T_k^\gamma(u_n)(y)(1 - \Psi_\eta(y)))}{|x - y|^{N+2s}} dxdy = \int_{\Omega} \frac{g_n(x)}{(u_n + \frac{1}{n})^\gamma} T_k^\gamma(u_n)(1 - \Psi_\eta) dx.
\]
For the right-hand side, since \( \frac{T_k^\gamma(u_n)}{(u_n + \frac{1}{n})^\gamma} \leq 1 \), we get
\[
\int_{\Omega} \frac{g_n(x)}{(u_n + \frac{1}{n})^\gamma} T_k^\gamma(u_n)(1 - \Psi_\eta) dx \leq \int_{\Omega} g_n(1 - \Psi_\eta) dx,
\]
so that by (53), we obtain
\[
0 \leq \limsup_{n \to +\infty} \int_{\Omega} \frac{g_n(x)}{(u_n + \frac{1}{n})^\gamma} T_k^\gamma(u_n)(1 - \Psi_\eta) dx \leq \eta.
\]
Similar to the previous case, by letting \( \eta \to 0^+ \), \( n \to +\infty \), we obtain
\[
\frac{C_{N,s}}{2} \int \int_{D_\Omega} \frac{(u(x) - u(y))(T_k^\gamma(u)(x) - T_k^\gamma(u)(y))}{|x - y|^{N+2s}} dxdy \leq 0.
\]
Now (5) together with the inequality (31) gives
\[
\int_{R^N} |(-\Delta)^{\frac{s}{2}} T_k^\gamma(u)|^2 dx = 0,
\]
which is the desired result.
In the next theorem, we will see that if we approximate a datum of the form \( f + \nu \), with \( f \in L^1(\Omega) \), and \( \nu \) a singular measure with respect to \((s, 2)\)-capacity, only the \( L^1 \) term remains in the equation after the limiting procedure and the singular term \( \nu \) "disappears."

**Theorem 4.2 (Relaxation Theorem).** Let \( f \) be a non-negative function in \( L^1(\Omega) \), and let \( f_n = T_n(f) \). Let \( \nu \) and \( g_n \) be as in Theorem 4.1. Also, let \( u_n \) be the sequence of solutions to the following problems.

\[
\begin{aligned}
(-\Delta)^s u_n &= \frac{K(x)}{u_n^q} + \frac{f_n + g_n}{(u_n + \frac{1}{n})^q} + \mu_n \quad \text{in } \Omega, \\
u_n > 0 &\quad \text{in } \Omega, \\
u_n = 0 &\quad \text{in } (\mathbb{R}^N \setminus \Omega).
\end{aligned}
\]  

(66)

(i) If \( 0 < \gamma \leq 1 \), then \( u_n \) converges to a function \( u \), weakly in \( X^{1-\gamma}_0(\Omega) \), for all \( s_1 < s \) and for all \( p < \frac{N}{N-s} \), where \( u \) is the weak solution to (1) with datum \( f \).

(ii) If \( \gamma > 1 \), then \( u_n \) converges to a function \( u \), weakly in \( X^{\gamma-1}_0(\Omega) \), for all \( s_1 < s \) and for all \( p < \frac{N}{N-s} \), where \( u \) is the weak solution to (1) with datum \( f \).

**Proof.** We only prove the first case \( 0 < \gamma \leq 1 \). The second case can be handled in the same way.

Let \( 0 < \gamma < 1 \). Once again, since \( f_n + g_n \) is bounded in \( L^1(\Omega) \), the same proofs as in Proposition 4.2 and Proposition 3.3 show that \( (u_n) \) is bounded in \( X^{s_1-\gamma}_0(\Omega) \), for all \( s_1 < s \) and for all \( p < \frac{N}{N-s} \). Hence, up to a subsequence, it converges weakly in \( X^{s_1-\gamma}_0(\Omega) \) to some function \( u \). Since \( g_n \geq 0 \), then we have the following inequality in the weak sense:

\[
(-\Delta)^s f_n = \frac{K(x)}{u_n^q} + \frac{f_n + g_n}{(u_n + \frac{1}{n})^q} + \mu_n \geq \frac{f_n}{(u_n + \frac{1}{n})^q}.
\]

Now let \( v_n \) be the solution to the following problem:

\[
\begin{aligned}
(-\Delta)^s v_n &= \frac{f_n}{(v_n + \frac{1}{n})^q} \quad \text{in } \Omega, \\
v_n > 0 &\quad \text{in } \Omega, \\
v_n = 0 &\quad \text{in } (\mathbb{R}^N \setminus \Omega).
\end{aligned}
\]

(67)

The comparison principle implies that \( u_n \geq v_n \). Let \( \Psi_\eta \in C^1(\Omega) \) as in (52) and fix a \( \phi \in \mathcal{T}(\Omega) \). Choosing \( \phi(1 - \Psi_\eta) \) as a test function in (66) we have

\[
\int_{\mathbb{R}^N} (-\Delta)^s u_n(-\Delta)^s(\phi(1 - \Psi_\eta)) \, dx = \int_{\Omega} \frac{K(x)\phi(1 - \Psi_\eta)}{u_n^q} \, dx + \int_{\Omega} \frac{(f_n + g_n)\phi(1 - \Psi_\eta)}{(u_n + \frac{1}{n})^q} \, dx + \int_{\Omega} \phi(1 - \Psi_\eta) \mu_n \, dx.
\]

Since in problem (67), the strong maximum principle provides that \( v_n \geq v_1 \), and also \( v_1 \) is strictly positive on the compact subsets of \( \Omega \), therefore \( u_n \geq C_\omega > 0 \) a.e. in \( \omega = \text{supp}(\phi) \). Moreover, \( u_n \) converges to \( u \) weakly in \( X^{s_1-\gamma}_0(\Omega) \), and \( \Psi_\eta \) tends to zero in \( X^\gamma_0(\Omega) \), and also a.e. in \( \Omega \), as \( \eta \to 0^+ \), passing to the limit, we have

\[
\lim_{\eta \to 0} \lim_{n \to +\infty} \int_{\mathbb{R}^N} (-\Delta)^s u_n(-\Delta)^s(\phi(1 - \Psi_\eta)) \, dx = \int_{\mathbb{R}^\gamma} u(-\Delta)^s \phi \, dx,
\]

\[
\lim_{\eta \to 0} \lim_{n \to +\infty} \int_{\Omega} \frac{K(x)\phi(1 - \Psi_\eta)}{u_n^q} \, dx = \int_{\Omega} \frac{K(x)\phi}{u^q} \, dx,
\]

\[
\lim_{\eta \to 0} \lim_{n \to +\infty} \int_{\Omega} \frac{f_n\phi(1 - \Psi_\eta)}{(u_n + \frac{1}{n})^q} \, dx = \int_{\Omega} \frac{f\phi}{u^q} \, dx,
\]

\[
\lim_{\eta \to 0} \lim_{n \to +\infty} \int_{\Omega} \phi(1 - \Psi_\eta) \mu_n \, dx = \int_{\Omega} \phi \mu \, dx.
\]

(69)

Besides, using (52) together with the same argument as in the proof of Theorem 4.1 gives

\[
0 \leq \limsup_{n \to +\infty} \int_{\Omega} \frac{g_n\phi(1 - \Psi_\eta)}{(u_n + \frac{1}{n})^q} \, dx \leq \limsup_{n \to +\infty} \frac{\|\phi\|_{L^\infty(\Omega)}}{C_\omega} \int_{\Omega} g_n(1 - \Psi_\eta) \, dx \leq \frac{\|\phi\|_{L^\infty(\Omega)}}{C_\omega} \eta.
\]
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This implies
\[ \lim_{q \to 0^+} \lim_{n \to +\infty} \int_{\Omega} \mathcal{G}_{n}(1 - \Psi_{n}) \frac{d\mu}{(u_n + \frac{1}{n})^{q}} \, dx = 0. \] (70)

Finally, (68), (69), and (70) implies that
\[ \int_{\mathbb{R}^{N}} u(-\Delta)^{s} \phi \, dx = \int_{\Omega} \frac{K(x)\phi}{u^{q}} \, dx + \int_{\Omega} \frac{f\phi}{u^{q}} \, dx + \int_{\Omega} \phi \mu \, dx, \quad \forall \phi \in T(\Omega). \]

This completes the proof of Theorem. \qed

**Remark 4.3.** Recalling Remark 3.4 and also considering the above Relaxation Theorem we have proved the existence of solutions to problem (1) for any datum of the form \( f + T + v \), with \( f \in L^{1}(\Omega) \), \( T \in X^{-s}(\Omega) \), and \( v \) a measure singular with respect to \((s, 2)\)-capacity, at least for some specific regular \( \mu \).

Finally, we want to discuss the existence of entropy solution for the datum \( \mu \in L^{1}(\Omega) + X^{-s}(\Omega) \). Before, we need to recall the following definition from the literature.

**Definition 4.1.** We say that measure \( \mu \) is diffuse with respect to \((s, 2)\)-capacity, if and only if \( \mu(A) = 0 \), for every Borel set \( A \) with zero \((s, 2)\)-capacity.

The following proposition characterizes the diffuse measures with respect to \((s, 2)\)-capacity. The proof can be obtained by adapting the proof of [8, Theorem 2.1].

**Proposition 4.4.** Let \( \mu \) be a bounded Radon measure in \( \Omega \). Then the following statements are equivalent.
1. \( \mu \in L^{1}(\Omega) + X^{-s}(\Omega) \).
2. \( \mu \) is diffuse with respect to \((s, 2)\)-capacity.

Finally, by mimicking the proof of [58, Proposition 2.1], we have the following proposition.

**Proposition 4.5.** If \( \mu \) is diffuse with respect to \((s, 2)\)-capacity, then there exists a nondecreasing sequence \( \{\mu_{n}\}_{n \in \mathbb{N}} \) of smooth bounded functions, with compact support in \( \Omega \) such that

- for every \( n \in \mathbb{N} \), there exists \( C_{n} > 0 \) such that for every \( \xi \in C_{c}^{\infty}(\Omega) \),
  \[ \left| \int_{\Omega} \xi \, d\mu_{n} \right| \leq C_{n} \|(-\Delta)^{s} \xi \|_{L^{2}(\Omega)}. \]

- \( \{\mu_{n}\}_{n \in \mathbb{N}} \) converges strongly to \( \mu \) in the strong topology of the space of finite Radon measures, i.e.
  \[ \int_{\Omega} |d\mu_{n}| \to \int_{\Omega} |d\mu|. \]

**Corollary 4.6.** By noticing the Remark 4.5 and taking advantage of Proposition 4.4 and Proposition 4.5, the existence of the entropy solution is guaranteed for the diffuse measures \( \mu \).

**Remark 4.7.** It can be shown that every non-negative bounded Radon measure \( \mu \) can be uniquely decomposed as \( \mu = \lambda + \nu \), with \( \lambda \) diffuse with respect to \((s, 2)\)-capacity, and \( \nu \) singular with respect to the \((s, 2)\)-capacity (see for example [8]). By Proposition 4.4 the measure \( \lambda \) can be further decomposed as \( \lambda = f + T \), with \( f \in L^{1}(\Omega) \) and \( T \in X^{-s}(\Omega) \). This decomposition is not unique since \( L^{1}(\Omega) \cap X^{-s}(\Omega) \neq \{0\} \).

**Remark 4.8.** In a similar way to the results in [72, 77, 82], and with the similar techniques, the fractional \( p \)-Laplacian counterpart of our results may be obtained for \( p > 1 \), and \( 0 \leq \beta < ps \). Notice that what we really need is to have a monotone differential operator such that the maximum principle holds. See [57, Theorem 1] for a weak comparison principle for the weighted fractional \( p \)-Laplacian equations.
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