Detection of Gravitational Wave Signals from Precessing Binary Black Hole Systems using Convolutional Neural Network
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Current searches for gravitational waves (GWs) from black hole binaries using the LIGO and Virgo observatories are limited to analytical models for systems with black hole spins aligned (or anti-aligned) with the orbital angular momentum of the binary. Detecting black hole binaries with precessing spins (spins not aligned or anti-aligned with the orbital angular momentum) is crucial for gaining unique astrophysical insights into the formation of these sources. Therefore, it is essential to develop a search strategy capable of identifying compact binaries with precessing spins. Aligned-spin waveform models are inadequate for detecting compact binaries with high precessing spins. While several efforts have been made to construct template banks for detecting precessing binaries using matched filtering, this approach requires many templates to cover the entire search parameter space, significantly increasing the computational cost. This work explores the detection of GW signals from binary black holes (BBH) with both aligned and precessing spins using a convolutional neural network (CNN). We frame the detection of GW signals from aligned or precessing BBH systems as a hierarchical binary classification problem. The first CNN model classifies strain data as either pure noise or noisy signals (GWs from BBH). A second CNN model then classifies the detected noisy signal data as originating from either precessing or non-precessing (aligned/anti-aligned) systems. Using simulated data, the trained classifier distinguishes between noise and noisy GW signals with more than 99% accuracy. The second classifier further differentiates between aligned and highly precessing signals with around 95% accuracy. We extended our analysis to a multi-detector framework by performing a coincident test. Additionally, we tested the performance of our trained architecture on data from the first three observation runs (O1, O2, and O3) of LIGO and Virgo to identify detected BBH events as either aligned or precessing.

I. INTRODUCTION

The Advanced LIGO [1] and Virgo [2] interferometric GW detectors have detected ∼ 90 compact binary sources (comprising of stellar and intermediate-mass black holes and neutron stars) in the first three observational runs [3]. The first phase of the fourth observational (O4a) was conducted by the LIGO detectors during May 24, 2023 to January 16, 2024. Virgo did not join the O4a. Second phase of O4 (O4b) began on April 10, 2024 and is expected to end in June 2025. Virgo has joined the two LIGO detectors in O4b. KAGRA[4], a GW detector in Japan, is also expected to join LIGO and Virgo, towards the end of O4b.

Most the detected gravitational wave sources reported in 3rd catalog GWTC-3[3] from the first three observing runs are binary black hole systems. Three events are from neutron star binaries and one from neutron star - black hole binary. The catalog also contains some exceptional events, such as GW190521 [5, 6], GW190412 [7], GW190915_235702 [8], expected to be coming from the precessing binaries. Fourth observing run has reported even more exotic source of gravitational wave GW230529_181500 where companion of a neutron star is an object from the mass gap (3 − 5M⊙)[9].

Most black holes are considered to be spinning, often with arbitrary orientation. Neutron stars, on the other hand, are not expected to have significant spin angular momentum. The spins of the black holes in a binary system could be aligned or misaligned with the orbital angular momentum. Systems in which the orbital and spin angular momenta are not aligned are known as precessing systems. A confident detection of a signal from a precessing system would allow us to better understand the formation and evolution of such systems. By measuring the effects of spin precession, we can obtain better measurements of the angular momentum, which can help us disentangle various degenerate parameters (e.g.,
mass ratio, inclination angle, and angular momentum) [10–15]. However, the current search pipelines [16–20] for compact binaries are designed to detect only aligned (or anti-aligned) systems and hence do not differentiate between aligned and precessing systems. Thus, the pipelines could miss the precession effects [21]. The effects of spin precession on their waveforms appear as amplitude and phase modulations (see Figure 1).

Current searches for GW signals from compact binary objects use matched-filter-based detection statistics to identify signals. The matched filter convolves detector data with theoretical waveforms from a discrete set known as a template bank. The bank is constructed so that any signal with parameters within the parameter space retains at least 97% of its signal-to-noise ratio (SNR) due to a match with a template waveform. In practice, this criterion is valid if the GW signal closely matches the waveform models. By setting a threshold on SNR, the pipeline obtains triggers independently for each detector and uses them for further analysis. The pipelines also employ the coincident method / test by using all possible detector combinations (double or triple) to get coincident triggers. This coincident test is a powerful tool for reducing the number of false triggers originating from instrumental and environmental glitches, and hence the false alarm rate (FAR).

Current pipelines [10–14] are limited to performing searches using aligned-spin waveforms. The simple relationship between the orientation of the aligned-spin system and the sky position allows us to maximize the extrinsic parameters analytically for the matched filter (SNR calculation) definition [28]. However, the same analytical maximization over extrinsic parameters is not possible for a misaligned (precessing) system. Efforts have been made to obtain the matched filter statistics for precessing cases [21, 29]. Additionally, searching for precessing signals requires template banks of higher dimensions (e.g., x- and y-components of spins). Thus, the overall volume of the template bank increases, and more templates are required for the signals from precessing searches compared to an aligned search. Consequently, the computational cost of the precessing signal search increases by several orders of magnitude.

Previously proposed methods for developing precessing matched-filter searches have focused on generalizing detection statistics [21] or utilizing signal decomposition techniques [27]. In this paper, we present a new search algorithm based on a deep-learning scheme to detect GW signals from compact binaries with precessing spins. GW signal detection can be treated as a classification problem in machine learning (ML), where strain data is classified as either signal or pure noise in a fraction of a second. This makes ML approaches attractive for the low-latency GW searches needed for electromagnetic (EM) follow-up. However, current low-latency matched-filter searches [16, 17] are limited to non-precessing compact binaries.

Recently, various deep-learning-based methods have been applied for the classification of GW signals from noisy data [30–41]. However, to the best of our knowledge, no ML approach has been developed to detect signals from precessing systems. This work represents the first attempt to classify GW signals as either aligned or precessing. While current classical search pipelines can detect signals with small amounts of precession using aligned template waveforms, highly precessing signals can be missed by the template banks employed in these searches. Therefore, it is crucial to explore alternative methods to determine if ML can provide a solution for detecting highly precessing signals.

The paper is organized as follows. In Section II, we first describe the details of the proposed model. This section presents the architecture used, the data preparation process, and the training and evaluation scheme employed for this analysis. Section II C follows, detailing the performance analysis of the proposed model. Performance evaluation includes testing on specific data chunks and continuous data streams to extract trigger information. In Section III, results are obtained by applying the coincident test for multi-detector scenarios, which helps constrain the event’s merger time range. In Section IV, the proposed scheme is applied on real events from the first three observing runs of two LIGO detectors. Finally, Section V provides a discussion on the outcomes of our studies and concluding remarks.

II. METHODOLOGY

In this study, we focus on detecting GW signals from merging pairs of black holes using Convolutional Neural Networks (CNN). The same methodology applies to GW signals from merging pairs of neutron stars or neutron star-black hole pairs.

The spins of the black holes can be aligned or anti-aligned with the orbital angular momentum, or they may precess around it. We conducted several case studies to evaluate the detection feasibility of GW signals from precessing black hole systems using CNN. The initial study involves binary classification between noisy GW signals and pure noise. GW signals correspond exclusively to the precessing binary black hole systems. A noisy time series, sampled from analytical advanced LIGO power spectral density, is added to simulate noisy GW signals. Subsequently, we extended this study to include signals from precessing and aligned systems.

Another case study involves hierarchical binary classification. Here, two CNN models were employed sequentially: the first model distinguishes pure noise from noisy GW signals, while the second model discerned noisy aligned from noisy precessing GW signals. Alternatively, this classification problem could be framed as a multi-label classification, where pure noise, noisy GW signals from aligned systems, and noisy GW signals from precessing systems are treated as distinct classes. In Section II C,
we demonstrate that the hierarchical binary classifiers slightly outperformed the multi-label classifier. Therefore, our reported results are produced using the hierarchical binary classifier.

All case studies utilized the same convolutional neural network (CNN) model described in Section II A. This specific CNN model demonstrated higher accuracy in classifying pure noise versus noisy GW signals than distinguishing between aligned and precessing signals. However, future research could explore the potential benefits of designing different CNN architectures for multi-label or secondary binary classifications between aligned and precessing signals.

**Strain Data Representation:** In general, the detector output $d(t)$ is a gravitational wave signal $h(t)$ buried in detector noise $n(t)$:

$$d(t) = n(t) + h(t),$$

We train our CNN architecture independently with real and simulated data. To model the GW signal $h(t)$, we use the IMRPhenom (Inspiral-Merger-Ringdown Phenomenological) waveform models [22–24] for non-precessing (aligned/anti-aligned) and precessing systems (see Figure 1 for a typical structure of the waveforms). The simulated noise has been generated using a modelled power spectral density (PSD) [25], designed for the advanced LIGO configuration. While the real noise is sampled from the PSD estimated from the first three months of O3 data [42, 43] (See Figure 2 of LIGO’s Hanford and Livingston detectors H1 and L1, respectively. The simulated and real noise are added to the signal to generate simulated and real training data, respectively.

We generate waveforms by varying individual masses and the spin parameters $\chi_{\text{eff}}$ [44] for aligned case and $\chi_p$ [26, 27] for precessing case over the ranges outlined in Table I. $\chi_{\text{eff}} = \frac{m_1 \chi_{1\parallel} + m_2 \chi_{2\parallel}}{M}$ is a single mass-weighted effective, aligned spin parameter that combines spins for binary systems [3, 44]. $\chi_{1\parallel}$, $\chi_{2\parallel}$ are the component spin magnitudes of a binary, $m_1$, $m_2$ are the component masses of a binary system with $m_1 > m_2$ and $M = m_1 + m_2$ is the total mass of the system. $\chi_p = \frac{\chi_{1\parallel} + \chi_{2\parallel}}{\chi_{1\parallel} + \chi_{2\parallel}}$ describes the precession of a signal. $A_1 = 2 + \frac{3q}{2}$ and $A_2 = 2 + \frac{3q}{2}$. $\chi_{1\perp}$ and $\chi_{2\perp}$ are the in-plane spin magnitudes of component black holes. $\chi_{1\parallel}$ and $\chi_{2\parallel}$ are the spin magnitudes of two black holes parallel to the direction of their orbital angular momenta and $q = m_1/m_2$ represents the component mass ratio. High $\chi_p$ values imply high precession. However, overall precession depends on other parameters, such as orientation of the binary, i.e., total angular momentum with respect to the line-of-sight, denoted by $\theta_{\text{IN}}$ and the opening angle between total angular momentum and orbital angular momentum, denoted by $\iota$ [27]. The orientation $\iota = \theta_{\text{IN}} = 0$ is referred to as ‘face-on’ whereas $\iota = \theta_{\text{IN}} = \pi/2$ is known as ‘edge on’ [45].

**Signal-to-Noise Ratio (SNR):** Matched filtering [28] is an optimal algorithm to search for a known signal in the presence of Gaussian noise. Mathematically it can be
We maintained the architectural structures (number of convolution and hidden layers) of Gabbard’s 1D and Krastev’s 2D CNN models but varied the number of epochs, batch size, and learning rate. The number of epochs, which defines the number of complete passes through the training dataset, was varied across different case studies, with a fixed batch size of 32 or 64 and a learning rate of $10^{-4}$. The specific configuration of our model, including the number of neurons at each layer, activation function, filter size, and hidden layers, is detailed in Table II and Figure 3. The “Binary Cross Entropy” loss function [47] is used for the binary classification tasks for the hierarchical classification model. It measures the cross-entropy loss between the predicted and original classes (labels) of the training dataset. For the multi-label classification task, the “Categorical Cross-Entropy” loss function [48, 49] is used.

| Parameter               | 1 | 2 | 3 | 4 | 5 | 6 |
|-------------------------|---|---|---|---|---|---|
| Type                    | C | C | C | C | H | H |
| Neurons                 | 32 | 64 | 128 | 256 | 128 | 64 |
| Filter size             | (1, 16) | (1, 12) | (1, 12) | (1, 12) | N/A | N/A |
| Maxpool size            | (1, 1) | (1, 1) | (1, 1) | (1, 1) | N/A | N/A |
| Drop out                | 0 | 0 | 0 | 0.5 | 0.5 | 0.5 |
| Activation function     | ReLU | ReLU | ReLU | ReLU | ReLU | ReLU |

Table II. The CNN architecture consists of four convolution layers (C) followed by two hidden layers (H). Max pooling is performed at each convolution layer. We also use the dropout layer with a rate of 0.5 at the hidden layers. The output layer has the number of neurons equal to the number of classes. For the output layer, we used the soft-max ($S_{\text{max}}$) as an activation function, which gives the output in terms of the prediction probabilities. Figure 3 depicts the representation of the same CNN architecture for the classification between noisy signal and pure noise.

The number of neurons across the layers is progressively increased to improve the ability of the network to extract more relevant features from the time series data in an initial set of layers, followed by a gradual reduction in the number of neurons in subsequent layers to enable classification. The chosen configuration provides reasonable high accuracy for our training and testing dataset. However, new neural network models can be created to obtain similar or better accuracy.

### A. CNN architecture

Previous studies [30–41] have utilized one-dimensional (1D) CNN models to train on gravitational wave (GW) strain data as time series. Typically, 1D CNN models are effective for classifying time series data. In contrast, two-dimensional (2D) CNN architectures are better suited for classifying image data due to their ability to slide kernels along both dimensions (width and length).

We conducted our case studies using both 1D and 2D CNN models, with our results primarily based on the 2D CNN architecture. During our experiments, we found that the 2D CNN model had a faster runtime and provided a nominal improvement in accuracy compared to the 1D CNN model for classifying between noise and noisy signals. The 1D CNN model we used is from Gabbard et al. [33], and the 2D model is from Krastev et al. [30].

### B. Training Strategies

The CNN models have been trained with $1.5 \times 10^5$ chunks of whitened strain time series data of duration one second and sampling frequency of 4096 Hz. We have used IMRPhenomD and IMRPhenomPv2 waveform models to generate synthetic signals from the aligned and precessing systems. We have adopted distinct training strategies for hierarchical binary and multi-label classification methods. For hierarchical binary classification, which involves two CNN binary classifiers, we divided the training into two
parts: 1. a data set consisting of 50% pure noise and 50% noisy signals (with an equal number of aligned and precessing signals) for training at the first stage and 2. a data set of 50% noisy aligned and 50% noisy precessing signals for training at the second stage. Both binary classifiers are trained using independent datasets, with the datasets generated from the same parameter range highlighted in Table I. The architecture design for these classifiers can be either identical or different. We have used identical architecture for simplicity, though future work could explore the possibility of using two different configurations. Using identical architecture would not affect the classification tasks because the optimal neural weights obtained via back propagation for first-stage classification (pure noise vs. noisy signal) and second-stage classification (aligned signal vs. precessing signal) are entirely different. Consequently, the number of epochs (i.e. time of training) required to achieve optimal weights would also vary due to the distinct nature of classification tasks. The multi-label classification consists of three classes. The training data set is divided into pure noise, noisy aligned, and precessing signals.

The component masses for each binary range from $5 M_{\odot}$ to $95 M_{\odot}$, drawn from a uniform distribution. Spins of each black hole in the binary system are also drawn from a uniform distribution such that the parameters $\chi_{\text{eff}}$ and $\chi_\theta$ both range between 0.1 and 0.9 for aligned and precessing spins system, respectively. The extrinsic parameters of each signal, such as right ascension, declination, polarization angle, phase, and inclination angle, are the same as given in [50]. The signals are injected in a one-second noise time series such that the signal’s merger (peak) time lies between 0.9 to 0.91 sec. The injected signals have SNR between 10 and 20. There are two ways to get the SNR to a desired range. (a) As SNR is inversely proportional to the distance of the sources, one can fix a specific distance range to fix the SNR range. (b) Another option would be to scale the injected normalized signals with the desired SNR. The optimal SNR is used to normalize the injected signals. For training and testing, the whitened time series are required. The whitening process involves coloring the time series using the estimated noise PSD. A typical training dataset containing whitened strain data with pure noise and with aligned and precessing waveforms is shown in Figure 4. To generate the simulated events for testing purposes, we have used Gaussian noise colored by advanced LIGO’s zero-detuned high-power PSD. Whereas, for analyzing the real events from the first three observation runs (O1, O2, and O3), we have colored the Gaussian noise by the O3 PSDs [42, 43].

C. Performance Evaluation of the Classifiers

Case Study I: Noise Vs Signal

As the first case study, we have a CNN model trained to classify between noisy signals and pure noise. To test the performance of this CNN classifier, we prepare $10^4$ testing samples comprising of 50% noise and 50% noisy signal samples (divided equally into aligned and processing signals). Each testing sample is a one-second time series whitened by the noise PSD, simulated as well as real. The classifier classifies signals from noise with more than 99% accuracy for both kinds of noise.

As a pre-requisite of this task, we have first explored the binary classification between pure noise and noisy precessing signals, and the CNN model successfully predicts precessing signals with more than 99% accuracy.

Case Study II: Noise Vs Aligned Vs Precessing - Hierarchical Binary Classification Treatment

As mentioned earlier, the training of the classifiers in this case occurs in two independent stages, but their
FIG. 4. The upper panel of the figure shows an example of noisy GW signals. The simulated noise is obtained from the Gaussian distribution. The lower panels show whitened strains with GW signal from aligned and precessing BBH systems. The injected signal from aligned spin BBH system has component masses $m_{1,2} = (20.3, 8.8)$ and $\chi_{\text{eff}} = 0.88$. whereas signal from precessing spin system has component masses $m_{1,2} = (30.5, 3.5), \chi_{\text{eff}} = 0.85$ and $\chi_p = 0.7$.

Testing is interconnected. The first classifier distinguishes noisy signals from noise with over 99% accuracy for both types of noise. The correctly classified noisy signals from this stage are then passed to the second classifier to categorize them into aligned and precessing signals. Results indicate that the second classifier achieves an average prediction accuracy of approximately 96.2% for simulated noise and 90.48%, 92.32% for H1, L1 noise respectively. This indicates an overall accuracy, of the two stages combined, to be 97.6%, 94.74% and 95.66% for simulated, H1, and L1 noise, respectively. We performed a 10-fold cross-validation to obtain these classification accuracies. The performance of the model for Gaussian, real (H1 and L1) noise is shown in Figures 5, 6 and 7, respectively.

**Case Study III: Noise Vs Aligned Vs Precessing - Multi-label Classification Treatment**

As mentioned in the previous section, the problem of distinguishing between aligned and precessing signals can also be formulated as a multi-class classification problem. In this case, instead of training two independent neural network models, we train one model only with three classes: noise, noisy aligned and noise precessing signals. To evaluate the performance of this multi-class classifier, we feed it with 3000 whitened time series, each of one second long and equally divided into three classes: noise, signals from aligned sources, and signals from precessing sources. The classifier achieves an overall accuracy of 93.7% for simulated noise, and 93.5% and 93.6% for H1 and L1 noise respectively (Figure 8). This shows that the accuracies obtained from the hierarchical binary classifiers and the multi-class classifier are nearly identical, with the former doing only marginally better. We have chosen the hierarchical binary classifiers method. However, as the performance of both methods is comparable, one can also opt for a multi-class classification method for the same study.

**Parameter Space Analysis for Distinguishing Aligned and Precessing Gravitational Waves**

From Figures 5, 6, and 7, it is evident that the classification between pure noise and noisy signals is highly accurate. However, the same level of accuracy is not achieved in the classification between aligned and precessing signals. This suggests that the classifier sometimes struggles to correctly identify whether a signal is from an aligned or precessing system. In cases of low precession, the morphology of aligned and precessing signals may be very similar. Since the CNN architecture learns classification based on the features (morphology) present in the dataset, the model may fail to distinguish between aligned and precessing signals when their features are similar. Therefore, we conducted further investigation to understand the regions of the parameter space where the accuracy is high (with highly precessing signals) and low (with low precessing signals). We know that the precession in binary systems depends on several parameters, such as $M$, $q$, $\theta_{\text{IN}}$, and $\phi_{\text{IL}}$. So, we generated several test datasets by varying these parameters. Specifically, we chose total mass and mass ratio ranges between $30−90M_\odot$ and $1−5$, respectively. For each grid point in this range, we generated a test dataset containing 5000 signals, with $\theta_{\text{IN}} \in [0, \frac{\pi}{2}]$ and $\phi_{\text{IL}} \in [0, \frac{\pi}{3}]$. Figure 9 shows the accuracy of our classifiers within this specific parameter space. The classification accuracy is
FIG. 5. The left and right panels show the confusion matrices for the individual CNN models (one for Noise and BBH Signals, another for BBH aligned and precessing spins) for the synthetic data. The training process is independent, but the testing is connected. The classified signals from the first CNN model are used to test the performance of the second CNN model.

FIG. 6. The confusion matrices for the hierarchical binary classification scheme use H1 detector noise to generate pure noise and noisy signals (aligned and precessing).

FIG. 7. The confusion matrices for the hierarchical binary classification scheme using L1 detector noise.

FIG. 8. Confusion matrices for multi-label classification for synthetic and real data from H1 and L1.

FIG. 9. The performance of the trained CNN models to identify the precessing injections (buried in Gaussian noise) is shown across the two-dimensional parameter space by varying total mass \( M \) and mass ratio \( q \). A 5000 test data set with noisy precessing signals has been created for each bin. The opening angle between orbital angular momentum \( L \) and total angular momentum \( J \) takes value from 0 to 60 degrees while the inclination angle varies from 0 to 90 degrees to generate the injections. Correct classification accuracy gradually increases with higher total mass and mass ratio. The difference between aligned and precessing representation is more evident for high total mass and mass ratio regimes. Therefore, our trained model can distinguish such signals with very high accuracy.

High \((\geq 80\%)\) when either the mass ratio or the total mass of binaries is high (e.g., \( M \geq 50M_\odot, q \geq 2 \)), that shows our model can detect highly precessing systems in such regimes better. Conversely, the accuracy is low for low total mass \((30 - 50M_\odot)\) and low mass ratio \((1 - 2)\), indicating that in this regime, detectability of low precessing systems is more difficult because the model can be confused between aligned and low-precessing signals representation. In this specific test example (Figure 9), the highest accuracy achieved is 90%. This
is because $\theta_{JN}$ and $\phi_{JL}$ were chosen randomly from a uniform distribution, leading to a mix of signals with moderate or low precession, even in high total mass and mass ratio regimes. Insufficient number of highly precessing signals during the training process can result in such accuracy. To address this, we generated new datasets by varying $\theta_{JN}$ and $\phi_{JL}$. Figure 10 shows the accuracy for these example datasets. The accuracy of classification increased to 96\% for $\theta_{JN} \in [40, 90]$ degrees. This test indicates that our classifiers are more sensitive to classifying signals with high precession. The accuracy of our classifiers for low-precession signals is less compared to high-precession signals. This complements the current search schemes searching for precessing systems using aligned template banks. The current search frameworks in LIGO, based on aligned template banks, may not miss signals with low precession but can miss high-precession signals. Thus, a CNN-based classification architecture could be a better alternative for detecting high-precession signals. We further explored different parameter space configurations to check the consistency of accuracy with high-precession signals. Figures 17 and 18 show similar accuracies, supporting our findings.

The follow-up section discusses utilizing the trained Neural Network model for real-time detection of GW signals from a multi-detector framework.

![FIG. 10. Performance of the CNN model to predict precessing signals (embedded in Gaussian noise) in the inclination angle ($\theta_{JN}$) and opening angle ($\phi_{JL}$) space. For each bin corresponding to $\theta_{JN}$ and $\phi_{JL}$, 5000 precessing signals were simulated. The total mass and mass ratio for signals take the values $30 - 90 M_\odot$ and $1 - 5$, respectively.](image)

III. EXTENSION TO A MULTI-DETECTOR CASE

Incorporation of a coincidence test across multiple detectors would reduce the chance of detecting false signals. Our multiple detector coincidence test study is limited to only two detectors (H1 and L1). Figure 11 illustrates the coincidence test scheme applied in this study. CNN classifiers only identify the data chunk containing a possible GW signal. Identifying the signal's location in the data chunk is crucial. The coincident test across the detectors is the only alternative to confine the time window in which the signal is presented. We performed the coincident test on our simulated data. We observe many triggers with high detection probability (based on the softmax values) arising across both the detectors at different locations in the 32 sec long time series. We notice that the output of H1 (in red) and L1 (in blue) detectors show a high probability of a trigger at the exact location in time (around 16 sec) and hence are defined as coincident triggers. It is crucial to mention that the definition of GW triggers obtained from running the classic search pipelines (e.g., PyCBC, GstLAL) differs slightly from the definition of triggers (obtained from CNN classifiers) used in this analysis. GW triggers obtained from classical data analysis pipelines contain information about the intrinsic parameters based on the matched template waveforms. The triggers obtained from CNN classifiers are defined only by the detection probability, and coincident triggers further contain information about the coalescence time. In our example, the output of the H1 detector shows the triggers having high probability values around 20 sec and 30 sec, which are not visible in the output of the L1 detector and hence are non-coincident. These non-coincidence triggers are labeled as false alarms.

![FIG. 11. The detection of the GW170104 event using the coincident test via the CNN model is shown. The first panel shows the whitened strain data of L1 and H1 detectors, which are scanned in the 1 second window (in cyan color) for both the detectors to find the probable GW event. The second panel shows the corresponding detection probability values (outcome of the last layer) for L1 (in blue) and H1 (in red) detectors. An overlap of detection probability values for both detectors determines the coincident event at the overlapped time region, as shown in the third panel.](image)
A. Adaptation for Real-time Detection of Continuous Time Data

The real detector output is the continuous stretch of time series data. The classical detection pipelines divide the data into small chunks to perform the overlap calculation (match-filtering operations) between data chunks and a set of analytical waveforms. Taking inspiration from this process, we also tested the performance of our trained model on a continuous stretch of data by dividing it into 10-sec long time-series chunks. We make $10^3$ such chunks (testing time-series samples) of 50% signals and 50% noise for both detectors. In each noisy signal sample, injections (IMRPhenom waveforms) are placed with the peak position in the middle of the time series, i.e., at 5 seconds. However, this choice can be varied, and one can randomly place the injections at different time windows. As our CNN models are trained with one second-long sample time series (pure noise and noisy signals), we use a moving window method to analyze the longer duration of data chunks. We place the one-sec window at the beginning of the data chunk (10 sec) and shift it by 0.1 seconds until we reach the end of the data segment. The corresponding probability values to predict a noisy signal or pure noise are recorded with every 0.1 sec slide. If there is no signal in that segment, we observe a high (higher than a certain threshold) probability value corresponding to the noise class and, consequently, a low (lower than a certain threshold) probability value for the signal class. If a signal is present in the data, as soon as the window starts to overlap with the segment where a signal may be present, we observe the high (low) probability values corresponding to the signal (noise). As we slide the window further, the probability values for the signal start to decrease (increases for noise) as soon as the window recedes away from the signal. For every high probability value at a time step corresponding to the signal, we also record the probability values corresponding to aligned and precessing spin signals obtained at the second stage of the classifier. The average distribution, corresponding to all $10^4$ injections, of the triggers in H1 and L1 data is shown in the first two panels of Figure 12.

B. Multi-detector Coincidence Test

After recording the prediction probability values corresponding to the strain data for each detector, we perform the coincidence test on the triggers generated by the two detectors. We define a coincident trigger if we obtain a high (higher than a certain threshold) probability value corresponding to the noise class and, consequently, a low (lower than a certain threshold) probability value for the signal class. If a signal is present in the data, as soon as the window starts to overlap with the segment where a signal may be present, we observe the high (low) probability values corresponding to the signal (noise). As we slide the window further, the probability values for the signal start to decrease (increases for noise) as soon as the window recedes away from the signal. For every high probability value at a time step corresponding to the signal, we also record the probability values corresponding to aligned and precessing spin signals obtained at the second stage of the classifier. The average distribution, corresponding to all $10^4$ injections, of the triggers in H1 and L1 data is shown in the first two panels of Figure 12.

FIG. 12. The upper, middle, and lower panels show the average distribution of triggers obtained from the two detectors (H1 and L1) noise and that of their coincident output, respectively. The average distribution is obtained by dividing the numbers in each bin by the number of BBH injections. The red vertical line indicates the merger time of injections.

get the coincident triggers from the first stage of the hierarchical binary classification scheme, we perform the same coincidence test to find the coincident aligned and precessing triggers. Figure 13 shows the average distribution of the coincident triggers corresponding to aligned and precessing signals in the two panels. From Figure 13, we also observed that, on average, precessing signal generates more triggers around them than an aligned signal. Our coincident scheme recovers 498 BBH signals from 500 injected at the first stage. Moreover, out of 498, 214 signals are recovered as aligned and 206 as precessing signals at the second stage.

C. Confinement of Merger Time

In Figure 12, we obtained the average distribution of the triggers for the individual detectors (H1 and L1) and the coincident triggers for a threshold probability value of 0.9. We vary the threshold probability of the prediction of a class to observe the variations in the rate of trigger generation. We plot the cumulative histogram of the individual detector triggers and the coincident triggers at different threshold softmax (0.5, 0.75, and 0.9) (Figure 14 (a)). The number of triggers away from the injected time increases with a decrease in the probability threshold, a characteristic of the background triggers. However, the number of triggers around the injection time does not vary too much with a change in the probability threshold, suggesting that the triggers originated from a true event. Hence, these can be considered foreground ground triggers. We plot the density function of individual detectors’ triggers and the coincident triggers (Figure 14 (b)). To measure the spread of these distribution of
H1, L1 and coincident triggers, we measure the standard deviations ($\sigma_{H1}$, $\sigma_{L1}$ and $\sigma_{Coinc}$ respectively) associated with them. We find that the spread of the distribution is minimum for the coincident triggers: $\sigma_{Coinc} = 0.37$ while H1 has the maximum spread($\sigma_{H1} = 0.54$) and L1 has the intermediate value($\sigma_{L1} = 0.48$). The mean of the three distributions are 4.98, 5.00, and 4.98. Hence, we found that the coincidence test not only helps to filter out the non-coincident triggers (glitches or false alarms) but also helps confine the merger time of the signals.

As a result of the coincidence test, the detection probability of H1 and L1 with respect to the real GW events obtained in the first three months of O3 data is 98% and 54% respectively. This is higher than the coincident triggers (glitches or false alarms) having a detection probability of 98%. Hence, we found that the coincidence test not only helps to filter out the non-coincident triggers but also helps to determine the merger time of the signals.

Furthermore, we observe that the coincident triggers are obtained for different detection probability thresholds (0.50, 0.75, and 0.90). The red vertical line indicates the merger time of injections. The threshold of the detection is chosen to be 0.90.

### IV. PERFORMANCE ON O1, O2 AND O3 DATA

We test the performance of our trained models against the real GW events obtained in the first three observational runs O1, O2, and O3 data included in GWTC-1, GWTC-2, and GWTC-3 catalogs. To remind ourselves, we trained our Neural Network model using the sensitivity curves of H1 and L1 based on the first three months of O3 data. Since our training is limited to the optimal SNR range between 10 to 20, we only choose those BBH events for which the network SNR lies in this specific range, specifically network SNR $\geq 13$. Our first binary classifier successfully detects all GW events as possible signal presence in the data chunk. Figures 20, 21 and 22 show the corresponding GW detection probability plots and their coincidence in H1 and L1 detectors. Further, the second CNN model predicts the source of these signals with very high accuracy. The list of correctly classified aligned and precessing events are listed in the tables III, IV, V. There is a disagreement between two CNN models dedicated to training on H1 and L1 noise data in classifying them as aligned/precessing signals for some of the events. In those cases, we would depend upon the result of the L1 detector as it is more sensitive than H1.

Readers should note that parameter estimation studies on catalog events do not conclusively determine if the detected events are aligned or precessing, as the confidence intervals are very large — sometimes as large as the width of the priors. However, a few events, such as GW190521 [5, 6], GW190412 [7], and GW190915-235702 [8], have been studied in detail as potential precessing signals. Below, we discuss our results on events from GW catalogs with individual SNR $\geq 10$, including those events predicted to be precessing.

**Events from GWTC-1** Based on the prediction of our trained classifier, GW150914 is identified as an event from a BBH precessing system, while GW170104 and GW170608 are predicted as events from BBH with aligned spins. For GW170814, the two detectors show a disagreement in their results, leaving us without conclusive evidence to support the nature of this event. None of the GW events in GWTC-1 were reported to exhibit clear precession. However, for GW150914, the reported $\chi_{p}$ based on precessing waveform models (precessing EOBNR and precessing IMRPhenom) is $0.28^{+0.35}_{-0.21}$ and $0.35^{+0.45}_{-0.27}$, respectively [51]. We can classify GW150914 as a GW event with moderate spins based on the mean value of $\chi_{p}$ and the wide range of 90% credible bounds on the posteriors. This classification aligns with our classifier’s outcome as a GW signal from a precessing event. Although our classifier does not provide further information on the scale of spins (low, medium, or high), it is sufficient from a search perspective to identify whether it is a precessing or aligned system. To comment on the precession level, one needs to perform parameter estimation via Bayesian inference to obtain the hard bounds on the posterior of $\chi_{p}$ and $\chi_{e}$.

As a future proposal, we could add another level of classification to determine the magnitude of precession - identifying the precessing events as with low, medium and high precession.
Events from GWTC-2: We tested nine GW events (See Table-IV) from the second catalog, GWTC-2, with our trained NN model. Four events (GW190915, GW190519, GW190412, GW190521), and two (GW190728, GW190828, GW190828, GW19064510) have been identified as the precessing and aligned signals respectively. The prediction from both CNN models (trained with H1 and L1 noise) is consistent with each real event data from H1 and L1. However, for GW190408, GW190707, our trained classifiers show disagreement in their predictions. The events GW190521 [6] and GW190412 [7] were reported to indicate the precession with posterior distribution constrained away from zero. We observed limited disagreements in our prediction. Out of nine tested events, the prediction of CNN models is consistent for seven events.

Events from GWTC-3: We only analyzed four events from GWTC-3. Our classifiers identified all four events as GW signals from the precessing systems (See Table-V). GW200129 has been reported to have an inferred $\chi_p$ of 0.54 $\pm$ 0.39 [3]. However, inference is shown to be sensitive to the choice of the waveform model. The $\chi_p$ posteriors are broad and uninformative for the other events [3]. Thus, the precession effects of those events can not be disregarded.

| Events   | M(M$_{\odot}$) | q   | L1   | H1   |
|----------|----------------|-----|------|------|
| GW190914 | 66.2           | 1.15| BBH (PS) BBH (PS) |
| GW170104 | 50.8           | 1.54| BBH (AS) BBH (AS) |
| GW170608 | 18.6           | 1.44| BBH (AS) BBH (AS) |
| GW170814 | 55.8           | 1.21| BBH (AS) BBH (PS) |

TABLE IV. The predicted BBH events with network-SNR $\geq$ 13 from the GWTC-2 are shown. The last two columns show the classified signals and their corresponding signal categories (AS: aligned spin, PS: precessing spin) using two CNN models; one is trained with L1 noise, and another is with H1 detectors noise. The blue(red) colors represent agreement(disagreement) between the CNN model’s prediction.

| Events   | M(M$_{\odot}$) | q   | L1   | H1   |
|----------|----------------|-----|------|------|
| GW191109_010717 | 112           | 1.38| BBH (PS) BBH (PS) |
| GW200129_065458 | 63.9           | 1.25| BBH (PS) BBH (PS) |
| GW2020224_222234 | 72.3           | 1.22| BBH (PS) BBH (PS) |
| GW203111_1158533 | 61.9           | 1.23| BBH (PS) BBH (PS) |

TABLE V. A specific set of BBH events with network SNR $\geq$ 13 from GWTC-3 is used to test the performance of our trained Neural Network model. The prediction of two CNNs (one trained with H1 and another with L1 noise) is identical for the chosen GW events.

V. DISCUSSION & CONCLUSION

Outlook: This work has explored the possibility of detecting GW signals from precessing BBH systems using convolutional neural networks. We observed that the CNN model can effectively detect GW signals from precessing spin against pure noise. However, distinguishing between aligned and precessing signals is challenging due to their similar morphologies, which can confuse the Neural Network and increase the misclassification rate.

Our study found that classification accuracy improved when the CNN model was trained with varied signal morphologies by analyzing the signal parameter space. Specifically, adjusting the $\theta_{IN}$ and $\phi_{IL}$ values helped us understand how signals differ in morphology. A small $\theta_{IN}$ value led to a high misclassification rate because the morphologies of aligned and precessing signals were very similar. Conversely, higher $\theta_{IN}$ values improved classification accuracy.

We tested our CNN model against synthetic data and publicly available real events from the first three observational runs from both the Hanford and Livingston detectors. The trained CNN model achieved an overall accuracy of more than 97% in the case of simulated noise and ~ 95% in the case of real noise for distinguishing precessing signals from pure noise and aligned signals. We employed a hierarchical strategy with two identical CNN models: the first model distinguished between pure noise and noisy BBH signal, while the second model further classified the signals detected from the first stage as aligned or precessing signals. Testing on real BBH events (with network SNR $\geq$ 13) from the GW catalogs showed that all events were correctly classified as signals by the first CNN model, with the second model’s classifications generally consistent with reported events in LVK catalogs and other research.

Limitations and Future Scope: We observed that the individual predictions from the second CNN model for the two detectors (H1 and L1) differed for some real events. Since the CNN models for each detector were trained independently, differing predictions for the same event are expected. Given that the L1 detector is currently more sensitive, we rely on its results in case of disagreement between H1 and L1. However, we are investigating this issue further to develop a more robust solution.

Additionally, we used identical Neural Network models
Advantages:

Identifying GW signals using a Neural Network offers several advantages:

- Multi-detector coincidence test to identify the coalescence triggers from a multi-detector study. We conducted a paper.
- We also used a residual neural network (ResNet) for these case studies, achieving performance similar to that of the CNN. This work is ongoing, and extending the training dataset may be necessary to improve ResNet’s accuracy. In future studies, we will provide a detailed comparison between ResNet and CNN for the cases presented in this paper.
- Furthermore, this work explored obtaining coincident triggers from a multi-detector study. We conducted a multi-detector coincidence test to identify the coalescence time of signals within data chunks. Once the coalescence time of a signal is identified, the classifier can determine whether the corresponding signal is aligned or precessing.

**Advantages:** Identifying GW signals using a Neural Network offers several advantages:

- High Accuracy for Precessing Signals: The CNN model can detect highly precessing GW signals with high accuracy, which may be missed by aligned template-based matched filter search methods. Classical search pipelines, which currently use aligned spin template banks, can detect precessing signals only if their morphologies are similar to those of aligned signals (as the match between aligned and precessing waveforms will be better). In contrast, our strategy is inherently more effective at distinguishing between precessing and aligned signals when morphologies differ significantly (when the match between aligned and precessing waveforms is poor).
- Detecting highly precessing signals typically requires a larger precessing template bank than an aligned bank, resulting in increased computational costs for matched-filter-based searches. Furthermore, efficient template placement algorithms for precessing signals are not well-established. CNN-based methods, which do not rely on a template bank, can significantly reduce the computational cost of searches for precessing spin systems.
- Real-Time Detection Potential: This work represents the first step towards developing a Neural Network-based framework for real-time detection of precessing BBH systems. The approach is easily extendable to other binary systems, such as neutron star-black hole (NSBH) systems. Future work will incorporate signal representations from other compact binary sources to enhance the model and thoroughly analyze detected GW events from the last three observational runs.
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VI. APPENDIX

Classification Accuracy Over Parameter Space

The classifier performs well at the first stage (Fig 15, Fig 16) as it is independent of the parameter space but it is not the same case for the classifier at the second stage. Hence, we explored the accuracy of our classifier at stage second for different parts of the parameter spaces. In general, the total number of parameters is sixteen (including intrinsic and extrinsic parameters), and training and testing signals are generated by varying all the parameters. However, the classifiers’ accuracy can vary based on aligned and

FIG. 15. Figures (a) and (b) show the training and validation loss and accuracy with the number of epochs of the classifier for noise and signal classification for detector noise.

FIG. 16. The figure shows the Receiver Operating Characteristic (ROC) of the classifier for classifying noise and signal for the detector noise.

low (high) precessing signals. Therefore, we vary total mass, mass ratio, \( \theta_{JN} \) and \( \Phi_{JL} \) to generate low (high) precessing signals and test the accuracy of the classifier. Figure 17 shows the accuracy for two different total mass and mass ratio ranges. One in between \( M \in [30 − 40]M_\odot \) and \( q \in [1 − 2] \) and another in between \( M \in [50 − 60]M_\odot \)
and $q \in [1 - 3.5]$. The accuracy is high with high total mass and mass ratio. Similarly Figure 18 shows accuracy for fixed range of $\theta_{JN} \in \left[ \frac{\pi}{4} , \frac{\pi}{2} \right]$ and $\phi_{JL} \in \left[ \frac{\pi}{6} , \frac{\pi}{3} \right]$. The sub-figure (right side) shows the accuracy for specific range for $\theta_{JN} \in \left[ \frac{7\pi}{18} , \frac{\pi}{2} \right]$ and $\phi_{JL} \in \left[ \frac{\pi}{6} , \frac{\pi}{3} \right]$. From, all the test examples, we conclude that the accuracy of our classifier is high when the test signals are generated by varying $\theta_{JN} \in \left[ \frac{\pi}{4} , \frac{5\pi}{12} \right]$ and $\phi_{JL} \in \left[ 0 , \frac{\pi}{3} \right]$.

Multi-Detector Coincident Framework

In our proposed framework, we need to perform two independent coincident tests between our trained Neural Network models (a total of four independent models) for individual detectors, one for obtaining the coalescence time for the vital data chunks to detect the trace of GW signal and the second for receiving the confirmation on signal categories as an aligned or precessing one. We would first perform the coincident test related to signal against noise prediction, which will help to obtain the coalescence time. The second coincident test to confirm the nature of the signal category would work perfectly when we need to predict between aligned and highly precessing signals. However, the coincident tests may fail to recognize aligned and low-precessing signals. The proposed framework is shown in Figure 19.

Coincident Test on Real GW Events

We have performed a coincident test using our trained Neural Network models on all the real events shown in Tables-III, IV, V. The coincident test for those events are shown in Figures 20, 21, 22.
FIG. 19. Schematic diagram of the coincident test framework using CNN classifiers for the multi-detector scenario. A continuous data stream obtained from individual detectors passed through the pre-trained classifiers in the first stage to identify the possible data chunks of interest. The data chunks are identified by thresholding the detection probability (softmax value). These data chunks from each detector then go through a coincidence test to obtain the coalescence time. Further, the data chunks from individual detectors are passed to the second pre-trained classifier for classification into AS or PS, named stage II. If all the classifiers identify the event as AS or PS, then only we call them coincident AS or PS triggers. In some cases, the prediction may differ due to the independent nature of the training of Neural Network models. We found this issue is persistent while testing for real GW events (e.g., GW170814, GW190408, GW190707) in Table-III and IV. Then, we cannot conclude whether the detected event is coming from AS or PS systems. It is a limitation of our approach. However, the first stage coincident test still provides the correct estimation of the coalescence time and specific data chunk with signal presence.
FIG. 20. The coincident test for a few GW BBH events from GWTC-1 is shown. The events are chosen based on their network \( \text{SNR} \geq 13.0 \).
FIG. 21. A specific set of events with network SNR $\geq 13.0$ from GWTC-2 is used to demonstrate the coincident test scheme.
FIG. 22. The coincident test results for BBH events from GWTC-3 with network SNR ≥ 13.0 are shown.