The super-correlator/super-amplitude duality: Part I
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Abstract

We extend the recently discovered duality between MHV amplitudes and the light-cone limit of correlation functions of a particular type of local scalar operators to generic non-MHV amplitudes in planar $\mathcal{N} = 4$ SYM theory. We consider the natural generalization of the bosonic correlators to super-correlators of stress-tensor multiplets and show, in a number of examples, that their light-cone limit exactly reproduces the square of the matching super-amplitudes. Our correlators are computed at Born level. If all of their points form a light-like polygon, the correlator is dual to the tree-level amplitude. If a subset of points are not on the polygon but are integrated over, they become Lagrangian insertions generating the loop corrections to the correlator. In this case the duality with amplitudes holds at the level of the integrand. We build up the superspace formalism needed to formulate the duality and present the explicit example of the $n-$point NMHV tree amplitude as the dual of the lowest nilpotent level in the correlator.
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1 Introduction

One of the most remarkable recent developments in the AdS/CFT correspondence [1] was the duality between scattering amplitudes in the $\mathcal{N} = 4$ super-Yang-Mills (SYM) theory and Wilson loops. It relates the all-order planar $n$-gluon MHV scattering amplitude, depending on the particle light-like momenta $p_i$ (with $p_i^2 = 0$ and $\sum_{i=1}^n p_i = 0$), to a Wilson loop defined on a light-like polygonal contour. The latter is obtained by the so-called T-duality transformation from momenta to dual coordinates:

$$p_i = x_i - x_{i+1} \equiv x_{i,i+1}, \quad x_{i,i+1}^2 = 0, \quad x_{i+n} \equiv x_i.$$  (1.1)

The Wilson loop contour has its cusps at the points $x_i$ and has light-like sides $[x_i, x_{i+1}]$. The duality was first observed at strong coupling [2] and soon afterwards also at weak coupling [3–8].

This duality revealed an important hidden symmetry of the MHV amplitudes of dynamical origin, the so-called dual conformal symmetry [3, 9]. The new symmetry of the MHV amplitudes can be understood through their duality with light-like Wilson loops, which have a conventional conformal symmetry acting in Minkowski space-time.

Recently, the MHV amplitudes/Wilson loops duality has been promoted to a triality relation by bringing into consideration bosonic correlation functions of scalar operators, defined in the special limit in which the adjacent operators become light-like separated. As was shown in [10], the asymptotic behavior of the correlator in this limit is controlled by the light-like Wilson loop squared. Moreover, in [11, 12] it was argued that the integrand defining the loop corrections to the correlator coincides with the four-dimensional integrand of the MHV amplitude.

Detailed studies of the super-amplitudes describing the scattering of all kinds of particles (gluons, gluinos and scalars) in the $\mathcal{N} = 4$ SYM theory [13], and of the string sigma model [14] led to the discovery of a larger, dual superconformal symmetry. This symmetry was proven at tree-level in [15]. It is broken beyond tree-level [16, 17] as will be discussed in more detail later.

Unlike the dual conformal symmetry of the MHV amplitudes, this new symmetry of the super-amplitudes could not be traced back to the light-like Wilson loop, which is a purely bosonic object.

It is natural to ask if some kind of duality or even triality relations exist also for the super-amplitudes, i.e. the full collection of MHV, NMHV, etc. amplitudes, and what are the corresponding supersymmetric objects in the dual field theory? In two recent papers [18, 19] the supersymmetric extension of the bosonic light-like Wilson loop was considered as a possible dual model for super-amplitudes.

In this paper and in the twin paper [20] we propose the supersymmetrization of the recently discovered duality between MHV amplitudes and the light-cone limit of correlation functions of a particular type of local scalar operators [11, 12]. These scalar operators are the bottom component of the so-called $\mathcal{N} = 4$ stress-tensor multiplet. We consider the natural extension of the bosonic correlators to super-correlators of stress-tensor multiplets and show, in a number of examples, that their light-cone limit exactly reproduces the matching...
super-amplitudes. Together these results lead to the conjecture that the integrands of the all-loop amplitudes in planar $\mathcal{N} = 4$ SYM are described by the correlators of stress-tensor multiplets.

In the rest of the introduction we first recall some key points of the proposal of Refs. [11, 12] and then we give a summary of our new proposal for the supersymmetric case.

1.1 The bosonic correlators/MHV amplitudes duality

The scalar operators used in [11,12] belong to the class of 1/2 BPS (or “short”) operators $\mathcal{O}_k$ (for reviews see, e.g., [21]). These are $k$–linear gauge invariant composites made of the six real scalars of the $\mathcal{N} = 4$ SYM theory and transforming under the representation $[0k0]$ of $SU(4)$. In perturbation theory such operators do not undergo renormalization and thus their conformal dimension $d = k$ is protected to all orders. Among them, the simplest example of the bilinear ($k = 2$) operator plays a very special role. Its supersymmetric completion is the stress-tensor multiplet [22], which includes the stress-tensor and the other conserved currents, as well as the Lagrangian of the $\mathcal{N} = 4$ SYM theory [23]. In the context of the AdS/CFT correspondence, the 1/2 BPS operators are dual to massive Kaluza-Klein modes in the compactification of type IIB supergravity on an $AdS_5 \times S^5$ background [1].

The correlators of 1/2 BPS operators were the subject of numerous studies in the early days of the AdS/CFT correspondence [24–32]. Of course, no direct comparison between the weakly coupled perturbative results for such correlators and their strongly coupled duals, the amplitudes of AdS supergravity KK modes, was conceivable. These early studies were limited mainly to qualitative, rather than quantitative results on the correlation functions.

The proposal of [11,12] establishes a duality of a new type, a weak-to-weak coupling relation between the light-cone limit of the correlators of 1/2 BPS operators, on the one hand, and the integrands of the MHV gluon scattering amplitudes, on the other. Consider, for instance, the correlation function of $n$ protected operators of the simplest type $\mathcal{O} \equiv \mathcal{O}_2$:

$$G_{n;0} = \langle \mathcal{O}(x_1)\mathcal{O}(x_2)\ldots\mathcal{O}(x_n) \rangle .$$

(1.2)

As long as we maintain the points $x_i$ (with $i = 1, \ldots, n$) in generic positions, this function is well defined and has conformal symmetry. As a consequence, it is given by a product of free scalar propagators times some (coupling dependent) function of conformal cross-ratios $x_{ij}^2 x_{kl}^2/(x_{ik}^2 x_{jl}^2)$. In perturbation theory this function is expressed in terms of conformally invariant space-time loop integrals. Now, consider the limit in which the neighboring points become light-like separated, $x_{i,i+1}^2 \to 0$, according to (1.1). The correlator $G_{n;0}$ becomes singular in this limit. Firstly, at tree level $G^{(0)}_{n;0}$ has poles due to the propagators $1/x_{i,i+1}^2$. Secondly, the loop integrals develop logarithmic light-cone divergences $\sim \ln x_{i,i+1}^2$. To deal with the first problem, it is sufficient to divide by the connected tree-level correlator, $G_{n;0}/G^{(0)}_{n;0}$. The second problem requires an appropriate regularization.

\footnote{The notation $G_{n;0}$ refers to the fact that this correlator is the “ground state” in a whole supermultiplet of bosonic and fermionic correlators discussed in the present paper.}
Two possible regularizations are: (i) use $x_{i,i+1}^2 \neq 0$ as a cutoff; (ii) employ dimensional regularization and set $x_{i,i+1}^2 = 0$. These two options were considered in [10], where it was shown that in both cases the correlation function reduces to a Wilson loop squared,

$$\lim_{x_{i,i+1}^2 \to 0} G_{n:0}/G_{n:0}^{(0)} \propto (W[C_n])^2. \quad (1.3)$$

The exact value of the normalization factor in the right-hand side of this relation depends on the regularization. Since $W[C_n]$ is dual to the planar MHV gluon amplitude, we expect that the ratio of correlators in (1.3) is also related to the ratio of amplitudes, $A_{n}^{\text{MHV}}/A_{n}^{\text{MHV tree}}$.

Another, more direct way of establishing the relation between correlators and amplitudes, without invoking Wilson loops, was proposed in [11]. One starts by computing the loop corrections to the correlator by means of Lagrangian insertions. For instance, the one-loop correction

$$g^2 \frac{\partial}{\partial g^2} G_{n:0} = -i \int d^4x_0 \langle \mathcal{L}(x_0)\mathcal{O}(x_1)\ldots\mathcal{O}(x_n) \rangle^{(0)} \quad (1.4)$$

is calculated from the Born-level $(n+1)$-point correlator with the Lagrangian inserted at the new point $x_0$. This new correlator stays well defined (if divided by the tree $G_{n:0}^{(0)}$) in $D = 4$ dimensions, even if we put the outer points $x_i$ on the light cone, while keeping the insertion point $x_0$ in a generic position. The logarithmic singularities originate from the integration over the insertion point in (1.4) over the region where the Lagrangian and the scalar operators $\mathcal{O}(x_i)$ become light-like separated, $x_{0i}^2 = 0$.

The new proposal of [11] was to compare the integrand in (1.4) to that of the momentum loop integrals in the amplitude $A_{n}^{\text{MHV}}$, rewritten in the dual space (1.1). The claim is that

$$\lim_{x_{i,i+1}^2 \to 0} G_{n:0}/G_{n:0}^{(0)} = \left(\frac{A_{n}^{\text{MHV}}}{A_{n}^{\text{MHV tree}}}\right)^2, \quad (1.5)$$

in the sense of comparing the integrands on both sides, evaluated in four dimensions, that is, after removing the regularization. The crucial point is that this duality requires no regularization, the integrands of both objects are finite rational functions. In [11, 12] a number of examples at one and two loops were considered. Remarkably, the integrands of the correlators and of the amplitudes coincided exactly, including the parity-odd part found in the Grassmannian approach to amplitudes [33, 34].

Thus, the correlators of 1/2 BPS operators emerge in a new role. In the light-cone limit they either become light-like Wilson loops, or they are dual to MHV gluon amplitudes. Since the latter are also dual to the former, we may consider the “triality” relation:

$$G_n(x_i) \overset{x_{i,i+1}^2 \to 0}{\leftrightarrow} W[C_n] \overset{p_i=x_{i,i+1}}{\leftrightarrow} A_{n}^{\text{MHV}}(p_i) \overset{C_n=p_1\cup\ldots\cup p_n}{\leftrightarrow} A_{n}^{\text{MHV tree}}. \quad (1.6)$$
It is important to realize that these relations make use of different limits of the correlator. The conformally invariant light-like Wilson loop is defined for $x_{i,i+1}^2 = 0$, hence it suffers from cusp singularities [35]. This has the effect of creating a conformal (or dual conformal, for amplitudes) anomaly [6, 36]. Thus, the link Correlator $\leftrightarrow$ Wilson loop relates two divergent objects with broken conformal symmetry. On the other hand, the link Correlator $\leftrightarrow$ Amplitude involves only rational functions, of the space-time points for the tree-level correlator with insertions, or of the momenta for the integrand of the amplitude. These functions are calculated in four dimensions, without any regulator. In this relation (dual) conformal symmetry remains exact, both in the perturbative computation of the correlators and in the recursive construction of the Grassmannian approach. The third link in (1.6), Wilson loop $\leftrightarrow$ Amplitude, is the least direct one. The two objects are computed in terms of rather different Feynman integrals, so one can only compare their $\epsilon-$expansions [3–8].

1.2 New proposal: Super-correlators/super-amplitudes duality

The discussion up to this point concerned purely bosonic objects: correlators of scalar operators, Wilson loops and gluon scattering amplitudes, although for all of them the context is that of the maximally supersymmetric $\mathcal{N} = 4$ SYM theory. It is natural to inquire about the possible supersymmetric extension of the triality relation (1.6).

The correlators in (1.6) have an obvious supersymmetrization. The bilinear scalar operator $\mathcal{O} = \text{tr}(\phi^2)$ is the bottom component of a particular 1/2-BPS short multiplet, the stress-tensor multiplet $\mathcal{T}$ which contains the Lagrangian of the theory. This fact will be very important in view of the Lagrangian insertion procedure (1.4). Upgrading $\mathcal{O}$ and their correlators (1.2) to 1/2-BPS short superfields, we can obtain super-correlators

$$G_n = \langle \mathcal{T}(x_1, \theta_1, \bar{\theta}_1) \ldots \mathcal{T}(x_n, \theta_n, \bar{\theta}_n) \rangle,$$

(1.7)

where $x_i, \theta_i, \bar{\theta}_i$ are points in $\mathcal{N} = 4$ superspace.\(^3\) The super-operator $\mathcal{T}$ is protected, and the super-correlators (1.7) enjoy the superconformal symmetry $PSU(2,2|4)$.

The second object in (1.6), the MHV gluon amplitude is part of a super-amplitude, comprising all types (MHV, NMHV, etc.) of amplitudes of all particles (gluons, gluinos, scalars) of $\mathcal{N} = 4$ SYM. They are described in Nair’s on-shell chiral superspace [37]. In addition to on-shell supersymmetry, they have a hidden dual superconformal symmetry [13, 14]. It is made manifest by completing the bosonic T-duality (1.1) with its fermionic analog $q_{i\alpha} = \theta_{i\alpha} - \theta_{i+1\alpha}$, where $q_{i\alpha}$ are the on-shell super-charges and $\theta_{i\alpha}$ are the chiral coordinates of dual superspace. One can show that all tree-level super-amplitudes enjoy the dual superconformal symmetry $PSU(2,2|4)$ acting in the dual superspace [15, 38]. At loop level, the super-amplitude divided by the MHV amplitude is expected to conserve its dual conformal symmetry \(^4\), while the anti-chiral half of dual Poincaré supersymmetry is

\(^2\)In the recent papers [18, 19] it is proposed how to establish a direct link between MHV amplitudes and bosonic Wilson loops.

\(^3\)Note that $\mathcal{T}$ depends on both the chiral $\theta$ and anti-chiral $\bar{\theta}$ odd superspace coordinates.

\(^4\)Although this has so far been proven in general at one-loop only [39] and verified to two loops by explicit calculation of six-particle NMHV amplitude [40].
broken \cite{16,17}.

Finally, the third object in (1.6), the light-like Wilson loop can be supersymmetrized by replacing the one-form \( dA = dx^\mu A_\mu(x) \) by a super-one-form \cite{41} and by turning the light-like polygonal contour into a super-contour.

Now, what happens to the triality relation (1.6) if supersymmetry is turned on? Are super-correlators and super-Wilson loops dual to super-amplitudes? In trying to answer this question, we encounter an obvious obstacle. The dual superspace formulation of amplitudes is chiral, reflecting the type of on-shell superspace. At the same time, the 1/2-BPS conditions on the operator \( \mathcal{T} \) involve half of the chiral and anti-chiral supercharges, so these objects are not chiral. Similarly, in chiral superspace there exists no invariant interval needed to replace \( dx^\mu \) in the Wilson loop one-form. However, recalling that at loop level the anti-chiral half of the dual supersymmetry of the amplitudes is broken, one is led to "sacrifice" half of the natural full supersymmetry of the super-correlator or of the super-Wilson loop. In other words, these objects may be restricted to their purely chiral sector. If such dualities exist, the full dual supersymmetry of the tree-level super-amplitudes should come as a "bonus symmetry" of the chiral correlator or Wilson loop.

In this and in the twin paper \cite{20} we chose to study the first of these dualities. We consider the "half-supersymmetric" (chiral) sector of the super-correlator of stress-tensor multiplets (1.7). Such correlators with \( n \geq 5 \) points have a purely bosonic and a nilpotent sectors, the latter being given by powers \( (\theta)^{4k} \) (with \( k = 1, \ldots, n - 4 \)) of the odd variables. This Grassmann structure is very similar to that of the super-amplitude rewritten in momentum super-twistor space \cite{42–44}. We claim that in the light-cone limit such super-correlators are dual to super-amplitudes, as the direct supersymmetric generalization of the bosonic duality (1.5):

\[
\lim_{x_{i,i+1}^2 \to 0} G_n/G_{n;0}^{(0)} = \left( \mathcal{A}_n/\mathcal{A}_{n,\text{MHV\,tree}} \right)^2,
\]

after the appropriate identification of the variables on both sides. In this new relation \( G_n \) is the \( n \)-point super-correlator (1.7), restricted to its chiral sector (all \( \bar{\theta}_i = 0 \)), and \( \mathcal{A}_n \) is the \( n \)-particle super-amplitude. We consider a number of examples of nilpotent correlators and demonstrate that they exactly match the corresponding non-MHV super-amplitudes. In this paper we show that the \( (\theta)^4 \) term of the \( n \)-point tree-level correlator is dual to the tree-level NMHV \( n \)-point super-amplitude. In the twin paper \cite{20} we study the levels \( (\theta)^4 \) and \( (\theta)^8 \) in the 5- and 6-point correlator, and \( (\theta)^4 \) in the 7-point correlator, which are dual to the one- and two-loop MHV, tree-level and one-loop NMHV, and NMHV, and tree-level NNHMV, super-amplitudes. The examples in \cite{20} show an interesting aspect of the duality: The Lagrangian insertion \( \mathcal{L}(x_0) \) can either generate a new nilpotent \( (n + 1) \)-point correlator at tree level, if the point \( x_0 \) is part of the light-like polygon; or it can generate loop corrections to the \( n \)-point correlator (see (1.4)), if the point \( x_0 \) is integrated over.

Finally, what about the supersymmetrization of the third object in (1.6), the light-like Wilson loop? This issue has been addressed in two recent papers. Mason and Skinner \cite{18} propose two scenarios for (half-)supersymmetric Wilson loops. The first uses twistor space and a twistor version of the \( \mathcal{N} = 4 \) SYM Lagrangian. They derive twistor space Feynman
rules which yield the MHV rules for super-amplitudes (see also [45]). We would like to make the comment that one still needs to understand the intricate details of the transition from twistor space back to Minkowski space. In particular, the inverse twistor transform is supposed to reproduce the inherent cusp singularities of the light-like Wilson loop, which would require some kind of regulator (dimensional regularization does not apply to four-dimensional twistors). This important issue requires further investigation. Mason and Skinner also make the first step towards a (half-)supersymmetrization of the conventional Wilson loop in Minkowski space. The latter approach is pursued in more detail by Caron-Huot [19], who gives a general argument why such an object should satisfy the recursion relations for super-amplitudes recently proposed in [33, 34]. However, in the absence of explicit examples how to actually compute this type of Wilson loop, one has to remain very cautious as to the possible unexpected effects of the cusp singularities. In contrast with the Wilson loop, the correlator/amplitude duality that was proposed for the bosonic case in [11, 12] and is extended to the full super-amplitudes in this paper and in the twin paper [20], involves only finite objects (rational functions) in four dimensions.

The paper is organized as follows. Section 2 serves as an extended introduction to both this paper and to [20]. We give a brief overview of the super-amplitudes and the correlators and formulate the new duality without entering into too much detail. This section will help the reader find his/her way through the formalism gradually built up in the following sections. Section 3 describes the formulation of the $\mathcal{N} = 4$ vector and stress-tensor multiplets as 1/2-BPS short multiplets. There we give the vital minimum of information about $\mathcal{N} = 4$ harmonic/analytic superspace, an indispensable tool for the formulation of the new duality. Particular attention is paid to the chiral on-shell Lagrangian as a member of the stress-tensor multiplet. In Section 4 we discuss the general structure of the correlators of such multiplets and explain the presence of nilpotent terms in them. We also review the Lagrangian insertion procedure as a way of generating loop corrections to the correlators. Section 5 contains our first detailed example of the new duality in action. We evaluate the residues at the physical poles of the $n-$particle tree-level NMHV super-amplitudes and of the tree-level correlator at Grassmann level $(\theta)^4$ and demonstrate that they match exactly, thus proving the duality between the two objects. Our further examples are presented in [20]. Section 6 formulates some open problems and lines for future development. Our conventions, definitions and some technical details are collected in three appendices.

Very recently, in [46] an anomaly mechanism for the chiral half of Poincaré supersymmetry and for the anti-chiral half of the conformal supersymmetry of the light-like super Wilson loop was discovered. This indicates that the conventional super Wilson loop in Minkowski space of Refs. [18, 19], if carefully treated at the quantum level, fails to meet the expectations of being dual to super-amplitudes.
2 The correlators/scattering amplitudes duality

2.1 Scattering super-amplitudes

A distinctive feature of $\mathcal{N} = 4$ SYM theory is that all the on-shell asymptotic states (gluons with helicity $\pm 1$, gluinos with helicity $\pm 1/2$ and six scalars) can be combined into a single superstate. Then, all $n$-particle scattering amplitudes in the theory are described by a single super-amplitude $A_n = A_n(\lambda_i, \tilde{\lambda}_i, \eta_i)$ depending on the particle light-like momenta, $p_i^{\dot{\alpha}} = \tilde{\lambda}_i^{\dot{\alpha}} \lambda_i^{\alpha}$ (with $i = 1, \ldots, n$), and on the odd chiral variables $\eta^A_i$ with an $SU(4)$ index $A = 1, 2, 3, 4$. The super-amplitude can be decomposed into a sum of terms corresponding to the possible values of the total helicity of the $n$ scattered particles,

$$A_n = A_n^{\text{MHV}} + A_n^{\text{NMHV}} + \ldots + A_n^{\text{N}}$$

where $A_n^{N}$ describes all $n$-particle scattering amplitudes of total helicity $4 - n + 2k$ (with $k = 0, \ldots, n - 4$). The top term $A_n^{4}$ corresponds to the $\text{MHV}$ amplitude (the PCT conjugate to the $\text{MHV}$ amplitude), written in the chiral on-shell superspace.

In planar $\mathcal{N} = 4$ SYM the super-amplitudes have the following general form

$$A_n^{\text{MHV}} = i(2\pi)^4 \frac{\delta^{(4)}(p^{\dot{\alpha}}) \delta^{(8)}(q^A)}{\langle 1 \rangle \langle 2 \rangle \ldots \langle n \rangle} \tilde{A}_{n:k}(\lambda, \tilde{\lambda}, \eta; a),$$

where $p^{\dot{\alpha}} = \sum_{i=1}^{n} p_i^{\dot{\alpha}}$ and $q^A = \sum_{i=1}^{n} \lambda_i^{\alpha} \eta_i^A$ are the total momentum and supercharge of the $n$ particles. Here the delta functions encode momentum and supercharge conservation, $p A_n^{\text{MHV}} = q A_n^{\text{MHV}} = 0$, while the product of factors $\langle i, i + 1 \rangle \equiv \lambda_i^{\alpha} \lambda_{i+1}^{\dot{\alpha}}$ in the denominator gives the correct helicity weight to each partial amplitude in the $\eta$ expansion. The functions $\tilde{A}_{n:k}(\lambda, \tilde{\lambda}, \eta; a)$ are homogeneous polynomials of degree $4k$ in the odd variables $\eta^A$. They are invariant under helicity rescalings, $\lambda_i \rightarrow h_i \lambda_i, \tilde{\lambda}_i \rightarrow h_i^{-1} \tilde{\lambda}_i, \eta_i \rightarrow h_i^{-1} \eta_i$, and admit a perturbative expansion in powers of the 't Hooft coupling,

$$\tilde{A}_{n:k} = \sum_{\ell \geq 0} a^\ell \tilde{A}_{n:k}^{(\ell)}(\lambda, \tilde{\lambda}, \eta), \quad a = \frac{g^2 N_c}{4\pi^2}.$$

At tree level, one has $\tilde{A}_{n:0}^{(0)} = 1$ for the $\text{MHV}$ amplitude ($k = 0$), while for $N^k$ MHV amplitudes $\tilde{A}_{n:k}^{(0)}$ are non-trivial rational functions of the external momenta.

The tree-level super-amplitudes are well defined in $D = 4$ dimensions and, as a consequence, they inherit the superconformal symmetry of the $\mathcal{N} = 4$ SYM Lagrangian [47]. At loop level, $A_n^{\text{MHV}}$ suffer from infrared divergences. They break the superconformal ($k$, $s$ and $\bar{s}$) symmetry but preserve Poincaré supersymmetry. In addition to this, the super-amplitudes (2.2) possess yet another, hidden symmetry, the so-called dual superconformal symmetry [13]. It becomes manifest after rewriting the super-amplitude in the dual chiral superspace with coordinates

$$x_i^{\dot{\alpha}} - x_{i+1}^{\dot{\alpha}} = \tilde{\lambda}_i^{\dot{\alpha}} \lambda_i^\alpha, \quad \theta_i^\alpha A - \theta_{i+1}^\alpha A = \lambda_i^\alpha \eta_i^A,$$
with the identification \( x_{n+1} \equiv x_1 \) and \( \theta_{n+1} \equiv \theta_1 \). Alternatively, we may say that the dual variables satisfy the light-cone conditions
\[
x_{i,i+1}^2 = 0, \quad \theta^{A \dot{\alpha}}_{i,i+1}(x_{i,i+1})_{a \dot{a}} = 0, \tag{2.5}
\]
whose solution is given by (2.4). We remark that the fermionic constraint in (2.5) is the superpartner of the bosonic one under the action of the anti-chiral generator of dual Poincaré supersymmetry: \( \bar{Q}^A_{\dot{a}} x_{i,i+1}^2 = 2i \theta^{A \dot{\alpha}}_{i,i+1}(x_{i,i+1})_{a \dot{a}} \). We will call the set of points in superspace satisfying the light-cone conditions (2.5) a light-like super-polygon.

The functions \( \bar{A}_{n;k}(\lambda, \bar{\lambda}, \eta; a) \) introduced in (2.2) have zero helicity weight, therefore they can be rewritten entirely as functions on the dual superspace \((x, \theta)\), without any manifest presence of the on-shell superspace variables \( \lambda, \bar{\lambda}, \eta \):\[
\bar{A}_{n;k}(\lambda, \bar{\lambda}, \eta; a) = \bar{A}_{n;k}(x, \theta; a). \tag{2.6}
\]

The dual superspace coordinates have simple homogeneous transformation properties under dual superconformal symmetry. In particular, under conformal inversion they transform as follows:6
\[
I : \quad x^\dot{\alpha}_i \rightarrow (x_i^{-1})_{a \dot{a}}, \quad \theta^A_{i \dot{\alpha}} \rightarrow (x_i^{-1})^\dot{\alpha} \theta^A_{i \dot{\alpha}}, \quad \lambda^\alpha_i \rightarrow \lambda^\alpha_i(x_i)_{a \dot{a}}. \tag{2.7}
\]
It proves convenient to introduce yet another set of dual variables, the so-called momentum supertwistors [42–44]:
\[
\lambda^\alpha_i, \quad \mu_{i \dot{a}} = \lambda^\alpha_i(x_i)_{a \dot{a}}, \quad \chi^A_i = \lambda^\alpha_i \theta^A_{i \dot{\alpha}}. \tag{2.8}
\]
Notice that the coordinates of this superspace carry the same helicity weight, i.e., degree of homogeneity under the rescaling of \( \lambda \). The advantage of the parametrization (2.8) is that the conformal transformations become linear. In particular, under inversion we have \( \lambda^\alpha_i \leftrightarrow \mu_{i \dot{a}} \) and \( \chi^A_i \leftrightarrow \chi^A_i \). This allows one to rewrite the super-amplitude (2.6) in yet another form,
\[
\bar{A}_{n;k}(x, \theta; a) = \bar{A}_{n;k}(\lambda, \mu, \chi; a), \tag{2.9}
\]
in which dual conformal symmetry becomes obvious.

The full dual superconformal symmetry is a property only of the tree-level super-amplitudes. This means that the tree-level functions \( \bar{A}^{(0)}_{n;k} \) are invariant under dual Poincaré supersymmetry with generators \( Q \) and \( \bar{Q} \) and under the conformal inversions (2.7). This in turn yields invariance under the rest of the dual superconformal algebra \( PSU(2,2|4) \), i.e. the generators of conformal symmetry \( (K) \) and special conformal supersymmetry \( (S \) and \( \bar{S} \)).

---

6The conformal weight of \( \lambda \) in (2.7) is chosen to fit the momentum super-twistor parametrization of dual superspace. In a real Minkowski space the weight of \( \lambda \) depends on both points \( i \) and \( i+1 \) (see [13]).
At loop level, the dual conformal symmetry of the MHV amplitudes is revealed via the duality with light-like Wilson loops \( W_n = \langle P \exp \left( i \oint_{C_n} dx \cdot A(x) \right) \rangle \) [2–4],

\[
\ln \hat{A}_{n,0} = \ln W_n + O(1/N_c) + O(\epsilon), \quad (2.10)
\]

where the integration contour \( C_n \) is a closed light-like polygon in dual space, with sides determined by the particle momenta \( p_i = x_{i,i+1} \) and with cusps located at \( x_i \). More precisely, the Wilson loop describes the loop corrections to the MHV amplitude, but the tree-level factor in (2.2) is left out. This is a duality between two bosonic objects, so neither conventional nor dual supersymmetry manifest themselves.

It is important to realize that the MHV amplitudes and the light-like Wilson loops are divergent objects, suffering from infrared and ultraviolet singularities, respectively. So, a regularization is needed to make them well defined. The commonly used dimensional regularization takes the theories away from four dimensions, \( D = 4 - 2\epsilon \) (with \( \epsilon < 0 \) for infrared and \( \epsilon > 0 \) for ultraviolet divergences). The presence of divergences has another inevitable consequence - the conformal symmetry of the Wilson loop and the matching dual conformal symmetry of the MHV amplitude become anomalous. Due to the universality of the infrared divergences, the dual conformal anomaly cancels in the ratio of the functions \( \hat{A}_{n,k}/\hat{A}_{n,0} \), turning it into an exact dual conformal invariant to all loops [6]

\[
K^{\alpha\alpha} \left( \hat{A}_{n,k}/\hat{A}_{n,0} \right) = 0. \quad (2.11)
\]

This ratio function also exhibits exact chiral Poincaré \( (Q) \) and anti-chiral special conformal \( (\bar{S}) \) supersymmetry. However, the other halves of these supersymmetries \( (\bar{Q} \text{ and } S) \) are broken beyond tree level. The origin of this symmetry breaking can be traced back to the so-called holomorphic anomaly [16,17,48]. Unlike the \( K \)–anomaly, the corresponding \( \bar{Q} \)– and \( S \)–anomalies are only known at one-loop level.

### 2.2 The bosonic correlators/MHV amplitudes duality

Recently, an alternative duality, still for MHV amplitudes, was proposed. This duality has already been mentioned in the introduction, here we provide some details, in order to prepare the ground for the generalization to the supersymmetric case. It can be formulated in two ways. The first formulation [10] compares two divergent objects with anomalous (dual) conformal symmetry, the light-cone limit of the correlators of protected operators, and the scattering amplitudes. The second formulation [11,12] matches two finite objects, both of them defined in the (dual) four-dimensional space-time (2.4) and having manifest and unbroken (dual) conformal symmetry. These are the integrands of the loop corrections to the correlators and to the amplitudes.

Consider the \( n \)–point correlator of gauge invariant scalar operators

\[
O^{IJ} = \text{tr}(\phi^I \phi^J) - \frac{1}{6} \delta^{IJ} \text{tr}(\phi^K \phi^K). \quad (2.12)
\]
Here \( I, J = 1, \ldots, 6 \) are the \( SO(6) \sim SU(4) \) indices of the six scalars in the \( \mathcal{N} = 4 \) SYM theory. The operator (2.12) is in the representation \( 20' \) of \( SU(4) \) and it is the lowest-weight state of the so-called \( \mathcal{N} = 4 \) stress-tensor multiplet containing, among others, the stress tensor and the Lagrangian of the theory (for a more detailed review see Section 3.4). This multiplet is the simplest representative of the class of the so-called 1/2 BPS multiplets, whose important property is that the scaling dimensions of the operators in the multiplet are protected from perturbative corrections. Consequently, the operator (2.12) has well-defined conformal properties, with fixed conformal weight two. The correlator we are discussing is

\[
G_{n;0} = \langle \mathcal{O}(x_1) \cdots \mathcal{O}(x_n) \rangle = \sum_{\ell=0}^{\infty} a^{\ell} G^{(\ell)}_{n;0},
\]

(2.13)

where for the sake of simplicity we do not display the \( SO(6) \) indices of the operators. The first subscript in \( G_{n,0} \) refers to the number of points and the second subscript ‘0’ indicates that this is the lowest term in a whole collections of correlators of bosonic and fermionic composite operators, corresponding to various states in the stress-tensor multiplet (see Section 4).

In virtue of conformal symmetry, the correlator (2.13) is expressed in terms of a product of scalar propagators, \( 1/(x_{12}^2 \ldots x_{n1}^2) \), which gives the correlator the required conformal weight at each point, and a weightless function. The latter is decomposed into various \( SO(6) \) tensor structures, each accompanied by a non-trivial function of the conformal cross-ratios \( x_{ij}^2 x_{kl}^2/(x_{ik}^2 x_{jl}^2) \) and of the coupling constant \( a \). We wish to compare the MHV amplitude with this correlator in the light-cone limit \( x_{i,i+1}^2 \to 0 \), that is, in the limit where the operators at adjacent positions become light-like separated. In this limit some of the cross-ratios vanish and the expression for the correlator simplifies significantly. Namely, the leading asymptotic behavior of the correlator involves only one \( SO(6) \) structure to all loops. Then, examining the ratio of the correlation function and its tree-level value, \( G_{n,0}/G^{(0)}_{n,0} \), we find that, in the limit \( x_{i,i+1}^2 \to 0 \), the pole singularities due to the propagator factors cancel in this ratio and, most importantly, it is an \( SO(6) \) singlet. The main claim of [10] is that the light-cone limit of this ratio of correlators is related to the function \( \hat{A}_{n,0} \) describing the perturbative corrections to the MHV amplitude, as follows:

\[
\lim_{x_{i,i+1}^2 \to 0} \frac{G_{n,0}(x)}{G^{(0)}_{n,0}(x)} = (\hat{A}_{n,0}(\lambda, \tilde{\lambda}; a))^2.
\]

(2.14)

By definition, \( \hat{A}_{n,0}(\lambda, \tilde{\lambda}; a) \) does not depend on the Grassmann variables \( \eta_i \) and carries zero helicity weight for each particle. As a consequence, it can be expressed as a function of the dual \( x \)-variables only, which according to the conjecture (2.14), is related to the ratio of the correlators in the light-cone limit.

The quantities on both sides of (2.14) are divergent and require regularization. For the scattering amplitude, the infrared divergences of \( \hat{A}_{n,0}(\lambda, \tilde{\lambda}; a) \) can be regularized using dimensional regularization. Then, the multi-loop corrections to the ratio function \( \hat{A}_{n,0} \), are
given by multiple momentum space, or equivalently, dual space integrals:

\[
\tilde{A}_{n;0}(\lambda, \tilde{\lambda}; a) = 1 + \sum_{\ell=1}^{\infty} a^\ell \int \prod_{i=1}^{\ell} d^{4-2\epsilon} x_0 I_\epsilon^{(\ell)}(x_{01}, \ldots, x_{0\ell}; x_1, \ldots, x_n),
\]

(2.15)

with some rational integrand \( I_\epsilon^{(\ell)} \) depending on the \( n \) external \( 4-\)dimensional points \( x_i \) and \( \ell \) internal \( (4-2\epsilon) \)-dimensional points \( x_0 \) (with \( \epsilon < 0 \)). In this expression all external distances \( x_{i,i+1}^2 = p_i^2 = 0 \) (i.e., all scattered particles are massless), hence the necessity to regularize the integrals.

For the correlators in the left-hand side of (2.14), the limit \( x_{i,i+1}^2 \to 0 \) is singular because the multi-loop integrals in the perturbative corrections diverge logarithmically when the external points become light-like separated. One possible regularization procedure, considered in [10], consists in computing the correlator \( G_{n;0} \) in dimensional regularization in \( D = 4 - 2\epsilon \) dimensions (with \( \epsilon > 0 \)), which allows us to set all \( x_{i,i+1}^2 = 0 \) from the start. The general expression for the ratio of correlators defined in this way looks similar to (2.15) (except for the sign of the regulator \( \epsilon \)):

\[
\lim_{x_{i,i+1}^2 \to 0} \frac{G_{n;0}}{G_{n;0}^{(0)}} = 1 + \sum_{\ell=1}^{\infty} a^\ell \int \prod_{i=1}^{\ell} d^{4-2\epsilon} x_0 G_\epsilon^{(\ell)}(x_{01}, \ldots, x_{0\ell}; x_1, \ldots, x_n),
\]

(2.16)

where the external points \( x_i \) refer to the positions of the local operators and the integration points \( x_0 \) correspond to the interaction vertices. Before taking the light-cone limit, the Feynman integrals contributing to the correlator \( G_{n;0} \) are finite and manifestly conformally covariant. However, putting the outer points at light-like separations makes the integrals diverge. Still, the integrand in (2.16) remains a finite function, even in the light-cone limit. The integrand \( G_\epsilon^{(\ell)} \), computed in dimensional regularization and for \( x_{i,i+1}^2 = 0 \), is made of interaction vertices and free propagators that scale as \( 1/(x^2)^{1-\epsilon} \). Notice that, unlike the integrand for the amplitude \( I_\epsilon^{(\ell)} \) in (2.15), the integrand for the correlator \( G_\epsilon^{(\ell)} \) is not a rational function of the \( x \)'s for \( \epsilon \neq 0 \).

The duality relation (2.14) states that the integrals in the right-hand sides of (2.15) and (2.16) coincide after the appropriate redefinition of the regularization parameters.\(^7\)

General physical reasons for the duality relation (2.14) were given in [10], explaining why this limit transforms the correlator into a light-like Wilson loop. The latter is known to be dual to the MHV amplitude, hence the duality relation (2.14). The square in (2.14) is a simple consequence of the fact that the fields \( \phi \) in (2.12), like all fields in the \( \mathcal{N} = 4 \) vector multiplet, are in the adjoint representation of the gauge group, while the Wilson loop is in the fundamental.

\(^7\)More precisely, this relation holds between the logarithms of the two quantities, up to \( O(\epsilon) \) terms:

\[
\lim_{x_{i,i+1}^2 \to 0} \left( \ln G_{n;0}/G_{n;0}^{(0)} \right) = 2 \ln \tilde{A}_{n;0}.
\]

(2.17)

Taking the logarithm has the effect of eliminating a number of complicated (parity-odd, \( \mu \), etc.) terms from the amplitude [49].
In [11, 12] it was proposed to reformulate the duality (2.14) directly in terms of the integrands in the two perturbative expressions, \( I^{(\ell)}_{\epsilon=0} \) and \( G^{(\ell)}_{\epsilon=0} \). They are finite functions of the external and the integration points, so they need no regularization and have a smooth limit as \( \epsilon \to 0 \). Then, the duality relation (2.14) matches the integrand of the correlator with the square of the integrand of the amplitude. This yields an infinite set of relations between the four-dimensional integrands for the correlators and amplitudes

\[
G^{(1)}_{\epsilon=0} = 2I^{(1)}_{\epsilon=0}, \quad G^{(2)}_{\epsilon=0} = 2I^{(2)}_{\epsilon=0} + [I^{(1)}_{\epsilon=0}]^2, \quad \ldots
\]

In [11, 12] it was shown in a number of one- and two-loop examples that these relations hold exactly, both for the parity-even and parity-odd terms. Notice that the latter are total derivatives and hence vanish upon integration.

For the scattering amplitudes, the four-dimensional integrand \( I^{(\ell)}_{\epsilon=0} \) can be obtained from the BCFW recursion relations proposed in [33, 34]. The integrand \( G^{(\ell)}_{\epsilon=0} \) can be extracted from the explicit results for the four-dimensional correlator \( G_n \), Eq. (2.13), in the light-cone limit \( x^2_{i,i+1} \to 0 \). The procedure for computing \( G^{(\ell)}_{\epsilon=0} \), which was extensively used in [30, 50, 51], makes use of the well-known fact that the loop corrections to the correlator (2.13) are obtained by making Lagrangian insertions (see Section 4.3):

\[
G^{(\ell)}_{\epsilon=0}(x_0, \ldots, x_{0_\ell}; x_1, \ldots, x_n) = \lim_{x^2_{i,i+1} \to 0} \frac{\langle \mathcal{L}(x_0_1) \ldots \mathcal{L}(x_0_\ell) \mathcal{O}(x_1) \ldots \mathcal{O}(x_n) \rangle^{(0)}}{\langle \mathcal{O}(x_1) \ldots \mathcal{O}(x_n) \rangle^{(0)}},
\]

where the insertion points \( x_0_\ell \) are in general positions, \( (x_{0_\ell} - x_{0_i})^2 \neq 0, (x_{0_\ell} - x_{j})^2 \neq 0 \). Here \( \mathcal{L}(x_0_\ell) \) is the chiral part of the on-shell Lagrangian of \( \mathcal{N} = 4 \) SYM (see Section 3.4) and the superscript \(' (0)' \) indicates that the correlators in the right-hand side are computed at tree level.\(^8\) The main advantage of the insertion procedure (2.19) is that the computation of the ratio of the correlators in four dimensions is greatly facilitated by the powerful superconformal symmetry of the \( \mathcal{N} = 4 \) theory.

### 2.3 New proposal: the super-correlators/super-amplitudes duality

The scalar operator \( \mathcal{O}(x) \), Eq. (2.12), and the chiral part of the on-shell \( \mathcal{N} = 4 \) Lagrangian \( \mathcal{L}(x) \) belong to the same 1/2 BPS multiplet of \( \mathcal{N} = 4 \) supersymmetry, the stress-tensor multiplet. They appear as coefficients in the expansion of the 1/2 BPS superfield operator \( \mathcal{T}(x, \theta, \bar{\theta}) \) in powers of the odd variables (see Section 3.4). Consequently, the correlator of bosonic operators \( G_{n,0}(x_i) \), Eq. (2.13), can be boosted to a correlator of superfield operators, that is, to a super-correlator

\[
\Gamma_n = \langle \mathcal{T}(x_1, \theta_1, \bar{\theta}_1) \mathcal{T}(x_2, \theta_2, \bar{\theta}_2) \ldots \mathcal{T}(x_n, \theta_n, \bar{\theta}_n) \rangle
\]
depending on the chiral \( \theta^A \) and anti-chiral \( \bar{\theta}^\dot{A} \) odd variables of \( \mathcal{N} = 4 \) superspace. The bosonic correlator \( G_{n,0} \) is just the bottom component in the Grassmann expansion of \( \Gamma_n \),

\[
G_{n,0}(x_i) = \Gamma_n(x_i, \theta_i = 0, \bar{\theta}_i = 0) .
\]  

(2.21)

By construction, the super-correlator \( \Gamma_n(x_i, \theta_i, \bar{\theta}_i) \) is invariant under \( \mathcal{N} = 4 \) Poincaré supersymmetry,

\[
Q^\alpha \Gamma_n = \bar{Q}^{\dot{A}} \Gamma_n = 0 .
\]  

(2.22)

Moreover, as long as the operators are not light-like separated, \( (x_i - x_j)^2 \neq 0 \), it also enjoys the full superconformal symmetry \( PSU(2,2|4) \).

A natural question arises: What will happen if we apply the limiting procedure from (2.14) to the super-correlator \( \Gamma_n \) rather than to its lowest component \( G_{n,0} \)? Can we expect that it will be dual to the supersymmetric extension of the MHV amplitude, i.e., to the complete super-amplitude (2.2) rewritten in the dual superspace (2.4)? To answer this question we have to look more closely at the structure of the two superspaces, that for the amplitude and that for the correlator.

### 2.3.1 Chirality vs Grassmann analyticity

An immediate corollary of the light-cone condition \( x^2_{i,i+1} = 0 \) and the supersymmetry (2.22) of the correlator \( \Gamma_n \) is the generation of two new conditions on the odd superspace variables:

\[
\begin{align*}
Q^\alpha & \quad (x_{i,i+1})_{\alpha \dot{\alpha}} (\bar{\theta}_{i,i+1})^{\dot{\alpha}}_A = 0 , \\
x^2_{i,i+1} &= 0 , \\
\bar{Q}^{\dot{A}} & \quad (x_{i,i+1})^{\dot{\alpha} \alpha} (\theta_{i,i+1})_A^{\alpha} = 0 .
\end{align*}
\]  

(2.23)

Compared to (2.5), they define a non-chiral light-like super-polygon.

On the other hand, the super-amplitude (2.2) is by construction a chiral (holomorphic) object, in the sense that it only involves the odd variables \( \eta^A \) in the fundamental irrep of \( SU(4) \), but not their conjugates \( \bar{\eta}_A \). This is reflected in the chiral nature of the dual superspace in (2.4). Unlike the super-amplitude, the 1/2 BPS supermultiplet \( \mathcal{T}(x, \theta, \bar{\theta}) \) to which the scalar operator \( \mathcal{O}(x) \) belongs, and hence the super-correlator \( \Gamma_n(x_i, \theta_i, \bar{\theta}_i) \), are not chiral, but are Grassmann analytic objects [52, 53]. This means that they involve half of the odd variables (hence the name “1/2 BPS”), but both of the chiral and anti-chiral types.

Postponing the detailed discussion of Grassmann analytic superspace to Section 3, here we can make the following rather suggestive analogy with momentum super-twistor space \( (\lambda^\alpha, \mu_{\dot{\alpha}}, \chi^A) \), Eq. (2.8). The latter is obtained from the chiral superspace with coordinates \( (x_{\alpha \dot{\alpha}}, \theta^A) \) by introducing an auxiliary variable, the commuting spinor \( \lambda_\alpha \), and by projecting with it both coordinates, \( \mu_{\dot{\alpha}} = \lambda^\alpha x_{\alpha \dot{\alpha}} \) and \( \chi^A = \lambda^\alpha \theta^A_\dot{\alpha} \). As a result, all three coordinates in momentum super-twistor space \( (\lambda, \mu, \chi) \) carry the same helicity weight and the only
coordinate with an undotted Lorentz index is \( \lambda^\alpha \). We may say that the role of \( \lambda \) is to convert the undotted \( SL(2, \mathbb{C}) \) indices into helicities, i.e. into weights of the “little group” \( GL(1) \subset SL(2) \). Then, the non-trivial fact is that the super-amplitudes (2.2) (more precisely, the ratios \( \hat{A} \)) can be rewritten only in terms of the projected variables, see (2.9).

The main idea behind analytic superspace is rather similar, but this time we project the \( SU(4) \) index of \( \theta^A_{\dot{\alpha}} \), rather than its Lorentz index. To this end, we introduce a set of auxiliary commuting variables \( u^a_A \) (called “harmonic variables” [54]). Apart from the \( SU(4) \) index \( A \), they carry an index \( a = 1, 2 \) and charge ‘+’ of the “little group” \( U(2) \subset SU(4) \). Making use of the harmonics, we define projected variables \( \theta^{+a}_{\dot{\alpha}} = \theta^A_{\dot{\alpha}} u^a_A \), thus converting the \( SU(4) \) index into a \( U(2) \) index. In addition to the chiral \( \theta^{+a}_{\dot{\alpha}} \), we define a similar projection of the anti-chiral odd variable, \( \bar{\theta}^{a}_{\dot{\alpha}} = \bar{\theta}^A_{\dot{\alpha}} \bar{u}^a_A \), obtained with a different harmonic variable carrying an \( SU(2)' \) index. Then, the 1/2 BPS shortening conditions on the stress-tensor multiplet can be translated into the simple, but very non-trivial statement that the corresponding superfield depends only on the projected odd variables, \( \mathcal{T} = \mathcal{T}(x, \theta^+, \bar{\theta}^-, u) \), but not on their conjugates. In this sense \( \mathcal{T} \) is Grassmann analytic.\(^9\) Thus, the super-correlator (2.20) is defined on the analytic superspace with coordinates \( (x, \theta^+, \bar{\theta}^-, u) \),

\[
\Gamma_n = \langle \mathcal{T}(1) \ldots \mathcal{T}(n) \rangle = \Gamma_n(x_i, \theta^+_{i}, \bar{\theta}^-_{i}, u_i). \tag{2.24}
\]

Unlike momentum super-twistor space (2.8), analytic superspace is not chiral.

Then, how can we possibly compare the chiral super-amplitude, Eqs. (2.2) and (2.3), with the analytic (but non-chiral) correlator (2.24)? To answer this question, let us first compare the symmetries of the two quantities. As was already mentioned, the super-amplitudes in planar \( \mathcal{N} = 4 \) SYM have dual superconformal symmetry whose generators act in the dual superspace \( (\lambda, x, \theta) \) and are given by standard expressions. At tree level this symmetry is exact (modulo contributions localized on singular collinear configurations of the external momenta), whereas at loop level some of the symmetries become anomalous due to infrared singularities:

\[
Q^A_{\dot{\alpha}} \hat{A}_{n;k} = \bar{S}^A_{\dot{\alpha}} \hat{A}_{n;k} = 0, \quad \bar{Q}^A_{\dot{\alpha}} \hat{A}_{n;k}, \quad S^A_{\dot{\alpha}} \hat{A}_{n;k}, \quad K_{\dot{\alpha} \dot{\alpha}'} \hat{A}_{n;k} \neq 0. \tag{2.25}
\]

For the correlator the situation is different. As long as we do not impose additional conditions on its arguments, the super-correlator \( \Gamma_n(x_i, \theta^+_{i}, \bar{\theta}^-_{i}, u_i) \) enjoys the full superconformal symmetry. To match (2.25) we have to break part of these symmetries. To begin with, by making the neighboring operators in the correlator light-like separated, \( x^2_{i,i+1} = 0 \), we generate additional light-cone singularities which break the (super)conformal \( K^- \) and \( S^- \)—symmetries. If in addition we set all \( \bar{\theta} = 0 \), we break the \( Q^- \)—symmetry of the super-correlator. This suggests that the object dual to the super-amplitude should be related to the correlator (2.24) restricted to its chiral sector:

\[
G_n = \Gamma_n(x_i, \theta^+_{i}, 0, u_i) \equiv \langle \mathcal{T}(x_1, \theta^+_{1}, 0, u_1) \ldots \mathcal{T}(x_n, \theta^+_{n}, 0, u_n) \rangle. \tag{2.26}
\]

\(^9\) The notion of Grassmann analyticity in extended supersymmetry, as opposed to chirality, was first introduced in the context of the on-shell \( \mathcal{N} = 2 \) hypermultiplet in [55]. Its off-shell version, employing \( SU(2) \) harmonic variables for the first time, was given in [54]. The same ideas made it possible to formulate the \( \mathcal{N} = 3 \) SYM theory off shell, this time using \( SU(3) \) harmonics [56]. The generalization of the notion of analytic superspace to \( \mathcal{N} = 4 \) SYM was first proposed in [52].
The correlator $G_n$ defined in this way and localized on the light-like super-polygon (2.5), is expected to have the same symmetries as the amplitude in (2.25):

$$Q^A_n G_n = S^A_n G_n = 0, \quad \bar{Q}^A_n G_n, \ S^A_n G_n, \ K_{\alpha\dot{\alpha}} G_n \neq 0. \quad (2.27)$$

We remark that our decision to set all $\bar{\theta} = 0$ eliminates the first of the conditions in (2.23) and we are left with the chiral light-like super-polygon defined in (2.5). Still, what is surprising is that (2.5) was obtained through the “sacrificed” generator $\bar{Q}$. This puzzle may be partially answered by realizing that on the light cone the tree-level chiral correlator $G_n^{(0)}$ “miraculously” recovers the $\bar{Q}$ half of supersymmetry, like the “bonus” $\bar{Q}$ symmetry of the non-MHV tree-level amplitudes.

2.3.2 Formulation of the new duality

In this paper we propose to extend the duality described in Section 2.2 to the chiral sector $G_n$, Eq. (2.26), of the super-correlator (2.24) and to the complete super-amplitude (2.2). This duality is supposed to work at all loop orders and for all types of amplitude (MHV, NMHV, etc.). Schematically, we claim

$$\lim_{x^2_{i,i+1} \to 0} \frac{G_n(x_i, \theta^+_i, u_i)}{G_n^{(0)}(x_i, u_i)} = \left( \sum_{k=0}^{n-4} a^k \hat{A}_{n;k}(\lambda_i, \mu_i, \chi_i) \right)^2, \quad (2.28)$$

where the functions $\hat{A}_{n;k}$ in the right-hand side describe the $N^k$MHV all-loop super-amplitudes (2.2). In this relation the limit $x^2_{i,i+1} \to 0$ is understood in the sense of the light-like super-polygon defined in (2.5). For the MHV amplitude the duality relation (2.28) reduces to (2.14). As before, dividing by the tree-level bosonic correlator $G_n^{(0)}$, Eq. (2.13), in the left-hand side of (2.28) removes the poles $1/(x^2_{i,2} \ldots x^2_{n,1})$ due to the propagator factors in $G_n$. Notice the appearance of additional powers of the coupling constant inside the sum in the right-hand side of (2.28), as compared with (2.2). The reason for this will be explained in a moment.

In the duality relation (2.28) we have explicitly indicated the type of variables that each object depends on. In the bosonic sector these are the four-dimensional space-time coordinates $x^{\alpha\dot{\alpha}}_i$ (with $x^2_{i,i+1} = 0$) for the correlator and the bosonic momentum twistor variables $\lambda^\alpha_i$ and $\mu_{i\dot{\alpha}}$ for the amplitude. The relation between them is given by

$$\mu_{i\dot{\alpha}} = \lambda^\alpha_i (x_i)_{\alpha\dot{\alpha}}, \quad x^{\dot{\alpha}\alpha}_i = \frac{\mu_{i-1}^{\dot{\alpha}} \lambda^\alpha_i - \mu^\dot{\alpha}_i \lambda_{i-1}^\alpha}{(i - 1)}. \quad (2.29)$$

In the fermionic sector, the super-correlator depends on $\theta^+_\alpha = \theta^A_\alpha u^+_A$ (with $a, \alpha = 1, 2$) and the super-amplitude depends on the momentum supertwistors $\chi^A = \lambda^\alpha \theta^A_\alpha$ (with $A = 1, 2, 3, 4$). Each of them has four components, so the total number of odd variables on both sides of eq. (2.28) is $4n$. Further, both the correlator and the amplitude are invariant under $Q$ and $S$ supersymmetry, Eqs. (2.25) and (2.27), with a total of 16 odd generators. These symmetries can be used to gauge away 16 of the odd variables, so the two objects effectively
depend on $4(n-4)$ odd variables. This implies that the expansion of the super-correlator in powers of $\theta^+$ (see Section 4) is very similar to that of the super-amplitude (2.2):

$$G_n = \sum_{k=0}^{n-4} a^k G_{n;k}(x_i, \theta^+_i, u_i),$$  \hspace{1cm} (2.30)

where $G_{n;k}$ is a homogeneous polynomial of degree $4k$ in the odd variables $\theta^+$ and the sum terminates at $k = n-4$ due to $Q$ and $\bar{S}$ supersymmetry. Of course, to be able to compare super-correlators with super-amplitudes, we need the change of variables which relates $\theta^+_\alpha$ to $\chi^\lambda$ (see Section 5.1.3).

Further, we remark that the correlators in the left-hand side of (2.28) depend on the harmonics $u_i$, whereas the right-hand side is free from them. We recall that the harmonic dependence encodes the elaborate $SU(4)$ tensor structure of the correlators. If we restrict the duality relation (2.28) to the zeroth order in the Grassmann expansion, Eq. (2.16), then the leading asymptotic behavior of the correlators $G_{n;0}$ and $G^{(0)}_{n;0}$ in the light-cone limit $x_{i,i+1}^2 \to 0$ involves the same $SU(4)$ tensor structures, which cancel in their ratio. However, when we go away from this lowest Grassmann level, the emergence of $U(1)$ charged harmonic-projected analytic variables $\theta^+$ in the expansion of $G_n$ changes the balance of the $SU(4)$ structures in the numerator and in the denominator of (2.28), even in the light-cone limit. The charges of the odd variables in $G_n$ have to be compensated by some residual harmonic factors. On the other hand, in the right-hand side of (2.28) we can replace the chargeless momentum super-twistor variables $\chi$ by charged analytic $\theta^+$, and this change produces harmonic factors as well. Remarkably, these factors exactly match, which makes the relation (2.28) possible. We illustrate this important point by the explicit example in Section 5 and by a series of other examples in [20].

To get a better feel for the duality relation (2.28), let us first consider the simplest, tree-level version of it. The tree-level super-amplitude has the form

$$\mathcal{A}_n^{(0)} = \mathcal{A}_n^{\text{MHV tree}} \left( 1 + R_{n}\text{NMHV} + R_{n}\text{NNMHV} + \ldots + R_{n}\text{MHV} \right),$$  \hspace{1cm} (2.31)

or, equivalently, in terms of the function $\hat{\mathcal{A}}_{n;k}$ introduced in (2.2)

$$\hat{\mathcal{A}}_{n;k} = R_{n}\text{NMHV}. $$  \hspace{1cm} (2.32)

Each term in the sum in the right-hand side of (2.31) is a rational function of $x$, $\lambda$ and $\theta^A$ (or equivalently of $\lambda$, $\mu$, $\chi$), homogeneous in the odd variables of the corresponding Grassmann degree (for the explicit form of $R_{n}\text{NMHV}$ see Section 5.1.2). Then the conjectured duality (2.28) reads

$$\lim_{x_{i,i+1}^2 \to 0} \frac{G_{n;0}^{(0)}}{G_{n;0}^{(0)}} = \left( 1 + a R_{n}\text{NMHV} + a^2 R_{n}\text{NNMHV} + \ldots + a^{n-4} R_{n}\text{MHV} \right)^2$$

$$= 1 + 2a R_{n}\text{NMHV} + a^2 \left[ 2 R_{n}\text{NNMHV} + (R_{n}\text{MHV})^2 \right] + \ldots ,$$  \hspace{1cm} (2.33)
where $G_n^{(0)}$ is the lowest perturbative order (tree- or Born-level) expression for the super-correlator (2.26) and $R_n^{\text{NMHV}}$ denotes the tree-level expression for $\tilde{A}_{n;k}$ in (2.28). Comparing terms of equal Grassmann degree, we get

\[
\lim_{x_{i,i+1}^2 \to 0} \frac{G_n^{(0)}}{G_n^{(0);0}} = 2 R_n^{\text{NMHV}},
\]

\[
\lim_{x_{i,i+1}^2 \to 0} \frac{G_n^{(0);2}}{G_n^{(0);0}} = 2 R_n^{\text{NMHV}} + (R_n^{\text{NMHV}})^2,
\]

\[
\lim_{x_{i,i+1}^2 \to 0} \frac{G_n^{(0);n-4}}{G_n^{(0);0}} = \sum_{k=0}^{n-4} R_n^{k\text{MHV}} R_n^{(n-4)\text{MHV}}.
\]

Somewhat surprisingly, the coupling $a$ appears in (2.33) and not in (2.34)-(2.35). The reason for this is that the various nilpotent contributions to the tree-level correlator $G_n^{(0)}$ are of different orders in the coupling:

\[
G_n^{(0)} = \sum_{k=0}^{n-4} a^k G_n^{(0);k}.
\]

The explanation of this phenomenon requires looking a little bit deeper in the structure of the stress-tensor multiplet $T(x, \theta^+, \bar{\theta}^-, u)$. When restricted to its chiral sector, it has the following expansion (for details see Section 3.4):

\[
T(x, \theta^+, 0, u) = T_0 + \theta^+ T_1 + (\theta^+)^2 T_2 + (\theta^+)^3 T_3 + (\theta^+)^4 T_4,
\]

where $T_k = T_k(x, u)$ are composite gauge invariant operators carrying $U(1)$ charge $4 - k$. The bottom component is the scalar operator (2.12) (or rather its harmonic projection), $T_0 = \mathcal{O}$, while at the top we find the chiral form of the on-shell $\mathcal{N} = 4$ SYM Lagrangian, $T_4 = \frac{1}{3} \mathcal{L}$:

\[
T_0 = \text{tr}(\phi^{++} \phi^{++}),
\]

\[
T_4 = \frac{1}{3} \text{tr} \left\{ -\frac{1}{2} F_{\alpha\beta} F^{\alpha\beta} + \sqrt{2} g \psi^{A} \phi_{B} \phi^{A} - \frac{1}{8} g^2 [\phi^{AB}, \phi^{CD}] [\phi_{AB}, \phi_{CD}] \right\}.
\]

The explicit expressions for the remaining components are given below in (3.32). Substituting (2.37) into (2.26) and expanding the correlator in powers of $\theta_+^+$, we arrive at the expression for $G_n$ of the general form (2.30) with $G_{n;k}$ given by a sum of correlators of the form

\[
G_{n;k} = \sum_{k_1 + \ldots + k_n = 4k} (\theta_+^+)^{k_1} \ldots (\theta_+^+)^{k_n} \langle T_{k_1}(1) \ldots T_{k_n}(n) \rangle = a^k G_{n;k}^{(0)} + a^{k+1} G_{n;k}^{(1)} + \ldots,
\]
with $\mathcal{T}_k(i) \equiv \mathcal{T}_k(x_i, u_i)$. For instance, for $k = 1$ the terms in the right-hand side of (2.39) with, e.g., $k_1 = \ldots = k_{n-1} = 0$, $k_n = 1$, contain the correlator of the on-shell Lagrangian $\mathcal{L}$ with $(n-1)$ scalar operators $\mathcal{O}$. It is easy to see from (2.38) that such a correlator, computed with the standard Feynman rules following from the off-shell Lagrangian (A.9), even at the lowest perturbative level (tree- or Born level) necessarily involves interaction vertices, hence $G^{(0)}_{n;1} = O(a)$, etc.\(^{10}\) At the same time, all the tree-level amplitudes (MHV, NMHV, etc.) are of the same order in $a$, and their ratios $\hat{A}^{(0)}_{n,k}$ are independent of $a$. This is the reason why in (2.28) we rescaled every level in the Grassmann expansion of the super-amplitude by the appropriate power of the coupling. The careful comparison of the normalizations shows that the expansion parameter in (2.28) is precisely $a = g^2 N_c / 4\pi^2$, as stated in (2.3). The same phenomenon, but in the context of the supersymmetric Wilson loop, was observed in [19]. Since on both sides of the duality relation (2.28) we have homogeneous polynomials of degree $4k$ in the odd variables, the overall factor $a^{-k}$ can be absorbed into a rescaling of, say, the momentum supertwistors, $\chi \to a^{1/4}\chi$.

### 2.3.3 Iterative structure of the Lagrangian insertions

In order to test the conjectured duality relation (2.28) beyond tree level, we have to find an efficient way of computing the loop corrections to the correlator of stress-tensor multiplets (2.26). As mentioned earlier, the Lagrangian insertion is a very efficient procedure for generating loop corrections. In doing this, we observe an interesting iterative structure.

Since the Lagrangian itself is a member of the stress-tensor multiplet $\mathcal{T}$ (see (2.37)), each insertion is equivalent to adding a new operator $\int d^4x \mathcal{L}(x) = \frac{i}{4} \int d^4x d^4\theta^+ \mathcal{T}(x, \theta^+)$ inside the correlator $G_n$. In other terms, this amounts to creating a new point in $G_n$ and passing to $G_{n+1}$. To be more explicit, suppose that we start with, e.g., the component $G^{(0)}_{n;0}$ of Grassmann degree 0 of the $n-$point tree-level correlator, Eq. (2.13). The one-loop correction to $G^{(0)}_{n;0} = \langle \mathcal{O}(1) \ldots \mathcal{O}(n) \rangle$ is then given by a single Lagrangian insertion,

$$
G^{(1)}_{n;0} = -i \int d^4x_{n+1} \langle \mathcal{O}(1) \ldots \mathcal{O}(n) \mathcal{L}(n+1) \rangle^{(0)} = -\frac{i}{4} \int d^4x_{n+1} d^4\theta^+_{n+1} \langle \mathcal{O}(1) \ldots \mathcal{O}(n) \mathcal{T}(n+1) \rangle^{(0)}.
$$

(2.40)

Here the correlator in the right-hand side contains an additional operator and is evaluated at tree level. Despite the fact that the correlator in (2.40) involves an insertion of the chiral on-shell Lagrangian (3.37), this correlator itself is computed with the standard Feynman rules following from the full off-shell $\mathcal{N} = 4$ Lagrangian (A.9). The relation (2.40) can be

---

\(^{10}\)The correlators $\langle \mathcal{T}_{k_1}(1) \ldots \mathcal{T}_{k_n}(n) \rangle$ do not necessarily involve the Lagrangian. Nevertheless, for all such components of the super-correlator the minimal perturbative level is always $a^k$.  
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easily extended to take account of all components of the super-correlator $G_n$

$$G^{(1)}_n = -\frac{i}{4} \int d^4 x_{n+1} d^4 \theta^+_n \langle T(1) \ldots T(n) T(n+1) \rangle^{(0)}_{\theta^+_n=0}$$

$$= -\frac{i}{4} \int d^4 x_{n+1} d^4 \theta^+_n G^{(0)}_{n+1}.$$ (2.41)

Notice that both sides of this relation involve the same type of correlator but for different numbers of points and loop orders.

The substitution of (2.30) into (2.41) leads to an iterative structure of the loop corrections to the super-correlators $G_{n;k}$. Namely, the one-loop corrections $G^{(1)}_n$ are controlled by the tree-level correlator $G^{(0)}_{n+1;k+1}$ with one extra point and at the next Grassmann level $(\theta^+)^{4(k+1)}$. The superspace integration over this new point removes the extra power of the odd variables and yields the one-loop correction $G^{(1)}_{n;k}$. It is straightforward to extend the recursion to higher loops.

The correlator $G^{(1)}_{n;k}$ obtained as the integral of $G^{(0)}_{n+1;k+1}$ should be compared with the one-loop correction to the $n$–point $N^k$MHV amplitude. However, we have the option to leave the new superspace point $(x_{n+1}, \theta^+_{n+1})$ in $G^{(0)}_{n+1;k+1}$ unintegrated, keeping the extra power of $(\theta^+_{n+1})^4$ and inserting the extra point as a new cusp of the light-like super-polygon, together with the other $n$ points. In this case the newly created correlator $G^{(0)}_{n+1;k+1}$ is to be matched with the $(n+1)$–point $N^{k+1}$MHV tree-level amplitude.

Inversely, starting with a given tree-level correlator $G^{(0)}_{n;k}$, we can obtain a number of super-amplitudes, depending on what we do with the points of the correlator. If we put all of the points on a light-like super-polygon and we keep all powers of $\theta^+$, we obtain an object which matches the $n$–point $N^k$MHV tree-level amplitude (more precisely, the square of the sum of all amplitudes up to the level $k$). If we pull a superspace point away from the light-like super-polygon and integrate over it (both over $x$ and $\theta^+$), we get an object to be matched with the $(n-1)$–point $N^{k-1}$MHV one-loop amplitude. This process of integrating over points can be continued until we remove all odd variables, thus obtaining a correlator which matches the $(n-k)$–point MHV $k$–loop amplitude.

In Section 5 of this paper we prove this new duality in the case of the $n$–point correlator with one insertion and the $n$–point NMHV tree-level amplitude. In the twin paper [20] we work out a number of other examples. Starting with the simplest correlator $G_4$, in which we make one or two Lagrangian insertions, we reproduce a number of super-amplitudes, namely MHV$_4$ at one and two loops, NMHV$_5$ and NMHV$_6$ at tree level and one loop, and NNMHV$_6$ at tree level.

### 3 The $\mathcal{N} = 4$ stress-tensor multiplet in analytic superspace

In this section we review some basic facts about $\mathcal{N} = 4$ harmonic superspace, needed for the formulation of the $\mathcal{N} = 4$ stress-tensor multiplet $\mathcal{T}$ as a Grassmann analytic (or 1/2
BPS short) superfield. We start with a discussion of the chiral vector multiplet as the elementary building block for the chiral sector of the stress-tensor multiplet. We then introduce the $\mathcal{N} = 4$ harmonic variables and explain how they are used to describe the chiral vector and the stress-tensor multiplets as Grassmann analytic superfields. We point out the special role played by the chiral part of the $\mathcal{N} = 4$ SYM on-shell Lagrangian.

### 3.1 The $\mathcal{N} = 4$ chiral vector multiplet as a 1/2 BPS multiplet

The $\mathcal{N} = 4$ vector (or SYM) multiplet consists of a gauge field $A_\mu$, six pseudo-real scalars $\phi^{AB} = -\phi^{BA} = \frac{1}{2} \epsilon^{ABCD} \phi_{CD}$ and four fermions $\psi^A_\alpha$, $\bar{\psi}^\dot{A} \dot{\alpha}$, all in the adjoint representation of the gauge group $SU(N_c)$. Their supersymmetry transformations are given in Appendix A.3. It is well known that the $\mathcal{N} = 4$ vector multiplet is on shell, meaning that the supersymmetry algebra

$$
\{Q^\alpha_A, Q^{\dot{B}\dot{\alpha}}_B\} = 2 \delta^B_A \delta^{\dot{\alpha}}_\dot{\alpha} P^\mu
$$

$$
\{Q^\alpha_A, Q^\beta_B\} = 0
$$

$$
\{Q^{A\dot{\alpha}}, \bar{Q}_{B\dot{\beta}}\} = 0
$$

(closed only on the shell of the field equations). Unlike the cases $\mathcal{N} = 1$ and $\mathcal{N} = 2$, where finite sets of auxiliary fields can be added to the vector multiplet and the algebra can be closed off shell, it is not known how to do this for the $\mathcal{N} = 4$ theory. Working with on-shell symmetries in the context of a quantum theory is always delicate, one has to make sure that the relevant Ward identities are satisfied.

Fortunately, for the purpose of constructing the chiral sector of the $\mathcal{N} = 4$ stress-tensor multiplet we do not need the full vector multiplet, but only its chiral (or self-dual) half. It consists of the self-dual part $F^{\alpha\beta} = F^{\beta\alpha} = -\frac{1}{2} F_{\mu\nu} (\sigma^\mu \sigma^\nu)^{\alpha\beta}$ of the Yang-Mills curvature $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - ig [A_\mu, A_\nu]$, of the chiral gauginos $\psi^A_\alpha$ and of the scalars $\phi^{AB}$. Their chiral supersymmetry transformations are (see Appendix A.3):

$$
Q^\alpha_A \phi^{BC} = 2i \sqrt{2} \delta^B_A \psi^{[C]}_\alpha,
$$

$$
Q^\alpha_A \psi^B_\beta = \delta^B_A F^\alpha_\beta + i g \delta^\alpha_\beta [\phi^{BC}, \phi_{C\alpha}],
$$

$$
Q^\alpha_A F_{\beta\gamma} = 2 \sqrt{2} g \delta^\alpha_\beta [\phi^{AB}, \psi^B_\gamma],
$$

where $[BC]$ and $(\beta\gamma)$ denote weighted antisymmetrization and symmetrization, respectively.

The important difference between the full vector multiplet in (A.15) and its chiral truncated version (3.2) is that the latter is off shell, in the sense that the chiral part of the algebra (3.1), $\{Q^\alpha_A, Q^\beta_B\} = 0$, closes without the use of field equations. This is not true for the former, even if restricted to the chiral algebra only. We call the multiplet (3.2)

\[\text{11}\text{In addition, the closure of the algebra involves a compensating gauge transformation with a field-dependent parameter.}\]

\[\text{12}\text{Due to their pseudo-reality, the scalars belong to both the chiral and anti-chiral multiplets.}\]
“chiral”, since only fields with undotted (chiral) Lorentz spinors appear in it. Note that we do not mean setting the anti-self-dual part \( \tilde{F}_{\alpha\beta} \) of the curvature to zero, otherwise the gauge field would be on shell. In fact, none of the fields in (3.2) is supposed to satisfy its equation of motion.

The chiral vector multiplet is conveniently described by the \( \mathcal{N} = 4 \) superfield (or rather a “half-superfield”, since we are not considering the dependence on the anti-chiral \( \bar{\theta} \)-variables)\(^{13}\)

\[
W^{AB}(x, \theta) = -W^{BA} = \phi^{AB}(x) + 2i\sqrt{2}\theta^\alpha A_\alpha^{[A}[\psi^B]_\alpha(x) + i\sqrt{2}\theta^\alpha A^\beta \bar{\phi}^\alpha_{\beta}(x) + \ldots ,
\]  

(3.3)

where the ellipsis stands for non-Abelian terms proportional to the coupling constant. This superfield satisfies constraints which restrict its content to the physical fields shown in (3.3). For instance, the term linear in \( \theta \) contains only a fermion in the fundamental representation of \( SU(4) \), but not the most general possibility \( \theta \bar{\psi}^C \psi^B \). The absence of this and other components is encoded in the superspace constraint

\[
D^c_\alpha W^{AB} = -\frac{2}{3} \delta^c_B D^a_\alpha W^{[A]D} ,
\]

(3.4)

where \( D^c_\alpha = \partial/\partial \theta^c_\alpha \) is the chiral spinor derivative.\(^{14}\) Thus, we can say that the superfield constraint (3.4) defines the \( \mathcal{N} = 4 \) chiral vector multiplet.\(^{15}\)

The constraint (3.4) admits the very important interpretation of a Grassmann analyticity condition. To see this we need to (temporarily, this will be repaired in Section 3.2) break \( SU(4) \) down to its subgroup \( SU(2) \times SU(2)' \times U(1) \). In doing so, each index of the (anti)fundamental representation splits into \( A = (\pm a, -a') \), where \( \pm \) indicates the \( U(1) \) charge and \( a, a' = 1, 2 \) are \( SU(2) \times SU(2)' \) indices. Then we take the following particular projection of the \( SU(4) \) indices in (3.4):

\[
D^c_\alpha W^{a+a'=b} = \epsilon^{ab} D^c_\alpha W^{++} = 0 ,
\]

(3.5)

where \( W^{a+a'} = -W^{b+a'} = \epsilon^{ab} W^{++} \). The meaning of this constraint is that the projection \( W^{++} \), corresponding to the highest weight in the six-plet \( W^{AB} \), is annihilated by half of the chiral spinor derivative,

\[
D^c_\alpha W^{++} = \frac{\partial}{\partial \theta^c_\alpha} W^{++} = 0 \Rightarrow W^{++} = W^{++}(x, \theta_\alpha^a) .
\]

(3.6)

Such a superfield is called Grassmann analytic [55] (or analytic for short), because it depends on half of the Grassmann variables.\(^{16}\) Alternatively, the multiplets of this type

\(^{13}\)This superfield has the geometric meaning of the super-curvature in the anticommutator of two spinor covariant derivatives of the same chirality.

\(^{14}\)More precisely, \( D^c_\alpha = \partial/\partial \theta^c_\alpha + i\bar{\theta}^\alpha \partial/\partial x_{\alpha} \), but here we set \( \bar{\theta} = 0 \).

\(^{15}\)The complete \( \mathcal{N} = 4 \) SYM super-curvature \( W^{AB}(x, \theta, \bar{\theta}) \) depends on both the chiral \( \theta \) and anti-chiral \( \bar{\theta} \) odd variables and contains the full vector multiplet. In addition to (3.4), it satisfies the constraint \( D^c_\alpha (C W^{A}) = 0 \). The combination of the chiral and anti-chiral constraints imply the field equations for all component fields [57]. This is another way to see that the full \( \mathcal{N} = 4 \) vector multiplet is on shell.

\(^{16}\)The complete projected super-curvature \( W^{++}(x, \theta, \bar{\theta}) \) satisfies two Grassmann analyticity constraints, \( D^c_\alpha W^{++} = D^c_\alpha \bar{W}^{++} = 0 \), implying that it depends on half of the chiral and of the anti-chiral odd variables, \( W^{++} = W^{++}(x, \theta^a, \bar{\theta}^{a'}) \).
are known under the name of “1/2 BPS short” multiplets, in the sense that they are annihilated by half of the supercharges (see, e.g., [58]).

Of course, presented like this, Grassmann analyticity seems to be a property of only one projection (the highest weight) $W^{++}$ of the six-plet $W^{AB}$, the others do not have it. Also, the price for exhibiting this property of $W^{++}$ was breaking $SU(4)$. These two problems can be solved at once by introducing auxiliary commuting variables, the so-called $SU(4)$ harmonic variables $u$. This step extends the $\mathcal{N} = 4$ superspace $(x, \theta)$ to a harmonic superspace $(x, \theta, u)$, in which the property of Grassmann analyticity of the vector multiplet becomes manifest, and $SU(4)$ is maintained intact. We review the basics of harmonic superspace in the next subsection.

### 3.2 $\mathcal{N} = 4$ harmonic variables

The harmonic variables are introduced in order to covariantly decompose any object in the fundamental representation of $SU(4)$ like $\theta^A$, etc., into two halves with quantum numbers of a subgroup. This can be done in two equivalent ways.

In the first case, in the so-called “harmonic superspace” approach to extended supersymmetry (see [54] for the $\mathcal{N} = 2$, [56] for the $\mathcal{N} = 3$ and [59] for the $\mathcal{N} = 4$ versions), we introduce a harmonic matrix belonging to $SU(4)$,

$$ (u^+_A, u^-_{A'}) \in SU(4). \quad (3.7) $$

The first index $A = 1, 2, 3, 4$ of this matrix transforms under the anti-fundamental representation of $SU(4)$. The second index splits into two halves according to the subgroup $SU(2) \times SU(2)' \times U(1) \subset SU(4)$, with indices $a, a' = 1, 2$ in the fundamental representations of $SU(2)$ and $SU(2)'$, and a $U(1)$ charge $\pm 1$, respectively. With the help of this matrix we project the chiral odd coordinate of $\mathcal{N} = 4$ superspace $\theta_\alpha^A$ as follows:

$$ \theta_\alpha^A \implies \theta_\alpha^{+a} = \theta_\alpha^A u^+_A, \quad \theta_\alpha^{-a'} = \theta_\alpha^A u^{-a'}. \quad (3.8) $$

The first projection in (3.8) transforms as a doublet of $SU(2)$ and a singlet of $SU(2)'$, and vice versa for the second. Notice that each projection carries a $U(1)$ charge which is identified with the so-called R charge of $\mathcal{N} = 2$ supersymmetry upon the reduction $\mathcal{N} = 4 \rightarrow \mathcal{N} = 2$.

The $\mathcal{N} = 4$ harmonic variables defined in this way parametrize the coset

$$ \text{Gr}(4, 2) = \frac{SU(4)}{SU(2) \times SU(2)' \times U(1)}, \quad (3.9) $$

which coincides with the Grassmannian manifold $\text{Gr}(4, 2)$, that is the space of all two-dimensional linear subspaces of $\mathbb{C}^4$ [60]. It has $15 - 3 - 3 - 1 = 8$ real or 4 complex

\footnote{Another, rather misleading name for such operators is “chiral primaries”, or CPO. Its origin can be traced back to their realization in terms of $\mathcal{N} = 1$ chiral matter superfields. As we recalled here, the relevant notion in extended supersymmetry is not chirality, but Grassmann analyticity.}
dimensions. It is important to realize that the action of the coset denominator on the harmonics is local, i.e. it depends on the point in harmonic space. At the same time, the coset numerator acts globally. By gauge fixing all the local transformations one obtains a coordinate description of the coset, but this implies breaking the global $SU(4)$ symmetry down to global $SU(2) \times SU(2)' \times U(1)$. By maintaining the harmonic variables in the matrix form (3.7) we are able to do the projections (3.8) without breaking $SU(4)$.

The unitarity conditions for the harmonic $SU(4)$ matrix $u$ and its conjugate $\bar{u}$ are

$$u^\dagger u = \mathbb{I} : \quad \bar{u}^a_A u^b_B = \delta^b_a, \quad \bar{u}^a_{-a'} u^{b'}_{A'} = \delta^{b'}_{a'}, \quad \bar{u}^a_{-a'} u^b_A = \bar{u}^A_{+a} u^{-b'}_{A'} = 0, \quad (3.10)$$

leading to the completeness relation

$$u^a_A \bar{u}^B_B + u^{-a'}_{-a'} \bar{u}^{B'}_{A'} = \delta^B_A. \quad (3.11)$$

It allows us to reconstruct $\theta^A$ from its harmonic projections:

$$\theta^A = \theta^+ a u^A_{+a} + \theta^{-a'} a' \bar{u}^A_{-a'}. \quad (3.12)$$

A corollary of unitarity (3.10) is the unit determinant condition

$$\frac{1}{4} \epsilon^{ABCD} u^a_A \epsilon_{ab} u^b_B u^c_C \epsilon_{c'd'} u^{-d'}_{D} = 1, \quad (3.13)$$

or equivalently,

$$\frac{1}{2} \epsilon^{ABCD} u^a_A \epsilon_{ab} u^b_B = -\bar{u}^C_{-c} \epsilon_{c'd'} \bar{u}^{-d'}_{-d'}. \quad (3.14)$$

In the second approach, the so-called “analytic superspace” (for a review see [61, 62]), one complexifies the $R$ symmetry group, $SU(4) \to GL(4, \mathbb{C})$. Here the two projections of $\theta^A$ look asymmetric:

$$\theta^A_{\alpha} \rightarrow \rho^a_{\alpha} = \theta^a_{\alpha} + \theta^{a'}_{\alpha} y^{a'}_{\alpha}, \quad \vartheta^a_{\alpha} \equiv \theta^a_{\alpha}, \quad (3.15)$$

where $y^{a'}_{\alpha}$ is a complex valued $2 \times 2$ matrix. The decomposition (3.15) corresponds to the alternative description of the Grassmannian $Gr(4, 2)$ [60]:

$$Gr(4, 2) = \frac{GL(4, \mathbb{C})}{\mathcal{P}}. \quad (3.16)$$

where $\mathcal{P}$ is the parabolic subgroup of upper triangular matrices with $2 \times 2$ blocks. In Eq. (3.15), $\rho^a$ and $\vartheta^{a'}$ (with $a, a' = 1, 2$) transform under the subgroup $GL(2) \times GL(2)' \subset \mathcal{P}$ of the coset denominator. As usual with coset parametrizations, 4 of the (complex, i.e. not Hermitian) generators of $GL(4)$ act transitively on the coordinates (shifts of $y^{a'}_{\alpha}$), another 8 act homogeneously ($GL(2) \times GL(2)$ rotations of $y^{a}_{\alpha}$), the rest are realized non-linearly. The latter can be obtained by combining a shift of $y$ with the discrete operation of inversion, $y^{a}_{\alpha} \rightarrow y^{a}_{\alpha}/y^2$ (with $y^2 = -\frac{1}{2} y^{a}_{\alpha} y^{a'}_{\alpha} \epsilon_{a'b'} \epsilon_{ab}$), in close analogy with the action of the conformal group on the Minkowski space coordinates $x_{\alpha a}$.}


The big advantage of this second, analytic approach comes when considering more generic operators than the half BPS operators discussed here. One can describe all operators of the theory as unconstrained superfields, and their correlation functions can be described in this formalism in a manifestly superconformal manner by allowing supergroup indices [62–65].

The two equivalent descriptions of the manifold Gr(4,2) show two of its features [60]. The harmonic description (3.9) makes its compactness manifest, the analytic description (3.16) shows that it is holomorphic. In practice, to establish the relation between the two pictures, we replace the unitary matrix $u$, Eq. (3.7), and its hermitian conjugate $\bar{u}$ by a lower triangular $GL(4)$ matrix and its inverse, respectively,

$$(u_B^{+a}, u_B^{-a'}) \Rightarrow \begin{pmatrix} \delta_b^a & 0 \\ y_{b'}^a & \delta_{b'}^{a'} \end{pmatrix}, \quad (\bar{u}_B^+, \bar{u}_B^-) \Rightarrow \begin{pmatrix} \delta_a^b & 0 \\ -y_{a'}^b & \delta_{a'}^{b'} \end{pmatrix},$$ (3.17)

where $B = (+b, -b')$.

Using the decomposition (3.12) we can express the correlators $G_n(x_i, \theta A_i)$ as functions of the projected odd variables, $\theta_i^+a$ and $\theta_i^-a'$, and of the harmonics $(u_i)^{+a}_{A}$ and $(u_i)^{-a'}_{A}$ (with the subscript $i = 1, \ldots, n$ indicating the point in harmonic superspace). We recall that $G_n$ is covariant under the action of $SU(4)$. The effect of the harmonic projection is that it becomes invariant under $SU(4)$, but instead transforms covariantly under the subgroup $SU(2) \times SU(2)' \times U(1)$. Thus, the correlator should depend, in addition to $x$ and $\theta$, on $SU(4)$ invariants built from the harmonics.

The simplest harmonic invariant can be constructed by taking four different harmonics $u^+_A$ belonging to the anti-fundamental representation of $SU(4)$ and contracting their $SU(4)$ indices with the totally antisymmetric tensor $\epsilon^{ABCD}$. For example, with two sets of harmonics at two different points, $(u_1)^{+a}_{A}$ and $(u_2)^{-a'}_{A}$, we can construct the $SU(4)$ invariant

$$(12) = \frac{1}{4} \epsilon^{ABCD} 1^{+a}_A \epsilon_{ab} 1^b_B 2^{+c}_C \epsilon_{cd} 2^{+d}_D,$$ (3.18)

where we used the short-hand notation $k^{+a}_A \equiv (u_k)^{+a}_A$. This quantity is invariant not only under $SU(4)$, but also under $SU(2) \times SU(2)'$ from the coset denominator. However, it carries $U(1)$ charge +2 at each point (we recall that the coset denominator acts locally).

With the help of (3.14) we can convert, e.g., the harmonics at point 1 into conjugate harmonics:

$$(12) = \frac{1}{4} \epsilon^{ABCD} 1^{+a}_A \epsilon_{ab} 1^b_B 2^{+c}_C \epsilon_{cd} 2^{+d}_D$$

$$= -\frac{1}{2} (\bar{1}^C a' \epsilon^{a'b'} \bar{1}^D b' 2^{+c}_C \epsilon_{cd} 2^{+d}_D) = -\frac{1}{2} \epsilon^{a'b'}(\bar{1}2)^c (\bar{1}2)^d \epsilon_{cd} = \det \|\bar{1}2\|,$$ (3.19)

where $(\bar{1}2)$ is the $2 \times 2$ matrix

$$(\bar{1}2)^c = \bar{1}^C a' \epsilon^{a'b'} \bar{1}^D b' 2^c = (\bar{u}_1)^A (u_2)^{+b}_A.$$ (3.20)
with one $SU(2)'$ and one $SU(2)$ index. In the holomorphic parametrization (3.16), following
the substitution rules (3.17), the matrix (3.20) is replaced by
\[
(\bar{1}2)_{a^{'}}^{b} = (y_1 - y_2)_{a^{'}}^{b} \equiv (y_{12})_{a^{'}}^{b},
\]
\[
(12) = \det \|y_{12}\| = -\frac{1}{2} \epsilon^{a'b'}(y_{12})_{a^{'}}^{c} (y_{12})_{b^{'}}^{d} \epsilon_{cd} = y_{12}^2. \tag{3.21}
\]
In the last relation, the local $U(1)$ charge in the left-hand side is translated into the $GL(4)$ weight under inversion, $y_{12}^2 \rightarrow y_1^{-2} y_2^{-2} y_{12}^2$, in the right-hand side.

### 3.3 The $\mathcal{N} = 4$ chiral vector multiplet as an analytic superfield

The main purpose of introducing the $SU(4)$ harmonic variables is to be able to turn
the defining constraint (3.4) of the chiral vector multiplet into a Grassmann analyticity
condition, without breaking $SU(4)$. Instead of simply splitting each index in (3.4) up into
halves, as we did in (3.5), we will project the constraint (3.4) with harmonics:
\[
\bar{u}^{C}_{-a'} D_{C}^\alpha W^{AB} u^{a}_{A} u^{b}_{B} = 0. \tag{3.22}
\]
For the moment, we restrict ourselves to the Abelian case ($g = 0$), otherwise the spinor
derivative would need a gauge connection. The meaning of this constraint is that the
projected superfield
\[
W^{+a+b} = \epsilon^{ab} W^{++}(x, \theta^A, u) = W^{AB} u^{+a}_{A} u^{+b}_{B} \tag{3.23}
\]
is annihilated by the projected chiral spinor derivative $D^{\alpha}_{-a'} = \bar{u}^{A}_{-a'} D_{A} = \bar{u}^{A}_{-a'} \partial/\partial \theta^A = \partial/\partial \theta^{-a'}; \tag{18}$
\[
D^{\alpha}_{-a'} W^{++} = \frac{\partial}{\partial \theta^{-a'}} W^{++} = 0 \Rightarrow W^{++} = W^{++}(x, \theta^{+a}, u). \tag{3.24}
\]
The important difference of this result, compared to the analogous statement in (3.6), is the
presence of the harmonics in $W^{++}(x, \theta^{+a}, u)$. This is what makes the Grassmann analytic
superfield manifestly $SU(4)$ covariant: It is inert under $SU(2) \times SU(2)'$, but it carries $U(1)$
charge (+2). Moreover, this harmonic superfield now encodes the entire solution of the
constraint (3.4), not just a particular projection of it.

The analytic superfield depends on half of the odd variables, hence its component
expansion is shorter than that of a standard superfield:\textsuperscript{19}
\[
W^{++}(x, \theta^{+a}, u) = \phi^{++} + i \sqrt{2} \theta^{+a}\epsilon_{ab} \epsilon^{a\beta} \psi_{\beta}^{+b} - i \frac{\sqrt{2}}{2} \theta^{+a}\epsilon_{ab} \epsilon^{b\beta} F_{a\beta} + \ldots, \tag{3.25}
\]
\textsuperscript{18}We recall that the spinor derivative contains also a term $\bar{\theta}\partial/\partial x$, but here we set all $\bar{\theta} = 0$.
\textsuperscript{19}This explains the term “short multiplet” for denoting the special representations of $PSU(2,2|4)$.
where the ellipsis denotes terms proportional to the coupling constant and the notation was introduced for the $SU(4)$ non-singlet component fields projected with harmonics:

$$\phi^{++}(x, u) = -\frac{1}{2} u^+_A \epsilon_{ab} u^+_B \phi^{AB}(x), \quad \psi^{a+}_\alpha(x, u) = u^+_A \psi^A_\alpha(x). \quad (3.26)$$

Using the linearized (or free, with $g = 0$) version of the transformations (3.2), it is easy to check that the superfield (3.25) is closed under the chiral supersymmetry transformations

$$Q^\alpha_A W^{++}(x, \theta^+, u) = 0. \quad (3.27)$$

Notice that the expansion of a generic Grassmann analytic superfield satisfying this relation goes up to the maximal power $(\theta^+)^4$, while the expansion of $W^{++}$ in (3.25) stops at $(\theta^+)^2$, or as one says, $W^{++}$ is an “ultra-short” superfield. This is due to the low value $(+2)$ of the harmonic charge of the superfield (3.25). For $W^{++}$ to have components with $(\theta^+)^3$ or $(\theta^+)^4$, one would need to balance their charge with negative-charged harmonics $u^-$. This however is forbidden by another constraint, the so-called harmonic analyticity. It states that the superfield (3.25) should be made of highest-weight states of $SU(4)$ irreps (see [66] for more detail).

The field content of the expansion (3.25) is precisely that of the chiral vector multiplet from (3.2). If we wish to describe the full vector multiplet, we need to restore the $\bar{\theta}$ dependence of $W^{++}$. It can be shown that the full superfield $W^{++}(x, \theta^+, \bar{\theta}^-, u)$, depending on the projection $\bar{\theta}^\alpha_{-\alpha'} = \bar{\theta}^\alpha_A \bar{u}^A_{-\alpha'}$, is Grassmann analytic in the anti-chiral sector as well. For this superfield, analyticity (Grassmann and harmonic) implies that the fields satisfy their equations of motion. This is another way to say that the supersymmetry transformations of the full vector multiplet close only on shell.

### 3.4 The $\mathcal{N} = 4$ stress-tensor multiplet as an analytic superfield

The superfield $W^{++}$ is really ultra-short only in the free theory (for vanishing coupling constant). The reason for this is that in the interacting (non-Abelian) theory the spinor derivative in the analyticity constraint (3.24) becomes gauge covariant, involving a spinor super-connection, $D^\alpha_{-\alpha'} = D^\alpha_{-\alpha'} - ig\Gamma^\alpha_{-\alpha'}(x, \theta, u)$. Consequently, the superfield $W^{++}$ is not manifestly Grassmann analytic anymore and its expansion (3.25) involves $\theta^-$ terms. However, all such terms take the form of a non-Abelian gauge transformation of $W^{++}$ with a field-dependent parameter. In this sense $W^{++}$ is covariantly analytic. This shows that the gauge invariant composite operators made of $W^{++}$ are manifestly analytic objects, even in the interacting theory. The simplest example is the bilinear operator

$$T(x, \theta^+, \bar{\theta}^-, u) = \text{tr}(W^{++}W^{++}), \quad W^{++} = -\frac{1}{2} W^{AB}(x, \theta, \bar{\theta}) u^+_A \epsilon_{ab} u^+_B \cdot (3.28)$$

It is inert under $SU(2) \times SU(2)'$ from the harmonic coset denominator (3.9), but it carries $U(1)$ charge $(+4)$. This allows us to immediately determine the $SU(4)$ representation of its lowest component, once the harmonics are stripped off. For instance, recall that $W^{++}$ =
allows us to work out the expansion of $T$ last relation in (3.30) we took into account that algebra

Here ($\theta$ in (3.30) we have used the fact that $\{Q^a, Q_b\}$ with lowest component in the $[0k0]$ of SU(4) [67]. They are Grassmann analytic (hence the name “1/2 BPS”) and, most importantly, they do not undergo renormalization in the quantum field theory. Such operators are called “protected”. They have well defined properties under the $N = 4$ superconformal group $PSU(2,2|4)$, in particular, they have fixed conformal weight $k$.

For $k = 2$, the operator (3.28) occupies a very special place because it contains the stress-tensor $T_{\mu\nu}$ (as well as all other conserved currents) of the $N = 4$ SYM theory [68]:

\[
T(x, \theta^+, \theta_-, u) = tr(\phi^{++}\phi^{++}) + \ldots + (\theta^+ a^\mu \sigma^\mu \theta_{-a^\prime})(\theta^+ a^\nu \tilde{\theta}_{-a^\prime}) T_{\mu\nu}(x) + \ldots \tag{3.29}
\]

For this reason it is called the “stress-tensor” or the “supercurrent” multiplet [22]. In this paper we are interested only in the purely chiral sector of its component expansion, $T(x, \theta^+, 0, u)$. It can be worked out by successively applying the non-linear chiral supersymmetry transformations (3.2) to the lowest component in (3.29):

\[
T(x, \theta^+, 0, u) = e^{(\theta^+ Q_+)} T(x, 0, 0, u) = e^{(\theta+ Q_+)+(\theta- Q_-)} tr(\phi^{++}\phi^{++})
\]

\[
= e^{(\theta+ Q_+)} e^{(\theta- Q_-)} tr(\phi^{++}\phi^{++}) = e^{(\theta+ Q_+)} tr(\phi^{++}\phi^{++}). \tag{3.30}
\]

Here $(\theta^+ Q_+) \equiv \theta^+_a Q^a_{+a}$, $(\theta^- Q_-) \equiv \theta^-_{-a} Q^a_{-a}$ and $Q^a_{+a} = \bar{u}^A_{+a} Q^a_A$, $Q^a_{-a} = \bar{u}^A_{-a} Q^a_A$ are the two harmonic projections of the chiral supersymmetry generator. In the third relation in (3.30) we have used the fact that $[(\theta^+ Q_+), (\theta^- Q_-)] = 0$, as follows from the rule $Q^a_A \theta^B_\beta = \delta^B_\alpha \theta^A_\alpha$, from the harmonic defining conditions (3.10) and from the supersymmetry algebra $\{Q^3_A, Q^3_B\} = 0$. It is important that the transformations (3.2) close off shell, which allows us to work out the expansion of $T$ without using the field equations. Finally, in the last relation in (3.30) we took into account that

\[
Q^{a}_{-a^\prime} \phi^{++} = -\frac{1}{2} u^A_{-a^\prime} (Q^3_A \phi^{BC}) u^b_B \epsilon_{bc} u^r_C = 0, \tag{3.31}
\]

as follows from (3.2). This last step clearly explains why the superfield $T$ is indeed Grassmann analytic, i.e. it depends on $\theta^+$ only.

The resulting $\theta^+$ expansion of $T$ has the form

\[
T(x, \theta^+, 0, u) = tr(\phi^{++}\phi^{++}) + 2\sqrt{2} i \theta^a_\alpha tr(\psi^+ a^\alpha \phi^{++})
\]

\[
+ \theta^a_\alpha \epsilon_{ab} \theta^b_{-\beta} tr\left(\psi^{+a^\alpha \psi^{+b^\beta}} - i\sqrt{2} F^{a^\alpha b^\beta} \phi^{++}\right)
\]

\[
- \theta^a_\alpha \epsilon^\beta \theta^a_{\beta} tr\left(\psi^{+\gamma \psi^{+\gamma}} - g \sqrt{2} [\phi^{+a}, \bar{\phi}_{+b}] [\phi^{++}]\right)
\]

\[
- \frac{4}{3} (\theta^+)^3 \alpha tr\left(F^{a^\alpha \psi^{+a^\beta}} + i g [\phi^{+a} B^a, \phi^{+a} C^a] \psi^{C a}\right) + \frac{1}{3} (\theta^+)^4 L(x), \tag{3.32}
\]
where $\mathcal{L}(x)$ is the chiral form of the $\mathcal{N} = 4$ SYM Lagrangian given in (3.37) below and the notation was introduced for

$$(\theta^+)^3_a = \theta^+_a \theta^+_b \theta^+_c,$$

$$(\theta^+)^4 = \theta^+_a \theta^+_b \theta^+_c \theta^+_e,$$ (3.33)

and, e.g., $\psi^+_{a=\alpha} = 2 \epsilon_{ab} u_A^+ \psi^A$, $\phi^+_a = 2 \epsilon_{ab} u_A^+ \phi^{AB}$. It is easy to see that $(\theta^+)^4$ involves the product of four $\theta$’s and, therefore, it is proportional to the Grassmann delta function

$$(\theta^+)^4 = 12 \prod_{a,\alpha=1,2} \theta^+_a = 12 \delta^{(4)}(\theta^+) = 1,$$ (3.34)

leading to

$$\mathcal{L}(x) = \frac{1}{4} \int d^4 \theta^+ \mathcal{T}(x, \theta^+).$$ (3.35)

By construction, each component in the expansion (3.32) is annihilated by $Q^-_{\alpha} - \gamma^\alpha$, while $Q^+_{\alpha} \psi^A$ transforms a given component into the one at the next expansion level. Consequently, the top component $\mathcal{L}$ is invariant under both projections, so

$$Q^+_{\alpha} \mathcal{L}(x) = 0.$$ (3.36)

It carries no $U(1)$ charge, i.e. it is an $SU(4)$ singlet and therefore it is independent of the harmonics. In fact, this is the chiral form of the $\mathcal{N} = 4$ SYM on-shell Lagrangian

$$\mathcal{L} = \text{tr} \left\{ -\frac{1}{2} F_{\alpha\beta} F^{\alpha\beta} + \sqrt{2} g \psi^{\alpha A}[\phi_{AB}, \psi^{B}_\alpha] - \frac{1}{8} g^2 [\phi^{AB}, \phi^{CD}] [\phi_{AB}, \phi_{CD}] \right\}. $$ (3.37)

Notice the absence of kinetic terms for the fermions and the scalars, they have been replaced by interaction terms via the field equations. However, we insist once more on the fact that the fields in the off-shell multiplet (3.32) and hence in the chiral Lagrangian (3.37) are not supposed to satisfy their equations of motion. The Lagrangian (3.37) is not a proper scalar, for example, the chiral gluon term $F_{\alpha\beta} F^{\alpha\beta}$ contains a pseudo-scalar total derivative (topological) term. The parity conjugate anti-chiral Lagrangian $\bar{\mathcal{L}}$ is the top component in the anti-chiral sector of the stress-tensor multiplet $\mathcal{T}(x, 0, \bar{\theta}^-, u)$.

According to (3.36), the Lagrangian $\mathcal{L}(x)$ is invariant under the chiral half of Poincaré supersymmetry.\textsuperscript{20} It can also be shown that it transforms through a total space-time derivative under the action of anti-chiral $\bar{Q}$ supersymmetry.\textsuperscript{21} Consequently, one can write

$\textsuperscript{20}$The fact that the $\mathcal{N} = 4$ SYM on-shell Lagrangian is a member of the stress-tensor multiplet has been known for a long time [23]. In [19] the Lagrangian (3.37) was called “chiral” because of its property to be annihilated by the chiral half of the supersymmetry generators. In reality, as we have explained, the Lagrangian (3.37) belongs to the chiral sector of a Grassmann analytic on-shell multiplet. This is an exceptional property of the $\mathcal{N} = 4$ SYM Lagrangian; the $\mathcal{N} = 1$ and the $\mathcal{N} = 2$ SYM Lagrangians belong to genuine chiral off-shell multiplets.

$\textsuperscript{21}$Consider, for example, the free theory case ($g = 0$). There $\bar{Q}^+A F_{\alpha\beta} = -2i\partial^{(\alpha} \bar{\psi}^{A)}$, so the variation of $\mathcal{L} = -\frac{1}{2} \text{tr}(F_{\alpha\beta} F^{\alpha\beta})$ is, $\bar{Q}^+A \mathcal{L} = 2i\partial^{(\alpha} \text{tr}(F_{\alpha\beta} \psi^{A)}), up to the field equation for $F_{\alpha\beta}$.\textsuperscript{20}
down the on-shell superspace $\mathcal{N} = 4$ SYM action as the analytic superspace integral of the stress-tensor superfield [23]:

$$S_{\text{on-shell}} = \int d^4x \mathcal{L}(x) = \frac{1}{4} \int d^4x d^4\theta^+ \mathcal{T}(x, \theta^+, \bar{\theta}^-, u)$$

$$= \int d^4x \bar{\mathcal{L}}(x) = \frac{1}{4} \int d^4x d^4\bar{\theta}^- \mathcal{T}(x, \theta^+, \bar{\theta}^-, u). \quad (3.38)$$

Here we do not have to set $\bar{\theta}^- = 0$ (in the first line) or $\theta^+ = 0$ (in the second line) by hand, the Grassmann integration does it automatically. Notice that the $U(1)$ charge of the superspace measure balances that of the integrand, as expected from the $SU(4)$ singlet action. The odd part of the superspace measure $d^4\theta^+$ (or $d^4\bar{\theta}^-$) involves only one quarter of the full $\mathcal{N} = 4$ superspace measure $d^8\theta d^8\bar{\theta}$. Usually, integration over less than half of a superspace does not produce supersymmetric invariants, but in this case it does, due to the very specific constraints satisfied by the integrand. This is an exceptional supersymmetric invariant, an example of a so-called “superaction” [69].

The equivalence of the two forms, chiral and anti-chiral, of the on-shell action (3.38) can be shown by repeating the procedure from Appendix A.2 (see (A.13)), but this time subtracting the total derivative term (A.12), $\bar{\mathcal{L}} = [\mathcal{L}_{\mathcal{N} = 4} - \Delta \mathcal{L}]_{\text{on-shell}}$. This has the effect of eliminating the chiral terms from the Lagrangian. Clearly, the total derivatives drop out under the space-time integral in (3.38) (in a topologically trivial background).

The existence of two equivalent forms of the $\mathcal{N} = 4$ on-shell action, related to each other by PCT conjugation, has an important consequence for the duality correlators/amplitudes. The imaginary part of $\mathcal{L}$ is a pseudo-scalar, which is a total space-time derivative (see (A.14)). In what follows we will use $\mathcal{L}$ to make Lagrangian insertions into the correlators, and we will match this to the integrand of the loop corrections to the scattering amplitudes. These integrands do indeed have a parity-odd part which is a total derivative [33].

4 Correlators of the $\mathcal{N} = 4$ stress-tensor multiplet

In the previous section we defined the stress-tensor multiplet $\mathcal{T}(x, \theta^+, \bar{\theta}^-, u)$. We now turn to the correlation functions of such operators, restricted to their chiral sector, Eq. (2.26). We recall that, according to the conjectured duality relation (2.28), the light-cone limit $x_{i,i+1}^2 \to 0$ of these super-correlators should match the scattering super-amplitudes in $\mathcal{N} = 4$ SYM.

4.1 Bosonic correlators at tree level and beyond

To begin with, let us consider the correlator (2.26) at “tree level” (or Born level), i.e. at the lowest order in the coupling constant. The expansion of the correlator $G_n$ in powers of $\theta^+$ has the form (2.30) and, as explained in Section 2.3.2, the perturbative expansions of the

\footnote{We are grateful to Paul Howe for a discussion on this point.}
various components \( G_{n,k} \) start at different orders in the coupling. For the purely bosonic component \( G_{n,0} \) (with all \( \theta \) = 0) this order is \( a^0 \), i.e. the tree-level bosonic correlator is computed in the free theory (with \( a = 0 \)). In this case, the correlator (2.26) becomes

\[
G_{n,0}^{(0)} = \langle \text{tr} (W^{++}(1)W^{++}(1)) \ldots \text{tr} (W^{++}(n)W^{++}(n)) \rangle^{(0)},
\]

and it reduces to a product of \( n \) free scalar propagators with harmonic projections. Indeed, examining the expression for the chiral vector multiplet superfield \( W^{++} \), Eq. (3.25), we observe that the only field in the multiplet which has a non-zero propagator is the scalar \( \phi^{++} \). Therefore, the free propagator of the superfield \( W^{++} \) is given by

\[
\langle W^{++}(1)W^{++}(2) \rangle^{(0)} = \langle \phi^{++}(1)\phi^{++}(2) \rangle^{(0)}
\]

\[
= \frac{1}{4} \left( 1^{+a}_A \epsilon_{ab} 1^{+b}_B \right) \left( 2^{c+}_C \epsilon_{cd} 2^{d+}_D \right) \langle \phi^{AB}(x_1)\phi^{CD}(x_2) \rangle^{(0)}
\]

\[
= \frac{1}{4} \left( 1^{+a}_A \epsilon_{ab} 1^{b+}_B \right) \langle \phi^{AB}(x_1)\phi^{CD}(x_2) \rangle^{(0)}
\]

where in the last relation we used (3.19) and (3.21). The absence of odd variables in (4.2) is in agreement with the fact that the complete propagator \( \langle W^{++}(1)W^{++}(2) \rangle^{(0)} \) only depends on the product \( \theta \bar{\theta} \), which vanishes if we set \( \theta = 0 \).

With the help of (4.2) we compute the tree-level correlator (4.1) for \( n = 2, 3 \) as

\[
G_2 = \langle \mathcal{T}(1)\mathcal{T}(2) \rangle_{\theta_i=0} = \frac{N_c - 1}{2(4\pi)^2} \left( \frac{12}{x_{12}^2} \right)^2,
\]

\[
G_3 = \langle \mathcal{T}(1)\mathcal{T}(2)\mathcal{T}(3) \rangle_{\theta_i=0} = \frac{N_c - 1}{(4\pi)^3} \frac{(12)(23)(31)}{x_{12}^2x_{23}^2x_{31}^2},
\]

where the prefactor is a product of combinatorial and \( SU(N_c) \) color factors. It is well known that the two- and three-point correlators for 1/2 BPS operators like (4.3) are protected from quantum corrections [24–27]. This implies that the relations (4.3) are exact to all orders in perturbation theory, and at strong coupling, that is \( G_n = G_{n,0}^{(0)} \) for \( n = 2, 3 \).

The first non-trivial correlator which receives loop corrections is \( G_4 \). In this case, we have at tree level and at level \( (\theta^+)^0 \)

\[
G_{4,0}^{(0)} = \langle \mathcal{T}(1)\mathcal{T}(2)\mathcal{T}(3)\mathcal{T}(4) \rangle_{\theta^+=\bar{\theta}=-0}^{(0)} = \frac{N_c^2 - 1}{(4\pi)^4}
\]

\[
\times \left[ \frac{(12)(23)(34)(41)}{x_{12}^2x_{23}^2x_{34}^2x_{41}^2} + \frac{(13)(32)(24)(41)}{x_{13}^2x_{32}^2x_{24}^2x_{41}^2} + \frac{(12)(24)(43)(31)}{x_{12}^2x_{24}^2x_{43}^2x_{31}^2} \right].
\]

The three terms have different harmonic dependence and correspond to different Wick contractions of the superfields.\(^{24}\) The relation (4.4) holds for arbitrary \( x_{ik}^2 \). We notice

\(^{23}\)To simplify the formulae, we do not display the \( SU(N_c) \) color indices of the fields and, in addition, we normalize the scalar propagator to be \( \langle \phi^{AB}(x)\phi^{CD}(0) \rangle = \epsilon^{ABCD}/(4\pi^2x^2) \).

\(^{24}\)The propagator structures involving squares of propagators, e.g., \( (12)(34)/(x_{12}^2x_{34}^2)^2 \), describe disconnected Green’s functions and are not taken into account.
that in the light-cone limit $x^{2}_{i,i+1} \to 0$ the leading asymptotic behavior of the correlator is dominated by the contribution of the first term inside the square brackets, while the contribution of the remaining terms is suppressed by a power of $x^{2}_{i,i+1}$.

It is easy to see that the same simplification takes place in the light-cone limit for the $n-$particle tree-level correlator, restricted to the lowest level in its $\theta$ expansion:

$$G^{(0)}_{n;0} \xrightarrow{x^{2}_{i,i+1} \to 0} \frac{N_{c}^{2} - 1}{(4\pi^{2})^{n}} \frac{(12)(23)\cdots(n1)}{x^{2}_{12}x^{2}_{23}\cdots x^{2}_{n1}}.$$  \hspace{1cm} (4.5)

Here the expression in the right-hand side is formed by a cyclic chain of propagators (4.2). It carries the $U(1)$ charges and conformal weights required at each point. The other possible propagator structures are obtained by non-cyclic permutations of the points. Among all permutations, the cyclic chain in (4.6) has the leading singularity in the light-cone limit $x^{2}_{i,i+1} \to 0$. Hence it is the only propagator structure which appears in the duality with amplitudes (2.14) and (2.28).

Beyond tree level we find that, in the light-cone limit, the bosonic component of the correlator, i.e. the $(\theta^+)^0$ term in the Grassmann expansion (2.30), has the same $SU(4)$ tensor structure as in (4.5). The only change is that a non-trivial coupling-dependent coefficient function appears:

$$G_{n;0} \xrightarrow{x^{2}_{i,i+1} \to 0} \frac{N_{c}^{2} - 1}{(4\pi^{2})^{n}} \frac{(12)(23)\cdots(n1)}{x^{2}_{12}x^{2}_{23}\cdots x^{2}_{n1}} F_{n;0}(x;a).$$  \hspace{1cm} (4.6)

The propagator factor in (4.6) carries the necessary conformal weights at each point. Therefore the coefficient function $F_{n;0}$ is conformally invariant, i.e. it depends on $x_i$ through cross-ratios $x^{2}_{ij}x^{2}_{kl}/x^{2}_{ik}x^{2}_{jl}$. Similarly, the (local) $U(1)$ harmonic charges in (4.6) are carried by the propagator factor, hence the coefficient function $F_{n;0}$ is chargeless, i.e. an $SU(4)$ invariant. This makes it independent of the harmonics $u$ because of the so-called harmonic analyticity.

The drastic simplification of the harmonic structure of (4.6) in the light-cone limit has the important consequence that the dependence on the harmonics cancels in the ratio

$$\lim_{x^{2}_{i,i+1} \to 0} \frac{G_{n;0}}{G^{(0)}_{n;0}} = \lim_{x^{2}_{i,i+1} \to 0} F_{n;0}(x;a).$$  \hspace{1cm} (4.7)

The light-cone limit of the $SU(4)$ singlet coefficient function $F_{n;0}$ can then be successfully compared to the light-like Wilson loops and MHV amplitudes, also $SU(4)$ singlets [10–12].

---

25The operator $\text{tr}(\phi^{++}\phi^{++})$ is the highest weight of the $SU(4)$ irrep $[020]$. Consequently, it is a polynomial in the complex harmonic variables $y$ of degree four, as determined by its $U(1)$ charge, i.e., by the Dynkin label. The same applies to the correlator (4.6), it is a polynomial of degree four in the set of $n$ harmonic variables $y_i$. Then any function like $F_{n;0}(x;a)$ with vanishing $U(1)$ charges must be a polynomial of degree zero, i.e., harmonic independent.
4.2 General Grassmann structure of the correlators

In Section 2.3.2 we stated that the $\theta^+$ expansion of $G_n$ has the general form (2.30) and it goes in powers of $(\theta^+)^4$. The reason for this has to do with the $\mathbb{Z}_4$ center of $SU(4)$ [23]. It acts on the odd variables as $\theta \to e\theta$, where $e$ (with $e^4 = 1$) is the generator of $\mathbb{Z}_4$. Thus, the $\mathbb{Z}_4$ invariants are of the form $(\theta^+)^k$ with $k = 0, 1, 2, \ldots$. The maximal possible value of $k$ is determined by the number $n$ of points, but in fact the $\mathcal{N} = 4$ superconformal symmetry $PSU(2,2|4)$ reduces it down to $k = n - 4$, as stated in Eq. (2.30).

To show this, we recall that two of the $PSU(2,2|4)$ generators, $Q_A^\alpha$ and $\bar{S}_A^\alpha$, act like shifts of the $\theta$'s:

$$Q_A^\alpha \theta^+ = \delta^\alpha_\beta u^+_\beta, \quad \bar{S}_A^\alpha \theta^+_\beta = x^\beta_\alpha u^+_\beta.$$  \hfill (4.8)

Altogether, the two generators have $2 \times 2 \times 4 = 16$ components, so with their help we can gauge away four analytic $\theta^+_i$ (assuming that the matrix $x^\alpha_\beta$ in the $\bar{S}$ transformation is invertible, i.e., $x^2 \neq 0$). For example, we may fix the following

$$(Q + \bar{S})$-$\text{gauge} : \quad (\theta_1)^+_\alpha = (\theta_2)^+_\alpha = (\theta_3)^+_\alpha = (\theta_4)^+_\alpha = 0.$$  \hfill (4.9)

In this gauge the correlator $G_n$ effectively depends on the $(n - 4)$ remaining $\theta$'s, which explains its maximal Grassmann degree $4(n - 4)$. It has a non-vanishing lowest component $G_{n;0}$ even in the free theory (for $a = 0$), while in order to see the non-trivial Grassmann structure, i.e. the components $G_{n;k}$ with $k > 0$ in Eq. (2.26), we need to switch on the interactions, even at tree level.

Let us first consider the simplest case $n = 4$. It is very special since, according to (4.9) and (2.30), the super-correlator $G_4$ does not depend on the Grassmann variables $\theta^+$ and, therefore, it is reduced to its purely bosonic part (again, we recall that this is only true in the chiral sector $\bar{\theta}_i = 0$),

$$G_4 \equiv G_{4;0} = \langle \mathcal{T}(1) \ldots \mathcal{T}(4) \rangle_{\bar{\theta}_i = 0} = \langle \mathcal{O}(1) \ldots \mathcal{O}(4) \rangle = \frac{N^2 - 1}{(4\pi^2)^4} \frac{1}{x_{12}^2 x_{23}^2 x_{34}^2 x_{41}^2} F_{4;0}(x; a) + \ldots,$$  \hfill (4.10)

where the ellipsis denote the remaining terms obtained through noncyclic permutation of the indices and needed to restore the Bose symmetry of the correlator. Here the loop corrections are encoded in the conformally and $SU(4)$ invariant function $F_{4;0}(x; a) = \sum_{\ell=0}^\infty a^\ell F^{(\ell)}_{4;0}(x)$ depending on the coupling $a$. If this bosonic correlator is known, the complete dependence on the analytic odd coordinates $\theta^+$ (together with $\bar{\theta}_-$) can be restored by a finite superconformal transformation.

The first case where the correlator can depend on $\theta^+$ is $n = 5$. Here we can use the $Q$ and $\bar{S}$ gauge (4.9) and expand the correlator in $(\theta^+_5)^4$. In this way, we obtain in the gauge (4.9)

$$G_5 = \langle \mathcal{O}(1)\mathcal{O}(2)\mathcal{O}(3)\mathcal{O}(4)\mathcal{T}(5) \rangle = G_{5;0} + G_{5;1},$$  \hfill (4.11)
where $G_{5;0}$ and $G_{5;1}$ are of Grassmann degree $(\theta_5^\pm)^0$ and $(\theta_5^\pm)^4$, respectively. The function $G_{5;0}$ is given by the correlator of five scalar operators $O$. In the function $G_{5;1}$ the same operators appear at the first four points, while at point 5 we find the top component in the chiral sector of the stress-tensor supermultiplet (3.32), the chiral on-shell Lagrangian:

$$G_{5;0} = \langle O(1) \ldots O(5) \rangle = \frac{N_c^2 - 1}{(4\pi^2)^5} \frac{(12)(23)(34)(45)(51)}{x_1^2 x_2^2 x_3^2 x_4^2 x_5^2} F_{5;0}(x; a) + \ldots$$  \hspace{1cm} (4.12)

$$G_{5;1} = \frac{1}{3} (\theta_5^+)^4 \langle O(1) \ldots O(4) \mathcal{L}(5) \rangle = \frac{N_c^2 - 1}{(4\pi^2)^5} (\theta_5^+)^4 \frac{(12)(23)(34)(41)}{x_1^2 x_2^2 x_3^2 x_4^2 x_5^2} F_{5;1}(x; a) + \ldots$$  \hspace{1cm} (4.13)

We may say that (4.13) corresponds to the insertion, at point 5, of the Lagrangian (3.37) into the four-point correlator (4.10). As before, $F_{5;0}$ and $F_{5;1}$ are harmonic independent functions of the conformal cross-ratios made out of the five $x_i$. We recall that $F_{5;0} = 1 + O(a)$.

In the light-cone limit the ratio

$$\lim_{x_{i,i+1}^2 \to 0} \frac{G_{5;1}}{G_{5;0}^{(0)}} = \lim_{x_{i,i+1}^2 \to 0} \left[ (\theta_5^+)^4 \frac{(41)}{(45)(51)} \frac{x_{45}^2 x_{51}^2}{x_{41}^2} F_{5;1}(x; a) \right]$$  \hspace{1cm} (4.14)

simplifies considerably, all other harmonic structures from (4.13) being subleading. Unlike the purely bosonic case (4.7), here the remaining harmonic structure is not completely trivial. The harmonic factor in (4.14) neutralizes the $U(1)$ charge of the Grassmann factor $(\theta_5^+)^4$ (we recall that at point 5, the harmonic factors (45) and (51) have twice the charge of $\theta_5^+$). It is highly non-trivial that the matching 5-point super-amplitude, once its native momentum super-twistor variables $\chi^A$ are replaced by the analytic superspace variables $\theta^+$, contains exactly the same Grassmann and harmonic structure. Likewise, the $x$–space factor in (4.14) balances the conformal weight of $(\theta_5^+)^4$. The limit in the right-hand side of (4.14) is non-vanishing because the function $F_{5;1}(x; a)$ has poles at $x_{45}^2 = x_{51}^2 = 0$. Both of these aspects are illustrated by explicit calculation in Section 5.2.2 at tree level and in the twin paper [20] at loop level.

For $n \geq 6$ the dependence of the correlator $G_n$ on $\theta^+$ becomes much more involved. For example, for $n = 6$, in the gauge (4.9) we are left with $\theta_5^+$ and $\theta_6^+$, so that

$$G_6 = \langle O(1)O(2)O(3)O(4)T(5)T(6) \rangle = G_{6;0} + G_{6;1} + G_{6;2},$$  \hspace{1cm} (4.15)

where $G_{6;k}$ are homogenous polynomials in $\theta_5^+$ and $\theta_6^+$ of degree $(4k)$. Replacing the
superfields $\mathcal{T}(5)$ and $\mathcal{T}(6)$ by their explicit expressions, Eqs. (2.37) and (3.32), we obtain

$$G_{6,0} = \langle \mathcal{O}(1) \ldots \mathcal{O}(6) \rangle = \frac{N_c^2 - 1}{(4\pi^2)^6} \frac{(12)(23)(34)(45)(56)(61)}{x_{12}^2 x_{23}^2 x_{34}^2 x_{45}^2 x_{56}^2 x_{61}^2} F_{6,0}(x; a) + \ldots$$

$$G_{6,1} = (\theta_5^+)^4 G^{(4,0)} + (\theta_6^+)^4 G^{(0,4)}$$

$$+ (\theta_5^+)^3 \theta_5^+ G^{(3,1)} + \theta_5^+ (\theta_6^+)^3 G^{(1,3)} + (\theta_5^+)^2 (\theta_6^+)^2 G^{(2,2)}$$

$$G_{6,2} = \frac{1}{9} (\theta_5^+)^4 (\theta_6^+)^4 \langle \mathcal{O}(1) \ldots \mathcal{O}(4) \mathcal{L}(5) \mathcal{L}(6) \rangle$$

$$= \frac{N_c^2 - 1}{(4\pi^2)^6} (\theta_5^+)^4 (\theta_6^+)^4 \left( \frac{(12)(23)(34)(41)}{x_{12}^2 x_{23}^2 x_{34}^2 x_{41}^2} F_{6,2}(x; a) + \ldots \right).$$

In (4.16) the notation was introduced for the correlators

$$G^{(k,4-k)} = \langle \mathcal{O}(1) \ldots \mathcal{O}(2) \mathcal{O}(3) \mathcal{O}(4) \mathcal{T}_k(5) \mathcal{T}_{4-k}(6) \rangle$$

involving the bosonic operators $\mathcal{T}_0 = \mathcal{O}$ at the first four points and the mixed operators $\mathcal{T}_k$ (see (2.37)) at the remaining two points (we recall that $\mathcal{T}_i = \frac{1}{2} \mathcal{L}$ is the chiral Lagrangian (3.37)). We notice that $G^{(4,0)}$ and $G^{(0,4)}$ in the first line of (4.16) are given by the correlators of five bosonic operators and the chiral Lagrangian inserted at points 5 and 6, respectively. They have a form similar to (4.13). The expressions for the correlators in the second line of (4.16) are more involved, e.g.

$$G^{(1,3)} \sim \langle \mathcal{O}(1) \ldots \mathcal{O}(4) \, \text{tr}[\psi^+ \phi^{++}] \rangle (5) \, \left( \text{tr}[F \psi^+] \right)(6) + O(g) \rangle.\) (4.19)

Let us consider the light-cone limit of the ratio

$$\lim_{x_{i,i+1} \to 0} \frac{G_{6,2}}{G_{6,0}} = \lim_{x_{i,i+1} \to 0} \left[ (\theta_5^+)^4 (\theta_6^+)^4 \frac{(41)}{(45)(56)(61)} \frac{x_{45}^2 x_{56}^2 x_{61}^2}{x_{41}^2} F_{6,2}(x; a) \right].$$

As before in (4.14), we see a harmonic and an $x$–space factor which balance the $U(1)$ charge and conformal weight of the Grassmann factor. We give an explicit example of this limit in the twin paper [20].

For arbitrary $n \geq 6$ we find the same pattern for $G_n$. Namely, the lowest $(G_{n,0})$ and the highest $(G_{n,n-4})$ terms in the expansion of the correlator (2.30) have a much simpler form as compared to other terms. As before, $G_{n,0}$ is given by the correlator of $n$ bosonic operators (2.13). The two examples (4.13) and (4.17) are typical for the maximally nilpotent correlators. In all cases $G_{n,n-4}$, in the gauge (4.9) we have just as many $\theta$’s left as needed to form the term of maximal Grassmann degree $4(n - 4)$. All of them then have to come from Lagrangian insertions:

$$G_{n,n-4} = (1/3)^{n-4} (\theta_5^+)^4 \ldots (\theta_n^+)^4 \langle \mathcal{O}(1) \ldots \mathcal{O}(4) \mathcal{L}(5) \ldots \mathcal{L}(n) \rangle.\) (4.21)

According to the duality conjecture (2.28), (2.35), such correlators are dual to the maximally nilpotent super-amplitudes $\hat{A}_n^{(4-n)} = \mathcal{A}_n^{\text{MHV}}/\mathcal{A}_n^{\text{MHV\,tree}}$, plus quadratic combinations of all super-amplitudes of lower degree.
4.3 Lagrangian insertion procedure

The Lagrangian insertions that we have seen appearing in the examples above are a characteristic feature of the nilpotent correlators of stress-tensor multiplets. They are intimately related to the generation of loop corrections, as explained below.

The correlator \( G_n \) (2.26) is defined by the functional integral

\[
G_n = \int \mathcal{D}\Phi \ e^{i \int d^4x \mathcal{L}_{N=4}} \ T(x_1, \theta^+_1, 0, u_1) \ldots T(x_n, \theta^+_n, 0, u_n)
\]

\[
= G^{(0)}_n + aG^{(1)}_n + a^2G^{(2)}_n + \ldots , \tag{4.22}
\]

with the full Lagrangian (A.9). The loop corrections to this correlator can be obtained by differentiating the functional integral (4.22) with respect to the coupling \( a \propto g^2 \). Prior to differentiating, one rescales all the fields in the Lagrangian by a factor of \( g^{-1} \). As a result, the coupling disappears from inside \( \mathcal{L}_{N=4} \), but instead reappears as a prefactor,

\[
\mathcal{L}_{N=4} \rightarrow g^{-2} \mathcal{L}_{N=4} . \tag{4.23}
\]

Then the derivative gives

\[
a \frac{d}{da} G_n = aG^{(1)}_n + 2a^2G^{(2)}_n + O(a^3)
\]

\[
= -i \int d^4x_{n+1} \langle \mathcal{L}_{N=4}(x_{n+1})T(x_1, \theta^+_1, u_1) \ldots T(x_n, \theta^+_n, u_n) \rangle , \tag{4.24}
\]

which amounts to inserting the Lagrangian as an extra point in the \( n \)--point correlator \( G_n \).

In writing this relation we have neglected the effect of the rescaling, \( T \rightarrow g^{-2}T \) and \( G_n \rightarrow g^{-2n}G_n \). The derivative \( d/da \) sees this overall scaling factor and reproduces the correlator itself. It can be shown that this “spurious” effect of the differentiation is exactly canceled by contact term contributions to the \( (n + 1) \)--point correlator under the integral in (4.24) (see [30] and [19]). These contact terms originate from the kinetic terms of the fields in the inserted Lagrangian. If we agree to put such spurious terms aside, as we have done in (4.24), we are allowed to use the on-shell Lagrangian (3.37) (see Appendix A.2). In other words, up to contact terms, under the space-time integral in (4.24) we may make the replacement

\[
\int d^4x_{n+1} \mathcal{L}_{N=4}(x_{n+1}) \rightarrow \int d^4x_{n+1} \mathcal{L}(x_{n+1}) . \tag{4.25}
\]

Then Eq. (4.24) becomes (recall (3.38))

\[
a \frac{d}{da} G_n = -i \int d^4x_{n+1} \langle \mathcal{L}(x_{n+1})T(x_1, \theta^+_1, u_1) \ldots T(x_n, \theta^+_n, u_n) \rangle
\]

\[
= -i \int d^4x_{n+1}d^4\theta^+_{n+1} \langle T(x_{n+1}, \theta^+_{n+1}, u_{n+1})T(x_1, \theta^+_1, u_1) \ldots T(x_n, \theta^+_n, u_n) \rangle
\]

\[
= -i \int d^4x_{n+1}d^4\theta^+_{n+1} \ G_{n+1}(1, 2, \ldots, n, n+1) . \tag{4.26}
\]

\[26\]This standard quantum field theory procedure has been successfully used in calculations of \( \mathcal{N} = 2 \) correlators [30,50] (for a recent review of the procedure see Appendix A in [11]).
This relation expresses the \( \ell \)-loop correction to the \( n \)-point correlator of stress-tensor multiplets through the \((n+1)\)-point correlator, calculated at \( \ell - 1 \) loops. In particular, the one-loop correction to \( G_n \) is given by the \textit{tree-level} \( G_{n+1} \):

\[
G_n^{(1)} = -i \frac{1}{4} \int d^4 x_{n+1} d^4 \theta^+_n G_{n+1}^{(0)}.
\]  

(4.27)

We repeat once again that in the computation of \( G_{n+1} \) all contact terms should be neglected, in accord with our convention not to display the spurious effects of the differentiation.

The relation (4.27) exhibits one of the key features of the duality correlators/amplitudes. The same tree-level correlator \( G_{n+1}^{(0)} \) can play multiple roles in the duality. If we put all of its \((n+1)\) space-time points at the vertices of a light-like polygon, then it is dual to the tree-level \((n+1)\)-particle super-amplitude. If instead we integrate over one point, as in (4.27), we generate the one-loop correction to the \( n \)-point correlator. Putting these \( n \) points on a light-like polygon, we find the dual to the \( n \)-particle one-loop amplitude.

Here we recall the coupling dependence of the tree-level correlator \( G_{n+1}^{(0)} \), relative to its \( \theta \) expansion, see (2.36). While the purely bosonic tree-level correlator \( G_{n+1;0}^{(0)} \) is of order \( a^0 \) (it is made of free propagators), the nilpotent terms require non-trivial interactions between different component operators from the expansion (3.32). Thus, the Grassmann integral in (4.27) picks the Lagrangian component at the new point \( x_{n+1} \), which interacts with the operators at the other points, producing a factor of \( a \). To be more specific, let us restrict relation (4.27) to the lowest \( \theta \)-component in the left-hand side, i.e., let us set \( \theta^+_1 = \ldots = \theta^+_n = 0 \). Then, after doing the Grassmann integral, we find:

\[
G_{n;0}^{(1)} = -i \frac{1}{4} \int d^4 x_{n+1} d^4 \theta^+_n G_{n+1;1}^{(0)}.
\]  

(4.28)

or equivalently

\[
\langle \mathcal{O}(x_1) \ldots \mathcal{O}(x_n) \rangle^{(1)} = -i \int d^4 x_{n+1} \langle \mathcal{L}(x_{n+1}) \mathcal{O}(x_1) \ldots \mathcal{O}(x_n) \rangle^{(0)}.
\]  

(4.29)

The right-hand side contains the \( n \)-point correlator of scalar bilinears with a Lagrangian insertion at point \( x_{n+1} \). This \((n+1)\)-point correlator is of order \( a \sim g^2 \), in accord with the left-hand side (see Section 5.2.2 for an explicit example of a tree-level calculation).

Now, let us repeat the differentiation (4.26) twice:

\[
a^2 \frac{d^2}{da^2} G_n = 2a^2 G_n^{(2)} + O(a^3)
\]

\[
= \left( -i \right)^2 \int d^4 x_{n+1} d^4 x_{n+2} d^4 \theta^+_n d^4 \theta^+_n \langle \mathcal{T}(n+1) \mathcal{T}(n+2) \mathcal{T}(1) \ldots \mathcal{T}(n) \rangle
\]

\[
= -\frac{1}{16} \int d^4 x_{n+1} d^4 x_{n+2} d^4 \theta^+_n d^4 \theta^+_n G_{n+2}.
\]  

(4.30)

Here we have neglected the single-insertion term originating from the overall scaling factor \( g^{-2(n+1)} \) of \( G_{n+1} \). As explained earlier, such “spurious” terms are compensated by contact
terms in $G_{n+2}$. They are due to the kinetic terms in the full Lagrangian, which we have eliminated by the substitutions (4.25). Again, restricting to the lowest $\theta$–component, we obtain

$$\langle O(x_1) \ldots O(x_n) \rangle^{(2)} = -\frac{1}{2} \int d^4x_{n+1} d^4x_{n+2} \langle O(x_1) \ldots O(x_n) \mathcal{L}(x_{n+1}) \mathcal{L}(x_{n+2}) \rangle^{(0)}. \quad (4.31)$$

In general, the $\ell$–loop correction to $G_n$ is obtained from the tree-level correlator $G_n^{(0)}$ integrated over $\ell$ points:

$$G_n^{(\ell)} = \frac{(-i/4)^\ell}{\ell!} \int \prod_{i=1}^\ell d^4x_{n+i} d^4\theta_{n+i}^+ G_n^{(0)}_{n+\ell}. \quad (4.32)$$

In the right-hand side, the odd integral picks the term of Grassmann degree $4\ell$ in the tree-level correlator, which is of order $O(a^\ell)$ in the coupling. Inversely, given the tree-level correlator $G_n^{(0)}$, we can use it to generate loop corrections to all correlators $G_k$ with $4 \leq k \leq n-1$:

$$G_n^{(0)} \Rightarrow G_{n-1}^{(1)} = -\frac{i}{4} \int d^4x_n d^4\theta_n^+ G_n^{(0)}$$

$$G_{n-2}^{(2)} = \frac{1}{2} (-\frac{i}{4})^2 \int d^4x_n d^4x_{n-1} d^4\theta_n^+ d^4\theta_{n-1}^+ G_n^{(0)}$$

$$\ldots$$

$$G_4^{(n-4)} = \frac{1}{(n-4)!} (-\frac{i}{4})^{n-4} \int \prod_{i=0}^{n-3} d^4x_{n-i} d^4\theta_{n-i}^+ G_n^{(0)}. \quad (4.33)$$

In the right-hand side of the last line we have reached the maximal Grassmann degree $4(n-4)$ in the correlator $G_n^{(0)}$. At the same time, in the left-hand side we have reached the minimal number of points, for which a correlator of $1/2$ BPS operators can have non-trivial perturbative corrections, $G_4$. This simple fact explains why the two- and three-point functions (4.3) are protected from quantum corrections [24–27].

5 The NMHV tree as a super-correlator

In [11, 12] it has been demonstrated how the duality relation (2.28) works for the simplest, MHV amplitudes. In that case, the loop corrections to the correlation function of $n$ bosonic operators do not involve Grassmann variables and match the loop corrections to the $n$–particle MHV amplitude. In this section, we shall verify the duality relation for the NMHV tree super-amplitude, Eq. (2.34). This is the first time when the dependence on the Grassmann variables enters into consideration.

The duality relation (2.34) involves the $n$–point tree-level correlator $G_n^{(0)}_{n,1}$. By definition, this correlator describes the lowest-order perturbative contribution to the super-correlator.
G_n, Eqs. (2.26) and (2.36), at the first non-trivial nilpotent level \((\theta^+)^4\). According to (4.16), even in the simplest case \(n = 6\) it is given by a sum of five correlators involving various components of the stress-tensor multiplet (3.32). Each of these correlators vanishes in the free theory (for \(a = 0\)) and receives the first non-trivial contribution at order \(O(a)\) due to the interaction. As a consequence, the explicit evaluation of the complete correlator \(G_{n;1}^{(0)}\) is a rather complicated task.

Fortunately, there exists a shortcut. Viewed as a function of the space-time coordinates \(x_i\) of the operators, the correlator \(G_{n;1}^{(0)}\) has singularities at \(x_{ik}^2 = 0\) corresponding to the null-distance separation of the operators at points \(x_i\) and \(x_k\). The asymptotic behavior of the correlator for \(x_{ik}^2 \to 0\) can be analyzed with the help of the operator product expansion (OPE). To lowest order in the coupling, the OPE produces poles in \(1/x_{ik}^2\), implying that \(G_{n;1}^{(0)}\) is a meromorphic function of the distances \(x_{ik}^2\) (logarithms of \(x_{ik}^2\), contributing to the anomalous dimensions of the Wilson operators in the right-hand side of the OPE, only appear at higher loops). For \(k = i + 1\), when two neighboring operators in the correlator become null separated, the poles of \(G_{n;1}^{(0)}\) in \(1/x_{i,i+1}^2\) are cancelled by dividing by the bosonic tree-level correlator \(G_{n;0}^{(0)}\). So, the ratio \(G_{n;1}^{(0)}/G_{n;0}^{(0)}\) is completely determined by the residues at all singularities \(x_{ik}^2 = 0\) with \(|i - k| \geq 2\). As we will show in this section, the latter can be easily computed using the standard Feynman graph technique.

For the NMHV super-amplitude, written in dual space, the asymptotic behavior of the ratio function \(\tilde{A}_{NMHV}^{NMHV}\) for \(x_{ik}^2 \to 0\) corresponds to singularities of the amplitude in the limit where the invariant mass of several particles vanishes, \(x_{ik}^2 = (p_i + \ldots + p_{k-1})^2 \to 0\). To lowest order in the coupling, the ratio function is known to be a meromorphic function of \(x_{ik}^2\) and the corresponding residues were computed in [16] using the unitarity properties of the scattering amplitudes.

In this section we compare the residues of both sides of the duality relation (2.34) at \(x_{ik}^2 = 0\) and find perfect agreement, thus proving the duality relation for the tree-level NMHV super-amplitude.

### 5.1 The NMHV tree-level super-amplitude and its residues

In this subsection, we start by recalling some basic facts about the NMHV tree-level super-amplitude and then we work out its residues in a particular supersymmetry gauge.

#### 5.1.1 \(R\) invariants

The function \(R_{n}^{NMHV}\) defined as the ratio of the NMHV and MHV \(n\)-particle tree-level super-amplitudes, \(A_{NMHV}^{NMHV}(0) \equiv A_{MHV}^{MHV}(0) R_{n}^{NMHV}\), is given [13] by the sum of all so-called “\(R\) invariants” of dual superconformal symmetry with equal coefficients,

\[
R_{n}^{NMHV} = \sum_{r+2 \leq s < t+1 \leq r} R_{rst},
\]

(5.1)
where the choice of the first label $r$ is arbitrary and all indices are defined modulo $n$. The $R$ invariants have the expression

$$R_{rst} = \frac{(s-1) (s-t) \delta^{(4)}(\Xi_{rst})}{x_{st}^2 (r|x_{rs}x_{st}|t-1) (r|x_{rt}x_{ts}|s-1) (r|x_{rt}x_{ts}|s)},$$

(5.2)

where the Grassmann delta function is defined by

$$\delta^{(4)}(\Xi_{rst}) = \frac{1}{4!} \epsilon_{ABCD} \Xi^A_{rst} \Xi^B_{rst} \Xi^C_{rst} \Xi^D_{rst},$$

(5.3)

with

$$\Xi^A_{rst} = x_{st}^2 \langle r| \theta^A_r \rangle \langle r|x_{rs}x_{st}| \theta^A_s \rangle + \langle r|x_{rt}x_{ts}| \theta^A_t \rangle \langle r|x_{rt}x_{ts}| \theta^A_s \rangle.$$  

(5.4)

The $R$ invariants are homogeneous functions of degree four of the dual superspace odd variables $\theta^A_i$, and are rational functions of the dual space points $x_i$.

Eq. (5.2) is manifestly invariant under the full dual $PSU(2,2|4)$. In addition, it is also invariant under the ordinary superconformal symmetry of the amplitude, acting non-locally in dual superspace [70]. The combination of dual and ordinary superconformal symmetry has a Yangian algebraic structure [71]. It can be shown [72] that Eq. (5.2) are the unique (up to a constant factor) representations of the Yangian of Grassmann degree 4.

An important feature of the ratio (5.1) is its singularity structure. Each individual $R$ invariant (5.2) has two types of singularities, physical and spurious. The former correspond to the multi-particle discontinuities of the amplitude and occur at $x_{st}^2 = 0$, with $|s-t| \geq 2$. The latter correspond to any of the four brackets in the denominator of (5.2) vanishing. The amplitude should be free from spurious singularities and indeed, it can be shown [16] that the sum of $R$ invariants with equal coefficients in (5.1) is the unique combination with this property. So, in conclusion, the ratio (5.1) is a meromorphic function of $x_{st}^2$ fully characterized by its poles at $x_{st}^2 = 0$, with $|s-t| \geq 2$. Knowing the residues at these poles allows us to unambiguously reconstruct the ratio function.

5.1.2 $R$ invariants and momentum supertwistors

The $R$ invariants can be rewritten in terms of the so-called momentum super-twistors [42–44]. The bosonic momentum twistor is defined by

$$Z_i^M = \left( \begin{array}{c} |i\rangle \\ x_i |i\rangle \end{array} \right) = \left( \begin{array}{c} |i\rangle \\ x_{i+1} |i\rangle \end{array} \right).$$

(5.5)

Here $M = 1, 2, 3, 4$ is an index in the fundamental representation of the conformal group $SU(2,2)$ or rather, of its complexification $SL(4, \mathbb{C})$. Four such twistors, $Z_i^M$ with $i = 1, 2, 3, 4$, can form an $SL(4)$ (i.e., conformal) invariant given by the determinant of the $4 \times 4$ matrix:

$$(1234) = \epsilon_{MNPQ} Z_1^M Z_2^N Z_3^P Z_4^Q.$$

(5.6)
The fermionic part of the supertwistor is defined by
\[ \chi^A_i = \langle i \theta^A_i \rangle = \langle i \theta^A_{i+1} \rangle. \] (5.7)

The advantage of the momentum supertwistor notation is the linear action of the dual superconformal group \( SL(4|4) \), which makes the symmetry properties of the \( R \) invariants more transparent. In \([44]\) the \( R \) invariants (5.2) were rewritten in terms of momentum supertwistors with 5 labels \( r, s - 1, s, t - 1, t \) instead of the 3 labels \( r, s, t \) in (5.2):
\[ R_{rst} = \frac{\delta(4)(\Sigma_{r,s-1,s,t-1,t})}{(s-1,s,t-1,t)(s,t-1,t,r)(t-1,t,r,s-1)(t,r,s-1,s)(r,s-1,s,t-1)}, \] (5.8)
where
\[ \Sigma_{r,s-1,s,t-1,t} = (s-1,s,t-1,t)\chi_r + (s,t-1,t,r)\chi_{s-1} + (t-1,t,r,s-1)\chi_s + (t,r,s-1,s,t-1)\chi_t . \] (5.9)

### 5.1.3 \( R \) invariants and analytic superspace

For the purpose of comparing amplitudes with correlators, we need to express both of them in terms of the same odd variables. We recall that the scattering super-amplitudes depend on \( 4n \) momentum supertwistor odd variables \( \chi^A_i \) (with \( i = 1, \ldots, n \) and \( A = 1, 2, 3, 4 \)), while the correlators depend on the same number of analytic superspace variables \( (\theta^+)^a_{i,\alpha} \) (with \( a, \alpha = 1, 2 \)). To establish the relation between the two quantities, we have to find a change of variable relating the \( \theta^+ \)'s to the \( \chi \)'s.

This is done by decomposing the \( SU(4) \) index of \( \chi^A_i \) in the basis given by the harmonics at points \( i \) and \( i + 1 \):
\[ \chi^A_i \rightarrow \chi^a_{i,i} = \chi^A_i (u_i)_{A}^{+a} ; \quad \chi^a_{i,i+1} = \chi^A_i (u_{i+1})_{A}^{+a} . \] (5.10)

The variables \( \chi^a_{i,i} \) and \( \chi^a_{i,i+1} \) defined in this way carry the helicity of the \( i \)th particle and the \( U(1) \) harmonic charges at points \( i \) and \( i + 1 \), respectively. Then, we identify them with the analytic superspace variables for the correlators, projected onto the helicity state of the particle \( i \),
\[ \chi^a_{i,i} := \langle i \theta^+_{i} \rangle , \quad \chi^a_{i,i+1} := \langle i \theta^+_{i+1} \rangle \] (5.11)
and inversely
\[ \theta^+_{i,\alpha} := \frac{\chi^a_{i-1,i}}{\langle i-1,i \rangle} \lambda_{i,\alpha} + \frac{\chi^a_{i,i}}{\langle i,i-1 \rangle} \lambda_{i-1,\alpha} . \] (5.12)

Eqs. (5.11) and (5.12) establish the relation between the \( \theta^+ \) and \( \chi \) variables. In addition, we obtain from (5.11) (the \( SU(2) \times SU(2)' \) indices are suppressed)
\[ \chi^A_i = \chi^a_{i,i+1}(\tilde{i} i + 1)^{-1} i A + \chi^a_{i,i}(i + 1)_{A}^{-1} i + 1 A \]
\[ = \langle i \theta^+_{i+1} \rangle (\tilde{i} i + 1)^{-1} i A + \langle i \theta^+_{i} \rangle (i + 1)_{A}^{-1} i + 1 A , \] (5.13)
where we used the notation from (3.20). To prove this relation, we multiply it by $i_A^{-a}$ and by $(i+1)_A^{-a}$ and use the fact that, e.g., $i_A^{-a} i_a^{+a} = 0$.

We see from (5.13) that each variable $\chi_i^A$ is equivalent to a pair of analytic superspace variables at two adjacent points, $\langle i \theta_i^+ a \rangle$ and $\langle i+1 \theta_{i+1}^+ a \rangle$. Substituting (5.13) into (5.8) we find that the $R$ invariant $R_{r,s-1,s,t-1,t}$ depends on a set of eight points in analytic superspace and the resulting expression is rather cumbersome. We can however use $Q$ and $\bar{S}$ supersymmetry to simplify the $R$ invariants. We recall that these generators transform $\chi_i$ linearly and we can make use of them to gauge away 16 components of the $\chi$’s. Previously, we used the gauge (4.9) which eliminates the odd variables at four points in analytic superspace.

As we will see in a moment, for our purposes in this section it is convenient to choose the gauge

$$Q + \bar{S} \text{ gauge: } (\theta_s)^A = (\theta_{t-1})^A = (\theta_{t+1})^A = 0 ,$$

or equivalently,

$$\chi_{s-1}^A = \chi_s^A = \chi_{t-2/t-1}^a = \chi_{t-1/t-1}^a = \chi_{t/t+1}^a = \chi_{t+1/t+1}^a = 0 ,$$

where the projected variables $\chi_{i/j}$ were defined in (5.10), (5.11).

5.1.4 Residues of the $R$ invariants

Making use of the identity $(s-1,s,t-1,t) = x_{st}^2(s-1,s)(t-1,t)$, we find that the $R$ invariant (5.8) has a pole at $x_{st}^2 = 0$. To evaluate the residue at this pole, it is convenient to introduce the new spinors

$$x_{st} = \sum_{i=s}^{t-1} |i\rangle \langle i| \equiv |J\rangle \langle J| .$$

This leads to the following expressions for the four non-vanishing factors in the denominator in (5.8):

$$(s,t-1,t,r) = \langle J s \rangle \langle t-1 t \rangle [J | x_{rs} | r]$$

$$(t-1,t,r,s-1) = \langle J s-1 \rangle \langle t-1 t \rangle [J | x_{rs} | r]$$

$$(t,r,s-1,s) = \langle J t \rangle \langle s-1 t \rangle [J | x_{rs} | r]$$

$$(r,s-1,s,t-1) = \langle J t-1 \rangle \langle s-1 s \rangle [J | x_{rs} | r] .$$

Then, the residue of the $R$ invariant (5.8) (in the gauge (5.15)) takes the following very simple form (see Appendix B)

$$\text{Res}_{x_{st}^2 = 0} R_{rst} = \frac{(\theta_s^+)^4}{12} \frac{\langle s-1 s \rangle \langle J t-1 \rangle \langle J t \rangle}{\langle t-1 t \rangle \langle J s-1 \rangle \langle J s \rangle} \frac{(t-1 t+1)}{(t-1 t)(t+1 t)} .$$
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Notice that the residue does not depend on point \( r \). We can rewrite it in terms of space-time variables by multiplying the numerator and the denominator by \( \frac{(t - 1)}{(t + 1)} \):

\[
\text{Res}_{x_{st}^2 = 0} R_{rst} = \frac{(\theta_t^+)^4}{12} \frac{\text{tr}(x_{s-1,s,t} x_{s+1,t-1,t} x_{t,t+1,t} x_{t+1,s-1})}{x_{t-1,t} x_{t+1,t} x_{s-1,s} x_{s+1,t}} \frac{(t - 1 t + 1)}{(t - 1 t)(t + 1 t)}, \tag{5.19}
\]

where the explicit expression for the trace can be found in [12]. This residue has manifest (dual) conformal symmetry. It has zero conformal weight at points \( s - 1 \) and \( t + 1 \), and has weight \((-1)\) at points \( s \) and \( t \), matching the weight of the singular factor \( 1/x_{st}^2 \) that has been pulled out.

### 5.2 Residues of the correlator

In this subsection we study the behavior of the correlator \( G_n^{(0)} ; 1 \) in the singular regime \( x_{st}^2 \to 0 \). This drastically simplifies the calculation, reducing it to an elementary Feynman graph in terms of component fields.

#### 5.2.1 The origin of the residues of the correlator

As explained in the beginning of this section, to prove the duality (2.34) it is sufficient to show that the residues of both sides are the same,

\[
\text{Res}_{x_{st}^2 = 0} \lim_{x_{t,i+i}^2 \to 0} \frac{G_{n; 1}^{(0)}}{G_{n; 0}^{(0)}} = 2 \text{Res}_{x_{st}^2 = 0} R_{NMHV} = 2 \text{Res}_{x_{st}^2 = 0} R_{rst}. \tag{5.20}
\]

Here in the last relation we applied (5.1) and took into account that the residue of \( R_{NMHV} \) only receives a nonzero contribution from \( R_{rst} \).

The practical question is how to calculate the residue of the ratio of correlators in the left-hand side of (5.20). We recall that the limit \( x_{st}^2 \to 0 \) corresponds to the situation where two of the operators in the correlator \( G_{n; 1}^{(0)} \), located at points \( x_s \) and \( x_t \), become null separated. Were these points completely independent, one would say that the asymptotic behavior of the correlator for \( x_{st}^2 \to 0 \) follows from the operator product expansion of these operators, regardless of their neighbors. However, points \( x_s \) and \( x_t \) are already null separated from their neighbors, which may cause interference with other operators. Here we argue that the \((Q + \tilde{S})\)–supersymmetry gauge (5.14) allows us to avoid this effect.

In the gauge (5.14) we have \( \theta_t^+ = \theta_{t-1}^+ = \theta_{t+1}^+ = 0 \), so the stress-tensor multiplets \( \mathcal{T} \) at points \( s, t - 1 \) and \( t + 1 \) are reduced to their lowest bosonic component \( \mathcal{O} = \text{tr}(\phi^{++} \phi^{++}) \). Further, the gauge condition \( \theta^a_s = 0 \) in (5.14) and the fermionic light-like condition in (2.4) imply \( \theta^{a \alpha}_{s-1} = \lambda^a_{s-1} \eta^{a}_{s-1/s-1} \) and \( \theta^{a \alpha}_{s+1} = \lambda^a_{s} \eta^{a}_{s/s+1} \). This cuts the expansion (3.32) by half, e.g.,

\[
\mathcal{T}(s + 1) = \text{tr}(\phi^{++} \phi^{++})
- 2i\sqrt{2} \eta^{a}_{s/s+1} \text{tr}(s \psi^{++}_{a})
+ (\eta^{a}_{s/s+1})^2 \text{tr}\left\{ i\sqrt{2}(s|F|s)\phi^{++} + (s \psi^{++}_{c})(s \psi^{+}_{c}) \right\}. \tag{5.21}
\]
Finally, at point $t$ the stress-tensor multiplet has its full expansion (3.32).

We need to find out how the various operators at points $s-1, s, s+1$ and $t-1, t, t+1$ can interact with each other, in order to contribute to $G^{(0)}_{n;1}$ at the lowest level $g^2$ in the coupling. These interactions should produce poles at $x_{i,i+1}^2 = 0$ (to be canceled by those of $G^{(0)}_{n,0}$ in (5.20)) and at $x_{st}^2 = 0$, whose residue we want to compute. We are only interested in terms of Grassmann degree $(\theta)^4$. In the gauge (5.14) and in the singular regime $x_{st}^2 \to 0$

the odd variables are available at points $s-1, s, s+1$ and $t$.

Suppose that we try to collect odd variables from points $s-1$ or $s+1$. The operators there need to talk to their scalar neighbors at the more distant points $s - 2$ or $s + 2$, in order to close the frame of free propagators $1/x_{i,i+1}^2$. This leaves the fields $F$ and $\psi$ at points $s-1$ or $s+1$ the possibility to talk to the scalars at point $s$ via cubic couplings of order $O(g)$. The third field from such a cubic coupling will have to talk to a matching field from the operators at points $t-1, t, t+1$, in order to produce the required pole at $x_{st}^2 = 0$. But this is not all, at points $t-1, t, t+1$ we still need fields not engaged in the interaction, which could talk to their neighbors and restore the frame of propagators. It is easy to see that this scenario is not possible at order $O(g^2)$. Thus, the odd variables cannot come from points $s - 1$ or $s + 1$, all four of them have to appear at point $t$, accompanied by the chiral on-shell Lagrangian $L(x_t)$.

We conclude that in the gauge (5.15) and at order $O(g^2)$, the residue of the correlator $G^{(0)}_{n;1}$ at $x_{st}^2 = 0$ originates from the interaction of $\mathcal{L}$ at point $x_t$ with a frame of scalar operators $\mathcal{O}$ at all points $x_i \neq x_t$:

$$\text{Res}_{x_{st}^2=0} G^{(0)}_{n;1} = \frac{1}{3}(\theta_t^+)^4 \text{Res}_{x_{st}^2=0} (\mathcal{O}(1) \ldots \mathcal{O}(t-1)\mathcal{L}(t)\mathcal{O}(t+1)\ldots\mathcal{O}(n))^{(0)}. \quad (5.22)$$

More precisely, we will look for singular exchanges between the Lagrangian at point $x_t$ and the scalars at points $s - 1, s, s+1$ under the additional light-cone condition $x_{i,i+1}^2 \to 0$.

### 5.2.2 Evaluating the singularities of the correlator

In the light-cone limit $x_{i,i+1}^2 \to 0$, we can view the $n-$point correlator in the right-hand side of (5.22) as obtained from the $(n-1)-$point scalar correlator

$$G^{(0)}_{n-1} = \langle \mathcal{O}(1) \ldots \mathcal{O}(t-1)\mathcal{O}(t+1)\ldots\mathcal{O}(n) \rangle^{(0)} \quad (5.23)$$

by making a Lagrangian insertion at point $t$. Notice the gap between $t-1$ and $t+1$ in (5.23), which implies that these two points are not light-like separated, $x_{t-1,t+1}^2 \neq 0$.

We start with the tree-level expression for the correlator (5.23) and for the one in the denominator of (5.20). They are given by products of scalar propagators (4.2):

$$G^{(0)}_{n-1} = (N_c^2 - 1) \prod_{i=1}^{t-2} \frac{(i + 1)}{4\pi^2 x_{i,i+1}^2} \frac{(t - 1 + t + 1)}{4\pi^2 x_{t-1,t+1}^2} \prod_{j=t+1}^{n} \frac{(j + 1)}{4\pi^2 x_{j,j+1}^2} + \ldots \quad (5.24)$$

$$G^{(0)}_{n;0} = (N_c^2 - 1) \prod_{i=1}^{n} \frac{(i + 1)}{4\pi^2 x_{i,i+1}^2} + \ldots, \quad (5.25)$$
where the ellipses denote terms subleading as \( x_{t_{i+1}}^2 \to 0 \). In the light-cone limit one of the propagators in (5.24) remains finite, \( x_{t-1,t+1}^2 \neq 0 \), while the expression (5.25) contains an additional singular factors \( 1/(x_{t-1,t}^2 x_{t+1}^2) \):

\[
G^{(0)}_{n,0}/G^{(0)}_{n-1} = \frac{1}{4\pi^2} \frac{x_{t-1,t+1}^2}{x_{t-1,t}^2 x_{t+1}^2} \frac{(t-1)t(t+1)}{(t-1)t+1} + \ldots . \tag{5.26}
\]

Thus, for the ratio of the correlators \( G^{(0)}_{n,1}/G^{(0)}_{n,0} \) to be finite in the light-cone limit, the insertion of the Lagrangian \( \mathcal{L}(t) \) into the correlator (5.23) should produce this missing factor. In addition, since we are looking for poles at \( x_{st}^2 = 0 \), we have to make sure that the insertion \( \mathcal{L}(t) \) produces a contribution \( \sim 1/x_{st}^2 \).

Looking at the chiral Lagrangian (3.37), it is easy to see that the tree-level, i.e. the lowest-order contribution to the correlator in (5.22) is of order \( O(a) \) and it can only come from the interaction of the gluon term \( F^{\alpha\beta} F_{\alpha\beta} \) with the frame of scalar propagators. The other, non-linear terms in (3.37) start contributing at order \( O(a^2) \). To lowest order in the coupling, each factor \( F^{\alpha\beta}(x_i) \) from \( \mathcal{L} = -\frac{1}{2} \text{tr}(F_{\alpha\beta} F^{\alpha\beta}) + \ldots \) can simultaneously interact with two scalars, say \( \phi^{++}(x_i) \) and \( \phi^{++}(x_j) \). The corresponding correlator is known as the (bosonic) T-block [11,30]:

\[
T^{\alpha\beta}(x_i, x_t, x_j) = \langle \phi^{++}(x_i) F^{\alpha\beta}(x_t) \phi^{++}(x_j) \rangle
= \langle \phi^{AB}(x_i) F^{\alpha\beta}(x_t) \phi^{CD}(x_j) \rangle [ (u_i)^{+a} \epsilon_{ab} (u_i)^{+b} (u_j)^{+c} \epsilon_{cd} (u_j)^{+d} ]
= \frac{g}{(4\pi^2)^2} \frac{(x_{it} x_{jt})^{(\alpha\beta)}}{x_{i}^2 x_{t}^2 x_{j}^2} (i j) . \tag{5.27}
\]

Examining this expression for different values of \( i \) and \( j \) we notice that for \( i = t - 1 \) and \( j = t + 1 \) the T-block involves the same two ‘missing’ factors \( 1/(x_{t-1,t}^2 x_{t+1}^2) \) as in (5.26). Thus, in order to restore the correct light-cone asymptotic of the correlator, the field strength tensor \( F^{\alpha\beta}(x_t) \) should interact with the scalars \( \phi^{++}(x_{t-1}) \) and \( \phi^{++}(x_{t+1}) \). In addition to this, we have to ensure that the second factor \( F_{\alpha\beta}(x_t) \) inside the chiral Lagrangian produces a singularity at \( x_{st}^2 = 0 \). It follows from (5.27) that this happens for two different choices of the indices: for \( i = s - 1 \) and \( j = s \) and for \( i = s \) and \( j = s + 1 \). The corresponding Feynman diagrams are shown in Fig. 1.

Let us start with the diagram shown in the left panel in Fig. 1. The vertex at the point \( x_t \) describes the insertion of the operator \( -\frac{1}{6} (\theta_t^+)^4 \text{tr}(F_{\alpha\beta} F^{\alpha\beta}) \). Then, its contribution is given by the product of two T-blocks and \((n - 3)\) scalar propagators:

\[
-\frac{1}{6} (\theta_t^+)^4 N_c T^{\alpha\beta}(x_{t-1}, x_t, x_{t+1}) T_{\alpha\beta}(x_{s-1}, x_t, x_s) \left( (N_c^2 - 1) \prod_{i \neq s-1,t-1,t} \frac{(i i + 1)}{4\pi^2 x_{i,i+1}^2} \right) . \tag{5.28}
\]

Adding the contribution of the second diagram in Fig. 1 and taking into account the explicit
expressions for the T-block (5.27), we find

$$-\frac{1}{6} a (\theta_t^+)^4 \frac{1}{x_{st}^2} \frac{(t - 1 \ t + 1)}{(t - 1 \ t)(t \ t + 1)} \frac{(x_{t-1,t}x_{t,t+1})^{(\alpha\beta)}}{x_{t-1,t+1}^2} \left[ \frac{(x_{s-1,t}x_{t,s})^{(\alpha\beta)}}{x_{s-1,t}^2} + \frac{(x_{s,t}x_{t,s+1})^{(\alpha\beta)}}{x_{s+1,t}^2} \right] G_{n;0}^{(0)}$$

(5.29)

where $G_{n;0}^{(0)}$ is given by (5.25) and $a = g^2 N_c/(4\pi^2)$. We recall that this relation defines the leading asymptotic behavior of the correlator in the right-hand side of (5.22) in the double scaling limit $x_{st}^2 \to 0$ and $x_{i,i+1}^2 \to 0$.

The first factor in (5.29) is the expected pole $1/x_{st}^2$. The factor $G_{n;0}^{(0)}$ is the leading light-cone singular term in the tree-level $n$–point correlator (5.25). Hence,

$$\text{Res}_{x_{st}^2=0} G_{n;1}^{(0)}/G_{n;0}^{(0)} = -\frac{1}{6} (\theta_t^+)^4 \frac{(t - 1 \ t + 1)}{(t - 1 \ t)(t \ t + 1)} \frac{(x_{t-1,t}x_{t,t+1})^{(\alpha\beta)}}{x_{t-1,t+1}^2} \left[ \frac{(x_{s-1,t}x_{t,s})^{(\alpha\beta)}}{x_{s-1,t}^2} + \frac{(x_{s,t}x_{t,s+1})^{(\alpha\beta)}}{x_{s+1,t}^2} \right].$$

(5.30)

In the right-hand side of this expression we are now allowed to go to the limit $x_{i+1}^2 = x_{st}^2 = 0$.\textsuperscript{27} Substituting $x_{st} = |J| |J|$ and using $x_{s-1,t}^2 = (x_{s-1,s} + x_{st})^2 = \langle s - 1 \ J | s - 1 \ J \rangle$ and $x_{s+1,t}^2 = (x_{s,s+1} - x_{st})^2 = -\langle s \ J | s \ J \rangle$, we find after some algebra

$$\text{Res}_{x_{st}^2=0} \lim_{x_{i+1}^2 \to 0} G_{n;1}^{(0)}/G_{n;0}^{(0)} = 2 \frac{(\theta_t^+)^4}{12} \frac{(t - 1 \ t + 1)}{(t - 1 \ t)(t \ t + 1)} \frac{\langle s - 1 \ s \rangle \langle t - 1 \ J | J \ t \rangle \langle J \ t \rangle}{\langle s - 1 \ J | J \ s \rangle}.$$  

(5.31)

This result is twice the expression in (5.18), thus confirming the duality relation (5.20).

\textsuperscript{27}The only exception is the boundary case $|s - t| = 2$, which is treated in Appendix C.
6 Discussion and conclusions

In this and in the twin paper [20] we have proposed a new duality between supersymmetric correlation functions on the light cone and scattering super-amplitudes. We have shown, in a number of examples, that the super-correlators, computed at tree level, exactly reproduce the structure of the super-amplitudes at tree level and of their integrands at loop level.

A very important feature of this duality is that we are dealing with finite objects defined in $D = 4$ dimensions. At no point we need regularization, avoiding the related delicate issues about anomalies, etc. Thus, we are comparing objects with exact (super)conformal symmetry.

It should be pointed out, however, that at the starting point of the discussion of super-correlators we made the choice to set all anti-chiral Grassmann variables $\bar{\theta}_i = 0$, in order to match the nature of the super-amplitude formulated in chiral dual superspace. A priori, this would mean that we have deliberately sacrificed the anti-chiral ($\bar{Q}$) half of Poincaré supersymmetry. Yet, quite surprisingly, this is not always the case! The explicit example in Section 5 shows how the nilpotent tree-level correlator $G^{(0)}_{n;0}$ reproduces the NMHV tree (5.1). The latter is made of $R$ invariants (5.2), which are known to have full $\mathcal{N} = 4$ supersymmetry, despite their manifest chiral appearance. This property is due to the very special Grassmann delta function in the numerator of (5.2), which suppresses the $\bar{Q}$ variation of the denominator. So, contrary to all expectations, the correlator of stress-tensor multiplets $T$, restricted to its purely chiral sector and put on the light cone, still has the full supersymmetry ($Q$ and $\bar{Q}$). At present we have no explanation for this “miracle”, but it shows that our knowledge of the nilpotent invariants in analytic superspace is probably incomplete.

The next question is what happens to $\bar{Q}$ supersymmetry at loop level. As conjectured in this paper and confirmed by the examples worked out in [20], the integrands of the super-amplitudes at loop level are given by the same type of tree-level super-correlators of $T$. However, this time some of the points of the correlator are not on the light cone, they serve as integration points in the loop integrals. If we attribute the miraculous restoration of $\bar{Q}$ supersymmetry to the light-like kinematics, we should expect that pulling some points away from the light cone would break $\bar{Q}$ supersymmetry. Indeed, we learn from [33] that in the Grassmannian approach to the same integrands for loop amplitudes one observes that the $\bar{Q}$ variation of the integration points does not vanish, but it produces total space-time derivatives. This fits very well with our interpretation of the integration points as insertions of the chiral on-shell Lagrangian $\mathcal{L}$. The latter is invariant under $Q$, but it transforms into a total derivative under $\bar{Q}$.

Still, one might wonder why the complete correlator (2.24), with its full dependence on $\theta$ and $\bar{\theta}$ and unbroken $Q$ and $\bar{Q}$ supersymmetry, does not play a role in the duality with amplitudes? In it, the purely chiral sector (2.26) is not invariant under $\bar{Q}$, but it transforms into the other sectors of the super-function. Could it be that the super-amplitudes admit an alternative, non-chiral description, where what is known now as the purely chiral super-amplitude will be just a small corner? Apart from unbroken $\bar{Q}$ supersymmetry, such a description will have another advantage, manifest PCT symmetry. Of course, one would
need to find out the meaning of the rest of such a much bigger super-amplitude.

A related issue is the existence of a second, hidden superconformal symmetry of the correlators. We know that the amplitudes (at least at tree level), in addition to their natural on-shell symmetry, have another, dual superconformal symmetry. The former acts on the amplitude non-locally, while the latter is local. Inverting the roles, the correlator dual to the amplitude has its native superconformal symmetry, which is the dual symmetry of the amplitude. The obvious question now is: What is the analog of the native non-local symmetry of the amplitude, applied to the correlator, and why is it there? Is this some symmetry enhancement due to the light-cone limit or is there some other hidden reason for it?

Along the same lines, the Grassmannian approach to amplitudes reveals a recursive structure [33, 34] which allows in principle to obtain any type of amplitude by a finite number of algebraic steps. The amplitude/correlator duality implies the existence of an analogous recursion for the latter. What is the dynamical principle behind it? And, more generally, why are amplitudes dual to light-cone correlators? Is there yet another well hidden symmetry which completely fixes both objects?

Other related recent developments suggest that it would be interesting to study gauge invariant operators inserted into non-trivial external states. On the one hand, there is evidence of a duality between form factors (the case with a single operator insertion) and Wilson loops [73]. On the other hand, applications of BCFW at strong coupling show that vacuum expectation values of operators naturally mix with operators inserted inside external states [74]. Amplitudes and correlation functions are both special cases of such objects.

We would like to make a comment about the third link in the triality relation (1.6), the link correlator \( \rightarrow \) Wilson loop. In [10] it was shown how one obtains a light-like Wilson loop by taking the light-cone limit of the correlator in \( D = 4 - 2\epsilon \) dimensions and setting \( x^2_{i,i+1} = 0 \). A general argument was given for the validity of this relation, at least for scalar correlators and bosonic Wilson loops. The next obvious question is what happens if we apply the same limiting procedure to the super-correlator? Should we expect to arrive at the super-Wilson loop of [18, 19] or not? We postpone the answer to this question to the future, but we have to stay alert that in this singular limit we ought to handle divergent objects with due care [46].

Finally, one should not forget that initially, in the context of the AdS/CFT correspondence, the correlators of 1/2 BPS operators have been studied in view of their duality with AdS supergravity amplitudes (see, e.g., [75, 76]). Now we propose a new duality between the same correlators and amplitudes on the CFT boundary of AdS. It is tempting to try to establish a more profound link between the old and the new dualities, although this is far from obvious. The only free parameter in AdS supergravity is \( N_c \), there is nothing which could match the perturbative expansion parameter \( \alpha \). Still, we know from [2] that the string dual to the CFT gluon amplitudes are the minimal surfaces spanned on light-like polygons. It is perhaps necessary to investigate how these surfaces are related to AdS amplitudes plus possible string corrections.
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A Appendix A: $\mathcal{N} = 4$ super-Yang-Mills Lagrangian

A.1 Conventions and definitions

The dotted and undotted spinor indices, as well as the $SU(2)$ indices, are raised and lowered as follows:

$$
\psi^\alpha = \epsilon^{\alpha\beta} \psi_\beta, \quad \bar{\chi}^\dot{\alpha} = \epsilon^{\dot{\alpha}\dot{\beta}} \bar{\chi}_{\dot{\beta}}, \quad \psi_\alpha = \epsilon_{\alpha\beta} \psi^\beta, \quad \bar{\chi}_{\dot{\alpha}} = \epsilon_{\dot{\alpha}\dot{\beta}} \bar{\chi}^\dot{\beta},
$$

(A.1)

where the antisymmetric $\epsilon$ symbols have the properties:

$$
\epsilon_{12} = \epsilon_{1\dot{2}} = -\epsilon^{1\dot{2}} = 1, \quad \epsilon_{\alpha\beta} \epsilon^{\beta\gamma} = \delta^\gamma_\alpha, \quad \epsilon_{\dot{\alpha}\dot{\beta}} \epsilon^{\dot{\beta}\dot{\gamma}} = \delta^\dot{\gamma}_{\dot{\alpha}}.
$$

(A.2)

The convention for the contraction of a pair of spinor indices is

$$
\psi^\alpha \lambda_\alpha \equiv \psi \lambda, \quad \bar{\chi}^\dot{\alpha} \bar{\rho}_{\dot{\alpha}} \equiv \bar{\chi} \bar{\rho}, \quad \psi^\alpha \psi_\alpha, \quad \bar{\psi}^\dot{\alpha} \bar{\psi}_{\dot{\alpha}},
$$

(A.3)

We switch between spinor and vector notation using

$$
x_{\alpha\dot{\alpha}} = \sigma^\mu_{\alpha\dot{\alpha}} x_\mu, \quad x^{\dot{\alpha}} = \tilde{\sigma}^{\dot{\alpha}}_\mu x^\mu,
$$

$$
x_\mu = \frac{1}{2} (\sigma_\mu)_{\alpha\dot{\alpha}} x^{\dot{\alpha}} \alpha, \quad x^2 = x^\mu x_\mu = \frac{1}{2} x_{\alpha\dot{\alpha}} x^{\dot{\alpha}} \alpha
$$

(A.4)

with $\tilde{\sigma}^{\dot{\alpha}}_\mu = \epsilon^{\dot{\alpha}\dot{\beta}} \epsilon_{\mu\beta} (\sigma_\mu)_{\beta\dot{\beta}}$. Consequently, we have

$$
\partial^\dot{\alpha} x_{\beta\dot{\beta}} = 2 \delta^\dot{\alpha}_{\beta} \delta^\dot{\beta}_{\dot{\beta}}, \quad x^{\dot{\beta}} x_{\alpha\dot{\alpha}} = x^2 \delta^\dot{\alpha}_{\dot{\alpha}}.
$$

(A.5)

The Yang-Mills field strength is defined by the commutator of two covariant derivatives, $[\mathcal{D}_\mu, \mathcal{D}_\nu] = -igF_{\mu\nu}$, with $\mathcal{D}_\mu = \partial_\mu - igA_\mu$. In two-component spinor notation this becomes

$$
F_{\mu\nu} (\sigma^\mu)_{\alpha\dot{\alpha}} (\sigma_\nu)_{\beta\dot{\beta}}^\dot{\beta} = \epsilon_{\alpha\beta} \bar{F}_{\dot{\alpha}\dot{\beta}} + \epsilon_{\dot{\alpha}\dot{\beta}} F_{\alpha\beta},
$$

(A.6)

where $F_{\alpha\beta} = F_{\beta\alpha}$ and $F_{\dot{\alpha}\dot{\beta}} = F_{\dot{\beta}\dot{\alpha}}$ are given by

$$
F_{\alpha\beta} = -\frac{1}{2} F_{\mu\nu} (\sigma^\mu \sigma_\nu)_{\alpha\beta}, \quad \bar{F}_{\dot{\alpha}\dot{\beta}} = -\frac{1}{2} F_{\mu\nu} (\tilde{\sigma}^\mu \sigma_\nu)_{\dot{\alpha}\dot{\beta}},
$$

(A.7)

leading to

$$
F_{\mu\nu} F^{\mu\nu} = -\frac{1}{2} \left( F_{\alpha\beta} F_{\beta\alpha} + \bar{F}_{\dot{\alpha}\dot{\beta}} \bar{F}_{\dot{\beta}\dot{\alpha}} \right) = \frac{1}{2} \left( F_{\alpha\beta} F_{\beta\alpha} + \bar{F}_{\dot{\alpha}\dot{\beta}} \bar{F}_{\dot{\beta}\dot{\alpha}} \right)
$$

(A.8)
A.2 Different forms of the $\mathcal{N} = 4$ SYM Lagrangian

The $\mathcal{N} = 4$ SYM Lagrangian in Minkowski space, written in two-component spinor notation, has the form

$$
\mathcal{L}_{N=4} = \text{tr} \left\{ -\frac{1}{4} \left( F_{\alpha\beta} F^{\alpha\beta} + \bar{F}_{\dot{\alpha}\dot{\beta}} \bar{F}^{\dot{\alpha}\dot{\beta}} \right) + \frac{1}{4} D_{\alpha\dot{\alpha}} \phi^{AB} D_{\alpha\dot{\alpha}} \phi_{AB} + \frac{1}{8} g^2 [\phi^{AB}, \phi^{CD}] [\phi_{AB}, \phi_{CD}] 
+ i \bar{\psi}_{\dot{\alpha}} A D^{\dot{\alpha}} \psi_{\alpha} - i (D^{\dot{\alpha}} \bar{\psi}_{\dot{\alpha}} A) \psi^{\alpha} - \sqrt{2} g \psi^{\alpha A} [\phi_{AB}, \psi^{\alpha B}] + \sqrt{2} g \bar{\psi}_{\dot{\alpha}} A [\phi^{AB}, \bar{\psi}_{\dot{\alpha}} B] \right\}.
$$

(A.9)

All fields are in the adjoint representation of the gauge group $SU(N_c)$, and the generators and the structure constants satisfy the relations

$$
\text{tr}(t^a t^b) = \frac{1}{2} \delta^{ab}, \quad f^{abc} f^{abd} = N_c \delta^{cd}.
$$

(A.10)

The scalar fields $\phi^{AB}$ satisfy the reality condition

$$
\phi^{AB} = (\phi^{AB})^\dagger = \frac{1}{2} \epsilon_{ABCD} \phi^{CD},
$$

(A.11)

where $\epsilon_{1234} = \epsilon_{1234} = 1$.

In this paper we use another, on-shell and chiral form of the Lagrangian. It is obtained by adding to (A.9) the following total derivative terms:

$$
\Delta \mathcal{L} = \text{tr} \left\{ -\frac{1}{4} \left( F_{\alpha\beta} F^{\alpha\beta} - \bar{F}_{\dot{\alpha}\dot{\beta}} \bar{F}^{\dot{\alpha}\dot{\beta}} \right) - \frac{1}{4} \partial^\alpha (\phi^{AB} D_{\alpha \dot{\alpha}} \phi_{AB}) - i \partial^{\dot{\alpha}} (\bar{\psi}_{\dot{\alpha}} A \psi^{\alpha}) \right\},
$$

(A.12)

and then using the field equations for the scalars and the fermions to eliminate their kinetic terms. The result is

$$
\mathcal{L} = [\mathcal{L}_{N=4} + \Delta \mathcal{L}]_{\text{on-shell}} = \text{tr} \left\{ -\frac{1}{2} F_{\alpha\beta} F^{\alpha\beta} + \sqrt{2} g \psi^{\alpha A} [\phi_{AB}, \psi^{\alpha B}] - \frac{1}{8} g^2 [\phi^{AB}, \phi^{CD}] [\phi_{AB}, \phi_{CD}] \right\}.
$$

(A.13)

We note that the imaginary part

$$
\text{Im} \mathcal{L} = \text{Im} \Delta \mathcal{L} = \text{tr} \left\{ -\frac{i}{4} \left( F_{\alpha\beta} F^{\alpha\beta} - \bar{F}_{\dot{\alpha}\dot{\beta}} \bar{F}^{\dot{\alpha}\dot{\beta}} \right) - \partial^{\dot{\alpha}} (\bar{\psi}_{\dot{\alpha}} A \psi^{\alpha}) \right\}
$$

(A.14)

is a total derivative and a pseudo-scalar.

A.3 Supersymmetry transformations

The $\mathcal{N} = 4$ supersymmetry transformations that leave the action $S_{N=4} = \int d^4 x \mathcal{L}_{N=4}$ invariant are

$$
Q_{A}^\alpha \phi^{BC} = i \sqrt{2} (\delta_A^B \psi^C - \delta_A^C \psi^B) \\
Q_{A \dot{\alpha}} A_{\dot{\beta}} = -2 i \delta_{\dot{\alpha}}^\beta \bar{\psi}_{\dot{\beta}} \\
Q_A^\alpha \psi^B = \delta_A^B F^{\alpha} + i g [\phi^{BC}, \phi_{CA}] \delta^\alpha \\
Q_A^\dot{\alpha} \bar{\psi}_{\dot{\beta}} = \sqrt{2} D^{\beta \alpha} \phi_{AB} \\
Q_{\dot{A}}^\dot{\beta} = \sqrt{2} \phi_{AB}.
$$

(A.15)
together with the conjugate expressions for the action of \( \bar{Q}_\alpha^A \). From the variation of \( A_\alpha \dot{\alpha} \)
one derives that of the chiral part of the field strength:

\[
Q_\alpha F_{\beta\gamma} = i \delta_\beta^\gamma D_{\gamma\dot{\alpha}} \bar{\psi}_A^\dot{\alpha} + (\beta \leftrightarrow \gamma),
\]

which contains the Dirac operator from the field equation for the fermion.

The algebra \( \{Q_\alpha^A, Q_\beta^B\} = 0 \) of the transformations (A.15) closes modulo compensating
gauge transformations and only on shell. The first effect can be seen from, e.g., the
commutator (with (\( \epsilon_1 Q \)) = \( \epsilon_1^A Q_\alpha^A \))

\[
[(\epsilon_1 Q), (\epsilon_2 Q)] A_{\beta\dot{\beta}} = i 2 \sqrt{2} D_{\beta\dot{\beta}} (\epsilon_1^A \epsilon_2^B \phi_{AB}),
\]

which has the form of a gauge transformation of \( A_{\gamma\dot{\gamma}} \) with a field-dependent parameter proportional to \( \epsilon_1^A \epsilon_2^B \phi_{AB} \). The second effect is present in the anticommutator (for simplicity, we set \( g = 0 \))

\[
\{Q_\alpha^A, Q_\beta^B\} \phi^{C\gamma} = -i \delta_\alpha^C \epsilon^{\alpha\beta} \partial_{\gamma\dot{\alpha}} \bar{\psi}_{B\dot{\alpha}} + \epsilon^{\gamma\beta} \partial_{\alpha\dot{\alpha}} \bar{\psi}_{B\dot{\alpha}} + (A \leftrightarrow B, \alpha \leftrightarrow \beta),
\]

which vanishes only if the field equation for \( \bar{\psi} \) is used.

It is quite remarkable that this algebra closes off shell on a subset of the fields in (A.15):

\[
\begin{align*}
Q_\alpha^A \phi^{BC} &= i \sqrt{2} \left( \delta_A^B \psi^{C\alpha} - \delta_A^C \psi^{B\alpha} \right) \\
Q_\alpha^A \psi_{B\beta} &= \delta_A^B F_{\beta\dot{\alpha}} + ig [\phi^{BC}, \phi_{C\alpha}] \delta_\beta^\alpha \\
Q_\alpha^A F_{\beta\gamma} &= \sqrt{2} g \delta_{\beta\dot{\alpha}} [\phi_{AB}, \psi_{B\gamma}] + (\beta \leftrightarrow \gamma),
\end{align*}
\]

where the variation of \( F \) from (A.16) has been recast in the new form with the help of the
field equation for \( \bar{\psi} \). This off-shell algebra is used in Section 3 (see (3.2)).

### B Appendix: Derivation of Eq. (5.18)

We are interested in the residue of the \( \mathcal{R} \) invariant (5.8) in the limit \( x_{st}^2 \propto (s-1, s, t-1, t) \rightarrow 0 \). In this limit the momentum super-twistor \( \chi_t \) in (5.9) drops out. Further, in the gauge (5.15) two other odd variables in (5.9) vanish, \( \chi_{s-1} = \chi_s = 0 \). According to (5.13), the
remaining nonzero odd variables, \( \chi_{t-1} \) and \( \chi_t \), are expressed in terms of the two components
of the same analytic \( (\theta^+_t)^\alpha \):

\[
\chi_t = \langle t-1|\theta_t^+\rangle (t-1)^{-1}t - \Gamma^A, \quad \chi^A_t = \langle t|\theta_t^+\rangle (t+1)^{-1}t + \Gamma^A.
\]
Consequently, the Grassmann delta function in (5.8) becomes

\[ \delta^{(4)} \left( (t, r, s - 1, s) \chi_{t-1} + (r, s - 1, s, t - 1) \chi_t \right) \]

\[ = \delta^{(4)} \left( (t, r, s - 1, s) (t - 1|\theta^+_t) (t - 1|t)^{-1} - (r, s - 1, s, t - 1) (t|\theta^+_t) (t - 1|t)^{-1} + 1 \right) \]

\[ = [(t, r, s - 1, s)(r, s - 1, s, t - 1)]^2 \]

\[ \times \frac{6}{4!} \epsilon_{ABCD} \left[ \langle t - 1|\theta^+_t \rangle^A (t - 1|t)^{-1} \alpha' (t - 1|t)^{-1} \beta' (t - 1|t)^{-1} \right] \]

\[ \times \langle t|\theta^+_t \rangle^B (t + 1|t)^{-1} c'/ (t + 1|t)^{-1} d' (t + 1|t)^{-1} \]

\[ = [(t, r, s - 1, s)(r, s - 1, s, t - 1)]^2 \]

\[ \times \frac{1}{4} \left[ \epsilon^{ab}(t - 1|t)^{-1} \alpha' (t - 1|t)^{-1} \beta' \right] \left[ \epsilon^{cd}(t + 1|t)^{-1} c'/ (t + 1|t)^{-1} d' \right] \]

\[ \times \frac{6}{4!} \epsilon_{ABCD} \frac{1}{2} \left[ \langle t - 1|\theta^+_t \rangle^A (t - 1|t)^{-1} \alpha' (t - 1|t)^{-1} \beta' \right] \]

\[ \times \langle t|\theta^+_t \rangle^B (t + 1|t)^{-1} c'/ (t + 1|t)^{-1} d' (t + 1|t)^{-1} \]

\[ = \left( \frac{\theta^+_t}{12} \right)^4 [(t, r, s - 1, s)(r, s - 1, s, t - 1)]^2 \]

\[ \times (t - 1|t)^{2} \left( \frac{t - 1}{t - 1|t} (t + 1|t) \right), \]  

(B.1)

where we have used the notations (3.18), (3.33) and relation (3.19). If we use the explicit harmonic coordinates (3.16), the harmonic factor in (B.1) becomes

\[ \frac{(t - 1|t + 1)}{(t - 1|t)(t + 1|t)} = \frac{y_{t-1|t+1}}{y_{t-1|t} y_{t+1|t}}. \]  

(B.2)

Inserting this result in (5.8) and using the factorized expressions (5.17) for the twistor conformal invariants, we obtain Eq. (5.18).

C Appendix: Boundary case

In this appendix we treat the special case \(|s - t| = 2\) and show that the residues of the NMHV amplitude and of the correlator with one Lagrangian insertion vanish.

The analysis in Section 5.1.4 of the \(R\) invariant and its residue was done for generic values of the labels \(s\) and \(t\). More care is needed in the special case \(|s - t| = 2\). For definiteness, let us take \(s = t - 2\). We refer the reader to [16] for the detailed analysis and here just state the result:

\[ \text{Res}_{x_{t-2|t} = 0} R_{r,t-2,t}(\theta^+_t = \theta^+_{t-1} = \theta^+_{t+1} = 0) = 0. \]  

(C.1)

This behavior is expected, since \(x_{t-2|t}^2 \rightarrow 0\) is one of the collinear limits of the amplitude. These limits are the same for the NMHV and the MHV amplitudes, hence their ratio should be free from collinear singularities.

Similarly, the residue of the correlator was computed in Section 5.2.2 for generic values of the labels \(s\) and \(t\). According to (C.1), for \(s = t - 2\) the residue of \(R_{r,t-2,t}\) at the pole \(1/x_{t-2|t}^2\) vanishes, so we expect this to be the case for the correlator as well.
However, we have to be careful, because the denominator $x_{s+1,t}^2 = x_{t-1,t}^2$ in the second term in (5.29) vanishes in the light-cone limit. Let us look in more detail into the potentially singular contribution

$$
\frac{(x_{t-1,t}x_{t,t+1})^{(\alpha\beta)}}{x_{t-1,t+1}^2} \left[ \frac{(x_{t-3,t}x_{t,t-2})^{(\alpha\beta)}}{x_{t-3,t}^2} + \frac{(x_{t-2,t}x_{t,t-1})^{(\alpha\beta)}}{x_{t-1,t}^2} \right]
\Rightarrow \frac{\text{tr}(x_{t-1,t}x_{t,t+1}[x_{t-2,t-1}, x_{t,t-1}])}{x_{t-1,t+1}^2 x_{t-1,t}^2}
\Rightarrow \frac{(x_{t-1,t} \cdot x_{t,t+1})}{x_{t-1,t+1}^2} \frac{(x_{t-1,t} \cdot x_{t-2,t-1})}{x_{t-1,t}^2}.
$$

(C.2)

The first factor here is non-singular in the light-cone limit, while the second is potentially singular. However, in the present context we are only interested in the combination of the light-cone limit with another singular limit, where the pole $1/x_{st}^2$ appears. In this special limit the two light-like vectors $x_{t-2,t-1}$ and $x_{t-1,t}$ become collinear, therefore the second factor in (C.2) remains finite.

At the same time, we should remember that in the ratio of correlators (5.22) there is the nilpotent prefactor $(\theta_t^+)^4$. Using the gauge condition $\theta_s^A = 0$, we find

$$-\theta_t^A = \theta_{st}^A = \theta_{t-2,t}^A = (t-2)\eta_{t-2}^A + (t-1)\eta_{t-1}^A,
$$

(C.3)

hence

$$(\theta_t^+)^4 = (|t-2\rangle \eta_{t-2}^{A+} + |t-1\rangle \eta_{t-1}^{A+})^4 = (t-2 t-1)^2(\eta_{t-2}^{A+})^2(\eta_{t-1}^{A+})^2.
$$

(C.4)

The factor $(t-2 t-1)^2$ makes the whole residue vanish, in accord with the result for the amplitude.
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