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We introduce an exactly solvable one-dimensional potential that supports both bound and/or resonance states. This potential is a generalization of the well-known 1D Morse potential where we introduced a deformation that preserves the finite spectrum property. On the other hand, in the limit of zero deformation, the potential reduces to the exponentially confining potential well introduced recently by A. D. Alhaidari. The latter potential supports infinite spectrum which means that the zero deformation limit is a critical point where our system will transition from the finite spectrum limit to the infinite spectrum limit. We solve the corresponding Schrödinger equation and obtain the energy spectrum and the eigenstates using the tridiagonal representation approach.

I. INTRODUCTION

Studying exactly solvable potentials has been an issue of great interest since the birth of quantum mechanics. Many techniques have been designed aiming at obtaining exact solution to the Schrödinger equation. These methods include, but not limited to, factorization method, point canonical transformation, supersymmetry approach, shape invariance, Darboux transformation, second quantization, asymptotic iteration method, group theoretical approaches, path integral transformation, and Nikiforov-Uvarov method. For a brief description of these methods the reader can consult the corresponding literature. Our group has devised a new algebraic method called the “Tridiagonal Representation Approach” (TRA) which enabled us to enlarge the class of exactly solvable potentials. For more details on the TRA the reader is encouraged to refer to the recent summary of this method and references therein. In this approach the exact solution of the corresponding Schrödinger equation is expressed in the form of a bounded series of suitably selected square integrable basis set. Requiring a tridiagonal representation of the wave equation in this basis set will result in a three term recursion relation for the expansion coefficients of the series which are then solved in terms orthogonal polynomials in the energy and physical parameter spaces.

In the present work we introduce the following exactly solvable 1D deformed Morse-like potential

\[ V_q(x) = A(e^{\lambda x} + q)^{-2} + B(e^{\lambda x} + q)^{-1} + C e^{\lambda x} - \frac{A + qB}{q^2} \]

where \( x \in (-\infty, +\infty) \) and the potential parameters \( \{q, A, B, V, \lambda\} \) are real such that \( q > 0 \), \( C > 0 \) and \( q \) is the deformation parameter. The design of the above potential is such that it reduces to zero at minus infinity (the last constant value in \( 1 \) ensures that) and blows up at positive infinity. With these choices the potential will support both resonances and/or bound states or none depending on the range of potential parameters. For intense, for \( C = q = 0 \), this potential reduces to the well-known 1D Morse potential with a finite energy spectrum and when \( q = 0 \), this becomes the exponentially confining potential well introduced recently by Alhaidari with an infinite energy spectrum. For other values of the potential parameters we will see that we can have different situations where only resonances, only bound states, both bound and resonant states or none are allowed. Actually, we were able to generate an illuminating spectral phase diagram that shows different regions of the potential parameter space where bound states and/or resonances can occur.

The rest of this manuscript is organized as follows: In section II we investigate the analytical properties of the deformed Morse-like potential \( 1 \). In section III we present the theoretical derivation of the solvable potential \( 1 \) using the tridiagonal representation approach. In section IV we compute the energy spectrum associated with this potential using the potential parameter spectrum (PPS) \( 11 \) which is a highly non traditional eigenvalue problem. In section IV we confirm the validity of our generated energy spectrum using a direct numerical diagonalization technique in a suitable \( L^2 \) basis, and the asymptotic iteration method \( 9 \). In section VII we present a conclusion and discuss possible extensions of this work and its potential application.

II. THE POTENTIAL STRUCTURE

In this section we analyze all possible potential configurations that can sustain bound and/or resonance states. Starting with the potential \( 1 \), we first look at possi-
ble extrema which are given by the root of the equation \( \frac{dv}{dx} = 0 \) at \( x = x_0 \), we then get

\[
2A z_0^3 + B z_0^2 - C = 0
\]

where \( z_0^{-1} = e^{\lambda x_0} + q \). If \( A > 0 \) and \( B < 0 \), then Descartes’ rule of signs dictates that this cubic equation has a single real positive root. Now, if \( 0 < z_0 < 1/q \), then the potential has a minimum and it can support only bound states. The second scenario holds when \( B > 0 \) and \( A < 0 \), then Descartes’ sign rule guarantees that this cubic equation has either two real positive root or none. Now, if both roots pertained to the interval \((0, 1/q)\) and have unequal values then the potential has a minimum and a maximum and it can then support either resonances or a mix of resonance and bound states. Thirdly, if \( A > 0 \) and \( B < 0 \), then Descartes’ sign rule implies that the cubic equation \( \frac{dv}{dx} = 0 \) has only one positive real root, similarly to the first scenario, this case can support only bound states. Lastly, when \( A < 0 \) and \( B < 0 \), we have no real positive root and the potential cannot support neither bound states nor resonances. Obviously, in all cases, the potential supports scattering states. These different situations are summarized in five self explanatory panels in Fig.1. We have also created a video animation of the potential that shows the continuous transition from figures 1(a) to 1(b) as the potential parameters \( A/C \) and \( B/C \) are varied continuously.

On the other hand, we plotted the spectral phase diagram (SPD) in Fig.2 which shows different physical situations that the potential \( \psi(x) \) can support based on the values of the parameters \( \{A, B\} \) which are scaled in units of \( C \). In Fig. 2(a), we took \( q = 0.5 \) and the scaling parameter \( \lambda \) is set to unity. The blue region represents part of the spectral phase diagram (SPD) where only bound (B) states can exist. In the green region, a mix of bound (B) and resonance (R) states whereas in the red region, only resonances. The fourth case is when neither bound nor resonance states can occur in the grey region. On the other hand, in Fig. 2(b), we varied \( q \) and plotted the SPD as indicated. We find that increasing \( q \) from 0.2 to 0.8 has resulted in increasing the size of the blue and green regions and suppressed the red region while the boarder between red and green regions remains fixed (independent of \( q \)). Thus, the deformation parameter \( q \) can change the state of the system at fixed parameters \( \{A, B, C\} \), such as transforming regions from bearing resonances only to allowing a mix of resonance and bound states. We have also provided a video animation showing how the SPD changes with \( q \) which we varied from 0.01 to 0.8 with equal steps of 0.01.

Finally, we find the equations of the boundaries in the SPD as follows. The boundary of the blue region is obtained by setting \( V_q(x) = V_q'(x) = 0 \) and \( z_0 = 1/q \), giving

\[
2A = q^2 C - q B
\]

the boundary between the grey region and the red region is obtained by solving \( V_q''(x) = V_q''(x) = 0 \),

\[
B^3 = 27A^2 C
\]

with \( A < 0, B > 0 \), and is independent of \( q \). The third boundary is between the green and red regions and is obtained by solving \( V_q(x) = V_q'(x) = 0 \) allowing only one of the roots \( z_0 \) to be different from \( 1/q \), we obtain

\[
A = q^2 \sqrt{BC} - q \left( B + q^2 C \right)
\]

### III. TRA FORMULATION

Starting with the 1D Schrodinger equation (in units of \( \hbar = m = 1 \)),

\[
-\frac{1}{2} \frac{d^2}{dx^2} + V(x) - E \psi(x) = 0
\]

we make a change of variable \( y = \frac{2}{q} e^{\lambda x} + 1 \geq 1 \), giving

\[
(y - 1)^2 \frac{d^2}{dy^2} + (y - 1) \frac{d}{dy} + \varepsilon - U(y) \psi(y) = 0
\]

where \( \varepsilon = 2E/\lambda^2 \) and \( U(y) = 2V(y)/\lambda^2 \). Following the TRA formalism, we expand the wavefunction as

\[
\psi(y) = \sum_n f_n(E, \mathcal{P}) \phi_n(y),
\]

where the expansion coefficients \( f_n(E, \mathcal{P}) \) are generally functions of the energy and potential parameters that are lumped together in \( \mathcal{P} \). In our case \( \mathcal{P} = \{A, B, C, q\} \), and the suitable square integrable basis function \( \phi_n(y) \) is

\[
\phi_n(x) = A_n (y - 1)^{\frac{\mu + 1}{2}} (y + 1)^{\frac{\nu + 1}{2}} P_n^{(\mu, \nu)}(y)
\]

where \( P_n^{(\mu, \nu)}(y) \) is the finite Jacobi polynomial defined in Appendix A, \( A_n \) is a normalization constant defined in Eq. B4 and \( \{\mu, \nu\} \) are real basis parameters with \( \mu > -1 \) and \( \mu + \nu < -2N - 1 \).

Using the differential equation of the finite Jacobi polynomials Eq. B7, the action of the operator in Eq. 7 on the basis Eq. 8 is given by
FIG. 1: Different possible configurations for the potential given by Eq. 1 which might support (a) only resonances, (b) bound and resonance states, (c) only bound states, and (d) & (e) none. All configurations support scattering states.

\[
\left( y - 1 \right)^2 \frac{d^2}{dy^2} + \left( y - 1 \right) \frac{d}{dy} + \varepsilon - U(y) \right) \phi_n(y) = A_n(y - 1)^{\frac{\nu}{2} + 1}(y + 1)^{\frac{\mu}{2}} \left\{ \frac{n(n + \mu + \nu + 1) + \frac{\mu^2 y + 1}{4}}{y - 1} \right. \\
+ \frac{\nu^2 - 1}{4} \frac{y - 1}{y + 1} + \frac{(\mu + 1)(\nu + 1)}{2} + (\varepsilon - U(y)) \frac{y + 1}{y - 1} \right\} P_n^{(\mu, \nu)}(y) \tag{9}
\]

Requiring that the representation of this operator in the basis set \( \phi_n(x) \) be tridiagonal and looking for energy independent potential solutions we end up with the requirements \( \varepsilon = - \frac{n^2}{4} \), and

\[
\frac{1}{4} (\nu^2 - 1) \frac{y - 1}{y + 1} - U(y) \frac{y + 1}{y - 1} = - F y - D \tag{10}
\]

This last requirement gives rise to the solvable deformed Morse-like potential announced at the beginning of this manuscript (1) where the parameters \( \{ \nu, F, D \} \) are related to \( \{ A, B, C, q, \lambda \} \) as indicated in Table I. This potential by construction gives rise to the tridiagonal representation of the wave operator \( \hat{H} - E \) in this basis,

\[
- \frac{2}{\lambda^2} \langle m | (\hat{H} - E) | n \rangle = a_n \delta_{n,m} - F \langle m | y | n \rangle \tag{11}
\]

where we defined \( \langle m | (...) | n \rangle := \lambda \int_{-\infty}^{+\infty} dx \phi_m(x)(...)\phi_n(x) \), \( a_n = n(n + \mu + \nu + 1) + \frac{\nu}{2} (\mu + 1)(\nu + 1) - D \), and \( \langle m | y | n \rangle \) is the tridiagonal matrix defined in Eq. B5.

It is clear that the above representation is diagonal when \( F = 0 \) (i.e. \( C = 0 \)), resulting in the following
FIG. 2: (a) Snapshot of a video animation of the spectral phase diagram showing several regions where only bound (B) states can exist in the blue region, only resonances (R) in the red region, a mixture of resonance and bound states in the green region, and the gray region where none of these states can exist. The dashed line represents the TRA lower limit on the potential parameter $A$ scaled in units of $C$. Here we took $\lambda = 1$ and $q = 0$.5, and in (b) the spectral phase diagram for several values of $q$, from top left to bottom right we took $q = 0.2, 0.4, 0.6, \text{and } 0.8$.

| $U(x)$ | $V_q(x)$ |
|--------|----------|
| $\nu$  | $-\sqrt{\frac{2A}{\lambda^2}} + 1$ |
| $D$    | $-\frac{2B}{q^2\lambda} - \frac{4A}{q^2\lambda^2}$ |
| $F$    | $-\frac{q^2\lambda^2}{8C}$ |

TABLE I: The relation between the parameters of $U(x)$ in terms of those of $V_q(x)$.

where $\{Q_n, S_n\}$ are defined in Eqs. $[B6, B7]$ Making the substitution $f_n = \frac{A_n \xi_n}{A_0}$, we obtain the following three-term recursion relation for $\xi_n$,

$$\frac{1}{F} a_n \xi_n(E) = \frac{2(n+\mu)(n+\nu)}{(2n+\mu+\nu+1)(2n+\mu+\nu+2)} \xi_{n+1}(E) - Q_n \xi_n(E)$$

we deduce that $\xi_n = \tilde{H}^{(\mu,\nu)}(z; -F^{-1}; \ell, \pi/2)$, where $\tilde{H}^{(\mu,\nu)}(z; -F^{-1}; \ell, \theta)$ is an orthogonal polynomial introduced recently by Alhaidari $[10]$ and $\ell = \frac{1}{2} (\mu + 1)(\nu + 1) - (\frac{\mu + \nu + 1}{2})^2 - D$. This polynomial is defined by its three term recursion relation and some of its properties were addressed by W. Van Assche $[10]$. However, we do not know its important analytical properties such as its weight function, generating function, asymptotics, orthogonality relations, zeros, \ldots etc. We hope that experts in the field of orthogonal polynomials will be able to study this polynomial and derive its analytical properties.

In addition, the analytical properties of this polynomial will also be useful when considering the exponentially confining potential well problem (Ref. $[10]$) obtained from our potential (1) by considering the zero deformation limit. Although this system supports an infinite spectrum and the Jacobi basis used in this work is fi-
nite, in the limit \( q \to 0 \) the Jacobi basis becomes infinite! This can be seen through \( \nu = -\sqrt{\frac{\lambda^2 q^2}{4} + 1} \) along with \( N < -\left(\mu + \nu + 1\right)/2 \). This is also in agreement with the fact that the polynomial \( H^{\mu,\nu}(z^{-1}; \ell, \theta) \) has discrete infinite spectrum \([16]\).

Consequently, the wavefunction associated with the potential \([1] \) is

\[
\psi_n(x) = R_n(y-1) \frac{2}{y+1} \times \sum_{k=0}^{N} c_k H_k^{(\mu,\nu)}(-F^{-1}; \ell, \pi/2) P_k^{(\mu,\nu)}(y)
\]

(16)

where \( R_n \) is some normalization constant.

We should mention that the TRA imposes the constraint \( A \geq -\lambda^2 q^2/8 \) as per the results in Table \([11]\). The critical limit \( A = -\lambda^2 q^2/8 \) is represented by the dashed lines in Fig \([2]\). It is clear that at some values of \( q \), the blue triangle below this critical limit may contain bound states that cannot be accounted for by our TRA solution but can be treated together with resonance states by other numerical means \([12]\).

**IV. POTENTIAL PARAMETER SPECTRUM**

The potential parameter spectrum (PPS) is a non-traditional numerical eigenvalue method that originated in the context of the TRA whenever the basis set is energy dependent \([13]\). This happens, for example, when the TRA constraints dictate that one or more of the basis parameters is/are energy dependent. Such is the case in our current situation, however, we have two difficulties: (1) the analytic properties of \( P_n(z) \) are not known, and (2) the basis and \( \{a_n, b_n\} \) are energy dependent. Under these circumstances we resort to an indirect numerical approach, the potential parameter spectrum (PPS), to evaluate the corresponding energy spectrum. In brief the main components of the PPS approach go as follows:

1. The polynomial argument \( z \) must be chosen such that it does not depend on the energy and contains at least one of the system’s parameters that does not appear in \( \{a_n, b_n\} \). Let us call that parameter \( \gamma \) and write \( z = z(\gamma) \).

2. Write Eq. \([18]\) as \( z(\gamma) \left| P \right\rangle = T \left| P \right\rangle \) and take the tridiagonal matrix \( T \) to be of finite size \( N \times N \).

3. We choose a value for \( E \) from a proper range and calculate \( \{a_n, b_n\}_{n=0}^{N-1} \).

4. Calculate the eigenvalues of \( z(\gamma) \left| P \right\rangle = T \left| P \right\rangle \) as \( \{z_n(\gamma)\}_{n=0}^{N-1} \).

5. Repeat steps 3 and 4 for another \( E \) in the chosen range until the whole range is covered.

6. Let us designate \( \{\gamma_k\}^{N-1}_{k=0} \) as the resulting eigenvalues from the \( k \)th step that corresponds to the energy \( E_k \). This set is called the ”potential parameter spectrum” for \( \gamma \) at energy \( E_k \).

7. Sort the set \( \{\gamma_k\}^{N-1}_{k=0} \) and for each fixed \( n \), make a function fit of \( E_k(k^{M}_{k=1} \{\gamma_k\}) \) versus \( \{\gamma_k\}^{N-1}_{k=0} \) and call this function \( G(n, \gamma) \).

8. Thus, the energy spectrum of the system corresponding to a given physical parameter \( \gamma \) is \( \{G(m, \gamma)\}_{m=0}^{M} \), where \( M \) is the maximum integer such that \( G(m, \gamma) < 0 \).

Now, the wavefunction \( \psi_m(z) \) at the energy level \( G(m, \gamma) \) is obtained as follows. First, Calculate \( \{a_n, b_n\}_{n=0}^{N-1} \) at the energy \( G(m, \gamma) \) and then solve Eq. \([18]\) for \( P_n(z(\gamma)) \). Consequently, we obtain \( \psi_m(z) = f_0(z) \sum P_n(z(\gamma)) \phi_n(z) \) where the energy eigenvalue \( G(m, \gamma) \) is implicit in the basis and energy polynomial.

**V. NUMERICAL DIAGONALIZATION**

For completeness and to give an independent verification of our results, we choose a numerical diagonalization approach that falls within the spirit of TRA. We start by writing our original Hamiltonian in the following form,

\[
\hat{H} = \hat{H}_0 + U_q(x)
\]

(19)
where $\hat{H}_0 = -\frac{1}{2}\frac{d^2}{dx^2} + C e^{\lambda x}$ and $U_q(x) = V_q(x) - C e^{\lambda x}$. This suitable selection of $\hat{H}_0$ will enable us to treat exactly the $e^{\lambda x}$ term and leave only the short range part of the potential for numerical approximation. Then we select a basis set in which $\hat{H}_0$ can be represented by a tridiagonal matrix. In our case, the Laguerre basis will do the job,

$$\phi_n(x) = A_n y^{\frac{\gamma + 1}{2}} e^{-y/2} L_n^\gamma(y),$$

where $A_n = \sqrt{n! / \Gamma(n + \gamma + 1)}$ and $L_n^\gamma(y)$ is the associated Laguerre polynomial with $\gamma > -1$, $y = \rho e^{\lambda x}/2$, where $\rho = 4\sqrt{2C}/\lambda$, giving

$$16\lambda^{-2}(\hat{H}_0)_{n,m} = \alpha_n \delta_{n,m} - \beta_n \delta_{n,m+1} - \beta_{n+1} \delta_{n,m-1}$$

(21)

where

$$\alpha_n = (2n + \gamma + 1)^2 - \frac{1}{2} (\gamma^2 - 1),$$

(22)

$$\beta_n = (2n + \gamma) \sqrt{n(n + \gamma)}.$$ (23)

Thus in the above basis set the matrix element of the seed Hamiltonian $\hat{H}_0$ can be computed exactly, however, the potential terms $U_q(x)$ in this basis is calculated using the numerical Gauss quadrature approach

$$U_q = A.D.A^T,$$

(24)

where $A$ is the normalized eigenvector matrix associated with the following quadrature matrix

$$\langle m|y|n \rangle = c_n \delta_{n,m} - d_n \delta_{n,m+1} - d_{n+1} \delta_{n,m-1}$$

(25)

where

$$\langle m|y|n \rangle = A_n^2 \int_0^{\infty} dx x^{\gamma+1} e^{-x} L_n^\gamma(x) L_n^\gamma(x),$$

$c_n = 2n + \gamma + 1$, $d_n = \sqrt{n(n + \gamma)}$, and

$$D_{ij} = \left[ \frac{A}{(e_i/\rho)^2 + q^2} + \frac{B}{(e_i/\rho)^2 + q} - \frac{A + qB}{q^2} \right] \delta_{ij}$$

(26)

where $e_i$ is the associated eigenvalue of $\langle m|y|n \rangle$.

VI. RESULTS AND DISCUSSION

In this section, we present some illustrative calculations of the energy spectrum and the wavefunction. First, we considered the potential parameters $A = 2.0$, $B = \{-12, -14\}$, $C = 1.0$, and $q = 0.2$ where we summarize the results of the energy spectrum in Table I. We observe a good matching between the results obtained via the numerical Hamiltonian diagonalization (NHD), the potential parameter spectrum (PPS) method, and the asymptotic iteration method (AIM) (Ref. 12).

On the other hand, we considered a larger spectrum size by taking the potential parameters as $A = 2.0$, $B = -10.0$, $C = 1.0$, and $q = 0.2$ which has eight bound states as shown in Table III. As we can see, the results obtained by NHD and the AIM are in good agreement, while errors in the PPS results increase for higher states. This issue arises from the fact that the basis we have chosen in Eq. 8 is finite with the constraint $N < (\mu + \nu + 1)/2$ with $\mu$ being energy dependent. This limits the number of data points that the PPS needs to give a better fitting for the higher excited states. Had we known the analytic properties of the orthogonal polynomials $\hat{H}^{\mu,\nu}_n(-F^{-1}; \ell, \pi/2)$ introduced earlier, we would have been able to obtain exact results. Alternative procedures such as NHD and AIM are necessary to accurately study the higher excited states.

Aside from the energy spectrum, we also plotted the lowest four eigenstates of the potential (1), for the parameters choice $B = -12$ in Table II, as shown in Fig. 3.

VII. CONCLUSIONS

In this work, we have studied an interesting and exactly solvable 1D potential (1) which can support both bound and/or resonance states depending on the choice of potential parameters as shown in the spectral phase diagrams Fig. 2. We obtained the bound state solution of this potential via the tridiagonal representation approach. The wavefunction is expressed as a finite series in terms of the finite Jacobi polynomials with expansion coefficients expressed in terms of the dipole polynomials $\hat{H}_n^{\mu,\nu}(z^{-1}; \ell, \theta)$. Due to the fact that the analytic properties of the later polynomial are still an open problem to be solved, we relied on numerical means to evaluate the energy spectrum. We have used the potential parameter spectrum, the numerical Hamiltonian diagonalization, and the asymptotic iteration method as three independent techniques and obtained the eigenvalues of our problem for several choices of the potential parameters. The results obtained by the three methods are in good agreement except for the PPS when the size of spectrum gets larger. On the other hand, resonance states can be studied using other well-known methods such as complex scaling.

Finally, potential (1) can be used to model diatomic molecules and interactions between atoms and surfaces. It also adds more freedom when compared to the well-known 1D Morse potential due to the fact that the fitting parameters are more than the ones appearing in the Morse potential, and thus being more practical when considering fitting experimental data such as spectroscopic data.
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TABLE II: The complete bound state energy spectrum (in atomic units and with an overall negative sign) for the potential \([1]\) obtained using the potential parameter spectrum (PPS) technique. For comparison, we present a numerical Hamiltonian diagonalization (NHD) in the Laguerre basis of size 200 with the Laguerre polynomial index \(\gamma\) chosen from the plateau of stability as indicated along with results from the asymptotic iteration method (AIM) with 360 iterations and seed point \(x_0\) chosen to be at the local minimum of our potential.\(^{12}\)

The potential parameters were chosen as \(\{A, C, q, \lambda\} = \{2.0, 1.0, 0.20, 1.0\}\) and we varied the parameter \(B\) as shown.

| \(\gamma\) | NHD (\(\gamma = 2.0\)) | PPS | AIM | NHD (\(\gamma = 3.0\)) | PPS | AIM |
|---|---|---|---|---|---|---|
| \(-12\) | 6.725966329 | 6.725966329 | 6.725966329 | 3.438724142 | 3.438724142 | 3.438724142 |
| \(-14\) | 4.602821791 | 4.602821791 | 4.602821791 | 1.746928179 | 1.746928179 | 1.746928106 |
| \(-10\) | 2.795104002 | 2.795104002 | 2.795104007 | 0.550245228 | 0.550245231 | 0.5501964482 |
| \(-8\) | 1.348987620 | 1.348987619 | 1.348983460 | 0.008709768 | 0.008711308 | 0.026629576 |
| \(-6\) | 0.354453319 | 0.354453301 | 0.355644348 |

FIG. 3: The lowest four bound states of the potential \([1]\) as generated by the TRA wavefunction \((14)\) for the parameter choices \(A = 2.0, B = -12, C = 1.0,\) and \(q = 0.20.\)

TABLE III: Reproduction of Table II with the same parameters except for \(B = -10.0.\)

| \(\gamma\) | NHD (\(\gamma = 1.0\)) | PPS | AIM |
|---|---|---|---|
| \(-12\) | 11.092470042 | 11.092470042 | 11.092470042 |
| \(-14\) | 8.789641222 | 8.789641170 | 8.789641222 |
| \(-10\) | 6.721176457 | 6.721163320 | 6.721176456 |
| \(-8\) | 4.883397609 | 4.883236520 | 4.883397612 |
| \(-6\) | 3.275961756 | 3.275108205 | 3.275961745 |
| \(-4\) | 1.909788824 | 1.882238563 | 1.909788706 |
| \(-2\) | 0.824167396 | 0.757075573 | 0.824051720 |
| \(0\) | 0.126148628 | 0.047743887 | 0.1463293492 |

Appendix A: Reviewing the TRA

The TRA is one of the methods to solve the wave equation by expressing its solutions in terms of orthogonal polynomial. The basic idea of the method is that starting from Schrodinger equation \((H - E) |\psi\rangle = 0\), we expand the solution as an infinite (or finite) bounded series \(|\psi\rangle = \sum f_n(E) |\phi_n\rangle\), where \(\{f_n(E)\}\) are expansion coefficients which are generally functions of energy and potential parameters, and \(\{|\phi_n\rangle\}\) are square integrable.
basis states. The basis elements usually have the following form
\[ \langle x|\phi_n \rangle = A_n w(x) P_n(x) \] (A1)

where \( A_n \) is a normalization constant, \( w(x) \) is the weight function that vanishes on the boundary of the configuration space, and \( P_n(x) \) is an orthogonal polynomial. For example, when \( x \geq 0 \), one could use Laguerre basis in which \( w(x) = x^n e^{-x} \) and \( P_n(x) = L_n^\nu(x) \), for some parameters \( \alpha, \beta, \nu \) with \( \nu > -1 \).

Requiring that the matrix representation of the wave operator \( H - E \) to be tridiagonal in the chosen basis \( \{|\phi_n\rangle\} \), the wave equation becomes a three-term recursion relation for the expansion coefficients,
\[ a_n f_n + b_n f_{n-1} + b_{n+1} f_{n+1} = 0 \] (A2)

For some cases, it was found that those expansion coefficients can be related to well-known orthogonal polynomials, while in other situations a new family of orthogonal polynomials arise which requires a further study which is beyond the context of this work\[13\]. Having the analytic properties of those polynomials will help us find the analytic properties of the system such as bound state energies and the phase shift. In our situation, we have come across new family of orthogonal polynomials that where introduced by Alhaidari in Ref[18, and since we still do not know their analytic properties we had to switch to numerical means using the FPP method within the context of the TRA.

Appendix B: Properties of the finite Jacobi polynomials on the semi-infinite interval

These Jacobi polynomials \( P^{(\mu,\nu)}(x) \) with \( x \geq 1 \) satisfy the following second order differential equation
\[ (x^2 - 1) \frac{d^2 P^{(\mu,\nu)}(x)}{dx^2} = [\nu - \mu - (\mu + \nu + 2)x] \times \frac{d P^{(\mu,\nu)}(x)}{dx} + n(n + \mu + \nu + 1) P^{(\mu,\nu)}(x) \] (B1)

where \( n = 0, 1, \cdots, N, \mu > -1, \) and \( \mu + \nu < -2N - 1. \) These polynomials satisfy the following properties
\[ (x + Q_n) P^{(\mu,\nu)}(x) = \frac{2(n+\mu)(n+\nu)}{(2n+\mu+\nu)(2n+\mu+\nu+1)} \times \]
\[ P^{(\mu,\nu)}(x) + \frac{2(n+1)(n+\mu+\nu+1)}{(2n+\mu+\nu+1)(2n+\mu+\nu+2)} P^{(\mu,\nu)}_{n+1}(x) \] (B2)

Finally,
\[ \langle n|y|m \rangle = -Q_n \delta_{nm} + S_n \delta_{n,m-1} + S_{n-1} \delta_{n,m+1} \] (B5)

where
\[ Q_n = \frac{\mu^2 - \nu^2}{(2n + \mu + \nu)(2n + \mu + \nu + 2)} \] (B6)
\[ S_n = \frac{2}{2n + \mu + \nu + 2} \times \]
\[ \sqrt{\frac{(n+1)(n+\mu+1)(n+\nu+1)(n+\mu+\nu+1)}{(2n+\mu+\nu+1)(2n+\mu+\nu+3)}} \] (B7)

These polynomials satisfy other relations but we listed here the ones that are relevant to this work, for more details see for example Ref[19].
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