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Abstract. The $k$-center clustering is one of the well-studied clustering problems in computer science. We are given a set of data points $P \subseteq \mathbb{R}^d$, where $\mathbb{R}^d$ is $d$ dimensional Euclidean space. We need to select $k \leq |P|$ points as centers and partition the set $P$ into $k$ clusters with each point connecting to its nearest center. The goal is to minimize the maximum radius. We consider the so-called online $k$-center clustering model where the data points in $\mathbb{R}^d$ arrive over time. We present the bi-criteria $(\frac{n}{k}, (\log U^* \log L^*)^2)$-competitive algorithm and $(\frac{n}{k}, \log \gamma \log \frac{n}{k})$-competitive algorithm for semi-online and fully-online $k$-center clustering respectively, where $U^*$ is the maximum cluster radius of optimal solution, $L^*$ is the minimum distance of two distinct points of $P$, $\gamma$ is the ratio of the maximum distance of two distinct points and the minimum distance of two distinct points of $P$ and $n$ is the number of points that will arrive in total.

1. Introduction. In the $k$-center clustering problem, we are given a set of $n$ points $P \subseteq \mathbb{R}^d$ and an integer $k$. We need to choose a center set $C$ containing $k$ points in $P$ which are called centers, and minimize the distance from all points in $P$ to their nearest center in $C$, i.e.,

$$\min_{C \subseteq P, |C| \leq k} \max_{p \in P} \min_{c \in C} \|c - p\|.$$ 

The $k$-center clustering is proved $NP$-complete by Gary and Johnson [17]. The lower bound of approximation factor is 2 unless $P = NP$ (cf. [11, 8, 10, 12]). Bar-Ilan et al. [2] introduced the capacitated $k$-center clustering where each center has a capacity, and proposed a 10-approximation algorithm for the uninform capacitated version. Khuller and Sussmann [14] then improved it to 6-approximation and gave a 5-approximation algorithm for the soft uniform version that multiple centers may be chosen at the same location. Cygan et al. [6] proposed the first constant approximation algorithm for the non-uniform capacitated $k$-center clustering. Cygan et al. proved that there are no approximation algorithms with approximation factor less than 3 unless $P = NP$.
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Krumke [15] introduced the fault-tolerant $k$-center clustering where each point must be assigned to a given number of centers. In this model, any subset of centers with size $\alpha$ may fail to serve clients. The goal is to minimize the maximum distance among each point to its $\alpha + 1$ nearest center. The results are presented [15, 4, 14]. In the capacitated fault-tolerant $k$-center clustering, the capacities of centers are limited and centers may fail to serve demand points. Chechik and Peleg [5] gave a 9-approximation and 17-approximation algorithm for the uniform capacitated and conservative fault-tolerant $k$-center clustering respectively. For the conservative capacitated fault-tolerant model, only those points that had been assigned to faulty centers may be reassigned. Under uniform version, Fernandes et al. [9] improved these results to 6-approximation and 7-approximation respectively. They also gave the first constant approximations for the non-uniform capacitated and conservative fault-tolerant $k$-center clustering.

**Our contributions and techniques.** Our results can be stated as follows.

1. Given a semi-online $k$-center clustering, we propose an $O(n^k)$-competitive algorithm producing a solution with the number of centers at most $O(k \log \frac{U^*}{L^*})^2$ in expectation.
2. Given a fully-online $k$-center clustering, we propose an $O(n^k)$-competitive algorithm producing a solution with the number of centers at most $O(k \log \gamma \log \frac{\gamma}{k})$ in expectation.

We are motivated by applications of documents and images classification for information retrieval. Given $d$, let us consider a sequence of points from $R^d$ in which each point comes one by one. At the beginning, neither the total number of points nor the order information of coming points are known. But when a point comes, we need to decide immediately if assign it to one of the current clusters or initiate the point as a new center. However, there is a $k$ restriction on the total number of centers. The goal is to minimize the maximum distance of the arrival points to their nearest center. The above model is quite relevant to the incremental clustering problem proposed by Charikar [3]. They obtained deterministic as well as randomized algorithms for the incremental clustering and proved the inapproximation bounds for deterministic incremental clustering algorithm and randomized incremental algorithm are 3 and $3 - \epsilon$ respectively for any fixed $\epsilon > 0$. Analogous with the incremental clustering, we consider the case that the number of points in $P \subseteq R^d$ is known. Inspired by Liberty et al. [16], we call it semi-online $k$-center clustering (SOKCC). We give a probabilistic algorithm for it. Through the technical analysis, we prove that the expected number of centers has a good upper bound. We show that the maximum distance of each point to its nearest center can also be bounded. If the number of points that will arrive is unknown, the problem turns to the so called fully online $k$-center clustering (FOKCC). By modifying the above algorithm, we show that there exists upper bounds for the number of centers and the maximum cluster diameter as well.

**Organizations.** We present necessary preliminaries in Section 2. In Section 3, we propose the adaptive probabilistic algorithm for the SOKCC. We prove that in this algorithm the number of expectation of centers and cluster diameter are bounded in Theorems 3.3 and 3.5. In Section 4, we propose an algorithm for the FOKCC and the corresponding bounds are given in Theorems 4.1 and 4.4. Concluding remarks are given in Section 5.
2. Preliminaries. We will give an example to show that we may suffer unbounded approximation ratio if we always maintain the cardinality of center for the online $k$-center clustering. All points are located in number axis, where the point is placed at location $x^{2t}$ at moment $t$. Let $x(\geq 2)$ be an integer and $k$ fixed to 2. If the point at $x^{2t}$ is clustered in existing centers by any online algorithm, the maximum radius is at least $(x^2 - 1) \cdot x^{2t - 1}$. For an off-line algorithm, the optimal clustering is that the point at $x^{2t}$ is clustered as one cluster and the previous points are clustered as another. Then the competitive ratio is at least $\Omega(x^2)$ (see Fig. 1).

To balance the number of the clusters and the competitive ratio of an online algorithm, we give a definition of bi-criteria competitive ratio for online algorithm (cf. Definition 2.2).

**Figure 1.** An example of a sequence of points $1, x^2, \ldots, x^{2t}$ coming over time. The circles with dotted lines are the clusters produced by an online algorithm. Solid ones are those produced by the optimal off-line algorithm.

**Definition 2.1.** ([1],[7]) Given a minimization clustering problem, a randomized online algorithm $A$ is $\rho$-competitive if the algorithm always returns a solution $C$ with

$$E\left[\max_{p \in P} \|p - C\|\right] \leq \rho \ast \text{opt}(I)$$

for any instance $I$, where $\text{opt}(I)$ denotes the optimal value for instance $I$.

**Definition 2.2.** Given a minimization clustering problem, a randomized online algorithm $A$ is bi-criteria $(\rho, \varrho)$-competitive if it always returns a solution $C$ with

$$E\left[\max_{p \in P} \|p - C\|\right] \leq \rho \ast \text{opt}(I) \quad \text{and} \quad E[|C|] \leq \varrho \ast k$$

for any instance $I$.

**Notations.** We introduce some notations as follows.

- $[k] := \{1, 2, \ldots, k\}$;
- Let $\{c_1, \ldots, c_k\}$ be any solution to $k$-center clustering;
- Let $\{c_1^*, \ldots, c_k^*\}$ be an optimal solution to $k$-center clustering;
- $C := \{c_1, \ldots, c_k\}$;
- $C_{OPT} := \{c_1^*, \ldots, c_k^*\}$;
\[ S_i := \{ p \in P : \| p - c_i \| \leq \| p - c_j \| \forall j \neq i, i, j \in [k] \}; \]

\[ S_i^* := \{ p \in P : \| p - c_i^* \| \leq \| p - c_{i'}^* \|, \forall c_{i'} \in C_{OPT} \}; \]

\[ U_i^* := \max_{p \in S_i^*} \| p - c_i^* \|; \]

\[ L_i^* := \min_{p \in S_i^* \setminus \{ c_i^* \}} \| p - c_i^* \|; \]

\[ U^* := \max_{i \in [k]} U_i^*; \]

\[ L^* := \min_{i \in [k]} L_i^*; \]

\[ \| p - C \| := \min_{c \in C} \| p - c \|. \]

Remark that \( S_i^* \) is the cluster corresponding to \( c_i^* \) and \( U_i^* \) (\( L_i^* \)) is an upper (lower) bound for cluster radius of \( S_i^* \). Though we do not know the optimal solution, we assume that the lower bound is \( L_i^* \) and the upper bound is \( U_i^* \). Then we can partition \( S_i^* \) for a given \( i \in [k] \) as \( S_{i,0}^* \) and \( S_{i,\tau}^* \), where

\[ S_{i,0}^* = \{ p \in S_i^* : \| p - c_i^* \| \leq L_i^* \}; \]

\[ S_{i,\tau}^* = \{ p \in S_i^* : 2^{-1} L_i^* < \| p - c_i^* \| \leq 2^\tau L_i^* \}, \text{ see Fig. 2.} \]

**Lemma 2.3.** Let \( S_{i,\tau(i)}^* \) be the part of partition with maximum index. For any \( i \in [k] \) and \( S_i^* \), \( \log \frac{U_i^*}{L_i^*} \leq \log \frac{U_i^*}{L_i^*} \) is an upper bound for \( \tau(i) \).

**Proof.** W.l.o.g, we suppose \( \log \frac{U_i^*}{L_i^*} \) is an integer (if not, we choose \( \lceil \log \frac{U_i^*}{L_i^*} \rceil \) be the bound). If

\[ \tau(i) > \log \frac{U_i^*}{L_i^*}, \]

and there exists a point \( p_0 \) in \( S_{i,\tau(i)}^* \). From the definition of \( S_{i,\tau(i)}^* \), we have

\[ \| p_0 - c_i^* \| > 2^{\tau(i)-1} L_i^* \geq 2 \log \frac{U_i^*}{L_i^*} L_i^* = U_i^*, \]

which contradicts the definition of \( U_i^* \). \( \Box \)

**Figure 2.** An illustration of partition of \( S_i^* \) for any given \( i \in [k] \)

3. **An adaptive probabilistic algorithm for the SO\( KCC.** Our algorithm is inspired by Liberty et al. [16]. During the algorithm, the probability of an arrival point selected as a center is rely on the distance between the point to a set that has been chosen as centers.

To control the number of centers in phase \( t \), we introduce an adaptive factor \( \alpha(t) \), where \( \alpha : N \to R^+ \) is a function of \( t \). For the definition of \( \alpha(t) \), we mean
that the adaptive factor $\alpha$ is update over the phase $t$. Thus, we let $\Pr\{v\} := \min\{(\alpha(t))^{-1} \cdot \|v - C\|, 1\}$ be the probability of point $v$ selected as a center. To control the amount of the centers produced in each phase, we present an integer $M$ as an upper bound. We also appoint to $\|v - \emptyset\| = +\infty$. Once we add a point $v$ to $C$ and the number of the centers is more than $M$ during phase $t$, we will update the iteration to phase $t+1$ and add multiple times of the adaptive factor $\alpha(t)$, i.e., $\alpha(t+1) = \beta \cdot \alpha(t)$, where $\beta \geq 2$ is a given integer. Repeat the above procedure until each arrival point is either selected as a center or assigned to one of the existing clusters. We present the detail as follows.

**Algorithm 1** An adaptive probabilistic algorithm for the SOKCC

**Input:** an integer $k$ and data number $n$

**Output:** centers set $C$

```
1: Initialize $t \leftarrow 1$, $C^t \leftarrow \emptyset$, $\alpha(1) \leftarrow \frac{nU^*}{k}$, $C \leftarrow \emptyset$
2: while there is a arriving point $v$ do
3:    Update $C^t \leftarrow C^t \cup \{v\}$ with probability $\Pr\{v\} := \min\{(\alpha(t))^{-1} \cdot \|v - C\|, 1\}$
4:    $C \leftarrow C \cup C^t$
5:    if $|C^t| \geq 3k(1 + \log \frac{U^*}{L_i})$ then
6:        $t \leftarrow t + 1$
7:    end if
8: end while
9: return $C$
```

**Proposition 3.1.** For any $i \in [k]$, let $p \in S^*_{i,\tau}$ be the first point that is selected as a center during phase $t$. Then the probability of any other point $p' \in S^*_{i,\tau}$ arriving after point $p$ selected as a center satisfies

$$\Pr\{p'\} \leq (\alpha(t))^{-1} \cdot 2^{t+1} L_i^*.$$

**Proof.** Let $C$ be the center set before point $p'$ arrives. By the choice of $p \in C$, the triangle inequality, and the definition of $S^*_{i,\tau}$, we have

$$\Pr\{p'\} := \min\{(\alpha(t))^{-1} \cdot \|p' - C\|, 1\} \leq (\alpha(t))^{-1} \cdot \|p' - p\| \leq (\alpha(t))^{-1} \cdot \|p' - c_i^*\| + (\alpha(t))^{-1} \cdot \|c_i^* - p\| \leq (\alpha(t))^{-1} \cdot 2^{t+1} L_i^*.$$

**Lemma 3.2.** Let $t'$ be the first phase satisfying $\alpha(t) \geq nU^*/k$. If Algorithm 1 terminates after $t'$, we have

$$E[|C \cap S^*_i|] \leq 1 + \log \frac{U_i^*}{L_i} + 12(\alpha(t'))^{-1} U_i^* |S^*_i|, \quad \forall i \in [k].$$

**Proof.** For any $i \in [k]$, let $p \in S^*_{i,\tau}$ be the first point that is selected as a center and $S^*_{i,\tau,t}$ be set of points in $S^*_{i,\tau}$ that the algorithm encounters during phase $t$. From Proposition 3.1, the expectation of the number of centers chosen from $S^*_{i,\tau}$ during and after $t'$ is bounded by

$$1 + \sum_{t \geq t'} (\alpha(t))^{-1} \cdot 2^{t+1} L_i^* |S^*_{i,\tau,t}|.$$
Thus, we have

\[
E[|C \cap S^*_i|] \leq \sum_{\tau:=0} \left( 1 + \sum_{t \geq t'} (\alpha(t))^{-1} \cdot 2^{\tau+1} L^*_i |S^*_i,\tau,t| \right).
\]

For any \(S^*_i, i \in [k]\), we have

\[
\sum_{\tau:=0} \left( 1 + \sum_{t \geq t'} (\alpha(t))^{-1} \cdot 2^{\tau+1} L^*_i |S^*_i,\tau,t| \right)
\leq 1 + \log \frac{U^*_i}{L^*_i} + \sum_{\tau:=0} \sum_{t \geq t'} (\alpha(t))^{-1} \cdot 2^{\tau+1} L^*_i |S^*_i,\tau,t|
\leq 1 + \log \frac{U^*_i}{L^*_i} + \sum_{\tau:=0} (\alpha(t'))^{-1} \cdot 2^{\tau+2} L^*_i |S^*_i,\tau|
\leq 1 + \log \frac{U^*_i}{L^*_i} + 12 (\alpha(t'))^{-1} L^*_i |S^*_i,0| + 8 (\alpha(t'))^{-1} \sum_{\tau:=1} 2^{\tau(i)-1} L^*_i |S^*_i,\tau|
\leq 1 + \log \frac{U^*_i}{L^*_i} + 12 (\alpha(t'))^{-1} U^*_i |S^*_i|.
\]

\[
\text{Theorem 3.3.} \quad \text{Let } C \text{ be the center set produced by Algorithm 1. We have}
\]

\[
E[|C|] = O \left( k \left( \frac{U^*}{L^*} \right)^2 \right).
\]

**Proof.** We proceed the proof in the following two possibilities.

1. Algorithm 1 terminates before phase \(t'\), where \(t'\) is the first iteration \(t\) such that \(\alpha(t) \geq \frac{\log \frac{U^*}{L^*}}{k}\). We know that the algorithm produces at most \(3k(1 + \log \frac{U^*}{L^*})\) centers in each iteration and the adaptive factor from \(\alpha(1)\) to \(\alpha(t'-1)\) needs at most \(\frac{t'}{t'}\) iterations. The number of the centers produced before \(t'\) is bounded by \(O(k(\log \frac{U^*}{L^*})^2)\).

2. Algorithm 1 terminates at phase \(t'\) or \(t > t'\).

From Lemma 3.2, we sum the inequality (1) over \(i \in [k]\),

\[
\sum_{i \in [k]} E[|C \cap S^*_i|] \leq k \left( 1 + \log \frac{U^*}{L^*} \right) + 12 (\alpha(t'))^{-1} nU^*
\leq k \left( 1 + \log \frac{U^*}{L^*} \right) + 12k
\leq O \left( k \log \frac{U^*}{L^*} \right).
\]

The second inequality is obtained from the choice of phase \(t'\). 

\[
\square
\]
Lemma 3.4. ([16]) Given a sequence $X_1,...,X_n$ of $n$ independent experiments, each experiment succeeds with probability $p_i \geq \min \left\{ \frac{A_i}{B} \right\}$, where $B \geq 0$ and $A_i \geq 0$ for any $i \in [n]$. Let $t$ be the number of consecutive unsuccessful experiments before the first successful one. We have

$$E \left[ \sum_{i=1}^{t} A_i \right] \leq B.$$

Theorem 3.5. Let $U$ be the maximum cluster radius in the solution produced by Algorithm 1. We have

$$E[U] = O \left( \frac{nU^*}{k} \right).$$

Proof. W.o.l.g., we assume that $\{p_1,...,p_s\}$ is the arriving sequence of points in cluster $S^*_i$. Let $l$ be the random number of consecutive points of $S^*_i,\tau$ before the first point is selected as a center. And assume $T$ is the last phase. Then any point $p_i \in S^*_i,\tau$ has probability

$$\Pr\{p_i\} = \min \{ (\alpha(t))^{-1} \cdot \|p_i - C\|, 1 \} \geq (\alpha(T))^{-1} \cdot \|p_i - C\|,$$

where $C$ is the center set before $p_i$ arrives. By Lemma 3.4,

$$E \left[ \max_{p_j \in [t]} \|p_j - C\| \right] \leq E \left[ \sum_{j=1}^{t} \|p_j - C\| \right] \leq \alpha(T).$$

Traversing all $\tau(i)$ and $i \in [k]$, we have

$$\max_{i \in [k]} \max_{\tau(i) \geq 0} E \left[ \max_{p_j, j \in [t]} \|p_j - C\| \right] = \max_{i \in [k]} \max_{\tau(i) \geq 0} \max_{j \in [t]} \|p_j - C\| \leq \alpha(T).$$

Let $t''$ be the first phase $t$ such that

$$\alpha(t) \geq \frac{36nU^*}{k}.$$ 

From the inequality (1), the number of centers during and after $t''$ is bounded by

$$1 + \log \frac{U^*}{L^*} + 12 (\alpha(t''))^{-1} nU^* \leq \frac{4k}{3} \left( 1 + \log \frac{U^*}{L^*} \right).$$

It follows from Algorithm 1 that proceeding the next phase of $t''$ is equivalent to producing more than $3k(1 + \log \frac{U^*}{L^*})$ centers during phase $t''$. By the Markov's inequality, the probability of Algorithm 1 proceeding the next phase of $t''$ is at most

$$\frac{4k}{3k} \left( 1 + \log \frac{U^*}{L^*} \right) \leq \frac{4}{9}.$$
The above inequality indicates that our algorithm terminates at phase $t''$ with probability at least $\frac{a}{9}$. Let $a$, $b$, $c$ be the probability of Algorithm 1 terminating before, at and after phase $t''$ respectively. We have

$$\Pr\{T = t\} := \begin{cases} 
a & \text{if } t < t'', \\
b & \text{if } t = t'', \\
c & \text{if } t > t''.
\end{cases} \quad (2)$$

Then we have

$$E[\alpha(T)] \leq a \cdot \alpha(t'' - 1) + (1 - a)E[\alpha(T)|t \geq t''] \leq \alpha(t'') + \alpha(t'')\Pr\{T = t''\} + \alpha(t'' + 1)\Pr\{T = t'' + 1\} + \ldots + \alpha(t)\Pr\{T = t\} \leq 2\alpha(t'') + \alpha(t'')\sum_{i=1}^{\frac{8}{9}} \left(\frac{8}{9}\right)^i \leq O(\alpha(t'')) \quad (3)$$

where $E[\alpha(T)|t \geq t'']$ denotes the expectation of $\alpha(T)$ after phase $t''$. The third inequality is obtained by the updating rule of $\alpha(t)$.

If $p_m$ is the first point of $S^*_{t,\tau}$ that is selected as a center by Algorithm 1, then the distance between any point $p_n \in S^*_{t,\tau}$ that arriving after point $p_m$ to its nearest center is bounded by

$$\|p_n - p_m\| \leq \|p_n - c^*_i\| + \|c^*_i - p_m\| \leq 2^{\tau + 1}L^*_i.$$

Enumerating all $i \in [k]$ and $\tau \in [\lceil \log \frac{L^*_i}{L^*_1} \rceil]$, we have

$$\max_{i \in [k]} \max_{\tau \geq 0} \min_{p_n \in S^*_{t,\tau}} \|p_n - C\| \leq \max_{i \in [k]} \max_{\tau \geq 0} 2^{\tau + 1}L^*_i \leq O(U^*).$$

4. The FOKCC. In this section, we consider the model where the number information of coming points is unknown. We modify the algorithm in the section 3 to deal with the FOKCC.

Analogously to Liberty [16], we choose the first arrival $k + 1$ distinct points as centers. Note we can only utilize the current points information to obtain $\alpha(t)$.

Notations. We introduce some notations to simplify the analysis.

- Let $n$ denote a number counter of the arrived points from $P$;
- Let $n_i$ denote the number of points arriving at the beginning of phase $t$;
- Let $L^{(t)} := \min_{p, p' \in P(t)} \|p - p'\|$ be the minimum distance among $P(t)$, where $P(t)$ is the point set at the end of phase $t$;
- Let $U^{(t)} := \max_{p, p' \in S^{(t)}_i} \|p - p'\|$ be the maximum distance among $S^{(t)}_i$, where $S^{(t)}_i$ is the $i$th optimal cluster point set corresponding to $P(t)$;
- Let $U^{(t)} := \max_{i \in [k]} U^{(t)}$ be the maximum cluster radius of an optimal solution corresponding to phase $t$;
- Let $q_t$ denote the number centers produced by the algorithm during phase $t$.

Initially, we set

$$\alpha(1) := \frac{n_1 L^{(1)}}{k},$$
where \( n_1 = k + 1 \). For an arrival point \( v \),
\[
\Pr\{v\} := \min \left\{ (\alpha(t))^{-1} \cdot \|v - C\|, 1 \right\}.
\]

We introduce \( M(t) \) as an upper bound for the centers produced during phase \( t \). Let
\[
M(t) := 3k \left( 1 + \log \frac{U^{(t)*}}{L^{(t)*}} \right).
\]

Once \( q_t \geq M(t) \) at iteration \( t \), update \( t := t + 1 \) and \( \alpha(t + 1) := \beta \alpha(t) \). Repeat the above process until all points have been assigned. See Algorithm 2.

**Algorithm 2** An adaptive probabilistic algorithm for the FOKCC

**Input:** an integer \( k \)

**Output:** center set \( C \)

1. To initialize, choose the first \( k + 1 \) distinct data points as center set \( C \). Let \( n_1 := k + 1, \ C^t := \emptyset \) be the centers set at the beginning of phase \( t \), \( P^{(t)} := \emptyset \), \( \alpha(1) := \frac{n_1 L^{(1)\ast}}{k} \).
2. while there is a data point \( v \) do
3. Update \( n := n+1 \)
4. Update \( P^{(t)} := P^{(t)} \cup \{v\} \)
5. Update \( C^t := C^t \cup \{v\} \) with probability \( \Pr\{v\} := \min\{ (\alpha(t))^{-1} \cdot \|v - C\|, 1 \} \)
6. Update \( C := C \cup C^t \)
7. if \( q_t \geq 3k(1 + \log \frac{U^{(t)*}}{L^{(t)*}}) \) then
8. Update \( t := t + 1 \)
9. Update \( \alpha(t + 1) := 2 \cdot \alpha(t) \)
10. end if
11. end while
12. return \( C \)

We give an upper bound for the expectation number of centers as follows.

**Theorem 4.1.** Let \( C \) be the centers produced by Algorithm 2. We have
\[
E[|C|] \leq O \left( k \log \frac{U^*}{L^*} \log \frac{nU^*}{(k+1)L^*} \right),
\]
where \( n \) is the number of point set \( P^{(t)} \) and \( U^*(L^*) \) is the maximum (minimum) distance among the point set \( P^{(t)} \) in the end.

**Proof.** Let \( t' \) be the first phase \( t \) such that
\[
\alpha(t) \geq \frac{n_t U^{(t)*}}{k}.
\]

If Algorithm 2 terminates before \( t' \), we conclude the proof analogous to Theorem 3.3. Now we consider the case that Algorithm 2 terminates at or after phase \( t' \). From the choice of \( \alpha(t') \) and the proof of inequality (1), the number of the centers produced during and after iteration \( t' \) is at most
\[
k \left( 1 + \log \frac{U^{(t')\ast}}{L^{(t')\ast}} \right) + \frac{12n_t U^{(t')\ast}}{\alpha(t')} \leq O \left( k \log \frac{U^*}{L^*} \right).
\]

\( \square \)
Corollary 4.2. Let 
\[ \gamma := \max_{v, v' \in P_t} \|v - v'\| \min_{v, v' \in P_t} \|v - v'\|, \]
where \( P_t \) is the arrival point set in the end. We have 
\[ E[|C|] \leq O\left(k \log \gamma \log \frac{\gamma n}{k}\right). \]

Lemma 4.3. Let \( \{S_{i, \tau}(t)\}_{\tau=0} \) be the partition of the cluster \( S_i^{(t)*} \), where \( S_i^{(t)*} \) is the \( i \)th optimal cluster at the end of phase \( t \). Setting \( q'_t \) to be the number of points selected as centers in \( S_i^{(t)*} \) but are not first chosen as the centers during phase \( t \), we have 
\[ q_t \leq k \left(1 + \log \frac{U^{(t)*}}{L^{(t)*}}\right) + q'_t. \]

Proof. From Lemma 2.3, we have the upper bound \( \log \frac{U^{(t)*}}{L^{(t)*}} + 1 \) for \( \tau \). If each part of the partition of \( S_i^{(t)*} \) has a point selected as a center, we have 
\[ q'_t \geq q_t - k \left(1 + \log \frac{U^{(t)*}}{L^{(t)*}}\right). \]

There is an upper bound for the maximum distance among all the arrival points to their nearest centers in expectation.

Theorem 4.4. Let \( U \) be the maximum radius of clusters among each arrival point to its nearest center in Algorithm 2. We have 
\[ E[U] = O\left(\frac{nU^*}{k}\right). \]

Proof. Consider \( p_0 \) as the first point of \( S_i^{(t)*} \) selected as center during phase \( t \) in Algorithm 2. For any other arriving point \( p' \) in \( S_i^{(t)*} \), we have 
\[ \max_{p' \in S_i^{(t)*}} \|p' - C\| \leq \|p' - p_0\| \leq 2^{\tau+1}L_i^{(t)*}, \]
where \( C \) is the center set before \( p' \) arrives. Traversing all \( \tau \) and \( i \in [k] \), the maximum cluster radius is bounded by \( O(U^*) \).

W.o.l.g., we assume 
\[ \{S_i^{(t)*}\} = \{p_1, p_2, ..., p_m\}. \]

Let \( l(\leq m) \) be the number of continuous points of \( S_i^{(t)*} \) that are not chosen as centers before the first point is selected as a center. Based on Theorem 3.3 and Lemma 3.2, we only need to estimate the expectation value of \( \alpha(T) \).

Let \( t'' \) be the first phase \( t \) such that 
\[ \alpha(t) \geq \frac{36mU^{(t)*}}{k}. \]
From Lemma 4.3 and the choice of \( t'' \), we have 
\[ E[q_{t''}] \leq 12knU^{(t)*} \alpha(t'')^{-1} \leq \frac{k}{3}. \]
For Algorithm 2, the condition that one can process the next phase of $t''$ is
\[ q'_{t''} \geq 2k \left( 1 + \log \frac{U_{t''}}{L_{t''}} \right). \]
By the Markov’s inequality, the probability of Algorithm 2 processing the next phase of $t''$ is at most
\[ \frac{k}{2 \left( 1 + \log \frac{U_{t''}}{L_{t''}} \right)} \leq \frac{1}{6}. \]
Similar to Theorem 3.5, we give the estimate of the expectation of $\alpha(T)$,
\[ O(\alpha(t'')) = O \left( \frac{nU^*}{k} \right). \]

5. **Concluding remarks.** In this paper, we consider a so-called online $k$-center clustering model. To balance the quality of solution and the number of centers, we present two probability algorithms. The expectation of the number of centers is bounded by $O(k(\log U^*)^2)$ and the expectation of the maximum cluster radius is at most $O(\frac{nU^*}{k})$ for the semi-online version in Algorithm 1. And the corresponding bounds are $O(k \log \gamma \log \frac{nU}{k})$ and $O(\frac{nU^*}{k})$ respectively for the fully-online version in Algorithm 2. Furthermore, we show that we are not able to bound the competitive ratio if we are required to satisfy $k$-restriction strictly for both semi-online and fully-online $k$-center clustering (an example see Fig. 1). It remains an open problem if there exists a constant bi-criteria competitive ratio for the above two online $k$-center clustering problems.
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