Morphodynamic modelling of beach cusp formation: the role of wave forcing and sediment composition
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Abstract

A field of beach cusps formed during a field experiment at Nha Trang Beach, Vietnam, under accretive conditions. The measured data was used to set-up morphodynamic simulations in XBeach, which was able to simulate cusp formation from an initially long-shore uniform beach profile. Several types of simulations were run in order to observe the resulting variation in mean cusp dimensions (length, depth and height), swash flow patterns, and sediment sorting. Both time-constant (JONSWAP) and time-varying (measured) wave forcing conditions were superimposed on the measured tide. In the former, four wave parameters were varied (wave height, period, direction, and spreading), while in the latter, the median sediment size and sediment composition were varied. The wave period was found to primarily influence long-shore length scales, the wave height cross-shore length scales, and obliquely incident waves enhance all these dimensions particularly under narrow-banded conditions. Cusps are not prominent if the wave energy is too low to effect

*Corresponding Author: christopher.daly@legos.obs-mip.fr
significant onshore transport, if the wave angle of incidence and spreading are too large (effectively smoothing out swash perturbations), or if the sediment is too fine in relation to the wave conditions (dissipative beaches or highly erosive wave conditions). Coarse sediment generally tends to be located on cusp horns above the waterline, but is otherwise variable depending on cross-shore location and tide levels. As the XBeach model results show large agreement with well-established norms, it may therefore be used to more rigorously study processes that help to initiate cusps in future work.
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1. **Introduction**

Rhythmic cuspate features are commonly observed on sandy beaches with wavelengths up to ~1 km. Of these, those with long-shore wavelengths (spacing) up to ~50 m are usually considered to be formed under swash-dominant processes. Numerous field studies have repeatedly shown that beach cusps generally form during calm, narrow-banded, shore-normal wave conditions which promote accretion (Holland, 1998; Almar et al., 2008; Vousdoukas, 2012; O’Dea and Brodie, 2019). Cusps also form (less frequently) under energetic or erosive conditions, and their morphological development is often dynamic, featuring long-shore migration in which new cusp fields are generated over pre-existing formations (Masselink et al., 1997; Masselink and Pattiaratchi, 1998b; van Gaalen et al., 2011). The presence of cusps depends on local characteristics such as sediment size, beach slope and wave energy (van Gaalen et al., 2011), with cusps being more prevalent on steep, coarse
grained, reflective beaches. Cusps are frequently characterised by their spacing, which is thought to be determined by the wavelength of edge waves (Guza and Inman, 1975) or a function of the swash excursion (Coco et al., 2001; Sunamura, 2004).

Cusps are often thought to develop via two primary mechanisms: 1) wave height patterns caused by edge waves in the long-shore dimension (Inman and Guza, 1982), or 2) from self-organisation which allows small bathymetric perturbations to grow through positive morphodynamic feedback mechanisms (Werner and Fink, 1993; Coco et al., 1999). Whether or not edge waves, self organisation, or a combination of both theories are responsible for beach cusp formation remains an open question (Holland and Holman, 1996; O’Dea and Brodie, 2019). Recent numerical simulations of nearshore flow patterns suggest that wave reflection over steep beaches can also be a mechanism for beach cusp formation (Almar et al., 2018). While much research, based on these pioneering works, has been focused on the question of how cusps are initiated, it is also important to understand how they evolve once formed under varying wave conditions and beach types (Holland, 1998; van Gaalen et al., 2011). Furthermore, while most of what is known about cusp development is based on field observations, numerical simulations have provided valuable insight into how cusps are formed (Werner and Fink, 1993; Coco et al., 2000), what processes are important for their development (Dodd et al., 2008), how their geometry affects swash flow patterns (Masselink et al., 1997), and how surf zone circulation affects cusp development (Garnier et al., 2010). Numerical simulations may therefore be used to glean knowledge on how cusps respond to changes in wave forcing and sediment composition, and to predict
cusp morphology for specific locations.

Numerical simulations of cusp development often require specialized models capable of resolving swash dynamics and processes such as short wave runup, swash sediment transport, and groundwater infiltration and exfiltration (Coco et al., 2000, 2003; Dodd et al., 2008). It is also important to consider other processes such as sediment exchange between the swash and surf zone, wave-wave (bore) interactions and turbulence, and infragravity wave runup (Bakhtyar et al., 2009). Coco et al. (2000) and Dodd et al. (2008) used a process-based modelling approach to allow cusps to form from an initially long-shore uniform beach profile, in which sediment was reworked in the swash. As these simulations were initiated at the base of the swash, surf zone processes were not included. On the other hand, Garnier et al. (2010) excludes swash zone processes from their simulations, which showed that inner surf zone processes may enhance cusp development higher up on the beachface. Using established morphodynamic nearshore models, such as XBeach (Roelvink et al., 2009), one can simulate the entire range from surf to swash including processes important in the development of cusps.

The Kingsday version of XBeach (Roelvink et al., 2015) includes a wave-resolving (non-hydrostatic) model, similar to a one-layer implementation of SWASH (Zijlema et al., 2011), and an underlying surfbeat model which allows both short and infragravity waves to be resolved in the swash. Several studies have shown the applicability of the SWASH and XBeach models to simulate wave runup, infragravity motions, swash hydrodynamics and nearshore circulation (de Bakker et al., 2014; Lashley et al., 2018; Almar et al., 2018; Roelvink et al., 2018). While the coupling of the sediment transport module
with the non-hydrostatic wave solver is still under development, it has been used experimentally in Daly et al. (2017) and Ruffini et al. (2020). In particular, Daly et al. (2017) showed that it is possible to simulate beach accretion and berm formation in XBeach, a key process in the development of cusps.

Here, we use the XBeach model to expand the work of Daly et al. (2017) from a 1D to a 2D domain in order to simulate beach cusp formation and evolution under varying wave forcing conditions and sediment composition. The model is benchmarked using data observed during a field campaign at Nha Trang Beach, Vietnam, in November 2015, during which beach cusps formed quickly during an accretionary stage lasting for a few days. We aim to evaluate the performance of the model by comparing predicted length scales, sediment sorting, and swash circulation patterns to what is expected based on observations at Nha Trang Beach and that presented in the literature. Based on the evaluation of the model performance, more detailed investigation into key processes that influence cusp initiation may be carried out in future work.

2. Methods

2.1. Location and Measured Data

An 8-day field experiment was performed at Nha Trang beach, Vietnam, from 27 November to 4 December 2015 (12° 15.17' N, 109° 11.81' E, Fig. 1). A 1200 kHz acoustic Doppler current profiler (ADCP) placed offshore at 15 m depth measured significant wave heights varying between 0.6 and 1.5 m, and mean wave periods varying between 7 and 12 s (Fig. 2a). Wave transformation along an instrumented cross-shore transect in the surf and swash zone were measured using four pressure transducers. A 25 Hz SICK...
LMS511 2D laser scanner was used to measure surface elevation (both of the bed and water) in the swash along the same transect, from which the swash excursion, swash height and beach slope is determined (Fig. 2c–d). The beach is composed of coarse grained sediment (median grain size, $D_{50} = 0.5$ mm) and is located in a diurnal, micro-tidal environment (tide range = 1.6 m). As a result, the beach has a fairly steep (1:8) swash slope and a narrow low tide terrace. Beach topography data was measured using high-resolution drone photogrammetry (output resolution of data points being 2.85 cm) and closely spaced (∼10 m) RTK-GPS transects over a 1 km length of beach, centered on the instrumented cross-shore transect. The surveys were carried out daily and captured the rapid formation of accretionary beach cusps between 28 November and 1 December (Fig. 3). Based on these measurements, the cusps had a mean spacing of approximately 28 m. Further details of the setup of the field experiment are presented in Almeida et al. (2020) and Daly et al. (2017).
Figure 2: Wave conditions measured at the offshore ADCP and swash geometry measured with LIDAR at Nha Trang during the 2015 field experiment. (Panel a) significant wave height, \(H_s\), and mean wave period, \(T_m\). (Panel b) tide elevation, \(\zeta\), and beach slope, \(\beta\). (Panel c) swash excursion, \(S_x\), and swash height, \(S_z\). The three-day simulation period for Series C is highlighted in grey.

2.2. Numerical Model

2.2.1. Model Description

The Kingsday version of XBeach (cf. XBeach user manual, (Roelvink et al., 2015)) is used here with the non-hydrostatic wave solver (fully wave-resolving) enabled, rather than the default surf-beat mode (wave-group-resolving). The non-hydrostatic mode gives a better representation of waves in the swash zone by combining both short and infragravity parts of the wave spectrum, albeit at the expense of having to use a much more highly resolved.
Figure 3: (Panels a-d) Measured elevations at Nha Trang during the field experiment from drone photogrammetry. Changes in morphology show the emergence of beach cusps over 3 days from 28 November (top left) to 1 December (top right), 2015. (Panel e) Long-shore-averaged cross-shore profile of the measured bathymetry.

computational grid. In non-hydrostatic mode, short-wave non-linearity is implicitly accounted for in the flow velocity at the bed, without the need for corrections based on estimates of asymmetry and skewness (e.g. Ruessink et al. (2012)). Sediment transport is computed based on mean flow conditions averaged over the wave period using advection-diffusion equations, where the Eulerian flow velocity is applied to the bed and suspended load transport formulations of Soulsby (1997), van Rijn (2007a) and van Rijn (2007b). Mean cross-shore flow (and thus, bed-load transport) tends to be negative (offshore-
directed), driven by undertow (van der Werf et al., 2017). In nature this is can be effectively counter-balanced by non-linear wave-induced accelerations which promote net onshore transport, resulting in accretion (Elgar et al., 2001). Such intra-wave accelerations are not yet accounted for in XBeach non-hydrostatic mode as sediment transport calculations are wave-averaged, resulting in a tendency for the model to over-predict erosion. However, Daly et al. (2017) produced simulations of Nha Trang which allowed accretion of the beach. This rather unexpected result was found by using a combination of parameter settings which essentially modified the bed load transport direction in shallow water such that it is constantly positive (onshore-directed). Suspended load transport, however, is not affected, and can be both positive or negative. Therefore, although XBeach may be run with default parameter settings, some modifications are required for simulating swash morphodynamics, discussed following.

2.2.2. Modified Parameter Settings and Prior Validation

Identical parameter settings are used in the current suite of simulations as presented in Daly et al. (2017), shown in Table 1 below. Four groups of model parameters are changed from their default setting, relating to 1) bed friction \((\text{bedfriction} \text{ and} \text{ bedfriccoef})\), 2) bed slope effects \((\text{facsl} \text{ and} \text{ bdslp-effdir})\), 3) hindered erosion \((\text{dilatancy})\), and 4) groundwater flow \((\text{gwflow}, \text{gw0, kx/ky/kz} \text{ and} \text{ gwhorinfil})\). A detailed description of the role each group of parameters play in achieving onshore transport is given in Daly et al. (2017), and mentioned briefly here. 1) The Manning bed friction model is used as it assigns higher friction values to shallow depths than Chézy (default model), thereby slightly damping flow velocities and allowing increased
sediment settling and berm formation in the upper swash. 2) The parameters controlling bed slope effects modify the direction and magnitude of bed load transport based on the bed slope (cf. Walstra et al. (2007)) using the model of Talmon et al. (1995). 3) Dilatancy effects hinder erosion under high swash flows as under-pressure in the bed reduces water inflow, making it more difficult for sediment to become entrained. Dilatancy is accounted for by limiting the critical Shields number (cf. van Rhee (2010)). Finally, 4) the groundwater flow module allows water infiltration (exfiltration) into (from) the bed. Infiltration in the upper swash allows sediment deposits to build up and form berms, and is therefore a critical process in simulating swash morphodynamics. Groundwater is modelled using Darcy flow equations (cf. McCall et al. (2012)), and depends on the permeability of the sediment.

| Keyword  | Function                                             | Value       |
|----------|------------------------------------------------------|-------------|
| bedfriction | Bed friction formulation                             | Manning     |
| bedfriccoef | Bed friction coefficient                             | 0.02        |
| facsl    | Bed slope effect factor                              | 0.15        |
| bdslpeffdir | Modify sediment transport direction                  | Talmon      |
| dilatancy | Turn on/off dilatancy                                | 1 (on)      |
| gwflow   | Turn on/off groundwater flow                         | 1 (on)      |
| gw0      | Groundwater level                                    | 0.28 m      |
| kx/ky/kz | Darcy flow permeability coefficient                  | 0.001       |
| gwhorinfil | Turn on/off horizontal infiltration                  | 1 (on)      |

Table 1: XBeach model settings changed from default

The modified model settings in Table 1 have been validated for the location at Nha Trang Beach in Daly et al. (2017). Their simulations were done over the 1-dimensional long-shore-averaged beach profile starting on 27
November 2015 and run for 6 days. Comparisons between the model output and measured $H_s$ data at several locations in the inner surf and swash zone had an average root-mean-square error of 0.15 m and correlation coefficient of 0.94. Furthermore, comparison between the simulated and measured mean cross-shore profile showed a root-mean-square error of 0.11 m. Those results showed that the model reproduces wave transformation up to the swash zone quite well, and also reasonably predicts berm formation on the upper beach. Further validation of the model is therefore not necessary here, as the focus of the study now shifts to assessing the effect varying wave conditions and sediment composition has on cusp formation.

2.3. Numerical Simulations

2.3.1. Model Grid and Timing

The mean cross-shore profile of the study area on 28 November is used to create a long-shore uniform initial bathymetry for the model (Fig. 3e). When using the non-hydrostatic wave mode in XBeach, a detailed computational grid is required. As such, a grid spacing of 0.75 and 1.5 m in the cross-shore and long-shore directions are used in the surf and swash zone (area above 2 m depth), respectively. Initial tests with a finer cross-shore grid spacing of 0.5 m did not significantly change the final result. At the offshore model boundary, the water depth is 6 m and a maximum cross-shore spacing of 2 m is used, which gradually decreases toward the resolution used in the surf and swash zone. The grid spacing used allows waves down to 3 s to be clearly resolved across the entire domain with a minimum 8 points per wavelength (and 16 points per wavelength for periods over 7 s). The high resolution grid in the surf and swash zone also allows beach cusps with wavelengths upwards
of 12 m to be adequately resolved.

All simulations are run for a period of three days, representing the period during which cusps formed during the field experiment between 28 November and 1 December, 2015, (Fig. 3). The three day period is expected to be sufficient time for cusps to fully form in the model, given that it took only one day for them to emerge during the field experiment. As the computational effort for each simulation is expensive, a modest morphological acceleration factor \( \text{morfac} \) of 6 is used to speed up the simulations. Comparable results were obtained for test simulations run with \text{morfac} turned on and off. The model determines the time step based on a prescribed maximum Courant number (0.7 by default).

The output model domain is limited to a dedicated 240 × 250 m area in the long-shore \( (y) \) and cross-shore \( (x) \) dimensions, respectively. This area is sufficient to observe the development of cusps with long-shore wavelengths up to 60 m (minimum 4 wavelengths within the domain). A buffer area is added at either end of the output model domain to account for boundary effects, especially in cases where waves approach the beach at an oblique angle and create shadow zones. This area is removed during the post-processing of the results. In order to limit the size of the output files, time-averaged and instantaneous global variables (i.e. 2-dimensional) are saved every 10 minutes (e.g. bed levels, surface elevation, velocity and bed composition). A more highly resolved time series is saved every 0.5 s for output variables at several points along the central cross-shore transect (at \( y = 120 \) m).
Simulations are run using either time-constant or time-varying (measured) wave forcing conditions. All simulations are run with the same time-varying (measured) diurnal tidal water levels imposed on the model boundary. For simulations with time-constant wave forcing, a random time-series of surface waves are generated using a JONSWAP spectrum defined by four parameters: the significant wave height ($H_s$), mean wave period ($T_m$), directional spreading ($\sigma$), and angle of incidence ($\theta$). The values of $H_s$ and $T_m$ fall within close range of the measured conditions during the field experiment (cf. Fig. 2). A base case simulation uses $[H_s, T_m, \sigma, \theta] = [1.3 \text{ m}, 10 \text{ s}, 0^\circ, 0^\circ]$. From this simulation, each parameter is varied with values shown in Table 2 below. The 2-dimensional $H_s$-$T_m$ parameter space is completely filled with the exception that at $H_s = 0.7 \text{ m}$ there is no simulation at $T_m = 11.4 \text{ s}$, and at $H_s = 1.7 \text{ m}$ there is no simulation at $T_m = 7.3 \text{ s}$, as these wave conditions are far from those observed. The parameter space for $\sigma$ and $\theta$ is 1-dimensional. There are 14 time-constant wave simulations for the $H_s$-$T_m$ parameter space (Series A1 – A14, including the base case at A10), and 6 other simulations for the $\sigma$ and $\theta$ parameter space (Series B1 – B6).

| Wave Parameter | Values Used         |
|----------------|---------------------|
| $H_s$ (m)      | [0.7, 1.0, 1.3, 1.7]|
| $T_m$ (s)      | [7.3, 8.7, 10.0, 11.4]|
| $\sigma$ ($^\circ$) | [0, 5, 10, 15]     |
| $\theta$ ($^\circ$) | [0, 5, 10, 15]     |

Table 2: Wave parameter values used to define JONSWAP boundary wave conditions

Simulations using time-varying (measured) wave conditions directly use
the time-series of wave conditions recorded by the offshore ADCP during the
field campaign (cf. Fig. 2). The wave direction is, however, kept constant
at 0° (normally incident). The median grain size, $D_{50}$, is varied in these
simulations as $[0.5, 0.3, 0.2, 0.5/0.2]$ mm (Series C1 – C4, respectively).
The first (0.5 mm) represents the native size of sediment of the beach while
the other sizes are exploratory. The latter size (0.5/0.2 mm) features an
evenly mixed sediment bed of coarse and fine sediment, respectively.

2.3.3. Analysis of Results

Contour lines are extracted from output bed level data between -1.5 and
2.5 m elevation at 0.1 m intervals. The spatial dimensions of the beach cusps
produced during the simulations are determined by Fourier analysis of each
contour level at each point in time, yielding the mean long-shore wavelength
(or cusp spacing, $L_y$) and cross-shore depth ($L_x$). Similarly, the vertical
height ($L_z$) of the cusps are derived from the analysis of the detrended long-
shore bed level at each cross-shore location. Variation of the bathymetry ($z_b$)
in the long-shore dimension is computed by removing the long-shore mean
profile from each cross-shore transect:

$$\tilde{z}_{b,y} = z_b - \overline{z_{b,y}}$$\hspace{1cm}(1)

Subsequently, the root-mean-square (RMS) long-shore bed level variation
($\Delta$), which indicates the degree of vertical variability in bed levels and thus
prominence of the cuspatate features, is computed as:

$$\Delta = \sqrt{\frac{\sum_{z_{b,y,0.5}} \tilde{z}_{b,y}^2}{\sum_{z_{b,y,1.0}} \tilde{z}_{b,y}^2}}$$\hspace{1cm}(2)
Only data located between 0.5 and 1 m elevation are used Eq. 2, an area in which cusp features are consistently located for all simulations. Beach cusps are considered to be present if \( \Delta > 2 \text{ cm} \), \( L_z > 5 \text{ cm} \) and the aspect ratio \( (AR = L_y/L_x) < 25 \). They are also considered to be prominent if \( \Delta > 10 \text{ cm} \), \( L_z > 20 \text{ cm} \) and \( AR < 10 \).

Long-shore variation (or anomaly) of the time-averaged (over a 10 minute period) significant wave height and cross-shore current \((u)\) field over the model domain \((\langle H_{x,y} \rangle \) and \( \langle u_y \rangle \), respectively) are also computed in a similar fashion as \( \tilde{z}_{b,y} \) in Eq. 1. Turbulent kinetic energy \((k)\) is computed from the time series output of cross-shore and long-shore velocity components \((u\) and \(v\), respectively) along the central cross-shore transect as:

\[
k = \frac{1}{2} \left( (u')^2 + (v')^2 \right)
\]  
(3)

where \(u'\) and \(v'\) are fluctuations of the velocity components after removal of the mean over a sample period of 10 minutes.

The swash excursion \((S_x)\) is computed along the central cross-shore swash profile (at \(y = 120 \text{ m}\)), where water and bed level data are stored at high frequency (2 Hz) and at 1 m intervals. \(S_x\) is taken as the difference between the cross-shore position of the lower and upper level of the wet/dry interface (at the 2\text{nd} and 98\text{th} percentiles, respectively) during successive 10-minute intervals (n.b., a grid point is considered dry once \(h < 5 \text{ cm}\)). The swash height \((S_z)\) is the corresponding difference between the lower and upper elevation of the wet/dry interface during the same time interval. The swash slope \((\beta)\) is equal to \(S_z/S_x\).

Finally, the surface sediment composition, \(P_{D_{50}}\) is computed for case C4.
(having a mixed sediment bed) as:

$$P_{D_{50}} = \frac{P_{c,t} - P_{c,i}}{P_{c,i}}$$  \(\text{(4)}\)

where $$P_c$$ is the percentage of coarse sediment in the surface layer initially (subscript $$i$$, and where $$P_{c,i} = 50\%$$) or at any time during the simulation (subscript $$t$$). Thus, $$P_{D_{50}}$$ values of 1, 0 and -1 indicate that the surface sediment is 100\% coarse, evenly mixed (50\% coarse and 50\% fine) and 100\% fine, respectively.

3. Results

3.1. Predicted Length Scales

The final bathymetries for all 24 simulations (taken at the last mid-tide level at 2.83 days) are shown in Fig. 4. The 14 simulations in Series A are shown in Fig. 4a–n, the 6 simulations in Series B are shown in Fig. 4o–t, and finally, the 4 simulations in Series C are shown in Fig. 4u–x. Here, it is seen that cusps clearly develop for certain cases and are subdued for others. For the cases where cusps do form, they are generally located in a narrow area between 0 and 1.5 m elevation on the sub-aerial beach face. Prominent cusps are obtained for cases A10-14, B1, B4 and C1.

The length scales of the cusps vary as they evolve, depending on the elevation of the tide and the movement of the swash zone up and down the beach face, as shown for the base case (A10) in Fig. 5. Cusps generally begin to appear after the first tidal cycle with low $\Delta$ values, which are then enhanced over the remaining two tidal cycles. At the end of the simulations, the level
Figure 4: Bathymetry of the model domain extracted at the last mid-tide of the simulation (T = 2.83 days) showing resulting cuspate features and corresponding length scales. Panels a–t show results for simulations forced with synthetic wave conditions and u–x show those forced with actual wave data while varying $D_{50}$. 
of the tide is low, leaving the upper beach exposed and morphologically inactive. It is at this moment (mid-tide occurring at 2.83 days) that final values of $L_x$, $L_y$, $L_z$, $\Delta$ and $AR$ are taken as representative of the response to the prescribed forcing conditions or sediment composition.

3.1.1. Series A: Varying $H_s$ and $T_m$

Fig. 4a–n shows prominent cusps develop for certain combinations of $H_sT_m$ (generally when $H_s > 1.3$ m and $T_m > 10$ s) and are subdued for others (generally when $H_s < 1$ m and $T_m < 10$ s). There is one case where beach cusps do not form at all (case A1), despite accretion of the beach face. Fig. 6a–d shows the resulting length scales for the simulations in Series A. For cases where cusps are present (A2 – A14), $L_y$ varies between 12 – 22 m. Increases in $T_m$ (for the same $H_s$) generally results in increased $L_y$ (warmer colours concentrated in top half of Fig. 6b). $L_x$ and $L_z$ increases with increasing $H_s$ and, to a lesser extent, with $T_m$ (warmer colours concentrated in the top right of Fig. 6a and c). And finally, increased $\Delta$ values are generally associated with larger $H_s$ (warmer colours concentrated on right side of Fig. 6d).

3.1.2. Series B: Varying $\sigma$ and $\theta$

Fig. 6e–h shows the response values of cusp length scales to changes in $\sigma$ and $\theta$. Increasing values of $\sigma$ and $\theta$ from 0 produce large increases in $L_y$, with values ranging between 26 – 67 m. This is a significant increase in $L_y$ compared to the base case, where $L_y$ is 17 m. This may be explained by the increased width of the swash trajectory (i.e. the path a water particle traces during swash and backwash, distinct from $S_x$) for higher values of $\sigma$ and $\theta$. 
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Figure 5: Evolution of beach cusp length scales for the base case simulation. (a–b) Variation of $L_x$ (a) and $L_y$ (b) as a function of time and elevation relative to MSL. The solid red line indicates the height of the tide (near the lower limit of the swash) and the dashed red line shows (approximately) the upper limit of the swash at 0.5 m above the tide level. The solid black line shows the maximum tide level of 0.75 m elevation. Changes in $L_x$ and $L_y$ occur as the swash zone moves up and down the beach face. At low tide (at time = 1, 2 and 3 days), the upper beach is dry and morphologically inactive. (c–f) Changes in $L_x$, $L_y$, $L_z$ and $\Delta$ as a function of time, respectively. The dashed red line and solid black lines correspond to those defined in (a–b). The solid blue line in (f) is the average $\Delta$ taken between 0.5 and 1 m elevation. $L_x$, $L_z$ and $\Delta$ remain low during the first tidal cycle as the planar beach begins to react to the imposed forcing conditions. They subsequently increase over the remaining two tidal cycles.
| Run ID | $H_s$ (m) | $T_m$ (s) | $\sigma$ (°) | $\theta$ (°) | $D_{50}$ (mm) | $L_x$ (m) | $L_y$ (m) | $L_z$ (cm) | $\Delta$ (cm) | $AR$ (-) |
|--------|-----------|-----------|--------------|--------------|--------------|-----------|-----------|-----------|-------------|---------|
| A1     | 0.7       | 7.3       | 0            | 0            | 0.2          | 11.4      | 1         | 0         | 57          |         |
| A2     | 0.7       | 8.7       | 0            | 0            | 0.5          | 17.3      | 5         | 2         | 35          |         |
| A3     | 0.7       | 10.0      | 0            | 0            | 1.3          | 19.6      | 17        | 4         | 15          |         |
| A4     | 1.0       | 7.3       | 0            | 0            | 0.5          | 12.3      | 8         | 4         | 6.5         |         |
| A5     | 1.0       | 8.7       | 0            | 0            | 2.4          | 14.2      | 14        | 6         | 5.9         |         |
| A6     | 1.0       | 10.0      | 0            | 0            | 2.0          | 18.2      | 16        | 7         | 9.1         |         |
| A7     | 1.0       | 11.4      | 0            | 0            | 1.3          | 20.3      | 13        | 7         | 16          |         |
| A8     | 1.3       | 7.3       | 0            | 0            | 2.3          | 13.3      | 10        | 15        | 5.8         |         |
| A9     | 1.3       | 8.7       | 0            | 0            | 1.7          | 15.0      | 12        | 3         | 8.8         |         |
| **A10** | **1.3**     | **10.0**  | **0**       | **0**       | **0.5**      | **3.7**   | **17.0**  | **24**    | **13**      | **4.6** |
| A11    | 1.3       | 11.4      | 0            | 0            | 2.8          | 18.5      | 21        | 16        | 6.6         |         |
| A12    | 1.7       | 8.7       | 0            | 0            | 4.3          | 13.4      | 23        | 24        | 3.1         |         |
| A13    | 1.7       | 10.0      | 0            | 0            | 2.8          | 21.6      | 19        | 11        | 7.5         |         |
| A14    | 1.7       | 11.4      | 0            | 0            | 3.7          | 18.7      | 26        | 13        | 5.1         |         |
| B1     | 1.3       | 10.0      | 5            | 0            | 3.6          | 26.1      | 29        | 13        | 7.3         |         |
| B2     | 1.3       | 10.0      | 10           | 0            | 3.1          | 67.4      | 23        | 10        | 22          |         |
| B3     | 1.3       | 10.0      | 15           | 0            | 3.2          | 57.3      | 27        | 14        | 18          |         |
| B4     | 1.3       | 10.0      | 0            | 5            | 4.8          | 26.9      | 45        | 27        | 5.6         |         |
| B5     | 1.3       | 10.0      | 0            | 10           | 3.3          | 49.5      | 39        | 33        | 15          |         |
| B6     | 1.3       | 10.0      | 0            | 15           | 5.6          | 40.2      | 72        | 48        | 17          |         |
| C1     | varies    | varies    | 0            | 0            | 3.8          | 19.2      | 32        | 10        | 5.1         |         |
| C2     | varies    | varies    | 0            | 0            | 1.3          | 20.0      | 39        | 33        | 15          |         |
| C3     | varies    | varies    | 0            | 0            | 0.2          | 27.7      | 1         | 1         | 277         |         |
| C4     | varies    | varies    | 0            | 0            | 0.5/0.2      | 19.3      | 8         | 3         | 24          |         |

Table 3: Simulation Results (base case in bold)

It is important to also note in Fig. 4 that for cases where $\theta$ is varied, the resulting cusps are saw-toothed shaped due to the asymmetry of the swash
trajectory. This is not seen in the cases where $\sigma$ is varied, as the swash trajectory is symmetrical about the shore normal. For increased $\sigma$, $L_x$ tends to slightly decrease while $L_z$ and $\Delta$ remain fairly stable. For increased $\theta$, $L_x$, $L_z$ and $\Delta$ tend to increase.

3.1.3. Series C: Time-varying wave conditions

Case C1, run with measured wave data and the native sediment size of 0.5 mm, produced prominent cusp patterns with $L_x$ and $L_y$ equal to 3.8 and 19.2 m, respectively. Cusp patterns also emerge much earlier (after $\sim$3 hours) than the simulations with constant wave forcing (after $\sim$18 hours), as the wave conditions regularly changes with time. The beach cusps themselves are also more dynamic, with greater long-shore migration observed in contrast to relatively static cusps in the simulations with constant wave forcing. For the remaining cases, cusps are either weakly defined (C2 and C4) or non-existent (C3). For the latter (C3), the finer sediment size of 0.2 mm causes the beach to strongly erode under the same wave conditions at case C1.

When the sediment size is decreased to 0.3 and 0.2 mm (cases C2 and C3, respectively), the upper beach no longer accretes, but is rather eroded to form a low tide terrace (wide shallow area around MSL in Figure 4 v-x). Cuspate features can still be discerned for in the pattern of erosion for the case C2, however the beach is featureless for case C3 as the wave conditions are highly erosive for the fine sediment, resulting in a dissipative beach profile.
3.2. Temporal Evolution and Swash Dynamics

3.2.1. Temporal development of cusps

Fig. 7 shows the temporal evolution of cuspate morphology for the base case simulation (A10), which is fairly representative for all the other cases considered. During the initial rising tide, small alternating perturbations in the wave and current field are observed. The perturbations are, however, too small cause any significant variation in \( \langle \tilde{H}_{s,y} \rangle \) or \( \langle \tilde{u}_y \rangle \), therefore the bathymetry is slow to respond. Nonetheless, during this initial period, sediment is slowly moved onshore, just below the tide level (Fig. 7f). This subaqueous mass of accreted sediment becomes exposed when the tide turns after the first high tide. It is reworked and sediment is freshly deposited at
Figure 7: Temporal development of cuspate morphology for the base case simulation (A10) shown during the first falling tide (high tide, mid-tide and low tide in columns 1-3, respectively) and for the last two mid-tides (columns 4-5). Rows 1 to 5 show the tide elevation, cumulative erosion/sedimentation pattern, $\tilde{\zeta}_{b,y}$, $\langle \tilde{H}_{s,y} \rangle$, and $\langle \tilde{u}_y \rangle$, respectively.
the top of the swash as the water level recedes, creating a berm (Fig. 7g). This trail of sediment is slowly sculpted into small cuspate features as sediment deposition becomes irregular long-shore. By the start of the second tidal cycle, these remnant cuspate perturbations, $\tilde{z}_{b,y}$, begin to amplify the wave height pattern to a sufficient degree to cause notable variations in $\langle H_{s,y} \rangle$ and $\langle \tilde{u}_y \rangle$, which further enhances $\tilde{z}_{b,y}$ through positive feedback. Over time, these feedbacks allow the cusp dimensions to steadily increase over time, particularly $L_x$, $L_z$ and $\Delta$ (as shown in Fig. 5).

For all simulations, the $\langle H_{s,y} \rangle$ pattern is consistently negatively correlated with $\tilde{z}_{b,y}$ ($-0.33 > r > -0.64$, averaged over last tidal cycle), with both patterns developing simultaneously. This indicates that wave heights are higher on the cusp horns and smaller in the troughs. Simulations in which the cusp field does not clearly materialize are those in which accretion is not particularly strong during the initial (and subsequent) tidal cycles, especially in the upper part of the beach. The cusp field also does not fully develop in simulations where the pattern of $\langle H_{s,y} \rangle$ or $\langle \tilde{u}_y \rangle$ is not strongly perturbed.

3.2.2. TKE and swash flow patterns

The variation of $k$ along the central cross-shore transect allows us to see areas where wave-breaking-induced turbulence is strongest. The left panels in Fig. 8 show that $k$ is maximum in the inner surf zone during the falling tide, maximum in the swash around high tide. Greater levels of swash turbulence around high tide (where cusps are to be found) is observed for increasing $H_s$, $\sigma$ and $\theta$. Swash flow patterns are generally found to be horn-divergent, with flow converging in the trough of the cusp with strong return currents (Fig. 8b and d). Flow patterns are elongated in swash for slightly increased
\( \theta \) (case B4, Fig. 8f). The increased turbulence for small increases of \( \sigma \) and \( \theta \) beyond normal potentially amplifies cusp dimensions, but may prove to be too dynamic for larger values above normal. Fig. 8g and h show, for case B3, \( k \) values are consistently high in the surf and for longer periods in the swash around high tide compared to the base case. The resulting mean flow pattern lacks the rhythmicity observed in the base case, with more uniform cross-shore flow.

### 3.2.3. Swash Excursion, Height and Slope

Fig. 9 shows \( S_x \), \( S_z \) and \( \beta \) for the base case simulation, which has similar results as most other cases. As seen in Fig. 9b, \( \beta \) and tide elevation are positively correlated, varying at the same timescale (i.e., the beach is steeper around high tide and more gently sloping around low tide). \( S_x \) is consistently negatively correlated with the swash slope and tide elevation above MSL (i.e., \( S_x \) is smallest around high tide, where the beach slope is steepest). In some cases, \( S_x \) is maximum at low tide while in others \( S_x \) is maximum just below mid-tide and subsequently decreases towards low tide (Fig. 9c). The latter is due to a berm forming at the low tide level that increases \( \beta \) around that section of the beach profile. \( S_x \) and \( S_z \) increases, as expected, with increased \( H_s \). For the base case (A10), the swash excursion generally ranges between 6–16 m; and for case C1 it ranges between 8–20m. At the end of the simulation, \( S_x \) measures 9.5 m for case A10 and 13.9 m for case C1.

### 3.3. Surface Sediment Composition

The final simulation (case C4) shows the effect of varying the sediment composition by including two classes of sediment (fine and coarse) in the
Figure 8: (Left panels) Temporal variation of turbulent kinetic energy ($k$) along the central cross-shore transect ($y = 120$ m) for cases A5, A10 (base case), B4 and B3 (panels a, c, e, and g, respectively). Red line indicates tide level. (Right panels) Spatial variation of the mean swash velocity field taken around the last mid-tide level ($T = 2.83$ days) for cases A5, A10 (base case), B4 and B3 (panels b, d, f, and h, respectively). Red line indicates shoreline (0 m contour level), and black lines show contour levels above and below spaced 0.5 m.
Figure 9: (Top panels) Temporal variation of swash excursion and swash height (a), and tide elevation and swash slope (b). (Bottom panels) Scatter plots of tide elevation (c) and swash slope (d) against swash excursion. Lines of best fit (black, dashed) are shown in (c) for data above and below -0.1 m tide elevation, and in (d) for all data.

surface and under layers. Both classes are equally distributed in the sediment bed at the start of the simulation; however as time passes, the surface sediment composition ($P_{D_{50}}$) changes. The finer sediment fraction is generally displaced from the swash zone and deposited on the low tide terrace while the coarser sediment fraction armours the swash (Fig. 10c-h). Despite this, there are still times when fine sediment will be pushed back into the surf zone during the rising tide (Fig. 10a); therefore, there is still a mixture of fine and coarse sediment in the surf zone over time. This mixture of fine and coarse sediment creates a pattern surrounding the cusp field with similar length scales as $\tilde{z}_{b,y}$ (which identifies the cusp horns and troughs); therefore, it is possible investigate their long-shore correlation. This result is shown
Figure 10: (a-b) Temporal evolution of (a) surface sediment composition ($P_{D_{50}}$) along the central cross-shore profile ($y = 120$ m), and (b) the correlation between $P_{D_{50}}$ and $\tilde{z}_{b,y}$. Solid black and blue lines show the time-varying movement of the cross-shore position of the shoreline ($z = 0$ m) and the tide water level, respectively. (c-h) Spatial variation of $P_{D_{50}}$ at (c-e) mid-tide level on a rising tide and (f-h) mid-tide level on a falling tide. Dashed black lines in (a) indicate the times when (c-h) are shown. Black lines in (c-h) indicate bed level contours drawn at 0.5 m intervals. The colour scale in (a, c-h) is white (values near 0) for an evenly mixed bed (50% coarse and 50% fine sediment). Red colours (positive values up to 1) indicate a greater presence of coarser sediment, and vice versa for blue colours (negative values down to -1). Finally, the color scale in (b) is white (values near 0) when there is no correlation between $P_{D_{50}}$ and $\tilde{z}_{b,y}$. Red colours indicate there is a positive correlation (coarser sediment located on cusp horn), and vice versa for blue colours (coarser sediment located in cusp trough).

in Fig. 10b, where temporal patterns of strong positive (and negative) correlations can be seen. Positive (negative) correlations shown in red (blue) indicate times when coarser sediment is found on the horn (trough) of the
cusps. The pattern of correlation fluctuates with tidal elevation but is generally positively correlated around the time-varying water level (i.e. coarser sediment located on the horn). Nonetheless, there are times when the exposed sediment composition pattern shows that coarser sediment is located in the trough of the cusp rather than on the crest (e.g. the upper beach during the second low tide).

4. Discussion

4.1. Evaluation of Length Scales

4.1.1. Comparison to Measurements at Nha Trang Beach

As we have used conditions representative of the situation at Nha Trang Beach as the basis of our simulations, we therefore look to compare simulated values of $L_y$ to what was actually measured (28 m). Hardly any of the cases in Series A come close, with mean $L_y$ of 16.5 m. Even case C1, run with measured $H_s$ and $T_m$ values, underestimates the measured value by almost a third, with a final $L_y$ of 19.2 m. However, it should be noted that simulations in Series A and Series C are run with normally incident waves without directional spreading. However, we have seen from Series B that accounting for slight increases in $\sigma$ and $\theta$ would result in larger values of $L_y$ (cases B1 and B4) that are more comparable to the measured value ($L_y > 26$ m). Simulated values of $\beta$ in the base case and case C1 follow similar trends as the measurements, being steepest around high tide and vice versa around low tide. The range of simulated values are also around the same range as the measurements, between 0.04 and 0.12. $S_x$ tends to be maximum at low tide in the simulations (where $\beta$ is lowest) while, on the other hand, it is
maximum around high tide in the measured data (where \( \beta \) is highest).

If we consider the average wave conditions (defined by \( H_s \) and \( T_m \)) for case C1 during the 3-day simulation period (approximately 1.17m and 10 s, respectively), it would fall between the time-constant forcing values of case A6 and A10. Wave conditions peaked during the first tide cycle (1.4 m and 11.5 s, similar to case A11), and were lowest during the last tidal cycle (1.0 m and 8.5 s, similar to case A5). The cusps produced at the end of the simulation in C1 are of similar magnitude as case A6, A10 and A11 (mid-to high-end of the wave conditions). After being formed during the first tide cycle, \( L_y \) did not adapt to the smaller dimensions expected during the lower energy conditions (shown for case A5). Instead, \( L_y \) remains fairly constant as energy levels fall, as also observed in the field. Thus, the sequencing of wave conditions can affect resultant cusp spacing, as commonly noted in the field where pre-existing cusp formations may persist for some time before newer cusp fields are able to develop, largely depending on how quickly and to what degree actual wave conditions change (van Gaalen et al., 2011).

Finally, we note that \( L_y \) does not vary significantly between high and mid-tide in our simulations or from the observations at Nha Trang Beach, perhaps due to the micro-tidal environment. Nolan et al. (1999) were able to show a dependence of \( L_y \) on elevation above MSL; however, their study site was located in a meso-tidal environment (2.6 m range) exposed to more energetic wave conditions.

4.1.2. Comparison to Empirical and Theoretical Formulae

Empirical equations for predicting \( L_y \) have been developed based on field observations. Once such by Sunamura (2004) uses the sediment diameter
\( D_{50} \), wave period, wave height, and gravitational acceleration \((g)\) as dependent variables, given as:

\[
L_{y,Sun} = A \exp(-0.23D_{50}^{0.55})T\sqrt{gH}
\]  

(5)

where \( A \) is a scaling factor ranging from \( \sim 0.65 \) for laboratory cases to \( \sim 1.35 \) for field cases. Expected values of \( L_y \) may also be calculated based on both the self-organisation and edge wave generation theories, shown, respectively, in Eq. 6 and Eq. 7 following as:

\[
L_{y,SO} = fS_x \tag{6}
\]

\[
L_{y,EW} = \frac{gT_i^2}{m\pi} \sin \beta \tag{7}
\]

where \( f \) is a factor generally taken to be 1.63 (but which may range between 1 and 3); \( S_x \) is the swash excursion; \( m \) is a factor equal to 1 and 2 for sub-harmonic \((L_{y,Sub})\) and synchronous \((L_{y,Syn})\) edge waves, respectively; \( \beta \) is the beach slope; and \( T_i \) is the incoming wave period (Coco et al., 1999). Results are shown in Table 4 for final values of \( S_x \) (extracted from the model output around \( T = 2.83 \) days), from which final values of \( \beta \) and \( f \) are computed. Values of \( L_{y,Sub}, \ L_{y,Syn}, \ L_{y,SO}, \) and \( L_{y,Sun} \) are also shown for comparison with Series A. It should be noted that some scatter is expected in our data as we are unable to control exactly where along a cusp (between the horn and trough) \( S_x \) and \( \beta \) are extracted, as the exact position of cusps at the central cross-shore profile varies during the course of the simulation for each case.
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When using Eq. 5 to compute $L_{y,Sun}$ in Table 4, we computed and used the value of $A$ that minimised the root-mean-square error (the best-fit value) between $L_{y,Sun}$ and $L_y$, which was equal to 0.6 – very close to the value of 0.65 reported in Sunamura (2004). Values of $L_{y,Sun}$ are not much different to the simulation results of Series A, with raw error around 14% on average. Applying Eq. 5 to the average measured wave conditions (1 m, 9 s) and using the field value of $A = 1.35$, we obtain a predicted value of $L_{y,Sun}$ of 32 m, a slight over-prediction. Thus, Eq. 5 predicts $L_y$ reasonably well for both Series A (laboratory-type cases which have no directional spreading and normally incident waves) and for the actual field case at Nha Trang Beach. For Series B, where $\theta$ and $\sigma$ are increased, using $A = 0.6$ largely underestimates $L_y$. The estimate is improved when using $A = 1.35$, with a best-fit value of 1.7. Sunamura (2004) noted the large difference between $A$ obtained for laboratory and field data, attributing the larger field value to irregular wave forcing in the field. However, it should also be noted that slight increases in $\theta$ and $\sigma$ in Series B also enhanced $L_y$, which may also help to account for the larger $A$ values of field cases, since there is at least some degree of directional spreading expected.

Table 4 shows that simulated $\beta$ and $f$ generally increase with $H_s$ and $T_m$. With regard to $f$, the simulation results ranges from 1.16 to 2.47, which fits within the range of expected $f$ values (1 to 3). The best-fit value of $f$ is found to be 1.63 – equal to that reported in Coco et al. (1999). As $f$ varies according to specific forcing conditions, values of $L_{y,SO}$ overestimate $L_y$ at low $H_s$ and $T_m$ values (such as case A1 or A4) and vice versa at high $H_s$ and $T_m$ values (such as case A11 or A14). Almar et al. (2008) and Vousdoukas
(2012) have reported observed mean $f$ values of 1.69 and 3.47, respectively, under average wave conditions of $[H_s, T_m] = [1.5\text{ m}, 10\text{ s}]$ at Tairua Beach (former), and $= [1\text{ m}, 8\text{ s}]$ at Faro Beach (latter). While the observed $f$-value of Almar et al. (2008) is not much different with our findings from Series A ($\theta$ is reported to be almost always shore normal), that of Vousdoukas (2012) is much larger than expected. For the latter, it is important to note that there were large variations of measured $\theta$ values, up to 40$^\circ$. This may help to explain why the observed $L_y$ (on average 50 m) is quite large in comparison to the measured $S_x$. As seen from our simulations, for $\theta \geq 10^\circ$ (cases B5 and B6) we obtain mean $f$ values of 5.8 and $L_y$ of 45 m – comparable to Vousdoukas (2012).

Regarding the synchronous edge wave theory, $L_{y,\text{syn}}$ significantly underestimates $L_y$ for cases with lower $H_s$ and $T_m$ values (for cases A1–A5, around 48% lower) and vice versa at high $H_s$ and $T_m$ values (for cases A10–A14, around 12% higher). Alternatively, for sub-harmonic edge waves, $L_{y,\text{sub}}$ slightly overestimates $L_y$ for cases with lower $H_s$ and $T_m$ values (for cases A1–A5, around 5% lower) but severely overestimates $L_y$ at high $H_s$ and $T_m$ values (for cases A10–A14, around 125% higher). Similar findings are shown in Dodd et al. (2008), though only $T_m$ was varied in their simulations. Therefore, $L_{y,\text{sub}}$ predictions would appear to be suited to low wave energy conditions and those for $L_{y,\text{syn}}$ to higher energy conditions; but neither are very good predictors across the board when compared to $L_y$. Guza and Inman (1975) note that sub-harmonic edge waves are more easily generated than synchronous edge waves, and that both are not generally found under energetic wave conditions, where the high turbulence of plunging breakers
disrupts their excitation. The generation of certain types of edge waves in itself is also highly dependent on, *inter alia*, beach topography, frequency spread of incident waves, and dissipation by waves and currents. Therefore it is not clear which edge wave mode is best suited for comparison to $L_y$.

Indeed in the literature, comparisons between measured data and theoretical edge wave predictions vary widely from being strongly to weakly correlated (Kaneko, 1985; Rasch et al., 1993; Almar et al., 2008) and even distinguishing between different modes of edge waves may be difficult in reality (Holland and Holman, 1996). Nevertheless, it may be possible to identify edge waves using XBeach (whether synchronous or sub-harmonic) from seaward radiating wave reflection patterns. As shown in Fig. 7, a pattern of alternating perturbations in $\langle \tilde{H}_{s,y} \rangle$ is seen during the initial development of cusps, obviously caused by the interaction between incoming and reflected waves (similar to Almar et al. (2018)). However, our model output is not saved at a high enough frequency to separate incoming from reflected waves, and we are thus unable to definitively quantify the presence of edge waves. Nonetheless, this may be looked at in greater detail in future work that is more focused on mechanisms surrounding cusp initiation.

4.2. Evaluation of development, circulation and sediment patterns

We have shown in our simulations that increased $T_m$ generally results in increased $L_y$. Longer intervals between swash events for higher period waves would tend to reduce bore (swash-swash) interactions occurring on the beach-face, allowing stronger return flow during the backwash capable of sculpting wider cusps. Dodd et al. (2008) obtained similar results, and showed that the swash period may resonate with the incoming wave period to enhance
| Run ID | $S_x$ (m) | $\beta$ (\textdegree) | $f$ (\textdegree) | $L_y$ (m) | $L_{y,Sub}$ (m) | $L_{y,Syn}$ (m) | $L_{y,SO}$ (m) | $L_{y,Sun}$ (m) |
|-------|-----------|----------------------|------------------|-----------|-----------------|-----------------|---------------|---------------|
| A1    | 9.8       | 0.044                | 1.16             | 11.4      | 10.2            | 5.1             | 16.0          | 9.8           |
| A2    | 9.3       | 0.052                | 1.85             | 17.3      | 17.1            | 8.5             | 15.2          | 11.7          |
| A3    | 8.5       | 0.055                | 2.29             | 19.6      | 24.0            | 12.0            | 13.9          | 13.4          |
| A4    | 10.0      | 0.055                | 1.23             | 12.3      | 12.7            | 6.3             | 16.3          | 11.7          |
| A5    | 12.0      | 0.048                | 1.18             | 14.2      | 15.9            | 8.0             | 19.6          | 14.0          |
| A6    | 8.3       | 0.071                | 2.19             | 18.2      | 30.7            | 15.4            | 13.6          | 16.1          |
| A7    | 8.2       | 0.078                | 2.47             | 20.3      | 44.1            | 22.1            | 13.4          | 18.3          |
| A8    | 11.4      | 0.056                | 1.17             | 13.3      | 13.0            | 6.5             | 18.5          | 13.4          |
| A9    | 9.6       | 0.072                | 1.56             | 15.0      | 23.8            | 11.9            | 15.7          | 15.9          |
| A10   | 9.5       | 0.075                | 1.80             | 17.0      | 32.5            | 16.2            | 15.4          | 18.3          |
| A11   | 8.5       | 0.094                | 2.17             | 18.5      | 53.2            | 26.6            | 13.9          | 20.9          |
| A12   | 9.9       | 0.081                | 1.36             | 13.4      | 26.8            | 13.4            | 16.1          | 18.2          |
| A13   | 12.2      | 0.083                | 1.77             | 21.6      | 36.1            | 18.0            | 19.8          | 20.9          |
| A14   | 11.1      | 0.092                | 1.69             | 18.7      | 51.9            | 25.9            | 18.0          | 23.9          |
| B1    | 12.5      | 0.066                | 2.08             | 26.1      | –               | –               | –             | –             |
| B2    | 11.9      | 0.064                | 5.66             | 67.4      | –               | –               | –             | –             |
| B3    | 13.9      | 0.061                | 4.12             | 57.3      | –               | –               | –             | –             |
| B4    | 8.1       | 0.115                | 3.33             | 26.9      | –               | –               | –             | –             |
| B5    | 7.3       | 0.098                | 6.79             | 49.5      | –               | –               | –             | –             |
| B6    | 8.4       | 0.096                | 4.80             | 40.2      | –               | –               | –             | –             |
| C1    | 13.9      | 0.059                | 1.39             | 19.2      | –               | –               | –             | –             |
| C2    | 13.5      | 0.060                | 1.48             | 20.0      | –               | –               | –             | –             |
| C3    | 13.2      | 0.063                | 2.10             | 27.7      | –               | –               | –             | –             |
| C4    | 14.9      | 0.083                | 1.29             | 19.3      | –               | –               | –             | –             |

Table 4: Simulation results of $S_x$, $\beta$, $f$ and $L_y$ for Series A, B and C, with Series A compared with expectations from the edge wave (sub-harmonic and synchronous) and self-organisation theories, and Sunamura (2004) ($L_{y,Sub}$, $L_{y,Syn}$, $L_{y,SO}$ and $L_{y,Sun}$, respectively).
backwash. Our simulations also showed that increased $H_s$ leads to larger $L_x$ and $L_z$, most likely caused by greater turbulence in the swash capable of reworking sediment into deeper and wider cusp features. All simulations with developed cusps featured horn-divergent flow patterns, as is commonly observed in the field (Masselink and Pattiaratchi, 1998b; Holland, 1998) and predicted by other numerical studies (Dodd et al., 2008).

Cusp dimensions are enhanced when $\sigma$ (under normally incident waves) or $\theta$ are low ($\sim 5^\circ$). Larger values are shown to cause increased turbulence in the swash, which acts to inhibit cusp growth. Increased turbulence may be due to the effect of greater swash-swash interactions ($\sigma > 0$) or asymmetric swash flow $\theta > 0$). Obliquely incident waves of $20^\circ$ have been observed in the field to flatten cuspatate features (Masselink and Pattiaratchi, 1998a). Holland (1998) also noted that cusps are rarely observed, and tend to be destroyed, for angles of incidence greater than $12^\circ$. Holland (1998) suggests that as $\theta$ increases, long-shore currents increasingly disrupt the cross-shore flow structure needed to form and maintain cusps. In our simulations where $\theta$ is varied, only case B4 resulted in a prominent cusp shape. While B5 and B6 do produce shoreline undulations, they have high aspect ratios which diminish their prominence.

In terms of the sediment sorting pattern around cusps, by looking at the correlation between $P_{D_{50}}$ and $\tilde{z}_{b,y}$ in Fig. 10b, we showed that sediment is generally coarser on the horns than in the trough of the cusps. This is true for most field observations, such as Antia (1987) and Sallenger (1979) who also explains that, as swash flow is more powerful than backwash and as flow is generally horn divergent, fine sediment is removed from the horn (leaving
coarser sediment behind) and deposited in the trough.

The effect of varying sediment size, by decreasing $D_{50}$, we obtain slight increases in $L_y$, as noted in Sunamura (2004). However, it comes at the expense of increasing the erodability of the beach (i.e. more dissipative), making cusps less prominent. In fact, case C3 the final profile is generally devoid of any shoreline features. The present results therefore show cusps tend to form under accretive and mildly erosive conditions on coarse grained intermediate beaches, consistent with field observations (Holland, 1998; van Gaalen et al., 2011). Antia (1987) notes that while cusps may form on typically dissipative beaches, they only appear during low energy events which may permit a temporary reflective beach state to form.

4.3. XBeach Sediment Transport Module

The simulations have been done using the non-hydrostatic wave solver in XBeach while enabling sediment transport. This is quite experimental, as the sediment transport equations only account for transport due to flow and wave-averaged orbital motions and therefore do not resolve intra-wave transport mechanisms. Furthermore, the use of the parameter settings in Table 1 with the Kingsday version of XBeach allows bedload transport to be only onshore-directed, which is an unusual result that is repaired in subsequent model releases. Nonetheless, an appropriate balance between onshore and offshore transport fluxes are obtained for our simulations despite these shortcomings. Further development of XBeach is therefore necessary to better and more realistically account for intra-wave and swash sediment transport processes. One suggestion to the model developers may be, for example, introducing acceleration dependent onshore fluxes as can be determined
from gradients in the surface elevation computed by the non-hydrostatic wave solver.

5. Conclusion

A number of exploratory morphodynamic simulations were carried out to study beach cusp formation, inspired by observations at Nha Trang Beach, Vietnam. The simulations used time-constant and time-varying (measured) wave forcing conditions. In the former, the length scale of cusp formations were analysed as a function of the significant wave height, mean wave period, directional spreading and angle of incidence ($H_s$, $T_m$, $\sigma$ and $\theta$, respectively). The resulting cusp length scales varied according to well-established norms – $H_s$ modulates cusp height and cross-shore depth, while $T_m$, $\sigma$ and $\theta$ affect long-shore length scales. Cusps appear to be most prominent for longer period waves (> 10 s) with moderate wave heights (> 1.3 m). Slightly increased $\sigma$ and $\theta$ enhances long-shore length scales, but tends to make cusps less prominent at values $> 10^\circ$. The model was able to produce asymmetric cusp patterns for obliquely incident waves.

Time-varying (measured) wave conditions with the native sediment size produced cusps with smaller length scales to those measured; however, it may be possible to achieve a more comparable spacing by including directional variations. Reducing the median sediment diameter, $D_{50}$, in other simulations with time-varying wave conditions allowed more dissipative beach profiles to form, resulting in net erosion of the beachface (as opposed to accretion in the previous simulations). Cusps were able to form under mildly erosive conditions (using $D_{50} = 0.3$ mm), though not as prominent as when
formed under accretive conditions. Cusps were not able to form under more intense erosion (using $D_{50} = 0.2$ mm). This finding is in keeping with the many observations of cusps being found on coarse sand beaches rather than fine sand beaches. The model also showed a general tendency for coarse sediment to be located on the crest of cusps near the water line, though the inverse pattern was seen at other elevations on the beach face.

Given that the model is able to reasonably simulate the formation of cusps of varying length scales and prominence, the process of cusp initiation can be studied in more detail in future work. Initial results show there is a significant correlation between the long-shore wave height and bed level anomalies, which may be produced by wave reflection patterns as suggested in Almar et al. (2018). It is currently unknown to what extent edge waves play a role in cusp formation; however, this study provides a basis for more rigorous investigation of this enigmatic topic using the XBeach model.
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