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Abstract—Due to hardware limitations, the phase shifts of the reflecting elements of reconfigurable intelligent surfaces (RISs) need to be quantized into discrete values. This letter aims to unveil the minimum required number of phase quantization levels $L$ in order to achieve the full diversity order in RIS-assisted wireless communication systems. With the aid of an upper bound of the outage probability, we first prove that the full diversity order is achievable provided that $L$ is not less than three. If $L = 2$, on the other hand, we prove that the achievable diversity order cannot exceed $(N + 1)/2$, where $N$ is the number of reflecting elements. This is obtained with the aid of a lower bound of the outage probability. Therefore, we prove that the minimum required value of $L$ to achieve the full diversity order is $L = 3$. Simulation results verify the theoretical analysis and the impact of phase quantization levels on RIS-assisted communication systems.
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I. INTRODUCTION

Reconfigurable intelligent surfaces (RISs) have recently received significant attention due to their ability to intelligently reconfigure the wireless environment by integrating passive reflectors on flat surfaces [1]–[3]. Precisely, each element of the RIS can control the amplitude and phase of the reflected signal, such that multiple reflected signals can co-phase through passive beamforming. Compared with other technologies, such as relaying, RISs do not need to use radio-frequency chains and enjoys a convenient and low-cost deployment [4], [5].

Due to their potential benefits in the context of wireless communications, RISs have recently been employed for several applications, which include beamforming [6], [7], non-orthogonal multiple access [8], [9], physical layer security [10], relaying [5], [11], etc. These existing works have demonstrated that a suitable design of the phase shifts of the reflecting elements is necessary to reap the advantages of RIS-aided transmission. However, most of these existing works assume that the phase shifts of the reflectors are continuous variables, which is difficult to implement in practice due to hardware limitations. Motivated by these considerations, recent works have investigated the performance of RIS-assisted systems in the presence of quantization phase errors (e.g., [7], [9], [12]–[15]). The works in [7] and [9] solved optimization problems with respect to the discrete phase shifts. The works in [12]–[15] analyzed the average signal-to-noise-ratio (SNR) and the achievable data rate. The works in [12]–[15] demonstrated that the average SNR scales with $N^2$ for large values of $N$, where $N$ denotes the number of reflecting elements. However, the exact relation between the diversity order and the number of phase quantization levels $L$ for arbitrary $N \geq 2$ was not revealed. Motivated by these considerations, we investigate the diversity order of RIS-assisted transmission in the presence of quantization phase errors for any $N \geq 2$.

More specifically, the main contribution of this letter consists of unveiling the minimum number of required phase quantization levels to achieve the full diversity order $N$. To obtain this goal, the full diversity order of $N$ is first proved to be achievable if $L \geq 3$, by using mathematical induction based on an upper bound of the outage probability. Then, the achievable diversity order is proved not to exceed $\frac{N+1}{2}$ if $L = 2$, with the aid of a lower bound of the outage probability conditioned on the event that each phase quantization error is close to the quantization boundary. Numerical results also demonstrate that the loss of the outage performance is negligible if $L \geq 3$, which provides important insights for the design of phase quantization in RIS-assisted systems.

II. SYSTEM MODEL AND PRELIMINARIES

We consider an RIS-aided transmission system, which consists of a single-antenna source ($S$), a single-antenna destination ($D$) and an RIS with $N$ reflecting elements. The direct link between $S$ and $D$ is assumed to be weak and it is not considered. The channel coefficients from $S$ to the RIS and from the RIS to $D$ are denoted by the column-vectors $\mathbf{h}_{SI}$ and $\mathbf{h}_{ID}$, respectively. The $n$th elements of $\mathbf{h}_{SI}$ and $\mathbf{h}_{ID}$ are $[\mathbf{h}_{SI}]_n \sim CN(0, \Omega_S)$ and $[\mathbf{h}_{ID}]_n \sim CN(0, \Omega_I)$, respectively, $\forall n \in [1, \ldots, N]$, where $CN$ represents the complex Gaussian distributions and $\Omega_S$ and $\Omega_I$ are the variances of $[\mathbf{h}_{SI}]_n$ and $[\mathbf{h}_{ID}]_n$, respectively. All channel coefficients are assumed to be mutually independent. For each transmission, the received signal at $D$ can be written as follows

$$y_D = \sqrt{P} h_{SI}^T \Phi h_{ID} x_S + w_D,$$

where $x_S$ is the transmitted signal from $S$, $\mathbb{E}(|x_S|^2) = 1$, $P$ is the transmit power, $w_D \sim CN(0, \delta^2)$ is the additive white Gaussian noise at $D$, $\Phi = \text{diag}(e^{j\phi_1}, e^{j\phi_2}, \ldots, e^{j\phi_N})$, $\eta \in [0, 2\pi)$. We consider the direct link between $S$ and $D$ in Section V.
The phase shift range is uniformly quantized into $n$ levels.

The optimal value of $\phi_n$ is $\phi_n^* = -\arg\left( \frac{\mathbf{h}_S[n]}{\mathbf{h}_D[n]} \right)$, $n \in \{1, \ldots, N\}$. Without considering the impact of phase errors, the full diversity order of $N$ can be achieved with this optimal setting \([8]\). However, only a finite number of quantized values can be considered in practice. Therefore, we consider a finite number of quantization levels $L \geq 2$, where $L$ is a positive integer. Accordingly, the number of quantization bits is $\log_2 L$.

The phase shift range is uniformly quantized into $L$ levels, i.e., $F \triangleq \left\{ 0, \frac{2\pi}{L}, \ldots, \frac{(L-1)2\pi}{L} \right\}$, and the phase shift of each reflecting element is designed by mapping its optimal value to the nearest point in $F$, i.e., $\phi_n = \phi_{iL}$, where $|\phi_n^* - \phi_{iL}| \leq |\phi_n^* - \phi_{iL+1}|$, $\phi, \phi_{iL} \in F$. Then, the phase error $\Theta_n = \phi_{iL} - \phi_n^*$ for the $n$th reflecting element is a uniformly distributed random variable in $\left[ -\frac{\pi}{L}, \frac{\pi}{L} \right]$ \([12]\). Thus, the received SNR at $D$ can be written as follows

$$ \gamma_D = \rho^2 \left( \frac{1}{N} \sum_{n=1}^N \left| \frac{\mathbf{h}_S[n]}{\mathbf{h}_D[n]} \right| e^{j\Theta_n} \right)^2 = \rho^2 \Omega_S \Omega_I \left( \frac{1}{N} \sum_{n=1}^N |g_n|^2 \right), $$

where $\rho \triangleq \frac{P}{\sqrt{\Omega_S \Omega_I}}$ denotes the transmit SNR and $g_n \triangleq \frac{\left| \frac{\mathbf{h}_S[n]}{\mathbf{h}_D[n]} \right| e^{j\Theta_n}}{\sqrt{\Omega_S \Omega_I}}$ is the normalized channel coefficient. From \([8]\), the cumulative distribution function (CDF) of $|g_n|^2$ can be expressed as

$$ F_{|g_n|^2}(x) = 1 - 2\sqrt{x}K_1(2\sqrt{x}) \approx -x \ln x, \text{ as } x \approx 0, $$

where $K_1(\cdot)$ denotes the modified Bessel function of the second kind.

The outage probability between $S$ and $D$ can be expressed as follows

$$ P_{\text{out}}^N(\rho) = \Pr\{ |G_N|^2 < \epsilon_0 \rho^{-1} \}, \quad (4) $$

where $G_N \triangleq \sum_{n=1}^N g_n$ and $R_0$ denotes the target data rate in bits per channel use (bpcu) and $\epsilon_0 \triangleq \frac{2^{R_0} - 1}{\Omega_S \Omega_I}$. The diversity order is defined, as a function of $L$, as follows:

$$ d_N(L) = \lim_{\rho \to \infty} -\log \frac{P_{\text{out}}^N(\rho)}{\log \rho}. \quad (5) $$

Remark 1: Although the central limit theorem (CLT) is widely adopted to analyze the averaged SNR of RIS-assisted systems for large values of $N$, it is not suitable to analyze the diversity order. In particular, the CLT-based approximation has an error floor, i.e., the outage probability becomes a constant when $\rho \to \infty$ as shown in \([8]\).

Remark 2: The CDF of $G_N$ is difficult to obtain, since its real part and imaginary part are correlated. Therefore, an exact analytical expression for the outage probability $P_{\text{out}}^N$ cannot be obtained, in general. Motivated by these considerations, in the following sections, we derive lower and upper bounds for $P_{\text{out}}^N$ in order to study the achievable diversity order for different values of $L$.

III. DIVERSITY ORDER FOR $L = 3$

In this section, we introduce an upper bound for the outage probability in \([4]\) and prove that the maximum diversity order $N$ can be achieved in this case. When $L = 3$, we have $\Theta_n \in \left[ -\frac{\pi}{3}, \frac{\pi}{3} \right]$,

$\forall n \in \{1, \ldots, N\}$. Before proceeding with the analytical derivation, we introduce two lemmas.

Lemma 1: For $\forall C_1, C_2 \in \mathbb{C}$ (denotes the complex domain), $\arg(C_1 + C_2) \in [\varphi_1, \varphi_2]$ holds if $\arg(C_1), \arg(C_2) \in [\varphi_1, \varphi_2]$ and $-\frac{\pi}{2} \leq \varphi_1 \leq \varphi_2 \leq \frac{\pi}{2}$.

Proof 1: This lemma can be easily obtained based on geometrical relationships among $\hat{g}_1, \hat{g}_2$ and $\hat{g}_3$ in a complex plane, whose details are omitted for brevity.

Lemma 2: For $\forall b, c \in \mathbb{R}^+$ ($\mathbb{R}^+$ denotes the positive real domain), and $\forall n \in \{1, \ldots, N\}$, we have

(a) $\Pr \{ |g_n| - a^2 < b \rho^{-1} \} \leq \rho^{-1}$, if $0 < a < c \rho^{-\frac{1}{2}}$;

(b) $\Pr \{ |g_n| - a^2 < b \rho^{-1} \} \leq \rho^{-\frac{3}{2}}$, if $a > 0$ being independent of $\rho$, i.e., $a = \rho^0$.

where "$\sim$" denotes exponential equality \([10]\), i.e., $f(\rho) \sim \rho^d$ is defined as $\lim_{\rho \to \infty} \frac{\log f(\rho)}{\log \rho} = d$, and $d \in \mathbb{R}$ is the exponential order of $f(\rho)$. Similarly, $f(\rho) \preceq \rho^d$ $(\geq \rho^d)$ is defined as $\lim_{\rho \to \infty} \frac{\log f(\rho)}{\log \rho} \leq d$ $(\geq d)$.

Proof 2: See Appendix A.

In the following two subsections, we derive the outage probability for $N = 2$ and $N = 2$, respectively.

A. $N = 2$

When $N = 2$, $G_2 = g_1 + g_2$. Since $|\Theta_1 - \Theta_2| \leq \frac{2\pi}{3}$ and $G_2$ decreases with $|\Theta_1 - \Theta_2|$, $|G_2|^2$ can be lower bounded

$$ |G_2|^2 \geq |g_1|^2 + |g_2|^2 + 2|g_1||g_2| \cos ((\Theta_1 - \Theta_2)) \geq |g_1|^2 + |g_2|^2 + 2|g_1||g_2| \cos \left( \frac{2\pi}{3} \right) $$

$$ = \left( |g_2| - \frac{1}{2} |g_1| \right)^2 + \frac{3}{4} |g_1|^2. \quad (6) $$

Thus, the outage probability can be upper bounded

$$ P_{\text{out}}^2(\rho) \leq \Pr \left\{ \left( |g_2| - \frac{1}{2} |g_1| \right)^2 + \frac{3}{4} |g_1|^2 < \epsilon_0 \rho^{-1} \right\} $$

$$ \leq \Pr \left\{ \left( |g_2| - \frac{1}{2} |g_1| \right)^2 < \epsilon_0 \rho^{-1}, \frac{3}{4} |g_1|^2 < \epsilon_0 \rho^{-1} \right\} \quad \text{(a)} $$

$$ = \Pr \left\{ |g_1|^2 < \omega_1 \rho^{-1} \right\} \quad \text{(b)} $$

$$ \cdot \Pr \left\{ \left( |g_2| - \frac{1}{2} |g_1| \right)^2 < \epsilon_0 \rho^{-1} \left| g_1 \right| < \sqrt{\omega_1} \rho^{-\frac{1}{2}} \right\}, \quad (7) $$

where $\omega_1 \triangleq \frac{1}{2} c_0$ and (a) follows from $\max(x, y) < x + y$ for $x, y > 0$. From \([4]\), as $\rho \to \infty$, we obtain

$$ \Pr \left\{ |g_1|^2 < \omega_1 \rho^{-1} \right\} \approx -\omega_1 \rho^{-1} \ln (\omega_1 \rho) \leq \rho^{-1}. \quad (8) $$

Furthermore, by setting $g_n = g_2$, $a = \frac{1}{2} |g_1|$, $b = c_0$ and $c = \frac{1}{2} \sqrt{\omega_1}$ in Lemma 2(a), we have

$$ \Pr \left\{ \left( |g_2| - \frac{1}{2} |g_1| \right)^2 < \epsilon_0 \rho^{-1}, |g_1| < \sqrt{\omega_1} \rho^{-\frac{1}{2}} \right\} \leq \rho^{-1}. \quad (9) $$

3 Throughout this letter, each parameter is acquiescently not a function of $\rho$, i.e., its value does not change with $\rho$, unless otherwise stated.
Substituting (5) and (9) into (4), we obtain $P_{\text{out}}^\text{out}(\rho) \leq \rho^{-2}$. Therefore, we evince that $d_2(3) \geq 2$. Since the maximum diversity order is 2 when $N = 2$, we conclude that $d_2(3) = 2$.

B. $N \geq 2$

The result for $N = 2$ can be generalized to the case $N \geq 2$, as stated in the following proposition.

**Proposition 1:** For $\forall \lambda \in \mathbb{R}^+$ and $\forall N \geq 2$, we have

$$\Pr \left\{ |G_N|^2 < \lambda \rho^{-1} \right\} \leq \rho^{-N}. \quad (10)$$

**Proof 3:** This proposition can be proved using mathematical induction. We consider the following induction steps.

1) $N = 2$: This case is considered in Section II-A and (10) holds by replacing $c_0$ with $\lambda$.

2) $N = k - 1$: When $N = k - 1$, $k \geq 3$, we assume that (10) holds true, i.e.,

$$\Pr \left\{ |G_{k-1}|^2 < \lambda \rho^{-1} \right\} \leq \rho^{-(k-1)}, \forall \lambda \in \mathbb{R}^+. \quad (11)$$

where $G_{k-1} = \sum_{n=1}^{k-1} g_n$. This is the induction hypothesis in our problem formulation.

3) $N = k$: Based on the induction hypothesis corresponding to $N = k - 1$, we proceed as follows. Based on Lemma 1, we have $\arg(G_{k-1}) \in [-\frac{\pi}{2}, \frac{\pi}{2}]$, and hence $|G_k|^2 = |g_k + G_{k-1}|^2$ can be bounded as follows

$$|G_k|^2 \geq \left( |g_k| - \frac{1}{2} |G_{k-1}| \right)^2 \frac{3}{4} |G_{k-1}|^2, \quad (12)$$

with the aid of steps similar to (5). In addition, similar to (7), for $\forall \lambda \in \mathbb{R}^+$, we can obtain

$$\Pr \left\{ |G_k|^2 < \lambda \rho^{-1} \right\} \leq \Pr \left\{ |G_{k-1}|^2 < \frac{4}{3} \lambda \rho^{-1} \right\} \cdot \Pr \left\{ \left( |g_k| - \frac{1}{2} |G_{k-1}| \right)^2 < \lambda \rho^{-1} |G_{k-1}| < \left( \frac{4}{3} \right)^{\frac{1}{2}} \rho^{-\frac{1}{2}} \right\}. \quad (13)$$

Finally, by applying Lemma 2(a) and (11) to (13), we obtain

$$\Pr \left\{ |G_k|^2 < \lambda \rho^{-1} \right\} \leq \rho^{-k} \text{ for } \forall \lambda \in \mathbb{R}^+. \quad (14)$$

This completes the proof.

Based on Proposition 1, $P_{\text{out}}(\rho) \leq \rho^{-N}$, i.e., $d_N(3) \geq N$ holds for $\forall N \geq 2$. Since the achievable diversity order cannot exceed $N$, we have the following theorem.

**Theorem 1:** If the number of quantization levels is $L \geq 3$, the full diversity order of $N$ can be achieved, i.e., $d_N(L) = N$, $\forall L \geq 3$, $N \geq 2$.

Now, one may wonder whether $L = 3$ is the minimum required number of phase quantization levels for achieving the full diversity order. To answer this question, we analyze the setup for $L = 2$ in the next section.

IV. DIVERSITY ORDER FOR $L = 2$

This section aims to prove that the full diversity of $N$ cannot be achieved if only two quantization levels are used. If $L = 2$, in particular, we have $\mathcal{F} = \{0, \pi\}$ and $\Theta_n \in [-\frac{\pi}{2}, \frac{\pi}{2}]$, $\forall n \in \{1, \ldots, N\}$. To prove this result, we first compute a lower bound for the outage probability, and prove that the corresponding exponential order is $-\frac{N+1}{2}$. Based on this result, we conclude that the diversity order cannot exceed $\frac{N+1}{2}$.

A. $N = 2$

As mentioned, we need to identify a lower bound for the outage probability. For fixed $|g_1|$ and $|g_2|$, $|G_2|$ attains its minimum value if $|\Theta_1 - \Theta_2| = \pi$. Therefore, we are interested in computing the outage probability conditioned on the event that $|\Theta_1 - \Theta_2|$ is close to $\pi$. This is provided in the following proposition.

**Proposition 2:** At high SNR, define the event $\varepsilon_1$ as follows

$$\varepsilon_1 \triangleq \left\{ \Theta_i \in \left[ -\frac{\pi}{2}, -\frac{\pi}{2} + \theta \right], \Theta_j \in \left[ \frac{\pi}{2} - \theta, \frac{\pi}{2} \right], \right. \quad (i, j) \in \{(1, 2)\text{ or } (2, 1)\}, \quad (14)$$

where $\theta \triangleq \rho^{-\frac{1}{2}}$. Conditioned on the event $\varepsilon_1$, we have

$$\Pr \left\{ |G_2|^2 < \epsilon_0 \rho^{-1} |\varepsilon_1 \right\} \geq \rho^{-\frac{1}{2}}. \quad (15)$$

**Proof 4:** Without loss of generality for the event $\varepsilon_1$, we assume $\Theta_1 \in \left[ -\frac{\pi}{2}, -\frac{\pi}{2} + \theta \right]$, $\Theta_2 \in \left[ \frac{\pi}{2} - \theta, \frac{\pi}{2} \right]$. Hence $\pi - 2\theta \leq \Theta_2 - \Theta_1 \leq \pi$ and $|G_2|^2$ can be upper bounded as follows

$$|G_2|^2 = |g_1|^2 + |g_2|^2 + 2 |g_1| |g_2| \cos (\Theta_2 - \Theta_1) \leq |g_1|^2 + |g_2|^2 - 2 \cos(2\theta) |g_1| |g_2|$$

$$= \left| (|g_1| - \cos(2\theta)|g_2|)^2 + \sin^2(2\theta)|g_2|^2 \right| \leq \left| (|g_1| - \cos(2\theta)|g_2|)^2 + 4 \rho^{-1} |g_2|^2 \right| \triangleq \lambda \left(|g_1|^2, |g_2|^2\right), \quad (16)$$

where the last step is based on the definition $\theta = \rho^{-\frac{1}{2}}$ and the fact that $\sin(\theta) < \theta$. Furthermore, we have

$$\Pr \left\{ |G_2|^2 < \epsilon_0 \rho^{-1} |\varepsilon_1 \right\} \geq \Pr \left\{ \lambda \geq \epsilon_0 \rho^{-1} \right\}$$

$$> \Pr \left\{ \lambda (|g_1|^2, |g_2|^2) < \epsilon_0 \rho^{-1} \right\}$$

$$> \Pr \left\{ \lambda (|g_1|^2, |g_2|^2) < \epsilon_0 \rho^{-1}, \omega_2 \leq |g_2|^2 \leq 2\omega_2 \right\}$$

$$= \Pr \left\{ \omega_2 \leq |g_2|^2 \leq 2\omega_2 \right\} \cdot \Pr \left\{ \lambda (|g_1|^2, |g_2|^2) < \epsilon_0 \rho^{-1} \right\} \leq \sqrt{\omega_2} \leq |g_2| \leq \sqrt{2\omega_2}$$

$$\geq \Pr \left\{ \left| |g_1| - \cos(2\theta)|g_2| \right|^2 \leq \epsilon_0 \rho^{-1} \right\} \leq \sqrt{\omega_2} \leq |g_2| \leq \sqrt{2\omega_2}$$

$$\triangleq \rho^{-\frac{1}{2}}, \quad (17)$$

where $\omega_2 \triangleq \frac{\theta}{\sqrt{2}}$; (a) holds since $\Pr\{A\} > \Pr\{A, B\}$ for all events $A$ and $B$ satisfying $B \subseteq A$, and is used to limit the range of $|g_2|$ to $[\sqrt{\omega_2}, \sqrt{2\omega_2}]$ so that $|g_2| \triangleq \rho^0$ holds for $\forall |g_2| \in [\sqrt{\omega_2}, \sqrt{2\omega_2}]$ and Lemma 2(b) can be applied in the last step; (b) is due to the fact that $4 \rho^{-1} |g_2|^2 < \epsilon_0 \rho^{-1}$ if $|g_2| < \sqrt{2\omega_2}$; and the last step is based on Lemma 2(b) (setting $a = \cos(2\theta)|g_2|$ and $b = \epsilon_0/2$).

**Remark 3:** The motivation for setting $\theta = \rho^{-\frac{1}{2}}$ is to make sure that the term $4 \rho^0 |g_2|^2$ in (16) satisfies $4 \rho^0 |g_2|^2 < \epsilon_0 \rho^{-1}$ even if $|g_2|^2 \triangleq \rho^0$. In this case, $|g_2|^2$ can take any values in the range $[\omega_2, 2\omega_2]$, so that $|g_2|^2 \triangleq \rho^0$ is satisfied and the conditional outage probability $\Pr \left\{ |G_2|^2 < \epsilon_0 \rho^{-1} |\varepsilon_1 \right\}$ can be exponentially lower bounded by $\rho^{-\frac{1}{2}}$ as stated in (17).
Moreover, the probability of the event $\varepsilon_1$ can be computed as
\[ \Pr\{\varepsilon_1\} = 2 \left(\frac{\theta}{\pi}\right)^2 = \rho^{-1}, \]

since
\[ \Pr\{\Theta_i \in \left[-\frac{\pi}{2}, -\frac{\pi}{2} + \theta\right]\} = \Pr\{\Theta_i \in \left[-\frac{\pi}{2}, -\frac{\pi}{2} - \theta\right]\} = \frac{\theta}{\pi}, \quad (18) \]

where $i = 1, 2$. Therefore, based on Proposition 2, the outage probability can be exponentially lower bounded as follows
\[ P^\text{out}_N(\rho) \geq \Pr\{\varepsilon_1\} \cdot \Pr\{|G^2| < \varepsilon_0 \rho^{-1} | \varepsilon_1\} \geq \rho^{-\frac{3}{2}}. \quad (19) \]

Thus, $d_N(2) \leq \frac{3}{2}$, which is smaller than the theoretical full diversity order of $N = 2$.

B. $N \geq 2$

Proposition 2 can be generalized to the case $N \geq 2$, as shown in the following corollary.

Corollary 1: At high SNR, define the event $\varepsilon_2$ as follows
\[ \varepsilon_2 \triangleq \left\{ \Theta_i \in \left[-\frac{\pi}{2}, -\frac{\pi}{2} + \theta\right], \{\Theta_j\}_{j \in \{1, \ldots, N\}, j \neq i} \in \left[\frac{\pi}{2} - \theta, \frac{\pi}{2}\right], \forall i \in \{1, \ldots, N\} \right\}. \quad (20) \]

Conditioned on the event $\varepsilon_2$, we have
\[ \Pr\{|G_N|^2 < \varepsilon_0 \rho^{-1} | \varepsilon_2\} \geq \rho^{-\frac{N+1}{2}}. \]

Proof 5: For the event $\varepsilon_2$, assume $\Theta_i \in \left[-\frac{\pi}{2}, -\frac{\pi}{2} + \theta\right]$ and $\{\Theta_j\}_{j \in \{2, \ldots, N\}} \in \left[\frac{\pi}{2} - \theta, \frac{\pi}{2}\right]$ without loss of generality. Moreover, define $G_{N-1} \triangleq \sum_{j=2}^{N} g_j$, and hence $G_N = g_1 + G_{N-1}$. According to Lemma 1, we obtain $\arg(G_{N-1}) \in \left[\frac{\pi}{2} - \theta, \frac{\pi}{2}\right]$. Therefore, by using a similar analytical derivation as for Proposition 2, the corollary can be proved by replacing $g_2$ with $G_{N-1}$ in (16) and (17).

In addition, from (18), the probability of the event $\varepsilon_2$ is
\[ \Pr\{\varepsilon_2\} = N \left(\frac{\theta}{\pi}\right)^2 = \rho^{-\frac{N}{2}}. \]

Therefore, we obtain
\[ P^\text{out}_N(\rho) \geq \Pr\{\varepsilon_2\} \cdot \Pr\{|G_N|^2 < \varepsilon_0 \rho^{-1} | \varepsilon_2\} \geq \rho^{-\frac{N+1}{2}}. \quad (21) \]

From (21), the upper bound of the diversity order for $L = 2$ can be summarized in the following theorem.

Theorem 2: If the number of quantization levels is $L = 2$, the diversity order is upper bounded by $d_N(2) \leq \frac{N+1}{2}, \forall N \geq 2$.

Remark 4: Combining Theorem 1 and Theorem 2, the minimum required number of phase quantization levels to achieve the full diversity order of $N$ is equal to $L = 3$.

V. IMPACT OF DIRECT LINK

If the direct link between $S$ and $D$ cannot be ignored, Theorem 1 and Theorem 2 can be modified as follows.

Let $h_{SD}$ denote the channel of the direct link. The optimal value of $\phi_n$ in Section III is $\phi_n^\text{opt} = \arg(h_{SD}) - \arg(h_{SI}|n,h_{DP}|n)$, $n \in \{1, \ldots, N\}$. Moreover, the SNR is $\gamma_D = |h_{SD}|^2 + \eta \sqrt{\Omega_S \Omega_D} |G_N|^2$. Based on Lemma 1, $\arg(G_N)$ cannot exceed $\frac{\pi}{2}$ even if $L = 2$, so $\gamma_D \geq \rho(|h_{SD}|^2 + \eta^2 \Omega_S \Omega_D |G_N|^2)$ for all $L \geq 2$. Based on this lower bound on $\gamma_D$, Theorem 1 still holds by replacing the diversity order $N$ with $N + 1$.

Furthermore, $\gamma_D$ can be upper bounded as $\gamma_D \leq \rho(|h_{SD}| + \eta \sqrt{\Omega_S \Omega_D} |G_N|^2)$. Therefore, Theorem 2 holds by replacing the upper bound $\frac{N+1}{2}$ with $\frac{N+3}{2}$. The details are omitted due to space limitations.

VI. NUMERICAL RESULTS

In this section, Monte Carlo simulations are provided to verify the accuracy of the analytical results about the diversity order. The direct link between $S$ and $D$ does not exist, and we set $|h_{SI}| \sim \mathcal{CN}(0, 1)$ and $|h_{DP}| \sim \mathcal{CN}(0, 0.5)$, $\forall n \in \{1, \ldots, N\}$, i.e., $\Omega_S = 1$ and $\Omega_D = 0.5$. We also set $\eta = 0.8$.

The effect of phase quantization on the diversity order of RIS-aided transmission is illustrated in Fig. 1. For ease of interpretation, we report the lines with slopes $\frac{N+1}{2}$ and $N$ as well. When $L = 2$, for $N = 2$, $N = 4$ and $N = 8$, we can observe that the slope of the outage probability curves is not smaller than $-1.5$, $-2.5$ and $-4.5$ (i.e., the diversity order does not exceed $1.5, 2.5$ and $4.5$) at high SNRs, respectively. This observation is consistent with Theorem 2. The main reason is that the phase error is uniformly distributed over $\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, and there exists a probability that each phase error is close to the boundary of $-\frac{\pi}{2}$ or $\frac{\pi}{2}$. In this case, the amplitudes of the channel coefficients mutually cancel out, which results in a loss of the diversity order. When $L \geq 3$, on the other hand, we observe that the corresponding curves are parallel to the curves obtained in the absence of phase errors. We conclude that the full diversity order can be achieved as long as $L \geq 3$, which is consistent with Theorem 1.
In Fig. 2, the outage probability as a function of the phase quantization level $L$ is shown. We note that the outage performance is a decreasing function of $L$. As $L$ increases, the outage probability approaches the lower bound with perfect phase shifts. For both setups $N = 2$ and $N = 5$, the outage probability has the largest values if $L = 2$. When $N = 2$, the outage probability approaches the lower bound with perfect phase shifts provided that $L \geq 3$. When $N = 5$, the gap between the curve with phase errors and the curve with perfect phase shifts is larger. However, the gap reduces as $L$ increases. Therefore, the quantization errors for phase shifts of the RIS do not lead to significant outage performance loss, which is a promising finding for the deployment of RISs in wireless systems.

VII. CONCLUSION

This letter investigated the diversity order of RIS-aided communication systems with discrete phase shifts. The main contribution of this letter was to unveil the minimum number of phase quantization levels to achieve full diversity. In particular, the full diversity order is proved to be achievable, if and only if at least three quantization levels are used. Simulation results verified the theoretical finding and showed that the outage performance loss is negligible even for moderate values of the quantization levels.

APPENDIX A

PROOF OF LEMMA 2

We consider different values of $a$ as follows.

1) For $0 < a < c\rho^{-\frac{1}{2}}$: We have

$$\Pr\{|g_n| - a|^2 < b\rho^{-1}\}
= \Pr\left\{-\sqrt{b}\rho^{-\frac{1}{2}} + a < |g_n| - \sqrt{b}\rho^{-\frac{1}{2}} + a\right\} \leq \Pr\{|g_n|^2 < \left(\sqrt{b}\rho^{-\frac{1}{2}} + c\rho^{-\frac{1}{2}}\right)^2\}
= 1 - 2\left(\sqrt{b} + c\right)\rho^{-\frac{1}{2}} \tilde{K}_1(2\left(\sqrt{b} + c\right)\rho^{-\frac{1}{2}})
\approx -\left(\sqrt{b} + c\right)^2\rho^{-1}\ln\left((\sqrt{b} + c)^2\rho^{-1}\right),$$

(23)

as $\rho \to \infty$, where the last step is based on (3). Thus, $\Pr\{|g_n| - a|^2 < b\rho^{-1}\} \leq \rho^{-1}$

2) For $a > 0$ and $a \neq 0$: Based on (22), we have

$$\Pr\{|g_n| - a|^2 < b\rho^{-1}\}
= \Pr\left\{-\sqrt{b}\rho^{-\frac{1}{2}} + a < |g_n| - \sqrt{b}\rho^{-\frac{1}{2}} + a\right\}
= \tilde{K}_1(2a - z) - \tilde{K}_1(2a + z),$$

(24)

where $\tilde{K}_1(x) \triangleq x\tilde{K}_1(x)$, $z \triangleq 2\sqrt{b}\rho^{-\frac{1}{2}}$ and $2a \gg z$ holds as $\rho \to \infty$. From [17] Eq. 8.446, the function $K_1(x)$ has the following series representation:

$$K_1(x) = 1 - \sum_{k=0}^{\infty} \frac{(x^2)^{k+1}}{k!(k+1)!} A(k) - \ln \frac{x}{\pi},$$

(25)

where $A(k) \triangleq \psi(k + 1) + \frac{1}{2}\psi(k + 2)$, and the function $\psi(\cdot)$ is defined in [17] Eq. 8.365.3. Therefore, by using the Taylor expansion at the point $2a$, we have

$$\tilde{K}_1(2a - z) = \tilde{K}_1(2a) - \tilde{K}_1'(2a)z + o(z),$$

(26)

where $o(\cdot)$ denotes higher order terms and $\tilde{K}_1'(2a)$ can be expressed as follows

$$\tilde{K}_1'(2a) = -\sum_{k=0}^{\infty} \frac{(2k+1)(A(k) - \ln a) + \frac{1}{2}}{k!(k+1)!}.$$ 

(27)

Similarly, $\tilde{K}_1(2a + z)$ can be expressed as

$$\tilde{K}_1(2a + z) = \tilde{K}_1(2a) + \tilde{K}_1'(2a)z + o(z).$$

(28)

Inserting (26) and (28) into (24), we have

$$\Pr\{|g_n| - a|^2 < b\rho^{-1}\} \approx -4\sqrt{b}\rho^{-\frac{1}{2}} \tilde{K}_1'(2a) \rho^{-\frac{1}{2}}.$$ 

(29)
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