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Abstract In this article, we consider Orlicz-Lorentz sequence spaces equipped with the Orlicz norm $(\lambda_{\varphi,\omega}, \| \cdot \|_{\varphi,\omega}^O)$ generated by any Orlicz function and any non-increasing weight sequence. As far as we know, research on such a general case is conducted for the first time. After showing that the Orlicz norm is equal to the Amemiya norm in general and giving some important properties of this norm, we study the problem of existence of order isomorphically isometric copies of $l^\infty$ in the space $(\lambda_{\varphi,\omega}, \| \cdot \|_{\varphi,\omega}^O)$ and we find criteria for order continuity and monotonicity properties of this space. We also find criteria for monotonicity properties of $n$-dimensional subspaces $\lambda_{\varphi,\omega}^n$ $(n \geq 2)$ and the subspace $(\lambda_{\varphi,\omega})_a$ of order continuous elements of $\lambda_{\varphi,\omega}$. Finally, as an immediate consequence of the criteria considered in this article, the properties of Orlicz sequence spaces equipped with the Orlicz norm are deduced.
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1 Preliminaries

Let $l^0$ be the space of all sequences $x : \mathbb{N} \to (-\infty, \infty)$. For any $x, y \in l^0$, we write $x \leq y$ if $x(i) \leq y(i)$ for any $i \in \mathbb{N}$. Given any $x \in l^0$, we define its distribution function $\mu_x : [0, \infty) \to \{0, \infty\} \cup \mathbb{N}$ by

$$
\mu_x(\lambda) = m\{i \in \mathbb{N} : |x(i)| > \lambda\},
$$

where $m$ is the counting measure on $2^\mathbb{N}$ (see [2, 24, 26]), and its non-increasing rearrangement $x^* = (x^*(i))_{i=1}^\infty$ as

$$
x^*(i) = \inf\{\lambda \geq 0 : \mu_x(\lambda) < i\}
$$
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for any \( \phi \) right derivatives of \( \pi \) also Remark 1.1). In fact, for the sequence of Orlicz functions (\( \phi \)) of \( N \), let us define a subdifferential \( \partial \phi \) by the formula

\[
\partial \phi = \{ v \geq 0 : \phi(u) + \psi(v) = uv \}.
\]

By \( l \) and \( p \) we denote the left and right derivative of \( \phi \) respectively. Then we have that

(i) \ if \( u \in [0,b_\phi] \); then \( \partial \phi(u) = [l(u), p(u)] \),

(ii) \ if \( u = b_\phi \) and \( l(b_\phi) < \infty \), then \( \partial \phi(b_\phi) = [l(b_\phi), \infty) \);

(iii) \ if either \( u = b_\phi \) and \( l(u) = \infty \) or \( u > b_\phi \), then \( \partial \phi(u) = \emptyset \).

Let \( \omega : N \to \mathbb{R} \) be a nonnegative, nontrivial and non-increasing sequence, called a weight sequence.

For any Orlicz function \( \phi \) and any weight sequence \( \omega \), the convex semimodular \( I_{\phi,\omega} : l^0 \to \mathbb{R}_+ = [0, \infty] \) is defined as follows:

\[
I_{\phi,\omega}(x) := \sum_{i=1}^{\infty} \phi(x^*(i)) \omega(i) = \sup_{\pi} \sum_{i=1}^{\infty} \phi(x(\pi(i))) \omega(i),
\]

where \( \pi \) denotes a permutation of the set \( N \) and the supremum is extended over all permutation of \( N \). Note that the second equality in the above formula follows from [11, Theorem 2.2] (see also Remark 1.1). In fact, for the sequence of Orlicz functions \( (\phi_i)_{i=1}^{\infty} \), where \( \phi_i(u) = \phi(u)\omega(i) \) for any \( i \in N \), we have \( p_i(u) = p(u)\omega(i) \) for the same \( i \), where \( p_i \) \( (i \in N) \) and \( p \) denote the right derivatives of \( \phi_i \) \((i \in N)\) and \( \phi \), respectively. In consequence, the sequence of Orlicz
functions \((\phi_i)_{i=1}^{\infty}\) satisfies condition (L1) from [11] if and only if \(a_\varphi = b_\varphi\) or the sequence \(\omega\) is non-increasing.

Given any Orlicz function \(\varphi\) and any weight sequence \(\omega\), we define the modular space
\[
\lambda_{\varphi, \omega} = \{ x \in l^0 : I_{\varphi, \omega}(\lambda x) < \infty \text{ for some } \lambda > 0 \},
\]
which is called the Orlicz-Lorentz sequence space. Recall that the subspace \(\lambda_{\varphi, \omega}^{\theta}\) of the space \(\lambda_{\varphi, \omega}\) is defined by the formula
\[
\lambda_{\varphi, \omega}^{\theta} = \{ x \in l^0 : \forall \lambda > 0 \exists k \in \mathbb{N} \sum_{i=k}^{\infty} \varphi(\lambda x^*(i)) \omega(i) < \infty \}.
\]
(1.4)

It is easy to show that if \(\sum_{i=1}^{\infty} \omega(i) < \infty\) or \(a_\varphi > 0\), then \(\lambda_{\varphi, \omega} = l^\infty\). In this case, by Theorem 4.2 in [11], we have additionally \(\lambda_{\varphi, \omega}^{\theta} = l^\infty\) if \(\sum_{i=1}^{\infty} \omega(i) < \infty\) and \(b_\varphi = \infty\) and \(\lambda_{\varphi, \omega}^{\theta} = c_0\) whenever \((\sum_{i=1}^{\infty} \omega(i) < \infty \text{ and } b_\varphi < \infty)\) or \((\sum_{i=1}^{\infty} \omega(i) = \infty \text{ and } a_\varphi > 0)\). On the other hand, if \(\sum_{i=1}^{\infty} \omega(i) = \infty\) and \(a_\varphi = 0\), we get \(\lambda_{\varphi, \omega} \subset c_0\). Moreover, in this case, \(\lambda_{\varphi, \omega} = \lambda_{\varphi, \omega}^{\theta}\) if and only if \(\varphi \in \Delta_2(0)\) (see [11, Theorem 3.1] and [4, Theorem 8]).

It is well known that the space \(\lambda_{\varphi, \omega}\) equipped with the Luxemburg norm \(\| \cdot \|_{\varphi, \omega}\), defined by
\[
\| x \|_{\varphi, \omega} = \inf \{ \lambda > 0 : I_{\varphi, \omega}(x/\lambda) \leq 1 \},
\]
(1.5)
is a Banach symmetric space (for basic properties of symmetric spaces, we refer to [2, 24, 26]).

By analogy to Orlicz spaces, we can define two additional norms (see Remark 1.1), namely the Orlicz norm
\[
\| x \|_{\varphi, \omega}^O = \sup \left\{ \sum_{i=1}^{\infty} x^*(i)y^*(i)\omega(i) : I_{\varphi, \omega}(y) \leq 1 \right\}
\]
(1.6)
and the Amemiya norm
\[
\| x \|_{\varphi, \omega}^A = \inf_{k > 0} \left( \frac{1}{k} (1 + I_{\varphi, \omega}(kx)) \right).
\]
(1.7)

In the past research mainly Orlicz-Lorentz spaces equipped with the Luxemburg norm were studied (see [1, 4, 9–14, 20, 21, 25, 30, 36–38]). Recently, Orlicz-Lorentz spaces equipped with the Orlicz norm have been considered in some papers (see [15, 34] and also [6]). However, in those papers only some special cases of Orlicz functions and weight sequences have been investigated. In our paper we admit any Orlicz function and any non-increasing weight sequence.

**Remark 1.1** Let \(\varphi\) be any Orlicz function and \(\omega\) any nonnegative and nontrivial weight sequence. If \(a_\varphi = b_\varphi\), then \(\lambda_{\varphi, \omega} = l^\infty\) and \(\| x \|_{\varphi, \omega} = \| x \|_{\varphi, \omega}^A = \| x \|_{l^\infty} / b_\varphi\) for any \(x \in \lambda_{\varphi, \omega}\). Let now \(a_\varphi < b_\varphi\). Then the following conditions are equivalent: the sequence \(\omega\) is non-increasing, the second equality in formula (1.3) holds and the semimodular \(I_{\varphi, \omega}\) is convex (see [11, Theorem 2.2]). The convexity of the semimodular \(I_{\varphi, \omega}\) is in turn essential to prove that the functionals defined by (1.5) and (1.7) are norms. Also, the functional defined by (1.6) is a norm if the sequence \(\omega\) is non-increasing.
2 Some Basic Results

We start with the following

Lemma 2.1 For any \( x \in \lambda_{\varphi, \omega} \), we have

\[
\| x \|_{\varphi, \omega} = \inf_{k > 0} \left\{ \max \left( \frac{1}{k}, \frac{1}{k} I_{\varphi, \omega}(kx) \right) \right\}.
\] (2.1)

Proof We recall the proof of this lemma for completeness. It is obvious that the above formula holds for \( x = 0 \). Assume now that \( x \neq 0 \) and take an arbitrary \( k > 0 \). If \( I_{\varphi, \omega}(kx) \leq 1 \), then \( \| x \|_{\varphi, \omega} \leq \frac{1}{k} \). On the other hand, if \( I_{\varphi, \omega}(kx) > 1 \), then

\[
I_{\varphi, \omega}\left(\frac{kx}{I_{\varphi, \omega}(kx)}\right) \leq \frac{1}{I_{\varphi, \omega}(kx)} \cdot I_{\varphi, \omega}(kx) = 1,
\]

so we have \( \| x \|_{\varphi, \omega} \leq \frac{1}{k} I_{\varphi, \omega}(kx) \). Hence, we obtain

\[
\| x \|_{\varphi, \omega} \leq \max \left( \frac{1}{k}, \frac{1}{k} I_{\varphi, \omega}(kx) \right).
\]

By the arbitrariness of \( k > 0 \), we get

\[
\| x \|_{\varphi, \omega} \leq \inf_{k > 0} \left\{ \max \left( \frac{1}{k}, \frac{1}{k} I_{\varphi, \omega}(kx) \right) \right\}.
\]

It only remains to prove the reversed inequality. If \( 0 < \| x \|_{\varphi, \omega} < \frac{1}{k_0} \), then \( I_{\varphi, \omega}(k_0 x) \leq 1 \), which means that

\[
\inf_{k > 0} \left\{ \max \left( \frac{1}{k}, \frac{1}{k} I_{\varphi, \omega}(kx) \right) \right\} \leq \max \left( \frac{1}{k_0}, \frac{1}{k_0} I_{\varphi, \omega}(k_0 x) \right) = \frac{1}{k_0}.
\]

Since \( \frac{1}{k_0} \) may be arbitrarily close to \( \| x \|_{\varphi, \omega} \), we conclude that

\[
\inf_{k > 0} \left\{ \max \left( \frac{1}{k}, \frac{1}{k} I_{\varphi, \omega}(kx) \right) \right\} \leq \| x \|_{\varphi, \omega}.
\]

\[\square\]

For any \( x \in \lambda_{\varphi, \omega} \), we define

\[
f(k) = f_x(k) = \frac{1}{k} (1 + I_{\varphi, \omega}(kx))
\] (2.2)

and

\[
\lambda_\infty = \lambda_\infty(x) = \sup \{ \lambda > 0 : I_{\varphi, \omega}(\lambda x) < \infty \}.
\] (2.3)

The function \( f \) is continuous on the interval \((0, \lambda_\infty)\) and left continuous at \( \lambda_\infty \) if \( \lambda_\infty < \infty \).

Let \( E \subset l^0 \) be a normed Riesz space, that is, a partially ordered normed vector space over the real numbers, such that

(i) \( x \leq y \) implies \( x + z \leq y + z \) for any \( x, y, z \in E \);

(ii) \( \alpha x \geq 0 \) for any \( x \geq 0 \) in \( E \) and any non-negative real \( \alpha \);

(iii) for all \( x, y \in E \), there exist a least upper bound \( x \lor y \) and a greatest lower bound \( x \land y \);

(iv) for any \( x, y \in E \), we have \( \| x \| \leq \| y \| \) whenever \( |x| \leq |y| \)

(see [35]). We say that \( E \) has the Fatou property if for any \( x \in l^0 \) and \( (x_n)_{n=1}^\infty \) in \( E_+ \) (the positive cone of \( E \)) such that \( x_n \not\nearrow |x| \) coordinatewise and \( \sup_n \| x_n \| < \infty \), we have \( x \in E \) and \( \| x \| = \lim_{n \to \infty} \| x_n \| \) (see [26]).

It is easy to show that both \((\lambda_{\varphi, \omega}, \| \cdot \|_O_{\varphi, \omega})\) and \((\lambda_{\varphi, \omega}, \| \cdot \|_A_{\varphi, \omega})\) are normed Riesz spaces.

We get also the following
Lemma 2.2 The space $\langle \lambda_{\varphi,\omega}, \| \cdot \|_{\varphi,\omega}^A \rangle$ has the Fatou property.

Proof Suppose that $x \in l_0$, $x_n \in \lambda_{\varphi,\omega}$ for any $n \in \mathbb{N}$, $0 \leq x_n \neq |x|$ coordinatewise, and $\sup_n \|x_n\|_{\varphi,\omega}^A = \alpha < \infty$. By Lemma 2.1, we have $\|x_n\|_{\varphi,\omega} \leq \|x_n\|_{\varphi,\omega}^A$ for all $n \in \mathbb{N}$, whence $\sup_n \|x_n\|_{\varphi,\omega} \leq \alpha$. By the definition of the Luxemburg norm, we have $I_{\varphi,\omega} \left( \frac{x_n}{\alpha+1} \right) \leq 1$ for any $n \in \mathbb{N}$. Since $\varphi \circ \frac{x_n}{\alpha+1} / \varphi \circ \frac{x}{\alpha+1}$ coordinatewise, by Beppo Levi’s theorem, we get

$$I_{\varphi,\omega} \left( \frac{x}{\alpha+1} \right) = \sum_{i=1}^{\infty} \varphi \left( \frac{x^*(i)}{\alpha+1} \right) \omega(i) \leq 1$$

and we conclude that $x \in \lambda_{\varphi,\omega}$. Since for any $n \in \mathbb{N}$

$$\|x_n\|_{\varphi,\omega}^A = \inf_{k>\alpha} \left( 1 + I_{\varphi,\omega}(kx_n) \right) \leq \inf_{k>\alpha} \left( 1 + I_{\varphi,\omega}(kx) \right) = \|x\|_{\varphi,\omega}^A,$$

the inequality $\|x\|_{\varphi,\omega}^A \geq \alpha$ holds. We will show that $\|x\|_{\varphi,\omega}^A = \alpha$. Assume to the contrary that $\|x\|_{\varphi,\omega}^A > \beta > \alpha$; that is, for any $k > 0$ we have

$$\frac{1}{k} \left( 1 + I_{\varphi,\omega}(kx) \right) > \beta. \quad (2.4)$$

Moreover, we get $\frac{1}{k} I_{\varphi,\omega}(kx) \geq \frac{\beta - \alpha}{2} I_{\varphi,\omega} \left( \frac{2}{\beta - \alpha} \cdot x \right) > \frac{\beta + \alpha}{2}$ for any $k \geq \frac{2}{\beta - \alpha}$. By Beppo Levi’s theorem, there exists $n_0$ such that

$$\frac{1}{k} I_{\varphi,\omega}(kx_n) \geq \frac{\beta - \alpha}{2} I_{\varphi,\omega} \left( \frac{2}{\beta - \alpha} \cdot x_n \right) \geq \frac{\beta + \alpha}{2} \quad (2.5)$$

for any $n \geq n_0$ and $k \geq \frac{2}{\beta - \alpha}$. Simultaneously, for $k \leq \frac{2}{\beta + \alpha}$ we get

$$\frac{1}{k} \left( 1 + I_{\varphi,\omega}(kx_n) \right) \geq \frac{1}{k} \geq \frac{\beta + \alpha}{2} \quad (2.6)$$

for any $n \in \mathbb{N}$. Hence, by (2.5) and (2.6) and the definition of the Amemiya norm, we conclude that for any $n \geq n_0$, there exists $k_n \in \left[ \frac{2}{\beta + \alpha}, \frac{2}{\beta - \alpha} \right]$ such that

$$\|x_n\|_{\varphi,\omega}^A = \frac{1}{k_n} \left( 1 + I_{\varphi,\omega}(k_nx_n) \right) \leq \alpha. \quad (2.7)$$

Without loss of generality, passing to a subsequence if necessary, we can assume that $\lim_{n \to \infty} k_n = k_0$. Using Beppo Levi’s theorem again, in virtue of inequality (2.4), we get that there exists $n_1 \geq n_0$ such that

$$\frac{1}{k_0} \left( 1 + I_{\varphi,\omega}(k_0x_n) \right) \geq \frac{\beta + \alpha}{2} \quad (2.8)$$

for any $n \geq n_1$. Since the function $f$ defined for $x_n$ (see formula (2.2)) is continuous on the interval $(0, \lambda_\infty(x_n))$ (see formula (2.3)) and (left continuous at $\lambda_\infty(x_n)$) and equal to infinity for $k > \lambda_\infty(x_n)$ whenever $\lambda_\infty(x_n) < \infty$, there exists $n_2 \geq n_1$ such that

$$\frac{1}{k_n} \left( 1 + I_{\varphi,\omega}(k_nx_n) \right) \geq \frac{\beta + \alpha}{2} \quad (2.9)$$

for any $n \geq n_2$. Hence, by

$$\frac{1}{k_n} \left( 1 + I_{\varphi,\omega}(k_nx_n) \right) \geq \frac{1}{k_n} \left( 1 + I_{\varphi,\omega}(k_nx_n) \right)$$

for any $n \geq n_1$, we get a contradiction with (2.7). \hfill \Box
Theorem 2.3  The Orlicz and Amemiya norms are equal; that is, for any \( x \in \lambda_{\psi, \omega} \), we have
\[
\| x \|_{\psi, \omega}^O = \| x \|_{\psi, \omega}^A. \tag{2.8}
\]

Proof  Let us take any \( x \in \lambda_{\psi, \omega} \). In virtue of the Young inequality (1.1), we get, for any \( k > 0 \) and any \( y \in \lambda_{\psi, \omega} \) with \( I_{\psi, \omega}(y) \leq 1 \), that
\[
\sum_{i=1}^{\infty} x^*(i)y^*(i)\omega(i) = \frac{1}{k} \sum_{i=1}^{\infty} k \cdot x^*(i) y^*(i) \omega(i) \\
\leq \frac{1}{k} \sum_{i=1}^{\infty} (\varphi(kx^*(i)) + \psi(y^*(i))) \omega(i) \\
\leq \frac{1}{k} (1 + I_{\psi, \omega}(kx)),
\]
whence
\[
\| x \|_{\psi, \omega}^O = \sup \left\{ \sum_{i=1}^{\infty} x^*(i)y^*(i)\omega(i) : I_{\psi, \omega}(y) \leq 1 \right\} \leq \frac{1}{k} (1 + I_{\psi, \omega}(kx)).
\]

By the arbitrariness of \( k > 0 \), we obtain \( \| x \|_{\psi, \omega}^O \leq \| x \|_{\psi, \omega}^A \).

Now, we will prove the opposite inequality. First, we will prove it for any nonnegative \( x \in \lambda_{\psi, \omega} \) such that \( m(\text{supp} x) = n < \infty \). We will consider three cases.

Case 1  We start with the assumption that \( b_\varphi = \infty \) and \( \lim_{u \to \infty} \frac{\varphi(u)}{u} = \lim_{u \to \infty} p(u) = \infty. \)
Then, there exist a constant \( k_1 > 0 \) and a non-increasing sequence \( s_1 = (s_1(i))_{i=1}^{\infty} \) with \( s_1(i) \in [l(k_1x^*(i)), p(k_1x^*)] \) for \( i = 1, \ldots, n \) satisfying \( I_{\psi, \omega}(s_1) = 1 \). Hence,
\[
\| x \|_{\psi, \omega}^O \geq \sum_{i=1}^{\infty} x^*(i)s_1(i)\omega(i) = \frac{1}{k_1} \sum_{i=1}^{\infty} k_1 \cdot x^*(i)s_1(i)\omega(i) \\
= \frac{1}{k_1} \sum_{i=1}^{\infty} (\varphi(k_1x^*(i)) + \psi(s_1(i))) \omega(i) \\
= \frac{1}{k_1} (1 + I_{\psi, \omega}(k_1x)) \geq \| x \|_{\psi, \omega}^A. \tag{2.9}
\]

Case 2  Assume now that \( \lim_{u \to \infty} \frac{\varphi(u)}{u} = \lim_{u \to \infty} p(u) = B < \infty \). Notice that this assumption implies that \( b_\varphi = \infty \). Moreover, in this case we have \( B = b_\psi \).

Case 2.1  Suppose that \( \psi(B) \cdot \sum_{i=1}^{n} \omega(i) > 1 \) (it is obvious that this inequality holds if \( \psi(B) = \infty \); in this case we have \( p(u) < \lim_{u \to \infty} p(u) = B \) for all \( u > 0 \) and in consequence \( \psi(p(u)) < \infty \) for the same \( u \)). Then, we have \( a_\psi = \infty \). Moreover, in this case we have \( B = b_\psi \).

Moreover, we have \( I_{\psi, \omega}(p(mx)) = \sum_{i=1}^{n} \psi(p(mx^*(i)))\omega(i) \geq \psi(B - \delta) \sum_{i=1}^{n} \omega(i) > 1. \)

\[\square\] Springer
Simultaneously, defining $z := (B, \ldots, B, 0, 0 \ldots)$, we get

$$I_{\psi, \omega}(z) = \sum_{i=1}^{n} \psi(B) \omega(i) = \psi(B) \sum_{i=1}^{n} \omega(i) \leq 1$$

and

$$\sum_{i=1}^{\infty} x^*(i) z^*(i) \omega(i) = B \sum_{i=1}^{n} x^*(i) \omega(i),$$

whence we obtain $\|x\|_{\psi, \omega}^{O} = B \sum_{i=1}^{n} x^*(i) \omega(i)$. On the other hand,

$$\|x\|_{\psi, \omega}^{A} = \inf_{k>0} \frac{1}{k} \left(1 + I_{\psi, \omega}(kx)\right) \leq \lim_{k \to \infty} \frac{1}{k} \left(1 + I_{\psi, \omega}(kx)\right)$$

$$= \lim_{k \to \infty} \frac{1}{k} I_{\psi, \omega}(kx) = \lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{n} \varphi(kx^*(i)) \omega(i)$$

$$= \sum_{i=1}^{n} x^*(i) \lim_{k \to \infty} \frac{\varphi(kx^*(i))}{k} \omega(i)$$

$$= B \sum_{i=1}^{n} x^*(i) \omega(i) = \|x\|_{\psi, \omega}^{O}.$$  

**Case 3** Finally, suppose that $b_\psi < \infty$. We will consider two subcases.

Case 3.1. First, we will assume that the equality $l(b_\psi) = \infty$ holds. The function $\varphi$ is finite-valued on $[0, b_\psi)$ and $p(u) \not\to \infty$ as $u \not\to b_\psi$. Therefore, there exists $0 < k < \frac{b_\psi}{x(1)}$ such that $\psi(p(kx^*(1))) \omega(1) > 1$. Moreover, $I_{\psi, \omega}(p(kx)) \leq n \cdot \psi(p(kx^*(1))) \omega(1) < \infty$ and thus we conclude that there exist $k_3 > 0$ and a non-increasing sequence $s_3 = (s_3(i))_{i=1}^{n}$ with $s_3(i) \in [l(k_3x^*(i)), p(k_3x^*(i))]$ for $i = 1, \ldots, n$ satisfying $I_{\psi, \omega}(s_3) = 1$. We may repeat the proceeding from Case 1.

Case 3.2. In the last subcase, we assume that $l(b_\psi) < \infty$. Let $k = \frac{b_\psi}{x(1)}$. If $I_{\psi, \omega}(l(kx)) \geq 1$, then we proceed analogously as in Case 3.1.

Assume now that $I_{\psi, \omega}(l(kx)) < 1$. Since $\psi$ is finite-valued, we can find a number $\beta > l(b_\psi)$ such that

$$\psi(\beta) \omega(1) + \sum_{i=2}^{n} \psi(l(kx^*(1))) \omega(i) = 1.$$  

Defining

$$y = (\beta, l(kx^*(2)), l(kx^*(3)), \ldots, l(kx^*(n)), 0, 0 \ldots),$$

we obtain $y = y^*$, $I_{\psi, \omega}(y) = 1$ and

$$kx^*(i) y^*(i) = \varphi(kx^*(i)) + \psi(y^*(i)) \text{ for any } i = 1, 2, \ldots, n.$$
This yields
\[
\|x\|_{\varphi,\omega} \geq \sum_{i=1}^{n} x^*(i) y^*(i) \omega(i) = \frac{1}{k} \sum_{i=1}^{n} kx^*(i) y^*(i) \omega(i)
\]
\[
= \frac{1}{k} \sum_{i=1}^{n} (\varphi(kx^*(i)) + \psi(y^*(i))) \omega(i) = \frac{1}{k} (1 + I_{\varphi,\omega}(kx)) \geq \|x\|_{A,\varphi,\omega}.
\]

To end this part of the proof, let us take any \(x \in \lambda_{\varphi,\omega}\) and let \(x_n = (|x(1)|, |x(2)|, \ldots, |x(n)|, 0, \ldots)\). Notice that by the definition of the Orlicz norm and Beppo Levi’s theorem, it follows that \(\|x\|_{\varphi,\omega} = \lim_{n \to \infty} \|x_n\|_{\varphi,\omega}\). Simultaneously, by Lemma 2.2, we have \(\|x\|_{A,\varphi,\omega} = \lim_{n \to \infty} \|x_n\|_{A,\varphi,\omega}\). Therefore, we eventually obtain
\[
\|x\|_{\varphi,\omega} = \lim_{n \to \infty} \|x_n\|_{\varphi,\omega} \geq \lim_{n \to \infty} \|x_n\|_{A,\varphi,\omega} = \|x\|_{A,\varphi,\omega}
\]
and the proof is finished. \(\square\)

Remark 2.4 (i) Let us recall that in paper [19], Hudzik and Maligranda proved the equality of norms \(\| \cdot \|_{\varphi,\omega}\) and \(\| \cdot \|_{A,\varphi,\omega}\) in the Orlicz spaces generated by any Orlicz function.

(ii) From now on, while considering the Orlicz norm, we will use norms (1.6) and (1.7) interchangeably. Since the Fatou property implies completeness (see [28, Theorem 1]), the space \((\lambda_{\varphi,\omega}, \| \cdot \|_{\varphi,\omega})\) is a Banach lattice (see [26, 35]). Moreover, it is easy to show that \((\lambda_{\varphi,\omega}, \| \cdot \|_{\varphi,\omega})\) is a Banach symmetric space.

Lemma 2.5 The following assertions are true:

(i) For any \(x \in \lambda_{\varphi,\omega}\), we have \(\|x\|_{\varphi,\omega} \leq \|x\|_{\varphi,\omega} \leq 2\|x\|_{\varphi,\omega}\);

(ii) If \(\|x\|_{\varphi,\omega} \leq 1\), then \(I_{\varphi,\omega}(x) \leq \|x\|_{\varphi,\omega}\);

(iii) If \(k < \lambda_{\omega} = \lambda_{\infty}(x)\), then \(I_{\varphi,\omega}(p(kx^*)) < \infty\);

(iv) Let \(x^*(1) \neq a_\varphi\) whenever \(a_\varphi > 0\) and \(p(a_\varphi) > 0\). If \(\|x\|_{\varphi,\omega} \leq 1\), then \(I_{\varphi,\omega}(p(x^*)) \leq 1\).

Proof (i) By Lemma 2.1 we get
\[
\|x\|_{\varphi,\omega} = \inf_{k > 0} \left\{ \max \left( \frac{1}{k} I_{\varphi,\omega}(kx) \right) \right\} \leq \inf_{k > 0} \left( \frac{1}{k} + I_{\varphi,\omega}(kx) \right) \]
\[
= \|x\|_{\varphi,\omega} \leq \inf_{k > 0} \left\{ 2 \max \left( \frac{1}{k} I_{\varphi,\omega}(kx) \right) \right\} = 2\|x\|_{\varphi,\omega}.
\]

(ii) In virtue of (i) we have \(\|x\|_{\varphi,\omega} \leq \|x\|_{\varphi,\omega} \leq 1\). By the properties of the Luxemburg norm, we get \(I_{\varphi,\omega}(x) \leq \|x\|_{\varphi,\omega}\); whence \(I_{\varphi,\omega}(x) \leq \|x\|_{\varphi,\omega}\).

(iii) Assume to the contrary that \(I_{\varphi,\omega}(p(kx^*)) = \infty\). Since \(\psi(p(kx^*(1))) < \infty\) (by the assumption \(k < \lambda_{\omega}\) we have \(kx^*(1) < b_\varphi\) whenever \(b_\varphi < \infty\), we get \(\sum_{i=1}^{\infty} \omega(i) = \infty\) and \(\lim_{i \to \infty} kx^*(i) = a_\varphi\). Hence, by the assumption \(k < \lambda_{\omega}\), we obtain \(\lim_{i \to \infty} kx^*(i) = a_\varphi = 0\). Let us define
\[
x_n = (x(1), x(2), \ldots, x(n), 0, 0, \ldots)
\]
for any \(n \in \mathbb{N}\). Since \(|x_n| / |x|\), we obtain \(x_n^* \neq x^*\). In consequence, \(\|x_n\|_{\varphi,\omega} / \|x\|_{\varphi,\omega}\) and \(I_{\varphi,\omega}(p(kx_n^*)) / I_{\varphi,\omega}(p(kx^*))\). So, there exists \(n_0 \in \mathbb{N}\) such that \(1 < I_{\varphi,\omega}(p(kx_n^*)) < \infty\) for all \(n \geq n_0\). For any fixed \(h \in (k, \lambda_{\omega})\) and any \(n \geq n_0\), we have that
\[
I_{\varphi,\omega}(hx_n) \geq \sum_{i=1}^{\infty} kx_n^*(i) p(kx_n^*(i)) \omega(i) - I_{\varphi,\omega}(p(kx_n^*))\]
\(\square\) Springer
\[ I_{\varphi, \omega} (kx_n) = \sum_{i=1}^{\infty} kx_n^*(i) p(kx_n^*(i)) \omega(i) - I_{\psi, \omega} (p(kx_n^*)) . \]

Therefore, for any \( n \geq n_0 \) we obtain
\[
\frac{1}{h} (1 + I_{\varphi, \omega} (hx_n)) - \frac{1}{k} (1 + I_{\varphi, \omega} (kx_n)) \\
= \frac{h - k}{h + k} \left( -1 + \frac{k}{h - k} (I_{\varphi, \omega} (hx_n) - I_{\varphi, \omega} (kx_n)) - I_{\varphi, \omega} (kx_n) \right) \\
\geq \frac{h - k}{h + k} \left( -1 + \frac{k}{h - k} \sum_{i=1}^{\infty} (h - k) x_n^*(i) p(kx_n^*(i)) \omega(i) - I_{\varphi, \omega} (kx_n) \right) \\
= \frac{h - k}{h + k} (I_{\psi, \omega} (p(kx_n^*)) - 1) > 0.
\]
(2.12)

Whence for the same \( n \), we get
\[ I_{\psi, \omega} (p(kx_n^*)) \leq \frac{k}{h - k} (1 + I_{\varphi, \omega} (hx)) + 1 < \infty, \]
which gives a contradiction with the fact that \( I_{\psi, \omega} (p(kx_n^*)) \not\rightarrow I_{\psi, \omega} (p(kx^*)) = \infty. \)

(iv) For \( x = 0 \), by \( \psi(p(0)) = \psi(a_{\varphi}) = 0 \), we have \( I_{\psi, \omega} (p(x^*)) = 0 \). Let now \( x \neq 0 \), that is \( x^*(1) > 0 \).

If \( 0 < x^*(1) \leq a_{\varphi} \), then \( f(1) = 1 \) (see formula (2.2)), so \( \|x\|_{\psi, \omega}^Q \leq 1 \). Moreover, by condition \( x^*(1) \neq a_{\varphi} \) whenever \( a_{\varphi} > 0 \) and \( p(a_{\varphi}) > 0 \), we get \( p(x^*(i)) = 0 \) for any \( i \in \mathbb{N} \), whence \( I_{\psi, \omega} (p(x^*)) = 0 \).

Now, assume that \( x^*(1) > a_{\varphi} \geq 0 \). Since \( f(k) > 1 \) for any \( k \in (0, 1] \), by \( \|x\|_{\psi, \omega}^Q \leq 1 \), we have \( 1 < \lambda_{\infty} \). Hence, by (iii), we get \( I_{\psi, \omega} (p(x^*)) \leq 1 \). If \( 1 < I_{\psi, \omega} (p(x^*)) \), then, using the convexity of the modular \( I_{\psi, \omega} \), we obtain
\[
I_{\psi, \omega} \left( \frac{p(x^*)}{I_{\psi, \omega} (p(x^*))} \right) \leq \frac{1}{I_{\psi, \omega} (p(x^*))} 
I_{\psi, \omega} (p(x^*)) = 1.
\]
Hence,
\[
1 \geq \|x\|_{\psi, \omega}^Q \geq \sum_{i=1}^{\infty} x^*(i) \frac{p(x^*(i))}{I_{\psi, \omega} (p(x^*))} \omega(i) \\
= \frac{1}{I_{\psi, \omega} (p(x^*))} \sum_{i=1}^{\infty} x^*(i) p(x^*(i)) \omega(i) \\
= \frac{1}{I_{\psi, \omega} (p(x^*))} (I_{\psi, \omega} (x) + I_{\psi, \omega} (p(x^*)) > 1, \]
a contradiction. \( \square \)

**Remark 2.6** Notice that if \( x^*(1) = a_{\varphi} \) whenever \( a_{\varphi} > 0 \) and \( p(a_{\varphi}) > 0 \), then the implication \( \|x\|_{\psi, \omega}^Q \leq 1 \Rightarrow I_{\psi, \omega} (p(x^*)) \leq 1 \) is not always true. This can be illustrated by the following example:

**Example 2.7** Define
\[
\varphi(u) = 0 \text{ for } u \in [0, 1) \text{ and } \varphi(u) = u^2 - 1 \text{ for } u \geq 1,
\]
\[
\omega_1(1) = 1 \text{ and } \omega_2(1) = \frac{1}{2}.
\] We have \( a_{\varphi} = 1 \) and
\[
p(u) = 0 \text{ for } u \in [0, 1) \text{ and } p(u) = 2u \text{ for } u \geq 1.
\]
For $x = (1, 0, 0, \ldots)$, we get $\|x\|^{(\varphi, \omega)} = 1$, $I_{\varphi, \omega_1}(p(x^*)) = \psi(p(1)) \cdot \omega_1(1) = \psi(2) \cdot \omega_1(1) = 2$ and $\|x\|^{(\varphi, \omega_2)} = 1$, $I_{\varphi, \omega_2}(p(x^*)) = \psi(p(1)) \cdot \omega_2(1) = \psi(2) \cdot \omega_2(1) = 1$.

**Lemma 2.8** Let $(x_n)$ be a sequence in $\lambda_{\varphi, \omega}$. The following assertions are true:

(i) If $\lim_{n \to \infty} \|x_n\|^{(\varphi, \omega)} = 0$, then $\lim_{n \to \infty} I_{\varphi, \omega}(x_n) = 0$.

(ii) Let $\sum_{i=1}^{\infty} \omega(i) = \infty$. Then the implication: if $\lim_{n \to \infty} I_{\varphi, \omega}(x_n) = 0$, then $\lim_{n \to \infty} \|x_n\|^{(\varphi, \omega)} = 0$ holds true if and only if $\varphi$ satisfies the condition $\Delta_2(0)$.

(iii) Let now $\sum_{i=1}^{\infty} \omega(i) < \infty$. Then the implication: if $\lim_{n \to \infty} I_{\varphi, \omega}(x_n) = 0$ then $\lim_{n \to \infty} \|x_n\|^{(\varphi, \omega)} = 0$ holds true if and only if $a_\varphi = 0$.

**Proof** We will give a short proof of the above lemma for the sake of completeness.

(i) If $\lim_{n \to \infty} \|x_n\|^{(\varphi, \omega)} = 0$, then we have $\|x_n\|^{(\varphi, \omega)} \leq 1$ for $n$ large enough. Whence by Lemma 2.5 (ii), we get $I_{\varphi, \omega}(x_n) \leq \|x_n\|^{(\varphi, \omega)}$ for the same $n$. This gives $\lim_{n \to \infty} I_{\varphi, \omega}(x_n) = 0$.

(ii) Assume that $\sum_{i=1}^{\infty} \omega(i) = \infty$ and the function $\varphi$ satisfies the condition $\Delta_2(0)$. By [31, Theorem 1.6] and Lemma 2.5(i), we only need to show that $\lim_{n \to \infty} I_{\varphi, \omega}(2x_n) = 0$ whenever $\lim_{n \to \infty} I_{\varphi, \omega}(x_n) = 0$. Take any fixed $\varepsilon > 0$. Without loss of generality, we may assume that $\varphi(u_0) \omega(1) \geq \varepsilon$, where $u_0$ is the constant from the condition $\Delta_2(0)$. Since $\lim_{n \to \infty} I_{\varphi, \omega}(x_n) = 0$, there exists $k \in \mathbb{N}$ such that $I_{\varphi, \omega}(x_n) < \frac{\varepsilon}{K}$ for any $n \geq k$, where $K$ is the constant from the condition $\Delta_2(0)$. Since $x_n(1) \leq u_0$ for any $n \geq k$, we obtain

$$I_{\varphi, \omega}(2x_n) = \sum_{i=1}^{\infty} \varphi(2x_n(i)) \omega(i) \leq K \sum_{i=1}^{\infty} \varphi(x_n(i)) \omega(i) = K I_{\varphi, \omega}(x_n) < \varepsilon$$

for the same $n$. By the arbitrariness of $\varepsilon > 0$, we conclude that $\lim_{n \to \infty} I_{\varphi, \omega}(2x_n) = 0$. Now we shall show the necessity of the condition $\Delta_2(0)$. Suppose first that $a_\varphi > 0$ and define $x_n = (a_\varphi, 0, 0, \ldots)$ for any $n \in \mathbb{N}$. We have that $I_{\varphi, \omega}(x_n) = 0$ and $\|x_n\|^{(\varphi, \omega)} := a > 0$ for all $n \in \mathbb{N}$. Assume now that $a_\varphi = 0$ and $\varphi$ does not satisfy the condition $\Delta_2(0)$. Then, we find a sequence $(u_n)_{n=1}^{\infty}$ decreasing to zero and such that

$$\varphi(2u_n) \geq 2^{n+1} \varphi(u_n), \quad \varphi(u_n) \omega(1) \leq \frac{1}{2^{n+1}}.$$

Let $j_n, n \in \mathbb{N}$ be such that $\frac{1}{2^{n+1}} < \varphi(u_n) \sum_{i=1}^{j_n} \omega(i) \leq \frac{1}{2^n}$. Define $x_n = \sum_{i=1}^{j_n} u_n e_i$ for any $n \in \mathbb{N}$. We have $I_{\varphi, \omega}(x_n) \leq \frac{\varepsilon}{K}$ for all $n \in \mathbb{N}$. Simultaneously $I_{\varphi, \omega}(2x_n) > 1$, whence $\|x_n\|^{(\varphi, \omega)} \geq \|x_n\|^{(\varphi, \omega)} \geq \frac{1}{2^n}$ for any $n \in \mathbb{N}$.

(iii) Let $\sum_{i=1}^{\infty} \omega(i) < \infty$. We may show the necessity of the condition $a_\varphi = 0$ analogously as in (ii). Now we will prove the sufficiency of this condition. In a fashion similar to (ii), we only need to show that $\lim_{n \to \infty} I_{\varphi, \omega}(2x_n) = 0$ whenever $\lim_{n \to \infty} I_{\varphi, \omega}(x_n) = 0$. Take any fixed $\varepsilon > 0$. Since $\lim_{n \to \infty} x_n(1) = 0$, we will find $k \in \mathbb{N}$ such that

$$\varphi(2x_n(1)) < \frac{\varepsilon}{\sum_{i=1}^{\infty} \omega(i)}$$
for any \( n \geq k \). Therefore, for the same \( n \) we obtain

\[
I_{\varphi,\omega} (2x_n) = \sum_{i=1}^{\infty} \varphi (2x^*_n (i)) \omega (i) \leq \varphi (2x^*_n (1)) \sum_{i=1}^{\infty} \omega (i) < \varepsilon.
\]

By the arbitrariness of \( \varepsilon > 0 \), it follows that \( \lim_{n \to \infty} I_{\varphi,\omega} (2x_n) = 0 \). \( \square \)

For any \( x \in \lambda_{\varphi,\omega} \setminus \{0\} \), we ask the question if the infimum in formula (1.7) is attained, that means if there exists \( k > 0 \) such that

\[
\|x\|_{\varphi,\omega}^O = \|x\|_{\varphi,\omega}^A = \frac{1}{k} (1 + I_{\varphi,\omega} (kx)) = \frac{1}{k} \left( 1 + \sum_{i=1}^{\infty} a^* (i) p (kx^* (i)) \omega (i) \right).
\]

In order to answer this question, we define constants as following:

\[
k^* = k^* (x) = \inf \{ k > 0 : I_{\varphi,\omega} (p (kx^*)) \geq 1 \},
\]

\[
k^{**} = k^{**} (x) = \sup \{ k > 0 : I_{\varphi,\omega} (p (kx^*)) \leq 1 \}.
\]

First, we shall prove two lemmas.

**Lemma 2.9** For any \( x \in \lambda_{\varphi,\omega} \setminus \{0\} \), we have

\[
0 < k^* \leq k^{**} \leq \lambda_\infty \leq \infty,
\]

where \( \lambda_\infty \) is defined by (2.3).

**Proof** The second and fourth inequalities are obvious. Now, we will prove that \( k^* > 0 \). If \( a_\varphi > 0 \), then for any \( k < \frac{a_\varphi}{x^*_n (1)} \), we have \( kx^* (i) < a_\varphi \) for all \( i \in \mathbb{N} \). Whence \( p (kx^* (i)) = 0 \) for the same \( i \). Therefore \( I_{\varphi,\omega} (p (kx^*)) = 0 \) for any \( k < \frac{a_\varphi}{x^*_n (1)} \) and consequently \( k^* \geq \frac{a_\varphi}{x^*_n (1)} \).

Suppose now that \( a_\varphi = 0 \). For \( k_1 = \min \left( 1, \frac{1}{\|x\|_{\varphi,\omega}^O} \right) \), we have \( \|k_1 x\|_{\varphi,\omega}^O \leq 1 \). By Lemma 2.5(iv), we obtain \( I_{\varphi,\omega} (p (k_1 x^*)) \leq 1 \). If \( I_{\varphi,\omega} (p (k_1 x^*)) < 1 \), then \( k^* \geq k_1 \). Assume now that \( I_{\varphi,\omega} (p (k_1 x^*)) = 1 \). Then \( \psi (p (k_1 x^* (1))) > \psi (p (0)) = \psi (a_\varphi) = 0 \) and in consequence \( p (k_2 x^* (1)) > p (0) = a_\varphi \). Since \( p \) is right-continuous, there exists \( k_2 \in (0, k_1) \) such that \( p (k_2 x^* (1)) \leq \frac{1}{2} (p (0) + p (k_1 x^* (1))) \). Thus \( \psi (p (k_2 x^* (1))) < \psi (p (k_1 x^* (1))) \), and this gives \( I_{\varphi,\omega} (p (k_2 x^*)) < 1 \). Therefore, we have \( k^* \geq k_2 \).

Finally, we will show that \( k^{**} \leq \lambda_\infty \). For any \( k \in (0, k^{**}) \), we have \( I_{\varphi,\omega} (p (kx^*)) \leq 1 \). This yields (see (2.2))

\[
f (k) \leq \frac{1}{k} \left( 1 + I_{\varphi,\omega} (kx) + I_{\varphi,\omega} (p (kx^*)) \right) = \frac{1}{k} \left( 1 + \sum_{i=1}^{\infty} kx^* (i) p (kx^* (i)) \omega (i) \right)
\]

\[
= \frac{1}{k} + \sum_{i=1}^{\infty} x^* (i) p (kx^* (i)) \omega (i) \leq \frac{1}{k} + \|x\|_{\varphi,\omega}^O < \infty
\]

for the same \( k \). As a result, we obtain \( k^{**} \leq \lambda_\infty \). Moreover, if \( k^{**} < \infty \), by the left continuity of the modular, we get \( f (k^{**}) \leq \frac{1}{k^{**}} + \|x\|_{\varphi,\omega}^O \). \( \square \)

As previously noted, the function \( f (k) \) is continuous on the interval \( (0, \lambda_\infty) \) and left-continuous at \( \lambda_\infty \) whenever \( \lambda_\infty < \infty \). We will also apply the following

**Lemma 2.10** For any \( x \in \lambda_{\varphi,\omega} \setminus \{0\} \), the function \( f (k) \) is strictly decreasing on the interval \( (0, k^*) \) and strictly increasing on the interval \( (k^{**}, \lambda_\infty) \) whenever \( k^{**} < \lambda_\infty \). Moreover, if \( k^* < k^{**} \), then \( f (k) \) is constant on the interval \( [k^*, k^{**}] \) and \( f (k) = \|x\|_{\varphi,\omega}^O \) for any \( k \in [k^*, k^{**}] \) (if \( k^{**} = \infty \), then we write \( [k^*, \lambda_\infty] \) in place of \( [k^*, k^{**}] \) respectively).
This gives
\[
\frac{1}{k_1} (1 + I_{\varphi,\omega}(k_1 x)) - \frac{1}{k_2} (1 + I_{\varphi,\omega}(k_2 x))
\]
\[
= \frac{k_2 - k_1}{k_1 \cdot k_2} \left( 1 + \frac{k_2}{k_2 - k_1} (I_{\varphi,\omega}(k_1 x) - I_{\varphi,\omega}(k_2 x)) + I_{\varphi,\omega}(k_2 x) \right)
\]
\[
\geq \frac{k_2 - k_1}{k_1 \cdot k_2} \left( 1 + \frac{k_2}{k_2 - k_1} \sum_{i=1}^{\infty} (k_1 - k_2) x^*(i) p(k_2 x^*(i)) \omega(i) + I_{\varphi,\omega}(k_2 x) \right)
\]
\[
= \frac{k_2 - k_1}{k_1 \cdot k_2} (1 - I_{\varphi,\omega}(p(k_2 x^*)))
\]
Hence, by \(k_2 < k^*\), we get
\[
f(k_1) - f(k_2) \geq \frac{k_2 - k_1}{k_1 \cdot k_2} (1 - I_{\varphi,\omega}(p(k_2 x^*))) > 0,
\]
whence, in virtue of the arbitrariness of \(k_1, k_2\), we conclude that the function \(f\) is strictly decreasing on the interval \((0, k^*)\).

Suppose now that \(k^* < \lambda_\infty\) and \(k^* < k_2 < k_1 < \lambda_\infty\). We have that \(I_{\varphi,\omega}(k_2 x) < \infty\) and \(I_{\varphi,\omega}(k_1 x) < \infty\). By Lemma 2.5(iii) and the definition of \(k_2\), we get \(1 < I_{\varphi,\omega}(p(k_2 x^*)) < \infty\). Proceeding analogously as in the previous case (see also (2.12)), we get
\[
f(k_1) - f(k_2) \geq \frac{k_1 - k_2}{k_1 \cdot k_2} (I_{\varphi,\omega}(p(k_2 x^*)) - 1) > 0,
\]
whence it follows that the function \(f\) is strictly increasing on the interval \((k^*, \lambda_\infty)\).

In the final part of the proof, we will assume that \(k^* < k^{**}\). By the definition of the constants \(k^*\) and \(k^{**}\), we have \(I_{\varphi,\omega}(p(k x^*)) = 1\) for any \(k \in (k^*, k^{**})\), and thus we find that
\[
\|x\|_{\varphi,\omega}^O \leq \frac{1}{k} (1 + I_{\varphi,\omega}(k x)) = f(k) = \frac{1}{k} (I_{\varphi,\omega}(p(k x^*)) + I_{\varphi,\omega}(k x))
\]
\[
= \sum_{i=1}^{\infty} x^*(i) p(k x^*(i)) \omega(i) \leq \|x\|_{\varphi,\omega}^O
\]
for the same \(k\). By the continuity (left continuity at \(k^{**}\) if \(k^{**} = \lambda_\infty < \infty\)) of the function \(f\), we get \(f(k^*) = \|x\|_{\varphi,\omega}^O\) and \(f(k^{**}) = \|x\|_{\varphi,\omega}^O\) whenever \(k^{**} < \infty\). \(\square\)

For any \(x \in \lambda_{\varphi,\omega} \setminus \{0\}\), we define \(K(x)\) as follows: If \(k^{**} < \infty\), then \(K(x) = [k^*, k^{**}]\); if \(k^* < k^{**} = \infty\), then \(K(x) = [k^*, \infty)\); and if \(k^* = \infty\), then \(K(x) = \emptyset\).

**Theorem 2.11** Let \(x \in \lambda_{\varphi,\omega} \setminus \{0\}\). If \(k^* < \infty\), then
\[
\|x\|_{\varphi,\omega}^O = \frac{1}{k} (1 + I_{\varphi,\omega}(k x))
\]
f for any \(k \in K(x)\). If \(k^* = \infty\), then we have
\[
\|x\|_{\varphi,\omega}^O = \lim_{k \to \infty} \frac{1}{k} (1 + I_{\varphi,\omega}(k x)). \tag{2.13}
\]
**Proof** By Theorem 2.3 we have
\[ \|x\|_{\varphi,\omega}^2 = \|x\|_{\varphi,\omega}^4 = \inf_{k > 0} \frac{1}{k} (1 + I_{\varphi,\omega}(kx)) = \inf_{k > 0} f(k). \]
If \( k^* < \infty \), then by Lemma 2.10 the function \( f \) attains its infimum for any \( k \in K(x) \). In the second case, if \( k^* = \infty \), the function \( f \) is decreasing on the interval \((0, \infty)\), whence we get (2.13).

**Remark 2.12** Let us notice that if \( b_\varphi = \infty \) and \( \lim_{u \to \infty} \frac{\varphi(u)}{u} = \lim_{u \to \infty} p(u) = \infty \), then for any \( x \in \lambda_{\varphi,\omega} \setminus \{0\} \) we have \( k^{**} < \infty \). Indeed, if \( \lambda_\infty = \infty \), then there exists \( k \) such that \( \psi(p(kx^*(1))) \omega(1) > 1 \) and \( k^{**} \leq k \). In the case when \( b_\varphi < \infty \), we have \( k^{**} \leq \lambda_\infty \leq \frac{b_\varphi}{\varphi(1)} \) for any \( x \in \lambda_{\varphi,\omega} \setminus \{0\} \).

Suppose now that \( \lim_{u \to \infty} \frac{\varphi(u)}{u} = \lim_{u \to \infty} p(u) = B < \infty \) and \( x \in \lambda_{\varphi,\omega} \setminus \{0\} \). First, we will show that if \( \psi(B) \sum_{i=1}^{m(\supp x)} \omega(i) > 1 \), then \( k^{**} < \infty \). For this end, let \( n_x \in \mathbb{N} \) be such that
\[ \psi(B) \sum_{i=1}^{n_x} \omega(i) > 1 \tag{2.14} \]
(in the case when \( m(\supp x) < \infty \), we take \( n_x = m(\supp x) \) and in the case when \( m(\supp x) = \infty \), we can find \( n_x \in \mathbb{N} \), for which inequality (2.14) holds). Since \( \lim_{u \to \infty} p(u) = B \), there exists \( u_x > 0 \) for which \( \psi(p(u_x)) \sum_{i=1}^{n_x} \omega(i) > 1 \). Defining \( k_x = \sup \frac{\varphi_x}{\varphi(i_x)}, \) we obtain that \( I_{\psi,\omega}(p(kx^*)) > 1 \), so \( k^{**} \leq k_x \).

In the case of \( \psi(B) \sum_{i=1}^{m(\supp x)} \omega(i) < 1 \) or \( \psi(B) \sum_{i=1}^{m(\supp x)} \omega(i) = 1 \) and \( p(u) < B \) for any \( u > 0 \), we get \( k^* = \infty \), which means \( K(x) = \emptyset \).

Finally, assume that \( \psi(B) \frac{n_x}{\sum_{i=1}^{m(\supp x)} \omega(i)} = 1 \) and \( p(u) = B \) starting from some \( u_0 > 0 \). If \( m(\supp x) < \infty \), then \( k^* \leq \frac{\varphi_x}{x'(n_x)} < k^{**} = \infty \), where \( n_x = m(\supp x) \) as above. Let now \( m(\supp x) = \infty \). If \( \psi(B) \frac{n_x}{\sum_{i=1}^{\infty} \omega(i)} < k^{**} = \infty \), then \( x \in \lambda_{\varphi,\omega} \setminus \{0\} \) such that \( \psi(1) = x \in \Phi(1), \) e.g. \( x = (x(1), 0, 0, \ldots), x(1) \in \mathbb{N} \). The case \( \psi(B) \omega(1) = 1 \) is more complicated, as the following example shows:

**Example 2.13** (i) Let \( \varphi(u) = 0 \) for \( u \in [0, 1] \) and \( \varphi(u) = u - 1 \) for \( u > 1 \). Then \( p(u) = 0 \) for \( u \in [0, 1] \) and \( p(u) = 1 \) for \( u > 1 \). We have \( B = 1 \) and \( \psi(B) = 1 \). Assuming that \( \omega(1) = 1 \), we obviously get \( \psi(B) \omega(1) = 1 \). Let us take an arbitrary \( x \in \lambda_{\varphi,\omega} \setminus \{0\} \). For \( k_x = \frac{1}{x'(1)} \), we get
\[ I_{\psi,\omega}(p(kx^*)) \geq \psi(p(kx \cdot x^*(1))) \omega(1) = 1, \]
whence \( k^* \leq k_x \). In particular, if \( m(\supp x) = 1 \), we get \( k^{**} = \infty \).

(ii) Define now \( p(u) = 1 - \frac{1}{u^2} \) for \( u \in [n - 1, n] \), \( n \in \mathbb{N} \), \( \varphi(u) = \int_0^u p(t) dt \) and \( \omega(1) = 1 \). We have that \( B = 1 \), \( \psi(B) = 1 \), and \( \psi(B) \omega(1) = 1 \). Since \( p(t) < B \) for any \( t \geq 0 \), we get \( \psi(p(t)) < \psi(B) \) for the same t. So, if \( m(\supp x) = 1 \), then \( I_{\psi,\omega}(p(kx^*)) = 1 \). Springer
\( \psi(p(kx^*(1)))\omega(1) < 1 \) for any \( k > 0 \), whence \( K(x) = 0 \). On the other hand, if \( \omega(2) > 0 \), we obtain \( k^{**} < \infty \) whenever \( m(\sup \chi) \geq 2 \).

(iii) Finally, assume that \( \varphi(u) = u \) for \( u \geq 0 \). We have that \( p(u) = 1 \) for \( u \geq 0 \), \( B = 1 \) and \( \psi(B) = 0 \). Hence, for any \( x \in \lambda_{\varphi,\omega} \), we get \( I_{\psi,\omega}(p(kx^*)) = 0 \) for every \( k > 0 \) and, consequently, \( K(x) = \emptyset \).

Lemma 2.14 Let \( A \subset N \) be such that \( \sum_{i=1}^{m(A)} \omega(i) < \infty \). If \( \lim_{u \to \infty} \frac{\varphi(u)}{u} = B \) and \( \psi(B) \sum_{i=1}^{m(A)} \omega(i) \leq 1 \), then

\[
\|\chi_A\|_{\psi,\omega}^O = B \sum_{i=1}^{m(A)} \omega(i). \tag{2.15}
\]

In any other case,

\[
\|\chi_A\|_{\psi,\omega}^O = \psi^{-1} \left( \frac{1}{\sum_{i=1}^{m(A)} \omega(i)} \right) \sum_{i=1}^{m(A)} \omega(i), \tag{2.16}
\]

where \( \psi^{-1} \) is the generalized inverse of the function \( \psi \) defined by \( \psi^{-1}(v) = \inf \{u \geq 0 : \psi(u) > v\} \) for \( v \in [0, \infty) \) and \( \psi^{-1}(\infty) = \lim_{v \to \infty} \psi^{-1}(v) \) (see [32] and [22, Lemma 3.1]).

Proof Let \( A \subset N \) be such that \( \sum_{i=1}^{m(A)} \omega(i) < \infty \) (if \( \sum_{i=1}^{\infty} \omega(i) = \infty \), then \( m(A) < \infty \)). In the next part of the proof, the symbols \( k^* \) and \( k^{**} \) denote \( k^*(\chi_A) \) and \( k^{**}(\chi_A) \), respectively. We will consider three cases.

Case 1 First let us assume that \( b_\varphi = \infty \) and \( \lim_{k \to \infty} \frac{\varphi(k)}{k} = \infty \). Then \( k^{**} < \infty \) (see Remark 2.12). If \( k^* < k^{**} \), then for any arbitrary fixed \( k_0 \in (k^*, k^{**}) \), we have

\[
I_{\psi,\omega}(p(k_0(\chi_A)^*)) = \psi(p(k_0)) \sum_{i=1}^{m(A)} \omega(i) = 1 \tag{2.17}
\]

and this gives

\[
p(k_0) = \psi^{-1} \left( \frac{1}{\sum_{i=1}^{m(A)} \omega(i)} \right). \tag{2.18}
\]

By the equality in the Young’s inequality (see (1.2)) and equalities (2.17) and (2.18), we get

\[
\|\chi_A\|_{\psi,\omega}^O = \frac{1}{k_0} \left\{ 1 + I_{\varphi,\omega}(k_0(\chi_A)) \right\} = \frac{1}{k_0} \left\{ 1 + \varphi(k_0) \sum_{i=1}^{m(A)} \omega(i) \right\}
\]

\[
= \frac{1}{k_0} \left\{ 1 + (k_0 \cdot p(k_0) - \psi(p(k_0))) \sum_{i=1}^{m(A)} \omega(i) \right\}
\]

\[
= \frac{1}{k_0} \left\{ 1 + k_0 \cdot p(k_0) \sum_{i=1}^{m(A)} \omega(i) - 1 \right\}
\]
As a consequence, we get (2.16) again.

such that replacing \( k_0 \) by \( k^{**} \). In the case when \( I_{\psi,\omega} (p(k^{**}(\chi_A)^*)) > 1 \), we get \( I_{\psi,\omega} (l(k^{**}(\chi_A)^*)) \leq 1 \). Hence, there exists \( v \in \partial \varphi (k^{**}) = [l(k^{**}), p(k^{**})] \) (see (1.2)) such that

\[
\psi (v) \sum_{i=1}^{m(A)} \omega (i) = 1.
\]

Proceeding analogously as above, we obtain again (2.16).

**Case 2** Suppose now that \( b_\varphi < \infty \). Then \( k^* \leq k^{**} \leq b_\varphi \) (see Remark 2.12). If \( k^* < b_\varphi \) we may again repeat the proof of Case 1 to get (2.16). Assume now that \( k^* = k^{**} = b_\varphi \). But then \( I_{\psi,\omega} (l(k^{**}(\chi_A)^*)) \leq 1 \) and we will find \( w \in \partial \varphi (k^{**}) = \partial \varphi (b_\varphi) = [l(b_\varphi), \infty) \) (see (1.2)) such that

\[
\psi (w) \sum_{i=1}^{m(A)} \omega (i) = 1.
\]

As a consequence, we get (2.16) again.

**Case 3** Finally, suppose that \( \lim_{u \to -\infty} \varphi(u) = B < \infty \). If \( \psi (B) \sum_{i=1}^{m(A)} \omega (i) > 1 \), then \( k^{**} < \infty \) and repeating the argumentation from Case 1, we get (2.16) (see Remark 2.12). In the case when \( \psi (B) \sum_{i=1}^{m(A)} \omega (i) \leq 1 \), by [7, Lemma 1], we get (2.15).

\[
\text{Remark 2.15} \quad \text{It is worth mentioning that if } \psi (B) \sum_{i=1}^{m(A)} \omega (i) = 1, \text{ then we have that}
\]

\[
\| \chi_A \|_{\psi,\omega}^{O} = B \sum_{i=1}^{m(A)} \omega (i) = \psi^{-1} \left( \frac{1}{\sum_{i=1}^{m(A)} \omega (i)} \right) \sum_{i=1}^{m(A)} \omega (i).
\]

On the other hand, if \( \psi (B) \sum_{i=1}^{m(A)} \omega (i) < 1 \), by the equality \( B = b_\varphi \) we have

\[
\psi (b_\varphi) = \psi (B) < \frac{1}{\sum_{i=1}^{m(A)} \omega (i)}
\]

and \( \psi (u) = \infty \) for \( u > b_\varphi \) and the function \( \psi \) does not assume the value \( 1/ \sum_{i=1}^{m(A)} \omega (i) \).

Let \( E \subset l^0 \) be a H Köthe sequence space. An element \( x \in E \) is said to be order continuous if for any sequence \( (x_n) \) in \( E_+ \) (the positive cone of \( E \)) with \( x_n \leq |x| \) and \( x_n \to 0 \) coordinatewise, there holds \( \| x_n \|_E \to 0 \). The subspace \( E_a \) of all order continuous elements in \( E \) is an order ideal in \( E \). The space \( E \) is called order continuous if \( E_a = E \) (see [26]).

Since both the Luxemburg and the Orlicz norms are equivalent (see Lemma 2.5(i)), the subspace of order continuous elements for both of these norms is the same (as a subset of the
elements of the space \( \lambda_{\varphi, \omega} \). We will denote it as \((\lambda_{\varphi, \omega})_a\). By Theorem 4.2 in [11], we get \((\lambda_{\varphi, \omega})_a = c_0\) whenever \(\sum_{i=1}^{\infty} \omega(i) < \infty\) or \(a_\varphi > 0\). On the other hand, if \(\sum_{i=1}^{\infty} \omega(i) = \infty\) and \(a_\varphi = 0\), then \((\lambda_{\varphi, \omega})_a = \lambda_{\varphi, \omega}^0\) (see formula (1.4)). We get also the following

**Theorem 2.16** The space \((\lambda_{\varphi, \omega}, \|\cdot\|_{\varphi, \omega}^O)\) is order continuous if and only if \(\sum_{i=1}^{\infty} \omega(i) = \infty\) and \(\varphi \in \Delta_2(0)\).

This theorem is a consequence of the fact that the space \((\lambda_{\varphi, \omega}, \|\cdot\|_{\varphi, \omega})\) (with the Luxemburg norm) is order continuous if and only if \(\sum_{i=1}^{\infty} \omega(i) = \infty\) and \(\varphi \in \Delta_2(0)\) (see [11, Theorems 2.4 and 4.3] and [4, Theorem 8], cf. also [20, Theorem 2.4]) as well as the equivalence of the Luxemburg and the Orlicz norms (see Lemma 2.5(i)).

### 3 Monotonicity Properties and Copies of \(l^\infty\)

In this section we study the monotonicity properties of the Orlicz-Lorentz spaces equipped with the Orlicz norm.

This problem was first studied by Gong and Zhang in [15]. However, in that paper, it has been assumed that the Orlicz function \(\varphi\) is an N-function (that means that \(a_\varphi = 0\), \(\lim_{n \to 0} \varphi(n) = 0\), \(b_\varphi = \infty\) and \(\lim_{n \to \infty} \varphi(n) = \infty\)) and the weight sequence \(\omega\) satisfies the condition \(\sum_{i=1}^{\infty} \omega(i) = \infty\). In this paper, we will present respective criteria for Orlicz-Lorentz spaces generated by any Orlicz function and any non-increasing weight sequence. Moreover, we will also study some subspaces of \(\lambda_{\varphi, \omega}\), namely \(n\)-dimensional Orlicz-Lorentz spaces \(\lambda_{\varphi, \omega}^n\) for \(n \geq 2\) and the subspace \((\lambda_{\varphi, \omega})_a\) of order continuous elements in \(\lambda_{\varphi, \omega}\). The proof methods, which we apply, are different from most of the methods used in [15]. We use, among other things, some relationships between monotonicity properties and other geometric and topological properties.

A Banach lattice \(E\) is said to be strictly monotone if for any \(x, y \in E_+\) (the positive cone of \(E\), \(y \leq x\) and \(y \neq x\) imply that \(\|y\| < \|x\|\) (see [3]). \(E\) is said to be lower (upper) locally uniformly monotone, whenever for any \(x \in E_+\) with \(\|x\| = 1\) and any \(\varepsilon \in (0, 1)\) (resp. \(\varepsilon > 0\)) there is \(\delta = \delta(x, \varepsilon) \in (0,1)\) (resp. \(\delta = \delta(x, \varepsilon) > 0\)) such that the conditions \(y \in E\), \(0 \leq y \leq x\) (resp. \(y \geq 0\)) and \(\|y\| \geq \varepsilon\) imply \(\|x - y\| \leq 1 - \delta\) (resp. \(\|x + y\| \geq 1 + \delta\)) (see [18]). We say that \(E\) is uniformly monotone if for any \(\varepsilon \in (0, 1)\), there is \(\delta(\varepsilon) \in (0, 1)\) such that \(\|x - y\| \leq 1 - \delta(\varepsilon)\) whenever \(x, y \in E_+,\ y \leq x,\ \|x\| = 1\) and \(\|y\| \geq \varepsilon\) (see [3]).

**Theorem 3.1** The space \((\lambda_{\varphi, \omega}, \|\cdot\|_{\varphi, \omega}^O)\) is strictly monotone if and only if \(\sum_{i=1}^{\infty} \omega(i) = \infty\) and \(a_\varphi = 0\).

**Proof** Sufficiency. Let \(x, y \in \lambda_{\varphi, \omega}\) be such that \(x \geq 0\), \(y \geq 0\) and \(y \neq 0\). Then \(x \leq x + y\) and \(x \neq x + y\). We will show that \(\|x\|_{\varphi, \omega}^O < \|x + y\|_{\varphi, \omega}^O\).

By \(x \leq x + y\), it follows that \(x^* \leq (x + y)^*\). Simultaneously, by the fact that \(x \neq x + y\) and Lemma 3.2 in [20], there exists \(j \in \mathbb{N}\) such that \(x^*(j) < (x + y)^*(j)\). Consequently, we get \(I_{\varphi, \omega}(kx) < I_{\varphi, \omega}(k(x + y))\) for any \(k \in (0, \lambda_\infty(x + y))\) (this inequality holds also for \(k = \lambda_\infty(x + y)\)) whenever \(I_{\varphi, \omega}(\lambda_\infty(x + y) \cdot x) < \infty\). Thus, if there exists \(h > 0\) such that...
\[ h \in K(x + y), \text{ then} \]
\[
\|x + y\|_{\varphi, \omega}^O = \frac{1}{h} \left( 1 + I_{\varphi, \omega}(h(x + y)) \right) \geq \frac{1}{h} \{1 + I_{\varphi, \omega}(hx)\} \\
\geq \inf_{k > 0} \frac{1}{k} \{1 + I_{\varphi, \omega}(kx)\} = \|x\|_{\varphi, \omega}^O. \tag{3.1}
\]

Assume now that \( K(x + y) = \emptyset \). By Remark 2.12, we have \( \lim_{u \to \infty} \frac{\omega(u)}{u} = B < \infty \) and
\[
(\psi(B) \sum_{i=1}^{m(\supp(x+y))} \omega(i) < 1 \text{ or } \psi(B) \sum_{i=1}^{m(\supp(x+y))} \omega(i) = 1 \text{ and } p(u) < B \text{ for any } u > 0).
\]
Therefore, \( K(x) = \emptyset, \lambda_{\infty}(x) = \lambda_{\infty}(x + y) = \infty \) and for any \( k \geq 1 \), we obtain
\[
\frac{1}{k} \left( 1 + I_{\varphi, \omega}(k(x + y)) \right) - \frac{1}{k} \{ 1 + I_{\varphi, \omega}(kx)\} \\
\geq \frac{1}{k} \left( \varphi(k(x + y)^*)(j) - \varphi(kx^*(j)) \right) \omega(j) \\
\geq \frac{1}{k} \int_{\mathbb{R}} \frac{1}{x^*(j) + (x+y)^*(j)} p(t) dt \cdot \omega(j) \\
\geq \frac{1}{k} \cdot k \left( (x + y)^*(j) - \frac{x^*(j) + (x+y)^*(j)}{2} \right) p \left( \frac{x^*(j) + (x+y)^*(j)}{2} \right) \omega(j) > 0. \tag{3.2}
\]

This gives
\[
\|x + y\|_{\varphi, \omega}^O = \lim_{h \to \infty} \frac{1}{h} \left( 1 + I_{\varphi, \omega}(h(x + y)) \right) \geq \lim_{h \to \infty} \frac{1}{h} \{1 + I_{\varphi, \omega}(hx)\} = \|x\|_{\varphi, \omega}^O.
\]

Necessity. Firstly, suppose that \( \sum_{i=1}^{\infty} \omega(i) < \infty \). Define
\[
x = (0, 1, 1, 1, \ldots) \quad \text{and} \quad y = (1, 0, 0, 0, \ldots).
\]

It is obvious that \( x, y \in \lambda_{\varphi, \omega}, x \geq 0, y \geq 0 \) and \( y \neq 0 \). Since
\[
x^* = (x + y)^* = (1, 1, 1, 1, \ldots),
\]
we get \( \|x\|_{\varphi, \omega}^O = \|y\|_{\varphi, \omega}^O \).

Finally, let us assume that \( \sum_{i=1}^{\infty} \omega(i) = \infty \) and \( a_{\varphi} > 0 \). For
\[
x = (0, a_{\varphi}, a_{\varphi}, a_{\varphi}, \ldots) \quad \text{and} \quad y = (a_{\varphi}, 0, 0, 0, \ldots),
\]
we obtain again that \( x, y \in \lambda_{\varphi, \omega}, x \geq 0, y \geq 0 \) and \( y \neq 0 \). Simultaneously,
\[
x^* = (x + y)^* = (a_{\varphi}, a_{\varphi}, a_{\varphi}, a_{\varphi}, \ldots),
\]
whence \( \|x\|_{\varphi, \omega}^O = \|x + y\|_{\varphi, \omega}^O. \qed \)

**Theorem 3.2** The space \( (\lambda_{\varphi, \omega}, \|\cdot\|_{\varphi, \omega}^O) \) contains an order linearly isometric copy of \( l^\infty \) if and only if \( \sum_{i=1}^{\infty} \omega(i) < \infty \) or \( a_{\varphi} > 0 \).

**Proof** Sufficiency. First assume that \( \sum_{i=1}^{\infty} \omega(i) < \infty \) and define \( x = (1, 1, 1, \ldots) \). It is obvious that \( x \in \lambda_{\varphi, \omega} \) and thus
\[
y = \frac{x}{\|x\|_{\varphi, \omega}^O} = \left( \frac{1}{\|x\|_{\varphi, \omega}^O}, \frac{1}{\|x\|_{\varphi, \omega}^O}, \frac{1}{\|x\|_{\varphi, \omega}^O}, \ldots \right).
\]
belongs to the unit sphere of \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\). Let \((N_j)_{j=1}^{\infty}\) be a sequence of pairwise disjoint subsets of the set \(\mathbb{N}\) such that \(m(N_j) = \infty\) for any \(j \in \mathbb{N}\) and \(\mathbb{N} = \bigcup_{j=1}^{\infty} N_j\). Let us define
\[
y_j = y \chi_{N_j} \quad \text{for any} \quad j \in \mathbb{N}.
\]
Since \(y_j^* = y^*\) for any \(j \in \mathbb{N}\), we get \(\|y_j\|_{\varphi, \omega} = 1\) for the same \(j\). Hence, we conclude that the operator, defined by
\[
P(z) = \sum_{j=1}^{\infty} z_j y_j \quad \text{for any} \quad z = (z_j)_{j=1}^{\infty} \in l^\infty,
\]
which is linear and positive, is an order isometry of \(l^\infty\) onto the closed subspace \(P(l^\infty)\) of \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\).

Suppose now that \(\sum_{i=1}^{\infty} \omega(i) = \infty\) and \(a_\varphi > 0\). Define \(y = (a_\varphi, a_\varphi, a_\varphi, \ldots)\). We have that \(1 + I_{\varphi, \omega}(y) = 1 + \frac{1}{\varphi}(1 + I_{\varphi, \omega}(ky)) = \frac{1}{\varphi} > 1\) for \(k \in (0, 1)\) and \(\frac{1}{\varphi}(1 + I_{\varphi, \omega}(ky)) = \infty\) for \(k > 1\), whence \(\|y\|_{\varphi, \omega} = 1\). Defining the sequence \((y_j)_{j=1}^{\infty}\) and the operator \(P\) in the same way as above, we get again that the space \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) contains an order linearly isometric copy of \(l^\infty\).

Necessity. By Theorem 3.1 the space \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) is strictly monotone and thus it does not contain an order linearly isometric copy of \(l^\infty\) whenever \(\sum_{i=1}^{\infty} \omega(i) = \infty\) and \(a_\varphi = 0\). \(\Box\)

By Theorems 3.1 and 3.2, we obtain the following

**Corollary 3.3** The following conditions are equivalent:

(i) \(\sum_{i=1}^{\infty} \omega(i) = \infty\) and \(a_\varphi = 0\);

(ii) the space \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) is strictly monotone;

(iii) the space \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) does not contain an order linearly isometric copy of \(l^\infty\).

**Remark 3.4** Let us notice that if \(\sum_{i=1}^{\infty} \omega(i) = \infty\) and \(a_\varphi = 0\) but \(\varphi \notin \Delta_2(0)\), then \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) it not order continuous but it does not contain an order \(H\) linearly isometric copy of \(l^\infty\) (see Theorems 2.16 and 3.2). However, as it was shown by Lozanovskii in [27], \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) contains an order isomorphic copy of \(l^\infty\). Moreover, it contains subspaces arbitrarily nearly isometric to \(l^\infty\) (see [33]).

**Theorem 3.5** The following conditions are equivalent:

(i) the function \(\varphi\) satisfies the condition \(\Delta_2(0)\) and \(\sum_{i=1}^{\infty} \omega(i) = \infty\);

(ii) the space \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) is lower locally uniformly monotone;

(iii) the space \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) is upper locally uniformly monotone.

**Proof** (i) \(\Rightarrow\) (ii). By Theorems 2.16 and 3.1, we conclude that the space \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) is order continuous and strictly monotone, whence in virtue of [12, Theorem 2.7] it is lower locally uniformly monotone. The implication (ii) \(\Rightarrow\) (i) follows from [8, Proposition 2.1] and Theorem 2.16.

(i) \(\Rightarrow\) (iii). By Theorems 3.1 and [7, Theorem 2], the space \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) is strictly monotone and it has the Kadec-Klee property with respect to the coordinatewise convergence. Hence, by Theorem 4.1 in [9], the space \((\lambda_{\varphi, \omega}, \| \cdot \|_{\varphi, \omega})\) is upper locally uniformly monotone.

\(\Box\) Springer
(iii) \(\Rightarrow\) (i). Since the upper local uniform monotonicity implies strict monotonicity, we obtain
\[
\sum_{i=1}^{\infty} \omega(i) = \infty \text{ and } a_\varphi = 0 \text{ by Theorem 3.1.}
\]
Now, we will show the necessity of the condition \(\Delta_2(0)\). Assume that \(\varphi \notin \Delta_2(0)\). We can find \(i_0 \in \mathbb{N}\) and \(u_0, k_0 > 0\) such that
\[
\|x\|_{\varphi, \omega}^O = \frac{1}{k_0}(1 + I_{\varphi, \omega}(k_0x)) = 1,
\]
where \(x := u_0x_{(1,2,\ldots,i_0)}\). Indeed, if \(b_\varphi < \infty\) or \((b_\varphi = \infty\) and \(\lim_{u \to \infty} \frac{\varphi(u)}{u} = \infty\)), then we can assume \(i_0 = 1\) (see Remark 2.12). On the other hand, in the case when \(B = \lim_{u \to \infty} \frac{\varphi(u)}{u} < \infty\), we get \(\psi(B) > 0\) (note here that the case when \(\psi(B) = 0\) is equivalent to the equality \(\varphi(u) = Bu\) for any \(u \geq 0\) and this function satisfies the condition \(\Delta_2(0)\)). Since \(\sum_{i=1}^{\infty} \omega(i) = \infty\), there exists \(i_0 \in \mathbb{N}\) such that \(\psi(B) \sum_{i=1}^{i_0} \omega(i) > 1\) and, in consequence, \(K(x) \neq \emptyset\).

Since \(\varphi\) does not satisfy the condition \(\Delta_2(0)\), we can find a sequence \((u_n)_{n=1}^{\infty}\) decreasing to 0 such that \(u_1 < \min(u_0, b_\varphi/2)\),
\[
\varphi(2u_n) \geq 2^{n+1}\varphi(u_n) \quad \text{and} \quad \varphi(u_n) \omega(1) \leq \frac{1}{2^{n+1}}.
\]
Let \(i_n\) be such that
\[
\frac{1}{2^{n+1}} < \varphi(u_n) \sum_{i=1}^{i_n} \omega(i) \leq \frac{1}{2^n}.
\]
Defining \(y_n = u_nx_{(i_n+i_0+1,\ldots,i_0+i_0+i_0)}\), \(n \in \mathbb{N}\), we get \(I_{\varphi, \omega}(y_n) \leq \frac{1}{2^n}\) and \(I_{\varphi, \omega}(2y_n) > 1\) for any \(n \in \mathbb{N}\), whence \(\|y_n\|_{\varphi, \omega}^O \geq \|y_n\|_{\varphi, \omega} \geq \frac{1}{2^n}\) for the same \(n\). Now let us define \(z_n = \frac{1}{k_0}y_n\). We get \(I_{\varphi, \omega}(k_0z_n) \leq \frac{1}{2^n}\) and \(\|z_n\|_{\varphi, \omega}^O \geq \frac{1}{2^{n+1}}\) for any \(n \in \mathbb{N}\). Simultaneously, by the orthogonal subadditivity of the modular, for any natural \(n\) we have
\[
\|x + z_n\|_{\varphi, \omega}^O \leq \frac{1}{k_0}(1 + I_{\varphi, \omega}(k_0(x + z_n))) \leq \frac{1}{k_0}(1 + I_{\varphi, \omega}(k_0x)) + \frac{1}{k_0}I_{\varphi, \omega}(k_0z_n) \leq 1 + \frac{1}{2^n k_0},
\]
which is a contradiction with the fact that \((\lambda_{\varphi, \omega}, \cdot\|_{\varphi, \omega}^O)\) is upper locally uniformly monotone.

\[\square\]

**Theorem 3.6** Let \(\lambda_{\varphi, \omega}^n\) be an \(n\)-dimensional subspace of \(\lambda_{\varphi, \omega}\) \((n \geq 2)\). The space \((\lambda_{\varphi, \omega}^n, \cdot\|_{\varphi, \omega}^O)\) is strictly monotone (equivalently uniformly monotone) if and only if \(\omega(i) > 0\) for \(i = 1, 2, \ldots, n\) and \((a_\varphi = 0\) whenever \(K(x_{n-1}) \neq \emptyset\), where \(x_{n-1} = (1, \ldots, 1, 0)\)).

**Proof** Sufficiency. If \(K(x_{n-1}) \neq \emptyset\), we can proceed analogously to the proof of sufficiency in Theorem 3.1. Suppose now that \(K(x_{n-1}) = \emptyset\). Such a situation takes place when \(\lim_{u \to \infty} \frac{\varphi(u)}{u} = B < \infty\) and \((\psi(B) \sum_{i=1}^{n-1} \omega(i) < 1\) or \((\psi(B) \sum_{i=1}^{n-1} \omega(i) = 1\) and \(p(u) < B\) for any \(u > 0\)); see also Remark 2.12 and Example 2.13. Take any \(x, y \in \lambda_{\varphi, \omega}^n\) such that \(x \geq 0, y \geq 0, y \neq 0\). First suppose that there exists \(h > 0\) such that \(h \in K(x + y)\). If there exists \(j\) \((1 \leq j \leq n)\) such that \(\varphi(hx^\ast(j)) < \varphi(h(x + y)^\ast(j))\), then proceeding analogously as in (3.1), we obtain
\[
\|x + y\|_{\varphi, \omega}^O > \|x\|_{\varphi, \omega}^O. \quad \text{Assume now that } \varphi(hx^\ast(i)) = \varphi(h(x + y)^\ast(i)) \text{ for any } i = 1, 2, \ldots, n.
\]
Since \(x^\ast \neq (x + y)^\ast\), there exists \(j\) \((1 \leq j \leq n)\), such that \(0 \leq hx^\ast(j) < h(x + y)^\ast(j) \leq \varnothing \text{ Springer}
Since $h \in K(x + y)$, then by the assumption $K(x_{n-1}) = \emptyset$ we get $h(x + y)^*(n) \geq a_\varphi$.
Conclusively, we have $0 \leq hx^*(n) < h(x + y)^*(n) = a_\varphi$. Let $g > h$ be such that $gx^*(n) < a_\varphi$.
We have $I_{\varphi,\omega}(p(h \cdot x)) \leq I_{\psi,\omega}(p(g \cdot x)) < 1$, hence, by Lemma 2.10, we get
\[
\|x + y\|^O_{\varphi,\omega} = \frac{1}{h} (1 + I_{\varphi,\omega}(h(x + y))) = \frac{1}{h} (1 + I_{\varphi,\omega}(hx)) > \frac{1}{g} (1 + I_{\varphi,\omega}(gx)) \geq \|x\|^O_{\varphi,\omega}.
\]
Finally let us assume that $K(x + y) = \emptyset$ and let $j$ be such that $x^*(j) < (x + y)^*(j)$. There exists $k_0$ such that
\[
k_0 \frac{x^*(j) + (x + y)^*(j)}{2} > a_\varphi.
\]
Repeating the argumentation from the proof of sufficiency of Theorem 3.1 (see (3.2)), for any $k \geq k_0$ we get
\[
\frac{1}{k} (1 + I_{\varphi,\omega}(k(x + y))) - \frac{1}{k} (1 + I_{\varphi,\omega}(kx)) \geq \frac{1}{2} \left( (x + y)^*(j) - x^*(j) \right) p \left( k_0 \left( \frac{x^*(j) + (x + y)^*(j)}{2} \right) \right) \omega(j)
\]
and in consequence $\|x + y\|^O_{\varphi,\omega} > \|x\|^O_{\varphi,\omega}$.
\[
Necessity. \text{ Assume that } \omega(n) = 0 \text{ and define } x = (1, \ldots, 1, 0) \text{ and } y = (0, \ldots, 0, 1). \text{ We have that } x + y = (1, \ldots, 1) \text{ and } I_{\varphi,\omega}(kx) = I_{\varphi,\omega}(k(x + y)) \text{ for any } k > 0, \text{ whence } \|x + y\|^O_{\varphi,\omega} = \|x\|^O_{\varphi,\omega}.
\]
Suppose now that $\omega(n) > 0$, $h \in K(x_{n-1})$ and $a_\varphi > 0$. Define $y = (0, \ldots, 0, \min(n, 1))$. Then $x_{n-1} + y = (1, \ldots, 1, \min(n, 1))$ and
\[
\|x_{n-1}\|^O_{\varphi,\omega} = \inf_{k > 0} \frac{1}{k} (1 + I_{\varphi,\omega}(kx_{n-1})) \leq \inf_{k > 0} \frac{1}{k} (1 + I_{\varphi,\omega}(k(x_{n-1} + y))) = \|x_{n-1} + y\|^O_{\varphi,\omega}.
\]
On the other hand,
\[
\|x_{n-1}\|^O_{\varphi,\omega} = \frac{1}{h} (1 + I_{\varphi,\omega}(hx_{n-1})) = \frac{1}{h} (1 + I_{\varphi,\omega}(h(x_{n-1} + y))) \geq \|x_{n-1} + y\|^O_{\varphi,\omega},
\]
whence $\|x_{n-1}\|^O_{\varphi,\omega} = \|x_{n-1} + y\|^O_{\varphi,\omega}$.

**Theorem 3.7** The following conditions are equivalent:

(i) $\omega(i) > 0$ for any $i \in \mathbb{N}$ and $(a_\varphi = 0$ whenever there exists $n \in \mathbb{N}$ such that $K(x_n) \neq \emptyset$, where $x_n = (1, \ldots, 1, 0, 0, \ldots)$);

(ii) the space $(\lambda_{\varphi,\omega}, \| \cdot \|^O_{\varphi,\omega})$ is strictly monotone;

(iii) the space $(\lambda_{\varphi,\omega}, \| \cdot \|^O_{\varphi,\omega})$ is lower locally uniformly monotone.

**Remark 3.8** Let $\omega(i) > 0$ for any $i \in \mathbb{N}$. Then the condition $K(x_n) = \emptyset$ for any $n \in \mathbb{N}$ is equivalent to the fact that $\lim_{u \to \infty} \frac{\omega(u)}{u} = B < \infty$ and $\psi(B) \sum_{i=1}^{\infty} \omega(i) \leq 1$; see also Remark 2.12 and Example 2.13.

In particular, if $\sum_{i=1}^{\infty} \omega(i) = \infty$, then the condition $K(x_n) = \emptyset$ for any $n \in \mathbb{N}$ is equivalent to the equality $\lim_{u \to \infty} \frac{\omega(u)}{u} = B$ and $\psi(B) = 0$; however, we have in that case $\varphi(u) = Bu$ for $u \geq 0$, and thereby $a_\varphi = 0$. Hence, if $\sum_{i=1}^{\infty} \omega(i) = \infty$, the space $(\lambda_{\varphi,\omega}, \| \cdot \|^O_{\varphi,\omega})$ is strictly monotone (equivalently lower locally uniformly monotone) if and only if $a_\varphi = 0$. }

\[
\square \text{ Springer}
\]
Proof (i)⇒(ii). If \( a_\varphi = 0 \), then the proof of this implication is analogous to the proof of
sufficiency in Theorem 3.1. Let us now assume that \( a_\varphi > 0 \). Then for any \( n \in \mathbb{N} \) we
have \( K(x_n) = \emptyset \). Take any \( x, y \in (\lambda_{\varphi, \omega})_a \), \( x \geq 0 \), \( y \geq 0 \), \( y \neq 0 \). First we shall show that
\( K(x + y) = \emptyset \). Let us take any \( k > 0 \). Since \((\lambda_{\varphi, \omega})_a = c_0\), there exists \( n(k) \in \mathbb{N} \) such that
\( k(x + y)^*(n) < a_\varphi \) for any \( n > n(k) \), whence
\[
I_{\psi, \omega}(p(k(x + y)^*)) = \sum_{i=1}^{n(k)} \psi(p(k(x + y)^*(i))) \omega(i) < 1.
\]
By the arbitrariness of \( k > 0 \), we get \( K(x + y) = \emptyset \). Using again the fact that \((\lambda_{\varphi, \omega})_a = c_0\), we
conclude that there exists \( j \in \mathbb{N} \) such that \( x^*(j) < (x + y)^*(j) \). We will also find \( k_0 > 0 \) such that
\[
k_0 \frac{x^*(j) + (x + y)^*(j)}{2} > a_\varphi.
\]
Repeating the reasoning from Theorem 3.6, we get again \( \|x + y\|_{\varphi, \omega} > \|x\|_{\varphi, \omega} \).

The proof of implication (ii)⇒(i) is analogous to the proof of necessity of Theorem 3.6.
The implication (ii)⇒(iii) follows from [12]*Theorem 2.7, whereas the implication (iii)⇒(ii) is
obvious. \( \square \)

**Theorem 3.9**

(i) If \( \sum \omega(i) = \infty \), then the space \((\lambda_{\varphi, \omega})_a, \| \cdot \|_{\varphi, \omega}\) is upper locally
uniformly monotone if and only if the function \( \varphi \) satisfies the condition \( \Delta_2(0) \).

(ii) If \( \sum \omega(i) < \infty \), then the space \((\lambda_{\varphi, \omega})_a, \| \cdot \|_{\varphi, \omega}\) is upper locally uniformly monotone
if and only if \( \omega(i) > 0 \) for any \( i \in \mathbb{N} \) and \( a_\varphi = 0 \) if there exists \( n \in \mathbb{N} \) such that \( K(x_n) \neq \emptyset \),
where \( x_n = (1, 1, \ldots, 1, 0, 0, \ldots) \).

Proof (i) If \( \sum \omega(i) = \infty \) and \( \varphi \in \Delta_2(0) \), then, using Theorem 2.16, we get \((\lambda_{\varphi, \omega})_a = \lambda_{\varphi, \omega}\). Whence by Theorem 3.5 we conclude that the space \((\lambda_{\varphi, \omega})_a, \| \cdot \|_{\varphi, \omega}\) is upper locally
uniformly monotone.

Let us now assume that \( \sum \omega(i) = \infty \) and \((\lambda_{\varphi, \omega})_a, \| \cdot \|_{\varphi, \omega}\) is upper locally uniformly
monotone. Hence, it is strictly monotone as well, and we obtain \( a_\varphi = 0 \) (see Remark 3.8).

The necessity of the condition \( \Delta_2(0) \) can be shown in the same way as in the proof of the
implication (iii)⇒(i) in Theorem 3.5. Notice that the elements \( x, y_n \) and \( z_n \), \( n \in \mathbb{N} \) defined in
that proof belong to \((\lambda_{\varphi, \omega})_a\).

(ii) By Theorem 3.7 and [7, Theorem 3], we get that the space \((\lambda_{\varphi, \omega})_a, \| \cdot \|_{\varphi, \omega}\) is strictly
monotone and it has the Kadec-Klee property with respect to the coordinatewise convergence,
whence by [9, Theorem 4.1] we obtain that it is upper locally uniformly monotone.

The necessity follows from Theorem 3.7. \( \square \)

**Example 3.10** Let \( \varphi(u) = 0 \) for \( u \in [0, 1] \) and \( \varphi(u) = u - 1 \) for \( u > 1 \). We have that
\( a_\varphi = 1 \), \( \lim_{u \to \infty} \frac{\varphi(u)}{u} = 1 \), and \( \psi(1) = 1 \).

First assume that \( \omega_1(i) = \frac{1}{i^2} \). Then \( \psi(1) \sum \omega_1(i) = 1 \). By Theorem 3.6, the space
\((\lambda_{\varphi, \omega_1}, \| \cdot \|_{\varphi, \omega_1}\) is uniformly monotone for any \( n \geq 2 \). Moreover, by Theorems 3.7 and 3.9, the
space \((\lambda_{\varphi, \omega_1}, \| \cdot \|_{\varphi, \omega_1}\) is lower and upper locally uniformly monotone.

\( \square \)
Let now ω₂ be such that ω₂(1) ≥ 1. Then ψ(1)ω₂(1) ≥ 1 and in consequence K(x₁) ≠ ∅, where x₁ = (1, 0, 0, ...), whence by Theorem 3.6 the space (λ₂,ω₂, ||·||₀) is not strictly monotone.

**Remark 3.11**  (i) Let us note that if ∑ᵢ₌₁ⁿ ω(i) = ∞, aₙ = 0 and φ ∉ ∆₂(0), then the space (λₙ,ωₙ, ||·||₀) is lower locally uniformly monotone but it is not upper locally uniformly monotone (see Theorems 3.7 and 3.9 and Remark 3.8). A similar problem was considered by Hudzik and Kurc in [18] for the Musielak-Orlicz space (and thereby also for the Orlicz space). It is still unknown if upper local uniform monotonicity implies lower local uniform monotonicity.

(ii) Let now ∑ᵢ₌₁ⁿ⁺¹ ω(i) < ∞. Then, as we stated before, (λₙ,ωₙ, ||·||₀) and ||·||₀ are equivalent (see [11, Theorem 4.2]). If additionally ω(i) > 0 for any i ∈ N and (aₙ = 0 if only there exists n ∈ N such that K(xₙ) ≠ ∅, where xₙ = (1, 1, ..., 1, 0, 0, ...)), then the space c₀ equipped with the norm ||·||₀ is not only strictly monotone but also lower and upper locally uniformly monotone. However, it is not uniformly monotone as the next Theorem shows.

The sequence ω is called regular if there exists η ∈ (0, 1] such that for any n ∈ N, the equality

$$\sum_{i=₁}^{₂n} ω(i) ≥ (1 + η) \sum_{i=₁}^{ₙ} ω(i)$$

holds. It is easy to show that if ω is regular, then ∑ᵢ₌₁ⁿ⁺¹ ω(i) = ∞. The converse implication is not true. We can namely take a sequence ω, where ω(i) = 1 for i ∈ N, which is not regular although ∑ᵢ₌₁ⁿ⁺¹ ω(i) = ∞.

**Theorem 3.12**  The following conditions are equivalent:

(i) the Orlicz function φ satisfies the condition ∆₂(0) and the weight sequence is regular;

(ii) the space (λₙ,ωₙ, ||·||₀) is uniformly monotone;

(iii) the space (λₙ,ωₙ, ||·||₀) is uniformly monotone.

**Proof**  (i)⇒(ii). In this part of the proof, we use the idea presented by Hudzik and Kamińska in [16] which was later modified in papers [9] and [15]. We will show the whole proof for clarity and completeness.

By Theorem 6 in [17], it is sufficient to show that for any ε > 0, there exists δ(ε) ∈ (0, 1) such that for any x ≥ 0, xₙ,0 = 1 and any set A ⊆ N such that ||xₙ,A||₀ ≥ ε, we have ||xₙ,N \ A||₀ ≤ 1 - δ(ε). The proof consists of three parts.

1. First assume that x is non-negative, non-increasing and it has a finite support, which means that there exists m ∈ N such that x(m) > x(m + 1) = 0, and ||xₙ||₀ ≤ 1. We will show that for any ε ∈ (0, 1), there exists β(ε) ∈ (0, 1) such that for any set A ⊆ {1, 2, ..., m}, we get ||xₙ,A \ {1,2,...,m}\A||₀ ≤ 1 - β(ε) whenever ||xₙ,A||₀ ≥ ε. As ||xₙ,A||₀ ≥ ε, by Lemma 2.8(ii) we have

$$Iₙ,A(xₙ) ≥ ν(ε)$$

where the constant 0 < ν(ε) ≤ ε depends only on ε. Let p ∈ N be the smallest natural number
such that the inequality

\[ \frac{1}{(1+\eta)^{p}} \leq \frac{\nu(\varepsilon)}{4} \leq \frac{\varepsilon}{4} \]

holds, where \( \eta \) is the constant from the definition of the regularity of the weight function.

Let \( a_1 := \sup \{ i = 1, 2, \ldots, m : x(i) = x(1) \} \). Then \( 1 \leq a_1 \leq m \) and \( x(a_1) > x(a_1 + 1) \). If \( a_1 < m \), that means \( x(a_1 + 1) > 0 \), analogously as above we define \( a_2, \ldots, a_l = m \) in such a way that

\[ x(a_{j-1}) > x(a_{j-1} + 1) = \ldots = x(a_{j}) > x(a_{j} + 1), \]

for \( j = 2, \ldots, l \). Let \( u_j = x(a_j) \) for \( j = 1, 2, \ldots, l \) and \( u_{j+1} = 0 \). Defining

\[ b_j = m(\{1, \ldots, a_j\} \cap A) \quad \text{and} \quad c_j = m(\{1, \ldots, a_j\} \backslash A) \]

for \( j = 1, \ldots, l \), we have \( b_j + c_j = a_j \) for \( j = 1, \ldots, l \). We define four subsets of \( \mathbb{N} \) by the following formulas:

\[
\begin{align*}
N_1 &= \{ j \in \{1, \ldots, l\} : c_j < b_j/2^p \}, \\
N_2 &= \{ j \in \{1, \ldots, l\} : b_j/2^p \leq c_j \leq b_j \}, \\
N_3 &= \{ j \in \{1, \ldots, l\} : b_j < c_j \leq 2^pb_j \}, \\
N_4 &= \{ j \in \{1, \ldots, l\} : 2^pb_j < c_j \}.
\end{align*}
\]

Obviously, the sets \( N_i (i = 1, \ldots, 4) \) are pairwise disjoint and

\[ \bigcup_{i=1}^{4} N_i = \{1, \ldots, l\}. \]

Suppose first that \( K(x) \neq \emptyset \), which means that there exists \( k_0 > 1 \) such that

\[ 1 \geq \|x\|_{\varphi,\omega}^0 = \frac{1}{k_0} \left\{ 1 + I_{\varphi,\omega}(k_0x) \right\} = \frac{1}{k_0} \left\{ 1 + \sum_{i=1}^{m} \varphi(k_0x^*(i))\omega(i) \right\} \]

\[ = \frac{1}{k_0} \left\{ 1 + \sum_{j=1}^{l} (\varphi(k_0u_j) - \varphi(k_0u_{j+1})) \sum_{i=1}^{a_j} \omega(i) \right\}. \quad (3.4) \]

By inequality (3.3), using the convexity of the modular, we obtain

\[ I_{\varphi,\omega}(k_0x^A) = \sum_{j=1}^{l} (\varphi(k_0u_j) - \varphi(k_0u_{j+1})) \sum_{i=1}^{b_j} \omega(i) \geq k_0\nu(\varepsilon). \quad (3.5) \]

Since \( b_j \leq a_j \), using the regularity of the weight \( H \) sequence, we get

\[
\begin{align*}
1 &\geq \frac{1}{k_0} \left\{ 1 + \sum_{j \in N_1} (\varphi(k_0u_j) - \varphi(k_0u_{j+1})) \sum_{i=1}^{a_j} \omega(i) \right\} \\
&\geq \frac{1}{k_0} \left\{ 1 + \sum_{j \in N_1} (\varphi(k_0u_j) - \varphi(k_0u_{j+1})) \sum_{i=1}^{b_j} \omega(i) \right\} \\
&\geq \frac{1}{k_0} \left\{ 1 + \sum_{j \in N_1} (\varphi(k_0u_j) - \varphi(k_0u_{j+1})) \sum_{i=1}^{2^pc_j} \omega(i) \right\} \\
&\geq \frac{1}{k_0} \left\{ 1 + (1+\eta)^p \sum_{j \in N_1} (\varphi(k_0u_j) - \varphi(k_0u_{j+1})) \sum_{i=1}^{c_j} \omega(i) \right\} \\
&\geq \frac{1}{k_0} \left\{ 1 + (1+\eta)^p \sum_{j \in N_1} (\varphi(k_0u_j) - \varphi(k_0u_{j+1})) \sum_{i=1}^{c_j} \omega(i) \right\}
\end{align*}
\]
and this yields
\[ \sum_{j \in N_1} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{c_j} \omega(i) \leq \frac{k_0 - 1}{(1 + \eta)^p} \leq \frac{k_0 \nu(\varepsilon)}{4}. \] (3.6)

We have \( c_j \leq b_j \) for \( j \in N_2 \). Hence, by the equality \( b_j + c_j = a_j \), as well as the monotonicity and regularity of the weight \( H \) sequence, we obtain
\[ \sum_{j \in N_2} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{a_j} \omega(i) - \sum_{j \in N_2} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{c_j} \omega(i) \]
\[ \geq \sum_{j \in N_2} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{2b_j} \omega(i) - \sum_{j \in N_2} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{b_j} \omega(i) \]
\[ \geq \eta \sum_{j \in N_2} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{b_j} \omega(i). \] (3.7)

Since \( b_j < c_j \leq 2^p b_j \) for \( j \in N_3 \), applying again the monotonicity and regularity of the weight \( H \) sequence, we have
\[ \sum_{j \in N_3} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{a_j} \omega(i) - \sum_{j \in N_3} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{c_j} \omega(i) \]
\[ \geq \sum_{j \in N_3} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{a_j + b_j} \omega(i) - \sum_{j \in N_3} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{a_j} \omega(i) \]
\[ = \sum_{j \in N_3} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=a_j + 1}^{a_j + b_j} \omega(i) \]
\[ \geq \frac{1}{2^{p+1}} \sum_{j \in N_3} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=a_j + 1}^{a_j + 2^{p+1} b_j} \omega(i) \]
\[ \geq \frac{1}{2^{p+1}} \sum_{j \in N_3} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=a_j + 1}^{2^{a_j}} \omega(i) \]
\[ \geq \frac{\eta}{2^{p+1}} \sum_{j \in N_3} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{a_j} \omega(i) \]
\[ \geq \frac{\eta}{2^{p+1}} \sum_{j \in N_3} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{b_j} \omega(i). \] (3.8)

Proceeding analogously for \( N_4 \) as in case of \( N_1 \), we get
\[ 1 \geq \frac{1}{k_0} \left\{ 1 + \sum_{j \in N_4} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{a_j} \omega(i) \right\} \]
\[ \geq \frac{1}{k_0} \left\{ 1 + \sum_{j \in N_4} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{c_j} \omega(i) \right\} \]
\[ \geq \frac{1}{k_0} \left\{ 1 + \sum_{j \in N_4} (\varphi(k_0 u_j) - \varphi(k_0 u_{j+1})) \sum_{i=1}^{2^p b_j} \omega(i) \right\} \]
\[
\geq \frac{1}{k_0} \left\{ 1 + (1 + \eta)^p \sum_{j \in N_4} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{b_j} \omega(i) \right\},
\]
whence
\[
\sum_{j \in N_4} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{b_j} \omega(i) \leq \frac{k_0 - 1}{(1 + \eta)^p} \leq \frac{k_0 \nu(\varepsilon)}{4}. \tag{3.9}
\]

If \( \sum_{j \in N_1} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{b_j} \omega(i) \geq \frac{k_0 \nu(\varepsilon)}{2} \), then by inequality (3.6), we get
\[
\sum_{j=1}^{l} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{a_j} \omega(i) - \sum_{j=1}^{l} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{c_j} \omega(i)
\]
\[
\geq \sum_{j \in N_1} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{a_j} \omega(i) - \sum_{j \in N_1} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{c_j} \omega(i)
\]
\[
\geq \sum_{j \in N_1} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{b_j} \omega(i) - \sum_{j \in N_1} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{c_j} \omega(i)
\]
\[
\geq \frac{k_0 \nu(\varepsilon)}{2} - \frac{k_0 \nu(\varepsilon)}{4} = \frac{k_0 \nu(\varepsilon)}{4}. \tag{3.10}
\]

Let now \( \sum_{j \in N_1} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{b_j} \omega(i) < \frac{k_0 \nu(\varepsilon)}{2} \). Then, using inequality (3.5), we have
\[
\sum_{j \in N_2 \cup N_3} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{b_j} \omega(i) \geq \frac{k_0 \nu(\varepsilon)}{2},
\]
whence by inequality (3.9), we get \( \sum_{j \in N_2 \cup N_3} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{b_j} \omega(i) \geq \frac{k_0 \nu(\varepsilon)}{4} \). Thus, by (3.7) and (3.8), we obtain
\[
\sum_{j=1}^{l} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{a_j} \omega(i) - \sum_{j=1}^{l} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{c_j} \omega(i)
\]
\[
\geq \sum_{j \in N_2 \cup N_3} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{a_j} \omega(i) - \sum_{j \in N_2 \cup N_3} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{c_j} \omega(i)
\]
\[
\geq \frac{\eta}{2^{p+1}} \sum_{j \in N_2 \cup N_3} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{b_j} \omega(i) \geq \frac{\eta}{2^{p+1}} \cdot \frac{k_0 \nu(\varepsilon)}{4} = \frac{k_0 \eta \cdot \nu(\varepsilon)}{2^{p+3}}. \tag{3.11}
\]

Finally, by (3.4), (3.10) and (3.11), we have
\[
I_{\varepsilon, \omega}(k_0 x \chi_{1,2,...,m} \setminus A) = \sum_{j=1}^{l} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{c_j} \omega(i)
\]
\[
= \sum_{j=1}^{l} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{a_j} \omega(i)
\]
\[
- \left( \sum_{j=1}^{l} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{b_j} \omega(i) - \sum_{j=1}^{l} \left( \varphi(k_0 u_j) - \varphi(k_0 u_{j+1}) \right) \sum_{i=1}^{c_j} \omega(i) \right).
\]
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\[ \leq k_0 - 1 - k_0 \frac{\eta \cdot \nu(\varepsilon)}{2p+3}, \]

whence
\[
\|x\chi_{(1,2,\ldots,m)\setminus A}\|_{\mathcal{O},\omega}^Q \leq \frac{1}{k_0} \left\{ 1 + I_{\phi,\omega}\left( k_0 x\chi_{(1,2,\ldots,m)\setminus A}\right) \right\} \leq 1 - \frac{\eta \cdot \nu(\varepsilon)}{2p+3}. \tag{3.12}
\]

Let us now assume that \( K(x) = \emptyset \). Then \( \lim_{u \to \infty} \frac{\varepsilon(u)}{u} = \lim_{u \to \infty} p(u) = B \) (and \( \psi(B) \sum_{i=1}^{m} \omega(i) < 1 \) or \( \psi(B) \sum_{i=1}^{m} \omega(i) = 1 \) and \( p(u) < B \) for any \( u > 0 \)); see Remark 2.12). By Lemma 1, from [7], we have
\[
1 \geq \|x\|_{\mathcal{O},\omega}^Q = B \sum_{i=1}^{m} x^*(i) \omega(i) = B \sum_{j=1}^{l} (u_j - u_{j+1}) \sum_{i=1}^{a_j} \omega(i) \tag{3.13}
\]
and
\[
\|x\chi_{A}\|_{\mathcal{O},\omega}^Q = B \sum_{j=1}^{l} (u_j - u_{j+1}) \sum_{i=1}^{b_j} \omega(i) \geq \varepsilon. \tag{3.14}
\]

Using the fact that \( b_j \leq a_j \) and regularity of the weight \( H \) sequence, we obtain
\[
1 \geq B \sum_{j \in N_1} (u_j - u_{j+1}) \sum_{i=1}^{a_j} \omega(i) \geq B \sum_{j \in N_1} (u_j - u_{j+1}) \sum_{i=1}^{b_j} \omega(i) \geq B \sum_{j \in N_1} (u_j - u_{j+1}) \sum_{i=1}^{c_j} \omega(i) \tag{3.15}
\]
and consequently,
\[
B \sum_{j \in N_1} (u_j - u_{j+1}) \sum_{i=1}^{c_j} \omega(i) \leq \frac{1}{(1 + \eta)^p} \leq \frac{\varepsilon}{4}. \tag{3.16}
\]

We proceed analogously as in (3.7) and (3.8) and we get
\[
B \sum_{j \in N_2} (u_j - u_{j+1}) \sum_{i=1}^{a_j} \omega(i) - B \sum_{j \in N_2} (u_j - u_{j+1}) \sum_{i=1}^{c_j} \omega(i) \geq \eta B \sum_{j \in N_2} (u_j - u_{j+1}) \sum_{i=1}^{b_j} \omega(i) \tag{3.17}
\]
and
\[
B \sum_{j \in N_3} (u_j - u_{j+1}) \sum_{i=1}^{a_j} \omega(i) - B \sum_{j \in N_3} (u_j - u_{j+1}) \sum_{i=1}^{c_j} \omega(i) \geq \frac{\eta B}{2^{p+1}} \sum_{j \in N_3} (u_j - u_{j+1}) \sum_{i=1}^{b_j} \omega(i). \tag{3.18}
\]

Proceeding in turn analogously as for \( N_1 \) (see (3.15) and (3.16)), we have
\[
B \sum_{j \in N_4} (u_j - u_{j+1}) \sum_{i=1}^{b_j} \omega(i) \leq \frac{1}{(1 + \eta)^p} \leq \frac{\varepsilon}{4}. \tag{3.19}
\]

If \( B \sum_{j \in N_1} (u_j - u_{j+1}) \sum_{i=1}^{b_j} \omega(i) \geq \frac{\varepsilon}{2} \), then by inequality (3.16) (proceeding similarly to (3.10)), we get
\[
B \sum_{j=1}^{l} (u_j - u_{j+1}) \sum_{i=1}^{a_j} \omega(i) - B \sum_{j=1}^{l} (u_j - u_{j+1}) \sum_{i=1}^{c_j} \omega(i) \geq \frac{\varepsilon}{4}. \tag{3.20}
\]
In the opposite case, that is, if \( B \sum_{j \in N_1} (u_j - u_{j+1}) \sum_{i=1}^{b_j} < \frac{\varepsilon}{2} \), by (3.14) and (3.19), we have \( B \sum_{j \in N_2 \cup N_3} (u_j - u_{j+1}) \sum_{i=1}^{b_j} \geq \frac{\varepsilon}{4} \). Therefore, by analogy with (3.11), by (3.17) and (3.18) we have

\[
B \sum_{j=1}^{l} (u_j - u_{j+1}) \sum_{i=1}^{a_j} \omega(i) - B \sum_{j=1}^{l} (u_j - u_{j+1}) \sum_{i=1}^{c_j} \omega(i) \geq \frac{\eta \cdot \varepsilon}{2p+3}, \tag{3.21}
\]

In virtue of (3.20) and (3.21), we obtain

\[
\|x \chi_{\{1,2,\ldots,m\} \setminus A}\|_{\mathcal{O}_{\phi,\omega}} = B \sum_{j=1}^{l} (u_j - u_{j+1}) \sum_{i=1}^{c_j} \omega(i) = B \sum_{j=1}^{l} (u_j - u_{j+1}) \sum_{i=1}^{a_j} \omega(i)
- \left( B \sum_{j=1}^{l} (u_j - u_{j+1}) \sum_{i=1}^{a_j} \omega(i) - B \sum_{j=1}^{l} (u_j - u_{j+1}) \sum_{i=1}^{c_j} \omega(i) \right)
\leq 1 - \frac{\eta \cdot \varepsilon}{2p+3},
\]

whence, and by (3.12), assuming \( \beta(\varepsilon) = \frac{\nu(\varepsilon)}{2p+3} (\nu(\varepsilon) \leq \varepsilon) \) we obtain

\[
\|x \chi_{\{1,2,\ldots,m\} \setminus A}\|_{\mathcal{O}_{\phi,\omega}} \leq 1 - \beta(\varepsilon), \tag{3.22}
\]

which ends the first part of the proof of the implication (i)\Rightarrow(ii).

2. Supposing now that \( x \) is non-negative, it has a finite support and \( \|x\|_{\mathcal{O}_{\phi,\omega}} \leq 1 \). Then there exists a permutation \( \sigma \) of the set \( N \) such that \( x^* (i) = x (\sigma(i)) \) for any \( i \in N \). Take any fixed \( \varepsilon \in (0,1) \) and let \( A \subset N \) be such that \( \|x_{\chi_A}\|_{\mathcal{O}_{\phi,\omega}} \geq \varepsilon \). Defining \( C = \sigma^{-1} A \), we have \( \|x_{\chi_C}\|_{\mathcal{O}_{\phi,\omega}} = \|x_{\chi_A}\|_{\mathcal{O}_{\phi,\omega}} \geq \varepsilon \), whence, by the first part of the proof, we get \( \|x_{\chi_{N \setminus A}}\|_{\mathcal{O}_{\phi,\omega}} = \|x^* \chi_{\{1,2,\ldots,m(\text{supp} x)\} \setminus C}\|_{\mathcal{O}_{\phi,\omega}} \leq 1 - \beta(\varepsilon) \).

3. Finally, let \( x \in (\Lambda_{\phi,\omega})_+ \) (the positive cone of \( \Lambda_{\phi,\omega} \)), \( \|x\|_{\mathcal{O}_{\phi,\omega}} = 1 \) and let \( A \subset N \) be such that \( \|x_{\chi_A}\|_{\mathcal{O}_{\phi,\omega}} \geq \varepsilon \). Let us define \( x_n = x \chi_{\{1,2,\ldots,n\}} \). By the Fatou property, there exists \( n_0 \in N \) such that \( \|x_{\chi_{\Lambda\setminus A}}\|_{\mathcal{O}_{\phi,\omega}} \geq \frac{\varepsilon}{2} \) for \( n \geq n_0 \). Therefore, by the second part of the proof, there exists \( \beta \left( \frac{\varepsilon}{2} \right) > 0 \) such that \( \|x_{\chi_{N \setminus \Lambda}}\|_{\mathcal{O}_{\phi,\omega}} \leq 1 - \beta \left( \frac{\varepsilon}{2} \right) \) for \( n \geq n_0 \). Using the Fatou property again, we have \( \|x_{\chi_{N \setminus A}}\|_{\mathcal{O}_{\phi,\omega}} \leq \frac{1}{2} - (1 - \delta(\varepsilon)) \), where \( \delta(\varepsilon) := \beta \left( \frac{\varepsilon}{2} \right) \).

The implication (ii)\Rightarrow(iii) is obvious. Now, we will prove the implication (iii)\Rightarrow(i). Since uniform monotonicity implies strict monotonicity, by Theorem 3.7 we have \( \omega(i) > 0 \) for any \( i \in N \). Suppose that a weight sequence \( \omega \) is not regular. Then, there exists an increasing sequence \( (i_n) \) such that \( \lim_{n \to \infty} i_n = \infty \) and

\[
\sum_{i=1}^{2i_n} \omega(i) \leq \left( 1 + \frac{1}{n} \right) \sum_{i=1}^{i_n} \omega(i).
\]

for any \( n \in N \). If \( K(\chi_{\{1,2,\ldots,i_n\}}) = \emptyset \) for any \( n \in N \), then \( \lim_{u \to \infty} \frac{\omega(u)}{u} = B \) and \( \psi(B) \sum_{i=1}^{\infty} \omega(i) \leq 1 \) (see Remark 2.12). By Lemma 2.14 we get

\[
\|x_{\chi_{\{1,2,\ldots,2i_n\}}}\|_{\mathcal{O}_{\phi,\omega}} = B \sum_{i=1}^{2i_n} \omega(i)
\]
for any $n \in \mathbb{N}$. Therefore, putting $x_n := u_n \chi_{\{1,2,\ldots,2i_n\}}$, where
\[
u_n = \frac{1}{B \sum_{i=1}^{2i_n} \omega(i)} ,
\]
we obtain $\|x_n\|_{\psi,\omega}^O = 1$ for any $n \in \mathbb{N}$. Defining $y_n := u_n \chi_{\{1,2,\ldots,i_n\}}$ for all $n \in \mathbb{N}$, we have that $y_n = y_n^* = (x_n - y_n)^*$ and
\[
\|x_n - y_n\|_{\psi,\omega}^O = \|y_n\|_{\psi,\omega}^O = B u_n \sum_{i=1}^{i_n} \omega(i) \geq \frac{n}{n+1} B u_n \sum_{i=1}^{2i_n} \omega(i) = \frac{n}{n+1}
\]
for the same $n$, and we conclude that $((\lambda_{\psi,\omega})_n, \| \cdot \|_{\psi,\omega}^O)$ is not uniformly monotone, a contradiction.

Now, suppose that $K(\chi_{\{1,2,\ldots,i_n\}}) \neq \emptyset$ starting from some $n$. Without loss of generality we may assume that $n = 1$. Hence, applying again Lemma 2.14, we obtain
\[
\|\chi_{\{1,2,\ldots,2i_1\}}\|_{\psi,\omega}^O = \psi^{-1} \left( \frac{1}{2i_1} \sum_{i=1}^{2i_1} \omega(i) \right) \sum_{i=1}^{2i_1} \omega(i)
\]
for all $n \in \mathbb{N}$. Therefore, defining for any $n \in \mathbb{N}$ elements $x_n = v_n \chi_{\{1,2,\ldots,2i_n\}}$ and $y_n = v_n \chi_{\{1,2,\ldots,i_n\}}$, where
\[
u_n = \frac{1}{\|\chi_{\{1,2,\ldots,2i_1\}}\|_{\psi,\omega}^O},
\]
we get that $\|x_n\|_{\psi,\omega}^O = 1$, $y_n = y_n^* = (x_n - y_n)^*$ and
\[
\|x_n - y_n\|_{\psi,\omega}^O = \|y_n\|_{\psi,\omega}^O = v_n \psi^{-1} \left( \frac{1}{\sum_{i=1}^{i_n} \omega(i)} \sum_{i=1}^{i_n} \omega(i) \right) \sum_{i=1}^{i_n} \omega(i) \geq v_n \psi^{-1} \left( \frac{1}{\sum_{i=1}^{2i_n} \omega(i)} \sum_{i=1}^{2i_n} \omega(i) \right) \sum_{i=1}^{2i_n} \omega(i) = \frac{n}{n+1},
\]
which again gives a contradiction. Thereby, we showed that the weight sequence is regular, whence we get $\sum_{i=1}^{\infty} \omega(i) = \infty$ in particular. Since uniform monotonicity implies upper local uniform monotonicity, by Theorem 3.9(i), we obtain $\varphi \in \Delta_2(0). \qed$

**Remark 3.13** It is worth noticing that the necessary and sufficient conditions for respective monotonicity properties of the Orlicz-Lorentz space (or its subspaces) equipped with the Orlicz norm are weaker than the analogous conditions for the Orlicz-Lorentz space (or its subspaces) equipped with the Luxemburg norm (see [4, Lemma 1], [9, Theorems 4.2–4.4] and [12, Corollary 4.5]). In the case of the Luxemburg norm, we always need to assume that $\varphi(b_{\psi,\omega}) \omega(1) \geq 1$. Moreover, the necessary condition for strict monotonicity is the condition $\Delta_2(0)$ for the space $((\lambda_{\psi,\omega})_n, \| \cdot \|_{\psi,\omega}^O)$ and the condition $a_{\varphi} = 0$ for the space $((\lambda_{\psi,\omega})_n, \| \cdot \|_{\psi,\omega}^O)$ (see Example 3.10).
4 Applications to Orlicz Sequence Spaces

Let us notice that in the case when \( \omega(i) = 1 \) for any \( i \in \mathbb{N} \), Orlicz-Lorentz sequence spaces become the well-known Orlicz sequence spaces.

On the basis of the results obtained in the previous part of this paper, we easily get respective criteria for Orlicz sequence spaces \( l_\varphi \) as well as for their infinitely dimensional subspaces \( h_\varphi \) (that is, subspaces of order continuous elements in \( l_\varphi \)) and their \( n \)-dimensional subspaces \( l_\varphi^n \) \( (n \geq 2) \).

**Corollary 4.1** (See Theorem 3.6) Let \( l_\varphi^n \) be an \( n \)-dimensional subspace of \( l_\varphi \). The space \( (l_\varphi^n, \| \cdot \|_{O_\varphi}) \) is strictly monotone (equivalently uniformly monotone) if and only if \( a_\varphi = 0 \) whenever \( K(x_{n-1}) \neq \emptyset \), where \( x_{n-1} = (1, \ldots, 1, 0) \).

**Remark 4.2** Note that in an Orlicz space, the condition \( K(x_{n-1}) = \emptyset \) is equivalent to the fact that \( \lim_{u \to \infty} \frac{\varphi(u)}{u} = B \) and \( (\psi(B) < \frac{1}{n-1} \text{ or } (\psi(B) = \frac{1}{n-1} \text{ and } p(u) < B \text{ for any } u > 0)) \).

**Corollary 4.3** (See Theorems 3.1, 3.2 and 3.7) The following conditions are equivalent:

(i) the Orlicz function \( \varphi \) vanishes only at zero \( (a_\varphi = 0) \);

(ii) the sequence Orlicz space \( (l_\varphi, \| \cdot \|_{O_\varphi}) \) does not contain an order linearly isometric copy of \( l^\infty \);

(iii) the sequence Orlicz space \( (l_\varphi, \| \cdot \|_{O_\varphi}) \) is strictly monotone;

(iv) the space \( (h_\varphi, \| \cdot \|_{O_\varphi}) \) is strictly monotone;

(v) the space \( (h_\varphi, \| \cdot \|_{O_\varphi}) \) is locally uniformly monotone.

**Corollary 4.4** (See Theorems 2.16, 3.5, 3.9(i) and 3.12) The following conditions are equivalent:

(i) the Orlicz function \( \varphi \) satisfies the condition \( \Delta_2(0) \);

(ii) the sequence Orlicz space \( (l_\varphi, \| \cdot \|_{O_\varphi}) \) is order continuous;

(iii) the sequence Orlicz space \( (l_\varphi, \| \cdot \|_{O_\varphi}) \) is lower locally uniformly monotone;

(iv) the sequence Orlicz space \( (l_\varphi, \| \cdot \|_{O_\varphi}) \) is upper locally uniformly monotone;

(v) the sequence Orlicz space \( (l_\varphi, \| \cdot \|_{O_\varphi}) \) is uniformly monotone;

(vi) the space \( (h_\varphi, \| \cdot \|_{O_\varphi}) \) is upper locally uniformly monotone;

(vii) the space \( (h_\varphi, \| \cdot \|_{O_\varphi}) \) is uniformly monotone.
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