Learning Guided Electron Microscopy with Active Acquisition
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Abstract. Single-beam scanning electron microscopes (SEM) are widely used to acquire massive data sets for biomedical study, material analysis, and fabrication inspection. Datasets are typically acquired with uniform acquisition: applying the electron beam with the same power and duration to all image pixels, even if there is great variety in the pixels’ importance for eventual use. Many SEMs are now able to move the beam to any pixel in the field of view without delay, enabling them, in principle, to invest their time budget more effectively with non-uniform imaging.

In this paper, we show how to use deep learning to accelerate and optimize single-beam SEM acquisition of images. Our algorithm rapidly collects an information-lossy image (e.g. low resolution) and then applies a novel learning method to identify a small subset of pixels to be collected at higher resolution based on a trade-off between the saliency and spatial diversity. We demonstrate the efficacy of this novel technique for active acquisition by speeding up the task of collecting connectomic datasets for neurobiology by up to an order of magnitude. Code is available at https://github.com/lumi9587/learning-guided-SEM.
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1 Introduction

Scanning electron microscopes are widely used for nanometer-scale imaging in diverse applications including structural biology [149], materials analysis [22], and semiconductor fabrication [21]. In most cases, an electron beam is applied with the same power and duration to all image pixels. This is fundamentally inefficient since the saliency of each pixel might be heterogeneous.

In this paper, we design an imaging strategy for a scanning electron microscope (SEM) that mimics the human visual system. The human visual system quickly decides saliency by first using a low-resolution (non-foveal) collection and then applies the high-resolution fovea to dwell on important parts [20]. Most scanning electron microscopes are ideally suited for such active and adaptive
The SEM firstly performs the initial scan to collect the low-resolution image \( I_{LR} \) (1). The reconstruction step is applied to generate a super-resolved image \( I_{SR} \) (2). Then the pixel of interest (3) and estimated error (4) is identified. The next step is to implement diversified sampling based on estimated error using weighted determinantal point process (WDPP) (5). Finally, a sparse bitmap is sent to SEM (6) to perform rescan (7). See more details in Section 2.1.

Right: The box plots represent different speedup factors with residual error ($L_1$ loss) using our active acquisition pipeline on SNEMI3D.

image acquisition; their scan generators can instantaneously deflect the beam to any arbitrary position and then stably dwell to acquire each pixel [1,20]. Because of fast beam re-positioning, an arbitrary distribution of pixel locations has negligible impact on scanning time. Therefore, for an image where only 5% of pixels need scanning, one can ideally speed up its acquisition by 20 folds [1,23].

Most images are characterized by two types of saliency: interest and information density. Conventional SEM ignores both types of saliency and scans the whole image using identical resolution with low efficiency [7]. In this work, we develop a new method to accelerate and optimize SEM acquisition. To do this, we have built an active acquisition algorithm that intelligently budgets the operation of a scanner to focus on regions with high saliency (either high interest or high information density) within an image.

We apply our technology to one critical area using SEM in connectomics, which aims for the reconstruction of synaptic connectivity maps for brain tissue [17,14]. So far, connectomics has only been applied to a small number of specimens because of the enormous burden in acquiring and analyzing datasets that can easily span terabytes and petabytes [13,29]. For example, scanning a cubic millimeter of brain tissue at the resolution needed for connectomics
(4nm × 4nm × 30nm per voxel) requires two thousand trillion voxels (2PBs of data). A typical SEM running at one million voxels per second would require 63 years to do this.

Here, we design to accelerate SEM image acquisition for connectomics by exploiting the sparsity of salient pixels in images. The essential goal in connectomics is to map neural circuitry [12,13]. The only structures that contain pixels with high interest are membrane of neurons, and objects associated with synapses. All other intracellular objects and extracellular space have low saliency. For typical mammalian tissues, neural membranes account for only 5-10% of the images and synapses account for even less [14]. This sparsity of salient pixels suggests significant potential for speeding up acquisition. In this work, without loss of generality, we define the membrane boundary of individual neurons as the region of interest (ROI), to demonstrate the effectiveness of our pipeline.

In contrast to previous work using image reconstruction [5,16,11,28,27,6,2], or multi-beam approaches that use highly parallelized but expensive microscope systems [4], our work aims to guide widely available single-beam SEMs to collect salient image pixels, thereby reconstructing essential regions at high resolution, as shown in Fig. 1. Our major contributions are:

– We are the first, to our knowledge, to cast the acquisition of electron microscopes as a learning-guided sampling problem and thereby capable to achieve significant speedup.
– We present an effective and principled sampling technique, weighted determinantal point process (WDPP), that optimizes pixel selection based on their saliency and spatial diversity.
– We present a new active-acquisition pipeline for SEM that executes non-uniform pixel-wise scanning, and demonstrate a potential speedup rate of up to an order of magnitude on real-world connectomic datasets.

2 Methodology

In this paper, we formulate a learning-guided sampling problem to speed up SEM acquisition. The goal is to intelligently sample a subset of pixels in a way that balances the following trade-off:

\[
\mathcal{C} = \left| I_{HR} - R(I_{HR} \odot B) \right| + \lambda \sum_{i,j} B^{(i,j)}
\]

Here \(I_{HR}\) denotes a high-resolution image, \(B\) is the bitmap with the superscript indexing positions to indicate locations of sampled pixels, \(R(\cdot)\) is the reconstruction function, \(\odot\) is the Hadamard (element-wise) product, and \(\lambda\) is a hyperparameter balancing the trade-off between reconstruction loss and acquisition cost. Unlike other works [16,11,28,27] focusing on improving \(R(\cdot)\) given a low-resolution image \(I_{LR} = I_{HR} \odot B\), our work assumes a fixed \(R(\cdot)\) and instead tries to find a reasonable bitmap \(B\) that can achieve low reconstruction loss with
low acquisition cost. We do this via the proposed WDPP sampling technique, which selects pixels based on spatial diversity as well as saliency (quantified as estimated error). In the following, we describe the overview of our active acquisition pipeline, introduce its key components (i.e., binarized error estimation in Section 2.2 and WDPP in Section 2.3) as well as our technical contributions.

2.1 Active Acquisition Pipeline

Below we describe individual steps of the active acquisition pipeline in Fig. 1.

**Initial Scan, Reconstruction, and ROI Prediction**: As the first step, SEM performs the initial scan of a low-resolution image $I_{LR}$ with negligible cost. The next step is to apply a reconstruction model $R$ to $I_{LR}$ to generate super-resolved image $I_{SR} = R(I_{LR})$. The model can use either learning-based reconstruction methods or simple interpolation rules such as bicubic. The third step (ROI Prediction) is using ROI detector $F_{ROI}$ to predict the saliency score for each pixel. Note that we are interested in two types of tasks in this paper: tasks with and tasks without ROI defined. ROI Prediction is not applied for the task without ROI defined. This task only considers regions with high information density as saliency. These steps correspond to (1)-(3) in Fig. 1.

**Binarized Error Estimation**: The fourth step, shown as (4) of Fig. 1, is to estimate the prediction error. For the tasks without ROI defined, the ground truth error is defined as $L_1$ loss $|I_{HR} - I_{SR}|$; for the tasks with ROI defined, the ground truth error is defined as $L_1$ loss $|F_{ROI}(I_{HR}) - F_{ROI}(I_{SR})|$. These errors will be estimated through an efficient and simple learning based method we propose in Section 2.2.

**Diversified Sampling**: This step, as shown in (5) of Fig. 1 is to perform WDPP sampling based on the estimated error map from the previous step. The goal is to select $K$ samples contributing the largest estimated error while balancing the spatial diversity at the same time. Details are in Section 2.3.

**Bitmap Loading and Rescan**: Once the locations of sampled pixels (produced by WDPP) are encoded into bitmaps and loaded into the SEM, the SEM will perform rescan based on the sparse bitmap. The final output $I_{OUT}$ is then reconstructed with recollected pixels during rescan as well as pixels in $I_{LR}$ collected in the initial scan.

2.2 Binarized Error Estimation

One key component of the pipeline is our proposed binarized error estimation. It is a simple and efficient supervised learning method to estimate pixel-wise error.

As shown in Fig. 2, we first binarize the continuous pixel-wise error using the mean of the error distribution $\epsilon$ as the threshold and then train a UNET [24] to perform classification. For the task with ROI defined, our goal is to train a classification network to output the pixel-wise probability (we refer to this probability as estimated error in the following text):

$$P(|F_{ROI}(I_{HR}^{(i,j)}) - F_{ROI}(I_{SR}^{(i,j)})| > \epsilon),$$
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2.2 Error Estimation

Fig. 2: The overview of our end-to-end learning framework to train the error estimation networks $F_{ES}$. For the task without ROI defined (left), the inputs of $F_{ES}$ are concatenation of $I_{SR}$ and $I_{LR}$. For the task with ROI defined (right), the inputs of $F_{ES}$ are concatenation of $F_{ROI}(I_{SR})$ and $I_{SR}$. The regression task is reformulated as a binary classification problem after applying a threshold to the ground truth error. ROI detector $F_{ROI}$ and reconstruction model $R$ are fixed during the training of $F_{ES}$.

where the superscript $(i,j)$ indexes positions. For the task without ROI defined, our goal is to predict the probability:

$$P(|I_{HR}^{(i,j)} - I_{SR}^{(i,j)}| > \epsilon).$$

Our preliminary experiments show significant improvement in error estimation compared to directly regressing the error. This is because most pixels in an image have very low error, significantly biasing the model to output low values.

2.3 Diversified Sampling

After the estimated error is acquired, one naive strategy is to rescan $K$ pixels with the highest estimated error. However, due to strong correlation between neighboring pixels, a more cost-effective way is to sample pixels according to both saliency (quantified by estimated error) and spatial diversity. To this end, we formulate the problem as a determinantal point process (DPP) \[15\].

Moreover, another key contribution in our work is to propose a weighted DPP and construct a proper DPP kernel $L$ balancing saliency and spatial diversity. Specifically, given an image with size of $M \times M$, we construct an $N \times N$ kernel $L = U^T S U^*$, where $N = M^2$ is the total number of pixels in the image, $S$ is a $N \times N$ symmetric matrix indicating location similarity, $U$ is an $N \times N$ diagonal
matrix; each diagonal entry $u_{ii}$ indicates pixel $i$'s saliency, which is quantified by the estimated error described in Section 2.2. The exponent, $\gamma$, controls the trade-off between saliency and spatial diversity. For pixel $i$ and $j$, we have

$$L_{ij} = u_{ii}^\gamma S_{ij} u_{jj}^\gamma, \quad S_{ij} = e^{-[(x_i-x_j)^2+(y_i-y_j)^2]/\sigma^2_s},$$

(1)

where $\sigma_s$ is a hyperparameter. With this new diversified sampling algorithm, our pipeline can select $K$ pixels simultaneously for rescanning, while guaranteeing efficiency. The algorithm is shown in Algorithm 1. In brief, conventional DPP sampling promises the diversity of sampled points for each iteration; in the current iteration, DPP finds a point which is diverse from all previous points. In contrast, our proposed WDPP finds a point which strikes a balance between diversity and saliency in each iteration.

**Algorithm 1: WDPP Sampling**

**Input:** Location similarity matrix $S$ and diagonalized quality matrix $U$.

Construct kernel matrix $L = U^\gamma S U^\gamma$.

Compute the eigen-decomposition $(v_n, \lambda_n)_{n=1}^N$ of $L$.

$J \leftarrow \emptyset$.

for $n = 1, 2, ..., N$ do

$J \leftarrow J \cup \{n\}$ with prob. $\frac{\lambda_n}{\sum_{n=1}^N \lambda_n}$.

end

$V \leftarrow \{v_n\}_{n \in J}, Y \leftarrow \emptyset$.

while $|V| > 0$ do

Select $i$ from $y$ with $Pr(i) = \frac{1}{|V|} \sum_{v \in V} (v^\top e_i)^2$.

$Y \leftarrow Y \cup \{i\}$.

$V \leftarrow V \perp$, an orthonormal basis for the subspace of $V$ orthogonal to $e_i$.

end

**Output:** $Y$.

### 3 Experiments

In this section, we provide an in-depth analysis of all components in our pipeline. We use two real-world connectomics datasets, *SNEMI3D* from a mouse cortex (with a resolution of $3 \times 3 \times 30$ nm/pixel), and *Human* from a human cerebrum (with a resolution of $4 \times 4 \times 30$ nm/pixel), to evaluate our algorithm. We generate low-resolution images from original images using nearest neighbor with down-sampling rates of $\times 4$, $\times 8$, and $\times 16$.

#### 3.1 Reconstruction and ROI Detection

We reconstruct $I_{SR}$ from $I_{LR}$ using a UNET. Specifically, we explore two variants of UNET, one trained with an adversarial loss plus an $L_1$ loss (SRGAN) [11].
and one trained with only an L1 loss (SRUNET) [24]. Interestingly, we find that whether the adversarial loss improves reconstruction quality depends on $I_{HR}$’s noise level (see results in Supplementary). Note that reconstruction alone does not guarantee high-quality output, which is why we need adaptive rescan after binarized error estimation and diversified sampling.

For ROI detection, the ROI detector $F_{ROI}$ also uses a UNET. It is trained with $I_{HR}$ as input and human-annotated membrane as ground-truth labels.

### 3.2 Error Estimation Analysis

To guide the rescan process using estimated error (proposed in Section 2.2) is an effective and efficient way for active acquisition. For the first task without ROI defined, the residual error after reconstruction is $|I_{HR} - I_{SR}|$, and we use gradient [3] and infer-transformation for uncertainty estimation [19,26] as baselines. For the second task with ROI defined, the residual error after reconstruction is $|F_{ROI}(I_{HR}) - F_{ROI}(I_{SR})|$. We use $F_{ROI}(I_{SR})$ (interest) and its corresponding entropy as baseline.

The first metric is the pixel-wise correlation between the estimated error and ground-truth error. As shown in Table 1, our method can estimate error much more accurately than the baselines (visualizations in Supplementary). This method is also robust to different reconstruction methods and down-sampling rates.

The second metric is sparsification error curve [10], which shows how residual error decays as SEM increases the rescan rate. Specifically, we select the top $K$ pixels according to different measurements, e.g., estimated error (our method) and entropy, and set the corresponding ground truth errors of these top $K$ pixels to zero. We then study the decay of error when $K$ increases.

![Fig. 3: Sparsification error curves for estimated error (from our method) and baselines on SNEMI3D.](image)

Table 1: Correlation between ground truth error and error estimated from our method on SNEMI3D. Baselines are interest, entropy, infer-transformation, and gradient.
3.3 Sampling with Saliency & Diversity

With the error estimation $U$, we can then construct the kernel matrix $L$ according to Equation (1) and run the WDPP sampling algorithm to select pixels to rescan. Fig. 4 shows the rescan bitmap produced by WDPP when $\gamma \in \{1, 2, 5\}$. As expected, (1) WDPP can naturally trade off saliency and spatial diversity during sampling; (2) compared to using only error estimation as rescan bitmaps, WDPP can cover larger areas within a sampling budget. Column 4 to 6 in Fig. 5 show the final outputs from SEM following different rescan schemes, i.e., random, estimated error, and estimated error with WDPP, demonstrating WDPP can significantly improve output image quality given a fixed rescan budget.

4 Performance Evaluation

In this section, we evaluate the overall speedup using our active acquisition pipeline, as shown in Fig. 1. The quality of the final output $I_{OUT}$ is compared with $I_{HR}$. For the task with ROI defined, the residual error is quantified as \[ | F_{ROI}(I_{HR}) - F_{ROI}(I_{OUT}) | \]. For the task without ROI defined, the residual error is quantified as \[ | I_{HR} - I_{OUT} | \] (evaluations using PSNR and SSIM are shown in Supplementary). We evaluate the initial scan with a down-sampling ratio of $\times 4$; we use different total scan rates (initial scan plus rescan) inversely proportional to the speedup factor, since the total run time of our computational pipeline on a single GPU is a small fraction (< 3%) of the SEM imaging time. The results demonstrate that our pipeline can achieve a speedup factor of up to an order of magnitude with relatively small error.

5 Conclusion

We propose a novel and efficient learning-guided sampling algorithm based on learned saliency and spatial diversity. Our active acquisition pipeline demonstrates a potential speedup rate of up to an order of magnitude for SEM in connectomic data collection. In a broader sense, our work addresses research issues across many fields where high-throughput SEM is an essential tool for discovery. Techniques we propose in this work may also be widely used to speed up other imaging systems where sparse scanning can be applied.
Fig. 5: The final outputs after rescan on SNEMI3D. We compare WDPP sampling based on estimated error maps with other baselines, using down-sampling rates of $\times 4$ and $\times 8$ for initial scan. The right part shows different total scan bitmaps and their corresponding outputs using different methods. The total scan bitmaps contain the pixel locations scanned in both initial scan and rescan.
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Appendix

| Dataset | Method | Task | × 4 | × 8 | × 16 | Task | × 4 | × 8 | × 16 |
|---------|--------|------|-----|-----|-----|------|-----|-----|-----|
| SNEMI3D | Bicubic | w/ ROI  | 0.089 | 0.195 | **0.288** | 0.088 | 0.212 | 0.344 | w/o ROI  | 0.047 | 0.076 | 0.103 |
|         | SRGAN  | 0.074 | **0.165** | 0.335 | 0.043 | **0.069** | 0.092 |       |
|         | SRUNET | 0.510 | 0.700 | 0.726 |       | 0.146 | 0.167 | 0.199 |       |
| Human   | Bicubic | w/ ROI  | **0.064** | **0.111** | **0.220** | 0.664 | 0.712 | 0.725 | w/o ROI  | 0.166 | 0.191 | 0.225 |
|         | SRGAN  | 0.134 | **0.154** | **0.184** |       |       |       |       |

Table 2: The residual error after reconstruction. For the task with ROI defined, the residual error is quantified as $|F_{ROI}(I_{HR}) - F_{ROI}(I_{SR})|$. For the task without ROI defined, residual error is quantified as $|I_{HR} - I_{SR}|$. Results are evaluated on different reconstruction methods, Bicubic, SRUNET, and SRGAN on **SNEMI3D** and **Human**.
Fig. 6: The visualizations of reconstruction image quality for $I_{SR}$. Different reconstruction methods, Bicubic, SRGAN, and SRUNET are evaluated on SNEMI3D and Human. Adding adversarial loss (SRGAN) improves the reconstruction quality on Human (see details in Table 2), where $I_{HR}$ is relatively noisy. The red and yellow boxes mark the artifacts after reconstruction.

Table 3: Pixel-wise correlation between ground-truth error and error estimated from our method on Human. Our results are compared with other baselines, interest, entropy, variance from infer-transformation, and gradient.
Fig. 7: **Left:** The visualizations of estimated error from our method, compared with other baselines: interest, entropy, and variance from infer-transformation on SNEMI3D. The value of pixel-wise correlation is also identified. **Right:** The box plots represent different speedup factors v.s. residual error ($L_1$ loss) using our active acquisition pipelines on Human. The residual error of final output $I_{OUT}$ is quantified as $|F_{ROI}(I_{HR}) - F_{ROI}(I_{OUT})|$ for the task with ROI defined, and as $|I_{HR} - I_{OUT}|$ for the task without ROI defined.

| Speedup | 3 × | 5 × | 7 × | 10 × | 13 × |
|---------|-----|-----|-----|------|------|
| $L_1$ Loss | 0.021 | 0.030 | 0.035 | 0.039 | 0.042 |
| SSIM | 0.815 | 0.751 | 0.716 | 0.686 | 0.668 |
| PSNR | 29.48 | 27.26 | 26.16 | 25.21 | 24.57 |

Table 4: Speedup v.s. quality for the task without ROI defined on SNEMI3D. The quality of final output $I_{OUT}$ is compared with $I_{HR}$ and evaluated with $L_1$ Loss, SSIM and PSNR.