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Abstract: Land value can be an important factor which influences the cost of construction on working in the project. The land has socio-economic and environmental values and the confronted problems on land involves the increasing costs for developing the land such as built up, agricultural, residential, commercial and industrial areas. Hence this paper concentrates on prediction of land value by considering some important factors that affects it. The study area has been selected under Tirupur district, being a developing one in Tamil Nadu. The eleven areas in four different taluks under Tirupur district were chosen for research work. The average values of monthly variation are taken for the chosen factor for the years from 2001 to 2017. Using regression analysis and artificial neural network, the prediction has been done for the future land value. The performance of both the model executed good and fit for forecasting results. Though both the model showed better results, Artificial Neural Network (ANN) showed accuracy than regression method.
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I. INTRODUCTION

Urban planning is an important factor for developers to achieve sustainable development. Planning considers construction cost as a major problem due to the trending land price (Wang, 2017). Hence land value has to be studied for future decision making on planning a construction project. To estimate the land price and its trend in future, factors affecting the land price have to be studied (Sampathkumar, Forecasting the Land Price using Statistical and Neural Network Software, 2015) and for that real estate system can deliver the required data but it is a fluctuating random process. Hence guideline value for the selected area is collected over previous years. Land value can be dependent on various factors based on its location importance (Mukhlisbin, 2017). In general suburban centers are getting developed which can be achieved by the process of suburbanization and grouping of retailers and offices that makes the land value to be increased at center of the city (Ping, 2005) and also housing is an important factor which is influenced by population growth while this results on land prices to be increased based on the different use of land. The land use regulations might have a direct impact on property values based on the land use change pattern and also the governmental policies and demographic changes over the period of time. (Jaeger, 2006). The various factor that causes the land price has been collected through literature survey. The factors such as GDP, CPI, construction cost index, population, inflation rate is considered for the prediction of land market value (Wang, 2017). In general, the interest rates and inflation affect the land price which is influenced by cash rent payments. (Harmon, 2004). GDP and lending rates maintain a positive relationship with housing price based on the enactment of government controls (Guo, 2013). Also, another 12 factors were identified which affects the residential land value on prediction it for the district Klongluang in Thailand and finalized that only six factors showed great impact on it and listed them as area, location, zoning, surface, width and user (Khumpaisal, 2017). For testing and training models, time series data were used. Meanwhile the study has been carried out in Malaysia for also compared regression technique (Radzi, 2012). Gamma test, Neural network, time series forecasting was used for predicting residential property price in UK (Wilson, 2002). A comparison has been carried out between MRA and ANN on predicting housing values in the Rutherford County, Tennesse (Nguyen, 2001) and based on the training data sample and size, results are given which is better. For testing and training ANN model, the software used is Stuttgart Neural Network Simulator (SNSS 4.2). For evaluating and interpreting the model of multiple regression, the database has been introduced in the form of variables in SPSS software (Ping, 2005) and meanwhile the constant and the coefficient has been achieved in the process. A prognostic model has been created with the help of ANN for the estimation of real estate prices in EU market and it resulted a satisfactory degree of accuracy considering the various factors for the analysis (Cetkovic, 2018).

II. METHODOLOGY

The procedure for the prediction of land value can be followed using the step by step analysis given below,

- To know the impact of land value and study what are the factors that control it
To collect the guideline values of the study area for the previous years and knowing its fluctuations
To collect all the data of influencing factors and data analysis should carried out
To identify the most highly correlating factor (more than 0.75)
To input the correlating data into the prediction tool
To use the data for multiple regression analysis
To use the data in artificial neural network model
To compare the output of both the testing model
To conclude which model delivers a better and accurate result

III. STUDY AREA

Tirupur is district of Tamil Nadu which is an industrialized and developed area. The district is formed on 2009 that is separated from Coimbatore district and part of Erode district. The total extent of the district is about 516.12 sq.km. The district is bounded by erode district on the North and northeast, Karur district in the east, Dindugal district in the south east and in the west by Coimbatore district. Climate is moderate because the district lies on the western part of Tamil Nadu bordering the western Ghats and the region enjoys maximum rainfall. The major rivers passing the district are Noyyal and Amravati. The Amravati river is the main source of irrigation over the region. Due to the availability of sources and comfort ability, the population keeps on increasing. The study area satisfies mostly in parts of industrial need and development in economy of the state. It comprises of seven taluks namely Avinashi, Madathukulam, Palladam, Udumalpet, Tirupur, Dharapuram and Kangeyam. In these some of the taluks are developing a lot after the announcement of separate district. Here out of seven taluks, four taluks were selected as study area for the prediction of land value namely Avinashi, Kangeyam, Palladam and Dharapuram.

The cities of Tirupur experiencing a leading growth rate in economics and it was achieved only when the government anticipates sufficient infrastructure and support to the clothing and knitting industry (times of India, 2018). Over the last decade, Tirupur has resulted strong economic growth. With a rapidly growing hosiery industry and an excellent export demand for quality garments, the town has been in the development of the textile trade. There are about 4720 industrial units in Tirupur town and many of them are knitwear and related industries (NITTTR, 2014).

A. Nearby places of the study area

1) Avinashi
The nearest airport is the Coimbatore International Airport, which is about 32 km away from Avinashi. The nearest Railway Station is at Tirupur, which is about 15 km away from Avinashi

2) Palladam

3) Dharmapuram
The town is located at the distance of 28 km from the district headquarters Tiruppur, 45 km from the Erode and 70 km from the industrial town of Coimbatore. Sivanmalai is a Hindu temple located on the State Highway 172 and it is about 4 km from Kangeyam. Orathuppalayam Dam, built across the Noyyal river, is about 14 km from Kangeyam

4) Kangeyam
The nearest railway station is Palani (35 km) and Tiruppur48 km respectively. The nearest airport is Coimbatore International Airport (80 km).
IV. DATA COLLECTION

Land price influencing factors has been identified and shortlisted through the literature review and as follows are GDP (Gross Domestic Price), inflation, dollar rate, gold rate, silver rate, crude oil price, population, time and street count. The data for guideline values were collected between the years 2001 to 2017 which were the government records and through state government website (tnreginet). There were totally 11 major areas in the four taluks namely Avinashi, Kangeyam, Palladam and Dharapuram, were chosen under study area. For these major areas in taluk, the streetwise guideline values have been collected. The overall average of each area is taken into account. The data for other factors were collected through the indiastat website which provides the year by year data in the monthly basis(indiastatat). The average value of monthly data for each year is taken and used for the analysis. The time factor was considered in order of years from 2001 to 2017. The area of development under the selected study area has been calculated based on the increased streets in each area and it is chosen as a factor for predicting land value and it is collected through official website of Tamil Nadu government.

GDP has been collected as year wise data for all the 11-study area. Inflation is collected as monthly data for each year and for each year average value of month wise data is calculated for the study area. Out of 216 data for inflation 18 data is consolidated for the analysis. Dollar value is considered from daily change rate and mean value for each year is computed to be used as a factor. Likewise, dollar value is collected, changes in gold rate & silver rate has been analyzed and year wise data is generated and also for the crude oil data. Street wise data which is chosen for the analysis has been available for 5 consecutive years from the governmental record. Also, as per the census report, only the data in the year 2001 & 2011 is available. The missing data for the in between years has been identified with the help of time series analysis and some forecasting formulas has been adopted for every 11 areas under study.

As population increases land value increases proportionally. The land values are not directly related with population but because of agglomeration economies. Agglomeration is the result of population change and increase of population causes people to chase the same land thus land value increases well. Thus, the result of chasing gradually enhances the rate of change in land value. (Bettencourt, 2013). Crude oil has an indirect impact on land value. The consecutive change of crude oil rate has its own effects on logistics industry which also inflation and transportation cost. If crude oil rate increases, some companies will manufacture products in such a way to minimize the transportation. Hence transportation automatically get reduced that affects the land use development (QuickFreight Quote, 2019). Land use has is affected due to the changes in transportation cost. Since accessibility is the main criteria to improve the land based on its location. Transport facility improves the economic growth of the society which is connected to development of land use factors. As a result, urban expansion prevails that improves the population and further the land value is affected. (Litman, 2019). Sampathkumar (2015) has chosen gold price and silver price as a factor for prediction of land price and finally the above-mentioned factors are selected for data analysis.

V. DATA ANALYSIS

The collected data correlation is carried out for each factor with GLV. Some of the missed data were determined through forecasting formula and data analysis were conducted for attaining the correlation accuracy. The factors which are correlating the most were found out through repeating analysis of data. The highly correlated factors were selected and used for testing and training models in multiple regression analysis and artificial neural network. For getting better results, analysis has been carried out to find the most correlated year that may be the major cause since dependent variable can be highly correlated with previous year’s value (Velumani, 2018). The general formula for correlation is given as,

A. Regression Analysis

The often method used for prediction is found to be regression analysis. Regression analysis is utilized to comprehend which among the independent variables are related to the dependent variables, and to establish the relationship forms (Sampathkumar, Forecasting the Land Price using Statistical and Neural Network Software, 2015). To enhance, more autonomous factors are included which can decide an assessing condition that portrays the relationship with more accuracy. Multiple regression analysis is a worthful technique used for analyzing the unknown value of a variable from the known value of two or more factor which are also called the predictors. Multiple regression is an approach for modelling the relationship between dependent variable and a greater number of independent variables. There may be only one independent variable in case of linear regression while MRA deals with number of variables which is the most common applications in defining a variable characteristic (Khamis, 2014).

The general regression equation is \[ Y = a + b_1X_1 + b_2X_2 + \ldots + b_nX_n \]

Where \( Y \) – Guideline value (INR) – Dependent variable
\( b_1, b_2, b_3, \ldots, b_n \)are the coefficient of the independent variables
\( a \) – Error constant \( X_1 \) – Time (year)
\( X_2 \) – Population (Number) \( X_3 \) – Gold rate (INR – 10gm) \( X_4 \) – Silver rate (INR – 1 Kg)
\( X_5 \) – Crude oil (INR – 1 Barrel) \( X_6 \) – Inflation (INR - Percentage) \( X_7 \) – Street count (Number)

Here it was considered that guideline value as dependent variable and the other factors were as independent
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variables. the multiple regression formula was attained through spss software has been extracted.

b. artificial neural network

to make the analysis in a simple way and quicker, neural network serves the need. it is capable of handling nonlinear problems (ge, 2004). ann is a valuation technology which surpasses the neural network of human brain comprises of number of processing elements that can be stored in its local memory (sampathkumar, artificial neural network modeling of land price at sowcarpet in chennai city, 2010). the group of simple units, called as nodes, relate to each other by the edges, calls as synapses, which together to form neural network that can be organized in layers (mimis, 2013).

nn comprises of processing nodes and connections among them. each node in the layer connected with each node in the next layer by the means of connection. the structure of neural network is formed with an input layer, number of hidden layer and the output layer which process lot of data analysis and results accurate value for prediction (khamis, 2014).

![function of artificial neural network](source: artificial neural network – textbook)

vi. result and discussion

it is a difficult task to select validating data for carrying out forecasting. more number of researchers opined about fixing the validation and calibration data. akindele (1990) suggested that 80% of data has been taken for model calibration and 20% of data has been taken for model validating. 20% of whole data (18) is 0.2 x 18 = 3.6 number, approximately 3 data are used for validation and balance 15 data are used for calibration. velumani 2018 opined that inverse the square root of whole data percentage value use to select the validation data (1/√n – 1/√18 = 23.5%; 0.235 x 18 = 4.23 number).

if valid sample get reduced, the result will be error free as required and this basic concept is also adopted for artificial neural network for validation, thus it is helpful to attain minimized error. co-efficient of determination (r²) value must be between 0 and 1. for industry-oriented prediction purpose 0.75 is the minimum value. this selected calibration and validation model is apt to predict the future, because r² value is more than 0.75 (ref below table 2). more accuracy prediction happens when adjusted r² must be equal or higher than to the r². here regression analysis is strong the criteria of r² and and weak in adjusted r² as compared to the artificial neural network values.

| study area | ann | regression analysis |
|------------|-----|---------------------|
|            | r²  | adjusted r²         | r²  | adjusted r² |
| avinashi   | 0.77| 0.88                | 0.93| 0.88       |
| rakkapalayam | 0.8 | 0.92                | 0.94| 0.9        |
| palladam   | 0.85| 0.89                | 0.96| 0.93       |
| k kangayam | 0.82| 0.91                | 0.95| 0.92       |
| ward 1     | 0.92| 0.95                | 0.91| 0.84       |
| ward 2     | 0.86| 0.96                | 0.88| 0.79       |
| ward 3     | 0.98| 0.96                | 0.92| 0.86       |
| ward 4     | 0.87| 0.92                | 0.87| 0.78       |
| ward 5     | 0.86| 0.92                | 0.87| 0.78       |
| ward 6     | 0.91| 0.94                | 0.89| 0.81       |
| ward 7     | 0.95| 0.93                | 0.9 | 0.83       |

![ann co-efficient of determination compared with regression analysis](source: ann co-efficient of determination compared with regression analysis)

| study area | regression formula in area wise |
|------------|---------------------------------|
| avinashi   | y = -9.52x1 + 0.012x3 + 0.003x4 + 1.395x5 - 6.901x6 + 19826.59 |
| rakkapalayam | y = -0.61x1 + 0.004x3 + 1.24x5 + 2.47x6 + 1132.03 |
| palladam   | y = 25.94x1 + 0.004x3 - 0.003x4 + 2.07x5 + 17.64x6 + 49924.61 |
| kangayam   | y = -37.99x1 + 0.006x3 - 0.002x4 - 0.38x5 + 6.78x6 + 75600.41 |
| ward 1     | y = -1.03x1 + 0.01x3 + 0.003x5 - 39.07x6 + 2487.17 |
| ward 2     | y = -12.17x1 + 0.03x3 + 0.001x4 + 0.26x5 - 42.57x6 + 24884.98 |
| ward 3     | y = -4.78x1 + 0.04x3 + 0.002x4 - 0.24x5 - 66.84x6 - 7739.34 |

![ann co-efficient of determination compared with regression analysis](source: ann co-efficient of determination compared with regression analysis)

fig 3: ann co-efficient of determination compared with regression analysis

![regression formula in area wise](source: regression formula in area wise)
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VII. CONCLUSION

Using the empirical error measuring criteria, the performance of prediction between MRA and ANN is compared. Data model shows accuracy and fluctuates based on variation in specification and training size ANN showed better results than MRA on comparing the selected training size. It is very important to choose the method to be adopted for forecasting based on data which is under validation and training. The accuracy of ANN on compared to MRA is due to the uniformity in the data chosen in training size. The collected data vary once in five years must use the same value repeatedly and hence uniformity in the training size exists. This has an impact on MRA which shows less accuracy. However, ANN performed a better forecasting even though the repeated variables are used on small training size. Overall MAPE value showed 4% in case of ANN whereas 23% in MRA which can be due to the existence of uniformity in the size of data sample under functional specification. To conclude that based on the prediction result discussed above, one can be able to analyses the future land value which serves a part to control the construction price for proper planning and execution. Hence the prediction through ANN showed a best result that can be adopted for land value prediction which has uniformity in data handling in training size.
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