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ABSTRACT
Objective: Natural language processing can help minimize human intervention in identifying patients meeting eligibility criteria for clinical trials, but there is still a long way to go to obtain a general and systematic approach that is useful for researchers. We describe two methods taking a step in this direction and present their results obtained during the n2c2 challenge on cohort selection for clinical trials.

Materials and Methods: The first method is a weakly supervised method using an unlabeled corpus (MIMIC) to build a silver standard, by producing semi-automatically a small and very precise set of rules to detect some samples of positive and negative patients. This silver standard is then used to train a traditional supervised model. The second method is a terminology-based approach where a medical expert selects the appropriate concepts, and a procedure is defined to search the terms and check the structural or temporal constraints.

Results: On the n2c2 dataset containing annotated data about 13 selection criteria on 288 patients, we obtained an overall F1-measure of 0.8969, which is the third best result out of 45 participant teams, with no statistically significant difference with the best-ranked team.

Discussion: Both approaches obtained very encouraging results and apply to different types of criteria. The weakly supervised method requires explicit descriptions of positive and negative examples in some reports. The terminology-based method is very efficient when medical concepts carry most of the relevant information.

Conclusion: It is unlikely that much more annotated data will be soon available for the task of identifying a wide range of patient phenotypes. One must focus on weakly or non-supervised learning methods using both structured and unstructured data and relying on a comprehensive representation of the patients.

1. INTRODUCTION

Identifying patients sharing common clinical or biological characteristics (phenotyping) is of great importance in medical research [1, 2]. Phenotyping in electronic health patient records (EHRs) offers the possibility of phenome-wide association scans (PheWAS) for disease-gene associations [3, 4, 5]. Phenotyping plays also an important role in feasibility study and patient recruitment in clinical trials. The process of eligibility determination is extremely challenging and time-consuming, mandating most of the time manual chart review. Clinical Trial Recruitment Support Systems aim to automate this process in healthcare settings. Initially based on non-scalable, system- or vendor-specific efforts, eligibility determination is now provided by large scale platforms querying patient data from federated EHR systems from many different sites in different countries [6, 7, 8]. Numerous work has been carried out to formalize and classify eligibility criteria in order to automate patient eligibility determination [9, 10, 11, 12]. The Phenotype KnowledgeBase database contains rule-based phenotype definitions incorporating coded concepts (using SNOMED, LOINC, ICD10, etc.) [13]. However, rule-based definitions based on heterogeneous structured data such as diagnosis codes, laboratory results, medication orders or problem lists are difficult to share across different EHR systems. Moreover, the criteria, specified in natural language, can be of an extremely different nature, and some criteria require very specific medical knowledge, elaborate reasoning or subjective judgment. The notes, that still remain the preferred means of documentation for physicians, frequently contain personal or clinical information that the structured data does not, and that are critical for eligibility determination [14]. Thus, the use of clinical notes from the EHR is imperative for eligibility determination [15, 16], but there is still no effective and general approach for identifying patients who validate multiple and varied selection criteria from the text. It is also impossible to build annotated datasets for all possible criteria, which disqualifies the traditional supervised learning approaches. Early work has applied partially supervised methods using the text of the reports to try to generalize the process [17, 18, 19].
In this paper, we present two methods for minimizing the human intervention in the cohort selection: an approach using weak supervision to build a big “silver standard” dataset suitable for supervised learning, and a terminology-based approach where a medical expert selects the appropriate concepts. This work has been done in the framework of the n2c2 challenge on cohort selection for clinical trials\(^1\) and the results presented here are the official results obtained for this challenge. This challenge aimed at investigating how the state of the art of natural language processing could be used to identify patients meeting selection criteria for clinical trials, by using only the text of the EHRs. The organizers chose 13 varied and realistic selection criteria, and the task was to design a system determining, from several textual reports on a given patient, whether this patient was eligible or not to each of these 13 criteria. More details on the criteria and the task are given at Section 3.1.

2. RELATED WORK

Many statistical approaches to natural language processing (NLP) have recently been proposed to exploit the texts of patient records to allow the identification of phenotypes [20, 21, 22, 23, 24, 25, 26, 27]. Most of these methods fall under the category of fully supervised learning. These models require the creation of a manually annotated dataset (by human experts) to allow the training of a statistical model, which can then be applied to new data. These approaches therefore require a considerable initial investment, and are difficult to generalize because the manual annotations are specific to a particular case [28, 25]; this is the reason why they have only been applied to a relatively limited number of phenotypes.

More recently, “weakly supervised” approaches have been proposed, making it possible to partially overcome the manual annotation step by building semi-automatically a larger dataset, but generally noisy or of lower quality. Weak supervision is a generic term for a set of approaches where labeled data is obtained by means other than full manual annotation. One of these means is “active” learning, in which the files proposed to the expert are automatically selected so as to minimize the number of patients to explore before obtaining a good quality training dataset [28]. Other methods imply a semi-automatic annotation of an unlabeled corpus with predefined terms or rules [17, 18, 19], which can be enriched with a bootstrapping algorithm. These latter works are the closest to what we propose in Section 4.2. To the best of our knowledge, other weakly supervised paradigms such as distant supervision [29] or knowledge transfer [30] have not yet been applied specifically to classifying eligibility criteria.

3. MATERIAL

This section describes the n2c2 corpus as well as other resources that we used for building our different systems.

3.1 n2c2 Corpus for Cohort Selection for Clinical Trials

We used the corpus from the n2c2 challenge on cohort selection for clinical trials, for development and evaluation. This corpus has been made available to the 45 participant teams of the challenge in 2018, and is composed of 1,267 reports in English, concerning 288 patients (between 2 and 5 documents per patient). Only the textual content of the reports is available. All patients have diabetes, most of them are at risk for heart disease. Each patient record is annotated by two medical experts who assigned to this patient a “meets” or “does not meet” status for each of the following 13 criteria:

- **ABDOMINAL** (History of intra-abdominal surgery, intestine resection or small bowel

\(^1\) https://n2c2.dbmi.hms.harvard.edu/track1
obstruction)

- **ADVANCED-CAD** (Advanced cardiovascular disease – two or more of 4 sub-criteria defined in the guidelines)
- **ALCOHOL-ABUSE** (Current alcohol use over weekly recommended limits)
- **ASP-FOR-MI** (Use of aspirin to prevent myocardial infarction)
- **CREATININE** (Serum creatinine > upper limit of normal)
- **DIET-SUPP** (Taken a dietary supplement (excluding Vitamin D) in the past 2 months)
- **DRUG-ABUSE** (Drug abuse, current or past)
- **ENGLISH** (Patient must speak English)
- **HBA1C** (Any HbA1c value between 6.5 and 9.5%)
- **KETO-1YR** (Diagnosis of ketoacidosis in the past year)
- **MAJOR-DIABETES** (Major diabetes-related complication – among 6 complications listed in the guidelines)
- **MAKES-DECISION** (Patient must make their own medical decisions)

The overall agreement between the two annotators before adjudication was 84.9% (overlap between two annotations).

These 288 patients are split between a training set of 202 patients and a test set of 86 patients. The latter has been provided to the participants during the test phase in May 2018. Table 1 provides more details about the corpus and Error! Source du renvoi introuvable. shows the distribution of the “met” and “not met” classes.

|                      | Training set | Test set | Total |
|----------------------|--------------|----------|-------|
| Patient number       | 202          | 86       | 288   |
| Document number      | 890          | 377      | 1267  |
| Mean documents par patient | 4.41        | 4.38     | 4.40  |
| Token number (approx.) | 700k        | 300k     | 1M    |

Table 1. n2c2 corpus general statistics.
3.2 Other resources

- The Unified Medical Language System (UMLS) metathesaurus [31] comprises over 1 million biomedical concepts and 5 million concept names (mostly in English) from over 100 controlled vocabularies, including SNOMED CT which have been our main resources. We used UMLS to collect the medical concepts on interest in our terminology-based approach.
- MIMIC is a large, freely-available database comprising deidentified health-related data associated with over 40,000 patients [32]. We used the 2 million MIMIC clinical notes in English in order to compute word embeddings and augment our training set (semi-supervised approach) or find new rules (semi-supervised and rule-based approaches).

4. METHODS

We consider the task as 13 independent binary classification problems: given a set of several textual documents from a patient’s records, and for each of the criteria described in Section 3.1, our system has to decide whether the patient meets or does not meet the criterion.

Current methods used in research for text classification are based on supervised machine learning (ML), i.e. algorithms automatically learning on the training set how to classify the patient and to generalize on unseen patients from the test set. However, some characteristics of this dataset make this approach a bad candidate for producing good results:

- Very limited amount of data available for training
- Difficult, ambiguous task requiring expert (medical) knowledge
- Highly unbalanced classes for some of the criteria (i.e. one of the two classes “met” or “not met” is very infrequent, such as ketoacidosis diagnosis or not being able to make medical decision, as illustrated by Erreur ! Source du renvoi introuvable.). This represents a major
obstacle for most ML algorithms.

- Temporal dimension present for some criteria (e.g. ketoacidosis diagnosis in the past year, current alcohol abuse, dietary supplement in the past 2 months). This dimension is very hard to represent in a general representation for ML systems.

On the other hand, rule-based approaches are good candidates, but do not generalize well, which means that the 13 criteria would require 13 different hand-crafted sets of rules.

In an effort for generalizing the process of finding patients matching eligibility criteria, we investigated two methods for minimizing the human intervention: a semi-supervised approach aiming at building a big “silver standard” dataset suitable for supervised learning (Section 4.2) and a terminology-based approach where a medical expert selects the appropriate concepts (Section 4.3). Finally, some criteria were solved by a specific rule-based approach (Section 4.4). We first describe the different tools that we used to process the text (Section 4.1).

4.1 Text processing

We describe here the tools that we used in one or more of our systems for processing the text at different levels: tokenization, cleaning, normalization, structure extraction.

- Stanford CoreNLP [33] is a set of human language technology tools for 7 languages, not specialized in clinical texts but very robust; we used it for sentence splitting and word tokenization, in all our systems.

- Apache cTAKES [34] is an NLP system specialized in information extraction from medical record clinical free-text in English. We used it for detecting concepts that are negated or uncertain in the notes in our terminology-based approach. We also extended the negation detection with a few rules that were very frequent in our corpus.

- HeidelTime [35] is a multilingual and cross-domain temporal tagging tool. We used it for the few temporally constraint criteria, for detecting and normalizing dates present in the text (e.g. “last June” in an article written in December 2018 is converted into the absolute date “June 2018”, etc.).

- Spelling correction. We looked for spelling mistakes and typos for all the concepts searched in our terminology-based approach. We learned a word2vec model [36] on the MIMIC clinical notes [32]. Word2vec produces vectors for each token found in the corpus; similar vectors (based here on a cosine similarity metric) correspond to words that share the same context and have a strong semantic relationship with each other (synonymy, antonyms, colyponymy or another semantic relation). For each concept word \( w \) within UMLS having more than three letters, we listed its 200 most similar words and kept those having a Levenshtein distance lower than 2 with \( w \). All these words are considered as synonymous with \( w \).

- Section splitter. Most medical documents contain some sections (e.g.: Family History, Medication...) which are often introduced by a few words ended with a newline or/and a colon. Based on this pattern we automatically extracted candidates from n2c2 and MIMIC documents and only kept most frequent (frequency > 1%). We got a total set of 1455 section titles. Based on those textual labels, we applied a regular expression pipeline to separate the documents into sections.

We now describe the different methods we used to classify the patients according to the 13 eligibility criteria.

4.2 Weakly supervised methods

The idea underlying this first approach is to massively augment the training data with the help of the MIMIC database, which contains more than 2 million unlabeled clinical notes for more than 40,000 patients. The three criteria concerned by this approach are:
- **ALCOHOL-ABUSE** (*Alcohol use over weekly recommended limits*)
- **DRUG-ABUSE** (*Drug abuse, current or past*)
- **KETO-1YR** (*Diagnosis of ketoacidosis in the past year*)

**Erreur ! Source du renvoi introuvable.** illustrates the process with the example of ALCOHOL-ABUSE. From the n2c2 dataset, we have produced semi-automatically (automatic extraction and manual review and correction) a small and very precise set of rules to detect without ambiguity some samples of positive ("met") or negative ("not met") patients (step ① in the figure). Examples of positive and negative rules for ALCOHOL-ABUSE and DRUG-ABUSE are given at Table 2; note that positive examples are discarded when found in the context of a negation ("no history of", "denies", etc.). Being very specific, these rules are expected to have a high precision but a very bad coverage (recall), because of the high linguistic variation that can be observed in the reports. However, applied to a big corpus such as MIMIC, these rules are enough to collect a large number of patients (ALCOHOL-ABUSE: 13,000 negative, 1,500 positive; DRUG-ABUSE: 6,100 negative, 2,000 positive) (step ②). As these patients are often associated to many reports, our hypothesis is then that expressions other than the seed rules will be used for describing the same problem (alcohol, drug abuse, ketoacidosis diagnosis) through the patient’s file, leading to a large and varied training corpus. Such a corpus, built semi-automatically, is called a silver standard, as opposed to a gold standard verified and validated by human experts. Similar rules have been created for DRUG-ABUSE, while we used the ICD-9 ketoacidosis diagnosis code for KETO-1YR (250.1 and children).

![Diagram](https://via.placeholder.com/150)

*Figure 2. Examples of trigger rules for alcohol-abuse.*
This silver standard, together with the n2c2 training data (gold standard) can then be used to train a classical supervised classification system, with enough data to expect good results. In our case, for DRUG-ABUSE and ALCOHOL-ABUSE, we applied two learning models (step 3): the deep learning classifier FastText [37] using embeddings pre-trained on MIMIC, and a simple logistic regression based on a tf.idf transformation of the words. The final prediction is provided by another logistic regression on the predictions of the first two models. For KETO-1YR, which had no positive example in the training data, we choose a simpler random forest algorithm which finally correctly predicted zero positive example in the test data as well.

Note that all these fully supervised training systems need both positive and negative examples for their training. For this reason, an effective weakly-supervised approach requires that positive and negative rules can be written, which is actually quite rare, as will be noticed in next sections and discussed in Section 5.

### 4.3 Terminology-based methods

Our second effort to generalize the process of cohort selection applies to criteria for which medical knowledge is important and the presence of specific medical concepts in the texts is crucial to decide about eligibility. We identified six criteria having these characteristics:

- **ABDOMINAL** (*History of intra-abdominal surgery, intestine resection or small bowel obstruction*)
- **ADVANCED-CAD** (*Advanced cardiovascular disease*)
- **ASP-FOR-MI** (*Use of aspirin to prevent myocardial infarction*)
- **DIET-SUPP** (*Taken a dietary supplement (excluding Vitamin D) in the past 2 months*)
- **MAJOR-DIABETES** (*Major diabetes-related complication*)
- **MI-6MOS** (*Myocardial infarction in the past 6 months*)

For all these cases, negative (“not met”) situations are rarely explicit in the documents: the text does almost never specify that the patient has *not* taken any dietary supplement or has had *no* myocardial
infarction, and so on. That is why we were not able to apply a semi-supervised strategy as described in previous section. Instead, we applied a concept-matching approach based on the following steps:

1. **Terminology**: use UMLS to collect descendants and synonyms of concepts corresponding to the inclusion criteria, as defined by medical experts in the team.

2. **Spelling correction**: apply our word2vec-based spell checker.

3. **Negation, uncertainty**: use cTAKES [34] and our extra rules to discard negated or uncertain events in text (e.g. “The patient is being evaluated for renal transplant” or “discussed possibility of gastric bypass” for ABDOMINAL, “she has no evidence of neuropathy at this time” for MAJOR-DIABETES).

4. **Structure**: restrict the concept search to specific sections, as defined either by medical experts or by an automatic selection of relevant sections within the training data. For example, “calcium” is a dietary supplement if found in a “Medication” section, but not in a “laboratory result” section.

5. **Temporal dimension**: if specified in the description, restrict to recent reports or to sentences containing a date within the inclusion date range (with HeidelTime [35]). E.g.: “gentleman who had an MI in June 2017” for the class MI-6MOS.

The final step is to trigger a “met” decision as soon as at least one relevant term is found in the text. This process requires a significant human investment, but less than an exclusively rule-based approach.

4.3.1 Example: ABDOMINAL
For this criterion, positive patients must have a history of intra-abdominal surgery, small or large intestine resection or small bowel obstruction. Hernia are explicitly excluded from this definition. Based on this description, we collected all descendants of the concept “Operation on abdominal region” (CUI C0198482) in the UMLS, as well as “small bowel obstruction”, “stomach bypass”, “hysterectomy”, “cholecystectomy”, and we excluded 19 CUIs containing the word “hernia”, as well as noisy terms having very common homonyms in the training corpus (“apr”, “turp”, “tips”, “sch”).

This led to a list of 17,703 terms that were systematically searched for in the texts. Negated or uncertain terms were discarded. Each patient file containing at least one of these terms was labeled as “met”.

4.3.2 Example: DIET-SUPP
For this criterion, positive patients must have taken a dietary supplement (excluding Vitamin D) in the past 2 months. We collected a list of 183 ingredients listed as dietary supplements in different resources and mapped this list to the records created between “now” (for the challenge, “now” was the date of the last report for the patient) and 2 months before. We looked only in the sections involving new medications.

4.3.3 Example: ADVANCED-CAD
The guidelines define “advanced” as having two or more of the following:

- Taking two or more medications to treat CAD. The CAD medication list was built from the structured prescription tables of MIMIC, as the difference between the medications prescribed for general coronary diseases (ICD9 in 410, 411, 412, 413) and the others. We manually reviewed the result and extended it with medications from NHS guidelines\(^2\) to result in a 40 entry list.

---

\(^2\)https://www.nwscn政协.nhs.uk/files/9014/5642/1864/CMSCN_NSTEMI_ACS_Guideline_Final_2016.pdf
• History of myocardial infarction. Met when “infarction”, “stemi” and synonyms are present except together with other organs than heart and excluding sections specific to neuro imaging.
• Currently experiencing angina. Met when “angina” or synonyms is present with no date or together with a date in the same sentence which is less than 6 months old.
• Ischemia, past or present. Met when “ischemia” or synonyms is present.

4.4 Rule-based methods

Within the n2c2 dataset, 4 criteria unfortunately escape the generalization efforts and require the implementation of dedicated rules:

• CREATININE (Serum creatinine > upper limit of normal)
• HBA1C (Any HbA1c value between 6.5 and 9.5%)
• ENGLISH (Patient must speak English)
• MAKES-DECISION (Patient must make their own medical decisions)

The first two are lab results that can be extracted quite easily from tables or free text, with little variations. Each one required no more than 15 basic regular expressions. We used the annotated training data to determine the “upper limit of normal” for creatinine, finally set to 1.5 mg/dL (disregarding the male or female status of the patient), which is above the usual recommendations[3].

ENGLISH and MAKES-DECISION are much more difficult because of three main reasons:

• Data is highly unbalanced (most patients can make their own decisions and speak English in this U.S. dataset, see Erreur ! Source du renvoi introuvable.).
• Negative examples are implicit (the report will not mention that the patient can make their decisions or speak English), making our semi-supervised approach impossible to set up.
• There is an infinity of possible variations to express the fact that a patient is unable to speak English or make decisions (e.g. a long anecdote leading to the implicit conclusion that the patient is mentally too confused to meet the criterion).

For these reasons, rules currently seem to be the only way to go. We built a set of weighted positive and negative rules around the idea that a patient could speak another language, need a translator or not understand English (ENGLISH, 55 rules), or have dementia, mental retardation, be unable to answer questions or under tutorship or curatorship (MAKES-DECISION, 67 rules).

5. RESULTS

During the n2c2 challenge, our different systems have been evaluated by the organizers on the 86 patients from the test set, using the traditional metrics precision, recall and F1-measure (harmonic mean of precision and recall). Table 3 reproduces these results, together with the support for each class (number of “met”/“not met” patients). Following the official global metric of the challenge (micro F1-measure of 0.8969), we achieved the third best result out of 45 participant teams, with no statistically significant difference[4] with the best-ranked team (Medical University of Graz – F1 0.9100) that applied a dedicated rule-based system to each criterion.

---

[3] 1.0 mg/dL for females and 1.2 mg/dL for males.
[4] As reported by the organizers.
6. DISCUSSION

The scores presented at previous section are encouraging, even though one must be very careful when interpreting results for some criteria supported by only few positive or negative examples. The terminology-based approach obtained very good results, except for ASP-FOR-MI where some more reasoning is probably necessary. The weakly-supervised approach led to coherent results, showing that this lead is worth being followed. Its limits should also be further investigated: first, we must work on evaluating and reducing the noise and possible bias introduced by the method used to collect the silver standard. Second, we pointed out that finding negative examples was the trickiest issue with this approach. In previous work, Agarwal et al. [18] build a silver standard in which positive and negative examples are documents where some predefined terms are respectively present and absent. Halpern et al. [17] find only positive examples and apply Positive-Unlabeled learning algorithm [38] to build their silver standard. These approaches would generalize to more cases but generate noisier datasets.

It is therefore notable that the different existing approaches apply to different categories of criteria, which must be identified in advance: a terminological approach (Section 4.3) when only medical terms are manipulated and the presence of or the absence of certain concepts is generally sufficient to discriminate between positive and negative examples; a weakly supervised approach seeking

---

Note that the official evaluation script attributed the erroneous precision and recall of 0 for "met" on KETO-1YR, due to the fact that there was no "met" in the test set. This value is then different than the official one.

---

Table 3. Our official results at n2c2 challenge.
positive and negative examples (Section 4.2) where possible, that is, both classes are sometimes made explicit in the reports; a weakly supervised approach like those of Agarwal et al. [18] or Halpern et al. [17] when the negative examples are implicit. Finally, note that the metrics used during the challenge and this article (especially F1-measure) mask that fact that a very high recall is expected from these systems, in order to guarantee that only few patients are missed and that the system can be validated as an efficient filter before human intervention. Rule-based systems are generally more precise than sensitive.

7. CONCLUSION AND PERSPECTIVES

There is still a way to go to get tools able to identify a wide range of patient phenotypes for cohort selection, or even to help the researcher build cohorts faster and with less potential bias. In this paper, we have outlined approaches for the generalization of the process, with results as good as fully hand-crafted rule-based systems.

Building the n2c2 dataset used in our work has been a huge effort, and the organizers must be thanked for this. However, we cannot expect more data on many more criteria to be produced in the near future. The effort must now focus on creating weakly or non-supervised methods able to actively assist the medical researchers, to transfer a model from a phenotype to another or to learn generic patient representations.

Moreover, next generation phenotyping requires methods allowing the joint exploitation of structured and unstructured data. Using all available information and knowledge seems to be a necessary condition for getting closer to the performance of a human expert for patient selection. The exploitation of such heterogeneous data is a challenge, but recent advances in the field of information representation, notably thanks to neural networks, show that all types of structure can be represented in the same space, allowing the implementation of algorithms on a single mode of representation from multiple sources. This type of approaches has been applied, for example, to the joint representation of images and text [39], knowledge bases and texts [40], and very recently patients with structured data and text [41].

REFERENCES

[1] C. Shivade, P. Raghavan, E. Fosler-Lussier, P. J. Embi, N. Elhadad, S. B. Johnson and A. M. Lai, "A review of approaches to identifying patient phenotype cohorts using electronic health records," Journal of the American Medical Informatics Association : JAMIA, vol. 21, no. 2, pp. 221-230, 2014.

[2] W.-Q. Wei and J. C. Denny, "Extracting research-quality phenotypes from electronic health records to support precision medicine," Genome Medicine, vol. 7, no. 1, p. 41, 2015.

[3] J. C. Denny, L. Bastarache, M. D. Ritchie, R. J. Carroll, R. Zink, J. D. Mosley, J. R. Field, J. M. Pulley, A. H. Ramirez, E. Bowton, M. A. Basford, D. S. Carrell, P. L. Peissig, A. N. Kho, J. A. Pacheco, L. V. Rasmussen, D. R. Crosslin, P. K. Crane, J. Pathak, S. J. Bielinski, S. A. Pendergrass, H. Xu, L. A. Hindorff, R. Li, T. A. Manolio, C. G. Chute, R. L. Chisholm, E. B. Larson, G. P. Jarvik, M. H. Brilliant, C. A. McCarty, I. J. Kullo, J. L. Haines, D. C. Crawford, D. R. Masys and D. M. Roden, "Systematic comparison of phenome-wide association study of electronic medical record data and genome-wide association study data," Nature biotechnology, vol. 31, no. 12, p. 1102–1110, 2013.

[4] O. Gottesman, H. Kuivaniemi, G. Tromp, W. A. Faucett, R. Li, T. A. Manolio, S. C. Sanderson, J. Kannry, R. Zinberg, M. A. Basford, M. Brilliant, D. J. Carey, R. L. Chisholm, C. G. Chute, J. J. Connolly, D. Crosslin, J. C. Denny, C. J. Gallego, J. L. Haines, H. Hakonarson, J. Harley,
G. P. Jarvik, I. Kohane, I. J. Kullo, E. B. Larson, C. McCarty, M. D. Ritchie, D. M. Roden, M. E. Smith, E. P. Böttiger, M. S. Williams and T. eMERGE Network, "The Electronic Medical Records and Genomics (eMERGE) Network: past, present, and future," *Genetics in Medicine*, vol. 15, no. 10, p. 761–771, 2013.

[5] M. D. Ritchie, S. S. Verma, M. A. Hall, R. J. Goodloe, R. L. Berg, D. S. Carrell, C. S. Carlson, L. Chen, D. R. Crosslin, J. C. Denny, G. Jarvik, R. Li, J. G. Linneman, J. Pathak, P. Peissig, L. V. Rasmussen, A. H. Ramirez, X. Wang, R. A. Wilke, W. A. Wolf, E. S. Torstenson, S. D. Turner and C. A. McCarty, "Electronic medical records and genomics (eMERGE) network exploration in cataract: Several new potential susceptibility loci," *Molecular Vision*, vol. 20, p. 1281–1295, 2014.

[6] J. Doods, R. Bache, M. McGilchrist, C. Daniel, M. Dugas and F. Fritz, "Piloting the EHR4CR feasibility platform across Europe," *Methods of Information in Medicine*, vol. 53, no. 4, pp. 264-268, 2014.

[7] I. Soto-Rey, B. Trinczek, Y. Girardeau, E. Zapletal, N. Ammour, J. Doods, M. Dugas and F. Fritz, "Efficiency and effectiveness evaluation of an automated multi-country patient count cohort system," *BMC medical research methodology*, vol. 15, no. 1, p. 36, 2017.

[9] C. Weng, S. W. Tu, I. Sim and R. Richesson, "Formal representation of eligibility criteria: a literature review," *Journal of biomedical informatics*, vol. 43, no. 3, pp. 451-467, 2010.

[10] Z. Luo, M. Yetisgen-Yildiz and C. Weng, "Dynamic categorization of clinical research eligibility criteria by hierarchical clustering," *Journal of biomedical informatics*, vol. 44, no. 6, pp. 927-35, 2011.

[11] G. Jiang, R. C. Kiefer, L. V. Rasmussen, H. R. Solbrig, H. Mo, J. A. Pacheco, J. Xu, E. Montague, W. K. Thompson, J. C. Denny, C. G. Chute and J. Pathak, "Developing a data element repository to support EHR-driven phenotype algorithm authoring and execution," *Journal of biomedical informatics*, vol. 62, pp. 232-42, 2016.

[12] C. Daniel, D. Ouagne, E. Sadou, K. Forsberg, M. M. Gilchrist, E. Zapletal, N. Paris, S. Hussain, M.-C. Jaulent and D. K. Md, "Cross border semantic interoperability for clinical research: the EHR4CR semantic resources and services," *AMIA Joint Summits on Translational Science proceedings. AMIA Joint Summits on Translational Science*, vol. 2016, pp. 51-9, 2016.

[13] J. C. Kirby, P. Speltz, L. V. Rasmussen, M. Basford, O. Gottesman, P. L. Peissig, J. A. Pacheco, G. Tromp, J. Pathak, D. S. Carrell, S. B. Ellis, T. Lingren, W. K. Thompson, G. Savova, J. Haines, D. M. Roden, P. A. Harris and J. C. Denny, "PheKB: a catalog and workflow for creating electronic phenotype algorithms for transportability," *Journal of the American Medical Informatics Association : JAMIA*, vol. 23, no. 6, pp. 1046-1052, 2016.

[14] S. T. Rosenbloom, J. C. Denny, H. Xu, N. Lorenzi, W. W. Stead and K. B. Johnson, "Data from clinical notes: a perspective on the tension between structure and flexible documentation," *Journal of the American Medical Informatics Association*, vol. 18, no. 2, pp. 181-186, 2011.

[15] F. Köpcke, B. Trinczek, R. W. Majeed, B. Schreweis, J. Wenk, T. Leusch, T. Ganslandt, C. Ohmann, B. Bergh, R. Röhrig, M. Dugas and H.-U. Prokosch, "Evaluation of data completeness in the electronic health record for the purpose of patient recruitment into clinical trials: a retrospective analysis of element presence," *BMC medical informatics and decision making*, vol. 13, p. 37, 2013.

[16] A. Stubbs, "A Methodology for Using Professional Knowledge in Corpus Annotation," 2013.

[17] Y. Halpern, S. Horng, Y. Choi and D. Sontag, "Electronic medical record phenotyping using
the anchor and learn framework," *J Am Med Inform Assoc*, vol. 23, p. 731–740, 2016.

[18] V. Agarwal, T. Podchiyska, J. M. Banda, V. Goel, T. I. Leung, E. P. Minty, T. E. Sweeney, E. Gyang and N. H. Shah, "Learning statistical models of phenotypes using noisy labeled training data," *J Am Med Inform Assoc*, vol. 23, p. 1166–1173, 2016.

[19] B. K. Beaulieu-Jones and C. S. Greene, "Semi-supervised learning of the electronic health record for phenotype stratification," *Journal of Biomedical Informatics*, vol. 64, p. 168–178, 2016.

[20] P. J. McCormick, N. Elhadad and P. D. Stetson, "Use of semantic features to classify patient smoking status," *AMIA ... Annual Symposium proceedings. AMIA Symposium*, vol. 2008, pp. 450-4, 2008.

[21] K. P. Liao, T. Cai, V. Gainer, S. Goryachev, Q. Zeng-treitler, S. Raychaudhuri, P. Szolovits, S. Churchill, S. Murphy, I. Kohane, E. W. Karlson and R. M. Plenge, "Electronic medical records for discovery research in rheumatoid arthritis," *Arthritis care & research*, vol. 62, no. 8, pp. 1120-7, 2010.

[22] H. Xu, Z. Fu, A. Shah, Y. Chen, N. B. Peterson, Q. Chen, S. Mani, M. A. Levy, Q. Dai and J. C. Denny, "Extracting and Integrating Data from Entire Electronic Health Records for Detecting Colorectal Cancer Cases," *AMIA Annual Symposium Proceedings*, vol. 2011, pp. 1564-1572, 2011.

[23] M. Liu, A. Shah, M. Jiang, N. B. Peterson, Q. Dai, M. C. Aldrich, Q. Chen, E. A. Bowton, H. Liu, J. C. Denny and H. Xu, "A Study of Transportability of an Existing Smoking Status Detection Module across Institutions," *AMIA Annual Symposium Proceedings*, vol. 2012, pp. 577-586, 2012.

[24] R. J. Carroll, W. K. Thompson, A. E. Eyler, A. M. Mandelin, T. Cai, R. M. Zink, J. A. Pacheco, C. S. Boomershine, T. A. Lasko, H. Xu, E. W. Karlson, R. G. Perez, V. S. Gainer, S. N. Murphy, E. M. Ruderman, R. M. Pope, R. M. Plenge, A. N. Kho, K. P. Liao and J. C. Denny, "Portability of an algorithm to identify rheumatoid arthritis in electronic health records," *Journal of the American Medical Informatics Association : JAMIA*, vol. 19, no. e1, pp. e162-9, 2012.

[25] P. L. Peissig, V. Santos Costa, M. D. Caldwell, C. Rottscheit, R. L. Berg, E. A. Mendonca and D. Page, "Relational machine learning for electronic health record-driven phenotyping," *Journal of biomedical informatics*, vol. 52, pp. 260-70, 2014.

[26] R. J. Carroll, A. E. Eyler and J. C. Denny, "Naïve Electronic Health Record phenotype identification for Rheumatoid arthritis," *AMIA ... Annual Symposium proceedings. AMIA Symposium*, vol. 2011, pp. 189-96, 2011.

[27] C. Shivade, C. Hebert, M. Lopetegui, M.-C. de Marneffe, E. Fosler-Lussier and A. M. Lai, "Textual inference for eligibility criteria resolution in clinical trials," *Journal of biomedical informatics*, vol. 58 Suppl, no. Suppl, pp. S211-8, 2015.

[28] Y. Chen, R. J. Carroll, E. R. M. Hinz, A. Shah, A. E. Eyler, J. C. Denny and H. Xu, "Applying active learning to high-throughput phenotyping algorithms for electronic health records data," *Journal of the American Medical Informatics Association : JAMIA*, vol. 20, no. e2, pp. e253-9, 2013.

[29] G. Li, W. Wu and K. Vijay-Shanker, "Noise Reduction Methods for Distantly Supervised Biomedical Relation Extraction," in *BioNLP 2017*, Vancouver, Canada, 2017.

[30] N. Papernot, M. Abadi, Ú. Erlingsson, I. Goodfellow and K. Talwar, "Semi-supervised Knowledge Transfer for Deep Learning from Private Training Data," in *Proceedings of the 5th International Conference on Learning Representations (ICLR 2017)*, Toulon, France, 2017.

[31] O. Bodenreider, "The Unified Medical Language System (UMLS): integrating biomedical terminology," *Nucleic Acids Research*, vol. 32, no. Database issue, pp. D267-D270, 2004.

[32] A. E. Johnson, T. J. Pollard, L. Shen, L.-w. H. Lehman, M. Feng, M. Ghassemi, B. Moody, P.
Szolovits, L. Anthony Celi and R. G. Mark, "MIMIC-III, a freely accessible critical care database," Scientific Data, vol. 3, p. 160035, 2016.

[33] C. D. Manning, M. Surdeanu, J. Bauer, J. Finkel, S. J. Bethard and D. McClosky, "The Stanford CoreNLP Natural Language Processing Toolkit," in Proceedings of 52nd Annual Meeting of the Association for Computational Linguistics: System Demonstrations, Baltimore, USA, 2014.

[34] G. K. Savova, J. J. Masanz, P. V. Ogren, J. Zheng, S. Sohn, K. C. Kipper-Schuler and C. G. Chute, "Mayo clinical Text Analysis and Knowledge Extraction System (cTAKES): architecture, component evaluation and applications," Journal of the American Medical Informatics Association : JAMIA, vol. 17, no. 5, pp. 507-513, 2010.

[35] J. Strötgen and M. Gertz, "Multilingual and Cross-domain Temporal Tagging," Language Resources and Evaluation, vol. 47, no. 2, pp. 269-298, 2013.

[36] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado and J. Dean, "Distributed Representations of Words and Phrases and their Compositionality," in Advances in Neural Information Processing Systems 26, C. J. C. Burges, L. Bottou, M. Welling, Z. Ghahramani and K. Q. Weinberger, Eds., Curran Associates, Inc., 2013, pp. 3111-3119.

[37] A. Joulin, E. Grave, P. Bojanowski and T. Mikolov, "Bag of Tricks for Efficient Text Classification," in Proceedings of the 15th Conference of the European Chapter of the Association for Computational Linguistics: Volume 2, Short Papers, Valencia, Spain, 2017.

[38] C. Elkan and K. Noto, "Learning Classifiers from Only Positive and Unlabeled Data," in Proceedings of the 14th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD '08), Las Vegas, Nevada, USA, 2008.

[39] R. Socher, A. Karpathy, Q. V. Le, C. D. Manning and A. Y. Ng, "Grounded Compositional Semantics for Finding and Describing Images with Sentences," Transactions of the Association for Computational Linguistics, 2014.

[40] Y. Sun, L. Lin, D. Tang, N. Yang, Z. Ji and X. Wang, "Modeling Mention, Context and Entity with Neural Networks for Entity Disambiguation," in Proceedings of the Twenty-Fourth International Joint Conference on Artificial Intelligence (IJCAI 2015), Buenos Aires, Argentina, 2015.

[41] R. Miotto, L. Li, B. A. Kidd and J. T. Dudley, "Deep Patient: An Unsupervised Representation to Predict the Future of Patients from the Electronic Health Records," Scientific Reports, vol. 6, no. 26094, may 2016.