SIM2E: Benchmarking the Group Equivariant Capability of Correspondence Matching Algorithms
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Abstract. Correspondence matching is a fundamental problem in computer vision and robotics applications. Solving correspondence matching problems using neural networks has been on the rise recently. Rotation-equivariance and scale-equivariance are both critical in correspondence matching applications. Classical correspondence matching approaches are designed to withstand scaling and rotation transformations. However, the features extracted using convolutional neural networks (CNNs) are only translation-equivariant to a certain extent. Recently, researchers have strived to improve the rotation-equivariance of CNNs based on group theories. Sim(2) is the group of similarity transformations in the 2D plane. This paper presents a specialized dataset dedicated to evaluating Sim(2)-equivariant correspondence matching algorithms. We compare the performance of 16 state-of-the-art (SoTA) correspondence matching approaches. The experimental results demonstrate the importance of group equivariant algorithms for correspondence matching on various Sim(2) transformation conditions. Since the subpixel accuracy achieved by CNN-based correspondence matching approaches is unsatisfactory, this specific area requires more attention in future works. Our dataset is publicly available at: mias.group/SIM2E.
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1 Introduction

Correspondence matching is a key component in autonomous driving perception tasks, such as object tracking [1], simultaneous localization and mapping (SLAM) [2], multi-camera online calibration [3], 3D geometry reconstruction [4], panorama stitching [5], and camera pose estimation [6], as shown in Fig. 1. Sim(2) transformation consists of rotation, scaling, and translation. Sim(2)-equivariant correspondence matching is significantly important for autonomous driving, as vehicles often veer abruptly. Classical algorithms leverage a detector, a descriptor, and a matcher to determine correspondences. The detector and
descriptor provide the locations and the descriptions of interest points (point-like features in an image), and the matcher produces the final correspondences. Moravec et al. [7] presented the concept of interest points. Harris [8] judges whether the pixel is a corner based on the local image gradient changes. The scale-invariant feature transform (SIFT) [9] is a rotation-invariant and scale-invariant algorithm that consists of a detector and a descriptor. The distance among descriptors is computed using cosine distance. The correspondences of a given image pair are determined using the nearest neighbor matching algorithms. As a hand-crafted algorithm, SIFT [9] achieves rotation-invariance by computing the main directions of local features (in an image patch of 16x16 pixels.). ASIFT [10] aimed to improve the performance of SIFT [9] on affine transformation. Oriented FAST [11] and Rotated Binary Robust Independent Elementary Features (BRIEF) [12] (ORB) [13] greatly minimize the trade-off between accuracy and speed and have been widely used in visual SLAM [13–15].

Deep learning has been applied successfully in numerous computer vision tasks in recent years. LIFT [16] is an architecture of learning-based rotation-invariant feature detection and description approach. It consists of three modules: detector, orientation estimator, and descriptor. Similar to SIFT [9], a scale-space pyramid is used to obtain multi-scale correspondence detection results. SuperPoint [17] is a self-supervised framework for correspondence detection and description. It is a two-stage method: (1) in the first stage, a feature extractor is trained on a synthetic dataset generated by rendering patterns of corners; (2) in the second stage, the descriptor is trained on images from the COCO-dataset [18] that are augmented by random homography matrices including transformations.
such as rotation, scaling, and translation. Unlike SuperPoint, D2Net [19] is a one-stage approach that jointly detects and describes correspondences. D2Net is trained using the correspondences obtained from large-scale structure from motion (SfM) reconstructions. R2D2 [20] proposes a framework to find more repeatable correspondences, and it can simultaneously estimate the reliability and repeatability of correspondences. DISK [21] uses reinforcement learning to realize end-to-end correspondence matching. It performs better at small angle changes but worse than SuperPoint [17] at large angle changes.

SuperGlue [22] achieves superior performance by modeling correspondence matching as a graph matching problem. The inputs of the graph neural network in SuperGlue [22] include descriptors, positions, and scores of keypoints. The Sinkhorn algorithm [23] is utilized to solve the optimal-transport problem. However, the graph edges in SuperGlue exponentially grow as the number of correspondences increases. SGMNet [24] uses a seeded graph to reduce computation and memory costs significantly. LoFTR [25] is a detector-free and end-to-end architecture. It uses convolutional neural networks (CNN) as feature extractors and a coarse-to-fine strategy to obtain more accurate pixel-level results. Similar to SuperGlue, it also fuses descriptors with the position information. Unlike LoFTR, another end-to-end correspondence matching network, referred to as MatchFormer [26], uses a hierarchical extract-and-match transformer. It is demonstrated that the correspondence matching operation can also be conducted in the encoder. RoRD [27] uses orthographic view generation to improve correspondence matching by increasing the visual overlap using orthographic projection. It also shows that rotation invariance can be improved by augmenting the training dataset with random rotation, scaling, and perspective transformations.

Group-equivariant convolutional neural networks (G-CNN) are equivariant under a specific transformation (e.g., rotation, translation, etc.) which can also be represented by a special group. Researchers have designed G-CNNs using different mathematical approximations. Cohen et al. [28] proposed the first G-CNN. Li et al. [29] use the cyclic replacement to achieve P4-group equivariance. Cohen et al. [30] use the Fast Fourier Transform (FFT) to approximate the integral of a group. E2-CNN [31] is a general G-CNN framework that analyzes and models the orientation and symmetry of images. GIFT [32] is a rotation-equivariant and scaling-equivariant descriptor based on G-CNN. It uses E2-CNN [31] rather than conventional CNNs to describe local visual features. On the other hand, SEKD [33] is a group-equivariant correspondence detector based on G-CNN, which greatly improves the performance of rotation-equivariant correspondence matching. ReF [34] is a rotation-equivariant correspondence detection and description framework. It uses a G-CNN to extract group-equivariant feature maps and a group-pooling operation to get rotation-invariant descriptors. SE2-LoFTR [35] replaces the feature extractor of LoFTR with E2-CNN, achieving significantly better results on the rotated-HPatches dataset [27]. Furthermore, it also mentioned in [35] that the the position information is not rotation-equivariant while the descriptor is rotation-equivariant. The methods mentioned
above only consider the equivariance of local features. Unfortunately, the equivariance of position information is rarely discussed. Cieslewski et al. [36] presented an algorithm to match correspondences without descriptors, namely, only position information is used. This algorithm is evaluated on the KITTI [37] dataset (containing relatively ideal scenarios), demonstrating robust performance even without descriptors. Similar to [36], ZZ-Net [38] is an algorithm for matching two 2D point clouds. It demonstrates that correspondence matching without descriptors can work in rotation-only conditions. Therefore, the current research on the equivariance of position information needs to be further expanded.

2 SIM2E Dataset

2.1 Data Collection and Augmentation

To ensure the pixel-level accuracy of correspondence matching ground truth, we scrape frames from online time-lapse videos. The cameras used to capture such time-lapse videos are fixed. Our SIM2E dataset contains many challenging scenarios, such as moving clouds in the sky and changing illumination conditions. We choose the first frame of each video as the reference image and use the rest of the frames as target (query) images. We also publish our data augmentation code so that interested readers can conduct sim(2) transformations on our dataset according to their own needs.

2.2 SIM2E-SO2S, SIM2E-Sim2S, and SIM2E-PersS

The rotation and scaling operations produce many black backgrounds. To increase the difficulty of correspondence matching, we generate synthetic backgrounds to fill these black areas. Our dataset is split into three subsets: SIM2E-SO2S, SIM2E-Sim2S, and SIM2E-PersS.

- **SIM2E-SO2S (Rotation and Synthetic Background)**: The target images are rotated by random angles between 0° and 360°. Scaling is not applied.
- **SIM2E-Sim2S (Rotation, Scaling, Translation and Synthetic Background)**: The target images are rotated by random angles between 0° and 360°. Random scaling ranging between 0.4 and 1, and random translation ranging between 0 and 0.2 are also applied.
- **SIM2E-PersS: (Perspective Transformation and Synthetic Background)**: Random perspective transformations are applied to the target images, where the perspective parameters (the two elements on the 3rd row, the 1st and 2nd columns of the homography matrix, respectively) are random values between -0.0008 and 0.0008. The shear angle is randomly set to [-10°, 10°]. The target images are rotated by random angles between 0° and 360°. Random scaling ranging between 0.4 and 1 is applied. Random translation ranging between 0 and 0.2 is applied.
### 2.3 Comparison with Other Public Correspondence Matching Datasets

As shown in Table 1, the existing datasets for correspondence matching algorithm evaluation can be grouped into two types: 3D scenes [39–44] and planar scenes [27, 45].

Aachen Day-Night [39] is a public dataset designed to evaluate the performance of outdoor visual localization algorithms in changing illumination conditions (day-time and night-time). The dataset contains a scenario where images were taken with a hand-held camera at different times of the day. It is widely used to evaluate the performance of correspondence matching algorithms, especially when the illumination change is significant.

ScanNet [41] is a large-scale real-world dataset containing 2.5M RGB-D images (1513 scans acquired in 707 different places, such as offices, apartments, and bathrooms). All the scans are annotated with estimated calibration parameters, camera poses, reconstructed 3D surfaces, textured meshes, dense object-level semantic segmentations, and aligned computer-aided design (CAD) models.

---

**Fig. 2.** Rotated-HPatches dataset and the three sub-sets of our created SIM2E dataset.
Table 1. Comparison between our SIM2E dataset and other public datasets.

| Dataset            | Type | Illumination Change | Rotation | Scaling | Dataset Size |
|--------------------|------|---------------------|----------|---------|--------------|
| AachenDayNight [39]| 3D   | significant         | small    | medium  | large        |
| ScanNet [41]       | 3D   | slight              | small    | small   | large        |
| MegaDepth [42]     | 3D   | slight              | small    | large   | large        |
| Inloc [43]         | 3D   | medium              | small    | medium  | large        |
| TartanAir [44]     | 3D   | very significant    | small    | medium  | large        |
| Hpatches [45]      | plane| significant         | small    | small   | small        |
| Rotated-HPatches [27]| plane| significant   | large    | medium  | small        |
| SIM2E (ours)       | plane| very significant    | large    | large   | small        |

MegaDepth [42] is a large-scale dataset for the evaluation of depth estimation and/or correspondence matching algorithms. It uses SfM and multi-view stereo (MVS) techniques to acquire 3D point clouds, which can then be used to train and evaluate single-view depth estimation and/or correspondence matching networks. However, the 3D point clouds generated using SfM/MVS in the MegaDepth dataset are not sufficiently accurate and dense.

Compared to the Aachen Day-Night [39] and MegaDepth [42] datasets which were created in outdoor scenarios, the Inloc [43] dataset focuses on indoor localization problems. The Inloc dataset consists of a database of RGB-D images, geometrically registered to the floor maps and augmented with a separate set of RGB target images (annotated with manually verified ground-truth 6DoF camera poses in the global coordinate system of the 3D map).

Unlike the aforementioned datasets that are relatively ideal in terms of either motion or illumination conditions, TartanAir [44], a synthetic dataset used to evaluate visual SLAM algorithms, is collected using a photo-realistic simulator (with the presence of moving objects, changing illumination and weather conditions). Such a more challenging dataset fills the gap between synthetic and real-world datasets.

Hpatches [45] are created using other public datasets. It can be split into two subsets: illumination and viewpoint, which are two crucial aspects of correspondence matching. It can also be split into three subsets: EASY, HARD, and TOUGH, according to the sizes of the overlapping areas between reference and target images. Randomly rotating the target images in the Hpatches [45] dataset produces a new dataset, referred to as Rotated-HPatches [27].

Similar to the Hpatches and Rotated-HPatches datasets, our SIM2E dataset provides accurate subpixel correspondence matching ground truth. On the other hand, the illumination, rotation, and scaling changes are significant in our dataset. Therefore, compared to other existing public datasets, our SIM2E dataset can be used to evaluate the \( \text{sim}(2) \)-equivariant capability of correspondence matching algorithms more comprehensively. However, the size of the current version of our SIM2E dataset is small. We will therefore increase its size in our future work.

The rotation distributions of Rotated-HPatches and our SIM2E subsets are shown in Fig. 3. It can be observed that in the Rotated-HPatches dataset, slight
rotations (≤ 60°) account for a large proportion. In contrast, the three subsets of our SIM2E dataset are uniformly distributed. Most existing learning-based correspondence matching approaches have poor rotation-equivariant capabilities, and their performances are satisfactory only when there are slight rotations. Therefore, our SIM2E dataset can provide more acceptable results when evaluating the rotation-equivariant capability of a given correspondence matching algorithm.

3 Experiments

3.1 Experimental Setup

The group-equivariant capabilities of six classical and ten learning-based correspondence matching approaches are evaluated on our SIM2E dataset.

For classical correspondence matching approaches, we use the OpenCV [46] implementations of AKAZE [47], BRISK [48], KAZE [49], ORB [13], FREAK [50], and SIFT [9] in our experiments. All these classical approaches use the nearest neighbor matching algorithm for correspondence matching. The ratio test technique (threshold is set to 0.7) is also used to improve the overall performance.

For learning-based correspondence matching approaches, we use the official weights of each model. These models were trained on different datasets, as detailed below:

- **SuperPoint** [17] is trained on the MS-COCO [18] dataset, a large-scale dataset for object detection and segmentation.
- **R2D2** [20] is trained on the Aachen Day-Night [39] dataset and a retrieval dataset [51].
- **ALIKE** [52] is trained on the MegaDepth [42] dataset.
- **GIFT** [32] is trained on the MS-COCO [18] dataset and finetuned on the GL3D [53] dataset (consisting of indoor and outdoor scenes).
- **RoRD** [27] is trained on the PhotoTourism [54] dataset, where the 3D structures of scenes are obtained using SfM.
- **SuperGlue** [22] is trained with the indoor models in the ScanNet [41] dataset and the outdoor models in the MegaDepth [42] dataset.
- **SGMNet** [24] is trained on the GL3D [53] dataset. Our experiments utilize the SIFT version of SGMNet, where the detector and descriptor are rotation-invariant.
- **LoFTR** [25] is trained with the same experimental setup as SuperGlue.
- **MatchFormer** [26] is trained with the same experimental setup as SuperGlue and LoFTR. Limited by our GPU memory, the lightweight version of MatchFormer is used in our experiments.
- **SE2-LoFTR** [35] is trained on the MegaDepth dataset.

Furthermore, the mean matching accuracy (MMA) is employed to quantify the performance of the aforementioned correspondence matching algorithms, which are run on a PC with an Intel Core i7-10870H CPU and an NVIDIA RTX3080-laptop GPU (having a 16GB DDR4 memory).

### 3.2 Comparison of the SoTA approaches on the Rotated-HPatches Dataset

The Rotated-HPatches [27] dataset is generated using the Hpatches [45] dataset to evaluate rotation-equivariant capability of correspondence matching methods. Each sub-folder of the Rotated-HPatches dataset contains one reference image and five target images. The target images are obtained by rotating the reference image at a random angle. The correspondence matching ground truth is acquired using the homography matrices between each pair of reference and target images. As illustrated in Fig. 4(a), the SoTA correspondence matching algorithms demonstrate significantly different performances on the Rotated-HPatches dataset.

The classical algorithms, such as AKAZE, BRISK, KAZE, and SIFT, achieve the best overall performances on the Rotated-HPatches dataset, as they consider both the scaling and rotation invariance of visual features. Benefiting from the higher dimensional feature descriptors, these four algorithms outperform ORB and FREAK.

On the other hand, SuperPoint, R2D2, and ALIKE are developed without considering rotation invariance. Therefore, their performances are relatively poor on the Rotated-HPatches dataset. GIFT [32] uses SuperPoint as the feature detector. Its feature descriptor is developed based on G-CNN to acquire the rotation-equivariant capability. As expected, GIFT significantly outperforms SuperPoint.

As can be seen from Table 2 and Fig. 4(a), when the tolerance $\delta$ exceeds 5, the learning-based methods demonstrate better performances than classical methods. For instance, SGMNet outperforms all classical methods when $\delta > 5$ and SE2-LoFTR shows similar performance to the classical methods when $\delta > 8$. Referring to [24], SGMNet is a lightweight version of SuperGlue and demonstrates slightly worse performance than SuperGlue. However, SuperGlue with SuperPoint performs much worse than SGMNet. This is probably because SGMNet uses SIFT as its detector and descriptor, which has the rotation-equivariant capability.
Table 2. The performance of SoTA correspondence matching approaches on the Rotated-HPatches dataset. $N$ denotes the average number of valid matches.

| Method          | $\delta \leq 1$ | $\delta \leq 3$ | $\delta \leq 5$ | $\delta \leq 10$ | $N$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----|
| AKAZE [47]      | 0.426           | 0.744           | 0.812           | 0.841           | 203 |
| BRISK [48]      | 0.419           | 0.745           | 0.816           | 0.841           | 282 |
| KAZE [49]       | 0.423           | 0.753           | **0.825**       | 0.858           | 505 |
| ORB [13]        | 0.253           | 0.576           | 0.646           | 0.672           | 20  |
| SIFT [9]        | **0.484**       | **0.762**       | 0.809           | 0.830           | 727 |
| FREAK [50]      | 0.278           | 0.519           | 0.567           | 0.594           | 27  |
| SP [17]         | 0.123           | 0.249           | 0.274           | 0.295           | 120 |
| R2D2 [20]       | 0.057           | 0.129           | 0.144           | 0.153           | 158 |
| ALIKE [52]      | 0.111           | 0.172           | 0.184           | 0.201           | 59  |
| GIFT [32]       | 0.203           | 0.406           | 0.439           | 0.448           | 186 |
| RoRD [27]       | 0.030           | 0.191           | 0.378           | 0.620           | 1077|
| SPSG [22]       | 0.185           | 0.425           | 0.491           | 0.552           | 479 |
| SGMNet [24]     | 0.369           | 0.688           | 0.814           | **0.893**       | 1278|
| LoFTR [25]      | 0.037           | 0.167           | 0.259           | 0.350           | 506 |
| MatchFormer [26]| 0.033           | 0.162           | 0.256           | 0.358           | 600 |
| SE2-LoFTR [35]  | 0.197           | 0.556           | 0.720           | 0.842           | 1305|

It can be observed that SoTA classical methods always perform better than learning-based methods when the tolerance is small. With the decrease in tolerance, the MMA scores achieved by learning-based methods drop considerably. This is probably because the learning-based methods are generally trained via self-supervised learning, where the tolerance to determine positive samples is typically set to 3. Furthermore, the model is difficult to converge in the training phase when the tolerance is too small, e.g., less than 1, while the model’s accuracy degrades dramatically when the tolerance is too large. Moreover, compared to classical methods, learning-based methods can always obtain more correspondences. Therefore, improving the subpixel accuracy of learning-based approaches without reducing the number of valid matches is a research area that requires more attention.

3.3 Comparison of the SoTA approaches on our SIM2E Dataset

In this paper, we quantify the group-equivalent capabilities of the aforementioned algorithms on the three subsets of our SIM2E Dataset.

Experimental results on the SIM2E-SO2S subset Our SIM2E-SO2S subset is created in a similar fashion to the Rotated-HPatches dataset. Since we select time-lapse videos with more challenging illumination conditions, apply more uniformly distributed random rotations, and add synthetic backgrounds to the target image, the SIM2E-SO2S subset is expected to reflect the correspondence matching algorithms’ group-equivariant capabilities more comprehensively. As can be observed from Fig. 4(b), all the SoTA methods perform
Fig. 4. MMA results of six classical and ten learning-based correspondence matching approaches on the Rotated-HPatches dataset and our SIM2E-SO2S, SIM2E-SIM2S, and SIM2E-PersS subsets. MMA results for the classical methods are shown as solid lines, while MMA results for the learning-based methods are shown as dashed lines.

much worse on our SIM2E-SO2S subset because it is more challenging than the Rotated-HPatches dataset. Furthermore, similar to the experimental results in the Rotated-HPatches experiments (see Fig. 4(a)), SE2-LoFTR, SGMNet, AKAZE, BRISK, KAZE, and SIFT also achieve the best group-equivariant capabilities on our SIM2E-SO2S subset (see Fig. 4(b)). This validates the effectiveness of our SIM2E-SO2S subset in terms of evaluating a correspondence matching algorithm’s group-equivariant capability. Moreover, the MMA scores
Table 3. The performance of SoTA correspondence matching approaches on the SIM2E-SO2S subset. $N$ denotes the average number of valid matches.

| Method      | $\delta \leq 1$ | $\delta \leq 3$ | $\delta \leq 5$ | $\delta \leq 10$ | $N$ |
|-------------|------------------|------------------|------------------|------------------|----|
| AKAZE [47]  | 0.435            | 0.497            | 0.504            | 0.509            | 72 |
| BRISK [48]  | 0.435            | 0.509            | 0.516            | 0.522            | 113|
| KAZE [49]   | 0.420            | 0.500            | 0.513            | 0.522            | 129|
| ORB [13]    | 0.213            | 0.402            | 0.435            | 0.444            | 24 |
| SIFT [9]    | 0.491            | 0.559            | 0.566            | 0.570            | 264|
| FREAK [50]  | 0.238            | 0.275            | 0.278            | 0.281            | 9  |
| SP [17]     | 0.083            | 0.138            | 0.146            | 0.154            | 40 |
| R2D2 [20]   | 0.045            | 0.078            | 0.080            | 0.082            | 53 |
| ALIKE [52]  | 0.075            | 0.091            | 0.094            | 0.095            | 22 |
| GIFT [32]   | 0.132            | 0.207            | 0.213            | 0.215            | 51 |
| RoRD [27]   | 0.021            | 0.131            | 0.274            | 0.480            | 630|
| SPSG [22]   | 0.151            | 0.271            | 0.299            | 0.332            | 192|
| SGMNet [24] | 0.373            | 0.528            | 0.586            | 0.607            | 1226|
| LoFTR [25]  | 0.042            | 0.145            | 0.188            | 0.206            | 329|
| MatchFormer [26] | 0.042 | 0.150 | 0.191 | 0.213 | 451 |
| SE2-LoFTR [35] | 0.239 | 0.530 | **0.610** | **0.634** | 1640 |

Table 4. The performance of SoTA correspondence matching approaches on the SIM2E-SIM2S subset. $N$ denotes the average number of valid matches.

| Method      | $\delta \leq 1$ | $\delta \leq 3$ | $\delta \leq 5$ | $\delta \leq 10$ | $N$ |
|-------------|------------------|------------------|------------------|------------------|----|
| AKAZE [47]  | 0.338            | 0.412            | 0.418            | 0.423            | 22 |
| BRISK [48]  | 0.396            | 0.465            | 0.472            | 0.475            | 51 |
| KAZE [49]   | 0.317            | 0.429            | 0.443            | 0.455            | 54 |
| ORB [13]    | 0.161            | 0.284            | 0.300            | 0.303            | 10 |
| SIFT [9]    | **0.495**        | **0.535**        | 0.538            | 0.544            | 165|
| FREAK [50]  | 0.123            | 0.169            | 0.175            | 0.178            | 3  |
| SP [17]     | 0.060            | 0.097            | 0.104            | 0.110            | 20 |
| R2D2 [20]   | 0.038            | 0.062            | 0.063            | 0.064            | 23 |
| ALIKE [52]  | 0.048            | 0.058            | 0.059            | 0.062            | 6  |
| GIFT [32]   | 0.114            | 0.175            | 0.182            | 0.184            | 32 |
| RoRD [27]   | 0.011            | 0.075            | 0.164            | 0.291            | 287|
| SPSG [22]   | 0.105            | 0.188            | 0.210            | 0.241            | 118|
| SGMNet [24] | 0.377            | 0.528            | **0.571**        | **0.584**        | 802|
| LoFTR [25]  | 0.022            | 0.105            | 0.146            | 0.164            | 155|
| MatchFormer [26] | 0.025 | 0.118 | 0.160 | 0.180 | 232 |
| SE2-LoFTR [35] | 0.231 | 0.486 | 0.545 | 0.563 | 847 |

Achieved by these six methods differ more significantly in the SIM2E-SO2S experiments. Therefore, our SIM2E-SO2S subset more comprehensively quantifies the group-equivariant capability of a given correspondence matching algorithm.
Table 5. The performance of SoTA correspondence matching approaches on the SIM2E-PersS subset. \( N \) denotes the average number of valid matches.

| Method   | \( \delta \leq 1 \) | \( \delta \leq 3 \) | \( \delta \leq 5 \) | \( \delta \leq 10 \) | \( N \) |
|----------|---------------------|---------------------|---------------------|---------------------|-------|
| AKAZE [47] | 0.262 | 0.338 | 0.346 | 0.352 | 14 |
| BRISK [48] | 0.350 | 0.424 | 0.431 | 0.436 | 34 |
| KAZE [49] | 0.267 | 0.383 | 0.404 | 0.414 | 42 |
| ORB [13] | 0.120 | 0.230 | 0.253 | 0.258 | 7 |
| SIFT [9] | 0.443 | 0.502 | 0.508 | 0.515 | 130 |
| FREAK [50] | 0.105 | 0.143 | 0.149 | 0.152 | 3 |
| SP [17] | 0.052 | 0.090 | 0.100 | 0.108 | 13 |
| R2D2 [20] | 0.035 | 0.062 | 0.065 | 0.066 | 16 |
| ALIKE [52] | 0.043 | 0.052 | 0.053 | 0.054 | 5 |
| GIFT [32] | 0.107 | 0.180 | 0.185 | 0.188 | 24 |
| RoRD [27] | 0.008 | 0.063 | 0.143 | 0.267 | 257 |
| SPSG [22] | 0.103 | 0.189 | 0.216 | 0.254 | 120 |
| SGMNet [24] | 0.339 | **0.505** | **0.553** | **0.570** | 758 |
| LoFTR [25] | 0.018 | 0.089 | 0.137 | 0.163 | 120 |
| MatchFormer [26] | 0.021 | 0.100 | 0.151 | 0.177 | 161 |
| SE2-LoFTR [35] | 0.197 | 0.450 | 0.515 | 0.536 | 772 |

Experimental results on the SIM2E-SIM2S subset Compared to the SIM2E-SO2S subset, the SIM2E-SIM2S subset contains scaling and translation transformations that shrink the size of the overlapping area between image pairs. As illustrated in Fig. 4(c) and Table 4, the performances of SE2-LoFTR, SGMNet, SIFT, and BRISK remain stable in the SIM2E-SIM2S experiments, while other models’ performances degrade dramatically. Therefore, our SIM2E-SIM2S subset can be used to quantify not only the rotation-equivariant capability but also the scaling-equivariant capability of correspondence matching algorithms.

Experimental results on the SIM2E-PersS subset Compared to the SIM2E-SO2S and SIM2E-SIM2S subsets, the SIM2E-PersS subset contains random perspective transformations. Therefore, correspondence matching on the SIM2E-PersS subset is more challenging. Similarly, in the SIM2E-PersS experiments (see Fig. 4(d) and Table 5), the performances of SE2-LoFTR, SGMNet, and SIFT remain stable, while the performances of BRISK, AKAZE, and KAZE degrade more significantly. Therefore, our SIM2E-PersS subset can be utilized to quantify sim(2)-equivariant capability of correspondence matching algorithms in a more in-depth manner.

3.4 Discussion

The experimental results presented above show that SGMNet, SE2-LoFTR, SIFT, BRISK, KAZE, and AKAZE demonstrate similar group-equivariant capabilities. As can be seen in Table 2, the performances of these algorithms are
very similar, while SE2-LoFTR achieves the worst performance on the Rotated-HPatches dataset. As can be observed in Fig. 4(b)-(d), our created SIM2E dataset can reflect the group-equivariant capabilities of the existing correspondence matching algorithms more comprehensively. The compared SoTA methods achieve the best performances on the SIM2E-SO2S subset and the worst overall performances on the SIM2E-PersS subset. Therefore, we believe that our created SIM2E dataset can help users obtain more objective and in-depth evaluation results of their developed correspondence matching algorithms’ group-equivariant capabilities.
4 Conclusion

This paper presented a benchmark dataset for the evaluation of sim(2)-equivariant capability of correspondence matching approaches. We first discussed the classical and learning-based methods and the mainstream of developing group-equivariant network architectures. We qualitatively and quantitatively evaluated sixteen SoTA correspondence matching algorithms on the Rotated-HPatches dataset and three subsets of our created SIM2E dataset. These results suggest that our SIM2E dataset is much more challenging than public correspondence matching datasets, and it can comprehensively reflect the group-equivariant capability of SoTA correspondence matching approaches. In summary, group-equivariant detection, group-equivariant description, and group-equivariant position information are vital for group-equivariant correspondence matching. SuperGlue, LoFTR, and SGMNet use neural networks to fuse global position information and local feature descriptors, and achieve superior performances over others. However, obtaining group equivariance of position information is still challenging, as discussed in [35]. The scaling-equivariant and rotation-equivariant capabilities of learning-based approaches are close to classical approaches. However, the sub-pixel accuracy achieved by the former is still unsatisfactory.
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