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1 Introduction

Object tracking is one of the foremost assignments in computer vision that attempts to detect and track objects in image sequences. Object tracking has various applications. Object tracking applicable in areas such as traffic monitoring (e.g. monitoring of traffic flow (Tian et al., 2011) and detection of traffic accidents (Tai et al., 2004)), robotics (e.g. ASIMO humanoid robot (Sakagami et al., 2002)), autonomous vehicle tracking (e.g. path-tracking (Brown et al., 2017; Laurence et al., 2017; Menze and Geiger, 2015)), medical diagnosis systems (e.g. tracking of ventricular wall (Colchester and Hawkes, 1991) and medical instruments control (Tsai et al., 2018)), and activity recognition (e.g. learning activity patterns (Stauffer and Grimson, 2000) and human activity recognition (Bodor et al., 2003)).

There are many challenges in object tracking that have led to ongoing research in this area. Some of these challenges in the OTB1 dataset (Wu et al., 2013) are presented in Table 1. As shown in Fig. 1, there are two types of object tracking: single object tracking and multi object tracking.

Single object tracking only track an individual target during a video, and the target specifies in the first frame and must be detected and tracked in the next frames of the video. Single object trackers should be able to track whatever object they are given, even an object on which no available classification model was trained.

In multi object tracking there are multiple objects to track. In this type of tracking, the tracker must first determine the number of objects in each frame and then keep track of each object's identity from frame to frame.

---
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1 Object Tracking Benchmark
This paper presents a comprehensive classification of object tracking methods and focuses more on learning-based methods. In section 2, this classification is examined and definitions of different methods and examples of them are given. In section 3 lists the common datasets that used in object tracking are given, and in section 4, common evaluation methods of object tracking are given.

| Challenge            | Describe                                                                 | Example |
|----------------------|--------------------------------------------------------------------------|---------|
| Illumination Variation | The illumination in the target region is significantly changed.         |         |
| Background Clutters  | The background near the target has a similar color or texture as the target. |         |
| Low Resolution       | The number of pixels inside the ground-truth bounding box is low.         |         |
| Scale Variation      | The ratio of the bounding boxes of the first frame and the current frame is out of the range. |         |
| Occlusion            | The target is partially or fully occluded.                               |         |
| Change the target position | During the movement, the target may be rotated, deformed, and so on. |         |
| Fast Motion          | The motion of the ground truth is large.                                 |         |

2. Classification of the object tracking methods
Object tracking methods have different categories, for example, Fiaz et al. have a comprehensive study of tracking methods that categorize tracking methods into two groups of methods based on the correlation filter and the noncorrelation filter (Fiaz et al., 2018). Li et al. have reviewed and compared deep learning methods of object tracking (Li et al., 2018), Verma has reviewed methods of object detecting and tracking and categorized tracking methods into five categories of feature-based, segmentation-based, estimation-based, appearance-based and learning-based methods (Verma, 2017). In this paper, the last grouping is used and as shown in Fig. 2, a comprehensive classification of single object tracking methods is provided (Soleimanitaleb et al., 2019) and details of each one are given below.

2.1 Feature-Based Methods
This method is one of the simple ways of object tracking. To track objects, features, such as color, texture, optical flow, etc., are extracted first. These extracted features must be unique so that objects can be easily distinguishable in the feature space. Once the features are extracted, then the next step is to find the most similar object in the next frame, using those features, by exploiting some similarity criterion.

One of the problems with these methods is at the extraction step because the unique, exact and reliable features of the object should be extracted so that it can distinguish the target from other objects. Here are some of the features that are used for object tracking.

2.1.1 Color
The color features can show the appearance of the object. This feature can be used in different ways, one of the most common methods to use this feature is a color histogram.

The color histogram shows the distribution of colors in an image. in fact, shows the different colors and the number of pixels of each color in the image. The disadvantage of color histograms is that the representation just depends on the color of the object and ignores the shape and texture of the object, so two different objects may have the same histogram.

Some papers have used the color histogram for tracking (Fotouhi et al., 2011; Li and Zheng, 2004; Zhao, 2007), Zhao (Zhao, 2007) used histograms for tracking; Fig. 3 shows the flowchart of the tracking using this method.
Fig. 3. Flowchart of histogram-based object tracking in the gradient feature space (Zhao, 2007)

The tracking is done in such a way that in the first frame the target is marked with a bounding box; then, as seen in Fig. 4, this target is displayed using the histogram in the appropriate feature space. After entering the next frame, the target should be searched in this frame. In the new frame, the method introduces all possible candidates; then, a comparison is made to find a pair with the maximum similarity between the candidate and target histograms.

Fig. 4. Show target model using histogram (Zhao, 2007)

2.1.2 Texture

Texture is a repeated pattern of information or arrangement of the structure with regular intervals. Texture features are not obtained directly. These features are generated by image preprocessing techniques.

The texture feature is an important feature in the image, it can be used along with the color feature to describe the contents of an image or a region of the image. Because the color feature is not sufficient to identify similar objects and sometimes it can be seen that different images have the same histogram.

Gabor wavelet (Barina, 2016) is one of the most studied texture features. The most important property of Gabor filters is their invariance to illumination, rotation, scale, and translation which makes it suitable for object tracking. A method to detect the location and body shapes of moving animals using a Gabor filter is presented in (Wagenaar and Kristan, 2010). The local binary pattern is another textual descriptor (Ojala et al., 1994). Zhao et al. have used LBP to describe moving objects and also have used a Kalman filter for target tracking (Zhao et al., 2009).
2.1.3 Optical Flow

Optical flow is the apparent motion of brightness patterns in the image. Apparent motion can be caused by changes in lighting without any actual motion. The optical flow algorithm calculates the displacement of brightness patterns from one frame to another. Algorithms that calculate displacement for all image pixels are known as dense optical streaming algorithms, while sparse algorithms estimate displacement for a selective number of pixels in an image (Barron et al., 1992).

In the Fig. 6 four successive frames are analyzed and optical flow is calculated for them. The green lines are the motion vectors with their end points shown in red dot. As you can see, some objects are marked with a red dot, which indicates that the object is stationary and its motion vector length is zero. The blocks which are moving more have larger motion vectors (“Optical Flow | CommonLounge,” n.d.).

Some papers have used optical flow for tracking (Hariyono et al., 2014; Kim and Kwon, 2016).

Hariyono et al. (Hariyono et al., 2014) present a method based on optical flow and HOG that can detect pedestrians from inside a moving vehicle. To obtain the optical flow, two consecutive images are divided into 14×14 pixel grid cells. Then each cell in the current frame is followed to change the corresponding cell in the next frame.

2.2 Segmentation Based Methods

Segmenting foreground objects from a video frame is fundamental and the most critical step in visual tracking. Foreground segmentation is done to separate foreground objects from the background scene. Normally, the foreground objects are the objects that are moving in a scene. To track these objects, they are to be separated from the background scene (Verma, 2017). In the following, some of the object tracking methods based on the segmentation are examined.

2.2.1 Bottom-Up Based Method

In this type of tracking, there must be two separate tasks, first the foreground segmentation and then the object tracking.

The foreground segmentation uses a low-level segmentation to extract regions in all frames, and then some features are extracted from the foreground regions and tracked according to those features (Yao et al., 2019), as shown in Fig. 8.

Some papers have used a bottom-up based method for tracking (Adam et al., 2006; Cai et al., 2014; Gu and Lee, 1998; Son et al., 2015; Zhou and Tao, 2013).

Son et al. (Son et al., 2015) uses this method for object tracking that propagates posteriorly through particle filters to estimate the target state and it obtains the target area by classifying the sections of the desired area and uses the online gradient boosting decision tree to classify it.

2.2.2 Joint Based Method

In the bottom-up method, foreground segmentation and tracking are two separate tasks; one of the problems with this method is that the segmentation error propagates forward, causing error tracking. To solve this problem, as shown in Fig. 9, the researchers merged the foreground segmentation and tracking method, which improved tracking performance.

Some papers have used joint based method for tracking (Bibby and Reid, 2008; Milan et al., 2015; Schubert et al., 2015).

Schubert et al. (Schubert et al., 2015) used this method for tracking. This paper uses a basic method that has three steps, as shown in Fig. 7. In the first step, the appearance model is constructed using a probabilistic formulation. In the second step, the model is segmented using this model; and in the third step, the tracking is performed.

Fig. 5 shows the Gabor wavelets of the face image, which contain a series of Gabor kernels (Li et al., 2017).

Fig. 5. (a): Real part of the Gabor kernels. (b): Imaginary part of the Gabor kernels. (c): Amplitude of the Gabor kernels (Li et al., 2017)

Fig. 6. calculate optical flow in frames (Kim and Kwon, 2016)

Fig. 7. Joint-based tracking example overview (Schubert et al., 2015)

Fig. 8. Bottom-Up based framework (Hariyono et al., 2014)

Fig. 9. Joint based framework (Hariyono et al., 2014)
2.3 Estimation Based Methods

Estimation methods formulate the tracking problem to an estimation problem in which an object is represented by a state vector. The state vector describes the dynamic behavior of a system, such as the position and velocity of an object. The general framework for the dynamic mode estimation problem is taken from Bayesian methods (Verma, 2017).

The Bayesian filters allow the target to continuously update its position on the coordinate system, based on the latest sensor data. This algorithm is recursive and consists of two steps: prediction and updating.

The prediction step estimates the new position of the target in the next step using the state model, while the updating step uses the current observation to update the target position using the observation model. The prediction and updating steps are performed on each frame of the video. Here are some examples of this method.

2.3.1 Kalman Filter

To use the Kalman filter (Najafzadeh et al., 2015) in the object tracking, a dynamic model of the target movement should be designed. The Kalman filter is used to estimate the position of a linear system assumed that the errors are Gaussian. In many cases, dynamic models are non-linear, so in this case, the Kalman filter is not used and other suitable algorithms are used. One of these algorithms is the extended Kalman Filter. The framework for using the Kalman filter is shown in Fig. 10.

Kalman filter has important features that tracking can take advantage of it, including:
- Predict the future location of the object
- Forecast correction based on new measurements
- Noise reduction caused by incorrect diagnoses

The Kalman filter consists of two stages of prediction and updating. In the prediction step, previous models are used to predict the current position. The update step uses current measurements to correct the position.

![Fig. 10. Kalman filter framework](image)

Some papers have used kalman filter for tracking (Gunjal et al., 2018; Taylor et al., 2021; Zhao et al., 2009).

Gunjal et al. (Gunjal et al., 2018) used the Kalman filter to object tracking, where each object can be tracked from the selected frame. In the selected frame, the object can be selected for tracking and the subsequent frames can be tracked.

2.3.2 Particle Filter

Most tracking issues are non-linear. Therefore, particle filter has been considered for solving such problems. The particle filter is a recursive Monte Carlo statistical calculation method that is often used for non-gaussian noise measurement models. The main idea of the particle filter shows the distribution of a set of particles.

Each particle has a probability weight, which represents the probability of sampling of this particle based on probability density function. One of the problems with this method is that the particles that have more probability to be selected several times, and resampling is used to solve this problem. The framework for using particle filters is shown in Fig. 11.

Particle filters are also used in (Li et al., 2008; Mihaylova et al., 2007; Mondal, 2021; Pérez et al., 2002).

Mihaylova et al. (Mihaylova et al., 2007) because of the power and adaptability of Monte Carlo techniques, focus more on them. Several particles are produced, each particle having a weight that indicates the quality of a particular particle. The estimation of the desired variable is obtained from the weighted sum of the particles. It has two important steps: prediction and updating. During the prediction, each particle is modified according to the state model. At the update stage, each particle's weight is re-evaluated with new data. The method eliminates the re-sampling of light-weight particles and repeats the particles at larger weights.

![Fig. 11. Particle filter framework](image)

Also, Ding et al. (Ding et al., 2016) present the object tracking based on histogram-based particle filtering. The main purpose of this method is to investigate the appearance changes, especially the state and brightness of the object. Fig. 12 shows the block diagram of this method.

![Fig. 12. Block diagram based on histogram based particle filter (Ding et al., 2016)](image)

The idea behind this method is to use a FIFO queue of target histograms to overcome object brightness changes and transformations. The model histogram is calculated based on the weighted average of the histogram and is recursively calculated.

2.4 Learning-Based Methods

In learning-based methods, the features and appearance of different targets and their prediction are learned in the next frames, and then in the test time, based on what they learned, they can detect the object and track it in the next frames. Learning-based methods are often divided into three types of generative, discriminative and reinforcements learning.

2.4.1 Discriminative Methods

Discriminative trackers usually consider tracking as a classification problem that discriminates the target from the
background. Discriminative learning is divided into two categories contains Shallow learning and Deep learning.

2.4.1.1 Shallow Learning

Shallow learning methods is a type of methods that use pre-defined features and they can’t extract features.

Object tracking can be considered as a decision-making process where classification is trained to learn the discrimination between the target and the background. After the training, at the test time, it decides that the object is target or not. This methods use pre-defined features of different objects to identify objects and then various methods such as support vector machines (Avidan, 2004; Malisiewicz et al., 2011; Tian et al., 2007; Zhang et al., 2015), random forest (Saffari et al., 2009), decision tree(Xiao et al., 2015) be used for classification.

Tian et al. (Tian et al., 2007), considered tracking as a binary classification problem, and SVM is selected as the main classification. In object tracking, as shown in Fig. 14, the target area defined as positive data, and the surrounding environment is defined as negative data. The goal is to train an SVM classifier that can classify positive and negative data into new frames. Starting with the first frame, positive and negative examples are used to learn SVM classification. Then the search area can be estimated in the next frame. Finally, the target area is selected in the next frame with the maximum local score in the search area.

![Fig. 14. Overview of Using Support Vector Machine in Tracking (Tian et al., 2007)](Image)

2.4.1.2 Deep Learning

Shallow learning with fewer layers predicts the model, but deep learning has too many layers. Another difference is that shallow learning requires important and discriminatory features extracted by professionals, but deep learning itself extracts these important features. Deep learning (LeCun et al., 2015) has made impressive developments in various areas, including computer vision, in recent years. One of the areas where deep learning has affected it contains Shallow learning and Deep learning.

These methods separate the detection and tracking sections. Detection uses deep learning methods that can extract deep features, but for tracking, these methods can be classified into two categories of tracking with classical methods and tracking with Deep methods.

Yang et al have used Faster RCNN, KCF2 and Kalman filter trackers (Bu et al., n.d.), Chahyati et al. have used Faster RCNN and the Siamese network(Chahyati et al., 2017). Agarwal and Suryavanshi have used Faster RCNN and GOTURN (Agarwal and Suryavanshi, 2017). Ghaemmaghami has used SSD, YOLO, and LSTM (Ghaemmaghami, n.d.), and an example of the architecture of this method is shown in Fig. 13.

![Fig. 13. Feature extraction based tracking example (Ghaemmaghami, n.d.)](Image)

2.4.1.2.2 End-To-End Methods

End-to-end methods train a network to conduct both feature extraction and candidate evaluation. In this paper, end-to-end methods are classified into three categories of Siamese trackers, patch learning and graph-based trackers.

2.4.1.2.2.1 Siamese Tracker

Siamese networks have two inputs and produce one output. It captures two inputs and measures the similarity between the two images to determine that the same objects exist in two images or not.

These types of networks are capable of learning similarities and common features. There are some papers that use the siamese tracker method for tracking such as (Chen and Tao, 2017; Held et al., 2016; Jiang et al., 2021; Tao et al., 2016; Wang et al., 2018). An example of this tracker is GOTURN tracker. This tracker proposed a method for offline training of neural networks that can detect new objects at 100 fps during the test (Held et al., 2016). This tracker is significantly fast. This tracker uses a simple feedforward neural network and does not require online training. The tracker learns the general relationship between object movement and appearance and can be used to track new objects.

![Fig. 15. GOTURN Tracker Architecture (Held et al., 2016)](Image)

2 Kernelized Correlation Filter
that do not appear in the training set. The architecture of this network is shown in Fig. 15.

In this architecture, the target object and the search area are assigned to the layers of convolution. The output of the convolution layer is a set of features that is a high-level representation of the image. These features are given as inputs to the fully connected layers. The fully connected layers compare the features of the target and current object, and they somehow trained to take into account challenges such as occlusion, rotation, and so on. Finally, the last layer is fully connected to output with 4 nodes whose output is a bounding box.

2.4.1.2.2.2 Patch learning tracker

In patch learning method, positive and negative samples are extracted. Then, the method trains the neural network model on these samples. Finally, the model is tested on some selected samples, and the maximum response indicates the target position. Some papers have used patch learning methods for tracking (Han et al., 2017; Jung et al., 2018; Nam and Han, 2016; Soleimanialbeh et al., 2020). An example of this method is MDNET tracker (Nam and Han, 2016). For online training of this tracker, as can be seen in Fig. 17, 50 positive samples and 50 negative samples are drawn. A positive sample means that the IOU of the sample and the target is $\geq 0.7$ and the negative sample $\leq 0.3$. Then, based on these samples, the weight of the fully connected layers are corrected.

Fig. 17. Patch based tracking in MDNET network (Nam and Han, 2016)

2.4.1.2.2.3 Graph-based tracker

In computer vision, graph theory has been successfully applied to solve many tasks. Graphs offer a rich and compact representation of the spatial relations between objects in an image and they can be used to model many types of relations and processes.

There are some papers that use graph-based methods for tracking such as (Gomila and Meyer, 2003; Nam et al., 2016; Wang and Ling, 2017). An example of this method is TCNN tracker (Nam et al., 2016). The proposed algorithm in TCNN tracker uses convolutional neural networks for target representation, as several CNNs collaborate to estimate target states and determine the optimal paths for model updating online in the tree. Maintaining multiple CNNs in the various branches of the tree structure is suitable to counter multimode target representation and maintain model reliability through smooth updates along tree paths. Because multiple CNNs share all the parameters in the layers of the convoluted layer, it takes advantage of several models by saving memory space and preventing additional network evaluations. The final state of the target is estimated by sampling the target candidates in all cases in the previous frame and identifying the best sample in terms of the average weighted score from a set of active CNNs. Fig. 16 shows the target state estimation and the TCNN method model update methods. The width of a black arrow indicates the weight of a CNN for estimating the target state, while the width of a red edge indicates the dependence between the two CNNs. A rectangular box width means the CNN reliability associated with that box.

When a new frame is given, the candidate samples are plotted around the target position estimated in the previous frame, and the probability of each sample is calculated based on the weighted average of several CNNs. The weight of each CNN is determined by the reliability of the path that the CNN has updated to the tree structure. The target state in the current frame is estimated by finding the candidate with the maximum probability.

![Fig. 16. TCNN method architecture (Nam et al., 2016)](image)

2.4.2 Generative Methods

The generative appearance models mainly concentrate on how to accurately fit the data from the object class. However, it is very difficult to verify the correctness of the specified model in practice. By introducing online-update mechanisms, they incrementally learn visual representation for the foreground object region information while ignoring the influence of the background. Traditional online learning methods are adopted to track an object by searching for regions most similar to the target model. The online learning strategy is embedded in the tracking framework to update the appearance model of the target adaptively in response to appearance variations.

There are some papers that use generative methods for tracking such as (Bao et al., 2012; Jia et al., 2012).

2.4.3 Reinforcement Learning

In a reinforcement learning (Harmon and Harmon, 1997) problem, we encounter an agent that interacts with the environment through trial and error and learns to select the optimal action to achieve the goal.

There are some papers that use a reinforcement learning method for tracking such as (Choi et al., 2017; Valmadre et al., 2017; Yun et al., 2017).

One example of this approach is (Choi et al., 2017). As shown in Fig. 18, this network is divided into two parts; the first part is the matching network and the second part is the policy network. Assuming the networks are trained and their weights are constant, tracking can be done in the desired sequence. For a given frame, it crops a search image based on previous target bounding box information. The search image is cut from the center of the previous target location and its scale is the same as the previous target scale. Using the appearance templated that obtain from previously tracked frames, the matching network generates prediction maps for each template. Each predict map is then fed to the policy network, where it generates the scores for each predict map. The prediction map with the maximum score is selected and the corresponding pattern is used for target tracking. The position in the prediction map corresponds to the next position of the target in the search image. The patterns appear at a regular interval during the tracking process. The policy network is trained to train in a variety of situations.
Datasets

This section examines the various datasets available in object tracking. Some of the datasets and their general information are listed in Table 2, which will be discussed in detail below.

Table 2: Object tracking datasets

| Dataset               | No. of videos | No. of classes |
|-----------------------|---------------|----------------|
| OTB100 (Wu et al., 2015) | 100           | 16             |
| OTB50 (Wu et al., 2013)  | 50            | -              |
| VOT2013 (Kristan et al., 2013) | 17           | -              |
| VOT2014 (LIRIS, n.d.)    | 25            | 11             |
| VOT2015 (Kristan et al., 2015) | 60           | -              |
| VOT2017 (Kristan et al., 2017) | 60           | 24             |
| VOT2018 (Kristan et al., 2018) | 60           | -              |
| VOT2019 (Kristan et al., 2019) | 60           | 30             |
| DTB70 (Li and Yeung, 2017) | 70            | 15             |
| Nfs (Kiani Galoogahi et al., 2017) | 100          | 17             |
| UAV123 (Mueller et al., 2016) | 123          | 9              |
| TempleColor128 (Liang et al., 2015) | 129          | 27             |
| ALOV300++ (Smeulders et al., 2013) | 314         | 59             |
| NUS-PRO (Li et al., 2015) | 365           | 8              |
| OxUvA (Valmadre et al., 2018) | 366         | 22             |
| LaSOT (Fan et al., 2019)  | 1400          | 70             |
| GOT-10k (Haung et al., 2019) | 10000       | 563            |
| TrackingNet (Muller et al., 2018) | 31000       | 27             |
| YouTube-BoundingBoxes (Real et al., 2017) | 380000      | 23             |

3.1 OTB100

This dataset contains 100 video sequences. The videos are labeled with 11 attributes, namely: illumination variation, scale variation, occlusion, deformation, motion blur, fast motion, in-plane rotation, out-of-plane rotation, out-of-view, background clutters, and low resolution. An example of this dataset is shown in Fig. 19.

3.2 OTB50

50 of the most challenging OTB100 movies selected and named OTB50. An example of this dataset is shown in Fig. 20.

3.3 VOT

These datasets have different versions in different years and each version has a different number of sequences. VOT2015-2019 are the only object tracking datasets that labeled with rotated bounding boxes. Each frame annotated by 6 attributes, namely: occlusion, illumination change, object motion, object size change, camera motion, unassigned. An example of this dataset is shown in Fig. 21.

3.4 ALOV300++

The Amsterdam Library of Ordinary Videos for tracking is trying to cover a variety of conditions and challenges. Including: illuminations, transparency, specularity, confusion with similar objects, clutter, occlusion, zoom, severe shape changes, motion patterns, low contrast, and so on. ALOV300 is designed to be consistent with other benchmarks for tracking in various aspects such as light, albedo, transparency, motion smoothness, confusion, occlusion and shaking camera. The dataset consists of 315 video sequences. The main source of the data is real-life videos from YouTube with 64 different types of targets. To maximize diversity, most of the sequences are short. The total number of frames in ALOV300 is 89364. The data in ALOV300 are annotated by a rectangular bounding box along the main axes of flexible size every fifth frame. An example of this dataset is shown in Fig. 22.
3.5 **TempleColor128**

This dataset contains 128 videos that are specifically designated to evaluate color-enhanced trackers. The videos are labeled with 11 similar attributes as in OTB. An example of this dataset is shown in Fig. 23.

![Fig. 23. example of TempleColor128 dataset (Liang et al., 2015)](image)

3.6 **NUS-PRO**

This dataset contains 365 sequences that focus on human and rigid object tracking. Each sequence is annotated with both the target location and the occlusion level for evaluation. An example of this dataset is shown in Fig. 24.

![Fig. 24: example of NUS_PRO dataset (Li et al., 2015)](image)

3.7 **DTB70**

The DTB3 dataset contains 70 video sequences with RGB data that are annotated ground truth bounding boxes in all video frames. Some of the videos are taken by a drone, and most are tracking people and cars. Other videos are coming together from YouTube add more diversity to both the target appearance and the scene itself.

Each subset of sequences corresponds to one of the attributes, namely: scale variation, aspect ratio variation, occlusion, deformation, fast camera motion, in-plane rotation, out-of-plane rotation, out-of-view, background cluttered, similar objects around, and motion blur. An example of this dataset is shown in Fig. 25.

![Fig. 25. example of DTB70 dataset (Li and Yeung, 2017)](image)

3.8 **Nfs**

Nfs4 is the first higher frame rate video dataset and benchmark for visual object tracking. This dataset includes 100 videos of 380K frames, with 75 videos recorded using the iPhone 6 (and above) and iPad Pro and 25 videos taken from YouTube. All videos are manually labeled with nine visual attributes, such as occlusion, illumination variation, scale variation, object deformation, fast motion, viewpoint change, out of view, background clutter, and low resolution. An example of this dataset is shown in Fig. 26.

![Fig. 26. example of Nfs dataset (Kiani Galoogahi et al., 2017)](image)

3.9 **UAV123**

This dataset contains 123 video sequences and more than 110K frames. It was captured using cameras mounted on drones and includes all bounding boxes and attribute annotations. An example of this dataset is shown in Fig. 27.

![Fig. 27. example of UAV123 dataset (Mueller et al., 2016)](image)

3.10 **GOT-10k**

This dataset contains over 10,000 video segments and contains 563 object classes. This database enables unified training and fair comparison of deep trackers. An example of this dataset is shown in Fig. 28.

![Fig. 28. example of GOT-10k dataset (Huang et al., 2019)](image)

3.11 **LaSOT**

This dataset contains 123 video sequences with 70 object categories selected from 1000 classes of ImageNet. Sequences labeled with 14 attributes, including illumination variation, full occlusion, partial occlusion, deformation, motion blur, fast motion, scale variation, camera motion, rotation, background clutter, low resolution, viewpoint change, out-of-view and aspect ratio change. An example of this dataset is shown in Fig. 29.

![Fig. 29. example of LaSOT dataset](image)
3.12 OxUvA

The purpose of introducing this dataset is to collect long, realistic videos that the intended purpose disappears and reappears. This dataset is dedicated to single-object tracking, and consists of 366 videos. However, a problem with OxUvA is that it does not provide dense annotations in consecutive frames. An example of this dataset is shown in Fig. 30.

3.13 TrackingNet

TrackingNet is a first large-scale dataset for object tracking in the wild. It includes over 30K videos with an average duration of 16.6s and more than 14M dense bounding box annotations. The dataset is not limiting to a specific context but instead covers a wide selection of object classes in a broad and diverse context. This dataset was sampled from YouTube videos and thus, represents real-world scenarios and contains a large variety of frame rates, resolutions, context and object classes.

All videos are labeled with 15 visual attributes, such as partial occlusion, full occlusion, illumination variation, scale variation, object deformation, fast motion, out of view, background clutter, low resolution, aspect ratio change, camera motion, motion blur, similar object, in-plane rotation and out-of-plane rotation. An example of this dataset is shown in Fig. 31.

3.14 YouTube-BoundingBoxes

It is a large-scale dataset of video URLs with densely-sampled high-quality single-object bounding box annotations. This dataset contains approximately 380,000 video segments extracted from 240,000 different YouTube videos. All of these segments of the video have been annotated precisely by humans in a bounding box. An example of this dataset is shown in Fig. 32.

4 Evaluation Metrics

In this section, common methods for evaluating object tracking methods will be discussed.

There are several evaluation methods that have become popular in visual tracking evaluation.

Evaluating tracking algorithms with quantitative criteria is difficult because it depends on many factors, including position accuracy, tracking speed, memory required, and so on. The criteria commonly used in tracking are:

4.1 Center error

One of the oldest methods of measuring performance in object tracking is the location error, which calculates the Euclidean distance of the center of the predicted target locations and the ground truth center in all frames. And because only one point is earned per frame, it's still a popular criterion.

This method has some problems, such as the center location error only measures the pixel difference and does not show the size and scale of the target. To solve this problem, the center error in each frame can be divided by the predicted target. However, despite normalization, this method can have misleading results.

In addition, when the tracker fails and the object loses its target, the error can be very large and exceed the average and not show the correct information (Čehovin et al., 2016). An example of this method is shown in Fig. 33.
4.2 Region overlap

Another common evaluation criterion is the overlap score. If $R^G_t$ is the area of the ground truth and $R^P_t$ is the area of the predicted box of frame $t$, the overlap score is defined as (1).

$$IOU^5 = OS = \frac{|R^G_t \cap R^P_t|}{|R^G_t \cup R^P_t|}$$

Where $t$ is the frame index.

An example of this method is shown in Fig. 34.

![Fig. 34. Region overlap example](image)

In terms of pixel classification, as shown in Fig. 35, the overlap can be interpreted as (2).

$$\frac{|R^G_t \cap R^P_t|}{|R^G_t \cup R^P_t|} = \frac{TP}{TP + FN + FP} \quad (2)$$

Where TP is the number of true positives, FP is the number of false positives, FN is the number of false negatives.

![Fig. 35. overlap of ground-truth region with the predicted region (Čehovin et al., 2016)](image)

Average overlap score (AOS) can be used as a performance measure. This criterion can vary from 0 to 1. The closer this number is to 1, shows that the tracker has better performance.

One of the areas overlap features is that considers both the position and the size of the bounding box predicted and ground truth at the same time, this prevents large errors from occurring when tracking failure, so this is an advantage of this method than center error. In fact, when the object tracker loses the target, the overlap score becomes zero.

In addition, as shown in Fig. 36 overlap scores can be used to determine whether an algorithm successfully tracks a target in a frame, by testing whether OS is greater than a certain threshold (Čehovin et al., 2016).

4.3 Tracking Length

Another measurement used to compare trackers is tracking length. As shown in Fig. 37 this criterion reports the number of successfully tracked frames from the beginning of the tracker to the first failure.

This criterion can be done manually, which will be biased and may have different results if repeated with the same person. To automatically determine the failure criterion can place a threshold in the center or the overlap. The choice of failure threshold may affect the comparison results, so the appropriate threshold should be chosen. But this method also has problems. One of the problems with partial review is the video sequence before failure, and the rest of the frames are left out (Čehovin et al., 2016).

![Fig. 37. Tracking Length performance (Čehovin et al., 2016)](image)

4.4 Failure rate

The criterion that mainly solves the problems of measuring the length of the track is the measurement of the failure rate. As shown in Fig. 38 failure rate considers tracking as a supervised system in which a human operator redirects the tracker after failure. The required number of manual interventions is recorded and used in each frame.

Compared to measuring tracking length, the failure rate approach has the advantage that the entire sequence is used in the evaluation process and reduces the importance of the sequence start. The problem of choosing the right failure threshold is more obvious here because any change in criteria requires a repeat experiment (Čehovin et al., 2016).

4.5 Performance plots

![Fig. 38. Failure rate performance (Čehovin et al., 2016)](image)

Plots are often used to visualize the behavior of a tracker when examining multiple trackers or a set of tracker parameters because it more clearly identifies tracker behavior. One of the most widely used methods of plot tracker behavior is plot based on center error, which shows the center error according to the number of frames. These types of charts are commonly used for single tracking. Another way is a plot based on region overlap.

As mentioned, determining the appropriate threshold has a significant impact on the performance of the tracker. To avoid...
selecting a specific threshold, the results can be presented based on the threshold measurement chart. These types of charts have similarities to the ROC curve, like monotony, intuitive visual comparison, and a similar calculation algorithm. We can use the area under the curve (AUC) to argue the performance of the trackers (Čehovin et al., 2016). An example of this method is shown in Fig. 39.

4.6 Robustness Evaluation

4.6.1 one-pass evaluation (OPE)

The most common method of evaluation is to initialize an algorithm with ground-truth object mode in the first frame and report the average accuracy or success rate of all results. This simple approach is referred to as a one-pass evaluation, which has two problems. First, a tracking algorithm may be sensitive to the initial value in the first frame, and its performance may be different with different initial modes or frames. Second, most algorithms do not have re-initialization mechanisms, and tracking results do not provide significant information after tracking failure (Wu et al., 2015). The initialization of the target in the OPE method is shown in Fig. 40.

4.6.2 Temporal Robustness Evaluation (TRE)

Each tracking algorithm in a sequence of images often starts from different frames. In each test, an algorithm is evaluated starting with a specific frame, with the initial value of the state-of-the-art state, until the end of an image sequence. To generate a TRE score, the tracking results are averaged from all tests (Wu et al., 2015). The initialization of the target in the TRE method is shown in Fig. 41.

4.6.3 Spatial Robustness Evaluation (SRE)

Precise initial setting of a target is often important for tracking algorithms, but in the test, this is difficult to achieve due to errors from trackers or manual tagging. To assess whether a tracking method is sensitive to initial errors, by moving or scaling the box that limits the truth of a target object, different object modes are created (Wu et al., 2015); we use 8 space shifts (4 center shifts and 4 corner shifts) and 4 scale changes. The value of the change is 10% of the target size, and the scale ratio varies from 80% to 120% of the ground truth with an increase of 10%.

The SRE score is the average of these 12 evaluations. The initialization of the target in the SRE method is shown in Fig. 42.

5 Conclusion

In this paper, a comprehensive classification of object tracking algorithms is presented. In this category, tracking algorithms are divided into feature-based, segmentation-based, estimation-based, and learning-based categories. This paper focuses on learning-based approaches. Learning-based tracking algorithms, and especially deep learning, have recently achieved much attention. Deep learning is a new and exciting field in various fields, especially computer vision, and in many fields, it has a much higher accuracy and has made a lot of progress.

Deep learning networks have many layers and extract different features of the object in each layer. These networks have good accuracy in object tracking because it has many layers but because of model complexity are slower than shallow networks. However, it can’t be said that deep learning works best in all cases and always should be used, but by knowing the advantages and disadvantages of all methods one can find out which method can work best in problem-solving.

The result of some tracker with the average overlap score criterion and on the GOT-10K, OTB100 and TrackingNet datasets shown on Table 3.
As can be seen in the Table 3, Deep Learning’s methods have performed better, but depending on the dataset and evaluation criteria, the tracker’s performance will be different.
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