Abstract

Feature disentanglement of the foreground target objects and the background surrounding context has not been yet fully accomplished. The lack of network interpretability prevents advancing for feature disentanglement and better generalization robustness. We study the role of the context on interfering with a disentangled foreground target object representation in this work. We hypothesize that the representation of the surrounding context is heavily tied with the foreground object due to the dense hierarchical parametrization of convolutional networks with under-constrained learning algorithms. Working on a framework that benefits from the bottom-up and top-down processing paradigms, we investigate a systematic approach to shift learned representations in feedforward networks from the emphasis on the irrelevant context to the foreground objects. The top-down processing provides importance maps as the means of the network internal self-interpretation that will guide the learning algorithm to focus on the relevant foreground regions towards achieving a more robust representations. We define an experimental evaluation setup with the role of context emphasized using the MNIST dataset. The experimental results reveal not only that the label prediction accuracy is improved but also a higher degree of robustness to the background perturbation using various noise generation methods is obtained.

1. Introduction

The issue of the contextual interference with the foreground target objects is one of the shortcomings of the hierarchical feature representations such as convolutional neural networks. the foreground and background representations are inevitably mixed up and visual confusion is eminent due to the dense hierarchical parametrization of convolutional networks and the under-constrained utilization of convolution and sub-sampling layers in the feedforward manner. Feedforward neural networks trained for object classification have shown successful application of localization through Top-Down mechanisms. Despite the success of localizing objects in the cluttered natural images using such feedforward networks, the context has still significant role in the final label prediction [6, 3, 22]. Additionally, research studies have revealed evidence on widespread visual confusion on convolutional neural networks [18, 6, 1, 22, 14]. A systematic approach to shift learned neural representations from the emphasis on the contextual regions to the foreground target objects can help achieve a higher degree of representation disentanglement. We propose a selective fine-tuning approach for neural networks using a unified bottom-up and top-down framework. A gating mechanism of hidden activities imposed by Top-Down selection mechanisms is defined in the iterative feedforward pass. An attention-augmented loss function is introduced during which the network parameters are fine-tuned for a number of iterations. The fine-tuning using the iterative pass helps the network to reduce the reliance on the contextual representation throughout the visual hierarchy. Therefore, the label prediction relies more on the target object representation and consequently achieve a higher degree of robustness to the background changes. The experimental evaluations on a modified MNIST dataset reveals not only that the results are improved but also a higher degree of robustness to the background perturbation using additive noise is obtained.

Iterative feedforward and feedback processes are recognized to play important roles in the information processing of the human brain [7, 11]. To this end, the Selective Tuning model [26, 27, 28] defines multiple computational stages in artificial dynamical networks such as the preliminary stage of visual task priming, the early stage of bottom-up neuronal encoding, the selective stage of top-down attention, and finally the re-interpretation and iterative bottom-up passes.

Despite the success of Feedforward neural networks in various visual tasks and domains such as object classification [13, 23, 25, 9, 10], object detection [21, 16, 20, 8], semantic segmentation [17, 4, 12, 5], they still currently suf-
Figure 1: The TD network modulates the BU feature representation in the iterative BU pass. The total loss is defined as the weighted sum of the loss of the first and second BU passes.

We suggest that implicit concentration of the learning method potential on target objects can help to reduce the contextual interference in neural networks. Since the spatial extent of objects is gradually lost within the visual hierarchy in neural networks (the Blurring problem defined in [26]), a TD selection mechanism is essential to constraint the focus of the learning method on relevant spatial regions and feature channels. We hypothesize that training a neural network with iterative BU passes driven from TD attentive mechanisms will achieve a more robust representation and improve the localization and categorization prediction metrics.

STNet [3] introduces a unified framework with BU and TD passes. The framework has shown competitive results for tasks such as object localization. Building on top of this two-pass framework, we propose a novel iterative framework that benefits from selection patterns generated in the TD pass for the modulation of the feature extraction layers in the iterative BU pass. We show that using a novel multi-loss objective function, the network learns to concentrate the focus of attention on the relevant aspects for feature representation. This helps the network to escape unreliable local minima in which the localization accuracy is low and the context has been utilized wrongly for label prediction. We demonstrate a notion of overfitting when a network is trained to predict category labels while unable to localize objects accurately using the learned representation. The proposed augmented loss function, derived from the iterative framework, has an implicit regularization impact on the entire learning algorithm. The experimental evaluation reveals that not only the localization but also classification accuracy rates are improved. The ablation studies demonstrate that the proposed model achieves a higher degree of robustness to the contextual perturbation and hence verifies the attentive capability to focus on relevant encoding aspects.

In Sec. 2, the proposed multi-pass and multi-loss processing framework is introduced. Next, The experimental setup using a modified version of MNIST dataset is provided in Sec 3. Additionally, the role of the TD gating modulation in the iterative feedforward pass is investigated using several ablation studies.

2. Selective Attention for Network Fine-Tuning

We define a neural network framework that consists of the Bottom-Up (BU) feature representation and the Top-Down (TD) modulatory selection. The BU pass forms the hierarchical feature representation while the TD pass plays the role of a selection mechanism which is capable of gating the subsequent iterative BU pass. In the following, we demonstrate the formulation of each pass and describe the flow of information through the processing pipeline of the multi-pass framework.
2.1. Initial Feedforward Pass

The BU network is a regular multi-layer feature extraction model. Having defined a training set \( D = \{(x_i, y_i)\}_{i=1}^N \) of \( N \) number of input image \( x \in \mathbb{R}^{H \times W} \) and ground truth category labels \( y \in \{0, \ldots, K-1\} \) for \( K \) categories, a mini-batch of training samples are fed into the BU network for category label prediction:

\[
s = f(x; W),
\]

where \( x \) is the set of input images, \( W \) is the set of BU network parameters, and \( s \) is the output confidence scores of all classes. After multiple-layers of parametric feature transformation \( f \), the confidence score \( s \) is returned to a softmax probability distribution \( p = \text{softmax}(s) \) for multinomial category label predictions. \( f = \{f_i\}_{i=1}^{L} \) is a multi-layer neural network with \( L \) layers. It contains the set of feature transformation functions \( f_i \) such that \( h_i = f_i(h_{i-1}; w_i) \). The hidden activities of the previous layer \( h_{i-1} \) is the input and \( h_i \) is the output of the layer. It is worth mentioning that \( h_0 = x \) and \( h_L = s \).

2.2. Top-Down Selection Pass

STNet [3] is a TD processing approach based on the Selective Tuning (ST) computational model of visual attention [27, 26]. We choose to extend STNet as the basis for the TD selection processing that complements the BU processing in [27, 26]. We choose to extend STNet as the basis for the TD selection process properties. The rules are determined as the result of competitions between input values at each TD layer.

Following STNet, the TD pass starts from a top initialization signal and ends at the bottom of the visual hierarchy. It contains a selection mechanism at every layer consisting of 3 stages of computation: 1) noise interference reduction, 2) grouping and selection 3) normalization and propagation.

Similar to a convolutional layer, the computation in a TD selection layer is localized over a retrieved receptive field containing the element-wise multiplication of the input hidden activities and the kernel parameters. Given this set of activities to the TD layer, the first stage of computation is proposed to reduce noise interference by pruning redundant activities. The pruning is based on an adaptive thresholding mechanism. The goal of the thresholding mechanism is find the most important subset of activities that participate in the information propagation in the BU pass according to the kernel parameters. The second stage is defined to impose the connectivity constraint inherently necessary in any reliable visual representation. It groups the activities in the subset of activities returned by the first stage according to the connected-component algorithm, and then selects the group that has the highest value of a combination of the size and total activity strength. The activities in this group participate in the TD propagation of attention signals to the lower layer. The final stage is defined to normalize the activities of the selected group such that they sum to one, and then propagate the activity of the top gating unit proportional to the normalized activities of the selected group to the gating units of the next layer. We define the TD network

\[
g = u(d, H, W),
\]

where \( u = \{u_i\}_{i=1}^{L} \) is a set of selection layers, \( d \in \mathbb{R}^{K} \) is the initialization signal, and \( H = \{h_i\}_{i=1}^{L} \) is the set of the BU hidden activities. \( d = \delta_{i,y} \) is defined using Kronecker delta. It is a non-zero vector with all elements zero except the one at the ground truth label \( y \). Particularly, at layer \( l \), the selection layer \( g_{l-1} = u(g_l, h_{l-1}, w_l) \) gets the gating activities \( g_l \), the hidden activities at the previous layer \( h_{l-1} \), and the kernel filter parameters \( w_l \). It outputs the gating activities \( g_{l-1} \) at the end of the selection stages.
consisting of the input layer. Then, we define the iterative BU pass such that at the layer \( i \) the gated hidden activities \( t_i \) are

\[
t_i = \alpha \odot \tilde{h}_i \odot \tilde{g}_i + \beta \odot \tilde{h}_i,
\]

where \( \alpha \odot b \) is the Hadamard product of \( \alpha \) with \( b \), \( \tilde{h}_i \) is the input hidden activities, and \( \tilde{g}_i = n(g_i) \) is the normalized gating activities using the function \( n \) such that \( \tilde{g} \) has a minimum and maximum activities of zero and one respectively. \( \alpha \) and \( \beta \) are the multiplicative factors to control the numeric level of the hidden and gating activities respectively. They are set to one unless otherwise mentioned. Having \( t_i \) computed, the output hidden activities at layer \( i + 1 \) is computed

\[
\tilde{h}_{i+1} = f(t_i; w_{i+1}).
\]

Using the confidence score output \( \hat{s} = f(x; W) \), the multinomial probability score of the iterative pass is \( \hat{p} = \text{softmax}(\hat{s}) \). We propose an attention-augmented loss function with two terms \( \mathcal{L}_F \) and \( \mathcal{L}_S \):

\[
\mathcal{L}_T(p, \hat{p}, y) = \frac{1}{N} \sum_i \mathcal{L}_F(p_i, y_i) + \alpha \frac{1}{N} \sum_i \mathcal{L}_S(\hat{p}_i, y_i),
\]

where \( p \) and \( \hat{p} \) are the class probabilities using the first and iterative BU passes respectively, and \( y \) is the ground truth class label. \( \alpha \) is the factor that defines the emphasis on either term. It is set to one unless otherwise stated. \( \mathcal{L}_F \) and \( \mathcal{L}_S \) are the cross-entropy loss functions for the true target labels \( y_i \) and the probability predictions \( p_i \) and \( \hat{p}_i \) of the first and iterative feedforward passes respectively. The cross entropy loss function \( \mathcal{L} \) is defined as:

\[
\mathcal{L}(p_i, y_i) = -\sum_{k=1}^{K} 1\{y_i = k\} \log p(y_i = k | x_i; W),
\]

where the indicator function \( 1\{a = b\} \) is one if \( a = b \) and zero otherwise. \( p(y(i) = k | x(i); W) = p^k_i \) is the softmax prediction probability of class \( k \) given the input sample \( x_i \) and the network parameter \( W \). The first term in the definition of \( \mathcal{L}_F \) maintains the representational fidelity to the pre-trained BU network while the second term enforces the concentration of the learning algorithm on the TD attention traces. This encourages the network to learn to separate the representations of the background context from the foreground target objects. This hypothesis is examined in experimental evaluation and the observations supporting the role of attention to untangle the representation are demonstrated in Sec. 3.

The Stochastic Gradient Descent (SGD) optimization method is used for the training of the neural network. The error gradients are computed using the loss function and propagated backward to the input layer. The weight gradients are accumulated using the computation graphs generated in the first and iterative BU passes. They each con-

| Model          | classification | localization |
|----------------|----------------|--------------|
| LeNet-5-reference | 94.0%         | 96.4%        |
| LeNet-5-sft     | 97.5%         | 99.1%        |
| AlexNet-reference | 97.1%         | 98.2%        |
| AlexNet-sft     | 99.3%         | 99.8%        |

Table 1: The classification and localization rates of the selective fine-tuned network on the WMNIST dataset.

We try to shift the visual representation of the BU network to concentrate on the feature channels and spatial regions of the target object in the foreground rather than the context in the background. Using the TD pass initialized from the ground truth category labels, the gating activities at each layer are selective for the subset of features that are significantly important for the category label predictions. During the selective fine-tuning phase, the network learns to focus on the network parameters that are gated by the TD pass.

2.3. Iterative Feedforward Pass

Having defined the feedforward BU and the selective TD passes, we define the iterative BU pass using the gating activities computed in the TD pass. For a mini-batch of samples, the BU pass is first activated, the hidden activities are computed, and the output label prediction is returned. Next, the initialization signal is set using the ground truth label, computed, and the output label prediction is returned. Next, the BU pass is first activated, the hidden activities are computed in the TD pass. For a mini-batch of samples, the BU pass is first activated, the hidden activities are computed in the TD pass. The gating activities using the function \( \tilde{softmax} = \beta \) and \( \tilde{softmax} \) is the normalized-max prediction probability of the iterative pass is \( \tilde{p} = \text{softmax}(\hat{s}) \). We propose an attention-augmented loss function with two terms \( \mathcal{L}_F \) and \( \mathcal{L}_S \):

Figure 3: Illustration of sample digit images in the WMNIST dataset. The red boxes are the predicted bounding boxes using the LeNet-5 BU pass for feature encoding and the TD selection pass for object localization.
SGD optimization algorithm aims to minimize the log-likelihood functions derived from the confidence score at the end of the two feedforward passes. The vertical axis represents the robustness of the fine-tuned network at different noise levels. Robustness is calculated by the ratio of the accuracy rates of the noisy images over the clean images. The horizontal axis indicates the maximum amount of pixel intensity the uniform distribution may add to the background pixels.

According to the selection patterns formed by the gating activities at each layer, the gating parameters at each SGD updating iteration. Importantly, the error gradients through the iterative BU pass are back-propagated according to the gating patterns that impacted the feed-forward information flow in the iterative BU pass. This gating mechanism helps the optimization algorithm focus on the spatial regions and feature channels that most contributed to the prediction of the input samples at the first pass. The gradient signals are masked at each layer according to the selection patterns formed by the gating activities. Over various updating iterations, the network learns the representation using which a higher degree of robustness to contextual perturbation is obtained.

Figure 1 depicts the flow of the information from the BU feature representation into the TD selective attention block. Once the TD pass ends at the end of the visual hierarchy, the iterative BU pass is started given the same mini-batch of input data. The iterative feed-forward pass has modulatory units that change the information flow according to the gating activity responses. The iterative pass, therefore, forms a visual representation with an emphasis on the attended regions and feature channels. The confidence score outputs of the two feed-forward passes define the $L_P$ and $L_S$ loss terms that are combined in Eq. 5 to define the total loss function $L_T$. Once the loss value is computed, the computation graph is used in the SGD optimization algorithm to calculate the parameter gradients of the entire network. The SGD optimization algorithm aims to minimize $L_T$ in the fine-tuning phase. This basically means that the negative log-likelihood functions derived from the confidence score outputs at the end of the two feedforward passes needs to be reduced. This further implies that the learned representation needs to maintain the class probability prediction capability at a high level of accuracy in the two feedforward passes. Not only does the first feedforward pass is important similar to a regular fine-tuning approach, but also the emphasis to the important aspects of the learned representation is increased by the attentive TD gating mechanisms in the iterative feed forward pass. Fig. 2 provides in detail the information flow in the BU pass, the TD pass, and the modulatory interaction of the TD pass with the iterative BU pass. At each layer, the gating activities $g_i$ modulates the hidden activities $h_i$ in the second BU pass. The result then is passed to the parametric transformation function.

### 3. Experimental Results

We evaluate the proposed selective fine-tuning of neural networks on a modified MNIST dataset called Wide-MNIST (WMNIST). MNIST is a handwritten digit classification dataset. The gray-scale image samples in the dataset contain handwritten digits of category zero to nine. We pre-train the BU network on WMNIST for 15 epochs before the evaluation of the proposed method. Once, the BU network is selectively fine-tuned for a number of epochs, we measure the robustness of the final network to the background noise perturbation. The experimental results reveal that the attention-augmented loss function improves the accuracy rate while obtain stronger robustness to noise perturbation.

#### 3.1. Implementation Details

We define two choices of convolutional neural network architecture for the BU network: LeNet-5 [15] or AlexNet [13]. The TD network is defined by extending the implementation of STNet$_1$ [3] for object localization to consider the new requirements of the iterative BU pass. We define

---

1. https://github.com/mbiparva/stnet-object-localization
Figure 6: The effect of the additive noise in the background on the localization accuracy rate. Ref and SFT refer to the reference and selective fine-tuned models respectively. The horizontal axis indicates the maximum amount of pixel intensity the uniform distribution may add to the background pixels. Robustness is calculated by the ratio of the accuracy rates of the noisy images over the clean images.

the BU and TD framework in PyTorch deep learning framework 2 [19]. The dynamic graph engine in Pytorch allows the active gating of the hidden activities in the iterative pass to be systematically implemented. The SGD optimization method uses the learning rate $10^{-3}$, momentum 0.9, weight decay 0.0005, and mini-batch size 64 unless otherwise mentioned for the pre-training and fine-tuning phases. Having the pre-trained BU network loaded, using the selective fine-tuning method, we update the network parameters for 15 epochs and then report the accuracy metric in Table 1.

3.2. Wide MNIST Dataset

The experimental evaluation is designed to examine the role of the background context for the category label prediction of the foreground target object. The role of the background representation is explicitly highlighted by considering a relatively large context in the input data distribution.

Dataset and Evaluation: MNIST dataset contains $28 \times 28$ gray-scale digit images. We increase the size of images by expanding the background context such that images have the size $64 \times 64$. We additionally randomize the location of digits in images. In addition to the ground truth labels, while expanding image samples based on the aforementioned protocol, we also extract the tightest bounding box around the digit shape. We use both types of ground truth to measure the performance of the proposed method using the 0-1 classification and the IoU (0.5) localization accuracy rates.

Quantitative Results: The evaluation result for the LeNet-5 and AlexNet using the classification and localization metrics are reported in Table 1. The selectively fine-tuned neural networks report improved performance results. The results underline the role of the TD selective pass on network parameter optimization using the attention-augmented loss function. Not only the localization but also the classification results are improved once the network is fine-tuned using the proposed approach. Fig. 3 illustrates sample images with the predicted bounding boxes as the means of object localization using the LeNet-5 network architecture. The bounding boxes are predicted using the localization approach presented in STNet [3]. Since the gating activities at the input layer are used for box predictions and the input images are gray-scale, we only need to find a tight enclosing box around all of the non-zero gating units. We do not use any pruning strategy to remove units with small gating values.

Ablation Analysis: We study further the role of the selective fine-tuning method on the separation of the foreground from the background representations. We use additive uniform noise in the background to study the impact of the context interference on the target object classification and localization predictions. We gradually increase the upper bound of the uniform noise function to measure the robustness of the reference and fine-tuned models in severe situations. Fig. 4 demonstrates the amount of classifica-

Figure 7: Random samples generated by the four noise methods: (a) Grating: radial grating with random centers, (b) MoG: Mixture of Gaussians, (c) Squares: squares with random intensity values, and (d) RLines: short lines with random centers and orientation.
Figure 8: Comparison of the label and bounding box predictions of the LeNet-5 reference and fine-tuned networks once the background regions is perturbed with four different types of noise methods. In each section, the top and bottom rows represent predictions from the reference and selective fine-tuned networks. The ground truth and predicted bounding boxes are illustrated with blue and red boxes respectively. The ground truth and predicted labels are shown at the top-left and top-right of their corresponding box respectively.

Figure 9: Comparing the effect of different methods of generating contextual noise perturbation on the classification accuracy. From left to right: (a) Grating: radial grating with random centers, (b) MoG: Mixture of Gaussians, (c) Squares: squares with random intensity values, and (d) RLines: short lines with random centers and orientation. The vertical axis represent the classification robustness metric, and the horizontal axis represent the maximum pixel intensity the noise adds to the background.

...tion robustness obtained using the selective models over the reference models for different levels of background additive noise. For both LeNet-5 and AlexNet network architectures, the selective fine-tuning brings a significant level of robustness to the reference models. This result indicates that during selective fine-tuning, the network learns to focus further on the features encoding of the foreground target objects and blocking contextual interference. In addition to the classification task, Fig. 6 reveals the localization accuracy is also maintained over different levels of additive noise using the proposed method. Fig. 5 qualitatively illustrates the cases the reference model fails to deal with the background noise. It underlines the fact that in the reference model the representation of the background context is entangled with the foreground target object. This explains why a simple form of contextual perturbation quickly destroys the localization and classification performance of the reference model. The selective fine-tuning approach, however, obtains a higher degree of robustness in such severe cases. Apparently, the network learns through the selectivity of the TD attention to concentrate on the foreground representation.

We further experiment with different types of noise generation functions to validate the generalization achieved by the selective fine-tuning approach. We choose four different noise sources based on which we choose to perturb the background regions as follows: (1) Grating: this is the radial grating method with a center coordinate randomly chosen for every input image. (2) MoG: this is a mixture of K Gaussian distributions such that each Gaussian has a random center coordinate and orientation. We choose K=50 since it provides smooth and irregular noise patterns. (3) Squares: this generates a K×K grid of squares with random pixel intensity values. We choose K=8 since it generates large enough square blocks that distinguishes them from random uniform noise patterns. (4) RLines: this generates K short line segments with random center coordinates and orientations. We choose K=100 to cover the entire background regions with enough number of noise patterns. Figure 7 illustrates four random samples generated by these noise generation methods.

These noise methods have chosen such that they cover a variety of shape patterns from small scale to large scale with different line structures and curvatures. We would like to measure the sensitivity of the reference and fine-tuned networks on the samples perturbed with the background noise generated by these methods. Similar to the experiment with...
the random uniform noise, we report the robustness results to these four noise methods on the LeNet-5 and AlexNet networks for the classification and localization evaluation metrics in Fig. 9 and Fig. 10 respectively.

The results reveal that the generalization against contextual noise achieved by the proposed fine-tuning method is persistent across all of the four noise sources for classification and localization. The robustness for Grating and Squares is less than for RLines due to the larger scale of noise patterns. Similar to the uniform noise patterns, RLines have small scale random elements. Both Grating and Squares show consistent robustness gain once the selective fine-tuning is used. MoG is the only method that benefits from smooth and continuous shape patterns. The proposed method still provides slight robustness gain in comparison with the reference networks. Though, the gap is small for AlexNet, we observe improvement for LeNet-5.

The qualitative results for this experimental evaluation setup is illustrated in Fig. 8 and Fig. 11 for LeNet-5 and AlexNet respectively. They show the predicted bounding boxes of the reference and the proposed fine-tuned networks on the perturbed input samples using the four different noise methods. The results support the hypothesis that the TD selective gating method is capable of focusing the learning capacity of the network on the important aspects so then the prediction performance is less affected by the contextual perturbations. The qualitative results illustrates the cases in which the reference network fails to predict the class labels and bounding boxes accurately due to the background noise disturbance. On the other hand, the selective fine-tuned counterpart provides a more robust representation and it maintains prediction performance despite significant background noise patterns. This generalizes across all four different noise methods for both LeNet-5 and AlexNet networks.

Figure 10: Comparing the effect of different methods of generating contextual noise perturbation on the localization accuracy. From left to right: (a) Grating: radial grating with random centers, (b) MoG: Mixture of Gaussians, (c) Squares: squares with random intensity values, and (d) RLines: short lines with random centers and orientation. The vertical axis represent the localization robustness metric, and the horizontal axis represent the maximum pixel intensity the noise adds to the background.

Figure 11: Comparison of the label and bounding box predictions of the AlexNet reference and fine-tuned networks once the background regions is perturbed with four different types of noise methods. In each section, the top and bottom rows represent predictions from the reference and selective fine-tuned networks. The ground truth and predicted bounding boxes are illustrated with blue and red boxes respectively. The ground truth and predicted labels are shown at the top-left and top-right of their corresponding box respectively.

4. Conclusion

Attention helps humans to learn in distracting and interfering situations. The selective nature of attentional processes are very well established in human vision studies. TD approaches are commonly used in the literature to explain the underlying internal beliefs of a learned representation in neural networks. Following the same research direction, we further investigate the role of the TD approach to focus the learning capacity of a network on the best and most reliable interpretation of given data samples. We propose a selective learning method for neural networks that has TD attentive mechanisms. We define an iterative feed-forward pass using the modulation of the first feedforward pass with the TD gating activities. We experimentally test the impact of the background context when the network is trained with the proposed method. The evaluation results on a modified MNIST dataset indicate that the selection mechanism indeed constrains the learning capacity of the
network on relevant aspects of the visual representation for target semantic abstractions. Over time, the network parameters converges to the state that has reduced contextual interference and improved robustness against distortions such as additive noise perturbations of the background regions. The qualitative and quantitative results support the role of the selective fine-tuning using the iterative feedforward pass and the augmented loss function.
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