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ABSTRACT
A recent study by Ahmed and Devanbu reported that using a corpus of code written in multilingual datasets to fine-tune multilingual Pre-trained Language Models (PLMs) achieves higher performance as opposed to using a corpus of code written in just one programming language. However, no analysis was made with respect to fine-tuning monolingual PLMs. Furthermore, some programming languages are inherently different and code written in one language usually cannot be interchanged with others, i.e., Ruby and Java. To better understand how monolingual and multilingual PLMs affect different programming languages, we investigate 1) the performance of PLMs on Ruby for two popular Software Engineering tasks: Code Summarization and Code Search, 2) the strategy to select programming languages that works well on fine-tuning multilingual PLMs for Ruby, and 3) the performance of the fine-tuned PLMs on Ruby given different code lengths.

In this work, we analyze over a hundred of pre-trained and fine-tuned models. Our results show that 1) multilingual PLMs have a lower Performance-to-Time Ratio (the BLEU, METEOR, or MRR scores over the fine-tuning duration) as compared to monolingual PLMs, 2) our proposed strategy to select target programming languages to fine-tune multilingual PLMs is effective — it reduces the time to fine-tune yet achieves higher performance in Code Summarization and Code Search tasks, and 3) our proposed strategy consistently shows good performance on different code lengths.

1 INTRODUCTION
Unsupervised pre-training of language models on large corpora significantly improves the performance in many downstream tasks [11, 30]. In this work, we refer to a Pre-trained Language Model and its plural form as PLM and PLMs, respectively. There have been some attempts to understand how PLMs affect the performance of different downstream tasks empirically [4, 8, 12, 13, 31, 33].

Despite the existing efforts to understand PLMs, there are still many unknowns on the transferability of PLMs for programming languages. Firstly, existing PLMs are trained either on a programming language or on multiple programming languages. Little is known if PLMs trained on a particular programming language yields better performance than a more general PLM that is trained on multiple programming languages. A closely related work is by Ahmed and Devanbu [3] that studied the effects of fine-tuning for publicly available multilingual pre-trained models, CodeBERT and GraphCodeBERT. However, some programming languages are inherently different, so utilizing a single multilingual model may not always yield the best performance. Secondly, the zero-shot setting in previous work is lightly studied [12]. For example, other programming languages may have very different structures as compared to the programming languages used to pre-train PLMs. Also, during the pre-training, fine-tuning, and testing processes, different programming languages may be used. To better understand the zero-shot setting, these need to be studied more thoroughly. Thirdly, the current datasets that are released for training PLMs on Software Engineering (SE) related tasks such as Code Summarization, are dominated by a few languages, mainly Java and Python [17] — they are known as high-resource programming languages as there is a high volume of code written in them. Other programming languages are often missing or have low number of records in the datasets — they are known as low-resource programming languages [17]. In a recent survey conducted by StackOverflow, we observe that although Java and Python are among the popular programming languages used by developers, developers also reported
that they are using 36 other programming languages such as Ruby, Kotlin, and Scala [1]. Thus, understanding if PLMs pre-trained on high-resource programming languages can be utilized for other programming languages is important.

To bridge the gap in understanding the applicability and the transferability of PLMs in SE, in this study, we focus on studying the impact of PLMs on a low-resource programming language corpus — specifically, we choose Ruby as the study subject because it is highly ranked among low-resource languages in the Stack Overflow survey [1] and it is also a commonly used low-resource programming language [12, 15, 17]. We explore five different settings when using PLMs for different downstream tasks:

1. Transferability of PLMs pre-trained with a code base written in a single and multiple programming languages: we are interested to know if a monolingual PLM (a PLM that is pre-trained and fine-tuned on a single programming language) works better than a multilingual PLM (CodeBERT and GraphCodeBERT).
2. Transferability of PLMs in different zero-shot scenarios: we are interested to know if unseen programming languages can leverage a PLM effectively in downstream tasks.
3. Efficiency of PLMs: we are interested to know the performance and training time trade-offs among the PLMs.
4. Transferability of PLMs depending on different code lengths: as developers write code differently, to better understand how a PLM may perform on code of different lengths, in the fourth setting, we are interested to know the performance of PLMs on different code length.
5. The strategy to select suitable programming languages for fine-tuning: we are interested to explore a strategy to select suitable high-resource programming languages for fine-tuning.

For the dataset, we use CodeSearchNet [17] which contains code in six different programming languages, including high-resource and low-resource ones. We note here that the purpose of this study is not to beat the state-of-the-art, but to understand the things mentioned above. Thus, RoBERTa, a strong baseline model used in many PLM related studies and is the basis of the multilingual PLMs (CodeBERT and GraphCodeBERT), is used here for pre-training the PLMs [9, 12, 19, 22, 36, 37, 48]. For all the settings, over 100 PLMs are trained or fine-tuned on different programming languages, and we evaluate their performance on two commonly studied SE tasks: Code Summarization and Code Search [28, 43, 45, 49].

Our results show several interesting phenomena: 1) For Code Summarization, PLMs fine-tuned on the entire multilingual dataset do not yield the best performance but, for Code Search, the best performance is observed on PLMs fine-tuned on the entire multilingual dataset; 2) Monolingual PLMs trained on a combined multilingual dataset have higher Performance-to-Time Ratio (PTR) than multilingual PLMs trained on a multilingual dataset. The PTR ratio measures the trade-off between the training time to fine-tune a PLM and its performance in downstream tasks; 3) PLMs fine-tuned on the Python dataset have the best performance in our zero-shot experiments; 4) There are negligible differences in the performance between PLMs tested on a test dataset binned in different code lengths and PLMs tested on the entire test dataset; and 5) Our proposed strategy in selecting a programming language for fine-tuning is effective: it improves the performance over PLMs fine-tuned on the combined multilingual dataset. The findings in this study are important since researchers and practitioners can save time (through our PLM study) and may achieve better performance by making a more informed decision in using PLM for their tasks. We note that the most recent empirical work on PLMs [3] reported that multilingual PLMs fine-tuned on a combined multilingual dataset perform better in downstream tasks, but our experiments have shown that this might not be the case for all the downstream tasks and we proposed an effective strategy to pick another high-resource language to train on (rather than training on the combined multilingual dataset).

Overall, this paper makes the following contributions:

- **An empirical evaluation on the downstream tasks using monolingual and multilingual PLMs** We perform a detailed quantitative and qualitative evaluation for over a hundred of models on two downstream tasks (Code Summarization and Code Search).
- **Proposed Strategy to select a suitable PL for fine-tuning PLMs** We proposed an effective strategy to select a suitable programming language for fine-tuning PLMs in Code Summarization and Code Search.
- **Multiple PLMs were trained on different programming languages for two different tasks – Code Summarization and Code Search**. Training a PLM requires high computational resources. In order to understand the applicability and transferability of PLMs in SE, we have pre- and fine-tuned over a hundred PLMs in different programming languages. Based on our findings, in the downstream tasks, developer can use monolingual PLMs on fine-tuning the combined multilingual datasets which is more time-efficient yet having similar (Code Summarization) or better (Code Search) performance.

The rest of this paper is organized as follows. Related work is surveyed and discussed in Section 2. Sections 3 and 4 describe our research questions and methods that we employ to answer them, whereas Section 5 describes the experimental setup. We portray the results for both Code Summarization and Code Search in Section 6. Further discussions on the results are presented in Section 7 and various threats are analysed in Section 8. We conclude with directions for future research in Section 9.

2 RELATED WORK

Here, we surveyed how different PLMs are used in Software Engineering and discussed the missing gaps. Kanade et al. use BERT to pre-train a model on Python source code [21]. The authors later train a BERT model for source code, known as CuBERT, which is then fine-tuned for classification tasks (e.g., wrong binary operator) and program repair tasks [22]. SCELMO is a PLM based on ELMo that is trained on JavaScript source code for the program repair task [23]. Xu et al. [47] incorporate external knowledge for code generation through pre-training the model with natural language and code pairs and then fine-tune...
their model for code generation. Buratti et al. train BERT on the C language, known as C-BERT, which is used for abstract syntax tree tagging tasks [7]. PyMT5 uses Transformer to pre-train a model for generating Python methods from docstrings. It also generates code summaries [10]. Pre-training a model to represent source code using contrastive learning is proposed in [7]. The authors present Corder and use this pre-trained model for Code Retrieval and Code Summarization tasks. GraphCodeBERT is a PLM that uses Transformer as its main architecture. The model is tested on Code Search, Code Clone Detection, Code Translation, and Code Refinement tasks [15].

CodeBERT is a PLM that uses programming and natural language in the pre-training and combines two training objectives; it is tested on different tasks such as Code Search [12]. IntelliCode Compose is a GPT based model that is trained on Python, C#, JavaScript, and TypeScript for code completion [41]. PLBART is another attempt to build a PLM using the BART architecture [24]. It is trained on Java and Python and is tested on several tasks including Code Summarization, Code Generation, Code Translation, Code Clone Detection, and Program Repair [2]. Text-To-Text Transfer Transformer is another study based on T5 [39] that leverages PLMs to study code related tasks including bug fixing and comment generation [32]. Other similar models that leverage PLMs for code related tasks are CodeT5 [46], Transcoder [40], SynCoBERT [44], TreeBERT [18], and a model that uses multi-task learning for pre-training the language model for code completion [27]. All of the above works present a PLM to represent code for different tasks. Some works focus on pre-training a PLM using a programming language, while others use two to six different programming languages. Little is known if PLMs that are pre-trained on a single programming language yield better results or generalize better on downstream tasks than those that are pre-trained on multiple programming languages.

Some recent works studied deep neural models leveraging PLMs empirically, mostly in their performance on downstream tasks. Ciniselli et al. [8] studied how RoBERTa and T5 models affect code completion. The authors concluded that Transformer-based models achieve good results when predicting an entire block of code or when predicting a few masked tokens. Mahmud et al. compare three Code Summarization models quantitatively and qualitatively [31]. Nie et al. [33] study the evaluation methodologies for comment generation and method namings, and proposed using time-segmented data for more realistic evaluation, i.e., take train, validation, and test sets from the same year range. The metrics, datasets used, and evaluation of comment generation models are also explored in the work of Gros et al. [13]. In another study, the limitations of large language models for program synthesis are explored [4]. A more related work by Feng et al. has shown the performance of Code Summarization on C# code leveraging PLMs in a zero-shot setting [12]. However, the zero-shot experiment is not the focus of their study and it was conducted very briefly. Little is known on the PLM’s ability for zero-shot learning or on the transferability to different programming languages. Although these works explore different PLMs or models developed for a specific code related task, none of them probes the capability of a PLM in different settings, which are currently missing in the literature. With this study, we intend to start filling this gap. It is important to understand that so that researchers and practitioners can be more productive and effective by making more informed decision in using PLMs for their tasks.

3 RESEARCH METHOD

To better understand the applicability and transferability of the PLMs in SE, we investigate a number of Research Questions (Section 3.1) and describe their study design (Section 3.2).

3.1 Research Questions

RQ1: Does training and fine-tuning on the individual programming languages improve the performance over multilingual PLMs that are fine-tuned on multilingual datasets? Existing work have used either a single programming language or multiple programming languages (multilingual) to pre-train PLMs. Specially, the multilingual PLMs are CodeBERT and GraphCodeBERT. We are interested to know if additional programming languages add merits to pre-training a PLM in different tasks.

RQ2: Which PLM has the best Performance-to-Time Ratio (PTR)? Although the performance of a PLM is important, the training of a PLM is notoriously known to be computationally expensive. We are interested to know the PLMs that have the best trade-off between performance and training time.

RQ3: What are the best settings for zero-shot downstream tasks? Feng at al. has conducted a small study on zero-shot Code Summarization using CodeBERT [12]. The unseen programming language used in their experiment was C# and it has a similar structure to Java, which was used as one of the programming languages to pre-train CodeBERT. There are multiple unknowns in understanding the zero-shot settings on PLMs. For example, if we fine-tune a PLM (pre-trained with programming language A, e.g., PHP) on a programming language B (e.g., Go) and test it on a programming language C (e.g., Ruby), will it have a better performance over a PLM pre-trained and fine-tuned using the same target programming language? We are interested to understand this zero-shot setting.

RQ4: What effect does the PLMs have on different code lengths? Developers write code in different lengths. However, in many of the existing studies, the performance of the PLM is reported as an average metric score. Thus, it is possible that the reported score may be skewed towards certain code length within the test data — for example, the test data may contain mostly short code and the reported score may not reflect the true behavior of code in other lengths. We are interested to understand if the PLM has any effect on the length of the code.

RQ5: How effective is our strategy to decide in advance a language that can work well for a target low-resource language? Different programming languages have different syntax, and code fragments written in different languages are usually non-interchangeable. For example, code written in Ruby and Java have several differences such as the way data is flowed within code, and we cannot just rewrite a Ruby fragment with Java constructs and expect it to work. Here, we propose a strategy to choose in advance
programming languages that can work well for fine-tuning multilingual PLMs. We are interested to understand if our proposed strategy is effective.

3.2 Study Design

RQ1 Design: We train multiple PLMs that will be used for fine-tuning on two different widely used downstream tasks: Code Summarization and Code Search [3, 12, 15]. The PLMs are pre-trained on individual programming languages. We use CodeSearchNet, a popular dataset consisting of six programming languages published by Github and Microsoft [17] to pre-train and fine-tune PLMs. We compare monolingual PLMs (pre-trained on individual programming languages) fine-tuned on a monolingual dataset with the PLMs fine-tuned on a multilingual dataset. Here, the multilingual dataset refers to the combined dataset of all the programming languages. We also compare the best monolingual PLMs fine-tuned on each monolingual dataset with multilingual PLMs (CodeBERT and GraphCodeBERT) fine-tuned on the multilingual dataset which has reported having the best performance in Code Summarization and Code Search [3]. Additionally, we perform human evaluation on the Code Summarization task.

RQ2 Design: Here, we compute the Performance-to-Time Ratio – we measure the training time it takes to fine-tune a PLM and compare the time with its performance in the downstream tasks. For Code Summarization, the performance is measured in BLEU and METEOR, while for Code Search, the performance is measured in MRR. The time and performance are both normalized within the range of 0 and 1 prior to computing the ratio. We normalized the training time by having the largest training time as the denominator of all training times – this will have the effect of the largest training time having a normalized value of 1 and other training times scaled with respect to it. We normalized the performance in a similar manner, except that instead of the training time, we use the performance metric scores: BLEU, METEOR, and MRR.

RQ3 Design: We compare among the PLMs that were not pre-trained nor fine-tuned using the target language. We first pre-train the monolingual PLMs (except for Ruby). Then, we fine-tuned the monolingual PLMs using different monolingual datasets (except for Ruby). For each monolingual PLM, there are five fine-tuned models (based on the five monolingual datasets). For each monolingual PLM, we compare with all its fine-tuned models to find the best performing one. Then, among the best fine-tuned models in all the PLMs, we compare them to find the best model.

RQ4 Design: We compare the effects on the different code lengths on Code Summarization, similar to previous work [25]. Additionally, we also compare the effects on the different code lengths on Code Search, which has not been studied. We segregate the target test data into four different code length groups, based on the length distribution of code fragments in the target programming language. The four groups are: 1) code length between 0 and first quartile, 2) code length between first and second quartile, 3) code length between second and third quartile, and 4) code length on and above third quartile. After segregating the test data into these four groups, we test all PLMs on each group. Specifically, for each PLM, we test all the fine-tuned models on each group. Among them, we compare to find the best fine-tuned model. We then compare the best fine-tuned models of each PLM to find the overall best model. Additionally, we also compare with the multilingual PLMs fine-tuned with the combined dataset which has reported having good performance [3].

RQ5 Design We propose a strategy (Section 4) to select a set of programming languages that works well in multilingual PLMs. We fine-tuned the PLMs with this selected set of programming languages.

For all the RQs, we use CodeBERT and GraphCodeBERT, the two state-of-the-art PLMs for code, as our baseline. They are pre-trained and fine-tuned on the multilingual datasets.

4 SELECTING A PROGRAMMING LANGUAGE FOR FINE-TUNING A PLM

4.1 Code Summarization

Overview We consider a suitable programming language that can be used to fine-tune a PLM for a target programming language to have both similar semantics and textual properties compared to the target programming language. We first train an embedding model using the whole multilingual dataset. Then, we compute semantic similarity between the individual monolingual datasets and the target programming language dataset. Afterward, we compute textual similarity between monolingual datasets and the target programming language dataset. Finally, we select the suitable programming language based on our proposed formula, which takes into account both the semantic and textual similarity scores.

Semantic Similarity. To detect similar semantics between programming languages, we train an embedding model (using the whole multilingual dataset) before computing the cosine similarity between the programming language and the target programming language. We made use of a recent paragraph embedding model that has reported having good performance in computing similarities between sentences by training the word embeddings jointly with bigram and trigram embeddings [16]. To train the embedding model, for every code function, we remove all line breaks and treat the code as a sequence of continuous word tokens – this sequence of continuous word tokens can be viewed as a sequence of sentence. The trained embeddings model is then used to retrieve the embeddings of every monolingual code and the target programming language code for computing cosine similarity. Finally, between each programming language and the target programming language, we compute the average similarity score. We further normalized this score to be in the range of 0 and 1, by dividing all the values with the largest average similarity score.

Textual Similarity. To detect similar text between a programming language and the target programming language, we made use of CCFinder [20], a token-based code clone detector to compute the textual similarity between the programming language and the target programming language. CCFinder is able to detect code clones in a variety of format, including C, C++, C#, Cobol, Java, VB and plaintext. As our purpose is to detect "textual similarity" between cross programming languages code, we have used the plaintext
mode in CCFinder. Here, the textual similarity is the number of code clones detected. CCFinder transforms code fragments into suffix trees and uses them to detect exact and near-miss code clones. To have a more fine-grained detection, we set the minimum number of detected tokens to be 30, instead of the default 50. We perform code clone detection between every programming language and the target programming language. Finally, between each programming language and the target programming language, the number of code clones is computed. Similarly, we normalized this number to be in the range of 0 and 1, by dividing all the values with the largest number of code clones.

Suitability Function: The suitability of a programming language is then formulated as:

\[
\frac{Sim_{sem} + Sim_{text}}{2} \geq \theta
\]

where \(Sim_{sem}\) refers to the normalized cosine similarity between the programming language and the target programming language, and \(Sim_{text}\) refers to the normalized number of code clones between the programming language and the target programming language. Following previous work, we set \(\theta\) to be 0.5 [26].

4.2 Code Search
Based on our empirical experiments, we have observed that PLMs fine-tuned with the combined multilingual dataset perform best in Code Search (Table 5). Thus, for the Code Search task, we propose using the combined multilingual dataset to fine-tune the PLMs.

5 EXPERIMENTAL SETUP
In this section, we describe in detail 1) the PLM and the dataset used for training the PLM, 2) the downstream tasks and the datasets used for fine-tuning the models for these downstream tasks, 3) the evaluation metrics for the downstream tasks, and 4) the qualitative analysis for Code Summarization in Section 5.1, 5.2, 5.3, and 5.4 respectively.

5.1 The PLM and the Pretraining Dataset
RoBERTa enhances the pre-training task of BERT [11] and achieved higher performance in many NLP tasks [30]. It uses a bidirectional Masked Language Modeling (MLM) objective, where the model is trained to predict the masked tokens in the input text. In MLM, a small number of words are masked (15%) and the model is trained to predict them [9]. We use RoBERTa as it is a common base model used in many PLM studies in SE such as CodeBERT and GraphCodeBERT [12, 15]. We are unable to use CodeBERT or GraphCodeBERT for pre-training from scratch as their source code is close-sourced and not available.

Table 1: Dataset used for training PLM.

| Language  | bimodal DATA | unimodal CODES |
|-----------|--------------|----------------|
| Go        | 317,832      | 726,768        |
| Java      | 560,754      | 1,569,889      |
| Javascript| 143,252      | 1,857,835      |
| PHP       | 662,907      | 977,821        |
| Python    | 458,219      | 1,156,085      |
| Ruby      | 52,905       | 164,048        |

Dataset. As shown in Table 1, we train RoBERTa using the CodeSearchNet data [17], a dataset published by GitHub and Microsoft. It contains two different types of data: 1) parallel data of natural language-code pairs, known as bimodal data (column two) and 2) codes without paired natural language and natural language without paired codes, known as unimodal data (column three). Each unimodal code is a function without paired documentation. The programming languages in this dataset are Go, Java, Javascript, PHP, Python and Ruby. There are 2.1M bimodal data points and 6.4M unimodal codes. This dataset is commonly used in previous studies [12, 15, 17].

5.2 Downstream Tasks and Datasets

Task #1: Code Summarization. The Code Summarization task is to generate textual summaries describing the code, where the input to the model is a code snippet and the output is a description of the code functionality in natural language. For fine-tuning, we followed the CodeBERT paper and used their published code for Code Summarization, an encoder-decoder framework is used to train a model to generate summaries, while for Code Search, the representation of [CLS] is used to measure the semantic relevance between the code and query [12].

Dataset for Task #1. We leverage the same dataset as described in Section 5.1 but use only the code-comment pairs to fine-tune the Code Summarization models. The dataset is pre-processed by the publishers and the cleaning scripts are provided. We use the same cleaned dataset in our experiments. It is split into train, test, and validation sets, and we use the same split to train our models. Table 2 shows the statistics of the dataset. We note that Ruby is a low-resource programming language.

Table 2: Dataset for Code Summarization.

| Language | Train | Valid | Test |
|----------|-------|-------|------|
| Go       | 317,832 | 14,242 | 14,291 |
| Java     | 454,451 | 15,328 | 26,909 |
| Javascript| 123,889 | 8,253  | 6,483 |
| PHP      | 523,712 | 26,015 | 28,391 |
| Python   | 412,178 | 23,107 | 22,176 |
| Ruby     | 48,791  | 2,209  | 2,279 |

Task #2: Code Search. The Code Search task is to find the most semantically related code from a collection of codes, given a natural language as the input. For fine-tuning, we followed the CodeBERT paper [12].

Dataset for Task #2. We used a preprocessed version of the CodeSearchNet data where a correct pair of test data <docstring, code> is combined with a fixed set of 999 incorrect pairs of test data [12]. This data preprocessing is used for computing the Mean Reciprocal Rank (MRR). This dataset is commonly used in previous Code Search studies [12, 17].

5.3 Evaluation Metrics
The Code Summarization task is evaluated using BLEU [34] and METEOR [5] where the generated summaries are compared against the ground truth comments. These metrics are commonly used in
The Code Search task
Three different workers were required to rate each summary be-
tween one and five, where one is the worst and five is the best.

MRR evaluates the Code Search task where it produces a list of
possible responses to the code query. The reciprocal rank of the
code query response is the multiplicative inverse of the rank of the
first correct answer, and the MRR is the average of the reciprocal
ranks of results for the code queries [38, 42].

5.4 Qualitative Analysis for Code
Summarization
For Code Summarization, we further conducted a qualitative analy-
sis. We randomly select 800 generated summaries (for each PLM)
along with their original code, 100 pairs for each of the best per-
forming monolingual and multilingual PLMs, following prior re-
search [14, 29]. Amazon Mechanical Turk (MTurk) workers were
hired to rate the quality of the generated summaries. The MTurkers
rated the summary voluntarily, and for each rated summary, the
MTurkers are given a compensation of one cent. There are three
different annotators for each generated code summary, and differ-
ent generated code summaries may not get the same annotators,
due to the randomness of the MTurkers’ assignments. We also ask
the MTurkers if they understand the code and we only accept those
ratings when the MTurkers have stated that they do understand the
code. This will ensure that the annotations are proper and they will
not be biased towards specified annotators. In total, 2,088 MTurkers
have participated in the study. We used four common criteria to
evaluate the summarization quality [29]:

- Informativeness How well the summary capture the key points
  of the code?
- Relevance Are the summary details consistent with in the code?
- Fluency Are the summaries well-written and grammatically cor-
  rect?
- Comprehension Can the summaries help in understanding the
code?

Three different workers were required to rate each summary be-
tween one and five, where one is the worst and five is the best.

6 RESULTS
In this section, we will first discuss the result of Code Summariza-
tion before Code Search.

6.1 RQ1: Does training and fine-tuning on the
individual programming languages help to
improve the performance over multilingual
PLMs that are fine-tuned on multilingual
datasets?

6.1.1 Code Summarization. Table 3 shows the best performing
monolingual PLM. The first column shows the PLM and the second
to sixth column show the BLEU and the METEOR metrics.

We observe that for all the PLMs, fine-tuning on the combined
dataset gives the best performance. Comparing the monolingual
and multilingual PLMs i.e., CodeBERT and GraphCodeBERT, the
latter has better performance.

Table 4 shows the annotation results from the Amazon MTurkers.
Generally, the MTurkers find that the generated summaries of all
the PLMs are informative, relevant, fluent, and that they can help
in the understanding of the code – the summaries are rated above
4 in these areas.

6.1.2 Code Search. Table 5 shows the Code Search results of the
best performing fine-tuned model of each PLM. The first and sec-
ond column show the model and its MRR scores. The third and
fourth column show the improvement over CodeBERT and Graph-
CodeBERT respectively. Similar to the Code Summarization task,
we observe that for all the PLMs, fine-tuning on the combined
multilingual dataset give the best performance. However, we were
surprised to observe that all the monolingual PLMs outperformed
CodeBERT in MRR between 5% and 35.1%, and GraphCodeBERT in
MRR between 2.3% and 32.6%.

We conducted a Mann Whitney U-test between using the mono-
lingual datasets and the multilingual datasets for fine-tuning, and
the p-value is 0.00256 < 0.05, showing that our experiments are
statistically significant.

6.2 RQ2: Which PLM has the best
Performance-to-Time Ratio?

6.2.1 Code Summarization. Figure 1 shows the Performance-to-
Time Ratio of the PLMs: the ratio of BLEU-4 and the model fine-
tuning time, and the ratio of METEOR and the model fine-tuning
time. We observe that for the multilingual PLMs, they have lower
Performance-to-Time Ratio than the other PLMs. This shows that
although the multilingual PLMs have higher performance, it would
take much longer to fine-tune them. For the monolingual PLMs, we
observe that many of them have much larger Performance-to-Time
Ratio than the multilingual PLMs, and monolingual PLM trained
on the PHP dataset has the highest scores.

6.2.2 Code Search. Figure 2 shows the Performance-to-Time Ratio
of MRR and the model fine-tuning time. Similarly, the MRR and the
model fine-tuning time are normalized to a value between 0 and 1
before the ratios are computed. GraphCodeBERT and CodeBERT
refer to the multilingual PLMs while the other PLMs refer to the
monolingual PLMs. Similar to Code Summarization, we observe that
the monolingual PLMs have higher Performance-to-Time Ratio than
the multilingual PLMs. For the monolingual PLMs, we observed
that the monolingual PLM trained on the Ruby dataset has the
highest score.
Table 3: Code Summarization using different PLMs (trained using monolingual dataset) fine-tuned on the monolingual and combined multilingual datasets for Ruby. Here, we only show the fine-tuned model of each PLM having the best BLEU scores e.g., PLMRuby/Combined refers to the PLM pre-trained using the Ruby dataset and fine-tuned on the combined multilingual dataset. The left value in the bracket shows the average score while the right value shows the standard deviation.

| PLM            | BLEU-1       | BLEU-2       | BLEU-3       | BLEU-4       | METEOR       |
|----------------|--------------|--------------|--------------|--------------|--------------|
| PLMRuby/Combined | 16.5 (15.0/2.3) | 7.9 (6.3/1.4) | 4.3 (3.1/0.9) | 2.6 (1.7/0.6) | 12.5 (11.0/0.1) |
| PLMJavaScript/Combined | 15.7 (14.6/1.7) | 7.4 (6.2/1.5) | 4.0 (3.2/1.1) | 2.4 (1.8/0.1) | 12.4 (11.2/1.1) |
| PLMPHP/Combined | 16.1 (14.2/2.7) | 7.9 (6.1/1.6) | 4.5 (3.1/1.0) | 2.8 (1.8/0.7) | 12.8 (11.5/0.9) |
| PLMJava/Combined | 16.1 (14.1/2.4) | 8.0 (6.3/1.6) | 4.6 (3.3/1.1) | 2.8 (1.9/0.8) | 12.7 (11.5/1.0) |
| PLMPython/Combined | 15.7 (15.1/2.2) | 7.5 (6.7/1.3) | 4.2 (3.6/0.9) | 2.6 (2.0/0.6) | 12.5 (11.8/0.7) |
| PLMHaskell/Combined | 14.7 (15.0/2.7) | 7.4 (6.4/1.6) | 4.2 (3.3/1.1) | 2.6 (1.8/0.7) | 12.6 (11.3/1.0) |
| CodeBERT/Combined | 15.4          | 8.2          | 4.9          | 3.1          | 13.2          |
| GraphCodeBERT/Combined | 16.5          | 9.1          | 5.8          | 3.9          | 13.5          |

Figure 1: Performance-to-Time Ratio (PTR) for Code Summarization. Monolingual PLMs have higher BLEU-4 and METEOR PTR.

Figure 2: PTR for Code Search. The monolingual PLMs have shown a higher MMR Performance-to-Time Ratio (PTR).

Table 4: Qualitative results from the MTurker studies.

| Info. Rel. Flu. Compre. | Info. Rel. Flu. Compre. | Info. Rel. Flu. Compre. | Info. Rel. Flu. Compre. |
|-------------------------|-------------------------|-------------------------|-------------------------|
| PLMRuby/Combined        | 4.40                    | 4.57                    | 4.63                    | 4.62                    |
| PLMJavaScript/Combined  | 4.46                    | 4.47                    | 4.54                    | 4.57                    |
| PLMPHP/Combined         | 4.49                    | 4.45                    | 4.53                    | 4.58                    |
| PLMJava/Combined        | 4.42                    | 4.40                    | 4.44                    | 4.45                    |
| PLMPython/Combined      | 4.47                    | 4.42                    | 4.53                    | 4.63                    |
| PLMHaskell/Combined     | 4.45                    | 4.45                    | 4.42                    | 4.49                    |
| CodeBERT/Combined       | 4.41                    | 4.46                    | 4.46                    | 4.41                    |
| GraphCodeBERT/Combined  | 4.33                    | 4.35                    | 4.44                    | 4.39                    |

Table 5: Code Search using monolingual PLMs fine-tuned on the monolingual and combined multilingual dataset. Here, we only show the best performing fine-tuned model of each PLM. The left value in the bracket shows the average score while the right value shows the standard deviation.

| PLM               | MRR              | Improve CodeBERT | Improve GCodeBERT |
|-------------------|------------------|------------------|-------------------|
| PLMRuby/Combined  | 0.57 (0.41/0.12) | +35.1%           | +32.6%            |
| PLMJavaScript/Combined | 0.44 (0.32/0.07) | +5%              | +2.3%             |
| PLMPHP/Combined   | 0.47 (0.29/0.09) | +9.9%            | +9.3%             |
| PLMJava/Combined  | 0.46 (0.29/0.10) | +9.8%            | +7%               |
| PLMPython/Combined | 0.48 (0.31/0.10) | +12.7%           | +11.6%            |
| PLMHaskell/Combined | 0.46 (0.24/0.13) | +9.8%            | +7%               |

We conducted a Mann Whitney U-test between using the monolingual datasets and the multilingual datasets for the Performance-to-Time Ratio, and the p-value is 0.00256 < 0.05, showing that our experiments are statistically significant.

Monolingual PLMs fine-tuned on the combined dataset have the best Performance-to-Time Ratio. Researchers should consider choosing monolingual PLMs if they were to pre-train a PLM from scratch.

6.3 RQ3: What are the best settings for zero-shot downstream tasks?
Table 6: Zero-shot Code Summarization using different monolingual PLMs (other than Ruby) fine-tuned on the monolingual dataset (other than Ruby). Here, we only show the best performing fine-tuned model of each PLM (the average and standard deviation scores of other fine-tuned models are shown as the left and right values within the braces) e.g., PLM\textsubscript{JavaScript}/Python refers to the PLM pre-trained using the Javascript dataset and fine-tuned on the Python dataset.

| PLM          | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR     |
|--------------|--------|--------|--------|--------|------------|
| PLM\textsubscript{JavaScript}/Python | 14.8 (13.8/0.9) | 7.3 (5.7/1.3) | 4.0 (2.8/1.0) | 2.4 (1.5/0.7) | 12.3 (10.9/1.2/) |
| PLM\textsubscript{PHP}/Python | 16.2 (13.5/3.0) | 7.6 (5.6/1.6) | 4.0 (2.8/0.9) | 2.4 (1.5/0.6) | 12.5 (11.3/0.8) |
| PLM\textsubscript{Java}/Python | 16.2 (13.5/2.4) | 7.9 (5.7/1.5) | 4.5 (2.9/1.0) | 2.8 (1.7/0.7) | 12.6 (11.2/0.1) |
| PLM\textsubscript{Python}/Python | 15.7 (14.3/1.9) | 7.6 (6.2/1.2) | 4.2 (3.2/0.8) | 2.6 (1.8/0.5) | 12.5 (11.6/0.8) |
| PLM\textsubscript{Go}/Python | 16.4 (14.3/2.5) | 7.9 (5.9/1.5) | 4.3 (2.9/1.0) | 2.5 (1.5/0.7) | 12.4 (11.0/0.9) |

6.3.1 Code Summarization. Table 6 shows the zero-shot Code Summarization using the monolingual PLMs. The first column shows the PLM while column two to six show the BLEU and METEOR scores respectively. For all the PLMs, we observe that PLMs that are fine-tuned on the Python dataset has the best performance over other monolingual datasets. The average and standard deviation of the other fine-tuned models for each PLM is shown on the left and right values inside the braces.

Table 7: Zero-Shot Code Search using different monolingual PLMs (other than Ruby) fine-tuned on the monolingual dataset (other than Ruby). Here, we only show the best performing fine-tuned model of every PLM.

| PLM          | MRR     |
|--------------|---------|
| PLM\textsubscript{JavaScript}/Python | 0.37 (0.29/0.05) |
| PLM\textsubscript{PHP}/Python | 0.31 (0.25/0.05) |
| PLM\textsubscript{Java}/Python | 0.34 (0.24/0.07) |
| PLM\textsubscript{Python}/Python | 0.36 (0.26/0.08) |
| PLM\textsubscript{Go}/Python | 0.36 (0.19/0.11) |

6.3.2 Code Search. Table 7 shows the zero-shot results for Code Search using the monolingual PLMs. The first column shows the PLM while the second column shows the MRR scores. Interestingly, we observed that similar to the zero-shot settings in Code Summarization, fine-tuning on the Python dataset has the best MRR performance.

We conducted a Mann Whitney U-test between using the datasets containing Ruby and the datasets excluding Ruby, and the p-value is 0.00604 < 0.05, showing that our experiments are statistically significant.

6.4 RQ4: What effect does the PLMs have on different code length?

6.4.1 Code Summarization. Table 8 shows the effects of the different code lengths when the PLMs are used on Code Summarization. For code lengths within the first percentile and code lengths above the third percentile, we observe that majority of the PLMs have the best performance when fine-tuned on the combined multilingual datasets. However, we observed that for the other code lengths, some of the PLMs perform better when fine-tuned on the Python dataset.

6.4.2 Code Search. Table 9 shows the effects of the different code lengths when the PLMs are used in Code Search. We observed that for all the different PLMs, fine-tuning on the combined multilingual dataset gave the best performance in all code lengths. Among the PLMs, there is very little variation in the MRR scores on the different code lengths i.e., their scores differ within +/-0.05 and majority of them are within +/-0.03.

6.5 RQ5: How effective is our strategy to decide in advance a language that can work well for a target low-resource language?

6.5.1 Code Summarization. Based on the suitability equation 1, Python, PHP, Java, Javascript and Go have scores of 0.55, 0.92, 0.14, 0.52 and 0.46, when compared to Ruby, respectively. Python, PHP and Go are over 0.5 and thus we selected them for fine-tuning. Ruby is also included as it is the target language. Table 10 shows the performance of BLEU and METEOR when the PLMs are fine-tuned on the proposed set of programming languages. We observe improvement in BLEU and METEOR on all the code lengths. Among the PLMs, there is very little variation in the MRR scores on the different code lengths i.e., their scores differ within +/-0.03.

6.5.2 Code Search. From Table 5, we observed that the PLMs fine-tuned on the combined multilingual dataset has the best performance in MRR. Specifically, we observed that all the monolingual PLMs have better performance in MRR than the multilingual PLMs. The improvement over CodeBERT and GraphCodeBERT ranges from 5% to 35.1% and 2.3% to 32.6%, respectively.

For different code lengths, we observed similar performance when the PLMs are tested on all the code lengths.

For the zero-shot settings, we observed that PLMs fine-tuned on the Python dataset has the best performance. Researchers should consider using the Python dataset to fine-tune PLMs for Ruby.
Table 8: Effects of PLMs on different code lengths fine-tuned on monolingual and combined multilingual dataset. Here, for each monolingual PLM, we show only the fine-tuned model of each PLM having the best BLEU scores. e.g., PLM_{javascript}/Combined refers to the PLM pre-trained using the Javascript dataset and fine-tuned on the combined multilingual dataset.

| Code Length | PLM                | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR |
|-------------|--------------------|--------|--------|--------|--------|--------|
| 0 - 1st Quartile | PLM_{ruby}/Combined | 18.2   | 8.5    | 4.7    | 3.0    | 13.2   |
|             | PLM_{javascript}/Python | 16.7   | 8.2    | 4.6    | 2.9    | 12.9   |
|             | PLM_{php}/Combined   | 18.3   | 9.1    | 5.4    | 3.6    | 13.8   |
|             | PLM_{java}/Combined  | 18.8   | 9.2    | 5.2    | 3.3    | 13.7   |
|             | PLM_{php}/Ruby       | 21.0   | 10.2   | 5.8    | 3.3    | 13.0   |
|             | PLM_{python}/Combined| 17.7   | 8.8    | 5.1    | 3.4    | 13.7   |
|             | CodeBERT/Combined    | 17.8   | 9.4    | 5.5    | 3.4    | 14.0   |
|             | GraphCodeBERT/Combined| 17.8  | 9.4    | 5.5    | 3.4    | 14.0   |
| 1st - 2nd Percentile | PLM_{ruby}/Python | 16.4   | 7.9    | 4.3    | 2.6    | 12.7   |
|             | PLM_{javascript}/Ruby| 18.5   | 8.9    | 5.2    | 3.3    | 12.2   |
|             | PLM_{php}/Combined   | 17.2   | 8.5    | 4.9    | 3.1    | 13.2   |
|             | PLM_{java}/Combined  | 18.0   | 9.3    | 5.5    | 3.5    | 13.2   |
|             | PLM_{php}/Python     | 17.4   | 8.7    | 5.2    | 3.4    | 13.2   |
|             | PLM_{java}/Ruby      | 19.8   | 9.1    | 5.1    | 2.9    | 11.7   |
|             | CodeBERT/Combined    | 16.6   | 9.0    | 5.6    | 3.7    | 13.9   |
|             | GraphCodeBERT/Combined| 17.2  | 9.4    | 6.0    | 4.1    | 14.0   |
| 2nd - 3rd Quartile | PLM_{ruby}/Combined | 14.2   | 7.0    | 4.1    | 2.6    | 11.7   |
|             | PLM_{javascript}/Ruby| 15.4   | 6.9    | 3.9    | 2.3    | 10.1   |
|             | PLM_{php}/Python     | 14.1   | 7.0    | 3.9    | 2.4    | 12.0   |
|             | PLM_{java}/Python    | 13.5   | 6.9    | 4.2    | 2.7    | 12.0   |
|             | PLM_{php}/Ruby       | 16.3   | 7.7    | 4.3    | 2.5    | 11.5   |
|             | PLM_{java}/Python    | 14.2   | 7.0    | 3.9    | 2.3    | 11.8   |
|             | CodeBERT/Combined    | 16.4   | 7.0    | 3.7    | 2.0    | 11.2   |
|             | GraphCodeBERT/Combined| 15.7  | 7.7    | 4.9    | 3.4    | 12.9   |
| 3rd Quartile - Max Code Length | PLM_{ruby}/Combined | 16.2   | 7.5    | 4.1    | 2.2    | 11.9   |
|             | PLM_{javascript}/Python | 14.4   | 6.7    | 3.5    | 2.0    | 11.7   |
|             | PLM_{php}/Combined   | 15.1   | 7.1    | 3.9    | 2.2    | 11.9   |
|             | PLM_{java}/Combined  | 14.5   | 6.7    | 3.5    | 1.9    | 11.7   |
|             | PLM_{javascript}/Ruby| 14.6   | 6.7    | 4.0    | 2.5    | 11.6   |
|             | PLM_{java}/Python    | 15.1   | 7.3    | 4.2    | 2.5    | 11.4   |
|             | CodeBERT/Combined    | 14.3   | 7.4    | 4.3    | 2.7    | 12.2   |
|             | GraphCodeBERT/Combined| 14.7  | 7.8    | 4.9    | 3.2    | 12.3   |

Our proposed strategies in selecting PLs for fine-tuning downstream tasks are effective. For Code Summarization, the improvement ranges from 0.6% to 41.7% in BLEU, and from 1.5% to 5.6% in METEOR. For Code Search, the MRR scores improve from 2.3% to 35.1%.

7 DISCUSSIONS
Which PLM should I use? In this work, we studied the performance impact of monolingual and multilingual PLMs. We found that although multilingual PLMs show good performance in the automatic metrics, the MTurkers do not find any major difference between the summaries generated from monolingual and multilingual PLMs for Code Summarization in the qualitative study. Furthermore, the Performance-to-Time Ratio of the PLMs also suggest that monolingual PLMs are more efficient. In the case of Code Search, we observed that monolingual PLMs have better performance than multilingual PLMs. Thus, considering both efficiency and performance, we propose that developers do not merely use the multilingual PLMs in their task, but to also compare with the monolingual PLMs.

Different strategy in selecting a suitable PL for different downstream tasks In our experiment, we have observed that the strategies in selecting a suitable programming language for Code Summarization and Code Search works well in their respective tasks. However, we also observed that the strategy for Code Summarization may not work as well in Code Search, and vice-versa. We believe that depending on the task, a different strategy may be required. Nonetheless, we showed that our proposed strategies (Section 4) are effective and we still recommend developers to adopt our proposed strategies in any of their tasks before attempting to come out with a new one.
Table 9: Effects of PLMs on different code lengths fine-tuned on the monolingual dataset. Here, we only show the best performing fine-tuned model of each PLM e.g., PLM\textsubscript{javascript}/Python refers to the PLM pre-trained using the Javascript dataset and fine-tuned on the Python dataset.

| Code | 0 - 1st Quartile | 1st - 2nd Quartile | 2nd - 3rd Quartile | 3rd Quartile - Max |
|------|-----------------|--------------------|-------------------|--------------------|
| PLMRuby/Comb. | 0.57 | PLMRuby/Comb. | 0.39 | PLMRuby/Comb. | 0.58 | PLMRuby/Comb. | 0.55 |
| PLMJavascript/Comb. | 0.44 | PLMJavascript/Comb. | 0.4 | PLMJavascript/Comb. | 0.44 | PLMJavascript/Comb. | 0.43 |
| PLMPHP/Comb. | 0.47 | PLMPHP/Comb. | 0.47 | PLMPHP/Comb. | 0.48 | PLMPHP/Comb. | 0.44 |
| PLMJava/Comb. | 0.35 | PLMJava/Comb. | 0.34 | PLMJava/Comb. | 0.32 | PLMJava/Comb. | 0.33 |
| PLMPython/Comb. | 0.48 | PLMPython/Comb. | 0.47 | PLMPython/Comb. | 0.47 | PLMPython/Comb. | 0.48 |
| PLMGo/Comb. | 0.47 | PLMGo/Comb. | 0.48 | PLMGo/Comb. | 0.45 | PLMGo/Comb. | 0.43 |
| CodeBERT/Comb. | 0.44 | CodeBERT/Comb. | 0.42 | CodeBERT/Comb. | 0.42 | CodeBERT/Comb. | 0.42 |
| GCodeBERT/Comb. | 0.43 | GCodeBERT/Comb. | 0.44 | GCodeBERT/Comb. | 0.46 | GCodeBERT/Comb. | 0.41 |

Table 10: Code Summarization using different PLMs fine-tuned on a subset of selected languages (Ruby + Python + PHP + Go) and tested on Ruby. The value inside the braces symbolized the percentage improvement over PLMs fine-tuned on the combined multilingual dataset. There is an improvement in all the metrics along the different PLMs.

| PLM | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR |
|-----|-------|-------|-------|-------|-------|
| PLMRuby | 15.7 (−4.8%) | 7.7 (−2.5%) | 4.3 (+0%) | 2.7 (+3.8%) | 12.7 (+2.7%) |
| PLMJavascript | 15.6 (+0.6%) | 8.4 (+13.5%) | 5.2 (+30%) | 3.4 (+41.7%) | 13.1 (+5.6%) |
| PLMPHP | 16.8 (+4.3%) | 8.6 (+8.9%) | 5.1 (+13.3%) | 3.2 (+14.3%) | 12.8 (+10%) |
| PLMJava | 16.6 (+3.1%) | 8.8 (+10%) | 5.4 (+17.4%) | 3.5 (+25%) | 13.1 (+5.1%) |
| PLMPython | 15.9 (+1.3%) | 8.3 (+10.7%) | 5.1 (+21.4%) | 3.3 (+26.9%) | 13.1 (+4.8%) |
| PLMGo | 14.8 (+0.7%) | 7.8 (+5.4%) | 4.7 (+11.9%) | 3.2 (+23.1%) | 12.8 (+1.6%) |
| CodeBERT | 15.8 (+2.6%) | 8.7 (+6.1%) | 5.4 (+12.9%) | 3.5 (+21.5%) | 13.4 (+1.5%) |
| GraphCodeBERT | 16.6 (+0.6%) | 9.2 (+1.1%) | 5.8 (+40%) | 3.9 (+40%) | 13.5 (+0%) |

Non-exact Code Duplicates in CodeSearchNet Dataset: We note that non-exact code duplicates (Type 2-4 code clones) may exist in the CodeSearchNet dataset. We believe that excluding them during pre-training and fine-tuning may not necessarily yield more robust models, and that the PLMs can benefit from learning more diverse code structure using the dataset that contains non-exact code duplicates.

8 THREATS TO VALIDITY

External Validity: In this study, we discuss the results of different settings for Code Summarization and Code Search in Go, Java, Javascript, PHP, Python, and Ruby. The tasks and the programming languages in our study are restricted, and the results might not be generalizable to other programming languages and tasks.

Internal Validity: We process the publicly available datasets, following other research [12, 22]. A potential threat may be related to not reaching the optimal performance of the pre-trained models, thus, having an under-trained PLM. We note that in the literature, there is no hard rule on the number of training steps for pre-training and to determine an optimal stopping criteria is still an open problem. Existing studies use fixed number of steps (a fraction of the dataset) as a stopping criteria [11, 12, 30]. For consistency, we pre-train all the PLMs involving different datasets for 50 epochs.

Construct Validity: The validity threat here can be related to the measures used to evaluate the results. To mitigate the bias that might be related to a specific evaluation metric, we used multiple metrics that are commonly used in the downstream tasks.

9 CONCLUSION AND FUTURE WORKS

In this work, we studied both monolingual and multilingual PLMs on Code Summarization and Code Search. We observed that the monolingual PLMs have better Performance-to-Time Ratio, as compared to the multilingual PLMs. In addition, our proposed strategies in selecting a suitable programming language for Code Summarization and Code Search are efficient and can improve the current state-of-the-art performance. Based on these findings, we suggest the following: 1) to consider using a monolingual PLM fine-tuned on a combined multilingual dataset as it has a higher Performance-to-Time Ratio, and 2) to use our proposed strategies for Code Summarization and Code Search. In future, we aim to study the applicability of PLMs on more downstream tasks, and generalizing a strategy that can work well in multiple downstream tasks.
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