Language Models and Word Sense Disambiguation:
An Overview and Analysis

Daniel Loureiro*  
LIAAD - INESC TEC  
Department of Computer Science - FCUP  
University of Porto, Portugal

Kiamehr Rezaee*  
Department of Computer Engineering,  
Iran University of Science and Technology, Tehran, Iran

Mohammad Taher Pilehvar  
Tehran Institute for Advanced Studies,  
Tehran, Iran

Jose Camacho-Collados  
School of Computer Science and Informatics, Cardiff University,  
United Kingdom

Transformer-based language models have taken many fields in NLP by storm. BERT and its derivatives dominate most of the existing evaluation benchmarks, including those for Word Sense Disambiguation (WSD), thanks to their ability in capturing context-sensitive semantic nuances. However, there is still little knowledge about their capabilities and potential limitations for encoding and recovering word senses. In this article, we provide an in-depth quantitative and qualitative analysis of the celebrated BERT model with respect to lexical ambiguity. One of the main conclusions of our analysis is that BERT performs a decent job in capturing high-level sense distinctions, even when a limited number of examples is available for each word sense. Our analysis also reveals that in some cases language models come close to solving coarse-grained noun disambiguation under ideal conditions in terms of availability of training data and computing resources. However, this scenario rarely occurs in real-world settings and, hence, many practical challenges remain even in the coarse-grained setting. We also perform an in-depth comparison of the two main language model based WSD strategies, i.e., fine-tuning and feature extraction, finding that the latter approach is more robust with respect to sense bias and it can better exploit limited available training data.

1. Introduction

In the past decade, word embeddings have undoubtedly been one of the major points of attention in research on lexical semantics. The introduction of Word2vec (Mikolov et al. 2013b), as one of the pioneering word embedding models, generated a massive wave in the field of lexical semantics the impact of which is still being felt today. However, static word embeddings (such as Word2vec) suffer from the limitation of being fixed or context insensitive, i.e., the word is associated with the same representation in all contexts, disregarding the fact that different contexts can trigger various meanings of the word, which might be even semantically unrelated. Sense representations were an
attempt at addressing the so-called meaning conflation deficiency of word embeddings (Reisinger and Mooney 2010; Camacho-Collados and Pilehvar 2018). Despite computing distinct representations for different senses of a word, hence addressing this deficiency of word embeddings, sense representations are not directly integrable into downstream NLP models. The integration usually requires additional steps, including a (non-optimal) disambiguation of the input text, which make sense embeddings fall short of fully addressing the problem.

The more recent contextualized embeddings (Peters et al. 2018a; Devlin et al. 2019) are able to simultaneously address both these limitations. Trained with language modelling objectives, contextualized models can compute dynamic representations for words based on the context in which they are used, while providing a seamless integration into various NLP models, with minimal changes involved. Even better, given the extent of semantic and syntactic knowledge they capture, contextualized models get close to the one system for all tasks setting. Surprisingly, fine-tuning the same model on various target tasks often results in comparable or even higher performance when compared to sophisticated state-of-the-art task-specific models (Peters, Ruder, and Smith 2019). This has been shown for a wide range of NLP applications and tasks, including WSD, for which they have provided a significant performance boost, especially after the introduction of transformer-based language models like BERT (Loureiro and Jorge 2019a; Vial, Lecouteux, and Schwab 2019).

Despite their massive success, there has been limited work on the analysis of recent language models and on explaining the reasons behind their effectiveness in lexical semantics. Most analytical studies focus on syntax (Hewitt and Manning 2019; Saphra and Lopez 2019) or explore the behaviour of self-attention heads (Clark et al. 2019) or layers (Tenney, Das, and Pavlick 2019), but there has been little work on investigating the potential of language models and their limitations in capturing other linguistic aspects, such as lexical ambiguity. Moreover, the currently-popular language understanding evaluation benchmarks, e.g., GLUE (Wang et al. 2018) and SuperGLUE (Wang et al. 2019), mostly involve sentence-level representation which does not shed much light on the semantic properties of these models for individual words.\footnote{WiC (Pilehvar and Camacho-Collados 2019) is the only SuperGLUE task where systems need to model the semantics of words in context. In the appendix we provide results for this task.} To our knowledge, there has so far been no in-depth analysis of the abilities of contextualized models in capturing the ambiguity property of words.

In this article, we carry out a comprehensive analysis to investigate how pre-trained language models capture lexical ambiguity in the English language. Specifically, we scrutinize the two major language model-based WSD strategies (i.e., feature extraction and fine-tuning) under various disambiguation scenarios and experimental configurations. The main contributions of this work can be summarized as follows: (1) we provide an extensive quantitative evaluation of pre-trained language models in standard WSD benchmarks; (2) we develop a new dataset, CoarseWSD-20, which is particularly suited to analyze the performance of a WSD system qualitatively; and (3) with the help of this dataset, we perform an in-depth qualitative analysis and test the limits of BERT on coarse-grained WSD. Data and code to reproduce all our experiments is available at https://github.com/danlou/bert-disambiguation.

The remainder of the article is organized as follows. In Section 2, we delineate the literature on probing pre-trained language models and on analyzing the potential of representation models in capturing lexical ambiguity. We also describe in the same
section the existing benchmarks for evaluating Word Sense Disambiguation. Section 3 presents an overview of Word Sense Disambiguation and its conventional paradigms. We then describe in the same section the two major approaches to utilizing language models for WSD, i.e., nearest neighbours feature extraction and fine-tuning. We also provide a quantitative comparison of some of the most prominent WSD approaches in each paradigm in various disambiguation scenarios, including fine- and coarse-grained settings. This quantitative analysis is followed by an analysis of models’ performance per word categories (parts of speech) and for various layer-wise representations (in the case of language model based techniques). Section 4 introduces CoarseWSD-20, the WSD dataset we have constructed to facilitate our in-depth qualitative analysis. In Section 5 we evaluate the two major BERT-based WSD strategies on the benchmark. To highlight the improvement attributable to contextualized embeddings, we also evaluate using a linear classifier with pre-trained FastText static word embeddings. Based on these experiments, we carry out an analysis on the impact of fine-tuning and also compare the two strategies with respect to robustness across domains and bias towards the most frequent sense. Section 6 reports our observations upon further scrutinizing the two strategies on a wide variety of settings such as few-shot learning and different training distributions. Section 7 summarizes the main results from the previous sections and discusses the main takeaways. Finally, Section 8 presents the concluding remarks and potential areas for future work.

2. Related Work

Recently, there have been several attempts at analyzing pre-trained language models. In Section 2.1 we provide a general overview of the relevant works, while Section 2.2 covers those related to lexical ambiguity. Finally, in Section 2.3 we outline existing evaluation benchmarks for WSD, including CoarseWSD-20, which is the disambiguation dataset we have constructed for our qualitative analysis.

2.1 Analysis of pre-trained language models

Despite their young age, pre-trained language models, in particular those based on Transformers, have now dominated the evaluation benchmarks for most NLP tasks (Devlin et al. 2019; Liu et al. 2019). However, there has been limited work on understanding behind the scenes of these models.

Various studies have shown that fulfilling the language modeling objective inherently forces the model to capture various linguistic phenomena. A relatively highly-studied phenomenon is syntax, which is investigated both for earlier LSTM-based models (Linzen, Dupoux, and Goldberg 2016; Kuncoro et al. 2018) as well as for the more recent Transformer-based ones (Goldberg 2019; Hewitt and Manning 2019; Saphra and Lopez 2019; Jawahar, Sagot, and Seddah 2019; van Schijndel, Mueller, and Linzen 2019; Tenney et al. 2019). A recent work in this context is the probe proposed by Hewitt and Manning (2019) which enabled them to show that Transformer-based models encode human-like parse trees to a very good extent. In terms of semantics, fewer studies exist, including the probing study of Ettinger (2019) on semantic roles, and that of Tenney, Das, and Pavlick (2019) which also investigates entity types and relations. The closest analysis to ours is that of Peters et al. (2018b), which provides a deep analysis of contextualized word embeddings, both from the representation point of view and per architectural choices. In the same spirit, Conneau et al. (2018) proposed a number of linguistic probing tasks to analyze sentence embedding models. For a complete overview of existing probe
and analysis methods, the survey of Belinkov and Glass (2019) provides a synthesis of analysis studies on neural network methods. The more recent survey of Rogers, Kovaleva, and Rumshisky (2020) is a similar synthesis but targeted at BERT and its derivatives.

Despite all this analytical work, the investigation of neural language models from the perspective of ambiguity (and in particular lexical ambiguity) has been surprisingly neglected. In the following we discuss studies that aimed at shedding some light on this important linguistic phenomenon.

2.2 Lexical ambiguity and language models

Given its importance, lexical ambiguity has for long been an area of investigation in vector space model representations (Schütze 1993; Reisinger and Mooney 2010; Camacho-Collados and Pilehvar 2018). In a recent study on word embeddings, Yaghoobzadeh et al. (2019) showed that Word2vec (Mikolov et al. 2013a) can effectively capture different coarse-grained senses if they are all frequent enough and evenly distributed. In this work we try to extend this conclusion to language model based representation and to the more realistic scenario of disambiguating words in context, rather than probing them in isolation for if they capture specific senses (as was the case in that work).

Most of the works analyzing language models and lexical ambiguity have opted for lexical substitution as their experimental benchmark. Amrami and Goldberg (2018) showed that an LSTM language model can be effectively applied to the task of word sense induction. In particular, they analyzed how the predictions of an LSTM for a word in context provided a useful way to retrieve substitutes, proving that this information is indeed captured in the language model. From a more analytical point of view, Aina, Gulordava, and Boleda (2019) proposed a probe task based on lexical substitution to understand the internal representations of an LSTM language model for predicting words in context. Similarly, Soler et al. (2019) provided an analysis of LSTM-based contextualized embeddings in distinguishing between usages of words in context. As for Transformer-based models, Zhou et al. (2019) proposed a model based on BERT to achieve state-of-the-art results in lexical substitution, showing that BERT is particularly suited to find senses of a word in context. While lexical substitution has been shown to be an interesting proxy for WSD, we provide a direct and in-depth analysis of the explicit capabilities of recent language models in encoding lexical ambiguity, both quantitatively and qualitatively.

Another related work to ours is the analysis of Reif et al. (2019) on quantifying the geometry of BERT. The authors observed that, generally, when contextualized BERT embeddings for ambiguous words are visualized, clear clusters for different senses are identifiable. They also devised an experiment to highlight a potential failure with BERT (or presumably other attention-based models): it does not necessarily respect semantic boundaries when attending to neighboring tokens. In our qualitative analysis in Section 6.4 we further explore this. Additionally, the paper presents evidence for the existence of a representational subspace specialized for disambiguation in BERT models, which we further confirm with layer-wise WSD evaluation in Section 3.4.5. Despite these interesting observations, the paper mostly focuses on the syntactic properties of BERT, similarly to most other studies in the domain (see Section 2.1).

Finally, a few works have attempted to induce semantic priors coming from knowledge resources like WordNet to improve the generalization of pre-trained language models like BERT (Levine et al. 2019; Peters et al. 2019). Our work differs in that we are trying to understand to what extent pre-trained language models already encode
this semantic knowledge, and in particular, what are their implicit disambiguation capabilities.

2.3 Evaluation benchmarks

The most common evaluation benchmarks for WSD are based on fine-grained resources, with WordNet (Fellbaum 1998) being the de-facto sense inventory. For example, the unified all-words WSD benchmark of Raganato, Camacho-Collados, and Navigli (2017) is composed of five datasets from SensEval/SemEval tasks, i.e., SensEval-2 (Edmonds and Cotton 2001, SE02), SensEval-3 (Mihalcea, Chklovski, and Kilgarriff 2004, SE03), SemEval-2007 (Aguirre, Marquez, and Wicentowski 2007, SE07), SemEval-2013 (Navigli, Jurgens, and Vannella 2013, SE13), and SemEval-2015 (Moro and Navigli 2015, SE15). Vial, Lecouteux, and Schwab (2018) extended this framework with other manually and automatically constructed datasets. All these datasets are WordNet-specific and with SemCor (Miller et al. 1993) as its commonly associated training set. SemCor is the largest WordNet-based sense-annotated dataset but covers a limited number of examples per sense, some of which do not occur in the test set. While scarcity in the training data is certainly a realistic setting, in this paper we are interested in analyzing the limits of language models with and without training data, also for senses not included in WordNet, and run a qualitative analysis.

To this end, in addition to running evaluation in standard benchmarks, for this paper we constructed a coarse-grained word sense disambiguation dataset, called CoarseWSD-20. CoarseWSD-20 includes a selection of twenty ambiguous words of different nature (see Section 4 for more details on CoarseWSD-20) where we run a qualitative analysis on various aspects of sense-specific information encoded in language models. Perhaps the closest datasets to CoarseWSD-20 are those of Lexical Sample WSD (Edmonds and Cotton 2001; Mihalcea, Chkovski, and Kilgarriff 2004; Pradhan et al. 2007). These datasets usually target dozens of ambiguous words and list specific examples for their different senses. However, these examples are usually fine-grained, limited in number and are limited to concepts (i.e., no entities such as Java are included). The CoarseWSD-20 dataset is similar in spirit, but has larger training sets extracted from Wikipedia. Constructing the dataset based on the sense inventory of Wikipedia brings the additional advantage of having both entities and concepts as targets, and a direct mapping to Wikipedia pages, which is the most common resource for entity linking (Ling, Singh, and Weld 2015; Usbeck et al. 2015), along with similar inter-connected resources such as DBpedia.

Another related dataset to CoarseWSD-20 is WIKI-PSE (Yaghoobzadeh et al. 2019). Similarly to ours, WIKI-PSE is constructed based on Wikipedia, but with a different purpose. WIKI-PSE clusters all Wikipedia concepts and entities into eight general “semantic classes”. This is an extreme coarsening of the sense inventory that may not fully reflect the variety of human-interpretable senses that a word has. Instead, for CoarseWSD-20, sense coarsening is performed at the word level which preserves sense-specific information. For example, the word bank in WIKI-PSE is mainly identified as a location only, conflating the financial institution and river meanings of the word. Whereas

---

2 Pasini and Camacho-Collados (2020) provide an overview of existing sense-annotated corpora for WordNet and other resources.

3 For instance, the dataset of Pradhan et al. (2007), which is the most recent and the largest among the three mentioned lexical sample datasets, provides an average of 320/50 training/test instances for each of the 35 nouns in the dataset. In contrast, CoarseWSD-20 includes considerably larger datasets for all words (1,160 and 510 sentences on average for each word in the training and test sets, respectively).
CoarseWSD-20 distinguishes between the two senses of bank. Moreover, our dataset is additionally post-processed in a semi-automatic manner (an automatic pre-processing, followed by a manual check for problematic cases), which helps remove errors from the Wikipedia dump.

3. Word Sense Disambiguation: An Overview

Our analysis is focused on the task of Word Sense Disambiguation (WSD). WSD is a core module of human cognition and a long-standing task in Natural Language Processing. Formally, given a word in context, the task of WSD consists of selecting the intended meaning (sense) from a pre-defined set of senses for that word defined by a sense inventory (Navigli 2009). For example consider the word star in the following context:

- Sirius is the brightest star in Earth’s night.

The task of a WSD system is to identify that the usage of star in this context refers to its astronomical meaning (as opposed to celebrity or star shape, among others). The context could be a document, a sentence, or any other information-carrying piece of text that can provide a hint on the intended semantic usage⁴, probably as small as a word, e.g., “dwarf star”.⁵

WSD is described as an AI-hard⁶ problem (Mallery 1988). In a comprehensive survey of WSD, Navigli (2009) discusses some of the reasons behind its difficulty, including heavy reliance on knowledge, difficulty in distinguishing fine-grained sense distinctions, and lack of application to real-world tasks. On WordNet-style sense inventories, the human level performance (which is usually quoted as glass ceiling) is estimated to be 80% in the fine-grained setting (Gale, Church, and Yarowsky 1992a) and 90% for the coarse-grained one (Palmer, Dang, and Fellbaum 2007). This performance gap can be mainly attributed to the fine-grained semantic distinctions in WordNet which are sometimes even difficult for humans to distinguish. For instance, the noun star has 8 senses in WordNet 3.1, two of which refer to the astronomical sense (celestial body) with the minor semantic difference of if they are visible from earth at night. In fact, it is argued that sense distinctions in WordNet are too fine-grained for many NLP applications (Hovy,Navigli, and Ponzetto 2013). CoarseWSD-20 addresses this issue by devising sense distinction that are easily interpretable by humans, essentially pushing the human performance on the task.

Similarly to many other tasks in Natural Language Processing, WSD has gone under significant change after the introduction of Transformer-based language models, which are now dominating most WSD benchmarks. In the following we first present a background on existing sense inventories, with a focus on WordNet (Section 3.1) and then describe the state of the art in both the conventional paradigm (Section 3.2) and the more recent paradigm based on (transformer-based) language models (Section 3.3). We then carry out a quantitative evaluation of some of the most prominent WSD approaches in each paradigm in various disambiguation scenarios, including fine- and coarse-grained settings (Section 3.4). This quantitative analysis is followed by an analysis layer-wise representations (Section 3.4.5) and performance per word categories (parts of speech, Section 3.4.6).

---

⁴ For this analysis we focus on sentence-level WSD, since it is the most standard practice in the literature.
⁵ A dwarf star is a relatively small star with low luminosity, such as the Sun.
⁶ By analogy to NP-completeness, the most difficult problems are referred to as AI-complete, implying that solving them is equivalent to solving the central artificial intelligence problem.
3.1 Sense inventories

Given that WSD is usually tied with sense inventories, we briefly describe existing sense inventories that are also used in our experiments. The main sense inventory for WSD research in English is the Princeton WordNet (Fellbaum 1998). The basic constituent of this expert-made resource are synsets, which is a set of synonymous words that represent a unique concept. A word can belong to multiple synsets which denote its different meanings. The most recent version of the Princeton WordNet (version 3.0\textsuperscript{7}, released in 2006) covers 147,306 words and 117,659 synsets. WordNet is also available for languages other than English through the Open Multilingual WordNet project (Bond and Foster 2013) and related efforts.

Other common sense inventories are Wikipedia and BabelNet. Wikipedia is generally used for Entity Linking or Wikification (Mihalcea and Csomai 2007). In these tasks the Wikipedia pages are considered as concept or entities to be linked in context. On the other hand, BabelNet (Navigli and Ponzetto 2012) is a merger of WordNet, Wikipedia and several other lexical resources, such as Wiktionary and OmegaWiki. One of its key features is its multilinguality, as in latest release (version 4.0) covered 284 languages (with a heterogenous degree of coverage).

3.2 WSD paradigms

WSD approaches are traditionally categorized as knowledge-based and supervised. The latter makes use of sense-annotated data for its training whereas the former exploits sense inventories, such as WordNet, for the encoded knowledge, such as sense glosses (Lesk 1986; Banerjee and Pedersen 2003; Basile, Caputo, and Semeraro 2014), semantic relations (Agirre, de Lacalle, and Soroa 2014; Moro, Raganato, and Navigli 2014) or sense distributions (Chaplot and Salakhutdinov 2018). Supervised WSD has been shown to clearly outperform the knowledge-based counterparts, even before the introduction of pre-trained language models (Raganato, Camacho-Collados, and Navigli 2017). Large pre-trained language models have further provided improvements, with BERT-based models currently approaching human-level performance (Loureiro and Jorge 2019a; Vial, Lecouteux, and Schwab 2019; Huang et al. 2019; Bevilacqua and Navigli 2020; Blevins and Zettlemoyer 2020). A third category of WSD techniques, called hybrid, has recently attracted more attention. In this approach, the model benefits from both sense-annotated instances and knowledge encoded in sense inventories.\textsuperscript{8} Most of the recent state-of-the-art approaches can be put in this category.

3.3 Language models for WSD

In the context of Machine Translation (MT), a language model is a statistical model that estimates the probability of a sequence of words in a given language. Recently, the scope of LMs has gone far beyond MT and generation tasks. This is partly due to the introduction of Transformers (Vaswani et al. 2017), attention-based neural architectures that have proven immense potential in capturing complex and nuanced linguistic knowledge. In fact, despite the young age, Transformer-based LMs dominate most

\textsuperscript{7} Version 3.1 is only available online at the time of this writing

\textsuperscript{8} Note that knowledge-based WSD systems might benefit from sense frequency information obtained from sense-annotated data, such as SemCor. Given that such models do not incorporate sense-annotated instances, we do not categorize them as hybrid.
language understanding benchmarks, such as GLUE (Wang et al. 2018) and SuperGLUE (Wang et al. 2019).

In our experiments, we opted for the BERT model (Devlin et al. 2019) trained on the English Wikipedia and the 800M-word BooksCorpus (Zhu et al. 2015), given its prominence and popularity. Nonetheless, our empirical analysis could be applied to other pre-trained language models as well (e.g., Liu et al. 2019; Lan et al. 2019; Raffel et al. 2019). Our experiments focus on two dominant WSD approaches based on language models: (1) nearest neighbors classifiers based on features extracted from the model (Section 3.3.1), and (2) fine-tuning of the model for WSD classification (Section 3.3.2). In the following we describe the two strategies.

3.3.1 Feature extraction. Neural LMs have been utilized for WSD, even before the introduction of Transformers, when LSTMs were the first choice for encoding sequences (Melamud, Goldberger, and Dagan 2016; Yuan et al. 2016; Peters et al. 2018a). In this context, LMs were often used to encode the context of a target word, or in other words, generate a contextual embedding for that word. Allowing for various sense-inducing contexts to produce different word representations, these contextual embeddings proved more suitable for lexical ambiguity than conventional word embeddings (e.g. Word2vec).

Consequently, (Melamud, Goldberger, and Dagan 2016; Yuan et al. 2016; Peters et al. 2018a) independently demonstrated that, given sense-annotated corpora (e.g., SemCor), it is possible to compute an embedding for a specific word sense as the average of its contextual embeddings. Sense embeddings computed in this manner serve as the basis for a series of WSD systems. The underlying approach is straightforward: match the contextual embedding of the word to be disambiguated against its corresponding pre-computed sense embeddings. The matching is usually done using a simple $k$ Nearest Neighbors (often with $k = 1$) classifier; hence, we refer to this feature extraction approach as INN in our experiments. A simple 1NN approach based on LSTM contextual embeddings proved effective enough to rival the performance of other systems using task-specific training, such as Raganato, Delli Bovi, and Navigli (2017), despite using no WSD specific modelling objectives. Loureiro and Jorge (2019a, LMMS) showed that the same approach using contextual embeddings from BERT could in fact surpass the performance of those task-specific alternatives, and also explored a propagation method using WordNet to produce sense embeddings for senses not present in training data (LMMS_1024). Moreover, Loureiro and Jorge (2019a) also proposed the LMMS_2048 variant which introduced information from glosses into the same embedding space. Scarlini, Pasini, and Navigli (2020, SensEmBERT) proposed a similar method which leverages BabelNet to obtain better performing sense-embeddings for nouns.

There are other methods based on feature extraction, while not using INN for making predictions. Vial, Lecouteux, and Schwab (2019, Sense Compression) used contextual embeddings from BERT as input for additional Transformer encoder layers with a softmax classifier on top. Blevins and Zettlemoyer (2020) also experimented with a baseline using the final states of a BERT model with a linear classifier on top. Finally, the solution by Bevilacqua and Navigli (2020), while ultimately resorting to fine-tuning (see Section 3.3.2), also relied on an ensemble of sense embeddings from LMMS and SensEmBERT, along with additional resources.

3.3.2 Fine-tuning. Another common approach to benefiting from contextualized language models in downstream tasks is fine-tuning. For each target task, it is possible to simply plug in the task-specific inputs and outputs into pre-trained models, such as BERT, and fine-tune all or part of the parameters end-to-end. This procedure adjusts
model’s parameters according to the objectives of the target task, e.g., the classification task in WSD. One of the main drawbacks of this type of supervised model is their need for building a model for each word, which is unrealistic in practice for all-words WSD. However, there are several successful WSD approaches in this category that overcome this limitation in different ways. GlossBERT (Huang et al. 2019) uses sense definitions to fine-tune the language model for the disambiguation task, similarly to a text classification tasks. KnowBERT (Peters et al. 2019) fine-tunes BERT for entity linking exploiting knowledge bases (WordNet and Wikipedia) as well as sense definitions. BEM (Blevins and Zettlemoyer 2020) proposes a bi-encoder method which learns to represent sense embeddings leveraging sense definitions while performing the optimization jointly with the underlying BERT model. Finally, EWISER (Bevilacqua and Navigli 2020) experimented with both fixed and adjusted BERT parameters (i.e. frozen and thawed) when training a model for WSD leveraging semantic relations and precomputed sense embeddings, concluding that an approach which updated BERT parameters performed best. While several aspects of these different methods vary substantially, they all share the property of introducing modelling objectives specific to WSD, beyond the masked language modelling and next sentence prediction objectives used to train the underlying BERT models.

3.4 Evaluation in standard benchmarks

In our first experiment, we perform a quantitative evaluation on the unified WSD evaluation framework (Section 3.4.3), which verifies the extent to which a model can distinguish between different senses of a word as defined by WordNet’s inventory.

3.4.1 BERT models. For this task we employ a Nearest Neighbors strategy (1NN henceforth) that has been shown to be effective with pre-trained language models, both for LSTMs and more recently for BERT (see Section 3.3.1). In particular, we used the cased base and large variants of BERT released by (Devlin et al. 2019) via the Transformers framework (v2.5.1) (Wolf et al. 2019). Following LMMS, we also average sub-word embeddings and represent contextual embeddings as the sum of the corresponding representations from the final four layers. However, here we do not apply LMMS propagation method aimed at fully representing the sense inventory, resorting to the conventional MFS fallback for lemmas unseen during training.

3.4.2 Comparison systems. In addition to BERT (both base and large, cased), we include results for 1NN systems that exploit Context2vec (Melamud, Goldberger, and Dagan 2016) and ELMo (Peters et al. 2018a). Moreover, we include results for hybrid systems, i.e., supervised models that also make use of additional knowledge sources (cf. Section 3.2), particularly semantic relations and textual definitions in WordNet. Besides the models already discussed in Sections 3.3.1 and 3.3.2, we also report results from additional hybrid models. Raganato, Delli Bovi, and Navigli (2017, Seq2Seq) trained a neural BiLSTM sequence model with losses specific not only to specific senses from SemCor but also part-of-speech tags and WordNet supersenses. EWISE (Kumar et al. 2019), which inspired EWISER (Bevilacqua and Navigli 2020), also employs a BiLSTM to learn contextual representations that can be matched against sense embeddings learned from both sense definitions and semantic relations.

For completeness we also add some of the best linear supervised baselines, namely IMS (Zhong and Ng 2010) and IMS with embeddings (Zhong and Ng 2010; Iacobacci, Pilehvar, and Navigli 2016, IMS+emb), which are Support Vector Machine (SVM)
classifiers based on several manually-curated features. Finally, we report results for knowledge-based systems that mainly rely on WordNet: Lesk_{ext+emb} (Basile, Caputo, and Semeraro 2014), Babelfy (Moro, Raganato, and Navigli 2014), UKB (Agirre, López de Lacalle, and Soroa 2018), and TM (Chaplot and Salakhutdinov 2018). Note that the former two models make use of the Most Frequent Sense (MFS) backoff strategy, while the latter two benefit from frequency information obtained from SemCor. However, as it was discussed in Section 3.2, we categorize these as knowledge-based since they do not directly incorporate sense-annotated instances as their source of knowledge.

3.4.3 Datasets: Unified WSD Benchmark. Introduced by Raganato, Camacho-Collados, and Navigli (2017) as an attempt to construct a standard evaluation framework for WSD, the unified benchmark comprises five datasets from Senseval/SemEval workshops (see Section 2.3). The framework provides 7,253 test instances for 4,363 sense types. In total, around 3,663 word types are covered with an average polysemy of 6.2 and across four parts of speech: nouns, verbs, adjectives, and adverbs.

Note that the datasets are originally designed for the fine-grained WSD setting. Nonetheless, in addition to the fine-grained setting, we provide results on the coarse-grained versions of the same test sets. To this end, we merged those senses that belonged to the same domain according to CSI (Coarse Sense Inventory) domain labels from Lacerra et al. (2019). With this coarsening, we can provide more meaningful comparisons and draw interpretable conclusions. Finally, we followed the standard procedure and trained all models on SemCor (Miller et al. 1993).

3.4.4 Results. Table 1 shows the results of all comparison systems on the unified word sense disambiguation framework, both for fine-grained (FN) and coarse-grained (CS) versions. The LMMS_{2048} hybrid model, which is based on the 1NN BERT classifier is the best-performer based solely on feature extraction. The latest fine-tuning hybrid solutions, particularly BEM and EWISER, show overall best performance, making the case for leveraging glosses and semantic relations to optimize pre-trained weights for the WSD task. Generally, all BERT-based models achieve fine-grained results which are in the same ballpark as human average inter-annotator agreements for fine-grained WSD, which ranges from 64% and 80% in the three earlier datasets of this benchmark (Navigli 2009). In the more interpretable coarse-grained setting, LMMS achieves a score of 84.4%, similar to the other BERT-based models which surpass 80%. The remaining supervised models perform roughly equal, marginally below 80% and clearly underperformed by BERT-based models.

3.4.5 Layer performance. Current BERT-based 1NN WSD methods (see Section 3.3.1), such as LMMS and SensEmBERT, apply a pooling procedure to combine representations extracted from various layers of the model. The convention is to sum the embeddings from the last four layers, following the Named Entity Recognition experiments reported by Devlin et al. (2019). It is generally understood that lower layers are closer to their static representations (i.e., initialization) and, conversely, upper layers better match the modelling objectives (Tenney, Das, and Pavlick 2019). Still, Reif et al. (2019) have shown that this relation is not monotonic when it comes to sense representations from BERT.

9 Dataset downloaded from http://lcl.uniroma1.it/wsdeval/
10 CSI domains downloaded from http://lcl.uniroma1.it/csi
11 SensEmBERT not included because it is only applicable to the noun portions of these test sets.
| Type          | System                     | SE2  | SE3  | SE07 | SE13 | SE15 | ALL   |
|--------------|----------------------------|------|------|------|------|------|-------|
| KB           | Lesk_{emb}                 | 63.0 | 74.9 | 63.7 | 75.5 | 56.7 | 71.6  |
|              | Babelfy                    | 67.0 | 78.4 | 63.5 | 77.5 | 51.6 | 68.8  |
|              | TM                         | 69.0 | 66.9 | 55.6 | 65.3 | 65.3 | 66.9  |
|              | UKB                        | 68.8 | 81.2 | 66.1 | 78.1 | 53.0 | 70.8  |
| SVM          | IMS                        | 70.9 | 81.5 | 69.3 | 80.8 | 61.3 | 74.3  |
|              | IMS_{emb}                  | 72.2 | 82.8 | 70.4 | 81.5 | 62.6 | 75.8  |
| Supervised   | Context2vec                | 71.8 | 82.6 | 69.1 | 80.5 | 61.3 | 74.5  |
|              | ELMo                       | 71.6 | 82.8 | 69.6 | 80.9 | 62.2 | 74.7  |
|              | BERT-Base                  | 75.5 | 84.9 | 71.5 | 81.4 | 65.1 | 78.9  |
|              | BERT-Large                 | 76.3 | 84.8 | 73.2 | 82.9 | 66.2 | 80.0  |
| Hybrid       | Seq2Seq_{An-Lex-Per}       | 70.1 | -    | 68.5 | -    | 63.1*| -     |
|              | Sense Compr. Enc.          | 79.7 | -    | 77.8 | -    | 73.4 | -     |
|              | LMMS 2014                  | 75.4 | -    | 74.0 | -    | 66.4 | -     |
|              | LMMS 2008                  | 76.3 | 84.5 | 75.6 | 85.1 | 68.1 | 81.3  |
|              | EWISE                      | 73.8 | -    | 71.1 | -    | 67.3*| -     |
|              | KnowBert_{WN+WK}           | 76.4 | 85.6 | 76.0 | 85.1 | 71.4 | 82.6  |
|              | GlossBERT                  | 77.7 | -    | 75.2 | -    | 72.5*| -     |
|              | BEM                        | 79.4 | -    | 77.4 | -    | 74.5*| -     |
|              | EWISE                      | 80.8 | -    | 79.0 | -    | 75.2 | -     |

*Results from complete rows were computed by ourselves given the system outputs, while those from incomplete rows were taken from the original papers.

Additionally, Peters et al. (2018a) found that representations from the final layer of ELMo are not optimal for WSD. This finding was corroborated by Peters et al. (2018b) who had a similar observation across different tasks.

Given our focus on measuring BERT’s adeptness for WSD, and the known variability in layer performance, we performed an analysis to reveal which layers produce representations that are most effective for WSD. This analysis involved obtaining sense representations learned from SemCor for each layer individually using the process described in Section 3.3.1. We also applied LMMS’s propagation to achieve full-coverage of WordNet and to be able to report on each layer’s performance using the 1NN method without fallbacks.

Figure 1 shows the performance of each layer on the concatenation of all test sets of Raganato, Camacho-Collados, and Navigli (2017), ALL. Similarly to Reif et al. (2019), we find that lower layers are not as effective for disambiguation as upper layers. However, our experiment specifically targets WSD and its results suggest a different distribution of the best performing layers than those reported by Reif et al. (2019). Nevertheless, this analysis shows that the current convention of using the sum of last four layers for sense representations is sensible, even if not optimal. We leave the analysis of alternative layer pooling methods to future work.
Figure 1: F-measure performance in the ALL test set of the unified WSD evaluation framework (Raganato, Camacho-Collados, and Navigli 2017) for representations derived from individual layers of the two BERT models used in our experiments.

3.4.6 Analysis by Part-of-Speech. Table 2 shows the results of BERT and the comparison systems by part of speech. The results clearly show that verbs are substantially more difficult to model, which corroborates the findings of Raganato, Camacho-Collados, and Navigli (2017), while adverbs are the least problematic in terms of disambiguation. For example, in the fine-grained setting, BERT-Large achieves an overall F1 of 75.1% on nouns vs. 63.2% on verbs (85.3% on adverbs). The same trend is observed for other models, including hybrid ones. This may also be related to the electrophysiological evidence suggesting humans process nouns and verbs differently (Federmeier et al. 2000). Another more concrete reason to this gap is due to the fine granularity of verb senses in WordNet. For instance, the verb run has 41 sense entries in WordNet, twelve of which denote some kind of motion.

The coarsening of sense inventory does help in bridging this gap, with the best models performing in the 75% ballpark. Nonetheless, the lower performance is again found in verb instances, with noun, adjective and adverb performance being above 80% on the BERT-based models (above 90% in the case of adverbs). One problem with the existing coarsening methods is that they usually exploit domain-level information, whereas in some cases verbs do not belong to clear domains. For our example verb run, some of the twelve senses denoting motion are clustered into different domains, which eases the task for automatic models due to having fewer number of classes. However, one could argue that this clustering is artificial as all senses of the verb belong to the same domain.

Indeed, while the sense clustering provided by CSI (Lacerra et al. 2019) covers all PoS categories, it extends BabelDomains (Camacho-Collados and Navigli 2017), a domain clustering resource that covers mainly nouns. While out of scope for this paper, in the future it would be interesting to investigate verb-specific clustering methods, e.g., (Peterson and Palmer 2018).

In the remainder of this article we focus on noun ambiguity, and check the extent to which language models can solve coarse-grained WSD in ideal settings. In Section 7, we extend the discussion about sense granularity in WSD.

12 For this table we only included systems for which we got access to their system outputs.
Table 2: F-Measure performance in the concatenation of all datasets of the unified WSD evaluation framework (Raganato, Camacho-Collados, and Navigli 2017), split by Part-of-Speech. As in Table 1, systems marked with * made use of SE07 as development set and systems marked with † make use of external resources other than WordNet.

| Supervised | Type  | System          | Nouns | Verbs | Adjectives | Adverbs |
|------------|-------|-----------------|-------|-------|------------|---------|
|            | KB    | UKB*            | FN    | CS    | FN         | CS      |
|            |       | Leskₓₓₓₓₓₓ+emb   | 68.6  | 68.1  | 71.8       | 75.3    |
|            |       | Babelfy†        | 67.1  | 67.2  | 73.4       | 78.2    |
|            | 1NN   | Context2vec     | 71.0  | 70.1  | 73.2       | 77.1    |
|            |       | ELMo            | 70.9  | 70.1  | 72.3       | 76.5    |
|            |       | BERT-Base       | 74.0  | 73.1  | 77.1       | 81.2    |
|            |       | BERT-Large      | 75.1  | 74.2  | 78.1       | 82.2    |
|            | SVM   | IMS             | 70.4  | 70.5  | 73.6       | 78.6    |
|            |       | IMS+emb         | 71.9  | 72.0  | 75.1       | 80.1    |
|            | Hybrid| LMMS₂₀₁₄        | 78.0  | 78.1  | 82.0       | 86.0    |
|            |       | KnowBert†  WN₁₉₁₉ | 77.0  | 77.1  | 81.0       | 85.1    |
|            |       | MFS Baseline    | 67.6  | 67.7  | 72.0       | 76.0    |

4. CoarseWSD-20 Dataset

Standard WSD benchmarks mostly rely on WordNet. This makes the evaluations carried out on these datasets and the conclusions drawn from them specific to this resource only. Moreover, sense distinctions in WordNet are generally known to be too fine-grained (see more details about the fine granularity of WordNet in the discussion of Section 7) and annotations are scarce given the knowledge-acquisition bottleneck (Gale, Church, and Yarowsky 1992a; Pasini 2020). This prevents from testing the limits of language models in WSD, which is one of the main motivations of this paper.

To this end, we devise a new dataset, CoarseWSD-20 henceforth, in an attempt to solve the aforementioned limitations. CoarseWSD-20 is aimed at providing a benchmark for the qualitative analysis of certain types of easily-interpretable sense distinctions. Our dataset also serves as a tool for testing the limits of WSD models in ideal training scenarios, i.e., with plenty of training data available per word.

In the following we describe the procedure we followed to construct CoarseWSD-20 (Section 4.1) and outline some relevant statistics (Section 4.2). We then discuss the out-of-domain test set we built as a benchmark for experiments in Section 5.3.

4.1 Dataset construction

CoarseWSD-20 targets noun ambiguity\textsuperscript{13} for which, thanks to Wikipedia, data is more easily available. The dataset focuses on the coarse-grained disambiguation setting, which

\textsuperscript{13} There are arguably more types of ambiguity, including word categories (e.g., play as a noun or as a verb). Nevertheless, this type of ambiguity can be solved to a good extent by using state-of-the-art PoS taggers, which are able to achieve performances above 97% for English in general settings (Akbik, Blythe, and Vollgraf 2018).
is more interpretable by humans (Lacerra et al. 2019). To this end, twenty words\textsuperscript{14} and their corresponding senses were selected by a group of two expert computational linguists in order to provide a diverse dataset. Wikipedia\textsuperscript{15} was used as reference inventory and corpus. In this case, each Wikipedia page corresponds to an unambiguous sense. Sentences where a given Wikipedia page is referred to via a hyperlink are considered to be its corresponding sense-annotated sentences. The process to select twenty ambiguous words and their corresponding sense-annotated sentences was as follows:

1. A larger set of a few hundred ambiguous words that had a minimum of thirty occurrences\textsuperscript{16} (i.e., sentences where one of their senses is referred to via a hyperlink) was selected.
2. Two experts selected twenty words based on a variety of criteria: type of ambiguity (e.g., spanning across domains or not), polysemy, overall frequency, distribution of instances across senses of the word, and interpretability.

Once these twenty words were selected, we tokenized and lowercased the English Wikipedia and extracted all sentences that contained them and their selected senses as hyperlinks. All sentences were then semi-automatically verified so as to remove duplicate and noisy sentences. Finally, for each word we created a single dataset based on a standard 60/40 train/test split.

4.2 Statistics

Table 3 shows the list of words, their associated senses and the frequency of each word sense in CoarseWSD-20, along with the ratio of the first sense with respect to the rest (F2E) and entropy (Ent.). The number of senses per word varies from 2 to 5 (eleven words with two associated senses, six with three, two with four and one with five) while the overall frequency ranges from 110 instances (68 for training) for \textit{digit} to 9,240 (6,421 for training) for \textit{pitcher}.

Entropy\textsuperscript{17} ranges from 0.04 to 0.99 (higher entropy shows more balanced sense distribution). While some words contain a roughly balanced distribution of senses (e.g. \textit{crane} or \textit{java}), other words’ distribution are highly skewed (see normalized entropy values, e.g., for \textit{pitcher} or \textit{bank}).

Finally, in the appendix we include more information for each of the senses available in CoarseWSD-20, including definitions and an example sentence from the dataset.

4.3 Out of domain test set

The CoarseWSD-20 dataset was constructed exclusively based on Wikipedia. Therefore, the variety of language present in the dataset might be limited. To verify the robustness

---

\textsuperscript{14} The main justification to select twenty words (and no more) was the extent of experiments and the computation required to run a deep qualitative analysis (see Section 5.1). A larger number of words would have prevented us from running the analyses at the depth we envisaged: twenty provided a good trade-off between having a heterogeneous set of words and a deep qualitative analysis.

\textsuperscript{15} We used the Wikipedia dump of May 2016.

\textsuperscript{16} This threshold was selected for the goal of testing the language models under close-to-ideal conditions. A real setting should also include senses with even lower frequency, the so called \textit{long tail} (Ilievski, Vossen, and Schlobach 2018; Blevins and Zettlemoyer 2020), which would clearly harm automatic models.

\textsuperscript{17} Computed as $\sum f_i \log(f_i)$ normalized by $\log(n)$ where $n$ is the number of senses.
of WSD models in a different setting, we constructed an out-of-domain test set from existing WordNet-based datasets.

To construct this test set, we leveraged BabelNet mappings from Wikipedia to WordNet (Navigli and Ponzetto 2012) to link the Wikipedia-based CoarseWSD-20 to WordNet senses. After a manual verification of all senses, we retrieved all sentences containing one of the target words in either SemCor (Miller et al. 1993) or any of the SensEval/SemEval evaluation datasets from Raganato, Camacho-Collados, and Navigli (2017). Finally, we only kept those target words for which all the associated senses were present in the WordNet-based sense annotated corpora and occurred at least 10 times. This resulted in a test set with seven target words (i.e., bank, chair, pitcher, pound, spring, square and club). Table 4 shows the relevant statistics of this out-of-domain test set.

5. Evaluation

In this section we report on our quantitative evaluation in the coarse-grained WSD setting on CoarseWSD-20. We describe the experimental setting in Section 5.1 and then
| Polysemy | Entropy | No. of Instances | Sense distribution |
|----------|---------|------------------|-------------------|
| bank     | 2       | 0.87             | 48                | 34/14 |
| chair    | 2       | 0.47             | 40                | 4/36  |
| pitcher  | 2       | 0.52             | 17                | 15/2  |
| pound    | 2       | 0.43             | 46                | 42/4  |
| spring   | 3       | 0.63             | 31                | 3/24/4|
| square   | 3       | 0.49             | 26                | 22/2/2|
| club     | 2       | 0.39             | 13                | 12/1  |

Table 4: Statistics of the out-of-domain dataset. The two rightmost columns show the number of instances for each of the 7 words and their distribution across senses.

Present the main results on CoarseWSD-20 (Section 5.2) and the out-of-domain test set (Section 5.3).

5.1 Experimental setting

CoarseWSD-20 consists of 20 separate sets, each containing sentences for different senses of the corresponding target word. Therefore, the evaluation can be framed as a standard classification task for each word.

Given the classification nature of the CoarseWSD-20 datasets, we can perform experiments with our 1NN BERT system and compare it with a standard fine-tuned BERT model (see Section 3.3 for more details on the LM-based WSD approaches). Note that fine-tuning for individual target words results in many models (one per word). Therefore, this setup would not be computationally feasible in a general WSD setting, as the number of models would approach the vocabulary size. However, in our experiments we are interested in verifying the limits of BERT, without any other confounds or model-specific restrictions. We also include two FastText linear classifiers (Joulin et al. 2017) as baselines: FTX-B (base model without pre-trained embeddings) and FTX-C (using pre-trained embeddings from Common Crawl). We chose FastText as baseline given its efficiency and competitive results for sentence classification.

Configuration. Our experiments with BERT used the Transformers framework (v2.5.1) developed by Wolf et al. (2019), and we used the uncased pre-trained base and large models released by Devlin et al. (2019). Following previous feature extraction works (including our experiment in Section 3.4.1), with CoarseWSD-20 we also average subword representations and use the sum of the last four layers when extracting contextual embeddings. For fine-tuning experiments, we used a concatenation of the average embedding of target word’s sub-words with the embedding of the [CLS] token, and fed them to a classifier. We used the same default hyper-parameter configuration for all the experiments. Given the fluctuation of results with fine-tuning, all the experiments are based on the average of three independent runs. Our experiments with FastText used the official package\(^\text{18}\) (v0.9.1), with FastText-Base corresponding to the default supervised classification pipeline using randomly-initialized vectors, and FastText-Crawl corresponding to the same pipeline but starting with pre-trained 300-dimensional vectors.

\(^{18}\) [https://fasttext.cc/](https://fasttext.cc/)
based on Common Crawl. Following Joulin et al. (2017), classification with FastText is performed using multinomial logistic regression and averaged sub-word representations.

**Evaluation measures.** In a classification setting, the performance of a model is measured by various metrics, among which precision, recall and F-score are the most popular. Let $TP_i$ (true-positive) and $FP_i$ (false-positive) be the number of instances correctly / incorrectly classified as class $c_i$ respectively. Also, let $TN_i$ (true-negative) and $FN_i$ (false-negative) be the number of instances correctly / incorrectly classified as class $c_j$ for any $j \neq i$. Therefore, for class $c_i$, precision $P_i$ and recall $R_i$ are defined as follows:

$$P_i = \frac{TP_i}{TP_i + FP_i} \quad (1) \quad R_i = \frac{TP_i}{TP_i + FN_i} \quad (2)$$

In other words, precision is the fraction of relevant instances among the retrieved instances, while recall is the fraction of the total number of relevant instances that were actually retrieved. The F-score $F_i$ for class $c_i$ is then defined as the harmonic mean of its precision and recall values:

$$F_i = \frac{2}{P_i^{-1} + R_i^{-1}} = \frac{2P_i R_i}{P_i + R_i} \quad (3)$$

In order to have a single value to measure the overall performance of the model, we can take the weighted average of these computed values over all the classes, which is referred to as average micro, if the weights are set to be the number of instances for each class, and macro if the weights are set to be equal. For our experiments we mainly report Macro-F1 and Micro-F1.

**Number of experiments.** To provide an idea of the experiments run on (including the analysis in Section 6, in the following we detail the number of computations required. We evaluated six models, each of them trained and tested separately for each word (there are twenty of them). The same models are also trained with balanced datasets (Section 6.2.1). In total, 240 models trained and tested for the main results (excluding multiple runs). Then, the computationally more demanding models (BERT-Large) are also evaluated on the out of domain test set, and trained with different training data sizes (Section 6.2.2) and with fixed number of examples (Section 6.3). In the latter case being BERT-base and FastText models also considered (sometimes with multiple runs). As a rough estimate, all the experiments took over 1500 hours on a Tesla K80 GPU. These experiments do not include the experiments run in the standard benchmarks (Section 3.4) and all the extra-analyses and prior experimental tests that did not make into the paper.

### 5.2 Results

Word-specific results for different configurations of BERT and the FastText baseline are shown in Table 5. In general, results are high for all BERT-based models, over 90% in most cases. This reinforces the potential of language models for WSD, both in its light-weight 1NN and in the fine-tuning settings. As a perhaps surprising result, having more training instances does not necessarily lead to better performance, indicated by the very low Pearson correlation (0.2 or lower) of the number of training instances with results
Table 5: Results on the full CoarseWSD-20 dataset for six different models: FastText-Base (FTX-B) and -Crawl (FTX-C), 1NN and fine-tuned BERT-Base (BRT-B) and -Large (BRT-L). Rows in the table are sorted by the entropy of sense distribution (see Table 3), in descending order. Table cells are highlighted (from red to green) for better interpretability.

| Word | Static emb. | 1NN | Fine-tune | Static emb. | 1NN | Fine-tune |
|------|-------------|-----|-----------|-------------|-----|-----------|
|      | FTX-B | FTX-C | BRT-B | BRT-L | BRT-B | BRT-L | FTX-B | FTX-C | BRT-B | BRT-L | BRT-B | BRT-L |
| crane | 91.7 | 94.9 | 93.6 | 96.8 | 97.5 | 98.1 | 91.7 | 94.8 | 93.5 | 96.7 | 97.5 | 98.1 |
| java  | 98.8 | 99.4 | 99.6 | 99.6 | 99.7 | 99.7 | 98.7 | 99.4 | 99.6 | 99.7 | 99.6 | 99.7 |
| apple | 96.5 | 98.4 | 99.0 | 99.2 | 99.6 | 99.6 | 96.2 | 98.1 | 99.0 | 99.1 | 99.6 | 99.6 |
| mole  | 87.4 | 93.2 | 97.1 | 98.5 | 98.9 | 98.9 | 84.4 | 91.0 | 97.6 | 99.0 | 98.9 | 99.2 |
| spring | 91.9 | 94.5 | 97.4 | 97.8 | 98.0 | 98.3 | 91.1 | 94.9 | 97.4 | 97.8 | 97.8 | 98.1 |
| chair | 81.5 | 88.5 | 96.2 | 96.2 | 96.7 | 96.2 | 79.5 | 86.5 | 94.7 | 96.1 | 95.5 | 95.5 |
| hood  | 80.5 | 89.0 | 98.8 | 100 | 98.0 | 99.6 | 70.5 | 83.2 | 98.5 | 100 | 97.8 | 99.6 |
| seal  | 88.7 | 95.0 | 96.4 | 98.1 | 99.0 | 99.0 | 72.7 | 92.6 | 97.3 | 98.5 | 98.9 | 98.6 |
| bow   | 89.8 | 95.8 | 96.3 | 95.3 | 97.5 | 98.5 | 83.3 | 93.7 | 97.0 | 95.7 | 97.5 | 98.6 |
| club  | 79.2 | 80.7 | 81.2 | 85.1 | 85.2 | 84.7 | 73.2 | 80.5 | 84.6 | 88.7 | 84.3 | 84.1 |
| trunk | 84.4 | 90.9 | 96.1 | 98.7 | 97.8 | 98.3 | 76.0 | 85.9 | 97.9 | 99.3 | 97.6 | 98.0 |
| square| 87.0 | 90.3 | 95.2 | 96.1 | 95.8 | 95.7 | 67.7 | 76.3 | 92.5 | 94.7 | 92.2 | 91.4 |
| arm   | 94.5 | 98.2 | 99.4 | 99.4 | 99.4 | 99.4 | 92.5 | 98.0 | 99.6 | 99.6 | 99.2 | 99.2 |
| digit | 92.9 | 100 | 100 | 100 | 99.2 | 100 | 83.3 | 100 | 100 | 100 | 98.8 | 100 |
| bass  | 93.9 | 94.2 | 80.7 | 84.5 | 95.5 | 95.8 | 80.2 | 81.3 | 79.1 | 84.0 | 87.5 | 87.6 |
| yard  | 86.1 | 94.4 | 76.4 | 88.9 | 98.6 | 99.5 | 54.5 | 81.8 | 86.1 | 93.4 | 97.2 | 99.1 |
| pound | 87.6 | 87.6 | 86.6 | 89.7 | 94.9 | 94.9 | 48.9 | 53.3 | 92.5 | 94.3 | 84.4 | 83.9 |
| deck  | 91.9 | 93.9 | 89.9 | 91.9 | 96.6 | 95.3 | 56.1 | 57.1 | 88.0 | 95.7 | 83.4 | 78.0 |
| bank  | 96.9 | 98.0 | 99.6 | 99.8 | 99.6 | 99.3 | 68.2 | 79.5 | 95.5 | 97.7 | 97.9 | 95.6 |
| pitcher | 99.6 | 99.7 | 99.9 | 99.9 | 100 | 100 | 61.5 | 69.2 | 99.9 | 100 | 97.3 | 97.3 |

AVG 90.0 93.8 94.0 95.8 97.4 97.5 76.5 84.9 94.5 96.4 95.2 95.1

MFS Bias. As expected, macro F1 results degrade for the purely supervised classification models (FastText and fine-tuned BERT), indicating the inherent sense biases captured by the model which lead to lowered performance for the obscure senses (see the work by Postma et al. (2016) for a more thorough analysis on this issue). However, BERT proves to be much more robust with this respect whereas FastText suffers heavily (highlighted in the macro setting).

Impact of fine-tuning. By average, fine-tuning improves the performance for BERT-Large by 1.6 points in terms of micro-F1 (from 95.8% to 97.5%) but decreases on macro-F1 (from 96.4% to 95.1%). While BERT-Base significantly correlates with BERT-Large in the 1NN setting (Pearson correlation above 0.9 for both micro and macro), it has a relatively low correlation with the fine-tuned BERT-Base (0.60 on Micro-F1 and 0.75 on macro-F1). The same trend is observed for BERT-Large, where the correlation between fine-tuning and 1NN is 0.71 and 0.63 on micro-F1 and macro-F1, respectively. The operating principles
behind both approaches are significantly different, which may explain this relatively low correlation. While fine-tuning is optimizing a loss function during training, the 1NN approach is simply memorizing states. By optimizing losses, fine-tuning is more susceptible to overfit on the MFS. In contrast, by memorizing states, 1NN models senses independently and disregards sense distributions entirely. These differences can explain the main discrepancies between the two strategies, also in terms of micro and macro scores (macro F1 penalizes models which are not as good for less frequent senses). The differences between 1NN and fine-tuned models will be analyzed in more detail in our analysis section (Section 6).

In our error analysis we will show, among others, that there are some cases which are difficult even for humans to disambiguate, e.g., the intended meaning of apple (fruit vs. company) in the following contexts taken from the test set: “it also likes apple” and “maharana sajjan singh shoots at an apple”.

5.3 Out of domain

To verify the robustness of BERT and to see if the conclusions can be extended to other settings, we carried out a set of cross-domain evaluations in which the same BERT models (trained on CoarseWSD-20) were evaluated on the out-of-domain dataset described in Section 4.3.

Table 6 shows the results. The performance trend is largely in line with that presented in Table 5, with some cases even having higher performance in this out-of-domain test set. Despite the relatively limited size of this test set, these results seem to corroborate previous findings and highlight the generalization capability of language models to perform WSD in different contexts. The fine-tuned version of BERT clearly achieves the highest micro-F1 scores, in line with previous experiments. Perhaps more surprisingly, BERT-Base 1NN achieves the best macro F1 performance, highlighting its competitiveness with respect to BERT-Large also in this setting. As explained before, the 1NN strategy is less prone to biases to more frequent senses than the fine-tuned model; therefore, the higher figures according to the macro metric. Interestingly, BERT-Base produces better results according to macro-F1 in the 1NN setting, despite lagging behind according to micro-F1. This suggests that data-intensive methods (e.g., fine-tuning) do not generally

|                | Micro F1 |        | Macro F1 |        |
|----------------|----------|--------|----------|--------|
|                | 1NN      | F-Tune | 1NN      | F-Tune |
|                | BRT-B    | BRT-L  | BRT-B    | BRT-L  | BRT-B    | BRT-L  | BRT-B    | BRT-L  |
| bank           | 97.9     | 100    | 92.4     | 93.1   | 96.4     | 100    | 89.8     | 90.5   |
| chair          | 100      | 100    | 98.3     | 99.2   | 100      | 100    | 94.8     | 97.4   |
| pitcher        | 82.4     | 100    | 100      | 100    | 90.0     | 100    | 100      | 100    |
| pound          | 89.1     | 87.0   | 96.4     | 94.9   | 94.0     | 81.5   | 85.5     | 77.5   |
| spring         | 100      | 96.8   | 94.6     | 96.8   | 100      | 91.7   | 91.2     | 90.5   |
| square         | 73.1     | 73.1   | 93.6     | 96.2   | 89.4     | 89.4   | 83.2     | 92.6   |
| club           | 100      | 100    | 100      | 100    | 100      | 100    | 100      | 100    |
| AVG            | 91.8     | 93.8   | 96.5     | 97.2   | 95.7     | 94.7   | 92.1     | 92.6   |

Table 6: Out of domain WSD results: Models trained on the CoarseWSD-20 training set and tested on the out-of-domain test set.
lead to significantly better results. Indeed, the results in Table 5 also confirm that the gains using a larger BERT model are not massive.

6. Analysis

In this section we perform an analysis on different aspects relevant to WSD on the CoarseWSD-20 dataset. In particular, we first present a qualitative analysis on the type of contextualized embeddings learned by BERT (Section 6.1) and then analyze the impact of sense distribution of the training data (Section 6.2.1) as well as its size (Section 6.3) on WSD performance. Finally, we carry out an analysis on the inherent sense biases present in the pre-trained BERT models (Section 6.4).

6.1 Contextualized embeddings

The strong performance of BERT-based 1NN WSD method reported for both fine and coarse-grained WSD proves that the representations produced by BERT are sufficiently precise to allow for effective disambiguation. However, beyond simply checking whether the nearest neighbor corresponds to the correct sense, there is still the question of the extent to which these representations are differentiated. In order to quantitatively analyse this, we plotted the distribution of cosine similarities between the contextual embeddings of the target word (to be disambiguated) from the test set and the closest predicted sense embedding learned from the training set. In Figure 2 we grouped these similarities by correct and incorrect predictions, revealing substantially different distributions. While incorrect prediction spans across the 0.5-0.9 interval, correct predictions are in the main higher than 0.75 for most words (over 97% of all predictions using BERT-Large with similarity higher than 0.75 are correct, for example). Consequently, this analysis also shows that a simple threshold could be used for effectively discarding false matches, increasing the precision of 1NN methods.
6.2 Role of training data

In order to gain insights on the role of training data, we perform two types of analysis: (1) distribution of training data and in particular a comparison between skewed and balanced training sets (Section 6.2.1), and (2) the size of the training set (Section 6.2.2).

6.2.1 Distribution. To verify the impact of the distribution of the training data, we created a balanced training dataset for each word by randomly removing instances for the more frequent senses in order to have a balanced distribution over all senses. Note that the original CoarseWSD-20 dataset has a skewed sense distribution, given that it is constructed based on naturally-occurring texts.

Table 7 shows the performance drop or increase when using a fully balanced training set instead of the original CoarseWSD-20 skewed training set.

| Micro F1 | Macro F1 |
|---------|----------|
| **Static emb.** | **FTX-B** | **FTX-C** | **BRT-B** | **BRT-L** | **FTX-B** | **FTX-C** | **BRT-B** | **BRT-L** |
| **1NN** | **BRT-B** | **BRT-L** | **F-Tune** | **BRT-B** | **BRT-L** | **F-Tune** |
| crane | -3.8 | 0.0 | 0.6 | 0.0 | 0.0 | 0.0 | -3.7 | 0.0 | 0.6 | 0.0 | 0.0 | 0.0 |
| java | -0.1 | 0.1 | 0.0 | 0.0 | 0.0 | -0.1 | -30.3 | -1.5 | 0.1 | 0.0 | 0.0 | 0.0 | 0.0 |
| apple | -0.2 | -0.6 | 0.0 | 0.0 | 0.0 | -0.1 | 0.4 | -0.4 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| mole | -11.2 | -1.5 | 0.0 | 0.0 | -0.7 | -0.7 | -0.9 | 2.0 | 0.0 | 0.0 | -0.5 | -0.7 |
| spring | -5.0 | -2.0 | 0.0 | 0.2 | -1.1 | -0.9 | -12.3 | 1.5 | -0.2 | 0.1 | -1.0 | -0.7 |
| chair | -6.2 | -3.1 | 0.0 | 0.0 | -1.0 | 0.3 | 4.5 | -2.3 | 0.0 | 0.0 | -1.2 | 0.3 |
| hood | -7.3 | -1.2 | 0.0 | -1.2 | -0.4 | 0.0 | 12.2 | 4.4 | -0.8 | -1.5 | -0.9 | -0.3 |
| seal | -23.1 | -7.2 | 0.3 | 0.0 | -2.9 | -0.7 | -9.0 | -11.5 | 0.2 | 0.0 | -7.3 | -2.4 |
| bow | -9.3 | -3.7 | 0.0 | 0.0 | -1.4 | -0.8 | -2.3 | -2.0 | 0.0 | 0.0 | -1.8 | -1.5 |
| club | -16.8 | -5.9 | 0.0 | -1.5 | -0.8 | -3.0 | -8.6 | -0.6 | -0.3 | -1.5 | -0.4 | -2.4 |
| trunk | -13.0 | -9.1 | -3.9 | 0.0 | -0.9 | -1.7 | -6.4 | -4.3 | -2.1 | 0.0 | -0.9 | -1.7 |
| square | -23.7 | -8.2 | -6.8 | -7.7 | -4.7 | -1.3 | 1.4 | 9.6 | -3.4 | -3.9 | -4.8 | 1.1 |
| arm | -2.4 | -1.2 | 0.0 | 0.0 | 0.0 | 0.0 | 0.6 | -0.8 | 0.0 | 0.0 | 0.0 | 0.0 |
| digit | -16.7 | -7.1 | 0.0 | 0.0 | 0.8 | 0.0 | 1.5 | -4.5 | 0.0 | 0.0 | 1.2 | 0.0 |
| bass | -9.1 | -8.2 | 0.4 | 0.8 | -5.1 | -4.4 | 6.8 | 6.5 | 0.5 | 0.9 | -5.6 | -4.0 |
| yard | -12.5 | -5.6 | -2.8 | -4.2 | -6.0 | -2.3 | 18.2 | 11.6 | -1.6 | -2.5 | -8.9 | -3.9 |
| pound | -34.0 | -24.7 | 0.0 | -1.0 | -8.9 | -1.4 | 18.5 | 36.7 | 7.5 | -0.6 | -8.8 | 2.0 |
| deck | -26.3 | -9.1 | -2.0 | -1.0 | -5.7 | -3.7 | 12.3 | 28.1 | -1.1 | -0.5 | -5.0 | 2.1 |
| bank | -17.4 | -10.3 | 0.2 | 0.0 | -2.6 | -1.9 | 10.3 | 9.7 | 2.3 | 0.0 | -10.6 | -6.5 |
| pitcher | -13.0 | -6.4 | -0.1 | 0.0 | -1.3 | -0.4 | 16.8 | 22.4 | 0.0 | 0.0 | -26.7 | -12.7 |
| AVG | -12.6 | -5.8 | -0.7 | -0.8 | -2.1 | -1.1 | 1.0 | 4.6 | 0.1 | -0.5 | -4.2 | -1.6 |

Table 7: Performance drop or increase when using a fully balanced training set instead of the original CoarseWSD-20 skewed training set.

This can be attributed to the better encoding of the least frequent senses, which corroborates the findings of Postma, Izquierdo Bevia, and Vossen (2016) for conventional supervised WSD models, such as IMS or, in this case, FastText. In contrast, the micro-
| Word  | F-Tune (BRT-L) | 1NN (BRT-L) |
|-------|----------------|-------------|
|       | Precision MFS | Recall MFS | Precision MFS | Recall MFS | Precision MFS | Recall MFS | Precision MFS | Recall MFS |
| crane | 0.4           | -0.4       | 0.0           | 0.0         | 0.0           | 0.0         | 0.0           | 0.0         |
| java  | 0.0           | -0.3       | 0.0           | 0.0         | 0.0           | 0.0         | 0.0           | 0.0         |
| apple | -0.1          | -0.1       | 0.0           | 0.0         | 0.0           | 0.0         | 0.0           | 0.0         |
| mole  | -0.9          | -0.8       | -0.9          | -1.5        | 0.0           | 0.0         | 0.0           | 0.0         |
| spring| -0.6          | -1.0       | -1.3          | -1.4        | 0.0           | 0.6         | 0.0           | 0.0         |
| chair | 0.0           | 0.9        | 0.4           | 0.0         | 0.0           | 0.0         | 0.0           | 0.0         |
| hood  | 0.7           | 0.0        | 0.0           | -2.6        | 0.0           | 0.0         | 0.0           | 0.0         |
| seal  | -0.3          | 0.0        | -0.5          | 0.0         | 0.0           | 0.0         | 0.0           | 0.0         |
| bow   | 0.8           | -1.0       | -0.6          | -1.4        | 0.0           | 0.0         | 0.0           | 0.0         |
| club  | -3.4          | -1.6       | -2.2          | -6.9        | 0.0           | 0.9         | 0.0           | 5.5         |
| trunk | 0.7           | -7.4       | -3.6          | 0.0         | 0.0           | 0.0         | 0.0           | 0.0         |
| square| 6.5           | -0.5       | -9.4          | 0.0         | 0.0           | -15.5       | 0.0           | 0.0         |
| arm   | 0.0           | 0.0        | 0.0           | 0.0         | 0.0           | 0.0         | 0.0           | 0.0         |
| digit | 0.0           | 0.0        | 0.0           | 0.0         | 0.0           | 0.0         | 0.0           | 0.0         |
| bass  | 2.5           | -0.4       | -8.6          | -0.8        | 0.0           | 0.7         | 1.8           | 0.7         |
| yard  | 0.5           | -14.0      | -3.3          | 3.0         | 0.0           | -7.9        | -4.9          | 0.0         |
| pound | 4.0           | -23.4      | -5.8          | 36.7        | 0.0           | -2.4        | 0.0           | 0.0         |
| deck  | 3.9           | -27.1      | -8.0          | 32.4        | 0.0           | -2.9        | 0.0           | 0.0         |
| bank  | 0.8           | -32.5      | -2.8          | 15.2        | 0.0           | 0.0         | 0.0           | 0.0         |
| pitcher| 0.1         | -46.0      | -0.4          | 10.3        | 0.0           | 0.0         | 0.0           | 0.0         |
| AVG   | 0.8           | -7.8       | -2.4          | 5.2         | -0.6          | -0.3        | -0.9          | -0.3        |

Table 8: Precision and recall drop or increase on the Most Frequent Sense (MFS) and Least Frequent Sense (LFS) classes when using a fully balanced training set.

Averaged results clearly depend on accurately knowing the original distribution in both the supervised and fine-tuning settings, as was also discussed in previous works (Bennett et al. 2016; Pasini and Navigli 2018). Moreover, the feature extraction procedure (1NN in this case) is much more robust to training distribution changes. Indeed, being solely based on vector similarities, the 1NN strategy is not directly influenced by the number of occurrences of each sense in the CoarseWSD-20 training set.

To complement these results, Table 8 shows the performance difference on the MFS (Most Frequent Class) and LFS (Least Frequent Class) classes when using the balanced training set. The most interesting takeaway from this experiment is the marked change in precision and recall for the LFS in entropic words (bottom). While the recall of the BERT-Large fine-tuned model increases significantly (up to 52.4 points in the case of *deck*), the precision decreases (e.g. -27.1 points for *deck*). This means that the model is clearly less biased towards the MFS with a balanced training set, as we could expect. However, the precision for LFS is also lower, due to the model’s lower sensitivity for higher-frequency senses. In general, these results suggest that the fine-tuned BERT model is overly sensitive to the distribution of the training data, while its feature extraction counterpart suffers considerably less from this issue. In Section 6.4 we will extend the analysis on the bias present in each of the models.
6.2.2 Size. We performed an additional experiment to investigate the impact of training data size on the performance for the most and least frequent senses. To this end, we shrunk the training dataset for all words, while preserving their original distribution. Table 9 shows a summary of the aggregated micro-F1 and macro-F1 results, including the performance on the most and least frequent senses.\(^\text{19}\) Clearly, the 1NN model performs considerably better than fine-tuning in settings with low training data (e.g., 74.2% to 94.4% macro-F1 with 1% of the training data). Interestingly, the 1NN’s performance does not deteriorate with few training data, as the results with 1% and 100% of the training data do not vary much (less than two absolute points decrease in performance for micro-F1 and 0.3 in terms of micro-F1). Even for the LFS, the overall performance with 1% of the training data is above 90 (i.e., 91.6). This is an encouraging behaviour, as in real settings sense-annotated data is generally scarce.

To get a more detailed picture for each word, Table 10 shows the macro-F1 results for each word and training size.\(^\text{20}\) Again, we can observe a large drop for the most entropic words in the fine-tuning setting. Examples of words with a considerable degrading performance are *pitcher* or *bank*, which decrease from macro-F1 scores higher than 95% in both cases (97.3 and 95.6, respectively) to as low as 49.9 and 50.2 (almost random chance) with 1% of the training data, and still lower than 75% with 10% of the training data (63.9 and 74.9, respectively). This trend clearly highlights the need for gathering reasonable amounts of training data for the obscure senses. Moreover, this establishes a trade-off between balancing or preserving the original skewed distribution depending on the end goal, as discussed in Section 6.2.1.

6.3 n-shot learning

Given the results of the previous section, one may wonder how many instances would be enough for BERT to perform well in coarse-grained WSD. To verify this, we fine-tuned BERT on limited amounts of training data, with uniform distribution over word senses, each having from 1 instance (i.e., one-shot) to 30. Figure 3 shows the performance of both 1NN and Fine-Tuning strategies on this set of experiments. Perhaps surprisingly, we can see how having only three instances per sense is enough for achieving a competitive result. Then, only small improvements can be obtained by adding more instances. This

\(^{19}\) In the appendix we include detailed results for each word and their MFS and LFS performance.

\(^{20}\) In the appendix we include the same table for the micro-F1 results.
Table 10: Macro-F1 results on the CoarseWSD-20 test set using training sets of different sizes sampled from the original training set.

|       | 1%   | 5%   | 10%  | 25%  | 50%  | ALL  | 1%   | 5%   | 10%  | 25%  | 50%  | ALL  |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|
| crane | 83.3 | 95.7 | 95.7 | 96.8 | 95.5 | 98.1 | 96.4 | 96.6 | 96.7 | 96.7 | 96.7 | 96.7 |
| java  | 99.0 | 99.1 | 99.6 | 99.5 | 99.6 | 99.7 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 |
| apple | 99.3 | 99.4 | 99.4 | 99.4 | 99.5 | 99.6 | 99.1 | 99.1 | 99.1 | 99.1 | 99.1 | 99.1 |
| mole  | 79.8 | 94.8 | 97.6 | 99.3 | 99.3 | 99.2 | 98.6 | 99.0 | 99.0 | 99.0 | 99.0 | 99.0 |
| spring | 94.8 | 97.6 | 96.8 | 96.9 | 97.8 | 98.1 | 97.9 | 97.9 | 97.9 | 97.9 | 97.9 | 97.8 |
| chair | 76.2 | 92.2 | 95.2 | 96.1 | 96.4 | 95.5 | 94.3 | 94.6 | 94.7 | 94.7 | 94.7 | 94.7 |
| hood  | 57.2 | 89.3 | 92.3 | 96.6 | 97.7 | 99.6 | 94.7 | 98.6 | 99.2 | 99.5 | 100  | 100  |
| seal  | 80.3 | 95.8 | 96.5 | 98.2 | 98.0 | 98.6 | 98.6 | 98.7 | 98.6 | 98.6 | 98.5 | 98.5 |
| bow   | 49.3 | 86.8 | 95.7 | 96.0 | 97.5 | 98.6 | 93.5 | 96.0 | 96.2 | 95.9 | 95.7 | 95.7 |
| club  | 70.1 | 77.4 | 77.0 | 80.0 | 83.0 | 84.1 | 85.6 | 86.5 | 87.4 | 87.6 | 88.0 | 88.7 |
| trunk | 77.9 | 84.6 | 97.5 | 98.6 | 98.6 | 98.0 | 97.7 | 98.3 | 98.7 | 99.3 | 99.3 | 99.3 |
| square| 68.4 | 69.6 | 73.5 | 76.6 | 79.4 | 91.4 | 86.7 | 88.0 | 87.8 | 88.1 | 91.1 | 94.7 |
| arm   | 90.1 | 98.1 | 99.2 | 99.2 | 99.2 | 99.2 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 |
| digit | 92.4 | 79.7 | 92.1 | 98.8 | 100  | 100  | 99.1 | 100  | 100  | 100  | 100  | 100  |
| bass  | 72.2 | 79.4 | 84.3 | 86.7 | 87.8 | 87.6 | 83.1 | 83.8 | 84.4 | 84.8 | 84.8 | 84.0 |
| yard  | 82.7 | 85.7 | 88.3 | 94.3 | 99.1 | 99.1 | 93.4 | 93.4 | 92.8 | 92.6 | 92.2 | 93.4 |
| pound | 53.5 | 50.4 | 47.3 | 52.6 | 83.2 | 83.9 | 87.0 | 92.4 | 93.3 | 93.2 | 94.3 | 94.3 |
| deck  | 56.7 | 48.2 | 48.2 | 70.2 | 77.2 | 78.0 | 85.5 | 85.1 | 88.9 | 91.1 | 92.1 | 95.7 |
| bank  | 50.2 | 55.9 | 74.9 | 97.1 | 95.7 | 95.6 | 97.0 | 98.6 | 98.9 | 98.5 | 97.7 | 97.7 |
| pitcher | 49.9 | 52.3 | 63.9 | 96.5 | 99.3 | 97.3 | 100 | 100  | 100  | 100  | 100  | 100  |
| **Average** | 74.2 | 81.6 | 85.8 | 91.5 | 94.2 | 95.1 | 94.4 | 95.3 | 95.6 | 95.8 | 96.0 | 96.4 |

is relevant in the context of WSD, as generally current sense-annotated corpora follow the Zipf’s law (Zipf 1949), and therefore contain many repeated senses that are very frequent. Significant improvements may therefore be obtained by simply getting a few sense annotations for less frequent instances. Figure 4 summarizes Figure 3 by showing the distribution of words according to their performance in the two strategies. In the case of Fine-Tuning, the performance is generally better in terms of micro compared to macro F-score. This further corroborates the previous observation, that there is a bias towards the most frequent sense (cf. Section 6.2.1). Additionally, in contrast to 1NN, Fine-tuning greatly benefits from the increase in the training-data size, which also indicates the more robust behaviour of 1NN strategy compared to its counterpart (cf. Section 6.2.1).

6.4 Bias analysis

Supervised classifiers are known to have label bias towards more frequent classes, i.e., those that are seen more frequently in the training data (Hardt et al. 2016), and this is particularly noticeable in WSD (Postma, Izquierdo Bevia, and Vossen 2016; Blevins and Zettlemoyer 2020). Label bias is a reasonable choice for maximizing performance when the distribution of classes is skewed, particularly for classification tasks with a small number of categories (which is often the case in WSD). For the same reason, many of the knowledge-based systems are coupled with the MFS back-off strategy: when the system is not confident in its disambiguation, it backs off to the most frequent sense (MFS) of the word (instead of resorting to the low-confidence decision).
Figure 3: Micro and macro F-scores for different values of $n$ in the $n$-shot setting, for all the words and for the two WSD strategies. Results are averaged from three runs over three different samples.

Figure 4: Distribution of words according to micro and macro F1 performance in the two WSD strategies (left: fine-tuning, right: 1NN) and for different values of $n$, i.e., 1, 3, 10, 30 (if available).

We were interested in investigating the inherent sense biases in the two BERT-based WSD strategies. We opted for the $n$-shot setting given that it provides a suitable setting for evaluating the relationship between sense bias and training data size. Moreover, given that the training data in the $n$-shot setting is uniformly distributed (balanced), the impact of sense-annotated training data in introducing sense bias is minimized. This analysis is mainly focused on two questions: (1) how do the two strategies (fine-tuning and 1NN) compare in terms of sense bias?, and (2) what are the inherent sense biases (if any) in the pre-trained BERT language model?
Table 11: Average sense bias values ($B$) for the two WSD strategies and for different values of $n$.

|                | One-shot | 3-shot | 10-shot | 30-shot |
|----------------|----------|--------|---------|---------|
| F-Tune         | 0.232    | 0.137  | 0.111   | 0.078   |
| 1NN            | 0.111    | 0.078  | 0.052   | 0.052   |

6.4.1 Sense bias definition. For a word with polysemy $n$, we compute the disambiguation bias $B_j$ towards its $j^{th}$ sense ($s_j$) as follows. Let $n_{ij}$ be the total number of test instances with the gold label $s_i$ that were mistakenly disambiguated as $s_j$. We first normalize $n_{ij}$ by the total number of instances for $s_i$, i.e., $\sum_j n_{ij}$, to obtain bias $b_{ij}$, which is the bias from sense $i$ to sense $j$. In other words, $b_{ij}$ denotes the ratio of instances for which an $s_i$ instance was misclassified as $s_j$. The total bias towards a specific sense $B_j$ is then computed as $\sum_i b_{ij}$. Given fluctuations in the results, particularly for the case of small training data, we take the median of three runs to compute $B_j$. Therefore, to have it in a single formula:

$$B_j = \Sigma_i \left( \frac{n_{ij}}{\sum_j n_{ij}} \right)$$

The value of $B_j$ denotes the tendency of the disambiguation system to disambiguate a word with the intended sense of $s_k$, $k \neq j$ incorrectly as $s_j$. The higher the value of $B_j$, the more the disambiguation model is biased towards $s_j$. We finally compute the sense bias $B$ as the maximum $B_j$ value towards different senses of a specific word, i.e., $\max(B_j), j \in [1, n]$.

In our coarse-grained disambiguation setting, the bias $B$ can be mostly attributed to the case where the system did not have enough evidence to distinguish $s_j$ from other senses and had pre-training bias towards $s_j$. One intuitive explanation for this would be that the language model is biased towards $s_j$ because it has seen the target word more often with this intended sense than other $s_k, j \neq k$ senses.

6.4.2 Results. Table 11 reports the average sense bias values ($B$) for the two WSD strategies and for different values of $n$ (training data size) in the $n$-shot setting. We also illustrate using radar charts in Figure 5 the sense bias for a few representative cases. The numbers reported in the figure (in parentheses) represent the bias value $B$ for the corresponding setting (word, WSD strategy, and $n$’s value).

Based on our observations, we draw the following general conclusions.

Bias and training size. There is a consistent pattern across all words and for both the strategies: sense bias rapidly reduces with increase in the training data. Specifically, the average bias $B$ approximately reduces by half with each step of increase in the training size. This is supported by the radar charts in Figure 5 (see, for instance, *apple*, *yard*, and *bow*). The WSD system tends to be heavily biased in the one-shot setting (particularly in the fine-tuning setting), but the bias often improves significantly with just 3 instances in the training data (3-shot).
Disambiguation strategy: 1NN vs. Fine-tuning. Among the two WSD strategies, the 1NN approach proves to be more robust with respect to sense biases. This is particularly highlighted in the one-shot setting where the average sense bias value is 0.137 for 1NN in comparison to 0.232 for fine-tuning. The trend is also clearly visible for almost all words in the radar charts in Figure 5. This corroborates our findings in Section 6.3. For higher values of $n$ (larger training sizes) the difference between the two strategies diminishes, with both settings proving robust with respect to sense bias.

It is also notable that the two strategies, despite being usually similar in behaviour, might not necessarily have matching biases towards the same senses. For instance, the fine-tuning setting shows bias only towards the arrow sense of **bow**, whereas 1NN is slightly biased towards its music sense only. Another example is for the word **digit** for which with the same set of training instances in the one-shot setting (one sentence for each of the two senses), all the mistakes (5 in total) of the fine-tuning model are numerical digit incorrectly tagged as anatomical, whereas all the mistakes in the 1NN setting (5 in total) are the reverse.

Finally, we also observed that for the case of subtle disambiguation cases, both the strategies failed consistently in the one-shot setting. For instance, a common mistake shared by the two strategies was for cases where the context contained semantic cues for multiple senses, e.g., “the English word digit as well as its translation in many languages is also the anatomical term for fingers and toes.” in which the intended meaning of **digit**
is the numerical one (both strategies failed on disambiguation this). This observation is in line with the analysis of Reif et al. (2019) which highlighted the failure of BERT in identifying semantic boundaries of words.

**Pre-training label bias.** In the conventional supervised WSD classifiers (such as IMS), that typically rely on sense-annotated training data as their main source of information, the source of sense bias is usually the skewed distribution of instances for different senses of a word (Pilehvar andNavigli 2014). For instance, the word *digit* would appear much more frequently with its numerical meaning than the finger meaning in an open-domain text. Therefore, a sense-annotated corpus that is sampled from open-domain texts shows a similar sense distribution, resulting in a bias towards more frequent senses in the classification.

Given that in the $n$-shot setting we restrict the training datasets to have a uniform distribution of instances, sense bias in this scenario can be indicative of inherent sense biases in BERT’s pre-training. We observed that the pre-trained BERT indeed exhibits sense biases, often consistently across the two WSD strategies. For instance, we observed the following biases towards (often) more frequent senses of words: *java* towards its programming sense (rather than island), *deck* towards ship deck (rather than building deck), *yard* towards its sailing meaning (rather than measure unit), and *digit* and *square* towards their number meanings. We also observed some contextual cues that misled the WSD system, especially in the one-shot setting. For instance, we observed that our BERT-based WSD system had tendency to classify *square* as its digit meaning whenever there was a *number* in its context, e.g., “marafon is a roman square with two temples attached” or “it has 4 trapezoid and 2 square faces”. Not surprisingly, the source of most bias towards the digit sense of *square* is from its geometrical sense (which has domain relatedness). Also, classification for *digit* was often biased towards its numerical meaning. Similarly to the case of *square*, the existence of a number in context seems to bias the model towards numerical meanings, e.g., “There were five digit on each hand and four on each foot”.

**Sensitivity to initialization.** We observed a high variation in the results, especially for the one-shot setting, suggesting the high sensitivity of the model with little evidence from training to the initialization point. For instance, in the one-shot experiment for the fine-tuning model and the word *bank*, in three runs, 1%, 60%, and 70% of the test instances for the financial bank are incorrectly classified as river bank. Similarly, for *crane*, 12%, 25%, and 72% of the machine instances are misclassified as bird in three runs. The 1NN strategy, in addition to being less prone to sense biases, is generally more robust across multiple runs. For the above two examples, the figures are 2%, 0%, and 0% for *bank* and 15%, 0%, and 27% for *crane*. Other than the extent of bias, we observed that the direction can also change dramatically from run to run. For example, in the one-shot 1NN setting and for the word *apple*, almost all the mistakes in the first two runs (37 of 38 and 12 of 14) were incorporation for fruit, whereas in the third run, almost all were (6 of 7) fruit for incorporation.

### 7. Discussion

In the previous sections we have run an extensive set of experiments to investigate various properties of language models when adapted to the task of WSD. In the following we discuss some of the general conclusions and open questions arising from our analysis.
Fine-grained vs. coarse-grained. A well-known issue of WordNet is the fine granularity of its sense distinctions (Navigli 2009). For example, the noun *star* has 8 senses in WordNet, two of which refer to a “celestial body”, only differing in if they are visible from the Earth or not.

Both meanings translate to *estrella* in Spanish and therefore this sense distinction serves no advantage in MT, for example. In fact, it has been shown that coarse-grained distinctions are generally more suited to downstream applications (Rüd et al. 2011; Severyn, Nicosia, and Moschitti 2013; Flekova and Gurevych 2016; Pilehvar et al. 2017). However, the coarsening of sense inventories is certainly not a solved task. While in this paper we relied either on experts for selecting senses from Wikipedia (given the reduced number of selected words) or domain labels from lexical resources for WordNet (Lacerra et al. 2019), there are other strategies for coarsening sense inventories (McCarthy, Apidianaki, and Erk 2016; Hauer and Kondrak 2020), for instance, based on translations or parallel corpora (Resnik and Yarowsky 1999; Apidianaki 2008; Bansal, DeNero, and Lin 2012). This is generally an open problem, especially for verbs (Peterson and Palmer 2018), which have not been analyzed in-depth in this article due to lack of effective techniques for an interpretable coarsening.

Fine-tuning vs. feature extraction (1NN). The distinction between fine-tuning and feature extraction has been already studied in the literature for different tasks (Peters, Ruder, and Smith 2019). The general assumption is that fine-tuned models perform better when reasonable amounts of training data are available. In the case of WSD, however, feature extraction (specifically the 1NN strategy explained in this paper) is the more solid choice in general grounds, even when training data is available. The advantages of feature extraction (1NN) with respect to fine-tuning are threefold:

1. It is much less expensive to train as it simply relies on extracting contextualized embeddings from the training data. This is especially relevant when the WSD model is to be used in an all-words setting.
2. It is more robust to changes in the training distribution (see Section 6.2.1).
3. It works reasonably well for limited amounts of training data (see Section 6.2.2), even in few-shot settings (see Section 6.3).

Few-shot learning. An important limitation of supervised WSD models is their dependence on sense-annotated corpora, which is expensive to construct, i.e., the so-called knowledge-acquisition bottleneck (Gale, Church, and Yarowsky 1992b; Pasini 2020). Therefore, being able to learn from a limited set of examples is a desirable property of WSD models. Encouragingly, as mentioned above, the simple 1NN method studied in this paper shows robust results even with as few as three training examples per word sense. In the future it would be interesting to investigate models relying on knowledge from lexical resources that can perform WSD with no training instances available (i.e., zero-shot), in the line of Kumar et al. (2019) and Blevins and Zettlemoyer (2020).

8. Conclusions

In this paper we have provided an extensive analysis on how pre-trained language models (particularly BERT) capture lexical ambiguity. Our aim was to inspect the capability of BERT in predicting different usages of the same word depending on its context, similarly as humans do (Rodd 2020). The general conclusion we draw is that in the ideal setting of having access to enough amounts of training data and computing
power, BERT can approach human-level performance for coarse-grained noun WSD, even in cross-domain scenarios. However, this ideal setting rarely occurs in practice, and challenges remain to make these models more efficient and less reliant on sense-annotated data. As an encouraging finding, feature extraction-based models (referred to as 1NN throughout the article) show strong performance even with a handful of example per word sense. As future work it would be interesting to focus on the internal representation of the Transformer architecture by, e.g., carrying out an in-depth study of layer distribution (Tenney, Das, and Pavlick 2019), investigating the importance of each attention head (Clark et al. 2019), or analyzing the differences for modeling concepts, entities and other categories of words, e.g., verbs. Moreover, our analysis could be extended to larger Transformer-based models, such as RoBERTa (Liu et al. 2019) and T5 (Raffel et al. 2019).

To enable this kind of analysis and further experimentation, another contribution of the paper is the release of the CoarseWSD-20 dataset (Section 4), which also includes the out-of-domain test set (Section 4.3). This dataset can be reliably used for quantitative and qualitative analyses in coarse-grained WSD, as we performed.

Finally, WSD is clearly not a solved problem, even in the coarse-grained setting, due to a few challenges: (1) it is an arduous process to manually create high-quality full-coverage training data; therefore, future research should also focus on reliable ways of automising this process (Taghipour and Ng 2015; Delli Bovi et al. 2017; Scarlini, Pasini, andNavigli 2019; Pasini andNavigli 2019) and/or leveraging specific knowledge from lexical resources (Luo et al. 2018; Kumar et al. 2019; Huang et al. 2019); and (2) the existing sense-coarsening approaches are mainly targeted at nouns, and verb sense modelling remains an important open research challenge.
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APPENDIX

Word in Context Evaluation

Word-in-Context (Pilehvar and Camacho-Collados 2019, WiC) is a binary classification task from the SuperGLUE language understanding benchmark (Wang et al. 2019) aimed at testing the ability of models to distinguish between different senses of the same word without relying on a pre-defined sense inventory. In particular, given a target word (either a verb or a noun) and two contexts where such target word occurs, the task consists of deciding whether the two target words in context refer to the same sense or not. Even though no sense inventory is explicitly given, this dataset was also constructed based on WordNet. Table 12 shows a few examples from the dataset.
There’s a lot of trash on the bed of the river | I keep a glass of water next to my bed when I sleep

Justify the margins | The end justifies the means

Air pollution | Open a window and let in some air

The expanded window will give us time to catch the thieves | You have a two-hour window of clear weather to finish working on the lawn

Table 12: Sample positive (T) and negative (F) pairs from the WiC dataset (target word in italics).

| Type           | Model                                | Accuracy |
|----------------|--------------------------------------|----------|
| Hybrid         | KnowBERT (Peters et al. 2019)        | 70.9     |
|                | SenseBERT (Levine et al. 2019)       | 72.1     |
|                | LMMS-LR (Loureiro and Jorge 2019b)   | 68.1     |
| Fine-tuned/Supervised | BERT-Base                         | 69.6     |
|                | BERT-Large                           | 69.6     |
|                | FastText-B                           | 52.3     |
|                | FastText-C                           | 54.7     |
| Lowerbound     | Most Frequent Class                   | 50.0     |
| Upperbound     | Human performance                    | 80.0     |

Table 13: Accuracy (%) performance of different models on the WiC dataset.

BERT-based model. Given that the task in WiC is a binary classification, the 1NN model is not applicable since a training to learn sense margins is necessary. Therefore, we experimented with the BERT model fine-tuned on WiC’s training data. We followed Wang et al. (2019) and fused the two sentences and fed them as input to BERT. A classifier was then trained on the concatenation of the resulting BERT contextual embeddings.

Baselines. In addition to our BERT-based model, we include results for two FastText supervised classifiers (Joulin et al. 2017) as baselines: a basic one with random initialization (FastText-B) and another initialized with FastText embeddings trained on the Common Crawl (FastText-C). As other indicative reference points, we added two language models which are enriched with WordNet (Levine et al. 2019; Loureiro and Jorge 2019b) and another with WordNet and Wikipedia (Peters et al. 2019).

Results. Table 13 shows the result of BERT models and the other baselines on the WiC benchmark. We can see that BERT significantly outperforms the FastText static word embedding. The two versions of BERT (Base and Large) perform equally well on this task, achieving results close to the state of the art. As with fine-grained all-words WSD, the additional knowledge drawn from WordNet proves to be beneficial, as shown by the results for KnowBERT and SenseBERT.

21 Data and results from comparison systems taken from https://pilehvar.github.io/wic/
## Complementary Results in CoarseWSD-20

1. Table 14 shows micro-F1 results for the experiment with different training data sizes sampled from the original CoarseWSD-20 training set (cf. Section 6.2.2 of the paper).

2. Table 15 shows the micro-F1 performance for fine-tuning and 1NN and for varying sizes of the training data (with similar skewed distributions) for both Most Frequent Sense (MFS) and Least Frequent Sense (LFS) classes (cf. Section 6.2.2 of the paper).

3. Table 16 includes the complete results for the \(n\)-shot experiment, including the FastText baselines (cf. Section 6.3 of the paper).

---

**Table 14**: Micro-F1 results on the CoarseWSD-20 test set using training sets of different sizes sampled from the original training set.

|     | 1% | 5% | 10% | 25% | 50% | ALL |
|-----|----|----|-----|-----|-----|-----|
| crane | 84.1 | 95.8 | 95.8 | 96.8 | 95.5 | 98.1 |
| java | 99.1 | 99.1 | 99.6 | 99.5 | 99.6 | 99.7 |
| apple | 99.4 | 99.4 | 99.5 | 99.5 | 99.5 | 99.6 |
| mole | 80.1 | 96.0 | 97.7 | 99.0 | 99.0 | 98.9 |
| spring | 95.0 | 97.5 | 96.9 | 96.8 | 97.8 | 98.3 |
| chair | 82.8 | 93.6 | 95.9 | 96.7 | 96.9 | 96.2 |
| hood | 77.6 | 90.7 | 93.5 | 97.2 | 97.6 | 99.6 |
| seal | 92.4 | 97.6 | 98.1 | 98.8 | 98.5 | 99.0 |
| bow | 74.1 | 92.4 | 96.1 | 96.7 | 97.5 | 98.5 |
| club | 72.8 | 78.7 | 78.7 | 80.4 | 83.5 | 84.7 |
| trunk | 86.2 | 88.7 | 97.8 | 98.7 | 98.7 | 98.3 |
| square | 88.4 | 87.3 | 92.6 | 92.4 | 92.9 | 95.7 |
| arm | 93.1 | 98.6 | 99.4 | 99.4 | 99.4 | 99.4 |
| digit | 95.2 | 89.7 | 95.2 | 99.2 | 100 | 100 |
| bass | 92.0 | 93.4 | 94.4 | 95.1 | 95.6 | 95.8 |
| yard | 90.7 | 94.0 | 95.4 | 97.2 | 99.5 | 99.5 |
| pound | 88.3 | 90.0 | 89.7 | 89.0 | 94.9 | 94.9 |
| deck | 93.6 | 92.9 | 92.9 | 93.9 | 95.0 | 95.3 |
| bank | 95.2 | 95.5 | 97.1 | 99.5 | 99.3 | 99.3 |
| pitcher | 99.5 | 99.6 | 99.6 | 99.6 | 100 | 100 |

**Average**

|     | 1% | 5% | 10% | 25% | 50% | ALL |
|-----|----|----|-----|-----|-----|-----|
| Fine-tuning (BRT-L) | 89.0 | 93.5 | 95.3 | 96.3 | 97.0 | 97.5 |
| 1NN (BRT-L) | 95.5 | 95.8 | 95.7 | 95.7 | 95.6 | 95.8 |

---

**CoarseWSD-20: Sense Information**

Table 17 shows for each sense their ID (as per their Wikipedia page title), definition and example usage from the dataset.
### Most Frequent Sense (MFS)

| Fine-tuning (BRT-L) | 1NN (BRT-L) |
|---------------------|-------------|
|                      | 1% | 5% | 10% | 25% | 50% | ALL |
| crane               | 86.9 | 96.1 | 96.0 | 97.0 | 95.9 | 98.2 |
| java                | 99.2 | 99.3 | 99.7 | 99.6 | 99.7 | 99.8 |
| apple               | 99.5 | 99.5 | 99.6 | 99.6 | 99.6 | 99.7 |
| mole                | 75.4 | 96.2 | 97.1 | 98.7 | 98.7 | 98.5 |
| spring              | 96.0 | 97.7 | 97.2 | 97.0 | 98.0 | 98.8 |
| chair               | 88.8 | 95.5 | 97.0 | 97.6 | 97.8 | 97.2 |
| hood                | 91.6 | 93.4 | 95.6 | 98.3 | 97.9 | 99.7 |
| seal                | 90.9 | 97.0 | 97.5 | 98.7 | 98.4 | 98.9 |
| bow                 | 85.5 | 97.7 | 97.2 | 98.2 | 98.2 | 98.7 |
| club                | 74.6 | 80.4 | 80.6 | 81.9 | 84.1 | 85.2 |
| trunk               | 90.6 | 91.4 | 98.2 | 98.9 | 98.9 | 98.6 |
| square              | 89.6 | 88.5 | 93.0 | 92.8 | 93.2 | 95.7 |
| arm                 | 95.5 | 99.1 | 99.6 | 99.6 | 99.6 | 99.6 |
| digit               | 97.0 | 93.9 | 97.1 | 99.5 | 100.0 | 100.0 |
| bass                | 95.2 | 96.0 | 96.8 | 96.7 | 97.1 | 97.2 |
| yard                | 94.4 | 96.6 | 97.4 | 98.4 | 99.7 | 99.7 |
| pound               | 93.7 | 94.7 | 94.6 | 94.1 | 97.2 | 97.2 |
| deck                | 96.7 | 96.3 | 96.3 | 98.6 | 97.3 | 97.5 |
| bank                | 97.6 | 97.7 | 98.5 | 99.7 | 99.6 | 99.6 |
| pitcher             | 99.8 | 99.8 | 99.8 | 100.0 | 100.0 | 100.0 |

**Average:** 91.9 95.3 96.4 97.2 97.5 98.0

### Least Frequent Sense (LFS)

| Fine-tuning (BRT-L) | 1NN (BRT-L) |
|---------------------|-------------|
|                      | 1% | 5% | 10% | 25% | 50% | ALL |
| crane               | 79.7 | 95.4 | 95.4 | 96.6 | 95.2 | 98.0 |
| java                | 98.8 | 98.8 | 99.5 | 99.4 | 99.5 | 99.6 |
| apple               | 99.2 | 99.2 | 99.3 | 99.3 | 99.4 | 99.5 |
| mole                | 72.5 | 86.7 | 97.4 | 100.0 | 100.0 | 100.0 |
| spring              | 95.0 | 98.2 | 97.0 | 97.9 | 97.9 | 97.5 |
| chair               | 63.7 | 88.9 | 93.4 | 94.6 | 95.0 | 93.8 |
| hood                | 65.7 | 82.5 | 89.2 | 95.2 | 95.2 | 99.2 |
| seal                | 39.1 | 89.3 | 91.0 | 96.0 | 96.0 | 97.3 |
| bow                 | 0.0 | 73.2 | 95.3 | 94.6 | 98.0 | 99.4 |
| club                | 63.5 | 74.4 | 73.3 | 80.1 | 81.6 | 82.5 |
| trunk               | 49.7 | 66.6 | 95.2 | 100.0 | 100.0 | 100.0 |
| square              | 9.5 | 21.4 | 43.8 | 20.5 | 30.3 | 76.0 |
| arm                 | 84.7 | 97.2 | 98.9 | 98.9 | 98.9 | 98.9 |
| digit               | 87.7 | 65.5 | 87.2 | 98.0 | 100.0 | 100.0 |
| bass                | 29.5 | 48.2 | 61.8 | 65.6 | 68.5 | 67.3 |
| yard                | 70.9 | 74.8 | 79.2 | 90.3 | 98.4 | 98.4 |
| pound               | 13.3 | 6.1 | 0.0 | 11.1 | 69.3 | 70.6 |
| deck                | 16.7 | 14.0 | 0.0 | 43.6 | 57.1 | 58.6 |
| bank                | 2.9 | 14.0 | 51.4 | 94.4 | 91.8 | 91.6 |
| pitcher             | 0.0 | 4.8 | 28.0 | 93.0 | 98.7 | 94.6 |

**Average:** 52.1 64.3 71.9 83.4 88.5 91.0

Table 15: Micro-F1 performance for the two WSD strategies and for varying sizes of the training data (with similar skewed distributions) for the MFS (top) and LFS (bottom).
|                | Micro F1       |                  | Macro F1       |                  |
|----------------|----------------|-----------------|----------------|-----------------|
|                | 1  | 3  | 10 | 30 | 1  | 3  | 10 | 30 |
| crane          |    |    |    |    |    |    |    |    |
| Static emb.    |    |    |    |    |    |    |    |    |
| Fasttext-B     | 48.6 (5.3) | 57.5 (5.3) | 57.7 (3.5) | 70.9 (5.2) | 48.1 (4.5) | 57.9 (4.8) | 58.5 (3.3) | 71.1 (5.3) |
| Fasttext-C     | 52.7 (1.2) | 69.4 (6.3) | 82.0 (3.0) | 83.4 (6.6) | 51.4 (1.1) | 69.6 (6.3) | 81.9 (3.0) | 83.5 (6.8) |
| 1NN BERT-Base  | 84.5 (9.8) | 93.8 (1.8) | 93.6 (1.4) | 94.5 (0.3) | 84.3 (10.1) | 93.7 (1.9) | 93.4 (1.4) | 94.4 (0.3) |
| BERT-Large     | 86.4 (3.8) | 94.7 (3.5) | 95.5 (1.4) | 96.8 (0.9) | 86.4 (3.9) | 94.5 (3.7) | 95.4 (1.4) | 96.7 (0.9) |
| Fine-Tuning    |    |    |    |    |    |    |    |    |
| BERT-Base      | 65.6 (1.9) | 88.7 (7.8) | 94.1 (3.2) | 95.8 (0.6) | 63.4 (1.3) | 88.7 (7.8) | 94.0 (3.3) | 95.7 (0.6) |
| BERT-Large     | 74.7 (10.5) | 92.6 (2.2) | 95.3 (1.7) | 96.4 (1.3) | 73.2 (12.3) | 92.5 (2.2) | 95.3 (1.7) | 96.4 (1.3) |
| java           |    |    |    |    |    |    |    |    |
| Static emb.    |    |    |    |    |    |    |    |    |
| Fasttext-B     | 63.1 (1.3) | 66.8 (2.4) | 68.5 (2.8) | 80.6 (6.8) | 55.8 (3.5) | 60.5 (3.9) | 66.9 (1.6) | 80.9 (6.4) |
| Fasttext-C     | 78.4 (5.8) | 90.1 (3.3) | 90.9 (1.9) | 94.9 (2.3) | 78.1 (7.8) | 90.3 (2.5) | 90.5 (2.3) | 95.1 (2.1) |
| 1NN BERT-Base  | 99.6 (0.0) | 99.6 (0.0) | 99.6 (0.0) | 99.6 (0.0) | 99.7 (0.0) | 99.7 (0.0) | 99.7 (0.0) | 99.7 (0.0) |
| BERT-Large     | 99.2 (0.6) | 99.4 (0.1) | 99.5 (0.1) | 99.6 (0.1) | 99.1 (0.5) | 98.8 (0.7) | 99.4 (0.2) | 99.3 (0.1) |
| Fine-Tuning    |    |    |    |    |    |    |    |    |
| BERT-Base      | 43.1 (2.1) | 52.0 (4.9) | 55.2 (8.4) | 74.7 (1.2) | 45.4 (3.8) | 53.5 (5.1) | 61.3 (5.4) | 73.9 (2.4) |
| BERT-Large     | 71.2 (9.9) | 81.2 (2.9) | 87.3 (2.1) | 93.2 (0.2) | 63.7 (12.8) | 80.7 (1.8) | 86.7 (3.0) | 92.4 (0.3) |
| apple          |    |    |    |    |    |    |    |    |
| Static emb.    |    |    |    |    |    |    |    |    |
| Fasttext-B     | 95.5 (3.9) | 99.0 (0.1) | 99.0 (0.1) | 99.0 (0.0) | 96.1 (3.2) | 99.0 (0.1) | 99.0 (0.1) | 99.0 (0.0) |
| Fasttext-C     | 98.1 (1.2) | 99.2 (0.0) | 99.3 (0.1) | 99.3 (0.1) | 98.3 (0.9) | 99.2 (0.1) | 99.2 (0.1) | 99.3 (0.1) |
| 1NN BERT-Base  | 90.7 (9.0) | 98.3 (0.6) | 99.0 (0.1) | 99.0 (0.1) | 90.7 (6.2) | 98.2 (0.7) | 98.9 (0.1) | 98.9 (0.1) |
| BERT-Large     | 91.5 (5.3) | 96.4 (2.5) | 99.3 (0.1) | 99.1 (0.5) | 89.6 (10.3) | 98.2 (0.7) | 98.9 (0.1) | 98.9 (0.1) |
| Fine-Tuning    |    |    |    |    |    |    |    |    |
| BERT-Base      | 21.2 (9.9) | 16.3 (7.3) | 38.2 (1.1) | 65.9 (1.6) | 17.9 (2.2) | 22.8 (3.9) | 41.5 (9.2) | 68.8 (2.0) |
| BERT-Large     | 48.7 (2.6) | 63.3 (4.3) | 75.9 (6.3) | 88.0 (0.9) | 57.3 (1.3) | 68.6 (2.5) | 79.4 (4.3) | 89.4 (1.7) |
| mole           |    |    |    |    |    |    |    |    |
| Static emb.    |    |    |    |    |    |    |    |    |
| Fasttext-B     | 75.9 (5.5) | 91.1 (4.0) | 95.1 (2.2) | 97.4 (0.6) | 84.9 (4.6) | 93.9 (1.8) | 96.6 (1.2) | 97.7 (0.3) |
| Fasttext-C     | 89.3 (1.1) | 95.6 (0.8) | 98.1 (0.8) | 98.5 (0.0) | 93.4 (0.6) | 97.1 (0.7) | 98.8 (0.4) | 99.0 (0.0) |
| 1NN BERT-Base  | 71.2 (4.1) | 86.2 (5.2) | 95.8 (1.3) | 97.6 (0.4) | 70.7 (4.8) | 87.8 (3.3) | 95.8 (1.4) | 97.5 (0.6) |
| BERT-Large     | 77.3 (2.2) | 88.7 (4.3) | 96.3 (0.9) | 98.5 (0.7) | 76.4 (2.0) | 90.2 (2.9) | 96.3 (1.0) | 98.8 (0.7) |
| Fine-Tuning    |    |    |    |    |    |    |    |    |
| BERT-Base      | 33.0 (6.8) | 43.8 (8.2) | 46.4 (7.4) | 67.0 (2.2) | 35.4 (0.5) | 32.8 (0.7) | 35.8 (3.6) | 66.7 (3.1) |
| BERT-Large     | 46.0 (14.6) | 57.6 (4.0) | 73.5 (3.7) | 83.7 (2.8) | 45.0 (9.0) | 64.2 (3.3) | 76.5 (3.5) | 86.1 (2.8) |
| spring         |    |    |    |    |    |    |    |    |
| Static emb.    |    |    |    |    |    |    |    |    |
| Fasttext-B     | 94.4 (2.0) | 97.2 (0.5) | 97.1 (0.3) | 97.3 (0.1) | 94.6 (2.2) | 97.3 (0.9) | 97.0 (0.4) | 97.3 (0.1) |
| Fasttext-C     | 97.1 (1.5) | 97.9 (0.5) | 97.6 (0.4) | 97.7 (0.2) | 96.8 (1.6) | 97.8 (0.2) | 97.5 (0.3) | 97.8 (0.1) |
|                  | BERT-Base | BERT-Large | Micro F1 | Macro F1 |
|-----------------|-----------|------------|----------|----------|
| Fine-Tuning     | 1 3 10 30 | 1 3 10 30  |
| Static emb.     | 1 3 10 30 | 1 3 10 30  |
| Fasttext-B      | 1 3 10 30 | 1 3 10 30  |
| Fasttext-C      | 1 3 10 30 | 1 3 10 30  |

| chair           | 1 3 10 30 | 1 3 10 30  |
| Static emb.     | 1 3 10 30 | 1 3 10 30  |
| Fasttext-B      | 1 3 10 30 | 1 3 10 30  |
| Fasttext-C      | 1 3 10 30 | 1 3 10 30  |
| 1NN             | 1 3 10 30 | 1 3 10 30  |
| BERT-Base       | 1 3 10 30 | 1 3 10 30  |
| BERT-Large      | 1 3 10 30 | 1 3 10 30  |
| Fine-Tuning     | 1 3 10 30 | 1 3 10 30  |
| BERT-Base       | 1 3 10 30 | 1 3 10 30  |
| BERT-Large      | 1 3 10 30 | 1 3 10 30  |

| hood            | 1 3 10 30 | 1 3 10 30  |
| Static emb.     | 1 3 10 30 | 1 3 10 30  |
| Fasttext-B      | 1 3 10 30 | 1 3 10 30  |
| Fasttext-C      | 1 3 10 30 | 1 3 10 30  |
| 1NN             | 1 3 10 30 | 1 3 10 30  |
| BERT-Base       | 1 3 10 30 | 1 3 10 30  |
| BERT-Large      | 1 3 10 30 | 1 3 10 30  |
| Fine-Tuning     | 1 3 10 30 | 1 3 10 30  |
| BERT-Base       | 1 3 10 30 | 1 3 10 30  |
| BERT-Large      | 1 3 10 30 | 1 3 10 30  |

| seal            | 1 3 10 30 | 1 3 10 30  |
| Static emb.     | 1 3 10 30 | 1 3 10 30  |
| Fasttext-B      | 1 3 10 30 | 1 3 10 30  |
| Fasttext-C      | 1 3 10 30 | 1 3 10 30  |
| 1NN             | 1 3 10 30 | 1 3 10 30  |
| BERT-Base       | 1 3 10 30 | 1 3 10 30  |
| BERT-Large      | 1 3 10 30 | 1 3 10 30  |
| Fine-Tuning     | 1 3 10 30 | 1 3 10 30  |
| BERT-Base       | 1 3 10 30 | 1 3 10 30  |
| BERT-Large      | 1 3 10 30 | 1 3 10 30  |

| bow             | 1 3 10 30 | 1 3 10 30  |
| Static emb.     | 1 3 10 30 | 1 3 10 30  |
| Fasttext-B      | 1 3 10 30 | 1 3 10 30  |
| Fasttext-C      | 1 3 10 30 | 1 3 10 30  |
| 1NN             | 1 3 10 30 | 1 3 10 30  |
| BERT-Base       | 1 3 10 30 | 1 3 10 30  |
| BERT-Large      | 1 3 10 30 | 1 3 10 30  |
| Fine-Tuning     | 1 3 10 30 | 1 3 10 30  |
| BERT-Base       | 1 3 10 30 | 1 3 10 30  |
| BERT-Large      | 1 3 10 30 | 1 3 10 30  |

| club            | 1 3 10 30 | 1 3 10 30  |
| Static emb.     | 1 3 10 30 | 1 3 10 30  |
| Fasttext-B      | 1 3 10 30 | 1 3 10 30  |
| Fasttext-C      | 1 3 10 30 | 1 3 10 30  |

**Textual Content:** Fine-Tuning BERT-Base 75.2 (4.7) 92.9 (0.5) 95.3 (0.5) 73.9 (4.3) 92.9 (0.2) 96.1 (0.5) 95.2 (0.6) 77.1 (12.6) 94.4 (2.4) 97.1 (0.6) 97.1 (0.4) 1NN BERT-Base 88.7 (7.1) 95.9 (0.4) 95.6 (0.4) 84.2 (11.6) 94.5 (0.5) 94.7 (0.0) 94.5 (0.3) 84.1 (11.3) 91.0 (5.7) 95.6 (0.7) 75.6 (21.8) 90.1 (5.8) 94.9 (0.8) 96.1 (0.4) 72.1 (11.9) 93.3 (2.0) 94.4 (2.0) 65.4 (12.9) 92.4 (1.7) 93.6 (2.1) 94.4 (1.6)
|                | Micro F1                        | Macro F1                        |
|----------------|--------------------------------|--------------------------------|
|                | 1  | 3  | 10 | 30 | 1  | 3  | 10 | 30 | 1  | 3  | 10 | 30 |
| 1NN            | BERT-Base       | 58.3 (5.5) | 81.2 (1.1) | 81.2 (0.8) | 70.5 (2.8) | 84.9 (2.3) | 84.9 (1.7) | 84.7 (1.0) |
|                | BERT-Large      | 54.1 (10.5) | 83.8 (1.8) | 84.5 (0.2) | 69.0 (7.7) | 87.4 (3.2) | 88.9 (1.7) | 88.5 (0.3) |
| Fine-Tuning    | BERT-Base       | 52.5 (6.1)  | 80.5 (1.5) | 84.2 (0.8) | 50.0 (6.2) | 68.3 (10.0) | 79.9 (1.9) | 83.4 (0.8) |
|                | BERT-Large      | 51.3 (7.3)  | 81.2 (3.9) | 83.7 (1.9) | 49.8 (6.5) | 69.5 (2.7) | 80.8 (4.1) | 83.4 (1.5) |
| trunk          | Static emb.     | 32.9 (16.4) | 45.9 (17.7) | 66.7 (3.4) | 34.0 (2.1) | 35.4 (2.0) | 43.5 (7.4) | 67.2 (2.8) |
|                | Fasttext-B      | 65.4 (6.8)  | 76.6 (2.1) | 82.7 (3.7) | 65.3 (8.8) | 67.0 (7.9) | 78.3 (0.7) | 87.4 (2.8) |
|                | Fasttext-C      | 77.9 (18.4) | 94.8 (1.8) | 95.2 (2.2) | 84.1 (12.1) | 91.2 (4.6) | 97.2 (1.0) | 97.4 (1.2) |
|                | BERT-Base       | 83.1 (20.2) | 96.5 (1.2) | 98.3 (0.6) | 89.7 (11.5) | 97.9 (0.6) | 98.1 (0.7) | 99.1 (0.3) |
|                | BERT-Large      | 72.7 (16.7) | 95.2 (1.2) | 96.1 (1.8) | 72.5 (11.2) | 89.1 (4.6) | 93.5 (1.6) | 96.7 (1.8) |
|                | Fine-Tuning     | 79.2 (14.7) | 91.3 (2.4) | 96.6 (1.8) | 79.9 (11.7) | 90.9 (2.4) | 94.9 (1.4) | 95.7 (2.0) |
| square         | Static emb.     | 20.5 (7.2)  | 38.5 (10.3) | -          | 25.9 (0.8) | 25.0 (0.0) | 38.8 (1.9) | -          |
|                | Fasttext-B      | 40.1 (19.0) | 71.8 (3.2) | -          | 39.4 (7.1) | 61.5 (5.5) | 74.6 (2.9) | -          |
|                | Fasttext-C      | 70.2 (7.7)  | 90.7 (3.0) | -          | 74.1 (10.3) | 83.7 (5.1) | 88.6 (2.2) | -          |
|                | BERT-Base       | 74.9 (13.0) | 93.7 (1.2) | -          | 79.4 (4.6) | 84.4 (5.6) | 89.0 (4.0) | -          |
|                | BERT-Large      | 64.9 (11.3) | 85.2 (3.6) | -          | 56.7 (4.3) | 71.0 (8.1) | 81.3 (4.0) | -          |
|                | Fine-Tuning     | 63.9 (17.0) | 82.3 (2.0) | -          | 57.7 (7.3) | 76.9 (8.2) | 82.9 (1.8) | -          |
| arm            | Static emb.     | 53.7 (11.1) | 90.9 (4.7) | 95.7 (0.5) | 58.6 (1.9) | 61.4 (3.5) | 62.3 (3.3) | 79.9 (2.5) |
|                | Fasttext-B      | 79.1 (7.1)  | 93.3 (8.9) | 80.3 (2.0) | 85.1 (5.1) | 86.6 (3.5) | 91.6 (3.0) | 95.1 (0.8) |
|                | Fasttext-C      | 99.4 (0.00) | 99.4 (0.0) | 99.4 (0.0) | 99.6 (0.0) | 99.6 (0.0) | 99.6 (0.0) | 99.6 (0.0) |
|                | BERT-Base       | 99.4 (0.00) | 99.4 (0.0) | 99.4 (0.0) | 99.6 (0.0) | 99.6 (0.0) | 99.6 (0.0) | 99.6 (0.0) |
|                | BERT-Large      | 96.3 (2.8)  | 99.4 (0.0) | 99.4 (0.0) | 95.0 (3.9) | 99.2 (0.0) | 99.2 (0.0) | 99.2 (0.0) |
|                | Fine-Tuning     | 97.4 (2.1)  | 99.4 (0.0) | 99.4 (0.0) | 96.4 (2.9) | 98.4 (1.1) | 99.2 (0.0) | 99.2 (0.0) |
| digit          | Static emb.     | 45.2 (5.1)  | 43.7 (9.0) | -          | 49.0 (5.1) | 69.4 (11.1) | 62.8 (5.0) | -          |
|                | Fasttext-B      | 69.8 (9.2)  | 87.3 (5.9) | -          | 63.3 (3.8) | 85.0 (5.5) | 89.2 (2.7) | -          |
|                | Fasttext-C      | 96.8 (2.2)  | 100.0 (0.0) | -          | 92.6 (5.2) | 98.1 (2.6) | 100.0 (0.0) | -          |
|                | BERT-Base       | 94.4 (6.3)  | 100.0 (0.0) | -          | 87.0 (14.6) | 100.0 (0.0) | 100.0 (0.0) | -          |
|                | BERT-Large      | 96.0 (2.2)  | 100.0 (0.0) | -          | 93.6 (4.1) | 100.0 (0.0) | 100.0 (0.0) | -          |
|                | Fine-Tuning     | 95.2 (5.1)  | 100.0 (0.0) | -          | 91.2 (10.0) | 97.5 (1.7) | 100.0 (0.0) | -          |
|        | Micro F1 |          |          |          |          | Macro F1 |          |          |          |          |
|--------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|        |          | 1 3 10 30 | 1 3 10 30 | 1 3 10 30 | 1 3 10 30 |          | 1 3 10 30 | 1 3 10 30 | 1 3 10 30 | 1 3 10 30 |
| bass   | Static emb. | Fasttext-B | 27.8 (8.9) | 22.2 (0.5) | 33.5 (15.3) | 60.7 (3.6) | 39.2 (3.6) | 36.8 (2.6) | 39.2 (6.7) | 71.4 (1.1) |
|        |          | Fasttext-C | 37.1 (8.2) | 49.8 (5.3) | 65.1 (6.2) | 78.9 (3.2) | 49.4 (3.9) | 57.5 (3.3) | 67.1 (1.8) | 78.3 (2.2) |
|        | 1NN      | BERT-Base  | 65.6 (17.9) | 75.2 (7.1) | 70.4 (5.7) | 77.2 (2.1) | 60.4 (3.2) | 71.8 (5.8) | 71.2 (1.6) | 77.2 (0.5) |
|        |          | BERT-Large | 70.2 (17.8) | 76.9 (6.5) | 77.1 (4.5) | 83.4 (4.2) | 70.3 (4.6) | 78.6 (4.5) | 80.3 (1.9) | 83.4 (0.6) |
|        | Fine-Tuning | BERT-Base  | 63.0 (12.3) | 67.8 (5.5) | 82.5 (1.8) | 86.5 (1.2) | 54.2 (2.6) | 62.2 (3.9) | 71.1 (1.4) | 76.2 (0.8) |
|        |          | BERT-Large | 79.4 (15.5) | 70.4 (10.0) | 76.4 (7.5) | 88.1 (2.8) | 67.6 (7.7) | 65.0 (5.3) | 68.7 (5.2) | 78.5 (2.7) |
| yard   | Static emb. | Fasttext-B | 48.6 (10.8) | 35.6 (2.6) | 40.3 (12.3) | -       | 56.0 (7.0) | 54.6 (7.5) | 61.0 (5.6) | -         |
|        |          | Fasttext-C | 63.4 (26.2) | 74.1 (9.8) | 83.8 (9.2) | -       | 62.3 (13.9) | 78.5 (7.2) | 86.7 (6.2) | -         |
|        | 1NN      | BERT-Base  | 52.8 (15.8) | 70.8 (11.9) | 77.3 (2.9) | -       | 68.4 (13.0) | 82.8 (7.1) | 86.6 (1.7) | -         |
|        |          | BERT-Large | 65.3 (20.5) | 81.0 (14.3) | 85.6 (7.6) | -       | 79.5 (12.1) | 88.8 (8.4) | 91.5 (4.5) | -         |
|        | Fine-Tuning | BERT-Base  | 56.0 (13.6) | 67.1 (15.9) | 92.1 (4.6) | -       | 48.3 (10.5) | 62.1 (13.1) | 87.8 (6.2) | -         |
|        |          | BERT-Large | 48.6 (8.6) | 82.9 (9.6) | 90.7 (5.7) | -       | 46.7 (7.2) | 77.4 (9.7) | 85.9 (7.8) | -         |
| pound  | Static emb. | Fasttext-B | 57.7 (20.7) | 39.9 (18.3) | 40.5 (3.4) | -       | 57.3 (7.0) | 51.7 (2.6) | 55.1 (2.0) | -         |
|        |          | Fasttext-C | 61.2 (20.5) | 58.8 (5.8) | 68.7 (5.1) | -       | 57.7 (7.5) | 62.3 (2.9) | 73.7 (3.8) | -         |
|        | 1NN      | BERT-Base  | 61.9 (19.0) | 66.3 (14.5) | 77.7 (9.1) | -       | 55.1 (6.6) | 81.2 (8.1) | 86.1 (4.1) | -         |
|        |          | BERT-Large | 69.4 (26.0) | 69.4 (8.5) | 82.1 (5.1) | -       | 59.4 (3.0) | 81.5 (6.1) | 90.0 (2.8) | -         |
|        | Fine-Tuning | BERT-Base  | 61.9 (10.2) | 63.6 (16.6) | 74.2 (9.7) | -       | 45.1 (4.7) | 52.8 (10.7) | 64.5 (8.2) | -         |
|        |          | BERT-Large | 64.6 (17.2) | 59.1 (2.6) | 81.1 (9.4) | -       | 47.9 (5.9) | 51.4 (1.5) | 70.0 (8.0) | -         |
| deck   | Static emb. | Fasttext-B | 54.6 (17.2) | 73.1 (10.8) | 71.0 (10.5) | -       | 51.4 (7.9) | 54.7 (4.3) | 62.4 (2.6) | -         |
|        |          | Fasttext-C | 68.4 (32.0) | 66.0 (13.0) | 77.8 (3.3) | -       | 61.0 (2.1) | 61.9 (4.1) | 72.6 (10.0) | -         |
|        | 1NN      | BERT-Base  | 81.8 (12.0) | 85.2 (8.1) | 86.9 (1.4) | -       | 81.4 (9.0) | 81.0 (4.6) | 90.7 (2.8) | -         |
|        |          | BERT-Large | 76.4 (15.9) | 87.5 (2.5) | 90.9 (0.8) | -       | 78.5 (2.9) | 84.5 (3.3) | 95.1 (0.4) | -         |
|        | Fine-Tuning | BERT-Base  | 86.9 (7.3) | 87.9 (1.4) | 86.9 (2.2) | -       | 70.8 (11.9) | 69.9 (1.3) | 70.3 (3.6) | -         |
|        |          | BERT-Large | 77.4 (17.8) | 88.6 (2.4) | 90.6 (2.7) | -       | 55.2 (10.4) | 63.8 (12.2) | 77.7 (4.0) | -         |
| bank   | Static emb. | Fasttext-B | 46.5 (12.1) | 46.9 (4.6) | 51.0 (8.8) | 77.8 (5.5) | 56.8 (2.0) | 64.9 (1.2) | 62.7 (2.7) | 72.5 (3.7) |
|        |          | Fasttext-C | 38.4 (6.8) | 70.1 (11.9) | 80.7 (2.8) | 88.2 (4.6) | 61.9 (0.3) | 72.8 (4.6) | 79.1 (3.4) | 85.9 (2.4) |
|        | 1NN      | BERT-Base  | 98.8 (0.7) | 99.4 (0.5) | 99.7 (0.1) | 99.8 (0.0) | 94.3 (3.3) | 95.4 (4.9) | 97.7 (0.1) | 97.7 (0.0) |
|        |          | BERT-Large | 99.0 (0.7) | 99.5 (0.1) | 99.9 (0.1) | 99.9 (0.1) | 95.9 (3.5) | 97.6 (1.8) | 99.2 (1.1) | 99.2 (1.1) |
Table 16: Micro- and macro-F1 results in the $n$-shot setting for all the two BERT-based WSD strategies (as well as for the static embedding baseline) in our experiments and for all the words in the dataset. Results are the average of three runs (standard deviation is shown in parentheses).

| Word | Sense # | Sense ID | Definition (1st sentence from Wikipedia) | Example usage (tokenized) |
|------|---------|----------|------------------------------------------|---------------------------|
| Crane | crane$_1$ | crane  | A crane is a type of machine, generally equipped with a hoist rope, wire ropes or chains, and sheaves, that can be used both to lift and lower materials and to move them horizontally. | launching and recovery is accomplished with the assistance of a shipboard crane. |
|      | crane$_2$ | crane (bird) | Cranes are a family, the Gruidae, of large, long-legged, and long-necked birds in the group Griformes. | tibet hosts species of wolf, wild donkey, crane, vulture, hawk, geese, snake, and buffalo. |
| Java | java$_1$ | java | Java is an island of Indonesia, bordered by the Indian Ocean on the south and the Java Sea on the north. | in indonesia, only sumatra, borneo, and papua are larger in territory, and only java and sumatra have larger populations. |
|      | java$_2$ | java (programming language) | Java is a general-purpose programming language that is class-based, object-oriented, and designed to have as few implementation dependencies as possible. | examples include the programming languages perl, java and lua. |
| Apple | apple$_1$ | apple inc. | Apple Inc. is an American multinational technology company headquartered in Cupertino, California, that designs, develops, and sells consumer electronics, computer software, and online services. | shopify released a free mobile app on the apple app store on may 13, 2010. |
| Word | Sense # | Sense ID | Definition (1st sentence from Wikipedia) | Example usage (tokenized) |
|------|---------|----------|------------------------------------------|---------------------------|
| apple | apple_2 | apple    | An apple is an edible fruit produced by an apple tree. | cherry, apple, pear, peach and apricot trees are available. |
| mole | mole_1 | mole (animal) | Moles are small mammals adapted to a subterranean lifestyle (i.e., fossorial). | its primary prey consists of mice, rat, squirrel, chipmunk, shrew, mole and rabbits. |
| mole | mole_2 | mole (espionage) | In espionage jargon, a mole is a long-term spy who is recruited before having access to secret intelligence, subsequently managing to get into the target organization. | philip meets claudia where she tells him that there is a mole working for the fbi. |
| mole | mole_3 | mole (unit) | The mole (symbol: mol) is the unit of measurement for amount of substance in the International System of Units (SI). | so the specific heat of a classical solid is always 3k per atom, or in chemistry units, 3r per mole of atoms. |
| mole | mole_4 | mole sauce | Mole is a traditional marinade and sauce originally used in Mexican cuisine. | food such as cake, chicken with mole, hot chocolate, coffee, and atole are served. |
| mole | mole_5 | mole (architecture) | A mole is a massive structure, usually of stone, used as a pier, breakwater, or a causeway between places separated by water. | the islands of pomâlgués and ratonneau are connected by a mole built in 1822. |
| spring | spring_1 | spring (hydrology) | A spring is a point at which water flows from an aquifer to the Earth's surface. It is a component of the hydrosphere. | the village was famous for its mineral water spring used for healing in sanatorium, including the hawthorne and lithia springs. |
| spring | spring_2 | spring (season) | Spring, also known as springtime, is one of the four temperate seasons, succeeding winter and preceding summer. | the species is most active during the spring and early summer although it may be seen into late june. |
| spring | spring_3 | spring (device) | A spring is an elastic object that stores mechanical energy. | often spring are used to reduce backlash of the mechanism. |
| chair | chair_1 | chairman | The chairperson (also chair, chairman, or chairwoman) is the presiding officer of an organized group such as a board, committee, or deliberative assembly. | gan is current chair of the department of environmental sciences at university of california, riverside. |
| chair | chair_2 | chair | One of the basic pieces of furniture, a chair is a type of seat. | a typical western living room may contain furnishings such as a sofa, chair, occasional table, and bookshelves, electric lamp, rugs, or other furniture. |
| Word | Sense # | Sense ID | Definition (1st sentence from Wikipedia) | Example usage (tokenized) |
|------|---------|----------|------------------------------------------|--------------------------|
| Hood | hood_1 | hood (comics) | Hood (real name Parker Robbins) is a fictional character, a supervillain, and a crime boss appearing in American comic books published by Marvel Comics. | the hood has hired him as part of his criminal organization to take advantage of the split in the superhero community caused by the superhuman registration act. |
| Hood | hood_2 | hood (vehicle) | The hood (North American English) or bonnet (Commonwealth English excluding Canada) is the hinged cover over the engine of motor vehicles that allows access to the engine compartment, or trunk (boot in Commonwealth English) on rear-engine and some mid-engine vehicles for maintenance and repair. | european versions of the car also had an air intake on the hood. |
| Hood | hood_3 | hood (headgear) | A hood is a kind of headgear that covers most of the head and neck, and sometimes the face. | in some sauna suits, the jacket also includes a hood to provide additional retention of body heat. |
| Seal | seal_1 | pinniped | Pinnipeds, commonly known as seals, are a widely distributed and diverse clade of carnivorous, fin-footed, semiaquatic marine mammals. | animals such as shark, stingray, weever fish, seal and jellyfish can sometimes present a danger. |
| Seal | seal_2 | seal (musician) | Henry Olusegun Adeola Samue (born 19 February 1963), known professionally as Seal, is a British singer-songwriter. | she was married to english singer seal from 2005 until 2012. |
| Seal | seal_3 | seal (emblem) | A seal is a device for making an impression in wax, clay, paper, or some other medium, including an embossment on paper, and is also the impression thus made. | each level must review, add information as necessary, and stamp or seal that the submittal was examined and approved by that party. |
| Seal | seal_4 | seal (mechanical) | A mechanical seal is a device that helps join systems or mechanisms together by preventing leakage (e.g. in a pumping system), containing pressure, or excluding contamination. | generally speaking, standard ball joints will outlive sealed ones because eventually the seal will break, causing the joint to dry out and rust. |
| Bow | bow_1 | bow (ship) | The bow is the forward part of the hull of a ship or boat, | the stem is the most forward part of a boat or ship’s bow and is an extension of the keel itself. |
| Bow | bow_2 | bow and arrow | The bow and arrow is a ranged weapon system consisting of an elastic launching device (bow) and long-shafted projectiles (arrows). | bow and arrow used in warfare. |
| Bow | bow_3 | bow (music) | In music, a bow is a tensioned stick which has hair (usually horse-tail hair) coated in rosin (to facilitate friction) affixed to it. | horsehair is used for brush, the bow of musical instruments and many other things. |
| Club | club_1 | club | A club is an association of people united by a common interest or goal. | this is a partial list of women’s association football club teams from all over the world sorted by confederation. |
| Word | Sense # | Sense ID | Definition (1st sentence from Wikipedia) | Example usage (tokenized) |
|------|---------|----------|------------------------------------------|--------------------------|
| club | club2   | nightclub| A nightclub, music club, or club, is an entertainment venue and bar that usually operates late into the night. | although several of his tracks were club hits, he had limited chart success. |
| club | club3   | club (weapon) | A club (also known as a cudgel, baton, bludgeon, truncheon, coss, nightstick or impact weapon) is among the simplest of all weapons: a short staff or stick, usually made of wood, wielded as a weapon since prehistoric times. | before their adoption of guns, the plains indians hunted with spear, bows and arrows, and various forms of club. |
| trunk | trunk1  | trunk (botany) | In botany, the trunk (or bole) is the stem and main wooden axis of a tree. | its leaves are different from the leaves of true palms, and unlike true palms it does not develop a woody trunk. |
| trunk | trunk2  | trunk (automobile) | The trunk (North American English), boot (British English), dickey (Indian English) (also spelled dicky or diggy) or compartment (South-East Asia) of a car is the vehicle’s main storage or cargo compartment. | unlike the bmw x5, the x-coupe had an aluminium body, a trunk opening downwards and two doors that swing outward. |
| trunk | trunk3  | trunk (anatomy) | The torso or trunk is an anatomical term for the central part or core of many animal bodies (including humans) from which extend the neck and limbs. | surface projections of the major organs of the trunk, using the vertebral column and rib cage as main reference points of superficial anatomy. |
| square | square1 | square | In geometry, a square is a regular quadrilateral, which means that it has four equal sides and four equal angles (90-degree angles, or 100-gradian angles or right angles). | similarly, a square with all sides of length has the perimeter and the same area as the rectangle. |
| square | square2 | square (company) | Square Co., Ltd. was a Japanese video game company founded in September 1986 by Masafumi Miyamoto. It merged with Enix in 2003 to form Square Enix. | video game by square, features the orbital elevator “ a.t.l.a.s.”. |
| square | square3 | town square | A town square is an open public space commonly found in the heart of a traditional town used for community gatherings. | here is a partial list of notable expressways, tunnel, bridge, road, avenues, street, crescent, square and bazaar in hong kong. |
| square | square4 | square number | In mathematics, a square number or perfect square is an integer that is the square of an integer. | in mathematics eighty-one is the square of 9 and the fourth power of 3. |
| arm  | arm1   | arm architecture | Arm (previously officially written all caps as ARM and usually written as such today), previously Advanced RISC Machine, originally Acorn RISC Machine, is a family of reduced instruction set computing (RISC) architectures for computer processors, configured for various environments. | windows embedded compact is available for arm, mips, superh and x86 processor architectures. |
| Word | Sense # | Sense ID | Definition (1st sentence from Wikipedia) | Example usage (tokenized) |
|------|---------|----------|------------------------------------------|-------------------------|
| arm  | 2       | arm      | In human anatomy, the arm is the part of the upper limb between the glenohumeral joint (shoulder joint) and the elbow joint. | on the human body, the limb can be divided into segments, such as the arm and the forearm of the upper limb, and the thigh and the leg of the lower limb. |
| Digit| 1       | numerical digit | A numerical digit is a single symbol (such as "2" or "5") used alone, or in combinations (such as "25"), to represent numbers (such as the number 25) according to some positional numeral systems. | it uses the digit 0, 1, 2 and 3 to represent any real number. |
|      | 2       | digit (anatomy) | A digit is one of several most distal parts of a limb, such as fingers or toes, present in many vertebrates. | a finger is a limb of the human body and a type of digit, an organ of and found in the hand of human and other primate. |
| Bass | 1       | bass (guitar) | The bass guitar, electric bass, or simply bass, is the lowest-pitched member of the guitar family. | the band decided to continue making music after thirsk 's death, and brought in bass guitarist randy bradbury from one hit wonder. |
|      | 2       | bass (voice type) | A bass is a type of classical male singing voice and has the lowest vocal range of all voice types. | he is known for his distinctive and untrained bass voice. |
|      | 3       | double bass | The double bass, also known simply as the bass (or by other names), is the largest and lowest-pitched bowed (or plucked) string instrument in the modern symphony orchestra. | his instruments were the bass and the tuba. |
| Yard | 1       | yard      | The yard (abbreviation: yd) is an English unit of length, in both the British imperial and US customary systems of measurement, that comprises 3 feet or 36 inches. | accuracy is sufficient for hunting small game at ranges to 50 yard. |
|      | 2       | yard (sailing) | A yard is a spar on a mast from which sails are set. | aubrey improves sophie s sailing qualities by adding a longer yard which allows him to spread a larger mainsail. |
| Pound| 1       | pound (mass) | The pound or pound-mass is a unit of mass used in the imperial, United States customary and other systems of measurement. | it is approximately 16.38 kilogram (36.11 pound). |
|      | 2       | pound (currency) | A pound is any of various units of currency in some nations. | in english, the maltese currency was referred to as the pound originally and for many locals this usage continued. |
| Deck | 1       | deck (ship) | A deck is a permanent covering over a compartment or a hull of a ship. | the protective deck was thick and ran the full length of the ship. |
| Word | Sense # | Sense ID | Definition (1st sentence from Wikipedia) | Example usage (tokenized) |
|------|---------|----------|------------------------------------------|--------------------------|
| deck₂ | deck (building) | In architecture, a deck is a flat surface capable of supporting weight, similar to a floor, but typically constructed outdoors, often elevated from the ground, and usually connected to a building. | typically, it is a wooden deck near a hiking trail that provides the hikers a clean and even place to sleep. |
| bank₁ | bank | A bank is a financial institution that accepts deposits from the public and creates a demand deposit, while simultaneously making loans. | the bank, which loans money to the player after they have a house for collateral. |
| bank₂ | bank (geography) | In geography, a bank is the land alongside a body of water. | Singapore’s first market was located at the south bank of the Singapore River. |
| pitcher₁ | pitcher | In baseball, the pitcher is the player who throws the baseball from the pitcher’s mound toward the catcher to begin each play, with the goal of retiring a batter, who attempts to either make contact with the pitched ball or draw a walk. | Kasey Garret Olembberger (born March 18, 1978) is an Italian American professional baseball pitcher. |
| pitcher₂ | pitcher (container) | In American English, a pitcher is a container with a spout used for storing and pouring liquids. | Pottery was found as grave goods, including combinations of pitcher and cup. |

Table 17: Sense definitions in the CoarseWSD-20 dataset. Each sense is accompanied with an example usage from the dataset. Sense IDs correspond to the current Wikipedia page of each sense by the date of the submission.