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Abstract: The study of customer behavior both in online and offline purchases plays a very important role for the seller. The aim of this study is to identify customers on various parameters and thus re-define policies based on the behavior of customers. This paper works on churn analytics for retaining customers, a market-based analysis for identifying the support and confidence among products and a recommendation system built on the IBCF approach. Churn Analytics helps the seller to answer about whether the customers are leaving their products or services. The goal of every seller is to maintain a low churn rate and thus have large margins and bigger profits. Further, performing a market-based analysis can be very fruitful for a supermart. This approach helps in organizing the items in a store in an efficient and scientific manner. This paper uses different machine learning algorithms techniques to conduct churn for the given data. It then calculates the accuracy and precision of each model using a confusion matrix. Confusion matrix thus helps in selecting the best model to get more accurate results. This paper conducts the above analysis using the ‘Apriori’ algorithm. To conclude, a recommendation system is used to suggest customers products based on the history of their purchase or the similarities of that product with other products or other consumers. Thus, this study will help in understanding various aspects of customer behavior.
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I. INTRODUCTION

Companies that especially depend upon subscription-like revenue systems need churn analytics as a priority issue. Most of them have tons of data of each customer which can be fruitful in this process. Further, we need to understand the need for churn analytics. Basically, customer churn is a situation in which the customer finishes its relationship with the company or one of its subscription products. The fuel to every organization in this world is its customer base. Once, the customer base is affected that the organization takes a great deal of dip in its sales and profits as well. Adding to that it becomes more difficult for that company to add new customers as it is an expensive process and also the reputation affected by the customer that has churned affects the new customers that may purchase a product from them. The organization needs to cluster their customers into highly valued customers and not.

Highly valued customers can be defined as customers with expensive bills and a long relationship with the company. The company hence needs to take good care of them. These customers are extremely beneficial to the organization as they are not only high purchasers but also high supporters of their products thus can influence other customers to try out those products. The churn rate of this cluster of the customer should be the lowest. Customer Relationship Management or abbreviated as CRM plays an important role in maintaining the loyalty of the customers. Heavy investment is given for CRM for reducing the churn. The goal of the organization should be to reduce its churn rate. With the help of machine learning, this has become a more scientific and accurate way to deal with this problem. In this paper, we will use different techniques and tools/packages to solve this problem and also conclude with a comparative study. Along with churn analytics, this paper will reflect on market-based analysis and how it can be useful for an organization. Segmentation of different products in a supermart can be fruitful. Making use of the packages available in R, we will conduct this research and find out the parameters ‘support’, ‘confidence’ and ‘lift’ to provide an efficient way of organizing products in a super-mart. The last part of this paper draws a comparative study between the two popular approaches to build a recommendation system i.e IBCF and UBCF. IBCF stands for Item-Based-Collaborative-Filtering and UBCF stands for User-Based-Collaborative-Filtering.

II. LITERATURE SURVEY

There have been various machine learning algorithms that can be used for churn analysis. The author in this paper discusses the implementation of logistics regression in conducting a churn analysis result[1]. Logistic regression is a classification technique in which all the data points are classified into binary outcomes. Further, after training the dataset, accuracy, and precision is checked using a confusion matrix. A confusion matrix has four quadrants, (namely TN-True Negative, TP- True Positive, FN-FALSE Negative, FP-FALSE Positive). These help in identifying the accuracy and precision of the model. A sigmoid function is used in logistic regression to identify the customers and classify them separately. The curve drawn by the logistic regression algorithm classifies the data into two binary outcomes. Further, the author in this paper uses a fuzzy technique to model churn[2]. Fuzzy logic can’t be defined properly as it learns from the specific data and varies from each implementation where it has been applied. The clustering technique is also been used by one of the authors to form a different cluster based on the euclidean distance when plotted on a graph[3].
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The approach used by these authors for identification of spam mail can also be used in churn analysis[4]. Decision tree classification was used by them. Information entropy helps in this algorithm when at each level data is divided and we gain more information about the data. Now, moving to market-based analysis, the authors in this paper provide an overview of association rule and its real-time applications[5].

III. PROPOSED MODEL

We have tried to explain the different classification techniques that can be modeled on the data in order to determine the churn customers. Each technique or algorithm used in this paper to explain the churn is evaluated based on a ‘confusion matrix’ and hence the efficiency and fit are determined. The modeling part starts with the simplest algorithm K-nearest neighbors (KNN) and then deals with the decision tree and finally we use the random forest as ensemble learning. We have chosen the set of algorithms in a way such that with each algorithm the flexibility increases. With the increase in flexibility the variance increases and bias decreases. The interpretability among different attributes of a given data is easy to understand with simple algorithms that are not very flexible. However, these algorithms generally don’t lead us to very accurate result, thus we choose more flexible methods in order to determine the final result, but explaining the relationships b/w the variables become difficult. As a general rule, the aim is to predict an outcome we need more flexible methods but if the aim is to interpret the relationships among different variables we need less flexible methods.

(A) Mathematical Background

The K-Nearest Neighbour method using distances between the data points in order to classify the unknown data point. In this case, the customer needs to be classified into a churn group or not. The unseen data is plotted and k-neighbors are chosen for that point. Choosing the value of k is not an easy task. We can use the ‘elbow method’ to find k, but there are many more techniques for finding k. The distance is calculated using the Euclidean distance:

$$\sqrt{\sum_{i=1}^{k}(x_i - y_i)^2}$$

where x and y are the do points plotted on a 2-D graph. Sometimes Manhattan distance: $$\sum_{i=1}^{k}|x_i - y_i|$$ is used. All the k-neighbors are measured from the unknown data point. The majority of the neighbors that are near that point makes the result that the new data point belongs to the majority of data points near it. For example, we plot a new customer in the graph. We will select k-nearest neighbors to it. If there are a majority number of data points that are churned as compared to non-churned, then the new customer is likely to get churned. Moving on from K-NN, we choose a decision tree model to deal with such a situation. A decision tree model simples split the training data at several points. Each splits gives rise to new information. This is known as an information entropy. The idea behind information entropy is that with every split made by the model, new information is supplied to the machine which helps it further to classify or predict the outcome of the model. The entropy results in information gain for the model. The mathematical formula of information entropy is given as:

$$E(I) = \sum_{i=1}^{p} -p \log_2 p_i$$

where ‘p’ is the frequentist probability of an element or point in the data. The ‘i’ could be either positive or negative depending upon the sign convention we have used to classification groups. The entropy is the disorder in the data and the goal of every machine learning algorithm is to reduce the entropy. From the entropy, we get the information gain. The information gain is mathematically expressed as IG(y,x) = E(y) - E(y|x), where IG is the information gain from ‘y’ to ‘x’.

We just subtract the entropy of ‘y’ given ‘x’ from the entropy of ‘y’. Greater the reduction in uncertainty, the higher is the information gain. The last step of a decision tree model, in this case, is to classify the customers in tow groups that which customers will churn and which customers will not churn. Moving to the random forest, as the name suggests, a random forest classifier, contains many uncorrelated decision trees that work as an ensemble. Each tree predicts the result as ‘YES’ or ‘NO’. The majority of these predictions by the trees is given as the final outcome of the random forest. The key to a higher rate of accuracy in a random forest classifier is that the trees used in the modeling processes as an ensemble must be uncorrelated. The reason behind this is that these trees protect each other’s errors, while some may go wrong, most of them will classify in the right way thus giving a rise in the accuracy of the model. The gradient descent model uses a regular linear model for classification. This method selects a random point and then the equation is differentiated in order to find the global minima. Then either depending upon ‘learning rate’ or choosing a point lower to the first random point this process is repeated till we find the global minima. This method will take the longest time to execute. It is an iterative program that optimizes our cost function and hence should be close to the most optimized and accurate result. Now, the second part of this research paper deals with the market-based analysis. Association rule learning is a machine learning concept that is used for finding interesting patterns and trends among variables in a dataset. The concepts that are used in association rule learning are; Support: It tells about the frequency of an itemset that appears in the data given. Let A and B be data items such that $A \rightarrow B$, be an association rule on T purchases, $Support = \left(\frac{Support(A \cup B)}{|T|}\right)$. Confidence: It represents how many times a given rule has been true. $Confidence = \frac{Support(A \cup B)}{Support(A)}$. Lift: It is the ratio of the actual support to the expected support, given that X and Y are independent.
The following flowchart describes the workflow of this paper.

STEP 1: Loading the data into the environment

STEP 2: Dealing with missing values.

STEP 3: Performing feature selection and subsetting important features.

STEP 4: Splitting the data into train and test sets.

STEP 5: Model the training data and form different classifiers.

STEP 6: Pass the test data to all trained classifiers.

STEP 7: Evaluate using a confusion matrix and measure accuracy and precision.

(C) Model Evaluation

This is the most important part of the research paper. The model evaluation is done using a confusion matrix. A confusion matrix sometimes also known as an error matrix, helps us in understanding the performance of a classification algorithm. A confusion matrix is a 2x2 matrix which every row shows the predicted outcome and every column represents the actual results. Precision and recall are calculated from a confusion matrix. Precision is mathematically explained as

$$PR = \frac{TP}{TP+FP}$$

where TP is ‘True Positive’ and FP is ‘False Positive’. The significance of precision is how accurately the model has predicted the right outcomes. Recall is mathematically described as

$$R = \frac{TP}{TP+FN}$$

where TP is ‘True Positive’ and FN is ‘False Negative’. Precision (also called positive predictive value) is the fraction of relevant instances among the retrieved instances, while recall (also known as sensitivity) is the fraction of the total amount of relevant instances that were actually retrieved.

IV. EXPERIMENTAL RESULTS

The experiment is carried out on a computer with the Windows 10 operating system, 16GB of RAM, and 1TB or harddrive. The following are the results of all the models used in this problem.

| Table 3: Random Forest Confusion Matrix |
|----------------------------------------|
| Predict  | No | Yes |
| Actual   |    |    |
| No       | 2815 | 35 |
| Yes      | 122 | 361 |

| Table 4: Gradient Descent Confusion Matrix |
|-------------------------------------------|
| Predict  | No | Yes |
| Actual   |    |    |
| No       | 2812 | 38 |
| Yes      | 239 | 244 |

From the above confusion matrices, we can calculate both recall and precision for all the models used in this problem. The following shows the accuracy of all the models when used on the test dataset.

| Table 5: Precision and Recall of models(experimental results) |
|--------------------------------------------------------------|
| Model Name | Precision | Recall |
|------------|-----------|--------|
| K-NN       | 0.88      | 0.89   |
| Decision Tree | 0.91    | 0.92   |
| Random Forest | 0.94    | 0.94   |
| Gradient Descent | 0.95  | 0.95   |

From the above data, it is evident that gradient descent is the best-fit algorithm for this classification algorithm as suggested in the proposed model. However, it was also the model that took the longest time to execute so we might also need to consider the time-accuracy trade-off when dealing with this situation in real-time. The following shows the results of the market-based analysis when we worked on it using apriori algorithm.

| Table 6: Relationships among products based on transaction history. |
|-------------------------------------------------------------------|
| lhs                      | rhs                      | support | confidence | lift | count |
| {BANA NAS}              | {FLUID MILK WHITE ONLY}  | 0.053   | 0.509      | 2.336 | 59    |
| {BANA NAS}              | {MAINSTRE AM WHITE BREAD} | 0.023   | 0.220      | 2.227 | 25    |
| {BANA NAS}              | {DAIRY CASE 100% PURE JUICE} | 0.019    | 0.183      | 3.012 | 21    |
| {BANA NAS}              | {SOFT DRINKS 12/18&15PK CAN CAR} | 0.018   | 0.176      | 1.901 | 20    |

| Model Name | Precision | Recall |
|------------|-----------|--------|
| K-NN       | 0.88      | 0.89   |
| Decision Tree | 0.91    | 0.92   |
| Random Forest | 0.94    | 0.94   |
| Gradient Descent | 0.95  | 0.95   |
The above shows us the relation between products i.e the relationship of 'bananas' with all the other major selling products in the supermart. We understand that those pairs of products that show high 'lift' must be placed apart from each other so that the customer needs to travel the whole store in order to buy them and in doing so he or she will purchase more than usual.

V. CONCLUSION

This paper shows us the different techniques that are used in order to identify the customers that are going to churn or not. Based on the above result we could see that Gradient Descent turned out to be the best working accurate solution for this problem as it is iterative in nature and its goal is to minimize the cost function which makes it an optimized or near optimized solution. The results from the decision tree and random forest were accurate too because of the information gain by entropy which takes place on every split made by a tree and hence giving more information to the machine. K-NN wasn’t as accurate as of the other because it just depends on its neighbors and also the value of ‘k’ is difficult to determine in order to make this algorithm more optimized. Thus we can conclude that based on the above observations we can see that with the help of the confusion matrix the Gradient Descent model is the most suitable for this problem and hence must be deployed. Lastly, we conclude that based on the market analysis we concluded find confidence among several products which would be fruitful when the retailer is able to organize its store in an efficient manner for its increase in the sale. Thus, this paper draws some conclusions on how the customer behaviors can be judged and anticipated beforehand so that necessary changes can be made to retain the customer.

FUTURE WORK

In churn analysis, the use of bagging and boosting can also be done. Comparing the results of gradient descent and boosting techniques like XGBoost will be very close in terms of precision and recall. Hybrid models can also be built in order to increase the accuracy of the system. Then, their accuracies can be measured in the same manner as done in this paper. Apart from the churn and market-based analysis, we can build a recommendation system using an IBCF or UBCF approach for products in a supermart. This system would be beneficial for both sellers and buyers. Using the transactional data, an efficient recommendation system can be built and hence the customers with similar liking will be suggested products that are available in the store.
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