Simulations of populations of *Sapajus robustus* in a fragmented landscape
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Abstract

The study of populations subject to the phenomenon of loss and fragmentation of habitat, transforming continuous areas into small ones, usually surrounded by anthropogenic matrices, has been the focus of many researches within the scope of conservation. The objective of this study was to develop a computer model by introducing modifications to the renowned Penna Model for biological aging, in order to evaluate the behavior of populations subjected to the effects of fragmented environments. As an object of study, it was used biological data of the robust tufted capuchin (*Sapajus robustus*), an endangered primate species whose geographical distribution within the Atlantic Rain Forest is part of the backdrop of intense habitat fragmentation. The simulations showed the expected behaviour based on the three main aspects that affects populations under intense habitat fragmentation: the population density, area and conformation of the fragments and deleterious effects due the low genetic variability in small and isolated populations. The model showed itself suitable to describe changes in viability and population dynamics of the species crested capuchin considering critical levels of survival in a fragmented environment and also, actions in order to preserve the species should be focused not only on increasing available area but also in dispersion dynamics.
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1 INTRODUCTION

Fragmentation and subsequent habitat loss is considered one of the major causes of biodiversity depletion in natural environments (Fahrig, 2003; Gibson et al., 2011; Vitousek et al., 1997). Effects of habitat fragmentation on populations will vary depending on species with different life history strategy (Robinson et al., 1995; Ewers and Didham, 2006; Ferraz et al., 2007; Koprowski, 2005; Srinivasaiah et al., 2012). Features such as large body size (Gehring and Swihart, 2003; Lomolino and Perault, 2007), specialized ecological requirements (Dale et al., 1996) and extensive home range (Crooks, 2002; Gerber et al., 2012) resulted in lowering the viability of populations subjected to loss and habitat fragmentation. Besides these effects take a role on entire structure of the community, such as changing patterns of richness and abundance depending on the size and degree of isolation of the fragments (Laurance, 1997; Laurance et al., 2002, 1998).

Some species of vertebrates, such as primates, are especially sensitive to loss and fragmentation of habitat. A recently published study showed that the diversity and abundance of primates was directly proportional to the size of the reserves (Pontes et al., 2012). The work of Chiarello and de Melo (2001) observed that the population density of three species of primates endemic to the Atlantic rainforest was directly correlated with the size of the fragments studied, leading to the conclusion that the species population viability may be compromised in the medium and long term in small fragments. Cristóbal-Azkarate and Arroyo-Rodríguez (2007) observed differences in diet, living area and population size of Alouatta palliata in fragmented areas of Mexico.

For the Atlantic rainforest biome, only 8.5% of its original area still resists and is heavily fragmented (SOS Mata Atlantica, 2013), resulting in a great number of species considered endangered of extinction. Nearly two thirds of the 26 endangered species of primates in Brazil take place in the Atlantic Forest (MMA, 2014). Concerning Sapajus, formerly genus Cebus (Alfaro et al., 2012), three out of the four endemic species of the Atlantic rainforest are considered endangered (S. xanthosternos, S. flavius and S. robustus). From this, Sapajus robustus is among the 10 most endangered primates on the Atlantic rainforest, being the third most endangered of the Cebidae in Brazil. Probably abundant in the past, the main threats to the populations of this species are habitat destruction and intense hunting pressure (IUCN, 2016; MMA, 2014).

In order to simulate the population dynamics of the species of primate Sapajus robustus subject to the effects of habitat fragmentation, a computational model, whose bases were structured from acknowledged Penna Model for biological aging (Penna, 1995), was developed. The Penna model is based on the “Mutation Accumulation” (Medawar, 1952) theory, which states that the pressure of natural selections decreases with age. That way, bad mutations or deleterious alleles would be harmless in early stages of life when the selection is strong, however, in old ages, when selection is weak, the sum of the effects of all mutations could cause dangerous outcomes in the organism. Only the individuals that bypass this first stage (the strong selection) and reach the sexual
maturity are able to transmit their genes. Those genes start to accumulate in
the population by genetic drift, leading to age evolution.

In this work we have developed a new version of sexual Penna model on a
lattice with the introduction of a “identification genome” to take into account
the effects of inbreeding, also simulating different space configurations. It was
named here as “Fragmented Penna Model”.

This paper is organized as follows: Section 2: Modeling context; Section 3:
Results and discussions; Session 4: Conclusion and Future Perspectives.

2. Modeling context

2.1. Penna model of aging - sexual version

The Penna model (Penna and Stauffer 1995) is a computer model based
in accumulation of mutation theory. This model has successfully explained the
semelparous senescence of Pacific salmon (Penna et al., 1995), the control
mechanism of menopause in parental care on sexual populations (Moss de Oliveira
et al., 1999), the process of sympatric speciation (Oliveira et al., 2003), the effects
of temperature over population dynamics (De Oliveira et al., 2008), the emergence
of chaotic behaviour (Bernardes et al., 1998; Castro e Silva and Bernardes,
2001) and recent simulations have shown some results regarding population sta-
ibility and carrying capacity (Pinólo and Banzon, 2011). The first works with
sexual version of Penna model was carried by (Bernardes, 1996; Stauffer et al.,
1996). Sousa et al. (2000) simulated inbreeding depression through mutation
accumulation theory. These authors tested, among other things, the effect of
the influence of environmental conditions on reproduction and its consequences
in population aging - longevity and catastrophic senescence. More recently,
the Penna sexual model has been used not only as a mathematical perspective,
but also considering simulation applied to the biological insect control (de Souza
et al., 2009). Another adaptations using species characteristics, environmental
factors and others were performed as well (Magdon and Maksymowicz, 1999;
Kim et al., 2012).

In the sexual version, each individual is represented by two “alleles” or
chronological genomes given by “bit” strings formed by two sequences of “0s”
and “1s”. These sequences have a length of a computer word (usually 32 or 64
bits) that represents the organism’s life span. The bits in these words are time
ordered in “years”, and a bit “1” in a given position represents a bad mutation
that will lead to a disease in that related year. The disease will be expressed
taking into account if the “1s” appears in both alleles (homozygous) or if the
bad mutation is dominant. The diseases are accumulative, and the organism
dies at the age when $T$ diseases are expressed. The whole population is aged
structured and when sexual maturity is reached, couples are formed randomly
among males and females with age greater than $R$. The reproduction is done
with crossing-over recombination of the parents words, and $m$ mutations are
introduced in random positions of the $B$ offsprings chronological genomes. The
gender of the descendants is chosen between male or female with 50% chance.
Table 1: Relevant aspects of genre *Cebus/Sapajus* for the model.

| Attribute          | Value   | References          |
|--------------------|---------|---------------------|
| Dispersion age     | 5.7     | Di Bitetti and Janson, 2001; Janson |
| (male) (average)   | years   | et al., 2012        |
| Sexual rate        | 01:01:00| Fragaszy et al., 2004 |
| Longevity          | 32 years| Di Bitetti and Janson, 2001; Janson |
| (average)          |         | et al., 2012        |
| Male sexual maturity | 5 - 7  | Di Bitetti and Janson, 2001; Janson |
|                    | years   | et al., 2012        |
| Female sexual maturity | 5 - 8 | Di Bitetti and Janson, 2001; Fragaszy |
|                    | years   | et al., 2004        |
| Gestation length   | 6       | Di Bitetti and Janson, 2001; Fragaszy |
| (average)          | months  | et al., 2004; Janson et al., 2012 |
| Fertility rate     | 1       | Di Bitetti and Janson, 2001; Fragaszy |
|                    |         | et al., 2004; Janson et al., 2012 |

In order to simulate a carrying capacity of the environment, $K$, preventing an unrealistic growth of the population, each individual can die with a probability given by the Verhulst factor, namely $V = N(t)/K$, where $N(t)$ is the number of individuals at time.

2.2. Biological parameters of the model

The present model was built considering the inherent biological parameters *Sapajus robustus* species from published studies (Table 1). Given the taxonomic conflict around the old genus *Cebus*, this species was considered for many years as a subspecies of *Cebus apella* (Torres de Assumpção, 1983) or, as a subspecies of *C. nigritus*. That brings a lack of unique ecological data for the species. Thus, information that refer to genus, prioritizing those alluding to *Sapajus nigritus* were used. This species is phylogenetically close to *S. robustus*, and has its geographical distribution in the Atlantic Forest Biome (Alfaro et al., 2012; Rylands et al., 2003).

The species is distributed geographically in an area of intense interference on landscape by human activities, with extensive fragmented areas, and subject to various uses and occupations of the soil, which places it in a situation of greater vulnerability than *S. nigritus*.

All the information on the ecology and reproduction of the species, considered essential to feeding and dynamics of the model (Table 1), were then raised. Every significant aspect to the understanding of social structure and behavioral information were also assessed for information and indirect validation of the model.

---

1. Silva Jr. (2001) elucidated the taxonomy of the genus Cebus, *C. robustus* revalidated as a species. More recently the species was separated into another genus: *Sapajus* (Alfaro et al., 2012).
2.3. Fragmented Penna Model

In order to simulate the Sapajus robustus behaviour in fragmented environment, some adaptations were made in the Penna model. The first is the introduction correct set of parameters (Table 1). In this case, $R = 7$, lifespan=$32$, $B = 1$ and $T = 5$. The second one is the environment. In the original Penna model there is no definition of the environment, or “space” where the dynamics takes place. There is just one environmental parameter, the carrying capacity $K$.

In the fragmented model, the simulations are done in square lattices of size $L = N \times N$, with one individual for cell. In the initial condition of the dynamic $(t = 0)$ the cells are filled randomly with equal amount of males and females, following a density $\rho(0)$. Each cell is labeled according to the sexual status of its individual at present time: (-1) for young males, (-2) sexually mature males, (1) young females, (2) sexually mature females, (3) pregnant and (4) parental care. It is important to note that, even if we do not take into account dispersion and sexual preferences, males and females have different reproductive stages during its lifetime. Pregnant females and females in parentar care are unable to reproduce while those states does not occur in males. The use of so many states are, in this case, necessary to perform a more realistic simulation of this species reproductive behaviour.

The simulation can be summarized as follows. Each time step is considered one year, in this period there are the steps of migration, reproduction, birth and death. At each time step first occurs the displacement of individuals. The sum of empty sites on Moore neighborhood of each individual comprises its space accessible on that dispersion round. After that, the accessible sites are drawn in random order to be occupied by individuals in their neighborhood. When there are more individuals than empty sites, the individuals are chosen randomly. Males are allowed to perform larger displacements than females, since they can cross the border of their territory, under the probability of dispersion $\phi$.

After the dispersion round, it is time for matching and reproduction, given by the following rules:

1. Male and female must be sexually mature, that is, their age must be greater than $R$.
2. Females in parental care state (4) are unable to reproduce during 2 time steps.
3. Females choose males in her Moore neighborhood.
4. One couple will generate an offspring only if there was an empty cell available on neighborhood to be occupied by these offspring.

The displacement of the offspring is leaded by the mother. When the mother moves one cell, the offspring takes the previous mother position, following her

---

2 The Moore neighborhood is defined on a two-dimensional square lattice and is composed of a central cell and the eight cells which surround it.
during 2 time steps, never leaving the mother’s neighborhood. Finally, death comes by disease, for the individuals that reach the threshold $T = 5$.

The last adaptation is regarding to the length of the computer word used to model each individual. In this work, instead using words of 32 bits, each individual is represented by two words of 64 bits. The first 32 positions are “alleles” inherited from parents during sexual reproduction and used on the aging dynamics. The last 32 positions are used to identify the groups in fragmented areas, and called “identification genome”. The presence of this genome introduce the last modification in this version of Penna model. Apart from the random mutations introduced in reproduction, was inspect how similar the “identification genomes” of the parents are. The “identification genomes” are inherited from mothers, having no role in crossing over and reproduction. If the genomes are similar (meaning the parents are closed relatives), another deleterious mutation is introduced. The number of mutations inserted is proportional to the similarity as follows: if the similarity of the couple is in the range $[48, 63]$ (meaning that they have at least one common grandparent), one mutation is added; if the similarity reaches 64 (the couple are brothers), the amount of mutations increase to 3. The similarity of two individual is measured comparing their “identification genomes” one by one, which result in 4 combinations, and choose the greater one as result. The introduction of different mutation rates was done in order to simulate inbreeding.

2.4. Functionality

To test the functionality of the model, the first analysis was performed on the behavior of the population as a function of the initial density ($\rho(0)$). Population at time zero consists of random samples of $N(0)$ individuals with random bit-strings (both chronological genome and identification strings), ages uniformly distributed between 1 and 7 years, and female or male sex equally likely. The density at any time is computed as $\rho(t) = N(t)/L$. Thus, it was necessary to assess what value of initial density would provide "chronological genome" variability for the population, from the point of temporary stabilization of the curve, were able to maintain viable populations for the model simulations. The initial density values ranged from 0.1 to 1.0 for three sizes lattice: $L=10 \times 10$ (100 sites or cells), $L=20 \times 20$ (400 sites or cells), and $L=30 \times 30$ (900 sites or cells) (See Results, subsection 3.1).

The second analysis is related to how the area affects the population behavior. It was done by running the model with same initial condition $\rho(0) = 0.8$ for six different sizes of square lattices. In this case, the effect of area is measured without considering possible interactions between sub-lattices or the influence of variability of the "identification genome" in the results. (Subsection 3.2).

In the subsection 3.3, the same analysis was performed, but individuals, represented by dispersing males, were allowed to migrate from one territory to another. Those fragmented territories are represented by square sub-lattices. In the subsection 3.4 was carried an investigation about the effects of geometric configuration in demographic behavior for each type of sub-lattice with and without dispersion of individuals. Lattices with sizes $L = 100 \times 100$ were divided
into subnets of equal areas, but with different geometric configurations. The different subnets were here inserted to map the classic formation of patches subject to the so-called “edge effects” in fragmented environments [Murcia 1995]. They can also represent the demographic effects caused by loss of effective area in population viability [Fletcher et al. 2007]. The edge effect tends to decrease the amount and diversity of resources, which may disrupt the balance between consumption and production that affect the carrying capacity of the environment [Fagan et al. 1999; Saunders et al. 1991]. Besides directly influencing the mobility of organisms, altering the flow of emigration and immigration (Ries and Sisk 2004).

Finally, in subsection 3.5 a study was developed about the effect that would have on population survival if the migration was made by females instead of males, regarding individuals dispersion. To avoid the influence of the previously observed area effects, it was used a fixed-size square lattice $L = 20 \times 20$ subdivided into four $10 \times 10$ sub-lattices.

3. Results and discussion

3.1. The effect of density in population

For a lattice with $L = 10 \times 10$, considered small, any initial density condition leads to the disappearance of the population without presenting any stability period (Figure 1). However, the behavior of the population becomes different as the initial density reaches 0.5. For initial densities below 0.5, the population fell continuously until the total disappearance of the population, i.e., $\rho(0) < 0.5$ translates into a population on which the number of individuals who have a viable "chronological genome" is insignificant. The model eliminates individuals who fail to reach reproductive age at the threshold $T$. Without a minimum number of breeders, the population tends to quickly fade. It is important to note that, due to the huge simulation time steps, the horizontal time axis was changed to logarithmic. Therefore, the initial density $\rho(0)$ cannot be taken as the intercept of the curves with the y-axis. In this plot, the curves are arranged in decreasing order of $\rho(0)$, starting from $\rho(0) = 1.0$, the uppermost curve, to $\rho(0) = 0.1$, the bottommost one. The same applies to all plots with logarithmic time axis.

Initial densities above 0.5 show a initial drop in population, corresponding to the selection of viable chronological genome (dashed horizontal bar in Figure 1), followed by population growth; these growth rates are increasing functions of initial density values $\rho(0)$. Because space is the limiting factor here, populations behave as confined populations, where not even an increase of individuals selected in time is able to overcome the effects of a small population and low variability. It is possible that parentage factor leads to a rapid population decline due to the increasing number of deleterious mutations, analogous to the expected effects for small populations: such as demographic stochasticity and genetic drift (Young et al. 2000; Allendorf et al. 2013).

Similar outcomes were found for lattices of size $L = 20 \times 20$ (Figure 2), with the minimum viable initial density $\rho(0) = 0.5$. Although, in this case,
Figure 1: The influence of initial density on time evolution of population densities for lattices of size $L = 10 \times 10$. Averaged over 20,000 samples. The horizontal bar indicates the genome selection time period. The curves are arranged in decreasing order of $\rho(0)$, from $\rho(0) = 1.0$ (uppermost) to $\rho(0) = 0.1$ (bottommost), the initial density spacing between the curves is $\Delta \rho(0) = 0.1$. 
populations now have a much longer persistence time, they eventually fade – this is something inherent to the Penna model. Also, larger values of $\rho(0)$ do not result here in longer persistence times, the influence of the space limitation factor.

In lattices of size $L = 30 \times 30$, after the initial “chronological genome” selection, the population recovers and remains at nearly constant density (Figure 3). The extremely low rate of population decline, with no predictable sudden drop even for very long simulation times, make $L = 30 \times 30$ large-size lattices for the model. That is, to a large and densely populated lattice, the effect of the accumulation of deleterious mutations is not observed since a broader range of sexual partners will be present. A discernible effect in space limitation is the saturation of population density for $\rho(0) \geq 0.8$. It is possible to say that the population reaches a steady state for an indefinitely long time, which means that the effect of deleterious mutations does not reach the threshold to take the population to extinction.

Low initial density values lead the population to disappearance in a short time, for all lattice sizes, and also below critical $\rho(0)$ values in viable size areas ($L = 20 \times 20, 30 \times 30$). There is a minimum $\rho(0)$ value 0.5, above which the simulation times were limited by computer available RAM.
Figure 3: The influence of initial density on time evolution of population densities for lattices of size $L = 30 \times 30$. Averaged over 1,000 samples. $L = 30 \times 30$ lattices (bottom plot) can be considered as large, since they can support long standing populations, indicating “genomic” variety persistence. The curves are arranged in decreasing order of $\rho(0)$, from $\rho(0) = 1.0$ (uppermost) to $\rho(0) = 0.1$ (bottommost), the initial density spacing between the curves is $\Delta \rho(0) = 0.1$. 
the population recovers and remains viable. The increased area and density variation from that minimum value will give the population higher survival rates, but always controlled by the environment capacity of the support, represented in this model by the space factor (available sites and isolating areas). In nature the space variable can be represented by the space itself. A good example would be a landscape of small fragments without connectivity; and the effective space or lack of proper resource: a large fragment in size, but composed of advanced forest intercalated with dirty pasture, or an area of mono-specific reforestation could represent a large area in spatial terms, but a non-effective area in ecological requirements.

The model developed was able to exhibit two major aspects related to population dynamics: the relationship between density-dependent growth (Lotka, 1925; Volterra, 1926) and the so-called minimum viable population (Soulé, 1985; Shaffer, 1981).

The density-dependent population growth reveals that low densities are not able to maintain viable populations, because they affect the rate of population growth if the density reaches a critical value. Low densities in nature represent a relationship between reproductive fitness of the individuals of a species and the density of conspecifics (Allee, 1927), lead to a decrease in the population growth and may cause, for example, local extinctions. Several factors are identified as causes of this effect, such as changing the values of sex ratio (Caughley, 1994), susceptibility to predation (Gascoigne and Lipcius, 2004) and especially the demographic aspects, such as active dispersal. For instance, demographic aspects can lead to the decrease in population growth by loss of individuals (Bonte et al., 2004; Young et al., 2000) and genetic factors such as inbreeding depression, result from the effects of genetic drift.

In this model, the concept of a minimum viable population was evidenced by the existence of a minimum viable density $\rho(0) \sim 0.4$. Minimum viable population or minimum number of individuals in an ideal area refers to a minimum population capable of ensuring the persistence of the population in a viable state for a given time interval (Rai, 2003), i.e. maintaining gene flow and genetic diversity (Allendorf et al., 2013).

3.2. Effect of area in population behavior

Based on the results of density observed for three lattice sizes, $\rho(0) = 0.8$ was adopted to test the model and analyze other parameters. A density 0.8 is able to support a sufficiently large variability of chronological genomes so that initial density is not a bias in the evolution of the model.

Six different sizes of square lattices were considered and results can be found in Figure 4. Clearly the lattice size (area) directly affects the viability of the population. Disregarding the initial occupation effect, a population confined to a small area tends to fade much faster than a population with the same rate of occupancy in a large area. Another behavior extract from this graph is that populations in a small lattice, although they can recover from the chronological genome selection, they do not maintain stabilized values, that is, the behavior is always downward to extinction. From $L=20 \times 20$ on, it is observed the existence
of a period of population stability, the length of which increases as lattice size increases, reaching a size of $30 \times 30$, where the space effect ceases. $\text{L}=30 \times 30$ would then be an area size capable of maintaining a viable population for an indefinitely long period of time.

The effects of mutation accumulation seem to be diluted for large lattices. Since in this case, more groups with different “identification genomes” are present and also space mobility is greater, the population probably evolves with a weaker spatial correlation between siblings and parents, decreasing the probability of inbreeding. This aspect is further discussed ahead, when the inbreeding rate was analyzed in different scenarios.

Small lattices represent areas unable to maintain viable population for a long time. Two recent studies have shown the effects of area on the richness and abundance of primates: [Boyle and Smith (2010)] analyzed the distribution and persistence of six species of primates found in forest fragments, isolated from the year 1989 in the Brazilian Amazon. They have found a direct correlation between the wealth of primates and the size of the fragments. [Harcourt and Doherty (2005)] conducted a comprehensive analysis of the species-area relationship for tropical forest primates in studies compiled for about 133 fragments, distributed in 33 areas of the five continents. Data analysis indicated that the wealth and the proportion of the wealth of primates decrease in an almost linear relationship with the area of the fragment.

In this model the area showed an almost direct relation to population den-
3 RESULTS AND DISCUSSION

Lack of resources limits growth, leading to the intrinsic effects of small populations. On the other hand, a large area with few individuals and no external inputs (no migration) will suffer almost the same effect as a small, densely populated area: fewer individuals, fewer players, changes in the reproductive rate and low variability (genetic diversity) – "identification genomes". It is worth noting, however, that in nature, this relationship may vary considering intrinsic factors of the ecology of species. As example, the size of the living area (Mitani and Rodman, 1979; Pearce et al., 2013), body size (Bennett, 2009) and the degree of specialization with regard to ecological requirements (Chaves et al., 2012; Dale et al., 1996; Gascon et al., 1999; Püttker et al., 2013) becoming something more or less susceptible to the mentioned effects.

Studies for the genus *Cebus* showed that most species have large living areas, although they are able to keep up with high densities in small areas due to two main factors: the type of resources available in the area and; the ability to exploit the resources seasonally (Fragaszy et al., 2004). Although this model is not able to describe the individual contribution of each resource factor that controls the population dynamics of the species in the wild, the occupation of sites and parentage parameters have represented, so far, the general behavior of the population from critical levels of survival (a small, isolated area) to viable levels (a large continuous area).

3.3. The viability of population in square fragments

Considering a lattice of intermediate size, considering 400 sites for each sub-lattice (area), it is observed that from a (across the border) dispersion rate of $\phi = 0.2$ the effects of variability can modify the behavior of the curve; although it will not generate increased survival (Figure 5). Thus, this value was defined as the cutoff, maintaining a dispersion of active probability throughout life, from 7 years old, and for males only.

When evaluating the effect of dispersion for different sizes of square sub-lattice, the change in the behavior of demographic population seems to be ineffective since even by increasing the size of lattices, i.e. eliminating the effect of the area, the dispersion changes the rate of population growth without, however, increasing the survival rate (Figure 6). For small sublattices (10 × 10 and 15 × 15) dispersing the population leads to a more rapid decrease, making it clear again that the effects of density (initial density) and the lattice size (size of the available area) reflects directly on the viability of the population. The flow of reproductive partner migrating from one lattice to another is insufficient to cause a visible change since the number of individuals as a whole is insufficient for the simple reproduction behavior. In this conformation, migration may represent a larger loss for the origin territory than it is a gain to the destination patch, which may be already irreversibly doomed.

The disappearance of the population with and without dispersion occurs essentially at the same time step, representing long-term absence of effective flow considering the behavior of the model (Figure 7). The behavior of dispersion of viable sub-lattice (L = 20 × 20) seems to work as a leakage flux of males between different social groups within a continuous area. The flow occurs
Figure 5: Effect of dispersion in a lattice size $L = 40 \times 40$ subdivided into four sublattices of $L = 20 \times 20$ with an initial density $\rho(0) = 0.8$. The curves, from bottom to top, are for dispersion probability $\phi = 0.0, 0.1, 0.2, 0.3, 0.6, 0.8$ and 1.0.
within the Hardy-Weinberg Balance for males (constant allelic frequency), i.e., maintaining the genetic diversity of the population. Thus, other factors such as space, resource competition and predation will control and maintain the population at a value of dynamic equilibrium (Weinberg, 1908). The dispersion, for this lattice configuration, will not alter survival, which is already controlled by the carrying capacity of the environment. Noting that the disappearance of the entire population, even for viable lattice sizes, is a consequence of the accumulation of deleterious mutations, inherent to the original model itself.

3.4. The viability of population in sub-lattices with different geometric configurations

Strictly considering the model, the behavior of populations differ for each type of sublattice because the movement changes. The Figure 7 shows the effect of the width by the length (perimeter/area) directly affects the behavior of graphics. The lower the perimeter/area ratio the greater the viability of a population (1.04; 0.58; 0.5; 0.4). Each sublattice edge will offer different possibilities of internal displacement according to the position of the individual. In 02 × 50 sublattices there are fewer opportunities for displacement: there are at most (05) five shift positions inside the sublattice and up (05) five positions of choice for dispersion considering that this individual is positioned in top or bottom edge of its territory. In addition, if a female chooses a partner, but has no available space to allocate their offspring, the newborn dies. At the other
Figure 7: Density $\rho$ as a function of time ($t$) for a lattice size $L = 100 \times 100$ subdivided into sublattices of different aspect ratios. Four geometric sublattice configurations were considered, from bottom to top, $2 \times 50$, $4 \times 25$, $5 \times 20$ and $10 \times 10$; all of them 100-site in area size. Initial density $\rho(0) = 0.8$.

... extreme, to a sublattice $10 \times 10$ the edge effects practically do not exist, since the possibilities of displacement and dispersion are virtually total (08 possibilities for movement and dispersion) for any position of the sublattice. In this case, the behavior will be dictated by total area and not by perimeter ratio. Since it remains a small lattice, the population tends to disappear in a relatively short time interval.

The dispersion is expected to be capable of preventing the extinction of populations by working as a mechanism of genetic exchange and maintenance [Hanski, 2001]. However, their demographic behavior when subject to an active dispersal in 100-site sublattices, was decreasing until the total disappearance of the population in all sublattices. Although one can observe a period of population growth until reaching a maximum value for sublattices of $L = 05 \times 20$, and $10 \times 10$, the density increase does not influence survival of populations, possibly due to the effect of small populations (Figure 8).

Thus, the contribution of “identification genomes” brought by dispersing individuals among small populations cannot cause changes that would bring the survival of population. Instead, the dispersion leads to a curve behavior with a sharpen drop. The model does not consider the continuous flow between fragments, that is, a meta-population behavior. That would even the loss of balance between individuals and maintain patches as a single functional population [Hanski and Gaggiotti, 2004]. Thus, the dispersion between small lattices, in this model, represents a loss of isolated individuals, since there is no
3 RESULTS AND DISCUSSION

Figure 8: Density $\rho$ as a function of time for a lattice size $L = 100 \times 100$ subdivided into 100 sublattices of different aspect ratios of 100 site. Dashed lines represent the cases where migration was allowed, $\phi = 0.2$. Continuous lines show the simulations without migration. Four geometric sublattice configurations were considered, from bottom to top and both for continuous line and dashed line, $02 \times 50$, $04 \times 25$, $5 \times 20$, $10 \times 10$. Initial density $\rho(0) = 0.8$. 
guarantee that the individual will emigrate to a lattice minimally populated.

For 200 × 200 lattices with sub-lattices of 400 sites, the same behavior found for sub-lattices of 100 sites is observed, on a much longer time, however (Figure 9). That shows the influence that the area plays in maintaining a population. By quadruplicating the area, considering the configuration of the sublattice of L = 02 × 50 to 100 sites and L = 04 × 100 to 400 sites, sublattice that would have similar geometric configuration, the average survival increases by a factor of six.

By introducing the dispersion model for sublattices with L = 400 sites, the observed demographic behavior completely changes (Figure 9) leading to believe that the effect of dispersion only makes sense when related to a (critical) minimum population size. The minimum value relates to the inflow and outflow of individuals, i.e. the model indicates there must be a balance between migrants and immigrants to the variability of “identification genomes” effectively raise survival chances.

In natural environments, the minimum population amount to be benefited with different populations of alleles inputs may not be related to an absolute value, as noted in the model, but an ecological value, such as a balance between active adults. Often, a few immigrants should be able restore the genetic diversity (Mills and Allendorf 1996).

Figure 8 shows a high rate of population growth, after selecting the “chrono-
Figure 10: Chronological genome variability for different area sizes. The time evolution of the fraction $\theta_{64}$ of mating between relatives with identical pairs of identification genomes is here shown for lattices of sizes $10 \times 10$, $15 \times 15$ and $20 \times 20$. Large oscillations can be seen when population becomes so small that statistical deviations get rather large. Initial density $\rho(0) = 0.8$ and $\phi = 0$; logical genome”, until reaching a maximum value (for $L = 05 \times 20$ and $10 \times 10$ lattices), momentarily reducing the effect of accumulation of deleterious mutations. This maximum density may represent an ecological value that restores genetic diversity in nature. However, as the limiting factor in the model is the space, the population has a higher rate of encounter (mating) between relatives in small lattices. That quickly eliminates the effect of variability, increasing the accumulation of deleterious mutations and leading to population decline. In nature, the decrease is not due to to genetic effects, but the effects of lack of resources since the populations are isolated in small areas.

Thus, as observed in the model, in order to achieve survival, ie, demographic recovery, there must be resources available (sites, in the model). The entry of individuals in isolated populations can recover genetic diversity, but can not lead to population survival. Thus, even if dispersion is present, the recovery of populations in fragmented landscapes must come associated with measures to ensure the connectivity of the landscape, such as the formation of ecological corridors that increase the effective area; also the recovery of degraded areas, with reforestation involving native species and increase of food items.

Figure 10 makes clear the effect of the area relative to the size of the population, at a fixed density in variability of identification genomes in the population. Once the density is fixed, the larger the lattice is, the higher will be the number of individuals and therefore the smaller the fraction $\theta_{64}$ of matings
between individuals of identical pairs of identification genomes. Over time the amount tends to reach a plateau, given the behavior of the model, i.e a function of predicted accumulation of deleterious mutations. In the final steps of time, the oscillatory behavior (high variance) of $\theta_{64}$ is a function of the density or its absence, down to the point where population vanishes. To obtain increased survival from individuals flow, the minimum area and the geometric conformation of the fragments must be taken into account. In nature, immigration is related to the distance between fragments and the type of matrix found in the surroundings. Therefore, no neighborhood effect (availability of sites) is present. In this model, this effect works as the support capacity of the fragment, so that fragments with high perimeter/area ratios present little core area and are unable to provide suitable amounts of resources.

In order to analyze the accumulation of deleterious mutations it was plotted the fraction of population that reach the threshold $T = 5$, ($T_5$) as a function of age; i.e. at what age the individuals are doomed to die, for different times (Figure 11). Note that as the time passes, the 5th expressed disease occurs to younger ages due to the effect of inbreeding in the population. It is know that inbreeding is more likely when smaller is the population, and fragmented landscapes tends to decrease the population size once the individuals are trapped in

---

4It is important here to note that, once all individuals are diploid, 5 deleterious mutations does not imply in 5 expressed diseases, due effects of dominance. That way, in the text, we refer to threshold $T=5$ or $T_5$, when the individual suffers 5 accumulative diseases.
Figure 12: Fraction of population that reach the threshold of \( T = 5 \) structured by age, in a lattice of \( 20 \times 20 \) and \( t = 50000 \) for Penna Model (triangles), Fragmented Penna Model with no dispersion (squares) and Fragmented Penna Model with dispersion rate of \( \phi = 0.3 \) (circles).

3.5. Preservation: Effect of dispersion and variability of “chronological genome” (gene flow) for females

The results found showed a completely different behavior from that observed previously for males, allowing a considerable survival for the population. When migration of females was imposed, the expected behavior of the model for indi-
Figure 13: Occupation density $\rho$ as a function of time for a $20 \times 20$ square lattice split into four $10 \times 10$ sub-lattices. The effects of different dispersion coefficients for males were evaluated, the full lines from bottom to top are $\phi = 0.0, 0.1, 0.2, 0.3, 0.4, 0.6, 0.8$ and $1.0$. The special case where the migration of females is allowed, $\phi = 0.2$, instead of males, was also evaluated, leading to significantly different results in survival (dashed line).

This effect may have been caused by the increased breeding chances of the immigrant individual, since it is the female who chooses to which partner available in her neighborhood she will mate. By moving from one sublattice to another and meeting females, the chances of success of an immigrant male is $1:8$ to be chosen by females of the new group. These chances increase now to $7:8$ if a female immigrant meets male neighbors. A male can be surrounded by females, but may simply not be chosen. With the dispersion of females, the reproductive success, at every time step, inserts new individuals in the population that can also reproduce and gradually increase the variability in the population.

It was expected at first that the rate of variability and density would be more effective with the dispersion of males because males may mate with different females in the same time step. However, for a small lattice breed with several females means generating many brothers and sisters with few sites for displacement, which ends up increasing the chances of meeting and mating between siblings. In this way, the effect of deleterious mutations accumulation will overcome the effect of variability of an immigrant in the population.

Commonly a male can mate with more than one female in a single reproductive event, subject to the existing hierarchical relations for capuchin mon-
4 CONCLUSION AND FUTURE PERSPECTIVES

A multi-male, multi-female system (Fragaszy et al., 2004) is in the present model, this effect is controlled by female choices. In nature the failure of male immigrants can be brought about by species behavioral effects, such as male acceptance in the new group, by males and females, where these choose which and how many males they want to mate (Fragaszy et al., 2004). In addition, the capuchin monkey females are said promiscuous, with the alpha male being given priority over matings, although every one may mate (Alfaro, 2005; Carosi, M. Linn, G. Visalberghi, 2005). Thus, copulation is not a guarantee of reproductive success and the male can take more than a reproductive cycle to pass on their genes to future generations.

4. Conclusion and Future Perspectives

This model was able to describe changes in viability and population dynamics of the species crested capuchin considering critical levels of survival in a fragmented environment. The effects generated by the amount, shape and isolation degree of habitat patches available; dispersal ability of species in different matrices; and effective population size, represented in the model by population density. The simulations results had a refined correspondence with what is expected to be found in the real space, enabling conservation implications. May be cited: 1) The effects of density (initial density) and lattice size (size of the available area) reflects directly in viability of the population. 2) The disappearance of the whole population, viable even for trellis size, is a consequence of deleterious mutations accumulation, inherent to the original model. An analogy to what is found in the effective size of a population. 3) The lower the perimeter/area ratio is; the greater is the viability of a population. 4) Dispersion between small lattices, in this model, represents a loss of isolated individuals. 5) In order to achieve survival (demographic recovery); there must be resources available, represented in the model by empty sites. 6) Even if the dispersion is observed, the recovery of populations in fragmented landscapes should come associated with measures to ensure the increase of the area for the species. 7) The increase in population survival, even with individuals’ dispersion, depends on the minimum area and the geometric conformation of the fragments. 8) Migration of females affects the behavior of the individuals’ extinction by the accumulation of deleterious mutations, more than in the case of males’ displacement.

Finally, it is believed that the overlap of a lattice containing attributes of the geographic space in this model (considering potential locations of species occurrence) is able to generate future extrapolations, with more reliable demographic values, in order to establish the species protection strategies.
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