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Abstract. We consider the steady fractional Schrödinger equation $Lu + Vu = f$ posed on a bounded domain $\Omega$; $L$ is an integro-differential operator, like the usual versions of the fractional Laplacian $(-\Delta)^s$; $V \geq 0$ is a potential with possible singularities, and the right-hand side are integrable functions or Radon measures. We reformulate the problem via the Green function of $(-\Delta)^s$ and prove well-posedness for functions as data. If $V$ is bounded or mildly singular a unique solution of $(-\Delta)^s u + Vu = \mu$ exists for every Borel measure $\mu$. On the other hand, when $V$ is allowed to be more singular, but only on a finite set of points, a solution of $(-\Delta)^s u + Vu = \delta_x$ exists if and only if $h(x) = V(x)|x-y|^{-(n+2s)}$ is integrable on some small ball around $x$. We prove that the set $Z = \{ x \in \Omega : no solution of (-\Delta)^s u + Vu = \delta_x exists \}$ is relevant in the following sense: a solution of $(-\Delta)^s u + Vu = f$ exists if and only if $|\mu|(Z) = 0$. Furthermore, $Z$ is the set points where the strong maximum principle fails, in the sense that for any bounded $f$ the solution of $(-\Delta)^s u + Vu = f$ vanishes on $Z$.

1. Introduction and outline of results. We study equations of the form

$$
\begin{cases}
Lu + Vu = f & \Omega, \\
u = 0 & \partial \Omega \ (\text{resp. } \Omega^c),
\end{cases}
\tag{P_V}
$$

where $L$ is an integro-differential operator, we are thinking of the usual Laplacian or one the usual fractional Laplacians $(-\Delta)^s$ posed on a bounded domain $\Omega$ of $\mathbb{R}^n$, where $n \geq 3$ and $0 < s \leq 1$. $V$ (the potential) is a nonnegative Borel measurable function. In the paper we will assume Dirichlet boundary conditions to focus on the most relevant setting, but this is in no way essential. We recall that for nonlocal operators boundary conditions are usually replaced by exterior conditions. There are excellent references to nonlocal elliptic equations, both linear and nonlinear, see e.g. [8, 9, 10, 18, 27].
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We have recently studied Problem (P_V) in [15], in the case where L is the so-called restricted fractional Laplacian on a bounded domain. The problem was solved for all locally integrable potentials \( V \geq 0 \) and all right-hand data \( f \) in the weighted space \( L^1(\Omega, \text{dist}(\cdot, \Omega^c)^s) \), which turns out to be optimal for existence and uniqueness of so-called very weak solutions.

The aim of the present paper is to extend the theory in two directions. Firstly, we want to consider a general class of operators for which a common theory can be constructed. This part of the paper encounters no major obstacles once the proper functional setting is found involving the properties of the Green functions.

Secondly, we want to extend the theory from integral functions \( f \) to Radon measures \( \mu \). In doing that we will find a delicate existence problem when the potential \( V \) is singular and \( \mu \) is a measure, since \( V \) and \( \mu \) may be incompatible. We want to understand this difficulty by characterizing and describing the situation when nonexistence happens. We start by introducing a suitable concept of generalized solution obtained from natural approximations. This kind of approximation process gives rise to candidate solutions often known as SOLA solutions or limit solutions when they are admissible solutions.

Finally, we describe what happens to the approximations in case of nonexistence: the limit solves the modified problem corresponding to a reduced measure \( \mu_r \) instead of \( \mu \). Reduced measures are compatible with \( V \) and the solution to the problem with \( V \) and \( \mu_r \) is a kind of closest admissible problem to the original one.

Redefinition of the problem for general operators. We will follow a trend that has been successfully used in the recent literature on elliptic and parabolic equations involving fractional Laplacians, cf. [4, 5, 3] which consists in recalling that the main fractional operators that appear in the literature have a Green operator \( G : f \mapsto u \), where \( u \) is the unique solution of the inverse problem

\[
\begin{cases}
(-\Delta)^s \pi = f & \Omega, \\
\pi = 0 & \partial \Omega \text{ (resp. } \Omega^c). 
\end{cases}
\]

(P_0)

This solution is given by

\[
\pi(x) = G(f)(x) = \int_{\Omega} G(x, y) f(y) dy.
\]

(G)

The important point is that \( G \) has very good functional properties acting on classes of continuous or \( L^p \) data \( f \). We will list below in Section 1.2 the specific assumptions that determine the class of operators \( G \) that we can consider. In Section 1.3 we make sure that main examples of fractional operators are included. The Green operator approach is quite efficient and leads us to propose a suitable definition of solution.

**Definition 1.1.** A dual solution of (P_V) for data \( f \in L^1(\Omega) \) is a function \( u \in L^1(\Omega) \) such that

\[
\begin{align*}
V u &\in L^1(\Omega) \quad (1.1a) \\
u &\in G(f - Vu) \quad (1.1b)
\end{align*}
\]

In Section 3 we show how this definition matches previous notions: very weak solutions and weak-dual solutions. See in this respect previous proposals like those of [4] and [3] dealing with nonlinear parabolic problems and elliptic problems, resp.
1.1. Outline of results. We state the main contributions.

Results for operators without potentials. Section 2 contains general facts about the action of operators $\mathcal{G}$ with attention to covering the examples of operators introduced in Section 1.2. Due to (G4) we show by duality that $\mathcal{G} : \mathcal{M}(\Omega) \rightarrow L^1(\Omega)$ and, hence, (1.1) can be extended to the case where $f \in L^1(\Omega)$ is replaced by a measure $\mu \in \mathcal{M}(\Omega)$. In Section 3 we discuss the definition of dual, weak-dual and very weak solutions for the problem with and without a potential $V$.

Results for operators with bounded potentials. Section 4 presents the general existence and uniqueness theory under the assumptions that $V$ is bounded while $f$ is merely integrable. In other words, we construct the operator $\mathcal{G}_V$ for $V \in L^\infty$. The solution is constructed as a fixed point.

Uniqueness for general potentials. In Section 5 we prove that, under some assumptions on $\mathcal{G}$, there exists at most one solution of (1.1). When it exists, it will obtained as $\mathcal{G}_V(\mu)$. The difficult question is whether this solution exists in the sense of our definitions. In Section 6 we prove uniqueness for $V \geq 0$ and $f$ merely integrable.

Results for integrable potentials and data. In Section 6 we deal with the case: $f,V \in L^1(\Omega)$. In paper [15] we were interested in understanding the effect of a singularity of $V$ at the boundary, and so we chose $V \in L^1_{\text{loc}}(\Omega)$, $fd(x,\Omega^c) \in L^1(\Omega)$ and we also studied the Restricted Fractional Laplacian $((−\Delta)^s_{\text{RFL}})$ as operator. Under those circumstances we proved existence in all cases, because we restricted to functions. Our approach of double limit used in that paper will still work here, for general $((−\Delta)^s)$, when $(f,V) \in L^1(\Omega) \times L^1_{\text{loc}}(\Omega)$.

Interaction of singular potentials and measures. We now turn our attention to the existence theory when the integrable function $f$ is replaced by a measure $\mu$. The problem lies in the interaction of the measure with an unbounded potential $V \geq 0$. We find an obstacle to existence if $V$ is too singular at points where the measure has a discrete component.

In order to focus on the main obstacle, we consider only potentials $V \geq 0$ with isolated singularities. The precise condition is as follows: $V$ will be singular, at most, at a finite set $S \subset \Omega$ and

$$V : \Omega \rightarrow [0, +\infty] \text{ is measurable and } L^\infty\left(\Omega \setminus \bigcup_{x \in S} B_\rho(x)\right) \text{ for all } \rho > 0, \quad (V1)$$

Notice that we specify no particular rate of blow-up at the points of $S$.

In Section 7 we introduce the approximation method by means of bounded regularized potentials $V_k = V \wedge k$, that will lead us to the existence of a well-defined limit, that we call the Candidate Solution Obtained as Limit of Approximation (CSOLA). This works for all Radon measures $\mu$ as right-hand side. In the case where $f \in L^p(\Omega)$ we prove existence of a dual solution as a limit of $\mathcal{G}_{V_k}(f)$, and we study the limit operator $\mathcal{G}_V$.

Characterizing solvability and describing non-existence. In Section 8 we address the question of nonexistence when $\mu$ and $V$ turn out to be incompatible. As the most representative instance, we first address the case where $\mu$ is a point mass and describe what happens when no solution exists in the form of concentration phenomenon for $Vu$. In that case, it happens that if $u_k$ is the sequence of
approximate solutions, then
\[ u_k \rightarrow 0, \quad \text{and} \quad V_k u_k \rightarrow \delta_{x_0}. \] (1.2)

This allows to introduce the set \( Z \) of incompatible points
\[ Z = \{ x \in \Omega : \text{there is no dual solution of (1.1) when} \ \mu = \delta_x \}. \] (1.3)

We also have the concept of reduced measure. For a measure with support intersecting \( Z \), the obtained CSOLA is not a solution of \((P_V)\) with data \( \mu \), but it is the solution corresponding to a reduced measure associated to \( \mu, V \) and \( G \), which is given by
\[ \mu_r = \mu - \sum_{x \in Z} \mu(\{x\}) \delta_x. \] (1.4)

The notion of reduced measure was introduced by Brezis, Marcus and Ponce [6, 7] in the study of the nonlinear Poisson equation \(-\Delta u + g(u) = \mu\). See precedents in [1, 30]. A excellent general reference is [24].

**Properties of the solution operator when \( V \) is singular.** We study the limit operator \( \tilde{G}_V : \mathcal{M}(\Omega) \rightarrow L^1(\Omega) \) that we call the CSOLA operator. This leads to the questions of the next paragraph.

**Z and the loss of the strong maximum principle.** In Section 10 address the problem of better understanding \( Z \). First, we relate the solvability of the problem with a delta measure at a point \( x_0 \in S \) with the set of points where the Strong Maximum Principle does not hold for solutions with bounded data. In this investigation we follow ideas developed by Orsina and Ponce for the classical Laplacian [23]. More precisely, we show that a set of universal zeros is precisely the set of incompatible points, i.e.
\[ Z = \{ x \in \Omega : \mathcal{G}(f)(x) = 0 \ \forall f \in L^\infty(\Omega) \} \] (1.5)

This can be easily explained in Theorem 10.1 by the fact that the kernel \( \mathcal{G}_V \) of the operator \( \mathcal{G}_V \) vanishes:
\[ x \in Z \iff \mathcal{G}_V(x, y) = 0, \ \text{a.e.} \ y \in \Omega. \] (1.6)

In fact the kernel \( \mathcal{G}_V \) induces an operator \( \tilde{\mathcal{G}}_V \) which extends \( \mathcal{G}_V \), but does not necessarily give solutions of (1.1). Furthermore,
\[ \mathcal{G}_V(\delta_x) \text{ is defined } \iff \tilde{\mathcal{G}}_V(\delta_x) \neq 0. \] (1.7)

The existence of this set \( Z \) set is caused by \( V \).

Work in this direction for the classical Laplacian using capacity can be found in [26].

**Complete characterization of \( Z \).** Finally, under our assumption that \( V \) has only isolated singular points, \( Z \) is completely characterized in Theorem 10.2 by the condition
\[ x \notin Z \iff \int_{B_\rho(x)} \frac{V(y)}{|x - y|^{n+2s}} dy < +\infty \quad \text{for some} \ \rho > 0 \ \text{small enough}. \] (1.8)

Notice that, naturally, \( Z \subset S \).

**Comments.** Our results on singular potentials extend to fractional operators the results in [23] when \( S = \{ x : V(x) = +\infty \} \) is a discrete set. However, our approach to the proof is completely different. We prove a solution exists if and only if it is the limit of approximating sequences corresponding to a cut-off \( V_k = V \wedge k \), and we
carefully study this limit. We explain what the limit is in all cases. Actually, we have seen that in the case of nonexistence, a degenerate situation happens where a part of the singular data $\mu$ remains concentrated as the singular part of the limit of the potential term $Vu$.

1.2. Basic hypothesis on $G$. We list the properties that we will use in the study. All of them are satisfied by the Green operators that are inverse to the usual Laplacians with zero Dirichlet boundary or external conditions.

(i) $G$ is symmetric and self-adjoint in the sense that

$$G(x, y) = G(y, x).$$

(G1)

(ii) We assume $n \geq 3$ and we have the estimate

$$G(x, y) \approx \frac{1}{|x - y|^{n-2s}} \left( \frac{\delta(x)\delta(y)}{|x - y|^2} \wedge 1 \right)^{\gamma}.$$  

(G2)

We call $0 < s \leq 1$ the fractional order of the operator by copying from what happens for the standard of fractional Laplacians, while $0 < \gamma \leq 1$ distinguishes between the different known cases fractional Laplacians via the boundary behaviour.

In some cases it could be sufficient to require that for every compact $K \Subset \Omega$ we have

$$0 < c_K \frac{|x - y|^{n-2s}}{|x - y|^{n-2s}} \leq G(x, y) \leq C_K \frac{|x - y|^{n-2s}}{|x - y|^{n-2s}},$$

but this not generally used.

(iii) Furthermore, we need positivity in the sense that

$$\int_{\Omega} f G(f) \geq 0 \quad \forall f \in L^2(\Omega)$$

(G3)

The hypothesis above often follows from the stronger property of coercivity that holds for the standard versions of fractional Laplacian in forms like

$$\|(-\Delta)^{s/2} u\|_{L^2} \leq \int_{\Omega} u(-\Delta)^s u.$$  

(1.10)

Putting $f = Lu$ so that $u = G(f)$, we get

$$\| G(f) \|^2 \leq \int_{\Omega} G(f) f.$$  

(1.11)

(iv) Lastly, we assume $G$ is regularizing in the sense that

$$G : L^\infty(\Omega) \to C(\overline{\Omega}).$$  

(G4)

Conditions for this property to hold are well-known for the main fractional operators (see, e.g., [27] and the references therein). In the case of the most common choice, Restricted Fractional Laplacian (RFL) we refer to [28]). For the Spectral Fractional Laplacian (SFL) a convenient reference is [11].

Interior regularity is usually higher (see [13]). A general reference to fractional Sobolev spaces, embeddings and related topics if, or instance, [14].

1.3. Usual examples of admissible operators.

1.3.1. The classical Laplacian $-\Delta$. In this case it is known

1. (G2) holds with $s = 1$ and $\gamma = 1$.
2. (G3) is well known.
3. The regularization (G4) is a classical result. See, e.g., [17, 19].
1.3.2. Restricted fractional Laplacian \((-\Delta)^{s}_{RFL}\). This operator is given by
\[
(-\Delta)^{s}_{RFL} u(x) = c_{n,s} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x-y|^{n+2s}} dy
\] (1.12)
where \(u\) is extended by 0 outside \(\Omega\). In this case it is known
1. (G2) holds with \(0 < s < 1\) and \(\gamma = s\)
2. (G3) since, for \(f \in L^\infty(\Omega)\)
\[
\int_{\Omega} f \mathcal{G}(f) = \int_{\Omega} (\Delta)^{s} \mathcal{G}(f) f = \int_{\Omega} |(-\Delta)^{s/2} \mathcal{G}(f)|^2 \geq 0.
\] (1.13)
For the remaining functions we apply density.
3. The regularization (G4) is proven via Hörmander theory. See, e.g. [20, 28].

1.3.3. Spectral fractional Laplacian \((-\Delta)^{s}_{SFL}\). This operator is given by
\[
(-\Delta)^{s}_{SFL} u(x) = \sum_{i=1}^{+\infty} \lambda_i^s u_i \varphi_i(x)
\] (1.14)
where \((\varphi_i, \lambda_i)\) is the spectral sequence of the Laplacian with homogeneous Dirichlet boundary condition and \(u_i = \int_{\Omega} u \varphi_i\). In this case it is known
1. (G2) holds with \(0 < s < 1\) and \(\gamma = 1\)
2. (G3) since, for \(f \in H^1(\Omega)\)
\[
\int_{\Omega} f \mathcal{G}(f) = \sum_{i=1}^{+\infty} \lambda_i^s f_i^2 \geq 0.
\] (1.15)
3. The regularization (G4) can be found in [11].

1.3.4. Other examples. There are a number of other operators that can be considered like the Censored (or Regional) Fractional Laplacian which is described in many references, like [3].

2. The elliptic equation without potential.

2.1. Immediate properties. The following are immediate consequence of the kernel representation

**Lemma 2.1.** Assume that \(\mathcal{G}(x,y) \geq 0\). Then, the Green operator (G) is monotone in the sense that
\[
0 \leq f \in L^\infty(\Omega) \implies 0 \leq \mathcal{G}(f).
\] (2.1a)
If, furthermore, (G1) then (G) is self-adjoint:
\[
\int_{\Omega} \mathcal{G}(f) g = \int_{\Omega} f \mathcal{G}(g) \quad \forall f, g \in L^\infty(\Omega).
\] (2.1b)

**Proof.** For the monotonicity we simply take into account that \(\mathcal{G} \geq 0\) and therefore \(\mathcal{G}(x,y) f(y) \geq 0\). To show that it is self-adjoint we compute explicitly
\[
\int_{\Omega} \mathcal{G}(f)(x)g(x)dx = \int_{\Omega} \left( \int_{\Omega} \mathcal{G}(x,y)f(y)dy \right) g(x)dx \\
= \int_{\Omega} \int_{\Omega} \mathcal{G}(x,y)f(y)g(x)dydx \\
= \int_{\Omega} \int_{\Omega} \mathcal{G}(y,x)f(y)g(x)dxdy \\
= \int_{\Omega} \int_{\Omega} \mathcal{G}(y,x)g(x)dxg(y)dy \\
= \int_{\Omega} f(y)\mathcal{G}(y)g(y)dy \\
\tag{2.2}
\]

This completes the proof. \qed

2.2. Regularization.

**Theorem 2.1.** If \( f \in L^p(\Omega) \) then \( \mathcal{G}(f) \in L^q(\Omega) \) for all \( 1 \leq q < Q(1) = \frac{n}{n - 2s} \).

Furthermore \( \mathcal{G} : L^p(\Omega) \to L^q(\Omega) \) is continuous.

Our aim is to apply the Riesz-Thorin interpolation theorem (see, e.g., [29]).

**Theorem 2.2** (Riesz-Thorin convexity theorem). Let \( T \) be a linear operator such that

\[
T : L^{p_i}(\mathbb{R}^n) \to L^{q_i}(\mathbb{R}^n), \quad i = 0, 1 \tag{2.3}
\]

is continuous for some \( 1 \leq p_0, p_1, q_0, q_1 \leq +\infty \) and let, for \( \theta \in (0, 1) \) define

\[
\frac{1}{p_\theta} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1}, \quad \frac{1}{q_\theta} = \frac{1 - \theta}{q_0} + \frac{\theta}{q_1}. \tag{2.4}
\]

Then

\[
T : L^{p_\theta}(\mathbb{R}^n) \to L^{q_\theta}(\mathbb{R}^n) \tag{2.5}
\]

is continuous. Furthermore

\[
\| T \|_{L^{p_\theta}(\mathbb{R}^n)} \leq \| T \|_{L^{p_0}(\mathbb{R}^n), L^{q_0}}^{1 - \theta} \| T \|_{L^{p_1}(\mathbb{R}^n), L^{q_1}}^\theta. \tag{2.6}
\]

**Proposition 2.1.** Let \( f \in L^1(\Omega) \). Then \( \mathcal{G}(f) \in L^q(\Omega) \) for \( 1 \leq q < Q(1) = \frac{n}{n - 2s} \) and the map \( \mathcal{G} : L^1(\Omega) \to L^q(\Omega) \) is continuous.

We split the proof in some lemmas. The two first lemmas can be found in [3] and are given here for the reader’s convenience.

**Lemma 2.2.**

\[
\int_{\Omega} |\mathcal{G}(x,y)|^qdy \leq C, \quad \text{where} \quad 1 \leq q < \frac{n}{n - 2s}, \tag{2.7}
\]

and \( C \) does not depend on \( x \in \Omega \).

**Proof.** We take \( R \) large enough so that \( \Omega \subset B_R(x) \) for every \( x \in \Omega \). We have that

\[
\int_{\Omega} |\mathcal{G}(x,y)|^qdy \leq C \int_{\Omega} |x-y|^{(2s-n)q}dy \\
\leq \int_{B_R(x)} |x-y|^{(2s-n)q}dy \\
\leq C \int_0^R r^{(2s-n)q}r^{n-1}dr \leq C \tag{2.8}
\]

if \( (2s-n)q + n > 0 \). In other words if \( q < \frac{n}{n - 2s} \). This completes the proof. \qed
We have that, for any Theorem 2.3.

Proof. Through H"older’s inequality

\[ |G(f)(x)| = \left| \int_\Omega G(x,y)f(y) \right| \leq \int_\Omega |G(x,y)f(y)| \leq \|G(x,\cdot)\|_q\|f\|_{q'} \leq C\|f\|_{q'}. \]

and this holds uniformly on \( x \in \Omega \). \qed

We can now prove the theorem.

Proof of Theorem 2.1. Due to the Riesz-Thorin interpolation theorem since \( G : L^1(\Omega) \to L^\gamma(\Omega) \) with \( 1 \leq \gamma < Q(1) \) and \( G : L^\infty(\Omega) \to L^\infty(\Omega) \) then \( G : L^p(\Omega) \to L^{p\gamma}(\Omega) \). Therefore \( G : L^p(\Omega) \to L^{\gamma p}(\Omega) \) for where \( 1 \leq q < pQ(1) = Q(p) \).

Remark 2.1. Notice that this immediately implies that eigenfunctions are in \( C(\Omega) \). Indeed, let

\[ Q(1) = \frac{1+Q(1)}{2} \in (1,Q(1)), \quad Q(p) = pQ(1) \in (p,Q(p)). \]  

u = \lambda G(u). If \( u \in L^1(\Omega) \) then \( G(u) \in L^Q(1)(\Omega) \) and so \( u \in L^Q(1)(\Omega) \). Analogously \( u \in L^Q(1)(\Omega) \) for every \( n \geq 1 \). After a finite number of iterations we have \( Q^n(1) > (Q(1))^n \). Therefore \( u \in L^\infty(\Omega) \). But then \( u = \lambda G(u) \in C(\Omega) \).

2.3. Dunford-Pettis property of \( G \). The aim of this section is to prove that

Theorem 2.3. We have that, for any \( 0 < \beta < \frac{n}{2s} \)

\[ \int_A |G(f)| \leq C|A|^{\beta} \|f\|_{L^1(\Omega)}, \quad \forall f \in L^1(\Omega). \]  

for some \( C > 0 \). In particular, for every bounded sequence \( f_n \in L^1(\Omega) \) the sequence \( G(f_n) \) is equiintegrable. In particular, there exists a weakly convergent subsequence \( G(f_{n_k}) \rightharpoonup u \) in \( L^1(\Omega) \).

For this we introduce the following auxiliary estimate

Lemma 2.4. We have that

\[ \|G(1_A)\|_{L^\infty} \leq C|A|^{\beta}, \quad \text{for any } 0 < \beta < \frac{2s}{n}, \forall A \subset \Omega. \]  

where \( C \) depends on \( \beta \) but not on \( A \).

Proof. We have that \( G : L^p(\Omega) \to L^\infty(\Omega) \) for \( p > Q(1)' \). Hence

\[ \|G(1_A)\|_{L^\infty} \leq C\|1_A\|_{L^p(\Omega)} = \left( \int_A 1^p \right)^{1/p} = C|A|^{1/p}. \]  

Taking \( \beta = \frac{1}{p} \) we complete the proof. \qed

Proof of Theorem 2.3. We prove that \( G(f) \) satisfies

\[ \int_A |G(f)| = \int_\Omega |G(f)|1_A \leq \int_\Omega |G(f)|1_A = \int_\Omega |f|G(1_A) \leq \|f\|_{L^1} \|G(1_A)\|_{L^\infty} \leq C|A|^{\beta} \|f\|_{L^1(\Omega)}. \]  

This completes the proof. \qed
Remark 2.2. Using Marcinkiewicz spaces the results in Sections 2.2 and 2.3 can be proved with equality in the range of $\beta$. The required information about Marcinkiewicz spaces can be found in [2].

2.4. Extension of $G$ to $\mathcal{M}(\Omega)$. To use data in $\mathcal{M}(\Omega)$ we need the stronger assumptions (G4), which we have not used until now.

We will extend our results by approximation. This philosophy has been applied successfully over the years (see, e.g., [22] for relevant recent work in the nonlocal case).

Theorem 2.4. Let $G$ satisfy (2.1b) and (G4). Then, there exists an extension

$$G: \mathcal{M}(\Omega) \to L^1(\Omega).$$

which is linear and continuous. Furthermore, this extension is unique and self-adjoint. The function $u = G(\mu)$ is the unique function such that $u \in L^1(\Omega)$ and

$$\int_{\Omega} u \psi = \int_{\Omega} G(\psi) d\mu, \quad \forall \psi \in L^\infty_c(\Omega).$$

Proof. Let $\mu \in \mathcal{M}(\Omega)$. By density let $f_n \in L^\infty(\Omega)$ such that $f_n \to x \to \mu$ and bounded in $L^1(\Omega)$. Due to Theorem 2.3 there exists a subsequence $G(f_{n_k})$ converging weakly in $L^1(\Omega)$. Let $u$ be its limit. Furthermore

$$\|u\|_{L^1(\Omega)} \leq \liminf_n \|u_{n_k}\|_{L^1(\Omega)} \leq C \liminf_n \|f_{n_k}\|_{L^1(\Omega)} = C \|\mu\|_{\mathcal{M}(\Omega)}.$$

Due to (2.1b)

$$\int_{\Omega} u_{n_k} \psi = \int_{\Omega} G(\psi) f_{n_k} dx.$$

Passing to the limit, since $G(\psi) \in C(\Omega)$ we deduce

There is at most one element with this property. If there two $u_1, u_2$ letting $w = u_1 - u_2$ we would have

$$\int_{\Omega} w \psi = 0, \quad \forall \psi \in L^\infty(\Omega).$$

Taking $\psi = \text{sign}(G(\mu))$ we deduce $w = 0$, so $u_1 = u_2$.

Hence, our definition $\tilde{G}(\mu) = u$ is consistent.

Linearity. To show continuity we prove boundedness. Let $\mu \in \mathcal{M}(\Omega)$ we have

$$\int_{\Omega} \tilde{G}(\mu) \psi = \int_{\Omega} G(\psi) d\mu \leq \|G(\psi)\|_{L^1(\Omega)} \|\mu\|_{\mathcal{M}(\Omega)}.$$

Taking $\psi = \text{sign}(G(\mu))$ we deduce

$$\|\tilde{G}(\mu)\| \leq \|G(1_{\Omega})\|_{L^1(\Omega)} \|\mu\|_{\mathcal{M}(\Omega)}.$$

Furthermore, we have shown that $\tilde{G}(\psi)$ satisfies (2.16).

Corollary 2.1. For every $\mu \in \mathcal{M}(\Omega)$

$$\int_{\mathcal{A}} G(\mu) \leq c|A|^{\beta} \|\mu\|_{\mathcal{M}}$$

Corollary 2.2. If $\mu_n \to \mu$ weakly in $\mathcal{M}(\Omega)$ then $G(\mu_n) \to G(\mu)$ in $L^1(\Omega)$.

However, the following is stronger:

Proposition 2.2. If $\mu_n \to \mu$ weak-* in $\mathcal{M}(\Omega)$ then $G(\mu_n) \to G(\mu)$ in $L^1(\Omega)$. 

Proof. If \( \mu_n \rightharpoonup \mu \) weak-\(*\) then \( \| \mu_n \|_\mathcal{M} \) is bounded. Thus, \( \mathcal{G}(\mu_n) \) is equiintegrable. Taking a convergent subsequence \( \mathcal{G}(\mu_n) \rightharpoonup \underline{u} \). Substituting in the formulation

\[
\int_\Omega \mathcal{G}(\mu_n)\psi = \langle \mathcal{G}(\psi), \mu_n \rangle. \tag{2.23}
\]

Passing to the limit

\[
\int_\Omega \underline{u}\psi = \langle \mathcal{G}(\psi), \mu \rangle. \tag{2.24}
\]

Thus \( \underline{u} = \mathcal{G}(\psi) \). The limit of every subsequence coincides so there is a limit. \( \square \)

2.5. **Local scaling.** The scaling of \( \int_{B_\rho} G(\mu)dx \) as \( \rho \to 0 \) will be very significant.

2.5.1. **Away from supp \( \mu \).**

**Lemma 2.5.** If \( \text{supp} \mu \cap B_R(x) = \emptyset \) then

\[
\int_{B_\rho(x)} \mathcal{G}(\mu)dx \leq C(R - \rho)^{2s-n}\rho^n, \quad \forall \rho < R \tag{2.25}
\]

**Remark 2.3.** Notice is the natural behaviour at a Lebesgue point since it implies that

\[
\limsup_{\rho \to 0} \frac{1}{|B_\rho|} \int_{B_\rho} \mathcal{G}(\mu) \leq CR^{2s-n} \tag{2.26}
\]

2.5.2. **The sequence \( \mathcal{G}(1_{B_\rho}) \).** Our aim is to show

**Proposition 2.3.** Let \( x_0 \in \Omega \) and \( B_\rho = B_\rho(x_0) \). The following hold

\[
\frac{\mathcal{G}(1_{B_\rho})}{\rho^{2s}}(x_0) \geq c > 0 \tag{2.27a}
\]

\[
\frac{\mathcal{G}(1_{B_\rho})}{\rho^{2s}} \to 0 \quad L^1(\Omega) \tag{2.27b}
\]

\[
\frac{\mathcal{G}(1_{B_\rho})}{\rho^{2s}} \to 0 \quad L^\infty(\Omega)\text{-weak-}\ast \tag{2.27c}
\]

\[
\frac{\mathcal{G}(1_{B_\rho})}{\rho^{2s}} \to 0 \quad \text{pointwise in } \Omega \setminus \{x_0\}. \tag{2.27d}
\]

\[
\int_\Omega \frac{\mathcal{G}(1_{B_\rho})}{\rho^{2s}} d\mu \to 0 \quad \text{for every } \mu \in \mathcal{M}(\Omega) \text{ such that } \mu(\{x_0\}) = 0. \tag{2.27e}
\]

**Proof.**

\[
0 \leq \mathcal{G}(1_{B_\rho})(x) \leq \int_{B_\rho} \mathcal{G}(x,y)dy \leq C \int_{B_\rho} |x - y|^{2s-n}dy \leq C \int_{B_\rho} |y|^{2s-n}dy = C\rho^{2s}. \tag{2.28}
\]

Furthermore, at \( x = x_0 \) this inequality hold in reverse order hold (except for the first), and (2.27a) is proven. Therefore \( \| \mathcal{G}(1_{B_\rho}) \|_{L^\infty} \) is bounded. Furthermore

\[
\int_\Omega \frac{1_{B_\rho}}{\rho^{2s}} = C\rho^{n-2s} \to 0. \tag{2.29}
\]

Therefore, due the strong continuity (2.27b) is proven. But then the limit coincides with the weak-\(*\) limit in \( L^\infty \), so (2.27c) is proven. For \( x \neq x_0 \) we have the sharper estimate, for \( \rho < |x - x_0| \)

\[
\frac{\mathcal{G}(1_{B_\rho})}{\rho^{2s}} \leq C\rho^{-2s} \int_{B_\rho} |x - y|^{2s-n}dy \leq C(|x - x_0| - \rho)^{2s-n}|\rho|^{n-2s} \to 0. \tag{2.30}
\]
To prove (2.27e) we assume first that \( \mu \geq 0 \). When \( \mu(\{x\}) = 0 \) we have that
\[
0 \leq \frac{\mathcal{G}(1_{B_{\rho}}(x))}{\rho^{2s}} \leq C
\]
and
\[
\mu \left( \left\{ x \in \Omega : \frac{\mathcal{G}(1_{B_{\rho}}(x))}{\rho^{2s}} = 0 \right\} \right) \leq \mu(\{0\}) = 0.
\]
Therefore, the convergence is \( \mu \)-everywhere. By the Dominated Convergence Theorem we have (2.27e). When \( \mu \) changes sign we reproduce the argument for \( \mu^+ \) and \( \mu^- \) and the result is proven. \( \square \)

**Remark 2.4.** Notice that this is the scaling as \( \mathcal{C} \) function. Obviously
\[
\rho^{-2s} \int_{B_{\rho}(x)} \mathcal{G}(\mu)dx \asymp \mu(\{x\}).
\]

**Proposition 2.4.** Let \( \mu \in \mathcal{M}(\Omega) \). Then
\[
\lim_{\rho \to 0} \rho^{-2s} \mathcal{G}(\mu)dx \asymp \mu(\{x\}).
\]

**Proof.** Assume \( \mu(\{x\}) = 0 \). Since \( \mathcal{G} \) is self-adjoint
\[
\rho^{-2s} \mathcal{G}(\mu) = \rho^{-2s} \int_{B_{\rho}(x)} \mathcal{G}(\mu)1_{B_{\rho}(x)} = \rho^{-2s} \int_{\Omega} \mathcal{G}(1_{B_{\rho}(x)})d\mu \to 0
\]
due to (2.27e).

On the other hand let us compute
\[
\int_{B_{\rho}(x)} \mathcal{G}(\delta_x) = \int_{B_{\rho}(x)} \mathcal{G}(y,x)dy \asymp \int_{B_{\rho}(x)} |x-y|^{-n-2s}dy
\]
\[
= C \int_0^{\rho} r^{2s-n}r^{n-1}dr = C \rho^{2s}.
\]
Therefore, for a general measure \( \mu \) we can decompose
\[
\mathcal{G}(\mu) = \mathcal{G}(\mu - \mu(\{x\}) \delta_x) + \mu(\{x\}) \mathcal{G}(\delta_x).
\]
Applying the two preceding parts the result is proven. \( \square \)

**2.6. Almost everywhere approximation of \( \mathcal{G}(\delta_{x_0}) \).**

**Lemma 2.6.** We have that
\[
\mathcal{G} \left( \frac{1_{B_{\frac{1}{\rho}}(x_0)}}{|B_{\frac{1}{\rho}}(x_0)|} \right) \to \mathcal{G}(\delta_{x_0}), \quad a.e. \ in \ \Omega.
\]

**Proof.** Assume \( x \neq x_0 \). For \( k_0 \) large enough \( x \notin \overline{B_{\frac{1}{\rho_0}}(x_0)} \). Then, due to (G2), \( \mathcal{G}(x,\cdot) \in L^\infty(B_{\frac{1}{\rho_0}}(x_0)) \). Hence \( x_0 \) is a Lebesgue point of \( \mathcal{G}(x,\cdot) \). Due to the Lebesgue integration theorem we have that
\[
\mathcal{G} \left( \frac{1_{B_{\frac{1}{\rho}}(x_0)}}{|B_{\frac{1}{\rho}}(x_0)|} \right) (x) = \frac{1}{|B_{\frac{1}{\rho}}(x_0)|} \int_{B_{\frac{1}{\rho}}(x_0)} \mathcal{G}(x,y)dy \to \mathcal{G}(x,x_0) = \mathcal{G}(\delta_{x_0})(x)
\]
This completes the proof. \( \square \)

**3. Equivalent definitions of solution.** We discuss the definition of dual, weak-dual and very weak solutions for the problem with and without a potential \( V \).
3.1. Problem \((P_0)\). Brezis introduced the notion of very weak solution for the classical case \(s = 1\) as
\[
\int_{\Omega} u(-\Delta \varphi) = \int_{\Omega} f \varphi, \quad \forall \varphi \in W^{2,\infty}(\Omega) \cap W^{1,\infty}_0(\Omega)
\] (3.1)
Chen and Véron [12] extended this definition to the Restricted Fractional Laplacian as
\[
\int_{\Omega} u(-\Delta)_{\text{RFL}}^s \varphi = \int_{\Omega} f \varphi, \quad \forall \varphi \in X_s
\] (3.2)
where
\[
X_s = \{ \varphi \in C^s(\mathbb{R}^n) : \varphi = 0 \text{ in } \mathbb{R}^n \setminus \Omega \text{ and } (-\Delta)^s \varphi \in L^\infty(\Omega) \}.
\] (3.3)
Letting \(\psi = (-\Delta)_{\text{RFL}}^s \varphi \in L^\infty(\Omega)\), which implies that \(\varphi = G(\psi)\) this is equivalent to writing
\[
\int_{\Omega} u \psi = \int_{\Omega} f G(\psi) \quad \forall \psi \in L^\infty(\Omega).
\] (3.4)
In some texts (see [3]) the authors have used this as a new definition of solution of \((P_0)\) for more general operators, and they usually call this weak dual solution. It has the advantage that one needs not worry about fancy spaces of test functions, but only on the nature of \(G\). Furthermore, the treatment of different fractional Laplacians is unified.

Notice that, whenever \(G(f)\) is defined, since \(G\) is self-adjoint this is equivalent to
\[
\int_{\Omega} u \psi = \int_{\Omega} G(f) \psi \quad \forall \psi \in L^\infty(\Omega).
\] (3.5)
and since \(u\) and \(G(f)\) are in \(L^1(\Omega)\) this is simply
\[
u = G(f)
\] (3.6)

3.2. Problem \((P_V)\). For the Schrödinger problem the notion of very weak solution for the classical case was used multiple times in the literature (see, e.g., [16] and the references therein) as
\[
V u \in L^1(\Omega),
\] (3.7a)
\[
\int_{\Omega} u(-\Delta \varphi) + \int_{\Omega} V u \varphi = \int_{\Omega} f \varphi, \quad \forall \varphi \in W^{2,\infty}(\Omega) \cap W^{1,\infty}_0(\Omega)
\] (3.7b)
We extended this notion in [15] to the case \((-\Delta)_{\text{RFL}}^s\) by using the definition
\[
V u \in L^1(\Omega),
\] (3.8a)
\[
\int_{\Omega} u(-\Delta)_{\text{RFL}}^s \varphi + \int_{\Omega} V u \varphi = \int_{\Omega} f \varphi, \quad \forall \varphi \in X_s
\] (3.8b)
The corresponding notion of weak-dual solution is very naturally
\[
V u \in L^1(\Omega),
\] (3.9a)
\[
\int_{\Omega} u \psi + \int_{\Omega} V u G(\psi) = \int_{\Omega} f G(\psi), \quad \forall \psi \in L^\infty(\Omega).
\] (3.9b)
Again, this notion is equivalent to our definition of dual solution.

4. Theory for \((f, V) \in L^1(\Omega) \times L^\infty_+(\Omega)\). Rather complete results are obtained for bounded potentials and integrable data.
4.1. **Existence. Fixed-point approach.** Here we show the following

**Theorem 4.1.** Let $f \in L^1(\Omega)$ and $V \in L^\infty_+(\Omega)$. Then, there exists a solution $u$ of (1.1) and it satisfies

$$|u| \leq G(|f|) \quad (4.1)$$

Furthermore, if $f \geq 0$ then $u \geq 0$.

**Proof.** **Step 1.** Assume $f \geq 0$. We construct the following sequence. $u_0 = 0$, $u_1 = G(f) \geq 0,$

$$u_2 = G\left((f - Vu_1)_+\right), \quad (4.2)$$

$$u_i = G(f - Vu_{i-1}), \quad i > 2. \quad (4.3)$$

**Step 1a.** We prove that

$$u_0 \leq u_2 \leq u_3 \leq u_1. \quad (4.4)$$

Clearly $u_0 \leq u_1$. Since

$$0 \leq (f - Vu_1)_+ \leq f. \quad (4.5)$$

Thus, applying $G$, $u_0 \leq u_2 \leq u_1$. Therefore

$$f - Vu_1 \leq f - Vu_2 \leq f - Vu_0 \quad (4.6)$$

Applying again $G$ we have

$$u_2 \leq u_3 \leq u_1. \quad (4.7)$$

**Step 1b.** We show, by induction, that

$$u_{2i} \leq u_{2i+2} \leq u_{2i+3} \leq u_{2i+1}, \quad \forall i \geq 0. \quad (4.8)$$

The result is true for $i = 0$ by the previous step. Assume the result true for $i$:

$$u_{2i} \leq u_{2i+2} \leq u_{2i+3} \leq u_{2i+1} \quad (4.9)$$

we have that

$$f - Vu_{2i+1} \leq f - Vu_{2i+3} \leq f - Vu_{2i+2} \leq f - Vu_{2i+1}. \quad (4.10)$$

Applying $G$ we have that

$$u_{2(i+1)} \leq u_{2(i+1)+2} \leq u_{2i+3} \leq u_{2i+1} \quad (4.11)$$

Repeating the process

$$f - Vu_{2i+1} \leq f - Vu_{2i+3} \leq f - Vu_{2(i+1)+2} \leq f - Vu_{2(i+1)}. \quad (4.12)$$

Applying $G$

$$u_{2(i+1)} \leq u_{2(i+1)+2} \leq u_{2(i+1)+3} \leq u_{2(i+1)+1} \quad (4.13)$$

Then the result is true for $i + 1$. This step is proven.

**Step 1c.** By the monotone convergence theorem $u_{2i} \nearrow u$ in $L^1(\Omega)$ where $u_{2i+1} \searrow \overline{u}$ in $L^1(\Omega)$. Clearly $0 \leq u \leq \overline{u} \leq G(f)$. Since $V \in L^\infty(\Omega)$ then $Vu_{2i}$ and $Vu_{2i+1}$ also converge in $L^1(\Omega)$. Since $G$ is continuous in $L^1(\Omega)$ we have

$$\overline{u} = G(f - Vu), \quad (4.14)$$

$$u = G(f - V\overline{u}). \quad (4.15)$$

Therefore $u = \frac{1}{2}(u + \overline{u})$ is a solution of

$$u = G(f - Vu). \quad (4.16)$$
Step 2. Assume now that \( f \) changes sign. We decompose \( f = f_+ - f_- \) and solve for each \( f_+ \) and \( f_- \), to obtain \( u_1 \) and \( u_2 \). Then, clearly \( u = u_1 - u_2 \) is a solution of the problem. Furthermore

\[
|u| = |u_1 - u_2| \leq u_1 + u_2 \leq G(f_+) + G(f_-) = G(|f|). \tag{4.17}
\]

This completes the proof. \( \square \)

4.2. Uniqueness.

Theorem 4.2. \( V \in L^\infty(\Omega) \). There exists at most one solution \( u \in L^1(\Omega) \) of \((1.1)\).

Proof. Let \( u_1, u_2 \) be two solutions. We proceed as in Remark 2.1. Its difference \( u = u_1 - u_2 \in L^1(\Omega) \) satisfies \( u = -G(Vu) \). Then \( Vu \in L^1(\Omega) \) and \( u \in L^Q(1)(\Omega) \).

Repeating this process we deduce that \( u \in L^2(\Omega) \). Therefore \( Vu^2 = -VuG(Vu) \in L^2(\Omega) \). We deduce

\[
0 \leq \int_{\Omega} Vu^2 = -\int_{\Omega} VuG(Vu) \leq 0. \tag{4.18}
\]

due to \((G3)\). Hence \( Vu^2 = 0 \) and so \( Vu = 0 \). But then \( u = -G(0) = 0 \). The solutions \( u_1 \) and \( u_2 \) are equal. \( \square \)

4.3. The solution operator \( G_V \).

Corollary 4.1. Let \( V \in L^\infty_+(\Omega) \). We consider the solution operator

\[
G_V : f \in L^1(\Omega) \mapsto u \in L^1(\Omega), \tag{4.19}
\]

where \( u \) is the unique solution of \( u = G(f - Vu) \). It is well-defined, linear and continuous.

We leave the easy details to the reader.

4.4. Equi-integrability independently of \( V \).

Theorem 4.3. We have

\[
\int_A |G_V(f)| \leq C|A|^{\beta} \| f \|_{L^1(\Omega)}, \quad \forall f \in L^1(\Omega). \tag{4.20}
\]

for any \( 0 < \beta < 2s/n \). In particular, for every bounded sequence \( f_n \in L^1(\Omega) \) the sequence \( G(f_n) \) is equiintegrable. In particular, there exists a weakly convergent subsequence \( G(f_{n_k}) \rightharpoonup u \) in \( L^1(\Omega) \).

4.5. Estimate of \( Vu \) in \( L^1(\Omega) \). In order to have an extension to an \( L^1 \) theory we introduce the following estimate

Theorem 4.4. Let \( V \in L^\infty_+(\Omega) \) and \( u = G_V(f) \). Then, for every \( K \subseteq \Omega \)

\[
\int_{\Omega} V|u| \leq \| G(1) \|_{L^\infty(\Omega)} \left( \frac{1}{\inf_K G(1)} + \| V \|_{L^\infty(K)} \right) \int_{\Omega} |f|. \tag{4.21}
\]

Proof. Assume first that \( f \geq 0 \). Then, we use \( \bar{\psi} = G(1) \) as a test function we deduce

\[
\int_{\Omega} u + \int_{\Omega} VuG(1) = -\int_{\Omega} fG(1). \tag{4.22}
\]

Clearly \( G(1)|_K \geq c > 0 \). Hence

\[
\int_{K} V|u| \leq \frac{1}{c} \int_{K} VuG(1) \leq \frac{1}{c} \int_{\Omega} fG(1) \leq C \int_{\Omega} f. \tag{4.23}
\]
On the other hand,
\[
\int_{\Omega \setminus K} V u \mathcal{G}(1) \leq C \| V \|_{L^\infty(\Omega \setminus K)} \int_\Omega u \leq C \int_\Omega f.
\]
(4.24)

Thus,
\[
\int_\Omega V u \leq C \int_\Omega f.
\]
(4.25)

If \( f \) changes sign we decompose as \( f = f_+ - f_- \). We apply the result above for \( u_1 = \mathcal{G}_V(f_+), u_2 = \mathcal{G}_V(f_-) \). Thus, \( u = u_1 - u_2 \), and so \( |u| \leq u_1 + u_2 \). Hence,
\[
\int_\Omega |V| u | \leq \int_\Omega V u_1 + \int_\Omega V u_2 \leq C \int_\Omega f_+ + C \int_\Omega f_- = C \int_\Omega |f|.
\]
(4.26)

This completes the proof. \( \qed \)

5. **Uniqueness for general \( V \geq 0 \).**

**Theorem 5.1.** Assume \(|\{ V = +\infty \}| = 0\). There exists, at most, one solution \( u \in L^1(\Omega) \) of (1.1).

**Proof.** Let \( u_1, u_2 \in L^1(\Omega) \) be two solutions. Then \( u = u_1 - u_2 \in L^1(\Omega) \) is a solution of \( u = -\mathcal{G}(V u) \).

For \( k \in \mathbb{N} \) we define \( V_k = V \wedge k \in L^\infty_c(\Omega) \). We write
\[
u = \mathcal{G}(V_k u - V_k u) = \mathcal{G}(f_k - V_k u)
\]
(5.1)

where \( f_k = (V_k - V) u \in L^1(\Omega) \). Hence, due to Theorem 4.2, \( u \) is the unique solution of \( u + \mathcal{G}(V_k u) = \mathcal{G}(f_k) \) and we deduce that
\[
\| u \|_{L^1(\Omega)} \leq C \| f_k \|_{L^1(\Omega)}.
\]
(5.2)

On the other hand, we have that \(|(V - V_k) u| \leq |V - V_k| |u| \leq V |u| \in L^1(\Omega) \). Since the \( V_k \to V \) a.e. we deduce that \((V - V_k) u \to 0 \) a.e. in \( \Omega \). Thus, due the Dominated Convergence Theorem we have \((V - V_k) u \to 0 \) in \( L^1(\Omega) \) and so \( u = 0 \). \( \qed \)

6. **Existence for \((f, V) \in L^1(\Omega) \times L^1(\Omega)\).**

**Theorem 6.1.** If \((f, V) \in L^1(\Omega) \times L^1(\Omega)\), there exists a solution.

The proof of this replicates the double limit argument in our previous paper [15] for more general operators.

**Lemma 6.1** (Monotonicity). If \( V_1 \leq V_2 \) and \( f_1 \geq f_2 \) then \( \mathcal{G}_{V_1}(f_1) \geq \mathcal{G}_{V_2}(f_2) \).

**Proof.** **Step 1. Assume** \( f_2 \geq 0 \). Let \( u_i \geq 0 \) be the unique solutions of \( u_i = \mathcal{G}(f_i - V_i u_i) \). Let \( w = u_1 - u_2 \). It satisfies
\[
w + \mathcal{G}(V_1 w) = \mathcal{G}(f_1 - f_2 + (V_2 - V_1) u_2).
\]
(6.1)

Letting \( F = f_1 - f_2 + (V_2 - V_1) u_2 \geq 0 \) we have that \( w \) is the unique solution of \( w = \mathcal{G}(F - V_1 w) \), and therefore \( w \geq 0 \) and, hence \( u_1 \geq u_2 \).

**Step 2.** \( f_2 \) has no sign. The we decompose in positive and negative part \( f_i = (f_i)_+ - (f_i)_- \). It is clear that
\[
(f_1)_+ \geq (f_2)_+ \geq 0, \quad 0 \leq (f_1)_- \leq (f_2)_-.
\]
(6.2)

Applying the previous step we have
\[
\mathcal{G}((f_1)_+) \geq \mathcal{G}((f_2)_+), \quad \mathcal{G}((f_1)_-) \leq \mathcal{G}((f_2)_-).
\]
(6.3)
Therefore
\[ G(f_1) = G((f_1)_+ - (f_1)_-) \geq G((f_2)_+ - (f_2)_-) = G(f_2). \] (6.4)

This completes the proof. \( \square \)

**Proof of Theorem 6.1.** **Step 1.** \( f \geq 0 \). We define
\[ V_k = V \wedge k, \quad f_m = f \wedge m. \] (6.5)

We define \( u_{k,m} = G_{V_k}(f_m) \in L^\infty(\Omega) \). Let \( U_m = G(f_m) \in L^\infty(\Omega) \).

**Step 1a.** \( k \to +\infty \). Clearly \( u_{k,m} \) is a non-increasing sequence on \( k \) such that
\[ 0 \leq u_{k,m} \leq U_m, \]
and we have
\[ V_k u_{k,m} \to V u_m \quad \text{a.e. } \Omega. \] (6.7)

Therefore, due the Dominated Convergence Theorem and, due to the estimate
\[ \int_{\Omega} V_k u_{k,m} \delta^\gamma \leq C \int_{\Omega} f_m \delta^\gamma \] (6.8)
we have that
\[ V_k u_{k,m} \to V u_m \quad L^1(\Omega, \delta^\gamma). \] (6.9)

Hence
\[ u_m = \lim_k u_{k,m} = \lim_k G(f_m - V_k u_{k,m}) = G(f_m - V u_m) \] (6.10)
and \( u_m \) is the solution corresponding to \((f_m, V)\).

**Step 1b.** \( m \to +\infty \). The sequence \( u_m \) is increasing. Since \( \int_{\Omega} u_m \leq C \) due to the Monotone Convergence Theorem we have \( u_m \to u \) in \( L^1(\Omega) \). Analogously \( V u_m \to V u \) in \( L^1(\Omega, \delta^\gamma) \). Furthermore \( u_m = G(f_m - V_m u_m) \to G(f - V u) \).

**Step 2.** \( f \) has no sign. We decompose \( f = f_+ - f_- \) and we apply Step 1. \( \square \)

7. **Singular potential and measure data: CSOLAs.** Once the theory of data \( f \) and integrable potentials is complete, we address the novel question of measure data and possibly non-integrable potentials and the consequence of their interactions for the theory of existence.

7.1. **CSOLA: Limit of approximating sequences. Reduced measures.** We regularize the potential by putting
\[ V_\varepsilon(x) = V(x) \wedge \frac{1}{\varepsilon}. \] (7.1)

Since \( V_\varepsilon(x) \in L^\infty(\Omega) \), a Green kernel in the standard sense exists.

For the remainder of this section we fix a measure \( \mu \in \mathcal{M} \). We want to understand what happens to
\[ u_\varepsilon = G_{V_\varepsilon}(\mu), \] (7.2)
i.e., to the solution of \( Lu + V_\varepsilon u = \mu \), as \( \varepsilon \to 0 \). We say that
\[ u = \lim_{\varepsilon \to 0} u_\varepsilon \] (7.3)
is a Candidate Solution Obtained as Limit of Approximations (CSOLA). We will prove that such a convergence holds, at least, in \( L^1(\Omega) \). The main problem is to decide when the CSOLA is an actual dual solution.
We prove the following

**Theorem 7.1.** Assume that $V \geq 0$ satisfies condition (V1) from the introduction and let $\mu \geq 0$ be a nonnegative Radon measure. Then, there exist an integrable function $u \geq 0$ and constants $(\alpha^x_\mu)_{x \in S} \in \mathbb{R}$ such that:

i) $u_\varepsilon \searrow u$ in $L^1(\Omega)$

ii) $V_\varepsilon u_\varepsilon \rightarrow Vu$ in $L^1(\Omega \setminus B_\rho(S), \delta^\gamma)$ for any $\rho > 0$

iii) $V_\varepsilon u_\varepsilon \rightharpoonup Vu + \sum_{x \in S} \alpha^x_\mu \delta_x$ weakly in $\mathcal{M}(\Omega, \delta^\gamma)$.

iv) The limit satisfies the equation

$$u + \mathcal{G}(Vu) = \mathcal{G}(\mu_r),$$

(7.4)

where $\mu_r$ is the reduced measure

$$\mu_r = \mu - \sum_{x \in S} \alpha^x_\mu \delta_x.$$  

(7.5)

It is important to notice that, according to point (iv), $u$ is the solution of $(P_V)$ corresponding to the reduced measure $\mu_r$. We do not assert having solved $(P_V)$ with data $\mu$.

**Proof of Theorem 7.1.** Let us prove i). It is immediate that $u_\varepsilon \geq 0$. Since the sequence $V_\varepsilon$ is pointwise increasing, then the sequence $u_\varepsilon$ is pointwise decreasing. Thus, due the Monotone Convergence Theorem, it has an $L^1(\Omega)$ limit, $u \geq 0$.

To prove ii) we recall (V1) and thus $u_\varepsilon \rightarrow u$ in $L^1(\Omega)$ is sufficient.

To prove iii) we start by indicating that $V_\varepsilon u_\varepsilon \geq 0$. On the other hand, $\int_V V_\varepsilon u_\varepsilon \delta^\gamma \leq C \int_\delta^\gamma d\mu$. Indeed, taking let $K = \bigcup_{x \in S} \overline{B_{\rho_x}(x)}$ (7.6)

where $0 < \rho_x < \text{dist}(S, \partial \Omega)/2$ is small enough so that

$$\overline{B_{\rho_x}(x)} \cap S = \{x\}.$$  

(7.7)

We have $S \subseteq \text{int}(K)$. The estimate (4.21) is preserved.

Thus, there exists a limit $\gamma \in \mathcal{M}_+(\Omega)$ as measures

$$V_\varepsilon u_\varepsilon \rightharpoonup \gamma \text{ in } \mathcal{M}_+(\Omega, \delta^\gamma).$$  

(7.8)

Due to the pointwise convergence away from 0 the regular part of $\gamma$ is $Vu$. On the other hand, the singular support of $\mu$ is, at most, $S$. Thus, the singular part is a combination of $\delta$ measures. Hence,

$$\gamma = \sum_{x \in S} \alpha^x_\mu \delta_x + Vu.$$  

(7.9)

Then,

$$f - V_\varepsilon u_\varepsilon \rightharpoonup f - \sum_{x \in S} \alpha^x_\mu \delta_x - Vu \quad \text{weak} - \ast - \mathcal{M}(\Omega, \delta^\gamma).$$  

(7.10)

Hence,

$$u_\varepsilon = \mathcal{G}(f - V_\varepsilon u_\varepsilon) \rightharpoonup \mathcal{G} \left(f - \sum_{x \in S} \alpha^x_\mu \delta_x - Vu\right) \quad \text{weakly } L^1(\Omega).$$  

(7.11)
Due to the uniqueness of limit,

$$u = G \left( f - \sum_{x \in S} \alpha^x u \delta_x - Vu \right)$$  \hspace{1cm} (7.12)

In other words,

$$u + G(Vu) = G \left( f - \sum_{x \in S} \alpha^x \delta_x \right).$$  \hspace{1cm} (7.13)

This completes the proof. \hfill \Box

7.2. Every solution is a CSOLA.

**Proposition 7.1.** Assume that a solution $u$ of (1.1) exists, then $u_{\varepsilon} \to u$ in $L^1(\Omega)$.

**Proof.** Let $u_{\varepsilon} = G_{V_{\varepsilon}}(\mu)$. Clearly $u = G_{V}(f) \geq 0$. By subtracting the two problems and letting $w_{\varepsilon} = u_{\varepsilon} - u$ and

$$w_{\varepsilon} = G(\mu - V_{\varepsilon}u) - G(\mu - Vu)$$

Thus $w_{\varepsilon} = G_{V_{\varepsilon}}((V - V_{\varepsilon})u)$. Since $V \geq V_{\varepsilon}$ we have $(V - V_{\varepsilon})u \geq 0$. Also $(V - V_{\varepsilon})u \leq Vu \in L^1(\Omega)$. Thus, by the Dominated Convergence Theorem and taking into account the pointwise limit we have

$$(V - V_{\varepsilon})u \to 0 \quad L^1(\Omega).$$

Hence

$$0 \leq w_{\varepsilon} \leq G((V - V_{\varepsilon})u) \to 0$$

in $L^1(\Omega)$. \hfill \Box

7.3. CSOLAs are solutions if $\mu(S) = 0$. Solutions for $f \in L^1(\Omega)$.

**Proposition 7.2.** Let $\mu \geq 0$. Then,

i) We can estimate the scaling at 0 as

$$\lim_{\rho \to 0} \rho^{-2s} \int_{B_x(\rho)} u = c_x \left( \mu(\{x\}) - \alpha^x \mu \right),$$

(7.17)

For some $c_x > 0$. In particular $\alpha^x \mu \leq \mu(\{x\})$.

ii) If $\mu(\{x\}) = 0$ then $\alpha^x = 0$.

**Proof.** We prove item i). We rearrange the fact that $u = G_{V}(\mu - \sum_{x \in S} \alpha^x \delta_x)$ as

$$\sum_{x \in S} \alpha^x G(\psi)(x) = \int_{\Omega} G(\psi) d\mu - \int_{\Omega} \psi - \int_{\Omega} V \psi G(\psi).$$

(7.18)

We subtract $\mu(\{x_0\}) G(\psi)(x_0)$ to deduce

$$\left(\alpha_\mu - \mu(x_0)\right)G(\psi)(x_0) + \sum_{x_0 \neq x \in S} \alpha^x G(\psi)(x) = \int_{\Omega} G(\psi) d(\mu - \mu(x_0) \delta_{x_0}) - \int_{\Omega} \psi - \int_{\Omega} V \psi G(\psi).$$

Take $\psi = G(1_{B_x(\rho)}) \rho^{-2s}$ and we deduce, due to (2.27) that

$$c(\alpha_\mu - \mu(x_0)) = \lim_{\rho \to 0} \rho^{-2s} \int_{B_x(\rho)} u \leq 0,$$

(7.19)

where $c > 0$. 

We now prove item ii). If $\mu(x_0) = 0$ we can apply Proposition 2.4 to deduce
\[ 0 \leq \frac{1}{c} \lim_{\rho \to 0} \rho^{-2s} \int_{B_\rho(x_0)} u \leq \frac{1}{c} \lim_{\rho \to 0} \rho^{-2s} \int_{B_\rho(x_0)} G(\mu) = 0. \tag{7.20} \]
Combining this with item i we deduce that $\alpha_{p_0}^\rho = 0. \hfill \square$

**Corollary 7.1.** If $\mu(S) = 0$ then $G_{\nu}(\mu) \to u$ in $L^1(\Omega)$, where $u$ satisfies $u = G(\mu - V\bar{u})$.

**Theorem 7.2.** Let $V$ satisfy (V1). Then, for every $0 \leq f \in L^1(\Omega)$ there is a solution $u \in L^1(\Omega)$. It is the unique solution of $(P_V)$.

7.4. The operator $G_V : L^1(\Omega) \to L^1(\Omega)$.

**Corollary 7.2.** Let $V$ satisfy (V1). Then, $G_V : L^1(\Omega) \to L^q(\Omega)$ for all $q < Q(1)$ is linear and continuous and $G_V(f)$ is the unique dual solution of $(P_V)$.

**Proof.** For $f \in L^1(\Omega)$ it is clear that the measure $\mu = f dx$ satisfies $\mu(0) = 0$. In particular $G_V(f)$ is defined. Furthermore, due to the strong $L^1$ convergence we have that
\[ \| G_V(f) \|_{L^1} = \lim_{\varepsilon \to 0} \| G_{\nu}(f) \|_{L^1} \leq \| G(f) \|_{L^1} \leq C \| f \|_{L^1}. \tag{7.21} \]
Linearity is trivial and the result is proven.

In fact, since $\| G_{\nu}(f) \| \leq \| G(f) \|$ we have, for $1 < q < Q(1)$,
\[ \| G_{\nu}(f) \|_{L^q(\Omega)} \leq \| G(f) \|_{L^q(\Omega)}. \tag{7.22} \]
For $q > 1$ we have weak $L^q(\Omega)$ compactness, and hence
\[ \| G_V(f) \|_{L^q} \leq \lim_{\varepsilon \to 0} \| G_{\nu}(f) \|_{L^q} \leq \| G(f) \|_{L^q} \leq C \| f \|_{L^1}. \tag{7.23} \]
This proves the result. \hfill \square

**Remark 7.1.** In fact, an $G_V : L^1 \to L^1$ theory can be constructed simply under the hypothesis $G : L^{\infty} \to L^{\infty}$. However, the aim of the paper is the study of measures.

8. Solvability. Characterization of the reduced measure. We address now the cases where $\mu$ and $V$ are not compatible. We start by point masses.

8.1. Concentration of measures when $\mu = \delta_x$. Possible non-existence. When the measure $\mu$ is precisely a Dirac delta at 0 we show that non-existence is due to a concentration of measure. We remind the reader that we define the set $Z$ of incompatible points as
\[ Z = \{ x \in \Omega : \text{there is no solution of } u = G(\delta_x - V\bar{u}) \text{ such that } u, V\bar{u} \in L^1(\Omega) \}. \tag{8.1} \]

**Theorem 8.1.** Assume (V1). And let $u_\varepsilon = G_{\nu}(\delta_x)$, i.e. solving $u_\varepsilon = G(\delta_x - V\varepsilon u_\varepsilon)$.
\[ u_\varepsilon = G_{\nu}(\delta_x) \searrow u \quad \text{where} \quad \begin{cases} u = \text{the unique solution of } u = G(\delta_x - V\bar{u}) & \text{if } x \notin Z, \\ u = 0 & \text{if } x \in Z. \end{cases} \tag{8.2} \]
Furthermore, we have
\[ V\varepsilon u_\varepsilon \rightharpoonup \begin{cases} V\bar{u} & \text{if } x \notin Z, \\ \delta_x & \text{if } x \in Z. \end{cases} \tag{8.3} \]
weak-* in $\mathcal{M}(\Omega)$. 


Proof of Theorem 8.1. (i) If \( x \not\in S \) we apply Corollary 7.1 and we deduce that there is a solution of \( u = \mathcal{G}(\delta_x - Vu) \). Therefore \( x \not\in Z \).

(ii) If \( x \in S \) we know

\[
V \varepsilon u \varepsilon \to Vu + \alpha \delta_x.
\]

(8.4)

Since it will not lead to confusion, let us just use \( \alpha = \alpha \delta_x \). The reduced measure is

\[
(\delta_x)_r = (1 - \alpha)\delta_x.
\]

(8.5)

(iii) If \( \alpha = 1 \) then \( (\delta_x)_r = 0 \), and so \( u = 0 \). Clearly \( u = 0 = \mathcal{G}(\delta_x - Vu) \).

By Proposition 7.1 if there was a solution of \( u = \mathcal{G}(\delta_x - Vu) \), then \( u = u \), and so there is no solution.

(iv) If \( \alpha \neq 1 \) we define

\[
U := \frac{u}{1 - \alpha} = \frac{1}{1 - \alpha} \mathcal{G}((\delta_x)_r - Vu) = \frac{1}{1 - \alpha} \mathcal{G}((1 - \alpha)\delta_x - Vu) = \mathcal{G}(\delta_x - VU).
\]

(8.6)

Hence, by Proposition 7.1 we have \( u = U \) and, therefore, \( \alpha = 0 \). \( \square \)

8.2. Characterization of the reduced measure. We obtain an immediate consequence of the point mass analysis.

Theorem 8.2. Assume \((V1)\). Then,

\[
\mu_r = \mu - \sum_{x \in Z} \mu(x)\delta_x.
\]

(8.7)

Proof. By writing the decomposition

\[
\mu = \mu - \sum_{x \in S} \mu(x)\delta_x + \sum_{x \in S \setminus Z} \mu(x)\delta_x + \sum_{x \in Z} \mu(x)\delta_x.
\]

(8.8)

We solve the approximating problems by superposition

\[
\mathcal{G}_\varepsilon(\mu) = \mathcal{G}_\varepsilon \left( \mu - \sum_{x \in S} \mu(x)\delta_x \right) + \sum_{x \in S \setminus Z} \mu(x)\mathcal{G}_\varepsilon(\delta_x) + \sum_{x \in Z} \mu(x)\mathcal{G}_\varepsilon(\delta_x).
\]

(8.9)

We know from Theorem 7.1 we know that

\[
\mathcal{G}_\varepsilon(\mu) \to u, \quad u = \mathcal{G}(\mu_r - Vu)
\]

(8.10)

Using Corollary 7.1 and Theorem 8.1 we deduce that

\[
\mathcal{G}_\varepsilon \left( \mu - \sum_{x \in S} \mu(x)\delta_x \right) \to u_1, \quad u_1 = \mathcal{G} \left( \mu - \sum_{x \in S} \mu(x)\delta_x - Vu_1 \right)
\]

\[
\sum_{x \in S \setminus Z} \mu(x)\mathcal{G}_\varepsilon(\delta_x) \to u_2, \quad u_2 = \mathcal{G} \left( \sum_{x \in S \setminus Z} \mu(x)\delta_x - Vu_1 \right)
\]

\[
\sum_{x \in Z} \mu(x)\mathcal{G}_\varepsilon(\delta_x) \to 0.
\]
Hence $u = u_1 + u_2$ and we have that

\[ G(\mu_r - V u) = G\left( \mu - \sum_{x \in S} \mu(x) \delta_x - V u_1 \right) + G\left( \sum_{x \in S, \not \in Z} \mu(x) \delta_x - V u_1 \right) \]

\[ G(\mu_r - Vu) = G\left( \mu - \sum_{x \in Z} \mu(x) \delta_x - V(u_1 + u_2) \right) \]

\[ G(\mu_r) = G\left( \mu - \sum_{x \in Z} \mu(x) \delta_x \right) \]

\[ \sum_{x \in S} \alpha_x^\mu \delta_x = \sum_{x \in Z} \mu(x) \delta_x. \]

Using the scaling in Proposition 2.4 we deduce that

\[ \alpha_x^\mu = \begin{cases} \mu(x) & x \in Z, \\ 0 & x \not \in Z. \end{cases} \] (8.11)

This completes the proof. \(\square\)

8.3. **Necessary and sufficient condition for existence of solution.** In this way we get the necessary and sufficient condition for existence of solution of $\text{(P}_V\text{)}$.

**Theorem 8.3.** There exists a dual solution of $\text{(P}_V\text{)}$ with data $\mu \in \mathcal{M}(\Omega)$ if and only if $|\mu|(Z) = 0$.

**Proof.** By Theorem 7.1 know that the CSOLA exists and it solves the problem with the reduced measure. By Proposition 7.1, if a solution exists it is the CSOLA. Therefore $G(\mu_r - Vu) = u = G(\mu - Vu)$. Hence $G(\mu) = G(\mu_r)$. Then, due to Theorem 8.2 this implies that

\[ \sum_{x \in Z} \mu(|x\rangle) G(\delta_x) = 0. \] (8.12)

This is equivalent to $\mu(|x\rangle) = 0$ for all $x \in Z$. Since $Z$ is countable, this is equivalent to $|\mu|(Z) = 0$. \(\square\)

9. **Properties and representation of $G_V$.**

9.1. **Extension of $G_V$. The CSOLA operator.** We can define the CSOLA operator, $\tilde{G}_V$, which can be understood both as the limit of $G_{\nu_\varepsilon} : \mathcal{M}(\Omega) \to L^1(\Omega)$ or as the extension of $G_V : L^1(\Omega) \to L^1(\Omega)$ to the space of measures:

\[ \tilde{G}_V(\mu) = G_V(\mu_r). \] (9.1)

**Remark 9.1.** Notice that, due to Theorem 8.1,

\[ \tilde{G}_V(\delta_x) = \begin{cases} G_V(\delta_x) & \text{if } x \not \in Z, \\ 0 & \text{if } x \in Z. \end{cases} \] (9.2)

**Theorem 9.1.** The operator $\tilde{G}_V : \mathcal{M}(\Omega) \to L^1(\Omega)$ is a linear continuous extension of $G_V$. 
Proof. In the proof of Theorem 7.1 it is easy to see that \( \alpha \) is linear in \( \mu \).

For \( \mu \geq 0 \)

\[
\left\| \tilde{G}_V(\mu) \right\|_{L^1(\Omega)} \leq C \left\| \mu \right\|_{M(\Omega)}.
\]

(9.3)

For \( \mu \) general we repeat for the positive and negative parts to deduce

\[
\left\| \tilde{G}_V(\mu_n) \right\|_{L^1(\Omega)} \leq C \left\| \mu \right\|_{M(\Omega)}.
\]

(9.4)

This completes the proof.

\[ \square \]

**Corollary 9.1.** If \( \mu_n \rightharpoonup \mu \) weakly in \( M(\Omega) \) we have

\[
\tilde{G}_V(\mu_n) \rightharpoonup \tilde{G}_V(\mu) \text{ in } L^1(\Omega).
\]

(9.5)

**Proposition 9.1.** If \( \mu_n \rightharpoonup \mu \) weak-* in \( M(\Omega) \) we have

\[
\tilde{G}_V(\mu_n) \rightharpoonup \tilde{G}_V(\mu) \text{ in } L^1(\Omega).
\]

(9.6)

**Proof.** Due to linearity we assume \( \mu = 0 \).

**Step 1.** Assume \( \mu_n \geq 0 \) and \( \mu = 0 \). Let \( \psi \in L^\infty(\Omega) \).

\[
0 \leq \langle \tilde{G}_V(\mu_n), \psi^+ \rangle \leq \langle G(\mu_n), \psi^+ \rangle \to 0,
\]

(9.7)

\[
0 \leq \langle \tilde{G}_V(\mu_n), \psi^- \rangle \leq \langle G(\mu_n), \psi^- \rangle \to 0.
\]

(9.8)

Thus

\[
\langle \tilde{G}_V(\mu_n), \psi \rangle \to 0.
\]

(9.9)

\( \tilde{G}_V(\mu_n) \to 0 \) in \( L^1(\Omega) \).

**Step 2.** Assume \( \mu_n \) can change sign. The sequence \( (\mu_n)_+ \) and \( (\mu_n)_- \) are bounded. Take a convergent subsequence of \( (\mu_n)_+ \) and, out of that subsequence, a convergent subsequence of \( (\mu_n)_- \). Hence, there exist \( \lambda_1, \lambda_2 \) such that

\[
(\mu_n)_+ \rightharpoonup \lambda_1, \quad (\mu_n)_- \rightharpoonup \lambda_2
\]

(9.10)

By uniqueness of the limit \( \mu = \lambda_1 - \lambda_2 \). We apply the first part of the proof to deduce that the result.

9.2. **Regularization** \( G_V : L^\infty(\Omega) \to C(\overline{\Omega}) \) and kernel representation.

**Theorem 9.2.** \( G_V : L^\infty(\Omega) \to C(\overline{\Omega}) \) is continuous. Furthermore

\[
G_V(f)(x) = \int_\Omega G_V(x,y)f(y) \quad \text{where } G_V(x,y) = \tilde{G}_V(\delta_x)(y).
\]

(9.11)

**Proof.** For \( f, \psi \in L^\infty(\Omega) \) we have

\[
\int_\Omega \tilde{G}_V(f)\psi = \int_\Omega f \tilde{G}_V(\psi) = \int_\Omega f \tilde{G}_V(\psi)
\]

(9.12)

Let \( \psi_x = \frac{1}{|B_\varepsilon(x)|}1_{B_\varepsilon(x)} \to \delta_x \) for \( x \in \Omega \). Then \( \tilde{G}_V(\psi) \to \tilde{G}_V(\delta_x) \). Since \( G_V(f) \) in particular

\[
\tilde{G}_V(f)(x) = \int_\Omega f \tilde{G}_V(\delta_x).
\]

(9.13)

Let \( x_n \to x \) in \( \mathbb{R}^n \). We have that

\[
\delta_{x_n} \rightharpoonup \delta_x \text{ weak-* } M(\Omega)
\]

(9.14)
Due to Proposition 9.1 we have
\[ \hat{G}_V(f)(x_n) = \int_\Omega f \hat{G}_V(\delta_{x_n}) \to \int_\Omega f \hat{G}_V(\delta_x) = \hat{G}_V(f)(x). \] (9.15)
Hence \( \hat{G}_V(f) \) is continuous on \( \tilde{\Omega} \). We can express \( G_V(f) \) as its precise representation.

9.3. The kernel \( G_V \) as limit of \( G_{V, \epsilon} \). In this clear that \( G_{V, \epsilon}(x, y) \) is a pointwise non-increasing sequence. Thus there is a limit
\[ G_V(0, y) = 0, \quad \text{if } \hat{G}_V(\delta_0) = 0. \] (9.17)
But we know that \( G_{V, \epsilon}(f) \to G_V(f) \) for \( f \in L^1(\Omega) \), therefore
\[ G_V(x, y) = G_V(x, y). \] (9.18)
Furthermore, since symmetry holds for \( G_{V, \epsilon} \), we give yet a further reason for the symmetry
\[ G_V(x, y) = G_V(y, x). \] (9.19)

10. Characterization of \( Z \). Maximum principle. We first recall the results of Ponce and Orsina [23] about set \( Z \) and failure of the strong maximum principle for bounded data in the case \( L = -\Delta \) and adapt it to our fractional setting. We then proceed with the actual characterization of \( Z \) in our setting.

10.1. Set of universal zeros. Failure of the strong maximum principle. Ponce and Orsina formalized the notion of set of universal zeros (or universal zero-set in their notation):
\[ Z_0 = \{ x \in \Omega : G_V(f)(x) = 0 \quad \forall f \in L^\infty(\Omega) \} \] (10.1)
in the context \( s = 1 \). As noted in their paper this is a failure of the strong maximum principle. For \( (-\Delta)^s = -\Delta \) in [23], the universal zero-set is characterized as
\[ Z_0 = Z. \] (10.2)
Furthermore, the authors show that \( G_V(\mu) \) exists for \( L = -\Delta \) if and only if \( |\mu|(Z) = 0 \). This leads them to indicate that in \( Z \neq \emptyset \) then the Green kernel does not exist. However, the authors do indicate that, when \( |\mu|(Z) = 0 \) then (in our notation) the unique solution is written
\[ G_V(\mu)(x) = \int_\Omega G_V(\delta_x)(y)d\mu(y). \] (10.3)
In order to connect these assertions with the results in Section 9, in this paragraph we prove the following:

Theorem 10.1. Assume (V1) and (G1)-(G4). It holds that
\[ \hat{G}_V(\delta_x)(y) = G_V(y, x) \] (10.4)
Then, the following are equivalent
i) \( \hat{G}_V(\delta_x) = 0 \) (i.e. \( x \in Z \))
ii) \( G_V(x, \cdot) = 0 \) a.e. in \( \Omega \).
iii) \( G_V(f)(x) = 0 \) for all \( f \in L^\infty(\Omega) \).
iv) \( G_V(1_\Omega)(x) = 0 \).
Proof. It is easy to see that
\[ \tilde{G}_V(\delta_x)(y) = \int_{\Omega} G_V(y,z) d\delta_x(z) = G_V(y,x). \] (10.5)
We prove that: i \iff ii \implies iii \implies iv \implies ii.
The equivalence between item i and item ii is immediate from (10.4).
Assume that item ii. Then, for \( f \in L^\infty(\Omega) \) we have that
\[ G_V(f)(x) = \int_{\Omega} G_V(x,y) f(y) dy = \int_{\Omega} 0 f(y) dy = 0. \] (10.6)
This is precisely item iii.

Since the function \( 1_{\Omega} \in L^\infty(\Omega) \) clearly item iii implies item iv.
Assume item iv. Then
\[ 0 = G_V(1_{\Omega})(x) = \int_{\Omega} G_V(x,y)dy = \int_{\Omega} |G_V(x,y)|dy \] (10.7)
Hence, item ii holds.

10.2. Necessary and sufficient condition on \( V \) so that \( x \in Z \). We now state
and prove the final result that characterizes nonexistence in terms of the integrability
of \( V \).

Theorem 10.2. Assume (V1). Then
\[ x \notin Z \iff V G(\delta_x) \in L^1(B_\rho(x)) \text{ for some } \rho > 0. \] (10.8)
In particular, \( Z \subset S \).

Remark 10.1. Notice that
\[ VG(\delta_x) \in L^1(B_\rho(x)) \iff \int_{B_\rho(x)} \frac{V(y)}{|x-y|^{n-2s}} dy < +\infty. \] (10.9)

Proof. We may take \( x = 0 \) for convenience. Let \( U = G(\delta_0) \in L^1(\Omega) \).
(i) Assume first \( VU \in L^1(\Omega) \). Then, for the approximating sequence in Theorem 7.1 corresponding to \( \mu = \delta_0 \) we have
\[ V_{\varepsilon} u_{\varepsilon} \leq VU \in L^1(B_\rho(x)). \] (10.10)
Thus, due to the Dominated Convergence Theorem we have
\[ V_{\varepsilon} u_{\varepsilon} \to V_{\mu} u \in L^1(B_\rho(x)). \] (10.11)
Therefore, the same convergence holds in the sense of measures. In particular, \( \alpha_{\mu} = 0 \), and \( \psi \) satisfies (1.1). Therefore \( G_V(\delta_0) \) is defined and \( 0 \notin S \). Since \( 0 \notin Z_0 \) we deduce \( 0 \notin Z_V \).

(ii) Conversely, assume \( 0 \notin Z \). Taking into account (1.1) \( f = 1_\Omega \)
\[ \int_{\Omega} V G_V(1_\Omega) \psi \leq \int_{\Omega} G_V(1_\Omega) \psi + \int_{\Omega} V G_V(1_\Omega) \psi = \int_{\Omega} \psi, \forall \psi \in L^\infty(\Omega). \] (10.12)
Since, by construction \( V G_V(1_\Omega) \in L^1(\Omega) \) we can take a sequence
\[ 0 \leq \psi_k = \frac{1_{B_{1/k}(x_0)}}{|B_{1/k}(x_0)|}. \] (10.13)
Due to Lemma 2.6, \( G(\psi_k) \to U \) a.e. in \( \Omega \). Due to Fatou’s lemma
\[ \int_{\Omega} VU G_V(1_\Omega) \leq \int_{\Omega} U. \] (10.14)
Towards a contradiction, assume that \( G_V(\delta_0) \) is defined. Then
\[
G_V(1_{\Omega})(0) > 0 \text{ and, due to Theorem 9.2 } G_V(1_{\Omega})(0) \geq c > 0 \text{ on } B_\rho \text{ for some } \rho. \text{ But then }
\]
\[
c \int_{B_\rho} VU \leq \int_{\Omega} U < +\infty \tag{10.15}
\]
using that \( U \in L^1(\Omega) \). Since (V1) we have that
\[
\int_{\Omega \setminus B_\rho} VU \leq \|V\|_{L^\infty(\Omega \setminus B_\rho)} \int_{\Omega} U < +\infty. \tag{10.16}
\]
Thus, \( VU \in L^1(\Omega) \).

11. **Extensions and open problems.** The theory that has been developed in this paper can be extended in different directions.

- We may also treat the problems in space dimensions \( n = 1, 2 \) which, as is well known, are somewhat special for the standard Laplacian. Here, there are some difficulties only in the case \( n - 2s \leq 0 \) (which corresponds to \( n = 1 \) and \( s \geq 1/2 \), or \( n = 2 \) and \( s = 1 \)) since, otherwise, the kernels have the same form. Thus, for \( n - 2s < 0 \) the kernel is not singular at \( x = y \) and, for \( n = 2s \), it has a logarithmic singularity. In [5] the information on the estimates for the different typical operators is gathered, and some of the sources we cite include \( n = 1, 2 \) (see, for instance, Corollary 1.4 of [21]). Our computations can be adapted for these cases as it is done in the standard theory for the usual Laplace operator.

- We may consider more general operators \( L \), like those considered in (1.12) one can replace \( |x - y|^{-(n+2s)} \) by a different kernel \( K(x, y) \) under some conditions. Furthermore, a similar logic applies for other spectral-type operators, like \((-\Delta + mI)^s\).

- We can replace the condition \( f \in L^1(\Omega) \) by inclusion in a weighted space \( f \in L^1(\Omega, w) \) like we did in [15], where the optimal weight was \( w = \text{dist}(x, \Omega^c)^s \). The weight depends on the operator.

- There is an interest in studying the interaction of singular potentials with diffuse measures. See, for instance, [25] in the case of the classical Laplacian.

- Problems with a combination of linear and nonlinear zero-order terms, like
\[
Lu + Vu = f(u).
\]

- An interesting line is to consider the corresponding parabolic problems:
\[
u_t + Lu + Vu = f.
\]

- Study of more general functions \( V \). We will give a more detailed account of the following development. It is natural to consider the case of \( V \geq 0 \) a Borel measurable function. Let us define a linear continuous operator
\[
\bar{G}_V : \mathcal{M}(\Omega) \to L^1(\Omega)
\]
given by
\[
\bar{G}_V(\mu) = \lim_{\varepsilon \to 0} \bar{G}_{V\varepsilon}(\mu). \tag{11.2}
\]
When a solution of (1.1) exists, it is as before \( \bar{G}_V(\mu) \).

This new operator is given by a kernel \( G_V \). Furthermore
\[
G_{V\varepsilon} \subset G_V \quad \text{in } L^1(\Omega \times \Omega) = L^1(\Omega; L^1(\Omega)). \tag{11.3}
\]
We define the sets

\[ Z = \{ x \in \Omega : \mathcal{G}_V(x, y) = 0 \text{ for a.e. } y \in \Omega \}. \]  

(11.4)

Given a measure \( \mu \), we can split \( \mu = \mu_Z + \mu \) where

\[ \mu_Z(A) = \mu(A \cap Z), \quad \mu(A) = \mu(A \setminus Z). \]  

(11.5)

For \( x_0 \in Z \) we have that \( \tilde{G}_V(\delta_{x_0}) = 0 \) but is not a solution of (1.1), since \( x_0 \notin Z_0 \). Therefore \( \mathcal{G}_V(\delta_{x_0}) \) does not exist. Analogously, if \( \mu_Z \neq 0 \), then \( \mathcal{G}(\mu) \) is not defined, and \( \mathcal{G}_V(\mu) = 0 \).

It remains to see that \( \mathcal{G}_V(\mu) \) exists.

For a general \( \mu \) we will have

\[ V_G \mathcal{G}_V(\mu) \rightharpoonup V \tilde{G}_V(\mu) + \lambda \mu. \]  

(11.6)

This new measure \( \lambda \mu \) may be complicated and have an strange support. The expected result is

\[ \lambda = 0 \iff \mu_Z = 0. \]  

(11.7)

In the case \( Z = \{0\} \), it holds that \( \lambda = \mu_Z \) so this result might be maintained.

This is equivalent to the natural extension of the results in [23] and their result is

\[ \mathcal{G}_V(\mu) \text{ is defined } \iff \mu(Z) = 0. \]  

(11.8)
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