A Deep Learning Based Real-time Load Forecasting Method in Electricity Spot Market
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Abstract. This paper analyzes the potential influence in Chinese electricity market due to the reform and access of the electricity spot market. On this occasion, a deep learning based model for load forecasting is proposed to improve the market operator's precise scheduling level and assist power retailers in managing bid strategies. Long-Short Term Memory (LSTM) unit is used to modeling, which is one of the most popular techniques of deep learning. In addition, historical power load data and meteorological data of Suzhou and Lianyungang in China from January 2015 to December 2017 are used for the study to training and evaluate forecasting model. As a result, this paper shows the compare results with exiting machine algorithm for load forecasting.

1. Introduction
As the fundamental work of the electricity market, load forecasting plays an increasingly important role with the electricity market develops. It not only becomes the basis for power plant quotation, but also an important premise for ensuring the safe and stable operation of the power grid. Its forecasting accuracy directly affects the benefits of power plant, market operator and other market participants.

In general, the electricity spot market can be divided into two parts: the day ahead market and the real-time market. The quotation and market-clearing price of the day ahead market can not only be used as a price signal for the entire market, but also the main basis for the formulation of following day’s schedule. The market operators will dispatch the contribution of power unit on the second day in advance based on the trading results of the day ahead market. Therefore, those units with long start-up times can be started in time to ensure timely supply of electricity [1].

In the electricity market, market operators will always monitor the real-time balance of power supply and load demand. Even if the generation schedule of the following day is formulated based on the day ahead market transactions, there still are deviation from actual load. Therefore, real-time market and intraday rolling schedule are needed to keep the power demand-supply balance. Obviously, the day ahead load forecasting and hourly forecasting cannot meet the requirements of the intraday rolling power generation schedule [2]. An efficient and reliable real-time load forecasting method with periods of 15min and 5min are urgently needed for electricity spot market.

Recently, machine learning technology has become a research hotspot in various academic areas. In particular, deep learning has been widely used in language models [3], machine translation [4], speech recognition [5] and has achieved great success. Load forecasting is a regression problem in
nature, there are some scholars use machine learning algorithms to solve this problem. For example, in [6], a least squares support vector machines (LS-SVM) method is used to forecast short-term load, in [7] authors proposal a LSTM network based model for short-term residential load forecasting. In addition, the types of power collection data and meteorological data are increasingly abundant, which provides the possibility to further improve the accuracy of short-term load forecasting.

In this paper, it is aim to make contributions to improve the short-term load forecasting accuracy of electricity spot market. First, various types of load data and meteorological data are analyzed and processed to extract corresponding features. Then these features are coupling and vectorizing to represent power load with high dimensions. This representation of power load in vector space creates a new time series data which features multi-source and heterogeneous spatial. The LSTM unit is used to construct the neural network model, and Early stop and Dropout are used for preventing overfitting while training model. Besides, Random Forest is served as benchmark. In case study, our experiments verify those effective features among numerous raw data and figure out a valid network structure.

2. Literature study and contributions

2.1. Literature study
The power load data features time series and non-linearity. According to its features, numerous researches on short-term load forecasting models are carried from past and present. Among many of these literatures, there are some classical time series forecasting model. For example, regression analysis method [8], exponential smoothing model method [9], Kalman filtering method [10], multiple linear regression method [11] and Fourier expansion method model [12]; representative model is autoregressive integral moving average model [13, 14] (Autoregressive Integrated Moving Average Model, ARIMA). Its basic idea is to treat the electrical load sequence as a random sequence, and a certain mathematical model is used to approximate the sequence. This model forecasts electrical load from the historical data and owns advantage of considering the time-series relationship of data. However, the nonlinear relationship of data still cannot be expressed by model.

Machine learning method is also be used for load forecasting. For example, BP neural network is used to forecast electrical load in [15-17], and grey projection and random forest algorithm are used in [18]. Literature [19] uses the gradient descent decision tree GBDT for forecast. In [20], authors process the feature of data by PCA, and then the support vector machine is used to figure out the regression. These algorithms are short of consideration of temporal correlation of electrical data, and need to artificially add time features to ensure the precision of forecast.

In reference [21], experimental data demonstrates the error based on LSTM power load forecasting is lower than that of the traditional model ARIMA. However, since only the load data is used as feature, other factors such as meteorological data are not considered, the performance of this model dose not reach the state of art. LSTM unit is used in short-term load forecasting in reference [22], but the training and test data are limited with half a year and the forecast period is half hour, its generalization has not been proved.

2.2. Contributions
To improve the accuracy of load forecasting by LSTM units and give full play to the advantages of deep learning neural networks, this paper combines the prior knowledge and experimental results of load forecasting to extract features from meteorological information, day types and electricity prices to enhance the performance model. Besides, a vectorization method of multi-source data is proposed to fast processing multiple data for implementing load forecasting model.
significantly improvement, like in natural language processing [23] and body and gesture perception [24].

In this paper, we summarize three main types of influencing factors used in traditional load forecasting methods: historical load information, meteorological information, and day type information, and extract features from these data for our model.

For characteristic of the load trend, there is one method choosing the load on the day of last year, plus the load accumulation from last year to this year, as the trend feature for model. Obviously, this method uses load data with large span and long period, which cannot obtain an accurate load trend and is not suitable for short-term load forecasting. We use the load of the last few days as parameters and use this data as input to the model for each forecast. In fact, the load trend chosen in this way contains the impact of weather and residential electricity habits on the load.

Meteorological factors have a crucial influence on short-term load forecasting. Among them, the common influencing factor is temperature, followed by humidity, wind force, and weather type. Extreme weathers lead to rapid changes in load. Therefore, multiple weather data are used to building the model.

The type of date is another important factor in the short-term load forecast. In fact, the current urban electricity load in China is still dominated by industrial electricity loads. And there is a significant electricity load decline between workday and holiday. This paper takes date type account into the forecasting of load. All the time series data are tagged with date labels.

In addition, the economic adjustment factors of electricity prices are also considered as load influencing factors. Since the industrial electrical load is about 90% of the total load, in order to normalize the model parameters, number 1, 2 and 3 are used to represent the price of the valley, flat and peak ratio.

4. Model structure and feature extraction

4.1. Model structure
Recurrent Neural Network (RNN) is fundamentally different from traditional feedforward neural networks. It is a sequence-based model that establishes the temporal correlation between previous information and the current situation. For the time series problem, which means the decision made by RNN at time T-1 will affect the decision of its current time T. As a result, RNN is suitable for processing and predicting the interval and delay events in the time series [25]. Based on daily experience, people's daily electricity habits are one of the important factors affecting the load of same period, which is exactly in line with the predictive characteristics of RNN.

The Long-Short Term Memory (LSTM) is an improved RNN that is first proposed by Hochreiter et al. [26] and is modified by Alex Graves to add additional gates of forgetting [27]. The improved LSTM solves the problem of “gradient disappearance” while training model. It features learning dependence information of long-term and short-term from time series. LSTM is one of the most successful RNN architecture at present, and it is widely used in many scenarios.

![Basic LSTM cell](image)

Figure 1. Basic LSTM cell
The LSTM basic cell includes the Forgetting Gate, Input Gate and Output Gate [27], as shown in Figure 1. In the forgetting gate, the input $x_t$, the status memory unit $S_{t-1}$, and the output $h_{t-1}$ jointly determine the forgotten portion of the status memory unit. The $x_t$ in the input gate determines retention vector of state memory unit after sigmoid and tanh conversion. The final output $h_t$ is determined by the updated $S_t$ and the input $x_t$. The calculation formula is shown in (1)-(6), where $W_{fs}, W_{fh}, W_{lx}, W_{ln}, W_{fx}, W_{fh}, W_{ox}$ and $W_{oh}$ are the input weight matrices of corresponding activation functions.

\[
\begin{align*}
    f_t &= \sigma(W_{fx}x_t + W_{fh}h_{t-1} + b_f) \\
    i_t &= \sigma(W_{lx}x_t + W_{lh}h_{t-1} + b_i) \\
    g_t &= \varnothing(W_{gx}x_t + W_{gh}h_{t-1} + b_g) \\
    o_t &= \sigma(W_{ox}x_t + W_{oh}h_{t-1} + b_o) \\
    s_t &= g_t \odot i_t + s_{t-1} \odot f_t \\
    h_t &= \varnothing(s_t) \odot o_t
\end{align*}
\]

4.2. Training skills
Deep neural networks contain many non-linear hidden layers, which allow the network to learn the extremely complex relationships between input and output. In the case of insufficient data, deep neural networks will experience over-learning and over-fitting. Solutions to overfitting usually include Early stop, which stops training as soon as the performance of the validation begins to deteriorate, and L1, L2 regularization, light weight distribution, etc. [28].

Nitish Srivastava and Geoffrey Hinton et al. proposed Dropout method achieves the performance closes to Bayesian gold standard by learning a cluster of parameter-sharing sets with exponential number of models. The term Dropout means to discard part of the neuron cells in a neural network. These discarded cells are temporarily removed from the network, and all its input and output connections while training.

The probability $P$ of retaining neurons in the same layer is same for all neurons when implementing Dropout. Besides, there are no interaction between every single neuron. Even though, the probability of each neuron participating in each training is $p$, it always presents during testing [29]. This paper adopts both Early stop and Dropout methods to avoid overfitting while training the model.

4.3. Feature extraction
The short-term load forecast of the Chinese state grid company requires to forecast the local total load on the following day. The forecast frequency is every 15 minutes, so the load at 96 different time points during the day needs to be predicted. The electricity spot market intraday trading periods are usually 5 minutes and 15 minutes. Therefore, every 5 minutes and 15 minutes load data per day are important parts of our training data. Weather conditions are usually considered to be closely related to electricity load. As a result, this paper also chooses six types of weather information for training data including wind speed, wind direction, rainfall, temperature, humidity, and air pressure.

To find out the impact of the date type on load varying, we select one week's load data with similar weather and draw the trend graph, as shown in Figure 2.
The experimental results indicate that the electricity load on weekends and holidays is significantly lower than the working day. Therefore, in the actual model training, we divide the date features into working days and holidays respectively.

After the experimental test, all features are selected from the original load data, meteorological data and peak-valley electricity price factors as the input of model training, and the working days and holidays are separately trained. The detail feature selection is shown in Table 1.

![Figure 2. Typical one-week load](image)

| Features          | Description                                          |
|-------------------|------------------------------------------------------|
| L(d-1, t)         | The load of 1 day ago, t time                        |
| L(d-2, t)         | The load of 2 days ago, t time                       |
| L(d-3, t)         | The load of 3 days ago, t time                       |
| L(d-4, t)         | The load of 4 days ago, t time                       |
| L(d-5, t)         | The load of 5 days ago, t time                       |
| L(d-6, t)         | The load of 6 days ago, t time                       |
| L(year-1, t)      | The load of 1 year ago, t time                       |
| Workday           | workday                                              |
| Holiday           | weekend and other holiday                            |
| Temperature       | Forecast of temperature, t time                      |
| Humid             | Forecast of humid, t time                            |
| Wind Speed        | Forecast of wind speed, t time                       |
| Wind Direction    | Forecast of wind direction, t time, Angle based     |
| Precipitation     | Forecast of precipitation possibility, t time        |
| Pressure Peak     | Forecast of air pressure, t time                     |
| Peak flat         | Flat electricity price                               |
| Valley            | Valley electricity price                             |

Inspired by natural language processing tasks of word to vector, we coupling all the corresponding features to construct a new time series. Every single power load data is mapping to a vector space which including above features. Finally, the input vector of our power data is present as shown in Figure 3. The Day-1 in the following figure refers to the power load of one day ahead, and Day-2, Day-3, Day-4, Day-5 and Day-6 refer to the power load of corresponding days ago.
5. Case study

5.1. Data standardization

In this experiment, min-max standardization is used to linearly transform the original data, and the data size is constrained between [0, 1]. The formula is defined as follow:

\[ x^* = \frac{x - \text{min}}{\text{max} - \text{min}} \]  \hspace{1cm} (7)

Where \( x^* \) is the transferred value, max is the maximum value in the sample data, and min is the minimum value in the sample data.

5.2. Experimental evaluation index

To assess the performance of the model, our experiment refers to the Chinese National Grid Corporation's evaluation of load forecasting indicators: mean absolute percentage error (MAPE), root mean square error (RMSE) and forecast accuracy (FA). The corresponding formulation is written as follows:

\[ \text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \frac{|x_{\text{act}}(i) - x_{\text{pred}}(i)|}{x_{\text{act}}(i)} \]  \hspace{1cm} (8)

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_{\text{act}}(i) - x_{\text{pred}}(i))^2} \]  \hspace{1cm} (9)

\[ \text{FA} = \left( 1 - \frac{|x_{\text{act}}(i) - x_{\text{pred}}(i)|}{x_{\text{act}}(i)} \right) \times 100\% \]  \hspace{1cm} (10)

5.3. Results

Our experiments test the day ahead load forecasting and intraday load forecasting of 5min and 15min periods from hyperparameters and influence features of model. Besides, the input length of load time series has been tested in day ahead load forecasting. These tests adopt the control variable method to carry out stepwise tuning.

In the day ahead load forecasting, we adjust the input load time series length for error comparison test under the condition of fixed training epochs, batch size and input features. Table 2 shows the test result that the best performance comes out with input length 96 which is the same length of load needs to forecast within a day.

| Table 2 Model parameters combination test result |
|-----------------------------------------------|
| Model parameters combination test             |
| input sequence | epoch | Batch size | features | MAPE  |
| 96           | 500   | 512        | 9        | 0.0299 |
| 48           | 500   | 512        | 9        | 0.0341 |
| 24           | 500   | 512        | 9        | 0.0335 |
| 12           | 500   | 512        | 9        | 0.0338 |
| 6            | 500   | 512        | 9        | 0.0339 |
| 4            | 500   | 512        | 9        | 0.0342 |
In order to further analyze and verify the effect of the selected impact features on the forecasting, meteorological information, historical load and date type are selected for test. The test results present at Table 3 indicate both meteorological information, date type and historical load data have a positive correlation contribution to the test results. Similarly, forecasting workdays and holidays separately can significantly improve accuracy.

| Feature factor combination test result |   
|--------------------------------------|
| **Feature factor combination test**   |   
| Meteorological data load data date type epoch batch size MAPE |   
| Meteorological data workday/holiday 20 512 0.0385 |   
| history load workday/holiday 20 512 0.0349 |   
| Meteorological data history load workday/holiday 20 512 0.0369 |   
| Meteorological data history load workday and holiday 20 512 0.0337 |   

Finally, keeping other parameters fixed, and increasing the number of layers of LSTM to test the effect of increasing the depth of the model. Result shows that increasing the model depth by stacking the LSTM layer can improve the model prediction ability. However, test loss increases when the LSTM layer is increased to 5 layers in our case. The detail test result is shown in Table 4.

| Model structure combination test result |   
|----------------------------------------|
| **Model structure combination test**    |   
| LSTM Layers epoch Batch size features MAPE |   
| Two layers 500 512 16 0.0282 |   
| Three layers 500 512 16 0.0274 |   
| Four layers 500 512 16 0.0265 |   
| Five layers 500 512 16 0.0297 |   

The above experimental results determine the parameters, influence features and structure of the model. Then we compare the model with the benchmark of random forest. Figure 4 presents the forecasting result of day ahead load by our model and random forest, our proposed model gains the better performance.

![Figure 4. Forecasting curve and actual curve comparison](image)

We use the bus load of a 220kv substation at one city of Jiangsu province as test data to test the performance of the LSTM and random forest models in the ultra-short-term load forecast with periods of 5 minutes and 15 minutes. As the results shown in Figure 5, both models have achieved good performance, while our proposed model gain a higher forecast accuracy.
6. Conclusion
In this paper, we explore the relationship between electricity market and short-term load forecasting, and discuss different machine learning model for load forecasting. The influence features have been found and proved by experiment. Finally, the results show that the proposed model can accurately forecast the daily load and the real-time load in the power spot market. Such short-term load forecasting can not only extract features in the historical data, but also use the current time data to correct the load forecast at the next period. This model can apply to regional-wide node load forecasting, and in the future can assist the power retailer's quotation strategy and the power operator's node price setting. Obviously, with the reform of the electricity market, the integration of electric vehicles and renewable power generation, the uncertainty of power load will continue to increase. In the future work, these uncertain factors can be specifically analyzed and integrated into the neural network.
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