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Abstract Geometric Extreme Exponential Distribution (GEE) is one of the statistical models that can be useful in fitting and describing lifetime data. In this paper, the problem of estimation of the reliability $R = P(Y < X)$ when $X$ and $Y$ are independent GEE random variables with common scale parameter but different shape parameters has been considered. The probability $R = P(Y < X)$ is also known as stress-strength reliability parameter and demonstrates the case where a component has stress $X$ and is subjected to strength $Y$. The reliability $R = P(Y < X)$ has applications in engineering, finance and biomedical sciences. We present the maximum likelihood estimator of $R$ and study its asymptotic behavior. We first study the asymptotic distribution of the maximum likelihood estimators of the GEE parameters. We prove that the maximum likelihood estimators and so the reliability $R$ have asymptotic normal distribution. A bootstrap confidence interval for $R$ is also presented. Monte Carlo simulations are performed to assess he performance of the proposed estimation method and validity of the confidence interval. We found that the performance of the maximum likelihood estimator and also the bootstrap confidence interval is satisfactory even for small sample sizes. Analysis of a dataset has been given for illustrative purposes.
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1 Introduction

The study of stress-strength model is very common in reliability context. In this model, we are interested on the inference of the reliability $R = P(Y < X)$, where $X$ is the strength of a component which is subject to the stress $Y$. The system fails whenever the applied stress is greater than its strength and $R$ will be the chosen measure of system performance. The problem of statistical inference on $R$ has been considered by many authors. The earliest work perhaps was done by [30] who considered the case when $X$ and $Y$ are normally distributed. The Gaussian case was further studied by [9], [11], [14] and [39]. The setting that $X$ and $Y$ follow independent exponential distribution was studied by [37, 38], [17], [34] and [8]. The more general case that $X$ and $Y$ are independent gamma random variables was considered briefly by [37], and more extensively by [10], [3] and [35, 36]. References [31] and [4] studied the case where $X$ and $Y$ are Burr Type X and Levy random variables, respectively. More recently, the logistic, Laplace, generalized exponential, Weibull and generalized Pareto cases were treated respectively, by [25], [26], [20], [21] and [32].

The case where $X$ and $Y$ follow bivariate beta, bivariate gamma and bivariate exponential models were considered respectively by [27, 28] and Nadarajah and Kotz [29].

Reference [18] collects and analysis different stress-strength models. See also [19], [15], [5, 6], [7], [16] and [33].
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Recently, [24] considered the case with two independent Poisson half logistic random variables. In this article, we consider the inference on $R = P(Y < X)$, when $X$ and $Y$ are independent geometric extreme exponential (GEE) distribution random variables with common scale parameter but different shape parameters. Geometric extreme exponential distribution is one of the nonnegative right skewed models that could be used for analyzing lifetime data. The GE-exponential distribution was introduced by [22] and further studied extensively by [23] and [2].

We shall denote a geometric extreme exponential model with shape parameter $\gamma$ and scale parameter $\beta$ by GEE($\gamma, \beta$) and the corresponding density function is given by:

$$f(x; \gamma, \beta) = \frac{\gamma \beta e^{-\beta x}}{(1 - \gamma e^{-\beta x})^2}, \quad (x > 0)$$

(1)

where $\gamma > 0$, $\beta > 0$ and $\bar{\gamma} = 1 - \gamma$. The GEE distribution reduces to the exponential distribution if we take $\gamma = 1$. When $0 < \gamma < 1$, the distribution reduces to exponential-geometric distribution studied by [1]. This distribution has decreasing failure rate and we shall not consider this case in this article.

We shall denote the GEE distribution function by $F(x; \gamma, \beta)$ and is given by

$$F(x; \gamma, \beta) = \frac{1 - e^{-\beta x}}{1 - \gamma e^{-\beta x}}.$$

(2)

The mean and the variance of the GEE distribution are given by the following equations

$$\mu = -\gamma \ln \bar{\gamma}, \quad \sigma^2 = \frac{\gamma}{\bar{\gamma}^2} \left( 2 \Phi(1 - \gamma, 2, 1) - \frac{\gamma \ln^2 \gamma}{\bar{\gamma}^2} \right), \quad (\gamma \neq 1)$$

(3)

where $\Phi(a, b, c)$ is the Lerch’s transcendent (see e.g. [13]).

The rest of the article is organized as follows. In Section 2, we study the problem of finding the maximum likelihood estimator of $R$. Asymptotic distribution of the maximum likelihood estimators (MLEs) of the parameters using Fisher information matrix are provided in Section 3. A non-parametric bootstrap confidence interval is presented in Section 4. Validity of the proposed estimation method and the bootstrap confidence interval are assessed by a Monte Carlo simulation study in Section 5 and Section 6 is devoted to a data analysis study of two simulated datasets. Finally, We will conclude with a discussion in Section 7.

2 Maximum likelihood estimation of $R$

Suppose $X$ and $Y$ are independent random variables follow GEE($\gamma_1, \beta$) and GEE($\gamma_2, \beta$), respectively. Note that

$$R = P[Y < X] = \int_0^\infty f(x; \gamma_1, \beta) F(x; \gamma_2, \beta) dx.$$

It can be shown that

$$R = \begin{cases} \frac{\gamma_1 \gamma_2}{\gamma_1 - \bar{\gamma}_2} \left\{ \log(\gamma_2/\gamma_1) + \frac{1}{\gamma_2} \right\}, & \gamma_1 \neq \gamma_2 \\ \frac{1}{2}, & \gamma_1 = \gamma_2 \end{cases}$$

(4)

To find the maximum likelihood estimator of $R$, we first study the MLE of the parameters $\beta, \gamma_1$ and $\gamma_2$. Let $X_1, X_2, \ldots, X_n$ be a random sample of size $n$ from GEE $(\gamma_1, \beta)$ and $Y_1, Y_2, \ldots, Y_m$ be a random sample of size $m$ from GEE $(\gamma_2, \beta)$. Hence, the likelihood function of the whole sample will be given by

$$L(\gamma_1, \gamma_2, \beta) = \prod_{i=1}^n \frac{\gamma_1 \beta e^{-\beta x_i}}{(1 - \gamma_1 e^{-\beta x_i})^2} \prod_{j=1}^m \frac{\gamma_2 \beta e^{-\beta y_j}}{(1 - \gamma_2 e^{-\beta y_j})^2}$$

$$= \frac{\gamma_1^n \gamma_2^m \beta^{n+m} e^{-\beta (\sum_{i=1}^n x_i + \sum_{j=1}^m y_j)}}{\prod_{i=1}^n (1 - \gamma_1 e^{-\beta x_i})^2 \prod_{j=1}^m (1 - \gamma_2 e^{-\beta y_j})^2}.$$ 

(5)

The log-likelihood function is then

$$L^*(\gamma_1, \gamma_2, \beta) = \log L(\gamma_1, \gamma_2, \beta) = n \log \gamma_1 + m \log \gamma_2 + (n + m) \log \beta$$

$$- \beta (\sum_{i=1}^n x_i + \sum_{j=1}^m y_j) - 2 \sum_{i=1}^n \log(1 - \gamma_1 e^{-\beta x_i}) - 2 \sum_{j=1}^m \log(1 - \gamma_2 e^{-\beta y_j}).$$
Taking the derivatives with respect to $\beta$, $\gamma_1$ and $\gamma_2$ and setting the resulting equals equal to zero yield the following normal equations

$$\frac{\partial}{\partial \beta} L^*(\gamma_1, \gamma_2, \beta) = \frac{n + m}{\beta} - 2 \sum_{i=1}^{n} \frac{\bar{y}_i x_i e^{-\beta x_i}}{1 - \bar{y}_i e^{-\beta x_i}} - 2 \sum_{j=1}^{m} \frac{\bar{y}_j (1 - \bar{y}_j) e^{-\gamma_j}}{1 - \gamma_j e^{-\beta y_j}} - \left( \sum_{i=1}^{n} x_i + \sum_{j=1}^{m} y_j \right) = 0,$$  

$$\frac{\partial}{\partial \gamma_1} L^*(\gamma_1, \gamma_2, \beta) = \frac{n}{\gamma_1} - 2 \sum_{i=1}^{n} \frac{e^{-\beta x_i}}{1 - \gamma_1 e^{-\beta x_i}} = 0,$$  

$$\frac{\partial}{\partial \gamma_2} L^*(\gamma_1, \gamma_2, \beta) = \frac{m}{\gamma_2} - 2 \sum_{j=1}^{m} \frac{e^{-\gamma_j}}{1 - \gamma_2 e^{-\beta y_j}} = 0.$$  

The MLEs of the parameters $\gamma_1$, $\gamma_2$ and $\beta$ are the solutions of the system of nonlinear equations (6), (7) and (8). The following algorithm could be used to solve the equations simultaneously.

1. Choose any positive value for $\beta$, say $\beta^{(0)}$ and solve equation (7) for $\gamma_1$.
2. Similarly solve equation (8) for $\gamma_2$ with the chosen value of $\beta^{(0)}$ in step 1.
3. Solve equation (6) for $\beta^{(1)}$ with the values $\gamma_1^{(1)}$ and $\gamma_2^{(1)}$ found in steps 1 and 2, respectively.
4. Calculate $L^*(\gamma_1^{(1)}, \gamma_2^{(1)}, \beta^{(1)})$.
5. Repeat steps 1-4 several times until the absolute difference between two consecutive $L^*(\gamma_1^{(j)}, \gamma_2^{(j)}, \beta^{(j)})$ is less than some tolerance level. The maximum likelihood estimator of $\bar{R}$ is then using the invariance property of maximum likelihood estimators and equation (4) will be given by:

$$\hat{R} = \left\{ \begin{array}{ll} \frac{\hat{\gamma}_1 \hat{\gamma}_2}{\hat{\gamma}_1 - \hat{\gamma}_2} \left( \log(\hat{\gamma}_1/\hat{\gamma}_2) + \frac{1}{2} \right), & \hat{\gamma}_1 \neq \hat{\gamma}_2 \\ 1/2, & \hat{\gamma}_1 = \hat{\gamma}_2 \end{array} \right. $$  

(9)

In the following section, we derive the asymptotic distribution of the MLEs of the unknown parameters $\gamma_1$, $\gamma_2$ and $\beta$.

### 3 Asymptotic distribution of the MLEs

In this section, we derive the asymptotic distribution of the MLEs $\hat{\theta} = (\hat{\beta}, \hat{\gamma}_1, \hat{\gamma}_2)$. Let $I(\theta)$ be the Fisher information matrix of $\theta = (\beta, \gamma_1, \gamma_2)$ which is given by

$$I(\theta) = \left[ \begin{array}{ccc} I_{11} & I_{12} & I_{13} \\ I_{21} & I_{22} & I_{23} \\ I_{31} & I_{32} & I_{33} \end{array} \right] = - \left[ \begin{array}{ccc} E(\frac{\partial^2 L^*}{\partial \beta^2}) & E(\frac{\partial^2 L^*}{\partial \beta \gamma_1}) & E(\frac{\partial^2 L^*}{\partial \beta \gamma_2}) \\ E(\frac{\partial^2 L^*}{\partial \gamma_1 \beta}) & E(\frac{\partial^2 L^*}{\partial \gamma_1 \gamma_2}) & E(\frac{\partial^2 L^*}{\partial \gamma_1 \beta}) \\ E(\frac{\partial^2 L^*}{\partial \gamma_2 \beta}) & E(\frac{\partial^2 L^*}{\partial \gamma_2 \gamma_1}) & E(\frac{\partial^2 L^*}{\partial \gamma_2 \beta}) \end{array} \right],$$

(10)

where

$$I_{11} = E\left( \frac{n + m}{\beta^2} - 2 \sum_{i=1}^{n} \frac{\gamma_i^2 x_i e^{-\beta x_i}}{1 - \gamma_i e^{-\beta x_i}} - 2 \sum_{j=1}^{m} \frac{\gamma_j^2 y_j e^{-\beta y_j}}{1 - \gamma_j e^{-\beta y_j}} \right),$$

$$I_{12} = I_{21} = E\left( - 2 \sum_{i=1}^{n} \frac{x_i e^{-\beta x_i}}{1 - \gamma_i e^{-\beta x_i}} \right),$$

$$I_{13} = I_{31} = E\left( - 2 \sum_{j=1}^{m} \frac{y_j e^{-\beta y_j}}{1 - \gamma_j e^{-\beta y_j}} \right),$$

$$I_{22} = E\left( \frac{n}{\gamma_1^2} - 2 \sum_{i=1}^{n} \frac{e^{-2\beta x_i}}{1 - \gamma_1 e^{-\beta x_i}} \right),$$

$$I_{23} = I_{32} = E\left( \frac{m}{\gamma_2} - 2 \sum_{j=1}^{m} \frac{e^{-2\beta y_j}}{1 - \gamma_2 e^{-\beta y_j}} \right),$$

$$I_{33} = E\left( \frac{m}{\gamma_2} - 2 \sum_{j=1}^{m} \frac{e^{-2\beta y_j}}{1 - \gamma_2 e^{-\beta y_j}} \right).$$
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\[ I_{23} = I_{32} = 0. \]

To evaluate the above expectations note that when \( X \sim \text{GEE}(\gamma, \beta) \) and \( \gamma > 1 \), the random variable \( U = \{1 - \gamma e^{-\beta X}\}^{-1} \) is uniformly distributed on interval \((\gamma^{-1}, 1)\). Hence, we deduce that

\[
I_{11} = \frac{n + m}{\beta^2} - \frac{2n \gamma_1}{\beta^2 \gamma_1} \int_{1/\gamma_1}^{1} u(u - 1) \ln^2 \left( \frac{u - 1}{\gamma_1 u} \right) du - \frac{2m \gamma_2}{\beta^2 \gamma_2} \int_{1/\gamma_2}^{1} v(v - 1) \ln^2 \left( \frac{v - 1}{\gamma_2 v} \right) dv
\]

\[
= \frac{n + m}{\beta^2} \left\{ 1 - \frac{1}{3 \gamma_1} [1 - \gamma_1 \{1 + \frac{\pi^2}{3} + \ln^2 (\gamma_1 - 1) - \ln^2 (1 - \gamma_1^{-1}) - 2 L(\gamma_1^{-1}, 2)]}\right\}
\]

\[
- \frac{m}{\beta^2} \left\{ 1 - \frac{1}{3 \gamma_2} [1 - \gamma_2 \{1 + \frac{\pi^2}{3} + \ln^2 (\gamma_2 - 1) - \ln^2 (1 - \gamma_2^{-1}) - 2 L(\gamma_2^{-1}, 2)]}\right\},
\]

\[
I_{12} = I_{21} = -\frac{2n \gamma_1}{\beta^2 \gamma_1^2} \int_{1/\gamma_1}^{1} u(u - 1) \ln \left( \frac{u - 1}{\gamma_1 u} \right) du
\]

\[
= n \{ \gamma_1 - 1 - \gamma_1^{-1} \ln \gamma_1 \} \{3 \beta \gamma_1 (\gamma_1 - 1)^2\}^{-1},
\]

\[
I_{13} = I_{31} = -\frac{2m \gamma_2}{\beta^2 \gamma_2^2} \int_{1/\gamma_2}^{1} v(v - 1) \ln \left( \frac{v - 1}{\gamma_2 v} \right) dv
\]

\[
= m \{ \gamma_2 - 1 - \gamma_2^{-1} \ln \gamma_2 \} \{3 \beta \gamma_2 (\gamma_2 - 1)^2\}^{-1},
\]

\[
I_{22} = n \{ \gamma_1^{-2} - 2 (\gamma_1 - 1)^{-2} E[(U - 1)^2]\} = n \{3 \gamma_1^{-2}\}^{-1},
\]

\[
I_{33} = m \{ \gamma_2^{-2} - 2 (\gamma_2 - 1)^{-2} E[(V - 1)^2]\} = m \{3 \gamma_2^{-2}\}^{-1},
\]

where \( L(a, b) = \sum_{k=1}^{\infty} a^k k^{-b} \) with \( a \in (0, 1) \), is the polylogarithm function (see e.g. Erdelyi et al., 1953).

Also, when \( \gamma_1 \) and \( \gamma_2 \) belongs to the interval \((0, 1)\) the infinite double series methods may be used to find the expectations in \( I_{ij} \) (see [1]).

Now the asymptotic distribution of \( \hat{\theta} = (\hat{\beta}, \hat{\gamma}_1, \hat{\gamma}_2) \) is given by the following theorem.

**Theorem 1.** As \( n \to \infty \) and \( m \to \infty \) and \( n/m \to p \), then

\[
[\sqrt{n} (\hat{\beta} - \beta), \sqrt{n} (\hat{\gamma}_1 - \gamma_1), \sqrt{n} (\hat{\gamma}_2 - \gamma_2)] \to N_3(0, A^{-1}(\beta, \gamma_1, \gamma_2)),
\]

where

\[
A(\beta, \gamma_1, \gamma_2) = \begin{bmatrix}
    a_{11} & a_{12} & a_{13} \\
    a_{21} & a_{22} & 0 \\
    a_{31} & 0 & a_{33}
\end{bmatrix},
\]

(11)

and

\[
a_{11} = \frac{1}{n} I_{11} = -\frac{1}{\beta^2} \left\{ 1 - \frac{1}{3 \gamma_1} [1 - \gamma_1 \{1 + \frac{\pi^2}{3} + \ln^2 (\gamma_1 - 1) - \ln^2 (1 - \gamma_1^{-1}) - 2 L(\gamma_1^{-1}, 2)]}\right\}
\]

\[
- \frac{1}{\beta^2} \left\{ 1 - \frac{1}{3 \gamma_2} [1 - \gamma_2 \{1 + \frac{\pi^2}{3} + \ln^2 (\gamma_2 - 1) - \ln^2 (1 - \gamma_2^{-1}) - 2 L(\gamma_2^{-1}, 2)]}\right\},
\]

and

\[
a_{12} = a_{21} = \frac{1}{n} I_{12} = (\gamma_1 - 1 - \gamma_1^{-1} \ln \gamma_1) \{3 \beta \gamma_1 (\gamma_1 - 1)^2\}^{-1},
\]

\[
a_{13} = a_{31} = \sqrt{p} I_{13} = \frac{1}{\sqrt{p}} (\gamma_2 - 1 - \gamma_2^{-1} \ln \gamma_2) \{3 \beta \gamma_2 (\gamma_2 - 1)^2\}^{-1},
\]

\[
a_{22} = \frac{1}{n} I_{22} = (3 \gamma_1^{-2})^{-1},
\]

\[
a_{33} = \frac{1}{m} I_{33} = (3 \gamma_2^{-2})^{-1}.
\]

**Proof:** The proof follows by the asymptotic properties of the maximum likelihood estimators.

In the following section, we present a non-parametric bootstrap procedure to construct a bootstrap confidence interval for \( R \).
4 Bootstrap confidence interval

In this section, we propose a non-parametric bootstrap confidence interval for $R$, using the percentile bootstrap method of [12]. To construct the bootstrap confidence interval we follow the following steps:

Step 1: Calculate the maximum likelihood estimators $(\hat{\beta}, \hat{\gamma}_1, \hat{\gamma}_2)$ using equations (6) and (7) or (8) from the sample $(x_1, \ldots, x_n)$ and $(y_1, \ldots, y_m)$ by the numerical iteration method described in Section 2.

Step 2: Generate a bootstrap sample $(x_1^*, \ldots, x_n^*)$ from GEE$(\hat{\beta}, \hat{\gamma}_1)$ and similarly a bootstrap sample $(y_1^*, \ldots, y_m^*)$ from GEE$(\hat{\beta}, \hat{\gamma}_2)$.

Step 3: Calculate the bootstrap estimates $(\hat{\beta}^*, \hat{\gamma}_1^*, \hat{\gamma}_2^*)$ using equations (6), (7) and (8) from the bootstrap sample $(x_1^*, \ldots, x_n^*)$ and $(y_1^*, \ldots, y_m^*)$ and calculate the bootstrap estimate of $R, \hat{R}^*$ from equation (9).

Step 4: Repeat steps 2 and 3, NBOOT times.

Step 5: Let $\hat{R}_{Boot}(x) = H^{-1}(x)$ where $H(x) = P(\hat{R}^* \leq x)$ is the cumulative distribution function of $\hat{R}^*$. Then the $100(1-\nu)\%$ bootstrap confidence interval for $R$ is given by

$$\left(\hat{R}_{Boot}(\nu/2), \hat{R}_{Boot}(1-\nu/2)\right).$$

(12)

In the next section, we evaluate the performance of the proposed bootstrap confidence interval in terms of confidence interval length and coverage percentage through a Monte Carlo simulation study.

5 Simulation study

In this section, we study the performance of the maximum likelihood estimator of $R$ using Monte Carlo simulations. All the simulations were carried out in R using the pseudo-random generator in that software package. The performance of estimation is evaluated in terms of bias and mean squared error (MSE). We also constructed the 90% bootstrap confidence interval for $R$ using the method described in Section 4. To assess the performance of the bootstrap confidence interval we reported the confidence length and the coverage percentage. We considered different sample sizes say; $(n, m) = (5, 5), (5, 10), (10, 5), (10, 10), (10, 15), (15, 10), (20, 20), (30, 30)$. Since the value of $R$ is independent of $\beta$ without loss of generality we kept it constant at $\beta = 1.0$. In all cases we considered $\gamma_1 = 1.5$ and $\gamma_2 = 2.0, 2.5, 3.0, 3.5$ and 4.0. All the simulation results are based on 10000 replications. We computed the bootstrap confidence intervals based on 1000 re-sampling.

Table 1: Biases, MSEs, confidence lengths and coverage percentages. In each cell, the number in the first row represents the average bias and the number in the bracket represents mean squared error. Similarly the confidence length and the coverage percentage based on bootstrap method are reported in the second row.

| $(n, m)$ | $\gamma_2 = 2.0$ | $\gamma_2 = 2.5$ | $\gamma_2 = 3.0$ | $\gamma_2 = 3.5$ | $\gamma_2 = 4.0$ |
|--------|-----------------|-----------------|-----------------|-----------------|-----------------|
| (5, 5) | -0.0553 (0.0011) | -0.0610 (0.0007) | -0.0841 (0.0071) | -0.1027 (0.0015) | -0.1295 (0.0104) |
| (5, 10) | -0.0500 (0.0020) | -0.0569 (0.0041) | -0.0787 (0.0062) | -0.0910 (0.0083) | -0.1088 (0.0101) |
| (10, 5) | -0.0200 (0.0044) | -0.0440 (0.0227) | -0.0706 (0.0069) | -0.0979 (0.0080) | -0.1063 (0.0113) |
| (10, 10) | -0.0328 (0.0044) | -0.0503 (0.0213) | -0.0867 (0.0132) | -0.1092 (0.0145) | -0.1170 (0.0157) |
| (10, 15) | -0.0025 (0.0060) | -0.0305 (0.0105) | -0.0443 (0.0029) | -0.0564 (0.0032) | -0.0602 (0.0036) |
| (15, 10) | -0.0025 (0.0005) | -0.0155 (0.0003) | -0.0302 (0.0006) | -0.0430 (0.0018) | -0.0552 (0.0022) |
| (15, 15) | -0.0025 (0.0004) | -0.0533 (0.0111) | -0.0646 (0.0199) | -0.0850 (0.0278) | -0.0961 (0.0317) |
| (20, 20) | -0.0105 (0.0003) | -0.0253 (0.0008) | -0.0394 (0.0015) | -0.0424 (0.0018) | -0.0470 (0.0022) |
| (30, 30) | 0.0015 (0.0001) | -0.0410 (0.0003) | -0.0225 (0.0005) | -0.0262 (0.0006) | -0.0287 (0.0008) |

Table 1 gives average bias and mean squared error for the maximum likelihood estimator of $R$. The average confidence length and coverage proportions for the bootstrap confidence interval are also reported in this table.

As is clear from Table 1 the performance of the proposed estimators are good in terms of biases and mean squared errors even for as small sample sizes as $(5, 5)$ specifically for smaller values of $\gamma_2$. Indeed, when $m = n$ and $m$ and $n$ increases the mean squared errors decreases. This indicates the consistency of the maximum likelihood estimator of $R$. Also, as one would expect, for fixed $n$, as $m$ increases the MSEs decreases and similarly for fixed $m$, as $n$ increases the MSEs decreases.
The performance of the bootstrap confidence intervals are quite satisfactory in terms of coverage percentage but not very good in terms of confidence length. Indeed, the confidence lengths are quite large which lead to the larger values for the coverage percentage even more than the nominal level for most cases.

6 Data analysis

In this section, we present a data analysis for illustrative purposes through simulated datasets. The data has been generated from GEE models with the following parameter values: \( n = m = 25 \), \( \beta = 1.0 \), \( \gamma_1 = 1.5 \) and \( \gamma_2 = 2.5 \). The datasets are presented in Tables 2 and 3. The true value of \( R \) from (4) will be given by \( R = 0.4156 \). The maximum likelihood estimators of the parameters are given by \( \hat{\gamma}_1 = 1.6953 \), \( \hat{\gamma}_2 = 2.8122 \) and \( \hat{\beta}_1 = 0.9962 \). Therefore, from (9) we deduce \( \hat{R} = 0.4164 \). Note the closeness of the approximate \( R \) to its true value which is exactly the same with two decimal points. We then followed the steps given in Section 4 to find the 95% bootstrap confidence interval using 1000 bootstrap iterations as \((0.2158, 0.7246)\).

Table 2. Dataset 1 (simulated).

|        |        |        |        |        |        |        |        |
|--------|--------|--------|--------|--------|--------|--------|--------|
| 2.3691 | 0.7968 | 1.5231 | 1.5170 | 1.1743 | 0.6894 | 0.3210 | 1.2830 |
| 1.5169 | 0.0064 | 0.1330 | 0.1936 | 3.7470 | 0.2441 | 1.0578 | 0.2514 |
| 1.0068 | 2.0531 | 0.0234 | 0.1218 | 0.5999 | 1.0488 | 0.4841 |        |

Table 3. Dataset 2 (simulated).

|        |        |        |        |        |        |        |        |
|--------|--------|--------|--------|--------|--------|--------|--------|
| 2.4257 | 1.7562 | 0.3746 | 3.6701 | 1.4243 | 0.5803 | 3.5589 | 0.1923 |
| 2.2159 | 0.1941 | 0.9243 | 0.6955 | 3.7605 | 2.2640 | 3.1011 | 0.8955 |
| 0.1848 | 3.7408 | 3.7868 | 1.0363 | 1.6899 | 0.2237 | 2.4912 |        |

7 Conclusions and discussion

In this article, we studied the estimation of the reliability \( R = P[Y < X] \) when \( X \) and \( Y \) are independent generalized extreme exponential random variables with common scale parameter but different shape parameters. We provided the maximum likelihood estimators the unknown parameters using a numerical method such as Newton’s method. We also studies the asymptotic distribution of the MLEs. A bootstrap confidence interval for \( R \) has also been given.

Another important question we have not addressed in this article is the estimation of \( R \) when we have two population with the same shape parameter but different scale parameters and also when there are arbitrary relationship between the parameters. Note that in both cases \( R \) does not have any closed form and it is expressed only in terms of integration. Hence, the problem becomes quite complicated and more work is needed in this direction.
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