NAO influence on extreme winter temperatures in Madrid (Spain)
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Abstract. Extremely cold days (ECDs), with minimum temperatures lower than $-4.6^\circ$C, have been analysed for Madrid. This threshold corresponds to the 5th percentile of the period 1963–1999. Adopting a case analysis approach, five synoptic patterns have been identified that produce these extremely low temperatures. Three of them are associated with cold air flows over the Iberian Peninsula, and the other two with a lack of significant circulation over the region. A nonlinear association with the North Atlantic Oscillation (NAO) has been identified using log-linear models. The NAO positive phase leads to an increase in the winter frequency of those synoptic patterns associated with stagnant air flow over Iberia, while those characterised by cold, northern flows do not appear to be similarly influenced.
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1 Introduction

There is a growing interest in the study of the climatic variability and of the wider consequences of extreme temperatures. Unusually low minimum temperatures have an immediate and significant influence on transport, agriculture, energy or water supply (NOAA, 1982, 1983) and, in particular, on human health. Very low temperatures are, for example, associated with influenza, pneumonia and other disorders leading to an increase in mortality. However, the impacts of minimum temperatures are not as clearly understood as those of summer extreme maxima and the existence of a temperature threshold is less evident in respect of minima (Kalkstein and Davis, 1989; Kunst et al., 1993). The association between mortality and extreme temperatures occasionally exhibits a U-shape, with a “comfort” temperature associated with a minimum of mortality, but with increasing death rates for very high or low values (Alberdi et al., 1998). The extreme effect cannot therefore be thought of as necessarily linear (Jendritzky, 1996; Diaz et al., 2001). On the other hand, in regions with mild climates, a degree of linearity has been found to exist between mortality and wintertime temperature (Keatinge et al., 1989; Frost and Auliciems, 1993).

During the XXth century, an increase of about 0.6$^\circ$C has been detected in the global temperature record (Nicholls et al., 1996). This has been associated with increases in the daily minima, while maximum values have revealed a more conservative character with the result that the daily temperature range has been reduced (Karl et al., 1991, 1993). This pattern is not, however, consistent between the regions and is most marked in North America, Europe and Australia where there has also been a general decrease in the number of freezing days (Easterling et al., 2000).

These recent trends are confirmed by the results produced when running different climate models simulating the effect of increasing greenhouse gas emissions (Kattenberg et al., 1996). The results show an increase in surface temperature with significant consequences for the extremes. These vary according to the region, but suggest a trend to more (less) frequent summer (winter) extremes, and an overall decrease in the daily range (Zwiers and Kharin, 1998).

This paper describes two aspects of the behaviour of winter extreme minimum temperature in Madrid (Spain). Firstly, a statistical description is provided, followed by a review of those synoptic patterns that commonly result in very low temperatures. Finally the paper considers the association between the North Atlantic Oscillation and extreme temperature events.

2 Extremely cold days

When studying unusual temperatures it is important to define a threshold value beyond which the event can be classified as “extreme”. There is no common agreement in the literature for such a definition, which varies depending on the research theme, which can range between health impact...
(Katsouyanni et al., 1993) and trend analysis (Easterling et al., 2000). In this paper the conventional statistical criterion, of the 5th percentile value of the daily minimum temperature has been adopted as the limit for purposes of identifying those individual days with ‘extreme’ temperatures.

The city of Madrid, with more than 3.5 million inhabitants spread across an extensive built-up area, produces a clearly defined heat island effect that varies seasonally and with the meteorological situation. To eliminate this urban heating effect from the source data, the daily temperature series from the observatory at the airport of Madrid-Barajas has been used. This airport is located 3 km east of Madrid’s limits and is not subject to the heat island effect (Yague et al., 1991). The series is continuous and covers the period 1962 to 1999. Data have been provided by the Spanish National Institute of Meteorology (INM).

For this series, the 5th percentile threshold corresponds to a value of $-4.6\degree C$ and a total of 285 days were found with a daily minimum temperature lower than this critical value. These constituted the series of Extremely Cold Days (ECD).

Figure 1 shows the sequence of annual ECD frequencies for the study period to have no readily identifiable trends or patterns. The greatest number ECDs in any one year was 23 (in 1968), while 1966, 1988, 1996 and 1998 passed without any such events. Figure 2 shows the monthly ECD distribution in which it can be seen that 94% of all events occurred in the period December to February inclusive. Only 9 events were recorded during November and March. As a result of this seasonal concentration of events this paper considers the number of days satisfying ECD conditions. However, a careful analysis of the series shows that most ECDs were isolated events and, even during cold waves, consecutive events were rare. This renders negligible the probability of consecutive ECD events, and 3 condition becomes acceptable.

The gamma distribution can help to determine the value of the Poisson parameter when a limited time series is available (Elsner and Bossak, 2001; Epstein, 1985).

Figure 3 shows the $\lambda$ distribution obtained for the number of ECDs per winter series of the whole period, it can be noted that the probability becomes non-zero only for the range 6.5–9.5, with a maximum value at 7.8. It follows that the expected value of the annual occurrence should be within this range if the requirements of a Poisson process were perfectly satisfied.

Given a Poisson process, characterised by a known $\lambda$ parameter, the probability to have $r$ expected events within the time interval $t$, noted as $f_{P_0}(r, t)$ can be described by the Poisson distribution:

$$f_{P_0}(r, t) = \frac{\lambda^r e^{-\lambda t}}{r!}$$

Figure 4 shows the probability distribution of the winter number of ECDs, adjusted according to the procedure of Elsner and Bossak (2001). It must be added that the extreme recorded values (23 and 0 event per year) appear with negligible probabilities, suggesting that the process generating ECDs does not match perfectly this type of distribution. This will be discussed later in more depth.

As pointed out previously, there is no general agreement on the definition of a minimum threshold value and it could be argued that the characteristics of any ECD series are highly dependent on the chosen limit. To check this, the winter number of ECDs have been computed for thresholds between $-5.6\degree C$ and $-3.6\degree C$ with a 0.2$\degree C$ interval (corresponding to 9th and 3rd percentiles, respectively). These have been correlated against the principal series ($-4.6\degree C$) and the resulting Pearson correlation coefficients are shown in Table 1 in which it can be seen that all are significant at the 99% level. Thus, the main difference between the series lies in the absolute values of the frequencies. The series patterns are, however, very similar as can be seen in Fig. 5 where the sequences corresponding to the winter number of ECDs for $-3.6\degree C$, $-4.6\degree C$ and $-5.6\degree C$ are presented. A common pattern is clearly shown, supporting the conclusion that the results are consistent over a range of threshold values.

| PM | CPN | CPE | STA | BP |
|----|-----|-----|-----|-----|
| Mean min. T($^\circ$C) | $-5.4$ | $-5.7$ | $-5.8$ | $-5.6$ | $-6.2$ |
| Preferably month | Dec/Jan | Jan | Jan/Dec | Jan/Dec | Jan |
| Total freq. | 42 | 45 | 35 | 95 | 49 |
| Relative freq. (%) | 14.7 | 15.7 | 12.3 | 33.3 | 17.2 |
Fig. 1. Number of ECDs per winter season in Madrid during the period 1963–1999, ECD being defined the day with minimum temperature below $-4.6^\circ$C.

Fig. 2. Number of ECDs in function of month.

3 Synoptic analysis of ECD

The synoptic situations leading to the occurrence of ECD have also been analysed and classified to identify the meteorological and climatological factors that determine their behaviour. The classification has been made through a case analysis procedure based on those days with daily minimum temperature lower than $-4.6^\circ$C. The following data from the NCEP/NCAR reanalysis (Kalnay et al., 1996) are based on 00:00 UTC data with a 2.5$^\circ$ × 2.5$^\circ$ grid resolution. The variables include surface level pressure, geopotential height at 500 hPa and the analysed wind at different pressure levels.

The classification procedure identified five synoptic patterns responsible for the occurrence of an ECD. Reflecting their origins, the five patterns are named as follows: Polar Maritime (PM), Continental Polar North (CPN), Continental Polar East (CPE), Stagnation (STA) and Barometric Plateau (BP). Two groups can be distinguished among these patterns: those associated with an active flow of cold air over the Iberian Peninsula (PM, CPN and CPE) and those resulting from the absence of any significant circulation over the region (STA and BP). Figure 6 shows the SLP and 500 hPa composite fields for the five patterns, whose descriptions are included below.

1. Polar Maritime (PM). This pattern is characterised by a well developed flow from the North Atlantic Ocean. It results from the presence of intense surface high pressure with a centre located northwest of the Iberian Peninsula between 40$^\circ$ and 45$^\circ$ N and 20$^\circ$ W. This surface flow is reinforced at 500 hPa by a ridge situated in the same area (see Figs. 6a and b). The temperatures reached under this pattern are higher than those resulting from the other four synoptic types. This is because the air mass, although very cold at its source region,
Table 2. Correlation coefficients between annual frequency series and different temperature thresholds and the chosen threshold of \(-4.6^\circ C\)

| Threshold \(^\circ C\) | -5.6 | -5.4 | -5.2 | -5.0 | -4.8 | -4.4 | -4.2 | -4.0 | -3.8 | -3.6 |
|-----------------------|------|------|------|------|------|------|------|------|------|------|
| Correlation coef.     | 0.92 | 0.94 | 0.95 | 0.97 | 0.98 | 0.97 | 0.97 | 0.94 | 0.92 | 0.91 |
| Total frequency       | 143  | 171  | 195  | 232  | 271  | 339  | 377  | 449  | 504  | 555  |

Fig. 4. Distribution of probabilities associated to the gamma distribution shown in Fig. 3.

has a trajectory that ensures a lengthy oceanic passage thereby increasing its surface temperature.

2. Continental Polar North (CPN). The composite fields associated with this pattern are similar to those of PM, but with a north-eastern displacement of the anticyclonic centre. At 500 hPa, the ridge is also displaced eastward and is now oriented northeast to southwest. Since the trajectory of this air has a much more continental character, the temperatures are lower than those associated with the PM situation. The composites for this pattern are shown in Figs. 6c and d.

3. Continental Polar East (CPE). The main feature of this pattern is the intrusion of cold continental air from central Europe into Spain. Figure 6e shows how a small low pressure centre over Italy and a high pressure system over Northern Central Europe can give rise to such a flow. However, they do not need to appear simultaneously. At 500 hPa, the principal characteristic is a low centred over Italy, as can be seen in Fig. 6f. This pattern shows the lowest frequency of occurrence but produces the coldest temperatures over Madrid.

4. Stagnation (STA). Figures 6g and h show how an intense anticyclone and ridge can occur simultaneously over Iberia to produce a very stable situation, with an absence of wind and clouds. This leads to strong nocturnal radiative cooling that is characteristic of this pattern, which is the most frequently occurring of the five.

5. Barometric Plateau (BP). These days are also characterised by the absence of any significant pressure gradient. However, these situations have a large core area, even greater than that for STA types, within which there is no clearly discernible pressure gradient (Fig. 6i). Although the Iberian Peninsula is again under the influence of an extensive anticyclonic area with low or non-existent pressure gradients at 500 hPa (Fig. 6j) a weak north-westerly flow can be detected.

Table 2 summarises some of the main characteristics of these patterns. It can be seen that the BP type produces the lowest temperatures, while the highest are associated with the PM type. As might be anticipated, December and January are the months when all the patterns occur most frequently. The STA is the most common, while CPE, although having a lower frequency is significant because it accounts for 93% of the total recorded ECDs.

4 Influence of the North Atlantic oscillation on the ECD occurrence

The previous paragraph has shown that the incidence of an ECD is linked to specific circulation patterns (or their absence) over Iberia. The North Atlantic Oscillation (NAO) is recognised as one of the major teleconnections in the Northern Hemisphere (van Loon and Rogers, 1978; Rogers, 1990; Wallace et al., 1995) and is also known to make a major contribution to the winter circulation over Western Europe. It is, therefore, reasonable to expect that it should play some significant role in the behaviour of ECDs in the Madrid region. When the NAO is its positive phase, the Iberian Peninsula is under the direct influence of the Azores High, which is then more intense than during the negative phase, at which time the principal storm track lies closer to Iberia. Thus, during NAO positive winters the incidence of STA and BP patterns (linked to deeper anticyclones) should be greater than during the NAO negative winters. However, this relationship may not be easy to detect since the NAO is defined at monthly or seasonal scales, while ECDs are extreme, sub-monthly phenomena, linked to the 5% extremity of the distribution. Their incidence might not therefore be wholly sensitive to changes in the NAO index averaged over the same winter season.

To evaluate any possible relationship, the winter NAO index, defined as the SLP anomalies between Azores and Iceland (Jones et al., 1997) and computed by the Climate Research Unit of the East Anglia University, has been used jointly with the total ECD counts and the counts associated
with each of the five patterns. Table 3 shows the correlation coefficients between the winter NAO index and the number of ECDs per winter corresponding to every pattern and to the total ECDs.

It can be seen that none of the values is significant, suggesting that there is no significant linear relationship between the NAO and the number ECDs series. To explore the existence of any nonlinear relationship, a sub-sample of extreme NAO winters was considered, since it is likely that an extreme seasonal value should exhibit a higher probability of generating more intense anomalies at a daily scale. To check this, the average winter number of ECDs was computed for the five most positive (1989, 1995, 1990, 1983 and 1984) and for the five most negative (1996, 1969, 1979, 1977 and 1965) winters. Over the five most negative NAO winters the average number of ECDs was 5.2. For the five most positive, this value almost doubled to 9.4.

Table 4 shows the results obtained when partitioning the number of ECD per winter among the different patterns. It is evident that the first three patterns, associated with active air circulations, show only small differences, while the patterns associated with stagnant situations reveal a significant increase (decrease) in the number of occurrences during NAO positive (negative) winters.

It appears that the NAO extremes influence the number of ECDs per winter through the agency of the STA pattern. To test the significance of the differences between the patterns, the confidence intervals of the sample estimates of the Poisson parameter have been computed as:

\[
i_0 = \hat{\lambda} \pm z \frac{\sqrt{\hat{\lambda}}}{n}
\]

where \(\hat{\lambda}\) is the average number of ECDs per winter, \(\alpha\) the confidence level, \(n\) the number of years, and \(z\) the normal distribution. The results show that the difference for the total number of ECDs becomes significant at probability \(<0.08\), while for STA and BP patterns significance is at \(p<0.03\). An alternative check for significance is to compute the distribution of the Poisson parameter over the two different five-year extreme NAO groups. Figure 7 shows the two different distributions using the total numbers of ECDs per winter, the small overlap corresponds to a 10% probability. The figure suggests that during NAO extremes the process generating ECDs changes its characteristics, being more probable and with a flatter distribution for extremely NAO positive years.

Having examined the influence exercised by the NAO on ECD frequencies, attention can now be turned to the former’s influence on the SLP anomaly fields. The average SLP anomaly has been computed for each of the five patterns over each of the two extreme groups. The areas with a statistically significant anomaly have been identified through...
Fig. 6. SLP and 500 hPa. average fields associated to the five patterns: PM (a, b), CPN (c, d), CPE (e, f), STA (g, h) and BP (i, j).
The NAO impact on surface temperatures in Western Europe is well known (Hurrel, 1996). The intensification of western circulation during NAO positive years leads to a temperature increase over most of Europe, except Iberia, Southern Italy and Greece, where no significant correlations are

...
found. However, this paper shows that an identifiable NAO signal exists in the area, with a clear mechanism. During NAO positive years, the circulation of low pressure systems over Iberia is inhibited, leading to stagnant situations which are the conditions most frequently responsible for extremely low temperatures. On the contrary, during NAO negative years, the storm track reaches lower latitudes and such stagnant situations are much less frequent over the region. This ECD-NAO relationship is clearly non-linear, and a more realistic statistical representation can only be made using a combination of different log-linear generalised models.
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