Chemical analysis of prestellar cores in Ophiuchus yields short timescales and rapid collapse
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ABSTRACT

Sun-like stars form from the contraction of cold and dense interstellar clouds. How the collapse proceeds and what the main physical processes are driving it, however, is still under debate and a final consensus on the timescale of the process has not been reached. If the contraction proceeds slowly, supported by strong magnetic fields and mediated by ambipolar diffusion, or is driven by fast collapse with gravity dominating the entire process is still an open question. One way to answer this question is to measure the age of prestellar cores through statistical methods based on observations or via reliable chemical chronometers, which should better reflect the physical conditions of the cores. Here we report Atacama Pathfinder EXperiment observations of ortho-H₂D⁺ and para-D₂H⁺ for six cores in the Ophiuchus complex, and we combined them with detailed three-dimensional magneto-hydrodynamical simulations including chemistry, providing a range of ages for the observed cores of up to 200 kyr. The outcome of our simulations and subsequent analysis provides a good matching with the observational results in terms of physical parameters (core masses and volume densities) and dynamical parameters such as the Mach number and the virial parameter. We show that models of fast collapse successfully reproduce the observed range of chemical abundance ratios since the timescales to reach the observed stages is comparable to the dynamical time of the cores (i.e. the free-fall time) and much shorter than the ambipolar diffusion time, measured from the electron fraction in the simulations. To confirm that this ratio can be used to distinguish between different star-formation scenarios, a larger (statistically relevant) sample of star-forming cores should be explored.
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1. Introduction

Star formation is a longstanding problem in astrophysics (Bergin & Tafalla 2007), and despite the observational and theoretical progress made over the last decades, there are still some fundamental questions that remain open. One of these relates to the timescale to go from the prestellar stage to the formation of a protostellar object. The latter is affected by the interplay of the physical processes that drive star formation during the gravitational collapse of the gas within the prestellar cores. Strong magnetic fields and ambipolar diffusion (Shu et al. 1987; Mouschovias 1991) tend to hinder the collapse, which occurs on timescales longer than the typical dynamical time (i.e. the free-fall time), while in fast collapse theories the process is dominated by gravity and the results are timescales comparable to the free-fall time or a few free-fall times (Vázquez-Semadeni et al. 2005; Galván-Madrid et al. 2007; Hartmann et al. 2012). Similarly, turbulence (Mac Low & Klessen 2004), before being dissipated, slows down the collapse process (see also Bergin & Tafalla 2007).

Measuring timescales and assessing the age of prestellar cores is challenging. One way to do so is to employ statistical methods based on observations (Lee & Myers 1999). A viable alternative is to use tracers showing strong monotonic behaviour with time (Pagani et al. 2013; Brünken et al. 2014), so called chemical clocks, which better reflect the physical conditions of the cores. This is particularly true in star-forming regions as the star-formation process itself goes through strong changes in density and temperature, which in turn affect the chemical evolution of specific tracers that are sensitive to these physical quantities.

The ideal chemical clock to trace the star-formation process would be the ortho-to-para ratio of the most abundant molecule in these regions, that is to say molecular hydrogen which is expected to decrease over time during cloud contraction (Pagani et al. 2009), even if a decrease in this quantity should already be in place at the large scales of molecular cloud formation (see Lupi et al. 2021). The impossibility to access H₂ rotational transitions at the low temperatures of dense cores (T < 20 K) requires one to employ a proxy, which manifests similar evolutionary features as H₂. The specific conditions of temperature and density (n(H₂) > 10⁵ cm⁻³) make dense cores the ideal places to boost the deuterium enrichment of key molecules, the so-called deuterium fractionation process (Caselli 2002; Ceccarelli et al. 2014), which has been extensively employed as a chemical clock and it is known to be strongly affected by changes in the ortho-to-para H₂ ratio. Previous works focussed on the ortho-to-para
### Table 1. Observational properties of the sources in Ophiuchus.

| #  | RA2000 (hh:mm:ss) | Dec2000 (dd:mm:ss) | T_{dust} (K) | R_{eff} (AU) | M_{core} (M_\odot) | M_1 (M_\odot) | log_{10}[N(H_2)] | log_{10}[\eta_{core}] |
|----|-------------------|--------------------|--------------|-------------|-------------------|--------------|----------------|-------------------|
| 1  | 16:31:57.637      | -24:57:35.70       | 12.00        | 4000        | 0.75              | 0.55         | 22.48          | 5.67              |
| 2  | 16:31:39.935      | -24:49:50.25       | 11.75        | 4890        | 2.09              | 0.43         | 22.73          | 5.86              |
| 3  | 16:27:33.241      | -24:26:24.09       | 10.00        | 3530        | 4.17              | 0.15         | 22.97          | 5.58              |
| 4  | 16:27:12.765      | -24:29:40.25       | 11.70        | 3775        | 1.41              | 0.35         | 22.82          | 6.03              |
| 5  | 16:27:15.277      | -24:30:30.06       | 12.80        | 3795        | 1.13              | 0.46         | 22.83          | 5.91              |
| 6  | 16:27:19.991      | -24:27:17.64       | 10.45        | 3010        | 1.53              | 0.21         | 22.68          | 6.35              |

**Notes.** We report the dust temperature T_{dust}, the core size R_{eff}, the core mass M_{core}, the Jeans mass (M_1), the logarithm of the H_2 column density, and the total number density n_{core} = M_{core}/(V_{core} \mu m_H), with V_{core} being the core volume. For more details on how these quantities were calculated, we refer readers to the formulae reported in Appendix A.

H_2D^+ ratio (Br"unken et al. 2014) and N_2D^+/N_2H^+ ratio (Caselli 2002; Pagani et al. 2013). However, the former one suffers from the challenges of accessing the THz domain to observe para-H_2D^+, whereas the latter one does not necessarily trace the very cold and early stages (Pillai et al. 2012; Giannetti et al. 2019). Furthermore, N_2D^+ is also subject to depletion (Pagani et al. 2007; Redaelli et al. 2019; Lin et al. 2020), making the estimates of timescales less accurate.

In addition, it is very difficult to generalise the effectiveness of the aforementioned clocks with a statistically relevant sample due to the high level of THz continuum needed to detect the para-H_2D^+ line in absorption. Sources in very early stages of evolution simply do not satisfy this requirement.

Vastel et al. (2004, 2012), Parise et al. (2011), and Pagani et al. (2013) have also explored the ratio between ortho-H_2D^+ and para-D_2H^+, finding values around unity. The main advantage, compared to the para-H_2D^+, lies on the fact that both tracers are observable from the ground in emission, without the necessity of a strong background source (Br"unken et al. 2014). However, in these works the possibility of using this ratio as a chemical clock was not established convincingly. In particular, Pagani et al. (2013), based on low-dimensional chemical models, claimed that the non-monotonic behaviour of this ratio prevents one from distinguishing between fast and slow-collapse scenarios.

In this work, we revise this ratio by targeting six cores embedded in the well characterised L1688 and L1689 regions, which are two of the densest clouds of Ophiuchus, the first one being considered more active than the second (Nutter et al. 2006). At a distance of 140 parsecs (Ortiz-León et al. 2018), and with a dense population of cores and young stellar objects (Motte et al. 1998), the Ophiuchus molecular cloud complex represents one of the closest star-forming regions to the Solar System and thus the ideal place to study the reliability of this ratio under different conditions.

The paper is organised as follows: we first present the observational data and the analysis of the spectra (Sect. 2); in Sect. 3 we report the numerical simulations employed to interpret the observations; in Sect. 4 we compare observations and simulations and provide an estimate for the core ages. Finally, we present a comprehensive discussion and the conclusions in Sects. 5 and 6, respectively.

### 2. Observational data

In the following sections we report the details of the observational data and the fitting procedure.

#### 2.1. APEX data

We have observed six cores within the Ophiuchus complex with the Atacama Pathfinder EXperiment (APEX) 12-m radio telescope (G"usten et al. 2006) in both ortho-H_2D^+ (J = 1_{1,0} - 1_{1,1}) at 372.42134 GHz and para-D_2H^+ (J = 1_{1,0} - 1_{0,1}) at 691.66044 GHz (Amano & Hirao 2005). The sources have been chosen based on the properties of cores with already available observations of the ortho-H_2D^+ and para-D_2H^+ (Parise et al. 2011; Vastel et al. 2004), that is with a column density of molecular hydrogen of N(H_2) > 3 \times 10^{22} cm^{-2} and temperatures below 14 K. A summary of the properties of the targeted cores are reported in Table 1.

Because of the very different line frequencies, the telescope resolution changes significantly, from ~18" at ~372.42 GHz to ~9" at 691.66 GHz. This would make the source size critical for correctly deriving the ratio of the two lines. In order to avoid this uncertainty, we have observed the cores with a single pointing centred on the maximum of the H_2 column density and the minimum of the dust temperature in the case of ortho-H_2D^+ (1_{1,0} - 1_{1,1}), and we covered the same area with a small on-the-fly map in the case of para-D_2H^+ (1_{1,0} - 1_{0,1}), so that the final extracted spectra are directly comparable.

The observations of ortho-H_2D^+ were performed on 27–28 April 2019 and on 6–8 June 2019 with the PI instruments LAsMA (G"usten et al. 2008) and FLASH+ (Klein et al. 2014) under good weather conditions, with a precipitable water vapour (PWV) ~0.5 mm. The average system temperatures were in the range 539–899 K. We used a position-switch scheme, with carefully selected off-positions (RA_{2000} = 16h32m05.51s, Dec_{2000} = -24d52m33.07s for cores 1 and 2, and RA_{2000} = 16h27m46.355s, Dec_{2000} = -24d31m24.93s for the other sources), where the continuum emission has a local minimum in the Herschel maps. The observations were performed in on-off loops of 20 s of integration, with regular chopper-wheel calibrations. Pointing and focus were performed as needed using Jupiter, NGC 6073, IRAS 15194, and IRC+10216. The total telescope time was typically 45 min per core, with an on-time of 20 min. The corrected antenna temperature was transformed to a main beam temperature (T_{mb}) using a beam efficiency of \eta_{mb} = 0.73 and \eta_{hab} = 0.62 for the LAsMA and FLASH+ receivers, respectively. The final rms noise is in the range 30–50 mK at a velocity resolution of 0.2 km s^{-1}.

The ground-state line of para-D_2H^+ was observed with the SEPIA (band 9) receiver (Hesper et al. 2005) on the following days: 27 April 2019, 23–24 May 2019, 02–03 June 2019, 07 July 2019, 28–29 July 2019, and 31 July 2019. The weather was exceptionally good, with PWV between 0.15 and 0.3 mm; the
Fig. 1. Observed and modelled spectra of ortho-H$_2$D$^+$ (left) and para-D$_2$H$^+$ (right) for the six cores. We note that the temperature scale of the spectra is not the same in each panel. We have centred the spectra at the systemic velocity of ortho-H$_2$D$^+$ (vertical line) of each source.

Observations with sub-optimal PWV ($\gtrsim$0.5 mm) were discarded due to the high noise levels. The average system temperatures were in the range 1047–2164 K. As mentioned, we observed small on-the-fly maps ($18'' \times 18''$) in order to cover the beam area of the telescope at 372 GHz. The maps were observed following a zigzag pattern, with a dump time of one second; calibration was repeated after every complete execution. Pointing and focus were regularly performed on Jupiter, W-Hya, NGC 6334I, Rx-Boo, and IRC+10216. We applied a beam efficiency of $\eta_{mb} = 0.52$ to convert the corrected antenna temperature to a main beam temperature. The final spectra for para-D$_2$H$^+$ have an rms noise in the range 20–70 mK at a velocity resolution of 0.3 km s$^{-1}$.

2.2. Data analysis and fitting procedure

The data were reduced using the CLASS program of the GILDAS software. After removing the spectra with clear problems, a baseline of degree-1 was subtracted around the line, and the spectra were finally averaged, weighting them on the noise level. For the SEPIA (band 9) observations, all positions were averaged as well to extract the spectrum over the same area as for ortho-H$_2$D$^+$.

We detected the ground-state line of ortho-H$_2$D$^+$ in the entire sample (six prestellar cores) with a signal-to-noise ratio (S/N) above 5$\sigma$. We also observed the ground state transition of para-D$_2$H$^+$, obtaining two weak detections ($S/N \sim 3\sigma$) and securing one detection ($S/N \sim 5\sigma$). For the other three sources, we can only provide upper limits. The spectra for both tracers are reported in Fig. 1.

Once the spectra of each core were produced, we employed MCWEEEDS to estimate the column densities of ortho-H$_2$D$^+$ and para-D$_2$H$^+$ (Giannetti et al. 2017). MCWEEEDS allows one to fit the observed spectrum with a number of algorithms (from simple maximum a posteriori estimates to Markov chain Monte Carlo), in order to obtain a robust estimate of the uncertainties. At every iteration, a synthetic spectrum is generated, under the assumption of local thermodynamic equilibrium (LTE, well justified by the high-density of the cores$^2$), taking into account line opacity effects, and it is then compared to the observed spectrum. Given that we only have two lines, performing a non-LTE analysis would not improve the quality of our inference because of the additional free parameters that would be needed for this model.

We have selected Markov chain Monte Carlo (MCMC) as the fitting method to correctly evaluate the uncertainties in column densities and propagate them numerically onto the ortho-H$_2$D$^+$/para-D$_2$H$^+$ ratio, and other derived quantities. We have used 100,000 total iterations, with a burn-in period of 10,000 iterations, a delay for the adaptive sampling of 5,000 iterations, and a thinning factor of 20. The traces were inspected to

---

1 GILDAS is a software package developed by the Institute de Radio Astronomie Millimétrique (IRAM); see https://www.iram.fr/IRAMFR/GILDAS/

2 The critical densities are $\sim 10^4$ cm$^{-3}$ and $\sim 5.6 \times 10^5$ cm$^{-3}$ for ortho-H$_2$D$^+$ and para-D$_2$H$^+$, respectively.
Table 2. Summary of derived properties of the observed cores.

| #  | log$_{10}$$[N(o-H_2D^+)]$ (cm$^{-2}$) | $\Delta v_{\text{obs}}$ (km s$^{-1}$) | $\alpha$ | $M$ (M$_\odot$) | log$_{10}$$[N(p-D_2H^+)]$ (cm$^{-2}$) | OPR | log$_{10}$$[x(o-H_2D^+)]$ | log$_{10}$$[x(p-D_2H^+)]$ |
|----|-----------------------------------|----------------------------------|---------|-------------|-----------------------------------|-----|----------------|----------------|
| 1  | 12.99$^{+0.08}_{-0.08}$          | 0.67$^{+0.13}_{-0.11}$          | 2.41$^{+0.40}_{-0.35}$ | 0.94$^{+0.18}_{-0.17}$ | 0.94$^{+0.18}_{-0.17}$ | 12.87 | 1.32          | 9.49$^{+0.13}_{-0.12}$ |
| 2  | 12.84$^{+0.07}_{-0.09}$          | 0.49$^{+0.09}_{-0.10}$          | 0.57$^{+0.10}_{-0.11}$ | 0.35$^{+0.15}_{-0.17}$ | 12.50$^{+0.29}_{-0.27}$ | 2.19$^{+0.63}_{-0.88}$ | 9.89$^{+0.13}_{-0.12}$ | 10.23$^{+0.35}_{-0.35}$ |
| 3  | 12.80$^{+0.11}_{-0.10}$          | 0.84$^{+0.21}_{-0.18}$          | 0.60$^{+0.12}_{-0.16}$ | 1.61$^{+0.23}_{-0.24}$ | 12.90$^{+0.17}_{-0.17}$ | 0.81$^{+0.14}_{-0.20}$ | 10.17$^{+0.14}_{-0.14}$ | 10.07$^{+0.20}_{-0.20}$ |
| 4  | 12.96$^{+0.10}_{-0.09}$          | 0.66$^{+0.16}_{-0.15}$          | 1.17$^{+0.25}_{-0.30}$ | 0.94$^{+0.29}_{-0.22}$ | 12.74 | 1.66          | 9.86$^{+0.13}_{-0.13}$ |              |
| 5  | 12.89$^{+0.08}_{-0.09}$          | 0.59$^{+0.14}_{-0.11}$          | 1.20$^{+0.22}_{-0.26}$ | 0.62$^{+0.25}_{-0.19}$ | 12.70$^{+0.31}_{-0.41}$ | 1.40$^{+0.42}_{-0.58}$ | 9.94$^{+0.13}_{-0.13}$ | 10.13$^{+0.37}_{-0.37}$ |
| 6  | 12.95$^{+0.08}_{-0.09}$          | 0.60$^{+0.12}_{-0.12}$          | 0.74$^{+0.13}_{-0.10}$ | 0.88$^{+0.22}_{-0.21}$ | 13.14 | 0.65          | 9.73$^{+0.13}_{-0.13}$ |              |

Notes. We report the logarithm of the o-H$_2$D$^+$ column density, the full-width at half-maximum for the o-H$_2$D$^+$ spectra ($\Delta v_{\text{obs}}$), the virial parameter, the Mach number $M$, the p-D$_2$H$^+$ column density, the $N$(o-H$_2$D$^+)/N(p-D$_2$H$^+$) ratio (OPR), and finally the fractional abundances with respect to H$_2$, x(o-H$_2$D$^+$) and x(p-D$_2$H$^+$), respectively. The full-width at half-maximum of p-D$_2$H$^+$ is not shown, but is consistent within the error with the o-H$_2$D$^+$ values. The quantities were calculated from the equations reported in Appendix A by assuming $T_{\text{ex}} = T_{\text{dust}}$.

---

enure convergence and independence of the samples. The following six parameters could be varied: column density of the species, excitation temperature, source size, line full-width at half-maximum, $v_{\text{LSR}}$, and a calibration factor. In this case, we fixed the source size, assuming that it is extended compared to the beam; this means that the column densities that we obtain are beam-averaged. An extended emission region is supported by the results reported in previous works (Vastel et al. 2006; Pagani et al. 2009; Parise et al. 2011). As we have only two transitions, we cannot independently constrain the excitation temperature $T_{\text{ex}}$. We thus approximated the excitation temperature with the dust temperature ($T_{\text{ex}} = T_{\text{dust}}$, see Table 1), assuming that gas and dust are coupled at the high central densities of the selected sources. While the dust temperatures can be influenced by an incomplete removal of the emission from the warmer, outer layers of the cores, the values that we obtain are low and reasonably compatible with cold, prestellar cores (Caselli et al. 2008). The effect of the background and foreground is thus relatively small. We have inspected NH$_3$ data reported in literature on the same regions (Friesen et al. 2009, 2017; Chitsazadeh et al. 2014), and they are consistent, within the errors, with our $T_{\text{dust}}$, which confirms that our assumption is reasonable. In Sect. 4.3 we provide a comparison of the results obtained at different $T_{\text{ex}}$ to assess the error introduced by our assumption.

Our final free parameters are then the column density, the line full-width at half-maximum, and $v_{\text{LSR}}$. The priors we used are as follows: a normal distribution for the logarithm of the column density and $v_{\text{LSR}}$, with a $\sigma$ of 1.5 orders of magnitude, and 2 km s$^{-1}$. For the linewidth we used a truncated normal distribution, with $\sigma = 1$ km s$^{-1}$, truncated at 0.3 km s$^{-1}$ and 5 km s$^{-1}$. Tests with different priors show that their exact form and parameters do not have a strong influence on the fitting results.

Having a robust estimate for the uncertainty on the derived parameters is crucial for low signal-to-noise ratio observations. Since we combined observations carried out in different moments and with different receivers, it was particularly important to account for calibration uncertainties, also considering that the column density is proportional to the integrated intensity of the line. For this we used a normally distributed random factor, with $\sigma = 5\%$ and truncated at $\pm30\%$. The latter was turned into a multiplicative factor that we used to adjust the line intensity at each iteration, thus including it in the error budget.

In the case of a non-detection, the upper limits of the column densities were derived by taking the value corresponding to the upper limit of the 95% of the high probability density interval. The linewidth was fixed at the ortho-H$_2$D$^+$ value.

We report in Fig. 1 the modelled spectra for the cores with both ortho-H$_2$D$^+$ and para-D$_2$H$^+$ (blue and red lines for detections and non-detections, respectively), while in Table 2 we summarise the results of our analysis together with the constrained physical quantities derived for the six cores (see Appendix A) and the relative errors obtained from our Bayesian analysis. The abundances are in line with previous studies (Parise et al. 2011), and the ortho-H$_2$D$^+/para-D$_2$H$^+$ ratio falls in the range from 0.81 to 2.18. The six targeted cores show observed temperatures and densities typical of prestellar cores ($T_{\text{dust}} \sim 10$–13 K and $10^5 \lesssim n_{\text{core}} \lesssim 10^6$ cm$^{-3}$, Table 1), and the analysis of the spectral features suggests a dynamical scenario with the cores being gravitationally unstable ($\alpha \lesssim 2$ and $M > M_f$, see Appendix A for details on how these quantities were calculated). This indicates that the energy support is not sufficient to prevent collapse and that the cores are likely to fragment. With the Mach number being close to one, we note that the effective Jeans mass could increase by a factor of $\sqrt{473}$ at most in the presence of turbulence (Mac Low & Klessen 2004). Even considering the effect of magnetic fields, it would require a magnetic field of at least $600$–$700$ µG for the cores to be in virial equilibrium (for details on how this is calculated see Redaelli et al. 2021). Such values in principle are not too far from the observed values of magnetic fields (Crutcher & Kembll 2019) even though there is a considerable spread, and it might be that the system is approximately virialised on the core scale. However, as we show below (Sect. 5) from the comparison with the dynamical models, an approximate virialisation on the core scale does by no means imply that the system itself is long-lived, and indeed virialisation on the core scale should naturally be expected even in models of a rapid collapse.

3. Simulations

To explore the physics of the observed cores and provide quantitative information on their dynamical state and temporal evolution, we performed a priori three-dimensional magnetohydrodynamic simulations of star-forming filaments with on-the-fly non-equilibrium chemistry. Gravitationally bound cores are in fact embedded in thermally supercritical filaments, as reported by studies based on high resolution observations (André et al. 2010; Molinari et al. 2010) and in line with the hierarchical
paradigm of solar-type star formation as the result of fragmentation processes within dense filaments. We followed a rigorous approach by exploring different physical and chemical initial conditions, particularly focussing on the parameters that mostly affect the collapse of the filament and the formation of overdense regions. Different configurations of the magnetic fields can affect the fragmentation mode and the final outcome of the star-formation process (Seifried & Walch 2015), and parameters such as the value of the cosmic-ray ionisation rate and the initial ortho-to-para H$_2$ ratio may drastically change the chemical evolution (Sipilä et al. 2015; Bovino et al. 2019). In the following sections, we report the details of our numerical setup and chemical model as well as the post-processing of our simulations, before comparing with observations.

### 3.1. Numerical setup

The simulations presented in this work have been performed with the publicly available hydrodynamic code GIZMO (Hopkins 2015), which is a descendant of GADGET2 (Springel 2005). The code evolves the magneto-hydrodynamics equations for the gas including a constrained-gradient divergence-cleaning method (Hopkins & Raives 2016; Hopkins 2016), together with the gas self-gravity. For the purpose of this study, we equipped the code with an on-the-fly non-equilibrium chemical network, which was implemented via the public chemistry library KROME (Grassi et al. 2014), similarly to Bovino et al. (2019). In particular, in our simulations, we assumed an isothermal equation of state for the gas, with the temperature set to 10 K or 15 K. The temperatures are in line with kinetic temperatures obtained from NH$_3$ for the same regions (Friesen et al. 2009, 2017). The initial conditions of our simulations consist of a collapsing filament, modelled as a cylinder with a typical observed (Arzoumanian et al. 2011) Plummer-like density profile $n(R) = n_0 / [1 + (R/R_{\text{flat}})^2]^{p/2}$, where $R$ is the cylindrical radius, $n_0$ is the ridge volume density and is constant along the filament axis, $R_{\text{flat}}$ is the characteristic radius of the flat inner part of the density profile, and $p$ is the characteristic exponent. Following observed estimates (Arzoumanian et al. 2011), we set $p = 2$ and $R_{\text{flat}} = 0.033$ pc, which gives a mean filament width of $3 \times R_{\text{flat}} \sim 0.1$ pc. The setup follows previous works (Seifried & Walch 2015; Körtgen et al. 2018). To avoid any spurious effect at the edges of the filament along its axis, we embed the cylinder in an exponentially decaying background, with the decay scale length set to the filament length $L_{\text{fil}} = 1.6$ pc. The box is large $L_{\text{box}} = 2.4$ pc. We initialised the filament in a turbulent state, assuming a Burgers-like power spectrum that grows as $\propto k^{-2}$ (see also Körtgen et al. 2018). Finally, we assumed the box is permeated by a constant magnetic field $B_0 = 40 \mu$G (Seifried & Walch 2015; Körtgen et al. 2018).

In order to explore the parameter space of physical and chemical conditions of the observed prestellar cores and filaments, we performed a total of five runs in which we varied different parameters. In detail, we considered a highly turbulent filament (F1), with Mach number $\mathcal{M}$ and a ridge density of $7.6 \times 10^4$ cm$^{-3}$, in which we varied the average dust grain size $\langle \alpha \rangle$ ($0.0035$ $\mu$m or $0.1$ $\mu$m) and the initial H$_2$ ortho-to-para ratio ($0.1$ or $0.001$), and two more gravitationally bound cases (F2 and F3) that started from a lower density ($n_0 = 5 \times 10^4$ cm$^{-3}$) and a lower temperature ($T_{\text{dust}} = 10$ K), in which we assumed the fiducial chemical parameters: an average grain size of $\langle \alpha \rangle = 0.1$ and an H$_2$ ortho-to-para ratio of $0.1$, and varied the magnetic field direction, that is parallel or perpendicular to the filament axis, respectively. The choice of the initial H$_2$ ortho-to-para ratio was dictated by the few observations of this quantity: the conservative value of $0.1$ lies in between typical values in diffuse clouds (Neufeld et al. 1998; Crabtree et al. 2011) and indirect estimates obtained in dense clouds (Troscompt et al. 2009). We also report a case with $0.001$, as recently estimated for star-forming regions (Brünkner et al. 2014).

The filaments are ‘collapsing filaments’ with a mass per unit length ($M/L$) three times the critical one (Ostriker 1964; André et al. 2010) and a total mass of $80-120 M_\odot$. The mass and spatial resolution of our simulations are $10^{-4} M_\odot$ and $\sim 20$ AU, respectively, and optimal to resolve the core structure. The parameters of the realised simulations are reported in Table 3. Possible caveats about the choice of our initial conditions are discussed in Sect. 5.1.

### 3.2. Chemical model

The chemical network employed in this study includes 134 species, with a total of 4616 reactions, which were self-consistently evolved for each gas particle in the simulation at every step of the run (Bovino et al. 2019). We included N–C–O bearing species up to three atoms (e.g. N$_2$H$^+$, HCO$^+$, among many others), with spin isomers of the main species (ortho-, para-, and meta-) and isotopologues (all the deuterated species, 3 Processes such as freeze-out strongly depend on the grain size ($\propto \langle \alpha \rangle^{-1}$). For this reason, we varied this quantity by taking the standard $0.1$ $\mu$m average size and the one obtained from a proper distribution (Mathis et al. 1977) with a power-law index of $3.5$ and $d_{\min} = 10^{-7}$ cm and $d_{\max} = 2.5 \times 10^{-5}$ cm, which provides an average size of $\langle \alpha \rangle = 0.035$ $\mu$m.

---

Table 3. Details of the performed simulations.

| Core         | Size (pc) | $T_{\text{dust}}$ (K) | $M_{\text{filam}}$ ($M_\odot$) | $M$ | $n_0$ (cm$^{-3}$) | $B_0$ (µG) | B-field | OP(R(H$_2$)) | $\langle \alpha \rangle$ (µm) |
|--------------|-----------|-----------------------|--------------------------------|-----|-----------------|------------|---------|-------------|-------------------|
| F1_0035      | 1.6       | 15                    | 120                            | 5   | $7.6 \times 10^4$ | 40         | ||       | 0.1         | 0.035             |
| F1_0035_OPR  | 1.6       | 15                    | 120                            | 5   | $7.6 \times 10^4$ | 40         | 0.001   | 0.1         | 0.035             |
| F1_01        | 1.6       | 15                    | 120                            | 5   | $7.6 \times 10^4$ | 40         | ||       | 0.1         | 0.1               |
| F2_01        | 1.6       | 10                    | 80                             | 1   | $5.0 \times 10^4$ | 40         | ||       | 0.1         | 0.1               |
| F3_01        | 1.6       | 10                    | 80                             | 1   | $5.0 \times 10^4$ | 40         | ‡        | 0.1         | 0.1               |

Notes: We report the filament size, dust temperature, the filament mass $M_{\text{filam}}$, the Mach number $\mathcal{M}$, filament central density $n_0$, initial magnetic field strength $B_0$, and the initial chemical parameters: $H_2$ ortho-to-para ratio and average grain size, $\langle \alpha \rangle$. We set the instability parameter $(M/L)_{\text{crit}}/(M/L)_0 = 3$ for all the runs, with $(M/L)_0 = 2\epsilon/c_s^2/G$, $c_s$ the thermal sound speed and $G$ the gravitational constant. We note that in our isothermal simulations, we assumed $T_{\text{dust}} = T_{\text{gas}}$. 
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Fig. 2. From left: map of $N$(o-H$_2$D$^+$/N(p-D$_2$H$^+$)), and the $N$(o-H$_2$D$^+$/N(p-D$_2$H$^+$)) ratio from the reference run F1_01. Each panel reports the result for different snapshots in time. Contour regions represent the H$_2$ total column density above $10^{22}$ cm$^{-2}$ (cyan). As a reference, we also report the APEX beam used in the observations (18$''$), the spatial scale in parsec, and the age of the core ($t_{\text{core}}$). The maps have been convolved with the APEX beam of FWHM 18$''$ and 9$''$ for the ortho-H$_2$D$^+$ and the para-D$_2$H$^+$, respectively. The total H$_2$ column density distribution is shown after convolution with a typical Herschel beam of 36$''$. The ratio was calculated on a pixel-to-pixel basis.

3.3. Overall evolution

We evolved the filaments up to roughly 300 kyr and focused on the ortho-H$_2$D$^+/para-D_2H^+$ (ratio between column densities). An example of our simulation results is reported in Fig. 2, showing the reference case F1_01: a massive (120 $M_\odot$), highly turbulent filament ($M_\text{f} = 5$), with $\alpha = 0.1$ $\mu$m, $T = 15$ K, and an initial H$_2$ OPR of 0.1. The left panels show the time evolution of the ortho-H$_2$D$^+$ and para-D$_2$H$^+$ column densities after convolution with the APEX beam point spread functions of FWHM 18$''$ and 9$''$, respectively. In the following analysis, the evolution is shown as a function of the core time $t_{\text{core}}$, which represents the time passed since the formation of the core at $t_{\text{form}}$, the latter being measured from the beginning of the simulation. The last important timescale in the analysis is the age of the core $t_{\text{age}}$, corresponding to the time at which we compared our simulations with the observations. The latter was taken at the minimum o-H$_2$D$^+/p$-D$_2$H$^+$ ratio reached in the simulations, which in most cases corresponds to the sink formation time.

To compute the column densities, we selected gas particles within a cylinder of radius 0.1 pc, with the axis aligned to the filament, and we integrated their species’ local density along the line-of-sight, over the corresponding kernel size. In this way, if observations are strongly affected by line-of-sight contamination, our results consistently mimic this effect.

As is clear from the figure, once the cores form and during their early evolution, the ortho-H$_2$D$^+$ column density is very compact (e.g. $t_{\text{core}} \sim 6$ kyr), and it shows values around e.g. N$_2$D$^+$, DCO$^+$, etc.). We built this network performing benchmarks towards published works (Sipilä et al. 2015; Kong et al. 2015) and including the latest updates (Hugo et al. 2009; Pagani et al. 2009). The freeze-out of heavy species such as CO and N$_2$ (and the O and N atoms) was followed time-dependently (Bovino et al. 2019), together with the thermal and non-thermal desorption$^5$. We considered dust grains to be silicates with a typical specific density, $\rho_D = 3$ g cm$^{-3}$, and a dust-to-gas mass ratio of $D = 7.09 \times 10^{-3}$ as reported in previous works (Kong et al. 2015). The chemical species were initialised by following Bovino et al. (2019), who considered a fully molecular stage, but we note that changing the initial chemical abundances has a not noting that this is one of the most uncertain parameters and its effect on deuteration has already been reported in several previous works (e.g. Kong et al. 2015; Körtgen et al. 2018; Bovino et al. 2019). In Körtgen et al. (2018), the authors needed a factor of 5 difference in the cosmic-ray ionisation rate to see a relevant difference in the deuteration. Bovino et al. (2019) reported a difference in the timescale of about 1.4 to reach the same deuteration fraction when going from $2.5 \times 10^{-17}$ to $1.3 \times 10^{-17}$ s$^{-1}$, while this becomes more relevant (up to a factor of 4 in the timescale) when employing a very high cosmic-ray ionisation rate (e.g. $2.5 \times 10^{-16}$ s$^{-1}$). Our choice is very conservative and guarantees a certain robustness in the final timescale estimates, which in the worst case can be considered as upper limits due to the low value we employed.

$^4$ We note that in Sipilä et al. (2017), some of the rates involving the H$_2$ + H$_2$ system were updated by considering not only the ground state of the molecules but also the rotational excited states. However, the changes can be considered negligible as they are within a few percent at the low temperatures ($T < 15$ K) of interest in this work.

$^5$ We note that these are the only species allowed to be adsorbed on the surface of grains.
10^{12}\,\text{cm}^{-2}$. The column density starts to increase quickly with time, covering the entire filament when reaching ~131 kyr. We know from observations (e.g., Pillai et al. 2012; Friessen et al. 2014) that the ortho-H$_2$D$^+$ emission is very extended. This is resembled by our simulations, which indeed show a rather extended ortho-H$_2$D$^+$. At later times, densities are high enough to start the conversion of ortho-H$_2$D$^+$ into other isotopologues. On the other hand, the para-D$_2$H$^+$ is much more compact and needs at least 81 kyr to reach values around $10^{11}$–$10^{12}\,\text{cm}^{-2}$ in the very central region of the cores (less than 0.05 pc). This is due to the fact that to form para-D$_2$H$^+$, a certain amount of H$_2$–D$^+$ should be in place. Over time, the amount of para-D$_2$H$^+$ increases and covers the entire core (at a scale of 0.1 pc), resulting in ortho-to-para ratios around or below unity, as can be clearly observed in the middle-right panel, where we show the ortho-H$_2$D$^+$/para-D$_2$H$^+$ ratio, overlaid with the total column density (cyan contours). The specific ratio decreases over time (from top to bottom panel), and reaches typical observed values (0.7–1.0) in roughly 166 kyr since the formation of the cores, providing clear evidence for short lifetimes of the observed cores. Low ratios are observed in regions as large as 0.05–0.08 pc, triggered by the para-D$_2$H$^+$ evolution.

In Fig. 3, we report the ortho-/para-H$_2$ ratio with overlaid the ortho-H$_2$D$^+$/para-D$_2$H$^+$. The values of ortho-/para- H$_2$, as expected, decrease very quickly when the cores are formed. At 6 kyr, the ratio is still close to the initial one (0.1), while it decreases quickly when the gas becomes denser, reaching values below $10^{-2}$ at about 166 kyr, with central regions peaking at $10^{-3}$. In the same plot, we can appreciate how the ortho-H$_2$D$^+$/para-D$_2$H$^+$ (dashed contour value of 5, solid contour value of 1) probes the ortho-/para-H$_2$ very well, particularly on scales of 0.02 pc. This confirms that the ortho-H$_2$D$^+$/para-D$_2$H$^+$ ratio can be used as a proxy to determine the elusive ortho-/para-H$_2$ ratio. Further analysis on this specific point will be reported in a forthcoming paper.

Finally, a zoom into core F1_01_1 (rightmost panel in Fig. 2) is reported in Fig. 4, where we show its time evolution up to the formation of the sink particle ($t_\text{core}$ = 181 kyr). From this plot we can appreciate the highly dynamical evolution of the core. The central region of the core collapses very fast in the first 30 kyr of evolution, with the accretion of material being from filament scales. After this phase, it experiences a quasi-static evolution for at least 50–60 kyr. At about $t_\text{core}$ = 106 kyr, the core starts to collapse with a continuous flow of material from the surroundings, until reaching the formation of a protostellar object (sink particle) around 181 kyr, where some rotation is also very visible. This example shows that the evolution of the cores is highly non-linear and explains why the formation of the cores within certain simulations is taking hundreds of kiloyears. The detailed analysis of the cores formed within the filaments is discussed in the next section.

4. Comparison between simulations and observations

As we are mainly interested in the identification of the cores that formed within the filaments and specifically in the time evolution of the ortho-H$_2$D$^+$/para-D$_2$H$^+$, we report the detailed description of how this is performed and present a detailed comparison with the observational data in the following sections.

4.1. Core identification in the simulated filaments

In order to identify the prestellar cores in the simulated filaments, we first computed 2D column density maps of H$_2$, N($H_2$), starting from the last snapshot in time and moving back to the beginning. At each step, we estimated the average (N(H$_2$))/ in the filament map from a rectangular region of size $\ell_\text{fil} \times 0.2$ pc centred on the filament (in order to remove the low-density background from the analysis), and we selected all the pixels showing an overdensity of $N(H_2)/(N(H_2)) > 10$. Then, we applied a connected component analysis (Fiorio & Gustedt 1996) on the filtered pixels, labelling the identified regions, that represent our candidate cores. To avoid possible artefacts and unrealistic cores, we removed all regions with an axis ratio larger than 5 or smaller than 1/5, and those composed of less than 10 pixels. The remaining structures were then accepted as actual cores if they are connected to their descendant via a minimum separation criterion, that is the cores were discarded if their centres are separated by more than $2 \times \text{max}(r_\text{prog}, r_\text{desc})$, where $r_\text{prog}$ and $r_\text{desc}$ are the progenitor and the descendant core effective sizes, respectively. If a core is the result of a merger, only the most massive progenitor is tracked back in time. Finally, for each core history, we estimated the average H$_2$ column density, the gas number and electron densities, and the effective size. In addition, we also computed column density maps of ortho-H$_2$D$^+$ and para-D$_2$H$^+$, from which we measured the values convolved with the point spread function in the corresponding cores, in an observer-like fashion, by assuming a beam size of 18'' for the first one, and 9''
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6 Being that our simulations are isothermal, the column density is directly proportional to the flux, and the identification procedure is therefore similar to the one followed for real observations.
for the latter, and averaging over the ortho-H$_2$D$^+$ beam, according to the observations procedure. The H$_2$ column density has been convolved with a typical Herschel beam of 36″ to match the angular resolution of the observations. All the quantities reported in this paper have been beam-averaged.

The analysis of the entire population of cores found in our simulations is reported in Table 4. The synthetic cores (sixteen in total), which formed in the filaments, share similar physical properties with the observed ones, as is shown in Fig. 5, with masses between 0.5 and 1.3 $M_\odot$, densities around $5.8 \times 10^5$–$1.6 \times 10^6$ cm$^{-3}$, and transonic Mach numbers up to 1.2. The virial parameters estimated on the core scale lie between 0.8–1.9, indicating cores which are subvirial and/or virialised. The cores need an average time between 45 and 300 kyr to form ($t_{\text{form}}$ in Table 4), depending on the configuration of the magnetic field and the turbulence level. In Fig. 5 and Table 4, we also report the fractional abundances of the two tracers. The comparison between the observed values and the synthetic ones shows a very good agreement, confirming that our simulations are accurate and provide a realistic representation of the observed regions.

By inspecting the dynamical state of the cores, we can retrieve information on the evolution over time of physical quantities such as the virial parameter. We note that all the cores in our simulations show evidence of fast collapse in time, which is not reflected in the estimated virial parameter at $t_{\text{age}}$. This confirms that estimates of the virial parameter from observations may not actually allow one to distinguish between rapid and slow collapse since, on the core scale, subvirial or virialised cores would be expected in both scenarios; however, when considering larger scales including the envelope, one would expect a supervirialised configuration in case of rapid collapse, and it then becomes relevant on which scale the virial parameter is measured (see also Gómez et al. 2021). We also estimated the average magnetic field strength along the line-of-sight for the synthetic cores. These are of the order of 70–300 $\mu$G and fall in the range of values obtained from the observational estimates of Ophiuchus (Soam et al. 2018; Pattle et al. 2021). Overall, within the approximations we have done in our simulations, and taking into account the errors coming from observations, we can state that our synthetic cores represent the observed ones well by matching both physical and chemical constraints. However, we do not exclude that different dynamical situations can lead to similar results. In fact, a certain degree of degeneracy in the final comparison is unavoidable and large-scale simulations, which are not currently available, are the only viable tool to reduce the errors introduced by the choice of the initial conditions. In Sect. 5.1 we discuss different scenarios and what the effect of a slow collapse is on our results.

### 4.2. Cores time evolution and timescales

In Fig. 6, we show the time evolution of theortho-H$_2$D$^+$-to-para-D$_3$H$^+$ ratio of each core up to the minimum reached, by setting the zero time at the first appearance of the core ($t_{\text{form}}$). A downward trend is clearly visible, confirming that this ratio evolves with time and it is sensitive to changes in density during the collapse, which implies the conversion of H$_3$D$^+$ into D$_2$H$^+$ (Flower et al. 2004; Pagani et al. 2013). Even if not reported in the figure, some of the cores show an increasing trend after the minimum, likely due to the expected conversion of D$_2$H$^+$ into D$_3^+$ with time (Flower et al. 2004) and most of them end up in a protostar, computationally defined by a sink particle. In the same plot, we also report the observed values (right panel and grey shaded area), including the only existing data from
Table 4. Properties of the synthetic cores calculated at t_{age}, i.e. at the minimum o-H$_2$D$^+$/p-D$_2$H$^+$.

| # Core | log$_{10}[n_{core}(t_{form})]$ (cm$^{-3}$) | $M_{core}$ ($M_\odot$) | log$_{10}[n_{core}(t_{age})]$ (cm$^{-3}$) | o-H$_2$D$^+$/p-D$_2$H$^+$ | $\alpha$ | $\chi$(o-H$_2$D$^+$) | $\chi$(p-D$_2$H$^+$) | $t_{form}$ (kyr) | $t_{age}$ (kyr) | $t_{age}/t_{ff}$ | $\alpha_{AD}$ (kyr) |
|-------|---------------------------------------------|-----------------------|---------------------------------------------|-----------------------------|-----|------------------|------------------|----------------|----------------|----------------|-----------------|
| F1_0035_1 | 5.79 | 1.06 | 6.11 | 1.19 | 0.69 | 1.23 | -9.34 | -9.42 | 44 | 132 | 42 | 3.1 | 640 |
| F1_0035_2 | 5.79 | 1.15 | 6.14 | 0.94 | 0.71 | 1.17 | -9.42 | -9.40 | 44 | 215 | 42 | 5.0 | 649 |
| F1_0035_OPR_1 | 5.79 | 1.33 | 6.21 | 0.79 | 0.91 | 1.31 | -9.94 | -9.84 | 44 | 166 | 42 | 3.9 | 392 |
| F1_0035_OPR_2 | 5.79 | 0.97 | 6.07 | 1.57 | 0.71 | 1.38 | -8.92 | -10.02 | 44 | 176 | 42 | 4.1 | 397 |
| F1_01 | 5.79 | 1.33 | 6.21 | 0.94 | 0.91 | 1.32 | -9.75 | -9.72 | 44 | 166 | 42 | 3.9 | 584 |
| F1_01_2 | 5.79 | 1.00 | 6.08 | 3.18 | 0.70 | 1.33 | -9.66 | -10.17 | 44 | 185 | 42 | 4.3 | 590 |
| F1_01_1 | 5.74 | 1.06 | 6.11 | 2.22 | 1.26 | 1.92 | -9.43 | -9.77 | 213 | 102 | 45 | 2.2 | 545 |
| F1_01_2 | 5.70 | 0.62 | 5.88 | 2.63 | 0.42 | 1.38 | -9.36 | -9.78 | 249 | 75 | 47 | 1.6 | 571 |
| F1_01_3 | 5.70 | 0.84 | 6.00 | 2.66 | 0.91 | 1.39 | -9.46 | -8.99 | 196 | 108 | 47 | 2.3 | 561 |
| F1_01_4 | 5.70 | 0.57 | 5.84 | 3.74 | 0.31 | 0.98 | -9.38 | -9.96 | 206 | 75 | 47 | 1.5 | 550 |
| F1_01_5 | 5.70 | 0.73 | 5.95 | 2.40 | 0.37 | 0.81 | -9.37 | -9.76 | 223 | 102 | 47 | 2.1 | 549 |
| F3_01_1 | 5.74 | 0.66 | 5.90 | 1.84 | 0.51 | 1.05 | -9.44 | -9.70 | 294 | 36 | 45 | 0.8 | 1057 |
| F3_01_2 | 5.74 | 0.69 | 5.92 | 1.46 | 0.98 | 1.83 | -9.70 | -9.86 | 245 | 65 | 45 | 1.4 | 453 |
| F3_01_3 | 5.74 | 0.65 | 5.90 | 1.73 | 0.56 | 1.13 | -9.50 | -9.74 | 278 | 52 | 45 | 1.1 | 801 |
| F3_01_4 | 5.71 | 0.49 | 5.77 | 2.24 | 0.55 | 1.51 | -9.42 | -8.77 | 307 | 46 | 45 | 0.5 | 1295 |
| F3_01_5 | 5.74 | 0.63 | 5.88 | 1.76 | 0.89 | 1.78 | -9.50 | -9.75 | 282 | 43 | 45 | 0.9 | 539 |

Notes. The properties were calculated by assuming an $R_{eq} = 0.02$ pc, which is an average of the effective size of the observed cores. We report the core mass $M_{core}$, volume density $n_{core}(t_{age})$, ortho-to-para ratio, Mach number ($\alpha$), and the relevant timescales: the core formation time, $t_{form}$, i.e. the time at which the core is formed, the core age $t_{age}$, the free-fall time $t_{ff}$ calculated at the $n_{core}(t_{form})$, the ratio between the age and the dynamical time $t_{age}/t_{ff}$, which gives an idea on the collapse speed, and the ambipolar diffusion time calculated by taking the electron fraction at the core formation time $t_{form}$.

Fig. 5. Physical properties of the simulated and observed cores. We report the core mass and volume density (left column), as well as the virial parameter and Mach number (centre), calculated from the formulae reported in Appendix A. In the right column, we also report the fractional abundances of the two tracers in logarithmic scale, $\chi$(o-H$_2$D$^+$) and $\chi$(p-D$_2$H$^+$). Observed cores are reported as circles, while the green shaded area represents the range of values obtained for the simulated cores identified in our filaments (properties reported in Table 4).

Previous observations, that is the 16293E (Vastel et al. 2004) and the HMM1 (Parise et al. 2011) prestellar cores. It is clear from the results that the observed values of the ortho-to-para ratio can be reached in a time no longer than 200 kyr after the formation of the cores for the set of initial conditions employed here. For the lower limits provided in the same figure, the time represents an upper limit to the age of the cores. The non-detection of para-D$_2$H$^+$ for three of the observed cores suggests that those sources are at a very early stage of the collapse, and H$_2$D$^+$ did not have time to be converted into D$_2$H$^+$ (Flower et al. 2004). Core 1 represents a scenario of relatively slow collapse, being that this core is the one with the lowest density and the largest virial parameter (see Tables 2 and 1). However, without additional constraints (observational and theoretical), it is very difficult to firmly distinguish between a slow collapse, an early stage of collapse, or a quasi-static temporary stage; furthermore, as we discussed, the virial parameter alone is not a good indication of the dynamical state of the cores.

4.3. Implications of observational uncertainties for the comparison with simulation

In the analysis of the observational data, a main assumption has been that $T_{ex} = T_{dust}$, which may not strictly be the case. A choice for the excitation temperature $T_{ex}$, however, is needed to fit the spectra and retrieve the column densities of the two deuterated species. To check the dependence on this parameter, we performed the same fitting procedure outlined in Sect. 2.2, by assuming $T_{ex} = 10$ K, and we calculated the resulting ortho-to-para ratios. The change in the assumed $T_{ex}$ led to a change in those ratios by roughly 10–15%. We also tested an extreme case with $T_{ex} = 0.7 \times T_{dust}$ following previous works (Caselli et al. 2008) and observations of N$_2$H$^+$ of the same region (Friesen et al. 2010), which report $T_{ex}$ being slightly lower than those obtained from NH$_3$, with a mean value over the entire Ophiuchus B2 region around 7 ± 2.8 K. The differences in this case correspond to 45% on the final ortho-to-para ratios. In Fig. 7
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Fig. 6. Comparison of the \(N[\text{o-H}_2\text{D}^+]/N[\text{p-D}_2\text{H}^+]\) ratio between observations and simulations. The different curves in the left panel refer to the time evolution of the cores identified within the simulations with a different set of physical and chemical conditions (see Tables 3 and 4 for details). We note that some cores are the result of merging and dissolving processes, which produce the visible oscillations in the curves. The stars represent \(t_{\text{age}}\), i.e. the time at which the minimum \(N[\text{o-H}_2\text{D}^+]/N[\text{p-D}_2\text{H}^+]\) ratio is reached for each core and the point where we performed the calculations of the properties reported in Table 4 and the comparison with the observed cores. The right panel shows the observed values: the ones labelled 1–6 represent our APEX data, 16293E (blue circle) refers to previous observations of the two studied isotopologues (Vastel et al. 2004), and HMM1-10K and HMM1-13K (green squares) are taken from observations in the L1688 cloud (Parise et al. 2011). The grey shaded area represents the range of observed values with secure detection, considering their uncertainties.

Fig. 7. \(N[\text{o-H}_2\text{D}^+]/N[\text{p-D}_2\text{H}^+]\) ratio for different \(T_{\text{ex}}\) assumptions. We report the following three main cases: our reference case \(T_{\text{ex}} = T_{\text{dust}}\) and two additional cases where we assumed lower temperatures, \(T_{\text{ex}} = 10\,\text{K}\) and \(T_{\text{ex}} = 0.7 \times T_{\text{dust}}\). The values in the coloured boxes mark the lower limits we calculated for the cases where para-D\(_2\text{H}^+\) was not detected. The green shaded area represents the range of values obtained from our simulations.

5. Discussion

To put our results in the context of the star-formation process, we calculated the ratio between the core age and the dynamical time \(t_{\text{age}}/t_{\text{ff}}\), where \(t_{\text{ff}}\) is the core free-fall time calculated by employing the density of the core at the identification time \(n_{\text{core}}(t_{\text{form}})\) (see Table 4). Theories of the slow-collapse point towards long timescales and strong magnetic or turbulence support, with an initial condition for the cores close to a virial equilibrium where all the forces at play are balanced (Shu et al. 1987; Mouschovias 1991). Rapid collapse, on the contrary,
based on the idea that the star-formation process occurs on typical dynamical timescales (Vázquez-Semadeni et al. 2005; Hartmann et al. 2012) (in this case $t^2$). All our realisations support the rapid collapse scenario, as the time to reach observed ortho-to-para ratios is of the order of the free-fall time or a few free-fall times (values in between 0.5–5 $t^2$), and much shorter than the ambipolar diffusion time often invoked by slow-collapse theories (Mouschovias 1991). The analysis of the ambipolar diffusion time ($t_{\text{AD}} = 2.5 \times 10^{13} \chi e$, with $\chi$ being the electron fraction, see Shu et al. 1987) in our simulated cores gives values of the order of 400 kyr up to 1 Myr (see Table 4), which is 4–5 times longer than the estimated cores lifetimes, confirming our conclusions. Our findings are supported by additional observations of the same regions (Pattle et al. 2015; Kerr et al. 2019), exploring energy balance and stability, including infall features reported in observed spectra of optically thick tracers (André et al. 2007; Chitsazzadeh et al. 2014; Punanova et al. 2016). These observational studies point towards highly unstable cores with, in some cases, blue-skewed features in the spectra as consequences of infall motions. In addition, estimates in line with our results have been provided from observational statistical methods (Enoch et al. 2008), which by assuming a protostellar stage of 0.54 Myr, obtained an average prestellar lifetime of roughly 500 kyr with an error of a factor of 2.

To check about possible effects on our sources from existing protostars, we reviewed the Spitzer results presented in previous works (Enoch et al. 2009; Dunham et al. 2015) and obtained the positions of 23 protostellar candidates over L1688 (18 sources) and L1689 (five sources). All young stellar objects are located at distances in between 0.02 and 0.12 pc from the cores reported in Table 1. Among the 18 objects identified, three have been classified as Class 0, I protostars, showing an IR index of $\alpha_{\text{IR}} \geq 0.3$ (Dunham et al. 2015), eight as flat-spectrum objects ($-0.3 \leq \alpha_{\text{IR}} < 0.3$), and the remaining seven as Class II ($-1.6 \leq \alpha_{\text{IR}} < -0.3$). Considering their luminosity and applying a simple Stefan-Boltzmann law, we can exclude that radiation feedback can have an effect on the studied cores, consistent with numerical investigations of radiative feedback in low-mass star formation (Oppenher et al. 2009).

Two of the sources found in L1688 (J162728.4-242721 and J162730.1-242743) have been associated with an intense protostellar activity, identified to potentially be responsible for the single bright and extended gigantic outflow observed at the centre of Oph-B2 (Kamazaki et al. 2003; Nakamura et al. 2011). The outflow is extended up to 0.2 pc along the southeast-northwest direction (Kamazaki et al. 2019) and has been mapped with several $^{12}\text{CO}$, $^{13}\text{CO}$, and $^{18}\text{O}$ low-J molecular transitions. Although encompassing a significant portion of Oph-B2, the outflow does not involve any of the four cores examined in this work. Core 6 appears to be closest to the blueshifted component of the outflow in the northwest direction, but the absence of any relevant broadening in both the observed $c$-H$_2^+$ and p-D$_2$H$^+$ lines excludes any direct influence of the outflow at least in the region traced by the H$_2^+$ isotopologues. In L1689, three Class 0, I and two Class II protostellar candidates are identified with distances between 0.03 and 0.11 pc around core 1, while no protostellar candidate was found close to core 2. L1689 is also known to be much less active than L1688 on average (Nutter et al. 2006). To our knowledge, there is no evidence for outflows in the immediate surroundings of both of the cores identified in L1689, consistent with the line profiles which indicate no signatures of outflows.

In terms of chemical clocks, previous studies focussed on N$_2$D$^+$/N$_2$H$^+$ (Pagani et al. 2013), which is known to have a different chemical evolution compared to the tracers we consider here and to trace mainly later stages of the evolution (Boavino et al. 2019; Giannetti et al. 2019). They suggested lifetimes of 500–700 kyr. This is longer than the ages reported in this work, but still in line with our current results.

In addition, we checked the ratio of the ortho/para H$_2$D$^+$ at the time just before a protostar would form$^8$, and found values as low as 0.14. This is similar to the ratio of 0.07 $\pm$ 0.03 previously reported (Brüken et al. 2014), but it has been obtained in hundreds of thousands of years rather than millions of years. The previous measurements (Brüken et al. 2014) of course correspond to the envelope, not to the core, thereby providing an upper limit to the age of the protostar, which is nicely consistent with the observations provided here. We note that in a subsequent work (Harju et al. 2017), the long timescales previously proposed (Brüken et al. 2014) have been lowered to 0.5 Myr as a result of different assumptions and parameter choices in their model. This emphasises the need to produce self-consistent, fully dynamical simulations as pursued here in order to obtain the involved timescales from a physical model.

5.1. Caveats

Finally, it is important to notice that, even if our simulations require some assumptions as to the initial conditions, these still represent state-of-the art results due to the computational challenge of including complex chemistry in large-scale simulations. So far, chemical clocks have been explored in static and dynamical low-dimensional models, often tuned on observations and evolved on longer timescales, towards equilibrium configurations, without including non-linear effects induced by magnetic fields and turbulence. On the contrary, we started from conditions typical of observed filaments and allowed the cores to naturally form in a highly dynamical and complex environment. Some core candidates dissolve during the evolution, some others merge, and in general it takes 50–300 kyr to form the first cores. This means that starting from an already high density situation is not necessarily speeding up the formation of the cores and the chemistry associated to them, as non-linear effects induced by turbulence and magnetic fields act against the formation of overdensities (e.g. Vázquez-Semadeni et al. 2005).

It is also important to note that some of our cores experienced expansion phases before getting into rapid collapse that can be seen as quasi-static stages where the targeted ortho/para ratio is increasing rather than decreasing (see for example F1_0035_2 in Fig. 6, or the core evolution reported in Fig. 4). This points towards the need of an abrupt change in density to reproduce the observed ratios and then a rapid collapse scenario would be favoured. Even if we cannot exclude those situations of slow collapse that can lead to similar results, we have to consider that previous papers exploring sub-critical filaments (see e.g. Körtsen et al. 2018) did not find any fragmentation and no cores formed at all. In addition, none of the cores we formed in our simulations resemble virial conditions at their formation time. This could be the consequence of the idealised setup we are considering in our simulations following the formation of the filaments and the subsequent fragmentation into small entities, within a highly dynamical environment where accretion processes towards the filaments, which can boost the fragmentation, are also taken into account. Such simulations are

---

$^8$ We note that the para-H$_2$D$^+$ column density has been convolved with a proper SOFIA beam of 22″.

---
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5.2. The slow-collapse scenario

In order to assess how slow-collapse conditions would compare with our three-dimensional framework, in which these situations would have been hard to recreate, we ran a series of single-cell models exploring the speed of the collapse through a parameter $\beta_{\text{ff}}$ similarly to what was done for instance in Kong et al. (2015). In the following, we only summarise the main results and report all the details in Appendix B. Our findings confirm that (i) models of slow collapse, for instance with timescales of $10 \times t_{\text{ff}}$, are never able to reproduce the physical and chemical properties of the observed cores, (ii) depending on the employed parameters, models with collapse timescales in between 1 and $5 \times t_{\text{ff}}$ are in line with the observed quantities independently of the parameters, and they agree with our more complex three-dimensional simulations well, within the explored parameter space, and (iii) the ortho-H$_2$D$^+/\text{para-D}_2\text{H}^+$ ratio seems to necessarily require fast collapses to reach the observed values, and this suggests its ability to distinguish between slow and fast collapse scenarios. In particular, slow collapse would favour lower ortho-to-para ratios (on much longer timescales) because of the long time available to pre-process the chemistry. The final values of the ratio are affected by the choice of the different physical parameters, such as the temperature and the cosmic-ray ionisation rate. Overall, the results from the qualitative single-cell models confirm the picture obtained from more complex simulations, and they seem to point towards a dynamical scenario driven by a rapid collapse. However, large-scale simulations are needed to completely break the degeneracy and further explore the reliability of this ratio as a chemical clock, together with a statistically relevant observational sample targeting the same tracers.

6. Conclusions

To conclude, we provide new observational results suggesting that the ortho-H$_2$D$^+/\text{para-D}_2\text{H}^+$ ratio might be a reliable chemical clock of star-forming regions. This represents a viable alternative to previously used clocks (Pagani et al. 2013; Brünten et al. 2014) due to the possibility of observing the para-D$_2$H$^+$ from the ground, compared to the difficulty to observe para-H$_2$D$^+$ in the THz domain. In addition, we have shown that this ratio is a good proxy for the elusive o/p H$_2$ ratio, an aspect that we will explore in a forthcoming paper. Compared to previous works (e.g. Pagani et al. 2013), which ruled out this ratio as a chemical clock due to its non-monotonic behaviour, our findings show that this is mainly happening at late stages and is not affecting its effectiveness in tracing the collapse timescale. We have presented a detailed analysis with a comparison of state-of-the-art three-dimensional magneto-hydrodynamical simulations including a detailed chemical model. Our findings are very relevant to understand how physical processes affect the earliest stages of star formation and clarify results derived from more simplified models (Pagani et al. 2013; Brünten et al. 2014).

The comparison between observations and three-dimensional dynamical models provides an overall consistent picture between observations and simulations, where both the chemical abundance ratios as well as dynamical properties such as the virial parameter of the core can be explained with the framework of a rapid collapse. The short timescales we found are, in fact, much shorter than indicated from previous low-dimensional studies (Parise et al. 2011; Pagani et al. 2013; Brünten et al. 2014).

We aimed to obtain information on the physics of star formation by studying the chemistry of these regions, and the ages were obtained from cutting edge simulations properly compared with observations. From our analysis, we conclude that models of rapid collapse are more likely to represent the observed cores, resulting in a prestellar stage of a few hundreds of thousands of years. However, even if our qualitative single-cell models support our three-dimensional findings and seem to rule out the possibility that slow collapse could reproduce the observed features, a certain degree of degeneracy should be considered, particularly when taking into account the uncertainties introduced by the assumption of the excitation temperature in the observational analysis. To break this degeneracy, it is crucial to perform observations of this chemical clock on a statistical sample of low-mass cores to exploit the dynamical timescales of regions that could be in different environmental conditions. This will help to understand if rapid collapse is the only possible scenario or if star formation occurs in different modes, depending on the physical and chemical conditions of the clouds.
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Appendix A: Dynamical quantities

The mass and temperature were calculated from the dust continuum spectra, within a circular area of radius $R_{\text{eff}}$, which represents the area of the extraction region. We employed the Herschel (Pilbratt et al. 2010) maps at 500, 350, and 250 $\mu$m from SPIRE (Griffin et al. 2010) and at 160 $\mu$m and 100 $\mu$m from PACS (Poglitsch et al. 2010) by evaluating the background contribution in two circular regions located in nearby local minima. The $H_2$ total column density peak was calculated following a similar approach. The dust continuum spectra was fitted as a grey body with the dust opacity parameters from the ATLASGAL survey (Ossenkopf & Henning 1994; Schuller et al. 2009; König et al. 2017), while the best fit model was evaluated analogously to previous works (Sabatini et al. 2019). We note that the error on the final observed mass, $H_2$ column density, and temperature is assumed to be around 20% (Pagani et al. 2015; Schisano et al. 2020).

The Jeans mass was computed as follows (Stahler & Palla 2004; Sadavoy et al. 2012):

$$M_J = 2.9 \left( \frac{T}{10^4 \text{K}} \right)^{1.5} \left( \frac{n_{\text{core}}}{10^2 \text{cm}^{-3}} \right)^{-0.5} M_\odot,$$  
(A.1)

where the total number density was calculated from the core mass and the volume: $n_{\text{core}} = \frac{M_{\text{core}}}{V_{\text{core}}}$, with $V_{\text{core}} = \frac{4}{3} \pi R_{\text{eff}}^3$.

Dynamical quantities are good qualitative indicators of the gas motion. We calculated the virial parameter considering (MacLaren et al. 1988)

$$\alpha = \frac{M_{\text{vir}}}{M_{\text{core}}} \quad \text{with} \quad M_{\text{vir}} = k_2 \left( \frac{R_{\text{eff}}}{\text{pc}} \right) \left( \frac{\Delta v_{\text{obs}}}{\text{km s}^{-1}} \right)^2,$$  
(A.2)

where $k_2 = 210$, and $\Delta v_{\text{obs}}$ is the full-width at half-maximum obtained from the spectra and $R_{\text{eff}}$ is reported in Table 1.

The Mach number, which provides the level of turbulence, is estimated as $M = \sigma_{\text{nth}}/c_s$, with the non-thermal velocity dispersion calculated as

$$\sigma_{\text{nth}} = \sqrt{\sigma_{\text{obs}}^2 - \sigma_{\text{th}}^2},$$  
(A.3)

where $\sigma_{\text{obs}} = \sqrt{k_b T/m}$ is the thermal velocity dispersion of the molecule, $k_b$ the Boltzmann constant, $m = 6.692 \times 10^{-24}$ the ortho-$H_2D^+$ mass in grams, $\sigma_{\text{obs}} = \Delta v_{\text{obs}}/(2 \sqrt{2 \ln 2})$, $c_s = \sqrt{k_b T/(\mu m_H)}$ the thermal sound speed for a particle with a mean molecular weight of $\mu = 2.33$, and $m_H$ the hydrogen mass in grams.

We note that, for the sake of consistency in the calculation of the virial parameter for the simulated cores, we added a thermal velocity dispersion component to the gas velocity dispersion obtained from the maps.

Appendix B: Single-cell models

To follow the impact of the collapse speed on the final results, and particularly on the timescales to reach observed results, we employed a semi-analytical framework, where the evolution of the density was regulated by the following equation:

$$\frac{dn_{\text{core}}(t)}{dt} = \frac{1}{\beta B} \frac{n_{\text{core}}(t)}{t_f},$$  
(B.1)

with $t_f$ being the free-fall time calculated at the density $n_{\text{core}}(t)$, and $\beta_B$ being an arbitrary parameter which determines the collapse speed. We assumed $\beta_B = [1, 2, 3, 5, 10]$, where the extreme cases represent the following: i) a collapse occurring on the free-fall timescale ($\beta_B = 1$) and ii) a collapse on the ambipolar diffusion time (i.e. on a timescale of $10 \times t_f$ with $\beta_B = 10$, see e.g. Vázquez-Semadeni et al. 2005). We have explored a large parameter space by changing the initial ortho-to-para $H_2$ ratio (0.1 and 10$^{-3}$), the initial collapse density ($n_{\text{core}} = 10^3, 10^4$, and $10^5$ cm$^{-3}$), the cosmic ray ionisation rate $\zeta_2$ ($1.3 \times 10^{-17}$ s$^{-1}$, $2.5 \times 10^{-17}$ s$^{-1}$, and $5.0 \times 10^{-17}$ s$^{-1}$), and the temperature ($T = 10$ and 15 K). The initialisation of the chemical species is identical to the one used in the three-dimensional simulations. The main intent of these single-cell models is to mimic different dynamical environments, particularly in terms of collapse speed, and to see under which conditions we can reach the observed densities and $H_2D^+/D^+_2H^+$ ratios. The list of performed runs is reported in Table B.1.

We assumed as a reference case the one with an initial density of $n_{\text{core}} = 10^4$ cm$^{-3}$, a temperature of $T = 10$ K, $\zeta_2 = 2.5 \times 10^{-17}$ s$^{-1}$, and an initial ortho-/para- $H_2 = 0.1$. The results for this reference case are reported in Fig. B.1. We show the $H_2D^+/D^+_2H^+$ ratio (OPR) and the density evolution over time for the different collapse cases. We can see how the collapse is delayed when we increase the $\beta_B$ parameter, going from a collapse occurring on the $t_f$ ~ 330 kyr (red lines), to one occurring on a scale of a few megayears ($10 \times t_f$), which should resemble the ambipolar diffusion time (black lines). Rapid collapse
cases reach a low OPR in very short times, mainly driven by the changes in density, while the slow-collapse case evolves at roughly constant density for at least 1 Myr, allowing for a pre-processing of the chemistry, which leads to a low OPR even before the onset of the rapid contraction. Overall when the collapse kicks in, the OPR values are lower than in the fast collapse cases. This can also be seen by looking at the bottom panel of Fig. B.1, where we show the evolution of the OPR with density. All the cases reach an equilibrium OPR at densities similar to the observed ones (red shaded region). By comparing the obtained OPR with the observed ones (green shaded area), we can see that very slow collapses (i.e. 5-10 $t_{ff}$) lie at the lower limit of the observed values, while collapses occurring on the order of 2-3$t_{ff}$, representing fast collapses, are in line with observations.

To have a broader overview of the effects of the collapse speed on the final OPR, we show the results of the large parameter study in Fig. B.2, in which the different sectors (enclosed within the black dashed lines and associated to the letters from A to K) correspond to the models in Table B.1, for which the five values of $\beta_{ff}$ are reported counterclockwise. The orange ring in the polar-chart-like plot represents the observed values, and the blue colour in the stacked bars reflects the observed densities. A match between models and observations is in place when the blue portion of the stacked bar falls in the orange region. We can appreciate that the slow-collapse cases are always at the limit of the observed OPR values, or outside the range, because the long-time available to pre-process the chemistry allows one to reach lower OPR at the observed densities. This is particularly true for the case with 10$x t_{ff}$ which never enters the observed region defined by the orange ring and the blue frame of the bar. On average, the wide range of parameters explored points towards a good match for the cases with collapse times of 1-3$t_{ff}$, which is in agreement with our more complex three-dimensional simulations. There are a few cases where also 5$t_{ff}$ is falling in the observed region when $T=10$ K and the initial density is $10^5 \text{ cm}^{-3}$, with a CRIR=$2.5\times 10^{-17}$ s$^{-1}$ and an initial H$_2$ OPR of 0.1. Collapses on the free-fall timescale also give good results, but they show some discrepancies when the temperature is 10 K and the initial CRIR is $1.3\times 10^{-17}$ s$^{-1}$. Even if this is a somewhat qualitative framework, it confirms that slow-collapse cases are not in line with observations and in general reach lower OPR at lower densities. The evolution of deuterated species is indeed driven both by time and density, leading to degeneracy, depending on if there is a long time to process the chemistry at almost constant density, or if there is an abrupt change in density in short time. Chemistry alone can lead to degeneracy in the results and in their interpretation. It is then fundamental when comparing it with the observations to also match the physical and dynamical quantities and not only the chemistry. Our 3D simulations (see Fig. 5), not only reproduce the chemical features but also the dynamical and physical properties of the cores, and this together with the results of the qualitative single-cell models points towards a rapid collapse scenario for the six cores observed in Ophiuchus. As a final note, the current comparison has been performed with our fiducial observational results (i.e. $T_{ex}=T_{dust}$) and only considering the detections. If we widen the analysis by including the uncertainties induced by the $T_{ex}$ assumption and by also considering the lower limits, we would have a few cases where slow collapse would also match the observations. However, due to the large number of uncertainties, we can conclude that the majority of the single-cell models point towards fast rather than slow collapses.

| # Run | $T$ [K] | $\zeta_2^2$ [10^{-11} s^{-1}] | OPR(H$_2$) | $n_{core}$ [cm$^{-3}$] | $\beta_{ff}$ |
|-------|---------|----------------------------|------------|-------------------|----------|
| A     | 15      | 2.5                        | 0.1        | $10^4$            | [1,2,3,5,10] |
| B     | 15      | 2.5                        | 0.1        | $10^4$            | [1,2,3,5,10] |
| C     | 15      | 1.3                        | 0.1        | $10^4$            | [1,2,3,5,10] |
| D     | 10      | 1.3                        | 0.1        | $10^4$            | [1,2,3,5,10] |
| E     | 15      | 5.0                        | 0.1        | $10^4$            | [1,2,3,5,10] |
| F     | 10      | 5.0                        | 0.1        | $10^4$            | [1,2,3,5,10] |
| G     | 10      | 2.5                        | 0.1        | $10^3$            | [1,2,3,5,10] |
| H     | 10      | 2.5                        | 0.1        | $10^3$            | [1,2,3,5,10] |
| I     | 15      | 2.5                        | 0.1        | $10^3$            | [1,2,3,5,10] |
| J     | 10      | 2.5                        | 0.1        | $10^3$            | [1,2,3,5,10] |
| K     | 10      | 2.5                        | $10^{-3}$  | $10^4$            | [1,2,3,5,10] |

Notes. We report the dust temperature, the cosmic ray ionisation rate $\zeta_2$, the initial H$_2$ ortho-to-para ratio, the initial density $n_{core}$, and the collapse speed parameter $\beta_{ff}$. We note that $T = T_{dust} = T_{gas}$.
Fig. B.2. Polar-like chart summarising the results of our parameter study. Each slice represents a model (labelled with letters) with fixed initial conditions in terms of $T$, $\zeta_2$, initial density $n_{\text{core}}$, and initial H$_2$ OPR (see Table B.1). Within the model slice, the different collapse speed cases defined by the parameter $\beta_{ff}$ are represented by a stacked bar. The radial evolution of the bar reflects the oH$_2$D$^+$/pD$_2$H$^+$ evolution and the bars are coloured by density (see associated colour bar). The orange ring was delimited by the observed oH$_2$D$^+$/pD$_2$H$^+$ ratio and the blue region in the colour bar was set by the density of the observed cores (see also Table 1). This means that we have a match between the models and the observations when the blue frame of the bar falls into the orange region.