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Abstract

In this paper, we investigate the use of relaxed logarithmic barrier functions in the context of linear model predictive control. We present results that allow to guarantee asymptotic stability of the corresponding closed-loop system, and discuss further properties like performance and constraint satisfaction in dependence of the underlying relaxation. The proposed stabilizing MPC schemes are not necessarily based on an explicit terminal set or state constraint and allow to characterize the stabilizing control input sequence as the minimizer of a globally defined, continuously differentiable, and strongly convex function. The results are illustrated by means of a numerical example.

I. INTRODUCTION

The basic idea of model predictive control (MPC) is to obtain a stabilizing feedback law by solving at each sampling instant, in a receding horizon fashion, a suitable finite-horizon open-loop optimal control problem that is parametrized by the evolving system state. Only the first element of the optimal control input is applied to the plant and the optimization is repeated at the next time step in a receding horizon fashion. Based on the predicted dynamics of the system to be controlled, both a user-defined cost objective and potential constraints on the system states and input can be taken into account explicitly within the corresponding optimization problem. There exist various theoretical results concerning the stability properties of the closed-loop system for both linear and nonlinear systems, and MPC can be considered as a widely accepted control concept that is more and more applied to industrial processes, see [22] and [29] as well as references therein.

However, there often is a gap between theoretical MPC concepts and their actual implementation, and several disadvantages remain. For example, algorithmic aspects of the required optimization are usually not taken into account explicitly in the MPC design, which may result in suboptimal or even unstable closed-loop behavior. Furthermore, in the presence of disturbances, sensor outliers, or observer errors, the underlying open-loop optimal control problem may become infeasible, leading to a complete crash of the respective control algorithm. In recent years, considerable research effort has been spent on designing efficient and reliable algorithmic MPC implementations that, if possible, still preserve some of the desired theoretical properties when running in closed-loop operation, see e.g. [2, 5, 8, 28, 36]. One particular approach that allows to reduce the gap between MPC schemes on the one and MPC algorithms on the other hand is given by the concept of barrier function based MPC, which was introduced in [23] and has been extended recently in [10, 11, 13]. In barrier function based MPC schemes, the inequality constraints occurring in the open-loop optimal control problem are incorporated into the cost function by means of suitable barrier function terms like it is also done in interior-point optimization algorithms [24]. As shown in the above references, barrier function based MPC approaches allow to guarantee asymptotic stability of the closed-loop system while at the same time reducing the underlying open-loop optimal control problem to an equality constrained or even unconstrained optimization problem. Thus, a barrier function based reformulation is already integrated into the MPC design, which then allows for an efficient implementation based on tailored numerical optimization techniques. In particular, the barrier function based approach makes the open-loop optimal control problem accessible for continuous-time algorithms that asymptotically track the optimal solution of the unconstrained reformulation and, thus, allow to implement MPC without any iterative on-line optimization, see [8, 10, 12, 27]. However, two main disadvantages
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remain. On the one hand, the open-loop optimal control problem may still become infeasible since the barrier functions are only defined within the interior of the corresponding constraint sets. On the other hand, the barrier function based approach inherently requires the use of a terminal set or terminal equality constraint, which is not desirable, and also typically not used, in practice.

In this paper, we show that both of these problems can be eliminated by making use of so-called relaxed logarithmic barrier functions, i.e., barrier functions that are smoothly extended by a suitable penalty term outside of the corresponding constraint set \( S \). We discuss suitable relaxation procedures (Section 1) and present results that allow to guarantee asymptotic stability of the closed-loop system with and without making use of terminal sets (Sections 2-3), to determine and control the maximal violation of input and state constraints in closed-loop operation (Section 4), and to recover the optimality properties of both nonrelaxed barrier function based and conventional linear MPC schemes (Section 5). Furthermore, based on the presented results, we provide in Section 6 a step-by-step procedure for the constructive design of the overall MPC scheme. The basic idea of relaxed barrier function based MPC is closely related to approaches based on soft constraints or penalty functions, see e.g. [20, 37]. However, in these approaches, closed-loop properties like stability or strict constraint satisfaction can usually only be guaranteed when making use of nonsmooth or even exact penalty functions. The key feature of the relaxed barrier functions discussed in this paper is that they result in a smooth formulation of the overall problem while still allowing for an arbitrary close approximation of the corresponding non-relaxed case. As a result, the stabilizing control input can be characterized as the minimizer of a globally defined, twice continuously differentiable, and strongly convex cost function, which makes it efficiently computable by standard nonlinear programming algorithms. Some preliminary results on the concept of relaxed barrier function based MPC have been presented in [12]. In this paper we significantly extend these results and provide an in-depth study of several theoretical and practical aspects of the presented linear MPC schemes. A particularly interesting new result is the insight that the use of relaxed barrier functions allows to ensure global asymptotic stability of the closed-loop system without making use of a terminal set.

Throughout the paper we will make use of the following notation. \( \mathbb{R}, \mathbb{R}_+, \mathbb{R}_{++}, \) and \( \mathbb{N}_+ \) denote the sets of non-negative real, strictly positive real, and strictly positive natural numbers. Furthermore, \( \mathbb{S}^n_+ \) and \( \mathbb{S}_+^n \) refer to the sets of positive semi-definite and positive definite matrices of dimension \( n \in \mathbb{N}_+ \). For any given matrix \( M \) or vector \( v \), \( M_i \) and \( v^i \) refer to the \( i \)-th row or element and \( \|x\|_M := \sqrt{x^\top M x} \) for any \( M \in \mathbb{S}_+ \). A polytope is defined as the compact intersection of a finite number of half-spaces. For any arbitrary set \( S \), the expression \( S^c \) will denote the open interior and \( \partial S \) the boundary. Moreover, \( \mathbb{1} := \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^\top \) of suitable dimension.

II. Problem Setup

In this paper, we consider the control of linear time-invariant discrete-time systems of the form

\[
x(k + 1) = Ax(k) + Bu(k),
\]

where \( x(k) \in \mathbb{R}^n \) refers to the vector of system states and \( u(k) \in \mathbb{R}^m \) refers to the vector of system inputs, both at time instant \( k \geq 0 \). Moreover, the matrices \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) describe the corresponding system dynamics, where we assume \((A, B)\) to be stabilizable. The control task is to regulate the system state to the origin while minimizing a given, user defined performance criterion and satisfying state and input constraints of the form \( x(k) \in X \) and \( u(k) \in U \) for all \( k \geq 0 \). Here, \( X \subseteq \mathbb{R}^n \) and \( U \subseteq \mathbb{R}^m \) are typically considered to be given convex sets that contain the origin in their interior. In this paper, we assume \( X \) and \( U \) to be polytopes defined as

\[
X = \{x \in \mathbb{R}^n : C_x x \leq d_x\},
\]

\[
U = \{u \in \mathbb{R}^m : C_u u \leq d_u\},
\]

where \( C_x \in \mathbb{R}^{qs \times n}, C_u \in \mathbb{R}^{q_u \times m} \) and \( d_x \in \mathbb{R}_{++}^q, d_u \in \mathbb{R}_{++}^{q_u} \) with \( q_x, q_u \in \mathbb{N}_+ \). In linear MPC, this problem setup is usually handled by solving at each sampling instant an open-loop optimal control problem of the form

\[
J_N^*(x) = \min_u \sum_{k=0}^{N-1} \ell(x_k, u_k) + F(x_N)
\]

s.t. \( x_{k+1} = Ax_k + Bu_k, \quad x_0 = x \),

\[
x_k \in X, \quad k = 0, \ldots , N - 1, \quad x_N \in X_f,
\]

\[
u_k \in U, \quad k = 0, \ldots , N - 1.
\]

for the current system state \( x = x(k) \) and a finite prediction and control horizon \( N \in \mathbb{N}_+ \). Here, the stage cost \( \ell : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}_+ \) and the terminal cost \( F : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) are usually defined as \( \ell(x, u) = \|x\|_Q^2 + \|u\|_P^2 \) and \( F(x) = \|x\|_P^2 \) for appropriately chosen weight matrices \( Q \in \mathbb{S}^n_{++}, R \in \mathbb{S}_+^{n_m}, P \in \mathbb{S}_+^{n_u} \). Furthermore, \( u = \{u_0, \ldots , u_{N-1}\} \) denotes the sequence of control inputs over the prediction horizon \( N \), while \( X_f \) refers to a closed and convex terminal constraint set that may be used to guarantee stability properties of the closed-loop system. Note that we make use of subindices to distinguish open-loop predictions \( x_k, u_k \) from actual state and input trajectories \( x(k), u(k) \). The control law is obtained by solving (3) at each sampling instant \( k \geq 0 \) and applying \( u(k) = u_0^*(x(k)) \) in a receding horizon fashion. Sufficient conditions for the recursive feasibility of (3) as well as for the asymptotic stability of the closed-loop system are summarized in [22]. In the following, we will refer to this setup as conventional linear MPC. Moreover, we will often use
Let us consider in the following the barrier function based linear MPC
and present a fairly general stability theorem for the considered problem setup with the explicit dependence on the current system state for ease of notation.

III. PRELIMINARY RESULTS

We introduce in this section some concepts and results on nonrelaxed logarithmic barrier function based MPC that we will need in the remainder of the paper. In particular, we present a novel stability theorem which generalizes different existing ideas and is applicable to a wide class of barrier function based MPC approaches.

A. Barrier Function Based Model Predictive Control

The main idea in barrier function based MPC is to eliminate the inequality constraints from the above MPC open-loop optimal control problem by making use of suitable barrier functions with a corresponding weighting factor. Based on this idea, it is possible to reformulate problem (3) as an equality constrained (or even unconstrained) strongly convex optimization problem, which can then be solved by means of tailored optimization procedures like, e.g., the Newton-method. In general, the exact solution to the original problem, and hence also the stability properties of the corresponding closed-loop system, are recovered when the weighting factor of the barrier functions approaches zero [6, ch. 11]. However, for an arbitrary but fixed nonzero weighting, as it will necessarily occur in all numerical implementations, stability of the origin is by no means guaranteed. Several approaches towards the stabilizing design of barrier function based MPC schemes have been presented in [10, 11, 13, 35]. In the following, we shortly summarize the main aspects of barrier function based linear MPC and present a fairly general stability theorem for the considered problem setup with polytopic input and state constraints. Details on the discussed MPC approaches can be found in the respective references.

Let us consider in the following the barrier function based open-loop optimal control problem

\[
\tilde{J}_N^*(x) = \min_{u} \sum_{k=0}^{N-1} \tilde{\ell}(x_k, u_k) + \tilde{F}(x_N),
\]

\text{s.t. } x_{k+1} = Ax_k + Bu_k, \quad x_0 = x, \quad (4a)

where \(\tilde{\ell}(x, u) := \ell(x, u) + \varepsilon B_u(u) + \varepsilon B_x(x)\) and \(\tilde{F}(x) := F(x) + \varepsilon B_f(x)\) are the modified stage and terminal cost terms for \(\ell(x, u) = \|x\|^2_Q + \|u\|^2_R\) and \(F(x) = \|x\|^2_P\), and \(B_u(\cdot), B_x(\cdot),\) and \(B_f(\cdot)\) are suitable convex barrier functions with domains \(U^\varepsilon, X^\varepsilon,\) and \(X^\varepsilon\) with \(B_u(u) \to \infty\) for \(u \to \partial U\), \(B_x(x) \to \infty\) for \(x \to \partial X\), and \(B_f(x) \to \infty\) for \(x \to \partial X_f\). Furthermore, the positive scalar \(\varepsilon > 0\) is the barrier function weighting parameter which determines the influence of the barrier function values on the overall cost function. As outlined above, the goal is now to choose the problem parameters \(P\) and \(X_f\) as well as convex barrier functions \(B_u(\cdot), B_x(\cdot),\) and \(B_f(\cdot)\) in such a way that a linear MPC scheme based on (4) asymptotically stabilizes the origin for any arbitrary but fixed \(\varepsilon \in \mathbb{R}_+\). If we want to employ standard MPC stability concepts which are based on using the value function \(J^*_N(\cdot)\) as a Lyapunov function for the closed-loop system, this usually requires the overall cost function to be continuous as well as positive definite with respect to the origin. In order to ensure the latter property for general barrier functions, the concept of gradient centered barrier functions has been introduced in [13]. In addition, a weighting based recentering approach for logarithmic barrier functions on polytopic sets has been proposed in [13].

Definition 1 (Recentered log barrier function [13, 35]). Let \(\mathcal{P} = \{z \in \mathbb{R}^r : Cz \leq d\} \) with \(C \in \mathbb{R}^{r \times n}\), \(d \in \mathbb{R}_+^r\) be a polytopic set containing the origin and let \(\bar{B} : \mathbb{P}^r \to \mathbb{R}\), \(B(z) = \sum_{i=1}^{q} B_i(z)\) with \(B_i(z) = -\ln(-C^i z + d^i)\) be the corresponding logarithmic barrier function. Then, the function \(B_G : \mathbb{P}^r \to \mathbb{R}_+\) with

\[
B_G(z) = B(z) - \bar{B}(0) - (\nabla \bar{B}(0))^\top z
\]

defines the gradient centered logarithmic barrier function for the polytopic set \(\mathcal{P}\). Furthermore, \(B_W : \mathbb{P}^r \to \mathbb{R}_+\) with

\[
B_W(z) = \sum_{i=1}^{q} (1 + w^i) (\bar{B}_i(z) - \bar{B}_i(0))
\]

defines the corresponding weight centered logarithmic barrier function, where the weighting vector \(w \in \mathbb{R}_+^q\) is chosen in such a way that \(\nabla B_W(0) = \sum_{i=1}^{q} (1 + w^i) \nabla \bar{B}_i(0) = 0\).

In principle, the recentering can be seen as a modification which preserves the main characteristics of the barrier function while ensuring that it is positive definite with respect to the origin. Both recentering approaches can in general be applied to our problem setup and will result in a continuously differentiable cost function that is positive definite and strongly convex in the optimization variable \(u\). Moreover, the stability results presented in this work do hold independently of the underlying recentering method.

Let us now turn towards the stability properties of the closed-loop system when applying the barrier function based MPC feedback \(u(k) = \bar{u}(x(k))\).

Definition 2. For \(N \in \mathbb{N}_+, \) let the feasible set \(\mathcal{X}_N\) be defined as \(\mathcal{X}_N := \{x \in \mathcal{X} : \exists u \in \{u_0, \ldots, u_{N-1}\} \) such that \(u_k \in U, x_k(u, x) \in X \) for \(k = 0, \ldots, N-1\) and \(x_N(u, x) \in X_f\}\).
Definition 3. In the following, the matrix $A_K := A + BK$ describes the closed-loop dynamics for a given stabilizing local control law $u = K x$ and $B_K (x) := B_k (x) + B_0 (K x)$ refers to the corresponding combined barrier function of input and state constraints for the set $X_K := \{ x \in X : K x \in U \}$.

As outlined above, different approaches towards the stabilizing design of barrier function based MPC formulations, i.e., on how to choose the terminal cost matrix $P$, the terminal set $X_f$, and the corresponding barrier function $B_k (\cdot)$, have been presented in [10, 11, 32] and [13]. In principle, all mentioned approaches are based on the idea of choosing the terminal set $X_f$ as a positively invariant subset of the state space in which the function $B_k (\cdot)$, i.e., the influence of the input and state constraint barrier functions, can be upper bounded by a quadratic function. Then, based on this quadratic bound, the terminal cost matrix $P$ is computed in such a way that it compensates for this influence and ensures that the barrier function based terminal cost $\tilde{F} (\cdot)$ is a local control Lyapunov function for the auxiliary control law $u = K x$.

While the approaches in [32] and [11] make use of ellipsoidal terminal sets, the approaches presented in [11] and [13] are based on polytopic terminal sets. In the following, we present a set of sufficient stability conditions that is used in the remainder of this work and can be seen as a generalization of the ideas presented in the above references.

Assumption 1. For $Q \in S^+_n , R \in S^+_m , \varepsilon \in \mathbb{R}^+$ and a given stabilizing local control gain $K \in \mathbb{R}^{m \times n}$ let the parameters of the barrier function based open-loop optimal control problem [4] satisfy the following conditions.

A1: The barrier functions $B_u (\cdot)$ and $B_k (\cdot)$ are recentered barrier functions for the sets $U$ and $X$, respectively.

A2: There exists $M \in S^+_n$, s.t. $B_K (x) \leq x^T M x \forall x \in N$, where $N \subset X_K , 0 \in N^0$, is a convex, compact set.

A3: The matrix $P \in S^+_n$ is a solution to the Lyapunov equation $P = A_K^T P A_K + K^T R K + Q + \varepsilon M$.

A4: The terminal set $X_f$ is convex and compact with $0 \in X_f , X_f \subset N \subset X_K$, and $x^+ = A_K x \in X_f \forall x \in X_f$.

A5: The function $B_k (\cdot)$ is a recentered barrier function for the set $X_f$ and $B_k (A_K x) - B_k (x) \leq 0 \forall x \in X_f$.

Based on Assumption 1, we can state the following result on the stability of the closed-loop system.

Theorem 1. Let Assumption 1 hold true and let the feasible set $X_N$ defined according to Definition 2 have nonempty interior. Then, the barrier function based MPC feedback $u (k) = \tilde{u}_N (x (k))$ resulting from problem 4 asymptotically stabilizes the origin of system 1 under strict satisfaction of all input and state constraints for any initial condition $x (0) \in X_N^0$.

Proof. The proof uses standard MPC stability arguments and comprises some of the main ideas presented in [10, 35] and [11]. We first show recursive feasibility of problem 4. For any $x_0 \in X_N^0$, there exists by definition an optimal input sequence $\tilde{u}^* (x_0) = \{ \tilde{u}_0^*, \ldots , \tilde{u}_{N-1}^* \}$ that guarantees strict satisfaction of all input, state, and terminal set constraints and results in a feasible open-loop state sequence $x^* (x_0) = \{ x_0^* , x_1^* , \ldots , x_N^* \}$ with $x_N^* \in X_f^*$. The successor state is given as $x_0^* = Ax_0 + Bu_0^* = x_f^*$. Due to the linear dynamics and the properties of the terminal set $X_f$, see A4 of Assumption 1. $\tilde{u}^*(x_0) = \{ \tilde{u}_0^*, \ldots , \tilde{u}_{N-1}^* \}$, $K x_N^*$ is a suboptimal but feasible input sequence for the initial state $x_0^*$ that results in the in the feasible open-loop state sequence $x (\tilde{u}^*(x_0), x_0^*) = \{ x_0^*, x_1^*, \ldots , x_N^*, A_K x_N^* \}$ with $A_K x_N^* \in X_f^*$. This shows that for any $x_0 \in X_N^0$, there exists a feasible input sequence that ensures that the successor state $x_0^* = Ax_0 + Bu_0^*$ lies again in the interior of the feasible set $X_N$, which guarantees recursive feasibility of the open-loop optimal control problem 4.

In the following, we show that the value function satisfies

$$J_N (x_0^*) - J_N (x_0) \leq - \ell (x_0, u_0^* (x_0)) \forall x_0 \in X_N^0 .$$

First, due to the suboptimality of $\tilde{u}^*(x_0)$, it holds that

$$J_N (x_0^*) - J_N (x_0) \leq J_N (\tilde{u}^*(x_0), x_0^*) - J_N (x_0) ,$$

where $J_N (\tilde{u}^*(x_0), x_0^*)$ denotes the value of the cost function evaluated for the suboptimal input sequence $\tilde{u}^*(x_0)$. Moreover, $J_N (\tilde{u}^*(x_0), x_0^*) - J_N (x_0) = F(A_K x_N^*) - F(x_N^*) - \ell (x_N^*, K x_N^*) - \ell (x_0, u_0^*) \leq - \ell (x_0, u_0^*)$ for any $x_0 \in X_N^0$ since

$$F(A_K x_N^*) - F(x_N^*) = \ell (x_N^*, K x_N^*) \leq \ell (x_N^*, x_N^*)$$

$$= \| A_K x_N^* \|_P^2 - \| x_N^* \|_P^2 + \| x_N^* \|_Q^2 + K \| x_N^* \|_R^2$$

$$+ \varepsilon B_K (x_N^*) + \varepsilon B_k (A_K x_N^*) - \varepsilon B_k (x_N^*)$$

$$\leq \varepsilon (B_k (A_K x_N^*) - B_k (x_N^*)) \leq 0 \forall x_N^* \in X_f^* .$$

Here, the first inequality follows from the quadratic bound $B_K (x) \leq \gamma x^T M x \forall x \in X_f \subset N$ and the suitable choice of the terminal cost matrix $P$, see A2 and A3 of Assumption 1. The second inequality holds due to A5 of Assumption 1.

Finally, the considered problem setup and the design of the barrier functions according to A1 of Assumption 1 ensure that $J_N : X_N^0 \rightarrow \mathbb{R}_+$ is a well-defined and positive definite function with $J_N (x) \rightarrow \infty$ whenever $x \rightarrow \partial X_N$. Thus, in combination with the decrease property 4, it can be used as a Lyapunov function which proves asymptotic stability of the origin of system 1 under the feedback $u (k) = \tilde{u}_N (x (k))$ for any $x (0) \in X_N^0$.

Remark 1. Note that the barrier function parameter $\varepsilon \in \mathbb{R}_+$ can in principle be decreased iteratively in each sampling step or between two consecutive sampling steps without loosing feasibility or stability properties of the closed-loop system. This might be meaningful for numerical reasons or in order to enforce convergence to the optimal solution of the conventional MPC problem 4. We limit ourselves to fixed values of $\varepsilon$.  


Different approaches on how to actually construct the neighborhood \( N \) and the corresponding quadratic bound for \( B_k(\cdot) \) as well as suitable choices for the terminal set \( X_f \) and the barrier function \( B(\cdot) \) have been proposed in [10, 11, 13, 23]. However, the fact that the underlying barrier functions are only defined in the interior of the respective constraint sets may be problematic both from a practical and from a conceptual point of view. On the one hand, violations of the state, input, and terminal set constraints are not tolerated at all, which might cause severe problems in the presence of uncertainties, disturbances, noise, observer errors, or sensor outliers. On the other hand, all existing stability concepts inherently require the use of a suitable terminal set as they are based on upper bounding the barrier function \( B_k(\cdot) \) by a quadratic function, which is of course only possible locally in a region around the origin. In the following section, we introduce the concept of relaxed logarithmic barrier function based MPC and show that it can be used to overcome all these limitations, allowing for conceptually simpler and more reliable linear MPC schemes.

IV. Main Results

The basic idea of relaxed logarithmic barrier functions is to smoothly extend a given logarithmic barrier function with a suitable, globally defined penalty function [3, 17, 23]. In the following, we provide an in-depth study of several interesting theoretical and practical aspects of linear MPC approaches that are based on such relaxed logarithmic barrier functions. In particular, we show that, on the one hand, feasibility and stability properties of the nonrelaxed formulation can always be recovered by approximating the original barrier functions close enough. On the other hand, we present novel linear MPC schemes that, by exploiting the properties of relaxed logarithmic barrier functions, do not require the use of a terminal set and allow to guarantee global asymptotic stability of the closed-loop system, see Section C. The benefits of global stabilization and a simplified design procedure are bought with the loss of guaranteed input and state constraint satisfaction. However, as we will show in Section D, the relaxed barrier functions can always be designed in such a way that an a-priori defined tolerance for the maximal violation of state and input constraints is guaranteed for a certain set of initial conditions. We briefly discuss some interesting performance and robustness properties of the proposed MPC schemes in Section E.

A. Relaxed Logarithmic Barrier Function Based MPC

We begin our studies by introducing the concept of relaxed logarithmic barrier functions and discussing suitable realizations based on different relaxing functions.

**Definition 4** (Relaxed logarithmic barrier function). Consider a scalar \( \delta \in \mathbb{R}_{++} \), called the relaxation parameter, and let \( \beta(\cdot; \delta) : (-\infty, \delta] \to \mathbb{R} \) be a strictly monotone and continuously differentiable function that satisfies \( \beta(\delta; \delta) = -\ln(\delta) \) as well as \( \lim_{z \to -\infty} \beta(z; \delta) = \infty \). Then, we call \( \hat{B} : \mathbb{R} \to \mathbb{R} \) defined as

\[
\hat{B}(z) = \begin{cases} 
-\ln(z) & z > \delta \\
\beta(z; \delta) & z \leq \delta
\end{cases}
\]

the relaxed logarithmic barrier function for the set \( \mathbb{R}_{+} \) and refer to the function \( \beta(\cdot; \delta) \) as the relaxing function.

A graphical illustration of the basic idea is given in Fig. 1. In general, it is advisable to choose the relaxing function \( \beta(\cdot; \delta) \) as a strictly convex \( C^2 \) function that smoothly extends the natural logarithm at \( z = \delta \). In this case, \( \hat{B}(\cdot) \) is a strictly convex function that is twice continuously differentiable and defined on \( z \in (-\infty, \infty) \). Note that \( \lim_{\delta \to 0} \hat{B}(z) \to B(z) \) for any strictly feasible \( z \in \mathbb{R}_{++} \), which shows that the nonrelaxed formulation can always be recovered by decreasing the relaxation parameter \( \delta \) to zero. Note that we do not indicate the explicit dependence of the relaxed barrier functions on the relaxation parameter \( \delta \) for the sake of notational simplicity. However, we will use \( \hat{B}(\cdot) \) to denote the relaxed version of a barrier function based expression \( B(\cdot) \).

The first ideas on relaxed (or approximate) logarithmic barrier functions with a quadratic relaxing function \( \beta(\cdot; \delta) \) seem to have been proposed in [3] and [23], respectively. In [17], the authors extended the concept to general polynomial penalty terms and applied it in the context of continuous-time trajectory optimization. In particular, the authors make use of the polynomial relaxing function

\[
\beta_k(z; \delta) = k - 1 \left[ \left( \frac{z - k\delta}{k(1)\delta} \right)^k - 1 \right] - \ln(\delta),
\]

where \( k > 1 \) is an even integer. It is easy to verify that the function \( \beta_k(\cdot; \delta) \) has all the desired properties mentioned above. As reported in [17], already a quadratic extension based on \( k = 2 \) seems to work well in practice. In order to avoid large constraint violations, it may be beneficial if the relaxing function increases very rapidly outside the border of the feasible set. As an alternative to the polynomial relaxation above, we proposed in [12] the following exponential relaxing function

\[
\beta_e(z; \delta) = \exp \left( 1 - \frac{z}{\delta} \right) - 1 - \ln(\delta),
\]

which is an upper bound for the function \( \beta_k(\cdot; \delta) \). In fact, using the derivatives \( \beta'_k(\cdot; \delta), \beta''_k(\cdot; \delta) \) and the limit representation of the exponential function, it can be shown that \( \beta_k(z; \delta) \leq \beta_{k+2}(z; \delta) \leq \beta_k(z; \delta) \) and that \( \lim_{k \to \infty} \beta_k(z; \delta) = \beta_e(z; \delta) \forall z \leq \delta \). Furthermore, for \( \beta(\cdot; \delta) = \beta_k(\cdot; \delta) \) and \( \beta(\cdot; \delta) = \beta_e(\cdot; \delta) \) it also holds that \( \hat{B}(z) \leq B(z) \forall z \in \mathbb{R}_{++} \). We assume in the following that one of the two functions \( \beta_k(\cdot; \delta) \) and \( \beta_e(\cdot; \delta) \) is used as relaxing function.
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In particular, if the relaxation parameter satisfies \(0 < \delta \), logarithmic terms of the recentered nonrelaxed formulas \(U_B\) and the relaxation parameter \(\delta\) as discussed below. The term \(\hat{F}(\cdot)\) denotes a suitable relaxed terminal cost function which we do not specify at the moment. As we will see in the Sections B and C, the choice of \(\hat{F}(\cdot)\) is crucial for ensuring stability properties of the closed-loop system.

**Assumption 2.** The functions \(\hat{B}_u(u) = \sum_{i=1}^{q_u} \hat{B}_{u,i}(u)\) and \(\hat{B}_x(x) = \sum_{i=1}^{q_x} \hat{B}_{x,i}(x)\) are relaxed recentered logarithmic barrier functions for the polytopic sets \(\mathcal{U}\) and \(\mathcal{X}\) and the relaxation parameter \(\delta \in \mathbb{R}_+\) is chosen such that \(\hat{B}_u(0) = B_u(0) = 0\) and \(\nabla \hat{B}_u(0) = 0, \nabla \hat{B}_u(0) = 0\).

Note that a \(\delta\) satisfying Assumption 2 always exists. In particular, if the relaxation parameter satisfies \(0 < \delta \leq \min \{d_{1,1}^u, \ldots, d_{n_u}^u, d_{1,1}^x, \ldots, d_{n_x}^x\}\), suitable relaxed barrier functions can be easily constructed by simply relaxing the logarithmic terms of the recentered nonrelaxed formulation. Hence, for \(z_i(x) := -C_{x,i} x + d_{x,i}^x, i = 1, \ldots, q_x\), we get for example

\[
\hat{B}_x,i(x) = \begin{cases} 
- \ln(z_i(x)) + \ln(d_{x,i}^x) - C_{x,i}^x x_i & z_i(x) > \delta \\
\beta(z_i(x); \delta) + \ln(d_{x,i}^x) - C_{x,i}^x x_i & z_i(x) \leq \delta 
\end{cases}
\]

(13)

when using gradient recentered barrier functions and

\[
\hat{B}_x,i(x) = \begin{cases} 
(1 + w_{x,i}^\delta) (- \ln(z_i(x)) + \ln(d_{x,i}^x)) & z_i(x) > \delta \\
(1 + w_{x,i}^\delta) \beta(z_i(x); \delta) + \ln(d_{x,i}^x) & z_i(x) \leq \delta 
\end{cases}
\]

(14)

when using weight recentered barrier functions, cf. Definition 1.1. The barrier functions \(\hat{B}_{u,i}(\cdot)\) for the input constraints can be defined analogously. Note that it is in principle possible to consider individual relaxation parameters \(\delta_i\) for the different constraints, but we restrict ourselves to one overall \(\delta\) for the sake of simplicity. While the relaxation of the barrier functions directly implies that problem (12) is always recursively feasible, stability properties of the resulting closed-loop system are by no means guaranteed. This problem will be addressed in the following two sections.

**B. Closed-Loop Stability: Terminal Set Based Approaches**

In this section we present our main results on the closed-loop stability properties of relaxed logarithmic barrier function based MPC schemes that make use of a suitable terminal set, cf. [12]. In accordance with [11, 11, 12, 33, 34], we assume in the following that the terminal set \(\mathcal{X}_f\) can be represented as

\[
\mathcal{X}_f = \{ x \in \mathbb{R}^n : \varphi(x) \leq 1 \},
\]

(15)

where \(\varphi : \mathbb{R}^n \to \mathbb{R}_+\) is a continuously differentiable, convex, and positive definite function that satisfies \(\varphi(A_K x) \leq \varphi(x) \forall x \in \mathcal{X}_f\). When considering ellipsoidal terminal sets as discussed in [33] and [10], \(\varphi(\cdot)\) may for example be chosen as \(\varphi(x) = x^\top P_f x\) with a suitable \(P_f \in \mathbb{S}_+^n\). In [11] and [13], it is moreover shown how smooth approximations of the Minkowski functional can be used to define \(\varphi(\cdot)\) for polytopic terminal sets of the form \(\mathcal{X}_f = \{ x \in \mathbb{R}^n : H_f x \leq 1 \}\).

**B1) Stabilization with strict constraint satisfaction**

In the following, we will show that asymptotic stability of the closed-loop system as well as strict satisfaction of all input and state constraints can always be guaranteed for any feasible initial condition by making the relaxation parameter \(\delta \in \mathbb{R}_+\) arbitrarily small. The key assumption underlying the following results is that both the state and input constraint barrier functions and the terminal set constraint barrier function are relaxed. In particular, the barrier functions for the input constraints can be defined analogously.

**Assumption 3.** The barrier function \(\hat{B}_t(\cdot)\) for the terminal set \(\mathcal{X}_f\) is a relaxed logarithmic barrier function of the form

\[
\hat{B}_t(x) = \begin{cases} 
- \ln(1 - \varphi(x)) & 1 - \varphi(x) > \delta \\
\beta(1 - \varphi(x); \delta) & 1 - \varphi(x) \leq \delta 
\end{cases}
\]

(17)

where \(\delta \in \mathbb{R}_+, \delta \leq 1\), is the relaxation parameter and \(\varphi(\cdot)\) is the function defining the terminal set according to (15).
Note that the function \( \hat{B}_t(\cdot) \) is continuously differentiable, convex, and positive definite by design. Consider now the following definition, which introduces a lower bound for the value of the relaxed barrier functions \( \hat{B}_x(\cdot), \hat{B}_u(\cdot), \) and \( \hat{B}_t(\cdot) \) evaluated at the borders of the respective constraint sets.

**Definition 5.** Let the scalar \( \bar{\beta}(\delta) \in \mathbb{R}_{++} \) be defined as

\[
\bar{\beta}(\delta) = \min \left\{ \bar{\beta}_x(\delta), \bar{\beta}_u(\delta), \bar{\beta}_t(\delta) \right\},
\]

where \( \bar{\beta}_x(\delta) = \beta(0; \delta) \) and

\[
\bar{\beta}_x(\delta) = \min_{i=1, \ldots, q_x} \left\{ \hat{B}_x(x) \mid C_x^i x = d_x^i \right\}, \quad i = 1, \ldots, q_x,
\]

\[
\bar{\beta}_u(\delta) = \min_{u \in \mathcal{U}} \left\{ \hat{B}_u(u) \mid C_u^j u = d_u^j \right\}, \quad j = 1, \ldots, q_u.
\]

Note that the values \( \bar{\beta}_x(\delta), \bar{\beta}_u(\delta), \) and hence also \( \bar{\beta}(\delta)\), can be computed easily for a given \( \delta \in \mathbb{R}_{++} \) as the optimization problems in (19) are convex. Moreover, for the case of gradient centered relaxed logarithmic barrier functions, an explicit expression for a lower bound on \( \bar{\beta}(\delta) \) has been given in (12). The following Lemma shows that the sublevel sets of \( B_x(\cdot), B_u(\cdot), \) and \( B_t(\cdot) \) related to \( \bar{\beta}_x(\delta), \bar{\beta}_u(\delta), \) and \( \bar{\beta}(\delta) \) are always contained within the sets \( X, U, \) and \( X_f \), respectively.

**Lemma 1.** Let the Assumptions 4 and 5 hold and let the values \( \bar{\beta}_x(\delta), \bar{\beta}_u(\delta), \) and \( \bar{\beta}(\delta) \) be defined according to Definition 5. Then it holds that \( \mathcal{S}_{B_x}(x) \leq \bar{\beta}(\delta) \subseteq X, \mathcal{S}_{B_u}(u) \leq \bar{\beta}(\delta) \subseteq U, \) as well as \( \mathcal{S}_{B_t} = \{ x \in \mathbb{R}^n \mid \hat{B}_t(x) \leq \bar{\beta}(\delta) \} \subseteq X_f \).

**Proof.** The result for the terminal set \( X_f \) follows directly from the fact that \( \hat{B}_t(\cdot) \) is convex and strictly monotone in the argument \( z = 1 - \varphi(x) \). Considering the state constraints, let us assume that there exists an \( x \in \mathcal{S}_{B_x} \) with \( \delta \notin \mathcal{X} \), i.e., \( C_x \delta > d_x \). However, then would exist a \( \lambda \in (0, 1) \) such that \( C_x \delta = \lambda C_x \delta \leq d_x \) and \( C_x \delta = \lambda C_x \delta = d_x \) for some \( i = 1, \ldots, q_x \). Now, due to the convexity and positive definiteness of \( \hat{B}_x(\cdot), \) it holds that \( \bar{\beta}(\delta) \leq \lambda \bar{\beta}(\delta) < \bar{\beta}(\delta) \), which obviously is a contradiction to the definition of \( \bar{\beta}(\delta) \). For the input constraints we can use similar arguments.

Based on the above results, we now define a set of initial conditions for which we can guarantee asymptotic stability of the origin as well as strict satisfaction of all input and state constraints.

**Definition 6.** For a given \( \delta \in \mathbb{R}_{++} \) and a corresponding \( \hat{\beta}(\delta) \in \mathbb{R}_{++} \) according to Definition 5, let the set \( \hat{X}_N(\delta) \) be defined as \( \hat{X}_N(\delta) := \{ x \in \mathbb{R}^n \mid J_N(x; \delta) \leq \hat{\beta}(\delta) \} \).

**Theorem 2.** Let Assumptions 1, 2, and 3 hold true. Consider problem (12) with the terminal cost \( F(\cdot) \) from (10) and let the set \( \hat{X}_N(\delta) \) be defined according to Definition 5. Then, the feedback \( u(k) = \hat{u}_0(x(k)) \) asymptotically stabilizes the origin of system (7) under strict satisfaction of all input and state constraints for any \( x(0) \in \hat{X}_N(\delta) \).

**Proof.** The proof consists of three parts and is closely related to that of Theorem 12 in [12]. First, we show that the underlying input, state, and terminal set constraints are not violated for any \( x_0 \in \mathcal{X}_N(\delta) \); then we use standard MPC arguments to show that the value function \( J^*(x(k); \delta) \) will decrease when applying the feedback \( u(k) \); finally, we use this result to conclude that the resulting input and state sequences will be strictly feasible at all later time steps and that the origin of the closed-loop system is asymptotically stable.

i) Let \( \hat{u}(x_0) = \{ \hat{u}_0, \ldots, \hat{u}_{N-1} \}, \hat{x}(x_0) = \{ x_0, \ldots, x_N \} \) denote the optimal open-loop input and state sequences for a given \( x_0 \in \mathcal{X}_N(\delta) \). Since the cost function in (12) is a sum of positive definite terms, it holds that \( \epsilon \hat{B}_x(x_k^*) < J_N(x_0; \delta), \epsilon \hat{B}_u(u_k^*) < J_N(x_0; \delta), \) as well as \( \epsilon \hat{B}_t(x_k^*) < J_N(x_0; \delta) \) for all \( x_0 \in \mathcal{X}_N(\delta) \setminus \{ 0 \} \). Hence, \( \hat{B}_x(x_k^*) < \beta(\delta), \hat{B}_u(u_k^*) < \beta(\delta), \) as well as \( \hat{B}_t(x_k^*) < \beta(\delta) \). Due to Lemma 4 and the definition of \( \bar{\beta}(\delta) \), this implies that \( x_k^* \in \mathcal{X}_h^* \) and \( u_k^* \in \mathcal{U}^* \) as well as \( x_k^* \in \mathcal{X}_f^* \) for any \( x_0 \in \mathcal{X}_N(\delta) \). Of course, the case \( x_0 = 0 \) is trivial. Hence, the predicted input and state sequences are strictly feasible and the applied input results in a successor state \( x_0^* = Ax_0 + Bu_0^* \in \mathcal{X}_N^* \).

ii) Let us now consider \( x_k^* \in \mathcal{X}_N^* \). We can use basically the same arguments as in the proof of Theorem 1 to show that

\[
J_N(x_0^*; \delta) - J_N(x_0; \delta) \leq -\hat{L}(x_0, u_0^*(x_0)) \forall x_0 \in \mathcal{X}_N(\delta).
\]

In particular, we know that \( \hat{u}_0^* \) and \( \hat{x}_0^* \) are suboptimal but feasible and the input results in a successor state \( x_0^* = Ax_0 + Bu_0^* \in \mathcal{X}_N^* \). Moreover,

\[
\hat{F}(A_k x_0^* - \hat{F}(x_0^*) + \hat{L}(x_0^*, K x_0^*)
\]

\[
= ||A_k x_0^*||^2_R - ||x_0^*||^2_R + ||x_0^*||^2_R + ||K x_0^*||^2_R
\]

\[
+ \epsilon \hat{B}_t(A_k x_0^*) + \epsilon \hat{B}_u(A_k x_0^*) - \epsilon \hat{B}_t(x_0^*)
\]

\[
\leq \epsilon \left( \hat{B}_t(A_k x_0^*) - \hat{B}_t(x_0^*) \right) \leq 0 \forall x_0^* \in \mathcal{X}_f^*.
\]

Here, the first inequality follows from the choice of \( \mathcal{X}_f \) and \( P \) according to Assumption 1 and the fact that \( \hat{B}_t(x_0^*) \leq B_t(x_0^*) \leq x_0^T M x_0^* \forall x_0^* \in \mathcal{X}_f \). The second inequality follows from the monotonicity of the relaxed logarithmic barrier function \( \hat{B}_t(\cdot) \) and the assumption that \( \varphi(A_k x_0^*) \leq \varphi(x_0^*) \forall x_0^* \in \mathcal{X}_f \). Based on arguments as in the proof of Theorem 1 this result can be used to prove the decrease property (20).

iii) The fact that the value function decreases shows that \( J_N(x_k^*; \delta) \leq J_N(x_0; \delta) \leq \bar{\beta}(\delta) \) and hence \( x_k^* \in \mathcal{X}_N(\delta) \) for any \( x_0 \in \mathcal{X}_N(\delta) \). By repeating this argument, the resulting closed-loop system state satisfies \( x(k) \in \mathcal{X}_N(\delta) \forall k \geq 0 \) for any \( x(0) \in \mathcal{X}_N(\delta) \), which shows that all future states and inputs will be strictly feasible. Moreover, due to the design of the relaxed barrier functions, \( J_N(x; \delta) \) is a well-defined, positive definite, and radially unbounded function. Hence, in combination with (20) it can be used as...
a Lyapunov function, proving asymptotic stability of the origin with a guaranteed region of attraction of at least $X_N(\delta)$. 

The following results state some useful properties of the region of attraction $X_N(\delta)$ and show that the feasible set $X_N$ of the corresponding non-relaxed formulation can be recovered by making the relaxation parameter arbitrarily small.

Lemma 2 (cf. [12]). Let the assumptions in Theorem 2 hold and let the set $X_N(\delta)$ be defined according to Definition 2. Then, $X_N(\delta)$ is a nonempty compact and convex set. Furthermore, $X_N(\delta) \subseteq X^*_N$ and $\tilde{X}(\delta) \to X_N$ as $\delta \to 0$.

Proof. For any $\delta \in \mathbb{R}_{++}$ satisfying Assumptions 2 and 3, $J^*_N(\cdot; \delta)$ is a positive definite function that is convex and radially unbounded. As $\tilde{\beta}(\delta)$ is strictly positive (see Definition 5), and $\varepsilon \in \mathbb{R}_{++}$, the first part follows immediately. As shown in the proof of Theorem 2, any initial condition $x_0 \in X_N(\delta)$ results in strictly feasible input and state sequences, which implies that $\tilde{X}(\delta) \subseteq X^*_N$. We now show that $\tilde{X}(\delta)$ will contain any compact subset of $X^*_N$ if we make the relaxation parameter arbitrarily small. Assume $x_0 \in X^*_N$ and let $\tilde{u}^*(x_0), \tilde{x}^*(x_0), \tilde{J}^*_N(x_0)$ denote the solution of the corresponding nonrelaxed problem formulation [4]. Then, there always exists $\delta_0(x_0) := \min\{-C^T_k \tilde{x}_k(x_0) + d^T_k, -C^T_d \tilde{u}_d(x_0) + d^T_d, 1 - \varphi(\tilde{x}_0(x_0)), i = 1, \ldots, g, j = 1, \ldots, q_k; k = 0, \ldots, N-1\} \in \mathbb{R}_{++}$ with the property that the solutions of relaxed and non-relaxed formulation will be equivalent for all $\delta \leq \delta_0(x_0)$, i.e., $\tilde{u}^*(x_0) = \tilde{u}^*(x_0), \tilde{x}^*(x_0) = \tilde{x}^*(x_0), \tilde{J}^*_N(x_0; \delta) = \tilde{J}^*_N(x_0; \delta)$ for all $\delta \leq \delta_0(x_0)$. Note that $\delta_0(x_0)$ is a continuous function of $x_0$ since both $\tilde{u}^*(x_0)$ and $\tilde{x}^*(x_0)$ are continuous due to the smooth problem formulation [12]. Let us further define $\delta_0^*(x_0) := \max\{\delta \in \mathbb{R}_{++} | \delta \leq \delta_0(x_0), \tilde{J}^*_N(x_0; \delta) \subseteq \varepsilon \tilde{\beta}(\delta)\}$ with the property that $x_0 \in X_N(\delta)$ if and only if $\delta_0^*(x_0) \leq \delta_0(x_0)$. As $\tilde{J}^*_N(x_0; \delta) = \tilde{J}^*_N(x_0; \delta_0(x_0)) = \tilde{J}^*_N(x_0; \delta)$ for all $\delta \leq \delta_0(x_0)$ and $\beta(\delta)$ is, on the other hand, continuous and strictly increasing for decreasing $\delta$, we can state that $\delta_0^*(x_0) \in \mathbb{R}_{++}$ exists for any $x_0 \in X^*_N$. Moreover, since both $\tilde{J}^*_N(x_0)$ and $\tilde{J}^*_N(x_0)$ are continuous, $\delta_0^*(x_0)$ is also a continuous function of $x_0$. Consider now an arbitrary compact set $X_0 \subseteq X^*_N$ and define $\delta_0 \in \mathbb{R}_{++}$ as $\delta_0 \equiv \min_{x_0 \in X_0} \delta_0^*(x_0)$. Due to the continuity of $\delta_0^*(x_0)$ and the compactness of $X_0$, this value always exists and it holds that $X_0 \subseteq X_N(\delta)$ for all $\delta \leq \delta_0$. This implies that $X_N(\delta) \to X_N$ as $\delta \to 0$, which completes the proof.

Corollary 1. Consider the relaxed barrier function based MPC problem formulation [12] with $F(\cdot)$ given by [10]. For any compact set $X_0 \subseteq X^*_N$ there exists a $\delta_0 \in \mathbb{R}_{++}$ such that for any $\delta \leq \delta_0$ and any $x(0) \in X_0$ the feedback $u(k) = \hat{u}_N^*(x(k))$ asymptotically stabilizes the origin of system [1] under strict satisfaction of all input and state constraints.

It has to be noted that the above conditions for closed-loop stability and constraint satisfaction are of course only sufficient and may be rather conservative. In particular, for a given $\delta \in \mathbb{R}_{++}$ the actual region of attraction of the closed-loop system may be considerably larger than the set $X_N(\delta)$. Likewise, a very small $\delta$ may be needed to achieve $X_0 \subseteq X_N(\delta)$ when $X_0$ approaches $X^*_N$. However, despite possible practical limitations, the presented results provide interesting insights and a theoretical justification for the use of relaxed barrier functions in the context of MPC.

B2) Global stabilization with a nonrelaxed terminal set

Assuming controllability of system [1], we will in the following present a second approach that allows to guarantee asymptotic stability for any initial condition by relaxing the barrier functions of state and input constraints while strictly enforcing the terminal set constraint.

Assumption 4. The pair $(A, B)$ is controllable and the prediction horizon satisfies the condition $N \geq n$. Moreover, the terminal cost function is given as

$$\hat{F}(x) = x^TPx + \varepsilon B_f(x),$$

where $P$ and $B_f(\cdot)$ are chosen according to Assumption 1.

Theorem 3. Let Assumptions 1, 2 and 3 hold true and consider problem [12] with the terminal cost $\hat{F}(\cdot)$ from [22]. Then, independently of the relaxation parameter $\delta \in \mathbb{R}_{++}$, the feedback $u(k) = \hat{u}_N^*(x(k))$ asymptotically stabilizes the origin of system [1] for any initial condition $x(0) \in \mathbb{R}^n$.

Proof. Due to the above controllability assumption, there exists for any $x_0 \in \mathbb{R}^n$ an input sequence $\hat{u}(x_0) = \{\hat{u}_0, \ldots, \hat{u}_{n-1}\}$ such that $x_N(\hat{u}(x_0), x_0) \in X^*_N$. Hence, $\tilde{u}^*(x_0)$ and $\tilde{J}^*_N(x_0; \delta)$ are defined for any $x_0 \in \mathbb{R}^n$. Since the corresponding terminal state satisfies $x_N^*(x_0) \in X^*_N$, the local controller $u = Kx$ can again be used to construct a feasible control sequence $\tilde{u}^*(x_0) = \{\tilde{u}^*_0, \ldots, \tilde{u}^*_{n-1}, Kx_N^*(x_0)\}$ for the successor state $x_N^* = Ax_0 + Bu_0^*$. Since all parameters are changed according to Assumption 1 the same arguments as in part ii) of the proof of Theorem 2 can be used in order to show that

$$\tilde{J}^*_N(x_0; \delta) - \tilde{J}^*_N(x_0; \delta) \leq -\ell_0(x_0, \tilde{u}_0^*(x_0)) \forall x_0 \in \mathbb{R}^n. \quad (23)$$

Moreover, due to the design of all involved barrier functions, $\tilde{J}^*_N(x; \delta)$ is a well-defined, positive definite, and radially unbounded function. Hence, $\tilde{J}^*_N(\cdot; \delta)$ can be employed as a Lyapunov function for proving global asymptotic stability of the origin, see part iii) of the proof of Theorem 2.

The above result illustrates how we can achieve stabilization of the origin for any initial condition, which makes the corresponding MPC scheme very robust against uncertainties, disturbances, or even infeasible start configurations. As we need to strictly enforce the terminal set constraint, the benefit of global stabilization comes with
the cost of possible violations of the state and input constraints. However, using the arguments of the previous section, we can for any \(X_0 \subseteq X^T_N\) still recover strict satisfaction of all state and input constraints by making the relaxation parameter \(\delta\) arbitrarily small.

C. Closed-Loop Stability: Terminal Set Free Approaches

In the previous section, we have seen how asymptotic stability and even strict constraint satisfaction can be guaranteed in the context of relaxed logarithmic barrier function based MPC by making use of suitable terminal set formulations. As in conventional MPC schemes, the terminal set is on the one hand used for ensuring the existence of a feasible local control law and, thus, the recursive feasibility of the corresponding open-loop optimal control problem. On the other hand, only restricting the terminal state to a compact set around the origin allowed us to derive a quadratic upper bound for the barrier function \(B_K(\cdot)\), see Assumption 1 and the proof of Theorem 1. In the following, we will show that the use of relaxed logarithmic barrier functions in fact allows us to circumvent these two problems and to design novel MPC approaches which not only eliminate the need for an explicit terminal set constraint but also to prove global asymptotic stability of the origin.

1) Tail sequence based terminal cost function

It is a well-known result that closed-loop stability of both linear and nonlinear MPC schemes may be ensured by choosing the terminal cost as a suitable CLF that is an upper bound for the infinite-horizon cost-to-go, see e.g. [15]. In the presence of input and state constraints, deriving such a function in global form is generally not possible, which directly motivates the use of a local CLF in combination with a corresponding terminal set constraint. However, when considering the relaxed problem formulation (12), any input sequence which steers the state to the origin in a finite number of steps can be used to derive an upper bound on the infinite-horizon cost-to-go.

Assumption 5. Let \(\upsilon(x) := \{v_0(x), \ldots, v_{T-1}(x)\}\) be an input sequence which steers the state of system (7) to the origin in a finite number of \(T \geq n\) steps for any \(x \in \mathbb{R}^n\) and assume that \(v_l(x) = 0\) \(\forall l = 0, \ldots, T - 1 \Leftrightarrow x = 0\). Furthermore, let \(z(x) := \{z_0(x), \ldots, z_{T-1}(x)\}\) with

\[
 z_0(x) = x, \quad z_{l+1}(x) = A_z l(x) + B v_l(x), \quad l = 0, \ldots, T - 1,
\]

and \(z_T(x) = 0\) be the corresponding state sequence.

Based on Assumption 5 we propose to choose the terminal cost as

\[
 F(x) = \sum_{l=0}^{T-1} \hat{\ell}(z_l(x), v_l(x)),
\]

where \(\hat{\ell}: \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}_+\) refers to the already introduced modified stage cost based on relaxed logarithmic barrier functions for the state and input constraints, cf. [12]. Due to the relaxation, \(\upsilon(x)\) is a valid but possibly suboptimal input sequence that steers the state from \(x(0) = x\) to the origin in a finite number of steps. Consequently, \(F(\cdot)\) is an upper bound for the infinite-horizon cost-to-go, which allows us to state the following stability result.

Theorem 4. Let the Assumptions 2 and 5 hold and consider problem (12) with the terminal cost \(F(\cdot)\) from (24). Then, independently of the relaxation parameter \(\delta \in \mathbb{R}_+\), the feedback \(u(k) = \hat{u}_n^*(x(k))\) asymptotically stabilizes the origin of system (1) for any initial condition \(x(0) \in \mathbb{R}^n\).

Proof. Due to Assumption 5 there exist for any \(x_0 \in \mathbb{R}^n\) and any input sequence \(\hat{u}(x_0)\) with resulting terminal state \(x_N = x_N(\hat{u}(x_0), x_0)\) suitable tail sequences \(\upsilon(x_N)\) and \(z(x_N)\). Moreover, as all barrier functions for the state and input constraints are relaxed, see Assumption 5, both the stage and terminal cost are always well defined. Hence, also \(F(\upsilon(x_0))\) and \(J_N^*(x_0; \delta)\) are defined for any \(x_0 \in \mathbb{R}^n\), which shows that problem (12) always admits a feasible solution.

We now want to show that the value function \(J_N^*(x(k); \delta)\) decreases under the applied feedback for all \(x(0) \in \mathbb{R}^n\). Let \(\hat{u}_l^*(x_0) = \{\hat{u}_0^*, \ldots, \hat{u}_{N-l-1}^*\}\) and \(v_l^*(x_0) = \{x_0, x_1^*, \ldots, x_N^*\}\) denote the optimal open-loop input and state sequences for a given initial condition \(x_0 \in \mathbb{R}^n\) and let \(v^*(x_0) = \upsilon(x_N(x_0))\) and \(z^*(x_0) = z(x_N(x_0))\) be the corresponding tail sequences for the resulting predicted terminal state. Consider now the successor state \(x_0^+ = Ax_0 + B \hat{u}_0^*\). Clearly, \(\hat{u}_l^*(x_0) = \{\hat{u}_l^*, \ldots, \hat{u}_{N-l-1}^*, v_0^*\}\) and \(v_l^*(x_0) = \{v_0^*, \ldots, v_{l-1}^*, 0\}\) are suboptimal input sequences which steer the state from \(x_0^+\) to the origin in a finite number of \(N + T - 1\) steps. The resulting state sequences are given by \(x^+(x_0) = \{x_1^*, \ldots, x_N^*, z_1^*\}\) and \(z^+(x_0) = \{z_1^*, \ldots, z_{T-1}^*, 0\}\). Using the above suboptimal input and state sequences and the fact that the tail sequences within the terminal cost are simply appended by zero values, it is straightforward to show that

\[
 J_N^*(\hat{u}_l^*(x_0), x_0^+; \delta) - J_N^*(x_0; \delta) = -\ell(x_0, \hat{u}_0^*(x_0)) \forall x_0 \in \mathbb{R}^n.
\]

From the suboptimality of \(\hat{u}_l^*(x_0)\) it follows immediately that

\[
 J_N^*(x_0^+; \delta) - J_N^*(x_0; \delta) \leq -\ell(x_0, \hat{u}_0^*(x_0)) \forall x_0 \in \mathbb{R}^n. \quad (25)
\]

By the design of the relaxed barriers and the assumption that \(v_l(x) = 0\) \(\forall l = 0, \ldots, T - 1 \Leftrightarrow x = 0\), the function \(J_N^*(\cdot; \delta)\) is well-defined, positive definite, and radially unbounded. Thus, it can be used as a Lyapunov function for the closed-loop system, proving global asymptotic stability of the origin.

Note that in order to ensure convexity of the terminal cost function \(F(\cdot)\), the elements of the parametrized tail input sequence \(\upsilon(x)\) should be affine in the argument \(x\). In combination with the condition that \(v_l(x) = 0\) \(\forall l = 1, \ldots, T - 1 \Leftrightarrow x = 0\), this in fact limits \(\upsilon(\cdot)\) to contain a sequence of linear state feedback laws, i.e.

\[
 \upsilon(x) = \{K_0 x, \ldots, K_{T-1} x\}.
\]

In the following, we briefly discuss two different design approaches for \(\upsilon(x)\) that meet...
this requirement and thus allow to guarantee stability of the closed-loop system as well as convexity of the resulting overall cost function.

The easiest way to design suitable tail sequences \( \boldsymbol{v}(\cdot) \) and \( \boldsymbol{z}(\cdot) \) is by making use of a linear dead-beat controller. To this end, we may choose a terminal control gain \( K \in \mathbb{R}^{m \times n} \) in such a way that the matrix \( A_K = A + BK \) is nilpotent, i.e., that it satisfies \( A_K^r = 0 \) for some \( r \leq n \).

Under the assumption of controllability, this can for example be achieved by a suitable pole placement procedure which ensures that all eigenvalues of the matrix \( A_K \) are located at the origin of the complex plane. Based on these ideas, we may set \( T = n \) and choose the tail input sequence as

\[
\boldsymbol{v}(x) = \{ Kx, \ldots, K(A + BK)^{n-1}x \} \tag{26}
\]

which results in the corresponding state sequence \( \boldsymbol{z}(x) = \{ x, \ldots, A_K^{n-1}x \} \). Due to the design of the matrix \( K \), it obviously holds that \( A_K^n x = 0 \). Thus, \( \boldsymbol{v}(\cdot) \) and \( \boldsymbol{z}(\cdot) \) satisfy the conditions in Assumption 4 and Theorem 4 can be used to conclude stability of the closed-loop system. Note that, depending on the algorithm, the pole placement problem may become numerically ill-conditioned when assigning all poles to exactly the same location.

Hence, for practical implementations it may be meaningful to distribute the poles of \( A_K \) in an \( \varepsilon \)-ball around the origin.

While the above approach allows for a rather simple design of the tail sequences \( \boldsymbol{v}(\cdot) \) and \( \boldsymbol{z}(\cdot) \), and thus of the terminal cost \( \hat{F}(\cdot) \), the implicit requirement that the predicted terminal state is steered to the origin in at most \( n \) steps might be restrictive, leading to suboptimal or even aggressive behavior of the overall closed-loop system. In the following, we present a second approach that eliminates this restriction by allowing for tail sequences with \( T \geq n \) elements. In order to enforce in addition a certain optimality with respect to the underlying performance criterion, we propose to choose the parametrized tail input sequence \( \boldsymbol{v}(\cdot) \) as the solution to the finite-horizon LQR problem with zero terminal state constraint, i.e.,

\[
\boldsymbol{v}(x) = \arg\min_{\boldsymbol{v}} \sum_{l=0}^{T-1} \ell(z_l, v_l) \tag{27a}
\]

\[
\text{s.t. } z_{l+1} = Az_l + Bv_l, \ l = 0, \ldots, T - 1, \tag{27b}
\]

\[
z_T = 0, \ z_0 = x \tag{27c}
\]

for the standard quadratic stage cost \( \ell(z, v) = \| z \|^2 + \| v \|^2_R \). It can be shown that the solution \( \boldsymbol{v}^*(x) \) to problem (27) can be expressed as a sequence of static linear state feedbacks of the form \( \boldsymbol{v}_l^*(x) = K_l x \) with \( l = 0, \ldots, T - 1 \). Explicit expressions for the optimal control law and the corresponding state (and costate) trajectories were given in [10] based on the solution of two unconstrained infinite-horizon LQR problems and a suitable iteration scheme. Furthermore, in [14] the authors present explicit solutions for more general start and end point constraints based on a parametrization of all the solutions of the extended symplectic system. However, as discussed in the Appendix, the optimal input sequence can also be computed directly in vector form as \( \boldsymbol{v}^*(x) = [v_{0}^T(x) \ldots v_{T-1}^T(x)]^T = K_V x \) with \( K_V \in \mathbb{R}^{T \times n} \). In both cases, the resulting terminal cost function can be formulated as

\[
\hat{F}(x) = x^TP x + \varepsilon \sum_{l=0}^{T-1} \hat{B}_x(z_l(x)) + \hat{B}_u(v_l(x)), \tag{28}
\]

where \( z_l(x) \) and \( v_l(x) \) denote the elements of the respective state and input tail sequences and the matrix \( P \in \mathbb{S}^n_+ \) can be constructed by inserting these sequences into the quadratic stage cost \( \ell(\cdot, \cdot) \), see Appendix. As for the previous approach, global asymptotic stability of the closed-loop system can be concluded from Theorem 4. However, the possibility to choose the length of the tail sequences within the construction of the terminal cost typically leads to an overall improved closed-loop performance. Especially if no constraints are active or violated by the open-loop state and input tail sequences, the terminal cost function \( \hat{F}(\cdot) \) based on (27) may give a quite good approximation of the real infinite-horizon cost-to-go.

**Remark 2.** Note that the discussed approaches force the predicted state to the origin in \( n + T \) steps and are hence similar to MPC approaches that are based on an explicit zero terminal state constraint, see e.g., [14]. However, by using the proposed terminal cost function, this behavior is enforced implicitly, i.e., without introducing an explicit equality constraint within the optimization problem. Furthermore, stability can be guaranteed for a global region of attraction and the tail sequence horizon \( T \) may be made arbitrary large without increasing the number of optimization variables.

**C2) Quadratic terminal cost**

In the previous section, we exploited the fact that the relaxation of input and state constraints allows to apply any sequence of inputs at the end of the prediction horizon. In the following, we will show that in the presence of relaxed barrier functions we can in addition derive a global quadratic upper bound for the combined state and input constraint barrier function, which makes it possible to use a purely quadratic terminal cost function term without the need for a corresponding terminal set constraint.

**Assumption 6.** Let \( \hat{B}_u(\cdot) \) and \( \hat{B}_v(\cdot) \) be relaxed gradient or weight recentered logarithmic barrier functions according to Assumption 2, see (13) and (14), respectively. Let the relaxing function be quadratic and given by \( \beta_2(\cdot; \delta) \) from (10).

**Lemma 3.** Let \( (A, B) \) be stabilizable and let \( K \in \mathbb{R}^{m \times n} \) be a corresponding stabilizing linear control gain. Furthermore, let Assumption 0 hold and consider \( \hat{B}_K(x) = \beta_2(\cdot; \delta) \).
\[ \dot{B}_r(x) + \dot{B}_q(Kx) \text{ for a given } \delta \in \mathbb{R}^+_. \] Then, it holds that
\[ \dot{B}_r(x) \leq x^T (M_x + K^T M_n K) x \quad \forall x \in \mathbb{R}^n, \quad (29) \]
where the matrices \( M_x \in \mathbb{R}^{n \times n} \) and \( M_n \in \mathbb{R}^{n \times m} \) are defined as \( M_x := \frac{1}{\alpha_x^2} C_x^T \text{diag}(1 + w_x) C_x \) and \( M_n := \frac{1}{\alpha_n^2} C_n^T \text{diag}(1 + w_n) C_n \), respectively. Here, \( w_x \in \mathbb{R}^n_+ \) and \( w_n \in \mathbb{R}^m_+ \) are suitable weighting vectors when considering weight centered barrier functions, whereas \( w_x = 0, w_n = 0 \) in the gradient recentering case.

**Proof.** We exemplary consider the state constraints and show that \( \dot{B}_r(x) \leq \|x\|_2^2 \quad \forall x \in \mathbb{R}^n \). Based on Taylor’s theorem (see [24, Theorem 2.1]) we know that \( \dot{B}_r(x) = \dot{B}_r(0) + [\nabla \dot{B}_r(0)]^T x + \frac{1}{2} x^T \nabla^2 \dot{B}_r(\lambda x) x \) for some \( \lambda \in (0, 1) \). Due the recentering of the barrier functions, the first two terms vanish and we get \( \dot{B}_r(x) = \frac{1}{2} x^T \nabla^2 \dot{B}_r(\lambda x) x \) for some \( \lambda \in (0, 1) \). In particular, it holds that \( \dot{B}_r(x) \leq x^T M x \quad \forall x \in \mathbb{R}^n \) for any \( M \in \mathbb{S}^n_+ \) satisfying \( \nabla^2 \dot{B}_r(x) \preceq M \) \( \forall x \in \mathbb{R}^n \). When considering the quadratic relaxing function \( \beta_2(\cdot; \delta) \) from [10], the Hessian of \( \dot{B}_r(\cdot) \) is given by
\[ \nabla^2 \dot{B}_r(x) = C_x^T \text{diag}(D_1(x), \ldots, D_{q_u}(x)) C_x, \quad (30a) \]
where \( D_1(x) = \begin{cases} 1 + w_x^2 & -C_x x + d_x^2 > \delta \\ \frac{1}{2} w_x^2 & -C_x x + d_x^2 \leq \delta \end{cases} \). \quad (30b)

Note that \( w_x = 0 \) in the case of gradient recentering barrier functions. Since \( D_1(x) \leq \frac{1}{2} w_x^2 \) \( \forall x \in \mathbb{R}^n \), it follows immediately that \( \nabla^2 \dot{B}_r(x) \preceq \frac{1}{2} C_x^T \text{diag}(1 + w_x) C_x \) \( \forall x \in \mathbb{R}^n \). Combining this upper bound on the Hessian with the previous arguments, it follows that \( \dot{B}_r(x) \leq x^T M x \quad \forall x \in \mathbb{R}^n \) with \( M = \frac{1}{\alpha_r^2} C_x^T \text{diag}(1 + w_x) C_x \).

Similarly, it is straightforward to show that \( \dot{B}_n(Kx) \leq x^T K^T M_n K x \quad \forall x \in \mathbb{R}^n \) with \( M_n = \frac{1}{\alpha_n^2} C_n^T \text{diag}(1 + w_n) C_n \).

Let now the controller matrix \( K \) and the matrix \( P \in \mathbb{S}^n_+ \) be solutions to the modified Riccati equation
\[ K = -(R + B^T P B + \varepsilon M_n)^{-1} B^T P A \quad (31a) \]
\[ P = A^T K P A_K + K^T (R + \varepsilon M_n) K + Q + \varepsilon M_x \], \quad (31b)
where \( M_x \) and \( M_n \) are defined according to Lemma 3. We then propose to choose the terminal cost function as \( \hat{F}(x) = x^T P x \), \quad (32)
where \( P \in \mathbb{S}^n_+ \) is the solution to (31b). Note that the controller gain \( K \) is in principle arbitrary. However, the above choice results in a minimal value of the terminal cost function and ensures that for \( \varepsilon \to 0 \) in the absence of constraints, \( K \) and \( P \) will reduce to the solution of the unconstrained LQR problem. We can now state the following stability result.

**Theorem 5.** Let Assumption 6 hold true and consider problem (12) with the terminal cost function \( \hat{F}(\cdot) \) from (32). Then, independently of the relaxation parameter \( \delta \in \mathbb{R}^+_- \), the feedback \( u(k) = \hat{u}_n(x(k)) \) asymptotically stabilizes the origin of system (11) for any initial condition \( x(0) \in \mathbb{R}^n \).

**Proof.** Again, both \( \hat{u}^*(x_0) \) and \( J_N^T(x_0; \delta) \) are defined for any \( x_0 \in \mathbb{R}^n \) due to the relaxed state and input constraints. Based on the quadratic terminal cost function above, it is now straightforward to show that the value function \( J_N^T(x(k); \delta) \) decreases under the applied MPC feedback for all \( x(k) \in \mathbb{R}^n \). For any \( x_0 \in \mathbb{R}^n \) there exist optimal input and state sequences \( \hat{u}^*(x_0) = \{\hat{u}_0, \ldots, \hat{u}_{N-1}\} \) and \( x^*(t) = \{x_0, x_1, \ldots, x_N\} \) as well as the suboptimal input and state sequences \( \hat{u}^T(x_0) = \{\hat{u}_1^T, \ldots, \hat{u}_{N-1}^T, K x_N^T\} \) and \( x^T(x_0) = \{x_1^T, \ldots, x_N^T, K x_N^T\} \) for the successor state \( x_0^+ = A x_0 + B \hat{u}_0^T \) with \( J_N^T(x_0^+; \delta) - J_N^T(x_0; \delta) \leq J_N^T(\hat{u}^T(x_0), x_0^+; \delta) - J_N^T(x_0; \delta) \). This gives us
\[ J_N^T(x_0^+; \delta) - J_N^T(x_0; \delta) \leq \|A x_0 \|_{P}^2 - \|x_N\|_{P}^2 \ldots (33) + \|x_N\|_{Q}^2 + \|K x_N\|_{R}^2 + \varepsilon B_K(x_N^T) \leq 0 \quad \forall x_N \in \mathbb{R}^n \],
where we used the global quadratic bound on \( B_K(\cdot) \) from Lemma 4 and the choice of the terminal cost matrix \( P \), see (11). Thus, \( J_N^T(\cdot; \delta) \) can again be used as a Lyapunov function for proving global asymptotic stability.

In summary, we can conclude that the concept of relaxed logarithmic barrier functions allows us to design globally stabilizing MPC schemes without making use of an explicit terminal set or state constraint. Instead, the presented approaches are based on a suitable design of the respective terminal cost function term that heavily exploits the properties and advantages of the underlying barrier function relaxation. Thus, the presented results may be seen as a barrier function based counterpart to existing terminal set free MPC approaches relying on suitable terminal cost functions \( \{18, 21\} \), a sufficiently large prediction horizon \( \{2, 32\} \), or particular controllability assumptions \( \{4, 15, 16\} \).

However, with the exception of Theorem 2, no guarantees on the satisfaction of state and input constraints have been discussed so far. In fact, the presented global stability results can only be achieved since the relaxed barrier functions allow for in principle arbitrarily large constraint violations. In the next section, we will show that the maximal violation of state and input constraints in closed-loop operation is always bounded, and we discuss how we can compute and control it a priori for a given set of initial conditions by adjusting the relaxation parameter \( \delta \in \mathbb{R}^+_- \).

**D. Maximal Constraint Violation Guarantees**

As outlined above, one of the main advantages of model predictive control is given by its ability to deal with input and state constraints. On the other hand, possible violations of the corresponding constraints seem to be inherent to the concept of relaxed barrier functions. In the following, we will show how guarantees on the strict
satisfaction or the maximal violation of input and state constraints can be given for the globally stabilizing relaxed logarithmic barrier function based MPC schemes from the previous section. We start with the following Lemma which allows to upper bound the values of the relaxed barrier functions in closed-loop operation by an expression that depends on the initial condition.

**Lemma 4.** Let problem (12) be formulated based on one of the globally stabilizing MPC schemes discussed above (Theorems 3, 4, 5). Furthermore, let $x_{cl} = \{x(0), x(1), \ldots\}$ and $u_{cl} = \{u(0), u(1), \ldots\}$ with $u(k) = \hat{u}^*_0(x(k))$ for $k \geq 0$ denote the resulting state and input trajectories of the closed-loop system. Then, for any initial condition $x_0 = x(0) \in \mathbb{R}^n$ and any $k \geq 0$ it holds that

\[
\begin{align*}
\dot{B}_x(x(k)) & \leq \frac{1}{\varepsilon} \left( J^*_N(x_0; \delta) - x_0^T P^*_u x_0 \right), \\
\dot{B}_u(u(k)) & \leq \frac{1}{\varepsilon} \left( J^*_N(x_0; \delta) - x_0^T P^*_u x_0 \right),
\end{align*}
\]

(34a, 34b)

where $P^*_u \in \mathcal{S}^n_{++}$ is the solution to the discrete-time algebraic Riccati equation related to the infinite-horizon LQR problem.

**Proof.** Based on the respective Theorems we know that $J^*_N(x(k+1); \delta) - J^*_N(x(k); \delta) \leq -\ell(x(k), u(k))$ for any $k \geq 0$ and any $x(0) \in \mathbb{R}^n$. In particular, this ensures that the closed-loop system is asymptotically stable and that $\lim_{k \to \infty} J^*_N(x(k); \delta) = 0$. Summing up all future sampling instants and using a telescoping sum on the left hand side, we get that $J^*_N(x(0); \delta) \geq \sum_{k=0}^\infty \ell(x(k), u(k))$. Furthermore, $\sum_{k=0}^\infty \ell(x(k), u(k)) = \sum_{k=0}^\infty \ell(x(k), u(k)) + \varepsilon \sum_{k=0}^\infty \dot{B}_x(x(k)) + \dot{B}_u(u(k))$ and $x(0)^T P^*_u x(0)$ due to the optimality of the unconstrained infinite-horizon LQR solution. In combination this yields

\[
J^*_N(x(0); \delta) \geq x(0)^T P^*_u x(0) + \varepsilon \sum_{k=0}^\infty \dot{B}_x(x(k)) + \dot{B}_u(u(k))
\]

(35)

and finally, since all terms in the sum on the right hand side are positive definite, $\varepsilon \dot{B}_x(x(k)) \leq J^*_N(x(0); \delta) - x(0)^T P^*_u x(0)$ as well as $\varepsilon \dot{B}_u(u(k)) \leq J^*_N(x(0); \delta) - x(0)^T P^*_u x(0)$ for all $k \geq 0$.

\[\square\]

For ease of notation, let now the scalar $\hat{\alpha}(x_0; \delta) \in \mathbb{R}_+$ be defined as

\[
\hat{\alpha}(x_0; \delta) := J^*_N(x_0; \delta) - x_0^T P^*_u x_0.
\]

(36)

As the relaxed barrier function are positive definite and radically unbounded, Lemma 4 implies that also the violations of the corresponding constraints are bounded. In particular, for any $\varepsilon \in \mathbb{R}_+$, $\delta \in \mathbb{R}_+$ and any initial condition $x_0 = x(0) \in \mathbb{R}^n$, upper bounds for the maximal violations of state and input constraints are given by

\[
\begin{align*}
\hat{z}^i_x(x_0; \delta) & = \max_x \left\{ C^i_x x - d^i_x | \dot{B}_x(x) \leq \frac{\hat{\alpha}(x_0; \delta)}{\varepsilon} \right\} \\
\hat{z}^j_u(x_0; \delta) & = \max_u \left\{ C^j_u x - d^j_u | \dot{B}_u(u) \leq \frac{\hat{\alpha}(x_0; \delta)}{\varepsilon} \right\}
\end{align*}
\]

(37a, 37b)

for $i = 1, \ldots, q_x$ and $j = 1, \ldots, q_u$, where $\hat{\alpha}(x_0; \delta)$ is defined according to (36). Based on this, we can formulate the following result on the maximal constraint violations that can occur in closed-loop operation.

**Theorem 6.** Let problem (12) be formulated based on one of the globally stabilizing MPC schemes discussed above (Theorems 3, 4, 5) and let $x_{cl} = \{x(0), x(1), \ldots\}$ and $u_{cl} = \{u(0), u(1), \ldots\}$ with $u(k) = \hat{u}^*_0(x(k))$ for $k \geq 0$ denote the resulting closed-loop state and input trajectories. Then, for any $x_0 = x(0) \in \mathbb{R}^n$ and any $k \geq 0$ it holds that

\[
C_x x(k) \leq \hat{z}_x(x_0; \delta), \quad C_u u(k) \leq \hat{z}_u(x_0; \delta),
\]

(38)

where the elements of the maximal constraint violation vectors $\hat{z}_x(x_0; \delta) \in \mathbb{R}^{q_x}$ and $\hat{z}_u(x_0; \delta) \in \mathbb{R}^{q_u}$ are given by (37).

**Proof.** Follows directly from Lemma 4 and the definition of $\hat{\alpha}(x_0; \delta)$ and $\hat{z}^i_x(x_0; \delta) = \hat{z}^i_u(x_0; \delta)$ in (36) and (37).

\[\square\]

Note that the optimization problems in (37) are convex as $\dot{B}_x(\cdot)$ and $\dot{B}_u(\cdot)$ are convex functions. Moreover, when considering gradient recentered logarithmic barrier functions, we can exploit the fact that $\dot{B}_x(\cdot)$ and $\dot{B}_u(\cdot)$ consist only of positive definite terms. In this case, upper bounds for the maximal constraint violations are given by $\hat{z}^i_x(x_0; \delta) = \max\{-\hat{z}^i_x, 0\}$, where $\hat{z}^i_x$ is given as

\[
\hat{z}^i_x = \min \left\{ z | \beta(z) + \ln(d^i_x) + \frac{z}{\varepsilon} - 1 = \frac{\hat{\alpha}(x_0; \delta)}{\varepsilon} \right\}
\]

(39)

for $i = 1, \ldots, q_x$ and similar for the input constraints, cf. (13). If the relaxing function $\beta(\cdot; \delta)$ is chosen as $\beta_\ell(\cdot; \delta)$ or $\beta_k(\cdot; \delta)$ with $k > 2$, a nonlinear equation solver can be used to find suitable solutions $\hat{z}^i_x$. However, in the case of the beta function $\beta(\cdot; \delta)$ with $k = 2$, the equality constraint in (39) reduces to a quadratic equation in $z$ and a closed form expression of the maximal constraint violation can be given as

\[
\tilde{z}^i_x = \delta \left( \gamma_{i,1} - \sqrt{\gamma_{i,1}^2 - \gamma_{i,2}} \right), \quad i = 1, \ldots, q_x,
\]

(40)

where $\gamma_{i,1} := 2 - \frac{\delta}{\varepsilon}$ and $\gamma_{i,2} := 1 + 2 \ln \left( \frac{d^i_x}{\varepsilon} \right) - \frac{2}{\varepsilon} \hat{\alpha}(x_0; \delta)$, see also Lemma 21 in (12). Note that the values for the maximal constraint violations obtained above may also be negative. In this case, the corresponding constraints will not be violated but rather satisfied with the respective safety margin. An important consequence of Theorem 6 is that, as stated in the following Lemma, there always exists a set of initial conditions for which the input and state constraints will not be violated at all.

**Lemma 5.** Let problem (12) be formulated based on one of the globally stabilizing MPC schemes discussed above (Theorems 3, 4, 5) and let $x_{cl} = \{x(0), x(1), \ldots\}$ and
\( \mathbf{u}_{0} = \{ u(0), u(1), \ldots \} \) with \( u(k) = \hat{u}_{0}^{*}(x(k)) \) for \( k \geq 0 \) denote the resulting closed-loop state and input trajectories. Furthermore, for \( \delta \in \mathbb{R}^{+} \) let the set \( \mathcal{X}_{N}(\delta) \) be defined as

\[
\mathcal{X}_{N}(\delta) := \{ x \in \mathcal{X} : | \alpha(x, \delta) | \leq \epsilon \beta(\delta) \}, \tag{41}
\]

with \( \beta(\delta) := \min \{ \hat{\beta}_{x}(\delta), \hat{\beta}_{u}(\delta) \} \), where \( \hat{\beta}_{x}(\delta) \) and \( \hat{\beta}_{u}(\delta) \) are defined according to Definition 5. Then, for any initial condition \( x(0) \in \mathcal{X}_{N}^{0} \) and any \( k \geq 0 \) it holds that \( C_{x}x(k) \leq d_{x} \) as well as \( C_{u}u(k) \leq d_{u} \).

\textbf{Proof.} For any \( x_{0} = x(0) \in \mathcal{X}_{N}(\delta) \) and all \( k \geq 0 \) it holds due to Lemma 4 and the definition of \( \beta(\delta) \) that \( \varepsilon B_{x}(x(k)) \leq \hat{\alpha}(x(0); \delta) \leq \varepsilon \hat{\beta}_{x}(\delta) \) and \( \varepsilon B_{u}(u(k)) \leq \hat{\alpha}(x, \delta) \leq \varepsilon \hat{\beta}_{u}(\delta) \). In combination with the definition of \( \beta_{x}(\delta) \) and \( \beta_{u}(\delta) \), it follows directly that \( x(k) \in \mathcal{X}, u(k) \in \mathcal{U} \) for all \( k \geq 0 \), cf. Lemma 4.

One may now ask how large we can make the set \( \mathcal{X}_{N}(\delta) \) of initial conditions for which strict satisfaction of all input and state constraints is guaranteed. In the following, we give an answer to this question for each of the different MPC approaches discussed above. In particular, we show that it is always possible to recover the feasible set of a suitable corresponding nonrelaxed MPC formulation.

\textbf{Theorem 7.} Let problem \((\text{I2})\) be formulated based on one of the globally stabilizing MPC schemes discussed above (Theorems 3, 4, 5). Moreover, let \( \mathcal{X}_{N} \) be defined as

\[
\mathcal{X}_{N} = \{ x \in \mathcal{X} : \exists u \text{ s.t. } x_{k} \in \mathcal{X}, u_{k} \in \mathcal{U}, x_{N} \in \mathcal{X}_{f} \} \tag{42}
\]

when considering the approach based on a nonrelaxed terminal set constraint (Theorem 5), as

\[
\mathcal{X}_{N} = \{ x \in \mathcal{X} : \exists u \text{ s.t. } x_{k} \in \mathcal{X}, u_{k} \in \mathcal{U}, z_{l}(x_{N}) \in \mathcal{X}, v_{l}(x_{N}) \in \mathcal{U} \} \tag{43}
\]

when considering the approach based on auxiliary tail sequences \( z_{l}() \) and \( v_{l}() \) with \( l = 1, \ldots, T - 1 \) (Theorem 4), and as

\[
\mathcal{X}_{N} = \{ x \in \mathcal{X} : \exists u \text{ s.t. } x_{k} \in \mathcal{X}, u_{k} \in \mathcal{U}, x_{N} = 0 \} \tag{44}
\]

when considering the approach based on a purely quadratic terminal cost function (Theorem 3), where in all three cases \( x_{0} = x \) and \( x_{k} = x_{k}(u, x) \) for \( k = 1, \ldots, N \). Then, for any compact set of initial conditions \( \mathcal{X}_{0} \subseteq \mathcal{X}_{N} \) there exists a \( \delta_{0} \in \mathbb{R}_{++} \) such that \( \mathcal{X}_{0} \subseteq \mathcal{X}_{N}(\delta) \) for all \( \delta \leq \delta_{0} \).

\textbf{Proof.} We first consider the approaches based on Theorem 3 and Theorem 4. The proof is closely related to that of Lemma 2 and only a sketch is given here. In particular, it can be shown that \( \mathcal{X}_{N}(\delta) \) is a nonempty and compact set with \( \mathcal{X}_{N}(\delta) \subseteq \mathcal{X}_{N} \) and \( \mathcal{X}_{N}(\delta) \rightarrow \mathcal{X} \) as \( \delta \rightarrow 0 \). The result is again based on the fact that the existence of a strictly feasible solution implies that for any \( x_{0} \in \mathcal{X}_{N} \) there exists a \( \delta_{0}(x_{0}) \) such that \( \hat{\alpha}(x_{0}; \delta) \) will stay constant for all \( \delta \leq \delta_{0} \), whereas \( \beta(\delta) \) can be made arbitrarily large as \( \delta \rightarrow 0 \).

When considering the approach based on Theorem 5 the problem occurs that the matrix \( P \) from (31), and hence the quadratic terminal cost function \( F(x) = x^{T}P_{x} \), will grow without bound for \( \delta \rightarrow 0 \). Also, in this case it does not necessarily hold that \( \mathcal{X}_{N}(\delta) \subseteq \mathcal{X}_{N} \) as the resulting optimal state and input sequences for a given \( x_{0} \in \mathcal{X}_{N}(\delta) \) will in general not satisfy the additional constraint \( x_{N} = 0 \). However, for any \( x_{0} \in \mathcal{X}_{N} \) there exists input and state sequences \( \bar{u}(x_{0}) \) and \( \bar{x}(x_{0}) \) which strictly satisfy the conditions specified in (41), in particular \( x_{N}(\bar{u}(x_{0}), x_{0}) = 0 \). For these sequences, we can always find a \( \delta_{0}(x_{0}) \in \mathbb{R}_{++} \) such that \( J_{N}(\bar{u}(x_{0}), x_{0}; \delta) = J_{N}(\bar{u}(x_{0}), x_{0}) \) for all \( \delta \leq \delta_{0}(x_{0}) \), where \( J_{N}(\bar{u}(x_{0}), x_{0}) \) denotes the value function of a nonrelaxed problem formulation with the additional constraint \( x_{N} = 0 \), cf. the proof of Lemma 4. Furthermore, due to the suboptimality of the input sequence \( \bar{u}(x_{0}) \), it holds that \( J_{N}(\bar{u}(x_{0}); \delta) \leq J_{N}(\bar{u}(x_{0}), x_{0}; \delta) \). Hence, \( J_{N}(\bar{u}(x_{0}); \delta) \leq J_{N}(\bar{u}(x_{0}), x_{0}) \) for all \( \delta \leq \delta_{0}(x_{0}) \), which shows that for any \( x_{0} \in \mathcal{X}_{N} \) the value function \( J_{N}(\bar{u}(x_{0}); \delta) \), and hence also the expression \( \hat{\alpha}(x_{0}; \delta) \), will stay bounded as \( \delta \rightarrow 0 \). As, on the other hand, \( \beta(\delta) \) increases without bound and both \( \delta_{0}(x_{0}) \) and \( J_{N}(\bar{u}(x_{0}); \delta) \) are continuous functions, there exists for any compact set \( \mathcal{X}_{0} \subseteq \mathcal{X}_{N} \) a \( \delta_{0} \in \mathbb{R}_{++} \) \( \leq \min_{x_{0} \in \mathcal{X}_{0}} \delta_{0}(x_{0}) \) such that \( \mathcal{X}_{0} \subseteq \mathcal{X}_{N}(\delta) \) for all \( \delta \leq \delta_{0} \), see also the proof of Lemma 2.

Note that for a general stabilizable system, the set \( \mathcal{X}_{N} \) in (41) may be restricted to a lower-dimensional subspace of \( \mathbb{R}^{n} \) or it may even be empty. However, in case of a controllable system it is straightforward to show that \( \mathcal{X}_{N} \) is a nonempty polytope.

In general, the parameter \( \delta_{0} \) that is sufficient for ensuring strict constraint satisfaction based on the above results may be very small. For practical applications, it might therefore be reasonable to enforce the satisfaction of input and state constraints only with a predefined tolerance. Based on the above arguments, we can easily state the following result.

\textbf{Corollary 2.} Let problem \((\text{I2})\) be formulated based on one of the globally stabilizing MPC schemes discussed above (Theorems 3, 4, 5) and let the respective sets \( \mathcal{X}_{N} \) be given according to Theorem 7. Then, for any given constraint violation tolerance \( \tilde{z}_{tol} \in \mathbb{R}_{++} \) and any given set of initial conditions \( \mathcal{X}_{0} \subseteq \mathcal{X}_{N} \) there exists a \( \delta_{0} \in \mathbb{R}_{++} \) such that for all \( \delta \leq \delta_{0} \) and any initial condition \( x(0) \in \mathcal{X}_{0} \) the maximal possible constraint violation is less than \( \tilde{z}_{tol} \), i.e., that for all \( k \geq 0 \)

\[
C_{x}x(k) \leq d_{x} + \tilde{z}_{tol}1, C_{u}u(k) \leq d_{u} + \tilde{z}_{tol}1. \tag{45}
\]

Based on the above results, we can formulate the following iterative algorithm that allows to determine a priori a sufficiently small relaxation parameter for ensuring satisfaction of a given maximal constraint violation tolerance for a given set of initial conditions.
Algorithm 1 (Compute $\hat{\delta}_0$ for $X_0$ and $\hat{z}_{\text{tol}} \in \mathbb{R}_+$)

**Input:** problem formulation, set $X_0$, tolerance $\hat{z}_{\text{tol}}$

**Output:** parameter $\delta_0 \in \mathbb{R}_+$ s.t. the maximal constraint violation is bounded by $\hat{z}_{\text{tol}}$ for any $x(0) \in X_0$

1: choose initial $\varepsilon, \delta \in \mathbb{R}_+$ and set up problem (12)
2: repeat
3: decrease relaxation parameter: $\delta \leftarrow \gamma \delta$, $\gamma \in (0, 1)$
4: determine $\hat{\alpha}(X_0, \delta) = \max_{x \in X_0} \hat{\alpha}(x, \delta)$ based on (50)
5: compute $\hat{z}_{i}^N(X_0; \delta)$, $\hat{z}_{i}^N(X_0; \delta)$ from (47) with $\hat{\alpha}(X_0, \delta)$
6: until $\hat{z}_{i}^N(X_0; \delta) \leq \hat{z}_{\text{tol}}$ and $\hat{z}_{i}^N(X_0; \delta) \leq \hat{z}_{\text{tol}}$ holds $\forall i, j$

**Remark 3.** Up to now, it has not been clarified whether the function $\hat{\alpha}(x; \delta)$ that is maximized in step 4 of Algorithm 1 is convex. However, for all tested parameter configurations and examples with convex $X_0$, the maximal value of $\hat{\alpha}(x; \delta)$ was in fact always attained at one of the vertices of the set $X_0$. Moreover, a conservative solution can always be found by evaluating a convex upper bound of $\hat{\alpha}(x; \delta)$, e.g., the value function $J^*_N(x; \delta)$ itself, at the vertices of the set $X_0$.

Summarizing, we can state that, despite the use of the relaxed barrier functions, the maximal possible violation of input and state constraints in closed-loop operation is bounded and depends directly on the choice of the relaxation parameter $\delta$. Furthermore, the presented results allow to compute an estimate for the maximal constraint violation a priori or to determine a suitable relaxation parameter that guarantees satisfaction of a given constraint violation tolerance. Note that certain constraints can be prioritized by making use of different $\delta_i$ in the relaxation. This important fact may for example be used in order to enforce satisfaction of physically motivated hard input constraints.

**E. Closed-Loop Performance and Robustness**

In this section, we briefly discuss some aspects concerning the performance and robustness properties of the presented relaxed barrier function based MPC approaches. Of course, a thorough investigation of these issues is well beyond the scope of this paper and can be considered as future work. We begin with the following arguments, which show that the presented relaxed barrier function based MPC schemes will always recover the closed-loop performance of a related MPC scheme based on nonrelaxed barrier functions if the relaxation parameter $\delta$ is small enough as well as that of a conventional linear MPC scheme when the barrier weighting $\varepsilon$ goes to zero.

Let the relaxed barrier function based MPC problem (12) be formulated based on one of the stabilizing design approaches discussed above (Theorem 2, 3, 4, or 5), and let the set $X_N$ be defined according to (12) for the terminal set based approaches and according to (13) and (14) for the respective terminal set free approaches. Consider $J^*_N(x_0; \delta)$ for a given $x_0 \in X_N$ and let $J^*_N(x_0)$ and $J^*_N(x_0)$ denote to the value functions for the corresponding nonrelaxed problem formulation and a conventional MPC formulation, both based on the constraints that define the set $X_N$. By definition, there exists for any $x_0 \in X_N$ an feasible state and input sequences that result in strict satisfaction of all inequality constraints in the respective description of $X_N$, which implies that there exists a $\delta_0(x_0) \in \mathbb{R}_+$ such that $J^*_N(x_0; \delta) = J^*_N(x_0) \forall \delta \leq \delta_0(x_0)$, see the proof of Lemma 2 In particular, for any compact set of initial conditions $X_0 \subset X_N^*$, there exists a $\delta_0 \in \mathbb{R}_+$ such that for any $\delta \leq \delta_0$, any $x(0) \in X_0$, and any $k \geq 0$ it holds that $J^*_N(x(k); \delta) = J^*_N(x(k))$. This shows that the performance of a corresponding nonrelaxed formulation can always be recovered within the interior of the respective feasible set. Furthermore, it is well known that the solution of the nonrelaxed barrier function based problem (11) converges to the solution of the corresponding conventional problem when the barrier function weighting parameter $\varepsilon$ approaches zero [8, ch. 11]. Thus, for arbitrary small $\varepsilon, \delta \in \mathbb{R}_+$, the presented relaxed barrier function based MPC schemes recover the closed-loop behavior and performance of related conventional MPC schemes. The question whether and under which circumstances the relaxed barrier function based setup may also lead to an overall improved performance of the closed-loop system, e.g., a decreased cumulated cost, can be considered as possible future work. To the experience of the authors, the resulting closed-loop behavior is already very good for moderate values of the barrier parameters, i.e. $\varepsilon, \delta$ in the order of $10^{-2}$, and typically close to the solution of the original MPC problem for $\varepsilon, \delta$ in the order of $10^{-4}$.

Concerning the robustness of the closed-loop system, it has to be noted that, due to the relaxation of the underlying state and input constraints, the resulting overall cost function is defined for any $x \in \mathbb{R}^n$. Hence, the presented MPC schemes are robust against arbitrary effects caused by disturbances, uncertainties, or measurement errors in the sense that the corresponding open-loop optimal control problem always admits a feasible solution. However, can we say something about the qualitative robust stability properties of the closed-loop system? For example, we might consider the disturbance affected dynamics

$$x(k + 1) = Ax(k) + Bu_0^x(x(k)) + w(k), \quad (46)$$

where $w(k) \in \mathbb{R}^n$ denotes an unknown but bounded additive disturbance at time instant $k \geq 0$. When considering the approach based on Theorem 2 any stability or convergence guarantees of the closed-loop system will in general be lost as the disturbance might cause the system state to leave the set $\bar{X}_N(\delta)$. On the other hand, the approaches based on Theorems 3, 4, and 5 allow to guarantee global asymptotic stability of the undisturbed closed-loop system. Interestingly, based on the main result of [1], this
directly implies that system (46) is integral input-to-state stable (iISS) with respect to the disturbance \( w \). As an important consequence, the state remains bounded and converges asymptotically to the origin for any disturbance sequence with bounded energy, see \[ \text{[1]} \] for more details. Further investigations, e.g., proving stronger input-to-state stability results for system (10), are the subject of possible future work.

V. Example and Numerical Aspects

In this section, we outline a selection of steps which can be used to get from a given control problem to a stabilizing relaxed logarithmic barrier function based MPC scheme, and illustrate both the design and the behavior of the closed-loop system by means of a numerical example. In addition, we also briefly comment on some interesting numerical aspects of the resulting open-loop optimal control problem.

A. Overall MPC Design Procedure

\textbf{Step 1: Basic problem setup.} Choose suitable values for the problem parameters that are not related to the barrier functions, i.e., the weighting matrices \( Q \in \mathbb{S}_n^+ \) and \( R \in \mathbb{S}_n^+ \) as well as the prediction horizon \( N \in \mathbb{N}_+ \).

\textbf{Step 2: Relaxed barrier functions.} Decide on procedures for relaxing and recentering the logarithmic barrier functions and choose suitable (initial) values for the barrier function parameters \( \varepsilon \in \mathbb{R}_{++} \), \( \delta \in \mathbb{R}_{++} \). In general, the quadratic relaxation \( \beta(\cdot;\delta) = \beta_2(\cdot;\delta) \) seems to work well in practice.

\textbf{Step 3: Terminal cost function.} Choose a suitable approach that allows to design the terminal cost \( \tilde{F}(\cdot) \) in such a way that asymptotic stability of the closed-loop system is guaranteed. The different approaches presented in this paper are summarized in Table \[ \text{[1]} \] together with additional information regarding the necessity of a terminal set \( \bar{X}_T \), the underlying assumptions, and the respective region of attraction (ROA).

\textbf{Step 4: Parameter tuning.} Formulate the open-loop optimal control problem (12) based on Steps 1-3. The relevant problem parameters may be adjusted in order to achieve a desired closed-loop performance, e.g. based on closed-loop simulations. In addition to the usual MPC parameters, the parameters \( \varepsilon \) and \( \delta \) as well as the chosen terminal cost function will have a major impact on the resulting behavior. To the experience of the authors, and in accordance with the above results, the barrier function weighting parameter \( \varepsilon \) may be used to influence the closed-loop performance while the relaxation parameter \( \delta \) primarily allows to control the occurrence and the maximal amount of state and input constraint violations. In particular, Algorithm 1 from Section \[ \text{[1]} \] may be used to adapt the relaxation parameter in such a way that satisfaction of a given constraint violation tolerance can be guaranteed.

B. Numerical Example

In the following, we briefly illustrate the outlined design procedure and the closed-loop behavior of the proposed MPC schemes by means of an academic numerical example. We consider a discrete-time double integrator system of the form

\[
x(k + 1) = \begin{bmatrix} 1 & T_s \ 0 & 1 \end{bmatrix} x(k) + \begin{bmatrix} T_s^2 \\ T_s \end{bmatrix} u(k), \quad T_s = 0.1.
\]

with the input and state constraint sets \( \mathcal{U} = \{ u \in \mathbb{R} : -2 \leq u \leq 1 \} \) and \( \mathcal{X} = \{ x \in \mathbb{R}^2 : -2 \leq x_1 \leq 3, |x_2| \leq 0.8 \} \).

Following Step 1 of our design procedure, we choose the basic problem parameters to \( N = 10, Q = \text{diag}(1, 0.1), \) and \( R = 1 \). In a second step, we decide on using weight recentered logarithmic barrier functions with a quadratic relaxation based on \( \beta(\cdot;\delta) = \beta_2(\cdot;\delta) \), see Definition \( \text{[1]} \) and Eq. (10). We fix the barrier function weighting parameter to \( \varepsilon = 10^{-2} \) and set up the different MPC schemes from Table \[ \text{[1]} \] for varying values of the relaxation parameter \( \delta \).

Inspired by our results above, we are in particular interested in the region of attraction of the locally stabilizing approach from Section \[ \text{[B]} \] as well as in the regions with guaranteed strict or approximate constraint satisfaction when considering the globally stabilizing approaches from the Sections \[ \text{[B]} \] and \[ \text{[C]} \] and \[ \text{[C2]} \]. Furthermore, we would like to compare the closed-loop behavior of the corresponding different MPC schemes and illustrate how the maximal constraint violation can be controlled by adjusting the relaxation parameter.

Fig. 2 depicts and compares some of the \( \delta \)-dependent sets that have been discussed in the results above, i.e., regions of initial conditions for which we can guarantee properties like asymptotic stability or satisfaction of input and state constraints. Note that the superscript in each case indicates the respective MPC approach by referring to the corresponding theorem number (we use extra indices like asymptotic stability or satisfaction of input and state constraints).

For the terminal set based approaches from Section \[ \text{[B]} \] we employ a contractive polytopic terminal set as discussed in \[ \text{[1]} \].
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As outlined above, one of the main advantages of relaxed barrier function based MPC formulations is given by the fact that the stabilizing control input can be characterized as the minimum of a globally defined, continuously differentiable, and strongly convex cost function that is parameterized by the current system state. In fact, after elimination of the linear system dynamics, the open-loop optimal control problem can be formulated as the unconstrained minimization of a cost function of the form

\[
\hat{J}_N(U,x) = \frac{1}{2} U^T H U + x^T F U + x^T Y x + \varepsilon \hat{B}_x u(U,x),
\]

where \( U := [u_0^T \cdots u_{N-1}^T] \in \mathbb{R}^{n_u}, n_U = Nm, \) and \( \hat{B}_x : \mathbb{R}^{Nm} \times \mathbb{R}^n \to \mathbb{R}_+ \) is a positive definite, convex, and continuously differentiable relaxed logarithmic barrier function for polytopic constraints of the form \( GU \leq w + E \dot{x} \). The matrices \( H \in \mathbb{S}^{n_u^T}, F \in \mathbb{R}^{n_u \times n_u}, Y \in \mathbb{S}^n_+, G \in \mathbb{R}^{n \times n_u}, w \in \mathbb{R}^n, \) and \( E \in \mathbb{R}^{n \times n} \) can be constructed from \( (12) \) and the corresponding constraints by means of simple matrix operations. Note that the matrices in the above QP formulation may be rather ill-conditioned when considering unstable systems and long prediction horizons. This issue can, however, be resolved by a suitable prestabilization, see \( (31) \). The then resulting mixed input and state constraints are not considered here in detail but can be handled by all discussed approaches after some minor modifications. While the above condensed QP formulation allows for a compact representation with a minimal number of optimization variables, the original formulation \( (12) \) might allow to exploit the inherent problem structure, which may be beneficial from a numerical point of view. Tailored structure exploiting optimization algorithms have been presented in the context of both conventional linear MPC, e.g. \( (30) \) and \( (33) \), and nonrelaxed barrier function based linear MPC, see \( (34) \).

In Fig. 3 the behavior of the resulting closed-loop systems is illustrated for different initial conditions and a varying relaxation parameter \( \delta \). It can be seen how convergence to the origin is achieved even for infeasible initial conditions and how strict or approximate constraint satisfaction may be enforced by making \( \delta \) sufficiently small. Note that, in order to get comparable closed-loop performance and execution times, we chose a doubled horizon of \( N = 20 \) for the MPC schemes based on a dead-beat tail sequence and a purely quadratic terminal cost.

C. Numerical Aspects

As outlined above, one of the main advantages of relaxed barrier function based MPC formulations is given by the fact that the stabilizing control input can be characterized as the minimum of a globally defined, continuously differentiable, and strongly convex cost function that is parameterized by the current system state. In fact, after elimination of the linear system dynamics, the open-loop optimal control problem can be formulated as the unconstrained minimization of a cost function of the form

\[
\hat{J}_N(U,x) = \frac{1}{2} U^T H U + x^T F U + x^T Y x + \varepsilon \hat{B}_x u(U,x),
\]

where \( U := [u_0^T \cdots u_{N-1}^T] \in \mathbb{R}^{n_u}, n_U = Nm, \) and \( \hat{B}_x : \mathbb{R}^{Nm} \times \mathbb{R}^n \to \mathbb{R}_+ \) is a positive definite, convex, and continuously differentiable relaxed logarithmic barrier function for polytopic constraints of the form \( GU \leq w + E \dot{x} \). The matrices \( H \in \mathbb{S}^{n_u^T}, F \in \mathbb{R}^{n_u \times n_u}, Y \in \mathbb{S}^n_+, G \in \mathbb{R}^{n \times n_u}, w \in \mathbb{R}^n, \) and \( E \in \mathbb{R}^{n \times n} \) can be constructed from \( (12) \) and the corresponding constraints by means of simple matrix operations. Note that the matrices in the above QP formulation may be rather ill-conditioned when considering unstable systems and long prediction horizons. This issue can, however, be resolved by a suitable prestabilization, see \( (31) \). The then resulting mixed input and state constraints are not considered here in detail but can be handled by all discussed approaches after some minor modifications. While the above condensed QP formulation allows for a compact representation with a minimal number of optimization variables, the original formulation \( (12) \) might allow to exploit the inherent problem structure, which may be beneficial from a numerical point of view. Tailored structure exploiting optimization algorithms have been presented in the context of both conventional linear MPC, e.g. \( (30) \) and \( (33) \), and nonrelaxed barrier function based linear MPC, see \( (34) \).

Whether such techniques could also be applied for the relaxed barrier function based MPC approaches discussed in this paper, is an interesting open question which might be considered as possible future work. Another interesting property of the condensed formula- tion \( (48) \) is that it can be tackled directly by Newton-Newton iteration. Another interesting property of the condensed formulation \( (48) \) is that it can be tackled directly by Newton-Newton iteration. Another interesting property of the condensed formulation \( (48) \) is that it can be tackled directly by Newton-Newton iteration.
timization and can be implemented for in principle arbitrary fast system dynamics. We expect that it might be possible to exploit some of the advantages of relaxed logarithmic barrier function based formulations, e.g., the global definition of the cost function and a bounded curvature, explicitly within the underlying numerical integration.

VI. Conclusion

In summary, our investigation showed that the concept of relaxed logarithmic barrier function based model predictive control is interesting both from a system theoretical and a practical point of view. In particular, while we are still able to recover many of the theoretical properties of conventional or nonrelaxed barrier function based MPC schemes, the use of relaxed logarithmic barrier functions allows to characterize the stabilizing control input as the minimizer of a globally defined, continuously differentiable and strongly convex function that is parametrized by the current system state. As a main result, we presented different constructive MPC design approaches that guarantee global asymptotic stability and allow to influence the performance and constraint satisfaction properties of the closed-loop system directly by adjusting the relaxation parameter. The resulting MPC schemes are not necessarily based on the construction of a suitable terminal set and, due to the underlying relaxation, inherently robust against disturbances, uncertainties, or sensor faults.

Interesting open problems may include a thorough analysis of the performance and robustness properties of the resulting closed-loop system, the derivation of less conservative constraint violation bounds, or the design and comparison of tailored iterative or continuous-time optimization algorithms that explicitly exploit the properties of the relaxed MPC problem formulation.

Appendix

In the following, we show how the finite-horizon LQR problem with zero terminal state constraint can be solved without the use of algebraic Riccati equations. Consider problem (27) for a given initial state $x$ and horizon $T \geq n$. By eliminating the predicted states $z_l$ for $l = 1, \ldots, T$ using (27b), we get the following equivalent formulation in vectorized form:

\[ J^*_V (x) = \min_V \frac{1}{2} V^T H V + \frac{1}{2} x^T F V + \frac{1}{2} V^T F^T x + \frac{1}{2} x^T Y x \]

s.t. \[ A^T x + [S_1 \quad S_2] V = 0, \]

(50)

where the respective matrices are given as

\[ S_1 = [A^{T-1} B \quad \ldots \quad A^n B], \quad S_2 = [A^{n-1} B \quad \ldots \quad B] \]

\[ H = 2 \left( \tilde{R} + \Phi^T \tilde{Q} \Phi \right), \quad F = 2 \tilde{Q} \Phi, \quad Y = 2 \left( Q + \tilde{Q} \Phi \Phi^T \right) \]

\[ \Omega = \begin{bmatrix} A^T \\ \vdots \\ A^{T-1} B \quad \ldots \quad B \end{bmatrix}, \quad \Phi = \begin{bmatrix} B & \ldots & 0 \\ \vdots & \ddots & \vdots \\ A^{T-1} B & \ldots & B \end{bmatrix}, \quad \tilde{Q} = I_T \otimes Q \]

\[ \tilde{R} = I_T \otimes R. \]

Due to the controllability of the system, there always exists a feasible solution $V(x)$ to problem (50). We partition the vector $V \in \mathbb{R}^{T m}$ as $V^T = [V_1^T \quad V_2^T]$ with $V_1 \in \mathbb{R}^{(T-n) m}$ and $V_2 \in \mathbb{R}^{n m}$. The terminal state constraint can be eliminated by choosing $V_2 = -S_2^\dagger \left( A^T x + S_1 V_1 \right)$,
where $S_2^+$ denotes the Moore-Penrose pseudoinverse of the matrix $S_2$. This leads to

$$ V = \begin{bmatrix} I^{(T-n)m} \\ -S_2^+ S_1 \end{bmatrix} V_1 + \begin{bmatrix} 0 \\ -S_2^+ A^T \end{bmatrix} x = \Gamma_V V_1 + \Gamma_x x. \quad (51) $$

Inserting (51) into problem (50) results in the following unconstrained optimization problem in the variable $V_1$

$$ J^*_V(x) = \min_{V_1} \frac{1}{2} V_1^T \bar{H} V_1 + x^T F V_1 + \frac{1}{2} x^T \bar{Y} x, \quad (52) $$

where the transformed problem matrices are given by $\bar{H} = \Gamma_V^T H \Gamma_V$, $\bar{F} = \Gamma_V^T H \Gamma_V + F^T \Gamma_V$, and $\bar{Y} = \bar{Y} + \Gamma_V^T H \Gamma_x + \Gamma_x^T F + F^T \Gamma_x$. Note that since $V(x) = \Gamma_x x$ is a feasible solution and $\text{Im}(\Gamma_V) = \text{Null}([S_1 \quad S_2])$, the solution is invariant under this change of coordinates, and the problems (50) and (52) are equivalent, cf. [6, p.132]. Furthermore, it always holds that $\bar{H} \in S_2^{(T-n)m}$ as the matrix $\Gamma_V$ has full rank. The optimal solution to the reduced problem can be computed easily as $V^*_1(x) = -\bar{H}^{-1} \bar{F}^T x$ which results in

$$ V^*(x) = \left( \Gamma_x - \Gamma_x \bar{H}^{-1} \bar{F}^T \right) x = K_V x. \quad (53) $$

Furthermore, the optimal cost is given by $J^*_V(x) = x^T P_V x$ with $P_V = \frac{1}{2} \left( \bar{Y} + \bar{F}^T \bar{H}^{-1} \bar{F} \right) \in S_2^+$. 
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