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Abstract: This work evaluates and analyzes the combination of imitation learning (IL) and differentiable model predictive control (MPC) for the application of human-like autonomous driving. We combine MPC with a hierarchical learning-based policy, and measure its performance in open-loop and closed-loop with metrics related to safety, comfort and similarity to human driving characteristics. We also demonstrate the value of augmenting open-loop behavioral cloning with closed-loop training for a more robust learning, approximating the policy gradient through time with the state space model used by the MPC. We perform experimental evaluations on a lane keeping control system, learned from demonstrations collected on a fixed-base driving simulator, and show that our imitative policies approach the human driving style preferences.
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1. INTRODUCTION

Human-like autonomous driving is a promising solution to increase user acceptance of autonomous vehicles (AVs). Current research is primarily focusing on data-driven approaches, such as imitation learning (IL), which shows great potential on learning policies end-to-end, as in Hu et al. (2022). However, the intensive use of deep learning in these approaches limits the safety, comfort and stability properties of the closed-loop system. Moreover, it is only marginally evaluated whether the learned behavior is human-like, in the sense of driving characteristics that distinguish a human driving style from a robotic one, and that can influence the passenger comfort. Recent works have also proposed a hierarchical framework for these learning-based control schemes, where they have been combined with model-based components such as model predictive control (MPC), e.g. Acerbo et al. (2020).

In this work, we investigate the use of differentiable MPC in IL for human-like AVs through experimental evaluations with human demonstrations. We identify the best design choice for robust learning of a human-like IL policy in the mix of MPC control, hierarchical policies and closed-loop training, where imitation losses are computed over simulations of policy and dynamics. Our contribution is threefold:

- We assess the impact of a differentiable parametric MPC policy compared to a pure learning-based one when training in open-loop, showing less tendency to the covariate shift. This enables us to evaluate our policy ability to imitate the human, under comfort and human-like metrics that can influence the passenger perception.
- We propose a hierarchical framework that combines MPC with a learning-based policy to better imitate some dynamic human-like behaviors, difficult to be incorporated in the MPC policy alone.
- We highlight how the MPC design can influence the closed-loop performance of the hierarchical policy trained in open-loop, by worsening the causal confusion. Hence, we demonstrate how closed-loop training can drastically reduce this effect, approximating the policy gradient over time with the state space model used by the MPC.

The paper is structured as follows: in Section 2, we provide an introduction on related works concerning IL for AVs and MPC with learning-based schemes. In Section
3. we present the generic formulation of the proposed IL approach combining MPC differentiability, hierarchical decomposition and closed-loop training. Finally, experimental results are provided in Section 4, applied to the design of a human-like lane keeping controller from human demonstrations.

2. BACKGROUND AND RELATED WORK

2.1 Imitation Learning for Autonomous Driving

Let us consider a fully observable Markov Decision Process characterized by a set of continuous states \( s \in \mathcal{S} \subseteq \mathbb{R}^{n_s} \), which can be controlled with a set of continuous actions \( a \in \mathcal{A} \subseteq \mathbb{R}^{n_a} \) and having a state transition probability distribution \( s_{t+1} \sim P(\cdot | s_t, a_t) \). An agent can control the system with a policy \( \pi(a_t|s_t) \). We denote the state occupancy measure \( \rho_s^* \) induced by a policy \( \pi \) as the density of occurrence of state \( s \), while following that policy, over an infinite time horizon, discounted by the factor \( \gamma: \rho_s^* = \sum_{t=0}^{\infty} \gamma^t P(s|\pi) \). Given an expert policy \( \pi_E \) to be imitated, IL tries to find a policy \( \pi \) minimizing the occupancy measure distance formulated as: \( \min_{\pi} \mathbb{E}_{s \sim \omega} [L(\pi_E, \pi)] = \mathcal{L}(\rho_{s|\pi_E}^*, \rho_s^*) \).

In the context of AVs, behavioral cloning (BC) is the IL algorithm with the most promising history of success, e.g. Bansal et al. (2018). Standard BC learns the policy through direct maximum likelihood, i.e. by minimizing the distance between the action distributions under the expert state occupancy measure as: \( \min_{\pi} \mathbb{E}_{s \sim \omega} L(\pi_E(s), \pi(s)) \).

BC is an open-loop (OL) learning algorithm, as it does not require further environment interactions. For this reason, BC suffers from the covariate shift problem, i.e. the policy \( \pi \) can become unpredictable in its own induced distribution of states, if far from the expert one. Among different solutions to mitigate this problem, it has been proposed to train the policy in closed-loop (CL), where imitation losses are computed over states obtained from simulations of the closed-loop system e.g., Bronstein et al. (2022). Nevertheless, CL learning is more expensive than OL, since it requires (1) to simulate the policy in the environment during the learning loop, (2) to backpropagate through time and (3) it needs solutions to estimate the policy gradient from the states.

2.2 Model Predictive Control and Reinforcement Learning

Model predictive control (MPC) is an optimal controller based on a receding horizon strategy, which can be written in its most general form as:

\[
\begin{align*}
  a &= \arg \min_{x,u} \sum_{k=0}^{N-1} l_k(x_k, u_k, \theta) + l_N(x_N, \theta) = l(x, u, \theta) \\
  \text{s.t.} \quad & x_0 = \hat{x} \\
  & x_{k+1} = f(x_k, u_k, \theta) \\
  & h(x_k, u_k, \theta) \leq 0 \\
  & a = u_0 .
\end{align*}
\]

At each time step, the current state of the system is estimated as \( \hat{x} \). Then, MPC minimizes a cost function \( l \) across a prediction horizon \( N \), where the evolution of the system is predicted with the state space model \( f \) and where states and controls should not violate the constraints specified by \( h \). MPC was recently proposed as a solution for safety and sample efficiency issues in IL and reinforcement learning (RL). Gros and Zanon (2020) showed that using a highly parametric MPC as a differentiable function approximator for RL results in safe and stable policies and allows MPC to optimize its closed-loop performance, even when its underlying model \( f \) is inaccurate and system identification is not performed. Amos et al. (2018) have benchmarked the use of differentiable MPC for classical IL/RL problems showing the advantages in terms of sample efficiency and learning flexibility with respect to generic IL and system identification.

3. MPC-BASED ImitATION LEARNING

This section presents the formulation and generic algorithmic framework of our method combining differentiable MPC and IL. Here, MPC parameters are given by preceding-learning-based components and the overall hierarchical policy is trained with imitation learning. Moreover, we present the use of MPC for closed-loop state cloning. The overall methodology is summarized in Figure 1.

3.1 Problem Formulation

We consider IL as the minimization of the occupancy measure distance, according to a certain metric \( L \). The system under study is controlled by a human with an unknown stochastic policy \( \pi_H \) as \( a_t \sim \pi_H(\cdot | s_t) \). Instead, the mimicking agent controls the system with a deterministic policy parametrized by \( \theta \) as \( a_t = \pi_\theta(s_t) \). We now formulate this problem in the context of inverse optimal control, where the policy is represented by an MPC, optimizing its control action \( a \) according to the state \( s \) and the parameters \( \theta \) that are part of the objective function, model and/or constraints:

\[
\begin{align*}
  \min_{\theta} \quad & \mathbb{E}_{s \sim \omega} [L(\pi_H(s), \pi_\theta(s))] = \mathcal{L}(\rho_{s|\pi_H}^*, \rho_s^*) \\
  \text{with} \quad & a(s) = \pi_\theta(s) \in \arg \min_{x,u} \ l(x, u, \theta) \\
  \text{s.t.} \quad & x_0 = s \\
  & x_{k+1} = f(x_k, u_k, \theta) \\
  & h(x_k, u_k, \theta) \leq 0 \\
  & a = u_0 . \tag{2}
\end{align*}
\]

Equation (2) describes a bilevel optimization problem. The upper-level problem entails realizing that policy \( \pi \) imitates the human policy \( \pi_H \), while the lower-level problem entails the control optimization of the MPC, given initial state \( s \). The adopted solution is based on first-order derivative information. The core idea is to compute the gradient of the parametrized solution of the MPC with respect to the optimization variables of the upper-level imitation problem, and then solve it as an unconstrained one with gradient descent steps of size \( \alpha, \theta \leftarrow \theta - \alpha \frac{\partial L}{\partial \theta} \), where:

\[
\begin{align*}
  \left( \frac{\partial L}{\partial \theta} \right)^T &= \left( \frac{\partial \pi_\theta}{\partial \theta} \right)^T \left( \frac{\partial L}{\partial \rho_s^* \pi_\theta} + \frac{\partial L}{\partial \rho_{s|\pi_H}^*} \right)^T . \tag{3}
\end{align*}
\]
In order to compute the gradient we must ensure that adjoint sensitivity and can be computed efficiently within very expensive to compute. However, in Eq. 3 we are only interested in a Jacobian-times-vector product of the form: $z^*$ is known, then we can write the KKT conditions as an implicit function $F(z^*, \theta) \leftrightarrow \pi(\theta)$. According to the implicit function theorem, we can write the Jacobian of $\pi$ as: $
abla_{z^*} \pi = -\left(\frac{\partial F}{\partial z}\right)^{-1} \frac{\partial F}{\partial \theta}$, where $z := \left(\frac{\partial z}{\partial \theta}, \frac{\partial z}{\partial \pi}\right)^T$. This is also known as adjoint sensitivity and can be computed efficiently within automatic differentiation engines at the cost of a linear system solve and a reverse mode sweep as in Andersson and Rawlings (2018): $\nabla_{z^*} F = -\left(\frac{\partial F}{\partial z}\right)^T \frac{\partial F}{\partial \theta}$. In order to compute the gradient we must ensure that $\frac{\partial F}{\partial \theta}$ is invertible. This means that, alongside the conditions of LICQ and SOCS, it is required that the optimal solution $z^*$ where we compute the gradient is at least locally unique.

### 3.2 Backpropagation through the MPC Problem

We now detail how to compute the gradient of a policy $\pi_\theta$ with an MPC control layer: $(\theta) = \left(\frac{\partial F}{\partial \theta}\right)^T$, i.e. the derivative of the MPC problem at its (locally) optimal solution. For simplicity of notation, let us introduce $z := [x, u, \lambda, \mu]$ as the vector of primal and dual variables of the finite-horizon optimal control problem associated to the MPC, each of them with $N$ components e.g., $x_0, x_1, \ldots, x_N$. At a local optimum $z^*$, if the problem satisfies the linear independence constraint qualification (LICQ) and the second-order sufficient conditions (SOCS) (Gros and Zanon (2020)), the Karush–Kuhn–Tucker (KKT) conditions hold. If the active set of the inequalities constraints hold, then we can write the KKT conditions as an implicit function $F(z^*, \theta)$ with the Jacobian of $\pi$ as: $\nabla_{z^*} \pi = -\left(\frac{\partial F}{\partial z}\right)^{-1} \frac{\partial F}{\partial \theta}$. The full $\nabla_{z^*} \pi$ may be very expensive to compute. However, in Eq. 3 we are only interested in a Jacobian-times-vector product of the form: $\nabla_{z^*} F = -\left(\frac{\partial F}{\partial z}\right)^{-1} \frac{\partial F}{\partial \theta}$.

### 3.3 Hierarchical Decomposition

To learn human behaviors from demonstrations, we suggest the need to have dynamic and adaptive MPC parameters, which can be obtained by combining MPC control with preceding differentiable layers. In this sense, let us consider some context information about the system at time $t$ in the form of a feature vector $\chi_t$, inferable from the system current state as $\chi_t = Q(s_t)$, where $Q$ may be unknown and/or non-differentiable. For example, $\chi_t$ may come from a high-dimensional input (e.g. camera images). For this purpose, we suggest to learn a function $\theta_t = g(\chi_t)$ that maps features $\chi$ to the MPC parameters $\theta$ at time $t$. We denote this approach as hierarchical decomposition. Then, the policy is written as: $a_t = \pi_{\theta_t}(\chi_t)(s_t)$.

### 3.4 MPC-based Closed-Loop State Cloning

We now present a CL learning algorithm that rolls out the policy in a simulation environment and does not require active human interaction. This algorithm is denoted as state cloning (SC). Let us consider simulated state trajectories of length $T$, induced by the policy $\pi_\theta$: $\tau_{\pi_\theta} = s_0, s_1, \ldots, s_T$, and state trajectories sampled from the collected human demonstrations: $\tau_{\pi_\theta} = s_0, s_1, \ldots, s_T$. We frame the CL learning problem as the minimization of the L2 state error $L(s_t, s^*) = \|s_t - s^*\|^2_2$, that maps features $\chi$ to the MPC parameters $\theta$ at time $t$. We denote this approach as hierarchical decomposition. Then, the policy is written as: $a_t = \pi_{\theta_t}(\chi_t)(s_t)$.

$$L_{s_{t+1}} = \nabla_s L_{s_{t+1}} \left(\frac{\partial F}{\partial \theta} a_t + \nabla_s F \nabla \theta s_{t+1}\right) \approx \nabla_s L_{s_{t+1}} \left(\frac{\partial F}{\partial \theta} a_t + \nabla_x F \nabla \theta s_{t+1}\right).$$

(4)

With BPTT future state errors are accounted by the earlier actions taken by the policy. We define $L(\theta) = \sum_{t=0}^T L(s_t, s^*)$ the sum of the L2 pose errors along a trajectory where $s_0 = s_0^*$. The gradient of $L(\theta)$ is computed by applying Equation (4) recursively, starting from $t = T$ down to $t = 0$. 

![Fig. 1. MPC-IL overview. Our framework uses a hierarchical policy made of a high-level learning-based model and a low-level differentiable MPC. The former uses generic features $\chi_t$ to learn the mapping to MPC parameters $\theta_t$, while the latter outputs the control action $a_t$ from $s_t$. This is applied to a black-box simulated environment, and closed-loop forward simulation is performed until time $T$ generating states $s = (s_0, \ldots, s_T)$. The imitation loss is computed as the L2 error between $s$ and the human recorded states $s^*$. The loss is backpropagated through time (BPTT) by approximating the backward environment dynamics with the state space model used by the MPC.](image-url)
are computed with: (1) the arc length \( \sigma \), representing the traveled distance along the road, (2) the lateral deviation \( d \), representing the lateral signed position on the road with respect to the centerline, along the normal axis of a normal-tangent \((n - t)\) centerline frame with its origin at the closest centerline point with respect to current vehicle position and positive \( t \) according to vehicle direction of travel, (3) the heading error \( \phi \), representing the difference between yaw angle of the vehicle and heading of the road. The kinematics of the vehicle evolve according to the changing curvature of the road \( \kappa(\sigma) \), that we assume as known. From Qian et al. (2016), the state equations for the kinematics are:

\[
\dot{\sigma} = \frac{v_x \cos \phi - v_y \sin \phi}{1 - \kappa(\sigma) d} \\
\dot{d} = v_x \sin \phi + v_y \cos \phi \\
\dot{\phi} = \psi - \kappa(\sigma) v_x \cos \phi - v_y \sin \phi}{1 - \kappa(\sigma) d}.
\]

As to the dynamics, we employ a bicycle model, with vehicle sideslip angle \( \beta \) and yaw rate \( \dot{\psi} \) as states (see Milliken et al. (1995) for details). The steering angle at the wheel is denoted as \( \delta \).

### 4.3 MPC Formulation

Based on the model chosen in the previous section, we can define the states and controls of the MPC as: \( x = (\beta, \dot{\psi}, \sigma, d, \phi) \), \( u = \delta \). The MPC is formulated as in the following equations:

\[
\min_{x,u} \sum_{k=0}^{N-1} l_k(x_k, u_k, \theta) \tag{6}
\]

\[
s.t. \quad x_{k+1} = f(x_k, u_k) \tag{7}
\]

\[-w/2 \leq d \leq w/2, \tag{8}
\]

where: eq. (7) is the 4th order Runge-Kutta discretization (sample time \( dt = 0.1s \) of the vehicle model in eq. (5)); eq. (8) represents the safety constraints related to the lane boundaries, whose width is \( w \); eq. (6) is the objective function whose parameters are learned with IL. The other states and controls are also box-constrained according to physical limits. The control horizon is chosen such that the controller has a lookahead distance \( d_{la} \), therefore \( N = \frac{d_{la}}{dt} \). The MPC is implemented using Rockit, by Gillis et al. (2020) and then translated into a PyTorch module.

### 4.4 Metrics

We measure policy performance using selected metrics belonging to four different areas:

1. **Imitation:**
   - Open-loop (OL) error: mean L2 error, in rad or rad/s, between the policy control action \( \pi_{\theta}(s_t^*) \) and the human control action \( a_t^* \), where \( s_t^* \) is taken from the validation batch of the human demonstrations.
   - Closed-loop (CL) likelihood: the human lateral deviation collected among the 10 laps \( d_{la} \) modeled as a Gaussian Process with independent variable \( \sigma \), such that \( d^s(\sigma) \sim N(\mu_\sigma, \text{Var}_\sigma) \). The policy \( \pi_{\theta} \) is rolled out on the track starting from a neutral position on the centerline, i.e. \( s_0 = 0 \) for \( t = 1, \ldots, T \) timesteps. Then, the CL imitation performance is computed as the mean likelihood of each \( dt \) point as:

\[
\frac{1}{T} \sum_{t=1}^{T} \frac{1}{\sqrt{2\pi \text{Var}_\sigma}} e^{-\frac{(d_t - \mu_\sigma)^2}{2\text{Var}_\sigma}} .
\]
(2) Safety. On the policy closed-loop simulation, the number of timesteps where there is a violation of the lane boundaries constraint.

(3) Comfort. On the policy closed-loop simulation, mean and standard deviation of the lateral jerk \( j_y \), in m/s².

(4) Human-like. Driving characteristics computed on the closed-loop simulations, to be compared with the ones computed from the human demonstrations:
- Lateral deviation from the centerline (d): mean and standard deviation, in meters.
- Steering Reversal Rate (SRR): the number, per minute, of steering wheel angle reversals larger than 5 degrees, as defined by Markkula and Engström (2006). The steering signal is filtered as 0.6Hz.

4.5 Results

In this section we present results of the different policies and imitation algorithms combinations. We assess the impact of a differentiable MPC policy, evaluate advantages and potential hidden pitfalls of a hierarchical MPC policy and demonstrate the importance of closed-loop state cloning to limit covariate shift. All the evaluation metrics are summarized in Table 1.

Effect of the Differentiable MPC Policy

We evaluate the effect of training a MPC policy in open-loop (OL), i.e. with behavioral cloning (BC). A feedforward neural network policy (NN) is considered as our base-policy and demonstrate the importance of closed-loop state cloning to limit covariate shift. All the evaluation metrics are summarized in Table 1.

Effect of the Hierarchical Decomposition

We evaluate the effect of a hierarchical variant of the policy, modifying the MPC objective function to track changing setpoints in \( d \) and \( \phi \) provided by the NN. The NN takes the feature vector \( \chi_t \), introduced in the previous paragraph, and outputs the desired setpoints for time instant \( t: (d_t, \phi_t) \). Subsequently, the MPC objective function is changed as: \( \min_{x,u} \sum_{k=0}^{N-1} (d_k - \bar{d}_k)^2 + (\phi_k - \bar{\phi}_k)^2 + W_d \delta^2_k \).

By keeping \( W_d = 1 \) fixed, the decomposition allows us to directly learn a mapping that imitates the observed human goals. This is done through supervised learning (SL) on the output setpoints of the NN: \( L = ||g(\chi_t) - (d_{t+Nd}^*, \phi_{t+Nd}^*)||^2_2 \), where \( g(\chi_t^*) \) is the output of NN given the human recorded state features \( \chi_t^*(s_t) \) and \( Nd \) is the prediction horizon length of the MPC in seconds. This yields a more human-like \( d \) in its dynamic content, i.e. in the standard deviation. Since the policy still shows high SRR and \( j_y \), we augment the state as \( x = (\beta, \psi, \sigma, d, \phi, \delta) \) and define the steering angle rate as our control action \( u = \dot{\delta} \). This allows us to penalize high frequency steering rate changes. Hence, the objective function becomes: \( \min_{x,u} \sum_{k=0}^{N-1} (d_k - \bar{d}_k)^2 + (\phi_k - \bar{\phi}_k)^2 + W_d \delta^2_k \). This combination yields the best overall performance: the CL likelihood of the \( d \) trajectory increases, together with less lateral jerk and more human-like SRR.

However, the hierarchical decomposition can still suffer from causal confusion, e.g. when we reduce the prediction horizon of the MPC by decreasing \( d_{t_0} \). By doing so, \( t + Nd \) gets closer to \( t \) and hence the optimal setpoint \( (d_{t+Nd}, \phi_{t+Nd}) \) gets closer to the NN input \((d_t, \phi_t)\) itself, generating spurious correlations between the input features and overall worsening the CL performance. As in De Haan et al. (2019), this phenomenon is called causal confusion: adding more information (e.g. history) as input to a policy trained with BC yields to a worse covariance shift. We test this phenomenon by decreasing \( d_{t_0} \) to 9.72 meters (0.7 seconds). This reduction causes a performance drop of 51% in the CL likelihood (from 0.98 to 0.48), which can also be seen qualitatively in Figure 3. In addition, the policy even slightly violates the lane boundaries constraint. We also test the effect of closed-loop training on this policy: the CL performance substantially drops, causing an unstable behavior.

Effect of the Closed-Loop State Cloning

To reduce the effect of causal confusion, we augment SL and BC with state cloning (SC) that, as detailed in Section 3.4, employs the MPC model to do closed-loop training on the states generated by the policy. In this case, the parameter \( \delta^* \) is also learned by the SC algorithm. We set the imitation loss on the lateral deviation \( d \), such that \( L(s_t, s_t^*) = ||d_t - d_t^*||^2_2 \). SC significantly improves the performance for the NN policy alone, which shows a more stable behavior and can imitate some human attributes, such as the standard deviation of \( d \). However, compared to the NN-MPC policy variants shown in the previous paragraph, we notice that the NN policy has worse comfort performance, e.g. on the lateral jerk, due to the high SRR. This is unsurprising as we do not explicitly optimize for these attributes in the imitation loss or in the policy itself. On the other hand, SC on the NN-MPC policy with \( d_{t_0} = 9.72 \) yields a 94% improvement (from 0.48 to 0.93) after 100 epochs on the
Table 1. Evaluation metrics for different policy and algorithm configurations. The tested policies differ in: type, i.e. MPC, neural network (NN) or a hierarchical combination of the two (NN-MPC); control action, i.e. steering angle $\delta$ or steering rate $\dot{\delta}$; length of the MPC prediction horizon, in meters ($d_h$); imitation algorithm, either in open-loop behavioral cloning or supervised learning (BC, SL) or augmented with closed-loop state cloning (SC). The top 3 best values for each metric are highlighted in bold.

| Configuration | Imitation | Safety | Comfort | Human-like |
|---------------|-----------|--------|---------|------------|
| Policy        | Algorithm | $a$    | $d_h$   | OL | CL | Off-Road | $j_y$ | $d$ | SRR |
| NN            | BC        | $\delta$ | /      | $0.01 \pm 0.00$ | 0.02 | 622 | 0.14 $\pm$ 0.14 | 29.32 $\pm$ 12.43 | 28.33 |
| MPC           | BC        | $\delta$ | 30     | 0.06 $\pm$ 0.20 | $0.93$ | 0 | 0.13 $\pm$ 0.19 | -0.58 $\pm$ 0.04 | 52.90 |
| NN-MPC        | SL        | $\delta$ | 30     | 0.39 $\pm$ 0.11 | $0.93$ | 0 | 0.24 $\pm$ 0.42 | -0.57 $\pm$ 0.30 | 62.5 |
| NN-MPC        | SL        | $\delta$ | 30     | 0.62 $\pm$ 0.18 | $0.98$ | 0 | 0.06 $\pm$ 0.09 | -0.53 $\pm$ 0.29 | 25.83 |
| NN-MPC        | SL        | $\delta$ | 9.72   | 0.11 $\pm$ 0.02 | 0.48 | 2 | $0.09 \pm 0.13$ | -0.50 $\pm$ 0.76 | 17.50 |
| NN-MPC        | SL + BC   | $\delta$ | 9.72   | $0.09 \pm 0.01$ | 0.02 | 678 | 0.08 $\pm$ 0.30 | -153.85 $\pm$ 111.34 | 5.83 |
| NN            | BC + SC   | $\delta$ | /      | $0.05 \pm 0.01$ | 0.80 | 0 | 0.11 $\pm$ 0.24 | -0.71 $\pm$ 0.26 | 67.50 |
| NN-MPC        | SL + SC   | $\delta$ | 9.72   | $0.30 \pm 0.07$ | $0.93$ | 0 | $0.07 \pm 0.09$ | $-0.46 \pm 0.17$ | 23.33 |
| Human         | /         | 1.22   | 0      | 0.09 $\pm$ 0.13 | -0.54 $\pm$ 0.39 | 19.5 |

CL imitation metric compared to SL, and no violations of the lane boundaries. Moreover, compared to the NN policy trained with SC, it performs better in terms of comfort and SRR, since they are indirectly optimized for in the MPC objective function. The improvement brought by SC can be seen qualitatively on the lateral deviation in Figure 3. It is worth reporting that employing SC directly without warm-starting with OL learning (BC/SL) leads to local minima that don’t yield the same level of performance, e.g. the NN-MPC policy with $d_h = 9.72$ initialized with random NN parameters starts from an unstable closed-loop behavior that SC cannot improve. This suggests that a combination of both OL and CL losses should be considered.

Fig. 3. Lateral centerline deviation for different policy and algorithm configurations.

5. CONCLUSIONS

We evaluated a hierarchical MPC-based imitation learning method over human driving behavior during a lane keeping task. We have evaluated different possible configurations of policy types and training algorithms with metrics that can correlate to passenger perception. We have demonstrated that the use of human demonstrations can be used to train closed-loop systems to imitate human-defined objectives. This research also highlighted the importance of closed-loop training to reduce the effect of causal confusion. Further works will include human in the loop subjective testing of the demonstrated policies, to investigate passenger perception of the objective metrics, and the use of camera images as inputs to the policy, to compare our method to end-to-end approaches.
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