Clusters in the critical branching Brownian motion
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Abstract

Brownian particles that are replicated and annihilated at equal rate have strongly correlated positions, forming a few compact clusters separated by large gaps. We characterize the distribution of the particles at a given time, using a definition of clusters in terms of a coarse-graining length recently introduced by some of us. We show that, in a non-extinct realization, the average number of clusters grows as $\sim t^{D_f/2}$ where $D_f \approx 0.22$ is the Hausdorff dimension of the boundary of the super-Brownian motion (SBM), found by Mueller, Mytnik, and Perkins. We also compute the distribution of gaps between consecutive particles. We find two regimes separated by the characteristic length scale $\ell = \sqrt{D/\beta}$ where $D$ is the diffusion constant and $\beta$ the branching rate. The average number of gaps greater than $g$ decays as $\sim g^{D_f-2}$ for $g \ll \ell$ and $\sim g^{-D_f}$ for $g \gg \ell$. Finally, conditioned on the number of particles $n$, the above distributions are valid for $g \ll \sqrt{n}$; the average number of gaps greater than $g \gg \sqrt{n}$ is much less than one, and decays as $\sim 4(g/\sqrt{n})^{-2}$, in agreement with the universal gap distribution predicted by Ramola, Majumdar, and Schehr. Our results interpolate between a dense SBM regime and a large-gap regime, unifying two previously independent approaches.
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1. Introduction

The critical branching Brownian motion (BBM) is a simple diffusion-reaction model: non-interacting Brownian particles have the same diffusive constant $D$, and can replicate themselves and be annihilated with an equal rate $\beta$; initially, there is one single particle at the origin. It is the critical point separating two dynamical phases: the sub-critical phase where the annihilation rate is greater and the process rapidly goes extinct; and the super-critical phase with a greater branching rate and an exponentially growing number of particles. At criticality, the number of particles is conserved on average, but displays strong statistical fluctuations that grow with time. The process survives up to time $t$ with probability $\propto 1/\beta t$; yet, if it survives, the typical number of particles is large $n_{typ} \propto \beta t$.

The positions of these particles are also strongly correlated at criticality. As particle creation takes place only where they already exist, they tend to agglomerate and form clusters. This clustering property (sometimes referred to as patchiness) makes the critical BBM model an interesting model in various domains of physics and biology, such as population dynamics [1–5], epidemics [6–8], genetics [9, 10], and neutron scattering in nuclear reactors [11–13]. While its applications often concern higher dimensions, clustering is the strongest in one dimension. Figure 1 shows a realization of the 1D BBM in spacetime. The herd of particles form a few dense clusters. They ebb and flow collectively, and are separated by large gaps from time to time. As a first step to quantitatively understand the clustering dynamics, we may seek to characterize the spatial distribution of the particles at a fixed time. One would like to define and count the clusters, and characterize the size distribution of the gaps between them. These are nontrivial questions, and have been recently pursued by two approaches.

The first one [14, 15] focuses on a natural observable: the gaps between consecutive particles. More precisely, the authors considered realizations with a fixed number $n$ of particles alive at time $t$, and computed exactly the probability distribution of the gap between the $k$th and $(k+1)$th consecutive particles, $k = 1, \ldots, n-1$, using a mapping to a hierarchy of Kolmogorov–Petrovsky–Piskunov [16] (KPP) equations. They found that this distribution has a well-defined limit as $t \to \infty$. Moreover, the limit probability density function $P_{n,k}(g)$ has a universal tail,

$$P_{n,k}(g) \simeq \frac{8D}{\beta g^3}, \quad g \to \infty,$$

where the prefactor is exact and the same for any $n$ and $k$. Here and below, $A \simeq B$ means that $A/B$ tends to one in the regime specified; $A \sim B$ means that $A/B$ tends to an unknown constant.

The second approach, mainly pursued in the probability theory literature, considers a continuum limit of the critical BBM, called the super-Brownian motion (SBM), where the branching rate is so large that it is more suitable to consider the system as a random fluid. It is then described by a time dependent random density profile $\rho \equiv \rho(x,t)$, which can be quite irregular, and whose time evolution is governed by a stochastic differential equation [17, 18]. It was pointed out recently [19] that this continuum limit of the BBM is equivalent to the Brownian force model, a mean-field theory of the avalanches which occur near the depinning transition of an elastic interface in a disordered medium [20–22]; in that context, the local density corresponds

---

3 Usually, one also modifies the initial condition and consider a large number of particles at $x = 0$ instead of one. However, if we condition on non-extinction, these two initial conditions are equivalent. See appendix B.
Figure 1. A realization of a discrete analogue of the critical branching Brownian motion (simulated up to 1024 time steps). In each time step, each particle replicates itself with probability $1/2$, and is removed otherwise. Then, each particle displaces by an independent standard Gaussian variable. The particles form dense clusters that can be separated by large gaps.

to the local velocity of the interface. The notion of clusters is well-defined in this continuum limit (see below). Indeed, $\rho$ is positive on a number of intervals, separated by gaps where $\rho = 0$. We can view these intervals as the clusters of the SBM. We can count them by measuring the size of their boundary (since every interval has two boundary points). It was shown in [23] (see also [24]) that in this continuum limit the boundary has a nontrivial fractal dimension, whose value $D_I$ is determined in terms of the leading eigenvalue of a particular Ornstein–Uhlenbeck generator with a killing term. Bounds were provided in [23] and here we determine $D_I \approx 0.22$ by solving numerically this Ornstein–Uhlenbeck problem (see (27) below). We can interpret this result as follows. As we just explained, the average number of clusters (in a non-extinct realization) is proportional to the size of the boundary of $\text{supp}(\rho) = \{x : \rho(x) > 0\}$, which can be in turn estimated as the extent spanned by the diffusing particles, $\propto \sqrt{t}$, raised to the power $D_I$ (by the definition of the fractal dimension). Therefore, we can write:

$$\langle N_c \rangle_{\text{non-ex}} \sim c (\sqrt{t})^{D_I} \sim c t^{0.11} \quad (2)$$

where $\langle \ldots \rangle_{\text{non-ex}}$ denotes an average on non-extinct realizations, and $c$ depends on a short-distance cutoff necessary to make $N_c$ finite (see (6) below). So, the number of clusters grows as a power law in time, albeit very slowly. This result raises a number of outstanding questions concerning the critical BBM model away from the continuum limit. How can we define the notion of clusters from a finite number of points? If so, can we recover (2)? Moreover, does the exponent $D_I$ inform us about the gaps? Last but not least, the results of the two approaches (2) and (1) seem completely unrelated. How can we reconcile them in a more complete picture?

2. Summary of results

2.1. Method

In this work, we address these questions using a simple approach recently introduced by some of us [25]. The basic idea is to consider a coarse-grain scale $b$, and assign to each particle an interval of size $b$ centered around it. If two particles are separated by a distance less than $b$, their respective intervals will overlap and form clusters. See figure 2 for an illustration. We shall take this as a definition of clusters and denote the number of clusters by $N_c(b)$, to
emphasize its \( b \) dependence. It is a decreasing function of \( b \). Indeed, for a fixed realization of \( n \) particles, \( N_c(b \to 0) = n \) as the intervals are too small to overlap with each other. As \( b \) increases, and exceeds the size of a gap, two neighboring clusters will merge and \( N_c(b) \) will decrease by one. Finally, when \( b \) is greater than all the gaps, \( N_c(b) = 1 \), as all the intervals are connected. In other words, \( N_c(b) \) is one plus the number of gaps larger than \( b \) for non-extinct realizations (\( N_c(b) = 0 \) for extinct ones):

\[
N_c(b) = \begin{cases} 
\text{number of gaps} \geq b & n > 0 \text{ (non-extinct)} \\
0 & n = 0 \text{ (extinct)} 
\end{cases}.
\]

Therefore its dependence on \( b \) is closely related to the distribution of the gaps. More precisely, in terms of \( P_{n,k}(g) \), the probability density function of the \( k \)-th gap conditioned on there being \( n \) particles, we have

\[
\langle N_c(b) \rangle_n = 1 + \sum_{k=1}^{n-1} \int_b^{\infty} P_{n,k}(g) \, dg, \quad n > 0,
\]

where \( \langle [\ldots] \rangle_n \) denotes an average conditioned on the number of particles at time \( t \).

2.2. Typical realizations

A first result of this work is to understand the large time \( \beta t \gg 1 \) behavior of \( N_c(b) \) of a typical non-extinct realization. Here, we heuristically derive it with a scaling argument combined with (2) (a more refined analysis presented later will confirm it). To do this, we identify the relevant length scales of the problem. They are the following, in decreasing order:

(a) the extent spanned by all the particles \( \xi \sim \sqrt{D} t \), i.e. the typical displacement of the leftmost and rightmost particle of the critical BBM [14].

(b) the ‘mean free path’ of a particle between consecutive branching/annihilation events, \( \ell = \sqrt{D/\beta} \). This length scale becomes 1 in the natural units \( D = \beta = 1 \).

(c) the inverse density, \( a \sim \xi/n_{typ} \sim \sqrt{D/(\beta^2 t)} \).

By dimensional analysis, \( N_c(b) \) must be a function of the two dimensionless quantities of the problem, \( \beta t \) and \( b/\ell \). Intuitively, we expect \( N_c(b) \sim n_{typ} \sim \beta t \) for very small gaps \( b \lesssim a \),
\(N_c(b) \sim 1\) for very large gaps \(b \gtrsim \xi\); Thus, \(N_c(b)\) can have the nontrivial \(t\) dependence (2) only at the remaining relevant length scale \(b \sim \ell\): \(N_c(b \sim \ell) \sim (\beta t)^{D/2}\); the \(\beta\) dependence here is fixed by the dimensional analysis. Finally, it is natural to expect that \(N_c(b)\) behaves as a power law in each of the scaling regimes \(a \ll b \ll \ell\) and \(\ell \ll b \ll \xi\). Gathering the above information, we surmise that:

\[
\langle N_c(b) \rangle_{\text{non-ex}} \sim \begin{cases} 
\frac{b^\mu}{\beta^\nu} \frac{t^\eta}{\ell^{\delta \nu}} & a \ll b \ll \ell \\
\frac{b^\mu}{\beta^\nu} \frac{t^\eta}{\ell^{\delta \nu}} & \ell \ll b \ll \xi
\end{cases}
\]  

(5)

In other words, most gaps of a typical realization fall into two categories, each governed by a different power law distribution. To understand this intuitively, we may inspect figure 1 once more in light of the formula (5). Many small gaps are not visible in that figure. Equation (5) predicts that their sizes are governed by a rather large exponent \(N_c(b) \propto b^{D/2} \approx b^{0.78}\). Most such gaps are comparable to the inverse density \(1/\sqrt{\ell}\). Meanwhile, the large gaps that are visible in figure 1 have a wide distribution, \(N_c(b) \propto b^{D/2} \approx b^{0.22}\). These predictions are verified numerically, see figure 4 in section 4 below.

We now make connection with the continuum limit of the SBM and of the Brownian force model. For this, we take \(\beta\) to infinity, while keeping \(D\) of order one in (5) so that the typical interparticle distance scale \(a \to 0\). Our result (5) becomes the following:

\[
\langle N_c(b) \rangle_{\text{non-ex}} \sim D^{\frac{D}{2}} \frac{t^{\frac{\eta}{\nu}}}{b^{-D_f}}, b \ll \sqrt{D_t} \text{ (SBM, or } \beta \gg 1 \text{ limit)}.
\]  

(6)

Indeed, the small-gap regime of (5) disappears (\(\ell \to 0\)), and the large-gap one extends to all values of \(b \lesssim \sqrt{D_t}\) and remains well-defined, being independent of \(\beta\). The \(t\) dependence of (6) and (2) are the same, yet (6) has the correct dimension. Its \(b\)-dependence should be interpreted as describing the size distribution of the gaps between neighboring connected components of the support of the density \(\rho\). In the SBM limit, there are infinitely many such gaps, which can be arbitrarily small. On the other hand, the average number of gaps \(\gtrsim b\) is finite, and decays as \(b^{-D_f}\). We can view \(b\) as the short-distance cutoff that is necessary to have a finite number of clusters. This cutoff is different from that introduced in [23], which is a cutoff on the value of the local density. In that sense the above result is new, and it is interesting to note that it also applies, as mentioned above, to the gaps in the support of the velocity in a mean-field avalanche.

### 2.3. Particle number conditioning

The puzzle remains with regard to the first approach [14, 15]: equation (5) still looks unrelated to (1). A second result of this work reconciles the two approaches by calculating the averaged cluster number, conditioned on a fixed number of particles \(n\) (at time \(t\)). We shall show that, the conditioned average number of clusters has a long-time limit with the following asymptotic behaviors for \(n \gg 1\):

\[
\langle N_c(b) \rangle_n - 1 \xrightarrow{t \to \infty} \begin{cases} 
\frac{c(b/\xi_n)^{-D}}{4(b/\xi_n)^{-2}} & 1 \ll b \ll \xi_n \\
\frac{b}{\xi_n} & b \gg \xi_n
\end{cases}, \xi_n = (Dn/\beta)^{\frac{1}{3}}.
\]  

(7)

Here, the crossover scale \(\xi_n\) can be understood as the typical extent of a realization with \(n\) particles. The result in the \(b \ll \xi_n\) regime involves an unknown factor \(c\) that is independent of \(b\). Yet, the prefactor of the \(b \gg \xi_n\) regime is exact.

Equation (7) reconciles the result (1) of [14] and (5) just announced. Indeed, the formula for \(b \gg \xi_n\) regime is consistent with (1). To see why, recall that \(\langle N_c(b) \rangle_n - 1\) is the average
number of gaps greater than \(b\). Then, equation (1) implies that each of the \(n - 1\) gaps is larger than \(b\) with probability \(4D/(\beta b^2)\). So the average total number of gaps greater than \(b\) is \(4(n - 1)D/(\beta b^2)\) by (4) \(^4\), which is asymptotically equivalent—including the prefactor—to (7) as \(n \gg 1\). Also, the formula for \(b < \xi_n\) is consistent with our result (5) without particle number conditioning: by setting \(n\) to be the typical number of particles alive at \(t\), \(n_{\text{typ}} \sim \beta t\), we recover the \(b \gg 1\) regime of (5).

Last but not least, (7) provides an additional insight on the distinct nature of the two approaches. It implies in particular \(\langle N, (b = \xi_n) \rangle_n \sim 1\), i.e. in a typical realization of \(n \gg 1\) particles, the largest gap size is comparable to \(\xi_n\). If we take a single typical configuration with \(n \gg 1\) particles and make a histogram of its \(n - 1\) gaps, according to (7), it will display a \(P(g) \sim g^{-\beta - 1}\) distribution with a cutoff at \(g \sim \xi_n\). Meanwhile, if we consider many realizations with \(n\) particles, large gaps \(g \gg \xi_n\) will appear from time to time. A histogram of the gaps of all the realizations combined will show a \(P(g) \sim g^{-3}\) power law for \(g \gg \xi_n\). Observing this numerically is very challenging, especially for large \(n\). Nevertheless, thanks to the knowledge of the exact prefactor, [14] was able to identify the \(g^{-3}\) regime for \(n \leq 10\).

The rest of the paper is organized as follows. In section 3 we analyze the model using a mapping to a KPP equation, and derive the predictions announced above. Section 4 reports a few numerical tests supporting the predictions. We close with concluding remarks in section 5. The main text is supplemented with Appendices containing analytical details and numerical methods.

3. Analysis of the KPP equation

3.1. Setting up the mapping

In this section we set up a mapping to a set of KPP equations that allows to calculate \(\langle N, (b) \rangle\) and related quantities in the critical BBM model. From now on we work with the natural units \(D = \beta = 1\). This amounts to measuring time in the unit of the inverse branching rate \(1/\beta\) and length in the unit of the mean free path \(\sqrt{D/\beta}\). Thus, the dependence on \(D\) and \(\beta\) can be readily restored.

Let \(x_1(t), \ldots, x_n(t)\) be the position of the particles; here \(n = n(t)\) is the number of particles, and is a random variable. Consider the following observable (here and below, \(\langle ... \rangle\) denotes an average on all realizations, including those already extinct by time \(t\); we recall that the initial condition is that of a single particle at the origin):

\[
E(x, t) := \left( \prod_{i=1}^{n} f(x - x_i(t)) \right),
\]

where \(f\) is any function (if \(n = 0\), the product is equal to 1 by convention). A standard backward recursion argument (see appendix A) shows that \(E(x, t)\) satisfies the following equation

\[
\partial_t E = \partial_x^2 E + (1 - E)^2, E|_{t=0} = f(x).
\]

It is often convenient to rewrite the KPP equation by considering

\[
F(x, t) := 1 - E(x, t),
\]

\(^4\) Note that we do not need to assume independence between gaps, since we are calculating a sum of expectation values, not a product.
in terms of which (9) becomes:

\[ \partial_t F = \partial_x^2 F - F^2, \quad F|_{t=0} = 1 - f(x). \]  

(11)

The above discussion applies to any \( f \). As a warm-up example, let us consider \( f(x) = e^{-\mu x} \), which is independent of \( x \). Then \( F(x,t) = 1 - \langle e^{-\mu n} \rangle \) is a moment generating function of the particle number \( n = n(t) \). The KPP equation reduces to an ordinary differential equation (ODE) \( F = -F^2, F(0) = 1 - e^{-\mu} \). the solution is

\[ F(x,t) = \frac{1}{(1 - e^{-\mu})^{-1} + t} := F_0. \]  

(12)

(Woe we gave the expression a name since it will appear a few times.) One can check that this corresponds to the following well-known distribution of particle number:

\[ \mathbb{P}(n(t) = 0) = 1 - \frac{1}{t+1}, \quad \mathbb{P}(n(t) = k > 0) = \frac{\mu^{k-1}}{(1+t)^{k+1}} \approx \frac{\mu}{t^2} e^{-k/t}. \]  

(13)

In this work, we shall focus on the following choice of \( f \) that allows to make connection with the quantity \( N_c(b) \):

\[ f(x) = e^{-\mu (|x| - b/2)} \]  

(14)

so that

\[ F(x,t) = 1 - \left( \prod_{i=1}^n \left( e^{-\mu (|x - x_i(t)| - b/2)} \right) \right). \]  

(15)

In plain words, a configuration \( x_1 < \ldots < x_n \) contributes 1 to \( F \) if \( x \) belongs to at least one of the intervals \( [x_i - b/2, x_i + b/2] \); otherwise, if \( x \) is outside the union of these intervals, the contribution is \( 1 - e^{-\mu n} \) where \( n = n(t) \) is the number of particles. As a consequence, integrating \( F \) over a large interval \( |x| < L \) gives

\[ \int_{-L}^L F(x) \, dx = 2LF_0 + \langle e^{-\mu \ell(b)} \rangle. \]  

(16)

where \( F_0 = 1 - \langle e^{-\mu n} \rangle \) is given above (12). We have introduced another geometric quantity of interest, \( \ell(b) \), called the extension, defined as the total length of the union of the intervals (the overlaps are counted only once). It is not hard to see that

\[ F(|x| \to \infty) \to F_0 = \frac{1}{(1 - e^{-\mu})^{-1} + t}. \]  

(17)

To get rid of diverging part \( 2LF_0 \), we can subtract \( F \) by \( F_0 \) and take \( L \to +\infty \) :

\[ \langle \ell(b) e^{-\mu n} \rangle = \int_{-\infty}^{+\infty} (F(x,t) - F_0) \, dx. \]  

(18)

How does this relate to the number of clusters? Thanks to a geometric relation: \( N_c(b) \) can be obtained by deriving \( \ell(b) \) with respect to \( b \):

\[ N_c(b) = \partial_b \ell(b). \]  

(19)

To see why this is so, consider the change of \( \ell(b) \) as \( b \) increases by an infinitesimal amount \( db \). The contributions come from the two extremities of each cluster, which expand by \( db/2 \), therefore, \( d\ell(b) = 2N_c(b)db/2 = N_c(b)db \). This is exactly (19).
Combining (19) and (18), we obtain

\[ \langle N_c(b) e^{-\mu n} \rangle = \int_{-\infty}^{+\infty} b F(x,t) dx. \] (20)

The equations (18) and (20) allow us to extract geometric information from the solution of the KPP equation. The presence of \( e^{-\mu n} \) will allow us to obtain \( \langle N_c(b) \rangle_n \), the mean cluster number conditioned on the number of particles, by an inverse Laplace transform and using (13). More precisely, for any observable \( O \), if its average conditioned on the particle number \( n \) depends on \( n \) as a power law,

\[ \langle O \rangle_n \approx n^a, \quad n \gg 1, \] (21)

using (13), we have

\[ \langle O e^{-\mu n} \rangle \approx \frac{1}{t} \int_0^\infty e^{-\mu n - n/b} dt \approx \frac{\Gamma(a+1)}{t^{\mu+1}}, \quad 1 \ll \mu^{-1} \ll t. \] (22)

The analysis of the KPP equation will provide a result in the form of (22), which we can readily translate to (21).

3.2. Overview of the analysis

In the rest of this section, we will analyze the following KPP equation:

\[ \partial_t F = \partial_x^2 F - F^2, \quad F|_{t=0} = \begin{cases} 1 & |x| \leq b/2 \\ 1 - e^{-\mu} & |x| > b/2 \end{cases}. \] (23)

The initial condition will be often referred to as a ‘plateau’ of width \( b \). Our goal is to establish the asymptotic behavior of the solution in a number of regimes, in order to derive the results announced in the introduction. We will proceed in two main steps. First, in section 3.3, we will set \( \mu = 0 \), and consider \( 1 \ll b \ll \sqrt{t} \) (typical large gap regime) as well as \( 1 \ll b^{-1} \ll \sqrt{t} \) (typical small gap regime). This analysis will lead to the result (5). Technically, it will crucially involve the Onstein–Uhlenbeck generator introduced in [23]. Next, in section 3.4, we will set \( \mu > 0 \), and consider various regimes where \( b \gg 1, t \gg 1 \) and \( \mu \gg 1 \), with the goal of deriving (7).

3.3. Typical regimes (\( \mu = 0 \))

In this section, we shall consider the KPP equation (23) with \( \mu = 0 \). Then, the initial condition \( F|_{t=0} = \theta(b/2 - |x|) \) becomes zero outside the plateau: it resembles a Dirac delta function viewed from a distance \( \gg b \). Indeed, we find numerically that the solution with a plateau initial condition has a similar long-time behavior as that with a delta initial condition, which has been well studied in the mathematical literature [23, 26]. We will first review the latter, and then discuss how to adapt the theory to our initial condition.

3.3.1. Delta initial condition: a review. Consider the KPP equation with a delta function initial condition,

\[ \partial_t F = \partial_x^2 F - F^2, \quad \lim_{t \to 0} F = \lambda \delta(x) . \] (24)

This equation has no interpretation in BBM but appears naturally in the SBM limit [23] and we will follow here the approach of that work. A main result thereof is that the solution has
the following long-time asymptotic Ansatz:

\[ F(x,t) = \frac{1}{t} \left[ f\left(\frac{x}{\sqrt{t}}\right) + Ct^{-\eta} \phi\left(\frac{x}{\sqrt{t}}\right) + \ldots \right]. \]

Let us explain this equation in detail.

The leading term \( t^{-1} f\left(\frac{x}{\sqrt{t}}\right) \) should be a solution to the KPP equation (23) itself. This imposes the following equation on \( f(y) \):

\[ f'' + y^2 f' - f^2 + f = 0. \]

This ODE has a unique nonzero solution that decays to 0 as \( y \to \pm \infty \). It can be also specified by the initial conditions \( f'(0) = 0 \) and \( f(0) = 0.6898 \ldots \). It resembles a Gaussian, and has a tail \( f(y) \sim |y| \exp\left(-y^2/4\right) \) as \( |y| \to \infty \) (see figure 3 for a plot).

The subleading term satisfies a linearization of the KPP equation around the leading term. One can express this as an eigenvalue equation involving an operator \( H \) acting on the function \( \phi(y) \):

\[ \eta \phi = H \phi, \quad H = -\partial_y^2 - \frac{y}{2} \partial_y + 2f(y) - 1. \]

Although \( H \) is not Hermitian, it is a generator of an Ornstein–Uhlenbeck process with a killing term and can be transformed into a Schrödinger Hamiltonian:

\[ H_S := e^{y^2/8} H e^{-y^2/8} = -\partial_y^2 + \frac{y^2}{16} + 2f(y) - \frac{3}{4}. \]

Therefore, \( H \) has all the spectral properties of a standard Schrödinger Hamiltonian. Because the potential is confining, it has a discrete spectrum. We determine \( \eta \) and \( \phi(y) \) as the ground state energy and eigenfunction, respectively \(^5\). \( \phi(y) \) has a Gaussian decay \( \sim e^{-y^2/4} \) as \( |y| \to \infty \) (which is determined by the diffusion term of the KPP equation). We fix the overall normalization of \( \phi \) by requiring that \( \phi(0) = 1 \). The value of \( \eta \) is not known in a closed form; we estimated it numerically as equal to \( \eta \approx 0.3904 \ldots \)

\(^5\) Note that there is another eigenfunction of \( H \), with negative energy. It tends to a nonzero constant as \( y \to \infty \), and maps to a non-normalizable wave-function of \( H_S \). That eigenfunction corresponds to an instability, and will be relevant in the crossover to a \( \mu > 0 \) solution, see appendix C below. Here, we shall restrict to decaying eigenfunctions of \( H \) that correspond to normalizable wavefunctions of \( H_S \).
We note that $\eta$ is related to the exponent $\lambda_0$ in [23], and to the fractal dimension $D_\eta$ by the following ([23], Theorem 1.3):

$$\eta = \lambda_0 - 1/2, D_\eta = 2 - 2\lambda_0 = 1 - 2\eta \approx 0.22,$$  \hspace{1cm} (30)

as quoted in the introduction. The eigen-function $\varphi(y)$ is plotted in figure 3. Its shape does not resemble a Gaussian, and has a pair of maxima away from 0.

The linear Schrödinger equation (27) alone cannot fix the prefactor $C$ of the subleading term in (25). Instead, $C$ must be determined by the initial condition. With $\delta$-function initial conditions, this can be done by a scaling argument. Indeed, the rescaling transformation

$$t = \alpha^2 t, x = \alpha x, F = \alpha^{-2} F$$

leaves the KPP equation $\partial_t F = \partial_x^2 F - F^2$ invariant, i.e. one obtains the same equation with tildes. The rescaling transforms the initial condition in (24) as follows: $\lambda = \alpha^{-1} \lambda$. Also, the Ansatz (25) transforms to itself, which implies $C = \alpha^{2\eta} C$. The above two equations together impose the following scaling law:

$$F_{t=0} = \lambda \delta(x) \implies C \propto -\lambda^{-2\eta}.$$  \hspace{1cm} (32)

Note that when $\lambda \to \infty$, $C \to 0$. The minus sign of (32) must be there since $C$ must increase with $\lambda$ (this is because the KPP equation is monotonous: if $F(x, t = 0) \geq F'(x, t = 0)$ for all $x$, then $F(x, t) \geq F'(x, t)$ for all $t$ and $x$).

3.3.2. Plateau initial condition. Having reviewed in some detail the solution to the KPP equation with a delta initial condition, we now turn to our plateau initial condition of width $b$. We expect the solution to obey the Ansatz (25) in the long time limit, with however a different prefactor $C$, which now depends on $b$. We now determine that dependence, as well as the time scale above which the Ansatz (25) is valid, for small and large $b$.

For small gaps, $b \ll 1$, the plateau is indistinguishable from a delta peak with $\lambda = b$. Therefore

$$C \sim -b^{-2\eta}, b \ll 1.$$  \hspace{1cm} (33)

We now argue that the asymptotic form (25) is valid only when $t \gg b^{-2}$ for small $b$. Indeed, the initial condition is very singular, so the diffusive term will dominate (against the nonlinear term) initially, leading to a Gaussian solution with $F(0, t) \sim b/\sqrt{t}$. Matching that with the behavior $F(0, t) \sim 1/t$ in (25) gives us a crossover time $t \sim b^{-2}$, beyond which (25) is valid.

The case of large gaps, $b \gg 1$, is different. Indeed, the asymptotic Ansatz (25) holds when and only when $t \gg b^2$; at earlier times, the solution $F(x, t)$ remains almost independent of $x$ away from the boundaries of the plateau. This changes when $t = O(b^2)$, the time for diffusion over a distance of order the size of the plateau. Having identified this time scale, we can determine $C$ by a scaling argument: the relative amplitude of the subleading term, $C t^{-\eta}$, should be of order unity at the only relevant time scale $t \sim b^2$. This fixes

$$C \sim b^{2\eta}, b \gg 1.$$  \hspace{1cm} (34)

The sign must be positive here since $C$ must increase with $b$. 


In summary, the long time asymptotic solution to the KPP equation is given by (25) with the prefactor $C$ satisfying (33) and (34):

$$F(x,t) = \frac{1}{t} \left[ f(x/\sqrt{t}) + C r^{-\eta} \varphi(x/\sqrt{t}) + \ldots \right] , \quad C = C(b) \sim \begin{cases} b^{-2\eta} & 1 \gg b \gg 1/\sqrt{t} \\ b^{2\eta} & 1 \ll b \ll 1/\sqrt{t} \end{cases} . \quad (35)$$

Applying (18) (with $\mu = 0$ and $F_0 = 0$) to this equation we obtain the average extension

$$\langle \ell(b) \rangle \sim c_0 t^{-\frac{1}{2} + \frac{1}{2} - \eta} + \ldots , \quad 1/\sqrt{t} \ll b \ll 1/\sqrt{t} \quad (36)$$

where $c_0 = \int_{-\infty}^{+\infty} f(y) dy = 2.913 \ldots$ Now, the mean cluster number is given by deriving $\langle \ell(b) \rangle$ with respect to $b$ (19), so only the subleading term $\propto C(b) t^{-\frac{1}{2} - \eta}$ contributes, and we obtain the following:

$$\langle N_c(b) \rangle \sim \begin{cases} b^{2\eta - 1} t^{-\frac{1}{2} - \eta} & 1 \ll b \ll \sqrt{t} \\ b^{2\eta - 1} t^{-\frac{1}{2} - \eta} & 1 \gg b \gg 1/\sqrt{t} \end{cases} . \quad (37)$$

Since the above averages include extinct realizations, it is helpful to restrict to the non-extinct ones, recalling that the BBM survives with probability $\sim 1/t$ (13):

$$\begin{array}{|c|}
\hline
\langle \ell(b) \rangle_{\text{non-ex}} \sim c_0 t^{\frac{1}{2}} , \quad c_0 = 2.913 \ldots , \quad 1/\sqrt{t} \ll b \ll \sqrt{t} , \\
\langle N_c(b) \rangle_{\text{non-ex}} \sim \begin{cases} b^{2\eta - 1} t^{\frac{1}{2} - \eta} & 1 \ll b \ll \sqrt{t} \\ b^{2\eta - 1} t^{\frac{1}{2} - \eta} & 1/\sqrt{t} \ll b \ll 1 \end{cases} . \\
\hline
\end{array} \quad (38)$$

This is the main result of this section. The part concerning $N_c(b)$ is announced in (5) in terms of the fractal dimension $D_t = 1 - 2\eta$ (30), where we also restored the dependence on $\beta$ and $D$ by requiring that $N_c(b)$ be dimensionless.

A striking point of (38) is that the leading asymptotic of $\langle \ell(b) \rangle_{\text{non-ex}} \sim t^{1/2}$ is independent of $b$, including the prefactor. This means that the particles form a rather compact bulk within the diffusive length scale $|x| \lesssim \sqrt{t}$, densely populating a finite portion of that length. Changing the coarse-graining scale affects that portion only by an infinitesimal amount in the $t \rightarrow \infty$ limit. Furthermore, the average number of clusters grows qualitatively more slowly than the extension, indicating the existence of large clusters. All of the above is reminiscent of the spatial distribution of all the positions visited by a critical branching fractional Brownian motion in certain dimensions [25].

We remark that $t F(x,t)$ is the probability, conditioned on non-extinction, that there is at least one particle in $|x - b/2, x + b/2|$. Therefore, (35) implies that, when $t$ is large, this probability is given by $f(x/\sqrt{t})$, plotted in figure 3. Similarly, $t \partial_x F(x,t)$ is the probability density (conditioned on non-extinction) that the closest particle to $x$ is at distance $b/2$ from $x$. For $t$ large, this probability is proportional to $\partial_x C(b) t^{-\eta} \varphi(x/\sqrt{t})$, where $C(b)$ has the two limiting behaviors given in (35). The shape of $\varphi(y)$ (figure 3) with two maxima away from $y = 0$ means that it is more probable to have gaps away from the origin (which is where the BBM started).
3.4. Conditioned regimes ($\mu > 0$)

We now turn to study the averages with particle number conditioning, by setting $\mu > 0$ but $\mu \ll 1$. We also focus uniquely on the large gaps $b \gg 1$. There are thus two large time scales:

(a) $b^2$ is the characteristic time for a Brownian particle to displace by a distance $b$; thus, gaps of size $b$ can probably appear when and only when $t \gtrsim b^2$. In terms of the KPP equation, $b^2$ is the time it takes for the plateau to ‘melt’ under diffusion.

(b) $\mu^{-1}$ is a time scale set by the conditioning on the particle number. Indeed, the effect of $\mu$ is to suppress the contribution of the realizations with $n \gg \mu^{-1}$. Thus, by (13), for $t \ll \mu^{-1}$, there are virtually no such realizations, so $\mu$ has no effect; for $t \gg \mu^{-1}$, the typical realizations (with particle number $\gg \mu^{-1}$) are suppressed, and we are favoring realizations with atypically few particles.

In terms of the KPP equation, $\mu^{-1}$ is the time scale of the plateau melting under the effect of the nonlinear term. Indeed, If we solve the KPP equation (23) approximately by ignoring the diffusive term, we get an ODE $\ddot{F} = -F^2$, which has a solution

$$F(x,t) = \begin{cases} \frac{1}{1 + \mu t}, & |x| < b \\ F_0 \approx \frac{1}{\mu^{-1} + \mu t^2}, & |x| > b \end{cases}.$$ (39)

Here we also approximated $(1 - e^{-\mu}) \approx \mu$ as $\mu \ll 1$. The ratio between the two values tends to 1 when $t \gg \mu^{-1}$.

From the above discussion, it is reasonable to expect that the asymptotic behavior of the solution to the KPP equation depends crucially on whether $\mu^{-1}$ or $b^2$ is greater; we will call the regime where $b^2 \ll \mu^{-1}$ ($b^2 \gg \mu^{-1}$) the typical gap regime (rare gap regime, respectively). The analysis of the typical gap regime (section 3.4.1) relies on the preceding $\mu = 0$ results; meanwhile, the rare gap regime (section 3.4.2) calls for a distinct approach, somehow reminiscent of that in [14].

3.4.1. The typical gap regime. In the typical gap regime where $b^2 \ll \mu^{-1}$, the plateau of the initial condition (23) will first melt by diffusion, when $t \sim b^2$. After that, there are two time regimes. At intermediate time, $b^2 \ll t \ll \mu^{-1}$, the solution can be viewed, for all practical purposes, as identical to the one with $\mu = 0$. That has been studied above, and we found the following asymptotic form:

$$F(x,t) = \frac{1}{t} \left[ f(x/\sqrt{t}) + Ct^{-\eta} \varphi(x/\sqrt{t}) + \ldots \right], C \sim b^{2\eta}, b^2 \ll t \ll \mu^{-1}.$$ (40)

Now, when $t \gg \mu^{-1}$, the nonzero value of $\mu$ can no longer be ignored, and dictates the large distance asymptotics of the solution $F(x \to \infty) = F_0 \sim 1/t$. Thus, the Ansatz above with $f(|y| \to \infty) \to 0$ is invalid.

Nevertheless, a similar Ansatz with a different leading order scaling function $f(y) \to f_1(y) = 1$ becomes valid. Indeed, $f_1(y) = 1$ is a solution to (26). Then, the eigenvalue equation (27) becomes equivalent to that of an oscillator: the ground state energy is $\eta \to \eta_1 = 3/2$, and the ground state wavefunction $\varphi(y) \to \varphi_1(y) = e^{-y^2/4}$. However, it is important to note that $\varphi_1(y)$ is the dominant (with the slowest decay) perturbation that vanishes as $|y| \to \infty$. There is one more perturbation, which is constant in $y$: $\varphi_0(y) = 1$, and with $\eta_0 = 1$. In terms of the
Schrödinger Hamiltonian, it corresponds to an non-normalizable wavefunction. Such a perturbation term was not allowed in the $\mu = 0$ case above since $F$ has to vanish at infinity there. When $\mu > 0$, this term must exist, and its amplitude is determined by the large-$x$ behavior of $F$:

$$F(x \to \infty) = F_0 = \frac{1}{\mu^{-1} + t} = \frac{1}{t} \left(1 - \mu^{-1} t^{-1} + \ldots\right),$$

see (17) above.

Gathering the above, we have

$$F(x, t) = \frac{1}{t} \left[1 - \mu^{-1} t^{-1} + C_1 t^{-\frac{3}{2}} e^{-x^2/4t} + \ldots\right], \quad b^2 \ll \mu^{-1} \ll t. \quad (41)$$

Again, we need to determine the prefactor $C_1$. In principle, we need to characterize the crossover between the two asymptotic Ansätze; this is done in appendix C. However, the result of that analysis can be mostly recovered by a simple argument, which consists in matching the above two Ansätze with $x = 0$ at the crossover time $t = \mu^{-1}$:

$$C_1 \mu^{3/2} \sim f(0) + c_1 b^2 \mu^n. \quad (42)$$

This fixes $C_1$ and gives

$$F(x, t) = \frac{1}{t} \left[1 - \mu^{-1} t^{-1} + \left(c_0^0 (t\mu)^{-\frac{3}{2}} + c_1 t^{-\frac{3}{2}} b^2 \mu^{n-\frac{3}{2}}\right) e^{-\frac{x^2}{4t}} + \ldots\right] \quad (43)$$

where $c_0^0 \approx f(0)$ and $c_1$ is a order one constant independent of $b, t$ and $\mu$. Plugging that into (18) and (20) we have

$$\langle (\ell b) e^{-\mu \ell} \rangle \sim t^{-\frac{3}{2}} \mu^{-\frac{1}{2}}, \quad \langle N_c (b) e^{-\mu n} \rangle \sim t^{-\frac{3}{2}} \mu^{n-\frac{3}{2}} b^{2n-1}. \quad (44)$$

By comparing to (21) and (22), we see that this corresponds to the following average conditioned on particle number:

$$\langle (\ell b) \rangle_n \sim n^\frac{1}{2}, \quad \langle N_c (b) \rangle_n \sim n^{\frac{1}{2} - n} b^{2n-1}, \quad 1 \ll b \ll \sqrt{n} \ll \sqrt{t}. \quad (45)$$

Equation (45) is the $b \ll \sqrt{n}$ case of the result (7).

It is interesting to remark that (45) is identical to (38) upon replacing $n$ by $t$. This can be understood as follows: when the particle number $n \ll t$ is atypically small, the particles at $t$ have a recent common ancestor at time $t' = (t - n)$. As far as $\ell (b)$ and $N_c (b)$ are concerned, the effective ‘age’ of the BBM is $n$ instead of $t$. Thus, the cluster structure discussed below (38) prevail as we condition on a large particle number $n$.

### 3.4.2. The rare gap regime

In the rare gap regime, where $b^2 \gg \mu^{-1}$, the plateau of the initial condition in (23) will melt first from the action of the nonlinear term in the KPP equation. Indeed, (39) is a good approximation at $t \ll b^2$ almost everywhere. As a consequence, as $t$ exceeds $\mu^{-1}$, $F(x, t)$ becomes almost a constant. Indeed, the ratio between the values $F$ inside and far from the plateau is

$$\frac{F(|x| \ll b)}{F_0} = \frac{t + \mu^{-1}}{t + 1} \approx 1 + \frac{1}{t \mu}. \quad (46)$$

---

6 This is a rough approximation. A numerically exact estimate is $c_0^0 \approx 1$, see appendix C.
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The last approximation is valid for \( t \gg 1, \mu^{-1} \gg 1 \). Thus, we can fix a time \( t_0 \) such that \( t_0 \ll b^2 \) (so the approximation \( 39 \) is still valid) and that \( 1/(\mu t_0) \) is small. At later time, the solution can only become closer and closer to the constant \( F_0 \), since both terms \( \partial_t^2 F \) and \( -F^2 \) make the solution more uniform. Therefore, we can treat the KPP equation for \( t \geq t_0 \) by a perturbation expansion around the constant solution \( F_0 = 1/(\mu^{-1} + t) \) \((12)\). The expansion is controlled by the small parameter \( 1/(\mu t_0) \). We write

\[
F = F_0 + aF_1 + a^2F_2 + \ldots, \quad a = (\mu t_0)^{-1}
\]

is the small parameter. As we explained above, the zeroth order solution is the constant \( F_0 = 1/(\mu^{-1} + t) \) \((12)\). Plugging \((47)\) into \((23)\) and comparing order by order in \( a \), we find

\[
(\partial_t - \partial_x^2 + 2F_0)F_1 = 0, \quad F_1|_{x=0} = \frac{1}{\mu^{-1} + t_0} \theta(b/2 - |x|),
\]

\[
(\partial_t - \partial_x^2 + 2F_0)F_2 = -F_1^2, \quad F_2|_{x=0} = 0,
\]

and so on. Here, the initial condition of \( F_1 \) comes from \((46)\), which implies \( F|_{x=0} \ll b, t = t_0 \approx F_0(1 + a) \) (while outside the plateau, \( F(t = t_0) \approx F_0 \)). We will then extract the extension and gap distribution order by order:

\[
\langle \ell(b)e^{-\mu x} \rangle = \ell^{(1)} + \ell^{(2)} + \ldots, \quad \ell^{(m)} := \frac{1}{d} \int F_m(x,t)dx,
\]

\[
\langle N_c(b)e^{-\mu x} \rangle = N_c^{(1)} + N_c^{(2)} + \ldots, \quad N_c^{(m)} := \partial_x \ell^{(m)}.
\]

To carry out the perturbation calculations, it is convenient to introduce a retarded propagator \( G \) defined by the following

\[
(\partial_t - \partial_x^2 + 2F_0)G(x,t|y,s) = \delta(x-y)\delta(t-s), \quad G|_{t<0} = 0.
\]

The solution can be explicitly found

\[
G(x,t|y,s) = p(x-y,t-s)\left(\frac{\mu^{-1} + s}{\mu^{-1} + t}\right)^2, \quad p(z,u) = \frac{1}{\sqrt{4\pi u}} e^{-\frac{z^2}{4u}}.
\]

Here \( p \) is the usual diffusive kernel. Note that the Green function is translation invariant in space but not in time.

Using the Green function, we can readily solve the perturbative KPPs, \((48)\) and \((49)\). At first order, we have

\[
F_1(x,t) = \int G(x,t|y,t_0)F_1(y,t_0)dy = \frac{(\mu^{-1} + t_0)}{(\mu^{-1} + t)^2} \int_{-b/2}^{b/2} p(x-y,t-t_0)dy.
\]

Plugging this into \((50)\) and \((51)\), the integral over \( p \) being unity, we find rather trivial geometrical information:

\[
\ell^{(1)} \sim \frac{b}{\mu t_0^2}, \quad N_c^{(1)} \sim \frac{1}{\mu t_0^2}.
\]

These can be understood as follows. The coarse-grain scale \( b \) is so large that a realization will either have a single cluster of length \( b \) or no clusters (if it is extinct). So a realization with \( n > 0 \) particles contributes \( e^{-\mu n/a} \) (and \( e^{-\mu b} \) to \( N_c^{(1)} \) (and \( \ell^{(1)} \), respectively); extinct ones do not contribute. We can check that \((55)\) follows from \((13)\) in the limit \( t \gg \mu^{-1} \gg 1 \): indeed, for the cluster number, \((13)\) implies \( e^{-\mu n/a} \approx t^{-2} \int_0^{\infty} e^{-\mu n/a}n^{1/2}dn = 1/(t(1 + \mu t)) \approx 1/\mu t^2 \) (a similar calculation applies to the extension).
At second order,

\[ F_2(x, t) = -\int_0^t ds \int dy G(x, t|y, s) F_1(y, s)^2. \]  

(56)

The computation of \( \ell^{(2)} \) is a bit lengthy, see appendix D.1. The result is simple when \( t \gg b^2 \):

\[ \ell^{(2)} \simeq -\frac{1}{\mu^2} \frac{4}{b}, N_c^{(2)} \simeq -\frac{1}{\mu^2} \frac{4}{b^2}. \]  

(57)

The higher order contributions \( \ell^{(k)} \) and \( N_c^{(k)} \) are more tedious to compute, but their \( t, \mu \) and \( b \) dependence can be obtained by a diagrammatic power-counting (see appendix D.2):

\[ \ell^{(k)} \sim \frac{b^{3-2k}}{t^k \mu^k}, N_c^{(k)} \sim \frac{b^{2-2k}}{t^k \mu^k}. \]  

(58)

Since we are interested in the regime \( b^2 \gg \mu^{-1} \), these contributions are more and more sub-leading as the order increases. Thus, it is justified to stop the perturbation expansion at second order (by contrast, in the \( b^2 \ll \mu \), the present perturbation theory would break down). Combining both orders, we obtain

\[ \langle N_c(b)e^{-in} \rangle = N_c^{(1)} + N_c^{(2)} + \cdots \sim \frac{1}{\mu^2} + \frac{4}{\mu^2 b^2} + \cdots, 1 \ll \mu^{-1} \ll b^2 \ll t. \]  

(59)

One may check, by (21) and (22), that (59) is equivalent to the following gap distribution conditioned on the number of particles:

\[ \langle N_c(b) \rangle_n - 1 \simeq -\frac{4n}{b^2}, 1 \ll \sqrt{n} \ll b \ll \sqrt{t}. \]  

(60)

Sending \( t \to \infty \), we obtain the \( b \gg \sqrt{n} \) case of the result (7) announced in the introduction. As we discussed there, equation (60) is in full agreement with the universal gap distribution prediction (1) of [14, 15], including the exact prefactor, as we discussed below (7). In fact, the perturbative approach here is closely related to the hierarchy of traveling wave equations considered in these works, which allow to obtain detailed information on the \( k \)th gap. The order of expansion here corresponds to the number of particles. It is thus not surprising that we need to go to second order to access information about gaps.

4. Numerical study

We studied the model with two numerical methods: direct simulation, and numerical integration of the KPP equations.

4.1. Direct simulation

We measured directly the cluster number \( \langle N_c(b) \rangle \) in a discrete-time analogue of the critical BBM. The time evolution takes place by stroboscopic steps. In each step, each particle replicates itself (into two particles at the same position) with probability \( 1/2 \), and is removed with probability \( 1/2 \). Then, each of the remaining particles displaces by an independent Gaussian variable of zero mean and unity variance. This model is expected to be in the same universality class as the continuous-time critical BBM, while being simpler to simulate. We also applied an
Figure 4. Results of the direct numerical simulation of a discrete-time analogue of the critical BBM. **Main**: the average cluster number $\langle N_c(b) \rangle$ as a function of $b$, for various values of $t = 2^8, 2^9, \ldots, 2^{17}$ (see inset for color code). The data are divided by $\langle N_c(b_0) \rangle$, $b_0 = 5$ to highlight the $b$ dependence. The dashed lines indicate the predicted power laws $b^{-2\eta-1} \approx b^{-1.78}$ (for small $b$) and $b^{2\eta-1} \approx b^{-0.22}$ (for large $b$), with arbitrarily adjusted prefactors. **Inset**: the average cluster number with $b = b_0$ restricted to non-extinct realizations. The solid line indicates the predicted power law $t^{1/2-\eta} \approx t^{0.11}$, with arbitrarily adjusted prefactors. See appendix E.1 for numerical methods. We average over $10^6$ gaps for each value of $t$. 

importance sampling technique to generate more realizations with large number of particles, see appendix E.1 for details.

The main result of the simulation is presented in figure 4. First, we plot the average cluster number, conditioned on non-extinction, with a coarse-graining scale of order unity ($b = b_0 = 5$), as a function of time. It shows a slow but visible increase, in nice agreement with the prediction $t^{1/2-\eta} \approx t^{0.11}$ (38) with $\eta \approx 0.39$ (29), see inset of figure 4. Then, we focus on the $b$ dependence. As $t$ increases, we observe the emergence of two distinct power laws, with a crossover at $b \sim b_0$. The data are compatible with the predictions $b^{-2\eta-1} \approx b^{-1.78}$ for small $b$ and $b^{2\eta-1} \approx b^{-0.22}$ for large $b$. We note however that the relatively small value of the large-gap exponent makes it challenging to confirm without ambiguity; indeed, in figure 4, the large-gap power law appears essentially flat compared to the small-gap one. We shall find more convincing evidence by numerically integrating the KPP equation.

4.2. Integrating the KPP equation

We have seen that precisely observing the large gap exponent in (38) requires many orders of magnitude in space and time. In fact, it remains laborious even if we resort to the semi-numerical approach of integrating the KPP equation. To overcome this difficulty we used a integrate-and-coarse-grain scheme that allows us to access large space-time scales with moderate computation resource, see appendix E.2 for details.

The main results are displayed in figure 5. In the left panel, we plotted the average cluster number, for large $b$, in the same way as in figure 4 above, i.e. factoring away the dependence on $t$. By going up to $t \sim 10^6$, we observe a well-established power law $\langle N_c(b) \rangle \sim b^{2\eta-1}$, further corroborating the result (38).
Figure 5. Results obtained from numerical integration of the KPP equation. **Left panel:** average cluster number, with the predicted \( t \) dependence removed, \( \rho^{\eta+1/2} \langle N_c(b) \rangle \), for \( b \in [5, 5000] \) and \( t = 20, \ldots, 8 \times 10^7 \) (represented by color, from red to blue). The dashed line indicates the \( b^{2\eta-1} (\eta = 0.39) \) prediction, with arbitrarily adjusted prefactor. **Right panel:** testing the prediction (61) on the cluster number with particle number conditioning, for a few values of \( \mu \). The value of \( t \) alternates between \( 3.3 \times 10^8 \) and \( 1.3 \times 10^9 \). The blue dashed line plots the power laws \( (b\mu^{1/2})^{2\eta-1} \) with an arbitrarily adjusted prefactor. The black solid lines depict \( 8(b\mu^{1/2})^{-2} \) with the predicted exact prefactor. See appendix E.2 for numerical methods.

We also integrated the KPP equation with \( \mu \neq 0 \), in order to observe the crossover between the typical and rare gap regimes. More precisely, we test the predictions (44) and (59), which can be reformulated as follows: in the long time limit,

\[
-b\partial_b \langle N_c(b)e^{-\mu n} \rangle t^2 \mu \sim \begin{cases} 
(\mu^{1/2} b^{2\eta-1}) & \text{if } b \ll \mu^{-1/2}, \\
8(\mu^{1/2} b^{2\eta-2})^{-2} & \text{if } b \gg \mu^{-1/2}.
\end{cases}
\]

(61)

where the prefactor in the \( b \gg \mu^{-1/2} \) is exact, and the \( b\partial_b \) derivative is introduced to get rid of the \( b \)-independent term in (59). This prediction is nicely confirmed by numerics, see figure 5, right panel. This result complements the numerical work in [14, 15] performed on fixed particle number sectors.

5. Discussion

We characterized the clustering structure of the 1D critical BBM, adopting an approach introduced in [25]. This allowed us reconcile the result of [14, 15] focusing on gap statistics in fixed particle number sectors, and that of [23] focusing on the continuum limit. Our approach is based on a mapping to the KPP equation. Its asymptotic solution is always given by a perturbative expansion, yet around different backgrounds depending on the regime. Our analysis of the KPP equation is not rigorous, but is well supported by numerics. We note that the analysis of the KPP equation—in particular in the regime \( t \ll \mu^{-1} \), corresponding to no conditioning on the particle number—is reminiscent of that of the instanton equation in our previous work [25]. There, we analyzed the clusters of all the positions (integrated over time) visited by a critical branching fractional Brownian motion. The number of these clusters is also governed by a nontrivial exponent controlling the subleading asymptotics of the solution, analogous to the exponent \( \eta \) (and to the fractal dimension of the boundary \( D_f = 1 - 2\eta \)) crucial to the present work.
Critical BBM displays clustering (patchiness) in higher dimensions as well. The results of this work apply to the projection of a d-dimension BBM onto one direction. We can also consider generalizing the present method to $d > 1$, by assigning a patch (a disk in 2D, a ball in 3D, ...) of radius $b$ to each point, so that nearby balls overlap and form clusters. A similar mapping to a KPP equation allows us to compute directly the average d-dimensional volume $V$ occupied by the patches. However, differentiating with respect to $b$ no longer yields the cluster number $N_c(b)$ for $d > 1$ but other topological numbers. For example, in 2D, the second derivative of the area $\partial^2_b A$ is proportional to the difference between the number of clusters and holes. Therefore, counting clusters in higher dimensions remains an interesting problem. On the other hand, we expect it to be rather straightforward to extend the present approach to 1D branching fractional Brownian motion, i.e. random walks with long-range hopping; results on this topic will be reported elsewhere.
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Appendix A. Derivation of the KPP equation

We derive of the KPP equation (9) by a backward recursion argument. The initial condition follows from definition. Now, the backward recursion consists in considering what can happen during the initial elapse $t \in [0, dt]$:

(a) The initial particle branches into two with probability $dt$. In that case $E(x) \rightarrow E(x)^2$ (because from that moment, the two individuals act independently from now on with the same law), thus giving a contribution $(E^2 - E)dt$ to $dE$.
(b) The initial particle is annihilated with probability $dt$. Then $E(x) \rightarrow 1$, giving a contribution $(1 - E)dt$ to $dE$.
(c) The initial particle displaces to $dx_0$, then $E(x) \rightarrow E(x - dx_0)$, giving a contribution

$$E(x - dx_0) - E(x) = -\partial_x E(dx_0) + \frac{1}{2} \partial^2_x E \langle (dx_0)^2 \rangle = \partial^2_x Edt$$

to $dE$: here we used Itô calculus (expanding to second order) and that $\langle dx_0 \rangle = 0, \langle (dx_0)^2 \rangle = 1$.

Combining all the contributions, we obtain (9).
Appendix B. About the dense (super-Brownian motion) limit

The super-Brownian motion (SBM) can be defined as a dense limit of the critical BBM. A common way to proceed (see e.g. [17–19]) is to consider a large parameter \( M \gg 1 \), and perform the following steps:

(a) Set the branching/annihilation rate to be large \( \beta = M \) (while keeping the diffusion constant \( D \) of order one).
(b) Modify the initial condition, and start with \( n(0) \propto M \) particles at the origin.
(c) Define the local density as

\[
\rho(x,t) := \frac{1}{M} \sum_{i=1}^{n(t)} \delta(x - x_i(t)),
\]

where \( n(t) \) is the number of particles at time \( t \) and \( x_i(t), i = 1, \ldots, n(t) \) their positions.

Then, it is known that the cumulant generating function of \( \rho(x,t) \) satisfies a KPP equation with a delta-function initial condition. This is the basic framework of [23]. The goal of this appendix is to discuss that only step 1 above is essential for the observables studied here.

To see why the initial condition is not essential, consider the critical BBM with \( \beta = M \) (step 1) but only a single particle initially (no step 2). Then, consider what happens after a small lapse \( M^{-1} \ll t \ll 1 \). Since \( Mt \gg 1 \), if the process has not gone extinct, it will have \( \sim Mt \) particles. Since \( t \ll 1 \) and \( D \) is of order one, these particles have no time to diffuse and thus are still infinitesimally close to the origin. Therefore, we have shown that, conditioned on non-extinction and after an infinitesimal time, starting with one particle is equivalent to starting with \( O(M) \) particles at the same position. We note that the procedure of restricting to non-extinct realizations is often achieved in another way, by rescaling the probability measure by \( M \). That gives rise to a un-normalized measure, called the ‘canonical measure’ [17, 18]. In the context of mean-field theory of avalanches (Brownian force model), the canonical measure corresponds to studying the avalanche response with respect to an infinitesimal kick, see [19], around equation (25) therein.

Step 3 is a choice of observable. The ones considered in this work are different; fundamentally, they are all related to the probability that \( [x - b/2, x + b/2] \) contains at least one particle at time \( t \), denoted \( F(x,t) \) (see (15) above with \( \mu = 0 \)). If we consider a single initial particle at \( x = 0 \), \( F(x,t) \) satisfies a KPP equation, which is the following with dimensions restored:

\[
\partial_t F = D \partial_x^2 F - \beta F^2, \quad F(x,t=0) = \theta(b/2 - |x|).
\]

Now, in the SBM limit \( \beta = M \gg 1 \), we can consider \( F = \tilde{F}/M \) so that

\[
\partial_t \tilde{F} = D \partial_x^2 \tilde{F} - \tilde{F}^2, \quad \tilde{F}(x,t=0) = M \theta(b/2 - |x|).
\]

Initially, the nonlinear term dominates with respect to the diffusion one, so that

\[
\tilde{F} \approx \frac{1}{M^{1-t}} \theta(b/2 - |x|).
\]

This approximation is valid until \( \tilde{F} \) becomes of order unity. Observe that the RHS of the above equation has a limit as \( M \to \infty \) (uniformly in \( t \in [t_0, \infty) \) for any fixed \( t_0 > 0 \)). Therefore, we may conclude that in the SBM limit, the solution to (B2) has the following form:

\[
F(x,t) = \frac{1}{M} \tilde{F}(x,t)
\]
where \( \tilde{F}(x,t) \) satisfies a KPP equation with a diverging initial condition
\[
\partial_t \tilde{F} = D\partial^2_x \tilde{F} - \tilde{F}, \quad \tilde{F}(t \to 0) \simeq \frac{1}{t} \theta(b/2 - |x|).
\] (B6)

To interpret these formulas, recall that \( 1/M \) is the probability that the process is not extinct at \( t_0 = 1 \). Hence, by (B5), for \( t > t_0 \), \( \tilde{F}(x,t) \) is the probability that \( [x - b/2, x + b/2] \) is not empty at \( t \), conditioned on non-extinction at an early time. (As per the discussion above, \( \tilde{F}(x,t) \) is also the probability of \( [x - b/2, x + b/2] \) not being empty at \( t \) with an initial condition of \( O(M) \) particles near the origin.) Therefore, the observables we study in this work have a well-defined behavior in the SBM limit. This limit can be directly studied via the KPP equation (B6). In this work, we took the alternative approach: we focus on the BBM, and then discuss the SBM limit of the results, see (6) in section 2.2.

**Appendix C. Crossover between the two asymptotic Ansätze**

In this appendix we characterize in more detail the crossover between the \( t \ll \mu^{-1} \) and \( t \gg \mu^{-1} \) asymptotic Ansätze discussed in section 3.4.1.

**C.1. Leading term**

We first focus on the crossover between leading-order terms. For this, we perform a change of variables,
\[
F(x,t) = \frac{1}{\sqrt{t}} f(y,s), \quad \text{where } y = x/\sqrt{t}, s = \ln(t\mu).
\] (C1)

Here and below, to avoid confusion, we will write \( f(y,s) \) to refer to the time-dependent function just defined, while \( f(y) \) stands for the leading term of the Ansatz (25). Then the KPP equation \( \partial_t F = \partial^2_x F - F^2 \) is equivalent to
\[
\partial_t f(y,s) = \partial^2_y f(y,s) + \frac{y}{2} \partial_y f(y,s) + f(y,s) - f(y,s)^2.
\] (C2)

This is the time-dependent generalization of (26) above. The leading terms of the two Ansätze—\( f(y) \) in (40) (plotted in figure 3), and \( f_1(y) = 1 \) in (41)—are time-independent solutions of (C2). The crossover between them is described by a time-dependent solution, which tends to \( f(y) \) as \( s \to -\infty \) and to \( f_1(y) = 1 \) as \( s \to \infty \) (note that the rescaled time \( s = \ln(\mu t) \) is the logarithm of the physical time, so \( s \to -\infty \) and \( s \to \infty \) correspond to \( t \ll \mu^{-1} \) and \( t \gg \mu^{-1} \), respectively). Also, its large-distance behavior is also fixed as \( f(|y| \to \infty) = t F_0 = t/(\mu^{-1} + t) \to e^t/(1 + e^t) \), see (17) above. Numerical integration of the KPP equation (the original one, not the rescaled one studied here; see appendix E for methods) indicates that the crossover solution with the above boundary conditions is unique. Indeed, we observe that solutions to the KPP equation with different values of \( \mu \) coincide with each other in the re-scaled coordinate system \( (y,s,f) \), as long as \( 1 \lesssim b^2 \ll \mu^{-1} \). In figure 6, we plot the crossover solution obtained numerically.

Let us characterize the limiting behaviors of the crossover solution:

- At large distances
\[
f(|y| \to \infty, s) \simeq \frac{e^s}{1 + e^s},
\] (C3)

which increases from 0 to 1 as \( s \) increases from \( -\infty \) to \( +\infty \).
Figure 6. Crossover between the two asymptotic Ansätze. The left panel plots the solution to (C2) that interpolates between the $t \ll \mu^{-1}$ Ansatz (40) and the $t \gg \mu^{-1}$ one (41), as a function of $y = x/\sqrt{t}$, for $s = \ln(t\mu^{-1}) \in [-7, 7]$ (from bottom to top, also indicated by color, see right panel for color code). The right panel plots the $s$ dependence of the center, $f(y = 0, s)$, from which we subtracted $f(y = \infty, s) = t/(\mu^{-1} + t) = e^s/(1 + e^s)$. It decays as $e^{-3s/2}$, with a prefactor $A_1 \approx 1.02$ (best fit, red dashed line). This provides an estimate of the amplitude $A_1$ in (C7), which is equal to $c'_0$ in (43).

Figure 7. The unstable eigenfunction $\psi(y)$ of the Hamiltonian $H$ (C4) with eigenvalue $-1$. It tends to 1 as $|y| \to \infty$.

- As $s \to -\infty$, $f(y, s)$ tends to $f(y)$ of (40) and (25), plotted in figure 3. Linearizing (C2) around that fixed point, we find that the difference $\delta f(y, s) = f(y, s) - f(y)$ satisfies the time-dependent analogue of (27) above,

$$\partial_s(\delta f) = -H(\delta f), \quad H = -\frac{\partial^2}{\partial y^2} - \frac{y}{2} \partial_y + 2f(y) - 1. \quad (C4)$$

We checked that $H$ has an eigenfunction $\psi(y)$ with a negative eigenvalue $-1$, corresponding to an instability. This should be distinguished from the eigenvalue $\eta > 0$ which corresponds to a decaying eigenfunction, see section 3.3.1 above. A plot of $\psi(y)$ can be found in figure 7. In particular, $\psi(|y| \to \infty)$ tends to a nonzero constant; hence, it corresponds to a non-normalizable wavefunction of the Schrödinger Hamiltonian (28). The $s \to -\infty$ asymptotics of $\delta f$ is dominated by this unstable mode:

$$f(y, s \to -\infty) = f(y) + e^s\psi(y) + \ldots, \quad \psi(|y| \to \infty) \simeq 1. \quad (C5)$$
Note that the $|y| \to \infty$ limit is in agreement with (C3).

- As $s \to +\infty$, $f(y,s)$ tends to $f_1(y) = 1$. Linearization around this fixed point leads to (C4) with the Hamiltonian replaced by

$$H = -\dfrac{\partial^2_y}{2} - \dfrac{y}{2} \partial_t + 1.$$  \hfill (C6)

Its leading eigenfunctions are the constant $\varphi_0(y) = 1$ with eigenvalue 1, and the Gaussian $\varphi_1(y) = e^{-y^2/4}$ with eigenvalue $3/2$. Therefore, we have

$$f(y,s \to +\infty) = 1 + A_0 e^{-\sqrt{2}} \varphi_0(y) + A_1 e^{-3\sqrt{2}/2} \varphi_1(y) + \cdots = 1 - e^{-s} + A_1 e^{-3\sqrt{2}/2 e^{-s}/4} + \ldots.$$ \hfill (C7)

Here, the amplitude $A_0 = -1$ has been fixed by comparing with (C3). We estimated numerically that $A_1 \approx 1.02$, see 6 (right panel). Note that $A_1$ is equal to the coefficient $c_0^1$ in (43).

### C.2. Subleading term

We now consider a small perturbation around the leading-order crossover solution studied above, that is, we replace $f(y,s) \to f(y,s) + \varepsilon g(y,s)$ in (C1) and (C2), where $\varepsilon$ is a small parameter (to be fixed below). This leads to a linearized equation for $g$:

$$\partial_s g(y,s) = -H(s)g(y,s), \quad H(s) := -\dfrac{\partial^2_y}{2} - \dfrac{y}{2} \partial_t + 2f(y,s) - 1.$$ \hfill (C8)

It has a time-dependent ‘Hamiltonian’ that interpolates between (C4) and (C6). A unique solution is specified by the asymptotic condition

$$g(y,s) \simeq e^{-\eta y} \varphi(y), \quad s \to -\infty,$$ \hfill (C9)

where $\eta \approx 0.39$ and $\varphi$ are the leading decaying eigenvalue and eigenfunction of (C4) [see below (27) for further discussion, and figure 3 for a plot]. The full solution can be again extracted from the numerical integration of the KPP equation, and is plotted in figure 8. As $s \to \infty$, it has the following asymptotics:

$$g(y,s) \simeq A_e e^{-3\sqrt{2}/2 e^{-s}/4}, \quad s \to +\infty,$$ \hfill (C10)

where we estimated $A_e \approx 2.2$.

We now fix the small parameter $\varepsilon$. For this, we match the $t \ll \mu^{-1}$ (or $s \to -\infty$) behavior of the crossover solution with perturbation

$$F(x,t) = \dfrac{1}{t} \left[ f(x/\sqrt{t}, \ln(\mu t)) + \varepsilon g(x, \ln(\mu t)) \right] = \dfrac{1}{t} \left[ f(x/\sqrt{t}) + \varepsilon (\mu t)^{-\eta} \varphi(x/\sqrt{t}) + \ldots \right]$$ \hfill (C11)

with the Ansatz (40), which is

$$F(x,t) = \dfrac{1}{t} \left[ f(x/\sqrt{t}) + C t^{-\eta} \varphi(x/\sqrt{t}) \right], \quad C \simeq A_e b^{2\eta}.$$ \hfill (A.1)

(A.1 is a constant independent of $b, t, \mu$). As a result, we find $\varepsilon = C \mu^{\eta} \sim b^{2\eta} \mu^{\eta}$. This, combined with (C7) and (C10), implies the following $t \gg \mu^{-1}$ (or $s \to +\infty$) asymptotics:

$$F(x,t) = \dfrac{1}{t} \left[ f(x/\sqrt{t}, \ln(\mu t)) + \varepsilon g(x, \ln(\mu t)) \right]$$

$$= \dfrac{1}{t} \left[ 1 - (\mu t)^{-1} + \left( A_1 (\mu t)^{-3/2} + A_2, t^{-3/2} b^2 \mu^{-\eta} \right) e^{-\frac{2}{\pi}} + \ldots \right].$$ \hfill (C12)
Figure 8. Crossover between the subleading term of the two asymptotic Ansätze. The left panel plots the solution to (C8) with the asymptotic condition (C9), as a function of \( y \), for \( s = \ln(t/\mu^{-1}) \in [-10, 10] \) (indicated by color, see right panel for color code). The right panel plots the \( s \) dependence of the center, \( g(y=0,s) \). It decays as \( e^{-3b^2/2} \) for \( s \to \infty \), with a prefactor \( A_g \approx 2.2 \) (best fit, red dashed line).

This is exactly (43); in particular, the coefficients in (43) \( c'_0 = A_1 \) and \( c_1 = A_v A_c \) are indeed order one constants that do not depend on \( b, t \) and \( \mu \).

In conclusion, a more elaborate analysis of the crossover between the two Ansätze confirms the simple matching argument presented in section 3.4.1.

Appendix D. Perturbation calculations

D.1. Second order

In this appendix, we derive (57). We will work in the regime \( 1 \ll \mu^{-1} \ll t_0 \ll b^2 \ll t \) and will always use them to simplify expressions. First, by (56) and (50),

\[
\ell^{(2)} \sim -a^2 \int_0^{t} ds \int dx dy G(x,t|y,s) F_1(y,s)^2 \tag{D1}
\]

\[
\sim -a^2 \int_0^{t} ds \frac{s^2}{T} \int dx dy p(x-y,t-s) F_1(y,s)^2 \tag{D2}
\]

\[
= -a^2 \int_0^{t} ds \frac{s^2}{T} \int dy F_1(y,s)^2 \tag{D3}
\]

where in the last line, we used the property \( \int p(z,u)dz = 1 \) of the standard diffusion propagator. Now, plugging in (54),

\[
\ell^{(2)} \sim -\frac{1}{\mu^2 T^2} \int_0^{t} ds \frac{1}{s^2} \int dy \int_{-\frac{t}{2}}^{\frac{t}{2}} du \int_{-\frac{s}{2}}^{\frac{s}{2}} dv (y - u, s - t_0) p(y - v, s - t_0) p(y - v, s - t_0) \tag{D4}
\]

\[
= -\frac{1}{\mu^2 T^2} \int_0^{t} ds \frac{1}{s^2} \left[ \text{erf} \left( \frac{b}{2\sqrt{2(s-t_0)}} \right) - \frac{8(s-t_0)}{\pi} \left( 1 - e^{-\frac{b^2}{2(s-t_0)^2}} \right) \right] \tag{D5}
\]

\[
\sim -\frac{1}{\mu^2 T^2 t_0} \left[ \sqrt{2\pi t_0 e^{\frac{b^2}{8}}} \left( 1 - \text{erf} \left( \frac{b}{2\sqrt{2\sqrt{t_0}}} \right) \right) + b - \sqrt{2\pi t_0} \right]. \tag{D6}
\]
The integral of the second line is exact (recall \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-z^2} \, dz \)), and the last line is exact for \( t \gg b^2 \). We can further simplify using \( t_0 \ll b^2 \):

\[
\ell^{(2)} \sim -\frac{4}{\mu^2 t^2 b} - \frac{b}{\mu^2 t_0}. \tag{D7}
\]

The second term here is similar to \( \ell^{(1)} \) \((55)\), but is \( a = 1/(\mu t_0) \) times smaller. Dismissing it gives us the desired result \((57)\).

**D.2. Higher orders: diagrammatic expansion and power-counting**

The perturbation expansion of \( \langle \ell(b) \rangle \) in section 3.4.2 can be represented by diagrams, see figure 9. This diagrammatic expansion is closely related to that of the Brownian force model of mean-field avalanches \((20, 21)\). The diagrams at order \( k \) are trees with one root, \( k - 1 \) internal vertices, and \( k \) leaves. The Feynmann rules for calculating the contribution of a diagram to \( \ell^{(k)} \) are the following:

(a) To each vertex (i.e. internal vertices, root and leaves) is associated a space-time point.
(b) To each edge is associated with one retarded propagator \((53)\)
\[
G(x,t|y,s) = \frac{(\mu^{-1} + s)^2}{(\mu^{-1} + t)^2} p(x - y, t - s) \theta(t - s), \quad p(z,u) = \frac{e^{z u}}{\sqrt{4\pi u}}
\]

between the vertices it connects. The later time \( t \) corresponds to the vertex closer to the root (upper vertex in figure 9). We will assign the \( (\mu^{-1} + s)^2 \) to the vertex at time \( s \) and \( 1/(\mu^{-1} + t)^2/\sqrt{t-s} \) to that at time \( t \).
(c) The root is integrated only over space \( \in \mathbb{R} \), with time fixed to \( t \).
(d) The leaves are integrated only over space \( x \in (-b/2, b/2] \), with time fixed to \( t_0 = 1/(a\mu) \gg \mu \). Moreover, to each leaf is associated with a factor \( 1/(\mu^{-1} + t_0) \), see \((48)\).
(e) The internal vertices are integrated over both space \( \in \mathbb{R} \) and time \( \in \mathbb{R} \) (then constrained by the causality of the propagator).
(f) Finally, we multiply the result by \( a^k \), as per \((50)\).

Now let us count the powers of \( t, \mu \) and \( b \) of a diagram. First, the root’s integral can be performed independently of the rest of the diagram, giving a contribution \( 1/(\mu^{-1} + t^2) \sim 1/t^2 \) (since \( t \gg 1/\mu^{-1} \)) from the numerator of the propagator. \( t \) will not occur in the rest of the diagram, except as an upper time limit that will be sent to infinity (since we are interested in the \( t \to \infty \) asymptotics). So the power of \( t \) is simply \( 1/t^2 \) for any diagram.

Next, \( \mu \) can only occur in the numerator \( (\mu^{-1} + t_0)^2 \) of the Green function connecting a leaf (rule 2), and the factor \( 1/(\mu^{-1} + t_0) \) associated to it (rule 4). Since there are \( k \) leaves, we
have a factor \((\mu^{-1} + t_0)^k \sim t_0^k \sim a^{-k} \mu^{-k}\) since \(t_0 \gg \mu^{-1}\). Combined with the \(a^k\) factor (rule 6), we have a \(\mu^{-k}\) power: this is the \(\mu\) dependence. By the way, we see that the \(a\)-dependence has been cancelled: the result of the calculation has a well-defined limit as \(a \to 0\).

Finally, we count the powers of \(b\). For this, we count the length \([x]\) and time \([t]\) powers that remain, i.e. those associate with the space-integral of the leaves, and those associated with the internal vertices (i.e. excluding leaves and the root). Each leaf-integral gives a \([x]\) power, which adds to \([x^2]\) (there being \(k\) leaves), by rule 4. For each internal vertex, it has a \([x]\) power because of its space-time integral, by rule 5. The three propagator above it (see figure 9) contributes \([t^2]\), and the two below it contribute \(([t^{-1/2}][t^{-2}])^2\), by rule 2. Converting \([t] = [x^2]\) (by diffusive scaling of the propagator), we obtain \([x^2]^2([t^{-1/2}][t^{-2}])^2 = [x^2] = [x^{-3}]\) per internal vertex. Since there are \(k - 1\) vertices, we have \([x^{-3k+3}]\) for all internal vertices. Adding both leaf and internal vertex contributions, we get \([x^{-2k+3}]\), which translates to a \(b^{-2k+3}\) dependence on \(b\).

In summary, we have shown that every diagram of \(\ell(k)\) contributes a power

\[ t^{-2} \mu^{-k} b^{-2k+3} \tag{D8} \]

as announced in (58) above.

### Appendix E. Numerical methods

#### E.1. Importance sampling

The idea is to sample the realization with a statistical weight biased by the factor \(e^{\mu n(T)}\), where \(n(T)\) is the number of particle at the maximal time step \(T\) of the simulation, and \(\mu > 0\) is a bias parameter, chosen positive to favor realizations with large number of particles. It should be neither too small (no effect) nor too large (causes divergence); in practice \(\mu = 1/\ell\) is a good compromise. This bias is then corrected by an inverse weight \(e^{-\mu n_{\text{max}}}\) when computing observables.

Thanks to the tree structure of the BBM model, the weighed ensemble can be sampled directly. To see how, consider the partition function

\[ Z(\mu, T) := \langle e^{\mu n(T)} \rangle . \tag{E1} \]

By definition, the importance sampling consists in generating configurations of the statistical ensemble defined by \(Z\). By a backward recursion argument, it is not hard to show

\[ Z(\mu, T) = \frac{1}{2} (1 + Z(\mu, T - 1)^2) , \quad T > 0 , \tag{E2} \]

and \(Z(\mu, 0) = e^\mu\). Using this recursion relation we can easily compute numerically \(Z(\mu, t)\) for \(t = 0, 1, \ldots, T\). Then, it is not hard to see that, to sample \(Z(\mu, T)\), we should simulate the branching process with a sequence of modified weights: at the \(k\)-th step, each particle branches with probability \(1/(2Z(\mu, T - k + 1))\) and annihilates with probability \(Z(\mu, T - k)/(2Z(\mu, T - k + 1))\) (we use the sequence of partition functions backwards in time, since we work with a backward recursion). The random-walk part of the simulation is not affected by the importance sampling.

#### E.2. Integration and coarse-grain scheme

The numerical integration of the KPP equation involves an integrate-and-coarse-grain scheme, reminiscent of a real-space renormalization group, in order to reach large time and space with moderate resource. Indeed, we expect the solution to becomes smoother and smoother in time.
Therefore, we can gradually coarse-grain the solution, discarding short-distance information, without losing precision. This is done by iteratively applying the rescaling $t = \alpha^2 \tilde{t}, x = \alpha \tilde{x}, F = \alpha^{-2} \tilde{F}$ (31), under which the KPP equation is invariant.

More concretely, we approximate the space by a lattice with finite size $[-A/2, A/2]$ and spacing $\epsilon$. $F$ is represented by an array $N = A/\epsilon$ data points. We execute the following steps:

(a) **Initial step.** Integrate the KPP equation from the initial condition for a duration of $t_0$.

(b) **Coarse-grain.** We remove every other data points of the solution just obtained (so $\alpha = 2$), multiply it by 4, and pad both ends of the array by the edge value repeated $N/4$ times: 

$$\left(F_1, \ldots, F_N\right) \leftarrow \left(F_1, \ldots, F_{1}, F_{3}, F_{5}, \ldots, F_{N-1}, F_{N-1}, \ldots, F_{N-1}\right).$$ (E3)

As a result, the lattice remains the same but it now represents the rescaled $\tilde{x}$ variable. Note that the time is now rescaled to $t_0/4$.

(c) **Integrate.** Evolve the solution by the KPP equation for a duration of $t_0 - t_0/4$ so that the (rescaled) time is again $t_0$.

We can then carry on by looping steps 2 and 3 indefinitely. After $k$ iterations, the algorithm outputs the rescaled solution $\tilde{F}(\tilde{x}, \tilde{t})$ at $\tilde{t} = t_0$. It is related to the physical solution in original coordinates $F = \tilde{F}4^{-k}, x = \tilde{x}2^k, t = t_04^k$. Hence, we obtain the solution at a space-time scale that is an exponential of the computation time; the memory cost is constant. The geometric quantities are calculated using (18) and (20). To handle the $\partial_b$ derivative involved in the cluster number (20), we integrate an auxiliary system for $G = \partial_b F$ along with $F$ using the same techniques. Integrating $G$ gives the cluster number directly.

For the scheme to be accurate, the time $t_0$ should be large enough: the solution at $t = t_0$ should be sufficient smooth so that the coarse-grain step does not erase too much information. The lattice is then chosen to afford a good approximation of the solution for $t \in [0, t_0]$. In practice, a moderate set of parameters $t_0 = 20$, $\epsilon = 0.25$ and $A = 10^3$ is adequate for our purposes. The integration of the KPP equation is performed by a first-order Trotterization scheme (with $\delta t = 0.1$), in which the diffusion and nonlinear terms are treated in momentum and real space, respectively.
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