A new two parameter Burr XII distribution: properties, copula, different estimation methods, and modeling acute bone cancer data
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Abstract

We present a new two parameter Burr XII distribution. The new density can be right skewed with no peak, unimodal-right skewed, left skewed and symmetric. The new failure rate can be decreasing, unimodal and increasing. Properties related to the new model are derived. Simple type copula-based construction is presented for deriving some new bivariate and multivariate type distributions. The maximum likelihood estimation, Anderson Darling estimation, right tail Anderson Darling estimation and left tail Anderson Darling estimation methods are used to estimate the model parameters. A new data set is analyzed for comparing estimations methods and the competitive models.
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1. Introduction, construction, and motivation

A random variable (rv) T is said to have the Burr XII (BXII) distribution if its cumulative distribution function (CDF) and probability density function (PDF) are given by

\[ G_{a_1, a_2}(t) = 1 - (1 + t^{a_1})^{-a_2}, \]

and

\[ g_{a_1, a_2}(t) = a_1 a_2 t^{a_1 - 1} (1 + t^{a_1})^{-a_2 - 1}, \quad (1.1) \]
both \(a_1\) and \(a_2\) are shape parameters, the location and scale parameters can easily be introduced to make \(G_{(a_1,a_2)}(x)\) a four parameter distribution. The Burr XII distribution (BXII) originally proposed by Burr [6], it has many applications in different areas. Coming early, Tadikamalla [23] studied the BXII model and its related models. Some important extensions of the BXII model can be cited by Zimmer et al. [27], Cordeiro et al. [10], Afify at al. [2], Altmn et al. [4, 5], Yousof et al. [25] and Yousof et al. [26] (for more details about the BXII see Burr [6–8], Burr and Cisilak [9], Hatke [14], and Rodriguez [22]). In this work, we propose a new BXII, called the Burr-Hatke Logarithmic BXII distribution (BH-BXII) by using the Burr-Hatke Logarithmic G family firstly introduced by Yousof et al. [25]. Following Yousof et al. [25], the CDF of the BH-BXII model is defined by

\[
F_{(a_1,a_2)}(x) = 1 - \frac{1 - \left[1 - (1 + x^{a_1})^{-a_2}\right]}{1 - \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]}, \tag{1.2}
\]

the corresponding PDF to (1.2) is given by

\[
f_{(a_1,a_2)}(x) = a_1 a_2 x^{a_1 - 1} (1 + x^{a_1})^{-a_2 - 1} \frac{1 - \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]}{1 - \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]}.
\]

The reliability function (RF) and hazard rate function (HRF) of new BH-G family are given by

\[
R_{(a_1,a_2)}(x) = \frac{1 - \left[1 - (1 + x^{a_1})^{-a_2}\right]}{1 - \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]},
\]

and

\[
h_{(a_1,a_2)}(x) = a_1 a_2 x^{a_1 - 1} (1 + x^{a_1})^{-a_2 - 1} \left(1 - \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]\right) \left(1 - \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]\right)^{-1}.
\]

Let \(c = \inf \{x \mid F_{(a_1,a_2)}(x) > 0\}\) the asymptotics of CDF, PDF, and HRF as \(x \to a_1\) are given by

\[
F_{(a_1,a_2)}(x) \sim 1 - (1 + x^{a_1})^{-a_2} |x \to c,
\]

\[
f_{(a_1,a_2)}(x) \sim a_1 a_2 t^{a_1 - 1} (1 + t^{a_1})^{-a_2 - 1} |x \to c,
\]

and

\[
h_{(a_1,a_2)}(x) \sim a_1 a_2 t^{a_1 - 1} (1 + t^{a_1})^{-a_2 - 1} |x \to c.
\]

The asymptotics of CDF, PDF, and HRF as \(x \to \infty\) are given by

\[
1 - F_{(a_1,a_2)}(x)|x \to \infty \sim \frac{1 - \left[1 - (1 + x^{a_1})^{-a_2}\right]}{\log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]},
\]

\[
f_{(a_1,a_2)}(x)|x \to \infty \sim a_1 a_2 x^{a_1 - 1} (1 + x^{a_1})^{-a_2 - 1} \frac{1 + \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]}{-\log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]},
\]

\[
h_{(a_1,a_2)}(x)|x \to \infty \sim a_1 a_2 x^{a_1 - 1} (1 + x^{a_1})^{-a_2 - 1} \left(1 - \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]\right) \left(1 - \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]\right)^{-1}
\]

\[
\times \left[1 + \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]\right] \left[1 - \log \left[1 - \left(1 + x^{a_1}\right)^{-a_2}\right]\right]^{-1}.
\]

The effect of the parameters on tails of distribution can be evaluated by means of above equations. Figure 1 gives some plots of the BH-BXII PDF for some parameter values. Plots of the BH-BXII HRF for selected parameter values are given in Figure 2. The HRF can be decreasing \((a_1 = 1, a_2 = 1)\), unimodal \((a_1 = 1.1, a_2 = 0.1)\) and increasing \((a_1 = 1.25, a_2 = 3)\) and \(a_1 = 5, a_2 = 5\).
Figure 1: Plots of the BH-BXII PDF.

Figure 2: Plots of the BH-BXII HRF.
2. Properties

2.1. Moments

Following Yousof et al. [27], equation (1.2) can be rewritten as

\[ f_{(a_1, a_2)}(x) = \sum_{q=0}^{\infty} \theta_q \cdot g_{a_1, a_2(1+q)}(x), \]

where

\[ g_{a_1, a_2(1+q)}(x) = a_1 \cdot a_2 \cdot (1+q) \cdot x^{a_1-1} \cdot (1+x^{a_1})^{-a_2(1+q)-1} \]

is the BXII density with parameters \(a_1\) and \(a_2(1+q)\) and

\[ \theta_q = \sum_{\kappa=0}^{\infty} d_{\kappa+1} \cdot \frac{(-1)^q}{1+q} \cdot (\kappa+1) \cdot \frac{((\kappa+1)-1)}{q}, \]

where \(d_{\kappa+1}\) is defined by Yousof et al. [27] in detail. Equation (5) reveals that the BH-BXII PDF is a linear combination of the BXII density with parameters \(a_1\) and \(a_2(1+q)\). Thus, some structural properties of the new model such as the ordinary and incomplete moments and generating function can be immediately obtained from well-established properties of the BXII model with parameters \(a_1\) and \(a_2(1+q)\).

The \(n\)th ordinary moment of \(X\) is given by

\[ \mu'_n = E(X^n) = \int_{-\infty}^{\infty} x^n \cdot f_{(a_1, a_2)}(x) \, dx. \]

Then, we obtain

\[ \mu'_n = \sum_{q=0}^{\infty} \theta_q \cdot a_2(1+q) \cdot a_2 \left( a_2(1+q) - \frac{n}{a_1} \cdot \frac{n}{a_1} + 1 \right), \quad \forall \ [n < a_1 \cdot a_2(1+q)]. \]  \hspace{1cm} (2.1)

Setting \(n = 1, 2, 3,\) and \(4\) in (2.1), we have

\[ E(X) = \mu'_1 = \sum_{q=0}^{\infty} \theta_q \cdot a_2(1+q) \cdot a_2 \left( a_2(1+q) - \frac{1}{a_1} \cdot \frac{1}{a_1} + 1 \right), \quad \forall \ [1 < a_1 \cdot a_2(1+q)], \]

\[ E(X^2) = \mu'_2 = \sum_{q=0}^{\infty} \theta_q \cdot a_2(1+q) \cdot a_2 \left( a_2(1+q) - \frac{2}{a_1} \cdot \frac{2}{a_1} + 1 \right), \quad \forall \ [2 < a_1 \cdot a_2(1+q)], \]

\[ E(X^3) = \mu'_3 = \sum_{q=0}^{\infty} \theta_q \cdot a_2(1+q) \cdot a_2 \left( a_2(1+q) - \frac{3}{a_1} \cdot \frac{3}{a_1} + 1 \right), \quad \forall \ [3 < a_1 \cdot a_2(1+q)], \]

and

\[ E(X^4) = \mu'_4 = \sum_{q=0}^{\infty} \theta_q \cdot a_2(1+q) \cdot B \left( a_2(1+q) - \frac{4}{a_1} \cdot \frac{4}{a_1} + 1 \right), \quad \forall \ [4 < a_1 \cdot a_2(1+q)]. \]

The last results can be computed numerically. The skewness and kurtosis measures can be calculated from the ordinary moments using well-known relationships.
2.2. Incomplete moments

The n\textsuperscript{th} incomplete moment of \(X\) is defined by

\[ I_n(t) = \int_{-\infty}^{t} x^n f_{(a_1, a_2)}(x) dx. \]

Then, we can write

\[ I_n(t) = \sum_{q=0}^{\infty} \theta_q a_2 (1 + q) B\left( t^{a_1}; a_2 (1 + q) - \frac{n}{a_1}, \frac{n}{a_1} + 1 \right), \forall [n < a_1 a_2 (1 + q)], \tag{2.2} \]

where

\[ B(a_1, a_2) = \int_{0}^{\infty} t^{a_1-1} (1 + t)^{-(a_1 + a_2)} dt, \]

and

\[ B(a_3; a_1, a_2) = \int_{0}^{a_3} t^{a_1-1} (1 + t)^{-(a_1 + a_2)} dt, \]

are the beta and the incomplete beta functions of the second type, respectively. Setting \(n = 1\) in (2.2), we have

\[ I_1(t) = \sum_{q=0}^{\infty} \theta_q a_2 (1 + q) B\left( t^{a_1}; a_2 (1 + q) - \frac{1}{a_1}, \frac{1}{a_1} + 1 \right), \forall [1 < a_1 a_2 (1 + q)], \]

which is the first incomplete moment. There are two important applications of the \(I_1(t)\) related to the mean deviations about the mean, \(M_1\), and median, \(M_2\), and to the Bonferroni and Lorenz curves. The mean deviations about the mean \([M_1 = E|X - \mu'|]|\) and about the median \([M_2 = E|X - M]|\) of \(X\) are given by \(M_1 = 2\mu'_1 F(\mu'_1) - 2I_1(\mu'_1)\) and \(M_2 = \mu'_1 - 2I_1(\mu)\), respectively, where \(\mu'_1 = E(X), M = Q(u) = F^{-1}(u)\) is the median of \(X\), \(F(\mu'_1)\) is easily calculated from (1.1) and \(I_1(t)\) is the first incomplete moment. The Lorenz and Bonferroni curves are important in several applied areas such as economics, reliability, demography, insurance and medicine. For a given probability \(\pi > 0\), they are defined by \(L_0(\pi) = m_1(q)/E(X)\) and \(B_0(\pi) = L_0(\pi)/\pi\), respectively, where \(q = Q(\pi) = Q(\pi)\) comes directly from the QF of \(X\).

2.3. Moment generating function

The moment generating function (MGF) of \(X\), say \(M_X(t) = E[\exp(tX)]\). Parañaí ba et al. [17] provided a simple representation for the MGF of the BXII model. In a similar manner, we provide another representation for the MGF, say \(M_X(t)\), of the BXII\((a_1, a_2)\) model. For \(t < 0\), we can write

\[ M(t) = a_1 a_2 \int_{0}^{\infty} \exp(yt) y^{a_1 - 1} (1 + y^{a_1})^{-a_2 - 1} dy. \]

Next, we require the Meijer G-function defined by

\[ G_{m,n}^{p,q}(t) = \frac{1}{2\pi i} \int_{\Gamma} \prod_{j=1}^{m} \Gamma(a_1_j + t) \prod_{j=1}^{n} \Gamma(1 - a_1_j - t) x^{-t} dt, \]

where \(i = \sqrt{-1}\) is the complex unit and \(L\) denotes an integration path (Gradshteyn and Ryzhik [13]). The Meijer G-function contains as particular cases many integrals with elementary and special functions (Prudnikov et al., [19]), where \(m\) and \(a_2\) are positive integers. This condition is not restrictive since every
positive real number can be approximated by a rational number. We have the following result, which holds for m and k positive integers, \( \mu > -1 \) and \( p > 0 \) (Prudnikov et al., [20])

\[
I\left(p, \mu, \frac{m}{a^2}, u\right)|_0^\infty = \int_0^\infty \exp\left(-px\right) e^{(1 + x^{m/a^2})^u} dx
\]

\[
= \delta G_{a^2+m,a^2}\left((m^m p - m) \big| \triangle (\mu - \mu), \triangle (a_2, u + 1)\right),
\]

where

\[
\delta = \left(a_2^{-u} m^{-u + \frac{1}{2}}\right) \left(2\pi\right)^{m/2} u^{-\frac{1}{2}}
\]

and

\[
\triangle (\tau, \zeta) = \zeta/\tau, (\zeta + 1)/\tau, \ldots, (\zeta + \tau)/\tau.
\]

We can write (for \( t < 0 \))

\[
M(t) = mI\left(-t, m/a_2, 1, m/a_2, -a_2 - 1\right).
\]

Hence, the MGF of \( X \) can be expressed as

\[
M_X(t) = m \sum_{q=0}^{\infty} \theta_q \left[I\left(-t, -1 + \frac{m}{a_2(1 + q)}, \frac{m}{a_2(1 + q)}, -[a_2(1 + q) + 1]\right)\right]|_0^\infty.
\]

2.4. Moment of residual life and reversed residual life

The \( n \)th moment of the residual life, denoted by

\[
m_n(t) = E[(X - t)^n \mid X > t], \; n = 1, 2, \ldots,
\]

uniquely determines \( F_{(a_1, a_2)}(x) \) (see Navarro et al., 1998). The \( n \)th moment of the residual life of \( X \) is given by

\[
m_n(t) = \int_{t}^{\infty} (X - t)^n dF_{(a_1, a_2)}(x) /
\]

\[
1 - F_{(a_1, a_2)}(t).
\]

Then, we can write

\[
m_n(t) = \frac{1}{1 - F_{(a_1, a_2)}(t)} \sum_{i=0}^{n} \sum_{q=0}^{\infty} (-1)^{n-i} n! t^{n-i} i! f(n - i + 1) \theta_q a_2 (1 + q)
\]

\[
\times B\left(t^{a_1}; a_2 (1 + q) - \frac{n}{a_1}, \frac{n}{a_1} + 1\right), \; \forall \; [n < a_1 a_2 (1 + q)].
\]

Another interesting function is the mean residual life (MRL) function or the life expectation at age \( x \) defined by \( m_1(x) = E[(X - x) \mid X > x] \), which represents the expected additional life length for a unit which is alive at age \( x \). The MRL of the BH-BXII distribution can be obtained by setting \( n = 1 \) in the last equation. The \( n \)th moment of the reversed residual life, say \( M_n(t) = E[(t - X)^n \mid X \leq t] \) for \( t > 0 \) and \( n = 1, 2, \ldots \) uniquely determines \( F(x) \). Then, \( M_n(t) \) is defined by

\[
M_n(t) = \int_{t}^{\infty} (t - x)^n dF_{(a_1, a_2)}(x) /
\]

\[
F_{(a_1, a_2)}(t).
\]

The \( n \)th moment of the reversed residual life of \( X \) is

\[
M_n(t) = \frac{1}{\bar{F}(t)} \sum_{i=0}^{n} \sum_{q=0}^{\infty} (-1)^{i} n! \theta_q a_2 (1 + q)
\]
\times B\left(t^{a_1}; a_2 (1 + q) - \frac{n}{a_1}, \frac{n}{a_1} + 1\right), \forall [n < a_1 a_2 (1 + q)].

The mean inactivity time (MIT) or mean waiting time (MWT), also called the mean reversed residual life function, say \( M_1(t) = E[(t - X) | X \leq t] \), represents the waiting time elapsed since the failure of an item on condition that this failure had occurred in \([0, x)\). The MIT of \( X \) can be obtained by setting \( n = 1 \) in the above equation.

### 3. Simple type copula based construction

In this Section, we consider several approaches to construct the bivariate and the multivariate BH-BXII type distributions via copula or with straightforward bivariate CDFs form, in which we only need to consider two different BH-BXII CDFs.

#### 3.1. Via Morgenstern family

First, we start with CDF for Morgenstern family of two random variables \( (X_1, X_2) \) which has the following form

\[ F_{\lambda}(x_1, x_2) = F_1(x_1)F_2(x_2)\left[1 + \lambda [1 - F_1(x_1)][1 - F_2(x_2)]\right], \]

setting

\[ F_{(a_1, a_2)}(x_1) = 1 - \frac{1 - \left[1 - \left(1 + x_1^{a_1}\right)^{-a_2}\right]}{1 - \log\left\{1 - \left[1 - \left(1 + x_1^{a_1}\right)^{-a_2}\right]\right\}}, \]

and

\[ F_{(b_1, b_2)}(x_2) = 1 - \frac{1 - \left[1 - \left(1 + x_2^{b_1}\right)^{-b_2}\right]}{1 - \log\left\{1 - \left[1 - \left(1 + x_2^{b_1}\right)^{-b_2}\right]\right\}}, \]

then we have a five dimension parameter model as

\[ F_{\lambda}(x_1, x_2) = \left(1 - \frac{1 - \left[1 - \left(1 + x_1^{a_1}\right)^{-a_2}\right]}{1 - \log\left\{1 - \left[1 - \left(1 + x_1^{a_1}\right)^{-a_2}\right]\right\}}\right) \times \left(1 - \frac{1 - \left[1 - \left(1 + x_2^{b_1}\right)^{-b_2}\right]}{1 - \log\left\{1 - \left[1 - \left(1 + x_2^{b_1}\right)^{-b_2}\right]\right\}}\right) \times \lambda \times \left(\frac{1 - \left[1 - \left(1 + x_1^{a_1}\right)^{-a_2}\right]}{1 - \log\left\{1 - \left[1 - \left(1 + x_1^{a_1}\right)^{-a_2}\right]\right\}}\right)^{\lambda} \times \left(\frac{1 - \left[1 - \left(1 + x_2^{b_1}\right)^{-b_2}\right]}{1 - \log\left\{1 - \left[1 - \left(1 + x_2^{b_1}\right)^{-b_2}\right]\right\}}\right)^{\lambda}. \]

#### 3.2. Via clayton copula

##### 3.2.1. The bivariate extension

The bivariate extension via clayton copula can be considered as a weighted version of the clayton copula, which is of the form

\[ C(u, v) = \left[u^{-(\delta_1 + \delta_2)} + v^{-(\delta_1 + \delta_2)} - 1\right]^{-\frac{1}{\delta_1 + \delta_2}}. \]
This is indeed a valid copula. Next, let us assume that \( X \sim \text{BH-BXII}(a_1, a_2) \) and \( Y \sim \text{BH-BXII}(b_1, b_2) \). Then, setting
\[
\begin{align*}
u &= 1 - \frac{1 - \left(1 - \frac{1 - (1 + y^{b_1})^{-b_2}}{1 - (1 + x^{a_1})^{-a_2}}\right)}{1 - \log\left\{1 - \left(1 - (1 + y^{b_1})^{-b_2}\right)\right\}},
\end{align*}
\]
and
\[
\begin{align*}
u &= 1 - \frac{1 - \left(1 - \frac{1 - (1 + y^{b_1})^{-b_2}}{1 - (1 + x^{a_1})^{-a_2}}\right)}{1 - \log\left\{1 - \left(1 - (1 + y^{b_1})^{-b_2}\right)\right\}},
\end{align*}
\]
the associated CDF bivariate BH-BXII type distribution will be
\[
H(x, y) = \left[\frac{1 - \left(1 - \frac{1 - (1 + x^{a_1})^{-a_2}}{1 - \log\left\{1 - \left(1 - (1 + x^{a_1})^{-a_2}\right)\right\}}\right)}{1 - \log\left\{1 - \left(1 - (1 + x^{a_1})^{-a_2}\right)\right\}} \right]^{-\frac{1}{\delta_1 + \delta_2}}.
\]

Note: Depending on the specific baseline CDF, one may construct various bivariate BH-BXII type model in which \((\delta_1 + \delta_2) \geq 0\).

3.2.2. The Multivariate extension

A straightforward \( d \)-dimensional extension IRom the above will be
\[
H(x_1, x_2, \ldots, x_d) = \left[\sum_{i=1}^{d} \left(1 - \frac{1 - \left(1 - \frac{1 - (1 + x_i^{a_1})^{-a_1}}{1 - \log\left\{1 - \left(1 - (1 + x_i^{a_1})^{-a_1}\right)\right\}}\right)}{1 - \log\left\{1 - \left(1 - (1 + x_i^{a_1})^{-a_1}\right)\right\}} \right]^{-\frac{1}{\delta_1 + \delta_2}} + 1 - d\right]^{-1/(\delta_1 + \delta_2)}.
\]

Further future works could be be allocated for studying the bivariate and the multivariate extensions of the BH-BXII model.

4. Estimation

Consider the following classical estimation methods:

1. Maximum likelihood estimation (MLE).
2. Anderson Darling estimation (ADE).
3. Right Tail-Anderson Darling estimation (R.T. ADE).
4. Left Tail-Anderson Darling estimation (L.T. ADE).

4.1. The maximum likelihood method

Several approaches for parameter estimation were proposed in the literature but the maximum likelihood method is the most commonly employed. The maximum likelihood estimators (MLEs) enjoy desirable properties and can be used for constructing confidence intervals and regions and also in test statistics. The normal approximation for these estimators in large samples can be easily handled either analytically or numerically. So, we consider the estimation of the unknown parameters of this model from complete samples only by maximum likelihood. Let \( x_1, \ldots, x_n \) be a random sample from the BH-BXII distribution with parameters \( a_1 \) and \( a_2 \). Let \( \Psi = (a_1, a_2)^T \) be the \( 2 \times 1 \) parameter vector. For determining the MLE of \( \Psi \), we have the log-likelihood function
\[
\ell(\Psi) = n \log a_1 + n \log a_2 + (a_1 - 1) \sum_{i=1}^{n} \log x_i - (a_2 + 1) \sum_{i=1}^{n} \log (1 + x_i^{a_1})
\]
\[
-2 \sum_{i=1}^{n} \log \left( 1 - \log \left( 1 - \left[ 1 + x_{i}^{a_{1}} \right]^{-a_{2}} \right) \right) \\
+ \sum_{i=1}^{n} \log \left( \frac{1}{1 - \log \left( 1 - \left[ 1 + x_{i}^{a_{1}} \right]^{-a_{2}} \right)} + 1 \right).
\]

The components of the score vector, \( \mathbf{U}(\Psi) = \frac{\partial \ell(\Psi)}{\partial \Psi} = \left( \frac{\partial \ell(\Psi)}{\partial a_{1}}, \frac{\partial \ell(\Psi)}{\partial a_{2}} \right)^{T} \) are available if needed. Setting the nonlinear system of equations \( \mathbf{U}_{a_{1}} = \mathbf{U}_{a_{2}} = 0 \) and solving them simultaneously yields the MLE \( \hat{\Psi} = (\hat{a}_{1}, \hat{a}_{2})^{T} \). To solve these equations, it is usually more convenient to use nonlinear optimization methods such as the quasi-Newton algorithm to numerically maximize \( \ell \). For interval estimation of the parameters, we obtain the \( 2 \times 2 \) observed information matrix \( \mathbf{J}(\Psi) = \left( \frac{\partial^{2} \ell(\Psi)}{\partial \Psi \partial \Psi} \right) \) for \( q, s = a_{1}, a_{2} \), whose elements can be computed numerically. Under standard regularity conditions when \( n \to \infty \), the distribution of \( \hat{\Psi} \) can be approximated by a multivariate normal \( N_{2}(0, \mathbf{J}(\hat{\Psi})^{-1}) \) distribution to construct approximate confidence intervals for the parameters. Here, \( \mathbf{J}(\hat{\Psi}) \) is the total observed information matrix evaluated at \( \hat{\Psi} \). The method of the re-sampling bootstrap can be used for correcting the biases of the MLEs of the model parameters. Good interval estimates may also be obtained using the bootstrap percentile method.

### 4.2. The ADE

The ADE of \( \hat{a}_{1(\text{ADE})} \) and \( \hat{a}_{2(\text{ADE})} \) are obtained by minimizing the function

\[
\begin{align*}
\text{ADE}(a_{1}, a_{2}) &= -n - n^{-1} \sum_{i=1}^{n} (2i - 1) \left[ \log \left( \frac{1 - \log \left( 1 - \left[ 1 + x_{i}^{a_{1}} \right]^{-a_{2}} \right)}{1 - \log \left( 1 - \left[ 1 + x_{i}^{a_{1}} \right]^{-a_{2}} \right)} \right) \\
&\quad + \log \left( \frac{1 - \log \left( 1 - \left[ 1 + x_{i}^{a_{1}} \right]^{-a_{2}} \right)}{1 - \log \left( 1 - \left[ 1 + x_{i}^{a_{1}} \right]^{-a_{2}} \right)} \right) \right].
\end{align*}
\]

The parameter estimates of \( \hat{a}_{1(\text{ADE})} \) and \( \hat{a}_{2(\text{ADE})} \) follow by solving the nonlinear equations

\[ \frac{\partial}{\partial a_{1}} [\text{ADE}(a_{1}, a_{2})] = 0 \quad \text{and} \quad \frac{\partial}{\partial a_{2}} [\text{ADE}(a_{1}, a_{2})] = 0. \]

### 4.3. The R.T. ADE

The R.T. ADE of \( \hat{a}_{1(\text{R.T. ADE})} \) and \( \hat{a}_{2(\text{R.T. ADE})} \) are obtained by minimizing

\[
\begin{align*}
\text{R.T. ADE}(a_{1}, a_{2}) &= \frac{1}{2} n - 2 \sum_{i=1}^{n} \left( 1 - \frac{1 - \left[ 1 - \left( 1 + x_{i}^{a_{1}} \right) \right]^{-a_{2}}}{1 - \log \left( 1 - \left[ 1 + x_{i}^{a_{1}} \right]^{-a_{2}} \right)} \right) \\
&\quad - \frac{1}{n} \sum_{i=1}^{n} (2i - 1) \left[ \log \left( \frac{1 - \log \left( 1 - \left[ 1 + x_{i}^{a_{1}} \right]^{-a_{2}} \right)}{1 - \log \left( 1 - \left[ 1 + x_{i}^{a_{1}} \right]^{-a_{2}} \right)} \right) \right].
\end{align*}
\]

The parameter estimates of \( \hat{a}_{1(\text{R.T. ADE})} \) and \( \hat{a}_{2(\text{R.T. ADE})} \) follow by solving the nonlinear equations

\[ \frac{\partial}{\partial a_{1}} [\text{R.T. ADE}(a_{1}, a_{2})] = 0 \quad \text{and} \quad \frac{\partial}{\partial a_{2}} [\text{R.T. ADE}(a_{1}, a_{2})] = 0. \]
4.4. The L.T. ADE

The L.T. ADE of \( \hat{a}_1(\text{L.T. ADE}) \) and \( \hat{a}_2(\text{L.T. ADE}) \) are obtained by minimizing

\[
\text{L.T. ADE}(a_1, a_2) = -\frac{3}{2}n + 2 \sum_{i=1}^{n} \left( 1 - \frac{1 - \left( 1 + x_{i:n}a_1 \right)^{-a_2}}{1 - \log \left( 1 - \left( 1 + x_{i:n}a_1 \right)^{-a_2} \right)} \right)
\]

\[
- \frac{1}{n} \sum_{i=1}^{n} (2i - 1) \log \left( 1 - \frac{1 - \left( 1 + x_{i:n}a_1 \right)^{-a_2}}{1 - \log \left( 1 - \left( 1 + x_{i:n}a_1 \right)^{-a_2} \right)} \right).
\]

The parameter estimates of \( \hat{a}_1(\text{L.T. ADE}) \) and \( \hat{a}_2(\text{L.T. ADE}) \) follow by solving the nonlinear equations

\[
\frac{\partial}{\partial a_1} [\text{L.T. ADE}(a_1, a_2)] = 0 \quad \text{and} \quad \frac{\partial}{\partial a_2} [\text{L.T. ADE}(a_1, a_2)] = 0.
\]

5. Comparing methods

5.1. Using simulated data for survival times

For comparing classical methods, an application to real data set is introduced. We consider the Cramér-Von Mises (CVM*) and Anderson Darling statistics. In this section, we will introduce and analyze a new medical data set. This simulated data set gives the survival times (in days) of 73 patients suffering from acute bone cancer. The data set are: 0.09, 0.76, 1.81, 1.10, 3.72, 0.72, 2.49, 1.00, 0.53, 0.66, 31.61, 0.60, 0.20, 1.61, 1.88, 0.70, 1.36, 1.57, 4.93, 11.07, 1.63, 1.39, 4.54, 3.12, 86.01, 1.92, 0.92, 4.04, 1.16, 2.26, 0.20, 0.94, 1.82, 3.99, 1.46, 2.75, 1.38, 2.76, 1.86, 2.68, 1.76, 0.67, 1.29, 1.56, 2.83, 0.71, 1.48, 2.41, 0.66, 0.65, 2.36, 1.29, 13.75, 0.67, 3.70, 0.76, 3.63, 0.68, 2.65, 0.95, 2.30, 2.57, 0.61, 3.93, 1.56, 1.29, 9.94, 1.67, 1.42, 4.18, 1.37. From Table 1, the MLE method is the best method with \( a_1 = 2.579, a_2 = 0.293 \), CVM* = 0.10446, and AD* = 0.66184, however all other methods performed well.

| Method | \( \hat{a}_1 \) | \( \hat{a}_2 \) | CVM*  | AD*    |
|--------|----------------|----------------|-------|--------|
| MLE    | 2.579          | 0.293          | 0.10446 | 0.66184 |
| ADE    | 2.773          | 0.267          | 0.11406 | 0.70675 |
| RLADE  | 3.242          | 0.239          | 0.13847 | 0.82244 |
| LEADE  | 2.595          | 0.266          | 0.10677 | 0.67468 |

5.2. Using a simulation experiments

A numerical simulation is performed in to compare the classical estimation methods. The simulation study is based on N=1000 generated data sets from the BH-BXII version where \( n = 50, 100, 300, 500 \) and 1000 and

|   | \( a_1 \) | \( a_2 \) |
|---|--------|--------|
| I | 0.8    | 0.5    |
| II| 1.2    | 3.0    |
| III| 0.9   | 0.9    |

The estimates are compared in terms of their

1. bias \( (\text{BIAS}_{(\phi)}) \);
2. root mean-standard error \( (\text{RMSE}_{(\phi)}) \);
3. the mean of the absolute difference between the theoretical and the estimates \( D_{(\text{abs})} \) and
4. the maximum absolute difference between the true parameters and estimates \( D_{(\text{max})} \),

where

\[
\text{BIAS}(a_1) = \frac{1}{B} \sum_{i=1}^{B} (\hat{a}_1 - a_1), \quad \text{BIAS}(a_2) = \frac{1}{B} \sum_{i=1}^{B} (\hat{a}_2 - a_2),
\]

\[
\text{RMSE}(a_1) = \left( \frac{1}{B} \sum_{i=1}^{B} (\hat{a}_1 - a_1)^2 \right)^{1/2}, \quad \text{RMSE}(a_2) = \left( \frac{1}{B} \sum_{i=1}^{B} (\hat{a}_2 - a_2)^2 \right)^{1/2},
\]

\[
D_{(\text{abs})} = \frac{1}{nB} \sum_{i=1}^{B} \sum_{j=1}^{n} |F(a_1, a_2)(x_{ij}) - F(\hat{a}_1, \hat{a}_2)(t_{ij})|,
\]

and

\[
D_{(\text{max})} = \frac{1}{B} \sum_{i=1}^{B} \max_j |F(a_1, a_2)(x_{ij}) - F(\hat{a}_1, \hat{a}_2)(x_{ij})|.
\]

From Tables 2, 3, and 4 we note that:

1. The \( \text{BIAS}_{(\phi)} \) tend to zero when \( n \) increases which means that all estimators are non-biased.
2. The \( \text{RMSE}_{(\phi)} \) tend to zero when \( n \) increases which means incidence of consistency property.

| n   | \( \text{BIAS}_{(a_1)} \) | \( \text{BIAS}_{(a_2)} \) | \( \text{RMSE}_{(a_1)} \) | \( \text{RMSE}_{(a_2)} \) | \( D_{(\text{abs})} \) | \( D_{(\text{max})} \) |
|-----|----------------|----------------|----------------|----------------|----------------|----------------|
| MLE | 50  | 0.00869 | 0.00677 | 0.10446 | 0.08247 | 0.00345 | 0.00648 |
| ADE | 50  | -0.02202 | 0.00975 | 0.10408 | 0.08842 | 0.00466 | 0.00943 |
| R.T. ADE | 50  | -0.00447 | 0.00089 | 0.14462 | 0.08343 | 0.00097 | 0.00149 |
| L.T. ADE | 50  | 0.00222 | 0.01421 | 0.13121 | 0.09799 | 0.00652 | 0.00982 |
| MLE | 100 | 0.00867 | 0.00537 | 0.07140 | 0.05714 | 0.00292 | 0.00561 |
| ADE | 100 | -0.01117 | 0.00276 | 0.07345 | 0.06048 | 0.00198 | 0.00393 |
| R.T. ADE | 100 | -0.00206 | 0.00210 | 0.10327 | 0.05842 | 0.00077 | 0.00145 |
| L.T. ADE | 100 | 0.00122 | 0.00464 | 0.09014 | 0.06664 | 0.00215 | 0.00334 |
| MLE | 300 | 0.00184 | 0.00183 | 0.04089 | 0.03219 | 0.00089 | 0.00164 |
| ADE | 300 | -0.00358 | -0.00062 | 0.04223 | 0.03415 | 0.00075 | 0.00136 |
| R.T. ADE | 300 | -0.00206 | -0.00040 | 0.05525 | 0.03265 | 0.00044 | 0.00081 |
| L.T. ADE | 300 | -0.00019 | -0.00284 | 0.05539 | 0.04037 | 0.00131 | 0.00188 |
| MLE | 500 | 0.00231 | 0.0015 | 0.03128 | 0.02426 | 0.00044 | 0.00073 |
| ADE | 500 | -0.00123 | 0.00050 | 0.03422 | 0.02699 | 0.00025 | 0.00051 |
| R.T. ADE | 500 | -0.00119 | 0.00025 | 0.04513 | 0.02565 | 0.00033 | 0.00060 |
| L.T. ADE | 500 | 0.00310 | -0.00068 | 0.04062 | 0.02970 | 0.00054 | 0.00105 |
| MLE | 1000 | 0.00032 | -0.00007 | 0.02241 | 0.01750 | 0.00006 | 0.00011 |
| ADE | 1000 | -0.00089 | -0.00332 | 0.02294 | 0.01821 | 0.00023 | 0.00044 |
| R.T. ADE | 1000 | -0.00024 | -0.00021 | 0.03053 | 0.01748 | 0.000025 | 0.00045 |
| L.T. ADE | 1000 | -0.00008 | -0.00032 | 0.02888 | 0.02119 | 0.00015 | 0.00021 |
Table 3: Simulation results for parameters $a = 1.2$ and $b = 3$.

| $n$ | MLE | ADE | R.T. ADE | L.T. ADE | MLE | ADE | R.T. ADE | L.T. ADE |
|-----|-----|-----|----------|----------|-----|-----|----------|----------|
|     |     |     |          |          |     |     |          |          |
| 50  | 0.00814 | 0.05020 | 0.10417 | 0.48466  | 0.00151 | 0.00308 |
| 100 | 0.00059 | 0.03888 | 0.07190 | 0.34207  | 0.00276 | 0.00409 |
| 300 | 0.00316 | 0.05606 | 0.04108 | 0.19746  | 0.00104 | 0.00187 |
| 500 | 0.00063 | 0.04960 | 0.03172 | 0.14853  | 0.00018 | 0.00034 |
| 1000| 0.00025 | 0.02590 | 0.02323 | 0.10757  | 0.00020 | 0.00021 |

Table 4: Simulation results for parameters $a = 0.9$ and $b = 0.9$.

| $n$ | MLE | ADE | R.T. ADE | L.T. ADE | MLE | ADE | R.T. ADE | L.T. ADE |
|-----|-----|-----|----------|----------|-----|-----|----------|----------|
|     |     |     |          |          |     |     |          |          |
| 50  | 0.01096 | 0.01219 | 0.11062 | 0.14844  | 0.00260 | 0.00515 |
| 100 | 0.00930 | 0.00634 | 0.12437 | 0.15630  | 0.00249 | 0.00415 |
| 300 | 0.00316 | 0.00960 | 0.05780 | 0.09901  | 0.00099 | 0.00156 |
| 500 | 0.00163 | 0.00330 | 0.04319 | 0.05794  | 0.00067 | 0.00127 |
| 1000| 0.00045 | 0.00027 | 0.03225 | 0.04366  | 0.00053 | 0.00098 |
|     |     |     |          |          |     |     |          |          |
| 50  | 0.00814 | 0.05020 | 0.10417 | 0.48466  | 0.00151 | 0.00308 |
| 100 | 0.00059 | 0.03888 | 0.07190 | 0.34207  | 0.00276 | 0.00409 |
| 300 | 0.00316 | 0.05606 | 0.04108 | 0.19746  | 0.00104 | 0.00187 |
| 500 | 0.00063 | 0.04960 | 0.03172 | 0.14853  | 0.00018 | 0.00034 |
| 1000| 0.00025 | 0.02590 | 0.02323 | 0.10757  | 0.00020 | 0.00021 |

6. Comparing models via simulated acute bone cancer data

In this section, we will provide an application to illustrate the importance and potentiality of the BH-BXII against other competitive models. Table 5 gives all competitive models used in this comparison.

| Model                                      | CDF                                                                 | Author                        |
|--------------------------------------------|----------------------------------------------------------------------|-------------------------------|
| Poisson Rayleigh-BXII (PR-BXII)            | $1 - \exp\left(-\lambda \left(1 - \exp\left(-\lambda \left(1 + \frac{1}{1 + \exp\left(x a_1 + a_2 - 1\right)}\right)\right)\right)\right)$ | Ibrahim [15]                  |
| Extended Poisson-BXII (EP-BXII)            | $1 - \exp\left(-\lambda \left(1 - \exp\left(-\left(1 + \frac{1}{1 + \exp\left(x a_1 + a_2 - 1\right)}\right)\right)\right)\right)$ | Abdelkhalek [1]               |
| Nadarajah-Haghighi-BXII (NH-BXII)          | $1 - \exp\left(1 - \exp\left(-\lambda \left(1 - \exp\left(-\left(1 + \frac{1}{1 + \exp\left(x a_1 + a_2 - 1\right)}\right)\right)\right)\right)\right)$ | New based on Nascimento et al., [16] |
| Extended Weibull BXII (EW-BXII)            | $1 - \exp\left(-\left(1 + \frac{1}{1 + \exp\left(x a_1 + a_2 - 1\right)}\right)^{\theta}\right)$ | Aboray and Butt [2]          |
| BXII-BXII (BXII-BXII)                      | $1 - \left(\left(1 + \frac{1}{1 + \exp\left(x a_1 + a_2 - 1\right)}\right)^{\theta} + 1\right)^{-\theta}$ | New based on Cordeiro et al., [10] |
| Weibull Generalized-BXII (WG-BXII)         | $1 - \exp\left(-\left(1 + \frac{1}{1 + \exp\left(x a_1 + a_2 - 1\right)}\right)^{\theta}\right)$ | Elbiely and Yousof [11]      |

The total time test (TTT) plot is an important graphical tool to verify whether the data can be applied to a specific distribution or not, the empirical version of the TTT plot is given by plotting

$$T\left(\frac{r}{n}\right) = \left[\sum_{i=1}^{r} y_{i:n} + (n - r)y_{r:n}\right] \div \sum_{i=1}^{n} y_{i:n}$$

against $\frac{r}{n}$, where $r = 1, \ldots, n$, and $y_{i:n} (i = 1, \ldots, n)$ are the order statistics of the sample. The TTT plots the new data sets presented in Figure 3. This plot indicates that the empirical HRFs of this data sets is upside down (unimodal).

In order to compare the fitted models, we consider the following goodness-of-fit statistics: the Akaike Information Criterion (AIC), Bayesian IC (BIC), Hannan-Quinn IC (HQIC), Consistent AIC (CAIC), where

$$AIC = 2\left[-\ell\left(\hat{\lambda}\right) + k\right],$$
$$BIC = 2\left[-\ell\left(\hat{\lambda}\right) + \frac{1}{2}k \log(n)\right],$$
$$HQIC = 2\left[-\ell\left(\hat{\lambda}\right) + k \log \left[\log(n)\right]\right],$$
$$CAIC = 2\left[-\ell\left(\hat{\lambda}\right) + \frac{kn}{n-k-1}\right],$$

where $k$ is the number of parameters, $n$ is the sample size, $-2\ell\left(\hat{\lambda}\right)$ is the maximized log-likelihood. Generally, the smaller these statistics are, the better fit. Table 6 gives the MLEs and standard errors (SEs) for the survival times data. Table 7 gives the values of AIC, BIC, CAIC and HQIC for the survival times data. Figure 3 gives estimated PDF, CDF, HRF and Kaplan-Meier survival plot for the survival times data. Figure 4 gives the P-P plot for new model and the competitive models.

Based on the values in Table 7 the BH-BXII provides adequate fits as compared to PR-BXII, NH-BXII, EW-BXII, BXII-BXII, WG-BXII with smallest values of AIC, BIC, HQIC, CAIC. Based on Figure 4, the new version of BXII gives adequate fits.
Figure 3: TTT plot for the survival times data.

Table 6: MLEs and SEs for the survival times data.

| Model           | Estimates                  |
|-----------------|----------------------------|
| BH-BXII($a_1$, $a_2$) | 2.5788 (0.3364) 0.2934 (0.0475) |
| PR-BXII($\lambda$, $a_1$, $a_2$) | 6.3399 (1.5272) 0.8766 (0.1045) 0.3026 (0.0421) |
| EP-BXII($\lambda$, $\theta$, $a_1$, $a_2$) | -8.7894 (6.9357) 36.2752 (50.0761) 0.0818 (0.0189) 1.7432 (0.1032) |
| NH-BXII($\lambda$, $\theta$, $a_1$, $a_2$) | 7.7052 (0.0000) 19.0713 (0.0000) 1.8018 (0.2685) 0.0024 (0.0004) |
| EW-BXII($\lambda$, $\theta$, $a_1$, $a_2$) | 0.5513 (0.0905) 1.6976 (0.0000) 3.9999 (0.9579) (0.12233) |
| BXII-BXII($\lambda$, $\theta$, $a_1$, $a_2$) | 1.6733 (2.1604) 0.8148 (0.6809) 1.3705 (1.8561) 0.7411 (0.6114) |
| WG-BXII($\lambda$, $\theta$, $a_1$, $a_2$, $c$) | (0.3129) (0.2061515) (1.3472) (3.4677) 5.9651 (0.0000) 0.1938 (0.4598) |

Table 7: AIC, BIC, CAIC, and HQIC values for the survival times data.

| Model | AIC, CAIC, BIC, HQIC |
|-------|----------------------|
| BH-BXII | 284.4626, 284.634, 289.0435, 286.2882 |
| PR-BXII | 293.0974, 293.4452, 299.9688, 295.8358 |
| EP-BXII | 291.7877, 292.376, 300.9496, 295.4389 |
| NH-BXII | 303.0068, 303.5951, 312.1687, 306.658 |
| EW-BXII | 292.3694, 292.9577, 301.5313, 296.0206 |
| BXII-BXII | 286.3742, 286.9624, 295.536, 290.0253 |
| WG-BXII | 293.4625, 294.3581, 304.9148, 298.0265 |
7. Conclusions

This paper presented a new two parameter Burr XII distribution. The new PDF can be right skewed with no peak, unimodal-right skewed, left skewed and symmetric. The new HRF can be decreasing, unimodal and increasing. Properties related to the new PDF are derived. Simple type copula-based construction is presented for deriving some new bivariate and multivariate type distributions via the Morgenstern family and the clayton copula. The maximum likelihood estimation, Anderson Darling
estimation, right tail Anderson Darling estimation and left tail Anderson Darling estimation methods are used to estimate the model parameters. A new data set is analysed for comparing estimations methods and the competitive models.
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