Twitter Users Opinion Classification of Smart Farming in Indonesia

To cite this article: James Nata Salim et al 2020 IOP Conf. Ser.: Mater. Sci. Eng. 852 012165

View the article online for updates and enhancements.
Twitter Users Opinion Classification of Smart Farming in Indonesia

James Nata Salim1*, Dedi Trisnawarman2, Muhammad Choirul Imam3

1234)Information System, Faculty of Information Technology Universitas Tarumanagara, Jakarta 11440, Indonesia

Abstract. In the past year, Indonesia has digitalized agriculture called "Smart Farming" or "Agriculture 4.0" to follow the era of the industrial revolution 4.0. Public opinion on social media is a strong factor in determining whether or not smart farming is implemented in Indonesia. So the purpose of this research is to find data from Twitter and then analyzed using the sentiment analysis method, which will be classified using Naïve Bayes method. This process starts with searching data on Twitter, preprocessing text, classification, and finally testing. The accuracy testing results give a value of 0.97, and Recall produces a value of 1.0, F1 produces a value of 0.98 and an AUC value of 0.5.

1.Introduction

Indonesia is a country that is rich in endless natural resources so that it has been dubbed as an agricultural country that depends on the economy of the agricultural sector. In 2011 Indonesian people's rubber plantations covered an area of 2.9 million hectares or around 85% of the total national rubber area with a production of around 80% of the total national natural rubber production [1], palm oil plantations nationally in 2008 had an area covering 7 million hectares, with a production of 19.2 million tons. [2], and so far, Indonesia's Gross Domestic Product (GDP) agriculture sector's GDP has reached Rp 1,005.4 trillion [3]. Some of Indonesia's achievements show that Indonesia has great potential to become the largest producer of agricultural products in the world. But with a population of 266.91 million people [4], Indonesia has not been able to utilize natural resources optimally. The Central Statistics Agency said that the area of paddy fields continues to decline. Their notes in 2018 stated that the area of land was 7.1 million hectares, a decrease compared to 2017, which was still 7.75 million hectares [5].

The development of technology has reached the era of the industrial revolution 4.0, where it began to develop a variety of sophisticated tools. In the agricultural sector also has begun to digitize the so-called Smart Farming or agriculture 4.0 with the aim to simplify and increase productivity throughout the agricultural process. For farmers, the 4.0 industrial revolution era that prioritizes technology should also benefit them, especially to get information and innovations to increase the added value of their agricultural products even to help solve various existing problems [6]. The introduction of industry 4.0 to agriculture began to be introduced in 2018, which is expected to help the Indonesian government to deal with this era [7]. But there are still some challenges that need to be faced, such as the problem of cost, wide area distribution, changing the mindset of traditional farmers, and teaching technology to farmers [6]. From the explanation above it can be seen that the concept of Smart Farming or agriculture
4.0 in Indonesia has pros and cons, so it is needed a reference whether smart farming is suitable to be implemented in Indonesia or not. Of the many social media sites available, users prefer microblogging services like Twitter to learn about product services, social events, and political trends. Twitter is considered as an important source of information in sentiment analysis applications [8]. In this era, social media also participated in expanding the business movement and as a means of marketing agricultural products [9]. Therefore this study uses Twitter data to explore opinions related to smart farming that is applied in Indonesia.

2. Related Work

There had been some research that focuses on sentiment analysis of twitter data which is helpful to analyze the information in the tweets where opinions are highly unstructured, either positive or negative, or neutral in some cases. A research use various machine learning algorithms like Naive Bayes, Max Entropy, and Support Vector Machine, they provide research on twitter data streams. Research results show that machine learning methods, such as SVM and naive Bayes, have the highest accuracy and can be regarded as the baseline learning methods [10]. The second research combines textual and non-textual features to improve the performance of sentiment prediction.

In this research, they apply Naïve Bayes for textual classification and Fisher Score to determine non-textual (like and retweet) features. By combining two kinds of features, they evaluate the performance using F1-measure gives 0.838 of accuracy with α and β are 0.6 and 0.4, respectively [11]. The last one studies on twitter sentiment analysis using machine algorithms. The tweet format is very small, which generates a whole new dimension of problems like the use of slang, abbreviations etc. In this paper, they aim to review some papers regarding research in sentiment analysis on Twitter, describing the methodologies adopted and models applied, along with describing a generalized Python-based approach. This research topic has evolved during the last decade, with models reaching the efficiency of almost 85%-90%. But it still lacks the dimension of diversity in the data [12].

3. Method

The method used begins with collect data, preprocessing text, classification, then the last is testing. The details are described as follows.

3.1. Collect Data

The data is the tweets of Twitter users who argue about smart farming in Indonesia. Crawling data on Twitter is done using Python through consumer key access, consumer secret, access key, and access secret obtained after verifying developer accounts or APIs on Twitter. In this process, there are several keywords used to search, such as "smart farming 4.0", "smart farming 4.0", "modern agriculture", and "farmer 4.0". For the search process to be carried out, one Python library called Tweepy is needed. After the data is found, it will be saved in CSV file format, then labelling positive or negative sentiments manually.

3.2. Preprocessing Text

- Tokenization. A process of separating text into small pieces called tokens. A token is a meaningful unit of text, such as a word, that we are interested in using for analysis [13]. Tokenization aims to separate or differentiate each term in the text you want to process, so that at the end of this process we get the arrangement of terms.

- Case Folding. This step ensures all uppercase is changed to lowercase and also only letters a through z are contained in the document [14]. This process is important because not all text documents are consistent in writing capital or even writing errors occur.
- Stemming. A process of reducing the words into root form effectively. Stemming process involves affix removal algorithm which removes prefixes and suffixes of the word in the document [15].

- Removing Stop Words. Stop words are common in various sentiment analysis studies to prepare texts that are easy to process [16]. This process involves removing 126 conjunctions such as “adalah”, “di”, “akan”, etc.

3.3. Classification

Bayesian Classifiers are a popular supervised classification paradigm. Naive Bayes can be seen as in equation (1) and equation (2). An advantage of Naïve Bayes’ is that it only requires a small amount of training data to estimate the parameters necessary for classification. In Naïve Bayes technique, the basic idea to find the probabilities of categories given a text document by using the joint probabilities of words and categories [17], [18].

\[
P(C / x) = \frac{P(x/C)}{P(x)}
\]

Next, an assumption is made that the data point \(x = \{x_1, x_2, ..., x_j\}\). The probability of each attribute occurring is independent, we can estimate the probability of \(x\) as follows.

\[
P(x) = P(C).\prod P(x_i/C)
\]

3.4. Testing

After getting the results, testing is needed to prove the performance and accuracy of these results. There are 5 tests in this study Confusion Matrix, Accuracy, Recall, F1, and AUC.
4. Experiment & Result

4.1. Collect Data

![Image](Figure 1. Tweets Before Preprocessing)

After crawling data using Python, 174 tweets were found from various users who wrote some opinions on current agricultural developments, as can be seen in Figure 1. The "sentiment" column on the right is the result of manual labelling.

4.2. Preprocessing Text

![Image](Figure 2. Tweets After Preprocessing)

It can be seen in Figure 2 that the data tweets after preprocessing text are cleaner because there are not many symbols, conjunctions, uppercase letters, and so on.
4.3. Classification

Figure 3 is the result of the Naïve Bayes Classification. 1 for positive and 0 for negative.

| Index | 1 |
|-------|---|
| 0     | 1 |
| 1     | 0 |
| 2     | 1 |
| 3     | 1 |
| 4     | 1 |
| 5     | 1 |
| 6     | 1 |
| 7     | 1 |
| 8     | 1 |
| 9     | 1 |
| 10    | 1 |
| 11    | 1 |
| 12    | 1 |
| 13    | 1 |
| 14    | 1 |
| 15    | 1 |
| 16    | 1 |
| 17    | 1 |
| 18    | 1 |
| 19    | 1 |
| 20    | 1 |

Figure 3. Classification Results

4.4. Testing

Here are the results of the five tests.

Confusion Matrix: `array([[ 0,  1], [ 0, 33]])`

Accuracy Score: 0.9705882352941176

Recall Score: 1.0

F1 Score: 0.9850746268656716

AUC Score: 0.5

5. Conclusion

All results in this study showed good results. Even at the level of accuracy obtained can reach 0.97, Recall score reaches 1.0, and F1 also gets a value of 0.985. The response from Twitter users to smart farming in Indonesia also turned out to be positive.
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