Numerical and experimental verification of a theoretical model of ripple formation in ice growth under supercooled water film flow

K Ueno\(^1\), M Farzaneh\(^1\), S Yamaguchi\(^2\) and H Tsuji\(^3\)

\(^1\) NSERC/Hydro-Québec/UQAC Industrial Chair on Atmospheric Icing of Power Network Equipment (CIGELE) and Canada Research Chair on Engineering of Power Network Atmospheric Icing (INGIVRE), Université du Québec à Chicoutimi, 555 Boulevard de l’Université, Chicoutimi, Québec, G7H 2B1 Canada
\(^2\) Snow and Ice Research Center, National Research Institute for Earth Science and Disaster Prevention, Nagaoka, 940-0821, Japan
\(^3\) Research Institute for Applied Mechanics, Kyushu University, Kasuga, Fukuoka, 816-8580, Japan

E-mail: kazuto.ueno@uqac.ca

Received 3 March 2009, in final form 24 August 2009
Published 21 December 2009
Online at stacks.iop.org/FDR/42/025508

Communicated by Geoffrey Vallis

Abstract

Little is known about morphological instability of a solidification front during the crystal growth of a thin film of flowing supercooled liquid with a free surface: for example, the ring-like ripples on the surface of icicles. The length scale of the ripples is nearly 1 cm. Two theoretical models for the ripple formation mechanism have been proposed. However, these models lead to quite different results because of differences in the boundary conditions at the solid–liquid interface and liquid–air surface. The validity of the assumption used in the two models is numerically investigated and some of the theoretical predictions are compared with experiments.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

A thin liquid film flowing down a rigid wall is often observed in everyday life. A large number of studies on the instability of a viscous liquid layer running down a wall have been done (Benjamin 1957, Oron et al 1997). However, little is known about the morphological instability of the solid–liquid interface during the crystal growth of a flowing liquid film: for example, the ring-like ripples on icicles as shown in figure 1(a). Icicles grow when their
Figure 1. (a) Ripples on natural icicles hanging from a roof (February 2009, Chicoutimi, Canada). Panels (b) and (c) are schematic views of ice growth from a thin film of supercooled water flowing down a substrate inclined at angle $\theta$ to the horizontal. Flow is driven by gravity, and $g$ is the gravitational acceleration. Panel (b) shows an unperturbed state of the ice–water interface and water–air surface. $h_0$ and $v_0$ are the thickness and the surface velocity of the flowing water film. $T_{sub}$, $T_{sl}$, $T_{la}$ and $T_{\infty}$ are temperatures at the substrate ($y = -h_0$), ice–water interface ($y = 0$) and water–air surface ($y = h_0$) and $y = h_0 + \delta_0$, respectively. The temperatures of the ice $T_s$, supercooled water $T_l$ and air $T_a$ are below 0 $^\circ$C. $V$ is an unperturbed ice growth rate. Panel (c) shows a perturbed state of the ice–water interface and water–air surface.

surfaces are covered with a supercooled water film and the latent heat is released through the water film into the ambient air below 0 $^\circ$C (Makkonen 1988). It is well known that the ripples on the surface of icicles have a very regular spacing of about 9 mm (Maeno et al 1994). A pattern similar to ripples on icicles was experimentally produced on the surface of a wooden round stick and that of a gutter on an inclined plane, by supplying water from their top in a cold room below 0 $^\circ$C (Matsuda 1997). Matsuda found that these also have centimeter-scale ripples on their surfaces.

What determines the length scale of ripples on the surface of icicles? Although this has been a familiar phenomenon for people in cold regions for a very long time (Terada 1947), nobody has been able to explain the details until recently. A first theoretical attempt to explain...
ripple formation on icicles was made by Ogawa and Furukawa (2002). After that a quite different ripple formation mechanism was proposed by one of the authors (Ueno 2003, 2004, 2007). Although the governing equations in both papers were basically identical, completely different results were obtained due to some differences in boundary conditions. The author (Ueno 2003, 2007) predicted that (i) the wavelength of ripples increases with a decrease in the angle of the inclined plane, (ii) the wavelength increases only gradually with an increase in the water supply rate per width and (iii) the ripples move upward at about half the mean growth rate of icicle radius. The experimental results of Matsuda were obtained at a fixed water supply rate. We conducted similar experiments for various inclination angles and water supply rates. The purpose of this paper is to numerically investigate the validity of the assumptions used in both models (Ogawa and Furukawa 2002, Ueno 2003), and to compare the above theoretical predictions (i), (ii) and (iii) with our own experimental results.

2. Theoretical framework

We consider an ice growth on a substrate by supplying water from the top, as shown in figure 1(b). One side of the water film is a water–air surface and the other side is growing ice. As a result of the instability of the ice–water interface as shown in figure 1(c), the flow in the water film can be changed depending on the morphology of ice. In previous papers (Ueno 2003, 2004, 2007), we assumed a semi-infinite ice layer and no airflow ahead of the water–air surface. In this paper, we extend the previous theoretical framework to include heat conduction from the ice–water interface into the substrate thorough the ice with finite thickness. Not only does this theoretical framework enable us to rewrite the governing equations and boundary conditions in a more tractable form to solve numerically, but it also lets us easily compare the difference between the models of Ogawa and Furukawa (2002) and Ueno (2003).

Instead of dealing with the complete geometry of the icicle, round stick and gutter on an inclined plane, the theoretical analysis is assumed to be restricted to two-dimensional (2D) vertical cross-sections of these objects, as shown in figures 1(b) and (c). The $x$-axis is parallel to the semi-parabolic shear flow direction, and the $\tilde{y}$- and $y$-axes are normal to it. $\tilde{y}$ is a laboratory frame and $y$ is a moving frame with an undisturbed ice growth rate $\bar{V}$. $h_0$ and $u_0$ are the thickness and the surface velocity of an undisturbed flowing supercooled water film. For typical values of water supply rate per width $Q/l$ (Maeno et al 1994), $u_0 \sim 1 \text{ cm s}^{-1}$ and $h_0 \sim 100 \mu\text{m}$. Since actual thickness of the water film is very thin, the thickness of water film is exaggerated in figures 1(b) and (c). For convenience, we list only non-standard or particularly important symbols in table 1.

2.1. Governing equations

The velocity components $u_l$ and $v_l$ in the $x$- and $y$-directions in the water film flowing down an inclined plane at angle $\theta$ with respect to the horizontal are governed by the Navier–Stokes equations driven by gravity and the continuity equation (Landau and Lifshitz 1959):

$$\frac{\partial u_l}{\partial t} + u_l \frac{\partial u_l}{\partial x} + v_l \frac{\partial u_l}{\partial y} = -\frac{1}{\rho_l} \frac{\partial p_l}{\partial x} + v_l \left( \frac{\partial^2 u_l}{\partial x^2} + \frac{\partial^2 u_l}{\partial y^2} \right) + g \sin \theta,$$

$$\frac{\partial v_l}{\partial t} + u_l \frac{\partial v_l}{\partial x} + v_l \frac{\partial v_l}{\partial y} = -\frac{1}{\rho_l} \frac{\partial p_l}{\partial y} + v_l \left( \frac{\partial^2 v_l}{\partial x^2} + \frac{\partial^2 v_l}{\partial y^2} \right) - g \cos \theta,$$

$$\frac{\partial u_l}{\partial x} + \frac{\partial v_l}{\partial y} = 0.$$
Table 1. Symbols.

| Symbol | Definition |
|--------|------------|
| Q/l   | water supply rate per width |
| θ     | angle of inclined plane with respect to horizontal |
| h₀    | thickness of growing ice |
| δ₀    | thickness of unperturbed water film |
| δ₀    | characteristic length scale of thickness of thermal boundary layer in air |
| u₀    | surface velocity of flowing water film |
| ζ     | disturbed ice–water interface |
| ξ     | disturbed water–air surface |
| T sub | temperature of substrate |
| T d   | temperature at ice–water interface |
| T a   | temperature at water–air surface |
| T ∞   | ambient air temperature |
| ΔT d  | temperature deviation from T d |
| ΔT a  | temperature deviation from T a |
| Re₁   | Reynolds number of water film flow |
| Pe₁   | Peclet number of water film flow |
| f₁    | non-dimensional amplitude of perturbed stream function in water film |
| H₁    | non-dimensional amplitude of perturbed temperature in water film |
| μ     | non-dimensional wavenumber |
| a     | restoring force due to surface tension and gravity |
| σ₁    | non-dimensional amplification rate of disturbed ice–water interface |
| v₁    | non-dimensional translational velocity of disturbed ice–water interface |
| K₁    | ratio of thermal conductivity of ice to that of water |
| G₁    | ratio of unperturbed temperature gradient in ice to that in water |
| Θ₁    | phase shift of water–air surface against ice–water interface |
| Θ₁    | phase shift of temperature at ice–water interface against ice–water interface |
| Θ₁    | phase shift of temperature at water–air surface against ice–water interface |
| Θ₁    | phase shift of heat flux at ice–water interface against ice–water interface |

where \( t \) is the time, \( p_l \) is the pressure, \( \rho_l = 1.0 \times 10^3 \, \text{kg m}^{-3} \), the density of water, \( v_l = 1.8 \times 10^{-6} \, \text{m}^2 \text{s}^{-1} \), the kinematic viscosity of water, \( g = 9.8 \, \text{m s}^{-2} \), the gravitational acceleration. From (3), using the stream function \( \psi_l \), \( u_l \) and \( v_l \) can be expressed as \( u_l = \frac{\partial \psi_l}{\partial y} \) and \( v_l = -\frac{\partial \psi_l}{\partial x} \).

The equations for the temperatures in the ice \( T_s \), water \( T_l \) and air \( T_a \) are (Caroli et al. 1992, Landau and Lifshitz 1959)

\[
\frac{\partial T_s}{\partial t} - \nabla \cdot (\kappa_s \nabla T_s) = \kappa_s \left( \frac{\partial^2 T_s}{\partial x^2} + \frac{\partial^2 T_s}{\partial y^2} \right),
\]

\[
\frac{\partial T_l}{\partial t} + u_l \frac{\partial T_l}{\partial x} + v_l \frac{\partial T_l}{\partial y} = \kappa_l \left( \frac{\partial^2 T_l}{\partial x^2} + \frac{\partial^2 T_l}{\partial y^2} \right),
\]

\[
\frac{\partial T_a}{\partial t} - \nabla \cdot (\kappa_a \nabla T_a) = \kappa_a \left( \frac{\partial^2 T_a}{\partial x^2} + \frac{\partial^2 T_a}{\partial y^2} \right),
\]

where \( \kappa_s = 1.15 \times 10^{-6} \, \text{m}^2 \text{s}^{-1} \), \( \kappa_l = 1.33 \times 10^{-7} \, \text{m}^2 \text{s}^{-1} \) and \( \kappa_a = 1.87 \times 10^{-5} \, \text{m}^2 \text{s}^{-1} \) are the thermal diffusivities of the ice, water and air, respectively. We can neglect the second terms on the left-hand side of (4) and (6) because ice grows very slowly (Ueno 2003).
2.2. Boundary conditions

2.2.1. Hydrodynamic boundary conditions. Neglecting the density difference between ice and water, both velocity components at a disturbed ice–water interface must satisfy (Myers et al. 2002a, Ogawa and Furukawa 2002)

\[ u_l|_{y=\xi} = 0, \quad v_l|_{y=\xi} = 0. \]  \hspace{1cm} (7)

Except for (7), the following boundary conditions are the same as those used in the stability analysis of a viscous liquid layer flowing down a rigid wall (Benjamin 1957). The kinematic condition at a disturbed water–air surface is

\[ \frac{\partial \xi}{\partial t} + u_l|_{y=\xi} \frac{\partial \xi}{\partial x} = v_l|_{y=\xi}. \]  \hspace{1cm} (8)

At the water–air surface the shear stress must vanish:

\[ -p_l|_{y=\xi} + 2 \rho_l v_l \frac{\partial v_l}{\partial y}|_{y=\xi} - \gamma \frac{\partial^2 \xi}{\partial x^2} \left[ 1 + \left( \frac{\partial \xi}{\partial x} \right)^2 \right]^{-3/2} = -P_0. \]  \hspace{1cm} (10)

2.2.2. Thermodynamic boundary conditions. In the model (Ogawa and Furukawa 2002), the continuity of the temperature at a disturbed ice–water interface, \( y = \xi(t, x) \), is

\[ T_s|_{y=\xi} = T_l|_{y=\xi} = T_{sl}. \]  \hspace{1cm} (11)

If we can neglect the Gibbs–Thomson effect (temperature depression due to the curvature of the solid–liquid interface) (Caroli et al. 1992), \( T_{sl} \) is assumed to be the equilibrium freezing temperature (\( T_{sl} = 0 \)°C for pure water). On the other hand, in the model of Ueno (2003), the continuity condition is represented as follows:

\[ T_s|_{y=\xi} = T_l|_{y=\xi} = T_{sl} + \Delta T_{sl}. \]  \hspace{1cm} (12)

We will discuss in section 4 that the temperature at a disturbed ice–water interface under a thin shear flow is not necessarily a constant \( T_{sl} \), but that it deviates by \( \Delta T_{sl} \) from \( T_{sl} \). The heat conservation at the ice–water interface is (Caroli et al. 1992, Langer 1980, Ueno 2003)

\[ L \left( \frac{db}{dt} + \frac{\partial \xi}{\partial t} \right) = K_s \frac{\partial T_s}{\partial y}|_{y=\xi} - K_l \frac{\partial T_l}{\partial y}|_{y=\xi}. \]  \hspace{1cm} (13)

where \( L = 3.3 \times 10^8 \) J m\(^{-3}\) is the latent heat per unit volume, and \( K_s = 2.22 \) J (m K s\(^{-1}\)) and \( K_l = 0.56 \) J (m K s\(^{-1}\)) are the thermal conductivities of the ice and water, respectively.

In the model of Ueno (2003), the continuity of the temperature at a disturbed water–air surface, \( y = \xi(t, x) \), is

\[ T_s|_{y=\xi} = T_l|_{y=\xi} = T_{la}. \]  \hspace{1cm} (14)

We will discuss in section 4 that the temperature at a disturbed water–air surface should remain at a constant \( T_{la} \), which will be determined from the continuity of heat flux at the water–air surface. On the other hand, in the model of Ogawa and Furukawa (2002) the continuity of the
temperature is

\[ T_1|_{y=\xi} = T_a|_{y=\xi} = T_{la} + \Delta T_{la}, \]  

(15)

which means that the temperature at a disturbed water–air surface deviates by \( \Delta T_{la} \) from \( T_{la} \). The heat conservation at the water–air surface is given by (Ogawa and Furukawa 2002, Ueno 2003)

\[-K_a \frac{\partial T_1}{\partial y} \bigg|_{y=\xi} = -K_a \frac{\partial T_a}{\partial y} \bigg|_{y=\xi}, \]  

(16)

where \( K_a = 0.024 \text{ J (m K s)}^{-1} \) is the thermal conductivity of the air.

We will see later that completely different results in the two models arise from the different boundary conditions between (11) and (15) in Ogawa and Furukawa (2002) and (12) and (14) in Ueno (2003). \( \Delta T_{dl} \) in (12) and \( \Delta T_{la} \) in (15) cannot be determined \textit{a priori}, but will be determined after solving the equation for the temperature in the flowing water film.

2.3. Equations and solutions for unperturbed and perturbed fields

Since a ring-like structure encircles the icicles and there is no noticeable azimuthal variation on the surface of the icicles (see figure 1(a)), it is sufficient to consider only a 1D perturbation in the \( x \)-direction of the ice–water interface, \( \zeta(t, x) = \zeta_k \exp[\sigma t + i k x] \), where \( k \) is the wavenumber and \( \sigma = \sigma^{(0)} + i \sigma^{(1)} \), with \( \sigma^{(0)} \) being the amplification rate and \( \sigma^{(1)} \) being the phase velocity of the perturbation, and \( \zeta_k \) is a small amplitude of the ice–water interface. We separate \( \xi, \psi_l, p_l, T_l, T_i \) and \( T_a \) into unperturbed steady fields and perturbed fields with prime as follows: \( \xi = \xi_0 + \xi', \psi_l = \psi_{l0} + \psi_l', t = P_l + P_l', T_l = T_{l0} + T_l', T_i = T_{i0} + T_i' \) and \( T_a = T_{a0} + T_a' \). We suppose that the respective perturbed parts are expressed as follows:

\[
\begin{pmatrix}
\xi'(t, x) \\
\psi_{l}'(t, x, y) \\
p_{l}'(t, x, y) \\
T_{l}'(t, x, y) \\
T_{i}'(t, x, y)
\end{pmatrix}
= \begin{pmatrix}
\xi_k \\
\psi_{l0} \\
p_{l0} \\
T_{l0} \\
T_{i0}
\end{pmatrix}
\exp[\sigma t + i k x],
\]  

(17)

where \( \xi_k, \psi_{l0}, p_{l0}, g_{l0} \) and \( g_{a} \) are the amplitudes of respective perturbations and they are assumed to be of the order of \( \zeta_k \). The calculation in the previous paper (Ueno 2003) was based on a linear stability analysis taking into account only the first order of \( \zeta_k \). Furthermore, two approximations were used. The first is the long wavelength approximation (Benjamin 1957, Oron et al 1997), which is valid when the water film thickness is much less than the characteristic length scale of ripples. Defining a dimensionless wavenumber by \( \mu = k h_0 \), we neglected the higher order of \( \mu \). The second is the quasi-steady state approximation (Caroli et al 1992, Langer 1980). We neglected the time derivative term of \( u_l, v_l, T_a, T_i, T_l, \xi \) in (1), (2), (4)–(6) and (8) because these fields respond relatively rapidly to slow development of the ice–water interface perturbation. In order to check numerically the validity of the analytical results obtained under the long wavelength approximation in the previous papers (Ogawa and Furukawa 2002, Ueno 2003), we retain the higher order of \( \mu \) in the following perturbed parts.
The equations of the unperturbed part in (1) and (2) are, respectively,
\[
\begin{align*}
\frac{d^2 \tilde{U}_1}{dy^2} + g \sin \theta &= 0, \\
-\frac{1}{\rho_0} \frac{d \tilde{P}_1}{dy} - g \cos \theta &= 0.
\end{align*}
\] (18)

With the no-slip condition at the ice–water interface, \(\tilde{U}_1|_{y=0} = 0\), the free shear stress at the water–air surface, \(d\tilde{U}_1/dy|_{y=h_0} = 0\) and \(\tilde{P}_1|_{y=h_0} = \tilde{P}_0\), the solutions are
\[
\tilde{U}_1(y) = u_0 \left\{ 2 \frac{y}{h_0} - \left( \frac{y}{h_0} \right)^2 \right\}, \quad \tilde{P}_1(y) = \tilde{P}_0 - \rho_0 g \cos \theta (y - h_0),
\] (19)

where \(u_0 = h_0^2 g \sin \theta/(2\nu_0)\) is the surface velocity of the water film. In the absence of ice growth, the water supply rate per width is given by \(Q/l = \int_0^h \tilde{U}_1(y) dy = 2u_0 h_0/3\) in an undisturbed state (Benjamin 1957, Landau and Lifshitz 1959), from which \(h_0\) and \(u_0\) can be expressed with respect to experimentally controllable parameters \(Q/l\) and \(\theta\) as follows:
\[
h_0 = [3\nu_0/(g \sin \theta)]^{1/3}(Q/l)^{1/3} \quad \text{and} \quad u_0 = [9g \sin \theta/(8\nu_0)]^{1/3}(Q/l)^{2/3}.
\]

From the dimensional consideration and the assumption that \(f_1(\gamma)\) in (17) is of the order of \(\zeta\), we assume \(f_1(\gamma) = u_0 f_1(\gamma)\zeta_0\). Substituting \(f_1\) and \(\Pi_1\) in (17) into the perturbed part of (1) and (2), and finally eliminating \(\Pi_1\) from them by cross differentiation, we obtain the Orr–Sommerfeld equation for the non-dimensional stream function \(f_1\) (Benjamin 1959):
\[
\frac{d^4 f_1}{dy_+^4} = \left\{ 2 \mu^2 + i\mu Re_0 \tilde{U}_0 \right\} \frac{d^2 f_1}{dy_+^2} + \left\{ \mu^4 + i\mu Re_1 \left( \mu^2 \tilde{U}_0 + \frac{d^2 \tilde{U}_0}{dy_+^2} \right) \right\} f_1,
\] (20)

where \(y_+ = y/h_0\), \(\tilde{U}_0 = \tilde{U}_1/u_0 = 2\gamma e^2\) and \(Re_0 \equiv u_0 h_0/\nu_0 = 3Q/(2\nu_0)\) is the Reynolds number.

Linearizing the boundary conditions (7)–(10) at the unperturbed ice–water interface \(y = 0\) and water–air surface \(y = h_0\), the perturbed part of the equations are, respectively,
\[
\frac{d^2 \tilde{U}_1}{dy_+^2} \bigg|_{y_+ = 0} + \mu^2 \tilde{U}_0 \bigg|_{y_+ = 0} = 0, \quad \tilde{U}_1 \bigg|_{y_+ = h_0} \partial \xi_+ / \partial x = \tilde{U}_0 \bigg|_{y_+ = h_0} \partial \xi_+ / \partial x = v_0 \bigg|_{y_+ = h_0}, \quad \frac{d^2 \tilde{U}_1}{dy_+^2} \bigg|_{y_+ = h_0} + \frac{\partial v_0}{\partial y} \bigg|_{y_+ = h_0} = 0 \quad \text{and} \quad -\left( \frac{d \tilde{P}_1}{dy_+} \bigg|_{y_+ = h_0} \right) + \frac{\partial v_0}{\partial y} \bigg|_{y_+ = h_0} = 0.
\]

Using \(u_0 = \partial \psi_0 / \partial y\) and \(v_0 = -\partial \psi_0 / \partial x\), the above equations can be expressed as, respectively (Ueno 2003):
\[
\begin{align*}
\frac{df_1}{dy_+} \bigg|_{y_+ = 0} - \frac{d \tilde{U}_0}{dy_+} \bigg|_{y_+ = 0} = 0, \quad f_1 \bigg|_{y_+ = 1} \xi_+ = -\tilde{U}_0 \bigg|_{y_+ = 1} \xi_+, \\
\left\{ \frac{d^2 f_1}{dy_+^2} \bigg|_{y_+ = 1} + \mu^2 f_1 \bigg|_{y_+ = 1} \right\} \xi_+ = -\frac{d^2 \tilde{U}_0}{dy_+^2} \bigg|_{y_+ = 1} \xi_+,
\end{align*}
\] (21)

While deriving the last equation in (21), we have used \(\Pi_1 = \rho_0 \mu^2 h_0/\nu_0 [1/(i\mu Re_0)](d^3 f_1/dy_+^3 - \mu^2 f_1/dy_+^3) - \tilde{U}_0 d^2 f_1/dy_+^2 + d \tilde{U}_0/dy_+ f_1 \xi_+ \) obtained from the unperturbed part of the pressure gradient term in (1). Here
\[
\alpha = 2(\cot \theta) \mu + \frac{2}{\sin \theta} \left( \frac{a}{h_0} \right)^2 \mu^3
\] (22)
in the last equation in (21) is the parameter to characterize the effect of surface tension and gravity on the water–air surface, which was referred to as the restoring force in the papers of
Benjamin (1957) and Ueno (2003). \( a = [\gamma / (\rho g)]^{1/2} \) is the capillary length associated with the surface tension \( \gamma \) of the water–air surface (Landau and Lifshitz 1959). The third equation in (21) gives the relation between the amplitude of the ice–water interface, \( \xi_k \), and that of the water–air surface, \( \xi_l \). In the case of a disturbed ice–water interface and water–air surface too, \( \int_0^l u_l(y)dy = \int_0^l (\tilde{U}_l(y) + u'_l(x, y))dy = 2\mu_0 h_0/3 + u_0 (\xi_l + f_1|_{y=0} \xi_k) \exp[\sigma t + i k x] \) up to the first order of \( \xi_k \) must be equal to \( Q/1 \), from which we again obtain the relation \( \xi_k = - f_1|_{y=0} \xi_k \). Noting that \( \tilde{U}_i|_{y=0} = 1 \), \( d\tilde{U}_i/du|_{y=0} = 2 \) and \( d^2\tilde{U}_i/du^2|_{y=0} = -2 \) and using \( \xi_k = - f_1|_{y=0} \xi_k \), (21) leads to four boundary conditions to solve (20):

\[
\begin{align*}
\frac{df_1}{dy}|_{y=0} + 2 &= 0, & f_1|_{y=0} &= 0, & \frac{d^2f_1}{dy^2}|_{y=0} + (2 + \mu^2) f_1|_{y=0} &= 0, \\
\frac{df_1}{dy}|_{y=1} - (i\mu Re + 3\mu^2) \frac{df_1}{dy}|_{y=1} + i\sigma f_1|_{y=1} &= 0.
\end{align*}
\] (23)

Linearizing (12) and (13) at the unperturbed ice–water interface \( y = 0 \) yields, respectively, to the zeroth order in \( \xi_l \),

\[
\tilde{T}_k|_{y=0} = \tilde{T}_l|_{y=0} = T_{sl}, \quad \frac{d\tilde{h}_0}{dt} = K_s \frac{d\tilde{T}_k}{dy}|_{y=0} - K_l \frac{d\tilde{T}_l}{dy}|_{y=0},
\] (24)

and to the first order in \( \xi_l \),

\[
\Delta T_{sl} = \left[ \frac{d\tilde{T}_l}{dy}|_{y=h_0} \xi_l + g_1|_{y=h_0} \right] \exp[\sigma t + ik x] = \left[ \frac{d\tilde{T}_l}{dy}|_{y=0} \xi_l + g_1|_{y=0} \right] \exp[\sigma t + ik x].
\]
\[
L \sigma \xi_k = K_s \frac{dg_1}{dy}|_{y=0} - K_l \frac{dg_1}{dy}|_{y=0},
\] (25)

Next, linearizing (15) and (16) at the unperturbed water–air surface \( y = h_0 \) yields, respectively, to the zeroth order in \( \xi_l \),

\[
\tilde{T}_l|_{y=h_0} = \tilde{T}_a|_{y=h_0} = T_{la}, \quad -K_l \frac{d\tilde{T}_l}{dy}|_{y=h_0} = -K_a \frac{d\tilde{T}_a}{dy}|_{y=h_0},
\] (26)

and to the first order in \( \xi_l \),

\[
\Delta T_{la} = \left[ \frac{d\tilde{T}_l}{dy}|_{y=h_0} \xi_l + g_1|_{y=h_0} \right] \exp[\sigma t + ik x] = \left[ \frac{d\tilde{T}_l}{dy}|_{y=0} \xi_l + g_1|_{y=0} \right] \exp[\sigma t + ik x].
\]
\[
K_l \left[ \frac{d^2\tilde{T}_l}{dy^2}|_{y=h_0} \xi_l + \frac{dg_1}{dy}|_{y=h_0} \right] = K_a \left[ \frac{d^2\tilde{T}_a}{dy^2}|_{y=h_0} \xi_l + \frac{dg_1}{dy}|_{y=h_0} \right].
\] (27)

Substituting \( T_i = \tilde{T}_i + g_i \exp[\sigma t + i k x] \), \( T_l = \tilde{T}_l + g_l \exp[\sigma t + i k x] \) and \( T_a = \tilde{T}_a + g_a \exp[\sigma t + i k x] \) into (4)–(6), the equations for \( T_i, \tilde{T}_l, T_a \) and \( g_i, g_l, g_a \) are obtained. With the following boundary conditions: \( \tilde{T}_i|_{y=h_0} = T_{sl}, \tilde{T}_l|_{y=0} = \tilde{T}_l|_{y=0} = T_{sl}, \tilde{T}_l|_{y=h_0} = T_{la} \) and \( T_{la}|_{y=h_0} = T_{la} \), as shown in figure 1(b), we obtain linear temperature profiles

\[
\tilde{T}_i(y) = T_{sl} + G_i(y + h_0), \quad \tilde{T}_l(y) = T_{sl} - G_l y, \quad \tilde{T}_a(y) = T_{la} - G_a(y - h_0),
\] (28)

where \( G_i = (T_i - T_{sl})/h_0, G_l = (T_l - T_{la})/h_0 \) and \( G_a = (T_{la} - T_{la})/\delta_0 \) are the unperturbed part of the temperature gradient. Here, we have assumed that air temperature is approximately \( T_{la} \) at a length scale \( \delta_0 \). In the presence of airflow, heat transport is greatly influenced by the convection, and \( \delta_0 \) is then regarded as a characteristic length scale of the thickness of the thermal boundary layer (Short et al. 2006).
When we consider the icicle as a cylindrical object, the solutions of the unperturbed velocity and temperature profiles in the water film in the cylindrical coordinate under the assumption of axial symmetry with the same boundary conditions as the planar case are $\tilde{U}_a(r, s) = R_0^2(1 + 1/R_0)^2 \ln(r_s/R_0) - (r_s - R_0^2)/2$ and $\tilde{T}_a(r, s) \equiv (\bar{T}_1 - T_\infty)/(T_\infty - T_a) = -R_0 \ln(r_s/R_0)$, where $r_s = r/R_0$ and $R_0 = R/R_0$. $r$ and $R$ being the radial coordinate and the icicle radius, respectively. When we express $\tilde{U}_a(r, s)$ and $\tilde{T}_a(r, s)$ with respect to $y_s$, using the relation $r_s = R_s + y_s$, the planar velocity and temperature profiles $\tilde{U}_a(y_s) = 2y_s - y_s^2$ and $\tilde{T}_a(y_s) = -y_s$ are retrieved because $y_s/R_s \ll 1$ in the water film ($0 \leq y_s \leq 1$) when the icicle radius $R$ is much greater than the thickness of water film $h_0$, i.e. $R_s \gg 1$. That is why the icicle geometry was approximated in the Cartesian coordinates.

Substituting the solutions of $\bar{T}_1$ and $\bar{T}_a$ in (28) into the second equation in (26), $T_\infty$ in (14) and (15) is obtained as follows:

$$T_\infty = \frac{T_{10} + (K_a/K_l)(h_0/\delta_0)T_\infty}{1 + (K_a/K_l)(h_0/\delta_0)}.$$  

(29)

Next substituting the solutions of $\bar{T}_a$ and $\bar{T}_1$ in (28) into the second equation in (24) and using (29) yields an unperturbed ice growth rate approximately

$$\bar{\nu} \equiv \frac{db_0}{dt} = \frac{K_a}{L} \frac{T_{10} - T_{sub}}{b_0} + \frac{K_a}{L} \frac{T_{10} - T_\infty}{\delta_0},$$  

(30)

because $K_a/K_l \ll 1$ and $h_0/\delta_0 \ll 1$. In the presence of airflow, equations (29) and (30) are replaced by $T_\infty = (T_{10} + (K_a/K_l)(h_0/\delta_0)\bar{G}_a T_\infty) [1 + (K_a/K_l)(h_0/\delta_0)^3 \bar{G}_a]$ and $db_0/dt = (K_a/L)(T_{10} - T_{sub})/b_0 + (K_a/L)(T_{10} - T_\infty)\bar{G}_a/\delta_0$, where $\bar{G}_a = -\delta_0/(T_{10} - T_\infty) d\bar{T}_a/dy|_{y=\delta_0}$ is the dimensionless air temperature gradient at the unperturbed water–air surface and depends on the Prandtl number of the air. In order to estimate the value of $\bar{G}_a$, we need the exact temperature distribution $\bar{T}_a$ by solving the coupled Navier–Stokes and heat transport equations in the air (Short et al. 2006). As we will see later, however, as the air temperature gradient $\bar{G}_a$ at the water–air surface does not affect the wavelength of ripples on icicles, we assumed a linear air temperature profile ahead of the water–air surface, i.e. we consider the case of $\bar{G}_a = 1$.

Figure 2 shows the ice thickness determined by integrating (30), subject to $b_0 = 0$ at time $t = 0$, for different temperatures $T_{sub}$ of a substrate. If heat conduction through the ice is negligible, $b_0$ is proportional to the time $t$ and $\bar{\nu} = 2.6 \text{ mm h}^{-1}$ for the parameters shown in figure 2. This value is of the same order as our experimental measurement of ice growth rate (see section 5). When $T_{sub} < 0 \degree C$, $b_0$ is proportional to $t^{1/2}$ because the first term on the right-hand side in (30) is dominant while the thickness of ice is small.

From the dimensional consideration from the first equation in (25), we assume $g_t(y) = H_l(y)\bar{G}_a \xi_k$. Then the perturbed part of (5) yields the equation for the non-dimensional amplitude $H_l$ (Ueno 2003):

$$\frac{d^2 H_l}{dy^2} = (\mu^2 + i\mu Pe_l \tilde{U}_a) H_l - i\mu Pe_l \frac{d\tilde{T}_a}{dy_a} f_l,$$

(31)

where $\tilde{T}_a(y_s) \equiv (\bar{T}_1(y_s) - T_{10})/(T_{10} - T_a) = -y_s$ is the dimensionless temperature profile of the water film in the unperturbed state, and where $Pe_l \equiv u_0 h_0/\kappa_l = 3Q/(2l \kappa_l)$ is the Peclet number defined as the ratio of the heat transfer due to the water flow to that due to the thermal diffusion in the water film.

In the case of $\Delta T_{10} = 0$ as in (Ueno 2003), the first equation in (27) gives $H_l|_{y=\delta_0} = \xi_k$ and $g_{s_0}|_{y=\delta_0} = \bar{G}_a \xi_k$. Then the solution of the equation $d^2 g_a/du^2 = k^2 g_a$ with the boundary conditions:
conditions of \( g_a|_{y=h_0} = \tilde{G}_a\xi_0 \) and \( g_a|_{y=\infty} = 0 \) is given by

\[
g_a(y) = \exp[-k(y-h_0)]\tilde{G}_a\xi_0. \tag{32}
\]

Substituting (32) into the second equation in (27) and using the second equation \( K_1\tilde{G}_1 = K_a\tilde{G}_a \)

in (26) yields \( \frac{dH_t}{dy}|_{y=h_0}\xi_k = -k\xi_k \). Accordingly, using the relation \( \xi_k = -f_1|_{y,=1}\xi_k \) the

boundary conditions to solve (31) are

\[
H_t|_{y,=1} = -f_1|_{y,=1}, \quad -\frac{dH_t}{dy}|_{y,=1} = -\mu f_1|_{y,=1}. \tag{33}
\]

Using the solution \( H_t \) satisfying the boundary conditions in (33), from the first equation in (25), \( \Delta T_d \) and \( g_{a1}|_{y=0} \) are finally determined to the first order in \( \xi_k \):

\[
\Delta T_d = (H_t|_{y,=0} - 1)\tilde{G}_1\xi_k \exp[\sigma t + ikx] \text{ and } g_{a1}|_{y=0} = (-\tilde{G}_a/\tilde{G}_1 + H_t|_{y,=0} - 1)\tilde{G}_1\xi_k, \]

respectively. The solution to the equation \( d^2g_a/dy^2 = k^2g_a \) with the boundary conditions of \( g_a|_{y=-h_0} = 0 \) and \( g_a|_{y=0} = (-\tilde{G}_a/\tilde{G}_1 + H_t|_{y,=0} - 1)\tilde{G}_1\xi_k \) is

\[
g_a(y) = \left(-\frac{\tilde{G}_a}{\tilde{G}_1} + H_t|_{y,=0} - 1\right)\frac{\sinh[k(y+h_0)]}{\sinh(kh_0)}\tilde{G}_1\xi_k. \tag{34}
\]

On the other hand, in the case of \( \Delta T_d = 0 \) as in (11) (Ogawa and Furukawa 2002), the first equation in (25) gives \( g_{a1}|_{y=0} = -\tilde{G}_a\xi_k \) and \( H_t|_{y,=0} = 1 \). Then the solution to the equation \( d^2g_a/dy^2 = k^2g_a \) with the boundary conditions of \( g_a|_{y=-h_0} = 0 \) and \( g_a|_{y=0} = -\tilde{G}_a\xi_k \) is given by

\[
g_a(y) = -\frac{\sinh[k(y+h_0)]}{\sinh(kh_0)}\tilde{G}_a\xi_k. \tag{35}
\]

Furthermore, the first equation in (27) gives \( g_{a1}|_{y=h_0} = \tilde{G}_a\xi_k + \tilde{G}_1(H_t|_{y,h_0}\xi_k - \xi_k) \). Then the solution to the equation \( d^2g_a/dy^2 = k^2g_a \) with the boundary conditions of \( g_a|_{y=h_0} = \tilde{G}_a\xi_k + \tilde{G}_1(H_t|_{y,h_0}\xi_k - \xi_k) \) and \( g_a|_{y=\infty} = 0 \) takes the form:

\[
g_a(y) = \exp[-k(y-h_0)]\{\tilde{G}_a\xi_k + \tilde{G}_1(H_t|_{y,h_0}\xi_k - \xi_k)\}. \tag{36}
\]

where \( H_t \) is not yet determined. Substituting (36) into the second equation in (27) yields \( \frac{dH_t}{dy}|_{y,h_0}K_1\xi_k = -kK_a\{\tilde{G}_a\xi_k + \tilde{G}_1(H_t|_{y,h_0}\xi_k - \xi_k)\} \). Then, using the relation
\[ \xi_k = -f_i|_{y^* = 1} \xi_k \]  the boundary conditions to solve (31) are
\[ H_i|_{y^* = 0} = 1, \quad -\frac{dH_i}{dy_i}|_{y^* = 1} = -\mu \left\{ f_i|_{y^* = 1} - \frac{K_s}{K_l} (H_i|_{y^* = 1} + f_i|_{y^* = 1}) \right\}. \] (37)

Since \( K_s/K_l \ll 1 \), we can neglect the second term of the second equation in (37) and the result is the same as the second equation in (33). Finally, substituting the solution of \( H_i \) satisfying the boundary conditions in (37) into (36), the solution of \( \xi_k \) is determined and \( \Delta T_{lb} \) is obtained from the first equation in (27) to the first order in \( \xi_k \): \( \Delta T_{lb} = (H_i|_{y^* = 1} + f_i|_{y^* = 1}) \bar{G}_l \xi_k \exp[\sigma t + ikx] \). We will see later that the difference in the boundary conditions between (33) (Ueno 2003) and (37) (Ogawa and Furukawa 2002) is the main cause leading to different results.

A small perturbation of the ice–water interface in the non-dimensional form can be rewritten in the following way:
\[ y_s = \xi_s = \delta_0 \exp[\sigma t + ikx] \] where \( \delta_0 = \xi_k / h_0, \delta_0(t) = \delta_0 \exp(\sigma^0 t) \), and \( \text{Im} \) denotes the imaginary part of its argument. From the amplitude relation \( \xi_k = -f_i|_{y^* = 1} \xi_k \), the corresponding perturbation of the water–air surface with an infinitesimal amplitude \( \delta_i = \xi_k / h_0 \) is given by
\[ y_s = \xi_s = 1 + \text{Im}[\delta_i \exp[\sigma t + ikx]] = 1 + |f_i|_{y^* = 1} \delta_i(t) \sin[k(x - \upsilon t) + \Theta_{\xi_k}], \] (39)
where \( |f_i|_{y^* = 1} = \left|(-f_i^{(0)}|_{y^* = 1})^2 + (-f_i^{(0)}|_{y^* = 1})^2 \right|^{1/2} \), \( \cos \Theta_{\xi_k} = -f_i^{(0)}|_{y^* = 1}/|f_i|_{y^* = 1} |f_i|_{y^* = 1} | \) and \( \sin \Theta_{\xi_k} = -f_i^{(0)}|_{y^* = 1}/|f_i|_{y^* = 1} |f_i|_{y^* = 1} | \) being a phase difference between the ice–water interface and the water–air surface. When \( \mu \) is small, \( f_i|_{y^* = 1} = f_i^{(0)}|_{y^* = 1} + i f_i^{(0)}|_{y^* = 1} \approx -36/(36 + \alpha^2) + i(-6\alpha)/(36 + \alpha^2) \) (see equation (73) in Ueno (2003)). When \( f_i^{(0)}|_{y^* = 1} \) acquires nonzero values, as shown in figure 3(a), there exists a phase shift of the water–air surface against the ice–water interface. The parameter \( \alpha \) in (22) depends on \( \mu \), hence the amplitude and phase of the water–air surface relative to the ice–water interface can change depending on the wavelength of the ice–water interface (figures 3(a) and 6(e)). Using the second equation in (33), the temperature gradient at the perturbed water–air surface can be expressed as
where \( K = \bar{G} \), i.e. \( f_l |_{y_s=1} = -1 \), which means that the amplitude of the water–air surface is the same as that of the ice–water interface, and that there exists no phase shift of the water–air surface against the ice–water interface. Then, the perturbed part in \( -d T_l / d y |_{y_s=1} = \bar{G} (1 + \mu \xi) \) only increases with \( \mu \). This is also the main difference between the two models.

### 2.4. Dispersion relation

Substituting \( g(s) = H_z(y) \bar{G}_z \alpha \) and (34) into the second equation in (25) and using \( K_l \bar{G}_l = K_s \bar{G}_s \) yields the dispersion relation for the perturbation of the ice–water interface:

\[
\sigma = \frac{K_s \bar{G}_s}{L h_0} \left\{ \left. - \frac{d H_l}{d y_s} \right|_{y_s=0} + K_l^* \mu (-G_l^* + H_l |_{y_s=0} - 1) \right\},
\]

(40)

where \( K_l^* \equiv K_s / K_l \approx 3.96 \) is the ratio of the thermal conductivity of ice to that of water and \( G_l^* \equiv \bar{G}_s / \bar{G}_l = (K_l / K_s) (\bar{G}_s / \bar{G}_l) (T_d - T_\infty) / (T_o - T_\infty) \) is the ratio of the unperturbed temperature gradient at the ice–water interface in the ice to that in the water. The real and imaginary parts of (40) yield the non-dimensional amplification rate \( \sigma_n^{(r)} \equiv \sigma^{(r)} / (K_s \bar{G}_s / L h_0) \) and the non-dimensional phase velocity \( v_p = v_p / (K_s \bar{G}_s / L) = -\sigma^{(r)} / (K_s \bar{G}_s / L) \), respectively,

\[
\sigma_n^{(r)} = - \left. \frac{d H_l^{(r)}}{d y_s} \right|_{y_s=0} + K_l^* \mu \left( -G_l^{(r)} + H_l |_{y_s=0} - 1 \right),
\]

(41)

\[
v_p = - \frac{1}{\mu} \left( \left. - \frac{d H_l^{(i)}}{d y_s} \right|_{y_s=0} + K_l^* \mu H_l^{(i)} |_{y_s=0} \right).
\]

(42)

where \( H_l^{(r)} \) and \( H_l^{(i)} \) are the real and imaginary parts of \( H_l \).

Equations (20) and (31) were solved analytically with the boundary conditions (23) and (33) under the long wavelength approximation neglecting the higher order of \( \mu \), except for retaining the second term in \( \alpha \) because of \( (a / h_0)^2 \gg 1 \) (Ueno 2003). By transferring the variable \( y_s \) into \( z = 1 - y_s \), the general solution of (31) can be expressed as \( H_l(z) = C_1 \phi_1(z) + C_2 \phi_2(z) + i \mu P \int_0^1 \left[ \phi_1(z) \phi_1(z') - \phi_1(z) \phi_2(z') \right] d z' \), where \( C_1 \) and \( C_2 \) are unknown constants, \( \phi_1(z) \) and \( \phi_2(z) \) are the homogeneous solutions of (31): \( d^2 \phi / dz^2 - \mu^2 \phi + i \mu P \int_0^1 \phi(z) d z' \phi \). We note that in the \( z \)-coordinate, \( z = 0 \) and 1 are positions of the unperturbed water–air surface and ice–water interface, respectively. Neglecting the \( \mu^2 \) term in the above homogeneous equation, \( \phi_1(z) \) and \( \phi_2(z) \) can be expanded
in terms of $\mu \text{Pe}_1$ as follows (see appendix in (Ueno 2003)): 

$$\phi_1(z) = 1 + i \left( \frac{1}{2} z^3 - \frac{1}{12} z^4 \right) \mu \text{Pe}_1 + \left( -\frac{1}{24} z^4 + \frac{7}{360} z^6 - \frac{1}{672} z^8 \right) (\mu \text{Pe}_1)^2 + \cdots, \quad (43)$$

$$\phi_2(z) = z + i \left( \frac{1}{6} z^3 - \frac{1}{20} z^5 \right) \mu \text{Pe}_1 + \left( -\frac{1}{120} z^5 + \frac{13}{2520} z^7 - \frac{1}{1440} z^9 \right) (\mu \text{Pe}_1)^2 + \cdots. \quad (44)$$

The boundary conditions in (33) give $C_1 = - f_1|_{z=0}$ and $C_2 = - \mu f_1|_{z=0}$, respectively, because $\phi_1|_{z=0} = 1$, $\phi_2|_{z=0} = 0$, $d\phi_1/dz|_{z=0} = 0$ and $d\phi_2/dz|_{z=0} = 1$. Thus we obtain

$$H_i(z) = -f_1|_{z=0} \{ \phi_1(z) + \mu \phi_2(z) \} + i\mu \text{Pe}_1 \int_0^z \left( \phi_2(z)\phi_1(z') - \phi_1(z)\phi_2(z') \right) f_i(z') dz'. \quad (45)$$

Since 

$$\phi_1|_{z=1} = 1 + i \frac{5}{12} (\mu \text{Pe}_1) - \frac{239}{10080} (\mu \text{Pe}_1)^2 + \cdots, \quad \phi_2|_{z=1} = 1 + i \frac{7}{60} (\mu \text{Pe}_1) - \frac{13}{3360} (\mu \text{Pe}_1)^2 + \cdots, \quad (46)$$

$$\frac{d\phi_1}{dz}|_{z=1} = 1 + i \frac{2}{3} (\mu \text{Pe}_1) - \frac{13}{210} (\mu \text{Pe}_1)^2 + \cdots, \quad \frac{d\phi_2}{dz}|_{z=1} = 1 + i \frac{1}{4} (\mu \text{Pe}_1) - \frac{17}{1440} (\mu \text{Pe}_1)^2 + \cdots,$$

the ratios of the second-order term in $\mu \text{Pe}_1$ to the first order one in $\phi_1|_{z=1}$, $\phi_2|_{z=1}$, $d\phi_1/dz|_{z=1}$ and $d\phi_2/dz|_{z=1}$ are about $5.7 \times 10^{-2} \mu \text{Pe}_1$, $3.3 \times 10^{-2} \mu \text{Pe}_1$, $9.3 \times 10^{-2} \mu \text{Pe}_1$ and $4.7 \times 10^{-2} \mu \text{Pe}_1$, respectively. The second-order terms in $\mu \text{Pe}_1$ are not negligible when $\mu \text{Pe}_1 \sim 10$. This is possible when $Q/l \sim 300 \text{ml h}^{-1} \text{cm}^{-1}$ for the wavelength of ripples on icicles. However, the typical values of $Q$ over icicles are on the order of tens of ml h$^{-1}$ and their radii are usually in the range of 1–10 cm, the value of $Q/l$ is in the range 10–100 ml h$^{-1}$ cm$^{-1}$ (Maeno et al 1994, Short et al 2006). As long as we are limited to such a range of $Q/l$, $\mu \text{Pe}_1 \ll 1$ and $\mu \text{Pe}_1 \sim 1$ for the length scale of ripples on icicles. We can neglect the $\mu \text{Pe}_1$ term in (20) and (23). This corresponds to neglecting the inertia term of the full Orr–Sommerfeld equation, then we can approximate (20) as follows: $dt/dy_s = 0$. The solution of this equation with the boundary conditions in (23) is given by $f_1(z) = (\mathbb{R} - 6 + i az + 6z^2 - i az^2)/(6 - i a)$ (Ueno 2003, 2007). As long as $\mu \text{Pe}_1 \sim 1$, it is sufficient to consider up to the first order in $\mu \text{Pe}_1$ in (43) and (44) because the second order terms in $\mu \text{Pe}_1$ in (46) are very small compared to the first order terms in $\mu \text{Pe}_1$ as estimated above.

Furthermore, if the substrate is not sufficiently cold or if there is no heat conduction through the substrate, the unperturbed part of heat conduction to the interior of the icicle is negligible (Makkonen 1988). The semi-infinite ice layer approximation of the previous paper (Ueno 2003) corresponds to the case of $b_0 \gg 1$. In these situations, $G_1 = 0$, hence (41) and (42) yield (Ueno 2003)

$$\sigma^c = \frac{\mu}{36 + \alpha^2} \left[ 36 - \frac{2}{3} \alpha (\mu \text{Pe}_1) \right] - \frac{2}{3} \alpha (\mu \text{Pe}_1) + K_1 \frac{\mu}{36 + \alpha^2} \left[ 36 - \frac{7}{10} \alpha (\mu \text{Pe}_1) \right] - \frac{7}{10} \alpha (\mu \text{Pe}_1) - \alpha^2, \quad (47)$$
\[ v_{ps} = -\frac{1}{\mu} \left[ \mu \frac{6\alpha + 9(\mu Pe_i)}{36 + \alpha^2} - \frac{1}{4} \alpha^2 (\mu Pe_i) \right] + K_1^2 \mu \frac{6\alpha + \frac{7}{4} (\mu Pe_i)}{36 + \alpha^2} . \] (48)

It should be noted that in the case of \( G_1^\dagger = 0 \), \( \sigma_{\ast}^{(i)} \) and \( v_{ps} \) are independent of the unperturbed air temperature gradient \( \bar{G}_a \).

On the other hand, \( H_1|_{y=0} = H_1|_{z=1} = 1 \) in the case of \( \Delta T_0 = 0 \) and \( f_1|_{y=0} = -1 \) (Ogawa and Furukawa 2002) and noting that \( K_s/K_i < 1 \), the solution \( H_1 \) with the boundary conditions in (37) is given by \( H_1(z) = [(1 - \mu Pe_i I_{z=1}) \phi_1(z) + \mu \phi_1|_{z=1} \phi_2(z) - \phi_2|_{z=1} \phi_1(z)]/\phi_1|_{z=1} + i\mu Pe_i I(z), \) where \( I(z) = \int_0^z [\phi_2(z) \phi_1(z') - \phi_1(z') \phi_2(z')] f_i(z') dz' \) (Ueno 2004). This solution gives \(-dH_i/dy|_{y=0} = dH_i/dz|_{z=1} = \mu/\phi_1|_{z=1} \) and in the case of \( G_1^\dagger = 0 \), (41) and (42) yield

\[ \sigma_{\ast}^{(i)} = \frac{\mu \left[ 1 - \frac{239}{36000} (\mu Pe_i)^2 \right]}{\left[ 1 - \frac{239}{36000} (\mu Pe_i)^2 \right]^2 + \left[ \frac{5}{12} \mu Pe_i \right]^2} , \] (49)

\[ v_{ps} = \frac{\frac{5}{12} \mu Pe_i}{\left[ 1 - \frac{239}{36000} (\mu Pe_i)^2 \right]^2 + \left[ \frac{5}{12} \mu Pe_i \right]^2} . \] (50)

We notice that (49) and (50) are the same results as equations (77) and (81) in Ogawa and Furukawa (2002), except \( \mu Pe_i \) is defined as \( \alpha \) in their paper. It is remarked that (49) and (50) are obtained by expanding \( \phi_1|_{z=1} \) up to the second order in \( \mu Pe_i \), in contrast to (47) and (48).

3. Comparison of analytical with numerical results

In spite of using many approximations in previous papers (Ogawa and Furukawa 2002, Ueno 2003), the analytical calculations to solve the equations for \( f_1 \) and \( H_1 \) with appropriate boundary conditions were very complex and cumbersome. Instead, by decomposing \( f_1 \) and \( H_1 \) into their real parts \( f_1^{\text{Re}}, H_1^{\text{Re}} \), and imaginary parts \( f_1^{\text{Im}}, H_1^{\text{Im}} \), we performed numerical studies to solve the ordinary differential equations for \( f_1^{\text{Re}}, f_1^{\text{Im}}, H_1^{\text{Re}}, \) and \( H_1^{\text{Im}} \) in equations (20) and (31), with boundary conditions (23) and (33) and without approximations as used to derive the analytical results mentioned above.

First, in the case of \( G_1^\dagger \neq 0 \), we have to consider heat conduction through a finite ice thickness into the substrate. Figure 4(a) shows the non-dimensional amplification rate \( \sigma_{\ast}^{(i)} \) versus the non-dimensional wavenumber \( \mu \) for different values of \( G_1^\dagger \) at \( Q/l = 50 \text{ ml h}^{-1} \text{ cm}^{-1} \) and \( \theta = \pi/2 \). In the range of \( 0 < G_1^\dagger < 0.3 \), the wavelengths are longer than that in the case of \( G_1^\dagger = 0 \) as the value of \( G_1^\dagger \) increases. We find that \( \sigma_{\ast}^{(i)} < 0 \) for all \( \mu \) above \( G_1^\dagger = 0.3 \). This means that if we choose the parameters in \( G_1^\dagger = (K_1/K_2)(\delta_0/b_0)(T_3 - T_\text{sub})/(T_3 - T_\infty) \) to satisfy \( G_1^\dagger > 0.3 \), ripples do not appear on the ice surface. Indeed, this is relevant to an experimental result that no ripples were observed on the ice grown on a planar aluminium substrate by supplying water from the top of the apparatus in a cold room at temperature below 0°C (Matsuda 1997). A smooth ice surface was produced on the aluminium substrate. Matsuda states that since the thermal conductivity of aluminium is about 100 times greater than that of ice, most of the latent heat released at the ice-water interface is conducted into the aluminium substrate through the ice. If there exists heat conduction through the substrate, the continuity of heat flux at the...
boundary between substrate and ice is $K_{\text{sub}}(T_{\text{sub}} - T_{\text{sub}0})/l_{\text{sub}} = K_{s}(T_\delta - T_{\text{sub}0})/b_0$, where $K_{\text{sub}}$ is the thermal conductivity of a substrate, $l_{\text{sub}}$ is the thickness of the substrate, $T_{\text{sub}}$ and $T_{\text{sub}0}$ are temperatures at the boundary between substrate and ice and that at the other side of the substrate, respectively. From this, $T_{\text{sub}} = [T_{\text{sub}0} + (K_{s}/K_{\text{sub}})(l_{\text{sub}}/b_0)T_\delta]/[1 + (K_{s}/K_{\text{sub}})(l_{\text{sub}}/b_0)]$ is obtained. Substituting this $T_{\text{sub}}$ into the above $G_1^*\mu^2$, we obtain $G_1^* = [(K_1/K_{\text{sub}})(\delta_0/b_0)(T_\delta - T_{\text{sub}0})/(T_\delta - T_{\infty})]/[1 + (K_s/K_{\text{sub}})(l_{\text{sub}}/b_0)]$. When the thickness of ice grown on the planar aluminium substrate satisfies the condition $b_0 \gg (K_s/K_{\text{sub}})l_{\text{sub}}$, the above $G_1^*$ can be approximated as $G_1^* = (K_1/K_{\text{sub}})(\delta_0/b_0)(T_\delta - T_{\text{sub}0})/(T_\delta - T_{\infty})$. Moreover if the other side of surface of the aluminium substrate is exposed to ambient cold air, we assume $T_{\text{sub}0} = T_{\infty}$. Then $G_1^* = (K_1/K_{\text{sub}})(\delta_0/b_0)$ satisfies the condition $G_1^* > 0.3$ when $b_0 < 100\delta_0$. While the thickness of ice growing on the planar aluminium substrate by supplying water satisfies this condition, ripples would not appear on the ice surface.

In the following discussions and the next sections, we will focus on the case of $G_1^* = 0$. The solid lines in figures 4(b) and (c) show $\sigma_1^{(0)}$ in (41) and $v_{p*}$ in (42) against $\mu$ at $Q/l = 50 \text{ ml h}^{-1} \text{ cm}^{-1}$ and $\theta = \pi/2$, respectively. The dashed and dashed–dotted lines in figures 4(b) and (c) represent the first and second terms in (41) and (42), respectively. In the case of $\Delta T_{\delta} = 0$ (Ogawa and Furukawa 2002), the second terms in (41) and (42) must be equal to zero because $H_1^{(0)}|_{y, \infty} = 1$ and $H_2^{(0)}|_{y, \infty} = 0$ from the first equation in (37). On the other hand, the contribution of $\Delta T_{\delta} \neq 0$ in the model of Ueno (2003) appears in the second terms in (47) and (48). Indeed, as shown by the dashed–dotted line in figures 4(b)
and (c), the contribution of the second terms to the total values of $\sigma^{(i)}$ and $v^{\theta}$ is not negligible. However, we can make an approximation in the case of figure 4(b) because the second term (dashed–dotted line) is smaller than the first term (dashed line) and the wavenumber at which $\sigma^{(i)}$ acquires a maximum value is almost the same as that without the second term. When $\mu$ is small, we can approximate (41) as follows: $\sigma^{(i)} \approx dH_0^{(i)}/dz|_{z=1} \approx -\mu f_{01}^{(i)}|_{z=0} + \frac{\mu}{2} \alpha P e_1 f_{01}^{(i)}|_{z=0} - \mu P e_1 \int_0^l f_{01}^{(i)}(z)dz$. This indicates that the perturbed part of temperature gradient at the ice–water interface is affected by the amplitude $f_{01}^{(i)}|_{z=0}$ and $f_{01}^{(i)}|_{z=0}$ of the perturbed part of stream function at the water–air surface. Since $\mu P e_1 \sim 1$ and $\alpha \sim 1$ for small $\mu$ and the typical range of $Q/l = 10–100$ ml h$^{-1}$ cm$^{-1}$ and $\theta = \pi/2$, extracting the most dominant term from $dH_0^{(i)}/dz|_{z=1}$ and using (22), we obtain

$$\sigma^{(i)} \approx \frac{36\mu - \frac{1}{2} \alpha (\mu P e_1)}{36} = \mu - \frac{P e_1}{12} \left( \frac{a}{h_0} \right)^2 \mu^4. \tag{51}$$

A positive destabilizing term in (51) is derived from the first term in $dH_0^{(i)}/dz|_{z=1}$. We find that when $\mu$ is small, the trigger of the destabilization of the ice–water interface originates from the perturbed part of air temperature gradient at the water–air surface because $-\mu f_{01}^{(i)}|_{z=0}$ of the second equation in (33) is proportional to $\mu$ when $\mu$ is small as shown in figure 3(b). On the other hand, a negative stabilizing term in (51) is derived from the sum of second and third terms in $dH_0^{(i)}/dz|_{z=1}$. As shown in figure 3(a), as $\mu$ increases, $f_{01}^{(i)}$ acquires nonzero values, hence the sum of second and third terms in $dH_0^{(i)}/dz|_{z=1}$ dominates over the first term and suppresses the instability. When $f_{01}^{(i)}|_{z=1} \neq 0$, we showed that there exists a phase shift of the water–air surface against the ice–water interface. This suggests that the instability and/or stability of disturbances of the ice–water interface is related to the magnitude of phase shift of the water–air interface, which will be discussed in the next section. As a result of competition between the first and second terms in (51), we find from $d\sigma^{(i)}/d\mu = 0$ that $\sigma^{(i)}$ acquires a maximum value at $\mu = 3(h_0/a)^2/P e_1^{1/3}$. From this, we obtain a simpler formula to determine the wavelength of ripples: $\lambda = 2\pi (a^2 h_0 P e_1/3)^{1/3}$ (for the dependence of $\lambda$ on $Q/l$, see figure 6(a) in Ueno (2007)). This formula includes two characteristic lengths $a$ and $h_0$. Indeed, using the typical values of $a = 2.8$ mm, $h_0 \sim 100$ $\mu$m and $P e_1 \sim 10$, one centimeter scale wavelength is obtained from the above formula. It should be noted that this long-length scale is in contrast with the wavelength $\lambda_{MS} = 2\pi \sqrt{d_0 d_t}$ obtained from the Mullins–Sekerka theory, which is of the order of microns (Mullins and Sekerka 1963). Here, $d_t$ is the thermal diffusion length and is usually a macroscopic length, whereas $d_0$ is the capillary length associated with the solid–liquid interface tension, and is a microscopic length of the order of angstroms (Langer 1980, Caroli et al 1992).

In the case of $T_1|_{y=\xi} = T_1|_{y=\xi} = T_0 + \Delta T_0$ and $T_1|_{y=\xi} = T_1|_{y=\xi} = T_0$ (Ueno 2003), the numerical results are shown by the solid lines in figures 5(a) and (b). The dashed lines are the analytical results, equations (47) and (48). The deviation of the dashed line from the solid line in figure 5(a) is mainly due to the neglect of the higher order of $\mu P e_1$. However, as shown in the inset in figure 5(a), the analytical result is in good agreement with the numerical result as far as we are concerned with the long wavelength region of $\mu < 0.15$. Here $\mu = 0.15$ corresponds to the wavelength of 3.8 mm for $Q/l = 50$ ml h$^{-1}$ cm$^{-1}$ and $\theta = \pi/2$.

In the case of $T_1|_{y=\xi} = T_1|_{y=\xi} = T_0$ and $T_1|_{y=\xi} = T_1|_{y=\xi} = T_0 + \Delta T_0$ (Ogawa and Furukawa 2002), the same ordinary differential equations were solved numerically with the same boundary conditions by replacing only the first equation in (33) with that in (37), and by neglecting the effect of the restoring force, i.e. $\alpha = 0$ in the last equation in (23). It is found in figure 5(c) that there is a discrepancy between the analytical result (49) (dashed–dotted line)
and the numerical result (dashed line) calculated by us on the basis of their model but with no approximations. According to the stability analysis of the ice–water interface in the papers of Ogawa and Furukawa (2002) and Schewe and Riordon (2003), the instability of the ice–water interface occurs by the Laplace instability due to the thermal diffusion into the air. Moreover, the flow in the thin water film makes the temperature distribution uniform, thus inhibiting the Laplace instability. They conclude that ripples of centimeter-scale wavelengths appear as a result of the competition between these two effects, and that the ripples on icicles should migrate downward. However, there are serious problems with this interpretation. Firstly, our numerical calculation showed that even the length scale of ripples cannot be determined from their model because $\sigma(r) > 0$ for any wavenumber as shown by the dashed line in figure 5(c). This means that there exists no stabilization mechanism of the ice–water interface. Secondly, according to the Laplace instability the latent heat is more rapidly lost from the convex surfaces than concave surfaces, resulting in faster ice growth on convex protrusions of the icicles than on their concave indentations. However, the Laplace instability cannot explain the translation mechanism of ripples.

Our numerical results indicate that the approximation used to derive (49) is obviously incorrect. The same faulty approximation was made when deriving (49) from our theoretical framework in Ueno (2004). The comparison of the dashed line to dashed–dotted line in figure 5(c) shows that the $\mu^2$ term becomes dominant for $\mu > 0.13$. Hence we cannot neglect
the $\mu^2$ term in the equations and boundary conditions when deriving (49). In the case of Ueno (2003), however, there exists already a stable region for $\mu < 0.13$ as shown in figure 5(a), and thus the long wavelength approximation neglecting the higher order of $\mu$ is valid. Even if we take into account the effect of $\alpha$ in the model of Ogawa and Furukawa (2002), the situation is not improved as shown by the solid lines in figures 5(c) and (d) as long as the boundary conditions in (37) are used. The results are significantly different from figures 5(a) and (b): the system is unstable for perturbations of any wavenumber and the sign of phase velocity is opposite. The leading cause of these differences in the two models originates from the boundary conditions between (33) and (37) when solving (31).

4. Reconsideration of instability and stability of the ice–water interface

From the mathematical expression indicated by the terms including $\alpha$ with minus sign in (47), it was suggested that the restoring force due to gravity and surface tension is an important factor for the stabilization of the ice–water interface on a long length scale of about 1 cm (Ueno 2003). However, the detail of the morphological instability and/or stability mechanism of the ice–water interface was not clarified. In the subsequent paper (Ueno 2004), it was shown that there exists a phase shift between a disturbed ice–water interface and the maximum point of heat flux at its interface, and that the instability and/or stability of the interface is related to the magnitude of this phase shift. However, the cause of the occurrence of such a phase shift was not well understood. Here, this is investigated in detail by drawing the isotherm in the vicinity of the ice–water interface of figures 5(a)–(d). The system is unstable for perturbations of any wavenumber and the sign of phase velocity is opposite. The leading cause of these differences in the two models originates from the boundary conditions between (33) and (37) when solving (31).

It is convenient to express the temperature in the water film, $T_1 = \tilde{T}_1 + T_0' = G_1y + H_lG_1\tilde{\zeta}$, in the non-dimensional form, as follows:

$$T_1(y_*) = \frac{T_1(y_*) - T_{la}}{T_{dl} - T_{la}} = -y_* + \delta_0T_1(y_*) \exp[\sigma t + i kx]. \quad (52)$$

We also express the temperature in the ice, $T_2 = \tilde{T}_2 + T_0' = T_{dl} + g(y) \exp[\sigma t + i kx]$, in the non-dimensional form. As long as $\mu b_0 \gg 1$ ($b_0 \gg 1.6$ mm for 1 cm ripple wavelength), (34) can be approximated as follows:

$$T_2(y_*) = \frac{T_2(y_*) - T_{dl}}{T_{dl} - T_{la}} = \delta_0 \exp(\mu y_*)(H_1|_{y_*=0} - 1) \exp[\sigma t + i kx]. \quad (53)$$

At the ice–water interface $y_* = \zeta$, taking the imaginary part for the perturbed part in (52) and (53) yields

$$T_{1w|y_*=\zeta} = T_{2w|y_*=\zeta} = \left[ (H_1^{(2)}|_{y_*=0} - 1)^2 + (H_1^{(2)}|_{y_*=0})^2 \right]^{1/2} \delta_0(t) \sin[k(x - v_p t) + \Theta_{T_{1w}}], \quad (54)$$

where $\Theta_{T_{1w}}$ is a phase shift of the maximum point of temperature at $y_* = \zeta$, against that of the ice–water interface (see the horizontal arrows in the upstream direction in figures 6(a)–(d)). On the other hand, at the water–air surface $y_* = \tilde{\zeta}$, taking the imaginary part for the perturbed part in (52) yields

$$T_{1w|y_*=\tilde{\zeta}} = -1 + \left[ (H_1^{(2)}|_{y_*=1} + f_1^{(2)}|_{y_*=1})^2 + (H_1^{(2)}|_{y_*=1} + f_1^{(2)}|_{y_*=1})^2 \right]^{1/2} \delta_0(t) \times \sin[k(x - v_p t) + \Theta_{T_{1w}}], \quad (55)$$
Figure 6. Panels (a)–(e) are in the case of $\Delta T_{lw} \neq 0$ and $\Delta T_{ia} = 0$. Panel (f) is in the case of $\Delta T_{lw} = 0$ and $\Delta T_{ia} \neq 0$. (a) and (b) are isotherms in the water film at an unstable point ($\mu = 0.06$, $\lambda = 9.6$ mm) and a stable point ($\mu = 0.15$, $\lambda = 3.8$ mm) in figure 5(a), respectively, for $h_0 = 0.05$, $Q/l = 50$ ml h$^{-1}$ cm$^{-1}$ and $\theta = \pi/2$. Panels (c) and (d) are isotherms in the water film in the vicinity of the ice–water interface in (a) and (b), respectively. (e) $\Theta_{\xi*}$ (solid line): phase shift of the temperature at the water–air surface; $\Theta_{\xi*}$ (dashed line): phase shift of the temperature at the ice–water interface; $\Theta_{l*}$ (dashed–dotted line): phase shift of total heat flux from the ice–water interface to the water and ice, against the ice–water interface. $\Theta_{l*} = \pi/2$ at $\mu = 0.092$, which corresponds to the point $\sigma^{(b)} = 0$ of the solid line in figure 5(a). Panel (f) is the isotherm in the water film at $\mu = 0.15$ of the solid line in figure 5(c). $\Theta_{l*}$: phase shift of the temperature at the water–air surface against the ice–water interface.

where $\Theta_{\xi*}$ is a phase shift of the maximum point of temperature at $y = \xi$, against that of the ice–water interface (see the horizontal arrow in the downstream direction in figure 6(f)).

The conditions $T_{l*}\mid\gamma_{\xi = \xi_c} = T_{i*}\mid\gamma_{\xi = \xi_c} = T_{d*} + \Delta T_{d*}$ in (12) and $T_{i*}\mid\gamma_{\xi = \xi_c} = T_{d*}\mid\gamma_{\xi = \xi_c} = T_{ia}$ in (14) adopted in Ueno (2003) can be expressed in the non-dimensional form

$$T_{i*}\mid\gamma_{\xi = \xi_c} = T_{i*}\mid\gamma_{\xi = \xi_c} = \Delta T_{d*}, \quad T_{i*}\mid\gamma_{\xi = \xi_c} = T_{i*}\mid\gamma_{\xi = \xi_c} = -1.$$  (56)
By comparing (56) to (54) and (55), we obtain
\[
\Delta T_{sl} = \left[ (H_{1}^{(0)}|_{y_{s}=0} - 1)^2 + (H_{1}^{(0)}|_{y_{s}=0})^2 \right]^{1/2} \delta_{b}(t) \sin[k(x - v_{f}t) + \Theta_{f}].
\] (57)

The last two equations in (57) are just the first equation in (33). The dimensional form of the first equation in (57) is \( \Delta T_{d} = (T_{d} - T_{c})[(H_{1}^{(0)}|_{y_{s}=0} - 1)^2 + (H_{1}^{(0)}|_{y_{s}=0})^2]^{1/2} \delta_{b}(t) \sin[k(x - v_{f}t) + \Theta_{f}]. \) Using the solution of \( H_{1} \) at \( Q/t = 50 \text{ ml h}^{-1} \text{ cm}^{-1} \) and \( \theta = \pi/2 \), for which \( \sigma_{f} \) acquires a maximum value at \( \mu = 0.06 \), the maximum value of \( \Delta T_{d} \) is \( 1.4 \times 10^{-4} \text{ C} \) for the supercooling of \( T_{d} - T_{c} = 0.03 \text{ C} \) of the water film (see section 5), \( \mu = 0.06 \) and \( \delta_{b} = 0.05 \). The temperature deviation from \( T_{d} = 0 \text{ C} \) due to the Gibbs–Thomson effect evaluated at the same value of \( \mu \) and \( \delta_{b} \) is of the order of \( 10^{-6} \text{ C} \). Even if the value of \( \Delta T_{d} \) is extremely small but much greater than that due to the Gibbs–Thomson effect, we cannot neglect the deviation because this contributes to the second terms in (41), (42), (47) and (48), which are represented by the dashed–dotted lines in figures 4(b) and (c).

Figures 6(a) and (b) show isotherms in the water film obtained from (52) by using the solution \( H_{1} \), determined by the boundary conditions in (33). It is found that the water–air surface is shifted by \( \Theta_{f} \), in the upstream direction against the ice–water interface, and that \( \Theta_{f} \), increases as \( \mu \) increases, as shown by the solid line in figure 6(c). This phase shift is due to the effect of the restoring force in \( f_{l} \), in (39). The isotherm in the ice is determined by using (53). Since the typical value of the thickness of the water film is about 100 \( \mu \text{m} \), figures 6(c) and (d) show isotherms around 10 \( \mu \text{m} \) from the ice–water interface.

It should be noted that the isotherms in the water film are almost in phase with the shape of the water–air surface, as shown in figures 6(a) and (b). Since the water–air surface is shifted in the upstream direction against the ice–water interface, the temperature distribution become non-uniform in the vicinity of the ice–water interface. This non-uniformity does not disappear even at the ice–water interface; as a result, the temperature at the ice–water interface deviates by \( \Delta T_{sl} \). Figures 6(c) and (d) show that the maximum point of the temperature at the ice–water interface shifts by \( \Theta_{f} \) against that of the ice–water interface, which depends on \( \mu \) as shown by the dashed line in figure 6(e). For example, figure 6(c) shows the isotherm near the ice–water interface with the wavelength of 9.6 mm. The deviation \( \Delta T_{sl} \) is positive on the upstream sides and is negative on the downstream sides of any protruded part of the ice–water interface. On the other hand, figure 6(d) shows the isotherm near the ice–water interface with the wavelength of 3.8 mm. The deviation \( \Delta T_{sl} \) is positive in any depressed region and is negative in any protruded region of the ice–water interface.

We define the perturbed part of the non-dimensional heat flux from the ice–water interface to the water and from the ice to the ice–water interface as \( q_{i} = \text{Im}[e^{i\sigma t} \partial T_{c}^{i}/\partial y_{s}]|_{y_{s}=\xi_{c}} \) and \( q_{w} = \text{Im}[e^{i\sigma t} \partial T_{w}^{i}/\partial y_{s}]|_{y_{s}=\xi_{c}} \), respectively, where \( T_{c}^{i} \) and \( T_{w}^{i} \) represent the perturbed terms in (52) and (53). Hence, the total heat flux from the ice–water interface to the water and ice can be expressed as follows:
\[
q_{w} - q_{i} = \delta_{b} \text{Im} \left\{ -\frac{dH_{1}}{dy_{s}}|_{y_{s}=0} + K_{1}^{i} \mu (H_{1}^{(0)}|_{y_{s}=0} - 1) \right\} \exp(\sigma t + ikx)
\]
\[
\times \delta_{b}(t) \sin[k(x - v_{f}t) + \Theta_{f}].
\] (58)
where $\Theta_{q_u - q_v}$ is a phase shift of the maximum point of the total heat flux at $y_z = \zeta_z$ against that of the ice–water interface and this changes as $\mu$ increases, as shown by the dashed–dotted line in figure 6(e). In order to avoid the temperature discontinuity by $\Delta T_{sl}$ at the ice–water interface, the heat flux $q_v$ by the thermal diffusion occurs. The perturbed heat flux in the ice exists only in the vicinity of the ice–water interface because it is observed from (53) that the non-uniformity of the temperature in the ice is exponentially attenuated far from the ice–water interface.

When $0 < \Theta_{q_u - q_v} < \pi/2$ as is the case in figure 6(c), the maximum point of $q_v - q_u$, shown by the vertical arrow is on the upstream side of any protruded part of the ice–water interface, which means that ice grows faster on the upstream side than on the downstream side of any protruded part of the ice–water interface. As a result, not only does the amplitude of perturbation grow, but ripples also move upward with time. On the other hand, when $\pi/2 < \Theta_{q_u - q_v} < \pi$ as in the case in figure 6(d), the maximum point of $q_v - q_u$, shown by the vertical arrow is in any depressed region of the ice–water interface. This means that ice grows faster at any depressed part of the ice–water interface, and grows slower at any protruded part. Accordingly, the disturbance of the ice–water interface diminishes with time and such a disturbance eventually cannot be observed. We find that a phase shift between a disturbed ice–water interface and the maximum point of heat flux at its interface comes from the non-uniform temperature distribution at the ice–water interface due to the phase shift of the water–air surface against the ice–water interface. We also find that in order to explain the ripple migration it is necessary to cause an asymmetry in the temperature distribution between the upstream side and the downstream side of any protruded part of the ice–water interface.

We define the characteristic time of shear rate as $\tau_{sb}$, which is just the inverse of the shear rate $S$. The shear rate at the ice–water interface for the semi-parabolic shear flow $U_1$ in (19) is $S = d \hat{U}_1 / dy |_{\gamma=0} = 2u_0 / h_0$. Hence, $\tau_{sb} = 1 / (2u_0 / h_0) = [3(\sin \theta / \nu)^2 Q / l]^{-1/3}$ is of the order of $10^{-3}$ s for the typical range of $Q / l = 10$–100 m$^3$ h$^{-1}$ cm$^{-1}$ and $\theta = \pi / 2$. We also define the thermal relaxation time $\tau_a \sim 1 / (k_{a}k^2)$ and $\tau_1 \sim 1 / (k_{1}k^2)$ of fluctuations with wavenumber $k$, which are associated with the thermal diffusivity of the air, $k_{a} = 1.87 \times 10^{-5}$ m$^2$ s$^{-1}$, and that of water, $k_{1} = 1.3 \times 10^{-7}$ m$^2$ s$^{-1}$, respectively (see Langer (1980) and Caroli et al (1992) for the relaxation time). For example, $\tau_a$ and $\tau_1$ are, respectively, of the order of 0.1 and 10 s for about 1 cm ripple wavelength. It is convenient to introduce a characteristic wavenumber $k_{c}$ by $\tau_{sb} = \tau_{1}$. When $\tau_{sb} > \tau_{1}$, temperature fluctuations with a wavenumber smaller than $k_{c}$ are affected by the shear flow before they can dissipate thermally.

On the other hand, when $\tau_{sb} < \tau_{1}$, temperature fluctuations with a wavenumber greater than $k_{c}$ can dissipate thermally without being affected by the shear flow (Onuki and Kawasaki 1979). In our system, the value of $k_{c}$ is about $10^4\mu m$ for the typical values of $u_0 \sim 1$ cm s$^{-1}$ and $h_0 \sim 100 \mu m$. Therefore, the condition $\tau_{sb} \ll \tau_{1}$ is satisfied at the ice–water interface with a wavelength of about 1 cm.

Based on the two timescales mentioned above, we will explain why we chose the boundary condition $T_{1|y=\xi} = T_{a|y=\xi} = T_{ba}$ at the water–air surface. We will also explain why the non-uniformity in the temperature distribution at the ice–water interface does not disappear, resulting in the temperature deviation $\Delta T_{sl}$ from $T_{sl}$. A local temperature deviation of $\Delta T_{sl}$ from $T_{ba}$ at a disturbed water–air surface dissipates quickly by thermal diffusion in the air because shear stress is zero at the water–air surface. Therefore, it is reasonable to impose the boundary condition $T_{1|y=\xi} = T_{a|y=\xi} = T_{ba}$ at the water–air surface. Since $\tau_{sb} \ll \tau_{a} \ll \tau_{1}$ for about 1 cm ripple wavelength, however, the temperature distribution in the water film is determined so as to adapt the instantaneous disturbed shape of the water–air surface satisfying the boundary condition $T_{1|y=\xi} = T_{a|y=\xi} = T_{ba}$ before a local temperature deviation $\Delta T_{sl}$ at the ice–water interface dissipates. This means that there is not enough time to relax the
non-uniformity of the temperature at the ice–water interface thermally. That is why the temperature deviation \( \Delta T_{sl} \) from \( T_{sl} \) remains at the ice–water interface and the perturbed heat flux \( q_{w} \) by the thermal diffusion is maintained in the vicinity of the ice–water interface in the ice.

On the other hand, the conditions \( T_{s}|_{y=\xi} \equiv T_{l}|_{y=\xi} \equiv T_{sl} \) in (11) and \( T_{l}|_{y=\xi} \equiv T_{sl}|_{y=\xi} = T_{sl} + \Delta T_{ls} \) in (15) adopted in Ogawa and Furukawa (2002) can be expressed in the non-dimensional form:

\[
T_{sw}|_{y=\xi,s} = T_{lw}|_{y=\xi,l} = 0, \quad T_{lw}|_{y=\xi,l} = T_{sw}|_{y=\xi,s} = -1 + \Delta T_{ls}. \tag{59}
\]

By comparing (59) to (54) and (55), we obtain

\[
\Delta T_{ls} = \left[ \left( H_{l}^{(0)}|_{y=1} + f_{l}^{(0)}|_{y=1} \right)^{2} + \left( H_{w}^{(0)}|_{y=1} + f_{w}^{(0)}|_{y=1} \right)^{2} \right]^{1/2} \delta_{p}(t) \sin[k(x - y_{p}t) + \Theta_{l1}]. \tag{60}
\]

The first two equations in (60) are just the first equation in (37). Figure 6(f) shows the isotherm in the water film obtained from (52) by using the solution \( H_{l} \), determined by the boundary conditions in (37). If we take into account the effect of the restoring force on the water–air surface in the model of Ogawa and Furukawa (2002), the water–air surface is shifted in the upstream direction against the ice–water interface as in figure 6(b). However, it should be noted that the isotherm in the water film is almost in phase with the shape of the ice–water interface, which is in contrast to the case in figure 6(b). The maximum point of heat flux \( q_{w} - q_{w} \) indicated by the arrow is also different between figures 6(b) and (f).

In the case of figure 6(f), \( q_{w} = 0 \) because \( \Delta T_{sl} = 0 \). Under such a situation, if there exists a phase shift between the water–air surface and the ice–water interface, the non-uniformity of the temperature occurs at the water–air surface, as shown in figure 6(f). The temperature at the water–air surface deviates by \( \Delta T_{ls} \) from \( T_{lw} \). The maximum point of the temperature at the water–air surface shifts by \( \Theta_{l1} \), against that of the ice–water interface. Figure 6(f) shows that \( \Delta T_{ls} \) is negative on the upstream sides and \( \Delta T_{ls} \) is positive on the downstream sides of any protruded part of the water–air surface. The temperature distribution in the water film is determined so as to adapt the instantaneous disturbed shape of the ice–water interface satisfying the boundary condition \( T_{w}|_{y=\xi} = T_{l}|_{y=\xi} = T_{sl} \) before a local temperature deviation \( \Delta T_{ls} \) at the water–air surface dissipates. However, this picture is physically inconsistent with the timescale \( t_{sl} \ll t_{1} \ll t_{l} \) for the wavelength of interest. Actually, figure 5(c) obtained from the boundary condition \( T_{w}|_{y=\xi} = T_{l}|_{y=\xi} = T_{sl} \) shows that ripples with a characteristic length scale cannot be observed on the ice surface because all modes are unstable.

The thermodynamics of fluids under shear flow is a challenging topic in modern non-equilibrium thermodynamics. For example, according to non-equilibrium molecular dynamics simulations of a system of spherical particles, the coexistence of crystal and shearing liquid flow cannot be accounted for by the equality of the chemical potentials of the crystal and liquid or by invoking a non-equilibrium analogue of the chemical potential (Butler and Harrowell 2002). In our system, the ice–water interface is in a non-equilibrium state under the influence of the boundary of the water–air surface as indicated in (33) and shearing water flow. Since such a non-equilibrium contribution would be expected to change the water chemical potential, there exists no physically reasonable definition of a non-equilibrium water chemical potential that would equal the chemical potential of the ice. Therefore, we did not impose the boundary condition \( T_{w}|_{y=\xi} = T_{l}|_{y=\xi} = T_{sl} \) at the ice–water interface, where \( T_{sl} \).
is the equilibrium freezing temperature only when the chemical potential of water equals that of ice.

5. Experimental results

In this section, theoretical predictions are compared with experimental results. As shown in figure 7, we used a pump which can control the water supply rate within the range of 50–500 ml h\(^{-1}\). Water was pumped from the reservoir and dripped from the tip of the silicon tube at the top of a gutter on an inclined plane and of a round stick. A wooden plane with \(l_x = 80\) cm in length, \(l = 3\) cm in width and \(2\) mm in thickness was inserted in the gutter of 2.5 cm in depth. Both sides and the back of the gutter were covered with an insulating material to prevent the loss of latent heat at the sides. The stick was made of wood with dimensions of \(l_x = 80\) cm in length and 6 mm in diameter. The thermal conductivity of wood is normally around 0.10–0.15 J (m K s\(^{-1}\)), which is much smaller than that of ice and aluminium. Since these instruments were set in a cold room, they were protected by a heating device in order to prevent the water from freezing in the silicon tube. The temperature of the water dripping from the top at the rate \(Q\) ml h\(^{-1}\) was slightly above 0 °C. The ceiling of the cold room was equipped with three fans. Although the fans were set to switch on and off periodically to make the temperature in the cold room uniform, large temperature fluctuations of ±3 °C around -9 °C were observed. The water reaches the supercooled state as it flows down along the plane and the stick. Ice grows from a portion of the supercooled water layer through which the latent heat of solidification is released into the ambient air below 0 °C. The rest of the water drips from the lower edge of the plane and the stick. Our measurement of the mean growth rate \(\bar{V}\) of the ice produced on the 6 mm diameter round stick was 1.7 mm h\(^{-1}\), which was almost independent of the water supply rate. This result is consistent with previous theoretical (Makkonen 1988) and experimental results (Maeno et al 1994). It is evident from (30) that \(\bar{V}\) is independent of \(Q/l\).
Figure 8. Wavelength of ripples of ice produced on a gutter. (a) The wavelength versus \( \sin \theta \) at \( Q/l = 160/3 \text{ml h}^{-1} \text{cm}^{-1} \). Solid line: numerical result; dashed line: analytical result (Ueno 2003); \( \triangle \): experimental result (Matsuda 1997); \( \bullet \): our experimental result. (b) The wavelength versus \( Q/l \) at \( \theta = \pi/2 \). Solid line: numerical result; dashed line: analytical result (Ueno 2007); ■: our experimental result.

The wavelengths in figures 8(a) and (b) are determined from the value of \( \mu = kh_0 \) at which \( \sigma^\ast \) acquires a maximum value for a given \( Q/l \) and \( \theta \). Figure 8(a) shows the dependence of the ripple wavelength on the angle of the inclined plane at \( Q/l = 160/3 \text{ml h}^{-1} \text{cm}^{-1} \). As shown by the solid and dashed lines, our numerical and analytical results are in good agreement with the experimental results (\( \triangle \) and \( \bullet \)). It is found that the wavelength of ripples increases with a decrease in angle.

Figure 8(b) shows the dependence of the ripple wavelength on \( Q/l \) at \( \theta = \pi/2 \). As shown by the solid and dashed lines, our numerical and analytical results show that the wavelength increases only gradually with an increase in \( Q/l \). The experimental result (■) shows weaker dependence of the wavelength on \( Q/l \) than that expected from the numerical and analytical results, but the qualitative behaviour and order of wavelength are almost the same. It should be noted that the displacement of ripples depends on the growth rate \( \bar{V} \). Using the measured mean value of \( \bar{V} = 1.7 \text{mm h}^{-1} \), we obtain \( |v_p| \approx 1 \text{mm h}^{-1} \), meaning that the displacement over 4 hours is about 4 mm. Indeed, the observations in figures 9(a) and (b) show that all ripples move upward. For example, ripples indicated by the arrows pass through the dashed lines. Although all ripples move upward, their speeds are not uniform because some ripples sometimes do not move when some portion of the ice surface is not covered with water. The measured mean displacements for 4 h in figures 9(a) and (b) are about 3.2 and 4.2 mm, respectively, which are of the same order as the theoretical results. In our experiment, \( Q \) from the top is kept constant. In the case of the ice produced on
Figure 9. A sequence of images showing upward movement of ripples of ice produced on (a) a 6 mm diameter round stick and (b) a gutter on a plane at $\theta = \pi/2$, after time 6, 7, 8, 9 and 10 h (from left to right) at $Q = 200$ ml h$^{-1}$. The mean displacements of ripples are (a) 3.2 mm and (b) 4.2 mm over 4 h.

the round stick, the value of $Q/l$ decreases as ice grows because the value of $l$ increases with time $t$ as $2\pi(R_0 + \bar{V}t)$ under the assumption that heat conduction into the wooden round stick through the ice is negligible, so that ice grows uniformly at $\bar{V}$, where $R_0$ is the stick radius. As a result, non-wetting parts on the ice surface increase as ice grows. The ripples produced initially almost disappeared over a 20 h period due to sublimation. In this experiment, an upward movement of ripple was observed. This result is consistent with the observation that many tiny air bubbles are trapped in the upstream region of any protruded part of an icicle, and line up in the upward direction during icicle growth (Maeno et al 1994, Ueno 2007).

In the absence of heat conduction into the substrate through the ice, from the second equation in (24), we can estimate the degree of supercooling of the water film at $T_{\text{sl}} - T_{\text{la}} = L\bar{V}h_0/K_1 = 0.03$ °C by using the measured value of $\bar{V} = 1.7$ mm h$^{-1}$ and the typical value of $h_0 = 100$ $\mu$m. Infrared instrumentation was used to keep the surface temperature of a thin water film flowing on growing ice below 0 °C (Karev et al 2007). The measurement showed that the surface temperature of the thin water film was always below 0 °C. In our case too, it is necessary to measure the degree of supercooling of the water film accurately by such a non-destructive sensing technique.

6. Summary and discussion

The validity of the approximations used in the two theoretical models (Ogawa and Furukawa 2002, Ueno 2003) was numerically investigated. There was an apparent discrepancy for the amplification rate between the analytical result in Ogawa and Furukawa (2002) and our numerical result, in spite of solving the same governing equations with the same boundary conditions as those used in the model of Ogawa and Furukawa (2002). The characteristic
length scale of ripples could not be determined under their boundary conditions. On the other hand, the author’s analytical results (Ueno 2003, 2007) were in good agreement with our numerical results, and the theoretical predictions were confirmed in our own experiments: (i) the wavelength of ripples increases with a decrease in the angle of the inclined plane, (ii) the wavelength increases only gradually with an increase in the water supply rate per width, and (iii) the ripples move upward.

We also extended the theoretical framework (Ueno 2003) to include heat conduction into the substrate through the ice. If we take this into account, the wavelength depends on the ratio of the unperturbed temperature gradient in ice to that in water, $G^*_l$, which includes the parameters such as ice thickness, thermal boundary layer thickness in the air, as well as substrate and ambient air temperature. All wavelengths of ripples on icicles observed in nature as well as those produced experimentally on a wooden plane and stick have a centimeter-scale. The thermal conductivities of these materials are small, and so the heat conduction into the substrate can be neglected. Hence, we can say that the kind of universality of centimeter-scale ripples produced on an ice surface is due to $G^*_l = 0$. On the other hand, in the case of $G^*_l \neq 0$, our stability analysis predicts a critical value of $G^*_l$ below which the wavelength depends on the parameter $G^*_l$, but above which ripples do not appear. Our stability analysis would be applicable to prevent ripple formation on ice surfaces grown on a substrate for a given $Q/l$ and $\theta$.

There is an analogy between wet growth and icicle growth (Makkonen and Lozowski 2008). In the case of wet growth, water is collected from the impingement of supercooled water droplets, whereas in the case of icicle growth, water is supplied from melting snow and ice at the root of the icicle. In both cases, the surface of ice is covered with a supercooled water film, and ice grows from the portion of the water film, by releasing latent heat into the ambient air below 0°C. From the point of view of engineering applications, the above analogy leads us to consider growth and morphology of ice on aircraft wings, wind turbine blades and aerial cables under wet icing conditions, based on our theoretical framework. To do so, the present framework should be extended to include air flow, a supercooled water film motion driven by gravitational and aerodynamic forces, surface tension, and heat conduction through the ice into an object of cylindrical or arbitrary shape (Myers et al 2002a, 2002b, Myers and Charpin 2004, Fu et al 2006). In our model, the flow of the water film is driven by gravity only, and both surface tension and gravity act on the water–air surface of the water film flowing down an inclined plane. The present basic velocity profile $\bar{U}_{1a}$ in the water film was derived from the free stress condition at the water–air surface. If an aerodynamic force also acts on the water–air surface, the basic profile of $\bar{U}_{1a}$ would change from the half-parabolic form. How were our results modified by the effect of the aerodynamic force? The details will be discussed in a later paper.
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