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We focus on the response of mechanically stable (MS) packings of frictionless, bidisperse disks to thermal fluctuations, with the aim of quantifying how nonlinearities affect system properties at finite temperature. In contrast, numerous prior studies characterized the structural and mechanical properties of MS packings of frictionless spherical particles at zero temperature. Packings of disks with purely repulsive contact interactions possess two main types of nonlinearities, one from the form of the interaction potential (e.g. either linear or Hertzian spring interactions) and one from the breaking (or forming) of interparticle contacts. To identify the temperature regime at which the contact-breaking nonlinearities begin to contribute, we first calculated the minimum temperatures \( T_{cb} \) required to break a single contact in the MS packing for both single and multiple eigenmode perturbations of the \( T = 0 \) MS packing. We find that the temperature required to break a single contact for equal velocity-amplitude perturbations involving all eigenmodes approaches the minimum value obtained for a perturbation in the direction connecting disk pairs with the smallest overlap. We then studied deviations in the constant volume specific heat \( C_V \) and deviations of the average disk positions \( \Delta r \) from their \( T = 0 \) values in the temperature regime \( T_{cb} < T < T_r \), where \( T_r \) is the temperature beyond which the system samples the basin of a new MS packing. We find that the deviation in the specific heat per particle \( \Delta C_V / C_V \) relative to the zero temperature value \( C_V \) can grow rapidly above \( T_{cb} \), however, the deviation \( \Delta C_V / C_V \) decreases as \( N^{-1} \) with increasing system size. To characterize the relative strength of contact-breaking versus form nonlinearities, we measured the ratio of the average position deviations \( \Delta r^{cb} / \Delta r^{ds} \) for single- and double-sided linear and nonlinear spring interactions. We find that \( \Delta r^{cb} / \Delta r^{ds} > 100 \) for linear spring interactions is independent of system size. This result emphasizes that contact-breaking nonlinearities are dominant over form nonlinearities in the low temperature range \( T_{cb} < T < T_r \) for model jammed systems.

PACS numbers: 45.70.–n, 63.50.–x, 64.70.pv

I. INTRODUCTION

Static packings of frictionless disks and spheres are informative model systems for studying jamming in granular media [1] and dense colloidal suspensions [2]. Mechanically stable (MS) packings of frictionless disks in two spatial dimensions (2D) are isostatic at jamming onset [3] and possess \( N_c^0 \) = 2\( N' - 1 \) contacts (with periodic boundary conditions), where \( N' = N - N_s \) is the number of disks in the force-bearing contact network, \( N \) is the total number of disks, and \( N_s \) is the number of “rattler” disks with fewer than three contacts per disk [4]. (See Fig. 1 (a) and (b).) Mechanically stable disk packings possess a full spectrum of 2\( N' - 2 \) nonzero eigenvalues of the dynamical matrix (i.e. the Hessian of the interaction potential [5]), which represent the vibrational frequencies of the zero-temperature packings in the harmonic approximation. The structural and mechanical properties of isostatic disk and sphere packings near jamming at zero temperature have been reviewed extensively [6–8], including the pressure scaling of the bulk and shear moduli, excess contact number, and low-frequency plateau in the density of vibrational modes near jamming onset. More recently, several groups have investigated how the scaling behavior of these quantities is affected by thermal fluctuations using computer simulations [9–12], and mechanical vibrations in experiments of granular media [13–15].

Several authors have used computer simulations of soft disks that interact via purely repulsive linear spring potentials to study how the density of vibrational modes of mechanically stable packings at zero temperature and finite overcompression (with potential energy per particle \( U > 0 \) ) changes with increasing temperature. This work has shown that there is a characteristic temperature \( T^* \sim U \sim \Delta \phi^2 \), where \( \Delta \phi = \phi - \phi_J \) is the deviation in the packing fraction above jamming onset at \( \phi_J \), above which the density of vibrational modes begins to deviate strongly from that at zero temperature [10, 11, 16]. In addition, they showed that \( T^* \) corresponds to the temperature above which an extensive number of the contacts in the \( T = 0 \) contact network has broken.

In prior publications [11, 17], we performed computational studies to measure the temperature at which linear response breaks down. This question is very important,
but also subtle, since one can define linear response in a strict sense (in which the particle positions and velocities oscillate at frequencies given by the eigenfrequencies of the dynamical matrix) or in a less strict sense (in which the binned density of states is similar to that at zero temperature). It is known that both contact breaking and nonlinearities from the form of the interparticle potential can contribute to the breakdown of linear response. However, the relative strengths of the nonlinearities arising from these two effects have not been measured for packings of purely repulsive frictionless particles. The present work contributes to the understanding of the breakdown of linear response by measuring the relative strength of the contact breaking nonlinearities and nonlinearities from the form of the interparticle potential at temperatures near and above the first contact breaking, and below the temperature at which particle rearrangements occur.

As mentioned above, an extensive number of broken contacts (or more [12]) are required to significantly change the binned density of vibrational modes. However, do any important physical quantities change when a single contact or sub-extensive number of contacts in the zero-temperature contact network is broken by thermal fluctuations? The answer to this question may depend on the number of excess contacts in the $T = 0$ contact network $m = N_c - N_c^0$. For example, if a zero-temperature packing has zero excess contacts ($m = 0$), the breaking of a single contact would cause the system to become unjammed. In Fig. 1 (c), we show the fraction of MS packings with $m$ excess contacts, $N_m(U)/N_{tot}$, can be collapsed for each $m$ and different system sizes by plotting $N_m(U)/N_{tot}$ as a function of $U N^4$. We find that the average number of excess contacts scales as $(m)/N \sim U^{1/4}$ (Fig. 1 (d)), which is consistent with previous studies at zero temperature [6]. Thus, in the large-system limit.

FIG. 1: Examples of isostatic mechanically stable bidisperse disk packings at zero temperature with (a) $N_c = N_c^0 = 127$ contacts and $N_r = 0$ rattler particles and (b) $N_c = N_c^0 = 115$ contacts and $N_r = 6$ rattler particles. The non-rattler (rattler) disks are outlined in black (red). For both (a) and (b), the total number of disks $N = 64$, the potential energy per particle $U = 10^{-12}$, and the solid black lines connecting disks centers indicate force-bearing interparticle contacts. (c) The fraction of mechanically stable packings $N_m(U)/N_{tot}$ that possess $m = N_c - N_c^0 = 0$ (circles), 2 (exes), and 4 (plus signs) excess contacts as a function of $U N^4$ for three system sizes $N = 32$ (solid lines), 128 (dashed lines), and 256 (dotted lines). (d) The number of excess contacts $m$ normalized by $N$ averaged over 5000 MS packings and plotted versus $U$ for three system sizes $N = 32$ (circles), 128 (exes), and 256 (plus signs). The dashed line has slope 0.25.
isostatic packings with \( m = 0 \) exist only at \( U = 0 \).

In this article, we will first characterize the minimum temperature required to break a single contact as a function of the protocol used to add thermal fluctuations. We focus on this quantity because it can be determined exactly in the low-temperature limit from the eigenvalues and eigenmodes of the dynamical matrix for the \( T = 0 \) MS packings. In particular, we will measure the minimum temperature \( T_1(m, m - 1) \) above which a \( T = 0 \) MS packing with \( m \) excess contacts changes to a packing with \( m - 1 \) excess contacts in response to a perturbation along a single eigenmode. Thermal fluctuations can also be added to the zero-temperature MS packing by perturbing the system along a superposition of \( n \) eigenmodes of the dynamical matrix, and we can measure the minimum temperature, \( T_n(m, m - 1) \), required to break a single contact. We will show that the minimum temperature required to break a single contact over all single mode excitations scales as \( T_1(m, m - 1) \sim U/N^\alpha \), where \( \alpha \approx 2.6 \pm 0.1 \), which is consistent with previous measurements [17]. For multi-mode excitations, \( T_n(m, m - 1) \) decreases as the number of eigenmodes \( n \) involved in the perturbation increases, reaching a minimum for perturbations with equipartition of all \( 2N \) eigenmodes. The minimum temperature required to break a single contact for a perturbation with equipartition of all eigenmodes of the \( T = 0 \) dynamical matrix scales as \( T_{2N}(m, m - 1) \sim N^{-\beta} \), where \( \beta = 2.9 \pm 0.1 \). This system-size dependence is stronger than that for single-mode perturbations.

We also measured the temperature required to break multiple contacts. In this case, we employed molecular dynamics simulations to determine the temperature at which a given fraction of simulation snapshots possess a specified number of contacts. This information cannot be obtained from the \( T = 0 \) dynamical matrix, since the eigenmodes change after contacts begin breaking. We find a power-law scaling relation between the temperature, number of broken contacts \( N_{bc} \), system size, and potential energy per particle \( U \).

After investigating the temperatures at which a given number of zero-temperature contacts break, we search for physical quantities that may be sensitive to small changes in the interparticle contact networks. We focused on two quantities: 1) the deviation in the specific heat \( \Delta C_V/C_V^0 = (C_V - C_V^0)/C_V^0 \) from the zero temperature value \( C_V^0 \) and 2) the deviation of the average positions of the disks \( \bar{x}_i \) and \( \bar{y}_i \) in a packing at a given temperature, \( \Delta r = \sqrt{\sum_{i=1}^{N} [(\bar{x}_i - x_i^0)^2 + (\bar{y}_i - y_i^0)^2]/N} \), from the \( T = 0 \) disk positions, \( \bar{x}_0^0 = \{x_1^0, y_1^0, \ldots, x_N^0, y_N^0\} \). Calculating \( \Delta r \) is important for understanding how far the initial packing can move in configuration space before transitioning to the basin of a new MS packing. We compare \( \Delta r^{ss} \) for systems with purely repulsive (single-sided) linear and nonlinear spring interactions to \( \Delta r^{ds} \) obtained for systems with double-sided linear and nonlinear spring interactions, which allows us to quantify the additional nonlinearities that arise from contact breaking. We find that both quantities, \( \Delta C_V/C_V^0 \) and \( \Delta r^{ss}/\Delta r^{ds} \) are sensitive to the breaking of a single contact. However, the deviation \( \Delta C_V/C_V^0 \) decreases with increasing system size. In contrast, \( \Delta r^{ss}/\Delta r^{ds} > 100 \) for purely repulsive linear springs and does not depend strongly on system size. We also quantify \( \Delta r^{ss}/\Delta r^{ds} \) for packings with Hertzian spring interactions and show that contact breaking increases the magnitude of the nonlinearities at finite temperature, but not as much as for linear repulsive spring interactions.

There are several important temperature scales to consider when studying the response of MS packings to thermal fluctuations. In Fig. 2, we show four temperature regimes: \( 0 < T < T_{cb} \), \( T_{cb} < T < T_r \), \( T_r < T < T_g \), and \( T > T_g \). For \( 0 < T < T_{cb} \), where \( T_{cb} \) is the minimum temperature at which a single contact breaks, the system is weakly nonlinear with “form” nonlinearities that arise when the interaction potential cannot be expressed exactly as a harmonic function of the disk positions. For \( T_{cb} < T < T_r \), the system can move to the basins of attraction of other MS packings, but the relaxation times are sufficiently long that structural relaxation is not complete. For \( T > T_g \), the system is liquid-like with finite structural relaxation times. This article focuses on the (unshaded) temperature regimes that occur for \( 0 < T \leq T_r \).

FIG. 2: Schematic of four important temperature regimes when studying the response of MS packings to thermal fluctuations. For \( T < T_{cb} \), the \( T = 0 \) contact network remains intact. In this regime, “form” nonlinearities occur when the interparticle potential cannot be written exactly as a harmonic function of the disk positions. For \( T_{cb} < T < T_r \), the \( T = 0 \) contact network changes, both form and contact-breaking nonlinearities occur, and the system remains in the basin of attraction of the original MS packing. For \( T_r < T < T_g \), the system can move to the basins of attraction of other MS packings, but the relaxation times are sufficiently long that structural relaxation is not complete. For \( T > T_g \), the system is liquid-like with finite structural relaxation times.

We emphasize that a number of studies have char-
acterized the structural and mechanical properties of
MS packings at $T = 0$ [18–20]. Further, many studies
have tracked the growth of the dynamical heterogeneities
and the structural relaxation times as $T \rightarrow T_g$ from
above [21–23]. However, few studies have focused on the
low-temperature regimes $0 < T < T_{ch}$ and $T_{ch} < T < T_r$,
where the contribution of contact breaking to the mag-
nitude of the nonlinearities can be quantified at finite
temperature. In future work, we will focus on the tem-
nperature regime $T_r < T < T_g$ to understand the con-
nection between the geometry of the high-dimensional
energy landscape and slow structural relaxation.

The remainder of this article will be organized as fol-
low. In Sec. II, we describe the methods we employ to
produce zero-temperature MS packings, the proto-
cols used to add thermal fluctuations to the MS pack-
ings, and the measurements of the changes in the specific
heat $\Delta C_V^0/C_V^0$ and average particle positions $\Delta r$ of
the packings from their $T = 0$ values as a function of tem-
perature. In Sec. III, we present our results for $\Delta C_V/C_V^0$
and $\Delta r$. We show that $\Delta C_V/C_V^0$ increases more strongly
when a single contact in the $T = 0$ MS packing changes.
We find that $\Delta C_V/C_V^0$ decreases with increasing sys-

tem size, however, the quantity $\Delta r_{ss}/\Delta r_{ds}$, which iden-
tifies the distinct contribution of contact breaking to the
nonlinear response, does not depend strongly on system
size. In Sec. IV, we summarize our results and high-
light promising future research directions that stem from
this work. We also provide several Appendices that in-
clude additional details of the methods and calculations
we implement. In Appendix A, we provide additional
details concerning the method we used to calculate the
minimum temperature required to break a single con-
tact with perturbations that involve $n$ eigenmodes of the
$T = 0$ dynamical matrix with equal velocity amplitudes.

In Appendix B, we discuss the additional nonlinearities
that arise from rattlers in MS packings and affect $\Delta r(T)$
at finite temperatures. In Appendix C, we describe the
methods that we employed to measure the rearrangement
$T_r$ and glass transition $T_g$ temperatures. Finally, in Ap-
pendix D, we show that the leading order term in the
change in the average position scales linearly with tem-
perature, $\Delta r \sim T$, for a particle in a one-dimensional
cubic potential well.

II. METHODS

Our computational studies focus on measuring the re-
sponse of MS packings composed of $N$ bidisperse friction-
less disks ($N/2$ large and $N/2$ small disks with diameter
ratio $\sigma_L/\sigma_S = 1.4$) to thermal fluctuations with system
sizes in the range from $N = 16$ to 1024 disks using peri-
odic boundaries in square simulation cells. The disks (all
with mass $m$) interact via the pairwise, purely repulsive
potential,

$$U_{ds}(r_{ij}) = \frac{\epsilon}{\alpha} \left(1 - \frac{r_{ij}}{\sigma_{ij}}\right)^\alpha \Theta \left(1 - \frac{r_{ij}}{\sigma_{ij}}\right),$$

where $r_{ij}$ is the separation between the centers of disks
$i$ and $j$, $\sigma_{ij} = (\sigma_i + \sigma_j)/2$ is the average disk diameter,
$\epsilon$ is the energy scale of the repulsive interaction, $\Theta(x)$
is the Heaviside step function, and $\alpha = 2 (5/2)$ corre-
sponds to linear (Hertzian) repulsive spring interactions.

We also consider disk packings that interact via double-
sided spring potentials with a similar form to that in
Eq. 1:

$$U_{ds}(r_{ij}) = \frac{\epsilon}{\alpha} \left|1 - \frac{r_{ij}}{\sigma_{ij}}\right|^\alpha.$$  

For studies involving interactions in Eq. 2, the interpar-
ticle contact network is fixed to that in the $T = 0$ MS
packaging for all temperatures [24]. Comparison of the re-

sults from single- versus double-sided interactions allows
us to determine the strength of the nonlinearities that
 arise from contact breaking alone.

We generate MS packings as function of the total po-
tential energy per particle $U = \sum_{i>j}U(r_{ij})/N$ using a
protocol that successively compresses or decompresses
the system in small packing fraction steps $\Delta \phi$ followed
by conjugate gradient energy minimization [4]. The com-
pression/decompression protocol is terminated when the
total potential energy per particle satisfies $|U_c - U|/U < 10^{-16}$,
where $U_c$ is the current and $U$ is the target po-
tential energy per particle.

Another type of packing generation protocol could in-
volve cooling to a nonzero temperature $T > 0$ of interest.
If the cooling rate is too slow or the final temperature of
the packing is too high, particle rearrangements can
occur. We have shown in previous studies that such pro-
tocols give rise to microphase separation and local order-
ing in bidisperse systems [25]. In contrast, here we focus
on fast quenches and packings with final temperatures
$T < T_r$ below the temperature required to induce par-
ticle rearrangements. Thus, cooling to zero temperature
and then heating up to a finite temperature $T$ will yield
the same results as generating a packing directly at a
nonzero temperature.

The initial perturbations will be applied along one
or more of the eigenmodes of the dynamical matrix of
the $T = 0$ MS packings. We denote the $2N - 2$
non-zero eigenfrequencies of the dynamical matrix as
$\{\omega_1, \omega_N\}$. Each eigenfrequency $\omega_i$ has an associ-
ed eigenvector $\hat{E}_i \propto \{e^i_{x1}, e^i_{y1}, e^i_{x2}, e^i_{y2}, \ldots, e^i_{xN'}, e^i_{yN'}\}$
that satisfies $(\hat{E}_i)^2 = 1$. The disk velocities $\vec{v}^0 =
\{v^0_{x1}, v^0_{y1}, \ldots, v^0_{xN'}, v^0_{yN'}\}$ corresponding to the initial per-
turbation can be expressed as a linear combination of the
eigenmodes of the dynamical matrix:

$$\vec{v}^0 = \sum_{i=1}^{2N-2} A_i \omega_i \hat{E}_i.$$  

We will use the notation that upper case vectors, e.g. $\vec{R}$
and $\hat{V}$, include both the particle and spatial dimensions,
while lower case vectors, e.g. $\vec{r}$ and $\vec{v}$, only include the
spatial dimensions.
For sufficiently small amplitude perturbations, the time evolution of the multi-particle velocities and positions are given in the harmonic approximation by

$$\tilde{V}(t) = \sum_{i=1}^{2N'-2} A_i \omega^j \tilde{E}^i \cos(\omega^j t),$$  \hspace{1cm} (4)

and

$$\tilde{R}(t) = \tilde{R}^0 + \sum_{i=1}^{2N'-2} A_i \tilde{E}^i \sin(\omega^j t),$$  \hspace{1cm} (5)

where $\tilde{R}^0$ gives the disk positions in the $T = 0$ MS packing. We calculate the temperature of the system using the average kinetic energy per particle $K/N$ [26].

For sufficiently large temperatures, when multiple $T = 0$ contacts break and new contacts form, we cannot use the $T = 0$ eigenmodes of the dynamical matrix to determine the properties of the contact networks. Thus, we will characterize the relation between the temperature, number of contacts, system size, and potential energy per particle using molecular dynamics simulations at constant number of disks, area, and total energy $E$. For the MD simulations, we use the velocity Verlet integration scheme with a time step $\Delta t \sim \sigma_s \sqrt{\dot{r}/m}$ is a typical interparticle collision time scale, which provides total energy conservation with relative standard deviation $\delta E/E < 10^{-13}$.

To investigate the effects of contact breaking, we will measure two physical quantities as a function of the amplitude (or temperature) of the thermal fluctuations. We will first study the change in the constant volume specific heat $\Delta C_V$ from its zero-temperature value $C_V^0 = 2N'k_b$:

$$\frac{\Delta C_V(T)}{C_V^0} = \frac{C_V(T) - C_V^0}{C_V^0},$$  \hspace{1cm} (6)

where $C_V = dE/dT$ and $k_b$ is the Boltzmann constant. In the low-temperature limit, Eqs. 4 and 5 can be used to calculate the total energy:

$$E = K(t) + U(t) = U_0 + \frac{m}{2} \sum_{i=1}^{2N'2} A_i^2 \omega_i^2 = U_0 + 2N'k_b T,$$  \hspace{1cm} (7)

where $U_0$ is the initial total potential energy. We will measure the specific heat per particle $C_V$ in the molecular dynamics simulations by taking the temperature derivative numerically,

$$C_V(T) = \frac{1}{N'} \frac{E(T + dT) - E(T)}{dT} = \frac{E(T + dT) - E(T)}{K(T + dT) - K(T)}.$$  \hspace{1cm} (8)

From Eq. 8, the deviation in the specific heat per particle can be written as

$$\frac{\Delta C_V(T)}{C_V^0} = \frac{1}{2} \frac{E(T + dT) - E(T)}{K(T + dT) - K(T)} - 1.$$  \hspace{1cm} (9)

We will also quantify the changes in the average positions of the disks, $\Delta r$, as a function of temperature. We define $\Delta r$ as

$$\Delta r(T) = \sqrt{\frac{1}{N'} \sum_{i=1}^{2N'} [(\bar{x}_i(T) - x_i^0)^2 + (\bar{y}_i(T) - y_i^0)^2]},$$  \hspace{1cm} (10)

where $(x_i^0, y_i^0)$ are the $x$- and $y$-coordinates of the $i$th disk in the $T = 0$ MS packing and $(\bar{x}_i(T), \bar{y}_i(T))$ are the time-averaged $x$- and $y$-coordinates of disk $i$ at temperature $T$. $\Delta r(T)$ can be interpreted as the average distance in the $2N'$-dimensional configuration space between the $T = 0$ MS packing and the packing at finite $T$. Note that rattler disks are not included in the calculations of $\Delta r$.

![Figure 3: The minimum temperature $T_c(m, m - 1)$ required to break a single contact when perturbing an MS packing along one of the eigenmodes of the dynamical matrix averaged over 5000 MS packings, normalized by the potential energy per particle $U$, and plotted as a function of system size $N$. $T_c(m, m - 1)$ was obtained by minimizing over all single mode perturbations. We include results for $U = 10^{-12}$ (circles), $10^{-8}$ (exes), and $10^{-4}$ (pluses). The slope of the dashed line is $-2.6$. Rattler disks are removed from the packings prior to performing these calculations.](image)

### III. RESULTS

We organize our results into two main sections. In Sec. IIIA, we discuss the results for the minimum temperatures required to break one or more contacts for single- and multi-mode perturbations. In Sec. IIIB, we show our results for the temperature dependence of the deviation in the specific heat per particle $\Delta C_V$ and deviation in the average disk positions $\Delta r$ from those in the $T = 0$ MS packing as a function of temperature. For $T < T_{cb}$, form nonlinearities give rise to non-zero values of $\Delta C_V$ and $\Delta r$. For $T > T_{cb}$, both form and contact-breaking nonlinearities are present. By comparing $\Delta C_V$ and $\Delta r$ for single- and double-sided spring interactions, we can isolate the effects of the contact-breaking nonlinearities.
earities. We find that for $T_{cb} < T < T_c$, the specific heat deviation $\Delta C_V$ scales as $N^{-1}$, whereas $\Delta r$ is roughly independent of system size.

A. Temperatures required to break single and multiple contacts

In this section, we study the minimum temperature required to break a given number of contacts in the $T = 0$ MS packing. We first focus on the breaking of a single contact and then study the breaking of multiple contacts. We will show that the temperature required to break the first contact depends strongly on the form of the initial perturbation. For example, the minimum temperature is smaller for perturbations along multiple eigenmodes compared to the minimum temperature for perturbations along a single eigenmode.

At sufficiently low temperatures, we can use the harmonic approximation for the disk positions given in Eq. 5 to calculate exactly the minimum temperature required to break a single contact. If we introduce a perturbation along a single eigenmode $k$, the minimum temperature required to break a single contact $T_1^{k}(m, m - 1)$ can be calculated by first solving $r_{ij}^2 = \sigma_{ij}^2$ for all contacting disk pairs $i$ and $j$ and then finding the minimum perturbation amplitude (or temperature) over all disk pairs:

$$T_1^{k}(m, m - 1) = \min_{i>j} \left\{ \left[ \frac{\delta_{ij}^k \cdot r_{ij}^2}{|\delta_{ij}^k|^2} \left( 1 + \frac{(\sigma_{ij}^2 - |r_{ij}^0|^2)|\delta_{ij}^k|^2}{|\delta_{ij}^k| \cdot r_{ij}^0|^2} - 1 \right) \right]^{1/2} \right\},$$

where $\delta_{ij}^k = e_{ij}^k \sin(\omega k t)/\omega k$ and $e_{ij}^k = (e_{x_i}^k - e_{x_j}^k, e_{y_i}^k - e_{y_j}^k)$. To calculate the minimum $T_1^{k}(m, m - 1)$ over all eigenmodes, we set $|\sin(\omega k t)| = 1$ and find $T_1^{k}(m, m - 1) = \min_{k} T_1^{k}(m, m - 1)$. (See additional details in Appendix A.)

In Fig. 3, we show $\langle T_1(m, m - 1) \rangle/U$ averaged over 5000 MS packings as a function of system size $N$ for three values of $U$. We find that $\langle T_1(m, m - 1) \rangle$ normalized by $U$ collapses the data and $\langle T_1(m, m - 1) \rangle/U$ displays power-law scaling with system-size, $\langle T_1(m, m - 1) \rangle/\langle T_0 \rangle \sim N^{-\alpha}$, where $\alpha \approx 2.6 \pm 0.1$. Thus, $\langle T_1(m, m - 1) \rangle$ tends to zero in the large system limit [17], which stems from the increasing probability for MS packings to possess anomalously small overlaps as $N \to \infty$.

In several recent publications [27–30], researchers have investigated the stability of zero-temperature packings by measuring the distribution of small interparticle forces using replica symmetry breaking theoretical studies and numerical simulations of frictionless bidisperse disk and sphere packings. The results show that the distribution of force magnitudes $P(F)$ at small forces displays power-law scaling: $P(F) \sim \Gamma^0(1 + \theta, \langle F \rangle)$, with an exponent that varies from $\theta \approx 0.2$ to 0.4, depending on the nature of the rearrangement (either local or extended) that results when removing a given small force. (The exponent $\theta \approx 0.2$ is obtained when all small forces are considered.) We measured the minimum interparticle force magnitude, $F_{\text{min}}$, from $P(F)$ as a function of system size $N$ (averaged over an ensemble of $10^3$ packings) for repulsive linear spring interactions. We find that the average minimum interparticle force magnitude scales as a power-law with system size, $F_{\text{min}} \sim N^{-\delta}$, where $\delta \sim 0.8$. For repulsive linear springs, the power-law scaling of the minimum overlap with system size is similar $(1 - r_{ij}/\sigma_{ij})_{\text{min}} \sim N^{-1}$.

We now consider multi-mode perturbations and measure the minimum temperature required to break a single contact in $T = 0$ MS packings. If we include $n$ eigenmodes in the perturbation, in the low-temperature limit, the disk positions and velocities are given by

$$\vec{V}(t) = \sum_{k=1}^{n} A_k \omega^k \hat{E}^k \cos(\omega^k t),$$

and

$$\vec{R}(t) = \vec{R}_0 + \sum_{k=1}^{n} A_k \hat{E}^k \sin(\omega^k t).$$

As for the single eigenmode perturbations, we can use the harmonic expression for $\vec{R}(t)$ (Eq. 13) to determine the minimum temperature required to break a single contact for multi-mode perturbations. Setting $r_{ij}^2 = \sigma_{ij}^2$ for each pair of disks in the force-bearing backbone yields an expression similar to that in Eq. 11, except $\delta_{ij}^k$ is replaced by $\delta_{ij}^k = \sum_{i=1}^{n} e_{ij}^k \sin(\omega^k t)/\omega^k$. The minimum temperature required to break a single contact is obtained by evaluating the extrema of the sine functions, $|\sin(\omega^k t)| = |\sin(\omega^2 t)| = \ldots = |\sin(\omega^n t)| = 1$, where we must check all combinations of $\sin(\omega^k t) = \pm 1$, and by minimizing over all contacting disk pairs. For small $n$, we discretize all of the possible eigenmode amplitude ratios between $10^{-2}$ and $10^2$ and identify the amplitude ratio combination that yields the minimum temperature $T_n(m, m - 1)$ to break a single contact. For $n = 2$ and 3, we explicitly showed that $T_n(m, m - 1)$ is minimized (over all possible perturbations) for equal velocity-amplitude perturbations. For $n > 3$, we assumed that $A_1\omega^1 = A_2\omega^2 = \ldots = A_n\omega^n$ perturbations give the minimum $T_n(m, m - 1)$ (Additional details concerning these calculations are included in Appendix A.)

In Fig. 4 a, we plot $T_n(m, m - 1)/U$ for single MS packings using multi-mode perturbations as a function of the number of eigenmodes $n = 1, 2, \ldots, 6$ for three values of $U$, $10^{-12}, 10^{-8}$, and $10^{-4}$. For all $U$, we find that $T_n(m, m - 1)/U$ decreases with increasing $n$ and then begins to saturate for $n \geq 6$. In general, the minimum temperature required to break a single contact decreases with an increasing number of eigenmodes in the perturbation because the perturbation is more likely to have a significant projection onto the separation vector corresponding to the smallest overlap between disks. Saturation of $T_n(m, m - 1)$ with increasing $n$ is interesting
because it implies that the probability to obtain a pair of disks in the force-bearing backbone with vanishing overlap is zero in any finite-sized system with $U > 0$.

We also developed a method to estimate $T_n(m, m - 1)$ in the large-$n$ limit, which is illustrated in Fig. 4 (c) and (d). We first identify the pair of disks $i$ and $j$ in the force-bearing backbone with the smallest overlap. We separate disks $i$ and $j$ so that $r_{ij} = \sigma_{ij}$, while maintaining the center of mass of the two disks and fixing all of the positions of the other disks in the MS packing. We then minimize the total potential energy, allowing all disks to move except disks $i$ and $j$, as a function of the angle $\theta$ between the old and new separation vectors before minimization. In Fig. 4 (b), we plot the difference $U' - U$ in the potential energy per particle before $(U)$ and after $(U')$ shifting disks $i$ and $j$ and minimizing the potential energy as a function of $\theta$. We find that the $\theta = 0$ direction gives rise to the smallest energy barrier, and thus we define the temperature scale $T_{\text{min}} = U'(\theta = 0) - U$. $T_{\text{min}}/U$ provides an accurate estimate of the large-$n$ plateau value of $T_n(m, m - 1)/U$.

(See Fig. 4 (a).) In the inset of Fig. 4 (a), we show $T_{\text{min}}/U$ averaged over 500 MS packings as a function of system size. $T_{\text{min}}/U \sim \langle T_n(m, m - 1) \rangle / U \sim N^{-\beta}$, where $\beta \approx 2.95 \pm 0.05$, and displays stronger system-size dependence than $\langle T_1(m, m - 1) \rangle / U$. 

FIG. 4: (a) The minimum temperature $\langle T_n(m, m - 1) \rangle$ (normalized by $U$ and averaged over 5000 MS packings) required to break a single contact in response to perturbations that include $n = 1, 2, \ldots, 6$ eigenmodes of the dynamical matrix. $\langle T_n(m, m - 1) \rangle$ is obtained by minimizing over all possible $n$-mode combinations of the $2N' - 2$ eigenmodes for each MS packing at $U = 10^{-12}$ (dashed line), $10^{-8}$ (solid line), and $10^{-4}$ (dotted line). The horizontal lines give the minimum temperature $\langle T_{\text{min}}/U \rangle$ required to remove the smallest overlap between a pair of contacting disks at each $U$ (averaged over 500 MS packings). The inset shows the scaling of $\langle T_{\text{min}}/U \rangle$ with system size $N$ for the same values of $U$ as in the main panel. The slope of the dashed line is $-2.9$. (b) Difference in the potential energy per particle between MS packings before $(U)$ and after $(U')$ separating the pair of disks with the smallest interparticle overlap as a function of the angle $\theta$ between the old and new separation vectors between the two disks. (c) and (d) Schematic of the process to measure $T_{\text{min}}/U$. In panel (c), the disk pairs with the smallest overlap are shaded in blue. In panel (d), this pair of disks is shifted so that $r_{ij} = \sigma_{ij}$. The original positions are indicated by the dashed circles. The new separation vector makes an angle $\theta$ with the old separation vector (as indicated by the dotted lines). After shifting disks $i$ and $j$, potential energy minimization is performed allowing all disks to move except $i$ and $j$. In both panels, the contact networks of the blue-shaded disks are indicated by solid lines.
measure the number of contacts as a function of time following equal velocity-amplitude perturbations. For these studies, we remove rattler disks prior to starting the simulations and focus on the temperature range $T < T_r$.

During long trajectories, we measure the fraction of time $f(T, N_{bc})$ at each temperature $T$ that the system possesses a given number of broken contacts $N_{bc} = N_c^0 + m - N_c$. We show $f(T, N_{bc})$ for a system with $N = 64$ and $U = 10^{-4}$ in Fig. 5 (a). At low temperatures $T < 10^{-3}$, $f$ is large only for $N_{bc} = 0$. As $T$ increases, more configurations possess an increasing number of broken contacts. We can define a characteristic temperature $T^*(N_{bc})$ for multiple contact breaking by setting $f(T, N_{bc}) = 0.1$.

In Fig. 5 (b), we show the characteristic temperature $T^*(N_{bc})$ for three system sizes $N$ and three values of the initial potential energy per particle, $U$, for each $N$. We find that $T^*$ obeys the following scaling form: $T^* \sim N_{bc}^\gamma U^\delta$, where the exponents $\gamma \approx 2.2 \pm 0.3$, $\delta \approx -2.2 \pm 0.2$, and $\zeta \approx 1.0 \pm 0.1$. (Other thresholds $0 < f < 0.1$ give similar values for the exponents $\gamma$, $\delta$, and $\zeta$.) The scaling form suggests that $T^*/U \sim N_{bc}^\gamma U^\delta \sim (\Delta m/N)^\delta$, where $\Delta m$ is difference in the excess number of contacts at $T = 0$ and finite $T^*$. This result shows that the temperature required to break an extensive number of contacts scales quadratically with the change in the number of contacts per particle in the range $0 < T < T_r$, which is consistent with prior results [10, 11, 16].

### B. Measurement of the deviation of the specific heat and average positions

In this section, we investigate the effects of form and contact-breaking nonlinearities on two physical quantities: 1) the deviation in the specific heat per particle at constant volume, $\Delta C_V$, from the value at $T = 0$ and 2) the deviation in the average disk positions $\Delta r$ from their positions at $T = 0$. We will measure both quantities using constant energy MD simulations with equal velocity-amplitude perturbations involving all eigenmodes (i.e. $A_1 \omega^1 = A_2 \omega^2 = \ldots = A_k \omega^k$). In general, nonlinearities will cause $\Delta C_V > 0$ and $\Delta r > 0$ for temperatures $T > 0$. Form nonlinearities can occur for $T < T_{ch}$, while both form and contact-breaking nonlinearities occur for $T > T_{ch}$.

We show $\Delta C_V/C_V^0$ (defined in Eq. 9) as a function of temperature $T/T_{ch}$ (normalized by the temperature $T_{ch}$ required to break a single contact) for several system sizes for purely repulsive linear springs ($\alpha = 2$ in Eq. 1) in Fig. 6 (a). For purely repulsive linear springs, the deviation $\Delta C_V/C_V^0$ is set by the noise floor for $T < T_{ch}$, and thus deviations in the specific heat per particle from form nonlinearities for $T < T_{ch}$ are below the noise floor. In Fig. 6 (b), we compare $\Delta C_V/C_V^0$ for purely repulsive linear and Hertzian springs ($\alpha = 5/2$ in Eq. 1) as a function of $T/T_{ch}$. As expected, the form nonlinearities are larger...
for Hertzian interactions. In particular, the deviation in \( \Delta C_V/C_V^0 \) is above the noise floor for \( T < T_{cb} \).

For purely repulsive linear springs, \( \Delta C_V/C_V^0 \) increases strongly above the noise floor for temperatures near \( T_{cb} \). \( \Delta C_V/C_V^0 \) for purely repulsive Hertzian springs also increases rapidly, but the onset of the rapid increase is not as sharp and occurs for \( T < T_{cb} \). However, the rate of increase of \( \Delta C_V/C_V^0 \) slows for increasing system sizes. In the inset to Fig. 6 (a), we plot \( \Delta C_V/C_V^0 \) for 10 values of \( T/T_{cb} \) in the range from 1 to \( 10^2 \) as a function of system size for purely repulsive linear springs. We find that the deviation scales as \( \Delta C_V/C_V^0 \sim N^{-1} \) for a wide range of \( T/T_{cb} \), which implies that the effect of both form and contact-breaking nonlinearities on the specific heat vanishes in the large-system limit in this temperature range.

We also study the change in the average disk positions \( \Delta r \) (defined in Eq. 10) as a function of temperature using constant energy MD simulations with equal velocity-amplitude initial perturbations involving all eigenmodes. We consider both purely repulsive (single-sided) and double-sided linear and nonlinear spring interactions. In Figs. 7 (a) and 8, we show \( \Delta r_{ds}(T) \) (double-sided) and \( \Delta r_{ss}(T) \) (single-sided) for disk packings with \( N = 64, U = 10^{-5} \), and linear and Hertzian spring interactions. For double-sided linear and Hertzian spring interactions, with no contact breaking, \( \Delta r_{ds} \sim T \) over a wide range of \( T \).

This scaling behavior for \( \Delta r_{ds}(T) \) stems from form nonlinearities in the total potential energy \( U \), which when expanded gives:

\[
U = U^0 - \frac{1}{2!} \sum_{i,j} D_{ij}^{0} \Delta R_{ij} + \frac{1}{3!} \sum_{i,j,k} G_{ijk}^{0} \Delta R_{ij} \Delta R_{jk} \Delta R_{ik} + \ldots ,
\]

where \( \Delta \vec{R} = \vec{R} - \vec{R}^0 \), \( F^0_i = -\partial V/\partial R_i \big|_{\Delta \vec{R} = 0} \), \( D_{ij}^{0} = \partial^2 V/(\partial R_i \partial R_j) \big|_{\Delta \vec{R} = 0} \), and \( G_{ijk}^{0} = \partial^3 V/(\partial R_i \partial R_j \partial R_k) \big|_{\Delta \vec{R} = 0} \). For \( T < T_{cb} \), when the contact network does not change, the third-order term in the expansion of \( U \) gives rise to the scaling \( \Delta r = CT \), where \( C \) is set by \( G^0 \). (See Appendix D for the calculation of \( \Delta r \) for a potential with cubic terms in 1D.) Rattler disks are excluded from the measurement of \( \Delta r \) because collisions between backbone and rattler disks will introduce additional nonlinearities. \( \Delta r_{ss} \) for an MS packing with rattlers is shown in Appendix B.)

As expected, for \( T < T_{cb} \), \( \Delta r_{ss} = \Delta r_{ds} \sim T \), before contact breaking occurs for both linear and Hertzian spring interactions. The disk displacements in this regime are small and randomly oriented (Fig. 7 (b)). For purely repulsive linear spring interactions in the temperature regime \( T > T_{cb} \), \( \Delta r_{ss} \) begins to grow rapidly, reaching values that are several orders of magnitude above \( \Delta r_{ds} \). In the temperature regime \( T_{cb} < T < T_r \), some collective motion occurs and disks can disconnect from the force-bearing backbone and become rattlers (Fig. 7 (c)). At \( T = T_r \), \( \Delta r_{ss} \) jumps discontinuously when the system switches to the basin of a new MS packing. (See Appendix C for a discussion of the method that we used to measure \( T_r \).)

In the temperature regime \( T_r < T < T_g \), strong collective motion can occur and all of the disks can disconnect from the force-bearing backbone when rattler disks are identified recursively (Fig. 7 (d)). Similar behavior occurs for the deviations in the average positions for purely repulsive Hertzian spring interactions (Fig. 8), i.e. \( \Delta r_{ss} \) increases above \( \Delta r_{ds} \) in the temperature regime \( T_{cb} < T < T_r \), but the increase is more modest than that for repulsive linear springs. Comparing the disk positions at temperatures \( T > T_g \) and zero is not meaningful.

In Fig. 9 (a), we plot the displacement ratio \( \Delta r_{ss}/\Delta r_{ds} \) for heat capacities of temperature.
FIG. 7: (a) The deviation $\Delta r$ in the disk positions from their $T = 0$ values as a function of temperature $T$ for a MS packing with $N = 64$ and $U = 10^{-5}$. The data is obtained from constant energy MD simulations with equal velocity-amplitude initial perturbations involving all eigenmodes. We consider both purely repulsive linear spring interactions (circles; $\alpha = 2$ in Eq. 1) and double-sided linear spring interactions (exes; $\alpha = 2$ in Eq. 2). The dashed line has slope 1. The three dotted vertical lines indicate 1) the measured temperature $T_{cb}$ at which the first contact breaks, 2) the temperature $T_r$ at which the system transitions to the basin of a new MS packing, and 3) the temperature $T_g$ at which the structural relaxation time (from the self part of the intermediate scattering function) appears to diverge. (b) The average disk positions at a temperature $T < T_{cb}$ (gray-shaded disks). White solid lines indicate contacts between disks in the backbone. The arrows represent the displacement of the disks relative to their positions at $T = 0$, where the length of each arrow is proportional to the logarithm of the displacement of the disk. (c) Same as in (b) except for the average disk positions at a temperature $T_{cb} < T < T_r$. Gray-shaded disks without edges are rattlers, circular outlines with dashed edges indicate the initial positions of rattler disks, and white-dotted lines show contacts that include rattlers. (d) Same as (c) except for the average disk positions at a temperature $T_r < T < T_g$.

for single- and double-sided linear spring interactions as a function of $T/T_{cb}$ below $T_r$ for three values of $U$ ($10^{-5}$ (circles), $10^{-4}$ (exes), and $10^{-3}$ (pluses)) and $N = 128$. We find that the ratio begins growing for $T > T_{cb}$ reaching an approximate plateau value $\approx 100$ that increases weakly with decreasing $U$. Thus, contact-breaking nonlinearities are much larger than form nonlinearities in the temperature range $T_{cb} < T < T_r$ for linear spring interactions. In Fig. 9 (b), we compare the ratio $\Delta r^{ss}/\Delta r^{ds}$ for linear and Hertzian springs for $T_{cb} < T < T_r$. The contact breaking nonlinearities have a much stronger effect on $\Delta r$ for linear compared to Hertzian spring interactions. This result likely stems from the fact that form nonlinearities are much weaker for linear spring interactions compared to Hertzian spring interactions. In Fig. 9 (c), we plot $\langle \Delta r^{ss}/\Delta r^{ds} \rangle$ averaged over the temperature range $T_{cb} < T < T_r$ for linear spring interactions as a function of system size $N$ for each $U$. We find that $\langle \Delta r^{ss}/\Delta r^{ds} \rangle$ shows no sign of decreasing with system size. In Fig. 10, we also show that both $\Delta r^{ss}$ and $\Delta r^{ds}$ individually do not depend strongly on system size $N$ for systems with linear spring interactions. These results emphasize that contact-breaking nonlinearities are dominant for MS packings with purely repulsive linear spring interactions in the temperature regime $T_{cb} < T < T_r$.

For many experimental systems of interest (such as granular materials, foams, and dense colloidal suspensions), in which all of the particles can be visualized and
from thermal fluctuations can change the position of local minima in the form of the interparticle potential arising from strain. Here, we show that contact breaking and nonlinearities occur in two spatial dimensions. We consider disks that interact via single- and double-sided linear and nonlinear Hertzian spring interactions. The three dotted vertical lines indicate \( T_{cb}, T_r, \) and \( T_g \) (from left to right).

Mechanically stable packings of disks can be represented as local minima in the potential energy landscape (which is a function of all of the positional degrees of freedom in the system). The ratio \( \langle \Delta r^{ss} / \Delta r^{ds} \rangle \) tracks the position of the local minimum in the energy landscape as a function of temperature. Thus, by measuring this ratio, we gain insight into the properties of the minima in the energy landscape, which control the thermodynamic properties of granular packings. A number of studies have characterized changes in the local minima and eigenvalues and eigenmodes change significantly from those at \( T = 0 \) and thus the \( T = 0 \) eigenvalues and eigenmodes cannot be used to calculate the contact breaking temperature accurately.

For single eigenmode perturbations, we find that the minimum temperature (over all single-mode excitations) required to break the first contact, \( T_1(m, m - 1) \sim U/N^\alpha \), where \( \alpha \approx 2.6 \). This strong system-size dependence emphasizes that weak overlaps between disks in MS packings near jamming onset can break at any finite temperature in the large-system limit. We also showed that the form of the initial perturbation affects the minimum temperature required to break a single contact. The temperature required to break a single contact is minimal for equal velocity-amplitude perturbations involving all eigenmodes of the \( T = 0 \) dynamical matrix and scales as \( T_n(m, m - 1) \sim U/N^\beta \), where \( \beta \sim 2.9 \). \( T_n(m, m - 1) \) can be estimated by identifying the smallest pair of overlapping disks \( i \) and \( j \) at a given \( U \), shifting them so that their separation satisfies \( r_{ij} = \sigma_{ij} \), and then minimizing the potential energy with \( i \) and \( j \) held fixed, allowing the other disks to move. The difference in the potential energy per particle before \( (U) \) and after \( (U') \) minimization \( U' - U \sim T_n(m, m - 1) \) determines the minimum temperature required for breaking a single contact for equal-velocity amplitude perturbations involving all eigenmodes.

Several groups have studied contact breaking in jammed disk and sphere packings undergoing athermal, quasistatic simple shear using computer simulations [31–34]. These studies find that the minimum strain required to break a contact scales as \( \gamma_{min} \sim N^{-\lambda} \), where \( \lambda = 1 \). The system-size scaling exponent \( \lambda \) is smaller than that observed for the minimum temperature required to break a single contact (which is \( \sim 2.6 - 2.95 \) depending on the form of the initial perturbation). There are several reasons for this difference. First, the previous studies focused on the critical strain amplitude; however, we measured a critical temperature (or energy) scale. Energy and strain are related via \( k_b T \sim \gamma^2 \), and thus a naive prediction from Refs. [31–34] would be that \( T_1(m, m - 1) \sim N^{-2} \). However, there is another crucial difference between the two measurements. Contact breaking is determined by the smallest interparticle overlap between a pair of particles, and removing this overlap requires separating these two particles along the line connecting their particle centers. However, the application of athermal, quasistatic simple shear is a perturbation along a single direction in configuration space and there is not necessarily a large overlap between this direction and the direction that separates the smallest interparticle overlap.

**IV. CONCLUSIONS AND FUTURE DIRECTIONS**

In this article, we studied the effects of thermal fluctuations on MS packings composed of bidisperse, frictionless disks generated at different values of the potential energy per particle \( U \) or excess number of contacts \( m/N \) in two spatial dimensions. We consider disks that interact via single- and double-sided linear and nonlinear spring interactions to disentangle the effects of form and contact-breaking nonlinearities. To identify the temperature range where contact-breaking nonlinearities occur, we first focused on calculating the minimum temperature required to break a single contact in \( T = 0 \) MS packings for both single- and multi-mode perturbations. Before contact breaking and for weak form nonlinearities (e.g. purely repulsive linear springs), the minimum temperature required to break a single contact can be calculated exactly using the eigenmodes of the dynamical matrix at \( T = 0 \). Above the contact breaking temperature or for interactions that possess strong form nonlinearities, the eigenvalues and eigenmodes change significantly from those at \( T = 0 \), and thus the \( T = 0 \) eigenvalues and eigenmodes cannot be used to calculate the contact breaking temperature accurately.
overlap. In contrast, thermal fluctuations (which involve all eigenmodes of the dynamical matrix) sample all directions in configuration space. This difference in sampling means that athermal, quasistatic shear perturbations are coupled to the average strain required to break a contact (e.g. where the average is over all eigenmodes). In contrast, thermal perturbations probe the average minimum strain (where the minimum is calculated over all eigenmodes for a single packing and then the minimum is averaged over an ensemble of packings). The average minimum strain possesses stronger system-size dependence than the average strain.

To study multiple contact breaking, we employed constant energy MD simulations for initial packings at $U$ (and excess number of contacts $m$) over a range of temperatures $T < T_c$. We measure the fraction of time during the simulations at a given temperature $T$ and system size $N$ that the system possesses $N_{bc} = N_c^0 + m - N_c$ broken contacts. We identify a characteristic temperature $T^*$ ($N_{bc}$) at which a finite fraction $f$ of the time (i.e. $f = 0.1$) the system possesses a given number of broken contacts $N_{bc}$. By studying a range of $U$ and $N$, we obtain the following power-law scaling relation: $T^* \sim N_{bc}^{-\gamma_c} U^\delta$, where $\gamma_c \approx 2.2 \pm 0.3$, $\delta = -2.2 \pm 0.2$, and $\zeta \approx 1.0 \pm 0.1$. The scaling relation involving integer exponents, $T^*/U \sim (N_{bc}/N)^{\delta}$, is within error of the numerical data. These results support prior studies that find that the temperature required to break an extensive number of contacts scales quadratically with the number of contact changes per particle.

We also investigated the effects of form and contact-breaking nonlinearities on the specific heat (at constant volume) and the average disk positions as a function of temperature. We employed both single- and double-sided linear and nonlinear spring interactions, which allowed us to compare the strength of the form and contact-breaking nonlinearities. For the specific heat per particle, we find that the deviation $\Delta C_V$ from the zero-temperature value, $\overline{C}_V$, is below the noise threshold for $T < T_{cb}$ for purely repulsive linear spring interactions, and begins to increase rapidly for $T > T_{cb}$. For Hertzian interactions, the form nonlinearities give rise to measurable deviations $\overline{C}_V^0/C_V^0$ for $T < T_{cb}$, and the strong increase in $\overline{C}_V^0/C_V^0$ with increasing temperature occurs over a larger range. However, we find that $\Delta C_V/C_V \sim N^{-1}$ decreases with increasing system size (for purely repulsive spring interactions) in the temperature range $T_{cb} < T < T_c$. Thus, we expect that form and contact-breaking nonlinearities do not have strong effects on the specific heat for $T < T_c$.

We also characterized the change in the average disk positions $\Delta r$ from their $T = 0$ values arising from form and contact-breaking nonlinearities as a function of temperature. $\Delta r$ is more sensitive to form and contact-breaking nonlinearities than $\Delta C_V$. We first showed that $\Delta r \sim T$ for double-sided linear and Hertzian spring interactions over the full range of temperature $0 < T < T_r$ due to form nonlinearities. The linear scaling with temperature arises from third-order terms in the expansion of the total potential energy in terms of the disk positions. As expected, $\Delta r^{ss} = \Delta r^{ds} \sim T$ for $T < T_{cb}$ since there is no contact breaking. Near $T = T_{cb}$, $\Delta r^{ss}$ begins increasing rapidly above $\Delta r^{ds}$ for linear springs due to contact-breaking nonlinearities. We show that the ratio $\Delta r^{ss}/\Delta r^{ds}$ can increase by a factor of 100 for $T_{cb} < T < T_r$. In contrast, $\Delta r^{ss}/\Delta r^{ds} < 10$ for Hertzian interactions, presumably because the form nonlinearities are much stronger. We show that $\Delta r^{ss}/\Delta r^{ds}$, $\Delta r^{ss}$, and $\Delta r^{ds}$ (for linear springs) display very weak system size dependence. This result emphasizes that

FIG. 9: (a) The ratio $\Delta r^{ss}/\Delta r^{ds}$ between the deviations in positions for single- and double-sided linear spring interactions as a function of temperature normalized by contact-breaking temperature $T/T_{cb}$ for packings with $N = 128$ and three values of $U$ ($10^{-5}$ (circles), $10^{-4}$ (exes), and $10^{-3}$ (pluses)). Each curve is averaged over 50 packings in the temperature range $1 < T/T_{cb} < 10^4$. The three vertical lines indicate $T_c$ for these packings, $U = 10^{-5}$ (solid line), $10^{-4}$ (dashed line), and $10^{-3}$ (dotted line). (b) The ratio of position deviations $\Delta r^{ss}/\Delta r^{ds}$ from single- and double-sided linear (circles) and Hertzian (exes) spring interactions as a function of $T/T_{cb}$ for MS packings with $N = 32$ and $U = 10^{-5}$. Each curve is averaged over 50 packings in the temperature range $1 < T/T_{cb} < 10^4$. The two vertical lines indicate $T_c$ for MS packings with purely repulsive linear (solid line) and Hertzian spring interactions (dotted line). (c) $\Delta r^{ss}/\Delta r^{ds}$ averaged over the temperature range $1 < T/T_{cb} < 10^4$ for linear spring interactions as a function of system size $N$ for $U = 10^{-5}$ (circles), $10^{-4}$ (exes), and $10^{-3}$ (pluses).
contact-breaking nonlinearities are much stronger than form nonlinearities (for linear spring interactions) in this low-temperature regime.

Topics of future studies will include rattler disks, system rearrangements, and nonlinearities induced by non-spherical particle shapes. In most of the current work, we excluded rattler disks by removing them from the MS packing before adding thermal fluctuations. As shown in Appendix B, additional nonlinearities (e.g. collisions between disks in the $T = 0$ force-bearing backbone and rattlers at $T > 0$) are present when rattlers are included in the system. Second, in the current study, we focused on the low-temperature regime $T < T_r$, below which the system remains in the basin of the original $T = 0$ MS packing. In future studies, we will characterize changes in key physical quantities (such as the shear modulus) as the system moves among a series of related basins for $T < T_g$, where the system is prevented from undergoing complete structural relaxation [35]. The current work was important in this context, since we characterized the magnitude of changes in the disk positions that arise from nonlinearities before rearrangements.

At low temperatures $T < T_{gb}$ and for systems with weak nonlinearities, the eigenvalues and associated eigenmodes from the dynamical matrix at $T = 0$ agree with those from $S = V C^{-1}$, where $V_{ij} = \langle v_i v_j \rangle$ is the time-averaged velocity correlation matrix and

$$C_{ij} = \langle (R_i - R_i^0)(R_j - R_j^0) \rangle$$

is the time-averaged position correlation matrix [11, 36, 37]. An important future direction is to characterize how the eigenmodes of $S$ change as a function of increasing temperature, e.g. do the modes become more or less localized at a given frequency?

Another interesting research direction is to characterize the nonlinearities that arise at finite temperature in MS packings composed of non-spherical particles such as ellipsoids, spherically-cylinders, or other elongated particles. Several studies have shown that packings of ellipsoids possess quartic modes near jamming onset [38–40], i.e. directions along which the potential energy increases as the fourth power of the amplitude in that direction. These results point out that MS packings of non-spherical particles possess form, contact-breaking, and shape nonlinearities at finite temperature. Determining the relative strength of these nonlinearities and how they affect the structural and mechanical properties of MS packings at finite temperature is an important, open question.
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**Appendix A: Calculation of minimum temperature required to break a single contact for equal velocity-amplitude perturbations**

In this Appendix, we provide additional details concerning the calculation of the minimum temperature required to break a single contact for perturbations involving multiple $T = 0$ eigenmodes with equal velocity-amplitude excitations. (See Sec. III.A.) In Eq. 11, we derived the expression for the minimum temperature required to break a single contact (for $T < T_{cb}$ and systems with weak nonlinearities) by setting $r_{ij}^2 = \sigma_{ij}^2$ and using Eq. 13 for the time-dependent disk positions. Here, we will justify why the the maximum of $r_{ij}^2$ is obtained when $|\sin(\omega^0 t)| = |\sin(\omega^2 t)| = \ldots = |\sin(\omega^n t)| = 1$, where $n$ is the number of eigenmodes in the initial perturbation. The pair separations satisfy $r_{ij}^2 = x_{ij}^2 + y_{ij}^2$, where

$$x_{ij} = \Delta_{ij}^0 + \sum_{p=1}^{n} \Delta_{ji}^p \sin(\omega^p t)$$

\[\text{Fig. 10: (a)} \langle \Delta r^{ss} \rangle \text{ and (b)} \langle \Delta r^{ds} \rangle \text{ averaged over the temperature range } 1 < T/T_{gb} < 10^4 \text{ for linear spring interactions as a function of system size } N \text{ for } U = 10^{-5}(\text{circles}), 10^{-4} \text{ (exes), and } 10^{-3} \text{ (pluses). Each point is averaged over 50 packings with the same } N \text{ and } U.\]
\[ y_{ij} = \Delta^0_y + \sum_{p=1}^{n} \Delta^p_y \sin(\omega^p t), \] (A2)

the parameters \( \Delta^0_x, \Delta^1_x, \ldots, \Delta^n_x \), and \( \Delta^0_y, \Delta^1_y, \ldots, \Delta^n_y \) are constants determined by the initial perturbation and positions of disks \( i \) and \( j \). We define \( I_{ij}^m = (x_{ij}^m)^2 + (y_{ij}^m)^2 \), where \( x_{ij}^m = \Delta^0_x + \sum_{p=1}^{m} \Delta^p_x \sin(\omega^p t) \), and \( y_{ij}^m = \Delta^0_y + \sum_{p=1}^{m} \Delta^p_y \sin(\omega^p t) \). When \( m = 0 \), \( I_m = (\Delta^0_x)^2 + (\Delta^0_y)^2 \) and when \( m = n \), \( I_n = (x_{ij}^n)^2 + (y_{ij}^n)^2 \) is maximal. For \( m = q + 1 \),
\begin{align*}
I_{ij}^{q+1} &= (x_{ij} + \Delta^q_x \sin(\omega^{q+1} t))^2 + (y_{ij} + \Delta^q_y \sin(\omega^{q+1} t))^2, \\
&= (x_{ij}^q + \Delta^q_x \sin(\omega^{q+1} t))^2 + (y_{ij}^q + \Delta^q_y \sin(\omega^{q+1} t))^2. 
\end{align*}
(A3)

The maximum of \( I_{ij}^{q+1} \) is obtained when \( dI_{ij}^{q+1}/dt = 0 \), which is satisfied when \( \cos(\omega^{q+1} t) = 0 \) and \( |\sin(\omega^{q+1} t)| = 1 \). When the proof by induction is repeated, the maximum \( r_{ij}^q \) is obtained if and only if \( |\sin(\omega^1 t)| = |\sin(\omega^2 t)| = \ldots = |\sin(\omega^n t)| = 1 \). We then study all possible combinations of \( \pm 1 \) for each of the sine terms and and disk pairs \( i \) and \( j \) and choose those that give the smallest perturbation temperature.

Appendix B: Measurement of \( \Delta r \) in MS packings with rattlers

In Fig. 7, we showed results for \( \Delta r \) (the deviation of the average positions of the disks from their \( T = 0 \) values) using constant energy MD simulations as a function of temperature for MS packings with rattlers removed from the system before the perturbations were applied. In this Appendix, we show that rattlers can have a strong effect on \( \Delta r \) by introducing new nonlinearities into the system. In Fig. 11, we compare \( \Delta r(T) \) for an MS disk packing with the same force-bearing backbone at \( T = 0 \) (with purely repulsive linear spring interactions) with and without rattlers removed. (Note that the rattlers do not directly receive thermal excitations.) For sufficiently low temperatures when the rattlers are not excited by fluctuations in the force-bearing backbone, \( \Delta r(T) \) is the same for both systems with and without rattlers. For the MS packing studied in Fig. 11, the force-bearing backbone comes into contact with the rattlers at a temperature slightly above \( T_{cb} \) (defined using the force-bearing backbone at \( T = 0 \)) and \( \Delta r \) jumps discontinuously for the system with rattlers. (Note that the jump in \( \Delta r \) can occur over a range of temperatures depending on the placement of the rattlers.) Above this temperature, the evolution of \( \Delta r \) is different for the systems with and without rattlers, until the system without rattlers switches to the basin of a new MS packing. Since this article focused on quantifying form and contact-breaking nonlinearities in the temperature regime \( T_{cb} < T < T_g \), we mainly performed MD simulations of MS packings with rattlers removed.

Appendix C: Measurement of the rearrangement and glass transition temperatures, \( T_r \) and \( T_g \)

Our constant energy MD simulations mainly focused on the temperature regime \( T_{cb} < T < T_r \), where \( T_{cb} \) is the temperature at which the first contact breaks during the simulations and \( T_r \) is the temperature below which the system remains in the basin of the \( T = 0 \) MS packing. To calculate \( T_r \), we first simulate a long trajectory at a temperature \( T \) for a given initial perturbation and total time \( t_{tot} \). For each time step of the simulation, we use the current configuration as the initial condition for finding the nearest MS packing (at a given \( U \)) using the packing-generation protocol described in Sec. II. We then calculate the fraction \( f_i \) of time that the system spends in the basin of MS packing \( i \). The MS packings are distinguished using the eigenvalues of the dynamical matrix.

In Fig. 12, we plot \( f_i \) as a function of temperature \( T \) after perturbing a given \( T = 0 \) MS packing with equal velocity-amplitude excitations involving all eigenmodes at each \( T \). We find that three particular MS packings occur most frequently over this range of \( T \) and for this initial condition. At the lowest \( T \), only the \( T = 0 \) MS packing (circles) occurs. At \( T_r \), the fraction of time that the system spends in the \( T = 0 \) MS packing tends to zero, and the fraction of time that the system spends in a new MS packing (exes) increases to one. At \( T \approx 10^{-6} \), the system begins spending time in several MS packings, and at \( T \approx 10^{-5} \), the system spends all of its time in a third MS packing (pluses). In most cases, the behavior of \( f_i(T) \) mimics that shown in Fig. 12 for the first rearrangement, i.e. there is a rapid drop in occupancy of the \( T = 0 \) MS packing and a rapid increase in the occupancy of another MS packing at a well-defined temperature. Thus, \( T_r \) can be measured accurately for each \( T = 0 \) MS packing. We
also find strong agreement when we measure $T_r$, using $f_i$ and when we define $T_r$ as the temperature at which the first discontinuous jump in $\Delta r$ occurs for systems where rattlers have been removed. (See Fig. 7 (a).)

To emphasize that our measurements focus on the extremely low-temperature regime, we also calculated the structural relaxation time from the self-part of the intermediate scattering function (ISF) as a function of temperature $T$ for a system with $N = 64$ and $U = 10^{-5}$. The dashed line gives $\tau(T) = C \exp[A T_g/(T - T_g)]$, where $C = 1.1$, $A = 15$, and $T_g = 1.3 \times 10^{-3}$. The inset shows the self-part of the intermediate scattering function at $q\sigma = 2\pi$, $F_s(q, t)$, for several temperatures from $T = 10^{-4}$ to $10^{-3}$ from top to bottom. The horizontal line indicates $F_s(q, \tau) = e^{-1}$.

FIG. 12: The fraction $f_i$ of time that three particular MS packings occur in the temperature range $10^{-10} < T < 10^{-4}$ for systems with $N = 64$ and $U = 10^{-5}$. The dashed vertical line indicates the rearrangement temperature $T_r$ for the $T = 0$ MS packing. At the lowest temperatures, the system only populates the $T = 0$ MS packing (circles). At intermediate temperatures a different MS packing (exes) becomes most frequent. At the highest temperatures, the system spends all of the time in a third MS packing (pluses).

FIG. 13: Structural relaxation time $\tau$ (from the decay of the self-part of the intermediate scattering function) as a function of temperature $T$ for a system with $N = 64$ and $U = 10^{-5}$. The dashed line gives $\tau(T) = C \exp[A T_g/(T - T_g)]$, where $C = 1.1$, $A = 15$, and $T_g = 1.3 \times 10^{-3}$. The inset shows the self-part of the intermediate scattering function at $q\sigma = 2\pi$, $F_s(q, t)$, for several temperatures from $T = 10^{-4}$ to $10^{-3}$ from top to bottom. The horizontal line indicates $F_s(q, \tau) = e^{-1}$.

Appendix D: The temperature dependence of $\Delta r$ in model 1D systems

To better understand the temperature scaling of the average position deviation, $\Delta r \sim T$, for MS packings at non-zero temperatures, we studied a model system consisting of a particle in a one-dimensional (1D) potential well. All scales with the coefficient of the cubic term. A similar analysis can be applied to MS packings of disks. Before contact breaking, the system lies in a high-dimensional potential energy well. All of the potentials that we studied (i.e. Eqs. 1 and 2 with $\alpha = 2$ and $5/2$) possess “form” nonlinearities with nonzero values for the third derivatives of the total potential energy with respect to the

$$F_s(q, t) = \frac{1}{N} \sum_{j=1}^{N} \exp(-i\vec{q} \cdot (\vec{r}_j(t) - \vec{r}_j(0))), \quad (C1)$$

where $\vec{q}$ is the wave number and $\langle \cdot \rangle$ indicates an average over time origins and directions of the wavevector. Near the glass transition temperature, the ISF develops a plateau, whose length increases dramatically with decreasing $T$. At the longest timescales and for $T > T_g$, the ISF decays as a stretched exponential with stretching exponents that depend on $q$ and $T$ [42]. (See the inset to Fig. 13.) We define a structural relaxation time $\tau$ as $F_s(q, \tau) = e^{-1}$ for $q\sigma = 2\pi$.

For fragile glasses, the structural relaxation time obeys super-Arrhenius scaling with temperature [43]. As a rough estimate of the glass transition temperature $T_g$, we use the Vogel-Fulcher-Tammann form [44] for $\tau(T)$:

$$\tau \sim \exp\left[A T_g/(T - T_g)\right], \quad (C2)$$

where $A$ is a constant and $T_g$ is glass transition temperature at which the structural relaxation time appears to diverge. In Fig. 13, we show that for $N = 64$ and $U = 10^{-5}$, $T_g \approx 10^{-4}$, which is several orders of magnitude larger than $T_{cb}$ and $T_r$ for this system.

$$\langle r \rangle = \frac{\int_0^\infty r f(r) dr}{\int_0^\infty f(r) dr}, \quad (D1)$$

where the position distribution function in 1D is

$$f(r) = \frac{1}{\sqrt{2(2T - U(r))}}, \quad (D2)$$

For the quadratic potential, the average particle position $\langle r \rangle = 0$ for all $T$. In contrast, for the cubic potential, $|\langle r \rangle| = BT/A^2$ increases linearly with $T$ with a slope that scales with the coefficient of the cubic term. A similar analysis can be applied to MS packings of disks. Before contact breaking, the system lies in a high-dimensional potential energy well. All of the potentials that we studied (i.e. Eqs. 1 and 2 with $\alpha = 2$ and $5/2$) possess “form” nonlinearities with nonzero values for the third derivatives of the total potential energy with respect to the
FIG. 14: (a) The potential energy $U(r)$ as a function of position $r$ for a quadratic form, $U_q(r) = Ar^2/2$ (solid line), and a cubic form, $V_c(r) = Ar^2/2 + Br^3/6$ (dashed line). The vertical dotted line indicates $r = 0$. Note that the cubic potential is asymmetric about $r = 0$. (b) The absolute value of the average position $|⟨r⟩|$ versus temperature $T$ for the quadratic (circles) and cubic (exes) potentials.

disk positions (Eq. 14). Thus, similar to the model 1D system, $Δr$ in MS packings before contact breaking is proportional to the temperature $T$ with a slope that is determined by the third-derivative of the potential energy with respect to the particle coordinates in the direction of the initial perturbation.
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