I. INTRODUCTION

Transport properties, such as heat, charge and spin conductivities, are among the most experimentally accessible and practically important features of materials, and also serve to distinguish the plethora of phases of condensed matter. Yet, our ability to predict these properties from first principles in interacting quantum matter is limited. Improving existing methods has the potential to facilitate sharper predictions for existing experiments, aid in the exploration and discovery of new phenomena, and allow the design of future experimental systems with bespoke transport properties.

Even in the linear response regime, the calculation of transport properties requires computing unequal time correlation functions, and thus depends on our ability to simulate the dynamics of quantum many-body systems. Unsurprisingly, existing methods like exact evolution [1], and time-evolved block decimation (TEBD) [2] are strongly limited for such \textit{ab initio} studies. Exact evolution is limited to small systems sizes, while estimates from TEBD are limited to just a few interaction times before the memory requirements become impractical/truncation errors become significant [3, 4].

Recently, a number of methods have been proposed for sidestepping these issues [5–11]. All of these methods (with the exception of Ref. 7) rely on the intuition that much of the information content of a many-body density matrix – particularly correlation functions involving products of many-operators [9], or operators with large spatial support [5, 8, 10, 11] – can be thrown away without greatly affecting the calculation of transport coefficients. This intuition has been articulated in various forms for decades in (for example) the formulation of the BBGKY hierarchy, and the approximations employed in the mode-coupling/memory-matrix formalism and fluctuating hydrodynamics approaches to many-body systems [12, 13].

It is apparent from the references above that many investigators believe that the general approach of discarding complicated correlations should give good approximate results. These expectations have been largely supported by numerous (but by no means systematic) numerical calculations which show impressive convergence requiring surprisingly few computational resources [5–9]. Here ‘surprisingly few’ means the calculations produce accurate estimates (seemingly to within a few percent) of transport coefficients using only modestly powered classical computers; one might have expected that such many-body quantum problems generically require the use of a quantum computer for accurate results.

A detailed understanding of the sizes of systematic errors for these methods is lacking, however. In other words, if one does discard higher order correlations, what is the size of the resulting systematic errors in the estimates of transport coefficients? Answering this question requires us to understand the size of \textit{backflow} processes, wherein information from higher order correlations ‘flows
proximated by modifying unitary Heisenberg dynamics is in the dissipation assisted operator evolution (‘DAOE’) method [9]. For DAOE, the correlation functions are approximated by modifying unitary Heisenberg dynamics so that operators with support on, say, more than $\ell_s$ sites are discarded or strongly dissipated. While we have highlighted the issue of estimating transport coefficients, our results are also relevant to the numerical simulation of hydrodynamical correlation functions (HCFs) which can shed light on more general non-equilibrium processes, such as quantum quenches.

We principally study ergodic systems in 1D with a single U(1) conserved density undergoing diffusion, although we also expect our results to apply to systems for which the only conserved quantity is energy. In such a system, HCFs are expected to have an expansion in $1/t$ of general form

$$\langle o(t)o \rangle = c_1 t^{-a_1} + c_2 t^{-a_2} + \ldots \tag{1}$$

For example in $d = 1$ spatial dimensions, if $o$ is chosen to be the local charge density, then $a_1 = 1/2$ and $c_1 \propto D^{-1/2}$ for a diffusion constant $D$. We develop a physical picture for how HCFS are modified when DAOE dissipation is applied (Eq. (14)). This physical picture leads to a prediction: The difference, or backflow, induced in Eq. (1) by using DAOE also has a hydrodynamical expansion

$$\langle o(t)o \rangle - \langle o(t)o \rangle_{DAOE} = c'_1 t^{-a'_1} + c'_2 t^{-a'_2} + \ldots \tag{2}$$

Inspired by the study of random circuits, we argue that the leading order contributions to backflow are exponentially suppressed in $\ell_s$. In other words $c'_1 = \exp[-O(\ell_s)]$. Moreover, our hydrodynamical theory of backflow corrections also predicts the leading order exponent $a'_1$ for the time decay of corrections in Eq. (2). It turns out that the predicted value depends on the hydrodynamical operator $o$, and whether or not the system has spatiotemporal randomness (like random circuits), but in all cases the backflow corrections decay at least as quickly as the original correlation function, i.e., $a'_1 \geq a_1$.

These results lead to the conclusion that the error induced in the diffusion constant $D$ due to the DAOE protocol is exponentially small in $\ell_s$

$$D - D_{DAOE} = \exp[-O(\ell_s)]. \tag{3}$$

We support our theoretical predictions with a numerical study of deterministic systems (Fig. 2), although naturally this study is plagued by the usual memory limitations that impede our simulation of many-body systems, and so these results are not decisive. We supplement it with a study of backflow in the U(1)-symmetric random unitary circuit (RUC) (Fig. 5). Specifically, we compute the average effect of DAOE dissipation on the charge diffusion coefficient and various correlation functions. The advantage of using random circuits is that circuit-averaged quantities can be mapped to statistical mechanics models, which tend to be easier to simulate to longer times and for larger systems sizes than would be available by simulating real-time dynamics directly [13]. We also provide further consistency checks of our hydrodynamical picture for backflow corrections using a semi-analytical treatment of circuit averaged dynamics in a U(1) RUC.

As we detail in Sec. VI, our backflow picture implies that accurate estimates of diffusion constants can be obtained by restricting dynamics to a smaller effective Hilbert space – the space of short operators. This in turn implies that DAOE dramatically reduces the memory required to estimate transport coefficients. To be more precise, we reason that $\epsilon$-accurate approximations to transport coefficients can be obtained using DAOE in combination with matrix product operators with relatively small bond dimension $\chi \sim \exp\left[O(\log(1/\epsilon)^2)\right]$. In contrast, a naive estimate suggests that the standard more brute-force approaches (TEBD, exact evolution) require substantially higher bond dimension $\chi \sim \exp[\text{poly}(e^{-1})]$. Therefore, in the limit $\epsilon \to 0$, DAOE is far more memory efficient than these existing approaches.

This work is organized as follows. Sec. II reviews conventions, and describes the DAOE protocol. Sec. III summarizes the expected behavior of hydrodynamical correlation functions without any truncation. Sec. IV develops a theory for the form of backflow corrections due to DAOE, explaining their exponential suppression in $\ell_s$ and time dependence, and presents numerical results (Fig. 2) supporting this picture. Sec. V then investigates backflow in a U(1) random circuit, presenting numerical results (Fig. 5) which further support the picture in Sec. IV, as well as a semi-analytical calculation demonstrating that a subclass of backflow corrections are exponentially suppressed in $\ell_s$. Sec. VI uses the theoretical picture in Sec. IV to argue that DAOE substantially reduces memory overheads compared to more brute-force approaches (asymptotically). We conclude and present future directions in Sec. VII.

### II. SETTING AND CONVENTIONS

We focus on 1D ergodic lattice systems at high temperature, with local unitary dynamics and possessing a single conserved density which diffuses. For much of the discussion, and for concreteness, we will take our system to be a spin-1/2 chain, and for the conserved quantity to be the total $z$-component of the spin, namely $S^z$ (which can equivalently be interpreted as the charge of hard-core bosons). We denote the local magnetization by $z_j = \sigma_j^z$, so that $S^z = \sum_j z_j$. We expect our results to generalize to the study of energy diffusion in systems with a local Hamiltonian. The ergodicity requirement eliminates certain finely-tuned models (like Bethe-Ansatz integrable
models), and localized systems. Our requirement that the conserved quantity diffuses is not very restrictive, given the ubiquity of systems exhibiting diffusion at high temperatures [15–17].

It is useful to define an inner product between operators $\langle AB \rangle \equiv \langle A^\dagger B \rangle$; throughout this paper we work at infinite temperature, so that $\langle AB \rangle = \text{tr}(A^\dagger B)/\text{tr}(I)$. This turns the space of operators in to a Hilbert space; as we shall see, it is natural to phrase various transport-related quantities in this language. For example, dynamical correlations are equivalent to an inner product between an operator at time $t$ and another at time 0.

The unitary matrix $U(t_2, t_1)$ evolves states from time $t_1 \to t_2$. For energy conserving systems time is a continuous variable and $U(t_2, t_1) = e^{-i(t_2-t_1)\hat{H}}$ where $\hat{H}$ is the Hamiltonian. For Floquet/random circuit systems, time is a discrete variable. Moreover, for Floquet systems $U(t_2, t_1) = U_1(t_2-t_1)$ for Floquet unitary $U_1$. Unitary time evolution acts on density matrices via a superoperator $\mathcal{U}(t_2, t_1)$, so that the expectation value of a Hermitian observable $A$ can be written

$$\langle A(t_2) \rangle = \langle A|U(t_2, t_1)|\rho(t_1)\rangle$$

where $\rho(t_1)$ is the density matrix at some earlier time $t_1$. In this work, we focus on the structure of time evolved operators, which evolve according to the Heisenberg picture

$$\langle A|U(t_2, t_1) = \langle U^\dagger(t_1, t_2)AU(t_2, t_1)\rangle.$$ 

Our primary object of study is the diffusion constant. It can be written as $D \equiv \lim_{\tau \to \infty} \lim_{L \to \infty} D(\tau)$ where the time-dependent diffusion constant is defined as

$$D(\tau) \equiv \sum_x \frac{x^2}{2\tau} \langle z_x U(\tau, 0)|z_0\rangle.$$  

An exact calculation of $D$ is limited by the exponential growth of Hilbert space dimension with system size, with numerical studies limited to $\approx 20 − 30$ spins at most [4]. One may instead attempt to evaluate Eq. 4 using TEBD, representing the time-evolved operator $q_x(t)$ as a matrix product operator (MPO). However, as $t$ increases, the bond dimension needed for a high fidelity MPO representation of $\langle q_x U(t) \rangle$ also grows. In particular, for the ergodic systems we consider, it is expected that the corresponding operator entanglement grows linearly with $t$ [18], making the memory requirements grow exponentially, as $\sim e^{\alpha t}$. Therefore one needs an approximation scheme in order to be able to accurately evaluate $D(\tau)$ at long times. Recently, several such approximation schemes were proposed that rely on an idea of ‘operator truncation’ [8–10]. The shared intuition between these methods is that information regarding the component of $\langle q_x U(t) \rangle$ on operators that are highly non-local can be safely discarded, as these are are believed to have little quantitative effect on hydrodynamics.

In the following, we focus on one particular such approximation scheme, termed DAOE, that was introduced in Ref. 9 by the present authors. DAOE is implemented as follows. We estimate the diffusion constant or hydrodynamical correlation functions using a modified time evolution. In addition to the unitary Heisenberg evolution, we apply a superoperator $\mathcal{G}_{\ell_*, \gamma}$ with time period $t_D$ that suppresses operators longer than some cutoff length $\ell_*$, i.e., in Eq. (4), we replace $U(\tau, 0)$ with $\hat{U}(\tau, 0) = \prod_{j=0}^{\tau/t_D} [U_t(t_j, t_j)](\mathcal{G}_{\ell_*, \gamma})$ (assuming $t/t_D$ is integer) and where $t_j = j t_D$. The original DAOE dissipator is most easily defined in terms of its action on Pauli strings $|\sigma^\mu\rangle$, which form a basis in the space of all operators acting on the spin chain. The dissipator then takes the form

$$\mathcal{G}_{\ell_*, \gamma}|\sigma^\mu\rangle = e^{-\gamma \max(0, \ell(\mu) - \ell_*)}|\sigma^\mu\rangle,$$

where $\ell(\mu)$ – the ‘length’ of operator $\sigma^\mu$ – is the number $|\mu^\prime\rangle = \prod_{j=0}^{\ell_\ast} \langle \sigma_j^\prime | \sigma_j^\prime \rangle = e^{-\gamma N_{\ell_\ast}} \mathcal{G}_{\ell_\ast, \gamma}$. The DAOE dissipator has a compact MPO representation, which is important for the implementation of the DAOE procedure on tensor product representations of operators [9].

With dissipation present, we obtain in general a different estimate for the diffusion constant which we denote as

$$D(\ell_*, \gamma) = \lim_{n \to \infty} \sum_x \frac{x^2}{2\tau} \langle q_x(t)|U(t_{k+1}, t_k)|\mathcal{G}_{\ell_*, \gamma}|q_0\rangle,$$

for $t_k \equiv k t_D$, and $\tau \equiv n \tau$. Note that this expression is identically equal to $D$ if $\gamma = 0$ or $\ell_* = \infty$, since the dissipation is switched off in both of these limits. We also note that while the method depends on the parameter $t_D$, one can show [9] that in the limit of small $\gamma$, it is the only ratio $\gamma / t_D$ that matters; we therefore fix $t_D$ to some $O(1)$ value and vary $\gamma$. We will assume that $\ell_*$ exceeds the length of operators contained in $q_x$, which ensures that the DAOE dynamics at least conserve $q$; in most cases we consider, this simply requires $\ell_* \geq 1$. Our goal will be to estimate the size of

$$\delta D(\ell_*, \gamma) = D(\ell_*, \gamma) - D$$

as $\ell_*$ is increased further.

1 This quantity is known as the Pauli weight in quantum computing literature.
III. SUMMARY OF DIFFUSIVE HYDRODYNAMICS

Before turning to our main topic of estimating backflow corrections, it is worth first clarifying how correlation functions behave in the absence of truncation, in the long-time regime where hydrodynamics holds sway [19]. While these results are well known, we are not aware of any reference that presents all the facts that we require for our analysis, so we will need to synthesize results from multiple works [19–24] into a unified picture.

At long times, the correlation functions between local operators \( o_{0,x} \) are dominated by the slowest operators \( \eta_{0,x} \) with which they can develop an overlap under time evolution. In other words, the correlation function can be approximated as

\[
C(\tau, x) \approx \langle o_0(\tau) | o_x(\tau) \rangle \sim \langle \eta_0(\tau) | \eta_x(\tau) \rangle \tag{8}
\]
at leading order in \( \tau^{-1} \), and up to multiplicative constants.

The physical idea underpinning Eq. (8) is similar to that of the operator product expansion in quantum field theory [25]. Using the language developed in the previous section, we can explain it as follows. We choose some appropriate basis of operators (not necessarily Pauli strings), which we denote \( \eta^\mu \), and write

\[
\langle o_0 | U(\tau, 0) | o_x \rangle = \langle o_0(\Delta) | U(\tau - \Delta, \Delta) | o_x(-\Delta) \rangle = \sum_{\mu, \nu} \langle \eta^\mu | U(\tau - \Delta, \Delta) | \eta^\nu \rangle \equiv \langle \eta^\mu | U(\tau, 0) | \eta^\nu \rangle \tag{9}
\]
where we assume time-translation invariance and \( c_{\mu}(x, \Delta) \equiv \langle \eta^\mu | \eta_x(\Delta) \rangle \). Here, \( \Delta \ll \tau \) is some short time scale that depends on the size of \( o \). The sum in Eq. (9) will be dominated by the basis operators with slowly decaying correlations. In particular, we expect \( \langle \eta^\mu | U(\tau - \Delta, \Delta) | \eta^\nu \rangle \approx \langle \eta^\mu | U(\tau, 0) | \eta^\nu \rangle = A_{\mu\nu} \tau^{-\Delta_{\mu\nu}} + \ldots \) to leading order in \( \tau \). At large \( \tau \), the sum in Eq. (9) will be dominated by the smallest \( a_{\mu\nu} \). The exception is if there is a cancellation between terms with the same \( a_{\mu\nu} \); however, this can be avoided by making an appropriate choice for the basis \( \eta^\mu \), which will be dictated by the choice of \( o_{0,x} \).

Eq. (8) can be illustrated with the following picture:

\[
\begin{array}{c}
\eta_0 \\
\int \tau \\
\eta_x \\
\end{array}
\]

Here \( o_0 \) contracts down to \( \eta_0 \) in some \( O(1) \) time, which then propagates until a time close to \( \tau \), at which point the operator grows to form \( \eta_x \). It will turn out that, modulo a few special cases and caveats we will shortly mention, the slowest variable is the local density \( \eta = z \) if \( |o| S^2 \neq 0 \). Otherwise, it is the spatial gradient of the density \( \eta = \partial z \). Readers willing to take this on trust may skip the remainder of this section, which serves to justify this result.

In the systems studied here, \( z \) operators are subject to diffusive hydrodynamics, i.e.,

\[
\langle z_0(\tau) | z_x(0) \rangle = K(\tau, x) \tag{11}
\]
where \( K(\tau, x) \) is a function whose width scales as \( \sqrt{D\tau} \) and takes approximate scaling form \( K(\tau, x) = \tau^{-d/2} F(|x|/\sqrt{\tau}) \) in the diffusive limit in \( d \) spatial dimensions. It further obeys \( \int_x K(\tau, x) = 1 \) due to the fact that \( \int_x z_x \) is a conserved quantity.\(^2\)

What are the slowest hydrodynamical variables? Natural candidates involve products of \( z \)'s and spatial derivatives, which we denote as \( \partial^n z^m \) (the notation suppresses the details of how the spatial derivatives are distributed among the \( z \)'s, and the regularization of the product \( z^m \)). According to naive dimension counting, this variable will have autocorrelation functions decaying as \( \tau^{-n-md/2} \). That is because each pair of \( z \)'s is associated with a single factor of the propagator \( K \sim \tau^{-d/2} \), while diffusive scaling implies \( \partial x \sim \tau^{-1/2} \). Thus, according to this naive dimension counting, the slowest variables are those with \( m = n = 0 \) in \( d \) spatial dimensions (our main focus), the four most relevant variables are \( z, z^2, z^3, \partial z \) which by dimension counting decay as \( \tau^{-1/2, -1, -3/2, -3/2} \) respectively.

\( \partial z \) will play a special role in what follows. While \( \partial z \) is not the slowest of all hydrodynamical variables, it turns out that many operators are prevented from developing an overlap with \( z \) by symmetry constraints. These constraints arise from the fact that the overlap of an operator with the total spin (or indeed any function \( f \) of the spin) \( \langle o(\tau) | f(S^2) \rangle \) is independent of time because the operator \( S^2 \) is exactly conserved under time evolution.

We will illustrate this point with a few examples of operators \( o_{0,x} \), applying Eq. (8) and symmetry constraints to predict the long-time behavior of their correlation function. If \( o_x = z_x, o_0 = z_0 \), then the answer is already clear. \( C(\tau, x) = K(\tau, x) \) by definition. As noted, this decays at late times as \( \tau^{-1/2} \).

If on the other hand \( o_x = \sigma_x^+ \sigma_{x+1}^- \), \( o_0 = \sigma_0^+ \sigma_1^- \), then the answer is more interesting. The component of \( o_\tau(\tau) \) on single \( z \) operators can be written as a superposition \( \int_y g(y, \tau) z_y \) for some function \( g \). However, as \( o_x \) is orthogonal to the total spin, we have the constraint that \( \int_y g = 0 \), which implies that this can be rewritten as \( \int_y f(y, \tau) \partial_y z_y \) with \( f(y) = \int_y dy' g(y') \) supported in the light-cone. The conclusion is that \( o_x \) cannot develop a component of \( z \) that survives coarse-graining. Similarly, \( o_x \) is orthogonal to \( (S^2)^2, (S^3)^3 \) which (after coarse-graining) precludes developing an overlap with the next slowest operators \( z^3, z^3 \).

\(^2\) To simplify notation, we will occasionally lapse into using continuum notation \( f, \partial \tau \) rather than their more cumbersome lattice analogues.
The situation for an overlap is once again constrained by symmetry: a product of fewer hydrodynamical variables involving operators can (in accordance with Eq. (8)) develop an overlap with it. By way of comparison, \( z^2 \) is a slower operator in \( d = 1 \) spatial dimensions are circled. \( \partial z \) plays a special role among these, because any local operator can (considering symmetry alone) develop an overlap with it. By way of comparison, \( z^2 \) is a slower operator in \( d = 1 \), but many operators are excluded from developing an overlap with it because they are orthogonal to \( (z^2)^2 \).

These considerations show that the slowest hydrodynamical operator with which \( o_{x,0} \) can develop an overlap is \( \partial z \). Thus we expect \( C(\tau,x) \sim (\partial_{z}(\tau)|\partial_{z}(0)) = \partial^2_z K(\tau,x) \sim \tau^{-3/2} \). If \( o_{x} = \sigma_{x}^{0} \sigma_{x+1}^{0}, o_{0} = z_{0}, \) the same style of argument shows that \( C(\tau,x) \sim (\partial_{z}(\tau)|0) \sim \partial_{z} K(\tau,x) \).

Returning to the case of operators of form \( o = \partial^n z^m \), recall that their autocorrelations decay as \( \tau^{-n-md/2} \) according to naive dimension counting. However, this does not always correctly predict the decay of correlations for operators involving many \( z \)'s. That is because such operators can (in accordance with Eq. (8)) develop an overlap with slower hydrodynamical variables involving a product of fewer \( z \)'s, and as a result decay slower than would be expected from dimension counting. However, the question of which hydrodynamical variables can develop an overlap is once again constrained by symmetry: The situation for \( \partial^n z^m \) is summarized in Fig. 1.

The same reasoning leads to a more general principle, useful for later discussions in this work. If \( o_{x,0} \) are operator strings orthogonal to \( S^z, (S^z)^2, (S^z)^3 \), and both are local and charge neutral (i.e., commute with \( S^z \)), then \( C(\tau,x) \sim (\partial_{z}(\tau)|0) \sim \partial^2_z K(\tau,x) \) should hold at large \( \tau \), up to multiplicative constants. In other words, \( \partial z \) is the slowest hydrodynamical variable with which \( o_{x,0} \) can develop overlap.

Finally, we note that if an operator \( o \) has \( [S^z,o] = \lambda o \) with \( \lambda \neq 0 \) (i.e., the operator creates/destroys charge), then \( o \) can never have an overlap with any hydrodynamical variable. That is because all the hydrodynamical variables mentioned above commute with \( S^z \), and

\[
\langle [S^z,a](\tau)|b \rangle = \langle a(\tau)|[S^z,b] \rangle
\]

for any operators \( A,B \). In words, the adjoint action of \( S^z \) commutes with time evolution. In the absence of additional slow modes in the system, such a variable is expected to have exponentially decaying correlations.

This section has focused on the case where the sole conserved quantity is a \( U(1) \) charge. While we think our main conclusions generalize to systems with energy conservation and to finite temperature, some of the details (particularly those involving operator overlaps) may change.

### IV. THEORETICAL PICTURE FOR BACKFLOW CONTRIBUTIONS

In this section, we present a theoretical justification for our central claim: systematic errors (e.g., Eq. (7)) due to DAOE are exponentially small in \( \ell_{\ast} \). Our strategy is as follows. We first consider a stripped-down version of the question: What is the effect on a hydrodynamic correlation function \( C(\tau,x) \) of discarding all operators above some length \( \ell \), half-way through the evolution (at time \( t = \tau/2 \))? We will call this quantity \( C_{>\ell}(\tau,x) \) and we shall argue that it is exponentially suppressed in \( \ell \).

Then, in Sec. IV D, we argue that this result extends to the case of periodically applied dissipation.

#### A. A single dissipation event

Our first aim is to bound the quantities

\[
C_{\ell_{\ast}}(\tau,x) \equiv \langle o_0 | U(\tau = 2t) P_{>\ell_{\ast}} U(t,0) | o_x \rangle
\]

\[
C_{\ell}(\tau,x) \equiv \langle o_0 | U(\tau = 2t) P_{\ell} U(t,0) | o_x \rangle,
\]

where \( o_{0,x} \) are local operators based around positions 0, \( x \) respectively. Here \( P_{\ell} \) is a projector onto all operators of length \( \ell \). Similarly \( P_{>\ell_{\ast}} = \sum_{\ell'>\ell_{\ast}} P_{\ell} \) is a projector onto all operators greater than length \( \ell_{\ast} \); these quantities measure the contributions to \( C(\tau,x) \) from ‘backflow’ type processes where the operator grows to a significant size \( \ell > \ell_{\ast} \) and then shrinks back to \( o \).

---

3 In \( d = 2 \), the same statement holds but one can drop the requirement of orthogonality with \( (S^z)^3 \). In \( d \geq 3 \) one may additionally drop the requirement of orthogonality with \( (S^z)^3 \).

4 We thank Luca Delacretaz for a related discussion.
The hydrodynamical picture of Eqs. (8) and (10) suggests how to bound Eq. (13) at long times. We contend that the leading contributions take the form

\[
\begin{align*}
\Gamma_{\ell}(\Delta, y, y') &= \sum_{a,\ell(a)=\ell} T_{\eta_y \to a} T_{a \to \eta_{y'}},
\end{align*}
\]  

where we sum over all operators of length \( \ell \), and the \( T \)'s are transition amplitudes. For example, \( T_{\eta_y \to a} = \langle \eta_y | U(\Delta/2) | a \rangle \) is the amplitude for \( \eta_y \) to evolve to operator \( a \) over time \( \Delta/2 \); we have dropped the explicit \( \Delta \) dependence of \( T_{\eta_y \to a} \) to simplify the notation.

\subsection{1. Dynamics without conserved quantities}

We first note that there are good theoretical reasons to expect amplitudes of form Eq. (15) to be small in a system \textit{without} any conservation laws (including conservation of energy). Operator spreading in such models have been studied in Refs. 26 and 27 (see also Ref. 28). In this case, a natural expectation is that the summand in Eq. (15) has a randomly fluctuating sign as a function of \( a \). That allows us to make the approximation

\[
\begin{align*}
|\Gamma_{\ell}(\Delta, y, y')|^2 &= \sum_{a,\ell(a)=\ell} T_{\eta_y \to a} T_{a \to \eta_{y'}}^* T_{\eta_{y'} \to a} T_{a \to \eta_y}^* \approx \sum_{a,\ell(a)=\ell} |T_{\eta_y \to a}|^2 |T_{a \to \eta_{y'}}|^2.
\end{align*}
\]

Using the sum rule \( \sum_a |T_{a \to a}|^2 = 1 \) for a normalized operator \( a \), we can further bound this by

\[
|\Gamma_{\ell}(\Delta, y, y')|^2 \lesssim \sup_{a,\ell(a)=\ell} |T_{\eta_y \to a}|^2.
\]

One can further justify this equation by an analytical calculation in Haar random unitary circuits of the kind employed in Refs. 26 and 27, where taking the average of Eq. (16) leads to \( |\Gamma_{\ell}|^2 \leq \sup_{a,\ell(a)=\ell} |T_{\eta_y \to a}|^2 \) exactly.

Considering the RHS of Eq. (18), we note that there are exponentially many operators \( a \) of length \( \ell \) in the forward light cone of \( \eta_y \). Since we assumed no conservation laws, one expects that these all occur with roughly equal amplitudes, which readily gives the required exponential suppression of \( \Gamma_{\ell} \). Once again, this can be verified explicitly in random circuits (see e.g., Eq. (C2) in [27]). In that case, one finds that the result is exponentially decaying both in \( \ell \) and in \( \Delta \).

\subsection{2. Systems with \( U(1) \) symmetry}

The preceding argument is well controlled (e.g., it can be made exact in random circuits), but flawed because it ignores the role of continuous symmetries in the grow/shrink processes. To address that problem, we want to consider a system which has a single conservation law associated to a \( U(1) \) symmetry (we still exclude...
energy conservation). Paradigmatic models of this kind can be constructed as random unitary circuits where the structure of the local gates is restricted by the symmetry \[ |14, 21\]. We shall study such a circuit model in detail in Sec. V; here we give a more heuristic argument.

When continuous global symmetries are present, the path from Eq. (16) to Eq. (17) becomes less controlled, (even in the aforementioned U(1) circuits, we do not have exact expressions for the circuit-averaged operator spreading coefficients). Nevertheless, we now argue (non-rigorously) that the final result (exponential suppression in \( \ell \)) continues to hold. Intuitively, the symmetry qualitatively changes the behavior of processes that involve relatively short operators, leading to the diffusive (rather than exponential) decay of correlations. However, despite the underlying symmetry, it still seems reasonable (and in line with existing works \[14, 21\]) to assume that the amplitudes governing the ballistic growth of operators are somewhat random, so that an argument analogous to that presented above still holds.

An operator \( a \) appearing in Eq. (15) can be expressed as a tensor product of on-site operators of form \( I, z, \sigma^+, \sigma^- \). Separate out the \( \sigma^\pm \) part of \( a \) and call it \( a_\perp \). Likewise separate out the \( z \) components (which can only have support on sites not already occupied by \( a_\perp \)), calling it \( a_z \). Then \( a = a_z a_\perp \). For example, the string \( a = z_1 I z_2 \sigma_3^+ \sigma_4^- \) has \( a_z = z_1 \) and \( a_\perp = \sigma_3^+ \sigma_4^- \).

Within the random circuit calculation, \( T_{\eta \rightarrow a} T_{\eta' \rightarrow a'} \) can be non-vanishing (on average) only if \( a_\perp = a'_\perp \) while \( a_z, a'_z \) are allowed to differ. This gives a generalization of the random-phase approximation above, and one which we expect to hold approximately for more general U(1)-symmetric models as well. Another constraint is that, as \( \eta \) is hydrodynamical, it is also charge neutral. That is equivalent to requiring the number of \( \sigma^\pm \)'s is equal to the number of \( \sigma^- \)'s in \( a_\perp \).

For simplicity of presentation, we restrict ourselves to estimating \( \Gamma_\ell \) with \( y = y' \). Once more we isolate those backflow corrections due to operators of some size \( \ell \) (we will eventually sum over \( \ell > \ell_\epsilon \)). We will assume that, as in the previous case without conservation laws, \( \Delta = \Delta_\ell \) is some function of \( \ell \) alone, rather than the long time scale \( \tau \) in Eq. (13). We define the size of the effective light cone \( d_\ell \equiv v_{LR} \Delta_\ell \) where \( v_{LR} \) is the Lieb-Robinson velocity. The processes contributing to \( \Gamma(\Delta) \) require that \( d_\ell \geq \ell \), because the grow/shrink process should produce operators of length at least \( \ell \) part-way through the evolution.

Starting from Eq. (16), and using \( a_\perp = a'_\perp \) gives

\[
|\Gamma_\ell(\Delta)|^2 \leq \sum_{m=0}^{\ell} \sum_{a_z', a_z} \delta_{(a_\perp, a_z, \ell) (a_\perp, a_z')} \delta_{m, a_\perp \times (a_\perp)} \Gamma_\ell(\eta \rightarrow a) \Gamma_\ell(\eta' \rightarrow a') \Gamma_\ell(\eta' \rightarrow a'') \Gamma_\ell(\eta' \rightarrow a''')
\]

where \( m \) is the length of \( a_\perp = a'_\perp \). The dash on the sum over \( m \) indicates that \( m \) must be even (so that \( a \) is charge neutral). We now make a further approximation: the coefficients \( T \) have roughly the same size \( |T| \) for all \( a \) that are supported within a ball of diameter \( d_\ell \) of \( y \). In other words, for given length \( \ell \), the operator spread coefficients of operators supported in \( d_\ell \) are to a good approximation independent of the detailed content of the operator e.g., independent of \( m = \ell(a_\perp) \) and the particular locations of operators. This approximation refines an existing picture \[29\] so as to include some of the effects of charge conservation.

We can now perform the \( a_z, a_z' \) sums, picking out combinatorial factor \((d_\ell - m)^2\). After that, we perform the \( a_\perp \) sum, giving factor \( (d_\ell m/2) \). The result is

\[
|\Gamma_\ell(\Delta)|^2 \lesssim \sum_{m=0}^{\ell} N(\ell, m) (d_\ell - m) T|4
\]

where \( N(\ell, m) = (d_\ell m/2) (d_\ell - m) \). To estimate the RHS of this equation, we note the sum rule \( 1 \geq \sum_{a} |T_{\eta \rightarrow a}|^2 \). Using the same approximations leading to Eq. (20), this bound may be expressed as

\[
1 \geq \sum_{m=0}^{\ell} N(\ell, m) |T|^2 \sim |T|^2 3^M(d_\ell \ell)
\]

The sum on the RHS of Eq. (21) has been estimated using a saddle point approximation and the assumption of large \( \ell \). The upshot is that \( |T|^2 \) is bounded above by the inverse of the number of operators of length \( \ell \) within the region of width \( d_\ell \). We can now bound Eq. (20) using Eq. (21) to give

\[
|\Gamma_\ell(\Delta)|^2 \lesssim |T|^2 \sup_{0 \leq m \leq \ell} \left( \frac{d_\ell - m}{\ell - m} \right) \sim 3^{-\ell}.
\]

The supremum is achieved for \( m = 0 \). Thus, if we assume operators of length \( \ell \) have somewhat uniform operator spreading coefficients for large \( \ell \), it is natural that backflow processes are exponentially suppressed in \( \ell \). The final step of this argument involves summing Eq. (22) over contributions for all \( \ell > \ell_\epsilon \), with the end result is that the backflow due to a single dissipation event is exponentially suppressed in \( \ell_\epsilon \).

The above argument makes the assumption that \( \Delta \) is set by \( \ell \). It also assumes that the size of operator spread coefficients to operators of fixed length, within a forward causal cone, are to good approximation uniform, which is certainly not true in general. Therefore, it behooves us to perform additional consistency checks on the results in this section. We will perform multiple checks. First, we investigate numerically our backflow hypothesis in some ergodic (non-random) spin chains (see Fig. 2). Later, in Sec. V we will give a more detailed analysis of the U(1)-symmetric random circuit model. In that case, we can evaluate backflow contributions at long times numerically (see Fig. 5); all of these checks agree with our prediction of exponentially suppressed backflow effects. Moreover,
We first consider the tilted-field Ising model
\[
H = \sum_j h_j \equiv \sum_j \left( g_x X_j + g_z Z_j + \frac{Z_{j-1}Z_j + Z_jZ_{j+1}}{2} \right),
\]
fixing \( g_x = 1.4 \) and \( g_z = 0.9045 \). The model is expected to be strongly chaotic [33, 34]. \( h_j \) is the energy associated to site \( j \). This is the only local conserved density in the model, and its correlations capture energy (or heat) transport [34]. We represent \( h_j(t) \) as an MPO and evolve it using the TEBD method [35]. We calculate the quantity \( C_{>\ell_s}(\tau) = \langle h_j(-\tau/2)\mid P_{>\ell_s}\mid h_j(\tau/2) \rangle \) which is the \( x = 0 \) version of the quantity defined in Eq. (13), where we used that the dynamics generated by Eq. (23) is time-reversal invariant.

The results are shown in Fig. 2a,b. First, we perform the calculation for various values of \( \ell_s \). \( C_{>\ell_s}(\tau) \) is suppressed at early times, \( \tau < \ell_s/v_{uR} \), by the Lieb-Robinson bound. At that time, it grows and reaches a peak value; at late times \( \tau > \ell_s/v_{uR} \) it decays again. While the data is rather noisy, we clearly observe that the curves corresponding to large \( \ell_s \) (\( \ell_s = 12 \) is the largest we consider) are strongly suppressed compared to ones with smaller \( \ell_s \). To quantify this, we consider the maximum of \( C_{>\ell_s}(\tau) \) over the range of \( \tau \) we access and plot it as a function of \( \ell_s \). The results are well fit by the exponential decay we predict theoretically; there is a difference of about 7 orders of magnitude in going from \( \ell_s = 2 \) to \( \ell_s = 12 \).

We also consider a spin-1/2 model on a two-leg ladder [31, 32, 36]. We denote by \( j = 1, \ldots, L \) the rungs of the ladder, and use \( a = 1, 2 \) for the two legs. Pauli operators on a given site are specified as \( X_j,a, \) etc. The Hamiltonian then reads
\[
H = \sum_{j=1}^{L} \sum_{a=1,2} (X_{j,a}X_{j+1,a} + Y_{j,a}Y_{j+1,a}) + \sum_{j=1}^{L} (X_{j,1}X_{j,2} + Y_{j,1}Y_{j,2}).
\]

Besides energy, this model also conserves the spin \( z \) component, \( \sum_j Z_j,a \). We calculate \( C_{>\ell_s}(\tau) \) as above, with \( h_j \) replaced by the average magnetization on a rung, \( z_j \equiv (Z_{j,1} + Z_{j,2})/2 \). We plot the results in Fig. 2c,d. We find that the trends with \( \ell_s \) are cleaner than in the Ising model, although their magnitude is much smaller. In particular, we find that \( \ell_s = 10 \) results are only suppressed by about a factor of 10 compared to \( \ell_s = 2 \); nonetheless, they are very well fit by an exponential decay.

3. Numerical checks in deterministic spin chains

In order to support our argument, here we investigate backflow in two deterministic models (tilted-field Ising and XX ladder) studied using DQOE in our previous work [9], as well as in numerous other works using alternative methods [8, 30–32]. We investigate the quantity \( C_{>\ell_s}(\tau) \), as applied to the autocorrelation function of a conserved density (energy in the Ising case, and \( z \)-magnetization for the ladder). Both cases are consistent (Fig. 2) with our conjecture that \( C_{>\ell_s}(\tau) \) decays exponentially in \( \ell_s \), although the data are certainly less clean and decisive than those calculated using random circuits.
depend both on the structure of $o_0, o_x$ and on whether or not the system is noisy (e.g., a random circuit system). We will verify our predictions using simulations of backflow in the U(1) RUC (Fig. 5); our deterministic data (Fig. 2) do not go to sufficiently long times to test our predictions for time dependence.

As discussed in Sec. III, without any truncation the correlator $(o_x(t)|o_0) \sim (\eta_x(t)|\eta_0) \sim \tau^{-\alpha}$ decays with some power $\alpha$ determined by the slowest hydrodynamical variables $\eta_x, \eta_0$ with which $o_x, o_0$ (respectively) have overlap. When we examine the effects of a single truncation event Eq. (13), we force the operators to be of size $\ell > \ell_*$ part way through their evolution. Thus, at least for the purposes of understanding time dependence, we expect the leading power in $t$ to be determined by a correlator of form

$$\langle \eta_x(2t) | a_y(t) \rangle \langle a_y(t) | \eta_0 \rangle \Gamma_{y,t},$$

(25)

where $a_y$ is some operator of length $\ell$, localized near both $y, y'$. $\Gamma_{y,t}$ is the ‘grey box’ amplitude associated with the grow/shrink process. As long as $\ell > 2$, $\partial z$ is the slowest hydro operator with which $a_y$ can develop overlap. Therefore we expect backflow corrections Eq. (14), fixing $y, y'$, to have the same temporal decay as $\langle \eta_x(\tau)|\partial z_y(t)\rangle (\partial z_y(t)|\eta_0)$. Simple power counting, or substituting in an explicit form for the hydrodynamical correlators Eq. (11), shows that this decays as $t^{-\alpha - \frac{3}{2}}$. [Note from $\langle \eta_0(t)|\eta_0(0) \rangle \sim t^{-1/2}$ that $z$ scales as $t^{-1/4}$. Furthermore, in diffusive systems $\partial \sim t^{-1/2}$].

However, to fully account for the backflow processes contributing to Eq. (13), we will need to integrate over intermediate positions $y \sim y'$. Here, the results will strongly depend on whether the system has randomness, in other words whether the grow/shrink amplitude represented by the grey box in Eq. (14) depends on $y, y'$ individually, rather than just their difference.

In systems without such randomness, the integration is straightforward, and gives rise to an additional power of $t^{1/2}$, so that Eq. (13) scales as $|\Gamma| \tau^{-\alpha - 1}$, which decays faster than the original correlation function by a power of $\tau$. The exponential suppression in $\ell$ is encoded in $\Gamma$.

In systems with randomness, relevant to the random circuits we study numerically, the grow/shrink amplitude will have a random sign dependent on position $y$. On average, the contribution to Eq. (25) will be zero, but its typical modulus will scale as the standard deviation

$$\sqrt{|\Gamma|^2 \int_y \langle |\eta_x(2t)| \partial z_y(t) \rangle^2 |\partial z_y(t)| \eta_0^2 |^2.}$$

(26)

The scaling in time of Eq. (26) follows immediately from dimension counting, and takes form $\Gamma \tau^{-\alpha - 5/4}$, which decays a factor of $\tau^{-1/4}$ faster than in the case without noise. Once again, the exponential suppression in $\ell$ is provided by the $\Gamma$ factor.

Combining our results so far, we can evaluate the backflow correction to a diffusion constant Eq. (4) due to a single dissipation event:

$$\delta_1 D(\ell, \tau) \equiv \sum_x \frac{x^2}{2\tau} \langle \tau | U(\tau, \tau/2) P_{\ell} U(\tau/2, 0)| \eta_0 \rangle.$$

(27)

We thus have to integrate our results over $x$. Estimating the result is straightforward: When there is no noise, $\delta_1 D \sim \Gamma/\tau$. When there is noise, the result show scale as $\delta_1 D \sim \Gamma/\tau^{3/4}$. We test this latter prediction in Fig. 5(a,b) below.

### D. Periodic dissipation

So far we examined the effect of a single dissipation event on a correlation function, with the conclusion that the error introduced by dissipation is exponentially suppressed in $\ell_*$. What effect do multiple applications of a dissipator have on correlators (e.g., as would be required to calculate Eq. (6))? In other words, we want to estimate the error

$$\delta C(\tau, \gamma) \equiv \langle o_x|\prod_{j=0}^{n-1} d(t_{j+1}, t_j) G(\ell_*, \gamma) - U(t, 0)| o_0 \rangle$$

(28)

where $t_j = j t_D$ and $t_n = \tau$. We will use our hydrodynamical picture of backflow processes to argue that $\partial_\gamma \delta C(\tau, \gamma)$ is exponentially suppressed in $\ell_*$ for all $\gamma$. From this it follows (integrating over $\gamma$) that $\delta C(\tau, \gamma) \sim \exp[-O(\ell_*)]$. For simplicity, we will be satisfied with showing that $\partial_\gamma \delta C(\tau, \gamma)|_{\gamma=0}$ is exponentially suppressed; the computation for finite $\gamma$ goes through in the same way provided one assumes that DAOE dissipation does not change the fact that the system undergoes diffusion (our previous work [9] supports this assertion).

The derivative with respect to $\gamma$ is

$$\partial_\gamma \delta C(\tau, \gamma) = -\sum_{j=0}^n \langle o_x | U(t, t_j) N_{>\ell} U(t_{j-1}, 0)| o_0 \rangle$$

(29)

The summard here is similar to Eq. (13), and for the same reasons suppressed exponentially in $\ell_*$. The novelty in the present calculation is that we must sum over times at which we insert the projector $N^5$.

Using the hydrodynamical assumptions above, we represent the derivative as

$$-\int_0^\tau dt \int dy \langle \eta_x(\tau)|\partial z_y(t)\rangle \langle \partial z_y(t)| \eta_0 \rangle \Gamma_{y,t}.\]$$

(30)

A result from a previous section is that for each fixed $t$, Eq. (30) is exponentially decaying in $\ell_*$ and also suppressed by a further factor $O(t^{-\alpha - 1})$ when there is no

---

5 Note $N_{>\ell} = (\ell - \ell_*) \mathcal{P}_{>\ell}$ are the same up to a polynomial factor in $\ell$; hence whether we apply $N$ or $\mathcal{P}$ part way through the evolution will not affect whether the contribution decays exponentially in $\ell_*$. 

spatial randomness, and by a factor $O(t^{-a-5/4})$ when there is.

When there is no randomness in space or time, we therefore expect the backflow correction due to be of order $\int O(t^{-a-1}) \sim O(t^{-a})$; so the correction due to backflow is exponentially decaying in $t$, but has the same power of $t$ as the original correlation function.

When there is randomness in space and time, we need to integrate $O(t^{-a-5/4})$ over time, taking into account the fact that the sign of the integrand will fluctuate randomly in time ($\Gamma_{x,t}$ now depends randomly on $t$ as well as $y$). The result of that integral is an $\tau^{1/2}$ enhancement, giving a result $\tau^{-a-3/4}$.

The same reasoning can be applied to quantities like the diffusion constant.

$$\partial_t \delta D(\ell, \tau) \sim \int_{x,y} \int_0^\tau dt \frac{\partial^2}{2\tau} \langle z_x(\tau) \partial z_y(t) \rangle \langle \partial z_y(t) \rangle |z_0| \Gamma_{x,y}.$$  

(31)

When there is no noise, simple dimension counting indicates that this term goes as $\Gamma$; i.e., it represents a correction to the diffusion constant which decays exponentially with $t$, because it does. Integrating over $\gamma$ leads to the statement that $\delta D = \exp[-O(\ell)]$.

When there is noise, we must account for the fluctuating signs of $\Gamma_{x,y}$. In this limit, Eq. (31) may be approximated as

$$\int dx \sqrt{\Gamma^2} \int_0^\tau dt \int dy \langle \frac{\partial^2}{2\tau} \rangle \langle z_x(\tau) \partial z_y(t) \rangle \langle \partial z_y(t) \rangle |z_0|^2.$$  

(32)

Dimension counting, and integrating over $\gamma$, predicts that $\delta D(\ell, \tau) \sim \Gamma \tau^{-3/4}$ which is indeed exponentially decaying in $\ell$. We test this hypothesis numerically in Figs. 5(c,d), for the $U(1)$-symmetric random circuit model.

In summary, we have shown that the backflow corrections to hydrodynamical quantities are accompanied by an exponential suppression in $\ell$, and a power law which depends on whether or not the system has randomness, and which hydrodynamical correlation is being considered. In all cases, however, the backflow correction decays in time at least as quickly as the original hydrodynamical correlation function.

V. U(1) RANDOM CIRCUIT ANALYSIS

In this section, we supplement our argument above with a more thorough analysis of a $U(1)$ symmetric random circuit model and use it to estimate Eq. 13 both numerically and analytically. Along the way, we will see how the dynamics of $U(1)$ RUCs agrees with the hydrodynamical picture just explained.

The random circuit model is defined as follows. The random unitary circuit has a brick-work structure (see also Fig. 3)

$$U(t) = \prod_{\tau=1}^{t} \prod_{k \text{ odd}} U^{(\tau)}_{j,j+1} \prod_{k \text{ even}} U^{(\tau)}_{k,k+1}.$$  

(33)

Each $U^{(\tau)}_{j,j+1}$ acts exclusively on sites $j, j+1$. Moreover, for each $j, \tau$, $U^{(\tau)}_{j,j+1}$ is a matrix drawn independently from some ensemble. We will consider the case where each $U^{(\tau)}_{j,j+1}$ is Haar random, subject to the constraint that it commutes with the global $U(1)$ symmetry $S_j = \sum \sigma^z_j$, endowing it with the block structure shown in Fig. 3. This ensemble has been useful in capturing the OTOC/operator spreading [14, 21] and entanglement growth properties of systems with continuous conservation laws, capturing novel behaviors that appear to be present even in the absence of randomness [14, 21, 37]. In this specific random circuit model, $\sigma^z_j$ plays the role of our conserved density, thus we use the two interchangeably in our discussions of numerical results.

A. Circuit-averaged dynamics

We now turn to the task of estimating backflow. As was shown in Refs. 14 and 21, on average there is no backflow in the random circuit: $C_{>\ell}$, averages to zero. This is due to a cancellation between different circuit realizations. Instead, we want to understand the size of backflow contributions in typical realizations. To this end, we examine $|C_{>\ell}(\tau, x)|^2$, which can be recast as

$$|C_{>\ell}(2t, x)|^2 = \langle a^{(2t)}_x \rangle \langle a^{(2t)}_y \rangle \langle a^{(2t)}_z \rangle.$$  

(34)

where we use compact notation $a^{(2t)} = a \otimes a^\dagger$. The $\otimes$ denotes a tensor product between the two replica copies needed to calculate the squared quantity, while the $\dagger$ denotes a tensor product between different sites. Here $U^{(2t)} = U \otimes U$, and recall that $U$ represents the adjoint action of the unitary on an operator. Recall that our circuits consist of two-site gates chosen independently for...
each position and time-step. Since all gates in the circuit are chosen independently, we can perform averages over them separately. After averaging, we are left with an effective Markovian evolution, which is generated by a circuit averaged super-operator $\mathcal{U}_2$. This object is a large ($256 \times 256$) matrix; it is a linear map on tensor product pairs of operators. However, it is a projector and has a small (13-dimensional) support spanned by the states in the third column of Fig. 4 and their symmetry related partners (and 1 $\otimes$ 1), and thus admits a relatively simple description.

In particular, while the on-site Hilbert space in this replica-doubled problem is $4^2 = 16$ dimensional, states in the support of $\mathcal{U}_2$ can be entirely described by the following 6 operator pairs

\begin{align*}
1 &= I \otimes I \\
r &= I \otimes z \\
p &= 2\sigma^+ \otimes \sigma^- \\
\end{align*}

\begin{align*}
b &= z \otimes I \\
r &= I \otimes z \\
p &= 2\sigma^+ \otimes \sigma^- \\
\end{align*}

Note that operators of form $\sigma^+ \otimes \sigma^+, \sigma^- \otimes \sigma^-$ as well as $\sigma^\pm \otimes z, \sigma^\pm \otimes z$ (and their two additional replica swapped versions) do not appear here: they are annihilated by the evolution operator. The intuitive explanation for this result is that operator pairs that locally change charge are associated with rapidly fluctuating phases whose contributions tend to vanish under averaging. This sort of phenomenon is well-known in ergodic non-random systems where, for example, particle propagators develop a finite lifetime (e.g., exponential decay of $\langle b^\dagger(r, x)b(0, 0)\rangle$ with time in a high temperature Bose-Hubbard model).

This idea was used above to arrive at Eq. (19) and consequently to argue for exponential suppression of backflow.

The transition amplitudes induced by a single two-site averaged gate $\mathcal{U}_2$ have been calculated previously [14, 21] and are summarized in Fig. 4. The evolution is simply a sum of projectors onto the states in the rule output column and their symmetry related states, which can be obtained by globally swapping $x \leftrightarrow x + 1$ or $p \leftrightarrow m$ or $r \leftrightarrow b$. These three symmetries reflect the inversion symmetry of the random ensemble, and (for the final two rules) the fact $\mathcal{U}_2$ is invariant under swapping replicas.

Let us list some other important observations concerning the rules 0-6:

- Isolated $r$’s undergo diffusion (rule 1); but they cannot diffuse past one another (rule 2); in other words they undergo single file diffusion. Similarly for $b$’s
- Except when they meet, $p, m$ tend to random walk (rules 4, 5 and their symmetry related versions).
- As $p, m$ random walk, they are equally likely as not to emit $rb$ pairs.
- Both of $p, m$ can absorb $rb$ pairs or inter-convert $r \leftrightarrow b$. $p, m$ play a crucial role in processes that change the total number of operators: they constantly attempt to produce $rb$ pairs, and they are the only operators that can absorb other operators.

It is useful to note that rules 0-6 define a probability conserving classical stochastic process, on a state space where each site takes one of six values. Only rule 7 breaks this pattern, because some of its transition amplitudes are negative. Rule 7 dictates what happens when $p, m$ meet, and determines (in combination with rule 3) what happens when $r, b$ meet:

\[ 1 = I \otimes I \quad \text{no line} \]
\[ b = z \otimes I \]
\[ r = I \otimes z \]
\[ p = 2\sigma^+ \otimes \sigma^- \]
\[ m = 2\sigma^- \otimes \sigma^+ \]

![Diagram](image-url)
$$rb \otimes 1 \rightarrow \frac{1}{6}(2rb \otimes 1 + 21 \otimes rb + r \otimes b + b \otimes r) + \frac{1}{6}(p \otimes m + m \otimes p)$$

(35a)

$$r \otimes b \rightarrow \frac{1}{6}(rb \otimes 1 + 1 \otimes rb + 2r \otimes b + 2b \otimes r) - \frac{1}{6}(p \otimes m + m \otimes p)$$

(35b)

$$p \otimes m \rightarrow \frac{1}{6}(2p \otimes m + 2m \otimes p + rb \otimes 1 + 1 \otimes rb) - \frac{1}{6}(r \otimes b + b \otimes r)$$

(35c)

Note that the right hand sides of Eq. (35a) and Eq. (35b) involve a sum of contributions from two of the rules (3 and 7) in Fig. 4, because the left hand sides have overlap with the corresponding two states in the output column.

Due to the non-probability conserving nature of rule 7, Eq. 35 have some negative amplitudes and the weights on the RHS of the equations need not sum up to 1 as they do for rules 0-6. Nevertheless, these rules show that rb pairs can fuse to form a pm pair. Similarly, when m, p meet, they have some chance of forming an rb pair.

We can now summarize and synthesize these observations together into a simpler story. For each time step that an m, p are present in an operator, that operator will tend to grow in support because m, p constantly tend to emit rb pairs. This process is difficult to reverse because the r, b produced can only be absorbed by m/p, but are most likely to diffuse away from their parent m/p. Thus m/p tend to lead to further operator growth. This manifests itself in a finite lifetime/exponentially decaying in time return probability for a mp pair; we verify this story in more detail later (Sec. VD).

**B. Numerical results**

Using the update rules summarized in Fig. 4 for every gate in the circuit we arrive at a process that is formally analogous to a classical stochastic many-body evolution, albeit with some negative transition ‘probabilities’. One can then use this representation to evaluate quantities like the average squared correlator $|C(\tau, x)|^2$ numerically. For $\alpha = z$ this involves taking an initial configuration with rb on site 0 and 1 everywhere else, evolving under the rules of Fig. 4, and then considering the ‘probability’ (overlap) associated to a configuration with a single rb on site x. Following previous works [14, 37], one can do this in a tensor network language, representing the instantaneous distribution as a MPS and updating it using TEBD; it was found previously that the effective bond dimension in this problem does not grow very rapidly, allowing one to get reliable results for times and system sizes well beyond the reach of naive exact evolution.

One can easily extend this calculation to the backflow contribution, $|C_{>\ell_\ast}(\tau, x)|^2$. In order to do so, one only has to insert $\mathcal{P}_{>\ell_\ast}$ at time $\tau/2$ into the evolution. This allows us to evaluate the size of backflow corrections in the random circuit more reliably than we were able in the deterministic spin chains studied in Sec. IV B 3. This is further helped by the fact that the randomness of the circuit makes diffusive behavior set in immediately, while for a fixed Hamiltonian there is some short local thermalization time before which hydrodynamics does not apply.

In Fig. 5a,b we plot the $\mathcal{P}_{>\ell_\ast}$ circuit average of $|D_{>\ell_\ast}(\tau, x)|^2$, i.e., the error suffered by the diffusion constant due to a single application of DAOE with $\gamma = \infty$ at time $\tau/2$. The data are well converged with bond dimension ($\chi = 400, 768$ are both plotted). (c,d) Shows the error in the diffusion constant induced by acting with DAOE after every circuit layer. We achieve reasonable convergence in bond dimension: $\chi = 100, 300, 500$ are plotted in increasingly bold hues.
for various values of $t$, rescaling all results by $t^{5/2}$. The results appear consistent with exponential decay in $\ell_*$.

In Fig. 5c,d we plot the average value of $|\delta D|^2$, the error in the diffusion constant when the dissipation $P_{> \ell_*}$ is applied after every two layers of the circuit. We again find that the error decays algebraically in time. Here the fit is of a better quality and we extract an exponent of $\tau^{-1.55(8)}$, in good agreement with our prediction of $\tau^{-3/2}$. Panel (d) also shows evidence of exponential decay in $\ell_*$, although we were not able to test larger $\ell_*$ in this case for want of computational resources.

C. Consistency with hydrodynamical picture

The update rules above also allow us to estimate some of the backflow contributions analytically. But first, to develop some intuition, we will show how to recover from the limit of very large $\ell_*$ (i.e., each has the same number of $\sigma^+$ and $\sigma^-$). Consider the limit of very large $\tau$ (in comparison to the lengths of $o_{0,x}$). In this limit, $|C(\tau, x)|^2$ represents the amplitude for a local operator $o_0$ to evolve to another local operator $o_x$ over a long period of time.

We have already mentioned $p, m$ tend to lead to further operator growth. On the other hand, $r, b$ undergo single-file diffusion, which is a slow/hydrodynamical process. Thus, we expect the leading order behavior of Eq. (36) in $\tau$ to involve the propagation of these slow $r, b$ operators.

$$|C(\tau, x)|^2 = \langle o_0^\sigma | U_2(\tau, 0) | o_x^\sigma \rangle,$$ (36)

a correlator in the absence of any dissipation events. Take $o_{0,x}$ to be local strings of $1, z, \sigma^\pm$ that are charge neutral (i.e., each has the same number of $\sigma^+$ and $\sigma^-$). Consider the limit of very large $\tau$ (in comparison to the lengths of $o_{0,x}$). In this limit, $|C(\tau, x)|^2$ represents the amplitude for a local operator $o_0$ to evolve to another local operator $o_x$ over a long period of time.

We have already mentioned $p, m$ tend to lead to further operator growth. On the other hand, $r, b$ undergo single-file diffusion, which is a slow/hydrodynamical process. Thus, we expect the leading order behavior of Eq. (36) in $\tau$ to involve the propagation of these slow $r, b$ operators.

The grey triangles in Eq. (37) represent processes whereby the initial/final operators $o$ contract into $r, b$. Unless the $o$ is already a single $z$, said processes necessarily involve the propagation and annihilation of $p, m$ pairs and so are short-lived (in comparison to $O(\tau)$). For example, if we choose $o_0 = z_{y_1} z_{y_2} z_{y_3} z_{y_4}$, a $p, m$ will need to be generated (using rule 7) in order to on net remove three of the $r, b$ pairs (using rule 4)

$$\langle p_0^{|U_2(t, 0)|} p_0^{m_1} \rangle$$ (37)

On the other hand if we choose $o_0 = \sigma^+_0 \sigma^-_0$ then the operator begins with a $p, m$ pair; these will annihilate quickly (compared to $O(\tau)$) through rule 7

$$\langle p_0^{|U_2(t, 0)|} p_0^{m_1} \rangle$$ (38)

These examples illustrate a general point; unless $o_{0,x}$ have overlap with $S^z$, one needs to use rule 7 in order to reduce the operator down to an $r, b$ pair. However, note that rule 7 produces $r, b$ in the combination $\partial \sigma \partial \sigma$, which includes two spatial derivatives. This is consistent with the finding in Sec. III, namely that unless $o_{0,x}$ overlap with $(S^z)^{1,2,3}$, then the slowest variable with which they can develop overlap is $\partial z$.

D. $p, m$ pairs are short-lived

In this section we argue that the survival probability of a pair of $p, m$’s decays rapidly with time. Concretely, we conjecture that the amplitude

$$\langle p_0^{|U_2(t, 0)|} p_0^{m_1} \rangle$$ (39)

decays faster than any power law, and we provide an argument for a stretched exponential decay $e^{-\mathcal{O}(\sqrt{t})}$. Our numerical simulation of the circuit average of Eq. (40) (see Fig. 6) is consistent with this. The object $|U_2(t, 0)|$ is the same as $|U_2|$ except we set to zero all matrix elements which would allow a $p, m$ pair to convert into $\partial \sigma \partial \sigma$; this is a modification to rule 7. Thus Eq. (40) represents the amplitude that the $|p_0 m_1\rangle$ pair (initially on sites 0,1) persist for time $t$, and propagate back to their initial positions.

It is worth reminding the reader how Eq. (40) behaves if we do not insist the $p, m$ pair persist. In this case, we are examining

$$\langle p_0^{|U_2(t, 0)|} p_0^{m_1} \rangle$$ (41)

We ignore the special situation where $o_{0,x}$ have overlap with $(S^z)^{1,2,3}$, in which case it may not be favorable to reduce the operator to an $r, b$ pair.
which decays as $t^{-3}$. That is because Eq. (41) is just the square of $\langle \sigma_0^+ \sigma^- (t) \rangle$, which decays as $t^{-3/2}$ according to the hydrodynamical recipe in Sec. III. In the related construction Sec. VC, the $t^{-3}$ power law comes from processes where the $p, m$ pair combine to $\sigma_0^+ \sigma_0^-$, which then propagate diffusively. A circuit averaged simulation of Eq. (41) (Fig. 6) is consistent with the predicted power law.

We now give a theoretical picture explaining why Eq. (40) decays as a stretched exponential. As $\mathcal{U}_{2,i}$ evolves the $p, m$ pair, they will diffuse, and in the process source $\mathfrak{r, b}$ pairs (according to rule 3). The number of $\mathfrak{r, b}$ that can be created is diffusion-limited because the $\mathfrak{r, b}$ diffuse, and at most one $\mathfrak{r}$ and at most one $\mathfrak{b}$ an occupy a given site. As a result, by time $t$ we expect $\langle p_0 m_1 | \mathcal{U}_{2,i} | p_0 m_1 \rangle$ to have $\mathcal{O} (\sqrt{t})$ number of $\mathfrak{r, b}$, distributed in a region of size $\mathcal{O} (\sqrt{t})$ centered on the origin. The equal probability of removing versus adding a pair of $\mathfrak{r, b}$ from a $m$ or $p$ (rule 3) suggests that the density $\nu$ of $\mathfrak{r, b}$ in this diffusive cone approaches a steady state limit $\nu \sim 1/2\sqrt{t}$. We will assume that, to a good approximation, each site within the diffusive cone has independent probability $\nu$ of being occupied by $\mathfrak{r}$ and $\mathfrak{b}$.

We are studying the overlap $\langle p_0 m_1 | \mathcal{U}_{2,i} | p_0 m_1 \rangle$ which represents the rare event where at the last time step no $\mathfrak{r, b}$ are present. The probability that no $\mathfrak{r, b}$ are present are, from the reasoning in the previous paragraph, expected to scale as $\nu^{\mathcal{O} (\sqrt{t})}$, which is the stretched exponential result we wished to prove. Note we have thus far ignored the requirement that the $p, m$ pair return to the origin. This will further suppress the amplitude by an unimportant power law in $t$.

Perhaps the least controlled assumption in the argument above is that we have ignored processes where $\mathfrak{r, b}$ can fuse and form $pm$ pairs (additional to the original pair). We cannot rigorously argue that such processes are irrelevant for obtaining the stretched exponential, however it is at least self-consistent to ignore such processes: they give rise to $pm$ pairs which we are arguing (and have demonstrated numerically) are short-lived. As an aside, we note that the argument for stretched-exponential decay is almost identical to the one presented in our previous work [37] showing that higher Rényi entropies grow diffusively, a result that can be proved independently under mild assumptions [38].

E. A subset of backflow corrections

Our discussion in Sec. IVA identifies the exponential suppression of growth/shrinkage processes as being the source of exponential suppression in backflow due to DAOE. This suppression is easy to prove in the RUC without symmetry. We are unable to rigorously prove exponential suppression in the U(1) RUC. We can, however, examine the contributions of certain sub-classes of process contributing to backflow. In other words, our aim here is to use the U(1) RUC model to estimate a subset of the contributions to $\Gamma_\alpha$ as defined in Eq. (14).

Specifically, we examine the contributions of growth/shrinkage processes where the control parameter is the number of applications of Rule 7. This choice is made primarily because it affords control over the diagrammatic expansion, but also because the processes contributing are irreducibly rely on the diffusive modes that distinguish the U(1) RUC from the RUC without symmetry.

Rule 7 must be used twice in a growth process (it is required both at the beginning and end of the grow/shrink process). An example of such an amplitude (which would contribute for $\ell_\ast < 5$) is

\[\begin{align*}
\sqrt{t} & \sim 1/2\sqrt{t} \\
\mathfrak{r} & \sim \nu^{\mathcal{O} (\sqrt{t})}
\end{align*}\]

Amplitudes of this type require a single $p, m$ pair to persist for time $\Delta$. However, we have argued in Sec. VD that such processes are suppressed as $e^{-\mathcal{O} (\sqrt{\Delta})}$. Moreover, in the same section, we argued that the operator support tends to increase diffusively, so that $\Delta = \mathcal{O} (\ell^2)$. The net conclusion is that such processes are suppressed as $e^{-\mathcal{O} (\ell)}$ (and $e^{-\mathcal{O} (\ell^2)}$ after we sum over $\ell \geq \ell_\ast$). As a

\[\begin{align*}
\Delta & = \mathcal{O} (\ell^2) \\
\mathfrak{r} & \sim \nu^{\mathcal{O} (\sqrt{\ell^2})}
\end{align*}\]
result, the subset of processes of form Eq. (42) are consistent with our main assumption in previous sections, namely that grow-shrink processes contributing to $|\Gamma_\ell|^2$ are exponentially suppressed in $\ell$.

We can also estimate the contributions of diagrams involving a few more applications of rule 7. For example

\begin{equation}
\frac{d}{dt} = \sum_{\ell} \Gamma_\ell \psi_\ell \langle \Delta \Gamma_\ell \psi_\ell \rangle \label{eq:43}
\end{equation}

In processes involving four applications of rule 7, at least one of the two $p,m$ pairs must survive for at least $O(\bar{\ell}^2)$ time in order to increase the support of the operator to $\ell$ part-way through the evolution. But the $r,b$ pairs released will need to be absorbed, and this is once again unlikely. The same reasoning as above shows that this amplitude is suppressed as $e^{-O(\bar{\ell})}$ once summed over all $\ell > \ell_*$. We have argued that the first few orders in a series expansion are consistent with the exponential decay of backflow. It may be that this mode of reasoning can be extended order-by-order to diagrams that involve further applications of rule 7, however we were unable to prove rigorously that the fully summed series is on net exponentially suppressed in $\ell_*$. Our limited numerical evidence (Fig. 5) suggests that the fully summed series of contributions will continue to show exponential decay in $\ell$, but a complete proof is lacking and could be an interesting topic for future investigation.

VI. HOW HARD IS IT TO SIMULATE QUANTUM TRANSPORT CLASSICALLY?

We now discuss the implications of our various conjectures for numerical studies of dynamics in many-body systems. We will be interested in the following question: What resources are required to compute transport properties, such as a diffusion constant, to some fixed precision $\epsilon$?

A standard approach for calculating the diffusion constant – used in exact evolution and tensor-network based methods – is to approximate the true diffusion constant with a finite time approximation. The deviation between the diffusion constant and its finite time approximation is bounded as $|D(t) - D| \leq C/t^{1/2}$ where $C$ is an $O(1)$ constant. Thus we will need to simulate the system for a minimum time $t_c = O(\epsilon^{-2})$ in order to obtain an estimate for $D$ to within tolerance $\epsilon$.

For exact evolution, we must consider a finite-sized systems, say with $L$ sites. In order to avoid incurring significant finite-size effects, the corresponding Thouless time ought to exceed $t_c$: This translates to the requirement $L > O(\sqrt{t_c})$, although one can only prove rigorously that finite-size effects are exponentially suppressed in $t_c$ (and thus much smaller than $\epsilon$) if we use the stricter condition $L > vt_c$ for some Lieb-Robinson scale $v$. In either case, if we wish to obtain an $\epsilon$ accurate approximations to the diffusion constant, we will require $L = O(poly(\epsilon^{-1}))$, which leads to a memory requirement $\exp(O(poly(\epsilon^{-1})))$.

In tensor network methods, we need not work with finite systems. However, the entanglement of the time-evolved state/operator is expected to increase linearly in time on theoretical grounds \cite{18}. This suggests – and experience confirms – that bond dimension needed to control the errors in local observables grows exponentially with time. Using $t_c \sim \epsilon^{-2}$, this would lead to a bond dimension requirement scaling as $\exp[O(\epsilon^{-2})]$. It is possible this bound is too pessimistic: in the small $\epsilon$ limit, it might be possible to leverage the diffusive nature of the transport and truncate the support of our time evolved state/operator to a region of size $O(\sqrt{t_c})$, which would reduce the bond dimension requirement to $\exp[O(\epsilon^{-1})]$. In either case, we expect that the bond dimension requirement scales as

\begin{equation}
\chi_{\text{naive}} = \exp[O(poly(\epsilon^{-1}))],
\end{equation}

\footnote{This follows from the Drude formula and the fact that current auto-correlations decay as $(J(t)J(0))_c \sim t^{-1-d/2}$ \cite{20}; we focus on $d = 1$ in this section.}
which is in-line with the memory requirements for exact evolution.

Modifying the dynamics with DAOE dissipation significantly reduces the memory overhead. This is especially clear in the strong dissipation limit, $\gamma \to \infty$, $t_D \to 0$, where we explicitly restrict the accessible Hilbert space to operators with length $\leq \ell^*$; however, it was found in Ref. 9 that even when $\gamma$ and $t_D$ are both finite, DAOE limits the growth of operator entanglement to a value that remains bounded at all times. The cost is that we introduce a systematic error in the diffusion constant; however, as we argued throughout this paper, this error is bounded by $\exp[-\mathcal{O}(\ell^*)]$. Insisting that the systematic error is less than $\mathcal{O}(\epsilon)$ requires $\ell^*_s > \ell^*_c = \mathcal{O}(\ln(\epsilon))$. We still have the requirement that $t > t^*_c$. For times of this order, the accessible Hilbert space at $\gamma = \infty$ is $4^\epsilon (2\ell^*_c \ell^*_t)$. For small $\epsilon$, this implies that the bond dimension required for a tolerance $\epsilon$ calculation of the diffusion constant scales as

$$\chi_{\text{DAOE}} = \exp[\mathcal{O}(\ln(\epsilon^2))].$$

which is significantly less than either the memory requirement for tensor network simulations in the absence of dissipation in Eq. (44) or that of exact evolution discussed above.

While it is generally believed that some dynamical properties of quantum many-body systems are not efficiently simulable on classical computers [39–41], our result Eq. (45) suggests that transport properties are (at least in ergodic systems). It would be interesting to find what other problems fall into this latter category, and devise new classical algorithms to tackle them.

VII. CONCLUSION

We have argued that the ‘backflow’ contributions to hydrodynamic correlations involving operators that act on more than $\ell^*$ different sites are exponentially suppressed in $\ell^*$ (Sec. IV A). Moreover, the corrections to correlation functions and transport coefficients due to backflow are themselves arranged in a series in powers of $\ell^{-1}$; we have made various predictions for the exponents of these contributions, dependent on whether the systems have randomness, and the hydrodynamical correlation function in question (Sec. IV C). We have provided numerical evidence for this picture, both in deterministic quantum spin chains (Fig. 2), and in $U(1)$ symmetric random circuit models (Fig. 5). In the latter case, we provided further semi-analytical consistency checks of both our hydrodynamical picture for backflow corrections as well as the assertion that backflow corrections are exponentially suppressed in $\ell^*$ (Sec. V). Our conjectured bounds have important consequences for the asymptotic computational resources required for ab initio calculation of transport properties; our results suggest that the DAOE method introduced in Ref. 9 requires significantly smaller numerical resources than existing established methods like ED or TEBD (see e.g. Eqs. (44) and (45) in Sec. VI).

This work leaves many questions open. It would be worthwhile to generalize the theoretical predictions in this work to finite temperatures/chemical potentials. It is likely that a dramatic modification to these results occurs in higher dimensions at sufficiently low temperatures such that the systems undergo an ordering transition. Moreover it is worth performing a backflow analysis for a variety of truncation methods (including truncating dependent of the spatial support rather than the length of operators); we plan to explore this in forthcoming work.

In this paper, we focused on one-dimensional systems. Nonetheless, we expect the hydrodynamical framework developed here to apply in higher dimensions; in particular, we expect our arguments in Sec. V D for exponential suppression with $\ell^*$ to generalize quite straightforwardly. We note that it may be practicable to use DAOE in this more general setting, given recent advances in higher dimensional tensor network algorithms. It would be interesting to investigate the growth/shrinkage processes in higher dimensions and with greater detail and control. Forthcoming work by Nahum et al. goes in this direction, with a focus on grow-shrink processes in the random circuit without symmetries [28].

It would also be interesting to connect our results to existing efforts in the study of complexity theory. Various results are known on the computational resources required to, e.g., calculate the ground state energy density of local Hamiltonians [42, 43]. What can be said for the calculation of hydrodynamical quantities? Our results arguably indicate that, at least for ergodic systems (which are ubiquitous), surprisingly few resources are required. Finally, there are certainly many conjectures and technical points in the present work which would benefit from further study. For example, can one prove rigorously that backflow is exponentially suppressed in the $U(1)$ circuit averaged model?
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