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ABSTRACT. This paper is concerned with a new type of inverse obstacle problem governed by a variable-order time-fractional diffusion equation in a bounded domain. The unknown obstacle is a region where the space dependent variable-order of fractional time derivative of the governing equation deviates from a known homogeneous background one. The observation data is given by the Neumann data of the solution of the governing equation for a specially designed Dirichlet data. Under a suitable jump condition on the deviation, it is shown that the most recent version of the time domain enclosure method enables one to extract information about the geometry of the obstacle and a qualitative nature of the jump, from the observation data.
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1. INTRODUCTION

In the present article we consider a model of anomalous diffusion described by variable order time fractional diffusion equation on $\Omega$ a bounded domain of $\mathbb{R}^3$ with $C^2$-boundary. Namely, we fix $\alpha \in L^\infty(\Omega)$ satisfying $\text{ess. inf}_{x \in \Omega} \alpha(x) > 0$ and $\text{ess. sup}_{x \in \Omega} \alpha(x) < 1$. Then, given $g(x,t), (x,t) \in \partial \Omega \times ]0, \infty[,$ let $u = u_g(x,t)$, with $(x,t) \in \Omega \times ]0, \infty[,$ denote the solution of the following initial boundary value problem:

\[
\begin{aligned}
&\left\{
\begin{array}{ll}
(\partial_t^{\alpha(x)} - \Delta) u = 0, & (x,t) \in \Omega \times ]0, \infty[,
\end{array}
\right.
\end{aligned}
\]

\[
\begin{aligned}
u(x,0) = 0, & \quad x \in \Omega, \\
u(x,t) = g(x,t), & \quad (x,t) \in \partial \Omega \times ]0, \infty[.
\end{aligned}
\]

(1.1)

Here, the symbol $\partial_t^{\alpha(x)}$ denotes the Caputo fractional derivative of order $\alpha(x)$ with respect to $t$, that is

\[
\partial_t^{\alpha(x)} u(x,t) = \frac{1}{\Gamma(1-\alpha(x))} \int_0^t (t-s)^{-\alpha(x)} \partial_s u(x,s) \, ds, \quad (x,t) \in \Omega \times ]0, \infty[.
\]
where $\Gamma$ is the Gamma function. We consider solutions $u = u_g$ of the problem (1.1) lying in the space $C^1([0, \infty]; L^2(\Omega)) \cap C([0, \infty]; H^2(\Omega))$. We denote by $\nu$ the outer unit normal vector field on $\partial \Omega$.

In this article we consider the inverse problem of determining the region of variation and additional information about the amplitude of variation of the fractional order $\alpha(x)$ appearing in (1.1). More precisely, let $D$ be a nonempty bounded open subset of $\Omega$ with $C^2$-boundary such that $\overline{D} \subset \Omega$. Assume that the order $\alpha(x)$ in (1.1) takes the form

$$\alpha(x) = \begin{cases} 
\alpha_0, & x \in \Omega \setminus D, \\
\alpha_0 + h(x), & x \in D,
\end{cases}$$

(1.2)

where $\alpha_0 \in ]0, 1[$ and the function $h$ belongs to $L^\infty(D)$ and satisfies

$$-\alpha_0 < \text{ess.inf}_{x \in D} h(x) \leq \text{ess.sup}_{x \in D} h(x) < 1 - \alpha_0.$$

We impose the jump condition (A.I)/(A.II) of $\alpha$ from $\alpha_0$ across $\partial D$ as follows.

(A.I) $\exists C > 0 \quad \exists \gamma \geq 0 \quad h(x) \geq C \text{dist}(x, \partial D)^\gamma \quad \text{a.e.} \quad x \in D$;

(A.II) $\exists C > 0 \quad \exists \gamma \geq 0 \quad -h(x) \geq C \text{dist}(x, \partial D)^\gamma \quad \text{a.e.} \quad x \in D$.

To briefly describe the difference between the two conditions sometimes we write $\alpha \gg \alpha_0$ if (A.I) is satisfied; $\alpha \ll \alpha_0$ if (A.II) is satisfied. Our inverse problem can be stated as follows.

**Problem.** Assume that $\alpha_0$ is known and both $D$ and $h$ are unknown. Given $g$ (to be specified later) we extract information about the location and shape of $D$ and qualitative property of $h$ from the Neumann data $\partial_{\nu} u_g$ on $\partial \Omega$ over the time interval $]0, \infty[$.

Recall that the initial boundary value problem (1.1) is frequently used as a model for anomalous diffusion in complex media with applications in different fields such as geophysics, environmental and biological problems. Such diffusion process are often described by problem (1.1) with a constant order $\alpha$ (see [1, 5]). However, in some complex media the presence of heterogeneous regions displays space inhomogeneous variations and the constant order fractional dynamic models are not robust for long times (see [8, 9]). For such problems, the variable order time-fractional model is considered as more relevant for describing the space-dependent anomalous diffusion process (see e.g. [40]). Indeed, several variable order diffusion models have been successfully applied in different problems of sciences and engineering, including Chemistry [6], Rheology [38], Biology [10], Hydrogeology [3] and Physics [39, 42]. In this context, the goal of our inverse problem is to determine information about the variable order $\alpha$ which play a fundamental role in the anomalous mechanism leading to the model (1.1).

The inverse problems of determining fractional orders, which is one of the most important inverse problems for fractional diffusion equations, have been extensively studied these last decades. We refer to [30] for a survey about this topic (see also [25] for an overview of inverse problems for fractional diffusion equations). Without being exhaustive we can mention the works of [2, 7, 11, 21, 22, 26, 31, 33, 34, 32, 41] devoted to the
determination of single or multiple constant fractional orders, sometimes together with other parameters (coefficients or internal sources), from several classes of observational data. We mention also the recent works [23, 24] where the determination of constant fractional order have been studied in the context of an unknown medium (unknown source, coefficients, domain...). All the above-mentioned results have been devoted to the determination of variable fractional order depending on the space variable can be found in [29]. Here the authors proved the determination of general order \( \alpha \in L^\infty(\Omega) \) from the knowledge of Neumann data \( \partial_\nu u_g \) on \( \partial \Omega \times ]0, T[ \) with an arbitrary fixed \( T > 0 \) for infinitely many input \( g \) having the form \( g(x, t) = t^\kappa g(x) \) with a constant \( \kappa \in ]2, \infty[ \). The aim of the present article is to prove the detection of the region of variation and the amplitude of variation of \( \alpha \) by using the enclosure method initiated in [15] where the infinite boundary measurements under consideration in [29] are replaced by a single boundary measurement for some class of suitable input \( g \). We apply here the most recent version of the time domain enclosure method developed in [17, 18].

1.1. Statement of the main result. Now let us describe the main result of this paper. For this purpose, we start by introducing the class of input under consideration in (1.1). Let \( \eta > 0 \) and \( 0 < R_1 < R_2 \). Let \( B_\eta \) be the open ball with radius \( \eta \) such that \( \overline{B_\eta} \cap \overline{\Omega} = \emptyset \). Let \( B_{R_1} \) and \( B_{R_2} \) be two concentric balls with radius \( R_1 \) and \( R_2 \), respectively such that \( \Omega \subset B_{R_1} \) (see Figure 1). Let \( m = 0, 1, \ldots \). For a complex number \( \tau \) with \( \Re \tau > 1 \), we choose the solution \( w_{*,m}^0(x) = w_{*,m}^0(x, \tau) \in H^2(\mathbb{R}^3) \) with \( * = \text{ext}, \text{int} \) of the equation

\[
(\Delta - \tau^{\alpha_0})w_{*,m}^0 + \tau^{\alpha_0-1}\Psi_{*,m}(x) = 0, \quad x \in \mathbb{R}^3,
\]

where

\[
\Psi_{\text{ext},m}(x) = (\eta^2 - |x - p|^2)^m \chi_{B_\eta}(x),
\]

\[
\Psi_{\text{int},m}(x) = (R_2^2 - |x - p|^2)^m (|x - p|^2 - R_1^2)^m \chi_{B_{R_2}\setminus B_{R_1}}(x),
\]

the point \( p \) denotes the center of \( B_\eta \) when \( * = \text{ext} \); the common center of \( B_{R_1} \) and \( B_{R_2} \) when \( * = \text{int} \). Note that both \( \Psi_{\text{ext},m}(x) \) and \( \Psi_{\text{int},m}(x) \) are non-negative for all \( x \in \mathbb{R}^3 \). Note that the restriction of \( w_{*,m}^0 \) onto \( \Omega \) satisfies

\[
(\Delta - \tau^{\alpha_0})w_{*,m}^0 = 0, \quad x \in \Omega. \tag{1.3}
\]

In the present article we consider the following class of input \( g \)

\[
g_{*,m}(x, t) = \frac{e^{t}}{2\pi} \int_{-\infty}^{\infty} e^{is}(1 + is)^{-5} w_{*,m}^0(x, 1 + is)ds, \quad x \in \partial \Omega, \quad t \in [0, \infty[,
\]

where \( * = \text{ext}, \text{int} \).

In order to state our main result we need to consider first the forward problem. Namely, we consider solutions of (1.1) lying in the space \( C^1([0, \infty[; L^2(\Omega)) \cap C([0, \infty[; H^2(\Omega)) \). This means that we consider solutions of (1.1) in a strong sense as stated in [28, Definition 2.2]. In addition to this property, we will show in the next Proposition 1.2 that \( e^{-t}g_{*,m} \in L^\infty(\mathbb{R}_+; H^2(\partial \Omega)) \) and, for all \( \tau > 1 \), \( e^{-\tau}u \in L^1(\mathbb{R}_+; L^2(\Omega)) \). Moreover, we will show
that, for all $\tau \in \mathbb{C}$ satisfying $\text{Re}\, \tau > 1$, the Laplace transform
\[ \hat{u} (\cdot, \tau) = \int_0^\infty e^{-\tau t} u(t, \cdot) \, dt \]
of $u$ is lying in $H^2(\Omega)$ and it solves the boundary value problem
\[
\begin{align*}
(\Delta - \tau^\alpha(x)) \hat{u}(x, \tau) &= 0, \quad x \in \Omega, \\
\hat{u}(x, \tau) &= \hat{g}_{*,m}(x, \tau), \quad x \in \partial\Omega.
\end{align*}
\]
\]
All these properties are stated in the following proposition.

**Proposition 1.1.** Let $g_{*,m}$ be given by (1.4). Then, we have $e^{-t} g_{*,m} \in L^\infty(\mathbb{R}_+; H^{\frac{3}{2}}(\partial\Omega))$ and, for all complex $\tau$ satisfying $\text{Re}\, \tau > 1$, we have
\[
\hat{g}_{*,m}(x, \tau) = \tau^{-5} w^0_{*,m}(x, \tau), \quad x \in \partial\Omega.
\]
Moreover, for $g = g_{*,m}$, the problem (1.1) admits a unique strong solution $u_{*,m} \in C^1([0, \infty[, L^2(\Omega)) \cap H^2(\Omega))$ satisfying $e^{-t} u \in W^{1,\infty}(\mathbb{R}_+; H^2(\Omega))$. Finally, for all complex $\tau$ satisfying $\text{Re}\, \tau > 1$, the Laplace transform in time $\hat{u}_{*,m}$ of $u_{*,m}$ solves (1.5), we have $e^{-\tau t} \partial_\nu u_{*,m} \in L^1(\mathbb{R}_+; H^{\frac{3}{2}}(\partial\Omega))$ and
\[
\partial_\nu \hat{u}_{*,m}(x, \tau) = \partial_\nu \hat{u}_{*,m}(x, \tau), \quad x \in \partial\Omega.
\]

We mention that the only other works that we are aware of dealing with the existence of solutions of (1.1) with variable order can be found in [27, 29] and only [29] considered this problem with non-homogenous boundary condition. In Proposition 1.1, we extend the analysis of [29] to more general class of Dirichlet boundary conditions of the form (1.4) and, in contrast to [29] who considered solutions defined in terms of Laplace transform in time, we prove the unique existence of strong solutions of (1.1).

Applying Proposition 1.1, we introduce the following indicator function which is one of the key ingredient of the enclosure method.

**Definition 1.2.** Define
\[
I_{*,m}(\tau) = \int_{\partial\Omega} \left( \partial_\nu \hat{u}_{*,m}(x, \tau) - \tau^{-5} \partial_\nu w^0_{*,m}(x, \tau) \right) \tau^5 w^0_{*,m}(x, \tau) \, dS(x), \quad \tau > 1.
\]

This indicator function can be computed from the data $\partial_\nu u_g$ on $\partial\Omega$ over time interval $]0, \infty[$ which is the Neumann data of the solution of (1.1) with $g = g_{*,m}$. Applying Proposition 1.1, we can transform the indicator function (1.8) in the following way.

Let the function $w_{*,m}$ belongs to $H^2(\Omega)$ and satisfies
\[
\begin{align*}
(\Delta - \tau^\alpha(x)) w_{*,m} &= 0, \quad x \in \Omega, \\
w_{*,m}(x, \tau) &= w^0_{*,m}(x, \tau), \quad x \in \partial\Omega.
\end{align*}
\]
In view of (1.6), we have
\[
w^0_{*,m}(x, \tau) = \tau^5 \hat{g}_{*,m}(x, \tau), \quad \tau > 1, \quad x \in \partial\Omega
\]
and (1.5) together with (1.9) yields

\[ w_{\star,m}(x, \tau) = \tau^5 \tilde{u}_{\star,m}(x, \tau), \quad \tau > 1, \quad x \in \Omega. \]

Applying this together with (1.7) to (1.8), we obtain the more familiar expression of the indicator function

\[ I_{\star,m}(\tau) = \int_{\partial \Omega} (\partial_{\nu} w_{\star,m}(x, \tau) - \partial_{\nu} w_{\star,m}^0(x, \tau)) w_{\star,m}^0(x, \tau) dS(x), \quad \tau > 1. \]  

Fixing \( K_{\star} = \text{supp} \Psi_{\star,m} \), we get

\[
K_{\star} = \begin{cases} 
B\eta, & \text{if } \star = \text{ext}, \\
B_{R_2} \setminus B_{R_1}, & \text{if } \star = \text{int}.
\end{cases}
\]

Besides we have

\[
\text{dist} (K_{\star}, D) = \begin{cases} 
\text{dist} (p, D) - \eta, & \text{if } \star = \text{ext}, \\
R_1 - R_D(p), & \text{if } \star = \text{int},
\end{cases}
\]

where \( \text{dist}(p, D) = \inf_{x \in D} |x - p| \) and \( R_D(p) = \sup_{x \in D} |x - p| \). Thus knowing the value of \( \text{dist}(K_{\star}, D) \) is equivalent to that of \( \text{dist}(p, D)/R_D(p) \) if \( \star = \text{ext/int} \). Note that the sphere \( |x - p| = \text{dist}(p, D) \) is the largest one whose exterior contains \( D \): the sphere \( |x - p| = R_D(p) \) is the smallest one whose interior contains \( D \) (see Figure 1 for more detail).

---

**Figure 1.** The sets \( \Omega, D \) and \( \text{dist}(K_{\star}, D) \).

Now we state the main result of this paper.
Theorem 1.1 Let $T$ be an arbitrary positive number. We have
\begin{equation}
\lim_{\tau \to \infty} e^{\tau \alpha_0} I_{\star,m}(\tau) = \begin{cases} 
0 & \text{if } T < 2 \text{dist}(K_{\star}, D), \\
\infty & \text{if } \alpha >> \alpha_0 \text{ and } T > 2 \text{dist}(K_{\star}, D), \\
-\infty & \text{if } \alpha << \alpha_0 \text{ and } T > 2 \text{dist}(K_{\star}, D). 
\end{cases}
\end{equation}

If (A.I) or (A.II) are satisfied, then there exists a positive number $\tau_0$ such that, for all $\tau \geq \tau_0$ $|I_{\star,m}(\tau)| > 0$ and we have the one line formula
\begin{equation}
\lim_{\tau \to \infty} \tau^{-\alpha_0} \log |I_{\star,m}(\tau)| = -2 \text{dist}(K_{\star}, D).
\end{equation}

Let us observe that Theorem 1.1 give several important information about the domain of variation $D$ and the amplitude of variation $h$ of the variable order $\alpha$. Namely, formula (1.11) gives a target distinction and range estimate at the same time, that means one can distinguish whether $\alpha >> \alpha_0$ or $\alpha << \alpha_0$ together with $T > 2 \text{dist}(K_{\star}, D)$ or $T < 2 \text{dist}(K_{\star}, D)$ (see figure 1 for more detail) by using the asymptotic behavior of the indicator function as $\tau \to \infty$. Formula (1.12) gives us a direct way of extracting information about the geometry of $D$ from the indicator function.

To the best of our knowledge, in Theorem 1.1 we obtain the first result of extraction of information about the variable order $\alpha$ from a single boundary measurement of the solution of (1.1). Indeed, the only other work treating this type of problem can be found in [29] where the authors considered the problem of recovering the full knowledge of $\alpha$ itself from infinite boundary measurements. We give in this article an application of the enclosure method, considered so far mainly for inverse source or inverse obstacle problem [13, 14], to a new class of inverse obstacle problem, that is the problem of extracting information about the region of the jump of space dependent variable order of fractional time derivative in the governing equation from the background one.

This article is organized as follows. Section 2 is devoted to the proof of the result about the forward problem stated in Proposition 1.1 where we show the unique existence of strong solutions of (1.1) having some specific properties. In Section 3, we complete the proof of our main result stated in Theorem 1.1 by assuming Lemma 3.2 whose proof is postponed to Section 4. Finally, in Section 5 we give some additional remarks about our results with possible extension of our analysis.

2. Proof of Proposition 1.1

In all this proof $C > 0$ will be a constant independent of $\tau$ that may change from line to line.

2.1. Proof of (1.6). Let us first observe that for all complex $\tau \in C_+ := \{z \in C : \text{Re} z > 0\}$ the Fourier transform $\mathcal{F}w_{\star,m}^0$ in $x$ of $w_{\star,m}^0$ is given by
\begin{equation}
\mathcal{F}w_{\star,m}^0(\xi, \tau) = \frac{\tau^{\alpha_0-1} \mathcal{F}\Psi_{\star,m}(\xi)}{||\xi||^2 + \tau^{\alpha_0}}.
\end{equation}
We fix \( r = |1 + \tau| > 1 \) and \( \theta \in ]-\frac{\pi}{2}, \frac{\pi}{2}[ \) such that \( 1 + \tau = re^{i\theta} \). Using the fact that \( \Psi_{*m} \in L^2(\mathbb{R}^3) \), we get
\[
\|w^0_{*,m}(\cdot, 1 + \tau)\|^2_{H^2(\mathbb{R}^3)} = |1 + \tau|^{2(\alpha_0 - 1)} \int_{\mathbb{R}^3} \left( \frac{|\xi|^2 + 1}{\|\xi^2 + (1 + \tau)^{\alpha_0}\|^2} \right)^2 |\mathcal{F}\Psi_{*,m}(\xi)|^2 d\xi \\
\leq |1 + \tau|^{2(\alpha_0 - 1)} \int_{\mathbb{R}^3} \left( \frac{|\xi|^2 + 1}{|\xi|^2 + r^{\alpha_0} \cos(\alpha_0 \theta)} \right)^2 |\mathcal{F}\Psi_{*,m}(\xi)|^2 d\xi \\
\leq |1 + \tau|^{2(\alpha_0 - 1)} \int_{\mathbb{R}^3} \left( \frac{|\xi|^2 + 1}{|\xi|^2 + \cos(\frac{\alpha_0 \pi}{2})} \right)^2 |\mathcal{F}\Psi_{*,m}(\xi)|^2 d\xi \\
\leq C|1 + \tau|^{2(\alpha_0 - 1)} \|\Psi_{*,m}\|^2_{L^2(\mathbb{R}^3)}.
\]

Here we have used the fact that \( \cos(\frac{\alpha_0 \pi}{2}) > 0 \) since \( \alpha_0 \in ]0, 1[ \). Thus, we find
\[
\|(1 + \tau)^{-5}w^0_{*,m}(\cdot, 1 + \tau)|_{\partial \Omega}\|_{H^2(\partial \Omega)} \leq C|1 + \tau|^{-5}\|w^0_{*,m}(\cdot, 1 + \tau)\|_{H^2(\mathbb{R}^3)} \\
\leq C|1 + \tau|^{(\alpha_0 - 6)}, \quad \tau \in C_+.
\]

This together with (1.4) yields \( e^{-t}g_{*,m} \in L^\infty(\mathbb{R}^+; H^2(\partial \Omega)) \). Moreover, using similar arguments as above, one can check that the map \( \tau \mapsto w^0_{*,m}(\cdot, 1 + \tau) \) is holomorphic with respect to \( \tau \in C_+ \) as a map taking values in \( H^2(\mathbb{R}^3) \). And it follows that the map \( \tau \mapsto (1 + \tau)^{-5}w^0_{*,m}(\cdot, 1 + \tau)|_{\partial \Omega} \) is holomorphic with respect to \( \tau \in C_+ \) as a map taking values in \( H^2(\partial \Omega) \). Therefore, applying [37] Theorem 19.2 and the note, we deduce that
\[
\hat{g}_{*,m}(x, 1 + \tau) = e^{-t}g_{*,m}(x, \tau) = (1 + \tau)^{-5}w^0_{*,m}(x, 1 + \tau), \quad x \in \partial \Omega, \quad \tau \in C_+.
\]

This identity clearly implies (1.6).

### 2.2. Proof of the unique existence of solutions of (1.1) with \( g = g_{*,m} \) and (1.7).

For \( \tau \in C_+ \) let \( v(\cdot, \tau) \) be the solution of
\[
\begin{aligned}
\Delta v(x, \tau) - \tau^\alpha(x) v(x, \tau) &= 0, \quad x \in \Omega, \\
v(x, \tau) &= \hat{g}_{*,m}(x, \tau), \quad x \in \partial \Omega.
\end{aligned}
\]

One can split \( v(x, 1 + \tau) \) into two terms
\[
v(x, 1 + \tau) = (1 + \tau)^{-5}w^0_{*,m}(x, 1 + \tau) + z(x, 1 + \tau), \quad x \in \Omega, \quad \tau \in C_+
\]
where \( z(\cdot, 1 + \tau) \) solves
\[
\begin{aligned}
\Delta z(x, 1 + \tau) - (1 + \tau)^\alpha(x) z(x, 1 + \tau) &= -(1 + \tau)^{-5}G(x, 1 + \tau), \quad x \in \Omega, \\
z(x, 1 + \tau) &= 0, \quad x \in \partial \Omega.
\end{aligned}
\]
Following Proposition 2.1 in [29], we have

\[ \tau \]

Therefore, fixing \( \Delta_0 \), the Laplacian with Dirichlet boundary condition acting \( L^2(\Omega) \), for all \( \tau \in \mathbb{C}_+ \), we obtain

\[ z(\cdot, 1 + \tau) = (1 + \tau)^{-5}\left( -\Delta_0 + (1 + \tau)^{\alpha(x)} \right)^{-1}\left[ \Delta w_{*,m}(\cdot, 1 + \tau) - (1 + \tau)^{\alpha(x)} w_{*,m}(1 + \tau, \cdot) \right]. \]

This proves that for all complex \( \tau \)

\[ u \in \mathcal{S}(\Omega) \]

we have

\[ w_{*,m}(x, 1 + \tau) = e^{i\tau}u_{*,m}(x, 1 + \tau) \]

where \( \mathcal{S}(\Omega) \) denotes the Schwartz space of rapidly decreasing functions on \( \Omega \). The proof of the proposition follows by using the properties of the Laplacian and the structure of the solutions. The boundary value problem (1.5) for \( g = g_{*,m} \) satisfies

\[ u_{*,m} \in \mathcal{S}(\Omega) \]

This proves that for all complex \( \tau \) satisfying \( \Re \tau > 1 \), \( \overline{u_{*,m}}(\cdot, \tau) \) solves the boundary value problem (1.5). Therefore, in order to complete the proof of the proposition we need to prove that \( u_{*,m} \) is the unique solution of (1.1) for \( g = g_{*,m} \) satisfying \( e^{-t}u_{*,m} \in \mathcal{S}(\Omega) \).
Now sending view of estimate (1.7), we have
\[ u_{*,m}(x, 0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} v(x, 1 + is) \, ds, \quad x \in \Omega. \]

On the other hand, for all \( R > 0 \), fixing the contour \( C_R = \{ 1 + Re^{i\theta} : \theta \in [-\pi/2, \pi/2] \} \) and applying the residue theorem we deduce that
\[ \frac{1}{2\pi} \int_{-R}^{R} v(x, 1 + is) \, ds = \frac{1}{2i\pi} \int_{C_R} v(x, 1 + \tau) \, d\tau \quad x \in \Omega. \]

Now sending \( R \to \infty \) and applying estimate (2.3), we get
\[
\|u_{*,m}(\cdot, 0)\|_{L^2(\Omega)} = \left\| \frac{1}{2\pi} \int_{-\infty}^{\infty} v(\cdot, 1 + is) \, ds \right\|_{L^2(\Omega)} \\
\leq \limsup_{R \to \infty} \left\| \frac{1}{2i\pi} \int_{C_R} v(\cdot, 1 + \tau) \, d\tau \right\|_{L^2(\Omega)} \\
\leq \limsup_{R \to \infty} \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} R\|v(\cdot, 1 + Re^{i\theta})\|_{L^2(\Omega)} \, d\theta = 0.
\]

It follows that \( u_{*,m}(\cdot, 0) = 0 \). Using the fact that \( e^{-t}u_{*,m} \in W^{1,\infty}(\mathbb{R}_+; H^2(\Omega)) \) and applying the properties of fractional derivative (see e.g. [36, pp. 80]), for all complex \( \tau \) satisfying \( Re \tau > 1 \) we deduce that
\[
\tau^\alpha \tilde{u}_{*,m}(\cdot, \tau) - \tau^{\alpha-1} u_{*,m}(\cdot, 0) = \partial_t^\alpha \tilde{u}_{*,m}(\cdot, \tau).
\]
Combining this with the fact that \( u_{*,m}(\cdot, 0) = 0 \), we deduce that for \( y = \partial_t^\alpha u_{*,m} - \Delta u_{*,m} \) and for all complex \( \tau \) satisfying \( Re \tau > 1 \), we have
\[
\tilde{y}(x, \tau) = \tau^\alpha \tilde{u}_{*,m}(x, \tau) - \Delta \tilde{u}_{*,m}(x, \tau) = 0, \quad x \in \Omega.
\]
Combining this with the uniqueness of the Laplace transform in time, we deduce that \( \partial_t^\alpha u_{*,m} - \Delta u_{*,m} = 0 \) in \( \Omega \times \mathbb{R}_+ \). Finally, (1.5) implies that for all complex \( \tau \) satisfying \( Re \tau > 1 \), we have
\[
\tilde{u}_{*,m}(x, \tau) = \tilde{g}_{*,m}(x, \tau), \quad x \in \partial\Omega
\]
and applying again the uniqueness of Laplace transform in time we deduce that \( u_{*,m} = g_{*,m} \) on \( \partial\Omega \times \mathbb{R}_+ \). Thus, \( u_{*,m} \) solves (1.1) for \( g = g_{*,m} \). The uniqueness of solutions \( u \) of (1.1), with \( g = g_{*,m} \), satisfying \( e^{-t}u_{*,m} \in W^{1,\infty}(\mathbb{R}_+; H^2(\Omega)) \) is the consequence of the uniqueness of the Laplace transform and the unique solvability of problem (1.5) for any complex \( \tau \) satisfying \( Re \tau > 1 \). Indeed, fix \( u \) a solution of (1.1) with \( g = 0 \) and satisfying \( e^{-t}u \in W^{1,\infty}(\mathbb{R}_+; H^2(\Omega)) \). Then, applying the Laplace transform in time to (1.1), we deduce that for any complex \( \tau \) satisfying \( Re \tau > 1 \), \( \hat{u}(\cdot, \tau) \) is well defined and it solves (1.5) with \( g_{*,m} = 0 \). Then the uniqueness of solutions of (1.5) implies that for all complex \( \tau \) satisfying \( Re \tau > 1 \), \( \hat{u}(\cdot, \tau) = 0 \) and the uniqueness of the Laplace transform in time implies that \( u = 0 \).
Finally, since \( e^{-t/u_{*,m}} \in L^\infty(R_+; H^2(\Omega)) \), for all \( \tau > 1 \), we have
\[
\int_0^\infty e^{-\tau t} \| \partial_\nu u_{*,m} \|_{H^1(\partial \Omega)} dt \leq C \int_0^\infty e^{-(\tau-1)t} \| u_{*,m} \|_{H^2(\Omega)} dt \\
\leq C\| e^{-t/u_{*,m}} \|_{L^\infty(R_+; H^2(\Omega))} < \infty.
\]

Therefore, for a.e. \( x \in \partial \Omega \) and all \( \tau > 1 \), we have
\[
\hat{\partial_\nu u_{*,m}}(x, \tau) = \int_0^\infty e^{-\tau t} \partial_\nu u_{*,m}(x, t) dt \\
= \partial_\nu \left( \int_0^\infty e^{-\tau t} u_{*,m}(x, t) dt \right) \\
= \partial_\nu \hat{u}_{*,m}(x, \tau).
\]

From this identity, we deduce (1.7).

3. Proof of Theorem 1.1

First we describe a basic system of inequalities which is a consequence of the expression (1.10) and the governing equations of (1.3) and (1.9) for \( w_{*,m}^0 \) and \( w_{*,m} \), respectively.

**Lemma 3.1.** We have, for all \( \tau > 1 \)
\[
I_{*,m}(\tau) \geq \int_\Omega \frac{\tau^{\alpha_0}}{\tau^{\alpha}(\tau^{\alpha(x)} - \tau^{\alpha_0})} (w_{*,m}^0(x))^2 dx \tag{3.1}
\]
and
\[
I_{*,m}(\tau) \leq \int_\Omega (\tau^{\alpha(x)} - \tau^{\alpha_0}) (w_{*,m}^0(x))^2 dx. \tag{3.2}
\]

We omit to describe the proof since the idea of the derivation is well known in the framework of the enclosure method. See [12] and Proposition 4.1 in [16].

It follows from (3.1) and (3.2) that

10. We have, for all \( \tau > 1 \)
\[
|I_{*,m}(\tau)| \leq \tau^{\alpha_0} (\tau^{\|h\|_{L^\infty(D)}} + 1) \int_D (w_{*,m}^0(x))^2 dx. \tag{3.3}
\]

Note that the precise values of the power of \( \tau \) is not important.

(i) if \( \alpha >> \alpha_0 \), then
\[
I_{*,m}(\tau) \geq \tau^{\alpha_0} \int_D (\tau^C \text{dist}(x, \partial D)^\gamma - 1) (w_{*,m}^0(x))^2 dx. \tag{3.4}
\]

(ii) if \( \alpha << \alpha_0 \), then
\[
I_{*,m}(\tau) \leq -\frac{\tau^{\alpha_0}}{\tau^{C \sup_{x \in \partial D} \text{dist}(x, \partial D)^\gamma}} \int_D (\tau^C \text{dist}(x, \partial D)^\gamma - 1) (w_{*,m}^0(x))^2 dx. \tag{3.5}
\]

It is clear that \( w_{*,m}^0 \) has the expression
\[
w_{*,m}^0(x, \tau) = \tau^{\alpha_0-1} v_{*,m}(x; \beta)|_{\beta=\alpha_0}, \tag{3.6}
\]

\[
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\]
where the function \( v_{*,m}(x; \beta) \) of \( x \in \mathbb{R}^3 \) with \( \beta > 0 \) takes the form

\[
v_{*,m}(x; \beta) = \begin{cases}
    \frac{1}{4\pi} \int_{B_\eta} (\eta^2 - |y-p|^2)^m e^{-\frac{\beta}{2} |x-y|} \, dy, & \text{if } * = \text{ext}, \\
    \frac{1}{4\pi} \int_{B_{R_2} \setminus B_{R_1}} (R_2^2 - |y-p|^2)^m (|y-p|^2 - R_1^2)^m e^{-\frac{\beta}{2} |x-y|} \, dy, & \text{if } * = \text{int}
\end{cases}
\]

and the point \( p \) denotes the center of \( B_\eta \) when \( * = \text{ext} \); the common center of \( B_{R_1} \) and \( B_{R_2} \) when \( * = \text{int} \).

**Lemma 3.2.** Let \( \beta > 0, \gamma \geq 0, C > 0 \) and \( m \geq 0 \) be an integer. Then, there exist positive numbers \( \tau_0 > 1, C_1, C_2 \) and \( \lambda \in \mathbb{R} \) such that, for all \( \tau \geq \tau_0 \) we have

\[
\tau^\lambda e^{2\tau^\frac{\beta}{2}} \text{dist}(K_\ast, D) \int_D (\tau^{C \text{dist}(x, \partial D)\gamma} - 1) v_{*,m}(x; \beta)^2 \, dx \geq C_1 \tag{3.7}
\]

and

\[
\int_D v_{*,m}(x; \beta)^2 \, dx \leq C_2 \tau^{-\beta(m+2)} e^{-2\tau^\frac{\beta}{2} \text{dist}(K_\ast, D)}. \tag{3.8}
\]

We postpone the proof of Lemma 3.2 to the next section. We continue to prove Theorem 1.1.

First, following (3.3), (3.6) and (3.8), we find

\[
|I_{*,m}(\tau)| \leq \tau^{\lambda_1} e^{-2\tau^{\frac{\alpha_0}{2}}} \text{dist}(K_\ast, D), \tag{3.9}
\]

where

\[
\lambda_1 = \alpha_0 + \|h\|_{L_\infty(D)} + 2(\alpha_0 - 1) - \beta(m + 2).
\]

From this we obtain \( \lim_{\tau \to \infty} e^{2\tau^{\frac{\alpha_0}{2}}} I_{*,m}(\tau) = 0 \) for \( T < 2\text{dist}(K_\ast, D) \).

Next consider the case when \( \alpha \gg \alpha_0 \). From (3.4), (3.6) and (3.7) one has

\[
I_{*,m}(\tau) \geq C \tau^{\lambda_2} e^{-2\tau^{\frac{\alpha_0}{2}}} \text{dist}(K_\ast, D), \tag{3.10}
\]

where \( C \) is a positive constant independent of \( \tau \) and

\[
\lambda_2 = \alpha_0 + 2(\alpha_0 - 1) - \lambda. \tag{3.11}
\]

A combination (3.9) and (3.10) yields (1.12) provided \( \alpha \gg \alpha_0 \). Besides, one has

\[
e^{2\tau^{\frac{\alpha_0}{2}}} T I_{*,m}(\tau) \geq C_1 \tau^{\lambda_2} e^{-2\tau^{\frac{\alpha_0}{2}}} (T - 2\text{dist}(K_\ast, D)). \tag{3.12}
\]

This yields \( \lim_{\tau \to \infty} e^{2\tau^{\frac{\alpha_0}{2}}} T I_{*,m}(\tau) = \infty \) for \( T > 2\text{dist}(K_\ast, D) \) provided \( \alpha \gg \alpha_0 \).

The proof in the case \( \alpha \ll \alpha_0 \) can be done similarly as follows. From (3.5), (3.6) and (3.7) we obtain

\[
I_{*,m}(\tau) \leq -C' \tau^{\lambda_3} e^{-2\tau^{\frac{\alpha_0}{2}}} \text{dist}(K_\ast, D), \tag{3.13}
\]

where \( C' \) is a positive constant independent of \( \tau \) and

\[
\lambda_3 = \alpha_0 - C \sup_{x \in D} \text{dist}(x, D) + 2(\alpha_0 - 1) - \lambda. \tag{3.14}
\]
Note that $C$ above is the same one in the condition (A.II). A combination (3.9) and (3.13) yields (1.12) provided $\alpha << \alpha_0$. Besides, one has
$$e^{\frac{\alpha}{2} T} I_{\star,m}(\tau) \leq -C' \lambda e^{\frac{\alpha}{2} (T - 2 \text{dist}(K_\star,D))}.$$ (3.15)
This yields $\lim_{\tau \to \infty} e^{\frac{\alpha}{2} T} I_{\star,m}(\tau) = -\infty$ for $T > 2 \text{dist}(K_\star,D)$ provided $\alpha << \alpha_0$.
This completes the proof of Theorem 1.1.

4. Proof of Lemma 3.2

Set $\tilde{\tau} = \tau^{\frac{\beta}{2}}$ and $v_{\star,m}(x; \beta) = v_{\star,m}(x)$. By Proposition 3.1 in [20] we obtain the following:
(i) For $|x - p| > \eta$, we have
$$v_{\text{ext},m}(x) = \eta^{2(1+m)} \cdot \frac{e^{-\tilde{\tau} |x-p|}}{|x-p|} a_m(\tilde{\tau}),$$ (4.1)
where
$$a_m(\tilde{\tau}) = \frac{1}{\tilde{\tau}} \int_0^1 s (1 - s^2)^m \sinh(\eta \tilde{\tau} s) ds.$$
(ii) For $|x - p| < R_1$, we get
$$v_{\text{int},m}(x) = 2 \cdot \frac{\sinh \tilde{\tau} |x-p|}{|x-p|} b_m(\tilde{\tau}),$$ (4.2)
where
$$b_m(\tilde{\tau}) = \frac{1}{\tilde{\tau}} \int_{R_1}^{R_2} s (R_2^2 - s^2)^m (s^2 - R_1^2)^m e^{-s \tilde{\tau}} ds.$$
Besides, by Theorem 7.1 on p.81 in [35], we have, as $\tilde{\tau} \to \infty$
$$a_m(\tilde{\tau}) \sim \eta^{2m-1} m! \frac{e^{\tilde{\tau} \eta}}{(\tilde{\tau} \eta)^{m+2}}$$ (4.3)
and
$$b_m(\tilde{\tau}) \sim 2^m m! R_1^{m+1} (R_2^2 - R_1^2)^m e^{-R_1 \tilde{\tau} \tilde{\tau}} \tilde{\tau}^{m+2}.$$ (4.4)

4.1. The case when $\star = \text{ext}$. A combination of (4.1) and (4.3) gives, for all $x \in \mathbb{R}^3 \setminus \overline{B}_\eta$
$$v_{\text{ext},m}(x)^2 \geq C^2_2 \tau^{-\beta(m+2)} e^{-2 \tau \tilde{\tau} \tilde{\tau} (|x-p|-\eta)} $$ (4.5)
and
$$v_{\text{ext},m}(x)^2 \leq C^2_3 \tau^{-\beta(m+2)} e^{-2 \tau \tilde{\tau} \tilde{\tau} (|x-p|-\eta)},$$ (4.6)
where $C_2$ and $C_3$ are positive constants independent of $\tau$.
From (4.6) and the fact that $\inf_{x \in D} |x-p| - \eta = \text{dist}(\overline{B}_\eta, D)$, we obtain (3.8) for $\star = \text{ext}$.

*Therein the case $m = 0$ is excluded. However, the proof still works also for the case.
From (4.5) one gets
\[
\tau^{\beta(m+2)} \int_D (\tau^C \text{dist} (x, \partial D)^\gamma - 1) \nu_{\text{ext},m}(x)^2 \, dx
\]
\[\geq C_2^2 \int_D (\tau^C \text{dist} (x, \partial D)^\gamma - 1) e^{-2\tau^\beta |x-p|^\gamma} \, dx\]
\[\geq \left( \frac{C_2}{\sup_{x \in D} |x - p|} \right)^2 \int_D (\tau^C \text{dist} (x, \partial D)^\gamma - 1) e^{-2\tau^\beta |x-p|^\gamma} \, dx.\]

(4.7)

Thus, from (4.7) one gets
\[
\tau^{\beta(m+2)+\beta-C_2^2} e^{2\tau^\beta \text{dist} (D, \partial D)^\gamma} \int_D (\tau^C - 1) \nu_{\text{ext},m}(x)^2 \, dx \geq C'.
\]

Next consider the case when \(\gamma > 0\). We make a reduction to a simple geometry along the lines of the proof of Lemma A.1 in [18]. Let \(\tau \geq 1\). Choose a point \(q \in \partial D\) such that \(|q - p| = d_{\partial D}(p)\). Since \(\partial D\) is \(C^2\), one can find an open ball \(B'\) with radius \(\delta\) and centered at \(q - \delta \nu_q\) such that \(B' \subset D\) and \(\partial B' \cap \partial D = \{q\}\). Then \(\text{dist} (B', \partial D) = \text{dist} (D, \partial D)\) and \(\text{dist} (x, \partial B') \leq \text{dist} (x, \partial D)\) for all \(x \in B'\). Thus, for all \(x \in B'\) we have \(\tau^{C \text{dist} (x, \partial D)^\gamma} \geq \tau^{C \text{dist} (x, \partial B')^\gamma} \geq 1\). Therefore, it suffices to prove (3.7) in the case when \(D = B'\).

Set \(d = d_{\partial D}(p)\). Let \(B''\) be the open ball with radius \(d + \delta\) centered at \(p\). As described in the proof of Lemma A.1 in [18], we have the global parametrization of \(B'' \cap B'\):
\[
B'' \cap B' = \{ \Upsilon(s, r, \theta) \mid 0 < s < \delta, 0 < r < (d + s) \sin \theta(s), \theta \in [0, 2\pi]\},
\]
where
\[
\Upsilon(s, r, \theta) = p - \sqrt{(d + s)^2 - r^2} \nu_q + r (\cos \theta \mathbf{b} + \sin \theta \mathbf{c});
\]
\(\mathbf{b}\) and \(\mathbf{c}\) are unit vectors chosen in such a way that \(\mathbf{b} \cdot \mathbf{c} = 0\) and \(\mathbf{b} \times \mathbf{c} = -\nu_q\); \(\theta(s) \in ]0, \frac{\pi}{2}[^\dagger\).

\[\cos \theta = \frac{(d + \delta)^2 + (d + s)^2 - \delta^2}{2(d + \delta)(d + s)}.\]

We have
\[
\det \Upsilon'(s, r, \theta) = \frac{r(d + s)}{\sqrt{(d + s)^2 - r^2}}.
\]

\[\Upsilon(s, r, \theta) = p + (d + s) \omega,\]

where
\[
\omega = \frac{1}{d + s} \left( -\sqrt{(d + s)^2 - r^2} \nu_q + r (\cos \theta \mathbf{b} + \sin \theta \mathbf{c}) \right) \in S^2.
\]

\[\dagger\] One can write
\[
\Upsilon(s, r, \theta) = p + (d + s) \omega,
\]

where
\[
\omega = \frac{1}{d + s} \left( -\sqrt{(d + s)^2 - r^2} \nu_q + r (\cos \theta \mathbf{b} + \sin \theta \mathbf{c}) \right) \in S^2.
\]
and

\[ \text{dist} (x, \partial B') = \delta - |x - (p - (d + \delta)\nu_q)| \]

\[ = \delta - \sqrt{(d + \delta - \sqrt{(d + s)^2 - r^2})^2 + r^2}, \]

where \( x = \Upsilon(s, r, \theta) \). The change of variables \( x = \Upsilon(s, r, \theta) \) yields, for all \( \tau \geq 1 \)

\[ \int_{B'} (\tau^C \text{dist} (x, \partial B')^{\gamma} - 1) e^{-2\tau^\frac{\beta}{2}(|x-p| - \eta)} \, dx \]

\[ \geq \int_{B'' \cap B'} (\tau^C (\delta - |x - (p - (d + \delta)\nu_q)|)^{\gamma} - 1) e^{-2\tau^\frac{\beta}{2}(|x-p| - \eta)} \, dx \]

\[ = \int_0^\delta ds \int_0^{(d+s)\sin \theta(s)} dr \int_0^{2\pi} d\theta \frac{r(d+s)}{\sqrt{(d+s)^2 - r^2}} e^{-2\tau^\frac{\beta}{2}(d+s-\eta)(\tau^C f(s,r) - 1)} \]

\[ = 2\pi e^{-2\tau^\frac{\beta}{2}(d-\eta)} \int_0^\delta ds \int_0^{(d+s)\sin \theta(s)} dr \frac{r(d+s)}{\sqrt{(d+s)^2 - r^2}} e^{-2\tau^\frac{\beta}{2}s(\tau^C f(s,r) - 1)}, \]

where

\[ f(s, r) = \left\{ \delta - \sqrt{(d + \delta - \sqrt{(d + s)^2 - r^2})^2 + r^2} \right\}^{\gamma}. \]

Making the change of a variable given by \( r = (d + s) \sin \xi, \xi \in [0, \theta(s)] \), we have

\[ I \equiv \int_0^\delta ds \int_0^{(d+s)\sin \theta(s)} dr \frac{r(d+s)}{\sqrt{(d+s)^2 - r^2}} e^{-2\tau^\frac{\beta}{2} s(\tau^C f(s,r) - 1)} \]

\[ = \int_0^\delta (d+s)^2 e^{-2\tau^\frac{\beta}{2} s} ds \int_0^{\theta(s)} (\tau^C f(s,(d+s)\sin \xi) - 1) \sin \xi d\xi. \]

Using

\[ (d + \delta)^2 + (d + s)^2 = \delta^2 + 2(d + s)(d + \delta) \cos \theta(s), \]
we have
\[
\begin{align*}
\varphi(s, (d + s) \sin \xi) &= \left\{ \delta - \sqrt{((d + \delta) - (d + s) \cos \xi)^2 + (d + s)^2 \sin^2 \xi} \right\}^\gamma \\
&= \left\{ \delta - \sqrt{(d + \delta)^2 + (d + s)^2 - 2(d + \delta)(d + s) \cos \xi} \right\}^\gamma \\
&= \left\{ \delta - \sqrt{\delta^2 + 2(d + \delta)(d + s) \cos \theta(s) - 2(d + \delta)(d + s) \cos \xi} \right\}^\gamma \\
&= \left\{ \delta - \sqrt{\delta^2 - 2(d + \delta)(d + s)(\cos \xi - \cos \theta(s))} \right\}^\gamma \\
&= \left\{ \frac{2(d + \delta)(d + s)(\cos \xi - \cos \theta(s))}{\delta + \sqrt{\delta^2 - 2(d + \delta)(d + s)(\cos \xi - \cos \theta(s))}} \right\}^\gamma \\
&\geq \left\{ \frac{d + \delta}{\delta} (d + s)(\cos \xi - \cos \theta(s)) \right\}^\gamma \\
&\geq \left\{ \frac{d(d + \delta)}{\delta} \right\}^\gamma (\cos \xi - \cos \theta(s))^\gamma.
\end{align*}
\]

This yields
\[
\int_0^{\theta(s)} (\tau^\varphi f(s, (d + s) \sin \xi) - 1) \sin \xi d\xi \geq \int_0^{\theta(s)} (\tau^\varphi (\cos \xi - \cos \theta(s))^\gamma - 1) \sin \xi d\xi \\
= \int_0^{1 - \cos \theta(s)} (\tau^\varphi \sigma^\gamma - 1) d\sigma,
\]

where
\[
C' = C \left\{ \frac{d(d + \delta)}{\delta} \right\}^\gamma.
\]

Here we have
\[
1 - \cos \theta(s) = \frac{s(2\delta - s)}{2(d + s)(d + \delta)} \\
\geq \frac{\delta s}{2(d + \delta)^2}.
\]

Thus one gets
\[
\int_0^{\theta(s)} (\tau^\varphi f(s, (d + s) \sin \xi) - 1) \sin \xi d\xi \geq \int_0^{\theta(s)} (\tau^\varphi \sigma^\gamma - 1) d\sigma,
\]

where
\[
C'' = \frac{\delta}{2(d + \delta)^2}.
\]
Therefore, we obtain
\[ I \geq d^2 \int_0^\delta e^{-2\tau^\frac{\theta}{\beta} s} ds \int_0^{C'' s} (\tau^{C'\sigma^\gamma} - 1) d\sigma. \]

Integrating by parts, we obtain
\[
\int_0^\delta e^{-2\tau^\frac{\theta}{\beta} s} ds \int_0^{C'' s} (\tau^{C'\sigma^\gamma} - 1) d\sigma
\]
\[
= -\frac{1}{2\tau^\frac{\theta}{\beta}} \left( [e^{-2\tau^\frac{\theta}{\beta} s} \int_0^{C'' s} (\tau^{C'\sigma^\gamma} - 1) d\sigma]_{s=0}^{s=\delta} - C'' \int_0^\delta e^{-2\tau^\frac{\theta}{\beta} s} (\tau^{C_3 s^\gamma} - 1) ds \right)
\]
\[
= \frac{C''}{2\tau^\frac{\theta}{\beta}} \int_0^\delta e^{-2\tau^\frac{\theta}{\beta} s} (\tau^{C_3 s^\gamma} - 1) ds - \frac{e^{-2\tau^\frac{\theta}{\beta} s}}{2\tau^\frac{\theta}{\beta}} \int_0^\delta (\tau^{C'\sigma^\gamma} - 1) d\sigma.
\]

Set
\[ C_3 = C''(C')^\gamma. \]

Since we have
\[ \int_0^{C'' \delta} (\tau^{C'\sigma^\gamma} - 1) d\sigma = O(\tau^{C_3 \delta^\gamma}), \]

one gets
\[ 2\tau^\frac{\theta}{\beta} I \geq C'' \int_0^\delta e^{-2\tau^\frac{\theta}{\beta} s} (\tau^{C_3 s^\gamma} - 1) ds + O(\tau^{-\infty}). \]

For simplicity, we write \( C_3 = C \). We have
\[ \int_0^\delta e^{-2\tau^\frac{\theta}{\beta} s} (\tau^{C_3 s^\gamma} - 1) ds = -\frac{1}{2\tau^\frac{\theta}{\beta}} \int_0^\delta (e^{-2\tau^\frac{\theta}{\beta} s})'(\tau^{C_3 s^\gamma} - 1) ds
\]
\[ = \frac{C\gamma}{2} \tau^{-\frac{\theta}{\beta}} \log \tau \int_0^\delta e^{-2\tau^\frac{\theta}{\beta} s} \tau^{C_3 s^\gamma} s^{\gamma-1} ds + O(\tau^{-\frac{\theta}{\beta}} e^{-2\tau^\frac{\theta}{\beta} \delta} (\tau^{C_3 \delta^\gamma} - 1))
\]
\[ = \frac{C\gamma}{2} \tau^{-\frac{\theta}{\beta}} \left( \log \tau \int_0^\delta e^{-2\tau^\frac{\theta}{\beta} s} \tau^{C_3 s^\gamma} s^{\gamma-1} ds + O(\tau^{-\infty}) \right)
\]
\[ = \frac{C\gamma}{2} \tau^{-\frac{\theta}{\beta}} \log \tau (K(\tau) + O(\tau^{-\infty})),
\]

where
\[ K(\tau) \equiv \int_0^\delta e^{-2\tau^\frac{\theta}{\beta} s} \tau^{C_3 s^\gamma} s^{\gamma-1} ds. \]

Let \( \tau \geq 1 \). Since \( \tau^{C_3 s^\gamma} \geq 1 \), we have
\[ K_p(\tau) \geq 2^{-\gamma} \tau^{-\frac{\theta}{\beta} \gamma} \int_0^{2\tau^\frac{\theta}{\beta} \delta} e^{-t} t^{\gamma-1} dt. \]
This yields
\[ \liminf_{\tau \to \infty} \tau^{\frac{2}{\gamma}} K(\tau) \geq 2^{-\gamma} \int_0^\infty e^{-t} t^{\gamma - 1} dt = \frac{\Gamma(\gamma)}{2^\gamma}. \]

Therefore we obtain
\[ \liminf_{\tau \to \infty} \tau^{\frac{2}{\gamma}(\gamma + 1)} (\log \tau)^{-1} \int_0^\delta e^{-2\tau \frac{2}{\gamma}} (\tau^{C_3 \gamma} - 1) ds \geq \frac{C_3 \Gamma(\gamma + 1)}{2^{\gamma + 1}}, \]

Thus, we obtain
\[ \liminf_{\tau \to \infty} 2\tau^{\frac{2}{\gamma}(\gamma + 2)} (\log \tau)^{-1} I \geq \frac{C'' \Gamma(\gamma + 1)}{2^{\gamma + 1}}. \]

Summing up, from this together with (4.8) we see that the \( \lambda \) on (3.7) should be
\[ \lambda = \begin{cases} \beta(m + 3) - C & \text{if } \gamma = 0, \\ \beta(m + 2) + \frac{\beta}{2} (\gamma + 2) + \epsilon & \text{if } 0 < \gamma, \end{cases} \]

where \( \epsilon \) is an arbitrary positive number.

### 4.2. The case when \( \ast = \text{int} \)

A combination of (4.2) and (4.4) gives, for all \( x \in B_{R_1} \)
\[ v_{\text{int,}m}(x)^2 \geq C_3^2 \bar{\tau}^{-2(m+2)} \left( \frac{\sinh \bar{\tau} |x - p|}{|x - p|} \right)^2 e^{-2R_1 \bar{\tau}} \]

and
\[ v_{\text{int,}m}(x)^2 \leq C_4^2 \bar{\tau}^{-2(m+2)} \left( \frac{\sinh \bar{\tau} |x - p|}{|x - p|} \right)^2 e^{-2R_1 \bar{\tau}}, \]

where \( C_3 \) and \( C_4 \) are positive constants independent of \( \tau \).

From (4.10) and \( R_1 - R_D(p) = \text{dist} (\bar{B}_{R_2} \setminus B_{R_1}, D) \) we obtain (2.16) for \( \ast = \text{int} \).

We make a reduction to a simple geometry along the lines of the proof of Lemma 4.3 in [19]. Let \( \tau \geq 1 \). The \( D \) is contained in the open ball \( B_{R_D(p)} \) centered at \( p \) with radius \( R_D(p) \) and \( B_{R_D(p)} \subseteq B_{R_1} \). Choose a point \( q \in \partial D \) such that \( |q - p| = R_D(p) \). Since \( \partial D \) is \( C^2 \), one can find an open ball \( B' \) with radius \( \delta < \frac{\rho}{2} \) and centered at \( q - \delta \nu_q \) such that \( B' \subseteq D \) and \( \partial B' \cap \partial D = \{ q \} \). Then dist \((\bar{B}_{R_2} \setminus B_{R_1}, B') = R_1 - R_D(p) = \text{dist}(\bar{B}_{R_2} \setminus B_{R_1}, D) \) and dist \((x, \partial B') \leq \text{dist}(x, \partial D) \) for all \( x \in B' \). Thus, for all \( x \in B' \) we have \( \tau_{C \text{dist}(x, \partial D)^\gamma} \geq \tau_{C \text{dist}(x, \partial B')^\gamma} \geq 1 \). Therefore it suffices to prove (3.7) in the case when \( D = B' \). Up to this point, it is the same as above.

Set \( \rho = R_D(p) \) and let \( 0 < \delta' < \delta \) and \( B'' \) be the open ball with radius \( \rho - \delta' \) centered at \( p \). We make use of the parametrization of the set \( B' \setminus \bar{B}'' \) which is essentially same as that used in [19]:
\[ B'' \setminus \bar{B}' = \cup_{0 < s < \delta'} \{ p + (\rho - s)\omega | \omega \in S(s) \}, \]
where
\[ S(s) = \{ \omega \in S^2 | \omega \cdot \nu_q > \cos \theta(s) \} \]
and the \( \theta(s) \) is the unique solution of the equation
\[ \cos \theta = \frac{(\rho - \delta')^2 + (\rho - s)^2 - \delta'^2}{2(\rho - \delta')(\rho - s)}. \]
Choose two linearly independent unit vectors $b$ and $c$ in such a way that $b \cdot c = 0$ and $b \times c = \nu_q$. Then we have the expression

$$B' \setminus \overline{B^r} = \{ \Upsilon(s, r, \theta) \mid 0 < s < \delta', 0 \leq r < (\rho - s)\sin \theta(s), 0 \leq \theta < 2\pi \},$$

where

$$\Upsilon(s, r, \theta) = p + \sqrt{(\rho - s)^2 - r^2} \nu_q + r(\cos \theta b + \sin \theta c).$$

We have

$$\det \Upsilon'(s, r, \theta) = -\frac{r(\rho - s)}{\sqrt{(\rho - s)^2 - r^2}}$$

and

$$\text{dist} (x, \partial B') = \delta' - |x - (p + (\rho - \delta')\nu_q)|$$

$$= \delta' - \sqrt{(\rho - \delta' - \sqrt{(\rho - s)^2 - r^2})^2 + r^2},$$

where $x = \Upsilon(s, r, \theta)$.

The change of variables $x = \Upsilon(s, r, \theta)$ yields, for all $\tau \geq 1$

$$\int_{B'} (\tau^C \text{dist} (x, \partial B')^\gamma - 1) \left( \frac{\sinh \tilde{\tau} |x - p|}{|x - p|} \right)^2 e^{-2R_1 \tilde{\tau}} \, dx$$

$$\geq \int_{B' \setminus B''} (\tau^C (\delta' - |x - (p + (\rho - \delta')\nu_q)|)^\gamma - 1) \left( \frac{\sinh \tilde{\tau} |x - p|}{|x - p|} \right)^2 e^{-2R_1 \tilde{\tau}} \, dx$$

$$= \int_0^{\delta'} ds \int_0^{(\rho-s)\sin \theta(s)} dr \int_0^{2\pi} d\theta \frac{r(\rho - s)}{\sqrt{(\rho - s)^2 - r^2}} \left( \frac{\sinh \tilde{\tau} (\rho - s)}{\rho - s} \right)^2 e^{-2R_1 \tilde{\tau}} (\tau^C f(s, r) - 1)$$

$$= 2\pi e^{-2(R_1 - \rho^2)R_1} \int_0^{\delta'} ds \int_0^{(\rho-s)\sin \theta(s)} dr \frac{r}{\sqrt{(\rho - s)^2 - r^2}} \frac{e^{-2\rho^2 \tilde{\tau} \sinh^2 \tilde{\tau} (\rho - s)}}{\rho - s} (\tau^C f(s, r) - 1),$$

where

$$f(s, r) = \left\{ \delta' - \sqrt{(\rho - \delta' - \sqrt{(\rho - s)^2 - r^2})^2 + r^2} \right\}^\gamma.$$

Making the change of variable

$$r = (\rho - s) \sin \xi, \quad 0 < \xi < \theta(s),$$

we have

$$I' \equiv \int_0^{\delta'} ds \int_0^{(\rho-s)\sin \theta(s)} dr \frac{r}{\sqrt{(\rho - s)^2 - r^2}} \frac{e^{-2\rho^2 \tilde{\tau} \sinh^2 \tilde{\tau} (\rho - s)}}{\rho - s} (\tau^C f(s, r) - 1)$$

$$= \int_0^{\delta'} ds e^{-2\rho^2 \tilde{\tau} \sinh^2 \tilde{\tau} (\rho - s)} \int_0^{\theta(s)} (\tau^C f(\delta, (\rho-s)\sin \xi) - 1) \sin \xi \, d\xi.$$
Here using
\[(\rho - \delta')^2 + (\rho - s)^2 = \delta''^2 + 2(\rho - s)(\rho - \delta') \cos \theta(s),\]
we have
\[f(s, (\rho - s) \sin \xi) = \left\{ \delta' - \sqrt{(\rho - \delta') - (\rho - s) \cos \xi}^2 + (\rho - s)^2 \sin^2 \xi \right\}^{\gamma}\]
\[= \left\{ \delta' - \sqrt{(\rho - \delta')^2 + (\rho - s)^2 - 2(\rho - \delta')(\rho - s) \cos \xi} \right\}^{\gamma}\]
\[= \left\{ \delta' - \sqrt{\delta''^2 + 2(\rho - \delta')(\rho - s) \cos \theta(s) - 2(\rho - \delta')(\rho - s) \cos \xi} \right\}^{\gamma}\]
\[= \left\{ \delta' - \sqrt{\delta''^2 - 2(\rho - \delta')(\rho - s)(\cos \xi - \cos \theta(s))} \right\}^{\gamma}\]
\[= \left\{ \frac{2(\rho - \delta')(\rho - s)(\cos \xi - \cos \theta(s))}{\delta' + \sqrt{\delta''^2 - 2(\rho - \delta')(\rho - s)(\cos \xi - \cos \theta(s))}} \right\}^{\gamma}\]
\[\geq \left\{ \frac{(\rho - \delta')^2}{\delta'}(\rho - s)(\cos \xi - \cos \theta(s)) \right\}^{\gamma}\]
\[\geq \left\{ \frac{(\rho - \delta')^2}{\delta'} \right\}^{\gamma} \cos \xi - \cos \theta(s)\right\}^{\gamma}.\]

This yields
\[\int_0^{\theta(s)} \left( \tau^{C^{(f(s, (\rho - s) \sin \xi)) - 1)} \sin \xi d\xi \right) \geq \int_0^{\theta(s)} \left( \tau^{C'(\cos \xi - \cos \theta(s)) - 1)} \sin \xi d\xi \right)
= \int_0^{\tau^{1 - \cos \theta(s)}} \left( \tau^{C'' - 1)} \right) \left. \frac{d\sigma}{\sigma} \right.,\]
where
\[C'' = C \left\{ \frac{(\rho - \delta')^2}{\delta'} \right\}^{\gamma}.\]

Here we have
\[1 - \cos \theta(s) = \frac{s(2\delta' - s)}{2(\rho - s)(\rho - \delta')}
\[\geq \frac{\delta's}{2\rho(\rho - \delta')}.\]

Thus one gets
\[\int_0^{\theta(s)} \left( \tau^{C^{(f(s, (\rho - s) \sin \xi)) - 1)} \sin \xi d\xi \right) \geq \int_0^{C''_{\rho}s} \left( \tau^{C'' - 1)} \right) \left. \frac{d\sigma}{\sigma} \right.,\]
where

\[ C''' = \frac{\delta}{2\rho(\rho - \delta')} . \]

Therefore, we obtain

\[ I' \geq e^{-2\rho\tilde{\tau}} \int_0^{\delta'} ds \sinh^2 \tilde{\tau} (\rho - s) \int_0^{C''\gamma} (\tau C''\gamma - 1)d\sigma. \]  \tag{4.12}

Since we have

\[ \int \sinh^2 x dx = \frac{e^{2x} - e^{-2x}}{8} - \frac{x}{2}, \]

integration by parts yields

\[ e^{-2\rho\tilde{\tau}} \int_0^{\delta'} ds \sinh^2 \tilde{\tau} (\rho - s) \int_0^{C''\gamma} (\tau C''\gamma - 1)d\sigma \]

\[ = -\tilde{\tau}^{-1} e^{-2\rho\tilde{\tau}} \left\{ \left[ \left( \frac{e^{2\tilde{\tau}(\rho - s)} - e^{-2\tilde{\tau}(\rho - s)}}{8} - \frac{\tilde{\tau} (\rho - s)}{2} \right) \int_0^{C''\gamma} (\tau C''\gamma - 1)d\sigma \right]_{s=0}^{s=\delta'} \right. \]

\[ - \int_0^{\delta'} \left( \frac{e^{2\tilde{\tau}(\rho - s)} - e^{-2\tilde{\tau}(\rho - s)}}{8} - \frac{\tilde{\tau} (\rho - s)}{2} \right) C''' (\tau C''\gamma - 1) ds \right\} \]

\[ = -\tilde{\tau}^{-1} e^{-2\rho\tilde{\tau}} \left( \frac{e^{2\tilde{\tau}(\rho - \delta')} - e^{-2\tilde{\tau}(\rho - \delta')}}{8} - \frac{\tilde{\tau} (\rho - \delta')}{2} \right) \int_0^{C''\delta'} (\tau C''\gamma - 1)d\sigma \]

\[ + \tilde{\tau}^{-1} e^{-2\rho\tilde{\tau}} C''' \int_0^{\delta'} \left( \frac{e^{2\tilde{\tau}(\rho - s)} - e^{-2\tilde{\tau}(\rho - s)}}{8} - \frac{\tilde{\tau} (\rho - s)}{2} \right) (\tau C''\gamma - 1) ds \]

\[ = O(\tilde{\tau}^{-1} e^{-2\tilde{\tau}\delta'} + \tilde{\tau}^{-1} e^{-2\tilde{\tau}(2\rho - \delta')} + e^{-2\rho\tilde{\tau}}) \int_0^{C''\delta'} (\tau C''\gamma - 1)d\sigma \]

\[ + \tilde{\tau}^{-1} \frac{C'''}{8} \int_0^{\delta'} e^{-2\tilde{\tau}s} (\tau C''\gamma - 1) ds + O(\tilde{\tau}^{-1} e^{-2\tilde{\tau}(2\rho - \delta')} + e^{-2\rho\tilde{\tau}}) \int_0^{\delta'} (\tau C''\gamma - 1) ds \]  \tag{4.13}

Here we have

\[ \int_0^{C''\delta'} (\tau C''\gamma - 1)d\sigma = O(C_4) \]

and

\[ \int_0^{\delta'} (\tau C''\gamma - 1) ds = O(C_5), \]

where

\[ C_4 = C''(C'''\delta')^\gamma, \quad C_5 = C''(\delta')^\gamma. \]
Therefore from this together with (4.12) and (4.13) we obtain

\[ I' \geq \tilde{\tau}^{-1} \frac{C''}{8} \int_0^{\delta'} e^{-2\tilde{\tau}s} (\tau C'' s^\gamma - 1) \, ds + O(\tau^{-\infty}). \tag{4.14} \]

Consider the case when \( \gamma = 0 \). From (4.14) we have

\[ I' \geq \tilde{\tau}^{-1} \frac{C''}{8} (\tau C'' - 1) \int_0^{\delta'} e^{-2\tilde{\tau}s} \, ds + O(\tau^{-\infty}) \]

and thus

\[ \liminf_{\tau \to \infty} \tau^{\beta - C''} I' > 0. \tag{4.15} \]

Next let \( \gamma > 0 \). It follows from the case when \( \star = \text{ext} \) and \( \gamma > 0 \) one has

\[ \liminf_{\tau \to \infty} \frac{2(\gamma+1)}{(\log \tau)^{-1}} \int_0^{\delta'} e^{-2\tilde{\tau}s} (\tau C'' s^\gamma - 1) \, ds \geq \frac{C_3 \Gamma(\gamma + 1)}{2^{\gamma + 1}}. \]

Thus from (4.14) one gets

\[ \liminf_{\tau \to \infty} 8\tau^{\frac{2(\gamma+1)}{(\log \tau)^{-1}}} I' \geq \frac{C'' C_3 \Gamma(\gamma + 1)}{2^{\gamma + 1}}. \tag{4.16} \]

Noting \( R_1 - \rho = \text{dist} (K_{\text{int}}, D) \), from (4.9), (4.11), (4.15) and (4.16) we see that the \( \lambda \) on (3.7) should be

\[ \lambda = \begin{cases} 
\beta(m+3) - C'' & \text{if } \gamma = 0, \\
\beta(m+2) + \frac{\beta}{2}(\gamma+2) + \epsilon & \text{if } 0 < \gamma,
\end{cases} \]

where \( \epsilon \) is an arbitrary positive number.

5. Some additional remark

(1) It seems that the growth order of the absolute value of the function \( e^{\frac{\alpha_0}{2}\tau} I_{*,m}(\tau) \) in Theorem 1.1 as \( \tau \to \infty \) for \( T > 2\text{dist} (K_*, D) \) becomes worse if \( \gamma \) or \( m \) is large. See (3.12) with (3.11), (3.15) with (3.14) and \( \lambda \) with \( \beta = \alpha_0 \) in the end of Subsection 4.1 in the case \( \star = \text{ext} \) and Subsection 4.2 in the case \( \star = \text{int} \).

(2) Replace \( g_{*,m} \) in Proposition 1.1 with \( g_{*,m_1,m_2} \) given by

\[ g_{*,m_1,m_2}(x,t) = \frac{e^t}{2\pi} \int_{-\infty}^{\infty} e^{its} (1 + is)^{-5} w_{*,m_1,m_2}^0(x,1+is) \, ds, \quad x \in \partial \Omega, \quad t \in [0, \infty], \]

where the function \( w_{*,m_1,m_2}^0 \in H^2(\mathbb{R}^3) \) is the unique solution of the equation

\[ (\Delta - \tau^{\alpha_0}) w_{*,m_1,m_2}^0 + \tau^{\alpha_0-1} \Phi_*(x) = 0, \quad x \in \mathbb{R}^3, \]

and \( \Phi_* \) an arbitrary fixed measurable function of \( x \in \mathbb{R}^3 \) such that

\[ C^{-1} \Psi_{*,m_1}(x) \leq \Phi_*(x) \leq C \Psi_{*,m_2}(x) \quad \text{a.e. } x \in \mathbb{R}^3 \tag{5.1} \]

with some \( m_1, m_2 = 0, 1, \ldots \) and \( C > 0 \).

It is easy to see that the proof of Proposition 1.1 still works also for this case since the concrete form of \( \Phi_* \) is not used therein.
Then, one can define a new indication function by trivial replacements of $w_{0,m}^{0}$ and $u_{*,m}$ on (1.8). We see that Lemma 3.1 where the old indicator function replaced with this new one, is valid by replacing $w_{0,m}^{0}$ on (3.1) and (3.2) with $w_{*,m_{1},m_{2}}^{0}$. Besides, by virtue of assumption (5.1), for $\tau > 1$, we have

$$w_{*,m_{1}}^{0}(x) \leq w_{*,m_{1},m_{2}}^{0}(x) \leq w_{*,m_{2}}^{0}(x) \quad \text{a.e.} x \in \mathbb{R}^3.$$  

Thus, the estimates for the new indicator function corresponding to (3.3), (3.4) and (3.5) are valid under the replacements: $m$ of $W_{*,m}^{0}$ on (3.3) with $m_{2}$ and (3.4) and (3.5) with $m_{1}$. Hereafter the proof of Theorem 1.1 works also for the new indicator function and one gets the corresponding result to Theorem 1.1.

Acknowledgments

MI was partially supported by the Grant-in-Aid for Scientific Research (C)(No. 17K05331) and (B)(No. 18H01126) of Japan Society for the Promotion of Science. The work of YK was partially supported by the French National Research Agency ANR (project Multi-Onde) grant ANR-17-CE40-0029.

References

[1] Adams, E.E., and Gelhar, L.W., Field study of dispersion in a heterogeneous aquifer 2. Spatial moments analysis, Water Resources Res., 28 (1992), 3293-3307.

[2] Alimov, S., and Ashurov, R., Inverse problem of determining an order of the Caputo time-fractional derivative for a subdiffusion equation, J. Inverse Ill-Posed Probl., 28 (2020), 651-658.

[3] Atangana, A. and Oukouomi Noutchie, S. C., Stability and convergence of a time-fractional variable order Hantush aquation for a deformable aquifer, Abstract and Applied Analysis (2013), 1-8.

[4] Brezis, H., Functional analysis, Sobolev spaces and partial differential equations, Springer, New York, 2011.

[5] Carcione, J., Sanchez-Sesma, F., Luzón, F., and Perez Gavilán, J., Theory and simulation of time-fractional fluid diffusion in porous media, Journal of Physics A: Mathematical and Theoretical, 46 (2013), 345501.

[6] Chen, W., Zhang, J., and Zhang, J., Variable-order time-fractional derivative model for chloride ions sub-diffusion in concrete structures, Fractional Calculus and Applied Analysis, 13 (2013), 76-84.

[7] Cheng, J., Nakagawa, J., Yamamoto, M., and Yamazaki, T., Uniqueness in an inverse problem for a one-dimensional fractional diffusion equation, Inverse Problems, 25 (2009), 115002.

[8] Fedotov, S., and Falconer, S., Subdiffusive master equation with space-dependent anomalous exponent and structural instability, Phys. Rev. E, 85 (2012), 031132.

[9] Fedotov, S., and Han, D., Asymptotic behavior of the solution of the space dependent variable order fractional diffusion equation: ultraslow anomalous aggregation, Physical Review Letters, 123 (2019), 050602.

[10] Glöckle, W. G., and Nonnenmacher, T. F., A Fractional Calculus Approach to Self-Similar Protein Dynamics, Biophys. J., 68 (1995), 46-53.

[11] Hatano, Y., Nakagawa, J., Wang, S., and Yamamoto, M., Determination of order in fractional diffusion equation, J. Math-for-Ind., 5A (2013), 51-57.

[12] Ikehata, M., Size estimation of inclusion, J. Inverse Ill-Posed Problems, 6 (1998), No.2, 127-140.

[13] Ikehata, M., Reconstruction of a source domain drom the Cauchy data, Inverse Problems, 15(1999), 637-645.

[14] Ikehata, M., Enclosing a polygonal cavity in a two-dimensional bounded domain from Cauchy data, Inverse Problems, 15(1999), 1231-1241
[15] Ikehata, M., Reconstruction of the support function for inclusion from boundary measurements, J. Inverse Ill-Posed Problems, 8 (2000), 367-378.
[16] Ikehata, M., On finding an obstacle embedded in the rough background medium via the enclosure method in the time domain, Inverse Problems, 31 (2015) 085011(21pp).
[17] Ikehata, M., The enclosure method for inverse obstacle scattering over a finite time interval: IV. Extraction from a single point on the graph of the response operator, J. Inverse Ill-Posed Probl., 25 (2017), No.6, 747-761.
[18] Ikehata, M., On finding a cavity in a thermoelastic body using a single displacement measurement over a finite time interval on the surface of the body, J. Inverse Ill-Posed Probl., 26 (2018), No. 3, 369-394.
[19] Ikehata, M., The enclosure method for inverse obstacle scattering over a finite time interval: VI. Using shell-type initial data, J. Inverse Ill-Posed Probl., 28 (2020), No.3, 349-366.
[20] Ikehata, M., The enclosure method using a single point on the graph of the response operator for the Stokes system, [arXiv:2010.02435] math.AP, 2020, submitted to J. Inverse Ill-Posed Probl., August 24, 2020.
[21] Janno, J., Determination of the order of fractional derivative and a kernel in an inverse problem for a generalized time fractional diffusion equation, Electron. J. Differential Equations, 28 (2016), pages Paper No. 199.
[22] Janno, J., and Kinash, N., Reconstruction of an order of derivative and a source term in a fractional diffusion equation from final measurements, Inverse Problems, 34 (2018), 025007.
[23] Jin, B., and Kian, Y., Recovering multiple fractional orders in time-fractional diffusion in an unknown medium, Proceedings of the Royal Society A, 477 (2021), 20210468.
[24] Jin, B., and Kian, Y., Recovery of the order of derivation for fractional diffusion equations in an unknown medium, to appear in SIAM J. Appl. Math.
[25] Jin, B., and Rundell, W., A tutorial on inverse problems for anomalous diffusion processes, Inverse problems, 31 (2015), 035003.
[26] Kian, Y., Simultaneous determination of coefficients and internal source of a diffusion equation from a single measurement, preprint, [arXiv:2007.08947].
[27] Kian, Y., Equivalence of definitions of solutions for some class of fractional diffusion equations, preprint, [arXiv:2111.06168].
[28] Kian, Y., and Yamamoto, M., Well-posedness for weak and strong solutions of non-homogeneous initial boundary value problems for fractional diffusion equations, Fract. Calc. Appl. Anal., 24 (2021), 168-201.
[29] Kian, Y., Soccorsi, É. and Yamamoto, M., On time-fractional diffusion equations with space-dependent variable order, Ann. Henri Poincaré, 19(2018), 3855-3881.
[30] Li, Z., Liu, Y., and Yamamoto, M., Inverse problems of determining parameters of the fractional partial differential equations, In Handbook of Fractional Calculus with Applications. Vol. 2, pages 431–442. De Gruyter, Berlin, 2019.
[31] Liao, K., and Wei, T., Identifying a fractional order and a space source term in a time-fractional diffusion wave equation simultaneously, Inverse Problems, 35 (2019), 115002.
[32] Li, Z., and Zhang, Z., Unique determination of fractional order and source term in a fractional diffusion equation from sparse boundary data, Inverse Problems, 36 (2020), 115013.
[33] Li, Z., Imamura, Y., and Yamamoto, M., Uniqueness in inverse boundary value problems for fractional diffusion equations, Inverse Problems, 32 (2016), 015004.
[34] Li, Z., and Yamamoto, M., Uniqueness for inverse problems of determining orders of multi-term time-fractional derivatives of diffusion equation, Appl. Anal., 94 (2015), 570-579.
[35] Olver, F. W., Asymptotics and special functions, Academic Press, New York and London, 1974.
[36] Podlubny, I., Fractional differential equations, Academic Press, San Diego, 1999.
[37] Rudin, W., Real and complex analysis, McGraw Hill, New York, 1987.
[38] Smit, W., and De Vries, H., Rheological models containing fractional derivatives, Rheol. Acta 9(1970), 525-534.
[39] Stickler, B. A., and Schachinger, E., Continuous time anomalous diffusion in a composite medium, J. Phys. E. 84(2011), 021116.
[40] Sun, H., Chen, W. and Chen, Y., Variable-order fractional differential operators in anomalous diffusion modeling, Physica A, 388(2009), 4586-4592.
[41] Yamamoto, M., Uniqueness in determining fractional orders of derivatives and initial values, Inverse Probl. 37 (2021), 095006.
[42] Zhang, H., Li, G.-H., and Luo, M.-K., Fractional Feynman-Kac equation with space-dependent anomalous exponent, J. Stat. Phys. 152 (2013), 1194-1206.