Linear power corrections for two-body kinematics in the $q_T$ subtraction formalism
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Transverse-momentum cuts on undistinguished particles in two-body final states induce an enhanced sensitivity to low momentum scales. This undesirable feature, which ultimately leads to an instability of the fixed-order series, poses additional challenges to non-local subtraction schemes. In this letter, we address this issue for general colour-singlet processes within the $q_T$-subtraction formalism, focusing on neutral-current Drell–Yan production. We present a simple procedure to reduce the dependence on the slicing parameter from linear to quadratic, by accounting for the linear power corrections through an appropriate recoil prescription. We observe a dramatical improvement of the numerical convergence and a reduction of the systematic uncertainties. We also discuss how a linear dependence in $q_T$ can be avoided for Drell–Yan production by using staggered cuts, which, to the best of our understanding, could be used in experimental analyses. We show that our approach can be successfully applied also to on-shell ZZ production. We finally study diphoton production and verify that our approach is insufficient to capture the linear power corrections introduced by the isolation procedure. The recoil prescription is available in version 2.1 of MATRIX.

Accurate comparisons between experimental measurements and theoretical predictions are a key ingredient of the precision programme at the Large Hadron Collider (LHC). In order to minimize model-dependent assumptions as a source of bias in data–theory comparisons, experimental analyses at high energy colliders define fiducial regions close to the phase space accessible to the experiments. Within the fiducial phase space theoretical predictions can be compared directly with data without relying on models to extrapolate beyond the experimental acceptance.

The definition of the fiducial phase space translates to a set of cuts on kinematical variables of the detected particles, which typically involve their transverse momenta and (pseudo-)rapidities. In two-body final state systems, a lower limit on the transverse momenta of final state particles is usually applied. Typical choices in experimental analyses are the application of a common value for the minimum transverse momentum ($\text{symmetric cuts, henceforth}$) or a different value of the transverse momenta of the leading and subleading final state particles ($\text{asymmetric cuts}$). Other choices of cuts on the minimum transverse momentum are possible, although much less common; for instance, different cuts could be applied on identified particles in the final state, e.g. on the positive and negative leptons in neutral current Drell–Yan production ($\text{staggered cuts}$).

It was pointed out more than two decades ago [1–3] that the use of a common minimum transverse momentum cut on each particle in a two-body final state can spoil the convergence of the fixed-order series. This instability of the perturbative series is due to an enhanced sensitivity to soft radiation when the two particles are back-to-back in the transverse plane, which manifests itself in the form of large logarithmic contributions of the imbalance. Although initially pointed out in the context of dijet production, the poor behaviour of the perturbative series in the presence of symmetric cuts affects also other relevant collider processes, such as neutral-current Drell–Yan production or the two-body decays of a Higgs boson.

The enhanced sensitivity to soft radiation when symmetric cuts are applied poses a challenge [4–7] to non-local subtraction methods, such as $q_T$-subtraction [8] or $N$-jettiness subtraction [9,11]. In the context of $q_T$ subtraction for colour-singlet production the problem is related to the fact that the scaling of missing power corrections is changed from being quadratic [12–16] to linear in $q_T$ [17,18]. In order to correctly compute perturbative corrections, one should ideally lower the technical slicing cutoff to very small values and/or perform an extrapolation to a vanishing cutoff, which affects stability and performance of these methods especially at higher orders. This situation challenges the applicability of these subtraction methods for benchmark processes like neutral-current Drell–Yan production, where symmetric cuts have been used in the past and a particularly high precision is demanded.

As a consequence of the observations made in Refs. [13], experimental analyses started to define fiducial regions by applying asymmetric cuts on the transverse momenta of the leading and subleading final-state particles (ordered in transverse momentum) in processes with a two-body final state. The use of asymmetric cuts is now common practice in the definition of the fiducial phase space, for instance in recent $H \rightarrow \gamma \gamma$ analyses at the LHC [17,18]. Nevertheless, symmetric cuts are still in use in various experimental analyses, most notably in some neutral-current Drell–Yan measurements, see e.g. Refs. [19,20]. However, relying on asymmetric cuts in general does not cure the problem of linear power corrections...
We start by recalling the formula for the cumulative cross section computed in the $q_T$-subtraction formalism \[ \sigma_{q_T-\text{sub}}(r_{\text{cut}}) = \int d\Phi_F H + \left[ \int d\Phi_{F+\text{jet}} \frac{d\sigma_{F+\text{jet}}}{d\Phi_{F+\text{jet}}} \theta(q_T/Q - r_{\text{cut}}) \right] = \int d\Phi_F \int dq_T \frac{d\sigma_{\text{CT}}}{d\Phi_F dq_T} \theta(q_T/Q - r_{\text{cut}}), \] (1)

where the hard-virtual function $H$ is independent of the transverse momentum $q_T$ of the colour-singlet system $F$ and defined on the Born phase space $\Phi_F$. The second term corresponds to the cross section for $F+\text{jet}$ production with the respective phase space denoted as $\Phi_{F+\text{jet}}$, while the $q_T$-subtraction counter term (CT) includes all contributions that are singular in the limit $q_T \to 0$ and is computed from the expansion of the $q_T$-resummation formula to the given fixed order in $\alpha_s$. As a consequence, the difference between the second and the third term in Eq. (1) contains only non-singular contributions in $q_T$. However, since both the $F+\text{jet}$ cross section and the (non-local) subtraction term diverge at small $q_T$, a $q_T$-slicing cutoff must be imposed in order to numerically compute the invariant in square brackets. Typically, a cutoff $r_{\text{cut}}$ is introduced on the dimensionless quantity $q_T/Q$, where $Q$ is the hard scale of the process.

Due to the presence of this slicing cutoff the cross section in Eq. (1) misses non-singular contributions below $r_{\text{cut}}$. While some work has been devoted to study such corrections in the inclusive case \cite{13, 16}, an exact computation for general processes in presence of fiducial cuts is more challenging. In Ref. \cite{21} the authors performed an all-order resummation of linPCs for Drell–Yan production, using a tensor decomposition of the hadronic and leptonic tensors, and showed that this is equivalent to resorting to a suitable recoil prescription as applied in the context of $q_T$ resummation \cite{31, 39}. In particular, the linPCs can be resummed to all orders in perturbation theory by boosting the leading-order kinematics to a frame in which the colour-singlet system has transverse momentum $q_T$ \cite{21}.

If such recoil prescription is implemented, also the expansion of the $q_T$-resummed result captures all the linPCs to a given order in $\alpha_s$. As a consequence, the missing linPCs below the $q_T$-slicing cutoff $r_{\text{cut}}$ can be included by computing the difference

\[ \Delta \sigma_{\text{linPCs}}(r_{\text{cut}}) = \int d\Phi_F \int_0^{r_{\text{cut}}} dr' \left( \frac{d\sigma_{\text{CT}}}{d\Phi_F dr'} \Theta_{\text{cuts}}(\Phi_F) - \frac{d\sigma_{\text{CT}}}{d\Phi_F dr'} \Theta_{\text{cuts}}(\Phi_F) \right), \] (2)
where $\Theta_{\text{cut}}(\Phi)$ collects the fiducial cuts on the phase space $\Phi$, and $\Phi_F^{\text{rec}}(\Phi_F, r')$ is the phase space where a recoil prescription has been applied. The technical parameter $\epsilon$ can be pushed to arbitrary low values $\epsilon > 0$ since the integral is finite and the cancelation between the two terms is local in $r'$. Thus, no large numerical cancellations appear after the integration, at variance with Eq. (1). The origin of the correction in Eq. (2) can be understood as follows: The first term provides an approximation of the $F$+jet cross section below the cutoff, including all singular terms in $q_T$ and the linPCs, while the second term is the usual subtraction term that removes all the singular contributions. Hence, what remains in their difference are the linPCs below $r_{\text{cut}}$, which can be directly added to Eq. (1) in order to correct the $q_T$-subtraction formula for linPCs. Note that Eq. (2) can also be derived directly from expanding the formula for the fixed-order matching of $q_T$-resummation with recoil prescription.

The contribution in Eq. (2) can be straightforwardly added to any numerical code that contains an implementation of the $q_T$-subtraction formalism.\(^1\) We have implemented this contribution in the MATRIX framework\(^2\) by using a boost from the Collins–Soper rest frame of the colour singlet system\(^3\) to the laboratory frame where it has transverse momentum equal to $q_T$\(^4\).\(^5\)\(^6\).\(^7\)\(^8\)\(^9\)\(^10\)\(^11\)\(^12\)\(^13\)\(^14\)\(^15\)\(^16\)\(^17\)\(^18\)\(^19\)\(^20\)\(^21\)\(^22\)\(^23\)\(^24\)\(^25\)\(^26\)\(^27\)\(^28\)\(^29\)\(^30\)\(^31\)\(^32\)\(^33\)\(^34\)\(^35\)\(^36\)\(^37\)\(^38\)\(^39\)\(^40\)\(^41\)\(^42\)\(^43\)\(^44\)\(^45\)\(^46\)\(^47\)\(^48\)\(^49\)\(^50\)\(^51\)\(^52\)\(^53\)\(^54\)\(^55\)\(^56\)\(^57\)\(^58\)\(^59\)\(^60\)\(^61\)\(^62\)\(^63\)\(^64\)\(^65\)\(^66\)\(^67\)\(^68\)\(^69\)\(^70\)\(^71\)\(^72\)\(^73\)\(^74\)\(^75\)\(^76\)\(^77\)\(^78\)\(^79\)\(^80\)\(^81\)\(^82\)\(^83\)\(^84\)\(^85\)\(^86\)\(^87\)\(^88\)\(^89\)\(^90\)\(^91\)\(^92\)\(^93\)\(^94\)\(^95\)\(^96\)\(^97\)\(^98\)\(^99\)\(^100\)

\[^{1}\text{In principle it can also be useful in the context of NNLO-matched predictions that include a } q_T\text{-slicing cutoff.}\]

\[^{2}\text{We have also considered other choices of boosts which yield almost undistinguishable results, in agreement with the observations made in Ref.}\]

\[^{3}\text{the effect being } O(r_{\text{cut}}^2).\]

---

Figure 1: Dependence of the NLO QCD Drell–Yan cross section, calculated in the $q_T$-subtraction method with (orange) and without (green) linPCs, on the cutoff $r_{\text{cut}}$, normalized to the reference CS result (blue) and with statistical errors. The horizontal lines show the respective $r_{\text{cut}} \to 0$ extrapolations, with their combined numerical and extrapolation uncertainties depicted as bands.
value renders the numerical integration much more efficient since the large cancellations between $F+\text{jet}$ cross section and counterterm in Eq. 1 are significantly reduced.

Moreover, the $r_{\text{cut}} \to 0$ extrapolation is fully compatible with the results obtained with a finite value of $r_{\text{cut}}$ in all the range considered in the plot. Whilst the extrapolated result (and its error) provides a more robust prediction than those obtained with finite values of $r_{\text{cut}}$, the consistency of the results across $r_{\text{cut}}$ when linPCs are included is particularly useful for distributions, for which an automated bin-wise extrapolation is supported only from version 2.1 of the MATRIX code (although already used before [45–52]).

While the NLO QCD results presented so far are instructive to study the effects of linPCs in comparison to a reference prediction, the inclusion of linPCs in the $q_T$-slicing cutoff becomes much more relevant at next-to-NLO (NNLO) in QCD perturbation theory. The evaluation of the $\mathcal{O}(\alpha_s^2)$ coefficient in MATRIX relies entirely on the $q_T$-subtraction method, and no $r_{\text{cut}}$-dependent NNLO QCD cross section can be computed with the code. In Figure 2 we study the $r_{\text{cut}}$ dependence of the NNLO QCD coefficient for different partonic channels, normalized to the respective $r_{\text{cut}} \to 0$ results with linPCs. The symbols for the partonic channels ($q\bar{q}$, $gg$, $qg$, $q(q')g'$) are defined as usually, i.e. symmetrically with respect to the beam directions: $gg$ for the gluon–gluon channel, $q\bar{q}$ including all (anti-)quark–gluon channels, $qg$ referring to the diagonal quark–(anti-)quark channels present already at leading order, and $q(q')g'$ collecting all remaining (anti-)quark–(anti-)quark channels such that the four categories sum up to the full result.

In Figure 3 we observe that the NNLO QCD coefficient features an analogous reduction in the $r_{\text{cut}}$ dependence when accounting for linPCs by including the contribution of Eq. 2. We note that starting from NNLO QCD the linear scaling can be enhanced by additional logarithms in $r_{\text{cut}}$ (i.e. terms of order $r_{\text{cut}} \ln^k(r_{\text{cut}})$, $k \in \{1, 2\}$), as can be seen from the figures. Like at NLO QCD the extrapolated $r_{\text{cut}} \to 0$ results are fully compatible, but the cross section with linPCs exhibits a considerably reduced $r_{\text{cut}}$ dependence with the advantages discussed above.

In Figure 4 we compare the NNLO correction in different partonic channels with the NNLOjet results [53, 54], which are obtained with the $r_{\text{cut}}$-independent antenna subtraction method [53, 54]. We use the same setup as discussed above, but we now take $\mu_F = \mu_R = \sqrt{m_T^2 + q_T^2}$. We observe a very good agreement, down to the $\mathcal{O}(1\%)$ level of the NNLO coefficient, in all the partonic channels.

We continue with the discussion of differential distributions within the fiducial phase-space selection. Figure 4 shows the rapidity distribution of the positively charged lepton ($y_{\ell^+}$) at NLO QCD (left) and at NNLO QCD (right) in the main panel. Results for the fixed values $r_{\text{cut}} = 1\%$ (dotted) and $r_{\text{cut}} = 0.15\%$ (dashed) with their statistical uncertainties indicated by error bars are shown with (orange) and without (green) linPCs in the upper and lower ratio panels,
Figure 4: Distribution in the rapidity of the anti-lepton for $r_{\text{cut}} = 1\%$ (dotted), $r_{\text{cut}} = 0.15\%$ (dashed), and $r_{\text{cut}} \to 0$ (solid with bands), with $\text{linPCs}$ (orange) and without (green) at NLO QCD (left) and NNLO QCD (right). For reference, the CS result is shown at NLO QCD (blue) and normalized to in the ratio, while at NNLO QCD the first panel is normalized to the $r_{\text{cut}} \to 0$ result without $\text{linPCs}$ and the second to the $r_{\text{cut}} \to 0$ result with $\text{linPCs}$.

Figure 5: Same as Figure 4 (left), but for the transverse momentum of the positively charged lepton.

respectively. The extrapolated $r_{\text{cut}} \to 0$ results with (orange) and without (green) $\text{linPCs}$ with their combined numerical and extrapolation uncertainties indicated by bands are depicted in both ratio panels. At NLO QCD all curves in the two ratio panels are normalized to the reference $r_{\text{cut}}$-independent CS result (blue), while at NNLO QCD all curves in the upper (lower) ratio panel are normalized to the extrapolated result without (with) $\text{linPCs}$.

The agreement at NLO QCD with the CS result is truly remarkable, especially considering the very fine binning. As expected, only the curve with a high cutoff ($r_{\text{cut}} = 1\%$) and without $\text{linPCs}$ is off by about 1%. Notably, this difference at $r_{\text{cut}} = 1\%$ is removed by including the $\text{linPCs}$. In all cases the extrapolated results are fully compatible with that of the CS calculation at the permille level and within the respective uncertainties.

At NNLO QCD we can appreciate the much better convergence in $r_{\text{cut}}$ when $\text{linPCs}$ are included. In the first ratio panel, which shows the curves without $\text{linPCs}$, the $r_{\text{cut}} = 0.15\%$ ($r_{\text{cut}} = 1\%$) result is about 0.5% (more than 1%) from the extrapolated result. By contrast, the curves including the $\text{linPCs}$ in the second ratio panel all agree within a few permille up to statistical fluctuations. Therefore, the much higher $r_{\text{cut}}$ value of 1% would be sufficient to obtain a reliable prediction, which requires substantially less computing time than pushing $r_{\text{cut}}$ down to very low values to perform a proper extrapolation. We also observe that
the extrapolated predictions with and without linPCs agree at the level of a few permille, fully covered by the respective uncertainty bands.

We have considered various observables of the leptonic final states in Drell–Yan production, and the $y_{\ell\ell}$ distribution turned out to exhibit the largest effects, while similar conclusions can be drawn for all others. One exception marks, however, the $m_{Z}/2$ threshold in the transverse-momentum distribution of each lepton ($p_{T,\ell}$), as shown in Figure 6 which is perturbatively not well-behaved \cite{56}. Due to the uncancelled large logarithmic contribution in the region $p_{T,\ell} \sim m_{Z}/2$ the presence of the cutoff $r_{\text{cut}}$ causes a discrepancy with a calculation using a local subtraction, which cannot be recovered by applying a recoil prescription, as observed in Ref. \cite{21} for charged-current Drell–Yan production. Since this threshold region can be appropriately described only by a resummed calculation and not at fixed order, we do not consider this a drawback of our approach. We note that the numerical extrapolation $r_{\text{cut}} \to 0$ exhibits a reasonable convergence to a local fixed-order calculation also in that region.

As discussed above, applying asymmetric cuts on the transverse momenta of leading and subleading leptons does not cure the issue of linPCs. We recall that this is a more fundamental problem than just a technical complication for slicing approaches, since the linear dependence in $q_{T}$ ultimately leads to a factorial growth of the coefficients in the perturbative series \cite{22}. Only when using staggered cuts, i.e. different transverse-momentum thresholds for each individual lepton identified by its charge, these problems are avoided entirely. In Figure 6 we demonstrate this by showing the NNLO QCD cross sections as functions of $r_{\text{cut}}$ for both asymmetric and staggered cuts, normalized to the respective $r_{\text{cut}} \to 0$ results with linPCs. In either case we have kept the same setup as described above, but lowered the transverse-momentum threshold for the softer (negatively charged) lepton to 25 GeV in the asymmetric-cuts (staggered-cuts) scenario.

We observe the same pattern for asymmetric as for symmetric cuts, with a similarly large and linear $r_{\text{cut}}$ dependence (but with opposite sign) without linPCs and a significant reduction when linPCs are included. On the contrary, the $r_{\text{cut}}$ dependence for staggered cuts is completely flat, as already pointed out in Ref. \cite{4}. In fact, the inclusion of the contribution in Eq. (2) has practically no impact due to the absence of recoil-driven linPCs for staggered cuts.

We stress that the cutoff dependence in $q_{T}$ subtraction due to missing power corrections is expected to be quadratic in general for QCD corrections to colour singlet production processes \cite{13,10}, unless there are specific fiducial cuts rendering them linear, like for instance symmetric/asymmetric cuts in two-body final states or smooth-cone isolation \cite{58} in photon production processes. This observation is in line with the findings for single-boson and diboson processes in Ref. \cite{4}. In conclusion, we observe that a difference $\delta p_{T}$ of 2 GeV between electron and positron transverse-momentum thresholds is sufficient to eliminate the linear dependence. This is in line with an explicit calculation of power corrections in the fiducial acceptance, which shows that, in most of the phase space, linear power corrections are absent as long as $q_{T} < \delta p_{T}$ \cite{22}. Due to the aforementioned instabilities related to the presence of a linear dependence in $q_{T}$, staggered cuts constitute a feasible option for future analyses, alongside alternative cuts \cite{22} that we did not consider here.

Next, we would like to add few comments on the results shown in Ref. \cite{7} about the intrinsic uncertainties of non-local subtraction methods for the computation of higher-order corrections in Drell–Yan production. Given the particularly high precision of Drell–Yan measurements and the resulting demand for very accurate theory predictions, full control on the systematic uncertainties associated to $q_{T}$ subtraction is highly desirable. This is crucial not only in the context of NNLO QCD corrections, but also for recent developments of computing next-to-NNLO (N$^{3}$LO) cross sections using $q_{T}$ subtraction \cite{23,59,61}.

While Matrix results (at fixed $r_{\text{cut}}$) are within about 1% of those obtained with FEWZ \cite{62}, for most neutral-current Drell–Yan production distributions shown in Ref. \cite{7} they deviate from FEWZ by a few-percent in the first two bins of the dilepton rapidity ($y_{\ell\ell}$) distribution in a very specific setup, shown in the rightmost plot of Figure 6 of that paper. In this setup, the harder lepton is in the central rapidity region ($|y_{\ell}| < 2.5$), while the softer is forward in rapidity ($2.5 < |y_{\ell}| < 4.9$), in addition to the standard requirements $p_{T,\ell} > 20$ GeV and $66$ GeV < $m_{\ell\ell}$ < $116$ GeV. In Figure 7 we repeat the comparison done in Ref. \cite{7} using the same setup, namely $\sqrt{s} = 7$ TeV and ABM16.5.nlnlo \cite{63} PDFs with $\alpha_{s}(m_{Z}) = 0.1147$. We include the following predictions: Matrix at fixed $r_{\text{cut}} = 0.15\%$ (green, dash-double-dotted), the corresponding $r_{\text{cut}} \to 0$ extrapolation (red, dash-dotted), our novel Matrix predictions with $r_{\text{cut}} = 0.15\%$ including linPCs (orange, dashed), and, as a reference, the prediction obtained with FEWZ (blue, solid) as well as 7 TeV ATLAS data (black, with error bars).\footnote{We would like to thank the authors of Ref. \cite{7} for providing us with the FEWZ results of Figure 6 in Ref. \cite{7}.} In the first ratio panel all results of the main frame are shown normalized to FEWZ. In the lower panel corresponding ratios for $r_{\text{cut}} = 0.5\%$ with (purple, dashed) and without (brown, dash-double-dotted) linPCs can be appreciated.

Using a fixed value of $r_{\text{cut}} = 0.15\%$ without linPCs results in differences up to $\sim 5\%$ with respect to the FEWZ prediction in the first two bins, as already shown in Ref. \cite{7}. Indeed, those may be considered too large for current precision studies of the Drell–Yan process, although the 7 TeV ATLAS errors cannot resolve these differences. The inclusion of the linPCs is sufficient to obtain agreement with FEWZ within 1% at an $r_{\text{cut}} = 0.15\%$. Increasing to a fixed $r_{\text{cut}}$ value
of 0.5% makes the comparison even more striking, as shown in the lower ratio panel: The discrepancy to the FEWZ results in the first bins is further increased without linPCs, whereas the agreement is excellent throughout as soon as they are included.

From the first ratio panel in Figure 7 we observe that the \( r_{\text{cut}} \to 0 \) extrapolation is sufficient for the \textsc{Matrix} prediction to become compatible with that of FEWZ within 1%, which is covered by the quoted error band that includes both statistical and extrapolation uncertainties. One has to bear in mind, however, that the \( r_{\text{cut}} \to 0 \) extrapolation before version 2.1 of \textsc{Matrix} could be obtained only by performing separate runs for each bin in a distribution. The support for a bin-wise extrapolation is available from version 2.1 of \textsc{Matrix}. The previous observations manifest the clear advantage of the approach presented in this letter for configurations dominated by a recoil-driven linear cutoff dependence: The inclusion of linPCs allows one to perform the extrapolation procedure at higher values of \( r_{\text{cut}} \), without spoiling the accuracy of the calculation. This avoids evaluating and storing results down to very small \( r_{\text{cut}} \) values in all bins of differential distributions in order to perform meaningful \( r_{\text{cut}} \to 0 \) extrapolations. Therefore, the numerical computation becomes substantially less demanding, reducing considerably the computing time. We note that the very good agreement between the results obtained with the recoil prescription and those obtained using a \( r_{\text{cut}} \to 0 \) extrapolation constitute a consistency check that the extrapolation is robust in this case. This is an indication of the reliability of the extrapolation procedure, which is the only viable strategy for cases in which the linear power corrections have a different origin.

Finally, we have also considered other processes with two-particle final states, in particular on-shell \( ZZ \) and \( \gamma\gamma \) production. For \( ZZ \) production it has already been shown that power corrections in the inclusive case or in a usual fiducial setup with cuts on the four-lepton final state in off-shell \( ZZ \) production are relatively flat and have the expected quadratic dependence on \( r_{\text{cut}} \). Therefore, we have chosen a non-standard set of fiducial cuts that impose symmetric cuts on the two on-shell \( Z \) bosons. This provides an interesting sample case since on-shell \( ZZ \) production proceeds through \( t\)-channel diagrams at Born level and the formal proof [21] for the resummation of linPCs in Drell–Yan production does not directly generalise to the \( ZZ \) process. Thus, we study here whether linPCs for the \( ZZ \) process with symmetric \( Z \)-boson cuts exist and can be described by suitably accounting for the recoil in \( q\bar{q} \) subtraction through Eq. (2). By contrast, for \( \gamma\gamma \) production it is well known [4] [6] [8] that, as for any process with identified photons in the final state, power corrections are linear due to the requirement of consistently defining isolated photons through smooth-cone isolation. The possibility to single out the linear power corrections due to the presence of symmetric cuts and those induced by the isolation requirements allows us to investigate whether there is any hierarchy between the size of the linear power corrections of different origin in a realistic setup. In particular, here we shall study whether including recoil effects through Eq. (2) yields any improvements in the diphoton case.

Figure 8 shows the NNLO QCD cross section as a function of \( r_{\text{cut}} \) normalized to the \( r_{\text{cut}} \to 0 \) result with linPCs for both \( ZZ \) and \( \gamma\gamma \) production. The symmetric cuts are inspired by the lepton cuts we applied in the case of Drell–Yan production, i.e. we have imposed a transverse-momentum cut of \( p_{T,V} > 27 \) GeV and a rapidity requirement of \( |y_V| < 2.5 \) on each vector boson \( V \in \{Z,\gamma\} \). Indeed, we observe a linear dependence on \( r_{\text{cut}} \) also for \( ZZ \) production with symmetric cuts, and the linPCs are completely included by the contribution of Eq. (2), which properly accounts for recoil effects, also in this case.

For diphoton production, on the other hand, the situation is very different. The observed power corrections are extremely large for the given setup, even larger than for the setup considered in Ref. [4]. It is worth noting that the recoil-driven linPCs are independent of those due to photon isolation. In fact, with
lead to QED singularities. Such effects do not appear in the $q\bar{q}$ channel up to NLO QCD. On the other hand, at NNLO QCD the only configurations that lead to QED singularities and contribute at small $q_T$ are double-real corrections in which both extra emissions become collinear to the emitted photons balancing each other. A possible explanation for the absence of linear power corrections at NNLO when including the recoil can be related to the fact that these configurations are however particularly symmetric. The interplay between the recoil procedure and the isolation requirements is therefore intrinsically different in this channel with respect to the others. Moreover, those configurations could simply be sufficiently suppressed by phase space, and, in fact, such configurations are removed below $r_{cut}$ in a $q_T$-subtraction computation for any process. A rigorous explanation of this interesting feature characterising the $q\bar{q}$ channel requires further studies, which we leave to future work.

In this letter, we have presented a relatively simple approach to include linear power corrections in fixed-order calculations obtained with slicing methods. This is the first time such corrections are included in $q_T$ subtraction for general colour-singlet processes. Our approach is applicable whenever the linear power corrections are of kinematical origin and can thus be captured through an appropriate recoil prescription. This is the case if a common transverse-momentum requirement is applied on each particle of a process with (effective) two-body kinematics, or if different transverse-momentum requirements are applied, but on the undistinguished particles ordered in transverse momentum. We have shown for the case of neutral-current Drell–Yan production that such symmetric or asymmetric cuts applied on the leptons lead to a linear dependence on the $q_T$-slicing cutoff, and that by following the approach suggested in this letter those linear power corrections are accounted for, both at the level of fiducial cross sections and differential distributions.

We have also addressed the concerns raised in Ref. [7] about the intrinsic uncertainties of differential Drell–Yan predictions in $q_T$ subtraction. Given the enormous precision of Drell–Yan studies at the LHC, these concerns are justified when predictions with only a fixed $q_T$-slicing cut are used. Our suggested approach to include the linear power corrections alleviates these issues even when a fixed value of the cutoff is used. We also observed that it is sufficient to perform a suitable extrapolation of the $q_T$-slicing cutoff to zero with MATRIX. The latter, however, requires considerably more computing resources to reach an analogous numerical precision.

Finally, we have considered both $ZZ$ and $\gamma\gamma$ production with symmetric transverse-momentum thresholds on the vector bosons and showed that for $ZZ$ production the resulting linear power corrections are fully captured by our approach. On the contrary, for $\gamma\gamma$ production such procedure is insufficient, since the need for isolating the photons yields an additional source of linear power corrections, which can not be captured through recoil effects.
LB and LR are supported by the JET results. We would like to thank Pier Monni, Emanuele Re, and Paolo Torrielli for discussion on Matrix version 2.1. We consider it a useful feature especially for experimentalists that are interested in obtaining predictions for Drell–Yan production with MATRIX, which provides both NNLO QCD and NLO EW corrections, as well as mixed QCD–EW corrections to be included in a future release. However, while in particular for legacy Drell–Yan analyses the inclusion of the relevant power corrections is crucial, we recommend to avoid the issues related to the enhanced sensitivity to low momentum scales by imposing different sets of cuts in future analyses. As we have shown, for staggered cuts a difference of $\mathcal{O}(\text{GeV})$ between the transverse momentum thresholds of the individual leptons identified by their charges is already sufficient to avoid a linear dependence in $q_T$ in the relevant $r_{cut}$ range for the computation of higher-order corrections.

Figure 8: Dependence of the NNLO QCD cross section on $r_{cut}$ with (orange) and without (green) linPCs, normalized to the $r_{cut} \to 0$ result with linPCs, for ZZ production (left) and for $\gamma\gamma$ production (right). The horizontal lines show the respective $r_{cut} \to 0$ extrapolations. Errors indicated as in Figure 1.

Figure 9: Dependence of the NNLO QCD coefficient for $\gamma\gamma$ production on $r_{cut}$ for each partonic channel with (orange) and without (green) linPCs, normalized to the $r_{cut} \to 0$ result with linPCs. The horizontal lines show the respective $r_{cut} \to 0$ extrapolations. Errors indicated as in Figure 1.
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