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We use a “monodromy” argument to derive new expressions for the $Z_2$ invariants of topological insulators with time-reversal symmetry in 2 and 3 dimensions. The derivations and the final expressions do not require any gauge choice and the calculation of the invariants is based entirely on the projectors onto the occupied states. Explicit numerical tests for tight-binding models with strongly broken inversion symmetry are presented in 2 and 3-dimensions.
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I. INTRODUCTION

Topological insulators represent a new class of materials where the topology of the bulk electronic structure induces non-trivial effects such as the emergence of edge states.\textsuperscript{1–3} The edge states are robust against smooth deformations of the crystals or the presence of disorder.\textsuperscript{4,5}

Among all known classes of topological insulators, the time-reversal invariant ones have a special status because they were already engineered and characterized in laboratories.\textsuperscript{6–9} As pointed out early in the development of the field, the bulk-edge correspondence in time-reversal invariant insulators obeys a $Z_2$ classification.\textsuperscript{2} It was also clear from early stages that the topology of the time-reversal invariant bulk electronic structures is classified by the twisted Real K-Theory,\textsuperscript{3} which pointed again to a $Z_2$ classification. Homotopy arguments lead to the same conclusion.\textsuperscript{10}

Several explicit formulations of the $Z_2$ invariants were given along the years but all of them involve globally smooth gauges. Gauge independent invariants were formulated in Ref. 11, but their effectiveness remains to be tested in 3 dimensions. For time-reversal invariant systems, which inherently have trivial Chern numbers, an important result by Panati assures the existence of such globally smooth gauges.\textsuperscript{12} Unfortunately, the result by Panati is not constructive and at this point we don’t have a standard algorithm to construct globally smooth gauges, something that in many instances proved to be a formidable task.

The early work of Ref. 3 proposed to look at the Pfaffian of a particular overlap matrix as function of the $k$-vector. Generically, this Pfaffian can become zero at isolated $k$-points, which always come in pair. The number of paired first order zeroes, taken modulo 2, was found to be a topological invariant. Several equivalent expressions of the $Z_2$ invariant were derived in Ref. 13. This work introduced the notion of time-reversal polarization, which was shown to be quantized modulo 2. The computation of the time-reversal polarization requires a globally smooth gauge, which must also be adapted to the time-reversal symmetry (see Eq. 3.10). The time-reversal polarization approach inspired yet another formulation of the invariant, involving the Pfaffian and the square root of the determinant of another overlap matrix, computed at the time-reversal invariant $k$-points. This formulation played a special role since it admitted extremizations to higher dimensions.\textsuperscript{8,14} Furthermore, the $Z_2$ invariant was formulated as an obstruction against achieving a globally smooth gauge of certain kind, leading to yet another equivalent expression involving the Berry curvature and the Berry phase. Starting from this later expression of the invariant, Fukui et al were able to develop a (almost) gauge-independent method of calculus in 2-dimensions (the method still requires a time-reversal adapted gauge at the boundary of half of the Brillouin zone).\textsuperscript{10} This method was later extended in 3-dimensions,\textsuperscript{16} and it became the method of choice when computing the $Z_2$ invariants for non centro-symmetric systems.\textsuperscript{17–22}

The requirement of special smooth gauges in the classical formulations of the $Z_2$ invariants is unfortunate, and the (almost) gauge-independent method of calculus developed by Fukui et al can be quite involved. For example, the prediction of the first topological insulators in 3D was in great part possible because the $Z_2$ invariants simplify tremendously when inversion symmetry is also present.\textsuperscript{8} Without inversion symmetry, the evaluation of the $Z_2$ invariants remains a very difficult task. For example, in a study on strained bulk HgTe material,\textsuperscript{23} a non centro-symmetric system, even with a tight-binding model it was more convenient to complete slab calculations and look directly at the surface states rather than compute the bulk $Z_2$ strong invariant. A similar approach was followed in a recent first-principle study on the non centro-symmetric metacinnabar compound.\textsuperscript{24} So evaluating the $Z_2$ invariant is already difficult at the level of tight-binding modeling, but the difficulty becomes overwhelming when attempting first principle electronic structure calculations. This aspect was recently discussed in Ref. 25, where a solution was proposed based on hybrid Wannier functions. Subsequent work,\textsuperscript{26} has also employed hybrid Wannier functions to derive equivalent $Z_2$ invariants in 2 dimensions. Notably, this later work made use, like us, of the full (not just the trace) adiabatic connection. The use of hybrid Wannier functions to efficiently re-formulate the topological invariants was originally introduced in Ref. 27.

In 3 dimensions, topological insulators were also shown to display quantized magneto-electric polarization,\textsuperscript{28}
which can be written as a Chern-Simons integral. This invariant was shown to be completely equivalent to the previously introduced strong $Z_2$ invariant.\textsuperscript{29} The computation of the Chern-Simons integral requires again a globally smooth gauge and the fundamental difficulties introduced by this requirement were already highlighted in Ref. 30. To date, nobody has achieved a direct evaluation of this Chern-Simons integral, even for tight-binding models. The magneto-electric polarization was computed indirectly, using the second Chern number and dimension reduction technique.\textsuperscript{31,32} It became a sure fact that computing the second Chern number in 4 dimension is much easier than computing the Chern-Simons integral in 3 dimensions, and this is precisely because the second Chern number admits a manifestly gauge independent expression based entirely on the projector onto the occupied states.

Our present work provides equivalent formulations of the $Z_2$ bulk invariants that are manifestly gauge independent. We report results for both 2 and 3 dimensions. The new formulas are computationally trivial for both tight-binding and first principle approaches. The key to this results is a “monodromy” argument, which was recently introduced in Ref. 32. Basically, instead of looking at the polarization, we examine the full non-abelian adiabatic transport along time-reversal invariant lines in the Brillouin zone and take advantage of the special behavior under the time-reversal operation. Using the elementary properties of the determinants and Pfaffians, we are able to show that the determinant of the monodromy, computed along closed time-reversal invariant paths in the Brillouin torus, can be written as the square of a well defined quantity. This quantity divided by the square root of the determinant of the monodromy takes the quantized values of $\pm 1$, and becomes the building block for our invariants.

In 2 and 3-dimensions, we look at pairs of time-reversal paths on the Brillouin torus. For such pairs, we show that the square root of the determinants of the monodromies can be taken in a canonical way, allowing us to define a true $Z_2$ topological invariant for each such pair. In 2-dimensions, this construction gives the unique $Z_2$ invariant, while in 3-dimensions it generates four independent weak invariants, which can be subsequently used to generate the strong $Z_2$ invariant.

We use tight-binding models with time-reversal symmetry to test our formulations and to show how the construction works. The models include interactions that strongly break the inversion symmetry.

**II. THE MAIN CONSTRUCTION**

Let us consider a one dimensional, translational invariant lattice model, described by a Bloch Hamiltonian $H_k$, a $N \times N$ complex matrix with $k$-dependent entries. The Hamiltonian acts on the fixed space of $N$-component complex vectors, the $C^N$ space. We assume time-reversal symmetry, that is, we assume the existence of an antilinear operator $\theta$ acting on $C^N$, such that:

$$\theta H_k \theta^{-1} = H_{-k}.$$

(1)

We also assume that we are dealing with an insulator, so $H_k$ is assumed to have a spectral gap at all $k$’s. We denote by $P_k$ the projector onto the states below this spectral gap.

Our construction starts from the monodromy $U_{k,k'}$, defined as the unique solution to the following differential equation:

$$i \frac{d}{dk} U_{k,k'} = i [P_k, \partial_k P_k] U_{k,k'},$$

(2)

with the initial condition $U_{k',k'} = P_{k'}$. Here, $k'$ is an arbitrary but fixed $k$-point. The monodromy provides a parallel transport, that is, an isometric mapping of the space $P_k C^N$ into the space $P_k C^N$, more precisely:

$$P_k = U_{k,k'} P_k U_{k,k'}^{-1}.$$

(3)

The monodromy is also known to generate a one parameter unitary group:

$$U_{k,k'} U_{k',k''} = U_{k,k''}, \quad U_{k,k'} U_{k',k} = Id.$$  

(4)

Eq. 2 can be derived, and it was first derived (see Ref. 33), from the modern formulation of the Adiabatic Theorem.\textsuperscript{34} If a local gauge (i.e. smoothly $k$-dependent bases for $P_k C^N$ spaces) was pre-defined, then Eq. 2 takes the more familiar form:

$$\frac{d}{dk} \hat{U}(k) = i \hat{A}(k) \hat{U}(k),$$

(5)

where $\hat{A}(k)$ is the full non-abelian adiabatic connection discussed by Wilczek and Zee in Ref. 35. For a more detailed discussion one can consult Ref. 36. We will, however, want to stay way from the later Eq. 5 because a smooth gauge can be, in general, chosen only locally. And even though time-reversal invariant systems admit global smooth gauges,\textsuperscript{12} constructing such a globally smooth gauge can be quite a formidable task.

One key observation is that Eq. 2 can be integrated without making use of any gauge. Indeed, assume that we divided the interval $[k', k]$ in small subintervals: $k' = k_1 \ldots < k_n = k$, and let us form the product:

$$U_i = P_{k_i} P_{k_{i-1}} \ldots P_{k_1}.$$  

(6)

By a simple term counting, one can easily see that $U_i$ satisfies the equation:

$$i (U_i - U_{i-1}) = i ((P_{k_i} - P_{k_{i-1}}) P_{k_{i-1}} - P_{k_i} (P_{k_i} - P_{k_{i-1}})) U_{i-1}$$

(7)

But this equation is nothing else but the finite difference version of our original Eq. 2. In other words, Eq. 2 can be integrated by forming the sequenced product shown in Eq. 6, using a fine-enough finite difference step. This discussion is not limited to one dimension but it can be
applied to the parallel transport along any arbitrary path in higher dimensional Brillouin zones. On a more technical note, let us state that the projectors $P_k$ can be computed without using any particular gauge. There is quite a substantial number of different ways to accomplish that, but just for the sake of explicitness, let us mention that the projector onto a particular eigenvalue $\epsilon_i(k)$ can be computed as:

$$P_{\epsilon_i(k)} = F_i(H_k),$$  \hspace{1cm} (8)

where $F_i$ is the so-called interpolating polynomial defined by $F_i(\epsilon_j) = \delta_{ij}$. Now let us conjugate Eq. 2 by $\theta$:

$$\theta \{ i \frac{d}{dk} U_{k,k'} \} \theta^{-1} = \theta \{ i[P_k, \partial_k P_k] U_{k,k'} \} \theta^{-1},$$  \hspace{1cm} (9)

which leads to:

$$i \frac{d}{dk} (\theta U_{k,k'} \theta^{-1}) = i [P_{k'}, \partial_k P_{k'}] (\theta U_{k,k'} \theta^{-1}).$$  \hspace{1cm} (10)

Also, $\theta U_{k',k} \theta^{-1}$ becomes the identity on $P_{-k} C^N$. This leads us to conclude that:

$$\theta U_{k,k'} \theta^{-1} = U_{-k,-k'}.\hspace{1cm} (11)$$

Therefore, if we want to compute the monodromy from $-\pi$ to $\pi$, we can write:

$$U_{\pi,-\pi} = U_{\pi,0} U_{0,-\pi} = U_{\pi,0} \theta U_{0,0} \theta^{-1} = U_{\pi,0} U_{\pi,0}^{-1} \theta^{-1}.$$  \hspace{1cm} (12)

The monodromy $U_{\pi,-\pi}$ maps the space $P_{\pi} C^N$ into itself. We can therefore enquire about the determinant of this monodromy. It is a fact that the determinant of $U_{\pi,-\pi}$ is always equal to one for systems with time-reversal and inversion symmetries. If the inversion symmetry is broken, this determinant can take, in principle, any value on the unit circle. As we shall see in the following, for the most general situation, the determinant can be written as the square of a well defined quantity, which will become the building block for our $Z_2$ invariants.

To see this, let us choose an arbitrary basis in $P_{\pi} C^N$ and $P_0 C^N$, which we denote by $\{ e^\pi_\alpha \}$ and $\{ e^0_\alpha \}$, respectively. Before we start the calculation, let us point out the following fact ($Q = \text{arbitrary linear operator acting on } P_0 C^N$):

$$\langle e^0_\alpha | \theta^0 Q | e^0_\beta \rangle = \langle e^0_\alpha \theta (\sum_{\delta_\delta} (e^0_\delta Q | e^0_\beta) | e^0_\beta) \rangle \hspace{1cm} \sum_{\delta} \langle e^0_\delta Q | e^0_\beta \rangle \langle e^0_\alpha \theta | e^0_\delta \rangle.$$  \hspace{1cm} (13)

We can put the above fact in a more convenient form,

$$\langle e^0_\alpha | \theta^0 Q | e^0_\beta \rangle = \sum_{\delta} \langle e^0_\alpha \theta | e^0_\delta \rangle \langle e^0_\delta Q | e^0_\beta \rangle,$$  \hspace{1cm} (14)

in which case we see a simple rule, that when inserting an identity operator $\sum_{\delta} | e^0_\delta \rangle \langle e^0_\delta |$ after the anti-linear operator $\theta$, all the resulting matrix elements after $\theta$ must be complex conjugated.

We can now start the calculation:

$$\langle e^\pi_\alpha | U_{\pi,-\pi} | e^\pi_\beta \rangle = \langle e^\pi_\alpha | U_{\pi,0} \theta U_{\pi,0}^{-1} \theta^{-1} | e^\pi_\beta \rangle \hspace{1cm} (15)$$

$$= \langle e^\pi_\alpha | U_{\pi,0} \theta | e^0_\beta \rangle \langle e^0_\beta | U_{\pi,0}^{-1} \theta^{-1} | e^\pi_\beta \rangle.$$  \hspace{1cm}

Summation over repeating indices was assumed above. We denote by $\hat{U}$ the matrix of elements

$$\hat{U}_{\alpha\beta} = \langle e^\pi_\alpha | U_{\pi,0} | e^0_\beta \rangle.$$  \hspace{1cm} (16)

Note that

$$\langle e^0_\beta | U_{\pi,0}^{-1} | e^\pi_\gamma \rangle = \hat{U}^{-1}_{\alpha\beta}.$$  \hspace{1cm} (17)

Also, since $U_{\pi,0}$ is an isometry, the matrix $\hat{U}$ is unitary and consequently:

$$\langle e^\pi_\gamma | \theta^{-1} | e^\pi_\beta \rangle = \hat{U}^T_{\gamma\xi}.$$  \hspace{1cm} (18)

We denote by $\dot{\theta}_0$ and $\dot{\theta}_\pi$ the matrices of elements:

$$\langle \dot{\theta}_0 \rangle_{\alpha\beta} = \langle e^0_\alpha | \theta | e^0_\beta \rangle, \hspace{1cm} (\dot{\theta}_\pi)_{\alpha\beta} = \langle e^\pi_\alpha | \theta | e^\pi_\beta \rangle$$  \hspace{1cm} (19)

and we point out the identity:

$$\langle e^\pi_\gamma | \theta^{-1} | e^\pi_\beta \rangle = (\dot{\theta}_\pi)_{\xi\beta},$$  \hspace{1cm} (20)

where the complex conjugation is due to the property stated in Eq. 14. With these technicalities behind us, we can now state that:

$$U_{\pi,-\pi} = \hat{U} \dot{\theta}_0 \hat{U}^T \dot{\theta^{-1}}.$$  \hspace{1cm} (21)

Therefore:

$$\det \{ U_{\pi,-\pi} \} = \det \{ \hat{U} \dot{\theta}_0 \hat{U}^T \dot{\theta^{-1}} \}$$  \hspace{1cm} (22)

and, since the $\dot{\theta}$ matrices are antisymmetric, we can use their Pfaffians and the elementary properties of determinants to conclude:

$$\det \{ U_{\pi,-\pi} \} = | \text{Pf} \{ \dot{\theta}_\pi \}^{-1} \det \{ \hat{U} \} \text{Pf} \{ \dot{\theta}_0 \} |^2.$$  \hspace{1cm} (23)

We arrived at our main conclusion:

$$\frac{\text{Pf} \{ \dot{\theta}_\pi \}^{-1} \det \{ \hat{U} \} \text{Pf} \{ \dot{\theta}_0 \}}{\sqrt{\det \{ U_{\pi,-\pi} \}}} = \pm 1.$$  \hspace{1cm} (24)

The left hand side of Eq. 24 depends on the branch of the square root we chose, but once this choice is made, the value of the left hand side cannot be changed by smooth deformations of the Hamiltonian that keep the insulating gap opened.

One can verify explicitly that the formula is completely independent of the bases chosen at $k=0$ and $k=\pi$. In deed, if we make a change of bases:

$$e^0_\alpha \rightarrow (\hat{W}_0)_{\alpha\beta} e^0_\beta, \hspace{1cm} e^\pi_\alpha \rightarrow (\hat{W}_\pi)_{\alpha\beta} e^\pi_\beta$$  \hspace{1cm} (25)
then
\[ \det{\hat{U}} \to \det{\hat{W}_\pi} \det{\hat{U}} \det{\hat{W}_0} \]  
(26)

and
\[ \text{Pf}\{\hat{\theta}_\pi\} \to \det{\hat{W}_\pi}\text{Pf}\{\hat{\theta}_\pi\}, \]
\[ \text{Pf}\{\hat{\theta}_0\} \to \det{\hat{W}_0}\text{Pf}\{\hat{\theta}_0\}, \]  
(27)

so the invariance follows automatically. In fact, Eq. 24 can be evaluated without making reference to any basis set, by just using the abstract (fundamental) definition of the determinant and Pfaffian.\(^{37}\)

Because we don’t have a canonical way to choose the branch of the square root at the denominator in Eq. 24, we cannot assign a true topological meaning to this formula. For instance, it will be impossible to compare two separate systems, unless we have an explicit way to determine this. For instance, it will be impossible to compare two determinants. This is discussed in the following sections.

We should point out that, by using Eq. 23 inside the square root, Eq. 24 can be also written as:
\[ \frac{\text{Pf}\{\hat{\theta}_0\}}{\sqrt{\det{\hat{\theta}_0}}} \left( \frac{\text{Pf}\{\hat{\theta}_\pi\}}{\sqrt{\det{\hat{\theta}_\pi}}} \right)^{-1} = \pm 1, \]  
(28)

which shows the direct connection between our formulation and Eq. 3.24 of Ref. 13. The only difference is that we provide a different, but equivalent criterion for choosing the branches of the square roots.

III. THE $\mathbb{Z}_2$ TOPOLOGICAL INVARIANT IN 2-DIMENSIONS

In 2-dimensions, we can follow a pair of time-reversal invariant paths on the Brillouin torus, and generate a pair of quantized numbers like in Eq. 24, such as:
\[ \Xi_0 = \frac{\text{Pf}\{\hat{\theta}(0,\pi)\}^{-1} \det{\hat{U}_0}\text{Pf}\{\hat{\theta}(0,0)\}}{\sqrt{\det{\hat{U}(0,\pi),(0,-\pi)}}}, \]  
(29)

for the path
\[ k = (0,-\pi) \to k = (0,\pi), \]  
(30)

and
\[ \Xi_\pi = \frac{\text{Pf}\{\hat{\theta}(\pi,\pi)\}^{-1} \det{\hat{U}_\pi}\text{Pf}\{\hat{\theta}(\pi,0)\}}{\sqrt{\det{\hat{U}(\pi,\pi),(\pi,-\pi)}}}, \]  
(31)

for the path
\[ k = (\pi,-\pi) \to k = (\pi,\pi). \]  
(32)

We now form the product
\[ \Xi_{2D} = \Xi_0 \Xi_\pi, \]  
(33)
in which case the arbitrariness in choosing the branch of the square root at the denominators becomes irrelevant because now we have a canonical way to chose the same branch for the square roots of $\det{\hat{U}(0,-\pi),(0,\pi)}$ and $\det{\hat{U}(\pi,-\pi),(\pi,\pi)}$. Indeed, the paths described in Eqs. 30 and 32 can be deformed into each other without breaking the loops or leaving the Brillouin torus. Therefore, the Bloch Hamiltonians $H(0,k_y)$ and $H(\pi,k_y)$ can be adiabatically connected without closing the energy gap, which means $U(0,-\pi),(0,\pi)$ can be continuously evolved into $U(\pi,-\pi),(\pi,\pi)$, and same can be said for their corresponding determinants. Therefore we have an effective way to make sure we choose the same branch of the square root for both determinants. It is totally irrelevant which branch we chose (as long is the same) because if we change the branch for both square roots, then a minus sign appears twice and nothing changes.

The conclusion is that $\Xi_{2D}$ can be given a meaningful topological content, and different time-reversal invariant systems can be classified according to the corresponding value of $\Xi_{2D}$. The trivial insulator is contained in the class with $\Xi_{2D} = +1$ and the topologically non-trivial insulators are contained in the class with $\Xi_{2D} = -1$. We could have started the entire construction from paths oriented along the $k_x$ direction, but this would have led to the same topological invariant (see the argument by Roy in Ref. 38).

Let us follow right away with a non-trivial example. We chose to work with the Bernevig-Hughes-Zhang model\(^{6}\) including the $S_z$-nonconserving term discussed in Ref. 39. The model is described by the Bloch Hamiltonians acting on the $C^4$ space:

\[ H_k = \begin{pmatrix} h(k) & \Gamma(k) \\ \Gamma(k)^\dagger & h^*(-k) \end{pmatrix}, \]  
(34)

where $h(k) = d(k) \cdot \sigma$, with $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ and:
\[ d = (A \sin k_x, A \sin k_y, \Delta - 2B(2 - \cos k_x - \cos k_y)) \]  
(35)

The $\Gamma$ term is given by:\(^{39}\)
\[ \Gamma(k) = i\Lambda \begin{pmatrix} \sin k_x - i \sin k_y & 0 \\ 0 & \sin k_x + i \sin k_y \end{pmatrix}. \]  
(36)

As written above, the model is symmetric to time-reversal and to inversion symmetry operations. We include an additional term which will specifically break the inversion symmetry but leaves the time-reversal symmetry intact. To be as explicit as possible, let us mention that the action of the time-reversal operation $\theta = e^{i\pi S_y} K$ ($K =$ complex conjugation) in $C^4$ is:
\[ \theta \begin{pmatrix} a \\ b \\ c \\ d \end{pmatrix} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix} \begin{pmatrix} a^* \\ b^* \\ c^* \\ d^* \end{pmatrix}, \]  
(37)
The inversion operation is implemented by:

$$P = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$

(38)

The additional term to the Hamiltonian that we consider here is:

$$R = \begin{pmatrix} 0 & 0 & 0 & e^{ik_1+2ik_2} \\ 0 & 0 & -e^{-ik_1-2ik_2} & 0 \\ 0 & -e^{-ik_1+2ik_2} & 0 & 0 \\ e^{-ik_1-2ik_2} & 0 & 0 & 0 \end{pmatrix}$$

(39)

The factor 2 in front of $k_2$ was chosen just to introduce an anisotropy. $R$ is the coupling constant.

If $R = 0$, $H_k$ displays topological phases for $0 < \Delta/B < 4$ and $4<\Delta/B<8$, and trivial phases for $\Delta/B<0$ or $\Delta/B>8$.\textsuperscript{39,40} The insulating gap closes when $\Delta/B=0$, 4 and 8. For a finite $R$, the phase diagram changes; the energy gap closes at 4 points and a new topologically trivial phase appears. Let us be explicit and fix some parameters, from now on, as follows: $\Lambda = B = 1$, $\Lambda = 0.5$ and $R = 1$. Upon varying the parameter $\Lambda$, we found that the energy gap closes at 1.15, 3.34, 4.65 and 6.85.

By just taking into account the known phase diagram at $R = 0$\textsuperscript{39,40}, it is naturally to assume that the topological phases occur when $\Delta$ is in between 1.15 and 3.34, and in between 4.65 and 6.85. Topologically trivial phases are expected in rest (see Fig. 11). But this we are going to check explicitly.

The first part of the calculation relates to the square root of the determinants of the monodromies. For this we have considered paths along the $k_y$ direction:

$$k = (k_x, -\pi) \rightarrow k = (k_x, \pi),$$

(40)

for which we computed the monodromy $U(k_x, -\pi), (k_x, \pi)$, by straight implementation of the Eq. 6, using 1000 discretization points. We will be more specific about this by straight implementation of the Eq. 6, using 1000 discretization points. We will be more specific about this by straight implementation of the Eq. 6, using 1000 discretization points.

The projectors were represented as 4x4 matrices. As $k_y$ was progressing from 0 to $\pi$, we have continuously updated the monodromy matrix: $U \rightarrow P_{k_y}U$, starting initially from $U = P_{k_y=0}$. After the monodromy was computed, we used the bases $\{\psi_1(0), \psi_2(0)\}$ and $\{\psi_1(\pi), \psi_2(\pi)\}$ for the occupied spaces at $k_y = 0$ and $\pi$ to compute the $2 \times 2$ matrix $U$.

The Pfaffians at $k_y = 0$ and $\pi$ are simply equal to $\langle \psi_1(0) | \theta | \psi_2(0) \rangle$ and $\langle \psi_1(\pi) | \theta | \psi_2(\pi) \rangle$, respectively, and these matrix elements were easily computed using the action shown in Eq. 37. One important note here is that the Pfaffians have to be computed using the same bases (including the phases!) as the ones used to compute $U$.

One can verify how converged the monodromies are, by examining the absolute values of their determinants. In general, these values will be less than 1, but converge towards this ideal value of 1 as more points are added to the discretization of the paths.

We now return to Fig. 1 and discuss the results. We picked three $\Delta$ values in each region of the phase diagram, so that we have values close to the end points where the gap closes and values far away from these points. The actual values are shown in the middle of each panel. Each panel shows, in the complex plane, the calculated value of this determinant is located on the Riemann surface. If the determinant ends up on the top sheet, we don’t need any correction, but if it ends up on the lower sheet, we must correct the output from the software by multiplying the square root by a correction factor $\alpha = -1$. In Fig. 2 we chose several situations and explain in detail how $\alpha$ works. To summarize, in the actual calculation we let the software (in this case MATLAB) to compute the square root of the determinants and afterwards we corrected the square root of the determinant at $k_x = \pi$ by the sign factor $\alpha$, which was determined from the inspection of the graphs in Fig. 1 and using the prescription given in Fig. 2. While here we chose to use a visual inspection to determine $\alpha$, and this was mainly to show the reader how things work, it is important to notice that $\alpha$ can be determined in an automated fashion, without any visual inspection. This observation is important for the implementation of the formalism in the first principle codes.\textsuperscript{25}
for \( \det \{ U_{(k_x, -\pi)}(k_x, \pi) \} \), as \( k_x \) was varied from 0 to \( \pi \). This determinant is always on the unit circle, but just for a better representation, we have artificially shifted its value inside the unit circle (by multiplying with the function \( e^{-\frac{2\pi i k_x}{2\pi}} \)), so that we can follow its intricate behavior. Given these curves, and assuming that the determinant at \( k_x = 0 \) was on the upper sheet of the Riemann surface of the square root, we can easily determine the position of the determinant at \( k_x = \pi \) on the Riemann surface of \( \sqrt{z} \), and therefore the value of \( \alpha \) (see the discussion in Fig. 2). We have placed these values directly inside the panels, together with the value of the \( Z_2 \) invariant. Besides these calculations, we have performed calculations with a much more refined sampling of \( \Delta \), confirming the phase diagram shown in panel (f) of Fig. 1.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig1}
\caption{Results for the 2-dimensional model of Eqs. 34 and 39, with the parameters fixed at: \( A = B = 1 \), \( \Lambda = 0.5 \) and \( R = 2 \). Each panel shows the path in the complex plane of \( \det \{ U_{(k_x, -\pi)}(k_x, \pi) \} \) as \( k_x \) is varied from 0 to \( \pi \), for different values of \( \Delta \). The panels are grouped into bundles of 3 (for example d1, d2 and d3), and each such bundle samples a region of the phase diagram where the energy gap stays open. In each panel, one can read the value of \( \Delta \), the correcting factor \( \alpha \) and the value of the \( Z_2 \) invariant \( \Xi_{2D} \). Panel (f) shows the predicted phase diagram of the 2-dimensional model.}
\end{figure}

\section{The \( Z_2 \) Topological Invariants in 3-Dimensions}

In three dimensions, we can use different pairs of time-reversal invariant paths and construct weak \( Z_2 \) invariants first. Let us consider the following explicit pairs:

\begin{equation}
\text{pair 1: } \begin{cases} 
& k = (0, 0, -\pi) \rightarrow k = (0, 0, \pi) \\
& k = (0, \pi, -\pi) \rightarrow k = (0, \pi, \pi)
\end{cases}
\end{equation}

and

\begin{equation}
\text{pair 2: } \begin{cases} 
& k = (\pi, 0, -\pi) \rightarrow k = (\pi, 0, \pi) \\
& k = (\pi, \pi, -\pi) \rightarrow k = (\pi, \pi, \pi),
\end{cases}
\end{equation}

for which we construct the corresponding 2-dimensional (weak) \( Z_2 \) invariants, \( \Xi_{2D} \) and \( \Xi_{2D}' \), as described in the previous section. All we have to check, and this is obvious, is that the paths in each pairs can be deformed into each other continuously without leaving the Brillouin torus (in fact, all four paths can be deformed into each other). The strong invariant is given by their product:

\begin{equation}
\Xi_{3D} = \Xi_{2D} \Xi_{2D}'.
\end{equation}

We can start the construction from different pairs of paths, but at the end we can generate at most 3 independent weak invariants plus the unique strong invariant, a fact that can be shown by using a fairly general method introduced by Roy.\textsuperscript{38}

Let us again follow with an example. We chose to work with the model Hamiltonians reported in Ref. 41. We will tune the parameters for Bi\textsubscript{2}Se\textsubscript{3}, following Ref. 42 (see Eq. 31 and Table II). Explicitly, we considered the Bloch Hamiltonians:

\begin{equation}
H_k = \begin{pmatrix}
M & A_1 & 0 & A_2 \\
A_1 & -M & A_2 & 0 \\
0 & A_2 & M & -A_1 \\
A_2^* & 0 & -A_1 & -M
\end{pmatrix},
\end{equation}
α solid circle and ending at the solid square. The square root examples, we considered three paths for \( z \) and therefore correct the value computed by the software. As written above, the model has both time-reversal and inversion symmetry:

\[
H = -\nabla^2 + \tilde{V}(r), \quad \tilde{V}(r + R) = \tilde{V}(r)
\]

acting on the Hilbert space \( \mathcal{H} \) of 2-component spinors that are square integrable. The Hamiltonian is assumed to commute with the time-reversal operation \( e^{i\pi S_z} K \) (\( K \) = complex conjugation).

We now consider the Bloch decomposition, given by the isometry:

\[
u : \mathcal{H} \rightarrow \bigoplus_k \tilde{\mathcal{H}}, \quad u \Psi = \bigoplus_k \Psi_k,
\]

\[
\Psi_k(r) = \sum_R e^{-ik \cdot R} \tilde{\Psi}_k(r + R),
\]

where \( \mathcal{H} \) is the original Hilbert space and \( \tilde{\mathcal{H}} \) represents the space of square integrable spinors defined over only one unit cell. Under this isometry, we have:

\[
u H u^{-1} = \bigoplus_k H_k,
\]

where \( H_k \) is given by \(-\nabla^2 + \tilde{V}(r)\) but this time defined only over one unit cell and with the Bloch boundary conditions (the prime indicates the derivative):

\[
\Psi_k(r + R) = e^{ik \cdot R} \psi_k(r)
\]

\[
\psi_k'(r + R) = e^{ik \cdot R} \psi_k(r)
\]
whenever \( r \) and \( r + R \) are on the boundaries of the unit cell. The time-reversal operation satisfies:

\[
\theta H_k \theta^{-1} = H_{-k},
\]

so at this point there is no practical difference between the continuum model and the tight-binding models discussed in the previous sections.

The projectors \( P_k \) of the Hamiltonians \( H_k \) onto the states below a given Fermi level are routinely computed by the first principle codes. Hence, the monodromies, the \( \Xi_{2D} \) and \( \Xi_{3D} \) invariants can be computed in a straightforward fashion. We are currently working on implementing the whole construction in our first principle code but, unfortunately, we cannot show any concrete results at this time.

VI. CONCLUSIONS

Using a monodromy technique, we proposed new formulations of the \( \mathbb{Z}_2 \) invariants for topological insulators with time-reversal symmetry. The formulations are manifestly gauge independent and we argued that they can be effortlessly integrated in the tight-binding as well as first principle simulations. Test calculations confirmed a full agreement between the new formulations and the already established ones. We hope that the expressions of the \( \mathbb{Z}_2 \) invariants given in this work will help the scientists searching for novel non centro-symmetric 3 dimensional topological insulators. We are currently integrating the new formulations of the \( \mathbb{Z}_2 \) invariants in our first principle electronic structure codes as an automated post-processing routines. We hope that other electronic structure practitioners will follow our example. One other hope of ours is that this gauge independent formulations will lead to more effective and transparent real space formulations of the \( \mathbb{Z}_2 \) invariants, absolutely necessary for understanding the disorder effects in time-reversal invariant topological insulators.\(^{43}\)

At the end, let us comment about the monodromy technique. It definitely helped us avoid complex calculations, as the present results followed entirely from the group property and the behavior under time-reversal of the monodromy. So far, the monodromy technique has been applied to inversion symmetric insulators,\(^{32}\) to filamentary structures with inversion symmetry supporting topological phonon modes,\(^{44}\) and to time-reversal symmetric insulators. It is very likely that other point symmetries could be handled in a similar fashion, which is a future direction that we are currently exploring.
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