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We discuss selected aspects of classical relativistic scalar field theories with nonzero chemical potential. First, we offer a review of classical field theory at nonzero density within the Lagrangian formalism. The aspects covered include the question of equivalence of descriptions of finite-density states using a chemical potential or time-dependent field configurations, the choice of Hamiltonian whose minimization yields the finite-density equilibrium state, and the issue of breaking of Lorentz invariance. Second, we demonstrate how the low-energy effective field theory for Nambu-Goldstone (NG) modes arising from the spontaneous breakdown of global internal symmetries can be worked out explicitly by integrating out the heavy (Higgs) fields. This makes it possible to analyze the spectrum of NG modes and their interactions without having to deal with mixing of NG and Higgs fields, ubiquitously in the linear-sigma-model description of spontaneous symmetry breaking.

I. INTRODUCTION

Scalar field theory, both classical and quantum, constitutes a paradigm for the study of ordered phases of matter. In the early days, heuristic scalar models offered a welcome, practically convenient way to explore the then novel phenomenon of spontaneous symmetry breaking in as simple a setting as possible. From the modern perspective of effective field theory (EFT), scalar field theory is an inevitable part of our understanding of spontaneously broken internal symmetries. Indeed, it accounts for the universal critical properties of continuous phase transitions, as well as provides a model-independent EFT description of the long-distance physics of an ordered phase away from the phase transition.

In addition to the model-independent EFT framework, specific scalar models continue to provide an invaluable playground for investigation of novel phenomena where spontaneous symmetry breaking plays a key role. This applies especially to the physics of quantum many-body systems. In vacuum, the structure of both the spectrum of particles and their interactions is severely restricted by Lorentz invariance. A minimal modification required to describe actual matter is to add a set of chemical potentials for the conserved charges that acquire a nonzero value in the statistical equilibrium state of the system.

Indeed, this is how the intricacies of the spectrum of Nambu-Goldstone (NG) bosons arising from spontaneous breakdown of a continuous global internal symmetry in a quantum many-body system were first understood. Later on, this understanding was supplemented by a model-independent EFT description of the NG bosons, valid for relativistic and nonrelativistic systems alike.

In this note, we address several issues pertinent to the description of dense matter using a chemical potential. We then explain how the setup is affected by explicit breaking of the U(1) symmetry. Having a clear picture of the relation between the different descriptions of finite-density matter, and their limitations, also sheds light on the subtle manifestation of Lorentz invariance in presence of a chemical potential. The material contained in this section is not new. It seems, however, that a unified discussion of the above issues is not available elsewhere.

In Sec. III, we then discuss the low-energy EFT for NG bosons of the spontaneously broken global continuous symmetry. In order to make the results of practical utility, we cover a larger class of models with non-Abelian internal symmetry here. The routine for analyzing spontaneous symmetry breaking in a scalar field theory at the classical (tree) level is: minimize the Hamiltonian to find the ground state, expand the Lagrangian in fluctuations of fields around the ground state, identify the spectrum of excitations from the bilinear part of the Lagrangian and the interactions from the higher-order terms. In presence of a chemical potential, one as a rule has to deal with field mixing in the kinetic term; the mass matrix alone is not sufficient to extract the dispersion relations of the various excitations. If one is only interested in the physics of NG bosons, then the mixing issues can be avoided by integrating out the Higgs modes. We demonstrate how this can be done explicitly by an iterative solution of the equation of motion for the Higgs modes.

II. FINITE-DENSITY STATES

Let us consider the following class of Lagrangian densities for a single complex scalar field \( \phi \),

\[
\mathcal{L} = \partial_\mu \phi^* \partial^\mu \phi - V(\phi^* \phi) + (j^* \phi + j \phi^*) \tag{1}
\]

the specific form of the classical potential \( V \) is not important. For vanishing source, \( j = 0 \), the Lagrangian has an exact global U(1) symmetry under the change of phase of \( \phi \). For the time being, we will indeed assume that \( j = 0 \), and return to the effects of nonzero \( j \) later on.
The Noether current associated with the U(1) symmetry of the Lagrangian (1) is

\[ J^\mu = i(\phi^* \partial^\mu \phi - \partial^\mu \phi^* \phi). \tag{2} \]

Upon using the classical Euler-Lagrange equation for \( \phi \), the current is seen to satisfy the conservation law

\[ \partial_\mu J^\mu = -i(j^\mu \phi - j \phi^*). \tag{3} \]

Nonzero density of the U(1) charge (dubbed as “particle number”) requires that the field \( \phi \) depends nontrivially on time. The correspondence between particle number and time dependence of the field can be specified more concretely if one restricts to special many-body states. In statistical mechanics, many-particle systems in equilibrium are described using the grand canonical ensemble, which in the limit of zero temperature corresponds to the state of lowest energy at fixed (average) particle number. How to implement this definition in classical field theory is detailed in the next two subsections.

A. Canonical approach

The Lagrangian (1) describes completely the dynamics of the classical field \( \phi \) given proper initial conditions: the values of the field, \( \phi(t_i, x) \), and its temporal derivative, \( \dot{\phi}(t_i, x) \), at the chosen initial time \( t = t_i \) and everywhere in space. The corresponding canonical Hamiltonian density takes the form

\[ H = \Pi \Pi + \nabla \phi^* \cdot \nabla \phi + V(\phi^* \phi) - (j^\mu \phi + j \phi^*), \tag{4} \]

where \( \Pi = \dot{\phi}^* \) is the canonical momentum variable conjugate to \( \phi \). In the Hamilton formalism, the time evolution is fully specified by the initial values \( \phi(t_i, x) \) and \( \Pi(t_i, x) \).

A state minimizing the total energy subject to the constraint of a fixed particle number can be found as usual using the method of Lagrange multipliers. This amounts to replacing the Hamiltonian (4) with

\[ H_\mu \equiv H - \mu N, \quad N \equiv J_0 = i(\Pi \phi^* - \Pi \phi). \tag{5} \]

It is easy to see what the field configuration minimizing (the spatial integral of) \( H_\mu \) is. By rewriting \( H_\mu \) as

\[ H_\mu = |\Pi - i\mu^\phi|^2 + \nabla \phi^* \cdot \nabla \phi + V_{\text{eff}}(\phi^* \phi) - (j^\mu \phi + j \phi^*), \tag{6} \]

where \( V_{\text{eff}}(\phi^* \phi) \equiv V(\phi^* \phi) - \mu^2 \phi^* \phi \), we find that for \( j = 0 \), the two lines of Eq. (6) can be minimized separately. The ground state is then a spatially uniform field configuration \( \phi(t) \) whose magnitude minimizes the effective potential \( V_{\text{eff}}(\phi^* \phi) \). The time dependence is determined by the very first term in \( H_\mu \), minimized by \( \Pi = i\mu \phi^* \), which in turn implies

\[ \phi(t) = \phi(0)e^{-i\mu t}. \tag{7} \]

For any potential \( V \), bounded from below and asymptotically growing faster than \( \phi^* \phi \), the effective potential \( V_{\text{eff}}(\phi^* \phi) \) will acquire its absolute minimum at some nonzero value of \( \phi \) for sufficiently large chemical potential. This is relativistic Bose-Einstein condensation.

While the grand canonical Hamiltonian (5) serves to define a specific many-body state, the time evolution is still governed by the Hamiltonian (4), hereafter referred to as “microscopic.” This observation formed the basis for a prediction of NG-like modes, protected by symmetry but with a nonzero gap fixed by symmetry and the chemical potential alone. This prediction was subsequently extended from relativistic systems with chemical potential to all local quantum field theories, relativistic or not.

Motivated by the time dependence of the Bose-Einstein condensate (7), it is common in statistical mechanics to “redefine” time evolution by stripping off the factor \( e^{-i\mu t} \). What such a “redefinition” of time evolution means can be understood as follows. Start by changing the configuration space variable \( \phi \) to \( \varphi \) through

\[ \phi(t, x) \equiv e^{-i\mu t} \varphi(t, x). \tag{8} \]

This is just a substitution of variables that has no physical content. It has, however, the advantage that the condensate (7) is represented by a uniform, time-dependent \( \varphi \). The resulting grand canonical Lagrangian, stemming from the microscopic Lagrangian (1), reads

\[ \mathcal{L}_\mu = D_0 \varphi^* D_0 \varphi - \nabla \varphi^* \cdot \nabla \varphi - V(\varphi^* \varphi) + (e^{-i\mu t} j^\varphi + e^{i\mu t} j \varphi^*), \tag{9} \]

where \( D_0 \varphi \equiv \dot{\varphi} - i\mu \varphi \). The substitution of variables (8) can be lifted to the phase space, where it has to be augmented with \( \Pi(t, x) \equiv e^{i\mu t} \pi(t, x) \), so that the resulting change from \( \phi, \Pi \) to \( \varphi, \pi \) is a canonical transformation.

In terms of the new canonical variables, the Hamilton equation of motion for \( \Pi \) can be rewritten as

\[ -\frac{\delta H}{\delta \dot{\varphi}} = \dot{\pi} = e^{i\mu t}(\pi + i\mu \pi), \tag{10} \]

which implies that

\[ \dot{\pi} = -\frac{\delta H}{\delta \varphi} - i\mu \pi = -\frac{\delta H}{\delta \varphi} + \frac{\delta N}{\delta \varphi}. \tag{11} \]

A similar result is found for \( \dot{\varphi} \). These equations of motion are fully equivalent to the original ones, stemming from the Lagrangian (1), regardless of the source \( j \), that is, whether the U(1) symmetry is exact or not. One should however be careful here: the effective Hamiltonian on the right-hand side of Eq. (11) was obtained by a substitution of variables, hence it is given by \( \mathcal{H}_\mu(\varphi, \pi) \equiv H(\varphi, \pi) - \mu N(\varphi, \pi) \), where

\[ \mathcal{H}_\mu(\varphi, \pi) \equiv H(\phi, \pi), \quad \Pi(\pi), \quad N(\phi, \pi) \equiv N(\phi(0), \Pi(\pi)). \tag{12} \]
This makes it clear that apart from defining the statistical equilibrium, the grand canonical Hamiltonian (5) also gives an equivalent description of the time evolution of the fields provided that $\mathcal{H}(\varphi, \pi) = \mathcal{H}(\varphi, \pi)$ and $\mathcal{N}(\varphi, \pi) = \mathcal{N}(\varphi, \pi)$. The latter condition is equivalent to the requirement of exact U(1) symmetry.

Let us briefly summarize with a series of comments. First, the dynamics of the considered class of classical field theories is defined by default by the microscopic Lagrangian (1) or the microscopic Hamiltonian (4). When $j = 0$, that is when the theory (1) possesses an exact U(1) symmetry, the dynamics can be equivalently described by stripping off a time-dependent phase as in Eq. (8) and shifting the Hamiltonian according to Eq. (5). This observation per se does not depend on the assumption of statistical equilibrium. However, with this assumption, the constant $\mu$ can be interpreted as a chemical potential, defining certain stationary many-body state.

Second, when $j = 0$, the chemical potential enters the grand canonical Lagrangian (9) solely through the covariant derivative $D_0 \varphi$, hence it acts as a constant background temporal gauge field. This is a very general feature of the Legendre transform connecting the Hamilton and Lagrange pictures, not limited to the class of Hamiltonians (4) or to U(1) symmetries.\endnote{\thefootnote}

Finally, when $j \neq 0$, that is when the U(1) symmetry is explicitly broken, most of the arguments above break down. It is still true that the time evolution of the field $\phi$ is governed by the Lagrangian (1) or the Hamiltonian (4). However, this time evolution can no longer be recovered by naively inserting the chemical potential in the Lagrangian through covariant derivatives acting on the phase-redefined field $\varphi$. This is, after all, already obvious from Eq. (9). Analogously, one cannot recover the correct time evolution by naively replacing the microscopic Hamiltonian (4) with the grand canonical Hamiltonian (5) in the Hamilton equations of motion. We can still formally use $\mu$ as a Lagrange multiplier to define the initial condition for time evolution through constrained minimization of the Hamiltonian. However, the thus obtained many-body state will in general not be a stationary state of the Hamiltonian (4).

In short, we conclude that the fundamental description of a many-body state is that in terms of a time-dependent field configuration, whose complex phase encodes the chemical potential. It is common to instead introduce the chemical potential as a constant background temporal gauge field in the Lagrangian, mostly due to the practical advantages of the Lagrange formalism over the Hamilton one. One must, however, keep in mind that the latter implementation of the chemical potential is derived from the former one, and rests on the assumption of exact U(1) symmetry.

B. Noether current approach

The canonical approach is not always convenient, especially when the Lagrangian depends on higher derivatives of the fields. This is typical for low-energy EFTs of NG bosons. In such a case, it is advantageous to exploit the above-made observation that the chemical potential can be treated as a constant temporal background gauge field of the particle number U(1) symmetry. This implementation of the chemical potential within EFT can be justified provided that the underlying microscopic theory is a renormalizable field theory, which can be treated with the canonical approach of the previous subsection.\endnote{\thefootnote}

Formally, one replaces the chemical potential with a U(1) gauge field $A_\mu$ acting as a source for the particle number current. The generating functional $Z[A_\mu]$ of the microscopic theory then has U(1) gauge invariance that must be reproduced by the low-energy EFT.\endnote{\thefootnote} The presence of an explicit symmetry-breaking term in the microscopic theory is not necessarily an obstacle. The exact U(1) symmetry of the Lagrangian (1) can be rescued by promoting the parameter $j$ to a field that transforms simultaneously with $\phi$ and in the same way as $\phi$. We then have a generating functional $Z[A_\mu, j]$ that still possesses exact U(1) gauge invariance.

The background field approach is extremely useful as it strongly constrains the dependence of the low-energy EFT on both the chemical potential and the parameter $j$ explicitly breaking the global U(1) symmetry. It comes, however, with subtleties. Namely, in order to identify a finite-density equilibrium state of the EFT, we still need a suitable Hamiltonian to be minimized. In the absence of a simple canonical structure due to the dependence of the effective Lagrangian on higher field derivatives, it is natural to obtain the Hamiltonian using Noether’s theorem. This procedure is, however, known to suffer from ambiguities, see Ref. 13 for a recent elementary account.

In addition, within the Lagrangian formalism, one is free to redefine a complex scalar field by Eq. (8); this is equivalent to a particular U(1) gauge transformation. In this way, one can completely remove the chemical potential from the Lagrangian or give it any nonzero value. This reflects the fact that since both $\mathcal{H}$ and $\mathcal{N}$ are conserved charge densities, so is any linear combination of theirs. The freedom to redefine the field variable of the EFT seems to prevent us from identifying a unique grand canonical Hamiltonian.

Here the symmetry-breaking parameter $j$, which was previously a nuisance, proves actually helpful. At this stage, one has to recognize that the gauge invariance of the generating functional $Z[A_\mu, j]$ is not physical; it is merely a useful tool to constrain the EFT. The true physical symmetry consists of transformations that leave the background fields $A_\mu$ and $j$ fixed. At $j = 0$, the theory has separate global symmetries under time translations and under U(1) phase transformations. Any $j \neq 0$ breaks the two independent symmetries to a particular “diagonal” combination of theirs.
In presence of a chemical potential $\mu$ and a constant, time-independent $j$, the exact symmetry is the usual time translation and the application of Noether’s theorem leads to the usual grand canonical Hamiltonian. Upon redefining the field $\phi$ by Eq. (8), the chemical potential disappears from the kinetic term in the Lagrangian (1) but the source term becomes $e^{-i\mu t}j^*\phi + e^{i\mu t}j\phi^*$. Time translations are now explicitly broken and so is the $U(1)$ symmetry. The theory nevertheless remains invariant under the combined transformation

$$t' = t + \theta, \quad \phi'(t', x) = \phi(t, x) e^{i\mu \theta}. \quad (13)$$

Noether’s theorem then predicts the existence of a unique conserved charge that can be identified with the Hamiltonian of the system. It is easy to check that the symmetry (13) leads to the same grand canonical Hamiltonian as the pure time translation in the case of constant, time-independent $j$; it is merely expressed in terms of the new field variable $\varphi$. This is hardly surprising: no field redefinition can change the conserved charges of the theory.

The interplay of Noether’s theorem and redefinitions of the field that helped us to pin down the unique grand canonical Hamiltonian also sheds light on the question of breakdown of Lorentz invariance in presence of a chemical potential. It used to be a common lore to claim that adding the chemical potential to the Lagrangian via covariant derivatives as in Eq. (9) breaks Lorentz invariance explicitly. This view has been contested for some years by Nicolis and collaborators who argue that the breakdown of Lorentz invariance is spontaneous.

Indeed, in spite of appearances, treating finite-density states by adding a chemical potential to the Lagrangian has all attributes of spontaneous, not explicit, symmetry breaking. First, the chemical potential is a property of a particular many-body state, not of the dynamics, which is still governed by the microscopic, manifestly Lorentz-invariant, Lagrangian (1). Second, even in presence of a chemical potential, Lorentz invariance still gives a set of exact constraints on the Green’s functions of the theory, which can be implemented conveniently used the background gauge invariance of the generating functional. Finally, since the chemical potential can be removed from the Lagrangian by a mere field redefinition, it follows at once that the symmetries of the microscopic Lagrangian (1) and the grand canonical Lagrangian (9) must be in one-to-one correspondence. This implies that the grand canonical Lagrangian (9) still has exact Lorentz invariance. Lorentz boosts are just realized nonlinearly, in accord with the fact that they are spontaneously broken by the presence of the dense medium.

Before closing the general discussion of finite-density states in classical field theory, let us comment on another possible way to obtain the Hamiltonian from given action. Analogously to replacing the chemical potential $\mu$ and the symmetry-breaking parameter $j$ by background fields $A_\mu(x)$ and $j(x)$, one can similarly couple the theory to a background spacetime geometry, represented by the metric $g_{\mu\nu}(x)$. This gives a generally-covariant classical action and a gauge-invariant generating functional $Z[A_\mu, j, g_{\mu\nu}]$. A standard procedure to obtain a symmetric energy-momentum tensor is to take the variation of the action with respect to the metric. It is very instructive to check for oneself that for relativistic field theories with a chemical potential, this procedure leads to a wrong Hamiltonian, differing from the grand canonical Hamiltonian (6). This is related to the above-mentioned ambiguity in the definition of the energy-momentum tensor using Noether’s theorem. Further details are provided in Appendix A for an interested reader.

III. LOW-ENERGY EFT

In this section we consider a more general class of linear sigma models, including a set of $N$ complex scalar fields, collectively denoted as $\phi$. Just like for the $U(1)$-invariant models of a single complex scalar discussed in the previous section, a nontrivial ground state appears when a sufficiently large chemical potential is introduced. We show how to obtain the low-energy EFT for the resulting NG modes by integrating out the Higgs mode, which on the classical level means solving its equation of motion.

In order that our derivation of the low-energy EFT can be as explicit as possible, we start with the following class of Lagrangians,

$$\mathcal{L} = D_\mu \phi^\dagger D^\mu \phi - m^2 \phi^\dagger \phi - \lambda (\phi^\dagger \phi)^2, \quad (14)$$

where $D_\mu \phi \equiv (\partial_\mu - i\bar{\phi} \gamma_\mu \phi) \phi$. When $\mu = 0$, the Lagrangian has a global internal SO(2N) symmetry under rotations of all the $2N$ real degrees of freedom contained in $\phi$. The chemical potential $\mu$ breaks this down to the $SU(N) \times U(1)$ subgroup.\(^{15}\)

When $\mu^2 - m^2 > 0$, the corresponding Hamiltonian is minimized by a nonzero $(\phi) = v \phi_0$, where\(^{15}\)

$$v = \sqrt{\frac{\mu^2 - m^2}{2\lambda}}, \quad (15)$$

and $\phi_0$ is normalized so that $\phi^\dagger_0 \phi_0 = 1$ but otherwise can assume an arbitrary orientation in the field space. The field $\phi$ is then parametrized in terms of fluctuations around this ground state,

$$\phi = (v + H)U(\pi)\phi_0, \quad (16)$$

where $H$ is the amplitude (Higgs) mode and the unitary matrix $U(\pi)$ contains the NG fields, denoted as $\pi$. Inserting this parametrization in the Lagrangian (14), it becomes, up to an additive constant corresponding to the vacuum energy,

$$\mathcal{L} = (\partial_\mu H)^2 + (v + H)^2 \Xi - 4\lambda v^2 H^2 - 4\lambda v H^3 - \lambda H^4, \quad (17)$$

where

$$\Xi \equiv \phi^\dagger_0 \partial_\mu U^\dagger \partial^\mu U \phi_0 + 2i \mu \phi^\dagger_0 U^\dagger \partial_\mu U \phi_0. \quad (18)$$
We now integrate out the Higgs field \( H \) in a sequence of steps, taking advantage of the fact that the Lagrangian (17) depends on the NG fields solely through the expression \( \Xi \). First, we deduce the equation of motion for the Higgs mode,

\[-\square H + (v + H)\Xi - 4\lambda v^2 H - 6\lambda v H^2 - 2\lambda H^3 = 0, \tag{19}\]

which can be formally solved as

\[H = (4\lambda v^2 - \Xi + \square + 6\lambda v H + 2\lambda H^2)^{-1}v\Xi. \tag{20}\]

Now \( \Xi \) is small at low energies thanks to the fact that it contains derivatives. Consequently, \( H \) is small as well and the denominator in Eq. (20) is dominated by the first term, \( 4\lambda v^2 \). In principle, we could now proceed by expanding Eq. (20) iteratively and inserting the result back to the Lagrangian (17). There is however another, more convenient way to manipulate the Lagrangian using the equation of motion (19).

The sum of the last three terms in Eq. (19) can be factorized and the equation of motion thus rewritten as

\[\Xi - 2\lambda H(2v + H) = \frac{\square H}{v + H}. \tag{21}\]

Multiplying Eq. (19) by \( H \) and subtracting it from the Lagrangian (17), the latter becomes

\[\mathcal{L} = v(v + H)\Xi + 2\lambda v H^3 + \lambda H^4. \tag{22}\]

Further manipulation using Eq. (21) then leads to

\[\mathcal{L} = v^2\Xi + \Xi^2 + \left(\frac{\Xi}{4\lambda} + \frac{H^2}{2}\right)\frac{\square H}{v + H}. \tag{23}\]

The advantage of writing the Lagrangian in this form is that the last term, still explicitly depending on the Higgs field [determined implicitly by Eq. (20)], is suppressed by two extra derivatives as compared to the first two terms. If we are only interested in the dominant contributions to the effective Lagrangian for the NG field \( U(\pi) \), containing the lowest number of derivatives, we can simply discard this last term and write

\[\mathcal{L}^{\text{LO}} = v^2\Xi + \frac{\Xi^2}{4\lambda}. \tag{24}\]

A similar expression can be derived for a more general class of Lagrangians,

\[\mathcal{L} = D_\mu\phi^\dagger D^\mu\phi - V(\phi^\dagger\phi), \tag{25}\]

with a general potential \( V \). While it does not seem feasible to obtain a closed expression analogous to Eq. (23) in this general case, one can find an iterative solution of the equation of motion for the Higgs mode by a generalization of Eq. (20). Up to the second order in derivatives, the effective Lagrangian generalizing Eq. (24) then reads

\[\mathcal{L}^{\text{LO}} = v^2\Xi + \frac{\Xi^2}{2\sqrt{m(v^2)}}, \tag{26}\]

the derivatives of the potential are with respect to \( \phi^\dagger\phi \), \( v^2 = (\phi^\dagger\phi) \) as before and \( \Xi \) is still defined by Eq. (18).

The effective Lagrangians (24) and (26) determine the kinetic terms as well as the interactions of the NG bosons to the leading order in the derivative expansion. Note that in spite of presence of terms with a single time derivative, the Lagrangian is invariant under the internal \( SU(N) \times U(1) \) symmetry. This is in accord with the general EFT for NG bosons in nonrelativistic systems and the fact that in classical relativistic scalar field theories with chemical potential, considered here, the ground state expectation value of all unbroken symmetry generators is always zero.

### A. Example

For illustration, let us show how to use the Lagrangian (24) to determine the dispersion relations of the NG bosons in the simplest non-Abelian case with \( N = 2 \).

To that end, we only need to keep terms with up to two derivatives. Inserting the definition of \( \Xi \) from Eq. (18), the Lagrangian (24) becomes

\[\mathcal{L}^{\text{LO}} = v^2\phi_0^\dagger\partial_\mu U\phi_0 + 2i\mu v^2\phi_0^\dagger\partial_\mu U\phi_0 - \frac{\mu^2}{\lambda}(\phi_0^\dagger U\partial_\mu U\phi_0)^2 + \cdots \tag{27}\]

To proceed, we have to fix the orientation of the ground state and a parametrization of the matrix field \( U(\pi) \) in terms of the three NG fields \( \pi_{1,2,3} \) of the symmetry-breaking pattern \( SU(2) \times U(1) \to U(1)' \). We set as usual \( \phi_0 = (0, 1)^T \) and use the exponential parametrization

\[U(\pi) \equiv \exp \left( \frac{i}{v} \pi \cdot \hat{T} \right), \tag{28}\]

where \( T_{1,2} \equiv \tau_{1,2} \) are two of the Pauli matrices and \( T_3 \equiv 1 \). The bilinear part of the Lagrangian (27) then becomes

\[\mathcal{L}_\text{bilinear} = (\partial_\mu \pi_3)^2 + \frac{\mu^2}{\lambda v^2}(\partial_\mu \pi_3)^2 + (\partial_\mu \pi_{1,2})^2 + 2\mu(\pi_1 \partial_\mu \pi_2 - \pi_2 \partial_\mu \pi_1)
= \left( 1 + \frac{\mu^2}{\lambda v^2} \right)(\partial_\mu \pi_3)^2 - (\nabla \pi_3)^2 \tag{29}\]

where \( \psi \equiv \pi_1 - i\pi_2 \). From here we conclude that \( \pi_3 \) annihilates a type-A NG boson with the squared phase velocity \( c^2 = (\mu^2 - m^2)/(3\mu^2 - m^2) \), while \( \psi \) annihilates a type-B NG boson with the dispersion relation \( E(p) = p^2/(2\mu) \) at low momenta such that \( |p| \ll \mu \), in agreement with Refs. 4. (See Refs. 5 and 18 for a review of counting rules for NG bosons.) Note that the dispersion relation of the type-B NG mode is fixed by the \( v^2\Xi \) term in the Lagrangian (24). On the other hand, to get the phase velocity of the type-A NG mode right, the \( \Xi^2/(4\lambda) \) term in the Lagrangian (24) is essential. It is
clear from Eq. (26) that analogous results hold for more general scalar potentials than that in Eq. (14).

The above example demonstrates the utility of the EFT approach compared to the underlying linear sigma model. The dispersion relations of the NG modes can be extracted easily from the Lagrangian (24) or (26) without having to deal with the mixing between the NG and Higgs fields. The utility of the EFT would become even more apparent if we wanted to calculate scattering amplitudes of the NG modes. In this case, kinetic mixing would lead to substantial complications, including having to deal with matrix propagators and a nontrivial mapping between fields and the asymptotic one-particle states of the scattering process.19

Given the kinetic mixing between the NG and Higgs modes, implied by the microscopic Lagrangian (14) for any nonzero \( \mu \), one might wonder whether it is appropriate to integrate out the Higgs field rather than the actual Higgs mode in the spectrum, as we did above. The answer is yes, and the reason why is illustrated in Appendix B using a simple toy model.

Finally, let us remark on the connection of our effective Lagrangian (26) to the model-independent coset construction of effective Lagrangians for NG bosons.20 Equation (18) can be expressed in terms of the Lie-algebra-valued Maurer-Cartan (MC) form, whose gauged version is conventionally defined as

\[
\omega_\mu \equiv -iU^\dagger D_\mu U.
\] (30)

Then \( \Xi \) becomes

\[
\Xi = \phi_0^\dagger \omega_\mu \omega^\mu \phi_0 - \mu^2.
\] (31)

Sandwiching the square of the MC form between \( \phi_0^\dagger \) and \( \phi_0 \) projects out its components corresponding to spontaneously broken symmetry generators. The two terms in Eq. (26) thus naturally match invariants produced by the coset construction. The advantage of our procedure for obtaining the EFT explicitly from the microscopic Lagrangian is that it fixes the values of the low-energy couplings in the effective Lagrangian.

IV. CONCLUSIONS

The present note addresses various aspects of description of finite-density systems using relativistic scalar field theory equipped with a chemical potential. The focus of the text is twofold.

First, in Sec. II, we give an elementary but thorough discussion of the basic framework of classical field theory at nonzero density. Little of the presented material is truly new, yet we hope that the text sheds light on a number of subtle issues that are often glossed over. These include in particular (i) the precise correspondence of the two different realizations of nonzero particle density via time-dependent field configurations and via the addition of a chemical potential, and its violation in case of explicit symmetry breaking, (ii) the nature of breaking of Lorentz invariance by the chemical potential, and (iii) the identification of the Hamiltonian whose minimization yields the equilibrium many-body state.

Second, in Sec. III we focused on the EFT description of NG bosons of global symmetries spontaneously broken by the dense medium. Starting from a scalar model, we showed how the EFT can be deduced explicitly by integrating out the massive (Higgs) degrees of freedom. This bridges the gap between the fully model-independent EFT description of NG bosons (which is universal but requires special techniques to realize the spontaneously broken symmetry nonlinearly20), and simple linear sigma models (where symmetry is realized linearly, but general consequences of spontaneous symmetry breaking such as the very existence of NG bosons are not manifest).

The material of Sec. III is of practical utility in that it allows one to study the physics of NG bosons below the mass scale of the Higgs mode(s) integrated out, without the need to deal with the mixing between the NG and Higgs degrees of freedom. One can contemplate generalization of the arguments in Sec. III in several directions. While the discussion in Sec. III was limited to an \( N \)-plet of complex fields in the fundamental representation of \( SU(N) \), one can analyze in a similar fashion models with a different symmetry group, or a different representation thereof. Likewise, one can include chemical potential(s) for other generators of the symmetry group. While an explicit expression for the effective Lagrangian applicable in such a general setting is not provided here, the EFT for NG bosons may be obtained case by case using the algorithm presented in Sec. III.
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Appendix A: Grand canonical Hamiltonian from generally covariant action

An established way to calculate the energy-momentum (EM) tensor of a given relativistic field theory is to couple it to background spacetime geometry and take a variation of the resulting generally covariant action with respect to the metric. In this appendix, we show that this approach is treacherous when applied to systems with nonzero chemical potential. For the sake of simplicity, we will assume that the symmetry-breaking parameter \( j \) is zero throughout this appendix.
It is easy to promote the model (1) to a generally covariant field theory,

$$ S = \int dx \sqrt{-g} [g^{\mu\nu} D_\mu \phi^* D_\nu \phi - V(\phi^* \phi)]. $$

We have added the spacetime metric $g_{\mu\nu}(x)$ as well as a background gauge field $A_\mu(x)$, which enters the action through the covariant derivative, $D_\mu \phi \equiv (\partial_\mu - i A_\mu) \phi$. The EM tensor can now be defined as

$$ \Theta^{\mu\nu} = -\frac{2}{\sqrt{-g}} \frac{\delta S}{\delta g^{\mu\nu}}. $$

(A2)

Using the identities

$$ \delta g^{\mu\nu} = -g^{\mu\alpha} g^{\nu\beta} \delta g_{\alpha\beta}, $$

$$ \delta \sqrt{-g} = \frac{1}{2} \sqrt{-g} g^{\mu\nu} \delta g_{\mu\nu}, $$

(A3)

one finds the EM tensor for the theory of Eq. (1),

$$ \Theta^{\mu\nu} = (g^{\mu\alpha} g^{\nu\beta} + g^{\nu\alpha} g^{\mu\beta}) D_\alpha \phi^* D_\beta \phi - g^{\mu\nu} \mathcal{L}. $$

(A4)

We can now set the background spacetime geometry back to that of Minkowski spacetime and extract the Hamiltonian density,

$$ \mathcal{H} = \Theta^{\mu\nu} = D_\mu \phi^* D_\nu \phi + \nabla \phi^* \cdot \nabla \phi + V(\phi^* \phi). $$

(A5)

If we interpret $A_\mu$ as the chemical potential in line with our discussion in Sec. II, we would expect Eq. (A5) to recover the grand canonical Hamiltonian (6). After all, the latter can certainly be obtained either by applying Noether’s theorem to the grand canonical Lagrangian (9), or by the Legendre transform thereof. Quite surprisingly, Eq. (A5) does not equal the grand canonical Hamiltonian, and as such cannot be used directly to study the many-body equilibrium state of our field theory.

Even more surprisingly, the problem lies in Eq. (A2) itself. This is not a definition, but rather a derived expression, which relies on the covariant transformation rules for all the fields in the theory under coordinate diffeomorphisms, in particular on

$$ \delta \phi = -\xi^\mu \partial_\mu \phi, \quad \delta A_\mu = -\xi^\nu \partial_\nu A_\mu - A_\nu \partial_\nu \xi^\mu $$

(A6)

under an infinitesimal coordinate shift $\delta x^\mu = \xi^\mu(x)$. Yet, when Noether’s theorem is applied to the system in flat spacetime, a local translation is performed on all the fields by means of $\phi'(x') = \phi(x)$ and analogously for $A_\mu$. This means that if we want to derive the grand canonical Hamiltonian by the variation of a generally covariant action, we have to treat $A_\mu$ as a set of scalar fields.\textsuperscript{13}

To that end, we trade the metric $g_{\mu\nu}$ for the covariant vierbein $e^A_\mu$ via

$$ g_{\mu\nu} = \eta_{AB} e^A_\mu e^B_\nu, $$

(A7)

where $\eta_{AB}$ is the flat Minkowski spacetime metric. Covariant vector fields can then be turned into scalars using the dual vierbein $E^A_\mu$, satisfying $E^A_\mu e^B_\mu = \eta^A_B$. The covariant action Eq. (A1) thus needs to be replaced with

$$ S = \int dx \left[ \eta^{AB} (E^A_\mu \partial_\mu \phi^* + i A_\mu \phi^*) (E^B_\nu \partial_\nu \phi - i A_B \phi) - V(\phi^* \phi) \right], $$

(A8)

where $A_A \equiv E_A^\mu A_\mu$ is the scalarized background gauge field. Since the action now depends explicitly on the vierbein rather than the metric, a generalization of Eq. (A2) is needed,

$$ T^\mu_\nu = -\frac{1}{|e|} e^A_\nu \frac{\delta S}{\delta e^A_\mu}. $$

(A9)

Using the identities

$$ \delta E^A_\mu = -E^B_\mu E^A_B \delta e^B_\mu, \quad \delta |e| = |e| E^A_\mu \delta e^A_\mu, $$

(A10)

one arrives at the EM tensor

$$ T^{\mu\nu} = (g^{\mu\alpha} g^{\nu\beta} + g^{\nu\alpha} g^{\mu\beta}) D_\alpha \phi^* D_\beta \phi - g^{\mu\nu} \mathcal{L} + i \eta^{AB} E^A_\mu \partial_\mu \phi^* \phi^* \phi $$

(A11)

to be compared to Eq. (A4). It is easy to check that, unlike the impostor Hamiltonian (A5), the Hamiltonian obtained from $T^{00}$ by going to the flat-space limit does agree with the grand canonical Hamiltonian (6).

One might still be puzzled over the fact that we found two manifestly different Hamiltonians just by using two different covariantizations of the same scalar field theory. This issue is closely related to the infamous discrepancy between the manifestly symmetric EM tensor (A2) and the “canonical” EM tensor obtained using Noether’s theorem, in theories of higher-spin particles.\textsuperscript{13} The two EM tensors are generally equal up to terms that vanish upon using the equation of motion. Indeed, the EM tensors (A4) and (A11) would equal, should the equation of motion for $A_\mu$ hold. The problem is that in our case, $A_\mu$ represents an external field that is not subject to an equation of motion. The two EM tensors, as well as the corresponding Hamiltonians, are therefore genuinely physically different.

Appendix B: Integrating out heavy modes

In Sec. III, we obtained an EFT for the NG degrees of freedom by explicitly integrating out, at tree level, the Higgs degrees of freedom. We did so by eliminating the Higgs fields by using their equation of motion. However, the chemical potential as a rule induces mixing of Higgs and NG fields in the bilinear Lagrangian. As a result, the Higgs fields may couple to both NG and Higgs modes in the spectrum. It is therefore natural to ask whether the procedure employed in Sec. III is in fact correct, and to what extent it is unique.
To get an insight into this issue in as simple a setting as possible, we analyze in this appendix a simple toy model, defined by the Lagrangian

$$\mathcal{L} = \frac{1}{2}(\partial_{\mu}\phi_{1})^{2} + \frac{1}{2}(\partial_{\mu}\phi_{2})^{2} - \frac{1}{2}m^{2}(\phi_{1} - \phi_{2})^{2}, \quad (B1)$$

where $\phi_{1,2}$ are two real scalar fields and $m$ is a positive mass parameter. This is a noninteracting field theory, as is easily seen by defining $\phi_{2} \equiv (\phi_{1} \pm \phi_{2})/\sqrt{2}$. The field $\phi_{+}$ annihilates a massless particle, namely a NG boson of the global symmetry of the Lagrangian (B1) under the shift $\phi_{1,2} \to \phi_{1,2} + \theta$. The field $\phi_{-}$ annihilates a particle with the mass $m\sqrt{2}$. A low-energy EFT for the massless mode can be obtained by integrating out $\phi_{-}$, and it takes the expected form of a free massless scalar field theory.

Suppose, however, that we are not smart enough to notice the change of basis from $\phi_{1,2}$ to $\phi_{\pm}$. Let us instead try to derive a low-energy EFT for $\phi_{1}$ by integrating out $\phi_{2}$. The equation of motion for $\phi_{2}$, following from the Lagrangian (B1), reads $\Box \phi_{2} + m^{2}(\phi_{2} - \phi_{1}) = 0$, whence one obtains

$$\phi_{2} = m^{2}(\Box + m^{2})^{-1}\phi_{1}. \quad (B2)$$

Substituting this back into Eq. (B1), one derives the effective Lagrangian for $\phi_{1}$ only,

$$\mathcal{L}_{\text{eff}} = -\frac{1}{2}\phi_{1}(\Box + 2m^{2})(\Box + m^{2})^{-1}\phi_{1}. \quad (B3)$$

From this Lagrangian, we obtain in turn the propagator of $\phi_{1}$ in the effective theory,

$$G^{-1}(p) = \frac{p^{2} - m^{2}}{p^{2}(p^{2} - 2m^{2})}. \quad (B4)$$

This is the same propagator of $\phi_{1}$ as we would find from the Lagrangian (B1). This observation generalizes to interacting field theories as well: if we are able, at least in principle, to integrate out a set of fields, then the resulting, generally nonlocal EFT reproduces exactly all the Green’s functions of the remaining fields.

A more subtle question is to what extent Eq. (B3) is a low-energy EFT to Eq. (B1). We have not really integrated out the heavy mode $\phi_{-}$. Indeed, both fields $\phi_{1,2}$ contain admixtures of both $\phi_{+}$ and therefore couple to both states in the spectrum. We could have instead chosen to integrate out $\phi_{+}$ and would thus have arrived at an equivalent effective Lagrangian for $\phi_{2}$. Accordingly, the propagator (B4) obtained from Eq. (B3) still features two poles, at $p^{2} = 0$ and $p^{2} = 2m^{2}$.

The key to understanding this issue lies in the observation that off-shell Green’s functions depend on the precise definition of the fields in the theory. The detailed form of the effective Lagrangian may therefore depend on what field we choose to integrate out. It is the on-shell Green’s functions that must be correctly reproduced by the low-energy EFT. In our simple noninteracting model, this reduces to the poles in the propagator. Once we are only interested in the low-energy physics of the NG modes, we only need to keep the contribution of the massless pole to the Green’s functions; any massive pole corresponding to a particle of mass $m$ can be expanded in powers of $p^{2}/m^{2}$. In terms of Eq. (B3) this means that the low-energy EFT for the NG mode is obtained by expanding the Lagrangian in powers of $\Box/m^{2}$. The expanded Lagrangian contains an infinite number of terms, but it describes the same physics as the effective Lagrangian for $\phi_{+}$: a single massless noninteracting scalar field.

While this example is rather trivial, the same logic applies to the derivation of the low-energy EFT for NG modes in Sec. III. It may seem that due to the mixing in the kinetic term, integrating out the Higgs fields is not the same as integrating out the Higgs modes from the spectrum. However, the resulting EFT correctly reproduces the full (off-shell) Green’s functions of the NG fields. By performing the expansion of the effective Lagrangian in powers of derivatives of the NG fields, one in effect only keeps the part of the Green’s functions containing the NG poles. The expanded effective Lagrangian then correctly reproduces the on-shell scattering amplitudes of the NG bosons. The above argument relies only on the analytic structure of the Green’s functions and not on the particular way of integrating out the heavy fields. It therefore applies equally well to the full quantum effective action of the theory as well as its tree-level approximation, obtained by using the equation of motion of the heavy fields.
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