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Abstract

Let \( V(k) \) denote the waiting time, the number of trials needed to get a consecutive \( k \) ones. We propose recurrence algorithms for the probability distribution function (pdf) and the probability generating function (pgf) of \( V(k) \) in sequences of independent and Markov dependent Bernoulli trials using generalized Fibonacci sequences of order \( k \). Maximum likelihood estimation (MLE) methods for the probability distributions are presented in both cases with simulation examples.
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Let $V(k)$ denote the waiting time, the number of trials needed, to get consecutive $k$ ones which is called geometric distribution of order $k$. This definition is due to Philippou, Georghiou and Philippou (1983). The waiting time for the first success run of length $k$ has been studied in numerous papers dating back to De Moivre’s era (Johnson et al. (2005), pp. 426–432). For independent Bernoulli sequences, Feller (1968) obtained a probability model of $V(k)$. A probability model for $V(1)$ in the Markov dependent case is considered by Klots and Park (1972). Related work on higher Markov chains is found in Aki et al. (1996). Relations to Fibonacci sequences have appeared in Philippou and Muwafi (1982), Uppuluri and Patil (1983), Koutras (1996), and Chaves and de Souza (2007). Some examples of $V(k)$ can be find in Greenberg (1970) and Saperstein (1973). Philippou and Muwafi (1982) derived a formula for the probability distribution function of $V(k)$ in terms of the multinomial coefficients as an extension of the Fibonacci sequence of order $k$. Uppuluri and Patil (1983) applied the study of waiting times to find expressions of generalized Fibonacci numbers as weighted sums of binomial coefficients.
Koutras (1996) expresses the probability distribution of \( k \)th non-overlapping appearance of a pair of successes separated by a given number of failures, in terms of convolutions of a shifted version of \( k \)th order Fibonacci numbers and of \( k \)th order Fibonacci polynomials. Chaves and de Souza (2007) express \( P(V(k) = v) \) using the \( k \)th order Fibonacci numbers for symmetric trials, and the first two central moments for general cases.

There are several ways of counting a scheme. Each counting scheme depends on different conditions: whether or not the overlapping counting is permitted, and whether or not the counting starts from scratch when a certain kind or size of run has been so far enumerated. Feller (1968) proposed a classical counting method, once \( k \) consecutive successes show up, the number of occurrences of \( k \) consecutive successes is counted and the counting procedure starts anew (from scratch), called non-overlapping counting scheme which is referred to as Type I distributions of order \( k \). A second scheme can be initiated by counting a success runs of length greater than or equal to \( k \) preceded and followed by a failure or by the beginning or by the end of the sequence (see. e.g. Mood (1940)) and is usually called at least counting scheme which is referred to as Type II distributions of order \( k \). Ling (1988) suggested the overlapping counting scheme, an uninterrupted sequence of \( m \geq k \) successes preceded and followed by a failure or by the beginning or by the end of the sequence. It accounts for \( m - k + 1 \) success runs of length of \( k \) which is referred to as Type III distributions of order \( k \). Mood (1940) suggested exact counting scheme, a success run of length exactly \( k \) preceded and succeeded by failure or by nothing which is referred to as Type IV distributions of order \( k \).

It is well known that the negative binomial distribution arises as the distribution of the sum of \( r \) independent random variables distributed identically as geometric. Let \( X_1, X_2, \ldots, X_r \) be i.i.d. \( V(k) \) random variables, and set \( T_{r,k} = \sum_{i=1}^r X_i \). The random variable \( T_{r,k}^{(a)} \) denoted by the waiting time for the \( r \)-th occurrence of a success run with the counting scheme utilized \( a = I \) which indicates the ”non-overlapping” counting scheme, \( a = II \) which indicates the ”at least” counting scheme, and \( a = III \) which indicates the ”overlapping” one, denoted as \( T_{r,k}^{(I)}, T_{r,k}^{(II)} \) and \( T_{r,k}^{(III)} \), respectively. In addition, if the underline sequence is an independent and identically distributed (i.i.d.)sequence of random variables \( X_1, X_2, \ldots, X_r \), then distributions of \( T_{r,k}^{(I)}, T_{r,k}^{(II)} \) and \( T_{r,k}^{(III)} \) will be referred to as Type I, II and III negative binomial distribution of order \( k \).

According to the three aforementioned counting schemes, the random variables of the number of runs of length \( k \) counted in \( n \) outcomes, have three different distributions which are denoted as \( N_{n,k}, G_{n,k} \), and \( M_{n,k} \). Moreover, if the underline sequence is an independent and identically distributed (i.i.d.) sequence of random variables, \( X_1, X_2, \ldots, X_n \), then distributions of \( N_{n,k}, G_{n,k} \), and \( M_{n,k} \) will be referred to as Type I, II and III binomial distributions of order \( k \).

To make more clear the distinction between the aforementioned counting methods we mention by way of example that for \( n = 12 \), the binary sequence 01111000111 contains \( N_{12,2} = 3, G_{12,2} = 2, M_{12,2} = 6, T_{2,2}^{(I)} = 5, T_{2,2}^{(II)} = 11, \) and \( T_{2,2}^{(III)} = 4 \).

Let \( n_k^{(a)}, a = I, II, III \) be a random variable denoting the number of occurrences of runs in the sequence of \( n \) trials, \( n_k^{(a)}, a = I, II, III \) which is coincident with \( N_{n,k}, G_{n,k} \) and \( M_{n,k} \), respectively. The random variable \( N_n \) is closely related to the random variable \( T_{r,k} \) (see Feller (1968)). We have
the following dual relationship \( N_n^{(a)} < r \) if and only if \( T_{r,k} > n \). Koutras (1997) and Chang et al. (2012) studied this dual relationship, the double generating function of \( N_n^{(a)} \), \( a = I, II, III \) can be expressed in terms of the p.g.f. of the waiting time \( T_{r,k}^{(a)} \), \( a = I, II, III \).

In this paper, we study the p.d.f. and the p.g.f. of \( V(k) \) in independent and two-state Markov dependent Bernoulli trials, and propose recursive algorithms of computing the probabilities in terms of the \( k \)th order Fibonacci sequences. In Section 2, we present the results for independent Bernoulli trials, and subsequently the results for Markov dependent Bernoulli trials. We adopt the definition of runs of length \( k \) given in Feller (1968). We employ the following definition for a generalized Fibonacci sequence of order \( k \). Let \( F_k \) denote the Fibonacci sequence of order \( k \) defined by \( F_k = (f_{k1}, f_{k2}, \ldots) \) where \( f_{k1} = 0 \) for \( i < 1 \), \( f_{k1} = 1 \), and \( f_{ki} = f_{ki-1} + f_{ki-2} + \cdots + f_{ki-k} \) for \( i > 1 \). For example, \( F_1 = \{1, 1, 1, 1, 1, \ldots\} \), Fibonacci numbers \( F_2 = \{1, 1, 2, 3, 5, 8, \ldots\} \), and Tribonacci numbers \( F_3 = \{1, 1, 2, 4, 7, 13, \ldots\} \). In Section 3, we derive the distribution of \( T_{r,k}^{(I)}, T_{r,k}^{(II)}, \) and \( T_{r,k}^{(III)} \) using the distribution of \( V(k) \). In Section 4, we study the distributions of \( N_{n,k}, G_{n,k}, \) and \( M_{n,k} \) using the dual relationship between the distribution of number of runs and the distribution of waiting time of runs.

2 Distribution of \( V(k) \)

2.1 \( V(k) \) in independent Bernoulli trials

Consider an infinite sequence of independent Bernoulli trials \( (X_i | i = 1,2,\ldots) \) with probabilities given by \( P(X_i = 1) = p \) (0 < \( p < 1 \)) and \( P(X_i = 0) = 1 - p = q \). In this section, we obtain recurrences for the probability distribution function and the probability generating function of \( V(k) \) using the generalized Fibonacci sequences, and provide the Maximum likelihood estimation (MLE) method for the parameters.

2.1.1 Pdf of \( V(k) \)

**Theorem 2.1.** The p.d.f. of \( V(2) \) is given by

\[
P(V(2) = v) = h_{v-1} p^2,
\]

where \( h_v = qh_{v-1} + pqh_{v-2} = q(p h_{v-1} + ph_{v-2}) \) for \( v = 3, 4, \ldots \), with \( h_1 = 1 \) and \( h_2 = q \).

**Proof.** A derivation of the p.d.f. of \( V(2) \) is given as follows:

\[
P(V(2) = 2) = pp = p^2 = h_1 p^2,
\]

\[
P(V(2) = 3) = q(pp) = h_2 p^2
\]

\[
P(V(2) = 4) = (qq + pq)pp = q(p^0 q + p^1 1)p^2
\]

\[
= q(p^0 h_2 + p^1 h_1)p^2 = h_3 p^2
\]

\[
P(V(2) = 5) = (qqq + pqq + pqq)pp = q((q^2 + pq) + pq)p^2
\]

\[
= q(p^0 h_3 + p^1 h_2)p^2 = h_4 p^2
\]

\[
\vdots
\]
Theorem 2.2. For $k = 3$, the p.d.f. of $V(k)$ is given by

$$P(V(3) = v) = h_{v-2}p^3,$$

where $h_v = qh_{v-1} + pqh_{v-2} + p^2qh_{v-3} = q(p^0h_{v-1} + p^1h_{v-2} + p^2h_{v-3})$ for $v = 4, 5, \ldots$, with $h_1 = 1$, $h_2 = q$ and $h_3 = q^2 + pq$.

Proof. The p.d.f. of $V(3)$ is given by

$$P(V(3) = 3) = ppp = p^3 = h_1p^3, \quad P(V(3) = 4) = q(PPP) = h_2p^3 \quad P(V(3) = 5) = (pq + qp)ppq = q(p^0q + p^1p)p^3 = q(p^0h_2 + p^1h_1)p^3 = h_3p^3 \quad P(V(3) = 6) = (qqp + ppq + ppq)pqp = q((q^2 + pq) + pq + p^2)p^3 = q(p^0h_3 + p^1h_2 + p^2h_1)p^3 = h_4p^3 \quad \vdots$$

Hence, the p.d.f. of $V(3)$ can be calculated recursively.

Following the similar steps as in the case $k = 3$, the following theorem can be easily established.

Theorem 2.3. The p.d.f. of $V(k)$ is given by

$$P(V(k) = v) = h_{v-k+1}p^k,$$

where $h_v = q(h_{v-1} + ph_{v-2} + p^2h_{v-3} + \cdots + p^{k-1}h_{v-k})$ for $v = k + 1, k + 2, \ldots$, with $h_1 = 1$, $h_2 = q$, $h_3 = q^2 + pq$, $h_k = qh_{k-1} + pqh_{k-2} + p^2qh_{k-3} + \cdots + p^{k-1}qh_0$ and $h_{k+1} = qh_k + pqh_{k-1} + p^2qh_{k-2} + \cdots + p^{k-1}qh_1$, etc.

Proof. The p.d.f. of $V(k)$ is given by

$$P(V(k) = k) = pp \cdots p = p^k = h_1p^k, \quad P(V(k) = k + 1) = qpp \cdots p = h_2p^k$$

$$P(V(k) = k + 2) = (pq + pq)pp \cdots p = q(p^0q + p^1p)p^k = q(p^0h_2 + p^1h_1)p^3 = h_3p^k$$

$$P(V(k) = k + 3) = (qqp + ppq + ppq)ppp \cdots p = q((q^2 + pq) + pq + p^2)p^k = q(p^0h_3 + p^1h_2 + p^2h_1)p^k = h_4p^k \quad \vdots$$

Hence, the p.d.f. of $V(k)$ can be calculated recursively.
Theorem 2.4. For $V(k)$, $h_v$ forms the generalized Fibonacci sequence of order $k$.

Proof. Observe that

$$P(V(k) = v) = h_{v-k+1}p^k = q \sum_{i=1}^{k} p^{i-1}h_{v-(k-1)-i} \cdot p^k.$$ 

Therefore, $h_v = q \sum_{i=1}^{k} p^{i-1}h_{v-i}$ forms the generalized Fibonacci sequence of order $k$, where the sequence is given by

$$\{qp^{v-1-0}h_0, qp^{v-1-1}h_1, qp^{v-1-2}h_2, \ldots, qp^{v-1-(v-2)}h_{v-2}, qp^{v-1-(v-1)}h_{v-1},$$

$$qp^{v-1-(v)}h_v, \ldots \}.$$ 

Hence, the proof is complete. □

2.1.2 Some numerical examples

The exact distribution of $V(k)$ seems to be intractable, except for $p = 1/2$. In this case, every equal length sequence has same probability and number of occurrences, and the distribution of $V(k)$ is nicely deriving. In this section, the pdf of $V(k)$ for a special case of $p=1/2$ is calculated numerically, using generalized Fibonacci sequences.

For $k = 2$, using the Fibonacci sequences of order 2, i.e. \{1, 1, 2, 3, 5, 8, 13, 21, 34, \ldots\}. It can be shown that

$$P(V(2) = v) = f_{v-1}(1/2)^v,$$

where $f_v = \{1, 1, 2, 3, 5, 8, 13, 21, 34, \ldots\}$, $v = 2, 3, \ldots$.

For $k = 3$, using the Fibonacci sequences of order 3, it can be shown that

$$P(V(3) = v) = f_{v-2}(1/2)^v \text{ for } v = 3, 4, 5, \ldots,$$

where $f_v = \{1, 1, 2, 4, 7, 13, 24, 44, 81, \ldots\}$.

For $k = 4$, using the Fibonacci sequences of order 4, it can be shown that

$$P(V(4) = v) = f_{v-3}(1/2)^v \text{ for } v = 4, 5, 6, \ldots,$$

where $f_v = \{1, 1, 2, 4, 8, 15, 29, 56, 108, \ldots\}$.

For $k = 5$, using the Fibonacci sequences of order 5, it can be shown that

$$P(V(5) = v) = f_{v-4}(1/2)^v \text{ for } v = 5, 6, 7, \ldots,$$

where $f_v = \{1, 1, 2, 4, 8, 16, 31, 61, 120, \ldots\}$. In general, it can be shown that:

Theorem 2.5. For Fibonacci sequences of order $k$, $P(V(k) = v)$ is given by

$$P(V(k) = v) = f_{v-k+1}(1/2)^v \text{ for } v = k, k+1, k+2, \ldots,$$

where $f_{v-k+1}$ is the $(v - k + 1)^{th}$ generalized fibonacci sequences of order $k$. 
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In order to compute the probability of $V(k)$ for $p = 1/2$, we consider the $f_{v-k+1}$ which is $(v-k+1)^{th}$ generalized fibonacci sequences of order $k$ (also known as the $k$-fold fibonacci, $k$-th order fibonacci, $k$-fibonacci or polynacci numbers). It is worth mentioning that the Binet-style formula can be used to generate the generalized fibonacci number of order $k$ (that is, the Tribonacci, Tetranacci, etc.). It should be stressed that the Binet-style formula presented many other ways, as seen in the articles Ferguson (1966); Flores (1967); Gabai (1970); Kalman (1982); Lee et al. (2001); Levesque (1985); Miles (1960).

Next, we remind the reader of the famous Binet formula (also known as the de Moivre formula) that can be used to calculate $F_n$, the Fibonacci numbers:

$$F_n = \frac{1}{\sqrt{5}} \left[ \left( \frac{1 + \sqrt{5}}{2} \right)^n - \left( \frac{1 - \sqrt{5}}{2} \right)^n \right]$$

for $\alpha > \beta$ the two roots of $x^2 - x - 1 = 0$. It is convenient (and not particularly difficult) to rewrite this formula as follows:

$$F_n = \frac{\alpha - 1}{2 + 3(\alpha - 2) \alpha^{n-1}} + \frac{\beta - 1}{2 + 3(\beta - 2) \beta^{n-1}}$$

As mentioned above, Spickerman and Joyner (1984) proved the following formula for the generalized fibonacci number of order $k$:

$$F_n^{(k)} = \sum_{i=1}^{k} \frac{\alpha_i^{k+1} - \alpha_i^k}{2 \alpha_i^k - (k+1) \alpha_i^{n-1}}$$

Note that the set $\{\alpha_i\}$ is the set of roots of $x^k - x^{k-1} - \cdots - 1 = 0$.

After then, Dresden and Du (2014) developed more simple version of (2.2) to present the generalized fibonacci number of order $k$. Theirs result is the following representation of $F_n^{(k)}$:

**Theorem 2.6.** For $F_n^{(k)}$ the $n^{th}$ $k$-generalized Fibonacci number, then

$$F_n^{(k)} = \sum_{i=1}^{k} \frac{\alpha_i - 1}{2 + (k+1)(\alpha_i - 2) \alpha_i^{n-1}}$$

for $\alpha_1, \ldots, \alpha_k$ the roots of $x^k - x^{k-1} - \cdots - 1 = 0$.

Note that for $k = 2$, Eq. (2.3) reduces to the variant of the Binet formula (for the standard Fibonacci numbers) from Eq. (2.1).
2.1.3 Statistical Inference for the pdf of $V(k)$ in the independent case

In this section, we investigate the maximum likelihood estimation (MLE) method for the p.d.f. of $V(k)$. We present the result for the p.d.f. of $V(2)$, and the higher order cases can be established similarly.

**Theorem 2.7.** The p.d.f. of $V(2)$ is given by

$$P(V(2) = 2) = p \left[ \frac{R_1^{v-1}}{(R_1 - R_2)} + \frac{R_2^{v-1}}{(q - 2R_1)} \right], \quad v = 2, 3, \ldots,$$

where $R_1 = \frac{q + \sqrt{q^2 + 4pq}}{2}$ and $R_2 = \frac{q - \sqrt{q^2 + 4pq}}{2}$.

**Proof.** Using the second order linear recurrence relation given by $h_{v} = qh_{v-1} + pqh_{v-2}$, for $v = 2, 3, \ldots$, with the initial conditions, $h_1 = 1$ and $h_2 = q$. To solve the second order linear recurrence relation, transfer all the terms to the left-hand side

$$h_{v} - qh_{v-1} - pqh_{v-2} = 0 \quad (2.4)$$

The zero on the right-hand side signifies that this is a homogeneous difference equation. As a solution, try $h_{v} = Ax^{v}$, where $x$ and $A$ are constants. Substituting $h_{v} = Ax^{v}$, $h_{v-1} = Ax^{v-1}$ and $h_{v-2} = Ax^{v-2}$ into Eq.(2.4) gives

$$Ax^{v} - qAx^{v-1} - pqAx^{v-2} = 0$$

$$Ax^{v-2}(x^2 - qx - pq) = 0$$

If $x = 0$, or $A = 0$, then Eq.(2.4) has trivial solutions (i.e. $h_{v} = 0$). Otherwise, if $x \neq 0$ and $A \neq 0$ then

$$x^2 - qx - pq = 0.$$ 

This is the auxiliary equation of Eq.(2.4). Being a quadratic, the auxiliary equation signifies that the difference equation is of second order. Now, the auxiliary equation has the two roots, which means that

$$x_1 = \frac{q + \sqrt{q^2 + 4pq}}{2} \quad \text{and} \quad x_2 = \frac{q - \sqrt{q^2 + 4pq}}{2}$$

The general solution to the equation is therefore

$$h_{v} = A_1 \left( \frac{q + \sqrt{q^2 + 4pq}}{2} \right)^v + A_2 \left( \frac{q - \sqrt{q^2 + 4pq}}{2} \right)^v.$$
When $n = 1$, $h_1 = 1$ and since $h_1 = A_1 \left( \frac{q + \sqrt{q^2 + 4pq}}{2} \right) + A_2 \left( \frac{q - \sqrt{q^2 + 4pq}}{2} \right)$, then

$$A_1 \left( \frac{q + \sqrt{q^2 + 4pq}}{2} \right) + A_2 \left( \frac{q - \sqrt{q^2 + 4pq}}{2} \right) = 1$$  \hspace{1cm} (2.5)

$$\left( A_1 + A_2 \right) \frac{q}{2} + \left( A_1 - A_2 \right) \frac{\sqrt{q^2 + 4pq}}{2} = 1$$

When $n = 2$, $h_2 = q$ and since $h_2 = A_1 \left( \frac{q + \sqrt{q^2 + 4pq}}{2} \right)^2 + A_2 \left( \frac{q - \sqrt{q^2 + 4pq}}{2} \right)^2$, then

$$A_1 \left( \frac{q + \sqrt{q^2 + 4pq}}{2} \right)^2 + A_2 \left( \frac{q - \sqrt{q^2 + 4pq}}{2} \right)^2 = q$$  \hspace{1cm} (2.6)

$$\left( A_1 + A_2 \right) \frac{q^2 + 2pq}{2} + \left( A_1 - A_2 \right) \frac{q \sqrt{q^2 + 4pq}}{2} = q$$

Multiplying $q$ Eq. (2.5), and subtract from Eq. (2.5) gives

$$(A_1 + A_2) \frac{2pq}{2} = 0$$

$$\implies A_1 = -A_2$$  \hspace{1cm} (2.7)

$$-A_2 \left( \frac{q + \sqrt{q^2 + 4pq}}{2} \right) + A_2 \left( \frac{q - \sqrt{q^2 + 4pq}}{2} \right) = 1$$  \hspace{1cm} (2.8)

$$-2A_2 \left( \frac{\sqrt{q^2 + 4pq}}{2} \right) = 1$$

$$A_2 = -\frac{1}{\sqrt{q^2 + 4pq}}$$  \hspace{1cm} (2.9)

$$A_1 = \frac{1}{\sqrt{q^2 + 4pq}}$$

Solving the auxiliary quadratic equation $x^2 = qx + pq$, the general solution is given by

$$h_v = \frac{(q + \sqrt{q^2 + 4pq})^v}{2^v \sqrt{q^2 + 4pq}} + \frac{(q - \sqrt{q^2 + 4pq})^{v+1}}{2^v(q^2 + 4pq - q \sqrt{q^2 + 4pq})}, \hspace{1cm} v = 2, 3, \ldots$$

Now, the theorem follows. Equivalently, note that we may substitute $1 - p$ for $q$, resulting in the expression of the p.d.f. in one parameter only.
In order to obtain ML estimates, we first generate 200 independent Bernoulli samples using \( p = 0.1, 0.3, 0.5, 0.7, 0.9 \). Since the likelihood function and the first order equations are too complex to analytically work with, we use R with 'optim' function, where the Nelder-Mead method was employed. The results are shown in Table 1. It is shown that the MLE method perform reasonably well for the range of true values of \( p \). Under some regularity conditions, \( \hat{p} \) possesses the properties of the MLE, i.e. they are consistent and has an asymptotic normal distribution. Standard deviations are shown in the parenthesis, which were calculated using the Bootstrap method.

| True Value | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
|------------|-----|-----|-----|-----|-----|
| ML Estimates | 0.099 | 0.270 | 0.533 | 0.769 | 0.872 |
| St. Dev. (St. Deviation) | (0.01) | (0.03) | (0.03) | (0.02) | (0.02) |

### 2.1.4 Pgf of \( V(k) \)

In this section, we present the closed form solutions to the p.g.f.s.

**Theorem 2.8.** The p.g.f. of \( V(2) \) is given by

\[
G_{V(2)}(s) = \frac{s^2 p^2}{1 - qs - qps^2}.
\]

**Proof.** P.g.f. of \( V(2) \) is given by

\[
G_{V(2)}(s) = s^2 p^2 + qp^2 s^3 + h_3 p^2 s^4 + h_4 p^2 s^5 + \cdots. \tag{2.10}
\]

First, multiply \( qs \) on both sides of (1) to obtain

\[
qsG_{V(2)}(s) = s^3 q p^2 + q q p^2 s^4 + qh_3 p^2 s^5 + qh_4 p^2 s^6 + \cdots. \tag{2.11}
\]

Next, multiply \( qps^2 \) on both sides of (1) to obtain

\[
qps^2 G_{V(2)}(s) = s^4 q p p^2 + q q p^2 s^5 + q h_3 p^2 s^6 + q h_4 p^2 s^7 + \cdots. \tag{2.12}
\]

Now, calculate subtract the second and third equation from the first to obtain

\[
(1 - qs - qps^2)G_{V(2)}(s) = s^2 p^2 + * s^3 + * s^4 + * s^5 + \cdots,
\]

and note that each term in \( * \) is zero because \( (h_v - qh_{v-1} - qph_{v-2}) = 0 \) by the defining relations of Fibonacci sequences.

From Theorem we get the following Corollary.
Corollary 2.1. The probability mass function of $V(2)$ satisfies the recursive scheme

$$P(V(2) = v) = \beta P(V(2) = v - 1) + (1 - \alpha)(1 - \beta)P(V(2) = v - 2), \ v \geq 3,$$

with initial conditions $P(V(2) = 0) = P(V(2) = 1) = 0$ and $P(V(2) = 2) = p^2$.

Proof. It follows by equating the coefficients of $s^v$ on both sides of

$$(1 - qs - qps^2) \sum_{v=2}^{\infty} P(V(2) = v)s^v = ps^2$$

we may easily written as

$$P(V(2) = v)s^v - qsP(V(2) = v - 1)s^{v-1} - qps^2P(V(2) = v - 2)s^{v-2} = 0$$

$$\{P(V(2) = v) - qP(V(2) = v - 1) - qpP(V(2) = v - 2)\} s^v = 0$$

We may deduce the following recursive scheme.

$$P(V(2) = v) = qP(V(2) = v - 1) + qpP(V(2) = v - 2).$$

\[\square\]

Following the similar steps as in the case $k = 2$, the following theorems can be easily verified.

Theorem 2.9. The p.g.f. of $V(3)$ is given by

$$G_{V(3)}(s) = \frac{s^3p^3}{1 - qs - qps^2 - qp^2s^3}.$$

From Theorem we get the following Corollary.

Corollary 2.2. The probability mass function of $V(3)$ satisfies the recursive scheme

$$P(V(3) = v) = qP(V(3) = v - 1) + qpP(V(3) = v - 2) + qp^2P(V(3) = v - 3) \text{ for } v \geq 4,$$

with initial conditions $P(V(3) = 0) = P(V(3) = 1) = P(V(3) = 2) = 0$ and $P(V(3) = 3) = p^3$.

Theorem 2.10. The p.g.f. of $V(k)$ is given by

$$G_{V(k)}(s) = \frac{s^kp^k}{1 - q\sum_{i=1}^{k} p^{i-1} s^i} = \frac{s^kp^k - p^{k+1}s^{k+1}}{1 - s + p^kqs^{k+1}}$$

From Theorem 2.10 we get the following Corollary.

Corollary 2.3. The probability mass function of $V(k)$ satisfies the recursive scheme

$$P(V(k) = v) = P(V(k) = v - 1) - p^kqP(V(k) = v - k - 1), \ v > k + 1,$$

with initial conditions

$$P(V(k) = v) = \begin{cases} 0, & \text{if } 0 \leq v < k, \\ p^k, & \text{if } v = k, \\ qp^k, & \text{if } v = k + 1. \end{cases}$$
From Theorem 2.10 we get the different type recursive scheme.

**Remark 1.** The probability mass function of $V(k)$ satisfies the recursive scheme

$$P(V(k) = v) = q \sum_{i=1}^{k} p^{i-1} P(V(k) = v-i), \ v > 2k,$$

with initial conditions

$$P(V(k) = v) = \begin{cases} 0 & \text{if } 0 \leq v < k, \\ p^k & \text{if } v = k, \\ qp^k & \text{if } k + 1 \leq v \leq 2k. \end{cases}$$

### 2.2 $V(k)$ in two state Markov dependent trials

Consider an infinite sequence of two state Markov dependent Bernoulli trials $\{X_i|i = 1, 2, \ldots\}$ with $P(X_i = 1) = p$, $P(X_i = 0) = 1 - p = q$, $P(X_i = 1|X_{i-1} = 1) = \alpha$ and $P(X_i = 0|X_{i-1} = 0) = \beta$ for $i > 1$. In this section, the p.d.f. and the p.g.f. of $V(k)$ are obtained using the generalized Fibonacci sequences, and estimate the parameters by the Maximum Likelihood Estimation (MLE) method.

#### 2.2.1 P.d.f of $V(k)$

**Theorem 2.11.** For $k = 2$, the p.d.f. of $V(k)$ is given by

$$P(V(2) = v) = h_{v-1} \alpha,$$

where $h_v = \beta h_{v-1} + (1 - \alpha)(1 - \beta)h_{v-2}$ for $v = 3, 4, \ldots$, with $h_1 = p$ and $h_2 = q(1 - \beta)$.

**Proof.** A derivation of the p.d.f. of $V(2)$ is given as follows.

$$P(V(2) = 2) = p\alpha = h_1 \alpha, \quad P(V(2) = 3) = q(1 - \beta) \alpha = h_2 \alpha$$

$$P(V(2) = 4) = q\beta(1 - \beta) \alpha + p(1 - \alpha)(1 - \beta) \alpha = (\beta h_2 + (1 - \alpha)(1 - \beta) h_1) \alpha = h_3 \alpha$$

$$\vdots$$

Hence, the p.d.f. of $V(2)$ can be calculated recursively. \qed

**Theorem 2.12.** For $k = 3$, the p.d.f. of $V(k)$ is given by

$$P(V(3) = v) = h_{v-2} \alpha^2,$$

where $h_v = \beta h_{v-1} + (1 - \alpha)(1 - \beta)h_{v-2} + \alpha(1 - \alpha)(1 - \beta)h_{v-3}$ for $v = 4, 5, \ldots$, with $h_1 = p$, $h_2 = q(1 - \beta)$ and $h_3 = \beta h_2 + (1 - \alpha)(1 - \beta) h_1$. 
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**Theorem 2.13.** A derivation of the p.d.f. of $V(3)$ is given as follows.

\[ P(V(3) = 3) = p\alpha^2 = h_1\alpha^2, \quad P(V(3) = 4) = q(1 - \beta)\alpha^2 = h_2\alpha^2 \]
\[ P(V(3) = 5) = q\beta(1 - \beta)\alpha\alpha + p(1 - \alpha)(1 - \beta)\alpha\alpha \]
\[ = (\beta h_2 + (1 - \alpha)(1 - \beta) h_1)\alpha = h_3\alpha^2 \]
\[ P(V(3) = 6) = q\beta\beta(1 - \beta)\alpha\alpha + p(1 - \alpha)\beta(1 - \beta)\alpha\alpha + \]
\[ q(1 - \beta)(1 - \alpha)(1 - \beta)\alpha\alpha + p\alpha(1 - \alpha)(1 - \beta)\alpha\alpha = \]
\[ (\beta h_3 + (1 - \alpha)(1 - \beta) h_2 + \alpha(1 - \alpha)(1 - \beta) h_1)\alpha^2 = h_4\alpha^2 \]
\[ \vdots \]

Hence, the p.d.f. of $V(3)$ can be calculated recursively.

Following the similar steps as in the case $k = 3$, the following theorem can be easily established.

**Theorem 2.13.** The p.d.f. of $V(k)$ is given by

\[ P(V(k) = v) = h_{v-k+1}\alpha^{k-1}, \]

where $h_v = \beta h_{v-1} + (1 - \alpha)(1 - \beta) \sum_{i=0}^{k-2} \alpha^i h_{v-i-2}$ for $v=k+1,k+2,\ldots$, with $h_1 = p$, $h_2 = q(1 - \beta)$, $h_3 = \beta h_2 + (1 - \alpha)(1 - \beta) h_1$, $h_4 = \beta h_3 + (1 - \alpha)(1 - \beta) h_2 + \alpha(1 - \alpha)(1 - \beta) h_1$, \ldots, and $h_k = \beta h_{k-1} + (1 - \alpha)(1 - \beta) \sum_{i=0}^{k-3} \alpha^i h_{k-i-2}$

**Proof.** A derivation of the p.d.f. of $V(k)$ is given as follows.

\[ P(V(k) = k) = p\alpha^{k-1} = h_1\alpha^{k-1}, \quad P(V(k) = k + 1) = q(1 - \beta)\alpha^{k-1} = h_2\alpha^{k-1} \]
\[ P(V(k) = k + 2) = q\beta(1 - \beta)\alpha^{k-1} + p(1 - \alpha)(1 - \beta)\alpha^{k-1} \]
\[ = (\beta h_2 + (1 - \alpha)(1 - \beta) h_1)\alpha = h_3\alpha^{k-1} \]
\[ P(V(3) = 6) = q\beta\beta(1 - \beta)\alpha^{k-1} + p(1 - \alpha)\beta(1 - \beta)\alpha^{k-1} + \]
\[ q(1 - \beta)(1 - \alpha)(1 - \beta)\alpha^{k-1} + p\alpha(1 - \alpha)(1 - \beta)\alpha^{k-1} = \]
\[ (\beta h_3 + (1 - \alpha)(1 - \beta) h_2 + \alpha(1 - \alpha)(1 - \beta) h_1)\alpha^{k-1} = h_4\alpha^{k-1} \]
\[ \vdots \]

Hence, the p.d.f. of $V(k)$ can be calculated recursively.

It is noted that the independence case is a special case of the Markov dependent case.

**2.2.2 Statistical Inference for the pdf of $V(k)$ in two state Markov dependent cases**

In this section, we investigate the MLE method for the p.d.f. of $V(k)$. As in the independent cases, we present the result for the p.d.f. of $V(2)$, and the higher order cases can be established similarly.
Theorem 2.14. The p.d.f. of \( V(2) \) is given by

\[
P(V(2) = 2) = \alpha \left[ \frac{R_2 (pR_1 + q - \beta)}{R_2 (R_1 - R_2)} R_1^{v-1} + \frac{q(1 - \beta) - pR_1}{q - 2R_1} R_2^{v-1} \right],
\]

where \( R_1 = \beta + \sqrt{\beta^2 + 4(1-\alpha)(1-\beta)} \) and \( R_2 = \beta - \sqrt{\beta^2 + 4(1-\alpha)(1-\beta)} \).

Proof. Using the second order linear recurrence relation given by

\[
h_v = \beta h_{v-1} + (1 - \alpha)(1 - \beta) h_{v-2}
\]

for \( v = 2, 3, \ldots \), with the initial conditions, \( h_1 = p \) and \( h_2 = q(1 - \beta) \), and solving the auxiliary quadratic equation \( x^2 = \beta x + (1 - \alpha)(1 - \beta) \), we can derive by second order difference equation

\[
h_v = \frac{R_2 (pR_1 + q - \beta)}{R_2 (R_1 - R_2)} R_1^{v-1} + \frac{q(1 - \beta) - pR_1}{q - 2R_1} R_2^{v-1} \quad v = 2, 3, \ldots .
\]

Now the theorem follows. Equivalently, note that we may substitute \( 1 - p \) for \( q \) and \( p = \frac{1 - \beta}{2-\alpha-\beta} \), resulting in the expression of the p.d.f. in two parameters only.

In order to obtain ML estimates, we first generate 200 two state Markov dependent Bernoulli samples using \( \alpha = 0.1, 0.3, 0.5, 0.7, 0.9 \) and \( \beta = 0.1, 0.3, 0.5, 0.7, 0.9 \). Corresponding \( p \) values for each combination of \( \alpha \) and \( \beta \) are shown in Table 2.

As in the case for independent trials, the likelihood function and the first order equations are too complex to analytically work with. Here, we also use R with 'optim' function, where the Nelder-Mead method was employed. The results are shown in Table 3. Corresponding \( p \) values for each combination of \( (\alpha, \beta) \) can be looked up in Table 2. It shows that the MLE method perform reasonably well for the range of true values of \( (p, \alpha, \beta) \). Under some regularity conditions, these estimators are consistent and have asymptotic normal distributions. We obtained the largest standard deviation to be 0.037 using the Bootstrap method.
Theorem 2.15. The p.g.f. of \( V(2) \) is given by

\[
G_{V(2)}(s) = \frac{p\alpha s^2 + (q - \beta)\alpha s^3}{1 - \beta s - (1 - \alpha)(1 - \beta)s^2}.
\]

Proof. P.g.f. of \( V(2) \) is given by

\[
G_{V(2)}(s) = p\alpha s^2 + q(1 - \beta)\alpha s^3 + h_3\alpha s^4 + h_4\alpha s^5 + \cdots
\]

\[
= \alpha(p s^2 + q(1 - \beta) s^3 + h_3 s^4 + h_4 s^5 + \cdots).
\]

Letting \( H_2(s) = ps^2 + q(1 - \beta)s^3 + h_3s^4 + h_4s^5 + \cdots \), first, multiply \(-\beta s\) on both sides of \( H_2(s) \) to obtain

\[
-\beta sH_2(s) = -\beta ps^3 - \beta q(1 - \beta)s^4 - \beta h_3s^5 - \beta h_4s^6 - \cdots.
\]

Next, multiply \(-(1 - \alpha)(1 - \beta)s^2\) on both sides of \( H_2(s) \) to obtain

\[
-(1 - \alpha)(1 - \beta)s^2H_2(s) = -(1 - \alpha)(1 - \beta)ps^4 - (1 - \alpha)(1 - \beta)q(1 - \beta)s^5
\]

\[
- (1 - \alpha)(1 - \beta)h_3s^6 - (1 - \alpha)(1 - \beta)h_4s^7 - \cdots.
\]

Now, calculate \((1 - \beta s - (1 - \alpha)(1 - \beta)s^2)H_2(s)\):

\[
(1 - \beta s - (1 - \alpha)(1 - \beta)s^2)H_2(s) = h_1s^2 + (h_2 - \beta h_1)s^3 + *s^4
\]

\[
+ *s^5 + *s^6 + \cdots,
\]

and note that each term in \(*\) is zero because \((h_v - \beta h_{v-1} - (1 - \alpha)(1 - \beta)h_{v-2}) = 0\) by defining relations of Fibonacci sequences. By replacing \( h_1 \) and \( h_2 \), the theorem follows. \(\square\)

Corollary 2.4. The probability mass function of \( V(2) \) satisfies the recursive scheme

\[
P(V(2) = v) = \beta P(V(2) = v - 1) + (1 - \alpha)(1 - \beta)P(V(2) = v - 2), \ v > 3,
\]

with initial conditions \( P(V(2) = 0) = P(V(2) = 1) = 0, P(V(2) = 2) = p\alpha \) and \( P(V(2) = 3) = \alpha q(1 + \beta) \).
Following the similar steps as in the case \( k = 2 \), the following theorems can be easily verified.

**Theorem 2.16.** The p.g.f. of \( V(3) \) is given by

\[
G_{V(3)}(s) = \frac{p\alpha^2 s^3 + (q - \beta)\alpha^2 s^4}{1 - \beta s - (1 - \alpha)(1 - \beta)s^2 - \alpha(1 - \alpha)(1 - \beta)s^3}.
\]

**Corollary 2.5.** The probability mass function of \( V(3) \) satisfies the recursive scheme

\[
P(V(3) = v) = \beta P(V(3) = v - 1) + (1 - \alpha)(1 - \beta)P(V(3) = v - 2) + \alpha(1 - \alpha)(1 - \beta)P(V(3) = v - 3), \ v > 4,
\]

with initial conditions \( P(V(3) = 0) = P(V(3) = 1) = P(V(3) = 2) = 0, P(V(3) = 3) = p\alpha^2 \) and \( P(V(3) = 4) = q(1 - \beta)\alpha^2 \).

**Theorem 2.17.** The p.g.f. of \( V(k) \) is given by

\[
G_{V(k)}(s) = \frac{\alpha^{k-1}s^k\left\{p + (q - \beta)s\right\}}{1 - \beta s - \sum_{i=2}^{k} \alpha^{i-2}(1 - \alpha)(1 - \beta)s^i - \alpha^{k-1}(1 - \alpha)(1 - \beta)s^{k+1}}.
\]

**Corollary 2.6.** The probability mass function of \( V(k) \) satisfies the recursive scheme

\[
P(V(k) = v) = (\alpha + \beta)P(V(k) = v - 1) - (1 - \alpha - \beta)P(V(k) = v - 2) - \alpha^{k-1}(1 - \alpha)(1 - \beta)P(V(k) = v - k - 1), \ v > k + 2,
\]

with initial conditions

\[
P(V(k) = v) = \begin{cases} 0, & \text{if } 0 \leq v < k, \\ p\alpha^{k-1}, & \text{if } v = k, \\ q\alpha^{k-1}(1 - \beta), & \text{if } v = k + 1, \\ \alpha^{k-1}(1 - \beta)\{\beta q + p(1 - \alpha)\}, & \text{if } v = k + 2. \end{cases}
\]

From Theorem 2.17, we get the different type recursive scheme.

**Remark 2.** The probability mass function of \( V(k) \) satisfies the recursive scheme

\[
P(V(k) = v) = \beta P(V(k) = v - 1) + (1 - \alpha)(1 - \beta)\sum_{i=2}^{k} \alpha^{i-2}P(V(k) = v - i), \ v > k + 1,
\]

with initial conditions

\[
P(V(k) = v) = \begin{cases} 0, & \text{if } 0 \leq v < k, \\ p\alpha^{k-1}, & \text{if } v = k, \\ q\alpha^{k-1}(1 - \beta), & \text{if } v = k + 1. \end{cases}
\]
2.3 The dual relationship between the probability of waiting time of runs and the longest runs

Another closely related random variable is the length $L_n$ of the longest success run in $n$ trials. Since $V(k) \leq n$ if and only if $L_n \geq k$, we have that the relationship between the probability distribution functions of $V(k)$ and $L_n$ is given by the identity

$$P[V(k) \leq n] = P[L_n \geq k].$$

(Balakrishnan and Koutras, 2002) derived the relationship between $L_n$ and $V(k)$ as follows

$$P(L_n \geq k) = F(n) = P(V(k) \leq n)$$
$$P(L_n \leq k - 1) = 1 - F(n)$$
$$P(L_n = k) = P(V(k) \leq n) - P(V(k + 1) \leq n), \hspace{1em} 1 \leq k \leq n$$
$$P(V(k) = x) = qp^k P(L_{x-k-1} < k), \hspace{1em} x \geq k + 2$$
$$P(L_n < k) = \frac{P(V(k) = n+k+1)}{qp^k}, \hspace{1em} n \geq 1.$$  

(2.14)

Hence, via Eq. (2.14) it is offered an alternative way of obtaining exact distribution of $L_n$ through formulae established for the run enumerative RV $V(k)$ and vice versa.

**Theorem 2.18.** The generating function of the longest run probabilities $P(L_n = k)$ will be given by

$$\sum_{n=0}^{\infty} P(L_n = k) z^n = \frac{1}{1-z} \left[ G_{V(k)}(z) - G_{V(k+1)}(z) \right]$$

(2.15)

**Proof.** For $k \geq 1$, in view of (2.13), we have,

$$P(L_n = k) = P(L_n \geq k) - P(L_n \geq k + 1) = P(V(k) \leq n) - P(V(k + 1) \leq n)$$

$$= \sum_{j=1}^{n} P(V(k) = j) - \sum_{j=1}^{n} P(V(k + 1) = j), \hspace{1em} n \geq 1,$$

(2.16)

and, therefore,

$$\sum_{n=1}^{\infty} P(L_n = k) z^n = \sum_{n=1}^{\infty} \sum_{j=1}^{n} P(V(k) = j) z^n - \sum_{n=1}^{\infty} \sum_{j=1}^{n} P(V(k + 1) = j) z^n.$$  

(2.17)

Interchanging the orders of summation in the RHS, we have,

$$\sum_{n=1}^{\infty} \sum_{j=1}^{n} P(V(k) = j) z^n = \frac{1}{1-z} \sum_{j=1}^{\infty} P(V(k) = j) z^j = \frac{1}{1-z} G_{V(k)}(z),$$

$$\sum_{n=1}^{\infty} \sum_{j=1}^{n} P(V(k + 1) = j) z^n = \frac{1}{1-z} \sum_{j=1}^{\infty} P(V(k + 1) = j) z^j = \frac{1}{1-z} G_{V(k+1)}(z).$$
We have the formula in (2.15) for $x \geq 1$, using this results. For the special case $k = 0$, we first notice that

$$P(L_n = 0) = 1 - P(V(1) \leq n) = 1 - \sum_{j=1}^{n} P(V(1) = j), \quad n \geq 1,$$

which readily yields

$$\sum_{n=1}^{\infty} P(L_n = 0) z^n = -1 + \frac{1}{1 - z} \left[ 1 - G_V(1) + P(V(1) = 0) \right].$$

### 2.3.1 I.i.d. trials

Applying of Theorem 2.18 could be deduce the probability generating function of the longest run probabilities $P(L_n = k)$ as follows

$$\sum_{n=0}^{\infty} P(L_n = k) z^n = \frac{P(z)}{Q(z)}, \quad (2.18)$$

where

$$P(z) = p^k z^k + p^k (p^{2k+2} q - 2 p - 1) z^{k+1} + p^{k+1} (2 + p - p^{2k+1} q) z^{k+2} - p^{k+2} z^{k+3} - p^{2k+1} q z^{2k+2} + p^{2k+2} q z^{2k+3},$$

$$Q(z) = 1 + (p^{2k+2} q - 3) z + (3 - 2 p^{2k+2} q) z^2 + (p^{2k+2} q - 1) z^3 + p^k q z^{k+1} + p^k q (p^{2k+2} q - 2) z^{k+2} + p^k q (1 - p^{2k+2} q) z^{k+3}.$$

From the last expression for the generating function we have that

$$P(z) = Q(z) \left( \sum_{n=0}^{\infty} P(L_n = k) z^n \right), \quad (2.19)$$

If we collect the coefficients of $z^n (n = 0, 1, \ldots)$ in both sides of equality, we can define a set of recurrence relations for the longest run probabilities $P(L_n = k)$.

Thus, by appropriately utilizing Eq. (2.21) we conclude with the following recurrent for the longest run probabilities $P(L_n = k)$. Specifically, with the aid of this scheme we can numerical evaluate the probabilities

$$f(n) = P(L_n = k)$$

in a more effective and fast way, using the following recursive scheme

$$f(n) = (3 - p^{2k+2} q) f(n - 1) + (2 p^{2k+2} q - 3) f(n - 2) + (1 - p^{2k+2} q) f(n - 3) - p^k q f(n - k - 1) + p^k q (2 - p^{2k+2} q) f(n - k - 2) + p^k q (p^{2k+2} q - 1) f(n - k - 3) + \beta_n,$$
where we set \( f(n) \) for \( n < 0 \) and with initial conditions

\[
\beta_n = \begin{cases} 
  p^k, & \text{if } j = k, \\
  p^k(p^{2k+2}q - 2p - 1), & \text{if } j = k + 1, \\
  p^{k+1}(2 + p - p^{2k+1}q), & \text{if } j = k + 2, \\
  -p^{k+2}, & \text{if } j = k + 3, \\
  -p^{2k+1}q, & \text{if } j = 2k + 2, \\
  p^{2k+2}q, & \text{if } j = 2k + 3, \\
  0, & \text{otherwise.}
\end{cases}
\]

### 2.3.2 Markov dependent trials

Applying of Theorem 2.18 could be deduce the probability generating function of the longest run probabilities \( P(L_n = k) \) as follows

\[
\sum_{n=0}^{\infty} P(L_n = k)z^n = \frac{P(z)}{Q(z)}, \tag{2.20}
\]

where

\[
P(z) = p\alpha^{k-1}z^k + \alpha^{k-1} \{1 - \beta - p(3\alpha + \beta)\} z^{k+1} + \alpha^{k-1} \{1 - \beta(1 - 3\alpha - \beta) - p(1 - \alpha - 3\alpha^2 - \beta - 2\alpha\beta)\} z^{k+2} + \alpha^k \left[(1 - \beta)(2 - 3\alpha - 2\beta) + p \{\alpha^2 - 2(1 - \beta) + \alpha(2 + \beta)\}\right] z^{k+3} + \alpha^{k+1}(1 - p - \beta)(1 - \alpha - \beta)z^{k+4},
\]

\[
Q(z) = 1 - 2(\alpha + \beta)z + \{\alpha + 1\}^2 + (\beta + 1)\alpha + 2\alpha\beta - 4\} z^2 + 2(1 - \alpha - \beta)(\alpha + \beta)z^3 + (1 - \alpha - \beta)^2z^4 + \alpha^{k-1}(1 - \alpha)(1 - \beta)z^{k+1} - \alpha^{k-1}(1 - \alpha)(1 - \beta)z^{k+2} - \alpha^{k-1}(1 - \alpha)(1 - \beta)z^{k+3} - \alpha^k(1 - \alpha)(1 - \beta)(1 - \alpha - \beta)z^{k+4} + \alpha^{2k-1}(1 - \alpha)^2(1 - \beta)^2z^{2k+3}
\]

From the last expression for the generating function we have that

\[
P(z) = Q(z) \left( \sum_{n=0}^{\infty} P(L_n = k)z^n \right) \tag{2.21}
\]

If we collect the coefficients of \( z^n \) \((n = 0, 1, \ldots)\) in both sides of equality, we can define a set of recurrence relations for the longest run probabilities \( P(L_n = k) \).

Thus, by appropriately utilizing Eq. (2.21) we conclude with the following recurrent for the longest run probabilities \( P(L_n = k) \). Specifically, with the aid of this scheme we can numerical evaluate the probabilities

\[
f(n) = P(L_n = k)
\]
in a more effective and fast way, using the following recursive scheme
\[
\begin{align*}
f(n) &= 2(\alpha + \beta)f(n-1) + \{4 - (\alpha + 1)^2 - (\beta + 1)^2 - 2\alpha\beta\}f(n-2) \\
&- 2(1 - \alpha - \beta)(\alpha + \beta)f(n-3) - (1 - \alpha - \beta)^2f(n-4) \\
&- \alpha^{k-1}(1 - \alpha)(1 - \beta)f(n-k-1) + \alpha^{k-1}\beta(1 - \alpha)(1 - \beta)f(n-k-2) \\
+ \alpha^{k-1}(1 - \alpha)(1 - \beta)\{1 - (1 - \alpha)(1 - \beta)\}f(n-k-3) \\
+ \alpha^k(1 - \alpha)(1 - \beta)\{1 - \alpha - \beta\}f(n-k-4) \\
+ \alpha^{2k-1}(1 - \alpha)^2(1 - \beta)^2f(n-2k-3) + \beta_n,
\end{align*}
\]
where we set \(f(n)\) for \(n < 0\) and with initial conditions
\[
\beta_n = \begin{cases} 
  p\alpha^{k-1}, & \text{if } j = k, \\
  \alpha^{k-1}\{1 - \beta - p(3\alpha + \beta)\}, & \text{if } j = k + 1, \\
  \alpha^{k-1}\{(1 - \beta)(1 - 3\alpha - \beta) - p(1 - \alpha - 3\alpha^2 - \beta - 2\alpha\beta)\}, & \text{if } j = k + 2, \\
  \alpha^k\{(1 - \beta)(2 - 3\alpha - 2\beta) + p(\alpha^2 - 2\alpha(1 - \beta) + \alpha(2 + \beta))\}, & \text{if } j = k + 3, \\
  \alpha^{k+1}(1 - p - \beta)(1 - \alpha - \beta), & \text{if } j = k + 3, \\
  0, & \text{otherwise.}
\end{cases}
\]

3 Distribution of waiting time until the \(r\)-th occurrence of a pattern

Let us denote by \(T_r^{(a)}(r = 1, 2, ..., a = I,II,III)\), the waiting time until the \(r\)-th occurrence of a pattern and its probability mass function by
\[
h_r^{(a)}(n) = P(T_r^{(a)} = n), \ n \geq 0, \ a = I,II,III, \tag{3.1}
\]
and its single and double probability generating functions of \(T_r^{(a)}(r = 1, 2, ..., a = I,II,III)\) will be denoted by \(H_r^{(a)}(z)\) and \(H(z,w)^{(a)}\), respectively; i.e.,
\[
H_r^{(a)}(z) = \sum_{n=1}^{\infty} h_r^{(a)}(n)z^n, \ r \geq 0
\tag{3.2}
\]
\[
H^{(a)}(z,w) = \sum_{r=1}^{\infty} H_r^{(a)}(z)w^r.
\]

In this section, we derive the p.g.f., the moments and the recursive scheme of \(T_r^{(a)}, a = I,II,III\).

3.1 I.i.d. trials

3.1.1 Non-overlapping scheme

We can derive probability generating function of \(T_r^{(I)}\) for \(|z| \leq 1\) by definition of negative binomial distribution of order \(k\).
Theorem 3.1. The probability mass function $h^{(l)}_{r}(n)$ of the random variable $T^{(l)}_{r,k}$ satisfies the recursive scheme

$$h^{(l)}_{r}(n) = h^{(l)}_{r-1}(n-1) - p^k q h^{(l)}_{r}(n-k-1) + p^k h^{(l)}_{r-1}(n-k) - p^{k+1} h^{(l)}_{r-1}(n-k-1)$$

with initial conditions $h^{(l)}_{0}(n) = \delta_{n,0}$. 

Proof. It suffices to replace $H^{(l)}_{r}(z)$ in the recursive formulae given in Lemma 4.6 by the power series

$$H^{(l)}_{r}(z) = \sum_{n=0}^{\infty} P(T^{(l)}_{r,k} = n) z^n = \sum_{n=0}^{\infty} h^{(l)}_{r}(n) z^n,$$

and then equating the coefficients of $z^n$ on both sides of the resulting identities. 

First, we calculate the double generating function.

**Proposition 3.1.** The double probability generating function $H^{(l)}_{r}(z,w)$ of $T^{(l)}_{r,k}$ is given by

$$H^{(l)}_{r}(z,w) = \frac{1 - z + p^k q z^{k+1}}{1 - z + q p^k z^{k+1} - (p z)^k w + (p z)^{k+1} w}.$$  

**Proof.**

$$H^{(l)}_{r}(z,w) = \sum_{r=0}^{\infty} H^{(l)}_{r}(z) w^r = \sum_{r=0}^{\infty} \left( \frac{p^k z^{k}(1 - p z)}{1 - z + q p^k z^{k+1}} \right)^r w^r$$

$$= \left( \frac{1 - z + p^k q z^{k+1}}{1 - z + q p^k z^{k+1} - (p z)^k w + (p z)^{k+1} w} \right).$$

In the following lemma we derive a recursive scheme for the evaluation of $H_{r}(z)$.

**Lemma 3.1.** The probability generating function $H^{(l)}_{r}(z)$ of the random variable $T^{(l)}_{r,k}$ is satisfies the recursive scheme

$$H^{(l)}_{r}(z) = \left( \frac{(p z)^k (1 - p z)}{1 - z + q p^k z^{k+1}} \right) H^{(l)}_{r-1}(z)$$

with initial conditions $H^{(l)}_{0}(z) = 1$. 

**Proof.** It follows by equating the coefficients of $w^r$ on both sides of (3.6).
If we have recursive scheme for the probability mass function of $T_{r,k}$, it is not difficult to derive a recursive scheme for the tail probabilities of $T_{r,k}$. More specifically we have the following result.

**Corollary 3.1.** The tail probability function $\overline{h}_r(I)(n) = P(T_{r,k} > n)$ of $T_{r,k}$ satisfies the recurrence relation.

\[
\overline{h}_r(I)(n) = 2\overline{h}_{r-1}(n-1) - \overline{h}_{r-1}(n-2) + p^k q \left\{ \overline{h}_r(I)(n-k-2) - \overline{h}_r(I)(n-k-1) \right\} \\
- p^k \left\{ \overline{h}_{r-1}(n-k-1) - \overline{h}_{r-1}(n-k) \right\} \\
+ p^{k+1} \left\{ \overline{h}_{r-1}(n-k-2) - \overline{h}_{r-1}(n-k-1) \right\}.
\]

**Proof.** It can be easily derive either from the outcome of Theorem 3.1 upon replacing $h_r(n)$ by $\overline{h}_r(n-1) - \overline{h}_r(n)$ or from the outcome equation (3.3) on observing that the generating function of $\overline{h}_r(n)$ may be expressed in terms of $H_r(z)$ by

\[
\sum_{n=0}^{\infty} \overline{h}_r(n)z^n = \frac{1 - H_r(z)}{1 - z}.
\]

Koutras (1997) derived formulae expressing the generating functions of moments of $T_{r,k}$ and $(T_{r,k})^2$, respectively, $\sum_{r=0}^{\infty} E[T_{r,k}^{(l)}]w^r = \left[ \frac{\partial}{\partial z} H(z, w) \right]_{z=1}$ and $\sum_{r=0}^{\infty} (T_{r,k})^2w^r = \left[ \frac{\partial}{\partial z} \left( z \frac{\partial}{\partial z} H(z, w) \right) \right]_{z=1}$. Using this result, we derive some formulae expressing the generating functions of the first two moments of $T_{r,k}$ and $(T_{r,k})^2$ by means of the double generating function $H(I)(z, w)$.

**Theorem 3.2.** The generating function of the means $E[T_{r,k}^{(l)}]$ is given by

\[
\sum_{r=0}^{\infty} E[T_{r,k}^{(l)}]w^r = \frac{(1 - p^k)w}{p^k(1 - w)^2}, \quad (3.9)
\]

We can establish an appropriate recurrent relation for the $\mu_{r}^{(l)} = E[T_{r,k}^{(l)}]$ of the random variable $T_{r,k}$ using the result established in (3.9), is given in the following result.

**Corollary 3.2.** The $\mu_{r}^{(l)} = E[T_{r,k}^{(l)}]$, $r = 1, 2, \ldots$ of the random variable $T_{r,k}$ satisfies the recurrence relation.

\[
\mu_{r}^{(l)} = 2\mu_{r-1}^{(l)} - \mu_{r-2}^{(l)}, \quad r \geq 3.
\]

with initial conditions $\mu_{0}^{(l)} = 0$, $\mu_{1}^{(l)} = \frac{1 - p^k}{p^k}$.

**Proof.** It follows by equating the coefficients of $w^r$ on both sides of (3.9).
Theorem 3.3. The generating function of the means $E[(T_{r,k}(I))^2]$ is given by

$$\sum_{r=0}^{\infty} E[(T_{r,k}(I))^2]w^r = \frac{a_1w^2 + a_2w}{p^{2k}q^3(1-w)^3},$$  \hspace{1cm} (3.11)$$

where

$$a_1 = p^k q \{(1+p)(p^k-1)+2pq\}, \hspace{1cm} a_2 = q\{(1-p^k)(2-p^kq)-2kp^kq\} \hspace{1cm} (3.12)$$

Corollary 3.3. The $U_r(I) = E[(T_{r,k}(I))^2], r = 1, 2, \ldots$ of the random variable $(T_{r,k}(I))^2$ satisfies the recurrence relation.

$$U_r(I) = 3U_{r-1}(I) - 3U_{r-2}(I) + U_{r-3}, \hspace{1cm} r \geq 4. \hspace{1cm} (3.13)$$

with initial conditions

$$U_0(I) = 0, \hspace{1cm} U_1(I) = \frac{q\{(1-p^k)(2-p^kq)-2kp^kq\}}{p^{2k}q^3}, \hspace{1cm} U_2(I) = \frac{2p^{2k}(1+q)+2kp^k(p-2pqk-5)+6}{p^{2k}q^2}. \hspace{1cm} (3.14)$$

Proof. It follows by equating the coefficients of $w^r$ on both sides of (3.11). \hspace{1cm} \Box

3.1.2 Exceed a threshold scheme

Balakrishnan and Koutras (2002) derived the relationship between $H_{r}^{(II)}(z)$ and $G_{V(k)}(z)$. We already derived $G_{V(k)}(s)$ in Section 2. We derive $H_{r}^{(II)}(z)$ using this result.

$$H_{r}^{(II)}(z) = E(z^{T_{r,k}^{(II)}}) = \sum_{n=0}^{\infty} h_{r}^{(II)}(n)z^n = \left[G_{V(k)}(z) \frac{qz}{1-pz}\right]^{r-1}G_{V(k)}(z) \hspace{1cm} (3.14)$$

where

$$G_{V(k)}(z) = \frac{(pz)^{k}(1-pz)}{1-z+qpz^{k+1}}. \hspace{1cm} (3.15)$$

First, we calculate the double generating function.

Proposition 3.2. The double probability generating function $H(z,w)$ of $T_{r,k}^{(II)}$ is given by

$$H^{(II)}(z,w) = \frac{1 - z + p^kqz^{k+1} + p^kz^{k}(1-z)w}{1 - z + p^kqz^{k+1} - p^kqz^{k+1}w}. \hspace{1cm} (3.16)$$
In the following lemma we derive a recursive scheme for the evaluation of $H_r(z)$.

**Lemma 3.2.** The probability generating function $H_r^{(II)}(z)$ of the random variable $T_{r,k}^{(II)}$ is satisfies the recursive scheme

$$H_r^{(II)}(z) = \frac{p^k q z^{k+1}}{1 - z + p^k q z^{k+1}} H_{r-1}^{(II)}(z), \quad \text{for } r > 1,$$

with initial condition $H_0^{(II)}(z) = 1$ and $H_1^{(II)}(z) = \frac{p^k z (1 - p z)}{1 - z + p^k q z^{k+1}}$.

An efficient recursive scheme for the evaluation of the probability mass function of $T_{r,k}^{(II)}$, ensuing from the result established in [4,6] is given in the following theorem.

**Theorem 3.4.** The probability mass function $h_r^{(II)}(n)$ of the random variable $T_{r,k}^{(II)}$ satisfies the recursive scheme

$$h_r^{(II)}(n) = h_r^{(II)}(n-1) - p^k q h_r^{(II)}(n-k-1) + p^k q h_{r-1}^{(II)}(n-k-1)$$

with initial conditions $h_0^{(II)}(n) = \delta_{n,0}$ and

$$h_1^{(II)}(n) = \begin{cases} 0 & \text{if } 0 \leq n < k, \\ p^k & \text{if } n = k, \\ p^k q & \text{if } n = k+1, \\ h_1^{(II)}(n-1) - p^k q h_1^{(II)}(n-k-1) & \text{if } n > k+1. \end{cases}$$

**Corollary 3.4.** The tail probability function $\overline{h_r}^{(II)}(n) = P(T_{r,k}^{(II)} > n)$ of $T_{r,k}^{(II)}$ satisfies the recurrence relation.

$$\overline{h_r}^{(II)}(n) = 2 \overline{h_r}^{(II)}(n-1) - \overline{h_r}^{(II)}(n-2) + p^k q \left\{ \overline{h_r}^{(II)}(n-k-2) - \overline{h_r}^{(II)}(n-k-1) \right\} - p^k q \left\{ \overline{h_r}^{(II)}(n-k-2) - \overline{h_r}^{(II)}(n-k-1) \right\}.$$
Theorem 3.6. The generating function of the means \( E[(T_{r,k}^{(II)})^2] \) is given by
\[
\sum_{r=0}^{\infty} E[(T_{r,k}^{(II)})^2]w^r = \frac{a_1w + a_2w^2 + a_3w^3}{q^2p^{2k}(1-w)^3},
\]
where
\[
a_1 = 2 + p^k\{p - 3 + q(p^k - 2k)\}, \quad a_2 = -p^k\{p - 3 + 2q(p^k - k)\}, \quad a_3 = p^{2k}q.
\]

Corollary 3.6. The \( U_r^{(II)} = E[(T_{r,k}^{(II)})^2], \ r = 1, 2,... \) of the random variable \( (T_{r,k}^{(II)})^2 \) satisfies the recurrence relation.
\[
U_r^{(II)} = 3U_{r-1}^{(II)} - 3U_{r-2}^{(II)} + U_{r-3}^{(II)}, \ r \geq 4. \tag{3.21}
\]

with initial conditions
\[
U_0^{(II)} = 0, \quad U_1^{(II)} = \frac{2 + p^k\{p - 3 + q(p^k - 2k)\}}{p^{2k}q^2}, \quad U_2^{(II)} = \frac{6 + p^k\{2(p - 3) + q(p^k - 4k)\}}{p^{2k}q^2}, \quad U_3^{(II)} = \frac{12 + p^k\{3(p - 3) + q(p^k - 6k)\}}{p^{2k}q^2}. \tag{3.22}
\]

3.1.3 Overlapping scheme

Balakrishnan and Koutras (2002) derived the relationship between \( H_r^{(III)}(z) \) and \( G_{V(k)}(z) \). We already derived \( G_{V(k)}(s) \) in Section 2. We derive \( H_r^{(III)}(z) \) using this result.

\[
H_r^{(III)}(z) = E(z_{r,k}^{(III)}) = \sum_{n=0}^{\infty} h_r^{(III)}(n)z^n = \{pz + (qz)G_{V(k)}(z)\}^{r-1}G_{V(k)}(z) \tag{3.23}
\]
\[
= \frac{(1-pz)(pz)^{k+r-1}(1-z+qp^{k-1}z^{k+1})^{r-1}}{(1-z+qp^{k-1}z^{k+1})^r},
\]

where

\[
G_{V(k)}(z) = \frac{(pz)^k(1-pz)}{1-z+qp^{k-1}z^{k+1}}.
\]

First, we calculate the double generating function.

Proposition 3.3. The double probability generating function \( H(z,w) \) of \( T_{r,k}^{(III)} \) is given by
\[
H^{(III)}(z,w) = \frac{1 - z + p^kqz^{k+1} + w(1-z)pz(p^{k-1}z^{k-1} - 1)}{1 - z + p^kqz^{k+1} - wpz(1-z + p^{k-1}qz^k)}. \tag{3.24}
\]

In the following lemma we derive a recursive scheme for the evaluation of \( H_r(z) \).
Lemma 3.3. The probability generating function $H^{(III)}_r(z)$ of the random variable $T_{r,k}^{(III)}$ is satisfies the recursive scheme

$$H^{(III)}_r(z) = \left[ \frac{pz(1-z+p^{k-1}qz^k)}{1-z+p^kqz^{k+1}} \right] H^{(III)}_{r-1}(z) \quad (3.25)$$

An efficient recursive scheme for the evaluation of the probability mass function of $T_{r,k}^{(III)}$, ensuing from the result established in 4.6, is given in the following theorem.

Theorem 3.7. The probability mass function $h^{(III)}_r(n)$ of the random variable $T_{r,k}^{(III)}$ satisfies the recursive scheme

$$h^{(III)}_r(n) = h^{(III)}_r(n-1) - p^k q h^{(III)}_r(n-k-1) + ph^{(III)}_{r-1}(n-1)$$
$$- ph^{(III)}_{r-1}(n-2) + p^k q h^{(III)}_{r-1}(n-k-1). \quad (3.26)$$

Corollary 3.7. The tail probability function $\tilde{h}^{(III)}_r(n) = P(T_{r,k}^{(III)} > n)$ of $T_{r,k}^{(III)}$ satisfies the recurrence relation

$$\tilde{h}^{(III)}_r(n) = 2\tilde{h}^{(III)}_r(n-1) - \tilde{h}^{(III)}_r(n-2)$$
$$+ p^k q \left\{ \tilde{h}^{(III)}_r(n-k-2) - \tilde{h}^{(III)}_r(n-k-1) \right\}$$
$$+ p\tilde{h}^{(III)}_{r-1}(n-1) - 2\tilde{h}^{(III)}_{r-1}(n-2) + p\tilde{h}^{(III)}_{r-1}(n-3)$$
$$- p^k q \left\{ \tilde{h}^{(III)}_{r-1}(n-k-2) - \tilde{h}^{(III)}_{r-1}(n-k-1) \right\}. \quad (3.27)$$

Let us give some formulae expressing the generating functions of the first two moments of $T_{r,k}^{(III)}$ and $(T_{r,k}^{(III)})^2$ by means of the double generating function $H(z,w)$.

Theorem 3.8. The generating function of the means $E[T_{r,k}^{(III)}]$ is given by

$$\sum_{r=0}^{\infty} E[T_{r,k}^{(III)}]w^r = \frac{(p^k - p)w^2 + (1-p^k)w}{p^kq(1-w)^2}. \quad (3.28)$$

Corollary 3.8. The $\mu_r^{(III)} = E[T_{r,k}^{(III)}]$, $r = 1, 2, \ldots$ of the random variable $T_{r,k}^{(III)}$ satisfies the recurrence relation

$$\mu_r^{(III)} = 2\mu_{r-1}^{(III)} - \mu_{r-2}^{(III)}, \quad (3.29)$$

with initial conditions

$$\mu_0^{(III)} = 0, \quad \mu_1^{(III)} = \frac{1-p^k}{p^k q}, \quad \mu_2^{(III)} = \frac{q + 1 - p^k}{p^k q}. \quad (3.29)$$
Theorem 3.9. The generating function of the means $E[(T_{r,k}^{(III)})^2]$ is given by

$$\sum_{r=0}^{\infty} E[(T_{r,k}^{(III)})^2] w^r = \frac{a_1 w + a_2 w^2 + a_3 w^3}{p^{2k} q^2 (1 - w)^3},$$

where

$$a_1 = \left[ 2 + p^k \{ p - 3 + q(p^k - 2k) \} \right], \quad a_2 = \left[ p^k \{ 3 + p^2 + 2k(q + 1) \} - 4p - 2p^2 q \right],$$

$$a_3 = \{ 2p^2 + p^2 q - (1 + p + 2k)p^{k+1} \}.$$

Corollary 3.9. The $U_r^{(III)} = E[(T_{r,k}^{(III)})^2]$, $r = 1, 2, \ldots$ of the random variable $(T_{r,k}^{(III)})^2$ satisfies the recurrence relation

$$U_r^{(III)} = 3U_{r-1}^{(III)} - 3U_{r-2}^{(III)} + U_{r-3}^{(III)}, \quad r \geq 4.$$  \hspace{1cm} (3.30)

with initial conditions

$$U_0^{(III)} = 0, \quad U_1^{(III)} = \frac{2 + p^k \{ p - 3 + q(p^k - 2k) \}}{p^{2k} q^2},$$

$$U_2^{(III)} = \frac{6 - 4p + p^{2k} - p^k \{ 6 + 2k q(2 - p) - p(3 + p) \}}{p^{2k} q^2},$$

$$U_3^{(III)} = \frac{12 - 12p + 2p^2 + p^{2k} + p^k \{ p(2p + 5) - 2k q(3 - 2p) - 9 \}}{p^{2k} q^2}. \hspace{1cm} (3.31)$$

### 3.2 Markov dependent trials

Consider an infinite sequence of two state Markov dependent Bernoulli trials $\{X_i| i = 1, 2, \ldots \}$ with $P(X_i = 1) = p$, $P(X_i = 0) = 1 - p = q$, $P(X_i = 1|X_{i-1} = 1) = \alpha$ and $P(X_i = 0|X_{i-1} = 0) = \beta$ for $i > 1$. Feller (1968) introduced delayed recurrent event, supposing that the distribution of success runs of length $k$ be for delayed recurrent event, and therefore

$$H^a_r(z) = H^a(z) [A^a(z)]^{r-1}, \quad r \geq 1, \quad a = I, II, III,$$  \hspace{1cm} (3.32)

where $H^a(z)$ and $A^a(z)$ are proper p.g.f.s. Balakrishnan and Koutras (2002) derived the proper p.g.f.s. $H^a(z)$ and $A^a(z)$,

$$H^{(I)}(z) = \frac{(\alpha z)^{k-1} [p + \{ q(1 - \beta) - \beta p \}] z}{1 - \beta z - \sum_{i=2}^{k} \alpha^{i-2} (1 - \alpha)(1 - \beta)z^i},$$

$$A^{(I)}(z) = \frac{(\alpha z)^{k-1} [\alpha + \{ (1 - \alpha)(1 - \beta) - \alpha \beta \}] z}{1 - \beta z - \sum_{i=2}^{k} \alpha^{i-2} (1 - \alpha)(1 - \beta)z^i}, \hspace{1cm} (3.33)$$
Proof.

Proposition 3.4. The double probability generating function $H^{(I)}(z, w)$ of $T^{(I)}_{r,k}$ is given by

$$H^{(I)}(z, w) = \frac{P(z, w)}{Q(z, w)},$$

(3.36)

where

$$P(z, w) = R(z) + wP(z), \quad Q(z, w) = R(z) + wQ(z),$$

$$R(z) = 1 - (\alpha + \beta)z - (1 - \alpha - \beta)z^2 + \alpha^{k-1}(1 - \alpha)(1 - \beta)z^{k+1},$$

$$P(z) = \alpha^{k-1}(p - \alpha) \left\{ \alpha z^{k+2} - (\alpha + 1)z^{k+1} + z^k \right\},$$

$$Q(z) = \alpha^{k-1} \left\{ \alpha(1 - \alpha - \beta)z^{k+2} - (1 - \alpha - \alpha^2 - \beta)z^{k+1} - \alpha z^k \right\}.$$

Proof.

$$H^{(I)}(z, w) = \sum_{r=0}^{\infty} H^{(I)}_r(z)w^r = 1 + \sum_{r=1}^{\infty} H^{(I)}_r(z) \left[ A^{(I)}(z) \right]^{r-1} w^r = \frac{P(z, w)}{Q(z, w)}. \quad (3.37)$$

In the following lemma we derive a recursive scheme for the evaluation of $H_r(z)$.

Lemma 3.4. The probability generating function $H^{(I)}_r(z)$ of the random variable $T^{(I)}_{r,k}$ is satisfies the recursive scheme

$$H^{(I)}_r(z) = \left[ \frac{\alpha^{k-1} \left\{ \alpha z^k - (1 - \alpha - \alpha^2 - \beta)z^{k+1} - \alpha(1 - \alpha - \beta)z^{k+2} \right\}} {1 - (\alpha + \beta)z - (1 - \alpha - \beta)z^2 + (1 - \alpha)(1 - \beta)z^{k+1}} \right] H^{(I)}_{r-1}(z), \quad r > 2, \quad (3.38)$$

with initial conditions $H^{(I)}_0(z) = 1$, $H^{(I)}_1(z) = \frac{\alpha^{k-1} \left\{ \alpha(\beta - \alpha)pz^{k+2} + (\beta - \alpha)pz^{k+1} + pq \right\}} {1 - (\alpha + \beta)z - (1 - \alpha - \beta)z^2 + (1 - \alpha)(1 - \beta)z^{k+1}}$. 
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Proof. It follows by equating the coefficients of \( w^r \) on both sides of (3.4). \( \square \)

An efficient recursive scheme for the evaluation of the probability mass function of \( T_{r,k}^{(I)} \), ensuing from the result established in 4.6, is given in the following theorem.

**Theorem 3.10.** The probability mass function \( h_r^{(I)}(n) \) of the random variable \( T_{r,k}^{(I)} \) satisfies the recursive scheme

\[
h_r^{(I)}(n) = (\alpha + \beta) h_r^{(I)}(n-1) + (1 - \alpha - \beta) h_r^{(I)}(n-2) \\
- \alpha^{k-1} (1 - \alpha)(1 - \beta) h_r^{(I)}(n-k-1) \\
+ \alpha^k h_{r-1}^{(I)}(n-k) - (1 - \alpha - \alpha^2 - \beta) \alpha^{k-1} h_{r-1}^{(I)}(n-k-1) \\
- (1 - \alpha - \beta) \alpha^k h_{r-1}^{(I)}(n-k-2), \ r > 1, \ n > k + 2,
\]

with initial conditions \( h_0^{(I)}(n) = \delta_{n,0} \) and

\[
h_1^{(I)}(n) = \begin{cases} 
0 & \text{if } 0 \leq n < k, \\
p \alpha^{k-1} & \text{if } n = k, \\
q \alpha^{k-1} (1 - \beta) & \text{if } n = k + 1, \\
\alpha^{k-1} (1 - \beta) \{\beta q + p (1 - \alpha)\} & \text{if } n = k + 2.
\end{cases}
\]

Proof. It suffices to replace \( H_r^{(I)}(z) \) in the recursive formulae given in Lemma 4.6 by the power series

\[
H_r^{(I)}(z) = \sum_{n=0}^{\infty} P(T_{r,k}^{(I)} = n) z^n = \sum_{n=0}^{\infty} h_r^{(I)}(n) z^n,
\]

and then equating the coefficients of \( z^n \) on both sides of the resulting identities. \( \square \)

**Corollary 3.10.** The tail probability function \( \overline{h}_r^{(I)}(n) = P(T_{r,k}^{(I)} > n) \) of \( T_{r,k}^{(I)} \) satisfies the recurrence relation.

\[
\overline{h}_r^{(I)}(n) = h_r^{(I)}(n-1) - (\alpha + \beta) \left( h_r^{(I)}(n-2) - h_r^{(I)}(n-1) \right) \\
- (1 - \alpha - \beta) \left( h_{r-1}^{(I)}(n-2) - h_r^{(I)}(n-1) \right) \\
+ \alpha^{k-1} (1 - \alpha)(1 - \beta) \left( h_{r-1}^{(I)}(n-k-2) - h_{r-1}^{(I)}(n-k-1) \right) \\
- \alpha^k \left( h_{r-1}^{(I)}(n-k-1) - h_{r-1}^{(I)}(n-k) \right) \\
+ \alpha^{k-1} (1 - \alpha - \alpha^2 - \beta) \left( h_{r-1}^{(I)}(n-k-2) - h_{r-1}^{(I)}(n-k-1) \right) \\
+ \alpha^k (1 - \alpha - \beta) \left( h_{r-1}^{(I)}(n-k-3) - h_{r-1}^{(I)}(n-k-2) \right).
\]

Let us give some formulae expressing the generating functions of the first two moments of \( T_{r,k}^{(I)} \) and \( (T_{r,k}^{(I)})^2 \) by means of the double generating function \( H(z,w) \).
Theorem 3.11. The generating function of the means $E[T_{rk}^{(l)}]$ is given by

$$
\sum_{r=0}^{\infty} E[T_{rk}^{(l)}]w^r = \frac{\alpha(2-\alpha-\beta) + \alpha^k(\alpha(\beta-q)-p)}{(1-\alpha)(1-\beta)\alpha^k(w-1)^2} \left( w + (1-\alpha)(p-\alpha)\alpha^k w^2 \right).
$$

We can establish an appropriate recurrent relation for the $\mu_r^{(l)} = E[T_{rk}^{(l)}]$ of the random variable $T_{rk}^{(l)}$ using the result established in (3.9), is given in the following result.

Corollary 3.11. The $\mu_r^{(l)} = E[T_{rk}^{(l)}]$, $r = 1, 2, \ldots$ of the random variable $T_{rk}^{(l)}$ satisfies the recurrence relation.

$$
\mu_r^{(l)} = 2\mu_{r-1}^{(l)} - \mu_{r-2}^{(l)}, \quad r \geq 3.
$$

with initial conditions $\mu_0^{(l)} = 0$, $\mu_1^{(l)} = \frac{\alpha(2-\alpha-\beta) + \alpha^k(\alpha(\beta-q)-p)}{(1-\alpha)(1-\beta)\alpha^k}$ and $\mu_2^{(l)} = \frac{2\alpha(2-\alpha-\beta) + \alpha^k(2\alpha\beta - \alpha q - 2\alpha^2 - p)}{(1-\alpha)(1-\beta)\alpha^k}$.

Proof. It follows by equating the coefficients of $w^r$ on both sides of (3.41).

Theorem 3.12. The generating function of the means $E[(T_{rk}^{(l)})^2]$ is given by

$$
\sum_{r=0}^{\infty} E[(T_{rk}^{(l)})^2]w^r = \frac{a_1 w + a_2 \alpha^{k+1} w^2 + a_3 w^3}{\alpha^{2k}(1-\alpha)^2(1-\beta)^2(1-w)^3},
$$

where

$$
\begin{align*}
    a_1 &= \alpha^{2k}(1-\alpha)(1-\beta)\{p + (\beta-q)\alpha\} + 2\alpha^2(2-\alpha-\beta)^2 \\
    &\quad - \alpha^{k+1}[2p(1-\alpha)(2-\alpha-\beta) + 2k(1-\alpha)(1-\beta)(2-\alpha-\beta) \\
    &\quad +(1-\beta)\{\beta + \alpha(5-3\alpha-3\beta)\}], \\
    a_2 &= 2k(1-\alpha)(1-\beta)(2-\alpha-\beta) + 2p(1-\alpha)(2-\alpha-\beta) - (1+\alpha)\beta^2 \\
    &\quad + (8-5\alpha)\alpha\beta + \beta - \alpha\{11 - (13 - 4\alpha)\alpha\} \\
    &\quad - \alpha^{k+1}[2p(1-\alpha)\{1 - (1-\alpha)\alpha - \beta\} \\
    &\quad + \alpha(1-\beta)\{2 - \beta + \alpha(3 - 3\alpha - \beta)\}], \\
    a_3 &= \alpha^{2k}(1-\alpha)^2(p-\alpha)(1-2\alpha-\beta).
\end{align*}
$$

Corollary 3.12. The $U_r^{(l)} = E[(T_{rk}^{(l)})^2]$, $r = 1, 2, \ldots$ of the random variable $(T_{rk}^{(l)})^2$ satisfies the recurrence relation.

$$
U_r^{(l)} = 3U_{r-1}^{(l)} - 3U_{r-2}^{(l)} + U_{r-3}^{(l)}, \quad r \geq 4.
$$
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with initial conditions

\[ U_1^{(I)} = \frac{c_1}{\alpha^2(1 - \alpha)^2(1 - \beta)^2}, \quad U_2^{(I)} = \frac{c_2}{\alpha^2(1 - \alpha)^2(1 - \beta)^2}, \quad U_3^{(I)} = \frac{c_3}{\alpha^2(1 - \alpha)^2(1 - \beta)^2}, \]

where

\[ c_1 = \alpha^2(1 - \alpha)(1 - \beta)\{p + (\beta - q)\alpha\} + 2\alpha^2(2 - \alpha - \beta)^2 - \alpha^{k+1}\{2p(1 - \alpha)(2 - \alpha - \beta) + 2k(1 - \alpha)(1 - \beta)(2 - \alpha - \beta) + (1 - \beta)\{\beta + \alpha(5 - 3\alpha - 3\beta)\}\}, \]
\[ c_2 = 6\alpha^4 - 4\alpha^{k+4} + 2\alpha^{k+3}\{11 - 2p - 2k(1 - \beta) - 7\beta\} - 12\alpha^3(2 - \beta) \]
\[ 6\alpha^2(2 - \beta)^2 + p\alpha^2(1 - \beta) - \alpha^{k+3}(3 - 2p - 3\beta) - \alpha^{k+1}\{1 - 2p(2 - \beta) - (3 - 2\beta)\beta\} + \alpha^{k+2}\{6 - 7p - 10\beta + 3p\beta + 4\beta^2\} - 2\alpha^{k+2}\{13 - 6k - 6p - 2(8 - 4k - p)\beta + (5 - 2k)\beta^2\} - 2\alpha^{k+1}\{4p + 2k(2 - \beta)(1 - \beta) + \beta - 2p + \beta\}, \]
\[ c_3 = 12\alpha^2(2 - \alpha - \beta)^2 - \alpha^{k+1}\{(3 + \alpha\alpha)(7 - 4\alpha) + \beta - \alpha(24 - 11\alpha)\beta - (1 - 7\alpha)\beta^2 + 2p(1 - \alpha)(2 - \alpha - \beta) + 2k(1 - \alpha)(1 - \beta)(2 - \alpha - \beta)\} + \alpha^{k+1}\{\alpha\{19 - (7 - \alpha)\alpha\} - 1 + 4\beta - 2\alpha\beta(13 - 5\alpha) - 3(1 - 3\alpha)\beta^2\} \]
\[ \alpha^k[p(1 - \alpha)\{1 - \beta + \alpha(9 - 4\alpha - 5\beta)\}] \]

3.2.2 Exceed a threshold scheme

Proposition 3.5. The double probability generating function \( H^{(II)}(z, w) \) of \( T^{(II)}_{r_k} \) is given by

\[ H^{(II)}(z, w) = \frac{P(z, w)}{Q(z, w)}, \quad (3.44) \]

where

\[ P(z, w) = P(z)w + R(z), \quad Q(z, w) = Q(z)w + R(z), \]
\[ R(z) = (1 - \alpha)(1 - \beta)\alpha^{k-1}z^{k+1} - (1 - \alpha - \beta)z^2 - (\alpha + \beta)z + 1, \]
\[ P(z) = \alpha^k(\beta - q)z^{k+2} + (q\alpha - p - \alpha\beta)\alpha^{k-1}z^{k+1} + p\alpha^{k-1}z^k, \]
\[ Q(z) = - (1 - \alpha)(1 - \beta)\alpha^{k-1}z^{k+1}. \]

In the following lemma we derive a recursive scheme for the evaluation of \( H^{(II)}_{r_k}(z) \).

Lemma 3.5. The probability generating function \( H^{(II)}_{r_k}(z) \) of the random variable \( T^{(II)}_{r_k} \) is satisfies the recursive scheme

\[ H^{(II)}_{r_k}(z) = \frac{(1 - \alpha)(1 - \beta)\alpha^{k-1}z^{k+1}}{(1 - \alpha)(1 - \beta)\alpha^{k-1}z^{k+1} - (1 - \alpha - \beta)z^2 - (\alpha + \beta)z + 1} H^{(II)}_{r_{k-1}}(z) \quad (3.45) \]
with initial conditions $H_0^{(II)}(z) = 1$, $H_1^{(II)}(z) = \frac{(\beta - q)\alpha^{k+1}z^{k+2} + \alpha^k(q-p\alpha-\beta)z^{k+1} + \alpha^kpz^k}{(1-\alpha)(1-\beta)\alpha^{k-1}z^k - (1-\alpha-\beta)z - (\alpha+\beta)z^1}$.

Proof. It follows by equating the coefficients of $w^r$ on both sides of $(4.36)$. 

An efficient recursive scheme for the evaluation of the probability mass function of $T_{r,k}^{(II)}$, ensuing from the result established in 4.6, is given in the following theorem.

**Theorem 3.13.** The probability mass function $h_r^{(II)}(n)$ of the random variable $T_{r,k}^{(II)}$ satisfies the recursive scheme

$$h_r^{(II)}(n) = (\alpha + \beta)h_r^{(II)}(n-1) + (1 - \alpha - \beta)\alpha h_r^{(II)}(n-2) - \alpha^{k-1}(1-\alpha)(1-\beta)$$

$$\times h_r^{(II)}(n-k-1) + \alpha^{k-1}(1-\alpha)(1-\beta)h_{r-1}^{(II)}(n-k-1).$$

(3.46)

with initial conditions $h_0^{(II)}(n) = \delta_{n,0}$ and

$$h_1^{(II)}(n) = \begin{cases} 
0 & \text{if } 0 \leq n < k, \\
p\alpha^k & \text{if } n = k, \\
q\alpha^k(1-\beta) & \text{if } n = k+1, \\
\alpha^k(1-\beta)\{\beta q + p(1-\alpha)\} & \text{if } n = k+2.
\end{cases}$$

Proof. It suffices to replace $H_r(z)$ in the recursive formulae given in Lemma 4.6 by the power series

$$H_r^{(II)}(z) = \sum_{n=0}^{\infty} P(T_{r,k}^{(II)} = n)z^n = \sum_{n=0}^{\infty} h_r^{(II)}(n)z^n,$$

(3.47)

and then equating the coefficients of $z^n$ on both sides of the resulting identities. 

**Corollary 3.13.** The tail probability function $\overline{h}_r^{(II)}(n) = P(T_{r,k}^{(II)} > n)$ of $T_{r,k}^{(II)}$ satisfies the recurrence relation.

$$\overline{h}_r^{(II)}(n) = (1 + \alpha + \beta)\overline{h}_r^{(II)}(n-1) - (\alpha + \beta)\overline{h}_r^{(II)}(n-2)$$

$$- \alpha(1 - \alpha - \beta)\{\overline{h}_r^{(II)}(n-3) - \overline{h}_r^{(II)}(n-2)\}$$

$$+ \alpha^{k-1}(1-\alpha)(1-\beta)\{\overline{h}_r^{(II)}(n-k-2) - \overline{h}_r^{(II)}(n-k-1)\}$$

$$- \alpha^{k-1}(1-\alpha)(1-\beta)\{\overline{h}_{r-1}^{(II)}(n-k-2) - \overline{h}_{r-1}^{(II)}(n-k-1)\}.$$ 

Let us give some formulae expressing the generating functions of the first two moments of $T_{r,k}^{(II)}$ and $(T_{r,k}^{(II)})^2$ by means of the double generating function $H(z,w)$.

**Theorem 3.14.** The generating function of the means $E[T_{r,k}^{(II)}]$ is given by

$$\sum_{r=0}^{\infty} E[T_{r,k}^{(II)}]w^r = \frac{\{\alpha^{k-1}(\alpha\beta - q\alpha - p) + (2 - \alpha - \beta)\}w}{(1-\alpha)(1-\beta)\alpha^{k-1}(1-w)^2} + \alpha^{k-1}(1-\alpha)(p - \alpha)w^2$$

(3.48)
Corollary 3.14. The $\mu_r^{(II)} = E[T_r^{(II)}]$, $r = 1, 2, \ldots$ of the random variable $T_r^{(II)}$ satisfies the recurrence relation.

$$
\mu_r^{(II)} = 2\mu_{r-1}^{(II)} - \mu_{r-2}^{(II)}, \quad r \geq 3.
$$

(3.49)

with initial conditions $\mu_0^{(II)} = 0$, $\mu_1^{(II)} = \frac{\alpha^{k-1}(\alpha \beta - \alpha^3 - (2 - \alpha - \beta))}{(1 - \beta)(1 - \beta) \alpha^{k-1}}$ and

$$
\mu_2^{(II)} = \frac{\alpha^{k-1}(2\alpha \beta - 3\alpha^2 - 2\beta - \alpha \beta + \alpha^2)}{(1 - \beta)(1 - \beta) \alpha^{k-1}}.
$$

Theorem 3.15. The generating function of the means $E[(T_{r,k}^{(II)})^2]^{(II)}$ is given by

$$
\sum_{r=0}^{\infty} E[(T_{r,k}^{(II)})^2]^{(II)}w^r = \frac{A_1w + A_2w^2 + a_1a_2a_3\alpha^{2k}w^3}{\alpha^{2k}a_1^2a_2^2(1 - w)^3},
$$

where

$$
a_1 = 1 - \alpha, \quad a_2 = 1 - \beta, \quad a_3 = (\beta - q)\alpha + p, \quad a_4 = \beta + \alpha(5 - 3\alpha - 3\beta),
$$

$$
A_1 = a_1a_2a_3\alpha^{2k} + 2\alpha(a_1 + a_2)^2 - \alpha^{k+1}\{2pa_1(a_1 + a_2) + 2ka_1a_2(a_1 + a_2) - a_2a_4\},
$$

$$
A_2 = \alpha^k\{2ka_1a_2(a_1 + a_2) - 2\alpha^k a_1a_2a_3 + \alpha\{2pa_1(a_1 + a_2) + a_2a_4\}\}.
$$

Corollary 3.15. The $U_r^{(II)} = E[(T_{r,k}^{(II)})^2]^{(II)}$, $r = 1, 2, \ldots$ of the random variable $(T_{r,k}^{(II)})^2$ satisfies the recurrence relation.

$$
U_r^{(II)} = 3U_{r-1}^{(II)} - 3U_{r-2}^{(II)} + U_{r-3}^{(II)}, \quad r \geq 4.
$$

(3.50)

with initial conditions

$$
U_1^{(II)} = \frac{B_1}{\alpha^{2k}(1 - \alpha)^2(1 - \beta)^2}, \quad U_2^{(II)} = \frac{B_2}{\alpha^{2k}(1 - \alpha)^2(1 - \beta)^2}, \quad U_3^{(II)} = \frac{B_3}{\alpha^{2k}(1 - \alpha)^2(1 - \beta)^2},
$$

where

$$
a_1 = 1 - \alpha, \quad a_2 = 1 - \beta, \quad a_3 = (\beta - q)\alpha + p, \quad a_4 = \beta + \alpha(5 - 3\alpha - 3\beta),
$$

$$
B_1 = a_1a_2a_3\alpha^{2k} + 2\alpha(a_1 + a_2)^2 - \alpha^{k+1}\{2pa_1(a_1 + a_2) + 2ka_1a_2(a_1 + a_2) - a_2a_4\},
$$

$$
B_2 = a_1a_2a_3\alpha^{2k} + 6\alpha^2(a_1 + a_2)^2 - 2\alpha^{k+1}\{2pa_1(a_1 + a_2) + 2ka_1a_2(a_1 + a_2) - a_2a_4\},
$$

$$
B_3 = a_1a_2a_3\alpha^{2k} + 12\alpha^2(a_1 + a_2)^2 - 3\alpha^{k+1}\{2pa_1(a_1 + a_2) + 2ka_1a_2(a_1 + a_2) + a_2a_4\}.
$$

3.2.3 Overlapping scheme

Proposition 3.6. The double probability generating function $H^{(III)}(z, w)$ of $T_r^{(III)}$ is given by

$$
H^{(III)}(z, w) = \frac{P(z, w)}{Q(z, w)},
$$

(3.51)
Proof. The probability generating function \( H_r^{(III)}(z) \) of the random variable \( T_{r,k}^{(III)} \) is satisfies the recursive scheme

\[
H_r^{(III)}(z) = \left[ \frac{(1 - \alpha)(1 - \beta)\alpha^{k-1}z^k + \alpha(1 - \alpha - \beta)z^3 + \alpha(\alpha + \beta)z^2 - \alpha z}{(1 - \alpha)(1 - \beta)\alpha^{k-1}z^k + (1 - \alpha - \beta)z^3 - (\alpha + \beta)z + 1} \right] H_{r-1}^{(III)}(z) \quad (3.52)
\]

with initial conditions \( H_0^{(III)}(z) = 1, H_1^{(III)}(z) = \frac{(1 - \beta)\alpha^{k-1}z^k + \alpha(\alpha + \beta)z^2 - \alpha z}{(1 - \alpha)(1 - \beta)\alpha^{k-1}z^k + (1 - \alpha - \beta)z^3 - (\alpha + \beta)z + 1} \).

Proof. It follows by equating the coefficients of \( w^r \) on both sides of (4.36).

An efficient recursive scheme for the evaluation of the probability mass function of \( T_{r,k}^{(III)} \), ensuing from the result established in (4.46) is given in the following theorem.

Theorem 3.16. The probability mass function \( h_r^{(III)}(n) \) of the random variable \( T_{r,k}^{(III)} \) satisfies the recursive scheme

\[
h_r^{(III)}(n) = (\alpha + \beta)h_r^{(III)}(n - 1) + (1 - \alpha - \beta)h_r^{(III)}(n - 2)
- \alpha^{k-1}(1 - \alpha)(1 - \beta)h_r^{(III)}(n - k - 1) + \alpha h_{r-1}^{(III)}(n - 1)
- \alpha(\alpha + \beta)h_{r-1}^{(III)}(n - 2) - \alpha(1 - \alpha - \beta)h_{r-1}^{(III)}(n - 3)
+ \alpha^{k-1}(1 - \alpha)(1 - \beta)h_{r-1}^{(III)}(n - k - 1), \quad n > k + 1
\]

with initial conditions \( h_0^{(III)}(n) = \delta_{n,0} \) and

\[
h_1^{(III)}(n) = \begin{cases} 0 & \text{if } 0 \leq n < k, \\ p\alpha^k & \text{if } n = k, \\ q\alpha^k(1 - \beta) & \text{if } n = k + 1, \\ \alpha^k(1 - \beta)\{\beta q + (1 - \alpha)\} & \text{if } n = k + 2. \end{cases}
\]

Proof. It suffices to replace \( H_r(z) \), in the recursive formulae given in Lemma 4.6 by the power series

\[
H_r(z) = \sum_{n=0}^{\infty} P(T_{r,k}^{(III)} = n)z^n = \sum_{n=0}^{\infty} h_r(n)z^n,
\]

and then equating the coefficients of \( z^n \) on both sides of the resulting identities. \( \square \)
Corollary 3.16. The tail probability function $\overline{N}^{(III)}_r(n) = P(T^{(III)}_{r,k} > n)$ of $T^{(III)}_{r,k}$ satisfies the recurrence relation.

$$
\overline{N}^{(III)}_r(n) = (1 + \alpha + \beta)\overline{N}^{(III)}_r(n-1) - (1 - \alpha - \beta)\overline{N}^{(III)}_r(n-3) - \alpha^{k-1}(1-\alpha)(1-\beta)\left\{\overline{N}^{(III)}_r(n-k-2) - \overline{N}^{(III)}_r(n-k-1)\right\}
+ \alpha^{k-1}(n-1) - \alpha(1 + \alpha + \beta)\overline{N}^{(III)}_{r-1}(n-2) + \alpha\overline{N}^{(III)}_{r-1}(n-4)
- \alpha^{k-1}(1-\alpha)(1-\beta)\left\{\overline{N}^{(III)}_{r-1}(n-k-2) - \overline{N}^{(III)}_{r-1}(n-k-1)\right\}.
$$

Let us give some formulae expressing the generating functions of the first two moments of $T^{(III)}_{r,k}$ and $(T^{(III)}_{r,k})^2$ by means of the double generating function $H(z,w)$.

Theorem 3.17. The generating function of the means $E[T^{(III)}_{r,k}]$ is given by

$$
\sum_{r=0}^{\infty} E[T^{(III)}_{r,k}]w^r = \frac{a_1w^2 + a_2w}{\alpha^{k-1}(1-\alpha)(1-\beta)(1-w)^2}.
$$

(3.55)

where

$$
a_1 = \alpha^{k-1}\{(\beta-q)\alpha-p\} + (2-\alpha-\beta),
$$

$$
a_2 = (q-\beta)\alpha^k + p\alpha^{k-1} + \alpha^2 - (2-\beta)\alpha.
$$

Corollary 3.17. The $\mu^{(III)}_r = E[T^{(III)}_{r,k}], r = 1, 2, ...$ of the random variable $T^{(III)}_r$ satisfies the recurrence relation.

$$
\mu^{(III)}_r = 2\mu^{(III)}_{r-1} - \mu^{(III)}_{r-2}, r \geq 3.
$$

(3.56)

with initial conditions $\mu^{(III)}_0 = 0, \mu^{(III)}_1 = \frac{(q-\beta)\alpha^k + p\alpha^{k-1} + \alpha^2 - (2-\beta)\alpha}{(1-\alpha)(1-\beta)\alpha^{k-1}}$ and

$$
\mu^{(III)}_2 = \frac{\alpha^{k-1)((\beta-q)\alpha-p)+(2-\alpha)(2-\alpha-\beta)}{(1-\alpha)(1-\beta)\alpha^{k-2}}.
$$

Theorem 3.18. The generating function of the means $E[(T^{(III)}_{r,k})^2]$ is given by

$$
\sum_{r=0}^{\infty} E[(T^{(III)}_{r,k})^2]w^r = \frac{a_1w + a_2w^2 + a_3w^3}{\alpha^{2k}(1-\alpha)^2(1-\beta)^2(1-w)^3},
$$
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where
\[
a_1 = \alpha^2 (1 - \alpha)(1 - \beta) \{ p + (\beta - q) \alpha \} + 2 \alpha^2 (2 - \alpha - \beta)^2 \\
- \alpha^{k+1} \left[ 2p(1 - \alpha)(2 - \alpha - \beta) + 2k(1 - \alpha)(1 - \beta)(2 - \alpha - \beta) \\
- (1 - \beta) \{ \beta + \alpha(5 - 3\alpha - 3\beta) \} \right],
\]
\[
a_2 = -2\alpha^2 (1 - \alpha)(1 - \beta) \{ p + (\beta - q) \alpha \} + \{ (1 - \beta)(2k - 5) + 2p \} \alpha^{k+4} \\
+ \alpha^{k+3} \left[ (1 - \beta) \{ 5(1 - \beta) - 4p - 2k(2 - \beta) + 3 \} + 2p \beta \right] \\
- \{ 2p + (2k - 1)(1 - \beta) \} \alpha^{k+2} \\
+ \{ 2p(2 - \beta) + 2k(2 - \beta)(1 - \beta) + \beta(1 - \beta) \} \alpha^{k+1} \\
- 4\alpha^5 - 4\alpha^3 (2 - \beta)(2 - 2\alpha - \beta),
\]
\[
a_3 = \alpha^2 (1 - \alpha)(1 - \beta) \{ p + (\beta - q) \alpha \} + 2\alpha^4 (2 - \alpha - \beta)^2 \\
- \alpha^{k+2} \left[ 2p(1 - \alpha)(2 - \alpha - \beta) + 2k(1 - \alpha)(1 - \beta)(2 - \alpha - \beta) \\
- (1 - \beta) \{ 4 - 3\beta - \alpha(11 - 5\alpha - 5\beta) \} \right] .
\]

**Corollary 3.18.** The \( U_r^{(III)} = E[(T_{r,k}^{(III)})^2] \), \( r = 1, 2, \ldots \) of the random variable \( (T_{r,k}^{(III)})^2 \) satisfies the recurrence relation.

\[
U_r^{(III)} = 3U_{r-1}^{(III)} - 3U_{r-2}^{(III)} + U_{r-3}^{(III)}, \quad r \geq 4 .
\]  \quad (3.57)

with initial conditions
\[
U_1^{(III)} = \frac{B_1}{\alpha^2 (1 - \alpha)^2 (1 - \beta)^2}, \quad U_2^{(III)} = \frac{B_2}{\alpha^2 (1 - \alpha)^2 (1 - \beta)^2},
\]
\[
U_3^{(III)} = \frac{B_3}{\alpha^2 (1 - \alpha)^2 (1 - \beta)^2},
\]
where

\[ B_1 = \alpha^{2k}(1 - \alpha)(1 - \beta)\{p + (\beta - q)\alpha\} + 2\alpha^2(2 - \alpha - \beta)^2 \]
\[ - \alpha^{k+1}\left[2p(1 - \alpha)(2 - \alpha - \beta) + 2k(1 - \alpha)(1 - \beta)(2 - \alpha - \beta) \right] \]
\[ - (1 - \beta)\{\beta + \alpha(5 - 3\alpha - 3\beta)\}, \]

\[ B_2 = \alpha^{2k}(1 - \alpha)(1 - \beta)\{p + (\beta - q)\alpha\} + 2\alpha^2(3 - 2\alpha)(2 - \alpha - \beta)^2 \]
\[ - \alpha^{k+1}\left[2p(2 - \alpha)(1 - \alpha)(2 - \alpha - \beta) + 2k(2 - \alpha)(1 - \alpha)(1 - \beta)(2 - \alpha - \beta) \right] \]
\[ - (1 - \beta)\{\alpha(2 - \alpha)(7 - 5\alpha) + (5\alpha^2 - 9\alpha + 2)\beta\}, \]

\[ B_3 = \alpha^{2k}(1 - \alpha)(1 - \beta)\{p + (\beta - q)\alpha\} + 2\alpha^2(\alpha^2 - 6\alpha + 6)(2 - \alpha - \beta)^2 \]
\[ - \alpha^{k+1}\left[2p(1 - \alpha)(3 - 2\alpha)(2 - \alpha - \beta) \right] + 2k(1 - \alpha)(2 - 2\alpha)(1 - \beta)(2 - \alpha - \beta) \]
\[ - (1 - \beta)(10\alpha^3 + 10\alpha^2\beta - 31\alpha^2 - 15\alpha\beta + 23\alpha + 3\beta) \].

### 4 Distribution of the Number of success runs

In this section, we study the distributions of number of runs. Let \( N_n \) be a random variable denoting the number of occurrences of runs in the sequence of \( n \) trials. Its probability mass function will be defined by

\[ g_n^{(a)}(x) = \mathbb{P}(X_n^{(a)} = x), \quad n \geq 0, \quad a = I, II, III, \tag{4.1} \]

and its single and double probability generating functions of \( X_n \), \( (n = 0, 1, 2, \ldots, a = I, II, III) \) defined by

\[ G_n^{(a)}(w) = \sum_{x=0}^{\infty} g_n^{(a)}(x)w^x, \quad x \geq 0, \]
\[ G^{(a)}(z,w) = \sum_{n=0}^{\infty} G_n^{(a)}(w)z^n. \tag{4.2} \]

The random variable \( N_n \) is closely related to the random variable \( T_{r,k} \) (see Feller 1968). Koutras (1997) and Chang et al. (2012) established the dual relationship, the double generating function of \( N_n^{(a)} \) which can be expressed in terms of the p.g.f. of the waiting time \( T_{r,k}^{(a)} \),

\[ G(z,w) = \frac{(w-1)H(z,w)+1}{w(1-z)} \quad \text{and} \quad G(z,w) = \frac{1}{1-z} \left[ 1 - H(z) \frac{1-w}{1-wA(z)} \right]. \]

Using this result, we derive recursive schemes for the p.g.f. and p.m.f. of \( N_n^{(a)}, a = I, II, III \), which is coincident with \( N_{n,k}, G_{n,k} \) and \( M_{n,k} \), respectively.
4.1 I.i.d. trials

4.1.1 Non-overlapping scheme

Proposition 4.1. The double probability generating function $G(z,w)$ of $N_n^{(I)}$ is given by

$$G^{(I)}(z,w) = \frac{1 - p^k z^k}{1 - p^k w z^k + (q + pw) p^k z^{k+1}}. \quad (4.3)$$

In the following lemma we derive a recursive scheme for the evaluation of $G_n(w)$.

Lemma 4.1. The probability generating function $G_n(w)$ of the random variable $N_n^{(I)}$ is satisfies the recursive scheme

$$G_n^{(I)}(w) = G_{n-1}^{(I)}(w) + p^k G_{n-k}^{(I)}(w) - (q + pw) p^k G_{n-k-1}^{(I)}(w), \text{ for } n > k, \quad (4.4)$$

with initial conditions

$$G_n^{(I)}(w) = \begin{cases} 1 & \text{if } 0 \leq n < k, \\ 1 - p^k + p^k w & \text{if } n = k. \end{cases} \quad (4.5)$$

Proof. It follows by equating the coefficients of $z^n$ on both sides of $(4.36)$.

An efficient recursive scheme for the evaluation of the probability mass function of $N_n^{(I)}$, ensuing from the result established in $(4.6)$ is given in the following theorem.

Theorem 4.1. The probability mass function $g_n(x)$ of the random variable $N_n^{(I)}$ satisfies the recursive scheme

$$g_n^{(I)}(x) = g_{n-1}^{(I)}(x) + p^k g_{n-k}^{(I)}(x-1) - p^k q g_{n-k-1}^{(I)}(x) - p^{k+1} g_{n-k-1}^{(I)}(x-1), \text{ for } n > k, \quad (4.5)$$

with initial conditions

$$g_n^{(I)}(x) = \delta_{x,0}, \text{ for } 0 \leq n < k, \quad (4.6)$$

$$g_k^{(I)}(0) = 1 - p^k, \quad g_k^{(I)}(1) = p^k, \quad g_k^{(I)}(x) = 0 \text{ for } x \geq 2. \quad (4.6)$$

Proof. It suffices to replace $G_n(w)$, in the recursive formulae given in Lemma $4.6$ by the power series

$$G_n(w) = \sum_{x=0}^{\infty} P(X_n = x) w^x = \sum_{x=0}^{\infty} g_n(x) w^x, \quad (4.7)$$

and then equating the coefficients of $w^x$ on both sides of the resulting identities.

Let us give some formulae expressing the generating functions of the first two moments of $N_n^{(I)}$ and $(N_n^{(I)})^2$ by means of the double generating function $H(z,w)$ and $G(z,w)$.
Theorem 4.2. The generating function of the means $E[N_n^{(I)}]$ is given by

$$
\sum_{n=0}^{\infty} E[N_n^{(I)}]z^n = \frac{(pz)^k(1-pz)}{(1-z)^2(1-p^kz^k)}.
$$

(4.8)

Corollary 4.1. The $\tau_n^{(I)} = E[N_n^{(I)}]$, $n = 1, 2, \ldots$ of the random variable $N_n^{(I)}$ satisfies the recurrence relation.

$$
\tau_n^{(I)} = 2\tau_{n-1}^{(I)} - \tau_{n-2}^{(I)} + p^k\tau_{n-k}^{(I)} - 2p^k\tau_{n-k-1}^{(I)} + p^k\tau_{n-k-2}^{(I)}, \text{ for } n > k + 1,
$$

with initial conditions $\tau_n^{(I)} = 0$, for $0 \leq n \leq k - 1$, $\tau_k^{(I)} = p^k$ and $\tau_{k+1}^{(I)} = p^k(2 - p)$.

Theorem 4.3. The generating function of the means $E[(N_n^{(I)})^2]$ is given by

$$
\sum_{n=0}^{\infty} E[(N_n^{(I)})^2]z^n = \frac{(pz)^k(1-pz)(1-z + p^kz^k + (q-p)p^kz^{k+1})}{(1-z)^3(1-p^kz^k)^2},
$$

Corollary 4.2. The $v_n^{(I)} = E[(N_n^{(I)})^2]$, $n = 1, 2, \ldots$ of the random variable $(N_n^{(I)})^2$ satisfies the recurrence relation.

$$
v_n^{(I)} = 3v_{n-1}^{(I)} - 3v_{n-2}^{(I)} + v_{n-3}^{(I)} + 2p^k v_{n-k}^{(I)} - 6p^k v_{n-k-1}^{(I)} + 6p^k v_{n-k-2}^{(I)}
- 2p^k v_{n-k-3}^{(I)} - p^{2k} v_{n-2k}^{(I)} + 3p^{2k} v_{n-2k-1}^{(I)} - 3p^{2k} v_{n-2k-2}^{(I)}
+ p^{2k} v_{n-2k-3}^{(I)}, \text{ for } n > 2k + 3,
$$

with initial conditions

$$
\begin{align*}
   v_n^{(I)} = & \begin{cases} 
   0 & \text{if } 0 \leq n < k, \\
   \frac{n^2 + (3-2k)n + (k-1)(k-p^2)}{2} p^k & \text{if } k \leq n < 2k, \\
   \frac{3p^k(k^2 - 5k + 12) + 3p^{2k}}{3(k+5)} + 6p^k - 3p^{2k} & \text{if } n = 2k, \\
   \frac{k(k^2 - 7)}{2} + 6 + 3p^{2k} & \text{if } n = 2k + 1, \\
   \frac{k(k^2 + 9)}{2} + 10 - p^{2k} & \text{if } n = 2k + 3.
   \end{cases}
\end{align*}
$$

4.1.2 Exceed a threshold scheme

Proposition 4.2. The double probability generating function $G(z,w)$ of $N_n^{(II)}$ is given by

$$
G^{(II)}(z,w) = \frac{1 - p^k(1-w)z^k}{1-z + p^kq(1-w)z^{k+1}}.
$$

(4.11)

In the following lemma we derive a recursive scheme for the evaluation of $G_n(w)$. 
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Lemma 4.2. The probability generating function $G_n(w)$ of the random variable $N_n^{(II)}$ is satisfies the recursive scheme

$$G_n^{(II)}(w) = G_{n-1}^{(II)}(w) - p^k q(1 - w)G_{n-k-1}^{(II)}(w), \text{ for } n > k$$  \hfill (4.12)

with initial conditions

$$G_n^{(II)}(w) = \begin{cases} 
1 & \text{if } 0 \leq n < k, \\
1 - p^k + p^k w & \text{if } n = k.
\end{cases}$$

Proof. It follows by equating the coefficients of $z^n$ on both sides of (4.36). □

An efficient recursive scheme for the evaluation of the probability mass function of $N_n^{(II)}$, ensuing from the result established in 4.6, is given in the following theorem.

Theorem 4.4. The probability mass function $g_n^{(II)}(x)$ of the random variable $N_n^{(II)}$ satisfies the recursive scheme

$$g_n^{(II)}(x) = g_{n-1}^{(II)}(x) - p^k q g_{n-k-1}^{(II)}(x) + p^k q g_{n-k-1}^{(II)}(x - 1), \text{ for } n > k, \quad \hfill (4.13)$$

with initial conditions

$$g_n^{(II)}(x) = \delta_{0,x}, \text{ for } 0 \leq n < k, \quad g_k^{(II)}(0) = 1 - p^k, \quad g_k^{(II)}(1) = p^k, \quad g_k^{(II)}(x) = 0, \text{ for } x > 1.$$  

Proof. It suffices to replace $G_n(w)$, in the recursive formulae given in Lemma 4.6 by the power series

$$G_n^{(II)}(w) = \sum_{x=0}^{\infty} P(X_n^{(II)} = x) w^x = \sum_{x=0}^{\infty} g_n^{(II)}(x) w^x, \quad \hfill (4.14)$$

and then equating the coefficients of $w^x$ on both sides of the resulting identities. □

Let us give some formulae expressing the generating functions of the first two moments of $N_n^{(II)}$ and $(N_n^{(II)})^2$ by means of the double generating function $H(z, w)$ and $G(z, w)$.

Theorem 4.5. The generating function of the means $E[N_n^{(II)}]$ is given by

$$\sum_{n=0}^{\infty} E[N_n^{(II)}] z^n = \frac{p^k z^k (1 - pz)}{(1 - z)^2}.$$  \hfill (4.15)

Corollary 4.3. The $\tau_n^{(II)} = E[N_n^{(II)}], n = 1, 2, \ldots$ of the random variable $N_n^{(II)}$ satisfies the recurrence relation

$$\tau_n^{(II)} = 2\tau_{n-1}^{(II)} - \tau_{n-2}^{(II)}, \text{ for } n > k + 1,$$  \hfill (4.16)

with initial conditions $\tau_n^{(II)} = 0, \text{ for } 0 \leq n \leq k - 1, \quad \tau_k^{(II)} = p^k \text{ and } \tau_{k+1}^{(II)} = p^k (2 - p).$
Theorem 4.6. The generating function of the means $E[(T_{r,k}^{(II)})^2]$ is given by

$$
\sum_{n=0}^{\infty} E[(N_n^{(II)})^2] z^n = \frac{p^k z^k (1-pz)(1-z+2p^kqz^{k+1})}{(1-z)^3}.
$$

Corollary 4.4. The $v_n^{(II)} = E[(N_n^{(I)})^2], n = 1, 2, \ldots$ of the random variable $(N_n^{(II)})^2$ satisfies the recurrence relation.

$$
v_n^{(II)} = 3v_{n-1}^{(III)} - 3v_{n-2}^{(II)} + v_{n-3}^{(II)} + \beta_n ,
$$

where we set $v_n^{(II)}$ for $n < 0$ and with initial conditions

$$
\beta_n = \begin{cases} 
0 & \text{if } 0 \leq n < k, \\
p^k & \text{if } n = k, \\
-p^k(1+p) & \text{if } n = k+1, \\
p^{k+1} & \text{if } n = k+2, \\
2p^{2k}q & \text{if } n = 2k+1, \\
-2p^{2k+1}q & \text{if } n = 2k+2, \\
0 & \text{otherwise}. 
\end{cases}
$$

4.1.3 Overlapping scheme

Proposition 4.3. The double probability generating function $G(z, w)$ of $N_n^{(III)}$ is given by

$$
G^{(III)}(z, w) = \frac{1 - pwz - p^k(1-w)z^k}{1 - (1+pw)z + p^kw^2 + p^kq(1-w)z^{k+1}}.
$$

In the following lemma we derive a recursive scheme for the evaluation of $G_n(w).

Lemma 4.3. The probability generating function $G_n(w)$ of the random variable $N_n^{(III)}$ is satisfies the recursive scheme

$$
G_n^{(III)}(w) = (1+pw)G_{n-1}^{(III)}(w) - pwG_{n-2}^{(III)}(w) - p^kq(1-w)G_{n-k-1}^{(III)}(w), \text{ for } n > k,
$$

with initial conditions

$$
G_n^{(III)}(w) = \begin{cases} 
1 & \text{if } 0 \leq n < k, \\
1 - p^k(1-w) & \text{if } n = k.
\end{cases}
$$

Proof. It follows by equating the coefficients of $z^n$ on both sides of (4.36). \qed

An efficient recursive scheme for the evaluation of the probability mass function of $N_n^{(III)}$, ensuing from the result established in \textcolor{red}{4.6} is given in the following theorem.
Theorem 4.7. The probability mass function $g_n(x)$ of the random variable $N_n^{(III)}$ satisfies the recursive scheme

$$g_n^{(III)}(x) = g_{n-1}^{(III)}(x) + pg_{n-1}^{(III)}(x-1) - pg_{n-2}^{(III)}(x-1) - p^k g_{n-k-1}^{(III)}(x) + p^k g_{n-k-1}^{(III)}(x-1), \text{ for } n > k,$$

with initial conditions

$$g_n^{(III)}(x) = 0, \text{ for } x < 0, \text{ and } x > n - k + 1, \text{ and } g_n^{(III)}(x) = \delta_{0,x}, \text{ for } 0 \leq n < k,$$

$$g_k^{(III)} = 1 - p^k, \text{ and } g_n^{(III)}(1) = p^k, \text{ for } n > 1.$$

Proof. It suffices to replace $G_n(w)$, in the recursive formulae given in Lemma 4.6 by the power series

$$G_n^{(III)} = \sum_{x=0}^{\infty} P(X_n^{(III)} = x)w^x = \sum_{x=0}^{\infty} g_n^{(III)}(x)w^x,$$

and then equating the coefficients of $w^x$ on both sides of the resulting identities.

Let us give some formulae expressing the generating functions of the first two moments of $N_n^{(III)}$ and $(N_n^{(III)})^2$ by means of the double generating function $H^{(III)}(z, w)$ and $G^{(III)}(z, w)$.

Theorem 4.8. The generating function of the means $E[N_n^{(III)}]$ is given by

$$\sum_{n=0}^{\infty} E[N_n^{(III)}]z^n = \frac{p^k z^k}{(1-z)^2}.\tag{4.22}$$

Corollary 4.5. The $\tau_n^{(III)} = E[N_n^{(III)}]$, $n = 1, 2, \ldots$ of the random variable $N_n^{(III)}$ satisfies the recurrence relation.

$$\tau_n^{(III)} = 2\tau_{n-1}^{(III)} - \tau_{n-2}^{(III)}, \text{ for } n > k,\tag{4.23}$$

with initial conditions $\tau_0^{(III)} = 0$, for $0 \leq n \leq k - 1$ and $\tau_k^{(III)} = p^k$.

Theorem 4.9. The generating function of the means $E[(T_n^{(III)})^2]$ is given by

$$\sum_{n=0}^{\infty} E[(T_n^{(III)})^2]z^n = \frac{p^k z^k - p^k z^{k+2} + 2p^k qz^{2k+1}}{1 - (p + 3)z + 3(1 + p)z^2 - (1 + 3p)z^3 + pz^4}.$$

Corollary 4.6. The $\nu_n^{(III)} = E[(N_n^{(III)})^2]$, $n = 1, 2, \ldots$ of the random variable $(N_n^{(III)})^2$ satisfies the recurrence relation.

$$\nu_n^{(III)} = (3 + p)\nu_{n-1}^{(III)} - 3(1 + p)\nu_{n-2}^{(III)} + (1 + 3p)\nu_{n-3}^{(III)} - p\nu_{n-4}^{(III)} + \beta_n,\tag{4.24}$$

where we set $\nu_n^{(III)}$ for $n < 0$ and with initial conditions

$$\beta_n = \begin{cases} p^k & \text{if } n = k, \\ 0 & \text{if } n = k + 1, \\ -p^{k+1} & \text{if } n = k + 2, \\ 2p^{2k} & \text{if } n = 2k + 1, \\ 0 & \text{otherwise}. \end{cases}$$
4.2 Markov dependent trials

4.2.1 Non-overlapping scheme

**Proposition 4.4.** The double probability generating function \( G(z,w) \) of \( N^{(I)}_n \) is given by

\[
G^{(I)}(z,w) = \frac{a_1z^{k+1} + a_2z^k + a_3z - 1}{1 + b_1z + b_2z^2 + b_3z^k + b_4z^{k+1} + b_5z^{k+2}},
\]

where

\[
a_1 = \alpha^k \{ 1 - p\beta + (p - \alpha)w \}, \quad a_2 = \alpha^{k-1} \{ p + (\alpha - p)w \}, \quad a_3 = -(1 - \alpha - \beta),
\]

\[
b_1 = -(\alpha + \beta), \quad b_2 = -(1 - \alpha - \beta), \quad b_3 = -\alpha^k w,
\]

\[
b_4 = \alpha^{k+1} \{ (1 - \alpha)(1 - \beta) - w(1 - \alpha - \beta - \alpha^2) \}, \quad b_5 = w\alpha^k(1 - \alpha - \beta).
\]

In the following lemma we derive a recursive scheme for the evaluation of \( G_n(w) \).

**Lemma 4.4.** The probability generating function \( G_n(w) \) of the random variable \( N^{(I)}_n \) satisfies the recursive scheme

\[
G^{(I)}_n(w) = (\alpha + \beta)G^{(I)}_{n-1}(w) + (1 - \alpha - \beta)G^{(I)}_{n-2}(w) + w\alpha^k G^{(I)}_{n-k}(w)
- \alpha^{k+1} \{ (1 - \alpha)(1 - \beta) - w(1 - \alpha - \beta - \alpha^2) \} G^{(I)}_{n-k-1}(w)
- w\alpha^k(1 - \alpha - \beta)G^{(I)}_{n-k-2}(w).
\]

**Proof.** It follows by equating the coefficients of \( z^n \) on both sides of (4.36).

An efficient recursive scheme for the evaluation of the probability mass function of \( N^{(I)}_n \), ensuing from the result established in Lemma 4.6 is given in the following theorem.

**Theorem 4.10.** The probability mass function \( g^{(I)}_n(x) \) of the random variable \( N^{(I)}_n \) satisfies the recursive scheme

\[
g^{(I)}_n(x) = (\alpha + \beta)g^{(I)}_{n-1}(x) + (1 - \alpha - \beta)g^{(I)}_{n-2}(x) + \alpha^k g^{(I)}_{n-k}(x - 1)
- \alpha^{k+1}(1 - \alpha)(1 - \beta)g^{(I)}_{n-k-1}(x) + \alpha^{k+1}(1 - \alpha - \beta - \alpha^2)g^{(I)}_{n-k-1}(x - 1)
- \alpha^k(1 - \alpha - \beta)g^{(I)}_{n-k-2}(x - 1).
\]

**Proof.** It suffices to replace \( G_n(w) \), in the recursive formulae given in Lemma 4.6 by the power series

\[
G^{(I)}_n(w) = \sum_{x=0}^{\infty} P(X^{(I)}_n = x)w^x = \sum_{x=0}^{\infty} g^{(I)}_n(x)w^x,
\]

and then equating the coefficients of \( w^x \) on both sides of the resulting identities.
Let us give some formulae expressing the generating functions of the first two moments of \( N_n^{(I)} \) and \( (N_n^{(I)})^2 \) by means of the double generating function \( H(z,w) \) and \( G(z,w) \).

**Theorem 4.11.** The generating function of the means \( E[N_n^{(I)}] \) is given by

\[
\sum_{n=0}^{\infty} E[N_n^{(I)}] z^n = \frac{\alpha^{-1}z^k(1-\alpha z)\{p+(q-\beta)z\}}{(1-z)^2(1-z\alpha^k)(1+(1-\alpha-\beta)z)}. \tag{4.29}
\]

**Corollary 4.7.** The \( \tau_n^{(I)} = E[N_n^{(I)}], n=1,2,... \) of the random variable \( N_n^{(I)} \) satisfies the recurrence relation.

\[
\tau_n^{(I)} = (1+\alpha+\beta)\tau_{n-1}^{(I)} + (1-2\alpha-2\beta)\tau_{n-2}^{(I)} - (1-\alpha-\beta)\tau_{n-3}^{(I)} + \alpha^k \tau_{n-k}^{(I)} \\
- \alpha^k(1+\alpha+\beta)\tau_{n-k-1}^{(I)} - \alpha^k(1-2\alpha-2\beta)\tau_{n-k-2}^{(I)} \\
+ \alpha^k(1-\alpha-\beta)\tau_{n-k-3}^{(I)}, \text{ for } n > k+2,
\]

with initial conditions

\[
\tau_n^{(I)} = \begin{cases} 
0 & \text{if } 0 \leq n \leq k-1, \\
p\alpha^{k-1} & \text{if } n = k, \\
\alpha^{-1}(1-q\beta) & \text{if } n = k+1, \\
\alpha^{-1}(1-q\beta) & \text{if } n = k+2.
\end{cases}
\]

**Theorem 4.12.** The generating function of the means \( E[(T_{r,k}^{(I)})^2] \) is given by

\[
\sum_{n=0}^{\infty} E[(N_n^{(I)})^2] z^n = \frac{\alpha^{-1}z^k(\alpha z-1)\{p+(q-\beta)z\} \{\alpha^k(1-\alpha-\beta)z^{k+2} \\
+ \alpha^{-1}(\alpha^2+2\alpha+2\beta-2-\alpha \beta)z^{k+1} \alpha^k z^k \\
+ (1-\alpha-\beta)z^2+(\alpha+\beta)z+1}{(z-1)^3(\alpha^k z^k-1)^2((\alpha+\beta-1)z-1)^2}, \tag{4.30}
\]

**4.2.2 Exceed a threshold scheme**

**Proposition 4.5.** The double probability generating function \( G(z,w) \) of \( N_n^{(II)} \) is given by

\[
tlG^{(II)}(z,w) = \frac{a_1z^{k+2}+a_2z^{k+1}+a_3z^k+a_4z^2+a_5z+1}{b_1z^{k+2}+b_2z^{k+1}+b_3z^3+b_4z^2+b_5z-1}. \tag{4.31}
\]

where

\[
a_1 = \alpha^k(1-w)(q-\beta), a_2 = \alpha^{k-1}(1-w)(p-\alpha+p\alpha+\alpha\beta), \\
a_3 = -p\alpha^{k-1}(1-w), a_4 = (\alpha+\beta-1), a_5 = -(\alpha+\beta), \\
b_1 = \alpha^{k-1}(1-\alpha)(1-\beta)(1-w), b_2 = -\alpha^{k-1}(1-\alpha)(1-\beta)(1-w), \\
b_3 = (\alpha+\beta-1), b_4 = (1-2\alpha-2\beta), b_5 = (1+\alpha+\beta).
\]
In the following lemma we derive a recursive scheme for the evaluation of $G_n(w)$.

**Lemma 4.5.** The probability generating function $G_n(w)$ of the random variable $N_n^{(II)}$ is satisfies the recursive scheme

\[ G_n(w) = (\alpha + \beta + 1)G_{n-1}(w) + (1 - 2\alpha - 2\beta)G_{n-2}(w) + (\alpha + \beta - 1)G_{n-3}(w) \]
\[ - \alpha^{k-1} (1 - \alpha - w + w\alpha - \beta + \alpha \beta + w\beta - w\alpha \beta) G_{n-k-1}(w) \]
\[ + \alpha^{k-1} (1 - \alpha - w + w\alpha - \beta + \alpha \beta + w\beta - w\alpha \beta) G_{n-k-2}(w). \]  

(4.32)

**Proof.** It follows by equating the coefficients of $z^n$ on both sides of (4.36). \(\Box\)

An efficient recursive scheme for the evaluation of the probability mass function of $N_n^{(II)}$, ensuing from the result established in 4.6, is given in the following theorem.

**Theorem 4.13.** The probability mass function $g_n(x)$ of the random variable $N_n^{(II)}$ satisfies the recursive scheme

\[ g_n(x)(\alpha + \beta + 1)g_{n-1}(x) + (1 - 2\alpha - 2\beta)g_{n-2}(x) + (\alpha + \beta - 1)g_{n-3}(x) \]
\[ - \alpha^{k-1} (1 - \alpha)(1 - \beta)g_{n-k-1}(x) + \alpha^{k-1} (1 - \alpha)(1 - \beta)g_{n-k-2}(x) \]
\[ + \alpha^{k-1} (1 - \alpha)(1 - \beta)g_{n-k-2}(x - 1) \]  

(4.33)

**Proof.** It suffices to replace $G_n(w)$, in the recursive formulae given in Lemma 4.6 by the power series

\[ G_n(w) = \sum_{x=0}^{\infty} P(X_n = x)w^x = \sum_{x=0}^{\infty} g_n(x)w^x, \]  

(4.34)

and then equating the coefficients of $w^x$ on both sides of the resulting identities. \(\Box\)

Let us give some formulae expressing the generating functions of the first two moments of $N_n^{(II)}$ and $(N_n^{(II)})^2$ by means of the double generating function $H(z, w)$ and $G(z, w)$.

**Theorem 4.14.** The generating function of the means $E[N_n^{(II)}]$ is given by

\[ \sum_{n=0}^{\infty} E[N_n^{(II)}]z^n = \frac{\alpha^{k-1}z^k(\alpha z - 1)((\beta - q)z - p)}{(z - 1)^2((1 - \alpha - \beta)z + 1)}. \]  

(4.35)

**Theorem 4.15.** The generating function of the means $E[(N_n^{(II)})^2]$ is given by

\[ \sum_{n=0}^{\infty} E[(N_n^{(II)})^2]z^n = \frac{\alpha^{k-2}z^k(\alpha z - 1)((\beta - q)z - p)\{2\alpha k(1 - \alpha)(1 - \beta)z_{k+1} + \alpha(z - 1)((1 - \alpha \beta)z + 1)}{(z - 1)^3((1 - \alpha - \beta)z + 1)^2}, \]
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4.2.3 Overlapping scheme

**Proposition 4.6.** The double probability generating function $G(z, w)$ of $N_n^{(III)}$ is given by
\[
G(z, w) = \frac{a_1 z^{k+2} + a_2 z^{k+1} + a_3 z^4 + a_4 z^3 + a_5 z^2 + a_6 z + 1}{b_1 z^{k+2} + b_2 z^{k+1} + b_3 z^4 + b_4 z^3 + b_5 z^2 + b_6 z - 1},
\]
where
\[
\begin{align*}
a_1 &= -\alpha^{k-1}(1 - \alpha + w\alpha - w - \beta + \alpha \beta - w\alpha \beta + w\beta), \\
a_2 &= \alpha^{k-1}(1 - \alpha + w + w\alpha - \beta + \alpha \beta + \beta w - w\alpha \beta), \\
a_3 &= -\alpha w(1 - \alpha - \beta) \\
a_4 &= (1 - \alpha + w\alpha - 2w\alpha^2 - \beta - 2w\alpha \beta), \\
a_5 &= -(1 - 2\alpha - w\alpha - w\alpha^2 - 2\beta - w\alpha \beta), \\
a_6 &= -(1 + \alpha + \beta + w\alpha), \\
b_1 &= -\alpha^{k-1}(1 - \alpha + w\alpha - w - \beta + \alpha \beta - w\alpha \beta + 2w\alpha^2 \beta + w\beta), \\
b_2 &= \alpha^{k-1}(1 - \alpha - w + w\alpha + \beta + w\beta - w\alpha \beta), \\
b_3 &= -\alpha w(1 - \alpha - \beta) \\
b_4 &= (1 - \alpha + w\alpha - 2w\alpha^2 - \beta - 2w\alpha \beta), \\
b_5 &= (1 - 2\alpha - w\alpha - w\alpha^2 - 2\beta - w\alpha \beta), \\
b_6 &= -(1 + \alpha + w\alpha + \beta),
\end{align*}
\]

In the following lemma we derive a recursive scheme for the evaluation of $G_n(w)$.

**Lemma 4.6.** The probability generating function $G_n(w)$ of the random variable $N_n^{(III)}$ is satisfies the recursive scheme
\[
G_n(w) = + \alpha^{k-1}(1 - \alpha - w + w\alpha - \beta + \alpha \beta + w\beta - w\alpha \beta + 2w\alpha^2 \beta)G_{n-k-2}(w), \\
- \alpha^{k-1}(1 - \alpha - w + w\alpha - \beta + w\beta - w\alpha \beta)G_{n-k-1}(w), \\
+ \alpha w(1 - \alpha - \beta)G_{n-4}(w) - (1 - \alpha + w\alpha - 2w\alpha^2 - \beta - 2w\alpha \beta)G_{n-3}(w) \\
+ (1 - 2\alpha - w\alpha - w\alpha^2 - 2\beta - w\alpha \beta)G_{n-2}(w) + (1 + \alpha + w\alpha + \beta)G_{n-1}(w).
\]

**Proof.** It follows by equating the coefficients of $z^n$ on both sides of (4.36). \(\square\)

An efficient recursive scheme for the evaluation of the probability mass function of $N_n^{(III)}$, ensuing from the result established in 4.6, is given in the following theorem.

**Theorem 4.16.** The probability mass function $g_n(x)$ of the random variable $N_n^{(III)}$ satisfies the recursive scheme
\[
g_n(x) = (\alpha + \beta + 1)g_{n-1}(x) + \alpha g_{n-1}(x - 1) + (1 - 2\alpha - 2\beta)g_{n-2}(x) \\
- \alpha(1 + \alpha + \beta - 1)g_{n-2}(x - 1) - (1 - \alpha - \beta)g_{n-3}(x) \\
- \alpha(1 - 2\alpha - 2\beta)g_{n-3}(x - 1) + (1 - \alpha - \beta)g_{n-4}(x - 1) \\
- \alpha^{k-1}(1 - \alpha + \beta)g_{n-k-1}(x) + \alpha^{k-1}(1 - \alpha)(1 - \beta)g_{n-k-1}(x - 1) \\
+ \alpha^{k-1}(1 - \alpha)(1 - \beta)g_{n-k-2}(x) \\
+ \alpha^{k-1}(\alpha - 1 - \alpha \beta + 2\alpha^2 \beta + \beta)g_{n-k-2}(x - 1).
\]
Proof. It suffices to replace $G_n(w)$, in the recursive formulae given in Lemma 4.6 by the power series

$$G_n(w) = \sum_{x=0}^{\infty} P(X_n = x)w^x = \sum_{x=0}^{\infty} g_n(x)w^x,$$

and then equating the coefficients of $w^x$ on both sides of the resulting identities.

Let us give some formulae expressing the generating functions of the first two moments of $N_{(III)}_n$ and $(N_{(III)}_n)^2$ by means of the double generating function $H(z, w)$ and $G(z, w)$.

**Theorem 4.17.** The generating function of the means $E[N_{(III)}_n]$ is given by

$$\sum_{n=0}^{\infty} E[N_{(III)}_n]z^n = \frac{\alpha^{k-1}z^k((q + \beta)z + p)}{a_1z^{k+1} + (\alpha + \beta - 1)z^3 + (1 - 2\alpha - 2\beta)z^2 + (1 + \alpha + \beta)z - 1}.$$ (4.40)

**Theorem 4.18.** The generating function of the means $E[(T_{r,k}^{(III)})^2]$ is given by

$$\sum_{n=0}^{\infty} E[(N_{(III)}_n)^2]z^n = \frac{\alpha^{k-2}z^k((q - \beta)z + p)\{2\alpha^k(1 - \alpha)(1 - \beta)z^{k+1} + \alpha(z - 1)(\alpha z + 1)\{(\alpha \beta - 1)z - 1\}}{(z - 1)^3(\alpha z - 1)\{(1 - \alpha - \beta)z + 1\}^2}.  (4.41)$$
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