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Abstract Multiscale Models are known to be successful in uncovering and analyzing the structures in data at different resolutions. In the current work we propose a feature driven Reproducing Kernel Hilbert space (RKHS), for which the associated kernel has a weighted multiscale structure. For generating approximations in this space, we provide a practical forward-backward algorithm that is shown to greedily construct a set of basis functions having a multiscale structure, while also creating sparse representations from the given data set, making representations and predictions very efficient. We provide a detailed analysis of the algorithm including recommendations for selecting algorithmic hyper-parameters and estimating probabilistic rates of convergence at individual scales. Then we extend this analysis to multiscale setting, studying the effects of finite scale truncation and quality of solution in the inherent RKHS. In the last section, we analyze the performance of the approach on a variety of simulation and real data sets, thereby justifying the efficiency claims in terms of model quality and data reduction.
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1 Introduction

Hierarchical and multiscale models have been used in variety of scientific domains as a means to model either a physical phenomena (based on modeling the governing equations through discretization procedures like finite element [11,10]) or modeling discrete data from a physical system by assuming multilevel interactions among the observations resulting in hierarchical features [16,29,1]. In this regard, the recent advances in Deep learning [18,23] architectures have provided us novel...
directions for hierarchical modeling of datasets through sequential function compositions. Each layer in these networks represents a particular level in the overall hierarchy of the approximation produced at the output layer. Although widely successful, the capability of these models to produce approximations at unseen data samples (referred to as generalization) has been a major area of concern since these highly flexible approximators are easily prone to overfitting (resulting mainly from excessive number of stacked hidden layers). In this paper, we instead propose multiscale approximations to a given dataset that exploit and uncover the inherent hierarchy of interactions among different data points. Since the depth of our approximation (number of scales) is dependent on data itself (we can stop the algorithm when it reaches a given budget for the size of sparse representation or mean squared error loss for noise free datasets), hence it need not be separately analyzed as is the case for number of hidden layers in a deep neural network. Moreover, the scales we include in our approximation have a geometric reasoning based on the varying support structure of the associated basis functions. Such type of intuition is generally missing while adding additional layers in a deep neural network.

The problem setup we consider can be briefly described as follows. Given a dataset $D = \{(x_i, y_i)\}_{i=1}^{n}$ composed of observations $Y = (y_1, y_2, ..., y_n) \in \mathbb{R}^n$ at locations $X = (x_1, x_2, ..., x_n) \in \mathbb{R}^{n \times d}$, we consider (and approximate) some true underlying latent process $f : \mathbb{R}^d \to \mathbb{R}$ generating these observations. We also assume the observations $(x_i, y_i) \in X \times Y$ as i.i.d samples from $\Omega_x \times \Omega_y$ ($X \subset \Omega_x \subset \mathbb{R}^d$ and $Y \subset \Omega_y \subset \mathbb{R}$). Given such a dataset, generally in machine learning, we aim to find an approximation $\hat{f} \in \mathcal{H}$ (native Reproducing Kernel Hilbert Space - RKHS) to $f$. This is obtained by solving

$$\hat{f} = \arg \min_{f \in \mathcal{H}} L(\hat{f}) = \arg \min_{f \in \mathcal{H}} \mathbb{E}[(y - \hat{f}(x))^2]$$ (1)

Here the expectation operator ($\mathbb{E}[\cdot]$) is applied over the sampling distribution that resulted in the dataset $D = \{(x_i, y_i)\}_{i=1}^{n}$. However, since we don’t have access to this full distribution, we usually work with the empirical estimate of loss quantified by mean squared error (MSE)

$$\hat{f} = \arg \min_{f \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{f}(x_i))^2$$ (2)

In machine learning and statistics literature [51, 42, 41, 14], researchers usually work with standard kernel functions (for the native RKHS) like Squared Exponential, Matern, or compactly supported functions such as Wendland functions [49]. However, such an approach implements a uniformity constraint on the structure of the basis functions throughout the approximation domain, leading to inefficient local approximations. For this reason, kernels are often constructed to capture the properties of sophisticated approximation spaces under consideration (for example constructing kernels from feature maps [42]). In this research we work with a multiscale kernel of the form (3), that is constructed as a weighted combination of function evaluations at multiple scales.

$$K(x, y) = \sum_{s \in \mathcal{I}} \zeta_s \sum_{j=1}^{n} \phi^s_j(x) \phi^s_j(y)$$ (3)
Here $s$ is a scale parameter that takes values from a countable set $I = \{0, 1, 2, \ldots\}$. $\psi^s_j(x)$ is a function in RKHS $H_s$ (centered at $x_j \in X$ and evaluated at $x \in \Omega_s$) with squared exponential function $\exp(-r^2/\kappa_s)$ as its associated kernel. Here $r$ is the distance between the data points and $\kappa_s$ is the length scale of the kernel which adapts with the scale parameter $s$ (as will be shown in the following sections). Also, $\zeta_s$ is a positive, scale dependent weight, such that the series $\sum_{s \in I} \zeta_s$ converges. The first summation in (3) explores the different scales, while the second summation evaluates functions at a particular scale. For practical algorithms, since we cannot compute (3) up to infinite scales, we truncate this kernel intelligently based on the structure in the data and provide a greedy iterative algorithm that generates the required approximations. [38,39] introduced the idea of multiscale kernels and showed their application with compactly supported and refinable set of functions. Later [20] studied the approximation properties of such kernels. Instead of focusing on general approximation spaces governed by a family of multiscale kernels, we introduce and go deeper into the analysis of a very specific multiscale kernel (3), that is constructed from functions taken from several standard RKHS with a varying support structure. This enables us to model multiscale interactions in a dataset.

Using a multiscale model to capture the structure in data has been discussed in the literature. [1,29] explore the idea of Geometric Multiresolution Analysis (GMRA) where they look at multiscale analysis from a geometric point of view and construct a subdivision tree of the observations based on exponentially decaying weights. This involves learning a low dimensional geometric manifold from data in a multiscale fashion. However, their cell size was fixed throughout the domain. This can lead to sub-optimal approximations. [25] provided an adaptive version of GMRA that included adaptive partitioning for better performance. However, this still is very different from the idea which we explore here, which involves constructing adaptive basis functions at multiple scales that capture the structure in the data belonging to different inherent scales. Hence instead of dividing the approximation domain, we analyze it at different resolutions globally.

A related problem that has been analyzed in the literature pertains to segmenting data into components generated by different models (analogous to scale for our case). [27] assumes a mixture of Gaussians as an underlying model and optimizes data segmentation. [48,5,26,28] focus on subspace learning based on low-rank approximations.

Going back to the multiscale kernel defined in (3), we note that, in the inner summation we have considered $n$ functions at each scale. However, in practice, the basis formed by translates of a kernel functions can be very ill-conditioned [7,15] (depending on the data distribution). So, our proposed approach implements a greedy forward-backward strategy for intelligently choosing good bases at each scale. Our forward greedy selection is a modification of the commonly used matching pursuit algorithm [31,21,12], also referred to as boosting in the machine learning literature. [3] [47,49] analyzed the performance of matching pursuit algorithms for good approximations. Since forward greedy algorithms by themselves can lead to good approximations but inefficient basis selection [53], we also implement a backward deletion of functions at the end of forward selection at each scale [3]. It should be noted that while selecting the basis functions intelligently at each scale, we also sample small set of data points that form the center of these functions. The union of these small sets, coupled with scale information over all
the scales till convergence is regarded as our sparse representation $C^\omega$, where $\omega$ is the convergence scale for the dataset $D$. This sparse representation (as will be shown in the following sections) enables us to make any predictions without going back to the full dataset $D$.

Since we sample functions intelligently from each scale till convergence, if we theoretically consider all functions at every scale simultaneously as a dictionary of functions, then choosing the final set of functions is analogous to the problem of dictionary learning [30,19] in signal processing. Sparse methods for dictionary based algorithms have additionally proved to be effective for processing image and sound data [34,12]. However, since our dictionary has a very strong group structure (based on scales), direct application of these methods to our problem is inefficient.

Adaptive column sampling algorithms are another set of approaches that have close relations with the proposed method. This includes random column selection [50,17], non-deterministic [17] and deterministic [13] adaptive selection. Using clustering methods such as K-means to find new rank-K space projections [52] is another line of thinking that has been explored before. Although these methods do provide efficient ways to sample independent columns from a matrix, our approach is geared more towards approximating observations $y_i$ rather than just feature selection.

Regarding optimal sparse representations, K-sparse models have attracted a lot of attention in the machine learning and signal processing literature. For a given dictionary, here the target is to express each datapoint through the span of atmost K elements of the dictionary. [33] provided a Hilbert space analysis of the problem. [4,8,24] are some examples of work that analyzed such sparse approximations through overcomplete dictionaries.

Summarizing, this paper makes the following contributions:

1. We propose a multiscale approximation space that acts as a native space for approximations produced from functions belonging to a set of different RKHS with kernels of varying support structure. This proves helpful in analyzing the properties of such approximations under a unified umbrella.

2. We propose a Forward-Backward greedy approach to construct these multiscale approximations, that is shown to intelligently pick scales that are relevant for capturing the structure in any given dataset, while totally ignoring irrelevant scales. The algorithm also enables data reduction and fast predictions by utilizing the selected multiscale sparse representations.

3. Intelligently deciding the values of large number of user dependent hyperparameters inherent in greedy approaches is a well known problem [54]. We tackle this by explicitly deriving recommendations for the single inherent hyperparameter ($\epsilon_0$) for our algorithm (Proposition 3). This is coupled with a detailed single-scale and multiscale analysis of the approximations produced. The analytical results are further justified by the experiments in the results section.

2 Multiscale Approximation space

Let $I$ be a countable set of scales to be considered in the analysis. For the current research, we consider the set of non-negative integers $\mathbb{Z}^{\geq 0}$ ($I = \{0, 1, 2, \ldots\}$)
Lemma 1 For each scale $s \in \mathcal{I}$, consider $\zeta_s > 0$ such that the series $\sum_{s \in \mathcal{I}} \zeta_s$ converges. Then for every function $\psi^s_j(\cdot)$ in a RKHS $\mathcal{H}_s$ and evaluated at $x \in \Omega_x$ ($\psi^s_j(x) = K_s(x, x_j)$, where $K_s$ is the associated kernel, $x_j \in X$ and $|X| = n$), the summability condition

$$\sum_{s \in \mathcal{I}} \sum_{j=1}^{n} \zeta_s |\psi^s_j(x)|^2 < \infty$$

follows.

Proof We need to consider two situations

Firstly, assuming $x$ is one of the centers (i.e. $x \in X$). In this case for all $s$ we have one term in the inner summation with $\psi^s_j(x) = 1$ (assuming the normalization $K_s(0,0) = 1$, where $K_s(\cdot, \cdot)$ is the reproducing kernel for $\mathcal{H}_s$). Hence $\forall x' \in X \setminus x$, we have $\psi^s_j(x') < 1$. Thus

$$\sum_{j=1}^{n} |\psi^s_j(x)|^2 < n \implies \sum_{s \in \mathcal{I}} \zeta_s \sum_{j=1}^{n} |\psi^s_j(x)|^2 < \sum_{s \in \mathcal{I}} \zeta_s n < \infty$$

The last inequality comes from the convergence condition on series $\sum_{s \in \mathcal{I}} \zeta_s$.

Secondly, if $x$ is not one of the centers, then all individual terms in $\sum_{j=1}^{n} |\psi^s_j(x)|^2$ will be less than 1. Hence the bound will naturally hold. $\square$

2.1 Multiscale Kernel

With the scale dependent functions $\psi^s$ across the scales belonging to the set $\mathcal{I}$, the function

$$K(x, y) = \sum_{s \in \mathcal{I}} \zeta_s \sum_{j \in r_s} \psi^s_j(x) \psi^s_j(y)$$

is the multiscale kernel we target in our work. It should be noted here that unlike (3), here the second summation goes only over the elements of $r_s$ instead of full $X$ ($|r_s| \leq n$), where $r_s$ represents the set of indices for linearly independent functions at scale $s$. Additionally, at each scale, our proposed greedy algorithm just selects a subset of these linearly independent functions to be a part of the final approximation (as for a given dataset, if the observations lie in a subspace of the space spanned by the full set of independent functions, then we don’t need the full set to model our data). However, instead of defining the kernel this way, if we take the second summation to $n$ for each scale, then like [38] we will have to introduce a projection operator on the weights of basis functions for enforcing uniqueness of approximation (see Lemma 2.4 in [38]). Hence using such a representation simplifies our notation.

Here, each of our scale dependent RKHS $\mathcal{H}_s$ (to which the function $\psi^s_j$ belong to) is uniquely determined by the positive definite kernel function indexed by scale $(s)$ as

$$K_s(a, b) = \exp\left(-\frac{|a - b|^2}{\kappa_s}\right), \quad \kappa_s = T/2^s$$

where $T$ is a constant which is of the order of square of the radius of the dataset $D$ [12]. The dependence on scale is expressed as an exponent of 2 (motivated
from the multiresolution analysis through wavelets \[16,38,2\]). This also enforces a structured increase in the rate of decay of the functions from their center (see Fig. 1 for illustration of this behavior with increasing \(s\)).

**Theorem 1** The multiscale kernel \(K\) in (5) is a positive definite function on arbitrary subset \(\Omega_s\) of \(\mathbb{R}^d\).

**Proof** Let \(\alpha \in \mathbb{R}^n\) be any \(n\)-dimensional vector of values

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j K(x_i, x_j) = \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j \sum_{s \in I} \sum_{m \in r_s} \psi_m^s(x_i) \psi_m^s(x_j)
\]

\[
= \sum_{s \in I} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j \sum_{m \in r_s} \psi_m^s(x_i) \psi_m^s(x_j)
\]

\[
= \sum_{s \in I} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j \langle \psi_i^s(\cdot), \psi_j^s(\cdot) \rangle_{\mathbb{R}^{|r_s|}}
\]

\[
= \sum_{s \in I} \sum_{i=1}^{n} \alpha_i \psi_i^s(\cdot) \sum_{j=1}^{n} \alpha_j \psi_j^s(\cdot)_{\mathbb{R}^{|r_s|}}
\]

\[
= \sum_{s \in I} \sum_{i=1}^{n} \alpha_i \psi_i^s(\cdot)_{\mathbb{R}^{|r_s|}}^2
\]

Here the third equality uses the fact \(\psi_m^s(x_i) = \psi_m^s(x_m)\). Now, since we have \(\sum_{s \in I} \sum_{i=1}^{n} \alpha_i \psi_i^s(\cdot)_{\mathbb{R}^{|r_s|}}^2 \geq 0\) (using \(\zeta_s > 0\)), hence kernel \(K\) is a positive definite function (using the definition in Theorem 3.2 in [14]). \(\Box\)

**Remark 1** From [44,2], we know that the numerical rank of the Gaussian kernel increases monotonically with \(s\) (due to the narrower support at higher scales), hence after sufficiently high \(s(\geq \omega)\), \(\sum_{i=1}^{n} \alpha_i \psi_i^s(\cdot)_{\mathbb{R}^{|r_s|}}^2 > 0\) (\(= 0\) only with \(\alpha = 0\)), making the Gramian matrix \(K(x_i, x_j)_{i,j=1}^n\) numerically positive definite. This property is later used to determine the truncation scale for the multiscale kernel.

**Fig. 1** Behavior of the functions centered at a data point (shown by star marker at the bottom) with increase in scale.
2.2 Native approximation space for K

In this subsection we introduce the native approximation space for the multiscale kernel in which we will produce our approximations. Following the ideas in [38], we introduce the following Hilbert space.

**Definition 1** We define the Hilbert space $l_2^\zeta$ using the weighted $l_2$ sequence

$$\left\{ \{\theta_s^j \in \mathbb{R}\}_{j \in r_s, s \in I}, \text{ such that } \sum_{s \in I} \sum_{j \in r_s} |\theta_s^j|^2 \zeta_s < \infty \right\}.$$  

(7)

and equipped with the inner product

$$\langle \alpha, \beta \rangle_{l_2^\zeta} = \sum_{s \in I} \sum_{j \in r_s} \frac{\alpha_s^j \beta_s^j}{\zeta_s}.$$  

(8)

Using $l_2^\zeta$ we can then generate a function space

$$M_\psi(\alpha) = \sum_{s \in I} \sum_{j \in r_s} \alpha_s^j \psi_s^j, \text{ where } \alpha = \{\alpha_s^j\} \in l_2^\zeta$$

Now from [38] we have the following result

**Theorem 2** The space range$(M_\psi)$ equipped with the inner product

$$\langle \sum_{s \in I} \sum_{j \in r_s} \alpha_s^j \psi_s^j, \sum_{s \in I} \sum_{j \in r_s} \beta_s^j \psi_s^j \rangle_K = \langle \alpha, \beta \rangle_{l_2^\zeta}$$

is a Hilbert space.

Consider again the space $H_s$ for scale specific approximations. Since, the functions sampled from the kernel $K_s(\cdot, x)(x_j \in X)$ can’t be directly used as a basis set (as it is ill-conditioned), so here we introduce $H_s$ in terms of linearly independent functions sampled from the set of trial functions $D_X = \text{span}\{K_s(\cdot, x_i) : x_i \in X\}$

**Definition 2** For all $s \in I$, we define subspaces $H_s = \left\{ \sum_{j \in r_s} \alpha_s^j \psi_s^j, \alpha_s^j \in \mathbb{R} \right\}$ with set $\{\psi_s^j\}$ forming a bases in $H_s$. We further equip them with the inner products

$$\langle \sum_{j \in r_s} \alpha_s^j \psi_s^j, \sum_{j \in r_s} \beta_s^j \psi_s^j \rangle_{H_s} = \sum_{j \in r_s} \alpha_s^j \beta_s^j$$

Using the space $H_s$ in the construction of the native space for the multiscale kernel we obtain the following result.

**Theorem 3** Consider $f_s \in H_s$ such that $\sum_{s \in I} \frac{1}{\zeta_s} ||f_s||_{H_s}^2 < \infty$. Then the space $H = \left\{ f : \Omega \to \mathbb{R} : f = \sum_{s \in I} f_s \text{ with } f_s \in H_s \right\}$ equipped with the inner product

$$\langle f, g \rangle_H = \sum_{s \in I} \frac{1}{\zeta_s} < f_s, g_s >_{H_s}$$

(9)

(assuming the representation $g = \sum_{s \in I} g_s$) is a RKHS and the native space of the multiscale kernel $K$. 

Proof Starting with the space $H$

$$f = \sum_{s \in I} f_s = \sum_{s \in I} \sum_{j \in r_s} \alpha_s^j \psi_j^s = M_\psi(\alpha), \quad \text{where } \alpha \in l^2_\zeta$$

Also, for the given condition we have,

$$\sum_{s \in I} \frac{1}{\zeta_s} ||f_s||_{\hat{H}_s} = \sum_{s \in I} \frac{1}{\zeta_s} \sum_{j \in r_s} (\alpha_s^j)^2 < \infty$$

Now, considering the given inner product for the space $H$

$$< f, g >_H = \sum_{s \in I} \frac{1}{\zeta_s} < f_s, g_s >_{H_s} = \sum_{s \in I} \frac{1}{\zeta_s} \sum_{j \in r_s} \alpha_s^j \beta_s^j$$

$$\implies < f, g >_H = < M_\psi(\alpha), M_\psi(\beta) >_K = < \alpha, \beta >_{l^2_\zeta}$$

Hence $H$ is the alternate representation of the space $(\text{range}(M_\psi), < \cdot, \cdot >_K)$ and hence a Hilbert space (by Theorem 2). Now for $H$ to be a RKHS, we just have to prove that the evaluation functional operator on $H$ is bounded (i.e. there exists some $M > 0$ such that, $|L_s(f)| \leq M ||f||_H$). Therefore $\forall f \in H$ (assuming $L^*_s$: evaluation operator on $H_s$)

$$|L^*_s(f)| = |f(x)| = \sum_{s \in I} \sum_{j \in r_s} \alpha_s^j \psi_j^s(x) \leq \sum_{s \in I} \sum_{j \in r_s} \alpha_s^j \psi_j^s(x) = \sum_{s \in I} |L^*_s(f_s)|$$

$$\leq \sum_{s \in I} M^s ||f_s||_{H_s} \quad (H_s \text{ is a RKHS and } M^s \text{ a bounding constant})$$

$$= \sum_{s \in I} M^s \sqrt{\sum_{j \in r_s} (\alpha_s^j)^2} \leq \sum_{s \in I} M^s \zeta_s \sqrt{\sum_{j \in r_s} (\alpha_s^j)^2 \zeta_s^2} \quad (\text{since } \zeta_s > 0 \forall s)$$

$$\leq \sum_{s \in I} M^s \zeta_s \sum_{j \in r_s} \frac{|\alpha_s^j|^2}{\zeta_s} \quad (\text{since } || \cdot ||_2 < || \cdot ||_1 \text{ in } \mathbb{R}^n)$$

$$\leq \frac{\max(M^s \zeta_s)}{\min(|\alpha_s^j|)} \sum_{s \in I} \sum_{j \in r_s} \frac{|\alpha_s^j|^2}{\zeta_s}$$

Identifying $\sum_{s \in I} \sum_{j \in r_s} |\alpha_s^j|^2$ as $||f||_H^2$ concludes our proof for showing boundedness of $L_s$. Hence $H$ is a RKHS. Now to show K is its reproducing kernel, consider the function $K(x, \cdot) = \sum_{s \in I} \zeta_s \sum_{j \in r_s} \psi_j^s(x) \psi_j^s(\cdot)$, we need to show $K(x, \cdot) \in H$ which follows from

$$||K(x, \cdot)||^2_H = \sum_{s \in I} \sum_{j \in r_s} \frac{\zeta_s \psi_j^s(x) \zeta_s \psi_j^s(x)}{\zeta_s} = \sum_{s \in I} \sum_{j \in r_s} \zeta_s |\psi_j^s(x)|^2 < \infty$$

Here the finiteness of summation comes from Lemma 1. Now to show the reproducing property, let $f = \sum_{s \in I} \sum_{j \in r_s} \alpha_s^j \psi_j^s$, then we have

$$< f, K(x, \cdot) >_H = \left( \sum_{s \in I} \sum_{j \in r_s} \alpha_s^j \psi_j^s, \sum_{s \in I} \sum_{j \in r_s} \zeta_s \psi_j^s(x) \psi_j^s(\cdot) \right)$$

$$= \sum_{s \in I} \sum_{j \in r_s} \frac{\zeta_s \psi_j^s(x)}{\zeta_s}$$

$$= f(x)$$
Thus establishing $K$ as the reproducing kernel of $\mathcal{H}$, thereby concluding the proof.

\[\square\]

### 3 Multiscale Algorithm

The multiscale kernel introduced in the previous section consider scales from a countable set $I$. However, for a practical algorithm we need to truncate the set to a computationally manageable upper limit on the scale. Fig. 1 shows the behavior of these functions with increasing scales. From the extremely narrow support (numerically) of these functions at higher scales (approaching a Dirac delta behavior) it can be shown that at such scales additional basis functions will not improve the approximation, justifying the finite scale truncation. In fact, the result presented in Lemma 4 shows that if truncation is carried out at a sufficiently large scale such that the Gramian matrix obtained from the truncated kernel is numerically positive definite, then the weights obtained for such a multiscale kernel will be identical to the weights for the full kernel (with infinite scales). For clarity, we will denote the truncated kernel as $K_\omega$, where $\omega$ is the truncation scale.

In the literature [38,20], typically for approximations in the native space of the multiscale kernels, the corresponding Gramian matrix (after suitable truncation) is assembled to formulate the linear system, and then solved for coefficients. However, since in this work our aim is to also exploit the redundancy in this basis set (ultimately leading to data reduction), we avoid solving the interpolation problem with the Gramian matrix $K_\omega(x_i,x_j)$, and directly work with greedily constructing the approximations that have the following form.

\[
Af_\omega(\cdot) = \sum_{i=1}^{n} \phi_i \omega K_\omega(x_i,\cdot) = \sum_{i=1}^{n} \phi_i \omega \left( \sum_{s=0}^{\omega} \sum_{j \in r_s} \zeta_s \psi_s^j(x_i) \psi_s^j(\cdot) \right)
\]

In this section we introduce our multiscale algorithm which operates on a dataset $D = [X,y]$, providing an approximation to the underlying function $f$ expressed as $\sum_{s=0}^{\omega} \sum_{j \in X_s} \alpha_j \psi_s^j$. Here the inner summation is over $X_s$, representing the set of points, for which the associated functions (centered at these points) were chosen to a part of the final approximation, i.e. we have $|X_s| \leq |r_s|$, where $|r_s|$ denotes the number of numerically independent functions at scale $s$. Hence, instead of solving for $\phi_i$ (weights in the approximation $\sum_{i=1}^{n} \phi_i K_\omega(x_i,\cdot)$), we directly solve for coefficients ($\alpha_j$) of the functions $\psi_s^j$ at each scale $s$. This also has the benefit of not having to decide the weights $\zeta_s$ at each scale, which was the case for [38]. Since at each scale translates of kernel functions provide a highly redundant set of functions for approximation, so we implement a modification of forward greedy strategy for selecting a good set of functions for approximation. However, following the ideas of [54] for more effective sparsification of our basis at each scale, the forward selection algorithm is followed by the backward deletion procedure. The motivation for such a procedure comes from the fact that during forward selection due to the greedy nature of the algorithm, we might sample more than the required number of functions for good approximation. The backward procedure
cleans out these additional functions, that may provide independent information but are not numerically useful for modeling the given data.

### Algorithm 1: Multiscale Algorithm

| Input  | Data: $D = (X, y) \subseteq \Omega_x \times \Omega_y$ |
|--------|--------------------------------------------------|
|        | Truncation scale: $\omega$ |
|        | Starting tolerance: $\epsilon_0$ |
| Output | Sparse representation: $C^\omega$ |
|        | Model weights: $\Theta^\omega$ |

1. **Initialize**: $s = 0, B^s = [], \Theta^s = [], C^s = [], f^{s-1} = 0, t_s = y$
2. **Compute supporting parameters**: $\gamma = \frac{\|a\|_2}{\|b\|_2}, \Delta = \frac{\epsilon_0^2}{n}$ (as in $\theta_s$)
3. **while** $s \leq \omega$ **do**
4.   **if** $C_s \neq \emptyset$ **then**
5.     **Forward_selection**($\epsilon_s, D, s, t_s$)
6.     **Backward_deletion**($\epsilon_s, B_s, \Theta_s, C_s, E, t_s$)
7.   **else**
8.     **Update_model**($B^s, \Theta^s, C^s, B_s, \Theta_s, C_s$)
9.     $f_s \leftarrow B_s \Theta_s$
10. **end if**
11. $E^s \leftarrow \text{MSE}(t_s - f_s)$
12. $f^s \leftarrow f^{s-1} + f_s$
13. $s \leftarrow s + 1$
14. $t_s \leftarrow t_{s-1} - f_{s-1}$
15. $\epsilon_s \leftarrow \max\left(\frac{\|t_s\|_2}{\|s\|_2}, \frac{\sqrt{s - 2}}{\|s\|_2}\right)$
16. **Return** $[C^\omega, \Theta^\omega, E^\omega, f^\omega]$

The complete algorithm has been presented as Algorithm 1, 2, 3 and 4 in this section. For the rest of the paper, we denote the basis matrix at scale $s$ as $B_s$ (hence $B_s = [b'_i]_{i \in X_s}$, where $b'_i = \psi_{j_i}$ are n-dimensional column vectors with j as a proxy for function centered at $x_j \in X_s$). While moving up the scales, useful columns till scale $s$ will be concatenated into a matrix $B^s$ (hence $B^s = [B_0, B_1, ..., B_s]$). We will follow similar notations for weights of these functions ($\Theta_s, \Theta^s$). At any scale, we denote the sparse representation as $C_s$ ($|X_s| \times (d + 2)$ matrix). $C_s$ is composed of the x and y coordinate of the chosen points (centers of chosen functions) along with the current scale in the last column as an additional coordinate. Like the notation for the bases, sparse representation till scale $s$ is represented as $C^s$. For notational convenience, we will denote the number of data points in sparse representation as $|C_s|$ for scale $s$ and $|C^\omega|$ for cumulative scales till scale $s$. Hence, we have $|C_s| = |X_s|$ and $|C^\omega| = \sum_{i=0}^s |X_i|$.

The multiscale algorithm (Algorithm 1) accepts 2 hyperparameters. Here $\omega$ is the maximum scale (starting from 0) we are willing to explore, and will be determined based on K-fold cross validation or directly analyzing the MSE of reconstruction and truncating according to an error budget for noise free datasets. Alternatively, can also truncate based on the accumulated size of the sparse representation ($C^\omega$). The other hyperparameter ($\epsilon_0$) provides a lower bound on the absolute value of the normalized inner product for any chosen function and the remaining residual (Proposition 3 provides directions for properly initializing $\epsilon_0$). We
provide more information on these hyperparameters later on in this section. The input dataset is in the form of $X$ and $y$, with $X \in \mathbb{R}^{n \times d}$ being the $d$-dimensional coordinates of data locations, and $y \in \mathbb{R}^n$ are the observations made. The algorithm begins by initializing $s$ to 0, the current available approximation $f^{s-1}$ to a null $n - \text{dim}$ vector, and the current target $t_s$ to $y$. Before moving onto the main part of the algorithm, two key supporting parameters ($\gamma$, $\Delta$) are initialized (more details on these parameters will be provided in Theorem 4). Basically, these parameters ensure that whenever a new function is added to the basis set, the reduction in MSE is lower bounded (through $\Delta$), while also ensuring that the resulting basis is well conditioned (through $\gamma$). These parameters are used later on to update the threshold parameter $\epsilon_s$ for the subsequent scales in a controlled manner (more details in Proposition 3). Here, in step 2 of Algorithm 1, we use the quantity $\vartheta_s$, which is defined as follows and plays a very crucial role in our overall analysis

$$\vartheta_s = \min_j ||b_j^s||_2$$  \hspace{1cm} (10)

Hence at any scale $s$, $\vartheta_s$ is the norm of the function centered at the most segregated location (for it to be minimum norm depending on the decay behavior of $\psi_j$) in the overall approximation domain. As an example, for uniformly distributed samples, the chosen function will be located at the edge of the domain. The main part of Algorithm 1 consists of a loop over scales, till the counter reaches $\omega$. At each scale, we firstly select the basis that are found to be suitable for modeling $t_s$ (implemented as Forward selection (\cdot) in Algorithm 3). Then, any unnecessary functions are removed by the subroutine Backward deletion (\cdot) shown as Algorithm 4. This forward-backward procedure sometime leads to a situation where no functions are chosen, making the current scale redundant. However, if some new function do get chosen ($B_s, C_s$ are non-empty), we update our global basis set $B^s$ by appending $B_s$ to current $B^s$. Similar appends are made to the coordinate of projection $\Theta^s$ and sparse representation $C^s$ through the Update model (\cdot) subroutine. Following this, the MSE ($E^s$), and the current approximation ($f^s$) are sequentially updated. After increasing the scale counter, we then update the target $t_s$ and finally $\epsilon_s$ (using $\gamma$ and $\Delta$ computed in step 2) for the next scale as (motivation behind such an update in provided in Remark 3.1)

$$\epsilon_s = \max \left\{ \frac{\gamma ||t_s||_2}{\vartheta_s^2}, \sqrt{\frac{n \Delta}{\vartheta_s}} \right\}$$  \hspace{1cm} (11)

This update leads to a structured increase in the value of $\epsilon_s$ (Proposition 3) which makes the algorithm more selective as we move up the scales.

At termination, Algorithm 1 returns $C^\omega$ and $\Theta^\omega$ as the final output, that is sufficient to make any future predictions without going back to the full dataset $D$. We show the steps involved in making predictions in Algorithm 2. Besides accepting the sparse representation ($C^\omega$) and model weights ($\Theta^\omega$) computed in Algorithm 1, Algorithm 2 requires the normalizing constant $T$ (shown in (12)) and the data locations $X$ at which predictions are required. The algorithm begins by initiating the scale to 0 and current prediction $P^0$ to a null vector. This is followed by a a nested for loop within a while loop. The outer loop here covers all the scales, while the inner loop extracts basis functions from individual scales. For every $x_j \in C_s$ (depending on the way $C_s$ is defined $C_s = [X_s, y_s, s]$, when we
Algorithm 2: Prediction($C^\omega, \Theta^\omega, X^t$)

**Input:** Sparse representation: $C^\omega = [C_0, C_1, ..., C_\omega]$
Model weights: $\Theta^\omega = [\Theta_0, \Theta_1, ..., \Theta_\omega]$
Normalizing constant: $T \in \mathbb{R}$
Test data: $X^t \in \mathbb{R}^{t \times d}$

**Output:** Prediction: $P^t \in \mathbb{R}^t$

1. **Initialization:** $s = 0, P^t = 0 \in \mathbb{R}^t$
2. **while** $s \leq \omega$ **do**
3.   **for** $x_j$ in $C_s$ **do**
4.     Compute length scale: $\kappa_s \leftarrow T/2^s$, (T defined in (12))
5.     Compute distance vector $d \in \mathbb{R}^t$, between all $x \in X^t$ and $x_j \in C_s$
6.     Compute basis function: $b_{js} \leftarrow \exp \left( -\frac{d^2}{\kappa_s^2} \right)$
7.     Update the prediction: $P^t \leftarrow P^t + b_{js} \theta_{js}$, ($\theta_{js} \in \Theta_s$)
8.     $s \leftarrow s + 1$
9. **Return** $P^t$

say $x_j \in C_s$, we mean $x_j \in X_s$), $b_{js}$ are sequentially constructed, and using the corresponding weight $\theta_{js} \in \Theta_s$, we update the approximation $P^t$.

**Remark 2** For Algorithm 2, we have denoted the input as $C^\omega$ and $\Theta^\omega$. However, we don’t need to wait till scale $\omega$ to make predictions. Algorithm 2 can be executed using $C^s$, $\Theta^s$ at any scale.

With the basics of multiscale learning algorithm and prediction using sparse representation explained, we now go back to selection and deletion of basis at a particular scale. Starting with Algorithm 3, we first describe the forward selection of functions at any scale $s$. Here $\epsilon_s$ is the tolerance level (lower bound) for the magnitude of projection of the current residual on the candidate column $b_{js}$. Additionally, input $t_s$ is the target to be approximated at the current scale.

Algorithm 3 begins with computation of the kernel matrix ($K_s$) from the kernel defined in (6). Here $T$ (normalizing constant) is set to be

$$T = 2(Diameter(X)/2)^2$$

with $Diameter(X)$ being the maximum distance between any pair of data points in $X$. This value of $T$ for the kernel in (6), enables numerically global support of the functions at initial scales. This allows capturing of global changes at smaller scales, with local/high frequency changes modeled by ‘narrower’ functions at higher scales. With this kernel, we then choose the best column for modeling the current residual $r$. In essence, solution to step 2 in Algorithm 3 is to choose the column which maximizes the following term

$$j = \arg \max_i \frac{|r^T b_{is}|^2}{\|b_{is}\|^2}$$

We then extract the chosen $j^{th}$ column from $K_s$ ($b_{js}$), and if the magnitude of projection on this added column (computed in step 3) is sufficiently large, we choose $b_{js}$ to be the first vector in our basis set. We also initialize the sparse representation with the data point $x_j, y_j$ at which the $j^{th}$ function is centered.
### Algorithm 3: Forward selection($\epsilon_s, D, s, t_s$)

**Input**: Current scale and tolerance level: $s, \epsilon_s$

Data: $D$

Current target: $t_s$

**Output**: Assembled basis and weight set: $B_s, \Theta_s$

Sparse representation: $C_s$

Current MSE: $\mathcal{E}$

1. **Initialize**: $K_s = [b_s]_i=1^N$ using (12) and (13). $r = t_s, B_s = []$, $C_s = [\cdot], \Theta_s = [\cdot]$
2. Get the best column from $K_s$: $j \leftarrow \arg \min_{i} \{\min_{z_i} ||z_i \cdot b_s^i - r||_2^2\}$ (use eq. (13))
3. Compute absolute weight for the added column $b_s^j$: $z_j = \frac{r^T b_s^i}{||b_s^i||_2^2}$
4. **while** $z_j \geq \epsilon_s$ **do**
   5. **if** $B_s$ **empty** **then**
   6. Initialize basis and sparse representation: $B_s \leftarrow [b_s^i], C_s \leftarrow [x_j, y_j, s]$
   7. Compute projection coordinate: $\Theta_s \leftarrow \frac{b_s^T (t_s)}{b_s^T b_s}$
   8. **else**
   9. Append the chosen functions: $B_s, C_s \leftarrow Update_{add}(B_s, C_s, b_s^j, x_j, y_j, s)$
   10. Update projection coordinate of $t_s$ on $B_s$: $\Theta_s$ using (14) and (15)
   11. Update residual: $r \leftarrow t_s - B_s \Theta_s$
   12. Choose the next column: $j \leftarrow \arg \min_{i} \{\min_{z_i} ||z_i \cdot b_s^i - r||_2^2\}$
   13. Compute $z_j$ like in step 3
14. **Compute error**: $\mathcal{E} \leftarrow MSE(r)$
15. **Return** $[B_s, \Theta_s, C_s, \mathcal{E}]$

An additional column is added in $C_s$ for the scale number (as $s$ is required for uniquely determining this basis function). This is followed by the computation of the coordinate of projection $\Theta_s$ for the target $t_s$ on $B_s$ that is composed of a single function. We then update the residual $r$ and choose the next candidate vector $b_s^j$ to be added to the current basis set $B_s$. This procedure is then essentially repeated until $z_j$ goes below the tolerance level $\epsilon_s$ for the chosen vector $b_s^j$. Here, $Update_{add}()$ in line 9 appends $b_s^j$ to the current basis set $B_s$. Additionally, it appends $[x_j, y_j, s]$ to the sparse representation $C_s$.

Here, we have chosen to put a tolerance on the inner product as a termination criterion because it ensures that our basis remains well conditioned for ordinary least square computation, and also the reduction of MSE with the addition on $b_s^j$ is lower bounded (Theorem 4). This is crucial for our algorithm as kernel functions which constitute our basis are highly redundant and ill-conditioned (especially at the initial scales [14]). This is fundamentally different than the traditional forward greedy method [12], that chooses a function from the dictionary that is most correlated with the current residual (without any additional checks), and puts a tolerance on the residual as a termination criterion. Similar residual based tolerance is also not suitable for our approach because it is difficult to pre-determine the amount of information in the data from a particular scale without running the risk of eventually choosing a function that makes the bases ill-conditioned.

For updating the coordinate of projection each time, instead of solving the full least squares problem we pose it as:

$$
\min_{\Theta_s} \left\| \begin{bmatrix} B_s & b_s^j \end{bmatrix} \Theta_s - t_s \right\|_2^2
$$
which leads to
\[ \Theta_s = \begin{bmatrix} b_j^T B_s b_j^T b_j \\ b_j^T B_s b_j^T b_j \\ b_j^T b_j \end{bmatrix}^{-1} \begin{bmatrix} B_s t_s \\ b_j^T t_s \end{bmatrix} \] (14)

which can be implemented using the following matrix inversion Lemma [12] and taking into account \((B_s^T B_s)^{-1}\) available from the last time a function was added to \(B_s\)
\[ \begin{bmatrix} M_0 b_0 \\ b_0^T c \end{bmatrix}^{-1} = \begin{bmatrix} M_0^{-1} + b_0 t_s b_0^T M_0^{-1} - p M_0^{-1} b_0 \\ -p b_0^T M_0^{-1} \\ p \end{bmatrix} \] (15)

where \(p = 1/(c - b_0^T M_0^{-1} b_0)\). Since at the beginning of Algorithm 3 we begin with just one basis function, hence overall we never perform a formal matrix inversion. Coordinate computation through this lemma is implemented on line 10 in Algorithm 3. In this way we keep on assembling \(B_s\), until we can no longer find any useful column to further improve the approximation. Once we hit the tolerance level \(\epsilon_s\), we return the quantities \(B_s, \Theta_s, C_s\) and the current MSE \(E\).

**Algorithm 4: Backward deletion \((\epsilon_s, B_s, \Theta_s, C_s, E, t_s)\)**

**Input:** Current scale tolerance level: \(\epsilon_s\)
Forward selection results: \(B_s, \Theta_s, C_s\)
Current MSE: \(E\)
Current scale target: \(t_s\)

**Output:** Refined results: \(B_s, \Theta_s, C_s\)

1. while True do
2. Compute least important index: \(j \leftarrow \text{arg min}_i \{ |\theta_i| \cdot ||b_i||_2 \} \)
3. Update the sets: \(B_{s0}, C_{s0}, \Theta_{s0} \leftarrow \text{Update del}(B_s, C_s, \Theta_s, t_s, j)\)
4. Compute residual: \(r = t_s - B_{s0} \Theta_{s0}\)
5. if \(\text{MSE}(r) - E \leq \frac{\sqrt{(\epsilon_s^2 \epsilon_s^2)}}{n}\) then
6. \[ B_s, \Theta_s, C_s \leftarrow B_{s0}, \Theta_{s0}, C_{s0}\]
7. else
8. break
9. Return \([B_s, \Theta_s, C_s]\)

Once we obtain the basis matrix \(B_s\) for the current scale from Algorithm 3, we move forward to check if we can prune this selected set, while maintaining its effectiveness to approximate \(y\) (shown as Algorithm 4). The necessity and importance of this backward procedure was justified in [54] by the argument that with a greedy procedure for feature selection, it is always a possibility that we might select more functions than the required number to reach the current approximation accuracy. This has to do with the order in which the functions are selected. The only disadvantage [54] mentioned for backward procedure, was its inefficiency for the case with a relatively very high number of functions as compared to the number of data points. This is because for such a case, the model is already highly overfit and there is no clear preference regarding which function to remove first. In our case, we fortunately don’t have that problem, because our number of columns are strictly less than or equal to the number of data points (as \(B_s\) returned from Algorithm 3 can have atmost \(n\) columns).
Algorithm 4 focuses on the idea of sequentially removing the least important columns and then updating the approximation each time until the MSE starts to increase considerably (again controlled by the $\epsilon_s$). We define the least important column as a column $j$, deletion of which leads to the least increase in MSE. For this we have the following result:

**Lemma 2** For backward deletion, the best column to remove satisfying

$$j = \arg \min_i MSE(t_s - B_s\Theta_{s,t}^*), \quad \text{where } \Theta_{s,t}^* = \Theta_s - \theta_s^i e_i,$$

(with $e_i = [0, 0, ..., 1, 0] \in \mathbb{R}^{[\Theta_s]}$ having 1 at $i^{th}$ location and $\theta_s^i \in \Theta_s$) is given by the index that minimizes the product of the absolute value of current coefficients and corresponding norm of the basis set.

**Proof** We start by defining

$$Q(i) = MSE(t_s - B_s\Theta_{s,t}) = \frac{1}{n}||t_s - (B_s\Theta_s - b_i^s\theta_s^i)||^2_2$$

where $b_i^s$ is a column in $B_s$ (centered at $x_i$) with $\theta_s^i$ being the corresponding coordinate in $\Theta_s$. Hence

$$Q(i) = \frac{1}{n}||t_s - B_s\Theta_s||^2_2 + \frac{1}{n}||b_i^s\theta_s^i||^2_2 + \frac{2}{n}(t_s - B_s\Theta_s)^T (b_i^s\theta_s^i)$$

denoting $t_s - B_s\Theta_s$ as the residual $r$ we get

$$Q(i) = \frac{1}{n}||r||^2_2 + \frac{\theta_s^i}{n}||b_i^s||^2_2 + \frac{2\theta_s^i}{n}r^T b_i^s$$

However, since $r$ was the residual of the ordinary least squares when $b_i^s$ was part of the basis functions. Hence $r \perp b_i^s$ for all columns $i$. Also the first term is common for all $i$. Hence the problem of minimizing $Q(i)$ can be replaced by an equivalent problem, proving the presented result

$$j = \arg \min_i Q(i) = \arg \min_i |\theta_s^i| \cdot ||b_i^s||_2$$

\[ \square \]

Line 2 in Algorithm 4 use Lemma 2 to choose the least important column (function centered at $x_j$) for deletion. We then define a temporary basis set, coordinate set, and sparse representation $(B_{s,0}, \Theta_{s,0}, C_{s,0})$ obtained after removal of the chosen column. This is achieved through the sub-routine $Update_{del}(\cdot)$. Here the temporary weights for the updated basis set $(B_{s,0})$ can either be computed using (14) and (15) and solving in reverse for $(B_{s,0}^T B_{s,0})^{-1}$ for removal of a column (which would first involve returning $(B_{s,0}^T B_{s,0})^{-1}$ from Algorithm 3 for full basis $B_s$ and using it compute our way backwards) or we can directly solve the least squares problem associated with the new basis $B_{s,0}$. With this information, we update the residual, and if the total increase in MSE (since the start of the deletion procedure) is bounded above by $\theta_s^2 \epsilon_s^2/n$ (justified in Remark 3.2), then the deletion procedure is continued, else the current quantities $B_s$, $C_s$ and $\Theta_s$ are returned. This is a rather strict threshold criterion as it places a bound on the cumulative increase in MSE. We also discuss an alternate in Proposition 2 which considers a threshold with respect to each column removal individually.
4 Approximation Analysis

In this section we will analyze the properties of the proposed multiscale algorithm. Here we begin by summarizing a few necessary details.

1. As mentioned in the introduction, we assume the \((x_i, y_i) \in D\) are i.i.d samples from some underlying distribution \(P(x, y)\). More specifically, we assume \(\{y_i\}_{i=1}^n\) to be i.i.d Gaussians. Hence, there exists \(\sigma \geq 0\) such that \(\forall i, \forall t \in \mathbb{R}\),

\[
\mathbb{E}_{y_i} e^{(y_i - \mathbb{E}y_i)^2} \leq e^{\sigma^2 t^2 / 2}
\]

This result comes from the definition of sub-Gaussian random variables [54], which contain Gaussian random variables as a special case.

2. At any scale \(s\), we assume \(\alpha_s \in \mathbb{R}^n\) to be the set of weights that provides best possible approximation to \(y\) (in terms of approximation accuracy). Hence \(\text{Support}(\alpha_s) = \{j : \alpha_s(j) \neq 0\}\) (denoted as \(S(\alpha_s)\)) can be computed by algorithms such as pivoted-QR decomposition (if needed). Therefore, the set \(\{b^*_j : \alpha_s(j) \neq 0\}\) obtained from such an algorithm, forms a basis for the approximation space at scale \(s\).

3. Analogous to \(\alpha_s\), we use \(\beta_s \in \mathbb{R}^n\) to denote an alternate representation of model weights \((\Theta_s)\) computed by the multiscale approach. In essence, \(\beta_s\), consists of the same weights as in \(\Theta_s\), however, it also contains 0 in place of weights for functions that were not chosen to be a part of \(B_s\) (justifying the dimensionality of \(\beta_s\) as \(n\)).

Here \(\alpha_s\) and \(\beta_s\) are defined for the purpose of algorithmic analysis. In practice, we continue to work with \(\Theta_s\) as demonstrated in the previous section. Now, we begin with the single scale analysis of our proposed approach. This is followed by a detailed multiscale analysis before we move onto the results section.

4.1 Single scale analysis

In this subsection, we analyze the behavior of the approach at a particular scale. Let \(\alpha_s, \beta_s\) and \(S(\alpha_s), S(\beta_s)\) be defined as before. With such an algorithmic setting, we firstly consider the forward selection part of the algorithm. In such a setting, when a function is added to \(B_s\), the corresponding 0 entry in \(\beta_s\) is replaced by the new weight (the previous weights in \(\beta_s\) are also updated, using (14)). Next we define a quantity to estimate the quality of the numerical conditioning for the basis set. This plays a crucial role in analyzing the performance of the approach. Similar quantities for analysis have also appeared in [47, 53].

**Definition 3** At any scale \(s\), for a current set of weights \(\beta_s\) and the corresponding basis set \(\Pi\) (obtained by restricting \(K_s\) to \(S(\beta_s)\)), we define *Independence Quotient* \(\mu_{\beta_s}\) for a candidate column vector \(b^*_j\) to be added next, as follows

\[
\mu_{\beta_s}(b^*_j) = \|(I - P_{\beta_s})b^*_j\|_2 = \|(I - \Pi \Pi^T \Pi^{-1} \Pi^T)b^*_j\|_2
\]

(17)

\(\mu_{\beta_s}(b^*_j)\) quantifies the amount of residual energy which \(b^*_j\) has, with respect to the space spanned by the current basis set \(\Pi\). \(\mu_{\beta_s}\) plays a crucial role of ensuring
that all added functions are sufficiently independent and hence the weight computation by ordinary least squares is numerically stable. Considering the given setting, we present our first main result here which provides a recommendation for updating the algorithmic hyperparameter $\epsilon_s$.

**Theorem 4** For forward selection, choosing the hyperparameter ($\epsilon_s$) in Algorithm 3 as

$$\epsilon_s \geq \max \left\{ \gamma \frac{\|t_s\|_2^2}{\|b^*_i\|_2^2}, \sqrt{n\Delta/\vartheta_s} \right\}$$

(18)

guarantees

$$\mu_{\beta^s_i}(b^*_i) \geq \gamma, \quad (\gamma > 0)$$

(19)

$$\mathcal{E}(\beta^s_i) - \mathcal{E}(\beta^{s+1}_i) \geq \Delta, \quad (\Delta > 0),$$

(20)

thereby ensuring that at any iteration $q$ of forward selection, the added column is sufficiently independent from the current bases [19] and the corresponding error reduction is also lower bounded [20]. Here $\mathcal{E}(\beta^s_i)$ is the MSE with weights $\beta^s_i$ at iteration $q$.

**Proof** We begin by pointing out that in the forward selection procedure (Algorithm 3), an added column has to satisfy the criterion of maximum reduction of the current residual. Hence with the current target $t_s$ and already computed weights $\beta^s_i$ till iteration $q$ of Algorithm 3 we have (with some weight $g$, that will be optimized later and $e_i = [0, 0, ..., 1, 0] \in \mathbb{R}^n$ consisting of 0s, with 1 placed at the $i^{th}$ location)

$$\inf_{i} \mathcal{E}(\beta^q_i + ge_i) = \inf_{i} \frac{1}{n} \|t_s - (K_s\beta^q_s + gb^*_i)\|_2^2 = \inf_{i} \frac{1}{n} \|t_s - (K_s\beta^q_s - gb^*_i)\|_2^2$$

$$= \mathcal{E}(\beta^q_s) + \inf_{i} \left\{ \frac{1}{n} \|gb^*_i\|_2^2 - 2 \frac{2}{n} (t_s - K_s\beta^q_s)^T b^*_i \right\}$$

On differentiating with respect to $g$ and setting it to 0 we get

$$g^* = \frac{(t_s - K_s\beta^q_s)^T b^*_i}{\|b^*_i\|_2^2}$$

Thus, we have

$$\inf_{i} \mathcal{E}(\beta^q_s + g^*e_i) = \mathcal{E}(\beta^q_s) + \inf_{i} \left\{ - \frac{\|(t_s - K_s\beta^q_s)^T b^*_i\|_2^2}{n\|b^*_i\|_2^2} \right\}$$

(21)

Now, since for a chosen column $b^*_i$, while computing the optimal coordinated $\beta^{q+1}_i$, the MSE would be even smaller, i.e. $\mathcal{E}(\beta^{q+1}_i) \leq \mathcal{E}(\beta^q_s + g^*e_i)$. Hence we have

$$\mathcal{E}(\beta^q_s) - \mathcal{E}(\beta^{q+1}_i) \geq \frac{\|b^*_i\|_2^2 |\|(t_s - K_s\beta^q_s)^T b^*_i\|_2^2|}{n\|b^*_i\|_2^2} \geq \frac{\|b^*_i\|_2^2 \|b^*_i\|_2^2 |(t_s - K_s\beta^q_s)^T b^*_i|^2}{n\|b^*_i\|_2^2}$$

(22)

$$\geq \frac{g^* e_i^2}{n} \geq \frac{\vartheta_s e_i^2}{n} \geq \Delta$$

(23)

The first inequality in the second step here comes from the necessary condition of the forward selection algorithm (Algorithm 3). The second inequality in this step comes from definition of $\vartheta_s$ [10]. The last inequality is for ensuring a lower
bound ($\Delta$) on the error reduction. Hence the error reduction will always be lower bounded if we set $\epsilon_s \geq \sqrt{n\Delta}/\vartheta_s$.

Now, considering the case for sufficient independence of $b_j^s$, with respect to the basis set obtained by restricting the columns of $K_s$ to $S(\beta^q_s)$ (we denote it as $\Pi$).

For $b_j^s$ to be selected

$$\epsilon_s \|b_j^s\|^2 \leq \| (t_s - K_s \beta_s)^T b_j^s \| = \| (t_s - \Pi (\Pi^T \Pi)^{-1} \Pi^T t_s)^T b_j^s \|$$

$$= \| t_s^T (I - \Pi (\Pi^T \Pi)^{-1} \Pi^T) b_j^s \| \leq \| t_s \|_2 \cdot \mu_{\beta^q_s}(b_j^s), \quad (\mu_{\beta^q_s} \text{ is the independence quotient from Def. 3})$$

Hence, we have

$$\mu_{\beta^q_s}(b_j^s) \geq \frac{\epsilon_s \|b_j^s\|^2}{\|t_s\|_2} \geq \frac{\epsilon_s \vartheta_s^2}{\|t_s\|_2} \geq \gamma$$

The last inequality here ensures sufficient independence of the added column. Hence we have $\epsilon_s \geq \gamma \|t_s\|_2 / \vartheta_s^2$. Combining this with the earlier lower bound on $\epsilon_s$ completes the proof. $\square$

**Remark 3** Here we summarize a set of remarks, with respect to the result in Theorem 4:

1. Since, at every scale we wish to select as many 'good' functions as possible. Hence, $\epsilon_s$ needs to be set to the smallest value possible. Using this fact, combined with the result from Theorem 4 we update $\epsilon_s$ in Algorithm 1 as

$$\epsilon_s = \max \left\{ \frac{\gamma \|t_s\|_2}{\vartheta_s^2}, \frac{\sqrt{n\Delta}}{\vartheta_s} \right\} \quad (24)$$

Hence for a given $\epsilon_0$ (decided based on Proposition 3), we compute $\gamma$ and $\Delta$ by assuming $\epsilon_0 = \gamma \|y\|_2^2 / \vartheta_s^2 = \sqrt{n\Delta} / \vartheta_s$. These supporting parameters are then used to update $\epsilon_s$ at subsequent scales (Algorithm 1).

2. Using (22), it is guaranteed that at every step of forward selection, the decrease in MSE is lower bounded in the sense

$$\mathcal{E}(\beta^q_s) - \mathcal{E}(\beta^{q+1}_s) \geq \frac{\vartheta_s^2 \epsilon_s^2}{n} \quad (25)$$

By using the right hand term in (25) as an upper limit for total increase in MSE during removal of columns from $B_s$ in backward deletion (Algorithm 4), we ensure that this increase is 'tolerable'.

Now, we mention, two important results from literature that will help in our analysis of the algorithmic behavior

**Proposition 1** (Proposition 3.7 in [24]) Let $X = \{x_i\}_{i=1}^n \subset \mathbb{R}^d$ be a set bounded by a box $B = I_1 \times I_2 \times \cdots \times I_d$, where $I_1, I_2, \ldots, I_d$ are intervals in $\mathbb{R}$, and let $K_s$ be the associated Gaussian kernel matrix as in (6). Then, if we define numerical rank of $K_s$ with precision $\delta_0$ as

$$R_{\delta_0}(K_s) = \# \left\{ j : \frac{\sigma_j(K_s)}{\sigma_0(K_s)} \geq \delta_0 \right\}$$
where $\sigma_j(K_s)$ is the $j^{th}$ largest singular value of matrix $K_s$. Then, we have the bound

$$R_{\delta_0}(K_s) \leq \prod_{i=1}^{d} \left( \frac{2|I_i|}{\pi} \sqrt{\kappa_s^{-1} \ln(\delta_0^{-1}) + 1} \right)$$

(26)

Here $|I_i|$ denotes the length of the interval $I_i$ and $\kappa_s$ is the length scale parameter.

Here Proposition 1 will provide us a numerical bound on the number of independent functions in kernel $K_s$. One other result which will be crucial to our analysis comes from the behavior of the sub-gaussian random variables and we state it here for completeness.

**Lemma 3** (Lemma C.1 in [54]) Consider $n$ independent random variables $y_1, y_2, \ldots, y_n$ such that $E[e^{(y_i - E[y_i])^2}] \leq e^{\sigma^2 + 1/2} v t$ and $i$. Consider vectors $g_j = [g_{1,j}, g_{2,j}, \ldots, g_{n,j}] \in \mathbb{R}^n$ for $j = 1, \ldots, m$, we have for all $\eta \in (0, 1)$, with probability larger than $1 - \eta$

$$\sup_j |g_j^T (y - E[y])| \leq a \sqrt{2ln(2m/\eta)}$$

(27)

where $a = \sigma \sup_j ||g_j||_2$.

Equipped with these results, we move on to introduce the underlying statistical model at each scale. As before, we assume $t_s$ to be the target at a scale (equal to the residual from the previous scale). At each scale we now fit the model

$$t_s(x) = f_s(x) + \varepsilon_s, \quad \varepsilon_s \sim \mathcal{N}(0, \sigma_s^2)$$

(28)

As introduced before, assuming at any scale $s$, there exists some optimal set of weights ($\alpha_s$) that model $f_s$ ($f_s = K_s \alpha_s$). Hence we have $E_s[t_s] = K_s \alpha_s$. For example, one possible way to obtain $\alpha_s$ is using pivoted-QR decomposition to obtain a subset of the columns in $K_s$ that form a well conditioned basis for the span of all kernel functions, and then solving for optimal projection on these columns. Although this set won’t necessarily be the minimum set that can produce $f_s$. However, it will produce the best possible approximation at scale $s$. Like before, $S(\alpha_s) = \{j : \alpha_s(j) \neq 0\}$ denotes the support for such weights. Using these quantities we now give our second main result that extends our convergence condition at a particular scale $||t_s - K_s \beta_s||^2 ||b'_s||_2^2 < \varepsilon_s$ for a chosen column $b'_s$ to a corresponding result that takes into account that we are modeling a noisy version of the underlying function, and not $E_s[t_s]$ directly.

**Theorem 5** Let $P_{\beta_s}$ represent the projection operator on $S(\beta_s)$ and $E_s[t_s]$ be the optimal prediction at scale $s$ ($E_s[t_s] = K_s \alpha_s$). Using these quantities, when the forward selection algorithm stops, with any $\nu \geq \varepsilon_s$ we have

$$P \left( \sup_j \left| \frac{(E_s[t_s] - P_{\beta_s}(E_s[t_s]))^T b'_s}{||b'_s||_2} \right| \geq \nu \right) \leq 2\|C_s\| \exp^{-\frac{\nu^2(\nu-\varepsilon_s)^2}{2\sigma^2 \tau_{\beta_s}}}$$

(29)

where $\sigma_s^2$ is the variance term from model (28), $\tau_{\beta_s} = \sup_j \mu_j(b'_s)$, and $|C_s|$ is the size of scale specific sparse representation at the termination of forward selection at scale $s$. 
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Proof We start with the fact that when, the forward selection algorithm stops, \( \forall j \) we have \( |(t_s - K_s \beta_s)^T b_j^s|/||b_j^s||^2 < \epsilon_s \). Hence we have

\[
\epsilon_s ||b_j^s||^2 > |(t_s - K_s \beta_s)^T b_j^s| = |(I - P_{\beta_s}) t_s|^T b_j^s = |((I - P_{\beta_s}) t_s - (I - P_{\beta_s}) E_s[t_s])^T b_j^s + ((I - P_{\beta_s}) E_s[t_s])^T b_j^s| = |(t_s - E_s[t_s])^T (I - P_{\beta_s}) b_j^s + ((I - P_{\beta_s}) E_s[t_s])^T b_j^s| \geq |((I - P_{\beta_s}) E_s[t_s])^T b_j^s| - |(t_s - E_s[t_s])^T (I - P_{\beta_s}) b_j^s|
\]

Hence we have

\[
|((I - P_{\beta_s}) E_s[t_s])^T b_j^s| < ||b_j^s||^2 2\epsilon_s + |(t_s - E_s[t_s])^T (I - P_{\beta_s}) b_j^s| \quad (30)
\]

Considering the second term in (30), we now use Lemma 3. Here we are able to use this result, because the initial Gaussian assumption on the data carries forward to subsequent scales (with different model parameters but still being Gaussian) through the model (28). We firstly compute the term ‘a’ from Lemma 3

\[
a = \sqrt{\sigma_j^2 \sup_j b_j^T (I - P_{\beta_s})^T (I - P_{\beta_s}) b_j^s = \sigma_s \sup_j |((I - P_{\beta_s}) b_j^s)|^2}
\]

From Def. 3, we have \( \tau_{\beta_s} = \sup_j \mu_j (b_j^s) = \sup_j |((I - P_{\beta_s}) b_j^s)|^2 \) giving us \( a = \sigma_s \tau_{\beta_s} \).

Hence, from Lemma 3 with probability greater than \( 1 - \eta \) where \( \eta \in (0, 1) \), we have

\[
|((I - P_{\beta_s}) E_s[t_s])^T b_j^s| \leq 2\sigma_j^2 \tau_{\beta_s} \ln \left( \frac{2|C_s|}{\eta} \right)
\]

Hence from (30) and using the definition of \( \vartheta_s \) (10), we have with probability greater than \( 1 - \eta \), \( \forall j \)

\[
|((I - P_{\beta_s}) E_s[t_s])^T b_j^s| < \epsilon_s + \sqrt{2\sigma_j^2 \tau_{\beta_s} \ln \left( \frac{2|C_s|}{\eta} \right)} \quad (31)
\]

Now let \( \nu = \epsilon_s + \sqrt{2\sigma_j^2 \tau_{\beta_s} \ln \left( \frac{2|C_s|}{\eta} \right)} \) (hence \( \nu \geq \epsilon_s \)). With solving and rearranging we get

\[
\eta = 2|C_s| \exp \frac{2\sigma_j^2 \nu^2}{\sigma_j^2 \epsilon_s^2}
\]

(31) can now be equivalently expressed as

\[
P \left( \sup_j \frac{|((I - P_{\beta_s}) E_s[t_s])^T b_j^s|}{||b_j^s||^2} \geq \epsilon_s + \sqrt{2\sigma_j^2 \tau_{\beta_s} \ln \left( \frac{2|C_s|}{\eta} \right)} \right) \leq \eta
\]

Substituting \( \eta \) and \( \nu \) completes the proof.

Remark 4 The result in Theorem 5 can in inferred in multiple ways. Here we summarize them...
1. If we only consider the upper bound in Theorem 5 to be useful when it is smaller than some function of \( \nu \): 
\[ 0 < h(\nu) < 1. \]
Then we have
\[ 2|C_s| \exp -\frac{\sigma_s^2(\nu - \epsilon_s)^2}{2\tau_s^2} \leq h(\nu) \]

Hence, the probabilistic bound for ‘convergence’ at a scale (here convergence refers to the ability of capturing scale specific information in data efficiently) proved in Theorem 5 is only useful for small noise levels (obtained by rearranging the above relation)

\[ \sigma_s^2 \leq \frac{\sigma_s^4(\nu - \epsilon_s)^2}{2\tau_s^2 \ln \left( \frac{2|C_s|}{h(\nu)} \right)} \]  

(32)

Here the second inequality results from the fact
\[ |C_s| \geq 1, \] i.e. the bound makes sense for scales which contribute at least one function to the final approximation. Hence (from (32)), the multiscale approach is guaranteed to be efficient for low noise setting. For guarantees at higher noise levels, additional smoothing regularization might be preferred.

2. For the bound in (29), if \( X_s = \{ x_j : j \in S(\alpha_s) \} \) (i.e. our algorithm chose the same functions as the support of \( \alpha_s \)), the LHS goes to zeros as \( P_{\beta_s}(E[t_s]) = E[t_s] \). However the RHS, also goes to 0 as \( \tau_{\beta_s} = 0 \) (from the definition of \( \alpha_s \)). Hence the bound is tight in that sense.

3. A natural bound for the number of elements in \( C_s \) is the numerical rank of the kernel \( K_s \) at that particular scale. Hence, using Proposition 1 we modify the upper bound as

\[ \text{RHS} = 2|C_s| \exp -\frac{\sigma_s^2(\nu - \epsilon_s)^2}{2\tau_s^2} \]
\[ \leq 2 \prod_{i=1}^{d} \left( \frac{2|I_i|}{\pi \sqrt{T}} \sqrt{2 \ln(d_0^{-1}) + 1} \right) \exp -\frac{\sigma_s^4(\nu - \epsilon_s)^2}{2\tau_s^2} \]  

(33)

(34)

where \( T \) is from equation (12). This formulation directly provides an upper bounds in terms of the scale number with these Gaussian kernels. Bounding \( |C_s| \) with the numerical rank of the \( K_s \) at that particular scale. Hence, using Proposition 1 we modify the upper bound as

4. Coming back to (31) with probability more than \( 1 - \eta \) we have

\[ \frac{\| (I - P_{\beta_s}) E[t_s] b_s \|^2}{\| b_s \|^2} < \epsilon_s + \sqrt{\frac{2\sigma_s^2 \tau_s^2}{\sigma_s^2} \ln \left( \frac{2|C_s|}{\eta} \right)} \]

Here, we can very nicely see the division of overall error into two components
- \( \epsilon_s \): The approximation error introduced due to the model
- \( \sqrt{\frac{2\sigma_s^2 \tau_s^2}{\sigma_s^2} \ln \left( \frac{2|C_s|}{\eta} \right)} \): Estimation error due to noise.
5. If a scale is completely ignored by the forward selection algorithm, then we will have \( |C_s| = 0 \). Hence, even with smallest \( \nu (= \epsilon_s) \), we will have the RHS term \( 0 \) (29). Now since in such a case \( P_{b_s}(E_s[t_s]) = 0 \) (as \( |C_s| = 0 \)). Hence for \( |C_s| = 0 \) we have
\[
\sup_j \frac{|E_s[t_s]^T b_s|}{||b_s||_2^2} < \epsilon_s
\]
But \( E_s[t_s] \) has a representation \( K_s \alpha_s \). Hence, this dot product is small because \( E_s[t_s] \) itself is very small. This directly leads us to conclude that if a scale is completely ignored by our forward selection algorithm, then that scale is ‘truly’ not useful and its contribution to the final approximation is very small and bounded at best.

Now, we move on to the backward deletion criterion for removing functions to obtain a minimum set. Since, the tolerance on error increment with removal of functions is fairly user chosen. Hence, besides the more strict condition (shown in Algorithm 4, which removes the functions as long as the cumulative increase in MSE is bounded), in this section we discuss one more alternate condition where the same threshold is placed on the increase in MSE, with each removal of a column. Here we provide a result than ensures that we only remove columns as long as the increase in MSE (per column removal) is less than the minimum reduction in MSE while adding columns in the forward selection algorithm.

**Proposition 2** At any iteration \( u \) of the backward deletion algorithm, if the column \( (b_j) \) chosen through the result in Lemma 2 is removed only when it satisfies
\[
\inf_j (|\beta_u^s(j)| \cdot ||b_j||_2) \leq \vartheta_s \epsilon_s,
\]
then we have the guarantee that the increase in MSE at that iteration of the algorithm \( (\Delta_{\text{backward}}(E(\beta_u^s))) \) is upper bounded in the sense
\[
\Delta_{\text{backward}}(E(\beta_u^s)) \leq \min_q \Delta_{\text{forward}}(E(\beta_q^s))
\]
where the right hand side term shows the minimum reduction of MSE at any iteration \( q \) of forward selection at the same scale.

**Proof** Since, we remove the column that minimizes the resultant MSE (as in Lemma 2), so for this proof we start with the same logic. Assuming right now we are at \( u \)th iteration of the backward deletion procedure and considering the removal of the next column
\[
\inf_j E(\beta_u^s - \beta_u^s(j)e_j) = \inf_j \frac{1}{n} \left| \left| t_s - (K_s \beta_u^s - \beta_u^s(j)b_j)^T \right|_2^2 
\]
\[
= \inf_j \frac{1}{n} \left| \left| t_s - K_s \beta_u^s + \beta_u^s(j)b_j^T \right|_2^2 
\]
\[
= E(\beta_u^s) + \inf_j \frac{1}{n} ||\beta_u^s(j)b_j||_2^2
\]
Here the inner product term is absent because \( j \in S(\beta_u^s) \) and hence \( (t_s - K_s \beta_u^s) \perp b_j^T \). Now since, we know after the removal of \( j \)th column we will receive \( \beta_{u + 1}^s \) and \( E(\beta_{u + 1}^s) \leq \inf_j E(\beta_{u + 1}^s - \beta_u^s(j)e_j) \). Hence we have
\[
\Delta_{\text{backward}}(E(\beta_u^s)) = E(\beta_u^s) - E(\beta_{u + 1}^s) \leq \inf_j \frac{1}{n} ||\beta_u^s(j)b_j||_2^2
\]
Now from (22) we know that, with any iteration of the forward selection algorithm the reduction in MSE (with addition of any $b_j^s$) is lower bounded as

$$\Delta_{\text{forward}}(\mathcal{E}(\beta^q_s)) = \mathcal{E}(\beta^q_s) - \mathcal{E}(\beta^{q+1}_s) \geq \frac{\vartheta^2\epsilon^2_s}{n}$$ (37)

Hence, from (36) and (37), for $\Delta_{\text{backward}}(\mathcal{E}(\beta^q_u)) \leq \min_q \Delta_{\text{forward}}(\mathcal{E}(\beta^q_s))$, it is sufficient to have

$$\inf_j \frac{1}{n} ||\beta^q_u(j)b^j_s||^2 \leq \frac{\vartheta^2\epsilon^2_s}{n}$$

which completes the proof of the presented result. \(\square\)

4.2 Multiscale analysis

In this section we extend the single scale analysis to the overall algorithm. We start with analyzing the behavior of $\epsilon_s$ which is updated as per Theorem 4 and is essentially, the main hyperparameter controlling the performance and coupling across scales.

**Proposition 3** Using the definition of $\epsilon_s$ in (24) following Theorem 4 we have

1. $\epsilon_s$ increases monotonically with $s$, with a rate of at least $\vartheta_0/\vartheta_s$.
2. With increasing scales, $\epsilon_s$ remains bounded in the sense $\epsilon_s < \delta$ (for all $s \in I$) if $\epsilon_0$ is initialized such that it satisfies $\epsilon_0 < (\vartheta_0/\vartheta_s)/\vartheta_0$.

**Proof** Starting with the update criterion for $\epsilon_s$ from Theorem 4

$$\epsilon_s = \max \left\{ \frac{\gamma ||t_s||^2}{\vartheta^2_s}, \sqrt{n\Delta} \right\}$$

Hence, for a given $\epsilon_0$, and assuming the base case $\epsilon_0 = \frac{\gamma ||t_0||^2}{\vartheta^2_s} = \frac{\sqrt{n\Delta}}{\vartheta_0}$ we obtain the value of $\gamma$ and $\Delta$ as: $\gamma = \frac{\epsilon_0 \vartheta^2_s}{||t_0||^2}$ and $\Delta = \frac{\epsilon^2_0 \vartheta^2_s}{n}$. Thus we have,

$$\epsilon_s = \max \left\{ \epsilon_0 \left( \frac{\vartheta_0}{\vartheta_s} \right)^2 \frac{||t_s||^2}{||t_0||^2}, \epsilon_0 \frac{\vartheta_0}{\vartheta_s} \right\}$$

$$= \epsilon_0 \left( \frac{\vartheta_0}{\vartheta_s} \right) \max \left\{ \frac{\vartheta_0 ||t_s||^2}{\vartheta_s ||t_0||^2}, 1 \right\}$$

Since, based on the structure of squared exponential functions, $\vartheta_0 \geq \vartheta_s (\forall s \in I)$. Hence the two terms multiplied to $\epsilon_0$ in the above equation are both $\geq 1, \forall s \in I$. Thus, completing the proof for part 1. We will further analyze the behavior of $\epsilon_s$ in the results section to provide further intuition.

Proof for part 2 of the proposition follows follows directly from the previous expression and using $\epsilon_0 < \delta$

$$\epsilon_0 < \left( \frac{\vartheta_0}{\vartheta_s} \right) \max \left\{ \frac{\delta \vartheta_0 ||t_s||^2}{\vartheta_s ||t_0||^2}, 1 \right\} \leq \frac{\delta}{\vartheta_0/\vartheta_s}$$

Hence proving the claimed result. \(\square\)
Remark 5 Since $\delta$ in Proposition 4 is always less than 1 (for $\epsilon_s < \delta$ condition to be useful), therefore, $\epsilon_0$ should never be initialized to a value greater than $\delta_0 / \delta$. Hence, by picking a fairly high scale which is expected to be greater than the terminal scale $\omega$ (for example $s = 15$), we can make an intelligent initialization of $\epsilon_0 = (\delta_0 / \delta_0)$ (or $\delta_0 / \delta$ for $\delta = 1$).

Moving further, we analyze the truncation scale $\omega$, and how the approximation from the truncated kernel behaves with respect to the kernel with infinite scales. Here, we first begin with a simple lemma, where we determine the truncation index based on the conditioning behavior of the truncated kernel $K^\omega$.

**Lemma 4** If the truncation is made at a sufficiently high scale such that the Gramian matrix from the truncated kernel function $K^\omega$ is numerically full rank, then the weights for the full kernel function $K$ (denoted as $\phi$) and weights for the truncated kernel function $K^\omega$ (denoted as $\phi^\omega$) while approximating $y$ are the same, i.e. $\phi = \phi^\omega$.

**Proof** Considering an approximation from the full kernel

$$ Af = \sum_{i=1}^{n} \phi_i K(x_i, \cdot) = \sum_{i=1}^{n} \phi_i \left( \sum_{s=0}^{\infty} \zeta_s \sum_{x_j \in X_s} \psi_j^s(x_i) \psi_j^s(\cdot) \right) $$

$$ = \sum_{s=0}^{\infty} \sum_{x_j \in X_s} \left( \sum_{i=1}^{n} \zeta_s \phi_i \psi_j^s(x_i) \right) \psi_j^s(\cdot) $$

$$ = \sum_{s=0}^{\omega} \sum_{x_j \in X_s} \left( \sum_{i=1}^{n} \zeta_s \phi_i \psi_j^s(x_i) \right) \psi_j^s(\cdot) + \sum_{s=\omega+1}^{\infty} \sum_{x_j \in X_s} \left( \sum_{i=1}^{n} \zeta_s \phi_i \psi_j^s(x_i) \right) \psi_j^s(\cdot) $$

Approximation till scale $\omega$ Approximation from higher scales

Now, since the approximations at scales are greedily computed one by one (with addition of functions $\psi_j^s$ and computation of coefficients $\sum_{i=1}^{n} \zeta_s \phi_i \psi_j^s(x_i)$) with increase in scales. Hence, the part of approximation till scale $\omega$ will be equal to the approximation produced by the kernel truncated at scale $\omega$. Considering such an approximation

$$ Af^\omega = \sum_{i=1}^{n} \phi_i^\omega K^\omega(x_i, \cdot) = \sum_{s=0}^{\omega} \sum_{x_j \in X_s} \left( \sum_{i=1}^{n} \zeta_s \phi_i^\omega \psi_j^s(x_i) \right) \psi_j^s(\cdot) $$

Now, using the fact $Af^\omega = Af^\omega$ we obtain

$$ \sum_{s=0}^{\omega} \sum_{x_j \in X_s} \left( \sum_{i=1}^{n} \zeta_s (\phi_i - \phi_i^\omega) \psi_j^s(x_i) \right) \psi_j^s(\cdot) = 0 $$

Which leads to

$$ \sum_{i=1}^{n} (\phi_i - \phi_i^\omega) \sum_{x_j \in X_s} \zeta_s \psi_j^s(x_i) \psi_j^s(\cdot) = \sum_{i=1}^{n} (\phi_i - \phi_i^\omega) K^\omega(\cdot, x_i) = 0 $$

Since, we know that the truncation scale $\omega$ was high enough such that Gramian matrix for $K^\omega$ is numerically positive definite (by assumption of the lemma). Hence, only way for this summation to be 0 is if $\phi_i - \phi_i^\omega = 0$, $\forall i$. Hence we conclude $\phi = \phi^\omega$ $\square$
Lemma 4 provides a very useful result in the sense that, once our truncation scale is sufficiently high such that the associated Gramian matrix is numerically full rank, then the coefficients for such approximation are universal and can be used with kernels with truncation at any higher scale \( s > \omega \). Next we provide a result that uses the size of the sparse set at higher scales as a determining factor for truncation index. Here our analysis is motivated from [20].

**Theorem 6** If the multiscale algorithm is truncated at a sufficiently high scale \( \omega \), such that for scales higher than \( \omega \), we have

\[
\rho = \sum_{s=\omega+1}^{\infty} \zeta_s |C_s| < \frac{\sigma_{\min}(K)}{n},
\]

where \( \sigma_{\min}(K) \) is the smallest singular value for the Gramian matrix for kernel \( K \). Then, with \( Af \) and \( Af^\omega \) representing the approximation from infinite scale kernel \((K)\) and truncated scale kernel \((K^\omega)\) respectively, we have

\[ ||Af - Af^\omega||_H \leq \sqrt{n \rho \sigma_{\min}(K)} ||Af||_H \tag{38} \]

**Proof** Directly starting with the error of truncation at some scale \( \omega \), let \( \phi \) be the weights for approximation with full kernel (correspondingly, \( \phi^\omega \) be the weight for the truncated kernel). Here, in the second equality we use Lemma 4 to get the expression for component of approximation after truncation.

\[
||Af - Af^\omega||_H^2 = ||K\phi - K^\omega \phi^\omega||_H^2 = \left| \sum_{s=\omega+1}^{\infty} \sum_{x_j \in X_s} \left( \sum_{i=1}^{n} \zeta_s \phi_i \psi_j^s(x_i) \right) \psi_j^s(\cdot) \right|^2_H
\]

\[
= \sum_{s=\omega+1}^{\infty} \sum_{x_j \in X_s} \left| \sum_{i=1}^{n} \zeta_s \phi_i \psi_j^s(x_i) \right|^2 \zeta_s
\]

\[
\leq \sum_{s=\omega+1}^{\infty} \sum_{x_j \in X_s} \zeta_s \left( \sum_{i=1}^{n} |\phi_i| |\psi_j(x_i)| \right)^2
\]

\[
\leq \sum_{s=\omega+1}^{\infty} \sum_{x_j \in X_s} \zeta_s \left( \sum_{i=1}^{n} |\phi_i| \right)^2, \quad \text{since } |\psi_j(x_i)| \leq 1
\]

\[
\leq \sum_{s=\omega+1}^{\infty} \sum_{x_j \in X_s} n \zeta_s ||\phi||^2_2 = \sum_{s=\omega+1}^{\infty} n \zeta_s |C_s| \cdot ||\phi||^2_2
\]

Here the last inequality uses equality of norms in finite dimensional spaces. Now, for any RKHS (with \( \sigma_{\min}(K) \) representing the minimum singular value of the Gramian matrix, obtained from the multiscale kernel \( K \)), we have

\[
||Af||^2_H = \left< \sum_{i=1}^{n} \phi_i K(\cdot, x_i), \sum_{j=1}^{n} \phi_j K(\cdot, x_j) \right>_H \geq \sigma_{\min}(K) ||\phi||^2_2
\]

Hence, now we have

\[ ||Af - Af^\omega||_H^2 \leq \frac{n}{\sigma_{\min}(K)} \left( \sum_{s=\omega+1}^{\infty} \zeta_s |C_s| \right) ||Af||^2_H \]

By substituting \( \rho \) and taking square root both sides, we obtain the desired result. \( \Box \)
Now, we move on to studying the performance of our approach as a multiscale approximation scheme for noisy datasets for which we present the following theorem. Here the idea is to show the boundedness of the obtained sparse representation. Additionally, it also bounds the size of the sparse representation in case the full kernel was used instead of a truncated one.

**Theorem 7** With truncation at scale $\omega$, when the multiscale algorithm stops, we have

1. The total reduction in mean squared error is at least
   \[
   \sum_{s=0}^{\omega} (|C_s| - 1) \frac{\varphi_s^2 \epsilon_s^2}{n} \]
2. The total size of the final sparse representation is upper bounded in the sense
   \[
   |C^\omega| = \sum_{s=0}^{\omega} |C_s| \leq \frac{||t_0||_2^2 - ||t_{\omega+1}||_2^2 + \sum_{s=0}^{\omega} \varphi_s^2 \epsilon_s^2}{\min_{s \leq \omega} \varphi_s^2 \epsilon_s^2} \]

   where $t_0$ and $t_{\omega+1}$ represent the targets at scale 0 and $\omega + 1$ respectively.
3. With finite scale truncation at $\omega$, for $s > \omega$, the number of elements missing from the sparse representation due to truncation is upper bounded in the sense
   \[
   |C^{>\omega}| = \sum_{s=\omega+1}^{\infty} |C_s| \leq \frac{n \mathcal{E}_\omega}{\epsilon_{\omega+1}^2} \leq \frac{1}{\gamma^2} \]

   where $\gamma$ is from (19) and $\mathcal{E}_\omega$ is the remaining MSE after truncation scale $\omega$ as shown in Algorithm [7].

**Proof** (1): Starting with any scale $s$, since from (25) we know that with addition of every individual column $b_j^s$, the MSE is reduced at least by $\frac{\varphi_s^2 \epsilon_s^2}{n}$. Hence, for the sparse representation $C^*_s$ chosen at this scale during forward selection, the reduction in MSE is at least

\[
|C^*_s| \frac{\varphi_s^2 \epsilon_s^2}{n}
\]

Now, since, in the backward deletion procedure, columns are removed until the cumulative increase in error is less than $\frac{\varphi_s^2 \epsilon_s^2}{n}$. Hence the net reduction in error after scale $s$ is fully explored is lower bounded by

\[
\frac{(|C^*_s| - 1) \varphi_s^2 \epsilon_s^2}{n}
\]

Using the fact that the final sparse representation at scale $s$ ($C_s$) will follow the relation $|C_s| \leq |C^*_s|$, and summing this from scale 0 to $\omega$ completes the proof of (1).

(2): Since the actual total reduction in MSE after truncation at scale $\omega$ (represented as $||y||_2^2/n - \mathcal{E}^\omega$) will be lower bounded by the error reduction in part (1). Hence

\[
\frac{||y||_2^2}{n} - \mathcal{E}^\omega \geq \sum_{s=0}^{\omega} (|C_s| - 1) \frac{\varphi_s^2 \epsilon_s^2}{n}
\]

On rearranging and using $n \mathcal{E}^\omega = ||t_{\omega+1}||_2^2$ and $y = t_0$, we get

\[
\sum_{s=0}^{\omega} |C_s| \frac{\varphi_s^2 \epsilon_s^2}{n} \leq \sum_{s=0}^{\omega} \frac{\varphi_s^2 \epsilon_s^2}{n} + ||t_0||_2^2 - ||t_{\omega+1}||_2^2
\]
Using the fact $\min_{s \leq \omega} (\vartheta_s^2 \epsilon_s^2) \sum_{s=0}^{\omega} |C_s| \leq \sum_{s=0}^{\omega} \vartheta_s^2 \epsilon_s^2 |C_s|$, we obtain the desired result.

(3): Now considering the case where we keep on continuing the procedure beyond scale $\omega$. In this case at any scale $s > \omega$, the reduction in MSE with every addition of column for forward selection is still at least $\vartheta_s^2 \epsilon_s^2$. Here, we don’t consider the increment in MSE due to backward deletion as even in the extreme case, with no backward steps at all scales $> \omega$, the following inequality should be satisfied

$$\sum_{s=\omega+1}^{\infty} |C_s| \vartheta_s^2 \epsilon_s^2 \leq \epsilon^\omega$$

This inequality follows from the fact that overall reduction in the MSE cannot be more than the total remaining MSE after scale $\omega$. Hence, we have

$$\sum_{s=\omega+1}^{\infty} |C_s| \leq \frac{n \epsilon^\omega}{\min_{s > \omega} \vartheta_s^2 \epsilon_s^2}$$

(42)

Now, using the fact that $\vartheta_s$ is a monotonically decreasing function of $s$ (from the definition in (10)) while satisfying $\vartheta_s \geq 1, \forall s$. Additionally $\epsilon_s$ is monotonically increasing (from Proposition 3). Hence we have

$$|C^{>\omega}| = \sum_{s=\omega+1}^{\infty} |C_s| \leq \frac{n \epsilon^\omega}{\min_{s > \omega} \vartheta_s^2 \cdot \min_{s > \omega} \epsilon_s^2} < \frac{n \epsilon^\omega}{\epsilon_{\omega+1}^2}$$

But $\epsilon_s \geq \frac{\|t_s\|_2}{\sigma_s^2} = \frac{\gamma \sqrt{n \epsilon^s}}{\sigma_s}$. Hence $\epsilon_{\omega+1}^2 \geq \frac{\gamma^2 n \epsilon^\omega}{\sigma_{\omega+1}^4}$. Putting it in the above expression gives

$$|C^{>\omega}| < \frac{\sigma_{\omega+1}^4}{\gamma^2}$$

Thus completing the proof. □

5 Results

In this section we analyze the performance of the presented multiscale approach on a variety of datasets (code link is in the Declarations section at the end). We begin with the datasets [46] shown in Fig. 2. Here samples in (a) and (b) represent univariate datasets (sample size = 200), with (b) specifically infected with noise to represent a more complex scenario. (c) and (d) extends the setting to multivariate datasets. Here (c) is an analytical function with multiple local maxima and minima (sample size = 2500). This is followed by (d), which is a Digital Elevation Model (DEM) dataset (sample size = 5336), i.e. a map of topography. It should be noted that without loss of generality, we have normalized all the datasets to values from 0 to 1. In this section we begin with convergence studies for these four test functions, followed by a study on analyzing the behavior of $\epsilon_s$ and how it is updated over the scales. Convergence is also studied in terms of the relative magnitude of sparse representation (with respect to the full data size). Then we...
analyze the quality of multiscale reconstructions, more specifically studying the stability of the reconstructions with respect to the sampling design.

We further analyze the performance of our approach as a data reduction and learning model on two other real datasets. The first dataset consists of grayscale images of five different people (comes directly bundled with the sklearn python package [40], though the original data source is https://cs.nyu.edu/roweis/), where we analyze the ability of data reduction coupled with efficient reconstruc-
tions. The last dataset is a photon cloud for the ICESat-2 satellite tracks for McMurdo Dry Valleys in Antarctica. Here the objective is one of the well known problems in Remote Sensing, dealing with inferring the true surface from large photon clouds.

Following the results of Proposition and by assuming that we explore the highest scale of 15, we set the starting tolerance \( \epsilon_0 \) as \( \frac{\delta \mu_{15}}{\sigma_0} \). For all univariate approximations we assume \( \delta = 10^{-3} \). For higher dimension approximations, we assume \( \delta = 10^{-2} \). This assumption is consistent for all the examples shown in this paper. The algorithm is found to work well with other similar small values of \( \delta \) as well.

5.1 Understanding the general algorithmic behavior

Following the discussion from the section 3, here we present the full procedure for inferring the truncation scale using K-fold Cross-Validation (K-fold CV). The basic idea is to divide the training data into \( K \) parts and using \( K - 1 \) parts for training, while testing on remaining data. This is permuted for the \( K \) possible combinations of the training and testing data. The scale that produces minimum mean testing error, is then regarded as our optimal scale. In this paper we present
the results for 2-fold CV, which can easily be extended to more splits \( (K) \) based on user preference.

Figure 3,4 show the convergence results for the 4 test functions (TF) introduced in Fig. 2. Starting with Fig. 3, panel (a) and (c) show the testing MSE for TF1 and TF2, while producing approximations with different truncation scale. The idea here is to find the scale that produces the best generalizable (does well on unseen data points) approximation. Starting with TF1 in panel (a), we have chosen scale 10 to be our optimal scale. It should be noted that while choosing the best scale for a particular dataset is somewhat subjective, the underlying idea is to choose the best trade-off between low-scale and low testing MSE (as truncation at higher scales give better approximation for noiseless datasets, but it also leads to bigger sparse representations, thus diminishing the benefit of data reduction). The approximation with truncation at scale 10 (chosen in Fig. 3(a)), is shown in Fig. 3(b). Here \( A_{f,10} \) uses 172 data points (out of 200) for producing the shown approximation. Moving to TF2 (panel (c) and (d) in Fig. 3), (c) shows a very different behavior as compared to (a). After reaching the lowest testing MSE at scale 7, it increases to very high levels of prediction errors. This is because of the inherent noise in the samples in TF2, which leads to extreme overfitting at higher scales. The produced approximation \( A_{f,7} \) for TF2 is shown in Fig. 3(d). It should be noted here that for TF2, our sparse representation consists of 83 data points out 200, which is much smaller than TF1. This can be due to the relatively simple functional structure of TF2 as compared to TF1.

![Fig. 5 Analysis for the behavior of \( \epsilon_s \) with increasing scales for TF1 and TF3. This study is targeted to demonstrate results of Proposition 3.](image)

Fig. 4 shows the same analysis for TF3 and TF4. Here again it should be noted that we can choose any small scale as long as the testing MSE is acceptable with respect to our application. With convergence scale \( \omega \) as 11 and 12 respectively for TF3 and TF4, we get a data reduction of 62\%(1 − 953/2500) and 80\%(1 − 1101/5336) respectively. This higher level of data reduction for TF3 and TF4, show the increased efficiency of the algorithm to produce better sparse
representations (due to more redundancy depending on the sampling design) for multivariate datasets.

Next we move onto analyzing the behavior of the tolerance parameter $\epsilon_s$ with increasing scales. As mentioned in Proposition 3, $\epsilon_s$ increases monotonically with $s$. This helps to avoid algorithmic stalling at higher scales where it is easy to find sufficiently independent functions (due to narrower support of the basis), giving no considerable improvement in the approximation. From Proposition 3 we get

$$\epsilon_s = \epsilon_0 \left( \frac{\theta_0}{\theta_s} \right) \max \left\{ \frac{\theta_0 ||t_s||_2}{\theta_s ||t_0||_2}, 1 \right\}$$

(43)

Fig. 5 shows the variation of the three different scale dependent terms (which includes $\max \left\{ \frac{\theta_0 ||t_s||_2}{\theta_s ||t_0||_2}, 1 \right\}$, $\theta_0/\theta_s$ and $\epsilon_s$) in the above equation. It also confirms the the result of Proposition 3 stating $\epsilon_s \leq \delta$ as long as $\epsilon_0$ is set appropriately ($\epsilon_0 \leq \delta \theta_s/\theta_0$). It is important to note here that among the two terms that affect $\epsilon_s$ (in (43)), $(\theta_0/\theta_s)$ has a dominating behavior. If we move $\epsilon_0(\theta_0/\theta_s)$ inside the max function, we realize the condition ensuring a minimum level of improvement ($\Delta$) in the MSE when a new function is added, is generally the driving factor behind this increase in $\epsilon_s$. However, the other condition related to good conditioning of the basis set, also dominates in a few instances depending on how slowly $||t_s||_2$ deteriorates with respect to $||t_0||_2$ (for example, the small red peak at scale 5 in Fig. 5(b)). Like mentioned before, this overall increase in $\epsilon_s$ is helpful to avoid algorithmic stalling at higher scales resulting from unnecessarily high number of columns chosen during forward selection.

While deciding the truncation scale, besides considering the testing MSE, it is also crucial to analyze the size of the respective sparse representation. Fig. 6 shows the behavior pattern of these two quantities for the 2 bivariate test functions considered (TF3 and TF4). Here we have not shown TF1 and TF2 due to small data sizes for these test functions. Starting from Fig. 6(a), we analyze the decay of

![Fig. 6](image-url)
Total MSE (fitting on full data and computing the reconstruction error), with respect to proportion of sparse representation (denoted as $|C_s|/|X|$). Here by fixing a scale number on $X$ – axis (scale 8 is chosen as an example), we can see where it intersects the blue and red curve, and correspondingly find the reconstruction error and proportion of sparse representation respectively. Using such plots, we can infer results such as, for TF3 at scale 8, with a sparse representation consisting of less than 25% of the full dataset, we can produce approximations with a total MSE close to $10^{-4}$. Corresponding result for TF4 is shown in panel (b). The data reduction of TF4 is even more efficient, as we also saw in Fig. 4. Overall, this analysis is really crucial for deciding the truncation scale. Hence, depending on the problem at hand and desired level of data reduction, analysis similar to Fig. 3 and 4 should be coupled with analysis shown in Fig. 6 for an informed decision.

We now move forward to the results in Fig. 7 and analyze the different multiscale approximations produced by the proposed approach. Working with TF4, here we show components contributed by different set of scales in the final overall approximation in panels (a), (b) and (c). Here it should be noted that contributions from scale 0 to 4 almost capture the basic structure (global behavior) of the overall data. The local high frequency components in the data are captured at higher scales (specifically scale 9 to 12 in panel (c)). The bottom panels here show the cumulative approximation till the current scale. Hence (d), (e) and (f) show the final approximations till scale 4, 8 and 12 respectively. It is worth noting here that sharper features are becoming more evident as we move from (d) to (f) in the topographical reconstruction of the full dataset.

Moving forward, we show a very crucial property of the proposed approach which has to do with stability of the produced approximations with respect to the
A Forward Backward Greedy approach for Sparse Multiscale Learning

Fig. 8 Stability study for comparing the performance of the proposed multiscale approach (a), with respect to Gaussian Process regression with three different penalization parameter in (b), (c) and (d). The shown approximations are the mean and 2 standard deviation bounds on the mean for the the approximations produced for 100 different training sets obtained by randomly selecting 50 samples (out of the 200 samples for TF1) without replacement repeatedly for 100 times.

location of the samples in the training data. For the current study (Fig. 8), we work with TF1 (univariate functions are easier to visualize). Overall, we randomly select 50 samples from the 200 samples of TF1 without replacement, and carry out this procedure 100 times. This creates a set of 100 training datasets, each having a size of 50. The basic idea is to analyze the produced approximation when samples from different locations are passed as the training data for the same underlying function. In order to keep things in perspective, we have compared the results with Gaussian Processes (sklearn implementation [40]) on the same 100 training sets. Fig. 8 shows the mean of the 100 approximations of the function along with 2 standard deviation bounds for quantifying the variation of this mean function and also analyze how far the approximation are from the true function. For Gaussian Processes (GPs), since the dataset doesn’t have any noise, we just use the inherent parameter alpha (an added term to the diagonal of the kernel matrix) which should be sufficiently small for not creating artifacts, but also should be large enough to make the computations numerically stable (sklearn documentation [40]). Fig. 8 shows results for 3 different alpha values (panel (b), (c) and (d)) and results from our proposed approach (panel (a)). For our approach, the mean of the 100 approximations captures the true functions really well, with slight deviations in the middle region (region with high frequency oscillations). The GP result in panel (b) doesn’t learn properly with the data for a relatively large alpha value (result of over-penalization). In panel (c), with a considerable small value of alpha ($10^{-4}$), the mean of the approximation is able to capture the variations on the
edges considerably well. However, the middle portion still remains underfit. With an even smaller alpha value as shown in panel (d), now the middle portion is appropriately captured. However, on the edges we have very large fluctuations with predictions completely missing the true function. Hence overall, with GPs (which is also a kernel based approximation), it is really difficult to decide the value of the penalty parameter alpha and a lot of experimentation is required to obtain an acceptable solution. However as seen from panel (a), by using the same setup as all other previous examples, we are able to get a very stable (seen from relatively thinner standard deviation bounds) and accurate (comparing blue and red curves) approximations with our proposed approach.
From our experiments the multiscale approach is very stable for datasets which are noise free, irrespective of the sampling design. Hence for such cases, if we don’t care about the size of the sparse representation and just want to generate an efficient model, we can directly pick a very large scale and not worry about the model overfitting (creating spurious fluctuations and artifacts). For example, for the analysis in Fig. 8 we have used $\omega = 15$ as our termination scale directly without carrying out cross validation for each of the 100 datasets. The reason for this behavior can be attributed to the extremely local (numerically) support of the functions at higher scales.

5.2 Application on other datasets

In this section we analyze the behavior of our proposed approach on 2 other datasets. We begin by implementing our approach on gray scale face images of 5 different people. The analysis on this dataset is important as image data is fundamentally different than other type of analytical functions or topographic data we analyzed in the previous section. For image data, based on the boundary of features (for example nose, eyes, background etc), capturing the efficient sparse representation for generating good reconstructions (including sharp changes) is a non-trivial task. Fig. 9 shows the results for successful application of the proposed approach on this dataset. Here the top row shows the original images (64 x 64 = 4096 pixels). Following this, the subsequent rows show the corresponding reconstruction with different truncation scales (4, 8, 10 and 12 for rows 2,3,4 and 5 respectively). The header for each of the image also shows the corresponding size of the sparse representation that was generated and used in producing these face image approximations. At scale 12, with considerable less number of data points (relative to 4096), the proposed approach was able to produce acceptable reconstructions. It is important to note here that all the reconstructions are done on a 100 x 100 resolution (10000 data points) and hence predicting at previously unseen locations. The ability of our approach to capture the information in the data with efficient reconstruction of edges at unseen locations clearly demonstrate the good modeling capabilities of the multiscale approach.

For the final case study, we analyze the performance of our approach on a remote sensing dataset of photon clouds. Specifically, we model the data collected from the still ongoing ICESat-2 mission [32], which has 3 pairs of lasers that map the topography of the earth surface. Depending on the location in the 4-d space (including time) from where the photons are reflected (computed using traveling time of the photon), the challenge is to infer and map the underlying topography. This whole procedure finds applications in analyzing polar ice-sheets, oceans and forest cover [45,22,35]. Fig. 10 shows three sites which we use in this study from the well known McMurdo Dry Valley region in Antarctica. This site is commonly used for calibration and validation of the satellite instruments due to its stable terrain. The photon cloud for the chosen three sites [43] are shown in panel (a), (b) and (c) in Fig. 10. The location of the specific tracks are shown in the map in Fig. 10. Looking at the sites, (a) with 9105 photons is a relatively smooth region. (b) and (c) on the other hand have higher number of photons with complicated features. Particularly (b) also contains an obvious discontinuity at around 700m. Like the previous experiments, here also we use 2-fold CV and obtain the decaying
Fig. 10 *Map:* Location for the section of the 3 ICESat-2 tracks we analyze in this paper. The data was obtained from the National Snow and Ice Data Center (https://nsidc.org/). For map preparation, Landsat-8 2020/02/03, composite bands 4,3,2 image was used from Earth Explorer (https://earthexplorer.usgs.gov/). The bold yellow lines on the 3 tracks in the chosen sites (highlighted by yellow rectangles) show the section of the track where the data is extracted from. *Plots (a) to (c):* show the distribution of the photons (height vs distance) for these tracks. *Plots (d) to (f):* show the corresponding 2-CV testing MSE for choosing the truncation scale.

behavior of the testing MSE shown in Fig. 10 (panels (d), (e) and (f)). Following this, Fig. 11 shows the reconstructions at different scales (3, 6, 9 and 12) for all the 3 tracks. The figure magnifies complicated regions of the track for the ease of analysis. The most important thing to note here is the highly efficient data reduction due to redundancy in the number of data points available to infer the
Fig. 11 Performance of the multiscale approach with reconstruction at scale 3, 6, 9 and 12 for sites (a), (b) and (c) shown in Fig. 10. The regions with complication behavior of data are magnified in the insets to clearly demonstrate the quality of the approximation. The legends in each plot also show the size of the sparse representation for each reconstruction to show the quality of data reduction associated with each of the produced approximations.

6 Conclusion and future work

In this paper we introduced a multiscale approximation space constructed with functions from multiple Reproducing Kernel Hilbert Spaces. For regression in this space, we proposed a greedy approach, that besides giving an acceptable approximation for data also leads to data reduction through computation of efficient
sparse representations. In the analysis section we provided results for intelligently deciding the hyperparameters involved in the algorithm. We also further analyzed the approximation properties of finite scale truncation for the overall multiscale kernel. In the results section we analyzed the performance of the algorithm on a wide variety of datasets. For each of these experimental setting, the approach was shown to successfully model the provided dataset while learning efficient sparse representations leading to considerable data reduction (for example in the last remote sensing application, our approach was demonstrated to have a data reduction of almost 2 orders of magnitude).

Regarding future work, one very important direction is to analyze datasets with large noise levels and understand the role of regularization in the multiscale setting. Extension to very large datasets through distributed memory implementations will also make this approach more useful for Big data problems. Finally, in one of the following future works we also plan to analyze and quantify the uncertainty in the final approximation based on the chosen sparse representation at the different considered scales.
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