Alzheimer’s Disease Analysis Algorithm Based on No-threshold Recurrence Plot Convolution Network
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Alzheimer’s disease is a neurological disorder characterized by progressive cognitive dysfunction and behavioral impairment that occurs in old. Early diagnosis and treatment of Alzheimer’s disease is great significance. Electroencephalography (EEG) signals can be used to detect Alzheimer’s disease due to its non-invasive advantage. To solve the problem of insufficient analysis by single-channel EEG signal, we analyze the relationship between multiple channels and build PLV framework. To solve the problem of insufficient representation of 1D signal, a threshold-free recursive plot convolution network was constructed to realize 2D representation. To solve the problem of insufficient EEG signal characterization, a fusion algorithm of clinical features and imaging features was proposed to detect Alzheimer’s disease. Experimental results show that the algorithm has good performance and robustness.
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INTRODUCTION

Alzheimer’s disease is a degenerative disease of the central nervous system, mainly manifested as progressive memory impairment, cognitive dysfunction, personality change and language impairment, and other neuropsychiatric symptoms, which seriously affect social, career, and life functions. Alzheimer’s disease is a common disease in the elderly, and its prevalence and incidence are extremely high. According to statistics, the incidence of Alzheimer’s disease is 5%, the disease is the most common type of dementia in the elderly, accounting for 50–70% of Alzheimer’s disease, common in people over 65 years old. It is of great significance to study it.

Alzheimer’s Disease

Alzheimer’s disease occurred in elderly and senile prophase, characterized by progressive cognitive dysfunction and behavioral impairment of nervous system diseases, main show is memory disorders, aphasia, disuse, agnosia, visual spatial ability damage, abstract thinking and calculation ability damage, personality and behavior change, and so on, can be improved by drug treatment, and the disease is not cured. The etiology and pathogenesis of Alzheimer’s disease are extremely complex, and may be related to genetic factors, brain pathological changes and other factors. Generally, Alzheimer’s disease tends to occur in people over 65 years old. Mental stimulation, trauma, neurological diseases and other factors can induce Alzheimer’s disease. The main pathological changes were amyloid precursor protein gene on chromosome 21, PSEN1 gene on...
chromosome 14, and PSEN2 gene mutation on chromosome 1. The brain was reduced in size and weight, and the typical histopathological changes were neuroinflammatory plaques, neurofibrillary tangles, and neuron loss (Yoon et al., 2022). Alzheimer’s disease is usually silent onset, pre-dementia, and dementia stage symptoms are different, but generally manifested as memory impairment, speech loss or emotional apathy, crying and laughing impermanent, severe patients can be complicated with lung infection, urinary tract infection and pressure ulcers, and other diseases. Early diagnosis and early treatment is of great significance.

**Method**

The current examination methods mainly include: neuropsychological test, hematological examination, neuroimaging examination, Electroencephalography (EEG), cerebrospinal fluid testing, genetic testing. Due to the convenience of EEG collection, it has a good detection effect for early Alzheimer’s disease to become the main research direction. To this end, we used EEG for the study. Morabito et al. (2012) constructs the model analysis of Alzheimer’s disease EEG from the perspective of energy entropy. Anh et al. (2012) used support vector machine (SVM) to cluster EEG. Falk et al. (2012) analyzed the disease by the variability in EEG amplitude. Hubert and Adeli (2013) combine EEG and imaging information to make a diagnosis of the disease. Morabito et al. (2013) proposed the EEG enhancement algorithm to highlight the area where the lesion signal is located. Zhao and He (2014) used a deep learning network for disease diagnosis. Cassani et al. (2014) extracted useful information from the EEG to conduct the research on Alzheimer’s disease. Bhat et al. (2015) combined the clinical neural data and EEG to conduct the study. Al-Jumeily et al. (2015) was diagnosed by EEG analysis. Al-Nuaimi et al. (2016) analyzed EEG from the perspective of amplitude to diagnose early Alzheimer’s disease. Yu et al. (2016) analyzed EEG, the signal transmission process. Kulkarni and Bairagi (2017) used SVM to extract the significant features of the EEG signal. Deng et al. (2017) constructed a multiscale model from an entropy perspective to analyze the complex EEG. Chikara et al. (2018) proposed monetary reward and punishment to response inhibition modulate activation and synchronization within the inhibitory brain network. Houmani et al. (2018) built multiple networks to implement disease analysis. Kim and Kim (2018) analyzed the correlation between the signals and extracted the features. Yang et al. (2018) studied the multi-channel data of EEG and proposed parallel revolutionary recurrent neural network to realize Alzheimer’s disease recognition. Chen et al. (2020) constructed a model from the perspective of classification to realize signal analysis. Yu et al. (2019) introduced the fuzzy learning theory to analyze the EEG signals. Maturana-Candelas et al. (2019) constructed a multiscale model to extract EEG features. Chikara and Ko (2019) used hierarchical model to neural activities classification of human inhibitory control, which achieved good results. Rossini et al. (2020) proposed markers for early Alzheimer’s disease diagnosis, demonstrating the validity of the EEG analysis. Qiu et al. (2020) analyzed the EEG transmission process. Oltu et al. (2021) proposed a novel Alzheimer’s disease detection algorithm based on EEG. Li et al. (2021) analyzed the correlation between multiple channels to diagnose the disease. Puri et al. (2022) proposed the Kolmogorov Complexity diagnosis of Alzheimer’s disease. Ding et al. (2022) proposed the Alzheimer’s disease automatic detection system based on EEG.

In conclusion, the diagnosis of Alzheimer’s disease based on EEG has achieved some results. However, there are still the following problems in computer processing: (1) The correlation between different channels is not studied. (2) The EEG signal is not well visualized and difficult to analyze. (3) With limited characteristics and insufficient characterization.

In view of the difficult problem of analysis of Alzheimer’s disease, we use computer to assist diagnosis. (1) Analyze the corresponding relationship between different channels at the same time and build PLV network structure. (2) One-dimensional EEG signals are converted into two-dimensional recurrence plot to achieve visual analysis of features. (3) Combining clinical features with EEG signals features to realize diagnosis of Alzheimer’s disease.

**ALGORITHM FRAMEWORK**

Through the analysis of EEG signals, we constructed a new Alzheimer’s disease analysis algorithm, and the block diagram is shown in Figure 1. The model is constructed from the perspective of cognition, and the EEG signal analysis model based on Phase Locking Value (PLV) is proposed to simulate the EEG transmission process. From the correlation of EEG time series, the EEG signal analysis algorithm based on recurrence plot is proposed to convert one-dimensional information into two-dimensional information for intuitive analysis. From the perspective of feature correlation, multi-source features are extracted in order to build a model, and finally realize the fusion of decision sets and Alzheimer’s disease analysis.

**EEG Signal Analysis Based on PLV**

Research shows that the cognitive process of human brain designs the activities of various brain regions and the information dissemination and interaction between different functional regions (Sarma and Barma, 2022). From the perspective of computer, this process can be regarded as building a network between relevant brain regions to reflect the relationship between mutual transmissions and processing. Since EEG signal has phase synchronization relationship, we use PLV to measure EEG phase synchronization relationship:

\[
PLV = \frac{1}{N} \sum_{j=0}^{N-1} \exp \left( i \Delta \varphi(t) \right)
\]

\[
\Delta \varphi(t) = \varphi_x(j \Delta t) - \varphi_y(j \Delta t)
\]

Where, \( \varphi_x(t) \) and \( \varphi_y(t) \) represent the instantaneous phase of \( x(t) \) and \( y(t) \), respectively, \( \Delta \varphi(t) \) represents the phase difference, \( \Delta t \) represents the period of application. Clustering coefficient can measure the degree of brain function separation, and the
proportion of the number of connections and the maximum number of connections between a node and adjacent nodes. The clustering coefficient of node \( i \) is defined as:

\[
C_i = \frac{\sum_{k \neq i, l \neq i, j \neq k} c_{ik} c_{jl}}{\sum_{k \neq i, l \neq i, j \neq k} c_{ik} c_{il} c_{kl}}
\]

where \( c_{ij} \) is the weight between nodes \( i \) and \( j \) of the adjacency matrix. The characteristic path length \( L \) represents the minimum number of edges of two nodes connected in the network. The weighted network is expressed as:

\[
L = \frac{N(N - 1)}{\sum_{i=1}^{N} \sum_{j \neq i} (1/L_{ij})}
\]

where \( N \) represents the number of weighted nodes and \( L_{ij} \) represents the number of edges of the shortest path of nodes \( i \) and \( j \).

Local subnet efficiency is

\[
G = \frac{1}{N(N - 1)} \sum_{i=1}^{N} \sum_{j \neq i} L_{ij}^{-1}
\]

where \( N_{G_i} \) is the number of nodes of the subgraph \( G_i \). The centrality of the network is introduced for measurement:

\[
b_i = \sum_{m \neq i, l \neq n} \frac{\sigma_{mn}(i)}{\sigma_{mn}}
\]

where, \( \sigma_{mn}(i) \) represents the number of shortest paths from node \( m \) to node \( n \), which goes through \( i \). \( \sigma_{mn} \) represents the shortest path length from \( m \) to \( n \). As shown in Figure 2, the signal starts F1 and ends F3 through two branches. We take \( i = 2 \) and \( b_2 = \frac{0.5 + 0.5}{0.5 + 0.5 + 1.0} = \frac{1}{2} \) to achieve the centrality measure.

Under the condition of network establishment, it is necessary to extract features from the signal as input. Common Space Pattern (CSP) is used to extract airspace information. It is an efficient spatial filtering algorithm whose goal is to create an optimal common spatial filter (Kumar et al., 2017). We use CSP to extract features. CSP obtains the most distinguishing feature vector by diagonalizing the task covariance matrix. The specific process is as follows:

Given two types of data samples \( X_1 \) and \( X_2 \), the corresponding covariance matrix is

\[
R_i = \frac{X_iX_i^T}{\text{trace}(X_iX_i^T)}
\]
The corresponding mixed space covariance matrix is

$$ R_c = \bar{R}_1 + \bar{R}_2 $$  \hspace{1cm} (9)

Where, $\bar{R}_1$ and $\bar{R}_2$ represent the average covariance matrix of two types of tasks.

Principal component analysis is applied to decompose eigenvalues of $R_c$:

$$ R_c = U_c \Lambda_c U_c^T $$  \hspace{1cm} (10)

Where, $U_c$ represents eigenvector matrix and $\Lambda_c$ represents eigenvalue. The corresponding whitening matrix is

$$ P = \frac{U_c^T}{\sqrt{\Lambda_c}} $$  \hspace{1cm} (11)

The spatial filter $P$ is constructed to meet the following conditions:

$$ S_1 = \begin{cases} PR_1P^T = BA_1B^T \\ S_1 = PR_2P^T = BA_2B^T \\ A_1 + A_2 = 1 \end{cases} $$  \hspace{1cm} (12)

Calculate the projection matrix, and whiten the transformation of the eigenvector corresponding to the maximum eigenvalue in EEG and max ($\Lambda_1$, $\Lambda_2$) to achieve the best classification. To do so, a projection matrix is built:

$$ W = (B^T P)^T $$  \hspace{1cm} (13)

EEG data characteristics are obtained:

$$ Z_{M \times N} = W_{M \times M} \ast X_{M \times N} $$  \hspace{1cm} (14)

Select the maximum values of $2m$ row from $Z_{M \times N}$ as feature input, which is input into the constructed PLV network to realize feature classification.

### EEG Signal Analysis Algorithm Based on Recurrence Plot

Recurrence plot can be used to measure the correlation of time series. Its core idea is to map the trajectory of moving state to the plane, which can realize visualization as shown in Figure 3. The set of time series is marked as $X$, and the corresponding recursion diagram is:

$$ \begin{cases} R_{ij} = \varphi(\varepsilon - r_{ij}) \\ r_{ij} = \|X(i) - X(j)\| \\ \varphi = 1 \text{ if } x \geq 0 \\ 0 \text{ other} \end{cases} $$  \hspace{1cm} (15)

According to the recursive state of two times, $i$ and $j$ represent the horizontal and vertical coordinates of the image, and the matrix $R$ composed of 0 and 1 is obtained.

Although the recurrence plot can intuitively express the time series, it increases the threshold $\varphi$. The richer nonlinear dynamic characteristics are lost and the characterization is incomplete. Thus, we improve it as follows to retain its characteristics to the greatest extent:

$$ ER_{ij} = |\varepsilon - r_{ij}| i, j \in \{1, 2, ..., N - (m - 1) \tau \} $$  \hspace{1cm} (16)

Convolutional neural network (CNN) network has shown unique advantages in target segmentation and recognition, and has the invariance of translation, scaling and tilt of network structure. It is usually composed of input layer, convolution layer, pooling layer, full connection layer, and output layer.

With the increase of network layers, the network has nonlinear fitting ability and improves the performance of the model. But it will also be accompanied by the phenomenon of gradient disappearance. In order to solve this problem, we introduce the residual block to construct the relationship between input and output through fitting the residual mapping of multi-layer networks is shown in Figure 4. The problem of difficult convergence of the deep-seated network can be solved according to certain overlapping rules. The structure is shown in Table 1.

Based on the above introduction, PLV was used to analyze the correlation between signals and calculate the probability $P_E$ of signal attributes. To obtain the probability $R_E$ of signal attributes,
The network layer | Parameters
--- | ---
Conv 1 | (7, 7, 64); D = 2
Conv 2 | (3, 3, 64) x 2; Maxpooling; D = 2
Conv 3 | (3, 3, 64) x 2; Maxpooling; D = 2
Conv 4 | (3, 3, 128) x 2
Conv 5 | (3, 3, 128) x 2
Conv 6 | (3, 3, 256) x 2
Conv 7 | (3, 3, 256) x 2
Conv 8 | (3, 3, 512) x 2
Conv 9 | (3, 3, 128) x 2

A network based on non-threshold recursive plot was built from the time correlation of EEG signals. We collected the age, gender, basic diseases (hypertension, hyperlipidemia, diabetes), eye movement test, etc., and selected the patients with statistically significant characteristics using \( p < 0.05 \). Age, diabetes, and eye movement tests were significant by screening.

EXPERIMENT AND RESULT ANALYSIS

There are two data, (1) http://adni.loni.usc.edu/; (2) Clinical data collected by the hospital. The frequency of signal acquisition is 8–30 Hz, 62 channels of data. With the consent of the patients, 100 patients with Alzheimer’s disease at different stages were collected including 48 women and 52 men aged 55–80 years. The EEG collected was divided into calm, morbidity, and transitional period according to professional physicians and clinical manifestations. Total 1,000 points of data were collected in each period. Construct data sets and conduct experiments.

Introduction of Experimental Parameters and Evaluation Indexes

We analyzed the characteristics of EEG signals and sampled the data. For each EEG signal accord to the principle of average sampling, we obtained 1,000 data points, and formed the recursive plot data of 1,000 x 1,000 data. Then, subsequent experiments were conducted on this basis. In order to ensure the consistency of the experiment, we preprocessed the EEG signal data. Through data analysis, to ensure the consistency of the experiment, EEG signal data were preprocessed and representative Fp1, Fp2, F3, and F4 were normalized.

Accuracy \( A \) is used to measure the performance of different algorithms:

\[
A = \frac{TP + TN}{TP + FP + TN + FN} \tag{17}
\]

Where, \( TP \) is the positive sample with correct model classification, \( FP \) is the negative sample with wrong model classification, \( TN \) is the negative sample with correct model classification, and \( FN \) is the positive sample with wrong model classification.

Performance of PLV Algorithm

We build the brain network graph \( G = (V, E) \) and using EEG click as network nodes. The graph side shows the channel relationship. The PLV can be used as a synchronicity measure to represent the connection strength in a weighted network analysis. The results for Alzheimer’s disease are shown in Figure 5, with a low degree of connection in Fp1. The connection degree between Fp2 and F3 and F4 is high, so the study is carried out based on this.

EEG Signal Analysis of Recurrence Plot

We explored the recurrence plot by selecting EEG during periods of calm, transition and onset as shown in Figure 6. From the analysis of EEG signal, during the calm period, EEG does not fluctuate much, and the signal in the lower right corner of the recursion graph is strong. In transition, the EEG considerably began from smooth band, in the middle of the recursive plot chart presents signal is stronger. During the onset of the disease, the EEG amplitude was further enlarged, but it was not obvious on the EEG alone and could not be distinguished effectively, and the signal intensity around the recursion diagram was strong. Based on this, the three can be distinguished. Subsequent fusion of PLV and clinical features can further improve the detection effect.

The ROC curve corresponding to our algorithm is compared with the mainstream algorithm, as shown in Figure 7. SVM algorithm (Anh et al., 2012) constructed the classifier and realized the classification of Alzheimer’s disease. Parallel revolutionary Cyclic Neural Network (PCRNN) (Yang et al., 2018) established depth model and analyzed signal composition. Libsvm classifier (Chen et al., 2020) constructs the model from the perspective...
of classification to realize signal analysis. DTW can realize the measurement of time series. The idea of DTW is to extend and shorten two time series to represent signal similarity with the shortest distance. However, EEG signals have a strong correlation, and the number of points collected by the EEG signal is too large, which will lead to information loss and error information introduction through DTW extension and shortening. Result in poor effect. Figure 7 quiet period for acquisition of data, due to the quiet period EEG signals is relatively stable, our algorithm and comparison algorithm can better on the test. Figure 7 shows the data collected in the transitional period. The EEG gradually fluctuates from a relatively stable signal. However, due to the limited amplitude of fluctuation, the detection effect of the algorithm decreases compared with that in the calm period. Figure 7 shows the data collected during the onset of the disease, and the EEG fluctuates greatly, which can be detected by changing the amplitude. Overall, all algorithms performed best for quiet Alzheimer’s disease, followed by morbidity and transitional Alzheimer’s disease. In addition, the algorithm establishes a model from the perspective of EEG, carries out processing, recurrence plot and auxiliary features of EEG Alzheimer’s disease, and realizes EEG Alzheimer’s disease analysis, with high performance.

We added comparative experiments, and the PR algorithm proposed transformed 1D features into 2D PR without threshold, which achieved certain results in the diagnosis of Alzheimer’s disease. On this basis, PLV was adopted to analyze the correlation between different channels at the same time, and the detection effect was further improved. Finally, we simulate the process of physician diagnosis, and fuse the clinical features into the model to achieve the best effect.

**CONCLUSIONS AND DISCUSSIONS**

Alzheimer’s disease is a central nervous system variable disease, although there is no effective treatment method, but it has a positive effect on its early diagnosis and early treatment. Studies show that EEG has non-invasive and easy acquisition characteristics, which has proved to be an effective means to detect Alzheimer’s disease, for which we propose a new Alzheimer’s disease analysis algorithm.

Early AI algorithms conducted the analysis only from a single signal perspective, ignoring the response relationship between different channels at the same time, resulting in the limited representational ability of the established model. With the improvement of medical and information acquisition ability, scholars focus their attention to the signal transmission process to
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After deeply studying the EEG transmission process, the PLV model is constructed to simulate the EEG transmission process to obtain the Alzheimer's disease transmission characteristics.

EEG can be regarded as a time series signal, and the traditional algorithm only builds the model from the 1-dimension perspective to carry out the study of similarity measures. Due to the complexity of the signal, a unified 1-dimensional model cannot be constructed. In this paper, 1-dimensional EEG is transformed into 2D recurrence plot to measure signal similarity in an intuitive way, and construct a threshold-free mechanism to quantify similarity. On this basis, a deep-learning network is constructed to simulate the cognitive process of physicians and obtain Alzheimer's disease signal characteristics.

A large number of clinical data show that Alzheimer's disease is very closely related to clinical characterization, and modeling from the signaling perspective alone has certain limitations. Clinical data collected from patients show that people with hypertension and diabetes have a high probability and rapid progression of Alzheimer's disease.

In this paper, based on EEG signals, signal transmission, signal similarity, and clinical characterization are combined to achieve the detection of Alzheimer's disease. Experiments
show that the algorithm has strong robustness and detection rate. Subsequently, we will continue to collect data to expand the data set and carry out annotation and feature mining of typical data to assist doctors in accurate diagnosis.
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