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Abstract
The quality of information extracted from the vibration signals, and the accuracy of the bearing status detection depend on the methods used to process the signal and select the informative features. In this paper, a new hybrid approach is introduced in which the relatively new swarm decomposition (SWD) method and the optimized compensation distance evaluation technique (OCDET) are used to enhance the signal processing stage and to improve the optimal features selection process, respectively. Firstly, the vibration signals are decomposed into their Oscillatory Components (OCs) using the SWD. The feature matrix is constructed by computing the time-domain features for the OCs. The CDET method is consequently utilized to select the most sensitive features corresponding to the bearing status. On the other hand, The CDET approach contains a parameter called threshold which affects the number of the selected features. In this way, the hybrid optimization algorithm, which is a combination of the Particle Swarm Optimization (PSO) algorithm with the Sine–Cosine Algorithm (SCA) and the Levy flight distribution, has been used to select the optimal CDET threshold and improve the support vector machine (SVM) classifier. The proposed technique ability is evaluated by vibration signals corresponding to different bearing defects and various speeds. The results indicate the capability of the proposed fault diagnosis method in identifying the very small-size defects under various bearing conditions. Finally, the presented method shows better performance in comparison with other well-known methods in the most of the case studies.
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1 Introduction

Mechanical equipment holds are the basics in modern industry with the rapid improvements in science and technology. Among these, rotating machinery is considered as one of the most complex and functional equipment in industrial applications. Thus, it seems essential to diagnosis the faults of rotary machines as one of the most important parts of design and maintenance in a system (Liu et al. 2018). The technique of fault diagnosis (FD) of rotating machinery consists of four functions, namely, fault identification, fault isolation, fault detection, and fault estimation. In other words, the FD means the determination of kind, size, location, and time of occurrence of a fault. Besides, with a similar point of view, one can divide the FD process into three distinguished parts: (1) inspecting the function of equipment, (2) determining the existence and the reason for failure, and (3) predicting the fault development (Jardine et al. 2006).

Intelligent fault diagnosis (IFD) methods include four main parts: signal processing, feature extraction (FE), feature selection (FS), and pattern recognition. The signal processing technique plays a crucial role in extracting useful information from the vibration data. In recent decades, various methods have been introduced for the analysis of vibration signals, including the Wavelet Transforms (WT) (Daubechies 1990), Empirical Mode Decomposition
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(EMD) (Huang et al. 1998), Ensemble EMD (EEMD) (Wu and Huang, 2009), Complete EEMD with Adaptive Noise (CEEMDAN) (Torres et al. 2011), and Empirical Wavelet Transform (EWT) (Gilles 2013). Generally, the status of the rotating machinery cannot be distinguished only through the signal processing methods and extracting various features. Due to the complicated nature of vibration data, in practical applications, the most appropriate features for monitoring the condition of the machine cannot be identified in advance. Therefore, in various researches, the FS methods such as filter method, wrapper method, and hybrid method had been used. Summary descriptions of some of the researches conducted in recent years on intelligent troubleshooting methods are presented following:

Chen et al. (2016) indicated the important role of WT in rotating machinery fault diagnosis (RMFD) by some simulation and field test experiments. Ali et al. (2015) classified and characterized the vibration signals of the damaged bearing by EMD and suggested a new mathematical model for selecting the most significant intrinsic mode functions (IMFs). Deng et al. (2017) proposed a new integrating intelligent method based on EMD, fuzzy entropy, particle swarm optimization (PSO), and support vector machine (SVM) to verify the efficiency of the presented technique for the FD of a motor bearing. To enhance the fault detection accuracy of incipient fault in rolling bearing, Gao et al. (2018) investigated an intelligent fault detection scheme combined with EEMD, Principal Component Analysis (PCA), and Probabilistic Neural Network (PNN). Nezamivand Chegini et al. (2019a) suggested a novel hybrid vibration signal denoising method using the EWT technique. The authors also used the kurtosis parameter and the envelope spectrum (ES) of the denoised bearing vibration signals at different shaft speeds to detect the early fault as well as to diagnose the type of fault. In another work (Nezamivand Chegini et al. 2019b), the authors presented a new approach for selecting fault-sensitive features. They utilized the statistical time-domain features, the Wavelet Packet Transform (WPT), and EMD techniques to extract a large number of features from the vibration signals. In this way, the most appropriate features were determined using the FDAF-score technique, the Binary PSO (BPSO) algorithm, and the SVM. Ding et al. (2020a) applied the Genetic Mutation Particle Swarm Optimization (GMPSO) algorithm for improving the VMD method. They employed the features extracted from the improved VMD components as the PNN inputs to diagnosis the gear status. In another work (Ding et al. 2020b), the authors determined the ES of the IMFs obtained by the GMPSO-VMD approach for bearing fault detection. Wei et al. (2020) introduced a new imbalanced FD framework based on Cluster-Majority Weighted Minority Oversampling Technique (Cluster-MWMOTE) and a Moth-Flame Optimization (MFO)-based Least Squares SVM (LS-SVM) to address the FD of rolling bearing under complex conditions. Shao et al. (2021) proposed an improved FE method by Integrating VMD (IVMD) and Time-Shift Multiscale Dispersion Entropy (TSMDE). They introduced a novel algorithm called the Vibrational Harris Hawks Optimization (VHHO) algorithm for selecting the optimal SVM parameters. Zhang et al. (2021) suggested a new methodology based on improved Symplectic Geometry Mode Decomposition (SGMD) and optimized SVM. The authors utilized the SVM optimized by Inter-Cluster Distance in Feature Space (ICDTS) and the HHO algorithm to diagnose faults.

The most important phase of the IFD techniques is the processing of vibration signals. In most of the above studies, in the signal processing phase, WT, EMD, EEMD, EWT, and VMD techniques were used to extract the informative components. The mode mixing phenomenon, end effects, and the lack of an adequate mathematical theory are among the weaknesses of EMD. However, each of these techniques suffers from deficiencies. Determining the added noise amplitude, the number of ensemble trials and computational complexity are limitations of the EEMD method. Selecting the appropriate wavelet base function and the number of decomposition levels is the WT challenge. The segmentation of the signal Fourier spectrum in the EWT method, and predetermining the key parameters of the VMD method are among other limitations. On the other hand, the FS methods and the pattern recognition techniques usually have parameters that how they are set directly affects the accuracy of intelligent troubleshooting approaches. However, in some studies, meta-heuristic optimization algorithms were used to determine the optimal value of these parameters. Due to the weakness of these algorithms in determining the global solution, in most cases, the desired results for the optimal parameters cannot be achieved.

Given the above challenges, the following general objectives have been considered in the present study:

- Applying a suitable signal processing method to extract the informative components from the vibration signals
- Improving the FS and fault classifier steps using a powerful optimization algorithm

In this paper, a novel intelligent multi-FD approach is introduced. In the proposed technique, for the first time, the swarm decomposition (SWD) method recently introduced by Apostolidis and Hadjileontiadis (2017) is used to decompose the vibration data. Inspired by swarm intelligence and based on the Swarm Filtering (SwF) and the iterative algorithm, the SWD method had overcome the limitations of techniques such as EMD, EWT, and VMD.
(Apostolidis and Hadjileontiadis, 2017; Miao et al. 2019)

Also, benefiting from the advantages of noise suppression and intelligent decomposition, the SWD provides efficient performance in solving the problem of mode mixing. In the proposed scheme, the compensation distance evaluation technique (CDET) and SVM techniques are employed to select the most informative fault-related features and predicting the status of machine components, respectively. On the other hand, the SVM inputs are the features that are selected by the CDET. It is worth mentioning that there is a parameter in the CDET that plays a significant role in the quality of the selected attributes. As the second innovation, the hybrid PSO algorithm called PSOSCALF (Nezamivand Chegini et al. 2018) is utilized for specifying the optimum values of the CDET threshold and the SVM parameters. The PSOSCALF algorithm is a combination of the velocity and position updating equations of PSO, the response updating equations of the Sine–Cosine Algorithm (SCA), and the Levy flight distribution. Nezamivand Chegini et al. (2018) showed that the PSOSCALF algorithm can solve the challenges of early convergence and falling in the local optimum. Finally, the optimized CDET (OCDET) is utilized to select the best feature set as the SVM inputs. The simulation signal and the experimental vibration data corresponding to the different bearings defects at different speeds have been used to investigate the capabilities of the proposed technique. The results of the simulated signal indicate that the SWD decomposition method outperform the EMD, CEEMDAN, and VMD techniques in forming the fault-related features. Also, the results of the vibration signals show that the performance of the proposed method is superior to other techniques.

The remainder of this article is organized as follows: In Sect. 2, the methods used in this article are briefly described. The proposed intelligent method is presented in Sect. 3. Section 4 describes the validation simulation of the method. The current work is examined by two vibration data set, and results are interpreted in Sect. 5. Finally, the conclusion of the article is presented in Sect. 6.

2 Methods

2.1 Swarm decomposition method

The swarm decomposition method is a novel scheme to analyze the non-stationary and multi-component signals. This technique is recently suggested based on the swarm intelligence concept (Apostolidis and Hadjileontiadis 2017). SWD decomposes a multi-component signal into some oscillatory components (OCs) by implementing the swarm filtering (SwF) principles. In the SWD model, the signal \( x[n] \) is considered as the prey location at time step \( n \) and denoted with \( p_{\text{prey}}[n] \). The signal processing procedure is equivalent to hunting prey in a swarm manner. The swarm contains \( M \) members, and each particle of the swarm is characterized by two parameters of position, \( p_i[n] \), and velocity, \( v_i[n] \).

The position and velocity of individuals in the swarm model are updated by forces produced among population members. These forces are classified into two major groups called the driving force and the cohesion force. The driving force \( F_{\text{dr},i}^n \) is the one that the prey implies to the \( i \)-th member of the swarm at the time step \( n \) in the hunting process and is obtained as follows:

\[
F_{\text{dr},i}^n = p_{\text{prey}}[n] - p_i[n - 1]
\]  

Unlike the driving force, the cohesion force, \( F_{\text{coh},i}^n \), is the result of the interactions of all members of the population with the \( i \)-th member and is obtained by the following equations:

\[
F_{\text{coh},i}^n = \frac{1}{M - 1} \sum_{j = 1}^{M} f(p_j[n - 1] - p_j[n - 1])
\]  

\[
f(d) = -\text{sgn}(d)\ln\left(\frac{|d|}{d_{cr}}\right)
\]  

In Eqs. (2) and (3), \( \text{sgn}(\cdot) \) and \( |\cdot| \) stand for sign function and absolute value, respectively. The cohesion force between the \( i \)-th and \( j \)-th members can be applied as repulsive or attraction force, and its type is determined by function\( f(d) \). The parameter \( d_{cr} \) is a key parameter for controlling the distribution of members in the population. This parameter corresponds to the crucial distance from which the force between two members of the swarm is zero, that is \( f(d_{cr}) = 0 \). In (Rao and Kumaresan 2000), the value of \( d_{cr} \) is considered as the root mean square (RMS) of the input multi-component signal. The updating equations of the position of each member in the hunting process are as follows:

\[
v_i[n] = v_i[n - 1] + \delta(F_{\text{dr},i}^n + F_{\text{coh},i}^n)
\]  

\[
p_i[n] = p_i[n - 1] + \delta v_i[n]
\]  

\( \delta \) is one of the most important parameters in the SWD process. The parameter \( \delta \) controls the flexibility of the swarm members. The output of SWD is considered as follows:

\[
y[n] = \beta \sum_{i = 1}^{M} p_i[n]
\]  

In fact, in each repetition, the output signal of SwF is equal to the weighted summation of the paths of all members. Adopted from (Rao and Kumaresan 2000), the
value of parameter $\beta$ is considered as 0.005. Moreover, it is assumed that the initial value of the velocity of all members is zero and their initial positions are calculated as follows:

$$p_{i}[0] = p_{prev}[n] + d_{cr} \left( i - 1 - \frac{M}{2} \right), \forall i = 1, 2, \ldots, M$$

(7)

Let $S_{multi}[n]$ be a non-stationary multi-component signal composed of the mono-component signals $S_{mono,j}[n]$, and $y_{M,i}[n]$ is the SwF output for the SWD key parameters, i.e., $M$ and $\delta$. On the other hand, the swarm parameters $M$ and $\delta$ affect the outputs of the SwF method. Therefore, by solving the minimization problem in Eq. (8) using the GA optimization algorithm, Eqs. (9) and (10) are obtained to calculate the parameters $M$ and $\delta$:

$$\arg\min_{\delta,M} \sum_{k} \{ |Y_{\delta,M}(k)| - S_{multi}(k) \}^2$$

(8)

$$M(\overline{\sigma}) = \left[ 33.46\overline{\sigma}^{0.735} - 29.1 \right]$$

(9)

$$\delta(\overline{\sigma}) = -1.5\overline{\sigma}^2 + 3.454\overline{\sigma} - 0.01$$

(10)

where $Y_{\delta,M}(k)$ and $S_{multi}(k)$ are the discrete Fourier transform of the signals $y_{M,i}[n]$ and $S_{multi}[n]$, respectively. Also, $\overline{\sigma}$ denotes the normalized frequency. The repetitive method in the SWD technique is similar to the sifting process so that each OC is obtained by applying the SwF in each repetition. Then, the obtained OC is subtracted from the input signal. If the input signal includes no other OCs, the SWD approach is stopped. In other words, the repetitive SWD process is terminated whenever the standard deviation of the results of the two successive iterations, i.e., $y_i[n-1]$ and $y_i[n]$, is less than the predetermined threshold of $StD_{th}$.

At the beginning of the sifting process (i.e., $t = 0$), it is assumed that $x_0[n] = y_0[n] = x[n]$. Then, the energy spectral density of $y_0[n]$, i.e., $S_x(\omega)$, is calculated and the frequency with the highest amplitude in the energy spectrum smoothed by the Savitzky-Golay filter (SGfilter) is considered as the optimal mode frequency. Hence, the optimal frequency is estimated as follows:

$$\omega_{opt} = \arg\max_{\omega} \left( S_{x}(\omega) > P_{th} \right)$$

(11a)

$$S_{x}(\omega) = S\text{Gfilter}(S_{x}(\omega))$$

(11b)

where $\omega_{opt}$ is the optimal frequency. The parameter $P_{th}$ limits the search range to find the optimal frequency and considerably affects the computational time. In the next stage, the parameters $M$ and $\delta$ are determined using Eqs. (9) and (10). Also, $y_i[n]$ is obtained from Eq. (4) by setting $i = I$. If the standard deviation of two successive sequences, i.e., $\sum \frac{|y_i[n] - y_{i-1}[n]|^2}{(y_{i-1}[n])^2}$, is less than the predetermined threshold value of $StD_{th}$, the filtered signal $x'_i[n]$ is considered equal to the signal $y_i[n]$. Otherwise, in an iterative procedure, the index $i$ is increased by one unit and the signal $x_i[n]$ is replaced with the signal $y_i[n]$. Finally, if $S_{x}(\omega) > P_{th}$, the residue signal $x_{i+1}[n]$ is obtained by $x_{i+1}[n] = x_i[n] - x'_i[n]$; otherwise, $x_{i+1}[n] = x_i[n]$. The above iterative procedure continues until no more OCs are extracted. The flowchart of SWD is illustrated in Fig. 1.

In the SWD technique, the number of the extracted modes and their quality depend on the parameters $StD_{th}$ and $P_{th}$. In Apostolidis and Hadjileontiadis (2017), the value of these parameters is set to 0.1.

### 2.2 The FE procedure

The vibration signals of bearings have non-stationary, complex, and nonlinear dynamics behavior. To provide usable information about the characteristics of faulty bearings, different FE methods are introduced. Moreover, to construct the feature vector corresponding to each signal, the following procedure is proposed:

1. Each vibration signal is decomposed into different OCs using the SWD method. There are two parameters ($P_{th}$ and $T_{th}$) which have a significant role in the SWD method, and these parameters are considered as 0.1, adopted from Apostolidis and Hadjileontiadis (2017).
2. The two OCs with the highest kurtosis value are selected to extract the features in the time domain.
3. For each OC, the statistical features listed in Table 1 are extracted (features FV1-FV21 and FV22-FV42).

After extracting the statistical features, the feature vector corresponding to each vibration signal is constructed. The schematic of the feature vector elements is depicted in Fig. 2. The feature vectors of all vibration signals are calculated. Also, the general form of the new data set is obtained as follows:

$$FM = \{ q_{m,c,j} \}, m = 1, 2, \ldots, M_c, c = 1, 2, \ldots, C, j = 1, 2, \ldots, J$$

(12)

where $q_{m,c,j}$ stands for $j$ th feature value of $m$ th sample under $c$ th condition and $M_c$ stands for the sample number of $c$ th condition. Also, $J$ denotes the feature number of each sample. In this study, $J = 42$ and $C$ is equal to the number of rotating machinery statuses.

### 2.3 The CDET technique

Generally, some features show their relevance to the faults, while others are not sensitive. To increase the diagnosis effectiveness as well as to decrease the curse of
dimensionality problem, it is necessary to select and highlight the important features that contain the related information of the bearing. On the other hand, redundant or irrelevant features should be weakened and thrown away. The CDET, which is the improved version of feature selection by distance evaluation method, has been introduced in the literature (Yang and Kim 2006, Yang et al. 2004, Widodo and Yang 2007, Hu et al. 2007, and Lei et al. 2008). The FS scheme based on CDET is presented in Appendix A. According to Appendix A, the CDET assigns a weight to each feature. Then a predetermined parameter, denoted by \( \xi \), is considered. The features with weights more than the \( \xi \) threshold are selected as desirable features; otherwise, they are removed.

In some studies, e.g., Lei et al. (2008), the value of \( \xi \) is determined experimentally for selecting the informative features. Selecting the most appropriate value for \( \xi \) is the main challenge in the implementation of the CDET procedure. Considering an inefficient value for \( \xi \) leads to remove the useful features and remains the irrelevant ones. In the proposed intelligent method, a novel approach is presented for identifying the optimal value for \( \xi \) based on the PSOSCALF algorithm and improvement of the FD accuracy.

2.4 The PSOSCALF optimization algorithm

The particle swarm optimization technique (PSO) is a population-based computational algorithm that had been widely used in many recent applications. Each of the members of the swarm called particle is determined by two vectors the position and velocity in the search space in the optimization procedure. Since the start of the optimization procedure, the particles with the position and velocity vectors are randomly generated in the design space. Then, in each replication of the implementation of the PSO
algorithm, each particle updates its position in the search space based on its best personal experience, and the best experience of the whole particles.

Despite its simplicity in implementation, the PSO algorithm has some disadvantages, e.g., premature convergence and falling at local optimum (Shi 2001; Amini Digehsara et al. 2019, 2020). More recently, in 2018, Nezamivand Chegini et al. (2018) presented the PSOSCALF approach to resolve these points of weakness. In the PSOSCALF algorithm, the position-updating equations in the SCA optimization algorithm are combined with the Levy flight distribution. Then, by utilizing these hybrid relationships in the PSO technique, both exploration and exploitation phases are strengthened as the optimization procedure is performed. Levy flight can create the long jump of the particles in the search space. This ability provides a more efficient search in the search area and leads to produce the variant particles throughout the optimization procedure. The SCA algorithm transits smoothly from exploration to exploitation using several random and adaptive variables and changing the range of the sine and cosine functions. The equations of the PSOSCALF are presented in Appendix B.

Nezamivand Chegini et al. (2018) evaluated the PSOSCALF algorithm in optimizing different benchmark functions and various nonlinear constrained engineering problems. Then, they compared the results with many algorithms of the PSO family and other algorithms. The results indicated that the PSOSCALF algorithm has better performance than other algorithms in finding the global minimum of the optimization problems. Due to these reasons, in the present work, the PSOSCALF optimization algorithm is used to determine the optimal parameters of the CDET technique and the SVM classifier.

### 2.5 The SVM method

Support vector machine is a computational learning algorithm to classify small samples (Yang et al. 2004). The SVM builds an optimal separating hyperplane $f(x) = 0$ between data sets. In other words, SVM solves a constrained quadratic optimization problem on the basis of the Structural Risk Minimization (SRM) (Cristianini and Shawe-Taylor 2000, Scholkopf and Smola 2001).  

$$y = f(x) = W^T x + b = \sum_{i=1}^{N} W_i x_i + b$$  

where $W$ represents an N-dimensional vector and $b$ states a scalar value. The optimal separating hyperplane constructs...
the maximum possible distance between the plane and the closest data. Using the Kuhn-Tucker condition, the optimization problem casts into the equivalent Lagrangian dual quadratic optimization problem. Therefore, the classifier is obtained based on the support vector.

The SVM was used by researchers for the regression of three different types of outcomes: binary, multinomial, and continuous. Multi-class classification is called for regression with multinomial outcomes (Cortes and Vapnik 1995; Vapnik 2013).

The SVM has no equivalent for multi-class classification for more than two classes. Therefore, the results from single two-class SVMs were just mixed (Guenther and Chih-Jen 2016). Two techniques “one versus all” and “one versus one” were widely used to create the multi-class. The “one versus one” was applied by the Stata implementation: If \( n \) stands for the number of classes, the support vector classification method is performed \( n(n - 1)/2 \) times for each pair of classes. For each pair, a point is received by the class, and the winner is the class that collects the most points of all two-class. The “one versus one” approach is outstandingly more accurate for practical applications (Chih-Wei and Chih-Jen 2002), and the training time for “one versus all” is longer than that of “one versus one” [24]. The syntax has no change during the run of multi-class classification. SVMs will automatically detect a multi-class situation and invoke one against one. Therefore, “the one-against-one” strategy is used for classifying faults in this study.

3 Proposed intelligent method

In this section, a novel intelligent multi-FD method for rolling bearings is addressed. The proposed method is a combination of the SWD, the FE, the OCDET, the PSOSCALF, and the SVM. In this method, some statistical features in the time–frequency domains are extracted consequence of decomposing vibration signals by the SWD. Then, the optimal feature set is selected using the presented OCDET. Finally, the most informative features are utilized as the input values of the optimized SVM. The flowchart of the proposed method is shown in Fig. 3.

The presented IFD technique is explained as follows:

1. 70 percentages of the vibration signals are considered as “training datasets for parameter estimation,” and the remains are assigned for “final test datasets.”
2. Each vibration signal of “training datasets for parameter estimation” is decomposed by the SWD.
3. For each OCs extracted by the SWD, 42 statistical features are provided by computing the statistical functions in the time domain. Finally, the feature matrix (FM) is constructed. In this matrix, the rows and columns are corresponding to the vibration signals and features, respectively.
4. For each column of the FM, the data are normalized into the interval [0, 1].
5. The normalized data from the previous step are separated into “training datasets” and “validation datasets.” The training and validation datasets are used to make and train SVM, respectively.
6. The PSOSCALF technique is utilized to optimize the SVM parameters \((C, \sigma)\) and simultaneously the parameter \(\xi\) in the CDET method. For this purpose, the objective function is introduced as follows (Zhang et al. 2018b):

\[
\text{Objective function} = \frac{\text{Incorrectly recognized}}{\text{Total samples}} + \frac{R}{N} \times 100 \tag{14}
\]

where \(R\) and \(N\) represent the number of the selected features in each stage and the number of overall features, respectively. Zhang et al. (2018b) proposed 0.01 for the parameter \(\alpha\) which is adopted in this study. The upper and lower bands of variables are shown in Table 2.
7. To assess the performance of the suggested method, the final test datasets are used. For this purpose, using the optimized SVM in step 6, the feature class, as well as the condition of bearing, is distinguished.

4 Simulated validation

To show the effectiveness of the SWD technique, a simulated multicomponent signal corresponding to the defective bearing is employed. The complicated signal is constructed based on the mathematical model defined as follows (Nezamivand Chegini 2019a):

\[
X(t) = X_1(t) + n(t) \tag{15}
\]

\[
X_1(t) = \sum_{i=1}^{3} A_i e^{-\gamma t} \sin(2\pi f_i t) + 0.2 \sin(2\pi f_r t) + 0.1 \sin(2\pi f_{r2} t) \tag{16}
\]

\[
n(t) = N(0, 0.65) \tag{17}
\]

\[t' = \mod\left(t, \frac{1}{f_{ch}}\right)\]

where \(X(t), X_1(t),\) and \(n(t)\) represent a simulated signal with added noise, the noise-free signal, and the white noise with the Gaussian distribution, respectively. In the M-file environment of MATLAB®, “mode function” is applied
to evaluate the modulus after division. The parameters $a_i$ are considered 100, 500, and 300, respectively. $f_i$ is the resonant frequency, and its values are set to 500, 2500, and 4000 in Hz. $f_r$ is the shaft rotation frequency, and its value is considered as 20 Hz. $2f_r$ represents the first harmonic of the shaft rotational frequency and is set to 40 Hz. $f_{ch}$ denotes the characteristics frequency of the defect of rolling bearing. The simulated signal contains 4000 samples, while the value of 12,500 Hz is considered for sampling frequency. In Fig. 4, the noise-free signal ($X_1(t)$), the added noise ($n(t)$), the simulated signal or noisy signal ($X(t)$), and the ES of the noisy signal are demonstrated. As seen in Fig. 4c, impulses caused by defects are hardly distinguished in the noisy signal $X(t)$.

The simulated signal with added noise has been analyzed by the SWD, EMD, CEEMDAN, and VMD techniques. The IMFs obtained by the EMD and CEEMDAN techniques are plotted in Figs. 5 and 6, respectively. The ESs of the IMFs shown in Figs. 5 and 6 are represented in Figs. 7 and 8, respectively. As can be seen in Figs. 7 and 8, among the IMFs obtained by the EMD and CEEMDAN techniques, the characteristic frequency and its harmonics appear only in the ES of the first IMF. In other words, most IMFs are not useful for fault detection. The same simulated signal is also analyzed by the VMD approach. If the mode number is chosen as 3 and 4, the decomposition results are illustrated in Figs. 9 and 10, respectively. Examination of the modes and their spectra indicates that the fault impulses emerge in only one of the modes extracted by VMD, and

Table 2: The bands of the design variables

| Parameter | Lower band | Upper band |
|-----------|------------|------------|
| $C$       | $e^{-5}$   | $e^{5}$    |
| $\sigma$  | $e^{-5}$   | $e^{5}$    |
| $\xi$     | 0          | 1          |

Fig. 3: The flowchart of the proposed IFD method
other modes are not suitable for detecting faults. The OCs extracted by the SWD method from the simulated noisy signal \( (X(t)) \) and their ESs are depicted in Fig. 11. As shown in Fig. 11, appearing the characteristics frequency, \( f_{ch} \), and its harmonics for all OCs are distinguished and illustrated the presence of the bearing defect, clearly. The above analysis proves that the SWD approach has a better performance than other signal processing methods such as EMD, CEEMDAN, and VMD in extracting fault-related information.

5 Validation datasets

5.1 The case western reverse university bearing data set

To illustrate the effectiveness of the proposed intelligent method, the vibration signals of bearing adopted from the
Bearing Data Centre of Case Western Reserve University (CWRU) are used (Bearing Data Centre 2016). The setup consists of a motor, a coupling, and a dynamotor as shown in Fig. 12. The bearing type of SKF 6205-2RS JEM was used to obtain the vibration signals. Table 3 presents the geometrical characteristic of this bearing. By using electro-discharge machining, defects were produced in the bearings. It is worth mentioning that the defects consist of 4 different diameters (0.1778 mm, 0.03556 mm, 0.5334 mm, and 0.7112 mm) with a constant depth of 0.2794 mm. These faults were created at the outer race, inner race, and rolling element of the bearings. The vibration data were measured by the Kistler accelerometer which was placed at the top of the drive end with a sampling frequency of 12,000 Hz. The vibration signals were measured.
collected at 4 different rotating speeds of 1797, 1772, 1750, and 1730 rpm and 4 different loads of 0, 1, 2, and 3 hp.

Table 4 lists the properties of vibration signals as well as the number of cases study used in this work. Case 1 was used to examine the ability of the suggested method in the early detection of the faulty type at different speeds with the smallest fault diameter (0.1778 mm). Case studies 2–4 were used to detect the different fault sizes at various rotational speeds. As an example, the vibration signals with defect size 0.1778 mm at speed 1797 rpm are illustrated in Fig. 13. According to Fig. 13, it is evident that the properties of the vibration signals e.g., shocks, and amplitudes depend on the type of defects. However, it is difficult to diagnose the defect type and its severity by merely evaluating these characteristics. Hence, it seems necessary to develop a powerful intelligent method for extracting the features and diagnosing the fault characteristics.

5.1.1 Optimal feature set

When a fault occurs in one of the bearing components, intermittent impulses appear in the vibration signal. The frequency of the impulses plays an important role in determining the location of the defect in the bearing components. In other words, each type of fault corresponds to a frequency called the bearing characteristic frequency. With the emergence of each of the characteristic frequencies and its harmonics in the vibration signal spectrum, the location of the defect in the bearing can be distinguished. In Nezamivand Chegini et al. (2019a), for the bearing used in the CWRU experimental set and the shaft rotational speed of $f_r = 1797$ rpm, the characteristic frequency of the inner ring, $f_i$, and the characteristic frequency of the outer ring, $f_o$, were reported as 162.18 Hz and 107.36 Hz, respectively. The vibration signals in Figs. 13b and c correspond to the defective inner ring and the defective outer ring, respectively. These signals are analyzed by the SWD method. The first four OCs and their ES are illustrated in Figs. 14 and 15 for the faulty inner ring and faulty outer ring, respectively. As illustrated in Fig. 14, the shaft rotational frequency, $f_r$, and the characteristic frequency of $f_i$ appear in the spectrums of the first three OCs. The presence of these frequencies indicates that there is a fault in the inner ring. Figure 15 demonstrates well the sufficiency of the SWD approach in extracting information from the
vibration signal of the faulty outer ring. It can be seen in this figure that the shaft rotational frequency, $f_r$, and the characteristic frequency of the outer ring, $f_o$, and its harmonics are easily recognizable in the ESs of all OCs. The presence of these frequencies confirms the occurrence of a defect in the outer ring of the bearing. The results of Figs. 14 and 15 prove the effectiveness of the SWD technique in detecting the fault location for defects with very small sizes.

According to the flowchart depicted in Fig. 3, the number of features extracted from the vibration signals depends on the OCs obtained by the SWD method. After decomposing the signals, the statistical features in the time domain are obtained from the vibration signals. The first two OCs obtained by the SWD have been selected by the kurtosis parameter. The high dimensionality of the FM leads to increase computational complexity and also to decrease the efficiency of the SVM classifier accuracy in recognizing the bearing conditions (Zhang et al. 2018b).

Table 4 Description of the case studies used in the presented method

| Case studies                      | Number of class | Number of training samples | Number of testing samples | Working condition                          | Fault size (mm) |
|----------------------------------|-----------------|---------------------------|---------------------------|-------------------------------------------|-----------------|
| Case 1: fault identification     | 4               | 56                        | 24                        | Normal                                    | 0.1778          |
| Case 2: fault level identification for inner race | 5               | 52                        | 23                        | Normal                                    | 0.1778 ~ 0.7112|
| Case 3: fault level identification for outer race | 4               | 56                        | 24                        | Normal                                    | 0.1778 ~ 0.5334|
| Case 4: fault level identification for rolling element | 5               | 70                        | 30                        | Rolling element                           | 0.1778 ~ 0.7112|

Fig. 13 The vibration signals at speed of 1797 rpm for four different cases (0.1778 mm). a normal, b inner race, c outer race, d rolling element

Fig. 14 The results obtained by SWD for the vibration signal of the faulty inner ring with fault depth 0.1778 mm. a the OCs, b the ES of the OCs

So, in this paper, the OCDET method is utilized to calculate the weight of each statistical feature. Consequently, the features with weights larger than optimized threshold value have been selected. Figure 16 shows the normalized value of all statistical features computed by the OCDET. The optimal features for the four case studies described in Table 4 are introduced in Table 5.

5.1.2 Comparison with other techniques

In this section, the obtained results of the proposed technique are compared with those of other methods explained in Table 6. Method 1 (Yin et al. 2014) applies the BPSO algorithm to select the most appropriate features from the high dimensional feature set and to optimize the SVM
parameters. Method 1 is selected to investigate the consequence of applying the OCDET technique in the proposed scheme of this study. In Method 2 (Zhang et al. 2018b), the vibration data are decomposed utilizing the ITD method. The features are ranked by the Relief-F algorithm and then the preselected features are determined. Making a comparison between the present study and Method 2 can easily validate the capability of the hybrid methods such as OCDET + SWD and Relief-F + ITD. Method 3 resembles the proposed method except that in Method 3, and the EMD algorithm is a substitute for the SWD method. Similar to the proposed method, the SWD is also used in Method 4 for extracting the OCs, and the FDAF-score algorithm is applied to select the optimal features. On the other hand, with investigating the result of the proposed method, and Method 4, the capabilities of these techniques have been compared with each other. The steps of the FE, the FS, and the bearing condition prediction in Methods 5 and 6 are similar to the approach presented in this paper. However, in the optimization stage, the GMPSO algorithm (Ding et al. 2020a; b) and the GOA algorithm (Zhang et al. 2018a) are used in Methods 5 and 6, respectively. To evaluate the capability of the PSOSCALF algorithm in improving the FS step and the SVM classifier accuracy, the results of the proposed technique have been compared with the results of Methods 5 and 6 (Table 6).

The meta-heuristics optimization algorithms BPSO, PSOSCALF, GMPSO, and GOA have been utilized in all methods explained in Table 6. Since the meta-heuristic algorithms have probabilistic nature and their solutions may be distinct for different runs, the suggested method and other methods are run 30 times independently. Finally, the obtained results related to the FD accuracy such as the terms of optimal parameters, the average training accuracy, and the average testing accuracy are given in Table 7. Also, the optimal parameters of SVM and the threshold of the OCDET are reported in Table 7. On the other hand, to better compare different methods, the current work and other techniques for each case study are ranked in the training and testing stages, and the results are reported in Table 8. In this table, in each of the training and testing stages, five numerals have been reported for each method. Four numerals are related to the rank of each FD method in each case study, and the fifth number is the final rank of each method in the training and testing stages. The interpretive discussion of the results reported in Tables 7 and 8 is as follows:

- According to the final rank reported in Table 8 for all cases in the training stage, Method 1 and Method 2 are in the first rank and the proposed approach and Method 4 are in the second rank. As can be seen in Table 8, the present work is ranked 1 only for Case 4. In other words, the suggested work is better than all methods in detecting the fault level of the rolling element. However, the results of Table 7 illustrate that the accuracy of the technique presented in this paper at the training stage is very close to the results of other methods.
- The accuracy of the proposed method in the final test step for Case 1 and Case 4 is higher than the other
methods presented in Table 6. As can be seen in Table 8, the proposed technique is the fourth rank for Case 2 and is the second rank for Case 3. However, the final ranking results in the test phase show that the proposed method and Method 4 are in the first rank and Method 5 is in the second rank.

- The results of the first case indicate that the proposed technique in this work, Method 5, and Method 6 are superior to other methods in identifying defects with very small sizes. In the present approach, using the SWD and OCDET methods, features with very high sensitivity to the presence of defects with very small sizes are generated and selected. In addition, the performance of the current work and other techniques has been tested by Case 1, which includes a variety of bearing defects. As shown in Table 7, the proposed approach has been effective in diagnosing conditions such as healthy bearing, defective inner ring, defective outer ring, and defective ball elements. This result can be related to the informative components obtained by the SWD method, which are used in the FE process of the proposed technique.

- The results of Table 7 show that the proposed method is more efficient than most methods in detecting different levels of fault in the bearing components such as the inner race, outer race, and rolling element.

- The comparison of the results of the proposed technique with Methods 1, 2, and 4 demonstrates that the hybrid FS method CDET + PSOSCALF is superior to the BPSO algorithm, the Relief-F, and the FDAF-score. This superiority is due to the usage of the PSOSCALF and CDET algorithms in the proposed technique. In the present work, the CDET method has been improved based on increasing the accuracy of the SVM classifier, and this approach is in the category of hybrid methods. In other methods such as 2 and 4, the FS algorithms as
Relief-F and FDAF-score play the role of feature preselection and removal of the redundant features without regard to increasing the SVM accuracy in the fault detection process. Therefore, it is possible to have less meaningful features in the optimal feature set.

- Comparing the proposed method with Method 2 indicates that the SWD method in extracting the fault-sensitive features is more powerful than the EMD decomposition method.

- The results of Table 7 show that in most cases study, the PSOSCALF algorithm is superior to the BPSO, GMPSO, and GOA algorithms in improving the troubleshooting method. As mentioned in Sect. 2.5, the PSOSCALF optimization algorithm uses the Levy flight operator and the SCA algorithm update equations to generate responses in the optimization process. The PSOSCALF is designed to generate a variety of responses in the search space by using the Levy flight distribution at the beginning of the optimization process, thus enhancing the exploration phase at this stage. On the other hand, by using the properties of the trigonometric functions of sine and cosine, the exploitation phase is amplified in the next steps. In fact, by balancing the two phases of exploration and exploitation in the optimization process with the help of PSOSCALF, the early convergence and falling into the local optimum are prevented. Such capabilities lead to the better performance of PSOSCALF than the BPSO, GMPSO, and GOA algorithms in the troubleshooting techniques.

- The results show that, unlike most troubleshooting techniques, the values of fault detection accuracy of the present approach in the two stages of training and testing do not differ significantly. In fact, when the present technique is used to analyze a specific data set, by observing the results in the training stage, it can be expected that the proposed approach does not predict the final test data too far. On the other hand, for most other methods, a phenomenon similar to over-fitting has occurred. In other words, these methods cannot be expected to predict the status of the final test data as well as the results of the training stage.

### 5.2 Ahrar institute of technology and higher education data set

Figure 17 shows the experimental set of the faults simulator in the rotating machines made by the authors of this paper at Ahrar Institute of Technology and Higher Education (AITHE). These data have been used to evaluate the capability of the IFD method presented in this paper. The components of this setup are demonstrated in Fig. 17. As can be seen, this setup includes an electric motor of 0.5 hp, an inverter of 0.5 hp with the ability to change the speed between zero to 60 Hz, a belt-pulley set with a ratio of 2–1, a shaft with a length of 50 cm, and diameter of 20 mm, two bearings, two anchor wheels for unbalancing, and a data logger. The accelerometer of the AC102-1A series and eight-channel data logger with the maximum sampling frequency of 250 kHz had been used to collect and record the vibration signals. The sensor used in this setup has a sensitivity of $\pm 50$ g. The vibration data for different faults were obtained at the sampling rate of 17.85 kHz and the rotational speed of 1900 rpm. The bearings used in this

| Method | Description |
|--------|-------------|
| The proposed intelligent method | Extracting OCs by SWD + Determine the preselected features using the OCDET method + Select the optimal features and compute the optimal parameters of the SVM classifier using PSOSCALF algorithm + Diagnose fault by the optimal feature subsets and the optimized SVM |
| Method 1 (Yin et al. 2014) | Choose the most sensitive features from the original feature set and use the BPSO for optimizing the SVM classifier |
| Method 2 (Zhang et al. 2018b) | Apply the Relief-F method for preselecting the primary features + Identify the informative features and optimize the SVM using the BPSO algorithm + Determine the status of the system by selected features and optimized SVM |
| Method 3 | Extracting OCs by EMD + OCDET + PSOSCALF algorithm + SVM: In Method 3, the EMD method replaces the SWD approach in the presented technique |
| Method 4 | Extracting OCs by SWD + FDAF-score + PSOSCALF algorithm + SVM: In Method 4, the FDAF-score method replaces the CDET method in the proposed method |
| Method 5 | This method is similar to the proposed method, except that in the optimization process, the GMPSO algorithm (Ding et al. 2020a, 2020b) is used instead of the PSOSCALF algorithm |
| Method 6 | This method is similar to the proposed method, except that in the optimization process, the GOA algorithm (Zhang et al. 2018a) is used instead of the PSOSCALF algorithm |
system are of Nu 204 ECP type, the geometric specifications of which are presented in Fig. 18.

The characteristics of the defects investigated in this experiment are described in Table 9. These specifications include class number, type of defect, depth, and width of the defect. The types of faults created in the bearing components are given in Fig. 19. The numbers 1–8 marked in the red circle indicate the defect class. In total, the vibration data were collected for 9 different classes and 20 signals were recorded corresponding to each fault class.

The vibration signals corresponding to different fault classes are shown in Fig. 20.

### 5.2.1 Results and discussion

The time-domain features extracted from the selected OCs have been evaluated by the OCDET technique and the weight of each property is calculated. The results are presented in Fig. 21. Features that have a weight more than the optimal threshold value constitute the optimal feature set.
These attributes are marked with « ■ » in Fig. 21, and their list corresponding to the selected OCs is reported in Table 10.

Here the presented approach and the other methods described in Table 6 are evaluated using the data acquired in the AITHE experimental set. The results of the implementation of these methods are reported in Table 11. Similar to subsection 5.1.2, each of the techniques introduced in Table 6 has been run 30 times independently, and the results are given as the average detection accuracy in the two stages of the training and the final test in Table 11. The optimal SVM parameters and the optimal threshold of the CDET technique are also reported in this table. As shown in Table 11, the value of the optimal threshold parameter obtained by the proposed technique is significantly larger than other methods. In other words, the number of optimal features obtained by the proposed technique is far less than other methods. This result shows that the proposed hybrid technique PSOSCALF + SWD + CDET is more efficient in solving the dimensional problem of the feature space than the FS approaches EMD + PSOSCALF + CDET, SWD + FDAF-score + PSOSCALF, GMPSO + SWD + CDET, and GOA + SWD + CDET.
The accuracy of defect identification results presented in Table 11 demonstrates that Method 3 is better than other methods and the proposed method has the second rank. On the other hand, according to the values of detection accuracy in the final test, the proposed technique and Method 3 in diagnosing the status of the machine and the type of defects have almost the same capability. However, the accuracy of these two methods is significantly higher than other techniques.

6 Conclusions

The main goal of this research is to enhance the hybrid IFD technique in recognizing the bearings defects with variant sizes at different speeds. The proposed method consists of the SWD decomposition algorithm, the CDET method, the SVM classifier, and the PSOSCALF optimization technique. In this way, the CDET procedure is improved by
PSOSCALF to increase fault detection accuracy and minimize the number of optimal features. Moreover, to extract the fault-related signatures, the SWD signal processing technique and different statistical functions are used. Then, the proposed scheme is applied to the vibration data acquired from the CWRU website and the AITHE experimental setup. The results imply the good performance of the proposed method in identifying the types of faults with variant sizes. In this study, several methods are used to investigate the efficiency of the presented technique. The difference of other methods with the current study is in the implementation of the FD steps such as the signal decomposition, the FS, and the optimization algorithm. The results show that the SWD increases the fault detection accuracy compared with the ITD method. Also, the superiority of OCDET to the Relief-F, the FDAS-score, and the BPSO in producing the most informative features is validated.

Fig. 19 Types of defects created in the laboratory set of the fault simulator (numbers 1–8 correspond to the class of defects described in Table 8)

Fig. 20 The vibration signals corresponding to different fault classes

Fig. 21 The weight scores of all features obtained by CDET for AITHE Data Set
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Table 10 The best features selected by the CDET for the AITHE data set

| Method     | Optimal parameters | Threshold value | Average rate of accuracy in train (%) | Average rate of accuracy in test (%) |
|------------|--------------------|-----------------|--------------------------------------|-------------------------------------|
| This study | $C = 67.14, \sigma = 0.81$ | $\xi = 0.41$ | 81.80                                 | 83.01                                |
| Method 1   | $C = 61.20, \sigma = 0.74$ | -               | 67.68                                 | 62.83                                |
| Method 2   | $C = 61.20, \sigma = 1.62$ | -               | 59.74                                 | 51.65                                |
| Method 3   | $C = 80.95, \sigma = 1.62$ | $\xi = 0.12$  | 95.68                                 | 88.67                                |
| Method 4   | $C = 121.26, \sigma = 1.28$ | $\xi = 0.02$  | 77.64                                 | 73.11                                |
| Method 5   | $C = 46.32, \sigma = 1.50$ | $\xi = 0.30$  | 71.78                                 | 65.30                                |
| Method 6   | $C = 2.06, \sigma = 1.13$  | $\xi = 0.20$  | 66.51                                 | 60.94                                |

Table 11 The results of the proposed method and the other fault detection techniques for the AITHE data set

| Method     | Optimal parameters | Threshold value | Average rate of accuracy in train (%) | Average rate of accuracy in test (%) |
|------------|--------------------|-----------------|--------------------------------------|-------------------------------------|
| This study | $C = 67.14, \sigma = 0.81$ | $\xi = 0.41$ | 81.80                                 | 83.01                                |
| Method 1   | $C = 61.20, \sigma = 0.74$ | -               | 67.68                                 | 62.83                                |
| Method 2   | $C = 61.20, \sigma = 1.62$ | -               | 59.74                                 | 51.65                                |
| Method 3   | $C = 80.95, \sigma = 1.62$ | $\xi = 0.12$  | 95.68                                 | 88.67                                |
| Method 4   | $C = 121.26, \sigma = 1.28$ | $\xi = 0.02$  | 77.64                                 | 73.11                                |
| Method 5   | $C = 46.32, \sigma = 1.50$ | $\xi = 0.30$  | 71.78                                 | 65.30                                |
| Method 6   | $C = 2.06, \sigma = 1.13$  | $\xi = 0.20$  | 66.51                                 | 60.94                                |

Appendix A: the implementation steps of the CDET Method

Suppose that the feature space of $C$ conditions is as follows:

\[
\{q_{m,c,j}\}, m = 1, 2, \ldots M_e, c = 1, 2, \ldots, C, j = 1, 2, \ldots, J
\]

where $q_{m,c,j}$ is the $j$th feature value of the $m$th sample under the $c$th condition, $M_e$ the sample number of $c$th condition, and $J$ is the feature number of each sample. The process of calculating the weight of features using CDET is as follows:

1. Calculate the average distance of the same condition samples:

\[
d_{c,j} = \frac{1}{M_e \times (M_e - 1)} \sum_{l=1}^{M_e} |q_{m,c,j} - q_{l,c,j}|, l \neq m
\]

Then getting the average distance of $C$ conditions:

\[
d_j^{(w)} = (1/C) \sum_{c=1}^{C} g_{c,j}
\]  \hspace{1cm} (A.2)

2. Define and determine the variance factor of $d_j^{(w)}$ as follows:

\[
v_j^{(w)} = \max(d_{c,j}) / \min(d_{c,j})
\]  \hspace{1cm} (A.3)

3. Calculate the average feature values for all samples under the same condition:

\[
u_{c,j} = (1/M_e) \sum_{m=1}^{M_e} q_{m,c,j}
\]  \hspace{1cm} (A.4)

Then, evaluate the average distance between various condition samples:

\[
d_j^{(b)} = \frac{1}{C \times (C - 1)} \sum_{c,e=1}^{C} |u_{e,j} - u_{c,j}|, c, e = 1, 2, \ldots, C, c \neq e.
\]  \hspace{1cm} (A.5)

4. Define and calculate the variance factor of $d_j^{(b)}$ as follows:

\[
v_j^{(b)} = \frac{\max(|u_{e,j} - u_{c,j}|)}{\min(|u_{e,j} - u_{c,j}|)}, c, e = 1, 2, \ldots, C, c \neq e
\]  \hspace{1cm} (A.6)

5. Determine the compensation factor as follows:

\[
\lambda_j = \frac{1}{v_j^{(w)} + v_j^{(b)}}
\]  \hspace{1cm} (A.7)

6. The $\pi_j$ that is an index for evaluating the $j$-th feature is defined as follows:
\[ \bar{x}_j = \frac{x_j}{\max(x_j)} \]  
\[ \bar{x}_j = \lambda_j \left( d_j^{(b)}/d_j^{(w)} \right) \]

7. The predetermined threshold value, \( \xi \), is considered. For all features, the parameter \( \xi \) is compared with the distance evaluation criteria. The features with \( \bar{x} > \xi \) are selected as useful attributes; otherwise, they are eliminated.

**Appendix B: the equations of the PSOSCALF optimization algorithm**

Suppose \( \bar{x}_i(t) \) and \( \bar{v}_i(t) \) are the position vector and velocity vector of \( i \)-th particle, respectively. The updating equations of the position and velocity of each particle are as follows (Shi 2001):

\[
\bar{v}_i(t + 1) = w \bar{v}_i(t) + c_1 r_1 \left( \bar{x}_{pBest,i} - \bar{x}_i(t) \right) + c_2 r_2 \left( \bar{x}_{gBest} - \bar{x}_i(t) \right) \tag{B.1}
\]

\[
\bar{x}_i(t + 1) = \bar{x}_i(t) + \bar{v}_i(t + 1) \tag{B.2}
\]

In the above relationships, \( \bar{v}_i(t + 1) \) and \( \bar{x}_i(t + 1) \) are the velocity vector and the position vector at the \( t + 1 \)-th moment, respectively. \( \bar{x}_{pBest} \) and \( \bar{x}_{gBest} \) are the best personal experience and the best experience of the whole particles, respectively. The random variables \( r_1 \) and \( r_2 \) are chosen in the interval \([0, 1]\). The coefficients \( c_1 \) and \( c_2 \) represent the personal learning factor and the global learning factor, respectively. \( w \) is the weighting factor that applies the effect of the previous velocity vector at the \( t \)-th instant in determining the new velocity vector at the \( t + 1 \)-th instant.

In the SCA algorithm, the following relationships are used as the solution updating equations (Mirjalili 2016):

\[
\bar{x}_i(t + 1) = \begin{cases} 
\bar{x}_i(t) + z_1 \sin(z_2) \left| z_3 P^t - \bar{x}_i(t) \right|, & z_4 < 0.5 \\
\bar{x}_i(t) + z_1 \cos(z_2) \left| z_3 P^t - \bar{x}_i(t) \right|, & z_4 \geq 0.5 
\end{cases} \tag{B.3}
\]

where the parameters \( z_1, z_2, z_3, \) and \( z_4 \) represent the key parameters of the SCA method and are set according to Mirjalili (2016). \( P^t \) is the destination point or the best solution obtained at time \( t \). In PSOSCALF, the following combinational equations that benefit from Levy flight and SCA algorithms are used for producing new responses (Nezamivand Chegini et al. 2018):

\[
\bar{x}_i(t + 1) = \begin{cases} 
\bar{x}_i(t) + z_1 \sin(z_2) z_3 \bar{x}_{gBest} - \bar{x}_i(t) \mid z_4 < 0.5 \\
\bar{x}_i(t) + z_1 \cos(z_2) z_3 \bar{x}_{gBest} - \bar{x}_i(t) \mid z_4 \geq 0.5 
\end{cases} \tag{B.4}
\]

The expression of \( \text{Levy}_{walk}(\bar{x}_i(t)) \) is the only difference between Eq. (B.4) in PSOSCALF and Eq. (B.3) in SCA which is calculated as follows:

\[
\text{Levy}_{walk}(\bar{x}_i(t)) = \bar{x}_i(t) + \underbrace{\text{step} \oplus \text{random(size}(\bar{x}_i(t)))}_{(B.5)}
\]

In the PSOSCALF approach, the relationships presented in Eqs. (B.4a) and (B.4b) are added to the process of producing the new position of particles. Moreover, the number of times that the position of a particle does not change is stored in a parameter called the limit value. If this value is greater than or equal to the predetermined value, the position of the particle is calculated by the hybrid relationships in Eq. (B.4).

Details of setting PSOSCALF parameters were presented in (Nezamivand Chegini et al. 2018).
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