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Abstract. Let \( A_n \) be the sum of \( d \) permutation matrices of size \( n \times n \), each drawn uniformly at random and independently. We prove that the normalized characteristic polynomial \( \frac{1}{\sqrt{d}} \det(\mathbf{I}_n - zA_n/\sqrt{d}) \) converges when \( n \to \infty \) towards a random analytic function on the unit disk. As an application, we obtain an elementary proof of the spectral gap of random regular digraphs. Our results are valid both in the regime where \( d \) is fixed and for \( d \) slowly growing with \( n \).

1. Introduction

Spectral properties of non-Hermitian random matrices can have different behaviors depending on their degree of sparsity. These properties are now well understood for dense matrices with iid entries; a well-known example is the circular law [11], for which the optimal sparsity threshold is known [57, 8, 54]. However, when the matrices in question are very sparse, with a fixed number of non-zero entries on each row, including dependencies, the problem becomes different and more challenging. One of our goals in this paper is to understand these differences.

Sums-of-permutations. There are numerous ways to enforce sparsity in random matrices, and different ensembles are expected to behave differently. In this paper, we focus on permutation matrices, that is, matrices with exactly one non-zero entry on each row and each column; adding \( d \) independent permutation matrices chosen uniformly at random, we obtain a random matrix \( A \) with integer entries, whose row/column-sums are all exactly equal to \( d \). Thus, \( A \) can be viewed as a typical matrix with fixed row sums and column sums. This model displays two important properties:

(i) The structure of \( A \) is very constrained (fixed row/column sums), hence the entries of \( A \) are not independent.
(ii) The rows and columns of \( A \) can be swapped while keeping the distribution of \( A \) invariant (invariance by permutations).

Random regular directed graphs. Sums of random permutations are of particular interest to random graph theory since they are a popular proxy for the (adjacency) matrix of random regular digraphs. A digraph is regular when each node has the same number of in-neighbors and out-neighbors; consequently, the matrix \( A \) defined above is the matrix of a \( d \)-regular digraph, possibly with multiple edges. It turns out that for fixed \( d \), conditioning on \( A \) having no entry greater than 1, the graph represented by \( A \) is nearly uniform among all the \( d \)-regular directed graphs (the two models are contiguous [36], and both are contiguous with the configuration model). Our analysis thus provides results on the eigenvalues of random regular digraphs, notably a new proof for the directed version of Friedman’s second eigenvalue theorem [26, 10] which relates to important graph-theoretical notions such as graph expansion and random walks on digraphs [51, 20].

Spectral properties. In general, studying the eigendecomposition of non-Hermitian matrices can be challenging. For an \( n \times n \) permutation matrix (\( d = 1 \)), the eigenvalues of \( A \) belong to the \( n \)-th roots of unity, and their multiplicity is given by the cycle decomposition theorem; if \( c_k \) denotes the number of cycles of length \( k \) (thus \( c_1 + 2c_2 + \cdots + n c_n = n \)), then the multiplicity of a root of unity \( \omega \) will be the sum of the \( c_k \) for which \( \omega^k = 1 \). This basic structure allows to study even non-uniform permutation matrices [34, 9]. However, already for \( d = 2 \), this straightforward analysis breaks down because generically, the permutation matrices that we sum do not commute. In particular, a famous conjecture states that for fixed \( d \) as \( n \to \infty \), the empirical spectral measure of \( A \) converges to the oriented Kesten-McKay distribution [11]. In contrast, in the regime where \( d \to \infty \) as \( n \to \infty \), one expects to recover the circular law and there are already several results in this direction [6, 15, 44].
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Our contributions. In this paper, we study asymptotics of the characteristic polynomial outside of the spectral support. The results we obtain are analogous to [12, 40]; we identify the distributional functional limit of the characteristic polynomial of $A$, away from the spectrum. This problem has also been considered in the Hermitian case for Gaussian $\beta$-ensembles [41]. In particular, the relationships between our results and the theory of multiplicative chaos are discussed in Section 2.2. Surprisingly, we obtain the same limiting functions as in [21], which considers non-Hermitian matrices with independent Bernoulli$(d/n)$ entries — a proxy for sparse Erdős-Rényi digraphs. This result is rather unexpected since in the Hermitian case, the spectral properties of random regular graphs and sparse Erdős-Rényi graphs are radically different for fixed $d$. In Appendix B, we also report on several observations regarding the sum of Ewens-distributed random permutations, which can be of independent interest.

As corollaries of our convergence results for characteristic polynomials (Theorems 2.2 and 2.4 stated in Section 2), we obtain two spectral gap theorems covering different regimes. We say a digraph is simple if its directed adjacency matrix has no entry greater than 1.

**Theorem 1.1** (spectral gap for $d$-regular digraphs, $d$ fixed). Let $A_n$ be one of the following random matrix models:

(i) the sum of $d$ independent uniform permutation matrices of size $n \times n$;

(ii) the sum of $d$ independent $n \times n$ uniform permutation matrices conditioned on their graph being simple;

(iii) the adjacency matrix of a uniform random directed $d$-regular graph on $n$ vertices.

Then, for any $\varepsilon > 0$ and $d \geq 1$,

$$\lim_{n \to \infty} \mathbb{P}(|\lambda_2| > \sqrt{d} + \varepsilon) = 0,$$

where $\lambda_i$ are the complex eigenvalues of $A_n$, ordered by decreasing modulus: $d = \lambda_1 \geq |\lambda_2| \geq \cdots \geq |\lambda_n|$.

Theorem 1.1 gives an alternate proof of the spectral gap result obtained in [20]; it notably implies that there are no outliers outside the support of the oriented Kesten-McKay law, except the trivial eigenvalue $\lambda_1 = d$. It is not known for the moment how to prove the matching lower-bound on $|\lambda_2|$; regarding this problem (directed analogs of the Alon-Boppana inequality), we refer to the discussion in [21, Section 4].

When $d(n) \to \infty$, there is no contiguity result in the literature between the uniform regular digraphs and sums of random permutations (it was conjectured in [18] these two models are contiguous when $d(n) = O(\log n)$); therefore, our next Theorem only applies to the sums-of-permutations model.

**Theorem 1.2** (spectral gap for sums of permutations, $d(n) \to \infty$). Let $A_n$ be the sum of $d(n)$ independent $n \times n$ uniform random permutation matrices. Assume that $d(n) \to \infty$ in such a way that $d(n) = n^{o(1)}$ as $n \to \infty$. Then, for any $\varepsilon > 0$,

$$\mathbb{P}(|\lambda_2| > \sqrt{d(n)}(1 + \varepsilon)) \to 0$$

where $\lambda_i$ are the complex eigenvalues of $A$, ordered by decreasing modulus: $d = \lambda_1 \geq |\lambda_2| \geq \cdots \geq |\lambda_n|$.

Combining the circular law proved in [6] for the random matrix $A_n/\sqrt{d(n)}$, the bound (1.1) is sharp (at least in the regime $d(n) \leq \log^{12}(n)/(\log \log n)^4$ and $d(n) = n^{o(1)}$). With high probability, there is no outlier eigenvalues besides the trivial one $\lambda_1 = \sqrt{d(n)}$. In Theorem 1.2, the condition $d(n) = n^{o(1)}$ is technical (due to our proof of Theorem 3.2 (2)) and it could be dispensed with some extra work. For denser regimes, like $d \asymp n$, other techniques apply and the spectral behaviour of $A$ is expected to be close to the Ginibre ensemble [6].

**Related work.** The spectral properties of random permutations under Ewens distribution were investigated in several works, including the characteristic polynomial and linear statistics [34, 22, 9, 4, 3, 5]. For a uniform random permutation matrix, the maximum of the characteristic polynomial on the unit circle has been studied in [7]. It is also of interest to study this question for sums-of-permutations for general $d$ and we intend to consider this problem in subsequent work.

Spectral gap of random $d$-regular digraphs with fixed $d$ was studied in [20] using the high trace method, which is limited to fixed $d$. For uniform random regular digraphs, it was shown in [58] that $|\lambda_2| \leq C\sqrt{d(n)}$ for $d(n) = O(n^{2/3})$, and for $n^{\varepsilon} \leq d(n) \leq n/2$ in [56]. By the size-biased coupling method introduced in [16], one can prove a similar result to [16, Theorem 2.6] that $\lambda_2 = O(\sqrt{d(n)})$ for the sum of permutations for any $2 \leq d(n) \leq n/2$. However, all of these results rely on the $\varepsilon$-net and the Kahn-Szemrédí argument [27], which yields an absolute constant...
far from optimal. Our approach gives a unified treatment for fixed and growing $d$ in the random permutation model with a sharp constant, while being elementary on a technical level.

Lower bounds on the least singular value of random $d$-regular digraphs for fixed $d$ is a problem of considerable interests since it is a crucial step towards proving the conjectured oriented Kesten-McKay law. The singularity probability was estimated in [33, 45] for fixed $d$, and in [19, 42] for growing $d(n)$. Quantitative estimates on the least singular values for growing $d(n)$ were obtained in [6, 15, 43, 35].

In the Hermitian case, the sum of random permutations and their transpose $\sum_{i=1}^d (P_i + P_i^\top)$ can be seen as a model for random $2d$-regular multi-graphs, and their spectral properties have been investigated, including spectral gaps [26, 16] and linear eigenvalue statistics [23, 38, 30]. There is also a direct connection between random $d$-regular digraphs and random bipartite $d$-regular graphs. In particular, the eigenvalue fluctuation results of random bipartite regular graphs shown in [24] can be translated to singular value fluctuations of random regular digraphs. However, it is a very challenging problem to study the eigenvalue fluctuations of random regular digraphs.
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2. Main Results

2.1. Sums of random permutations. For any $n \in \mathbb{N}$, let $d = d(n) \in \mathbb{N}$ and $P^{(1)}, \ldots, P^{(d)}$ be a collection of i.i.d. random uniform $n \times n$ permutation matrices. We consider the random matrix

$$A_n := P^{(1)} + \cdots + P^{(d)}.$$  

In the sequel, we will often drop the $n$ subscript and simply write $d$, $A$, etc. We define the (rescaled) characteristic polynomial of $A$,

$$\hat{\chi}_n(z) := \frac{1}{\sqrt{d}} \det \left( I_n - z \frac{A}{\sqrt{d}} \right) \quad (z \in \mathbb{C}).$$

Note that $A$ has a trivial eigenvalue $d$ associated with the vector $1^n$, so that with our convention, $\hat{\chi}_n(1/\sqrt{d}) = 0$ almost surely. If fact, we will see that for any $n \in \mathbb{N}$,

$$\mathbb{E}[\hat{\chi}_n(z)] = z - 1/\sqrt{d} \quad (z \in \mathbb{C}).$$

The main results of this paper identify the weak $n \to \infty$ limit of the sequence $(\hat{\chi}_n)$ in the unit disk either when the degree $d(n) = d$ is fixed, or when $d(n) \to \infty$ slowly with $n$. Up to a rescaling, the limit is the same as the function defined in [21]; but we adopt different conventions allowing for a unified treatment of the cases $d = O(1)$ and $d \to \infty$.

We denote $D_r = \{ z \in \mathbb{C} : |z| < r \}$ the disk of radius $r > 0$ in the complex plane. Let $H(D_1)$ be the set of analytic functions on $D_1$, equipped with the topology of uniform convergence on compact sets on $D_1$.

Definition 2.1. Fix $d \in \mathbb{N}$ and let $\{\Lambda_\ell\}_{\ell \in \mathbb{N}}$ be a family of independent random variables, with

$$\Lambda_\ell \sim \text{Poisson} \left( \frac{d^{\ell}}{\ell} \right).$$

We also denote $\overline{\Lambda_\ell} = \Lambda_\ell - \mathbb{E}[\Lambda_\ell]$ their centered versions. For any integer $d$, we define the following formal series:

$$Y_d(z) := \sum_{k \in \mathbb{N}} \frac{z^k}{kd^{k/2}} \sum_{\ell|k} \ell \overline{\Lambda_\ell}, \quad X_d(z) := \sum_{k \in \mathbb{N}} \frac{z^k}{kd^{k/2}} \overline{\Lambda_k}.$$  

Proposition 2.5 implies that these functions are well-defined and analytic functions in the unit disk $D_1$. Let us now state our main result for $d$ fixed.

Theorem 2.2. Consider a fixed integer $d$ and let $d(n) = d$ for every $n$; let $Y_d$ be as in (2.3). Then,

$$\hat{\chi}_n(z) \overset{\text{law}}{\xrightarrow{n \to \infty}} (z - 1/\sqrt{d}) \frac{e^{-Y_d(z)}}{\mathbb{E}[e^{-Y_d(z)}]}.$$
for the topology of uniform convergence on compact sets of \( D_1 \).

In contrast, if the degree \( d \) diverges, then we recover a Gaussian analytic function in the limit, as for dense matrices non-Hermitian (real-valued) Wigner matrices [12] — note that this function is real-analytic, the coefficients being real Gaussian variables, not complex ones. The proof of Theorem 2.2 and the subsequent results is outlined in Section 3.

**Definition 2.3.** Let \( \{ N_\ell \}_{\ell \in \mathbb{N}} \) be i.i.d. standard real Gaussian random variables and define the random real-analytic function

\[
X_\infty(z) = \sum_{k \in \mathbb{N}} \frac{N_k}{\sqrt{k}} z^k \quad (z \in D_1).
\]

**Theorem 2.4.** Consider a sequence \( d(n) \in \mathbb{N} \) such that \( d(n) \to \infty \) and \( d(n) = n^{\Theta(1)} \) as \( n \to \infty \). Let \( X_\infty \) be as in (2.4). Then, it holds for the topology of locally uniform convergence on \( D_1 \),

\[
\tilde{\chi}_n(z) \xrightarrow{\text{law}} \sqrt{1 - z^2} e^{X_\infty}(z) = \sum_{k \in \mathbb{N}} \frac{N_k}{\sqrt{k}} z^k \quad (z \in D_1).
\]

The technical condition \( d(n) = n^{\Theta(1)} \) means that \( \log d(n) = o(\log n) \) as \( n \to \infty \).

### 2.2. Log-correlated structure of the limiting random fields.

We gather here a few properties of the functions \( X_d, Y_d \). In particular, we show that the boundary-values (on the unit circle \( \partial D_1 \)) of the functions \( Y_d \) and \( X_\infty \) are log-correlated fields and discuss some expected consequences. The exact correlation of \( Y_d \) has an explicit expression (see Proposition 8.5 in [21]), valid for every \( d > 0 \). The following proposition quantifies the difference between \( X_d \) and \( Y_d \) when \( d > 1 \).

**Proposition 2.5.** \( Y_d \) and \( X_d \) are random (centered) real-analytic functions on \( D_1 \). Moreover,

- For \( z \in D_1 \) and \( d \geq 1 \), we have

\[
\mathbb{E} \left[ e^{-Y_d(z)} \right] = \left( \prod_{\ell \in \mathbb{N}} f_\ell(z/\sqrt{d})^{d^{\ell}} \right)^{-1},
\]

where \( f_\ell(z) := (1 - z^\ell) e^{z^\ell} \). The infinite product converges uniformly on compact sets of \( D_1 \).

- For \( d \geq 2 \), \( Y_d = X_d + Y_d \) where \( \mathbb{E} \left[ \| Y_d \|_{L^\infty(D_1)}^2 \right] \leq C/d^{1/4} \) for a numerical constant \( C \). Moreover, \( X_d \) has covariance kernel

\[
\mathbb{E}[X_d(z)X_d(w)] = (1 - zw)^{-1}
\]

and \( Y_d \) has covariance kernel

\[
\mathbb{E}[Y_d(z)Y_d(w)] = \log(1 - zw)^{-1} + O_d(1), \quad z, w \in D_1,
\]

where the error term is a bi-analytic function which converges to 0 uniformly in \( \overline{D_1 \times D_1} \) as \( d \to \infty \).

Remarkably, the correlation kernel for \( X_d \) is independent of \( d \in \mathbb{N} \) and \( z \in \partial D_1 \mapsto X_d(z) \) is a non-Gaussian log-correlated field, and if \( d \geq 2 \), so is the field \( z \in \partial D_1 \mapsto Y_d(z) \).

One can check that for \( d \in \mathbb{R}_+ \cup \{ \infty \} \), the random series \( Y_d \) also converges in the Sobolev space of Schwartz distributions \( H^{-\epsilon}(\partial D_1) \) of any \( \epsilon > 0 \). In particular, for \( d \in \mathbb{N} \), \( \{ Y_d(z) : z \in \partial D_1 \} \) defines a non-Gaussian log-correlated field. From this perspective, it is natural to ask for the asymptotics of the limits in Theorems 2.2-2.4.

Since \( |e^z| = e^{R e^z} \), it is thus natural to study, for instance, the behaviour of \( \max_{|z| = r} \Re Y_d(z) \) as \( r \to 1 \).

If \( d = 1 \), the leading order of the maximum of \( Y_d \) and \( \log |\tilde{\chi}_N| \) have been studied in [17]; specifically, it was shown that \( \max_{x \in \partial D_1} \log |\tilde{\chi}_n| \sim x_0 \log n \) as \( n \to \infty \) where \( x_0 \simeq 0.652 \). The significance of this result is that the usual prediction for the value of \( x_0 \) coming from the theory of log-correlated fields [28] does not apply to this problem and this is due to the tails of the field \( \log |\tilde{\chi}_n| \) which are not Gaussian. A similar and more accessible question is the maximum of the characteristic polynomial of the CUE (circular unitary ensemble or Haar-distributed random matrices over the
group $U(n)$). This problem has been thoroughly considered and precise results about the asymptotics of the maximum are available [39, 1, 50, 14, 40]. We intend to consider the asymptotics for maximum of $Y_d$ and the leading order of that of $\log |\tilde{X}_n|$ for general $d$ in subsequent work. Another perspective is that $|\tilde{X}_n(z)|^d dz$ appropriately renormalized should converge to a multiplicative chaos measure as $n \to \infty$ for $\gamma > 0$ sufficiently small (in the subcritical phase). In contrast to the CUE characteristic polynomial [49], it is not clear whether the critical value is the standard $\gamma = \sqrt{2}$ for this model or if it depends on the degree $d$.

One can also investigate the regularity of the random (Schwartz) distributions $(e^{\sqrt{d}Y_d(z)} : z \in \partial D_1)$ depending on $\theta > 0$. This question has just been considered in the CUE case in [48] (for the so-called holomorphic multiplicative chaos) which exhibits a phase transition related to the asymptotics for the maximum of the CUE field. In summary, these are fascinating research questions which motivates the study of characteristic polynomials of permutation matrices and the corresponding limiting random fields.

Finally, we relate the Gaussian analytic function $X_\infty$ in (2.4) with the $Y_d$ and $X_d$ defined before. It is well known (see [31, Lemma 2.2.3] for example) that $X_\infty$ is an analytic function over $D_1$, and a direct calculation shows that the covariance kernel is given by

$$\mathbb{E}[X_\infty(z)X_\infty(w)] = \log(1 - zw)^{-1}, \quad z, w \in D_1.$$  

Thanks to the second point in Proposition 2.5, we have the following convergence result.

**Proposition 2.6.** With the notation of Proposition 2.5, it holds for the topology of locally uniform convergence on $D_1$,

$$(X_d, Y_d) \xrightarrow{d \to \infty} (X_\infty, 0).$$

In particular,

$$Y_d \xrightarrow{d \to \infty} X_\infty.$$  

The proofs of Propositions 2.5 and 2.6 will be given in Section 6. We also refer to [21, Section 2.3] for the computation of the generating function of the exponential moments of $Y_d$.

2.3. On fluctuations outside the support of the oriented Kesten-McKay density. The empirical spectral density of sums of $d$ random permutation matrices or random $d$-regular digraphs is conjectured to converge towards the oriented Kesten-McKay law, whose density with respect to the Lebesgue measure on $\mathbb{C}$ is

$$\varrho_d(z) = \frac{d^2(d - 1)}{\pi} \frac{1_{|z| < \sqrt{d}}}{(d^2 - |z|^2)^2}. $$

The reader will find many insights regarding this problem in [15, 46]. The measure $\varrho_d$ is the Brown measure for the free sum of $d$ Haar unitary operators, and the oriented Kesten-McKay law was established in [7] for sums of $d$ independent Haar unitary or orthogonal matrices. Our main result gives some information on the fluctuations around this law, in the spirit of [53, 39]. The log-potential fluctuations around the oriented Kesten-McKay distribution are defined as the function

$$\Psi_n(z) = \log |\det(zI_n - A_n)| - nU_d(z),$$

where $U_d$ is the Log-potential of $\varrho_d$, that is $U_d(z) = \int \log |z - x| \varrho_d(x) dx$. Indeed, it can be checked by a direct computation that

$$(2.6) \quad U_d(z) = \begin{cases} 
\log |z| & \text{for } |z| > \sqrt{d}, \\
-(d - 1) \log \sqrt{d^2 - |z|^2} + \alpha_d & \text{for } |z| \leq \sqrt{d},
\end{cases}$$

where $\alpha_d = (d - 1) \log \sqrt{1 - d^{-1}} + (d - 1/2) \log(d)$.

As a consequence, for every $|z| > \sqrt{d}$, the fluctuations are given by $\Psi_n(z) = \log |\det(I - z^{-1}A_n)|$ since the $n \log |z|$ terms cancel in $\Psi_n$. Our main result, Theorem 2.2, identifies the limit of the fluctuations $\Psi_n$ outside the disk $D_\sqrt{d}$. In figure 1 depicting $\Psi_n$, this corresponds to the smooth part of the picture. The rough part corresponds to

\[\text{According to Theorem 2.4, the limiting random measures should be Gaussian multiplicative chaos (GMC) only in the regime as } d(n) \to \infty. \text{ For fixed } d, \text{ we still expect that the limiting random measures have similar multi-fractal properties [35].} \]

\[\text{The results of [14, 40, 48] are valid for general circular } \beta \text{-ensembles.}\]
the fluctuations inside the bulk of the oriented Kesten-McKay density; it is not clear what is going to be the correct definition of this generalized function.

\[ \log | \det(z - A_n)| - nU_d(z) \text{ for } z \in [-5, 5]^2, \] from two different angles; here, \( A_n \) is a sum of 3 uniform permutation matrices, \( n = 2000 \) and \( U_d \) is the Log-potential (2.6). The logarithmic singularity of \( \Psi_n(z) \) at \( z = d \) is visible in the smooth (harmonic) part of the picture.

\[ \log | \det(z - A_n)| = (\sum_{k} (-1)^{k+1} k L_k z^k) \]

in the topology of locally uniform convergence on \( D_1 \); cf. Section 7.

3. Outline of the paper

3.1. Proof strategy. The proofs of Theorems 2.2 and 2.4 are given in Section 7. They are based on the following three steps strategy;

(i) If \( (d(n))_{n \in \mathbb{N}} \) is a sequence of degree such that \( d(n) = o(\sqrt{n}) \), then the family of random analytic function \( \{ \chi_n(z) : z \in D_1 \} \) is tight.

(ii) By expanding \( (2.1) \), for the principal branch of \( \log \), it holds for \( k \in \mathbb{N} \) that

\[ [z^k] \log \left( \frac{\chi_n(z)}{z - 1/\sqrt{d}} \right) = \frac{(\sum_{k} (-1)^{k+1} k L_k z^k)}{d^{k/2}} \]

where \( [z^k]f(z) \) means the \( k \)-th coefficient of the analytic function \( f(z) \). Note that it is natural to consider \( \log \) of \( z \mapsto \frac{\chi_n(z)}{z - 1/\sqrt{d}} \) to account for the trivial root of \( \chi_n \) at \( 1/\sqrt{d} \in D_1 \) if \( d \geq 2 \). We establish that

\[ \frac{\text{tr}(A^k) - d^k}{d^{k/2}} \xrightarrow{\text{law}} L_k \]

in the sense of finite dimensional distributions for a sequence of independent random variables \( (L_k)_{k \in \mathbb{N}} \). This is the content of Theorem 3.2 thereafter, which is proved in Section 5 at page 9.

(iii) Suppose that \( \sum_{k \in \mathbb{N}} |L_k| r^k \) converges for any \( r < 1 \) almost surely. From (i) tightness and (ii) we conclude that the random analytic function

\[ \left( \frac{\chi_n(z)}{z - 1/\sqrt{d}} \right) \xrightarrow{\text{law}} \exp \left( \sum_{k \in \mathbb{N}} \frac{(1)^{k+1}}{k} L_k z^k \right) \]

in the topology of locally uniform convergence on \( D_1 \); cf. Section 7.

Step (i) is somehow technical and we state it as a result. The outline of the proof and the key elements are in Section 4.1 at page 8. We expect Proposition 3.1 to hold for larger \( d(n) \) but this would require a different approach.

**Proposition 3.1.** For any sequence \( d(n) \in \mathbb{N} \) with \( d = o(\sqrt{n}) \), the sequence of random analytic function \( (\chi_n)_{n \in \mathbb{N}} \) is a tight sequence for the compact-open topology.

Step (ii) consists in a standard application of the trace method, without resorting to high traces. The main result is the following one. It is the same result as [21] for different models and it is reminiscent of the result for non-backtracking matrices of random regular graphs in [23, 37]. The \( d = 1 \) case is well known [9, 2].
Theorem 3.2. (i) Suppose that \( d \in \mathbb{N} \) is fixed and \( \{ \lambda_\ell \}_{\ell \in \mathbb{N}} \) be as in Definition 2.1. Then for every \( k \in \mathbb{N} \),
\[
(\text{tr}(A), \ldots, \text{tr}(A^k)) \xrightarrow{\text{law}} \left( \Lambda_1, \ldots, \sum_{\ell \mid k} \ell \lambda_\ell \right).
\]

(2) Consider a sequence \( d(n) \in \mathbb{N} \) such that \( d(n) \to \infty \) and \( d(n) = n^{o(1)} \) as \( n \to \infty \). Then for every \( k \in \mathbb{N} \),
\[
\left( \frac{\text{tr}(A) - d}{\sqrt{d}}, \ldots, \frac{\text{tr}(A^k) - d^k}{\sqrt{d^k}} \right) \xrightarrow{\text{law}} \left( N_1, \sqrt{2} N_2 + 1, \ldots, \sqrt{k} N_k + 1_{(k \text{ is even})} \right).
\]

The proof of Theorem 3.2 relies on the relationship between the random variables \( \text{tr}(A^k) \) and \( k \)-cycles on the (adjacency) digraph associated to the matrix \( A \) – note that \( A \) is generically non-Hermitian, and \( d \) is the degree of the regular digraph. The argument proceeds by the moment method, estimating the probabilities to observe some given collection of cycles for large \( n \). Our proof remains valid for \( k \) growing with \( n \) but very slowly (\( k = O((\log \log n)) \)); the approximation is expected to be true for faster rates for \( k \), but would require more precise combinatorial arguments.

Remark 3.3. Theorem 3.2 yields the fluctuations of linear statistics \( \sum_{i=1}^n \left[ f(\lambda_i) - \mathbb{E} f(\lambda_i) \right] \) for any (analytic) polynomial \( f \), where \( \lambda_1, \ldots, \lambda_n \) are eigenvalues of \( A/\sqrt{d} \). To study the fluctuations of linear statistics for general smooth test function with the moment method, one needs to extend the results to polynomials in \( z \) and \( \overline{z} \). This approach was developed in [53] for the Ginibre ensemble based on the determinantal structure.

3.2. Notational preliminaries. We never indicate that \( d \) and the random variables defined in terms of \( A \) depend on \( n\text{-size}(A) \). We always consider limits as \( n \to \infty \).

Sets. For any \( k \in \mathbb{N} \), denote \( [k] = \{1, \ldots, k\} \). If \( I \subset \mathbb{N} \) is a finite set, we denote by \( S_I \), the group of permutations of elements in \( I \). For \( \sigma \in S_I \), we let \( \varepsilon(\sigma) \) be the sign of this permutation. If \( I \) is a finite set, we denote by \( |I| \) its cardinal (number of elements). Tuples are denoted by \textbf{boldface letters}. If \( I \subset \mathbb{N} \) is a set, then
\[
I^k = \{ i = (i_1, \ldots, i_k) : i_1, \ldots, i_k \in I \}
\]
for \( k \in \mathbb{N} \). For \( k \in \mathbb{N} \), we denote
\[
E_k = \{ i \in [n]^k : i_1, \ldots, i_k \text{ are distinct} \}.
\]

Matrices. In the sequel \( A = (A_{i,j})_{i,j \in [n]} \) is a random matrix and we denote for any multi-index \( i \in [n]^k \),
\[
A_i := A_{i_1,i_2} \cdots A_{i_{k-1},i_k} A_{i_k,i_1}.
\]

With this notation,
\[
\text{tr}(A^k) = \sum_{i \in [n]^k} A_i.
\]

For any subset \( I \subset [n] \), we denote \( A(I) = (A_{i,j})_{i,j \in I} \) the corresponding submatrix.

Directed graphs. The matrix \( A \) is an \( n \times n \) matrix with integer entries. It represents the adjacency matrix of a (weighted) digraph, on the vertex set \( V = [n] \). The edge set is \( E = \{ (i,j) \in [n] \times [n] : A_{i,j} \geq 1 \} \) and the weights correspond to the entries of \( A \). We insist on the fact that \( G_A = (V,E) \) is directed and possibly has simple loops. We can interpret \( i \in [n]^k \) as cyclic paths on the graph of \( A \) and \( A_1 \) as the weight of this path. In addition, the paths \( i \in E_k \) correspond to simple loops.

Random permutation. We define a random permutation matrix \( P = (1_{\pi(i) = j})_{i,j \in [n]} \), where \( \pi \) is a uniform random element of \( S_{[n]} \). We will use that under this law, for any \( k \in [n] \), any \( i,j \in E_k \),
\[
\mathbb{P}[\pi(i_1) = j_1, \ldots, \pi(i_k) = j_k] = \mathbb{P}[P_{i_1,j_1} = \cdots = P_{i_k,j_k} = 1] = \frac{(n-k)!}{n!}.
\]

We will also make several use of the following bounds; for any \( d \in \mathbb{N} \), if \( k \in \mathbb{N}^d \) with \( k_1 + \cdots + k_d = k \leq n \), then
\[
\prod_{\delta=1}^d \frac{(n-k_\delta)!}{n!} \leq \frac{(n-k)!}{n!}.
\]
4. Tools for proving the tightness of \( \{ \chi_n \} \)

4.1. A simple tightness criterion and proof for Proposition 3.1. By Montel’s theorem, a family of analytic functions \( \{ f_n \} \) on a domain \( D \) is tight (for the compact-open topology) if for any compact \( K \subset D \),

\[
\{ \| f_n \|_{L^\infty(K)} \} \text{ is tight.}
\]

See, for example, [55, Proposition 2.5]. In particular, by Markov’s inequality, it suffices to check that for some \( \alpha > 0 \)

\[
(4.1) \quad \sup_n \mathbb{E}[\| f_n \|_{L^\infty(K)}^\alpha] < \infty.
\]

We will use this criterion to show that the characteristic polynomial of a random \( n \times n \) matrix \( A \),

\[
\{ \chi_n = \det(I + A) \}
\]

forms a tight sequence in a disk \( D_r = \{ |z| < r \} \). Note that the random matrices \( A \) need not be defined on the same probability spaces for different \( n \in \mathbb{N} \). Recall that for \( z \in \mathbb{C} \),

\[
\chi_n(z) = \sum_{k \leq n} z^k \Delta_k^{(n)},
\]

where \( \Delta_k \) are called secular coefficients and are given by \( \Delta_0 = 1 \),

\[
(4.2) \quad \Delta_k^{(n)} = \sum_{I \subseteq [n], |I| = k} \det(A(I)), \quad k \in [n].
\]

The key technical element for the proof of Proposition 3.1 is the following estimate on the secular coefficients.

**Lemma 4.1.** Let \( A = \sum_{q=1}^d P^{(q)} \) where \( P^{(q)} \) are \( d \in \mathbb{N} \) independent random permutation matrices. For any \( n \geq 2 \), it holds for all \( 0 < r < 1 \) and \( 1 < d < \sqrt{\frac{n(1-r)}{r}} \),

\[
(4.3) \quad \sum_{k \leq n} \frac{r^k}{d^k+1} \mathbb{E}[|\Delta_k^{(n)}|^2] \leq \frac{2d + r}{(1 - r - \frac{rd^2}{n})^2}.
\]

The proof of this lemma is postponed to a subsequent section.

**Proof of Proposition 3.1 given (4.3).** For any \( \theta < 1, r > 0 \) and \( \epsilon > 0 \), Jensen’s inequality yields

\[
\left( \sum_{k=0}^n r^k \theta^k |\Delta_k^{(n)}| \right)^{1+\epsilon} \leq \frac{1}{(1 - \theta)^\epsilon} \sum_{k=0}^n r^k(1+\epsilon) |\Delta_k^{(n)}|^{1+\epsilon}
\]

and consequently,

\[
\mathbb{E}[\| \chi_n \|_{L^\infty(D_r\theta)}^{1+\epsilon}] \leq \mathbb{E}\left( \left( \sum_{k=0}^n r^k \theta^k |\Delta_k^{(n)}| \right)^{1+\epsilon} \right) \leq \frac{1}{(1 - \theta)^\epsilon} \sum_{k=0}^n r^k(1+\epsilon) \mathbb{E}[|\Delta_k^{(n)}|^{1+\epsilon}].
\]

With the normalization (2.1), by scaling and choosing \( \epsilon = 1 \), it holds for \( r > 0 \) and \( \theta < 1 \),

\[
(4.4) \quad \mathbb{E}[\| \hat{\chi}_n \|_{L^\infty(D_r\theta)}^2] \leq \frac{1}{1 - \theta} \sum_{k=0}^n \frac{r^{2k}}{d^{k+1}} \mathbb{E}[|\Delta_k^{(n)}|^2].
\]

Now, (4.1), (4.4), and (4.3) immediately imply Proposition 3.1.
4.2. Exchangeability. By (4.2), it holds for any $k \in [n]$

$$\mathbb{E}\Delta_k^2 = \sum_{|I|=k} \mathbb{E} \det(A(I)) \det(A(J)).$$

where the sum is over all subsets $I, J \subseteq [n]$. Lemma 4.3 below allows to reduce this sum to subsets $(I, J)$ which share at least $k - 1$ elements;

$$\mathbb{E}\Delta_k^2 = \sum_{|I|=k} \mathbb{E} \det(A(I))^2 + \sum_{|I|=|J|=k, I \cap J = k-1} \mathbb{E} \det(A(I)) \det(A(J)).$$

The Lemmas of this section apply to any exchangeable random matrix model, that is, if the following invariance property holds; for any given permutation $\pi \in S_n$,

$$(A_{i,\pi(j)})_{i,j \in [n]} \overset{\text{law}}{=} (A_{\pi(i),j})_{i,j \in [n]} = (A_{i,j})_{i,j \in [n]}.$$ \hspace{1cm} \text{Lemma 4.2.}

For any $k \in [n]$, \hspace{1cm} $\mathbb{E}\Delta_k^{(n)} = 1 = 1 \mathbb{E}\det A.$

In particular, for the random matrix $A = \sum_{q=1}^{d} P(q)$, we have $\mathbb{E}\Delta_1^{(n)} = d$ and $\mathbb{E}\Delta_k^{(n)} = 0$ for $k > 1$, hence (2.2) holds.

\textbf{Proof.} By (4.2), it holds for any $k \in [n]$

$$\mathbb{E}\Delta_k = \sum_{|I|=k} \mathbb{E} \det(A(I)).$$

If the random matrix $A$ satisfies (4.6), observe that by permuting two columns of $A$, $\mathbb{E} \det(A(I)) = -\mathbb{E} \det(A(I))$, hence $\mathbb{E} \det(A(I)) = 0$ for any $I \subseteq [n]$ provided that $|I| \geq 2$. This shows that $\mathbb{E}\Delta_k = 0$ for all $k \geq 2$ and

$$\mathbb{E}\Delta_1 = \sum_{i \in [n]} \mathbb{E} A_{i,i} = \mathbb{E}\det A. \hspace{1cm} \square$$ \hspace{1cm} \text{Lemma 4.3.}

Assume $|I| = |J| = k$. If $|I \cap J| \leq k - 2$, then $\mathbb{E} \det(A(I)) \det(A(J)) = 0$.

\textbf{Proof.} For ease of notation, we consider the case when $|I \cap J| = k - 2$. Other cases follow in the same way. Let us denote $\{x, y\} = I \setminus J$. Given $\sigma \in S_I, \tau \in S_J$, using the invariance in law (4.6) applied to $\pi = (xy)$, we have

$$\mathbb{E} \left[ \prod_{i \in I, j \in J} A_{i,\sigma(i)} A_{j,\tau(j)} \right] = \mathbb{E} \left[ \prod_{i \in I, j \in J} A_{i,\sigma'(i)} A_{j,\tau(j)} \right]$$

where $\sigma' = \sigma \circ \pi$. Note that we used that $\tau \circ \pi = \tau$ since $x, y \not\in J$. Since the map $\sigma \rightarrow \sigma' = \sigma \circ \pi$ is a bijection on $S_I$ with the property that $\epsilon(\sigma') = -\epsilon(\sigma)$, by summing over all $\sigma \in S_I$, this implies that for any fixed $\tau \in S_J$,

$$\sum_{\sigma \in S_I} \epsilon(\sigma) \epsilon(\tau) \mathbb{E} \left[ \prod_{i \in I, j \in J} A_{i,\sigma(i)} A_{j,\tau(j)} \right] = 0.$$

Summing over $\tau \in S_J$ gives the desired result. \hspace{1cm} \square

From Lemma 4.3, identity (4.5) holds.

5. The general case: tightness and trace asymptotics

5.1. Proving the tightness of the determinants in the $d = 1$ case. When $d = 1$, the matrix $A$ is indeed the permutation matrix of a uniform permutation of $[n]$ and the analysis is easier to perform. We include this special case because it gives all the ideas for the general proof.

When $d = 1$, the whole problem reduces to the study of random permutation matrix. In this case we can calculate the second moment of secular coefficients exactly, which gives a proof of Lemma 4.1 for the case $d = 1$. 


Lemma 5.1. For all $1 \leq k \leq n - 1$,

\begin{equation}
\mathbb{E}|\Delta_k|^2 = 2,
\end{equation}

and

\begin{equation}
\mathbb{E}|\Delta_n|^2 = 1.
\end{equation}

Proof. Let $\pi \in S_n$ be a uniform random permutation and $A$ be the permutation matrix of $\pi$. By Lemma 4.3, we only need to evaluate

\[
\sum_{|I|=k} \mathbb{E} \det(A(I)^2) + \sum_{|I|=|J|=k, |I \cap J|=k-1} \mathbb{E} \det A(I) A(J).
\]

The summation in the second term is non-empty if and only if $k < n$. For the first term,

\[
\mathbb{E} \det(A(I)^2) = \sum_{\sigma, \tau \in S(I)} \epsilon(\sigma) \epsilon(\tau) \mathbb{E} \prod_{i \in I} A_{i, \sigma(i)} A_{i, \tau(i)}
\]

\[
= \sum_{\sigma, \tau} \epsilon(\sigma) \epsilon(\tau) \mathbb{P}(\pi(i) = \sigma(i) = \tau(i), \forall i \in I)
\]

\[
= \sum_{\sigma} \mathbb{P}(\pi(i) = \sigma(i), \forall i \in I) = \mathbb{P}(\pi : I \to I) = \frac{k!(n-k)!}{n!} = \frac{1}{n(k)},
\]

where $\pi : I \to I$ is the event that $\pi$ restricted on $I$ is a permutation on $I$. Hence

\[
\sum_{|I|=k} \mathbb{E} \det(A(I)^2) = 1.
\]

By taking $k = n$, it gives $\mathbb{E}|\Delta_n|^2 = 1$.

For the second term, with the assumption $|I| = |J| = k, |I \cap J| = k - 1$,

\[
\mathbb{E} \det A(I) A(J) = \sum_{\sigma \in S(I), \tau \in S(J)} \epsilon(\sigma) \epsilon(\tau) \mathbb{E} \prod_{i \in I} A_{i, \sigma(i)} \prod_{j \in J} A_{j, \tau(j)}
\]

\[
= \sum_{\sigma \in S(I), \tau \in S(J)} \epsilon(\sigma) \epsilon(\tau) \mathbb{P}(\pi(i) = \sigma(i), i \in I, \pi(j) = \tau(j), j \in J)
\]

Without loss of generality, we assume $I = \{1, \ldots, k\}, J = \{2, \ldots, k+1\}$. To have a non-zero probability, we must have $\sigma(i) = \tau(i)$ for all $i \in I \cap J$. This forces $\sigma, \tau$ to be two permutations on $I \cap J$, and $\sigma(1) = 1, \tau(k+1) = k+1$.

Let

\[
\Omega = \{(\sigma, \tau) \in S(I) \times S(J) : \sigma(1) = 1, \tau(k+1) = k+1, \sigma(k) = \tau(k), \forall k \in I \cap J\}.
\]

For any $(\sigma, \tau) \in \Omega$, both permutations have the same cycle types, hence $\epsilon(\sigma) = \epsilon(\tau)$. Therefore

\[
\mathbb{E} \det A(I) A(J) = \sum_{(\sigma, \tau) \in \Omega} \mathbb{P}(\pi(i) = \sigma(i), i \in I, \pi(j) = \tau(j), j \in J)
\]

\[
= \mathbb{P}(\pi(1) = 1, \pi(k+1) = k+1, \pi : \{2, \ldots, k\} \to \{2, \ldots, k\})
\]

\[
= \frac{(k-1)! (n-k-1)!}{n!}.
\]

Since $\#\{(I, J) \subset [n] : |I| = |J| = k, |I \cap J| = k-1\} = \binom{n}{k} k(n-k)$, we conclude that

\[
\sum_{|I|=|J|=k, |I \cap J|=k-1} \mathbb{E} \det A(I) A(J) = \binom{n}{k} k(n-k)! \frac{1}{n!} = 1.
\]

$\square$
5.2. Proving the tightness of the sequence \((\chi_n)\) with the second moment argument. In the case of a sum of \(d > 1\) permutations, proving the tightness of \((\chi_n)\) using the criteria given in Subsection 4.1 is more involved and necessitates a detailed technical analysis of the determinant expansion of \(I - zA\). We recall that \(A = \sum_{q=1}^{d} P^{(q)}\), where \(P^{(q)}, q \in [d]\) are \(n \times n\) independent random permutation matrices. The subsequent computations crucially rely on the exchangeability of \(A\) as in \((4.6)\).

Lemma 5.2. For any \(n \geq 2\), it holds for all \(0 < r < 1\) and \(1 \leq d < \sqrt{\frac{n(1-r)}{r}}\),

\[
\sum_{k \geq 1} \frac{r^k}{k!} \sum_{|l| = k} \mathbb{E} \det(A(l))^2 \leq \frac{2}{1 - r - \frac{rd^2}{n}}.
\]

Proof. First observe that

\[
\sum_{|l| = k} \mathbb{E} \det(A(l))^2 = \sum_{|l| = k, \sigma, \tau \in S(l)} \epsilon(\sigma)\epsilon(\tau) \mathbb{E} \prod_{i \in [k]} A_{i, \sigma(i)} \prod_{j \in [l]} A_{j, \tau(j)}.
\]

Then, by symmetry of the permutation model,

\[
\sum_{|l| = k} \mathbb{E} \det(A(l))^2 = \binom{n}{k} \sum_{\sigma, \tau \in S_k} \epsilon(\sigma)\epsilon(\tau) \mathbb{E} \prod_{i \in [k]} A_{i, \sigma(i)} A_{i, \tau(i)}
\]

\[
= \binom{n}{k} \sum_{\sigma, \tau \in S_k} \epsilon(\sigma^{-1}\tau) \mathbb{E} \prod_{i \in [k]} A_{i, i} A_{i, \sigma^{-1}\tau(i)}
\]

\[
= \binom{n}{k} \sum_{\sigma \in S_k} \epsilon(\tau) \mathbb{E} \prod_{i \in [k]} A_{i, i} \prod_{\tau \in S_k} P^{(q_i)}_{i, \tau(i)}
\]

(5.2)

where we used \((4.6)\) to obtain \((5.2)\). Observe that for any fixed \(q, \ell \in [d]^k\) and all \(i \in [k]\), if \(q_i = \ell_i\) then

\[
P^{(q_i)}_{i, \tau(i)} P^{(\ell_i)}_{i, \tau(i)} = P^{(q_i)}_{i, \tau(i)} \mathbb{1}\{\tau(i) = i\},
\]

and using independence,

\[
\mathbb{E} \prod_{i \in [k]} P^{(r)}_{ii} P^{(r)}_{i, \tau(i)} = \prod_{r \in [d]} \mathbb{E} \left[ \prod_{i, q_i = r} P^{(r)}_{ii} \prod_{i, \ell_i = r} P^{(r)}_{i, \tau(i)} \right]
\]

\[
= \prod_{r \in [d]} \mathbb{1}\{\tau(i) = i; \forall i \in \{q_i = \ell_i = r\}\} \mathbb{E} \left[ \prod_{i, q_i = r} P^{(r)}_{ii} \prod_{i \in K_r} P^{(r)}_{i, \tau(i)} \right]
\]

where \(K_r = K_r(\ell, q) = \{i : \ell_i = r, q_i \neq \ell_i\}\). Let \(K = K(\ell, q) = \{i : q_i \neq \ell_i\} = \bigcup_{r=1}^{d} K_r (\text{disjoint})\) and for \(r \in [d]\),

\[
\Theta_r(\tau) = \mathbb{E} \left[ \prod_{i, q_i = r} P^{(r)}_{ii} \prod_{i \in K_r} P^{(r)}_{i, \tau(i)} \right] \mathbb{1}\{\tau(i) \neq \{i : q_i = r\}; \forall i \in K_r\}.
\]

This implies that

(5.3)

\[
\sum_{\tau \in S_k} \epsilon(\tau) \mathbb{E} \prod_{i \in [k]} P^{(q_i)}_{ii} P^{(\ell_i)}_{i, \tau(i)} = \sum_{\tau \in S_k} \epsilon(\tau) \prod_{r \in [d]} \Theta_r(\tau)
\]

where in the right hand side of \((5.3)\), a sum over an empty set is considered 0. By \((4.6)\), observe that for any permutation \(\sigma \in S_K\) which fixes the subsets \(\{K_r\}_{r \in [d]}\),

\[
\prod_{r \in [d]} \Theta_r(\sigma \tau) = \prod_{r \in [d]} \Theta_r(\tau).
\]

Let

\[
\delta_r = \#K_r = \#\{i : \ell_i = r, q_i \neq \ell_i\}.
\]


If $\delta_r \geq 2$ for some $r \in [d]$, by a transposition, one has

$$\sum_{\tau \in S_K} \epsilon(\tau) \prod_{r \in [d]} \Theta_r(\tau) = 0.$$ 

In particular, this shows that for any fixed $q$, $\ell \in [d]^k$,

$$\left| \sum_{\tau \in S_K} \epsilon(\tau) \prod_{r \in [d]} \Theta_r(\tau) \right| \leq \Delta! \prod_{r \in [d]} 1 \{ \delta_r \in \{0, 1\} \} \left( n - \#\{ i : q_i = r \} - \delta_r \right)! \frac{1}{n!}, \quad \Delta = \sum_{r \in [d]} \delta_r = \#K.$$

Observe that for any integers $k_1 \geq 1$, $k_2 \geq 0$, $\delta_1$, $\delta_2 \in \{0, 1\}$,

$$(5.4) \quad (n - k_1 - \delta_1)!(n - k_1 - k_2)! \leq \begin{cases} \frac{n!}{(n-k_2-\delta_2)! n^{k_1+\delta_2}}, & \delta_1 + \delta_2 \leq 1, \\
\frac{n!}{(n-k_2-\delta_2)! n^{k_1+\delta_2}}, & \delta_1 = \delta_2 = 1.
\end{cases}$$

Let $k_r(q) = \#\{ i : q_i = r \}$. We have $k_1 + \cdots + k_r = k$. By symmetry, we can assume $k_1 \geq 1$, and by induction, we obtain

$$\prod_{r \in [d]} \left( \frac{n - k_r - \delta_r}{n!} \right)! \leq \frac{2}{n^{\delta_1 + \delta_2}} \frac{(n - k_1 - k_2)!}{n!} \prod_{r \geq 3} \left( \frac{n - k_r - \delta_r}{n!} \right)!$$

where $\Delta = \sum_{r \in [d]} \delta_r$. We conclude that

$$\left| \sum_{\tau \in S_K} \epsilon(\tau) \prod_{r \in [d]} \Theta_r(\tau) \right| \leq \frac{2\Delta!(n-k)!}{n!n^\Delta} \prod_{r \in [d]} 1 \{ \delta_r \in \{0, 1\} \}, \quad \Delta = \sum_{r \in [d]} \delta_r = \#K.$$ 

Going back to (5.2), using formula (5.3), this argument shows that

$$\sum_{|l|=k} \mathbb{E} \det(A(I)^2) \leq 2 \sum_{q_1, \ldots, q_k \in [d]} \sum_{\ell_1, \ldots, \ell_k \in [d]} \frac{\Delta!}{n^\Delta} \prod_{r \in [d]} 1 \{ \delta_r \in \{0, 1\} \}.$$ 

For $\ell \in [d]^k$, let us denote $k_r = k_r(\ell) = \#\{ i : \ell_i = r \}$ for $r \in [d]$. Observe that given $k_1, \ldots, k_r$, there are $\binom{k}{k_1, \ldots, k_d}$ many choices of $\ell \in [d]^k$, and for $\delta \in \{0, 1\}^d$, there are at most $d^\Delta \prod_{r=1}^d k_r^{\delta_r}$ configurations $q \in [d]^k$ which contributes to the previous sum. Hence,

$$\sum_{|l|=k} \mathbb{E} \det(A(I)^2) \leq 2 \sum_{k_1, \ldots, k_d \geq 0} \binom{k}{k_1, \ldots, k_d} \sum_{\delta_1, \ldots, \delta_d \in \{0, 1\}} \prod_{r \in [d]} \left( \frac{k_r d^2}{n} \right)^{\delta_r}$$

$$= 2 \sum_{k_1, \ldots, k_d \geq 0} \binom{k}{k_1, \ldots, k_d} \prod_{r \in [d]} \left( 1 + \frac{k_r d^2}{n} \right)$$

$$(5.5) \quad = 2d^k \left( 1 + \frac{d}{n} \right)^d x^k|_{x=1}.$$ 

The last identity follows from the fact that the second display equals (up to a factor 2)

$$\sum_{k_1, \ldots, k_d \geq 0} \binom{k}{k_1, \ldots, k_d} \prod_{r \in [d]} (1 + \epsilon \partial_x) x^{k_r}|_{x=1} = \prod_{r \in [d]} (1 + \epsilon \partial_x) \left( \sum_{k_1, \ldots, k_d \geq 0} \binom{k}{k_1, \ldots, k_d} \prod_{r \in [d]} x^{k_r} \right)|_{x_1 = \ldots = x_d = 1}$$

$$= \prod_{r \in [d]} (1 + \epsilon \partial_x) \left( x_1 + \cdots + x_d \right)^k|_{x_1 = \ldots = x_d = 1}$$

$$= (1 + \epsilon \partial_x)^d x^k|_{x=d}$$

$$= d^k \left( 1 + \frac{d}{n} \right)^d x^k|_{x=1}.$$
by scaling, and taking $\epsilon = d^2/n$. By summing over all $k \in \mathbb{N}_0$, we conclude that for any $0 < r < 1$,

$$\sum_{k \in \mathbb{N}} \frac{r^k}{k!} \sum_{|I|=k} \mathbb{E} \det(A(I)^2) \leq 2 \left(1 + \frac{d}{n} \partial_x\right)^d \frac{1}{1 - x^r} \bigg|_{x=1}$$

$$= 2 \sum_{\ell \geq 0} \left(\frac{d}{\ell}\right) \frac{d^\ell}{n^\ell} \frac{\partial^\ell}{\partial x^\ell} \frac{1}{1 - x^r} \bigg|_{x=1}$$

$$\leq 2 \sum_{\ell=0}^d \frac{d!}{(d-\ell)!} \frac{(dr)^\ell}{n^\ell} \frac{1}{(1-r)^{\ell+1}}$$

$$\leq \frac{2}{1-r} \sum_{\ell=0}^{\infty} \left(\frac{d^2 r}{n(1-r)}\right)^\ell \leq \frac{2}{1-r} \cdot \frac{1}{1 - \frac{d^2 r}{n(1-r)}} = \frac{2}{1-r(1 + \frac{d^2}{n})}.$$  

The previous sum converges if $\frac{d^2 r}{n(1-r)} < 1$. This completes the proof. \hfill \Box

**Lemma 5.3.** For any $n \geq 2$, it holds for all $0 < r < 1$ and $1 \leq d < \frac{n(1-r)}{r}$,

$$\sum_{k \geq 1} \frac{r^k}{k!+1} \sum_{|I|=|J|=k, |I\cap J|=k-1} \mathbb{E} \det(A(I)A(J)) \leq \frac{r}{(1-r - \frac{d^2 r}{n})^2}.$$

**Proof.** Using the invariance (4.6) of the random matrix $A$, for $k \leq n-1$, we can rewrite

$$(5.6) \quad \sum_{|I|=|J|=k, |I\cap J|=k-1} \mathbb{E} \det(A(I)A(J)) = \binom{n}{k} (n-k) \sum_{\tau \in S_k \otimes S_1} \sum_{\sigma \in S_1 \otimes S_k} \epsilon(\sigma) \epsilon(\tau) \prod_{j=1}^{k+1} P_i \prod_{j=1}^k P_j,$$

where $S_k \otimes S_1 = \{\tau \in S_{k+1} : \tau(k+1) = k+1\}$, and $S_1 \otimes S_k = \{\sigma \in S_{k+1} : \sigma(1) = 1\}$. Now (5.6) can be written as

$$= \binom{n}{k} (n-k) \sum_{\tau \in S_k \otimes S_1} \sum_{\sigma \in S_1 \otimes S_k} \epsilon(\sigma) \epsilon(\tau) \prod_{j=1}^{k+1} P_i \prod_{j=1}^k P_j,$$

where $K = K(\ell, q) = \{j \in [k] : q_j \neq \ell_j\}$. By convention $1 \in K$ and by symmetry we may assume that $l_1 = 1$ and multiply the sum with an extra factor $d$. Moreover, by the argument following (5.3), we must have for all $r \in \{2, \ldots, d\}$,

$$\delta_r = \# \{j \in K : \ell_j = r\} \in \{0, 1\}$$

for otherwise the sum over all permutation $\tau \in S_k$ yields $0$ by a transposition. Similarly, we must have

$$\delta_1 = \# \{j \in K : \ell_j = 1\} = 1$$

since $1 \in K$. Then, for any configuration $q, \ell \in [d]^k$ with $l_1 = 1$, following the argument in (5.4), it holds for any $\sigma, \tau \in S_{k+1}$

$$\prod_{r \in [d]} \mathbb{E} \left[ \prod_{i \geq 2}^{Q_i=r} P_{i,\sigma(i)} \prod_{j \in K: \ell_j=r} P_{j,\tau(j)} \right] \leq \prod_{r \in [d]} \frac{(n - \# \{i \geq 2 : q_i = r\} - \delta_r)!}{n!}$$

$$= \frac{(n-k-1)!}{n!} \prod_{r \geq 2} \frac{(n-k_r - \delta_r)!}{n!}$$

$$\leq \frac{(n-k-1)!}{n! n^\Delta}$$
where \( \Delta = \sum_{r=2}^{d} \delta_r \) and \( k_r = k_r(q) = \# \{ i \geq 2 : q_i = r \} \) form a partition of \( k \) for \( r \in [d] \). Moreover, for any \( \Delta \leq d - 1 \) and any given \( \sigma \in S_1 \otimes S_k \),

\[
\# \{ \tau \in S_k : \tau(j) = \sigma(j), \forall j \in [k] \setminus K \} \leq (\Delta + 1)! \leq d^\Delta,
\]

so that this argument shows that

\[
\binom{n}{k}(n-k) \sum_{\ell_1,\ldots,\ell_k} \sum_{q_2,\ldots,q_{k+1} \in [d]} \sum_{r \in S_2 \otimes S_1} \epsilon(\sigma) \epsilon(\tau) 1 \{ \tau(j) = \sigma(j), \forall j \in [k] \setminus K \} \prod_{r \geq 2: q_i = r} P_i, \sigma(i) \prod_{j \in K: \ell_j = r} P_{j r} \tau(j) \]

\[
\leq dk \sum_{q_2,\ldots,q_{k+1} \in [d]} \sum_{\ell_2,\ldots,\ell_k \in [d]} \frac{d^\Delta}{n^\Delta} 1 \{ \delta_1 = 1 \} \prod_{r=2}^{d} 1 \{ \delta_r \in \{0,1\} \}.
\]

Let \( k_r = \# \{ i \geq 2 : \ell_i = r \} \) for \( r \in [d] \). There are \( \binom{k-1}{k_1,\ldots,k_d} \) many choices of \( \ell \in [d]^k \) with \( \ell_1 = 1 \). As in the proof of Lemma 5.2, for a given \( l \in [d]^k \) with \( \ell_1 = 1 \), there are at most

\[
d^\Delta+1 \prod_{r=2}^{d} k_r^\delta_r
\]

configurations \( (q_2,\ldots,q_{k+1}) \in [d]^k \) which contribute to the previous sum; this is because there are \( d^\Delta \prod_{r=2}^{d} k_r^\delta_r \) many choices for \( (q_2,\ldots,q_k) \) and at most \( d \) choices for \( q_{k+1} \). Hence,

\[
dk \sum_{q_2,\ldots,q_{k+1} \in [d]} \sum_{\ell_2,\ldots,\ell_k \in [d]} \frac{d^\Delta}{n^\Delta} 1 \{ \delta_1 = 1 \} \prod_{r=2}^{d} 1 \{ \delta_r \in \{0,1\} \}
\]

\[
\leq d^2 k \sum_{k_1,\ldots,k_d \geq 0} \binom{k-1}{k_1,\ldots,k_d} \sum_{\delta_2,\ldots,\delta_d \in \{0,1\}} \prod_{r=2}^{d} \binom{k_r d^2}{n} \delta_r
\]

\[
\leq k d^{k+1} (1 + \frac{d}{n} \partial_x) d x^{k-1} \bigg|_{x=1}.
\]

The last inequality follows as in the proof of Lemma 5.2 (replacing \( k \) by \( k-1 \)). Summing over all \( k \in \mathbb{N} \), we conclude that for any \( 0 < r < 1 \),

\[
\sum_{k \geq 1} \frac{r^k}{d^{k+1}} \left| \frac{\det A(I) A(J)}{|I|=|J|=k, |I \cap J|=k-1} \right|
\]

\[
\leq \sum_{k \geq 1} k r^k (1 + \frac{d}{n} \partial_x) d x^{k-1} \bigg|_{x=1} = (1 + \frac{d}{n} \partial_x) d \left( \frac{r}{(1- \partial x)^2} \right) \bigg|_{x=1}
\]

\[
= \sum_{\ell=0}^{d} \left( \frac{d}{\ell} \frac{d^\ell}{n^\ell} \frac{r}{(1- \partial x)^2} \right) \bigg|_{x=1}
\]

\[
= r \sum_{\ell=0}^{d} \frac{d!}{(d- \ell)! \ell!} \frac{(rd)^\ell (\ell+1)!}{n^\ell (1-r)^{\ell+2}}
\]

\[
\leq \frac{r}{(1-r)^2} \sum_{\ell=0}^{\infty} (\ell+1) \left( \frac{d^2 r}{n(1-r)} \right)^\ell = \frac{r}{(1-r-(rd^2/n)^2}.
\]

This completes the proof.

\( \square \)

**Proof of Proposition 3.1.** From Lemma 5.2 and Lemma 5.3, together with (4.5), we obtain when \( 1 \leq d \leq \sqrt{n(1-r)} \),

\[
\sum_{k \leq n} \frac{r^k}{d^{k+1}} \left| \frac{\Delta_k^{(n)}}{\Delta_k} \right|^2 \leq \frac{2d + r}{(1-r-(rd^2/n)^2}.
\]
Then from (4.1), (4.4), the conclusion holds.

5.3. Asymptotics of traces of sums of \( d \) independent uniform permutations. We now turn to the identification of the limits of \( \text{trace}(A^k) \) stated in Theorem 3.2. We will first need some probability estimates for the \( d = 1 \) case that will be used in the sequel.

5.4. Probability estimates for the \( d = 1 \) case. Recall that in case \( d = 1 \), \( A = P = (1_{\pi(i)=j})_{i,j \in [n]} \) where \( \pi \) is a uniform random element of \( S_n \). We start by giving an estimate on the probability of generic events. Recall that for \( s \in \mathbb{N} \), we denote

\[ \mathcal{E}_s = \{ i \in [n]^s : i_1, \ldots, i_s \text{ are distinct} \}. \]

**Proposition 5.4.** Let \( r, s \in \mathbb{N}_0 \) with \( r + s < n \) and fix \( i, j \in \mathcal{E}_s \) such that \( (i_1, j_1), \ldots, (i_s, j_s) \) are distinct, and \( k, q \in [n]^r \). Assume

\[ (k_1, q_1), \ldots, (k_r, q_r) \cap (i_1, j_1), \ldots, (i_s, j_s) = \emptyset. \]

Then there exists \( 0 \leq \varepsilon \leq \frac{r}{n-s} \) such that

\[ \mathbb{P}(P_{i_1,j_1} = \ldots = P_{i_s,j_s} = 1, P_{k_1,q_1} = \ldots = P_{k_r,q_r} = 0) = (1 - \varepsilon) \frac{(n-s)!}{n!}. \]

Otherwise, if \( i \notin \mathcal{E}_s \) or \( j \notin \mathcal{E}_s \) or the condition (5.9) fails, then the probability on the LHS of (5.10) equals 0.

**Proof.** Under the hypothesis (5.9), we have the upper-bound

\[ \mathbb{P}(P_{i_1,j_1} = \ldots = P_{i_s,j_s} = 1, P_{k_1,q_1} = \ldots = P_{k_r,q_r} = 0) \leq \mathbb{P}(\pi(i_1) = j_1, \ldots, \pi(i_s) = j_s) = \frac{(n-s)!}{n!} \]

valid for any \( i, j \in \mathcal{E}_s \). For the lower-bound, we may assume that \( k_1, \ldots, k_r \notin i \) and \( q_1, \ldots, q_r \notin j \). Otherwise, there are less constraints and the probability of the event in question is larger. In this case, using the invariance (4.6) of the uniform measure on \( S_n \), we can write

\[ \mathbb{P}(P_{i_1,j_1} = \ldots = P_{i_s,j_s} = 1, P_{k_1,q_1} = \ldots = P_{k_r,q_r} = 0) = \frac{(n-s)!}{n!} \mathbb{Q}(\pi(1) \neq 1, \ldots, \pi(r) \neq r) \]

where \( \mathbb{Q} \) is the uniform measure on \( S_{[n-s]} \). In particular, we have the simple lower-bound

\[ \mathbb{Q}(\pi(1) \neq 1, \ldots, \pi(r) \neq r) \geq 1 - r \mathbb{Q}(\pi(1) = 1) = 1 - \frac{r}{n-s}. \]

This proves the claim.

5.4.1. Subgraph probability estimation. Given integers \( 0 \leq k_1, \ldots, k_r \leq d \) with \( k = k_1 + \cdots + k_r \), define

\[ \mathcal{R}_k = \{ T \in \{0, 1\}^{d \times r} : \sum_{i=1}^{d} T_{ij} = k_j \text{ for all } j \in [r] \}. \]

Observe that

\[ |\mathcal{R}_k| = \binom{d}{k_1} \cdots \binom{d}{k_r} \leq \frac{d^k}{k_1! \cdots k_r!}. \]

**Proposition 5.5.** Fix \( i, j \in [n]^r \) for \( r \in \mathbb{N} \) such that \( (i_1, j_1), \ldots, (i_r, j_r) \) are distinct. Let \( k \in [d]^r \) and set \( k = k_1 + \cdots + k_r \). Then,

\[ \mathbb{P}(A_{i_1,j_1} = k_1, \ldots, A_{i_r,j_r} = k_r) \leq |\mathcal{R}_k| \frac{(n-k)!}{n!}. \]

**Proof.** Decomposing the event \( \{ A_{i_1,j_1} = k_1, \ldots, A_{i_r,j_r} = k_r \} \) in terms of the permutations \( P^1, \ldots, P^d \) leads to

\[ \mathbb{P}(A_{i_1,j_1} = k_1, \ldots, A_{i_r,j_r} = k_r) = \sum_{T \in \mathcal{R}} \mathbb{P} \left( \begin{bmatrix} P^1_{i_1,j_1} & \cdots & P^1_{i_r,j_r} \\ \vdots & \ddots & \vdots \\ P^d_{i_1,j_1} & \cdots & P^d_{i_r,j_r} \end{bmatrix} = T \right). \]

Since \( P^1, \ldots, P^d \) are independent, we obtain

\[ \mathbb{P}(A_{i_1,j_1} = k_1, \ldots, A_{i_r,j_r} = k_r) = \sum_{T \in \mathcal{R}} \prod_{\delta=1}^{d} \mathbb{P}(P_{i_1,j_1} = T_{\delta,1}, \ldots, P_{i_r,j_r} = T_{\delta,r}). \]
Each term in this product falls under Proposition 5.4 – either it equals 0 or (5.10) holds. Let \( s_\delta = T_{\delta,1} + \cdots + T_{\delta,r} \) for \( \delta \in [d] \), this implies that there exists \( 0 \leq \varepsilon_\delta \leq \frac{r}{n-r} \) for \( \delta \in [d] \) so that

\[
(5.12) \quad \mathbb{P}(A_{i_1,j_1} = k_1, \ldots, A_{i_r,j_r} = k_r) \leq \sum_{T \in \mathcal{T}} \prod_{\delta=1}^d (1 - \varepsilon_\delta) (n - s_\delta)! \frac{1}{n!}, \quad \text{with equality if } i, j \in E_r.
\]

Note that by definition of \( \mathcal{T} \), \( \sum_{\delta=1}^d s_\delta = \sum_{j=1}^r k_j = k \), this yields the upper-bound,

\[
\mathbb{P}(A_{i_1,j_1} = k_1, \ldots, A_{i_r,j_r} = k_r) \leq \sum_{T \in \mathcal{T}} \prod_{\delta=1}^d \frac{(n - s_\delta)!}{n!} \leq |\mathcal{T}| \frac{(n-k)!}{n!}
\]

where we used (3.4).

\[
(5.13) \quad \mathbb{P}(A_{i_1,j_1} = \cdots = A_{i_r,j_r} = 1) = (1 + \varepsilon)\theta^r.
\]

\[
(5.14) \quad \frac{(n-r)!}{n!} \leq \frac{1 + 2r^2/n}{n^r}.
\]

By Proposition 5.5 and using the fact that \( |\mathcal{K}_k| = d^r \) for \( k = (1, \ldots, 1) \), and (5.14), we get

\[
\mathbb{P}(A_{i_1,j_1} = \cdots = A_{i_r,j_r} = 1) \leq \left(1 + \frac{2r^2}{n}\right) \theta^r.
\]

For the lower bound, by formula (5.12) in case \( i, j \in E_r \),

\[
\mathbb{P}(A_{i_1,j_1} = k_1, \ldots, A_{i_r,j_r} = k_r) \geq (1 - \varepsilon)^d \sum_{T \in \mathcal{T}} \prod_{\delta=1}^d \frac{(n - s_\delta)!}{n!}
\]

with \( \varepsilon = \frac{r}{n-r} \). By convexity, when \( r < n/2 \), \((1-\varepsilon)^d \geq 1 - d\varepsilon \). Then, using that in this case \( \sum_{\delta=1}^d s_\delta = \sum_{j=1}^r k_j = r \), this implies that

\[
\mathbb{P}(A_{i_1,j_1} = k_1, \ldots, A_{i_r,j_r} = k_r) \geq (1 - d\varepsilon)|\mathcal{T}|n^{-r}.
\]

This concludes the proof.

As a direct consequence of Proposition 5.6, we have the asymptotics of the probability of a simple cycle on the digraph of the random matrix \( A \). We now turn to bounding joint moments of the entries of the random matrix \( A \).

\[
(5.7) \quad \text{For a fixed constant } r \in \mathbb{N}, \text{ fix } \alpha, \beta \in \mathbb{N}^r \text{ and let } \beta = \beta_1 + \cdots + \beta_r. \text{ Let } \theta = d/n \text{ and assume that } d \leq \sqrt{n}. \text{ Then, for any } i, j \in [n]^r,
\]

\[
\mathbb{E}[A_{i_1,j_1}^{\alpha_1} \cdots A_{i_r,j_r}^{\alpha_r} 1_{\{A_{i_1,j_1} \geq \beta_1, \ldots, A_{i_r,j_r} \geq \beta_r\}}] = O_{\alpha,\beta}(\theta^d).
\]

\[
\text{Proof. Without loss of generality, we may assume that } (i_1, j_1), \ldots, (i_r, j_r) \text{ are distinct. By Proposition 5.5 and (5.11), we have}
\]

\[
\mathbb{E}[A_{i_1,j_1}^{\alpha_1} \cdots A_{i_r,j_r}^{\alpha_r} 1_{\{A_{i_1,j_1} \geq \beta_1, \ldots, A_{i_r,j_r} \geq \beta_r\}}] = \sum_{k \in [d]^r, k \geq \beta} k_1^{\alpha_1} \cdots k_r^{\alpha_r} \mathbb{P}(A_{i_1,j_1} = k_1, \ldots, A_{i_r,j_r} = k_r)
\]

\[
\leq \sum_{k \in [d]^r, k \geq \beta} \frac{k_1^{\alpha_1} \cdots k_r^{\alpha_r}}{k_1! \cdots k_r!} \frac{(n-k)!}{n!}; \quad k = k_1 + \cdots + k_r.
\]
Again with (5.14), we can bound \( \frac{(n-k)!}{n!} \leq \frac{1+2k^2/n}{n^k} \) for \( k \leq n/2 \). Since \( r \) is fixed, this yields the estimate valid for \( k \leq rd \leq n/2 \), and \( d \leq \sqrt{n} \).

\[
\mathbb{E}[A_{i_1,j_1} \cdots A_{i_r,j_r} 1_{\{A_{i_k,j_k} \geq \beta_k, k \in [r]\}}] \leq (1 + 2r^2 d^2/n) \sum_{k \geq \beta, j=1}^r \prod_{k \geq \beta, j=1}^r \frac{k \alpha_j}{k_j!} \theta^{k_j} \leq (1 + 2r^2) \sum_{k \geq \beta, j=1}^r \prod_{k \geq \beta, j=1}^r \frac{k \alpha_j}{k_j!} \theta^{k_j}.
\]

Now, we can use the bound for \( \theta \leq 1 \),

\[
\sum_{k \geq b} \frac{k^a}{k!} \theta^k \leq C_{a,b} \theta^b,
\]
to conclude the proof. \( \square \)

5.4.2. Reducing traces to cycle counts in the digraph of A. Recall that

\[
\text{tr}(A^k) = \sum_{i \in [n]^k} A_i.
\]

In particular, by Proposition 5.7 applied with \( \alpha_1 + \cdots + \alpha_r = k, \beta_1 = \cdots = \beta_r = 1 \),

\[
\mathbb{E}\text{tr}(A^k) \leq C_k n^k \theta^k = C_k d^k.
\]

In particular, in the regime where \( d \) is fixed, for any \( k \in \mathbb{N} \), the non-negative random variables \( \{\text{tr}(A^k)\}_{n \in \mathbb{N}} \) are tight.

For every \( i = (i_1, \ldots, i_k) \in [n]^k \), we can associate a digraph

\[
V(i) = \{i_1, \ldots, i_k\} \quad v(i) = \#V(i)
\]

\[
E(i) = \{(i_1, i_2), (i_2, i_3), \ldots, (i_{k-1}, i_k), (i_k, i_1)\} \quad e(i) = \#E(i).
\]

One can interpret \( v(i) \) as the number of ‘vertices’ of \([n]\) that are visited by \( i \), and \( e(i) \) as the number of distinct ‘edges’ of \( i \). The digraph \((V(i), E(i))\) contains at least a loop, so necessarily \( v(i) \leq e(i) \leq k \). For integers \( v \leq e \leq k \), we define

\[
\mathcal{E}_k(v, e) = \{i \in [n]^k : v(i) = v, e(i) = e\}.
\]

Let us decompose

\[
\text{tr}(A^k) = \sum_{i \in \mathcal{E}_k(v, e)} 1_{A_i} + \sum_{i \in \mathcal{E}_k(v, e)} A_i 1_{A_i \geq 1} + \sum_{i \in \mathcal{E}_k(v, e)} A_i =: T_k + R_k + S_k.
\]

First, let us show that both \( R_k \) and \( S_k \) can be treated as negligible errors.

**Lemma 5.8.** Suppose that \( d = n^{o(1)} \) as \( n \to \infty \). For any fixed \( k \in \mathbb{N} \), \( (R_k + S_k) \to 0 \) in probability as \( n \to \infty \).

**Proof.** For any \( i \in [n]^k \), by Proposition 5.7 with \( k \) fixed,

\[
\mathbb{E}A_i \leq C_k \theta^{e^{(1)}} \quad \theta = d/n,
\]

since there are \( e \) different entries and we can take \( \beta = (1, \ldots, 1) \). Since \( |\mathcal{E}_k(v, e)| \leq k! n^v \), this shows that

\[
\mathbb{E}S_k \leq \sum_{v < e \leq k} C_k n^v \theta^e \leq C_k \frac{d^k}{n}.
\]

We conclude that if \( d = n^{o(1)} \), then \( \mathbb{E}S_k \to 0 \) as \( n \to \infty \). Similarly, by Proposition 5.7,

\[
\mathbb{E}A_i 1_{A_i \geq 1} \leq C_k \theta^{e^{(1)}+1},
\]

so that

\[
\mathbb{E}R_k \leq \sum_{v \leq k} C_k n^v \theta^{v+1} \leq C_k \frac{d^{k+1}}{n}.
\]

Hence, also \( \mathbb{E}R_k \to 0 \) as \( n \to \infty \). \( \square \)
Lemma 5.9 (Lemma 9.3 in [21]). $\mathcal{E}_k(v, v)$ is empty if $v$ is not a divisor of $k$. Otherwise, if $k = vq$, then the elements of $\mathcal{E}_k(v, v)$ are exactly the sequences

\[(i_1, i_2, \ldots, i_v, i_1, \ldots, i_v, \ldots, i_1, \ldots, i_v)\]

where the subsequence $v' = (i_1, \ldots, i_v) \in \mathcal{E}_v$ is repeated $q$ times. Moreover, the events $\{A_1 = 1\} = \{A_{v'} = 1\}$.

Lemma 5.9 implies that according to (5.16),

\[T_k = \sum_{v | k} \sum_{v' \in \mathcal{E}_v} 1_{A_{v'} = 1}.\]

Let us denote for $\ell \in [n]$,

\[(5.18) \quad \mathcal{E}_\ell := \{1 = (i_1, \ldots, i_\ell) \ modulo \ cyclic \ permutation : i_k \in [n], \ distincts\}\]

and the random variables

\[(5.19) \quad Q_\ell := \sum_{i \in \mathcal{E}_\ell} 1_{A_i = 1}.\]

With this new notation,

\[(5.20) \quad T_k = \sum_{\ell | k} \ell Q_\ell.\]

The interpretation is that $Q_\ell$ is the number of (oriented) $\ell$-cycles on the digraph defined by the random matrix $A$ and $T_k$ is a good approximation for $\text{tr}(A^k)$.

5.4.3. Asymptotics of joint moments of cycle counts. If $Q \in \mathbb{N}$, we denote its falling factorials by

\[(Q)_r = Q(Q - 1) \cdots (Q - r + 1), \quad r \in \mathbb{N}.\]

Our interest in these quantities stems from the fact that if $Q = |C|$ for a finite set $C$, then

\[(5.21) \quad (Q)_r = |\{(j_1, \ldots, j_r) : j_k \in C \ distincts\}|.\]

The following basic probabilistic result holds.

Lemma 5.10. For $\lambda > 0$, $\Lambda \sim \text{Poisson}(\lambda)$ if and only if for all $r \in \mathbb{N}$,

\[\mathbb{E}(\Lambda)_r = \lambda^r.\]

Proposition 5.11. Recall the notation (5.19) and fix $k \in \mathbb{N}$ and $\alpha \in \mathbb{N}_0^k$. Then, as $n \to \infty$

\[\mathbb{E}[(Q_1)_{\alpha_1} \cdots (Q_k)_{\alpha_k}] = \left(\frac{d^1}{1}\right)^{\alpha_1} \cdots \left(\frac{d^m}{m}\right)^{\alpha_m} (1 + O(\alpha(d/n))).\]

The proof of Proposition 5.11 will be given in Section 5.5.2. It relies on Proposition 5.6 and basic combinatorial arguments counting certain collections of (distinct) cycles on the digraph of the random matrix $A$. To illustrate the argument, we compute the first and second moment of the random variable $Q_\ell$ in Section 5.5.1.

According to Lemma 5.10, Proposition 5.11 directly implies that for a fixed $d \in \mathbb{N}$, for any fixed $\ell, \alpha \in \mathbb{N}^k$,

\[(5.22) \quad \lim_{n \to \infty} \mathbb{E}[(Q_{\ell_1})_{\alpha_1} \cdots (Q_{\ell_k})_{\alpha_k}] = \mathbb{E}[(\Lambda_{\ell_1})_{\alpha_1} \cdots (\Lambda_{\ell_k})_{\alpha_k}]\]

where the Poisson random variables $\{\Lambda_{\ell}\}_{\ell \in \mathbb{N}}$ are given by Definition 2.1. Now we are ready to prove Theorem 3.2.
Proof of (3.2). The joint convergence of the factorial moments described in (5.22) implies that for every $k \in \mathbb{N}$,

$$(Q_1, \ldots, Q_k) \xrightarrow{\text{law}} _{n \to \infty} (\Lambda_1, \ldots, \Lambda_k)$$

and in the sense of moments. Then, by the Cramér-Wold theorem, for every $k \in \mathbb{N}$,

$$\left( T_1 = Q_1, \ldots, T_k = \sum_{\ell \leq k} \ell \chi_\ell \right) \xrightarrow{\text{law}} _{n \to \infty} \left( \Lambda_1, \ldots, \sum_{\ell \leq k} \ell \Lambda_\ell \right).$$

By Lemma 5.8, for every $k \in \mathbb{N}$ and any $\epsilon > 0$,

$$\mathbb{P}\left( |\text{tr}(A) - T_1| + \cdots + |\text{tr}(A^k) - T_k| \geq \epsilon \right) \xrightarrow{n \to \infty} 0$$

This establishes that for any fixed $d \in \mathbb{N}$ and $k \in \mathbb{N}$,

$$\left( \text{tr}(A), \ldots, \text{tr}(A^k) \right) \xrightarrow{\text{law}} _{n \to \infty} \left( \Lambda_1, \ldots, \sum_{\ell \leq k} \ell \Lambda_\ell \right).$$

Proof of (3.3). In the regime where the degree $d = d(n) \to \infty$ so that $d = n^{o(1)}$ as $n \to \infty$, the error term in Proposition 5.11 is so good that we can directly show that the random variables $(Q_\ell)_{\ell \in \mathbb{N}}$ converge to independent Gaussians in the sense of finite dimensional distributions. Namely, the asymptotics from Proposition 5.11 yields the conditions (A.5)–(A.6) in Lemma A.1 with

$$\lambda_{i,n} = d(n)^{1/i} \quad \text{and} \quad \epsilon_{k,n} = O_k(d(n)/n).$$

In particular since for every $k \in \mathbb{N}$, $d(n)^k/n \to 0$ as $n \to \infty$, by Lemma A.1, we conclude that for any $\ell \in \mathbb{N}$

$$(Q_1 - d, \ldots, Q_\ell - d^{\ell}/\ell) \xrightarrow{\text{law}} _{n \to \infty} (N_1, \ldots, N_\ell),$$

as well as in the sense of moments, where $\{N_\ell\}_{\ell \in \mathbb{N}}$ are as in Definition 2.3. Observe that according to (5.20), we can write for $k \in \mathbb{N}$,

$$T_k - d^k = \sum_{\ell \leq k} \sqrt{\ell} d^{-(k-\ell)/2} \left( \frac{Q_\ell - d^\ell/\ell}{\sqrt{d^{\ell}/\ell}} \right) + \sum_{\ell \mid k, \ell < k} d^{\ell-k/2}$$

Hence, by (5.24) and the Cramér-Wold theorem, for every $k \in \mathbb{N}$,

$$\left( \frac{T_1 - d}{\sqrt{d}}, \ldots, \frac{T_{2k} - d^{2k}}{\sqrt{d^{2k}}} \right) \xrightarrow{\text{law}} _{n \to \infty} (N_1, \sqrt{2}N_2 + 1, \sqrt{3}N_3, \ldots, \sqrt{2k}N_{2k} + 1).$$

Note that in (5.25), as $d(n) \to \infty$, only the term $\ell = k$ contributes to the random and the term $\ell = k/2$ contributes to the mean if $k \in 2\mathbb{N}$. In particular, once normalized, the weak limit of $T_k$ are still independent Gaussians.

To finish the proof of (3.3), by (5.16) and Lemma 5.8 which still holds in the regime where $d = n^{o(1)}$, for a fixed $k \in \mathbb{N}$,

$$\left( \frac{\text{tr}(A^1) - d}{\sqrt{d}}, \ldots, \frac{\text{tr}(A^{2k}) - d^{2k}}{\sqrt{d^{2k}}} \right) = \left( \frac{T_1 - d}{\sqrt{d}}, \ldots, \frac{T_{2k} - d^{2k}}{\sqrt{d^{2k}}} \right) + o(1) \xrightarrow{n \to \infty}$$

where the error is controlled as in (5.23). This completes the proof of Theorem 3.2.

5.5. Proof of Proposition 5.11. We now prove Proposition 5.11. We first prove the proposition only for first and second moments, to give a flavour of the proof. The complete proof is in Subsection 5.5.2.
5.5.1. *First and second moment.* Let us first prove that

$$
\mathbb{E}[Q_i] = \frac{d^i}{i} (1 + O_{\ell}(d/n)),
$$

and that

$$
\mathbb{E}[(Q_i)_2] = \left(\frac{d^i}{i}\right)^2 (1 + O_{\ell}(d/n)).
$$

By (5.19) and since $|\mathcal{C}_\ell| =(n)_\ell/\ell$, according to Proposition 5.6, there exists $\varepsilon = O_{\ell}(d/n)$ so that

$$
\mathbb{E}Q_\ell = |\mathcal{C}_\ell|(1 + \varepsilon)(d/n)^\ell.
$$

For fixed $\ell \in \mathbb{N}$, this shows that as $n \to \infty$,

$$
\mathbb{E}Q_\ell = d^\ell/\ell(1 + O_{\ell}(d/n)).
$$

For the second (factorial) moment, by (5.21),

$$
\mathbb{E}(Q_\ell)_2 = \sum_{i,j \in \mathcal{C}_\ell, i \neq j} \mathbb{P}(A_i = 1, A_j = 1).
$$

If we identify $i, j$ with $\ell$-cycles, observe that the condition $i \neq j$ implies that the digraph $\{i, j\}$ obtained by concatenating $i, j$,

$$
\begin{array}{l}
V(\{i, j\}) = \{i_1, \ldots, i_\ell, j_1, \ldots, j_\ell\} \\
E(\{i, j\}) = \{(i_1, i_2), (i_2, i_3), \ldots, (i_{n-1}, i_\ell), (i_\ell, i_1), (j_1, j_2), (j_2, j_3), \ldots, (j_{n-1}, j_\ell), (j_\ell, j_1)\}
\end{array}
$$

satisfies

$$
\{i, j\} \cap j = \emptyset \quad \text{if and only if} \quad |V(\{i, j\})| = |E(\{i, j\})|.
$$

In particular, we can split

$$
\mathbb{E}(Q_\ell)_2 = \sum_{i,j \in \mathcal{C}_\ell, i \cap j = \emptyset} \mathbb{P}(A_i = 1, A_j = 1) + \sum_{i,j \in \mathcal{C}_\ell, |V| < |E|} \mathbb{P}(A_i = 1, A_j = 1)
$$

where the second term is due to (5.27). By Proposition 5.5, we have for $i, j \in \mathcal{C}_\ell$,

$$
\mathbb{P}(A_i = 1, A_j = 1) \leq C_{\ell}(d/n)^{|E|}
$$

and $|\{i, j \in \mathcal{C}_\ell, |V| = v\}| \leq C_{\ell}n^v$ for $v \in \{\ell, \ldots, 2\ell\}$, so that

$$
\sum_{i,j \in \mathcal{C}_\ell, |V| < |E|} \mathbb{P}(A_i = 1, A_j = 1) \leq C_{\ell}d^{2\ell}/n.
$$

On the other hand, also by Proposition 5.6, for $i, j \in \mathcal{C}_\ell$ disjoint, there exists $\varepsilon = O_{\ell}(d/n)$ so that

$$
\mathbb{P}(A_i = 1, A_j = 1) = (1 + \varepsilon)(d/n)^{2\ell}.
$$

Moreover, for a fixed $\ell \in \mathbb{N}$, we have $|\{i, j \in \mathcal{C}_\ell, i \cap j = \emptyset\}| = \frac{n^{2\ell}}{E} (1 - O_{\ell}(1/n))$ as $n \to \infty$. This shows that as $n \to \infty$

$$
\mathbb{E}(Q_\ell)_2 = \frac{d^{2\ell}}{\ell^2} (1 + O_{\ell}(d/n)).
$$
5.5.2. Proof of Proposition 5.11. Fix \( k \in \mathbb{N} \) and \( \alpha \in \mathbb{N}^k_0 \). Recall (5.18) and let us denote

\[
\Gamma_\alpha = \{ \vec{i} = \{ i_{r,\ell} \}_{r \in [\alpha], \ell \in [k]} : i_{1,\ell}, \ldots, i_{\alpha,\ell} \in \mathbb{E}_\ell, \text{ distincts, for all } \ell \in [k] \}.
\]

An element \( \vec{i} \in \Gamma_\alpha \) is a collection of distinct cycles of length \((1, \ldots, 1, \ldots, k, \ldots, k)\). Then, by (5.21), we have

\[
\mathbb{E} \left[ \langle Q_{t_\ell} \rangle_{\alpha_1} \cdots \langle Q_{t_k} \rangle_{\alpha_k} \right] = \sum_{\vec{i} \in \Gamma_\alpha} \mathbb{P}(A_{i_{r,\ell}} = 1, \forall r \in [\alpha], \forall \ell \in [k]).
\]

Generalizing the notation (5.26), the digraph \( \vec{i} \) satisfies

\[
|V(\vec{i})| = |E(\vec{i})| \quad \text{if and only if} \quad \text{the cycles } i_{r,\ell} \text{ are all disjoint.}
\]

This follows e.g. by induction on (5.27). Hence, we split

\[
\mathbb{E} \left[ \langle Q_{t_\ell} \rangle_{\alpha_1} \cdots \langle Q_{t_k} \rangle_{\alpha_k} \right] = \sum_{\vec{i} \in \Gamma_\alpha, i_{r,\ell} \text{ disjoint}} \mathbb{P}(A_{i_{r,\ell}} = 1, \forall r \in [\alpha], \forall \ell \in [k])
\]

\[
+ \sum_{\vec{i} \in \Gamma_\alpha, |V(\vec{i})| < |E(\vec{i})|} \mathbb{P}(A_{i_{r,\ell}} = 1, \forall r \in [\alpha], \forall \ell \in [k]).
\]

By Proposition 5.6, for any \( \vec{i} \in \Gamma_\alpha \), there exists \( \varepsilon(\vec{i}) = O(d/n) \) so that

\[
\mathbb{P}(A_{i_{r,\ell}} = 1, \forall r \in [\alpha], \forall \ell \in [k]) = (1 + \varepsilon(\vec{i}))(d/n)^{|E(\vec{i})|}.
\]

Since \( |\vec{i} \in \Gamma_\alpha, |V| = v \rangle = O(n^v) \) for \( v \in \{1, \ldots, |\alpha|\} \) where \( |\alpha| = 1 \cdot \alpha_1 + \cdots + k \cdot \alpha_k \), we obtain

\[
(5.30) = O(d^{|\alpha|}/n).
\]

Now, if \( i_{r,\ell} \) are all disjoint, \( |V(\vec{i})| = |E(\vec{i})| = |\alpha| \) and

\[
|\{ \vec{i} \in \Gamma_\alpha, i_{r,\ell} \text{ disjoint} \}| = \frac{n^{|\alpha|}}{1^{\alpha_1} \ldots k^{\alpha_k}} (1 - O(1/n))
\]

This implies that

\[
(5.29) = \frac{d^{|\alpha|}}{1^{\alpha_1} \ldots k^{\alpha_k}} (1 + O(d/n)).
\]

Note that the implied constants above depend only on \( \alpha \). This completes the proof of Proposition 5.11.

6. Poisson analytic functions

Proof of Proposition 2.5. The function \( Y_d \) is centred and it is almost surely analytic in \( D_1 \) since \( \|Y_d\|_{L^\infty(D_r)} < \infty \) almost surely for any \( r < 1 \). Indeed, by Jensen’s inequality, it holds for \( r < 1 \),

\[
\mathbb{E}\|Y_d\|_{L^\infty(D_r)}^2 \leq \mathbb{E}\left( \sum_{k \in \mathbb{N}} \frac{r^k}{k^2 d^{k/2}} \left| \frac{k}{\ell} \sum_{\ell \in [k]} \ell \Lambda_{\ell} \right|^2 \right)^2 \leq \frac{r}{1-r} \sum_{k \in \mathbb{N}} \frac{r^k}{k^2 d^{k}} \mathbb{E} \left| \frac{1}{\ell |k|} \sum_{\ell \in [k]} \ell \Lambda_{\ell} \right|^2.
\]

By independence of \( \{ \Lambda_{\ell} \}_{\ell \in \mathbb{N}} \), it holds for \( k \in \mathbb{N} \),

\[
\frac{1}{k^2 d^{k}} \mathbb{E} \left| \frac{1}{\ell |k|} \sum_{\ell \in [k]} \ell \Lambda_{\ell} \right|^2 = \frac{1}{k^2 d^{k}} \sum_{\ell \in [k]} \ell^2 \mathbb{E} \left| \Lambda_{\ell} \right|^2 = \frac{1}{k^2 d^{k}} \sum_{\ell \in [k]} \ell d^{\ell} \leq 1,
\]

where we used that \( \text{Var}(\Lambda_{\ell}) = d^{\ell}/\ell \) for \( \ell \in \mathbb{N} \). This shows that for any \( r < 1 \),

\[
(6.1) = \frac{r^2}{(1-r)^2}.
\]

Repeating this argument clearly leads to the same estimate for the random analytic function \( X_d \). This proves that \( Y_d \) is well-defined. Then by rearranging the series, we can write

\[
Y_d(z) = \sum_{\ell \in \mathbb{N}} \sum_{k \in \mathbb{N}} \frac{z^k}{k! d^{k/2}} = -\sum_{\ell \in \mathbb{N}} \Lambda_{\ell} \log \left( 1 - (z/\sqrt{d})^\ell \right)
\]
for the principal branch of $\log(1 + z)$ which is analytic for $z \in D_1$. Recall that the Laplace transform of a random variable $\Lambda \sim \text{Poisson}(\lambda)$ satisfies
\begin{equation}
\mathbb{E}\exp(z(\Lambda - \mathbb{E}\Lambda)) = \exp(\lambda(e^z - 1 - z)), \quad z \in \mathbb{C}.
\end{equation}
In particular, this can be used to give an alternative proof that the series (6.2) is (almost surely) absolutely convergent and to justify rearranging this sum. Indeed, for any $x \in \mathbb{R}$ we have $e^{|x|} \leq e^x + e^{-x}$, hence using (6.3) with $z = \pm t/\sqrt{\lambda}$, it holds for all $0 \leq t \leq \sqrt{\lambda}$,
\[\mathbb{E}\exp(t|\Lambda - \mathbb{E}\Lambda|/\sqrt{\lambda}) \leq \exp\left(\lambda\left(e^{t/\sqrt{\lambda}} - 1 - t/\sqrt{\lambda}\right)\right) + \exp\left(\lambda\left(e^{-t/\sqrt{\lambda}} - 1 + t/\sqrt{\lambda}\right)\right) \leq 2 \exp(t^2),\]
where in the last inequality, we use the fact that $e^x \leq 1 + x + x^2$ for $|x| \leq 1$. For $d \geq 2$, by Markov’s inequality, we obtain the large deviation estimate,
\[\mathbb{P}[|\Lambda_\ell| \geq \sqrt{d^\ell}] \leq \exp(-\ell/4).
\]
Hence, almost surely, $|\Lambda_\ell| \leq \sqrt{d^\ell}$ for all $\ell \in \mathbb{N}$ sufficiently large and (6.2) is absolutely convergent.

**Remark 6.1.** In the special case $d = 1$, observe that
\[\mathbb{P}[\Lambda_\ell \geq 2 \text{ infinitely often}] \leq \lim_{n \to \infty} \left(\mathbb{P}[\Lambda_\ell \geq 2]\right) \leq \left(\lim_{n \to \infty} \sum_{\ell \geq n} 1/2^\ell\right) = 0.
\]

In particular, the random analytic function $\sum_{k \in \mathbb{N}} \sum_{\ell \leq k} \ell \Lambda_\ell$ converges almost surely for $z \in D_1$. In contrast, for $d \geq 2$, it is necessary to re-center the Poisson random coefficients to define a random analytic function in $D_1$.

Let us denote by $f_\ell(z) := (1 - z^\ell)e^{z^\ell}$ for $\ell \in \mathbb{N}$ so that $\log f_\ell$ is analytic in $D_1$ (using the principal branch). By independence of $\{\Lambda_\ell\}_{\ell \in \mathbb{N}}$ and (6.3), it follows from the expansion (6.2) that
\[\mathbb{E}e^{-Y_d(z)} = \left(\prod_{\ell \in \mathbb{N}} f_\ell(z/\sqrt{d^\ell})\right)^{-1}.
\]
This infinite product converges since $|\log f_\ell(z)| \leq \frac{r_\ell^2}{r_\ell}$ for $z \in D_r$ and we used that
\[e^{\log(1 - z^\ell)} - 1 - \log(1 - z^\ell) = -\log f_\ell(z).
\]
This proves (2.5). Now, if we repeat the computation leading to (6.3), then for any $r < d^{1/4}$,
\begin{equation}
\mathbb{E}\left|\mathcal{Y}_d\right|_{L^\infty(D_r)}^2 = \left\|\sum_{k \in \mathbb{N}} \frac{z^k}{k^{d/2}} \sum_{\ell \leq k} \ell \Lambda_\ell\right\|_{L^\infty(D_r)}^2 \leq \frac{r}{d^{1/4} - r} \sum_{k \in \mathbb{N}} \frac{r^k}{k^{d/2}d^{k/4}} \left\|\sum_{\ell \leq k} \ell \Lambda_\ell\right\|_{L^\infty(D_r)}^2 \leq \frac{r^2/2}{d^{1/4} - r} \sum_{k \in \mathbb{N}} \frac{r^k}{d^{k/4}} = \frac{r^2/2}{(d^{1/4} - r)^2},
\end{equation}
where we used that $\sum_{\ell \leq k} \ell d^\ell \leq k^2 d^{k/2}$. This shows that the random analytic function $\mathcal{Y}_d$ converges almost surely in the disk $D_{d^{1/4}}$, which is strictly larger than $D_1$ if the degree $d \geq 2$. On the other-hand, by independence of $\{\Lambda_\ell\}_{\ell \in \mathbb{N}}$, the covariance kernel of $X_d$ is
\begin{equation}
\mathbb{E}X_d(z)X_d(w) = \sum_{k \in \mathbb{N}} \frac{z^k w^k}{d^k} \mathbb{E}\Lambda_k^2 = \sum_{k \in \mathbb{N}} \frac{z^k w^k}{k} = \log(1 - zw)^{-1}, \quad z, w \in D_1.
\end{equation}
The estimate of $\mathbb{E}[\mathcal{Y}_d(z)\mathcal{Y}_d(w)]$ now follows from (6.5) and the bound (6.4). This finishes the proof of Proposition 2.5.

**Proof of Proposition 2.6.** We have the following multi-dimensional CLT, for any $k \in \mathbb{N}$,
\begin{equation}
\left(\frac{\Lambda_1}{\sqrt{d}}, \frac{\Lambda_2}{\sqrt{2d}}, \Lambda_3, \cdots, \sqrt{k}\Lambda_k/\sqrt{d^k}\right) \xrightarrow{\text{law}} (N_1, \cdots, N_k);
\end{equation}
cf. Section A. In particular, we can choose a coupling, where almost surely, $\sqrt{\ell}\Lambda_\ell/\sqrt{d^\ell} \to (-1)^{\ell+1} N_\ell$ for all $\ell \in \mathbb{N}$ as $d \to \infty$. Within this coupling, and the tightness proved in (6.1) and (6.4), we verify that almost surely, $d \to \infty$
\[X_d \to X_\infty \quad \text{and} \quad \mathcal{Y}_d \to 0.
\]
uniformly on compact subsets of $D_1$. \hfill $\square$

7. Proofs of Theorem 2.2 and Theorem 2.4

We use the following lemma from [12], which is inspired from [55].

**Lemma 7.1** (Lemma 3.2 in [12]). Let $\{f_n : D_1 \to \mathbb{C}\}$ be a sequence of random analytic functions, $f_n(z) = \sum_{k=0}^{\infty} a_k^{(n)} z^k$ for $n \in \mathbb{N}$. Assume that $\{f_n\}$ is tight and the process $(a_k^{(n)})_{k \in \mathbb{N}_0} \to (a_k)_{k \in \mathbb{N}_0}$ converges in finite-dimensional distributions; for every $k \geq 0$,

$$
(a_0^{(n)}, \ldots, a_k^{(n)}) \xrightarrow{\text{law}} n \to \infty (a_0, \ldots, a_k),
$$

then $f = \sum_{k=0}^{\infty} a_k z^k$ is convergent almost surely in $D_1$ and

$$
\lim_{n \to \infty} f_n = f.
$$

We also need the following non-trivial observation.

**Lemma 7.2.** According to Definition 2.1,

$$
\mathbb{E} e^{-Y_d(z)} = \exp \left( \sum_{k \in \mathbb{N}} E_k \prod_{\ell, k < \ell} \ell \mathbb{E} \Lambda_\ell \right)
$$

where the sum converges absolutely in $D_1$.

**Proof.** Recall that $f_\ell(z) := (1 - z^\ell) e^{z^\ell}$ for $\ell \in \mathbb{N}$. These functions does not vanishes in $D_1$ so $\log f_\ell$ is well-defined for the principal branch of log and

$$
-\log f_\ell(z) = \sum_{j \geq 2} \frac{z^j}{j}; \quad z \in D_1.
$$

Then, since $\mathbb{E} \Lambda_\ell = d^\ell / \ell$ for $\ell \in \mathbb{N}$, we compute

$$
\sum_{k \in \mathbb{N}} \frac{z^k}{kd^{k/2}} \sum_{\ell, k < \ell} \ell \mathbb{E} \Lambda_\ell = \sum_{\ell \in \mathbb{N}} \frac{d^\ell}{\ell} \sum_{j \geq 2} \frac{z^{j\ell}}{j \ell^{j/2}}
$$

$$
= -\sum_{\ell \in \mathbb{N}} \frac{d^\ell}{\ell} \log f_\ell(z / \sqrt{d})
$$

where all sums converge absolutely in $D_1$; e.g. using the bound $|\log f_\ell(z)| \leq \frac{z^{2\ell}}{1 - r^\ell}$ valid for $z \in D_r$. Taking exp and using formula (2.5), this proves the claim. \hfill $\square$

The characteristic polynomial of a $n \times n$ random matrix $A$ satisfies for $z \in \mathbb{C}$,

$$
\chi_n(z) = \det(1 - z A) = \sum_{k \leq n} z^k \Delta_k^{(n)}
$$

where $\Delta_0^{(n)} = 1$ and for $k \geq 1$,

$$
\Delta_k^{(n)} = p_k(-\text{tr}(A), \ldots, -\text{tr}(A^k))
$$

where $p_k$ is a (multivariate) polynomial of degree $k$ independent of $n$. These polynomials arise by (formally) identifying the power series

$$
\exp \left( \sum_{k \in \mathbb{N}} \frac{z^k}{k!} x_k \right) = 1 + \sum_{k \in \mathbb{N}} p_k(x_1, \ldots, x_k) z^k, \quad (x_1, x_2, \cdots) \in \mathbb{C}^\infty.
$$

In particular, they have the following property for every $k \in \mathbb{N};$

$$
p_k(z x_1, \cdots, z^k x_k) = z^k p_k(x_1, \cdots, x_k) \quad \text{for } z \in \mathbb{C}
$$

and

$$
|p_k(x_1, \cdots, x_k)| \leq p_k(|x_1|, \cdots, |x_k|).$$
Hence, if \( \sum_{k \in \mathbb{N}} x_k |F_k|^r < \infty \) for \( r > 0 \), then both sums in (7.3) are absolutely convergent for \( z \in \mathbb{D}_r \).

The underlying idea is that for \( d \in \mathbb{N} \) fixed, by formula (7.2), Theorem 3.2 (i) and the continuous mapping theorem, for every \( k \in \mathbb{N} \)

\[
(\Delta_1^{(n)}, \ldots, \Delta_k^{(n)}) \xrightarrow{\text{law}} (P_1, \ldots, P_k)
\]

where

\[
P_k = p_k \left( -\Lambda_1, \ldots, -\sum_{\ell \not\in k} \ell \Lambda_\ell \right).
\]

Moreover, by Proposition 3.1, the characteristic polynomial \( \{\chi_n\} \) is tight in \( \mathbb{D}_{1/\sqrt{d}} \). Thus, by Lemma 7.1,

\[
\chi_n(z) \xrightarrow{\text{law}} 1 + \sum_{k \in \mathbb{N}} P_k z^k
\]

locally uniformly for \( z \in \mathbb{D}_{1/\sqrt{d}} \). However, we cannot directly identify the limit from this arguments since the series

\[
\sum_{k \in \mathbb{N}} \frac{z^k}{k} \sum_{\ell \not\in k} \ell \Lambda_\ell
\]

does not converge for \( z \in \mathbb{D}_{1/\sqrt{d}} \) (cf. Remark 6.1). Hence, we give a modified version of this argument which also applies in the regime where \( d(n) \to \infty \).

**Proof of Theorem 2.2.** Instead of the characteristic polynomial, we consider the function

\[
f_n(z) = \frac{\hat{\chi}_n(z)}{z - 1/\sqrt{d}} \mathbb{E} e^{-Y_d(z)}, \quad z \in \mathbb{D}_1, n \in \mathbb{N}.
\]

By Lemma 7.2 and since the rescaled characteristic polynomial has a trivial root at \( z = 1/\sqrt{d} \), these are still well-defined random analytic functions on \( \mathbb{D}_1 \). Moreover, by Lemma 4.1, \( \mathbb{E} \|\hat{\chi}_n\|_{L^\infty(D_{1/2})} \leq C_t \) for \( t > 0 \) so that by Cauchy’s formula,

\[
\mathbb{E} \|f_n\|_{L^\infty(D_{1/2r})} \leq \int_0^{2\pi} \mathbb{E} \left| \hat{\chi}_n(e^{-t+i\theta}) \mathbb{E} e^{-Y_d(e^{-t+i\theta})} \right| \frac{d\theta}{|e^{-t} - 1/\sqrt{d}||e^{-t} - e^{-2i}|} 2\pi
\]

which is bounded uniformly for \( n \in \mathbb{N} \). This shows that \( \{f_n\} \) is tight. We can expand

\[
f_n(z) = 1 + \sum_{k \in \mathbb{N}} a_k^{(n)} z^k; \quad a_k^{(n)} = p_k \left( -\frac{\text{tr}(A)}{\sqrt{d}}, \ldots, -\frac{\text{tr}(A^k) - \sum_{\ell \not\in k} \ell \Lambda_\ell}{\sqrt{d^k}} \right).
\]

Note that since \( f_n \) is analytic, the series for \( f_n \) is convergent on \( \mathbb{D}_1 \). This follows from (7.3) and the facts that

\[
\hat{\chi}_n(z) = \exp \left( -\sum_{k \geq 1} \frac{z^k}{kd^k/2} \text{tr}(A^k) \right) / \sqrt{d}
\]

(the sum converges at least for \( z \) in a small neighborhood of 0 since we have the crude bound \( |\text{tr}(A^k)| \leq (nd)^k \)) because the entries of \( A \) are bounded by \( d \) and according to Lemma 7.2,

\[
\frac{\mathbb{E} e^{-Y_d(z)}}{1 - z/\sqrt{d}} = \exp \left( \sum_{k \in \mathbb{N}} \frac{z^k}{kd^k/2} \sum_{\ell \not\in k} \ell \Lambda_\ell \right), \quad z \in \mathbb{D}_{1/\sqrt{d}}.
\]

Hence, for a fixed \( d \in \mathbb{N} \), by Theorem 3.2 (i) and the continuous mapping theorem, it holds for every \( k \in \mathbb{N} \)

\[
(a_1^{(n)}, \ldots, a_k^{(n)}) \xrightarrow{\text{law}} (a_1, \ldots, a_k),
\]

where

\[
a_k = d^{-k/2} p_k \left( -\Lambda_1, \ldots, -\sum_{\ell \not\in k} \ell \Lambda_\ell \right).
\]

By Lemma 7.1, we conclude that

\[
f_n(z) = \frac{\hat{\chi}_n(z)}{z - 1/\sqrt{d}} \mathbb{E} e^{-Y_d(z)} \xrightarrow{\text{law}} f(z) = 1 + \sum_{k \in \mathbb{N}} a_k z^k.
\]
Moreover, from the proof of Proposition 2.5, it holds almost surely \( \sum_{k \in \mathbb{N}} \frac{a_k}{k d^{k/2}} \left| \sum_{j \in k} \ell A_k \right| < \infty \) for any \( r < 1 \). By (7.3) and the subsequent observation, it follows that

\[
e^{-Y_d(z)} = 1 + \sum_{k \in \mathbb{N}} a_k z^k
\]

is the weak-limit of the sequence \( \{f_n\} \). This completes the proof. \( \square \)

**Proof of Theorem 2.4.** This is a variant of the previous argument. We consider the function

\[
f_n(z) = \frac{\hat{\chi}_n(z)}{z - 1/\sqrt{d}}, \quad z \in D_1, n \in \mathbb{N}.
\]

By Proposition 3.1 and Cauchy's formula, \( \{f_n\} \) is tight (the fact that \( 1/\sqrt{d} \to 0 \) is not relevant). In this case, we have the expansion

\[
f_n(z) = 1 + \sum_{k \in \mathbb{N}} a_k^{(n)} z^k; \quad a_k^{(n)} = p_k \left( -\frac{\text{tr}(A) - d}{\sqrt{d}}, \ldots, -\frac{\text{tr}(A^k) - d^k}{\sqrt{d^k}} \right).
\]

Hence, by Theorem 3.2 (2) and the continuous mapping theorem, in the regime where \( d = d(n) \to \infty \) and \( d(n) = n^\alpha(1) \), it holds for every \( k \in \mathbb{N} \)

\[
(a_1^{(n)}, \ldots, a_k^{(n)}) \xrightarrow[n \to \infty]{\text{law}} (a_1, \ldots, a_k),
\]

where

\[
a_k = p_k \left( N_1, \sqrt{2} N_2 - 1, \ldots, \sqrt{k} N_k - 1 \{k \text{ is even} \} \right)
\]

using the symmetry of \( N_k \). Now, we verify that for \( z \in D_1 \),

\[
\sqrt{1 - z^2 e^{X_\infty(z)}} = \exp \left( \sum_{k \in \mathbb{N}} \frac{z^k}{k} \left( \sqrt{k} N_k - 1 \{k \text{ is even} \} \right) \right),
\]

where the sum converges absolutely for \( z \in D_r \) for any \( r < 1 \). Hence, we conclude that if \( d(n) \to \infty \) and \( d(n) = n^\alpha(1) \), then

\[
f_n(z) = \frac{\hat{\chi}_n(z)}{z - 1/\sqrt{d}} \xrightarrow[n \to \infty]{\text{law}} \sqrt{1 - z^2 e^{X_\infty(z)}}.
\]

This proves the claim. \( \square \)

## 8. Proof of spectral gaps

In the statement of Theorem 1.1, we recalled the main models for random regular digraphs: (i) is the sum-of-permutation model, (ii) is the sum-of-permutation model conditioned on being simple and (iii) is the uniform directed regular graph. It was proved in [36] and [47] that the two models (ii) and (iii) are **contiguous**, which means if a sequence of events happens asymptotically almost surely in model, it holds for the other model as well. For fixed \( d \), our Theorem 2.2 can be applied to show a spectral gap result for the three models.

The proof is slightly different than [12, Theorem 1.1] and [21, Theorem 2.6] since we directly rely on the Hurwitz theorem as in [55]. We identify multisets with integer-valued Radon measures and endow the space of multisets with the topology of vague convergence, and the space of random multisets with the topology of weak convergence with respect to the topology of vague convergence.

**Proposition 8.1** (Proposition 2.3 in [55]). Let \( f_n \) be a sequence of random functions in \( D_r \) converging in law to a function \( f \) that is almost surely not identically zero. Let \( \Phi_n \) and \( \Phi \) be the random multisets of the zeros of \( f_n, f \) in \( D_r \), respectively. Then \( \Phi_n \) converges in law towards \( \Phi \).

**Proof of Theorem 1.1.** We first prove the statement for case (i): the sum of random permutations. Let \( f(z) \) be defined by the formula on the right hand side of Theorem 2.2, which has a simple zero at \( d^{-1/2} \). By Proposition 8.1, with
probability tending to 1, \( \hat{\chi}_n(z) \) has only one zero at \( 1/\sqrt{d} \), which implies \( A/\sqrt{d} \) has no eigenvalue outside \( D_1/r \) except \( \sqrt{d} \). For any \( \varepsilon > 0 \), take \( \frac{1}{1+\varepsilon/\sqrt{d}} < r < 1 \), then as \( n \to \infty \),

\[
P(\left| \lambda_2 \right| > \sqrt{d} + \varepsilon) \leq P \left( \frac{\left| \lambda_2 \right|}{\sqrt{d}} > \frac{1}{r} \right) \to 0.
\]

It was shown in [47] that the probability that the digraph associated to \( A \) is simple is bounded from below when \( d \) is fixed. Therefore \( |\lambda_2| > \sqrt{d} \) holds asymptotically almost surely for case (ii). By contiguity between model (ii) and model (iii), it holds for uniform random \( d \) regular digraphs as well. \( \square \)

When \( d(n) \to \infty \), there is no contiguity result in the literature between the two models (ii) and (iii), and we are not aware of any result to provide a constant lower bound on the probability that \( A = \sum_{i=1}^d P(i) \) being simple. So our Theorem 2.4 only gives a result for sums of random permutations.

**Proof of Theorem t.2.** In Theorem 2.4, \( \frac{\hat{\chi}_n(z)}{z-1/\sqrt{d}} \) converges in law to the limiting function \( \sqrt{1-z} \) \( e^{X_{\infty}(z)} \), which has no root inside \( D_r \) for any \( r \in (0, 1) \). From Proposition 8.1, with high probability \( \frac{\hat{\chi}_n(z)}{z-1/\sqrt{d}} \) has no roots in \( D_r \) for any \( 0 < r < 1 \). Then \( A/\sqrt{d(n)} \) has no eigenvalue outside \( D_1/r \) except for \( \sqrt{d(n)} \). Therefore (i.1) holds. \( \square \)

**Appendix A. Appendix: a Poisson CLT**

Let \( \Lambda \sim \text{Poisson}(\lambda) \). Recall that the Laplace transform of \( \Lambda \) is

\[
\mathbb{E} \exp(z(\Lambda - \lambda)) = \exp(\lambda(e^z - 1 - z)), \quad z \in \mathbb{C}.
\]

Let \( \mu_k(\lambda) = \mathbb{E}(\Lambda - \lambda)^k \) be the central moments of \( \Lambda \) for \( k \in \mathbb{N} \). We have for \( k \in \mathbb{N} \)

\[
\mu_k(\lambda)/k! = [z^k] \exp(\lambda(e^z - 1 - z)).
\]

In particular, \( \mu_1 = 0 \) and for \( k \in \mathbb{N} \),

(A.1)

\[
\begin{cases}
  \mu_{2k}(\lambda) = m_k \lambda^k + p_k(\lambda), & p_k \in \mathcal{P}_{k-1} \\
  \mu_{2k+1} \in \mathcal{P}_k
\end{cases}
\]

where \( m_k = \frac{(2k)!}{2^k k!} \), and \( \mathcal{P}_k = \{ \text{polynomials of degree } \leq k \} \). From this fact, we deduce that for every \( k \in \mathbb{N} \),

(A.2)

\[
\frac{\mu_k(\lambda)}{\lambda^{k/2}} = \mathbb{E} \left( \frac{\lambda - \lambda^1}{\sqrt{\lambda}} \right)^k \xrightarrow{\lambda \to \infty} \mathbb{E} \lambda^k = \begin{cases} m_{k/2} & k \text{ even} \\
 0 & k \text{ odd} \end{cases}
\]

where \( \mathcal{N} \) is a standard Gaussian. This is a CLT in the sense of moments for a Poisson random variable.

The goal of this appendix is to extend this results to a collection of asymptotically Poisson random variables with large parameters. First recall that we can expand for \( k \in \mathbb{N} \),

(A.3)

\[
(x - \lambda)^k = \sum_{j=0}^k (x)^{k-j} q_{k,j}(\lambda); \quad q_{k,j} \in \mathcal{P}_j.
\]

Then, according to Lemma 5.10, we have

(A.4)

\[
\mu_k(\lambda) = \sum_{j \leq k} q_{k,j}(\lambda) \mathbb{E}(\Lambda)^{k-j} = \sum_{j \leq k} q_{k,j}(\lambda) \lambda^{k-j}.
\]

Remarkably, from (A.1), the RHS is a polynomial in \( \lambda \) of degree \( \leq k/2 \).

**Lemma A.1.** Fix \( \ell \in \mathbb{N} \) and for \( j \in [\ell] \), let \( (\lambda_{j,n})_{n \in \mathbb{N}} \) be a sequence in \( \mathbb{R}_+ \) such that \( \lambda_{j,n} \to \infty \) as \( n \to \infty \). Let \( (Q_{j,n})_{j \in [\ell], n \in \mathbb{N}} \) be a sequence of random vectors such that its joint factorial moments satisfy for any \( k \in \mathbb{N}^\ell \),

(A.5)

\[
\mathbb{E} \left[ (Q_{1,n})_{k_1} \cdots (Q_{\ell,n})_{k_\ell} \right] = \lambda_{1,n}^{k_1} \cdots \lambda_{\ell,n}^{k_\ell} (1 + \epsilon_{k,n})
\]

where \( \epsilon_{k,n} \in \mathbb{R} \) and for \( k \in \mathbb{N}^\ell \),

(A.6)

\[
\lambda_{1,n}^{k_1/2} \cdots \lambda_{\ell,n}^{k_\ell/2} \cdot \max_{j \leq k} |\epsilon_{j,n}| \to 0.
\]
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Then

\[ \left( \frac{Q_{1,n} - \lambda_{1,n}}{\sqrt{\lambda_{1,n}}}, \ldots, \frac{Q_{\ell,n} - \lambda_{\ell,n}}{\sqrt{\lambda_{\ell,n}}} \right) \xrightarrow{\text{law}} (N_1, \ldots, N_\ell) \]

and in the sense of moments, where \((N_i)_{i\in[\ell]}\) are i.i.d. standard Gaussians.

**Proof.** Let us denote \(\mu_{k,n} = \mathbb{E}\left[ (Q_{1,n} - \lambda_{1,n})^{k_1} \cdots (Q_{\ell,n} - \lambda_{\ell,n})^{k_\ell} \right]\) for \(k \in \mathbb{N}^\ell\). Using (A.3) and (A.5), we can write

\[
\mu_{k,n} = \prod_{j \leq k} \left( \sum_{i \leq k} q_{k,j} \lambda_{i,n}^{k_j-1} \right) + o_k \left( \lambda_{1,n}^{k_1/2} \cdots \lambda_{\ell,n}^{k_\ell/2} \right).
\]

Then, the conditions (A.6) imply that for any fixed \(k \in \mathbb{N}^\ell\),

\[
\mu_{k,n} = \prod_{i \leq \ell} \left( \sum_{j \leq k} q_{k,j} \lambda_{i,n}^{k_j-1} \right) + o_k \left( \lambda_{1,n}^{k_1/2} \cdots \lambda_{\ell,n}^{k_\ell/2} \right).
\]

Here we used that \(q_{k,j} \in \mathcal{P}_j\). Hence using the combinatorial identity (A.4),

\[
\mu_{k,n} = \mu_k(\lambda_{1,n}) \cdots \mu_{k_\ell}(\lambda_{\ell,n}) + o_k \left( \lambda_{1,n}^{k_1/2} \cdots \lambda_{\ell,n}^{k_\ell/2} \right).
\]

From (A.2), we conclude that for every \(k \in \mathbb{N}^\ell\),

\[
\mathbb{E}\left[ (Q_{1,n} - \lambda_{1,n})^{k_1} \cdots (Q_{\ell,n} - \lambda_{\ell,n})^{k_\ell} \right] \xrightarrow{n \to \infty} \mathbb{E}\left[ N_1^{k_1} \cdots N_\ell^{k_\ell} \right].
\]

This completes the proof, since the law of \((N_i)_{i\in[\ell]}\) is characterized by its joint moments. \(\square\)

**Appendix B. Appendix: sums of non-uniform random permutations**

In this paper, we studied random digraphs arising as sums of \(n \times n\) uniform permutations. A crucial technical argument in our analysis was that the rows of the matrix \(A = P^{(1)} + \cdots + P^{(d)}\) are exchangeable; but this property is in fact very strong. It would not hold if the permutation matrices \(P^{(i)}\) were not uniformly distributed on \(S_n\). This is typically what happens when they are skewed towards having more or fewer short cycles. For example, the Ewens distribution with parameter \(\theta\) is defined as follows; we say that a random permutation \(\pi\) is Ewens(\(\theta\))-distributed if

\[
\forall \sigma \in S_n, \quad \mathbb{P}(\pi = \sigma) = \frac{\theta^{\text{cyc}(\sigma)}}{\theta(\theta + 1) \cdots (\theta + n - 1)},
\]

where \(\text{cyc}(\sigma)\) is the number of cycles in the cycle decomposition of \(\sigma\). When \(\theta = 1\), the random permutation \(\pi\) is uniform; when \(\theta > 1\) (respectively, \(< 1\)), it is skewed towards having more cycles (respectively, less), resulting in a directed graph with a different local structure. Crucially, Ewens-distributed random permutations with \(\theta \neq 1\) are invariant by conjugation by any permutation matrix, but not invariant by multiplication by a permutation matrix.

We were able to identify the asymptotics of the traces of \(A = P^{(1)} + \cdots + P^{(d)}\) is this model, with \(\theta\) fixed and not depending on \(n\); indeed, Theorem 3.2 still holds, with the limiting random variables \(\Lambda_\ell\) being replaced with the following ones:

\[
\Theta_\ell \sim \text{Poisson} \left( \frac{d\ell}{\ell} \right).
\]

A proof is available on demand; however, the proof of the tightness of the sequence \(\det(I - zA_n)\) is still under exploration. We mention this fact, since the asymptotic behaviour of the spectrum of \(A\) in the Ewens case displays some unusual features; when \(\theta\) is sufficiently large (this might depend on \(n\)), the whole limiting shape of the eigenvalues seems not rotation-invariant, with a previously unseen pattern of eigenvector localization — see Figure 2. For comparison, Figure 3 displays the eigenvalues of our model of sums-of-permutation matrices, together with an example of a real Ginibre spectrum.

We note that the continuous counterpart of the Ewens measure on permutations, is a generalization of the Haar measure on the unitary group, which is called the Hua-Pickrell measure \([32, 52]\), also known as the circular Jacobi
These figures display the $n = 2000$ complex eigenvalues of sums of $d = 3$ permutations matrices, the underlying permutations being Ewens($\theta$)-distributed on $S_{2000}$ for various $\theta$. Each eigenvalue is coloured according to the degree of localization of its corresponding right-eigenvector; here, we measure the localisation of a vector $\varphi \in \mathbb{C}^n$ using the Inverse Participation Ratio $\text{IPR}(\varphi) = \frac{\|\varphi\|^4}{n \|\varphi\|^4} \leq 1$. An IPR equal to 1 means that $\varphi$ is constant up to phases (pure delocalization); an IPR equal to $1/n$ means that $\varphi$ is a multiple of a Dirac (pure localization). Here, we see that the eigenvectors with eigenvalues close to the real axis are more localized, a phenomenon already visible for classical matrix ensembles such as Ginibre (see Figure 3).

Figure 3. These figures display the $n = 2000$ complex eigenvalues of sums of $d$ uniform permutations matrices, with eigenvector localization depicted as the Figure 2. We plotted in the third panel the eigenvalues of a Real Ginibre matrix (the entries are iid $N_{\mathbb{R}}(0, 1/n)$) for comparison.

It is also an interesting question to study the limiting spectral distribution for sums of independent unitary matrices sampled from the Hua-Pickrell distribution beyond the Haar case.
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