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ABSTRACT

Synthetic datasets are often used to pretrain end-to-end optical flow networks, due to the lack of a large amount of labeled, real scene data. But major drops in accuracy occur when moving from synthetic to real scenes. How do we better transfer the knowledge learned from synthetic to real domains? To this end, we propose CLIP-Flow, a semi-supervised iterative pseudo labeling framework to transfer the pretraining knowledge to the target real domain. We leverage large-scale, unlabeled real data to facilitate transfer learning with the supervision of iteratively updated pseudo ground truth labels, bridging the domain gap between the synthetic and the real. In addition, we propose a contrastive flow loss on reference features and the warped features by pseudo ground truth flows, to further boost the accurate matching and dampen the mismatching due to motion, occlusion, or noisy pseudo labels. We adopt RAFT as backbone and obtain an F1-all error of 4.11%, i.e. a 19% error reduction from RAFT (5.10%) and ranking 2nd place at submission on KITTI 2015 benchmark. Our framework can also be extended to other models, e.g. CRAFT, reducing the F1-all error from 4.79% to 4.66% on KITTI 2015 benchmark.

1 INTRODUCTION

Optical flow is critical in many high level vision problems, such as action recognition (Simonyan & Zisserman, 2014; Sevilla-Lara et al., 2018; Sun et al., 2018b), video segmentation (Yang et al., 2021; Yang & Ramanan, 2021) and editing (Bonneel et al., 2015), autonomous driving (Janai et al., 2020) and so on. Traditional methods (Horn & Schunck, 1981; Menze & Geiger, 2015; Ranftl et al., 2014; Zach et al., 2007) mainly focus on formulating flow estimation as solving optimization problems using hand-crafted features. The optimization is searched over the space of dense displacement fields between a pair of input images, which is often time-consuming. Recently, data driven deep learning methods (Dosovitskiy et al., 2015; Ilg et al., 2017; Teed & Deng, 2020) have been proved successful in estimating the optical flow thanks to the availability of all kinds of high quality synthetic datasets (Butler et al., 2012b; Dosovitskiy et al., 2015; Mayer et al., 2016; Krispin et al., 2016).

However, most of the recent works (Dosovitskiy et al., 2015; Ilg et al., 2017; Teed & Deng, 2020; Jeong et al., 2022) mainly train on the synthetic datasets given that there is no sufficient real labeled optical flow datasets to be used to train a deep learning model. State-of-the-art (SOTA) models always get more accurate results on the synthetic dataset like Sintel (Butler et al., 2012a) than the real scene dataset like KITTI 2015 (Menze & Geiger, 2015). This is mainly because that the model tends to overfit the small training data, which echos in Tab. 1, i.e., there is a big gap between the training F1-all error and test F1-all error when train and test on the KITTI dataset in all of the previous SOTA methods. Therefore, we argue that this gap in performance is because of dearth of real training data, and a big distribution gap between the synthetic data and real scene data. Although the model can perfectly explain all kinds of synthetic data, however, when dealing with real data, it performs rather unsatisfactorily. Our proposed work focuses on bridging the glaring performance gap between the
synthetic data and the real scene data. As in previous data driven approaches, smarter and longer training strategies prove to be beneficial and helps in obtaining better optical flow results. Through our work we also try to find answers of the following two questions: (i) How to take advantage of the current SOTA optical flow models to further consolidate gain on real datasets? and (ii) How can we use semi-supervised learning along with contrastive feature representation learning strategies to effectively utilize the huge amount of unlabeled real data at our disposal?

Unsupervised visual representation learning (He et al., 2020; Chen et al., 2020b) has proved successful in boosting most of major vision related tasks like image classification, object detection and semantic segmentation to name a few. Work such as (He et al., 2020; Chen et al., 2020b) also emphasizes the importance of the contrastive loss, when dealing with huge dense dataset. Given that optical flow tasks generally lack real ground truth labels, we ask if leveraging the unsupervised visual representation learning boosts optical flow performance? In order to answer this question, we examine the impact of contrastive learning and pseudo labeling during training under a semi-supervised setting. We particularly conduct exhaustive experiments using KITTI-Raw Geiger et al. (2013) and KITTI 2015 (Menze & Geiger, 2015) datasets to evaluate its performance gain, and show encouraging results. We believe that gain seen in model’s performance is reflective of the fact that employing representation learning techniques such as contrasting learning helps in achieving a much more refined 4D cost correlation volume. To constrain the flow per pixel, we employ a simple positional encoding of 2D cartesian coordinates on the input frames as suggested in (Liu et al., 2018), which further consolidates the gain achieved by contrastive learning. We follow this up with an iterative-flow-refinement training using pseudo labeling which further consolidates on the previous gains to give us SOTA results. At this point we would also like to highlight that we follow a specific and well calibrated training strategy to fully exploit the gains of our method. Without loss of generality, we use RAFT (Teed & Deng, 2020) as the backbone network for our experiments. To fairly compare our method with existing SOTA methods, we tested our proposed method on the KITTI 2015 test dataset, and we achieve the best F1-all error score among all the published methods by a significant margin.

To summarize our main contributions: 1) We provide a detailed training strategy, which uses SSL methods on top of the well known RAFT model to improve SOTA performance for optical flow estimation. 2) We present the ways to employ contrastive learning and pseudo labeling effectively and intelligently, such that both jointly help in improving upon existing benchmarks. 3) We discuss the positive impact of a simple 2D positional encoding, which benefits flow training both for Sintel and KITTI 2015 datasets.

2 RELATED WORK

Optical flow estimation. Maximizing visual similarity between neighboring frames by formulating the problem as an energy minimization (Black & Anandan, 1993; Bruhn et al., 2005; Sun et al., 2014) has been the primary approach for optical flow estimation. Previous works such as (Dosovitskiy et al., 2015; Ilg et al., 2017; Ranjan & Black, 2017; Sun et al., 2018a, 2019; Hui et al., 2018, 2020; Zou et al., 2018) have successfully established efficacy of deep neural networks in estimating optical flow both under supervised and self-supervised settings. Iterative improvement in model architecture and better regularization terms has been primarily responsible for achieving better results. But, most of these works fail to better handle occlusion, small fast-moving objects, capture global motion and rectify and recover from early mistakes.

To overcome these limitations, Teed & Deng (2020) proposed RAFT, which adopts a learning-to-optimize strategy using a recurrent GRU-based decoder to iteratively update a flow field \(f\) which is initialized at zero. Inspired by the success of RAFT, there has been a number of variants such as CRAFT (Sui et al., 2022), GMA (Jiang et al., 2021), Sparse volume RAFT (Jiang et al., 2021) and FlowFormer (Huang et al., 2022), all of which benefits from all-pair correlation volume way of estimating optical flow. The current state-of-the-art work RAFT-OCTC (Jeong et al., 2022) also uses RAFT based architecture, and it imposes consistency based on various proxy tasks to improve flow estimation. Considering RAFT’s effectiveness, generalizability and relatively smaller model size, we adopt RAFT (Teed & Deng, 2020) as our base architecture and employ semi-supervised iterative pseudo labeling together with the contrastive flow loss, to achieve a state-of-the-arts result on KITTI 2015 (Menze & Geiger, 2015) benchmark.
Figure 1: Overview of our Contrastive Flow Model (CLIP-Flow). Input frames are firstly positionally encoded, according to individual 2D pixel locations. Subsequently contrastive loss are applied on encoded features to enforce pixel wise consistency using GT Flow.

**Semi-Supervised and Representation Learning.** Semi-supervised learning (SSL) and representation learning have shown success for a range of computer vision tasks, both during the pretext task training and during specific downstream tasks. Most of these methods leverage contrastive learning (Chen et al., 2020a;b; He et al., 2020), clustering (Caron et al., 2020) and pseudo-labeling (Caron et al., 2021; Chen & He, 2021; Grill et al., 2020; Hoyer et al., 2021) as an enforcing mechanism. Recent works such as (Caron et al., 2020; 2021; Chen et al., 2020a;b; 2021; Grill et al., 2020; He et al., 2020; Xie et al., 2021a; Yun et al., 2022) have empirically shown benefits of SSL for downstream tasks such as image classification, object detection, instance and semantic segmentation. These works leverage contrastive loss in different shapes and forms to facilitate better representation learning. For example, (He et al., 2020; Chen et al., 2020b) advocate for finding positive and negative keys with respect to a given encoded query to enforce a contrastive loss. On similar lines, for dense prediction tasks, studies such as (O Pinheiro et al., 2020; Xiao et al., 2021; Xie et al., 2021a) enforce matching overlapping regions between two augmented images, where as (Yun et al., 2022) looks to form a positive/negative pair between adjacent patches. As part of our approach we use contrastive flow loss between features of the neighboring frames, where we draw a one-to-one positive pair relations between the reference features and the warped features using (pseudo) ground truth flow or flow estimates, as shown in Fig. 1.

Pseudo labeling is another important approach in SSL training paradigm. Some studies leverage pseudo labeling to generate training labels as part of consistency training (Yun et al., 2019; Olsson et al., 2021; Hoyer et al., 2021), while other works propose to use pseudo labeling to improve training pretext task training as in (Caron et al., 2021; Chen & He, 2021; Grill et al., 2020). Rather, we use pseudo labeling for an iterative refinement mechanism, through which we effectively distill the correct flow estimate for the KITTI-Raw dataset (Geiger et al., 2013). To the best of our knowledge, ours is the first work which leverages both contrastive learning and pseudo labeling for estimating optical flow in an SSL fashion.

### 3 Approach

In this section, we describe our method CLIP-Flow, a semi-supervised framework for optical flow estimation by iterative pseudo labeling and contrastive flow loss. Based on two SOTA optical flow networks RAFT (Teed & Deng, 2020) and CRAFT (Sun et al., 2022) as backbone (c.f. Sec. 3.1), we obtain non-trivial improvement by leveraging our iterative pseudo labeling (PL) (c.f. Sec. 3.2) and the proposed contrastive flow loss (c.f. Sec. 3.3). It should be noted that our CLIP-Flow can be easily extended to other optical flow networks, e.g. FlowNet (Dosovitskiy et al., 2015; Ig et al., 2017), SpyNet (Ranjan & Black, 2017) and PWC-Net (Sun et al., 2018a), with little modification.
### 3.1 Preliminaries

Given two consecutive RGB images $I_1, I_2 \in \mathbb{R}^{H \times W \times 3}$, the optical flow field $f \in \mathbb{R}^{H \times W \times 2}$ is defined as a dense 2D motion field $f = (u, v)$, which maps each pixel $(u, v)$ in $I_1$ to its counterpart $(u', v')$ in $I_2$, with $u' = u + u_f$ and $v' = v + v_f$.

**RAFT.** Among end-to-end optical flow methods (Dosovitskiy et al. 2015; Ilg et al. 2017; Ranjan & Black 2017; Sun et al. 2018a; Sui et al. 2022; Leong et al. 2022; Teed & Deng 2020), RAFT (Teed & Deng 2020) features a learning-to-optimize strategy using a recurrent GRU-based decoder to iteratively update a flow field $f$ which is initialized at zero. Specifically, it extracts features using a convolutional encoder $g_0$ from the input images $I_1$ and $I_2$, and outputs features at 1/8 resolution, i.e., $g_0(I_1) \in \mathbb{R}^{H' \times W' \times C}$ and $g_0(I_2) \in \mathbb{R}^{H' \times W' \times C}$, where $H'=H/8$ and $W'=W/8$ for spatial dimension and $C=256$ for feature dimension. Also, a context network $h_0$ is applied to the input first image $I_1$. Then all-pair visual similarity is computed by constructing a 4D correlation volume $V \in \mathbb{R}^{H' \times W' \times H' \times W'}$ between features $g_0(I_1)$ and $g_0(I_2)$. It can be computed via matrix multiplication as $V = g_0(I_1) \cdot g_0^T(I_2)$, i.e., $g_0(I) \in \mathbb{R}^{(H'-W') \times C}$, and $h_0(I) \in \mathbb{R}^{(H'-W') \times (H'-W')}$. Then RAFT builds a 4-layer correlation pyramid $\{V^s\}_{s=1}^4$ by pooling the last two dimensions of $V$ with kernel sizes $2^{s-1}$, respectively. The GRU-based decoder estimates a sequence of flow estimates $\{f_1, \ldots, f_T\}$ ($T=12$ or 24) from a zero initialized $f_0 = 0$. RAFT attains high accuracy, strong generalization as well as high efficiency. We take RAFT as the backbone and achieve boosted performance, i.e. F1-all errors of 4.11 (ours) vs 5.10 (raft) on KITTI-2015 (Menze & Geiger 2015) (c.f. Tab. 1).

**CRAFT.** To overcome the challenges of large displacements with motion blur and the limited field of view due to locality of convolutional features in RAFT, CRAFT (Sui et al. 2022) proposes to leverage transformer layers to learn global features by considering long-range dependence, and hence revitalize the 4D correlation volume $V$ computation as in RAFT. We also use CRAFT as the backbone and attain improvement, i.e. F1-all errors of 4.66 (ours) vs 4.79 (craft) on KITTI-2015 (Menze & Geiger 2015) (c.f. Tab. 1).

### 3.2 Iterative Pseudo Labeling

Deep learning based optical flow methods are usually pretrained on synthetic data and finetuned on real data. This begs an important question: *How to effectively transfer the knowledge learned from synthetic domain to real world scenarios and bridge the big gap between them?* Our semi-supervised framework is proposed to improve the performance on real datasets $D_R$, by iteratively transferring the knowledge learned from synthetic data $D_S$ and/or a few of available real datasets $D_R^p$ (with sparse or dense ground truth optical flow labels). Without loss of generality, we assume that the real data $D_R$ consists of i) a small amount of training data $D_R^l$ (e.g. KITTI 2015 (Menze & Geiger 2015) training set with 200 image pairs) due to the expensive and tedious labeling by human, ii) a number of testing data $D_R^t$ (e.g. KITTI 2015 test set with 2000 pairs), and iii) a large amount of unlabeled data $D_R^u$ (e.g. KITTI raw dataset (Geiger et al. 2013) having 84,642 images pairs) which is quite similar to the test domain. Therefore, we propose to use the unlabeled, real KITTI Raw data by generating pseudo ground truth labels using a master (or teacher) model to transfer the knowledge from pretraining on synthetic data or small real data to real data KITTI 2015 test set.

As shown in Fig. 2 our semi-supervised iterative pseudo labeling training strategy includes 3 steps: 1) Training on a large amount of unlabeled data $(D_R^u)$ supervised by a master (or teacher) model, which is chosen at the beginning as a model pretrained on large-scale synthetic and small real datasets, 2) Conducting $k$-fold cross validation on the labeled real dataset $(D_R^l)$ to find best hyper-parameters, e.g. training steps for finetuning $S_{ft}$, and 3) finetuning our model on the labeled dataset $(D_R^l)$ using the best hyper-parameters selected above, and updating the finetuned model as a new version of the master (or teacher) model to repeat those steps for next iteration, until the pre-defined iteration steps $N$ is reached or the gain of evaluation accuracy on test set $(D_R^t)$ is marginal. The detailed algorithm is illustrated in Alg. 1.

**Semi-supervised learning on unlabeled real dataset.** Our proposed iterative pseudo labeling method aims at dealing with real imagery that usually lacks ground truth labels and is difficult to be

---

1We assume the synthetic data is at large scale and have ground truth optical flow maps.
in the corresponding part of the validation set. As shown in Fig. 3, we pick the best
model \( \phi \) for finetuing on the whole real dataset (e.g. RAFT, CRAFT) pretrained on
large amount of unlabeled data (e.g. RAFT and CRAFT) pretrained on \( D_{S+T+K+H} \),
and \( D_{S+T+K+H} \) are generated by a master model (e.g. RAFT). As shown in Alg. 1 and Fig. 2-A, a pretrained baseline model
accurately modeled by simulators due to reflective surfaces, sensor noise and illumination conditions
(Cai et al., 2020). As shown in Alg. 1 and Fig. 2-A, a pretrained baseline model
\( \phi_{bs} \) at the first step, and will be updated in the following iteration with our new model
\( \phi_{our} \). More details about training is provided in Sec 3.3) are provided and they are pretrained using the same input datasets of synthetic
images (\( D_S \), including C+T+4S for FlyingChairs, FlyingThings3D, Sintel, respectively) and a small
number of real ones (\( D^{tr}_{R} \), including K+H for KITTI 2015 and HD1K). Then based on the pretrained
model \( \phi_{our} \) (c.f. line 6 in Alg. 1), we train our model \( \phi_{our} \) on the large unlabeled real dataset (\( D^{nl}_{R} \))
with the supervision of the pseudo ground truth labels \( \hat{f} \) (c.f. line 5 in Alg. 1). The pseudo labels \( \hat{f} \)
generated by a master model (c.f. Fig. 2-A), and the master model is initialized as the pretrained
baseline \( \phi_{bs} \) at the first step, and will be updated in the following iteration with our new model \( \phi_{our} \).

Figure 2: Overview of our semi-supervised iterative pseudo labeling training strategy, which can be easily
applied to existing SOTA architectures. Taking RAFT (Teed & Deng, 2020) as an example, given baseline RAFT
and RAFT-CF-CE (with our proposed Contrastive Flow loss and Coordinate encoding), both pretrained on
C+T+S+K+H datasets, short for FlyingChairs, FlyingThings3D, Sintel, KITTI 2015 and HD1K, respectively.

Algorithm 1 Semi-supervised iterative pseudo labeling for optical flow estimation

| Input: synthetic datasets \( D_S \), real datasets \( D_R \) (including training data \( D^{tr}_{R} \), test data \( D^{te}_{R} \) and a
large amount of unlabeled data \( D^{nl}_{R} \)) |

| Input: \( \phi_{bs} \) \# baseline (e.g. RAFT and CRAFT) pretrained on \( D_S \cup D^{tr}_{R} \) |

| Input: \( \phi_{our} \) \# ours (\( \phi_{bs} \) + pseudo labeling + contrastive flow loss), pretrained on \( D_S \cup D^{tr}_{R} \) |

| \# index and total number of iterative pseudo labeling |

\begin{align*}
1: & \quad i \leftarrow 0 \text{ and } N \leftarrow \text{e.g. 3} \\
2: & \quad s \leftarrow 0 \text{ and } S \leftarrow \text{e.g. } 1.2 \times 10^6 \\
3: & \quad \text{while } i < N \text{ do} \\
4: & \quad s \leftarrow 0 \\
5: & \quad \hat{f} = \phi_{bs} (D^{nl}_{R}) \text{ if } i = 0 \text{ else } \phi_{our} (D^{nl}_{R}) \\
6: & \quad \phi_{our} \leftarrow \phi_{our} \# \text{ initialization with our model } \phi_{our} \text{ pretrained on } D_S \cup D^{tr}_{R} \\
7: & \quad \text{while } s \leq S \text{ do} \\
8: & \quad \phi_{our} \leftarrow L (\phi_{our} (D^{nl}_{R}), \hat{f}) \# \text{ training on unlabeled real data } D^{nl}_{R} \\
9: & \quad s \leftarrow s + 1 \\
10: & \quad \text{end while} \\
11: & \quad s \leftarrow 0 \text{ and } S_{ft} \leftarrow k\text{-fold}(\phi_{our}, D^{tr}_{R}) \# \text{ find best steps } S_{ft} \text{ for finetuing by } k\text{-fold cross validation} \\
12: & \quad \text{while } s \leq S_{ft} \text{ do} \\
13: & \quad \phi_{our} \leftarrow L (\phi_{our} (D^{tr}_{R}), \hat{f}) \# \text{ finetuning on real train data } D^{tr}_{R} \text{ by loss } L \\
14: & \quad s \leftarrow s + 1 \\
15: & \quad \text{end while} \\
16: & \quad i \leftarrow i + 1 \\
17: & \quad \text{end while} \\
\end{align*}
Finetuning the model. After getting the best hyper-parameter \( w \) via the \( k \)-fold cross validation, we use the obtained hyper parameters to finetune our model \( \phi_{our} \) on the whole real labeled data \( \mathcal{D}_R \) (c.f. line 13 in Alg. 1). We use this finefuned model \( \phi_{our} \) to update the master (or teacher) model to produce second round pseudo ground truth optical flow labels. These steps will be repeated until the predefined iteration \( N \) is reached or the gain of accuracy on real dataset \( \mathcal{D}_R \) is marginal.

3.3 Contrastive Flow

Self-supervised Contrastive Learning. Contrastive learning first introduced by \( \text{Hadsell et al.} \) (2006) has become increasingly successful for self-supervised representation learning \( \text{Wu et al.} \) (2018; \text{Oord et al.} 2018; \text{Hjelm et al.} 2019; \text{Bachman et al.} 2019; \text{Chen et al.} 2020a; He et al., 2018; \text{Oord et al.} 2018; \text{Hjelm et al.} 2019; \text{Bachman et al.} 2019; \text{Chen et al.} 2020a; He et al., 2020; \text{Chen et al.} 2021) in computer vision. It learns visual representations such that two similar (positive) points have a small distance and two dissimilar (negative) points have a large distance. This can be formulated as a dictionary look-up problem given an encoded query \( q \) and a set of encoded samples \( \{k_0, k_1, k_2, \ldots \} \) as the keys of a dictionary \( \{\text{He et al.} \ 2020; \text{Chen et al.} \ 2021\} \). A general formula of a contrastive loss function, called InfoNCE \( \text{Oord et al.} \ 2018 \), is defined as:

\[
L_q = -\log \frac{\exp (q \cdot k^+ / \tau)}{\sum_{k^-} \exp (q \cdot k^- / \tau)}
\]

where \( k^+ \) is the positive sample of the query \( q \), and the set \( \{k^-\} \) consists of negative samples of \( q \). \( \tau \) is a temperature hyper-parameter, and the operator \( \cdot \) is dot product. In general, the query representation is \( q = g_0(x^q) \) where \( g_0 \) is an encoder network and \( x^q \) is an input query image, and similarly, \( k = g_k(x^k) \) for keys.

Semi-supervised Contrastive Flow. To improve the representations for optical flow, we propose a contrastive flow loss to explicitly supervise the network training for learning better features and hence an informative correlation volume in RAFT (\text{Teed & Deng} 2020). Given the input images \( I_1 \) and \( I_2 \), the extracted features \( g_0(I_1) \) and \( g_0(I_2) \), and the optical flow \( F \) a pixel index \( i \) in \( I_1 \) with the feature \( g_1^i \in g_0(I_1) \) is warped to a corresponding pixel index \( j \) in \( I_2 \), with \( j = i + f_i \) in \( I_2 \) and the corresponding feature \( g_2^j \in g_0(I_2) \) is sampled from feature map \( g_0(I_2) \) via bilinear interpolation. We consider the corresponding pair \( (i, j) \) as a positive pair and other samples \( (i, k) \) for \( k \neq j \) as negative pairs. Therefore, we define the contrastive flow loss for index \( i \) as

\[
l_i = \frac{\exp (g_1^i \cdot g_2^j / \tau)}{\sum_{k \in I_2, k \neq j} \exp (g_1^i \cdot g_2^k / \tau)}
\]

And the contrastive flow loss over all the valid pixels which have (pseudo) ground truth in image \( I_1 \) is defined as

\[
L_{CT} = \frac{1}{N_v} \sum_{i=0}^{N_v-1} -\log l_i
\]

where \( N_v \) is the number of valid pixels and recall \( j = i + f_i \). The loss \( L_{CT} \) in Eq. 3 can be efficiently computed as matrix multiplication.

Coordinate Encoding. Optical flow is the task of estimating per-pixel motion between video frames. Therefore, the coordinate of each pixel should be an important cue when predicting the optical flow for each pixel pair in \( I_1 \) and \( I_2 \). We proposed to concatenate 2D-coordinate map of each pixel as two additional channels to the original input frames. As shown in Fig. 1, the new input pair becomes \( I'_1, I'_2 \in \mathbb{R}^{H \times W \times 5} \). In the ablation study (Sec. 4.3), we demonstrate that incorporating the coordinate encoding consistently improves the optical flow estimates.

\[It could be a ground truth optical flow or a pseudo label predicted by RAFT pretrained in synthetic datasets.\]
4 Experiments

4.1 Experimental Setting and Dataset

In our experiments, we have mainly focused on two recent and well-known base models, which are RAFT (Teed & Deng, 2020) and CRAFT (Sui et al., 2022), to verify the efficacy of our proposed training strategy. Our pretrained model based on RAFT and CRAFT are achieved by pretraining on dataset such as Sintel (Butler et al., 2012a), HD1K (Krispin et al., 2016), FlyingChair (Dosovitskiy et al., 2015), and FlyingThing (Mayer et al., 2016). We use similar training and hyperparameter setting to achieve these models, as described in the original works. We refer readers to (Teed & Deng, 2020; Sui et al., 2022) for more details. Training during iterative refinement using pseudo labelling, is done on KITTI flow dataset (Menze & Geiger, 2015; Menze et al., 2018), where we use KITTI-Raw dataset, which consists of about 84642 images pairs but without any ground-truth labels for optical flow. We call the publicly available 200 KITTI flow dataset with manually labeled optical flow groundtruth as KITTI-Flow-Val, and the other 200 reserved KITTI flow testing data as KITTI-Flow-test.

For a fair analysis, we conduct exhaustive ablation experiments and use the standard KITTI-Flow-test dataset, for evaluating our models. In the next few subsections we discuss in detail the results achieved on KITTI dataset using our training strategy. We go on to show that our proposed model (RAFT-CF) along with iterative pseudo labelling helps us achieve state-of-art result for KITTI dataset and shows significant improvement for synthetic dataset as well.

4.2 Results on KITTI

**RAFT Model** Training on KITTI dataset could be broadly subdivided in to three stages as shown in the Fig. 3 and is discussed in section 3.2. All 3 stages defined in 3 (A, B, and C), forms one iteration of pseudo-label enabled training. In the first stage (Fig.3A), we train our proposed RAFT-CF-CE (RAFT with Contrastive flow with Coordinate embedding) on KITTI-Raw dataset using the pseudo flow labels, generated using original pretrained RAFT model as our Master RAFT model for 1.2m steps. In this stage our candidate RAFT-CF-CE model will be updated by the supervision of the pseudo flows. In the second stage (Fig.3B), we take the updated RAFT-CF-CE model from part A and perform 5-fold cross validation on the KITTI-Flow-Val, by dividing the 200 image pairs into 5 parts, where each part includes 40 images pair. We conduct a total of 5 experiments on the updated RAFT-CF-CE model, and for each group of cross-validation, we evaluate the F1-all error score at every 200 steps. We then calculate the average F1-all error score for each step through all the 5 groups of training, and pick the one that gives the lowest F1-all error score as the candidate best suited for fine-tuning our updated RAFT-CF-CE model. As seen in Fig.3 we find that, we achieve an inflection point around 1.6k training steps, which gives us the best average accuracy on the validation dataset. Through this cross validation step, we efficiently narrow down the optimum number of training steps required to further fine-tune the model on KITTI-Flow-Val dataset. It also brings out the fact that, the model tends to grossly over-fit the small training data even after 2k steps.

Finally, In the third stage (Fig.3C), we finetune the updated RAFT-CF-CE-PL model from part A with the whole KITTI-Flow-Val for the optimum steps, which we get from Part B. After finetune, we get our final updated RAFT-CF-CE model for the current iteration. We repeat this process for iterative refinement for few more iterations till the model converges.
Method Training dataset | Sintel (train) | KT15 (train) | Sintel (test) | KT15 (test) | Clean | Final | F1-epe | F1-all | Clean | Final | F1-epe | F1-all |
|-------------------------|---------------|---------------|---------------|---------------|-------|-------|-------|-------|-------|-------|-------|-------|
| LiteFLowNet (Hui et al., 2018) | C+T+S+K+H | (1.30) | (1.62) | (1.47) | (4.80) | 3.48 | 4.69 | 7.62 |
| PWC-Net+ (Sun et al., 2019) | C+T+S+K+H | (1.71) | (2.34) | (1.50) | (5.30) | 3.45 | 4.60 | 7.72 |
| VCN (Yang & Ramanan, 2019) | C+T+S+K+H | (1.66) | (2.24) | (1.16) | (4.10) | 2.81 | 4.40 | 6.30 |
| MaskFlowNet (Zhao et al., 2020) | C+T+S+K+H | - | - | - | - | 2.52 | 4.17 | 6.10 |
| RAFT (Reed & Deng, 2020) | C+T+S+K+H | (0.76) | (1.22) | (0.63) | (1.50) | 1.61 | 2.86 | 5.10 |
| RAFT (Huang et al., 2021) | C+T+S+K+H | (0.62) | (1.06) | (0.57) | (1.20) | 1.39 | 2.47 | 5.15 |
| RAFT-OCTC (Jeong et al., 2022) | C+T+S+K+H | (0.73) | (1.23) | (0.67) | (1.70) | 1.82 | 3.09 | 4.72 |
| RAFT-OCTC† | - | (0.71) | (2.00) | 1.58 | 2.95 | - |
| RAFT-OCTC‡ | - | (0.78) | (2.30) | 1.41 | 2.57 | - |
| CRAFT (Sui et al., 2022) | C+T+S+K+H | (0.74) | (1.24) | (0.71) | (1.34) | 1.45 | 2.42 | 4.79 |
| RAFT-A (Sun et al., 2021) | C+T+S+K+H | - | - | - | - | 1.52 | 2.65 | - |
| Ours (RAFT-CF-CE) | C+T+S+K+H | - | - | (1.24) | (3.99) | - | - | 4.38 |
| Ours (RAFT-CF-CE-PL1) | - | - | (1.10) | (3.18) | - | - | 4.13 |
| Ours (RAFT-CF-CE-PL2) | - | - | (1.02) | (2.78) | - | - | 4.11 |
| Ours (RAFT-CF-CE-PL3) | - | - | (1.67) | (5.12) | - | - | 4.68 |
| Ours (CRAFT-CF-CE-PL1) | - | - | (1.71) | (5.23) | - | - | 4.68 |

Table 1: Optical flow results on Sintel and KITTI 2015. RAFT-CF-CE is our modified version of baseline RAFT, by adding contrastive flow (CF) loss and coordinate encoding (CE). Similarly, -PL is for the adding of our proposed semi-supervised iterative pseudo labeling (PL) training strategy, and -PL1, -PL2 and -PL3 represent the 1st, 2nd and 3rd iteration respectively. The similar setup is for the backbone CRAFT Sui et al. (2022). *Results evaluated with the "warm-start" strategy detailed in RAFT. (Result) denotes a result on training sets, listed here for reference only. Bold for best results and the second best results are underlined.

The comparative results on KITTI-Flow-Val and KITTI-Flow-test among all the published SOTA methods is presented in Tab. 1. Results seen in Tab. 1 further validates robustness of our approach, as even though all of our model have higher training error, it performs much better on test dataset. Unlike other SOTA methods, which get lower training error but higher testing error, clearly reflecting towards an over-fitted model. This is also because of the fact that we follow a semi-supervised approach leveraging contrastive and pseudo labels during our training. Therefore, we claim that with the proposed training strategy, our model can be trained for more iterations and even more steps without any data overfitting issues. In our case, we conducted 3 iterations of iterative training and the last iteration has 5 million steps, giving us a F1-all error score of 4.11 on the KITTI-Flow-test with 2.78 training error on KITTI-Flow-Val. Qualitative improvement using our model is presented in Fig. 5 on KITTI-Flow-test 2015 (Menze & Geiger, 2015). The right column is our predicted optical flow results, the middle column is the results from the baseline model RAFT. Our model, as seen from the results, is make finer flow predictions and also better handles occluded pixels.

RAFT In order to demonstrate generalizability of the proposed contrastive loss and iterative pseudo labeling training strategy, we also trained the most recently released state-of-art model CRAFT Sui et al. (2022) with our training strategy. We follow a similar 3 stage approach as described in RAFT Model paragraph of 4.2 for the CRAFT model. During our experiments, we found that training CRAFT based model takes unexpectedly longer time compared to one based on RAFT. Due to this constrain, we ran the CRAFT based CRAFT-CE-PL and CRAFT-CF-CE-PL model for 1 iteration with 620k and 420k steps respectively. We then tested our final model on KITTI-Flow-test and we get F1-all error score of 4.66 and 4.68, which outperforms original CRAFT model (4.79 F1-all error) by a good margin, as shown in table 1.

| iteration | steps | F1-all(val) | F1-all(test) |
|-----------|-------|-------------|-------------|
| 1st       | 1.2m  | 3.99        | 4.38        |
| 2nd       | 1.2m  | 3.42        | -           |
| 3rd       | 1.2m  | 3.18        | 4.13        |
| 3rd       | 5m    | 2.78        | 4.11        |

Table 2: The comparison of F1-all error on KITTI-Flow-Val and KITTI-Flow-test at different iteration and different training steps.

| Models   | F1-all (validation) | F1-all (test) |
|----------|---------------------|---------------|
| RAFT-PL  | 4.531               | 4.48          |
| RAFT-CE-PL | 4.45              | -             |
| RAFT-CF-CE-PL | 3.99              | 4.38          |

Table 3: The comparison of F1-all error KITTI-Flow-Val and KITTI-Flow-test for different RAFT based model.
Figure 4: (a) F1-all error curve on KITTI-Flow dataset when training (Our) RAFT-CF-CE-PL model on the KITTI-Raw dataset. 1st iteration (blue curve) is supervised by pseudo flow generated using the original RAFT. In 2nd and 3rd iteration, it is supervised by the updated RAFT-CF-CE-PL1 and RAFT-CF-CE-PL1 model respectively. (b) The curve shows, F1-all error on KITTI-Flow dataset for different RAFT based model. We see our RAFT-CF-CE-PL model, performs the best.

Figure 5: Qualitative results of optical flows: left column the original image, middle column is the optical flow of the original RAFT model, the right column (circled by green box) is the output of our model.

As outlined in the earlier sections, our method can be broadly divided in to three independent sub-parts, which are: 1) Employing iterative training with Pseudo Labeling (PL), 2) Adding Contrastive Flow loss to the baseline encoder features (CF), and 3) Applying Coordinate Encoding (CE) to the raw input frames. Here we will analyze how each of them contribute the improved performance. Figure 4(b) shows the F1-all error score on KITTI-Flow-Val. The top red curve is the RAFT-PL model on trained on KITTI-Raw. The middle green curve is model RAFT-CE-PL, and the bottom blue is the RAFT-CF-CE-PL model. Through the experiments it shows that the proposed iterative pseudo labeling training strategy itself will highly increase the predicted optical flow accuracy. Adding coordinate embedding and contrastive flow loss will further increase the optical flow accuracy. The quantitative results shown in Table 3.

5 Conclusions

In this paper we have proposed a novel and effective semi-supervised learning strategy, with iterative pseudo label refinement and contrastive flow loss. Our framework aims at transferring the knowledge pretrained on the synthetic data to the target real domain. Through the iterative pseudo label refinement, we can leverage the ubiquitous, unlabeled real data to facilitate dense optical flow training and
bridge the domain gap between the synthetic and the real. The contrastive flow loss is applied on a pair of corresponding features (one is warped to another via the pseudo ground truth flow), to boost accurate matching due to reliable pseudo labels and to dampen mismatching due to noisy pseudo labels, occlusion or global motion. Experiments results on KITTI 2015 and Sintel using two backbones RAFT and CRAFT, demonstrate the effectiveness of our proposed semi-supervised learning framework. We obtain the second best result (F1-all error of 4.11%) on KITTI 2015 benchmark among all the non-stereo methods (c.f. Sec. A for detailed rankings).
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We show additional results in this appendix.

A.1 Screenshots of KITTI 2015 Optical Flow Benchmark

Fig. 6 shows the evaluation results on the KITTI 2015 optical flow benchmark. Based on the baseline RAFT (Teed & Deng, 2020), our model RAFT-CF-PL3 (with CF for contrastive flow, and PL3 for iterative pseudo labeling at the 3rd iteration) obtains an F1-all error of 4.11%, i.e. a 19% error reduction with respect to RAFT (5.10%). Our model outperforms most of the evaluated non-stereo methods as the time of submission, except for RAFT-OCTC (Jeong et al., 2022). The not-trivial improvement compared with RAFT, demonstrates the effectiveness of i) our proposed semi-supervised iterative pseudo labeling training strategy and, ii) the proposed contrastive flow loss, which facilitates the semi-supervised training by dampening the mismatching or displacement due to motion blur or occlusion when leveraging the pseudo labeling.

A.2 Screenshots of Sintel Benchmark

Fig. 7 and Fig. 8 show the evaluation results on the MPI Sintel benchmark on clean pass and final pass, respectively. Upon the baseline RAFT (Teed & Deng, 2020), our model RAFT-CF (with CF for contrastive flow, and no iterative pseudo labeling due to Sintel having ground truth labels) obtains an epe of 1.519 (clean pass), i.e. a 6% error reduction from RAFT with 1.609; and an epe of 2.645 (final pass), a 7% error reduction from RAFT with 2.855. The improved results show the effectiveness of our proposed contrastive flow loss. It helps the supervised training on the synthetic Sintel dataset (Butler et al., 2012a) by mitigating the mismatching due to occlusion, small fast-moving objects, and global motion, even though having the ground truth optical flow.

---

[3] www.cvlibs.net/datasets/kitti/eval_scene_flow.php?benchmark=flow
[4] Stereo methods uses left and right (stereo) images, but RAFT and ours use left images only.
[5] http://sintel.is.tue.mpg.de/quant?metric_id=0&selected_pass=0
Figure 6: Screenshot of the KITTI 2015 optical flow benchmark evaluation results. Our model RAFT-CF-PL3 (CF for contrastive flow, and PL3 for iterative pseudo labeling at 3rd iteration) modified based on the backbone RAFT, obtains an F1-all error of 4.11%, i.e. a 19% error reduction from RAFT (5.10%), ranking the 2nd place among all evaluated non-stereo methods as of September 28, 2022. Our model is slightly outperformed by RAFT-OCTC (Jeong et al., 2022).
Figure 7: Screenshot of the MPI Sintel (clean pass) benchmark evaluation results. Our model RAFT-CF (CF for contrastive flow, and no iterative pseudo labeling due to Sintel having ground truth labels) modified based on the backbone RAFT, obtains an end-point-error (epe) of 1.519, i.e., a 6% error reduction from RAFT (1.609), showing the effectiveness of our proposed contrastive flow loss.
Figure 8: Screenshot of the MPI Sintel (final pass) benchmark evaluation results. Our model RAFT-CF (CF for contrastive flow, and no iterative pseudo labeling due to Sintel having ground truth labels) modified based on the backbone RAFT, obtains an end-point-error (epe) of 2.645, i.e. a 7% error reduction from RAFT (2.855), showing the effectiveness of our proposed contrastive flow loss.