LIMITS OF KMS STATES ON TOEPLITZ ALGEBRAS OF FINITE GRAPHS
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Abstract. The structure of KMS states of Toeplitz algebras associated to finite graphs equipped with the gauge action is determined by an Huef–Laca–Raeburn–Sims. Their results imply that extremal KMS states of type I correspond to vertices, while extremal KMS states at critical inverse temperatures correspond to minimal strongly connected components. The purpose of this article is to clarify the role of non-minimal components and the relation between vertices and minimal components in the KMS-structure. For each component $C_0$ and each vertex $v \in C_0$, the KMS states at the critical inverse temperature of $v$ obtained by the limit of type I KMS states associated to $v$ uniquely decomposes into a convex combination of KMS states associated to minimal components. We show that for each minimal component $C$, the coefficient of the KMS state associated to $C$ is nonzero if and only if there exists a maximal path from $C$ to $C_0$ in the graph of components.

1. Introduction

The research of equilibrium states of graph algebras originates from the work of Olesen–Pedersen [8], in which they found the unique existence of KMS states on Cuntz algebras equipped with the gauge action. Their work has been generalised to Cuntz–Krieger algebras associated to irreducible matrices by Enomoto–Fujii–Watatani [6]. Their method is an application of Perron–Frobenius theory, which is an essence even for the case of general finite graphs. As a consequence, it is known that if $E$ is a finite strongly connected graph, then there exists a unique KMS state on $C^*(E)$ with respect to the gauge action at $\beta = \log \rho$, where $\rho$ is the spectral radius of the adjacency matrix of $E$. However, the KMS-structure is more complicated when a finite graph is reducible. KMS states of arbitrary finite graph algebras have been completely determined in the work of an Huef–Laca–Raeburn–Sims [2] combined with the recent work by the author and C. Bruce [4, Section 5]. As a consequence, if $E$ is a finite graph, then there is a one-to-one correspondence between extremal KMS states of type III and minimal strongly connected components of $E$, see Theorem 2.9. Here, the curious point is that not all components contribute to type III KMS states.

On the other hand, we can observe a phase transition phenomenon by extending the C*-dynamical system to the Toeplitz algebra $TC^*(E)$ of a finite graph $E$. In the C*-dynamical system $TC^*(E)$ with the gauge action, each vertex corresponds to a chain of extremal type I KMS states $\varphi_{\beta,v}$ for inverse temperatures $\beta$ such that the partition function $Z_v(\beta)$ converges, see Section 2.2 for the detail. Hence, the shape of KMS-simplex of $TC^*(E)$ spectacularly changes at each critical inverse temperature $\beta_v$.

Comparing the structure of type I and type III KMS states, we come up with two natural questions:

(1) What is the role of non-minimal components in the KMS-structure?
(2) What is the relation between type I and type III KMS states?

For the second question, we can expect a natural relation between type I KMS states of vertices $v$ and type III KMS states of components containing $v$, if $v$ belongs to a minimal component. However, the relation is not obvious when $v$ belongs to a non-minimal component, because non-minimal components do not give rise to KMS states.

The aim of this article is to give answers to these questions. For the second question, it is natural to consider the limit of $\varphi_{\beta,v}$ as $\beta \to \beta_v + 0$ with respect to the weak*-topology in the state space. Then we obtain a KMS state $\varphi_v$ at the critical inverse temperature for each vertex $v$. Here, the point is that $\varphi_v$ is not necessarily extremal. Since there are only finitely many extremal points in the KMS-simplices of $TC^*(E)$ for a finite graph $E$, the KMS state $\varphi_v$ may decompose into a convex combination of extremal KMS states $\psi_C$ associated to minimal components $C$. We first observe that $\varphi_v$ is a convex combination of $\psi_C$ for minimal components $C$ admitting a path from $C$ to $v$ in $E$ and with spectral radius $e^{\beta_v}$ (Corollary 3.7). Then, the main theorem of this article is the determination of minimal components $C$ such that the coefficient of $\psi_C$ is positive in the convex combination of $\varphi_v$ (Theorem 3.25). In order to formulate the main theorem, we introduce a graph of strongly connected components $B(E,C_0)$ associated to a finite graph $E$ and a fixed strongly connected component $C_0$ of $E$. As the main theorem, we show that the coefficient of $\psi_C$ is positive if and only if there is a “maximal path” (Definition 3.19(2)) from $C$ to $C_0$ in $B(E,C_0)$, where $C_0$ is the strongly connected component containing $v$. The information of “intermediate” critical components (Definition 3.19(1)) is in fact contained in the maximality paths, and is reflected to the convex decomposition of $\varphi_v$. Hence, this result gives a complete answer to the second question, and a partial answer to the first question. The role of non-minimal non-critical components are still not clear, which may be an interesting problem.

In addition, we verify the effect of intermediate critical components in a concrete example (Example 4.1). In the main theorem, we have not paid attention to the values of coefficients when they are positive. However, we may expect that the values of coefficients in the convex decomposition have more information. We examine this possibility in a concrete example (Example 4.2), which tells us that minimal components with spectral radius less than $e^{\beta_v}$ have an effect to the coefficients in the convex decomposition of $\varphi_v$. For a future direction, it is an interesting problem to catch a qualitative feature of the convex decomposition which validates the phenomenon in Example 4.2.
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2. Preliminaries

In this section, we collect known results of KMS states of Toeplitz algebras of graphs. We fix basic notations at first. The symbol $\mathbb{R}_+$ denotes the set of positive real numbers. For a square matrix $A$ of finite size, its spectral radius is denoted by $\rho(A)$. For a set $S$, its cardinality is denoted by $|S|$.
For the definition of Toeplitz algebra of graphs, there are two different conventions, such as \[5\] and \[1\]. In this article, we adopt the convention in \[5\]. Note that several references in this article adopt the opposite convention.

### 2.1. Directed graphs, Toeplitz algebras, and KMS states

A directed graph \(E = (E^0, E^1, s, r)\) consists of a set of vertices \(E^0\), a set of edges \(E^1\), source and range maps \(s, r: E^1 \to E^0\). A finite path \(\mu\) in the graph \(E\) is a finite sequence \(\mu = e_0e_1\cdots e_{n-1}\) of edges such that \(r(e_i) = s(e_{i+1})\) for \(i = 0, 1, \ldots, n-1\). For a path \(\mu = e_0e_1\cdots e_{n-1}\), \(|\mu| := n\) is called the length of \(\mu\), and the set of paths of length \(n\) is denoted by \(E^n\). Here, a vertex is considered as a path of length 0. Let \(E^* = \bigcup_{n=0}^{\infty} E^n\) be the set of all finite paths in \(E\). If \(\mu, \nu \in E^*\) satisfies \(r(\mu) = s(\nu)\), then \(\mu\) and \(\nu\) are composable in the obvious way, and the composition is denoted by \(\mu\nu\). An infinite path \(\mu\) in \(E\) is an infinite sequence \(\mu = e_0e_1\cdots\) of edges such that \(r(e_i) = s(e_{i+1})\) for \(i = 0, 1, \ldots\). The set of all infinite paths is denoted by \(E^\infty\), and let \(E^{\leq \infty} := E^* \cup E^\infty\) be the set of all finite or infinite paths. We extend the definition of the composition \(\mu\nu\) for \(\mu \in E^*\) and \(\nu \in E^{\leq \infty}\) in the natural way. The space \(E^{\leq \infty}\) is a compact space with respect to the pointwise convergence topology (see \[12\] Section 2) for the detail. A graph \(E\) is called finite if both \(E^0\) and \(E^1\) are finite. In this article, we restrict our attention to finite graphs.

We fix notations related to graphs. Let \(E\) be a finite graph. For \(v, w \in E^0\), let \(vE^*, EW^*\) denote the set of finite paths starting from \(v\), the set of finite paths ending at \(w\), the set of finite paths from \(v\) to \(w\) respectively. For a natural number \(n\), \(vE^n, wE^n\) denote the sets of paths of length \(n\) defined in the same way. A strongly connected component \(C\) of \(E\) is an equivalence class of \(E^0\) with respect to the equivalence relation \(\sim\) defined by \(v \sim w\) if \(vE^*w \neq \emptyset\) and \(wE^*v \neq \emptyset\). The set of all strongly connected components of \(E\) is denoted by \(\pi(E)\). Since we do not consider other sorts of connected components in this article, strongly connected components are simply called components. The graph \(E\) is called strongly connected if \(|\pi(E)| = 1\). For a subset \(S \subseteq E^0\), let \(E_S\) be the restriction of \(E\) to \(S\). That is, \(E_S\) is a graph with the vertex set \(E_S^0 = S\), and the edge set \(E_S^1\) is equal to the set of edges \(e \in E^1\) such that \(s(e), r(e) \in S\). The matrix \(A_E = [|vE^1w|]_{v,w \in E^0}\) indexed by \(E^0\) is called the adjacency matrix of \(E\). For subsets \(S, T \subseteq E^0\), the adjacency matrix of \(E_S\) is denoted by \(A_S\), and the \(S \times T\) block of \(A_E\) is denoted by \(A_{ST}\). Note that \(A_S = A_{S \times S}\). For a subset \(D \subset E^0\) define \(S_D := s(E^1D)\).

Let \(E\) be a directed graph. The Toeplitz algebra of \(E\), which is first defined in \[7\] Section 4, is the universal C*-algebra \(\mathcal{T}C^*(E)\) generated by projections \(p_v\) for \(v \in E^0\) and partial isometries \(s_e\) for \(e \in E^1\) subject to the relations

\[
\begin{align*}
  s_es_e &= pr(e) & \text{for all } e \in E^1, \\
  (s_es_f)(sf^*) &= 0 & \text{for all } e, f \in E^1 \text{ with } e \neq f, \\
  pvpw &= 0 & \text{for all } v, w \in E^0 \text{ with } v \neq w, \\
  \sum_{e \in vE^1} s_es_e^* &\leq p_v & \text{for all } v \in E^0.
\end{align*}
\]

Note that \(\mathcal{T}C^*(E)\) is unital if \(E\) is finite. In this case, we have \(1 = \sum_{v \in E^0} p_v\). For each \(v \in E^0\), let

\[
\delta_v = p_v - \sum_{vE^1} s_es_e^*.
\]
Then, $\delta_v$ is a minimal projection of $\mathcal{T}C^*(E)$. Define an action $\alpha: \mathbb{R} \curvearrowright \mathcal{T}C^*(E)$ by

$$\alpha_t(p_v) = p_v, \quad \alpha_t(s_e) = e^{it}s_e$$

for each $t \in \mathbb{R}$, $v \in E^0$, and $e \in E^1$. Such an action uniquely exists by the universal property of $\mathcal{T}C^*(E)$. The action $\alpha$ is called the gauge action.

We investigate $KMS_{\beta}$ states of the $\mathbb{C}^*$-dynamical system $(\mathcal{T}C^*(E), \alpha)$ for $\beta \in \mathbb{R}_+$. See [3, Section 5.3] for the basics of KMS states. In particular, a $KMS_{\beta}$ state is extremal if and only if it is a factor state by [3, Theorem 5.3.30]. The type of a $KMS_{\beta}$ state $\varphi$ is the type of the factor generated by the GNS representation of $\varphi$.

### 2.2. KMS states of type I and partition functions of vertices.

The structure of extremal KMS states of $\mathcal{T}C^*(E)$ is determined in [2, Theorem 5.3]. We summarize their results for KMS states of type I and type III separately.

**Definition 2.1.** Let $E$ be a finite graph. For a vertex $v \in E^0$, the function $Z_v: \mathbb{R} \to (0, \infty]$ defined by

$$Z_v(\beta) := \sum_{\nu \in E^*v} e^{-\beta|\nu|}$$

is called the partition function of $v$. Moreover,

$$\beta_v = \inf\{\beta \in \mathbb{R} \mid Z_v(\beta) < \infty\} \in \{-\infty\} \cup [0, \infty]$$

is called the critical inverse temperature of $v$.

The partition function $Z_v$ is introduced in [5, Equation 5.8], and later an abstract characterisation is given in [4]. The function $Z_v$ is the generating function of finite paths terminating at $v$. Since $E$ is finite, we can see that $\beta_v < \infty$ for all $v \in E^0$ (see also [4, Theorem 4.11]). We are interested only in vertices satisfying $\beta_v > 0$, which is a necessary condition to have type III KMS states at the critical inverse temperature. Hence, we always restrict $Z_v$ to $\mathbb{R}_+$ when we consider partition functions.

**Remark 2.2.** For a graph $E$ and a vertex $v \in E^0$, it is known that we have

$$\lim_{\beta \to \beta_v^{-}} Z_v(\beta) = \infty.$$  

See [2, Lemma 7.2], for example.

Extremal KMS states of type I are characterised as follows:

**Theorem 2.3** ([2, Theorem 5.3 (b)]). Let $E$ be a finite graph. For any $\beta \in \mathbb{R}_+$, there is a one-to-one correspondence between the set of extremal type I KMS$_\beta$ states of $(\mathcal{T}C^*(E), \alpha)$ and the set of vertices $v \in E^0$ satisfying $\beta > \beta_v$.

**Definition 2.4.** Let $E$ be a finite graph. For a vertex $v \in E^0$ and a real number $\beta > \beta_v$, the extremal type I KMS$_\beta$ state of $(\mathcal{T}C^*(E), \alpha)$ corresponding to $v$ by Theorem 2.3 is denoted by $\varphi_{\beta,v}$.

We introduce other sorts of generating functions, which play a fundamental role in this article.
Definition 2.5. Let $E$ be a finite graph, let $v, w \in E^0$, and let $C \in \pi(E)$. Define functions on $\mathbb{R}_+$ by

$$Z_{w,v}(\beta) := \sum_{\nu \in wE^+v} e^{-\beta |\nu|}, \quad Z^C_{w,v}(\beta) := \sum_{w \in C} Z_{w,v}(\beta), \quad \text{and} \quad Z^C_{w,w'}(\beta) := \sum_{w \in C} Z_{w,w'}(\beta)Z_{w',v}(\beta).$$

The functions $Z_{w,v}, Z^C_{w,v}, Z^C_{w,w'}$ are generating functions of finite paths from $w$ to $v$, of finite paths from $C$ terminating at $v$, and of finite paths from $w$ to $v$ going through $C$ respectively. Thus, if $v \in C$, then $Z^C_{w,v}$ is the partition function of $v$ in the graph $E_C$. Moreover, if $v, w \in C$, then we have $Z_{w,v} = Z^C_{w,v}$.

The KMS$_\beta$ state $\varphi_{\beta,v}$ is concretely determined in [2] (see also [4, Lemma 4.5]) as follows:

Proposition 2.6 ([2 Corollary 5.2]). Let $E$ be a finite graph. For any $v \in E^*$ and $\beta > \beta_v$, we have

$$\varphi_{\beta,v}(p_w) = \frac{Z_{w,v}(\beta)}{Z_v(\beta)} \quad \text{and} \quad \varphi_{\beta,v}(\delta_v) = \frac{1}{Z_v(\beta)}.$$

In particular, $\varphi_{\beta,v}(p_w) = 0$ if $wE^*v = \emptyset$.

2.3. KMS states of type III and minimal components. The Toeplitz algebra of a finite graph $E$ has a groupoid model $G_E$ with the base space $G_E^{(0)} = E^{\leq \infty}$ (see [9]). It is shown in [1, Proposition 2.1] that any KMS$_\beta$ state on $\mathcal{T}C^*(E) \cong C^*(G_E)$ factors through the canonical expectation $C^*(G_E) \to C(E^{\leq \infty})$, which implies that there is an isomorphism of simplices between the simplex of KMS$_\beta$ states of $(\mathcal{T}C^*(E), \alpha)$ and the $e^\beta$-conformal measures on $E^{\leq \infty}$. We say that a KMS$_\beta$ state $\varphi$ of $(\mathcal{T}C^*(E), \alpha)$ is supported in $E^\infty$ if the corresponding measure is supported in $E^\infty \subset E^{\leq \infty}$. Note that $\varphi$ is supported in $E^\infty$ if and only if $\varphi(\delta_v) = 0$ for all $v \in E^0$. In this subsection, we summarize classification results of KMS states supported in $E^\infty$.

For a finite graph $E$, a nonnegative vector $\chi = [\chi_v]_{v \in E^0} \in \mathbb{R}^{E^0}$ is called a $\beta$-harmonic vector if $\chi_v \geq 0$ for any $v \in E^0$ and $A_E \chi = e^\beta \chi$. The next theorem is due to Thomsen [11], which is a fundamental tool of the investigation of type III KMS states of $\mathcal{T}C^*(E)$.

Theorem 2.7 ([11, Theorem 2.7]). Let $E$ be a finite graph. The cone of KMS$_\beta$ positive linear functionals of $(\mathcal{T}C^*(E), \alpha)$ supported in $E^\infty$ is isomorphic to the cone of $\beta$-harmonic vectors via the map

$$\varphi \mapsto [\varphi(p_v)]_{v \in E^0}.$$

Under the isomorphism in Theorem 2.7, KMS states correspond to $\beta$-harmonic vectors $\chi \in \mathbb{R}^{E^0}$ satisfying that $\|\chi\|_1 = 1$. For a vector $\chi \in \mathbb{R}^{E^0}$ and a subset $S \subset E^0$, let $\chi_S := [\chi_v]_{v \in S} \in \mathbb{R}^S$ be the restriction of $\chi$ to $S$.

The next definition is introduced in [4].

Definition 2.8 ([4, Definition 5.12]). Let $E$ be a finite graph. A component $C \in \pi(E)$ is called minimal if $\rho(A_{C'}) < \rho(A_C)$ holds for any $C' \in \pi(E)$ satisfying $C' \neq C$ and $C'E^*C \neq \emptyset$. The set of all minimal components $C$ with $\rho(A_C) > 1$ is denoted by $\pi_{mc}(E)$.

The classification of KMS states concentrated in $E^\infty$ is due to an Huef–Laca–Raeburn–Sims [2, Theorem 5.3]. Here, we need a technical variant of their results. The next theorem follows from
Theorem 2.9. Let $E$ be a finite graph. Let $\beta > 0$, and let $K = \bigcup \{ C \in \pi_{mc}(E) : \beta_C = \beta \}$. Let $\chi^0 \in \mathbb{R}^K$ be a $\beta$-harmonic vector of $E_K$. Then, the following hold:

1. For any $\beta$-harmonic vector $\chi \in \mathbb{R}^E$ of $E$, the restriction $\chi_K \in \mathbb{R}^K$ is also a $\beta$-harmonic vector of $E_K$.
2. The $\beta$-harmonic vector $\chi^0$ uniquely extends to a $\beta$-harmonic vector $\chi \in \mathbb{R}^E$ of $E$.
3. The $\beta$-harmonic vector $\chi$ in (2) is determined by

$$
\begin{cases}
\chi_K = \chi^0, \\
\chi_D = (e^{\beta}I - A_D)^{-1}A_{D,K}\chi^0, \\
\chi_{E^0 \setminus S_K} = 0,
\end{cases}
$$

where $D = S_K \setminus K$.

Combining (1) and (2) of Theorem 2.9, the map $\chi^0 \mapsto \chi$ induces an affine isomorphism between the simplex of $\beta$-harmonic vectors $\chi^0$ of $E_K$ with $\|\chi\|_1 = 1$ and the simplex of KMS$_\beta$ states of $T \mathcal{C}^*(E)$ supported in $E^\infty$. Let $C_1, \cdots, C_n$ be the listing of minimal components of $E$ with $\beta_{C_i} = \beta$. Then, we have

$$A_K = \begin{bmatrix} A_{C_1} & \cdots & A_{C_n} \end{bmatrix}. \quad (2.10)$$

In addition, by the Perron–Frobenius theorem (see [10, Theorem 1.5]), $e^\beta$ is a simple eigenvalue of $A_{C_i}$ for each $i = 1, \cdots, n$. Hence, the extremal points of the simplex of $\beta$-harmonic vectors $\chi^0$ of $E_K$ with $\|\chi\|_1 = 1$ coincides with the Perron–Frobenius eigenvectors of $A_{C_i}$ for some $i$ satisfying the appropriate normalisation. Therefore, there is a one-to-one correspondence between $\pi_{mc}(E)$ and the union of the set of extremal KMS$_\beta$ states of $T \mathcal{C}^*(E)$ supported in $E^\infty$, where the union is taken for all $\beta > 0$. This consequence is essentially the same as [2, Theorem 5.3 (c)] (see also [4, Theorem 5.16]).

Definition 2.11. Let $E$ be a finite graph. For $C \in \pi_{mc}(E)$, let $\psi_C$ denote the extremal KMS$_\beta_C$ state corresponding to $C$ from Theorem 2.9.

Concretely, the KMS state $\psi_C$ is obtained as follows: we first apply Theorem 2.9 to the $\beta$-harmonic vector $\tilde{\chi}^0$ of $E_K$ satisfying that $\tilde{\chi}^0_C$ is a Perron–Frobenius eigenvector of $A_C$ and $\tilde{\chi}^0_{K \setminus C} = 0$, so that we extend $\tilde{\chi}^0$ to a $\beta$-harmonic vector $\tilde{\chi}$ of $E$. Then, $\psi_C$ is the KMS state of $T \mathcal{C}^*(E)$ corresponding to the $\beta$-harmonic vector $\chi = \tilde{\chi}/\|\tilde{\chi}\|_1$ of $E$ from Theorem 2.7. The KMS state $\psi_C$ is known to be type III by [4, Theorem 5.17], and the set of all extremal type III KMS states of $T \mathcal{C}^*(E)$ coincides with $\{ \psi_C : C \in \pi_{mc}(E) \}$. Hence, we sometimes refer to $\psi_C$ as extremal type III KMS states instead of referring to them as extremal KMS states supported in $E^\infty$.

Finally, the next definition will be used to describe the relation between vertices and components.
Definition 2.12. Let $E$ be a finite graph, and let $v \in E^0$ be a vertex with $\beta_v > 0$. Define 
\[ \pi_{v,mc}(E) = \{ C \in \pi_{mc}(E) : CE^*v \neq 0, \beta_C = \beta_v \}. \]

3. Main Results

3.1. General facts of KMS states of $\mathcal{T}C^*(E)$. We begin with making several observations on convex decompositions of KMS states of $\mathcal{T}C^*(E)$ and limits of KMS states of $\mathcal{T}C^*(E)$. First, we establish a way to calculate the coefficients in the convex decomposition of a KMS state from the values of vertex projections belonging to minimal components.

Proposition 3.1. Let $E$ be a finite graph, and let $\varphi$ be a KMS$_\beta$ state of $\mathcal{T}C^*(E)$ supported in $E^\infty$. Let $K \subset E^0$ be the subset from Theorem 2.9. For each $C \in \pi(E_K)$, define $\chi^C = [\chi^C_{w}]_{w \in S_C} \in \mathbb{R}^{S_C}$ by 
\[ \chi^C_w = \varphi(p_w) \text{ for } w \in C, \quad \chi^C_{w} = (e^\beta I - A_D)^{-1}A_{D,C}\chi^C, \]
where $D = S_C \setminus C$. Then, we have 
\[ \varphi = \sum_{C \in \pi(E_K)} ||\chi^C||_1\psi_C. \]

Proof. First, note that $\pi(E_K) = \{ C \in \pi_{mc}(E) : \beta_C = \beta \}$. By Theorem 2.7, the vector $[\varphi(p_w)]_{w \in K} \in \mathbb{R}^K$ is a $\beta$-harmonic vector of $E_K$. For each $C$, the vector $\chi^{0,C}$ defined by 
\[ \chi^{0,C}_w = \begin{cases} \varphi(p_w) & \text{if } w \in C \\ 0 & \text{if } w \in K \setminus C \end{cases}, \]
(3.2)
is also a $\beta$-harmonic vector of $E_K$, since $A_K$ is a block diagonal matrix as in Equation (2.10).

For each $C \in \pi_{mc}(E_K)$, apply Theorem 2.9 to the $\beta$-harmonic vector $\chi^{0,C}$ of $E_K$ defined in Equation (3.2) to obtain an extension of $\chi^{0,C}$ to a $\beta$-harmonic vector of $E$, which is also denoted by $\chi^{0,C}$, and a KMS$_\beta$ positive linear functional $\varphi_C$ supported in $E^\infty$ corresponding to $\chi^{0,C}$. Then, we have 
\[ \varphi = \sum_{C \in \pi(E_K)} \varphi_C \]
(3.3)
by the uniqueness in Theorem 2.9, since the values of $p_w$ in both the left and right hand side are the same for all $w \in K$.

Moreover, for each $C \in \pi(E_K)$, we have 
\[ \begin{cases} \varphi_C(p_w) = \chi^C_w & \text{for } w \in S_C, \\ \varphi_C(p_w) = 0 & \text{for } w \in E^0 \setminus S_C. \end{cases} \]
(3.4)
In order to see this, let $D_1 = (S_K \setminus S_C) \setminus (K \setminus C)$, and let $D_0 = D_1 \cup D = S_K \setminus K$. Then, since there are no paths between $D_1$ and $D$, and no paths from $D_1$ to $C$, we have 
\[ A_{D_0,K} = \begin{bmatrix} A_{D,C} & A_{D,K\setminus C} \\ 0 & A_{D_1,K\setminus C} \end{bmatrix}, \quad A_{D_0} = \begin{bmatrix} A_D & 0 \\ 0 & A_{D_1} \end{bmatrix}. \]
Hence, by Theorem 2.9 (3), we have
\[
\chi_{D_0}^{0,C} = (e^\beta I - A_{D_0})^{-1}A_{D_0,K} \chi_K^{0,C} = \left[ (e^\beta I - A_D)^{-1}A_D C \chi_C^{0,C} \right] = \left[ \chi_D^{C} \right],
\]
which implies (3.4).

Equation (3.4) implies \( \varphi_C(1) = \| \chi^C \|_1 \). By the uniqueness in Theorem 2.9 (2) and the uniqueness of the Perron–Frobenius eigenvector up to positive constants, we have \( \varphi_C = \| \chi^C \|_1 \psi_C \), which completes the proof.

**Remark 3.5.** For each \( w \in S_K \setminus K \), \( \chi_w^C \) is not necessarily equal to \( \varphi(p_w) \) in Proposition 3.1. In fact, from Equation (3.3) implies that
\[
\sum_{C \in \pi(E_K)} \chi_w^C = \varphi(p_w)
\]
for all \( w \in E^0 \) (we regard \( \chi_w^C = 0 \) if \( w \not\in S_C \) here). In other words, the value \( \varphi(p_w) \) is distributed to coefficients at some proportion. In addition, we can directly see that \( \sum_{C \in \pi_{mc}(E)} \| \chi^C \|_1 = 1 \) from Equation (3.6). Moreover, in Proposition 3.1, we can see that if \( C \in \pi(E_K) \) and \( \varphi(p_w) = 0 \) for some \( w \in C \) (hence, for all \( w \in C \)), then \( \chi^C = 0 \).

**Corollary 3.7.** Let \( E \) be a finite graph, and let \( v \in E^0 \) be a vertex such that \( \beta_v > 0 \). Suppose the weak*-limit \( \varphi = \lim_{\beta \to \beta_v+0} \varphi_{\beta,v} \) exists. Then, \( \varphi \) is supported in \( E^\infty \). For \( C \in \pi_{v,mc}(E) \), let \( \chi^C \in \mathbb{R}^{S_C} \) be the vector from Proposition 3.1 applied to \( \varphi \). Then, we have
\[
\varphi = \sum_{C \in \pi_{v,mc}(E)} \| \chi^C \|_1 \psi_C.
\]
Moreover, we have
\[
\chi_w^C = \lim_{\beta \to \beta_v+0} \frac{Z_{w,v}^C(\beta)}{Z_{v}(\beta)}
\]
for any \( w \in S_C \).

**Proof.** First, Proposition 2.6 combined with Remark 2.2 implies that \( \varphi \) is supported in \( E^\infty \). Let \( K \subset E^0 \) be the subset from Theorem 2.9. By Proposition 2.6, we have \( \varphi_{\beta,v}(p_w) = 0 \) for all \( \beta > \beta_v \) and hence \( \varphi(p_w)=0 \), if \( w \in E^0 \) belongs to a component \( C \in \pi(E_K) \setminus \pi_{v,mc}(E) \). Hence, \( \chi_C^C \) in Proposition 3.1 is zero for all \( C \in \pi(E_K) \setminus \pi_{v,mc}(E) \), which implies the second claim. Fix \( C \in \pi_{v,mc}(E) \), and we prove the last claim. For \( w \in C \), we have
\[
\chi_w^C = \varphi(p_w) = \lim_{\beta \to \beta_v+0} \frac{Z_{w,v}^C(\beta)}{Z_{v}(\beta)}
\]
by Proposition 2.6, which implies that the last claim holds for any \( w \in C \). Let \( w \in D \), where \( D = S_C \setminus C \) as in Proposition 3.1. By the definition of \( \chi^C \), we have
\[
\chi_D^C = (e^\beta I - A_D)^{-1}A_D C \chi_C^C = \lim_{\beta \to \beta_v+0} e^{-\beta} \sum_{k=0}^{\infty} e^{-k\beta} A_D^k A_D C \chi_C^C.
\]
Note that $\rho(A_D) < e^{\beta_0}$ by the minimality of $C$ combined with Equation (A.1). Hence, we can see that

$$\chi_w = \lim_{\beta \to \beta_0+0} \sum_{w' \in C} Z_{w,w'}(\beta) \chi_w^C = \lim_{\beta \to \beta_0+0} \sum_{w' \in C} \frac{Z_{w,w'}(\beta)Z_{w',w}(\beta)}{Z_v(\beta)} = \lim_{\beta \to \beta_0+0} \frac{Z_{w,v}(\beta)}{Z_v(\beta)}.$$

Therefore, the last claim holds for all $w \in S_C$.  

The assumption of the existence of the limit in Corollary 3.7 is in fact always satisfied, which will be proven in Theorem 3.25. The next proposition allows us to reduce a problem of the convergence in $\mathbb{R}$-valued functions on $E^0$, which will be used at the final step of the proof of Theorem 3.25.

**Proposition 3.8.** Let $\beta_0, \beta_1 \in \mathbb{R}_+$ with $\beta_1 > \beta_0$. For each $\beta \in (\beta_0, \beta_1]$, let $\varphi_\beta$ be a KMS$\beta$ state of $\mathcal{T}C^*(E)$. For each $v \in E^0$, let $\chi_v \in [0,1]$. Suppose

$$\lim_{\beta \to \beta_0+0} \varphi_\beta(p_v) = \chi_v, \text{ and } \lim_{\beta \to \beta_0+0} \varphi_\beta(\delta_v) = 0$$

for all $v \in E^0$. Then, $\varphi_\beta$ converges to a KMS$\beta_0$ state supported in $E^\infty$ as $\beta \to \beta_0 + 0$.

**Proof.** By the KMS condition, we have

$$\varphi_\beta(p_w) = \varphi_\beta(\delta_w) + \sum_{e \in wE^1} \varphi_\beta(s_es^*_e) = \varphi_\beta(\delta_w) + \sum_{e \in wE^1} e^{-\beta} \varphi_\beta(p_{r(e)})$$

$$= \varphi_\beta(\delta_w) + e^{-\beta} \sum_{e \in wE^1} |wE^1\ | \varphi_\beta(p_v)$$

for any $w \in E^0$. By taking the limit, we have $\chi = e^{-\beta_0} A_E \chi$, which implies that $\chi$ is a $\beta_0$-harmonic vector. By Theorem 2.7, there exists a KMS$\beta_0$ state $\varphi$ corresponding to $\chi$. For each $\mu = e_0 \cdots e_n \in E^*$, let $s_\mu := s_{e_0} \cdots s_{e_n} \in \mathcal{T}C^*(E)$. Let $S$ be the linear span of $s_\mu s^*_\mu$ for all $\mu, \nu \in E^*$ with $r(\mu) = r(\nu)$ in $\mathcal{T}C^*(E)$. Since all KMS states of $\mathcal{T}C^*(E)$ factors through the canonical diagonal by [1], Proposition 2.1], we have $\varphi_\beta(s_\mu s^*_\mu) = 0 = \varphi(s_\mu s^*_\mu)$ if $\mu \neq \nu$. Moreover, by the KMS condition,

$$\varphi_\beta(s_\mu s^*_\mu) = e^{-|\mu|} \varphi_\beta(p_{r(\mu)}) \to e^{-|\mu|} \varphi(p_{r(\mu)}) = \varphi(s_\mu s^*_\mu).$$

Hence, for any $a \in S$, $\varphi_\beta(a)$ converges to $\varphi(a)$. It is well-kown (and easy to see) that $S$ is dense in $\mathcal{T}C^*(E)$ (see [7, Lemma 2.4], for example). Hence, $\varphi_\beta$ converges to $\varphi$ in the weak*-topology.  

**3.2. An Equivalence relation of power series.** The key point of the proof of Theorem 3.25 is the decomposition of each generating function to a product of generating functions localised at each components, up to an equivalence relation (see Definition 3.32 and Lemma 3.33). Here, we prepare an equivalence relation of power series that is suitable for our calculation. We define the equivalence relation in a slightly general setting. Similar notions of the equivalence relation could be found in other literatures.

**Definition 3.9.** Let $F_0$ denote the set of all continuous monotone increasing functions $F = F(x) : \mathbb{R}_+ \to (0, \infty]$ such that $F(x) < \infty$ for some $x > 0$. For $F \in F_0$, let

$$x_F = \sup\{x \in \mathbb{R}_+ : F(x) < \infty\} \in (0, \infty].$$
By continuity, we have $F(x_F) = \infty$ if $x_F < \infty$. The set $\mathcal{F}_0$ is closed under addition and multiplication.

**Definition 3.10.** Define an equivalence relation $\approx$ on $\mathcal{F}_0$ as follows: For $F, G \in \mathcal{F}_0$, we write $F \approx G$ if $x_F = x_G$ and the limit

$$\lim_{x \to x_F - 0} \frac{F(x)}{G(x)}$$

exists and is finite nonzero. For $F \in \mathcal{F}_0$, the equivalence class of $F$ is denoted by $[F]$.

If $F, G \in \mathcal{F}_0$ are analytic functions that have $n$-th poles at $x = x_F = x_G$, then $F \approx G$. We use the equivalence relation $\approx$ only in this situation. We leave to the reader to prove that $\approx$ is indeed an equivalence relation, and the proof of the next lemma.

**Lemma 3.11.** For $F, F_1, F_2, G_1, G_2 \in \mathcal{F}_0$, the following hold:

1. If $x_F < x_G$, then $F + G \approx F$.
2. If $x_F < x_G$, then $FG \approx F$.
3. If $F_1 \approx G_1$ and $F_2 \approx G_2$, then $F_1F_2 \approx G_1G_2$.
4. For any continuous monotone increasing function $f : \mathbb{R}_+ \to (0, \infty)$, we have $fF \approx F$.

**Definition 3.12.** For $\alpha \in \mathbb{R}_+$, let

$$\Phi_\alpha(x) = \frac{1}{1 - \alpha^{-1}x}.$$ 

In addition, define

$$\mathcal{F}_1 = \{F \in \mathcal{F}_0 : F \approx \Phi_\alpha^n \text{ for some } n \in \mathbb{N} \text{ and } \alpha \in \mathbb{R}_+\}$$

and let

$$\mathcal{F} = \mathcal{F}_1/\approx = \{[\Phi_\alpha^n] : n \in \mathbb{N}, \alpha \in \mathbb{R}_+\}.$$ 

Note that if $F \in \mathcal{F}_0$ is an analytic function that has a $n$-th pole at $x = x_F$, then $F \in \mathcal{F}_1$ and $[F] = [\Phi_\alpha^n]$.

**Lemma 3.13.** Let $F_1, F_2, G_1, G_2 \in \mathcal{F}_1$ and suppose $F_1 \approx G_1$, $F_2 \approx G_2$. Then, we have $F_1 + F_2, G_1 + G_2 \in \mathcal{F}_1$ and $F_1 + F_2 \approx G_1 + G_2$.

**Proof.** Suppose $F_1 \approx G_1 \approx \Phi_\alpha^n$ and $F_2 \approx G_2 \approx \Phi_\beta^m$. Then, $x_{F_1} = x_{G_1} = \alpha$ and $x_{F_2} = x_{G_2} = \beta$. If $\alpha < \beta$, then by [1] of Lemma 3.11 we have $F_1 + F_2 \approx F_1$ and $G_1 + G_2 \approx G_1$, so that $F_1 + F_2 \approx G_1 + G_2$. The case $\beta < \alpha$ is similar. Hence, we assume $\alpha = \beta$. In addition, we may assume $n \leq m$. Then, we can see that $F_1 + G_1 \approx \Phi_\alpha^n \approx F_2 + G_2$, which completes the proof. \qed

**Remark 3.14.** By Lemma 3.11 and Lemma 3.13 we define the addition and the multiplication on $\mathcal{F}$ by those induced from $\mathcal{F}_1$. In addition, $\mathcal{F}$ has the total order $\preceq$ defined by $[F] \preceq [G]$ if $x_F \geq x_G$ and $[F] + [G] = [G]$. Note that $[\Phi_\alpha]^n \preceq [\Phi_\beta]^m$ if and only if either $\alpha > \beta$, or $\alpha = \beta$ and $n \leq m$.

If $F, G \in \mathcal{F}_1$ satisfies $[F] < [G]$, then we can see that

$$\lim_{x \to x_G - 0} \frac{F(x)}{G(x)} = 0.$$
Therefore, for any $F, G \in \mathcal{F}_1$, the limit
\[ \lim_{x \to x_0-0} \frac{F(x)}{G(x)} \]
always exists, where $x_0 = \min\{x_F, x_G\}$.

We need observations related to the Perron–Frobenius theorem. Recall that for a nonnegative irreducible matrix $A \in M_n(\mathbb{R})$, the Perron projection of $A$ is the (not necessarily orthogonal) projection $\xi^l(\xi^r)^* \in \mathbb{R}^n$, where $\xi^l, \xi^r \in \mathbb{R}^n$ are left and right Perron–Frobenius eigenvectors of $A$ respectively, satisfying that $\langle \xi^r, \xi^l \rangle = 1$. Note that the standard inner product of $\mathbb{R}^n$ is considered here. The next lemma is possibly well-known.

**Lemma 3.15.** Let $A \in M_n(\mathbb{Z})$ be a nonnegative irreducible matrix. Let $\lambda = \rho(A)$. Then, $(1-zA)^{-1}$ has a simple pole at $z = \lambda^{-1}$. That is, the limit
\[ \lim_{z \to \lambda^{-1}} \frac{1 - z\lambda}{1 - zA} \]
exists and nonzero. Moreover, this limit coincides with the Perron projection of $A$.

**Proof.** By the Perron–Frobenius theorem [10, Theorem 1.5], $\lambda$ is a simple root of the characteristic polynomial of $A$. Hence, there exists $R \in GL_n(\mathbb{C})$ and $A_0 \in M_{n-1}(\mathbb{C})$ such that
\[ R^{-1}AR = \begin{bmatrix} \lambda & 0 \\ 0 & A_0 \end{bmatrix}. \]

Then, we can see that the Perron projection of $A$ is equal to $R \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} R^{-1}$. For $z \in \mathbb{C} \setminus \text{Sp}(A)$, we have
\[ (1-zA)^{-1} = R \begin{bmatrix} (1-z\lambda)^{-1} & 0 \\ 0 & (1-zA_0)^{-1} \end{bmatrix} R^{-1}. \]
Since $\lambda \notin \text{Sp}(A_0)$, we have
\[ \lim_{z \to \lambda^{-1}} \frac{1 - z\lambda}{1 - zA} = R \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} R^{-1}, \]
which completes the proof. \qed

**Proposition 3.16.** Let $E$ be a finite strongly connected graph satisfying $\rho(A_E) > 0$. Let $P$ be the Perron projection of $A_E$. Let $\{\xi_v\}_{v \in E^0}$ be the orthonormal basis of $\mathbb{R}^{E^0}$ with respect to the standard inner product. Then, for any $v, w \in E^0$,
\[ Z_{w,v}(-\log z) = \sum_{\nu \in vE^*v} z^{\nu} \]
has a simple pole at $z = \rho(A_E)^{-1}$ with residue $-\lambda^{-1}(P\xi_v, \xi_w)$.

**Proof.** Let $\lambda = \rho(A)$, and fix $v, w \in E^0$. Then, the function $Z_{w,v}(-\log z)$ is equal to the $(w, v)$-entry of
\[ \sum_{k=0}^{\infty} z^k A^k = \frac{1}{1 - zA}. \]
Hence, $Z_{w,v}(-\log z)$ has an analytic continuation to a holomorphic function on a neighbourhood of $\lambda^{-1}$ in $\mathbb{C}$ except for $z = \lambda^{-1}$. Moreover, by Lemma 3.15,
\[
\lim_{z \to \lambda^{-1}} (z - \lambda^{-1})Z_{w,v}(-\log z) = -\lambda^{-1}\lim_{z \to \lambda^{-1}} (1 - z\lambda)Z_{w,v}(-\log z)
\]
\[
= -\lambda^{-1}\left\langle \lim_{z \to \lambda^{-1}} \frac{1 - z\lambda}{1 - zA} \xi_{w}, \xi_{w} \right\rangle = -\lambda^{-1}\langle P\xi_{w}, \xi_{w} \rangle.
\]

It remains to show that $\langle P\xi_{w}, \xi_{w} \rangle > 0$. Let $\xi^{l}, \xi^{r} \in \mathbb{R}^{E^{0}}$ be the left and right Perron–Frobenius eigenvectors of $A_E$ respectively, satisfying that $\langle \xi^{r}, \xi^{l} \rangle = 1$. By definition, we have $\langle \xi^{l}, \xi_{w}^{r} \rangle > 0$ and $\langle \xi^{r}, \xi_{w}^{r} \rangle > 0$ for all $w^{r} \in E^{0}$. Since $P_{\eta} = \langle \eta, \xi^{r} \rangle\xi^{l}$ for any $\eta \in \mathbb{R}^{E^{0}}$, we have
\[
\langle P\xi_{w}, \xi_{w} \rangle = \langle \xi_{w}, \xi_{w} \rangle\langle \xi^{l}, \xi_{w} \rangle > 0,
\]
which completes the proof. \qed

Remark 3.17. The graph $E_0$ satisfying $|E_0^0| = 1$ and $|E_0^1| = 0$ is a strongly connected graph by definition. For a non-empty strongly connected graph $E$, $\rho(A_E) = 0$ if and only if $E$ is isomorphic to $E_0$.

3.3. Graphs of strongly connected components. From a finite graph $E$ and a component $C_0$, we define finite graphs by identifying all vertices in each components.

Definition 3.18. For a finite graph $E$ and a component $C_0 \in \pi(E)$, we define a finite graph $B(E, C_0)$ as follows: The vertex set is
\[
B(E, C_0)^0 = \{C \in \pi(E) : CE^{*}C_0 \neq 0\}.
\]
We put an edge from $C' \in B(E, C_0)^0$ to $C \in B(E, C_0)^0$ if there exists $e \in E^{1}$ such that $s(e) \in C'$ and $r(e) \in C$. The source and range maps of $B(E, C_0)$ are denoted by $S$ and $R$ respectively.

For simplicity, $B(E, C_0)$ is just denoted by $B$ when $E$ and $C_0$ are obvious. By definition, $C_0$ is the unique sink in $B(T, C_0)$, which is connected from all vertices in $B$. For any $C, C' \in B^0$, we have $|C'B^1C| \in \{0, 1\}$. In addition, $B$ does not contain loops. The graph $B$ and maximal paths defined as below will be used to formulate Theorem 3.25.

Definition 3.19. Let $E$ be a finite graph and let $v \in E^0$. Let $C_0 \in \pi(E)$ be the component containing $v$.

1. A component $C \in B(E, C_0)^0$ is called critical if $\rho(A_C) = e^{\beta_v}$.
2. For each path $\mu = e_0 \cdots e_n \in B^*C_0$, let
\[
\text{crit}(\mu) = \{C \in \{S(e_i)\}_{i=0}^{n} \cup \{C_0\} : \rho(A_C) = e^{\beta_v} \}
\]
be the set of critical components in $\mu$. A path $\mu \in B^*C_0$ is called a maximal path to $C_0$ if
\[
|\text{crit}(\mu)| = \max\{|\text{crit}(\nu)| : \nu \in B^*C_0\}.
\]

Note that the critical component in Definition 3.19 is a different notion from those defined in [2]. The information of the number of edges between components is not contained in the definition of $B(E, C_0)$, because it will turn out to be unnecessary. However, we technically need another graph containing that information in an intermediate step.
Definition 3.21. For a finite graph $E$ and a component $C_0 \in \pi(E)$, we define a finite graph $\tilde{B}(E, C_0)$ as follows: The vertex set is $$\tilde{B}(E, C_0)^0 = B(E, C_0)^0 = \{ C \in \pi(E) : CE^*C_0 \neq \emptyset \},$$ and the edge set is $$\tilde{B}(E, C_0)^1 = \{ e \in E^1 : s(e) \text{ and } r(e) \text{ belong to different components} \}.$$ The source and range maps of $\tilde{\nu}$ and the edge set is $\tilde{B}$. As before, we omit $E$ and $C_0$ when they are obvious. We always identify $\tilde{B}^1$ with the subset of $E^1$. The graph $\tilde{B}(E, C_0)$ will only be used to show that we can indeed ignore the number of edges between components (see Lemma 3.33).

Until the end of this subsection, we fix a finite graph $E$ and a component $C_0 \in \pi(E)$.

Definition 3.22. Let $v \in C_0$, $C \in \tilde{B}(E, C_0)^0$, and $w \in C$. For each $\tilde{\mu} = e_1 \cdots e_n \in C \tilde{B}^*C_0$, define $$X(\tilde{\mu}, w, v) = \nu_1 \nu_2 \cdots \nu_n \nu_{n+1} \in E^1 : \begin{cases} \nu_1 \in wE^*s(e_1), & \nu_{n+1} \in r(e_n)E^*v, \\ \nu_i \in r(e_{i-1})E^*s(e_i) \text{ for } i = 2, \ldots, n \end{cases}.$$ Note that the source and range maps in Definition 3.21 are those of $E$ (not of $\tilde{B}$). In addition, each $\nu_i$ is a path in $E_{S(e_i)}$ for $i = 1, \ldots, n$, and $\nu_{n+1}$ is a path in $E_{C_0}$ in the definition of $X(\tilde{\mu}, w, v)$.

Lemma 3.23. Let $v \in C_0$, $C \in \tilde{B}(E, C_0)^0$, and $w \in C$. Then, we have $$wE^*v = \bigsqcup_{\tilde{\mu} \in C \tilde{B}^*C_0} X(\tilde{\mu}, w, v) = \bigsqcup_{\mu \in C \tilde{B}^*C_0} \bigsqcup_{\tilde{\mu} \in \tilde{B}(E, C_0) \mu} X(\tilde{\mu}, w, v). \tag{3.23}$$

Proof. Let $\nu \in wE^*v$ be a finite path. Then, $\nu$ can be uniquely written as $$\nu = \nu_1 \nu_2 \cdots \nu_n \nu_{n+1}, \tag{3.24}$$ where $\nu_i$ is a path whose source and range belong to the same component, and $e_i$ is an edge whose source and range belong to different components. Then $\tilde{\mu} = e_1 \cdots e_n$ is a path in $\tilde{B}$, and we can see that $\nu \in X(\tilde{\mu}, w, v)$. Moreover, the uniqueness of the decomposition in Equation (3.24) implies that the unions in Equation (3.23) are indeed disjoint.

3.4. The Main Theorem. The purpose of this section is to prove the next theorem.

Theorem 3.25. Let $E$ be a finite graph. Let $v \in E^0$ be a vertex with $\beta_v > 0$, and let $C_0 \in \pi(E)$ be the component containing $v$. Then, the following hold:

1. The weak* limit $\varphi_v := \lim_{\beta \to \beta_v + 0} \varphi_{\beta, v}$ exists.
2. Let $$\varphi_v = \sum_{C \in \pi_{v, mc}(E)} \lambda_C \psi_C \tag{3.26}$$
be the decomposition of $\varphi_v$ into a convex combination of extremal KMS$_\beta$ states. Then, $\lambda_C > 0$ if and only if there exists a maximal path $\mu \in CB^*C_0$.

By Corollary 3.7, the KMS state $\varphi$ in Theorem 3.25 can be decomposed into a convex combination as in Equation (3.26). Theorem 3.25 gives the complete description of components that have actual contribution to the convex combination. In order to determine the coefficients, Corollary 3.7 is applicable. In Section 4, we visit examples in which we demonstrate concrete calculations of coefficients.

**Remark 3.27.** In the setting of Theorem 3.25, if $C_0$ is minimal, then $\pi_{\psi,mc}(E) = \{C_0\}$, so that we have $\varphi_v = \psi_{C_0}$. In this case, the path of length 0 at $C_0$ is a maximal path in $C_0B^*C_0$, since $C_0$ is the unique critical component in $B$. Hence, Theorem 3.25 trivially holds in this case.

Now we start proving Theorem 3.25. Until the end of this subsection, we fix a finite graph $E$ and a vertex $v \in E^0$ with $\beta_v > 0$. In addition, let $x_v = e^{-\beta_v}$, and let $C_0 \in \pi(E)$ be the component containing $v$.

**Proposition 3.28.** Let $C \in \tilde{B}(E, C_0)^0$ and $w \in C$. For $\tilde{\mu} = e_1 e_2 \cdots e_n \in C\tilde{B}^*C_0$, let

$$Z_{\tilde{\mu}}(\beta) = \sum_{\nu \in X(\tilde{\mu}, w, v)} e^{-\beta |\nu|}.$$

Then, we have

$$Z_{\tilde{\mu}}(\beta) = Z_{w, s(e_1)}(\beta) e^{-\beta} Z_{r(e_1), s(e_2)}(\beta) e^{-\beta} \cdots e^{-\beta} Z_{r(e_n), v}(\beta)$$

for $\tilde{\mu} = e_0 e_1 \cdots e_n \in C\tilde{B}^*C_0$. Moreover, we have

$$Z_{w, v}(\beta) = \sum_{\mu \in CB^*C_0} \tilde{\mu} \in e^{-1}(\mu) Z_{\tilde{\mu}}(\beta).$$

**Proof.** The first claim follows from the definition of $X(\tilde{\mu}, w, v)$, and the second claim follows from Lemma 3.22.

**Corollary 3.29.** Let $Z = Z_{w, v}$, $Z_v$, $Z^C_v$, or $Z^C_{w, v}$ for some $w, v \in E^0$ and $C \in \pi(E)$. Then, we have $Z \circ (-\log) \in F_1$.

**Proof.** Let $F(x) = Z(-\log x)$. To show the continuity of $F$, it suffices to show that $x_F = \infty$ or $F(x_F) = \infty$. If $F = Z_{w, v} \circ (-\log)$ for some $w \in E^0$ and if $v, w$ belong to the same component, then $x_F = \infty$ or $F(x_F) = \infty$ by Proposition 3.16, which implies $F \in F_1$. If $F = Z_{w, v} \circ (-\log)$ for some $w \in E^0$, then $F \in F_1$ by Proposition 3.28 and the fact that $F_1$ is closed under the addition and the multiplication. Other generating functions can be decomposed into summations of products of generating functions of the form $Z_{w, v}$, which implies $F \in F_1$ in all cases.

**Definition 3.30.** For a generating function $Z$ in Corollary 3.29, the equivalence class of $Z \circ (-\log)$ is denoted by $[Z]$.

**Lemma 3.31.** Let $C \in \pi(E)$ and let $w, w' \in C$. Suppose $\rho(A_C) > 0$ and let $\rho = \rho(A_C)^{-1}$. Then, we have $[Z^C_{w', w}] = \Phi_\rho = [\Phi_\rho]$. 
Proof. Applying Proposition 3.16 to the strongly connected graph \( E_C \), we have \([Z_{w',w}] = [\Phi_\rho]\) by . Since \( E_C^0 \) is the strongly connected graph \( E_C \), we have \( Z_{w'}^C = \sum_{w' \in C} Z_{w',w} \). Hence,

\[
[Z_w^C] = \sum_{w' \in C} [Z_{w',w}] = |C|[\Phi_\rho] = [\Phi_\rho],
\]

which completes the proof. \( \square \)

For \( C \in \pi(E) \), \( \rho(A_C) = 0 \) if and only if \( |C| = 1 \). For such component \( C \), we formally consider \( \rho = \rho(A_C)^{-1} = \infty \) and \([Z_w^C] = [\Phi_\rho] = 1\).

**Definition 3.32.** For \( C \in \pi(E) \) and \( w, w' \in C \), the class \([Z_{w',w}]\) does not depend on the choice of \( w, w' \), which is denoted by \( Z(C) \). Moreover, for \( \mu = e_1 \cdots e_n \in B^*C_0 \), let

\[
Z_\mu := Z(C_0) \prod_{i=1}^n Z(S(e_i)) \in \mathcal{F}.
\]

Note that \( Z(C) = [\Phi_\rho] \in \mathcal{F} \), where \( \rho = \rho(A_C)^{-1} \) by Lemma 3.31.

**Lemma 3.33.** Let \( C \in B(E, C_0)^0 \) and let \( w \in C \). Then, we have

\[
[Z_{w,v}] = \sum_{\mu \in CB^*C_0} Z_\mu \text{ and } [Z_v] = \sum_{\mu \in B^*C_0} Z_\mu.
\]

**Proof.** For \( \tilde{\mu} = e_1 e_2 \cdots e_n \in C^0 \tilde{B}^*C_0 \), let \( Z_{\tilde{\mu}} \) be the function in Proposition 3.28 and let \([Z_{\tilde{\mu}}]\) denote the equivalence class of \( Z_{\tilde{\mu}} \circ (-\log) \). By Proposition 3.28, we have

\[
[Z_{\tilde{\mu}}] = Z(C_0) \prod_{i=1}^n Z(S(e_i)) = Z_{\delta(\tilde{\mu})}.
\]

Here, Lemma 3.31 and Lemma 3.11 [4] are applied. Hence, by Proposition 3.28, we have

\[
[Z_{w,v}] = \sum_{\mu \in CB^*C_0} \sum_{\tilde{\mu} \in \varepsilon^{-1}(\mu)} [Z_{\tilde{\mu}}] = \sum_{\mu \in CB^*C_0} |\varepsilon^{-1}(\mu)| [Z_\mu] = \sum_{\mu \in CB^*C_0} Z_\mu.
\]

In addition,

\[
[Z_v] = \sum_{w \in E^0} [Z_{w,v}] = \sum_{C \in B^0} \sum_{w \in C} [Z_{w,v}] = \sum_{C \in B^0} |C| \sum_{\mu \in CB^*C_0} Z_\mu = \sum_{\mu \in B^*C_0} Z_\mu,
\]

which completes the proof. \( \square \)

**Lemma 3.34.** For \( \mu \in B^*C_0 \), we have

\[
Z_\mu = [\Phi_{x_\mu}]_{\text{crit}(\mu)}.
\]

**Proof.** Let \( \mu = e_1 \cdots e_n \), let \( \rho_i = \rho(A_{S(e_i)})^{-1} \) for \( i = 1, \cdots, n \), and let \( \rho_0 = \rho(A_{C_0})^{-1} \). Then, by Lemma 3.31 we have \( Z(S(e_i)) = [\Phi_{\rho_i}] \) for \( i = 1, \cdots, n \) and \( Z(C_0) = [\Phi_{\rho_0}] \). In addition, \( x_{\Phi_{\rho_i}} = \rho_i \)
in Definition 3.9 is greater than or equal to $x_v$ by Equation (A.1), and $x_{\Phi_{\rho_i}} = x_v$ if and only if $C \in \text{crit } \mu$. Hence,

$$Z_\mu = Z(C_0) \prod_{i=1}^n Z(S(e_i)) = \prod_{i=0}^n [\Phi_{\rho_i}]^{\text{crit(}\mu)} \|$$

by Lemma 3.11 (2).

Now we are ready to prove Theorem 3.25.

**Proof of Theorem 3.25.** Fix $w \in E^0$. We first claim that the limit

$$\lim_{\beta \to \beta_v + 0} \varphi_{\beta,v}(p_w)$$

exists for any $w \in E^0$. If $wE^*v = \emptyset$, then the claim holds and the limit is zero by Proposition 2.6. Suppose $wE^*v \neq \emptyset$. Then, by Proposition 2.6, we have

$$\varphi_{\beta,v}(p_w) = \frac{Z_{w,v}(\beta)}{Z_v(\beta)}.$$

By Lemma 3.33 and Lemma 3.34 combined with Remark 3.14, we have

$$[Z_{w,v}] = \sum_{\mu \in CB^*C_0} Z_\mu = \sum_{\mu \in CB^*C_0} [\Phi_{x_v}]^{\text{crit(}\mu)} = [\Phi_{x_v}]^{M_C},$$

where $M_C = \max \{|\text{crit(}\mu)| : \mu \in CB^*C_0\}$. Similarly, we have

$$[Z_v] = \sum_{\mu \in B^*C_0} Z_\mu = [\Phi_{x_v}]^M,$$

where $M = \max \{|\text{crit(}\nu)| : \nu \in B^*C_0\}$. In particular, $[Z_{w,v}], [Z_v] \in \mathcal{F}_1$, which implies that the limit in Equation (3.35) exists by Remark 3.14. In addition, we always have $[Z_{w,v}] \leq [Z_v]$ since $M_C \leq M$.

The limit in Equation (3.35) is nonzero if and only if $\Phi_{x_v}^M \approx \Phi_{x_v}^{M_C}$, which is equivalent to $M = M_C$. In conclusion, we have

$$\lim_{\beta \to \beta_v + 0} \varphi_{\beta,v}(p_w) = \begin{cases} 0 & \text{if } M_C < M \\ \text{positive} & \text{if } M_C = M. \end{cases}$$

Hence (1) of Theorem 3.25 follows from Proposition 3.8 and Remark 2.2 combined with Proposition 2.6. In addition, (2) follows from Equation (3.36) combined with Corollary 3.7.

4. Examples

We visit two examples of the convex decomposition of $\varphi_{v}$ in Theorem 3.25. We introduce the next definition just to simplify notations. For a natural number $n$, let

$$F_n(\beta) := \sum_{k=0}^{\infty} n^k e^{-\beta k} = \frac{1}{1 - ne^{-\beta}}.$$ 

Note that $F_n(-\log x) = \Phi_{n^{-1}}(x)$. The role of $F_n$ is almost the same as that of $\Phi_n$ in Section 3.
Example 4.1. We examine the effect of non-minimal critical components in the convex decomposition of \( \varphi_v \). Consider the graph \( E \) with \( E^0 = \{v_1, v_2, u_1, u_2, v_3, u_3, w_1, w_2, w_3, w_4\} \) depicted as below:

In this graph, we can see that \( \pi_{mc}(E) = \pi_{mc}(E) = \{C_1, C_2, C_3, C_4\} \), where \( j = 1, 2 \) and \( C_i = \{w_i\} \) for \( i = 1, 2, 3, 4 \). Hence type III extremal KMS states at \( \beta = \log 2 \) are precisely \( \psi_{C_i} \) for \( i = 1, 2, 3, 4 \) by Theorem 2.9. Let \( C_0 = \{v_1, v_2\} \in \pi(E) \), and let \( D_i = \{u_i\} \) for \( i = 1, 2, 3, 4 \). For each \( i = 1, 2, 3, 4 \), there is a unique path \( \mu_i \) in \( B(E, C_0) \) going through \( C_i \), \( D_i \) and \( C_0 \). Then, \( \mu_1 \) and \( \mu_4 \) are maximal paths while \( \mu_2 \) and \( \mu_3 \) are not. Hence, the KMS states \( \varphi_{v_j} \) for \( j = 1, 2 \) in Theorem 3.25 are convex combinations of \( \psi_{C_2} \) and \( \psi_{C_4} \), by the effect of the intermediate critical components \( D_1 \) and \( D_4 \). Here, by a concrete calculation, we verify this consequence and determine the coefficients in the convex combinations.

First, we calculate \( Z_{v_1} \) and \( Z_{w_i, v_1} \) for \( i = 1, 2, 3, 4 \). For a concrete calculation, Proposition 3.28 is applicable. We can naturally identify \( B \) and \( \tilde{B} \) in this example, because there are no multiple edges between components. We have

\[
Z_{w_1, v_1} = Z_{\mu_1}(\beta) = F_2(\beta)e^{-\beta}F_2(\beta)e^{-\beta} \sum_{k=0}^{\infty} e^{-2k\beta} = e^{-2\beta}F_1(2\beta)F_2(\beta)^2,
\]

\[
Z_{w_2, v_1} = Z_{\mu_2}(\beta) = F_2(\beta)e^{-\beta}F_1(\beta)e^{-\beta} \sum_{k=0}^{\infty} e^{-2k\beta} = e^{-2\beta}F_1(2\beta)F_1(\beta)F_2(\beta),
\]

\[
Z_{w_3, v_1} = Z_{\mu_3}(\beta) = F_2(\beta)e^{-\beta}F_1(\beta)e^{-\beta} \sum_{k=0}^{\infty} e^{-(2k+1)\beta} = e^{-3\beta}F_1(2\beta)F_1(\beta)F_2(\beta),
\]

\[
Z_{w_4, v_1} = Z_{\mu_4}(\beta) = F_2(\beta)e^{-\beta}F_2(\beta)e^{-\beta} \sum_{k=0}^{\infty} e^{-(2k+1)\beta} = e^{-3\beta}F_1(2\beta)F_2(\beta)^2.
\]

Let \( \nu_i \) (\( i = 1, 2, 3, 4 \)) be the unique paths in \( B \) going through \( D_i \) and \( C_0 \). Let \( \xi = C_0 \), which considered as a path of length 0. Then, we have
\[ Z_{v_1}(\beta) = \sum_{i=1}^{4} Z_{\mu_i} + \sum_{i=1}^{4} Z_{\nu_i} + Z_\xi = \sum_{i=1}^{4} (Z_{\mu_i} + Z_{\nu_i}) + Z_\xi \]

\[ = \sum_{k=0}^{\infty} e^{-2k\beta} \left( e^{-\beta} F_2(\beta) + e^{-\beta} F_2(\beta) e^{-\beta} F_2(\beta) \right) \]

\[ + \sum_{k=0}^{\infty} e^{-2k\beta} \left( e^{-\beta} F_1(\beta) + e^{-\beta} F_1(\beta) e^{-\beta} F_2(\beta) \right) \]

\[ + \sum_{k=0}^{\infty} e^{-(2k+1)\beta} \left( e^{-\beta} F_1(\beta) + e^{-\beta} F_1(\beta) e^{-\beta} F_2(\beta) \right) + F_1(\beta) \]

\[ = F_1(\beta) \left( 1 + e^{-\beta} F_1(\beta) + e^{-\beta} F_2(\beta) + e^{-2\beta} F_1(\beta) F_2(\beta) + e^{-2\beta} F_2(\beta)^2 \right). \]

Hence, we conclude that

\[ \lim_{\beta \to \log 2 + 0} Z_{w_1,v_1}(\beta) = \frac{2}{3}, \quad \lim_{\beta \to \log 2 + 0} Z_{w_2,v_1}(\beta) = \lim_{\beta \to \log 2 + 0} \frac{Z_{w_3,v_1}}{Z_{v_1}} = 0, \quad \lim_{\beta \to \log 2 + 0} \frac{Z_{w_1,v_1}(\beta)}{Z_{v_1}(\beta)} = \frac{1}{3}, \]

which implies that

\[ \varphi_{v_1} = \frac{2}{3} \psi_{C_1} + \frac{1}{3} \psi_{C_4}. \]

In addition we can see that

\[ \varphi_{v_2} = \frac{1}{3} \psi_{C_1} + \frac{2}{3} \psi_{C_4} \]

in exactly the same way.

**Example 4.2.** We examine an effect of minimal components whose spectral radius is less than \( e^{\beta_v} \) in the convex decomposition of \( \varphi_v \). Consider the graph \( E \) with \( E^0 = \{ v, w_1, w_2, u_1, u_2 \} \) depicted as below:

![Graph Diagram]

Let \( C_0 = \{ v \}, C_i = \{ w_i \} \) for \( i = 1, 2 \) and \( C = \{ u_1, u_2 \} \). Then we have \( \pi_{mc}(E) = \{ C_1, C_2, C \} \) and \( \pi_{v,mc}(E) = \{ C_1, C_2 \} \). Let \( \varphi \) the KMS state in Theorem 3.25 and let \( a_i = \varphi_v(p_{w_i}) \) for \( i = 1, 2 \). Then, by Theorem 3.25 and Proposition 3.1, we have

\[ \varphi = (\chi_{u_1}^{C_1} + \chi_{u_2}^{C_1} + a_1) \psi_{C_1} + (\chi_{u_1}^{C_2} + \chi_{u_2}^{C_2} + a_2) \psi_{C_2}, \]

(4.3)
where
\[
\begin{bmatrix}
\chi_{u_1} \\
\chi_{u_2}
\end{bmatrix} = (3I - A_C)^{-1} A_{C,C_i}[a_i].
\]
Hence,
\[
\chi_{u_1}^C = \frac{3}{7} a_1, \quad \chi_{u_2}^C = \frac{1}{7} a_1, \quad \chi_{u_1}^C = \frac{2}{7} a_2, \quad \chi_{u_2}^C = \frac{3}{7} a_2.
\]
In addition, we can directly see that 
\[\rho = \begin{cases} 2, \text{Section 4}. \end{cases}\]
By the effect of the minimal component \(C\), coefficients of \(\psi_{C_i}\) are not the same.

**Appendix A. A direct proof of Theorem 2.9**

We include a direct proof of Theorem 2.9 for reader’s convenience. The essence of the proof is identical to the original one. Note that for a finite graph \(E\), we have
\[
\rho(A_E) = \max\{\rho(A_C): C \in \pi(E)\}
\]
by [2, Section 4].

**Lemma A.2.** Let \(\beta > 0\) and suppose that there exists a \(\beta\)-harmonic vector \(\chi\) of \(E\). Then \(\beta = \beta_C\) for some \(C \in \pi_{mc}(E)\). Moreover, for each \(C \in \pi(E)\), we have \(\chi_C = 0\) if either \(\rho(A_C) > e^\beta\), or \(\rho(A_C) = e^\beta\) and \(C \not\in \pi_{mc}(E)\).

**Proof.** We have
\[
e^\beta \chi_C = (A_E \chi)_C = \sum_{D \in \pi(E)} A_{C,D} \chi_D \geq A_{C,C_C} \chi_C
\]
for all \(C \in \pi(E)\). Then, the subinvariance theorem (see [10, Theorem 1.6]) implies that if \(e^\beta < \rho(A_C)\), then \(\chi_C = 0\). Hence, \(\chi_L\) is an eigenvector of \(A_L\) with eigenvalue \(e^\beta\), where
\[
L = \bigcup\{C \in \pi(E): \rho(A_C) \leq e^\beta\}.
\]
If \(\beta \neq \log \rho(A_C)\) for any \(C \in \pi(E)\), then we have \(\rho(A_L) = \max\{\rho(A_C): \rho(A_C) < e^\beta\} < e^\beta\) by Equation (A.1), which contradicts the fact that \(e^\beta\) is an eigenvalue of \(A_L\). Hence, there exists \(C \in \pi(E)\) such that \(\beta = \log \rho(A_C)\).

Let \(C \in \pi(E)\) be a component satisfying \(\chi_C \neq 0\) and \(\rho(A_C) = e^\beta\) (which implies that \(\chi_v > 0\) for any \(v \in C\)). It suffices to show \(C \in \pi_{mc}(E)\). Suppose \(D \in \pi(E) \setminus \{C\}\) is a component such that \(DE^*C \neq \emptyset\). Then, by the same argument as in Equation (A.3), we have
\[
e^\beta \chi_D \geq A_D \chi_D + A_{D,C} \chi_C \geq A_D \chi_D.
\]
Since \(A_{D,C} \neq 0\) and \(\chi_w > 0\) for all \(w \in C\), we have \(A_{D,C} \chi_C \neq 0\), which implies that \(\chi_D \neq 0\).

The subinvariance theorem implies that either \(\rho(A_D) < e^\beta\), or \(\rho(A_D) = e^\beta\) and the equality in Inequation (A.4) holds. The latter case implies that \(A_{D,C} \chi_C = 0\), which is a contradiction. Hence we have \(\rho(A_D) < e^\beta\), which implies \(C \in \pi_{mc}(E)\).

\(\square\)
Proof of Theorem 2.9. Let \( \chi \) be a \( \beta \)-harmonic vector of \( E \). We show that \( \chi \) is completely determined from \( \chi_K \). Let

\[
L = \bigcup \{ C \in \pi(E) : \rho(A_C) < e^\beta \}, \quad \tilde{S} = K \cup L, \quad S = S_K.
\]

Note that \( K \subset S \subset \tilde{S} \) by the minimality of all components in \( K \). By Lemma A.2, \( \chi_C = 0 \) if \( C \in \pi(E) \setminus \pi(E_{\tilde{S}}) \). Hence, \( \chi_{\tilde{S}} \) is an eigenvector of \( A_{\tilde{S}} \) with eigenvalue \( e^\beta \). Since \( A_{\tilde{S}} \) is of the form

\[
A_{\tilde{S}} = \begin{bmatrix} A_{\tilde{S}\setminus S} & * \\ 0 & A_K \end{bmatrix},
\]

the vector \( \chi_{\tilde{S}\setminus S} \) is an eigenvector of \( A_{\tilde{S}\setminus S} \) with eigenvalue \( e^\beta \) if it is nonzero. However, since \( \tilde{S}\setminus S \subset L \), we have \( \rho(A_{\tilde{S}\setminus S}) < e^\beta \) by Equation (A.1), which implies that \( \chi_{\tilde{S}\setminus S} = 0 \). Consequently, we have \( \chi_{E^0\setminus S} = 0 \) and \( \chi_S \) is an eigenvector of \( A_S \) with eigenvalue \( e^\beta \).

Let \( B = A_{S\setminus K, K} \). Since \( A_S \) is of the form

\[
A_S = \begin{bmatrix} A_{S\setminus K} & B \\ 0 & A_K \end{bmatrix},
\]

we have

\[
0 = \begin{bmatrix} e^\beta I - A_{S\setminus K} & -B \\ 0 & e^\beta I - A_K \end{bmatrix} \begin{bmatrix} \chi_{S\setminus K} \\ \chi_K \end{bmatrix}. \tag{A.5}
\]

We have \( \rho(A_{S\setminus K}) < e^\beta \) by Equation (A.1) and the fact that \( S \setminus K \subset L \). Hence we multiply the matrix

\[
\begin{bmatrix} (e^\beta I - A_{S\setminus K})^{-1} & 0 \\ 0 & I \end{bmatrix}
\]

to the left and right hand sides of Equation (A.5), so that we have

\[
0 = \begin{bmatrix} I & -(e^\beta I - A_{S\setminus K})^{-1}B \\ 0 & e^\beta I - A_K \end{bmatrix} \begin{bmatrix} \chi_{S\setminus K} \\ \chi_K \end{bmatrix},
\]

and hence

\[
\chi_{S\setminus K} - (e^\beta I - A_{S\setminus K})^{-1}B\chi_K = 0, \quad (e^\beta I - A_K)\chi_K = 0.
\]

Therefore, \( \chi_K \) is a \( \beta \)-harmonic vector of \( E_K \), which implies (1) in Theorem 2.9. In addition, \( \chi_{S\setminus K} \) is determined from \( \chi_K \), which implies the uniqueness of (2).

Conversely, a \( \beta \)-harmonic vector \( \chi_K \) of \( E_K \) extends to a \( \beta \)-harmonic vector \( \chi_S \) of \( E_S \) by letting

\[
\chi_{S\setminus K} = (e^\beta I - A_{S\setminus K})^{-1}B\chi_K
\]

from the same argument as above. Since \( A_E \) is of the form

\[
A_E = \begin{bmatrix} A_S & * \\ 0 & A_{E^0\setminus S} \end{bmatrix},
\]

the vector \( \chi_S \) extends to a \( \beta \)-harmonic vector \( \chi \) of \( E \) by letting \( \chi_{E^0\setminus S} = 0 \). Hence, the existence in (2) and (3) hold. \( \square \)
LIMITS OF KMS STATES ON $\mathcal{T}C^*(E)$
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