Criticality in coupled quantum spin-chains with competing ladder-like and two-dimensional couplings
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Motivated by the geometry of spins in the material CaCu2O3, we study a two-layer, spin-half Heisenberg model, with nearest-neighbor exchange couplings $J$ and $\alpha J$ along the two axes in the plane and a coupling $J_\perp$ perpendicular to the planes. We study these class of models using the Stochastic Series Expansion (SSE) Quantum Monte Carlo simulations at finite temperatures and series expansion methods at $T = 0$. The critical value of the interlayer coupling, $J_\perp$, separating the Néel ordered and disordered ground states, is found to follow very closely a square root dependence on $\alpha$. Both $T = 0$ and finite-temperature properties of the model are presented.

PACS numbers: PACS: 75.40.Gb, 75.40.Mg, 75.10.Jm, 75.30.Ds

I. INTRODUCTION

In recent years, the geometrical arrangement of atoms carrying spin and those mediating interactions between them, in newly discovered magnetic materials, has been a dominant theme in the field of quantum magnetism, and has inspired many interesting models and theories. In a class of cuprate materials, the arrangement of copper and oxygen atoms in the copper-oxide planes leads to nearly ideal realizations of 1D spin-chains, of spin-half chains. From a theoretical point of view, these are ideal systems for finding and testing novel phenomena as the dimensional crossovers, spin-gap and dimerized phases have allowed the exploration of dimensional crossovers, unusual excitations and quantum critical phenomena through detailed comparisons between experiments and theory.

Many classes of materials involve weakly coupled spin-half chains. From a theoretical point of view, these are ideal systems for finding and testing novel phenomena as our understanding of the spin-half chain is rather complete thanks to Bethe ansatz methods, quantum field-theory methods and numerical techniques. However, different ways of coupling the chains together can lead to widely different behaviors. If two Heisenberg chains are coupled weakly together, it is known to lead to a disordered ground state and a gap in the spin excitation spectra. These systems have been called spin-ladders and are considered generic examples of spin-gap phenomena.

On the other hand, if an array of spin-chains, say arranged parallel to each other in a two-dimensional plane, are weakly coupled together in an unfrustrated manner, they develop conventional Néel order. If the interchain couplings are strongly frustrated, one can even find a carryover of exotic one-dimensional physics to higher dimensions. The largest exchange coupling in these materials is of order 2000K and leads to spin-half chains. These chains are weakly coupled in two-different ways. Along one axis perpendicular to the chains, one has effectively a two-leg ladder, which are then nearly decoupled from the rest of the system, due to the geometry of copper-oxygen bond angles. Along the other axis perpendicular to the chains, the coupling between the chains leads to a square-lattice of spins. Thus the material has competing tendencies to Néel order and to develop a gap in the spin excitation spectra. Néel order is found in bulk materials with $T_N = 25K$. In a Science paper, Schön et. al. argued that thin films of the material act as spin-ladders and show field-induced superconductivity. While controversy surrounding the work of Schön et. al. puts the existence of field-induced superconductivity in doubt, the fact remains that this material is very close to being quantum critical and could go into an ordered or disordered phase with small changes in parameters.

Here we consider two square-lattice layers of spins, with axes of the square-lattice pointing along $x$ and $y$ and a Heisenberg Hamiltonian

\[
\mathcal{H} = J \sum_{a,i} S_{a,i} S_{a,i+\hat{x}} + \alpha J \sum_{a,i} S_{a,i} S_{a,i+\hat{y}} + J_\perp \sum_i S_{1,i} S_{2,i}
\]

(1)

Here, $a$ takes values 1 and 2, the first sum runs over the nearest-neighbors along the $x$-axis, the second over the nearest neighbor along the $y$-axis and the third between the nearest-neighbors along the $z$-axis. The model $\mathcal{H}$, in the limit of $\alpha = 1$ (the isotropic bilayer), has been extensively studied using numerical and analytical methods. We shall call $\mathcal{H}$ an anisotropic bilayer model. We set $J = 1$ and study the phase diagram of this model at $T = 0$ using Series Expansion Methods and Stochastic Series Expansion (SSE) Quantum Monte Carlo (QMC) simulations. We find that the phase boundary separating the Néel ordered and disordered phases follows very closely a square root dependence on $\alpha$. Both $T = 0$ and finite-temperature properties of the model are presented.

In this paper, we are motivated by the material CaCu2O3, which has a geometry very similar to the spin-half chains. From a theoretical point of view, these are ideal systems for finding and testing novel phenomena as dimensional crossovers, spin-gap and dimerized phases have allowed the exploration of dimensional crossovers, unusual excitations and quantum critical phenomena through detailed comparisons between experiments and theory.
closely the behavior

\[ J_\perp^c = A\sqrt{\alpha}, \]  

(2)

where \( A \approx 2.53 \) is the critical point for isotropic case. We also calculate the uniform susceptibility and the internal energy of the model at finite temperatures, and study its excitation spectra in the spin-gap and Néel ordered phases.

The plan of the paper is as follows: In section II, we discuss the series expansion method. In section III, we discuss the stochastic series expansion calculations. In section IV, we present the \( T = 0 \) properties of the system. In section V, we present the uniform susceptibility and internal energy at finite temperatures and in section VI, we present our conclusions.

II. SERIES EXPANSION METHODS

We have carried out dimer expansions and Ising expansions for this system at \( T = 0 \). The linked-cluster series expansion method has been previously reviewed in Ref. 18, and will not be repeated here.

A. Dimer Expansions

In the limit that the exchange coupling along the rung \( J_\perp \) is much larger than the couplings within the plane, the rungs interact only weakly with each other, and the dominant configuration in the ground state is the product state with the spin on each rung forming a spin singlet. We can construct dimer expansion in \( J/J_\perp \) by treating the last term in Eq. (1) as the unperturbed Hamiltonian and the rest of terms as a perturbation.

We have carried out the dimer expansions for the \( T = 0 \) ground state energy per site, \( E_0/N \), the antiferromagnetic susceptibility \( \chi \), and the lowest lying triplet excitation spectrum \( \Delta(k_x, k_y) \) (odd parity under interchange of the planes) up to order \((J/J_\perp)^{11}\) for fixed values of \( \alpha \). The resulting power series in \( J/J_\perp \) for the ground state energy per site \( E_0/N \) and the antiferromagnetic susceptibility \( \chi \) for \( \alpha = 1/2 \) are presented in Table I. A table of series coefficients for the triplet excitation spectrum \( \Delta(k_x, k_y) \) would require an inordinate amount of space to reproduce in print; it is available from the authors upon request. Instead, we also present in Table I the tables for the minimum energy gap \( m = \Delta(\pi, \pi) \). The dimer expansion for isotropic case (\( \alpha = 1 \)) was carried out by Hida \( ^{22} \) up to order \((J/J_\perp)^6 \) in 1992, and extended to order \((J/J_\perp)^8 \) by Gelfand \( ^{23} \), and to order \((J/J_\perp)^{11} \) by one of the authors. \( ^{24} \) Here, the number of clusters involved is much more than the isotropic case since the system no longer has \( 90^\circ \) rotation symmetry, and there are, in all, \( 38070 \) linked clusters of up to 12 sites involved in the calculation.

B. Ising Expansions

To construct an expansion about the Ising limit for this system, one has to introduce an anisotropy parameter \( x \), and write the Hamiltonian for Heisenberg-Ising model as

\[ H = H_0 + xV, \]  

(3)

where

\[ H_0 = J \sum_{a=1,2} \sum_i S^x_{a,i} S^x_{a,i+x} + \alpha J \sum_{a=1,2} \sum_i S^z_{a,i} S^z_{a,i+y} + J_\perp \sum_i S^z_{1,i} S^z_{2,i} + t \sum_{a,i} \epsilon_{\alpha,i} S^z_{\alpha,i}, \]

\[ V = J \sum_{\alpha=1,2} \sum_i (S^x_{\alpha,i} S^x_{\alpha,i+x} + S^y_{\alpha,i} S^y_{\alpha,i+y}) + \alpha J \sum_{\alpha=1,2} \sum_i (S^x_{\alpha,i} S^z_{\alpha,i+y} + S^y_{\alpha,i} S^z_{\alpha,i+y}) + J_\perp \sum_i (S^z_{1,i} S^z_{2,i} + S^y_{1,i} S^y_{2,i}) - t \sum_{\alpha,i} \epsilon_{\alpha,i} S^z_{\alpha,i}, \]  

(4)

and \( \epsilon_{\alpha,i} = \pm 1 \) on the two sublattices. The last term in both \( H_0 \) and \( V \) is a local staggered field term, which can be included to improve convergence. The limits \( x = 0 \) and \( x = 1 \) correspond to the Ising model and the isotropic Heisenberg model, respectively. The operator \( H_0 \) is taken as the unperturbed Hamiltonian, with the unperturbed ground state being the usual Néel state. The operator \( V \) is treated as a perturbation. It flips a pair of spins on neighboring sites.

The Ising series have been calculated for the ground state energy per site, \( E_0/N \), the staggered magnetization \( M \), the uniform perpendicular susceptibility \( \chi \), and the lowest lying triplet excitation spectrum \( \Delta(k_x, k_y, k_z) \) for several ratio of couplings and (simultaneously) for several values of \( \alpha \) up to order \( x^{10} \) (the series for uniform perpendicular susceptibility \( \chi \) is one order less). The series are available upon request. Here there are two branches of the spin-wave dispersion. From the series one can see that the symmetric (optical) excitation spectrum \( \Delta(k_x, k_y, 0) \) is related to the antisymmetric (acoustic) excitation spectrum \( \Delta(k_x, k_y, \pi) \) by

\[ \Delta(k_x, k_y, 0) = \Delta(\pi - k_y, \pi - k_x, \pi), \]  

(5)

and so we only consider the antisymmetric excitation spectrum here.

III. QUANTUM MONTE CARLO SIMULATIONS

We have used the stochastic series expansion (SSE) method \( ^{22,23} \) to study the ground state and finite temperature properties of the Heisenberg antiferromagnet on anisotropic bilayers. The SSE is a finite temperature method, and we refer to a previous publication \( ^{21} \) for a full description of the results and methods. The SSE is a generalization of the method of Huber and Rieger \( ^{24} \) for the Ising model, and we refer to Ref. 18 for a discussion of the method. The SSE is a finite temperature method, and we refer to a previous publication \( ^{21} \) for a full description of the results and methods. The SSE is a generalization of the method of Huber and Rieger \( ^{24} \) for the Ising model, and we refer to Ref. 18 for a discussion of the method.
FIG. 1: The ground state phase diagram in the parameter space of the in-plane anisotropy, $\alpha$, and the inter-layer coupling, $J_{\perp}$. Both QMC and series expansion results are shown. The error bars are smaller than the size of the symbols. The curve is a square root fit to the critical coupling data.

QMC technique based on importance sampling of the diagonal matrix elements of the density matrix $e^{-\beta H}$. Ground state properties are obtained by using sufficiently large values of $\beta$. There are no approximations beyond statistical errors. Using the “operator-loop” cluster update, the autocorrelation time for the system sizes we consider here (up to $\approx 1 \times 10^3$ spins) is at most a few Monte Carlo sweeps even at the critical coupling.

IV. $T = 0$ PROPERTIES

A. Results from Dimer Expansions

With the dimer series for the antiferromagnetic susceptibility $\chi$, and the minimum triplet gap $m$, one can determine the critical point $(J/J_{\perp})_c$ by constructing Dlog Padé approximants to these series, and since the transition should lie in the universality class of the classical $d = 3$ Heisenberg model (our unbiased analysis also supports this), we expect that the critical index for $\chi$ and $m$ should be approximately 1.40 and 0.71, respectively. The critical line obtained by the exponent-biased Dlog Padé approximant are shown in Fig. 1.

The spectra for some particular values of $\alpha$ and $J/J_{\perp}$ in the dimer phase are illustrated in Fig. 2, where the direct sum to the series at $J/J_{\perp} = (J/J_{\perp})_c$ is indeed consistent with the integrated differential approximants that one can construct. In Fig. 3 we show the spectra for some particular values of $\alpha$ and $J/J_{\perp}$ along the critical line.

To compute the critical spin-wave velocity $v$, one expands the spectrum $\Delta$ in the vicinity of wave-vector $(\pi, \pi)$ up to $k^2$:

$$\Delta(k_x, k_y) = 2SJ \left[ 1 + \alpha + J_{\perp}/2J \right]^2$$

and it is easy to prove that the critical spin-wave velocity along x and y direction are equal to $(2CD_x)^{1/2}$ and $(2CD_y)^{1/2}$, respectively, at $(J/J_{\perp})_c$. The series coefficients for $2CD_x$ and $2CD_y$ in $J/J_{\perp}$ are listed in Table I. These series can be extrapolated to $(J/J_{\perp})_c$ by using the integrated differential approximants, and the results are shown in Fig. 4. One can see that $v_x$ ($v_y$) is increased (decreased) once the anisotropy is introduced. As $\alpha \to 0$, the system approaches a spin-chain along the x-axis, where the spin-wave velocity is known to be $\pi J/2$. Hence asymptotically, along the critical line,

$$v_x/J_{\perp} \simeq \left( \pi/2 \right) J/J_{\perp} \sim 0.619/\sqrt{\alpha}$$  \hspace{1cm} (7)

This asymptotic behavior is shown by a dashed line. One can see that the presence of other interactions further increases the spin-wave velocity along x. To understand the behavior of $v_y$, we turn to linear spin-wave theory. We obtain the antisymmetric excitation spectrum

$$\Delta(k_x, k_y) = 2SJ \left[ 1 + \alpha + J_{\perp}/2J \right]^2$$

and

$$-\left( \cos(k_x) + \alpha \cos(k_y) - J_{\perp}/2J \right)^{1/2}$$

with this one can obtain spin-wave velocity along the y-direction

$$v_y = 2SJ \left[ \alpha(1 + \alpha + J_{\perp}/J) \right]^{1/2}. \hspace{1cm} (9)$$

Note that $v_x$ is obtained from $v_y$ by exchanging the in-tralayer couplings along x and y-directions. The linear spin-wave results for both $v_x$ and $v_y$ are plotted as dotted lines in Fig. 4. We see that for small $\alpha$, the linear spin-wave theory, which is known to be off by a factor of $\pi/2$ for the spin-half chain, works quite well for $v_y$, the velocity along the weakly-coupled direction.

B. Results from Ising Expansions

With the Ising series for staggered magnetization $M$ and the uniform perpendicular susceptibility $\chi_{\perp}$, one can also determine the phase boundary by extrapolating the series for $M$ and $\chi_{\perp}$ to the isotropic point $x = 1$ using the same method as in Ref. 21. The results for $\alpha = 1/2$ are shown in Fig. 5. We note that $M$ and $\chi_{\perp}$ first increase for small $J_{\perp}/J$, then decrease for a larger value of $J_{\perp}/J$, and vanish at about $J_{\perp}/J = 1.8$, which is consistent with the more accurate critical point determined by the dimer expansions. The reason for the initial increase is that for small $J_{\perp}/J$ the interlayer coupling enhances the antiferromagnetic long-range order as the system acquires a weak three dimensionality and quantum fluctuations are suppressed.

The antisymmetric excitation spectra $\Delta(k_x, k_y, \pi)$ for some particular values of $J_{\perp}/J$ and $\alpha = 1/2$ are illustrated in Fig. 6, where we see that the excitation is
FIG. 2: Plot of the antisymmetric spin-triplet excitation spectrum $\Delta(k_x, k_y, \pi)/J_\perp$ in dimer phase along high-symmetry cuts through the Brillouin zone for the system with coupling ratios $\alpha = 0.5$ and $J/J_\perp = 0.1$ (dotted line), 0.3 (dashed line), 0.556 (solid line). The lines are the estimates by direct sum to the dimer series, and the points circles with error bar for the case of $J/J_\perp = 0.556$ only are the estimates of the integrated differential approximants to the dimer series.

FIG. 3: Plot of the antisymmetric spin-triplet excitation spectrum $\Delta(k_x, k_y, \pi)/J_\perp$ along high-symmetry cuts through the Brillouin zone for the system with $\alpha = 0.25$ (dashed line), 0.5 (dotted line), 1 (solid line). The results of the integrated differential approximants to the dimer series are shown.

FIG. 4: The spin-wave velocity $v/J_\perp$ along x and y directions versus $\alpha$ at the critical ratio $(J/J_\perp)_c$ obtained from dimer series expansion. Also shown are the asymptotic results of $v_x/J_\perp = 0.619/\sqrt{\alpha}$ (dashed line) and the linear spin-wave results for $v_x$ and $v_y$ (dotted lines).

FIG. 5: The staggered magnetization $M$ and the uniform perpendicular susceptibility $\chi_\perp$ vs $J_\perp/J$ for $\alpha = 0.5$ as estimated by Ising expansions.

gapless at the $(\pi, \pi, \pi)$ point. For $J_\perp/J = 1.75$ (close to the critical point), the spectra are very similar to that obtained from dimer expansion. Thus, as one goes through the quantum phase transition, the spectra evolve smoothly.
FIG. 6: Plot of the antisymmetric spin-triplet excitation spectrum $\Delta(k_x, k_y, \pi)/J_\perp$ in Néel order phase derived from the Ising expansions along high symmetry cuts through the Brillouin zone for the system with coupling ratios $\alpha = 0.5$ and $J_\perp/J = 0.5$ (upper curve), $1.75$ (lower curve), also shown as dotted lines are the results of linear spin-wave theory.

C. Ground State Properties Obtained by SSE

For the ground state properties, using the SSE method, we have studied lattices of the form $2 \times L \times L$, with $L$ up to $20$. Periodic boundary conditions were applied in both the x- and y-directions. A series of values of $\alpha$ were chosen, and the critical $J_\perp$ was determined for each of them, mapping out the ground state phase diagram in the $\alpha - J_\perp$ parameter space. An inverse temperature $\beta = 16L$ was found to be sufficient for the calculated quantities to have converged to their ground state values.

An efficient way to determine the critical coupling for the spin gap transition is by studying the finite size scaling of the ground state ($T=0$) spin-stiffness. The spin stiffness can be defined as the second derivative of the free energy with respect to a uniform twist $\phi$. At $T = 0$, the free energy is the same as the internal energy, and the expression for the spin stiffness takes the form

$$\rho = \frac{\partial^2 E(\phi)}{\partial \phi^2}, \quad (10)$$

where $E(\phi)$ is the internal energy per spin in the presence of a twist. The stiffness can be related to the fluctuations of the “winding number” in the simulations and hence can be estimated directly without actually including a twist. Since the twist can be applied parallel to the x- or y-axis, there are two different spin stiffnesses, $\rho_x$ and $\rho_y$, in the anisotropic system considered here.

Finite size scaling analysis dictates that at the critical coupling, the spin stiffness should scale with the system size, $L$.

FIG. 7: The ground state spin stiffness times the linear system size, $L$, as a function of the inter-layer coupling in the vicinity of the critical point for square lattices with $L = 6, 8, \cdots, 20$. The (negative) slope increases with increasing $L$. The upper (lower) panel shows the data for stiffness along the x-(y-) axis. Error bars are of the size of the symbols or smaller. The curves are quadratic fits to the data.

FIG. 8: The finite-size dependent critical point as obtained from the crossing of the stiffness curves for successive system sizes with linear dimensions $L$ and $L+2$. The estimate for the critical coupling converges from above (below) for the $\rho_y(\rho_x)$ data, providing upper and lower bounds for the true critical coupling in the thermodynamic limit.
\[
\rho(L) \sim L^{d-2-x}, \quad (11)
\]
where \(d(=2)\) is the dimensionality and \(x\) is the dynamical critical exponent. The transition is expected to be in the universality class of the 3D Heisenberg model – hence \(x = 1\). It follows from the above relation that in a plot of \(L\rho\cn(\rho)\) versus \(J_{\perp}\), the curves for different system size should intersect at \(J^c_{\perp}\). In practice, it is found that the crossing point shifts monotonically with increasing system size – the intersection of the curves for successive system sizes (linear dimensions \(L\) and \(L+2\)) give a finite size dependent estimate of the critical coupling, \(J^c_{\perp}(L)\), that converges to the true critical coupling, \(J^c_{\perp}\), at large \(L\). Interestingly, the convergence is from opposite directions for \(\rho_x\) and \(\rho_y\) – \(J^c_{\perp}(L) \rightarrow J^c_{\perp}\) from above (below) for \(\rho_y(\rho_x)\).\(^{31}\) This yields upper and lower bounds for the true critical coupling, leading to an improved estimate for \(J^c_{\perp}\). The results for \(\alpha=0.5\) are shown in fig.\(\text{D}\). The upper (lower) panel shows the data for \(\rho_x(\rho_y)\). The curves are found to cross in the neighborhood of \(J^c_{\perp} \approx 1.8\). A plot of the finite size dependent critical coupling obtained from the crossing of successive system sizes obtained from the plot is shown in fig.\(\text{E}\). As discussed above, \(J^c_{\perp}(L)\) is seen to converge toward \(\approx 1.79\) from above (below) for \(\rho_x(\rho_y)\). From the data, we estimate the true critical coupling in the limit of infinite system size to be \(J^c_{\perp} = 1.79 + 0.005\) for \(\alpha = 0.5\).

A similar analysis of the spin stiffness data for different values of \(\alpha\) gives us the critical value of the inter-planar coupling \(\rho_\perp\) for the mean-absolute transition as a function of \(\alpha\). The resulting phase diagram is shown in fig.\(\text{F}\).

Independent estimate of the critical coupling can be obtained from the finite size scaling of the staggered structure factor and the corresponding susceptibility. The full two-plane static spin susceptibility is defined as

\[
\chi(q) = \frac{1}{L^2} \sum_{i,j} e^{iq(r_i-r_j)} \int_0^\beta d\tau \langle \left[ S_{i,j}^z(\tau) - S_{i,j}(\tau) \right]^2 \rangle
\]

At the critical point, the staggered, \(q = (\pi, \pi)\), susceptibility for finite size systems scale with the system size as a simple power law behavior determined by the critical exponent \(\eta\):

\[
\chi(L, J^c_{\perp}) \sim L^{2-\eta} \quad (13)
\]

On a plot of \(\ln(\chi)\) versus \(\ln(L)\), the data should fall on a straight line with slope \(2 - \eta\). In the spin gapped phase, the staggered susceptibility should go to a constant at large \(L\), whereas in the Néel phase with long range antiferromagnetic order, it should diverge faster than exponentially with \(L\). Fig.\(\text{H}\) shows the plot of \(\ln(\chi)\) versus \(\ln(L)\) for fixed \(\alpha(=0.5)\) and five different values of \(J_{\parallel}\) in the vicinity of the critical coupling. For large values of \(L\), the data for the critical coupling is indeed found to fall on a straight line. The slope of the line yields \(\eta \approx 0.035\), in close agreement with its value for the 3D Heisenberg universality class. The deviation from power law behavior in both the spin gapped and Néel phases are in agreement with the above discussion. Thus the transition is found to belong to the universality class of the 3D Heisenberg model. This is found to be true for any finite value of \(\alpha\).

V. FINITE TEMPERATURE PROPERTIES

A. Uniform Susceptibility

We start the presentation of the finite temperature properties with the uniform magnetic susceptibility defined as

\[
\chi_u = \frac{\beta}{N} \sum_{i,j} [S_{i,i}^z + S_{i,j}^z][S_{i,j}^z + S_{i,j}^z] \quad (14)
\]

where \(N\) is the size of the system. For finite temperature properties, we have carried out the simulations on lattices with rectangular geometry, \(L_x \times L_y\), \(L_x \neq L_y\). This is to reduce finite size effects. It was shown by Sandvik\(^{32}\) for a system of coupled Heisenberg chains, the finite size effects depended monotonically for rectangular lattices whereas for square lattices the behavior was less well behaved. While such effects are expected for ground state properties also, our limitation in terms of computational power has restricted us to the use of square lattices. Fortunately, the stiffness in the two directions gave upper and lower bounds that were sufficiently close to make the results from the square lattices reliable.
and lower bounds for the critical coupling, leading to a reliable estimate of $J^c_{\perp}$. Simulations at finite temperatures require considerably less computer power – hence we are able to study rectangular lattices. In particular, lattices with aspect ratio $L_x = 4L_y$ have been considered.

Results from the study of the non-linear $\sigma$ model predict that at the critical coupling, the uniform susceptibility, $\chi(T)$, is linear in $T$ (at low temperatures) with zero intercept. The region of linear $T$ dependence gives an estimate of the quantum critical regime. The finite-size effects in the estimates of $T > 0$ data decrease rapidly with increasing system size – the difference in the estimate of $\chi_u$ between lattices with $L_x = 64$ and 128 is of the order of the magnitude of the error bars up to the lowest temperatures studied. Henceforth, the data are presented for lattices with $L_x = 128$. Fig. 10 show the temperature dependence of the $\chi_u$ for three different values of the inter-planar coupling close to the critical value. The data shown are for a rectangular lattice with $L_x = 128$. It was found that the difference in the estimates of $\chi_u$ at low temperatures for all the values, the uniform susceptibility is linear in $T$ over the range of temperature shown. For $J^c_{\perp}$, the intercept is approximately zero, while it is positive (negative) for $J_{\perp} < (>) J^c_{\perp}$. The results are consistent with the estimate of $J^c_{\perp}$ obtained from the stiffness data. While the linear $T$ behavior at the critical coupling is found to hold for all values of the in-plane spatial anisotropy, its range decreases with decreasing value of $J_{\perp}$.

Instead of working directly with the specific heat, we have studied the internal energy, of which the specific heat is the temperature derivative. This is driven by the practical consideration that the specific heat data (that can be estimated directly within the framework of the SSE method) gets noisy at low temperatures, while the internal energy data is largely free from such noise at all temperatures considered. The temperature dependence of the specific heat is easily obtained from that of the internal energy. An estimate of the temperature dependence of the internal energy is obtained by assuming spin wave dispersion at low energies. In the Néel phase, the dispersion is $\varepsilon(k) = ck$, where $c$ is the spin wave velocity. In the presence of a spin gap ($\Delta$), the dispersion takes the form $\varepsilon(k) = \sqrt{\Delta^2 + c^2k^2}$. For a 2D system, the internal energy per particle at low temperatures should take the form

$$\frac{E}{N} \sim \int_0^\infty kdk\varepsilon(k)\frac{1}{e^{-\varepsilon(k)/k_{B}T} - 1}.$$

For the gapless dispersion, this gives $\frac{E}{N} = (\text{const.}) \times T^3$, which implies that the specific heat, $C_v \sim T^2$. For the spin gapped phase, the internal energy expression reduces to

$$\frac{E}{N} = (\text{const.}) \times T^3 \int_{\Delta^2/T}^{\infty} \frac{x^2dx}{e^x - 1}.$$

For $\Delta^2 \ll T$, the leading behavior of the specific heat is once again $T^2$. For large gap and/or low temperatures, this will turn into an activated behavior, coming from the temperature dependence of the definite integral.

B. Internal Energy and Specific Heat

FIG. 10: The uniform susceptibility as a function of temperature near the critical coupling for $\alpha = 0.5$. At low temperatures, the susceptibility depends linearly on $T$, in agreement with the prediction from field theoretic calculations. Above the transition, in the spin gapped phase, $\chi_u$ scales to zero at finite $T$, while below the transition, in the Néel phase, $\chi_u$ scales to a finite value at $T = 0$. At the critical point, $\chi_u$ extrapolates to zero at $T = 0$. The data shown are for a rectangular lattice with $N = 128x32$.

FIG. 11: The energy as a function of the temperature for the Néel and the spin gapped phases. The data for $J_{\perp} = 1.85$ is found to deviate from a pure $T^3$ dependence at low temperatures.
However, this region has not been accessible to our Monte Carlo simulations. Fig. 11 shows the internal energy as a function of the temperature for two parameter sets corresponding to the gapless and spin gapped phases along with the $T^3$ fit. This suggests that unless one goes down to very low temperatures, near the critical line it would be difficult to tell from the specific heat data whether one is in an ordered or a spin-gap phase.

VI. CONCLUSIONS

We have used the stochastic series expansion (SSE) quantum Monte Carlo (QMC) and series expansion methods to study the antiferromagnetic Heisenberg model on spatially anisotropic bilayer systems. The critical $J_\perp$, separating the Néel ordered and disordered phases is found to depend on $\alpha$, the ratio of in-plane couplings, according to a simple square-root behavior. For all values of $\alpha$ considered, the transition to the spin-gapped state belongs to the universality class of the 3D classical Heisenberg model. The $T = 0$ and finite temperature properties of the model are studied, especially around the critical line. We find that the spin-wave spectra evolve smoothly through the transition. The spin-wave velocity becomes highly anisotropic as $\alpha \to 0$. We hope our work would stimulate further measurements of spin-wave spectra for materials such as CaCu$_2$O$_3$.
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TABLE I: Series coefficients for dimer expansions of the ground-state energy per site, $E_0/NJ_\perp$, the antiferromagnet susceptibility $\chi_\perp$, the minimum triplet energy gap $m/J_\perp$, and the critical spin-wave velocity along x and y-direction (as described in the text). Coefficients of $(J/J_\perp)^n$ for $\alpha = 1/2$ up to order $n = 11$ are listed.

| n  | $E_0/J_\perp$ | $\chi_\perp$ | $m/J_\perp$ | $2CD_x/J_\perp^2$ | $2CD_y/J_\perp^2$ |
|----|--------------|-------------|-------------|-----------------|---------------|
| 0  | -3.7500000000 $\times 10^{-1}$ | 1.0000000000 | 1.0000000000 | 0.0000000000 | 0.0000000000 |
| 1  | 0.0000000000 | 3.0000000000 | -1.5000000000 | 1.0000000000 | 5.0000000000 $\times 10^{-1}$ |
| 2  | -2.3437500000 $\times 10^{-1}$ | 7.1250000000 | 1.2500000000 $\times 10^{-1}$ | 0.0000000000 | 0.0000000000 |
| 3  | -1.0546875000 $\times 10^{-1}$ | 1.5468750000 $\times 10^1$ | -4.6875000000 $\times 10^{-1}$ | 1.7500000000 | 5.4687500000 $\times 10^{-1}$ |
| 4  | -2.270507813 $\times 10^{-2}$ | 3.1326171873 $\times 10^1$ | -5.0781250000 $\times 10^{-1}$ | 1.2187500000 | 1.7578125000 $\times 10^{-1}$ |
| 5  | 8.184814453 $\times 10^{-2}$ | 6.1530110684 $\times 10^1$ | -1.6479492190 $\times 10^{-1}$ | -4.1015625000 | -3.3764844444 $\times 10^{-1}$ |
| 6  | 9.038543701 $\times 10^{-2}$ | 1.1883063874 $\times 10^2$ | 2.8569030760 $\times 10^{-1}$ | -1.1583251950 | -1.5582275390 $\times 10^{-1}$ |
| 7  | 1.045632362 $\times 10^{-2}$ | 2.2762951212 $\times 10^2$ | 7.1594238280 $\times 10^{-2}$ | -1.6601295470 | -8.0453872680 $\times 10^{-2}$ |
| 8  | -1.300574541 $\times 10^{-1}$ | 4.3268617264 $\times 10^2$ | -8.7156671290 $\times 10^{-1}$ | 6.8153858180 $\times 10^{-1}$ | 7.2729349140 $\times 10^{-1}$ |
| 9  | -1.566342926 $\times 10^{-1}$ | 8.1655765120 $\times 10^2$ | -2.3801703420 | 3.9753123670 | 8.9607663080 $\times 10^{-1}$ |
| 10 | -2.075107419 $\times 10^{-2}$ | 1.5297634646 $\times 10^3$ | -1.8909602210 | 2.5805961850 | -2.3331648470 $\times 10^{-1}$ |
| 11 | 2.349058435 $\times 10^{-1}$ | 2.8502793070 $\times 10^3$ | -1.9164254290 $\times 10^{-1}$ | -2.1620852120 | -1.2984056000 |