Long-Time Behaviors of Mean-Field Interacting Particle Systems Related to McKean–Vlasov Equations
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Abstract: In this paper, we investigate concentration inequalities, exponential convergence in the Wasserstein metric $W_1$, and uniform-in-time propagation of chaos for the mean-field weakly interacting particle system related to McKean–Vlasov equation. By means of the known approximate componentwise reflection coupling and with the help of some new cost function, we obtain explicit estimates for those three problems, avoiding the technical conditions in the known results. Our results apply to possibly multi-well confinement potentials, and interaction potentials $W$ with bounded second mixed derivatives $\nabla^2_{xy} W$ which are not too big, so that there is no phase transition. Several examples are provided to illustrate the results.

1. Introduction

In this paper, we consider the following nonlinear McKean–Vlasov equation with initial condition $u_0$

$$\partial_t u_t = \nabla \cdot [\nabla u_t + u_t \nabla V + u_t (\nabla_x W \otimes u_t)], \quad (1.1)$$

where the unknown $u_t$ is a time dependent probability density on $\mathbb{R}^d (d \geq 1)$, $V : \mathbb{R}^d \to \mathbb{R}$ is a confinement potential and $W : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ is an interaction potential. Here $\nabla$ and $\nabla \cdot$ (applied to a vector field) denote the gradient operator and the divergence operator respectively, while $\nabla_x W$ stands for the gradient of $W$ with respect to (w.r.t. in short) the first variable, and

$$\nabla_x W \otimes u_t(x) := \int_{\mathbb{R}^d} \nabla_x W(x, y) u_t(y) dy.$$
When \( W(x, y) = W_0(x - y) \) for some even potential \( W_0 \) (as in granular media), \( \nabla_x W \odot u = \nabla W_0 \ast u \) (the usual convolution).

The probabilistic equivalent version of (1.1) is the following self-interacting stochastic differential equation (SDE in short):

\[
\begin{align*}
\begin{cases}
    dX_t = \sqrt{2} dB_t - \nabla V(X_t) dt - \nabla_x W \circ \mu_t(X_t) dt, \\
    X_0 \overset{law}{=} u_0(x) dx,
\end{cases}
\end{align*}
\]

(1.2)

where \( \mu_t \) is the law of \( X_t \). The density \( u_t \) of the law \( \mu_t \) w.r.t. the Lebesgue measure \( dx \) at time \( t \) is the solution of the McKean–Vlasov equation (1.1) and vice versa. The existence and uniqueness of the solution of the SDE (1.2) and the McKean–Vlasov equation (1.1) have been extensively studied. The reader is referred to [15, 27, 28, 32] and recent works [7, 17, 31] as well as the references therein. For the convergence to equilibrium of solution \( \mu_t \) as \( t \to +\infty \), it is worth mentioning that Carrillo, McCann and Villani [8] obtained the explicit exponential convergence in entropy under various kinds of convexity conditions on the potentials \( V \) and \( W_0 \), via their enlightening idea of interpreting the McKean–Vlasov equation as the gradient descent flow of the free energy on the space of probability measures equipped with the \( L^2 \)-Wasserstein metric. Eberle et al. [14] got the quantitative bounds on the exponential convergence in some appropriate transport cost to equilibrium for McKean–Vlasov equations by using Lyapunov condition and reflection coupling. Eberle [13] showed the exponential contractivity for diffusion semigroups w.r.t. Kantorovich distance by using componentwise reflection coupling methods and choosing appropriate distance functions. The reader is referred also to Luo and Wang [23] for the exponential convergence of diffusion semigroups w.r.t. the \( L^p \)-Wasserstein distance for all \( p \geq 1 \).

The McKean–Vlasov equation (1.1) or (1.2) is the idealization of the following interacting particle system of mean-field type when the number \( N \) of particles goes to infinity:

\[
\begin{align*}
\begin{cases}
    dX^{i,N}_t = \sqrt{2} dB^i_t - \nabla V(X^{i,N}_t) dt - \frac{1}{N} \sum_{j: j \neq i, 1 \leq j \leq N} \nabla_x W(X^{i,N}_t, X^{j,N}_t) dt, \\
    X^{i,N}_0 = X^i_0, \quad i = 1, \ldots, N,
\end{cases}
\end{align*}
\]

(1.3)

where the initial values \( X^1_0, \ldots, X^N_0 \) are i.i.d. random variables with common law \( \mu_0(dx) = u_0(x) dx \), and \( B^1_t, \ldots, B^N_t \) are \( N \) independent Brownian motions taking values in \( \mathbb{R}^d \), independent of \( X^i_0, 1 \leq i \leq N \). In fact this is the goal of the studies of the so-called propagation of chaos: when the number \( N \) of particles goes to infinity, the empirical measures \( \frac{1}{N} \sum_{i=1}^N \delta_{X^i_t} \) of the particle system (1.3) (or the law of a single particle) converge weakly to the solution \( \mu_t \) of the self-interacting diffusion (1.2). This corresponds to the law of large number in probability, see the monograph [32] of Sznitman for propagation of chaos.

The propagation of chaos for the mean-field interacting particle systems has been widely studied during the last forty years. The early studies were concentrated on the propagation of chaos in bounded time intervals, see [24, 27, 32] and the references therein. The study on the propagation of chaos in the whole time interval \( \mathbb{R}^+ \) is much more difficult and recent. When the confinement potential \( V \) is strictly convex and the interaction potential \( W(x, y) = W_0(x - y) \) with \( W_0 \) strictly convex, Malrieu [25] showed the uniform in time propagation of chaos by applying the logarithmic Sobolev inequality. In the case that there is no confinement (i.e. \( V \equiv 0 \)) and the interaction potential \( W_0 \) is...
strictly convex, Benachour et al. [1,2] proved propagation of chaos (but not uniform in time) and polynomial convergence to equilibrium; Malrieu [26] obtained the uniform in time propagation of chaos and exponential convergence to equilibrium for the particle system viewed from the center, by using functional inequalities. When \(W_0\) is degenerately convex and \(V = 0\), Cattiaux et al. [9] showed the uniform in time propagation of chaos and exponential convergence to equilibrium by using synchronous coupling.

An important and actively studied subject refining the propagation of chaos is the concentration inequalities which are crucial for stochastic numerical computation of solution \(\mu_t\) or the equilibrium \(\mu_\infty\) of the McKean–Vlasov equation. The concentration inequalities describe quantitatively why the McKean–Vlasov equation is the idealization of the particle system (1.3). For the previous works on the concentration inequalities in the convex case we refer the reader to Malrieu [26], Bolley-Guillin-Villani [9] and Bolley [4] and the references therein. See Sect. 2 for more details. The reader is referred to the two monographies of Ledoux [21,22] for pedagogical and enlightening treatment of concentration inequalities.

We now go to the case where \(V\) and \(W_0\) are no longer convex. Without the convexity of \(V\) and \(W_0\), recently Durmus et al. [12] use the componentwise reflection coupling introduced in [13] to prove the exponential convergence in some Wasserstein metric and uniform in time propagation of chaos for weakly interacting mean-field particle system. For more results about propagation of chaos, we refer the reader to [11,18–20,29,30] and the references therein. In the actual non-convex case, phase transition can occur if the interaction is strong, and finding explicit estimates of the weakness of the interaction for the exponential convergence of the McKean–Vlasov equation is an important question in mathematical physics.

The main purpose of this paper is to investigate the concentration inequalities, the exponential convergence in \(L^1\)-Wasserstein metric \(W_1\) (refining the previous results in [12,13]), and as by-product the uniform-in-time propagation of chaos of the mean-field weakly interacting particle system. Although we use the same approximate component-wise reflection coupling ([12,13]), our next approach will be quite different from theirs:

1. our starting point is some explicit gradient estimate of the Poisson equation \(-\mathcal{L}^{(N)}G = g\) where \(\mathcal{L}^{(N)}\) is the generator of (1.3), which are crucial for the concentration inequalities of the interacting particle system;
2. we will choose a different metric from the one used in [12,13], which allows us to obtain some explicit and almost sharp estimate of the exponential rate in the convergence of the interacting particles system to its equilibrium in the \(W_1\)–metric, uniform in the number \(N\) of the particles.
3. As a by-product, we obtain some explicit estimate on the propagation of chaos, uniform in time.

The paper is organized as follows. In the next section, we will present our framework and main results. The proofs of the results about gradient estimate of the Poisson equation (in heat diffusion) and on the exponential convergence in Wasserstein metric are provided in Sects. 3 and 4. The proofs of concentration inequalities are given in the last section.
2. Main Result

2.1. Framework: notations and conditions.

2.1.1. Conditions on the dissipativity rate of a single particle  
First we introduce a dissipative rate $b_0(r)$ of the drift of one single particle in (1.3) at distance $r > 0$. The function $b_0(r)$ is a continuous function on $(0, +\infty)$, such that

$$\langle x - y, -[\nabla V(x) - \nabla V(y)] - [\nabla_x W(x, z) - \nabla_x W(y, z)] \rangle \leq b_0(r)|x - y|$$

(2.1)

for any $x, y, z \in \mathbb{R}^d$ with $|x - y| = r$. Throughout this paper we assume that $b_0(r)$ satisfies

$$\lim \sup_{r \to +\infty} \frac{b_0(r)}{r} < 0,$$

(2.2)

i.e. the drift of one particle is dissipative at infinity. We also assume that

$$\lim_{r \to 0^+} b_0^+(r) = 0.$$  

(2.3)

Next we introduce an important reference function $h$ which is different from the one used in [12,13]. For any function $f \in C^2(0, +\infty)$ and $r > 0$, let $\mathcal{L}_{\text{ref}}$ be the generator defined by

$$\mathcal{L}_{\text{ref}} f(r) := 4f''(r) + b_0(r)f'(r).$$

(2.4)

Let $h : \mathbb{R}^+ \to \mathbb{R}^+$ be the function determined by: $h(0) = 0$ and

$$h'(r) = \frac{1}{4} \exp \left( -\frac{1}{4} \int_0^r b_0(s)ds \right) \int_r^{+\infty} s \cdot \exp \left( \frac{1}{4} \int_0^s b_0(u)du \right) ds.$$  

(2.5)

As $h'$ is $C^1$-smooth by the continuity of $b_0$, $h$ is a well defined $C^2$ function, and it is a solution (the smallest in fact) of the one-dimensional Poisson equation

$$\mathcal{L}_{\text{ref}} h(r) = 4h''(r) + b_0(r)h'(r) = -r, \ r > 0$$

(2.6)

with $h(0) = 0$. This function was used by the second named author [33] for functional and isoperimetric inequalities on Riemannian manifolds.

2.1.2. Kantorovich-Wasserstein $W_1$-metric  
For the configuration space $(\mathbb{R}^d)^N$, instead of the usual Euclidean metric, we will use the $l^1$-metric (generalized Hamming metric)

$$d_{l^1}(x, y) = \sum_{i=1}^N |x^i - y^i|, \ x = (x^1, \cdots, x^N), \ y = (y^1, \cdots, y^N) \in (\mathbb{R}^d)^N.$$  

We consider the Kantorovich-Wasserstein distance w.r.t. $d_{l^1}$ metric on $(\mathbb{R}^d)^N$, i.e., for any two probability measures $\mu$ and $\nu$ on $(\mathbb{R}^d)^N$,

$$W_{1, d_{l^1}}(\mu, \nu) = \inf_{P \in \Pi(\mu, \nu)} \int_{(\mathbb{R}^d)^N \times (\mathbb{R}^d)^N} d_{l^1}(x, y) P(dx, dy).$$
where $\Pi(\mu, \nu)$ is the set of all couplings of $\mu$, $\nu$, i.e. the set of all probability measures on $(\mathbb{R}^d)^N \times (\mathbb{R}^d)^N$ whose marginal distributions of $x$ and $y$ are respectively $\mu$ and $\nu$.

Notice that for a $C^1$-function $g$ on $(\mathbb{R}^d)^N$, its Lipschitzian norm $\|g\|_{L^p(d_1)}$ w.r.t. $d_1$ coincides with $\max_{1 \leq i \leq N} \|\nabla_i g\|_\infty$ where $\nabla_i$ is the gradient w.r.t. $x_i$. By Kantorovich-Rubinstein duality relation,

$$W_{d_1}(\mu, \nu) = \sup_{g \in C_b^1((\mathbb{R}^d)^N); \max_{1 \leq i \leq N} \|\nabla_i g\|_\infty \leq 1} \left( \int g d\mu - \int g d\nu \right)$$

When $N = 1$, we write simply $W_1$ for $W_{1,d_1}$. We write quite often $\mu(u) := \int u d\mu$.

We notice that for two probability measures $\mu$, $\nu$ on $(\mathbb{R}^d)^N$,

$$\sum_{i=1}^{N} W_1(\mu^i, \nu^i) \leq W_{d_1}(\mu, \nu) \quad (2.7)$$

and the equality holds when $\mu = \otimes_{i=1}^{N} \mu^i$, $\nu = \otimes_{i=1}^{N} \nu^i$ are product measures, where $\mu^i$ (resp. $\nu^i$) is the marginal distribution of $x_i$ of $\mu$ (resp. $\nu$). In fact if $X = (X^1, \cdots, X^N)$, $Y = (Y^1, \cdots, Y^N)$ are two random vectors such that the law of $(X, Y)$ is an optimal coupling of $(\mu, \nu)$ in $W_{1,d_1}$, then for each $i$, the law of $(X^i, Y^i)$ is a coupling of $(\mu^i, \nu^i)$, so

$$W_{d_1}(\mu, \nu) = \mathbb{E}d_{1}(X, Y) = \sum_{i=1}^{N} \mathbb{E}|X^i - Y^i| \geq \sum_{i=1}^{N} W_1(\mu^i, \nu^i).$$

When $\mu$, $\nu$ are product measures, let $(X^i, Y^i)$ (or its joint law) be an optimal coupling of $(\mu^i, \nu^i)$ for $W_1(\mu^i, \nu^i)$ so that $(X^1, Y^1), \cdots, (X^N, Y^N)$ are independent. Then $(X = (X^i)_{1 \leq i \leq N}, Y = (Y^i)_{1 \leq i \leq N})$ is a coupling of $(\mu, \nu)$, so we get

$$\sum_{i=1}^{N} W_1(\mu^i, \nu^i) = \sum_{i=1}^{N} \mathbb{E}|X^i - Y^i| = \mathbb{E}d_{1}(X, Y) \geq W_{d_1}(\mu, \nu)$$

i.e. the equality in (2.7) holds in the product measures case. (This is well known.)

2.2. An explicit gradient estimate of the Poisson equation. Let $\{P_t(N)\}_{t \geq 0}$ be the transition semigroup of the mean-field interacting particle system (1.3), whose generator is given by

$$\mathcal{L}^N f(x^1, \cdots, x^N) = \sum_{i=1}^{N} \left( \Delta_i f - \nabla V(x^i) \cdot \nabla_i f - \frac{1}{N-1} \sum_{j \neq i} \nabla_i W(x^i, x^j) \cdot \nabla_j f \right).$$

Its unique invariant probability measure is the mean-field Gibbs measure, given by

$$\mu^N(dx^1, \cdots, dx^N) = \frac{1}{C_N} \exp \left( -\sum_{i=1}^{N} V(x^i) - \frac{1}{N-1} \sum_{1 \leq i < j \leq N} W(x^i, x^j) \right) dx^1 \cdots dx^N,$$

where $C_N$ is the normalization constant.
We introduce the following key assumption on the interaction potential:

\[(H) : \| \nabla^2_{x,y} W \|_\infty \cdot \| h' \|_\infty < 1\]

where \( h \) is given by (2.5), \( \| h' \|_\infty := \sup_{r \geq 0} h'(r) \), and \( \nabla^2_{x,y} W = \left( \frac{\partial^2}{\partial x_i \partial y_j} W \right)_{1 \leq i,j \leq d} \).

\[\| \nabla^2_{x,y} W \|_\infty := \sup_{x,y \in \mathbb{R}^d} \sup_{z \in \mathbb{R}^d, |z| = 1} |\nabla^2_{x,y} W(x,y)z|\]

Notice that when the dissipativity at infinity condition (2.2) is satisfied, \( b_0(r) \) can be bounded from above by \(-c_1 r + c_2 \) (with \( c_1, c_2 > 0 \)), so \( \| h' \|_\infty := \sup_{r \geq 0} h'(r) < +\infty \).

The assumption \((H)\) is a (non-trivial) translation of Dobrushin-Zegarlinski’s uniqueness condition in the framework of mean field, and it implies that the mean field has no phase transition (established by Guillin and us in [16]).

Notice that under the assumption \((H)\) and (2.2), both the equations (1.2) and (1.3) have unique strong solutions. On the space of continuous paths \( C([0, T], (\mathbb{R}^d)^N) \) where \( T \in (0, +\infty) \), we consider the \( L^1 \)-metric

\[d_{L^1[0,T]}(\gamma_1, \gamma_2) := \int_0^T d_{L^1}(\gamma_1(t), \gamma_2(t))dt. \quad (2.8)\]

Given the starting point \( x \in (\mathbb{R}^d)^N \), let \( \mathbb{P}_x \) be the law of \( X^{(N)} = (X_t^{(N)})_{t \geq 0} \) with \( X_0^{(N)} = x \).

**Theorem 2.1.** Assume (2.2), (2.3) and \((H)\). For any \( x_0 = (x_0^1, \cdots, x_0^N) \in (\mathbb{R}^d)^N \) and \( y_0 = (y_0^1, \cdots, y_0^N) \in (\mathbb{R}^d)^N \), we have

\[\int_0^{+\infty} W_{d_{L^1}}(P_t^{(N)}(x_0, \cdot), P_t^{(N)}(y_0, \cdot))dt \leq W_{1, d_{L^1[0, \infty)}}(\mathbb{P}_x, \mathbb{P}_{y_0}) \leq \frac{1}{1 - \| \nabla^2_{x,y} W \|_\infty \| h' \|_\infty} \sum_{i=1}^N h(|x_0^i - y_0^i|). \quad (2.9)\]

In particular for any \( g \in C^1_b((\mathbb{R}^d)^N) \) with \( \mu^{(N)}(g) = 0 \), the solution \( G \) of the Poisson equation \(-L^{(N)}G = g \) with \( \mu^{(N)}(G) = 0 \) satisfies

\[\| \nabla_i G \|_\infty \leq c_{Lip} \cdot \max_{1 \leq j \leq N} \| \nabla_j g \|_\infty, \quad 1 \leq i \leq N, \quad (2.10)\]

where

\[c_{Lip} := \frac{h'(0)}{1 - \| \nabla^2_{x,y} W \|_\infty \| h' \|_\infty} \quad (2.11)\]

and

\[h'(0) = \frac{1}{4} \int_0^{+\infty} s \cdot \exp\left( \frac{1}{4} \int_0^s b_0(u)du \right)ds.\]

Its proof will be given in the next section. We present two applications of the theorem above, all of physical meaning. The first is an explicit integral (over time) estimate of the nonlinear McKean–Vlasov equation (1.1).
Corollary 2.2. Under the same assumptions as in Theorem 2.1, for any two solutions \( \mu_t, \nu_t \) of the self-interacting diffusion (1.2) with the initial distributions \( \mu_0, \nu_0 \) with finite second moment respectively, we have

\[
\int_0^\infty W_1(\mu_t, \nu_t)dt \leq \frac{\|h'\|_\infty}{1 - \|\nabla^2_{xy}W\|_\infty\|h'\|_\infty} W_1(\mu_0, \nu_0).
\] (2.12)

In particular for the unique equilibrium \( \mu_\infty \) of the McKean–Vlasov equation (see [16]),

\[
\int_0^\infty W_1(\mu_t, \mu_\infty)dt \leq \frac{\|h'\|_\infty}{1 - \|\nabla^2_{xy}W\|_\infty\|h'\|_\infty} W_1(\mu_0, \mu_\infty).
\]

Proof. By (2.9) in Theorem 2.1 and the fact that

\[ h(r) \leq h(0) + \|h'\|_\infty \cdot r = \|h'\|_\infty \cdot r, \forall r \geq 0 \]

we have

\[
\int_0^\infty W_{1,d_1}(\mu^{\otimes N}_t, \nu^{\otimes N}_N)d_t \leq \frac{\|h'\|_\infty}{1 - \|\nabla^2_{xy}W\|_\infty\|h'\|_\infty} W_{1,d_1}(\mu^{\otimes N}_0, \nu^{\otimes N}_0).
\] (2.13)

Notice that \( \mu^{(N)}_t, \nu^{(N)}_t \) are symmetric probability measures on \( (\mathbb{R}^d)^N \) and their marginal distributions \( \mu^{(i,N)}_t, \nu^{(i,N)}_t \) of \( x_i \) converge weakly to \( \mu_t, \nu_t \) (respectively) by the finite time propagation of chaos. By using (2.7) we have

\[
NW_1(\mu^{(1,N)}_t, \nu^{(1,N)}_t) = \sum_{i=1}^N W_1(\mu^{(i,N)}_t, \nu^{(i,N)}_t) \leq W_{1,d_1}(\mu^{(N)}_t, \nu^{(N)}_t)
\]

and then by the lower semi-continuity of \( W_1 \) in the weak convergence topology,

\[
W_1(\mu_t, \nu_t) \leq \liminf_{N \to +\infty} W_1(\mu^{(1,N)}_t, \nu^{(1,N)}_t) \leq \liminf_{N \to +\infty} \frac{1}{N} W_{1,d_1}(\mu^{(N)}_t, \nu^{(N)}_t) \leq \liminf_{N \to +\infty} \frac{1}{N} W_{1,d_1}(\mu^{\otimes N}_0, \nu^{\otimes N}_0) = W_1(\mu_0, \nu_0).
\] (2.14)

Combining (2.13) and (2.14) together, we obtain by Fatou’s lemma,

\[
\int_0^\infty W_1(\mu_t, \nu_t)dt \leq \liminf_{N \to +\infty} \frac{1}{N} \int_0^\infty W_{1,d_1}(\mu^{(N)}_t, \nu^{(N)}_t)dt
\]

\[
\leq \frac{\|h'\|_\infty}{1 - \|\nabla^2_{xy}W\|_\infty\|h'\|_\infty} \liminf_{N \to +\infty} \frac{1}{N} W_{1,d_1}(\mu^{\otimes N}_0, \nu^{\otimes N}_0)
\]

\[
= \frac{\|h'\|_\infty}{1 - \|\nabla^2_{xy}W\|_\infty\|h'\|_\infty} W_1(\mu_0, \nu_0)
\]

where the last equality follows by (2.7). That completes the proof. \( \square \)
Remark 2.3. Before the presentation of application of Theorem 2.1 to concentration inequalities in the next paragraph, we speak quickly the consequence of the gradient estimate to the spectral gap $\lambda_1$ of the particle system (1.3) in $L^2(\mu^{(N)})$ (i.e. the best constant $\lambda_1 \geq 0$ such that the Poincaré inequality below holds

$$\lambda_1 \text{Var}_{\mu^{(N)}}(F) \leq \int_{(\mathbb{R}^d)^N} \sum_{i=1}^N |\nabla_i F|^2 d\mu^{(N)}$$

for all bounded and $C^2$-smooth functions $F$ on $(\mathbb{R}^d)^N$. In fact the Poisson operator $(-\mathcal{L}^{(N)})^{-1}$, defined on some dense domain (the whole space in fact) of $L^2_0(\mu^{(N)}) = \{ F \in L^2(\mu^{(N)}); \mu^{(N)}(F) = 0 \}$ is self-adjoint. Then as in [33], we have

$$\frac{1}{\lambda_1} = \|(-\mathcal{L}^{(N)})^{-1}\|_{L^2_0(\mu^{(N)})} \leq \|(-\mathcal{L}^{(N)})^{-1}\|_{\text{Lip}(d_1)} \leq c_{\text{Lip}}.$$

Thus

$$\lambda_1 \geq \frac{1}{c_{\text{Lip}}} = \frac{1 - \|\nabla^2_{x'} W\|_{\infty}}{h'(0)}.$$  

(2.15)

This estimate is more explicit (and better in the Example 2.15 of the double-well $V$) than the one in [12]. The reader is referred to our joint work with A. Guillin [16] on the spectral gap and the log-Sobolev inequality of Gibbs measure (without using coupling).

2.3. Concentration inequality for the time average of the $U$-statistics. We present now another application of Theorem 2.1 in the concentration inequality about the Gaussian concentration of the $U$-statistics.

For any $1 \leq m \leq N$, let $f_m : (\mathbb{R}^d)^m \rightarrow \mathbb{R}$ be a measurable and symmetric function. The $U$-statistic of order $m$ with kernel $f_m$ is defined by

$$U_N(f_m)(x^1, \ldots, x^N) = \frac{1}{|I_N^m|} \sum_{(i_1, \ldots, i_m) \in I_N^m} f_m(x^{i_1}, \ldots, x^{i_m}), \forall (x^1, \ldots, x^N) \in (\mathbb{R}^d)^N,$$  

(2.16)

where

$$I_N^m := \{(i_1, \ldots, i_m) \in \mathbb{N}^k | i_1, \ldots, i_m \text{ are different}, 1 \leq i_1, \ldots, i_m \leq N\}$$  

(2.17)

and $|I_N^m|$ denotes the number of elements in $I_N^m$ (equal to $N!/(N-m)!$).

Next we introduce the following Gaussian integrability assumption of the initial distribution $\mu_0$:

$$\int_{\mathbb{R}^d} e^{\lambda_0 |x|^2} \mu_0(dx) < +\infty, \text{ for some } \lambda_0 > 0$$  

(2.18)

which is equivalent to say that there is some Gaussian concentration constant $c_G(\mu_0) > 0$ such that

$$\int_{\mathbb{R}} e^{f(x)-\mu_0(f)} d\mu_0(x) \leq \exp \left( \frac{c_G(\mu_0)}{2} \| f \|_{\text{Lip}}^2 \right)$$  

(2.19)

for all Lipschitzian functions $f$ on $\mathbb{R}^d$ (w.r.t. the usual Euclidean distance).
Remark 2.4. The equivalence between the Gaussian integrability (2.18) and the Gaussian concentration inequality (2.19) was established by H. Djellout, A. Guillin and the second named author [10], and (2.19) is the famous characterization of Bobkov-Götze Gaussian concentration inequality (2.19) was established by H. Djellout, A. Guillin and the second named author [10]. By the tensorization of the transport-entropy inequality. By the tensorization of the transport-entropy inequality, (2.19) implies that for any \( N \geq 1 \),

\[
\int_{(\mathbb{R}^d)^N} e^{g(x) - \mu_0^{\otimes N}(g)} d\mu_0^{\otimes N}(x) \leq \exp\left( \frac{N}{2} c_G(\mu_0) \|g\|_{Lip(d_{1})}^2 \right) \tag{2.20}
\]

for all Lipschitzian functions \( g \) on \((\mathbb{R}^d)^N\).

Theorem 2.5. Assume the conditions in Theorem 2.1 and the Gaussian integrability (2.18) of the initial distribution \( \mu_0 \). Let \( f_m \in C^2((\mathbb{R}^d)^m, \mathbb{R}) \) be symmetric and 1-Lipschitz w.r.t. the \( d_{1} \)-metric on \((\mathbb{R}^d)^m\), i.e. \( \max_i \|\nabla_i f\|_{\infty} \leq 1 \). Then for any \( \lambda, T > 0 \), we have

\[
\mathbb{E} \exp\left( \frac{\lambda}{T} \left[ \int_0^T U_N(f_m)(X_{t}^{1,N}, \ldots, X_{t}^{N,N}) dt - \int_0^T \mathbb{E} f_m(X_{t}^{1,N}, \ldots, X_{t}^{m,N}) dt \right] \right) 
\leq \exp\left( \frac{m^2 \lambda^2 c_{Lip}^2}{2NT} \left( 1 + \frac{c_G(\mu_0)}{T} \right) \right), \tag{2.21}
\]

where \( c_{Lip} \) is the same as given in (2.11). In particular we have for any \( \delta > 0 \)

\[
\mathbb{P} \left\{ \frac{1}{T} \int_0^T U_N(f_m)(X_{t}^{1,N}, \ldots, X_{t}^{N,N}) dt - \frac{1}{T} \int_0^T \mathbb{E} f_m(X_{t}^{1,N}, \ldots, X_{t}^{m,N}) dt > \delta \right\} 
\leq \exp\left( -\frac{(1 - \|\nabla^2_{xy} W\|_{\infty})^2}{2m^2(h'(0))^2(1 + c_G(\mu_0)/T)NT\delta^2} \right). \tag{2.22}
\]

The explicit concentration inequality (2.22) is sharp when \( V \) is quadratic and \( W(x, y) = K_{xy} \) (the Gaussian case), shown in Example 2.14. Its proof will given in Sect. 5 after a more general result, Proposition 5.1.

2.4. Exponential convergence of the particle system in the \( W_{1,d_{1}} \)-metric.

Theorem 2.6. Assume (2.2) and (H). Suppose that there exists a constant \( M \in \mathbb{R} \) such that

\[
b_0(r) \leq rM, \forall r > 0 \tag{2.23}
\]

(this condition is stronger than (2.3)), then for any \( \varepsilon > 0 \) such that

\[
K_{\varepsilon} := \frac{1 - \|\nabla^2_{xy} W\|_{\infty}}{\|h^\prime\|_{\infty}} h' \|_{\infty} - \varepsilon (M + \|\nabla^2_{xy} W\|_{\infty}) > 0, \tag{2.24}
\]

we have for any \( x_0, y_0 \in (\mathbb{R}^d)^N \)

\[
W_{d_{1}}(P_t^{(N)}(x_0, \cdot), P_t^{(N)}(y_0, \cdot)) \leq A_{\varepsilon} e^{-K_{\varepsilon}t} d_{1}(x_0, y_0), \forall t \geq 0, \tag{2.25}
\]

where

\[
A_{\varepsilon} = \sup_{r > 0} \frac{r}{h(r) + \varepsilon r} \cdot \sup_{r > 0} \frac{h(r) + \varepsilon r}{r}. \tag{2.26}
\]
Its proof is given in Sect. 3.

Remark 2.7. An easy estimate of $A_\varepsilon$ is

$$A_\varepsilon \leq \sup_{r \geq 0} \frac{h'(r) + \varepsilon}{\inf_{r \geq 0} h'(r) + \varepsilon} (\text{since } h(0) = 0).$$

Note that when $M + \|\nabla^2_{xy} W\|_\infty > 0$, the exponential rate $K_\varepsilon$ increases (then better and better) as $\varepsilon$ decreases to 0, but $A_\varepsilon$ may explode once if $\inf_{r \geq 0} h'(r) = 0$ (that is the case if $V(x) = x^4 - x^2$ for example).

Remark 2.8. Notice that (2.23) is equivalent to say that

$$\nabla^2 V(x) + \nabla^2_{xx} W(x, y) \geq -MI, \quad x, y \in \mathbb{R}^d$$

i.e. the Bakry-Emery’s curvature for one particle’s motion is bounded from below by the constant $-M$. When $\kappa := -M - \|\nabla^2_{xy} W\|_\infty > 0$, we see that the Hessian of the Hamiltonian

$$H(x^1, \cdots, x^N) = \sum_{i=1}^N V(x^i) + \frac{1}{N-1} \sum_{1 \leq i < j \leq N} W(x^i, x^j)$$

is bounded from below by $\kappa I$ (this estimate of the lower bound of the Bakry-Emery curvature is sharp if $\nabla^2_{xy} W$ is constant and definitely nonnegative). Notice that when $M < 0$, we can take $b_0(r) = Mr$, so $h'(r) = -1/M$. Then $\kappa > 0$ if and only if (H) is satisfied. The advantage of our condition (H) (w.r.t. the positive curvature condition) is: it does not depend on the curvature but on the dissipativity at infinity, it holds even if $V$ has many wells (non-convex) once if the interaction is weak enough so that there is no phase transition.

If $\kappa > 0$, we have by Bakry-Emery’s curvature characterization

$$W_1(P_t^{(N)}(x, \cdot), P_t^{(N)}(y, \cdot)) \leq e^{-\kappa t} |x - y|$$

in the Euclidean metric on $(\mathbb{R}^d)^N$. On the other hand as above $b_0(r) = Mr$, $h(r) = -r/M$, we see that $K_\varepsilon \to -M - \|\nabla^2_{xy} W\|_\infty = \kappa$ as $\varepsilon \to +\infty$, and $A_\varepsilon \equiv 1$, so (2.25) yields

$$W_{1,dl} (P_t^{(N)}(x, \cdot), P_t^{(N)}(y, \cdot)) \leq e^{-\kappa t} d_{1}(x, y), \quad (2.27)$$

a curious but not at all surprising phenomenon (it can be obtained by the synchronous coupling as indicated by a referee).

Theorem 2.6 above will give us an explicit exponential convergence in $W_1$ of the nonlinear McKean–Vlasov equation (1.1). For the exponential convergence in entropy of the nonlinear McKean–Vlasov equation (1.1) under the condition (H), see Guillin and the authors [16].

Corollary 2.9. Under the same assumptions as in Theorem 2.6, for any $\varepsilon > 0$ so that $K_\varepsilon > 0$ (i.e. (2.24)), we have for the solutions $\mu_t, \nu_t$ of the self-interacting diffusion (1.2) with the initial distributions $\mu_0, \nu_0$ which have finite second moments respectively,

$$W_1(\mu_t, \nu_t) \leq A_\varepsilon e^{-K_\varepsilon t} W_1(\mu_0, \nu_0), \quad \forall t \geq 0, \quad (2.28)$$

where $K_\varepsilon$ and $A_\varepsilon$ are given by (2.24) and (2.26) respectively.
Proof. The proof of this corollary is similar to that of Corollary 2.2, and we utilize the same notations as in the Corollary 2.2. First by Theorem 2.6, we have for any $t \geq 0$
\[ W_{1,d_1}(\mu_0 \otimes N P_t^{(N)}, v_0 \otimes N P_t^{(N)}) \leq A_\varepsilon e^{-K_\varepsilon t} W_{1,d_1}(\mu_0 \otimes N, v_0 \otimes N). \]

Dividing the inequality above by $N$, we obtain by (2.14) and propagation of chaos,
\[ W_1(\mu_t, v_t) \leq A_\varepsilon e^{-K_\varepsilon t} \liminf_{N \to +\infty} \frac{1}{N} W_{1,d_1}(\mu_0 \otimes N, v_0 \otimes N) \]
\[ = A_\varepsilon e^{-K_\varepsilon t} W_1(\mu_0, v_0) \]
the desired result. \qed

2.5. Concentration inequality for the empirical mean uniform in time. We go into more details in this subject, spoken already in the Introduction. Under the conditions that $V$ is uniformly convex and $W$ is convex, Malrieu [25] established logarithmic Sobolev inequality and then used its connection with optimal transport and concentration of measure to get the following non-asymptotic bounds on the deviation of the empirical mean of an observable $f$ from $\mu_t(f)$,
\[ \sup_{\|f\|_{Lip} \leq 1} \mathbb{P} \left\{ \left| \frac{1}{N} \sum_{i=1}^{N} f(X_i^{1,N}) - \mu_t(f) \right| > \frac{A}{\sqrt{N}} + \delta \right\} \leq 2e^{-\lambda N \delta^2}, \quad t > 0, \quad \delta \geq 0 \]
(2.29)
where $A$ and $\lambda$ are positive constants depending on the particle system.

As pointed out in [6], this approach can lead to nice bounds but it is limited to a finite number of observables. Bolley-Guillin-Villani [6, Theorem 2.9] obtained for any $t > 0$ fixed and $\delta > 0$
\[ \mathbb{P} \left\{ \sup_{\|f\|_{Lip} \leq 1} \left| \frac{1}{N} \sum_{i=1}^{N} f(X_i^{1,N}) - \mu_t(f) \right| > \delta \right\} \leq C(1 + t\delta^{-2})e^{-K(t)N\delta^2}, \quad (2.30) \]
for all $N$ big enough (quantifiable), where $K(t)$ depending on $t$ is some explicitly computable constant. Furthermore, Bolley [4] got quantitative concentration inequalities on the sample path space with uniform norm, on a given time interval $[0, T]$, which implies (2.30) by projection at time $t \in [0, T]$.

**Theorem 2.10.** Assume the conditions in Theorem 2.6 and the Gaussian integrability (2.18) of the initial distribution $\mu_0$. Then for any Lipschitzian observable $f : \mathbb{R}^d \to \mathbb{R}$ with $\|f\|_{Lip} = 1$, $N \geq 2$, and for any $\delta > 0$,\n\[ \mathbb{P}_{\mu_0^N} \left\{ \left| \frac{1}{N} \sum_{i=1}^{N} f(X_i^{1,N}) - \mathbb{E}_{\mu_0^N} f(X_T^{1,N}) \right| > \delta \right\} \leq \exp \left( -\frac{N K_\varepsilon \delta^2}{A_\varepsilon^2 [1 + 2c_G(\mu_0) K_\varepsilon e^{-2K_\varepsilon T}] \right) \]
(2.31)
where $\varepsilon > 0$ is any small constant such that $K_\varepsilon > 0$ (see (2.24)), $A_\varepsilon$ is the constant given by (2.26).

As the absolute value of the bias $|\mathbb{E}_{\mu_0^N} f(X_T^{1,N}) - \mu_T(f)| \leq A/\sqrt{N}$ by Remark 4.4, our result above generalizes Malrieu's result (2.29) to the case that $V$ may have many wells. It will be proved in Sect. 5.
2.6. Propagation of chaos in large time. We have the following uniform in time propagation of chaos.

**Theorem 2.11.** Assume (2.2), (2.23) and (H). Suppose that there exist some positive constants $c_1, c_2, c_3$ such that

$$
\langle x, \nabla V(x) \rangle \geq c_1 |x|^2 - c_2, \forall x \in \mathbb{R}^d
$$

(2.32)

and

$$
\langle z, \nabla^2_{xx} W(x,y)z \rangle \geq -c_3 |z|^2, \forall x, y, z \in \mathbb{R}^d.
$$

(2.33)

Assume

$$
c_1 - c_3 - \|\nabla^2_{xy} W\|_\infty > 0.
$$

(2.34)

Then for any $\epsilon > 0$ such that $K_\epsilon > 0$, and $\tilde{\epsilon} \in (0, c_1 - c_3 - \|\nabla^2_{xy} W\|_\infty)$, the following estimates of propagation of chaos hold for the mean-field interacting particle system (1.3) with any initial probability measure $\mu_0$ having finite second moment:

(a) (path-type propagation of chaos) for any $T > 0$, $1 \leq k \leq N$, denote $P_{\nu}(\cdot) = \int_{(\mathbb{R}^d)^N} P_x(\cdot)d\nu(x)$ the law of $(X_t^{(N)}(\nu))_{t \geq 0}$ with the initial distribution $\nu$, $P^0_{\nu}[1,k],N |_{[0,T]}$ the joint law of paths of the $k$ particles $((X^{i,N}_t)_{t \in [0,T]}, 1 \leq i \leq k)$ in time interval $[0, T]$, and $Q_{\mu_0}$ the law of the self-interacting diffusion $(X_t)_{t \geq 0}$ with the initial distribution $\mu_0$. We have

$$
\frac{1}{kT} W_{1,d,k}^{1,0}[0,T] (P^0_{\nu}[1,k],N |_{[0,T]}, Q_{\mu_0} |_{[0,T]}) \leq \frac{\max\{m_2(\mu_0), \hat{c}(\epsilon)\}}{\sqrt{N-1}} \frac{\|\nabla^2_{xy} W\|_\infty \|h'\|_\infty}{1 - \|\nabla^2_{xy} W\|_\infty \|h'\|_\infty}
$$

(2.35)

where

$$
m_2(\mu_0) = \left( \int_{\mathbb{R}^d} |x|^2 d\mu_0(x) \right)^{\frac{1}{2}}, \quad \hat{c}(\epsilon) = \left( d + c_2 + \frac{1}{4\pi} |\nabla_x W(0,0)|^2 \right)^{\frac{1}{2}} \left( \frac{c_1 - c_3 - \|\nabla^2_{xy} W\|_\infty - \tilde{\epsilon}}{c_1 - c_3 - \|\nabla^2_{xy} W\|_\infty} \right)^{\frac{1}{2}}.
$$

(2.36)

(b) (Uniform in time propagation of chaos) Assume moreover for all time $t > 0$ and any $1 \leq k \leq N$:

$$
W_{1,d,k}^{1,0}(\mu^{[1,k],N}_t, \mu^{\otimes k}_t) \leq \frac{k}{\sqrt{N-1}} \frac{A_\epsilon}{K_\epsilon} \|\nabla^2_{xy} W\|_\infty \max\{m_2(\mu_0), \hat{c}(\epsilon)\}
$$

(2.37)

where $\mu_t = u_t dx$ is the solution of the McKean–Vlasov equation (1.1), and $\mu^{[1,k],N}_t$ is the joint law of the $k$ particles $(X^{i,N}_t, 1 \leq i \leq k)$ in the mean-field system (1.3) of interacting particles $(X^{i,N}_t)_{1 \leq i \leq N}$ with $X^{i,N}_0, 1 \leq i \leq N$, i.i.d. of law $\mu_0$ (independent of $(B^{i,N}_t)_{1 \leq i \leq N, t \geq 0}$), and the constants $K_\epsilon, A_\epsilon, m_2(\mu_0)$ and $\hat{c}(\epsilon)$ are given in (2.24), (2.26) and (2.36) respectively.
**Remark 2.12.** The time-uniform propagation of chaos is much more difficult than the bounded time propagation of chaos, accomplished in the 80-90’s of the last century. The physical reason is that the time-uniform propagation of chaos fails in the regime of phase transition. That is why we impose the condition \((H)\), which excludes the phase transition.

The reader is referred to [5,9,11,12,20] and the references therein for recent studies and progresses on this subject. The main new point here is that our estimate (2.37) is explicit and relatively neat.

**Remark 2.13.** All the results presented in this paper can be extended to more general case:

\[
dX_t = \sqrt{2} dB_t + b(X_t, \mu_t) dt
\]

where \(\mu_t\) is the law of \(X_t\), if \(b\) satisfies some dissipative condition in \(x\) (uniformly in \(\mu\)) and a Lipchitz condition in \(\mu\) with sufficiently small Lipschitz constant. For the sake of clarity, we deal only with the case of \(b(X_t, \mu_t) = -\nabla V(X_t) - \nabla_x W \otimes \mu_t(X_t)\) in this paper.

**2.7. Examples.** We first present the Gaussian model for which the constants in Theorem 2.1 and Theorem 2.6 become exact, showing their sharpness.

**Example 2.14. (Gaussian model)** Let \(d = 1\), and

\[
V(x) = \beta \frac{x^2}{2}, \quad W(x, y) = -\beta K xy
\]

where \(\beta > 0\) is the inverse temperature, \(K \geq 0\). For this model, by some simple calculations we have

\[
b_0(r) = -\beta r, \quad \forall r > 0.
\]

and

\[
h'(r) = \beta^{-1}, \quad \forall r \geq 0.
\]

It is obvious that conditions (2.2) and (2.3) hold, and the assumption (\(H\)) holds once if

\[
K < 1.
\]

But this condition is equivalent to say that the matrix \(A = (a_{ij})_{1 \leq i, j \leq N}\) is positively definite, where

\[
a_{ii} = \beta, \quad a_{ij} = \frac{-\beta K}{N - 1}, \quad i \neq j.
\]

\(A\) must be the inverse of the covariance matrix of the Gaussian measure \(\mu^{(N)}\). In other words (\(H\)) is equivalent to well defining the equilibrium probability measure \(\mu^{(N)}\).

Note that \(\|\nabla_{xy} W\|_{\infty} = \beta K\), so we have \(c_{\text{Lip}} = \frac{1}{\beta(1-K)}\) under (2.38). Moreover (2.23) is satisfied with \(M = -\beta\).
• **Sharpness of Theorem 2.1.** The gradient estimate (2.10) in Theorem 2.1 tells us: if $-L^{(N)}G = g$, then
\[ \|\nabla_i G\|_\infty \leq \frac{1}{\beta(1 - K)} \max_i \|\nabla_i g\|_\infty. \]

Let us show that it becomes equality for $g(x^1, \ldots, x^N) = \sum_{i=1}^N x^i$. In fact
\[ L^{(N)}g(x^1, \ldots, x^N) = -\sum_i \beta x^i + \sum_i \frac{1}{N-1} \sum_{j \neq i} \beta K x^j = -\beta(1 - K)g. \]

In other words $G = \frac{1}{\beta(1 - K)} g$ for which the gradient estimate above becomes equality.

As the gradient estimate (2.10) comes from (2.9), the process level $W_{1, d_L}$ estimate (2.9) is sharp too.

• **Sharpness of Theorem 2.6.** As $\varepsilon \to +\infty$ in (2.24), we have by Theorem 2.6
\[ W_{1, d_l}(P_t^{(N)}(x_0, \cdot), P_t^{(N)}(y_0, \cdot)) \leq e^{-\beta(1 - K)t} d_l(x_0, y_0). \]

This is equivalent to say that
\[ \max \|\nabla_i P_t^{(N)} g\|_\infty \leq e^{-\beta(1 - K)t} \max \|\nabla_i g\|_\infty. \]

But it becomes equality for $g = \sum_{i=1}^N x^i$: in fact as $L^{(N)}g = -\beta(1 - K)g$,
\[ P_t^{(N)} g = e^{-\beta(1 - K)t} g. \]

Hence the exponential convergence result (2.25) in Theorem 2.6 is sharp.

Of course for this Gaussian model all results in Theorems 2.1 and 2.6 can be derived easily by using the synchronous coupling, or from the commutativity relation
\[ \nabla P_t^{(N)} g = e^{-At} P_t^{(N)} \nabla g \]
which is one of the origins of the Bakry-Emery curvature.

Next we consider a typical physical model to illustrate our results.

**Example 2.15. (Double-Well confinement potential and quadratic interaction in granular media)** Let $d \geq 1$,
\[ V(x) = \beta(|x|^4/4 - |x|^2/2), \quad W(x, y) = \beta K |x - y|^2 \]
where $\beta > 0$ is the inverse temperature, $K \in \mathbb{R}$. This model has the double-well confinement potential and quadratic interaction potential $W_0(z) = K |z|^2$. Here and hereafter $|x|$ denotes the Euclidean norm of $x$, $\langle \cdot, \cdot \rangle$ the Euclidean inner product.

First of all, for this model we have
\[ b_0(r) = \beta r (1 - 2K - r^2/4), \quad \forall r > 0 \tag{2.39} \]
and so conditions (2.2) and (2.3) are satisfied. Indeed, set $r = |x - y|$, $\sigma = \frac{x - y}{|x - y|}$ for any $x \neq y$, then
\[ \left\langle \frac{x - y}{|x - y|}, x|x|^2 - y|y|^2 \right\rangle = \langle \sigma, (y + r\sigma)|y + r\sigma|^2 - y|y|^2 \rangle \]
\[ = 2r \langle \sigma, y \rangle^2 + 3r^2 \langle \sigma, y \rangle + r|y|^2 + r^3 \]
\[ \geq 3r \langle \sigma, y \rangle^2 + 3r^2 \langle \sigma, y \rangle + r^3 \]
\[ \geq \frac{r^3}{4} \]

with equality if and only if \( x = \frac{r}{2} \sigma, \ y = -\frac{r}{2} \sigma \). Therefore we obtain

\[ \left\langle \frac{x - y}{|x - y|}, \nabla V(x) - \nabla V(y) + \nabla_x W(x, z) - \nabla_x W(y, z) \right\rangle \]
\[ = \left\langle \frac{x - y}{|x - y|}, \beta(x|x|^2 - x) - \beta(y|y|^2 - y) + 2\beta K(x - z) - 2\beta K(y - z) \right\rangle \]
\[ \geq \beta r \left( \frac{r^2}{4} - 1 + 2K \right) . \]

Then the best \( b_0(r) \) is given by (2.39).

Next we estimate \( \|h'|_{\infty} \). By (2.5) and some calculations, we have for any \( r \geq 0 \)

\[ h'(r) = \frac{1}{4} \exp \left( \frac{\beta}{64} (r^4 - 8(1 - 2K)r^2) \right) \int_r^{+\infty} s \cdot \exp \left( \frac{\beta}{64} (8(1 - 2K)s^2 - s^4) \right) ds \]
\[ = \frac{1}{4} \exp \left( \frac{\beta}{16} \left( \frac{r^2}{2} - 2(1 - 2K) \right)^2 \right) \int_{r/2}^{+\infty} \exp \left( -\frac{\beta}{16} (u - 2(1 - 2K))^2 \right) du. \]

When \( K > \frac{1}{2} \), we have \( \frac{r^2}{2} - 2(1 - 2K) > 0 \) and so

\[ h'(r) \leq \frac{1}{4} \exp \left( \frac{\beta}{16} \left( \frac{r^2}{2} - 2(1 - 2K) \right)^2 \right) \cdot \sqrt{\frac{16\pi}{\beta}} \exp \left( -\frac{\beta}{16} (u - 2(1 - 2K))^2 \right) \]
\[ = \frac{\sqrt{\pi}}{\sqrt{\beta}}. \]

When \( K \leq \frac{1}{2} \) and \( \frac{r^2}{2} > 2(1 - 2K) \), the above bound (2.40) holds as well.

When \( K \leq \frac{1}{2} \) and \( \frac{r^2}{2} \leq 2(1 - 2K) \), we have by (2.6)

\[ 4h''(r) = -r - \beta r(1 - 2K - r^2/4)h'(r) \leq 0, \]

and hence

\[ h'(r) \leq h'(0) = \frac{1}{4} \exp \left( \frac{\beta(1 - 2K)^2}{4} \right) \int_0^{+\infty} \exp \left( -\frac{\beta}{16} (u - 2(1 - 2K))^2 \right) du \]
\[ < \frac{\sqrt{\pi}}{\sqrt{\beta}} \exp \left( \frac{\beta(1 - 2K)^2}{4} \right) . \]

Combining (2.40) and (2.41), we obtain

\[ \|h'|_{\infty} < \alpha := \begin{cases} \frac{\sqrt{\pi}}{\sqrt{\beta}} \exp \left( \frac{\beta(1 - 2K)^2}{4} \right), & \text{if } K \leq \frac{1}{2}, \\ \frac{\sqrt{\pi}}{\sqrt{\beta}}, & \text{if } K > \frac{1}{2}. \end{cases} \]
Since $\|\nabla^2_{xy} W\|_\infty = 2|K|\beta$, assumption (H) holds once if

$$2\beta|K|\alpha < 1. \tag{2.43}$$

and then the conclusion of Theorem 2.1 holds under (2.43), and then all its consequences in Sects. 2.2 and 2.3. For instance

$$c_{Lip} \leq \frac{\sqrt{\pi}}{\sqrt{\beta}} \exp\left(\frac{\beta(1-2K)^2}{4}\right), \quad \lambda_1 \geq \frac{1}{c_{Lip}} \geq \frac{\sqrt{\beta}(1-2|K|\beta\alpha)}{\sqrt{\pi} \exp\left(\frac{\beta(1-2K)^2}{4}\right)}. \tag{2.44}$$

Furthermore, note that (2.23) holds with $M = \beta(1-2K)$, and then

$$M + \|\nabla^2_{xy} W\|_\infty = \beta(1+4K^-) > 0.$$

Thus the conclusion of Theorem 2.6 holds with

$$K_\varepsilon = \frac{1 - \alpha - \varepsilon \beta(1+4K^-)}{\alpha + \varepsilon}$$

where $\varepsilon > 0$ is small such that $1 - \alpha - \varepsilon \beta(1+4K^-) > 0$, and by Remark 2.7,

$$A_\varepsilon \leq \frac{\sup_{r \geq 0} h'(r) + \varepsilon}{\inf_{r \geq 0} h'(r) + \varepsilon} \leq \frac{\alpha + \varepsilon}{\varepsilon}.$$

For the result of propagation of chaos in Theorem 2.11, we can take $c_3 = 0$ when $K \geq 0$, and $c_3 = -2K\beta$ when $K < 0$. To ensure that conditions (2.32) and (2.34) are satisfied, one can take $c_1 = 2|K|\beta + \varepsilon'$, $c_2 = \frac{\beta}{4}(1 + 2|K| + \varepsilon')^2$ in the case of $K > 0$ and $c_1 = -4K\beta + \varepsilon'$, $c_2 = \frac{\beta}{4}(1 - 4K + \varepsilon')^2$ in the case of $K < 0$, for any $\varepsilon' > 0$.

**Example 2.16. (Curie-Weiss mean-field lattice model)** Let $d = 1$, and

$$V(x) = \beta(x^4/4 - x^2/2), \quad W(x, y) = -\beta K xy$$

where $\beta = \frac{1}{\kappa T} > 0$ ($\kappa$ is the Boltzmann constant) is the inverse temperature, $K \in \mathbb{R}^\ast$. This model is ferromagnetic or anti-ferromagnetic according to $K > 0$ or $K < 0$.

By some calculations similar to those in Example 2.15, we can show that the assumption (H) holds once if

$$|K|\sqrt{\pi \beta}e^{\beta/4} \leq 1 \tag{2.45}$$

and then the conclusions of Theorem 2.1 and Theorem 2.6 hold under (2.45).

For the result of propagation of chaos, we can take $c_1 = |K|\beta + \varepsilon'$, $c_2 = \frac{\beta}{4}(1 + |K| + \varepsilon')^2$ for any $\varepsilon' > 0$, and $c_3 = 0$. Then conditions (2.32) and (2.34) are satisfied and then the conclusion of Theorem 2.11 holds under (2.45).
3. Proof of Theorem 2.1 and Theorem 2.6

3.1. Coupling. We first introduce the approximate componentwise reflection coupling by following [12] and [13]. Given $\delta > 0$, let $\lambda_\delta, \pi_\delta : \mathbb{R}^+ \to [0, 1]$ be two Lipschitz continuous functions such that

$$\lambda_\delta(r)^2 + \pi_\delta(r)^2 = 1, \forall r \in \mathbb{R}^+ \tag{3.1}$$

and

$$\lambda_\delta(r) =\begin{cases} 1, & \text{if } r \geq \delta, \\ 0, & \text{if } r \leq \delta/2. \end{cases} \tag{3.2}$$

Then a coupling of two solutions of the mean-field interacting particle system (1.3) with initial values $x_0, y_0 \in (\mathbb{R}^d)^N$ is given by a strong solution of the system

$$dX^i_{t,N} = \sqrt{2}[\lambda_\delta(|Z^i_t|)]dB^{1,i}_t + \pi_\delta(|Z^i_t|)dB^{2,i}_t - \nabla V(X^i_{t,N})dt$$

$$- \frac{1}{N-1} \sum_{j:j \neq i, 1 \leq j \leq N} \nabla_x W(X^i_{t,N}, X^j_{t,N})dt,$$

$$dY^i_{t,N} = \sqrt{2}[\lambda_\delta(|Z^i_t|)]R^i_t dB^{1,i}_t + \pi_\delta(|Z^i_t|)dB^{2,i}_t - \nabla V(Y^i_{t,N})dt$$

$$- \frac{1}{N-1} \sum_{j:j \neq i, 1 \leq j \leq N} \nabla_x W(Y^i_{t,N}, Y^j_{t,N})dt, \tag{3.3}$$

$1 \leq i \leq N$. Here $Z^i_t := X^i_{t,N} - Y^i_{t,N}$ and $R^i_t := I_d - 2e^i(e^i)^T$, where $I_d$ is the $d$-dimensional unit matrix and $e^i$ is the orthogonal projection onto the unit vector $e^i := Z^i_t/|Z^i_t|$ if $|Z^i_t| \neq 0$. $B^1 = (B^1_{t,i})_{1 \leq i \leq N}$ and $B^2 = (B^2_{t,i})_{1 \leq i \leq N}$ are two given independent standard Brownian motions taking values in $(\mathbb{R}^d)^N$.

We will denote $X^{(N)}_t = (X^{1,N}_t, \ldots, X^{N,N}_t), Y^{(N)}_t = (Y^{1,N}_t, \ldots, Y^{N,N}_t)$ and $Z^{(N)}_t := X^{(N)}_t - Y^{(N)}_t$. To see that $(X^{(N)}_t, Y^{(N)}_t)$ is a coupling process, it is enough to notice that

$$\hat{B}^i_t := \int_0^t \lambda_\delta(|Z^i_s|)dB^{1,i}_s + \int_0^t \pi_\delta(|Z^i_s|)dB^{2,i}_s$$

$$\tilde{B}^i_t := \int_0^t \lambda_\delta(|Z^i_s|)R^i_s dB^{1,i}_s + \int_0^t \pi_\delta(|Z^i_s|)dB^{2,i}_s, 1 \leq i \leq N, \tag{3.4}$$

are standard Brownian motions on $(\mathbb{R}^d)^N$. That follows by Lévy’s characterization of Brownian motions, because their brackets in matrix form are

$$d\langle \hat{B}^i_t, \tilde{B}^i_t \rangle_t = \lambda_\delta^2(|Z^i_t|)d\langle B^{1,i}_t, B^{1,i}_t \rangle_t + \pi_\delta^2(|Z^i_t|)d\langle B^{2,i}_t, B^{2,i}_t \rangle_t + \lambda_\delta(|Z^i_t|)\pi_\delta(|Z^i_t|)(d\langle B^{1,i}_t, B^{2,i}_t \rangle_t + d\langle B^{1,i}_t, B^{2,i}_t \rangle_t)$$

$$\quad = \delta_{ij}I_d dt.$$

The same for $\tilde{B}^i_t$. (That is already well detailed in [12] or [13]).
Remark 3.1. (1) The coupling (3.3) behaves as a reflection coupling when the distance between the two particles $X_{t}^{i,N}$ and $Y_{t}^{i,N}$ are larger than $\delta$. When the particles are very close (with distance less than \(\frac{1}{2}\delta\)), they are driven by the same Brownian motion, i.e., it is a synchronous coupling. And when the distance is between \(\frac{1}{2}\delta\) and $\delta$, it is a mixture of reflection coupling and synchronous coupling. The aim is to make $\lambda_\delta$ and $\pi_\delta$ globally Lipschitz continuous, so that the coupling SDE has a unique strong solution, given the independent Brownian motions $B_{t}^{1,i}, B_{t}^{2,i}$, $1 \leq i \leq N$. 

(2) If one adopts the componentwise reflection coupling (i.e. the limit coupling when $\delta \to 0$), since $X_{t}^{i,N}, Y_{t}^{i,N}$ will separate after the time that they meet (i.e. $X_{t}^{i,N} = Y_{t}^{i,N}$), the local times will appear when Itô’s formula is applied for $|X_{t}^{i,N} - Y_{t}^{i,N}|$. This makes the control of $\sum_{i=1}^{N} |X_{t}^{i,N} - Y_{t}^{i,N}|$ difficult to deal with. That is the reason why A. Eberle [13] introduced the synchronous coupling when $|X_{t}^{i,N} - Y_{t}^{i,N}|$ is small (we guess).

3.2. Proof of Theorem 2.1.

Proof of Theorem 2.1. 1). Proof of (2.9). The first inequality in (2.9) is trivial, and next we prove the second inequality. By doing subtraction of the equations in (3.3), we have

\[
dZ_{t}^{i} = 2\sqrt{2\lambda_\delta(\|Z_{t}^{i}\|)}e_{t}^{i}d\tilde{B}_{t}^{i} - [\nabla V(X_{t}^{i,N}) - \nabla V(Y_{t}^{i,N})]dt
\]

\[
- \frac{1}{N-1} \sum_{j \neq i, 1 \leq j \leq N} [\nabla_x W(X_{t}^{i,N}, X_{t}^{j,N}) - \nabla_x W(Y_{t}^{i,N}, Y_{t}^{j,N})]dt,
\]

\[
Z_{0}^{i} = x_{0}^{i} - y_{0}^{i},
\]

where the processes $\tilde{B}_{t}^{i} = \int_{0}^{t}(e_{s}^{i})^{T}dB_{s}^{1,i}$, $1 \leq i \leq N$, are one-dimensional standard Brownian motions such that $\langle \tilde{B}_{t}^{i}, \tilde{B}_{t}^{j}\rangle = 0$ for $i \neq j$.

Let $r_{t}^{i} = \|Z_{t}^{i}\|$, $1 \leq i \leq N$. Though $\|\cdot\|$ is not $C^{2}$ at 0, but since $Z_{t}^{i}$ is of bounded variation and continuous when it is close to 0 (because of the synchronous coupling when $X_{t}^{i}, Y_{t}^{i}$ are close), we can apply Itô’s formula (see [12, Lemma 7]) to obtain

\[
dr_{t}^{i} = 1_{\{r_{t}^{i} \neq 0\}} 2\sqrt{2\lambda_\delta(r_{t}^{i})}d\tilde{B}_{t}^{i} - 1_{\{r_{t}^{i} \neq 0\}} \langle e_{t}^{i}, \nabla V(X_{t}^{i,N}) - \nabla V(Y_{t}^{i,N})\rangle dt
\]

\[
- \frac{1}{N-1} \sum_{j \neq i, 1 \leq j \leq N} [\nabla_x W(X_{t}^{i,N}, X_{t}^{j,N}) - \nabla_x W(Y_{t}^{i,N}, Y_{t}^{j,N})]dt
\]

\[
+ 1_{\{r_{t}^{i} \neq 0\}} \sum_{k,l=1}^{d} I_{1[k=l]}(r_{t}^{i})^{-3} \left[ (X_{t}^{i,N,k} - Y_{t}^{i,N,k})(X_{t}^{i,N,l} - Y_{t}^{i,N,l})(r_{t}^{i})^{-3} \right]
\]

\[
\lambda_\delta(r_{t}^{i})^{2}(J_{d} - R_{t}^{i})^{2} dt,
\]

where $X_{t}^{i,N,k}$ and $Y_{t}^{i,N,k}$ denote the $k$-th coordinate of $X_{t}^{i,N}$ and $Y_{t}^{i,N}$ respectively, $1 \leq k \leq d$. Notice that the last term in the right hand side of the above equation equals to 0 by an easy calculation. Hence we get
\[ dr^i_t = 1_{\{r^i_t \neq 0\}} 2\sqrt{2\lambda_\delta(r^i_t)} d\tilde{B}^i_t - 1_{\{r^i_t \neq 0\}} (e^i_t, \frac{1}{N-1} \sum_{j: j \neq i, 1 \leq j \leq N} [\nabla_x W(X^{i,N}_t, X^{j,N}_t) - \nabla_x W(X^{i,N}_t, Y^{j,N}_t) - \nabla_x W(Y^{i,N}_t, Y^{j,N}_t)]) dt \]

\[ - \nabla_x W(X^{i,N}_t, Y^{j,N}_t))] dt \]

\[ - 1_{\{r^i_t \neq 0\}} (e^i_t, \nabla V(X^{i,N}_t) - \nabla V(Y^{i,N}_t) + \frac{1}{N-1} \sum_{j: j \neq i, 1 \leq j \leq N} [\nabla_x W(X^{i,N}_t, Y^{j,N}_t) - \nabla_x W(Y^{i,N}_t, Y^{j,N}_t)]) dt \]

\[ \leq 1_{\{r^i_t \neq 0\}} 2\sqrt{2\lambda_\delta(r^i_t)} d\tilde{B}^i_t + \frac{1}{N-1} \|\nabla^2_x W\|_\infty \sum_{j: j \neq i, 1 \leq j \leq N} r^j_t dt + 1_{\{r^i_t \neq 0\}} b_0(r^i_t) dt, \]

(3.7)

where we use the definition (2.1) of \( b_0 \) in the last inequality. Here \( d\xi_t \leq d\eta_t \) means that \( \eta_t - \xi_t \) is a non-decreasing process.

Let \( L_{\lambda_\delta} \) be the generator defined by for any function \( f \in C^2(0, +\infty) \) and \( r > 0 \),

\[ L_{\lambda_\delta} f(r) := 4\lambda_\delta^2(r) f''(r) + b_0(r) f'(r). \]  

(3.8)

Note that \( L_{\lambda_\delta} \) equals \( L_{ref} \) when \( \lambda_\delta = 1 \).

Applying Itô’s formula to the function \( h(r^i_t) \) and using (3.7) and the fact that \( h''(r) > 0 \), we get for any \( t > 0 \) and \( i = 1, \ldots, N \),

\[ dh(r^i_t) \leq 2\sqrt{2\lambda_\delta(r^i_t)} h'(r^i_t) d\tilde{B}^i_t + h'(r^i_t) b_0(r^i_t) dt + 4h''\lambda_\delta(r^i_t)^2 dt \]

\[ + \frac{1}{N-1} \|\nabla^2_x W\|_\infty h'(r^i_t) \sum_{j: j \neq i, 1 \leq j \leq N} r^j_t dt \]

\[ = 2\sqrt{2\lambda_\delta(r^i_t)} h'(r^i_t) d\tilde{B}^i_t + L_{\lambda_\delta} h(r^i_t) dt \]

\[ + \frac{1}{N-1} \|\nabla^2_x W\|_\infty h'(r^i_t) \sum_{j: j \neq i, 1 \leq j \leq N} r^j_t dt. \]  

(3.9)

Notice that by the definition of \( L_{\lambda_\delta} \) and the Poisson equation (2.6),

\[ L_{\lambda_\delta} h(r) = L_{ref} h(r) + 4(\lambda_\delta^2 - 1) h''(r) = -r + (1 - \lambda_\delta^2)(r + b_0(r) h'(r)). \]  

(3.10)

Then

\[ - \sum_{i=1}^N \left( L_{\lambda_\delta} h(r^i_t) + \frac{1}{N-1} \|\nabla^2_x W\|_\infty h'(r^i_t) \sum_{j: j \neq i, 1 \leq j \leq N} r^j_t \right) \]

\[ \geq (1 - \|\nabla^2_x W\|_\infty \|h'\|_\infty) \sum_{i=1}^N r^i_t - \sum_{i=1}^N \sum_{i=1}^N (1 - \lambda_\delta(r^i_t)^2)(r^i_t + b_0(r^i_t) h'(r^i_t)) \]

which is bounded from below by \( -N(\delta + \sup_{r \in (0, \delta)} b^*_0(r) \|h'\|_\infty) \) according to the conditions \((\mathbf{H})\) and (2.3). By integrating from 0 to \( T \) and taking expectation in the previous
inequality (3.9) for \( dh(r'_i) \) and using Fatou’s lemma, we have for any \( T > 0 \),
\[
\mathbb{E} \int_0^T \left\{ (1 - \|\nabla_{xy} W\|_\infty \|h'\|_\infty) \sum_{i=1}^N r'_i - \sum_{i=1}^N (1 - \lambda_\delta(r'_i)^2)(r'_i + b_0(r'_i)h'(r'_i)) \right\} dt \\
\leq \sum_{i=1}^N h(|x'_0 - y'_0|).
\] (3.11)

Letting \( \mathbb{P}_x \mid [0, T] \) be the law of \( (X_t^{(N)})_{t \in [0, T]} \), we obtain by assumption \( \text{(H)} \) and (3.11)
\[
W_{1,d_{L^1}[0,T]}(\mathbb{P}_x \mid [0, T], \mathbb{P}_y \mid [0, T]) \leq \mathbb{E} \int_0^T d_{\mathcal{L}}(X_t^{(N)}, Y_t^{(N)}) dt = \mathbb{E} \int_0^T \sum_{i=1}^N r'_i dt \\
\leq \frac{1}{1 - \|\nabla_{xy} W\|_\infty \|h'\|_\infty} \left\{ \sum_{i=1}^N h(|x'_0 - y'_0|) + \sum_{i=1}^N \mathbb{E} \int_0^T (1 - \lambda_\delta(r'_i)^2)(r'_i + b_0^+(r'_i)h'(r'_i)) dt \right\}.
\] (3.12)

By the definition of \( \lambda_\delta \) and the assumption \( \lim_{r \to 0} b_0^+(r) = 0 \), the second term in the right hand side of the inequality above converges to 0, a.s., as \( \delta \downarrow 0 \) by dominated convergence, because \( b_0^+(r'_i)h'(r'_i) \leq \|h'\|_\infty \sup_{r > 0} b_0^+(r) < +\infty \) by condition (2.2).

Hence
\[
W_{1,d_{L^1}[0,T]}(\mathbb{P}_x \mid [0, T], \mathbb{P}_y \mid [0, T]) \leq \frac{1}{1 - \|\nabla_{xy} W\|_\infty \|h'\|_\infty} \sum_{i=1}^N h(|x'_0 - y'_0|). \quad \text{(3.13)}
\]

Let \( Q_n \) be an optimization coupling of \( (\mathbb{P}_x \mid [0, n], \mathbb{P}_y \mid [0, n]) \) for \( W_{1,d_{L^1}[0,n]}(\mathbb{P}_x \mid [0, n], \mathbb{P}_y \mid [0, n]) \). Then \( \{Q_n \mid [0, T] \mid n \geq T \) is tight for any finite time \( T \) (because their marginal distributions are respectively \( \mathbb{P}_x \mid [0, T] \) and \( \mathbb{P}_y \mid [0, T] \)), hence one can find a probability measure \( Q \) on \( C(\mathbb{R}^+, (\mathbb{R}^d)^N)^2 \) such that \( Q_n \mid [0, T] \to Q \mid [0, T] \) weakly for all \( T > 0 \). Thus
\[
W_{1,d_{L^1}[0,\infty]}(\mathbb{P}_x, \mathbb{P}_y) \leq \mathbb{E} Q \int_0^\infty d_{\mathcal{L}}(\gamma_1(t), \gamma_2(t)) dt \\
= \lim_{T \to +\infty} \mathbb{E} Q \int_0^T d_{\mathcal{L}}(\gamma_1(t), \gamma_2(t)) dt \\
\leq \lim_{T \to +\infty} \lim_{n \to +\infty} \mathbb{E} Q_n \int_0^T d_{\mathcal{L}}(\gamma_1(t), \gamma_2(t)) dt \\
\leq \lim_{n \to +\infty} W_{1,d_{L^1}[0,n]}(\mathbb{P}_x \mid [0, n], \mathbb{P}_y \mid [0, n]).
\]

The converse inequality is evident. Therefore we have
\[
W_{1,d_{L^1}}(\mathbb{P}_x, \mathbb{P}_y) = \lim_{n \to +\infty} W_{1,d_{L^1}[0,n]}(\mathbb{P}_x \mid [0, n], \mathbb{P}_y \mid [0, n]).
\]

From this and (3.13) we obtain (2.9).
2). Proof of (2.10). Note that for any Lipschitzian function $g$ w.r.t the $d_1$-metric on $(\mathbb{R}^d)^N$, $g$ is $\mu^{(N)}$-integrable because $\int \sum_{i=1}^N |x^i| d\mu^{(N)}(x) < +\infty$. So we can assume $\mu^{(N)}(g) = 0$ without loss of generality. In that case as $\mu^{(N)}(P_t^{(N)} g) = \mu^{(N)}(g) = 0$, we have

$$
\int_0^{+\infty} |P_t^{(N)} g(x)| dt = \int_0^{+\infty} |P_t^{(N)} g(x) - \int P_t^{(N)} g(y) d\mu^{(N)}(y)| dt
\leq \|g\|_{Lip(d_1)} \int_0^{+\infty} \int_0^{+\infty} W_{d_1}(P_t^{(N)}(x, \cdot), P_t^{(N)}(y, \cdot)) dt d\mu^{(N)}(y)
\leq \frac{\|g\|_{Lip(d_1)}}{1 - \|\nabla_{x,y} W\|_\infty} \|h'\|_\infty \int_0^{+\infty} \sum_{i=1}^N h(|x^i - y^i|) dt
\leq +\infty,
$$

then the unique solution of the Poisson equation $-\mathcal{L}^{(N)} G = g$ with $\mu^{(N)}(G) = 0$ is given by $G(x) = \int_0^{+\infty} P_t^{(N)} g(x) dt$, $\forall x \in (\mathbb{R}^d)^N$.

For each $1 \leq i \leq N$, letting $\tilde{x}^i \neq x^i$ and $\tilde{x} \in (\mathbb{R}^d)^N$ so that $(\tilde{x})^j = x^j$ for $j \neq i$ and $(\tilde{x})^i = \tilde{x}^i$, we have

$$
|\nabla_i G(x)| \leq \limsup_{\tilde{x}^i \to x^i} \frac{|G(x) - G(\tilde{x})|}{|x^i - \tilde{x}^i|}
\leq \limsup_{\tilde{x}^i \to x^i} \frac{1}{|x^i - \tilde{x}^i|} \int_0^{+\infty} |P_t^{(N)} g(x) - P_t^{(N)} g(\tilde{x})| dt
\leq \limsup_{\tilde{x}^i \to x^i} \frac{1}{|x^i - \tilde{x}^i|} \|g\|_{Lip(d_1)} \int_0^{+\infty} W_{d_1}(P_t^{(N)}(x, \cdot), P_t^{(N)}(\tilde{x}, \cdot)) dt
\leq \frac{1}{1 - \|\nabla_{x,y} W\|_\infty} \|h'\|_\infty \lim_{\tilde{x}^i \to x^i} \frac{h(|x^i - \tilde{x}^i|)}{|x^i - \tilde{x}^i|}
\leq \frac{h'(0)}{1 - \|\nabla_{x,y} W\|_\infty} \|h'\|_\infty \|g\|_{Lip(d_1)},
$$

where the fourth inequality follows from (3.13).

3.3. Proof of Theorem 2.6.

Proof of Theorem 2.6. Here we also adopt the coupling (3.3). Let $h$ be defined as in (2.5). Define for any $\varepsilon > 0$,

$$
h_\varepsilon(r) := h(r) + \varepsilon r, \forall r \geq 0,
$$

and

$$
H_t^\varepsilon := e^{K_\varepsilon t} \sum_{i=1}^N h_\varepsilon(r^i_t),
$$

\[\square\]
where \( r_i^t = |X_i^t - Y_i^t|, 1 \leq i \leq N \), as in the proof of Theorem 2.1. By using Ito’s formula and (3.7), we get for any \( t \geq 0 \),

\[
d H_t^\varepsilon \leq 2 \sqrt{2} e^{K_{\varepsilon} t} \sum_{i=1}^{N} \lambda_\delta (r_i^t) d\tilde{B}_t^i + K_{\varepsilon} H_t^\varepsilon dt + e^{K_{\varepsilon} t} \sum_{i=1}^{N} (L_{\lambda_\delta} h(r_i^t) + \varepsilon b_0(r_i^t)) dt
\]

\[
+ e^{K_{\varepsilon} t} \sum_{i=1}^{N} (h'(r_i^t) + \varepsilon) \sum_{j: j \neq i} \frac{1}{N-1} \|\nabla_{x y}^2 W\|_\infty r_j^t dt
\]

\[
= 2 \sqrt{2} e^{K_{\varepsilon} t} \sum_{i=1}^{N} \lambda_\delta (r_i^t) d\tilde{B}_t^i + D_t^\varepsilon dt
\]

where

\[
D_t^\varepsilon := K_{\varepsilon} H_t^\varepsilon + e^{K_{\varepsilon} t} \sum_{i=1}^{N} (L_{\lambda_\delta} h(r_i^t) + \varepsilon b_0(r_i^t))
\]

\[
+ \sum_{i \neq j, 1 \leq i, j \leq N} (h'(r_i^t) + \varepsilon) \frac{1}{N-1} e^{K_{\varepsilon} t} \|\nabla_{x y}^2 W\|_\infty r_j^t.
\] (3.16)

Calculating as in the proof of Theorem 2.1, we have

\[
D_t^\varepsilon \leq e^{K_{\varepsilon} t} \sum_{i=1}^{N} [1 - \lambda_\delta (r_i^t)^2] [r_i^t + b_0(r_i^t) h'(r_i^t)]
\]

\[
+ e^{K_{\varepsilon} t} \sum_{i=1}^{N} \{K_{\varepsilon} h_\varepsilon (r_i^t) - [1 - (\|h'\|_\infty + \varepsilon) \|\nabla_{x y}^2 W\|_\infty] r_i^t + \varepsilon b_0(r_i^t)\}
\]

\[
\leq e^{K_{\varepsilon} t} \sum_{i=1}^{N} [1 - \lambda_\delta (r_i^t)^2] [r_i^t + b_0(r_i^t) h'(r_i^t)]
\]

\[
+ e^{K_{\varepsilon} t} \sum_{i=1}^{N} \{K_{\varepsilon} (\|h'\|_\infty + \varepsilon) + \varepsilon M - [1 - (\|h'\|_\infty + \varepsilon) \|\nabla_{x y}^2 W\|_\infty] r_i^t, \}
\] (3.18)

where we use the assumption \( b_0(r) \leq Mr, \forall r > 0 \).

By taking

\[
K_{\varepsilon} = \frac{1 - \|\nabla_{x y}^2 W\|_\infty \|h'\|_\infty - \varepsilon (M + \|\nabla_{x y}^2 W\|_\infty)}{\|h'\|_\infty + \varepsilon},
\] (3.19)

the second term in the right hand side of the inequality above vanishes. Then by taking expectation in (3.16) and using (3.18), we get for any \( t \geq 0 \),

\[
\mathbb{E} e^{K_{\varepsilon} t} \sum_{i=1}^{N} h_\varepsilon (r_i^t) \leq \sum_{i=1}^{N} h_\varepsilon (|x_i^t - y_i^t|)
\]

\[
+ \mathbb{E} \int_{0}^{t} e^{K_{\varepsilon} s} [1 - \lambda_\delta (r_i^s)^2] [r_i^s + b_0^+(r_i^s) h'(r_i^s)] ds.
\] (3.20)
Note that the second term in the right hand side of the above inequality converges to 0 as $\delta \downarrow 0$ by dominated convergence (see the reason presented just after (3.12)). Therefore we obtain

$$W_{1,d_1}(P^{(N)}_t(x_0, \cdot), P^{(N)}_t(y_0, \cdot)) \leq \lim_{\delta \to 0} \mathbb{E} \sum_{i=1}^{N} r^i_t$$

$$\leq \sup_{r>0} \frac{r}{h(r) + \varepsilon r} \lim_{\delta \to 0} \mathbb{E} \sum_{i=1}^{N} h_{\varepsilon}(r^i_t)$$

$$\leq \sup_{r>0} \frac{r}{h(r) + \varepsilon r} \cdot e^{-K_{\varepsilon} t} \sum_{i=1}^{N} h_{\varepsilon}(|x^i_0 - y^i_0|)$$

$$\leq \sup_{r>0} \frac{r}{h(r) + \varepsilon r} \cdot \sup_{r>0} \frac{h(r) + \varepsilon r}{r} e^{-K_{\varepsilon} t} \sum_{i=1}^{N} |x^i_0 - y^i_0|$$

where the third inequality above follows by (3.20). That is the desired result (2.25). \(\square\)

4. Uniform-in-time Propagation of Chaos: Proof of Theorem 2.11

We begin with a uniform in time control of the second moment, which is more or less known, see e.g. Cattiaux et al. [9].

**Lemma 4.1.** Suppose that there exist some positive constants $c_1$, $c_2$, $c_3$ such that

$$\langle x, \nabla V(x) \rangle \geq c_1 |x|^2 - c_2, \forall x \in \mathbb{R}^d$$

(4.1)

and

$$\langle z, \nabla^2_{xx} W(x, y)z \rangle \geq -c_3 |z|^2, \forall x, y, z \in \mathbb{R}^d.$$  

(4.2)

Assume

$$c_1 - c_3 - \| \nabla^2_{xy} W \|_\infty > 0.$$  

(4.3)

Let $X_t$ be a solution of (1.2) with $\mathbb{E}|X_0|^2 < \infty$, then for any $\varepsilon \in (0, c_1 - c_3 - \| \nabla^2_{xy} W \|_\infty)$,

$$\sup_{t \geq 0} \mathbb{E}(|X_t|^2)^{\frac{1}{2}} \leq \max\{m_2(\mu_0), \hat{c}(\varepsilon)\},$$  

(4.4)

where $m_2(\mu_0)$ and $\hat{c}(\varepsilon)$ are given in (2.36).

**Proof.** By Itô’s formula, we have

$$d|X_t|^2 = -2\langle X_t, \nabla V(X_t) \rangle dt - 2\langle X_t, \nabla_x W \otimes \mu_t(X_t) \rangle dt + 2d \cdot dt + 2\sqrt{2}\langle X_t, dB_t \rangle$$
Notice that for any $x \in \mathbb{R}^d$, we have
\[
\langle x, \nabla_x W \otimes \mu_t(x) - \nabla_x W \otimes \mu_t(0) \rangle = \langle x, \int_0^1 \frac{d}{ds} \nabla_x W \otimes \mu_t(sx)ds \rangle
\]
\[
= \langle x, \int_0^1 \frac{d}{ds} \int_{\mathbb{R}^d} \nabla_x W(sx, y)\mu_t(dy)ds \rangle
\quad \text{(4.5)}
\]
\[
= \int_0^1 \int_{\mathbb{R}^d} \langle x, \nabla^2_{xx} W(sx, y)x \rangle \mu_t(dy)ds
\geq -c_3|x|^2,
\]
where the last inequality follows from (4.2).

On the other hand,
\[
|\nabla_x W \otimes \mu_t(0)| \leq |\nabla_x W(0, 0)| + \int_{\mathbb{R}^d} |\nabla_x W(0, y) - \nabla_x W(0, 0)|\mu_t(dy)
\quad \text{(4.6)}
\]
Therefore we have
\[
d|X_t|^2 \leq 2 \left(c_3|X_t|^2 + \|\nabla^2_{xy} W\|_{\infty}|X_t|\mathbb{E}|X_t| + |\nabla_x W(0, 0)||X_t|\right) dt
\]
\[
+ 2(-c_1|X_t|^2 + c_2 + d)dt + 2\sqrt{2}(X_t, dB_t)
\leq -2(c_1 - c_3 - \varepsilon)|X_t|^2 dt + 2\|\nabla^2_{xy} W\|_{\infty}|X_t|\mathbb{E}|X_t|dt
\]
\[
+ 2(d + c_2 + \frac{1}{4\varepsilon}|\nabla_x W(0, 0)|^2)dt + 2\sqrt{2}(X_t, dB_t)
\]
where $0 < \varepsilon < c_1 - c_3 - \|\nabla^2_{xy} W\|_{\infty}$. By the previous stochastic differential inequality,
\[
|X_t|^2 + \int_0^t \left[2(c_1 - c_3 - \varepsilon)|X_s|^2 - 2\|\nabla^2_{xy} W\|_{\infty}|X_s|\mathbb{E}|X_s|\right]ds
\]
\[
-2t(d + c_2 + \frac{1}{4\varepsilon}|\nabla_x W(0, 0)|^2)
\]
is a local supermartingale, then a supermartingale by Fatou’s lemma. Then for any $T > 0$, we have
\[
\mathbb{E}|X_0|^2 \geq \mathbb{E}|X_T|^2 + 2(c_1 - c_3 - \varepsilon)\int_0^T \mathbb{E}|X_s|^2 ds - 2\|\nabla^2_{xy} W\|_{\infty}\int_0^T (\mathbb{E}|X_s|)^2 ds
\]
\[
- 2T(d + c_2 + \frac{1}{4\varepsilon}|\nabla_x W(0, 0)|^2)
\geq 2(c_1 - c_3 - \varepsilon - \|\nabla^2_{xy} W\|_{\infty})\int_0^T \mathbb{E}|X_s|^2 ds - 2T(d + c_2 + \frac{1}{4\varepsilon}|\nabla_x W(0, 0)|^2),
\]
which implies $\int_0^T |X_s|^2 ds < +\infty$. In other words $\int_0^T 2\sqrt{2}(X_s, dB_s)$ is a $L^2$-martingale.

By taking expectation in (4.1) we obtain by (4.5) and (4.6),
\[
\frac{d}{dt} \mathbb{E}|X_t|^2 \leq -2c_1 \mathbb{E}|X_t|^2 + 2[c_3 \mathbb{E}|X_t|^2 + \|\nabla^2_{xy} W\|_{\infty}(\mathbb{E}|X_t|)^2 + |\nabla_x W(0, 0)|\mathbb{E}|X_t|]
\]
\[
+ 2(d + c_2)
\quad \text{(4.7)}
\]
\[
\leq -2(c_1 - c_3 - \|\nabla^2_{xy} W\|_{\infty} - \varepsilon)\mathbb{E}|X_t|^2 + 2(d + c_2 + \frac{1}{4\varepsilon}|\nabla_x W(0, 0)|^2)
\]
where $0 < \varepsilon < c_1 - c_3 - \| \nabla_{xy}^2 W \|_\infty$. By Gronwall’s lemma we get for any $t \geq 0$

$$
\|X_t\|^2 \leq e^{-2(c_1 - c_3 - \| \nabla_{xy}^2 W \|_\infty - \varepsilon)t} \left( \|X_0\|^2 - \frac{d + c_2 + \frac{1}{4\varepsilon} |\nabla_x W(0, 0)|^2}{c_1 - c_3 - \| \nabla_{xy}^2 W \|_\infty - \varepsilon} \right)
+ \frac{d + c_2 + \frac{1}{4\varepsilon} |\nabla_x W(0, 0)|^2}{c_1 - c_3 - \| \nabla_{xy}^2 W \|_\infty - \varepsilon}
\leq \max \left\{ \|X_0\|^2, \frac{d + c_2 + \frac{1}{4\varepsilon} |\nabla_x W(0, 0)|^2}{c_1 - c_3 - \| \nabla_{xy}^2 W \|_\infty - \varepsilon} \right\}
$$

the desired result.

Following the proof above we have the much stronger uniform Gaussian integrability for $X_t$, which should be of independent interest.

**Lemma 4.2.** Assume (4.1), (4.2) and (4.3). Let $X_t$ be a solution of (1.2) with

$$
\mathbb{E} \exp \left( \lambda_0 |X_0|^2 \right) < \infty, \text{ for some } \lambda_0 > 0.
$$

If

$$
0 < \lambda \leq \min \{ \lambda_0, \frac{1}{2} (c_1 - c_3 - \| \nabla_{xy}^2 W \|_\infty - \varepsilon) \}
$$

for some $\varepsilon > 0$, then

$$
\sup_{t \geq 0} \mathbb{E} \exp(\lambda |X_t|)^2 < +\infty.
$$

**Proof.** By Itô’s formula, we have by the estimates leading to (4.7) in the proof of Lemma 4.1,

$$
d \exp(\lambda |X_t|^2)
= \lambda \exp(\lambda |X_t|^2) \left( [2d - 2\langle X_t, \nabla V(X_t) + \nabla_x W \otimes \mu_t(X_t) \rangle] dt + 2\sqrt{2} \langle X_t, dB_t \rangle \right)
+ 4\lambda^2 |X_t|^2 \exp(\lambda |X_t|^2) dt
\leq \lambda \exp(\lambda |X_t|^2) \left[ -2(c_1 - c_3 - \| \nabla_{xy}^2 W \|_\infty - \varepsilon - 2\lambda) |X_t|^2 + 2(d + c_2
+ \frac{1}{4\varepsilon} |\nabla_x W(0, 0)|) \right] dt
+ \lambda \exp(\lambda |X_t|^2) 2\sqrt{2} \langle X_t, dB_t \rangle
$$

where $\varepsilon > 0, \lambda > 0$ verify $c_1 - c_3 - \| \nabla_{xy}^2 W \|_\infty - \varepsilon - 2\lambda > 0$. Taking $L > 0$ large sufficient so that

$$
c_5 := 2(c_1 - c_3 - \| \nabla_{xy}^2 W \|_\infty - \varepsilon - 2\lambda)L^2 - 2(d + c_2 + \frac{1}{4\varepsilon} |\nabla_x W(0, 0)|) > 0,
$$

and noting that

$$
-ax^2 + b \leq -(aL^2 - b) + aL^2 1_{|x| \leq L}, \forall a > 0, \forall x \in \mathbb{R},
$$
we obtain by following the same argument as in Lemma 4.1

\[
\frac{d}{dt} \mathbb{E} \exp(\lambda |X_t|^2) \leq -\lambda c_5 \mathbb{E} \exp(\lambda |X_t|^2) + 2(c_1 - c_3 - \|\nabla_{xy}^2 W\|_\infty - \varepsilon - 2\lambda) L^2 \lambda e^{\lambda L^2}.
\]

Therefore by Gronwall’s lemma

\[
\sup_{t \geq 0} \mathbb{E} \exp(\lambda |X_t|^2) < +\infty.
\]

\[\square\]

Next we present the proof of Theorem 2.11, which is quite close to those of Theorems 2.1 and 2.6.

**Proof of Theorem 2.11.** Let \(\lambda_\delta\) and \(\pi_\delta\) be defined as in Sect. 3.1. Consider the following coupling between the independent copies \(\tilde{X}_i^j, 1 \leq i \leq N\) of the nonlinear diffusion process (1.2) and the mean-field interacting particle system (1.3):

\[

d\tilde{X}_i^j = \sqrt{2[\lambda_\delta(|Z_i^j|)dB_{i}^{1,i} + \pi_\delta(|Z_i^j|)dB_{i}^{2,i}]} - \nabla V(\tilde{X}_i^j)dt - \nabla_x W \otimes \mu_t(\tilde{X}_i^j)dt,
\]

\[
dX_{i}^{N} = \sqrt{2[\lambda_\delta(|Z_i^i|)R_{i}^{1,i}dB_{i}^{1,i} + \pi_\delta(|Z_i^i|)dB_{i}^{2,i}]} - \nabla V(X_{i}^{N})dt - \frac{1}{N-1} \sum_{j:j \neq i, 1 \leq j \leq N} \nabla_x W(X_i^{i,N}, X_i^{j,N})dt. \tag{4.8}
\]

Here \(Z_i^j := \tilde{X}_i^j - X_i^{i,N}\) and \(R_i^j := I_d - 2e_i^j e_i^{j,T}\), where \(I_d\) is the \(d\)-dimensional unit matrix and \(e_i^j e_i^{j,T}\) is the orthogonal projection onto the unit vector \(e_i^j := Z_i^j / |Z_i^j|\) if \(|Z_i^j| \neq 0\). \(B_{i}^{1,i}\) and \(B_{i}^{2,i}\), \(1 \leq i \leq N\), are independent standard Brownian motions in \(\mathbb{R}^d\). We assume that \(\tilde{X}_i^j, 1 \leq i \leq N\) have the same starting points \(X_0^i, 1 \leq i \leq N\), i.i.d. of law \(\mu_0\). The independence of \(\tilde{X}_i^j, 1 \leq i \leq N\) comes from the fact that the Brownian motions \(\int_0^t \lambda_\delta(|Z_s^j|)dB_{s}^{1,i} + \int_0^t \pi_\delta(|Z_s^j|)dB_{s}^{2,i}, 1 \leq i \leq N\) are independent because their inter-brackets are zero.

By doing subtraction of the equations in (4.8), we have

\[
dZ_i^j = 2\sqrt{2\lambda_\delta(|Z_i^j|)}e_i^j d\tilde{B}_i^j - [\nabla V(\tilde{X}_i^j) - \nabla V(X_i^{i,N})]dt - \nabla_x W \otimes \mu_t(\tilde{X}_i^j)dt
\]

\[
+ \frac{1}{N-1} \sum_{j:j \neq i, 1 \leq j \leq N} \nabla_x W(X_i^{i,N}, X_i^{j,N})dt,
\]

where the processes \(\tilde{B}_i^j = \int_0^t (e_i^j)^T dB_{s}^{1,i}, 1 \leq i \leq N\), are one-dimensional standard Brownian motions such that \(\langle \tilde{B}_i^i, \tilde{B}_i^j \rangle_t = 0\) for \(i \neq j\).
Let \( r_i^t = |Z_i^t| \), \( 1 \leq i \leq N \). By applying Itô’s formula, we have

\[
dr_i^t = 1_{[r_i^t \neq 0]} 2\sqrt{2\lambda^\delta (r_i^t)} d\bar{B}_i^t - 1_{[r_i^t \neq 0]} \langle e_i^t, \nabla V(\bar{X}_i^t) - \nabla V(X_i^{i,N}) \rangle dt \\
- 1_{[r_i^t \neq 0]} \langle e_i^t, \nabla_x W \otimes \mu_t(\bar{X}_i^t) - \frac{1}{N-1} \sum_{j:j \neq i, 1 \leq j \leq N} \nabla_x W(X_i^{i,N}, X_j^{i,N}) \rangle dt \\
= 1_{[r_i^t \neq 0]} 2\sqrt{2\lambda^\delta (r_i^t)} d\bar{B}_i^t \\
- 1_{[r_i^t \neq 0]} \langle e_i^t, \nabla V(\bar{X}_i^t) - \nabla V(X_i^{i,N}) \rangle dt \\
- 1_{[r_i^t \neq 0]} \langle e_i^t, \nabla_x W \otimes \mu_t(\bar{X}_i^t) - \frac{1}{N-1} \sum_{j:j \neq i, 1 \leq j \leq N} \nabla_x W(\bar{X}_i^t, \bar{X}_j^t) \rangle dt \\
- 1_{[r_i^t \neq 0]} \langle e_i^t, \frac{1}{N-1} \sum_{j:j \neq i, 1 \leq j \leq N} [\nabla_x W(\bar{X}_i^t, \bar{X}_j^t) - \nabla_x W(\bar{X}_i^t, X_j^{i,N})] \rangle dt \\
- 1_{[r_i^t \neq 0]} \langle e_i^t, \frac{1}{N-1} \sum_{j:j \neq i, 1 \leq j \leq N} [\nabla_x W(\bar{X}_i^t, X_j^{i,N}) - \nabla_x W(X_i^{i,N}, X_j^{i,N})] \rangle dt.
\]

Remark that the sum of the first and the fourth drift terms above is \( \leq b_0(r_i^t)dt \), the third drift term above is \( \leq \frac{1}{N-1} \| \nabla_{xy} W \|_\infty \sum_{j:j \neq i, 1 \leq j \leq N} r_i^t dt \), and the second drift term is bounded by \( I_i^t dt \), where

\[
I_i^t := |\nabla_x W \otimes \mu_t(\bar{X}_i^t) - \frac{1}{N-1} \sum_{j:j \neq i, 1 \leq j \leq N} \nabla_x W(\bar{X}_i^t, \bar{X}_j^t)|. 
\]

Therefore we obtain

\[
dr_i^t \leq 2\sqrt{2\lambda^\delta (r_i^t)} d\bar{B}_i^t + b_0(r_i^t)dt + \frac{1}{N-1} \| \nabla_{xy} W \|_\infty \sum_{j:j \neq i, 1 \leq j \leq N} r_i^t dt + I_i^t dt.
\]

(4.10)

Recall that for any \( \varepsilon \geq 0 \), \( h_\varepsilon(r) = h(r) + \varepsilon r, \forall r \geq 0 \). By using (4.10) and Itô’s formula again, we get

\[
dh_\varepsilon(r_i^t) \leq 2\sqrt{2\lambda^\delta (r_i^t)} h_\varepsilon'(r_i^t) d\bar{B}_i^t + 4\lambda^\delta (r_i^t) h_\varepsilon''(r_i^t) dt + b_0(r_i^t) h_\varepsilon'(r_i^t) dt \\
+ \frac{1}{N-1} \| \nabla_{xy} W \|_\infty h_\varepsilon'(r_i^t) \sum_{j:j \neq i, 1 \leq j \leq N} r_i^t dt + h_\varepsilon'(r_i^t) I_i^t dt \\
= 2\sqrt{2\lambda^\delta (r_i^t)} h_\varepsilon'(r_i^t) d\bar{B}_i^t + [4\lambda^\delta (r_i^t) h_\varepsilon''(r_i^t)] dt + b_0(r_i^t) h_\varepsilon'(r_i^t) dt \\
+ \frac{1}{N-1} \| \nabla_{xy} W \|_\infty (h'(r_i^t) + \varepsilon) \sum_{j:j \neq i, 1 \leq j \leq N} r_i^t dt + (h'(r_i^t) + \varepsilon) I_i^t dt \\
(4.11)
\]

\[
\leq 2\sqrt{2\lambda^\delta (r_i^t)} h_\varepsilon'(r_i^t) d\bar{B}_i^t + [1 - \lambda^\delta (r_i^t)] r_i^t + b_0(r_i^t) h_\varepsilon'(r_i^t) dt - (1 - \varepsilon M) r_i^t dt \\
+ \frac{1}{N-1} \| \nabla_{xy} W \|_\infty (||h'||_\infty + \varepsilon) \sum_{j:j \neq i, 1 \leq j \leq N} r_i^t dt + (||h'||_\infty + \varepsilon) I_i^t dt,
\]

where the last inequality follows from (3.8), (3.10) and (2.23).
Taking expectation in the inequality above and using the fact that \( r_i^j \), \( 1 \leq i \leq N \) have the same law, and setting
\[
c_\varepsilon := 1 - \| \nabla_{xy}^2 W \|_\infty \| h' \|_\infty - \varepsilon (M + \| \nabla_{xy}^2 W \|_\infty),
\]
we have
\[
d\mathbb{E}_W h_\varepsilon (r_1^i) \leq \mathbb{E} [1 - \lambda_\delta (r_1^i)^2][r_1^i + b_0^+ (r_1^i)h' (r_1^i)]dt + (\| h' \|_\infty + \varepsilon) \mathbb{E} \mathcal{I}_1 \mathcal{I}_1^j dt - c_\varepsilon \mathbb{E} r_1^i dt
\]
(4.12)

Proof of part (a). Choose \( \varepsilon = 0, c_0 = 1 - \| \nabla_{xy}^2 W \|_\infty \| h' \|_\infty \). For any \( 1 \leq k \leq N \), by (4.12) we have
\[
\frac{1}{k} W_1, d_{L^1[0,T]}(\mathbb{P}^{[1,k],N}_{\mu_0^N}, \mathbb{Q}^{\otimes k}_{\mu_0}|[0,T]) \leq \frac{1}{k} \int_0^T \sum_{i=1}^k r_i^j dt = \int_0^T \mathbb{E} r_1^i dt
\]
\[
\leq \frac{1}{c_0} \| h' \|_\infty \int_0^T \mathbb{E} \mathcal{I}_1 \mathcal{I}_1^j dt + \frac{1}{c_0} \mathbb{E} \int_0^T [1 - \lambda_\delta (r_1^i)^2][r_1^i + b_0^+ (r_1^i)h' (r_1^i)]dt.
\]

Letting \( \delta \to 0^+ \), the last term tends to zero. Hence
\[
\frac{1}{k} W_1, d_{L^1[0,T]}(\mathbb{P}^{[1,k],N}_{\mu_0^N}, \mathbb{Q}^{\otimes k}_{\mu_0}|[0,T]) \leq \frac{\| h' \|_\infty}{c_0} \int_0^T \mathbb{E} \mathcal{I}_1 \mathcal{I}_1^j dt.
\]
(4.13)

Next we estimate \( \mathbb{E} \mathcal{I}_1 \mathcal{I}_1^j \), which is the only new point w.r.t. the proofs in Theorems 2.1 and 2.6. Note that \( \bar{X}_i^j, 2 \leq j \leq N \) are independent copies of \( \bar{X}_i^1 \), and
\[
\mathbb{E} \{ \nabla_x W(\bar{X}_i^1, \bar{X}_i^j)|\bar{X}_i^1 \} = \nabla_x W \otimes \mu_t(\bar{X}_i^1).
\]

Thus by using Cauchy-Schwartz inequality, we get
\[
\mathbb{E} \mathcal{I}_1 \mathcal{I}_1^j \leq \left( \mathbb{E} \left\{ \mathbb{E} \left[ |\nabla_x W \otimes \mu_t(\bar{X}_i^1) - \frac{1}{N-1} \sum_{2 \leq j \leq N} \nabla_x W(\bar{X}_i^1, \bar{X}_i^j)|\bar{X}_i^1 \right] \right\} \right)^{\frac{1}{2}}
\]
\[
= \left( \mathbb{E} \left[ \frac{1}{N-1} \int |\nabla_x W(\bar{X}_i^1, y) - \nabla_x W \ast \mu_t(\bar{X}_i^1)|^2 d\mu_t(y) \right] \right)^{\frac{1}{2}}
\]
\[
\leq \frac{1}{\sqrt{N-1}} \| \nabla_{xy}^2 W \|_\infty \left( \int_{x \in \mathbb{R}^d} |x - \mu_t(\bar{X}_i^1)|^2 \mu_t(dx) \right)^{\frac{1}{2}}
\]
\[
\leq \frac{1}{\sqrt{N-1}} \| \nabla_{xy}^2 W \|_\infty \sup_{t \geq 0} \mathbb{E} |X_t|^2)^{\frac{1}{2}}.
\]
(4.14)

Plugging (4.14) into (4.13), we get
\[
\frac{1}{k} W_1, d_{L^1[0,T]}(\mathbb{P}^{[1,k],N}_{\mu_0^N}, \mathbb{Q}^{\otimes k}_{\mu_0}|[0,T]) \leq \frac{T}{\sqrt{N-1}} \| \nabla_{xy}^2 W \|_\infty \| h' \|_\infty \sup_{t \geq 0} \mathbb{E} |X_t|^2)^{\frac{1}{2}}.
\]

Then by using Lemma 4.1, we obtain the desired result (2.35).
Proposition 4.3. Under the conditions of Theorem 2.11, we have

\[ d\mathbb{E}h_\varepsilon(r_1^i) \leq \mathbb{E} \left[ 1 - \lambda_\delta(r_1^i)^2 \right] \left[ r_1^i + h_0^r(r_1^i)h'(r_1^i) \right] dt + (\|h'\|_\infty + \varepsilon)\mathbb{E}I_1^1 dt \]

\[ -c_\varepsilon \cdot \inf_{r > 0} \frac{r}{h(r) + \varepsilon r} \mathbb{E}h_\varepsilon(r_1^i) dt \]  

(4.15)

Plugging (4.14) into (4.15), we obtain by Gronwall’s inequality that for any \( \varepsilon > 0 \) so that \( \beta = c_\varepsilon \cdot \inf_{r > 0} \frac{r}{h(r) + \varepsilon r} > 0 \) (i.e. \( K_\varepsilon > 0 \)),

\[ \mathbb{E}h_\varepsilon(\bar{X}_1^i - X_1^{1,N}) \leq \int_0^t e^{\beta(t-s)} \frac{1}{\sqrt{N-1}} (\|h'\|_\infty + \varepsilon)\mathbb{E}I_1^1 ds \]

\[ + \int_0^t e^{\beta(t-s)} \mathbb{E} \left[ 1 - \lambda_\delta(r_s^i)^2 \right] \left[ r_s^i + b_0^r(r_s^i)h'(r_s^i) \right] ds. \]

(4.16)

By letting \( \delta \to 0^+ \), the last term tends to zero. We obtain thus

\[ \mathbb{E}|\bar{X}_1^i - X_1^{1,N}| \leq \sup_{r > 0} \frac{r}{h_s(r)} \cdot \mathbb{E}h_\varepsilon(\bar{X}_1^i - X_1^{1,N}) \]

\[ \leq \sup_{r > 0} \frac{r}{h_s(r)} \cdot (\|h'\|_\infty + \varepsilon)\mathbb{E}\|\nabla_{xy} W\|_\infty \sup_{t \geq 0} (\mathbb{E}|X_t|)^2 \frac{1}{2}. \]

As the joint law of \( (\bar{X}_1^i, 1 \leq i \leq k) \) is \( \mu_t^{\otimes k} \), we get for any \( 1 \leq k \leq N \),

\[ W_{1,d_1}(\mu_t^{\otimes k}, \mu_t^{[1,k],N}) \leq \lim_{\delta \to 0} \sup_{r > 0} \mathbb{E} \sum_{i=1}^k |\bar{X}_1^i - X_t^{1,N}| = k \cdot \lim_{\delta \to 0} \mathbb{E}(|\bar{X}_1^i - X_t^{1,N}|) \]

\[ \leq k \cdot \sup_{r > 0} \frac{1}{h(r) + \varepsilon r} \beta \frac{1}{\sqrt{N-1}} (\|h'\|_\infty + \varepsilon)\mathbb{E}\|\nabla_{xy} W\|_\infty \sup_{t \geq 0} (\mathbb{E}|X_t|)^2 \frac{1}{2} \]

\[ = \frac{k}{\sqrt{N-1}} \frac{A_\varepsilon}{K_\varepsilon} \|\nabla_{xy} W\|_\infty \sup_{t \geq 0} (\mathbb{E}|X_t|)^2 \frac{1}{2}, \]

which completes the proof by using Lemma 4.1.

The proof above yields

Proposition 4.3. Under the conditions of Theorem 2.11, we have

\[ \mathbb{E} W_1 \left( \frac{1}{N} \sum_{i=1}^N \delta_{X_{1,N}^i}, \frac{1}{N} \sum_{i=1}^N \delta_{\bar{X}_1^i} \right) \leq \frac{1}{\sqrt{N-1}} \frac{A_\varepsilon}{K_\varepsilon} \|\nabla_{xy} W\|_\infty \sup_{t \geq 0} (\mathbb{E}|X_t|)^2 \frac{1}{2} \]

(4.18)

where \( (\bar{X}_1^i)_{t \geq 0}, i \geq 1 \) are independent copies of the solution \( (X_t)_{t \geq 0} \) of the McKean–Vlasov equation (1.2), and \( X_t^{1,N}, 1 \leq i \leq N \) are defined as in (1.3).
Proof. Notice that
\[ \mathbb{E} W_t \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i,N}}, \frac{1}{N} \sum_{i=1}^{N} \delta_{\bar{x}_i} \right) \leq \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} |X_{t,i,N} - \bar{X}_i| \right] = \mathbb{E} \frac{1}{N} \sum_{i=1}^{N} r_i^t, \]
where \( r_i^t, 1 \leq i \leq N \) are the same as defined in the proof of Theorem 2.11. And by (4.17), we have
\[ \limsup_{\delta \to 0} \mathbb{E} \frac{1}{N} \sum_{i=1}^{N} r_i^t = \limsup_{\delta \to 0} \mathbb{E} r_i^t \leq \frac{1}{\sqrt{N - 1}} \frac{A_x}{K_x} \| \nabla_{xy}^2 W \|_{\infty} \sup_{t \geq 0} (\mathbb{E} |X_t|^2)^{\frac{1}{2}}. \]
Therefore we obtain (4.18).

Remark 4.4. A consequence of Proposition 4.3 is on the bias of \( \frac{1}{N} \sum_{i=1}^{N} f(X_{t,i,N}) \) from \( \mu_t(f) \): if \( f \) is Lipschitzian on \( \mathbb{R}^d \),
\[ \text{bias}_t(f) := |\mathbb{E} \frac{1}{N} \sum_{i=1}^{N} f(X_{t,i,N}) - \mu_t(f)| = |\mathbb{E} \frac{1}{N} \sum_{i=1}^{N} f(X_{t,i,N}) - \mathbb{E} \frac{1}{N} \sum_{i=1}^{N} f(\bar{X}_i)| \]
\[ \leq \| f \|_{\text{Lip}} \mathbb{E} W_t \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i,N}}, \frac{1}{N} \sum_{i=1}^{N} \delta_{\bar{x}_i} \right) \]
\[ \leq \| f \|_{\text{Lip}} \frac{A_x}{\sqrt{N - 1}} \frac{A_x}{K_x} \| \nabla_{xy}^2 W \|_{\infty} \sup_{t \geq 0} (\mathbb{E} |X_t|^2)^{\frac{1}{2}}. \]
It is expected that the bias is of order \( O(1/N) \), which remains an open question.

5. Quantitative Concentration Inequalities: Proofs of Theorems 2.5 and 2.10

This section is devoted to the concentration inequalities of the mean-field interaction particle system (1.3) for more general observable (than those in Theorems 2.5 and 2.10). This kind of concentration estimate are useful to numerical simulations and mean-field limit.

5.1. Concentration for time average.

Proposition 5.1. Assume (H), (2.2) and (2.3). Given any \( T \in (0, +\infty) \), let \( F \) be any \( d_{L^1[0,T]} \)-Lipschitzian continuous function on \( C([0, T], (\mathbb{R}^d)^N) \), given by
\[ F(X_{t,[0,T]}^{(N)}) := G \left( \int_0^T g_1(X_t^{(N)})dt, \ldots, \int_0^T g_n(X_t^{(N)})dt \right), \]
where \( G \in C^2(\mathbb{R}^n), g_i \in C^2((\mathbb{R}^d)^N, \mathbb{R}), \) \( 1 \leq i \leq n \). Then for any convex function \( \varphi \) on \( \mathbb{R} \) and any starting point \( X^{(N)}_0 = x \in (\mathbb{R}^d)^N \), we have
\[ \mathbb{E}_x \varphi \left( F(X_{t,[0,T]}^{(N)}) - \mathbb{E}_x F(X_{0,[0,T]}^{(N)}) \right) \leq \mathbb{E} \varphi \left( \sqrt{NT} \| F \|_{\text{Lip}(d_{L^1[0,T]})} c_{\text{Lip}} \xi \right), \] (5.1)
where \( \xi \) is some standard real Gaussian random variable of law \( \mathcal{N}(0, 1) \), and
\[ c_{\text{Lip}} = \frac{h'(0)}{1 - \| \nabla_{xy}^2 W \|_{\infty} \| h' \|_{\infty}}. \]
Proof. Let \( \{ \mathcal{F}_t \}_{t \geq 0} \) be the filtration generated by the process \( (X_t^{(N)})_{t \geq 0} \) and

\[
M_t = \mathbb{E}(F(X_t^{(N)})|\mathcal{F}_t), \quad 0 \leq t \leq T.
\]

Then by the martingale representation theorem, we have

\[
F(X_{0,T}^{(N)}) - \mathbb{E}F(X_{0,T}^{(N)}) = M_T - M_0 = \sum_{i=1}^N \int_0^T \beta_i^t dB_i^t,
\]

(5.2)

where \( \beta_i^t, 1 \leq i \leq N \) are adapted processes w.r.t. \( \mathcal{F}_t \), and \( B_i^t, 1 \leq i \leq N \) are \( N \) independent standard Brownian motions on \( \mathbb{R}^d \).

Let \( A_t^k = \int_0^t g_k(X_s^{(N)})ds, \ 1 \leq k \leq n, \) and \( A_t = (A_t^1, \ldots, A_t^n) \). Note that

\[
M_t = \phi(A_t, X_t^{(N)})
\]

where

\[
\phi(a, x) := \mathbb{E}\left(G(a_1 + \int_t^T g_1(X_s^{(N)})ds, \ldots, a_n + \int_t^T g_N(X_s^{(N)})ds) | X_0^{(N)} = x\right),
\]

for \( a = (a_1, \ldots, a_n) \in \mathbb{R}^n, x \in (\mathbb{R}^d)^N \). Since \( \phi \) is \( C^2 \) (for \( V, W \) are \( C^2 \)), we can apply Itô’s formula to obtain that

\[
\beta_i^t = \partial_{x_i} \phi(A_t, X_t^{(N)}).
\]

For any \( x = (x^1, \ldots, x^i, \ldots, x^N) \in (\mathbb{R}^d)^N \), denote \( y = (x^1, \ldots, y^i, \ldots, x^N) \) which only differs from \( x \) at the \( i \)-th coordinate. Let \( (X_t^{(N)})_{t \geq 0}, (Y_t^{(N)})_{t \geq 0} \) be an optimal coupling of \( \mathbb{P}_x, \mathbb{P}_y \) for \( W_{1,dL^1[0,T]}(\mathbb{P}_x, \mathbb{P}_y) \) (this optimal coupling exists because \( d_{L^1[0,T]} \) is lower semi-continuous from \( (C(\mathbb{R}^+, (\mathbb{R}^d)^N))^2 \) to \([0, +\infty])\). Then for any \( 0 \leq t \leq T \) and \( i = 1, \ldots, N \), we have

\[
|\partial_{x_i} \phi(a, x)| \leq \limsup_{y^i \to x^i} \frac{1}{|x^i - y^i|} |\phi(a, x) - \phi(a, y)|
\]

\[
= \limsup_{y^i \to x^i} \frac{1}{|x^i - y^i|} |\mathbb{E}[G(a + \int_0^{T-t} g(X_s^{(N)})ds) - \mathbb{E}[G(a + \int_0^{T-t} g(Y_s^{(N)})ds)]|
\]

\[
\leq \limsup_{y^i \to x^i} \frac{1}{|x^i - y^i|} \|F\|_{Lip(d_{L^1[0,T]})} \mathbb{E} \int_0^\infty d_1(X_s^{(N)}, Y_s^{(N)}) ds
\]

(5.3)

\[
\leq \|F\|_{Lip(d_{L^1[0,T]})} \limsup_{y^i \to x^i} \frac{W_{1,dL^1}(\mathbb{P}_x, \mathbb{P}_y)}{|x^i - y^i|} c_{Lip}
\]

where the last inequality follows by Theorem 2.1.
Since \( \sum_{i=1}^{N} \int_{0}^{T} \beta_{i}^{t} dB_{i}^{t} = \xi_{\tau T} \) where \((\xi_{t})\) is a real valued Brownian motion w.r.t. some new filtration \((\tilde{F}_{t})\) and \(\tau_{T} = \int_{0}^{T} \sum_{i=1}^{N} |\beta_{i}^{t}|^{2} dt \leq ||F||_{Lip(d_{l1}[0,T])}^{2}c_{Lip}^{2}NT =: CNT \) is a stopping time w.r.t. \((\tilde{F}_{t})\), we obtain

\[
\mathbb{E}_{x} \varphi \left( F(X_{[0,T]}^{(N)}) - \mathbb{E} F(X_{[0,T]}^{(N)}) \right) = \mathbb{E} \varphi \left( \sum_{i=1}^{N} \int_{0}^{T} \beta_{i}^{t} dB_{i}^{t} \right) = \mathbb{E} \varphi (\xi_{\tau T}) = \mathbb{E} \varphi (\xi_{CNT} | \tilde{F}_{\tau T})
\]

\[
\leq \mathbb{E} \varphi (\xi_{CNT}) \quad \text{(by Jensen’s inequality)}
\]

\[
= \mathbb{E} \varphi \left( \sqrt{NT} ||F||_{Lip(d_{l1}[0,T])}c_{Lip}^{1} \xi_{1} \right)
\]

the desired result. \(\square\)

Next we give the proof of Theorem 2.5.

**Proof of Theorem 2.5.** For any given \(\lambda, \ T > 0\), let

\[
F(X_{[0,T]}^{(N)}) = \frac{1}{T} \int_{0}^{T} U_{N}(f_{m})(X_{t}^{(N)}) dt.
\]

Since \(f_{m}\) is 1-Lipschitzian w.r.t. the \(d_{l1}\)-metric on \((\mathbb{R}^{d})^{m}\), by an easy calculation we have

\[
||F||_{Lip(d_{l1}[0,T])} \leq \frac{m}{NT}.
\]

Let \(g(x) = \mathbb{E}_{x} F, \ \forall x \in (\mathbb{R}^{d})^{N}\). For any fixed initial value \(x \in (\mathbb{R}^{d})^{N}\), by applying Proposition 5.1 with \(\varphi(z) = e^{\lambda z}\), we get

\[
\mathbb{E}_{x} \exp \left( \lambda \left[ \frac{1}{T} \int_{0}^{T} U_{N}(f_{m})(X_{t}^{(N)}) dt - g(x) \right] \right) \leq \mathbb{E} \exp \left( \frac{m\lambda^{2}c_{Lip}^{2}}{\sqrt{NT}} \right) = \exp \left( \frac{m^{2}\lambda^{2}c_{Lip}^{2}}{2NT} \right).
\]

By the proof of Proposition 5.1,

\[
\|g\|_{Lip(d_{l1})} \leq c_{Lip}\|F\|_{d_{l1}[0,T]} \leq \frac{mc_{Lip}N}{NT}.
\]

By the condition (2.19) and its consequence (2.20), the product measure \(\mu_{0}^{\otimes N}\) satisfies

\[
\int_{(\mathbb{R}^{d})^{N}} e^{\lambda(g - \mu_{0}^{\otimes N}(g))} d\mu_{0}^{\otimes N} \leq \exp \left( \frac{1}{2} Ng_{CG}(\mu_{0})\lambda^{2}\|g\|_{Lip(d_{l1})}^{2} \right) \leq \exp \left( \frac{1}{2NT^{2}G(\mu_{0})\lambda^{2}m^{2}c_{Lip}^{2}} \right).
\]

Hence for the i.i.d. initial values \(X_{0}^{1,N}, \ldots, X_{0}^{N,N}\) with the common law \(\mu_{0}\), noting that

\[
\mathbb{E} \frac{1}{T} \int_{0}^{T} U_{N}(f_{m})(X_{t}^{(N)}) dt = \mu_{0}^{\otimes N}(g)
\]
we have

\[
\mathbb{E} \exp \left( \frac{1}{T} \int_0^T U_N(f_m)(X_t^{i,N})dt - \mathbb{E} \frac{1}{T} \int_0^T U_N(f_m)(X_t^{i,N})dt \right)
= \int_{(\mathbb{R}^d)^N} \mathbb{E}_\alpha \left[ \exp \left( \frac{1}{T} \int_0^T U_N(f_m)(X_t^{i,N})dt - g(x) \right) \right] e^{\lambda[g(x)-\mu_0^{\otimes N}(g)]} d\mu_0^{\otimes N}(x)
\]

\[
\leq \exp \left( \frac{m^2 \lambda^2 c_{\text{Lip}}^2}{2NT} \right) \int_{(\mathbb{R}^d)^N} e^{\lambda[g(x)-\mu_0^{\otimes N}(g)]} d\mu_0^{\otimes N}(x)
\]

\[
\leq \exp \left( \frac{m^2 \lambda^2 c_{\text{Lip}}^2}{2NT} (1 + \epsilon_G(\mu_0)) \right)
\]

(5.7)

where the second inequality follows from (5.5), and the last inequality is a consequence of (5.6). This gives us (2.21). Finally (2.22) follows from (2.21), by the standard procedure of Chebyshev’s inequality and optimization over \( \lambda > 0 \).

\[\square\]

Remark 5.2. The time-particle average \( \frac{1}{NT} \int_0^T f(X_t^{i,N})dt \) is used to approximate \( \mu_{\infty}(f) \) where \( \mu_{\infty} \) is the unique equilibrium state of the McKean–Vlasov equation (proved in [16] under (H)). For applying Theorem 2.5, it remains to bound the bias

\[
|\mathbb{E}_{\mu_0^{\otimes N}} \frac{1}{NT} \int_0^T \sum_{i=1}^N f(X_t^{i,N})dt - \mu_{\infty}(f)|
\]

\[
\leq |\mathbb{E}_{\mu_0^{\otimes N}} \frac{1}{NT} \int_0^T \sum_{i=1}^N |f(X_t^{i,N}) - \mu_t(f)|dt| + \frac{1}{T} \int_0^T |\mu_t(f) - \mu_{\infty}(f)|dt
\]

\[
\leq \frac{1}{T} \int_0^T |\mu_t^{1,N}(f) - \mu_t(f)|dt + \| f \|_{\text{Lip}} \frac{1}{T} \int_0^T W_1(\mu_t, \mu_{\infty})dt
\]

\[
\leq \| f \|_{\text{Lip}} \left( \sup_{t \geq 0} W_1(\mu_t^{1,N}, \mu_t) + \frac{1}{T} \int_0^T W_1(\mu_t, \mu_{\infty})dt \right)
\]

\[
\leq \| f \|_{\text{Lip}} \left( \frac{A}{\sqrt{N}} + \frac{B}{T} \right)
\]

where in the last inequality, the first term comes from the uniform in time propagation of chaos (2.37) in Theorem 2.11, and the second follows by (2.12) in Corollary 2.2. We believe that the bias should be of order \( O(1/N + 1/T) \), but we do not know how to prove it.

5.2. Uniform in time concentration inequality.

**Proposition 5.3.** Assume (H), (2.2) and (2.23). Let \( X_t^{(N)} = (X_t^{1,N}, \cdots, X_t^{N,N}) \), \( \forall t \geq 0 \), then for any Lipschitzian function \( F \) on \((\mathbb{R}^d)^N\), we have for any lower bounded convex function \( \varphi \) on \( \mathbb{R} \),

\[
\mathbb{E}_x \varphi \left( F(X_T^{(N)}) - \mathbb{E}_x F(X_T^{(N)}) \right)
\]

\[
\leq \mathbb{E} \varphi \left( \alpha A_\xi \sqrt{\frac{N}{2K_\xi}} \xi \right), \ \forall x \in (\mathbb{R}^d)^N, \ \forall T > 0
\]

(5.8)
where $\xi$ is some standard real Gaussian random variable of law $\mathcal{N}(0, 1)$, $\alpha := \|F\|_{\text{Lip}(d_1)}$, $\gamma_{\varepsilon} := \max_{1 \leq i \leq N} \|\nabla_i F\|_{\infty}$, $A_\varepsilon$ and $K_\varepsilon$ are given in Theorem 2.6.

In particular for any initial distribution $\mu_0$ satisfying the Gaussian integrability assumption on $\mathbb{R}^d$, we have for any $\delta, T > 0$

$$\mathbb{P}_{\mu_0} \left\{ F(X_T^{(N)}) - \mathbb{E}_{\mu_0} F(X_T^{(N)}) > \delta \right\} \leq \exp \left( - \frac{K_\varepsilon \delta^2}{N\alpha^2 A_\varepsilon^2 \left[ 1 + 2c_G(\mu_0)K_\varepsilon e^{-2K_\varepsilon T} \right]} \right).$$ (5.9)

**Proof.** Without loss of generality we may assume that $\alpha = \max_{1 \leq i \leq N} \|\nabla_i F\|_{\infty} = 1$.

By approximation we may assume that $F$ is $C^2$-smooth with bounded derivatives of the first and the second order. For any initial position $x \in (\mathbb{R}^d)^N$, let $M_t = \mathbb{E}_x (F(X_T^{(N)}|\mathcal{F}_t), 0 \leq t \leq T$. Then by applying Itô's formula to $u(t, x) = P_{T-t} F(x)$, we have

$$F(X_T^{(N)}) - \mathbb{E}_x F(X_T^{(N)}) = M_T - M_0 = \sum_{i=1}^N \int_0^T \nabla_i P_{T-t} F(X_t^{(N)}) dB_i, \quad (5.10)$$

Note that by Theorem 2.6, for any $\varepsilon > 0$ such that $K_\varepsilon > 0$, we have

$$\mathbb{W}_{d_1}(P_t^{(N)}(x, \cdot), P_t^{(N)}(y, \cdot)) \leq A_\varepsilon e^{-K_\varepsilon t} d_1(x, y), \forall x, y \in (\mathbb{R}^d)^N,$$ (5.11)

which implies that

$$|\nabla_i P_{T-t} F| \leq A_\varepsilon e^{-K_\varepsilon (T-t)}, 1 \leq i \leq N, \quad (5.12)$$

where $A_\varepsilon$ and $K_\varepsilon$ are the same as given in Theorem 2.6.

Since $M_t = 0$, where $(\xi_t)$ is a real valued Brownian motion w.r.t. some new filtration $(\mathcal{F}_t)$ and

$$\tau_t = \langle M \rangle_t = \int_0^t \sum_{i=1}^N |\nabla_i P_{t-s} F(X_s^{(N)})|^2 ds \leq \frac{A_\varepsilon^2}{2K_\varepsilon} N =: CN$$

is a stopping time w.r.t. $(\mathcal{F}_t)$, we obtain

$$\mathbb{E}_{\xi} \varphi \left( F(X_T^{(N)}) - \mathbb{E}_{\xi} F(X_T^{(N)}) \right) = \mathbb{E} \varphi (M_T - M_0) = \mathbb{E} \varphi (\xi_{\tau_T})$$

$$= \mathbb{E} \varphi \left( \mathbb{E}(\xi_{CN}|\mathcal{F}_{\tau_T}) \right)$$

$$\leq \mathbb{E} \varphi (\xi_{CN}) \quad \text{(by Jensen's inequality)}$$

$$= \mathbb{E} \varphi \left( A_\varepsilon \sqrt{\frac{N}{2K_\varepsilon}} \xi_1 \right)$$ (5.13)

the desired result (5.8).

Letting $g(x) := \mathbb{E}_x F(X_T^{(N)}), \forall x \in (\mathbb{R}^d)^N$. By (5.12) we have

$$\|g\|_{\text{Lip}(d_1)} = \max_{1 \leq i \leq N} \|\nabla_i g\|_{\infty} \leq A_\varepsilon e^{-K_\varepsilon T}. \quad (5.14)$$
Applying (5.8) to $\varphi(z) = e^{\lambda z} (\lambda \in \mathbb{R})$, we get
\[
\mathbb{E}_{\mu_0^\otimes N} \exp\left(\lambda [F(X_T^{(N)}) - \mathbb{E}_{\mu_0^\otimes N} F(X_T^{(N)})]\right)
= \int_{(\mathbb{R}^d)^N} \mathbb{E}_x \exp\left(\lambda [F(X_T^{(N)}) - \mathbb{E}_x F(X_T^{(N)})]\right) \cdot \exp\left(\lambda [g(x) - \mu_0^\otimes N (g)]\right) d\mu_0^\otimes N (x)
\leq \int_{(\mathbb{R}^d)^N} \mathbb{E}_x \exp\left(\lambda A_\varepsilon \sqrt{\frac{N}{2K_\varepsilon}} \xi_1\right) \cdot \exp\left(\lambda [g(x) - \mu_0^\otimes N (g)]\right) d\mu_0^\otimes N (x)
\leq \exp\left(\frac{N A_\varepsilon^2 \lambda^2}{4 K_\varepsilon}\right) \exp\left(\frac{\lambda^2}{2} N c_G (\mu_0) \|g\|_{Lip(\mathbb{R}^d)}^2\right)
\leq \exp\left(\frac{N \lambda^2 A_\varepsilon^2}{2} \left[\frac{1}{2K_\varepsilon} + c_G (\mu_0) e^{-2K_\varepsilon T}\right]\right)
\]
where the third and the last inequality follows from the Gaussian concentration condition on the initial distribution $\mu_0$ (see (2.20) in Remark 2.4) and (5.14) respectively.

Finally the concentration inequality (5.9) is derived from the above inequality by the standard procedure of Chebyshev’s inequality and optimization over $\lambda$. □

**Proof of Theorem 2.10.** Let $F(x) = \frac{1}{N} \sum_{i=1}^N f(x^i)$ for $x = (x^1, \ldots, x^N) \in (\mathbb{R}^d)^N$. We have
\[
\alpha = \|F\|_{Lip(\mathbb{R}^d)} = \frac{1}{N} \|f\|_{Lip} = \frac{1}{N}.
\]
Then the desired concentration inequality (2.31) follows by (5.9). □
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