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Abstract

The Goulden–Jackson cluster method, adapted to permutations by Elizalde and Noy, reduces the problem of counting permutations by occurrences of a prescribed consecutive pattern to that of counting clusters, which are special permutations with a lot of structure. Recently, Zhuang found a generalization of the cluster method which specializes to refinements by additional permutation statistics, namely the inverse descent number ides, the inverse peak number ipk, and the inverse left peak number ilpk. Continuing this line of work, we study the enumeration of $2134\cdots m$-clusters by ides, ipk, and ilpk, which allows us to derive formulas for counting permutations by occurrences of the consecutive pattern $2134\cdots m$ jointly with each of these statistics. Analogous results for the pattern $12\cdots (m-2)m(m-1)$ are obtained via symmetry arguments. Along the way, we discover that $2134\cdots (r+1)$-clusters are equinumerous with $r$-Stirling permutations introduced by Gessel and Stanley, and we establish some joint equidistributions between these two families of permutations.
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1. Introduction

Let $\mathfrak{S}_n$ denote the symmetric group of permutations of the set $[n] := \{1, 2, \ldots, n\}$. We write permutations in one-line notation—that is, $\pi = \pi_1\pi_2\cdots\pi_n$—and call the $\pi_i$ letters of $\pi$. The length of $\pi$ is the number of letters in $\pi$, so that $\pi$ has length $n$ whenever $\pi \in \mathfrak{S}_n$.

The present paper is motivated by the study of consecutive patterns in permutations. Given a sequence $w$ of distinct integers, the standardization of $w$—denoted $\text{std}(w)$—is defined to be the permutation obtained by replacing the smallest letter of $w$ with 1, the
second smallest letter with 2, and so on. For example, we have \( \text{std}(5 \ 1629) = 31425 \). Given permutations \( \pi \in S_n \) and \( \sigma \in S_m \), we say that \( \pi \) contains \( \sigma \) (as a consecutive pattern) if \( \text{std}(\pi_{i+1}^{i+m-1}) = \sigma \) for some \( i \in [n-m+1] \); when this occurs, we call \( \pi_{i+1}^{i+m-1} \) an occurrence of \( \sigma \) (as a consecutive pattern) in \( \pi \). For instance, the permutation 162437598 has two occurrences of the consecutive pattern 213—namely 437 and 759—whereas the permutation 672489153 has no occurrences of 213.

Let \( \text{occ}_\sigma(\pi) \) denote the number of occurrences of \( \sigma \) in \( \pi \). If \( \text{occ}_\sigma(\pi) = 0 \), then we say that \( \pi \) avoids \( \sigma \) (as a consecutive pattern). We let \( S_n(\sigma) \) denote the subset of permutations in \( S_n \) avoiding \( \sigma \). As observed above, we have 672489153 \( \in S_9(213) \). For the remainder of this paper, the notions of occurrence and avoidance of patterns in permutations always refer to consecutive patterns unless otherwise stated.

The study of consecutive patterns in permutations was initiated by Elizalde and Noy \([10]\) in 2003, as a variation of classical patterns in permutations, whose systematic study originated in the seminal paper of Simion and Schmidt \([27]\). Among the standard tools used in the study of consecutive patterns is the cluster method of Goulden and Jackson. In its original form, the Goulden–Jackson cluster method \([15]\) provides a very general formula expressing the generating function for words by occurrences of prescribed subwords in terms of a “cluster generating function”, which is easier to compute. In 2012, Elizalde and Noy \([11]\) adapted the Goulden–Jackson cluster method to the setting of permutations, which in a similar vein reduces the problem of counting permutations by occurrences of a prescribed consecutive pattern \( \sigma \) to that of counting simpler permutations called \( \sigma \)-clusters.

Work in recent years have led to refinements and variations of the cluster method which keep track of additional permutation statistics. The first result in this direction is a \( q \)-analogue which provides a refinement by the inversion number inv. This \( q \)-cluster method first appeared in a survey on consecutive patterns by Elizalde \([8]\), and was used by Crane, DeSalvo, and Elizalde \([4]\) in their study of the Mallows distribution. In short, the \( q \)-cluster method allows us to count permutations by the number of occurrences of \( \sigma \) jointly with \( \text{inv} \) if we can count \( \sigma \)-clusters by \( \text{inv} \).

Subsequently, Zhuang proved a lifting of the cluster method to the Malvenuto–Reutenauer algebra \([31]\), which we will sometimes refer to as the generalized cluster method, since it specializes to both Elizalde and Noy’s cluster method for permutations and its \( q \)-analogue upon applying standard homomorphisms. By constructing and applying other homomorphisms, Zhuang obtained further specializations which keep track of other permutation statistics: the inverse descent number ides, the inverse peak number ipk, and the inverse left peak number ilpk. Similar to the \( q \)-cluster method, these specializations allow us to count permutations by the number of occurrences of \( \sigma \) jointly with ides, ipk, or ilpk if we can count \( \sigma \)-clusters by the corresponding statistic. This was done in \([31]\) for the monotone patterns \( \sigma = 12 \cdots m \) and \( \sigma = m \cdots 21 \), as well as the patterns \( \sigma = 12 \cdots (a-1)(a+1)a(a+2)(a+3) \cdots m \) where \( m \geq 5 \) and \( 2 \leq a \leq m-2 \). Both of these families of patterns are examples of chain patterns (see \([11]\) Section 2.2 for the definition), which is a restrictive condition that makes their clusters more amenable to study. The latter family in particular consists of elementary transpositions, i.e., transpositions of the form \((a, a+1)\); for this reason, we call such patterns transpositional patterns. In fact, the work in \([31]\) covers all transpositional patterns except for 1324 and those of the form \( 2134 \cdots m \) and \( 12 \cdots (m-2)m(m-1) \) for \( m \geq 3 \).

The primary goal of the present paper is to study the enumeration of \( 2134 \cdots m \)-clusters
by the statistics ides, ipk, and ilpk; via the cluster method, this will allow us to count
permutations by occurrences of $2134 \cdots m$ jointly with these statistics. By way of reverse-
complementation symmetry, we will be able to derive analogous results for the pattern
$12 \cdots (m-2)m(m-1)$ as well.

1.1. Inverse $2134 \cdots m$-clusters, $r$-Stirling permutations, and statistics

Before describing our work further, let us give some additional definitions and establish
notation for our main objects of study. We begin with several permutation statistics: the
descent number $\text{des}$, the peak number $\text{pk}$, the left peak number $\text{lpk}$, and their corresponding
inverse statistics $\text{ides}$, $\text{ipk}$, and $\text{ilpk}$.

- We call $i \in [n-1]$ a descent of $\pi \in S_n$ if $\pi_i > \pi_{i+1}$. Let $\text{des}(\pi)$ be the number of
descents of $\pi$, and $\text{ides}(\pi) := \text{des}(\pi^{-1})$ the number of descents of the inverse of $\pi$.
- We call $i \in \{2, 3, \ldots, n-1\}$ a peak of $\pi \in S_n$ if $\pi_{i-1} < \pi_i > \pi_{i+1}$. Let $\text{pk}(\pi)$ be the
number of peaks of $\pi$, and $\text{ipk}(\pi) := \text{pk}(\pi^{-1})$.
- We call $i \in [n-1]$ a left peak of $\pi \in S_n$ if $i$ is a peak of $\pi$; or if $i = 1$ and $i$ is a descent
of $\pi$. Let $\text{lpk}(\pi)$ be the number of left peaks of $\pi$ (equivalently, the number of peaks
of the sequence $0\pi$ obtained by prepending 0 to $\pi$), and $\text{ilpk}(\pi) := \text{ilpk}(\pi^{-1})$.

As an example, if we have $\pi = 4351627$, then $\text{des}(\pi) = 3$, $\text{pk}(\pi) = 2$, and $\text{lpk}(\pi) = 3$.
Furthermore, the inverse of $\pi$ is $\pi^{-1} = 4621357$, so $\text{ides}(\pi) = 2$ and $\text{ipk}(\pi) = \text{ilpk}(\pi) = 1$.

Let $m \geq 3$ and $k \geq 1$. We say that a permutation $\pi \in S_{(m-1)k+1}$ is a $2134 \cdots m$-cluster
if $\text{std}(\pi_1, \pi_{i+1}, \pi_{i+m-1}) = 2134 \cdots m$ for all $i \in \{ (m-1)j + 1 : 0 \leq j \leq k-1 \}$. (We will define
clusters in full generality in Section 4.1.) Informally, we can think of a $2134 \cdots m$-cluster as
a permutation consisting of occurrences of $2134 \cdots m$, each overlapping with the next one.
Clearly, the distributions of ides, ipk, and ilpk over $2134 \cdots m$-clusters are the same as the
distributions of des, pk, and lpk over inverses of $2134 \cdots m$-clusters, and it will be easier for
us to work with the latter. So, let us define

$$P_{r,k} := \{ \pi \in S_{rk+1} : \pi^{-1} \text{ is a } 2134 \cdots (r+1)\text{-cluster} \};$$

the reason for the change from $m$ to $r+1$ will be apparent soon. Continuing the example
from the previous paragraph, we have that $\pi = 4351627$ is a 213-cluster, so $\pi^{-1} = 4621357$
is a permutation in $P_{2,3}$.

Although the study of $2134 \cdots m$-clusters was the original goal of this project, our
work led us to discover connections between these objects and $r$-Stirling permutations.
An $r$-Stirling permutation[1] of order $k$ is a permutation $\rho = \rho_1 \rho_2 \cdots \rho_k$ of the multiset
$\{1^r, 2^r, \ldots, k^r\}$ (where the superscript denotes multiplicity) such that if $\rho_i = \rho_j$ and $i < j$,
then $\rho_k \geq \rho_i$ for every $i < k < j$. For example, $\rho = 112223444331$ is a 3-Stirling permutation
of order 4, but $123244433211$ is not because there is a 2 between two instances of the larger
letter 3. Note that 1-Stirling permutations are ordinary permutations; 2-Stirling permutations
are simply called Stirling permutations and were first studied by Gessel and Stanley

[1] Sometimes $r$-Stirling permutations are called $r$-multipermutations, such as by Park [23 24].
in [13], who also proposed the notion of $r$-Stirling permutations for any $r$. There is now a sizable literature on $r$-Stirling permutations and their statistics; see the works listed in [14].

Let $\mathcal{Q}_{r,k}$ denote the set of $r$-Stirling permutations of order $k$. We define the following statistics on $\rho \in \mathcal{Q}_{r,k}$.

- We call $i \in [rk - 1]$ a plateau of $\rho$ if $\rho_i = \rho_{i+1}$. Define $\text{plat}(\rho)$ to be the number of plateaus of $\rho$.
- We call $i \in [rk - 1]$ a leading plateau of $\rho \in \mathcal{Q}_{r,k}$ if $i$ is a plateau of $\rho$ and $\rho_j \neq \rho_i$ for all $j < i$. Define $\text{lplat}(\rho)$ to be the number of leading plateaus of $\rho$.
- We call $i \in \{2, 3, \ldots, rk - 1\}$ an ascent-plateau of $\rho \in \mathcal{Q}_{r,k}$ if $\rho_{i-1} < \rho_i = \rho_{i+1}$. Define $\text{asclplat}(\rho)$ to be the number of ascent-plateaus of $\rho$.
- We call $i \in [rk - 1]$ a left ascent-plateau of $\rho \in \mathcal{Q}_{r,k}$ if $i$ is an ascent-plateau of $\pi$, or if $i = 1$ and $i$ is a plateau of $\pi$. Define $\text{lascplat}(\rho)$ to be the number of left ascent-plateaus of $\rho$.

We note that every ascent-plateau is a leading plateau; indeed, if $i$ is an ascent-plateau of $\rho$ and we had $\rho_j = \rho_i$ for some $j < i - 1$, then $\rho_{i-1}$ would be between two instances of the larger letter $\rho_i$ and hence $\rho$ would not be an $r$-Stirling permutation.

It is not hard to show that $|\mathcal{P}_{r,k}| = |\mathcal{Q}_{r,k}| = \prod_{j=1}^{k-1}(rj + 1)$ for all $r \geq 2$ and $k \geq 1$: the formula for $|\mathcal{Q}_{r,k}|$ is shown by counting the places to insert 1', then 2', and so on; and the formula for $|\mathcal{P}_{r,k}|$ is shown in a similar way using the characterization in Proposition 2.1 given later. Thus, it is worth asking whether any interesting statistics are **equidistributed** over these sets, i.e., one statistic has the same distribution over $\mathcal{P}_{r,k}$ as the other does over $\mathcal{Q}_{r,k}$. To that end, define

\[
\begin{align*}
p_{r,k}(i, j) & := |\{ \pi \in \mathcal{P}_{r,k} : \text{des}(\pi) = i, \text{pk}(\pi) = j \}|, \\
\bar{p}_{r,k}(i, j) & := |\{ \pi \in \mathcal{P}_{r,k} : \text{des}(\pi) = i, \text{lpk}(\pi) = j \}|, \\
q_{r,k}(i, j) & := |\{ \pi \in \mathcal{Q}_{r,k} : \text{lplat}(\pi) = i, \text{ascpl}(\pi) = j \}|, \\
\bar{q}_{r,k}(i, j) & := |\{ \pi \in \mathcal{Q}_{r,k} : \text{lplat}(\pi) = i, \text{lascpl}(\pi) = j \}|
\end{align*}
\]

The following is our main result connecting inverse $2134 \cdots m$-clusters and $r$-Stirling permutations.

**Theorem 1.1** (Equidistributions between $\mathcal{P}_{r,k}$ and $\mathcal{Q}_{r,k}$). For all $r \geq 2$, $k \geq 1$, and $i, j \geq 0$, we have

\[
p_{r,k}(i, j) = q_{r,k}(i, j) \quad \text{and} \quad \bar{p}_{r,k}(i, j) = \bar{q}_{r,k}(i, j).
\]

In other words, the pair $(\text{des}, \text{pk})$ over $\mathcal{P}_{r,k}$ is jointly equidistributed with $(\text{lplat}, \text{asccl})$ over $\mathcal{Q}_{r,k}$, and the pair $(\text{des}, \text{lpk})$ over $\mathcal{P}_{r,k}$ is jointly equidistributed with $(\text{lplat}, \text{lasccl})$ over $\mathcal{Q}_{r,k}$.

In light of this theorem, for $r \geq 2$ and $k \geq 1$ we define the polynomials

\[
C_{r,k}(t, y) := \sum_{\pi \in \mathcal{P}_{r,k}} t^{\text{des}(\pi)}y^{\text{pk}(\pi)} = \sum_{\pi \in \mathcal{Q}_{r,k}} t^{\text{lplat}(\pi)}y^{\text{ascpl}(\pi)},
\]  

(1)

\footnote{Leading plateaus are also called \textit{I-plateaus} by Janson, Kuba, and Panholzer [17].}
\[ \bar{C}_{r,k}(t, y) := \sum_{\pi \in P_{r,k}} t^{\text{des}(\pi)} y^{\text{plpk}(\pi)} = \sum_{\pi \in Q_{r,k}} t^{\text{iplpk}(\pi)} y^{\text{lascplat}(\pi)}, \]

(2)

and their specializations

\[ C_{r,k}^{\text{des}}(t) := C_{r,k}(t, 1) = \sum_{\pi \in P_{r,k}} t^{\text{des}(\pi)} = \sum_{\rho \in Q_{r,k}} t^{\text{iplpk}(\rho)}, \]

(3)

\[ C_{r,k}^{\text{pk}}(t) := C_{r,k}(1, t) = \sum_{\pi \in P_{r,k}} t^{\text{pk}(\pi)} = \sum_{\rho \in Q_{r,k}} t^{\text{lascplat}(\rho)}, \]

(4)

\[ C_{r,k}^{\text{lpk}}(t) := \bar{C}_{r,k}(1, t) = \sum_{\pi \in P_{r,k}} t^{\text{lpk}(\pi)} = \sum_{\rho \in Q_{r,k}} t^{\text{lascplat}(\rho)}. \]

(5)

1.2. Outline

The organization of this paper is as follows. In Section 2, we prove a collection of enumerative results for statistics on \( P_{r,k} \) and \( Q_{r,k} \). We begin by giving a simple, alternative characterization of permutations in \( P_{r,k} \). Then we show that the numbers \( p_{r,k}(i, j) \) and \( q_{r,k}(i, j) \) satisfy the same recurrence relation and initial conditions, and similarly with \( \bar{p}_{r,k}(i, j) \) and \( \bar{q}_{r,k}(i, j) \), thus establishing the equidistributions in Theorem 1.1. We then prove recurrences for the polynomials \( C_{r,k}(t, y) \) and \( \bar{C}_{r,k}(t, y) \), and derive differential equations satisfied by the exponential generating functions for these polynomials. Notably, the proof of one of these differential equations requires a decomposition of \( r \)-Stirling permutations which does not translate easily to inverse \( 2134 \cdots m \)-clusters, so our equidistributions play a crucial role there.

In Section 3, we show that the polynomials \( C_{r,k}^{\text{des}}(t) \), \( C_{r,k}^{\text{pk}}(t) \) and \( C_{r,k}^{\text{lpk}}(t) \) have only real roots, which in turn implies that their coefficients are unimodal and log-concave. We also study some probabilistic aspects of these distributions by giving explicit formulas for the average number of descents, peaks, and left peaks over \( P_{r,k} \), and showing that the corresponding distributions are asymptotically normal—that is, they each converge to a normal distribution as \( k \to \infty \).

In Section 4, we apply the cluster method to obtain generating functions for the polynomials

\[ A_{\sigma,n}^{\text{ides}}(s, t) := \sum_{\pi \in S_n} s^{\text{occ}_\sigma(\pi)} t^{\text{ides}(\pi)+1}, \]

\[ P_{\sigma,n}^{\text{pk}}(s, t) := \sum_{\pi \in S_n} s^{\text{occ}_\sigma(\pi)} t^{\text{iplpk}(\pi)+1}, \text{ and} \]

\[ P_{\sigma,n}^{\text{lpk}}(s, t) := \sum_{\pi \in S_n} s^{\text{occ}_\sigma(\pi)} t^{\text{lascpk}(\pi)} \]

where \( n \geq 1 \) (these are defined to equal 1 when \( n = 0 \)), in the special case that \( \sigma = 2134 \cdots m \). We also use symmetry arguments to obtain analogous results for \( \sigma = 12 \cdots (m-2)m(m-1) \). We conclude in Section 5 with a brief discussion of future directions of research, including a list of conjectures.
2. Refined enumeration of inverse $2134\cdots m$-clusters and $r$-Stirling permutations

This section focuses on counting permutations in $\mathcal{P}_{r,k}$ and $\mathcal{Q}_{r,k}$ by the statistics defined in the introduction. After describing a convenient characterization of the elements of $\mathcal{P}_{r,k}$, our first goal is to prove the equidistributions in Theorem 1.1. Then we will give recurrence formulas for the polynomials $C_{r,k}(t,y)$ and $\bar{C}_{r,k}(t,y)$, along with differential equations for their exponential generating functions.

2.1. A characterization of inverse $2134\cdots m$-clusters

In the following proposition, we will see that an inverse $2134\cdots(r+1)$-cluster is characterized by having an increasing sequence of the values that are not congruent to 2 modulo $r$, along with a relatively free placement of the values that are congruent to 2 modulo $r$. We will later use this characterization to derive our recursive formulas for the numbers $p_{r,k}(i,j)$ and $\tilde{p}_{r,k}(i,j)$. For this proposition only, we will write $\pi(j)$ in place of $\pi_j$ to denote the $j$th entry of $\pi$, so as to streamline the notation when we also use $\pi^{-1}(a)$ to denote the $a$th entry of $\pi^{-1}$.

Proposition 2.1. Let $\pi \in \mathfrak{S}_{rk+1}$ for some $r \geq 2$ and $k \geq 1$. Then $\pi \in \mathcal{P}_{r,k}$ if and only if both of the following two conditions are met:

(i) The letters that are not congruent to 2 modulo $r$ form an increasing subsequence in $\pi$; that is, if $j < j'$, $\pi(j) \not\equiv 2 \pmod{r}$, and $\pi(j') \not\equiv 2 \pmod{r}$, then $\pi(j) < \pi(j')$.

(ii) Each letter $ri+2$ that is congruent to 2 modulo $r$ comes before the letter $ri+1$ in $\pi$; that is, $\pi^{-1}(ri+2) < \pi^{-1}(ri+1)$.

Proof. First, observe that conditions (i) and (ii) are equivalent to the following conditions on $\pi^{-1}$:

(A) If $a \in [rk]$ is congruent modulo $r$ to one of $3, 4, \ldots, r$, then $\pi^{-1}(a) < \pi^{-1}(a+1)$.

(B) If $a \in [rk]$ is congruent to 1 modulo $r$, then $\pi^{-1}(a) < \pi^{-1}(a+2)$ and $\pi^{-1}(a) > \pi^{-1}(a+1)$.

So, it suffices to show that $\pi \in \mathcal{P}_{r,k}$ if and only if conditions (A) and (B) are satisfied.

Suppose that $\pi \in \mathcal{P}_{r,k}$, so that $\pi^{-1}$ is a $2134\cdots(r+1)$-cluster. Assume that $a \in [n-1]$ is congruent modulo $r$ to one of $3, 4, \ldots, r$. Then the letters in positions $a$ and $a+1$ of $\pi^{-1}$ are both in the $34\cdots(r+1)$ segment of the same occurrence of $2134\cdots(r+1)$, which implies $\pi^{-1}(a) < \pi^{-1}(a+1)$. This proves condition (A).

Now, assume $a \in [n-1]$ is congruent to 1 modulo $r$. Then the letters in positions $a$, $a+1$, and $a+2$ in $\pi^{-1}$ correspond precisely to the $213$ segment of the same occurrence of $2134\cdots(r+1)$, so $\pi^{-1}(a) < \pi^{-1}(a+2)$ and $\pi^{-1}(a) > \pi^{-1}(a+1)$. This proves condition (B), and completes the proof of one direction of this proposition.

Conversely, let $\pi \in \mathfrak{S}_{rk+1}$ be a permutation for which conditions (A) and (B) are satisfied. The order relations in (A) and (B) imply that, for each $i \in [k]$, $\pi^{-1}$ has an occurrence of $2134\cdots(r+1)$ in positions $r(i-1)+1, r(i-1)+2, \ldots, ri+1$. It follows that $\pi^{-1}$ is a $2134\cdots(r+1)$-cluster, so we conclude that $\pi \in \mathcal{P}_{r,k}$. \qed
2.2. Equidistributions

Recall the classical recurrence relation on the Eulerian numbers $A(n, i)$:

$$A(n + 1, i) = i A(n, i) + (n - i + 2) A(n, i - 1)$$

(see, e.g., [29, Section 1.4]). Since $A(n, i)$ is the number of permutations in $S_n$ with $i - 1$ descents, this recurrence can be proved combinatorially by examining where the letter $n + 1$ can be inserted into a permutation in $S_n$ and whether this insertion creates a new descent.

We will now establish similar recurrences for the numbers $p_{r,k}(i, j)$ and $q_{r,k}(i, j)$, using the same method as for the Eulerian numbers but keeping track of an additional parameter. In fact, the recurrence for $p_{r,k}(i, j)$ is exactly the same as for $q_{r,k}(i, j)$, from which it will follow by induction that $p_{r,k}(i, j) = q_{r,k}(i, j)$, thus proving that the joint distribution of $(\text{des}, \text{pk})$ over $\mathcal{P}_{r,k}$ is the same as that of $(\text{lplat}, \text{ascplat})$ over $\mathcal{Q}_{r,k}$. Intuitively, this means that the two statistics are affected in the same way when new highest values are inserted.

Note first that the result clearly holds for $k = 1$, since

$$\text{des}(2134 \cdots (r + 1)) = 1 = \text{lplat}(1^r) \quad \text{and} \quad \text{pk}(2134 \cdots (r + 1)) = 0 = \text{ascplat}(1^r).$$

Proposition 2.2. Let $r \geq 2$ and $k \geq 1$. Then

$$p_{r,k+1}(i, j) = j p_{r,k}(i, j) + (i-j+1) p_{r,k}(i, j-1) + (j+1) p_{r,k}(i-1, j) + (r-k-i-j+2) p_{r,k}(i-1, j-1).$$

Proof. Every $\pi \in \mathcal{P}_{r,k+1}$ can be obtained uniquely by taking a permutation $\sigma \in \mathcal{P}_{r,k}$ and inserting the letter $r(k + 1)$ in one of $r(k + 1)$ places (any position except the very end), and appending the letters $r k + 3, r k + 4, \ldots, r(k + 1) + 1$ in this order. Appending $r k + 3, r k + 4, \ldots, r(k + 1) + 1$ does not change the number of descents or peaks, so the location where the letter $r(k + 1)$ is inserted determines how the statistic values $\text{des}(\pi)$ and $\text{pk}(\pi)$ compare to $\text{des}(\sigma)$ and $\text{pk}(\sigma)$.

Suppose that $r(k + 1)$ is inserted between $\sigma_{t}$ and $\sigma_{t+1}$ (where we set $\ell = 0$ if $r(k + 1)$ is inserted at the beginning of $\sigma$), and consider the following four options:

- if $\ell$ is a peak (and thus also a descent) of $\sigma$, then $\text{des}(\pi) = \text{des}(\sigma)$ and $\text{pk}(\pi) = \text{pk}(\sigma)$;
- if $\ell$ is a descent but not a peak of $\sigma$, then $\text{des}(\pi) = \text{des}(\sigma)$ and $\text{pk}(\pi) = \text{pk}(\sigma) + 1$;
- if $\ell + 1$ is a peak of $\sigma$ or $\ell = 0$, then $\text{des}(\pi) = \text{des}(\sigma) + 1$ and $\text{pk}(\pi) = \text{pk}(\sigma)$;
- in all other cases—i.e., $\ell$ is an ascent of $\sigma$ not followed by a descent—we have $\text{des}(\pi) = \text{des}(\sigma) + 1$ and $\text{pk}(\pi) = \text{pk}(\sigma) + 1$.

Note that the number of positions in the last bullet is $r k - \text{des}(\sigma) - \text{pk}(\sigma)$. Thus, a permutation $\pi \in \mathcal{P}_{r,k+1}$ with $\text{des}(\pi) = i$ and $\text{pk}(\pi) = j$ can be obtained by inserting $r(k + 1)$ in one of the four following ways, prior to appending $r k + 3, r k + 4, \ldots, r(k + 1) + 1$:

- by inserting $r(k + 1)$ at one of the $j$ peaks of a permutation $\sigma \in \mathcal{P}_{r,k}$ with $\text{des}(\sigma) = i$ and $\text{pk}(\sigma) = j$;
- by inserting $r(k + 1)$ at one of the $i - (j - 1)$ descents that are not peaks of a permutation $\sigma \in \mathcal{P}_{r,k}$ with $\text{des}(\sigma) = i$ and $\text{pk}(\sigma) = j - 1$;
• by inserting $rk + 2$ at the beginning or immediately to the left of one of the $j$ peaks of a permutation $\sigma \in P_{r,k}$ with $\text{des}(\sigma) = i - 1$ and $\text{pk}(\sigma) = j$;

• by inserting $rk + 2$ in any of the $rk - (i - 1) - (j - 1)$ ascents not followed by a descent of a permutation $\sigma \in P_{r,k}$ with $\text{des}(\sigma) = i - 1$ and $\text{pk}(\sigma) = j - 1$.

This gives the stated recurrence. \hfill \Box

**Proposition 2.3.** Let $r \geq 2$ and $k \geq 1$. Then

$$q_{r,k+1}(i, j) = jq_{r,k}(i, j) + (i - j + 1)q_{r,k}(i, j - 1) + (j + 1)q_{r,k}(i - 1, j) + (rk - i - j + 2)q_{r,k}(i - 1, j - 1).$$

*Proof.* Every $r$-Stirling permutation $\rho \in Q_{r,k+1}$ can be obtained uniquely by taking a permutation $\tau \in Q_{r,k}$ and inserting $r$ consecutive copies of the letter $k+1$ in one of $rk + 1$ places. The location where the $k+1$ block is inserted determines how the statistic values $\text{lplat}(\rho)$ and $\text{ascplat}(\rho)$ compare to $\text{lplat}(\tau)$ and $\text{ascplat}(\tau)$.

Suppose that the $k+1$ block is inserted between $\rho_\ell$ and $\rho_{\ell+1}$ (where we set $\ell = 0$ if the block is inserted at the beginning of $\rho$, and $\ell = rk$ if it is inserted at the end), and consider the following four options:

• if $\ell$ is an ascent-plateau (and thus also a leading plateau) of $\tau$, then $\text{lplat}(\rho) = \text{lplat}(\tau)$ and $\text{ascplat}(\rho) = \text{ascplat}(\tau)$;

• if $\ell$ is a leading plateau but not an ascent-plateau of $\tau$, then $\text{lplat}(\rho) = \text{lplat}(\tau)$ and $\text{ascplat}(\rho) = \text{ascplat}(\tau) + 1$;

• if $\ell + 1$ is an ascent-plateau of $\tau$ or $\ell = 0$, then $\text{lplat}(\rho) = \text{lplat}(\tau) + 1$ and $\text{ascplat}(\rho) = \text{ascplat}(\tau)$;

• in all other cases—i.e., $\ell$ is a descent, $\ell$ is a plateau that is not a leading plateau, $\ell$ is an ascent not followed by a plateau, or $\ell = rk$—we have $\text{lplat}(\rho) = \text{lplat}(\tau) + 1$ and $\text{ascplat}(\rho) = \text{ascplat}(\tau) + 1$.

Note that the number of positions in the last bullet is $rk - \text{lplat}(\tau) - \text{ascplat}(\tau)$. Thus, a permutation $\rho \in Q_{r,k+1}$ with $\text{lplat}(\rho) = i$ and $\text{ascplat}(\rho) = j$ can be obtained in one of the following ways:

• by inserting $r$ consecutive copies of $k+1$ at one of the $j$ ascent-plateaus of a permutation $\tau \in Q_{r,k}$ with $\text{lplat}(\tau) = i$ and $\text{ascplat}(\tau) = j$;

• by inserting $r$ consecutive copies of $k+1$ at one of the $i - (j - 1)$ leading plateaus that are not ascent-plateaus of a permutation $\tau \in Q_{r,k}$ with $\text{lplat}(\tau) = i$ and $\text{ascplat}(\tau) = j - 1$;

• by inserting $r$ consecutive copies of $k+1$ at the beginning or immediately to the left of one of the $j$ ascent-plateaus of a permutation $\tau \in Q_{r,k}$ with $\text{lplat}(\tau) = i - 1$ and $\text{ascplat}(\tau) = j$;

• by inserting $r$ consecutive copies of $k+1$ in any of the $rk - (i - 1) - (j - 1)$ positions that are neither leading plateaus, immediately to the left of an ascent-plateau, or at the very beginning of a permutation $\tau \in Q_{r,k}$ with $\text{lplat}(\tau) = i - 1$ and $\text{ascplat}(\tau) = j - 1$. 
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This gives the stated recurrence.

We now complete the proof of Theorem 1.1 by showing that the joint distribution of (des, lpk) over $\mathcal{P}_{r,k}$ is the same as that of (lplat, lascplat) over $\mathcal{Q}_{r,k}$. For $k = 1$, we have

$$\text{des}(2134 \cdot \cdots (r + 1)) = 1 = \text{lplat}(1^r) \quad \text{and} \quad \text{lpk}(2134 \cdot \cdots (r + 1)) = 1 = \text{lascplat}(1^r).$$

Furthermore, we have the following recurrences for the numbers $\tilde{p}(i,j)$ and $\tilde{q}(i,j)$.

**Proposition 2.4.** Let $r \geq 2$ and $k \geq 1$. Then

$$\tilde{p}_{r,k+1}(i,j) = j\tilde{p}_{r,k}(i,j) + (i - j + 1)\tilde{p}_{r,k}(i, j - 1) + j\tilde{p}_{r,k}(i - 1, j) + (rk - i - j + 3)\tilde{p}_{r,k}(i - 1, j - 1).$$

**Proposition 2.5.** Let $r \geq 2$ and $k \geq 1$. Then

$$\tilde{q}_{r,k+1}(i,j) = j\tilde{q}_{r,k}(i,j) + (i - j + 1)\tilde{q}_{r,k}(i, j - 1) + j\tilde{q}_{r,k}(i - 1, j) + (rk - i - j + 3)\tilde{q}_{r,k}(i - 1, j - 1).$$

We omit the proofs for these recurrences as they are nearly identical to the proofs of Propositions 2.2 and 2.3 Since $\tilde{p}(i,j)$ and $\tilde{q}(i,j)$ satisfy the same recurrence, the proof of Theorem 1.1 is complete.

### 2.3. Polynomial recurrences

Recall from Equations (11) and (22) that the polynomial $C_{r,k}(t,y)$ encodes the joint distribution of des and pk over $\mathcal{P}_{r,k}$—equivalently, that of lplat and ascplat over $\mathcal{Q}_{r,k}$—and $\tilde{C}_{r,k}(t,y)$ encodes the joint distribution of des and lpk over $\mathcal{P}_{r,k}$—equivalently, that of lplat and lascplat over $\mathcal{Q}_{r,k}$. For all $r \geq 2$, we have $C_{r,1}(t,y) = t$ and $\tilde{C}_{r,1}(t,y) = ty$. Since

$$C_{r,k}(t,y) = \sum_{i,j \geq 0} p_{r,k}(i,j)t^iy^j \quad \text{and} \quad \tilde{C}_{r,k}(t,y) = \sum_{i,j \geq 0} \tilde{p}_{r,k}(i,j)t^iy^j,$$

we may use our recurrences for the numbers $p_{r,k}(i,j)$ and $\tilde{p}_{r,k}(i,j)$ to derive recurrences for the polynomials $C_{r,k}(t,y)$ and $\tilde{C}_{r,k}(t,y)$, which can then be used to compute these polynomials for larger values of $k$. We begin by proving a recurrence for $C_{r,k}(t,y)$.

**Theorem 2.6.** Let $r \geq 2$ and $k \geq 1$. We have

$$C_{r,k+1}(t,y) = (1 + rky) t C_{r,k}(t,y) + (1 - t)y \frac{\partial}{\partial t} C_{r,k}(t,y) + (1 + t)(1 - y) y \frac{\partial}{\partial y} C_{r,k}(t,y).$$

**Proof.** Multiplying both sides of the recurrence from Proposition 2.2 by $t^iy^j$ and summing over all $i,j \geq 1$ yields

$$\sum_{i,j \geq 1} p_{r,k+1}(i,j)t^iy^j = \sum_{i,j \geq 1} jp_{r,k}(i,j)t^iy^j + \sum_{i,j \geq 1} (i - j + 1)p_{r,k}(i,j - 1)t^iy^j$$

$$+ \sum_{i,j \geq 1} (j + 1)p_{r,k}(i - 1,j)t^iy^j + \sum_{i,j \geq 1} (rk - i - j + 2)p_{r,k}(i - 1,j - 1)t^iy^j$$

$$= \sum_{i,j \geq 1} jp_{r,k}(i,j)t^iy^j + \sum_{i \geq 1, j \geq 0} (i - j)p_{r,k}(i,j)t^iy^{j+1}.$$
\[
+ \sum_{i,j \geq 0} (j + 1)p_{r,k}(i,j)t^{i+1}y^j + \sum_{i,j \geq 0} (rk - i - j)p_{r,k}(i,j)t^{i+1}y^{j+1}.
\]

Let us take the summands in (6) and rewrite them in terms of \(C_{r,k}(t, y)\) and its derivatives.

We begin with the left-hand side of (6). Observe that

\[
C_{r,k+1}(t, y) - \sum_{j \geq 0} p_{r,k+1}(0,j)y^j - \sum_{i \geq 1} p_{r,k+1}(i, 0)t^i = \sum_{i,j \geq 1} p_{r,k+1}(i, j)t^i y^j.
\]

We have \(p_{r,k+1}(0,j) = 0\) for all \(j \geq 0\) because every permutation in \(P_{r,k}\) has at least one descent. Furthermore, there is only one permutation in \(P_{r,k}\) with no peaks—namely, the permutation beginning with the \(k\) letters congruent to 2 modulo \(r\) in a decreasing run followed by all remaining letters in an increasing run—which has exactly \(k\) descents, so \(p_{r,k}(i, 0) = \delta_{i,k}\) (the Kronecker delta). Thus, we find

\[
C_{r,k+1}(t, y) - t^{k+1} = \sum_{i,j \geq 1} p_{r,k+1}(i, j)t^i y^j
\]

for the left-hand side of (6).

We proceed to the right-hand side. We have

\[
y \frac{\partial}{\partial y} C_{r,k}(t, y) = \sum_{i,j \geq 0} j p_{r,k}(i,j)t^i y^j,
\]

which implies

\[
y \frac{\partial}{\partial y} C_{r,k}(t, y) - \sum_{j \geq 0} j p_{r,k}(0,j)y^j = \sum_{i,j \geq 1} j p_{r,k}(i,j)t^i y^j.
\]

Because \(p_{r,k}(0,j) = 0\), we obtain

\[
\sum_{i,j \geq 1} j p_{r,k}(i,j)t^i y^j = y \frac{\partial}{\partial y} C_{r,k}(t, y)
\]

for the first summand on the right-hand side of (6).

Next, we have

\[
t \frac{\partial}{\partial t} C_{r,k}(t, y) = \sum_{i,j \geq 0} i p_{r,k}(i,j)t^i y^j,
\]

so

\[
ty \frac{\partial}{\partial t} C_{r,k}(t, y) - y^2 \frac{\partial}{\partial y} C_{r,k}(t, y) = \sum_{i,j \geq 0} (i - j)p_{r,k}(i,j)t^i y^{j+1},
\]

and thus

\[
ty \frac{\partial}{\partial t} C_{r,k}(t, y) - y^2 \frac{\partial}{\partial y} C_{r,k}(t, y) + \sum_{j \geq 0} j p_{r,k}(0,j)y^{j+1} = \sum_{i,j \geq 1} (i - j)p_{r,k}(i,j)t^i y^{j+1}.
\]
Because \( p_{r,k}(0,j) = 0 \), we are left with
\[
\sum_{i \geq 1, j \geq 0} (i - j)p_{r,k}(i, j)t^i y^{i+1} = ty \frac{\partial}{\partial t} C_{r,k}(t, y) - y^2 \frac{\partial}{\partial y} C_{r,k}(t, y)
\]
for the second summand on the right-hand side of (6).

Now, observe that
\[
ty \frac{\partial}{\partial y} C_{r,k}(t, y) + tC_{r,k}(t, y) = \sum_{i,j \geq 0} (j + 1)p_{r,k}(i, j)t^{i+1}y^j,
\]
which gives us
\[
ty \frac{\partial}{\partial y} C_{r,k}(t, y) + tC_{r,k}(t, y) - \sum_{i \geq 0} p_{r,k}(i, 0)t^{i+1} = \sum_{i \geq 0} (j + 1)p_{r,k}(i, j)t^{i+1}y^j.
\]
Again using the fact that \( p_{r,k}(i, 0) = \delta_{i,k} \), we obtain
\[
ty \frac{\partial}{\partial y} C_{r,k}(t, y) + tC_{r,k}(t, y) - t^{k+1} = \sum_{i \geq 0} (j + 1)p_{r,k}(i, j)t^{i+1}y^j
\]
for the third summand on the right-hand side of (6).

Finally, the last summand on the right-hand side is equal to
\[
rk tyC_{r,k}(t, y) - t^2 y \frac{\partial}{\partial t} C_{r,k}(t, y) - ty^2 \frac{\partial}{\partial y} C_{r,k}(t, y) = \sum_{i,j \geq 0} (rk - i - j)p_{r,k}(i, j)t^{i+1}y^{j+1}.
\]
Putting everything together, we obtain
\[
C_{r,k+1}(t, y) - t^{k+1} = y \frac{\partial}{\partial y} C_{r,k}(t, y) + ty \frac{\partial}{\partial t} C_{r,k}(t, y) - y^2 \frac{\partial}{\partial y} C_{r,k}(t, y)
+ ty \frac{\partial}{\partial y} C_{r,k}(t, y) + tC_{r,k}(t, y) - t^{k+1}
+ rk tyC_{r,k}(t, y) - t^2 y \frac{\partial}{\partial t} C_{r,k}(t, y) - ty^2 \frac{\partial}{\partial y} C_{r,k}(t, y)
\]
which simplifies to the desired formula.

Below is an analogous recurrence for the polynomials \( \tilde{C}_{r,k}(t, y) \). We omit the proof, as it proceeds in the same way as the proof of Theorem 2.6 but uses Proposition 2.4 in place of Proposition 2.2.

**Theorem 2.7.** Let \( r \geq 2 \) and \( k \geq 1 \). We have
\[
\tilde{C}_{r,k+1}(t, y) = (1 + rk)ty\tilde{C}_{r,k}(t, y) + (1 - t)ty \frac{\partial}{\partial t} \tilde{C}_{r,k}(t, y) + (1 + t)(1 - y)y \frac{\partial}{\partial y} \tilde{C}_{r,k}(t, y).
\]
By specializing appropriately, we obtain from Theorems 2.6 and 2.7 recurrences for the univariate polynomials defined in Equations (3)–(5).

**Corollary 2.8.** Let \( r \geq 2 \) and \( k \geq 1 \). We have

\[
\begin{align*}
(a) \quad & C_{r,k+1}^{\text{des}}(t) = (1 + rk)tC_{r,k}^{\text{des}}(t) + t(1 - t)\frac{d}{dt} C_{r,k}^{\text{des}}(t), \\
(b) \quad & C_{r,k+1}^{\text{pk}}(t) = (1 + rkt)tC_{r,k}^{\text{pk}}(t) + 2t(1 - t)\frac{d}{dt} C_{r,k}^{\text{pk}}(t), \quad \text{and} \\
(c) \quad & C_{r,k+1}^{\text{lpk}}(t) = (1 + rk)tC_{r,k}^{\text{lpk}}(t) + 2t(1 - t)\frac{d}{dt} C_{r,k}^{\text{lpk}}(t).
\end{align*}
\]

The first few polynomials \( C_{r,k}^{\text{des}}(t) \) for \( r = 2 \) and \( r = 3 \) are displayed in Tables 1 and 2, respectively. We note that \( C_{r,k}^{\text{des}}(t) \) not only encodes the distribution of des over \( P_{r,k} \) and that of lplat over \( Q_{r,k} \), but also the distribution over \( Q_{r,k} \) of the statistic des defined as follows.

We say that \( i \in \lfloor rk \rfloor \) is a descent of an \( r \)-Stirling permutation \( \rho \in Q_{r,k} \) if \( \rho_i > \rho_{i+1} \) or if \( i = rk \) and, as with ordinary permutations, we let des(\( \rho \)) denote the number of descents of \( \rho \). It was shown by Janson, Kuba, and Panholzer [17, Theorems 2 and 8] that the statistics des and lplat are equidistributed over \( Q_{r,k} \), and so

\[
C_{r,k}^{\text{des}}(t) = \sum_{\rho \in Q_{r,k}} t^{\text{des}(\rho)}.
\]

| \( k \) | \( C_{2,k}^{\text{des}}(t) \) |
|---|---|
| 1 | \( t \) |
| 2 | \( t + 2t^2 \) |
| 3 | \( t + 8t^2 + 6t^3 \) |
| 4 | \( t + 22t^2 + 58t^3 + 24t^4 \) |
| 5 | \( t + 52t^2 + 328t^3 + 444t^4 + 120t^5 \) |
| 6 | \( t + 114t^2 + 1452t^3 + 4400t^4 + 3708t^5 + 720t^6 \) |
| 7 | \( t + 240t^2 + 5610t^3 + 32120t^4 + 58140t^5 + 33984t^6 + 5040t^7 \) |

Table 1: Distribution of des over \( P_{2,k} \) (equivalently, of lplat over \( Q_{2,k} \))

| \( k \) | \( C_{3,k}^{\text{des}}(t) \) |
|---|---|
| 1 | \( t \) |
| 2 | \( t + 3t^2 \) |
| 3 | \( t + 12t^2 + 15t^3 \) |
| 4 | \( t + 33t^2 + 141t^3 + 105t^4 \) |
| 5 | \( t + 78t^2 + 786t^3 + 1830t^4 + 945t^5 \) |
| 6 | \( t + 171t^2 + 3450t^3 + 17538t^4 + 26685t^5 + 10395t^6 \) |
| 7 | \( t + 360t^2 + 13257t^3 + 125352t^4 + 396495t^5 + 435960t^6 + 135135t^7 \) |

Table 2: Distribution of des over \( P_{3,k} \) (equivalently, of lplat over \( Q_{3,k} \))
In the case of Stirling permutations \(r = 2\), the equidistribution result of Janson–Kuba–Panholzer reduces to Bóna’s earlier result \([2, Proposition 1]\) that des and plat are equidistributed over \(Q_{2,k}\), as plateaus and leading plateaus coincide in this setting. Gessel and Stanley studied the distribution of des over \(Q_{2,k}\) in their seminal paper on Stirling permutations \([13]\); in particular, they proved that

\[
\frac{C_{\text{des}}^k(t)}{(1 - t)^{2k+1}} = \sum_{m=0}^{\infty} S(k + m, m) t^m
\]

where the \(S(n, m)\) are Stirling numbers of the second kind, hence the name “Stirling permutations”.

We display the first few polynomials \(C_{r,k}^{\text{pk}}(t)\) and \(C_{r,k}^{\text{ipk}}(t)\) for \(r = 2\) and \(r = 3\) in Tables 3–6. In terms of \(r\)-Stirling permutations, these polynomials encode the distributions of ascplat and lascplat over \(Q_{r,k}\).

### Table 3: Distribution of \(p_k\) over \(P_{2,k}\) (equivalently, of ascplat over \(Q_{2,k}\))

| \(k\) | \(C_{2,k}^{\text{pk}}(t)\) |
|------|----------------|
| 1    | 1              |
| 2    | 1 + 2t         |
| 3    | 1 + 10t + 4t^2 |
| 4    | 1 + 36t + 60t^2 + 8t^3 |
| 5    | 1 + 116t + 516t^2 + 296t^3 + 16t^4 |
| 6    | 1 + 358t + 3508t^2 + 5168t^3 + 1328t^4 + 32t^5 |
| 7    | 1 + 1086t + 21120t^2 + 64240t^3 + 42960t^4 + 5664t^5 + 64t^6 |

### Table 4: Distribution of \(p_k\) over \(P_{3,k}\) (equivalently, of ascplat over \(Q_{3,k}\))

| \(k\) | \(C_{3,k}^{\text{pk}}(t)\) |
|------|----------------|
| 1    | 1              |
| 2    | 1 + 3t         |
| 3    | 1 + 15t + 12t^2 |
| 4    | 1 + 54t + 165t^2 + 60t^3 |
| 5    | 1 + 174t + 1365t^2 + 1740t^3 + 360t^4 |
| 6    | 1 + 537t + 9087t^2 + 27195t^3 + 18900t^4 + 2520t^5 |
| 7    | 1 + 1629t + 54027t^2 + 317583t^3 + 496440t^4 + 216720t^5 + 20160t^6 |
### Table 5: Distribution of \( lpk \) over \( \mathcal{P}_{2,k} \) (equivalently, of \( \text{lascplat} \) over \( \mathcal{Q}_{2,k} \))

| \( k \) | \( C_{2,k}^{lpk}(t) \) |
|---|---|
| 1 | \( t \) |
| 2 | \( 2t + t^2 \) |
| 3 | \( 4t + 10t^2 + t^3 \) |
| 4 | \( 8t + 60t^2 + 36t^3 + t^4 \) |
| 5 | \( 16t + 296t^2 + 516t^3 + 116t^4 + t^5 \) |
| 6 | \( 32t + 1328t^2 + 5168t^3 + 3508t^4 + 358t^5 + t^6 \) |
| 7 | \( 64t + 5664t^2 + 42960t^3 + 64240t^4 + 21120t^5 + 1086t^6 + t^7 \) |

### Table 6: Distribution of \( lpk \) over \( \mathcal{P}_{3,k} \) (equivalently, of \( \text{lascplat} \) over \( \mathcal{Q}_{3,k} \))

| \( k \) | \( C_{3,k}^{lpk}(t) \) |
|---|---|
| 1 | \( t \) |
| 2 | \( 2t + 2t^2 \) |
| 3 | \( 4t + 18t^2 + 6t^3 \) |
| 4 | \( 8t + 104t^2 + 144t^3 + 24t^4 \) |
| 5 | \( 16t + 504t^2 + 1800t^3 + 1200t^4 + 120t^5 \) |
| 6 | \( 32t + 2240t^2 + 16848t^3 + 27600t^4 + 10800t^5 + 720t^6 \) |
| 7 | \( 64t + 9504t^2 + 134688t^3 + 439824t^4 + 416000t^5 + 105840t^6 + 5040t^7 \) |

Ascent-plateaus and left ascent-plateaus in Stirling permutations (i.e., in the case \( r = 2 \)) have been studied previously in [6, 19, 20, 21]. Notably, Ma and Mansour [20] showed that \( C_{2,k}^{pk}(t) \) is precisely the \( 1/2 \)-Eulerian polynomial \( A_k^{(2)}(t) \)—a specialization of the \( 1/r \)-Eulerian polynomial introduced by Savage and Viswanathan [26]—and that \( C_{2,k}^{lpk}(t) \) is related to \( A_k^{(2)}(t) \) via the equation \( C_{2,k}^{lpk}(t) = t^k A_k^{(2)}(1/t) \). It follows that the coefficients of \( C_{2,k}^{lpk}(t) \) are precisely those of \( C_{2,k}^{pk}(t) \) but in reverse order, as can be observed in Tables 3 and 5. These results do not extend to larger values of \( r \).

Below is an explicit formula for the leading coefficients of the polynomials \( C_{r,k}^{pk}(t) \). In Section 5.2, we conjecture similar formulas for certain other coefficients of the polynomials \( C_{r,k}^{pk}(t) \) and \( C_{r,k}^{lpk}(t) \).

**Proposition 2.9.** For all \( r \geq 2 \) and \( k \geq 1 \), the number of permutations in \( \mathcal{P}_{r,k} \) with exactly \( k-1 \) peaks—equivalently, the number of permutations in \( \mathcal{Q}_{r,k} \) with exactly \( k-1 \) ascent-plateaus—is equal to \( \prod_{j=1}^{k-1}((r-2)j + 2) \).

---

3 More precisely, Ma and Mansour [20] introduced a statistic on \( \mathcal{Q}_{r,k} \) called the number of longest ascent-plateaus, and they showed that the \( 1/r \)-Eulerian polynomials count permutations in \( \mathcal{Q}_{r,k} \) by longest ascent-plateaus. Longest ascent-plateaus are precisely ascent-plateaus when \( r = 2 \), but deviate for larger \( r \).
Proof. We proceed by induction on $k$. The base case amounts to showing that there is exactly one permutation in $P_{r,1}$ with 0 peaks, which is easily verified as $2134 \cdots (r + 1)$ is the only permutation in $P_{r,1}$. Now, suppose that the result holds for some fixed $k \geq 1$. Let $\sigma$ be a permutation in $P_{r,k}$ with $k - 1$ peaks; it suffices to show that there are $(r - 2)k + 2$ ways to insert the letters $rk + 2, rk + 3, \ldots, r(k + 1) + 1$ to create a permutation in $P_{r,k+1}$ with exactly one additional peak. Recall that we must append the letters $rk + 3, \ldots, r(k + 1) + 1$ to the end of $\sigma$, and doing so does not change the number of peaks. There are $rk + 1$ positions that we may insert $rk + 2$ to obtain a permutation in $P_{r,k+1}$; however, to increase the number of peaks by one, we cannot insert it next to any of the $k - 1$ existing peaks, nor can we insert it at the very beginning. This gives us $rk + 1 - 2(k - 1) - 1 = (r - 2)k + 2$ possibilities, as desired.\hfill \square

We note that, when $r \geq 3$, the quantity $\prod_{j=1}^{k-1}((r - 2)j + 2)$ also counts metasylvester classes of $(r - 2)$-packed words of degree $k$, which are objects defined in [22].

2.4. Differential equations

Next, we derive differential equations satisfied by the exponential generating functions

$$F_r(t, y, x) := 1 + \sum_{k=1}^{\infty} C_{r,k}(t, y) \frac{x^k}{k!} \quad \text{and} \quad \tilde{F}_r(t, y, x) := 1 + \sum_{k=1}^{\infty} \tilde{C}_{r,k}(t, y) \frac{x^k}{k!}$$

for the polynomials $C_{r,k}(t, y)$ and $\tilde{C}_{r,k}(t, y)$.

It will be convenient to write

$$F_r(t, y, x) = \tilde{F}_r(t, y, x) + \hat{F}_r(t, y, x) \quad \text{and} \quad \tilde{F}_r(t, y, x) = y\tilde{F}_r(t, y, x) + \hat{F}_r(t, y, x)$$

by separating $r$-Stirling permutations that start with a plateau—counted by $F_r(t, y, x)$—from those that do not—counted by $\tilde{F}_r(t, y, x)$. We write $F_r := F_r(t, y, x)$ and $\tilde{F}_r := \tilde{F}_r(t, y, x)$ when it creates no confusion, and similarly with $\hat{F}_r$ and $\tilde{F}_r$.

All the derivatives in the following theorem and its proof are partial derivatives with respect to $x$, but we will use the prime symbol instead of $\partial/\partial x$ for convenience.

**Theorem 2.10.** Let $r \geq 2$. The function $\tilde{F}_r$ satisfies the differential equation

$$\tilde{F}_r' = \left(t(y - 1) + \tilde{F}_r(\tilde{F}_r - 1 + t)\right)\tilde{F}_r^{-1},$$

with initial condition $\tilde{F}_r(t, y, 0) = 1$. Additionally,

$$F_r = e^{t(1-y)} \int_0^t \tilde{F}_r(t, y, u)^{r-2} \, du \tilde{F}_r.$$

In particular, for $r = 2$, we have $F_2 = e^{t(1-y)x} \tilde{F}_2$, which satisfies the differential equation

$$F_2' = e^{t(y-1)x} \left(e^{t(y-1)x} F_2 - 1 + t\right) F_2^2,$$

with initial condition $F_2(t, y, 0) = 1$. 
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Proof. The proof relies on the fact, also used in [9, Theorem 4.8], that every nonempty \( r \)-Stirling permutation \( \rho \in \mathcal{Q}_{r,k} \) can be decomposed uniquely as

\[
\rho = \tau_01\tau_1 \ldots \tau_{r-1}1\tau_r,
\]

where the \( \tau_i \) are \( r \)-Stirling permutations on disjoint sets of letters. Indeed, a common letter in \( \tau_i \) and \( \tau_j \) for \( i \neq j \), together with a letter 1 in between, would mean that \( \rho \) is not an \( r \)-Stirling permutation. Conversely, given a partition of \( \{2, 3, \ldots, k\} \) into \( r + 1 \) disjoint (possibly empty subsets) \( S_0, S_1, \ldots, S_r \), together with \( r \)-Stirling permutations \( \tau_i \) with their letters relabeled to the elements of \( S_i \) for each \( i \), the concatenation \( \tau_01\tau_1 \ldots \tau_{r-1}1\tau_r \) is an \( r \)-Stirling permutation.

The decomposition (10) yields the equation

\[
\tilde{F}'_r = \left( t + \tilde{F}_r(\tilde{F}_r - 1 + t) \right) \tilde{F}_r^{r-1}.
\]

Indeed, since \( \rho \) starts with a plateau, either both \( \tau_0 \) and \( \tau_1 \) are empty, or \( \tau_0 \) starts with a plateau. In the first case, the leading plateau 11 is accounted by the first \( t \). In the second case, \( \tau_0 \) is accounted by \( \tilde{F}_r \), and \( \tau_1 \) is accounted by \( \tilde{F}_r - 1 \) if \( \tau_1 \) is not empty, since a potential initial plateau in \( \tau_1 \) would create an ascent-plateau in \( \rho \), and by \( t \) if \( \tau_1 \) is empty, since it creates a leading plateau 11 in \( \rho \). Each of the \( \tau_i \) for \( i \geq 2 \) is accounted by a \( \tilde{F}_r \), since an initial plateau in \( \tau_i \) would create an ascent-plateau in \( \rho \), but in this case \( \tau_i \) being empty does not create a leading plateau in \( \rho \).

Similarly, we obtain

\[
\tilde{F}'_r = (\tilde{F}_r - 1 + (\tilde{F}_r - 1)(\tilde{F}_r - 1 + t))\tilde{F}_r^{r-1}.
\]

In this case, since \( \rho \) does not start with a plateau, we have two options. If \( \tau_0 \) is empty, then \( \tau_1 \) is not, and it is accounted by the first term \( \tilde{F}_r - 1 \). If \( \tau_0 \) is not empty, then it cannot start with a plateau, so it is accounted by \( \tilde{F}_r - 1 \), and in this case \( \tau_1 \) is accounted by \( \tilde{F}_r - 1 + t \) as before. Again, each of the \( \tau_i \) for \( i \geq 2 \) is accounted by a \( \tilde{F}_r \).

Multiplying Equation (11) by \( y \) and adding it to Equation (12), we obtain Equation (8). We also obtain \( F'_r = F_r(\tilde{F}_r - 1 + t)\tilde{F}_r^{r-1} \) by adding Equations (11) and (12). Using Equation (8), this can be rewritten as \( F'_r/F_r = \tilde{F}'_r/\tilde{F}_r + t(1 - y)\tilde{F}_r^{r-2} \). Integrating and exponentiating, we obtain Equation (9).

In the case \( r = 2 \), this expression reduces to \( F_2 = e^{(1-y)x}\tilde{F}_2 \), and substituting into Equation (8) we obtain the differential equation satisfied by \( F_2 \). \( \square \)

Note that \( F_2(1, y, x) \) is the exponential generating function for the 1/2-Eulerian polynomials; see the discussion in Section 2.3. An expression for the exponential generating function for 1/r-Eulerian polynomials is given in [9].

We note that there does not seem to be a straightforward way to prove Theorem 2.10 using permutations in \( \mathcal{P}_{r,k} \), as our decomposition for \( \mathcal{Q}_{r,k} \) does not translate easily. Thus, our equidistribution results in Theorem 1.1 are crucial for interpreting Theorem 2.10 in terms of the joint distributions of (des, pk) and (des, lpk) over \( \mathcal{P}_{r,k} \).

We can also give differential equations for \( F_r \) and \( \tilde{F}_r \) using our recurrences for the polynomials \( C_{r,k}(t, y) \) and \( \tilde{C}_{r,k}(t, y) \). Unlike in Theorem 2.10 these differential equations involve partial derivatives with respect to all three variables, but one advantage here is that we obtain a differential equation for \( F_r \) when \( r > 2 \).
Theorem 2.11. Let $r \geq 2$. We have

(a) \[(1 - rtyx)\frac{\partial F_r}{\partial x} + (t - 1)ty\frac{\partial F_r}{\partial t} + (1 + t)(y - 1)y\frac{\partial F_r}{\partial y} = tF_r \quad \text{and} \]

(b) \[(1 - rtyx)\frac{\partial \tilde{F}_r}{\partial x} + (t - 1)ty\frac{\partial \tilde{F}_r}{\partial t} + (1 + t)(y - 1)y\frac{\partial \tilde{F}_r}{\partial y} = ty\tilde{F}_r \]

with initial conditions $F_r(t, y, 0) = \tilde{F}_r(t, y, 0) = 1$.

Proof. We only prove part (a); the proof of part (b) is nearly identical.

Taking the recurrence for the polynomials $C_{r,k+1}(t, y)$ in Theorem 2.6, multiplying both sides by $x^k/k!$, and summing over all $k \geq 1$ yields

\[
\sum_{k=1}^{\infty} C_{r,k+1}(t, y) \frac{x^k}{k!} = \sum_{k=1}^{\infty} (1 + rky)C_{r,k}(t, y) \frac{x^k}{k!} + \sum_{k=1}^{\infty} (1 - t)ty \frac{\partial}{\partial t} C_{r,k}(t, y) \frac{x^k}{k!} + \sum_{k=1}^{\infty} (1 - ty) \frac{\partial}{\partial y} C_{r,k}(t, y) \frac{x^k}{k!}
\]

The left-hand side is given by

\[
\sum_{k=1}^{\infty} C_{r,k+1}(t, y) \frac{x^k}{k!} = \sum_{k=0}^{\infty} C_{r,k+1}(t, y) \frac{x^k}{k!} - C_{r,1}(t, y) = \frac{\partial F_r}{\partial x} - t,
\]

the first summand on the right-hand side is given by

\[
\sum_{k=1}^{\infty} tC_{r,k}(t, y) \frac{x^k}{k!} + \sum_{k=1}^{\infty} rkyC_{r,k}(t, y) \frac{x^k}{k!} = t(F_r - 1) + ryt \sum_{k=1}^{\infty} C_{r,k}(t, y) \frac{x^{k-1}}{(k-1)!}
\]

\[
= t(F_r - 1) + ryt \sum_{k=0}^{\infty} C_{r,k+1}(t, y) \frac{x^k}{k!}
\]

\[
= tF_r + ryt \frac{\partial F_r}{\partial x} - t,
\]

the second summand on the right-hand side is given by

\[
\sum_{k=1}^{\infty} (1 - t)ty \frac{\partial}{\partial t} C_{r,k}(t, y) \frac{x^k}{k!} = (1 - t)ty \frac{\partial F_r}{\partial t},
\]

and the final summand on the right-hand side is given by

\[
\sum_{k=1}^{\infty} (1 + t)(1 - y)y \frac{\partial}{\partial y} C_{r,k}(t, y) \frac{x^k}{k!} = (1 + t)(1 - y)y \frac{\partial F_r}{\partial y}
\]

Combining all of these terms and rearranging appropriately yields the desired equation. \qed
3. Real-rootedness and asymptotic normality

In this section, we will work exclusively with the univariate polynomials $C_{r,k}^{\text{des}}(t)$, $C_{r,k}^{\text{pk}}(t)$ and $C_{r,k}^{\text{lpk}}(t)$ defined in Equations (3)–(5).

Brenti [3, Theorem 6.6.3 (i)] proved that the polynomials $\sum_{\rho \in \mathcal{Q}_{r,k}} t^{\text{des}(\rho)}$, which coincide with $C_{r,k}^{\text{des}}(t)$ by Equation (7), are real-rooted, meaning that they have only real roots. This property has combinatorial and probabilistic significance. If a polynomial is real-rooted and all of its coefficients are non-negative, then its sequence of coefficients is log-concave and unimodal. Moreover, if a sequence of polynomials encodes the distribution of a sequence of random variables, then real-rootedness can be used to establish asymptotic normality—that is, the random variables (standardized appropriately) converge in distribution to the standard normal random variable. Indeed, it is known that the distribution of des (equivalently, lplat) over $\mathcal{Q}_{r,k}$ is asymptotically normal as $k \to \infty$; this was proved by Bóna [2, Theorem 6] in the case $r = 2$ and by Janson, Kuba, and Panholzer [17, Theorem 11] for arbitrary $r \geq 2$.

Here we show that the polynomials $C_{r,k}^{\text{pk}}(t)$ and $C_{r,k}^{\text{lpk}}(t)$ are also real-rooted, and prove that the distributions of pk and lpk over $\mathcal{P}_{r,k}$ (and thus those of ascplat and lascplat over $\mathcal{Q}_{r,k}$) are asymptotically normal. In fact, for real-rootedness, we will prove the stronger result that the polynomials $\{C_{r,k}^{\text{pk}}(t)\}_{k \geq 1}$ and $\{C_{r,k}^{\text{lpk}}(t)\}_{k \geq 1}$ are “generalized Sturm sequences”, which we will define shortly. The approach we use leads to a rederivation of the corresponding results for des as well.

3.1. Real-rootedness

Let $\mathbb{R}_{\geq 0}[t]$ be the subset of $\mathbb{R}[t]$ consisting of polynomials in $t$ with non-negative real coefficients. For two real-rooted polynomials $f, g \in \mathbb{R}[t]$, let $\{r_i\}$ be the roots of $f$ and let $\{s_j\}$ be the roots of $g$, both in non-increasing order. We say that $g$ alternates left of $f$ if $\deg f = \deg g = n$ and

$$s_n \leq r_n \leq \cdots \leq s_2 \leq r_2 \leq s_1 \leq r_1,$$

and we say that $g$ interlaces $f$ if $\deg f = \deg g + 1 = n$ and

$$r_n \leq s_{n-1} \leq \cdots \leq s_2 \leq r_2 \leq s_1 \leq r_1.$$

We write $g \preceq f$ if either $g$ alternates left of $f$ or interlaces $f$. We also adopt the convention that $f \preceq 0$ and $0 \preceq f$ for any real-rooted $f \in \mathbb{R}[t]$, and that $a \preceq bt + c$ for any $a, b, c \in \mathbb{R}$.

A polynomial in $\mathbb{R}[t]$ is said to be standard if it is identically zero or its leading coefficient is positive. (Clearly, all polynomials in $\mathbb{R}_{\geq 0}[t]$ are standard.) We call a sequence of standard polynomials $\{f_n(t)\}_{n \geq 0}$ a generalized Sturm sequence if each of the polynomials $f_n(t)$ is real-rooted and $f_0 \preceq f_1 \preceq f_2 \preceq \cdots$. The following lemma, which is a special case of a result due to Liu and Wang [18, Corollary 2.4], gives a powerful way of showing that polynomial sequences satisfying a recurrence relation of a certain form are generalized Sturm sequences.

Lemma 3.1. Let $\{f_n(t)\}_{n \geq 0}$ be a sequence of polynomials in $\mathbb{R}_{\geq 0}[t]$ satisfying the recurrence

$$f_n(t) = a_n(t)f_{n-1}(t) + b_n(t)f'_{n-1}(t) \quad (n \geq 1),$$

for some $a_n(t), b_n(t) \in \mathbb{R}[t]$, and such that $\deg f_n = \deg f_{n-1}$ or $\deg f_n = \deg f_{n-1} + 1$. If $b_n(t) \leq 0$ whenever $t \leq 0$, then $\{f_n(t)\}_{n \geq 0}$ is a generalized Sturm sequence.
Theorem 3.2. The polynomial sequences \( \{C_{r,k}^{\text{des}}(t)\}_{k \geq 1}, \{C_{r,k}^{\text{pk}}(t)\}_{k \geq 1}, \) and \( \{C_{r,k}^{\text{lpk}}(t)\}_{k \geq 1} \) are generalized Sturm sequences (and therefore are real-rooted) for every \( r \geq 2 \).

Proof. We prove the result for \( C_{r,k}^{\text{pk}}(t) \); the proofs for \( C_{r,k}^{\text{des}}(t) \) and \( C_{r,k}^{\text{lpk}}(t) \) are similar.

Fix \( r \geq 2 \). Recall from Corollary 2.5 (b) the recurrence

\[
C_{r,k}^{\text{pk}}(t) = [1 + r(k - 1)t]C_{r,k-1}^{\text{pk}}(t) + 2t(1 - t) \frac{d}{dt} C_{r,k-1}^{\text{pk}}(t) \quad (k \geq 2),
\]

which is of the form (13) up to shifting indices. It is clear from this recurrence (and the initial condition \( C_{r,1}^{\text{pk}}(t) = 1 \)) that \( \deg C_{r,k}^{\text{pk}}(t) = \deg C_{r,k-1}^{\text{pk}}(t) + 1 \) for every \( k \geq 2 \). Since \( 2t(1 - t) \leq 0 \) for all \( t \leq 0 \), we may apply Lemma 3.1 to conclude that \( \{C_{r,k}^{\text{pk}}(t)\}_{k \geq 1} \) is a generalized Sturm sequence.

\[ \square \]

3.2. Asymptotic normality

We now turn our attention to asymptotic normality. Every sequence \( \{f_n(t)\}_{n \geq 0} \) of non-zero polynomials in \( \mathbb{R}_{\geq 0}[t] \) induces a sequence of random variables \( \{X_n\}_{n \geq 0} \) defined by

\[
\mathbb{P}(X_n = j) = \frac{[t^j]f_n(t)}{f_n(1)}
\]

for all \( n, j \geq 0 \). Note that \( \sum_j \mathbb{P}(X_n = j) = 1 \). We let \( \mu_n := \mathbb{E}(X_n) \) denote the mean of \( X_n \) and \( \sigma_n^2 := \mathbb{V}(X_n) \) its variance. Let us write \( X_n \sim \mathcal{N}(\mu_n, \sigma_n^2) \) if the standardized random variables \( (X_n - \mu_n)/\sigma_n \) converge in distribution to the standard normal random variable as \( n \to \infty \); when this occurs, we say that the distribution of \( X_n \) is asymptotically normal.

The following lemma, due to Bender [1], connects real-rootedness to asymptotic normality.

Lemma 3.3. Let \( \{f_n(t)\}_{n \geq 0} \) be a sequence of non-zero polynomials in \( \mathbb{R}_{\geq 0}[t] \) and let \( \{X_n\}_{n \geq 0} \) be its corresponding sequence of random variables. If all of the polynomials \( f_n(t) \) are real-rooted and \( \sigma_n \to \infty \) as \( n \to \infty \), then \( X_n \sim \mathcal{N}(\mu_n, \sigma_n^2) \).

In the next lemma we state some results of Hwang, Chern, and Duh [16, Theorem 1 and Equation (14)] concerning sequences \( \{f_n(t)\}_{n \geq 0} \) satisfying a family of recurrences which generalizes the well-known linear recurrence of the Eulerian polynomials. Crucially, not only does this lemma give another way of establishing asymptotic normality, but it also allows us to calculate the mean and give an asymptotic estimate for the variance.

Lemma 3.4. Let \( \{f_n(t)\}_{n \geq 0} \) be a sequence of non-zero polynomials in \( \mathbb{R}_{\geq 0}[t] \) and let \( \{X_n\}_{n \geq 0} \) be its corresponding sequence of random variables. Suppose that \( f_n(t) \) satisfies the recurrence

\[
f_n(t) = [\alpha(t)n + \gamma(t)]f_{n-1}(t) + \beta(t)(1 - t)f_{n-1}'(t) \quad (n \geq 1), \tag{14}
\]

for some \( \alpha(t), \beta(t), \gamma(t) \in \mathbb{R}[t] \). Let us write \( \alpha := \alpha(1), \beta := \beta(1), \gamma := \gamma(1) \), and assume \( \alpha + 2\beta > 0 \). Furthermore, let

\[
\mu := \frac{\alpha'(1)}{\alpha + \beta} \quad \text{and} \quad \sigma^2 := \mu + \frac{\alpha''(1) - 2\alpha\beta'(1) - \alpha\mu^2}{\alpha + 2\beta},
\]

and assume \( \sigma^2 > 0 \).
(a) The mean \( \mu_n \) of \( X_n \) satisfies the recurrence

\[
\mu_n = \left(1 - \frac{\beta}{\alpha \gamma} \right) \mu_{n-1} + \frac{\alpha'(1)n + \gamma'(1)}{\alpha \gamma} \quad (n \geq 1)
\]

with \( \mu_0 = f_0'(1)/f_0(1) \). In addition, we have \( \mu_n \sim n \mu \).

(b) We have \( \sigma_n^2 \sim \sigma^2 n \).

(c) We have \( X_n \sim \mathcal{N}(\mu_n, \sigma_n^2) \).

To prove the result stated in part (c), the authors use the “method of moments”, which amounts to showing that the central moments of the random variables \( (X_n - \mu n)/(\sigma \sqrt{n}) \) converge to the central moments of the standard normal variable; by a classical convergence theorem of Fréchet and Shohat [12], this is sufficient to establish asymptotic normality.

Let \( \{X_{r,k}^{\text{des}}\}_{k \geq 1}, \{X_{r,k}^{\text{pk}}\}_{k \geq 1}, \text{ and } \{X_{r,k}^{\text{lpk}}\}_{k \geq 1} \) be the sequences of random variables corresponding to \( \{C_{r,k}^{\text{des}}(t)\}_{k \geq 1}, \{C_{r,k}^{\text{pk}}(t)\}_{k \geq 1}, \text{ and } \{C_{r,k}^{\text{lpk}}(t)\}_{k \geq 1} \), respectively.

**Proposition 3.5.** Let

\[
c_{r,k} := \frac{r \sin(r^{-1} \pi)(1 + r^{-1})^2}{\pi(r + 2)(k - r^{-1})}.
\]

Then, for all \( r \geq 2 \) and \( k \geq 1 \), we have

\[
\mathbb{E}(X_{r,k}^{\text{des}}) = \frac{rk + 1}{r + 1} \sim \frac{rk}{r + 1}, \quad \forall (X_{r,k}^{\text{pk}}) \sim \frac{r^2k}{(r + 1)^2(r + 2)},
\]

\[
\mathbb{E}(X_{r,k}^{\text{pk}}) = \frac{(2k - 1)r}{2(r + 2)} - \frac{r c_{r,k}}{2} \sim \frac{rk}{r + 2}, \quad \forall (X_{r,k}^{\text{lpk}}) \sim \frac{2r^2k}{(r + 2)^2(r + 4)},
\]

\[
\mathbb{E}(X_{r,k}^{\text{lpk}}) = \frac{rk + 1}{r + 2} + c_{r,k} \sim \frac{rk}{r + 2}, \quad \text{and } \quad \forall (X_{r,k}^{\text{lpk}}) \sim \frac{2r^2k}{(r + 2)^2(r + 4)}.
\]

While the exact formulas for \( \mathbb{E}(X_{r,k}^{\text{pk}}) \) and \( \mathbb{E}(X_{r,k}^{\text{lpk}}) \) are fairly complicated expressions involving the gamma function, we point out that in the \( r = 2 \) case they simplify to

\[
\mathbb{E}(X_{2,k}^{\text{pk}}) = \frac{k(k - 1)}{2k - 1} \quad \text{and } \quad \mathbb{E}(X_{2,k}^{\text{lpk}}) = \frac{k^2}{2k - 1}.
\]

These exact formulas for the means, even if not strictly necessary for proving asymptotic normality (the asymptotic estimates suffice), allow us to locate the mode(s) of the corresponding distributions via Darroch’s theorem; see [5, 25] for details.

**Proof of Proposition 3.5.** We give the proof for \( X_{r,k}^{\text{pk}} \); the results for \( X_{r,k}^{\text{des}} \) and \( X_{r,k}^{\text{lpk}} \) are obtained in the same way. Observe that the recurrence for the polynomials \( C_{r,k}^{\text{pk}}(t) \) is of the form [14]—with \( \alpha(t) = rt, \beta(t) = 2t, \text{ and } \gamma(t) = 1 - rt \)—up to shifting indices. Since \( \alpha = r, \beta = 2, \text{ and } \gamma = 1 - r \), we have \( \alpha + 2\beta > 0 \), which gives us \( \mu = r/(r + 2) \) and

\[
\sigma^2 = \frac{r}{r + 2} - \frac{4(\frac{r}{r+2}) + r(\frac{r}{r+2})^2}{r + 4} = \frac{2r^2}{(r + 2)^2(r + 4)} > 0;
\]
hence, the hypotheses of Lemma 3.4 are satisfied. Applying this lemma, we get our asymptotic estimates for \( \mathbb{E}(X_{r,k}^{pk}) \) and \( \mathbb{V}(X_{r,k}^{pk}) \). Furthermore, \( \mathbb{E}(X_{r,k}^{pk}) \) satisfies the recurrence

\[
\mathbb{E}(X_{r,k}^{pk}) = \left( 1 - \frac{2}{r(k-1)+1} \right) \mathbb{E}(X_{r,k-1}^{pk}) + \frac{r(k-1)}{r(k-1)+1}
\]

with initial condition \( \mu_1 = 0 \); applying the \texttt{rsolve} command in Maple to solve this recurrence yields our exact formula for \( \mathbb{E}(X_{r,k}^{pk}) \).

\[\square\]

**Theorem 3.6.** For all \( r \geq 2 \), the distributions of \( \textsc{des} \), \( \textsc{pk} \), and \( \textsc{lpk} \) over \( P_{r,k} \)—equivalently, those of \( \textsc{lplat} \), \( \textsc{ascplat} \), and \( \textsc{lascplat} \) over \( Q_{r,k} \)—are asymptotically normal.

**Proof.** We have already shown that the polynomials \( C^{\text{des}}_{r,k}(t) \), \( C^{\text{pk}}_{r,k}(t) \), and \( C^{\text{lpk}}_{r,k}(t) \) are real-rooted, and we have

\[
\sqrt{\mathbb{V}(X_{r,k}^{\text{des}})} \sim \frac{r \sqrt{k}}{(r+1) \sqrt{r+2}} \to \infty,
\]

\[
\sqrt{\mathbb{V}(X_{r,k}^{\text{pk}})} \sim \frac{r \sqrt{2k}}{(r+2) \sqrt{r+4}} \to \infty, \quad \text{and}
\]

\[
\sqrt{\mathbb{V}(X_{r,k}^{\text{lpk}})} \sim \frac{r \sqrt{2k}}{(r+2) \sqrt{r+4}} \to \infty
\]

as \( k \to \infty \). Therefore, we may use either Lemma 3.3 or Lemma 3.4 (c) to get the desired result. \[\square\]

**4. Applying the cluster method**

In this section, we apply our results from Section 3 along with the generalized cluster method from [31] to derive formulas for counting permutations in \( S_n \) by occurrences of \( 2134 \cdots m \) or \( 12 \cdots (m-2)m(m-1) \), jointly with each of the inverse statistics \( \text{ides}, \text{ipk}, \) and \( \text{ilpk} \). We begin with an expository overview of clusters, the cluster method, and the reverse-complementation symmetry on permutations.

**4.1. Clusters**

Given \( \pi \in \mathfrak{S}_n \), \( \sigma \in \mathfrak{S}_m \), and \( S \subseteq [n-m+1] \), we say that \((\pi, S)\) is a marked permutation on \( \pi \) (with respect to \( \sigma \)) if \( \text{std}(\pi_i \pi_{i+2} \cdots \pi_{i+m}) = \sigma \) for all \( i \in S \). In other words, for each \( i \in S \), the permutation \( \pi \) has an occurrence of \( \sigma \) starting at position \( i \). Note that \( \pi \) may have other occurrences of \( \sigma \) not recorded by \( S \). For example, if \( \sigma = 312 \), then \((845132967, \{1,3\})\) is a marked word on \( \pi = 845132967 \) with respect to \( \pi \). Let us call the occurrences whose positions are recorded in \( S \) marked occurrences.

Now, let \( \pi \in \mathfrak{S}_n \) and \( \pi' \in \mathfrak{S}_n \). We say that \( \tau \in \mathfrak{S}_{m+n} \) is a concatenation of \( \pi \) and \( \pi' \) if \( \text{std}(\tau_1 \tau_2 \cdots \tau_m) = \pi \) and \( \text{std}(\tau_{m+1} \tau_{m+2} \cdots \tau_{m+n}) = \pi' \). Similarly, if we have two marked permutations \((\pi, S)\) and \((\pi', S')\) with respect to the same pattern \( \sigma \), then we say that \((\tau, T)\) is a concatenation of \((\pi, S)\) and \((\pi', S')\) if \( \tau \) is a concatenation of \( \pi \) and \( \pi' \), and if \( T = \)
Then $\infty$ (other than the last one) must overlap with the next one. For this reason, it is useful to consider the overlap set of a pattern $\sigma \in \mathcal{S}_m$, defined by
\[
O_{\sigma} := \{ i \in [m-1] : \text{std}(\sigma_{i+1}\sigma_{i+2}\cdots\sigma_m) = \text{std}(\sigma_1\sigma_2\cdots\sigma_{m-i}) \},
\]
which encodes the positions where two copies of $\sigma$ may overlap. If $O_{\sigma} = \{m-1\}$—that is, if two copies of $\sigma$ cannot overlap in more than one position—then $\sigma$ is called a non-overlapping pattern.

The advantage of working with non-overlapping patterns is that they greatly constrain how clusters can be formed. More precisely, if $\sigma \in \mathcal{S}_m$ is non-overlapping and $(\pi, S)$ is a $\sigma$-cluster, then the length of $\pi$ must be equal to $(m-1)k + 1$ where $k$ is the number of marked occurrences of $\sigma$ in $\pi$, and $S = \{(m-1)j + 1 : 0 \leq j \leq k-1\}$. As such, for any non-overlapping pattern $\sigma$, the length of a $\sigma$-cluster determines the positions of its marked occurrences, so we can simply represent the cluster by its underlying permutation. Because the pattern $2134\cdots m$ is non-overlapping, it is now apparent that the definition of a $2134\cdots m$-cluster given in the introduction is compatible with the more general definition of cluster given here. The pattern $12\cdots (m-2)m(m-1)$ is non-overlapping as well.

4.2. The cluster method and its variants

We are now ready to discuss the Goulden–Jackson cluster method, starting with the adaptation for permutations due to Elizalde and Noy [11].

Fix a consecutive pattern $\sigma$. Recall that $\text{occ}_{\sigma}(\pi)$ is the number of occurrences of $\sigma$ in the permutation $\pi$, and let $C_{\sigma,\pi}$ be the set of all $\sigma$-clusters with underlying permutation $\pi$. If $c$ is a $\sigma$-cluster, let $\text{mk}_\sigma(c)$ be the number of marked occurrences in $c$. Define
\[
R_{\sigma}(s, x) := \sum_{n=0}^{\infty} \sum_{\pi \in \mathcal{S}_n} \sum_{c \in C_{\sigma,\pi}} s^\text{mk}_\sigma(c) \frac{x^n}{n!} = \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} r_{\sigma,n,k} s^k \frac{x^n}{n!}
\]
where $r_{\sigma,n,k}$ is the number of $\sigma$-clusters of length $n$ with $k$ marked occurrences.

**Theorem 4.1** (Cluster method for permutations). Let $\sigma$ be a pattern of length at least 2. Then
\[
\sum_{n=0}^{\infty} \sum_{\pi \in \mathcal{S}_n} s^{\text{occ}_\sigma(\pi)} \frac{x^n}{n!} = (1 - x - R_{\sigma}(s-1, x))^{-1}.
\]

The above formula allows us to count permutations of each length by occurrences of $\sigma$ if we can count $\sigma$-clusters of each length by marked occurrences. In the special case that $\sigma$ is non-overlapping, the number of marked occurrences of $\sigma$ is determined by the length of the underlying permutation, so it suffices to count $\sigma$-clusters by length.
In [31], Zhuang obtained a lifting of Theorem 4.1 to the Malvenuto–Reutenauer algebra, from which Theorem 4.1 and its $q$-analogue (which first appeared in [8]) can be recovered as special cases, along with specializations that refine by ides, ipk, and ilpk.

To state these specializations, we shall need the Hadamard product $*$ on formal power series in $t$, which is defined by

$$(\sum_{n=0}^{\infty} a_n t^n) * (\sum_{n=0}^{\infty} b_n t^n) := \sum_{n=0}^{\infty} a_n b_n t^n. $$

If $f$ is a formal power series in $t$, we denote by

$$f *^{(n)} := f * \cdots * f$$

the $n$-fold Hadamard product of $f$ in the variable $t$. Note that $f$ may have other variables as well, but we apply the Hadamard product only for the variable $t$. For example, we have

$$\left(3xt + \frac{t^2}{1-xy}\right)^*^{(n)} = (3x)^n t + \frac{t^2}{(1-xy)^n}.$$

We now state the specialization of the generalized cluster method which refines by the inverse descent number. Recall that

$$A_{\sigma,n}^{\text{ides}}(s,t) = \sum_{\pi \in \mathcal{S}_n} s^\text{occ}(\pi) t^{\text{ides}(\pi)} + 1,$$

and let

$$R_{\sigma,j}^{\text{ides}}(s,t) := \sum_{\pi \in \mathcal{S}_j} t^{\text{ides}(\pi)} + 1 \sum_{c \in C_{\sigma,\pi}} s^{m_k(\sigma)}.$$

**Theorem 4.2** (Cluster method for ides). Let $\sigma$ be a pattern of length at least 2. Then

$$\sum_{n=0}^{\infty} \frac{A_{\sigma,n}^{\text{ides}}(s,t)}{(1-t)^{n+1}} z^n = \sum_{n=0}^{\infty} \left(\frac{tx}{(1-t)^2} + \frac{1}{1-t} \sum_{j=2}^{\infty} R_{\sigma,j}^{\text{ides}}(s-1,t) z^j\right)^*^{(n)}$$

where $z = x/(1-t)$.

For the inverse peak statistics ipk and ilpk, recall that

$$R_{\sigma,j}^{\text{ipk}}(s,t) := \sum_{\pi \in \mathcal{S}_j} t^{\text{ipk}(\pi)} + 1 \sum_{c \in C_{\sigma,\pi}} s^{m_k(\sigma)}$$

and define

$$R_{\sigma,j}^{\text{ilpk}}(s,t) := \sum_{\pi \in \mathcal{S}_j} t^{\text{ilpk}(\pi)} \sum_{c \in C_{\sigma,\pi}} s^{m_k(\sigma)}.$$
Theorem 4.3 (Cluster method for ipk). Let \( \sigma \) be a permutation of length at least 2. Then

\[
\frac{1}{1-t} + \frac{1+t}{2(1-t)} \sum_{n=1}^{\infty} P_{\sigma,n}(s,u)z^n = \sum_{n=0}^{\infty} \left( \frac{2tx}{(1-t)^2} + \frac{1+t}{2(1-t)} \sum_{j=2}^{\infty} R_{\sigma,j}(s-1,u)z^j \right) \tag{\text{n}}
\]

where \( u = \frac{4t}{(1+t)^2} \) and \( z = \frac{(1+t)x}{(1-t)} \).

Theorem 4.4 (Cluster method for ilpk). Let \( \sigma \) be a permutation of length at least 2. Then

\[
\frac{1}{1-t} \sum_{n=0}^{\infty} P_{\sigma,n}(s,u)z^n = \sum_{n=0}^{\infty} \left( \frac{z}{1-t} + \frac{1+t}{1-t} \sum_{j=2}^{\infty} R_{\sigma,j}(s-1,u)z^j \right) \tag{\text{n}}
\]

where \( u = \frac{4t}{(1+t)^2} \) and \( z = \frac{(1+t)x}{(1-t)} \).

See [31, Sections 3.5 and 4.3] for discussion of some practical considerations involved in computing the polynomials \( A_{\text{ides}}(s,t) \), \( P_{\sigma,n}(s,t) \), and \( P_{\text{ilpk}}(s,t) \) from the Hadamard product formulas.

### 4.3. Reverse-complementation

Prior to applying the cluster method, let us briefly discuss how the reverse-complementation symmetry on permutations affects some of the statistics that we consider. Given \( \pi \in \mathfrak{S}_n \), its reverse-complement \( \pi^{rc} \) is defined by

\[ \pi^{rc} = (n+1-\pi_n)(n+1-\pi_{n-1})\cdots(n+1-\pi_1). \]

We shall use the following proposition to translate our results about the pattern \( 2134\cdots m \) to results about its reverse-complement \( 12\cdots(m-2)m(m-1) \). Other symmetries yield some analogous results for the patterns \( m\cdots4312 \) and \( (m-1)m(m-2)\cdots21 \), but we do not consider them here.

**Proposition 4.5.** Let \( \pi \in \mathfrak{S}_n \) with \( n \geq 1 \). Then

1. \( \text{ides}(\pi^{rc}) = \text{ides}(\pi) \),
2. \( \text{lpk}(\pi^{rc}) = \text{lpk}(\pi) \),
3. \( \text{ilpk}(\pi^{rc}) = \text{ilpk}(\pi) \), and
4. if \( n \geq 2 \) and \( \pi_{n-1} < \pi_n \), then \( \text{pk}(\pi^{rc}) = \text{lpk}(\pi) \),

**Proof.** Recall that the plot of \( \pi \in \mathfrak{S}_n \) is the set of points in the plane with coordinates \((i, \pi_i)\) for \( 1 \leq i \leq n \). Throughout this proof, we are guided implicitly by the idea that the plot of \( \pi^{rc} \) is a half-turn rotation of the plot of \( \pi \), and that the plot of \( \pi^{-1} \) is a diagonal reflection of the plot of \( \pi \). Part (a) is found in [31, Proposition 2.6 (d)], so we focus our attention on parts (b)–(d).

Call \( i \in \{2,3,\ldots,n\} \) a **right valley** of \( \pi \in \mathfrak{S}_n \) if \( \pi_{i-1} > \pi_i < \pi_{i+1} \), or if \( i = n \) and \( n-1 \) is a descent of \( \pi \). Let \( \text{rval}(\pi) \) be the number of right valleys of \( \pi \). We have that \( i \) is a left
peak of \( \pi_{rc} \) if and only if \( n + 1 - i \) is a right valley of \( \pi \), so \( \text{lpk}(\pi_{rc}) = \text{rval}(\pi) \). We will now show that \( \text{rval}(\pi) = \text{lpk}(\pi) \). Every two consecutive left peaks of \( \pi \) have exactly one right valley between them, and every two consecutive right valleys of \( \pi \) have exactly one left peak between them. Thus, the sequence of positions \( \{ i : i \text{ is a left peak or a right valley of } \pi \} \) alternates between left peaks and right valleys, starting with a left peak and ending with a right valley; therefore there is the same number of each. This proves part (b).

Part (c) follows from part (b) using the fact that \( (\pi_{rc})^{-1} = (\pi^{-1})_{rc} \). Part (d) follows from part (b) using the fact that \( \pi_{n-1} < \pi_n \) implies \( \text{pk}(\pi_{rc}) = \text{lpk}(\pi_{rc}) \).

4.4. Pattern enumeration results

We now apply Theorems 4.2–4.4 to \( \sigma = 2134 \cdots m \) to produce the main results of this section.

Theorem 4.6. For all \( m \geq 3 \), we have

\[
\sum_{n=0}^{\infty} \frac{A_{2134 \cdots m,n}(s, t)}{(1-t)^{n+1}} x^n = \sum_{n=0}^{\infty} \left( \frac{tx}{(1-t)^2} + \frac{1}{1-t} \sum_{k=1}^{\infty} tC_{m-1,k}^\text{des}(t)(s-1)^k z^{(m-1)k+1} \right)^{(n)}
\]

where \( z = x/(1-t) \).

Proof. The polynomial \( C_{m-1,k}^\text{des}(t) \) counts inverse \( 2134 \cdots m \)-clusters of length \( (m-1)k + 1 \) by des, or equivalently, \( 2134 \cdots m \)-clusters of length \( (m-1)k + 1 \) by ides. Each \( 2134 \cdots m \)-cluster must have length \( (m-1)k + 1 \) for some \( k \geq 1 \), and in this case there are exactly \( k \) marked occurrences of \( 2134 \cdots m \) in that cluster, so we have

\[
\sum_{j=2}^{\infty} R_{2134 \cdots m,j}^\text{ides}(s, t) z^j = \sum_{k=1}^{\infty} tC_{m-1,k}^\text{des}(t)s^k z^{(m-1)k+1}.
\]

The result then follows from Theorem 4.2. \( \square \)

| \( n \) | \( A_{2134,n}^\text{ides}(t) \) |
|---|---|
| 0 | 1 |
| 1 | \( t \) |
| 2 | \( t + t^2 \) |
| 3 | \( t + 3t^2 + t^3 \) |
| 4 | \( t + 7t^2 + 7t^3 + t^4 \) |
| 5 | \( t + 15t^2 + 32t^3 + 14t^4 + t^5 \) |
| 6 | \( t + 30t^2 + 123t^3 + 115t^4 + 26t^5 + t^6 \) |
| 7 | \( t + 57t^2 + 419t^3 + 738t^4 + 361t^5 + 46t^6 + t^7 \) |
| 8 | \( t + 105t^2 + 1307t^3 + 3983t^4 + 3663t^5 + 1037t^6 + 79t^7 + t^8 \) |
| 9 | \( t + 190t^2 + 3836t^3 + 18959t^4 + 29824t^5 + 16041t^6 + 2808t^7 + 133t^8 + t^9 \) |

Table 7: Distribution of ides over \( \mathcal{S}_n(213) \)
We can use Theorem 4.6, together with our recurrence for the polynomials $C^\text{des}_{r,k}(t)$ given in Corollary 2.8 (a), to compute the polynomials $A^\text{ides}_{2134,m,n}(s,t)$. Additionally, using Proposition 4.5 (a) and the fact that occurrences of a pattern $\sigma$ in $\pi$ directly correspond to occurrences of $\sigma^{rc}$ in $\pi^{rc}$, it follows that the polynomials $A^\text{ides}_{2134,m,n}(s,t)$ and $A^\text{ides}_{2134,m,n}(s,t)$ coincide.

Now, define $A^\text{ides}_{\sigma,n}(t) := A^\text{ides}_{\sigma,n}(0,t)$, and also $P^\text{ipk}_{\sigma,n}(t)$ and $P^\text{ilpk}_{\sigma,n}(t)$ in the analogous way. These polynomials encode the distributions of ides, ipk, and ilpk over $S_n(\sigma)$, the subset of permutations in $S_n$ avoiding $\sigma$. We display the first few polynomials $A^\text{ides}_{2134,m,n}(t)$ and $A^\text{ides}_{2134,m,n}(t)$ in Tables 7 and 8.

**Theorem 4.7.** For all $m \geq 3$, we have

(a) \[
\frac{1}{1-t} + \frac{1+t}{2(1-t)} \sum_{n=1}^{\infty} P^\text{ipk}_{2134,m,n}(s,u)z^n
\]

\[
= \sum_{n=0}^{\infty} \left( \frac{2tx}{(1-t)^2} + \frac{1+t}{2(1-t)} \sum_{k=2}^{\infty} uC^\text{pk}_{m-1,k,u}(s-1)^k z(m-1)k+1 \right)^{(n)}
\]

and

(b) \[
\frac{1}{1-t} + \frac{1+t}{2(1-t)} \sum_{n=1}^{\infty} P^\text{ipk}_{12-(m-2)m(m-1),n}(s,u)z^n
\]

\[
= \sum_{n=0}^{\infty} \left( \frac{2tx}{(1-t)^2} + \frac{1+t}{2(1-t)} \sum_{k=2}^{\infty} uC^\text{ipk}_{m-1,k,u}(s-1)^k z(m-1)k+1 \right)^{(n)}
\]

where $u = 4t/(1+t)^2$ and $z = (1+t)x/(1-t)$.

**Proof.** These follow directly from Theorem 4.3 and the equations

\[
\sum_{j=2}^{\infty} R^\text{ipk}_{2134-m,j}(s,u)z^j = \sum_{k=1}^{\infty} uC^\text{ipk}_{m-1,k,u}s^k z(m-1)k+1
\]
and

\[ \sum_{j=2}^{\infty} R_{12\cdots(m-2)m(m-1),n}(s, u) z^j = \sum_{k=1}^{\infty} u C_{m-1,k}^{(m-1)k+1} s^k z^j. \]

The latter equation is a consequence of Proposition 4.5 (d) and the observation that every inverse 2134\cdots m-cluster \( \pi \) of length \( n \) satisfies \( \pi_{n-1} < \pi_n \). \( \square \)

Setting \( s = 0 \) in the previous theorem yields results for the polynomials \( P_{2134\cdots m,n}^{ipk} (t) \) and \( P_{12\cdots(m-2)m(m-1),n}^{ipk} (t) \) for counting 2134\cdots m- and 12\cdots (m - 2)m(m - 1)-avoiding permutations by ipk. The first few of these polynomials for \( m = 3 \) and \( m = 4 \) are displayed in Tables 9–12.

### Table 9: Distribution of ipk over \( S_n(213) \)

| \( n \) | \( P_{213,n}^{ipk} (t) \) | \( n \) | \( P_{213,n}^{ipk} (t) \) |
|---|---|---|---|
| 0 | 1 | 5 | 5t + 48t^2 + 10t^3 |
| 1 | \( t \) | 6 | 6t + 164t^2 + 126t^3 |
| 2 | \( 2t \) | 7 | 7t + 522t^2 + 992t^3 + 102t^4 |
| 3 | \( 3t + 2t^2 \) | 8 | 8t + 1608t^2 + 6320t^3 + 2240t^4 |
| 4 | \( 4t + 12t^2 \) | 9 | 9t + 4880t^2 + 35860t^3 + 29250t^4 + 1794t^5 |

### Table 10: Distribution of ipk over \( S_n(2134) \)

| \( n \) | \( P_{2134,n}^{ipk} (t) \) | \( n \) | \( P_{2134,n}^{ipk} (t) \) |
|---|---|---|---|
| 0 | 1 | 5 | 12t + 82t^2 + 16t^3 |
| 1 | \( t \) | 6 | 20t + 356t^2 + 254t^3 |
| 2 | \( 2t \) | 7 | 33t + 1427t^2 + 2496t^3 + 248t^4 |
| 3 | \( 4t + 2t^2 \) | 8 | 54t + 5500t^2 + 19756t^3 + 6744t^4 |
| 4 | \( 7t + 16t^2 \) | 9 | 88t + 20780t^2 + 138774t^3 + 108752t^4 + 6520t^5 |

### Table 11: Distribution of ipk over \( S_n(132) \)

| \( n \) | \( P_{132,n}^{ipk} (t) \) | \( n \) | \( P_{132,n}^{ipk} (t) \) |
|---|---|---|---|
| 0 | 1 | 5 | 16t + 42t^2 + 5t^3 |
| 1 | \( t \) | 6 | 32t + 184t^2 + 80t^3 |
| 2 | \( 2t \) | 7 | 64t + 732t^2 + 770t^3 + 57t^4 |
| 3 | \( 4t + t^2 \) | 8 | 128t + 2752t^2 + 5816t^3 + 1480t^4 |
| 4 | \( 8t + 8t^2 \) | 9 | 256t + 992t^2 + 38212t^3 + 22232t^4 + 1101t^5 |
Table 12: Distribution of $\text{ipk}$ over $\mathcal{S}_n(1243)$

| $n$ | $P_{1243,n}^{\text{ipk}}(t)$ | $n$ | $P_{1243,n}^{\text{ipk}}(t)$ |
|-----|---------------------|-----|---------------------|
| 0   | $1$                 | 5   | $16t + 80t^2 + 14t^3$ |
| 1   | $t$                 | 6   | $32t + 368t^2 + 230t^3$ |
| 2   | $2t$                | 7   | $64t + 1570t^2 + 2354t^3 + 216t^4$ |
| 3   | $4t + 2t^2$         | 8   | $128t + 6424t^2 + 19420t^3 + 6082t^4$ |
| 4   | $8t + 15t^2$        | 9   | $256t + 25664t^2 + 141840t^3 + 101408t^4 + 5746t^5$ |

Theorem 4.8. For all $m \geq 3$, we have

$$\frac{1}{1-t} \sum_{n=1}^{\infty} P_{2134\ldots m,n}^{\text{ipk}}(s, u) z^n = \sum_{n=0}^{\infty} \left( \frac{z}{1-t} + \frac{1}{1-t} \sum_{k=1}^{\infty} C_{m-1,k}^{\text{ipk}}(u)(s-1)^k z^{(m-1)k+1} \right)^{\ast(n)}$$

where $u = 4t/(1 + t)^2$ and $z = (1 + t)x/(1 - t)$.

Proof. The result follows directly from Theorem 4.3 and the equation

$$\sum_{j=2}^{\infty} R_{2134\ldots m,j}^{\text{ipk}}(s, u) z^j = \sum_{k=1}^{\infty} C_{m-1,k}^{\text{ipk}}(u)s^k z^{(m-1)k+1}.$$

In light of Proposition 4.5 (c), we have $P_{12\ldots (m-2)m(m-1),n}^{\text{ipk}}(s, t) = P_{2134\ldots m,n}^{\text{ipk}}(s, t)$. The first few polynomials $P_{213,n}^{\text{ipk}}(t)$ and $P_{2134,n}^{\text{ipk}}(t)$ are displayed in Tables 13 and 14.

Table 13: Distribution of ilpk over $\mathcal{S}_n(213)$

| $n$ | $P_{213,n}^{\text{ipk}}(t)$ | $n$ | $P_{213,n}^{\text{ipk}}(t)$ |
|-----|---------------------|-----|---------------------|
| 0   | $1$                 | 5   | $1 + 33t + 29t^2$   |
| 1   | $1$                 | 6   | $1 + 87t + 187t^2 + 21t^3$ |
| 2   | $1 + t$             | 7   | $1 + 224t + 1006t^2 + 392t^3$ |
| 3   | $1 + 4t$            | 8   | $1 + 570t + 4880t^2 + 4430t^3 + 295t^4$ |
| 4   | $1 + 12t + 3t^2$    | 9   | $1 + 1443t + 22214t^2 + 39318t^3 + 8817t^4$ |

Table 14: Distribution of ilpk over $\mathcal{S}_n(2134)$

| $n$ | $P_{2134,n}^{\text{ipk}}(t)$ | $n$ | $P_{2134,n}^{\text{ipk}}(t)$ |
|-----|-----------------|-----|-----------------|
| 0   | $1$             | 5   | $1 + 52t + 57t^2$ |
| 1   | $1$             | 6   | $1 + 152t + 422t^2 + 55t^3$ |
| 2   | $1 + t$         | 7   | $1 + 437t + 2589t^2 + 1177t^3$ |
| 3   | $1 + 5t$        | 8   | $1 + 1247t + 14394t^2 + 15285t^3 + 1127t^4$ |
| 4   | $1 + 17t + 5t^2$| 9   | $1 + 3548t + 75540t^2 + 156926t^3 + 38899t^4$ |
5. Future directions of research

5.1. The consecutive pattern 1324

In [31], the enumeration of permutations by occurrences of a consecutive pattern \( \sigma \) jointly with each of the statistics ides, ipk, and ilpk was done for the monotone patterns \( \sigma = 12 \cdots m \) and \( \sigma = m \cdots 21 \), as well as transpositional patterns of the form \( 12 \cdots (a - 1)(a + 1)a(a + 2)(a + 3) \cdots m \) where \( m \geq 5 \) and \( 2 \leq a \leq m - 2 \). In this paper, we have continued this work by considering the transpositional patterns \( \sigma = 2134 \cdots m \) and \( \sigma = 12 \cdots (m - 2)m(m - 1) \). The only transpositional pattern that has yet to be studied within this line of research is 1324, so we state the following as an open problem.

**Problem 5.1.** Count 1324-clusters by ides, ipk, and ilpk.

As explained in Section 4.1, the patterns \( 2134 \cdots m \) and \( 12 \cdots (m - 2)m(m - 1) \) have the special property of being non-overlapping, which constrains how clusters can be formed. The patterns \( 12 \cdots (a - 1)(a + 1)a(a + 2)(a + 3) \cdots m \) (for \( m \geq 5 \) and \( 2 \leq a \leq m - 2 \)) do not have this property, but as mentioned in the introduction, they are examples of chain patterns. Because 1324 is neither a non-overlapping pattern nor a chain pattern, we suspect that counting 1324-clusters by ides, ipk, and ilpk will be more difficult than for the other transpositional patterns.

5.2. Conjectures

We conclude by posing several conjectures concerning the polynomials that we have studied in this paper.

Our first three conjectures give formulas for the linear coefficients of the polynomials \( C_{r,k}^{pk}(t) \), the leading coefficients of \( C_{r,k}^{lpk}(t) \), and the coefficients of \( t^{k-1} \) in \( C_{3,k}^{lpk}(t) \). We have empirically verified these three conjectures for all \( r, k \leq 100 \).

**Conjecture 5.2.** For all \( r \geq 2 \) and \( k \geq 1 \), the number of permutations in \( P_{r,k} \) with exactly one peak—equivalently, the number of permutations in \( Q_{r,k} \) with exactly one ascent-plateau—is equal to \((3^k - 2k - 1)r/4\).

The numbers \((3^k - 2k - 1)r/4\) for \( r = 3 \) and \( r = 4 \) are given by OEIS [28] sequences A290764 and A061981, respectively. Notably, the above conjecture implies that \( r + 1 \) times the number of permutations in \( P_{r,k} \) with exactly one peak equals \( r \) times the number of permutations in \( P_{r+1,k} \) with exactly one peak, and also that \( r \) times the number of permutations in \( P_{2,k} \) with exactly one peak equals twice the number of permutations in \( P_{r,k} \) with exactly one peak. It would be interesting to prove these relations combinatorially.

**Conjecture 5.3.** For all \( r \geq 2 \) and \( k \geq 1 \), the number of permutations in \( P_{r,k} \) with exactly \( k \) left peaks—equivalently, the number of permutations in \( Q_{r,k} \) with exactly \( k \) left ascent-plateaus—is equal to \( \prod_{j=1}^{k-1}((r - 2)j + 1) \).

Recall that \( |P_{r,k}| = |Q_{r,k}| = \prod_{j=1}^{k-1}(rj + 1) \), so an ideal proof of Conjecture 5.3 would establish a bijection between \( P_{r-2,k} \) and the set of permutations in \( P_{r,k} \) with exactly \( k \) left peaks (or between \( Q_{r-2,k} \) and permutations in \( Q_{r,k} \) with exactly \( k \) left ascent-plateaus).
**Conjecture 5.4.** For all \( k \geq 2 \), the number of permutations in \( P_{3,k} \) with exactly \( k - 1 \) left peaks—equivalently, the number of permutations in \( Q_{3,k} \) with exactly \( k - 1 \) left ascent-plateaus—is equal to \( k! \binom{k}{2} \).

The numbers \( k! \binom{k}{2} \) are given in OEIS sequence A001804 \([28]\).

Our remaining conjectures are about the polynomials \( A_{\sigma,n}^{\text{ides}}(t) \), \( P_{\sigma,n}^{\text{ipk}}(t) \), and \( P_{\sigma,n}^{\text{ilpk}}(t) \). The first of these conjectures captures the observation that the coefficients of \( t^{n-1} \) in \( A_{213,n}^{\text{ides}}(t) \) seem to match OEIS sequence A001924 \([28]\), which involves the Fibonacci numbers \( \text{Fib}_n \) defined by \( \text{Fib}_0 = 0 \), \( \text{Fib}_1 = 1 \), and \( \text{Fib}_n = \text{Fib}_{n-1} + \text{Fib}_{n-2} \) for \( n \geq 2 \).

**Conjecture 5.5.** For all \( n \geq 0 \), the number of permutations in \( S_n(213) \) whose inverse has exactly \( n - 2 \) descents is equal to \( \text{Fib}_{n+3} - n - 2 \).

Conjecture 5.5 has been verified for all \( n \leq 100 \). The numbers \( \text{Fib}_{n+3} - n - 2 \) are known to count Motzkin paths of length \( n \) with exactly one ascent \([30, \text{Corollary 7}] \), whereas adding one we obtain the number of Fishburn permutations of length \( n \) avoiding the classical patterns 321 and 1423 \([7, \text{Proposition 7.12}] \). These suggest possibilities for bijective proofs of Conjecture 5.5.

For fixed \( m \), the linear coefficients of \( P_{2134 \cdots m,n}^{\text{ipk}}(t) \) appear as the \( m \)th column of OEIS triangle A172119 \([28]\). This suggests our next conjecture, which we have verified for all \( m \leq 50 \) and \( n \leq 70 \).

**Conjecture 5.6.** For all \( m \geq 3 \) and \( n \geq 1 \), the number of permutations in \( S_n(2134 \cdots m) \) whose inverse has no peaks is equal to

\[
\sum_{j=0}^{\left\lfloor \frac{n-1}{m-1} \right\rfloor} (-1)^j \binom{n-(m-2)j-1}{n-(m-1)j-1} 2^{n-(m-1)j-1}.
\]

Our final conjecture extends \([31, \text{Conjecture 6.1}] \) and concerns real-rootedness.

**Conjecture 5.7.** Let \( \sigma \) be any of the following consecutive patterns:

- \( 12 \cdots m \) or \( m \cdots 21 \) where \( m \geq 3 \);
- \( 12 \cdots (a-1)(a+1)a(a+2)(a+3) \cdots m \) where \( m \geq 5 \) and \( 2 \leq a \leq m-2 \);
- \( 2134 \cdots m \) or \( 12 \cdots (m-2)m(m-1) \) where \( m \geq 3 \).

Then the polynomials \( A_{\sigma,n}^{\text{ides}}(t) \), \( P_{\sigma,n}^{\text{ipk}}(t) \), and \( P_{\sigma,n}^{\text{ilpk}}(t) \) are real-rooted for all \( n \geq 2 \).

We have verified Conjecture 5.7 for all \( m \leq 50 \) and \( n \leq 70 \). Our generating function formulas in Section 4.4 (and those in \([31]\)) played a pivotal role in formulating and gathering evidence for this conjecture, as they have allowed us to efficiently compute the polynomials \( A_{\sigma,n}^{\text{ides}}(t) \), \( P_{\sigma,n}^{\text{ipk}}(t) \), and \( P_{\sigma,n}^{\text{ilpk}}(t) \) for the above patterns. On the other hand, these formulas do not easily lead to recurrences for these polynomials, so we are unable to use an interlacing roots argument like in Section 3.1 to tackle real-rootedness.
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