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Abstract

In this work, we present an approach for monocular hand-eye calibration from per-sensor ego-motion based on dual quaternions. Due to non-metrically scaled translations of monocular odometry, a scaling factor has to be estimated in addition to the rotation and translation calibration. For this, we derive a quadratically constrained quadratic program that allows a combined estimation of all extrinsic calibration parameters. Using dual quaternions leads to low run-times due to their compact representation. Our problem formulation further allows to estimate multiple scalings simultaneously for different sequences of the same sensor setup. Based on our problem formulation, we derive both, a fast local and a globally optimal solving approach. Finally, our algorithms are evaluated and compared to state-of-the-art approaches on simulated and real-world data, e.g., the EuRoC MAV dataset.

1. Introduction

Cameras are widely used in automated environments, such as autonomous vehicles or robotic systems, since they are both, cost and space efficient [20]. Due to extensive research in this field, reliable and robust detectors and classifiers are available [19]. However, a fundamental property of cameras is the projection of a 3D scene into a 2D representation. This projection allows for efficient processing, but depth information is lost. Therefore, without additional information, all motion estimates on monocular cameras are only up to an unknown scaling factor for the translation [18]. Only when using multiple sensors, e.g., in a stereo camera setup or in a setup with lidar and camera, available data can be combined to recover the lost depth information and the scaling factor. In contrast, the task of monocular hand-eye calibration is to estimate the translation scaling in addition to the extrinsic calibration only from per-sensor ego-motion. This makes monocular hand-eye calibration more flexible and suitable for any sensor setup, as long as the ego-motion of all sensors can be estimated.

For any multi-sensor setup, extrinsic parameters are fundamental, i.e., the transformation between two sensors is crucial for an accurate fusion. Due to the projection property of monocular cameras, special targets are mostly used for their extrinsic calibration. These engineered objects with known geometric properties are often designed to be easily detectable. The checkerboard pattern is a common choice for such calibration targets [7, 21]. Given the known target size, depth information can be recovered during the calibration procedure. However, target-based calibration normally requires a separate calibration procedure since the targets are not necessarily available within the usual work environment of, e.g., autonomous vehicles. Thus, validating given calibrations or updating a calibration in an online manner using target-based calibration approaches is either cumbersome or not possible. In contrast, hand-eye calibration is possible in unstructured environment, enabling an effortless calibration using ordinary motion sequences.
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Alternatively, by design, motion-based extrinsic hand-eye calibration does not require targets. Instead, only per-sensor ego-motion estimates must be available, which are then used to retrieve the calibration. This allows the calibration of a variety of different sensor types, e.g., Inertial Measurement Units (IMUs), which in fact cannot detect calibration targets. For sensors with metric-scaled motion estimation, hand-eye calibration has been extensively explored with many different approaches to choose from [6,11,12,24]. However, the projection property of monocular cameras leads to an unknown scaling of their estimated translation motion. This implies that the scaling has to be estimated in addition to the translation and rotation calibration when monocular cameras are involved. Figure 1 shows the underlying transformation graph for monocular hand-eye calibration with the measured motion \( \hat{V}_b \) and the scaled motion \( V_b \). Furthermore, in case two monocular cameras are calibrated, only the relative scaling between them can be estimated without further data. Although it is possible to use calibration targets for obtaining metric-scaled motion, this would lead to a combination of target and motion-based calibration. However, this is contradicting with our objective of a fast calibration within unstructured environments.

For motion-based calibration, the chosen transformation representation is important for formulating the optimization problem. Generally, homogeneous matrices (HMs) or dual quaternions (DQs) are widely used. In contrast to HMs, rotation and translation are not considered separately with DQs. Instead, the translation is represented in combination with the rotation in the dual part. This complicates the integration of the translation scaling. Nevertheless, it seems promising to formulate the scaled calibration also with DQs since we have already proven that the use of DQs for motion-based calibration without scaling is more efficient than the use of HMs [12].

Hence, we propose

- a unified Quadratically Constrained Quadratic Program (QCQP) formulation for non-metrically scaled motion-based calibration using dual quaternions in Section 3.2;
- an extension for multi-scale calibration in Section 3.4;
- a globally optimal and a fast local solving approach in Section 4;
- an extensive evaluation on real-world data from public datasets with artificial variations in Section 5 and
- a Python-based open-source library [7] with our proposed calibration methods.

2. Related Work

Classic hand-eye calibration from metric-scaled motion data has already been widely covered in literature, mostly based on HMs [8,11,17] or DQs [3,5,12]. Especially the globally optimal approaches [8,12,17] yield accurate results, even on noisy data. This work builds on our previous publication [12], in which the DQ formulation leads to a less complex optimization problem and, thus, a faster optimization.

As stated before, when using hand-eye calibration with monocular cameras, the relative scale between the translations of both sensors has to be estimated in addition to the calibration. When using engineered calibration targets [7,21], the motion can be estimated with a metric scale. This makes it possible to choose any of the classic hand-eye calibration approaches described before. However, since our goal is to perform hand-eye calibration in unstructured environments, we cannot rely on specific, known targets within our environment.

Especially for visual-inertial odometry [13,16,25], the correct scaling of monocular odometry is crucial for fusing visual and inertial measurements. With known visual-inertial calibration, it is possible to estimate the scaling directly [16], whereas for uncalibrated setups, scaling and calibration must be estimated simultaneously [13,25].

The previously mentioned methods for monocular hand-eye calibration have been developed for specific sensor types, in most cases cameras and IMUs. In contrast, our focus is to provide a generic method for hand-eye calibration of arbitrary sensor types with possible scaling ambiguities that only relies on per-sensor ego-motion. Most existing approaches for this use either HMs or DQs for representing transformations. The usual derivations for HMs or DQs lead to two equations: the first is constraining the rotation only, and the second is jointly constraining rotation, translation, and scale. A common approximation for reducing the complexity of the resulting optimization problem is to estimate the rotation from the first equation only and afterwards the translation and scale from the second equation [9,10,23]. However, as already observed by Horaud et al. [11], for noisy measurements, this approximation leads to a greater error than a simultaneous estimation of all parameters. Thus, for the best possible result on noisy data, this approximation is avoided in the following approaches as well as in our work.

For HMs, Wise et al. [24] describe a certifiable globally optimal algorithm based on the linear formulation of Andreff et al. [2]. They derive a QCQP and obtain a globally optimal solution through the Lagrangian dual problem and Semidefinite Programming (SDP). For HMs and DQs, Schmidt et al. [18] derive two highly nonlinear cost functions. However, as our experiments in Section 5 show, their calibration performance varies greatly, depending on the dataset used. To the best of our knowledge, there is no method that combines the efficient DQ formulation and
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certifiable global optimality for hand-eye calibration with scaling. Our work aims to fill this gap.

Furthermore, of all previously mentioned approaches, only [10] supports multiple scaling factors for different sequences of the same sensor setup. With our problem formulation, we can include multiple scalings while still maintaining the QCQP form and solving rotation and translation simultaneously.

3. Problem Formulation

In case of non-metrically scaled motion estimates, an additional scaling factor must be estimated during calibration. For HMs, Wise et al. [24] have proposed an extension of Giamou et al. [8] that handles the scaling as an additional optimization parameter. Similarly, our DQ based approach is derived in the following, extending our previous approach for calibration with metric-scaled motion [12].

3.1. Notation

We denote generic transformations without a fixed representation as functions \( V \). (Dual) quaternions are denoted with upright letters \( q \) and the respective vector representation with \( q = \text{vec}(q) \). The transformation chain \( V_a \circ V_b \) represented as dual quaternions yields the multiplication \( q_a q_b \).

Further, \( q_c = q_a q_b \) can be represented vectorized as matrix-vector products \( q_c = Q^+_a q_b = Q^+_a q_b \) with

\[
Q^+_a = \begin{bmatrix}
R^+_a & 0 \\
D^+_a & R^+_a
\end{bmatrix}, \quad Q_b = \begin{bmatrix}
R_b & 0 \\
D_b & R_b
\end{bmatrix}, \quad (1)
\]

where \( R^+_a, R_b \) denote the respective real and \( D^+_a, D_b \) the respective dual quaternion matrix representations [14].

3.2. Deriving a Cost Function

First, we describe the implication of scaling a translation vector \( t \) with the factor \( \alpha \in \mathbb{R}^+_r \) in the dual quaternion representation. An ordinary dual quaternion is denoted as

\[
q = r + \epsilon d,
\]

with the real part \( r \), the dual part \( d \), and the dual unit \( \epsilon \) [14]. For representing a transformation with rotation \( r \) and translation \( t \), the real part is \( r \) and the dual part is

\[
d = \frac{1}{2} t r, \quad \text{with} \quad t = (0, t).
\]

The scaled translation \( \tilde{t} = \alpha t \) results in a scaled translation quaternion \( \tilde{t} = \alpha t \). Inserting \( \tilde{t} \) into (3) and (2) yields the scaled dual quaternion

\[
\tilde{q} = r + \epsilon \alpha d.
\]

Due to the coupling property of DQs, not only the translation but also the rotation of the dual part is thereby scaled.

For the derivation of the optimization problem, no noise is considered. Therefore, we assume w.l.o.g. that the translation of the second transformation \( V_b \) is scaled. However, under the influence of noise, the optimization result varies if \( V_a \) is considered to be scaled instead. We will discuss this in Section 5.1.

The transformation cycle \( V_a \circ T \circ V_b \), illustrated in Figure [1] expressed with dual quaternions yields

\[
q_a q_T = q_T q_b
\]

\[
\iff 0 = r_a r_T - r_T r_b + \varepsilon (d_a r_T + r_a d_T - d_T r_b - \alpha r_T d_b).
\]

Substituting the dual quaternion multiplication with its respective matrix-vector representation and using \( r = \text{vec}(r_T) \), the real part can be expressed as

\[
0 = \text{vec}(r_a r_T - r_T r_b) = R^+_a r - R_b r \quad (6a)
\]

\[
= (R^+_a - R_b) r. \quad (6b)
\]

Analogously, with \( d = \text{vec}(d_T) \) and the substitution \( s = \alpha r \), the dual part yields

\[
0 = \text{vec}(d_a r_T + r_a d_T - d_T r_b - \alpha r_T d_b) = D^+_a r + R^+_a d - R_b d - \alpha D_b r \quad (7a)
\]

\[
= D^+_a r - D_b s + (R^+_a - R_b) d. \quad (7b)
\]

Combining (6c) and (7c) leads to

\[
Mx := \begin{bmatrix}
R^+_a - R_b & 0 & 0 \\
D^+_a & -D_b & R^+_a - R_b
\end{bmatrix}
\begin{bmatrix}
r \\
s \\
d
\end{bmatrix} = 0. \quad (8)
\]

For \( n \) motion pairs, the matrix \( M \) in (8) of each step \( t \) is denoted by \( M_t \). Applying the quadratic norm to (8) and adding up all steps results in the cost function

\[
J(x) = \sum_{t=1}^n x^T M_t^T M_t x = x^T Q x, \quad (9a)
\]

with \( Q := \sum_{t=1}^n M_t^T M_t \). \quad (9b)

Similar to [12], the constraint \( g_d(x) \mid = 0 \) is required to ensure a valid unit dual quaternion:

\[
g_d(x) = \begin{bmatrix}
1 - \|r\|^2 \\
2 r^T d
\end{bmatrix} \mid = 0. \quad (10)
\]

Further, additional constraints are necessary to enforce the substitution \( s = \alpha r \) to hold during optimization. Given that \( \exists i, r_i \neq 0 \) due to \( \|r\|^2 = 1 \), the six necessary constraints are defined by

\[
r_i s_j - r_j s_i = 0, \quad \text{with} \quad (i, j) \in \{1, \ldots, 4\}^2, \quad i < j. \quad (11)
\]
The constraints are explained in more detail in the supplementary material.

In order to reduce the computational complexity, we neglect the special case \( r_1 = 0 \), which only occurs if the rotation angle between the sensors is exactly 180°. This leads to only three necessary equality constraints for our problem:

\[
g_{\alpha}(x) = \begin{bmatrix} r_1 s_2 & - r_2 s_1 \\ r_3 s_1 & - r_3 s_1 \\ r_4 s_1 \\ - r_4 s_1 \end{bmatrix} \overset{1}{=} 0. \quad (12)
\]

Given the solution \( \hat{x} \) of the optimization problem, for which \( \|\hat{r}\|_2 = 1 \) holds, the estimated scaling \( \hat{\alpha} \) is calculated by

\[
\hat{\alpha} = \|\hat{\delta}\|_2.
\]

Extending the optimization problem of [12] with the scaled rotation \( s \) and the additional constraints \( g_{\alpha}(x) \), the resulting optimization problem for a scaled extrinsic calibration is given by

\[
\min_{x \in \mathbb{R}^{12}} J(x) \quad \text{w.r.t.} \quad g_{d}(x) \overset{1}{=} 0 \land g_{\alpha}(x) \overset{1}{=} 0. \quad (13a)
\]

Due to the constraints, the optimization problem (13) is non-convex. Therefore, the Lagrangian dual problem is derived in the following for a globally optimal solution.

### 3.3. Lagrangian Dual Problem

The Lagrangian dual problem for optimization problem (13) is derived in this section. Similar to [8] [12] [24], the resulting Lagrangian dual problem is an SDP problem since the primal problem has a QCQP form. In contrast to [12], the additional constraints [13] are taken into account in [13] for monocular calibration.

Given the Lagrange function of (13)

\[
L(x, \lambda) = x^TQx + \lambda_d^Tg_d(x) + \lambda_{\alpha}^Tg_{\alpha}(x), \quad (14)
\]

with \( \lambda_d \in \mathbb{R}^2 \) and \( \lambda_{\alpha} \in \mathbb{R}^3 \), all constraints are first represented in a quadratic manner. With

\[
P_{d,1} = \begin{bmatrix} -I_{4 \times 4} & 0_{4 \times 8} \\ 0_{8 \times 4} & 0_{8 \times 8} \end{bmatrix}, \quad P_{d,2} = \begin{bmatrix} 0_4 & I_4 & 0_4 \\ I_4 & 0_4 & 0_4 \\ 0_4 & 0_4 & 0_4 \end{bmatrix}, \quad (15)
\]

and \( P_{\alpha,1}, P_{\alpha,2}, \) and \( P_{\alpha,3} \) satisfying

\[
x^T P_{\alpha,i} x = g_{\alpha,i}(x), \quad i \in \{1, 2, 3\}, \quad (15a)
\]

the Lagrange function can be expressed by

\[
L(x, \lambda) = x^T Z(\lambda) x + \lambda_1, \quad (17)
\]

where \( Z \) combines all quadratic parts:

\[
Z(\lambda) = Q + \lambda_1 P_{d,1} + \lambda_2 P_{d,2} + \lambda_3 P_{\alpha,1} + \lambda_4 P_{\alpha,2} + \lambda_5 P_{\alpha,3}. \quad (18)
\]

Similar to [12], the Lagrangian dual problem is subsequently given by

\[
\max_{\lambda_1} \Theta(\lambda) := \lambda_1 \quad \text{w.r.t.} \quad Z(\lambda) \succeq 0. \quad (19a)
\]

As mentioned before, (19) belongs to the group of SDP problems, for which solvers like [1, 6] are publicly available.

### 3.4. Multi-Scale Calibration

When using multiple sequences for calibrating the same sensor pair, each sequence might have a different scaling. This also happens when the ego-motion estimation of a scaled sensor is reinitialized, for example, due to kidnapping [10].

For multiple scalings \( \alpha_j \) with \( j = 1, \ldots, m \), the variables in (8) are replaced by

\[
x := [r, s_1, \ldots, s_m, d]^T \quad (20a)
\]

\[
M_j := \begin{bmatrix} R_a - R_b & 0 & \cdots & 0 \\ D_a & \mathbf{S}_1 & \cdots & \mathbf{S}_m \\ -D_a & 0 \end{bmatrix}, \quad (20b)
\]

with \( \mathbf{S}_k = \{-D_b, \text{ if } k = j\}, 0, \text{ else} \), using the substitutions \( s_j = \alpha_j r \). With \( n_j \) steps for each scaling, the new cost function is then given by

\[
J(x) = x^T Q x, \quad (21a)
\]

\[
\text{with } Q := \sum_{j=1}^{m} \sum_{t=1}^{n_j} M_{j,t}^T M_{j,t}, \quad (21b)
\]

with the matrix \( M_{j,t} \) for each step \( t \) of the scaling \( j \). Analogously to the single-scale case, three additional optimization constraints are necessary for each substitution:

\[
g_{\alpha,j}(x) = \begin{bmatrix} r_1 s_{j,2} & - r_2 s_{j,1} \\ r_1 s_{j,3} & - r_3 s_{j,1} \\ r_1 s_{j,4} & - r_4 s_{j,1} \end{bmatrix} = 0. \quad (22)
\]

Subsequently, the optimization problem can be set up similarly to the single-scale case, formally given by

\[
\min_{x \in \mathbb{R}^{8n+4m}} J(x) \quad \text{w.r.t.} \quad g_{d}(x) \overset{1}{=} 0, \quad (23b)
\]

\[
g_{\alpha,j}(x) \overset{1}{=} 0, \quad \text{for } j = 1, \ldots, m . \quad (23c)
\]

The Lagrangian dual problem can be derived for the multi-scale case analogously to Section 3.3. To do so, further constraints, represented by the matrices \( P_{\alpha,j,1}, P_{\alpha,j,2}, \)
and \( P_{\alpha_j,k} \), must be added for each scaling factor \( \alpha_j \). Given the additional constraints \( g_{\alpha_j}(x) \), the matrices can be set up similarly to (16). Consecutively, the Lagrange function is given by replacing \( Z \) in (17) with

\[
Z(\lambda) = Q + \lambda_1 P_{d,1} + \lambda_2 P_{d,2} + \sum_{j=1}^{m} \sum_{k=1}^{3} \lambda_{3j+k-1} P_{\alpha_j,k} .
\] (24)

Finally, the Lagrangian dual problem is given by (19), using the replaced \( Z \). For a given \( m \), the dimension of \( \lambda \) is \( 2+3m \).

3.5. Scaling Sensor \( a \)

With \( M \) from (8) or (20b), the motion estimates of sensor \( b \) are always considered to be scaled. However, if sensor \( a \)'s motion should be scaled instead, \( M \) in (8) can be replaced with

\[
M := \begin{bmatrix} R_a^+ - R_b & 0 & 0 \\ -D_a & D_a^+ & R_a^+ - R_b \end{bmatrix} .
\] (25)

This is likewise possible for the multi-scale case in (20b).

In the noise-free case, the scaling of \( a \) yields the inverse of the scaling of \( b \). However, we observed a significant performance difference on noisy real-world data, depending on which sensor motion is scaled. An in-depth evaluation of this behavior is given in Section 5.1.

4. Algorithms

In this section, we derive a fast local and a globally optimal solving approach for the two optimization problems of Section 3 based on the methods from [12]. The approaches are later referred to as FAST and GLOBAL approach.

4.1. Fast Calibration

Given the optimization problem (13) or (23), a Sequential Quadratic Programming (SQP) solver is used for a fast local optimization. In [12], this was proven to be better suited than Interior Point (IP) methods due to the quadratic form of the problem. During the optimization, the constraints are enforced by the optimizer.

Although an SQP solver obtains local solutions only, the globality of a solution can be verified using our approach proposed in [12]. Hereby, the dual variables \( \lambda \) to the local solution are estimated using the first-order optimality condition of the dual problem. If the estimates \( \hat{\lambda} \) fulfill all dual optimization constraints, the globality is guaranteed.

4.2. Globally Optimal Calibration

In addition to the fast local approach, both optimization problems (13) or (23) can also be solved in a global manner. The respective Lagrangian dual problems have been derived in Section 5. Type this problem can be efficiently solved using an SDP solver. However, these solvers only yield the globally optimal dual solution and the respective primal solution must be recovered in a consecutive step.

Given the globally optimal dual solution \( \lambda \), the first order optimality constraint yields

\[
\frac{\partial L(x, \lambda)}{\partial x} = 2Z(\lambda)x = 0 .
\] (26)

Therefore, since a globally optimal primal solution must exist for our problem, it must be within the null space of \( Z(\lambda) \).

Assuming a one-dimensional null space, as in [8, 12, 24], a local primal solution can be uniquely recovered by using the first constraint of \( g_d \) with

\[
x = \frac{v}{\|v\|_2^2} ,
\] (27)

where \( v \) must satisfy \( \text{span} \{v\} = \text{null}(Z(\hat{\lambda})) \). Due to the one-dimensional null space, enforcing a single constraint is sufficient to uniquely recover the primal solution \( \hat{x} \) that satisfies all primal constraints. Given \( \hat{x} \), the duality gap is defined by

\[
J(\hat{x}) - \Theta(\hat{\lambda}) = \hat{x}^T Z(\hat{\lambda}) \hat{x} = 0, \] (28)

with \( J(\hat{x}) \) from (13) and \( \Theta(\hat{\lambda}) \) from (19). Thus, the duality gap is ensured to be zero and the local primal solution \( \hat{x} \) is globally optimal. In case the null space assumption does not hold, the global approach does not yield any solution. Thus, a globally optimal solution cannot be guaranteed. Nevertheless, if a solution is found, its globality is guaranteed post hoc.

5. Experiments

In this section, we evaluate our proposed algorithms and discuss the results. Additionally, the FAST and the GLOBAL algorithm are compared to other state-of-the-art approaches for monocular hand-eye calibration [18, 23, 24]. First, the influence of noise is evaluated on simulated data [24]. Secondly, all approaches are evaluated on a publicly available real-world dataset [3] with artificial scaling. This makes it possible to compare the estimated scaling with a known ground-truth. Afterwards, the publicly available EuRoC MAV dataset [4] with real-world recordings of monocular cameras is used for comparison.

We use the same error metrics as described in [12], covering physical entities, i.e., the rotation magnitude and translation offset. Given a predicted calibration \((\hat{q}_v, \hat{\alpha})\) and its respective ground truth calibration \((q_T, \alpha)\), the errors in rotation, translation, and scaling are given by

\[
\varepsilon_r = 2 \arccos(q_{e,1}) ,
\] (29a)

\[
\varepsilon_t = \|q_{e,d} q_{e,r}^T\| ,
\] (29b)

\[
\varepsilon_\alpha = |\hat{\alpha} - \alpha| ,
\] (29c)
with \( q_e = q_T^{-1} \hat{q} \) and \( q_e = \text{vec}(q_e) \).

All compared approaches are implemented in Python using either SciPy \[22\] or CVXPY \[8\] for optimization. We have implemented the cost function for HMs and DQs of Schmidt et al. \[18\] and the DQ approach of Wei et al. \[23\]. The HM approach of Wise et al. \[24\] is evaluated using their provided source code. As a baseline with unscaled calibration, we use the global approach of our previous work \[12\]. In the following, these approaches are referred to as SCHMIDT HM, SCHMIDT DQ, WEI, WISE, and HORN, respectively.

All experiments were run on a general purpose computer equipped with an AMD Ryzen\textsuperscript{TM} 7 3700X CPU and 64GB of DDR4 RAM. Given an optimization result, for some approaches, the calibration must be recovered from the result in further steps. Thus, for a fair comparison, execution times include optimization and recovery times. If not stated differently, timings are averaged over 100 runs.

5.1. Asymmetric Influence of Noise

As a first step, we analyze the influence of noise on the simulated data provided by Wise et al. \[24\]. They provide 1000 transformation pairs with motion in all dimensions. The use of simulated data makes it possible to define exact and known noise parameters for each sensor and ensures a well-conditioned optimization problem. As mentioned in Section 3 for noisy measurements, we observed that the calibration performance depends on which sensor motion is assumed to be scaled. For investigating this behavior, we added artificial noise to the metric-scaled data. Thereby, noise parameters were chosen relative to the translation length and rotation magnitude of each step from \(0 \rightarrow 20\%\). We created 10 noisy datasets per parameter set.

The median values of the results for the baseline method HORN without scaling as well as with our proposed GLOBAL method are displayed in Figure 2. For the regular calibration without scaling estimation, noise has a symmetric influence for both sensors on the calibration performance. However, for the scaled calibration, the heatmap clearly shows that the influence of the noise is much higher for sensor \( b \), which is assumed to be scaled. The same behavior was also observed when swapping sensors \( a \) and \( b \) while still scaling the same sensor. Furthermore, other methods for scaled calibration \[18, 23, 24\] show the same behavior when swapping the sensors.

This leads to the conclusion that the scaled sensor motion should always be the motion with less noise. For the following evaluation, we always consider this by swapping the sensors accordingly. This is necessary, since in contrast to our method, the other methods were designed for scaling only one of the two sensor motions without providing the option for selecting the scaled motion.

![Figure 2. Results for the noise influence evaluation, comparing calibration without scaling (a) and our GLOBAL calibration (b), where sensor \( b \) is scaled. In contrast to the errors for an unscaled calibration, the errors for a scaled calibration are asymmetrically dependent on the noise levels of the sensors \( a \) and \( b \). Thus, the quality of the calibration result highly depends on which sensor is considered for scaling.](image)

5.2. Artificial Scaling

For our evaluation with artificial scaling, we use the real-world dataset provided by Brookshire et al. \[3\]. They provide 200 interpolated pose estimates for two time-synchronized RGB-D cameras. Since the cameras are not trigger-synchronized, the poses of sensor \( b \) are interpolated at the timestamps of \( a \). Therefore, we assume sensor \( a \) to be scaled, as mentioned in the previous section. The use of RGB-D cameras leads to metric-scaled motion. Thus, we applied artificial scaling with the scaling factors 10 and 0.01. In combination with the metric-scaled data, this leads to three differently scaled, partially augmented datasets. In order to demonstrate the importance of the scale estimation for monocular calibration, we have also evaluated the approach for unscaled hand-eye calibration \[12\] on this data as a baseline.

The results are presented in Table 1. In general, all approaches except SCHMIDT DQ find valid solutions. Furthermore, the performance of HORN decreases as expected for scaled data, which demonstrates the importance of the scaling estimation for the calibration with non-metrically scaled data.

With the exception of SCHMIDT DQ, the monocular calibration approaches can compensate for artificial scaling and recover \( \alpha \) with only small discrepancies. Both approaches of Schmidt et al. \[18\] are time-consuming with ex-
execution times up to multiple seconds, caused by their highly non-linear cost functions. In some cases, this even causes the optimization to be unfeasible. Especially, SCHMIDT DQ does not yield good solutions for the scalings 1 and 10. Compared to WISE, our approaches are noticeably faster and more accurate. Although our problem dimension is higher, we have to enforce fewer constraints, which seems to have a greater impact on execution times.

WEI obtains similar results as our methods for the translation but is slightly less accurate for the rotation. This is most likely caused by their separate solving of rotation and translation. WEI and both of our approaches are the fastest. Since our primal problem is not convex, the local solution of FAST can differ from the globally optimal solution of GLOBAL. Nevertheless, the local solution is almost identical for the scalings 1 and 0.01. This shows that FAST is a feasible choice for applications like online calibration, especially since the globality of the local solution can be verified. If the execution time is of secondary importance, GLOBAL is the preferred method. Summarizing this section, our proposed methods yield the best results for all scalings and are, at the same time, among the fastest approaches.

### 5.3. Artificial Noise

As a next step, we evaluate the calibration performance with respect to noise on the Brookshire dataset [3] with artificial noise, similar to the evaluation in [24]. Our GLOBAL method is compared to WEI and WISE, as they are the fastest and most stable competitors based on the results in Section 5.2. Using the same noise parameters as in [24], we created 100 datasets with artificial noise. The results of the algorithms are presented in Figure 3.

First, the evaluation shows that the translation error distribution for WISE is shifted to the right for all noise parameters. Thus, both DQ-based approaches outperform the HM-based approach with respect to the translation. In general, the variations of all compared methods increase for higher noise levels. However, compared to the other approaches, GLOBAL is the most noise-robust approach, having the smallest errors for rotation and translation. This confirms the results from the previous subsection.

| Method                  | 1x scale | 10x scale | 0.01x scale |
|-------------------------|----------|-----------|-------------|
|                         | $\Delta t$ [cm] | $\Delta t$ [$^\circ$] | $\Delta t$ [ms] | $\Delta t$ [cm] | $\Delta t$ [$^\circ$] | $\Delta t$ [ms] | $\Delta t$ [cm] | $\Delta t$ [$^\circ$] | $\Delta t$ [ms] |
| HORN [12]               | 1.10     | 1.049     | 5.39        | 3.56        | 1.039     | 5.39        | >10$^3$     | >10$^3$     | 5.67        |
| SCHMIDT HM [18]         | 1.10     | 1.070     | 0.985       | 4643.37     | 1.31      | 1.070      | 0.985       | 4643.37     | 1.31      |
| SCHMIDT DQ [18]         | 5.39     | 2.350     | 0.100       | 802.25      | 5.32      | 0.000      | 1561.94     | 0.94       | 3.166     |
| WEI [23]                | 1.11     | 1.070     | 0.997       | 9.12        | 1.11      | 1.070      | 0.997       | 9.21       | 1.11      |
| WISE [24]               | 1.74     | 1.047     | 0.992       | 25.18       | 1.74      | 0.992      | 24.79       | 1.74       | 0.947     |
| FAST (ours)             | 1.08     | 0.931     | 0.998       | 5.32        | 1.10      | 0.979      | 11.19       | 1.08       | 0.933     |
| GLOBAL (ours)           | 1.08     | 0.929     | 0.998       | 8.90        | 1.07      | 0.927      | 11.13       | 1.08       | 0.927     |

Table 1. Results on the Brookshire dataset [3] are shown. The original motion for one sensor was artificially scaled by the given factor. HORN is not able to consider scaling and is only given as a baseline.
5.4. Monocular Camera Data

Finally, the EuRoC MAV dataset [4] is used for a comparison on real-world monocular camera data. It contains data of a drone flying in a machine hall, equipped with two monocular cameras and an IMU sensor. Its position is tracked using a laser tracker. Further, ground-truth poses with positions from the laser tracker and orientations estimated from the IMU measurements are provided. We used these poses to evaluate the calibration estimation between the first camera and the drone origin. The monocular camera motion was estimated using the open source real-time SLAM library ORB-SLAM2 [15]. We evaluated and compared all approaches based on the machine hall recordings MH1, MH2, and MH3. MH1 and MH2 are rated with easy difficulty, whereas MH3 is of medium difficulty for visual-inertial odometry. The results are shown in Table 2.

Since the scaling strongly depends on the initialization of the algorithm used for monocular motion estimation, no ground-truth information for scaling is available. However, the results in Section 5.2 indicate that the scaling is appropriately estimated when transformation errors are small.

For all recordings, our FAST approach always yields the same solutions as our GLOBAL approach. Except for a few outliers of SCHMIDT and WEI, rotation and translation errors for all compared approaches are in an equal order of magnitude. However, the biggest difference between all approaches is the execution time. Here, the methods of Schmidt et al. [18] cannot keep up with the other approaches, taking between 1 s and 1.5 s. The execution time of WISE is always around 25 ms to 27 ms. Our FAST approach outperforms all other methods with an execution time of about 2 ms, which is approximately 10 times faster than WISE and about 5 times faster than our GLOBAL method and WEI.

5.5. Multi-Scale Calibration

For evaluating our multi-scale calibration, we used the same machine hall datasets as in Section 5.4. Since all were recorded with the same sensor setup and calibration. As shown with the results in the previous subsection, each camera motion is scaled differently. Of all compared approaches, only our methods support multiple scalings.

The results of the multi-scale calibration with our approaches are presented in Table 3. Comparing the resulting scalings with the respective results in Section 5.4 shows that each $\alpha$ is still estimated precisely. Furthermore, errors in rotation and translation are in the same range as the errors for each individual calibration. At the same time, both approaches take less time than the sum of all execution times in Section 5.4. This shows that our multi-scale calibration is able to simultaneously take multiple datasets into account while being efficient and preserving individual scaling factors at the same time.

6. Conclusion

We have described a QCQP formulation for monocular hand-eye calibration based on dual quaternions that allows for combining multiple datasets with different translation scalings. With this formulation, a fast local and a globally optimal solving approach from our previous work [12] could be applied. The evaluation on simulated and real-world data showed that our problem formulation yields consistently low execution times while retaining high estimation accuracy. Especially the fast solving approach has the lowest run-time of all compared approaches and still yields globally optimal results in almost all cases. Thus, our proposed methods successfully fill the gap between a globally optimal and an efficient dual quaternion based monocular hand-eye calibration. For future work, it would be interesting to deduce the cause of the higher noise sensitivity for the scaled sensor in all algorithms.

| Method       | $\varepsilon_t$ [cm] | $\varepsilon_r$ [$^\circ$] | $\hat{\alpha}$ | $\varepsilon_t$ [cm] | $\varepsilon_r$ [$^\circ$] | $\hat{\alpha}$ | $\varepsilon_t$ [cm] | $\varepsilon_r$ [$^\circ$] | $\hat{\alpha}$ | $t$ [ms] |
|--------------|----------------------|-----------------------------|----------------|----------------------|-----------------------------|----------------|----------------------|-----------------------------|----------------|--------|
| SCHMIDT HM   | 1.55 0.328 4.854     | 1429.10                     | 0.50           | 0.168 0.935 3130.42  | 1.08 0.926 2.184          | 1131.81        |
| SCHMIDT DQ   | 2.60 0.190 4.823     | 1291.23                     | 0.65           | 0.168 0.935 3130.95  | 1.14 0.926 2.183          | 1178.48        |
| WEI          | 1.50 0.241 4.854     | 9.70                        | 0.65           | 0.114 0.935 9.90     | 4.82 0.150 2.183          | 9.10           |
| WISE         | 1.62 0.268 4.854     | 25.49                       | 0.68           | 0.157 0.935 26.37    | 1.21 0.895 2.184          | 27.16          |
| FAST (ours)  | 1.53 0.280 4.854     | 2.34                        | 0.62           | 0.158 0.935 2.09     | 1.08 0.849 2.184          | 2.37           |
| GLOBAL (ours)| 1.53 0.281 4.854     | 9.21                        | 0.62           | 0.158 0.935 8.30     | 1.08 0.849 2.184          | 8.80           |

Table 2. Results on the EuRoC MAV dataset [4] are presented. Since no ground-truth for $\alpha$ is available, the respective optimization results are given without a reference.

Table 3. Results for the multi-scale calibration on the EuRoC MAV dataset [4] using our approaches are presented.
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1. Substitution Constraints

In this section, we describe the additional constraints necessary in order to retain the substitution $s = \alpha r$ in more detail. For every valid pair of $r$ and $s$, there must exist an $\alpha$ for which $s_i = \alpha r_i, \forall i \in \{1, \ldots, 4\}$. This leads to the following conditions:

\begin{align}
\frac{s_i}{r_i} &= \frac{s_j}{r_j}, & \text{if } r_i \neq 0 \land r_j \neq 0, \\
\frac{s_i}{r_i} &= 0, & \text{if } r_i = 0.
\end{align}

(1a) \hspace{2cm} (1b)

Geometrically described, this means that $r$ and $s$ have to be parallel. In three-dimensional space, this can be achieved by enforcing the cross product of both vectors to be a null vector. However, the cross product is not defined in four-dimensional space. Nevertheless, we can achieve the same result in our case with the following six constraints:

$$r_i s_j - r_j s_i = 0, \quad \text{with } (i, j) \in \{1, \ldots, 4\}^2, \ i < j.$$ 

(2)

Table 1 shows the influence of each constraint. It shows that if and only if the constraints (2) are enforced during optimization, the conditions (1) hold for all feasible values of $r$. In our case, $r = 0$ is infeasible since it is prevented by the additional constraint $\|r\|_2 = 1$.

Further, Table 1 also shows that even without the last three constraints, all conditions (1) are still met if $r_1 \neq 0$. Following from the definition of rotation quaternions, $r_1 = 0$ only occurs for a rotation angle between both sensors of exactly $180^\circ$. In practice, this is highly unlikely due to numerical inaccuracies and noise within the input data. Thus, we decided to omit these constraints in our implementation in order to reduce the computational complexity.
| Rotation | Constraint |
|----------|------------|
| $r_1$  | $r_2$  | $r_3$  | $r_4$  | $r_1 s_2 = r_2 s_1$ | $r_1 s_3 = r_3 s_1$ | $r_1 s_4 = r_4 s_1$ | $r_2 s_3 = r_3 s_2$ | $r_2 s_4 = r_4 s_2$ | $r_3 s_4 = r_4 s_3$ |
| 0       | 0       | 0       | 0       | -                  | -                  | -                  | -                  | -                  | -                  |
| 0       | 0       | 0       | $\pm$   | -                  | -                  | $s_1 = 0$           | -                  | $s_2 = 0$           | $s_3 = 0$           |
| 0       | 0       | $\pm$   | 0       | -                  | $s_1 = 0$           | -                  | $s_2 = 0$           | -                  | $s_4 = 0$           |
| 0       | 0       | $\pm$   | $\pm$   | -                  | $s_1 = 0$           | $s_1 = 0$           | $s_2 = 0$           | $s_2 = 0$           | $\frac{s_3}{r_3} = \frac{s_4}{r_4}$ |
| $\pm$   | 0       | 0       | 0       | $s_1 = 0$           | -                  | -                  | $s_3 = 0$           | $s_4 = 0$           | -                  |
| $\pm$   | 0       | $\pm$   | $\pm$   | $s_1 = 0$           | $s_1 = 0$           | -                  | $\frac{s_2}{r_2} = \frac{s_3}{r_3}$ | $s_4 = 0$           | $s_4 = 0$           |
| $\pm$   | 0       | $\pm$   | $\pm$   | $s_1 = 0$           | $s_1 = 0$           | $s_1 = 0$           | $\frac{s_2}{r_2} = \frac{s_3}{r_3}$ | $\frac{s_2}{r_2} = \frac{s_4}{r_4}$ | $\frac{s_3}{r_3} = \frac{s_4}{r_4}$ |
| $\pm$   | 0       | 0       | 0       | $s_2 = 0$           | $s_3 = 0$           | $s_4 = 0$           | -                  | -                  | -                  |
| $\pm$   | 0       | $\pm$   | $\pm$   | $s_2 = 0$           | $s_3 = 0$           | $\frac{s_1}{r_1} = \frac{s_4}{r_4}$ | -                  | $s_2 = 0$           | $s_3 = 0$           |
| $\pm$   | 0       | $\pm$   | $\pm$   | $s_2 = 0$           | $s_3 = 0$           | $\frac{s_1}{r_1} = \frac{s_4}{r_4}$ | $s_2 = 0$           | $s_2 = 0$           | $\frac{s_3}{r_3} = \frac{s_4}{r_4}$ |
| $\pm$   | 0       | $\pm$   | $\pm$   | $\frac{s_1}{r_1} = \frac{s_2}{r_2}$ | $s_3 = 0$           | $\frac{s_1}{r_1} = \frac{s_4}{r_4}$ | $s_3 = 0$           | $\frac{s_2}{r_2} = \frac{s_4}{r_4}$ | $s_3 = 0$           |
| $\pm$   | 0       | $\pm$   | $\pm$   | $\frac{s_1}{r_1} = \frac{s_2}{r_2}$ | $s_3 = 0$           | $\frac{s_1}{r_1} = \frac{s_4}{r_4}$ | $s_3 = 0$           | $\frac{s_2}{r_2} = \frac{s_4}{r_4}$ | $s_3 = 0$           |
| $\pm$   | $\pm$   | $\pm$   | $\pm$   | $\frac{s_1}{r_1} = \frac{s_2}{r_2}$ | $\frac{s_1}{r_1} = \frac{s_3}{r_3}$ | $\frac{s_1}{r_1} = \frac{s_4}{r_4}$ | $\frac{s_2}{r_2} = \frac{s_3}{r_3}$ | $\frac{s_2}{r_2} = \frac{s_4}{r_4}$ | $\frac{s_3}{r_3} = \frac{s_4}{r_4}$ |

Table 1. The individual influence of each constraint in (2) is presented. For the rotation entries $r_i$, 0 denotes $r_i = 0$ and ± denotes $r_i \neq 0$. The table shows that the conditions (1) are met for all feasible values of $r$ since $r = 0$ is infeasible.