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ABSTRACT

Although Ontology supports phases of the decision support systems DSSs, there isn’t a standard method in which we could modeled decisions in Ontologies. Heterogeneity in data sources is a challenge in decision support systems. Sometimes, explore the knowledge without integrating data sources is wrong. So, this paper proposed a semantic enhancement on the genotype/phenotype system. That is for a communication decision support system based on the Ontology decision support system framework ODSS. This paper introduced a compact representation, and a search strategy based on the universal Ontology. The proposed method is general to handle any data mining technique on large heterogeneous data. That is by adapting the components of the Gene Expression system in biology. The main components of the Gene Expression system are Genome, phenotype, and mutation. The adaptation is by Ontology to help the communication decision support system. The method adapts mutation as a somatic mutation. We tested the proposed method by applying it on the big sample of heterogeneous communication data.
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1. INTRODUCTION

Decision support systems (DSSs) are supporting tools in assisting users by giving suggestions fragmented information and complex problem involved [1]. Some AI techniques are biology-inspired computing as a neural network with a brain, Artificial Immune system with Immune system, Swarm with bees, or particle behavior and genetic algorithms with evolution soon. The natural evolution by simple rules as crossover selection or mutation produces complex organisms. Integrating or collecting data from different sources and merging them to give a virtual view to users [2]. Ontology is a philosophical concept to display the properties of things in the real-life and how they connected to each other. The advantages of using Ontology in Artificial Intelligence systems are as sharing and reusability [3]. Reference [3] defines Ontology as a formal representation that consists of a set of concepts within a domain. Ontology-based as Object-Oriented knowledge representation supports the hierarchical thinking as in biological systems. Ontology re-engineering supports the merging function. This function is important to solve the heterogeneity problem. There is a good deal of Ontology extraction tools as Text2Onto, DB2OWL, and mapping master which extract text, data-based, and spreadsheet respectively. That is certainly in Protégé editor [4]. Although data integration is important in the data science processes, it produces many types of conflicts. Wrapper architecture [5] was used in providing data services that accomplish data integration tasks across heterogeneous data sources. Wrapper deals with a relational database and XML documents. It used certainly a simple form of queries without using any decision support system processes. Also, there are different attempts for integration data by Ontology as in reference [6] which was integrated only different databases. Also, reference [7] had an attempt to integrate heterogeneous data without merging which leads to conflict. The proposed method in this paper based on the hybrid two main concepts (Genotype/ Phenotype system) and Ontology-based. So, we can call the proposed method as a new evolutionary algorithm. Genotype/ Phenotype system or Gene expression model is much more accurate and stable than the ones based on genetic programming (GP) and linear regression (LR). Genotype/ Phenotype system is a powerful method of prediction has been recently increased in many fields [8]. In the rest
of the paper, we subsequently present some basic definitions in the main concepts section. Next, I present the related works, and the details of the proposed approach are described. After that, the empirical validations of the proposed method are presented, followed by the results and discussion. And, finally, the concluding remarks are given, along with scope for future work, in the last section.

2. MAIN CONCEPTS

Some artificial intelligence techniques are biological inspired computing as a Neural network with brain, Artificial Immune system with Immune system, Particle Swarm with bees and fish, or behavior and genetic algorithms with evolution soon.

In this section, we will define the components related to the proposed method.

2.1 Genotype/ Phenotype system

The genotype is the chromosome structure in the cell level. But, the phenotype is virtual properties. The fusion between the genotype set and phenotype set called “Genotype-phenotype map”, where, each genotype may have many phenotypes. The advantage of the mapping between simple data type as genome and complex data type as phenotype. Then the main two players in GEP system are genotype with fixed length and phenotype like a tree. Genome or genotype (Chromosome) is a packaged and organized structure that contains most of the DNA of a living organism. It has all the same size [9]. The phenotype is “tree” with a certain shape and size. So, this paper maps the phenotype tree to Ontology. Gene Expression Programming (GEP) is a learning algorithm that can determine the relationships between variables in data sets to build models explain these relations [10].

2.2 Fitness function for classification (maximum likelihood)

We have multinomial categories with crisp classification for discrete data, so we select the maximum likelihood function. If we have a sample A = {a1, a2, ..., an} independent data coming from unknown probability density function \( f(\cdot|\theta_0) \). The value \( \theta_0 \) is unknown and is the true value of the parameter vector. To use the method of maximum likelihood, the joint density function for a sample \( “A” \) is:

\[
f(a1, a2, ..., an|\theta) = \prod_{i=1}^{n} f(ai|\theta)
\]

When the values \( (a_1, a_2, ..., a_n) \) are fixed parameters, this function is called the likelihood.

2.3 Selection strategy

As in biology, in cell level the selection based on the existing of a catalytic activity that provides a growth advantage to microorganisms having that specific activity [11].

2.4 Somatic mutations

Somatic mutations are mutations that are not inherited from the parents. If there are somatic mutations that occur in normal cells, somatic mutation likes another type of mutation is sparse. The proposed method aim is reducing the effect of heterogeneity to identify similar certain data. Sometimes, we need somatic mutation to apply certain query in a certain time without inheritance.

3. RELATED WORKS

In recent years, researchers used Ontology in different aims. Here, we discuss the use of Ontology and gene expression in the decision support system. Generally, there isn’t a standard method to use Ontology for enhancing the decision support system, So, we present some works related to this field. The general abstract framework for using Ontology to support taking a decision ODSS proposed in reference [12]. ODSS is a general survey about using Ontology in different layers in DSS.

There are many references for using Gene expression as it is. Authors in reference [13] proposed a compact representation for genome mutation on gene ontology (GO). That is to apply mining tasks. Authors in reference [14] applied gene expression on huge genes data for classification data. But reference [15] applied gene expression for clustering data by using the K-means algorithm.

Authors in reference [16] used Ontology and data mining to improve the warranty database as an input to bring more flexibility to the decision support system. Also, [17] used
Ontology and association rules mining technique for more semantic decisions.

The authors in reference [18] display a novel section about how could they express knowledge relations between flood and flood emergency response. That by constructing Ontology by simple knowledge engineering method. They used Ontology for Emergency Response Decision Support System on homogeneous data.

Finally, there is a project is called eProPlan for making a plugin-in for Ontology editor protégé 4 and comprises of a set views that allow modeling the Knowledge discovery domain KDD, testing operators, generating and visualizing KDD workflows [19:23].

4. THE PROPOSED METHOD

This section displays a semantic improvement on the bio-model (genotype/phenotype system) for the communication network. That is to solve the challenge of heterogeneous large data. Using the proposed method is limited to the ODSS framework; our proposed framework in reference [12]; as appeared in figure 1. ODSS comprises of three stages: extraction knowledge from different sources, fusion Ontologies to construct Universal Ontology ODWH (Ontology Data warehouse), then choosing the DSS technique as data mining or OLAP.

But ODSS framework that we proposed, based on just abstract survey about using Ontology in different places in Decision Support Systems. The ODSS framework is more general with no details; How can we decide using Ontology is not determine on certain field. And what is a suitable technique for each field? So, to implement the ODSS framework idea in certain field, we need to enhance semantically a certain technique. That we did in this paper. We enhanced the Gene Expression system semantically to be suitable for the communication field.

According to that, the phases of the proposed method are:

Phase one is determining the two players Genotype (Chromosome) and Phenotype (Expression tree) where the phenotype has more than one genotype.

Phase two is converting the two players to Ontologies by suitable tools. Then, the merging technique was used to create the Universal Ontology Data warehouse UODW. The advantage of this phase is the unification heterogeneous data structure. Then solving the semantic redundancy from merged Ontology to generate the universal Ontology data warehouse UODW.

Phase three is determining fitness function for classification to insert new discrete data in a crisp classification is by likelihood technique as shown in equation (1).

Phase four is called the selection phase. This phase is equivalent to data mart from the data warehouse by Selection strategy using SQWRL.

![Figure 1: Ontology Decision Support system ODSS framework](image-url)
Phase five is the Somatic mutation phase. In this phase, I can create a query to get certain data with no relations with each other. The advantage of using somatic mutation is reducing the effect of heterogeneity identify of similar certain data. A somatic mutation data as another type of mutation data is sparse.

Phase six is Compatible DSS Techniques as OLAP, an Expert system, the analytic hierarchy process AHP or Data Mining techniques. In this phase, the choice is flexible for the user based on the knowledge which answers her/his queries. But, Ontology plays like a star in the new generation of Expert system, AHP, OLAP, and data mining techniques.

Figure 2 displays the proposed method in six phases

5. A case study in communication networks and analysis of results

This section explains how the rule query languages as SQWRL on Ontology can support data-driven decision making. That is on the system of integrated communication networks. The proposed system contains two inputs (genotype, phenotype) but each could merge different homogeneous sources. Genotype in communication networks is the stream phone calls from three networks. Figure 3 presents the sample of phone calls in one hour (30000 phone calls). The color means different networks and the Hight means the time of calling. The phenotype in communication networks is three huge different databases of customers. The integration between genotype and phenotype in universal communication data warehouse UCODW. The output is a list of models based on which decision we need to take. The same data solves many problems because our data is more dynamics. Data sources are divided into two main parts: structured data and unstructured data. That’s to solve the problem of heterogeneous huge data sources.

Then data of Genotype and Phenotype are converted to Ontology using mapping DB2OWL and mapping master in Protégé
editor respectively. Data is compressed in each column, so Object Oriented classification is equivalent to smart storage (speed optimized to query mode for data warehouse). Then you can merge two players by Prompt plugin to create Universal Ontology Communication Data warehouse UOCDW. Figure 4 shows UOCDW. That solves the redundancy which resulted from extraction knowledge from data sources. The benefit of this model generally is the mapping between heterogeneous data which one is simple phenotype (Sheets of phone calls) and other is complex type as genotype (Communication Ontology). In the merging process, there is permission for using overlapping. The UOCDW allows fuzzy results by the semantic queries. Then the SQWRL queries used to determine data mart.

You can select Data mart according to these SQWRL queries

\[(? x)\land(? x,? y)\land(? x,? z)\land(? x,? a)\rightarrow Sqwrl: select (? x,? a).\]

\[(? f)\land(? f,? g)\land(? f,? h)\land(? f,? b)\rightarrow Sqwrl: select (? h,? b).\]

\[(? r)\land(? r,? s)\land(? r,? t)\land(? r,? c)\rightarrow Sqwrl: select (? t,? c).\]

Where, x is the first network name, y is the time of calling for x, and z is the caller in x.

f is the second network name, g is the time of calling for f, and h is the caller in f.

r is the third network name, s is the time of calling for r, and t is the caller in r.

Now, to evaluate the classification fitness function by likelihood technique as represented in equation 1, we applied different semantic queries on 30000 phone calls with and without classification phase. When we computed the run time which is resulting from SQWRL queries in each process as shown in figure 5, we found that without the classification the runtime will be infinite time.

The proposed method aim is reducing the effect of heterogeneity in the identification of similar certain data, so the suitable chosen is Somatic mutation. Somatic mutation data, as well as other types of mutation data, are sparse in character, we can apply the query to obtain some certain data without relations with each other. For decision-making, we can apply the association rules for SQWRL queries at the same time on any classes of universal communication Ontology data warehouse (UCODWH). These are examples of SQWRL queries of association rules:

\[(? x)\land(? x,? y)\land(? x,? z)\land\text{swrlb:startwith}(? y:2019 \rightarrow \text{sqwrl: count (? y)}.\]

\[(? f)\land(? f,? g)\land(? f,? h)\land\text{swrlb:startwith}(? y:2018 \rightarrow \text{sqwrl: count (? g)}.\]

\[(? r)\land(? r,? s)\land(? r,? t)\land\text{swrlb:startwith}(? y:2017 \rightarrow \text{sqwrl: count (? s)}.\]

The relation between the three communication networks is shown in Figure 6. The results of association rules in figure 6 can support the decisions of relations between the communication networks companies. Also, it utilizes to determine the place of networks tower according to each other.
6. CONCLUSION AND FURTHER WORKS

This paper has proposed a semantic enhancement on the gene expression model (genotype/phenotype system) certainly for a communication decision support system based on the ODSS framework. That is to take care of the issue of heterogeneous huge information sources. This system consists of six phases. In the second phase, mapping Genotype and Phenotype produces universal ontology communication data warehouse UOCDW. That is to take care of contention issues. Using maximum likelihood as a fitness function reduces the run time. The selection from UOCDW in the proposed method equivalent to data mart in the DSS process. The somatic mutation is suitable for application without inheritance information. The proposed method can solve several mining tasks as association rules through huge data. It integrates the main components of the genotype/phenotype system with Ontology to ameliorate the decision support system. Using Ontology with gene expression on the ODSS framework is more general system according to change the Ontology and data.

In the future, we will go to more generalizations and reusability tools and adapted Ontology to solve different types of big data. Also, different types of data as image and
multimedia needs more analyses and adaptation. Finally, the fuzzy with Ontology is an open issue.
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