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Abstract

We prove the optimal global regularity of nonnegative solutions to the porous medium equation in smooth bounded domains with the zero Dirichlet boundary condition after certain waiting time $T^*$. More precisely, we show that solutions are $C^{2,\alpha}(\Omega)$ in space, with $\alpha = \frac{1}{m}$, and $C^\infty$ in time (uniformly in $x \in \bar{\Omega}$), for $t > T^*$.

Furthermore, this allows us to refine the asymptotics of solutions for large times, improving the best known results so far in two ways: we establish a faster rate of convergence $O(t^{-1-\gamma})$, and we prove that the convergence holds in the $C^{1,\alpha}(\Omega)$ topology.

Keywords: Porous medium equations, regularity, asymptotics.

MSC (2010): Primary 35B65; Secondary 35K59, 35K67.

1 Introduction

Let $\Omega$ be a bounded smooth domain in $\mathbb{R}^n$ with $n \geq 1$ and let $m > 1$. Consider the porous medium equation (PME):

$$
\begin{aligned}
\partial_t u - \Delta (u^m) &= 0 & \text{in } & \Omega \times (0, \infty) \\
 u &= 0 & \text{on } & \partial \Omega \times (0, \infty) \\
 u(x, 0) &= u_0(x) \geq 0.
\end{aligned}
$$

(1)

The equation (1) is a slow diffusion equation, which means that if $u_0$ is compactly supported in $\Omega$, then the solution $u(\cdot, t)$ with such initial data will still be compactly supported in $\Omega$ at least for a short time, and thus, $\partial\{u > 0\}$ is a free boundary. Due to the degeneracy of the equation near $\{u = 0\}$, the initial boundary value problem (1) does not possess in general a classical solution (see, e.g., Oleinik-Kalashnikov-Chzou [51]). Thus, it is necessary to work with a suitable class of weak solutions. We say that $u$ is a nonnegative weak solution of (1) if $u \in C([0, +\infty) : L^1(\Omega))$ such that $u^m \in L^2_{\text{loc}}([0, +\infty) : H^1(\Omega))$ and $u$ satisfies (1) in the sense of distribution. The initial boundary value problem (1) is then well-posed for such weak solutions. Hölder continuity of the weak solutions and their free boundaries were proved by
Caffarelli-Friedman [19]. Their higher regularities were proved, for example, by Caffarelli-Vázquez-Wolanski [20], Caffarelli-Wolanski [21], Daskalopoulos-Hamilton [25], Koch [43], Daskalopoulos-Hamilton-Lee [26] and Kim-Lee [42] under a non-degeneracy condition of the initial data. Kienzler-Koch-Vázquez [40] proved the smoothness of the weak solution and the free boundary for all large times. The one spatial dimension case has been studied earlier in, e.g., Aronson [4, 5], Knerr [44], Aronson-Caffarelli-Vázquez [7], Aronson-Vázquez [9], Höllig-Kreiss [36], and Angenent [2], from which we know that the free boundary interface is eventually analytic for the equation (1) posed in $\mathbb{R} \times (0, +\infty)$ with compactly supported initial data. Several universal estimates for the porous medium equation have also been obtained by Aronson-Bénilan [6] and Dahlberg-Kenig [24]. We refer to Daskalopoulos-Kenig [27] and Vázquez [55] for more references on the initial boundary value problem for the PME.

An explicit solution to the PME which often plays an important role is the so-called friendly giant solution, given by

$$U(x,t) := t^{-\frac{1}{m-1}} S(x),$$

where $S$ is the unique nontrivial nonnegative solution of

$$-\Delta(S^m) = \frac{1}{m-1} S \quad \text{in } \Omega \quad \text{and} \quad S = 0 \quad \text{on } \partial \Omega.$$  

The existence and uniqueness of this $S$ was proved by Aronson-Peletier [8]. It follows from Dahlberg-Kenig [24] that for every weak solution $u$ of (1), it satisfies

$$u \leq U \quad \text{in } \overline{\Omega} \times [0, +\infty).$$

See also Proposition 1.3 of Vázquez [54]. Notice that $U(x,0) = +\infty$ in $\Omega$, while $U \asymp d^{1/m}$ for all $t > 0$, where $d(x) = \text{dist}(x, \partial \Omega)$.

### 1.1 Optimal regularity of solutions

Aronson-Peletier [8] proved that there exists some waiting time $T^*$ such that any nontrivial solution $u$ of (1) will be positive in $\Omega$ for all time afterwards, and moreover

$$u \asymp d^{1/m} \asymp S \quad \text{for } \quad t > T^*.$$  

A uniform estimate of $T^*$ is given by Bonforte-Vázquez [18]. See also Bonforte-Figalli-Vázquez [15]. This, combined with interior regularity estimates, implies that $u(\cdot, t) \in C^{1/m}(\overline{\Omega})$ for all $t > T^*$ (see [14]) and that

$$u^m(\cdot, t) \in \text{Lip}(\overline{\Omega}) \quad \text{for all } t > T^*.$$  

A long standing open question in this context is the following:

**Are solutions to the PME (1) classical up to the boundary for $t > T^*$?**

**In other words, is $u^m(\cdot, t) \in C^2(\overline{\Omega})$ for all $t > T^*$?**

The goal of this paper is to answer this question, and to obtain the optimal regularity near $\partial \Omega$ for solutions to (1). Furthermore, as explained below, this will allow us to obtain finer asymptotics for large times $t \to \infty$.

Our first result reads as follows.
Theorem 1.1. Let $\Omega \subset \mathbb{R}^n$ be any bounded smooth domain, $m > 1$, and $u_0 \in L^1(\Omega)$ with $u_0 \not\equiv 0$. Let $u$ be the nonnegative weak solution of (1), and let $T^*$ be the first time for which (5) holds. Then,
\begin{equation}
    u^m(\cdot, t) \in C^{2+\frac{1}{m}}(\overline{\Omega}) \quad \text{for all } t > T^*,
\end{equation}
and
\begin{equation}
    u^m(x, \cdot) \in C^\infty((T^*, \infty)) \quad \text{uniformly in } x \in \overline{\Omega}.
\end{equation}
Moreover, (7) does not hold in general with exponent $2 + \frac{1}{m} + \varepsilon$ for any $\varepsilon > 0$.

Furthermore, we also have
\begin{equation}
    \partial_t^k (u^m)(\cdot, t) \in C^{2+\frac{1}{m}}(\overline{\Omega}) \quad \text{for all } t > T^*
\end{equation}
for all $k \in \mathbb{N}$.

Notice that, for any $\varepsilon > 0$, the friendly giant solution (2) does not belong to $C^{2+\frac{1}{m}+\varepsilon}(\overline{\Omega})$ for any $t > 0$. Thus, this already shows the optimality of our result above.

One can also deduce from (7) another optimal regularity result for $u$, as follows.

Corollary 1.2. Let $\Omega \subset \mathbb{R}^n$ be any bounded smooth domain, $m > 1$, and $u_0 \in L^1(\Omega)$ with $u_0 \not\equiv 0$. Let $u$ be the nonnegative weak solution of (1), and let $T^*$ be the first time for which (5) holds. Then,
\begin{equation}
    \frac{u}{S} \in C^{1+\frac{1}{m}}(\overline{\Omega}) \quad \text{for all } t > T^*,
\end{equation}
where $S$ is given by (3).

Moreover, (8) does not hold in general with exponent $1 + \frac{1}{m} + \varepsilon$ for any $\varepsilon > 0$.

It is interesting to notice that, while in the free boundary case —i.e., when $\Omega = \mathbb{R}^n$ in (1) and the set $\{u > 0\}$ is moving in time— it was shown in Kienzler-Koch-Vázquez [40] that $u^{m-1}$ and $u^{m-1}/d$ are $C^\infty$ up to the free boundary for large times, in case of Dirichlet conditions in bounded domains it is not true that $u^m$ or $u^m/d$ are $C^\infty$ up to the boundary for large times. This is actually false even for the friendly giant solution, which satisfies that $u^m$ is $C^{2+\frac{1}{m}}$, and not $C^{2+\frac{1}{m}+\varepsilon}$ for any $\varepsilon > 0$. In particular, for the same reasons, we have that $u^m/d$ is always $C^{1+\frac{1}{m}}$, however it is not $C^{1+\frac{1}{m}+\varepsilon}$ for any $\varepsilon > 0$. One might then wonder if $u^m/S^m$ could be more regular (say, $C^\infty$), but it turns out to be false, too, as stated in Corollary 1.2 above.

Thus, these two results completely answer the question of optimal boundary regularity of solutions to the Dirichlet problem for the PME.

1.2 Long time behavior

As said before, Aronson-Peletier [8] proved that there exists a waiting time $T^* \geq 0$ for which (5) holds. Concerning the large time behavior $t \to \infty$, they showed that there exists $\tau > 0$ such that
\begin{equation}
    u(x, t) \geq (\tau + t)^{-\frac{1}{m-1}} S(x) \quad \text{in } \overline{\Omega} \times (T^*, +\infty),
\end{equation}
\footnote{Here, $d$ denotes the distance to the boundary, modified inside the domain so that it is $C^\infty(\overline{\Omega})$.}
\footnote{Since $S$ solves (3), and $S \approx d^{1/m}$, then the Laplacian of $S^m$ is not $C^{\frac{1}{m}+\varepsilon}$, and thus $S^m$ cannot be $C^{2+\frac{1}{m}+\varepsilon}$ for any $\varepsilon > 0$.}
where $S$ is given by (3). Consequently, they proved the stability of the friendly giant solution (2) in the sense that
\[
\left\| \frac{u(\cdot, t)}{U(\cdot, t)} - 1 \right\|_{L^\infty(\Omega)} \leq \frac{C}{t} \quad \text{for } t > T^*,
\]
where $C > 0$ depends only on $n, m, u_0$ and $\Omega$. The decay rate in (10) is optimal by considering the particular solution $u_*(x, t) = (s + t)^{-\frac{n}{m}} S(x)$ for arbitrary $s > 0$. See Theorem 1.1 in Vázquez [54] for another similar stability result of the separable solution to the porous medium equation (1) with general initial data and general domains, Theorem 5.8 in Bonforte-Grillo-Vázquez [16] for another proof using a new entropy method, and also Theorems 2.5 and 2.6 in Bonforte-Sire-Vázquez [17] for more general porous medium type equations.

Here, thanks to our fine boundary estimates from Theorem 1.1, we can establish finer estimates for the long time behavior of solutions to the PME.

**Theorem 1.3.** Let $\Omega \subset \mathbb{R}^n$ be any bounded smooth domain, $m > 1$, and $u_0 \in L^1(\Omega)$ with $u_0 \not\equiv 0$. Let $u$ be the nonnegative weak solution of (1), and $T^*$ be the first time for which (5) holds. Let $\delta > 0$.

Then, there exist constants $A_1 \geq 0$, $\tau^* \geq 0$, $C_1 > 0$ and $\gamma > 0$ such that
\[
\left\| \frac{1}{m-1} u^m(\cdot, t) - S^m + \frac{A_1}{t} S^m \right\|_{C^{2+\frac{1}{m}}(\Omega)} \leq \frac{C_1}{t^{1+\gamma}} \quad \text{for all } t > T^* + \delta
\]
and
\[
\left\| \frac{u(\cdot, t)}{U(\cdot, \tau^* + t)} - 1 \right\|_{C^{4+\frac{1}{m}}(\Omega)} \leq \frac{C_1}{t^{1+\gamma}} \quad \text{for all } t > T^* + \delta,
\]
where $S$ and $U$ are given by (3) and (2), respectively, $C_1$ depends only on $n, m, \delta, \Omega$ and $u_0$, $A_1$ and $\tau^*$ depend only on $n, m, \Omega$ and $u_0$, while $\gamma$ depends only on $n, m$, and $\Omega$. In particular,

in the dimension $n = 1$ we have $\gamma = 1$.

Furthermore, for any $\ell \in \mathbb{N}$, there exists $C_2 > 0$ depending only on $n, m, \delta, \Omega, \ell$ and $u_0$ such that
\[
\left\| \partial^\ell_t u_m(\cdot, t) \right\|_{C^{2+\frac{1}{m}}(\Omega)} \leq C_2 t^{-\frac{m-1}{m-\ell}} \quad \text{for all } t > T^* + \delta.
\]

This result improves substantially the best known results so far for the long time behavior of solutions to the PME. Indeed, it not only improves Aronson-Peletier’s stability result (10) from the $L^\infty(\Omega)$ topology to the $C^{1+\frac{1}{m}}(\Omega)$ topology, but also gives a faster rate of convergence than (10), which we expect to be optimal.

Indeed, on the one hand, recall that the $C^{1+\frac{1}{m}}(\Omega)$ regularity of the relative error $u/U$ is optimal; see Corollary 1.2.

On the other hand, as shown in the proof of Theorem 1.3, the constant $\gamma$ is determined by the second eigenvalue of the linearized operator of the equation $-\Delta \Theta = \frac{1}{m-1} \Theta^{1/m}$ in $\Omega$, with the zero Dirichlet condition on $\partial \Omega$. In particular, $\gamma > 0$ depends strongly on the domain $\Omega$, and in general we do not expect any lower bound on $\gamma > 0$ like the one we prove for the case of dimension $n = 1$.

Finally, it is interesting to notice that, as explained in Remark 4.2, by adding extra terms (involving higher eigenfunctions of such linearized operator) in the expansion (11), one could expand to arbitrary orders.
1.3 Strategy of the proof

As in many nonlinear PDE problems, in order to establish higher regularity of solutions one would like to use Schauder-type estimates and a bootstrap argument but, for this, some initial regularity is needed.

In our context, the a priori Schauder-type estimates we need were established by Kim-Lee [42] — for compatible initial data satisfying some nondegeneracy conditions —, using the methods of Daskalopoulos-Hamilton [25].

The initial regularity we need in order to use the Schauder-type estimates, however, is

\[ \text{the Hölder continuity of } \frac{u^m}{d} \text{ on } \overline{\Omega} \times (T^*, +\infty). \]  \hspace{1cm} (14)

This does not follow from previously known results, which give at best that such quotient is bounded — recall (6).

We prove (14) by using the ideas of a recent work of the first and last authors [39] on the fast diffusion equation (corresponding to \( m \in (0, 1) \) in (1)), which solved a problem raised by Berryman and Holland [12] in 1980. The rough idea is that we need to develop a De Giorgi iteration for a singular and degenerate nonlinear parabolic equation. Moreover, while the equation in [39] corresponds to the case \( m \in (0, 1) \), here we need to treat the case \( m > 1 \).

After proving (14), we establish the all time regularity of solutions with compatible initial data — by using a bootstrap argument and the Schauder estimates from [42] —, and finally we need an appropriate approximation argument to establish the eventual regularity for solutions with general initial data.

Finally, to prove Theorem 1.3, we find an equation for \( t^{m-1}(u^m - U^m) \) (after a change of the time variable of the form \( \tau := \log t \)), and prove that, up to errors that decay faster as \( \tau \to \infty \), the solution is well approximated by an expansion involving the eigenfunctions of the linearized operator of the equation \(-\Delta \Theta = \frac{1}{m-1} \Theta^{1/m} \) in \( \Omega \), with the zero Dirichlet condition on \( \partial \Omega \). Since the first eigenfunction turns out to be \( \Theta \) itself (this gives the constants \( A_1 \) or \( \tau^* \)), then we get a rate of convergence which is dictated by the second eigenvalue of such operator, and this gives the constant \( \gamma > 0 \).

1.4 Related works

In the setting of uniformly parabolic equations, boundary estimates of type (14) have been studied in, e.g., Krylov [45], Fabes-Garofalo-Salsa [30] and Fabes-Safonov [31]. For boundary estimates of solutions to certain degenerate or singular nonlinear parabolic equations related to (1), we refer to the recent papers Kuusi-Mingione-Nystöm [46], Avelin-Gianazza-Salsa [10] and references therein.

In case of the fast diffusion equation — i.e., (1) with \( m \in (0, 1) \) — global regularity in smooth bounded domains has been established through the work of Sacks [53], DiBenedetto [28], Chen-DiBenedetto [22], Kwong [47, 49], DiBenedetto-Kwong-Vespri [29], and finally the first and last authors [37, 39]. Instead of that the solutions of porous medium equation decay in time with the estimate (10), the solutions to fast diffusion equations will extinct in finite time. The extinction profiles and their stability for fast diffusion equations have been established
by Berryman-Holland [12], Kwong [48], Feireisl-Simondon [32], Bonforte-Grillo-Vázquez [16], Bonforte-Figalli [13], Akagi [1], and Jin-Xiong [37, 38]. Higher order asymptotics was recently obtained by Choi-McCann-Seis [23].
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1.6 Organization of the paper

This paper is organized as follows. In Section 2, we prove some Hölder estimates for a singular and degenerate nonlinear parabolic equation, which will lead to (14). In Section 3, we prove all time regularity of solutions to (1) with compatible initial data. In Section 4, we prove the optimal regularity after a waiting time for general initial data \( u_0 \), as well as fine asymptotics of the solution.

2 A priori Hölder estimates for a singular and degenerate nonlinear parabolic equation

Let \( G \) be a bounded function on \( B^+_1 \) satisfying

\[
\frac{1}{\Lambda} x_n \leq G(x) \leq \Lambda x_n \quad \text{for } x \in B^+_1,
\]

and \( A(x) = (a_{ij}(x))_{n \times n} \) be a bounded matrix valued function in \( B^+_1 \) satisfying

\[
\frac{1}{\Lambda} |\xi|^2 \leq \sum_{i,j=1}^n a_{ij}(x) \xi_i \xi_j \leq \Lambda |\xi|^2 \quad \forall \xi \in \mathbb{R}^n, \ x \in B^+_1,
\]

where \( \Lambda \geq 1 \) is constant.

Let

\[
0 < p \leq 1.
\]

We consider positive bounded solutions of

\[
G^{p+1} \partial_t w^p = \text{div}(AG^2 \nabla w) \quad \text{in } B^+_1 \times (-1,0]
\]
satisfying
\[ \overline{m} \leq w \leq M \quad \text{in } B_1^+ \times (-1, 0) \text{ for some } 0 < \overline{m} \leq M < \infty. \] (19)

The case \( p > 1 \) has been considered in [39] by the first and third authors for proving the gradient Hölder estimates of solutions to fast diffusion equations. The range (17) is for the purpose of the porous medium equation.

As in [39], the equation (18) will be understood in the sense of distribution, and we are interested in the \textit{a priori} Hölder estimates of its solutions that are Lipschitz continuous in \( \overline{B}_1^+ \times (-1, 0) \). This Lipschitz continuity is assumed only for simplicity to avoid introducing more notations, and it is enough for our purpose. Since the operator \( \text{div}(AG^2 \nabla \cdot) \) is very degenerate near the boundary \( \partial B_1^+ \cap \{x_n = 0\} \), no boundary condition should be imposed there; see Keldys [41], Oleinik-Radkevic [52] and the more recent paper Wang-Wang-Yin-Zhou [56].

The main result of this section is as follows.

**Theorem 2.1.** Suppose (15), (16) and (17) hold. Suppose \( w \) is Lipschitz continuous in \( \overline{B}_1^+ \times (-1, 0) \), satisfies (19), and is a solution of (18) in the sense of distribution. Then there exist \( \gamma > 0 \) and \( C > 0 \), both of which depend only on \( n, p, \Lambda, \overline{m} \) and \( M \), such that
\[ |w(x, t) - w(y, s)| \leq C(|x - y| + |t - s|)^\gamma \quad \forall (x, t), (y, s) \in \overline{B}_{1/2}^+ \times (-1/4, 0]. \]

Throughout this section, we assume all the assumptions in Theorem 2.1. The proof of Theorem 2.1 will be similar to that of Theorem 3.1 in [39] but has needs to be adapted to the case \( p \in (0, 1) \). In particular, there are some notable differences, including the following:

(i). The Caccioppoli type inequality: Lemma 3.2 in [39] and Lemma 2.2 in the below.

(ii). The connection between the measures \( \nu_2 \) and \( \nu_{p+1} \): see (15) in [39] and (23) in the below.

(iii). The decay estimate of the distribution function of \( w \) along the time: see Lemma 3.5 in [39] and Lemma 2.4 in the below.

Note that both Lemma 2.3 (the Sobolev inequality) and Proposition 2.4 (the De Giorgi type isoperimetric inequality) in [39] holds for all \( p > 0 \).

The Caccioppoli type inequalities for (18) with (17) reads as follows.

**Lemma 2.2.** Let \( k \in [\overline{m}, M] \) and \( \eta \) be a smooth function supported in \( B_R(x_0) \times (-1, 1) \), where \( B_R(x_0) \subset B_1 \). Let \( v = (w - k)^+ \) and \( \tilde{v} = (w - k)^- \). Then, for every \( -1 < t_1 < t_2 \leq 0 \) we have
\[
\sup_{t_1 < t < t_2} \int_{B_R^+(x_0)} (v^2 - Cv^3)\eta^2 G^{p+1} \, dx + \int_{B_R^+(x_0) \times (t_1, t_2)} |\nabla(v\eta)|^2 G^2 \, dx \, dt \\
\leq \int_{B_R^+(x_0)} v^2 \eta^2 G^{p+1} \, dx \bigg|_{t_1} + C \int_{B_R^+(x_0) \times (t_1, t_2)} \left( |\nabla \eta|^2 G^2 + |\partial_t \eta| |\eta G^{p+1}| \right) v^2 \, dx \, dt,
\] (20)
and

$$
\sup_{t_1 < t < t_2} \int_{B^+_R(x_0)} \tilde{v}^2 \eta^2 G^{p+1} \, dx + \int_{B^+_R(x_0) \times (t_1, t_2]} |\nabla (\tilde{v} \eta)|^2 G^2 \, dx \, dt \\
\leq \int_{B^+_R(x_0)} (\tilde{v}^2 + C \tilde{v}^3) \eta^2 G^{p+1} \, dx \bigg|_{t_1} + C \int_{B^+_R(x_0) \times (t_1, t_2]} \left( |\nabla \eta|^2 G^2 + |\partial_t \eta| \eta G^{p+1}\right) \tilde{v}^2 \, dx \, dt,
$$

(21)

where \( C > 0 \) depends only on \( n, p, \Lambda, \overline{m} \) and \( \underline{M} \).

**Proof.** Since \( 0 < p < 1 \), then we have

$$
\frac{1}{2} k^{p-1} \tilde{v}^2 - C_0 \tilde{v}^3 \leq \frac{(v + k)^{p+1}}{p + 1} - \frac{k(v + k)^p}{p} + \frac{k^{p+1}}{p(p + 1)} \leq \frac{1}{2} k^{p-1} \tilde{v}^2
$$

$$
\frac{1}{2} k^{p-1} \tilde{v}^2 \leq \frac{(k - \tilde{v})^{p+1}}{p + 1} - \frac{k(k - \tilde{v})^p}{p} + \frac{k^{p+1}}{p(p + 1)} \leq \frac{1}{2} k^{p-1} \tilde{v}^2 + C_0 \tilde{v}^3,
$$

for some \( C_0 > 0 \) depending only on \( \overline{m}, \underline{M}, p \). With this change, the left proof will be the same as that of Lemma 3.1 of [39]. \( \square \)

For \( x_0 \in \partial R^+ \) and \( R > 0 \), let

$$
Q_R(x_0, t_0) := B_R(x_0) \times (t_0 - R^{p+1}, t_0], \quad Q_R^+(x_0, t_0) := B^+_R(x_0) \times (t_0 - R^{p+1}, t_0].
$$

We simply write them as \( Q_R \) and \( Q_R^+ \) if \( (x_0, t_0) = (0, 0) \).

For \( q > 0 \), let

$$
d\mu_q = G^q \, dx, \quad d\nu_q = G^q \, dx \, dt
$$

and

$$
|A|_{\mu_q} = \int_A G^q \, dx \text{ for } A \subset B^+_1, \quad |\tilde{A}|_{\nu_q} = \int_{\tilde{A}} G^q \, dx \, dt \text{ for } \tilde{A} \subset Q_1^+.
$$

Then for \( \tilde{A} \subset Q_R^+ \), since \( 0 < p \leq 1 \) and \( G \) satisfies (15), we have

$$
\frac{|\tilde{A}|_{\nu_2}}{|Q_R^+|_{\nu_2}} \leq \frac{C R^{1-p} |\tilde{A}|_{\nu_{p+1}}}{R^{n+p+3}} = C \frac{|\tilde{A}|_{\nu_{p+1}}}{|Q_R^+|_{\nu_{p+1}}},
$$

(23)

where \( C = C(n, \Lambda, p) > 0 \) depends only on \( n, p \) and \( \Lambda \). As mentioned earlier, the inequality (23) is the second main change.

Given Lemma 2.2 and (23), the proofs of the following lemma will be the same as that of Lemma 3.3 and Lemma 3.4 in [39]. We omit the details.

**Lemma 2.3.** Let \( 0 < R < 1 \) and

$$
\overline{m} \leq m \leq \inf_{Q_R^+} w \leq \sup_{Q_R^+} w \leq M \leq \overline{M}.
$$

There exist \( 0 < \gamma_0 < 1 \) and \( 0 < \delta_0 < 1 \), both of which depend only on \( n, p, \Lambda, \overline{m} \) and \( \underline{M} \), such that
(i). for every $0 < \delta \leq \delta_0$, if
\[
\frac{|\{(x, t) \in Q_R^+: w(x, t) > M - \delta\}|_{\nu_{p+1}}}{|Q_R^+|_{\nu_{p+1}}} \leq \gamma_0,
\]
then
\[
w \leq M - \frac{\delta}{2}\text{ in } Q_{R/2}^+.
\]

(ii). for every $\delta > 0$, if
\[
\frac{|\{(x, t) \in Q_R^+: w(x, t) < m + \delta\}|_{\nu_{p+1}}}{|Q_R^+|_{\nu_{p+1}}} \leq \gamma_0,
\]
then
\[
w \geq m + \frac{\delta}{2}\text{ in } Q_{R/2}.
\]

The last main change from the De Giorgi iteration for $p > 1$ lies in the following lemma.

**Lemma 2.4.** Let $0 < R < \frac{1}{p}$, $0 < a \leq 1$, $-\frac{1}{p} < t_0 \leq -aR^{p+1}$, $0 < \sigma < 1$, $\delta > 0$, and $\bar{M} \geq M \geq \sup_{B_{2R}^+ \times [t_0, t_0 + aR^{p+1}]} w$. There exists $\delta_0 > 0$ depending only on $n$, $p$, $\Lambda$, $\bar{m}$ and $\bar{M}$ such that for every $0 < \delta \leq \delta_0$, if
\[
|\{x \in B_R^+: w(x, t) > M_a - \delta\}|_{\mu_{p+1}} \leq (1 - \sigma)|B_R^+|_{\mu_{p+1}} \text{ for any } t_0 \leq t \leq t_0 + aR^{p+1},
\]
then
\[
|\{(x, t) \in B_R^+ \times [t_0, t_0 + aR^{p+1}]: w(x, t) > M_a - \frac{\delta}{2}\}|_{\nu_{p+1}} \leq \frac{C}{\sigma a^{1+p}\ell^{1+p}} \forall \ell \in \mathbb{Z}^+,
\]
where $C$ depends only on $n$, $p$, $\Lambda$, $\bar{m}$ and $\bar{M}$.

**Proof.** Let
\[
A(k, R; t) = B_R^+ \cap \{w(\cdot, t) > k\}, \quad A(k, R) = B_R^+ \times [t_0, t_0 + aR^{p+1}] \cap \{w > k\}
\]
and
\[
k_j = M_a - \frac{\delta}{2^j}.
\]
By Proposition 2.4 of [39], we have
\[
(k_{j+1} - k_j)|A(k_{j+1}, R; t)|_{\mu_{p+1}} + |B_R^+ \setminus A(k_j, R; t)|_{\mu_{p+1}}
\]
\[
\leq CR^{n+p+2} \left( \int_{A(k_j, R; t) \setminus A(k_{j+1}, R; t)} |\nabla w|^2 x_n^2 \right)^{1/2} |A(k_j, R; t) \setminus A(k_{j+1}, R; t)|_{\mu_{2p}}^{1/2}
\]
\[
\leq CR^{n+p+2} \left( \int_{B_R^+} |\nabla (w - k_j)|^2 x_n^2 \right)^{1/2} |A(k_j, R; t) \setminus A(k_{j+1}, R; t)|_{\mu_{2p}}^{1/2}.
\]
By the assumption,
\[ |B^+_R \setminus A(k_j, R; t)|_{\mu_{p+1}} \geq \sigma |B^+_R|_{\mu_{p+1}} = C(n, p)\sigma R^{n+p+1}. \]

By Hölder’s inequality, we also have
\[ |A(k_j, R; t) \setminus A(k_{j+1}, R; t)|_{\mu_{2p}}^{1/2} \leq CR^{n(1-p)\sigma_{2(1+p)}} |A(k_j, R; t) \setminus A(k_{j+1}, R; t)|_{\mu_{p+1}}^{1/2}. \]

Integrating in the time variable, we have
\[
\int_{t_0}^{t_0+aR^{p+1}} |A(k_{j+1}, R; t)|_{\mu_{p+1}} \, dt \\
\leq \frac{C2^{j+1}}{\delta \sigma} R^{1+\frac{n(1-p)}{2(1+p)}} \\
\cdot \int_{t_0}^{t_0+aR^{p+1}} \left[ |A(k_j, R) \setminus A(k_{j+1}, R)|_{\mu_{p+1}}^{1/2} \left( \int_{B^+_R} |\nabla (w - k_j)|^2 x_n^2 \, dx \right)^{1/2} \right] \, dt \\
\leq \frac{C2^{j+1}}{\delta \sigma} R^{1+\frac{n(1-p)}{2(1+p)}} \cdot \frac{1-p}{p} \\
\cdot |A(k_j, R) \setminus A(k_{j+1}, R)|_{\mu_{p+1}}^{1/2} \left( \int_{B^+_R \times [t_0, t_0+aR^{p+1}]} |\nabla (w - k_j)|^2 x_n^2 \, dx \, dt \right)^{1/2},
\]
where we used Hölder’s inequality in the second inequality.

There exists \( \delta_0 > 0 \) depending only on \( n, p, \Lambda, \overline{M} \) and \( \overline{m} \) such that for \( 0 < \delta < \delta_0 \) and \( v = (w - k_j)^- \), there holds
\[ v^2 - C\nu^3 \geq \frac{1}{2} v^2, \]
where the constant \( C \) in the above is the one in (21). Let \( \eta(x) \) be a smooth cut-off function satisfying
\[
supp(\eta) \subset B_{2R}, \quad 0 \leq \eta \leq 1, \quad \eta = 1 \text{ in } B_R, \quad |\nabla \eta(x)|^2 \leq \frac{C(n)}{R^2} \quad \text{in } B_{2R}. \quad (24)
\]

It follows from (20) that
\[
\int_{t_0}^{t_0+aR^{p+1}} \int_{B^+_R} |\nabla (w - k_j)|^2 x_n^2 \, dx \, dt \\
\leq C \left( \int_{B^+_R} |(w - k_j)(t_0)|^2 x_n^{p+1} \, dx + \frac{1}{R^2} \int_{t_0}^{t_0+aR^{p+1}} \int_{B^+_R} x_n^2 |(w - k_j)|^2 \, dx \, dt \right) \\
\leq \frac{C\delta^2}{d^j} R^{n+p+1}.
\]
Hence,
\[ |A(k_{j+1}, R)|_{\nu_{p+1}} \leq \frac{C}{\sigma} R^{1+\frac{2p+2}{p+1}} |A(k_j, R) \setminus A(k_{j+1}, R)|_{\nu_{p+1}}^{1/2}. \]
\[
|A(k_{j+1}, R)|_{p^{\nu+1}} \leq \frac{C}{\sigma^{\frac{1+p}{p}}} R^{\frac{n+2+p+2}{p}} |A(k_j, R) \setminus A(k_{j+1}, R)|_{\nu^{p+1}}.
\]

Taking a summation, we have
\[
\ell |A(k_\ell, R)|_{p^{\nu+1}} \leq \sum_{j=0}^{\ell-1} |A(k_{j+1}, R)|_{p^{\nu+1}} \leq \frac{C}{\sigma^{\frac{1+p}{p}}} R^{\frac{n+2+p+2}{p}} |B_R^{+} \times [t_0, t_0 + aR^{p+1}]|_{\nu^{p+1}}
\]
\[
\leq \frac{C}{a^{\frac{1}{p}} \sigma^{\frac{1+p}{p}}} |B_R^{+} \times [t_0, t_0 + aR^{p+1}]|_{p^{\nu+1}}.
\]

The lemma follows. \(\square\)

**Lemma 2.5.** Let \(0 < R < \frac{1}{2}, 0 < a \leq 1, -\frac{1}{2} < t_0 \leq -aR^{p+1}, 0 < \sigma < 1, \delta > 0\) and \(\bar{m} < m_a \leq \inf_{B_{2R}^{+} \times [t_0, t_0 + aR^{p+1}]} w\). If
\[
|\{x \in B_R^{+} : w(x, t) < m_a + \delta\}|_{\mu^{p+1}} \leq (1 - \sigma)|B_R^{+}|_{\mu^{p+1}} \text{ for any } t_0 \leq t \leq t_0 + aR^{p+1},
\]
then
\[
\frac{|\{(x, t) \in B_R^{+} \times [t_0, t_0 + aR^{p+1}] : w(x, t) < m_a + \delta\}|_{\nu^{p+1}}}{|B_R^{+} \times [t_0, t_0 + aR^{p+1}]|_{\nu^{p+1}}} \leq \frac{C}{\sigma a^{\frac{1}{p}} \ell^{\frac{1+p}{p}}} \quad \forall \ell \in \mathbb{Z}^+,
\]
where \(C\) depends only on \(n, p, \Lambda, \bar{m}, \overline{M}\).

Now we can estimate the distribution function of \(w\) at each time slice based on the starting time.

**Lemma 2.6.** Let \(0 < R < \frac{1}{2}, -\frac{1}{2} < t_0 \leq -R^{p+1}, \overline{M} > M_1 \geq \inf_{B_{2R}^{+} \times [t_0, t_0 + R^{p+1}]} w\) and \(0 < \sigma < 1\). There exist constants \(\delta_0 > 0\) and \(s_0 > 1\) depending only on \(n, p, \Lambda, \bar{m}, \overline{M}\) and \(\sigma\) such that if \(0 < \delta < \delta_0\) and
\[
|\{x \in B_R^{+} : w(x, t_0) > M_1 - \delta\}|_{\mu^{p+1}} \leq (1 - \sigma)|B_R^{+}|_{\mu^{p+1}},
\]
then
\[
|\{x \in B_R^{+} : w(x, t) > M_1 - \frac{\delta}{2^{s_0}}\}|_{\mu^{p+1}} \leq (1 - \frac{\sigma}{2})|B_R^{+}|_{\mu^{p+1}} \text{ for every } t_0 \leq t \leq t_0 + R^{p+1}.
\]

**Proof.** Let \(\eta\) be a cut-off function supported in \(B_R\) and \(\eta = 1\) in \(B_{\beta R}\), where \(0 < \beta < 1\) to be fixed. Let \(0 < a \leq 1\) and
\[
A^a(k, R) = \{B_R^{+} \times [t_0, t_0 + aR^{p+1}]\} \cap \{w > k\}.
\]
Let \( k_1 > 1 \). By Lemma 2.2, we have
\[
\sup_{t_0 < t < t_0 + aR^{p+1}} \int_{B_R(t)} (v^2 - Cv^3) \eta^2 G^{p+1} \, dx
\]
\[
\leq \int_{B_R(t)} v^2 \eta^2 G^{p+1} \, dx \bigg|_{t_0} + C \int_{B_R(t) \times [t_0, t_0 + aR^{p+1}]} |\nabla \eta|^2 G^2 v^2 \, dx dt,
\]
where \( v = (w - (M_1 - \delta))^+ \). Choose \( \delta_0 \) small such that \( 1 - C\delta_0 > 1/2 \). Note that
\[
\int_{B_R(t)} (v^2 - Cv^3) \eta^2 G^{p+1} \, dx \bigg|_t \geq (1 - C\delta)\delta^2 (1 - 2^{-k_1})^2 |B_{\beta R} \cap \{ w(x,t) > M_1 - \delta 2^{-k_1} \}|_{\mu_{p+1}},
\]
\[
\int_{B_R(t)} v^2 \eta^2 G^{p+1} \, dx \bigg|_{t_0} \leq \delta^2 \{ x \in B_R^+: w(x,t_0) > M_1 - \delta \}|_{\mu_{p+1}}
\]
\[
\leq \delta^2 (1 - \sigma) |B_R^+|_{\mu_{p+1}},
\]
and
\[
\int_{B_R(t) \times [t_0, t_0 + aR^{p+1}]} |\nabla \eta|^2 G^2 v^2 \, dx dt \leq \delta^2 \frac{C}{(1 - \beta)^2 R^2} |A^a(M_1 - \delta, R)|_{\nu_2}
\]
\[
\leq \delta^2 |B_R^+|_{\mu_{p+1}} \frac{C}{(1 - \beta)^2} |A^a(M_1 - \delta, R)|_{\nu_2}.
\]
It follows that for all \( t \in [t_0, t_0 + aR^{p+1}] \),
\[
|B_R^+ \cap \{ w(x,t) > M_1 - \delta 2^{-k_1} \}|_{\mu_{p+1}}
\]
\[
\leq |B_R^+|_{\mu_{p+1}} \left( \frac{(1 - \sigma)}{(1 - C\delta)(1 - 2^{-k_1})^2} + \frac{C}{(1 - \beta)^2} \frac{|A^a(M_1 - \delta, R)|_{\nu_2}}{|Q_R|_{\nu_2}} \right)
\]
\[
\leq |B_R^+|_{\mu_{p+1}} \left( \frac{(1 + C\delta)(1 - \sigma)}{(1 - 2^{-k_1})^2} + \frac{C}{(1 - \beta)^2} \frac{|A^a(M_1 - \delta, R)|_{\nu_2}}{|Q_R|_{\nu_2}} \right).
\]
Hence,
\[
|B_R^+ \cap \{ w(x,t) > M_1 - \delta 2^{-k_1} \}|_{\mu_{p+1}}
\]
\[
\leq |B_R^+|_{\mu_{p+1}} \left( C(1 - \beta) + \frac{(1 + C\delta)(1 - \sigma)}{(1 - 2^{-k_1})^2} + \frac{C}{(1 - \beta)^2} \frac{|A^a(M_1 - \delta, R)|_{\nu_2}}{|Q_R|_{\nu_2}} \right).
\]
By choosing \( \beta \) such that
\[
(1 - \beta)^3 = \frac{|A^a(M_1 - \delta, R)|_{\nu_2}}{|Q_R|_{\nu_2}},
\]
we have
\[
|B_R^+ \cap \{ w(x,t) > M_1 - \delta 2^{-k_1} \}|_{\mu_{p+1}}
\]
\[
\leq |B_R^+|_{\mu_{p+1}} \left( \frac{(1 + C\delta)(1 - \sigma)}{(1 - 2^{-k_1})^2} + C \left( \frac{|A^a(M_1 - \delta, R)|_{\nu_2}}{|Q_R|_{\nu_2}} \right)^{\frac{1}{2}} \right),
\] (25)
where $C > 0$ depends only on $n, p, \Lambda, \overline{m}$ and $\overline{M}$. Since

$$\frac{|A^a(M_1 - \delta, R)|_{\nu_2}}{|Q_R|_{\nu_2}} \leq a,$$

we can choose $a$ small such that

$$Ca^{1/3} \leq \frac{\sigma}{8}.$$ 

Now we fix such an $a$. We choose $a$ slightly smaller if necessary to make $a^{-1}$ to be an integer. Let $N = a^{-1}$ and denote

$$t_j = t_0 + jaR^{p+1} \quad j = 1, 2, \cdots, N.$$ 

We will inductively prove that there exist $s_1 < s_2 < \cdots < s_N$ such that

$$\sup_{t_{j-1} \leq t \leq t_j} |B_R^+ \cap \{w(x, t) > M_1 - \delta 2^{-s_j}\}|_{\mu_{p+1}} \leq \left( 1 - \sigma + \frac{j}{4N} \sigma \right) |B_R^+|_{\mu_{p+1}},$$  \hspace{1cm} (26)

where all the $s_j$ depend only on $n, p, \Lambda, \overline{m}, \overline{M}$ and $\sigma$, from which the conclusion of this lemma follows.

Let us consider $j = 1$ first. There exist $\delta_0$ small and $k_0$ large, both of which depends only on $n, p, \Lambda, \overline{m}, \overline{M}$ and $\sigma$, such that for all $\delta \in (0, \delta_0]$ and all $k_1 \geq k_0$, we have

$$\frac{(1 + C\delta)(1 - \sigma)}{(1 - 2^{-k_1})^2} \leq 1 - \sigma + \frac{\sigma}{8N}.$$ 

Then by (25),

$$|B_R^+ \cap \{w(x, t) > M_1 - \delta 2^{-k_1}\}|_{\mu_{p+1}} \leq \left( 1 - \sigma + \frac{3}{4} \sigma \right) |B_R^+|_{\mu_{p+1}}$$

for all $t \in [t_0, t_1]$. Applying Lemma 2.4 and (23), for every $k_2 > k_1$, we have

$$\frac{|A^a(M_1 - \delta 2^{-k_2}, R)|_{\nu_2}}{|Q_R|_{\nu_2}} \leq C \frac{|A^a(M_1 - \delta 2^{-k_2}, R)|_{\nu_{p+1}}}{|Q_R|_{\nu_{p+1}}} \leq C \left( \frac{a}{k_2 - k_1} \right)^{\frac{1}{p+1}}.$$ 

Hence, we can choose $k_2$ large enough such that

$$C \left( \frac{|A^a(M_1 - \delta 2^{-k_2}, R)|_{\nu_2}}{|Q_R|_{\nu_2}} \right)^{\frac{1}{3}} \leq \frac{\sigma}{8N}.$$ 

Let $k_1 = k_0$ and $s_1 = k_1 + k_2$. By replacing $\delta$ by $\delta 2^{-k_2}$ in (25), it follows that

$$\sup_{t_0 \leq t \leq t_1} |B_R^+ \cap \{w(x, t) > M_1 - \delta 2^{-s_1}\}|_{\mu_{p+1}} \leq \left( 1 - \sigma + \frac{1}{4N} \sigma \right) |B_R^+|_{\mu_{p+1}}.$$ 

This proves (26) for $j = 1$. The proof for $j = 2, 3, \cdots, N$ is similar, by considering the starting time as $t_{j-1}$. We omit the details. \hfill \Box
Similarly,

**Lemma 2.7.** Let \( 0 < R < \frac{1}{2} \), \(-\frac{1}{2} < t_0 \leq -R^{p+1} \), \( \overline{m} \leq m_1 \leq \inf_{B_{2R}^{+} \times [t_0, t_0+R^{p+1}]} u \) and \( 0 < \sigma < 1 \). There exist constants \( \delta_0 > 0 \) and \( k_0 > 1 \) depending only on \( n, p, \Lambda, \overline{m}, M \) and \( \sigma \) such that if \( 0 < \delta < \delta_0 \) and

\[
| \{ x \in B_R^{+} : w(x, t_0) < m_1 + \delta \} |_{\mu_{p+1}} \leq (1 - \sigma) |B_R^{+}|_{\mu_{p+1}},
\]

then

\[
| \{ x \in B_R^{+} : w(x, t) < m_1 + \frac{\delta}{2^{k_0}} \} |_{\mu_{p+1}} \leq (1 - \sigma) |B_R^{+}|_{\mu_{p+1}} \quad \text{for any } t_0 \leq t \leq t_0 + R^{p+1}.
\]

Finally, combining all the above lemmas, we obtain the improvement of oscillation of \( w \) at the boundary.

**Lemma 2.8.** Let \( 0 < R < \frac{1}{2} \), \( \overline{M} \geq M \geq \sup_{B_{2R}^{+} \times [-R^{p+1}, 0]} u \) and \( 0 < \sigma < 1 \). There exist constants \( \delta_0 > 0 \) and \( k_0 > 1 \) depending only on \( n, p, \Lambda, \overline{m}, \overline{M} \) and \( \sigma \) such that if \( 0 < \delta < \delta_0 \) and

\[
| \{ x \in B_R^{+} : w(x, -R^{p+1}) > M - \delta \} |_{\mu_{p+1}} \leq (1 - \sigma) |B_R^{+}|_{\mu_{p+1}},
\]

then

\[
\sup_{Q_{R/2}^{+}} w \leq M - \frac{\delta}{2^{k_0}}.
\]

**Proof.** It follows from Lemma 2.6, Lemma 2.4 with \( a = 1 \) and Lemma 2.3. \( \square \)

**Lemma 2.9.** Let \( 0 < R < \frac{1}{2} \), \( \overline{m} \leq m \leq \inf_{B_{2R}^{+} \times [-R^{p+1}, 0]} u \) and \( 0 < \sigma < 1 \). There exist constants \( \delta_0 > 0 \) and \( k_0 > 1 \) depending only on \( n, p, \Lambda, \overline{m}, \overline{M} \) and \( \sigma \) such that if \( 0 < \delta < \delta_0 \) and

\[
| \{ x \in B_R^{+} : w(x, -R^{p+1}) < m + \delta \} |_{\mu_{p+1}} \leq (1 - \sigma) |B_R^{+}|_{\mu_{p+1}},
\]

then

\[
\inf_{Q_{R/2}^{+}} w \geq m + \frac{\delta}{2^{k_0}}.
\]

**Proof.** It follows from Lemma 2.7, Lemma 2.5 with \( a = 1 \) and Lemma 2.3. \( \square \)

Then the \textit{a priori} Hölder estimate at the boundary follows in a standard way.

**Theorem 2.10.** Suppose (15), (16) and (17) hold. Suppose \( w \) is Lipschitz continuous in \( B_{1}^{+} \times (-1, 0] \), satisfies (19), and is a solution of (18) in the sense of distribution. Then there exist \( \alpha > 0 \) and \( C > 0 \), both of which depend only on \( n, p, \Lambda, \overline{m} \) and \( \overline{M} \), such that for every \( \bar{x} \in \partial B_{1/2}^{+} \) and \( \bar{t} \in (-1/4, 0) \), there holds

\[
|w(x, t) - w(\bar{x}, \bar{t})| \leq C(|x - \bar{x}| + |t - \bar{t}|^{p+1})^{\alpha} \quad \forall (x, t) \in B_{1/2}^{+}(\bar{x}) \times (-1/4 + \bar{t}, \bar{t}].
\]

**Proof of Theorem 2.1.** Theorem 2.1 follows from Theorem 2.10, Hölder estimates for uniformly parabolic equations, and a scaling argument. It will be identical to that of Theorem 3.1 in [39], so that we omit the details. \( \square \)
3 All time regularity of solutions with compatible initial data

Let \( \omega \) be a smooth function in \( \overline{\Omega} \) comparable to the distance function \( d \), that is, \( 0 < \inf_{\Omega} \frac{\omega}{d} \leq \sup_{\Omega} \frac{\omega}{d} < \infty \). For example, \( \omega \) can be taken as the nonnegative normalized first eigenfunction of \(-\Delta\) in \( \Omega \) with the zero Dirichlet boundary condition. Because of (10), the linearized equation of (1) will be of the form:

\[
\partial_t u - \omega(x)^{1-p} \left[ \sum_{i,j=1}^{n} a_{ij}(x,t) u_{ij} + \sum_{i,j=1}^{n} b_{ij}(x,t) u_i \right] + c(x,t) u = f \quad \text{in} \quad \Omega \times (-1,0],
\]

(27)

where the matrix \((a_{ij}(x,t))_{n \times n}\) is symmetric and satisfies

\[
\lambda |\xi|^2 \leq \sum_{i,j=1}^{n} a_{ij}(x,t) \xi_i \xi_j \leq \Lambda |\xi|^2 \quad \forall \xi \in \mathbb{R}^n \text{ and } (x,t) \in \Omega \times (-1,0]
\]

(28)

with \( 0 < \lambda \leq \Lambda < \infty \).

Let \( \alpha \in (0,1) \) and

\[
[u]_{\mathcal{C}^{\alpha}(\Omega \times [0,T])} := \sup_{(x,t),(y,t) \in \Omega \times (0,T], \ x \neq y} \frac{|u(x,t) - u(y,t)|}{|x - y|^{1+\alpha}} + \sup_{(x,t),(y,t) \in \Omega \times (0,T], \ d(x) > d(y)} d(x)^{-\frac{(1-p)\alpha}{2}} \frac{|u(x,t) - u(y,t)|}{|x - y|^{\alpha}}
\]

\[
+ \sup_{(x,t),(x,s) \in \Omega \times (0,T], \ t \neq s} \frac{|u(x,t) - u(x,s)|}{|t - s|^2}
\]

Denote

\[
\|u\|_{\mathcal{C}^{\alpha}(\Omega \times [0,T])} = \|u\|_{L^\infty(\Omega \times [0,T])} + [u]_{\mathcal{C}^{\alpha}(\Omega \times [0,T])},
\]

\[
\|u\|_{\mathcal{C}^{2+\alpha}(\Omega \times [0,T])} = \|u\|_{\mathcal{C}^{\alpha}(\Omega \times [0,T])} + \|u_t\|_{\mathcal{C}^{\alpha}(\Omega \times [0,T])} + \|\nabla u\|_{\mathcal{C}^{\alpha}(\Omega \times [0,T])}
\]

\[
+ \|d^{1-p}D^2u\|_{\mathcal{C}^{\alpha}(\Omega \times [0,T])}.
\]

Using the method of Daskalopoulos-Hamilton [25] proving Schauder estimates for (27) with \( p = 0 \), Kim-Lee [42] proved the following Schauder estimates for (27) with all \( p \in (0,1) \). Note that the above weighted Hölder norm is equivalent to those defined in [25] and [42], but just written in a different way.

**Theorem 3.1 ([42]).** Let \( \Omega \subset \mathbb{R}^n \) be any bounded smooth domain. Let \( 0 < p < 1 \) and \( 0 < \alpha < \min\left(\frac{2(1-p)}{1+p}, 1\right) \). Assume all \( a_{ij}, b_i, c \) and \( f \) belong to \( \mathcal{C}^\alpha(\Omega \times [-1,0]) \), (28) holds, and \( f(x,-1) = 0 \) for all \( x \in \partial\Omega \). Then there exists a unique classical solution \( u \) of (27) satisfying \( u = 0 \) on \( \partial_{pa}(\Omega \times (-1,0]) \). Moreover,

\[
\|u\|_{\mathcal{C}^{2+\alpha}(\Omega \times [-1,0])} \leq C\|f\|_{\mathcal{C}^{\alpha}(\Omega \times [-1,0])},
\]

where \( C > 0 \) depends only on \( n, p, \lambda, \Lambda, \alpha, \Omega, \) and the \( \mathcal{C}^\alpha(\Omega \times [-1,0]) \) norms of \( a_{ij}, b_i \) and \( c \).
We can also localize the above Schauder estimates in the time variable.

**Theorem 3.2.** Let $\Omega$, $p$, $\alpha$, $a_{ij}$, $b_i$, $c$, and $f$ as in Theorem 3.1. Let $u \in \mathcal{G}^{2+\alpha}(\overline{\Omega} \times [-1,0])$ satisfy (27) and $u = 0$ on $\partial \Omega \times (-1,0]$. Then for every $q > 0$, there exists $C > 0$ depending only on $q, n, p, \lambda, \Lambda, \alpha, \Omega$, and the $\mathcal{G}^\alpha(\Omega \times [-1,0])$ norms of $a_{ij}, b_i$ and $c$ such that

$$
\|u\|_{\mathcal{G}^{2+\alpha}(\overline{\Omega} \times [-1/2,0])} \leq C(\|u\|_{L^q(\Omega \times [-1,0])} + \|f\|_{\mathcal{G}^\alpha(\Omega \times [-1,0])}).
$$

**Proof.** Let $-1 < \tau < s \leq 0$. Let $\eta(t)$ be a cutoff function satisfying $\eta = 0$ for $t \leq \tau$, $\eta = 1$ for $t \geq s$, $|\eta'(t)| \leq C(s-\tau)^{-1}$ and $|\eta''(t)| \leq C(s-\tau)^{-2}$, where $C$ is an absolute constant.

Let $\tilde u = \eta u$. Then

$$
\partial_t \tilde u - \omega(x)^{1-p} \left[ \sum_{i,j=1}^n a_{ij}(x,t) \tilde u_{ij} + \sum_{i,j=1}^n b_i(x,t) \tilde u_i \right] + c(x,t) \tilde u = \eta'(t) u + f \quad \text{in } \Omega \times (-1,0].
$$

Then by Theorem 3.1, we have

$$
\|u\|_{\mathcal{G}^{2+\alpha}(\overline{\Omega} \times [\tau,0])} \leq C(s-\tau)^{-2}\|u\|_{\mathcal{G}^\alpha(\Omega \times [\tau,0])} + C\|f\|_{\mathcal{G}^\alpha(\Omega \times [\tau,0])}.
$$

By an interpolation inequality, there exists $\beta > 0$ depending only on $q$ such that

$$
C(s-\tau)^{-2}\|u\|_{\mathcal{G}^\alpha(\Omega \times [\tau,0])} \leq \frac{1}{2}\|u\|_{\mathcal{G}^{2+\alpha}(\Omega \times [\tau,0])} + C(s-\tau)^{-\beta}\|u\|_{L^q(\Omega \times [\tau,0])}.
$$

Hence, we have

$$
\|u\|_{\mathcal{G}^{2+\alpha}(\overline{\Omega} \times [\tau,0])} \leq \frac{1}{2}\|u\|_{\mathcal{G}^{2+\alpha}(\Omega \times [\tau,0])} + C(s-\tau)^{-\beta}\|u\|_{L^q(\Omega \times [\tau,0])} + C\|f\|_{\mathcal{G}^\alpha(\Omega \times [\tau,0])}.
$$

It follows from an iterative lemma, e.g., Lemma 1.1 in Giaquinta-Giusti [33], that

$$
\|u\|_{\mathcal{G}^{2+\alpha}(\overline{\Omega} \times [\tau,0])} \leq C(s-\tau)^{-\beta}(\|u\|_{L^q(\Omega \times [\tau,0])} + \|f\|_{\mathcal{G}^\alpha(\Omega \times [\tau,0])}),
$$

from which the conclusion follows.

Consequently, they obtained a short time existence result with compatible initial data.

**Theorem 3.3 ([42]).** Let $p \in (0,1)$ and $v_0 \in C^1(\overline{\Omega}) \cap C^2(\Omega)$ satisfy

$$
\frac{1}{c_0} \leq \inf_{\Omega} \frac{v_0}{d} \leq \sup_{\Omega} \frac{v_0}{d} \leq c_0
$$

(29)

for some constant $c_0 > 0$. Suppose

$$
d^{1-p} D^2 v_0 \in C^\alpha(\Omega)
$$

for some $\alpha > 0$. Then there exist a small $T > 0$ and a unique positive function $v \in \mathcal{G}^{2+\alpha}(\overline{\Omega} \times [0,T])$ satisfying that

$$
pu \partial_t v = \Delta v \quad \text{in } \Omega \times [0,T],
$$

$$
v(\cdot, 0) = v_0, \quad v = 0 \quad \text{on } \partial \Omega \times [0,T].
$$
The condition (29) is essential in obtaining this short time existence result.

Now we would like to bootstrap the $C^{2+\alpha}_2$ solutions in Theorem 3.3 to reach their optimal regularity and obtain a desired uniform estimate for them. The following lemma will be used.

**Lemma 3.4.** Let $p \in (0, 1)$. Suppose $u \in C^1(\Omega) \cap C^2(\Omega)$ is a solution of

$$-\Delta u(x) = c(x)d(x)^{p-1} \quad \text{in } \Omega,$$

$$u(x) = 0 \quad \text{on } \partial \Omega,$$

where $c \in C^0(\Omega)$. Then there exist $\alpha_0 > 0$ and $C > 0$, both of which depend only on $n, p$ and $\Omega$, such that

$$\|u\|_{C^{1+\alpha_0}(\Omega)} \leq C\|c\|_{L^\infty(\Omega)}.$$

**Proof.** It follows from the Hölder gradient estimates of the Green’s functions near $\partial \Omega$ (see, e.g., Theorem 3.5 of Grüter-Widman [35]) and elementary calculations.

The estimate (31) in the below is the main contribution of this paper.

**Theorem 3.5.** Let $p \in (0, 1)$, $\alpha \in (0, 1)$ and $T > 0$. Let $v \in C^{2+\alpha}(\Omega) \times [0, T]$ be a positive solution of

$$pv^{p-1}\partial_t v = \Delta v \quad \text{in } \Omega \times [0, T]$$

satisfying

$$\frac{1}{c_0}d(x) \leq v(x, t) \leq c_0d(x) \quad \text{in } \Omega \times [0, T]$$

for some constant $c_0 > 0$. Then $v(x, \cdot) \in C^\infty((0, T])$ for every $x \in \Omega$, and

$$\partial^\ell_tv(\cdot, t) \in C^{2+p}(\Omega) \quad \text{for all } t \in (0, T] \text{ and } \ell \in \mathbb{Z}^+ \cup \{0\}.$$

Moreover, there exists $C > 0$ depending only on $n, \Omega, T, p, \ell$ and $c_0$ such that

$$\sup_{t \in [T/2, T]} \|\partial^\ell_tv(\cdot, t)\|_{C^{2+p}(\Omega)} \leq C.$$  \hfill (31)

**Proof.** Step 1. Since $v \in C^{2+\alpha}(\Omega) \times [0, T])$, we have

$$\frac{v}{d} \in C^\alpha(\Omega) \times [0, T]).$$

Suppose

$$\left\|\frac{v}{d}\right\|_{C^\alpha(\Omega \times [T/10, T])} \leq M.$$  \hfill (32)

By the Schauder estimates in Theorem 3.2, we have

$$\|v\|_{C^{2+\alpha}(\Omega \times [T/9, T])} \leq C,$$
where \( C > 0 \) depends only on \( n, p, \Omega, T, c_0, \alpha \) and the \( M \) in (32).

Step 2. We claim that there exists \( \gamma > 0 \) depending only on \( n, p, \Omega \) and \( \alpha \), and there exists \( C > 0 \) depending only on \( n, p, \Omega, T, c_0, \alpha \) and the \( M \) in (32) such that

\[
\| \partial_t v \|_{L^{2+\gamma}(\Omega \times [T/8, T])} \leq C(n, p, \Omega, T, c_0, \alpha, M) \quad (33)
\]

Indeed, for \( \lambda \in (0, 1) \) and arbitrarily small positive number \( 0 < h < T/100 \), we define

\[
v_{\lambda}^h(x, t) = \frac{v(x, t) - v(x, t - h)}{h^\lambda}.
\]

By the equation of \( v \),

\[
p d^{p-1} a \partial_t v_{\lambda}^h = \Delta v_{\lambda}^h + d^{p-1} f \frac{v_{\lambda}^h}{d} \quad \text{in } \Omega \times (T/100, T),
\]

where \( a(x, t) = \left(\frac{v(x, t)}{d(x)}\right)^{p-1} \) and

\[
f(x, t) = -d(x)^2 - p \partial_t v(x, t - h) \int_0^1 \frac{d}{ds} \left[ sv(x, t) + (1 - s) v(x, t - h) \right]^{p-1} ds
\]

\[
= -(p - 1) \partial_t v(x, t - h) \int_0^1 \left[ \frac{v(x, t)}{d} + (1 - s) \frac{v(x, t - h)}{d} \right]^{p-2} ds.
\]

By (30), \( \frac{1}{c_0} \leq a \leq c_0 \). This together with (32) implies that

\[
\| a \|_{L^{2+\alpha}(\Omega \times [T/8, T])} + \| f \|_{L^{2+\alpha}(\Omega \times [T/8, T])} \leq C(n, p, \Omega, T, c_0, \alpha, M).
\]

Let \( \alpha_0 \) be the one in Lemma 3.4. Let \( \gamma = \min(\alpha, \alpha_0) \). Set \( \lambda_k = \frac{k+1}{2} \alpha \) if \( k < \frac{2}{\gamma} - 1 \) and \( \lambda_k = 1 \) if \( k \geq \frac{2}{\gamma} - 1 \). By Step 1 and Taylor expansion calculations, we have

\[
| \partial_t v_{\lambda_0}^h | + \left| \frac{v_{\lambda_0}^h}{d} \right| \leq C(n, p, \Omega, T, c_0, \alpha, M) \quad \text{in } \Omega \times [T/8, T]. \quad (35)
\]

Using (35) and applying Lemma 3.4 to (34) on each time slice, we have

\[
\sup_{T/8 \leq t \leq T} \| v_{\lambda_0}^h (\cdot, t) \|_{C^{1,\gamma}(\Omega)} \leq C(n, p, \Omega, T, c_0, M).
\]

Combing with \( | \partial_t v_{\lambda_0}^h | \leq C \) in (35), it follows from a calculus lemma, Lemma 3.1 on page 78 in [50] (cf. Lemma B.3 in [37]), we have

\[
| \nabla v_{\lambda_0}^h (x, t) - \nabla v_{\lambda_0}^h (y, s) | \leq C(|x - y|^2 + |t - s|)^{\gamma}, \quad \forall (x, t), (y, s) \in \Omega \times [T/8, T].
\]

Then we have

\[
\left\| \frac{v_{\lambda_0}^h}{d} \right\|_{L^{2+\gamma}(\Omega \times [T/8, T])} \leq C(n, p, \Omega, T, c_0, \alpha, M).
\]
Applying the Schauder estimates in Theorem 3.2 to (34), we then conclude that
\[ \| v_h^\lambda \|_{\mathcal{C}^{2+\gamma}(\Omega \times [T/7, T])} \leq C(n, p, \Omega, T, c_0, \alpha, M) . \] (36)
It follows that
\[ |\partial_t v_h^\lambda| + \left| \frac{v_h^\lambda}{d} \right| \leq C(n, p, \Omega, T, c_0, \alpha, M) \text{ in } \Omega \times [T/6, T] . \]

Then one can repeat the above argument in finitely many steps to obtain (33). By applying elliptic Schauder estimates to the equation of \( v \) on each time slice, we have that \( D^2 v(\cdot, t) \) are Hölder continuous in \( \Omega \) for every \( t \in [T/5, T] \). Consequently, \( v/d \) is Lipschitz continuous on \( \Omega \times [T/5, T] \).

Step 3: We show that there exist \( \beta > 0 \) and \( C > 0 \), both of which depend only on \( n, \Omega, T, p \) and \( c_0 \) such that
\[ \| v \|_{\mathcal{C}^{\beta}(\Omega \times [T/4, T])} \leq C(n, p, \Omega, T, c_0) . \] (37)
Indeed, by (30) and the Hölder regularity theory of linear uniformly parabolic equations, we only need to show the Hölder estimation of \( v/d \) near the lateral boundary. We pick a point \( x_0 \in \Omega \) staying far away from the boundary \( \partial \Omega \) and let \( \Gamma \) be the Green’s function centered at \( x_0 \), i.e.,
\[ -\Delta \Gamma = \delta_{x_0} \text{ in } \Omega, \quad \Gamma = 0 \text{ on } \partial \Omega . \]
Then \( \frac{1}{c_1} \leq \Gamma/d \leq c_1 \) and \( \Gamma/d \) is smooth in \( \Omega_\rho := \{ x \in \Omega : d(x) < \rho \} \) for some constants \( \rho < \frac{1}{2}d(x_0) \) and \( c_1 \geq 1 \), both of which depend only on \( \Omega \) and \( n \). Let
\[ w := \frac{v}{\Gamma} . \]
From Step 2, we know that \( w \) is Lipschitz continuous on \( \Omega \times [T/5, T] \). Then it is elementary to check that
\[ G^{p+1} \partial_w w^p = \text{div}(G^2 \nabla w) \text{ in } \Omega_\rho \times [T/5, T] . \]
By straightening out the boundary \( \partial \Omega \), and using the assumption (30) and Theorem 2.1, we have
\[ \| w \|_{\mathcal{C}^{\beta}(\Omega_\rho \times [T/4, T])} \leq C \]
for some \( C > 0 \) depending only on \( n, \Omega, T, p, b, c_0 \) and \( c_1 \). Therefore, (37) follows.

Step 4. Repeating steps 1-3 and replacing \( \alpha \) by \( \beta \), we can conclude that there exist \( \beta > 0 \) and \( C > 0 \), both of which depend only on \( n, p, \Omega, T \) and \( c_0 \) such that
\[ \| v \|_{\mathcal{C}^{2+\beta}(\Omega \times [T/3, T])} + \| \partial_t v \|_{\mathcal{C}^{2+\beta}(\Omega \times [T/3, T])} \leq C . \]
By keeping differentiating the equation in the time variable, we have for every \( \ell = 1, 2, \cdots \) that
\[ \| \partial_t^\ell v \|_{\mathcal{C}^{2+\beta}(\Omega \times [T/2, T])} \leq C , \]
where $C > 0$ depends only on $n, p, \Omega, T, c_0$ and $\ell$. Using this estimate for $\partial_t^{\ell + 2} v$ and applying the elliptic Schauder estimate to the equation of $\partial_t^{\ell + 1} v$ on each time slice, we have for every $t \in [T/2, T]$ that
\[
\|\partial_t^{\ell + 1} v(\cdot, t)\|_{C^2(\overline{\Omega})} \leq C(n, p, \Omega, T, c_0, \ell).
\]
Applying again the elliptic Schauder estimate to the equation of $\partial_t^{\ell} v$ on each time slice, we have for every $t \in [T/2, T]$ that
\[
\|\partial_t^{\ell} v(\cdot, t)\|_{C^{2+p}(\overline{\Omega})} \leq C(n, p, \Omega, T, c_0, \ell).
\]
Therefore, the proof is concluded. \hfill \Box

**Remark 3.6.** In the proof of Theorem 3.5, we only used the estimate for $\|u_t\|_{C^0([0, T])} + \|\nabla u\|_{C^0([0, T])}$ in Theorem 3.1 and Theorem 3.2. The estimate for $\|d^{-p} D^2 u\|_{C^0([0, T])}$ is not used.

The regularity estimate (31) will imply the long time existence of regular solutions with compatible initial data.

**Theorem 3.7.** Let $p \in (0, 1)$ and $v_0 \in C^1(\overline{\Omega}) \cap C^2(\Omega)$ satisfy (29) and $d^{-p} D^2 v_0 \in C^\alpha(\overline{\Omega})$. Then there exists a unique positive function $v \in C^{2+p}(\overline{\Omega} \times [0, +\infty))$ satisfying that
\[
 p^n v^{p-1} \partial_t v = \Delta v \quad \text{in } \Omega \times [0, +\infty),
\]
\[
v(\cdot, 0) = v_0, \quad v = 0 \quad \text{on } \partial \Omega \times [0, +\infty),
\]
and there exists $C > 0$ depending only on $n, m, \Omega$ and $c_0$ such that
\[
\frac{1}{C} (1 + t)^{-\frac{1}{p-1}} S^\frac{1}{p}(x) \leq v(x, t) \leq C (1 + t)^{-\frac{1}{p-1}} S^\frac{1}{p}(x) \quad \text{on } \overline{\Omega} \times [0, +\infty), \tag{38}
\]
where $S$ is the unique solution of (3) with $m = 1/p$. Moreover, $v(x, \cdot) \in C^\infty((0, +\infty))$ for every $x \in \overline{\Omega}$,
\[
\partial_t^{\ell} v(\cdot, t) \in C^{2+p}(\overline{\Omega}) \quad \text{for all } t \in (0, +\infty) \text{ and } \ell \in \mathbb{Z}^+ \cup \{0\}.
\]

**Proof:** The estimate (38) follows from the comparison principle. The long time existence and the regularity of the solution are then followed by repeatedly using Theorem 3.3 and Theorem 3.5. \hfill \Box

For a solution $v$ satisfying the decay estimate (38), we can obtain the decay estimates for its higher order regularity by a scaling argument.

**Theorem 3.8.** Let $p \in (0, 1)$, $\alpha \in (0, 1)$ and $v \in C^{2+\alpha}(\overline{\Omega} \times [0, +\infty))$ be a positive solution of
\[
 p^n v^{p-1} \partial_t v = \Delta v \quad \text{in } \Omega \times [0, +\infty)
\]
satisfying
\[
\frac{1}{c_0} d(x)(1 + t)^{-\frac{1}{p-1}} \leq v(x, t) \leq c_0 d(x)(1 + t)^{-\frac{1}{p-1}} \quad \text{in } \Omega \times [0, +\infty) \tag{39}
\]
for some $c_0 > 0$. Then for every $\delta > 0$ and every $\ell \in \mathbb{Z}^+ \cup \{0\}$, there exists $C > 0$ depending only on $n, \Omega, p, \ell, \delta$ and $c_0$ such that

$$\|\partial^\ell_t v(\cdot, t)\|_{C^{2+p}(\overline{\Omega})} \leq C(1 + t)^{\frac{1}{p-1} - \ell}$$

for all $t \in [\delta, +\infty)$.

**Proof.** We only need to prove for large $t$. Arbitrarily fix a large $t_0 > 0$. Let

$$\tilde{v}(x, t) = t_0^\frac{1}{1-p} v(x, t_0 t) \quad (x, t) \in \overline{\Omega} \times [1/2, 1].$$

Then

$$p\tilde{v}^p - \Delta \tilde{v} = \text{in} \; \Omega \times [1/2, 1].$$

By the assumption (39), we have

$$\frac{1}{2^{1-p}c_0} d(x) \leq \tilde{v}(x, t) \leq 2^{1-p}c_0 d(x) \quad \text{in} \; \Omega \times [1/2, 1].$$

By Theorem 3.5, there exists $C > 0$ depending only on $n, \Omega, p, \ell$ and $c_0$ such that

$$\|\partial^\ell_t \tilde{v}(\cdot, 1)\|_{C^{2+p}(\overline{\Omega})} \leq C.$$

That is,

$$\|\partial^\ell_t v(\cdot, t_0)\|_{C^{2+p}(\overline{\Omega})} \leq Ct_0^{\frac{1}{p-1} - \ell}.$$ 

Since $t_0$ is arbitrarily, the conclusion is proved. \qed

### 4 Eventual regularity for solutions with general initial data

We now need an approximation argument to pass from the regularity for solutions with compatible initial data to those with general initial data.

**Theorem 4.1.** Let $u_0 \in C^2(\Omega)$ be nonnegative such that $u_0^m$ a Lipschitz continuous function on $\overline{\Omega}$ satisfying

$$C^{-1} d^{1/m} \leq u_0 \leq C d^{1/m} \quad \text{in} \; \Omega.$$ 

Let $u$ be the weak solution of (1). Then $u^m(x, \cdot) \in C^\infty((0, +\infty))$ for every $x \in \overline{\Omega}$, and

$$\partial^\ell_t u^m(\cdot, t) \in C^{2+p}(\overline{\Omega}) \quad \text{for all} \; t \in (0, +\infty) \text{ and } \ell \in \mathbb{Z}^+ \cup \{0\}.$$

**Proof.** Let $p = 1/m$,

$$v_0 = u_0^m \quad \text{and} \quad v = u^m.$$

For every sufficiently small $\delta > 0$, let $\eta_\delta \in C^\infty(\mathbb{R})$ be such that $\eta_\delta \equiv 0$ on $(-\infty, \delta/2)$, $\eta_\delta \equiv 1$ on $(\delta, +\infty)$, $0 \leq \eta_\delta \leq 1$ on $\mathbb{R}$, and $|\eta'_{\delta}| \leq \frac{4}{\delta}$ on $[\frac{\delta}{2}, \delta]$. For $x \in \Omega$, set

$$\phi_\delta(x) = \eta_\delta(d(x)).$$
Then \( \phi_\delta \equiv 0 \) in \( \{ x \in \Omega : d(x) < \delta/2 \} \), and \( \phi_\delta(x) \equiv 1 \) in \( \Omega_\delta := \{ x \in \Omega : d(x) > \delta \} \). So we can extend \( \phi_\delta \) to be identically zero in \( \mathbb{R}^n \setminus \Omega \) such that \( \phi_\delta \in C^\infty(\mathbb{R}^n) \). Let

\[
v_{0,\delta} = \phi_\delta v_0 + (1 - \phi_\delta)S^m,
\]

where \( S \) is the unique solution of (3). It is elementary to check that there exist \( C_0, c_0 > 0 \) independent of \( \delta \) such that

\[
\frac{1}{c_0} \leq \inf_{\Omega} \frac{v_{0,\delta}}{d} \leq \sup_{\Omega} \frac{v_{0,\delta}}{d} \leq c_0,
\]

and

\[
|\nabla v_{0,\delta}| \leq C_0.
\]

Note that \( v_{0,\delta} = S^m \) near \( \partial\Omega \). Hence, \( v_{0,\delta} \) satisfies the assumptions of Theorem 3.7. Therefore, there exists a unique positive function \( v_\delta \in \mathcal{C}^{2+\alpha}(\overline{\Omega} \times [0, +\infty)) \) satisfying that

\[
\begin{align*}
pv_\delta^{p-1} \partial_t v_\delta &= \Delta v_\delta \quad \text{in } \Omega \times [0, +\infty), \\
v_\delta(\cdot, 0) &= v_{0,\delta}, \quad v_\delta = 0 \quad \text{on } \partial\Omega \times [0, +\infty),
\end{align*}
\]

and (38) holds. Consequently, by Theorem (3.8), for every \( \varepsilon > 0 \), there exists \( C_1 > 0 \) depending only on \( n, \Omega, m, \varepsilon \) and \( c_0 \) but independent of \( \delta \) such that

\[
\|v_\delta\|_{\mathcal{C}^{2+\alpha}(\overline{\Omega} \times [\varepsilon, +\infty))} \leq C_1.
\]

Since

\[
|v_{0,\delta} - v_0| \leq C(1 - \phi_\delta)d(x) \leq C\delta,
\]

we have \( v_{0,\delta} \) converges to \( v_0 \) uniformly on \( \overline{\Omega} \) as \( \delta \to 0 \). Hence, by the Arzelà–Ascoli theorem and the uniqueness of the weak solutions, \( v_\delta \to v \) locally uniformly on \( \overline{\Omega} \times (0, +\infty) \). Hence, \( v \in \mathcal{C}^{2+\alpha}(\overline{\Omega} \times [t_0, +\infty)) \) for every \( t_0 > 0 \). The higher regularity then follows from Theorem 3.7.

Now we are ready to prove the main results of this paper.

Proof of Theorem 1.1. By Theorem 4.1, we have that \( u^m(x, \cdot) \in C^\infty((T^*, +\infty)) \) for every \( x \in \overline{\Omega} \), and

\[
\partial^\ell_t u^m(\cdot, t) \in C^{2 + \frac{1}{m} + \varepsilon}(\overline{\Omega}) \quad \text{for all } t > T^* \quad \text{and } \ell \in \mathbb{Z}^+ \cup \{0\}.
\]

In particular, we can take \( \ell = 0 \) to deduce (7).

The optimality of the exponent follows by recalling that the friendly giant solution (2) does not belong to \( C^{2 + \frac{1}{m} + \varepsilon}(\overline{\Omega}) \) for any \( \varepsilon > 0 \).

Proof of Corollary 1.2. Fix \( t > T^* \). Since both \( u^m(\cdot, t) \) and \( S^m(\cdot, t) \) are \( C^{2 + \frac{1}{m}}(\overline{\Omega}) \) and vanish linearly on the boundary \( \partial\Omega \), it then follows that \( u^m/S^m \in C^{1 + \frac{1}{m}}(\overline{\Omega}) \), and that \( u^m/S^m \approx 1 \) in \( \Omega \). Thus, the regularity for \( u/S \) follows by raising \( u^m/S^m \) to the power \( \frac{1}{m} \).

Finally, the optimality of the exponent follows from Example 4.3 below.
Proof of Theorem 1.3. Using Theorem 4.1, the estimate (13) follows from (4), (9) and Theorem 3.8 with \( v = u^m \) and \( p = \frac{1}{m} \). In the following, we will prove (11) and (12).

Let
\[
\theta(x, \tau) = t^{\frac{m}{m-1}} u^m(x, t) \quad \text{with} \quad t = e^{\tau}.
\]

Then
\[
\partial_\tau \theta^p = \Delta \theta + \frac{p}{1-p} \theta^p \quad \text{in} \quad \Omega \times (0, \infty).
\]

Consequently, the asymptotic expansion in (10) becomes
\[
\left\| \frac{\theta(\cdot, \tau)}{\Theta(\cdot)} - 1 \right\|_{L^\infty(\Omega)} \leq Ce^{-\tau} \quad \text{for all} \quad \tau > 1,
\]
where
\[
\Theta = S^m
\]
satisfying
\[
- \Delta \Theta - \frac{p}{1-p} \Theta^p = 0 \quad \text{in} \quad \Omega \quad \text{and} \quad \Theta = 0 \quad \text{on} \quad \partial \Omega.
\]

Let
\[
h = \theta - \Theta.
\]

Then
\[
p^{\theta^p-1} h_\tau = \Delta h + c(x, \tau) d(x)^{p-1} h \quad \text{in} \quad \Omega \times (\log(T^* + 1), \infty),
\]
\[
h = 0 \quad \text{on} \quad \partial \Omega \times (\log(T^* + 1), \infty),
\]
where
\[
c = \int_0^1 \left[ \frac{sd\theta + (1-s)\Theta d(x)}{d(x)} \right]^{p-1} ds.
\]

Note that the function \( c \) shares the same regularity and the same estimates as those for \( \theta \). By Theorem 3.2 and elliptic Schauder estimates on each time slice, there exists \( C > 0 \) depending only on \( n, \Omega, p \) and \( u_0 \) such that for all \( T \geq \log T^* + 2 \), we have
\[
\sup_{\tau \in [T-1, T]} \| h(\cdot, \tau) \|_{C^{2+p}(\overline{\Omega})} \leq C \| h \|_{L^\infty(\Omega \times [T-2, T])} \leq Ce^{-T},
\]
where we used (41) in the last inequality. In particular,
\[
\| \theta(\cdot, T) - \Theta \|_{C^{2+p}(\overline{\Omega})} = \| h(\cdot, T) \|_{C^{2+p}(\overline{\Omega})} \leq Ce^{-T}.
\]

Since \( \theta(\cdot, \tau) = \Theta(\cdot) = 0 \) on \( \partial \Omega \times [T^*, \infty) \), we have for all \( \tau \geq \log T^* + 2 \) that
\[
\left\| \frac{\theta(\cdot, \tau) - \Theta}{\Theta} \right\|_{C^{1+p}(\overline{\Omega})} \leq C \| h(\cdot, \tau) - \Theta \|_{C^{2+p}(\overline{\Omega})} = C \| h(\cdot, \tau) \|_{C^{2+p}(\overline{\Omega})} \leq Ce^{-\tau}.
\]
Now let us obtain a higher order asymptotic expansion. This requires some spectrum analysis on the linearized equation of (43) in a similar way to those in Bonforte-Figalli [13] and Choi-McCann-Seis [23] for the fast diffusion equation. Let

$$L^2(\Omega; \Theta^{p-1} \, dx) = \left\{ f \in L^2(\Omega) : \int_\Omega f^2(x) \Theta^{p-1}(x) \, dx < +\infty \right\}.$$ 

For $f, g \in L^2(\Omega; \Theta^{p-1} \, dx)$, we denote

$$\langle f, g \rangle = \int_\Omega f(x)g(x) \Theta^{p-1}(x) \, dx \quad \text{and} \quad \| f \| = \sqrt{\langle f, f \rangle}.$$ 

Let

$$L_\Theta = -\Delta - \frac{p^2}{1-p} \Theta^{p-1}$$

be the linearized operator of (43). Since $\Theta(x)/d(x)$ is uniformly bounded from above and below by two positive constants and $p > 0$, then the embedding $H^1_0(\Omega) \hookrightarrow L^2(\Omega; \Theta^{p-1} \, dx)$ is compact, and thus, $[\Theta^{-p}(-\Delta)]^{-1}$ is a compact operator from $L^2(\Omega; \Theta^{p-1} \, dx)$ to itself. Therefore, the weighted eigenvalue problem

$$\begin{cases} 
L_\Theta(\psi) = \mu \Theta^{p-1} \psi & \text{on } \Omega, \\
\Theta = 0 & \text{on } \partial \Omega, 
\end{cases} \quad (46)$$

admits eigenpairs $\{(\mu_j, \psi_j)\}_{j=1}^{\infty}$ such that

- the eigenvalues with multiplicities can be listed as $\mu_1 < \mu_2 \leq \mu_3 \leq \cdots \leq \mu_j \to +\infty$ as $j \to +\infty$,

- the eigenfunctions $\{\psi_j\}_{j=1}^{\infty}$ form a complete orthonormal basis of $L^2(\Omega; \Theta^{p-1} \, dx)$, that is, $\langle \psi_i, \psi_j \rangle = \delta_{ij}$ for $i, j \in \mathbb{N}$. Moreover, $\psi_1$ does not change signs, and thus, we assume that $\psi_1 \geq 0$.

Since $\Theta$ satisfies (43), then

$$\mu_1 = p \quad \text{and} \quad \psi_1 = \frac{\Theta}{\| \Theta \|} = \frac{\Theta}{\| \Theta \| \| L^{p+1}(\Omega) \|}.$$ \quad (47)

The equation of $h$ can be rewritten as

$$p \Theta^{p-1} h_\tau = -L_\Theta h + N(h) \quad \text{in } \Omega \times [T_0, \infty),$$

$$h = 0 \quad \text{on } \partial \Omega \times [T_0, \infty), \quad (48)$$

where

$$N(h) = \frac{p}{1-p} \Theta^p \left[ \left( \frac{h}{\Theta} + 1 \right)^p - 1 - \frac{ph}{\Theta} \right] + p \Theta^{p-1} \left[ 1 - \left( \frac{h}{\Theta} + 1 \right)^{p-1} \right] h_\tau.$$
It follows from (40) and (45) that for all \( \tau \geq \tau_0 \), where \( \tau_0 \) is sufficiently large, we have

\[
|N(h)| \leq C\Theta^{p-2}(h^2 + hh_\tau) \leq C\Theta^p e^{-2\tau}.
\]  

(49)

Therefore, for every \( f \in L^2(\Omega; \Theta^{p-1} \, dx) \), we have

\[
\int_\Omega |N(h(x, \tau))||f(x)| \, dx \leq Ce^{-2\tau}\|f\|.
\]

Since \( \mu_1 = p \), we can define \( J \) to be the largest positive integer such that \( \mu_J < 2p \leq \mu_{J+1} \).

Multiplying \( \psi_j, j = 1, \cdots, J \), to (48) and integrating by parts, we obtain

\[
\left| \frac{d}{d\tau} \langle h, \psi_j \rangle + \frac{\mu_j}{p} \langle h, \psi_j \rangle \right| \leq Ce^{-2\tau}.
\]

That is,

\[
\left| \frac{d}{d\tau} \left( e^{\frac{\mu_j}{p} \tau} \langle h, \psi_j \rangle \right) \right| \leq Ce^{-(2\frac{\mu_j}{p})\tau}.
\]

Hence, for any \( \tau_2 > \tau_1 \geq \tau_0 \), we have

\[
\left| e^{\frac{\mu_j}{p} \tau_2} \langle h(:, \tau_2), \psi_j \rangle - e^{\frac{\mu_j}{p} \tau_1} \langle h(:, \tau_1), \psi_j \rangle \right| \leq Ce^{-(2\frac{\mu_j}{p})\tau_1}.
\]

Therefore, the limit \( \lim_{\tau \to \infty} e^{\frac{\mu_j}{p} \tau} \langle h(:, \tau), \psi_j \rangle \) exists, and we denote it as \( c_j \). Hence,

\[
\langle h(:, \tau), \psi_j \rangle = c_j e^{\frac{\mu_j}{p} \tau} + O(e^{-2\tau}).
\]

Let \( z(\tau) = \|h - \sum_{j=1}^J \langle h(:, \tau), \psi_j \rangle \psi_j \| \). Then we obtain a similar but just one side inequality from (48):

\[
\frac{d}{d\tau} z(\tau) + \frac{\mu_{J+1}}{p} z(\tau) \leq Ce^{-2\tau}.
\]

That is

\[
\frac{d}{d\tau} \left( e^{\frac{\mu_{J+1}}{p} \tau} z(\tau) \right) \leq Ce^{-(2\frac{\mu_{J+1}}{p})\tau}.
\]

Hence, for all \( \tau \geq \tau_0 \), we have

\[
z(\tau) \leq \begin{cases} 
Ce^{-2\tau} & \text{if } \mu_{J+1} > 2p, \\
C\tau e^{-2\tau} & \text{if } \mu_{J+1} = 2p.
\end{cases}
\]

Therefore, we have

\[
\left\| h(:, \tau) - \sum_{j=1}^J c_j e^{-\frac{\mu_j}{p} \tau} \psi_j \right\| \leq \begin{cases} 
e^{-2\tau} & \text{if } \mu_{J+1} > 2p, \\
\tau e^{-2\tau} & \text{if } \mu_{J+1} = 2p.
\end{cases}
\]

(50)

In particular,

\[
\left\| h(:, \tau) - c_1 e^{-\frac{\mu_1}{p} \tau} \psi_1 \right\| \leq \begin{cases} 
Ce^{-\frac{\mu_2}{p} \tau} + Ce^{-2\tau} & \text{if } \mu_{J+1} > 2p, \\
Ce^{-\frac{\mu_2}{p} \tau} + C\tau e^{-2\tau} & \text{if } \mu_{J+1} = 2p.
\end{cases}
\]

(51)
By using (47), we know that there exists $\gamma > 0$ such that

$$\|\theta(\cdot, \tau) - \Theta + A_1 e^{-\tau} \Theta\| \leq Ce^{-(1+\gamma)\tau},$$

where

$$A_1 = -c_1 \|\Theta\|^{-1} = -c_1 \|\Theta\|^{p+1} \left(\frac{\lambda_{p+1}}{L_{p+1}(\Omega)}\right)^m = -c_1 \|S\|^{p+1} \left(\frac{\lambda_{p+1}}{L_{p+1}(\Omega)}\right).$$

By (4), we know that $h \leq 0$. Hence, $c_1 \leq 0$, and thus, $A_1 \geq 0$. If we let

$$\tilde{h} = \theta(\cdot, \tau) - \Theta + A_1 e^{-\tau} \Theta,$$

then

$$p\Theta^{p-1}\tilde{h}_\tau = -\mathcal{L}_\Theta \tilde{h} + N(h) \quad \text{in} \quad \Omega \times [T_0, \infty),$$

$$\tilde{h} = 0 \quad \text{on} \quad \partial\Omega \times [T_0, \infty).$$

Since

$$\|\partial_\tau N(h(\cdot, \tau))\|_{C^p(\Omega)} \leq Ce^{-2\tau},$$

we obtain from Theorem 3.2 and H"older’s inequality that

$$\|\tilde{h}(\cdot, \tau)\|_{C^{2+p}(\Omega)} \leq C\|\tilde{h}(\cdot, \tau)\| + Ce^{-2\tau} \leq Ce^{-(1+\gamma)\tau}.$$

Then (11) follows by changing the variables back to $u$ and $t$, and (12) follows from (11).

Finally, in the dimension $n = 1$ case, as Berryman [11] observed, $\mu_2 = \frac{3p}{1-p}$ with the eigenfunction $\Theta \Theta'$. Hence, $J = 1$. Therefore, it follows from (51) that $\gamma = 1$.

This finishes the proof of Theorem 1.3.

\begin{remark}
In fact, we can keep expanding the solution up to an arbitrary order in the same way as that Han-Li-Li [34] did for the singular Yamabe equation. If $J \geq 2$, then $N(h) = C_1 e^{-2\tau} \Theta^p + O(e^{-\frac{j-1}{p+2}2\tau})\Theta^p =: N_1(h) + N_2(h)$, where $C_1$ is a constant. Then one can solve the linear equation (48) with the forcing term $N(h)$ replaced by $N_1(h)$ and $N_2(h)$, respectively.

The equation with $N_1(h)$ has an explicit solution. Since $N_2(h) = O(e^{-\frac{2j-1}{p+2}2\tau})\Theta^p$, we can expand its solution up to the largest $K$ such that $\mu_K < \mu_1 + \mu_2$. If $J = 1$, then $N(h) = N_1(h) + N_2(h)$ with the same $N_1(h)$, and $N_2(h) = O(e^{-3\tau})\Theta^p$ or $O(\tau e^{-3\tau})\Theta^p$. In each case, $N_2(h)$ has strictly better decay than $N(h)$, and one can expand the solutions up to the largest $K$ such that $\mu_K < 3$. One can keep expanding $N(h)$ and iterating this process to reach any desired order, which is ensured by the regularity of the solution $\theta$. In the final expansion, the exponential exponents are not only the $\{\mu_j/p\}$ but also some of their linear combinations. In 1-D, an arbitrarily high order expansion for a special class of solutions under self-similar type coordinates has been obtained by Angenent [3].

In the next example in one spatial dimension, we will show that the $C^{1+\frac{1}{m}}(\Omega)$ regularity of the relative error $\frac{u^m(\cdot, t)}{S^m}$ cannot be improved in a short time after $T^*$. 
\end{remark}
Example 4.3. Consider the equations (1) and (3) for $\Omega = (0, 1) \subset \mathbb{R}$. By the regularity of $S$, we have the expansion of $S^m$ near $x = 0$:

$$S^m = ax - \frac{a^{\frac{1}{m}}m^2}{(m-1)(m+1)(2m+1)}x^{2+\frac{1}{m}} + \text{higher order terms}$$

for some constant $a > 0$.

Let $v_0$ be a function such that

$$v_0(x) = \begin{cases} 
ax + \frac{a^{\frac{1}{m}}m^2}{(m-1)(m+1)(2m+1)}x^{2+\frac{1}{m}} & \text{for } x \in [0, 1/4], \\
\alpha(1-x) + \frac{a^{\frac{1}{m}}m^2}{(m-1)(m+1)(2m+1)}(1-x)^{2+\frac{1}{m}} & \text{for } x \in [3/4, 1], 
\end{cases}$$

and $v_0$ is smooth and positive in $(1/8, 7/8)$. Let $d(x) = \min(x, 1-x)$ for $x \in [0, 1/4] \cup [3/4, 1]$, and $d(x)$ be smooth and positive in $(1/8, 7/8)$. Then both $d^{1-p}(v_0)$ and $d^{1-p}[d^{1-p}(v_0)]''$ are Hölder continuous on $[0, 1]$. Then by the Schauder estimate in Theorem 3.1 and the implicit function theorem, one can show that there exists $T > 0$ and a unique positive function $v \in C^{2+\alpha}([0, 1] \times [0, T])$ satisfying that $v_t \in C^{2+\alpha}([0, 1] \times [0, T])$ and

$$p^{p-1}\partial_t v = \Delta v \quad \text{in } [0, 1] \times [0, T],$$

$$v(\cdot, 0) = v_0, \quad v = 0 \quad \text{on } \{0, 1\} \times [0, T].$$

This solution $v$ is more regular in the time variable than the one obtained by Theorem 3.3. This is achievable because the initial condition $v_0$ is more regular. In fact, such a solution $v$ can be obtained by a second approximation (in the time variable) in a similar way to that in Theorem 3.2 of [37].

Let $u = v^{1/m}$. Then by the regularity of $u^m$ and $(u^m)_t$, we have near $x = 0$ that

$$u^m = A(t)x + O(x^{1+\alpha}),$$

$$(u^m)_t = B(t)x + O(x^{1+\alpha})$$

for some positive continuous functions $A(t)$ and $B(t)$ on $[0, 1]$ with $A(0) = a$ and $B(0) = \frac{am}{m-1}$, and some $\alpha > 0$, where $O(x^{1+\alpha})$ is uniform on $[0, T]$. Then

$$u_t = \frac{1}{m}u^{1-m}(u^m)_t$$

$$= \frac{1}{m} \left(A(t)x + O(x^{1+\alpha})\right)^{\frac{1-m}{m}} (B(t)x + O(x^{1+\alpha}))$$

$$= \frac{1}{m} A(t)^{\frac{1-m}{m}} B(t) x^{\frac{1}{m}} (1 + O(x^{\alpha}))^{\frac{1-m}{m}} (1 + O(x^{\alpha}))$$

$$= \frac{1}{m} A(t)^{\frac{1-m}{m}} B(t) x^{\frac{1}{m}} (1 + O(x^{\alpha})).$$

Since $(u^m)_{xx} = u_t$, then integrating in $x$ and using (53), we have that

$$(u^m)_x(x,t) - (u^m)_x(0,t) = \frac{1}{m} A(t)^{\frac{1-m}{m}} B(t)x^{\frac{1}{m}} (1 + O(x^{\alpha})).$$
That is,
\[(u^m)_x(x, t) = A(t) + \frac{1}{m+1} A(t) \frac{1-m}{m} B(t) x^{1+\frac{1}{m}} (1 + O(x^\alpha)).\]

Integrating in \(x\) again, we have
\[(u^m)(x, t) = A(t) x + \frac{m}{(m+1)(2m+1)} A(t) \frac{1-m}{m} B(t) x^{2+\frac{1}{m}} (1 + O(x^\alpha)).\]

Hence, near \(x = 0\), we have
\[
\frac{u^m}{S^m} = \frac{A(t)}{a} \left( 1 + f(t) x^{1+\frac{\alpha}{m}} + \text{higher order terms} \right),
\]
where
\[f(t) = \frac{m}{(m+1)(2m+1)} A(t) \frac{1-2m}{m} B(t) + \frac{a \frac{1-m}{m} m^2}{(m-1)(m+1)(2m+1)}.
\]
Since \(f(t)\) is continuous on \([0, T]\) and
\[f(0) = \frac{2a \frac{1-m}{m} m^2}{(m-1)(m+1)(2m+1)} > 0,
\]
we have \(f(t) > 0\) on \([0, \tilde{T}]\) for some small \(\tilde{T} > 0\). Hence, \(\frac{u^m}{S^m}(\cdot, t)\) is precisely \(C^{1+\frac{\alpha}{m}}([0, 1])\) for \(t \in [0, \tilde{T}]\).
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