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Abstract

Twitter is recently being used during crises to communicate with officials and provide rescue and relief operation in real time. The geographical location information of the event, as well as users, are vitally important in such scenarios. The identification of geographic location is one of the challenging tasks as the location information fields, such as user location and place name of tweets are not reliable. The extraction of location information from tweet text is difficult as it contains a lot of non-standard English, grammatical errors, spelling mistakes, non-standard abbreviations, and so on. This research aims to extract location words used in the tweet using a Convolutional Neural Network (CNN) based model. We achieved the exact matching score of 0.929, Hamming loss of 0.002, and $F_1$-score of 0.96 for the tweets related to the earthquake. Our model was able to extract even three- to four-word long location references which is also evident from the exact matching score of over 92%. The findings of this paper can help in early event localization, emergency situations, real-time road traffic management, localized advertisement, and in various location-based services.
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1. Introduction

Tweets are very responsive to real-world events, and are sometimes even more immediate than traditional news channels. Therefore, it is possible to keep track of the latest information by following tweets. Several examples were seen when the news was first reported on Twitter, such as an airplane crash over the Hudson River in New York in the year 2009 (Sakaki et al., 2013), the death of former British Prime Minister Margaret Thatcher in April 2013, and the explosions at the Boston Marathon 2013. In recent years, Twitter has been used extensively in the course of natural and human-made disasters such as earthquakes, floods, fire, terrorist attacks, civil unrest, and so on (Alexander, 2014; Landwehr et al., 2016; Laylavi et al., 2016; Luna & Pennock, 2018; Mejri et al., 2017; Mendoza et al., 2010).
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The government and non-government agencies use Twitter in case of crisis so that different rescue operations can leap into action, disseminate information to the wider audience, and recognize floor reality (Imran et al., 2014a, 2015; Landwehr et al., 2016; Lavlavi et al., 2017, 2016; Rossi et al., 2018; Sakaki et al., 2013; Zhou et al., 2017). In an American Red Cross survey, a question was asked to individuals that “whom they contacted in an emergency?” Twenty-eight percent of Americans turned to Twitter for help if they were unable to reach the emergency contact number (911)\(^2\). Twitter is also used in real-time road traffic monitoring (Gu et al., 2016; Hoang et al., 2016), event localization (Giridhar et al., 2015; Panteras et al., 2015), and in various location-based services (Ikawa et al., 2012; Xu et al., 2015). The estimation and detection of location information of events and users from tweets are a major concern in relation to the above-mentioned tasks.

Twitter provides three location information fields for sharing a user’s location: (1) User location; (2) Place name; and (3) Geo-coordinate. The user location field has 140 character spaces (previously it was limited to 30 characters) in which the user can write his/her home location information while creating their profile. This field is optional to the user and the user can write any arbitrary words or leave it blank. In many instances, they write meaningless words that might not refer to any location name. Hecht et al. (2011) analyzed that 34% of users do not reveal their “user location” information. Cheng et al. (2010) found that only 26% of users use city level or below city level location names in their user location field. However, this field cannot be treated as the current location of the user as it is entered at the time of creating their profile and most of the time not updated by the users regularly. The second field is for the “place name,” which can be attached to a tweet when it is posted. The place name is represented by a location name with an array of the latitude-longitude pair in the form of the location’s boundary coordinates. These place names are predefined on the Twitter database, but it does not provide granular location information. Kumar et al. (2017) found that only 47.33% of tweets contain place names. However, 12% of those place names are incorrect in terms of their spatiotemporal information. The third field provided by Twitter is for the “geo-coordinates” (geographical footprints of latitude and longitude) that can be attached at the time of posting a tweet using a GPS- (Global Positioning System) enabled device. Most of the researchers (Huang et al., 2014; Nakaji & Yanai, 2012; Yuan et al., 2013) have considered geo-coordinates as the most explicit and precise information, i.e., tweets associated with latitude-longitude information. However, tweets with geo-coordinate information are infrequent. Cheng et al. (2010), Morstatter et al. (2013), and Kumar et al. (2017) determined that only 0.42%, 3.17%, and 7.90% of tweets respectively are geo-tagged. Kumar et al. (2017) further reported that although geo-coordinates are the most precise location information, they are not always authentic in terms of their spatiotemporal information if the tweet is posted from third-party applications such as Instagram\(^3\) etc. Hence, all three location information fields, available in tweets and user accounts, have their own limitations and cannot be completely relied on.

\(^2\)http://www.ehstoday.com/fire-emergencyresponse/communications/red-cross-social-media-help-disaster-0232

\(^3\)https://www.instagram.com/
Along with the location fields mentioned above, people also make location references in their tweet texts when asking for help or reporting the event of a disaster. It is found that people from a disaster-related area tend to use their location information in their tweet text (Vieweg et al., 2010). The available location information in tweet texts is vitally important as it represents the location information of any event or user during emergencies. Hence, the location information mentioned in the tweet text may be considered as the most authentic source of geographic evidence in an emergency. The tweet text is a free-text field limited to 280 characters (previously it was 140 characters). Location information from these tweet texts can be extracted using either the gazetteer-based approach (Itoh et al., 2016; Li & Sun, 2014; Malmasi & Dras, 2015; Middleton et al., 2014; Sankaranarayanan et al., 2009; Zhang & Gelernter, 2014) or the Named Entity Recognition (NER) based approach (Gelernter & Mushegian, 2011; Giridhar et al., 2015; Unankard et al., 2015). Gazetteer is a corpus of location names (e.g., GeoNames).

In the gazetteer-based approach, the words of tweets are looked up in the gazetteer to find the location names. However, there are some inherent problems with this approach: (i) the unavailability of gazetteers for all the regions; and (ii) a location name mentioned in the text may have some other non-geographic meaning in the context of a text e.g., the word “Reading” may refer to a location name in England or it may also be used in another context. The other problem with this approach is the geo-ambiguity (distinct locations have the same name, e.g., Paris has 140 possibilities). The second approach is Named Entity Recognition (NER). The NER technique generally tokenizes each word of the tweet using language-specific part-of-speech tagging, then it detects the group of words that probably refer to named entities. This approach works well for well-written English sentences, but it does not work well for tweet texts as they have several grammatical mistakes, nonstandard abbreviation, and spelling mistakes (Ajao et al., 2015; Gelernter & Mushegian, 2011; Ozdikis et al., 2017; Zheng et al., 2018; Temnikova et al., 2015) did an extensive analysis on the readability of tweets during the crisis and suggested several recommendations for writing understandable tweets. In many cases, a number of English language rules are violated e.g., the first letter of the proper nouns are not usually written in capital letters. Also, the grammar is not correct in many scenarios e.g., missing prepositions. Further, most users do not use the correct spelling in their tweets. They often write words in short by removing the vowels from words. To resolve the aforementioned problems and find the location references, several efforts have been made by researchers, such as Lingad et al. (2013), who re-trained the Named Entity Recognition tool for the Twitter environment, Li et al. (2012; Liu et al., 2011; Ritter et al., 2011), they re-built their own Named Entity Recognition framework. Some other works also combined the gazetteer and NER approaches to find named entities from tweets (Gelernter & Balaja, 2013; Middleton et al., 2018).

In most of the earlier work, NER-based approaches used POS tagging and extracted all named entities such as person name, product, group, corporation, location, etc. In the current work, we are concentrating on the extraction of location words ignoring other named entities. For this, instead of using POS tagging, we train a Convolutional

\(^4\)http://geonames.org
Neural Network- (CNN) based system to extract location names present in the tweet. We represent the tweet text as normal sentences and highlight the words containing location information. We assume that there is already a system that filters tweets based on their relatedness to a particular event. Several works have been reported regarding this (Chowdhury et al., 2013; Imran et al., 2014a; Nguyen et al., 2017a; Olteanu et al., 2014; Singh et al., 2017). Once the tweets are found to be related to the event, our model finds the location referring words in that tweet. We present this problem under the supervised learning paradigm. A dataset of tweets and their corresponding location words are made to train a system. Since the input is a sentence (tweet text), we had several options, such as LDA (Blei et al., 2003), PLSA (Hofmann, 1999), and word embedding (Pennington et al., 2014) to represent the sentence. LDA and PLSA are generative statistical models that can represent a document as a mixture of a small number of topics. They are widely used for grouping tweets related to a specific event. Our target is to preserve the sentence structure so that the corresponding word number can be marked as a location word or not. This is why we prefer word embedding over other techniques, such as LDA or PLSA.

As a supervised learning model, there are several options starting from simple machine-learning models, such as SVM, Naive Bayes, Random Forest to deep-learning models, such as the Recurrent Neural Network (RNN), the Convolutional Neural Network (CNN). The machine-learning model requires some features to learn to associate input with output. Therefore, the performance of these systems heavily depends on the feature engineering. This is why we choose deep learning models. RNNs are good for sequential or long-text data. Tweets have short sentences, which favor the use of CNN over RNN. The intuition behind using CNN is that the convolutional layer can automatically learn the better representation of input data and then dense layers can utilize these input representations to identify location references. Our objective for the current work is formulated as: (i) Find whether a tweet contains a location name; and (ii) If there are location names present in a tweet, then highlight those words.

The remainder of the paper is organized as follows: in section 2 we briefly present the related literature. Our proposed framework is presented in section 3. The finding of the proposed system is presented in section 4. Section 5 contains discussion about the results and implications of the current research. We conclude the paper in Section 6.

2. Related work

Recently, a number of works have been reported for better utilization of social media for emergency purposes (Ajao et al., 2015; Alexander, 2014; Imran et al., 2015; Ozdikis et al., 2017; Shibuya, 2017; Zheng et al., 2018). Olteanu et al. (2015) investigated several natural hazards and human-induced disasters in a systematic way to better understand the effective use of social media for information gathering processes during emergencies. Most of the existing works focus on event detection and location estimation of events or users during emergencies. In event detection, some researchers tried to detect an event as soon as possible, whereas some researchers tried to classify
event-related tweets into predefined classes to conduct further analysis. In the location estimation, researchers tried to
find the location of the events or users from social media. We are dividing this section into two subsections to better
organize the existing works: (i) Event detection; and (ii) Location estimation.

2.1. Event detection

Imran et al. (2013) proposed a system that used machine-learning methods to detect informative messages during
a crisis. After detecting informative messages, their system automatically extracted nuggets of information from
them. Olteanu et al. (2014) proposed a methodology for building an effective lexicon for crisis events. Their approach
could improve the recall in the sampling of Twitter communication, which could greatly help in situation awareness
during a crisis. Imran et al. (2014b) proposed an AIDR (Artificial Intelligence for Disaster Response) platform for
automatic classification of disaster-related messages into user-defined classes. Chowdhury et al. (2013) used content-
based features, such as n-gram and the tense of the message to automatically classify messages into pre-incident,
during-incident, and post-incident classes. Perol et al. (2018) used a convolutional neural network for earthquake
detection and location estimation from seismograms. Nguyen et al. (2017b) proposed a convolutional neural network
based model for classifying earthquake-related tweets into informative or non-informative classes. Their system could
detect earthquake events earlier than the announcement from the official government website. Yang et al. (2017) used
several classifiers to identify tweets related to flood victims and volunteers. They then proposed first come first served,
static priority, and hybrid rescue-scheduling algorithms to provide help for victims as soon as possible. The extensive
survey on event-detection techniques for Twitter can be seen in (Atefeh & Khreich, 2015).

2.2. Location estimation

Jurgens et al. (2015) presented a comprehensive analysis of network-based approaches for predicting the geo-
location of users. Do et al. (2017) proposed a deep multiview learning model that combines the textual, network, and
metadata features for predicting the geo-location of a tweet. Qian et al. (2017) proposed a probabilistic model, inte-
grating the content and network features learned from social media, to predict the location of a user. Lourentzou et al.
(2017) utilized neural network architecture to predict the geo-location of users. They found that the choice of appropri-
ate network architecture and hyper-parameter selection can give better accuracy in predicting geo-location. A group of
researchers (Do et al., 2017; Laylavi et al., 2016; Qian et al., 2017) used tweet text with other metadata such as “user
location”, “geo-coordinates”, and “place name” to estimate location information. Another group (Gelernter & Balaji,
2013; Lingad et al., 2013; Malmasi & Dras, 2015) used only tweet texts to find location information. The tweet text
is used because (i) geo-tagged tweets are infrequent, (ii) the user location field is not treated as the current location
of the users as this field is mostly outdated. Gazetteer and Named entity recognition-based approaches are common
techniques for finding location references from tweet texts. We categorize this section in three subsections: (i) the
studies using gazetteers for finding location references; (ii) the studies using Named Entity Recognition for finding
location references; and (iii) the studies to resolve the issue of noisy text by developing new methods.
2.2.1. Gazetteer Based Approach

Middleton et al. (2014) used gazetteers, street maps, and volunteered geographic information to develop real-time crisis-mapping by geoparsing the tweet text. They used 2,000 human labeled tweets to evaluate their results and found high precision for street-level location names. They stated that a high precision (0.90 or above) can be found in location finding from the real-time tweets by preloading location information for the area that is at risk of any disaster. Sankaranarayanan et al. (2009) clustered several different news topics and applied a Part-of-Speech (POS) tagger and a Named Entity Recognizer to find location names from the tweet texts. However, they concluded that the Named Entity Recognizer fails to give good results in the case of tweets because it is difficult for the system to work efficiently over noisy text. Further, they applied TF-IDF to extract key phrases from tweets and used GeoNames gazetteer to find the location names. They used the extracted location names with other metadata to assign the location to clusters. Itoh et al. (2016) built their own gazetteer from geo-located posts submitted by the users from location-based services such as Foursquare. They enriched the gazetteer by adding named entities referring only to specific locations. They also used the parts-of-speech tagger to tag proper nouns from the text and added them to the list of the specific locations. They obtained 38,504 entries in their gazetteer to map a spatiotemporal visualization of the sports games and earthquake events. Malmasi & Dras (2015) proposed an unsupervised approach based on the Noun Phrase extraction and n-gram-based matching using the GeoNames gazetteer. They claimed that their system is better for the noisy microblog text. They used 2,000 manually annotated tweets to train the system and tested it with 1,000 tweets. They achieved an $F_1$-score of 0.792. Li & Sun (2014) proposed a framework named PETAR, which included two components, one is the Point of Interest (POI) inventory and the second is a time-aware Point of Interest (POI) tagger. The POI inventory is built using the Foursquare check-ins, which consist of formal names of POI as well as informal abbreviations. The POI tagger is based on the Conditional Random Field model. They performed their analysis on 4,000 manually labeled tweets and achieved an $F_1$-score of 0.87. Zhang & Gelernter (2014) used supervised machine-learning algorithms and utilized the gazetteer to build a model. They evaluated their model on 956 manually labeled tweets to find the location references mentioned there. Al-Olimat et al. (2017) proposed a system that extracts the location names from the text using n-gram statistics and location name gazetteers. Their location name extraction tool used augmented and filtered region-specific gazetteers to detect boundaries of multi-word location names.

2.2.2. Named Entity Recognition

Unankard et al. (2015) used clustering on tweets and then used a Stanford Named Entity Recognizer (Ritter et al., 2011) to extract location names from the tweet text. They found correlations between user location and event location to localize events such as the Indonesian earthquake and the Queensland election 2012. Finally, they found the most frequent location names present in the cluster and took it as the location of the event. Giridhar et al. (2015) used road traffic twitter data from three major cities in California and clustered the tweets mentioning an event in a
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specific group. They tokenized each tweet and tagged each word using a Part-of-Speech (POS) tagger to find location names. Besides POS tagging, they observed that the location names were preceded by prepositions such as in, around, between, and after. In addition, they applied this grammar-based rule to find location names. After extracting location names, they obtained the geo-coordinates of each of the extracted location names using Google maps API and then averaged them to find the centroid of the events. Gelernter & Mushegian (2011) conducted their study on the Stanford Named Entity recognizer to know the effectiveness of it in finding location information from the tweets. They found the Stanford Named Entity could find the location names that are proper nouns, but fails to recognize local street names, buildings, nonstandard place abbreviations, misspellings and location names not starting with a capital letter. They commented that the result should improve if several named entity recognition algorithms are configured to work together. Sikdar & Gambäck (2016) proposed a named entity system for extracting the named entity from the tweets and then classifying those names’ entities in the ten different classes. For the named entity recognition they used several lexica, character, and context-based features of the tweets. Their system achieved an $F_1$-score of 0.63 for named entity recognition and 0.40 for named entity classification.

2.2.3. Efforts for Twitter Named Entity Recognition

Some researchers tried to train existing NER systems with related social media text to better learn the named entities mentioned in them. Lingad et al. (2013) used several named entity recognizers namely, Stanford NER, OpenNLP, Yahoo! PlaceMaker, and TwitterNLP to find the location names from the disaster-related tweets. They retrained Stanford NER and Open NLP using the disaster-related tweets. They achieved an $F_1$-score of 0.902 for the re-trained Standford NER and $F_1$-score of 0.833 for Open NLP. Li et al. (2012) developed a novel two-step unsupervised Name Entity Recognition system named TwiNER using Wikipedia and Web N-Gram corpus. Their TwiNER named entity recognizer achieved comparable performance with other conventional NER systems for the real-life targeted tweet stream. They achieved $F_1$-scores of 0.772 and 0.419 for the two different ground-truth labeled datasets. Ritter et al. (2011) experimented with the conventional NER tools and found that the accuracy dropped from 0.97 to 0.80 when it was applied to news and tweet corpus respectively. They addressed this problem by rebuilding the NLP pipeline starting with POS tagging, through chunking, to named-entity recognition. Gelernter & Balaji (2013) used open-source Named Entity Recognition software and machine-learning techniques to identify location references, such as streets, addresses, buildings, location names, place acronyms, and abbreviations. To identify streets, buildings, and location names they used lexico-semantic pattern recognition, Named Entity Recognizer, and gazetteer, respectively. They found an $F_1$-score of 0.85 for streets, 0.86 for buildings, 0.96 for location names, and 0.88 for abbreviated place names. Overall, they found an $F_1$-score of 0.90 in identifying location refer-
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[6]https://cloud.google.com/maps-platform/
[7]https://nlp.stanford.edu/software/CRF-NER.html
[8]http://nlp.stanford.edu/software/CRF-NER.shtml
[9]http://opennlp.apache.org
[10]http://developer.yahoo.com/boss/geo/
ences. Middleton et al. (2018) proposed two different location extraction techniques: (i) entity matching by utilizing the OpenStreetMap database; and (ii) language model that makes use of numerous gazetteers and a large social media tag dataset. They also experimented with three different models that used third-party applications, such as GeoNames, Google Geocoder API, etc. They found that the OpenStreetMap database performed better among all five approaches with $F_1$-scores between 0.90 and 0.97 for the English and Italian tweets and an $F_1$-score of 0.66 for Turkish tweets. Liu et al. (2013, 2011) proposed a named entity recognition framework combining the three components, which are tweet normalization, K-Nearest Neighbors (KNN) with a linear Conditional Random Fields, and a semi-supervised framework. They performed their analysis on 12,245 manually labeled tweets and found the overall $F_1$-score of 0.80 in finding named entities, such as the person, product, location, and organization. Dutt et al. (2018) proposed a system to infer location names mentioned in the text of tweets in an unsupervised fashion. They applied several preprocessing on tweets and then used a POS tagger to find proper nouns. After that, they used a gazetteer-based approach to find the location names mentioned in the tweet text with an $F_1$-score of 0.79. The deep neural models are also used for Named Entity Recognition by several researchers. Chiu & Nichols, 2015; Collobert et al., 2011; Huang et al., 2015; Lample et al., 2016. Limsopatham & Collier, 2016 used bidirectional Long Short-Term Memory (LSTM), which learns the orthographic features of tweets. They extracted both character-based word representation and word-vector representation corresponding to each word of the tweet and found an $F_1$-score of 65.89 in finding named entities. Däniken & Cieliebak, 2017 used transfer learning and sentence level features for named entity recognition on tweets and achieved an $F_1$-score of 40.78.

Most of the earlier works used Named Entity Recognition (NER) and gazetteer-based approaches to find the location information from the tweet text. Existing works require a predefined set of features and location-specific gazetteers as the input for extracting location information. Therefore, the performance of these systems are heavily dependent on feature engineering. We are eliminating the feature extraction and POS tagging by using the deep Convolutional Neural Network (CNN) to find the location references mentioned in the tweets.

### 3. Methodology

The proposed convolutional neural network-based model learns the continuous representation of tweets and then picks salient features from them to predict the location names present in the tweets. The proposed architecture has three parts: (i) word embedding that represent tweets in the vector form; (ii) convolutional model that learns the salient features from the tweets representation; and (iii) a fully connected layer that interprets the extracted features to predict the output. The detailed proposed architecture is presented in Figure[11]

#### 3.1. Data Collection, Preprocessing, and Labeling

We collected tweets related to earthquakes using the keywords *earthquake* and *#earthquake* from Twitter streaming API[11]. Olteanu et al., 2014 proposed a system for selecting the keywords to extract relevant tweets for social
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[11]https://developer.twitter.com/en/docs
media during an emergency. The data collection was accomplished between 20th October 2017 to 15th March 2018 for several earthquakes across different parts of the world, such as Iran, Mexico, Iraq, the Philippines, New York, Algeria, the United States, and Peru, to name a few. We collected a total of 103,384 tweets related to earthquakes in JSON (JavaScript Object Notation) format. The tweets contained the tweet text along with metadata, such as the posting time of tweets, user ID, tweet ID, and so on. We randomly selected a subset of these tweets to annotate the location references mentioned in the tweet text (Karimi & Yin, 2012). We kept the tweet text only and discarded other metadata for the current work as we wanted to focus on finding location words in the text only. We pre-processed the tweets to first remove non-English tweets and then removed duplicate tweets, mentioned user names, URL links, and emoticons. The duplicate tweets were removed by finding RT (re-tweets) in the tweet text. Hashtags were replaced with the corresponding word (e.g., #Mexico to Mexico). The text was converted to lower case. The stopwords were kept in the tweet as their occurrence may indicate the start of location words. We kept all the words of the entire tweet collection to make word representation even if they occurred only once. After pre-processing, the dataset has only the tweet text without any user identification marks. Hence, the user privacy has not been compromised in the current research.

In our dataset, tweets have a diverse granularity of location references, such as street name, building name, city, district, and even country name. We observed that several tweets have more than one piece of location information, i.e., tweets with multiple location references. Some location names need more than one word to represent it in the tweet. For example, this tweet “I had the same experience with the earthquake in New York back in 2012. I felt my office shake but nobody knew what happened until I saw Twitter” has two words: New and York, to refer the location name New York. Three postgraduate students volunteered to annotate the location references mentioned in the tweets. They individually annotated the tweet for words related to location references. We considered only those location references on which at least two students agreed. Finally, we obtained a total of 5,107 annotated tweets with 6,690 location references; a detailed description of the dataset used in this study is listed in Table 1. The sample tweets with location references and their annotations are listed in Table 2.

3.2. Word embedding to represent tweets

We used word embeddings of tweets as the input to the model. Word embedding represents the real-valued vector representation of the words of the text corpus in a predefined fixed dimension. The word embedding creates similar vectors for words with similar meanings. For the representation of the word vector, we created a bag-of-words $W$ from all unique words in our tweet texts. After that, for each word $W_i$, we made a look-up matrix $L_M$ to get its embedding in the $K$ dimensional vector, represented by $e(W_i) \in R^K$, where $L_M$ represents $|W| \times K$ dimensional ($R^{W\times K}$) vector. Basically, two types of initialization can be done to represent the look-up matrix $L_M$. First, for the look-up matrix $L_M$, all word vectors can be randomly initialized from a uniform distribution (Socher et al., 2013). Second, it can be a pre-trained word vector from a large corpus of text using the embedding learning algorithm (Mikolov et al., 2013; Pennington et al., 2014). In our case, we used the pre-trained word embedding GloVe (Global Vectors for word
Figure 1: Overall architecture for the Convolutional Neural Network (CNN)
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Table 1: Description of the tweets containing words referring to location names

| Number of Tweets (Total = 5,107) | Number of words referring to location names in a tweet | Total number of words referring to location names (Total = 6,690) |
|---------------------------------|--------------------------------------------------------|---------------------------------------------------------------|
| 1897                            | 0                                                      | 0                                                             |
| 1300                            | 1                                                      | 1300                                                          |
| 1016                            | 2                                                      | 2032                                                          |
| 499                             | 3                                                      | 1497                                                          |
| 240                             | 4                                                      | 960                                                           |
| 155                             | ≥ 5                                                    | 901                                                           |

representation) \cite{Pennington2014} as the look-up matrix for the experiment. Each word of the tweet is fed as input to the Embedding Input through the input layer, where the weight matrix between the input and embedding layer is the pre-trained look-up matrix $L_M$. We used GloVe (‘glove.twitter.27B.100d.txt’ \footnote{It is freely available at https://nlp.stanford.edu/projects/glove/} with 100 dimension vectors embedding trained by the Google on 27 billion words of the tweets. The use of pre-trained GloVe embedding reduces the computation overhead and normally offers better results as it is trained over the massive corpus of the texts \cite{Goldberg2016}.

To represent the complete tweet in its matrix form, we concatenated the embedding of each word of the tweet. Suppose $T_i$ represents a tweet of length $m$ (padded where necessary), the complete tweet in a matrix form can be represented by equation \ref{eq:matrix_form}

$$T_i = W_{1:m} = e(W_1) \oplus e(W_2) \oplus e(W_3) \oplus \ldots \oplus e(W_m)$$

where, $\oplus$ represents the concatenation operator, $W_{1:m}$ represents the concatenation of word from 1 to $m$. Padding is used to fix the length of each tweet to the same size. The complete tweet matrix $T_i$ is represented as given below:

$$T_i = \begin{bmatrix} w_1 & w_2 & w_3 & \ldots & w_m & \alpha_{11} & \alpha_{21} & \alpha_{31} & \ldots & \alpha_{m1} \\ \alpha_{12} & \alpha_{22} & \alpha_{32} & \ldots & \alpha_{m2} \\ \alpha_{13} & \alpha_{23} & \alpha_{33} & \ldots & \alpha_{m3} \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ \alpha_{1K} & \alpha_{2K} & \alpha_{3K} & \ldots & \alpha_{mK} \end{bmatrix}$$
Table 2: Sample tweets containing words referring to location names

| Tweets                                                                 | Location references |
|-----------------------------------------------------------------------|---------------------|
| Hey @AppleSupport my friend @carloxitolost everything in #Mexico #earthquake, incl his iMac. Can you help him fix? http://bit.ly/2yA8HHI | Mexico              |
| Help out! Give to ’Relief for Earthquake Victims in Kurdistan’. https://www.generosity.com/fundraisers/2269042 #generosity via @generosity | Kurdistan           |
| Moderate earthquake, 5 mag has occurred near Maasin in Philippines - https://wp.me/p5bFdp-rQQ #earthquake #quake | Maasin, Philippines |
| Small earthquake felt here, Missouri, Tennessee... https://fb.me/2K4lPX0f1 | Missouri, Tennessee |
| There was an earthquake of seismic intensity 4 in Tokyo earlier. There is no damage. | Tokyo               |
| Earthquake hits central Iraq, felt in Baghdad - Reuters http://fxmb.info/Q9m1rY #hng #earthquake http://earthcentral.org | Iraq, Baghdad       |
| I had the same experience with the earthquake in New York back in 2012. I felt my office shake but nobody knew what happened until I saw Twitter | New York            |

where, \([a_{m1}, a_{m2}, a_{m3}, \ldots, a_{mk}]\) represents the embedding of word \(W_m\), tweet matrix \(T_i\) having \(m\) words of dimension \(R^{m \times K}\). The pictorial view can be seen from Figure I where each embedding input of a word is concatenated one after the other in a sequence to form a complete tweet representation. This tweet representation is then used by the Convolutional Neural Network (CNN) to learn the location references present in the tweet.

3.3. Context dependent feature extraction

The convolution process of the CNN model is used to extract the semantic features of the sentence (Kalchbrenner et al., 2014; Socher et al., 2013) by using n-gram information (Collobert et al., 2011). In the CNN model, the convolution process involves a filter \(F \in R^{h \times K}\), with the size of \(h\) words with a \(K\) dimension (same as the embedding vector). This filter is applied to the tweet matrix \(T_i\) and performed element-wise multiplication, then the summation of all values are passed through a non-linear function to produce a new feature. Next time, this filter is again applied to the tweet matrix by moving one column towards the right and convolve with the next \(h\) words of the matrix \(T_i\) and passed through the non-linear function to again produce a new feature and so on. A feature \(c_i\) for a window of words \(W_{i+hb-1}\)
can be generated as:

\[ c_i = f(F \cdot W_{i+h-1} + b) \]  

(2)

where, \( b \in R \) is a bias and \( f \) is a non-linear function. This filter is carried out to each feasible word windows having \( m \) words \( \{W_{1:h}, W_{2:h+1}, \ldots, W_{m-h+1:m}\} \) to produce a feature map.

\[ c = [c_1, c_2, \ldots, c_{m-h+1}] \]  

(3)

where \( c \in R^{m-h+1} \). A simple convolution operation with a filter having size \( h = 3 \) is represented as:

\[
\begin{bmatrix}
    w_1 & w_2 & w_3 & \ldots & w_n \\
    a_{11} & a_{12} & a_{13} & \ldots & a_{1n} \\
    a_{21} & a_{22} & a_{32} & \ldots & a_{2n} \\
    a_{31} & a_{32} & a_{33} & \ldots & a_{3n} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    a_{1k} & a_{2k} & a_{3k} & \ldots & a_{nk}
\end{bmatrix}
\begin{bmatrix}
    f_{11} & f_{21} & f_{31} \\
    f_{12} & f_{22} & f_{32} \\
    f_{13} & f_{23} & f_{33} \\
    \vdots & \vdots & \vdots \\
    f_{1K} & f_{2K} & f_{3K}
\end{bmatrix}
\]

We used a Rectified Linear Unit (ReLu) [Nair & Hinton, 2010] as an activation function. The ReLu activation function is defined as: \( f(x) = \max(0, x) \), it means for \( f(x) < 0 \) it returns 0 and for \( f(x) \geq 0 \) it returns \( x \) itself. We used this function because it improves the training of CNN by speeding up the training process, as the computation step in ReLu is easier. After obtaining the feature map \( c \), we applied a max-over-time pooling operation [Collobert et al., 2011] and took the maximum value from a window of size \( p \), as given by equation 4

\[ \hat{c}_i = \max(c_i, c_{i+1}, c_{i+2}, \ldots, c_p), i \geq 1 \]  

(4)

The purpose of applying the pooling operation is to get the most important feature in each of the windows, i.e., one with the highest value. Similarly, we obtained a number-of-features matrix, one for each of the filters. After the convolution layer, we concatenated each of the matrices and flattened it to a single feature vector as can be seen in Figure[I]. The obtained neurons of the flattened layer are fully connected to the dense layer with sigmoid activation.
function, that predicts the output as the probability of occurrence of the location names in the tweet. To overcome the situation of over-fitting at the dense layers, we used dropout (Srivastava et al., 2014) as the regularization technique. Dropout prevents the interdependency between the hidden neurons by simply dropping it out randomly with the probability of $D_p$. This allows the neural network to learn more robust features and speed up the training.

3.4. Representation of labels at the output layer

The location references present in the tweet are represented to the output layer in the form of a zero-one vector. The location words are encoded as 1 and the non-location words are encoded as 0. For the tweets “earthquake occurred near tazeh abad kermanshah at utc earthquake tazehabad,” “hey my friend lost everything in mexico earthquake incl his imac can you help him fix,” and “help out give to relief for earthquake victims in kurdistan generosity via” the location names are present at word index of (4, 5, 6, 10), (7), and (10) respectively. So, we put 1 into those word indexes and the rest as 0.

3.5. Loss Function and Optimizer

A loss function is used to calculate the difference between the actual and predicted values at the output layer. This loss is then back-propagated through the output layer to adjust the weight of neurons in the network. In our case, we have a multi-labeled dataset with more than one location name, so we used binary cross entropy loss with sigmoid activation function at the output layer (Nam et al., 2014) for the multi-labeled datasets. Binary cross entropy loss and sigmoid function are defined as:

**Binary cross entropy loss**

$$
- \sum_{i=1}^{|L|} \left[ y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i) \right]
$$

**Sigmoid function**

$$
\sigma(x) = \frac{1}{1 + \exp(-x)} \text{, where } x \in \mathbb{R}
$$

where, $|L|$ represents the total number of labels in the tweet, $y_i$, and $\hat{y}_i$ represents the actual and predicted values of the network respectively. We used Adaptive Moment Estimation (Adam) optimizer (Kingma & Ba, 2014) to adjust the weights by back-propagating the calculated loss.

3.6. Hyper-parameter setting

We define several hyper-parameters for the proposed CNN network, which can be seen in Table 3. In our preliminary analysis, we first experimented with the several variations of optimization algorithms, such as the Stochastic Gradient Descent (SGD), RMSProp, and Adam, by keeping all hyper-parameters constant as listed in Table 3. We found that Adam, with binary cross entropy, produces the lowest training loss, so we used Adam for the proposed model. Next, we experimented with the numbers 64, 128, and 256 of each filter size. The best result was found in the case of 128 filters for each filter size with the max pooling operation having a window size of 5. The proposed model was again tested with a batch size of 50, 100, and 150. A better result was found in the case of batch size 50. We
Table 3: Description of the Hyper-parameters

| Description     | Values               |
|-----------------|----------------------|
| Filter region size | 2, 3, 4              |
| Feature maps    | 128                  |
| Pooling window size | 5                   |
| Pooling         | Max pooling          |
| Activation function | ReLu                |
| Dense layer     | 60 neurons           |
| Dropout rate    | 0.2                  |
| Learning rate   | 0.001                |
| Batch size      | 50                   |
| Epochs          | 100                  |

tested the model with a dropout value of 0.2, 0.3, and 0.5; the performance of the model was better in the case of the 0.2 dropout. Similarly, the system was tested by varying the epoch sizes; the performance of the model did not affect as much after 100 epochs, so we fixed the number of epochs to 100 for all our other experiments.

4. Result

We performed several experiments to evaluate our proposed model and extract location words from the earthquake-related tweets. To minimize the bias, we used 10-fold cross validation (Kohavi et al., 1995). It is a technique to randomly partition the data sample into ten equal subsamples in which one subsample is used to validate the system, whereas the remaining nine subsamples are used to train the model. This process is repeated ten times, with each of the ten subsamples used just once as the validation data. The results from each of the folds are averaged to estimate the overall system performance. According to our observation, in most of the tweets, the number of words is 60 at the most. Hence, we used 60 neurons at the input layer to represent the words of each tweet and 60 neurons at the output layer to encode the presence or absence of location references.

4.1. Evaluation metrics

To evaluate the proposed model, we used Precision, Recall, $F_1$-score, the Hamming loss, the Jaccard similarity, and the Exact matching score. These metrics are widely used in the case of a multi-labeled dataset (Charte & Charte, 2015). Say a multi-labeled dataset contains a total of $N$ instances; each instance $N_i$ can be represented as $(x_i, y_i)$, where $x_i$ is the set of attributes, $y_i \subseteq L$ is the set of labels, where $L$ represents the total number of labels used in the
dataset. Suppose \( y_i \) and \( \hat{y}_i \) represents the subset of true and predicted labels respectively for the \( i \)\(^{th} \) instance, then the metrics can be described for the \( i \)\(^{th} \) instance by the given formulae.

- **Precision**: This is the number of accurately predicted location words to the total number of predicted location words. It is computed as given in equation (5). The range of precision varies between 0 and 1, where 1 is the best and 0 is the worst value.

  \[
  \text{Precision} = \frac{\text{Number of accurately predicted location words}}{\text{Total number of predicted location words}} = \frac{|y_i \cap \hat{y}_i|}{|\hat{y}_i|}
  \]  
  (5)

- **Recall**: This is the number of accurately predicted location words to the total number of actual location words in the tweet. It is computed as given in equation (6). The range of recall varies between 0 and 1, where 1 is the best and 0 is the worst value.

  \[
  \text{Recall} = \frac{\text{Number of accurately predicted location words}}{\text{Total number of actual location words}} = \frac{|y_i \cap \hat{y}_i|}{|y_i|}
  \]  
  (6)

- **\( F_1 \)-score**: This is the harmonic mean between Precision and Recall, which gives the balanced evaluation between them. It can be represented by equation (7). The range of \( F_1 \)-score varies between 0 and 1, where 1 is the best and 0 is the worst value.

  \[
  \text{\( F_1 \)-score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
  \]  
  (7)

- **Hamming Loss**: This is the number of the wrong predictions to the total number of predictions. It is calculated by equation (8). The indicator function \( 1(y_i = \hat{y}_i) \) returns 1 when the expression is true, otherwise it returns to 0. The range of Hamming loss varies between 0 and 1, where 0 is the best and 1 is the worst value.

  \[
  \text{Hamming Loss} = \frac{\text{Number of wrong prediction}}{\text{Total number of prediction}} = \frac{1}{|L|} \sum_{j=1}^{|L|} 1(y_{ij} \neq \hat{y}_{ij})
  \]  
  (8)

- **Jaccard similarity**: This is the number of accurately predicted location words to the union of actual and predicted location words. It is represented in equation (9). The range of the Jaccard index varies between 0 and 1, where 1 is the best and 0 is the worst value.

  \[
  \text{Jaccard similarity} = \frac{\text{Number of accurately predicted location words}}{\text{Union of actual & predicted location words}} = \frac{|y_i \cap \hat{y}_i|}{|y_i \cup \hat{y}_i|}
  \]  
  (9)

- **Exact Matching score**: This can be computed by equation (10). The indicator function \( 1(y_i = \hat{y}_i) \) returns to 1 if all the predicted location and non-location words are as true as the actual one, otherwise it returns to 0.

  \[
  \text{Exact Matching score} = 1(y_i = \hat{y}_i)
  \]  
  (10)

Say there is a tweet that says “very strong earthquake felt here, kermadec island, new zealand”. This tweet has four location words *kermadec*, *island*, *new*, and *zealand* occurring at word positions 6, 7, 8, and 9 respectively. So
Table 4: Result of the 2-CNN and 2-Dense with dropout model with combinations of 2-, 3-, 4-, and 5-gram filter size

| Approach                          | Filter size | Precision | Recall | F1-score | Hamming loss | Jaccard similarity | Exact matching |
|-----------------------------------|-------------|-----------|--------|----------|--------------|--------------------|----------------|
|                                   | 2           | 0.57      | 0.50   | 0.52     | 0.018        | 0.531              | 0.429          |
|                                   | 3           | 0.60      | 0.45   | 0.50     | 0.016        | 0.551              | 0.473          |
|                                   | 4           | 0.62      | 0.47   | 0.52     | 0.015        | 0.559              | 0.475          |
|                                   | 5           | 0.65      | 0.47   | 0.53     | 0.015        | 0.568              | 0.484          |
| 2-CNN+2-Dense+Dropout             | 2,3         | 0.97      | 0.86   | 0.90     | 0.003        | 0.900              | 0.849          |
|                                   | 2,4         | 0.95      | 0.89   | 0.91     | 0.003        | 0.924              | 0.886          |
|                                   | 2,5         | 0.96      | 0.92   | 0.94     | 0.002        | 0.948              | 0.918          |
|                                   | 3,4         | 0.97      | 0.89   | 0.92     | 0.003        | 0.914              | 0.875          |
|                                   | 3,5         | 0.98      | 0.93   | 0.95     | 0.002        | 0.949              | 0.922          |
|                                   | 4,5         | 0.97      | 0.90   | 0.92     | 0.003        | 0.926              | 0.890          |
|                                   | 2,3,4       | 0.97      | 0.93   | 0.95     | 0.002        | 0.953              | 0.924          |
|                                   | 2,3,5       | 0.98      | 0.92   | 0.94     | 0.002        | 0.938              | 0.906          |
|                                   | 2,4,5       | 0.98      | 0.91   | 0.94     | 0.002        | 0.949              | 0.925          |
|                                   | 3,4,5       | 0.98      | 0.90   | 0.93     | 0.002        | 0.926              | 0.892          |
|                                   | 2,3,4,5     | 0.99      | 0.91   | 0.94     | 0.002        | 0.934              | 0.892          |

the real output can be encoded as \( y_i = [0 0 0 0 0 1 1 1 1] \). In case 1, our system predicted the output \( \hat{y}_i = [0 0 0 0 1 0 0 1 1] \). In this prediction, two location words new and zealand are predicted correctly, while two location words kermadec and island are wrongly predicted as non-location words. One non-location word here was wrongly predicted as a location word. So, from the definition of evaluation metrics, precision = number of accurately predicted location words [at position (8, 9)]/number of predicted location words [at position (5, 8, 9)] = 2/3 = 0.66, recall = number of accurately predicted location words [at position (8, 9)]/number of actual location words [at position (6, 7, 8, 9)] = 2/4 = 0.5, F1-score = harmonic mean of precision and recall = \( 2 \times (0.66 \times 0.5)/(0.66 + 0.5) \) = 0.57, hamming loss = number of wrong prediction [at position (5, 6, 7)]/ total number of prediction = 3/9 = 0.33, Jaccard similarity = number of accurately predicted location words [at position (8, 9)]/union of actual and predicted location words [at position (5, 6, 7, 8, 9)] = 2/5 = 0.4, Exact matching score = 0 (as the total location and non-location words are not correctly predicted). In case 2, if system predicted the following output \( \hat{y}_i = [0 0 0 0 0 1 1 1 1] \), means all location and non-location words correctly predicted. Then, precision = 3/3 = 1.0, recall = 4/4 = 1.0, F1-score = \( 2 \times (1.0 \times 1.0)/(1.0 + 1.0) \) = 1.0, hamming loss = 9/9 = 1.0, Jaccard similarity = 4/4 = 1.0, Exact matching score = 1.0 (as location and non-location words are correctly predicted).
4.1.1. Filter size estimation

Since the tweet contains more than one location word, determining the suitable filter size is a primary concern. We started experimentation with the different models: (i) 1-CNN + 2-Dense; (ii) 1-CNN + 2-Dense with Dropout; (iii) 2-CNN + 2-Dense; and (iv) 2-CNN + 2-Dense with Dropout. We used different combinations of 2-gram, 3-gram, 4-gram, and 5-gram filters with each of the models to extract the features from the tweet. The best-performing model was found to be 2-CNN + 2-Dense with dropout. The results of this model for different filter sizes are listed in Table 4. In the analysis, we found that the use of a single filter size was not adequate as all the models performed very badly. It can be seen from Table 4 that the use of individual 2-gram, 3-gram, 4-gram, and 5-gram filters did not perform well as it yielded the $F_1$-score of 0.52, 0.50, 0.52, and 0.53 respectively. The use of the two filters together performed better than the individual filters. The best result was achieved when we used 2-gram, 3-gram, and 4-gram filters together, which yielded the precision of 0.97, a recall of 0.93, an $F_1$-score of 0.95, a hamming loss of 0.002, a Jaccard similarity of 0.953, and an exact matching score of 0.924. So, for all further experiments, we fixed the filter sizes of 2-gram, 3-gram, and 4-gram and used them together.

4.1.2. Effect of varying the dense layers

To determine the suitable number of dense layers, we experimented with ten different combinations of CNN, dense, and dropout layers. The results of different combinations are tabulated in Table 5. As can be seen from Table 5 two dense layers yielded the best performance metrics with 2-CNN + 2-Dense + Dropout model. So for further experimentation, we fixed the number of dense layers to two.

| Approach | Precision | Recall | $F_1$-score | Hamming Loss | Jaccard Similarity | Exact matching |
|----------|-----------|--------|-------------|--------------|--------------------|---------------|
| 1-CNN + 1-Dense (Baseline) | 0.83 | 0.77 | 0.79 | 0.005 | 0.843 | 0.800 |
| 1-CNN + 2-Dense | 0.85 | 0.76 | 0.79 | 0.007 | 0.815 | 0.751 |
| 1-CNN + 2-Dense + Dropout | 0.91 | 0.83 | 0.86 | 0.004 | 0.886 | 0.840 |
| 1-CNN + 3-Dense | 0.89 | 0.81 | 0.84 | 0.005 | 0.860 | 0.810 |
| 1-CNN + 3-Dense + Dropout | 0.91 | 0.84 | 0.86 | 0.004 | 0.887 | 0.859 |
| 2-CNN + 1-Dense | 0.95 | 0.88 | 0.90 | 0.003 | 0.906 | 0.849 |
| 2-CNN + 2-Dense | 0.94 | 0.86 | 0.89 | 0.003 | 0.898 | 0.843 |
| 2-CNN + 2-Dense + Dropout | **0.97** | **0.93** | **0.95** | **0.002** | **0.953** | **0.924** |
| 2-CNN + 3-Dense | 0.95 | 0.87 | 0.90 | 0.003 | 0.899 | 0.849 |
| 2-CNN + 3-Dense + Dropout | 0.96 | 0.90 | 0.92 | 0.003 | 0.933 | 0.900 |
4.1.3. Effect of varying the CNN layers

The number of CNN layers was the most important parameter to decide, as the addition of one more CNN layer in 1-CNN outperformed all previous 1-CNN models. So, we did further experimentation by adding more CNN layers in the model. In order to do that, we developed models starting from 1-CNN to 4-CNN with two dense layers and filter sizes of 2-grams, 3-grams, and 4-grams together. The result of 1-CNN, 2-CNN, 3-CNN, and 4-CNN with the combination of 2-Dense and dropout are listed in Table 6. We found that the use of 3-CNN yielded the best result. Our final model can be summarized as: (i) Number of CNN layers = 3; (ii) Filter size = 2, 3, 4; (iii) Number of dense layers = 2; and (iv) Dropout = 0.2.

| Approach                  | Precision | Recall  | $F_1$-score | Hamming Loss | Jaccard Similarity | Exact matching |
|---------------------------|-----------|---------|-------------|--------------|-------------------|----------------|
| 1-CNN + 2-Dense + Dropout | 0.91      | 0.83    | 0.86        | 0.004        | 0.886             | 0.840          |
| 2-CNN + 2-Dense + Dropout | 0.97      | 0.93    | 0.95        | 0.002        | 0.953             | 0.924          |
| 3-CNN + 2-Dense + Dropout | 0.98      | 0.95    | 0.96        | 0.002        | 0.962             | 0.929          |
| 4-CNN + 2-Dense + Dropout | 0.98      | 0.94    | 0.96        | 0.002        | 0.956             | 0.927          |

5. Discussion and Implications

In this work, we proposed a Convolutional Neural Network- (CNN) based model that learns the salient features from tweets to predict the location references mentioned in it. The proposed CNN-based models could extract the location references from the tweets with significant accuracy. In our case, the proposed CNN-based model can find the location information of almost every granularity, such as streets, buildings, the city, district, and country name with very significant accuracy. The use of 2-gram, 3-gram, and 4-gram filters together with the 3-CNN and 2-Dense with a dropout performed best with the precision of 0.98, a recall of 0.95, an $F_1$-score of 0.96, a hamming loss of 0.002, a Jaccard similarity of 0.962, and the exact matching score of 0.929. The precision of 0.98 means we can extract 98 true location-referring words out of 100 location word predictions. The recall of 0.95 means we can identify 95 location-referring words out of the total 100 real location references contained in the tweet. The use of n-gram features played a major role in finding location references. The proposed system did not perform well when we applied 2-gram, 3-gram, 4-gram, and 5-gram filters individually. The use of 2-gram, 3-gram, and 4-gram together performed best, because the several location-referring names have more than one word in a tweet, as can be seen in Table 1. As a single location name can have more than one words to represent it, finding all the words that refer to a single location is very important. In many cases, individual words of a single location name do not preserve any meaning in terms of location. For example, the tweet “News Moderate earthquake 5.8 mag, 91 km S of Raoul Island, New Zealand - BREAKING http://ow.ly/oFAE50ga6z2” had four location references: Raoul, Island, New, and Zealand. If the system
cannot predict all four location references together, then it is of no use as the individual words *Raoul, Island, New, and Zealand* do not have any meaning in terms of location reference. In the analysis, we also found that some of the tweets have five or more location words, but most of the times they were not consecutive. They were mostly with # sign and were distributed across the whole text. This can be one of the reasons why the use of 5-gram or more than 5-gram filter with 2-gram, 3-gram, and 4-gram did not improve the performance. We used the exact matching metric to measure the system performance. The exact matching was set to true if all the predicted location-referring word and non-location-referring words of a tweet are totally matched with the actual location-referring words and non-location-referring word respectively. Although the exact matching is a very strict evaluation metric, the proposed system can identify all the location references with the 92.9% exact match.

Some similar works have been reported for location word extraction from tweets. However, due to the inaccessibility of their dataset, we cannot directly compare our results with them. Hence, the comparison is merely in terms of the accuracy achieved over their datasets. Malmasi & Dras (2015) used 3,000 tweets related to general topics and found an $F_1$-score of 0.792. Similarly, Gelernter & Balaji (2013) used 3,987 tweets related to earthquakes and found an $F_1$-score of 0.90, and Lingad et al. (2013) used 2,878 tweets related to several disasters, such as the Queensland flood 2012, the Christchurch earthquake 2012, and the England riots of 2011 and achieved an $F_1$-score of 0.902. In line with their studies, our system, which was validated by 5,107 tweets, achieved an $F_1$-score of 0.96 in finding location references mentioned in the tweets. Some other works (Nguyen et al., 2017b; Perol et al., 2018) also utilized convolutional neural networks in case of the earthquake, but their objectives were different. Nguyen et al. (2017b) used CNN to classify tweets into relevant and non-relevant classes and proposed an algorithm for timely detection of the earthquake. Perol et al. (2018) used CNN to detect the earthquake from seismic waves. The proposed convolutional neural network-based model is independent of manual feature engineering. This system works well even in the situation of noisy tweet texts. We preserved the privacy of users during this work as we only used tweet text and removed all other metadata and mentioned user names in the tweets. The main theoretical implication of this work is in the development of models based on the convolutional neural network for geographical location estimation without going through POS tagging as when using conventional Named Entity Recognition tools. The major practical implication of this work is in: (i) early event localization; (ii) finding the location of victims; and (iii) the rescue and relief operation. Irrespective of this, the proposed system can be utilized in case of civil unrest, targeted advertising, observing regional human behavior, real-time road traffic management, and in various location-based services. The proposed system can be easily integrated with event detection models.

6. Conclusion

The extraction of location information from the tweets is a challenging task as tweets have various noise in terms of grammatical mistakes, spelling mistakes, and non-standard abbreviations. We have proposed a convolutional neural network-based model for finding location references present in the tweets. We used earthquake-related tweets and
performed our implementation with several configurations of convolution layers with the dense layers. We achieved our best result with an $F_1$-score of 0.96 when we used 3-CNN and 2-Dense layers with dropout. We can find location information of several granularities, such as streets, buildings, city, district, and country name with very impressive accuracy. This system can be utilized in other domain, such as road traffic management and sports events, in several location-based services by training it with domain-specific tweets. The trained models can even be integrated with mobile devices to also find location information of tweets on the fly. The limitation of this work is related to the manual labeling of location references in the tweets, as it requires huge human effort. A semi-supervised approach can be used to reduce the task of manual labeling to some extent. In this work, we only considered English language tweets, but users also post tweets in their regional languages during a crisis. So, a deep neural network-based model can be created to deal with the multi-linguality issues of tweets.
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