NON-LOCAL HEAT EQUATIONS WITH MOVING BOUNDARY

GIACOME ASCIONE, PIERRE PATIE, AND BRUNO TOALDO

Abstract. In this paper we consider non-local (in time) heat equations on time-increasing parabolic sets whose boundary is determined by a suitable curve. We provide a notion of solution for these equations and we study well-posedness under Dirichlet conditions outside the domain. A maximum principle is proved and used to derive uniqueness and continuity with respect to the initial datum of the solutions of the Dirichlet problem. Existence is proved by showing a stochastic representation based on the delayed Brownian motion killed on the boundary. Several related distributional properties of the delayed Brownian motion and its crossing probabilities are also obtained. The asymptotic behaviour of the mean square displacement of the process is determined, showing that the diffusive behaviour is anomalous.
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1. Introduction

Fractional kinetic equations (FKEs) are typical of several physical systems. Indeed they naturally arise, for instance, in the context of Hamiltonian chaos as a balance in a mesoscopic scale between macroscopic deterministic dynamics leading to chaos and microscopic purely random behaviour. In [75] the author shows that, under some assumptions on the chaotic dynamics (called moderate non-linearity), the classical Fokker-Plank-Kolmogorov equations constitute a good candidate to be the kinetic equations for the system. However, if this assumption is violated, the system could exhibit an anomalous diffusive behaviour, which can be described, for instance, by the theory of Lévy walks and flights (see [1]). In [76] the author finally established the link
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between FKEs and models of non-moderate Hamiltonian chaos (see also [77; 78] for further developments). It is interesting to observe that in this setting FKEs appear from a scaling limit procedure involving the Lévy walk model, see for instance [53]. Among the FKEs, we are interested in particular into the following one

\[
\frac{\partial^\alpha}{\partial t^\alpha} q(t, x) = \frac{1}{2} \frac{\partial^2}{\partial x^2} q(t, x),
\]

(1.1)

that will be referred as (time-)fractional heat equation. Here, \( \alpha \in (0, 1) \) and \( \frac{\partial^\alpha}{\partial t^\alpha} \) is the well-known Caputo fractional derivative, defined as

\[
\frac{d^\alpha}{dt^\alpha} f(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_0^t (t-\tau)^{-\alpha} (f(\tau) - f(0)) d\tau
\]

for \( \alpha \in (0, 1) \) and a suitable function \( f \). To use a shorter notation, we will denote \( \frac{\partial^\alpha}{\partial t^\alpha} \) and \( \frac{\partial^\alpha}{\partial x^\alpha} \) as \( \partial_t^\alpha \) and we will use an analogous notation for classical derivatives. In [63] the authors provided the fundamental solution of a general FKE by means of a mixing formulation, i.e.

\[
q(t, x) = \frac{1}{t^{\alpha/2}} \int_0^t f_{\alpha} \left( \frac{s}{t^{\alpha/2}} \right) p(s, x) ds,
\]

(1.2)

where \( p(s, x) \) is the usual Gaussian heat kernel and \( f_{\alpha} \) is the density of a suitable random variable \( X \) with characteristic function \( \varphi_X(z) = E_{\alpha}(iz) = \sum_{k=0}^{\infty} \frac{(iz)^k}{\Gamma(\alpha k+1)} \Gamma(1-\alpha) \). It is clear that (1.2) can be rewritten in terms of a superposition formulation as

\[
q(t, x) = E[p(t^\alpha X, x)]
\]

By a simple conditional probability argument, one can show that \( q(t, x) \) is indeed the density of the random variable \( B(t^\alpha X) = B(L_{\alpha}(t)) \), where \( B \) is a Brownian motion and \( X \) is independent of \( B \), while \( L_{\alpha}(t) \) is an \( \alpha \)-self-similar process independent of \( B \) such that \( L_{\alpha}(1) = X \). It turns out that the process \( L_{\alpha}(t) \) can be described as the first time in which an \( \alpha \)-stable subordinator (i.e., a positively skew \( \alpha \)-stable, hence increasing, process) crosses the threshold \( t \geq 0 \), also called inverse \( \alpha \)-stable subordinator, see [50]. This relation has been deeper explored in [9], where the authors extended the superposition formula to general Feller semigroups. However, it has been shown that the process \( X_{\alpha}(t) := B(L_{\alpha}(t)) \) is the weak limit of a Continuous-Time Random Walk (CTRW) in the sense of one-dimensional distributions (see [53] for details), and also in the \( J_1 \) Skorokhod topology (see [45] and also [11] for generalizations). It is worth noticing that, due to the time-nonlocal nature of the equation, the FKE (1.1) cannot describe properly the transition law of a Markov process and furthermore does not characterize the whole process \( X_{\alpha} \), since it is not Markovian. As a consequence, the identification of \( X_{\alpha} \) as the limit of the CTRW model which leads to the FKE gives a deeper knowledge on the mechanisms behind non-moderate Hamiltonian chaos. For such a reason, the process \( X_{\alpha} \) is usually called a Fractional Kinetic Process (FKP).

Once we have this identification, it is clear that one can study kinetic equations of chaotic systems through several techniques involving scaling limits. This is the case, for instance, of the Hamiltonian systems describing cellular flows. In [30] the authors provided a stochastic representation result for the limit of an averaging-homogenization problem, which is expressed in terms of the process \( X_{1/2} \). The link between such a problem and the FKE (1.1) has been better underlined in [29].

While being one of the most representative, Hamiltonian chaos is not the only physical occurrence of FKEs as weak scaling limits of discrete models. In [54], trapping models have been used to study Debye-type ageing/relaxation properties of some glass formers. However, in [60] the authors observed that in a randomized energy environment, the same trap models exhibit a form of subaging. This has been better captured by [14], where the authors proved that these trap models with random environment converge, under some assumptions, to a FKP \( X_{\alpha} \) (see also [13] for further details). Similarly, in [20] the FKP emerges as limit of an exclusion process.

The FKE (1.1) also appears in the description of heat transfer and mass infiltration in heterogeneous media. It is the case, for instance, of [69], in which (1.1) appears in a Green-Ampt infiltration model for moisture in the soil. This is also the case of heat transfer in materials with memory. Indeed, several nonlocal generalizations of the Fourier conduction law have been considered. In particular, a widely used generalization of such a conduction law is given by

\[
q(t, x) \propto -\int_0^t (t-\tau)^{\alpha-1} \nabla_x T(\tau, x) d\tau
\]

(1.3)
where \( q \) is the heat flux and \( T \) is the temperature. In this case, (1.1) plays the role of the heat equation. This leads to a fractional theory of heat conduction, as described, for instance, in [25; 59]. It makes then sense to consider Cauchy-Dirichlet problems associated with (1.1), as they model the evolution of temperature in a non-Fickian material satisfying (1.3) subject to an external heat source: such kind of problems have been addressed, for instance, in [49]. If, furthermore, the source is sufficiently hot or cold to cause a change of state, then also latent heat has to be taken in consideration, see for instance [70]. These ideas lead to fractional Stefan problems, as discussed in [26; 71; 72] and references therein, see also [68]. Let us consider

\[
\begin{align*}
\frac{\partial_t}{\partial_t} u(t, x) &= \frac{1}{2} \frac{\partial^2}{\partial x^2} u(t, x), \quad x < \varphi(t), \ t > 0, \\
u(t, x) &= 0, \quad x \geq \varphi(t), \ t \geq 0, \\
u(0, x) &= f(x), \quad x < b, \\
\frac{\partial_t}{\partial_t} \varphi(t) &= -\frac{\partial_x}{\partial x} u(t, \varphi(t)), \ t > 0, \\
\varphi(0) &= b,
\end{align*}
\]

where \( f : (-\infty, b) \to \mathbb{R} \) and \( b \in \mathbb{R} \) are given initial data, with \( f(x) > 0 \) for all \( x < b \), and \( u \) and \( \varphi \) are the unknowns. To solve such a problem, one could use a fixed point argument, by first solving the Cauchy-Dirichlet problem given by the first three equations for a fixed interface \( \varphi \) and then finding a new interface \( \varphi' \) by solving the related Cauchy problem given by the fourth and fifth equalities: it is clear that a fixed point of such a procedure, together with the related solution of the Cauchy-Dirichlet fractional heat equation with moving boundary, is the desired solution of (1.4). To do this, we first need to find the solution of a generic Cauchy-Dirichlet fractional heat equation with moving boundary:

\[
\begin{align*}
\frac{\partial_t}{\partial_t} u(t, x) &= \frac{1}{2} \frac{\partial^2}{\partial x^2} u(t, x), \quad x < \varphi(t), \ t > 0, \\
u(t, x) &= 0, \quad x \geq \varphi(t), \ t \geq 0, \\
u(0, x) &= f(x), \quad x < \varphi(0), \\
\lim_{x \to -\infty} u(t, x) &= 0, \quad \text{locally uniformly with respect to } t \geq 0,
\end{align*}
\]

where the latter condition is required to guarantee uniqueness of the solution, as will be explained later, and \( \varphi : [0, +\infty) \to \mathbb{R} \) is a fixed interface.

To better understand this problem, we need to go back to the FKP \( X_\alpha \), or even further back, directly to the Brownian motion. Indeed, for \( \alpha = 1 \), (1.5) is the usual Cauchy-Dirichlet problem with moving boundary for the heat equation. To shorten the notation, we denote \( X_1 \equiv B \). We can kill the process \( X_\alpha \) upon crossing the moving threshold \( \varphi \) as follows: we define \( T_\alpha \) as the first time in which \( X_\alpha \) touches \( \varphi \) and then we set \( X^\dagger_\alpha(t) = X_\alpha(t) \) for \( t < T_\alpha \) and \( X^\dagger_\alpha(t) = \infty \) for \( t \geq T_\alpha \), where \( \infty \not\in \mathbb{R} \) is the cemetery state. Since \( T_\alpha \) is a stopping time with respect to the natural filtration of the process \( X_\alpha \) and for \( \alpha = 1 \) we have that \( X_1 \) is a Feller process, \( X_1 \) satisfies the Markov property in \( T_1 \) and thus the Dynkin-Hunt formula holds (see [21, Theorem 2.4] for the fixed threshold case and [42, Formula (1.1)] for the general case). Once this has been established, in [42, Chapter 1] it has been proved that, for \( \alpha = 1 \), the sub-probability density of \( X^\dagger_1 \) is the fundamental solution of (1.5). This eventually relates the heat equation (1.5) with the behaviour of the trajectories of \( X_1 \) (in particular, to its first crossing time with \( \varphi \)): this is indeed expected since \( X_1 \) is a Feller process.

On the other hand, \( X_\alpha \) for \( \alpha < 1 \) is not even Markov, and, at the same time, the time-fractional heat equation does not characterize the transition distribution of the process. Hence, at a first glance, the connection between (1.5) and \( X_\alpha \) could be unclear. It is however worth noticing that despite \( X_\alpha \) is not Markov, it still exhibits the Markov property on a suitable selection of stopping times. Indeed, \( X_\alpha \) inherits the semi-Markov property from its CTRW prelimin (see [23; 37] and references therein for a discussion on the topic). In general, \( T_\alpha \) is not a Markov time for \( X_\alpha \), unless we ask for some conditions on \( \varphi \): in such a case we are able to prove a suitable Dynkin-Hunt formula and then to relate \( T_\alpha \) with (1.5), as stated in the following theorem, that we will prove throughout the paper.

**Theorem 1.1.** Assume \( \varphi \) is continuous and either constant or strictly increasing with \( \varphi'(0+) > 0 \) and \( f \in C_c(-\infty, \varphi(0)) \). Then there exists a function \( q_\alpha : (0, +\infty) \times \mathbb{R} \times \mathbb{R} \) such that for all Borel subsets \( A \in \mathcal{B}(\mathbb{R}) \) it holds

\[
\mathbb{P}_y(X^\dagger_\alpha(t) \in A) = \int_A q_\alpha(s, x; y) \, dx.
\]
In particular, the unique solution of (1.5) is given by

\[ u(t, x) = \int_{-\infty}^{\phi(0)} f(y)q_\alpha(s, x; y) \, dy. \]

Let us observe here some crucial features of this result. First, notice that in any case (1.1) does not characterize the distribution of the trajectories of \( X_\alpha \); nevertheless (1.5) still provides a quite interesting piece of information concerning the behaviour of the trajectories of \( X_\alpha \), which is an unexpected result. This feature is shared with Markov processes even if the process \( X_\alpha \), and its generalizations considered later, are not Markovian: the semi-Markov property of \( X_\alpha \) is crucial to preserve the role of the analytical approach. The explicit use of semi-Markov property to obtain analytical results on non-local PDEs is, indeed, one of the main technical novelty concerning the proofs of our results. Furthermore, the assumption that \( \phi \) is continuous and strictly increasing is not really restrictive: heuristic arguments based on the second law of thermodynamics, which are then confirmed by a combination of a weak maximum principle and Hopf’s lemma (the latter has been shown in [61], see also [62]), tell us that \( \partial_t \phi > 0 \) in (1.4).

We also underline that the FKEs and the FKPs constitute a particular case of a much wider class of processes and equations, arising from limits of CTRWs. Indeed, in [46] more general scaling limits of CTRWs have been considered, leading to processes of the form \( X(t) := B(L(t)) \), where \( L(t) \) is the inverse of a (non necessarily stable) subordinator. Usually, the process \( X \) is called delayed Brownian motion, as in [44]. The relation between the process \( X \) and a suitable time-nonlocal heat equation has been explored in [19] (see also [4, Appendix] for further regularity results and [10; 12; 38; 39; 41; 32; 48; 58; 64] for different approaches or generalizations), while some first properties of its first exit times have been explored in [7; 57]. It is important to recall that such processes are also addressed in the context of semi-Markov processes, as observed in [51].

In this paper, we will prove a general result (by substituting the power kernel \( t^{-\alpha} \) with a more general one) that includes Theorem 1.1 as a particular case. This is done as follows. As already described for the FKP case, we use the semi-Markov property of \( X \) to show that the first crossing time with \( \phi \) is a Markov time for \( X \). Then, we use this to provide a Dynkin-Hunt-type formula for the killed process \( X^\dagger \). Finally, we use the latter formula together with the fact that the density of \( X \) solves a time-nonlocal heat equation, on the entire real line, to obtain the desired result. This latter step is actually quite technical and needs some precise estimates on the derivatives of the density of \( X \). Concerning uniqueness of the solution, this is obtained by means of a weak maximum principle: our results in this context constitute a crucial generalizations of the ones (for nonlocal operators) in [43] to more general parabolic domains. The reader can consult [18] for a maximum principle when there is also a non-local spatial component.

We plan, in future, to use our results to prove existence and uniqueness of the Stefan problem with a general memory kernel. Notice that while (1.3) is the most used non-local generalization of Fourier law, it is not the unique one. Indeed, general kernels were originally considered in [28], see also [55]. Hence, it makes sense to consider Stefan problems with sharp interface with a more general convolution kernel. Moreover, a further investigation on the relation between Hamiltonian chaos theory and this special processes \( X \) emerging from triangular array limits is needed, to capture some more particular anomalous diffusive behaviour (and not necessarily the power-type one), such as the ultraslow diffusive behaviour [47; 67] or some more particular relaxation phenomena [52].

The structure of the paper is as follows. In the forthcoming section 2 we introduce main facts on subordinators, their inverse processes and the related non-local equations. Furthermore, in Section 2.1 a maximum principle for a non-local parabolic problem on a time-dependent domain will be stated: this will be used later to prove uniqueness of our heat equation. In Section 3 we introduce the delayed Brownian motion, i.e., a Brownian motion time-changed with an independent inverse subordinator. Firstly we review some main facts on it and then, in particular, we obtain several regularity properties for the density and we formalize the semi-Markov property that will be crucial for our main results. In Section 4 we discuss the effect of killing a delayed Brownian motion, obtaining a (Dynkin-Hunt) representation for its density that will be crucial for regularity, needed in our main results. We divide the exposition between killing on a constant or time-dependent boundary. Section 5 is devoted to state and prove the main results. Finally, in Section 6 we obtain the anomalous diffusive behavior of the process, i.e., we study the asymptotycs of the mean square displacement for our killed process. In order to improve the readability, all throughout the paper several technical proofs are postponed to the Appendix A.
Throughout the paper we consider the family of filtered probability spaces \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}_x)_{x \in \mathbb{R}}\), and the canonical process \((B, \sigma)\) so that \(B\) is a Brownian motion and \(\sigma\) is an independent conservative subordinator such that \(\mathbb{P}_x(B(0) = x, \sigma(0) = 0) = 1\), i.e., \(\mathbb{P}_x = \mathbb{P}_{x,0}\) for simplicity. We recall, in particular, that a subordinator is a non-decreasing (hence positive) Lévy process. We denote, for \(\lambda \geq 0\),

\[
\Phi(\lambda) = -\log \left( \mathbb{E} \left[ e^{-\lambda \sigma(1)} \right] \right) = b\lambda + \int_{\mathbb{R}^+} (1 - e^{-\lambda \tau}) \nu(d\tau),
\]

for a constant \(b \geq 0\) and a measure \(\nu\) on \(\mathbb{R}^+ := (0, +\infty)\) such that \(\int_{\mathbb{R}^+} (\tau \wedge 1) \nu(d\tau) < \infty\). A function of the form (2.1) is usually called a Bernstein function, see [34; 66] for details. In the following, we assume the standing assumption:

\[
\Phi(0) = 0 \quad \text{and} \quad \Phi'(0) = b = 0 \quad \text{and} \quad \Phi(0, \infty) = +\infty.
\]

(A1)

i.e., the generalized inverse of \(\sigma\), has a.s. continuous paths. Furthermore, for all \(t > 0\), we know, by [46, Theorem 3.1], that \(L(t)\) is an absolutely continuous random variable whose density \(f_L(\cdot, t)\) is given by the formula

\[
f_L(s, t) = \int_0^t \tau \nu(d\tau, s),
\]

whered \(g_\sigma(A, t) = \mathbb{P}(\sigma(t) \in A)\) for all \(A \in \mathcal{B}(\mathbb{R})\) and \(t \geq 0\). We point out that \(\nu \in L^{1}_{\text{loc}}(\mathbb{R}_0^+)\), where \(\mathbb{R}_0^+ := [0, +\infty)\) and \(\lim_{\tau \to 0} \tau \nu(\tau) = 0\), see [66, Page 17]. We can then define the mapping \(I_\Phi : \mathbb{R}_0^+ \to \mathbb{R}_0^+\) as

\[
I_\Phi(t) := \int_0^t \nu(d\tau)
\]

which we play an important role in the sequel.

We shall need several estimates of the density of \(\sigma(t), L(t)\) and their derivatives which we rely on the so-called Orey’s condition, see [56]:

There exist \(\gamma \in (1, 2), C_\gamma > 0\) and \(t_\gamma > 0\) such that \(\int_0^{t_\gamma} \tau^2 \nu(d\tau) > 4C_\gamma t_\gamma^2\), for any \(t < t_\gamma\). (A2)

**Remark 2.1.** In the original paper [56], the condition requires \(\gamma \in (0, 2)\). However, since \(\nu\) is the Lévy measure of a subordinator, it can be easily seen that it must be \(\gamma \in (1, 2)\).

We proceed with the following useful bounds.

**Lemma 2.2.** Let \(\Psi(\xi) = \Phi(-i\xi)\) for \(\xi \in \mathbb{R}\). Under (A1), there exist \(\delta_0 > 0\) and \(C_0 > 0\) such that

\[
\Re(\Psi(\xi)) \geq C_0|\xi|^2, \quad 0 < |\xi| < 1.
\]

Furthermore, if also (A2) holds, we have

\[
\Re(\Psi(\xi)) \geq C_\gamma |\xi|^{2-\gamma}, \quad |\xi| > M_\gamma.
\]

**Proof.** Let us recall, by [66, Proposition 3.5], that \(\Phi\) admits a unique continuous extension \(\Phi : \{z \in \mathbb{C} : \Re(z) \geq 0\} \to \{z \in \mathbb{C} : \Re(z) \geq 0\}\). Thus, in particular, we have that \(\Re(\Psi(\xi)) \geq 0\) for any \(\xi \in \mathbb{R}\). Moreover, if \(\xi \neq 0\), let us observe that

\[
\Re(\Psi(\xi)) = \int_0^{+\infty} (1 - \cos(\xi \tau)) \nu(d\tau) > 0.
\]

Recalling that for \(|x| < 1\) it holds \(1 - \cos x \geq |x|^2 / 4\), we get

\[
\Re(\Psi(\xi)) \geq \int_0^{+\infty} \frac{|\xi|^2 \nu(d\tau)}{4} \geq \frac{|\xi|^2}{4} \int_0^{+\infty} \tau^2 \nu(d\tau) =: C_0|\xi|^2, \quad 0 < \xi < \delta_0.
\]
If \( (A2) \) holds, then
\[
\Re(\Psi(\xi)) \geq \frac{|\xi|^2}{4} \int_0^{|\xi|^2} \tau^2 \nu(d\tau) \geq C_\gamma |\xi|^{2-\gamma}, \quad |\xi| > M_\gamma, \tag{2.8}
\]

As a consequence, as shown in [56], \( (A2) \) implies
\[
|E[e^{i\xi \sigma(t)}]| \leq e^{-C_\gamma t|\xi|^{2-\gamma}}, \quad |\xi| > M_\gamma,
\]
and then for \( t > 0 \) the r.v. \( \sigma(t) \) admits an infinitely differentiable density on \((0, \infty)\), that we denote \( g_\sigma(\cdot, t) \). With this in mind, we can provide the following estimates.

**Proposition 2.3.** Assume \( (A1) \) and \( (A2) \). Then \( f_L \) admits first-order partial derivatives and, for \( s, t > 0 \),
\[
\begin{align*}
\partial_t f_L(s, t) &= \int_0^t \nu(\tau) \partial_t g_\sigma(t-\tau, s) d\tau, \tag{2.10} \\
\partial_s f_L(s, t) &= \int_0^t \nu(\tau) \partial_s g_\sigma(t-\tau, s) d\tau. \tag{2.11}
\end{align*}
\]

In particular,
\[
\begin{align*}
|\partial_t f_L(s, t)| &\leq \frac{I_\phi(t)}{\pi} \int_0^{+\infty} \xi e^{-s\Re(\Psi(\xi))} d\xi \tag{2.12} \\
|\partial_s f_L(s, t)| &\leq \frac{I_\phi(t)}{\pi} \left( \sqrt{2} \int_0^{M_\gamma} |\Psi(\xi)| e^{-s\Re(\Psi(\xi))} d\xi \\
&\quad + \int_0^{+\infty} \left( 3|\Psi(1)| + \xi \int_0^1 \tau \nu(d\tau) + \frac{\xi^2}{2} \int_0^1 \tau^2 \nu(d\tau) \right) e^{-s\xi^{2-\gamma}} d\xi \right). \tag{2.13}
\end{align*}
\]

where \( I_\phi \) is defined in \((2.3)\). Furthermore we have that, locally uniformly for \( t \in (0, +\infty) \),
\[
\lim_{s \to \infty} sf_L(s, t) = \lim_{s \to \infty} s^2 |\partial_s f_L(s, t)| = 0.
\]
and also \( \partial_t f_L(s, \cdot), \partial_s f_L(s, \cdot) \in C([0, \infty))^2 \),
\[
\lim_{t \downarrow 0} \partial_t f_L(s, t) = \lim_{t \downarrow 0} \partial_s f_L(s, t) = 0 \text{ locally uniformly with respect to } s > 0. \tag{2.14}
\]

The proof is given in Appendix A.1.

We can now define a family of linear operators associated to a subordinator, or equivalently to a Bernstein functions. For a fixed Bernstein function \( \Phi \) satisfying \((A1)\), we define the convolution integral operator acting on \( L^1_{loc}(\mathbb{R}_0^+) \)
\[
\mathcal{I}_\phi f(t) := \int_0^t \nu(t-\tau)f(\tau) d\tau
\]
and the generalized fractional derivative
\[
\partial_\phi^t f(t) := \frac{d}{dt} \int_0^t \nu(t-\tau)(f(\tau) - f(0)) d\tau = \frac{d}{dt} \mathcal{I}_\phi (f(\cdot) - f(0))(t),
\]
provided the quantity is well-defined. It is, in any case, important to observe that if \( f \in AC[0, T] \) for some fixed \( T > 0 \), then \( \partial_\phi^t f \in L^1[0, T] \).

**Lemma 2.4.** Fix \( T > 0 \). For \( f \in AC[0, T] \) it holds \( \partial_\phi^t f \in L^1[0, T] \) with
\[
\partial_\phi^t f(t) = \int_0^t \nu(t-s) \partial_t f(s) ds, \quad \text{for a.e. } t \in [0, T]. \tag{2.15}
\]

If furthermore \( f \) is Lipschitz, then \( \partial_\phi^t f \in C[0, T] \) and \( (2.15) \) holds for all \( t \in [0, T] \).
Proof. Since \( f \in \text{AC}[0, T] \), then \( \partial_t f \in L^1[0, T] \) and \( \mathcal{I}^\Phi(\partial_t f) \in L^1[0, T] \). First, notice that

\[
\int_0^t \int_0^s \nu(\tau) |\partial_t f(s - \tau)|d\tau ds = \int_0^t \nu(\tau) \int_\tau^t |\partial_t f(s - \tau)|dsd\tau \\
= \int_0^t \nu(\tau) \int_0^{t-\tau} |\partial_t f(z)|dzd\tau \\
\leq \left( \int_0^t \nu(\tau)d\tau \right) \left( \int_0^t |\partial_t f(z)|dz \right) < +\infty.
\]

(2.16)

Hence, by Fubini’s theorem and [73, Theorem 7.29]

\[
\int_0^t \mathcal{I}^\Phi(\partial_t f)(s)ds = \int_0^t \int_0^s \nu(\tau)\partial_t f(s - \tau)d\tau ds \\
= \int_0^t \nu(\tau) \int_\tau^t \partial_t f(s - \tau)d\tau ds = \int_0^t \nu(\tau)(f(t - \tau) - f(0))d\tau.
\]

Hence we can differentiate both sides to conclude the first part of the proof. The second part of the statement is a direct consequence of [2, Proposition 1.3.2]. \( \square \)

Remark 2.5. We point out that there exist functions \( f \not\in \text{AC}[0, T] \) such that \( \partial_t^\Phi f \) is well-defined. For instance, if \( \Phi(\lambda) = \lambda^\alpha \), i.e. \( \nu(\tau) = \frac{\tau^{-\alpha}}{\Gamma(1 - \alpha)} \) for \( \tau > 0 \), it is sufficient that \( f \in C^\beta[0, T] \) for \( \beta > \alpha \), see [6, Theorem 1.18].

The relation between the operator \( \partial_t^\Phi \) and the density \( f_L \) is underlined by the next result.

Proposition 2.6. Under Assumptions (A1) and (A2) it holds

\[
\partial_t^\Phi f_L(s; t) = -\partial_s f_L(s; t) \quad s, t > 0,
\]

(2.17)

where we set \( f_L(s; 0) = f_L(0; t) = 0 \) for all \( s, t > 0 \).

Proof. First, note that if one proves the equality

\[
(t^\Phi f_L(s; \cdot))(t) = -\int_0^t \partial_s f_L(s; w)dw, \quad t, s > 0
\]

(2.18)

then (2.17) follows by differentiating both sides of the previous relation. To show (2.18), let us first observe, as a direct consequence of (2.2) that, for \( \lambda > 0 \),

\[
\int_0^{+\infty} e^{-\lambda t} f_L(s; t) dt = \frac{\Phi(\lambda)}{\lambda} e^{-s\Phi(\lambda)}
\]

hence

\[
\int_0^{+\infty} e^{-\lambda t} \left( t^\Phi f_L(s; \cdot) \right)(t) dt = \frac{\Phi^2(\lambda)}{\lambda^2} e^{-s\Phi(\lambda)}.
\]

On the other hand, from (2.13), we know that, for \( \lambda > 0 \),

\[
\int_0^{+\infty} e^{-\lambda t} |\partial_s f_L(s; t)| dt < \infty
\]

hence

\[
\int_0^t e^{-\lambda t} \int_0^s \partial_s f_L(s; w)dw dt = \frac{1}{\lambda} \int_0^{+\infty} e^{-\lambda t} \partial_s f_L(s; w)dw.
\]

Next, we observe that (2.13) also holds on incremental ratios, see the proof in Appendix A.1, so that, by a simple dominated convergence argument, we have

\[
\int_0^{+\infty} e^{-\lambda t} \int_0^t \partial_s f_L(s; w)dw dt = \frac{1}{\lambda} \partial_s \left( \int_0^{+\infty} e^{-\lambda t} f_L(\cdot; w) dt \right) (s) = -\frac{\Phi^2(\lambda)}{\lambda^2} e^{-s\Phi(\lambda)}.
\]

Hence, for fixed \( s > 0 \), we know that (2.18) holds for \( t \in \mathbb{R}^+ \setminus \mathcal{N} \), where \( |\mathcal{N}| = 0 \), by [2, Theorem 1.7.3]. However, since \( g_\sigma(\cdot; s) \) is continuous on \( \mathbb{R}^+_0 \) for \( s > 0 \), setting \( g_\sigma(0; s) = 0 \), and \( \nu \in L^1_{\text{loc}}(\mathbb{R}^+_0) \), then \( f_L(s; \cdot) \) is continuous on \( \mathbb{R}^+_0 \) by (2.2) and, as consequence, \( \mathcal{I}^\Phi f_L(s; \cdot) \) is continuous on \( \mathbb{R}^+_0 \). Hence (2.18) holds for all \( t, s > 0 \). \( \square \)
We will also make use of the following function
\[ U_p(t) = \mathbb{E}_x[L(t)^p], \quad t > 0, \] (2.19)
that is finite for all \( t > 0 \) and \( p > -1 \) by [5, Lemma 2.3] and [3, Lemma 4.1]. We need, however, the following integrability property.

**Proposition 2.7.** Under Assumption (A2) we have \( U_p \in L^1_{\text{loc}}(\mathbb{R}_0^+) \) for all \( p > -1 \).

**Proof.** Consider for \( \lambda > 0 \)
\[
\int_0^{+\infty} e^{-\lambda t} U_p(t) \, dt,
\]
that is well-defined since \( U_p(t) > 0 \) for all \( t > 0 \). By Tonelli's theorem, we have
\[
\int_0^{+\infty} e^{-\lambda t} U_p(t) \, dt = \int_0^{+\infty} s^p \int_0^{+\infty} e^{-\lambda t f_L(s; t)} \, dt \, ds = \frac{\Phi(\lambda)}{\lambda} \int_0^{+\infty} s^p e^{-s \Phi(\lambda)} \, ds = \frac{\Gamma(p + 1)}{\lambda(p + 1)} e^{\frac{-p}{\lambda}} < \infty.
\] (2.20)

In particular, for any \( T > 0 \) it holds
\[
\int_0^T U_p(t) \, dt \leq e^T \int_0^T e^{-t} U_p(t) \, dt \leq \Gamma(p + 1)(\Phi(1))^{-p} e^{T} < \infty.
\] (2.21)

\[ \square \]

### 2.1. A weak maximum principle.

In the following we will be interested in a time-nonlocal heat equation, on a specific parabolic domain, involving the operator \( \partial_t^p \). To prove uniqueness of the solution, we will make use of a weak maximum principle, which we now state for a more general advection-diffusion operator. Before doing this, we need to introduce some notation concerning parabolic domains. For \( T \in [0, +\infty] \) and \( N \in \mathbb{N} \), let \( E \subseteq [0, T] \times \mathbb{R}^N \) (if \( T = +\infty \) set \( E := \mathbb{R}_0^+ \)). We denote by \( \overline{E} \) the usual topological closure of \( E \) while \( \tilde{E} \) will be the usual topological interior of \( E \). Given \((t_0, x_0) \in [0, T] \times \mathbb{R}^N \) and \( r > 0 \), \( B_r(t_0, x_0) \) denotes the Euclidean ball of radius \( r > 0 \) and center \((t_0, x_0) \) in \( \mathbb{R}^{N+1} \). The parabolic interior \( E^* \) of \( E \) is defined as follows
\[
(t_0, x_0) \in E^* \iff \exists r > 0 : B_r(t_0, x_0) \cap \{(t, x) \in [0, T] \times \mathbb{R}^N : t \leq t_0\} \subseteq E.
\]

It is clear that \( \tilde{E} \subseteq E^* \). However, the two sets do not necessarily coincide. For instance, if \( G \subseteq \mathbb{R}^N \) is an open set and \( E = [0, T] \times G \), then \( \tilde{E} = (0, T) \times G \) and \( E^* = (0, T] \times G \). We say that \( E \) is a parabolic open set if \( E^* = E \). The parabolic boundary of \( E \) is given by \( \partial_s E := E \setminus E^* \). It is clear that \( \partial_s E \subseteq \partial E \), where \( \partial E := \overline{E} \setminus \tilde{E} \) is the usual boundary of the set \( E \). We also consider the slices
\[
E_1(x) = \{ t \in [0, T] : (t, x) \in E \} \quad x \in \mathbb{R}^N
\]
and the projections \( E_1 = \bigcup_{x \in \mathbb{R}^N} E_1(x) \) and \( E_2 = \bigcup_{t \in [0, T]} E_2(t) \). We say that \( E \) is non-decreasing with respect to the variable \( t \) if \( E_2(t_1) \subseteq E_2(t_2) \) whenever \( 0 \leq t_1 \leq t_2 \leq T \). If \( T < \infty \) and \( E \subseteq [0, T] \times \mathbb{R}^N \), given two functions \( f : (t, x) \in E \to \mathbb{R} \) and \( u : E_1 \to \mathbb{R} \), we say that \( \lim_{x \to \infty} f(t, x) = u(t) \) uniformly with respect to \( t \in [0, T] \) if for all \( \varepsilon > 0 \) there exists a compact set \( K \subseteq \bigcup_{t \in [0, T]} E_2(t) \) such that
\[
\sup_{x \notin K} |f(t, x) - u(t)| < \varepsilon.
\]

If instead \( E \subseteq \mathbb{R}_0^+ \times \mathbb{R}^N \), we say that \( \lim_{x \to \infty} f(t, x) = u(t) \) locally uniformly with respect to \( t \geq 0 \) if \( \lim_{x \to \infty} f(t, x) = u(t) \) uniformly with respect to \( t \in [0, T] \) for all \( T > 0 \).

We can now state the following result, which is a weak maximum principle (the operators \( \nabla \) and \( \Delta \) are referred to the \( x \) variable in \( \mathbb{R}^N \)).

**Theorem 2.8.** Let \( T \in [0, +\infty) \) and \( E \subseteq [0, T] \times \mathbb{R}^N \) be connected and non-decreasing with respect to the variable \( t \) and define, for \( x \in \overline{E}_2 \), \( t(x) = \min\{t \geq 0 : x \in E_2\} \). Let \( u : \mathbb{R}_0^+ \times \mathbb{R}^N \to \mathbb{R} \) be such that \( u \in C(\overline{E}) \), \( u(t, \cdot) \in C^2(E_2(t)) \) for all \( t \in E_1 \), \( u(t(x)) = u(t(x), x) \) for all \( x \in E_2 \) and \( t \in [0, t(x)] \) and \( \partial_t^p u(t, x) \) is well-defined for \((t, x) \in E \) with \( \partial_t^p u(\cdot, x) \in C(E_1(x)) \cap L^1_{\text{loc}}(\overline{E}_2(x)) \) for all \( x \in E_2 \). Furthermore, if \( E \) is not
bounded, assume that there exists a function $u_\infty \in C[0,T]$ such that $\lim_{x \to \infty} u(t,x) = u_\infty(t)$ uniformly with respect to $t \in [0,T]$. Finally, suppose that

$$\partial_t^\Phi u(t,x) - \langle p_1(x), \nabla u(t,x) \rangle - p_2(x) \Delta u(t,x) \leq 0 \forall (t,x) \in E,$$

where $p_1 : E_2 \to \mathbb{R}^N$ and $p_2 : E_2 \to \mathbb{R}_0^+$. Then, if $E$ is bounded,

$$\max_{(t,x) \in E} u(t,x) = \max_{(t,x) \in \partial_E E} u(t,x)$$

while if $E$ is unbounded

$$\sup_{(t,x) \in E} u(t,x) = \max \left\{ \max_{(t,x) \in \partial_E E} u(t,x), \max_{t \in [0,T]} u_\infty(t) \right\}.$$

We leave the proof of this technical result, which is of independent interest, in Appendix A.2.

3. The Brownian motion delayed by an inverse subordinator

3.1. Definition and regularity of the density. Let $B$ be the Brownian motion introduced in the previous section. Then we define the Brownian motion delayed by an inverse subordinator (see [44]) as

$$X_\Phi(t) := B(L(t)), \ t \geq 0.$$  

Notice that, under (A2) the process $X_\Phi$ is $\mathbb{P}_y$-a.s. continuous for any $y \in \mathbb{R}$ since it is the composition of two continuous functions. By independence of $B$ and $L$, it is immediate to notice that for any $A \in \mathcal{B}([0,T])$ and $y \in \mathbb{R}$ it holds

$$\mathbb{P}_y(X_\Phi(t) \in A) = \int_A p_\Phi(t,x;y) \, dy$$

where

$$p_\Phi(t,x;y) = \int_0^{+\infty} p(s,x;y)f_L(s;t) \, ds$$  \hspace{1cm} (3.1)

and

$$p(s,x;y) = \frac{1}{\sqrt{2\pi s}} e^{-\frac{(x-y)^2}{2s}}, \ (s,x,y) \in (0,\infty) \times \mathbb{R}^2$$

is the density of the Brownian motion $B$ under $\mathbb{P}_y$. It is clear that $p_\Phi(t,x;y)$ depends actually on $x-y$. Now we give some results concerning the regularity of the function $p_\Phi$ with respect to both the $x$ and the $t$ variable.

**Proposition 3.1.** Under (A2), $p_\Phi$, $\partial_x p_\Phi$ and $\partial_x^2 p_\Phi$ exist in $C(\mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)))$, where $\text{diag}(\mathbb{R}^2) = \{(x,x), x \in \mathbb{R}\}$ and

$$\partial_x p_\Phi(t,x;y) = \int_0^{+\infty} \partial_x p(s,x;y)f_L(s;t) \, ds$$

$$\partial_x^2 p_\Phi(t,x;y) = \int_0^{+\infty} \partial_x^2 p(s,x;y)f_L(s;t) \, ds$$  \hspace{1cm} (3.2)

In particular, $p_\Phi \in C(\mathbb{R}^+ \times \mathbb{R}^2)$,

$$\lim_{t \to 0^+} p_\Phi(t,x;y) = 0 \text{ locally uniformly in } \{(x,y) \in \mathbb{R}^2 : x \neq y\}$$

and, in weak convergence,

$$\lim_{t \to 0^+} p_\Phi(t,x;y) \, dy = \delta_x(dy)$$

If also (A2) holds, then, for $x \neq y$, $p_\Phi(\cdot,x;y)$ is differentiable on $(0,\infty)$, $\partial_x p_\Phi \in C(\mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)))$,

$$\partial_x p_\Phi(t,x;y) = \int_0^{+\infty} p(s,x;y)\partial_t f_L(s,t) \, ds$$  \hspace{1cm} (3.3)
and
\[ \lim_{t \to 0^+} \partial_t p_\Phi(t, x, y) = 0 \text{ locally uniformly with respect to } (x, y) \in \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2). \] (3.5)

Furthermore, for \( x \neq y \), \( \partial^2_t p_\Phi(t, x; y) \) is well-defined on \((0, \infty)\), \( \partial^2_t p_\Phi \in C(\mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2))) \),
\[ \partial^2_t p_\Phi(t, x; y) = \int_0^{+\infty} p(s, x; y) \partial^2_L f_L(s, t) ds = -\int_0^{+\infty} p(s, x; y) \partial_s f_L(s, t) ds. \] (3.6)

and
\[ \lim_{t \to 0^+} \partial^2_t p_\Phi(t, x; y) = 0 \text{ locally uniformly with respect to } (x, y) \in \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2). \] (3.7)

The technical proof is given in Appendix A.3.

In next theorem, we prove that \( p_\Phi \) satisfies pointwise a time-nonlocal heat equation for \( t > 0 \) and \( x \neq y \). To do this, however, we preliminarily set \( p_\Phi(0, x; y) = 0 \) whenever \( x \neq y \). In such a way, \( p_\Phi \in C(\mathbb{R}^+_0 \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2))) \).

**Theorem 3.2.** Under Assumptions (A2),
\[ \partial^2_t p_\Phi(t, x; y) = \frac{1}{2} \partial^2_x p_\Phi(t, x; y), \quad t > 0, \quad (x, y) \in \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2). \] (3.8)

**Proof.** Arguing as in Proposition 2.6, it is sufficient to show that for \((x, y) \in \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)\) and \( t > 0 \),
\[ X^p p_\Phi(t, x; y) = \frac{1}{2} \int_0^t \partial^2_x p_\Phi(s, x; y) ds \] (3.9)

To do this, first observe that for \( \lambda > 0 \)
\[ \int_0^{+\infty} e^{-\lambda t} p_\Phi(t, x; y) dt = \frac{\Phi(\lambda)}{\lambda} \int_0^{+\infty} e^{-s\Phi(\lambda)} p(s, x; y) ds \] (3.10)

and then
\[ \int_0^{+\infty} e^{-\lambda t} X^p p_\Phi(t, x; y) dt = \frac{\Phi(\lambda)}{\lambda} \int_0^{+\infty} e^{-s\Phi(\lambda)} p(s, x; y) ds. \] (3.11)

Let us also recall that, clearly,
\[ \int_0^{+\infty} e^{-\lambda t} (|\partial_x p(t, x; y)| + |\partial^2_x p(t, x; y)|) dt < \infty \] (3.12)

and then, by (3.3),
\[ \int_0^{+\infty} e^{-\lambda t} \left( \int_0^t \partial^2_x p_\Phi(s, x; y) ds \right) dt = \frac{\Phi(\lambda)}{\lambda^2} \int_0^{+\infty} e^{-s\Phi(\lambda)} \partial^2_x p(s, x; y) ds. \] (3.13)

However, we recall that \( p(t, x; y) \) satisfies
\[ \partial_t p(t, x; y) = \frac{1}{2} \partial^2_x p(t, x; y) \quad t > 0, \quad (x, y) \in \mathbb{R}^2 \]

and (3.12) guarantees that \( \partial_t p(\cdot, x; y) \) admits Laplace transform with non-positive abscissa of convergence. Hence, by (3.13) and the fact that \( \Phi(\lambda) > 0 \), we get
\[ \int_0^{+\infty} e^{-\lambda t} \left( \int_0^t \partial^2_x p_\Phi(s, x; y) ds \right) dt = \frac{2\Phi(\lambda)}{\lambda^2} \int_0^{+\infty} e^{-s\Phi(\lambda)} \partial_s p(s, x; y) ds = \frac{2\Phi(\lambda)}{\lambda^2} \int_0^{+\infty} e^{-s\Phi(\lambda)} p(s, x; y) ds. \] (3.14)

Comparing (3.11) and (3.14), by the injectivity of the Laplace transform we get that for all \((x, y) \in \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)\), (3.9) holds for \( t \in \mathbb{R}^+ \setminus \mathbb{N} \), where \( |\mathbb{N}| = 0 \). However, by continuity of both sides of (3.9), that easily follows by (3.1) and the fact that \( \nu \in L^1_{\text{loc}} \); we have that \( \mathbb{N} = \emptyset \) and (3.9) follows.

**Remark 3.3.** The previous theorem also guarantees that \( \partial^2_t p_\Phi \in C(\mathbb{R}^+_0 \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2))). \)
Notice that $\partial_x p_\Phi, \partial_y^2 p_\Phi$ and $\partial_{y}p_\Phi$ can be infinite for $t > 0$ as $x - y \to 0$. To guarantee a uniform limit in this regime, we need a further condition on $\Phi$, which is expressed in terms of $f_L$.

It holds $\lim_{s \to 0^+} f_L(s, t) = \nu(t)$ locally uniformly with respect to $t \in \mathbb{R}^+$ and for any compact set $K \subset (0, +\infty)$ there exists a function $h(s)$ and a $\delta > 0$ such that $|\partial_s f_L(s, t)| \leq h(s)$ for any $(s, t) \in (0, \delta) \times K$ and $s \to s^{-\frac{1}{2}}h(s)$ is integrable in $(0, \delta)$.

With the previous assumption we can prove the following limit behaviour.

**Proposition 3.4.** Suppose Assumptions (A2) and (A3) hold. Then

$$
\lim_{x-y \to 0^\pm} \frac{\partial_x p_\Phi(t, x; y)}{2} = \frac{\nu(t)}{2} \text{ locally uniformly w.r.t. } t > 0. \tag{3.15}
$$

Furthermore, if also Assumption (A2) holds, then

$$
\lim_{x-y \to 0^\pm} \frac{\partial_y^2 p_\Phi(t, x; y)}{2} = \lim_{x-y \to 0^\pm} \partial_y p_\Phi(t, x; y) = -\frac{1}{\sqrt{2\pi}} \int_0^{+\infty} s^{-\frac{1}{2}} \partial_s f_L(s; t) \, ds. \tag{3.16}
$$

locally uniformly with respect to $t > 0$.

The technical proof of this Proposition is in Appendix A.4.

Since Assumption (A3) could be not so simple to verify, as it involves $\partial_s f_L$ which is a priori unknown, with next proposition we resume the results and the discussions in [8, Theorem 3.18 and Sections 3.2.1 and 6.2], which provide a sufficient condition, in terms of $\Phi$, for Assumption (A3) to hold, in practice proving the next result.

**Proposition 3.5.** Assume that there exists $\theta \in (0, \pi)$ such that $\Phi$ with representation (2.1) admits a holomorphic extension on the complex sector

$$
\mathbb{C}(\pi - \frac{\theta}{2}) := \{z \in \mathbb{C} \setminus \{0\} : |\text{Arg}(z)| < \pi - \frac{\theta}{2}\}
$$

which is continuous on the closure $\overline{\mathbb{C}(\pi - \frac{\theta}{2})}$. Furthermore, assume that $\lim_{z \to \infty} \frac{\Phi(z)}{z} = 0$ uniformly in $\overline{\mathbb{C}(\pi - \frac{\theta}{2})}$. Then Assumption (A3) holds. In particular Assumption (A3) holds whenever $\Phi$ is a complete Bernstein function or it has the form $\Phi(\lambda) = \Phi_1(\lambda^\alpha)$ for some $\alpha \in (0, 1)$ and any Bernstein function $\Phi_1$.

### 3.2. The semi-Markov property.

Note that $X_\Phi$ is not a Markov process. However, it can be embedded in a strong Markov process as follows. Let

$$
H(t) := \sigma(L(t)), \tag{3.17}
$$

which is called the overshooting of $\sigma$. Then the process $\{(X_\Phi(t), H(t) - t), t \geq 0\}$ is a time homogeneous strong Markov processes with respect to filtration $(\mathcal{F}_{L(t)})_{t \geq 0}$ (see [51, Section 4]) and furthermore it is a Hunt process (see [51, Theorem 3.1]). Actually, the process $X_\Phi$ still exhibits the Markov property at the random time $H(t)$. Indeed, since $(B, \sigma)$ is Markov additive in the sense of [22, Definition 1.4], $(\Omega, \mathcal{F}, (\mathcal{F}_{L(t)})_{t \geq 0}, \mathcal{M}, X_\Phi, \mathbb{P}_{x})$ is regenerative in the sense of [37, Definition 2.2 and Example 2.13], where the regenerative set $\mathcal{M}$ is given by the closure of

$$
\mathcal{M}(\omega) = \{ t \in \mathbb{R}_0^+ : t = \sigma(u, \omega) \text{ for some } u \geq 0 \}, \omega \in \Omega. \tag{3.18}
$$

In particular, $X_\Phi$ exhibits the strong regeneration property in the sense of [37, eq. (2.14)], so that the strong Markov property holds with respect to any $(\mathcal{F}_{L(t)})_{t \geq 0}$-Markov time taking values in $\mathcal{M}$. The reader should also consult [35] for instructive discussions of regenerative systems and semi-Markov property.

Let us stress that we can also express $H(t)$ in terms of the random set $\mathcal{M}$ as follows:

$$
H(t, \omega) = \inf \{ s > t : s \in \mathcal{M}(\omega) \}, \omega \in \Omega. \tag{3.19}
$$

In the following we will be interested in the process obtained by killing $X_\Phi$ upon reaching a certain moving boundary $\varphi : \mathbb{R}_0^+ \to \mathbb{R}$. In particular, we need the crossing time to be a Markov time for $X_\Phi$. Hence, let us first introduce the notation

$$
T := \inf \{ t \in \mathbb{R}_0^+ : X_\Phi(t) \geq \varphi(t) \}, \tag{3.20}
$$
where we set \( \inf \emptyset = +\infty \).

**Lemma 3.6.** Under Assumption (A2), if \( \varphi \) is non-decreasing and continuous then, \( \mathbb{P}_y \)-almost surely for all \( y \in \mathbb{R} \), either \( T \in \mathcal{M} \) or \( T = \infty \).

**Proof.** Let us first observe that if \( y = X_\varphi(0) \geq \varphi(0) \), then \( T = 0 \in \mathcal{M} \) \( \mathbb{P}_y \)-almost surely. Hence, let us assume that \( y = X_\varphi(0) < \varphi(0) \). Then either \( T = \infty \) or \( X_\varphi(T) \geq \varphi(T) \). We only need to study the latter case. For the sake of the reader, we omit the dependence on \( \omega \in \Omega \). Being both \( X_\varphi \) and \( \varphi \) continuous (a.s.), the set \( \{ t \in [0, +\infty) : X_\varphi(t) - \varphi(t) = 0 \} \) is closed and

\[
0 < T = \min\{ t \in [0, +\infty) : X_\varphi(t) - \varphi(t) = 0 \}. \tag{3.21}
\]

Now suppose that \( T \notin \overline{\mathcal{M}} \). Then we know that \( T \in (\sigma(w), \sigma(w)) \) for some \( w > 0 \) and

\[
X_\varphi(\sigma(w)) = X_\varphi(T) = \varphi(T) \geq \varphi(\sigma(w)) - \varphi(w).
\]

Combining this information with the fact that \( X_\varphi(0) < \varphi(0) \), we get that there exist \( t_0 \in (0, \sigma(w)) \), and then in particular \( t_0 < T \), such that \( X_\varphi(t_0) - \varphi(t_0) = 0 \), which is a contradiction. Hence \( T \in \overline{\mathcal{M}} \).

Now let \( \delta = \frac{2(0) - X_\varphi(0)}{2} > 0 \) and consider the sequence of stopping time

\[
T_n = \inf \left\{ t \geq 0 : X_\varphi(t) \geq \varphi(t) - \frac{\delta}{n} \right\}.
\]

It is clear that \( T_n \leq T \). Furthermore, since both \( \varphi \) and \( X_\varphi \) are (a.s.) continuous, we have

\[
X_\varphi(T_n) = \varphi(T_n) - \frac{\delta}{n} < \varphi(T_n)
\]

and then \( T_n < T \) a.s.. Moreover, \( T_n \) is an non-decreasing sequence of stopping times with \( T_n < T \) and then

\[
T_* = \sup_{n \in \mathbb{N}} T_n \leq T.
\]

However, taking the limit as \( n \) tends to infinity in (3.22) we achieve

\[
X_\varphi(T_*) = \varphi(T_*), \tag{3.23}
\]

which, by (3.21), implies \( T_* = T \). Thus \( T_n \uparrow T \) with \( T_n < T \) and then, since \( (X_\varphi(t), H(t) - t) \) is a Hunt process, \( T \) must be a continuity point for such a process. This implies that \( T \) is not isolated on the right, otherwise, if \( T \in \overline{\mathcal{M}} \setminus \mathcal{M} \), by (3.19) it would be clear that it is a discontinuity point for \( H \), which is a contradiction. \( \square \)

**Remark 3.7.** In case \( T < \infty \), we have \( H(T) = T \).

**Remark 3.8.** One can actually apply the previous proof to any fixed open set, even if \( B \) is an N-dimensional Brownian motion, to get that any exit time from an open set is a Markov time for \( X_\varphi \). The latter is called semi-Markov property of \( X_\varphi \), see [31, Definition 1, Chapter 3].

4. THE KILLED DELAYED BROWNIAN MOTION AND A DYKIN-HUNT FORMULA

As we stated before, we are interested in the process obtained by killing \( X_\varphi \) upon reaching \( \varphi \), that is to say

\[
X^\dagger_\varphi(t) := \begin{cases} X_\varphi(t), & t < T, \\ \infty, & t \geq T, \end{cases}
\]

where \( \infty \notin \mathbb{R} \) is a cemetery point. Such a process defines the family of sub-probability measures on \( (\mathbb{R}, \mathcal{B}(\mathbb{R})) \) as follows

\[
\mathcal{B}(\mathbb{R}) \ni A \mapsto \mathbb{P}_y(X^\dagger_\varphi(t) \in A), \ y \in \mathbb{R}, \ t \geq 0.
\]

Now we want to prove that for each \( y \in \mathbb{R} \) and \( t > 0 \), these sub-probability measures admit a density and we want to relate such a density with the non-killed one \( p_\varphi \) through a Dynkin-Hunt-type formula. To do this, we first need to ensure that \( T \) is a continuous random variable, at least for \( y < \varphi(0) \).

**Lemma 4.1.** Under Assumption (A2), for all \( y < \varphi(0) \), \( T \) is a continuous random variable, i.e. \( \mathbb{P}_y(T = w) = 0 \) for any \( w \geq 0 \).

**Proof.** Just notice that for any \( w_0 \geq 0 \) and \( y < \varphi(0) \),

\[
\mathbb{P}_y(T \in \{w_0\}) \leq \mathbb{P}_y(X_\varphi(w_0) = \varphi(w_0)) = 0. \tag{4.1}
\]

\( \square \)
From now on, we denote by \( \mu_\varphi(\cdot; y) \) the law of \( T \) under \( P_y \), i.e. for all \( A \in \mathcal{B}(\mathbb{R}) \) we set \( \mu_\varphi(A; y) = P_y(T \in A) \). Now we are ready to prove the following Dynkin-Hunt formula.

**Theorem 4.2.** Suppose Assumption (A2) holds and \( \varphi \) is non-decreasing and continuous. Then, setting

\[
q_\varphi(t, x; y) = p_\varphi(t, x; y) - \int_0^t p_\varphi(t - w, x; \varphi(w))\mu_\varphi(dw; y) \quad t > 0, \quad (x, y) \in \mathbb{R} \times (0, \varphi(0)),
\]

and \( q_\varphi(t, x; y) = 0 \) for \( t > 0 \) and \( (x, y) \in \mathbb{R} \times [\varphi(0), +\infty) \), we have, for \( t > 0 \), \( y \in \mathbb{R} \) and \( A \in \mathcal{B}(\mathbb{R}) \),

\[
P_y\left(X^t_\varphi(t) \in A \right) = \int_A q_\varphi(t, x; y) dx.
\]

**Proof.** The statement is clear if \( x, y \) and \( \varphi \) is applied to the conditional expectation \( E \) where the function \( T \) property at \( \varphi \). Since \( \varphi \) is non-decreasing and continuous we have by Lemma 3.6 that

\[
\text{for some } t, x \quad \exists \Phi(t, x) = 0
\]

Before investigating the regularity properties of \( q_\varphi \), let us discuss separately the easier case in which \( \varphi(t) \equiv c \) for some \( c \in \mathbb{R} \). Some properties related to the constant case will be useful when dealing with the general moving boundary case.

4.1. **The constant boundary case.** Let \( c \in \mathbb{R} \) and set

\[
T_c := \inf\{t \in \mathbb{R}^+_0 : X_\varphi(t) \geq c\},
\]

which is a particular case of (3.20) when \( \varphi(t) = c \) for all \( t \geq 0 \). We are first interested in the distribution of \( T_c \). Notice that, for \( y < c \),

\[
P_y(T_c > t) = \Phi_y\left(\max_{0 \leq s \leq t} X_\varphi(s) \leq c\right) = \Phi_0\left(\max_{0 \leq s \leq t} X_\varphi(s) \leq c - y\right),
\]

hence, it could be useful to prove the analogous of the reflection principle for the Brownian motion on \( X_\varphi \).

**Proposition 4.3.** We have that, for any \( c > 0 \),

\[
P_0\left(\max_{0 \leq s \leq t} X_\varphi(s) > c\right) = 2P_0\left(X_\varphi(t) > c\right).
\]

**Proof.** First of all, notice that \( \max_{0 \leq s \leq t} X_\varphi(s) > c \) if an only if \( \max_{0 \leq s \leq L(t)} B(s) > c \), since the maximum actually coincide, as \( X_\varphi \) is the composition of \( B \), that is continuous, with \( L \), that is continuous and non-decreasing. By conditioning on \( L(t) \) and using the independence of \( B \) and \( L \) we have that

\[
P_0\left(\max_{0 \leq s \leq t} X_\varphi(s) > c\right) = P_0\left(\max_{0 \leq w \leq L(t)} B(w) > c\right)
\]
where we used (4.11) to guarantee that $E$.

Taking the modulus we have

$$
= 2 \int_0^\infty \mathbb{P}_0(B(s) > c) f_L(s, t) \, ds
$$

$$
= 2 \mathbb{P}_0(X_\Phi(t) > c).
$$

Hence, as a consequence, we have, for $y < c$,

$$
\mathbb{P}_y(T_c \leq t) = 2 \mathbb{P}_0(X_\Phi(t) > c - y).
$$

(4.8)

Let us now investigate the regularity of $T_c$. To do this we recall that, as done in [7], if we set

$$
T_c := \inf\{t \in \mathbb{R}_0^+ : B(t) \geq c\}
$$

we have that $T_c = \sigma(T_c)$. Using this relation, we can prove the following result.

**Proposition 4.4.** Under Assumptions (A2) and (A2), the r.v. $T_c$ is absolutely continuous with density $p_{T_c}(:; y)$. Furthermore, for all $T > 0$ and any compact sets $I, J \subset \mathbb{R}$ such that $z_1 < z_2$ for all $z_1 \in I$ and $z_2 \in J$,

$$
S(I, J) := \sup \sup \sup_{c \in J} p_{T_c}(t; y) < \infty
$$

(4.10)

Proof. Let us observe that since Assumptions (A2) and (A2) hold, we know that $\sigma$ admits density and then the proof of [7, Theorem 2.8] can be applied analogously. As a consequence $T_c$ is absolutely continuous. Furthermore, since $T_c = \sigma(T_c)$, then

$$
E_y \left[ e^{i \xi T_c} \right] = E_y \left[ e^{i \xi \sigma(T_c) \mid T_c} \right] = E_y \left[ e^{i T_c \Psi(\xi)} \right] = \int_0^{+\infty} e^{-\Psi(\xi)s} p_{T_c}(s; y) \, ds,
$$

where

$$
p_{T_c}(s; y) = \frac{c - y}{\sqrt{2\pi s}} e^{-\frac{(c - y)^2}{2s}}.
$$

(4.11)

Taking the modulus we have

$$
|E_y \left[ e^{i \xi T_c} \right]| \leq \int_0^{+\infty} e^{-\Psi(\xi)s} p_{T_c}(s; y) \, ds
$$

and then

$$
\int_{\mathbb{R}} |E_y \left[ e^{i \xi T_c} \right]| \, d\xi \leq 2 \int_0^{+\infty} \int_0^{+\infty} e^{-\Psi(\xi)s} p_{T_c}(s; y) \, dsd\xi
$$

$$
\leq 2 \int_0^{+\infty} \int_0^{M_\gamma} e^{-\Psi(\xi)s} p_{T_c}(s; y) \, dsd\xi + 2 \int_0^{+\infty} \int_0^{+\infty} e^{-C_\gamma \xi^{2-\gamma}} p_{T_c}(s; y) \, d\xi ds
$$

$$
\leq 2M_\gamma + \frac{2\Gamma \left( \frac{1}{2-\gamma} \right)}{(2-\gamma)C_\gamma^{\frac{1}{2-\gamma}}} \mathbb{E}_y \left[ T_c^{\frac{1}{2-\gamma}} \right] < \infty,
$$

where we used (4.11) to guarantee that $E_y \left[ T_c^{\frac{1}{2-\gamma}} \right] < \infty$. As a consequence, we can write

$$
p_{T_c}(t; y) = \frac{1}{2\pi} \int_{\mathbb{R}} \int_0^{+\infty} e^{-\Psi(\xi)s-i\xi t} p_{T_c}(s; y) \, ds \, d\xi.
$$

Thus

$$
|p_{T_c}(t; y)| \leq \frac{1}{\pi} \int_0^{+\infty} \int_0^{+\infty} e^{-\Psi(\xi)s} p_{T_c}(s; y) \, ds \, d\xi \leq \frac{M_\gamma}{\pi} + \frac{\Gamma \left( \frac{1}{2-\gamma} \right)}{\pi(2-\gamma)C_\gamma^{\frac{1}{2-\gamma}}} \mathbb{E}_y \left[ T_c^{\frac{1}{2-\gamma}} \right].
$$
Now notice that if \( c \in J \) and \( y \in I \), then \( c - y \geq \min_{z_1 \in I, \ z_2 \in J} |z_1 - z_2| = \varepsilon(I, J) \). Hence

\[
E_y \left[ T_c - \frac{1}{\varepsilon(I, J)} \right] = \frac{1}{\sqrt{2\pi}} \int_0^{+\infty} (c - y)s^{-\frac{3}{2}}e^{-\frac{(c-y)^2}{2s}} ds
\]

\[
\leq \sqrt{2} e^{-\frac{1}{2\gamma}} \left( \frac{4}{2 - \gamma} \right)^{\frac{1}{2\gamma}} (c - y)^{-\frac{2}{2\gamma}} \int_0^{+\infty} \frac{(c - y)}{\sqrt{4\pi s^3}} e^{\frac{(c-y)^2}{4s}} ds
\]

\[
\leq \sqrt{2} e^{-\frac{1}{2\gamma}} \left( \frac{4}{2 - \gamma} \right)^{\frac{1}{2\gamma}} (\varepsilon(I, J))^{-\frac{2}{2\gamma}},
\]

that ends the proof.

It is relevant that, for \( \varphi(t) \equiv c \), we can explicitly determine \( q_\varphi \).

**Proposition 4.5.** Suppose Assumption (A2) holds and \( \varphi(t) = c \) for all \( t \geq 0 \). Then, for \( t > 0 \) and \( x, y < c \) it holds

\[
q_\varphi(t, x; y) = p_\varphi(t, x; y) - p_\varphi(t, 2c - x; y)
\]

**Proof.** Let

\[
B^\dagger(t) = \begin{cases} B(t) & t < T_c \\ \infty & t \geq T_c \end{cases}
\]

where \( T_c \) is defined in (4.9). Notice that

\[
B^\dagger(L(t)) = \begin{cases} X_\varphi(t) & L(t) < T_c \\ \infty & L(t) \geq T_c \end{cases}
\]

Notice that \( L(t) < T_c \) if and only if \( \sigma(T_c) > t \). Furthermore, since \( \sigma \) is stochastically continuous and \( T_c \) is independent of it, \( \sigma(T_c) = \sigma(T_c) \) a.s. Hence, a.s.

\[
B^\dagger(L(t)) = X_\varphi(t) \text{ a.s.}
\]

Now let \( q : \mathbb{R}^+ \times \mathbb{R}^2 \rightarrow \mathbb{R} \) be such that for all \( A \in \mathcal{B}(\mathbb{R}) \) it holds

\[
P_y(B^\dagger(t) \in A) = \int_A q(t, x; y) dx.
\]

Recall also that for \( x, y < c \) (see [36, Problem 8.6])

\[
q(t, x; y) = p(t, x; y) - p(t, 2c - x; y).
\]

Hence, by a simple conditioning argument, recalling that \( L(t) \) and \( B^\dagger \) are independent, we have, if \( A \subset (-\infty, c) \) and \( y < c \),

\[
P_y(X^\dagger_\varphi(t) \in A) = \int_A \int_0^{+\infty} q(s, x; y) f_L(s; t) ds dx = \int_A (p_\varphi(t, x; y) - p_\varphi(t, 2c - x; y)) dx
\]

that ends the proof.

**Remark 4.6.** The same result can be obtained by employing the reflection principle in Proposition 4.3 together with the fact that \( X_\varphi \) is Markov in \( T_c \), as a consequence of Lemma 3.6. In this case, the proof proceeds exactly as in the classical case of the Brownian motion.

### 4.2. The non-decreasing and continuous boundary case.

In this section we discuss some regularity properties of \( \mu_\varphi(\cdot; y) \) and \( q_\varphi \) for a more general moving boundary \( \varphi \). First of all, we prove the following regularity result concerning \( \mu_\varphi(\cdot; y) \).

**Theorem 4.7.** Suppose that Assumptions (A2) and (A2) hold. Then the law \( \mu_\varphi(\cdot; y) \) of \( T \) under \( P_y \) is absolutely continuous with respect to the Lebesque-Stieltjes measure \( d(\varphi + t) \), where \( \varphi(t) = t \) for any \( t \geq 0 \). Furthermore, if \( \varphi \) is absolutely continuous, then \( T \) is an absolutely continuous random variable and, if \( \varphi \) is locally Lipschitz, the density \( p_T(\cdot; y) \) of \( T \) satisfies

\[
S_T(I, T) = \sup_{t \in [0, T], y \in I} p_T(t, y) < \infty.
\]
Proof. Throughout the proof, we denote \( J = [\varphi(0), \varphi(T)] \). First of all, notice that, since \( T \) is a continuous random variable, then \( \mu_\varphi([s, t]; y) = \mu_\varphi((s, t]; y) = \mu_\varphi((s, t]; y) = \mu_\varphi((s, t]; y) \) for all \( 0 < a < b \). Hence, let us focus on the measure \( \mu_\varphi((s, t]; y) \). Now let \( \omega \in \Omega \) such that \( T(\omega) \in (s, t] \). Then \( \mathcal{T}_\varphi(\omega) \leq T(\omega) \leq \mathcal{T}_\varphi(t)(\omega) \).

Hence \( \mathcal{T}_\varphi(\omega) \leq t \) and \( \mathcal{T}_\varphi(t)(\omega) > s \). Hence

\[
\mu_\varphi((s, t]; y) \leq \mathbb{P}_y(\mathcal{T}_\varphi(s) \leq t, \mathcal{T}_\varphi(t) > s) = \mathbb{P}_y(s \leq \mathcal{T}_\varphi(s) \leq t, \mathcal{T}_\varphi(t) > s) + \mathbb{P}_y(\mathcal{T}_\varphi(s) < s, \mathcal{T}_\varphi(t) > s)
\]

Concerning \( P_1(t, s) \) we have

\[
P_1(t, s) \leq \mathbb{P}_y(s \leq \mathcal{T}_\varphi(s) \leq t) \leq S(I, J)(t - s).
\]

Now we handle \( P_2(t, s) \). We have

\[
P_2(t, s) = E_y \left[ 1_{[0, s]}(\mathcal{T}_\varphi(s)) E_y \left[ 1_{[s - \mathcal{T}_\varphi(s), +\infty)}(\mathcal{T}_\varphi(t) - \mathcal{T}_\varphi(s)) | \mathcal{G}_{\mathcal{T}_\varphi(s)} \right] \right].
\]

By Lemma 3.6, we know that \( X_\varphi \) satisfies the Markov property in \( \mathcal{T}_\varphi(s) \) and \( (X_\varphi(t), H(t) - t) \) is time-homogeneous, then, recalling that \( H(\mathcal{T}_\varphi(s)) = \mathcal{T}_\varphi(s) \), we get

\[
E_y \left[ 1_{[s - \mathcal{T}_\varphi(s), +\infty)}(\mathcal{T}_\varphi(t) - \mathcal{T}_\varphi(s)) | \mathcal{G}_{\mathcal{T}_\varphi(s)} \right] = G(\mathcal{T}_\varphi(s); s),
\]

where, since \( \mathcal{T}_\varphi(t) \) is absolutely continuous, for \( \tau \in [0, s) \)

\[
G(\tau; s) := E_y[1_{[\tau, s)}(\mathcal{T}_\varphi(t))] = \mathbb{P}_\varphi(s)(\mathcal{T}_\varphi(t) \geq s - \tau)
\]

\[
= 1 - \mathbb{P}_\varphi(s)(\mathcal{T}_\varphi(t) \leq s - \tau) = 1 - 2 \mathbb{P}_0(X_\varphi(s - \tau) > \varphi(t) - \varphi(s))
\]

where we used the reflection principle. However, notice also that

\[
2 \mathbb{P}_0(X_\varphi(s - \tau) > \varphi(t) - \varphi(s)) = \mathbb{P}_0(X_\varphi(s - \tau) > \varphi(t) - \varphi(s)) + \mathbb{P}_0(X_\varphi(s - \tau) < \varphi(s) - \varphi(t))
\]

\[
= \mathbb{P}_0([X_\varphi(s - \tau) > \varphi(t) - \varphi(s)])
\]

and then

\[
G(\tau; s) = \mathbb{P}_0([X_\varphi(s - \tau) \leq \varphi(t) - \varphi(s)]) = \int_{\varphi(s) - \varphi(t)}^{\varphi(t) - \varphi(s)} p_\varphi(s - \tau, z; 0) dz.
\]

As a consequence, we finally achieve

\[
P_2(t, s) = \int_0^s \int_{\varphi(s) - \varphi(t)}^{\varphi(t) - \varphi(s)} p_\varphi(s - \tau, z; 0) \mathcal{P}_{\mathcal{T}_\varphi(s)}(\tau; y) dz dr.
\]

By (4.10), we get

\[
P_2(t, s) \leq \frac{\sqrt{2}S(I, J)}{\sqrt{\pi}} (\varphi(t) - \varphi(s)) \int_0^s U^{-\frac{1}{2}}(s - \tau) d\tau \leq P_2(t, s)
\]

\[
\leq \frac{\sqrt{2}S(I, J)}{\sqrt{\pi}} (\varphi(t) - \varphi(s)) \int_0^T U^{-\frac{1}{2}}(\tau) d\tau < \infty,
\]

where we used that

\[
p_\varphi(s - \tau, z; 0) = E_0 \left[ \frac{1}{\sqrt{2\pi L(s - \tau)}} e^{-\frac{x^2}{2L(s - \tau)}} \right] \leq \frac{U^{-\frac{1}{2}}(s - \tau)}{\sqrt{2\pi}}
\]

and \( U^{-\frac{1}{2}} \in L^1_{\text{loc}}(\mathbb{R}_0^+) \) by Proposition 2.7.

Resuming, we have shown that for all \( T > 0 \) and any compact \( I \subset (-\infty, \varphi(0)) \), it holds

\[
\mu_\varphi((s, t]; y) \leq C(I, T)(t - s + \varphi(t) - \varphi(s)), \forall 0 \leq s < t \leq T, \ y \in I.
\]

This also shows that, setting \( i(t) = t \) and \( d(\varphi + i) \) the distributional derivative of \( \varphi + i \), which is a Radon measure, it holds \( \mu_\varphi(; y) \) is absolutely continuous with respect to \( d(\varphi + i) \) and the Radon-Nikodym derivative of \( \mu_\varphi(; y) \) with respect to \( d(\varphi + i) \) is a locally bounded function. In particular, if \( \varphi \) is an absolutely continuous
function, then $T$ is an absolutely continuous random variable and if $\varphi$ is locally Lipschitz then its density $p_T(t; y)$ satisfies for any $T > 0$ and any compact set $I \subset (-\infty, \varphi(0))$

$$\sup_{t \in [0, T], y \in I} p_T(t; y) \leq C(I, T)(1 + \text{Lip}(\varphi; T)) < \infty,$$

where

$$\text{Lip}(\varphi; T) = \sup_{t, s \in [0, T] \atop t \neq s} \frac{|\varphi(t) - \varphi(s)|}{|t - s|}.$$

With the previous result in mind, we can prove the continuity of $q_{\varphi}(.; \cdot; y)$.

**Theorem 4.8.** Suppose that Assumptions (A2) and (A2) hold and $\varphi$ is non-decreasing, continuous and locally Lipschitz. Then $q_{\varphi}(.; \cdot; y)$ is continuous on $\mathbb{R}^+ \times \mathbb{R}$ and $q_{\varphi}(t, x; y) = 0$ for all $x \geq \varphi(t)$ and $t > 0$.

**Proof.** Let us denote

$$r_{\varphi}(t, x; y) = \int_0^t p_{\varphi}(t - w, x; \varphi(w)) p_T(w; y) \, dw, \ (t, x) \in \mathbb{R}^+ \times \mathbb{R},$$

where the density $p_T(\cdot; y)$ exists by Theorem 4.7. It is clear that if $r_{\varphi}(\cdot, \cdot; y)$ is continuous in $(t, x)$, then also $q_{\varphi}(\cdot, \cdot; y)$ is continuous in $(t, x)$ and vice versa. First, consider the case of a point $(t, x) \in \mathbb{R}^+ \times \mathbb{R}$ with $x \neq \varphi(t)$. Then, if we consider a sequence $(t_n, x_n) \to (t, x)$, it is not difficult to check that there exists a compact set $K$ such that $(0, 0) \not\in K$ and $(t_n - w, x_n - \varphi(w)) \in K$ for all $n \in \mathbb{N}$ and $w \in [0, t_n]$. Hence we have

$$p_{\varphi}(t_n - w, x_n; \varphi(w)) \leq \sup_{(\tau, \xi) \in K} p_{\varphi}(\tau, \xi; 0)$$

and then $\lim_{n \to \infty} r_{\varphi}(t_n, x_n; y) = r_{\varphi}(t, x; y)$ by the dominated convergence theorem.

Now we need to handle the case $(t, x) = (t, \varphi(t))$. This requires several steps. First of all, let $x' \in \mathbb{R}$ and consider

$$|r_{\varphi}(t, x; y) - r_{\varphi}(t, \varphi(t); y)|$$

$$\leq \int_0^t \int_0^{\infty} |p(s, x', \varphi(w)) - p(s, \varphi(t); \varphi(w))| f_L(s; t - w) p_T(w; y) \, ds \, dw$$

$$\leq S_T(\{y\}, T) \int_0^t \int_0^{\infty} \left( \int_{m(w)}^{M(w)} \frac{|\xi|}{\sqrt{2\pi s^2}} e^{-\frac{\xi^2}{2s}} \, d\xi \right) f_L(s; t - w) \, ds \, dw,$$

where $m(w) = (x' - \varphi(w)) \wedge (\varphi(t) - \varphi(w))$, $M(w) = (x' - \varphi(w)) \vee (\varphi(t) - \varphi(w))$ and we used (4.12). Now fix $\varepsilon \in (0, \frac{1}{2})$ and recall that, for any $\lambda > 0$ and $\tau \geq 0$, it holds

$$\tau^{1-\varepsilon} e^{-\lambda \tau} \leq \left( \frac{1 - \varepsilon}{\lambda} \right)^{1-\varepsilon} e^{-(1-\varepsilon)}.$$

Using $\tau = s^{-1}$ and $\lambda = \xi^2$, we get

$$\frac{|\xi|}{\sqrt{2\pi s^2}} e^{-\frac{\xi^2}{2s}} \leq \frac{2^{1-\varepsilon}(1 - \varepsilon)^{1-\varepsilon} e^{-(1-\varepsilon)}}{\sqrt{2\pi s^2}}.$$ 

Notice that $M(w) > 0$ for $w \in (0, t)$ and let us distinguish among two cases. If $m(w) \geq 0$, that is to say $x' - \varphi(w) \geq 0$ then

$$\int_{m(w)}^{M(w)} \frac{|\xi|}{\sqrt{2\pi s^2}} e^{-\frac{\xi^2}{2s}} \, d\xi \leq \frac{2^{1-\varepsilon}(1 - \varepsilon)^{1-\varepsilon} e^{-(1-\varepsilon)}}{2\varepsilon \sqrt{2\pi s^2}} (M(w)^{2\varepsilon} - m(w)^{2\varepsilon})$$

$$\leq \frac{2^{1-\varepsilon}(1 - \varepsilon)^{1-\varepsilon} e^{-(1-\varepsilon)}}{2\varepsilon \sqrt{2\pi s^2}} |x' - \varphi(t)|^{2\varepsilon}.$$
If instead \( m(w) < 0 \), then \( m(w) = x' - \varphi(w) \), \( M(w) = \varphi(t) - \varphi(w) \) and we have
\[
\int_{m(w)}^{M(w)} \frac{|\xi|}{\sqrt{2\pi \sigma^2}} e^{-\frac{x^2}{2\sigma^2}} d\xi \leq \frac{2^{1-\varepsilon}(1-\varepsilon)^{1-\varepsilon}}{\varepsilon \sqrt{2\pi \sigma^2}} 
\left( \int_0^{\varphi(t)-\varphi(w)} \xi^{-1+2\varepsilon} + \int_0^{\varphi(w)-x'} \xi^{-1+2\varepsilon} \right)
= \frac{2^{1-\varepsilon}(1-\varepsilon)^{1-\varepsilon}}{\varepsilon \sqrt{2\pi \sigma^2}} \epsilon \left( (\varphi(t) - \varphi(w))^{2\varepsilon} + (\varphi(w) - x')^{2\varepsilon} \right)
\leq \frac{2^{1-\varepsilon}(1-\varepsilon)^{1-\varepsilon}}{\varepsilon \sqrt{2\pi \sigma^2}} \epsilon 2^{1-2\varepsilon} |x' - \varphi(t)|^{2\varepsilon}.
\]
Hence, in general
\[
\int_{m(w)}^{M(w)} \frac{|\xi|}{\sqrt{2\pi \sigma^2}} e^{-\frac{x^2}{2\sigma^2}} d\xi \leq \frac{2^{1-3\varepsilon}(1-\varepsilon)^{1-\varepsilon}}{\varepsilon \sqrt{2\pi \sigma^2}} |x' - \varphi(t)|^{2\varepsilon}.
\]
Going back to (4.13), we get
\[
|\varphi(t, x; y) - \varphi(t, \varphi(t); y)|
\leq S_T(|y|, T) \frac{2^{1-3\varepsilon}(1-\varepsilon)^{1-\varepsilon}}{\varepsilon \sqrt{2\pi}} |x' - \varphi(t)|^{2\varepsilon} \int_0^t U_{\frac{1}{2}-\varepsilon} (t - w) \, dw
\leq S_T(|y|, T) \frac{2^{1-3\varepsilon}(1-\varepsilon)^{1-\varepsilon}}{\varepsilon \sqrt{2\pi}} |x' - \varphi(t)|^{2\varepsilon} \int_0^T U_{\frac{1}{2}-\varepsilon} (t - w) \, dw < \infty.
\]
by Proposition 2.7. This proves that for all \( \varepsilon \in (0, \frac{1}{2}) \), \( y < \varphi(0) \) and \( T > 0 \) there exists a constant \( C_{\varepsilon}(y; T) \) such that
\[
|\varphi(t, x; y) - \varphi(t, \varphi(t); y)| \leq C_{\varepsilon}(y; T) |x' - \varphi(t)|
\]  
for \( t \in (0, T) \) and \( x' \in \mathbb{R} \). Furthermore, this guarantees that for fixed \( t > 0 \) the function \( \varphi(t, :: y) \) is continuous in \( \varphi(t) \) and thus also \( q_{\varphi}(t, :: y) \).

Now we prove that \( q_{\varphi}(t, x; y) = 0 \) for all \( x > \varphi(t) \). Indeed, fix \( t > 0 \) and let \( x > \varphi(t) \). Consider \( \delta > 0 \) such that \( x - \delta > \varphi(t) \) and let \( A = [x - \delta, x + \delta] \). Then
\[
\frac{1}{2\delta} \int_{x-\delta}^{x+\delta} q_{\varphi}(t, z; y) \, dz = \frac{1}{2\delta} \Phi_y(X_{\varphi}(t) \in A) = 0
\]
taking the limit as \( \delta \to 0 \), by continuity of \( q_{\varphi}(t, :: y) \) in \( x \), we have \( q_{\varphi}(t, x; y) = 0 \) for all \( x > \varphi(t) \). Then \( q_{\varphi}(t, \varphi(t); y) = 0 \) follows again by continuity.

Now we are ready to prove that \( \varphi(t, :: y) \) is continuous in \( (t, \varphi(t)) \). For this, let \((t_n, x_n) \to (t, \varphi(t))\) and observe that
\[
\varphi(t_n, \varphi(t_n); y) = p_{\varphi}(t_n, \varphi(t_n); y) - q_{\varphi}(t_n, \varphi(t_n); y) = p_{\varphi}(t_n, \varphi(t_n); y).
\]
Taking the limit, we have
\[
\lim_{n \to \infty} \varphi(t_n, \varphi(t_n); y) = \lim_{n \to \infty} p_{\varphi}(t_n, \varphi(t_n); y) = p_{\varphi}(t, \varphi(t); y) = \varphi(t, \varphi(t); y).
\]
Hence, it is sufficient to prove that
\[
\lim_{n \to \infty} |\varphi(t_n, x_n; y) - \varphi(t_n, \varphi(t_n); y)| = 0.
\]
However, since \( t_n \to t \), there exists \( T > 0 \) such that \( t_n, t < T \) for all \( n \in \mathbb{N} \) and then, by (4.14), for some \( \varepsilon < \frac{1}{2} \),
\[
|\varphi(t_n, x_n; y) - \varphi(t_n, \varphi(t_n); y)| \leq C_{\varepsilon}(y; T) |x_n - \varphi(t_n)| \to 0,
\]
ending the proof.

Concerning the continuity in the \( y \) variable, we need some further assumption on the moving boundary and on \( \Phi \).

**Theorem 4.9.** Suppose Assumptions (A2) and (A2) hold. Let \( \varphi : \mathbb{R}^+_0 \to \mathbb{R} \) be non-decreasing, continuous and locally Lipschitz. Assume further that
\[
\lim_{t \to \infty} \sup(X_{\varphi}(t) - \varphi(t)) = +\infty, \quad \int_1^{+\infty} (\varphi(z + t) - \varphi(z)) \nu(dt) < \infty, \forall z > 0,
\]  
(4.15)
and either \( \varphi \) is concave or \( \lim_{\lambda \to \infty} \frac{\Phi(\lambda)}{\Phi'(\lambda)} < 2 \). Then \( q_\varphi : \mathbb{R}^+ \times \mathbb{R} \times (-\infty, \varphi(0)) \to \mathbb{R}^+_0 \) is continuous.

Proof. Let us first show that for fixed \( (t, x) \in \mathbb{R}^+ \times \mathbb{R} \) the function \( y \in (-\infty, \varphi(0)) \mapsto q_\varphi(t, x; y) \) is continuous. If \( x \geq \varphi(t) \), this is obvious, hence let us assume that \( x < \varphi(t) \). Arguing as in Theorem 4.8, we only have to show that \( r_\varphi(t, x; \cdot) \) is continuous in \( y \), by Helly’s Theorem (e.g., [40, Theorem 4., page 370]), since \( \mathcal{T} \) is a continuous random variable by Lemma 4.1, it will be sufficient to prove that \( \mathbb{P}_{y_n} (\mathcal{T} \leq t) \to \mathbb{P}_y (\mathcal{T} \leq t) \) for every \( t \geq 0 \) and \( \{y_n\}_{n \in \mathbb{N}} \subset (-\infty, \varphi(0)) \) such that \( y_n \to y \in (-\infty, \varphi(0)) \).

Note that

\[
\mathbb{P}_y (\mathcal{T} \leq t) = \mathbb{P}_0 (\mathcal{T}^y \leq t) \tag{4.16}
\]

where

\[
\mathcal{T}^y := \inf \{ t \geq 0 : y + X_\varphi(t) - \varphi(t) > 0 \}. \tag{4.17}
\]

Therefore we have to prove that

\[
\mathbb{P} (\mathcal{T}^{y_n} \leq t) \to \mathbb{P} (\mathcal{T}^y \leq t) \tag{4.18}
\]

whenever \( y_n \to y \). To do this, we proceed as follows. Let \( D(\mathbb{R}^+_0) \) be the space of real valued càdlàg functions and let \( D_\infty(\mathbb{R}^+_0) \subset D(\mathbb{R}^+_0) \) the set containing elements \( d \in D(\mathbb{R}^+_0) \) such that \( \lim_{t \to +\infty} \sup_{0 \leq s \leq t} d(s) = \infty \).

Since \( \limsup_{t \to \infty} X_\varphi(t) - \varphi(t) = +\infty \) a.s., then for any \( n \in \mathbb{N} \) it holds \( y_n + X_\varphi(\cdot) - \varphi(\cdot) \in D_\infty(\mathbb{R}^+_0) \) a.s. Furthermore, it is clear that \( y + X_\varphi(\cdot) - \varphi(\cdot) \in C(\mathbb{R}^+_0) \) almost surely and that \( y_n + X_\varphi(\cdot) - \varphi(\cdot) \to y + X_\varphi(\cdot) - \varphi(\cdot) \) almost surely in the uniform topology of \( C(\mathbb{R}^+_0) \), thus implying that the convergence also holds in \( D_\infty(\mathbb{R}^+_0) \) with Skorokhod’s \( M \) topology (see [74, Chapter 12]).

Now we show that the distribution of \( \max_{0 \leq s \leq t} y + X_\varphi(s) - \varphi(s) \) cannot admit an atom at 0. Indeed

\[
\mathbb{P} \left( \max_{0 \leq w \leq t} (y + X_\varphi(w) - \varphi(w)) = 0 \right)
\leq \mathbb{P} (y + X_\varphi(w) - \varphi(w) \leq 0, \forall w \in [\mathcal{T}^y, t], \mathcal{T}^y \leq t)
\]

\[
= \int_0^t \mathbb{P} (y + X_\varphi(w) - \varphi(w) \leq 0, \forall w \in [z, t] \mid \mathcal{T}^y = z) \mathbb{P} (\mathcal{T}^y \in dz). \tag{4.19}
\]

We recall that, by Lemma 3.6, \( X_\varphi \) satisfies the strong Markov property at \( \mathcal{T}^y \), hence

\[
\mathbb{P} (y + X_\varphi(w) - \varphi(w) \leq 0, \forall w \in [z, t] \mid \mathcal{T}^y = z)
= \mathbb{P}_{\varphi(z)-y} (y + X_\varphi(w) - \varphi(w+z) \leq 0, \forall w \in [0, t-z])
\leq \mathbb{P}_{\varphi(z)-y} (\exists \tau > 0 : \forall t \in [0, \tau], y + X_\varphi(t) - \varphi(z+t) \leq 0). \tag{4.20}
\]

Now, since (4.15) holds, if \( \lim_{\lambda \to \infty} \frac{\Phi(\lambda)}{\Phi'(\lambda)} < 2 \) we use a restatement of [15, Proposition III.10] in terms of the inverse of the subordinator (as for instance done in [16, Proposition 4.4] for [15, Theorem III.9]), otherwise if \( \varphi \) is concave, then \( t \in \mathbb{R}^+ \mapsto \frac{\varphi(z+t) - \varphi(z)}{t} \in \mathbb{R} \) is non-increasing and we can use [16, Proposition 4.4]. In both cases, we get

\[
\lim_{t \to 0} \frac{L(t)}{\varphi(z+t) - \varphi(z)} = +\infty, \text{ a.s.,} \tag{4.21}
\]

from which it follows that, for almost all \( \omega \in \Omega \), there exists \( \tau_0(\omega) \) such that \( \varphi(t+z) - \varphi(z) \leq L(t, \omega) \), for all \( t \in [0, \tau_0(\omega)] \), that implies that, a.s., \( Y(t, \omega) - \varphi(t+z) \geq y + X_\varphi(t, \omega) - \varphi(z) - L(t, \omega) \), for all \( t \in [0, \tau_0(\omega)] \).

Therefore, using (4.20), we have that

\[
\mathbb{P} (y + X_\varphi(w) - \varphi(w) \leq 0, \forall w \in [z, t] \mid \mathcal{T}^y = z)
\leq \mathbb{P}_{\varphi(z)-y} (\exists \tau : \forall t \in [0, \tau], y + X_\varphi(t) - \varphi(z+t) \leq 0)
\leq \mathbb{P}_{\varphi(z)-y} (\exists \tau : \forall t \in [0, \tau], y + X_\varphi(t) - L(t) - \varphi(z) \leq 0)
= \mathbb{P}_{\varphi(z)} (\exists \tau : \forall t \in [0, \tau], B(L(t)) - L(t) \leq \varphi(z)). \tag{4.22}
\]

Now notice that

\[
\{B(L(t, \omega), \omega) - L(t, \omega) : t \in [0, \tau_0(\omega)]\} = \{B(t, \omega) - t : t \in [0, L(\tau_0(\omega), \omega)]\} \tag{4.23}
\]
hence

\[ P_{\varphi(z)} (\exists \varepsilon < \varepsilon_0 : \forall t \in [0, \varepsilon], B(L(t)) - L(t) \leq \varphi(z)) \]

\[ = P_{\varphi(z)} (\exists \varepsilon < L(\varepsilon_0) : \forall t \in [0, \varepsilon], B(t) - t \leq \varphi(z)) \]

\[ = E_0 \left[ P_{\varphi(z)} (\exists \varepsilon < L(\varepsilon_0) : \forall t \in [0, \varepsilon], B(t) - t \leq \varphi(z)) \mid \{ L(t), t \geq 0 \} \right] = 0, \]

where we notice that \( \varepsilon_0 \) is a functional of \( \{ L(t), t \geq 0 \} \) and \( L(\varepsilon_0) > 0 \). This proves that (4.22) is zero.

Now we show that \( y + X_\Phi(t) - \varphi(t) \) does not assume the value 0 in the interval \( (T^y - \varepsilon, T^y) \) a.s. Indeed, if for \( \omega \in \Omega \) there exists \( t < T^y \) such that \( y + X_\Phi(t, \omega) - \varphi(t) = 0 \), then \( \max_{0 \leq s \leq t} y + X_\Phi(s, \omega) - \varphi(s) = 0 \) for any \( t \leq z < T^y \) and, in particular, we can suppose \( z \in \mathbb{Q} \). Thus, we have

\[ P(\exists t < T^y : y + X_\Phi(t) - \varphi(t) = 0) \leq P(\exists z < T^y, z \in \mathbb{Q} : \max_{0 \leq s \leq z} y + X_\Phi(s) - \varphi(s) = 0) \]

\[ \leq \sum_{z \in \mathbb{Q}} P(\max_{0 \leq s \leq z} y + X_\Phi(s) - \varphi(s) = 0) = 0, \]

where the latter equality holds since the distribution of \( \max_{0 \leq s \leq t} y + X_\Phi(s) - \varphi(s) \) does not admit any atom at 0 for any \( t > 0 \).

Finally, once this has been verified, we have that \( P_0(T^{\varphi} \leq t) \rightarrow P_0(T^y \leq t) \) for all \( t > 0 \) by [74, Theorem 13.6.4].

It is worth noticing that actually \( P_0(T^{\varphi} \leq t) \rightarrow P_0(T^y \leq t) \) uniformly, see Appendix A.5.

Now we are ready to show that \( g_\Phi \) is continuous on \( \mathbb{R}^+ \times \mathbb{R} \times (-\infty, \varphi(0)) \). To do this, fix \( (t, x, y) \in \mathbb{R}^+ \times \mathbb{R} \times (-\infty, \varphi(0)) \) and let \( \{ (t_n, x_n, y_n) \}_{n \in \mathbb{N}} \subset \mathbb{R}^+ \times \mathbb{R} \times (-\infty, \varphi(0)) \) be such that \( (t_n, x_n, y_n) \rightarrow (t, x, y) \). Let us first observe that if \( x > \varphi(t) \), then we can consider \( \varepsilon > 0 \) such that \( x - \varphi(t) > \varepsilon \). Without loss of generality, we can assume that \( x_n - \varphi(t) > \frac{\varepsilon}{2} \) and, by continuity of \( \varphi \), \( \varphi(t_n) - \varphi(t) < \frac{\varepsilon}{4} \), so that

\[ x_n - \varphi(t_n) = x_n - \varphi(t) - (\varphi(t_n) - \varphi(t)) > \frac{\varepsilon}{4}. \]

As a consequence, \( g_\Phi(t_n, x_n; y_n) = 0 = g_\Phi(t, x; y) \) for all \( n \in \mathbb{N} \). Next, assume that \( x < \varphi(t) \). Then, it is sufficient to show that \( g_\Phi \) is continuous in \((t, x, y)\). To do this, notice that

\[ |r_\Phi(t_n, x_n; y_n) - r_\Phi(t, x; y)| \]

\[ \leq |r_\Phi(t_n, x_n; y_n) - r_\Phi(t, x; y_n)| + |r_\Phi(t, x; y_n) - r_\Phi(t, x; y)| = S_{n}^1 + S_{n}^2. \]

We have already shown that \( \lim_{n \rightarrow \infty} S_{n}^2 = 0 \). To prove that \( \lim_{n \rightarrow \infty} S_{n}^1 = 0 \), let us first consider the case in which \( t_n \uparrow t \). Then

\[ S_{n}^1 \leq \int_0^{t_n} |p_\Phi(t-w, x_n; \varphi(w)) - p_\Phi(t-w, x; \varphi(w))| P_{y_n}(\mathcal{T} \in dw) \]

\[ + \int_{t_n}^t p_\Phi(t-w, x; \varphi(w)) P_{y_n}(\mathcal{T} \in dw) = I_{n}^1 + I_{n}^2. \]

Since \( x < \varphi(t) \), let \( \varphi(t) - x > \varepsilon \) we can assume, without loss of generality, that \( \varphi(t) - x_n > \frac{\varepsilon}{2} \) and, by continuity of \( \varphi \), \( \varphi(t) - \varphi(t_n) < \frac{\varepsilon}{4} \). Then

\[ \varphi(t_n) - x_n = \varphi(t) - x_n - (\varphi(t) - \varphi(t_n)) > \frac{\varepsilon}{4} > 0. \]

As a consequence, there exists a compact \( K \subset \mathbb{R}^+_0 \times \mathbb{R}^2 \) such that all the curves \( w \in [0, t_n] \rightarrow (t_n - w, x_n, \varphi(w)) \in \mathbb{R}^+_0 \times \mathbb{R}^2 \) are contained in \( K \) and \((0, 0, 0) \notin K \). Since \( p_\Phi \) is continuous in \( K \), it is also uniformly continuous, hence there exists a non-decreasing modulus of continuity \( \varpi : \mathbb{R}^+_0 \rightarrow \mathbb{R}^+_0 \) such that \( \varpi(0) = \lim_{r \downarrow 0} \varpi(r) = 0 \) and

\[ |p_\Phi(t_n-w, x_n; \varphi(w)) - p_\Phi(t-w, x; \varphi(w))| \leq \varpi(|t_n - t| + |x_n - x|). \]

Hence

\[ I_{n}^1 \leq \varpi(|t_n-t| + |x_n-x|) P_{y_n}(\mathcal{T} \leq t_n) \leq \varpi(|t_n-t| + |x_n-x|) \rightarrow 0. \]
For $I^2_n$, notice that the curve $w \in [0, t] \mapsto (t - w, \varphi(w)) \in \mathbb{R} \times \mathbb{R}$ lies in the interior of a compact set $K \subset \mathbb{R} \times \mathbb{R}$ such that $(0, 0) \not\in K$. Hence

$$I^2_n \leq \max_{(s, \xi, \eta) \in K} p_{\varphi}(s, \xi; \eta)(P_y(t) - P_y(t)).$$

Since we have that $P_{\varphi}(T \leq \cdot)$ converge uniformly to $P_{\varphi}(T \leq \cdot)$, it is clear that $\lim_{n \to \infty} I^2_n = 0$. The same argument holds if $t_n \downarrow t$. Notice that this is enough to prove that $\lim_{n \to \infty} S^1_n = 0$. Indeed, let $\{(t_n, x_n; y_n)\}_{n \in \mathbb{N}}$ be the subsequence such that $\lim_{n \to \infty} S^1_n = \limsup_{n \to \infty} S^1_n$. Then we can consider a further, non-relabelled, subsequence $\{(t_n, x_n; y_n)\}_{n \in \mathbb{N}}$ such that $t_n$ converges monotonically towards $t$. Then, by the previous argument, $0 = \lim_{n \to \infty} S^1_n = \limsup_{n \to \infty} S^1_n$.

Now let $x = \varphi(t)$. If $x_n = \varphi(t_n)$, then we already know that $q_{\varphi}(t_n, \varphi(t_n); y_n) = 0 = q_{\varphi}(t, \varphi(t); y)$ and then $\lim_{n \to \infty} r_{\varphi}(t_n, \varphi(t_n); y_n) = r_{\varphi}(t, \varphi(t); y)$. In general, we split the absolute value as follows:

$$|r_{\varphi}(t_n, x_n; y_n) - r_{\varphi}(t, x; y)| \leq |r_{\varphi}(t_n, x_n; y_n) - r_{\varphi}(t_n, \varphi(t_n); y_n)| + |r_{\varphi}(t_n, \varphi(t_n); y_n) - r_{\varphi}(t, \varphi(t); y)| = S^3_n + S^4_n.$$

Clearly, $\lim_{n \to \infty} S^3_n = 0$. To handle $S^4_n$, notice that, arguing as in Theorem 4.8,

$$S^4_n \leq S_T(1, T)^{2 - 1 - 2\varepsilon} \int_0^T U_{-\frac{1}{2} - \varepsilon}(s) ds$$

where $\varepsilon \in (0, \frac{1}{2})$, $T > \max\{t_n, t\}$ for all $n \in \mathbb{N}$ and $\{y_n\}_{n \in \mathbb{N}} \subset I \subset (-\infty, \varphi(0))$ for a compact set $I$ and $U_p$ is defined in (2.19). Taking the limits as $n \to \infty$, we finally get $\lim_{n \to \infty} S^4_n = 0$.

**Remark 4.10.** Notice that (4.15) is for instance implied by asking that $\varphi$ is bounded. Other conditions that imply the first limit in (4.15) can be found by means of the law of the iterated logarithm for $X_{\varphi}(t)$, as given in [44, Theorem 4]. Let us also observe that the condition $\limsup_{\lambda \to \infty} \frac{\Phi(2\lambda)}{\lambda^{1/2}} < 2$ is, for instance, implied by asking that $\Phi$ is regularly varying at infinity of order $\alpha \in [0, 1)$. Furthermore, it is also equivalent to $\limsup_{\lambda \to \infty} \frac{\Phi(\lambda)}{\lambda^{1/2}} < 1$ (see [15, Exercise III.6]).

Concerning the behaviour of $q_{\varphi}$ as $t \downarrow 0$, we have the following result.

**Proposition 4.11.** Suppose Assumptions (A2) and (A2). Assume further that $\varphi$ is non-decreasing and locally Lipschitz. For any fixed $y \in (-\infty, \varphi(0))$ it holds $\lim_{t \to 0} q_{\varphi}(t, x; y) = 0$ locally uniformly with respect to $x \in \mathbb{R} \setminus \{y\}$.

**Proof.** Recall that, for $t \leq 1$,

$$r_{\varphi}(t, x; y) = \int_0^t p_{\varphi}(t - w, x; \varphi(w)) P_y(T \in dw) \leq S_T((y, 1)) \int_0^T U_{-\frac{1}{2}}(w) dw$$

where $U_p$ is defined in (2.19). Hence $\lim_{t \to 0} r_{\varphi}(t, x; y) = 0$ uniformly in $x$. Recall, however, that we have $\lim_{t \to 0} p_{\varphi}(t, x; y) = 0$ locally uniformly with respect to $x \in \mathbb{R} \setminus \{y\}$, as shown in Proposition 3.1.

**Remark 4.12.** Actually, with the same proof, we have $\lim_{t \to 0} q_{\varphi}(t, x; y) = 0$ locally uniformly with respect to $(x, y) \in (\mathbb{R} \times (-\infty, \varphi(0))) \setminus \text{diag}(\mathbb{R}^2)$.

The latter allows us to define, for $x \neq y$, $q_{\varphi}(0, x; y) = 0$. In next proposition we study the regularity in the $x$ variable of the sub-probability density $q_{\varphi}(\cdot, \cdot; y)$.

**Proposition 4.13.** Suppose Assumption (A2) holds. Let $\varphi : \mathbb{R}^+ \to \mathbb{R}^+$ be continuous, non-decreasing and such that if there exists $0 \leq t_1 < t_2 < \infty$ such that $\varphi(t_1) = \varphi(t_2)$ then $\varphi(t_1) = \varphi(t)$ for all $t \geq t_1$. Then $\partial_{x} q_{\varphi}(t, x; y)$ is well-defined and continuous in any $(t, x)$ such that $x \neq \varphi(t)$ and $t > 0$. Then, for $x \neq \varphi(t)$ with $x \neq y$,

$$\partial_{x} q_{\varphi}(t, x; y) = \partial_{x} p_{\varphi}(t, x; y) - \int_0^t \partial_{x} p_{\varphi}(t - w, x; \varphi(w)) P_y(T \in dw).$$

If furthermore Assumptions (A2) and (A3) hold, then $\partial_{x}^2 q_{\varphi}(t, x; y)$ is well-defined and continuous in any $(t, x)$ such that $x \neq \varphi(t)$ and $t > 0$, and, for $x \neq \varphi(t)$ with $x \neq y$,

$$\partial_{x}^2 q_{\varphi}(t, x; y) = \partial_{x}^2 p_{\varphi}(t, x; y) - \int_0^t \partial_{x}^2 p_{\varphi}(t - w, x; \varphi(w)) P_y(T \in dw).$$
Proof. The case \( x > \varphi(t) \) is trivial. We only need to show the statement for \( r_\Phi \). To do this, notice that we can construct a compact set \( K \subset \mathbb{R}_+^n \times \mathbb{R} \) such that \( w \in [0, t] \mapsto (t - w, x - \varphi(w)) \in \mathbb{R}_+^n \times \mathbb{R} \) lies in \( K \) and \((0, 0) \notin K \). According to Proposition 3.1, \( \partial_x p_\Phi(t, \cdot, \cdot) \) is defined in \( K \setminus \{(t, 0), \ t \geq 0\} \), where \( |K \cap \{(t, 0), \ t \geq 0\}| = 0 \), and belongs to \( L^\infty(K) \). Hence \( \partial_x p_\Phi(t - w, x; \varphi(w)) \) is well-defined for all \( w \in [0, t] \) such that \( x \neq \varphi(w) \). However, notice that if \( x \in [\varphi(0), \varphi(t)] \) then the preimage \( \varphi^{-1}(x) = \{w_x\} \) for some \( w_x \in [0, t) \), while if \( x < \varphi(0) \), then \( \varphi^{-1}(x) = \emptyset \). In any case, \( \mathbb{P}_y(T \in \varphi^{-1}(x)) = 0 \) since \( T \) is a continuous random variable and then we can state that \( \partial_x p_\Phi(t - w, x; \varphi(w)) \) is well-defined for \( \mathbb{P}_y(T \in dw) \)-a.a. \( w \in [0, t] \). Furthermore, for fixed \( w \in [0, t] \) such that \( x \neq \varphi(w) \), the function \( \partial_x p_\Phi(t - w, \cdot; \varphi(w)) \) is continuous in a neighbourhood of \( x \) and, according to the previous argument, it is bounded by \( \sup_{(t, x) \in K} |\partial_x p_\Phi(t, x; 0)| \), which is independent of \( w \). Hence, by a simple application of the dominated convergence theorem, we have

\[
\partial_x r_\Phi(t, x; y) = \int_0^t \partial_x p_\Phi(t - w, x; \varphi(w)) \mathbb{P}_y(T \in dw).
\]

Continuity follows by exactly the same argument. Under Assumptions (A2) and (A3) and using also Proposition 3.4, the same argument holds for the second derivative. \( \square \)

Next, we investigate the action of the nonlocal operator \( \partial_t^\Phi \) on \( q_\Phi \).

Proposition 4.14. Suppose Assumption (A2), (A2) and (A3) hold. Let \( \varphi \) be non-decreasing and locally Lipschitz. Then, for \( t > 0 \) and \( x \neq y \) it holds

\[
\partial_t^\Phi q_\Phi(t, x; y) = \partial_t^\Phi p_\Phi(t, x; y) - \int_0^t \partial_t^\Phi p_\Phi(t - w, x; \varphi(w)) p_T(w; y) \, dw.
\]

Proof. Define

\[
k_\Phi(t, w, x) := 1_{\mathbb{R}_+}(t - w) \int_0^{t-w} p_\Phi(t - s - w, x; \varphi(w)) \mathbb{P}(s) \, ds. \tag{4.24}
\]

Notice that

\[
\int_0^t \mathbb{P}(s) r_\Phi(t - s, x; y) \, ds = \int_0^t \int_0^{t-s} \mathbb{P}(s) p_\Phi(t - s - w, x; \varphi(w)) p_T(w; y) \, dw \, ds = \int_0^t \int_0^{t-w} \mathbb{P}(s) p_\Phi(t - s - w, x; \varphi(w)) p_T(w; y) \, dw \, ds = \int_0^{+\infty} k_\Phi(t, w, x) p_T(w; y) \, dw.
\]

Since \( \lim_{t \to 0} r_\Phi(t, x; y) = 0 \), we have

\[
\partial_t^\Phi r_\Phi(t, x; y) = \partial_t \left( \int_0^{+\infty} k_\Phi(t, w, x) p_T(w; y) \, dw \right).
\]

Since \( x < \varphi(t) \), then either \( x < \varphi(0) \) and then \( \varphi^{-1}(x) = \emptyset \) or \( x \in [\varphi(0), \varphi(t)) \) and then \( \varphi^{-1}(x) = \{w_x\} \). For \( w \neq w_x \) and \( w \neq t \), since \( \lim_{r \to 0} p_\Phi(t, x; \varphi(w)) = 0 \), we have

\[
\partial_t k_\Phi(t, w, x) = 1_{\mathbb{R}_+}(t - w) \partial_t^\Phi p_\Phi(t - w, x; \varphi(w)). \tag{4.25}
\]

Before proceeding, let us provide a further bound on \( \partial_2^\Phi q_\Phi \). Consider two compact sets \( K_1, K_2 \subset \mathbb{R} \) with \( K_1 \cap K_2 = \emptyset \) and let \( \varepsilon = \min_{(\xi, \eta) \in K_1 \times K_2} |\xi - \eta| \). Then we have, for \( (\xi, \eta) \in K_1 \times K_2 \),

\[
|\partial_2^\Phi p_\Phi(t, \xi; \eta)| \leq \sqrt{\frac{2}{\pi}} E \left[ (L(t))^{-\frac{3}{2}} |(\xi - \eta)^2 (L(t))^{-1} - 1| e^{-\frac{(|\xi - \eta|^2)}{3\sigma^2 \tau^2}} \right] \\
\leq \sqrt{\frac{2}{\pi}} E \left[ (\xi - \eta)^2 (L(t))^{-\frac{3}{2}} e^{-\frac{(|\xi - \eta|^2)}{3\sigma^2 \tau^2}} \right] + \sqrt{\frac{2}{\pi}} E \left[ (L(t))^{-\frac{3}{2}} e^{-\frac{(|\xi - \eta|^2)}{3\sigma^2 \tau^2}} \right]. \tag{4.26}
\]

Now observe that for all \( r \geq 0 \) and \( \lambda > 0 \) it holds

\[
r^{\frac{3}{4}} e^{-\lambda r} \leq \left( \frac{5}{2e\lambda} \right)^\frac{3}{2} \quad \text{and} \quad r^{\frac{3}{2}} e^{-\lambda r} \leq \left( \frac{3}{2e\lambda} \right)^\frac{3}{2}.
\]
hence we get, setting $r = (L(t))^{-1}$ and $\lambda = \frac{(\xi - \eta)^2}{4}$, by (4.26),
\[
|\partial^2_t p_{\Phi}(t, \xi; \eta)| \leq \sqrt{\frac{2}{\pi}} \left( \left( \frac{10}{e} \right)^\frac{3}{2} + \left( \frac{6}{e} \right)^\frac{3}{2} \right) (\xi - \eta)^{-3} E \left[ e^{-\frac{(\xi - \eta)^2}{4 \pi \eta}} \right].
\]

Furthermore, by Theorem 3.2 we know that
\[
|\partial^4_t p_{\Phi}(t, \xi; \eta)| \leq \frac{1}{\sqrt{2\pi}} \left( \left( \frac{10}{e} \right)^\frac{3}{2} + \left( \frac{6}{e} \right)^\frac{3}{2} \right) \varepsilon^{-3} E \left[ e^{-\frac{\varepsilon^2}{4 \pi \eta}} \right].
\]

Going back to (4.25), notice that for $w \to t$ we have that $\varphi(w) \to \varphi(t) > x$. Hence, there exists $\delta > 0$ and two compact sets $K_1, K_2 \subset \mathbb{R}$ such that $K_1 \cap K_2 = \emptyset$, $\varphi(w) \in K_1$ for all $w \in [t - \delta, t)$ and $x \in K_2$. Hence, if $\varepsilon = \min(\xi - \eta, \eta - \delta)$, we have
\[
|\partial_t k_{\Phi}(t, w, x)| \leq \sqrt{\frac{2}{\pi}} \left( \left( \frac{10}{e} \right)^\frac{3}{2} + \left( \frac{6}{e} \right)^\frac{3}{2} \right) \varepsilon^{-3} E \left[ e^{-\frac{\varepsilon^2}{4 \pi \eta}} \right]
\]
and then
\[
\lim_{w \to t} |\partial_t k_{\Phi}(t, w, x)| = 0.
\]

If $x < \varphi(0)$, exactly the same argument guarantees that $\partial_t k_{\Phi}(t, \cdot, x)$ is bounded and continuous and that for any compact set $K \subset (0, +\infty)$ it holds $\sup_{(t, w) \in K \times \mathbb{R}^+} |\partial_t k_{\Phi}(t, w, x)| < \infty$. Hence, a simple dominated convergence argument shows that
\[
\partial^4_t r_{\Phi}(t, x; y) \, ds = \int_0^{+\infty} \partial_t k_{\Phi}(t, w, x) p_{\tau}(t; w, y) \, dw = \int_0^t \partial^4_t p_{\Phi}(t - w, x; \varphi(w)) p_{\tau}(t; w, y) \, dw.
\]

Now let us handle the case $x \in [\varphi(0), \varphi(t))$. In this case, the function $\partial_t k_{\Phi}(t, \cdot, x)$ is not defined in $w_x$, but it is still continuous in $\mathbb{R}^+ \backslash \{w_x\}$. Nevertheless, by (3.16), we know that
\[
\lim_{w \to w_x} \partial_t k_{\Phi}(t, w, x) = -\frac{1}{\sqrt{2\pi}} \int_0^{+\infty} s^{-\frac{3}{2}} \partial_s f_{\xi}(s, t) \, ds
\]
where the limit holds locally uniformly with respect to $t > 0$. Furthermore, by Assumption (A3), we know that the right-hand side of (4.29) is locally bounded with respect to $t$. As a consequence, we can extend $\partial_t k_{\Phi}(t, \cdot, x)$ by continuity in $w_x$ by setting $\partial_t k_{\Phi}(t, w, x) := -\frac{1}{\sqrt{2\pi}} \int_0^{+\infty} s^{-\frac{3}{2}} \partial_s f_{\xi}(s, t) \, ds$ and then notice that for any compact set $K \subset (0, +\infty)$ it holds $\sup_{(t, w) \in K \times \mathbb{R}^+} |\partial_t k_{\Phi}(t, w, x)| < \infty$ to obtain again (4.28). Thus, applying the operator $\partial^4_t$ on $q_{\Phi}(\cdot, x; y)$ for $x \neq y$ and using (4.2) and (4.28) we get the desired result.

\section{Main result}

We are now ready to state and prove our main result which will imply, as a particular case, the existence result in Theorem 1.1. Uniqueness will be dealt with separately.

\begin{theorem}
Suppose that (A2), (A2) and (A3) hold. Let $\varphi : \mathbb{R}_0^+ \to \mathbb{R}$ be continuous and non-decreasing. Assume further that if there exist $t_1 < t_2$ such that $\varphi(t_1) = \varphi(t_2)$, then $\varphi(t) = \varphi(t_1)$ for all $t \geq t_1$. Let also $f \in C_c(-\infty, \varphi(0))$ and consider the time-nonlocal Cauchy-Dirichlet problem
\begin{equation}
\begin{cases}
\partial^4_t u(t, x) = \frac{1}{2} \partial^2_x u(t, x) & t > 0, \ x < \varphi(t) \\
u(t, x) = 0 & t \geq 0, \ x \geq \varphi(0) \\
u(0, x) = f(x) & x < \varphi(0) \\
\lim_{x \to -\infty} u(t, x) = 0 & \text{locally uniformly with respect to } t > 0.
\end{cases}
\end{equation}

Then there exists a function $u : \mathbb{R}_0^+ \times \mathbb{R} \to \mathbb{R}$ such that, setting $E = \{(t, x) \in \mathbb{R}^+ \times \mathbb{R} : x < \varphi(t)\}$:
\begin{enumerate}
\item $u \in C^0(E)$;
\item For all $t \in E_1$ it holds $u(t, \cdot) \in C^2(E_2(t))$;
\end{enumerate}
\end{theorem}
(3) For all $x \in E_2$, it holds $\partial_t^p u(\cdot, x) \in C(E_1(x))$; 
(4) For all $x \in E_2 \setminus \{\varphi(0)\}$, it holds $\partial_t^p u(\cdot, x) \in L^1_{\text{loc}}(E_1(x))$; 
(5) $u$ satisfies (5.1).

In particular, such a function $u$ is given by

$$u(t, x) = \int_{-\infty}^{\varphi(0)} q_\Phi(t, x; y) f(y) \, dy,$$

where $q_\Phi$ is defined in Theorem 4.2 and we set $u(0, x) = f(x)$.

In order to prove this theorem, we state and prove the following further result (which is, however of independent interest).

**Theorem 5.2.** Suppose that (A2), (A2) and (A3) hold. Let $\varphi : \mathbb{R}^+_0 \to \mathbb{R}$ be locally Lipschitz and non-decreasing. Assume further that if there exist $t_1 < t_2$ such that $\varphi(t_1) = \varphi(t_2)$, then $\varphi(t) = \varphi(t_1)$ for all $t \geq t_1$. Then the function $q_\Phi$ defined in Theorem 4.2 satisfies

$$\begin{cases}
\partial_t^p q_\Phi(t, x; y) = \frac{1}{2} \partial_x^2 q_\Phi(t, x; y) & t > 0, \; x < \varphi(t), \; y < \varphi(0), \; x \neq y \\
n_\Phi(t, x; y) = 0 & t \geq 0, \; x \geq \varphi(t) \text{ or } y \geq \varphi(0) \\
\lim_{x \to -\infty} q_\Phi(t, x; y) = 0 & \text{locally uniformly with respect to } t > 0 \text{ and } y \in \mathbb{R} \\
\lim_{t \to 0^+} q_\Phi(t, x; y) = 0 & x \neq y \\
\lim_{t \to 0^+} q_\Phi(t, x; y) \, dy = \delta_x(dy) & \text{vaguely as a measure on } (-\infty, \varphi(0)).
\end{cases}$$

**Proof.** First notice that the second equality in (5.3) is verified for $x \geq \varphi(t)$ by Theorem 4.8, while for $y \geq \varphi(0)$ this is implied by the definition of $q_\Phi$. Furthermore, the fourth equality in (5.3) is proved in Proposition 4.11. Concerning the last equality in (5.3), recall that, by Proposition 3.1, $\lim_{t \to 0^+} p_\Phi(t, x; y) \, dy = \delta_x(dy)$ weakly. Now let $f \in C_c((-\infty, \varphi(0)))$ and observe that, since $\text{supp}(f) \subset (-\infty, \varphi(0))$,

$$\int_{-\infty}^{\varphi(0)} q_\Phi(t, x; y) f(y) \, dy = \int_{-\infty}^{+\infty} p_\Phi(t, x; y) f(y) \, dy - \int_{\text{supp}(f)} r_\Phi(t, x; y) f(y) \, dy.$$

Furthermore, observe that, for $t \leq 1$, since $\varphi$ is locally Lipschitz, we can use Theorem 4.7 to obtain,

$$\int_{\text{supp}(f)} r_\Phi(t, x; y) f(y) \, dy \leq \frac{|\text{supp}(f)|}{\sqrt{2\pi}} \frac{S_T(\text{supp}(f), T) \max_{y \in \text{supp}(f)} |f(y)|}{\sqrt{2\pi}} \int_{0}^{1} U_\frac{1}{2}(w) \, dw$$

that implies

$$\lim_{t \downarrow 0^+} \int_{\text{supp}(f)} r_\Phi(t, x; y) f(y) \, dy = 0.$$

Hence

$$\lim_{t \downarrow 0^+} \int_{-\infty}^{\varphi(0)} q_\Phi(t, x; y) f(y) \, dy = \lim_{t \downarrow 0^+} \int_{-\infty}^{+\infty} p_\Phi(t, x; y) f(y) \, dy - \lim_{t \downarrow 0^+} \int_{\text{supp}(f)} r_\Phi(t, x; y) f(y) \, dy = f(x).$$

Since $f \in C_c((-\infty, \varphi(0)))$ is arbitrary, this proves the fifth equality in (5.3).

To prove the third equality in (5.1), notice that for fixed $T > 0$ and $t \in [0, T]$ we have

$$r_\Phi(t, x; y) \leq \frac{S_T(\{y\}, T)}{\sqrt{2\pi}} \int_{0}^{t} E \left[ (L(t - w))^{-\frac{1}{2}} e^{-\frac{1}{2\sigma^2} \left( \frac{x - \varphi(w)}{2\sigma \varphi(w)} \right)^2} \right] \, dw.$$

Since we want to study the limit as $x \to -\infty$, we can assume, without loss of generality, that $(x - \varphi(0))^2 \leq (x - \varphi(w))^2$. Thus it holds

$$r_\Phi(t, x; y) \leq \frac{S_T(\{y\}, T)}{\sqrt{2\pi}} \int_{0}^{t} E \left[ (L(w))^{-\frac{1}{2}} e^{-\frac{1}{2\sigma^2} \left( \frac{x - \varphi(w)}{2\sigma \varphi(w)} \right)^2} \right] \, dw \leq \frac{S_T(\{y\}, T)}{\sqrt{2\pi}} \int_{0}^{T} E \left[ (L(w))^{-\frac{1}{2}} e^{-\frac{1}{2\sigma^2} \left( \frac{x - \varphi(w)}{2\sigma \varphi(w)} \right)^2} \right] \, dw.$$
Taking the supremum over \( t \in [0, T] \) we have
\[
\sup_{t \in [0, T]} r_\Phi(t, x; y) \leq \frac{S_T(\{y\}, T)}{\sqrt{2\pi}} \int_0^T \mathbb{E} \left[ (L(w))^{-\frac{1}{2}} e^{-\frac{(x-\varphi(0))^2}{2L(w)}} \right] dw.
\]
Now, notice that the integrand can be controlled as
\[
E \left[ (L(w))^{-\frac{1}{2}} e^{-\frac{(x-\varphi(0))^2}{2L(w)}} \right] \leq U_{-\frac{1}{2}}(w)
\]
where \( U_p \) is defined in (2.19), and thus the right-hand side belongs to \( L^1[0, T] \) so that we can use the dominated convergence theorem to conclude that
\[
\lim_{x \to -\infty} \sup_{y \in \mathbb{R}} \sup_{t \in [0, T]} r_\Phi(t, x; y) = 0. \tag{5.4}
\]
On the other hand, observing that for \( r \geq 0 \) and \( \lambda > 0 \)
\[
\sqrt{r} e^{-r^2} \leq \sqrt{2 \lambda e},
\]
we know that, for \( x \neq y \),
\[
\sup_{t \in [0, T]} p_\Phi(t, x; y) \leq \frac{1}{|x - y| \sqrt{2 \pi e}}
\]
and then, for any compact set \( K \subset \mathbb{R} \),
\[
\lim_{x \to -\infty} \sup_{y \in K} \sup_{t \in [0, T]} p_\Phi(t, x; y) = 0. \tag{5.5}
\]
Combining (5.4) and (5.5) we get
\[
\lim_{x \to -\infty} \sup_{y \in K} \sup_{t \in [0, T]} q_\Phi(t, x; y) = 0,
\]
that, since \( T > 0 \) and \( K \subset \mathbb{R} \) are arbitrary, implies the third equality in (5.3).

It only remains to show the first equality in (5.3). This is done as follows: by Proposition 4.14 we know that for all \( x < \varphi(t) \) with \( x \neq y \) it holds
\[
\partial_t^\Phi q_\Phi(t, x; y) = \partial_t^\Phi p_\Phi(t, x; y) - \int_0^t \partial_y^\Phi p_\Phi(t - w, x; \varphi(w)) p_T(w; y) dw. \tag{5.6}
\]
By assumption, we know that either \( \varphi^{-1}(x) = \emptyset \) or \( \varphi^{-1}(x) = \{w_x\} \) for some \( 0 \leq w_x < t \). Hence, by Theorem 3.2 we know that for fixed \( (t, x) \in \mathbb{R}^+ \times \mathbb{R} \) with \( x < \varphi(t) \) and \( x \neq y \),
\[
\partial_y^\Phi p_\Phi(t - w, x; \varphi(w)) = \frac{1}{2} \partial_y^2 p_\Phi(t - w, x; \varphi(w)) \tag{5.7}
\]
for all \( w \in (0, t) \) except at most for \( w = w_x \), where clearly \( |\{w_x\}| = 0 \). Hence we can use (5.7), together with Theorem 3.2 again, in (5.6) to get
\[
\partial_t^\Phi q_\Phi(t, x; y) = \frac{1}{2} \left( \partial_y^2 p_\Phi(t, x; y) - \int_0^t \partial_y^2 p_\Phi(t - w, x; \varphi(w)) p_T(w; y) dw \right) = \frac{1}{2} \partial_y^2 q_\Phi(t, x; y),
\]
where we also used Proposition 4.13. Since \( t > 0 \) and \( x \in (-\infty, \varphi(t)) \setminus \{y\} \) is arbitrary, this ends the proof.

\( \square \)

Proof of Theorem 5.1. Let \( u \) be as in (5.2). Let us first show that \( u \in C(\mathbb{R}_+^+ \times \mathbb{R}) \). For \( (t, x) \in \mathbb{R}^+ \times \mathbb{R} \), notice that \( q_\Phi(\cdot, \cdot; y) \in C(\mathbb{R}^+ \times \mathbb{R}) \). Furthermore, consider any \( t_0 \in (0, t) \) and notice that
\[
\sup_{(\tau, \xi) \in [t_0, +\infty) \times \mathbb{R}} |f(y)q_\Phi(\tau, \xi; y)| \leq \frac{\|f\|_{L^\infty(\mathbb{R})}}{\sqrt{2\pi t_0}} 1_{\text{supp}(f)}(y),
\]
hence the continuity of \( u \) in \( (t, x) \) follows by a simple application of the dominated convergence theorem.

Concerning points of the form \((0, x)\) for \( x \in \mathbb{R} \), let us split the solution as follows:
\[
u(t, x) = \tilde{u}(t, x) + u_r(t, x), \tag{5.8}
\]
where
\[
\tilde{u}(t, x) = E[f(X_\Phi(t) + x)] \quad \text{and} \quad u_r(t, x) = - \int_{\mathbb{R}} r_\Phi(t, x; y)f(y) dy.
\]
Concerning \( \tilde{u}(t, x) \), by dominated convergence it is clear that
\[
\lim_{(s, \xi) \to (0, x)} \tilde{u}(t, x) = E[f(x)] = u(0, x).
\]
On the other hand, arguing as in Proposition 4.11, we have, for \( s \in (0, 1] \) and \( \xi \in \mathbb{R} \),
\[
|u_r(s, \xi)| \leq \frac{|\text{supp}(f)|S_r(\text{supp}(f), 1)}{\sqrt{2\pi}} \int_0^s U_{\frac{r}{2}}(w) \, dw
\]
where \( U_r \) is defined in (2.19), and then
\[
\lim_{(s, \xi) \to (0, x)} |u_r(s, \xi)| = 0.
\]
This shows that \( \lim_{(s, \xi) \to (0, x)} u(s, \xi) = u(0, x) \) and then \( u \in C(\mathbb{R}_0^+ \times \mathbb{R}) \) (and then, in particular, belongs to \( C(E) \)).

Next, fix \( t > 0 \) and \( x \in \mathbb{R} \setminus \{\varphi(t)\} \) and observe that, arguing as in Proposition 4.13, there exists a compact set \( K \subset \mathbb{R}_0^+ \times \mathbb{R} \) such that the curve \( w \in [0, t] \mapsto (t-w,x-\varphi(w)) \in \mathbb{R}_0^+ \times \mathbb{R} \) lies in \( K \) and \((0,0) \notin K \). Furthermore, there exists a \( \delta > 0 \) such that for \( \xi \in [x-\delta,x+\delta] \): \( I_\delta \) the curves \( w \in [0, t] \mapsto (t-w,\xi-\varphi(w)) \in \mathbb{R}_0^+ \times \mathbb{R} \) lie into \( K \). Hence, we have that, for \( \xi \in I_\delta \),
\[
\|\partial_x q_\Phi(t,:)y\|_{L^\infty([x-\delta,x+\delta])} \leq \|\partial_x p_\Phi(\cdot,:0)\|_{L^\infty(K)}
\]
where the right-hand side is independent of \( y \). Furthermore, for \( y \in \text{supp}(f) \) and \( \xi \in I_\delta \) it is clear that \( \xi - y \in I_\delta - \text{supp}(f) \), where the latter is the Minkowski sum of two compact subsets of \( \mathbb{R} \) and thus it is compact. As a consequence
\[
\|\partial_x q_\Phi(t,:)y\|_{L^\infty(I_\delta)} \leq \|\partial_x p_\Phi(t,:,0)\|_{L^\infty(I_\delta - \text{supp}(f))} + \|\partial_x p_\Phi(\cdot,:,0)\|_{L^\infty(K)}.
\]
Hence, a simple application of the dominated convergence theorem guarantees that for \( x \neq \varphi(t) \)
\[
\partial_x u(t,x) = \int_{\text{supp}(f)} \partial_x q_\Phi(t,x;y)f(y) \, dy
\]
and \( \partial_x u(t,:) \in C(\mathbb{R} \setminus \{\varphi(t)\}) \). With the same exact argument, we have, for \( x \neq \varphi(t) \),
\[
\partial_2 u(t,x) = \int_{\text{supp}(f)} \partial_2 q_\Phi(t,x;y)f(y) \, dy \tag{5.9}
\]
and \( \partial_2 u(t,:) \in C(\mathbb{R} \setminus \{\varphi(t)\}) \). This shows that \( u(t,:) \in C^2(E_2(t)) \) for all \( t \in E_1 \). Next notice that for \( x \in \mathbb{R} \) and \( t > 0 \) it holds, if the involved quantities exist,
\[
\partial_2 q_\Phi(t,x) = \partial_t \int_{-\infty}^{\varphi(0)} f(y) \left( \int_0^t q_\Phi(s,x;y)p_\Phi(s) \, ds \right) \, dy.
\]
We want to prove that we can exchange the order of the derivative and integral sign: this will also guarantee that \( \partial_2 q_\Phi(t,x) \) is well-defined. To do this, for any fixed \( t > 0 \) and \( x < \varphi(t) \), we will provide a bound on \( |\partial_2 q_\Phi(t,x;y)| \) in a suitable neighbourhood of \( t \) that is independent of \( y \in \text{supp}(f) \). Fix \( y \in \text{supp}(f) \) and \( x < \varphi(t) \) with \( x \neq y \). We notice that, by the assumptions on \( \varphi \), there exists \( \delta > 0 \) such that \( x < \varphi(\tau) \) for all \( \tau \in [t-\delta,t+\delta] \) where \( t-\delta > 0 \). Let \( k_\Phi \text{ as in (4.24)} \) and recall that
\[
\partial_2^2 r(t,x) = \partial_t \int_0^{\varphi(0)} f(y) \left( \int_0^t q_\Phi(s,x;y)p_\Phi(s) \, ds \right) \, dy.
\]
Arguing as in Proposition 4.14, we know that \( \partial_t k_\Phi(\cdot,\cdot,x) \) is continuous and
\[
\sup_{(\tau,w) \in [t-\delta,t+\delta] \times \mathbb{R}^+} |\partial_t k_\Phi(\tau,w,x)| < \infty. \label{ineq15}\]
Hence
\[
\sup_{(\tau,w) \in [t-\delta,t+\delta] \times \text{supp}(y)} |\partial_t^2 r(t,x;y)| \leq \sup_{(t,w) \in [t-\delta,t+\delta] \times \mathbb{R}^+} |\partial_t k_\Phi(\tau,w,x)|.
\]
Furthermore,
\[
\sup_{(\tau,\xi) \in [t-\delta,t+\delta] \times (x - \text{supp}(f))} |\partial_\xi^2 p_\Phi(\tau,\xi;0)| = \frac{1}{2} \sup_{(\tau,\xi) \in [t-\delta,t+\delta] \times (x - \text{supp}(f))} |\partial_\xi^2 p_\Phi(\tau,\xi;0)| < \infty.
\]
Concerning \(\partial^\Phi u(\cdot, x)\), we distinguish among two cases. If \(x < \phi\), then, by dominated convergence, we have
\[
\partial^\Phi u(t, x) = \int_{-\infty}^{\varphi(t)} f(y) \partial^\Phi q_\Phi(t, x; y) \, dy
\]
and \(\partial^\Phi u(\cdot, x) \in C(\mathbb{R}^+),\) in particular \(\partial^\Phi u(\cdot, x) \in C(E_1(x))\) for \(x \in E_2\).

Next, we verify that \(u(t, x) = f(x)\) is guaranteed by assumption. Next, we have, for any \(T > 0\),
\[
\sup_{t \in [0, T]} |u(t, x)| \leq \sup\{f|\}_{L^\infty(\mathbb{R})} \sup_{y \in \supp(f)} \sup_{t \in [0, T]} q_\Phi(t, x; y)
\]
and then, taking the limit as \(x \to -\infty\), by the third equality in (5.3), we get
\[
\lim_{x \to -\infty} \sup_{t \in [0, T]} |u(t, x)| = 0.
\]

This proves that \(u\) satisfies (5.1).

Finally, we need to show that \(\partial^\Phi u(\cdot, x) \in L^1_{\text{loc}}(\overline{E}_1(x))\) for all \(x \in E_2 \setminus \{\phi(0)\}\). To do this, let us split again \(u\) as in (5.8) and notice that
\[
\partial^\Phi u(t, x) = \partial^\Phi \tilde{u}(t, x) + \partial^\Phi u_r(t, x).
\]

Concerning \(\partial^\Phi \tilde{u}(t, x)\), by [19, Theorem 2.1] we know that
\[
\mathcal{T}^\Phi \tilde{u}(t, x) = \frac{1}{2} \int_0^T \partial^2_s \tilde{u}(s, x) \, ds
\]
for all \(x \in \mathbb{R},\) which in turn guarantees that \(\partial^\Phi \tilde{u}(\cdot, x) \in L^1_{\text{loc}}(\overline{E}_1(x))\) for \(x \in E_2\). Concerning \(u_r\), let us distinguish among two cases. If \(x < \phi(0)\), then consider any \(T > 0\). Notice that
\[
\int_0^T \int_0^t |\partial^\Phi p_\Phi(t - w, x; \varphi(w))| p_T(w; y) \, dw \, dt = \int_0^T \left( \int_0^T |\partial^\Phi p_\Phi(t - w, x; \varphi(w))| \, dt \right) p_T(w; y) \, dw
\]
\[
= \frac{1}{2} \int_0^T \left( \int_0^T |\partial^2_w p_\Phi(t - w, x; \varphi(w))| \, dt \right) p_T(w; y) \, dw
\]
\[
\leq \frac{1}{2} \sqrt{\frac{2}{\pi}} \left( \frac{10}{e} \right)^{\frac{5}{2}} + \left( \frac{6}{e} \right)^{\frac{3}{2}} \int_0^T (x - \varphi(w))^{-3} \left( \int_0^T e^{-\frac{(x-\varphi(w))^2}{4\pi}} \, dt \right) \, dt \, p_T(w; y) \, dw
\]
\[
\leq \frac{(x - \varphi(0))^{-3} T}{2} \sqrt{\frac{2}{\pi}} \left( \frac{10}{e} \right)^{\frac{5}{2}} + \left( \frac{6}{e} \right)^{\frac{3}{2}}.
\]

Integrating this against \(|f(y)|\) we get that \(u_r(\cdot, x) \in L^1_{\text{loc}}(\overline{E}_1(x))\). If \(\varphi\) is not constant and \(x \in (\varphi(0), \varphi(t))\), then let \(\varphi^{-1}(x) = \{w_x\}\) and observe that \(w_x > 0\). Then we can apply the same argument as before for \(T = \frac{w_x}{2}\): since we already know that \(\partial^\Phi u_r(\cdot, x) \in C(E_1(x))\), then this is enough to guarantee that \(\partial^\Phi u_r(\cdot, x) \in L^1_{\text{loc}}(\overline{E}_1(x))\).

Concerning uniqueness, let us first show the following general result.

**Theorem 5.3.** Under the assumptions of Theorem 5.1, there exists at most one function \(u : \mathbb{R}_0^+ \times \mathbb{R} \to \mathbb{R}\) satisfying items (1), (2), (3) and (5) of Theorem 5.1 and
\[
(4') \text{ For all } x \in E_2 \text{ it holds } \partial^\Phi u(\cdot, x) \in L^1_{\text{loc}}(\overline{E}_1(x)).
\]
Proof. Since the equation is linear, it is sufficient to prove the statement for \( f \equiv 0 \). Precisely, we only need to prove that if \( u \) satisfies (1), (2), (3), (4'), (5) then \( u \equiv 0 \). This is clear since in our case the set \( E = \{ (t, x) \in \mathbb{R}_+^2 : x < \varphi(t) \} \) is unbounded and \( \lim_{x \to -\infty} u(t, x) = 0 \) locally uniformly with respect to \( t \geq 0 \), hence we can apply Theorem 2.8 to both \( u \) and \(-u\) to guarantee that
\[
\inf_{(t,x) \in \overline{E}} u(t,x) = \sup_{(t,x) \in \overline{E}} u(t,x) = 0.
\]
\[\square\]

A plain corollary, that implies uniqueness in Theorem 1.1 for constant \( \varphi \), is the following one.

**Corollary 5.4.** Under the assumptions of Theorem 5.1, if \( \varphi \) is constant, then (5.2) is the unique solution of (5.1) satisfying items (1), (2), (3) and (5) of Theorem 5.1 and (4') of Theorem 5.3.

**Proof.** Just notice that in such a case \( \varphi(0) \notin E_2 \) and use Theorems 5.1 and 5.3. \[\square\]

**Remark 5.5.** If \( \varphi \) is constant, notice that \( u(t, \varphi(0)) = 0 \), that implies
\[
\partial_t^\Phi u_r(\cdot, \varphi(0)) = -\partial_t^\Phi \Phi(\cdot, \varphi(0)) \in L^1_{\text{loc}}(\mathbb{R}_0^+).
\]
Hence, in such a case, \( \partial_t^\Phi u_r(\cdot, x) \in L^1_{\text{loc}}(\mathbb{R}_0^+) \) for all \( x \in \mathbb{R} \).

Now, let us consider the case in which \( \varphi \) is non-constant (and thus non-decreasing). In such a case, we need to require the additional regularity given by conditions (5.11) and (5.12) below; however, these conditions are not too restrictive and can be checked quite easily, as we show in Propositions 5.8 and 5.9 below.

**Corollary 5.6.** Suppose the assumptions of Theorem 5.1 hold true. Assume further that
\[
\int_0^1 \frac{\left| \Psi(\xi) \right|}{\sqrt{R(\Psi(\xi))}} d\xi < \infty
\]
and that for any \( y < \varphi(0) \) and any fixed threshold \( c > 0 \) it holds
\[
\mathbb{E}_y \left[ (\varphi(T_c) - \varphi(0))^{-\frac{4+\gamma}{2+\gamma}} \right] < \infty,
\]
where
\[
T_c := \inf \{ t > 0 : X(t) \geq c \}.
\]
Then (5.2) is the unique solution of (5.1) satisfying items (1), (2), (3) and (5) of Theorem 5.1 and (4') of Theorem 5.3.

**Proof.** We only need to prove that \( u \) as in (5.2) is such that \( \partial_t^\Phi u_r(\cdot, \varphi(0)) \in L^1_{\text{loc}}(E_1(\varphi(0))) \), so that the statement follows by Theorems 5.1 and 5.3. To do this, we split \( u \) as in (5.8) and we notice that the condition \( \partial_t^\Phi u_r(\cdot, 0) \in L^1_{\text{loc}}(\mathbb{R}_0^+) \) has been already proved in Theorem 5.1. Hence, we only need to show that \( \partial_t^\Phi u_r(\cdot, \varphi(0)) \in C(\mathbb{R}_+) \), it is sufficient to show that \( \partial_t^\Phi u_r(\cdot, \varphi(0)) \in L^1(0,1] \). We set
\[
\mathcal{P}_1(s) = \sqrt{2} \int_0^M \left| \Psi(\xi) \right| e^{-s R(\Psi(\xi))} d\xi
\]
and we set
\[
\mathcal{P}_2(s) = 3 \pi(1 + \xi) \int_0^1 \tau \nu(\tau) \left( \frac{\xi^2}{2} \int_0^1 \tau^2 \nu(\tau) d\tau \right) e^{-s \xi^2 - \gamma} d\xi
\]
and we notice that
\[
\int_0^1 \left| \partial_t^\Phi u_r(t, \varphi(0)) \right| dt
\]
\[
\leq \int_0^1 \int_{-\infty}^{\varphi(0)} \int_{t}^{t+\varphi(0)} p(s, \varphi(0) - \varphi(w); 0) \left| \partial_s f_L(s; t - w) \right| p_T(w; y) |f(y)| ds dw dy dt
\]
\[
= \int_{-\infty}^{\varphi(0)} \int_0^1 \int_{t}^{t+\varphi(0)} p(s, \varphi(0) - \varphi(w); 0) \left( \int_{t}^{t+\varphi(0)} \left| \partial_s f_L(s; t - w) \right| dt \right) p_T(w; y) |f(y)| ds dw dy
\]
\[
\leq \frac{1}{\pi} \int_{-\infty}^{\varphi(0)} \int_0^1 \int_{t}^{t+\varphi(0)} p(s, \varphi(0) - \varphi(w); 0) \left( \mathcal{P}_1(s) + \mathcal{P}_2(s) \right) \left( \int_t^{t+\varphi(0)} I_\Phi(t - w) dt \right) p_T(w; y) |f(y)| ds dw dy
\]
Furthermore, setting

\[ \text{by assumption.} \]

Next, define

\[ \text{and observe that} \]

\[ \text{hence} \]

\[ \text{where we also used (2.13). To prove that} I_1 < \infty, \text{notice that} \]

\[ I_1 \leq \left| I_\phi \right| \|f\|_{L^\infty} \left( \sup \{f\}, S_T(\sup \{f\}); 1 \right) \int_{M_y} \int_0^{+\infty} s^{-\frac{1}{2}} |\Psi(\xi)| e^{-sR(\Psi(\xi))} ds \, d\xi \]

Concerning \( I_2 \), notice that there exists a constant \( C > 0 \) such that

\[ \mathcal{P}_2(s) \leq C \int_{M_y} \xi^2 e^{-s\xi^2 - \gamma} d\xi \]

and then

\[ I_2 \leq C \left| I_\phi \right| \|f\|_{L^\infty} \left( \sup \{f\}, S_T(\sup \{f\}); 1 \right) \int_{M_y} \int_0^{+\infty} \xi^2 \left( \int_0^{+\infty} e^{-s\xi^2 - \gamma} p(s, \varphi(0) - \varphi(w); 0) ds \right) p_T(w; y) d\xi \, dw \, dy \]

Now recall that, by (A.58),

\[ \int_0^{+\infty} e^{-s\xi^2 - \gamma} p(s, \varphi(0) - \varphi(w); 0) ds = \frac{1}{\sqrt{2\pi\xi^2 - \gamma}} e^{-(\varphi(w) - \varphi(0))\sqrt{2\xi^2 - \gamma}} \]

hence

\[ I_2 \leq C \left| I_\phi \right| \|f\|_{L^\infty} \left( \sup \{f\}, S_T(\sup \{f\}); 1 \right) \int_{M_y} \int_0^{+\infty} \xi^2 \left( \int_0^{+\infty} \left( \frac{4 + \gamma - \varphi(w) - \varphi(0)\sqrt{2\xi^2 - \gamma}}{2 - \gamma} \right) p_T(w; y) d\xi \right) \]

Now let

\[ \mathcal{T}_{\varphi}(0) = \inf \{ t > 0 : X(t) \geq \varphi(0) \} \]

and observe that \( \mathcal{T}_{\varphi}(0) \leq \mathcal{T} \text{ a.s.} \) Thus

\[ I_2 \leq C \left| I_\phi \right| \|f\|_{L^\infty} \left( \sup \{f\}, S_T(\sup \{f\}); 1 \right) \Gamma \left( \frac{4 + \gamma}{2 - \gamma} \right) \int \left( \frac{4 + \gamma}{2 - \gamma} \right) \int_{M_y} \left[ (\varphi(T_{\varphi}(0)) - \varphi(0))^{\frac{-\gamma + 4}{2 - \gamma}} \right] dy. \]

Next, define

\[ \mathcal{T}_{\varphi}(0)(y) = \inf \{ t > 0 : X(t) + y \geq \varphi(0) \} \]

so that

\[ \mathbb{E}_y \left[ (\varphi(T_{\varphi}(0)(y)) - \varphi(0))^{\frac{-\gamma + 4}{2 - \gamma}} \right] = \mathbb{E} \left[ (\varphi(T_{\varphi}(0)(y)) - \varphi(0))^{\frac{-\gamma + 4}{2 - \gamma}} \right]. \]

Furthermore, setting \( \mathcal{Y} = \max \sup \{f\} \), we have \( T_{\varphi}(0)(\mathcal{Y}) \leq T_{\varphi}(0)(y) \) a.s. As a consequence

\[ I_2 \leq C \left| I_\phi \right| \|f\|_{L^\infty} \left( \sup \{f\}, S_T(\sup \{f\}); 1 \right) \Gamma \left( \frac{4 + \gamma}{2 - \gamma} \right) \mathbb{E} \left[ (\varphi(T_{\varphi}(0)(\mathcal{Y})) - \varphi(0))^{\frac{-\gamma + 4}{2 - \gamma}} \right] < \infty \]

by assumption.
Remark 5.7. With the same exact proof, under the assumptions of Corollary 5.6, we also have continuity with respect to initial conditions. Indeed, consider \( u_1 \) and \( u_2 \) to be the unique solutions, satisfying items (1), (2), (3) and (5) of Theorem 5.1 and (4') of Theorem 5.3, of

\[
\begin{align*}
\partial_t^\Phi u_j(t, x) &= \frac{1}{2} \partial_x^2 u_j(t, x) & t > 0, \ x < \varphi(t) \\
u_j(t, x) &= 0 & t \geq 0, \ x \geq \varphi(0) \\
u_j(0, x) &= f_j(x) & x < \varphi(0) \\
\lim_{x \to -\infty} u_j(t, x) &= 0 & \text{locally uniformly with respect to } t > 0,
\end{align*}
\]

where \( f_j \in C_c(-\infty, \varphi(0)) \) for \( j = 1, 2 \). Then, by linearity of the involved operators, \( w = u_1 - u_2 \) is the unique solution of

\[
\begin{align*}
\partial_t^\Phi w(t, x) &= \frac{1}{2} \partial_x^2 w(t, x) & t > 0, \ x < \varphi(t) \\
w(t, x) &= 0 & t \geq 0, \ x \geq \varphi(0) \\
w(0, x) &= f_1(x) - f_2(x) & x < \varphi(0) \\
\lim_{x \to -\infty} w(t, x) &= 0 & \text{locally uniformly with respect to } t > 0,
\end{align*}
\]

satisfying items (1), (2), (3) and (5) of Theorem 5.1 and (4') of Theorem 5.3. Hence, by the positive maximum principle given in Theorem 2.8, we get that for all \( T > 0 \) it holds

\[
\sup_{(t, x) \in [0, T] \times \mathbb{R}} |u_1(t, x) - u_2(t, x)| = \sup_{(t, x) \in [0, T] \times \mathbb{R}} |w(t, x)| = \max_{x \in \mathbb{R}} |f_1(x) - f_2(x)|.
\]

We state here some sufficient conditions that guarantee (5.11) and (5.12).

Proposition 5.8. Suppose the assumptions of Theorem 5.1 hold true. Assume further that

\[\int_1^{+\infty} \log(t) \nu(dt) < \infty;\]

Then (5.11) is satisfied.

Proof. Let us observe that, by Lemma 2.2, for \( \xi \in (0, 1) \),

\[\frac{|\Psi(\xi)|}{\sqrt{\Re(\Psi(\xi))}} \leq \sqrt{\Re(\Psi(\xi))} + \frac{1}{C_0} \frac{|\Im(\Psi(\xi))|}{\xi}.\]

Since \( \Re(\Psi(\cdot)) \) is continuous, it is clear that

\[\int_0^1 \sqrt{\Re(\Psi(\xi))} \, d\xi < \infty.
\]

On the other hand,

\[
\int_0^1 \frac{|\Im(\Psi(\xi))|}{\xi} \, d\xi \leq \int_0^1 \int_0^{+\infty} \frac{|\sin(t\xi)|}{\xi} \nu(dt) \, d\xi = \int_0^{+\infty} t \left( \int_0^1 \frac{|\sin(\xi t)|}{\xi t} \, d\xi \right) \nu(dt)
\]

\[= \int_0^{+\infty} \left( \int_0^t \frac{|\sin(z)|}{z} \, dz \right) \nu(dt) = I_1 + I_2 + I_3\]

where

\[I_1 = \int_0^1 \left( \int_0^t \frac{|\sin(z)|}{z} \, dz \right) \nu(dt) \quad I_2 = \int_1^{+\infty} \left( \int_0^1 \frac{|\sin(z)|}{z} \, dz \right) \nu(dt) \]

\[I_3 = \int_1^{+\infty} \left( \int_1^t \frac{|\sin(z)|}{z} \, dz \right) \nu(dt).
\]

Now recall that there exists a constant \( C > 0 \) such that for \( z \in (0, 1) \)

\[\frac{|\sin(z)|}{z} \leq C\]

and then

\[I_1 \leq C \int_0^1 t \nu(dt) < \infty, \quad I_2 \leq C \nu(1) < \infty.\]
Concerning $I_3$, notice that
\[
I_3 \leq \int_1^{+\infty} \int_1^t \frac{1}{z} \, dz \, \nu(dt) = \int_1^{+\infty} \log(t) \nu(dt) < \infty.
\]

\[\square\]

**Proposition 5.9.** Suppose the assumptions of Theorem 5.1 hold true. Assume further that there exist two constants $\beta_1, \beta_2 > 0$ such that
\[
\lim_{\lambda \to +\infty} \frac{\phi^{\beta_1}(\lambda)}{\lambda} = +\infty \quad \text{and} \quad \liminf_{w \to 0^+} \frac{\varphi(w) - \varphi(0)}{w^{\beta_2}} > 0.
\]
Then (5.12) holds true.

**Proof.** Notice that there exist two constants $C, \delta > 0$ such that for $w \in (0, \delta)$ it holds
\[
\varphi(w) - \varphi(0) \geq Cw^{\beta_2}
\]
and then (5.12) is implied by
\[
E \left[ T_{c}^{-\beta_2 \frac{2+\gamma}{\gamma}} 1_{(0,\delta)}(T_{c}) \right] < \infty.
\]
The latter turns out to be true by employing [7, Theorem 2.16]; notice that despite the assumptions considered here are lighter, the very same proof still holds. \[\square\]

In case $\phi(\lambda) = \lambda^{\alpha}$, notice that if $\varphi'(0+) > 0$, then the conditions of Proposition 5.9 hold with $\beta_1 = \frac{2}{\alpha}$ and $\beta_2 = 1$. At the same time, while it is clear that the condition of Proposition 5.8 holds true, one can also verify (5.11) by hands. As a consequence, combining Theorems 5.1 and 5.3 we get Theorem 1.1.

**Remark 5.10.** Notice that under the assumptions of Theorems 4.9 and 5.3, one can show that $q_\phi(t, x; y)$ is the unique fundamental solution of (5.1), in the sense that if $\tilde{q}_\phi : \mathbb{R}^+ \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is a continuous function such that for any $f \in C_c^\infty(-\infty, \varphi(0))$ the function $u(t, x) = \int_{-\infty}^{\varphi(0)} \tilde{q}_\phi(t, x; y)f(y) \, dy$ satisfies (5.1), then $\tilde{q}_\phi(t, x; y) = q_\phi(t, x; y)$ for $(t, x) \in \mathbb{R}^+ \times \mathbb{R}$ and $y \in (-\infty, \varphi(0))$. Indeed, by Theorem 5.3, we get that for all $(t, x) \in \mathbb{R}^+ \times \mathbb{R}$ and $f \in C_c^\infty(-\infty, \varphi(0))$ it holds
\[
\int_{-\infty}^{\varphi(0)} (\tilde{q}_\phi(t, x; y) - q_\phi(t, x; y))f(y) \, dy = 0,
\]
that implies, by the Fundamental Lemma of the Calculus of Variations (see [24, Theorem 1.24]), Theorem 4.9 and the required continuity of $\tilde{q}_\phi$ in the $y$ variable, the desired equality.

6. **Anomalous diffusive behaviour**

In this section, we focus on the anomalous diffusive behaviour of the processes $X_\Phi$ and $X_\Phi^\dagger$. Let us stress that the non-killed process $X$ could be an anomalous diffusion. Indeed, if we fix, without loss of generality, the initial value $y = 0$, we have, by the independence of the Brownian motion $B$ and the inverse subordinator $L$ and by [15, Proposition III.1],
\[
E_0[|X_\Phi(t)|^2] = E_0[E_0[|B(L(t))|^2 | L(t)|] = E_0[L(t)] = U_1(t) \asymp \frac{1}{\Phi(1/t)},
\]
where $U_r$ is defined in (2.19) and $f(t) \asymp g(t)$ means that there exists a constant $C > 1$ such that
\[
C^{-1} g(t) \leq f(t) \leq C g(t).
\]
Thus, since we are assuming that the subordinator $\sigma$ has 0 drift, $X_\Phi$ is a subdiffusion (in the sense that $\lim_{t \to \infty} t^{-1} E_0[|X_\Phi(t)|^2] = 0$, see [60, Remark 3.3.iv]). It remains to show that the same holds also for the killed process $X_\Phi^\dagger$. To do this, we need to handle separately the constant boundary case. We first recall the formula for the mean square displacement of the killed Brownian motion.
Proposition 6.1. Let $c > 0$ and

$$T_c := \inf \{ t > 0 : B(t) > c \}.$$

Then

$$E_0[|B(t)|^2 1_{T_c > t}] = 2t \text{erf} \left( \frac{c}{\sqrt{2t}} \right) - 2c^2 \left( 1 - \text{erf} \left( \frac{c}{\sqrt{2t}} \right) \right),$$

where

$$\text{erf}(u) = \frac{2}{\sqrt{\pi}} \int_0^u e^{-s^2} ds.$$

The proof easily follows by the reflection principle and is given in Appendix A.6. It is also worth noticing that

$$\text{erf}(u) = \frac{2}{\sqrt{\pi}} \sum_{n=0}^{+\infty} \frac{(-1)^n u^{2n+1}}{n!(2n+1)} = \frac{2u}{\sqrt{\pi}} \left( 1 + \sum_{n=1}^{+\infty} \frac{(-1)^n u^{2n}}{n!(2n+1)} \right)$$

and then

$$\sqrt{t} \text{erf} \left( \frac{c}{\sqrt{2t}} \right) = \frac{2c}{\sqrt{2\pi}} \left( 1 + \sum_{n=1}^{+\infty} \frac{(-1)^n c^{2n}}{n!(2n+1)(2t)^n} \right).$$

In particular,

$$\lim_{t \to +\infty} \sqrt{t} \text{erf} \left( \frac{c}{\sqrt{2t}} \right) = \frac{2c}{\sqrt{2\pi}}.$$

At the same time

$$\lim_{t \to 0} \sqrt{t} \text{erf} \left( \frac{c}{\sqrt{2t}} \right) = 0$$

hence there exists a constant $E^*$, depending at most on $c$, such that

$$\sqrt{t} \text{erf} \left( \frac{c}{\sqrt{2t}} \right) \leq E^*.$$

Furthermore, for $t \geq 1$, there exists a constant $E_0 > 0$, depending at most on $c$, such that

$$\sqrt{t} \text{erf} \left( \frac{c}{\sqrt{2t}} \right) \geq E_0.$$

With this in mind, we can prove the following result on the constant boundary case.

Theorem 6.2. Let $\varphi(t) \equiv c > 0$ and suppose Assumption (A2) holds. Then

$$E_0[|X_\varphi(t)|^2 1_{T_{\varphi} > 1}] \asymp U_{\frac{1}{2}}(t),$$

where $U_{p}$ is defined in (2.19) and, for two non-negative functions $f, g : \mathbb{R}^+ \to \mathbb{R}^+$, the symbol $f \asymp g$ means

$$0 < \liminf_{t \to \infty} \frac{f(t)}{g(t)} \leq \limsup_{t \to \infty} \frac{f(t)}{g(t)} < \infty.$$

Proof. By Propositions 4.5 and 6.1, we clearly have

$$E_0[|X_\varphi(t)|^2 1_{T_{\varphi} > 1}] = E_0 \left[ 2L(t) \text{erf} \left( \frac{c}{\sqrt{2L(t)}} \right) - 2c^2 \left( 1 - \text{erf} \left( \frac{c}{\sqrt{2L(t)}} \right) \right) \right].$$

On the one hand, we get

$$E_0[|X_\varphi(t)|^2 1_{T_{\varphi} > 1}] \leq E_0 \left[ 2L(t) \text{erf} \left( \frac{c}{\sqrt{2L(t)}} \right) \right] \leq 2E^* U_{\frac{1}{2}}(t),$$

that clearly proves

$$\limsup_{t \to \infty} \frac{E_0[|X_\varphi(t)|^2 1_{T_{\varphi} > 1}]}{U_{\frac{1}{2}}(t)} \leq 2E^* < \infty.$$

On the other hand, notice that

$$E_0[|X_\varphi(t)|^2 1_{T_{\varphi} > 1}] \geq 2E_0 \left[ \sqrt{L(t)} 1_{\{L(t) \geq 1\}} \right] - 2c^2$$
Remark 6.3. Notice that differently from the non-killed $X_\varphi(t)$, which exhibits $U_1(t)$ as mean-square displacement, in case $\varphi$ is constant $X^1_\varphi(t)$ admits mean-square displacement whose asymptotic behaviour is given by $U_2(t)$. This was expected, as it also hold in the case of the Brownian motion. Indeed, while $E_0[[B(t)]^2] = t$, we have

$$\lim_{t \to \infty} E_0[[X^1_\varphi(t)]^2 1_{\{T > t\}}]/U_2(t) \geq 2E_* > 0.$$ 

$$\Box$$

**Theorem 6.4.** Let $\varphi$ be non-decreasing, continuous and such that $\varphi(0) > 0$. Suppose that Assumption (A2) holds. Then

$$E_0[[X^1_\varphi(t)]^2 1_{\{T > t\}}] \leq U_1(t) \leq \frac{C}{\Phi(1/t)}$$

(6.2)

where $C > 1$ is a suitable constant. Furthermore,

$$\liminf_{t \to \infty} E_0[[X^1_\varphi(t)]^2 1_{\{T > t\}}]/U_2(t) > 0.$$ 

(6.3)

Finally, if $\lim_{t \to \infty} \varphi(t) = \ell \in \mathbb{R}^+$, then

$$\limsup_{t \to \infty} E_0[[X^1_\varphi(t)]^2 1_{\{T > t\}}]/U_2(t) < \infty.$$ 

(6.4)

**Proof.** To prove (6.2), by [15, Proposition III.1], it is sufficient to show the first inequality. By Theorem 4.2 we know that

$$E[[X^1_\varphi(t)]^2 1_{\{T > t\}}] = \int \int x^2 q_\varphi(t, x; 0) \, dx$$

$$= \int x^2 p_\varphi(t, x; 0) \, dx - \int_0^t \int x^2 p_\varphi(t - w, x; \varphi(w)) \mu_\varphi(\, dw; 0)$$

$$= E_0[[X_\varphi(t)]^2] - \int_0^t E_{\varphi(w)}[[X_\varphi(t - w)]^2] \mu_\varphi(\, dw; 0)$$

$$= U_1(t) - \int_0^t U_1(t - w) \mu_\varphi(\, dw; 0) - E[\varphi^2(T) 1_{\{T \leq t\}}].$$

(6.5)

It is clear that the latter equality implies (6.2). To show (6.3), notice that, since $X^1_\varphi$ and $X_\varphi$ coincide up to $T$, we have

$$E[[X^1_\varphi(t)]^2 1_{\{T > t\}}] = E[[X_\varphi(t)]^2 1_{\{T > t\}}].$$

Now let

$$T_{\varphi(0)} := \inf \{ t > 0, \, X_\varphi(t) \geq \varphi(0) \}$$

and notice that $T_{\varphi(0)} \leq T$ a.s., that implies

$$1_{\{T > t\}} = 1_{\{t, +\infty\}}(T) \geq 1_{\{t, +\infty\}}(T_{\varphi(0)}) = 1_{T_{\varphi(0)}}$$

a.s.

since $1_{\{t, +\infty\}}(\cdot)$ is non-decreasing. Hence

$$\frac{E[[X^1_\varphi(t)]^2 1_{\{T > t\}}]}{U_2(t)} \geq \frac{E[[X_\varphi(t)]^2 1_{\{T_{\varphi(0)} > t\}}]}{U_2(t)},$$
that proves (6.3) by Theorem 6.2.

Finally, if \( \lim_{t \to +\infty} \varphi(t) = \ell \), we let
\[
T_\ell := \inf\{t > 0, \ X_\Phi(t) \geq \ell\}
\]
and notice that \( T_\ell \geq T \) a.s., that implies, arguing as before,
\[
1_{(T > t)} \leq 1_{T_\ell} \ a.s.
\]
As a consequence,
\[
\frac{\mathbb{E}[|X_\Phi(t)|^2 1_{(T > t)}]}{U_{\frac{1}{2}}(t)} \leq \frac{\mathbb{E}[|X_\Phi(t)|^2 1_{(T_\ell > t)}]}{U_{\frac{1}{2}}(t)},
\]
that implies (6.4) by Theorem 6.2.

\[\square\]

**Remark 6.5.** Notice that the asymptotic behaviour provided by (6.3) and (6.4) guarantees that \( X_\Phi \) exhibits a subdiffusive behaviour, since
\[
U_{\frac{1}{2}}(t) \leq \sqrt{U_1(t)} \leq C \frac{1}{\sqrt[\Phi(\frac{1}{\ell})]}$
\]
for some constant \( C > 1 \).

While this is enough to guarantee that \( X_\Phi \) is a subdiffusion, we are not aware of any explicit relation between the behaviour of \( U_{\frac{1}{2}}(t) \) and \( \Phi(z) \), except that in some specific cases.

Following [17, Chapter 2, Section 2.2], for a positive function \( f : \mathbb{R}^+ \to \mathbb{R}^+ \) let us define \( \alpha^*(f) \) as the infimum of the \( \alpha > 0 \) such that there exists a constant \( D^*(\alpha) > 0 \) for which as \( x \to \infty \)
\[
\frac{f(\alpha x)}{f(x)} \leq D^*(\alpha)(1 + o(1)) \lambda^\alpha,
\]
locally uniformly with respect to \( \lambda \geq 1 \). On the other hand, we define \( \alpha_*(f) \) as the supremum of the \( \alpha > 0 \) such that there exists a constant \( D_*(\alpha) > 0 \) for which as \( x \to \infty \)
\[
\frac{f(\alpha x)}{f(x)} \geq D_*(\alpha)(1 + o(1)) \lambda^\alpha,
\]
locally uniformly with respect to \( \lambda \geq 1 \). The quantities \( \alpha^*(f) \) and \( \alpha_*(f) \) are called respectively the upper and lower Matuszewska indices. Notice that if \( f(\lambda) = \lambda^\alpha \), then clearly \( \alpha^*(f) = \alpha_*(f) = \alpha \). In general we say that \( f \) is \( O \)-regularly varying if both Matuszewska indices are finite. One can easily check that if \( f \) is of (extended) regular variation, then it is also \( O \)-regularly varying. For further details we refer to [17, Chapter 2]. Here, we can prove the following statement.

**Proposition 6.6.** Recall the definition of \( U_p \) in (2.19). If \( \Phi(1/\cdot) \) is \( O \)-regularly varying then
\[
U_p(t) \asymp \frac{1}{(\Phi(\frac{1}{t}))^p}.
\]

**Proof.** Notice that, for \( p > 0 \), \( U_p \) is non-decreasing and non-negative. Its Laplace-Stieltjes transform is
\[
\bar{U}_p(z) := \int_0^{+\infty} e^{-zt} U_p(dt) = z \int_0^{+\infty} e^{-zt} U_p(t)dt = \frac{\Gamma(p + 1)}{(\Phi(z))^p},
\]
where we used (2.20). Now let \( -\infty < \alpha < \alpha_*(\Phi(1/\cdot)) \). Then there exists a constant \( D_*(\alpha) \) such that, as \( z \to \infty \),
\[
\frac{\bar{U}_p(z)}{\bar{U}_p(\frac{1}{z})} = \frac{(\Phi(\frac{1}{z}))^p}{(\Phi(\frac{1}{z}))^p} \leq \frac{1}{D^*(\alpha)(1 + o(1)) \lambda^{-p\alpha}}
\]
uniformly with respect to \( \lambda \geq 0 \). Hence \( \alpha^*(\bar{U}_p(1/\cdot)) = -p\alpha_*(\Phi(1/\cdot)) \). Analogously, one can prove that \( \alpha_*(\bar{U}_p(1/\cdot)) = -p\alpha^*(\Phi(1/\cdot)) \), hence \( \bar{U}_p(1/\cdot) \) is \( O \)-regularly varying. Hence, by the de Haan-Stadtmüller Tauberian theorem (see [17, Theorem 2.10.2]), it holds
\[
U_p(t) \asymp \bar{U}_p(1/t) = \frac{\Gamma(p + 1)}{(\Phi(\frac{1}{t}))^p}.
\]

\[\square\]
As a consequence, we have the following result.

**Corollary 6.7.** Let \( \varphi \) be non-decreasing, continuous and such that \( \varphi(0) > 0 \). Suppose that Assumption (A2) holds and that \( \Phi(1/\cdot) \) is \( O \)-regularly varying. Then there exist two constants \( t_0, C \) such that
\[
\mathbb{E}_0[|X_{\Phi}(t)|^2 \mathbf{1}_{\{\tau > t\}}] \geq \frac{C}{\sqrt{\Phi(\frac{t}{h})}}, \quad t \geq t_0.
\]
If furthermore \( \varphi \) is bounded, then
\[
\mathbb{E}_0[|X_{\Phi}(t)|^2 \mathbf{1}_{\{\tau > t\}}] \geq \frac{1}{\infty \sqrt{\Phi(\frac{t}{h})}}.
\]

**Appendix A. Proofs of some technical results**

A.1. **Proof of Proposition 2.3.** Let us first show (2.10) and (2.12). Consider \( h > 0 \) and observe that, by (2.2),
\[
\frac{f_L(s; t + h) - f_L(s; t)}{h} = \int_0^t \frac{\nu(\tau) g_s(t + h - \tau; s) - g_s(t - \tau; s)}{h} d\tau + \int_t^{t+h} \frac{\nu(\tau) g_s(t + h - \tau; s)}{h} d\tau \quad (A.1)
\]
\[
= I_1(h) + I_2(h).
\]

We want to take the limit as \( h \to 0^+ \). Concerning \( I_2(h) \), we have
\[
I_2(h) = \int_0^h \nu(t + h - \tau) g_s(\tau; s) \frac{1}{h} d\tau \quad (A.4)
\]
\[
= \int_0^h (\nu(t + h - \tau) - \nu(t - \tau)) \frac{g_s(\tau; s)}{h} d\tau + \int_0^h \nu(t - \tau) \frac{g_s(\tau; s)}{h} d\tau.
\]
\[
= I_3(h) + I_4(h) \quad (A.5)
\]

It is clear that
\[
\lim_{h \to 0^+} I_4(h) = \nu(t) g_s(0^+; s) = 0.
\]

To work with \( I_3(h) \), let us observe that, by continuity of \( \nu \), for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that
\[
|\nu(t + h - \tau) - \nu(t - \tau)| \leq 2\pi \varepsilon, \quad \forall h \in (0, \delta).
\]

Moreover, since
\[
g_s(t; s) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-i\xi t - s\Psi(\xi)} d\xi \quad (A.10)
\]
and, in particular,
\[
|g_s(t; s)| \leq \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-s\Re(\Psi(\xi))} d\xi, \quad (A.11)
\]
we get
\[
|I_3(h)| \leq 2\varepsilon \int_0^{+\infty} e^{-s\Re(\Psi(\xi))} d\xi, \quad h \in (0, \delta),
\]

that implies
\[
\limsup_{h \to 0^+} |I_3(h)| \leq 2\varepsilon \int_0^{+\infty} e^{-s\Re(\Psi(\xi))} d\xi.
\]

Sending \( \varepsilon \to 0^+ \) we obtain \( \lim_{h \to 0^+} I_3(h) = 0 \).

Finally let us consider \( I_1(h) \), whose integrand is dominated via the inequality
\[
\nu(\tau) \left| \frac{g_s(t + h - \tau; s) - g_s(t - \tau; s)}{h} \right| \leq \frac{1}{\pi} \nu(\tau) \int_0^{+\infty} \xi e^{-s\Re(\Psi(\xi))} d\xi
\]
\[
(A.14)
\]
that is integrable on \((0, t)\). Hence we can take the limit inside the integral sign to get

\[
\lim_{h \to 0^+} \frac{f_L(s; t + h) - f_L(s; t)}{h} = \int_0^t \pi(\tau) \partial_t g_\sigma(t - \tau; s) d\tau.
\] (A.15)

The argument for \(h < 0\) is exactly the same. Furthermore, (2.12) follows from (A.14). Concerning the continuity of \(\partial_t f_L(s; \cdot)\), notice that we have show in general that

\[
|\partial_t g_\sigma(t; s)| \leq \frac{1}{\pi} \int_0^{+\infty} \xi e^{-s\Re(\xi)} \, d\xi < \infty
\]

hence \(\partial_t f_L(s; \cdot)\) is the convolution product of a \(L^1(\mathbb{R}^+)\) function with a bounded continuous function and thus it is continuous.

Now we show (2.11) and (2.13). Let us consider \(M_\gamma > 0\) big enough such that, by Orey’s condition (2.9), it holds

\[
e^{-s\Re(\Psi(\xi))} \leq \exp\left\{-\frac{C_\gamma s^\alpha}{4}\right\}, \quad \xi > M_\gamma,
\] (A.16)

for \(\alpha = 2 - \gamma\). This implies in particular

\[
\Re(\Psi(\xi)) \geq \frac{C_\gamma}{4} \xi^\alpha, \quad \xi > M_\gamma.
\] (A.17)

Then, start again from (A.10) to get

\[
\left|g_\sigma(\tau; s) - g_\sigma(\tau; s')\right| \leq \frac{1}{2\pi} \int_\infty^{+\infty} \left|\frac{e^{-s\Re(\Psi(\xi))} - e^{-s'\Re(\Psi(\xi))}}{s - s'}\right| d\xi.
\] (A.18)

Suppose \(s > s'\). By (A.18) and the fact that \(x^{-1}(1 - e^{-x}) \leq 1\), we find

\[
\left|g_\sigma(\tau; s) - g_\sigma(\tau; s')\right| \leq \frac{1}{2\pi} \int_\infty^{+\infty} \left[\frac{e^{-s\Re(\Psi(\xi))} - e^{-s'\Re(\Psi(\xi))}}{s - s'}\right] d\xi
\]

\[
+ e^{-s\Re(\Psi(\xi))} \left|\frac{e^{-(s-s')\Re(\Psi(\xi))} - 1}{\Re(\Psi(\xi)) (s - s')}\right| \Re(\Psi(\xi)) d\xi
\]

\[
\leq \frac{1}{2\pi} \int_\infty^{+\infty} e^{-s\Re(\Psi(\xi))} \left|\Im(\Psi(\xi))\right| d\xi + \frac{1}{2\pi} \int_\infty^{+\infty} e^{-s\Re(\Psi(\xi))} \Re(\Psi(\xi)) d\xi
\]

\[
= \frac{1}{2\pi} \int_{-M_\gamma}^{M_\gamma} e^{-s\Re(\Psi(\xi))} \left|\Im(\Psi(\xi))\right| d\xi + \frac{1}{2\pi} \int_{-M_\gamma}^{M_\gamma} e^{-s\Re(\Psi(\xi))} \Re(\Psi(\xi)) d\xi
\]

\[
+ \frac{1}{2\pi} \int_{|\xi| > M_\gamma} e^{-s\Re(\Psi(\xi))} \left|\Im(\Psi(\xi))\right| d\xi
\]

\[
+ \frac{1}{2\pi} \int_{|\xi| > M_\gamma} e^{-s\Re(\Psi(\xi))} \Re(\Psi(\xi)) d\xi
\]

\[
=: I_1 + I_2 + I_3
\] (A.19)

where \(M_\gamma\) is defined in (A.17). Note now that

\[
\Im(\Psi(\xi)) = -\int_0^{+\infty} \sin(\xi t) \nu(dt)
\] (A.20)

is odd and therefore \(|\Im(\Psi(\xi))|\) is even. For \(\xi > M_\gamma\) and \(t < 1\), it is clear that \(|\sin(\xi t)| \leq \xi t\) and then

\[
|\Im(\Psi(\xi))| \leq \xi \int_0^1 t \nu(dt) + \nu(1).
\] (A.21)

It follows by (A.21) and (A.17) that

\[
I_2 \leq \frac{1}{\pi} \int_{\xi > M_\gamma} \left(\xi \int_0^1 t \nu(dt) + \nu(1)\right) e^{-s\xi^\alpha} d\xi < \infty,
\] (A.22)
where \( \alpha = 2 - \gamma \). Observe now that \( \Re(\Psi(\xi)) \) is even and that \( 1 - \cos(\xi t) \leq \frac{\xi^2 t^2}{2} \), thus

\[
\Re(\Psi(\xi)) = \int_0^{+\infty} (1 - \cos(\xi t)) \nu(\xi t) \leq \frac{\xi^2}{2} \int_0^{+\infty} t^2 \nu(t) + 2\nu(1). \tag{A.23}
\]

It follows by (A.23) and (A.17) that

\[
I_3 \leq \frac{1}{\pi} \int_{\nu > M, t} \left( \frac{\xi^2}{2} \int_0^{+\infty} t^2 \nu(t) + 2\nu(1) \right) e^{-\xi^2 \alpha} d\xi < \infty. \tag{A.24}
\]

It also clear that \( I_1 \) is finite and bounded as follows:

\[
I_1 \leq \frac{\sqrt{2}}{\pi} \int_{\nu > M} |\Psi(\xi)| e^{-s\Re(\Psi(\xi))} d\xi.
\]

Repeating the same argument for \( s' > s \) and combining the results we obtain, for fixed \( s > 0 \) and \( s' \in (s/2, 3s/2) \),

\[
\left| \frac{g(\tau, s) - g(\tau, s')}{s - s'} \right| \leq \sqrt{2} \int_0^{M, \nu} |\Psi(\xi)| e^{-s\Re(\Psi(\xi))} d\xi
\]

\[
+ \int_{M, \nu}^{+\infty} (3\nu(1) + \xi \int_0^{+\infty} \tau \nu(\tau) + \frac{\xi^2}{2} \int_0^{+\infty} \tau^2 \nu(\tau)) e^{-s\xi^2 - \gamma} d\xi. \tag{A.25}
\]

Since \( \nu \in L^1_{\text{loc}}(\mathbb{R}^+) \), then (2.11) follows by dominated convergence and (2.13) follows by (A.25). The latter also shows that

\[
\partial_s g(t, s) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \xi |\Psi(\xi)| e^{-it\xi - s\Re(\Psi(\xi))} d\xi
\]

that, for fixed \( s > 0 \), is a continuous function of the variable \( t \in \mathbb{R}^+ \) by a simple application of the dominated convergence theorem. Furthermore,

\[
|\partial_s g(t, s)| \leq \sqrt{2} \int_0^{M, \nu} |\Psi(\xi)| e^{-s\Re(\Psi(\xi))} d\xi
\]

\[
+ \int_{M, \nu}^{+\infty} (3\nu(1) + \xi \int_0^{+\infty} \tau \nu(\tau) + \frac{\xi^2}{2} \int_0^{+\infty} \tau^2 \nu(\tau)) e^{-s\xi^2 - \gamma} d\xi.
\]

hence \( \partial_s |f_L(s; \cdot) \) is the convolution product of a \( L^1(\mathbb{R}^+) \) function with a bounded continuous function and thus it is continuous.

Now we prove the claimed behaviour at infinity. By (2.2) and (A.10), it holds

\[
\sup_{t \in [a, b]} s f_L(s, t) \leq \left( \int_0^b \nu(\tau) d\tau \right) \left| \int_0^{+\infty} e^{-s\Re(\Psi(\xi))} d\xi \right|
\]

\[
\leq 2 \left( \int_0^b \nu(\tau) d\tau \right) \left[ \int_0^{M, \nu} e^{-s\Re(\Psi(\xi))} d\xi + s \int_{M, \nu}^{+\infty} e^{-s\xi^2 - \gamma} d\xi \right]
\]

\[
\leq 2 \left( \int_0^b \nu(\tau) d\tau \right) \left[ \int_0^{M, \nu} e^{-s\Re(\Psi(\xi))} d\xi + \frac{1}{s^{2\gamma}} \Gamma \left( \frac{1}{2 - \gamma} \right) \right]. \tag{A.26}
\]

It is clear that (A.26) tends to zero as \( s \to \infty \) by using dominated convergence on the first integral and the fact that \( \gamma > 1 \). The last assertion follows by similar computation. Indeed, in the same spirit of (A.26), we obtain

\[
\sup_{t \in [a, b]} s^2 |\partial_s f_L(s, t)| \leq 2 \left( \int_0^b \nu(\tau) d\tau \right) \left[ \int_0^{M, \nu} |\Psi(\xi)| s^2 e^{-s\Re(\Psi(\xi))} d\xi + s^2 \int_{M, \nu}^{+\infty} |\Psi(\xi)| e^{-s\xi^2 - \gamma} d\xi \right]. \tag{A.27}
\]

Using the estimates on \( \Re(\Psi(\xi)) \) and \( \Re(\Psi(\xi)) \) determined above we obtain

\[
|\Psi(\xi)| \leq \left( 3\nu(1) + \frac{1}{M, \nu} \int_0^{+\infty} \tau \nu(\tau) + \frac{1}{2M, \nu} \int_0^{+\infty} \tau^2 \nu(\tau) \right) \xi^2. \tag{A.28}
\]
for $\xi > M_\gamma$. It follows that

\begin{equation}
\sup_{t \in [a,b]} s^2 |\partial_s f_L(s, t)| \leq 2 \left( \int_0^b \nu(\tau) d\tau \right) \left[ \int_0^{M_\gamma} |\Psi(\xi)| s^2 e^{-sR(\Psi(\xi))} d\xi \right]
+ \frac{1}{2 - \gamma} \left( 3\nu(1) + \frac{1}{M_\gamma} \int_0^1 \tau \nu(d\tau) + \frac{1}{2M_\gamma^2} \int_0^1 \tau^2 \nu(d\tau) \right) s^2 \frac{1}{\gamma^{3/2}} \Gamma \left( \frac{3}{2 - \gamma} \right).
\end{equation}

(A.29)

It is clear that (A.30) tends to zero as $s \to \infty$ by using dominated convergence on the first integral and, again, the fact that $\gamma > 1$.

Finally, notice that if $s \in [s_0, s_1]$ for some $0 < s_0 < s_1$, then by (2.12) and (2.13) we have

\begin{equation}
\sup_{s \in [s_0, s_1]} |\partial_s f_L(s, t)| \leq \frac{I_g(t)}{\pi} \int_0^{\infty} \xi e^{-\xi R(\Psi(\xi))} d\xi \tag{A.32}
+ \sup_{s \in [s_0, s_1]} |\partial_s f_L(s, t)| \leq \frac{I_g(t)}{\pi} \left( \sqrt{2} \int_0^{M_\gamma} |\Psi(\xi)| e^{-\xi R(\Psi(\xi))} d\xi \right)
\end{equation}

where the right-hand side converges to 0 as $t \downarrow 0$. This shows (2.14)
\end{proof}

A.2. Proof of Theorem 2.8. To prove Theorem 2.8, we first need to show the following auxiliary result,

Lemma A.1. Let $f : [0, T] \to \mathbb{R}$ be a continuous function and $t_0 \in (0, T]$ such that $f(t_0) = \min_{t \in [0, t_0]} f(t)$. Assume that there exists $\delta > 0$ such that $\partial^\Phi f(t)$ is well-defined, continuous on $(0, t_0]$ and belongs to $L^1_{\text{loc}} [0, t_0]$. Then $\partial^\Phi f(t_0) \geq 0$.

Proof. Let us first prove the statement under the additional assumption that $f \in \text{AC}[0, t_0] \cap C^1(0, t_0)$. Consider the function $g(\tau) = f(t_0) - f(\tau)$ for $\tau \in [0, t_0]$, so that, being $t_0$ the maximum point of $f$, it holds $g(\tau) \geq 0$ for any $\tau \in [0, t_0]$ and $\partial^\Phi g(\tau) = -\partial^\Phi f(\tau)$ for any $\tau \in (0, t_0]$. Since $t_0 > 0$, $g$ cannot be constant. Furthermore, since $f \in C^1(0, t_0)$, $g \in C^1[\epsilon, t_0]$ for any $\epsilon \in (0, t_0)$, and then, in particular, $g$ is Lipschitz on $[\epsilon, t_0]$, i.e.,

$$\forall \epsilon \in (0, T) \exists C_\epsilon > 0 : g(\tau) \leq C_\epsilon |t_0 - \tau| \ \forall \tau \in [\epsilon, T].$$

(A.31)

Note that by hypotheses $g$ is absolutely continuous on $[0, t_0]$, thus it follows that we can use (2.15) to say that

$$\partial^\Phi g(t_0) = \int_0^{t_0} \nu(t_0 - \tau) \partial_\tau g(\tau) d\tau,$$

(A.32)

Let us split the integral

$$\partial^\Phi g(t_0) = \int_0^\epsilon \nu(t_0 - \tau) \partial_\tau g(\tau) d\tau + \int_\epsilon^{t_0} \nu(t_0 - \tau) \partial_\tau g(\tau) d\tau$$

(A.33)

$$= I_1(\epsilon) + I_2(\epsilon),$$

(A.34)

where $\epsilon \in (0, t_0)$. We can clearly use dominated convergence theorem to obtain

$$I_2(\epsilon) = \lim_{a \to 0^+} \int_a^{t_0 - \epsilon} \nu(t) \partial_\tau g(t - \tau) d\tau.$$

(A.35)

Now let us recall that the function $\nu$ is non-increasing and finite in $[a, t_0 - \epsilon]$, hence it is of bounded variation with distributional derivative given by $-\nu$. Thus we can apply integration by parts (see [33, Theorem 3.3.1]) to obtain

$$I_2(\epsilon) = \lim_{a \to 0^+} \left[ \nu(a) g(t_0 - a) - \nu(t_0 - \epsilon) g(\epsilon) - \int_a^{t_0 - \epsilon} g(t_0 - z) \nu(dz) \right].$$

(A.36)

Combining inequality (A.31) with the fact that $\nu(t) \to 0$ as $t \to 0$ (see, e.g., [66, page 17]) and also using monotone convergence theorem, we get

$$I_2(\epsilon) = -\nu(t_0 - \epsilon) g(\epsilon) - \int_0^{t_0 - \epsilon} g(t_0 - \tau) \nu(d\tau).$$

(A.37)
Since $g$ is not constant on $(0, t_0)$, we know there exists $\varepsilon_0 \in (0, t_0)$ such that $g(\varepsilon_0) > 0$. Furthermore, we have for $\varepsilon \in (0, \varepsilon_0)$, by continuity of $g$ and the fact that $-\varphi(t_0 - \varepsilon)g(\varepsilon) \leq 0$,

$$I_2(\varepsilon) \leq -\int_0^{t_0 - \varepsilon_0} g(t_0 - \tau) \nu(d\tau) =: -C < 0,$$

(A.38)

where $C$ is finite since, by (A.31),

$$\int_0^{t_0 - \varepsilon_0} g(t_0 - \tau) \nu(d\tau) \leq C_{\varepsilon_0} \int_0^{t_0 - \varepsilon_0} \tau \nu(d\tau) < +\infty.$$

Now let us consider $I_1(\varepsilon)$. By absolute continuity of $g$ and monotonicity of $\varphi$ we clearly have

$$I_1(\varepsilon) \leq \varphi(t_0 - \varepsilon) \int_0^{\varepsilon} \partial_t g(\tau)d\tau \leq \varphi(t_0 - \varepsilon_0) \int_0^{\varepsilon} |\partial_x g(\tau)|d\tau.$$

(A.39)

By absolute continuity of the Lebesgue integral we have that there exists $\varepsilon \in (0, \varepsilon_0)$ such that $I_1(\varepsilon) \leq C/2$. Let us fix this $\varepsilon$ to achieve

$$-\partial_t^\Phi f(t_0) = \partial_t^\Phi g(t_0) = I_1(\varepsilon) + I_2(\varepsilon) \leq -\frac{C}{2} < 0$$

(A.40)

concluding the proof in the case $f \in AC[0, t_0] \cap C^1(0, t_0)$.

Now let us consider a generic $f : [0, T] \to \mathbb{R}$ satisfying the assumptions in the statement. However, we assume further that $t_0 < T$ and that $\partial_t^\Phi f(t)$ is well-defined and continuous in $(t_0 - 2\delta, t_0 + 2\delta)$ for some $\delta > 0$. We denote by $\ast$ the convolution product. Let $\{\varphi_n\}_{n \in \mathbb{N}}$ be a family of Friedrich’s mollifiers and consider the sequence $f_n = \varphi_n \ast f$. Clearly, $f_n \to f$ uniformly in $[0, T]$ (see [2, Lemma 1.3.3]). In particular, consider any sequence $t_0^n \in \argmax_{t \in [0, t_0]} f_n(t)$. Since $t_0^n \in [0, t_0]$ for all $n \in \mathbb{N}$, we can extract a (non-relabelled) subsequence such that $t_0^n \to t_0 \in [0, t_0]$. Furthermore, $f_n(t_0^n) \geq f_n(t_0)$ and then, taking the limit as $n \to \infty$, we get $f(t_0) \geq f(t_0^n)$, that guarantees that $t_0 = t_0$. Next, notice that

$$\varphi_n \ast \partial_t^\Phi f = \partial_t^\Phi f_n,$$

by associativity of the convolution product. By [2, Proposition 1.3.6] we get

$$\varphi_n \ast \partial_t^\Phi f = \partial_t^\Phi f_n,$$

and then, again, $\partial_t^\Phi f_n \to \partial_t^\Phi f$ uniformly in $[t_0 - \delta, t_0 + \delta]$. In particular, since $f_n \in C^\infty_c(\mathbb{R})$, we already know that $\partial_t^\Phi f_n(t_0^n) \geq 0$. Taking the limit and using the uniform convergence, we get $\partial_t^\Phi f(t_0) \geq 0$.

Now we are ready to prove the full statement. Let $f$ as requested and consider $\delta_n = \frac{f(t_0) - f(t_0^n)}{n}$ for $n \geq 2$. Clearly, $f(0) < f(t_0) - \delta_n < f(t_0)$, hence we can set $t_n = \min\{t \geq 0 : f(t) = f(t_0) - \delta_n\}$ and it holds $t_n \in (0, t_0)$. This guarantees that $\partial_t^\Phi f$ is continuous in an open neighbourhood of $t_n$. Furthermore $t_n = \min\{t \geq 0 : f(t) = f(t_0) - \delta_n\}$ and it holds $t_n \in (0, t_0)$.

(A.38)

Now we are ready to prove the weak maximum principle. Proof of Theorem 2.8. We argue by contradiction. Set $M_1 = \max_{(t, x) \in \partial_{\nu} E} u(t, x) \in E$ if $E$ is bounded and $M_1 = \max\{\max_{t \in [0, T]} u_\infty(t), \max_{(t, x) \in \partial_{\nu} E} u(t, x)\}$ if $E$ is unbounded. Suppose there exists $(t_0, x_0) \in E$ such that $u(t_0, x_0) > M_1$, define $\varepsilon = u(t_0, x_0) - M_1 > 0$ and consider the auxiliary function

$$w(t, x) = u(t, x) + \frac{\varepsilon}{2} \frac{T - t}{T} \quad \forall (t, x) \in \mathbb{E}$$

(A.41)

Notice that for $x \in E_2$ it holds

$$w(\mathbb{F}(x), x) = u(\mathbb{F}(x), x) + \frac{\varepsilon}{2} \frac{T - \mathbb{F}(x)}{T}.$$  

(A.42)

Now we extend $w$ to the whole cylinder $[0, T] \times E_2$ by setting, for $(t, x) \notin E$, $w(t, x) = w(t(x), x)$, so that $w(\cdot, x)$ is continuous on $[0, T]$ for any $x \in E_2$. Observe also that if $E$ is unbounded $\lim_{x \to \infty} w(t, x) = u_\infty(t) + \frac{\varepsilon}{2} \frac{T - t}{T} =: w_\infty(t)$ uniformly with respect to $t \in [0, T]$.  


Since \( \frac{T-t}{T}, \frac{T-t(x)}{T} < 1 \) for all \((t, x) \in [0, T] \times E_2\), we have that
\[
w(t, x) \leq u(t, x) + \frac{\varepsilon}{2} \quad \forall (t, x) \in [0, T] \times E_2.
\] (A.43)

Specifically, in \((t_0, x_0)\) it holds
\[
w(t_0, x_0) = u(t_0, x_0) + \frac{\varepsilon}{2} \frac{T-t_0}{T} \geq u(t_0, x_0) = \varepsilon + M_1
\] (A.44)
For any \((t, x) \in \partial_p E\) we have \(M_1 \geq u(t, x)\) and then, by (A.43),
\[
w(t_0, x_0) \geq \varepsilon + M_1 \geq \varepsilon + u(t, x) \geq \frac{\varepsilon}{2} + w(t, x), \quad \forall (t, x) \in \partial_p E.
\] (A.45)
Furthermore, if \(E\) is unbounded,
\[
w(t_0, x_0) \geq \varepsilon + M_1 \geq \varepsilon + u_\infty(t) \geq \frac{\varepsilon}{2} + w_\infty(t), \quad \forall t \in [0, T].
\] (A.46)

Now let us distinguish among two cases. If \(E\) is bounded, since \(w \in C^0(\overline{E})\), we know there exists a point \((t_1, x_1) \in \overline{E}\) such that \(w(t_1, x_1) = \max_{(t, x) \in \overline{E}} w(t, x)\) and \(t_1 = \min \arg \max_{t \in [0, T]} w(t, x_1)\). Furthermore, \(w(t_1, x_1) \geq w(t_0, x_0) > w(t, x)\) for all \((t, x) \in \partial_p E\), hence \((t_1, x_1) \in E^*\). If \(E\) is unbounded then there exists a subsequence \((t^n, x^n)\) such that \(\lim_{n \to \infty} w(t^n, x^n) = \sup_{(t, x) \in E} w(t, x)\). We can always extract a (non-relabelled) subsequence \((t^n, x^n)\) such that \(|x^n|\) is monotone. If \(|x^n| \uparrow +\infty\), then we can extract a (non-relabelled) subsequence \((t^n, x^n)\) such that \(|x^n| \uparrow +\infty\) and \(t^n \to t^* \in [0, T]\) so that
\[
\sup_{(t, x) \in E} w(t, x) = \limsup_{n \to \infty} w(t^n, x^n) = w_\infty(t^*) < w(t_0, x_0),
\]
that is absurd. Hence either \(|x^n|\) is non-increasing or non-decreasing and bounded. Again, we can extract a (non-relabelled) subsequence \((t^n, x^n)\) converging towards a point \((t^*, x_1) \in \overline{E}\) such that \(w(t^*, x_1) = \max_{(t, x) \in \overline{E}} w(t, x)\). If we set \(t_1 = \min \arg \max_{t \in [0, T]} w(t, x_1)\), we still have \(w(t_1, x_1) = \max_{(t, x) \in \overline{E}} w(t, x)\). Furthermore, arguing as before, \((t_1, x_1) \in E^*\).

Since \(w(t_1, \cdot) \in C^2(E_2(t_1))\), we have
\[
\begin{aligned}
\nabla w(t_1, x_1) &= 0, \\
\Delta w(t_1, x_1) &\leq 0.
\end{aligned}
\] (A.47)

Moreover, observe that
\[
\partial_1 \Phi u(t, x) = \partial_1 \Phi w(t, x) + \frac{\varepsilon}{2T} I_\Phi(t), \quad \forall (t, x) \in E.
\] (A.48)

Hence, if \(t(x_1) = 0\), then \(\partial_1 \Phi w(\cdot, x_1) \in C(0, t_1) \cap L^1[0, t_1]\) and then by Lemma A.1 we have
\[
\partial_1 \Phi w(t_1, x_1) \geq 0.
\] (A.49)

If \(t(x_1) \neq 0\), notice that setting \(\tilde{w}(t) = w(t + t(x_1), x_1)\), it is clear that \(\partial_1 \Phi w(t, x_1) = \partial_1 \Phi \tilde{w}(t - t(x_1))\). Again (A.48) guarantees that \(\partial_1 \Phi \tilde{w}(\cdot) \in C(0, t_1 - t(x_1)) \cap L^1[0, t_1 - t(x_1)]\) and \((t_1 - t(x_1)) = \min \arg \max_{t \in [0, t_1 - t(x_1)]} \tilde{w}(t)\), hence by Lemma A.1 we get again (A.49).

Finally, we get
\[
\partial_1 \Phi u(t_1, x_1) - Lu(t_1, x_1) = \partial_1 \Phi w(t_1, x_1) + \frac{\varepsilon}{2T} I(t_1) - p_2(x_1) \Delta w(t_1, x_1) > 0
\] (A.50)
which is absurd. \(\square\)

A.3. Proof of Proposition 3.1. Let \((t_n, x_n, y_n) \to (t, x, y)\) in \(\mathbb{R}^+ \times \mathbb{R}^2\). Notice that
\[
p_\Phi(t_n, x_n; y_n) = E_0[p(L(t_n), x_n; y_n)].
\]
Furthermore, there exists \(t_0 > 0\) such that \(t_n, t \geq t_0\) for all \(n \in \mathbb{N}\) and then
\[
p(L(t_n), x_n; y_n) \leq \frac{1}{\sqrt{2\pi L(t_0)}}
\]
where the right-hand side has finite expectation. Hence, by dominated convergence theorem, we have that \(p_\Phi \in C(\mathbb{R}^+ \times \mathbb{R}^2)\). Now consider a compact \(K \subset \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)\) and let \(\varepsilon = \min_{(x, y) \in K} |x - y|\). Then it holds
\[
\sup_{(x, y) \in K} p_\Phi(t, x; y) \leq E[p(L(t), \varepsilon; 0)].
\] (A.51)
Recalling that, for all \( r, \lambda > 0 \),
\[
\sqrt{r} e^{-\lambda r} \leq \frac{1}{\sqrt{2\lambda e}},
\]
we can use the dominated convergence theorem to ensure that the right-hand side of (A.51) converges to 0, hence getting that
\[
\lim_{t \downarrow 0} p_\phi(t, x; y) = 0 \ \text{locally uniformly in } \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2).
\]
Next, consider any function \( f \in C_b(\mathbb{R}) \) and observe that, by a simple application of Fubini’s theorem,
\[
\int_\mathbb{R} p_\phi(t, x; y) f(y) \, dy = \mathbb{E} \left[ \int_\mathbb{R} p(L(t), x; y) f(y) \, dy \right].
\]
Notice that
\[
\int_\mathbb{R} p(L(t), x; y) |f(y)| \, dy \leq \|f\|_{\infty}
\]
hence by dominated convergence theorem we have
\[
\lim_{t \downarrow 0} \int_\mathbb{R} p_\phi(t, x; y) f(y) \, dy = \mathbb{E} \left[ \lim_{t \downarrow 0} \int_\mathbb{R} p(L(t), x; y) f(y) \, dy \right] = f(x),
\]
where we also used that \( p(t, x; y) \, dy \to \delta_x(dy) \) weakly as \( t \downarrow 0 \).

Now recall that
\[
\partial_x p(t, x; y) = -\sqrt{2\pi t^3} (x - y) e^{-\frac{(x-y)^2}{2t^2}}.
\]
Fix \( (t, x, y) \in \mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)) \) and let \( \delta > 0 \) be such that \( y \notin [x - \delta, x + \delta] \). Let also \( \varepsilon = \max\{x - y - \delta, y - x - \delta\} \). Since, for all \( r, \lambda > 0 \),
\[
r e^{-\lambda r} \leq \frac{1}{\lambda e},
\]
we have, for \( z \in [x - \delta, x + \delta] \),
\[
|\partial_x p(L(t), z; y)| \leq \frac{8}{e^2 \pi L(t)} |z - y|^{-1} \leq \varepsilon^{-1} \left[ \frac{8}{e^2 \pi L(t)} \right]^\frac{1}{2}
\]
where we used the fact that \( |z - y| > \varepsilon \). Notice that the right-hand side has finite expectation. Hence, by a simple application of the dominated convergence theorem, we can derive under the expectation sign in
\[
p_\phi(t, x; y) = \mathbb{E}_0 [p(L(t), x; y)]
\]
to achieve
\[
\partial_x p_\phi(t, x; y) = \mathbb{E}_0 [\partial_x p(L(t), x; y)],
\]
that is (3.2).

Now let \( (t_n, x_n, y_n) \to (t, x, y) \) in \( \mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)) \). Then there exist \( t_0 > 0 \) and a compact set \( K \subset \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2) \) such that \( (t_n, x_n, y_n), (t, x, y) \in [t_0, +\infty) \times K \) for all \( n \in \mathbb{N} \). Let \( \varepsilon = \min_{(x, y) \in K} |x - y| > 0 \) and notice that, as before
\[
|\partial_x p(L(t_n), x_n; y_n)| \leq \varepsilon^{-1} \sqrt{\frac{8}{e^2 \pi L(t_0)}},
\]
hence continuity in \( (t, x, y) \) follows by dominated convergence. Next, consider a compact set \( K \subset \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2) \) and let \( \varepsilon = \min_{(x, y) \in K} |x - y| \) and \( M = \max_{(x, y) \in K} |x - y| \). Then it holds
\[
\sup_{(x, y) \in K} |\partial_x p_\phi(t, x; y)| \leq \sqrt{\frac{2}{\pi}} M \mathbb{E}_0 \left[ (L(t))^{-\frac{3}{2}} e^{-\frac{\varepsilon^2}{2M}} \right]. \tag{A.52}
\]
Recalling that, for all \( r, \lambda > 0 \),
\[
r \frac{3}{2} e^{-\lambda r} \leq \left( \frac{3}{2\lambda e} \right)^{\frac{3}{2}},
\]
and then, a.s.,
\[
(L(t))^{-\frac{3}{2}} e^{-\frac{\varepsilon^2}{2M}} \leq \left( \frac{3}{\varepsilon^2 e} \right)^{\frac{3}{2}} \]
we can use the dominated convergence theorem to ensure that the right-hand side of (A.53) converges to 0, hence getting that
\[
\lim_{t \downarrow 0} \partial_x \phi(t, x; y) = 0 \text{ locally uniformly in } \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2).
\]

Concerning the second derivative, notice that
\[
\partial_x^2 \phi(t, x; y) = \frac{2}{\pi t^3} \left( \frac{(x - y)^2}{t} - 1 \right) e^{-\frac{(x-y)^2}{2t}}
\]
and then
\[
|\partial_x^2 \phi(t, x; y)| = \frac{2}{\pi t^3} \left( \frac{(x - y)^2}{t} + 1 \right) e^{-\frac{(x-y)^2}{2t}}
\]
Fix \((t, x, y) \in \mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2))\) and let \(\delta > 0\) be such that \(y \notin [x - \delta, x + \delta]\). Set also \(\varepsilon = \max \{y - x - \delta, y - x + \delta\}\). Since, for all \(r, \lambda > 0\),
\[
r e^{-\lambda r} \leq \frac{1}{\lambda e} \quad \text{and} \quad r^2 e^{-\lambda r} \leq \frac{4}{\lambda^2 e^2},
\]
we have, for \(z \in [x - \delta, x + \delta]\),
\[
|\partial_x^2 \phi(L(t), z; y)| \leq \varepsilon^{-2} \sqrt{\frac{8}{\pi t^2 L(t)}} \left( 1 + \frac{8}{e} \right)
\]
where the right-hand side has finite expectation. Hence, by a simple application of the dominated convergence theorem, we can derive under the expectation sign in
\[
\partial_x \phi(t, x; y) = E_0 \left[ \partial_x \phi(L(t), x; y) \right]
\]
to achieve
\[
\partial_x^2 \phi(t, x; y) = E_0 \left[ \partial_x^2 \phi(L(t), x; y) \right],
\]
that is (3.3).

Now let \((t_n, x_n, y_n) \to (t, x, y)\) in \(\mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2))\). Then there exist \(t_0 > 0\) and a compact set \(K \subset \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)\) such that \((t_n, x_n, y_n), (t, x, y) \in [t_0, +\infty) \times K\) for all \(n \in \mathbb{N}\). Let \(\varepsilon = \min_{(x,y) \in K} |x - y| > 0\) and notice that, as before
\[
|\partial_x^2 \phi(L(t_n), x_n; y_n)| \leq \varepsilon^{-2} \sqrt{\frac{8}{\pi t^2 L(t_0)}} \left( 1 + \frac{8}{e} \right),
\]
hence continuity in \((t, x, y)\) follows by dominated convergence. Next, consider a compact set \(K \subset \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)\) and let \(\varepsilon = \min_{(x,y) \in K} |x - y|\) and \(M = \max_{(x,y) \in K} |x - y|\). Then it holds
\[
\sup_{(x,y) \in K} \left| \partial_x^2 \phi(t, x; y) \right| \leq \sqrt{\frac{2}{\pi}} E_0 \left[ \left( M^2(L(t))^{-\frac{1}{2}} + L(t)^{-\frac{1}{2}} \right) e^{-\frac{5}{2\varepsilon^2 L(t/2)}} \right]. \tag{A.53}
\]
Recalling that, for all \(r, \lambda > 0\),
\[
r^{\frac{3}{2}} e^{-\lambda r} \leq \left( \frac{3}{2 \lambda e} \right)^{\frac{3}{2}} \quad \text{and} \quad r^{\frac{5}{2}} e^{-\lambda r} \leq \left( \frac{5}{2 \lambda e} \right)^{\frac{5}{2}},
\]
and then, a.s.,
\[
\left( M^2(L(t))^{-\frac{1}{2}} + L(t)^{-\frac{1}{2}} \right) e^{-\frac{5}{2\varepsilon^2 L(t/2)}} \leq M^2 \left( \frac{5}{\varepsilon^2 e} \right)^{\frac{5}{2}} + \left( \frac{3}{\varepsilon^2 e} \right)^{\frac{3}{2}}
\]
we can use the dominated convergence theorem to ensure that the right-hand side of (A.53) converges to 0, hence getting that
\[
\lim_{t \downarrow 0} \partial_x^2 \phi(t, x; y) = 0 \text{ locally uniformly in } \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2).
\]
Now we prove (3.4) under the additional assumption (A2). Assume that \(x \neq y\) and consider a compact set \([0, T] \subset (0, +\infty)\) and let \(t \in K\) and \(s \in (0, +\infty)\). By (2.12) we have that
\[
p(s, x; y) |\partial_t f_L(s, t)| \leq \frac{I_\Phi(T)}{\pi} p(s, x; y) \int_0^{+\infty} \xi e^{-s R(\Psi(\xi))} d\xi =: I_4(s, x; y), \tag{A.54}
\]
where the right-hand side is independent of \( t \in K \). Next, notice that
\[
\int_0^{+\infty} I_1(s, x; y) \, ds = \frac{I_\phi(T)}{\sqrt{2\pi s^3}} \int_0^{+\infty} s^{-\frac{1}{2}} e^{-\frac{(x-y)^2}{2s}} - s \Re(\Psi(\xi)) \, \xi \, ds \, d\xi. \tag{A.55}
\]
Let us first evaluate the inner integral. To do this, rewrite
\[
\int_0^{+\infty} s^{-\frac{1}{2}} e^{-\frac{(x-y)^2}{2s}} - s \Re(\Psi(\xi)) \, ds
= 2 \left( \frac{|x-y|}{\sqrt{2\Re(\Psi(\xi))}} \right)^{\frac{1}{2}} \frac{1}{2} \left( \frac{|x-y|}{\sqrt{2\Re(\Psi(\xi))}} \right)^{-\frac{1}{2}} \int_0^{+\infty} s^{-\frac{1}{2} - 1} e^{-\frac{2\Re(\Psi(\xi)) - s}{s}} \, ds.
\]
that, by [27, Formula 3.471.9], becomes
\[
\int_0^{+\infty} s^{-\frac{1}{2}} e^{-\frac{(x-y)^2}{2s} - \Re(\Psi(\xi))} \, ds = 2 \left( \frac{|x-y|}{\sqrt{2\Re(\Psi(\xi))}} \right)^{\frac{1}{2}} K_{-\frac{1}{2}}(\sqrt{2\Re(\Psi(\xi))}|x-y|), \tag{A.56}
\]
where \( K_{\nu}(\cdot) \) is the modified Bessel function of the third kind (see [27]). In particular, it holds, by [27, Formula 8.469.3]
\[
K_{-\frac{1}{2}}(\sqrt{2\Re(\Psi(\xi))}|x-y|) = \sqrt{\frac{\pi}{\Re(\Psi(\xi))}} e^{-|x-y|/\sqrt{2\Re(\Psi(\xi))}}, \tag{A.57}
\]
\[
\int_0^{+\infty} s^{-\frac{1}{2}} e^{-\frac{(x-y)^2}{2s} - \Re(\Psi(\xi))} \, ds = \sqrt{\frac{\pi}{\Re(\Psi(\xi))}} e^{-|x-y|/\sqrt{2\Re(\Psi(\xi))}}. \tag{A.58}
\]
Going back to (A.55) we have
\[
\int_0^{+\infty} I_1(s, x; y) \, ds = \frac{I_\phi(T)}{\pi \sqrt{2}} \int_0^{+\infty} \frac{\xi}{\sqrt{\Re(\Psi(\xi))}} e^{-|x-y|/\sqrt{2\Re(\Psi(\xi))}} \, d\xi. \tag{A.59}
\]
Next, we split the integral as
\[
\int_0^{+\infty} I_1(s, x; y) \, ds = \frac{I_\phi(T)}{\pi \sqrt{2}} \left( \int_0^{1} \frac{\xi}{\sqrt{\Re(\Psi(\xi))}} e^{-|x-y|/\sqrt{2\Re(\Psi(\xi))}} \, d\xi \right.
\]
\[
+ \int_1^{M_{\gamma}} \frac{\xi}{\sqrt{\Re(\Psi(\xi))}} e^{-|x-y|/\sqrt{2\Re(\Psi(\xi))}} \, d\xi + \int_{M_{\gamma}}^{+\infty} \frac{\xi}{\sqrt{\Re(\Psi(\xi))}} e^{-|x-y|/\sqrt{2\Re(\Psi(\xi))}} \, d\xi \right)
\]
\[
\leq \frac{I_\phi(t_1)}{\pi \sqrt{2}} \left( \frac{1}{\sqrt{C_0}} + \frac{M_{\gamma}(M_{\gamma} - 1)}{\min_{\xi \in [1, M_{\gamma}]} \Re(\Psi(\xi))} + \frac{1}{\sqrt{C_\gamma}} \int_0^{+\infty} \frac{\xi^2}{\sqrt{\min_{\xi \in [1, M_{\gamma}]} \Re(\Psi(\xi))}} \, d\xi \right) < \infty, \tag{A.60}
\]
where we used Lemma 2.2 and the fact that \( \Re(\Psi(\xi)) \) is continuous in \( \xi \) and \( \Re(\Psi(\xi)) > 0 \) for \( \xi > 0 \). Hence, observing that, for \( t \in [t_0, t_1] \) and fixed \( x, y \) such that \( x \neq y \), we proposed an upper bound in (A.54) that belongs to \( L^1(\mathbb{R}^+) \), by a simple application of the dominated convergence theorem, we achieve (3.4).

Concerning the continuity of the function \( \partial_{x}p_{\Phi}(t, x; y) \) we proceed as follows. Consider a vector \( (t, x, y) \in \mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)) \) and \( \{(t_n, x_n, y_n)\}_{n \in \mathbb{N}} \subset \mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)) \) such that \( (t_n, x_n, y_n) \to (t, x, y) \). Clearly there exists a compact \( K \subset \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2) \) and \( T > 0 \) such that \( (x_n, y_n) \in K \) and \( t_n \in [0, T] \) for all \( n \in \mathbb{N} \). Let \( \varepsilon = \min_{(z_1, z_2) \in K} |z_1 - z_2| > 0 \). Then we have, by (2.12)
\[
p(s, x_n; y_n) \partial_{x}f_{L}(s; t_n) \leq \frac{I_\phi(T)}{\pi} p(s, \varepsilon; 0) \int_0^{+\infty} \xi e^{-s \Re(\Psi(\xi))} \, d\xi =: I_1(s, \varepsilon; 0).
\]
as in (A.54). Since we already know that \( I_1(\cdot, \varepsilon; 0) \in L^1(\mathbb{R}^+) \), we can use the dominated convergence theorem in (3.4) to guarantee that \( \lim_{n \to \infty} \partial_{x}p_{\Phi}(t_n, x_n; y_n) = p_{\Phi}(t, x; y) \). Since \( (t, x, y) \in \mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)) \) is arbitrary, this proves that \( \partial_{x}p_{\Phi} \in C(\mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2))) \).

Finally, in order to show (3.5) consider a compact \( K \subset \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2) \) and let \( \varepsilon = \min_{(x, y) \in K} |x - y| \). Then
\[
\sup_{(x, y) \in K} |\partial_{x}p_{\Phi}(t, x; y)| \leq \int_0^{+\infty} p(s, \varepsilon; 0) |\partial_{x}f_{L}(s; t)| \, ds. \tag{A.61}
\]
Let $T > 0$ and notice that for $t \leq T$ it holds
\[ p(s, \varepsilon; 0) |\partial_t f_L(s; t)| \leq I_1(s, \varepsilon; 0) \]
where the right-hand side belongs to $L^1(\mathbb{R}^+)$. Hence, by dominated convergence theorem and (A.62), we get
\[ \lim_{t \to 0} \sup_{(x,y) \in K} |\partial_t p_\phi(t, x; y)| = 0. \] (A.62)

Now observe that for $x \neq y$ we have that $p_\phi(\cdot, x; y) \in C^1(\mathbb{R}^+_0)$, once we set $\partial_t p_\phi(0, x; y) = 0$. Hence, by Lemma 2.4 and (3.4), it holds
\[ \partial_t^t p_\phi(t, x; y) = \int_0^t \nabla(t - s) \partial_t p_\phi(s, x; y) ds \]
\[ = \int_0^t \nabla(t - s) \left( \int_0^{+\infty} p(\tau, x; y) \partial_t f_L(\tau; s) d\tau \right) ds. \] (A.63)

Notice that, by (2.12) and (A.58),
\[ \int_0^t \int_0^{+\infty} \nabla(t - s)p(\tau, x; y)|\partial_t f_L(\tau; s)| d\tau ds \leq \frac{1}{\pi} \int_0^t \int_0^{+\infty} \int_0^{+\infty} \nabla(t - s)p(\tau, x; y)I_\phi(s)\xi e^{-\tau R(\Psi(\xi))} d\xi d\tau ds \]
\[ = \frac{1}{\sqrt{2\pi^2}} \left( \int_0^{+\infty} \frac{\xi}{\sqrt{2R(\Psi(\xi))}} \xi e^{-|x-y|\sqrt{2R(\Psi(\xi))}} d\xi \right) \left( \int_0^t \nabla(t - s)I_\phi(s) ds \right) < \infty, \]
where the finiteness of the first integral follows as in (A.60). Hence we can use Fubini’s theorem in (A.63) to achieve
\[ \partial_t^t p_\phi(t, x; y) = \int_0^{+\infty} p(\tau, x; y) \left( \int_0^t \nabla(t - s) \partial_t f_L(\tau; s) ds \right) d\tau. \]

Again, setting $\partial_t f_L(\tau; 0) = 0$ for $\tau > 0$, we know that $f_L(\tau, \cdot) \in C^1(\mathbb{R}^+_0)$ and we can use again Lemma 2.4 and Proposition 2.6 to get
\[ \partial_t^t p_\phi(t, x; y) = \int_0^{+\infty} p(\tau, x; y)\partial_t^t f_L(\tau; t) d\tau = -\int_0^{+\infty} p(s, x; y) \partial_s f_L(s; t) ds. \]

To show that $\partial_t^t p_\phi \in C(\mathbb{R}^+ \times \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2))$ fix $(t, x, y) \in \mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2))$ and consider a sequence \{(tn, xn, yn)\}_n \subset \mathbb{R}^+ \times (\mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)) such that $(tn, xn, yn) \to (t, x, y)$. Then there exist a compact $K \subset \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2)$ and $T > 0$ such that $tn \in [0, T]$ and $(xn, yn) \in K$ for all $n \in \mathbb{N}$. Let also $\varepsilon = \min_{(z_1, z_2) \in K} |z_1 - z_2|$. By (2.13) we have
\[ |p(s, x; y) \partial_s f_L(s; t)| \leq I_2(s, \varepsilon; 0), \]
where
\[ I_2(s, x; y) = p(s, x; y)I_\phi(T)(\sqrt{2}J_1(s) + J_2(s)), \] (A.64)
\[ J_1(s) = \int_0^{M_\gamma} |\Psi(\xi)| e^{-s R(\Psi(\xi))} d\xi, \] (A.65)
\[ J_2(s) = \int_{M_\gamma}^{+\infty} \left( 3\sqrt{\pi} + \xi \int_0^1 \tau \nu(d\tau) + \frac{\xi^2}{2} \int_0^1 \tau^2 \nu(d\tau) \right) e^{-s\xi^2} d\xi. \] (A.66)

Now we need to show that $I_2(\cdot, \varepsilon; 0) \in L^1(\mathbb{R}^+)$. To do this, notice that
\[ \int_0^{+\infty} p(s, \varepsilon; 0)J_1(s) ds \leq M_\gamma \sup_{\xi \in [0, M_\gamma]} |\Psi(\xi)| \int_0^{+\infty} \frac{1}{\sqrt{2\pi s}} e^{-\frac{\xi^2}{2s}} ds < \infty. \]

Concencing $J_2(s)$, first notice that there exists a constant $C > 0$ such that, for $\xi \geq M_\gamma$,
\[ 3\sqrt{\pi} + \xi \int_0^1 \tau \nu(d\tau) + \frac{\xi^2}{2} \int_0^1 \tau^2 \nu(d\tau) \leq C\xi^2. \]
Furthermore, we have, arguing as in (A.58),
\[
\int_0^{+\infty} p(s, \varepsilon; 0) J_2(s) \, ds \leq C \int_{M_n}^{+\infty} \frac{\xi^2}{\sqrt{2\pi}} \left( \int_0^{+\infty} s^{-\frac{1}{2}} e^{-s^{2^\gamma} - \frac{\xi^2}{s^2}} \, ds \right) \, d\xi \\
\leq C \frac{1}{\sqrt{2}} \int_0^{+\infty} \xi^{2^\gamma+\frac{1}{2}} e^{-\xi s^{2^\gamma}} \, d\xi < \infty.
\]

Hence \( I_2(\cdot, \varepsilon; 0) \in L^1(\mathbb{R}^+) \) and then \( \lim_{n \to \infty} \partial_t^np_n(t, x_n; y_n) = \partial_t^n p_n(t, x; y) \) by dominated convergence theorem.

Finally, consider a compact set \( K \subset \mathbb{R}^2 \setminus \text{diag}(\mathbb{R}^2) \) and let \( \varepsilon = \min_{(x,y) \in K} |x - y| \). Then it holds
\[
\sup_{(x,y) \in K} |\partial_t^np_n(t, x; y)| \leq \frac{f_n(t)}{\pi} \int_0^{+\infty} p(s, \varepsilon; 0)(\sqrt{2}J_1(s) + J_2(s)) \, ds
\]
where the right-hand side clearly goes to 0 as \( t \downarrow 0 \).

\[\square\]

### A.4. Proof of Proposition 3.4.

Since \( p_n(t, x; y) = p_n(t, x - y; 0) \), it is sufficient to prove the statement for \( y = 0 \). Recall that, by (3.2), we have
\[
\partial_x p_n(t, x; 0) = -\sqrt{\frac{2}{\pi}} \int_0^{+\infty} xe^{-\frac{x^2}{s^2}} f_L(s; t) \, ds.
\]  
(A.67)

First consider \( x > 0 \). By using the change of variables \( z = \frac{x}{\sqrt{s}} \) for \( x > 0 \), the latter becomes
\[
\partial_x p_n(t, x; 0) = -\frac{4}{\sqrt{\pi}} \int_0^{+\infty} e^{-z^2} f_L \left( \frac{x}{2z^2}; t \right) \, dz.
\]  
(A.68)

Notice further that
\[
2\varphi(t) - \partial_x p_n(t, x; 0) = \frac{4}{\sqrt{\pi}} \int_0^{+\infty} e^{-z^2} \left( \varphi(t) - f_L \left( \frac{x}{2z^2}; t \right) \right) \, dz.
\]  
(A.69)

Now consider a compact set \( K \subset \mathbb{R}^+ \) and notice that
\[
\sup_{t \in K} |2\varphi(t) - \partial_x p_n(t, x; 0)| \leq \frac{4}{\sqrt{\pi}} \int_0^{+\infty} e^{-z^2} \sup_{t \in K} |\varphi(t) - f_L \left( \frac{x}{2z^2}; t \right)| \, dz.
\]  
(A.70)

By Assumption (A3) we know that
\[
\lim_{s \downarrow 0} \sup_{t \in K} |\varphi(t) - f_L(s; t)| = 0.
\]

Furthermore, by Proposition 2.3, we know that \( \lim_{s \to +\infty} \sup_{t \in K} |f_L(s; t)| = 0 \). Hence, there exists a constant \( C > 0 \) such that
\[
\sup_{t \in K} |\varphi(t) - f_L(s; t)| \leq C, \quad \forall s \geq 0.
\]

Hence, by dominated convergence theorem and (A.70) we achieve
\[
\lim_{x \downarrow 0} \sup_{t \in K} |2\varphi(t) - \partial_x p_n(t, x; 0)| = 0.
\]

The argument for \( x < 0 \) is analogous.

Now recall that, by (3.6), for \( x \neq 0 \) it holds
\[
\partial_t^np_n(t, x; 0) = -\int_0^{+\infty} p(s, x; 0)\partial_sf_L(s, t) \, ds.
\]

First, notice that by Proposition 2.3 we know that \( \lim_{s \to +\infty} s^2|\partial_sf_L(s, t)| = 0 \) locally uniformly with respect to \( t \in (0, +\infty) \). Now fix a compact set \( K \subset (0, +\infty) \) and let \( \delta > 0 \) and \( h : (0, \delta) \to \mathbb{R}^+ \) as in Assumption (A3). Then we know that there exists a constant \( C > 0 \) such that
\[
\sup_{t \in K} |f_L(s, t)| \leq Cs^{-2}, \quad s \geq \delta
\]
and then
\[
\int_0^{+\infty} s^{-\frac{1}{2}} \sup_{t \in K} |f_L(s, t)| \, ds \leq \int_0^{\delta} s^{-\frac{1}{2}} h(s) \, ds + \int_{\delta}^{+\infty} s^{-\frac{1}{2}} \, ds < \infty.
\]
Now notice that
\[
\sup_{t \in K} \left| \frac{\partial_x^p p(t, x; 0)}{\sqrt{2\pi}} \int_0^{+\infty} s^{-\frac{1}{2}} f_L(s, t) \, ds \right| \leq \frac{1}{\sqrt{2\pi}} \int_0^{+\infty} \left(1 - e^{-\frac{s^2}{2}}\right) s^{-\frac{1}{2}} \sup_{t \in K} |\partial_x f_L(s, t)| \, ds.
\]

The integrand can be controlled as follows
\[
\left(1 - e^{-\frac{s^2}{2}}\right) s^{-\frac{1}{2}} \sup_{t \in K} |\partial_x f_L(s, t)| \leq s^{-\frac{1}{2}} \sup_{t \in K} |\partial_x f_L(s, t)|,
\]
where the right-hand side is integrable, hence by dominated convergence we have
\[
\lim_{x \to 0} \sup_{t \in K} \left| \frac{\partial_x^p p(t, x; 0)}{\sqrt{2\pi}} \int_0^{+\infty} s^{-\frac{1}{2}} f_L(s, t) \, ds \right| = 0.
\]

Finally,
\[
\lim_{x \to 0} \sup_{t \in K} \left| \frac{\partial_x^2 p(t, x; 0)}{\sqrt{2\pi}} \int_0^{+\infty} s^{-\frac{1}{2}} f_L(s, t) \, ds \right| = 0
\]
follows by (A.71) and Theorem 3.2.

\section*{A.5. Uniform convergence of monotone functions.}

\begin{proposition}
Let $F_n, F : \mathbb{R}_0^+ \to \mathbb{R}$ for any $n \in \mathbb{N}$ such that $F_n(t) \to F(t)$ as $n \to \infty$, for any $t \in \mathbb{R}_0^+$. Suppose further that $F_n, F$ are continuous, non-decreasing and $\lim_{t \to \infty} F_n(t) = \lim_{t \to \infty} F(t) = l \in \mathbb{R}$. Then $F_n \to F$ uniformly.
\end{proposition}

\begin{proof}
Without loss of generality we can suppose that $l = 1$. Fix $\epsilon > 0$. Then there exists $T > 0$ such that for any $t \geq T$ it is true that $1 - F(t) < \epsilon/2$. Note that $F(t)$ is continuous in $[0, T]$ and thus uniformly continuous. It follows that there exists $\delta > 0$ such that for any choice of $t_1$ and $t_2$ in $[0, T]$ it holds
\[
|t_2 - t_1| < \delta \implies |F(t_2) - F(t_1)| < \epsilon/2.
\]
Take now a finite partition $\Pi$ of $[0, T]$ with $\text{diam}(\Pi) < \delta$. Since $F_n(t) \to F(t)$ for any $t$ we have by pointwise convergence that there exists $\nu > 0$ such that, for any $n > \nu$ one has
\[
|F_n(t_i) - F(t_i)| < \epsilon/2 \text{ for all } t_i \in \Pi.
\]
Now consider $t > T$. We have that
\[
F_n(t) \leq 1 \leq F(t) + \epsilon/2 < F(t) + \epsilon
\]
where we used the fact that since $t > T$ then $1 < F(t) + \epsilon/2$. On the other hand, for $n > \nu$
\[
F_n(t) \geq F_n(T) \\
\geq F(T) - \epsilon/2 \quad \text{by (A.73) since } T \in \Pi \\
\geq F(t) - (F(t) - F(T)) - \epsilon/2 \\
\geq F(t) - \epsilon \quad \text{since } F(t) - F(T) \leq 1 - F(T) < \epsilon/2.
\]
For $t \in [0, T]$ instead, we have that there exists $t_i, t_{i+1} \in \Pi$ such that $t \in [t_i, t_{i+1}]$. It follows that, for $n > \nu$,
\[
F_n(t) \leq F_n(t_{i+1}) \\
\leq F(t_{i+1}) + \epsilon/2 \quad \text{by (A.73) since } t_{i+1} \in \Pi \\
\leq F(t) + (F(t_{i+1}) - F(t)) + \epsilon/2 \\
\leq F(t) + \epsilon \quad \text{by (A.72) since } \text{diam}(\Pi) < \delta.
\]

With the same argument it is possible to see that, for any $n > \nu$
\[
F_n(t) \geq F(t) - \epsilon.
\]
\end{proof}
A.6. Proof of Proposition 6.1. By [36, Problem 8.6], we have that

\[
E_0[|B^1(t)|^2 1_{T_c > t}] = \int_{-\infty}^{c} x^2 p(t, x; 0) \, dx + \int_{-\infty}^{c} x^2 p(t, x; 2c) \, dx
\]

\[
= \int_{-\infty}^{c} x^2 p(t, x; 0) \, dx - \int_{-\infty}^{c} x^2 p(t, x; 0) \, dx
- 2c \int_{-\infty}^{c} x p(t, x; 0) \, dx - 4c^2 \int_{-\infty}^{c} p(t, x; 0) \, dx
\]

\[
= 2 \int_{0}^{c} x^2 p(t, x; 0) \, dx - 2c \int_{-\infty}^{c} x p(t, x; 0) \, dx - 4c^2 \int_{-\infty}^{c} p(t, x; 0) \, dx
\]

\[
= 2 \int_{0}^{c} x^2 p(t, x; 0) \, dx + 2c \left( \int_{0}^{c} x p(t, x; 0) \, dx - \int_{0}^{c} p(t, x; 0) \, dx \right)
- 4c^2 \left( \frac{1}{2} - \int_{0}^{c} p(t, x; 0) \, dx \right)
\]

\[
(A.78)
\]

Now, by [27, Formula 3.321.5],

\[
\int_{0}^{c} x^2 p(t, x; 0) \, dx = t \text{erf} \left( \frac{c}{\sqrt{2t}} \right) - c \sqrt{\frac{t}{2\pi} e^{-c^2}}.
\]

\[
(A.79)
\]

Next, notice that

\[
\int_{0}^{+\infty} x p(t, x; 0) \, dx = \sqrt{\frac{t}{2\pi}} \quad \int_{0}^{c} x p(t, x; 0) \, dx = \sqrt{\frac{t}{2\pi} \left( 1 - e^{-c^2} \right)}
\]

\[
(A.80)
\]

and furthermore

\[
\int_{0}^{c} p(t, x; 0) \, dx = \frac{1}{2} \text{erf} \left( \frac{c}{\sqrt{2t}} \right).
\]

\[
(A.81)
\]

Plugging (A.79), (A.80) and (A.81) into (A.78) we get (6.1). □
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