I. INTRODUCTION

Because of breakthroughs in the manipulation and observation of quantum systems well isolated from any environment - e.g. in cold atom experiments - the question of thermalization of a closed quantum system has become experimentally accessible [1]-[10].

Closed quantum systems undergo unitary time evolution, which implies that no information about the initial state will be lost and initially pure states of the entire system will stay pure. Recovering that information at a later time might require global measurements, however.

In these systems, the question of thermalization instead becomes: can the system serve as a bath for its subsystems? This is the case if small subsystems can be described by a thermal ensemble after long times and in the thermodynamic limit, which yields a definition of thermalization appropriate for closed quantum systems. Of particular interest is the thermalization of eigenstates of the Hamiltonian: the Eigenstate Thermalization Hypothesis (ETH) predicts for a wide range of systems that the eigenstates of the Hamiltonian can serve as baths for their subsystems [11].

In a similar vein, the unitary time evolution (which is in principle reversible by evolving backward in time) cannot destroy any information encoded in the system, since this would constitute an irreversible process. Instead, this information must still be stored in the system somehow, but hidden from local subsystems, since they are described by a thermal ensemble with a very small number of thermodynamic potentials insufficient to encode much information [12]. Anyone able to measure arbitrary global observables on the other hand can, in theory, restore the information.

This motivates the concept of scrambling in which initially local information delocalizes over the entire system. One way to quantify this are out-of-time-order correlation functions (OTOCs) [13], which depend on a choice of observable, as well as the observable-independent tripartite information $I_3$ [14] that we will use in this article.

In the context of information spreading and thermalization, systems of interest are those that show a many-body localization (MBL) transition [15]-[17], which have also been under investigation experimentally [18]-[23]. If a large amount of disorder is added to the system, all eigenstates become strongly localized, which implies that if initialized in such a state, the information does not spread across the system and it fails to thermalize (violates ETH) [10]-[21]-[26].

Since the MBL phase is caused by strong disorder, adding additional small generic perturbations will not thermalize it, which makes this kind of ETH violation robust in comparison to Bethe-ansatz integrable systems which quickly become chaotic under perturbation, at least when diagnosed using level statistics [27].

The robust localization of information in MBL systems could be useful in storing information in a quantum computer, which makes this an exciting topic not just for applying quantum information theory to MBL systems, but in the future using MBL systems in a quantum computer to in turn apply quantum information theory to new problems [24]-[28].

In this paper, we use the tripartite information to study the many-body localization transition. Our model system is the XXZ-chain in a random field tuned either to the non-interacting limit of the XX chain or the interacting Heisenberg chain. Using tools from quantum information theory we can calculate how information initially localized in a small part $A$ of the system spreads into a distant small part $C$ under time evolution. Changing the distance between $A$ and $C$ allows us to understand the spread of information in the system.

Previous works established that in the MBL phase the half-chain entanglement entropy after a quantum quench spreads inside a light cone that is growing logarithmically with time, which distinguishes it from the Anderson localization in non-interacting systems without information spreading [29]-[34].

The tripartite information was also used in MacCormack et al. [35] to analyze, deep in the MBL phase, both an effective 1-bit Hamiltonian as well as the disordered Heisenberg chain, where the logarithmically spreading light cone was already found. In our paper we also study the dependence of the delocalization on the disor-
The tripartite information complements other quantities like the entanglement entropy, which is similarly observable-independent but does not directly measure the delocalization of information with spatial resolution. The converse is true for the OTOCs, which are not observable-independent. Other applications of the tripartite information also include the scrambling of product states [36], with suggestions on how this can be measured experimentally [37]. Different from OTOCs and entanglement entropy the tripartite information also allows a quantitative comparison with a completely random system as described by (HAAR) random time evolution as detailed in the next section [14, 38].

We find that the tripartite information $I_3$ can also be used to distinguish ANDERSON localization from both MBL and thermalization and that it also spreads inside a logarithmically growing light cone in the MBL phase. In addition, we see that the tripartite information reaches a plateau value eventually if the information is given enough time to explore the finite system, and this plateau value is also suppressed by disorder, so both the speed and the amplitude of the information transfer is inhibited in the MBL phase.

It should be noted that there is an ongoing discussion about the existence and nature of the MBL transition [39–41], but since our goal is to do observable-independent studies, we are limited to smaller system sizes and cannot contribute to this discussion.

The outline of our paper is as follows: In Sec. II, the tripartite information and scrambling are introduced, while in Sec. III, we will quickly review many-body localization and get a first impression of the tripartite information in a disordered system. We will look at the non-interacting XX-chain in Sec. IV as a point of comparison, and then study the scrambling in the many-body localized phase in more detail in Sec. V for the XXZ-chain in a random study the scrambling in the many-body localized phase XX-chain in Sec. IV as a point of comparison, and then a disordered system. We will look at the non-interacting

One well-known approach to scrambling are out-of-

time-order correlation functions (OTOCs). Two observables $\hat{V}$ and $\hat{W}$ that are initially localized in different parts of the system will spread over the system under scrambling dynamics as they evolve according to the non-linear Heisenberg equation (cf. Fig. 1). In mathematical terms, the commutator $[\hat{W}(t), \hat{V}(0)]$ which vanishes initially will become non-zero as $\hat{W}$ is evolved according to the Heisenberg equation. [13]

This motivates one possible definition of quantum chaos which requires that the thermal expectation value $\langle [W(t), V(0)]^2 \rangle_\beta$ becomes of the order $2\langle VV \rangle_\beta \langle WW \rangle_\beta$. The name OTOC comes from expanding the expression with the commutator and noticing that the interesting contributions come from out-of-time-order correlation functions like $\langle W(t)V(0)W(t)V(0) \rangle_\beta$. [13]

The expression $\langle [W(t), V(0)]^2 \rangle_\beta$ can also, by replacing the commutator with a POISSON bracket in the semi-classical limit, be linked to a classical definition of chaos, where we see explicitly the dependence of the trajectory $q(t)$ on the initial conditions $q(0)$ and the LYAPUNOV exponent $\lambda$, which describes the exponential rate of separation in phase space in a chaotic classical system: [13]

$$h^2 \{q(t), p\}^2 = h^2 \left( \frac{\partial q(t)}{\partial q(0)} \right)^2 \propto h^2 e^{2\lambda t}. \tag{1}$$

The tripartite information $I_3$ on the other hand was introduced in Hosur et al. [13] as an observable-independent measure of scrambling, which only depends on the partitioning of the Hilbert space of the quantum system into subsystems, and has also been linked to OTOCs.

The tripartite information requires a partitioning of the Hilbert space of the initial and final states of the system into two parts (bipartition):

$$\rho(0) = \rho_{AB} \in \mathcal{H}_A \otimes \mathcal{H}_B$$
$$\rho(t) = \rho_{CD} \in \mathcal{H}_C \otimes \mathcal{H}_D$$

We will call the parts of the system described by these Hilbert spaces parts $A, B, C, D$ respectively.

For this purpose, we pick a small subset $A$ of spins of our chain at the initial time 0, and a small subset $C$ of
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\caption{Spreading of initially local operator under time evolution.}
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ρ(t) = U(t)ρ(0)U†(t). Via channel-state duality we map this to a state in a doubled Hilbert space \( \mathcal{H}_L \otimes \mathcal{H}_L \):

\[ |U(t)\rangle_{ABCD} = \sum_\nu \sqrt{\rho(0)} |\nu\rangle_{AB} \otimes U(t)|\nu\rangle_{CD}. \] (2)

Where \( \{ |\nu\rangle \} \) is an arbitrary orthonormal basis of \( \mathcal{H}_L \), with the basis of product states like \( |\downarrow\downarrow\rangle, |\downarrow\uparrow\rangle, |\uparrow\downarrow\rangle, |\uparrow\uparrow\rangle \) (exemplary for the \( L = 2 \) case) being a sensible choice to simplify calculating partial traces in the next step.

By construction, we have that tracing out the input or output system gives us the correct state:

\[ \text{Tr}_{CD} |U(t)\rangle \langle U(t)| = \rho_{AB} = \rho(0), \]

\[ \text{Tr}_{AB} |U(t)\rangle \langle U(t)| = \rho_{CD} = \rho(t). \]

But more importantly, we can also trace over nonequal-time subsystems like \( BD \) to get a density matrix \( \rho_{AC}(t) \) that can, in general, be time-dependent even if the physical system is in thermal equilibrium - just because \( AB \) and \( CD \) are time-independent does not mean \( AC \) or \( AD \) are as well – and which describes how information is transported by the time evolution. We will use the von Neumann entanglement entropy \( S_\chi = -\text{Tr} \rho_\chi \log_2 \rho_\chi \) to calculate the mutual information between subsystems, here exemplarily for correlations between A and C \[45, 14\]:

\[ I(A : C) = S_A + S_C - S_{AC}. \] (3)

For our initial state, we will pick a density matrix mixing all states with zero-magnetization with equal probability (which corresponds to an infinite temperature ensemble in the largest symmetry block of our Hamiltonian). For this case, the initial entropies can be calculated analytically with some straightforward combinatorics:

\[ S(L, \ell)_{t=0} = -\sum_{n=0}^{\ell} \binom{\ell}{n} p(L, l, n) \log_2 p(L, l, n), \]

\[ p(L, l, n) = \left( \frac{L - \ell}{L} \right)^{L/2 - n} \left( \frac{L}{L/2} \right)^{-1}. \]

Where \( \ell \) is the size of the subsystem, as measured by the number of spins contained in it. If we now want to calculate the tripartite information:

\[ I_3 = I(A : C) + I(A : D) - I(A : CD), \] (4)

it turns out we only need to calculate the entropies \( S_{AC} \) and \( S_{AD} \) of two nonequal-time subsystems numerically, since the other entropies are either time-independent or can be mapped to known ones via \( S_\chi \equiv S_{ABCD \chi} \). This is typically the case when the system starts in thermal equilibrium, as all equal-time subsystems are also in thermal equilibrium and time-independent (more entropies become time-dependent in e.g. a quench situation).

The tripartite information \( I_3 \) measures the delocalization of quantum information as it spreads from subsystem \( A \) over the entire system. This makes it a good approach to study MBL, in particular since it is observable-independent.

MacCormack et al. \[35\] used the tripartite information to study the delocalization deep inside the MBL phase in an effective model with l-bits (cf. Eq. 7), where a spreading inside a logarithmically growing light cone was found. We note that the scrambling of information was also studied in Baïnuls et al. \[46\] by considering the mutual information between the first \( \ell \) spins with the rest of the chain. The results however cannot be compared to ours as they
use a specific initial state that singles out the first spin in the contrast to our ensemble of states in Eq. 2.

The interpretation of the uniform incoherent superposition of all eigenstates of the Hamiltonian as the input state is not quite straightforward: we think of it as picking one eigenstate randomly at $t = 0$ and then using the tripartite information to investigate if the particular choice can be revealed by an arbitrary local measurement at the later time $t$. This is also consistent with the fact that the tripartite information vanishes for pure input states, as in that case there is no choice about the initial state left.

For the infinite temperature ensemble, the tripartite information usually starts at zero and becomes negative under scrambling dynamics as either $I(A : C)$ or $I(A : D)$ become smaller, if there are no symmetry constraints and the full $2^L$ basis states are used in Eq. 2. The negative value of the tripartite information is then normalized by dividing by the tripartite information $I_3^{\text{Haar}}$ of random time evolution (where the time evolution operator has been replaced by a random unitary sampled from the unitary group with the Haar measure [35, 47]). If the value after this normalization approaches 1 the system is a scrambler for this particular partitioning of the Hilbert space. [14, 35]

The tripartite information is bounded by the size of the smaller subsystem, $I_3 \geq -2L$, analogously to the entanglement entropy of a bipartite state [48]. Since we are not scaling $\ell$ with the system size $L$ but keep it fixed, the tripartite information cannot become extensive, in contrast to e.g. the half-chain entanglement entropy in the large $L$ limit. For $\ell = 2$ we find $I_3^{\text{Haar}} \approx -1.9$ for system sizes $8 \leq L \leq 14$.

In our case, the restriction to the zero-magnetization sector also introduces correlations in the initial state that shift the initial value of the tripartite information - we subtracted those so that $I_3$ again starts out at zero in our plots. Putting these two together means that we are plotting the following rescaled tripartite information:

$$I_3(t) = \frac{I_3(t) - I_3(0)}{I_3^{\text{Haar}} - I_3(0)}.$$  

Other potential choices for the initial state are finite temperature ensembles, for which we however could not find a normalizing constant like the Haar averaged value $I_3^{\text{Haar}}$ to diagnose scrambling.

It is of note here that we are restricted to very small system sizes because we are storing the very large state of the system numerically exactly as well as doubling the system to two copies, which limits wide parameter studies with large numbers of samples to about $L = 12$ physical qubits [19].

III. MANY-BODY LOCALIZATION

In this article, we will use the XXZ-Chain with open boundary conditions in a random and static magnetic field described by the following Hamiltonian:

$$H = J \sum_{i=1}^{L-1} \left( S^x_{i} S^x_{i+1} + S^y_{i} S^y_{i+1} + \Delta S^z_{i} S^z_{i+1} \right) - \sum_{i=1}^{L} h_i S^z_i$$  

The magnetic field $h_i$ is taken randomly (independent, uniformly distributed) from $[-W, W]$. Since the random magnetic field introduces disorder we call $W/J$ the disorder strength.

We will show some results for the non-interacting case of an XX-chain ($\Delta = 0$), but the bulk of our results was calculated for the isotropic ($\Delta = 1$) Heisenberg chain, which has a dynamical transition from thermalizing to the MBL regime at $W/J \approx 4$ for numerically accessible system-sizes [24, 50–52]. In the following, we will measure energy in units of $J$ and set $J = 1$.

Another class of closed systems that fail to thermalize in the above sense are integrable models which have a large number of conserved quantities that restrict their evolution. Some of these quantities might be localized in a subsystem, which suppresses the scrambling of information as well [38]. These systems instead equilibrate to a so-called generalized Gibbs ensemble [53, 54].

It turns out that the system in the MBL phase also has integrals of motion called l-bits that are localized around the position of physical qubit (p-bit) [31, 55, 56]. In terms of the l-bits $\tau_i$ the Hamiltonian can be rewritten as follows:

$$H = \sum_i h_i \tau_i^z + \sum_{i,j} J_{ij} \tau_i^z \tau_j^z$$  

$$+ \sum_{n=1}^{\infty} \sum_{i,j,k} K_{i}^{(n)}(k) \tau_i^z \tau_k^z \cdot \tau_j^z,$$

where the interaction terms fall off exponentially with distance. If a description as in Eq. 7 is valid, we do not expect scrambling as the information stays localized.

To study the spread of information through the spin chain we will pick two small subsystems, subsystem $A$ for the initial time and subsystem $C$ for the final time. To exploit the observable-independent nature of the tripartite information we would like to have subsystems that span multiple spins since they admit a larger number of independent observables that we will be able to describe collectively. So the size of the smaller subsystems $\ell$ should be large. On the other hand, we want to study the spread

![Figure 4: Illustration of the distance $d$ between subsystems $A$ and $C$.](image-url)
of information through the system, so the subsystem separation $d$ should also be varied over a wide range. Also, we are interested in local information, which on its face requires that $\ell \ll L$.

It would have been desirable to put the two subsystems $A$ and $C$ far away from the ends of the chain to get rid of boundary effects. However, this is not possible due to the numerically reachable system sizes. We instead put the subsystem $A$ right at an open boundary, which minimizes potential problems both with the reachable distances $d$ between the subsystems and reflections at the boundary that arrive at different times and complicate the analysis. We do not expect large boundary effects though, as they were not playing a large role in Schnaack et al. [38], and we will see further below from Fig. 12 & 15 that they are rather weak as far as subsystem $C$ is concerned. Boundary effects also typically only affect a few eigenstates significantly and should not play a large role in the $\beta \to 0$ ensemble.

So we will fix the small subsystem $A$ at the left boundary and move the small subsystem $C$ along the chain, with the distance $d$ between them (cf. Fig. 3). This allows the distance $d$ to grow up to $L - 2\ell$. To allow a wide range of subsystem separation $d$ while still retaining subsystems with multiple spins we fix $\ell = 2$ in the main part of this article. Some additional results for $\ell = 1, 3$ that support our results in the main part can be found in the App. A.

It is of note that larger subsystem sizes also lead to much less variance in the tripartite information between different disorder realizations, which allows us to use a smaller sample size as would have been necessary for single-spin subsystems ($\ell = 1$).

To get some first impressions of the tripartite information in disordered systems we calculated the mean consecutive level spacing ratio $\langle r \rangle$ and the tripartite information between subsystems at the ends of the chain at different times, both for the isotropic Heisenberg chain with MBL (Fig. 5) and the non-interacting system with Anderson localization (Fig. 6).

As already found in previous works [21], albeit with numerical data in systems of limited size, for the transition to MBL the mean consecutive level spacing ratio $\langle r \rangle$ goes from level repulsion comparable to that of the Gaussian Orthogonal Ensemble (GOE) from random matrix theory at low disorder to non-correlated eigenvalues described by Poisson statistics at high disorder (cf. Fig. 5). In terms of localization, we expect that the system is in the localized regime for large disorder strength, which does suppress the spreading of information and hence the tripartite information, which is what we observe. For low disorder strength, the information can spread through the system. As soon as the information has had time to explore the finite system the tripartite information will saturate and approach the Haar value $I_3 = 1$.

Although in our results the rescaled tripartite information stays below the scrambling value of 1.0, we note that as we increase the system size from $L = 6$ to $L = 14$, this deviation shrinks from 30% to 8%, (cf. Fig. 17) which is consistent with a finite size effect that would vanish in the thermodynamic limit $L \to \infty$.

For the non-interacting XX-chain (Fig. 6), which is Anderson localized, we see neither scrambling – since $I_3$ stays well below the Haar value – nor level-repulsion in the mean consecutive level spacing ratio $\langle r \rangle$ at low disorder, which is expected since the system stays localized in the absence of interactions. This also matches previous results for non-interacting systems, where a one-dimensional chain of fermions did not exhibit scrambling in the non-interacting limit [38].

IV. NON-INTERACTING XX-CHAIN

The spreading of information through the non-interacting XX-chain is shown in Fig. 8 (a) & Fig. 9. Similar to previous results in Schnaack et al. [38], without interactions the tripartite information is fluctuating well below the Haar averaged value. In addition, we see that information transport is quickly suppressed by disorder, and no growth proportional to $\log(t)$ can be found in this system in contrast to the XXZ chain.

At later times than shown we observe unphysical behaviour in the tripartite information due to numerical errors, for that reason we did not consider times larger than $t = 10^{12}$ in our analysis.
Figure 6: Comparison of the tripartite information in the non-interacting XX chain ($\Delta = 0, L = 12$) between subsystems of size $\ell = 2$ at the opposite ends (cf. Fig. 2). The value of $\tilde{I}_3$ is only above 0.4 for $t = 16$ at low disorder. The inset shows the mean consecutive level spacing ratio $\langle r \rangle$ of the system’s energy spectrum.

Figure 7: Highest asymptotic value of the rescaled tripartite information reached at late times for different system sizes $L$. The highest value is reached for low disorder strength $W$ (cf. Fig. 5).

V. SCRAMBLING IN THE XXZ-CHAIN

Some qualitative overview is shown in Fig. 8 (b), of which also a full video is available. For low disorder strength, the information is traveling through the system ballistically and becomes scrambled on a timescale linear in the system size [59]. In the MBL regime at higher disorder strength, the spreading is much slower and it will take a very long time until the signal hits the rightmost column in the video, which represents the correlations between the opposite ends of the system. We will analyse those correlations in more detail in the next paragraph.

For some quantitative analysis, we calculated the tripartite information for subsystems at opposite ends of the chain and fitted them against a logistic function [60] (cf. Fig. 10). We find that the tripartite information reaches a plateau after a time that becomes exponentially large deeper in the MBL phase in agreement with MacCromack et al. [35]. The asymptotic value of $\tilde{I}_3$ at very late times (the height of the plateau) was estimated as well as the arrival time $T$ at which the change in the tripartite information hit half of that asymptotic value. In contrast to the non-interacting model from Fig. 9 we can see that the arrival time is pushed to exponentially large values for higher disorder in agreement with results for the slow rise of the entanglement entropy after a quantum quench [29–34]. Similar analyses were carried out for different values of the subsystem separation $d$. The plateau value and the timescale will be analysed in more detail below.

The asymptotic value of $\tilde{I}_3$ is shown in Fig. 11, where we see that the system at late time transitions from mostly delocalized at low disorder strength, where $\tilde{I}_3$ is close to the Haar scrambling value, to mostly localized at high disorder strength, where $\tilde{I}_3$ is far below the Haar scrambling value. The system size does not seem to have a large impact on the results, but the transition becomes sharper for larger systems. As we are dealing with finite systems, we do not expect a sharp transition to be visible between the thermalizing and the MBL phase, but instead a continuous transition to a regime with MBL.
Figure 9: Spreading of information through the XX chain ($\Delta = 0, L = 12$) between two subsystems of size $\ell = 2$ at opposite ends. Because of the strong fluctuations a moving average (thick line) was added by convolution with a gaussian. The subset shows the height of the plateau, which was calculated by averaging data for intermediate times $10^3 \leq t \leq 10^{10}$.

Figure 10: Spreading of information through the isotropic Heisenberg chain ($\Delta = 1, L = 12$) between two subsystems of size $\ell = 2$ at opposite ends. The dashed lines are fits against a logistic function, see main text.

Figure 11: Asymptotic value at late times of the rescaled tripartite information $\tilde{I}_3(t)$ between two subsystems of size $\ell = 2$ at opposite ends of the isotropic Heisenberg chain ($\Delta = 1$). Here the system size is varied while $d$ is fixed at the maximum value $d = L - 2\ell$. See Fig. 12 for results with varying subsystem separation.

Figure 12: Asymptotic value at late times of the rescaled tripartite information $\tilde{I}_3(t)$ between two subsystems of size $\ell = 2$ of the isotropic Heisenberg chain ($\Delta = 1$). Here the subsystem separation is varied with $L = 12$ fixed, in contrast to the previous figure. The asymptotic value of $\tilde{I}_3$ is also shown in Fig. 12 this time for different values of the subsystem separation $d$. We expect that the tripartite information is suppressed if the distance $d$ becomes comparable to the localization length of the l-bits in Eq. 7, and indeed $\tilde{I}_3$ shrinks as the distance is increased.

The light-cone is shown for three characteristic cases in Fig. 13. In the strongly disordered system ($W = 6$), the spreading of information takes an exponentially long
Figure 13: Dynamics of the tripartite information $I_3$ in the space-time plane with subsystems of size $\ell = 2$ in the isotropic Heisenberg chain ($\Delta = 1, \ell = 12$). In the strongly disordered system ($W = 6$), the spreading of information takes an exponentially long time.

Figure 14: Arrival time of the information between two subsystems of size $\ell = 2$ of the isotropic Heisenberg chain ($\Delta = 1$) across a distance of $d$ spins. We again vary the subsystem separation $d$ for a fixed system size $L = 12$, a comparison of different system sizes can be found in Fig. 15.

The arrival time $T$ on the other hand is shown in Fig. 14 & 15 where we see that the signal becomes exponentially slow as the distance or the disorder is increased. Since the arrival time over distance data follows a straight line in the semi-log plot, we can deduce that the tripartite information spreads inside a light cone that grows logarithmically in time for large disorder. For the maximal distance between subsystems where $A$ and $C$ are right at the ends of the system, the arrival time is suppressed because of boundary effects, where the signal is reflected at the open boundary. This causes the $d = 7$ and $d = 8$ curves in Fig. 14 to be slightly closer together than the others.

Figure 15: Arrival time of the information between two subsystems of size $\ell = 2$ of the isotropic Heisenberg chain ($\Delta = 1$) across a distance of $d$ spins.

The boundary effect can also be seen quite clearly in Fig. 15, where the rightmost data points of the individual data set corresponding to subsystem $C$ being at the boundary are slightly lower. As long as these boundary effects do not become important the arrival time does not depend strongly on the system size but only on the distance between the subsystems.

In summary, we can see that strong disorder suppresses both the amplitude of transmitted information as well as its speed.

VI. DISCUSSION

We studied the spreading and delocalization of information in the random field XXZ model at the Heisenberg point $\Delta = 1$. Similar to previous results we see a clear change in behaviour as the information spreading is suppressed by strong disorder and the system becomes localized [39, 41, 62–69]. In the MBL phase the information spreads slowly, contained inside a light cone that grows logarithmically with time, similar to results for the rise of the entanglement entropy after a quantum quench [29–34] and results for the tripartite information in the effective l-bit model [35]. This logarithmic light cone is absent in the Anderson localized XX model. We also found that the amplitude of the signal is suppressed since $I_3$ reaches a plateau value well below that of the delocalized system even after the signal has explored the finite system.

Because of the observable-independent nature of $I_3$ we
can see the generic information transfer between subsystems that contain multiple spins without the difficulty of selecting a representative sample of local operators.

The tripartite information in our calculations is bounded by the fixed subsystem size and hence by construction no area or volume laws can be found, which distinguishes it from the half-chain entanglement entropy in the large $L$ limit [24]. We see instead quite clearly that for the non-interacting XX-chain in Fig. [9] the tripartite information vanishes as disorder causes ANDERSON localization.

The results for the asymptotic value of the tripartite information in the interacting XXZ-chain (cf. Fig. [11]) are similar to Khemani et al. [70], where the entanglement entropy of a single spin was used, and it was shown that it also stays well below the thermal value in the MBL phase.

The suppression of an asymptotic value in MBL systems was also found in Ray et al. [71] (see also [72]) using OTOCs in a Floquet systems, although a similar behaviour in the disordered Heisenberg chain was found to be a finite size effect [73].

We observed exponential slowdown of the information transport in the MBL phase, similar results were also found in De Tomasi et al. [74] for the mutual information between individual sites in the spinless fermionic disordered Hubbard chain, which showed logarithmically slow growth.

In this article we have used the von-Neumann entropy $S = -\log_2 \text{Tr} \rho^2$, which has been linked to OTOCs [14] and is also used to diagnose scrambling [75]. However, we also calculated the tripartite information $I^{(2)}_3$ corresponding to this entropy (data not shown), and found no qualitative difference in the behaviour.

The tripartite information can make powerful observable-independent statements about scrambling, but we think that it is difficult to access in an experiment, similar to the von-Neumann entanglement entropy. Experimental realizations might require a generalization of the initial state to finite temperature.

In summary, the tripartite information $I_3$ can make powerful, observable-independent and quantitative statements about scrambling. Specifically in this paper, we have found that the tripartite information allows us to study MBL, and also allows us to distinguish it from ANDERSON localization.
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Appendix A: Results for subsystems of length 1 or 3

In addition to the behaviour of the tripartite information $I_3$ for a subsystem size $\ell = 2$ in the main part, we also studied smaller ($\ell = 1$) and larger ($\ell = 3$) subsystems.

Figure 16: Spreading of information through the isotropic Heisenberg chain ($\Delta = 1$, $L = 12$) between two subsystems at opposite ends. The values in Fig. 16a were normalized because the step becomes very small for higher disorder strength $W$ and is hard to see otherwise.

Figure 17: Asymptotic value of tripartite information between two subsystems at opposite ends of the isotropic Heisenberg chain ($\Delta = 1$).

Figure 18: Arrival time of the information between two subsystems of the isotropic Heisenberg chain ($\Delta = 1$) across a distance of $d$ spins.

While the asymptotic value transitions from 1 to 0 for the single spin subsystem $\ell = 1$, the step becomes smaller for larger subsystem sizes $\ell$. As already discussed in the main part (cf. Fig. 7) we think the deviation from the Haar limit $\tilde{I}_3 = 1$ for low disorder is a finite size effect that should vanish in the $\ell/L \to 0$ limit. The dependence on the subsystem size $\ell$ for large disorder however is not clear yet, numerically it is caused by a rise in $I(A : D)$ over time in Eq. 4.

The behaviour of the arrival time, as shown in Fig. 18 in analogy to Fig. 15 in the main part is very similar in all
cases, as the information travels inside a light cone that is growing logarithmically with time. The boundary effects – which suppress the arrival time if the distance between the subsystems is maximized on the open chain – become smaller as the subsystem size is increased, which makes intuitive sense, as the sites in a larger subsystem will be further from the end of the chain on average.

Appendix B: BKT Scaling

Following Šuntajs et al. [62] we also fitted the asymptotic value of the tripartite information to a BKT-type curve in Fig. 19:

\[ \zeta_{\text{BKT}} = \exp(b_+ \pm \sqrt{|W - W^*|}). \]

We found \( b_+ = b_- = 5.0 \) to be a good match, with a fitted linear dependence of the critical disorder strength on the system size as follows:

\[ W^* = (3.25 \pm 0.12) + L(-0.02 \pm 0.02). \]

Figure 19: Asymptotic value at late times of the rescaled tripartite information \( \tilde{I}_3(t) \) between two subsystems of size \( \ell = 2 \) at opposite ends of the isotropic Heisenberg chain (\( \Delta = 1 \)).