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Abstract
We study the variable selection problem in survival analysis to identify the most important factors affecting survival time. Our method incorporates prior knowledge of mutual correlations among variables, represented through a graph. We utilize the Cox proportional hazard model with a graph-based regularizer for variable selection. We present a computationally efficient algorithm to solve the graph regularized maximum likelihood problem by establishing connections with the group lasso, and provide theoretical guarantees about the recovery error and asymptotic distribution of the proposed estimators. The improved performance of the proposed approach compared with existing methods are demonstrated in both synthetic and real organ transplantation datasets.
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1 Introduction
Survival analysis, a branch of statistics that deals with the analysis of time-to-event data, is a fundamental tool across various disciplines [37, 40]. It has been used in various domains such as healthcare [11, 57], medical prognostic [60], and manufacturing [1]. In such scenarios, the feature vector tends to be high-dimensional, and the variables tend to have complex correlations. This work studies variable selection in
survival analysis with correlated covariates. This is a fundamental problem in predictive modeling: when the feature vector is high-dimensional, it is crucial to select a subset of significant variables for model interpretation and predictability [28].

Variable selection arises in a wide range of applications, including genetics [62], healthcare [11, 57], and epidemiology [20, 68]. For example, in organ transplantation, we are interested in knowing which variable is useful in predicting the post-transplant survival time of the patient. In such cases, efficient identification of the key variables will be useful for better decision-making. However, the variables tend to be highly correlated, and their mutual correlation can be represented by an undirected graph known from prior knowledge or estimated from data. For instance, a real-data example of the correlation structures among the predicting variables for the organ transplant dataset is illustrated in Figure 1. When such prior structural knowledge is available, incorporating it in variable selection may yield more precise results [70]. Instead of selecting individual variables, the graph structure enables us to utilize the neighborhood information to estimate or select the variables jointly.

Motivated by this, in this paper, we study variable selection for survival analysis when the variables are correlated through a graph structure. We consider the Cox proportional hazard model [9] with a graph regularizer to incorporate graph correlation structure between variables in the presence of complete observations and right-censored data. Cox proportional hazard model [9, 10] has been widely studied in survival analysis literature. One line of existing work on variable selection focuses on the Bayesian procedures for censored survival data by applying different prior distributions on the coefficients. In [15, 16], the partial likelihood function is considered to avoid specifying the unknown baseline hazard function, and a normal prior is used to estimate the regression coefficients. In [31], the full likelihood function is considered, and they specify a nonparametric prior for the baseline hazard and a parametric prior for the regression coefficients. In [18], the mixtures of products of Dirichlet process priors are used to compare the explanatory power of each covariate. In [53], a special shrinkage prior based on normal and Gamma distributions is used to handle cases when the explanatory variables are of very high dimension. In [58], a mixture prior is used, which is composed of a point mass at zero and an inverse moment prior. Other than using priors, a structure-based method using Bayesian networks is proposed in [39] for variable selection.

Another line of work performs variable selection through regularization, i.e., adding a regularization term into the likelihood function of the Cox model. The lasso regularization is applied for the Cox proportional hazard model in [66]. In [13], the Smoothly Clipped Absolute Deviation (SCAD) regularization is proposed, and the resulted estimate is shown to have oracle property, i.e., the resulting estimate can correctly identify the true model; see [14] for an overview on such methods. In [69], the elastic net regularization is applied to the Cox model, and a solution path algorithm is developed; later in [33], the adaptive elastic net is further applied for survival problems. In [8], the fused lasso regularization is used, with applications to genomics. The adaptive lasso is applied in [72], and the consistency and convergence results are provided. In survival applications involving categorical variables, the group lasso regularization [71] is also often used; see [35, 67] for examples. In [61], a network-based regularizer is used
for the Cox model, which contains an $\ell_1$ penalty and a quadratic Laplacian penalty. Compared with [61], which mainly penalizes the differences of coefficients between neighboring variables, we consider subgroups of the variable and impose an overall penalty for each group.

The graph-based regularizer we use in this paper has been studied previously in [54, 70], where only linear regression models are considered. We construct the variable graph through prior knowledge or estimating the correlation between predicting variables, represented as $G = (V, E)$ where $V$ and $E$ are the node and edge set, respectively. A node $v \in V$ represents a predicting variable and an edge $(u, v)$ connecting two nodes in the graph if the corresponding variables are correlated. We estimate the model parameter through the graph regularized maximum likelihood problem, which can be solved efficiently by connecting with group lasso (similar to the approach in [70]). We establish the performance guarantee for model recovery error and the asymptotic normality of the estimated parameter. The good performance of the proposed method compared with baselines, such as methods without considering the graph correlation structure among variables, is demonstrated using both synthetic data and a real-data example of organ transplantation.

We would like to remark that compared with linear regression problems with similar graph regularizer [70], the extension to survival analysis is non-trivial since the likelihood function under the Cox model is more involved than the least-square objective in linear regression. The log-likelihood function here can be represented by a counting process, and additional assumptions are needed to obtain desired local properties for the likelihood function. To address these challenges, we utilize techniques from survival analysis for Cox models [13], and consider a general setting where covariates may change over time and rewrite the likelihood function using local asymptotic quadratic properties. In terms of the algorithm, the regularized likelihood can be optimized by adapting the predictor duplication method [59, 70] or efficiently using the fast iterative shrinkage thresholding algorithm [4]. To the best of our knowledge, our work is the first to apply such a graph regularizer for survival analysis, and it is a new contribution to variable selection in survival analysis. The introduction of a graph
regularizer is crucial because in many situations including targeted healthcare application, variables tend to have highly complex dependency structures. Our work provides an indispensable tool for performing variable selection in such cases.

The rest of the paper is organized as follows. Section 1.1 reviews the related seminal work by Professor Tze Leung Lai. Section 2 reviews the preliminaries on survival analysis and graph-based regularization. Section 3 presents the proposed regularization method for the Cox model, together with discussions on efficient algorithms for solving the coefficients estimate based on a predictor duplication method. Section 4 contains the main theoretical results, including guarantees for the accuracy and consistency of the maximum regularized likelihood estimate. Section 5 contains numerical results comparing different methods using simulation. Section 6 presents the application of the proposed method to two real data examples: the pediatric kidney transplant data and the primary biliary cirrhosis sequential data, and compares performance with other regularization methods. Section 7 concludes the paper. All proofs and additional numerical details are delegated to the appendix.

1.1 Lai’s Work on Survival Analysis

Professor Tze Leung Lai has made substantial contributions to survival analysis among his diverse achievements in statistics. In this subsection, we provide a brief overview of his seminal work and its impact on our work. Professor Lai was instrumental in advancing the theory and methodology of survival analysis, mainly through his extensive studies on censored and truncated data. His research not only deepened the theoretical foundations of the field but also enhanced its applicability in various domains, including clinical trials and reliability engineering.

Professor Lai’s work includes estimating the distribution function for a random variable $X$ based on censored or truncated observations. For censored data, observations take the form $(x_i \wedge t_i, \delta_i = \mathbb{1}_{(x_i \leq t_i)})$ with $t_i$ being independent random variables and $\mathbb{1}_{\{\cdot\}}$ is the indicator function; for truncated data, observations are $(x_i, t_i)$ with variables observable only when $x_i \geq t_i$. In this paper, we mainly focus on right-censored data. Lai’s work establishes statistical guarantees for the product-limit estimator of the distribution function of $X$ from such data [24, 44], and for the non-parametric estimation of trimmed functionals of the conditional distribution of $X$ [22]. Lai also extended the bootstrap method to the truncated and censored data [21].

Another significant area of Lai’s research focuses on parameter estimation for censored linear regression models, where the response variable has a linear dependence on the covariate, modeled as $y_i = \beta^\top x_i + \epsilon_i$, and $y_i$ is subject to censoring or truncation [43]. The rank estimator for the slope $\beta$ was studied in [46, 49], and the Modified Buckley-James Estimator was studied in [45]. Furthermore, for censored or truncated regression with vector-valued coefficient $\beta$, various estimators have been proposed or studied, including the asymptotically efficient estimators [48], a bias-corrected least squares estimator [47], $M$-estimators [22, 34, 50], and estimators resulted from estimating equations [51].

Under the Cox proportional hazard model, which we utilize in this work, the confidence interval for the model parameter $\beta$ after a time-sequential test is established in [41]. The confidence interval for the median survival times is also presented in [42].
An alternative approach that models the cumulative incidence function instead of the hazard function is proposed to obtain an asymptotically normal and efficient estimator of the regression parameter $\beta$ [32]. Furthermore, Lai also studied the two-sample and sequential tests in clinical trials, comparing survival time between two treatment groups, with rank statistics based on censored data [23, 25, 26]. The proposed Cox model with a graph-based regularizer can be potentially extended and applied to such test problems.

2 Preliminaries

2.1 Cox Proportional Hazard Model

We first introduce the basic notations in survival analysis and the Cox proportional hazard model [9] to be used. Denote $T$ as the event (failure) time. Throughout the text, organ transplantation can be used as an example to illustrate the models and methods, where $T$ refers to the post-transplant survival time of a patient. Assume $T$ is a random variable with cumulative distribution function (cdf) $F(t) = P(T \leq t)$, and probability density function (pdf) $f(t) = F'(t) = dF(t)/dt$. Define the event function as the upper tail probability $S(t) = P(T > t) = 1 - F(t)$, and the hazard function as

$$h(t) = \frac{f(t)}{S(t)} = -\frac{S'(t)}{S(t)} = -\frac{d(\log S(t))}{dt}. \quad (1)$$

Denote the cumulative hazard function as $H(t) = \int_0^t h(u)du$. By taking integral on both sides of (1), we have

$$S(t) = \exp\{-H(t)\}.$$ 

Data is given in the form $((y_1, \delta_1, x_1), \ldots, (y_n, \delta_n, x_n))$, where $y_i$ is the time until the event, $\delta_i = 1$ indicates a complete observation and $\delta_i = 0$ a right-censored observation, $x_i = [x_{i1}, \ldots, x_{ip}]^\top$ is the $p$-dimensional vector of predictors (covariates) for observation $i$, and $n$ denotes the sample size. For simplicity, assume that there are no tied event times. In the organ transplant example, an observation is a transplant (patient-organ pair), $x_i$ includes patient and donor/organ characteristics, and $y_i$ is the post-transplant survival time. Given data $\{(y_i, \delta_i, x_i)\}_{i=1}^n$, by the definition of hazard in (1), the likelihood function is given by

$$L(\{(y_i, \delta_i, x_i)\}_{i=1}^n) = \prod_{i: \delta_i=1} f(y_i|x_i) \prod_{i: \delta_i=0} S(y_i|x_i) = \prod_{i: \delta_i=1} h(y_i|x_i) \prod_{i=1}^n S(y_i|x_i). \quad (2)$$

Throughout this paper, we utilize the Cox proportional hazard model [9] defined as follows. The hazard function at time $t$, given covariate $x_i$, takes the form

$$h(t|x_i) = h_0(t) \exp(\beta_0^\top x_i), \quad (3)$$

where $h_0(\cdot)$ is the baseline hazard function, and $\beta_0 = [\beta_{01}, \ldots, \beta_{0p}]^\top$ is the vector of true coefficients. Let $H_0(t) = \int_0^t h_0(u)du$. Then the cumulative hazard function can
be written as \( H(t|x_i) = H_0(t) \exp(\beta_0^\top x_i) \), and we have
\[
S(y_i|x_i) = \exp\{-H_0(y_i) \exp(\beta_0^\top x_i)\}.
\] (4)

Substitute (4) and (3) into the likelihood function (2), we obtain the full log-likelihood function under any parameter vector \( \beta \),
\[
\log L\{\{(y_i, \delta_i, x_i)\}_i^{n}\} = \sum_{i: \delta_i=1} \left[ \log h_0(y_i) + \beta^\top x_i \right] - \sum_{i=1}^{n} H_0(y_i) \exp(\beta^\top x_i).
\] (5)

Our goal is to infer the unknown parameters \( \beta \) from observations \( \{(y_i, \delta_i, x_i)\}_i^{n} \).

Taking the organ transplant as an example, we aim to identify which characteristics of patient and donor/organ affect the post-transplant survival time the most.

### 2.2 Partial Likelihood Function

The baseline hazard function \( h_0(\cdot) \) is usually unknown and has not been parameterized. Therefore, we adopt the commonly used partial likelihood function [10] instead of the full log-likelihood shown in (5). The partial likelihood function is defined as the probability of the event being observed for observation \( i \) at time \( y_i \),
\[
L_i(\beta) = \frac{h(y_i|x_i)}{\sum_{j:y_j \geq y_i} h(y_j|x_j)} = \frac{\exp(\beta^\top x_i)}{\sum_{j:y_j \geq y_i} \exp(\beta^\top x_j)}.
\]

Assuming independence of the observations, the joint partial likelihood function becomes
\[
L(\beta) = \prod_{i: \delta_i=1} L_i(\beta) = \prod_{i: \delta_i=1} \frac{\exp(\beta^\top x_i)}{\sum_{j:y_j \geq y_i} \exp(\beta^\top x_j)},
\]
and the partial log-likelihood is given by
\[
\ell(\beta) = \sum_{i=1}^{n} \delta_i \left\{ \beta^\top x_i - \log \left( \sum_{j:y_j \geq y_i} \exp(\beta^\top x_j) \right) \right\}.
\] (6)

Another interpretation of (6), as given in [13], is to substitute the “least informative” nonparametric prior for the unknown baseline cumulative hazard \( H_0(\cdot) \). We use the formulation in (6) for optimization in the remainder of this paper.

### 2.3 Regularized Maximum Likelihood Estimation

In practice, the regularization-based method is commonly used for finding the maximum likelihood fit of the Cox model. We solve the following optimization problem:
\[
\min_{\beta} - \frac{1}{n} \ell(\beta) + g(\beta),
\] (7)
where $\ell(\beta)$ is the partial log-likelihood function and $g(\beta)$ is the regularization term. A selected subset of potential representations for the regularization function $g(\beta)$ includes:

1. Lasso [66]: $g(\beta) = \lambda \|\beta\|_1$, which encourages sparse solutions and the sparsity level can be controlled by the regularization parameter $\lambda > 0$.
2. SCAD regularization [13]: $g(\beta) = \sum_{j=1}^{p} f_{\lambda}(|\beta_j|)$, where
   \[
   f_{\lambda}(\theta) = \mathbb{I}(\theta \leq \lambda) + \frac{(a\lambda - \theta)_+}{(a - 1)\lambda} \mathbb{I}(\theta > \lambda), a > 2, \theta > 0,
   \]
   and $(x)_+ = \max\{x, 0\}$.
3. Elastic net [69]: $g(\beta) = \frac{1}{2} \sum_{j=1}^{p} \beta_j^2 + \lambda \sum_{j=1}^{p} |\beta_j|$
4. Fused lasso [8]: $g(\beta) = \lambda_1 \sum_j |\beta_j| + \lambda_2 \sum_{j=1}^{p-1} |\beta_{j+1} - \beta_j|$
5. Adaptive lasso [72]: $g(\beta) = \lambda \sum_{j=1}^{p} \tau_j |\beta_j|$ with positive weights $\tau_j$
6. Group lasso [71]: $g(\beta) = \lambda \sum_{k=1}^{g} \|\beta_k\|_2$, where $\beta_k$ is the set of variables belonging to the $k^{th}$ group.

It is worth mentioning that those classical regularization terms typically do not consider potential correlations between different predictors. When prior information about the relation between different predictor variables is available, represented by a predictor graph, we propose to adopt the graph-based regularization to estimate the model parameters better, as detailed in the following section.

3 Graph-Based Regularization for Cox Model

We first introduce the graph-based regularization given known or pre-estimated predictor graph for the correlated covariates in the Cox model. Then, we show that the regularized optimization problem can be solved efficiently.

Let $X = (x_1, \ldots, x_n)^\top = (X_1, \ldots, X_p) \in \mathbb{R}^{n \times p}$, with $X_1, \ldots, X_p$ being column vectors and each column corresponds to a variable and its values across $n$ observations (i.e., patient-organ pairs). Assume a known covariance structure among $X_1, \ldots, X_p$. For instance, in the organ transportation data set detailed in Section 6.1, Figure 1 shows an example of the correlation between predicting variables. To represent such correlations among the predictors, we can construct an undirected and unweighted graph $G = (V, E)$ where $V$ and $E$ denote the nodes and edges, respectively. Such a graph can be constructed either by sample estimate or by domain knowledge. There is a node $i \in V$ for each variable $i$ and an edge $(i, j) \in E$ if variables $i$ and $j$ are correlated. Let $E_G$ be the matrix representing the edge set, where $E_G(i, j) = 1$ if $(i, j) \in E$ or $i = j$, and $0$ otherwise. Let $\mathcal{N}_i = \{j : E_G(i, j) = 1\}$ denote the neighbors of node $i$ and let $d_i = |\mathcal{N}_i|$ denote the cardinality of the set $\mathcal{N}_i$.

Remark 1 (Motivation for Graph-based Regularization). Our usage of graph-based regularization is inspired by its usage in the linear regression setting as studied in [70]. Here, we present a specific justification under the Cox model. Assume a random design covariate $x \sim \mathcal{N}(0_{p \times 1}, \Sigma)$ and observation $(x, y)$, which for simplicity we assume uncensored, then the survival function in (4) implies that $Z := H_0(y) \exp(\beta_0^\top x)$ follows the Exponential distribution with mean 1, conditioned on $x$, where $\beta_0$ is the true
coefficients vector. Therefore,

\[ \Sigma_{xy} := \mathbb{E}[x \log H_0(y)] = \mathbb{E}[x^\top \beta_0 - \log Z|x] = \mathbb{E}[x^\top] \beta_0 = \Sigma \beta_0, \]

which yields \( \beta_0 = \Omega \Sigma_{xy} \). Here we denote \( \Omega = \{\omega_{ij}\}_{i,j=1,2,...,p} = \Sigma^{-1} \). By definition, the inverse covariance matrix \( \Omega \) measures partial correlations among predictors, and \( \Sigma_{xy} = (c_1, \ldots, c_p)^\top \) is a constant vector represents the marginal correlations between covariates \( x \) and \( \log H_0(y) \), a function of the corresponding survival time. Consequently, we can decompose \( \beta_0 = \Omega \Sigma_{xy} \) into \( p \) parts:

\[ \beta_0 = \sum_{i=1}^p c_i \Omega_i, \text{ where } \Omega_i \text{ is the } i\text{-th column of } \Omega. \]

For a given predictor graph, we have \( \omega_{ij} \neq 0 \) if and only if the \( i \)-th and \( j \)-th predictor variable is uncorrelated. Therefore, the support of \( \Omega_i \) is \( N_i \), the neighbors of node \( i \). This motivates us to decompose the parameter \( \beta \) into \( p \) latent parts, with the \( i \)-th part supported only on the neighborhood set \( N_i \), as detailed next.

Before introducing our main optimization model, we first recall that our goal is to estimate the parameter \( \beta \) by solving a regularized optimization problem as shown in (7). From the insights in Remark 1, we adopt the following norm of \( \beta \) which was used in [70] by incorporating the additional correlation information on \( X \) (captured by the graph \( G \)), for a given collection of non-negative weights \( \tau := \{\tau_1, \tau_2, \ldots, \tau_p\} \):

\[
\|\beta\|_{G, \tau} := \min_{\sum_{k=1}^p V^{(k)} = \beta, \text{ supp}(V^{(k)}) \subseteq N_i} \sum_{k=1}^p \tau_k \|V^{(k)}\|_2.
\]

Intuitively, \( \beta \) is decomposed into \( p \) terms: \( \beta = \sum_{k=1}^p V^{(k)} \). For the \( k \)-th predictor variable, the corresponding term \( V^{(k)} \) characterizes the effect of the \( k \)-th predictor variable on the survival time: if \( V^{(k)} \) is non-zero, then the support of \( V^{(k)} \) implies a connection between the \( k \)-th predictor and its neighbors in the graph \( G \), i.e., \( V^{(k)} \) is only supported on \( N_k \). The parameter \( \tau_k \geq 0 \) is the regularization parameter that controls the importance of the regularization term \( \|V^{(k)}\|_2 \) for the \( k \)-th predictor. It can be verified that \( \|\beta\|_{G, \tau} \) satisfies the triangle inequality and is indeed a valid norm [59].

Let the regularization term in (7) be \( g(\beta) = \lambda \|\beta\|_{G, \tau} \) for a regularization parameter \( \lambda \geq 0 \), then we estimate the parameter \( \beta \) by solving

\[
\min_{\beta \in \mathbb{R}^p} -\frac{1}{n} \ell(\beta) + \lambda \|\beta\|_{G, \tau},
\]

where \( \ell(\beta) \) is the loss function.
which, by the definition in (8), is also equivalent to

$$\min_{\beta, V^{(1)}, \ldots, V^{(p)}} \frac{1}{n} \ell(\beta) + \lambda \sum_{k=1}^{p} \tau_k \|V^{(k)}\|_2,$$

s.t. \(\sum_{k=1}^{p} V^{(k)} = \beta, \quad \text{supp}(V^{(k)}) \subseteq \mathcal{N}_k, \quad \forall k.\)

(10)

It is worth mentioning that the regularization term \(\|\beta\|_{G, \tau}\) is very general since it will be reduced to adaptive Lasso when there is no edge in the graph \(G\), to group lasso when the graph \(G\) has several disconnected complete subgraphs, and reduced to ridge regression when the graph is a complete graph [70].

The optimization problem in (10) could be reformulated to an unconstrained convex problem such that it can be solved efficiently using existing solvers. This technique is developed based on the predictor duplication technique in [59]. For the observation \(x_i\) and the \(k\)-th predictor, let \(x^{\mathcal{N}_k}_i\) be the \(|\mathcal{N}_k| \times 1\) subvector of \(x_i\), with indices from \(\mathcal{N}_k\). Similarly, let \(V^{(k)}_{\mathcal{N}_k}\) be the \(|\mathcal{N}_k| \times 1\) subvector of \(V^{(k)}\). Recall that we have the constraint \(\text{supp}(V^{(k)}) \subseteq \mathcal{N}_k\), thus the subvector \(V^{(k)}_{\mathcal{N}_k}\) contains all non-zero values of the vector \(V^{(k)}\). Then

$$\sum_{i=1}^{n} \beta^T x_i = \sum_{i=1}^{n} \sum_{k=1}^{p} V^{(k)}_{\mathcal{N}_k}^T x^{\mathcal{N}_k}_i,$$

and the partial log-likelihood function in (6) can be rewritten as

$$\ell(\beta) = \sum_{i=1}^{n} \delta_i \left\{ \sum_{k=1}^{p} V^{(k)}_{\mathcal{N}_k}^T x^{\mathcal{N}_k}_i - \log \left( \sum_{j : y_j \geq y_i} \exp \left( \sum_{k=1}^{p} V^{(k)}_{\mathcal{N}_k}^T x^{\mathcal{N}_k}_j \right) \right) \right\}.$$

(11)

Therefore, the optimization problem (10) reduces to the unconstrained optimization problem with new duplicated variables \(\{V^{(1)}_{\mathcal{N}_1}, \ldots, V^{(p)}_{\mathcal{N}_p}\}:

$$\min_{V^{(1)}_{\mathcal{N}_1}, \ldots, V^{(p)}_{\mathcal{N}_p}} -\frac{1}{n} \sum_{i=1}^{n} \delta_i \left\{ \sum_{k=1}^{p} V^{(k)}_{\mathcal{N}_k}^T x^{\mathcal{N}_k}_i - \log \left( \sum_{j : y_j \geq y_i} \exp \left( \sum_{k=1}^{p} V^{(k)}_{\mathcal{N}_k}^T x^{\mathcal{N}_k}_j \right) \right) \right\}$

$$+ \lambda \sum_{k=1}^{p} \tau_k \|V^{(k)}_{\mathcal{N}_k}\|_2,$$

which can be solved using existing solvers for the group lasso regularization, such as the \(R\) package \texttt{grpreg}\ [7]. After obtaining the optimal solution to the above unconstrained problem, denoted as \(\hat{V}^{(k)}_{\mathcal{N}_k}, k = 1, \ldots, p\), we let \(\hat{V}^{(k)}_{\mathcal{N}_k} = 0\) and the optimal parameter is \(\hat{\beta} = \sum_{k=1}^{p} \hat{V}^{(k)}\). Note that when the neighborhood of some nodes is exactly the same, the decomposition of \(\beta\) may not be unique. However, different decompositions lead to the same estimate \(\beta\). Although the predictor duplication method is simple to use and can be solved using existing solvers, the dimension of the variables after duplication
can be high when \( p \) is high and the graph \( G \) is dense. In such cases, we provide an alternative method by applying the fast iterative shrinkage thresholding algorithm (FISTA) [4] in Appendix A.

### 4 Theoretical Guarantees

In this section, we provide the theoretical properties for the estimate \( \hat{\beta} \) solved from (10). Denote \( \beta_0 = [\beta_{01}, \ldots, \beta_{0p}]^\top \) as the true parameters which is unknown, \( J_0 = \{i : \beta_{0i} \neq 0\} \) is the index of non-zero parameters, \( J_0^c = \{i : \beta_{0i} = 0\} \) is the index of zero parameters, and \( s_0 = |J_0| \) denotes the number of non-zero parameters.

We first introduce some useful notations and results for the parameter \( \beta \). For any given \( \beta \) and non-negative weights vector \( \tau \), we note that the norm \( \|\beta\|_{G, \tau} \) of \( \beta \) as defined in (8) is computed based on the optimal decompositions \( \{V^{(1)}, \ldots, V^{(p)}\} \) of \( \beta \) such that \( \beta = \sum_{k=1}^p V^{(k)} \) and \( \text{supp}(V^{(k)}) \subseteq N_k \) for each \( k \). Let \( U(\beta) \) denotes the set of all such decompositions of \( \beta \) that minimizes \( \sum_{k=1}^p \tau_k \|V^{(k)}\|_2 \). In other words, \( U(\beta) \) consists of all optimal solutions to the optimization problem (8):

\[
U(\beta) = \left\{ \{V^{(1)}, \ldots, V^{(p)}\} : \beta = \sum_{k=1}^p V^{(k)}, \text{supp}(V^{(k)}) \subseteq N_k, \right. \\
\left. \sum_{k=1}^p \tau_k \|V^{(k)}\|_2 = \|\beta\|_{G, \tau} \right\}.
\]

Denote \( T, C, x \) as the survival time, censoring time, and the associated covariates, respectively. We adopt the usual counting process notation and theory to derive the theoretical guarantee for the resulting estimate. More specifically, define the counting process \( N_i(t) = \mathbb{1} \{T_i \leq t, T_i \leq C_i\} \) and the indicator for being at risk \( Y_i(t) = \mathbb{1} \{T_i \geq t, C_i \geq t\} \) for \( i = 1, \ldots, n \). Without loss of generality, we only consider the bounded time horizon \([0, 1]\). The results can be extended to unbounded time interval \([0, \infty)\) and the general setting where the covariate \( x(t) \) can vary over time [2]. Then, the partial log-likelihood function in (6) can be rewritten by the counting process as

\[
\ell(\beta) = \sum_{i=1}^n \int_0^1 \beta^\top x_i dN_i(t) - \int_0^1 \log \left( \sum_{i=1}^n Y_i(t) \exp \left( \beta^\top x_i \right) \right) d\bar{N}(t),
\]

where \( dN_i(t) \) is the increment over the infinitesimal interval \([t, t + dt]\) and it is either zero or one for the counting process \( N_i ; \bar{N} = \sum_{i=1}^n \bar{N}_i \), and \( d\bar{N}(t) = \sum_{i=1}^n dN_i(t) \).

To simplify the notation, we define

\[
\begin{align*}
    s^{(0)}(\beta, t) &= \mathbb{E} \left[ Y(t) \exp \{\beta^\top x\} \right], \\
    s^{(1)}(\beta, t) &= \mathbb{E} \left[ Y(t)x \exp \{\beta^\top x\} \right], \\
    s^{(2)}(\beta, t) &= \mathbb{E} \left[ Y(t)x x^\top \exp \{\beta^\top x\} \right],
\end{align*}
\]

(12)
For the Cox model, we adopt similar assumptions for the partial log-likelihood function as in [13, 61].

**Assumption 1** (Assumptions for the partial likelihood function). We assume that:

1. \( \int_0^1 h_0(t)dt < \infty \), and \( \mathbb{P}\{Y(t) = 1, \forall t \in [0, 1]\} > 0 \).
2. Covariates \( x_j, j = 1, \ldots, p \) are bounded and there exists a constant \( M > 0 \) such that \( ||x||_1 \leq M \).
3. There exists a neighborhood \( B \subset \mathbb{R}^p \) of \( \beta_0 \) such that
   \[
   \mathbb{E} \left\{ \sup_{t \in [0,1], \beta \in B} Y(t)x^\top x \exp\{\beta^\top x\} \right\} < \infty.
   \]
4. \( s^{(0)}(\cdot, t), s^{(1)}(\cdot, t), s^{(2)}(\cdot, t) \) are continuous in \( \beta \in B \), uniformly in \( t \in [0, 1] \); \( s^{(0)}, s^{(1)}, s^{(2)} \) are bounded on \( B \times [0, 1] \); \( s^{(1)} \) is bounded away from zero on \( B \times [0, 1] \).

The information matrix
\[
I(\beta_0) = \int_0^1 \left( \frac{s^{(2)}(\beta_0, t)}{s^{(0)}(\beta_0, t)} - \left( \frac{s^{(1)}(\beta_0, t)}{s^{(0)}(\beta_0, t)} \right) \left( \frac{s^{(1)}(\beta_0, t)}{s^{(0)}(\beta_0, t)} \right)^\top \right) s^{(0)}(\beta_0, t)h_0(t)dt
\]
is positive definite.

The reason for imposing the above assumptions is to obtain the local asymptotic quadratic property for the partial likelihood function \( \ell(\beta) \), as well as the asymptotic normality of the maximum partial likelihood estimates [2, 55]. More specifically, Assumptions 1 (1), (3), and (4) are standard for the asymptotic theory of Cox models and are identical to assumptions imposed in [13]. Assumption 1 (2) is similar to the Condition (C2) in [61]. Moreover, the boundedness condition in Assumption 1 (3) can be easily satisfied for bounded covariates \( x \) as imposed by Assumption 1 (2).

We also make the following assumptions for the true predictor graph \( G \), which represents the underlying correlated structure among all predictors.

**Assumption 2** (Assumptions for the predictor graph \( G \)). We impose the following assumptions for the predictor graph \( G \):

1. The neighborhood \( N_k \subseteq J_0, \forall k \in J_0 \).
2. There exists a neighborhood \( B \subset \mathbb{R}^p \) of \( \beta_0 \) and \( \kappa > 0 \) such that
   \[
   \inf_{\beta \in B} \inf_{|J| \leq s_0} \sum_{k \in J} \frac{1}{2} \left( \sum_{k=1}^p V^{(k)}(\beta) \right) ^\top I(\beta_0) \left( \sum_{k=1}^p V^{(k)}(\beta) \right) \geq \kappa.
   \]

The Assumption 2 (1) assumes that the predicted graph \( G \) is consistent with the true parameter \( \beta_0 \), the same as the assumption (A2) in [70]. The Assumption 2 (2) serves a similar role as the restricted eigenvalue condition for Lasso [5] to guarantee the oracle properties of the estimate. Intuitively, Assumption 2 (2) requires that nonzero effects are strong enough to enable reliable estimation and to distinguish between nonzero and zero effects. Compared with the assumption (A3) for the data matrix in
[70], here the assumption is for the Fisher information matrix due to a different loss function, $-l(\beta)$, considered here.

Under the assumptions above, we present the finite-sample recovery error for the maximum regularized likelihood estimate $\hat{\beta}$, as summarized in Theorem 1.

**Theorem 1 (Finite Sample Bounds).** Under the Assumptions 1 and 2, let $\tau_{\min} = \min_{1 \leq i \leq p} \tau_i$. For the optimal solution $\hat{\beta}$ of problem (10), there exist constants $D, D', K, K'$ such that with probability at least $1 - pDe^{-Kn\lambda^2\tau_{\min}^4/p} - p^2D'e^{-K'\alpha_n\kappa^4/p^2}$, we have

$$\|\hat{\beta} - \beta_0\|_2 \leq \frac{12\lambda\kappa\tau_{\min}}{\kappa^2}. $$

Theorem 1 shows that the recovery error $\|\hat{\beta} - \beta_0\|_2$ may be large when the smallest restricted eigenvalue $\kappa$ as imposed in Assumption 2 (2) is close to zero, and the recovery error tends to be small when the regularizer parameter $\lambda$ is small. The result in Theorem 1 is also consistent with the results for the linear regression model in [70]. The main difference from [70] is that the parameter $\kappa$ here is inherently determined by the Cox model itself, while in [70], a similar parameter appears from the restricted eigenvalue condition for the linear model.

We also derive the asymptotic normality property of the maximum regularized likelihood estimate under the case that the dimension $p$ of covariate is fixed. We adopt the convention that $\beta_{J_0}, \beta_{J_0^c}$ denote the subvectors of $\beta$ consisting of entries with index belonging to the set $J_0$ and $J_0^c$, respectively, and $I_{J_0}(\beta_0)$ denotes the square matrix with rows and columns belong to the set $J_0$.

**Theorem 2 (Asymptotic Normality).** When dimension $p$ is fixed, assume $\sqrt{n}\lambda \to 0$ and $\tau_j = O(1), \forall j \in J_0$, $n(\gamma + 1)/2\lambda \to \infty$, and $\lim inf_{n \to \infty} n^{-\gamma/2}\tau_j > 0$ for each $j \in J_0^c$, under Assumptions 2 (1), we have as $n \to \infty$,

$$\sqrt{n}(\hat{\beta}_{J_0} - \beta_{0,J_0}) \xrightarrow{d} N(0, I_{J_0}(\beta_0)^{-1}), \quad \hat{\beta}_{J_0^c} \xrightarrow{d} 0.$$

The result in Theorem 2 indicates that the proposed estimate is asymptotically consistent when the dimension $p$ is fixed and $n \to \infty$, in the sense that the support of the true parameter can be recovered. It can also provide approximate confidence intervals for the estimate when the sample size is moderately large, based on the asymptotic normal distribution. It is worthwhile remarking that while the true Fisher information matrix $I(\beta_0)$ could be unknown in practice, we may estimate it using the empirical Fisher information and using the coefficients estimate $\hat{\beta}$.

5 Simulation Study

To evaluate the performance of the graph regularizer for the Cox model, it is compared with some existing regularizers for the Cox model, including the classical lasso [65, 66], ridge regression [29], elastic net [69, 74], SCAD [12, 13], and adaptive lasso (Alasso) [72, 73], see Section 2.3 for details. The regularized survival models are evaluated on the following performance measures:
(i) $\ell_2$ and $\ell_1$ errors of the estimated coefficients: $\|\hat{\beta} - \beta_0\|_2$ and $\|\hat{\beta} - \beta_0\|_1$;
(ii) Harrell’s concordance index (c-index) [27]. The c-index is a commonly used metric for evaluating survival prediction models. It measures the ability of the model to correctly predict the ranking of the survival time given a pair of new observations and is equivalent to the Area Under Curve (AUC) [30]. A c-index of 0.5 is equivalent to random guessing, and 1 is perfect prediction. In recent survival applications, a c-index between 0.6 and 0.7 is often considered satisfactory [52].

Three types of predictor graph topologies are tested in the simulation study: (1) the sparse graph, (2) the ring graph, and (3) the graph with communities. Figure 2 illustrates the corresponding graph typologies.

![Fig. 2 Illustration of three predictor graph typologies used in the simulation. From left to right: the sparse graph, the ring graph, and the graph with three communities.](image)

In the following, we show that the proposed graph regularizer has overall the most promising performance among the regularizers for the Cox model that is tested in the simulation study. In the proposed estimation scheme, the tuning parameter is the regularization constant $\lambda$. In practice, this constant is chosen by cross-validation.

### 5.1 Sparse Graph

Consider a sparse Erdős-Rényi predictor graph with a small edge formation probability $\rho_0$. Assume Gaussian distribution for predictors: $(X_1, \ldots, X_p)^\top \sim N(0, \Omega^{-1})$, where $\Omega$ is an inverse covariance matrix whose off-diagonal entries equal 0.5 with probability $\rho_0$ and 0 with probability $1 - \rho_0$. In practice, we compute $\Lambda = \Omega^{-1}$ using the nearPD transformation in the R package matrix [3] to ensure that $\Lambda$ is positive definite. As inspired by Remark 1, let the true parameters be $\beta_0 = \Omega\Lambda_{xy}$, where $\Lambda_{xy} = (c_1, c_2, \ldots, c_p)^\top$. Let $c_i = 10$ for the top 4 predictors with maximum edges, and $c_i = 0$ otherwise. The survival time is simulated using the R package coxed [38] with a censor rate of 0.3. The training size is 100, and the testing size is 400. The hyper-parameters in each model are tuned by cross-validation using the training data.

The experiment is repeated 50 times, and the results (mean and standard deviation) of the models are shown in Table 1 for a small covariate dimension $p = 10$ and $\rho_0 = 0.1$; in Table 2, 3, and 4 for a larger dimension $p = 100$ and $\rho_0 = 0.01, 0.05, 0.1$, respectively. We see that under small dimension $p = 10$, the proposed method based on graph regularize results in the best performance or very close to the best. In the setting of $p = 100$, the graph structure tends to be more obvious and important for inference, and the proposed method based on graph regularizer results in lower $\ell_2$ and $\ell_1$ errors and higher c-index, compared to other regularizers and baseline models, regardless of the edge formation probability (see Table 2, 3, 4). Here Inf value in the
table means that the error magnitude is significantly larger than others (usually much larger than 10^4). As the edge formation probability \( p_0 \) increases, the performance of all models gets worse, but the graph-based regularization consistently results in better prediction than other models.

### 5.2 Ring Graph

The second experiment we consider is on a ring predictor graph where the variables are nodes on the ring, and each node is connected to its immediate two neighbors, as shown in the middle of Figure 2. Let \((X_1, X_2, \ldots, X_p)^\top \sim N(0, \Omega^{-1})\), where \( p = 100 \). Let \( \Omega = B + \delta I_p \), where \( B_{ij} = 0.5 \) for \(|i - j| < 2\) and \( B_{ii} = 0\), \( I_p \) is the identity matrix, and \( \delta \) is chosen to make the condition number of \( \Omega \) equal to \( p \). Let the true parameter \( \beta_0 = \Omega \mathbf{1} \), where \( \mathbf{1} \in \mathbb{R}^{p \times 1} \) is a vector with all one entries.

#### Table 1 Results on the Erdős-Rényi predictor graph, \( p = 10, \rho_0 = 0.1 \).

| Model              | \( \ell_2 \) norm | \( \ell_1 \) norm | c-index |
|--------------------|-------------------|-------------------|---------|
| Graph regularizer  | 33.97 (0.49)      | 79.19 (0.95)      | 0.83 (0.03) |
| Lasso              | 34.26 (0.33)      | 79.67 (0.74)      | 0.83 (0.03) |
| Ridge regression   | 34.99 (0.1)       | 81.29 (0.20)      | 0.74 (0.05) |
| Elastic net        | 34.26 (0.32)      | 79.67 (0.72)      | 0.83 (0.03) |
| SCAD               | **33.74** (0.79)  | **78.61** (1.75)  | **0.83** (0.03) |
| Alasso             | 35.39 (0.01)      | 81.98 (0.02)      | 0.61 (0.03)  |
| Cox without regularization | 33.78 (0.42) | 78.68 (0.95) | 0.82 (0.03) |

#### Table 2 Results on the Erdős-Rényi predictor graph, \( p = 100, \rho_0 = 0.01 \).

| Model              | \( \ell_2 \) norm | \( \ell_1 \) norm | c-index |
|--------------------|-------------------|-------------------|---------|
| Graph regularizer  | **29.95** (0.38)  | **104.19** (0.78) | **0.72** (0.04) |
| Lasso              | 30.30 (0.11)      | 104.94 (0.19)     | 0.66 (0.04)  |
| Ridge regression   | 30.38 (0.03)      | 105.45 (0.36)     | 0.60 (0.03)  |
| Elastic net        | 30.31 (0.08)      | 105.01 (0.16)     | 0.66 (0.04)  |
| SCAD               | 30.34 (0.08)      | 104.90 (0.18)     | 0.66 (0.04)  |
| Alasso             | 30.40 (0.01)      | 104.98 (0.02)     | 0.63 (0.05)  |
| Cox without regularization | Inf(-)          | Inf(-)            | 0.54 (0.04)  |

#### Table 3 Results on the Erdős-Rényi predictor graph, \( p = 100, \rho_0 = 0.05 \).

| Model              | \( \ell_2 \) norm | \( \ell_1 \) norm | c-index |
|--------------------|-------------------|-------------------|---------|
| Graph regularizer  | **41.95** (0.48)  | **238.25** (1.66) | **0.70** (0.03) |
| Lasso              | 42.27 (0.16)      | 239.70 (0.37)     | 0.68 (0.03)  |
| Ridge regression   | 42.36 (0.06)      | 240.25 (0.20)     | 0.66 (0.03)  |
| Elastic net        | 42.27 (0.15)      | 239.78 (0.33)     | 0.67 (0.03)  |
| SCAD               | 42.37 (0.08)      | 239.84 (0.26)     | 0.68 (0.04)  |
| Alasso             | 42.41 (0.02)      | 239.95 (0.05)     | 0.62 (0.06)  |
| Cox without regularization | Inf(-)          | Inf(-)            | 0.56 (0.05)  |
Table 4 Results on the Erdős-Rényi predictor graph, \( p = 100, \rho_0 = 0.1 \).

| Model                        | \( \ell_2 \) norm | \( \ell_1 \) norm | c-index |
|------------------------------|-------------------|-------------------|---------|
| **Graph regularizer**        | 59.99 (0.55)      | 372.66 (1.85)     | 0.70 (0.04) |
| Lasso                        | 60.46 (0.19)      | 374.59 (0.59)     | 0.68 (0.03) |
| Ridge regression             | 60.57 (0.05)      | 375.12 (0.14)     | 0.66 (0.03) |
| Elastic net                  | 60.47 (0.15)      | 374.66 (0.40)     | 0.68 (0.03) |
| SCAD                         | 60.57 (0.06)      | 374.87 (0.19)     | 0.67 (0.04) |
| Allasso                      | 60.60 (0.03)      | 374.94 (0.08)     | 0.61 (0.06) |
| Cox without regularization   | Inf(-)            | Inf(-)            | 0.54 (0.05) |

From the results in Table 5 and Table 6, we observe that the graph-based regularizer has the best performance on the \( \ell_2 \) and \( \ell_1 \) errors, and the c-index when the predictor graph is a ring graph, for both \( p = 10 \) and \( p = 100 \) cases. The competing models have close performance with the graph regularizer since the relations among the variables in the ring graph are relatively simple.

Table 5 Performance on the ring predictor graph with \( p = 10 \).

| Model                        | \( \ell_2 \) norm | \( \ell_1 \) norm | c-index |
|------------------------------|-------------------|-------------------|---------|
| **Graph regularizer**        | 40.99 (0.52)      | 92.63 (1.19)      | 0.85 (0.02) |
| Lasso                        | 41.52 (0.33)      | 93.42 (0.77)      | 0.85 (0.02) |
| Ridge regression             | 41.52 (0.32)      | 93.52 (0.73)      | 0.84 (0.02) |
| Elastic net                  | 41.53 (0.34)      | 93.5 (0.77)       | 0.85 (0.02) |
| SCAD                         | 41.23 (0.83)      | 92.77 (1.86)      | 0.85 (0.02) |
| Allasso                      | 42.6 (0.04)       | 95.67 (0.1)       | 0.84 (0.02) |
| Cox without regularization   | Inf(-)            | Inf(-)            | 0.83 (0.02) |

Table 6 Performance on the ring predictor graph with \( p = 100 \).

| Model                        | \( \ell_2 \) norm | \( \ell_1 \) norm | c-index |
|------------------------------|-------------------|-------------------|---------|
| **Graph regularizer**        | 41.81 (0.36)      | 94.85 (0.69)      | 0.79 (0.03) |
| Lasso                        | 42.36 (0.27)      | 95.74 (0.36)      | 0.74 (0.03) |
| Ridge regression             | 42.73 (0.03)      | 96.29 (0.38)      | 0.65 (0.03) |
| Elastic net                  | 42.49 (0.21)      | 96.10 (0.28)      | 0.71 (0.03) |
| SCAD                         | 42.70 (0.06)      | 95.97 (0.10)      | 0.77 (0.04) |
| Allasso                      | 42.72 (0.02)      | 95.98 (0.05)      | 0.69 (0.09) |
| Cox without regularization   | Inf(-)            | Inf(-)            | 0.53 (0.04) |

5.3 Graph with Communities

Suppose some of the predictors have community identities, and for predictors in the same community, an edge forms with probability \( \rho_{\text{in}} \); for predictors in different communities or those not in any communities, let the probability of edge formation among them be \( \rho_{\text{out}} \). Let \( \rho_{\text{in}} = 0.5, 0.7, 0.9 \), and \( \rho_{\text{out}} = 0.01 \). For covariate dimension \( p = 100 \) \((p = 10)\), we assume there exist three communities, each with size 30 (3), respectively.

The performance comparison is shown in Table 7, 8 for \( p = 10 \), and in Table 9, 10, 11 for \( p = 100 \), under various \( \rho_{\text{in}} \) values, respectively. We observe that the graph-based
regularization has the best $\ell_2$ norm and c-index regardless of the value of $\rho_{in}$ in most cases, especially when the dimension is moderately large $p = 100$. As $\rho_{in}$ increases, the communities become denser, and the relations among the variables become more complex. Therefore, it becomes more difficult for the models to acquire accurate estimation and prediction.

Table 7 Results on the 3-community predictor graph, $p = 10$, $\rho_{in} = 0.5$.

| Model           | $\ell_2$ norm | $\ell_1$ norm | c-index |
|-----------------|---------------|---------------|---------|
| Graph regularizer | **12.24** (0.43) | **31.37** (1.19) | 0.86 (0.02) |
| Lasso           | 12.54 (0.21)   | 31.79 (0.72)   | 0.87 (0.02) |
| Ridge regression| 12.51 (0.2)    | 31.69 (0.74)   | 0.87 (0.02) |
| Elastic net     | 12.59 (0.24)   | 31.83 (0.7)    | 0.87 (0.02) |
| SCAD            | 12.44 (0.31)   | 31.41 (1.06)   | 0.88 (0.02) |
| Alasso          | 13.11 (0.03)   | 33.72 (0.11)   | 0.87 (0.02) |
| Cox without regularization | 14.14 (2.87)   | 35.35 (6.9)    | 0.85 (0.02) |

Table 8 Results on the 3-community predictor graph, $p = 10$, $\rho_{in} = 0.9$.

| Model          | $\ell_2$ norm | $\ell_1$ norm | c-index |
|----------------|---------------|---------------|---------|
| Graph regularizer | **19.87** (0.3) | **46.77** (0.97) | 0.86 (0.02) |
| Lasso          | 20.01 (0.26)  | **46.72** (0.69) | 0.87 (0.02) |
| Ridge regression| 19.93 (0.29)  | 46.73 (0.67)   | 0.87 (0.02) |
| Elastic net    | 20.29 (1.13)  | 48.07 (4.58)   | 0.87 (0.02) |
| SCAD           | 20.66 (3.78)  | 48.63 (10.07)  | 0.87 (0.02) |
| Alasso         | 20.77 (0.05)  | 48.61 (0.12)   | 0.86 (0.02) |
| Cox without regularization | 25.97 (4.2)    | 65.24 (12.11)  | 0.84 (0.03) |

6 Real Data Examples

We apply the graph-based regularizer on two real datasets: the pediatric kidney transplant data and the primary biliary cirrhosis sequential (pbcseq) data and compare performance with other commonly used regularization methods.

6.1 Pediatric Kidney Transplant Data

Predicting the survival time for transplant recipients is a crucial task for the transplant community. Accurate post-transplant survival prediction can provide helpful information for organ allocation decisions. A challenge with transplant survival prediction is that the data recorded for each transplant case are usually high-dimensional and highly correlated. Therefore, building a predictor graph and using the graph regularizer can be especially beneficial for solving the variable selection problems when building survival prediction models.

We use the proposed graph regularized Cox model to predict the survival time of pediatric kidney transplant recipients. The dataset we use contains 19,236 pediatric kidney transplant cases in the U.S. from 1987 to 2014, and for each transplant case,
there are 487 predictors. The dataset is provided by UNOS (United Network for Organ Sharing). The donor type, i.e., living versus deceased, can significantly impact the post-transplant survival [19, 63]; hence, we separate the observations into two data sets and develop corresponding regularized Cox models for observations with living and deceased donors, respectively. We construct the predictor graph by connecting numerical predictors with high inverse covariance and connecting the paired categorical variables between the transplant recipient and the donor. For example, we connect the variables “HBV: positive” (recipient HBV infection status: positive) and “HBV DON: positive” (donor HBV infection status: positive). This connection is based on the assumption that being in a similar condition as the donor is beneficial for the organ recipient’s post-transplant survivability.

The performance of the graph regularized Cox model is compared with other regularizers in Table 12 and Figures 3. Since the true parameters are unknown in the real data, we only compare the c-index. We observe that the graph-based regularizer has the highest mean and median c-index for both donor types. The improvement of using the graph regularizer is more prominent in the living donor dataset. This result is possible due to the fact that the living donor is more often related to the recipient.
Fig. 3 The boxplot of the model c-indices on the living (upper) and deceased (bottom) donor datasets. The blue line indicates the median c-index of the proposed method; the red line indicates where the c-index equals 0.5 (random guessing).

and is likely to have closer biological and environmental characteristics than the recipient. More variables are also recorded from the living donors than from the deceased donors in the dataset. Therefore, the living donor predictor graph we can create is more complicated than the deceased donor’s, which gives the graph-based regularizer more advantage over other methods in predicting the survival outcome for pediatric recipients of living donor kidneys.

Table 12 Performance comparison on pediatric kidney transplant data.

| Model                  | Living donors c-index | Deceased donors c-index |
|------------------------|-----------------------|-------------------------|
| Graph regularizer      | 0.59(0.045)           | 0.58(0.055)             |
| Lasso                  | 0.57(0.039)           | 0.57(0.055)             |
| Ridge regression       | 0.49(0.039)           | 0.56(0.060)             |
| Elastic net            | 0.57(0.038)           | 0.58(0.045)             |
| SCAD                   | 0.57(0.028)           | 0.57(0.056)             |
| Alasso                 | 0.57(0.040)           | 0.57(0.049)             |
| Group lasso            | 0.57(0.051)           | 0.57(0.038)             |
| Cox without regularization | 0.49(0.039)        | 0.55(0.058)             |
6.2 Primary Biliary Cirrhosis Sequential (pbcseq) Data

The pbcseq data [17, 56] in the R package survival [64] is recorded by the Mayo Clinic to study the primary biliary cirrhosis (PBC) of the liver from 1974 to 1984. It contains information on 1945 patients and 17 predicting variables.

To create a predictor graph, we analyze the relations of the variables in the pbcseq dataset. For the numerical variables, we compute their inverse covariance (shown in Figure 4). We connect pairs of variables if their Pearson’s test p-value is less than 0.05 [36]. For the categorical variables, we connect variables representing different levels under the same categorical variable. For completeness, we summarize the variable relations for the predictor graph in Table A1 in the Appendix. The neighbors of a variable are those that are connected to the variable.

We compare the performance of the graph regularization to other methods using 10-fold cross-validation on the pbcseq dataset. Since this is a real data problem and the true parameters are unknown, only the c-index can be computed. The results are shown in Table 13 and Figure 5, where the blue reference line in the figure is the median of the graph lasso c-index.

As shown in Table 13, the graph-based regularizer has the highest c-index on the pbcseq dataset. The ridge regression, the elastic net, and the SCAD penalties also perform well. The boxplot shows that the graph-based regularization has the highest median c-index. The ridge regression and the elastic net have about the same median c-index as the graph regularizer. Still, their distributions of the c-index are lower than the graph lasso.

Therefore, we can conclude that the graph-based regularization has satisfactory performance on the pbcseq dataset. However, its performance improvement is limited by the fact that the problem is not high-dimensional (p = 17), and the graphical structure among the variables is relatively simple.
Table 13  Performance of different penalties on pbcseq dataset.

| Model                  | c-index  |
|------------------------|----------|
| Graph regularizer      | 0.88(0.086) |
| Lasso                  | 0.86(0.082) |
| Ridge regression       | 0.87(0.092) |
| Elastic net            | 0.87(0.085) |
| SCAD                   | 0.87(0.079) |
| Alasso                 | 0.86(0.088) |
| Group lasso            | 0.86(0.076) |
| Cox without regularization | 0.83(0.098) |

Fig. 5  The boxplot of the model c-indices on the pbcseq dataset. The blue line indicates the median c-index of the proposed method.

7 Conclusion and Discussions

In this paper, we have studied variable selection problem in survival analysis and developed a new graph-based regularized maximum partial-likelihood approach based on the Cox proportional hazard model. The graph-based regularization enables us to capture the complex graph-structured correlation between variables, and thus more accurate variable selection compared to existing methods. We demonstrate the improved performance of our method compared with the state-of-the-art on simulated and real datasets. Although the problem is motivated by the organ transplantation application, the proposed method is very general and applicable to other applications where variable dependence can be captured through a graph.

There are several possible directions for future work. First, the choice of the regularization parameters $\lambda$ and $\tau$ is critical to variable selection since there is typically a trade-off between sparsity and accuracy. Therefore, it would be useful to study the cross-validation for the Cox model under graph-based regularization, especially when we have censored data. The corresponding theoretical development is worth further investigation. Second, the graph structure used in this paper is for predicting variables only. We can also consider possible networks between donors and recipients for specific applications, such as the organ transplantation problem. Moreover, the graph can be
further generalized to weighted graphs where weights may indicate the probability of success between each pair or the correlation of each pair of predicting variables.
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Appendix A Additional Implementation Details

Additional Details on the Numerical Examples: Table A1 gives a detailed description of the connected variable in the \textit{pbcseq} dataset.

| Variable | Neighbors |
|----------|-----------|
| age      | albumin, ast |
| bili     | chol, albumin, ast, platelet, protime |
| chol     | alk.phos, ast, platelet, protime |
| albumin  | ast, platelet, protime |
| alk.phos | ast, platelet |
| ast      | platelet |
| platelet | protime |
| stage2   | stage3, stage4 |
| edema0.5 | edema1 |
| stage4   | stage5 |

Additional Discussions on the Solution Algorithm: To derive the corresponding FISTA algorithm, we first study the quadratic approximation of \(-\frac{1}{n} \ell(\beta) + \|\beta\|_{G,\tau}\) at a given point \(\beta'\),

\[
Q_L(\beta, \beta') = -\frac{1}{n} \ell(\beta') + \langle \beta - \beta', -\frac{1}{n} \nabla \ell(\beta') \rangle + \frac{L}{2n} \|\beta - \beta'\|^2 + \|\beta\|_{G,\tau}.
\]

The quadratic approximation \(Q_L(\beta, \beta')\) admits a unique minimizer

\[
p_L(\beta') = \arg \min_{\beta} \left\{ \|\beta\|_{G,\tau} + \frac{L}{2n} \|\beta - \beta' - \frac{\nabla \ell(\beta')}{L}\|^2 \right\}.
\]

And the corresponding FISTA algorithm can be summarized in Algorithm 1.
Algorithm 1: FISTA for solving $\beta$

**Input:** $L$ - the Lipschitz constant of $\nabla \ell(\beta)$;

**Step 0:** Set $\beta_1 = z_1$ (pre-set initial value), $t_1 = 1$;

for $k = 1, 2, \ldots$ do

$z_k = p_L(\beta_k)$;

$t_{k+1} = \frac{1 + \sqrt{1 + 4t_k^2}}{2}$;

$\beta_{k+1} = z_k + \frac{t_k - 1}{t_{k+1}}(z_k - z_{k-1})$.

end

Appendix B  Proofs

In this appendix, we provide the proofs of the main theorems presented in the paper. We first define some empirical counterparts for the corresponding population quantities in (12):

$$S^{(0)}(\beta, t) = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \exp\{\beta^\top x_i\},$$

$$S^{(1)}(\beta, t) = \frac{1}{n} \sum_{i=1}^{n} Y_i(t)x_i \exp\{\beta^\top x_i\},$$

$$S^{(2)}(\beta, t) = \frac{1}{n} \sum_{i=1}^{n} Y_i(t)x_ix_i^\top \exp\{\beta^\top x_i\}.$$ 

Therefore, the partial likelihood score function can be written as

$$U(\beta) = \frac{1}{n} \frac{\partial \ell}{\partial \beta} = \frac{1}{n} \sum_{i=1}^{n} \int_0^1 \left\{ x_i - \frac{S^{(1)}(\beta, t)}{S^{(0)}(\beta, t)} \right\} dN_i(t). \tag{B1}$$

Furthermore, the empirical Fisher information matrix can be calculated as

$$\Sigma(\beta) = -\frac{\partial U(\beta)}{\partial \beta} - \frac{1}{n} \sum_{i=1}^{n} \int_0^1 \left\{ S^{(2)}(\beta, t) - \frac{S^{(1)}(\beta, t)}{S^{(0)}(\beta, t)} \left( \frac{S^{(1)}(\beta, t)}{S^{(0)}(\beta, t)} \right)^\top \right\} dN_i(t). \tag{B2}$$

We then list some lemmas which will be used in the following proofs. The following lemma establishes the concentration property of the score function $U(\beta_0)$ around 0.

**Lemma 1** ([61, Lemma A.2]). Under Assumptions 1 (1-2), there exists constants $C, D, K$ such that

$$\mathbb{P}[|U_j(\beta_0)| \geq Cn^{-1/2}(1 + x)] \leq De^{-K(x^2 + n)},$$

for all $x > 0$ and $j = 1, \ldots, p$, where $U_j(\beta_0)$ is the $j$-th entry of the score function $U(\beta_0)$. 
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The following Lemma establishes the concentration of the empirical information matrix in a neighborhood of $\beta_0$.

**Lemma 2** ([61, Lemma A.3]). Under Assumptions 1 (1-2), there exists constants $C', D', K'$ such that for a neighborhood $B \subset \mathbb{R}^p$ of $\beta_0$, we have

$$
P \left\{ \sup_{\beta \in B} |I_{i,j}(\beta) - \Sigma_{i,j}(\beta)| \geq C' \sqrt{\frac{p}{n}} (1 + x) \right\} \leq D' e^{-K'(p x^2/n)},$$

where $I_{i,j}(\beta)$ and $\Sigma_{i,j}(\beta)$ are the $(i,j)$-th entry of the Fisher information matrix $I(\beta)$ and empirical information matrix $\Sigma(\beta)$ defined in (B2), respectively.

We refer to the supplementary material of [61] for the detailed proof of Lemma 1 and Lemma 2. As a consequence of the above two Lemmas, we now present a similar concentration result for the “restricted eigenvalue” of the Fisher information in the neighborhood $B$.

**Lemma 3.** Under Assumptions 1 (1-2) and Assumption 2, there exists constants $D'', K'' > 0$ such that for a neighborhood $B \subset \mathbb{R}^p$ of $\beta_0$, we have with probability at least $1 - p^2 D'' e^{-K'' n p^2 / p^2}$,

$$
\inf_{\beta \in B} \inf_{\xi \in \mathbb{R}^p \setminus \{0\}} \inf_{|J| \leq n} \frac{1}{2} \left( \frac{\sum_{k=1}^{p} V^{(k)} \Sigma(\beta) V^{(k)}}{\sum_{k \in J} \|V^{(k)}\|_2} - \frac{1}{2} \right) \geq \kappa.
$$

**Proof.** By Lemma 2, we have with probability $1 - p^2 D'' e^{-K'' n p^2 / p^2}$, $\sup_{\beta \in B} |I_{i,j}(\beta) - \Sigma_{i,j}(\beta)| \leq \epsilon$ for every entry $(i,j)$. Note that when $\sup_{\beta \in B} |I_{i,j}(\beta) - \Sigma_{i,j}(\beta)| \leq \epsilon$, we have

$$
\left| \left( \sum_{k=1}^{p} V^{(k)} \right)^\top (\Sigma(\beta) - I(\beta)) \left( \sum_{k=1}^{p} V^{(k)} \right) \right| \\
\leq \epsilon \left\| \sum_{k=1}^{p} V^{(k)} \right\|_1^2 \leq \epsilon p \left\| \sum_{k=1}^{p} V^{(k)} \right\|_2^2 \\
\leq \epsilon p \left( \sum_{k \in J} \tau_k \|V^{(k)}\|_2 \right)^2 \frac{\tau_{\min}^2}{\tau_{\min}} \\
= \epsilon p \left( \sum_{k \notin J} \tau_k \|V^{(k)}\|_2 + \sum_{k \in J} \tau_k \|V^{(k)}\|_2 \right)^2 \frac{\tau_{\min}^2}{\tau_{\min}} \\
\leq 16 \epsilon p \left( \sum_{k \notin J} \tau_k \|V^{(k)}\|_2 \right)^2 \frac{\tau_{\min}^2}{\tau_{\min}},
$$

where the last inequality is due to the imposed condition that $\sum_{k \notin J} \tau_k \|V^{(k)}\|_2 \leq 3 \sum_{k \in J} \tau_k \|V^{(k)}\|_2$. Thus we have

$$
\left| \left( \sum_{k=1}^{p} V^{(k)} \right)^\top (\Sigma(\beta) - I(\beta)) \left( \sum_{k=1}^{p} V^{(k)} \right) \right| \leq \frac{16 \epsilon p}{\tau_{\min}^2}.
$$
Setting \( \epsilon = \frac{16cp}{t_{\alpha/2}} \) yields \( \frac{16cp}{t_{\alpha/2}} \leq \kappa \), thus we complete the proof. This result shows that with high probability, the empirical information matrix \( \Sigma \) shares almost the same properties with the population information matrix \( I \).

We also present a useful Lemma from [70] regarding the optimal decomposition for the graph-based regularization term.

**Lemma 4 ([70, Lemma 2]).** For any predictor graph \( G \) and positive weights \( \tau_i \), suppose \( V^{(1)}, V^{(2)}, \ldots, V^{(p)} \) is an optimal decomposition of \( \beta \in \mathbb{R}^p \), then for any \( S \subseteq \{1, 2, \ldots, p\} \), \( \{V^{(j)}, j \in S\} \) is also an optimal decomposition of \( \sum_{j \in S} V^{(j)} \).

Using the above Lemmas, below we present the complete proof to the finite sample bound in Theorem 1.

**Proof of Theorem 1.** Suppose \( \hat{\beta} \) is the optimal solution to the regularization problem (9), then for any \( \beta \in \mathbb{R}^p \), we have

\[
-\frac{1}{n} \ell(\hat{\beta}) + \lambda \| \hat{\beta} \|_{G, \tau} \leq -\frac{1}{n} \ell(\beta) + \lambda \| \beta \|_{G, \tau}.
\]

Let \( \beta = \beta_0 \), we have

\[
-\frac{1}{n} \{ \ell(\beta_0) - \ell(\hat{\beta}) \} \leq \lambda \left( \| \beta_0 \|_{G, \tau} - \| \hat{\beta} \|_{G, \tau} \right). \tag{B3}
\]

Let \( \{S^{(1)}, \ldots, S^{(p)}\} \in \mathcal{U}(\beta_0) \) be an arbitrary optimal decomposition of \( \beta_0 \), and let \( \{T^{(1)}, \ldots, T^{(p)}\} \in \mathcal{U}(\hat{\beta} - \beta_0) \) be an arbitrary optimal decomposition of \( \hat{\beta} - \beta_0 \). We have \( \hat{\beta} - \beta_0 = \sum_{i=1}^{p} T^{(i)} \).

We first analyze the right-hand-side of (B3). By Assumption 2 (1), we can choose \( S^{(j)} = 0, \forall j \in J_0 \), thus \( \beta_0 = \sum_{j \in J_0} S^{(j)} \), and

\[
\| \hat{\beta} \|_{G, \tau} = \| \hat{\beta} - \beta_0 + \beta_0 \|_{G, \tau} \\
= \| \sum_{j \in J_0} T^{(j)} + \sum_{j \notin J_0} T^{(j)} + \sum_{j \in J_0} S^{(j)} \|_{G, \tau} \\
\geq \| \sum_{j \notin J_0} T^{(j)} + \sum_{j \in J_0} S^{(j)} \|_{G, \tau} - \| \sum_{j \in J_0} T^{(j)} \|_{G, \tau} \\
= \| \sum_{j \notin J_0} T^{(j)} \|_{G, \tau} + \| \sum_{j \in J_0} S^{(j)} \|_{G, \tau} - \| \sum_{j \in J_0} T^{(j)} \|_{G, \tau}.
\]

Note that \( \| \sum_{j \in J_0} S^{(j)} \|_{G, \tau} = \| \beta_0 \|_{G, \tau} \), thus

\[
\| \beta_0 \|_{G, \tau} - \| \hat{\beta} \|_{G, \tau} \leq \| \sum_{j \notin J_0} T^{(j)} \|_{G, \tau} - \| \sum_{j \in J_0} T^{(j)} \|_{G, \tau}.
\]

For the left-hand-side of (B3) by expressing the log-likelihood function as a quadratic function in a neighborhood of the true parameter \( \beta_0 \), similar to the technique
used in [2, 13], we have
\[
\frac{1}{n} \left\{ \ell(\beta_0) - \ell(\hat{\beta}) \right\} = U(\beta_0)^\top (\beta_0 - \hat{\beta}) + \frac{1}{2} (\hat{\beta} - \beta_0)^\top \Sigma(\beta) (\hat{\beta} - \beta_0), \tag{B4}
\]
where \(\hat{\beta}\) is a point in the line segment between \(\beta_0\) and \(\hat{\beta}\). By Lemma 1, with probability \(1 - pD e^{-Kn\epsilon^2}\), we have \(\|U(\beta_0)\|_\infty \leq \epsilon\). Under the event that \(\|U(\beta_0)\|_\infty \leq \epsilon\), combining with the right-hand-side, we have
\[
\frac{1}{2} (\hat{\beta} - \beta_0)^\top \Sigma(\beta) (\hat{\beta} - \beta_0)
\leq \lambda (\| \sum_{j \in J_0} T^{(j)} \|_{G,\tau} - \| \sum_{j \notin J_0} T^{(j)} \|_{G,\tau} ) + U(\beta_0)^\top (\beta_0 - \hat{\beta})
\leq \lambda (\| \sum_{j \in J_0} T^{(j)} \|_{G,\tau} - \| \sum_{j \notin J_0} T^{(j)} \|_{G,\tau} ) + \epsilon \| \hat{\beta} - \beta_0 \|_1
\leq \lambda (\| \sum_{j \in J_0} T^{(j)} \|_{G,\tau} - \| \sum_{j \notin J_0} T^{(j)} \|_{G,\tau} ) + \epsilon \sqrt{p} \left\| \sum_{i=1}^p T^{(i)} \right\|_2
\leq \lambda (\| \sum_{j \in J_0} T^{(j)} \|_{G,\tau} - \| \sum_{j \notin J_0} T^{(j)} \|_{G,\tau} ) + \epsilon \sqrt{p} \left( \| \sum_{j \in J_0} T^{(j)} \|_2 + \| \sum_{j \notin J_0} T^{(j)} \|_2 \right)
\leq \lambda \left( \frac{\epsilon \sqrt{p}}{\tau_{\min}} \right) \| \sum_{j \in J_0} T^{(j)} \|_{G,\tau} - \lambda \left( \frac{\epsilon \sqrt{p}}{\tau_{\min}} \right) \left\| \sum_{j \notin J_0} T^{(j)} \right\|_{G,\tau},
\]
where the inequality (i) is due to \(\|U(\beta_0)\|_\infty \leq \epsilon\), the inequality (ii) is due to the Cauchy-Schwarz inequality, and the inequality (iii) is due to Lemma 4. Select \(\epsilon\) such that \(\frac{\epsilon \sqrt{p}}{\tau_{\min}} \leq \lambda \), then we have
\[
\frac{1}{2} (\hat{\beta} - \beta_0)^\top \Sigma(\beta) (\hat{\beta} - \beta_0) \leq \frac{3}{2} \lambda \left\| \sum_{j \in J_0} T^{(j)} \right\|_{G,\tau} - \lambda \left\| \sum_{j \notin J_0} T^{(j)} \right\|_{G,\tau}.
\]
Furthermore, notice that the particle log-likelihood function (6) is concave. Indeed, \(\beta^\top x_i\) is a linear function of \(\beta\), and \(\log \left( \sum_{j:y_j \geq y_i} \exp(\beta^\top x_j) \right)\) is a convex function of \(\beta\) since the summation of log-convex functions is also log-convex [6]. Therefore, \(\Sigma(\hat{\beta})\) is positive semidefinite for any \(\beta\), yielding \(\frac{1}{2} (\beta - \beta_0)^\top \Sigma(\beta) (\hat{\beta} - \beta_0) \geq 0\), thus we have \(\| \sum_{j \notin J_0} T^{(j)} \|_{G,\tau} \leq 3 \| \sum_{j \in J_0} T^{(j)} \|_{G,\tau}\).
Then based on Assumption 2 and Lemma 3, we have with probability at least \(1 - p^2 D^p e^{-K\kappa n^2 / \tau_{\min}^2 / \epsilon^2 / p^2}\),
\[
\frac{1}{2} (\hat{\beta} - \beta_0)^\top \left\{ \Sigma(\beta) \right\} (\hat{\beta} - \beta_0) \geq \frac{\kappa}{2} \left( \sum_{j \in J_0} \tau_j \left\| T^{(j)} \right\|_2 \right)^2. \tag{B5}
\]
On the other hand, condition on the event that (B5) holds and \( \frac{\sqrt{p}}{\tau_{\min}} \leq \frac{1}{2} \), note that we have

\[
\frac{\kappa}{2} \langle \sum_{j \in J_0} \tau_j ||T^{(j)}||_2^2 \rangle \leq \frac{3}{2} \lambda \sum_{j \in J_0} \tau_j ||T^{(j)}||_2
\]

\[
\Rightarrow \sum_{j \in J_0} T^{(j)} \| G, \tau \| = \sum_{j \in J_0} \tau_j ||T^{(j)}||_2 \leq \frac{3\lambda}{\kappa}.
\]

Furthermore,

\[
\hat{\beta} - \beta_0 \|_2 = \| \sum_{j=1}^p T^{(j)} \|_2 \leq \frac{\sum_{j=1}^p \tau_j ||T^{(j)}||_2}{\tau_{\min}}
\]

\[
= \frac{\sum_{j \in J_0} \tau_j ||T^{(j)}||_2 + \sum_{j \notin J_0} \tau_j ||T^{(j)}||_2}{\tau_{\min}}
\]

\[
\leq \frac{4 \sum_{j \in J_0} \tau_j \||T^{(j)}||_2}{\tau_{\min}} \leq \frac{12\lambda}{\kappa \tau_{\min}}.
\]

We notice that the above results are achieved by conditioning on the event \( \| U(\beta_0) \|_\infty \leq \lambda \tau_{\min}/(2\sqrt{p}) \) and the event in (B5), which hold simultaneously with probability \( 1 - pD e^{-K_1 n^2 \tau_{\min}^2 / p^2} - p^2 D' e^{-K_2 n^4 \tau_{\min}^4 \kappa^2 / p^2} \). Thus the proof is completed.

Next, we give the proof of the asymptotic normality result in Theorem 2.

**Proof to Theorem 2.** For each \( u \in \mathbb{R}^p \), define

\[
Q_n(u) = -\ell(\beta_0 + n^{-1/2} u) + n\lambda \| \beta_0 + n^{-1/2} u \|_{G, \tau}.
\]

Since \( \hat{\beta} \) is the maximum penalized likelihood estimate, we define

\[
\hat{u} := \sqrt{n}(\hat{\beta} - \beta_0) = \arg \min_{u \in \mathbb{R}^p} Q_n(u).
\]

We consider the asymptotic regime, and based on the local asymptotic quadratic property for the partial likelihood function as shown in [2, 13], we can write

\[
Q_n(u) - Q_n(0) = \ell(\beta_0) - \ell(\beta_0 + n^{-1/2} u) + n\lambda(\| \beta_0 + n^{-1/2} u \|_{G, \tau} - \| \beta_0 \|_{G, \tau})
\]

\[
= \frac{1}{2} u^\top I(\beta_0) u + o_p(1) + n\lambda(\| \beta_0 + n^{-1/2} u \|_{G, \tau} - \| \beta_0 \|_{G, \tau}).
\]

For the second term, we have

\[
\| \beta_0 + n^{-1/2} u \|_{G, \tau} - \| \beta_0 \|_{G, \tau}
\]

\[
= \| (\beta_0 + n^{-1/2} u)_{J_0} \|_{G, \tau} - \| \beta_0 \|_{G, \tau} + \| (n^{-1/2} u)_{J_0^c} \|_{G, \tau}.
\]
Suppose $V^{(1)}, \ldots, V^{(p)}$ is an optimal decomposition of $u$, then by triangle inequality we have
\[
n\lambda(\lVert (\beta_0 + n^{-1/2}u)_{J_0} \rVert_{G,\tau} - \lVert \beta_0 \rVert_{G,\tau}) \leq \sqrt{n}\lambda \sum_{j \in J_0} \tau_j \|V^{(j)}\|_2.
\]
If $\sqrt{n}\lambda \to 0$ and $\tau_j = O(1)$ for each $j \in J_0$, then for each fixed $u$, we have
\[
n\lambda(\lVert (\beta_0 + n^{-1/2}u)_{J_0} \rVert_{G,\tau} - \lVert \beta_0 \rVert_{G,\tau}) \to 0, \text{ as } n \to \infty.
\]
(B6)

If $n^{(\gamma+1)/2} \lambda \to \infty$, $u_{J_0^c} \neq 0$, and $\liminf_{n \to \infty} n^{-\gamma/2} \tau_j > 0$ for each $j \in J_0^c$, then
\[
n\lambda((n^{-1/2}u)_{J_0^c}\rVert_{G,\tau} = \sqrt{n}\lambda \sum_{j \in J_0^c} \tau_j \|V^{(j)}\|_2
\]
\[
= n^{(\gamma+1)/2} \lambda \cdot n^{-\gamma/2} \sum_{j \in J_0^c} \tau_j \|V^{(j)}\|_2 \to \infty.
\]
(B7)

Combining (B6) and (B7), we have:
\[
Q_n(u) - Q_n(0) \stackrel{d}{\to} \begin{cases} 
\ell(\beta_0) - \ell(\beta_0 + n^{-1/2}u) & \text{if } \text{supp}(u) \subset J_0, \\
\infty & \text{o.w.}
\end{cases}
\]

This implies that
\[
\hat{\beta}_{J_0^c} \stackrel{d}{\to} 0.
\]

We note that $\hat{u} = \arg\min \{Q_n(u) - Q_n(0)\}$, thus it suffices to show that the $\hat{u} = \arg\max_{\text{supp}(u) \subset J_0} \ell(\beta_0 + n^{-1/2}u)$ is asymptotically normal distributed. To prove this, recall the first-order derivative of the partial log-likelihood with respect to $\beta$ is $U(\beta)$ and the second-order derivative is $-\Sigma(\beta)$. Using Taylor expansion, we have
\[
U(\hat{\beta}) - U(\beta_0) = -\Sigma(\beta^*)(\hat{\beta} - \beta_0),
\]
where $\beta^*$ is on the line segment between $\hat{\beta}$ and $\beta_0$, and $\Sigma(\beta)$ is a positive semidefinite matrix. By Theorem 3.2 in [2], we have as $n \to \infty$,
\[
\frac{1}{\sqrt{n}} U_{J_0}(\beta_0) \stackrel{d}{\to} N(0, I_{J_0}(\beta_0)), \quad \frac{1}{n} \Sigma(\beta^*) \stackrel{p}{\to} I_{J_0}(\beta_0),
\]
where $U_{J_0}(\beta_0)$ consists of the elements of $U(\beta_0)$ with index belonging to the set $J_0$, and $I_{J_0}(\beta_0)$ is a square matrix with rows and columns belong to the index set $J_0$. Since $U(\hat{\beta}) = 0$, we have $-\Sigma(\beta^*)(\hat{\beta} - \beta_0) = U(\beta_0)$, thus by Slutsky’s Theorem, we have
\[
\sqrt{n} I_{J_0}(\beta_0)(\hat{\beta}_{J_0} - \beta_0) \stackrel{d}{\to} N(0, I_{J_0}(\beta_0)),
\]
which translates into
\[
\sqrt{n}(\hat{\beta}_{0_n} - \beta_{0,J_0}) \overset{d}{\to} N(0, I_{J_0}(\beta_0)^{-1}).
\]
The proof is completed.
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