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These notes are a significantly expanded version of the author's lectures at the graduate workshop “Noncommutative algebraic geometry” held at the Mathematical Sciences Research Institute in June 2012. The main point of entry to the subject we chose was the idea of an Artin-Schelter regular algebra. The introduction of such algebras by Artin and Schelter motivated many of the later developments in the subject. Regular algebras are sufficiently rigid to admit classification in dimension at most 3, yet this classification is non-trivial and uses many interesting techniques. There are also many open questions about regular algebras, including the classification in dimension 4.

Intuitively, regular algebras with quadratic relations can be thought of as the coordinate rings of noncommutative projective spaces; thus, they provide examples of the simplest, most fundamental noncommutative projective varieties. In addition, regular algebras provide some down-to-earth examples of Calabi-Yau algebras. This is a class of algebras defined by Ginzburg more recently, which is related to several of the other lecture courses given at the workshop.

Our first lecture reviews some important background and introduces noncommutative Gröbner bases. We also include as part of Exercise set 1 a few exercises using the computer algebra system GAP. Lecture 2 presents some of the main ideas of the theory of Artin-Schelter regular algebras. Then, using regular algebras as examples and motivation, in Lectures 3 and 4 we discuss two important aspects of the geometry of noncommutative graded rings: the parameter space of point modules for a graded algebra, and the noncommutative projective scheme associated to a noetherian graded ring. Finally, in the last lecture we discuss some aspects of the classification of noncommutative curves and surfaces, including a review of some more recent results.

We have tried to keep these notes as accessible as possible to readers of varying backgrounds. In particular, Lectures 1 and 2 assume only some basic familiarity with noncommutative rings and homological algebra. Only knowledge of the concept of a projective space is needed to understand the main ideas about point modules in the first half of Lecture 3. In the final two lectures, however, we will of necessity assume that the reader has a more thorough background in algebraic geometry including the theory of schemes and sheaves as in Hartshorne’s textbook [Ha].
We are indebted to Toby Stafford, from whom we first learned this subject in a graduate course at the University of Michigan. Other sources that have influenced these notes include some lecture notes of Darrin Stephenson [Sti], and the survey article of Stafford and Van den Bergh [StV]; we thank all of these authors. We also thank Susan Elle, Matthew Grimm, Brendan Nolan, and Robert Won for reading an earlier version of these notes and giving helpful comments.

1. Lecture 1: Review of Basic Background and the Diamond Lemma

1.1. Graded algebras. In this lecture, we review several topics in the theory of rings and homological algebra which are needed before we can discuss Artin-Schelter regular algebras in Lecture 2. We also include an introduction to noncommutative Gröbner bases and the Diamond Lemma.

Throughout these notes we work for simplicity over an algebraically closed base field $k$. Recall that a $k$-algebra is a (not necessarily commutative) ring $A$ with identity which has a copy of $k$ as a subring of its center; then $A$ is also a $k$-vector space such that scalar multiplication satisfies $(\lambda \cdot a)b = \lambda \cdot (ab) = a(\lambda \cdot b)$ for all $\lambda \in k$, $a, b \in A$. (The word algebra is sometimes used for objects with nonassociative multiplication, in particular Lie algebras, but for us all algebras are associative.)

**Definition 1.1.** A $k$-algebra $A$ is $\mathbb{N}$-graded if it has a $k$-vector space decomposition $A = \bigoplus_{n \geq 0} A_n$ such that $A_iA_j \subseteq A_{i+j}$ for all $i, j \geq 0$. We say that $A$ is connected if $A_0 = k$. An element $x$ in $A$ is homogeneous if $x \in A_n$ for some $n$. A right or left ideal $I$ of $A$ is called homogeneous or graded if it is generated by homogeneous elements, or equivalently if $I = \bigoplus_{n \geq 0} (I \cap A_n)$.

**Example 1.2.** Recall that the free algebra in $n$ generators $x_1, \ldots, x_n$ is the ring $k\langle x_1, \ldots, x_n \rangle$, whose underlying $k$-vector space has as basis the set of all words in the variables $x_i$, that is, expressions $x_{i_1}x_{i_2} \ldots x_{i_m}$ for some $m \geq 1$, where $1 \leq i_j \leq n$ for all $j$. The length of a word $x_{i_1}x_{i_2} \ldots x_{i_m}$ is $m$. We include among the words a symbol 1, which we think of as the empty word, and which has length 0. The product of two words is concatenation, and this operation is extended linearly to define an associative product on all elements.

The free algebra $A = k\langle x_1, \ldots, x_n \rangle$ is connected $\mathbb{N}$-graded, where $A_i$ is the $k$-span of all words of length $i$. For a more general grading, one can put weights $d_i \geq 1$ on the variables $x_i$ and define $A_i$ to be the $k$-span of all words $x_{i_1} \ldots x_{i_m}$ such that $\sum_{j=1}^m d_{i_j} = i$.

**Definition 1.3.** A $k$-algebra $A$ is finitely generated (as an algebra) if there is a finite set of elements $a_1, \ldots, a_n \in A$ such that the set $\{a_1a_2 \ldots a_m|1 \leq i_j \leq n, m \geq 1\} \cup \{1\}$ spans $A$ as a $k$-space. It is clear that if $A$ is finitely generated and $\mathbb{N}$-graded, then it has a finite set of homogeneous elements that generate it. Then it is easy to see that a connected $\mathbb{N}$-graded $k$-algebra $A$ is finitely generated if and only if there is a degree preserving surjective ring homomorphism $k\langle x_1, \ldots, x_n \rangle \twoheadrightarrow A$ for some free algebra $k\langle x_1, \ldots, x_n \rangle$ with some weighting of the variables, and thus $A \cong k\langle x_1, \ldots, x_n \rangle/I$ for some homogeneous ideal $I$. If $I$ is generated by finitely many homogeneous elements (as a 2-sided ideal), say $I = (f_1, \ldots, f_m)$, then we say that $A$ is finitely presented, and we call $k\langle x_1, \ldots, x_n \rangle/(f_1, \ldots, f_m)$ a presentation of $A$ with generators $x_1, \ldots, x_n$ and relations $f_1, \ldots, f_m$.

**Definition 1.4.** For the sake of brevity, in these notes we say that an algebra $A$ is finitely graded if it is connected $\mathbb{N}$-graded and finitely generated as a $k$-algebra. Note that if $A$ is finitely graded, then $\dim_k A_n < \infty$ for all $n$, since this is true already for the free algebra.

In Sections 1.3 below, we will give a number of important examples of algebras defined by presentations.
1.2. Graded modules, GK-dimension, and Hilbert series.

**Definition 1.5.** Let $A$ be an $\mathbb{N}$-graded $k$-algebra. A right $A$-module $M$ is **graded** if $M$ has a $k$-space decomposition $M = \bigoplus_{n \in \mathbb{Z}} M_n$ such that $M_iA_j \subseteq M_{i+j}$ for all $i \in \mathbb{Z}, j \in \mathbb{N}$.

Given a graded $A$-module $M$, we define $M(i)$ to be the graded module which is isomorphic to $M$ as an abstract $A$-module, but which has degrees shifted so that $M(i)_n = M_{i+n}$. Any such module is called a *shift* of $M$. (Note that if we visualize the pieces of $M$ laid out along the integer points of the usual number line, then to obtain $M(i)$ one shifts all pieces of $M$ to the left $i$ units if $i$ is positive, and to the right $|i|$ units if $i$ is negative.)

A homomorphism of $A$-modules $\phi : M \to N$ is a **graded homomorphism** if $\phi(M_n) \subseteq N_n$ for all $n$.

We will mostly be concerned with graded $A$-modules $M$ which are finitely generated. In this case, we can find a finite set of homogeneous generators of $M$, say $m_1, \ldots, m_r$ with $m_i \in M_{d_i}$, and thus define a surjective graded right $A$-module homomorphism $\bigoplus_{i=1}^r A(-d_i) \to M$, where the $1$ of the $i$th summand maps to the generator $m_i$. This shows that any finitely generated graded $A$-module $M$ over a finitely generated algebra $A$ has $\dim_k M_n < \infty$ for all $n$ and $\dim_k M_n = 0$ for $n \ll 0$, and so the following definition makes sense.

**Definition 1.6.** Let $A$ be finitely graded. If $M$ is a finitely generated graded $A$-module, then the **Hilbert series** of $M$ is the formal Laurent series $h_M(t) = \sum_{n \in \mathbb{Z}}(\dim_k M_n)t^n$.

We consider the Hilbert series of a finitely generated graded module as a generating function (in the sense of combinatorics) for the integer sequence $\dim_k M_n$, and it is useful to manipulate it in the ring of Laurent series $\mathbb{Q}((t))$.

**Example 1.7.** The Hilbert series of the commutative polynomial ring $k[x]$ is $1 + t + t^2 + \ldots$, which in the Laurent series ring has the nicer compact form $1/(1-t)$. More generally, if $A = k[x_1, \ldots, x_m]$ then $h_A(t) = 1/(1-t)^{mn}$. On the other hand, the free associative algebra $A = k\langle x_1, \ldots, x_m \rangle$ has Hilbert series $$h_A(t) = 1 + mt + m^2t^2 + \cdots = 1/(1 - mt).$$ In particular, $\dim_k A_n$ grows exponentially as a function of $n$ if $m \geq 2$. In Exercise 1.1, the reader is asked to prove more general versions of these formulas for weighted polynomial rings and free algebras.

**Definition 1.8.** If $A$ is a finitely generated (not necessarily graded) $k$-algebra, the Gelfand-Kirillov (GK) dimension of $A$ is $\text{GKdim}(A) = \lim \sup_{n \to \infty} \log_n(\dim_k V^n)$, where $V$ is any finite dimensional $k$-subspace of $A$ which generates $A$ as an algebra and has $1 \in V$. The algebra $A$ has exponential growth if $\lim \sup_{n \to \infty}(\dim_k V^n)^{1/n} > 1$; otherwise, clearly $\lim \sup_{n \to \infty}(\dim_k V^n)^{1/n} = 1$ and we say that $A$ has subexponential growth. The book [KL] is the main reference for the basic facts about the GK-dimension. In particular, the definitions above do not depend on the choice of $V$ [KL] Lemma 1.1, Lemma 2.1]. Also, if $A$ is a commutative finitely generated algebra, then $\text{GKdim}(A)$ is the same as the Krull dimension of $A$ [KL Theorem 4.5(a)].

If $A$ is finitely graded, then one may take $V$ to be $A_0 \oplus \cdots \oplus A_m$ for some $m$, and using this one may prove that $\text{GKdim}(A) = \lim \sup_{n \to \infty} \log_n(\sum_{i=0}^m \dim_k A_i)$ [KL Lemma 6.1]. This value is easy to calculate if we have a formula for the dimension of the $i$th graded piece of $A$. In fact, in most of the examples in which we are interested below, there is a polynomial $p(t) \in \mathbb{Q}(t)$ such that $p(n) = \dim_k A_n$ for all $n \gg 0$, in which case $p$ is called the **Hilbert polynomial** of $A$. When $p$ exists then it easy to see that $\text{GKdim}(A) = \text{deg}(p) + 1$. For example, for the commutative polynomial ring $A = k[x_1, \ldots, x_m]$, one has $\dim_k A_n = \binom{n+m-1}{m-1}$, which agrees with a polynomial $p(n)$ of degree $m-1$ for all $n \geq 0$, so that $\text{GKdim}(A) = m$.

We briefly recall the definitions of noetherian rings and modules.
Definition 1.9. A right module $M$ is noetherian if it has the ascending chain condition (ACC) on submodules, or equivalently if every submodule of $M$ is finitely generated. A ring is right noetherian if it is noetherian as a right module over itself, or equivalently if it has ACC on right ideals. The left noetherian property is defined analogously, and a ring is called noetherian if it is both left and right noetherian.

The reader can consult [GW, Chapter 1] for more information on the noetherian property. By the Hilbert basis theorem, the polynomial ring $k[x_1, \ldots, x_m]$ is noetherian, and thus all finitely generated commutative $k$-algebras are noetherian. On the other hand, a free algebra $k\langle x_1, \ldots, x_m \rangle$ in $m \geq 2$ variables is not noetherian, and consequently noncommutative finitely generated algebras need not be noetherian. The noetherian property still holds for many important noncommutative examples of interest, but one often has to work harder to prove it.

1.3. Some examples, and the use of normal elements.

Examples 1.10.

(1) For any constants $0 \neq q_{ij} \in k$, the algebra
$$A = k\langle x_1, x_2, \ldots, x_n \rangle/(x_jx_i - q_{ij}x_ix_j | 1 \leq i < j \leq n)$$
is called a quantum polynomial ring. The set $\{x_1^{i_1}x_2^{i_2} \ldots x_n^{i_n} | i_1, i_2, \ldots, i_n \geq 0 \}$ is a $k$-basis for $A$, as we will see in Example 1.16. Then $A$ has the same Hilbert series as a commutative polynomial ring in $n$ variables, and thus $h_A(t) = 1/(1 - t)^n$.

(2) The special case $n = 2$ of (1), so that
$$A = k\langle x, y \rangle/(yx - qxy)$$
for some $0 \neq q$, is called the quantum plane.

(3) The algebra
$$A = k\langle x, y \rangle/(yx - xy - x^2)$$
is called the Jordan plane. We will also see in Example 1.16 that if $A$ is the Jordan plane, then $\{x^iy^j | i, j \geq 0 \}$ is a $k$-basis for $A$, and so $h_A(t) = 1/(1 - t)^2$.

(Note that we often use a variable name such as $x$ to indicate both an element in the free algebra and the corresponding coset in the factor ring; this is often convenient in a context where there is no chance of confusion.)

All of the examples above have many properties in common with a commutative polynomial ring in the same number of generators. For example, they all have the Hilbert series of a polynomial ring and they are all noetherian domains. The standard way to verify these facts is to express these examples as iterated Ore extensions. We omit a discussion of Ore extensions here, since the reader can find a thorough introduction to these elsewhere, for example in [GW, Chapters 1-2]. Instead, we mention a different method here, which will also apply to some important examples which are not iterated Ore extensions. Given a ring $A$, an element $x \in A$ is normal if $xA = Ax$ (and hence the right or left ideal generated by $x$ is an ideal). Certain properties can be lifted from a factor ring of a graded ring to the whole ring, when one factors by an ideal generated by a homogeneous normal element.

Lemma 1.11. Let $A$ be a finitely graded $k$-algebra, and let $x \in A_d$ be a homogeneous normal element for some $d \geq 1$.

(1) If $x$ is a nonzerodivisor in $A$, then if $A/xA$ is a domain then $A$ is a domain.
(2) If $A/xA$ is noetherian, then $A$ is noetherian.
Proof. We ask the reader to prove part (1) as Exercise 1.2.

We sketch the proof of part (2), which is [ATV1, Theorem 8.1]. First, by symmetry we need only show that $A$ is right noetherian. An easy argument, which we leave to the reader, shows that it suffices to show that every graded right ideal of $A$ is finitely generated. Suppose that $A$ has an infinitely generated graded right ideal; then by Zorn’s lemma, we may choose a maximal element of the set of such right ideals, say $I$. Then $A/I$ is a noetherian right $A$-module. Consider the short exact sequence
\[(1.12)\quad 0 \to (Ax \cap I)/Ix \to I/Ix \to I/(Ax \cap I) \to 0.\]

We have $I/(Ax \cap I) \cong (I + Ax)/Ax$, which is a right ideal of $A/Ax$ and hence is noetherian by hypothesis. Now $(Ax \cap I) = Jx$ for some subset $J$ of $A$ which is easily checked to be a graded right ideal of $A$. Then $(Ax \cap I)/Ix = Jx/Ix \cong Mx$, where $M = J/I$ is a noetherian $A$-module since it is a submodule of $A/I$. Given an $A$-submodule $P$ of $Mx$, it is easy to check that $P = Nx$ where $N = \{m \in M | mx \in P\}$. Thus since $M$ is noetherian, so is $Mx$. Then (1.12) shows that $I/Ix$ is a noetherian $A$-module, in particular finitely generated. Thus we can choose a finitely generated graded right ideal $N \subseteq I$ such that $N +Ix = I$. An easy induction proof shows that $N +Ix^n = I$ for all $n \geq 0$, and then one gets $N_m = I_m$ for all $m \geq 0$ since $x$ has positive degree. In particular, $I$ is finitely generated, a contradiction. (Alternatively, once one knows $I/Ix$ is finitely generated, it follows that $I$ is finitely generated by the graded Nakayama lemma described in Lemma 1.22 below.)

**Corollary 1.13.** The algebras in Examples 1.10 are noetherian domains.

**Proof.** Consider for example the quantum plane $A = k(x, y)/(yx - qxy)$. Then it is easy to check that $x$ is a normal element and that $A/xA \cong k[y]$. We know $h_A(t) = 1/(1 - t)^2$ and $h_{A/xA}(t) = 1/(1 - t)$. Obviously $h_{xA}(t)$ is at most as large as $t/(1 - t)^2$, with equality if and only if $x$ is a nonzerodivisor in $A$. Since $h_A(t) = h_{xA}(t) + h_{A/xA}(t)$, equality is forced, so $x$ is a nonzerodivisor in $A$. Since $k[y]$ is a noetherian domain, so is $A$ by Lemma 1.11. The argument for the general skew polynomial ring is a simple inductive version of the above, and the argument for the Jordan plane is similar since $x$ is again normal.

**Example 1.14.** The algebra

$$S = k\langle x, y, z \rangle/(axy + bxy + cz^2, axz + bzx + cy^2, ayz + byz + cx^2),$$

for any $a, b, c \in k$, is called a Sklyanin algebra, after E. J. Sklyanin. As long as $a, b, c$ are sufficiently general, $S$ also has many properties in common with a polynomial ring in 3 variables, for example $S$ is a noetherian domain with $h_S(t) = 1/(1 - t)^3$. These facts are much more difficult to prove than for the other examples above, since $S$ does not have such a simply described $k$-basis of words in the generators. In fact $S$ does have a normal element $g$ of degree 3 (which is not easy to find) and in the end Lemma 1.11 can be applied, but it is hard to show that $g$ is a nonzerodivisor and the factor ring $S/gS$ takes effort to analyze. Some of the techniques of noncommutative geometry that are the subject of this course, in particular the study of point modules, were developed precisely to better understand the properties of Sklyanin algebras. See the end of Lecture 3 for more details.

1.4. **The Diamond Lemma.** In general, it can be awkward to prove that a set of words that looks like a $k$-basis for a presented algebra really is linearly independent. The **Diamond Lemma** gives an algorithmic method for this. It is part of the theory of noncommutative Gröbner bases, which is a direct analog of the theory of Gröbner bases which was first studied for commutative rings. George Bergman gave an important exposition of the method in [Be], which we follow closely below. The basic idea behind the method goes back further, however; in particular, the theory is also known by the name Gröbner-Shirshov bases, since A. I. Shirshov was one of its earlier proponents.
Consider the free algebra $F = k(x_1, \ldots, x_n)$. While we stick to free algebras on finitely many indeterminates below for notational convenience, everything below goes through easily for arbitrarily many indeterminates. Fix an ordering on the variables, say $x_1 < x_2 < \cdots < x_n$. Also, we choose an total order on the set of words in the $x_i$ which extends the ordering on the variables and has the following properties: (i) for all words $u, v$, and $w$, if $w < v$, then $uw < wv$ and $wu < v$, and (ii) for each word $w$ the set of words $\{v | v < w\}$ is finite. We call such an order admissible.

If we assign weights to the variables, and thus assign a degree to each word, then one important choice of such an ordering is the degree lex order, where $w < v$ if $w$ has smaller degree than $v$ or if $w$ and $v$ have the same degree but $w$ comes earlier than $v$ in the dictionary ordering with respect to the fixed ordering on the variables. For example, in $k(x,y)$ with $x < y$, the beginning of the degree lex order is

$$1 < x < y < x^2 < xy < yx < y^2 < x^3 < x^2y < xyx < xy^2 < \ldots$$

Given an element $f$ of the free algebra, its leading word is the largest word under the ordering which appears in $f$ with nonzero coefficient. For example, the leading word of $xy + 3x^2y + 5xyx$ in $k(x,y)$ with the degree lex ordering is $xyx$.

Now suppose that the set $\{g_\sigma\}_{\sigma \in S} \subseteq F$ generates an ideal $I$ of $F$ (as a 2-sided ideal). By adjusting each $g_\sigma$ by a scalar we can assume that each $g_\sigma$ has a leading term with coefficient 1, and so we can write $g_\sigma = w_\sigma - f_\sigma$, where $w_\sigma$ is the leading word of $g_\sigma$ and $f_\sigma$ is a linear combination of words $v$ with $v < w_\sigma$. A word is reduced (with respect to the fixed set of relations $\{g_\sigma\}_{\sigma \in S}$) if it does not contain any of the $w_\sigma$ as a subword. If a word $w$ is not reduced, but say $w = uw_\sigma v$, then $w$ is equal modulo $I$ to $uf_\sigma v$, which is a linear combination of strictly smaller words. Given an index $\sigma \in S$ and words $u, v$, the corresponding reduction $r = r_{u\sigma v}$ is the k-linear endomorphism of the free algebra which takes $w = uw_\sigma v$ to $uf_\sigma v$ and sends every other word to itself. Since every word has finitely many words less than it, it is not hard to see that given any element $h$ of the free algebra, some finite composition of reductions will send $h$ to a k-linear combination of reduced words. Since a reduction does not change the class of an element modulo $I$, we see that the images of the reduced words in $k(x_1, x_2, \ldots, x_n)/I$ are a $k$-spanning set. The idea of noncommutative Gröbner bases is to find good sets of generators $g_\sigma$ of the ideal $I$ such that the images of the corresponding reduced words in $k(x_1, x_2, \ldots, x_n)/I$ are $k$-independent, and thus a $k$-basis. The Diamond Lemma gives a convenient way to verify if a set of generators $g_\sigma$ has this property. Moreover, if a set of generators does not, the Diamond Lemma leads to a (possibly non-terminating) algorithm for enlarging the set of generators to one that does.

The element $h$ of the free algebra is called reduction unique if given any two finite compositions of reductions $s_1$ and $s_2$ such that $s_1(h) = s_2(h)$, there are reductions $h$ and $s_2(h)$ which consist of linear combinations of reduced words, we have $s_1(h) = s_2(h)$. In this case we write $\text{red}(h)$ for this uniquely defined linear combination of reduced words. Suppose that $w$ is a word which can be written as $w = tvu$ for some nonempty words $t, u, v$, where $w_\sigma = tv$ and $w_\tau = vu$ for some $\sigma, \tau \in S$. We call this situation an overlap ambiguity. Then there are (at least) two different possible reductions one can apply to reduce $w$, namely $r_1 = r_{t\sigma\upsilon}$ and $r_2 = r_{t\tau\upsilon}$. If there exist compositions of reductions $s_1, s_2$ with the property that $s_1 \circ r_1(w) = s_2 \circ r_2(w)$, then we say that this ambiguity is resolvable. Similarly, we have an inclusion ambiguity when we have $w_\sigma = tvu$ for some words $t, u$ and some $\sigma, \tau \in S$. Again, the ambiguity is called resolvable if there are compositions of reductions $s_1$ and $s_2$ such that $s_1 \circ r_{1\sigma\upsilon}(w) = s_2 \circ r_{1\tau\upsilon}(w)$.

We now sketch the proof of the main result underlying the method of noncommutative Gröbner bases.

**Theorem 1.15.** (Diamond Lemma) Suppose that $\{g_\sigma\}_{\sigma \in S} \subseteq F = k(x_1, \ldots, x_n)$ generates an ideal $I$, where $g_\sigma = w_\sigma - f_\sigma$ with $w_\sigma$ the leading word of $g_\sigma$ under some fixed admissible ordering on the
words of $F$. Consider reductions with respect to this fixed set of generators of $I$. Then the following are equivalent:

1. All overlap and inclusion ambiguities among the $g_\sigma$ are resolvable.
2. All elements of $k\langle x_1, \ldots, x_n \rangle$ are reduction unique.
3. The images of the reduced words in $k\langle x_1, \ldots, x_n \rangle/I$ form a $k$-basis.

When any of these conditions holds, we say that $\{g_\sigma\}_{\sigma \in S}$ is a Gröbner basis for the ideal $I$ of $F$.

Proof. (1) $\implies$ (2) First, it is easy to prove that the set of reduction unique elements of $k\langle x_1, \ldots, x_n \rangle$ is a $k$-subspace, and that $\text{red}(-)$ is a linear function on this subspace (Exercise 1.3). Thus it is enough to prove that all words are reduction unique. This is proved by induction on the ordered list of words, so assume that $w$ is a word such that all words $v$ with $v < w$ are reduction unique (and so any linear combination of such words is). Suppose that $r = r_k \circ \cdots \circ r_2 \circ r_1$ and $r' = r'_j \circ \cdots \circ r'_2 \circ r'_1$ are two compositions of reductions such that $r(w)$ and $r'(w)$ are linear combinations of reduced words. If $r_1 = r'_1$, then since $r_1(w) = r'_1(w)$ is reduction unique by the induction hypothesis, clearly $r(w) = r'(w)$. Suppose instead that $r_1 = r'y'_{\sigma_1 z}$ and $r'_1 = y'y_\tau z$, where $w = yw_\sigma uz = ytw_\tau z$ and the subwords $w_\sigma$ and $w_\tau$ overlap. By the hypothesis that all overlap ambiguities resolve, there are compositions of reductions $s_1$ and $s_2$ such that $s_1 \circ r_1 s_2(w_\sigma u) = s_2 \circ r'_1 (tw_\tau)$. Then replacing each reduction $r'_{\alpha \beta \rho}$ among those occurring in the compositions $s_1$ and $s_2$ by $r'_{\gamma \alpha \beta \rho}$, we obtain compositions of reductions $s'_1$ and $s'_2$ such that $v = s'_1 \circ r'y'_{\sigma_1 z}(w) = s'_2 \circ y'y_\tau z(w)$. Since $r'y'_{\sigma_1 z}(w)$, $y'y_\tau z(w)$, and $v$ are reduction unique, we get $r(w) = \text{red}(r'y'_{\sigma_1 z}(w)) = \text{red}(v) = \text{red}(y'y_\tau z(w)) = r'(w)$. Similarly, if $w = ytw_\sigma uz = yw_\tau z$ and $r_1 = r'y'_{\sigma_1 z}$ and $r'_1 = y'y_\tau z$, then using the hypothesis that all inclusion ambiguities resolve we get $r(w) = r'(w)$. Finally, if $w = yw_\sigma uz w_\tau z$ and $r_1 = r'y'_{\sigma_1 w_\tau z}$, then $r(w) = yf_\sigma uz w_\tau z$ and $r'_1(w) = yw_\sigma uf_\tau z$ are linear combinations of reduction unique words. Then since $\text{red}(-)$ is linear, we get $r(w) = \text{red}(yf_\sigma uz w_\tau z) = \text{red}(yf_\sigma uf_\tau z) = r'(w)$. Thus $r(w) = r'(w)$ in all cases, and $w$ is reduction unique, completing the induction step.

(2) $\implies$ (3) Let $F = k\langle x_1, \ldots, x_n \rangle$. By hypothesis there is a well-defined $k$-linear map $\text{red} : F \to F$. Let $V$ be its image $\text{red}(F)$, in order words the $k$-span of all reduced words. Obviously $\text{red}|_V$ is the identity map $V \to V$ and so $\text{red}$ is a projection; thus $F \cong K \oplus V$ as $k$-spaces, where $K = \ker(\text{red})$. We claim that $K = I$. First, every element of $I$ is a linear combination of expressions $ug_\sigma v$ for words $u$ and $v$. Obviously the reduction $r_{ug_\sigma v}$ sends $ug_\sigma v$ to 0 and thus $ug_\sigma v \in K$; since $K$ is a subspace we get $I \subseteq K$. Conversely, since every reduction changes an element to another congruent modulo $I$, we must have $K \subseteq I$. Thus $K = I$ as claimed. Finally, since $F \cong I \oplus V$, clearly the basis of $V$ consisting of all reduced words has image in $F/I$ which is a $k$-basis of $F/I$.

The reverse implications (3) $\implies$ (2) and (2) $\implies$ (1) are left as an exercise (Exercise 1.3).

Example 1.16. Let $A = k\langle x, y, z \rangle/(f_1, f_2, f_3)$ be a quantum polynomial ring in three variables, with $f_1 = xy - pxy$, $f_2 = zx - qxz$, and $f_3 = zy - ryz$. Taking $x < y < z$ and degree lex order, the leading terms of these relations are $yx, zx, zy$. There is one ambiguity among these three leading words, the overlap ambiguity $zyx$. Reducing the $zy$ first and then continuing to do more reductions, we get

$$zy = ryzx = rqyxz = rqpxyz,$$

while reducing the $yx$ first we get

$$zy = pxyz = pqxzy = pqxyz.$$

Thus the ambiguity is resolvable, and by Theorem 1.15 the set $\{f_1, f_2, f_3\}$ is a Gröbner basis for the ideal it generates. The same argument applies to a general quantum polynomial ring in $n$ variables: choosing degree lex order with $x_1 < \cdots < x_n$, there is one overlap ambiguity $x_kx_jx_i$ for each triple of variables with $x_i < x_j < x_k$, which resolves by the same argument as above. Thus the corresponding set of reduced words, $\{x_1^{i_1}x_2^{i_2} \cdots x_n^{i_n} | i_j \geq 0\}$, is a $k$-basis for the quantum
polynomial ring $A$. In particular, $A$ has the same Hilbert series as a polynomial ring in $n$ variables, $h_A(t) = 1/(1 - t)^n$, as claimed in Examples [1.10].

An even easier argument shows that the Jordan plane in Examples [1.10] has the claimed $k$-basis \{x^iy^j | i, j \geq 0\}: taking $x < y$, its single relation $yx - xy - x^2$ has leading term $yx$ and there are no ambiguities.

**Example 1.17.** Let $A = k\langle x, y \rangle/(yx^2 - x^2y, y^2x - xy^2)$. Taking degree lex order with $x < y$, there is one overlap ambiguity $y^2x^2$ in the Diamond Lemma, which resolves, as is easily checked. Thus the set of reduced words is \{x^i(yx^j)^k | i, j, k \geq 0\} is a $k$-basis for $A$. Then $A$ has the same Hilbert series as a commutative polynomial ring in variables of weights $1, 1, 2$, namely $h_A(t) = 1/(1 - t)^2(1 - t^2)$ (Exercise 1.1).

If a generating set $\{g_\sigma \}_{\sigma \in S}$ for an ideal $I$ has non-resolving ambiguities and so is not a Gröbner basis, the proof of the Diamond Lemma also leads to an algorithm for expanding the generating set to get a Gröbner basis. Namely, suppose the overlap ambiguity $w = w_\rho \sigma u = tw_\tau v$ does not resolve. Then for some compositions of reductions $s_1$ and $s_2$, $h_1 = s_1 \circ r_{1\sigma u}(w)$ and $h_2 = s_2 \circ r_{1\tau v}(w)$ are distinct linear combinations of reduced words. Thus $0 \neq h_1 - h_2 \in I$ is a new relation, whose leading word is necessarily different from any leading word $w_\rho \sigma$ with $\rho \in S$. Replace this relation with a scalar multiple so that its leading term has coefficient 1, and add this new relation to the generating set of $I$. The previously problematic overlap now obviously resolves, but there may be new ambiguities involving the leading word of the new relation, and one begins the process of checking ambiguities again. Similarly, a nonresolving inclusion ambiguity will lead to a new relation in $I$ with new leading word, and we add this new relation to the generating set. This process may terminate after finitely many steps, and thus produce a set of relations with no unresolving ambiguities, and hence a Gröbner basis. Alternatively, the process may not terminate. It is still true in this case that the infinite set of relations produced by repeating the process infinitely is a Gröbner basis, but this is not so helpful unless there is a predictable pattern to the new relations produced at each step, so that one can understand what this infinite set of relations actually is.

**Example 1.18.** Let $A = k\langle x, y, z \rangle/(z^2 - xy - yx, zx - xz, zy - yz)$. The reader may easily check that $g_1 = z^2 - xy - yx, g_2 = zx - xz, g_3 = zy - yz$ is not a Gröbner basis under degree lex order with $x < y < z$, but attempting to resolve the overlap ambiguities $z^2x$ and $z^2y$ lead by the process described above to new relations $g_4 = yx^2 - x^2y$ and $g_5 = y^2x - xy^2$ such that $\{g_1, \ldots, g_5\}$ is a Gröbner basis (Exercise 1.4).

**Example 1.19.** Let $A = k\langle x, y \rangle/(yx - xy - x^2)$ be the Jordan plane, but take degree lex order with $y < x$ instead so that $x^2$ is now the leading term. It overlaps itself, and one may check that the overlap ambiguity does not resolve. In this case the algorithm of checking overlaps and adding new relations never terminates, but there is a pattern to the new relations added, so that one can write down the infinite Gröbner basis given by the infinite process. The reader may attempt this calculation by hand, or by computer (Exercise 1.7(b)). This example shows that whether or not the algorithm terminates is sensitive even to the choice of ordering.

1.5. **Graded Ext and minimal free resolutions.** The main purpose of this section is to describe the special features of projective resolutions and Ext for graded modules over a graded ring. Although we remind the reader of the basic definitions, the reader encountering Ext for the first time might want to first study the basic concept in a book such as [Rot]. Some facts we need below are left as exercises for a reader with some experience in homological algebra, or they may be taken on faith.

Recall that a right module $P$ over a ring $A$ is projective if, whenever $A$-module homomorphisms $f : M \to N$ and $g : P \to N$ are given, with $f$ surjective, then there exists a homomorphism $h : P \to M$ such that $f \circ h = g$. It is a basic fact that a module $P$ is projective if and only if
there is a module $Q$ such that $P \oplus Q$ is a free module; in particular, free modules are projective. A projective resolution of an $A$-module $M$ is a complex of $A$-modules and $A$-module homomorphisms,

\[ \cdots \to P_n \overset{d_{n-1}}{\to} P_{n-1} \to \cdots \overset{d_1}{\to} P_1 \overset{d_0}{\to} P_0 \to 0, \]

together with a surjective augmentation map $\epsilon : P_0 \to M$, such that each $P_i$ is projective, and the sequence

\[ \cdots \to P_n \overset{d_{n-1}}{\to} P_{n-1} \to \cdots \overset{d_1}{\to} P_1 \overset{d_0}{\to} P_0 \overset{\epsilon}{\to} M \to 0 \]

is exact. Another way of saying that (1.20) is a projective resolution of $M$ is to say that it is a complex $P_\bullet$ of projective $A$-modules, with homology groups $H_i(P_\bullet) = 0$ for $i \neq 0$ and $H_0(P_\bullet) \cong M$. Since every module is a homomorphic image of a free module, every module has a projective resolution.

Given right $A$-modules $M$ and $N$, there are Abelian groups $\text{Ext}_A^i(M,N)$ for each $i \geq 0$. To define them, take any projective resolution of $M$, say

\[ \cdots \to P_n \overset{d_{n-1}}{\to} P_{n-1} \to \cdots \overset{d_1}{\to} P_1 \overset{d_0}{\to} P_0 \to 0, \]

and apply the functor $\text{Hom}_A(-, N)$ to the complex (which reverses the direction of the maps), obtaining a complex of Abelian groups

\[ \cdots \leftarrow \text{Hom}_A(P_n,N) \overset{d_{n-1}}{\leftarrow} \text{Hom}_A(P_{n-1},N) \leftarrow \cdots \overset{d_1}{\leftarrow} \text{Hom}_A(P_1,N) \overset{d_0}{\leftarrow} \text{Hom}_A(P_0,N) \leftarrow 0. \]

Then $\text{Ext}_A^i(M,N)$ is defined to be the $i$th homology group $\ker d_i/\text{Im} d_{i-1}$ of this complex. These groups do not depend up to isomorphism on the choice of projective resolution of $M$, and moreover $\text{Ext}_A^0(M,N) \cong \text{Hom}_A(M,N)$ [Rot, Corollary 6.57, Theorem 6.61].

For the rest of the section we consider the special case of the definitions above where $A$ is finitely graded. A graded free module over a finitely graded algebra $A$ is a direct sum of shifted copies of $A$, that is $\bigoplus_{n \in \mathbb{Z}} A(n)$. A graded module $M$ is left bounded if $M_n = 0$ for $n \ll 0$. For any $m \geq 0$, we write $A_{\geq m}$ as shorthand for $\bigoplus_{n \geq m} A_n$. Because $A$ has a unique homogeneous maximal ideal $A_{\geq 1}$, in many ways the theory for finitely graded algebras mimics the theory for local rings. For example, we have the following graded version of Nakayama’s lemma.

**Lemma 1.22.** Let $A$ be a finitely graded $k$-algebra. Let $M$ be a left bounded graded $A$-module. If $MA_{\geq 1} = M$, then $M = 0$. Also, a set of homogeneous elements $\{m_i\} \subseteq M$ generates $M$ as an $A$-module if and only if the images of the $m_i$ span $M/MA_{\geq 1}$ as a $A/_{A_{\geq 1}} = k$-vector space.

**Proof.** The first statement is easier to prove than the ungraded version of Nakayama’s lemma: if $M$ is nonzero, and $d$ is the minimum degree such that $M_d \neq 0$, then $MA_{\geq 1}$ is contained in degrees greater than or equal to $d+1$, so $MA_{\geq 1} = M$ is impossible. The second statement follows by applying the first statement to $N = M/(\sum m_i A)$. \qed

Given a left bounded graded module $M$ over a finitely graded algebra $A$, a set $\{m_i\} \subseteq M$ of homogeneous generators is said to minimally generate $M$ if the images of the $m_i$ in $M/MA_{\geq 1}$ are a $k$-basis. In this case we can construct a surjective graded $A$-module homomorphism $\phi : \bigoplus_i A(-d_i) \to M$, where $d_i = \deg(m_i)$ and the 1 of the $i$th copy of $A$ maps to $m_i \in M$; then the $k$-vector space map $\bigoplus_i A/A_{\geq 1}(-d_i) \to M/MA_{\geq 1}$ induced by $\phi$ is an isomorphism. We call $\phi$ a minimal surjection of a graded free module onto $M$ A graded free resolution of $M$ of the form

\[ \cdots \to \bigoplus_i A(-a_{n,i}) \overset{d_{n-1}}{\to} \cdots \overset{d_1}{\to} \bigoplus_i A(-a_{1,i}) \overset{d_0}{\to} \bigoplus_i A(-a_{0,i}) \to 0 \]

is called minimal if each $d_i$ is a minimal surjection onto $\text{Im} d_i$ for all $i \geq 0$, and the augmentation map $\epsilon : \bigoplus_i A(-a_{0,i}) \to M$ is a minimal surjection onto $M$. For any left bounded graded module $M$
over \( A \), the kernel of a minimal surjection of a graded free module onto \( M \) is again left bounded. Thus, by induction a minimal graded free resolution of \( M \) always exists.

In general, projective resolutions of a module \( M \) are unique only up to homotopy [Rot, Theorem 6.16], but for minimal graded free resolutions we have the following stronger form of uniqueness.

**Lemma 1.24.** Let \( M \) be a left bounded graded right module over a finitely graded algebra \( A \).

1. A graded free resolution \( P_* \) of \( M \) is minimal if and only if \( d_i : P_{i+1} \to P_i \) has image inside \( P_i A_{\geq 1} \) for each \( i \geq 0 \).
2. Any two minimal graded free resolutions \( P_* \) and \( Q_* \) of \( M \) are isomorphic as complexes; that is, there are graded module isomorphisms \( f_i : P_i \to Q_i \) for each \( i \) giving a chain map. In particular, the ranks and shifts of the free modules occurring in a free resolution of \( M \) are invariants of \( M \).

**Proof.** We provide only a sketch, leaving some of the details to the reader. The proof is similar to the proof of the analogous fact for commutative local rings, for example as in [Ei, Theorem 20.2].

1. Consider a minimal surjection \( \phi \) of a graded free module \( P \) onto a left bounded module \( N \), and the resulting exact sequence \( 0 \to K \xrightarrow{f} P \xrightarrow{\phi} N \to 0 \), where \( K = \ker \phi \). Applying \( - \otimes_A A_{\geq 1} \) gives an exact sequence \( K / K A_{\geq 1} \xrightarrow{f} P / P A_{\geq 1} \xrightarrow{\phi} N / N A_{\geq 1} \to 0 \). By definition \( \bar{\phi} \) is an isomorphism, forcing \( f = 0 \) and \( K \subseteq P A_{\geq 1} \). If \( P_* \) is a minimal projective resolution, then each \( \Im d_i \) is the kernel of some minimal surjection and so \( \Im d_i \subseteq P_i A_{\geq 1} \) for each \( i \geq 0 \) by the argument above. The converse is proved by essentially the reverse argument.

2. As in part (1), consider the exact sequence \( 0 \to K \xrightarrow{f} P \xrightarrow{\phi} N \to 0 \) with \( \phi \) a minimal surjection, and suppose that there is another minimal surjection \( \psi : Q \to N \) leading to an exact sequence \( 0 \to K' \xrightarrow{\psi} Q \xrightarrow{\rho} N \to 0 \). If \( \rho : N \to N \) is any graded isomorphism, then there is an induced isomorphism \( \bar{\psi}^{-1} \circ \bar{\rho} \circ \bar{\phi} : P / P A_{\geq 1} \to Q / Q A_{\geq 1} \), which lifts by projectivity to an isomorphism of graded free modules \( h : P \to Q \). Then \( h \) restricts to an isomorphism \( K \to K' \). Part (2) follows by applying this argument inductively to construct the required isomorphism of complexes, beginning with the identity map \( M \to M \).

In the graded setting that concerns us in these notes, it is most appropriate to use a graded version of Hom. For graded modules \( M, N \) over a finitely graded algebra \( A \), let \( \text{Hom}_{gr-A}(M, N) \) be the vector space of graded (that is, degree preserving) module homomorphisms from \( M \) to \( N \). Then we define \( \text{Hom}_A(M, N) = \bigoplus_{d \in \mathbb{Z}} \text{Hom}_{gr-A}(M, N(d)) \), as a graded vector space. It is not hard to see that there is a natural inclusion \( \text{Hom}_A(M, N) \subseteq \text{Hom}_A(M, N) \), and that this is an equality when \( M \) is finitely generated (or more generally, generated by elements in some finite set of degrees). We are primarily concerned with finitely generated modules in these notes, and so in most cases so there is no difference between \( \text{Hom} \) and Hom, but for consistency we will use the graded Hom functors \( \text{Hom} \) throughout. Similarly as in the ungraded case, for graded modules \( M \) and \( N \) we define \( \text{Ext}^*_A(M, N) \) by taking a graded free resolution of \( M \), applying the functor \( \text{Hom}_A(\cdot, N) \), and taking the \( i \)-th homology. Then \( \text{Ext}^*_A(M, N) \) is a graded \( k \)-vector space.

As we will see, the graded free resolution of the trivial module \( k = A / A_{\geq 1} \) of a finitely graded algebra \( A \) will be of primary importance. In the next example, we construct such a resolution explicitly. In general, given a right \( A \)-module \( M \) we sometimes write \( M_A \) to emphasize the side on which \( A \) is acting. Similarly, \( A N \) indicates a left \( A \)-module. This is especially important for bimodules such as the trivial module \( k \), which has both a natural left and right \( A \)-action.
Example 1.25. Let $A = k\langle x, y \rangle/(yx - xy - x^2)$ be the Jordan plane. Then we claim that the minimal graded free resolution of $k_A$ has the form

\begin{equation}
\begin{array}{c}
d_1 = \begin{pmatrix} -y - x \\ x \end{pmatrix} & 0 \rightarrow A(-2) \\
& \rightarrow \quad A(-1) \oplus 2 d_0 = \begin{pmatrix} x \\ y \end{pmatrix} A \rightarrow 0.
\end{array}
\end{equation}

Here, we think of the free right modules as column vectors of elements in $A$, and the maps as left multiplications by the indicated matrices. Thus $d_1$ is $c \mapsto \begin{pmatrix} (-y - x)c \\ xc \end{pmatrix}$ and $d_0$ is $\begin{pmatrix} a \\ b \end{pmatrix} \mapsto xa + yb$.

Note that left multiplication by a matrix is a right module homomorphism.

If we prove that (1.26) is a graded free resolution of $k_A$, it is automatically minimal by Lemma 1.24. Recall that $A$ is a domain with $k$-basis $\{x^iy^j | i, j \geq 0\}$ (Examples 1.10 and Corollary 1.13). It is easy to see that the sequence above is a complex; this amounts to the calculation

\[(x \ y) \begin{pmatrix} -y - x \\ x \end{pmatrix} = (x(-y - x) + yx) = (0),\]

using the relation. The injectivity of $d_1$ is clear because $A$ is a domain, and the cokernel of $d_0$ is obviously isomorphic to $k = A/A_1$. Exactness in the middle may be checked in the following way.

Suppose we have an element $\begin{pmatrix} a \\ b \end{pmatrix} \in \ker d_0$. Since $\text{Im} d_1 = \left\{ \begin{pmatrix} (-y - x)h \\ xh \end{pmatrix} \bigg| h \in A \right\}$, using that $\{x^iy^j\}$ is a $k$-basis for $A$, after subtracting an element of $\text{Im}(d_1)$ from $\begin{pmatrix} a \\ b \end{pmatrix}$ we can assume that $b = f(y)$ is a polynomial in $y$ only. Then $xa + yb = xa + yf(y) = 0$, which using the form of the basis again implies that $a = b = 0$. In the next lecture we will prove a general result, Lemma 2.11, from which exactness in the middle spot follows automatically.

One may always represent maps between graded free modules as matrices, as we did in the previous result. However, one needs to be careful about conventions. Given a finitely graded $k$-algebra $A$, it is easy to verify that any graded right $A$-module homomorphism $\phi : \bigoplus_{i=1}^n A(-s_i) \rightarrow \bigoplus_{j=1}^n A(-t_j)$ between two graded free right $A$-modules of finite rank can be represented as left multiplication by an $n \times m$ matrix of elements of $A$, where the elements of the free modules are thought of as column vectors. On the other hand, any graded left module homomorphism $\psi : \bigoplus_{i=1}^n A(-s_i) \rightarrow \bigoplus_{j=1}^n A(-t_j)$ can be represented as right multiplication by an $m \times n$ matrix of elements of $A$, where the elements of the free modules are thought of as row vectors. A little thought shows that the side we multiply the matrix on, and whether we consider row or column vectors, is forced by the situation. The following is an easy reinterpretation of Lemma 1.24 (1):

Lemma 1.27. Let $A$ be a finitely graded $k$-algebra, and let $M$ be a left bounded graded right $A$-module. If $M$ has a graded free resolution $P_•$ with all $P_i$ of finite rank, then the resolution is minimal if and only if all entries of the matrices representing the maps $d_i$ lie in $A_{\geq 1}$. \hfill \square

It will be important for us to understand the action of the functor $\text{Hom}_A(\_, A)$ on maps between graded free modules. If $N$ is a graded right module over the finitely graded algebra $A$, then $\text{Hom}_A(N, A)$ is a left $A$-module via $[a \cdot \psi](x) = a\psi(x)$. Given a homomorphism $\phi : N_1 \rightarrow N_2$ of graded right $A$-modules, then the induced map $\text{Hom}(N_2, A) \rightarrow \text{Hom}(N_1, A)$ given by $f \mapsto f \circ \phi$ is a left $A$-module homomorphism. Then from the definition of $\text{Ext}$, it is clear that $\text{Ext}_A^i(N, A)$ is a graded left $A$-module, for each graded right module $N$. A similar argument shows that in general, if $M$ and $N$ are right $A$-modules and $B$ is another ring, then $\text{Ext}_A^i(M, N)$ obtains a left $B$-module structure if $N$ is a $(B, A)$-bimodule, or a right $B$-module structure if $M$ is a $(B, A)$-bimodule (use Rot, Proposition 2.54) and a similar argument), but we will need primarily the special case we have described explicitly.
Lemma 1.28. Let $A$ be a finitely graded $k$-algebra.

(1) For any graded free right module $\bigoplus_{i=1}^{m} A(-s_i)$, there is a canonical graded left $A$-module isomorphism

$$\text{Hom}_A\left(\bigoplus_{i=1}^{m} A(-s_i), A\right) \cong \bigoplus_{i=1}^{m} A(s_i).$$

(2) Given a graded right-module homomorphism $\phi : P = \bigoplus_{i=1}^{m} A(-s_i) \to Q = \bigoplus_{j=1}^{n} A(-t_j)$, represented by left multiplication by the matrix $M$, then applying $\text{Hom}(\cdot, A)$ gives a left module homomorphism $\phi^* : \text{Hom}_A(Q, A) \to \text{Hom}_A(P, A)$, which we can canonically identify with a graded left-module map $\phi^* : \bigoplus_{j=1}^{n} A(t_j) \to \bigoplus_{i=1}^{m} A(s_i)$, using part (1). Then $\phi^*$ is given by right multiplication by the same matrix $M$.

Proof. The reader is asked to verify this as Exercise 1.5. \hfill \Box

Example 1.29. Let $A = k[x, y]/(yx - xy - x^2)$ be the Jordan plane, and consider the graded free resolution (1.20) of $k_A$. Applying $\text{Hom}_A(\cdot, A)$ and using Lemma 1.28 we get the complex of left modules

$$0 \leftarrow A(2) \leftarrow A(1)^{\oplus 2} \leftarrow A(0)^{\oplus 2} \leftarrow A \leftarrow 0,$$

where as described above, the free modules are row vectors and the maps are right multiplication by the matrices. By entirely analogous arguments as in Example 1.25 we get that this complex is exact except at the $A(2)$ spot, where $d_1$ has image $A_{\geq 1}(2)$. Thus $\text{Ext}^i(k_A, A) = 0$ for $i \neq 2$, and $\text{Ext}^2(k_A, A) \cong A_k(2)$.

Notice that this actually shows that the complex above is a graded free resolution of the left $A$-module $A_k(2)$. We will see in the next section that this is the key property of an Artin-Schelter regular algebra: the minimal free resolutions of $A_k$ and $k_A$ are interchanged (up to shift of grading) by applying $\text{Hom}_A(\cdot, A)$.

Let $A$ be a finitely graded algebra. We will be primarily concerned with the category of graded modules over $A$, and so we will work exclusively throughout these lectures with the following graded versions of projective and global dimension. Given a $\mathbb{Z}$-graded right $A$-module $M$, its projective dimension $\text{proj. dim}(M)$ is the minimal $n$ such that there is a projective resolution of $M$ of length $n$, that is

$$0 \to P_n \xrightarrow{d_{n-1}} \cdots \xrightarrow{d_2} P_1 \xrightarrow{d_1} P_0 \to 0,$$

in which all projectives $P_i$ are graded and all of the homomorphisms of the complex, as well as the augmentation map, are graded homomorphisms. If no such $n$ exists, then $\text{proj. dim}(M) = \infty$.

The right global dimension of $A$, $\text{r.gl. dim}(A)$, is defined to be the supremum of the projective dimensions of all $\mathbb{Z}$-graded right $A$-modules, and the left global dimension $\text{l.gl. dim}(A)$ is defined analogously in terms of graded left modules.

Proposition 1.30. Let $A$ be a finitely graded $k$-algebra. Then

$$\text{r.gl. dim}(A) = \text{proj. dim}(k_A) = \text{proj. dim}(A_k) = \text{l.gl. dim}(A),$$

and this number is equal to the length of the minimal graded free resolution of $k_A$.

Proof. The reader familiar with the basic properties of Tor can attempt this as Exercise 1.6, or see [ATVI] Section 2] for the basic idea. \hfill \Box

Because of the result above, for a finitely graded algebra we will write the common value of $\text{r.gl. dim}(A)$ and $\text{l.gl. dim}(A)$ as $\text{gl. dim}(A)$ and call this the global dimension of $A$. For example, the result above, together with Example 1.25 shows that the Jordan plane has global dimension 2.
1.6. Exercise Set 1.

1. Let $A = k[x_1, \ldots, x_n]$ be a commutative polynomial algebra with weights $\deg x_i = d_i$, and let $F = k\langle x_1, \ldots, x_n \rangle$ be a free associative algebra with weights $\deg x_i = d_i$.

(a) Prove that $\mu_A(t) = 1/p(t)$ where $p(t) = \prod_{i=1}^n (1 - t^{d_i})$. (Hint: induct on $n$).

(b) Prove that $\mu_F(t) = 1/q(t)$ where $q(t) = 1 - \sum_{i=1}^n t^{d_i}$. (Hint: write $\mu_F(t) = \sum a_i t^i$ and prove by counting that $a_j = \sum_{i=1}^n a_{j-i}$).

2. Prove Lemma 1.11(1). Also, use Lemma 1.11 to prove that Example 1.17 is a noetherian domain (consider the element $xy - yx$).

3. Complete the proof of Theorem 1.15. Namely, prove that the set of reduction unique elements is a $k$-subspace and that the operator $\text{red}(-)$ is linear on this subspace, and prove the implications (3) $\implies$ (2) and (2) $\implies$ (1).

4. Verify the calculations in Example 1.18, find explicitly the set of reduced words with respect to the Gröbner basis $g_1, \ldots, g_5$, and show that the Hilbert series of the algebra is $1/(1 - t)^3$.

5. Prove Lemma 1.28.

6. (This exercise assumes knowledge of the basic properties of Tor). Prove Proposition 1.30 using the following outline.

Assume that the global dimension of $A$ is equal to the supremum of the projective dimensions of all finitely generated graded $A$-modules. (The general argument that it suffices to consider finitely generated modules in the computation of global dimension is due to Auslander, see [Aus1 Theorem 1].) In particular, we only need to look at left bounded graded $A$-modules.

(a) Show that if $M_A$ is left bounded, then its minimal graded free resolution $P_*$ is isomorphic to a direct summand of any graded projective resolution. Thus the length of the minimal graded free resolution is equal to $\text{proj. dim}(M_A)$.

(b) Show that if $M_A$ is left bounded, then $\text{proj. dim}(M_A) = \max\{i \mid \text{Tor}_A^i(M_A, A) \not= 0\}$.

(c) Show that if $M$ is left bounded then $\text{proj. dim}(M_A) \leq \text{proj. dim}(A)$. A left-sided version of the same argument shows that $\text{proj. dim}(A N) \leq \text{proj. dim}(A)$ for any left bounded graded left module $N$.

(d) Conclude that $\text{proj. dim}(A k) = \text{proj. dim}(k_A)$ and that this is the value of both $\text{l.gl. dim}(A)$ and $\text{r.gl. dim}(A)$.

7. In this exercise, the reader will use the computer algebra system GAP to get a feel for how one can calculate noncommutative Gröbner bases using software. To do these exercises you need a basic GAP installation, together with the noncommutative Gröbner bases package (GBNP). After opening a GAP window, the following code should be run once:

LoadPackage("GBNP");
SetInfoLevel(InfoGBNP,0);
SetInfoLevel(InfoGBNPTime,0);

(a). Type in and run the following code, which shows that the three defining relations of a quantum polynomial ring are already a Gröbner basis. It uses degree lex order with $x < y < z$, and stops after checking all overlaps (and possibly adding new relations if necessary) up to degree 12. The vector [1, 1, 1] is the list of weights of the variables.
A:=FreeAssociativeAlgebraWithOne(Rationals, "x", "y", "z");
x:=A.x;; y:=A.y;; z:=A.z;; o:=One(A);;
uerels:=[y*x - 2*x*y, z*y - 3*y*z, z*x - 5*x*z];
uerelsNP:=GP2NPList(uerels);
PrintNPList(uerelsNP);

GBNP.ConfigPrint(A);

GB:=SGrobnerTrunc(uerelsNP, 12, [1,1,1]);
PrintNPList(GB);

(b). Change the first three lines of the code in (a) to
A:=FreeAssociativeAlgebraWithOne(Rationals, "y", "x");
x:=A.x;; y:=A.y;; o:=One(A);;
uerels:=[y*x - x*y - x*x];
and run it again. This attempts to calculate a Gröbner basis for the Jordan plane with the ordering 
y < x on the variables. Although it stops in degree 12, the calculation suggests that this calculation
would continue infinitely, and the pattern to the new relations produced suggest what the infinite
Gröbner basis produced by the process is. (One can easily prove for certain that this infinite set
of relations is indeed a Gröbner basis by induction.) Calculate the corresponding
k-basis of reduced
words and verify that it gives the same Hilbert series \(1/(1-t)^2\) we already know.

(c). Change the third line in code for (a) to
uerels:=[2*y*x + 3*x*y + 5*z*z, 2*x*z + 3*z*x + 5*y*y, 2*z*y + 3*y*z + 5*x*x];
and change the number 12 in the seventh line to 8. Run the code again and scroll through the
output. Notice how quickly the new relations added in the Diamond Lemma become unwieldy
and complicated. Certainly the calculation suggests that the algorithm is unlikely to terminate,
and it is hard to discern any pattern in the new relations added by the algorithm. This shows the
resistance of the Sklyanin algebra to Gröbner basis methods.

(d). Replace the third line in (a) with
uerels:=[z*x + x*z, y*z + z*y, z*z - x*x - y*y];
and run the algorithm again. This is an example where the original relations are not a Gröbner
basis, but the algorithm terminates with a finite Gröbner basis. This basis can be used to prove
that the algebra has Hilbert series \(1/(1-t)^3\), similarly as in Exercise 1.4.

2. Lecture 2: Artin-Schelter regular algebras

With the background of Lecture 1 in hand, we are now ready to discuss regular algebras.

Definition 2.1. Let \(A\) be a finitely graded \(k\)-algebra, and let \(k = A/A_{\geq 1}\) be the trivial module. We say that \(A\) is Artin-Schelter regular if

1. \(\text{gl.dim}(A) = d < \infty\);
2. \(\text{GKdim}(A) < \infty\); and
3. \(\text{Ext}^i_A(k, A) \cong \begin{cases} 0 & i \neq d \\ A_{k(\ell)} & i = d \end{cases}\) (as left \(A\)-modules),

for some shift of grading \(\ell \in \mathbb{Z}\).

We call an algebra satisfying (1) and (3) (but not necessarily (2)) weakly Artin-Schelter regular.

This definition requires some further discussion. From now on, we will abbreviate “Artin-Schelter” to “AS”, or sometimes even omit the “AS”, but the reader should be aware that there are other notions of regularity for rings. We want to give a more intuitive interpretation of condition (3), which is also known as the (Artin-Schelter) Gorenstein condition. By Proposition 1.30
the global dimension of $A$ is the same as the length of the minimal graded free resolution of $k_A$. Thus condition (1) in Definition 2.1 is equivalent to the requirement that the minimal graded free resolution of the trivial module $k_A$ has the form

$$0 \rightarrow P_d \rightarrow P_{d-1} \rightarrow \cdots \rightarrow P_1 \rightarrow P_0 \rightarrow 0,$$

for some graded free modules $P_i$. It is not immediately obvious that the $P_i$ must have finite rank, unless we also happen to know that $A$ is noetherian. It is a fact, however, that for a weakly AS-regular algebra the $P_i$ must have finite rank ([SZ1, Proposition 3.1]). This is not a particularly difficult argument, but we will simply assume this result here, since in the main examples we consider it will obviously hold by direct computation. The minimality of the resolution means that the matrices representing the maps in the complex $P_\bullet$ have all of their entries in $A_{\geq 1}$ (Lemma 2.27).

To calculate $\text{Ext}_A^i(k_A, A)$, we apply $\text{Hom}_A(-, A)$ to (2.2) and take homology. Thus putting $P_i^* = \text{Hom}_A(P_i, A)$, we get a complex of graded free left modules

$$0 \leftarrow P_d^* \leftarrow P_{d-1}^* \leftarrow \cdots \leftarrow P_1^* \leftarrow P_0^* \leftarrow 0,$$

By Lemma 1.28 the matrices representing the maps of free left modules in this complex are the same as in (2.2) and so also have all of their entries in $A_{\geq 1}$. The AS-Gorenstein condition (3) demands that the homology of this complex should be 0 in all places except at $P_d^*$, where the homology should be isomorphic to $\Lambda k(\ell)$ for some $\ell$. This is equivalent to (2.3) being a graded free resolution of $\Lambda k(\ell)$ as a left module. Moreover, this is necessarily a minimal graded free resolution because of the left-sided version of Lemma 1.27. Equivalently, applying the shift operation $(-\ell)$ to the entire complex,

$$0 \leftarrow P_d^*(-\ell) \leftarrow P_{d-1}^*(-\ell) \leftarrow \cdots \leftarrow P_1^*(-\ell) \leftarrow P_0^*(-\ell) \leftarrow 0$$

is a minimal graded free resolution of $\Lambda k$.

Thus parts (1) and (3) of the definition of AS-regular together assert that the minimal free resolutions of $k_A$ and $\Lambda k$ are finite in length, consist of finite rank free modules ([SZ1, Proposition 3.1]), and that the operation $\text{Hom}_A(-, A)$ together with a shift of grading sends the first to the second. Furthermore, the situation is automatically symmetric: one may also show that $\text{Hom}_A(-, A)$ sends a minimal free resolution of $\Lambda k(\ell)$ to a shift of a minimal free resolution of $k_A$, or equivalently that $\text{Ext}_A^i(k_A, A) \cong \begin{cases} 0 & i \neq d \\ k_A(\ell) & i = d, \end{cases}$ as right modules (Exercise 2.1).

When we talk about the dimension of an AS-regular algebra, we mean its global dimension. However, all known examples satisfying Definition 2.1 have $\text{gl.dim}(A) = \text{GKdim}(A)$, so there is no chance for confusion. The term weakly AS-regular is not standard. Rather, some papers simply omit condition (2) in the definition of AS-regular. It is useful for us to have distinct names for the two concepts here. There are many more examples of weakly AS-regular algebras than there are of AS-regular algebras. For example, see Exercise 2.4 below.

Condition (2) of Definition 2.1 can also be related to the minimal free resolution of $k$: if the ranks and shifts of the $P_i$ occurring in (2.2) are known, then one may determine the Hilbert series of $A$, as follows. Recall that when we have a finite length complex of finite-dimensional vector spaces over $k$, say

$$C : 0 \rightarrow V_n \rightarrow V_{n-1} \rightarrow \cdots \rightarrow V_1 \rightarrow V_0 \rightarrow 0,$$

then the alternating sum of the dimensions of the $V_i$ is the alternating sum of the dimensions of the homology groups, in other words

$$\sum (-1)^i \dim_k V_i = \sum (-i)^i \dim_k H_i(C).$$
These equations can be joined together into the single power series equation
\begin{equation}
1 = h_k(t) = h_{P_0}(t) - h_{P_1}(t) + \cdots + (-1)^d h_{P_d}(t).
\end{equation}
Moreover, writing
\[P_i = \bigoplus_{j=1}^{m_i} A(-s_{i,j})\]
for some integers \(m_i\) and \(s_{i,j}\), then because \(h_{A(-s)}(t) = h_A(t)t^s\) for any shift \(s\), we have \(h_{P_i}(t) = \sum_j h_A(t)^{t^{s_{i,j}}}\). Thus (2.5) can be solved for \(h_A(t)\), yielding
\begin{equation}
h_A(t) = 1/p(t), \text{ where } p(t) = \sum_{i,j} (-1)^i t^{s_{i,j}}.
\end{equation}
Note also that \(P_0 = A\), while all other \(P_i\) are sums of negative shifts of \(A\). Thus the constant term of \(p(t)\) is equal to 1.

The GK-dimension of \(A\) is easily determined from knowledge of \(p(t)\), as follows.

**Lemma 2.7.** Suppose that \(A\) is a finitely graded algebra with Hilbert series \(h_A(t) = 1/p(t)\) for some polynomial \(p(t) \in \mathbb{Z}[t]\) with constant term 1. Then precisely one of the following occurs:

1. All roots of \(p(t)\) in \(\mathbb{C}\) are roots of unity, \(\text{GKdim}(A) < \infty\), and \(\text{GKdim}(A)\) is equal to the multiplicity of 1 as a root of \(p(t)\); or else
2. \(p(t)\) has a root \(r\) with \(|r| < 1\), and \(A\) has exponential growth; in particular, \(\text{GKdim}(A) = \infty\).

**Proof.** This is a special case of [SZ1, Lemma 2.1, Corollary 2.2]. Since \(p(t)\) has constant term 1, we may write \(p(t) = \prod_{i=1}^m (1-r_i t)\), where the \(r_i \in \mathbb{C}\) are the reciprocals of the roots of \(p(t)\).

Suppose first that \(|r_i| \leq 1\) for all \(i\). Since the product of the \(r_i\) is the leading coefficient of \(p(t)\) (up to sign), it is an integer. This forces \(|r_i| = 1\) for all \(i\). This also implies that the leading coefficient of \(p(t)\) must be \(\pm 1\), so each root \(1/r_i\) of \(p(t)\) is an algebraic integer. Since the geometric series
\[
1/(1-r_i t) = 1 + r_i t + r_i^2 t^2 + \ldots
\]
has coefficients of norm 1, and \(1/p(t)\) is the product of \(m\) such series, it easily follows that \(1/p(t) = \sum a_n t^n\) has \(|a_n| \leq \left(n+m-1\right)\) for all \(n \geq 0\), so \(\text{GKdim}(A) \leq m\).

It follows from a classical theorem of Kronecker that algebraic integers on the unit circle are roots of unity. References for this fact and for the argument that the precise value of \(\text{GKdim}(A)\) is determined by the multiplicity of 1 as a root of \(p(t)\) may be found in [SZ1, Corollary 2.2].

If instead \(|r_i| > 1\) for some \(i\), then we claim that \(A\) has exponential growth. By elementary complex analysis the radius of convergence of \(\sum a_n t^n\) is \(r = \left(\limsup_{n \to \infty} |a_n|^{1/n}\right)^{-1}\). Since \(A\) is finitely generated as an algebra, \(A\) is generated by \(V = A_0 \oplus \cdots \oplus A_d\) for some \(d \geq 1\). Then it is easy to prove that \(A_n \subseteq V^n\) for all \(n \geq 1\). If \(A\) has subexponential growth, then by definition we have \(\limsup_{n \to \infty} (\dim_k V^n)^{1/n} = 1\), and this certainly forces \(\limsup_{n \to \infty} a_n^{1/n} \leq 1\). In particular, the radius of convergence of \(h_A(t)\) is at least as large as 1, and so it converges at \(1/r_i\). Plugging in \(1/r_i\) into \(p(t)h_A(t) = 1\) now gives \(0 = 1\), a contradiction. \(\Box\)

**Example 2.8.** Consider the Hilbert series calculated in Exercise 1.1. Applying Lemma 2.7 shows that a weighted polynomial ring in \(n\) variables has GK-dimension \(n\), and that a weighted free algebra in more than one variable has exponential growth (it is easy to see from the intermediate value theorem that a polynomial \(1 - \sum_{i=1}^n t^d\) has a real root in the interval \((0,1)\) when \(n \geq 2\)).

**2.1. Examples.** Our next goal is to present some explicit examples of AS-regular algebras. One interpretation of regular algebras is that they are the noncommutative graded algebras most analogous to commutative (weighted) polynomial rings. This intuition is reinforced by the following observation.
Example 2.9. Let \( A = k[x_1, \ldots, x_n] \) be a commutative polynomial ring in \( n \) variables, with any weights \( \deg x_i = d_i \). Then the minimal free resolution of \( k \) is
\[
0 \to A^n \to A^{n-1} \to \cdots \to A^1 \to A^0 \to 0,
\]
where the basis of the free \( A \)-module \( A^j \) is naturally indexed by the \( j \)th wedge in the exterior algebra in \( n \) symbols \( e_1, e_2, \ldots, e_n \), that is, \( A^j = k\{ e_{i_1} \wedge e_{i_2} \wedge \cdots \wedge e_{i_j} | i_1 \leq i_2 \leq \cdots \leq i_j \} \), and \( A^0 = k^j \otimes_k A \). In particular, \( r_j = \binom{n}{j} \). The differentials are defined on basis elements of the free modules by
\[
\begin{align*}
d(e_{i_1} \wedge \cdots \wedge e_{i_j}) &= \sum_k (-1)^{k+1} (e_{i_1} \wedge \cdots \wedge \hat{e}_{i_k} \wedge \cdots \wedge e_{i_j}) r_{i_k},
\end{align*}
\]
where as usual \( \hat{e}_{i_k} \) means that element is removed. The various shifts on the summands of each \( A^j \) which are needed to make this a graded complex are not indicated above, but are clearly uniquely determined by the weights of the \( x_i \).

The complex \( P_* \) above is well-known and is called the Koszul complex: it is standard that it is a free resolution of \( k_A [BH] \), Corollary 1.6.14]. It is also graded once the appropriate shifts are introduced, and then it is minimal by Lemma [1.27]. The complex \( \text{Hom}_A(P_*, A) \) is isomorphic to a shift of the Koszul complex again [BH, Proposition 1.6.10] (of course, left and right modules over \( A \) are canonically identified), and thus the weighted polynomial ring \( k[x_1, \ldots, x_n] \) is AS-regular.

In fact, it is known that a commutative AS-regular algebra must be isomorphic to a weighted polynomial ring; see [BH, Exercise 2.2.25].

Example 2.10. The Jordan and quantum planes from Examples [1.10] are AS-regular of dimension 2. Indeed, the calculations in Examples [1.25] and [1.29] immediately imply that the Jordan plane is regular, and the argument for the quantum plane is very similar. More generally, the quantum polynomial ring in \( n \) variables from Examples [1.10] is regular; we won’t give a formal proof here, but the explicit resolution in case \( n = 3 \) appears in Example [2.25] below.

Before we give some examples of AS-regular algebras of dimension 3, it is useful to prove a general result about the structure of the first few terms in a minimal free resolution of \( k_A \). We call a set of generators for an \( k \)-algebra minimal if no proper subset generates the algebra. Similarly, a minimal set of generators of an ideal of the free algebra is one such that no proper subset generates the same ideal (as a 2-sided ideal).

Lemma 2.11. Let \( a_1, \ldots, a_n \) be a minimal set of homogeneous generators for a finitely graded \( k \)-algebra \( A \), where \( \deg a_i = e_i \). Let \( F = k[x_1, \ldots, x_n] \) be a weighted free algebra, where \( \deg x_i = e_i \) for all \( i \), and present \( A \) as \( A \cong F/I \) by sending \( x_i \) to \( a_i \). Suppose that \( \{ g_j | 1 \leq j \leq r \} \) is a minimal set of homogeneous generators of \( I \) as a 2-sided ideal, with \( \deg g_j = s_j \), and write \( g_j = \sum_i x_i s_j \) in \( F \). Let \( \overline{x} \) be the image in \( A \) of an element \( x \) of \( F \). Then
\[
(2.12) \quad \ldots \longrightarrow \bigoplus_{j=1}^{r} A(-s_j) \xrightarrow{d_1=(g_j)} \bigoplus_{i=1}^{n-j} A(-e_i) \xrightarrow{d_0=(\overline{x_1}, \ldots, \overline{x_m})} A \longrightarrow 0
\]
is the beginning of a minimal free resolution of \( k_A \).

Proof. The homology of the complex (2.12) at the \( A \) spot is clearly \( k_A \). It is straightforward to check that a set of homogeneous elements minimally generates \( A_{\geq 1} \) as a right ideal if and only if it is a minimal generating set for \( A \) as a \( k \)-algebra. Using this it follows that \( d_0 \) is a minimal surjection onto its image \( A_{\geq 1} \).

Consider the right \( A \)-submodule \( X = \ker d_0 = \{ (h_1, \ldots, h_n) | \sum_i \overline{x_i} h_i = 0 \} \) of \( \bigoplus_{i=1}^{n-j} A(-e_i) \). We also define \( Y = \{ (h_1, \ldots, h_n) | \sum_i x_i h_i \in I \} \subseteq \bigoplus_{i=1}^{n-j} F(-e_i) \). Suppose that we are given a set of elements \( \{ f_{ij} | 1 \leq i \leq n, 1 \leq j \leq s \} \subseteq F \) such that \( f_j = \sum_i x_i f_{ij} \in I \) for all \( j \). We leave it to the reader to prove that the following are all equivalent:
(1) \( \{f_j\} \) generates \( I \) as a 2-sided ideal of \( F \).
(2) \( I = x_1I + \cdots + x_nI + \sum_j f_jF \).
(3) \( Y = I^{\oplus n} + \sum_j (f_{ij}, \ldots, f_{nj})F \).
(4) \( X = \sum_j (f_{ij}, \ldots, f_{nj})A \).

It follows since \( \{g_j\} \) is a minimal set of homogeneous generators of \( I \) that \( d_1 \) is a minimal surjection onto \( X = \ker d_0 \).

\[ \square \]

**Remark 2.13.** As remarked earlier, the graded free modules in the minimal graded free resolution of \( k_A \) for a weakly AS-regular algebra \( A \) must be of finite rank \([SZ1\text{ Proposition 3.1}]\). Thus Lemma \([2.11]\) together with the uniqueness of minimal graded free resolutions up to isomorphism (Lemma \([1.24]\)), shows that any weakly AS-regular algebra is finitely presented.

Proving that an algebra of dimension 3 is AS-regular is often straightforward if it has a nice Gröbner basis.

**Example 2.14.** Fix nonzero \( a, b \in k \), and let
\[
A = k(x, y, z)/(zy + (1/b)x^2 - (a/b)yz, zx - (b/a)yx - (1/a)y^2, yx - (a/b)xy).
\]
We leave it to the reader to show that under degree lex order with \( x < y < z \), the single overlap ambiguity \( zyx \) resolves, and so the algebra \( A \) has a \( k \)-basis \( \{x^iy^jz^k | i, j, k \geq 0\} \) and Hilbert series \( 1/(1 - t)^3 \).

We claim that a minimal graded free resolution of \( k_A \) has the form
\[
0 \to A(-3) \rightarrow A(-2)^{\oplus 3} \rightarrow A(-1)^{\oplus 3} (x \to y \to z) A \to 0,
\]
where as usual the maps are left multiplications by the matrices and the free modules are represented by column vectors. It is straightforward, as always, to check this is a complex. It is easy to see that \( \{x, y, z\} \) is a minimal generating set for \( A \), and that the three given relations are a minimal generating set of the ideal of relations. Thus exactness at the \( A \) and \( A(-1)^{\oplus 3} \) spots follows from Lemma \([2.11]\). Exactness at the \( A(-3) \) spot requires the map \( A(-3) \to A(-2)^{\oplus 3} \) to be injective. If this fails, then there is \( 0 \neq v \in A \) such that \( zv = yv = xv = 0 \). However, the form of the \( k \)-basis above shows that \( xv = 0 \) implies \( v = 0 \).

We lack exactness only possibly at the \( A(-2)^{\oplus 3} \) spot. We can apply a useful general argument in this case: if an algebra is known in advance to have the correct Hilbert series predicted by a potential free resolution of \( k_A \), and the potential resolution is known to be exact except in one spot, then exactness is automatic at that spot. In more detail, if our complex has a homology group at \( A(-2)^{\oplus 3} \) with Hilbert series \( q(t) \), then a similar computation as the one preceding Lemma \([2.7]\) will show that \( h_A(t) = (1 - q(t))/(1 - t)^3 \). But we know that \( h_A(t) = 1/(1 - t)^3 \) by the Gröbner basis computation, and this forces \( q(t) = 0 \). Thus the complex is a free resolution of \( k_A \), as claimed.

Now applying \( \text{Hom}_A(\cdot, A_A) \), using Lemma \([1.28]\) and shifting by \(-3\), we get the complex of left modules
\[
0 \leftarrow A \leftarrow A(-1)^{\oplus 3} \leftarrow A(-2)^{\oplus 3} (x \leftarrow y \leftarrow z) A(-3) \leftarrow 0,
\]
where the free modules are now row vectors and the maps are given by right multiplication by the matrices. The proof that this is a free resolution of \( A_k \) is very similar, using a left-sided version of Lemma \([2.11]\) and noting that the form of the \( k \)-basis shows that \( vz = 0 \) implies \( v = 0 \), to get exactness at \( A(-3) \).
Thus $A$ is a regular algebra of global dimension 3 and GK-dimension 3.

Not every regular algebra of dimension 3 which is generated by degree 1 elements has Hilbert series $1/(1 - t)^3$. Here is another example.

**Example 2.15.** Let $A = k\langle x, y \rangle/(yx^2 - x^2y, y^2x - xy^2)$, as in Example 1.17. As shown there, $A$ has $k$-basis $\{x^iy^jy^k | i, j, k \geq 0\}$ and Hilbert series $1/(1 - t)^2(1 - t^2)$. We claim that the minimal graded free resolution of $k_A$ has the following form:

$$0 \rightarrow A(-4) \rightarrow A(-3)^{\oplus 2} \rightarrow A(-2)^{\oplus 2} \rightarrow A(-1)^{\oplus 2} \rightarrow A \rightarrow 0.$$

This is proved in an entirely analogous way as in Example 2.14. The proof of the AS-Gorenstein condition also follows in the same way as in that example, and so $A$ is AS-regular of global and GK-dimension 3. Notice from this example that the integer $\ell$ in Definition 2.1 can be bigger than the dimension of the regular algebra in general.

Next, we give an example which satisfies conditions (1) and (2) of Definition 2.1, but not the AS-Gorenstein condition (3).

**Example 2.16.** Let $A = k\langle x, y \rangle/(yx)$. The Diamond Lemma gives that this algebra has Hilbert series $1/(1 - t)^2$ and a $k$-basis $\{x^iy^j | i, j \geq 0\}$, so $\text{GKdim}(A) = 2$. The basis shows that left multiplication by $x$ is injective; together with Lemma 2.11 we conclude that

$$0 \rightarrow A(-2) \rightarrow A(-1)^{\oplus 2} \rightarrow A(-2) \rightarrow 0$$

is a minimal free resolution of $k_A$. In particular, $A$ has global dimension 2 by Proposition 1.30.

Applying $\text{Hom}(-, A_A)$ to this free resolution and applying the shift $(-2)$ gives the complex of left $A$-modules

$$0 \leftarrow A \leftarrow A(-1)^{\oplus 2} \leftarrow A(-2) \leftarrow 0,$$

using Lemma 1.28. It is apparent that this is not a minimal free resolution of $Ak$: the fact that the entries of $\begin{pmatrix} 0 \\ x \end{pmatrix}$ do not span $kx + ky$ prevents this complex from being isomorphic to the minimal graded free resolution constructed by the left-sided version of Lemma 2.11. More explicitly, the homology at the $A$ spot is $A/Ax$, and $Ax \neq A_{\geq 1}$ (in fact $Ax = k[x]$). So $A$ fails the AS-Gorenstein condition and hence is not AS-regular. It is obvious that $A$ is not a domain, and one may also check that $A$ is not noetherian (Exercise 2.3).

The example above demonstrates the importance of the Gorenstein condition in the noncommutative case. There are many finitely graded algebras of finite global dimension with bad properties, and for some reason adding the AS-Gorenstein condition seems to eliminate these bad examples. It is not well-understood why this should be the case. In fact, the answers to the following questions are unknown:

**Question 2.17.** Is an AS-regular algebra automatically noetherian? Is an AS-regular algebra automatically a domain? Must an AS-regular algebra have other good homological properties, such as Auslander-regularity and the Cohen-Macaulay property?

We omit the definitions of the final two properties; see, for example, [Le]. The questions above have a positive answer for all AS-regular algebras of dimension at most 3 (which are classified), and for all known AS-regular algebras of higher dimension. It is known that if a regular algebra
of dimension at most 4 is noetherian, then it is a domain [AVV2 Theorem 3.9], but there are few other results of this kind.

In the opposite direction, one could hope that given a finitely graded algebra of finite global dimension, the AS-Gorenstein condition might follow from some other more basic assumption, such as the noetherian property. There are some results along these lines: for example, Stephenson and Zhang proved that a finitely graded noetherian algebra which is quadratic (that is, with relations of degree 2) and of global dimension 3 is automatically AS-regular [SZ2 Corollary 0.2]. On the other hand, the author and Sierra have recently given examples of finitely graded quadratic algebras of global dimension 4 with Hilbert series $1/(1-t)^4$ which are noetherian domains, but which fail to be AS-regular [RS].

2.2. Classification of regular algebras of dimension 2. We show next that AS-regular algebras $A$ of dimension 2 are very special. For simplicity, we only study the case that $A$ is generated as a $k$-algebra by $A_1$, in which case we say that $A$ is generated in degree 1. The classification in the general case is similar (Exercise 2.5).

Theorem 2.18. Let $A$ be a finitely graded algebra which is generated in degree 1, such that $\text{gl. dim}(A) = 2$.

1. If $A$ is weakly AS-regular, then $A \cong F/(g)$, where $F = k\langle x_1, \ldots, x_n \rangle$ and $g = \sum_{i=1}^{n} x_i \tau(x_i)$ for some bijective linear transformation $\tau \in \text{End}_k(F_1)$ and some $n \geq 2$.

2. If $A$ is AS-regular, then $n = 2$ above and $A$ is isomorphic to either the Jordan or quantum plane of Examples 1.10.

Proof. (1) Since $A$ is weakly regular, it finitely presented (Remark 2.13). Thus $A \cong F/(g_1, \ldots, g_r)$, where $F = k\langle x_1, \ldots, x_n \rangle$ with $\deg x_1 = 1$, and $\deg g_i = s_i$. We may assume that the $x_i$ are a minimal set of generators and that the $g_i$ are a minimal set of homogeneous relations. The minimal resolution of $k_A$ has length 2, and so by Lemma 2.11, it has the form

$$0 \to \bigoplus_{j=1}^{r} A(-s_j) \xrightarrow{(g_{ij})} \bigoplus_{i=1}^{n} A(-1) \xrightarrow{(x_1, x_2, \ldots, x_n)} A \to 0,$$

where $g_j = \sum_i x_i g_{ij}$. Applying $\text{Hom}_A(-, A)$ gives

$$(2.19) 0 \leftarrow \bigoplus_{j=1}^{r} A(s_j) \xleftarrow{(g_{ij})} \bigoplus_{i=1}^{n} A(1) \xleftarrow{(x_1, x_2, \ldots, x_n)} A \leftarrow 0,$$

which should be the minimal graded free resolution of $A^k(\ell)$ for some $\ell$, by the AS-Gorenstein condition. On the other hand, by the left-sided version of Lemma 2.11, the minimal free resolution of $A^k$ has the form

$$0 \leftarrow A \xleftarrow{(h_{ij})} \bigoplus_{i=1}^{n} A(-1) \xleftarrow{\bigoplus_{j=1}^{r} A(-s_j)} 0,$$

where $g_j = \sum_i h_{ij} x_i$. Since minimal graded free resolutions are unique up to isomorphism of complexes (Lemma 1.24(2)), comparing the ranks and shifts of the free modules in (2.19) and (2.20) immediately implies that $r = 1$, $s_1 = 2$, and $\ell = 2$. Thus the minimal free resolution of $k_A$
has the form

$$0 \to A(-2) \to \bigoplus_{i=1}^{n} A(-1) \to A \to 0$$

for some $y_i \in A_1$, and there is a single relation $g = \sum_{i=1}^{n} x_i y_i$ such that $A \cong F/(g)$. Once again using that $\text{(2.19)}$ is a free resolution of $A k(2)$, the $\{y_i\}$ must span $A_1$; otherwise $\sum A y_i \neq A_{\geq 1}$. Thus the $\{y_i\}$ are a basis of $A_1$ also and $g = \sum x_i \tau(x_i)$ for some linear bijection $\tau$ of $F_1$. If $n = 1$, then we have $A \cong k[x]/(x^2)$, which is well-known to have infinite global dimension (or notice that the complex $\text{(2.21)}$ is not exact at $A(-2)$ in this case), a contradiction. Thus $n \geq 2$.

(2) The shape of the free resolution in part (1) implies by $\text{(2.6)}$ that $h_A(t) = 1/(1 - nt + t^2)$. By Lemma 2.7, $A$ has finite GK-dimension if and only if all of the roots of $(1 - nt + t^2)$ are roots of unity. It is easy to calculate that this happens only if $n = 1$ or 2, and $n = 1$ is already excluded by part (1). Thus $n = 2$, and $A \cong \langle x, y \rangle/(g)$, where $g$ has the form $x \tau(x) + y \tau(y)$ for a bijection $\tau$. By Exercise 2.3 below, any such algebra is isomorphic to the quantum plane or the Jordan plane. Conversely, the regularity of the quantum and Jordan planes was noted in Example 2.10. □

In fact, part (1) of the theorem above also has a converse: any algebra of that form $A = k\langle x_1, \ldots, x_n \rangle/(\sum_i x_i \tau(x(i)))$ with $n \geq 2$ is weakly AS-regular (Exercise 2.4). When $n \geq 3$, these are non-noetherian algebras of exponential growth which have other interesting properties [Zh2].

2.3. First steps in the classification of regular algebras of dimension 3. The classification of AS-regular algebras of dimension 3 was a major achievement. The basic framework of the classification was laid out by Artin and Schelter in [AS], but to complete the classification required the development of the geometric techniques in the work of Artin, Tate, and Van den Bergh [ATV1] [ATV2]. We certainly cannot give the full details of the classification result in these notes, but we present some of the easier first steps now, and give a glimpse of the main idea of the rest of the proof at the end of Lecture 3.

First, a similar argument as in the global dimension 2 case shows that the possible shapes of the free resolutions of $k A$ for regular algebras $A$ of dimension 3 are limited. We again focus on algebras generated in degree 1 for simplicity. For the classification of regular algebras of dimension 3 with generators in arbitrary degrees, see the work of Stephenson [Ste2] [Ste3].

**Lemma 2.22.** Let $A$ be an AS-regular algebra of global dimension 3 which is generated in degree 1. Then exactly one of the following holds:

(1) $A \cong k \langle x_1, x_2, x_3 \rangle/(f_1, f_2, f_3)$, where the $f_i$ have degree 2, and $h_A(t) = 1/(1 - t)^3$; or

(2) $A \cong k \langle x_1, x_2 \rangle/(f_1, f_2)$, where the $f_i$ have degree 3, and $h_A(t) = 1/(1 - t)^2(1 - t^2)$.

**Proof.** As in the proof of Theorem 2.18, $A$ is finitely presented. Let $A \cong k \langle x_1, \ldots, x_n \rangle/(f_1, \ldots, f_r)$ be a minimal presentation. By Lemma 2.11, the minimal free resolution of $k A$ has the form

$$0 \to A(-s_i) \to \bigoplus_{i=1}^{n} A(-1) \to A \to 0,$$

where $s_i$ is the degree of the relation $f_i$. A similar argument as in the proof of Theorem 2.18 using the AS-Gorenstein condition implies that the ranks and shifts of the graded free modules appearing must be symmetric: namely, necessarily $r = n$, $P_3 = A(-\ell)$ for some $\ell$, and $s_i = \ell - 1$ for all $i$, so that the resolution of $k A$ now has the form

$$0 \to A(-s - 1) \to \bigoplus_{i=1}^{n} A(-s) \to \bigoplus_{i=1}^{n} A(-1) \to A \to 0.$$
In particular, from\(^{[2.6]}\) we immediately read off the Hilbert series \(h_A(t) = 1/(−t^{s+1} + nt^s − nt + 1)\). By Lemma\(^{[2.7]}\) since \(A\) has finite GK-dimension, \(p(t) = −t^{s+1} + nt^s − nt + 1\) has only roots of unity for its zeros. Note that \(p(1) = 0\), and that \(p'(1) = −(s + 1) + sn - n = sn - n - s - 1\). If \(n + s > 5\), then \(sn - n - s - 1 = (s - 1)(n - 1) - 2 > 0\), so that \(p(t)\) is increasing at \(t = 1\). Since \(\lim_{t \to \infty} p(t) = -\infty\), \(p(t)\) has a real root greater than 1 in this case, a contradiction. Thus \(n + s \leq 5\). The case \(n = 1\) gives \(A \cong k[x]/(x^s)\), which is easily ruled out for having infinite global dimension, similarly as in the proof of Theorem\(^{[2.18]}\)\. If \(s = 1\), then the relations have degree 1, and the chosen generating set is not minimal, a contradiction. If \(s = n = 2\) then an easy calculation shows that the power series \(h_A(t) = 1/(1 - 2t + 2t^2 - t^3)\) has first few terms \(1 + 2t + 2t^2 + t^3 + 0t^4 + 0t^5 + t^6 + \ldots\); in particular, \(A_4 = 0\) and \(A_6 \neq 0\). Since \(A\) is generated in degree 1, \(A_iA_j = A_{i+j}\) for all \(i, j \geq 0\), and so \(A_4 = 0\) implies \(A_{\geq 4} = 0\), a contradiction. This leaves the cases \(n = 3, s = 2\) and \(n = 2, s = 3\). □

Based on the degree in which the relations occur, we say that \(A\) is a \textit{quadratic} regular algebra in the first case of the lemma above, and that \(A\) is \textit{cubic} in the second case. We have seen regular algebras of both types already (Examples\(^{[2.4]}\) and\(^{[2.5]}\)). Note that the cubic case has the same Hilbert series as a commutative polynomial ring in three variables with weights 1, 1, 2; such a commutative weighted polynomial ring is of course AS-regular, but not generated in degree 1. In general, no AS-regular algebra is known which does not have the Hilbert series of a weighted polynomial ring.

Suppose that \(A\) is an AS-regular algebra of global dimension 3, generated in degree 1. By Lemma\(^{[2.22]}\) we may write the minimal graded free resolution of \(k_A\) in the form

\[
0 \to A(-s-1) \xrightarrow{u} A(-s)^{\oplus n} \xrightarrow{M} A(-1)^{\oplus n} \xrightarrow{v} A \to 0,
\]

where \(v = (x_1, \ldots, x_n)\) (\(n = 2\) or \(n = 3\)) and \(u = (y_1, \ldots, y_n)^t\), and \(M\) is an \(n \times n\) matrix of elements of degree \(s - 1\), where \(s = 5 - n\). The \(y_i\) are also a basis of \(k[x_1 + \cdots + kx_n]\), by a similar argument as in the proof of Theorem\(^{[2.18]}\)\. Recall that the minimal resolution of \(k_A\) is unique only up to isomorphism of complexes. In particular, it is easy to see we can make a linear change to the free basis of \(A(-s)^{\oplus n}\), which will change \(u\) to \(u' = Pu\) and \(M\) to \(M' = MP^{-1}\), for some \(P \in \text{GL}_n(k)\). In this way we can make \(u' = (x_1, \ldots, x_n)^t = v^t\). Changing notation back, our resolution now has the form

\[
0 \to A(-s-1) \xrightarrow{v'} A(-s)^{\oplus n} \xrightarrow{M} A(-1)^{\oplus n} \xrightarrow{v} A \to 0.
\]

In terms of the canonical way to construct the beginning of a graded free resolution given by Lemma\(^{[2.11]}\) all we have done above is replaced the relations with some linear combinations. Since the entries of \(M\) consist of elements of degree \(s - 1\) and the relations of \(A\) have degree \(s\), the entries of \(M\) and \(v\) lift uniquely to homogeneous elements of the free algebra \(F = k\langle x_1, \ldots, x_n\rangle\), where \(A \cong F/I\) is a minimal presentation. The \(n\) entries of the product \(vM\), taking this product in the ring \(F\), are a minimal generating set of the ideal \(I\) of relations, as we saw in the proof of Lemma\(^{[2.11]}\). Since applying \(\text{Hom}_A(-, A_A)\) to the complex\(^{[2.24]}\) gives a shift of a minimal free resolution of \(Ak\), this also forces the \(n\) entries of the column vector \(Mv^t\), with the product taken in \(F\), to be a minimal generating set of the ideal \(I\). Thus there is a matrix \(Q \in \text{GL}_n(k)\) such that \(QMv^t = (vM)^t\), as elements of \(F\).

**Example 2.25.** Consider a quantum polynomial ring \(A = k\langle x, y, z\rangle/(xy - pxy, xz - qzx, zy - ryz)\). Then a minimal graded free resolution of \(k_A\) has the form

\[
0 \to A(-3) \longrightarrow A(-2)^{\oplus 3} \xrightarrow{\begin{pmatrix} rz \\ py \\ qx \end{pmatrix}} A(-1)^{\oplus 3} \xrightarrow{\begin{pmatrix} -py & z & 0 \\ x & 0 & -rz \\ 0 & -qx & y \end{pmatrix}} A \to 0,
\]
by a similar argument as in Example 2.14. By a linear change of basis of \(A(-2)^{\oplus 3}\), this can be adjusted to have the form

\[
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix}
\mapsto
\begin{pmatrix}
pz & -pqy & -rpy \\
rqz & 0 & rx \\
qy & -pqx & 0
\end{pmatrix}
\]

\[0 \to A(-3) \xrightarrow{M} A(-2)^{\oplus 3} \to A(-1)^{\oplus 3} \xrightarrow{v} A \to 0,
\]
as in (2.21). Then in the free algebra, one easily calculates that \(QMv^t = (vM)^t\), where \(Q = \text{diag}(q/p, p/r, r/v, v/q)\).

In Artin and Schelter’s original work on the classification of regular algebras [AS], the first step was to classify possible solutions of the equation \(QMv^t = (vM)^t\) developed above, where \(M\) has entries of degree \(s - 1\) and \(Q\) is an invertible matrix. Since one is happy to study the algebras \(A\) up to isomorphism, by a change of variables one can change the matrices \(v^t, M, v\) in the resolution (2.21) to \(P^tv^t, P^{-1}M(P^t)^{-1}\), and \(vP\) for some \(P \in \text{GL}_n(k)\), changing \(Q\) to \(P^{-1}QP\). Thus one may assume that \(Q\) is in Jordan canonical form. Artin and Schelter show in this way that there are a finite number of parametrized families of algebras containing all regular algebras up to isomorphism, where each family consists of a set of relations with unknown parameters, such as the Sklyanin family \(S(a, b, c)\) given in Example 1.14 (for which \(Q\) is the identity matrix). It is a much more difficult problem to decide for which values of the parameters in a family one actually gets an AS-regular algebra, and the Sklyanin family is one of the hardest in this respect: no member of the family was proved to be regular in [AS]. In fact, these algebras are all regular except for a few special values of \(a, b, c\). At the end of the next lecture, we will outline the method that was eventually used to prove this in [ATVI].

2.4. Exercise Set 2.

1. Show that if \(P\) is a graded free right module of finite rank over a finitely graded algebra \(A\), then there is a canonical isomorphism \(\text{Hom}_A(\text{Hom}_A(PA, A), AA) \cong PA\). Using this, prove that if \(A\) satisfies (1) and (3) of Definition 2.1, then \(A\) automatically also satisfies the left-sided version of (3), namely that \(\text{Ext}^1_A(Ak, AA) \cong \begin{cases} 0 & \text{if } i \neq d \\ k_A(\ell) & \text{if } i = d \end{cases}\).

2. Let \(A\) be the universal enveloping algebra of the Heisenberg Lie algebra \(L = kx + ky + kz\), which has bracket defined by \([x, z] = [y, z] = 0, [x, y] = z\). Explicitly, \(A\) has the presentation \(k\langle x, y, z \rangle/(zx - xz, zy - yz, z - xy - yx)\), and thus \(A\) is graded if we assign weights \(\deg x = 1, \deg y = 1, \deg z = 2\). Note that \(z\) can be eliminated from the set of generators, yielding the minimal presentation \(A \cong k\langle x, y \rangle/(yx^2 - 2xyx + x^2y, y^2x - 2yxy + xy^2)\). Now prove that \(A\) is a cubic AS-regular algebra of dimension 3.

3. Consider rings of the form \(A = k\langle x, y \rangle/(f)\) where \(0 \neq f\) is homogeneous of degree 2. Then \(f\) can be written uniquely in the form \(f = x\tau(x) + y\tau(y)\) for some nonzero linear transformation \(\tau : kx + ky \to kx + ky\). Write \(A = A(\tau)\).

(a). The choice of \(\tau\) can be identified with a matrix \(B = (b_{ij})\) by setting \(\tau(x) = b_{11}x + b_{12}y\) and \(\tau(y) = b_{21}x + b_{22}y\). Show that there is a graded isomorphism \(A(\tau) \cong A(\tau')\) if and only if the corresponding matrices \(B\) and \(B'\) are congruent, that is \(B' = C^tBC\) for some invertible matrix \(C\).

(b). Show that \(A\) is isomorphic to \(k\langle x, y \rangle/(f)\) for one of the four following \(f\)'s: (i) \(f = xy - qxy\) for some \(0 \neq q \in k\) (the quantum plane); (ii) \(f = xy - xy - x^2\) (the Jordan plane); (iii) \(f = yx\); or (iv) \(f = x^2\). (Hint: show that the corresponding matrices are a complete set of representatives for congruence classes of nonzero \(2 \times 2\) matrices.)
(c) Examples (i), (ii), (iii) above all have Hilbert series $1/(1 - t)^2$, GK-dimension 2, and global dimension 2, as we have already seen (Examples 1.16 2.10 2.16). In case (iv), find the Hilbert series, GK-dimension, and global dimension of the algebra. Show in addition that both algebras (iii) and (iv) are not noetherian.

4. Prove a converse to Theorem 2.15(1). Namely, show that if $n \geq 2$ and $\tau : F_1 \to F_1$ is any linear bijection of the space of degree 1 elements in $F = k(x_1, \ldots, x_n)$, then $A = F/(f)$ is weakly AS-regular, where $f = \sum_i x_i \tau(x_i)$. (See [Zh2] for a more extensive study of this class of rings.)

(Hint: if the term $x_n^2$ does not appear in $f$, then under the degree lexic order with $x_1 < \cdots < x_n$, $f$ has leading term of the form $x_n x_i$ for some $i < n$. Find a $k$-basis of words for $A$ and hence $h_A(t)$. Find a potential resolution of $k_A$ and use the Hilbert series to show that it is exact. If instead $x_n^2$ appears in $f$, do a linear change of variables to reduce to the first case.)

5. Classify AS-regular algebras of global dimension 2 which are not necessarily generated in degree 1. More specifically, show that any such $A$ is isomorphic to $k\langle x, y \rangle/(f)$ for some generators with weights $\deg x = d_1$, $\deg y = d_2$, where either (i) $f = xy - qyx$ for some $q \in k^\times$, or else (ii) $d_i i = d_2$ for some $i$ and $f = xy - xy - x^{i+1}$. Conversely, show that each of the algebras in (i), (ii) is AS-regular. (Hint: mimic the proof of Theorem 2.15.)

6. Suppose that $A$ is AS-regular of global dimension 3. Consider a free resolution of $k_A$ of the form (2.21), and the corresponding equation $QMv^d = (vM)^d$ (as elements of the free algebra $F = k\langle x_1, \ldots, x_n \rangle$). Let $s$ be the degree of the relations of $A$, and let $d = s + 1$.

Consider the element $\pi = vMv^d$, again taking the product in the free algebra. Write $\pi = \sum_{(i_1, \ldots, i_d) \in \{1, 2, \ldots, n\}^d} \alpha_{i_1, \ldots, i_d} x_{i_1} \cdots x_{i_d}$, where $\alpha_{i_1, \ldots, i_d} \in k$. Let $\tau$ be the automorphism of the free algebra $F$ determined by the matrix equation $(x_1, \ldots, x_n)Q^{-1} = (\tau(x_1), \ldots, \tau(x_n))$.

(a) Prove that $\pi = \sum_{(i_1, \ldots, i_d)} \alpha_{i_1, \ldots, i_d} \tau(x_{i_1}) x_{i_2} \cdots x_{i_{d-1}}$. (In recent terminology, this says that $\pi$ is a twisted superpotential. For instance, see [BSW].) Conclude that $\tau(\pi) = \pi$.

(b) Show that $\tau$ preserves the ideal of relations $I$ (where $A = F/I$) and thus induces an automorphism of $A$. (This is an important automorphism of $A$ called the Nakayama automorphism.)

3. Lecture 3: Point modules

In this lecture, we discuss one of the ways that geometry can be found naturally, but perhaps unexpectedly, in the underlying structure of noncommutative graded rings. Point modules and the spaces parameterizing them were first studied by Artin, Tate, and Van den Bergh [ATV1] in order to complete the classification of AS-regular algebras of dimension 3. They have turned out to be important tools much more generally, with many interesting applications.

**Definition 3.1.** Let $A$ be a finitely graded $k$-algebra that is generated in degree 1. A **point module** for $A$ is a graded right module $M$ such that $M$ is cyclic, generated in degree 0, and has Hilbert series $h_M(t) = 1/(1 - t)$, in other words $\dim_k M_n = 1$ for all $n \geq 0$.

In this section, we are interested only in graded modules over a finitely graded algebra $A$, and so all homomorphisms of modules will be graded (degree preserving) unless noted otherwise. In particular, when we speak of isomorphism classes of point modules, we will mean equivalence classes under the relation of graded isomorphism.

The motivation behind the definition of point module comes from commutative projective geometry. Recall that the projective space $\mathbb{P}^n_k$ over $k$ consists of equivalence classes of $n + 1$-tuples $(a_0, a_1, \ldots, a_n) \in k^{n+1}$ such that not all $a_i$ are 0, where two $n + 1$-tuples are equivalent if they are nonzero scalar multiples of each other. The equivalence class of the point $(a_0, a_1, \ldots, a_n)$ is written as $(a_0 : a_1 : \cdots : a_n)$. Each point $p = (a_0 : a_1 : \cdots : a_n) \in \mathbb{P}^n$ corresponds to a homogeneous ideal
\( I = I(p) \) of \( B = k[x_0, \ldots, x_n] \), where \( I_d = \{ f \in B_d | f(a_0, a_1, \ldots, a_n) = 0 \} \). It is easy to check that \( B/I(p) \) is a point module of \( B \), since vanishing at a point is a linear condition on the elements of \( B_d \). Conversely, if \( M \) is a point module of \( B \), then since \( M \) is cyclic and generated in degree 0, we have \( M \cong B/J \) for some homogeneous ideal \( J \) of \( B \). Necessarily \( J = \text{ann}(M) \), so \( J \) is uniquely determined by \( M \) and is the same for any two isomorphic point modules \( M \) and \( M' \). Since \( J_1 \) is an \( n \)-dimensional subspace of \( kx_0 + \cdots + kx_n \), it has a 1-dimensional orthogonal complement, in other words there is a unique up to scalar nonzero vector \( p = (a_0 : \cdots : a_n) \) such that \( f(a_0, \ldots, a_n) = 0 \) for all \( f \in J_1 \). It is straightforward to prove that \( I = I(p) \) is generated as an ideal by \( I_1 \) (after a change of variables, one can prove this for the special case \( I = (x_0, \ldots, x_{n-1}) \), which is easy.) Since \( J_1 = I_1 \) we conclude that \( J \supseteq I \) and hence \( J = I \) since they have the same Hilbert series.

To summarize the argument of the previous paragraph, the isomorphism class of point modules for the polynomial ring \( B \) are in bijective correspondence with the points of the associated projective space. This correspondence generalizes immediately to any finitely graded commutative algebra which is generated in degree 1. Namely, given any homogeneous ideal \( J \) of \( B = k[x_0, \ldots, x_n] \), one can consider \( A = k[x_0, \ldots, x_n] / J \) and the corresponding closed subset of projective space
\[
\text{proj } A = X = \{(a_0 : a_1 : \cdots : a_n) \in \mathbb{P}^n | f(a_0, \ldots, a_n) = 0 \text{ for all homogeneous } f \in J\}.
\]

Then the point modules of \( A \) are precisely the point modules of \( B \) killed by \( J \), that is those point modules \( B/I \) such that \( J \subseteq I \). So there is a bijective correspondence between isomorphism classes of point modules of \( A \) and points in \( X = \text{proj } A \). We may also say that \( X \) parametrizes the point modules for \( A \), in a sense we leave informal for now but make precise later in this lecture.

Many noncommutative graded rings also have nice parameter spaces of point modules.

**Example 3.2.** Consider the quantum plane \( A = k\langle x, y \rangle/(yx - qxy) \) for some \( q \neq 0 \). We claim that its point modules are parametrized by \( \mathbb{P}^1 \), just as is true for a commutative polynomial ring in two variables. To see this, note that if \( M \) is a point module for \( A \), then \( M \cong A/I \) for some homogeneous right ideal \( I \) of \( A \), with \( \dim_k I_n = \dim_k A_n - 1 \) for all \( n \geq 0 \). Also, \( I \) is uniquely determined by knowledge of the (graded) isomorphism class of the module \( M \), since \( I = \text{ann } M_0 \). Thus it is enough to parametrize such homogeneous right ideals \( I \). But choosing any \( 0 \neq f \in I_1 \), the right ideal \( fA \) has Hilbert series \( t/(1-t)^2 \) (since \( A \) is a domain) and so \( A/fA \) has Hilbert series \( 1/(1-t)^2 - t/(1-t)^2 = 1/(1-t) \), that is, it is already a point module. Thus \( fA = I \). Then the point modules up to isomorphism are in bijective correspondence with the 1-dimensional subspaces of the 2-dimensional space \( A_1 \), that is, with a copy of \( \mathbb{P}^1 \). The same argument shows the same result for the Jordan plane.

It is natural to consider next the point modules for a quantum polynomial ring in more than 2 variables, as in Examples 1.10. The answer is more complicated than one might first guess—we discuss the three variable case in Example 3.3 below. First, we will develop a general method which in theory can be used to calculate the parameter space of point modules for any finitely presented algebra generated in degree 1. In the commutative case, we saw that the point modules for \( k[x_0, \ldots, x_n] / J \) were easily determined as a subset of the point modules for \( k[x_0, \ldots, x_n] \). In the noncommutative case it is natural to begin similarly by examining the point modules for a free associative algebra.

**Example 3.3.** Let \( A = k[x_0, \ldots, x_n] \) be a free associative algebra with \( \text{deg } x_i = 1 \) for all \( i \). Fix a graded \( k \)-vector space of Hilbert series \( 1/(1-t) \), say \( M = km_0 \oplus km_1 \oplus \ldots \), where \( m_i \) is a basis vector for the degree \( i \) piece. We think about the possible graded \( A \)-module structures on this vector space. If \( M \) is an \( A \)-module, then
\[
m_ix_j = \lambda_{i,j}m_{i+1}
\]
for some \( \lambda_{i,j} \in k \). It is clear that these constants \( \lambda_{i,j} \) determine the entire module structure, since the \( x_j \) generate the algebra. Conversely, since \( A \) is free on the generators \( x_i \), it is easy to see that
any choice of arbitrary constants $\lambda_{i,j} \in k$ does determine an $A$-module structure on $M$ via the formulas \((3.3)\). Since a point module is by definition cyclic, if we want constants $\lambda_{i,j}$ to define a point module, we need to make sure that for each $i$, some $x_j$ actually takes $m_i$ to a nonzero multiple of $m_{i+1}$. In other words, $M$ is cyclic if and only if for each $i$, $\lambda_{i,j} \neq 0$ for some $j$. Also, we are interested in classifying point modules up to isomorphism. It is easy to check that point modules determined by sequences $\{\lambda_{i,j}\}$, $\{\lambda'_{i,j}\}$ as above are isomorphic precisely when for each $i$, the nonzero vectors $(\lambda_{i,0}, \ldots, \lambda_{i,n})$ and $(\lambda'_{i,0}, \ldots, \lambda'_{i,n})$ are scalar multiples (scale the basis vectors $m_i$ to compensate). Thus we can account for this by considering each $(\lambda_{i,0} : \cdots : \lambda_{i,n})$ as a point in projective $n$-space.

In conclusion, the isomorphism classes of point modules over the free algebra $A$ are in bijective correspondence with $\mathbb{N}$-indexed sequences of points in $\mathbb{P}^n$, $\{(\lambda_{i,0} : \cdots : \lambda_{i,n}) \in \mathbb{P}^n | i \geq 0\}$, or in other words points of the infinite product $\mathbb{P}^n \times \mathbb{P}^n \times \cdots = \prod_{i=0}^{\infty} \mathbb{P}^n$.

Next, we show that we can parametrize the point modules for a finitely presented connected graded $k$-algebra, where $\deg x_i = 1$ and the $f_j$ are homogeneous of degree $d_j \geq 2$. For each $f_i$, let $g_i$ be the multilinearization of $f_i$.

1. The isomorphism classes of point modules for $A$ are in bijection with the closed subset $X$ of $\prod_{i=0}^{\infty} \mathbb{P}^n$ given by
   \[ X = \{(p_0, p_1, \ldots) | g_j(p_0, p_{i+1}, \ldots, p_{i+d_j-1}) = 0 \text{ for all } 1 \leq j \leq r, i \geq 0\}. \]

2. Consider for each $m \geq 1$ the closed subset
   \[ X_m = \{(p_0, p_1, \ldots, p_{m-1}) | g_j(p_0, p_{i+1}, \ldots, p_{i+d_j-1}) = 0 \text{ for all } 1 \leq j \leq r, 0 \leq i \leq m - d_j \} \]
   of $\prod_{i=0}^{m-1} \mathbb{P}^n$. The natural projection onto the first $m$ coordinates defines a map $\phi_m : X_{m+1} \rightarrow X_m$ for each $m$. Then $X$ is equal to the inverse limit $\varprojlim X_m$ of the $X_m$ with respect to the maps $\phi_m$. In particular, if $\phi_m$ is a bijection for all $m \geq m_0$, then the isomorphism classes of point modules of $A$ are in bijective correspondence with the points of $X_{m_0}$.

**Proof.** (1) Let $F = k\langle x_0, \ldots, x_n \rangle$ and $J = (f_1, \ldots, f_r)$, so that $A \cong F/J$. Clearly the isomorphism classes of point modules of $A$ correspond to those point modules of $F$ which are annihilated by $J$. Write a point module for $F$ as $M = km_0 \oplus km_1 \oplus \cdots$, as in Example 3.3, where $m_ix_j = \lambda_{i,j}m_{i+1}$. Thus $M$ corresponds to the infinite sequence of points $(p_{0, p_{1}}, \ldots, p_j) = (\lambda_{j,0} : \cdots : \lambda_{j,n})$. The module $M$ is a point module for $A$ if and only if $m_if_j = 0$ for all $i,j$. If $w = x_{i_1}x_{i_2}\ldots x_{i_d}$ is a word, then $m_iw = \lambda_{i_{i_1},i_{i_2}}\lambda_{i_{i_3},i_{i_4}}\cdots \lambda_{i_{i_{d-1},i_d}}m_{i+d}$, and so $m_if_j = 0$ if and only if the multilinearization $g_j$ of $f_j$ satisfies $g_j(p_{0, p_{1}, \ldots, p_{i+d-1}}) = 0$.

(2) This is a straightforward consequence of part (1).

In many nice examples the inverse limit in part (2) above does stabilize (that is, $\phi_m$ is a bijection for all $m \geq m_0$), and so some closed subset $X_{m_0}$ of a finite product of projective spaces parametrizes the isomorphism classes of point modules.
Example 3.6. Let $k = \mathbb{C}$ for simplicity in this example. Let
\[ S = k(x,y,z)/(axy + byz + cx^2, axz + bzx + cy^2, ayx + bxy + cz^2) \]
be the Sklyanin algebra for some $a, b, c \in k$, as in Example \[1.14\]. Consider the closed subset $X_2 \subseteq \mathbb{P}^2 \times \mathbb{P}^2 = \{(x_0 : y_0 : z_0), (x_1 : y_1 : z_1)\}$ given by the vanishing of the multilinearized relations
\[ ax_0y_1 + by_0z_1 + cx_0z_1 + b_2x_1 + cy_0y_1, ay_0x_1 + bx_0y_1 + cz_0z_1. \]
Let $E$ be the projection of $X_2$ onto the first copy of $\mathbb{P}^2$. To calculate $E$, note that the 3 equations can be written in the matrix form
\[ (3.7)
\begin{pmatrix}
  cx_0 & az_0 & by_0 \\
bz_0 & cy_0 & ax_0 \\
ay_0 & bx_0 & cz_0
\end{pmatrix}
\begin{pmatrix}
x_1 \\
y_1 \\
z_1
\end{pmatrix} = 0.
\]
Now given $(x_0 : y_0 : z_0) \in \mathbb{P}^2$, there is at least one solution $(x_1 : y_1 : z_1) \in \mathbb{P}^2$ to this matrix equation if and only if the matrix on the left has rank at most 2, in other words is not invertible. Moreover, if the matrix has rank exactly 2 then there is exactly one solution $(x_1 : y_1 : z_1) \in \mathbb{P}^2$. Taking the determinant of the matrix, we see that the locus of $(x_0 : y_0 : z_0) \in \mathbb{P}^2$ such that the matrix is singular is the solution set $E$ of the equation
\[ (a^3 + b^3 + c^3)x_0y_0z_0 - abc(x_0^3 + y_0^3 + z_0^3) = 0. \]
One may check that $E$ is a nonsingular curve (as in \[Ha\] Section I.5), as long as $abc \neq 0$ and $((a^3 + b^3 + c^3)/3abc)^3 \neq 1$,
and then $E$ is an elliptic curve since it is the vanishing of a degree 3 polynomial \[Ha\] Example V.1.5.1. We will assume that $a, b, c$ satisfy these constraints.

A similar calculation can be used to find the second projection of $X_2$. The three multilinearized relations also can be written in the matrix form
\[ (x_0 \ y_0 \ z_0)
\begin{pmatrix}
  cx_1 & az_1 & by_1 \\
bz_1 & cy_1 & ax_1 \\
ay_1 & bx_1 & cz_1
\end{pmatrix} = 0.
\]
Because the $3 \times 3$ matrix here is simply the same as the one in (3.7) with the subscript 0 replaced by 1, an analogous argument shows that the second projection is the same curve $E$.

One may show directly, given our constraints on $a, b, c$, that for each point $(x_0 : x_1 : x_2) \in E$ the corresponding matrix in (3.7) has rank exactly 2. In particular, for each $p \in E$ there is a unique $q \in E$ such that $(p, q) \in X_2$. Thus $X_2 = \{(p, \sigma(p))|p \in E\}$ for some bijective function $\sigma$. It is easy to see that $\sigma$ is a regular map by finding an explicit formula: the cross product of the first two rows of the matrix in (3.7) will be orthogonal to both rows and hence to all rows of the matrix when it has rank 2. This produces the formula
\[ \sigma(x_0 : y_0 : z_0) = (a^2z_0x_0 - bcy_0^2 : b^2y_0z_0 - acx_0^2 : c^2x_0y_0 - abz_0^2), \]
which holds on the open subset of $E$ for which the first two rows of the matrix are linearly independent. One gets similar formulas by taking the other possible pairs of rows, and since at each point of $E$ some pair of rows is linearly independent, the map is regular.

It now easily follows from Proposition \[3.5\] that $X = \{(p, \sigma(p), \sigma^2(p), \ldots)|p \in E\}$ is the subset of the infinite product $\prod_{i=0}^\infty \mathbb{P}^2$ parametrizing the point modules. Thus the maps $\phi_m$ of Proposition \[3.5\] are isomorphisms for $m \geq 2$ and $X_2 \cong E$ is already in bijective correspondence with the isomorphism classes of point modules for the Sklyanin algebra $S$ (with parameters $a, b, c$ satisfying the constraints above).
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Example 3.8. Let
\[ A = k\langle x, y, z \rangle/(zy - ryz, xz - qzx, yx - px y) \]
be a quantum polynomial ring, where \( p, q, r \neq 0 \).

The calculation of the point modules for this example is similar as in Example 3.6, but a bit easier, and so we leave the details to the reader as Exercise 3.1, and only state the answer here. Consider \( Q_2 \subseteq \mathbb{P}^2 \times \mathbb{P}^2 \), the closed set cut out by the multilinearized relations \( z_i y_{i+1} - r y_i z_{i+1} = 0 \), \( x_i z_{i+1} - q z_i x_{i+1} = 0 \), and \( y_i x_{i+1} - p x_i y_{i+1} = 0 \). It turns out that if \( pqr = 1 \), then \( X_2 = \{(s, \sigma(s))|s \in \mathbb{P}^2\} \), where \( \sigma : \mathbb{P}^2 \to \mathbb{P}^2 \) is an automorphism. If instead \( pqr \neq 1 \), letting \( E = \{(a : b : c)|abc = 0\} \subseteq \mathbb{P}^2 \), then \( X_2 = \{(s, \sigma(s))|s \in E\} \) for some automorphism \( \sigma \) of \( E \). Note that \( E \) is a union of three lines in this case.

In either case, we see that \( X_2 \) is the graph of an automorphism of a subset \( E \) of \( \mathbb{P}^2 \), and as in Example 3.6 it follows that the maps \( \phi_m \) of Proposition 3.3 are isomorphisms for \( m \geq 2 \) and \( E \) is in bijection with the isomorphism classes of point modules.

The examples above demonstrate a major difference between the commutative and noncommutative cases. If \( A \) is a commutative finitely graded \( k \)-algebra, which is generated in degree 1 and a domain of GK-dimension \( d + 1 \), then the projective variety \( \text{proj} A \) parametrizing the point modules has dimension \( d \). When \( A \) is noncommutative, then even if there is a nice space parameterizing the point modules, it may have dimension smaller than \( d \). For instance, the quantum polynomial ring \( A \) in Example 3.6 has GK-dimension 3, but a 1-dimensional parameter space of point modules when \( pqr \neq 1 \); similarly, the Sklyanin algebra for generic \( a, b, c \) in Example 3.6 has point modules corresponding to an elliptic curve. In fact, the examples above are fairly representative of the possibilities for AS-regular algebras \( A \) of dimension 3, as we will see in the final section of this lecture.

3.1. The formal parametrization of the point modules. The details of this section require some scheme theory. The reader less experienced with schemes can skim this section and then read the final section of this lecture, which describes how the theory of point modules is used to help classify AS-regular algebras of dimension 3.

Up until now, we have just studied the isomorphism classes of point modules of an algebra as a set, and shown that in many cases these correspond bijectively to the points of some closed subset of a projective variety. Of course, it should mean something stronger to say that a variety or scheme parametrizes the point modules—there should be a natural geometry intrinsically attached to the set of point modules, which is given by that scheme. We now sketch how this may be made formal.

It is not hard to see why the set of point modules for a finitely graded algebra \( A \) has a natural topology, following the basic idea of the Zariski topology. As we have noted several times, every point module is isomorphic to \( A/I \) for a uniquely determined graded right ideal \( I \). Then given a graded right ideal \( J \) of \( A \), the set of those point modules \( A/I \) such that \( I \) contains \( J \) can be declared to be a closed subset in the set \( X \) of isomorphism classes of point modules, and the family of such closed subsets made the basis of a topology. But we really want a scheme structure, not just a topological space, so a more formal construction is required. The idea is to use the “functor of points”, which is fundamental to the study of moduli spaces in algebraic geometry. An introduction to this concept can be found in [EH, Section I.4 and Chapter VI].

To use this idea, one needs to formulate the objects one is trying to parametrize over arbitrary commutative base rings. Let \( A \) be a finitely graded \( k \)-algebra. Given a commutative \( k \)-algebra \( R \), an \( R \)-point module for \( A \) is a graded \( R \otimes_k A \)-module \( M \) (where \( R \otimes_k A \) is graded with \( R \) in degree 0) which is cyclic, generated in degree 0, has \( M_0 = R \), and such that \( M_n \) is a locally free \( R \)-module of rank 1 for all \( n \geq 0 \). Clearly a \( k \)-point module is just a point module in the sense we have already defined. Now for each commutative \( k \)-algebra \( R \) we let \( P(R) \) be the set of isomorphism classes of \( R \)-point modules for \( A \). Then \( P \) is a functor from the category of commutative \( k \)-algebras to the
category of sets, where given a homomorphism of \(k\)-algebras \(\phi: R \to S\), the function \(P(R) \to P(S)\) is defined by tensoring up, that is \(M \mapsto S \otimes_R M\). We call \(P\) the point functor for \(A\).

Given any \(k\)-scheme \(X\), there is also a corresponding functor \(h_X\) from \(k\)-algebras to sets, defined on objects by \(R \mapsto \text{Hom}_{k\text{-schemes}}(\text{Spec} R, X)\). The functor \(h_X\) acts on a homomorphism of \(k\)-algebras \(\phi: R \to S\) (which corresponds to a morphism of schemes \(\phi: \text{Spec} S \to \text{Spec} R\)) by sending it to \(h_X(\phi): \text{Hom}_{k\text{-schemes}}(\text{Spec} R, X) \to \text{Hom}_{k\text{-schemes}}(\text{Spec} S, X)\), where \(h_X(\phi)(f) = f \circ \phi\). We say that a functor from \(k\)-algebras to sets is representable if it is naturally isomorphic to the functor \(h_X\) for some scheme \(X\). It is a basic fact that the functor \(h_X\) uniquely determines the scheme \(X\); this is a version of Yoneda’s lemma \([EH, \text{Proposition VI-2}]\). If the point functor \(P\) above associated to the finitely graded algebra \(A\) is naturally isomorphic to \(h_X\) for some scheme \(X\), then we say that the scheme \(X\) parametrizes the point modules for the algebra \(A\), or that \(X\) is a fine moduli space for the point modules of \(A\). Note that morphisms of schemes from \(\text{Spec} k\) to \(X\) are in bijective correspondence with the closed points of \(X\), and so in particular the closed points of \(X\) then correspond bijectively to the isomorphism classes of \(k\)-point modules.

The previous paragraph shows how to formalize the notion of the point modules for \(A\) being parametrized by a scheme, but in practice one still needs to understand whether there exists a \(k\)-scheme \(X\) which represents the point functor \(P\). In fact, Proposition 3.5, which showed how to find the point modules as a set in terms of the relations for the algebra, also gives the idea for how to find the representing scheme. For each \(m \geq 0\) we define \(X_m\) to be the subscheme of \(\prod_{i=0}^{m-1} \mathbb{P}^n\) defined by the vanishing of the multilinearized relations, as in Proposition 3.5.2 (previously, we only considered \(X_m\) as a subset). A truncated \(R\)-point module of length \(m + 1\) for \(A\) is an \(R \otimes_k A\) module \(M = \bigoplus_{i=0}^m M_i\) with \(M_0 = R\), which is generated in degree 0, and such that \(M_i\) is locally free of rank 1 over \(R\) for \(0 \leq i \leq m\). Then one can define the truncated point functor \(P_m\) which sends a commutative \(k\)-algebra \(R\) to the set \(P_m(R)\) of isomorphism classes of truncated \(R\)-point modules of length \(m + 1\). A rather formal argument shows that the elements of \(P_m(R)\) are in natural bijective correspondence with elements of \(\text{Hom}_{k\text{-schemes}}(\text{Spec} R, X_m)\), and thus \(X_m\) represents the functor \(P_m\) (see [ATV1, Proposition 3.9]). Just as in Proposition 3.5 one has morphisms of schemes \(\phi_m: X_{m+1} \to X_m\) for each \(m\), induced by projecting onto the first \(m\) coordinates. In nice cases, \(\phi_m\) is an isomorphism for all \(m \geq m_0\), and such cases the projective scheme \(X_{m_0}\) represents the point functor \(P\).

When it is not true that \(\phi_m\) is an isomorphism for all large \(m\), one must work with an inverse limit of schemes \(\varprojlim X_m\) as the object representing the point functor \(P\). Such objects are rather unwieldy, and so it is useful to understand when the inverse limit does stabilize (that is, when \(\phi_m\) is an isomorphism for \(m \gg 0\)). One cannot expect it to stabilize in complete generality, as this already fails for the free algebra as in Example 3.3. Artin and Zhang gave an important sufficient condition for stabilization of the inverse limit in [AZ2], which we describe now.

**Definition 3.9.** A noetherian \(k\)-algebra \(A\) is strongly noetherian if for all commutative noetherian \(k\)-algebras \(C\), the base extension \(A \otimes_k C\) is also noetherian.

**Theorem 3.10.** [AZ2 Corollary E4.12] Let \(A\) be a finitely graded algebra which is strongly noetherian and generated in degree 1. Then there is \(m_0\) such that the maps of schemes \(\phi_m: X_{m+1} \to X_m\) described above are isomorphisms for all \(m \geq m_0\), and the point modules for \(A\) are parametrized by the projective scheme \(X_{m_0}\).

In fact, Artin and Zhang studied in [AZ2] the more general setting of Hilbert schemes, where one wishes to parametrize factors \(M\) of some fixed finitely generated graded \(A\)-module \(Q\) with a given fixed Hilbert function \(f: n \mapsto \dim_k M_n\). The result stated above is just a special case of [AZ2 Theorem E4.3], which shows that under the same hypotheses, there is a projective scheme parametrizing such factors for any \(Q\) and \(f\). The study of these more general moduli spaces is also
useful: for example, the line modules—cyclic modules generated in degree 0 with Hilbert series $1/(1-t)^2$—have an interesting geometry for AS-regular algebras of dimension 4 [ShVa].

The strong noetherian property is studied in detail in [ASZ]. Many nice algebras are strongly noetherian. For example, no non-strongly noetherian AS-regular algebras are known (although as we noted in Question 2.17 above, it has not been proved that an AS-regular algebra must even be noetherian in general). On the other hand, there are families of finitely graded algebras which are noetherian, but not strongly noetherian, and for which the inverse limit of truncated point schemes does not stabilize. The simplest such examples are known as naïve blowups, which will be described in Lecture 5.

3.2. Applications of point modules to regular algebras. We now give an overview of how point modules were used in the classification of AS-regular algebras of dimension 3 by Artin, Tate and Van den Bergh. The details can be found in [ATV1].

Let $A$ be a AS-regular algebra of global dimension 3 which is generated in degree 1. By Lemma 2.22, we know that $A$ is either quadratic or cubic. The method we are about to describe works quite uniformly in the two cases, but for simplicity it is easiest to consider only the quadratic case in the following discussion. Thus we assume that $A$ has three generators and 3 quadratic relations, and we let $X_2 \subseteq \mathbb{P}^2 \times \mathbb{P}^2$ be the subscheme defined by the multilinearizations of the three relations, as in Proposition 3.5.

We have seen several examples already where $X_2$ is the graph of an automorphism of a closed subscheme of $\mathbb{P}^2$, and the first step is to show that this is always the case. First, using the matrix method of Example 3.6 it is straightforward to show that the first and second projections of $X_2$ are equal to a common closed subscheme $E \subseteq \mathbb{P}^2$, and that either $E = \mathbb{P}^2$ or else $E$ is a degree 3 divisor in $\mathbb{P}^2$, in other words the vanishing of some cubic polynomial (Exercise 3.4). It is important to work with subschemes here; for example, for the enveloping algebra of the Heisenberg Lie algebra of Exercise 2.2, $E$ turns out to be a triple line. Showing that $X_2$ is the graph of an automorphism of $E$ is more subtle, and is done using some case-by-case analysis of the form of the relations [ATV1, Section 5].

Once one has $X_2 = \{(p, \sigma(p)) | p \in E\}$ for some automorphism $\sigma : E \to E$, one knows that $E$ parametrizes the point modules for $A$. Since $E$ comes along with an embedding $i : E \subseteq \mathbb{P}^2$, there is also an invertible sheaf on $E$ defined by the pullback $\mathcal{L} = i^*(\mathcal{O}(1))$, where $\mathcal{O}(1)$ is the twisting sheaf of Serre [Ha, Section II.5]. From the data $(E, \mathcal{L}, \sigma)$ one may construct a twisted homogeneous coordinate ring $B = B(E, \mathcal{L}, \sigma)$. We will study this construction in more detail in the next lecture; for the purposes of this outline, it is important only to know that this is a certain graded ring built out of the geometry of $E$, whose properties can be analyzed using geometric techniques. In particular, using algebraic geometry one can prove the following facts: (i) $B$ is generated in degree 1; (ii) $B$ is noetherian; and (iii) $B$ has Hilbert series $1/(1-t)^3$ when $E = \mathbb{P}^2$ and $(1-t^3)/(1-t)^3$ when $E$ is a cubic curve in $\mathbb{P}^2$.

The idea of the remainder of the proof is to study a canonical ring homomorphism $\phi : A \to B(E, \mathcal{L}, \sigma)$ built out of the geometric data coming from the point modules. The construction of $\phi$ is quite formal, and it is automatically an isomorphism in degree 1. Since $B$ is generated in degree 1, $\phi$ is surjective. When $E = \mathbb{P}^2$, it follows from the Hilbert series that $A \cong B$, and so $A \cong B(\mathbb{P}^2, \mathcal{O}(1), \sigma)$. These particular twisted homogeneous coordinate rings are known to have a fairly simple structure; for example, they can also be described as Zhang twists of commutative polynomial rings in three variables, as defined in the next lecture. In the other case, where $E$ is a cubic curve, one wants to show that there is a normal nonzerodivisor $g \in A_3$ such that $gA = \ker \phi$ and thus $A/gA \cong B$. If one happened to know in advance that $A$ was a domain, for example via a Gröbner basis method, then this would easily follow from the known Hilbert series of $A$ and $B$. However, one does not know this in general, particularly for the Sklyanin algebra. Instead,
this requires a detailed analysis of the presentation $k\langle x, y, z \rangle/J$ of $B$, again using geometry \[ATV1\] Sections 6, 7]. In particular, one proves that $J$ is generated as a two-sided ideal by three quadratic relations and one cubic relation. The cubic relation provides the needed element $g$. This also shows that $A$ is uniquely determined by $B$, since the three quadratic relations for $B$ are all of the relations for $A$.

The final classification of the quadratic AS-regular algebras $A$ which have a cubic curve $E$ as a point scheme is as follows: there is a simple characterization of the possible geometric triples $(E, L, \sigma)$ which can occur, and the corresponding rings $A$ are found by forgetting the cubic relation of each such $B(E, L, \sigma)$ \[ATV1\] Theorem 3.

One immediate corollary of this classification is the fact that any regular algebra of dimension 3 is noetherian, since $B$ is noetherian and either $A \cong B$ or $A/gA \cong B$ (use Lemma \[1.11\]). It is also true that all AS-regular algebras of dimension 3 are domains \[ATV2\] Theorem 3.9], though Lemma \[1.11\] does not immediately prove this in general, since the ring $B$ is a domain only if $E$ is irreducible. For the Sklyanin algebra with generic parameters as in Example \[3.6\] however, where $E$ is an elliptic curve, the ring $B$ is a domain, and hence $A$ is a domain by Lemma \[1.11\] in this case. While this is not the only possible method for proving these basic properties of the Sklyanin algebra (see [TV] for another approach), there is no method known which does not use the geometry of the elliptic curve $E$ in some way.

### 3.3. Exercise Set 3.

1. Fill in the details of the calculation of $X_2$ in Example \[3.8\] for instance using the matrix method of Example \[3.6\]. In particular, show that $X_2$ is the graph of an automorphism $\sigma$ of $E \subseteq \mathbb{P}^2$, and find a formula for $\sigma$.

2. Let $A$ be the cubic regular algebra $k\langle x, y \rangle/(y^2x - xy^2, yx^2 - x^2y)$. Calculate the scheme parametrizing the point modules for $A$. (Hint: study the image of $X_3 \subseteq \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$ under the projections $p_{12}, p_{23} : (\mathbb{P}^1)^\times 3 \to (\mathbb{P}^1)^\times 2$.)

3. Find the point modules for the algebra $A = k\langle x, y \rangle/(yx)$, by calculating explicitly what sequences $(p_0, p_1, p_2, \ldots)$ of points in $\mathbb{P}^1$ as in Proposition \[3.5\] are possible. Show that the map $\phi_n : X_{n+1} \to X_n$ from that proposition is not an isomorphism for all $n \geq 1$.

4. Let $A$ be AS-regular of global dimension 3, generated in degree 1. Choose the free resolution of $k_A$ in the special form \[2.23\], namely

$$0 \to A(-s-1) \xrightarrow{\psi} A(-s) \xrightarrow{M} A(-1) \xrightarrow{v} A \to 0.$$ 

Let $A$ be presented by the particular relations which are the entries of the vector $vM$ (taking this product in the free algebra). We also know that $(vM)^t = QMv^t$ in the free algebra, for some $Q \in \mathrm{GL}_3(k)$.

(a) Generalizing Examples \[3.8\] and \[3.6\] show that if $A$ is quadratic then $X_2 \subseteq \mathbb{P}^2 \times \mathbb{P}^2$ has equal first and second projections $E = p_1(X_2) = p_2(X_2) \subseteq \mathbb{P}^2$, and either $E = \mathbb{P}^2$ or $E$ is the vanishing of a cubic polynomial in $\mathbb{P}^2$.

(b) Formulate and prove an analogous result for a cubic regular algebra $A$.

### 4. Lecture 4: Noncommutative projective schemes

In the previous lecture, we saw that the parameter space of point modules is one important way that geometry appears naturally in the theory of noncommutative graded rings. In this lecture, we consider the more fundamental question of how to assign a geometric object to a noncommutative ring, generalizing the way that $\mathrm{proj} A$ is assigned to $A$ when $A$ is commutative graded. One possible
answer, which has led to a very fruitful theory, is the idea of a noncommutative projective scheme defined by Artin and Zhang \[\text{(AZ)}\]. In a nutshell, the basic idea is to give up on the actual geometric space, and instead generalize only the category of coherent sheaves to the noncommutative case. The lack of an actual geometric space is less of a problem than one might at first think. In fact, the study of the category of coherent sheaves on a commutative projective scheme (or its derived category) is of increasing importance in commutative algebraic geometry as an object of interest in its own right.

To begin this lecture, we will quickly review some relevant notions from the theory of schemes and sheaves, but this and the next lecture are primarily aimed at an audience already familiar with the basics in Hartshorne’s book \[\text{Ha}\]. We also assume that the reader has familiarity with the concept of an Abelian category.

Recall that a scheme \(X\) is a locally ringed space with an open cover by affine schemes \(U_\alpha = \text{Spec} \ R_\alpha\) \[\text{Ha} \text{ Section II.2}\]. We are primarily interested here in schemes of finite type over the base field \(k\), so that \(X\) has such a cover by finitely many open sets, where each \(R_\alpha\) is a finitely generated commutative \(k\)-algebra. The most important way of producing projective schemes is by taking proj of a graded ring. Let \(A\) be a finitely graded commutative \(k\)-algebra, generated by \(A_1 = kx_0 + \cdots + kx_n\). For each \(i\), we can localize the ring \(A\) at the multiplicative system of powers of \(x_i\), obtaining a ring \(A_{x_i}\) which is now \(\mathbb{Z}\)-graded (since the inverse of \(x_i\) will have degree \(-1\)). Then the degree 0 piece of \(A_{x_i}\) is a ring noted as \(\tilde{A}(x_i)\). The projective scheme \(\text{proj} \ A\) has an open cover by the open affine schemes \(U_i = \text{Spec} \ A_{x_i}\) \[\text{Ha} \text{ Proposition II.2.5}\]. Recall that a sheaf \(F\) on a scheme \(X\) is called quasi-coherent if there is an open cover of \(X\) by open affine sets \(U_\alpha = \text{Spec} \ R_\alpha\), such that \(F(U_\alpha)\) is the sheaf associated to an \(R_\alpha\)-module \(M_\alpha\) for each \(\alpha\) \[\text{Ha} \text{ Section II.5}\]. The sheaf \(F\) is coherent if each \(M_\alpha\) is a finitely generated module. If \(X = \text{proj} \ A\) as above, then we can get quasi-coherent sheaves on \(X\) as follows. If \(M\) is a \(\mathbb{Z}\)-graded \(A\)-module, then there is a sheaf \(\tilde{M}\) where \(\tilde{M}(U_i) = M_{(x_i)}\) is the degree 0 piece of the localization \(M_{x_i}\) of \(M\) at the powers of \(x_i\) \[\text{Ha} \text{ Proposition II.5.11}\]. The sheaf \(\tilde{M}\) is coherent if \(M\) is finitely generated.

The constructions above demonstrate how crucial localization is in commutative algebraic geometry. The theory of localization for noncommutative rings is more limited: there is a well-behaved localization only at certain sets of elements called Ore sets (see \[\text{GW} \text{ Chapter 9}\]). In particular, the set of powers of an element in a noncommutative ring is typically not an Ore set, unless the element is a normal element. Thus it is problematic to try to develop a general theory of noncommutative schemes based around the notion of open affine cover. There has been work in this direction for rings with “enough” Ore sets, however \[\text{VOW}\].

The actual space with a topology underlying a scheme is built out of prime ideals. In particular, given a finitely graded commutative \(k\)-algebra \(A\), as a set \(\text{proj} \ A\) is the set of all homogeneous prime ideals of \(A\), excluding the irrelevant ideal \(A_{\geq 1}\). As a topological space, it has the Zariski topology, so the closed sets are those of the form \(V(I) = \{ P \in \text{proj} \ A | P \supseteq I \}\), as \(I\) varies over all homogeneous ideals of \(A\). Recall that for a not necessarily commutative ring \(R\), an ideal \(P\) is called prime if \(IJ \subseteq P\) for ideals \(I, J\) implies that \(I \subseteq P\) or \(J \subseteq P\). Thus one can define the space of homogeneous non-irrelevant prime ideals, with the Zariski topology, for any finitely graded \(k\)-algebra \(A\). For noncommutative rings, this is often a space which is too small to give a good geometric intuition. The reader may verify the details of the following example in Exercise 4.1.

**Example 4.1.** Let \(A = k\langle x, y \rangle/(yx - qxy)\) be the quantum plane, where \(q \in k\) is not a root of unity. Then the homogeneous prime ideals of \(A\) are \((0), (x), (y), (x, y) = A_{\geq 1}\). If \(A = k\langle x, y \rangle/(y^2 - xy - x^2)\) is the Jordan plane, then the homogeneous prime ideals of \(A\) are \((0), (x), (x, y) = A_{\geq 1}\).

On the other hand, both the Jordan and quantum planes have many properties in common with a commutative polynomial ring \(k[x, y]\), and one would expect them to have an associated projective geometry which more closely resembles \(\mathbb{P}^1 = \text{proj} \ k[x, y]\).
We now begin to discuss the theory of noncommutative projective schemes, which finds a way around some of the difficulties mentioned above. The key idea is that there are ways of defining and studying coherent sheaves on commutative projective schemes without explicit reference to an open affine cover. Let \( A \) be a finitely graded commutative \( k \)-algebra, and let \( X = \text{proj} \, A \). For a \( \mathbb{Z} \)-graded module \( M \), for any \( n \in \mathbb{Z} \) we define \( M_{\geq n} = \bigoplus_{i \geq n} M_i \), and call this a tail of \( M \). It is easy to see that any two tails of a finitely generated graded \( A \)-module \( M \) lead to the same coherent sheaf \( \widetilde{M} \) on \( X \). Namely, given \( n \in \mathbb{Z} \) and a finitely generated graded module \( M \), we have the short exact sequence

\[
0 \to M_{\geq n} \to M \to M/M_{\geq n} \to 0,
\]

where the last term is finite dimensional over \( k \). Since localization is exact, and localization at the powers of an element \( x_i \in A_1 \) kills any finite-dimensional graded module, we see that the \( A(x_i) \)-modules \( (M_{\geq n})(x_i) \) and \( M(x_i) \) are equal. Thus \( \widetilde{M_{\geq n}} = \widetilde{M} \). In fact, we have the following stronger statement.

**Lemma 4.2.** Let \( X = \text{proj} \, A \) for a commutative finitely graded \( k \)-algebra \( A \) which is generated in degree 1.

1. Every coherent sheaf on \( X \) is isomorphic to \( \widetilde{M} \) for some finitely generated graded \( A \)-module \( M \) \( [\text{Ha}, \text{Proposition II.5.15}] \).
2. Two finitely generated \( \mathbb{Z} \)-graded modules \( M, N \) satisfy \( \widetilde{M} \cong \widetilde{N} \) as sheaves if and only if there is an isomorphism of graded modules \( M_{\geq n} \cong N_{\geq n} \) for some \( n \in \mathbb{Z} \) \( [\text{Ha}, \text{Exercise II.5.9}] \).

We can interpret the lemma above in the following way: the coherent sheaves on a projective scheme \( \text{proj} \, A \) can be defined purely in terms of the \( \mathbb{Z} \)-graded modules over \( A \), by identifying those finitely generated \( \mathbb{Z} \)-graded modules with isomorphic tails. The scheme \( \text{proj} \, A \) and its open cover play no role in this description. One can use this idea to define a noncommutative analog of the category of coherent sheaves, as follows.

**Definition 4.3.** Let \( A \) be a noetherian finitely graded \( k \)-algebra. Let \( \text{gr} \, A \) be the Abelian category of finitely generated \( \mathbb{Z} \)-graded right \( A \)-modules. Let \( \text{tors} \, A \) be its full subcategory of graded modules \( M \) with \( \dim_k M < \infty \); we call such modules torsion in this context. We define a new Abelian category \( \text{qgr} \, A \). The objects in this category are the same as the objects in \( \text{gr} \, A \), and we let \( \pi : \text{gr} \, A \to \text{qgr} \, A \) be the identity map on objects. The morphisms are defined for \( M, N \in \text{gr} \, A \) by

\[
\text{Hom}_{\text{qgr} \, A}(\pi(M), \pi(N)) = \lim_{n \to \infty} \text{Hom}_{\text{gr} \, A}(M_{\geq n}, N),
\]

where the direct limit on the right is taken over the maps of abelian groups \( \text{Hom}_{\text{gr} \, A}(M_{\geq n}, N) \to \text{Hom}_{\text{gr} \, A}(M_{\geq n+1}, N) \) induced by the inclusion homomorphisms \( M_{\geq n+1} \to M_{\geq n} \).

The pair \((\text{qgr} \, A, \pi(A))\) is called the noncommutative projective scheme associated to the graded ring \( A \). The object \( \pi(A) \) is called the distinguished object and plays the role of the structure sheaf. The map \( \pi : \text{gr} \, A \to \text{qgr} \, A \) is a functor, the quotient functor, which sends the morphism \( f : M \to N \) to \( f|M_{\geq 0} \in \text{Hom}(M_{\geq 0}, N) \) in the direct limit.

The passage from \( \text{gr} \, A \) to \( \text{qgr} \, A \) in the definition above is a special case of a more general abstract construction called a quotient category. See \( [\text{AZ1}] \text{ Section 2} \) for more discussion. It may seem puzzling at first that \( \text{gr} \, A \) and \( \text{qgr} \, A \) are defined to have the same set of objects. However, some objects in \( \text{qgr} \, A \) become isomorphic to each other that were not isomorphic in \( \text{gr} \, A \), so there is indeed a kind of quotiening of the set of objects, at the level of isomorphism classes. For example, it is easy to see from the definition that \( \pi(M) \cong \pi(M_{\geq n}) \) in the category \( \text{qgr} \, A \), for any graded module \( M \) and \( n \in \mathbb{Z} \) (Exercise 4.2).

**Example 4.5.** If \( A \) is a commutative finitely graded \( k \)-algebra, generated by \( A_1 \), then there is an equivalence of categories \( \Phi : \text{qgr} \, A \to \text{coh} \, X \), where \( \text{coh} \, X \) is the category of coherent sheaves
on $X = \text{proj} A$, and where $\Phi(\pi(A)) = \mathcal{O}_X$ [Ha Exercise II.5.9]. Thus commutative projective schemes (or more properly, their categories of coherent sheaves) are special cases of noncommutative projective schemes.

The definition of a noncommutative projective scheme is indicative of a general theme in noncommutative geometry. Often there are many equivalent ways of thinking about a concept in the commutative case. For example, the idea of a point module of a commutative finitely graded algebra $B$ and the idea of a (closed) point of $\text{proj} B$ (that is, a maximal element among nonirrelevant homogeneous prime ideals) are just two different ways of getting at the same thing. But their analogues in the noncommutative case are very different, and point modules are more interesting for the quantum plane, say, than prime ideals are. Often, in trying to generalize commutative concepts to the noncommutative case, one has to find a way to formulate the concept in the commutative case, often not the most obvious one, whose noncommutative generalization gives the best intuition.

We have now defined a noncommutative projective scheme associated to any connected finitely graded $k$-algebra. This raises many questions, for instance, what are these categories like? What can one do with this construction? We will first give some more examples of these noncommutative schemes, and then we will discuss some of the interesting applications.

4.1. Examples of noncommutative projective schemes. It is natural to study the category $\text{qgr}-A$ in the special case that $A$ is an Artin-Schelter regular algebra. We will see that for such $A$ of global dimension 2, the category $\text{qgr}-A$ is something familiar. For $A$ of global dimension 3 one obtains new kinds of categories, in general.

First, we study a useful general construction.

Definition 4.6. Let $A$ be an $\mathbb{N}$-graded $k$-algebra. Given a graded algebra automorphism $\tau : A \to A$, the Zhang twist of $A$ by $\tau$ is a new algebra $B = A^\tau$. It has the same underlying graded $k$-vector space as $A$, but a new product $\star$ defined on homogenous elements by $a \star b = a\tau^m(b)$ for $a \in B_m, b \in B_n$.

The reader may easily verify that the product on $A^\tau$ is associative. Given an $\mathbb{N}$-graded $k$-algebra $A$, let $\text{Gr}-A$ be its Abelian category of $\mathbb{Z}$-graded $A$-modules. One of the most important features of the twisting construction is that it preserves the category of graded modules.

Theorem 4.7. [Zh1 Theorem 1.1] For any $\mathbb{N}$-graded $k$-algebra $A$ with graded automorphism $\tau : A \to A$, there is an equivalence of categories $F : \text{Gr}-A \to \text{Gr}-A^\tau$. The functor $F$ is given on objects by $M \mapsto M^\tau$, where $M^\tau$ is the same as $M$ as a $\mathbb{Z}$-graded $k$-space, but with new $A^\tau$-action $\star$ defined by $x \star b = x\tau^m(b)$, for $x \in M_m, b \in A_n$. The functor $F$ acts as the identity map on morphisms.

Proof. Given $M \in \text{Gr}-A$, the proof that $M^\tau$ is indeed an $A^\tau$-module is formally the same as the proof that $A^\tau$ is associative, and it is obvious that $F$ is a functor.

Now $\tau : A^\tau \to A^\tau$, given by the same underlying map as $\tau : A \to A$, is an automorphism of $A^\tau$ as well. Thus we can define the twist $(A^\tau)^{\tau^{-1}}$, which is isomorphic to $A$ again via the identity map of the underlying $k$-space. Thus we also get a functor $G : \text{Gr}-A^\tau \to \text{Gr}-A$ given by $N \mapsto N^{\tau^{-1}}$. The reader may easily check that $F$ and $G$ are inverse equivalences of categories.

The reader may find more details about the twisting construction defined above in [Zh1]. In fact, Zhang defined a slightly more general kind of twist depending on a twisting system instead of just a choice of graded automorphism, and proved that these more general twists of a connected finitely graded algebra $A$ with $A_1 \neq 0$ produce all $\mathbb{N}$-graded algebras $B$ such that $\text{Gr}-A$ and $\text{Gr}-B$ are equivalent categories [Zh1 Theorem 1.2].

Suppose now that $A$ is finitely graded and noetherian. Given the explicit description of the equivalence $\text{Gr}-A \to \text{Gr}-A^\tau$ in Theorem 4.7, it is clear that it restricts to the subcategories of finitely generated modules to give an equivalence $\text{gr}-A \to \text{gr}-A^\tau$. Moreover, the subcategories of modules which are torsion (that is, finite-dimensional over $k$) also correspond, and so one gets an
equivalence $\text{qgr-}A \rightarrow \text{qgr-}A^\tau$, under which the distinguished objects $\pi(A)$ and $\pi(A^\tau)$ correspond. Since a commutative graded ring typically has numerous noncommutative Zhang twists, this can be used to give many examples of noncommutative graded rings whose noncommutative projective schemes are simply isomorphic to commutative projective schemes.

**Example 4.8.** Let $A = k[x, y]$ be a polynomial ring, with graded automorphism $\sigma : A \rightarrow A$ given by $\sigma(x) = x, \sigma(y) = y - x$. In $B = A^\tau$ we calculate $x \star y = x(y - x), y \star x = xy, x \star x = x^2$. Thus we have the relation

\[ x \star y - y \star x + x \star x = 0. \]

Then there is a surjection $C = k(x, y)/(yx - xy - x^2) \rightarrow B$, where $C$ is the Jordan plane from Examples 4.8. Since $h_C(t) = 1/(1 - t)^2$ and $h_B(t) = h_A(t) = 1/(1 - t)^2, B \cong C$. Now there is an equivalence of categories $\text{qgr-}B \simeq \text{qgr-}A$ by the remarks above. Since $\text{qgr-}A \simeq \text{coh}\mathbb{P}^1$ by Example 4.5, we see that the noncommutative projective scheme $\text{qgr-}C$ associated to the Jordan plane is just the commutative scheme $\mathbb{P}^1$.

A similar argument shows that the quantum plane $C$ from Examples 4.10 is also isomorphic to a twist of $k[x, y]$, and so $\text{qgr-}C \simeq \text{coh}\mathbb{P}^1$ for the quantum plane also.

**Example 4.9.** Consider the quantum polynomial ring $A = k\langle x, y, z \rangle/(yx - pxy, zy - qyz, xz - rzz)$ from Example 4.8. It is easy to check that $A$ is isomorphic to a Zhang twist of $k[x, y, z]$ if and only if $pqr = 1$ (Exercise 4.3). Thus when $pqr = 1$, one has $\text{qgr-}A \simeq \text{qgr-}k[x, y, z] \simeq \text{coh}\mathbb{P}^2$. We also saw in Example 4.8 that $A$ has point modules parametrized by $\mathbb{P}^2$ in this case. This can also also be proved using Zhang twists: it is clear that the isomorphism classes of point modules of $B$ and $B^\tau$ are in bijection under the equivalence of categories $\text{gr-}B \simeq \text{gr-}B^\tau$, for any finitely graded algebra $B$.

On the other hand, when $pqr \neq 1$, we saw in Example 4.8 that the point modules of $A$ are parametrized by a union of three lines. In this case it is known that $\text{qgr-}A$ is not equivalent to the category of coherent sheaves on any commutative projective scheme, although we do not prove this assertion here. It is still appropriate to think of the noncommutative projective scheme $\text{qgr-}A$ as a kind of noncommutative $\mathbb{P}^2$, but this noncommutative projective plane has only a one-dimensional subscheme of closed points on it.

4.2. **Coordinate rings.** Above, we associated a category $\text{qgr-}A$ to a noetherian finitely graded algebra $A$. It is important that one can also work in the other direction and construct graded rings from categories.

**Definition 4.10.** Let $\mathcal{C}$ be an Abelian category such that each $\text{Hom}_C(\mathcal{F}, \mathcal{G})$ is a $k$-vector space, and such that composition of morphisms is $k$-bilinear; we say that $\mathcal{C}$ is a $k$-linear Abelian category. Let $\mathcal{O}$ be an object in $\mathcal{C}$ and let $s : \mathcal{C} \rightarrow \mathcal{C}$ be an autoequivalence, that is, an equivalence of categories from $\mathcal{C}$ to itself. Then we define an $\mathbb{N}$-graded $k$-algebra $B = B(\mathcal{C}, \mathcal{O}, s) = \bigoplus_{n \geq 0} \text{Hom}_C(\mathcal{O}, s^n \mathcal{O})$, where the product is given on homogeneous elements $f \in B_m, g \in B_n$ by $f \circ g = s^n(f) \circ g$.

In some nice cases, the construction above allows one to recover a finitely graded algebra $A$ from the data of its noncommutative projective scheme $(\text{qgr-}A, \pi(A))$ and a natural shift functor.

**Proposition 4.11.** Let $A$ be a noetherian finitely graded $k$-algebra with $A \neq k$. Let $C = \text{qgr-}A$ and let $s = (1)$ be the autoequivalence of $C$ induced from the shift functor $M \mapsto M(1)$ on modules $M \in \text{gr-}A$. Let $\mathcal{O} = \pi(A)$.

(1) There is a canonical homomorphism of rings $\phi : A \rightarrow B(\mathcal{C}, \mathcal{O}, s)$. The kernel $\ker \phi$ is finite-dimensional over $k$ and is $0$ if $A$ is a domain.

(2) If $\text{Ext}^1_A(k_A, A_A)$ is finite-dimensional over $k$, then $\ker \phi$ is also finite-dimensional; this is always the case if $A$ is commutative. Moreover, if $\text{Ext}^1_A(k_A, A_A) = 0$, then $\phi$ is surjective.
Proof. Let $B = B(C, O, s)$. Then

$$B = \bigoplus_{n \geq 0} \text{Hom}_C(O, s^n(O)) = \bigoplus_{n \geq 0} \lim_{i \to \infty} \text{Hom}_{gr-A}(A_{\geq i}, A(n)) = \lim_{i \to \infty} \text{Hom}_{A}(A_{\geq i}, A)_{\geq 0}. $$

Thus there is a map $\phi : A \to B$ which sends a homogeneous element $x \in A_n$ to the corresponding element $l_x \in \text{Hom}_{A}(A, A)$ in the $i = 0$ part of this direct limit, where $l_x(y) = xy$. It is easy to see from the definition of the multiplication in $B$ that $\phi$ is a ring homomorphism. For each exact sequence $0 \to A_{\geq i} \to A \to A/A_{\geq i} \to 0$ we can apply $\text{Hom}_{A}(-, A)_{\geq 0}$, and write the corresponding long exact sequence in $\text{Ext}$. It is easy to see that the direct limit of exact sequences of Abelian groups is exact, so we obtain an exact sequence

$$0 \to \lim_{i \to \infty} \text{Hom}_{A}(A/A_{\geq i}, A)_{\geq 0} \to A \xrightarrow{\phi} B \to \lim_{i \to \infty} \text{Ext}^1_{A}(A/A_{\geq i}, A)_{\geq 0} \to 0. $$

The proof is finished by showing that $\lim_{i \to \infty} \text{Ext}^1_{A}(A/A_{\geq i}, A)_{\geq 0}$ is finite dimensional (or 0) as long as $\text{Ext}^1_{A}(k, A)$ is finite dimensional (or 0, respectively). We ask the reader to complete the proof in Exercise 4.4. Note that $\text{Hom}_{A}(k, A)$ is certainly finite-dimensional, since $A$ is noetherian, and $\text{Hom}_{A}(k, A) = 0$ if $A$ is a domain (since $A \neq k$). The claim that $\text{Ext}^1_{A}(k, A)$ is always finite-dimensional in the commutative case is also part of Exercise 4.4.

The proposition above shows that for a noetherian finitely graded domain $A$, one recovers $A$ in large degree from its category $\text{qgr-A}$, as long as $\text{Ext}^1_{A}(k, A)$ is finite-dimensional. This kind of interplay between categories and graded rings is very useful.

Interestingly, it is not always true for a noncommutative finitely graded algebra that $\text{Ext}^1_{A}(k, A)$ is finite-dimensional. We ask the reader to work through an example, which was first given by Stafford and Zhang in [SZZh], in Exercise 4.5. More generally, Artin and Zhang defined the $\chi$-conditions in [AZ1], as follows. A finitely graded noetherian algebra $A$ satisfies $\chi_i$ if $\text{Ext}^j_{A}(k, M)$ is finite-dimensional for all finitely generated $\mathbb{Z}$-graded $A$-modules $M$ and for all $j \leq i$; the algebra $A$ satisfies $\chi_i$ if it satisfies $\chi_i$ for all $i \geq 0$. If $A$ satisfies $\chi_i$, this is enough for the map $\phi : A \to B(C, O, s)$ of Proposition 4.11 to have finite-dimensional cokernel, but other parts of the theory (such as the cohomology we discuss below) really work well only for graded rings satisfying the full $\chi$ condition. Fortunately, $\chi$ holds for many important classes of rings, for example noetherian AS-regular algebras [AZ1, Theorem 8.1].

### 4.3 Twisted homogeneous coordinate rings.

Twisted homogeneous coordinate rings already made a brief appearance at the end of the previous lecture, in the outline of the classification of AS-regular algebras of dimension 3. Because such rings are defined purely geometrically, the analysis of their properties often reduces to questions of commutative algebraic geometry. These rings also occur naturally (for example, in the study of regular algebras, as we have already seen), and in some cases would be very difficult to study and understand without the geometric viewpoint.

We now give the precise definition of twisted homogeneous coordinate rings, relate them to the general coordinate ring construction of the previous section, and work through an example.

**Definition 4.12.** Let $X$ be a projective scheme defined over the base field $k$. Let $\mathcal{L}$ be an invertible sheaf on $X$, and let $\sigma : X \to X$ be an automorphism of $X$. We use the notation $\mathcal{F}^\sigma$ for the pullback sheaf $\sigma^*(\mathcal{F})$. Let $\mathcal{L}_n = \mathcal{L} \otimes \mathcal{L}^\sigma \otimes \cdots \otimes (\mathcal{L})^{n-1}$ for each $n \geq 1$, and let $\mathcal{L}_0 = O_X$. Let $H^0(X, \mathcal{F})$ be the global sections $\mathcal{F}(X)$ of a sheaf $\mathcal{F}$. For any sheaf, there is a natural pullback of global sections map $\sigma^* : H^0(X, \mathcal{F}) \to H^0(X, \mathcal{F}^\sigma)$.

We now define a graded ring $B = B(X, L, \sigma) = \bigoplus_{n \geq 0} B_n$, called the twisted homogeneous coordinate ring associated to this data. Set $B_n = H^0(X, \mathcal{L}_n)$ for $n \geq 0$, and define the multiplication $B_n \otimes B_m \to B_{n+m}$ by

$$b \cdot b' = \sum_{j=0}^{\min(n,m)} \sigma^j(b) \cdot \sigma^{n-j}(b').$$

This construction is a ring homomorphism from $B_0 \otimes B_0$ to $B_0$. The graded ring $B$ is noetherian if $\mathcal{L}_n$ is a finite-dimensional $A$-module for all $n > 0$. We refer the reader to Exercise 4.6 for a more detailed analysis of twisted homogeneous coordinate rings.
on $B_m \otimes_k B_n$ via the following chain of maps:

$$H^0(X, \mathcal{L}_m) \otimes H^0(X, \mathcal{L}_n) \overset{1 \otimes \sigma(m)^*}{\longrightarrow} H^0(X, \mathcal{L}_m) \otimes H^0(X, \mathcal{L}_n^\sigma) \overset{\mu}{\longrightarrow} H^0(X, \mathcal{L}_m \otimes \mathcal{L}_n^\sigma) = H^0(X, \mathcal{L}_{m+n}),$$

where $\mu$ is the natural multiplication of global sections map.

We can also get these rings as a special case of the construction in the previous section. Consider $\mathcal{C} = \text{coh} X$ for some projective $k$-scheme $X$. If $\mathcal{L}$ is an invertible sheaf on $X$, then $\mathcal{L} \otimes \mathcal{O}_X$ is an autoequivalence of $\mathcal{C}$. For any automorphism $\sigma$ of $X$, the pullback map $\sigma^*(-)$ is also an autoequivalence of the category $\mathcal{C}$. It is known that in fact an arbitrary autoequivalence of $\mathcal{C}$ must be a composition of these two types, in other words it must have the form $s = (\mathcal{L} \otimes \sigma^*(-))$ for some $\mathcal{L}$ and $\sigma$ [AV, Proposition 2.15], [AZ1, Corollary 6.9]. Now we may define the ring $B = B(\mathcal{C}, \mathcal{O}_X, s)$, and an exercise in tracing through the definitions shows that this ring is isomorphic to the twisted homogeneous coordinate ring $B(X, \mathcal{L}, \sigma)$ defined above.

It is also known when qgr-$B$ recovers the category coh $X$. Recalling that $\mathcal{L}_n = \mathcal{L} \otimes \mathcal{L}^\sigma \otimes \cdots \mathcal{L}^\sigma n-1$, then $\mathcal{L}$ is called $\sigma$-ample if for any coherent sheaf $\mathcal{F}$, one has $H^i(X, \mathcal{F} \otimes \mathcal{L}_n) = 0$ for all $n \gg 0$ and all $i \geq 1$. When $\sigma = 1$, this is just one way to define the ampleness of $\mathcal{L}$ in the usual sense [Ha Proposition III.5.3]. In fact, Keeler completely characterized $\sigma$-ampleness [Ke Theorem 1.2]. In particular, when $X$ has at least one $\sigma$-ample sheaf, then $\mathcal{L}$ is $\sigma$-ample if and only if $\mathcal{L}_n$ is ample for some $n \geq 1$, so it is easy to find $\sigma$-ample sheaves in practice. When $\mathcal{L}$ is $\sigma$-ample, then $B = B(X, \mathcal{L}, \sigma)$ is noetherian and qgr-$B \sim \text{coh} X$ [AV] Theorems 1.3, 1.4], and so this construction produces many different “noncommutative coordinate rings” of $X$.

It can be difficult to get a intuitive feel for the twisted homogeneous coordinate ring construction, so we work out the explicit details of a simple example.

**Example 4.13.** We calculate a presentation for $B(\mathbb{P}^1, \mathcal{O}(1), \sigma)$, where $\sigma : \mathbb{P}^1 \to \mathbb{P}^1$ is given by the explicit formula $(a : b) \mapsto (a : a + b)$, and $\mathcal{O}(1)$ is the twisting sheaf of Serre as in [Ha, Sec. II.5].

Let $R = k[x, y]$ and $\mathbb{P}^1 = \text{proj} R$, with its explicit open affine cover $U_1 = \text{Spec} R(x) = \text{Spec} k[u]$, and $U_2 = \text{Spec} R(y) = \text{Spec} k[u^{-1}]$, where $u = yx^{-1}$. Then the field of rational functions of $\mathbb{P}^1$ is explicitly identified with the field $k(u)$, the fraction field of both $R(x)$ and $R(y)$. Let $K$ be the constant sheaf on $\mathbb{P}^1$ whose value is $k(u)$ on every nonempty open set. In doing calculations with a twisted homogeneous coordinate ring on an integral scheme, it is useful to embed all invertible sheaves explicitly in the constant sheaf of rational functions $K$, which is always possible by [Ha Prop. II.6.13]. The sheaf $\mathcal{O}(1)$ is defined abstractly as the coherent sheaf $\widetilde{R(1)}$ associated to the graded module $R(1)$ as in [Ha, Section II.5], but it is not hard to see that $\mathcal{O}(1)$ is isomorphic to the subsheaf $\mathcal{L}$ of $K$ generated by the global sections $1, u$, whose sections on the two open sets of the cover are

$$\mathcal{L}(U_1) = 1k[u] + uk[u] = k[u] \quad \text{and} \quad \mathcal{L}(U_2) = 1k[u^{-1}] + uk[u^{-1}] = uk[u^{-1}].$$

Then the space of global sections of $\mathcal{L}$ is just the intersection of the sections on the two open sets, namely $H^0(\mathbb{P}^1, \mathcal{L}) = k + ku$.

The automorphism of $\mathbb{P}^1$ induces an automorphism of the field $k(u)$, defined on rational functions $f : \mathbb{P}^1 \to k$ by $f \mapsto f \circ \sigma$. We call this automorphism $\sigma$ also, and it is straightforward to calculate the formula $\sigma(u) = u + 1$. Then given an invertible subsheaf $\mathcal{M} \subseteq \mathcal{K}$, such that $\mathcal{M}$ is generated by its global sections $V = H^0(\mathbb{P}^1, \mathcal{M})$, the subsheaf of $\mathcal{K}$ generated by the global sections $\sigma^n(V)$ is isomorphic to the pullback $\mathcal{M}^{\sigma^n}$. In our example, letting $V = k + ku$, then $\mathcal{L}^{\sigma^1}$ is the subsheaf of $\mathcal{K}$ generated by $\sigma^1(V) = V$ (that is, $\mathcal{L}^{\sigma^1} = \mathcal{L}$) and $\mathcal{L}_n = \mathcal{L} \otimes \mathcal{L}^\sigma \otimes \cdots \mathcal{L}^\sigma n-1$ is the sheaf generated by $V_n = V \sigma(V) \cdots \sigma^{n-1}(V) = V^n = k + ku + \cdots + ku^n$. Also, $H^0(\mathbb{P}^1, \mathcal{L}_n) = V_n$, by intersecting the sections on each of the two open sets, as for $n = 1$ above. (We caution that in more general examples, $\mathcal{L}_n$ is not isomorphic to $\mathcal{L}^{\sigma^n}$.)
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Finally, with all of our invertible sheaves $\mathcal{M}, \mathcal{N}$ explicitly embedded in $k(u)$, the pullback of global sections map $\sigma^*: H^0(\mathbb{P}^1, \mathcal{M}) \to H^0(\mathbb{P}^1, \mathcal{M}^\sigma)$ is simply given by applying the automorphism $\sigma$ of $k(u)$, and the multiplication of sections map $H^0(\mathbb{P}^1, \mathcal{M}) \otimes H^0(\mathbb{P}^1, \mathcal{N}) \to H^0(\mathbb{P}^1, \mathcal{M} \otimes \mathcal{N})$ is simply multiplication in $k(u)$. Thus $B = B(\mathbb{P}^1, L, \sigma) = \bigoplus_{n \geq 0} V_n$, with multiplication on homogeneous elements $f \in V_n, g \in V_n$ given by $f \star g = f \sigma^m(g)$. It easily follows that $B$ is generated in degree 1, and putting $v = 1, w = u \in V_1$, we immediately calculate $v \star w = (u + 1), w \star v = u, v \star v = 1$, giving the relation $v \star w = w \star v + v \star v$. It follows that there is a surjective graded homomorphism $A = k(x, y)/(xy - yx - x^2) \to B$. But $A$ is easily seen to be isomorphic to the Jordan plane from Examples 1.10 (apply the change of variable $x \mapsto -x, y \mapsto y$). So $A$ and $B$ have the same Hilbert series, and we conclude that $A \cong B$.

The quantum plane also arises as a twisted homogeneous coordinate ring of $\mathbb{P}^1$, by a similar calculation as in the previous example. Of course, this is not the simplest way to describe the Jordan and quantum planes. The point is that many less trivial examples, such as the important case $B(E, L, \sigma)$ where $E$ is an elliptic curve, do not arise in a more naïve way. The twisted homogeneous coordinate ring formalism is the simplest way of defining these rings, and their properties are most easily analyzed using geometric techniques. For more details about twisted homogeneous coordinate rings, see the original paper of Artin and Van den Bergh [AV] and the work of Keeler [Ke].

4.4. Further applications. Once one has a category qgr-$A$ associated to a finitely graded noetherian $k$-algebra $A$, one can try to formulate and study all sorts of geometric concepts, such as points, lines, closed and open subsets, and so on, using this category. As long as a geometric concept for a projective scheme can be phrased in terms of the category of coherent sheaves, then one can attempt to transport it to noncommutative projective schemes. For example, see [Sm1], [Sm2] for some explorations of the notions of open and closed subsets and morphisms for noncommutative schemes.

If $X$ is a commutative projective $k$-scheme, then for each point $x \in X$ there is a corresponding skyscraper sheaf $k(x) \in \text{coh } X$, with stalks $\mathcal{O}_x \cong k$ and $\mathcal{O}_y = 0$ for all closed points $y \neq x$. This is obviously a simple object in the Abelian category $\text{coh } X$ (that is, it has no subobjects other than 0 and itself) and it is not hard to see that such skyscraper sheaves are the only simple objects in this category. Since simple objects of $\text{coh } X$ correspond to points of $X$, so one may think of the simple objects of qgr-$A$ in general as the “points” of a noncommutative projective scheme. This connects nicely with the previous lecture, as follows.

Example 4.14. Let $M$ be a point module for a finitely graded noetherian $k$-algebra $A$ which is generated in degree 1. We claim that $\pi(M)$ is a simple object in the category qgr-$A$. For, note that the only graded submodules of $M$ are 0 and the tails $M_{\geq n}$ for $n \geq 0$. Also, all tails of $M$ have $\pi(M_{\geq n}) = \pi(M)$ in qgr-$A$ (Exercise 4.1). Given a nonzero subobject of $\pi(M)$, it has the form $\pi(N)$ for some graded $A$-module $N$, and the monomorphism $\pi(N) \to \pi(M)$ corresponds to some nonzero element of $\text{Hom}_{\text{qgr}}(N_{\geq n}, M)$, whose image must therefore be a tail of $M$; but then the map $\pi(N) \to \pi(M)$ is an epimorphism and hence an isomorphism. Thus $\pi(M)$ is simple, as claimed.

A similar proof shows that given an arbitrary finitely generated $\mathbb{Z}$-graded module $M$ of $A$, $\pi(M)$ is a simple object in qgr-$A$ if and only if every graded submodule $N$ of $M$ has $\dim_k M/N < \infty$ (or equivalently, $M_{\geq n} \subseteq N$ for some $n$). Such modules are called 1-critical (with respect to Krull dimension; see [GW, Chapter 15]). It is possible for a finitely graded algebra $A$ to have such modules $M$ which are bigger than point modules; for example, some AS-regular algebras of dimension 3 have 1-critical modules $M$ with $\dim_k M_n = d$ for all $n \gg 0$, some $d > 1$ [ATV2, Note 8.43]. The corresponding simple object $\pi(M)$ in qgr-$A$ is sometimes called a fat point.
One of the most important tools in algebraic geometry is the cohomology of sheaves. One possible approach is via Čech cohomology [Ha, Section III.4], which is defined using an open affine cover of the scheme, and thus doesn’t generalize in an obvious way to noncommutative projective schemes. However, the modern formulation of sheaf cohomology due to Grothendieck, which uses injective resolutions, generalizes easily. Recall that if $X$ is a (commutative) projective scheme and $\mathcal{F}$ is a quasi-coherent sheaf on $X$, then one defines its cohomology groups by $H^i(X, \mathcal{F}) = \text{Ext}^i_{\text{Qcoh}\, X}(\mathcal{O}_X, \mathcal{F})$ [Ha, Section III.6]. Although the category of quasi-coherent sheaves does not have enough projectives, it has enough injectives, so such Ext groups can be defined using an injective resolution of $\mathcal{F}$. It is not sufficient to work in the category of coherent sheaves here, since injective sheaves are usually non-coherent.

Given a finitely graded noetherian $k$-algebra $A$, we defined the category $\text{qgr-}A$, which is an analog of coherent sheaves. We did not define an analog of quasi-coherent sheaves above, for reasons of simplicity only. In general, one may define a category $\text{Qgr-}A$, by starting with the category $\text{Gr-}A$ of all $\mathbb{Z}$-graded $A$-modules and defining an appropriate quotient category by the subcategory of torsion modules, where the torsion modules in this case are the direct limits of finite-dimensional modules. The category $\text{Qgr-}A$ is the required noncommutative analog of the category of quasi-coherent sheaves. We omit the precise definition of $\text{Qgr-}A$, which requires a slightly more complicated definition of the Hom sets than [4.4]; see [AZ1, Section 2]. Injective objects and injective resolutions exist in $\text{Qgr-}A$, so Ext is defined. Thus the natural generalization of Grothendieck’s definition of cohomology is $H^i(\text{Qgr-}A, \mathcal{F}) = \text{Ext}^i_{\text{Qgr-}A}(\pi(A), \mathcal{F})$, for any object $\mathcal{F} \in \text{Qgr-}A$. See [AZ1, Section 7] for more details.

Once the theory of cohomology is in place, many other concepts related to cohomology can be studied for noncommutative projective schemes. To give just one example, there is a good analog of Serre duality, which holds a number of important cases [YZ]. In another direction, one can study the bounded derived category $D^b(\text{qgr-}A)$, and ask (for example) when two such derived categories are equivalent, as has been studied for categories of commutative coherent sheaves.

We close this lecture by connecting it more explicitly with the second lecture. Since AS-regular algebras $A$ are intuitively noncommutative analogs of (weighted) polynomial rings, their noncommutative projective schemes $\text{qgr-}A$ should be thought of as analogs of (weighted) projective spaces. Thus these should be among the most fundamental noncommutative projective schemes, and this gives another motivation for the importance of regular algebras. One difficult aspect of the noncommutative theory, however, is a lack of a general way to find projective embeddings. Many important examples of finitely graded algebras $A$ are isomorphic to factor algebras of AS-regular algebras $B$, and thus $\text{qgr-}A$ can be thought of as a closed subscheme of the noncommutative projective space $\text{qgr-}B$. However, there is as yet no theory showing that some reasonably general class of graded algebras must arise as factor algebras of AS-regular algebras.

4.5. Exercise Set 4.

1. Show that the graded prime ideals of the quantum plane $k\langle x, y \rangle/(yx - qxy)$ (for $q$ not a root of 1) and the Jordan plane $k\langle x, y \rangle/(yx - xy - x^2)$ are as claimed in Example 4.4.

2. Let $A$ be a connected finitely graded noetherian $k$-algebra. Given two finitely generated $\mathbb{Z}$-graded $A$-modules $M$ and $N$, prove that $\pi(M) \cong \pi(N)$ in $\text{qgr-}A$ if and only if there is $n \geq 0$ such that $M_{\geq n} \cong N_{\geq n}$ in $\text{gr-}A$, in other words two modules are isomorphic in the quotient category if and only if they have isomorphic tails.

3. Prove that the quantum polynomial ring of Example 4.9 is isomorphic to a Zhang twist of $R = k[x, y, z]$ if and only if $pqr = 1$. (Hint: what are the degree 1 normal elements of $R^\sigma$ for a given graded automorphism $\sigma$?)
4. Complete the proof of Proposition 4.11 in the following steps.
   (a) Show that if $\text{Ext}_A^j(k, A)$ is finite dimensional, then $\lim_{i \to \infty} \text{Ext}_A^j(A/A_{\geq i}, A)_{\geq 0}$ is also finite-dimensional. Show that if $\text{Ext}_A^j(k, A) = 0$, then $\lim_{i \to \infty} \text{Ext}_A^j(A/A_{\geq i}, A)_{\geq 0} = 0$. (Hint: consider the long exact sequence in Ext associated to $0 \to K \to A/A_{\geq i+1} \to A/A_{\geq i} \to 0$, where $K$ is isomorphic to a direct sum of copies of $k_A(-i)$.)
   (b) If $A$ is commutative, show that $\text{Ext}_A^j(k, A)$ is finite-dimensional for all $j \geq 0$. (Hint: calculate Ext in two ways: with a projective resolution of $k_A$, and with an injective resolution of $A_A$.)

5. Assume that $\text{char } k = 0$. Let $B = k(x, y)/(yx - xy - x^2)$ be the Jordan plane. Let $A = k + By$, which is a graded subring of $B$. It is known that the ring $A$ is noetherian (see [StZh, Theorem 2.3] for a proof).
   (a) Show that $A$ is the idealizer of the left ideal $By$ of $B$, that is, $A = \{z \in B| Byz \subseteq By\}$.
   (b) Show that as a graded right $A$-module, $(B/A)_A$ is isomorphic to the infinite direct sum $\bigoplus_{n \geq 1} k_A(-n)$.
   (c) Show for each $n \geq 1$ that the natural map $\text{Hom}_A(A, A) \to \text{Hom}_A(A_{\geq 1}, A)$ is not surjective in degree $n$, by finding an element in the latter group corresponding to $x \in B_n \setminus A_n$. Conclude that the homomorphism $A \to B(qgr-A, \pi(A), (1))$ constructed in Proposition 4.11 has infinite-dimensional cokernel, and that $\text{Ext}_A^1(k, A)$ is infinite-dimensional.

5. Lecture 5: Classification of noncommutative curves and surfaces

Many of the most classical results in algebraic geometry focus on the study of curves and surfaces, for example as described in [Ha, Chapters IV, V]. Naturally, one would like to develop a comparatively rich theory of noncommutative curves and surfaces, especially their classification. The canonical reference on noncommutative curves and surfaces is the survey article by Stafford and Van den Bergh [StV], which describes the state of the subject as of 2001. While there are strong classification results for noncommutative curves, the classification of noncommutative surfaces is very much a work in progress. In this lecture we describe some of the theory of noncommutative curves and surfaces, including some more recent work not described in [StV], especially the special case of birationally commutative surfaces. We then close with a brief overview of some other recent themes in noncommutative projective geometry. By its nature this lecture is more of a survey, so we will be able to give fewer details, and do not include exercises.

5.1. Classification of noncommutative projective curves. While there is no single definition of what a noncommutative curve or surface should be, one obvious approach to the projective case is to take finitely graded noetherian algebras $A$ with $\text{GKdim}(A) = d + 1$, and consider the corresponding noncommutative projective schemes $\text{qgr}-A$ as the $d$-dimensional noncommutative projective schemes. Thus curves correspond to algebras of GK-dimension 2 and surfaces to algebras of GK-dimension 3. In much of the preceding lectures we have concentrated on domains $A$ only, in which case one can think of $\text{qgr}-A$ as being an analog of an integral projective scheme, or a variety. We continue to focus on domains in this lecture.

To study noncommutative projective (integral) curves, we consider finitely graded domains $A$ with $\text{GKdim}(A) = 2$. Artin and Stafford proved very strong results about the structure of these, as we will see in the next theorem. First, we need to review a few more definitions. Given a $k$-algebra $R$ with automorphism $\sigma: R \to R$, the skew-Laurent ring $R[t, t^{-1}; \sigma]$ is a $k$-algebra whose elements are Laurent polynomials $\sum_{i=a}^{-b} r_i t^i$ with $a \leq b$ and $r_i \in R$, and with the unique associative multiplication rule determined by $ta = \sigma(a)t$ for all $a \in R$ (see [GW, Chapter 1]). Assume now that $A$ is a finitely graded domain with $A \not= k$ and $\text{GKdim}(A) < \infty$. In this case, one can localize
A at the set of nonzero homogeneous elements in \( A \), obtaining its graded quotient ring \( Q = Q_{gr}(A) \). Since every homogeneous element of \( Q \) is a unit, \( Q_0 = D \) is a division ring. Moreover, if \( d \geq 1 \) is minimal such that \( Q_d \neq 0 \), then choosing any \( 0 \neq t \in Q_d \) the elements in \( Q \) are Laurent polynomials of the form \( \sum_{i=m}^{n} a_i t^i \) with \( a_i \in D \). If \( \sigma : D \rightarrow D \) is the automorphism given by conjugation by \( t \), that is \( a \rightarrow tat^{-1} \), then one easily sees that \( Q \cong D[t, t^{-1}; \sigma] \). For example, if \( A \) is commutative and generated in degree 1, then \( Q_{gr}(A) = k(X)[t, t^{-1}] \), where \( k(X) \) must be the field of rational functions of \( X = \text{proj} A \), since it is the field of fractions of each \( A(x) \) with \( x \in A_1 \). Thus, for a general finitely graded \( A \) the division ring \( D \) may be thought of as a noncommutative analogue of a rational function field.

The following theorem of Artin and Stafford shows that noncommutative projective integral curves are just commutative curves. Recall that our standing convention is that \( k \) is algebraically closed.

**Theorem 5.1.** [AS1] Theorems 0.1, 0.2] Let \( A \) be a finitely graded domain with \( \text{GKdim} \ A = 2 \).

1. The graded quotient ring \( Q_{gr}(A) \) of \( A \) is isomorphic to \( K[t, t^{-1}; \sigma] \) for some field \( K \) with \( \text{tr.deg}(K/k) = 1 \) and some automorphism \( \sigma : K \rightarrow K \).
2. If \( A \) is generated in degree 1, then there is an injective map \( \phi : A \rightarrow B(X, \mathcal{L}, \sigma) \) for some integral projective curve \( X \) with function field \( k(X) = K \), some ample invertible sheaf \( \mathcal{L} \) on \( X \), and the automorphism \( \sigma : X \rightarrow X \) corresponding to \( \sigma : K \rightarrow K \). Moreover, \( \phi \) is an isomorphism in all large degrees; in particular, \( \text{qgr}-A \sim \text{coh} X \).

Artin and Stafford also gave a detailed description of those algebras \( A \) satisfying the hypotheses of the theorem except generation in degree 1 [AS1 Theorem 0.4, 0.5]. A typical example of this type with \( \sigma \) of infinite order is the idealizer ring studied in Exercise 4.5. In a follow-up paper [AS2], Artin and Stafford classified semiprime graded algebras of GK-dimension 2; these rings are described in terms of a generalization of a twisted homogeneous coordinate ring involving a sheaf of orders on a projective curve.

Another approach to the theory of noncommutative curves is to classify categories which have all of the properties a category of coherent sheaves on a nice curve has. Reiten and Van den Bergh proved in [RV] that any connected noetherian Ext-finite hereditary Abelian category satisfying Serre duality over \( k \) is either the category of coherent sheaves on a sheaf of hereditary \( O_X \)-orders, where \( X \) is a smooth curve, or else one of a short list of exceptional examples. We refer to [SLV] Section 7 for the detailed statement, and the definitions of some of the properties involved. Intuitively, the categories this theorem classifies are somewhat different than those arising from graded rings, since the hypotheses demand properties which are analogs of properness and smoothness of the noncommutative curve, rather than projectivity.

There are many other categories studied in the literature which should arguably be thought of as examples of noncommutative quasi-projective curves. For example, the category of \( \mathbb{Z} \)-graded modules over the Weyl algebra \( A = k(x, y)/(yx - xy - 1) \), where \( A \) is \( \mathbb{Z} \)-graded with \( \deg x = 1, \deg y = -1 \), can also be described as the quasi-coherent sheaves on a certain stack of dimension 1. See [Sm3] for this geometric description, and [SH] for more details about the structure of this category. Some other important examples are the weighted projective lines studied by Lenzing and others (see [Len] for a survey). As of yet, there is not an overarching theory of noncommutative curves which encompasses all of the different kinds of examples mentioned above.

### 5.2. The minimal model program for surfaces and Artin’s conjecture.

Before discussing noncommutative surfaces, we first recall the main idea of the classification of commutative surfaces. Recall that two integral surfaces are birational if they have isomorphic fields of rational functions, or equivalently, if they have isomorphic open subsets [H4 Section I.4]. The coarse classification of projective surfaces divides them into birational equivalence classes. There are various numerical
invariants for projective surfaces which are constant among all surfaces in a birational class. The most important of these is the Kodaira dimension; some others include the arithmetic and geometric genus [Ha, Section V.6]. There is a good understanding of the possible birational equivalence classes in terms of such numerical invariants.

For the finer classification of projective surfaces, one seeks to understand the smooth projective surfaces within a particular birational class. A fundamental theorem states that any surface in the class can be obtained from any other by a sequence of monoidal transformations, that is, blowups at points or the reverse process, blowdowns of exceptional curves [Ha, Theorem V.5.5]. This gives a specific way to relate surfaces within a class, and some important properties of a surface, such as the Picard group, change in a simple way under a monoidal transformation [Ha, Proposition V.3.2]. Every birational class has at least one minimal model, a smooth surface which has no exceptional curves, and every surface in the class is obtained from some sequence of blowups starting with some minimal model. In fact, most birational classes have a unique minimal model, with the exception of the classes of rational and ruled surfaces [Ha, Remark V.5.8.4]. For example, the birational class of rational surfaces—those with function field $k(x, y)$—has as minimal models $\mathbb{P}^2$, $\mathbb{P}^1 \times \mathbb{P}^1$, and the other Hirzebruch surfaces [Ha, Example V.5.8.2].

An important goal in noncommutative projective geometry is to find a classification of noncommutative projective curves. We have already mentioned, for a finitely graded domain $A$ its graded quotient ring has the form $\mathcal{Q}_{gr}(A) \cong D[t, t^{-1}; \sigma]$, where the division ring $D$ plays the role of a field of rational functions. Thus the birational classification of noncommutative surfaces requires the analysis of which division rings $D$ occur as $\mathcal{Q}_{gr}(A)_0$ for some finitely graded domain $A$ of GK-dimension 3. In [Ar], Artin gave a list of known families of such division rings $D$ and conjectured that these are all the possible ones, with a deformation-theoretic heuristic argument as supporting evidence. Artin’s conjecture is still open and remains one of the important but elusive goals of noncommutative projective geometry. See [StV, Section 10.1] for more details. In this lecture, we will focus on the other part of the classification problem, namely, understanding how surfaces within a birational class are related.

5.3. Birationally commutative surfaces. Let $A$ be a finitely graded domain of finite GK-dimension, with graded ring of fractions $\mathcal{Q}_{gr}(A) \cong D[t, t^{-1}; \sigma]$. When $D = K$ is a field, we say that $A$ is birationally commutative. By the Artin-Stafford theorem (Theorem 5.1), this holds automatically when $\text{GKDim}(A) = 2$, that is, for noncommutative projective curves. Of course, it is not automatic for surfaces. For example, the reader may check that the quantum polynomial ring $A = k(x, y, z)/(yx - pxy, zy - ryz, xz - qzx)$ from Example 3.8 is birationally commutative if and only if $pqr = 1$. As we saw in that example, this is the same condition that implies that the scheme parametrizing the point modules is $\mathbb{P}^2$, rather than three lines.

Let $A$ be some finitely graded domain of GK-dimension 3 with $\mathcal{Q}_{gr}(A) \cong D[t, t^{-1}; \sigma]$. The problem of classification within this birational class is to understand and relate the possible finitely graded algebras $A$ which have a graded quotient ring $Q$ with $Q_0 \cong D$, and their associated noncommutative projective schemes $\mathfrak{qgr}$. For simplicity, one may focus on one slice of this problem at a time and consider only those $A$ with $\mathcal{Q}_{gr}(A) \cong D[t, t^{-1}; \sigma]$ for the fixed automorphism $\sigma$.

We have now seen several examples where a finitely graded algebra $A$ has a homomorphism to a twisted homogeneous coordinate ring $B(X, \mathcal{L}, \sigma)$: in the classification of noncommutative projective curves (Theorem 5.1), and in the sketch of the proof of the classification of AS-regular algebras of dimension 3 at the end of Lecture 3. In fact, this is a quite general phenomenon.

**Theorem 5.2.** [RZ1, Theorem 1.1] Let $A$ be a finitely graded algebra which is strongly noetherian and generated in degree 1. By Theorem 3.10, the maps $\phi_m$ from Proposition 3.3 are isomorphisms for $m \geq m_0$, so that the point modules of $A$ are parametrized by the projective scheme $X = X_{m_0}$. 
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Then we can canonically associate to $A$ an invertible sheaf $\mathcal{L}$ on $X$, an automorphism $\sigma : X \to X$, and a ring homomorphism $\phi : A \to B(X, \mathcal{L}, \sigma)$ which is surjective in all large degrees. The kernel of $\phi$ is the ideal of elements that kill all $R$-point modules of $A$, for all commutative $k$-algebras $R$.

The $\sigma$ and $\mathcal{L}$ in the theorem above arise naturally from the data of the point modules; for example, $\sigma$ is induced by the truncation shift map on point modules which sends a point module $P$ to $P(1)_{\geq 0}$. Theorem 5.2 can also be interpreted in the following way: a strongly noetherian finitely graded strongly noetherian finitely generated $A$-algebra, generated in degree 1, has a unique largest factor ring determined by the point modules, and this factor ring is essentially (up to a finite dimensional vector space) a twisted homogeneous coordinate ring. Roughly, one may also think of $X$ as the largest commutative subscheme of the noncommutative projective scheme $qgr-A$.

While the canonical map to a twisted homogeneous coordinate ring was the main tool in the classification of AS-regular algebras of dimension 3, it is less powerful as a technique for understanding AS-regular algebras of global dimension 4 and higher. Such algebras can have small point schemes, in which case the kernel of the canonical map is too large for the map to give much interesting information. For example, there are many examples of regular algebras of global dimension 4 whose point scheme is 0-dimensional, and presumably the point scheme of an AS-regular algebra of dimension 5 or higher might be empty. There is a special class of algebras, however, which are guaranteed to have a rich supply of point modules, and for which the canonical map leads to a strong structure result.

**Corollary 5.3.** [RZ1, Theorem 1.2] Let $A$ satisfy the hypotheses of Theorem 5.2, and assume in addition that $A$ is a domain which is birationally commutative with $Q_{qgr}(A) \cong K[t, t^{-1}; \sigma]$. Then the canonical map $\phi : A \to B(X, \mathcal{L}, \sigma)$ described by Theorem 5.2 is injective, and thus is an isomorphism in all large degrees.

The main idea behind this corollary is that the positive part of the quotient ring itself, $K[t; \sigma]$, is a $K$-point module for $A$. It obviously has annihilator 0 in $A$, so no nonzero elements annihilate all point modules (over all base rings).

Corollary [5.2] completely classifies birationally commutative algebras, generated in degree 1, which happen to be known in advance to be strongly noetherian. However, there are birationally commutative algebras of GK-dimension 3 which are noetherian but not strongly noetherian, and so a general theory of birationally commutative surfaces needs to account for these.

**Example 5.4.** Let $X$ be a projective surface with automorphism $\sigma : X \to X$, and let $\mathcal{L}$ be an ample invertible sheaf on $X$. Choose an ideal sheaf $\mathcal{I}$ defining a 0-dimensional subscheme $Z$ of $X$. For each $n \geq 0$, set $\mathcal{I}_n = \mathcal{I}^n \cdots \mathcal{I}^{n-1}$, and let $\mathcal{L}_n = \mathcal{L} \otimes \mathcal{L}^{\sigma} \otimes \cdots \otimes \mathcal{L}^{\sigma^{n-1}}$ as in Definition [1.2].

Now we define the naïve blowup algebra

$$R = R(X, \mathcal{L}, \sigma, Z) = \bigoplus_{n \geq 0} H^0(X, \mathcal{I}_n \otimes \mathcal{L}_n) \subseteq B = B(X, \mathcal{L}, \sigma) = \bigoplus_{n \geq 0} H^0(X, \mathcal{L}_n),$$

so that $R$ is a subring of $B$. The ring $R$ is known to be noetherian but not strongly noetherian when every point $p$ in the support of $Z$ lies on a critically dense orbit, that is, when every infinite subset of $\{\sigma^i(p) | i \in Z\}$ has closure in the Zariski topology equal to all of $X$ [RS2, Theorem 1.1].

A very explicit example of a naïve blowup algebra is the following.

**Example 5.5.** Let $R = R(\mathbb{P}^2, \mathcal{O}(1), \sigma, Z)$, where $Z$ is the single reduced point $(1 : 1 : 1)$, and $\sigma(a : b : c) = (qa : rb : c)$ for some $q, r \in k$, where $\text{char } k = 0$. As long as $q$ and $r$ are algebraically independent over $\mathbb{Q}$, the $\sigma$-orbit of $(1 : 1 : 1)$ is critically dense and $R$ is a noetherian ring [Re, Theorem 12.3]. In this case one has

$$B(\mathbb{P}^2, \mathcal{O}(1), \sigma) \cong k(x, y, z)/(yx - qr^{-1}xy, zy - ryz, xz - q^{-1}xz),$$
and $R$ is equal to the subalgebra of $B$ generated by $x - z$ and $y - z$.

Historically, Example 5.5 was first studied by D. Jordan as a ring generated by Eulerian derivatives $[Jo]$. Later, these specific examples were shown to be noetherian in most cases $[Ro]$, and last the more general notion of naïve blowup put such examples in a more general geometric context $[KRS]$. The name naïve blowup reflects the fact that the definition of such rings is a kind of twisted version of the Rees ring construction which is used to define a blowup in the commutative case $[Ha$, Section II.7]. The relationship between the noncommutative projective schemes $\text{qgr-}R(X, \mathcal{L}, \sigma, Z)$ and $\text{qgr-}B(X, \mathcal{L}, \sigma) \simeq X$ is more obscure, however, and does not have the usual geometric properties one expects of a blowup $[KRS$, Section 5].

The examples we have already seen are typical of birationally commutative surfaces, as the following result shows.

**Theorem 5.6.** $[RS1]$ Let $A$ be a noetherian finitely graded $k$-algebra, generated in degree 1, with $Q_{gr}(A) \cong K[t, t^{-1}; \sigma]$, where $K$ is a field of transcendence degree 2 over $k$. Assume in addition that there exists a projective surface $Y$ with function field $K = k(Y)$, and an automorphism $\sigma : Y \to Y$ which induces the automorphism $\sigma : K \to K$. Then $A$ is isomorphic to a naïve blowup algebra $A \cong R(X, \mathcal{L}, \sigma, Z)$, where $X$ is a surface with $k(X) = K$, $\sigma : X \to X$ is an automorphism corresponding to $\sigma : K \to K$, the sheaf $\mathcal{L}$ is $\sigma$-ample, and every point of $Z$ lies on a critically dense $\sigma$-orbit.

Sierra has extended this theorem to the case of algebras not necessarily generated in degree 1 $[Si2]$. In this setting, one gets a more general class of possible examples, which are a bit more technical to describe, but all of the examples are still defined in terms of sheaves on a surface $X$ with automorphism $\sigma$. The condition in Theorem 5.6 that there exists an automorphism of a projective surface $Y$ inducing $\sigma$, which is also a hypothesis in Sierra’s generalization, may seem a bit mysterious. It turns out that there are automorphisms of fields of transcendence degree 2 which do not correspond to an automorphism of any projective surface with that field as its fraction field $[DF]$. A noetherian ring $A$ with a graded quotient ring $Q_{gr}(A) = K[t, t^{-1}; \sigma]$, where $\sigma$ is a field automorphism of this strange type, was constructed in $[RS1]$.

The rings classified in Theorem 5.6 are either twisted homogeneous coordinate rings $B(X, \mathcal{L}, \sigma)$ (these are the cases where $Z = \emptyset$ and are the only strongly noetherian ones), or naïve blowup algebras inside of these. The possible smooth surfaces $X$ occurring are all birational and so are related to each other via monoidal transformations, as described above. Each $B = B(X, \mathcal{L}, \sigma)$ has $\text{qgr-}B \simeq \text{coh } X$, while for each $R = R(X, \mathcal{L}, \sigma, Z)$, the category $\text{qgr-}R$ can be thought of as a naïve blowup of $\text{coh } X$. Thus within this birational class, it is true that the possible examples are all related by some kind of generalized blowup or blowdown procedures, in accordance with the intuition coming from the classification of commutative projective surfaces.

### 5.4. Brief overview of other topics

In this lecture we have described one particular thread of recent research in noncommutative projective geometry, one with which we are intimately familiar. In this final section, we give some very brief summaries of a few other themes of current research.

This list is not meant to be comprehensive.

#### 5.4.1. Noncommutative projective surfaces

The reader can find a survey of some important work on noncommutative projective surfaces in the second half of $[SIV]$. For example, there is a rich theory of noncommutative quadric surfaces, that is, noncommutative analogs of subschemes of $\mathbb{P}^3$ defined by a degree 2 polynomial; see for example $[VdB2]$ and $[SmV]$. We should also mention Van den Bergh’s theory of noncommutative blowing up, which allows one to blow up a point lying on a commutative curve contained in a noncommutative surface, under certain circumstances $[VdB]$. These blowups do have properties analogous to commutative blowups. (Van den Bergh’s blowups and naïve blowups generally apply in completely different settings.) The author, Sierra,
and Stafford have begun to study classification of surfaces within the birational class of the generic Sklyanin algebra \[ RSS \], where the various examples are expected to be related via blowups of Van den Bergh’s kind.

In a different direction, there is a deep theory of maximal orders on commutative surfaces, which are certain sheaves of algebras on the surface which are locally finite over their centers. Chan and Ingalls \[ CI \] laid the foundations of a minimal model program for the classification of such orders, which has been studied for many special types of orders. The reader may find an introduction to the theory in \[ Ch \].

5.4.2. Regular algebras of dimension 4. Since the classification of AS-regular algebras of dimension 3 was achieved, much attention has been focused on regular algebras of dimension 4. The Sklyanin algebra of dimension 4—which also has point modules paramaterized by an elliptic curve, like its analog in dimension 3—was one of the first regular algebras of dimension 4 to be intensively studied, see \[ SS \] for example. There has been much interest in the problem of classification of AS-regular algebras of dimension 4, which have three possible Hilbert series \[ LPWZ \] Proposition 1.4]. Many interesting examples of 4-dimensional regular algebras have been given with point schemes of various kinds. In addition, a number of important new constructions which produce regular algebras have been invented, for example the double Ore extensions due to Zhang and Zhang \[ ZZ1 \], and the skew graded Clifford algebras due to Cassidy and Vancliff \[ CV \]. Another interesting technique developed in \[ LPWZ \] is the study of the \( A_\infty \)-algebra structure on the Ext algebra of a AS-regular algebra. Some combination of these techniques has been used to successfully classify AS-regular algebras of global dimension 4, generated in degree 1, with a nontrivial grading by \( \mathbb{N} \times \mathbb{N} \) \[ LPWZ, ZZ2, RZ2 \]. The general classification problem is an active topic of research.

5.4.3. Calabi-Yau algebras. The notion of Calabi-Yau algebra, which was originally defined by Ginzburg \[ Gi \], appeared in several of the lecture courses at the MSRI workshop. There is also a slightly more general notion called a twisted or skew Calabi-Yau algebra. In the particular setting of finitely graded algebras, the definition of twisted Calabi-Yau algebra is actually equivalent to the definition of AS-regular algebra \[ RRZ \] Lemma 1.2]. There has been much interesting work on (twisted) Calabi-Yau algebras which arise as factor algebras of path algebras of quivers, especially the study of when the relations of such algebras come from superpotentials. One may think of this theory as a generalization of the theory of AS-regular algebras to the non-connected graded case. The literature in this subject has grown quickly in recent years; we mention \[ BSW \] as one representative paper, which includes a study of the 4-dimensional Sklyanin algebras from the Calabi-Yau algebra point of view.

5.4.4. Noncommutative Invariant Theory. The study of the rings of invariants of finite groups acting on commutative polynomial rings is now classical. It is natural to generalize this to study the invariant rings of group actions on AS-regular algebras, the noncommutative analogs of polynomial rings. A further generalization allows a finite-dimensional Hopf algebra to act on the ring instead of a group. A number of classical theorems concerning when the ring of invariants is Gorenstein, regular, and so on, have been generalized to this context. Two recent papers from which the reader can get an idea of the theory are \[ KKZ \] and \[ CKWZ \].

5.4.5. The universal enveloping algebra of the Witt algebra. Since these lectures were originally delivered, Sierra and Walton discovered a stunning new application of point modules which settled a long standing open question in the theory of enveloping algebras \[ SW \]. We close with a brief description of their work. Let \( k \) have characteristic 0 and consider the infinite-dimensional Lie algebra \( L \) with \( k \)-basis \( \{x_i \mid i \geq 1\} \) and bracket \( [x_i, x_j] = (j - i)x_{i+j} \), which is known as the positive part of the Witt algebra. Since \( L \) is a graded Lie algebra, its universal enveloping algebra \( A = U(L) \) is connected \( \mathbb{N} \)-graded, and has the Hilbert series of a polynomial ring in variables of weights.
1, 2, 3, ..., by the PBW theorem. Thus the function \( f(n) = \dim_k A_n \) is actually the partition function, and from this one may see that \( A \) has infinite GK-dimension but subexponential growth. The question of whether \( A \) is noetherian arose in the work of Dean and Small [DS]. Stephenson and Zhang proved that finitely graded algebras of exponential growth cannot be noetherian [SZ1], so it is an obvious question whether a finitely graded algebra of subexponential but greater than polynomial growth could possibly be noetherian. The ring \( A \) was an obvious test case for this question. It is very difficult to do explicit calculations in \( A \), but Sierra and Walton found a factor ring \( A/I \) which is birationally commutative and can be described in terms of sheaves on a certain surface. Using geometry, they proved that \( A/I \) is non-noetherian, so that \( A \) is non-noetherian also. The ideal \( I \) does not have obvious generators (in fact, generators of \( I \) are not found in [SW]), and it is unlikely that \( I \) would have been discovered without using point modules, or that the factor ring \( A/I \) could have been successfully analyzed without using geometric techniques.

6. Solutions to exercises

6.1. Solutions to Exercise Set 1.

1(a). Write \( A = k[x_1, \ldots, x_n] = B[x_n] \) where \( B = k[x_1, \ldots, x_{n-1}] \). Since \( A = B \oplus Bx_n \oplus Bx_n^2 \oplus \ldots \) we have \( h_A(t) = h_B(t)[1 + t^{2n} + t^{2dn} + \ldots] = h_B(t)/(1 - t^{dn}) \), and we are done by induction on \( n \).

(b). Since \( F_m \) is spanned by words of degree \( m \), consider the last letter in a word we have the direct sum decomposition \( F_m = \oplus_{i=1}^m F_{m-d_i}x_i \). Writing \( h_F(t) = \sum a_it^i \) we get \( a_m = \sum_{i=1}^m b_{m-d_i} \) (where \( a_i = 0 \) for \( i < 0 \)). This leads to the Hilbert series equation \( h_F(t) = \sum_{i=1}^m h_F(t)t^{d_i} \); now solve for \( h_F(t) \).

2. Suppose that \( x \) is a nonzerodivisor and a normal homogeneous element in \( A \), such that \( A/xA \) is a domain. If \( A \) is not a domain, it must have homogeneous nonzero elements \( y, z \) with \( yz = 0 \). Choose such \( 0 \neq y \in A_m \), \( 0 \neq z \in A_n \) with \( m + n \) minimal. Then \( \overline{yz} = 0 \) in \( A/xA \), where \( \overline{y} = y + xA \) is the image of \( y \) in the factor ring. Then \( 0 = \overline{ys} = \overline{z} \overline{t} \) in \( A/xA \). Moreover, clearly \( A/(xy - yx) \cong k[x, y] \) is a noetherian domain. Since the Hilbert series of \( A \) is known to be \( 1/(1 - t)^2(1 - t^2) \), a similar argument as in the proof of Lemma [1.13] shows that \( (xy - yx) \) must be a nonzerodivisor, so Lemma [1.13] applies.

3. Let \( v \) and \( w \) be reduction unique elements. Let \( s \) be any composition of reductions such that \( s(v + \lambda w) \) is a linear combination of reduced words, where \( \lambda \in k \). Let \( t \) be some composition of reductions such that \( ts(v) \) is a linear combination of reduced words, and let \( u \) be some composition of reductions such that \( uts(w) \) is a linear combination of reduced words. Then \( s(v + \lambda w) = uts(v + \lambda w) \) (since \( s(v + \lambda w) \) is already a linear combination of reduced words) and \( uts(v + \lambda w) = uts(v) + \lambda uts(w) = \text{red}(v) + \lambda \text{red}(w) \). Thus \( s(v + \lambda w) \) is independent of \( s \), and the set of reduction unique elements is a subspace. Also, \( s(v + \lambda w) = \text{red}(v + \lambda w) = \text{red}(v) + \lambda \text{red}(w) \) and so \( \text{red}(\cdot) \) is linear on this subspace.

For (3) \( \implies \) (2), the hypothesis is equivalent to \( F = I \oplus V \) as \( k \)-spaces, where \( V \) is the \( k \)-span of the set of reduced words. Given any element \( h \), let \( s \) and \( t \) be compositions of reductions such that \( s(h) \) and \( t(h) \) are both linear combinations of reduced words. Then \( s(h) - t(h) \in I \) (since a reduction changes an element to one equivalent modulo \( I \)) and \( s(h) - t(h) \in V \). So \( s(h) - t(h) \in I \cap V = 0 \).

For (2) \( \implies \) (1), if a word \( w \) contains a non-resolving ambiguity, then there are reductions \( r_1, r_2 \) such that \( r_1(w) \) and \( r_2(w) \) cannot be made equal by performing further reductions to each. In particular, if \( s \) and \( t \) are compositions of reductions such that \( sr_1(w) \) and \( tr_2(w) \) are both linear combinations of reduced words, they are not equal, so \( w \) is not reduction unique.
4. The word $z^2x$ may first be resolved using $g_1$ to give $(xy + yx)x = xyx + yx^2$, which is a linear combination of reduced words, or using $g_2$ to give $z(xz)$, which may be further reduced giving $x^2$ and then $x(xy + yx) = x^2y + xyx$. These are distinct so their difference is added as the new relation $g_4 = xy^2 - x^2y$. Similarly, $g_5 = y^2x - xy^2$ is added from resolving $z^2y$ two ways. It is straightforward to check that all ambiguities now resolve.

The basis of reduced words is all words not containing any of $z^2, xz, zy, y^2x, xy^2$, which is

$$\{x^{i_1}(yx)^{i_2}y^{i_3}z^\epsilon|i_1, i_2, i_3 \geq 0, \epsilon \in \{0, 1\}\}.$$ 

The set of such words with $\epsilon = 0$ has the same Hilbert series as a polynomial ring in variables of weights $1, 1, 2$, namely $1/(1-t)^2(1-t^2)$ using Exercise 1.1. Thus $h_A(t) = (1+t)/(1-t)^2(1-t^2) = 1/(1-t)^3$.

5(a). The usual isomorphism $\text{Hom}_A(A, A) \cong A$ given by $\phi \mapsto \phi(1)$ is easily adjusted to prove that $\text{Hom}_A(A(-s_i), A) \cong A(s_i)$ in the graded setting. The indicated formula follows since finite direct sums pull out of either coordinate of $\text{Hom}$.

(b). If $e_1, \ldots, e_m$ is the standard basis for the free right module $P$ and $f_1, \ldots, f_n$ is the standard basis for the free right module $Q$, then the matrix $M = (m_{ij})$ is determined by $\phi(e_j) = \sum_i f_i m_{ij}$. We can take as a basis for $\text{Hom}(P, A)$ the dual basis $e^*_1, \ldots, e^*_m$ such that $e^*_i(e_j) = 1$ and $e^*_i(e_j) = 0$ for $i \neq j$. Identifying $\text{Hom}(P, A)$ and $\bigoplus_{i=1}^m A(s_i)$ using part (a), then $\{e^*_i\}$ is just the standard basis of $\bigoplus_{i=1}^m A(s_i)$. Similarly, the basis $f^*_1, \ldots, f^*_n$ of $\text{Hom}(Q, A)$ is identified with the standard basis of $\bigoplus_{j=1}^n A(t_j)$.

Now the matrix $N = (n_{ij})$ of $\phi^*$ should satisfy $\phi^*(f^*_i) = \sum_j n_{ij} e^*_j$ since these are left modules. By definition we have $\phi^*(f^*_i) = f^*_i \circ \phi$ and $f^*_i \circ \phi(e_k) = f^*_i((\sum_i f_i m_{ik})) = \sum_j f^*_i(f_j) m_{ik} = m_{ik}$. We also have $\sum_j n_{ij} e^*_j(e_k) = \sum_j n_{ij} (e^*_j(e_k)) = n_{ik}$, using the definition of the left $A$-module structure on $\text{Hom}(P, A)$. This proves that $M = N$, as required.

6(a). This is a variation of the argument in Lemma 1.24.

(b). Using the minimal graded free resolution $P_\bullet$ of $M$ to calculate Tor, we see that $\text{Tor}^i_A(M_A, Ak)$ is the $i$th homology of the complex $P_\bullet \otimes_A k$, where $P_\bullet \otimes_A k \cong P_i/P_{i-1}$. Since the resolution is minimal, the maps in this complex are 0 by Lemma 1.24 and thus $\text{Tor}^i_A(M, k) \cong P_i/P_{i-1}$ is a $k$-space of dimension equal to the minimal number of homogeneous generators of $P_i$. In particular, the minimal free resolution has length $\max\{i | \text{Tor}_i(M_A, Ak) \neq 0\}$, so the statement follows from (a).

(c). Clearly if $Ak$ has projective dimension $d$, using a projective resolution in the second coordinate to calculate Tor gives $\max\{i | \text{Tor}_i(M_A, Ak) \neq 0\} \leq d$. Combined with part (a) we get the first statement. Obviously we can prove all of the same results on the other side to obtain $\text{proj.dim}(A_N) \leq \text{proj.dim}(k_A)$ for any left bounded graded left module $N$.

(d). By part (b) we have both $\text{proj.dim}(k_A) \leq \text{proj.dim}(Ak)$ and $\text{proj.dim}(Ak) \leq \text{proj.dim}(k_A)$, so $\text{proj.dim}(Ak) = \text{proj.dim}(k_A)$. Finite generated graded modules are left bounded, and we only need to consider finitely generated modules by the result of Auslander. Any finitely generated graded right module $M$ satisfies $\text{proj.dim}(M) \leq \text{proj.dim}(Ak)$ by parts (a) and (b), so $\text{r.gl.dim}(A) = \text{proj.dim}(Ak)$. Similarly $\text{l.gl.dim}(A) = \text{proj.dim}(k_A)$.

6.2. Solutions to Exercise Set 2.

1. The required isomorphism follows from an application of Lemma 1.28(1) followed by its left-sided analog. If $A$ is weakly AS-regular, that is if (1) and (3) of Definition 2.1 hold, then if $P_\bullet$ is the minimal graded free resolution of $k_A$, we know that the $P_i$ have finite rank $(\text{SZI})$ and that $Q_{\bullet} = \text{Hom}_A(P_{\bullet}, A)$ is a minimal graded free resolution of $Ak$. Applying $\text{Hom}_A(-, A)$ to $Q_{\bullet}$ yields a complex of free right modules isomorphic to the original $P_{\bullet}$, by the isomorphism above. This implies that $\text{Ext}_A^i(Ak, A) \cong k_A(\ell)$ if $i = d$, and is 0 otherwise.
2. By the Diamond Lemma, $A$ has $k$-basis $\{x^i(yx)^jy^k|i,j,k \geq 0\}$ since the overlap $y^2x^2$ resolves. Thus $h_A(t) = 1/(1-t)^2(1-t^2)$. Now using Lemma 2.11 and guessing at the final map we write down the potential free resolution of $k_A$ as follows:

$$
0 \rightarrow A(-4) \xrightarrow{y/x} A(-3) \oplus_2 \frac{xy-2yx}{x^2} \xrightarrow{y^2/yx-2xy} A(-1) \oplus_2 \frac{x}{y} \rightarrow A \rightarrow 0.
$$

The proof that this is indeed a free resolution of $k_A$, and the verification of the AS-Gorenstein condition, is similar to the proof in Example 2.14.

3(a). It is easy to see since the algebra has one relation that the existence of a graded isomorphism $A(\tau) \rightarrow A(\tau')$ is equivalent to the existence of a change of variable $x' = c_{11}x + c_{12}y, y' = c_{21}x + c_{22}y$, such that $x'\tau'(x') + y'\tau'(y')$ and $x\tau(x) + y\tau(y)$ generate the same ideal of the free algebra, that is, they are nonzero scalar multiples. By adjusting the change of variable by a scalar, this is equivalent to finding such a change of variable with $x'\tau'(x') + y'\tau'(y') = x\tau(x) + y\tau(y)$, since our base field is algebraically closed. We have $\tau(x) = B \left(\frac{x}{y}\right) \cdot \left(\frac{\tau'(x')}{\tau'(y')}\right) = B' \left(\frac{x'}{y'}\right)^t$ for some matrix $B'$, and $\left(\begin{array}{c}
x' \\
y'
\end{array}\right) = C \left(\begin{array}{c}
x \\
y
\end{array}\right)$. So $\left(\begin{array}{c}
x' \\
y'
\end{array}\right) \cdot \left(\begin{array}{c}
\tau'(x') \\
\tau'(y')
\end{array}\right) = \left(\begin{array}{c}
x \\
y
\end{array}\right) C^t B' C \left(\begin{array}{c}
x \\
y
\end{array}\right)$, while $\left(\begin{array}{c}
x \\
y
\end{array}\right) \cdot \left(\begin{array}{c}
\tau(x) \\
\tau(y)
\end{array}\right) = \left(\begin{array}{c}
x \\
y
\end{array}\right) B \left(\begin{array}{c}
x \\
y
\end{array}\right)$.

Thus $A(\tau) \cong A(\tau')$ if and only if $B = C^t B' C$ for some invertible matrix $C$, that is, if $B$ and $B'$ are congruent.

(b). This is a tedious but elementary computation.

(c). Let $A = k\langle x,y \rangle/(x^2)$. To calculate the Hilbert series of $A$, note that the overlap of $x^2$ with itself trivially resolves, so the set of words not containing $x^2$ is a $k$-basis for $A$. Let $W_n$ be the set of words of degree $n$ not containing $x^2$, and note that $W_n = W_{n-2}x^2 \cup W_{n-1}y$. Thus $\dim_k A_n = \dim_k A_{n-1} + \dim_k A_{n-2}$ for $n \geq 2$, while $\dim_k A_0 = 1$ and $\dim_k A_1 = 2$. In terms of Hilbert series we have $h_A(t) = th_A(t) + t^2h_A(t) + 1 + t$ and thus $h_A(t) = (1 + t)/(1 - t - t^2)$. Since $\dim_k A_n$ is part of the Fibonacci sequence, these numbers grow exponentially and $A$ has exponential growth; in particular $\text{GKdim}(A) = \infty$. The minimal free resolution of $k_A$ is easily calculated to begin

$$
\ldots \rightarrow A(-4) \xrightarrow{x} A(-3) \xrightarrow{x} A(-2) \xrightarrow{0} A(-1) \oplus_2 \frac{x}{y} \rightarrow A \rightarrow 0,
$$

after which it simply repeats, since $xA = \{a \in A | xa = 0\}$. In particular, $A$ has infinite global dimension.

To see that $k\langle x,y \rangle/(yx)$ is not right noetherian, show that the right ideal generated by $y, xy, x^2y, \ldots$ is not finitely generated. Similarly, for $k\langle x,y \rangle/(x^2)$ show that the right ideal generated by $x, yx, y^2x, \ldots$ is not finitely generated.

4. We claim that the minimal free resolution of $k$ is

$$
0 \rightarrow A(-2) \xrightarrow{(x_1)} A(-1) \oplus_2 \bigoplus_{i=1}^{n} A(-1) \xrightarrow{x_i} A \rightarrow 0.
$$

This complex is exact by Lemma 2.11 except maybe in the final spot, in other words, the last map may not be injective. Thus it is exact if and only if it has the Hilbert series predicted by (2.6), that is $h_A(t) = 1/(1 - nt + t^2)$. In this case, the AS-Gorenstein condition follows in the same way and $A$ is weakly AS-regular.
Assume now that the leading term of \( f = \sum x_i \tau(x_i) \) is \( x_n x_i \) for some \( i < n \), under the degree lex order with \( x_1 < \cdots < x_n \). Then clearly there are no overlaps to check and a \( k \)-basis of \( A \) consists of words not containing \( x_n x_i \). If \( W_m \) is the set of such words of degree \( m \), then \( W_m = (\bigcup_{1 \leq j \leq n} W_{m-1} x_j) \setminus W_{m-2} x_n x_1 \). This leads to the Hilbert series equation \( h_A(t) = n h_A(t) t - h_A(t) t^2 \) and hence \( h_A(t) = 1 / (1 - nt + t^2) \). Thus \( A \) is weakly AS-regular by the argument above.

If instead \( f \) has leading term \( x_n^2 \), the same argument as in Exercise 2.3 shows that a change of variable leads to a new relation \( f = \sum x_i' \tau'(x_i') \), where \( \tau' \) corresponds to a matrix congruent to the matrix representing \( \tau \). But every matrix is congruent to a matrix which is 0 in the \((n, n)\)-spot: this amounts to finding a nontrivial zero of some homogeneous degree 2 polynomial, which is always possible since \( n \geq 2 \) and \( k \) is algebraically closed.

5. The same argument as in the proof of Theorem 2.18 shows that if \( A \) is AS-regular of global dimension 2, minimally generated by elements of degrees \( d_1 \leq d_2 \leq \cdots \leq d_n \), then the free resolution of \( k_A \) must have the form

\[
0 \to A(-\ell) \xrightarrow{(\tau(x_1), \ldots, \tau(x_n))} \bigoplus_{i=1}^n A(-d_i) \xrightarrow{(x_1, \ldots, x_n)} A \to 0,
\]

where \( \ell = d_i + d_{n-i} \) for all \( i \), and where the \( \tau(x_i) \) are another minimal generating set for the algebra. Then \( A = k\langle x_1, \ldots, x_n \rangle / (\sum x_i \tau(x_i)) \) and \( A \) has Hilbert series \( 1 / (1 - \sum_{i=1}^n t^{d_i} + t^\ell) \). It is easy to check that whenever \( n \geq 3 \), necessarily the denominator of this Hilbert series has a real root bigger than 1 and hence \( A \) has exponential growth. Thus \( n = 1 \) or \( n = 2 \), and \( n = 1 \) is easily ruled out as in the proof of Theorem 2.18. Thus the main case left is \( n = 2 \) and \( \ell = d_1 + d_2 \). Write \( x_1 = x \) and \( x_2 = y \).

If \( d_1 = d_2 \), then we can reduce to the degree 1 generated case simply by reassigning degrees to the elements; so we know from Theorem 2.18 that up to isomorphism we have one of the relations \( yx - qxy \) or \( yx - xy - x^2 \). If \( d_2 > d_1 \) but \( d_1 i = d_2 \) for some \( i \), then \( A_{d_2} = kx^i + ky \), \( A_{d_1} = kx \), and so clearly the relation has the form \( x(ax^i + by) + cyx = 0 \) with \( b \) and \( c \) nonzero. A change of variables sends this to \( yx - xy - x^{i+1} \) or else \( yx - qxy \). Finally, if \( d_1 \) does not divide \( d_2 \), then \( A_{d_2} = ky \), \( A_{d_1} = kx \), and so the relation is necessarily of the form \( yx - qxy \) (after scaling).

This limits the possible regular algebras to those on the given list. That these algebras really are regular is proved in the same way as for the Jordan and quantum planes: the Diamond Lemma easily gives their Hilbert series, which is used to prove the obvious potential resolution of \( k_A \) is exact.

6(a). Recall that \( v = (x_1, \ldots, x_n) \). We want to express \( \pi' = \sum \alpha_{i_1, \ldots, i_d} \tau(x_{i_d}) x_{i_1} \cdots x_{i_{d-1}} \) as a matrix product. We have \( \pi = \sum_{i_d} \left( \sum_{i_1, \ldots, i_{d-1}} \alpha_{i_1, \ldots, i_d} x_{i_1} \cdots x_{i_{d-1}} \right) x_{i_d} \) and thus \( vM \) is the row vector with \( i_d \)th coordinate \( (vM)_{i_d} = \sum_{i_1, \ldots, i_{d-1}} \alpha_{i_1, \ldots, i_d} x_{i_1} \cdots x_{i_{d-1}} \). We see from this that \( \pi' \) is equal to \( \tau(x_1), \ldots, \tau(x_n) \) \((vM)^t = vQ^{-1} (vM)^t \). Now using that \( Q M v^t = (vM)^t \), we get \( \pi' = vQ^{-1} Q M v^t = vM v^t = \pi \) as claimed. Iterating this result \( d \) times gives \( \pi = \tau(\pi) \).

(b). Writing \( \pi = \sum r_i x_i \) for some uniquely determined \( r_i \), we see that the \( r_i \) are the coordinates of the row vector \( vM \), and hence they are a \( k \)-basis for the minimal set of the relations of the algebra \( A \) by the construction of the free resolution of \( k_A \) (Lemma 2.11). If we have some other \( k \)-basis \( \{ y_i \} \) of \( kx_1 + \cdots + kx_n \), writing \( \pi = \sum s_i y_i \), the \( s_i \) are a basis for the same vector space as the \( r_i \), so they are also a minimal set of relations for \( A \). In particular, taking \( y_{id} = \tau(x_{id}) \) and
applying this to $\tau(\pi) = \pi$ shows that
\[
\{ \sum_{i_1, \ldots, i_d} \alpha_{i_1, \ldots, i_d} \tau(x_{i_1}) \cdots \tau(x_{i_d-1}) | 1 \leq i_d \leq n \}
\]
is a minimal set of relations for $A$. Thus $\tau$ preserves the ideal of relations and induces an automorphism of $A$.

6.3. Solutions to Exercise Set 3.

1. The multilinearized relations can be written in the matrix form
\[
\begin{pmatrix} 0 & z_0 & -ry_0 \\ -qz_0 & 0 & x_0 \\ y_0 & -px_0 & 0 \end{pmatrix} \begin{pmatrix} x_1 \\ y_1 \\ z_1 \end{pmatrix} = 0.
\]
The solutions $\{(x_0 : y_0 : z_0), (x_1 : y_1 : z_1)\} \subseteq \mathbb{P}^2 \times \mathbb{P}^2$ to this equation give $X_2$. Thus the first projection $E$ of $X_2$ is equal to those $(x_0 : y_0 : z_0)$ for which the $3 \times 3$ matrix $M$ above is singular.

Taking the determinant gives det $M = (1 - pqr)x_0y_0z_0$. Then either $pqr = 1$ and det $M = 0$ identically so $E = \mathbb{P}^2$, or $pqr \neq 1$ and det $M = 0$ when $x_0y_0z_0 = 0$, that is when $E$ is the union of the three coordinate lines in $\mathbb{P}^2$. The equations for $X_2$ can also be written in the matrix form
\[
\begin{pmatrix} x_0 & y_0 & z_0 \end{pmatrix} \begin{pmatrix} 0 & -rz_1 & y_1 \\ z_1 & 0 & -qx_1 \\ -py_1 & x_1 & 0 \end{pmatrix},
\]
and a similar calculation shows that the second projection of $X_2$ is also equal to $E$.

Now it is easy to check in each case that for $(x_0 : y_0 : z_0)$ such that $M$ is singular, it has rank exactly 2. In fact, in either case for $E$, the first two rows of $M$ are independent when $z_0 \neq 0$, the first and third when $y_0 \neq 0$, and the last two when $x_0 \neq 0$. This implies that for each $p \in E$, there is a unique $q \in E$ such that $(p, q) \in X_2$. A similar argument using the second projection shows that for each $q \in E$ there is a unique $p \in E$ such that $(p, q) \in X_2$. Thus $X_2 = \{(p, \sigma(p)) | p \in E\}$ for some bijection $\sigma$, and we can find a formula for $\sigma$ by taking the cross product of the first two rows when $z_0 \neq 0$ and similarly in the other two cases.

Thus when $z_0 \neq 0$ we get $\sigma(x_0 : y_0 : z_0) = (x_0 : rzy_0 : qz_0)$. When $y_0 \neq 0$ the formula is $\sigma(x_0 : y_0 : z_0) = (prx_0 : rzy_0 : z_0)$, and when $x_0 \neq 0$ the formula is $\sigma(x_0 : y_0 : z_0) = (px_0 : y_0 : pqz_0)$. These formulas are correct in both cases for $E$. (When $pqr = 1$ and $E = \mathbb{P}^2$, one can easily see that the three formulas match up to give a single formula.)

2. This is a similar calculation as in Exercise 1. The multilinearized relations can be written in two matrix forms
\[
\begin{pmatrix} x_0 & y_0 \end{pmatrix} \begin{pmatrix} -y_1y_2 & y_1x_2 \\ -x_1y_2 & x_1x_2 \end{pmatrix} = \begin{pmatrix} y_0y_1 & -x_0y_1 \\ y_0x_1 & -x_0x_1 \end{pmatrix} \begin{pmatrix} x_2 \\ y_2 \end{pmatrix}.
\]
The determinants of both $2 \times 2$ matrices appearing are identically 0. Thus $X_3 \subseteq \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$ has projections $\pi_{12}$ and $\pi_{23}$ which are onto. On the other hand, the matrices have rank exactly 1 for each point in $\mathbb{P}^1 \times \mathbb{P}^1$, so that for each $(p_0, p_1) \in \mathbb{P}^1 \times \mathbb{P}^1$ there is a unique $p_2 \in \mathbb{P}^1$ with $(p_0, p_1, p_2) \in X_3$; explicitly, it is easy to see that $p_2 = p_0$. Thus $X_3 = \{(p_0, p_1, p_0) | p_0, p_1 \in \mathbb{P}^1\}$ and clearly the full set of point modules is in bijection already with $X_3 \cong \mathbb{P}^1 \times \mathbb{P}^1$. Moreover, for the automorphism $\sigma$ of $\mathbb{P}^1 \times \mathbb{P}^1$ given by $(p_0, p_1) \mapsto (p_1, p_0)$, we have $X_3 = \{(p, q, r) \in (\mathbb{P}^1)^3 | (q, r) = \sigma(p, q)\}$.

3. The multilinearization of the relation is $y_0x_1$. Its vanishing set in $\mathbb{P}^1 \times \mathbb{P}^1$, with coordinates $((x_0 : y_0), (x_1 : y_1))$, is the set $X_2 = ((1 : 0) \times \mathbb{P}^1) \cup (\mathbb{P}^1 \times (0 : 1))$. Then by construction, $X_n \subseteq (\mathbb{P}^1)^{\times n}$ consists of sequences of points $(p_0, \ldots, p_{n-1})$ such that $(p_i, p_{i+1}) \in E$ for all $0 \leq i \leq n - 2$. Thus $X_n = \{(p_0, \ldots, p_{n-1}) | \text{for some } 0 \leq i \leq n - 1, p_j = (1 : 0) \text{ for } j \leq i - 1, p_j = (0 : 1) \text{ for } j \geq i + 1\}$. 
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In particular, the projection map $X_{n+1} \rightarrow X_n$ collapses the set

$$\{((1:0),(1:0),\ldots,(1:0),q)|q \in \mathbb{P}^1\}$$

to a single point, and thus the inverse limit of Proposition 3.5 does not stabilize for any $n$.

4. (a). Assume $A$ is quadratic regular. This exercise simply formalizes the general pattern seen in all of the examples so far. The entries of the matrix $M$ are of degree 1. Write $M = M(x,y,z)$. Taking the three relations to be the entries of $vM$ in the free algebra, then the multilinearized relations can be put into either of the two forms

$$[QM](x_0, y_0, z_0) \begin{pmatrix} x_1 \\ y_1 \\ z_1 \end{pmatrix} = 0, \quad (x_0, y_0, z_0) M(x_1, y_1, z_1) = 0.$$

Thus if $E$ is the vanishing of $\det M$ in $\mathbb{P}^2$, then $\det QM = \det Q \det M$ differs only by a scalar, so also has vanishing set $E$. Thus $E$ is equal to both the first and second projections of $X_2 \subseteq \mathbb{P}^2 \times \mathbb{P}^2$, by a similar argument as we have seen in the examples. Either $\det M$ vanishes identically and so $E = \mathbb{P}^2$, or else $\det M$ is a cubic polynomial, and so $E$ is a degree 3 hypersurface in $\mathbb{P}^2$.

(b). Now let $A$ be cubic regular. In this case $M$ has entries of degree 2. We let $N = N(x_0, y_0, x_1, y_1)$ be the matrix $M$ with its entries multilinearized. Then the multilinearized relations of $A$ can be put into either of the two forms

$$[QN](x_0, y_0; x_1, y_1) \begin{pmatrix} x_2 \\ y_2 \end{pmatrix} = 0, \quad (x_0, y_0) N(x_1, y_1; x_2, y_2) = 0.$$

The determinant of $N$ is a degree $(2,2)$ multilinear polynomial and so its vanishing is all of $\mathbb{P}^1 \times \mathbb{P}^1$ if $\det N$ is identically 0, or a degree $(2,2)$-hypersurface in $\mathbb{P}^1 \times \mathbb{P}^1$ otherwise. Again $\det N$ and $\det QN$ have the same vanishing set $E$ and so the projections $p_{12}(X_3)$ and $p_{23}(X_3)$ are both equal to $E$, where $X_3 \subseteq \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$.

6.4. **Solutions to exercise set 4.**

1. We do the quantum plane case; the Jordan plane can be analyzed with a similar idea. Let $A = k(x,y)/(yx - qxy)$ where $q$ is not a root of $1$. Recall that $\{x^i y^j|i,j \geq 0\}$ is a $k$-basis for $A$. Let $I$ be any nonzero ideal of $A$ and choose a nonzero element $f \in I$. Write $f = \sum_{i=0}^n p_i(x)y^i$ for some $p_i(x) \in k[x]$ with $p_n \neq 0$. Choose such an element with $n$ as small as possible. Then look at $f x - q^i x f \in I$, which is of smaller degree in $y$ and so must be zero. But this can happen only if $f = p_n(x) y^n$, since the powers of $q$ are distinct. A similar argument in the other variable forces $x^m y^n \in I$ for some $m,n$. But $x$ and $y$ are normal, and so $x^m y^n \in I$ implies $(x)^m (y)^n \subseteq I$. Now if $I$ is also prime, then either $(x) \subseteq I$ or else $(y) \subseteq I$. Thus every nonzero prime ideal $I$ of $A$ contains either $x$ or $y$.

Now $A/(x) \cong k[y]$ and $k[y]$ has only 0 and $(y)$ as graded prime ideals. Similarly, $A/(y) \cong k[x]$ which has only 0 and $(x)$ as graded prime ideals. It follows that 0, $(x)$, $(y)$, $(x,y)$ are the only graded primes of $A$.

2. If $\theta \in \text{Hom}_{\text{gr-A}}(\pi(M), \pi(N))$ is an isomorphism, with inverse $\psi \in \text{Hom}_{\text{gr-A}}(\pi(N), \pi(M))$, find module maps $\theta : M_{\geq n} \rightarrow N$ and $\tilde{\psi} : N_{\geq m} \rightarrow M$ representing these morphisms in the respective direct limits $\lim_{n \rightarrow \infty} \text{Hom}_{\text{gr-A}}(M_{\geq n}, N)$ and $\lim_{n \rightarrow \infty} \text{Hom}_{\text{gr-A}}(N_{\geq n}, M)$.

Then for any $q \geq \max(m,n)$, $\psi|_{M_{\geq q}} \circ \tilde{\theta}|_{M_{\geq q}} : M_{\geq q} \rightarrow M$ represents $\psi \circ \theta = 1$. Thus is equal in the direct limit $\lim_{n \rightarrow \infty} \text{Hom}_{\text{gr-A}}(M_{\geq n}, M)$ to the identity map, so for some (possibly larger) $q$, the map $\psi|_{M_{\geq q}} \circ \tilde{\theta}|_{M_{\geq q}}$ is the identity map from $M_{\geq q}$ onto $M_{\geq q}$. Similarly, there must be $r$ such that
\[ \widetilde{\theta}|_{M_{\geq r}} \circ \widetilde{\psi}|_{N_{\leq r}} \] gives an isomorphism from \( N_{\geq r} \) onto \( N_{\leq r} \). This forces \( M_{\geq s} \cong N_{\geq s} \) for \( s = \max(q, r) \). The converse is similar.

3. Consider a Zhang twist \( S = R^\sigma \) for some graded automorphism \( \sigma \). Thus \( \sigma \) acts as a bijection of \( R_1 = kx^p + ky^q + pxz \). We claim that \( w \in S_1 = R_1 \) is normal in \( S \) if and only if \( w \) is an eigenvector for \( \sigma \). Since \( w \cdot S_1 = wR_1 \) and \( S_1 \cdot w = R_1 \sigma(w) \), we have \( w \) normal in \( S \) if and only if \( wR_1 = \sigma(w)R_1 \), which happens if and only if \( \sigma(w) = \lambda w \) for some \( \lambda \) (for example, by unique factorization), proving the claim.

Now the quantum polynomial ring \( A \) of Example 4.9 has normal elements \( x, y, z \) which are a basis for \( A_1 \). By the previous paragraph, if \( \phi: A \to R^\sigma \) is an isomorphism, we can take the images of \( x, y, z \) to be a basis of eigenvectors for \( \sigma \). After a change of variables, we can take these to be the elements with those names already in \( R_1 \), and thus \( \sigma \) is now diagonalized with \( \sigma(x) = ax, \sigma(y) = by, \sigma(z) = cz \) for nonzero \( a, b, c \). But then the relations of \( R^\sigma \) are

\[ y \cdot x - ab^{-1} x \cdot y, \quad z \cdot y - bc^{-1} y \cdot z, \quad x \cdot z - ca^{-1} z \cdot x, \]

where \( (ab^{-1})(bc^{-1})(ca^{-1}) = 1 \). Conversely, if \( pqr = 1 \) then taking \( a = p, b = 1, c = q^{-1} \) we have \( ab^{-1} = p, bc^{-1} = q, ca^{-1} = r \) so that the twist \( R^\sigma \) by the \( \sigma \) above will have the relations of the quantum polynomial ring in Example 4.9.

4. (a) We have the following portion of the long exact sequence in Ext:

\[ \ldots \to \text{Ext}^i(A/A_{\geq n}, A) \to \text{Ext}^i(A/A_{\geq n+1}, A) \to \bigoplus k(-n), A \to \ldots \]

as indicated in the hint. If \( \text{Ext}^i(k, A) \) is finite dimensional, say it is contained in degrees between \( m_1 \) and \( m_2 \), then \( \text{Ext}^i(\bigoplus k(-n), A) \) is finite dimensional and contained in degrees between \( m_1 - n \) and \( m_2 - n \). In particular, \( \text{Ext}^i(A/A_{\geq n+1}, A)/(\text{Im} \phi) \) is finite-dimensional, and is contained in negative degrees for \( n > 0 \). This shows by induction on \( n \) that the nonnegative part of the direct limit \( \lim_{n \to \infty} \text{Ext}^i(A/A_{\geq n}, A)_{\geq 0} \) is also finite dimensional. If \( \text{Ext}^i(k, A) = 0 \), then this same exact sequence implies by induction that \( \text{Ext}^i(A/A_{\geq n}, A) = 0 \) for all \( n \), and so \( \lim_{n \to \infty} \text{Ext}^i(A/A_{\geq n}, A) = 0 \) in this case.

(b) Calculating \( \text{Ext}^i(k, A) \) with a minimal projective resolution of \( k \), since \( A \) is noetherian each term in the resolution is noetherian, and so the homology groups \( \text{Ext}^i(k, A) \) will also be noetherian \( A \)-modules. Calculating with an injective resolution of \( A \) instead, after applying \( \text{Hom}(k, A) \) each term is an \( A \)-module killed by \( A_{\geq 1} \). Thus the homology groups \( \text{Ext}^i(k, A) \) will also be killed by \( A_{\geq 1} \). Thus \( \text{Ext}^i(k, A) \) is both finitely generated and killed by \( A_{\geq 1} \), so it is a finite dimensional \( A/A_{\geq 1} = k \)-module. (The reason this argument fails in the noncommutative case is that calculating with the projective resolution gives a right \( A \)-module structure to the Ext groups, while the calculation with the injective resolution gives a left \( A \)-module structure to the Ext groups. The Ext groups are then \( (A, A) \)-bimodules which are finitely generated on one side and killed by \( A_{\geq 1} \) on the other, which does not force them to be finite-dimensional. In the commutative case the left and right module structures must coincide.)

5. (a) We have seen that \( \{x^iy^j|i, j \geq 0\} \) is a \( k \)-basis of \( B \), by the Diamond Lemma. Thus \( B_y \) has \( k \)-basis \( \{x^iy^j|i \geq 0, j \geq 1\} \) and \( B/B_y \) has \( \{1, x, x^2, \ldots\} \) as \( k \)-basis. The idealizer \( A' \) of \( B_y \) is certainly a graded subring, so if it is larger than \( A \), then \( x^n \in A' \) for some \( n \geq 1 \). But then \( yx^n = x^n y + nx^{n+1} \in B_y \), which is clearly false since \( \text{char} k = 0 \). Obviously \( k \subseteq A' \) and thus \( A' = A \).

(b) Since \( x^n B_y \in A \) for all \( n \geq 1 \), we see that each \( x^n \in B \) is annihilated by \( A_{\geq 1} = B_y \) as a right \( A \)-module. Thus the right \( A \)-module structure of \( B/A \) is the same as its \( A/A_{\geq 1} = k \)-vector space structure. In particular, as a graded module it is isomorphic to \( \bigoplus_{n \geq 1} k(-n) \).
(c). Left multiplication by $x^n$ for any $n \geq 1$ gives a homomorphism of degree $n$ in $\text{Hom}_A(A_{\geq 1}, A)$, because $x^nA_{\geq 1} \subseteq A$. Any homomorphism in $\text{Hom}_A(A, A)$ is equal to left multiplication by some $a \in A$, and if its restriction to $\text{Hom}_A(A_{\geq 1}, A)$ is the same as left multiplication by $x^n$ we get $ab = x^n b$ for all $b \in A_{\geq 1}$ and thus $a = x^n$ since $B$ is a domain. This contradicts $x^n \not\in A$. Thus $x^n$ is an element of $\text{Hom}_A(A_{\geq 1}, A)$ not in the image of $\text{Hom}_A(A, A)$ for each $n \geq 1$. The map $\text{Hom}_A(A, A) \to \text{Hom}_A(A_{\geq 1}, A)$ is also clearly injective, and so from the long exact sequence we get that $\text{Ext}^1_A(k, A)$ is infinite-dimensional.

More generally, since $A$ is a domain, all of the maps in the direct limit $\lim_{\to \infty} \text{Hom}_A(A_{\geq n}, A)$ are injective, so the cokernel $\lim_{\to \infty} \text{Ext}^1_A(A/A_{\geq n}, A)$ of the map $A \to \text{Hom}_{ggr-A}(\pi(A), \pi(A))$ is also infinite-dimensional. (In fact one may show that $\text{Hom}_{ggr-A}(\pi(A), \pi(A)) \cong B$).
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