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Abstract

After years of researches, Chinese word segmentation has achieved quite high precision for formal style text. However, the performance of segmentation is not so satisfying for MicroBlog corpora. In this paper we describe a scheme for Chinese word segmentation for MicroBlog which integrates the character-based and word-based information in the directed graph generated by MMSM model. Word-level information is effective for analysis of known words, while character-level information is useful for analysis of unknown words. A multi-chain unequal states CRF model is proposed. The proposed multi-chain unequal states CRF has two state chains with unequal states which can recognize the POS tag simultaneously. The hybrid model was effective and adopted in real-world system.

1 Introduction

MicroBlog is an emerging application in the Web 2.0 era. On MicroBlog websites, users are able to post short messages less than a certain length, e.g., 140 English or Chinese characters, to communicate and share information with each other. After obtaining cleaned messages for a given user, we perform word segmentation for messages. In this paper, we use the system developed by Affective Computing and Natural Language Processing Group in Hefei University of Technology.

The system performs word segmentation and POS tagging simultaneously using a word lattice based re-ranking method proposed by Sun et al. [1]. Microblogs contain many out-of-vocabulary (OOV) words. To address the OOV problem, we also maintain a large up-to-date external vocabulary for word segmentation and POS tagging. To keep the vocabulary up-to-date, we import new words from two sources. The first is the Sogou New Word Dictionary which is updated weekly, and the second is the Sina Popular Word List, which is updated daily. The hybrid model for Chinese MicroBlog morphological analysis includes Chinese word segmentation, unknown word recognition and POS tagging. The foundation of the model is a directed segmentation graph based on the maximum matching and second-maximum matching (MMSM) model. Based on a known words system dictionary trained from the corpus, the MMSM model tries to build a directed graph with the candidate words and their parts-of-speech. In the directed graph, the character-level information and word-level information are combined, the HMM model is used to process the known words (words in system dictionary) using the word-level information; the proposed multi-chain unequal states CRF model is adopted to process the unknown words and their parts-of-speech using character-level information. Meanwhile, for the unknown word, which is the main difficulty in Chinese morphological analysis, both the word boundary and the parts-of-speech of the unknown words are unknown.

A multi-chain unequal states (MUS) CRF model is proposed here to process the unknown word segmentation and POS tagging. The proposed multi-chain CRF model has multi states chains for multi tasks. In our system, we adopted two states chains in which one states chain for the unknown words recognition and the other states chain for the unknown words POS tagging. The proposed MUS CRF model recognizes the unknown words from the sentence together with their POSs in one step, without using two separate linear-chain CRF models. The unknown words with their part-of-speech recognized by the multi-chain are added into the directed graph as candidates. With the directed segmentation...
graph and the proposed multi-chain CRF, the word-level information and character-level information are combined, Chinese word segmentation, unknown word recognition and POS tagging can be accomplished simultaneously.

2 The MMSM Directed Graph

The MMSM model acts as the basic framework in the hybrid model. The MMSM model (Huang and Sun, 2007) is a segmentation method that keeps the maximum and second-maximum segmentation result from a certain position in a sentence, and store the candidates of segmentation and POS tagging results in a directed graph, then some decoding algorithm is adopted to find the best path in the directed graph. With the MMSM model, all the possible segmentation paths and most lexical information like the POS information can be reserved for further use; little space cost is guaranteed by using the directed graph to store the segmentation paths; the context spaces are extended from single-dimension to multi-dimension; the MMSM model is also easy to be extended and add some new models in it.

The MMSM model is applied to build the original directed graph. Given a sentence, from a certain place if there are some candidates of segmentation words from the system dictionary, the MMSM model is applied to build the directed graph. Take the sentence "出生在聊城镇(Born in Liaocheng Town)" for example, the segmentation directed graph generated by the MMSM model is shown in figure 1. The labels after the words are POSs(parts-of-speech) defined in the PKU corpus.

![Figure 1. Segmentation directed graph by MMSM model](image)

The word-based HMM model is trained and applied to assign cost for the nodes and edges in the directed graph by the MMSM model. The word-based HMM models were first used in English part-of-speech (POS) tagging (Charniak et al., 1993; Brants, 2000). This method identifies POS tags \( T = t_1, \ldots, t_n \) given a sentence as a word sequence \( W = w_1, \ldots, w_n \), where \( n \) is the number of words in the sentence. In Chinese language processing, the method is used with some modifications. Because each word in a sentence is not separated explicitly in Chinese, both segmentation of words and identification of the POS tags of the words must be done simultaneously. Given a sentence \( S \), its most likely word sequence \( \hat{W} \) and POS sequence \( \hat{T} \) can be found as follows where \( W \) ranges over the possible segments of \( S \) (\( w_1, \ldots, w_n = S \)):

\[
(\hat{W}, \hat{T}) = \operatorname{argmax}_{W,T} P(W,T | S) = \operatorname{argmax}_{W,T} \frac{P(W,T,S)}{P(S)} = \operatorname{argmax}_{W,T} P(W,T) \tag{1}
\]

\[
\approx \operatorname{argmax}_{W,T} \prod_{i=1}^{n} P(w_i | t_i)P(t_i | t_{i-1})
\]

\( P(w_i|t_i) \) represents the cost of nodes, while \( P(t_i|t_{i-1}) \) represents the cost of edges in the directed graph. When building the directed graph, there could be some positions where exists no candidates of segmentation words and corresponding parts-of-speech. The MUS CRF model is applied from such positions to recognize the unknown words and their corresponding POS and then adds them to the directed graph.

3 Multi-chain Unequal States CRF Model

Conditional Random Fields (CRFs) (J. Lafferty et al, 2001) is considered as one of the best sequence labeling classifier. A sequence labeling problem can be viewed as following: given an observed sequence \( x \), we hope to get a corresponding label sequence \( y \) with maximum probability. All possible \( y_i \) in \( \tilde{y} \) are assumed from a finite label set \( \Upsilon \). For example, in a part-of-speech tagging problem, given a sentence \( \tilde{x} \), the corresponding POS labels \( \tilde{y} \) are hoped to be gotten. CRF is a kind of discriminative model, which aims to estimate the probability \( p(\tilde{y} | \tilde{x}) \) directly without estimating the marginal \( p(\tilde{x}) \).

The Linear-chain CRF is,

\[
P_\theta(\tilde{y} | \tilde{x}) = \frac{1}{Z_\theta} \prod_{i=1}^{T-1} \Phi_\theta(y_t,y_{t+1},\tilde{x},t) \tag{2}
\]

Where

\[
\Phi_\theta(y_t,y_{t+1},\tilde{x},t) = \exp(\sum_k \lambda_k f_k(y_t,y_{t-1},\tilde{x},t))
\]
The boundary and POS of the unknown word are both unknown. In order to solve the unknown word recognition and POS tagging, instead of adopting two separate linear-chain CRF models, a MUS CRF model is proposed in this paper. The multi-chain CRF includes one observe chain and two state chains. It is defined as follows:

Let $X = \{x_1, x_2, \ldots, x_n\}$ be an observed sequence, $Y = \{y_1, y_2, \ldots, y_n\}$ be a set of corresponding labels, and $W = \{w_1, w_2, \ldots, w_n\}$ be a set of higher-level labels. Then the distribution $p$ is a multi-chain conditional random field if each state $x_i$ in $X$ corresponds to one state $y_i$ in $Y$ while each state $w_i$ in $W$ corresponds to several contiguous states in $X$, the distribution is as follows:

$$p(X, Y, W) = \frac{1}{Z_\theta} \left( \prod_{t=1}^{n-1} \Phi_t(y_t, y_{t+1}, x_t) \right) \prod_{k=1}^{K} T_k(w_k, w_{k-1}, k)$$

Where

$$\Phi_t(y_t, w_k, \bar{x}, t) = \exp \left( \sum_i \alpha_i f_i(y_t, w_k, \bar{x}, t) \right)$$

$$T_k(w_k, w_{k-1}, k) = \exp \left( \sum_j \lambda_j g_j(w_k, w_{k-1}, k) \right)$$

$$Z_\theta = \sum_{y} \left( \prod_{t=1}^{n-1} \Phi_t(y_t, y_{t+1}, x_t) \right) \prod_{k=1}^{K} T_k(w_k, w_{k-1}, k)$$

In Chinese word segmentation and POS tagging, the $\bar{x}$ in the multi-chain CRF equation represents sequence of the Chinese characters, the $x_i$ represents the $ith$ character in the sentence. The $\bar{y}$ represents the positional tag sequence of $\bar{x}$, the $y_i$ represents the positional tag of $x_i$. The $\bar{w}$ represents the POS tagging sequence of the sentence, the $w_i$ represents the POS of the $ith$ word in the sentence. Thus the MUS CRF can perform the Chinese word segmentation and POS tagging simultaneously without having to build two separate linear-chain CRF models. The feature functions $f$ in equation (3) represents the features obtained from the contexts. The features templates will be discussed in the next subsection. The equations of MUS CRF can be easily derived from DCRF (Dynamic CRF) (Charles Sutton et al., 2006) and the parameter estimation for multi-chain CRF is almost the same as linear-chain CRF. The structure of the MUS CRF is shown in the following figure 2. The lines in the figure present the features between the nodes.

Figure 2, Multi-chain Unequal States CRF

The different between the DCRF and the proposed MUS CRF is that the top state chain in the MUS CRF does not have the same number of states as the bottom states chain. Just take the Chinese word segmentation and POS tagging for example. We should give each character in a sentence a corresponding label ($Y_i$) to mark its position in a word, a sequence of characters that form a word share a single POS label ($W_i$). The top state chain does not need so many states as the bottom state chain, so the complexity of computational cost drops down.

Given an input sentence, from the position that cannot be segmented, the multi-chain CRF is applied to recognize the unknown words and their related POSs. In our system, a 6-tag label set(Zhao, 2006) is applied for Chinese word segmentation, which is shown in Table 1. Each character in the sentence is assigned a tag from the 6-tag label set to mark their position in a word.

| Label | Position                  |
|-------|---------------------------|
| B     | The first position in a word |
| B2    | The second position in a word |
| B3    | The third position in a word |
| M     | Other positions in a word with more than five characters except the last |
| E     | The last position in a word |
| S     | Single character word |

Table 1. 6-tag label set for the Chinese word segmentation

The probability model and corresponding feature function is defined over the set $H \times T$, where $H$ is the set of possible contexts (or any predefined condition) and $T$ is the set of possible tags. Generally, a feature function can be defined as follows

$$f(h, t) = \begin{cases} 
1 & \text{if } h = h_i \text{ and } t = t_i \\
0 & \text{else}
\end{cases}$$
Where \( h_i \in H \) and \( t_i \in T \). For convenience, features are generally organized by some groups, which used to be called feature templates.

A feature template set for observe chain is shown in Table 2. \( C_i \) means the character at the \( i \)th poison. The \( C_iC_{i+1} \) means the combination of two characters \( C_i \) and \( C_{i+1} \). The \( C_{i-1}C_iC_{i+1} \) means the combination of three characters \( C_{i-1} \), \( C_i \), and \( C_{i+1} \). In the table, \( S(C_0) \) stands for predefined class of the character \( C_0 \). There are five classes predefined: numbers represent class 1, English letters represent class 2, punctuation represents class 3, Chinese characters represent class 4, and other characters represents class 5. We also import some outer lexical information like the outer dictionary to build the outer information template. The outer information template is derived from an outer lexical dictionary, which contains words and their lexical information selected from the internet and other formatted corpus. The words together with their POSs are stored in the dictionary. The maximum length of the word in the dictionary is five characters. The \( T(C_0) \) represents the POS of the \( C_0 \) if \( C_0 \) exists as a word in the outer dictionary. The \( L(C_0) \) represents the maximum length of word in the sentence around \( C_0 \) that exist in the outer dictionary. The \( P(C_0) \) represent the position of the \( C_0 \) in the word exist in the outer dictionary.

| Type          | Label          | Position                                                                 |
|---------------|----------------|---------------------------------------------------------------------------|
| Unigram       | 1) C_{i-2}    | The current character and characters around it.                           |
|               | 2) C_{i-1}    |                                                                           |
|               | 3) C_0        |                                                                           |
|               | 4) C_1        |                                                                           |
|               | 5) C_{i+1}    |                                                                           |
| Bigram        | 1) C_2C_{i-1} | The combination of two characters.                                        |
|               | 2) C_1C_0     |                                                                           |
|               | 3) C_0C_1     |                                                                           |
|               | 4) C_1C_{i+1} |                                                                           |
| Trigram       | 1) C_2C_1C_0  | The combination of three characters                                        |
|               | 2) C_1C_0C_1  |                                                                           |
|               | 3) C_0C_1C_2  |                                                                           |
| Style         | 1) S(C_0)     | The predefined type of the current character.                             |
| Outer Info.   | 1) T(C_0)     | The information from outer dictionary.                                    |
|               | 2) L(C_0)     |                                                                           |
|               | 3) P(C_0)     |                                                                           |

Table 2. Feature templates

The proposed feature template is applied to train the MUS CRF model and recognize the unknown words together with their POSs. After the recognition, the unknown words are added into the directed graph. Take the “庄炎林担任庄希泉基金会主席(Yanlin Zhuang act as chairman of the Xiquan Zhuang Fund)” for example, The person name “庄炎林(Yanlin Zhuang)” and “庄希泉(Xiquan Zhuang)” do not exist in the system dictionary. The word-based MMSM model can not segment and POS tag them correctly. The MUS CRF is applied to recognize the unknown person name from the position where word-based model does not work. After the recognition, the two unknown person names are recognized together with their POSs(nr means person name) and added into the directed graph as shown in figure 3.

**Figure 3. The directed graph after the unknown word recognition**

### 4 Experimental and Results

We trained the hybrid model on the PKU2002 corpus, the PKU2002 corpus have 12 months corpus of Peoples’ Daily News of year 2002 that have been annotated. As the corpus are different from MicroBlog, so the final test result are not quite satisfying. The evaluation tools and standards for SIGHAN6 are adopted in the experiments. We present the results of our experiments in recall, precision and F-measure, which are defined in the equations below, as usual in such experiments.

\[
\text{recall} = \frac{\# \text{ of correctly extracted words}}{\# \text{ total words}}
\]

\[
\text{precision} = \frac{\# \text{ of correctly extracted words}}{\# \text{ total # of recognized words}}
\]

\[
F - \text{measure} = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}}
\]

First the hybrid model was tested by using different size of training corpus with the same outer lexical dictionary (with the maximum length of word of five). The test corpus in our experiment is randomly selected 500KB raw corpus from the PKU corpus except the training corpus. The result is shown in table 3. The R in the table means recall; The P in the table means precision; The F in the table means F-measure. The R, P, F in the following tables has the same meaning. The IVR means recall of in-vocabulary words. The IVP means precision of in-vocabulary words. The IVF means F-measure of in-vocabulary words. The OOVR means recall of out-of-vocabulary words. The OOVP means precision of out-of-vocabulary words. The OOVP means precision of out-of-
vocabulary words. The OOVF means F-measure of out-of-vocabulary words.

| Train corpus | R    | P    | F    |
|--------------|------|------|------|
| One month    | 0.9820 | 0.9853 | 0.9837 |
| Two months   | 0.9829 | 0.9854 | 0.9841 |
| Three months | 0.9849 | 0.9879 | 0.9864 |
| IVR          |       |       | 0.9870 |
| Two months   | 0.9847 | 0.9894 | 0.9871 |
| Three months | 0.9859 | 0.9915 | 0.9887 |
| OOVF         |       |       | 0.9871 |

Table 3. Chinese word segmentation result by using different size of training corpus.

In the experiments, as the size of training corpus increases, the training cost increases exponentially. It costs too much memories and time to train the model on four months corpus, so we only tested on one month, two months and three months corpus. We can see as the size of training corpus increases, the F-score of our model increases simultaneously.

We also tested the model using different outer dictionary. We adopted two different outer dictionaries, the maximum length of word in one dictionary is 4(DIC4), and the other is 5(DIC5). The first dictionary has about 100,000 words. The other has more than 300,000 words. The words in the dictionary are collected from the internet using our internet crawler. The training corpus in this experiment is the three months training corpus. The test corpus is randomly selected 500KB raw corpus. The result is shown in the following Table 4

| Outer  | R    | P    | F    |
|--------|------|------|------|
| DIC4   | 0.9784 | 0.9794 | 0.9789 |
| DIC5   | 0.9849 | 0.9879 | 0.9864 |
| IVR    |       |       | 0.9870 |
| DIC4   | 0.9816 | 0.9859 | 0.9837 |
| DIC5   | 0.9859 | 0.9915 | 0.9887 |
| OOVF   |       |       | 0.9871 |
| DIC4   | 0.8948 | 0.8227 | 0.8572 |
| DIC5   | 0.9574 | 0.8989 | 0.9272 |

Table 4. Chinese word segmentation result by using different outer dictionary

The result of DIC5 is much better than the DIC4 because of the increasing of the maximum length of the word in the dictionary and the size of the dictionary.

We tested our POS tagging result using two training corpus. In the first experiment we trained one month corpus and in the second we trained two months corpus. The test corpus is randomly selected 500KB raw corpus. The result of POS tagging is in Table 5. The A in Table 5 means total accuracy of POS tagging. The IV-R means the POS tagging recall of in-vocabulary words. The OOV-R means the POS tagging recall of out-of-vocabulary words. The MT-R means POS tagging recall of multi-tag words.

| Corpus | A    | IV-R | OOV-R | MT-R |
|--------|------|------|-------|------|
| One month | 0.9329 | 0.9518 | 0.6441 | 0.8972 |
| Two months | 0.9463 | 0.9711 | 0.6751 | 0.9064 |

Table 5. POS tagging result by using different size of training corpus.

We also deleted the outer dictionary for the multi-chain model and tested our model using the close test of SIGHAN6. We compared the Chinese word segmentation and POS tagging result with other participants’ result (F-measure rank one in each corpus). We only adopted the close test of SIGHAN6 because we wanted to evaluate the model only. The Chinese word segmentation result is shown in Table 6

| R    | P    | F    |
|------|------|------|
| CTB  | Our  | 0.9620 | 0.9653 | 0.9636 |
|      | Rank1 | 0.9583 | 0.9596 | 0.9589 |
| NCC  | Our  | 0.9458 | 0.9329 | 0.9393 |
|      | Rank1 | 0.9402 | 0.9407 | 0.9405 |
| SXU  | Our  | 0.9658 | 0.9589 | 0.9623 |
|      | Rank1 | 0.9622 | 0.9625 | 0.9623 |

Table 6. Chinese word segmentation result of SIGHAN2007

We can see from the table that the hybrid model achieves competitive F-score and all the R-scores of the hybrid model are better than the rank one score in SIGHAN6. This is because the hybrid model combines the HMM model and CRF model together.

The POS tagging result on close test of SIGHAN6 is shown in Table 7

| A    | IV-R | OOV-R | MT-R |
|------|------|-------|------|
| CTB  | Our  | 0.9456 | 0.9591 | 0.8032 | 0.9241 |
|      | Rank1 | 0.9428 | 0.9557 | 0.7522 | 0.9197 |
| NCC  | Our  | 0.9632 | 0.9801 | 0.7021 | 0.9340 |
|      | Rank1 | 0.9541 | 0.9738 | 0.5998 | 0.9195 |
| PKU  | Our  | 0.9503 | 0.9680 | 0.7102 | 0.9411 |
|      | Rank1 | 0.9411 | 0.9622 | 0.6057 | 0.9200 |

Table 7. POS tagging result of SIGHAN 2007

The hybrid model gets the highest score in Chinese POS tagging especially the OOV-R score in all corpuses. The MUS CRF in the hybrid model devotes a lot to this. The MUS CRF can recognize the POS of the unknown word and increase the performance of the whole model.

5 Conclusions

The MMSM model is adopted to combine the word-based HMM model and character-based
CRF model together. The word-based information is for known words segmentation and POS tagging while the character-based information is for the unknown words recognition and their POSs tagging. The MUS CRF is proposed to solve the unknown words recognition and their POS tagging synchronously. The adoption of the MUS CRF model decreases the computational cost of Dynamic CRF. Also it avoids using two separated linear-chain CRF models for the unknown word recognition and POS tagging. The hybrid model also decreases the computational cost without having to tagging all the characters in a sentence for Chinese word segmentation and POS tagging. Experimental results showed that the method achieves high accuracy compared to the state-of-the-art methods in both Chinese word segmentation and POS tagging. The costs in the directed graph are encoded by the HMM model. We will adopted the CRF model to encode the cost in the directed graph, which will get rid of the limitations of hypothesis in the HMM model and combine more lexical information from the context in the directed graph to get higher precision.
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