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Abstract

Gaussian processes are expressive, non-parametric statistical models that are well-suited to learn nonlinear dynamical systems. However, large-scale inference in these state space models is a challenging problem. In this paper, we propose CBF-SSM, a scalable model that employs a structured variational approximation to maintain temporal correlations. In contrast to prior work, our approach applies to the important class of unstable systems, where state uncertainty grows unbounded over time. For these systems, our method contains a probabilistic, model-based backward pass that infers latent states during training. We demonstrate state-of-the-art performance in our experiments. Moreover, we show that CBF-SSM can be combined with physical models in the form of ordinary differential equations to learn a reliable model of a physical flying robotic vehicle.

1 Introduction

Learning state space models (SSMs) (A. Billings, 2013) of nonlinear dynamical systems is a key challenge for time series prediction tasks and model-based reinforcement learning (RL). While deterministic SSMs with parametric cells, such as long short-term memory (Hochreiter and Schmidhuber, 1997), can achieve great performance in expectation (Venugopalan et al., 2014), they do not quantify uncertainty in their predictions. However, many advanced methods require explicit model error estimates to, for example, improve exploration or provide safety guarantees in model-based reinforcement learning (Kamthe and Deisenroth, 2017; Berkenkamp et al., 2017).

Probabilistic inference in SSMs is one way to obtain reliable uncertainty estimates. Since closed-form inference in nonlinear SSMs with latent states is usually intractable, we use variational inference to obtain an approximation of the true posterior. Previous work by Doerr et al. (2018) proposed a variational distribution that keeps the temporal dependencies by combining forward sampling through the model with variational inference. While this approximation works well for many systems, we show that it can fail to learn on systems that are not mean square stable (MSS), see Fig. 1 (orange) for an example. Informally, a system is not MSS when the state uncertainty increases with time. These systems are ubiquitous in real-world control and robotics applications.

In this paper, we propose a new variational approximation that can reliably learn on systems that are not MSS, see Fig. 1 (blue). Like Doerr et al. (2018), we use a non-factorized variational approximation and place a Gaussian Process (GP, Rasmussen (2004)) prior on the transition function.
Figure 1: Open-loop predictions on the test-set for a noisy Dubin’s car model. Unlike the true posterior (3), PR-SSM’s variational approximation (4) does not condition the transition probabilities on measurements during training. As a result, when trained on long sequences, it explains the observations with high-variance observation noise in Fig. 1b and yields low-accuracy predictions in Fig. 1a. In contrast, CBF-SSM conditions on measurements in (6) during training (not at test-time) and can learn an accurate and reliable model of the system.

to obtain calibrated predictions. However, we capture additional structure of the true posterior in our variational approximation by conditioning the transition probabilities on observations during training. In partially observable unstable systems, we introduce a probabilistic system-based smoother that runs backward over the observations to summarize them in pseudo-observations. We then use these pseudo-observations in our tractable approximation of the posterior and call the resulting approximation CBF-SSM (conditional backward-forward). In summary, the main contributions of this paper are (i) a variational approximation that retains correlations and captures additional structure of the posterior, (ii) a probabilistic, system-based recognition model, and (iii) experiments that demonstrate state-of-the-art performance on challenging systems, including a combinations with physical models to learn from real-world data of a flying robotic vehicle.

Related work Archer et al. (2015) use variational inference in SSMs with a neural network model to approximate the posterior distribution. To obtain a tractable algorithm, they propose a posterior covariance based on that of a linear dynamical system. Krishnan et al. (2017) relax this assumption and add a smoother backward pass with a bi-directional recursive neural network to their variational approximation. While both approaches illustrate the power of variational inference, Guo et al. (2017) show that neural networks can yield unreliable uncertainty estimates on test data.

Instead, GPs quantify uncertainty based on a measure of the similarity to training examples and the corresponding GP-SSMs are commonly used to describe dynamical systems (Wang et al., 2006). Traditional approaches in GP-SSM system identification use Markov Chain Monte Carlo methods to obtain exact posterior samples (Frigola et al., 2013, 2014). However, these methods do not scale to larger and more complex problems. Mattos et al. (2015) introduce variational inference in such models with a mean-field approximate posterior distribution, which does not capture temporal correlations of the latent state. This can lead to sub-optimal solutions (Doerr et al., 2018).

To capture the temporal correlations in the approximate posterior, Eleftheriadis et al. (2017) propose a structured approximation for linear time-varying systems. Doerr et al. (2018) introduce PR-SSM, a method that uses this approximation and additionally incorporates nonlinear GP dynamics. To improve performance in systems with large process noise, Ialongo et al. (2018) add a smoothing scheme that introduces latent observations for each time step. In this work, we instead use a variational distribution that conditions on pseudo observations that are inferred with a probabilistic backward pass, without adding a new variational variable for each time step.

Krishnan et al. (2017) consider a similar, but deterministic, backward pass to infer hidden states. While Doerr et al. (2018) also use a backward pass, they only infer the initial state distribution based on a small number of future observations during training. In this work, we combine ideas from both approaches: we use a probabilistic backward pass for all observations during training, but run it only over a small number of future observations. Moreover, we modify this probabilistic backward pass to improve reliability in the open-loop predictions.
2 Problem Statement and Background

In this paper, we consider the problem of time series prediction: At test time, we are given a sequence of control actions \( u_{1:T} \) together with initial observations \( y_{1:t'} \) and we must predict future observations \( y_{t:T} \) in open-loop. For training, we have access to a training data set that consists of sequences of actions and corresponding observations. To make predictions, we must make assumptions about the process that generates these observations. In this section, we introduce GP-SSMs and review the variational inference method by Doerr et al. (2018) that our paper builds on.

**State space model** We model the process that generates observations with a SSM. Given a control input \( u \), the Markovian latent state \( x \in \mathbb{R}^{d_x} \) evolves over time based on a transition function \( f \). At every time step \( t \), we obtain measurements \( y_t \in \mathbb{R}^{d_y} \) of the state \( x_t \). The state transitions and observations are corrupted by zero-mean Gaussian noise \( \epsilon_t \) and \( \gamma_t \) with diagonal covariance matrices \( \Sigma_x \) and \( \Sigma_y \), respectively. The resulting SSM,

\[
x_{t+1} = f(x_t, u_t) + \epsilon_t, \quad y_t = Cx_t + \gamma_t,
\]

uses a linear observation model \( p(y_t | x_t) = \mathcal{N}(y_t | Cx_t, \Sigma_y) \) without loss of generality, since nonlinear observation functions can be absorbed into the transition function \( f \) (Frigola-Alcande, 2015). In particular, we set \( C = [I, 0] \) so that only the first \( d_y \) latent dimensions are observed. In the following, we omit the inputs \( u \) and consider an autonomous system \( f(x) \). However, our derivations remain valid with control inputs and we use them in our experiments.

**Gaussian process** We model the transition function \( f \) with a parametric Gaussian distribution. While our derivations hold for any model, we focus on GPs specifically. A GP is a distribution over functions \( f' \colon \mathbb{R}^{d_x} \to \mathbb{R} \) that is parametrized by a mean and covariance function \( m(\cdot) \) and \( k(\cdot, \cdot) \), respectively, which encode the expected value and similarities in the input space. Conditioned on observed function values \( f = (f'(x_1), \ldots, f'(x_N)) \) at inputs \( X = \{x_1, \ldots, x_N\} \), the mean and variance of the Gaussian posterior distribution for the function value \( f'(x) \) at input \( x \) is

\[
p(f'(x) \mid x, f, X) = \mathcal{N}(f'(x) \mid \mu_{GP}(x), \sigma_{GP}^2(x))
\]

where

\[
\mu_{GP}(x) = m(x) + k_x k_{XX}^{-1} (f - m_X), \quad \sigma_{GP}^2(x) = k(x, x) - k_x k_{XX}^{-1} k_x,
\]

with

\[
m_X = (m(x_1), \ldots, m(x_N)), \quad k_x = k(x, X), \quad k_{XX} = k(X, X), \quad k_{XX}^{-1} = k(X, X) - k_{X}^2. \tag{2}
\]

For multidimensional transition functions \( f \) with \( d_x \geq 1 \) we use independent GPs for each dimension to reduce computational complexity, although our method is not limited to this choice.

We use a sparse approximation scheme by Snelson and Ghahramani (2006) to avoid the cubic scaling in the number of observations in (2). This method conditions the GP on a finite number of inducing points \( \zeta \) at inputs \( \zeta \) and assumes independence of all other observations, i.e., \( p(f(x) \mid x, \zeta) \approx p(f(x) \mid x, \zeta, \zeta) \). While subsequent state transitions are correlated under a GP model, this assumption enforces independent, Markovian transitions. Together with the process noise, the state transition probability \( p(x_t \mid x_{t-1}, \zeta) \) is a sparse GP predictive distribution. As suggested by Snelson and Ghahramani (2006) and Doerr et al. (2018), we use the prior distribution

\[
p(\zeta) = \mathcal{N}(\zeta \mid m_c, K_{c,c}),
\]

which encourages the inducing points to take values consistent with the GP prior distribution.

**Variational approximation** We want to infer the posterior distribution over the latent states \( x_{1:T} \) and inducing points conditioned on the observations \( y_{1:T} \), which is given by (Ialongo et al., 2018)

\[
p(x_{1:T}, \zeta_f \mid y_{1:T}) = p(x_1 \mid y_{1:T}) p(\zeta_f \mid y_{1:T}) \prod_{t=2}^{T} p(x_t \mid x_{t-1}, \zeta_f, y_{1:T}). \tag{3}
\]

The first two terms encode the posterior probability of the initial state and the inducing points, while the last term quantifies the state transitions. Due to the Markov assumption, the state \( x_t \) is independent of past observations \( y_{1:t-1} \) given the previous latent state \( x_{t-1} \) and the inducing points \( \zeta_f \).

Computing the posterior distribution in (3) is intractable. We use variational inference instead, which approximates (3) with a tractable proposal distribution \( q \) by minimizing the KL-distance between the two distributions. This turns out to be equivalent to maximizing the so-called evidence lower bound (ELBO). The PR-SSM method by Doerr et al. (2018) uses the variational approximation

\[
q(x_{1:T} \mid y_{1:T}) = q(x_1 \mid y_{1:T}) q(\zeta_f) \prod_{t=2}^{T} p(x_t \mid x_{t-1}, \zeta_f). \tag{4}
\]
Figure 2: PR-SSM’s variational approximation only uses the first $y_{1:t'}$ measurements for its variational approximation. Instead, CBF-SSM approximates the conditioning on $y_{t:T}$ present in the true posterior (3) with a one-step conditioning on pseudo-observations $\tilde{y}$. This enables CBF-SSM to learn unstable systems (Fig. 1). During training we interleave multiple independent backward passes (Fig. 2b) to be closer to the test conditions with open-loop predictions in Fig. 2c.

The distribution $q(x_1 | y_{1:t'})$ over the first latent state $x_1$ is called the recognition model. It is implemented as a bi-directional recurrent neural network (Schuster and Paliwal, 1997) and acts as a smoother on the first $t'$ observations. For the transition dynamics, PR-SSM uses the exact GP transition probabilities $p(x_t | x_{t-1}, z_f)$. However, unlike the true posterior (3), they are not conditioned on the observations $y_{t:T}$, as this is intractable to compute. Lastly, for the GP’s inducing point distribution $q(z_f)$, they use a mean field assumption and fit a Gaussian with a diagonal covariance matrix. This assumption retains temporal correlations between states through the transition model.

To maximize the ELBO induced by (4), Doerr et al. (2018) use a doubly stochastic optimization scheme (Salimbeni and Deisenroth, 2017). They first sample a mini-batch of sub-trajectories from the dataset and then, given the distribution $q(x_1 | y_{1:t'})$, estimate the distribution over $x_{1:T}$ by sampling transitions from the GP transition model $f$, see Fig. 2a. They differentiate through this sampled representation using the re-parametrization trick (Kingma and Welling, 2013) and optimize the ELBO over all parameters jointly: GP hyperparameters, process- and observation-noise, recognition model parameters, inducing point positions $\zeta$, and the outputs’ mean and variance in $q(z_f)$.

3 Variational Inference in Unstable Systems

In this section, we show that PR-SSM can fail to learn on unstable systems. Next, we develop CBF-SSM, a structured variational approximation that retains the performance of PR-SSM on stable systems, but additionally allows us to train on unstable systems.

Unstable systems As an illustrative example, we consider a simple, noisy car model: The state $x \in \mathbb{R}^3$ describes the two-dimensional position and scalar rotation of the car. We observe only the positions, $y \in \mathbb{R}^2$ so we must estimate the rotation. The control input $u \in \mathbb{R}^2$ consists of the target speed and the curvature of the steering command. When we train PR-SSM on data from this system and use the learned model for open-loop predictions, we obtain the mean trajectory shown in Fig. 1a. PR-SSM predicts a mean close to the center of the dataset and explains the measurements through observations noise with large variance $\Sigma_y$, see Fig. 1b. While this prediction is reliable since the uncertainty estimate contains the true observations, it is not accurate enough to be of practical use.

The true dynamics used to generate the dataset are not asymptotically stable (not a contraction mapping). As a consequence, in open-loop predictions, the uncertainty introduced by the process noise $\epsilon_t$ in (1) compounds over time. This can be seen in Fig. 1b (blue shaded), where the variance over the state increases with the prediction horizon. More precisely, in systems that are not mean square stable (MSS) (Soong, 1973; Khasminskii, 2012), the predictive state covariance matrix $\lim_{t \to \infty} E [x_t x_t^T | x_0]$ is not bounded for open-loop predictions. This also implies that the uncertainty over the predicted observations $y$ grows unbounded over time. For example, a linear system with at least one eigenvalue of the transition matrix greater or equal than one combined with additive, non-zero process noise is not MSS. If the GP model accurately approximates the true transitions, it cannot be MSS either.
Non-MSS systems cause problems when optimizing the ELBO of PR-SSM. The true posterior in (3) conditions the transitions on the observations \( p(x_t | x_{t-1}, z_f, y_1:T) \) which counteracts the process noise and leads to a low-entropy distribution over \( x_{1:T} \). PR-SSM approximates this posterior distribution with an open-loop forward pass in (4), which iteratively samples from the transition probabilities \( p(x_t | x_{t-1}, z_f) \). For non-MMS systems, the state variance for this open-loop prediction increases as the prediction horizon gets longer. Eventually, the variance is so large, that the closest approximation to the posterior is no longer obtained by learning the transition model, but rather by assigning high observations noise to the system, together with a transition model that keeps the state close to the center of the output space, see Fig. 1b (orange shaded).

In summary, the main challenge in optimizing the ELBO of PR-SSM is that over long time horizons the open-loop predictions have necessarily high-variance on non-MSS systems and thus, do not agree with the observations. While in principle one could train on shorter sequences to avoid this problem, we show in Sec. 4 that, due to the measurement noise together with the partially observed nature of the system, the best results can only be obtained by training on long sequences.

**Conditioned variational distribution**

We want to retain the performance of PR-SSM on MSS systems, but also to be able to train on long sequences on unstable systems to obtain the best results. To this end, we have to account for the fact that the true posterior conditions the transition probabilities on the observations \( y_{1:T} \) in our variational approximation. Since \( p(x_t | x_{t-1}, z_f, y_1:T) \) cannot be computed in closed-form, we propose a two-step procedure to approximate this term. First, we summarize the information present in \( y_{1:T} \) with a distribution over a pseudo-observation of the full state, \( \tilde{y}_t \in \mathbb{R}^{d_f} \). As a second step, we condition the Gaussian transition probabilities on the pseudo-observation \( \tilde{y}_t \). The resulting forward pass is given by

\[
q(x_{1:T}, z_f | \tilde{y}_{1:T}) = q(z_f)q(x_1 | \tilde{y}_1) \prod_{t=2}^{T} p(x_t | x_{t-1}, z_f, \tilde{y}_t),
\]

and is similar to the true posterior (3), but uses the summarized information in \( \tilde{y}_1 \) instead of \( y_{1:T} \). This structured variational approximation uses the information in \( \tilde{y}_t \) to counteract the process noise and thereby leads to reliable inference. For now, we assume that computing \( p(x_t | x_{t-1}, x_f, \tilde{y}_t) \) is tractable and focus on the first step.

To summarize the information in \( y_{1:T} \), we use an additional model that runs backward over the observations analogously to the forward model, see Fig. 2a: given a current summary \( \tilde{y}_{t+1} \) and an observation \( y_t \), the backward model outputs a distribution over the previous summary \( \tilde{y}_t \). Krishnan et al. (2017) propose a similar, deterministic method. Instead, we use a probabilistic model to explicitly encode uncertainty about observations. For convenience, we use the same model as in the forward pass, which is a GP with a new set of inducing points \( z_0 \). The resulting structured variational distribution is

\[
q(x_{1:T}, \tilde{y}_{1:T}, z_f, z_0 | y_{1:T}) = q(x_{1:T}, z_f | \tilde{y}_{1:T}) q(z_0) q(\tilde{y}_T | y_T) \prod_{t=1}^{T-1} q(\tilde{y}_t | \tilde{y}_{t+1}, z_0, y_t),
\]

where the second part runs backward over the sequence of observations to infer the pseudo-observations \( \tilde{y} \), while the first part in (5) runs forward and is conditioned on the pseudo-observations. The resulting distribution is comparable to a forward-backward smoother and visualized in Fig. 2a.

We derive the corresponding ELBO in Appendix B.1, which yields

\[
\mathcal{L} = \lambda_1 \sum_{t=1}^{T} \mathbb{E}_q \left[ \log p(y_t | x_t) \right] - \lambda_1 \sum_{t=2}^{T} \mathbb{E}_q \left[ D_{KL}(q(x_t | x_{t-1}, z_f, \tilde{y}_t) \parallel p(x_t | x_{t-1}, z_f)) \right] \\
+ \lambda_2 \sum_{t=1}^{T-1} \mathbb{E}_q \left[ H(q(\tilde{y}_t | \tilde{y}_{t+1}, z_0, y_t)) \right] - D_{KL}(q(z_f) \parallel p(z_f)) - D_{KL}(q(z_0) \parallel p(z_0)).
\]

The first term maximizes the likelihood of the observations given the latent states as in PR-SSM. The second term penalizes the KL-divergence between the forward model conditioned on the pseudo-observations and the unconditioned distribution. It also ensures that the forward model does not blindly use information from the backward model and allows our training distribution to generalize to open-loop predictions where no observations are available. The third term maximizes the expected entropy of the backward model, which ensures that it does not become over-confident about its pseudo-observations. Finally, the last two terms regularize the inducing points as in PR-SSM and force them to stay close to their prior distributions. We have introduced additional tuning parameters \( \lambda_1 \) and \( \lambda_2 \) to account for the sampling batch-size, which we discuss later.

**Conditioned transition probabilities**

To optimize (7), we must compute the KL divergence between the transition probabilities with and without conditioning on \( \tilde{y}_t \). Since the latter term has a
Gaussian distribution, we approximate \( q(x_t | x_{t-1}, z_f, \tilde{y}_t) \) with a Gaussian distribution too in order to obtain a closed-form solution. While one could consider several approximation schemes, we focus on a method that is both probabilistic and allows for multi-modal distributions. In particular, we propose a joint forward-backward sampling scheme. To obtain a sample from our variational approximation \( q \) in (6), we first propagate a particle through the backward model in order to obtain sampled pseudo-observations. Then, in the forward-pass, we condition each particle on these sampled observations, assuming the same Gaussian observation noise as in (1). Since the measurement likelihood is Gaussian, this distribution can be computed analytically, as in the update step of the Kalman filter (Kalman, 1960; Archer et al., 2015). This update is conceptually similar to the resampling step in a particle filter (Gordon et al., 1993) but can be differentiated analytically (Jonschkowski et al., 2018). While the distribution over pseudo-observations can be multi-modal, we obtain a tractable approximation. When we employ this sampling scheme to optimize the ELBO (7) on the car example of Sec. 2, we obtain accurate and reliable predictions on the test set, as shown in Fig. 1.

### 3.1 Practical considerations

In this section, we discuss several practical modifications to our method that can improve performance.

At test time, we measure performance on open-loop predictions, where we have access to the first \( t' \) observations and want to predict the state evolution of the system, see Fig. 2c. To reflect this situation during training, we run replicated recognition models over \( t' \) steps of the sub-trajectory to infer the pseudo-observations, see Fig. 2b. This optimizes the backward inference model for the short-horizon inference tasks during open-loop predictions and can be parallelized along the sub-trajectory.

Similarly, although the conditioned transition probabilities in our variational distribution (6) are necessary to learn unstable systems, this optimizes the forward GP model under the assumption that its predictions are corrected by pseudo-observations at every step. As a result, the forward model focuses on learning one-step predictions. Although this might be desired for interpolation, i.e., inferring the states \( x_{1:T} \) given the observations \( y_{1:T} \), during open-loop predictions, the model should trade-off one-step and long-term accuracy.

We propose to increase the observation noise of the pseudo-observations, so that we retain the ability to train on unstable systems, but allow for better open-loop predictions. Given \( x_{t-1} \), the distribution over the next state is given by the combination of the forward model prediction and the process noise \( \epsilon_t \), so that \( p(x_t | x_{t-1}, z_f) = N(x_t | \mu_{\text{GP}}, \Sigma_{\text{GP}} + \Sigma_x) \). Instead of conditioning this transition on \( \tilde{y}_t \) at every step, we approximate the case when pseudo-observations are available only every \( k \) time steps. That is, we approximate the measurement model \( p(\tilde{y}_t | x_t) = N(\tilde{y}_t | x_t, \Sigma_y) \) with \( q(\tilde{y}_t | x_t, x_{t-1}, z_f) = N(\tilde{y}_t | x_t, \Sigma_y + (k-1)(\Sigma_{\text{GP}} + \Sigma_x)) \). This approximation assumes that the variance of the GP is roughly equal over the next \( k \) time steps and is equivalent to introducing a bound of \( 1/k \) on the Kalman filter gain, see Appendix B.6 for a derivation. Consequently, this reduces the effect of the pseudo-observations on the posterior state distribution.

---

**Figure 3:** Effect of the weakened conditioning factor \( k \) on a simple, synthetic dataset from a nonlinear spring. For small values of \( k \) in Fig. 3a, each model performs the best \( k \)-step ahead predictions for the \( k \) it was trained with. For larger values in Fig. 3b eventually the conditioning is too weak to be useful for training. The lines show the mean ± std. deviations over 5 independently learned models.
We illustrate this trade-off on a simple, synthetic dataset from a mechanical, nonlinear spring in Fig. 3. For small values of $k$ in Fig. 3a, the models trained with a $k$-step conditioning achieve the lowest RMSE after a $k$-step open-loop prediction. For large values of $k$, the conditioning becomes too weak to be useful for training and the performance begins to decrease for $k \geq 100$ in Fig. 3b. More examples can be found in Appendix C.1.

Tuning factors In our ELBO (7), we introduced two tuning parameters $\lambda_1$ and $\lambda_2$, which allow to trade-off prediction likelihood and regularization. In standard stochastic variational inference (Hoffman et al., 2013), these are used to reweigh the prior (regularization) to account for the batch size relative to the full dataset. In practice, this leads to poor results both in our method, CBF-SSM, and PR-SSM by Doerr et al. (2018). The reason for this is that the sampled sub-trajectories are not independent of each other, but also that, e.g., the mean field assumption on the inducing points is violated by datasets generated by certain linear systems. In practice, we use a validation set to tune $\lambda_1$ and $\lambda_2$ to obtain high-accuracy yet reliable predictions. See Appendix D.1 for details.

4 Experiments

In this section, we compare CBF-SSM and PR-SSM on several partially-observable datasets. While (7) conditions the GP model on samples from $q(z_f)$ to obtain a correct posterior (Ialongo et al., 2018), in our implementation we instead follow Doerr et al. (2018) and marginalize the inducing point distribution $q(z_f)$ out. While this correlates transitions and leads to incorrect samples, in practice it improves performance. The code is available at https://github.com/silvanmelchior/CBF-SSM.

Synthetic unstable system We evaluate the performance on the toy car dataset introduced in Sec. 3. Fig. 1 shows a qualitative comparison of PR-SSM and CBF-SSM when trained on sequence lengths of 300 and the resulting test error for different sequence lengths is shown in Fig. 4a. CBF-SSM achieves lower test error when training on longer sequences, while PR-SSM fails to learn the system accurately on long sequences. Beyond the mean error, we show in Appendix C.2 that both CBF-SSM and PR-SSM quantify the model uncertainty reliably. This suggests that CBF-SSM achieves better mean predictions without overfitting. While the more complicated backward pass renders our method 3.7 times slower than PR-SSM during training, the prediction cost at test-time is equal between both models, see Appendix C.3 for details.

MSS systems We compare CBF-SSM against PR-SSM on the datasets used by Doerr et al. (2018), where PR-SSM outperforms other methods. Fig. 5a shows that both methods reach comparable accuracy. To evaluate the reliability of the uncertainty quantification, we evaluate the proportion of the test-observations contained in the scaled confidence intervals, relative to what would be expected from the Gaussian cumulative distribution function (CDF). Fig. 5b shows that CBF-SSM achieves reliable predictions on the ACTUATOR dataset. The remaining plots can be found in Appendix C.2.

Incorporating physical knowledge (VoliroX) To demonstrate that CBF-SSM can be applied to real-world, complex, and unstable systems, we use it to learn the dynamics of a flying robotic vehicle. VoliroX (Bodie et al., 2018) is a drone consisting of twelve rotors mounted on six tiltable arms, which cause airflow interference that is difficult to model. The dataset includes measured position and orientation $p \in \mathbb{R}^6$, while linear and angular velocities $v \in \mathbb{R}^6$ are unobserved and must be estimated. Control inputs are the arm tilt angles $\alpha \in \mathbb{R}^6$ and motor signals $\eta \in \mathbb{R}^6$. Bodie et al. (2018) model the
### Table 1: Test RMSE [mean (std)] over five runs.

| Dataset      | PR-SSM     | CBF-SSM    |
|--------------|------------|------------|
| ACTUATOR     | 0.502 (0.031) | 0.522 (0.020) |
| BALLBEAM     | 0.073 (0.007) | 0.070 (0.010) |
| DRIVES       | 0.492 (0.038) | 0.456 (0.040) |
| DRYER        | 0.140 (0.018) | 0.178 (0.050) |
| FURNACE      | 1.249 (0.029) | 1.204 (0.024) |
| SARCOs       | 0.049 (-)    | 0.045 (0.004) |

(a) Test RMSE [mean (std)] over five runs.

Figure 5: Comparison between PR-SSM and CBF-SSM on stable datasets. Both models reach comparable accuracy in terms of RMSE, see Fig. 5a. Fig. 5b shows that the proportion of datapoints contained in the scaled confidence intervals matches the Gaussian CDF, indicating reliable uncertainty.

### Figure 6: CBF-SSM learns improved forces on top of an existing physical model. Visualized are the test-set predictions. The reference is calculated from the measured positions and never seen by the model. The lines in Fig. 6b are the predicted mean ±1.96 the predicted std. deviation.

The physical model does not model airflow interference, which leads to significant prediction errors in Fig. 6a. In contrast, CBF-SSM provides accurate predictions with reliable uncertainty information in Fig. 6b. We compare these predictions to PR-SSM for different training sequence lengths in Fig. 4b. Since the drone is unstable and has large process noise, PR-SSM can only train on short sequences. In contrast, CBF-SSM can reliably train on all sequence lengths. Moreover, on the best sequence length for PR-SSM, CBF-SSM achieves a MSE that is 47.2% lower than that of PR-SSM. At the same time, the variance statistics in Appendix C.2 indicate reliable uncertainty estimates.

**5 Conclusions**

We introduced CBF-SSM, a novel variational method for system identification in GP-SSMs. While we match the performance of existing methods on stable systems, our variational distribution is closer to the true posterior and can also reliably learn on unstable systems. This is achieved conditioning the forward pass on pseudo-observations inferred by a probabilistic backward pass. In our experiments, we demonstrate state-of-the-art accuracy of CBF-SSM and prove its applicability to more challenging and unstable real-world problems, including the ability to incorporate prior physical knowledge.
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Appendix A describes CBF-SSM-HALF, a reduced version of CBF-SSM for datasets without unstable hidden dimensions. Appendix B presents mathematical derivations and additional results neglected in the main paper. Appendix C shows additional experiments to gain further insights into the proposed method. Appendix D contains further details about the data collection processes and parameter tuning scheme.

A CBF-SSM Without a Backward Model

Datasets without unstable latent dimensions (i.e. no latent dimension which diverges over time or no latent dimensions at all) allow for a simpler and more efficient version of CBF-SSM without a backward model. Instead of using the backward model to infer $\tilde{y}_t$, the forward pass can condition on $y_t$ directly, which conditions the observed dimensions only. We call this variant CBF-SSM-HALF.

Fig. 7 compares PR-SSM and CBF-SSM-HALF on a variant of the car toy example in Sec. 3 with full observations (i.e. position and orientation). We can see that with full observations, CBF-SSM-HALF is sufficient to learn accurate predictions.

![Figure 7: A comparison of PR-SSM and CBF-SSM-HALF, a variant of CBF-SSM without a backward model and $\tilde{y}_t = y_t$. As a system we use the car example from Sec. 3, but with fully observed state (position and orientation). In this case, CBF-SSM-HALF is able to learn accurate predictions.](image)

However, on datasets with unstable hidden dimensions CBF-SSM-HALF can only make very short predictions before diverging, see Fig. 8 for a demonstration on the original example, where the orientation is not observed.

![Figure 8: A comparison of CBF-SSM-HALF and CBF-SSM. Visualized are the open-loop mean predictions on the test-set of the car example from Sec. 3.](image)
B Mathematical Derivations

In this Sec. we present various derivations neglected in the main paper for brevity.

B.1 ELBO derivation CBF-SSM

Since \(z_b\) and \(z_f\) learn similar dynamics, we would prefer to use the same regularization scheme on them. However, the lack of \(z_b\) in the original model results in an ELBO without this property. To overcome this issue, we define \(p(z_b)\) equivalent to \(p(z_f)\) and add the cross-entropy

\[
H(q(z_b), p(z_b)) = E_{q(z_b)} [-\log p(z_b)]
\]

(8)

This results in the ELBO

\[
\mathcal{L}_{CBF-SSM}
\]

\[
= E_q \left[ \log \frac{p(y_{1:T}, x_{1:T}, z_f)}{q(x_{1:T}, \tilde{y}_{1:T}, z_f, z_b | y_{1:T})} \right] - E_q [ -\log p(z_b)] \tag{9}
\]

\[
= E_q \left[ \log \frac{p(z_f)p(x_1)}{q(z_f)q(x_1 | \tilde{y}_1)} \prod_{t=2}^{T} p(x_t | x_{t-1}, z_f) \prod_{t=2}^{T} p(x_t | x_{t-1}, z) q(z_b)q(\tilde{y}_T | y_T) \prod_{t=1}^{T-1} \log p(\tilde{y}_t | \tilde{y}_{t+1}, z_b, y_t) \right] \tag{10}
\]

\[
= E_q \left[ \log \prod_{t=1}^{T} p(y_t | x_t) \right] + E_q \left[ \log \prod_{t=2}^{T} \frac{p(x_t | x_{t-1}, z)}{q(x_t | x_{t-1}, z_f, \tilde{y}_t)} \right] \tag{12}
\]

\[
+ E_q \left[ \log \frac{p(x_1)}{q(x_1 | \tilde{y}_1)} \right] + E_q \left[ \log \frac{p(z_f)}{q(z_f)} \right] + E_q \left[ \log \frac{p(z_b)}{q(z_b)} \right] \tag{13}
\]

\[- E_q \left[ \log q(\tilde{y}_T | y_T) \right] - E_q \left[ \log \prod_{t=1}^{T-1} q(\tilde{y}_t | \tilde{y}_{t+1}, z_b, y_t) \right] \tag{14}
\]

\[
= \sum_{t=1}^{T} E_q [\log p(y_t | x_t)] - \sum_{t=2}^{T} E_q [D_{KL}(q(x_t | x_{t-1}, z_f, \tilde{y}_t) \| p(x_t | x_{t-1}, z))] \tag{15}
\]

\[- D_{KL}(q(x_1 | \tilde{y}_1) \| p(x_1)) - D_{KL}(q(z_f) \| p(z_f)) - D_{KL}(q(z_b) \| p(z_b)) \tag{16}
\]

\[+ H(q(\tilde{y}_T | y_T)) + \sum_{t=1}^{T-1} E_q [H(q(\tilde{y}_t | \tilde{y}_{t+1}, z_b, y_t))] \tag{17}
\]

As in PR-SSM, we chose a fixed, uninformative initial distribution for \(x_1\), such that the third term disappears from the loss. In particular, we set \(q(x_1) = q(\tilde{y}_1)\) based on the particle distribution, so that we have \(D_{KL}(q(x_1 | \tilde{y}_1) \| p(x_1)) \propto \sum_y \log p(y_1)\), which is constant as the variance of \(p(x_1)\) goes to infinity. Additionally, the sixth term disappears if we initialize \(\tilde{y}_T\) based on the measurement \(y_T\). Moreover, this term looses importance for longer trajectories.
B.2 ELBO derivation CBF-SSM-HALF

The ELBO of CBF-SSM-HALF can be reformulated to

\[
\mathcal{L}_{\text{CBF-SSM-HALF}} = \mathbb{E}_{q(x_{1:T}, z | y_{1:T})} \left[ \log p(y_{1:T}, x_{1:T}, z) \right] - \mathbb{E}_{q(z)} \left[ \log \frac{p(z)}{q(z)} \right] + \mathbb{E}_{q(x_1)} \left[ \log \frac{p(x_1)}{q(x_1)} \right]
\]

\[
= \mathbb{E}_{q(x_{1:T}, z | y_{1:T})} \left[ \log \prod_{t=2}^T p(y_t | x_{t-1}, z) \right] + \mathbb{E}_{q(x_1)} \left[ \log \prod_{t=2}^T p(y_t | x_{t-1}, z) \right]
\]

\[
+ \mathbb{E}_{q(z)} \left[ \log \frac{p(z)}{q(z)} \right] + \mathbb{E}_{q(x_1)} \left[ \log \frac{p(x_1)}{q(x_1)} \right]
\]

\[
= \sum_{t=2}^T \mathbb{E}_{q(x_{t-1} | y_{1:t-1})} \left[ \log p(y_t | x_{t-1}, z) \right] + \mathbb{E}_{q(x_1)} \left[ \log p(y_1 | x_1) \right]
\]

\[
- D_{\text{KL}}(q(z) \parallel p(z)) - D_{\text{KL}}(q(x_1) \parallel p(x_1)),
\]

where we applied Bayes rule in (22). Again, an uninformative initial distribution for \(x_1\) is chosen and fixed.
B.3 Approaching PR-SSM with k-factor

In the case of full observation, we can show that CBF-SSM approaches PR-SSM for large $k$. We have $\tilde{y} = y$ and thus can reformulate the ELBO to

$$L_{\text{CBF-SSM:HALF}} = E_{q(x_{1:T}, z | y_{1:T})} \left[ \log \frac{p(y_{1:T}, x_{1:T}, z)}{q(x_{1:T}, z | y_{1:T})} \right]$$

(28)

$$= E_{q(x_{1:T} | y_{1:T})} \left[ \log \frac{p(z)p(x_{1})}{q(z)q(x_{1})} \left( \prod_{t=1}^{T} p(y_{t} | x_{t}) \right) \left( \prod_{t=2}^{T} p(x_{t} | x_{t-1}, z) \right) \right]$$

(29)

$$= E_{q(x_{1:T} | y_{1:T})} \left[ \log \frac{p(z)p(x_{1})}{q(z)q(x_{1})} \left( \prod_{t=1}^{T} p(y_{t} | x_{t}) \right) \left( \prod_{t=2}^{T} p(x_{t} | x_{t-1}, z) \right) \right]$$

(30)

$$= E_{q(x_{1:T} | y_{1:T})} \left[ \log \frac{p(z)p(x_{1})}{q(z)q(x_{1})} \left( \prod_{t=1}^{T} p(y_{t} | x_{t}) \right) \left( \prod_{t=2}^{T} p(x_{t} | x_{t-1}, z) \right) \right]$$

(31)

$$= E_{q(x_{1:T} | y_{1:T})} \left[ \log \frac{p(z)p(x_{1})}{q(z)q(x_{1})} \left( \prod_{t=1}^{T} p(y_{t} | x_{t}) \right) \left( \prod_{t=2}^{T} p(x_{t} | x_{t-1}, z) \right) \right]$$

(32)

$$= E_{q(x_{1:T} | y_{1:T})} \left[ \log \frac{p(z)p(x_{1})}{q(z)q(x_{1})} \left( \prod_{t=1}^{T} p(y_{t} | x_{t}) \right) \left( \prod_{t=2}^{T} p(x_{t} | x_{t-1}, z) \right) \right]$$

(33)

$$= E_{q(x_{1:T} | y_{1:T})} \left[ \log \frac{p(z)p(x_{1})}{q(z)q(x_{1})} \left( \prod_{t=2}^{T} p(y_{t} | x_{t-1}, z) \right) \right] + E_{q(x_{1})} \left[ \log p(y_{1} | x_{1}) \right]$$

(34)

$$+ E_{q(x)} \left[ \log \frac{p(z)}{q(z)} \right] + E_{q(x_{1})} \left[ \log \frac{p(x_{1})}{q(x_{1})} \right]$$

(35)

$$= \sum_{t=2}^{T} E_{q(x_{t-1} | y_{t-1})} \left[ \log \frac{p(y_{t} | x_{t-1}, z)}{q(y_{t} | x_{t-1}, z, x_{t})} \right] + E_{q(x_{1})} \left[ \log p(y_{1} | x_{1}) \right]$$

(36)

$$- D_{KL}(q(z) \| p(z)) - D_{KL}(q(x_{1}) \| p(x_{1})).$$

(37)

All but the first term appear in the ELBO of PR-SSM. To analyze the first term, we neglect the indices and introduce $\sigma_{B}^2, \sigma_{C}^2$ and $\sigma_{w}^2$ as

$$p(y | x)q(y | x, z) = \frac{N(y | x, \sigma_{B}^2)N(y | f, \sigma_{B}^2 + k\sigma_{A}^2)}{N(y | x, \sigma_{B}^2 + (k-1)\sigma_{A}^2)} \quad (38)$$

$$= \frac{N(y | x, \sigma_{B}^2)N(y | f, \sigma_{A}^2)}{N(y | x, \sigma_{w}^2)} \quad (39)$$

$$= \frac{\sqrt{2\pi}\sigma_{w}^2}{\sqrt{2\pi}\sigma_{B}^2} \exp \left[ -\frac{(y - x)^2}{2\sigma_{w}^2} - \frac{(y - f)^2}{2\sigma_{w}^2} + \frac{(y - x)^2}{2\sigma_{w}^2} \right] \quad (40)$$

$$= \frac{1}{\sqrt{2\pi}\sigma_{w}^2} \exp \left[ -\frac{(y - x)^2}{2\sigma_{w}^2} - \frac{(y - f)^2}{2\sigma_{w}^2} + \frac{(y - x)^2}{2\sigma_{w}^2} \right], \quad (41)$$

where $f$ is the GP predictive mean value introduced in (Doerr et al., 2018). By completing the square we can rewrite term (A) to
If we analyze the mean, we get thus our likelihood term describes the data by a unnormalized Gaussian distribution.

If we analyze the variance, we get

\[ \mu_L = \frac{\sigma_u^2 \sigma_w^2 \mathbf{x} + \sigma_u^2 \sigma_w^2 \mathbf{f} - \sigma_u^2 \sigma_w^2 \mathbf{x}}{\sigma_u^2 \sigma_w^2 + \sigma_u^2 \sigma_w^2 - \sigma_u^2 \sigma_w^2} \]

with

\[ \alpha = \frac{\sigma_u^2 (\sigma_w^2 - \sigma_x^2)}{\sigma_u^2 (\sigma_w^2 - \sigma_x^2) + \sigma_u^2 \sigma_w^2} = \frac{(k-1)(\sigma_B^2 + k \sigma_A^2)\sigma^2_A}{(k-1)(2\sigma_B^2 + k \sigma_A^2)(\sigma_A^2 + \sigma_B^2)}, \]

so the mean is a linear combination of \( \mathbf{x} \) and \( \mathbf{f} \). For \( k = 1 \), we have \( \alpha = 0 \), for \( k \to \infty \), we have \( \alpha \to 1 \).

If we analyze the variance, we get

\[ \sigma_L = \frac{\sigma_u^2 \sigma_w^2}{\sigma_u^2 \sigma_w^2 + \sigma_u^2 \sigma_w^2 - \sigma_u^2 \sigma_w^2} \]

and see that for \( k = 1 \) we have \( \sigma_u^2 = \sigma_w^2 \) and thus \( \sigma_L^2 = \sigma_u^2 \) and for \( k \to \infty \) we have \( \sigma_u^2 \to \sigma_w^2 \) and thus \( \sigma_L^2 \to \sigma_u^2 \).
We can rewrite $\lambda$ to

$$
\lambda = \exp \left[ -\frac{1}{2a} \left( \frac{\sigma_w^2}{\lambda_1} \frac{\sigma_u^2}{\lambda_2} \right) (x - f)^2 - \lambda_4 \frac{(\sigma_w^2)^2}{\lambda_4} \right]
$$

(55)

and see that for $k = 1$ we have $\lambda_2 = 0$ and $\lambda_4 = 1$, for $k \to \infty$ we have $\lambda_1 \to 0$ and $\lambda_4 \to 1$. $\lambda_3$ penalizes if the conditioned $x$ is too far from $f$.

We see that for $k = 1$, we fully condition and get back the original CBF-SSM before introducing $k$. For $k \to \infty$, we no longer condition and get back PR-SSM. In between, we have a mixture of the two methods, where $\lambda$ can be ignored for sufficient small/large values of $k$.

This result can be generalized to the partially observed case. We later show that the Kalman gain is bounded by $\frac{1}{k}$, which prevents strong conditioning on $\bar{y}$. Thus, the recognition model becomes negligible with large $k$ and the same reformulation as in the fully observed case can be applied.

### B.4 CBF-SSM training distribution

The main paper only presents a graphical illustration of the variational distribution of CBF-SSM for training. The mathematical formulation is based on two backward passes $\bar{y}_{1:T}^A$ and $\bar{y}_{1:T}^B$. Let’s define the sets of re-initialization indices as

$$
\mathcal{R}_A = \{2ir \mid i \in \mathbb{N}, 2ir < T\} \cup \{T\},
$$

(56)

$$
\mathcal{R}_B = \{(2i - 1)r \mid i \in \mathbb{N}, (2i - 1)r < T\} \cup \{T\},
$$

(57)

where $r$ is the recognition length. Furthermore, let’s define the conditioning mapping as

$$
c(t) = \begin{cases} A & \text{if } \left\lfloor \frac{t - 1}{r} \right\rfloor \equiv 2 \ 0 \\ B & \text{otherwise.} \end{cases}
$$

(58)

The variational distribution then becomes

$$
q(x_{1:T}, \bar{y}_{1:T}; z_f, z_b \mid y_{1:T}) =
$$

$$
q(z_f)q(x_1 \mid \bar{y}_1^{(1)}) \prod_{t=2}^{T} q(x_t \mid x_{t-1}, z_f, \bar{y}_t^{(t)}) q(z_b)
$$

(59)

$$
\prod_{l \in \mathcal{R}_A} q(\bar{y}_l^A \mid y_t) \prod_{l \in \mathcal{R}_B} q(\bar{y}_l^B \mid y_t)
$$

(60)

$$
\prod_{l=1}^{T} q(\bar{y}_l^A \mid \bar{y}_{t+1}^A, z_b, y_t) \prod_{t=1}^{T} q(\bar{y}_t^B \mid \bar{y}_{t+1}^B, z_b, y_t). 
$$

(61)

(62)

### B.5 CBF-SSM Kalman update step

The distribution $p(x_t \mid x_{t-1}, z, y_t) \sim \mathcal{N}(\mu, \Sigma)$ in CBF-SSM-HALF can be calculated analytically using a 1-step Kalman filter. It is Gaussian with mean $\mu$ and covariance matrix $\Sigma$ as:

$$
\Sigma_F = \Sigma_x + \Sigma_{GP}
$$

(63)

$$
y = y_t - C \mu_{GP}
$$

(64)

$$
S = \Sigma_y + C \Sigma_F C^T
$$

(65)

$$
K = \Sigma_F C S^{-1}
$$

(66)

$$
\mu = \mu_{GP} + K y
$$

(67)

$$
\Sigma = (I - KC) \Sigma_F (I - KC)^T + K \Sigma_y K^T
$$

(68)

where $\Sigma_x$, $\Sigma_y$ and $C$ are the covariance matrices for the process and observation noise and the parametric observation model, $\mu_{GP}$ and $\Sigma_{GP}$ are the mean and covariance of the GP predictive distribution. The result naturally generalizes to CBF-SSM.
B.6 k-factor bound

Our introduced $k$-factor causes an upper bound on the Kalman gain. For each dimension (with its corresponding $\sigma_A$ and $\sigma_y$) we have

$$\frac{\sigma_A^2}{\sigma_A^2 + \sigma_y^2} \Rightarrow \frac{\sigma_A^2}{\sigma_A^2 + \sigma_y^2 + (k-1)\sigma_A^2} = \frac{\sigma_A^2}{k\sigma_A^2 + \sigma_y^2} \leq \frac{1}{k}.$$  

(69)
Further Experiments

In this Sec. we show additional experiments neglected in the main paper.

C.1 k-factor examples

The main paper presented quantitative results on a synthetic dataset illustrating the trade-off between greedy and long-term predictions. Fig. 9 shows an example on the same synthetic dataset. A real-world example can be found in Fig. 10.

![Figure 9: Qualitative influence of $k$ on different prediction-lengths. The areas are the predicted 95% confidence interval.](image)

C.2 Prediction variance statistics

Fig. 11 shows variance statistics for all stable datasets on which CBF-SSM was tested on. They indicate overfitting tendencies for the FURNACE dataset, consisting of 148 training points only. All other statistics, including the one for DRIVES with 250 training points only, indicate reliable predictions. For completeness, we also show these statistics for the unstable datasets generated by the car example from Sec. 3 (see Fig. 12a) and VOLIROX (see Fig. 12b).

To get correct variance estimates on VOLIROX, a prior on the GP hyperparameters was necessary, due to non-identifiability of the noise (i.e. a position prediction error could be the result of many different sources, not necessarily the forces). We chose a beta distribution which prevents the length scales from getting too large and the noise from getting too small. The parameters were tuned on the validation set.

If we predict unstable dimensions as in the case of the car example from Sec. 3, the variance progression over time is actually much more interesting to study. Fig. 13 shows that the variance increases over time. However, there are short periods of contraction, which do not directly align with the system model. A more careful inspection showed that these happened at the border of the system,
Figure 10: Influence of $k$ on SARCOS dataset in the long run. The SARCOS dataset reacts very sensitive to $k$ because the given data does not allow to really learn the dynamics of the system, hence the optimizer needs to set focus on very accurate 1-step ahead predictions or a coarse approximation of the whole system. The areas are the predicted 95% confidence interval.

where the robot turns around. CBF-SSM learned that particles should not leave this territory and pushes particle further away back more quickly. A demonstration of this can be found in Fig. 14. Visualized is the mean path of particles during a contraction period. It shows that the GP learns a contraction at the border to regain certainty over the system by exploiting the reoccurring curve patterns in the data.

C.3 Computational performance comparison

Table 1 compares the training performance between PR-SSM, CBF-SSM-HALF and CBF-SSM. As all other experiments in this paper, the numbers were obtained on a machine with two Intel® Xeon® CPUs, utilizing a NVidia® GeForce® GTX 1080 Ti. As already mentioned in the main paper, the performance for prediction is the same for all three methods.
C.4 Recognition model variance

We investigate the variance of our fully probabilistic backward model on the car example from Sec. 3 by plotting the variance development over time. Fig. 15a shows that the longer the model runs backward over the sequence, the more confident it gets about the hidden dimensions. Contrary, if we
| Method         | Time [s] | Time [relative] |
|----------------|----------|-----------------|
| PR-SSM         | 24.3     | 1               |
| CBF-SSM-HALF   | 34.9     | 1.4             |
| CBF-SSM        | 89.8     | 3.7             |

Table 1: Training performance comparison. Measured is the duration of one complete training swipe through the dataset from the car example from Sec. 3 (i.e. epoch).

predict on unseen data (we scale the input by a factor of 100), Fig. 15b shows how the uncertainty increases, because each time step adds more uncertainty to the hidden dimensions.

![Figure 15](image)

Figure 15: Variance of hidden dimensions in BW-model for different time steps, both for seen and unseen data.

As a quick experiment, we replaced our backward model by a RNN. More concrete, we use a GRU-cell (Cho et al., 2014) which predicts both mean and variance of the hidden dimensions while running backward over in- and output. For seen data, the RNN learns a similar pattern as the probabilistic BW model, as can be seen in Fig. 16a. Surprisingly, the RNN also manages to recognize unseen data and adjusts it’s variance estimates, see Fig. 16b.

![Figure 16](image)

Figure 16: Variance of hidden dimensions in RNN for different time steps, both for seen and unseen data.

Note that CBF-SSM does not necessarily need a GP in the temporal dynamics, neither in the forward nor the backward pass. These first results hint that it might be possible to use more complex and powerful cells, while preserving reasonable uncertainty estimates both on seen and unseen test data.
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C.5 VoliroX train- and validation-set

The main paper only shows the test set results on VoliroX. Fig. 17 shows them for the training and validation set as well.

![Graphs showing forces for VoliroX train, validate, and test sets.]

Figure 17: CBF-SSM learns improved forces on top of an existing physical model. The reference is calculated from the measured positions and never seen by the model. The lines are the predicted mean ±1.96 the predicted std. deviation.
D Training Details

In this Sec. we give further details to the training process and data-sets utilized.

D.1 Curriculum learning and parameter tuning

The CBF-SSM objective is highly non-convex and it’s sampling approximation inherently noisy. This caused problems during optimization in some experiments. To overcome them, we train CBF-SSM using a very simple two-step curriculum learning setting. We first train without the entropy regularizer and then retrain the model using the full ELBO.

This two-step scheme goes hand in hand with the tuning of the ELBO-parameters. In the first (train) phase, $\lambda_1$ is set such that the accuracy on the validation set is as high as possible, while $\lambda_2$ is set to 0. In the second (retrain) phase, $\lambda_1$ can be kept fix and $\lambda_2$ should be set such that the variance on the train- and validation-set is not under-estimated.

The remaining hyper-parameters were either set as in Doerr et al. (2018) or manually tuned using the same validation-set. The accompanying code contains the final values for all experiments in the main paper.

D.2 Data collection processes

All datasets used in this paper are already or will be made publicly available. For all simulation, we will furthermore publish the generating code which contains all the physical constants we used.

The data collection processes, sample sizes and train/test splits for the six datasets PR-SSM was already benchmarked on can be found in Doerr et al. (2018). For the Dubin’s car example from Sec. 3, we used a simulation of the system described in the main paper and sampled 25’000 train- and 5’000 test-points. For SPRINGNONLINEAR we simulated a one-dimensional damped spring where the input $u$ was mapped to a force $f$ through the non-linearity $f = \tanh(2u)$ and sampled 5’000 train- and 5’000 test-points. For VOLIROX we used two datasets called FLIP (2572 datapoints) and TILT (2300 datapoints) which were collected by recording a prototype of the drone. The exact collection process will be published together with the datasets. We split FLIP in half for training and validation, whereas TILT was used for testing.

We normalized all data before using them in our model and denormalized them for predictions afterwards, except for the VOLIROX experiments where no data pre-processing was used.