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Abstract

We study the planted clique problem in which a clique of size $k$ is planted in an Erdős-Rényi graph $G(n, \frac{1}{2})$ and one is interested in recovering this planted clique. It is widely believed that it exhibits a statistical-computational gap when computational efficiency is equated with the existence of polynomial time algorithms. We study this problem under a more fine-grained computational lens and consider the following two questions:

1. Do there exist sublinear time algorithms for recovering the planted clique?
2. What is the smallest running time any algorithm can hope to have?

We show that because of a well known clique-completion property, very elementary sub-linear time recovery algorithms do indeed exist for clique sizes $k = \omega(\sqrt{n})$. This points to a qualitatively stronger statistical-computational gap. The planted clique recovery problem can be solved without even looking at most of the input above the $\Theta(\sqrt{n})$ threshold and cannot be solved by any efficient algorithm below it.

A running time lower bound for the recovery problem follows easily from the results of [RS19], and this implies our recovery algorithms are optimal whenever $k = \Omega(n^{\frac{2}{3}})$. However, for $k = o(n^{\frac{2}{3}})$ there is a gap between our algorithmic upper bound and the information-theoretic lower bound implied by [RS19].

With some caveats, we show stronger detection lower bounds based on the Planted Clique Conjecture for a natural but restricted class of algorithms. The key idea is to relate very fast sublinear time algorithms for detecting large planted cliques to polynomial time algorithms for detecting small planted cliques.

1 Introduction

The planted clique problem, in which a clique of size $k$ is planted in an Erdős-Rényi graph $G(n, \frac{1}{2})$ has been well studied over the past two decades. It has emerged as a fruitful testbed to understand the misalignment between statistical and computational notions of efficiency. Much research has led to the belief that efficient polynomial time algorithms only exist for clique sizes $k$ larger than $\Omega(\sqrt{n})$. Above this threshold, previous work [FR10, DGGP14, DM15a] has shown (nearly) linear time algorithms that run in time $\tilde{O}(n^2)$. However, no lower bounds were proven to establish the optimality of these algorithms.

One reason to stop at linear time algorithms is that sublinear time algorithms almost inherently entail a non-zero probability of failure, since they must randomly choose what small portion of the input to see. However, for statistical problems, it is already true that no algorithm whatsoever can succeed with zero error probability. It is then intriguing to ask if it is possible to recover the planted clique more efficiently by looking at only a small subset of the graph. We investigate the following two questions:
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1. Do there exist sublinear time algorithms for recovering the planted clique?

2. What is the smallest running time any algorithm can hope to have?

We provide partial answers to these questions by developing sublinear time algorithms for the planted clique problem and establishing some evidence—based on the Planted Clique Conjecture—of their optimality.

1.1 Our Contribution

Algorithms:

Algorithm 2 runs in time $\widetilde{O}(n^{3/2})$ and recovers the clique with high probability for $k = \Theta(\sqrt{n \log n})$. Algorithm 3 is very simple extension\(^1\) and shows that for even larger clique sizes there is an $\widetilde{O}\left(\frac{n}{k}^3 + n\right)$ algorithm for clique recovery. Finally, Algorithm 4 runs in time $\tilde{O}\left(n^2 / \left(\frac{k^2}{n} \exp\left(\frac{k^2}{24n}\right)\right)\right)$ and recovers the planted clique when $\omega(\sqrt{n}) = k = o(\sqrt{n \log n})$. Given the widespread belief (which goes by the name Planted Clique Conjecture) that no polynomial time algorithm can recover the planted clique if $k = O(n^{1.5-\delta})$ for any constant $\delta > 0$, we certainly do not expect sublinear time algorithms to work in that regime.

Thus our work builds towards the idea that the planted clique problem can either be solved without even looking at the entire graph, or it needs more than a polynomial amount of time. In a qualitative sense, this is a much bigger ‘gap’ than that suggested by lumping all polynomial time algorithms together under one umbrella.

We stress that our algorithms are extremely straightforward, and do not involve much technical innovation. The key idea that enables sublinear time recovery is that of clique completion, a concept already widely known in the literature. While none of the existing clique completion routines run in sublinear time, it is quite easy to create one. Our algorithmic contribution lies in realising that clique completion allows sublinear time algorithms, rather than any new technical ideas.

Impossibility Results:

We begin our investigation of the second question by observing that the results of [RS19] imply that any recovery algorithm requires time at least $\Omega\left(\frac{n^2}{k^2} + n\right)$. This has the following slightly surprising consequence. Once the planted clique is of size at least $k = \Omega\left(n^{3/2}\right)$, we get an optimal recovery runtime of $\Theta(n)$. Increasing the size of the planted clique further does not make the recovery problem easier. In fact, detection versions of our algorithm do not require the additive $\tilde{O}(n)$ running time, and run in time $\tilde{O}\left(\frac{n^3}{k^2}\right)$.

This means that for large $k$, there is indeed a fine-grained computational complexity separation between the detection and recovery problems, even though we know from [AAK+07] that recovery can be reduced to detection.

The lower bound techniques of [RS19] are purely information theoretic, and it can be seen that such techniques will not be able to prove stronger lower bounds, of the form $\Omega\left(\frac{n^3}{k^2}\right)$ that we might hope for given our algorithmic results. To circumvent this, we aim to show stronger lower bounds using widely accepted average case computational hardness assumptions. The most natural such

\(^1\)While it is possible to formulate Algorithm 2 and Algorithm 3 as a single unified algorithm, we prefer to keep them separate for pedagogical clarity.
assumption in this scenario is, evidently, the \textit{Planted Clique Conjecture}. We aim to build on hardness of the planted clique problem for small cliques (as codified by the \textit{Planted Clique Conjecture}) to show lower bounds for algorithms that recover large planted cliques. Our goal is to investigate the (however rough) notion that the hardness of the planted clique problem in all regimes is due to the same reason. We note that the rest of our lower bounds work for the easier detection version of the planted clique problem; these bounds imply lower bounds for the recovery problem.

We make some progress towards this goal, but with a caveat. The reductions we show use a slightly different notion of a planted clique problem, which we call \(\text{idPC}_D\). In this model, each vertex is included in the clique independently with probability \(\frac{k}{n}\). In the vanilla planted clique (\(\text{PC}_D\)) problem, the clique is a uniformly random subset of \(k\) vertices. Our observation here is that reducing between planted clique problems with different clique sizes is very easy to do in the \(\text{idPC}_D\) world, even though it is not so easy in the \(\text{PC}_D\) world. It is not uncommon in the literature that impossibility results for the planted clique problem use slightly differing formulations. For example [FGR+17] use an iid bipartite version of the problem to show impossibility results for statistical query algorithms. We discuss this issue further in the subsequent sections.

We emphasize that our starting hardness assumption can be based on either of the two formulations of planted clique, since it is easy to show (Remark 4.2) that the \textit{Planted Clique Conjecture} for the standard variant implies the analogous conjecture for \(\text{idPC}_D\). For now, we state our results while pretending that they formally hold for the vanilla planted clique problem. Unfortunately, we can only show this connection for a restricted family of algorithms. While we would like to show such a connection for broader classes of algorithms (and provide some intuition for why such a fact might be true), we are currently unable to. This is a weakness of our result.

We show that assuming the \textit{Planted Clique Conjecture}, no non-adaptive\(^3\) rectangular\(^4\) algorithm can detect the existence of a planted clique of size \(k = \tilde{\Omega}(\sqrt{n})\) in time \(O\left(n^{3-\delta}/k^3\right)\) for any constant \(\delta > 0\). We have thus transformed a computational hardness assumption that distinguishes between polynomial and superpolynomial time algorithms into a result that distinguishes between more fine-grained (in fact sublinear) running times.

A careful look at the reduction used to prove this raises the possibility of a sublinear query complexity version of a statistical-computational gap. Using computationally inefficient algorithms, planted cliques can be detected with just \(\tilde{O}(\frac{n^2}{k^2})\) \cite{RS19} queries to the adjacency matrix. However, our result suggests that efficient polynomial time algorithms require, at the very least, \(\tilde{\Omega}(\frac{n^3}{k^3})\) queries to the adjacency matrix. While we can only prove this for the restricted class of non-adaptive rectangular algorithms, it is plausible that such a result holds for much broader classes of algorithms. This sort of gap is in contrast to the more common notion of statistical-computational gap in terms of the size of the planted clique.

In the other direction, we show that for planted cliques of size \(k = \Theta(\log n \sqrt{n})\), any detection runtime lower bound of the form \(\omega(n)\) gives a non-trivial \(\omega(n^2)\) runtime lower bound for detecting planted cliques of size \(k = 3 \log n\) (i.e. near the information theoretic threshold below which detection is information theoretically impossible). While this is nowhere near as spectacular as claiming that no polynomial time algorithms can exist, it \textit{is} a conditional super-linear lower bound.

As discussed, our results have several caveats and restrictions. We hope that these are just the first

\(^2\)Our algorithms for planted clique recovery are technically not in this class, but detection versions of these algorithms \textit{are}. We elaborate more on this in later sections.

\(^3\)Definition 3.4

\(^4\)Definition 3.5
steps in showing that the non-existence of fast sublinear time algorithms for detecting large cliques is related to the hardness of detecting small cliques.

1.2 Open problems

1. The running times of our algorithms for planted clique sizes just above and just below $\Theta(\sqrt{n \log n})$ are dramatically different. For $k = \Omega(\sqrt{n \log n})$, we can recover the clique in time $\tilde{O}(n + (\frac{n}{k})^3) = \tilde{O}(n^{\frac{3}{2}})$. For $k = o(\sqrt{n \log n})$, our algorithms are not even ‘truly sublinear’, by which we mean that they run slower than $\Omega(n^{2-\delta})$ for any constant $\delta > 0$. Is there some threshold phenomenon at clique size $k = \Theta(\sqrt{n \log n})$ with such different behavior above and below it, or are there faster algorithms for smaller cliques? Both positive and negative answers to the following become very interesting.

   Does there exist an algorithm which runs in time $O(n^{2-\delta})$ for some constant $\delta > 0$ which can recover planted cliques of size $k = o(\sqrt{n \log n})$?

2. Detection versions of our algorithms are non-adaptive and rectangular. To complement this, we have shown that the Planted Clique Conjecture implies non-existence of non-adaptive rectangular algorithms that reliably solve the detection problem and run much faster than our algorithms. This leads to wondering about the power of general algorithms with an adaptive sampling strategy.

   Does there exist an adaptive and/or non-rectangular algorithm which runs in time $O(n^{\frac{3}{2}-\delta})$ for some constant $\delta > 0$ and reliably detects planted cliques of size $k = \Theta(\sqrt{n \log n})$?

3. To show strong lower bounds, we have relied on the most natural computational hardness assumption for this setting, namely the Planted Clique Conjecture. However, it is plausible that other assumptions might be relevant too. Can we gain evidence for the non-existence of fast sublinear time algorithms that solve the planted clique problem using other computational hardness assumptions?

2 Related work

As far as the authors are aware, the planted clique problem was first studied in [Jer92] in which Jerrum studied Markov chain Monte Carlo methods and showed that the metropolis process cannot find cliques of size $O(\sqrt{n})$. It is known that just above the information theoretic threshold, $k = 2 \log n$, there is a unique largest clique with high probability and the brute force algorithm will successfully find the clique. This lies in stark contrast to where polynomial-time algorithms begin to work. The first polynomial time algorithm was provided in [Kuc95] although shown only to work above the degree counting threshold $k = \Omega(\sqrt{n \log n})$. Several algorithms were later shown to work for $k = \Omega(\sqrt{n})$, starting with the spectral algorithm from [AKS98], and including an algorithm that is based on semidefinite programming from [FK00]. In fact, a line of work including more sophisticated degree counting algorithms [FR10, DGGP14] and approximate message passing [DM15a] has shown that cliques of size larger than $\Omega(\sqrt{n})$ can be found in nearly linear ($\tilde{O}(n^2)$) time. To the best of our knowledge, no sublinear time algorithm has been proposed so far.

On the flip side, it is widely believed that no polynomial time algorithm can solve the planted clique problem for clique size significantly smaller than $O(\sqrt{n})$. Evidence for this fact has mounted up in recent years, and comes from showing that restricted classes of algorithms can not beat this bound.
\( \Theta(\sqrt{n}) \) was shown to be a barrier for the powerful sum-of-squares hierarchy [MPW15, DM15b, HKP+18, BHK+19] and for statistical query algorithms [FGR+17]. Hardness against circuit classes for a related problem was shown in [Ros08, Ros14]. This body of work has provided evidence for a so-called statistical-computational gap. We refer the reader interested in statistical-computational gaps in planted problems to the papers [WX18, BPW18, GZ19].

As a result, a number of works have used this conjectured hardness, the Planted Clique Conjecture (or close variants) to show average-case hardness results for various problems [AAK+07, ABBG, BR13, KZ14, MW+15, WBP16, BBH18, SBW19, MRS20]. It has additionally been used as a cryptographic primitive [ABW10]. We follow in these footsteps by using the Planted Clique Conjecture as our main hardness assumption to prove lower bounds for sublinear time algorithms. A key difference here is that instead of using an assumption that talks about that gap between polynomial and superpolynomial time algorithms to obtain another such gap, we use it to show a fine-grained (in fact sublinear) hardness result that distinguishes between different polynomial running times.

In recent years, there have indeed been reductions of this form. Such connections have resulted in the burgeoning field of fine-grained complexity (see [Wil] for a nice survey), including the study of a fine-grained understanding of clique problems [ABW18]. Recently, [BRSV17] explored one of the first fine-grained average case complexity results by using the random self-reducibility of low-degree polynomials to turn worst case fine-grained hardness results into average case results. However, it should be noted here that our techniques are quite different to these works. We rely on the fact that when we look at only a small fraction of our input, the loss of information makes it look indistinguishable from a problem that should not have any polynomial time algorithm. Further, [GR18, BABB21, DLW20, Gol20] studied the relation between worst-case and average-case hardness of clique problems.

More recently, [FGN+20, RS19, AHHM21, FF21] have considered the problem of finding cliques in random graphs where the cost of the algorithm is the number of queries it makes to the adjacency matrix of the input graph. This is similar to our framework in that this quantity, the number of queries, plays a central role in both our algorithms and impossibility results. However, both of these works only bound the number of queries but allow unbounded computation time, while we only allow a sublinear amount of computation. In fact, our interest in the number of queries is simply a byproduct of this requirement. Following initial dissemination of this work, [HMP21] provided an algorithm that generalizes one of our results to work for the more general planted dense subgraph problem.

3 Our techniques

3.1 Algorithms

All of our algorithms build on a simple idea: once an algorithm has found slightly more than \( \log n \) (say 2\( \log n \)) clique vertices, we can efficiently (and with high probability of success) find all the other planted clique vertices.

Subroutines of this form are not new, and are well-known in the planted clique literature [DGGP14, Lemma 2.9]. However, we need our subroutine to run in time \( \tilde{O}(n) \) (which is optimal) and without knowledge of the planted clique size. The clique completion lemma in [DGGP14] both needs \( k \) to be specified, and runs in time \( \Omega(k^2) \), which could be \( \tilde{\Omega}(n) \), and so is unsuitable for our purposes.
We circumvent this and create a clique completion subroutine with the desired properties. Given \(2\log n\) vertices that are in the planted clique, every other planted clique vertex is connected to all these \(2\log n\) vertices and with high probability very few non-clique vertices are connected to all these \(2\log n\) initial clique vertices. Thus we can restrict our attention to only those vertices which are connected to all \(2\log n\) initial clique vertices. Call this set \(V'\). There might, however, be some false positives in \(V'\), because our input to this subroutine might be any (adversarially chosen) planted clique subset of the \(\binom{k}{2\log n}\) possibilities\(^5\). We simply select a random subset \(S_C'\) of size \(2\log n\) from \(V'\). With high probability, this subset \(S_C'\) will contain only clique vertices, and then we run the same “common neighbour procedure on this small subset. Note that now \(S_C'\) is not just ‘some’ (possibly adversarially chosen) subset of the planted clique, but is in fact a uniformly random subset. We can then utilise this randomness to show that with high probability no non-clique vertex is connected to all \(2\log n\) elements in \(S_C'\). More details can be found in Algorithm 1 and we prove a formal version of the following statement in Lemmas 6.1 and 6.2.

Clique-Completion (Algorithm 1) takes a subset of the clique of size \(2\log n\) and, in running time \(O(n \log n)\), returns the planted clique with high probability (as long as \(k = \omega(\log^2 n)\)).

3.1.1 An \(\tilde{O}(n^{3/2})\) algorithm for finding cliques of size \(k = \Theta(\sqrt{n \log n})\)

Theorem 2 in Section 6.2 formalises an algorithm Keep-High-Degree-And-Complete (Algorithm 2) which runs in time \(\tilde{O}(n^{3/2})\) and finds the planted clique with high probability of success as long as the clique size \(k \geq C \sqrt{n \log n}\) for a large enough constant \(C\).

The algorithm is elementary and follows from the same simple observations that led [Kuc95] to give the first polynomial time algorithm for planted clique at the same threshold \(k \geq C \sqrt{n \log n}\).

1. The degree of each non-clique vertex is distributed as \(\text{Bin}(n, \frac{1}{2})\). There are at most \(n\) non-clique vertices, and with high probability the maximum of \(n\) (possibly dependent) \(\text{Bin}(n, \frac{1}{2})\) random variables is at most \(\frac{n}{2} + c\sqrt{n \log n}\) for some constant \(c > 0\).

2. With high probability, the degree of all the clique vertices will be larger than \(\frac{n-k}{2} + k - c\sqrt{n \log n} = \frac{n}{2} + C \sqrt{n \log n} - c\sqrt{n \log n}\).

If we choose \(C\) large enough, simply computing the degree of a vertex (which takes time \(O(n)\)) lets us decide if the vertex is in the clique or not. Since \(k\) out of the \(n\) vertices are in the clique, if we randomly sample slightly more than \(\frac{n}{k}\) vertices from \(V\), we will get at least \(2\log n\) clique vertices, and can identify them by computing the degree of all the vertices we have sampled, which takes time \(\tilde{O}\left(\frac{n^2}{k}\right) = \tilde{O}\left(n^{3/2}\right)\). Then we simply use the Clique-Completion subroutine to find the entire clique in a further \(O(n \log n)\) time.

---

\(^5\)The property that our subroutine works correctly with an arbitrary input subset of the planted clique rather than only a uniformly random one is crucial when we use it in Algorithm 4 to solve the planted clique problem for cliques of size \(\omega(\sqrt{n \log n})\).

\(^6\)To gain intuition for why there are false positives, we can try a union bound argument to show that there are no false positives. For a given subset of the planted clique of size \(2\log n\), except with probability at most \(\frac{1}{n^2}\), there will be no false positives. However, we then need to union bound over all \(\binom{k}{2\log n}\) possible clique subsets, at which point such an analysis breaks down.
Remark 3.1. This algorithm works even if we only have an underestimate of the true planted clique size. This is because the algorithm only uses the clique size implicitly, when deciding how many vertices to sample. If we underestimate the clique size, we will only sample more vertices than necessary. This will increase the runtime, but will not affect the correctness of the output.

3.1.2 An $\tilde{O}\left((n/k)^3 + n\right)$ algorithm for finding cliques of size $k = \Omega(\sqrt{n \log n})$

Theorem 2 give a runtime of $\tilde{O}\left(\frac{n^2}{k} + n\right)$ for $k = \Omega(\sqrt{n \log n})$. However, KEEP-HIGH-DEGREE-AND-COMPLETE was tailored for $k = \Theta(\sqrt{n \log n})$.

Theorem 3 in Section 6.3 shows that for larger $k$, we can improve the runtime to $\tilde{O}\left(\frac{n}{k}\right)^3 + n)$ using SUBSAMPLE-AND-KHDAC, Algorithm 3.

Let $p < 1$ be some parameter. If we select a random subset of $pn$ vertices (which can be done in time $O(pm)$), we expect to have $pn$ vertices of which $pk$ are planted clique vertices. If $pk = \Omega(\sqrt{pn \log (pn)})$, we can run KEEP-HIGH-DEGREE-AND-COMPLETE on this smaller problem instance in time $\tilde{O}\left(\frac{(pn)^2}{k}\right)$ to recover $pk$ planted clique vertices. We can then just run CLIQUE-COMPLETION on a subset of them in time $O(n \log n)$. Observe that we need $p \approx \frac{n}{k^2}$ for this to work, resulting in a runtime of $\tilde{O}\left(\frac{n}{k}\right)^3 + n)$.

3.1.3 An $O\left(n^2/\left(\frac{k^2}{n} \exp\left(\frac{k^2}{2m}\right)\right)\right)$ algorithm for finding cliques of size $\omega(\sqrt{n}) = k = o(\sqrt{n \log n})$

Theorem 4 analyses SUBSAMPLE-AND-FILTER (Algorithm 4) and shows that even when $\omega(\sqrt{n}) = k = o(\sqrt{n \log n})$, degrees do help solve the planted clique recovery problem in sublinear time $O\left(n^2/\left(\frac{k^2}{n} \exp\left(\frac{k^2}{2m}\right)\right)\right)$.

However, our algorithm is not ‘truly sublinear’. That is, it does not have running time $O(n^{2-\epsilon})$ for any constant $\epsilon > 0$. We leave the question of devising a ‘truly sublinear’ algorithm for finding the planted clique when $k = o(\sqrt{n \log n})$ as a compelling open problem.

The reason degree counting (as in [Kuc95] and Theorem 2) works for finding planted cliques of size $\Omega(\sqrt{n \log n})$ is because there exists a clear separation between the degree of clique vertices and non-clique vertices. If we see a vertex that has degree close to $\frac{n+1}{2}$, we know it is in the clique, and if the degree is much less than $\frac{n+1}{2}$ (even if it is much larger than $\frac{n}{2}$), we know it is not in the clique. The situation changes when $\omega(\sqrt{n}) = k = o(\sqrt{n \log n})$. A vertex with degree close to (or even much larger than) $\frac{n+1}{2}$ may be a non-clique vertex.

However, all is not lost. Given a clique vertex, its degree is very likely to be close to its expectation of $\frac{n+1}{2}$. On the other hand, given a non-clique vertex, its degree is much less likely to be close to $\frac{n+1}{2}$, even though this likelihood is not as small as in the case of $k = \Omega(\sqrt{n \log n})$. This suggests that we filter out vertices based on this closeness criterion.

We subsample an i.i.d $p$ fraction of the vertices (this can be done in time $O(n)$), and then compute the degree of each of these (approximately) $pn$ vertices. This takes time $O(pm^2)$. We then throw away all vertices that are not within $O(\sqrt{n})$ of $\frac{n+1}{2}$. This will boost the ratio of clique to non-clique vertices because of the discussion above. If we choose $p$ large enough so that at the end of this process we get $n'$ vertices in all, out of which $k'$ are planted clique vertices, and $k' = \Omega(\sqrt{n'})$,
then we can use any existing linear time solver to finding planted cliques on this smaller problem instance. This takes time $O(n^2) = O(p^2 n^2) = O(pn^2)$. The specific linear time solver we use is the LOW-DEGREE-Removal algorithm of [FR10]. This is because we do not have access to $k'$, and unlike the algorithms of [DGGP14, DM15a], LOW-DEGREE-Removal has the nice property that it does not need the size of the planted clique as input. We can then use CLIQUE-COMPLETE as a final step to find all the clique vertices in the original problem. As we see during the analysis, it suffices to take $p = \Theta\left(\frac{n}{k^2} \exp\left(-\frac{k^2}{24n}\right)\right)$.

For technical reasons, Algorithm 4 is actually slightly different from the sketch described above. We first split the vertices of the input graph into two disjoint sets $V_1$ and $V_2$ of equal size $n/2$. We then subsample vertices from $V_1$, and use their $V_2$-degree to filter them. By $V_2$-degree we mean that we estimate their degree by only counting the number of edges from a vertex in $V_1$ to all the vertices in $V_2$. The advantage now is that when we take our filtered vertices (which are a subset of $V_1$) and consider the subgraph induced by them, we have not seen any of the edges in this subgraph. Thus we can use the randomness of these edges to argue that this subgraph is an instance of the planted clique problem and can invoke [FR10] to analyse the performance of LOW-DEGREE-Removal on this subgraph.

Remark 3.2. In contrast to the behaviour of Algorithm 2 noted in Remark 3.1, it is unlikely that Algorithm 4, Subsample-And-Filter, is very robust to misspecification of the size of the planted clique. This is because we seem to be using this size crucially in our filtering step. The algorithm needs an estimate of $k$ that has additive error at most $o(\sqrt{n})$.

3.2 Impossibility results

A sublinear time algorithm can only look at a subset of entries in the adjacency matrix $A_G$ of the graph. For formal definitions of the graph ensembles, problems, conjectures and model of computation used here, see Section 5. Essentially our model is that the input is presented to the algorithm via the adjacency matrix of the graph, and we assume that querying any entry of this matrix takes unit time. Since accessing an entry of the input takes unit time, if an algorithm runs in time $T(n)$, it can observe at most $O(T(n))$ entries of the input adjacency matrix (Remark 3.3).

Definition 3.1 (Query set of an algorithm).

Let $A$ be any algorithm that takes as input $A_G$, the adjacency matrix of a graph $G = (V, E)$. Define $E_A \subset V \times V$ as the set of entries of $A_G$ that $A$ queries before it terminates. Since $A_G$ is symmetric, we assume for convenience that $E_A$ is symmetric. That is, if $A$ queries $(i, j)$, it also queries $(j, i)$.\(^7\)

The following simple fact about sublinear time algorithms follows immediately from the fact that in our model of computation any query to an entry of the adjacency matrix $A_G$ takes unit time.

Remark 3.3. If $\{A_n\}$ is an algorithmic family that runs in time $T_A(n)$, then $|E_{A_n}| = O(T_A(n))$.

Our lower bounds all use Remark 3.3. If the algorithm doesn’t see “enough” entries, it must work without a fair chunk of information about the input. Without this information, what it does see

\(^7\)Obviously, since $A_G$ is symmetric, if $A$ queries $(i, j)$ there is no need to query $(j, i)$. However, doing so can increase the number of queries (and hence the runtime) by at most a factor of 2. Since it is convenient to assume that the set $E_A$ is symmetric rather than tracking which of the two queries the algorithm made, we simply assume the algorithm queries both options.
is either statistically (in results that follow immediately from [RS19]) or computationally (because of the Planted Clique Conjecture) not solvable. Remark 3.3 then implies that if an algorithm has a high success probability, it must have a “large enough” running time. In this sense, we convert a polynomial vs superpolynomial hardness gap to a fine-grained (in fact sublinear) hardness gap.

3.2.1 Information theoretic impossibility result

The recent work [RS19] that completely characterizes the cost of the planted clique problem in the setting where the cost is measured in terms of the number of queries made by the algorithm to the adjacency matrix of the input graph, and computation is free. Stated in our notation, Theorem 2 in [RS19] says that if an algorithm $A_n$ has number of queries $|E_{A_n}| = o\left(\frac{n^2}{k^2} + n\right)$, then $A_n$ must fail to recover the planted clique with probability tending to 1. Combining this with Remark 3.3, we get

**Proposition 3.2.** [RS19, Theorem 2] Let $k(n) \leq n$ and let $\{G_n\}$ be a sequence of instances of the planted clique recovery problem $PC_{SR}(n,k(n))$ (Definition 5.5). Any algorithmic family $\{A_n\}$ that runs in time $T_A(n) = o\left(\frac{n^2}{(k(n))^2} + n\right)$ must fail to output the correct planted clique with probability at least $1 - o(1)$.

While this provides a tight lower bound for cliques of size $k = \Omega(n^{2/3})$, it is quite far from our algorithmic upper bound of $\widetilde{O}(n^{2/3})$ for cliques of size $\Theta(\sqrt{n \log n})$ by only providing an $\Omega(n)$ lower bound. However, Theorem 2 in [RS19] also shows that lower bound techniques relying purely on analysing the number of queries required will fail to give better lower bounds. This is because there exists an inefficient algorithm making as few as $\widetilde{O}\left(\frac{n^2}{k^2} + n\right)$ queries that can find the planted clique with good probability. Hence we we resort to using computational hardness assumptions to show stronger lower bounds. The most natural average case computational hardness assumption in this scenario is the Planted Clique Conjecture (Conjecture 5.7).

An algorithm for recovery can be easily converted into an algorithm for detection simply by picking some large enough random subset of the output of the algorithm (say $3 \log n$) and checking (in time $O(\log^2 n)$) if all the vertices are connected to each other. So we focus on the detection problem when proving the rest of our lower bounds, since this immediately translates into a recovery lower bound. We show that the (non-)existence of really good sublinear time algorithms for planted clique detection in the ‘easy’ regime seems connected to the (non-)existence of very fast (not necessarily sublinear) algorithms for the detection problem in the ‘hard’ regime.

We show this connection using a slightly different notion of a planted clique problem which we call $\text{iidPCD}(n, \frac{k}{n})$ (Definition 5.6). In this model, each vertex is included in the clique independently with probability $\frac{k}{n}$. We use this as a proxy to study the vanilla planted clique detection problem $PC_D(n,k)$ (Definition 5.4) in which a uniformly random set of $k$ vertices form the clique. Due to their similarity, impossibility results for one model give evidence for impossibility theorems in the other. For now we simply state the results we obtain, and defer in-depth discussion of the relation to Sections 4.1 and 4.2.

3.2.2 Lower bounds for detecting planted cliques of size close to information theoretic threshold from sublinear lower bounds for detection at clique size $k = \widetilde{\Theta}(\sqrt{n})$

Consider the $\text{iidPCD}(n, \frac{k}{n})$ problem with $k$ just larger than $\sqrt{n \log^2 n}$. Create a subgraph by only retaining the first $\sqrt{n}$ vertices. Then we have a graph of size $\sqrt{n}$ with a planted clique of size
slightly more than \(2 \log(\sqrt{n})\), the information theoretic threshold.

Hence if we could solve the detection problem on a graph of size \(n\) with a planted clique near the information theoretic threshold in time \(O(n^{2+2\delta})\) (for any constant \(\delta > 0\)), then we could solve the original problem in time \(\tilde{O}(n^{1+\delta})\). A lower bound on the original problem then translates into a lower bound on the problem at the information theoretic threshold. Moreover, a lower bound of the form \(\omega(n)\) would imply a non-trivial superlinear lower bound for detecting small cliques. This indicates that a lower bound of the form \(\omega(n)\) will require computational hardness assumptions to show.

We prove the following more general reduction, which yields the discussion above by setting \(g(n_1) = \log n_1\).

**Lemma 3.3.** Let \(0 < \delta < \frac{1}{2}\) be some constant. Let \(\omega(1) = g(n_1) = o(\sqrt{n_1})\) be some sequence indexed by \(n_1\) and define \(k_1(n_1) = g(n_1)/\sqrt{n_1}\). Suppose that any algorithmic family \(\{A_{n_1}\}\) that attempts to solve iidPC\(_D\)(\(n_1, \frac{k_1(n_1)}{n_1}\)) in time \(T_1(n_1) = O(n_1^{1+\delta})\) has probability of success at most \(\frac{1}{2} + o(1)\). Let \(k_2(n_2) = g(n_2^2)\). Then any algorithmic family \(\{A_{n_2}\}\) that attempts to solve iidPC\(_D\)(\(n_2, \frac{k_2(n_2)}{n_2}\)) in time \(T_2(n_2) = O(n_2^{2+2\delta})\) has probability of success at most \(\frac{1}{2} + o(1)\).

**Proof.** Assume towards a contradiction that there exists an algorithmic family \(A_{n_2}\) that runs in time \(T_2(n_2) = O(n_2^{2+2\delta})\) and achieves probability of success at least \(p_0\) (for some constant \(p_0 > \frac{1}{2}\)) when solving iidPC\(_D\)(\(n_2, \frac{k_2}{n_2}\)). Suppose we are given an instance \(G\) of iidPC\(_D\)(\(n_1, \frac{k_1}{n_1}\)) to solve, and consider the following algorithm. Set \(n_2 = \sqrt{n_1}\), pick out the first \(n_2\) vertices of the graph \(G\), and call the induced subgraph (which we don’t have to compute, just provide access to) \(G'\). Note that we have set \(n_2\) so that \(\frac{k_1}{n_1} = \frac{k_2}{n_2}\). The definition of iidPC\(_D\) implies that \(G'\) is an instance of iidPC\(_D\)(\(n_2, \frac{k_2}{n_2}\)) hence also an instance of iidPC\(_D\)(\(n_2, \frac{k_2}{n_2}\)). We can then use \(A_{n_2}\) to solve it in time \(T_2(n_2) = O(n_2^{2+2\delta}) = O(n_1^{1+\delta})\) with success probability at least \(p_0\). This gives an algorithmic family that runs in time \(T_1(n_1) = O(n_1^{1+\delta})\) and solves iidPC\(_D\)(\(n_1, \frac{k_1}{n_1}\)) with success probability at least \(p_0 > \frac{1}{2}\). This provides the desired contradiction and completes the proof. \(\Box\)

### 3.2.3 Sublinear time lower bounds for detecting cliques of size \(k = \tilde{O}(\sqrt{n})\) from the Planted Clique Conjecture

We have seen that strong lower bounds on the detection problem at clique sizes near \(k = \tilde{O}(\sqrt{n})\) imply non-trivial lower bounds for the detection problem at the information theoretic threshold. In this section we show that this connection between sublinear time algorithms for large cliques and polynomial time algorithms for small cliques goes both ways. If the latter is hard (as codified by the Planted Clique Conjecture), we provide some evidence that the former is hard too.

However, our results in this direction are weaker than we would like, and only hold hold for a (reasonable) subclass of all algorithms, namely non-adaptive rectangular algorithms. For this subclass, we show that our algorithmic upper bounds have essentially optimal running time. Non-adaptive algorithms are those where the algorithm (possibly using randomness) fixes the entries of the adjacency matrix \(A_G\) to query before it begins querying \(A_G\). Thus the locations of queries do not depend on the entries of \(A_G\). Rectangular algorithms are those in which the set of queries form a combinatorial rectangle (modulo symmetry).
For the two definitions that follow, let $\mathcal{A}$ be an algorithm that takes as input the adjacency matrix $A_G$ of a graph $G = (V, E)$, and $E_A$ be the (symmetric) set of queries it makes to $A_G$ as defined in Definition 3.1.

**Definition 3.4** (Non-adaptive algorithm).
$\mathcal{A}$ is non-adaptive if the random variable $E_A$ is independent of the random variable $A_G$.

**Definition 3.5** (Rectangular algorithm).
$\mathcal{A}$ is rectangular if the random variable $E_A$ is defined using two random disjoint subsets of vertices $I, J \subset V$ with $I \cap J = \emptyset$ as follows. $E_A = \{(u, v) : u \in J, v \in J, u \neq v\} \cup \{(u, v) : u \in I, v \in J\} \cup \{(u, v) : u \in J, v \in I\}$. See Figure 1 for an illustrative example.

**Remark 3.4.** While we would like to handle more generic algorithms, restricting our lower bounds to non-adaptive rectangular algorithms is not entirely unreasonable. This is because our detection algorithms are non-adaptive and rectangular. Since we are showing lower bounds for the detection version of the problem, our upper bound algorithms do indeed belong to the class of algorithms against which we are showing lower bounds.

**Intuition for impossibility result for non-adaptive algorithms:**

Let $\delta > 0$ be some constant and consider the detection problem with planted cliques of size $\tilde{\Theta}(\sqrt{n})$. By a standard argument, we can first use the non-adaptivity of the algorithm to show that we need to only consider algorithms whose queries are deterministic and not randomized. See the proof of Theorem 1 for an elaboration of this argument. If the algorithm runs in time $O(n^{3/2-\delta})$ (so even slightly better than our algorithmic upper bound), it can (deterministically) query at most $O(n^{3/2-\delta})$ entries of the adjacency matrix. Under the randomness of the location of the planted vertices, each off-diagonal entry in the adjacency matrix corresponds to a ‘planted’ entry with probability roughly $k^2/n^2 = \tilde{O}(1/n)$. By linearity of expectation, the expected number of queries the algorithm makes.

---

The **Clique-Completion** subroutine is the only adaptive or non-rectangular part of Algorithms 2, 3, or 4. Moreover, **Clique-Completion** is only required for the planted clique recovery problem. A simple tweak to Algorithm 2 so that it does not use **Clique-Completion**, but only decides whether or not a planted clique exists based on the largest degree it observes can give a non-adaptive rectangular detection algorithm that runs in time $\tilde{O}(n^{3/2})$. Similarly, removing the **Clique-Completion** subroutine from Algorithm 3 while using the modified version of Algorithm 2 inside it gives a non-adaptive rectangular detection algorithm that runs in time $\tilde{O}(n^{3/2})$ and reliably detects cliques of size $k = \Omega(\sqrt{n \log n})$. Similar reasoning also works for Algorithm 4 where we can use a linear time detection algorithm such as edge-counting instead of the [FR10] algorithm.
which are ‘planted’ entries is $\tilde{O}(n^{2-\delta})$. This means that we expect the algorithm to obtain evidence of ‘plantedness’ from roughly only $\tilde{O}(n^{2-\delta})$ vertices. According to the Planted Clique Conjecture, if there are such few planted vertices, it is computationally hard to distinguish between the planted and null models. Thus we might believe that solving the original problem is also computationally hard if we query such few entries. However, we have only been able to leverage this intuition into a formal reduction for rectangular algorithms.

**Theorem 1.** Assume the Planted Clique Conjecture (Conjecture 5.7) holds. Let $\delta > 0$ be any constant. Let $k(n)$ be any sequence such that $k(n) = \Omega(\sqrt{n})$. Then if any non-adaptive rectangular algorithmic family $\{A_n\}$ tries to solve $\text{idPC}_D(n, \frac{k(n)}{n})$ in time $O\left(\frac{n^{3-\delta}}{(k(n))^3}\right)$, it has probability of success at most $\frac{1}{2} + o(1)$.

**Proof.** The key idea is that the only evidence for a planted clique comes from querying entries for which both vertices are in the planted clique. Fix $n$ and let $k$ denote $k(n)$. Let $\delta > 0$ be a constant, and assume towards a contradiction that $A_n$ is non-adaptive rectangular algorithm that runs in time $O(\frac{n^{3-\delta}}{k^3})$ and solves $\text{idPC}_D(n, \frac{k}{n})$ with success probability $p_n > \frac{1}{2}$. Without loss of generality, we can assume that the query set $E_{A_n}$, and hence $I$ and $J$, are deterministic. By Remark 3.3, the number of queries the algorithm makes can not be too big: $|E_{A_n}| = O(\frac{n^{3-\delta}}{k^3})$. Hence, $(|I| + |J|)|J| = O(|E_{A_n}|) = O(\frac{n^{3-\delta}}{k^3})$.

We will consider two cases. First, consider the simpler case, where $|J| = O(\frac{n^{1-\frac{\delta}{k}}}{k})$. Since $J$ is so small, with high probability (at least $1 - o(1)$) over the randomness of the clique vertices, there are no planted vertices in $J$, that is, $J \cap K = \emptyset$. In this scenario, the distribution of the entries of $E_{A_n}$, which is what the algorithm sees, will be identical under both $G(n, \frac{1}{2})$ and $\tilde{G}(n, \frac{1}{2}, \frac{k}{n})$ since our query set will have no planted edges. Hence no algorithm will be able to distinguish between these two cases with success probability greater than $\frac{1}{2} + o(1)$. In this case, the conclusion to our theorem immediately follows.

Now consider the case where $|J| = \Omega(\frac{n^{1-\frac{\delta}{k}}}{k})$, so we must have $|I| + |J| = O(\frac{n^{2-\frac{\delta}{k}}}{k^2})$. The idea here is to use $A_n$ to solve $\text{idPC}_D(n', \frac{k'}{n'})$ for $k' = o(\sqrt{n'})$—an intractable problem according to the Planted Clique Conjecture and Remark 4.2, hence getting a contradiction.

Assume without loss of generality $I \cup J = \{1, \ldots, n'\}$ and let $k'$ be such that $k' = \frac{k}{n}$. As $n' = O(\frac{n^{2-\frac{\delta}{k}}}{k^2})$ we get that $k' = O(n'^{1-\frac{\delta}{k'}})$. Consider an instance $G'$ of $\text{idPC}_D(n', \frac{k'}{n'})$. We claim that running $A_n$ on $G'$ succeeds with high probability in detecting cliques. To prove this claim, we notice that $A_n$ can access its input graph $G'$ only through $E_{A_n}(G')$. Moreover, if $G'$ is a null instance (no planted clique), then $E_{A_n}(G') \overset{d}{=} E_{A_n}(G)$ (identically distributed) where $G$ is a null instance of $\text{idPC}_D(n, \frac{k}{n})$. And if $G'$ has a planted clique, then our choice of $\frac{k'}{n'} = \frac{k}{n}$ implies that $E_{A_n}(G') \overset{d}{=} E_{A_n}(G)$ where $G$ is an instance of $\text{idPC}_D(n, \frac{k}{n})$ with planted clique. Overall, our

\footnote{While the definition of non-adaptive algorithms allows the query set $E_A$ to be randomized, for the sake of proving lower bounds it actually suffices to consider only query sets that are deterministically fixed before the input is provided. This is because the probability of success of the algorithm is an expectation of the success probabilities under each of the random choices of $E_A$ (this is where we use the fact that the algorithm is non-adaptive). This means that there exists at least one choice $E_A$ which achieves the probability of success that the randomized algorithm is guaranteed to achieve. This choice, which can be pre-computed, provides a deterministic algorithm that does at least as well as the randomized non-adaptive algorithm we started with.}
assumption then implies that $A_n$ succeeds in solving $\text{iidPC}_D(n', \frac{k'}{n})$ with probability $p_0 > \frac{1}{2}$ which contradicts the iid Planted Clique Conjecture.

\[
\square
\]

4 On the relationship between the different planted clique variants

4.1 Our algorithms are robust to how the planted clique problem is formalized

The iid variant $\text{iidPC}_D(n, \frac{k}{n})$ (Definition 5.6) is formally different to but morally similar to $\text{PC}_D(n, k)$. Having stated some impossibility results with $\text{iidPC}_D(n, \frac{k}{n})$ rather than $\text{PC}_D(n, k)$, we note here that our algorithms (or minor tweaks thereof) actually work for this different model too. This lends some credence to showing impossibility in these models as proxies for showing impossibility results for $\text{PC}_D(n, k)$ or $\text{PC}_R(n, k)$.

**Fact 4.1.** Let $k(n) \leq n$ and $\omega(1) = f(n) = o(\sqrt{n})$ be any sequence. With probability at least $1 - o(1)$, an instance of $\text{iidPC}_D(n, \frac{k(n)}{n})$ is an instance of $\text{PC}_D(n, k'(n))$ for some sequence $k'(n)$ satisfying $|k'(n) - k(n)| \leq f(k(n))\sqrt{k(n)}$.

**Remark 4.1.** It can be verified that all our algorithms (even SUBSAMPLE-AND-FILTER, as stated in Remark 3.2) work as long as the estimate of $k$ they take in as input is within an additive $o(\sqrt{n})$ from the size of the true planted clique. Combining this with Fact 4.1, this means that our algorithms solve $\text{iidPC}_D(n, \frac{k}{n})$ with the same runtime as $\text{PC}_D(n, k)$ and a mildly worse success probability.

Even if we are hesitant to think of impossibility results about $\text{iidPC}_D(n, \frac{k}{n})$ as being proxies for impossibility results about $\text{PC}_D(n, k)$, we can think of $\text{iidPC}_D(n, \frac{k}{n})$ as being the fundamental problem for which this work describes sublinear time algorithms as well as hardness results.

4.2 What do these lower bounds formally imply for $\text{PC}_D(n, k)$?

Lemma 3.3 and Theorem 1 show that when the planted clique problem is formalized as $\text{iidPC}_D(n, \frac{k}{n})$, the non-existence of very fast sublinear time algorithms for detecting large planted cliques is related to the hardness of detecting small cliques. What does this imply when the problem is formalized using the more vanilla $\text{PC}_D(n, k)$? To discuss this, we note the following two easy lemmas that relate $\text{PC}_D(n, k)$ and $\text{iidPC}_D(n, \frac{k}{n})$.

**Lemma 4.2** ($\text{iidPC}_D$ is hard $\rightarrow$ $\text{PC}_D$ is hard).

Let $k(n) \leq n$ and $\omega(1) = f(n) = o(\sqrt{n})$ be some sequences. Suppose that an algorithmic family $\{A_n\}$ that attempts to solve $\text{iidPC}_D(n, \frac{k(n)}{n})$ has probability of success at most $p_s(n)$. Then there exists a sequence $k'(n)$ (which may depend on $\{A_n\}$) satisfying $|k'(n) - k(n)| \leq f(k(n))\sqrt{k(n)}$ with probability $1 - o(1)$ for any $n$, such that if $\{A_n\}$ tries to solve $\text{PC}_D(n, k'(n))$, it has probability of success at most $p_s(n) + o(1)$.

**Lemma 4.3** ($\text{PC}_D$ is hard $\rightarrow$ $\text{iidPC}_D$ is hard).

Let $k(n) \leq n$ and $\omega(1) = f(n) = o(\sqrt{n})$ be some sequences. Let $k'(n)$ be any sequence satisfying $|k'(n) - k(n)| \leq f(k(n))\sqrt{k(n)}$ with probability $1 - o(1)$ for any $n$. Suppose that an algorithmic
family \( \{ A_n \} \) that attempts to solve \( \text{PC}_D(n, k'(n)) \) has probability of success at most \( p_s(n) \). Then if \( \{ A_n \} \) tries to solve \( \text{idPC}_D(n, \frac{k(n)}{n}) \), it has probability of success at most \( p_s(n) + o(1) \).

**Proof.** We prove Lemmas 4.2 and 4.3. Fix \( n \) and let \( k, \hat{k} \) denote \( k(n), \hat{k}(n) \). Let \( G \) be an instance of \( \text{idPC}_D(n, \frac{k}{n}) \) and let the random variable \( \hat{k} \) denote the clique size. Clearly the problem instance \( G \) conditioned on the value of \( \hat{k} \) is an instance of \( \text{PC}_D(n, \hat{k}) \). Let \( S \) denote the event that an algorithm \( \mathcal{A}_n \) succeeds on an instance on \( G \), and \( E \) denote the event that \( |\hat{k} - k| \leq f(k)\sqrt{k} \). Note that \( \mathbb{P}(E^c) = o(1) \) because of how the clique is chosen. Then

\[
\mathbb{P}(S) = \mathbb{P}(S|E)\mathbb{P}(E) + \mathbb{P}(S|E^c)\mathbb{P}(E^c) = \mathbb{P}(S|E)\mathbb{P}(E) + o(1).
\]

Let \( S_{k'} \) denote the event that \( \mathcal{A}_n \) succeeds on an instance of \( \text{PC}_D(n, k') \), and \( k_E \) be the distribution of \( k \) conditioned on the event \( E \) occurring.

For Lemma 4.2 we have \( \mathbb{P}(S) \leq p_s(n) \) by assumption, and this implies \( \mathbb{E}_{k \sim k_E} [\mathbb{P}(S_k)] = \mathbb{P}(S|E) \leq p_s(n) + o(1) \) after rearrangement. This implies that for some \( k' \) such that \( |k' - k| \leq f(k)\sqrt{k} \), \( \mathbb{P}(S_{k'}) \leq p_s(n) + o(1) \), which completes the proof.

For Lemma 4.3 we have assumed \( \mathbb{P}(S_{k'}) \leq p_s(n) \) for all \( k' \) such that \( |k' - k| \leq f(k)\sqrt{k} \). This means that \( \mathbb{P}(S|E) = \mathbb{E}_{k \sim k_E} [\mathbb{P}(S_k)] \leq p_s(n) \), which implies \( \mathbb{P}(S) \leq p_s(n) + o(1) \) and completes the proof. \( \square \)

**Remark 4.2.** It follows immediately from Lemma 4.3 that the Planted Clique Conjecture (Conjecture 5.7) implies the iid Planted Clique Conjecture (Conjecture 5.8).

This let us use either the Planted Clique Conjecture or the iid Planted Clique Conjecture to show impossibility results for iidPC\( _D(n, \frac{k}{n}) \) in Theorem 1.

At first glance, this seems great. We can use these lemmas to get analogues of Lemma 3.3 and Theorem 1 for \( \text{PC}_D(n, k) \). However, this does not quite work. We illustrate this by trying to show that the Planted Clique Conjecture implies the non-existence of rectangular non-adaptive algorithms that can solve \( \text{PC}_D(n, k) \) for clique sizes \( k = \Theta(\sqrt{n}) \) and run in time \( O(n^{3-\delta}) \) for some constant \( \delta > 0 \). We already have, from Theorem 1 that this fact holds for iidPC\( _D(n, \frac{k}{n}) \). If we try to use this with Lemma 4.2, all we can say is that for any algorithmic family \( \mathcal{A}_n \), there is some sequence \( k' \), which is very close to \( k \), which this algorithmic family can not solve. However, this need not be the same \( k' \) for every algorithm. In effect, it is possible that for every sequence \( k' \), there is some algorithmic family that can solve it. Thus we can not rule out a fast algorithm for even single such sequence \( k' \).

However, this does not mean there is nothing useful we can say. If an algorithm designer (who believes in the Planted Clique Conjecture) wants to build a non-adaptive rectangular algorithm that can solve \( \text{PC}_D(n, k = \sqrt{n \log n}) \), we can tell them that their algorithm must crucially utilize a very good estimate of the size of the planted clique. This is because their algorithm definitely must fail for some sequence of planted clique sizes that is very close to the true size in the problem instance. As we note in Remark 4.1, the algorithms developed in this work do not crucially utilize such a fine estimate of \( k \).

## 5 Notation and Technical Definitions

We will use standard big \( O \) notation \((O, \Theta, \Omega)\) and will denote \( \tilde{O}(f(n)) \) to denote \( \text{poly}(\log n)O(f(n)) \) and define \( \tilde{\Theta}, \tilde{\Omega} \) similarly. Denote the set of graphs on \( n \) vertices by \( \mathcal{G}_n \). For a vertex \( v \) in graph
G = (V, E), we will denote its degree by \( \deg(v) \). An edge between nodes \( u, v \in V \) is denoted \((u, v)\). We let Bin \( (n, \frac{1}{2}) \) denote a Binomial random variable with parameters \((n, \frac{1}{2})\). Similarly, Bern \( (p) \) denotes a Bernoulli random variable that is 1 with probability \( p \) and 0 otherwise. Unless stated otherwise, all logarithms are taken base 2. \([n]\) denotes the set \( \{1, 2, ..., n\} \).

For Definitions 5.1, 5.2 and 5.3, let \( G = (V, E) \) be a graph with vertex set \( V \) of size \( n \). Each definition specifies a subset of vertices \( K \subset V \). For all distinct pairs of vertices \( u, v \in K \), we add the edge \((u, v)\) to \( E \). For all remaining distinct pairs of vertices \( u, v \), we add the edge \((u, v)\) to \( E \) independently with probability \( \frac{1}{2} \).

**Definition 5.1** (Erdős-Rényi graph distribution: \( G(n, \frac{1}{2}) \)).

\( K \) is the empty set. This distribution on graphs is denoted \( G(n, \frac{1}{2}) \).

**Definition 5.2** (Planted Clique graph distribution: \( G(n, \frac{1}{2}, k) \)).

Let \( K \subset V \) be a set of size \( k \) chosen uniformly at random from all \( \binom{n}{k} \) subsets of size \( k \). This distribution on graphs is denoted \( G(n, \frac{1}{2}, k) \).

**Definition 5.3** (iid Planted Clique graph distribution: \( \hat{G}(n, \frac{1}{2}, p) \)).

\( K \subset V \) is a set such that every vertex \( v \in V \) is included in \( K \) iid with probability \( p \). This distribution on graphs is denoted \( \hat{G}(n, \frac{1}{2}, p) \).

**Definition 5.4** (Planted Clique Detection Problem: \( PC_D(n, k) \)). This is the following hypothesis testing problem.

\[
H_0 : G \sim G(n, \frac{1}{2}) \quad \text{and} \quad H_1 : G \sim G(n, \frac{1}{2}, k) \quad (5.1)
\]

**Definition 5.5** (Planted Clique Recovery Problem: \( PC_R(n, k) \)).

Given an instance of \( G \sim G(n, \frac{1}{2}, k) \), recover the planted clique \( K \).

**Definition 5.6** (iid Planted Clique Detection Problem: \( iidPC_D(n, p) \)).

This is the following hypothesis testing problem.

\[
H_0 : G \sim G(n, \frac{1}{2}) \quad \text{and} \quad H_1 : G \sim \hat{G}(n, \frac{1}{2}, p) \quad (5.2)
\]

For Conjectures 5.7 and 5.8, suppose that \( \{A_n\} \) is a sequence of randomized polynomial time algorithms that take as input the adjacency matrix \( A_G \) of a graph \( G \) on \( n \) vertices, \( A_n : A_G \to \{0, 1\} \) and let \( k(n) \) be a sequence of positive integers such that \( k(n) = O(n^{\frac{3}{2} - \delta}) \) for any constant \( \delta > 0 \).

**Conjecture 5.7** (Planted Clique Conjecture).

If \( G_n \) is a sequence of instances of \( PC_D(n, k(n)) \), it holds that

\[
P_{H_0} \{A_n(A_G_n) = 0\} + P_{H_1} \{A_n(A_G_n) = 1\} \leq 1 + o(1).
\]

**Conjecture 5.8** (iid Planted Clique Conjecture).

If \( G_n \) is a sequence of instances of \( iidPC_D(n, \frac{k(n)}{n}) \), it holds that

\[
P_{H_0} \{A_n(A_G_n) = 0\} + P_{H_1} \{A_n(A_G_n) = 1\} \leq 1 + o(1).
\]
To show impossibility results, we also define what it means for an “algorithm” to “solve” the planted clique problem. Let $P(n, k(n))$ denote any of the following computational problems - $PC_D(n, k(n))$, $PC_R(n, k(n))$, $iidPC_D(n, k(n))$.

**Definition 5.9 ('Solving' a problem).**
Let $k(n)$, $T(n)$, and $\frac{1}{p(n)}$ be some functions of $n$ such that $k(n) \leq n$. A parametrized family of algorithms $\{A_n\}$ is said to run in time $T(n)$ and solve $P(n, k(n))$ with failure probability at most $p(n)$ if the following happens. For all large enough $n$, when given an instance of $P(n, k(n))$ as input, $A_n$ terminates in time $T(n)$ and returns the correct answer with probability at least $1 - p(n)$.

### 5.1 Model of Computation

To talk about sublinear algorithms, it is necessary to specify the model of computation within which we are working. Since we are working with dense graphs (both $G(n, \frac{1}{2})$ and $G(n, \frac{1}{2}, k)$ have $O(n^2)$ edges with high probability), it is reasonable to assume that the graph is provided via its adjacency matrix. Formally, the algorithm has access to the adjacency matrix $A_G$ of the graph $G$ which is a matrix whose rows and columns are indexed by the vertex set $V$ and entries are defined as follows. $A_G(u, v) = A_G(v, u) = 1$ if $(u, v) \in E$ and 0 otherwise. Also, $A_G(u, u) = 0$. This is essentially the same as the Dense Graph Model that has been widely studied in the graph property testing literature (see, eg, [Gol10]). Computationally, we assume that the algorithm can query any entry of this matrix in unit time. We also assume that sampling a vertex uniformly at random takes unit time, and any other similar edge or vertex manipulation operations take unit time.

### 6 Algorithms

We encourage the reader to read the intuition for these algorithms in Section 3.1 before reading these proofs. We simply provide technical details in this section.

#### 6.1 Clique Completion

**Lemma 6.1 (Runtime).** For any constant $c > 0$, CLIQUE-COMPLETION runs in time $O(n \cdot (|S_C| + \log n))$.

**Lemma 6.2 (Correctness).** Draw a graph $G$ according to $G \sim G(n, \frac{1}{2}, k)$ and let the set $S_C \subset K$ (the planted clique in the instance $G$) with $|S_C| = (1 + c) \log n$ for some constant $c > 0$. If $k = \omega \left( \log^2 n \right)$ then the output of Algorithm 1, CLIQUE-COMPLETION$(G, S_C)$ is $K$ with probability at least $1 - 4 \frac{(3+c)}{c} \max \left( \frac{(1+c) \log^2 n}{k}, \frac{\log n}{1+c} \right)$.

**Proof.** The algorithm has three stages and our proof upper bounds the probability of failure of each stage (conditioned on the the previous stages succeeding).

**Step 1** The first stage of the algorithm begins with our known clique set, and appends to it every vertex which is a common neighbor. We need the number of non-clique vertices added to not be too big. Let $A_1$ be the event that $|S \setminus K| < \frac{1}{2} (1 + (2 + c) \log k) := \ell_0$, then Lemma 7.3 shows through a simple union bound argument that $P(A_1^c) \leq \left( \frac{1}{n} \right)^{\log k}$.
Lemma 7.4, which gives

We need to control the number of clique vertices any non-clique vertex is connected to. This is

Initialize $S = S_C$

for $v \in V \setminus S_C$ do

\[ \text{if } (v, u) \in E \text{ for all } u \in S_C \text{ then} \]

Update $S \leftarrow S \cup \{v\}$

end

end

Let $V' \leftarrow S$

Pick (u.a.r) a subset of size $(1 + c) \log n$ from $V'$ and call it $S'_C$

Initialize $S' = S'_C$

for $v \in V' \setminus S'_C$ do

\[ \text{if } (v, u) \in E \text{ for all } u \in S'_C \text{ then} \]

Update $S' \leftarrow S' \cup \{v\}$

end

end

return $S'$

Step 2 The algorithm then takes the output set of the first stage, $S$, and keeps a uniformly random
subset $S'_C$ of size $(1 + c) \log n$. Let $A_2$ be the event that $S'_C \subset K$. We show that $P(A_2 \mid A_1) \leq \frac{\ell_0 (1 + c) \log n}{k}$. To this end, let $b := |V' \setminus K| = |S' \setminus K|$ and notice that $b < \ell_0$. Now,

\[
P(A_2 \mid A_1) = \frac{\binom{k}{(1+c) \log n}}{\binom{k+b}{(1+c) \log n}} = \frac{(k - (1 + c) \log n + b)(k - (1 + c) \log n + b - 1) \ldots (k - (1 + c) \log n + 1)}{(k + b)(k + b - 1) \ldots (k + 1)}
\]

\[
\geq \left(\frac{k - (1 + c) \log n}{k}\right)^b \geq 1 - \frac{b(1 + c) \log n}{k} \geq 1 - \frac{\ell_0 (1 + c) \log n}{k}.
\]

Finally, we analyze the last stage of the algorithm. We notice that $S'_C \subset K$ implies $K \subset S$; that is, if the input to the last stage of the algorithm is entirely contained within the clique, then the output of the algorithm contains the clique. We then prove that the output of the algorithm is exactly the clique by showing that it has no intersection with the non-clique vertices. Let $A_3$ be the event that $S' \setminus K = \emptyset$.

Step 3 We show that

\[
P(A_3 \mid A_1, A_2) \leq 4n \exp\left(-\frac{k}{54}\right) + \ell_0 n^{-\frac{(1+c)}{3}}.
\]

We need to control the number of clique vertices any non-clique vertex is connected to. This is
done in Lemma 7.4, which gives $P(A_4) \leq n \exp\left(-\frac{k}{54}\right)$ where $A_4$ is the event that every non-clique vertex is connected to at most $2k/3$ clique vertices. Note that

\[
P(A_3 \mid A_1, A_2) \leq P(A_3 \mid A_1, A_2, A_4) + P(A_4 \mid A_1, A_2) \leq P(A_3 \mid A_1, A_2, A_4) + 4P(A_4).
\]

where the last inequality follows as long as $n, k$ are large enough to satisfy $P(A_1) \geq 1/2$ and

$P(A_2 \mid A_1) \geq 1/2$. The upshot of choosing $S'_C$ randomly the way we do is that conditioned on $A_1$
and \(A_2\), it is a uniformly random subset of the planted clique \(K\). Further conditioning on \(A_4\), for a given non-clique vertex in \(V'\), the probability that it is connected to all vertices in \(S'_C\) is at most
\[
\frac{2^k}{\left(1+\varepsilon\right)^{3n}} \leq \left(1 - \frac{(1 + \varepsilon) \log n}{k}\right)^{\frac{k}{\varepsilon}} \leq \exp\left(-\frac{(1 + \varepsilon) \log n}{3}\right) = n^{-\frac{(1 + \varepsilon)}{3}}
\]

Union bounding over all the at most \(\ell_0\) non-clique vertices in \(S'_C\), no non-clique vertex gets added to \(S'\) except with probability at most \(\ell_0 n^{-\frac{(1 + \varepsilon)}{3}}\), which means \(P(A'_L | A_1, A_2, A_4) \leq \ell_0 n^{-\frac{(1 + \varepsilon)}{3}}\).

\(A_2 \cap A_3\) is the event that the clique \(K\) is contained in the output \(S'\) and that no non-clique vertex is contained in \(S'\). Thus, \(A_2 \cap A_3\) is the success event. Notice that \(1 - P(A_2 \cap A_3) \leq P(A'_L | A_1) + P(A'_L | A_2, A_1)\) Thus, Steps 1-3 imply
\[
1 - P(A_2 \cap A_3) \leq \left(\frac{1}{n}\right)^{\log k} + \ell_0 \left(\frac{(1 + \varepsilon) \log n}{k} + n^{-\frac{(1 + \varepsilon)}{3}}\right) + 4n \exp\left(-\frac{k}{54}\right)
\]
\[
\leq 4\left(3 + \varepsilon\right) \max\left(\frac{(1 + \varepsilon) \log^2 n}{k}, \frac{(1 + \varepsilon) \log n}{n^{\frac{1 + \varepsilon}{4}}}\right).
\]

\(6.2\) \(\tilde{O}(n^{3/2})\) algorithm for finding cliques of size \(k = \Theta(\sqrt{n \log n})\)

**Theorem 2.** Let \(8\sqrt{n \log n} \leq k\), and let \(L_{in}\) be a user defined parameter. If \(\frac{4n \log n}{k^2} \leq L_{in}\), when given an instance \(G\) of \(G(n, \frac{1}{2}, k)\), KEEP-HIGH-DEGREE-AND-COMPLETE \((G, L_{in})\) (Algorithm 2) runs in time \(O(n L_{in} + n \log n)\) and outputs the hidden clique \(K\) with probability at least \(1 - O\left(\frac{\log^2 n}{\sqrt{n}}\right)\).

**Proof.** **Runtime analysis:** Using Lemma 6.1, the algorithm clearly runs in time \(O(n L_{in} + n \log n)\).

**Correctness analysis:** We first show that for this size of the clique \(k\), degree counting is sufficient to separate clique vertices from non-clique vertices. We then show that randomly sampling \(L_{in}\) vertices will yield a subset of the clique of size at least \(2 \log n\). We conclude by invoking Lemma 6.2 to show that CLIQUE-COMPLETION works correctly with high probability.

Let \(D_{\min}\) denote the event that the minimum degree of a clique vertex is at least \(d_{\min} = \frac{n}{2} + \frac{k}{2} - \sqrt{3n \log n}\) and \(D_{\max}\) denote the event that the maximum degree of a non-clique vertex is at most \(d_{\max} = \frac{n}{2} + \sqrt{3n \log n}\). Note that the degree of a non-clique vertex is \(\text{Bin}\left(n, \frac{1}{2}\right)\), so by a Chernoff bound 7.1 and a union bound, \(P(D_{\max}) \leq \frac{(n-k)}{n^2} \leq \frac{1}{n}\). Likewise, the degree of a non-clique vertex is \(\text{Bin}\left(n-k, \frac{1}{2}\right) + k\), so a similar argument shows \(P(D_{\min}) \leq \frac{k}{2^2} \leq \frac{1}{n}\). Because \(8\sqrt{n \log n} \leq k\) and setting \(T_d = \frac{n}{2} + 2\sqrt{n \log n}\), we have that \(d_{\max} < T_d < d_{\min}\). Therefore except with probability at most \(\frac{1}{n} + \frac{1}{n} \leq \frac{2}{n}\), the degree of all clique nodes is larger than \(T_d\) and that of all non-clique nodes is smaller than \(T_d\).

Now, we show that randomly sampling \(L_{in}\) vertices will yield at least \(2 \log n\) clique vertices. Let this random sample of \(L_{in}\) vertices be denoted \(S_L\). If we divide the clique vertices \(K\) into \(2 \log n\) disjoint sets \(K_1, K_2, ..., K_{2 \log n}\) of equal size \(\frac{k}{2 \log n}\), then with high probability we will get at least

\[\text{We have omitted certain floors and ceilings for the sake of readability}\]
one vertex from each $K_i$. This implies that we will have at least $2 \log n$ distinct clique vertices in $S_L$. Let $E_i$ be the event that $S_L \cap K_i = \emptyset$.

$$\Pr(E_i) = \left(1 - \frac{k}{2n \log n}\right)^{L_{in}} \leq \exp\left(\frac{-kL_{in}}{2n \log n}\right) \leq 2^{\frac{-kL_{in}}{2n \log n}}.$$  

Let $E = \bigcap_i E_i$; that is $E$ is the event that each $K_i$ has non-empty intersection with $S_L$. Then, a union bound shows that $\Pr(E^c) \leq (2 \log n) 2^{\frac{-kL_{in}}{2n \log n}}$. Since $L_{in} \geq \frac{4n(\log n)^2}{k}$, this probability of failure is at most $\frac{2 \log n}{n^2}$.

The probability Algorithm 2 fails can be denoted by $\Pr(C^c)$ where $C$ is the event that CLIQUE-COMPLETION outputs $K$, the planted clique. So we can upper bound $\Pr(C^c) \leq \Pr(C^c, D_{max}, D_{min}, E) + \Pr(D_{max}^c) + \Pr(D_{min}^c) + \Pr(E^c)$. Using our estimates from above, we can upper bound $\Pr(D_{max}^c) + \Pr(D_{min}^c) + \Pr(E^c) = O\left(\frac{1}{n}\right) + O\left(\frac{\log n}{n^2}\right) = O\left(\frac{\log^2 n}{\sqrt{n}}\right)$. Hence it only remains to show that $\Pr(C^c, D_{max}, D_{min}, E) = O\left(\frac{\log^2 n}{\sqrt{n}}\right)$ to complete the proof.

Consider a genie who gets the same input as Algorithm 2 and also knows the location of the planted clique. The genie observes our algorithm, and if $S_C$ is not a subset of the planted clique $K$, the genie selects any other set of $2 \log n$ true clique vertices and runs CLIQUE-COMPLETION using this new genie-aided input set instead. We can denote the event that the genie’s version of CLIQUE-COMPLETION succeeds as $C_{\text{genie}}$ and by Lemma 6.2, we can conclude that $\Pr(C_{\text{genie}}^c) = O\left(\frac{\log^2 n}{\sqrt{n}}\right)$. This is because the genie-aided algorithm takes as input a graph $G \sim G(n, \frac{1}{2}, k)$ and a true clique subset, which are precisely the conditions on Lemma 6.2.

To relate this to our quantity of interest, we note that when $S_{\text{good}} := D_{max} \cap D_{min} \cap E$ happens, the input $S_C$ used by Algorithm 2 is a subset of $K$ and so the genie-aided algorithm and Algorithm 2 behave identically conditioned on $S_{\text{good}}$. This means that $\Pr(C^c, S_{\text{good}}) = \Pr(C_{\text{genie}}^c, S_{\text{good}}) \leq \Pr(C_{\text{genie}}^c) = O\left(\frac{\log^2 n}{\sqrt{n}}\right)$ which completes the proof.

6.3 An $\tilde{O}\left((n/k^3) + n\right)$ algorithm for finding cliques of size $k = \Omega(\sqrt{n \log n})$

**Theorem 3.** Let $32 \sqrt{n \log n} \leq k \leq n$ and set $p = \frac{512 n \log n}{k^2}$. Given an instance $G$ of $G(n, \frac{1}{2}, k)$, SUBSAMPLE-AND-KHDAC$(G, k, p)$ (Algorithm 3) runs in time $O\left(\left(\frac{n^2}{k^3}\right) \cdot \log^3 n + n \log n\right)$ and outputs the hidden clique $K$ with probability at least $1 - O\left(\frac{\log^2 pk}{\sqrt{nk}}\right)$.

**Proof.** **Runtime Analysis:** Since we can sample a random vertex in unit time in our model of computation, sampling $pn$ vertices takes time $O(pm)$. Further, using the running times from Theorem 2 and Lemma 6.1, it is easy to observe that the algorithm runs in time

$$O\left(pn + n'L_{in}' + n \log n\right) = O\left(\frac{pm^2}{k} \cdot \log^2 n + n \log n\right) = O\left(\frac{n^3}{k^3} \cdot \log^3 n + n \log n\right)$$

**Correctness Analysis:** We first see that the subsampling step behaves as expected, in the sense that $k_p = |S_P \cap K|$ is roughly equal to $pk$. Let $A_1$ be the event that $\frac{pk}{2} \leq k_p \leq \frac{3pk}{2}$. As $k_p$ is a hypergeometric random variable, we use bounds on the concentration of a hypergeometric random variable around its mean (see, for eg, [HS05, Theorem 1]) to get that $\Pr(A_1^c) \leq 2 \exp\left(\frac{-pk^2}{4n}\right) \leq \frac{1}{\sqrt{n}}$. 


Algorithm 2: \textit{Keep-High-Degree-And-Complete}

\textbf{Input:} Graph $G = (V, E) = G(n, \frac{1}{2}, k)$, number of vertices to sample $L_{in}$

\textbf{Output:} Clique $K$

Initialize $S_C = \emptyset$

\textbf{repeat $L_{in}$ times}\
\hspace{1em} Sample a random vertex $v \in G$ and compute $\text{deg}(v)$
\hspace{1em} if $\text{deg}(v) \geq \frac{n}{2} + 2\sqrt{n \log n}$ then\
\hspace{2em} Update $S_C \leftarrow S_C \cup \{v\}$\n\hspace{1em} end
\textbf{end}

if $|S_C| < 2 \log n$ then\
\hspace{1em} \textbf{return} Declare Failure\n\textbf{end}

Initialize $S_C = \emptyset$

Select $2 \log n$ vertices from $S_C$ uniformly at random and add them to $S_C$

$S \leftarrow \text{Clique-Completion}(G, S_C)$

return $S$

\hrulefill

It is easy to observe that $G' \sim G(n', \frac{1}{2}, k_p)$. Now we show that $S_C$, the output of the \textit{Keep-High-Degree-And-Complete} subroutine is equal to $S_P \cap K$ with high probability. Denote this event by $A_2$. Since $k' = \frac{p}{2} \leq k_p$ and (using that $p \leq \frac{1}{2}$)

$$8\sqrt{|S_P| \log |S_P|} \leq 8\sqrt{2p n \log n} = \frac{pk}{2} \leq k_p,$$

the conditions of Theorem 2 are satisfied if $A_1$ holds, therefore $\Pr(A_2^c | A_1) = O\left(\frac{\log^2 n'}{n'}\right) = O\left(\frac{\log^2(pk)}{\sqrt{pk}}\right)$.

To finish the proof, we need to prove that \textit{Clique-Completion} succeeds with high probability. Let $A_3$ denote the probability that the output of clique completion (and of the algorithm) $S = K$. Overall, we can then upper bound the probability of failure of Algorithm 3 as $\Pr(A_3^c) \leq \Pr(A_3^c, A_1, A_2) + \Pr(A_3^c | A_1) + \Pr(A_1^c)$. We have shown that $\Pr(A_3^c | A_1) + \Pr(A_1^c) = O\left(\frac{1}{n^{1/2}}\right) + O\left(\frac{\log^2(pk)}{\sqrt{pk}}\right) = O\left(\frac{\log^2(pk)}{\sqrt{pk}}\right)$. Thus it only remains to show that $\Pr(A_3^c, A_1, A_2) = O\left(\frac{\log^2(pk)}{\sqrt{pk}}\right)$. We can now define $S_{\text{good}} := A_1 \cap A_2$ and use the same genie-aided analysis as in the proof of Theorem 2 to conclude that $\Pr(A_3^c, A_1, A_2) = O\left(\frac{\log^2(n)}{\sqrt{n}}\right) = O\left(\frac{\log^2(pk)}{\sqrt{pk}}\right)$. $\square$
Algorithm 3: Subsample-And-KHDAC

Input: Graph $G = (V, E) = G(n, \frac{1}{2}, k)$, clique size $k$, subsampling fraction $p$
Output: Clique $K$

Set $n' = np$ and $k' = \frac{pk}{2}$
Initialize $S_P = \emptyset$
Pick $n'$ vertices uniformly at random from $V$ and add them to $S_P$
Let $G'$ be the subgraph of $G$ induced by $S_P$
$S_C \leftarrow \text{Keep-High-Degree-And-Complete}(G', L'_{in} = \frac{4n' \cdot (\log n')^2}{k'})$

if $|S_C| < 2 \log n$ then
  return $k$ vertices chosen uniformly at random from $V$
end
Initialize $S_C = \emptyset$
Select $2 \log n$ vertices from $S_C$ uniformly at random and add them to $S_C$
$S \leftarrow \text{Clique-Completion}(G, S_C)$
return $S$

6.4 An $O\left(\frac{n^2}{\left(\frac{k^2}{n} \exp\left(\frac{k^2}{24n}\right)\right)}\right)$ algorithm for finding cliques of size $\omega(\sqrt{n}) = k = o(\sqrt{n \log n})$

Theorem 4. Let $\omega(\sqrt{n}) = k = o(\sqrt{n \log n})$, and let $G$ be an instance of $G(n, \frac{1}{2}, k)$. Set $p = \frac{n^2}{kn} \exp\left(\frac{-k^2}{24n}\right)$. Then Subsample-And-Filter $(G, k, p)$ (Algorithm 4) runs in time

$$O(pn^2) = O\left(\frac{n^2}{\left(\frac{k^2}{n} \exp\left(\frac{k^2}{24n}\right)\right)}\right) = o(n^2)$$

and outputs the planted clique except with probability at most $\frac{1}{3} + o(1)$.

Proof. Note that since $k = o(\sqrt{n \log n})$, we have that $p = \omega(n^{-\epsilon})$ for any constant $\epsilon > 0$. So we have $pk = \omega(n^{0.49})$ and $pn = \omega(n^{0.99})$.

Runtime Analysis:
The subsampling step takes time $O(n)$. If $|S_P| > pn$, the algorithm terminates with a further $O(k)$ runtime. This would mean a runtime bounded by $O(n)$ which is also in $O(pn^2)$.

If, on the other hand, $|S_P| \leq pn$, then we need to compute $\text{deg}(v)$ for at most $pn$ vertices and each such computation takes time at most $O(n)$. This step thus takes time $O(pn^2)$. By using runtime bounds from [FR10] and Lemma 6.1, subsequent steps of the algorithm take time $O(p^2n^2 + n \log n)$ which is $O(pn^2)$. Hence the complete algorithm has a runtime that is $O(pn^2)$.

Correctness Analysis: We assume the notation set in the algorithm. We analyze each stage of the algorithm.

Step 1 First, we show that subsampling steps behave as expected. Let $k_1$ and $k_2$ be random variables denoting the number of planted vertices in $V_1$ and $V_2$ respectively. We must have $k_1 + k_2 = k$. Let $P_0$ denote the event that $k/2 - \sqrt{n} \leq k_1 \leq k/2 + \sqrt{n}$. $P_0$ implies that $k/2 - \sqrt{n} \leq k_2 \leq k/2 + \sqrt{n}$. We show that the probability $P(P_0)$ is small and so then assume for the rest of the
Algorithm 4: Subsample-And-Filter

**Input:** Graph $G = (V, E) = G(n, \frac{1}{2}, k)$, clique size $k$, subsampling fraction $p$

**Output:** Clique $K$

Let $V_1, V_2$ be two disjoint subsets of $V$ of size $\frac{n}{2}$ each.

Initialize $S_P = \emptyset$

for $v \in V_1$ do
  With probability $p$, update $S_P \leftarrow S_P \cup \{v\}$ \hspace{1cm} \text{subsample}
end

if $|S_P| > pn$ then
  return $k$ vertices chosen uniformly at random from $V$
end

Initialize $S_F = \emptyset$

Set $T_1 = \frac{n+k}{4} - 2\sqrt{n}$ and $T_d = \frac{n+k}{4} + 2\sqrt{n}$

for $v \in S_P$ do
  if $T_1 \leq \sum_{u \in V_2} 1(\{u,v\} \in E) \leq T_d$ then
    $S_F \leftarrow S_F \cup \{v\}$ \hspace{1cm} \text{filter}
  end
end

Set $n' = |S_F|$

Let $G'$ be the subgraph of $G$ induced by $S_F$

$S_C \leftarrow \text{Low-Degree-Removal}(G')$ [FR10, Theorem 1]

if $|S_C| < 2\log n$ then
  return $k$ vertices chosen uniformly at random from $V$
end

Initialize $S_C = \emptyset$

Select $2\log n$ vertices from $S_C$ uniformly at random and add them to $S_C$

$S \leftarrow \text{Clique-Completion}(G, S_C)$

return $S$

Proof that $P_0$ holds. Since $k_1$ is a hypergeometric random variable, using concentration bounds from [HS05, Theorem 1] we have $\mathbb{P}(P_0) \leq 2 \exp(-n/k)$.

Now controlling the subsampling step that is used to obtain the set $S_P$, define $P_1$ to be the event that $|S_P| - 0.5pm \leq 0.25pm$ and $P_2$ denote the event that $|S_P \cap K| - pk_1 \leq 0.5pk_1$. Using Chernoff bounds from Lemma 7.2, we have $\mathbb{P}(P_1) \leq 2 \exp\left(-\frac{pm}{24}\right)$ and $\mathbb{P}(P_2) \leq 2 \exp\left(-\frac{pk_1}{2}\right) \leq 2 \exp\left(-\frac{k}{6}\right)$. Defining the event $P := P_0 \cap P_1 \cap P_2$, we can upper bound $\mathbb{P}(P) \leq \mathbb{P}(P_1) + \mathbb{P}(P_2) + \mathbb{P}(P_0) = O(\exp(-n/k))$. For brevity, we let $\hat{n} = |S_P|$ and $\hat{k} = |S_P \cap K|$.

**Step 2** We now assume the event $P$ happens and aim to show that the filtering step also behaves as expected and analyse the size of $S_F$ and $S_F \cap K$. The subgraph induced by $S_F$ is the input to the Low-Degree-Removal subroutine of [FR10] so we want to show that $|S_F \cap K|$ is relatively large and that $|S_F|$ is not too large, so that the subroutine works as expected. To this end, we define the event $F_1$ to denote the event that $S_F$ does not contain too many non-clique vertices. That is, we let $F_1 = \left\{|S_F \setminus (S_F \cap K)| \leq pm \exp\left(-\frac{k^2}{24n}\right)\right\}$. Similarly, we let $F_2$ define the event that $S_F \cap K$
is fairly large: $F_2 = \left\{ |S_F \cap K| - p_0 \hat{k} \leq 0.5 p_0 \hat{k} \right\}$ (for some parameter $p_0$ to be defined later).

If $v \in S_P \setminus (S_P \cap K)$ (that is, it is not a clique vertex), we upper bound the probability that it will be added to $S_F$. Using a Chernoff bound (Lemma 7.1) and $\omega(\sqrt{n}) = k$

$$
\mathbb{P}(v \in S_F | P, v \in S_P \setminus (S_P \cap K)) = \mathbb{P}\left( |\sum_{u \in V_2} 1_{(u,v) \in E} - \frac{n + k}{4}| \leq 2 \sqrt{n} \right)
\leq \mathbb{P}\left( \sum_{u \in V_2} 1_{(u,v) \in E} \geq \frac{n + k}{4} - 2 \sqrt{n} \right) \leq \exp\left( -\frac{k^2}{12n} \cdot \left( 1 - \frac{8 \sqrt{n}}{k} \right)^2 \right)
$$

By linearity of expectation,

$$
\mathbb{E}[|S_F \setminus (S_F \cap K)||P] \leq (\hat{n} - \hat{k}) \mathbb{P}(v \in S_F | P, v \in S_P \setminus (S_P \cap K)) = O\left( pm \exp\left( \frac{-k^2}{12n} \cdot \left( 1 - \frac{8 \sqrt{n}}{k} \right)^2 \right) \right).
$$

Using Markov’s inequality,

$$
\mathbb{P}(F^c_i | P) = \mathbb{P}\left(|S_F \setminus (S_F \cap K)| \geq pm \exp\left( -\frac{k^2}{24n} \right) | P\right) = O\left( \exp\left( \frac{-k^2}{24n} + \frac{4k}{3 \sqrt{n}} \right) \right) = O\left( \exp\left( \frac{-k^2}{48n} \right) \right).
$$

We now analyse $S_F \cap K$ and show that it is relatively large (conditioned on $P$). For any $v \in S_P \cap K$, using Chernoff (Lemma 7.1)

$$
1 - p_0 := \mathbb{P}(v \notin S_F | P) = \mathbb{P}\left( |\sum_{u \in V_2} 1_{(u,v) \in E} - \frac{n + k}{4}| \geq 2 \sqrt{n} \right)
\leq \mathbb{P}\left( \sum_{u \in V_2} 1_{(u,v) \in E} \geq \frac{n + k}{4} + 2 \sqrt{n} \right) + \mathbb{P}\left( \sum_{u \in V_2} 1_{(u,v) \in E} \leq \frac{n + k}{4} - 2 \sqrt{n} \right)
= \mathbb{P}\left( \sum_{u \in V_2} 1_{(u,v) \in E} - k_2 \geq n - \frac{2k_2}{4} + \frac{k - 2k_2}{4} + 2 \sqrt{n} \right)
+ \mathbb{P}\left( \sum_{u \in V_2} 1_{(u,v) \in E} - k_2 \leq n - \frac{2k_2}{4} + \frac{k - 2k_2}{4} - 2 \sqrt{n} \right)
\leq 2 \mathbb{P}\left( \sum_{u \in V_2 \setminus K} 1_{(u,v) \in E} - \mathbb{E}\left[ \sum_{u \in V_2 \setminus K} 1_{(u,v) \in E} \right] \geq 1.5 \sqrt{n} \right) \leq 2 \exp(-3) \leq 1/2.
$$

This gives us $p_0 = \mathbb{P}(v \in S_F | P) \geq \frac{1}{2}$. Since $|S_F \cap K|$ is a sum of $\hat{k}$ independent Bern($p_0$) random variables, by Lemma 7.2

$$
\mathbb{P}\left(|S_F \cap K| - p_0 \hat{k} | p_0 \hat{k} | P\right) \geq 1 - 2 \exp\left( -\frac{p_0 \hat{k}}{12} \right) \geq 1 - 2 \exp\left( -\frac{p \hat{k}_1}{48} \right) \geq 1 - 2 \exp\left( -\frac{p \hat{k}}{192} \right).
$$

Denoting $F := F_1 \cap F_2$, we have thus upper bounded $\mathbb{P}(F^c_i | P) \leq \mathbb{P}(F^c_i | P) + \mathbb{P}(F^c_2 | P) = O\left( \exp\left( \frac{-k^2}{48n} \right) \right)$. 
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Moreover, we can see that $|S_F| \leq pn \exp\left(\frac{-k^2}{24n}\right) + \frac{3npk}{2} = O\left(pn \exp\left(\frac{-k^2}{24n}\right)\right)$ and $|S_F \cap K| = \omega(pk)$. This gives

$$\sqrt{|S_F|} = O\left(\sqrt{pn \exp\left(\frac{-k^2}{24n}\right)}\right) = O(pk) = o\left(|S_F \cap K|\right),$$

which means that the conditions required for LOW-DEGREE-REMOVAL to work are satisfied and we can upper bound the failure probability as $\Pr(A_1^c|P,F) \leq \frac{1}{3}$ [FR10, Theorem 1].

**Step 4** Finally, we can analyze the event Algorithm 4 proceeds to the CLIQUE-COMPLETION step and succeeds. Let $A_2$ denote the event that the output of CLIQUE-COMPLETION is the planted clique $K$. Then the failure probability of the algorithm is $\Pr(A_2^c) \leq \Pr(A_2^c, A_1, F, P) + \Pr(A_1^c|P,F) + \Pr(F^c|P) + \Pr(P^c)$. We have already shown that $\Pr(A_1^c|P,F) + \Pr(F^c|P) + \Pr(P^c) \leq \frac{1}{3} + o(1)$ and so it we only need to show that $\Pr(A_2^c, A_1, F, P) = o(1)$ to complete the proof. Define $S_{\text{good}} := A_1 \cap F \cap P$ and note that conditioned on $S_{\text{good}}$, the input vertex set $S_C$ to CLIQUE-COMPLETION is a subset of the planted clique $K$ because $2\log n = O(pk) = O(|S_C \cap K|)$. Hence we can use the same genie-aided analysis technique as in the proof of Theorem 2 to show that $\Pr(A_2^c|A_1, F, P) = O\left(\frac{\log^2 n}{n^{49}}\right) = o(1)$.

This completes the proof.

### 7 Auxiliary Lemmas

We state the Chernoff bound we use here, for the convenience of the reader.

**Lemma 7.1.** Let $X = \sum_{i=1}^n X_i$ where $X_i$ are independent Bern$(p_i)$ random variables. Let $\mu = \sum_{i=1}^n p_i$, and $\delta \in (0,1)$. Then

$$\Pr(X \geq (1 + \delta)\mu) \leq \exp\left(-\frac{\mu\delta^2}{3}\right) \quad \text{and} \quad \Pr(X \leq (1 - \delta)\mu) \leq \exp\left(-\frac{\mu\delta^2}{3}\right)$$

This implies the following subsampling concentration lemma that proves useful.

**Lemma 7.2.** Let $V$ be a set of size $n$, and let $K \subseteq V$ be of size $k$. Let $S_P$ be a subset of $V$ formed by including every element with probability $p$, and excluded otherwise. Then

$$\Pr(0.5pn \leq |S_P| \leq 1.5pn) \geq 1 - 2\exp\left(-\frac{pn}{12}\right) \quad \text{and} \quad \Pr(0.5pk \leq |S_P \cap K| \leq 1.5pk) \geq 1 - 2\exp\left(-\frac{pk}{12}\right)$$

With high probability, any clique subset of size $\Theta(\log n)$ has at most $\Theta(\log n)$ non-clique vertices connected to every vertex of the subset. The analysis of such a lemma is contained in the proof of [DGGP14, Lemma 2.9].

**Lemma 7.3.** Let $G = (V,E) = G(n,\frac{1}{2},k)$ and $S$ be any arbitrary subset of the planted clique $K$ with $|S| = (1 + c)\log n$ for some constant $c > 0$. Let $T$ be the set of all non-clique vertices that are connected to every vertex in $S$. Then, except with probability at most $(\frac{1}{n})^{\log k}$, $|T| \leq \frac{1}{c}(1 + (2 + c)\log k)$
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Proof. Fix $S \subset K$ such that $|S| = (1 + c) \log n$. The probability there exists a subset of non-clique vertices of size $\ell$ connected to every element in $S$ is at most $\binom{n}{\ell} 2^{-(1+c) \log n}$. A union bound then implies that the probability there exists a subset of non-clique vertices of size at least $\ell_0 = \frac{1}{c}(1 + (2 + c) \log k)$ connected to every element in $S$ is at most $\sum_{\ell = \ell_0}^{n-k} \binom{n}{\ell} 2^{-(1+c) \log n} \leq 2^{-(c\ell_0 - 1) \log n}$. Further union bounding over all subsets of $K$ of size $(1 + c) \log n$ implies the probability of our desired event not happening is at most

$$\left(\frac{k}{(1 + c) \log n}\right)^{2^{-(c\ell_0 - 1) \log n} \leq 2^{(1+c) \log n \log k} 2^{-(c\ell_0 - 1) \log n} = 2^{-\log k \log n} = \left(\frac{1}{n}\right)^{\log k}.$$ 

We now control the number of clique vertices any non-clique vertex is connected to.

Lemma 7.4. Let $G = (V, E) = G(n, \frac{1}{2}, k)$, and let $d$ be the maximum number of clique vertices connected to a non-clique vertex. Then $\mathbb{P}(d \geq \frac{2k}{3}) \leq n \exp\left(\frac{-k}{3^4}\right)$.

Proof. A Chernoff bound (Lemma 7.1) shows that any given non-clique vertex is connected to more than $\frac{2k}{3}$ clique vertices with probability at most $\exp\left(\frac{-k}{3^4}\right)$. A union bound over the at most $n$ non-clique vertices finishes the proof. \qed
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