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Abstract. In this paper, we propose, analyze, and test a new fully discrete, efficient, decoupled, stable, and practically second-order time-stepping algorithm for computing MHD ensemble flow averages under uncertainties in the initial conditions and forcing. For each viscosity and magnetic diffusivity pair, the algorithm picks the largest possible parameter \( \theta \in [0, 1] \) to avoid the instability that arises due to the presence of some explicit viscous terms. At each time step, the algorithm shares the same system matrix with all \( J \) realizations but with different right-hand-side vectors. That saves assembling time and computer memory, allows the reuse of the same preconditioner, and can take the advantage of block linear solvers. For the proposed algorithm, we prove stability and convergence rigorously. To illustrate the predicted convergence rates of our analysis, numerical experiments with manufactured solutions are given on a unit square domain. Finally, we test the scheme on a benchmark channel flow over a step problem and it performs well.

Key words. magnetohydrodynamics, uncertainty quantification, fast ensemble calculation, finite element method, cellier variables, second order scheme

Mathematics Subject Classifications (2000): 65M12, 65M22, 65M60, 76W05

1. Introduction. Numerical simulations of realistic flows are significantly affected by input data, e.g., initial conditions, boundary conditions, forcing functions, viscosities, etc, which involve uncertainties. As a result, uncertainty quantification (UQ) plays an important role in the validation of simulation methodologies and helps in developing rigorous methods to characterize the effect of the uncertainties on the final quantities of interest. A popular approach for dealing with uncertainties in the data is the computation of an ensemble average of several realizations. In many fluid dynamics applications e.g. ensemble Kalman filter approach, weather forecasting, and sensitivity analyses of solutions [14, 39, 42, 43, 44, 53] require multiple numerical simulations of a flow subject to \( J \) different input conditions (realizations), which are then used to compute means and sensitivities.

Recently, the study of MHD flows has become important due to applications in e.g. engineering, physical science, geophysics and astrophysics [6, 9, 16, 19, 28, 54], liquid metal cooling of nuclear reactors [5, 24, 57], process metallurgy [15, 55], and MHD propulsion [41, 45]. For the time dependent, viscous and incompressible magnetohydrodynamic (MHD) flow simulations, this leads to solving the following \( J \) separate nonlinearly coupled systems of PDEs [8, 13, 57, 47]:

\[
\begin{align*}
    u_{j,t} + u_j \cdot \nabla u_j - s B_j \cdot \nabla B_j - \nu \Delta u_j + \nabla p_j &= f_j(x, t), \quad \text{in } \Omega \times (0, T], \\
    B_{j,t} + u_j \cdot \nabla B_j - B_j \cdot \nabla u_j - \nu_m \Delta B_j + \nabla \lambda_j &= \nabla \times g_j(x, t), \quad \text{in } \Omega \times (0, T], \\
    \nabla \cdot u_j &= 0, \quad \text{in } \Omega \times (0, T], \\
    \nabla \cdot B_j &= 0, \quad \text{in } \Omega \times (0, T], \\
    u_j(x, 0) &= u_j^0(x) \quad \text{in } \Omega, \\
    B_j(x, 0) &= B_j^0(x) \quad \text{in } \Omega.
\end{align*}
\]

Here, \( u_j, B_j, p_j, \) and \( \lambda_j \) denote the velocity, magnetic field, pressure, and artificial magnetic pressure solutions, respectively, of the \( j \)-th member of the ensemble with slightly different initial conditions \( u_j^0 \) and \( B_j^0 \), and forcing functions \( f_j \) and \( \nabla \times g_j \) for all \( j = 1, 2, \cdots, J \). The \( \Omega \subset \mathbb{R}^d (d = 2 \text{ or } 3) \) is the convex domain, \( \nu \) is the kinematic viscosity, \( \nu_m \) is the magnetic diffusivity, \( s \) is the coupling number, and \( T \) is the simulation time. The artificial magnetic pressure \( \lambda_j \) are Lagrange multipliers introduced in the induction equations to enforce divergence free constraints on the discrete induction equations but in continuous case \( \lambda_j = 0 \). All the variables above are dimensionless. The magnetic diffusivity \( \nu_m \) is defined by \( \nu_m := Re_m^1 = 1/(\mu_0 s) \), where \( \mu_0 \) is the magnetic permeability of free space and \( s \) is the electric conductivity of the fluid. For the sake of simplicity of our analysis, we consider homogeneous Dirichlet boundary conditions for both velocity and magnetic fields. For periodic boundary conditions or inhomogeneous Dirichlet boundary conditions, our analyses and results will still work after minor modifications.
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To obtain an accurate, even classical Navier Stokes (NSE) simulation for a single member of the ensemble, the required number of degrees of freedom (dofs) is very high, which is known from Kolmogorov’s 1941 results [35]. Thus, for a single member of MHD ensemble simulation, where velocity and magnetic fields are nonlinearly coupled, is computationally very expensive with respect to time and memory. As a result, the computational cost of the above coupled system (1.1)-(1.6) will be approximately equal to \( J \times \) (cost of one MHD simulation) and will generally be computationally infeasible. Our objective in this paper is to construct and study an efficient and accurate algorithm for solving the above ensemble systems. It has been shown in recent works [1, 26, 47, 59] that by using Elsässer variables formulation, this paper is to construct and study an efficient and accurate algorithm for solving the above ensemble system. Also, the algorithm can suppress the spatial discretization momentarily. Then computing the solutions independently, takes \( J \times \) (cost of one MHD simulation) and can reuse for all systems. Also, the algorithm can save storage requirements and take advantage of block linear solvers. This breakthrough idea has been implemented in heat conduction [18], Navier-Stokes simulations [30, 31, 34, 50], magnetohydrodynamics [35, 47], parameterized flow problems [23], and turbulence modeling [32]. In our earlier works in [46, 47], we extended this idea together with the efficient ensemble algorithm described above to propose a practically second order timestepping scheme for MHD flow ensemble simulation.

The objective of this paper, is to improve the temporal accuracy of the MHD ensemble scheme. It has been shown that in Elsässer formulation simulations, the second-order approximation of certain viscous terms causes instability unless there is an unusual data restriction \( 1/2 < \nu/\nu_m < 2 \) [40]. To overcome this issue, a practically second order \( \theta \)-scheme is proposed in [26], where a convex combination of the first and second order approximations of such a viscous term is taken. We extend this idea together with the efficient ensemble algorithm described above to propose a practically second order timestepping scheme for MHD flow ensemble simulation.

We consider a uniform timestep size \( \Delta t \) and let \( t_n = n \Delta t \) for \( n = 0, 1, \cdots \), for simplicity, we suppress the spatial discretization momentarily. Then computing the \( J \) solutions independently, takes the following form:

**Step 1:** For \( j=1,\ldots,J \),

\[
\frac{3w_{j,n+1} - 4w_{j,n} + w_{j,n-1}}{2\Delta t} + <w \nabla v_{j,n+1} + w_{j,n} \nabla (2v_{j,n} - v_{j,n-1}) - \frac{\nu + \nu_m}{2} \Delta v_{j,n+1} - \frac{\nu - \nu_m}{2} \Delta w_{j,n} + \nabla q_{j,n+1} = f_{1,j}(t^{n+1}),
\]  

\[
\nabla \cdot v_{j,n+1} = 0.
\]  

**Step 2:** For \( j=1,\ldots,J \),

\[
\frac{3w_{j,n+1} - 4w_{j,n} + w_{j,n-1}}{2\Delta t} + <w \nabla v_{j,n+1} + v_{j,n} \nabla (2w_{j,n} - w_{j,n-1}) - \frac{\nu + \nu_m}{2} \Delta w_{j,n+1} - \frac{\nu - \nu_m}{2} \Delta v_{j,n} + \nabla q_{j,n+1} = f_{2,j}(t^{n+1}),
\]  

\[
\nabla \cdot w_{j,n+1} = 0.
\]
Where \( v^n_j, w^n_j, q^n_j \), and \( r^n_j \) denote approximations of \( v_j(\cdot, t^n), w_j(\cdot, t^n), q_j(\cdot, t^n) \), and \( r_j(\cdot, t^n) \), respectively. The ensemble mean and fluctuation about the mean are denoted by \( < u > \), \( v \), \( \nu \), and \( \nu_m \), respectively.

The divergence free velocity space is given by

\[
\mathcal{Q} := L^2_0(\Omega) = \{ q \in L^2(\Omega) : \int_{\Omega} q \, dx = 0 \}.
\]

Recall the Poincare inequality holds in \( X \): There exists \( C \) depending only on \( \Omega \) satisfying for all \( \phi \in X \),

\[
\| \phi \| \leq C \| \nabla \phi \|.
\]

The divergence free velocity space is given by

\[
V := \{ v \in X : (\nabla \cdot v, q) = 0, \forall q \in Q \}.
\]
We define the trilinear form \( b : X \times X \times X \to \mathbb{R} \) by
\[
b(u, v, w) := (u \cdot \nabla v, w),
\]
and recall from [21] that \( b(u, v, v) = 0 \) if \( u \in V \), and
\[
|b(u, v, w)| \leq C(\Omega)\|\nabla u\|\|\nabla v\|\|\nabla w\|, \quad \text{for any } u, v, w \in X. \tag{2.1}
\]

The conforming finite element spaces are denoted by \( X_h \subset X \) and \( Q_h \subset Q \), and we assume a regular triangulation \( \tau_h(\Omega) \), where \( h \) is the maximum triangle diameter. We assume that \( (X_h, Q_h) \) satisfies the usual discrete inf-sup condition
\[
\inf_{q_h \in Q_h} \sup_{v_h \in X_h} \frac{(q_h, \nabla \cdot v_h)}{\|q_h\|\|\nabla v_h\|} \geq \beta > 0, \tag{2.2}
\]
where \( \beta \) is independent of \( h \).

The space of discretely divergence free functions is defined as
\[
V_h := \{ v_h \in X_h : (\nabla \cdot v_h, q_h) = 0, \quad \forall q_h \in Q_h \}.
\]

For simplicity of our analysis, we will use Scott-Vogelius (SV) [52] finite element pair \( (X_h, Q_h) = (\{P_k\}^d, P_{k-1}^{\text{div}}) \), which satisfies the inf-sup condition when the mesh is created as a barycenter refinement of a regular mesh, and the polynomial degree \( k \geq d + 1 \). Our analysis can be extended without difficulty to any inf-sup stable element choice, however, there will be additional terms that appear in the convergence analysis if non-divergence-free elements are chosen.

We have the following approximation properties in \( (X_h, Q_h) \): [13]
\[
\inf_{v_h \in X_h} \|u - v_h\| \leq C h^{k+1} |u|_{k+1}, \quad u \in H^{k+1}(\Omega), \tag{2.3}
\]
\[
\inf_{v_h \in X_h} \|\nabla (u - v_h)\| \leq C k |u|_{k+1}, \quad u \in H^{k+1}(\Omega), \tag{2.4}
\]
\[
\inf_{q_h \in Q_h} \|p - q_h\| \leq C k |p|_k, \quad p \in H^k(\Omega), \tag{2.5}
\]
where \( | \cdot |_r \) denotes the \( H^r \) seminorm.

We will assume the mesh is sufficiently regular for the inverse inequality to hold, and with this and the LBB assumption, we have approximation properties
\[
\|\nabla (u - P_{L^2}^h(u))\| \leq C h^k |u|_{k+1}, \quad u \in H^{k+1}(\Omega), \tag{2.6}
\]
\[
\inf_{v_h \in V_h} \|\nabla (u - v_h)\| \leq C h^k |u|_{k+1}, \quad u \in H^{k+1}(\Omega), \tag{2.7}
\]
where \( P_{L^2}^h(u) \) is the \( L^2 \) projection of \( u \) into \( V_h \).

The following lemma for the discrete Gronwall inequality was given in [27].

**Lemma 2.1.** Let \( \Delta t, H, a_n, b_n, c_n, d_n \) be non-negative numbers for \( n = 1, \ldots, M \) such that
\[
a_M + \Delta t \sum_{n=1}^M b_n \leq \Delta t \sum_{n=1}^{M-1} d_n a_n + \Delta t \sum_{n=1}^M c_n + H \quad \text{for } M \in \mathbb{N},
\]
then for all \( \Delta t > 0, \)
\[
a_M + \Delta t \sum_{n=1}^M b_n \leq \exp \left( \Delta t \sum_{n=1}^{M-1} d_n \right) \left( \Delta t \sum_{n=1}^M c_n + H \right) \quad \text{for } M \in \mathbb{N}.
\]
3. Fully discrete scheme and analysis. Now we present and analyze an efficient, fully discrete, decoupled, and practically second-order timestepping scheme for computing MHD flow ensemble. Like other BDF2 schemes, two initial conditions should be known; if the first initial conditions are known, using the linearized backward Euler scheme in [17] without the ensemble eddy viscosity terms on the first timestep, we can get the second initial condition without affecting the stability or accuracy. The scheme is defined below.

**Algorithm 3.1.** Given \( \nu \) and \( \nu_m \), choose \( \theta \) sufficiently large so that \( \frac{\theta}{1+\theta} < \frac{\nu}{\nu_m} < \frac{1+\theta}{\theta} \), \( 0 \leq \theta \leq 1 \).

Given time step \( \Delta t > 0 \), end time \( T > 0 \), initial conditions \( v_j^0, w_j^0, v_j^1, w_j^1 \in V_h \) and \( f_{1,j}, f_{2,j} \in L^\infty(0,T; H^{-1}(\Omega)^d) \) for \( j = 1,2,\ldots,J \). Set \( M = T/\Delta t \) and for \( n = 1,\ldots,M-1 \), compute:

Find \( v_{j,h}^{n+1} \in V_h \) satisfying, for all \( \chi_h \in V_h \):

\[
\begin{align*}
&\left( \frac{3v_{j,h}^{n+1} - 4v_{j,h}^n + v_{j,h}^{n-1}}{2\Delta t}, \chi_h \right) + b^*(< w_h >^n, v_{j,h}^n, \chi_h) + b^*(w_{j,h}^n, 2v_{j,h}^n - v_{j,h}^{n-1}, \chi_h) \\
&\quad + \frac{\nu + \nu_m}{2} (\nabla v_{j,h}^{n+1}, \nabla \chi_h) + \frac{\nu - \nu_m}{2} ((1 - \theta)\nabla w_{j,h}^n + \theta \nabla (2w_{j,h}^n - w_{j,h}^{n-1}) , \nabla \chi_h) = (f_{1,j}((n+1)^+), \chi_h),
\end{align*}
\]

Find \( w_{j,h}^{n+1} \in V_h \) satisfying, for all \( l_h \in V_h \):

\[
\begin{align*}
&\left( \frac{3w_{j,h}^{n+1} - 4w_{j,h}^n + w_{j,h}^{n-1}}{2\Delta t}, l_h \right) + b^*(< v_h >^n, w_{j,h}^n + 1, l_h) + b^*(v_{j,h}^n, 2w_{j,h}^n - w_{j,h}^{n-1}, l_h) \\
&\quad + \frac{\nu + \nu_m}{2} (\nabla w_{j,h}^{n+1}, \nabla l_h) + \frac{\nu - \nu_m}{2} ((1 - \theta)\nabla v_{j,h}^n + \theta \nabla (2v_{j,h}^n - v_{j,h}^{n-1}) , \nabla l_h) = (f_{2,j}((n+1)^+), l_h).
\end{align*}
\]

3.1. Stability analysis. We now prove stability and well-posedness for the Algorithm 3.1.

To simplify our calculation, we define \( \alpha := \nu + \nu_m - |\nu - \nu_m|(1 + 2\theta) > 0 \), which allow us to choose sufficiently large \( \theta \) so that

\[
\frac{\theta}{1+\theta} < \frac{\nu}{\nu_m} < \frac{1+\theta}{\theta}, \quad 0 \leq \theta \leq 1,
\]

holds.

**Lemma 3.1.** Consider the Algorithm 3.1. If the mesh is sufficiently regular so that the inverse inequality holds and the timestep is chosen to satisfy

\[
\Delta t \leq \frac{\alpha h^2}{C \max_{1 \leq j \leq J} \{ ||\nabla v_{j,h}^n||^2, ||\nabla w_{j,h}^n||^2 \}}
\]

then the method is stable and solutions to (3.1)–(3.2) satisfy

\[
\begin{align*}
||v_{j,h}^M||^2 + ||2v_{j,h}^M - v_{j,h}^{M-1}||^2 + ||w_{j,h}^M||^2 + ||2w_{j,h}^M - w_{j,h}^{M-1}||^2 + \alpha \Delta t \sum_{n=2}^{M} \left( ||\nabla v_{j,h}^n||^2 + ||\nabla w_{j,h}^n||^2 \right) \\
&\leq ||v_{j,h}^1||^2 + ||v_{j,h}^1||^2 + ||2v_{j,h}^0 - v_{j,h}^1||^2 + ||2w_{j,h}^0 - w_{j,h}^0||^2 \\
&\quad + (\nu + \nu_m)\Delta t \left( ||\nabla v_{j,h}^0||^2 + ||\nabla w_{j,h}^0||^2 + ||\nabla v_{j,h}^1||^2 + ||\nabla w_{j,h}^1||^2 \right) \\
&\quad + \frac{8}{\alpha} \sum_{n=1}^{M-1} (||f_{1,j}((n+1)^+)||^2 + ||f_{2,j}((n+1)^+)||^2).
\end{align*}
\]

**Remark 3.1.** The timestep restriction arises due to the use of inverse inequality, where the constant \( C \) depends on the inverse inequality constant. The above stability bound is sufficient for the well-posedness of the Algorithm 3.1 since it is linear at each timestep and finite dimensional. The linearity
of the scheme also provides the uniqueness of the solution, and the uniqueness implies existence. Thus the solutions to the Algorithm 3.1 exist uniquely.

Proof. Choose \( \chi_h = w_{h}^{n+1} \) and \( l_h = w_{h}^{n+1} \) in (3.1 - 3.2),

\[
\left( \frac{3v_{j,h}^{n+1} - 4v_{j,h}^{n} + v_{j,h}^{n-1}}{2\Delta t}, v_{j,h}^{n+1} \right) + \frac{\nu + \nu_m}{2} \| \nabla v_{j,h}^{n+1} \|^2 + \frac{\nu - \nu_m}{2} \left( (1 + \theta) \nabla w_{j,h}^{n} - \theta \nabla w_{j,h}^{n-1} \cdot \nabla v_{j,h}^{n+1} \right) + (w_{j,h}^{n} \cdot \nabla (2v_{j,h}^{n} - v_{j,h}^{n-1}), v_{j,h}^{n+1}) = (f_{1,j}(t^{n+1}), v_{j,h}^{n+1}),
\]

and

\[
\left( \frac{3w_{j,h}^{n+1} - 4w_{j,h}^{n} + w_{j,h}^{n-1}}{2\Delta t}, w_{j,h}^{n+1} \right) + \frac{\nu + \nu_m}{2} \| \nabla w_{j,h}^{n+1} \|^2 + \frac{\nu - \nu_m}{2} \left( (1 + \theta) \nabla v_{j,h}^{n} - \theta \nabla v_{j,h}^{n-1} \cdot \nabla w_{j,h}^{n+1} \right) + (v_{j,h}^{n} \cdot \nabla (2w_{j,h}^{n} - w_{j,h}^{n-1}), w_{j,h}^{n+1}) = (f_{1,j}(t^{n+1}), w_{j,h}^{n+1}).
\]

Using the following identity

\[
(3a - 4b + c, a) = \frac{a^2 + (2a - b)^2}{2} - \frac{b^2 + (2b - c)^2}{2} + \frac{(a - 2b + c)^2}{2},
\]

we obtain

\[
\frac{1}{4\Delta t} \left( \| v_{j,h}^{n+1} \|^2 - \| v_{j,h}^{n} \|^2 + \| 2v_{j,h}^{n+1} - v_{j,h}^{n} \|^2 - \| 2v_{j,h}^{n} - v_{j,h}^{n-1} \|^2 - \| v_{j,h}^{n+1} - 2v_{j,h}^{n} + v_{j,h}^{n-1} \|^2 \right)
+ \frac{\nu + \nu_m}{2} \| \nabla v_{j,h}^{n+1} \|^2 + \frac{\nu - \nu_m}{2} \left( (1 + \theta) \nabla v_{j,h}^{n} - \theta \nabla w_{j,h}^{n-1} \cdot \nabla v_{j,h}^{n+1} \right) + (w_{j,h}^{n} \cdot \nabla (2v_{j,h}^{n} - v_{j,h}^{n-1}), v_{j,h}^{n+1}) = (f_{1,j}(t^{n+1}), v_{j,h}^{n+1}),
\]

and

\[
\frac{1}{4\Delta t} \left( \| w_{j,h}^{n+1} \|^2 - \| w_{j,h}^{n} \|^2 + \| 2w_{j,h}^{n+1} - w_{j,h}^{n} \|^2 - \| 2w_{j,h}^{n} - w_{j,h}^{n-1} \|^2 + \| w_{j,h}^{n+1} - 2w_{j,h}^{n} + w_{j,h}^{n-1} \|^2 \right)
+ \frac{\nu + \nu_m}{2} \| \nabla w_{j,h}^{n+1} \|^2 + \frac{\nu - \nu_m}{2} \left( (1 + \theta) \nabla v_{j,h}^{n} - \theta \nabla v_{j,h}^{n-1} \cdot \nabla w_{j,h}^{n+1} \right) + (v_{j,h}^{n} \cdot \nabla (2w_{j,h}^{n} - w_{j,h}^{n-1}), w_{j,h}^{n+1}) = (f_{2,j}(t^{n+1}), w_{j,h}^{n+1}).
\]

Next, using

\[
(w_{j,h}^{n} \cdot \nabla (2v_{j,h}^{n} - v_{j,h}^{n-1}), v_{j,h}^{n+1}) = (w_{j,h}^{n} \cdot \nabla v_{j,h}^{n+1}, v_{j,h}^{n+1} - 2v_{j,h}^{n} + v_{j,h}^{n-1})
\leq C \| \nabla v_{j,h}^{n+1} \| \| \nabla (v_{j,h}^{n+1} - 2v_{j,h}^{n} + v_{j,h}^{n-1}) \|
\leq C \frac{\nu}{h} \| \nabla w_{j,h}^{n+1} \| \| v_{j,h}^{n+1} - 2v_{j,h}^{n} + v_{j,h}^{n-1} \|,
\]

adding equations (3.8) and (3.9), applying Cauchy-Schwarz and Young’s inequalities to the \( \nu - \nu_m \) terms, and rearranging, yields

\[
\frac{1}{4\Delta t} \left( \| v_{j,h}^{n+1} \|^2 - \| v_{j,h}^{n} \|^2 + \| 2v_{j,h}^{n+1} - v_{j,h}^{n} \|^2 - \| 2v_{j,h}^{n} - v_{j,h}^{n-1} \|^2 - \| v_{j,h}^{n+1} - 2v_{j,h}^{n} + v_{j,h}^{n-1} \|^2 \right)
+ \frac{\nu + \nu_m}{2} \| \nabla v_{j,h}^{n+1} \|^2 \leq \frac{\nu - \nu_m}{4} \left( (1 + \theta) \| \nabla v_{j,h}^{n} \|^2 + \| \nabla w_{j,h}^{n-1} \|^2 \right) + \frac{\nu - \nu_m}{4} \left( \| \nabla v_{j,h}^{n+1} \|^2 + \| \nabla w_{j,h}^{n+1} \|^2 \right)
+ \frac{C}{h} \| \nabla v_{j,h}^{n+1} \| \| v_{j,h}^{n+1} - 2v_{j,h}^{n} + v_{j,h}^{n-1} \| + \frac{C}{h} \| \nabla v_{j,h}^{n+1} \| \| v_{j,h}^{n+1} - 2w_{j,h}^{n} + w_{j,h}^{n-1} \|
+ \| f_{1,j}(t^{n+1}) \|_{-1} \| \nabla v_{j,h}^{n+1} \| + \| f_{2,j}(t^{n+1}) \|_{-1} \| \nabla w_{j,h}^{n+1} \|.\]
Next, we apply Young’s inequality using $\alpha/8$ with the forcing and non-linear terms, noting that $\alpha > 0$ by the assumed choice of $\theta$, and hiding terms on the left,

\[
\frac{1}{4\Delta t} \left( \| v_{j,h}^{n+1} \|^2 - \| v_{j,h}^n \|^2 + \| 2v_{j,h}^{n+1} - v_{j,h}^n \|^2 - \| 2v_{j,h}^n - v_{j,h}^{n-1} \|^2 \right) + \frac{\nu + \nu_m}{4} \left( \| \nabla v_{j,h}^{n+1} \|^2 + \| \nabla w_{j,h}^{n+1} \|^2 \right) \leq \frac{\nu - \nu_m}{4} (1 + \theta) \left( \| \nabla v_{j,h}^n \|^2 + \| \nabla w_{j,h}^n \|^2 \right)
+ \frac{\nu + \nu_m}{4} \left( \| \nabla v_{j,h}^n \|^2 + \| \nabla w_{j,h}^n \|^2 \right) \leq \frac{2}{\alpha} \| f_{1,j}(t^{n+1}) \|_{-1}^2 + \frac{2}{\alpha} \| f_{2,j}(t^{n+1}) \|_{-1}^2.
\]

Rearranging

\[
\frac{1}{4\Delta t} \left( \| v_{j,h}^{n+1} \|^2 - \| v_{j,h}^n \|^2 + \| 2v_{j,h}^{n+1} - v_{j,h}^n \|^2 - \| 2v_{j,h}^n - v_{j,h}^{n-1} \|^2 \right) + \frac{\nu + \nu_m}{4} \left( \| \nabla v_{j,h}^{n+1} \|^2 + \| \nabla w_{j,h}^{n+1} \|^2 \right) \leq \frac{2}{\alpha} \| f_{1,j}(t^{n+1}) \|_{-1}^2 + \frac{2}{\alpha} \| f_{2,j}(t^{n+1}) \|_{-1}^2.
\]

Now, if we choose $\Delta t \leq \frac{\alpha h^2}{C_{\text{max}} \| \nabla v_{j,h}^0 \|, \| \nabla w_{j,h}^0 \|}$, multiplying both sides by $4\Delta t$, summing over timesteps $n = 1, \ldots, M - 1$, and finally dropping non-negative terms from left hand side finish the proof. \(\□\)

### 3.2. Error analysis

Now we consider the convergence of the proposed decoupled scheme.

**Theorem 3.2.** Suppose $(v_j, w_j, q_j, r_j)$ satisfies (1.1)–(1.3) with the regularity assumptions $v_j, w_j \in L^\infty(0, T; H^m(\Omega)^d)$ for $m = \max\{2, k+1\}$, $v_j, w_j, v_j, t_j, w_j, t_j, w_j, t_j, v_j, t_{tt}, w_j, t_{tt}, w_j, t_{tt} \in L^\infty(0, T; H^1(\Omega)^d)$, and $v_j, t_{tt}, w_j, t_{tt} \in L^\infty(0, T; L^2(\Omega)^d)$. Then the ensemble average solution $(< v_h >, < w_h >)$ to Algorithm (3.1) converges to the true ensemble average solution: For any

$$
\Delta t \leq \frac{\alpha h^2}{C_{\text{max}} \| \nabla v_{j,h}^0 \|, \| \nabla w_{j,h}^0 \|}
$$

one has

\[
\begin{aligned}
\| v_T < v > - v_h > M \| + \| \nabla v_T < v > - w_h > M \| + \alpha \Delta t \sum_{n=2}^{M} \left( \| \nabla (v < v > (t^n) - v_h > n) \|^2 \right)^{\frac{1}{2}} & \leq C(h^k + (\Delta t)^2 + |\nu - \nu_m|(1 - \theta)\Delta t).
\end{aligned}
\]
Proof. We start our proof by obtaining the error equations. Testing (3.17) and (3.18) with \(\chi_h, l_h \in V_h\) at the time level \(t^{n+1}\), the continuous variational formulations can be written as

\[
\left(\frac{3v_j(t^{n+1}) - 4v_j(t^n) + v_j(t^{n-1})}{2\Delta t}, \chi_h\right) + (w_j(t^{n+1}) \cdot \nabla v_j(t^{n+1}), \chi_h)
+ \nu + \frac{\nu_m}{2} (\nabla v_j(t^{n+1}), D^2 \chi_h) + \nu - \frac{\nu_m}{2} ((1 - \theta)\nabla w_j(t^n) - \theta \nabla w_j(t^{n-1}), \chi_h)
= (f_{1,j}(t^{n+1}), \chi_h) + \nu - \frac{\nu_m}{2} (\nabla (w_j(t^{n+1}) - (1 + \theta)w_j(t^n) + \theta w_j(t^{n-1})), \chi_h)
- \left(v_{j,t}(t^{n+1}) - 3v_j(t^{n+1}) - 4v_j(t^n) + v_j(t^{n-1}), \chi_h\right),
\]

(3.12)

and

\[
\left(\frac{3w_j(t^{n+1}) - 4w_j(t^n) + w_j(t^{n-1})}{2\Delta t}, l_h\right) + (v_j(t^{n+1}) \cdot \nabla w_j(t^{n+1}), l_h)
+ \nu + \frac{\nu_m}{2} (\nabla w_j(t^{n+1}), D^2 l_h) + \nu - \frac{\nu_m}{2} ((1 - \theta)\nabla v_j(t^n) - \theta \nabla v_j(t^{n-1})), l_h)
= (f_{2,j}(t^{n+1}), l_h) + \nu - \frac{\nu_m}{2} (\nabla (v_j(t^{n+1}) - (1 + \theta)v_j(t^n) + \theta v_j(t^{n-1})), l_h)
- \left(w_{j,t}(t^{n+1}) - 3w_j(t^{n+1}) - 4w_j(t^n) + w_j(t^{n-1}), l_h\right).
\]

(3.13)

Denote \(e^n_{v,j} := v_j(t^n) - v_{j,h}\), \(e^n_{w,j} := w_j(t^n) - w_{j,h}\). Subtracting (3.1) and (3.2) from equation (3.12) and (3.13) respectively, yields

\[
\left(\frac{3e^{n+1}_{v,j} - 4e^n_{v,j} + e_{v,j}^{n-1}}{2\Delta t}, \chi_h\right) + \nu + \frac{\nu_m}{2} (\nabla e^{n+1}_{v,j}, \nabla \chi_h) + \nu - \frac{\nu_m}{2} ((1 - \theta)e^n_{v,j} - \theta e_{v,j}^{n-1}), \nabla \chi_h)
+ ((2e^n_{v,j} - e^n_{v,j}^{n-1}) \cdot \nabla v_j(t^{n+1}), \chi_h) + ((2w^n_{j,h} - w^{n-1}_{j,h}) \cdot \nabla v_j(t^{n+1}), \chi_h)
- (v_{j,h}^{n} \cdot \nabla (e_{v,j}^{n+1} - 2e^n_{v,j} + e_{v,j}^{n-1}), \chi_h)
= -G_{1}(t, v_j, w_j, \chi_h),
\]

(3.14)

and

\[
\left(\frac{3e^{n+1}_{w,j} - 4e^n_{w,j} + e_{w,j}^{n-1}}{2\Delta t}, l_h\right) + \nu + \frac{\nu_m}{2} (\nabla e^{n+1}_{w,j}, \nabla l_h) + \nu - \frac{\nu_m}{2} ((1 - \theta)e^n_{w,j} - \theta e_{w,j}^{n-1}, \nabla l_h)
+ ((2e^n_{w,j} - e^n_{w,j}^{n-1}) \cdot \nabla w_j(t^{n+1}), l_h) + ((2w^n_{j,h} - w^{n-1}_{j,h}) \cdot \nabla w_j(t^{n+1}), l_h)
- (v_{j,h}^{n} \cdot \nabla (e_{w,j}^{n+1} - 2e^n_{w,j} + e_{w,j}^{n-1}), l_h)
= -G_{2}(t, v_j, w_j, l_h),
\]

(3.15)

where

\[
G_{1}(t, v_j, w_j, \chi_h) := ((w_j(t^{n+1}) - 2w_j(t^n) + w_j(t^{n-1})) \cdot \nabla v_j(t^{n+1}), \chi_h)
+ (w_{j,h}^{n} \cdot \nabla (v_j(t^{n+1}) - 2v_j(t^n) + v_j(t^{n-1})), \chi_h)
+ \nu - \frac{\nu_m}{2} ((1 + \theta)w_j(t^n) + \theta w_j(t^{n-1})) \cdot \nabla \chi_h)
+ \left(v_{j,t}(t^{n+1}) - 3v_j(t^{n+1}) - 4v_j(t^n) + v_j(t^{n-1}), \chi_h\right),
\]

and

\[
G_{2}(t, v_j, w_j, l_h) := ((v_j(t^{n+1}) - 2v_j(t^n) + v_j(t^{n-1})) \cdot \nabla w_j(t^{n+1}), l_h)
+ (v_{j,h}^{n} \cdot \nabla (w_j(t^{n+1}) - 2w_j(t^n) + w_j(t^{n-1})), l_h)
+ \nu - \frac{\nu_m}{2} ((1 + \theta)v_j(t^n) + \theta v_j(t^{n-1})) \cdot \nabla l_h)
+ \left(w_{j,t}(t^{n+1}) - 3w_j(t^{n+1}) - 4w_j(t^n) + w_j(t^{n-1}), l_h\right).
\]
Now we decompose the errors as

\[ E_{j,v} := v_j(t^n) - v_{j,h}^n = (v_j(t^n) - \tilde{u}_j^n) - (v_{j,h}^n - \tilde{u}_j^n), \]

\[ E_{j,w} := w_j(t^n) - w_{j,h}^n = (w_j(t^n) - \tilde{w}_j^n) - (w_{j,h}^n - \tilde{w}_j^n), \]

where \( \tilde{u}_j^n := P_k^V(v_j(t^n)) \in V_h \) and \( \tilde{w}_j^n := P_k^V(w_j(t^n)) \in V_h \) are the \( L^2 \) projections of \( v_j(t^n) \) and \( w_j(t^n) \) into \( V_h \), respectively. Note that \( (\eta_{j,v}^n, v_h) = (\eta_{j,w}^n, w_h) = 0 \) \( \forall v_h \in V_h \). Rewriting, we have for \( \chi_h, l_h \in V_h \)

\[
\begin{align*}
\left( 3\phi_{j,h}^{n+1} - 4\phi_{j,h}^n + \phi_{j,h}^{n-1} 
\right) &+ \frac{v + \nu_m}{2} (\nabla \phi_{j,h}^{n+1} \cdot \nabla \chi_h) + \frac{\nu - \nu_m}{2} ((1 + \theta) \nabla \phi_{j,h}^n \cdot \nabla \chi_h) \\
&+ ((2\psi_{j,h}^n - \psi_{j,h}^{n-1}) \cdot \nabla v_j(t^{n+1}), \chi_h) + ((2w_{j,h}^n - w_{j,h}^{n-1}) \cdot \nabla \phi_{j,h}^{n+1}, \chi_h) \\
- (w_{j,h}^{n+1} \cdot \nabla (\psi_{j,h}^{n+1} - \phi_{j,h}^{n+1} + \phi_{j,h}^{n-1}), \chi_h) &= \frac{\nu + \nu_m}{2} ((1 + \theta) \nabla \eta_{j,v}^n \cdot \nabla \chi_h) \\
&+ ((2\psi_{j,v}^n - \psi_{j,v}^{n-1}) \cdot \nabla \psi_{j,v}(t^{n+1}), \chi_h) + ((2w_{j,v}^n - w_{j,v}^{n-1}) \cdot \nabla \eta_{j,v}^{n+1}, \chi_h) \\
- (w_{j,v}^{n+1} \cdot \nabla (\eta_{j,v}^{n+1} - \eta_{j,v}^{n+1} + \eta_{j,v}^{n-1}), \chi_h) + G_1(t, v_j, w_j, \chi_h),
\end{align*}
\]

and

\[
\begin{align*}
\left( 3\psi_{j,h}^{n+1} - 4\psi_{j,h}^n + \psi_{j,h}^{n-1} 
\right) &+ \frac{v + \nu_m}{2} (\nabla \psi_{j,h}^{n+1} \cdot \nabla l_h) + \frac{\nu - \nu_m}{2} ((1 + \theta) \nabla \psi_{j,h}^n \cdot \nabla l_h) \\
&+ ((2\phi_{j,h}^n - \phi_{j,h}^{n-1}) \cdot \nabla w_j(t^{n+1}), l_h) + ((2v_{j,h}^n - v_{j,h}^{n-1}) \cdot \nabla \psi_{j,h}^{n+1}, l_h) \\
- (v_{j,h}^{n+1} \cdot \nabla (\psi_{j,h}^{n+1} - \psi_{j,h}^{n+1} + \psi_{j,h}^{n-1}), l_h) &= \frac{\nu + \nu_m}{2} ((1 + \theta) \nabla \eta_{j,w}^n \cdot \nabla \chi_h) \\
&+ ((2\phi_{j,w}^n - \phi_{j,w}^{n-1}) \cdot \nabla \phi_{j,w}(t^{n+1}), l_h) + ((2w_{j,w}^n - w_{j,w}^{n-1}) \cdot \nabla \eta_{j,w}^{n+1}, l_h) \\
- (w_{j,w}^{n+1} \cdot \nabla (\eta_{j,w}^{n+1} - \eta_{j,w}^{n+1} + \eta_{j,w}^{n-1}), l_h) + G_2(t, v_j, w_j, l_h).
\end{align*}
\]

Choose \( \chi_h = \phi_{j,h}^{n+1}, l_h = \psi_{j,h}^{n+1} \) and use the identity (3.7) in (3.16) and (3.17), to obtain

\[
\begin{align*}
\frac{1}{4\Delta t} &\left( \| \phi_{j,h}^{n+1} \|^2 - \| \phi_{j,h}^n \|^2 + 2\| \phi_{j,h}^{n-1} \|^2 - 2\| \phi_{j,h}^{n-1} \|^2 \right) \\
&\quad + \frac{\nu - \nu_m}{2} \left( |(\nabla \phi_{j,h}^n, \nabla \phi_{j,h}^{n+1})| + |(\nabla \phi_{j,h}^{n+1}, \nabla \phi_{j,h}^n)| \right) \\
&\quad + \frac{\nu + \nu_m}{2} \left( |(\nabla \phi_{j,h}^{n-1}, \nabla \phi_{j,h}^n)| + |(\nabla \phi_{j,h}^n, \nabla \phi_{j,h}^{n-1})| \right) \\
&\quad + |(2\psi_{j,h}^n - \psi_{j,h}^{n-1}) \cdot \nabla v_j(t^{n+1}), \phi_{j,h}^{n+1})| + |(2\psi_{j,h}^{n-1} - \psi_{j,h}^n) \cdot \nabla v_j(t^{n+1}), \phi_{j,h}^{n+1})| \\
&\quad + |(w_{j,h}^{n+1} \cdot \nabla (\eta_{j,h}^{n+1} - \eta_{j,h}^{n+1} + \eta_{j,h}^{n-1}), \phi_{j,h}^{n+1})| + |(w_{j,h}^{n} \cdot \nabla (\phi_{j,h}^{n-1} - \phi_{j,h}^{n-1} + \phi_{j,h}^{n-1}), \phi_{j,h}^{n+1})| + G_1(t, v_j, w_j, \phi_{j,h}^{n+1}),
\end{align*}
\]
and
\[
\frac{1}{4\Delta} (\|\psi_j^{n+1}\|^2 - \|\psi_j^n\|^2 + \|2\psi_j^{n+1} - \psi_j^n\|^2 - \|2\psi_j^{n+1} - \psi_j^{n-1}\|^2)
+ \|\psi_j^{n+1} - 2\psi_j^n + \psi_j^{n-1}\|^2 + \frac{\nu + \nu_m}{2} \|\nabla \psi_j^{n+1}\|^2
\]
\[
\leq (1 + \theta) \frac{\nu - \nu_m}{2} \left\{ \|\nabla \phi_j^{n+1}\| + \|\nabla \phi_j^n\|\right\}
\]
\[
+ \theta \frac{\nu - \nu_m}{2} \left\{ \|\nabla \phi_j^{n+1}\| + \|\nabla \phi_j^n\|\right\} + \nu + \nu_m \frac{\|\nabla \psi_j^{n+1}\|}{2}.
\]

We now turn our attention to finding bounds on the right hand side terms of (3.18). Applying Cauchy-Schwarz and Young’s inequalities on the first five turns provides
\[
(1 + \theta) \frac{\nu - \nu_m}{2} \|\nabla \phi_j^{n+1}\| \leq (1 + \theta) \frac{\nu - \nu_m}{4} \left\{ \|\nabla \phi_j^{n+1}\|^2 + \|\nabla \phi_j^n\|^2\right\},
\]
\[
\theta \frac{\nu - \nu_m}{2} \|\nabla \phi_j^{n+1}\| \leq \theta \frac{\nu - \nu_m}{4} \left\{ \|\nabla \phi_j^{n+1}\|^2 + \|\nabla \phi_j^n\|^2\right\},
\]
\[
(1 + \theta) \frac{\nu - \nu_m}{2} \|\nabla \phi_j^{n+1}\| \leq \frac{\alpha}{36} \|\nabla \phi_j^{n+1}\|^2 + \frac{9(1 + \theta)^2(\nu - \nu_m)^2}{4\alpha} \|\nabla \phi_j^n\|^2,
\]
\[
\theta \frac{\nu - \nu_m}{2} \|\nabla \phi_j^{n+1}\| \leq \frac{\alpha}{36} \|\nabla \phi_j^{n+1}\|^2 + \frac{9\theta^2(\nu - \nu_m)^2}{4\alpha} \|\nabla \phi_j^n\|^2,
\]
\[
\frac{\nu + \nu_m}{2} \|\nabla \phi_j^{n+1}\| \leq \frac{\alpha}{36} \|\nabla \phi_j^{n+1}\|^2 + \frac{9(\nu + \nu_m)^2}{4\alpha} \|\nabla \phi_j^n\|^2.
\]

Applying Young’s inequalities with (2.7) on the first three nonlinear terms yields
\[
\|((2\eta_j^{n+1} - \eta_j^{n+1}) \cdot \nabla v_j (t^{n+1}), \phi_j^{n+1})\| \leq C \|\nabla (2\eta_j^{n+1} - \eta_j^{n+1})\| \|\nabla v_j (t^{n+1})\| \|\nabla \phi_j^{n+1}\|
\]
\[
\leq \frac{\alpha}{36} \|\nabla \phi_j^{n+1}\|^2 + \frac{C}{\alpha} \|\nabla (2\eta_j^{n+1} - \eta_j^{n+1})\|^2 \|\nabla v_j (t^{n+1})\|^2,
\]
\[
\|((2\omega_j^{n+1} - \omega_j^{n+1}) \cdot \nabla \eta_j^{n+1}, \phi_j^{n+1})\| \leq C \|\nabla (2\omega_j^{n+1} - \omega_j^{n+1})\| \|\nabla \eta_j^{n+1}\| \|\nabla \phi_j^{n+1}\|
\]
\[
\leq \frac{\alpha}{36} \|\nabla \phi_j^{n+1}\|^2 + \frac{C}{\alpha} \|\nabla (2\omega_j^{n+1} - \omega_j^{n+1})\|^2 \|\nabla \eta_j^{n+1}\|^2,
\]
\[
\|((\omega_j^{n+1} - \omega_j^{n+1}) \cdot \nabla \eta_j^{n+1} + \eta_j^{n+1}), \phi_j^{n+1}\| \leq C \|\nabla \phi_j^{n+1}\| \|\nabla (\omega_j^{n+1} - \omega_j^{n+1} + \eta_j^{n+1})\| \|\nabla \phi_j^{n+1}\|
\]
\[
\leq \frac{\alpha}{36} \|\nabla \phi_j^{n+1}\|^2 + \frac{C}{\alpha} \|\nabla \omega_j^{n+1}\|^2 \|\nabla (\phi_j^{n+1} - \phi_j^{n+1} + \eta_j^{n+1})\|^2.
\]

For the fourth nonlinear term, we use Hölder’s inequality, Sobolev embedding theorems, Poincare’s and Young’s inequalities to reveal
\[
\|((2\psi_j^{n+1} - \psi_j^{n+1}) \cdot \nabla v_j (t^{n+1}), \phi_j^{n+1})\| \leq C \|2\psi_j^{n+1} - \psi_j^{n+1}\| \|\nabla v_j (t^{n+1})\| \|\nabla \phi_j^{n+1}\|
\]
\[
\leq C \|2\psi_j^{n+1} - \psi_j^{n+1}\| \|\nabla v_j (t^{n+1})\| \|\nabla \phi_j^{n+1}\| \|H^2\| \|\phi_j^{n+1}\|^{1/2} \|\nabla \phi_j^{n+1}\|^{1/2}
\]
\[
\leq C \|2\psi_j^{n+1} - \psi_j^{n+1}\| \|\nabla v_j (t^{n+1})\| \|\nabla \phi_j^{n+1}\| \|H^2\| \|\phi_j^{n+1}\|
\]
\[
\leq \frac{\alpha}{36} \|\nabla \phi_j^{n+1}\|^2 + \frac{C}{\alpha} \|\nabla v_j (t^{n+1})\|^2 \|\nabla \psi_j^{n+1}\|^2.
\]

Applying inverse and Young’s inequalities with (2.7) on the fifth nonlinear term yields
\[
\|((\omega_j^{n+1} \cdot \nabla (\phi_j^{n+1} - \phi_j^{n+1}), \phi_j^{n+1})\| \leq C \|\omega_j^{n+1}\| \|\nabla (\phi_j^{n+1} - \phi_j^{n+1})\| \|\nabla \phi_j^{n+1}\|
\]
\[
\leq \frac{\alpha}{36} \|\nabla \phi_j^{n+1}\|^2 + \frac{C}{\alpha h^2} \|\nabla \omega_j^{n+1}\|^2 \|\nabla \phi_j^{n+1} - \phi_j^{n+1} + \phi_j^{n-1}\|^2.
\]
Using Taylor’s series, Cauchy-Schwarz, Poincare’s and Young’s inequalities the last term is evaluated as

\[
|G_1(t, v_j, w_j, \phi_{j,h}^{n+1})| \leq \frac{\alpha}{36} \|\nabla \phi_{j,h}^{n+1}\|^2 + (\Delta t)^2 \frac{9(\nu - \mu_m)^2(1 - \theta)^2}{\alpha} \|\nabla w_t(s^{**})\|^2
\]

\[
+ (\Delta t)^4 \frac{C}{\alpha} \left\{ \|\nabla w_{tt}(s^*)\|^2 \|\nabla v_j(t^{n+1})\|^2 + \|\nabla w_{j,h}^n\|^2 \|\nabla v_{tt}(s^{**})\|^2 + \|v_{ttt}(s^{****})\|^2 \right\},
\]

with \( s^*, s^{**}, s^{***}, s^{****} \in [t^{n-1}, t^{n+1}] \). Using these estimates in (3.18) and reducing produces

\[
\frac{1}{4\Delta t} \left( \|\phi_{j,h}^{n+1}\|^2 - \|\phi_{j,h}^{n}\|^2 + \|2\phi_{j,h}^{n+1} - \phi_{j,h}^{n}\|^2 - \|2\phi_{j,h}^{n} - \phi_{j,h}^{n-1}\|^2 \right)
\]

\[
= (1 + \theta) \frac{|\nu - \mu_m|}{4} \|\nabla \phi_{j,h}^{n}\|^2 + \theta \frac{|\nu - \mu_m|}{4} \|\nabla \phi_{j,h}^{n-1}\|^2 + \frac{9(1 + \theta)^2(\nu - \mu_m)^2}{4\alpha} \|\nabla \phi_{j,h}^{n+1}\|^2
\]

\[
+ \frac{9\theta^2(\nu - \mu_m)^2}{4\alpha} \|\nabla \phi_{j,h}^{n-1}\|^2 + \frac{9(\nu - \mu_m)^2}{4\alpha} \|\nabla \phi_{j,h}^{n}\|^2 + \frac{9(\nu - \mu_m)^2(1 - \theta)^2}{4\alpha} \|\nabla \phi_{j,h}^{n+1}\|^2
\]

Apply similar techniques to (3.19), we get

\[
\frac{1}{4\Delta t} \left( \|\psi_{j,h}^{n+1}\|^2 - \|\psi_{j,h}^{n}\|^2 + \|2\psi_{j,h}^{n+1} - \psi_{j,h}^{n}\|^2 - \|2\psi_{j,h}^{n} - \psi_{j,h}^{n-1}\|^2 \right)
\]

\[
= (1 + \theta) \frac{|\nu - \mu_m|}{4} \|\nabla \psi_{j,h}^{n}\|^2 + \theta \frac{|\nu - \mu_m|}{4} \|\nabla \psi_{j,h}^{n-1}\|^2 + \frac{9(1 + \theta)^2(\nu - \mu_m)^2}{4\alpha} \|\nabla \psi_{j,h}^{n+1}\|^2
\]

\[
+ \frac{9\theta^2(\nu - \mu_m)^2}{4\alpha} \|\nabla \psi_{j,h}^{n-1}\|^2 + \frac{9(\nu - \mu_m)^2}{4\alpha} \|\nabla \psi_{j,h}^{n}\|^2 + \frac{9(\nu - \mu_m)^2(1 - \theta)^2}{4\alpha} \|\nabla \psi_{j,h}^{n+1}\|^2
\]

with \( t^*, t^{**}, t^{***}, t^{****} \in [t^{n-1}, t^{n+1}] \). Now adds (3.20) and (3.21), multiply by \( 4\Delta t \), assume

\[
\Delta t \leq \frac{\alpha h^2}{C \max_{1 \leq j \leq J} \left\{ \|\nabla \psi_{j,h}^{n}\|, \|\nabla w_{j,h}^n\| \right\}},
\]

drops non-negative terms, use stability and regularity assumptions, \( \|\phi_{j,h}^{0}\| = \|\psi_{j,h}^{0}\| = \|\phi_{j,h}^{1}\| = \|\psi_{j,h}^{1}\| = \)
0, \Delta tM = T, and sum over the time steps to find
\[ \| \phi_{j,h}^M \|^2 + \| 2 \phi_{j,h}^M - \phi_{j,h}^{M-1} \|^2 + \| \psi_{j,h}^M \|^2 + \| 2 \psi_{j,h}^M - \psi_{j,h}^{M-1} \|^2 \]
\[ + \alpha \Delta t \sum_{n=2}^M \left( \| \nabla \phi_{j,h}^n \|^2 + \| \nabla \psi_{j,h}^n \|^2 \right) \leq \frac{9(1 + \theta)^2(\nu - \nu_m)^2}{\alpha} \Delta t \sum_{n=1}^{M-1} \left( \| \nabla \phi_{j,v}^n \|^2 + \| \nabla \psi_{j,v}^n \|^2 \right) \]
\[ + \frac{9\theta^2(\nu - \nu_m)^2}{\alpha} \Delta t \sum_{n=1}^{M-1} \left( \| \nabla \psi_{j,v}^{n-1} \|^2 + \| \nabla \psi_{j,v}^n \|^2 \right) + \frac{9(\nu + \nu_m)^2}{\alpha} \Delta t \sum_{n=1}^{M-1} \left( \| \nabla \phi_{j,v}^{n+1} \|^2 + \| \nabla \phi_{j,v}^n \|^2 \right) \]
\[ + \frac{C \Delta t}{\alpha} \sum_{n=1}^{M-1} \left( \| \nabla \psi_{j,w}^n \|^2 \right) + \| \nabla \psi_{j,w}^{n-1} \|^2 + \| \nabla \psi_{j,w}^n \|^2 + \| \nabla \phi_{j,w}^{n-1} \|^2 + \| \nabla \phi_{j,w}^n \|^2 \]
\[ + C \Delta t \sum_{n=2}^{M-1} \left( \| \nabla \psi_{j,w}^n \|^2 \right) \leq C \left( \frac{h^2k + (\Delta t)^4 + (\nu - \nu_m)^2(1 - \theta)^2 \Delta t^2}{\alpha} \right). \]
\[ (3.23) \]

Applying the discrete Gronwall lemma, we have
\[ \| \phi_{j,h}^M \|^2 + \| 2 \phi_{j,h}^M - \phi_{j,h}^{M-1} \|^2 + \| \psi_{j,h}^M \|^2 + \| 2 \psi_{j,h}^M - \psi_{j,h}^{M-1} \|^2 \]
\[ \leq C \left( \frac{h^2k + (\Delta t)^4 + (\nu - \nu_m)^2(1 - \theta)^2 \Delta t^2}{\alpha} \right). \]
\[ (3.24) \]

Using the triangular inequality allows us to write
\[ \| \phi_{j,w}^M \|^2 + \| \phi_{j,w}^{M-1} \|^2 + \| \psi_{j,w}^M \|^2 + \| \psi_{j,w}^{M-1} \|^2 \]
\[ \leq C \left( \frac{h^2k + (\Delta t)^4 + (\nu - \nu_m)^2(1 - \theta)^2 \Delta t^2}{\alpha} \right). \]
\[ (3.25) \]

Now summing over \( j \) and using the triangular inequality completes the proof. \( \square \)

4. Numerical experiments. To test the proposed Algorithm 3.1 and theory, in this section we present results of numerical experiments. In order to compute the first timestep solutions \( v_1^j \) and \( w_1^j \), we use a first-order ensemble backward-Euler scheme proposed in [17] without the eddy viscosity term and together with the initial conditions \( v_0^j = v_j(0) \) and \( w_0^j = w_j(0) \). Thus, for further time evolution, \( v_1^j, w_1^j, v_1^j, \) and \( w_1^j \) are used as the two required initial conditions for the Algorithm 3.1.

For simulations of MHD systems, it is considered important to enforce the solenoidal constraint \( \nabla \cdot B = 0 \) in discrete level to the machine precision [29]. This is because the condition is induced by the induction equation for all time if the initial magnetic field is divergence free [49], which is a precise physical law. Moreover, it has been shown that for MHD flow simulations \( \nabla \cdot B \neq 0 \) can produce large errors in the solution [12]. Thus, the \((P_1)^2, P_1^{\text{disc}})\) SV element, which is pointwise divergence-free on a barycenter refined regular triangular mesh, will be used for the velocity-pressure and magnetic field-magnetic pressure pairs throughout this section. We ran our simulations using the free finite element software Freefem++ [25] with the triangular mesh. We used direct solver UMFPACK for all the simulations.
4.1. Convergence rate verification. To verify the predicted convergence rates of our analysis in Section 4.2, we begin the experiment with a manufactured analytical solution,

\[
v = \begin{pmatrix} \cos y + (1 + \epsilon^t) \sin y \\ \sin x + (1 + \epsilon^t) \cos x \end{pmatrix}, \quad w = \begin{pmatrix} \cos y - (1 + \epsilon^t) \sin y \\ \sin x - (1 + \epsilon^t) \cos x \end{pmatrix}, \quad p = \sin(x + y)(1 + \epsilon^t), \quad \lambda = 0,
\]

on the domain \( \Omega = (0, 1)^2 \). Next, we create four different true solutions from the above solution introducing a perturbation parameter \( \epsilon \) as follows:

\[
v_j := \begin{cases} (1 + (1 - 1^j) \epsilon) v & 1 \leq j < 3 \\ (1 + (1 - 1^j) \epsilon) w & 3 \leq j \leq 4 \end{cases}, \quad \text{and} \quad w_j := \begin{cases} (1 + (1 - 1^j) \epsilon) w & 1 \leq j < 3 \\ (1 + (1 - 1^j) \epsilon) w & 3 \leq j \leq 4 \end{cases},
\]

where \( j \in \mathbb{N} \). By construction, the averages \( \bar{v}_j = v \) and \( \bar{w}_j = w \). Using the above perturbed solutions, we compute right-hand side forcing terms. The Dirichlet boundary conditions are used on the boundary of the unit square.

The Algorithm 3.1 computes the discrete ensemble average \( < v_h^n > \) and \( < w_h^n > \), and these will be used to compare to the true ensemble average \( < v(t^n) > \) and \( < w(t^n) > \), respectively. We notate the ensemble average error as \( < e_v > := < u_h^n > - < u(t^n) > \).

For our choice of element, the theory predicts the \( L^2(0, T; H^1(\Omega)^3) \) error to be of \( O(h^2 + 8\Delta t) \), \( \nu - \nu_m(\Delta t) \) provided \( \Delta t < O(h^2) \). In this experiment, we consider \( \nu = 0.01 \), and \( \nu_m = 0.001 \) and compute the largest possible \( \theta = 1/9 \), subject to the condition in 3.3. In this case, \( \Delta t^2 \) dominates over \( (1 - \theta)\nu - \nu_m(\Delta t) \), and thus the error behaves like \( O(h^2 + \Delta t^2) \). We consider three different choices \( \epsilon = 0.001, 0.01 \) and 0.1 for the perturbation parameter.

To observe the temporal convergence, we choose a fixed mesh width \( h = 1/64 \), end time \( T = 1 \), and compute with varying timestep sizes. On the other hand, we use a small end time \( T = 0.001 \), a fixed timestep size \( \Delta t = T/8 \), and compute on successively refined meshes to observe the spatial convergence rate.

Tables 4.1 and 4.2 exhibit errors and convergence rates for the variable \( v \) and \( w \), and we observe second order asymptotic temporal convergence rates and optimal spatial convergence rates for all choices of \( \epsilon \). Note that we computed the convergence rates for both the variables and for all the choices of \( \epsilon \) using both SV and weakly divergence free Taylor Hood (TH) elements. For this particular problem, we have found the same convergence behavior with both the SV and TH elements, and thus TH element results are omitted.

| Temporal convergence (fixed \( h = 1/64 \)) | \( \epsilon = 0.001 \) | \( \epsilon = 0.01 \) | \( \epsilon = 0.1 \) |
|---|---|---|---|
| \( \Delta t \) | \( < e_v > \) | rate | \( < e_v > \) | rate | \( < e_v > \) | rate |
| \( 2.8765e-1 \) | 2.8767e-1 | 2.9004e-1 | 2.8765e-1 | 2.9004e-1 | 2.8765e-1 | 2.9004e-1 |
| \( 8.4906e-2 \) | 1.76 | 8.4974e-2 | 1.76 | 8.5986e-2 | 1.75 | 8.5986e-2 | 1.75 |
| \( 2.3856e-2 \) | 1.83 | 2.3860e-2 | 1.83 | 2.4082e-2 | 1.84 | 2.4082e-2 | 1.84 |
| \( 6.2895e-3 \) | 1.92 | 6.2899e-3 | 1.92 | 6.3445e-3 | 1.92 | 6.3445e-3 | 1.92 |
| \( 1.5301e-3 \) | 1.99 | 1.5301e-3 | 1.99 | 1.5301e-3 | 1.99 | 1.5301e-3 | 1.99 |

Table 4.1: Errors and convergence rates for \( v \) with \( \theta = 1/9, \nu = 0.01 \) and \( \nu_m = 0.001 \).

| Spatial convergence (fixed \( T = 0.001, \Delta t = T/8 \)) | \( \epsilon = 0.001 \) | \( \epsilon = 0.01 \) | \( \epsilon = 0.1 \) |
|---|---|---|---|
| \( h \) | \( < e_v > \) | rate | \( < e_v > \) | rate | \( < e_v > \) | rate |
| \( 1.2071e-4 \) | 1.2071e-4 | 1.2071e-4 | 1.2071e-4 | 1.2071e-4 | 1.2071e-4 |
| \( 3.0380e-5 \) | 1.99 | 3.0380e-5 | 1.99 | 3.0380e-5 | 1.99 | 3.0380e-5 | 1.99 |
| \( 7.6186e-6 \) | 2.00 | 7.6186e-6 | 2.00 | 7.6186e-6 | 2.00 | 7.6186e-6 | 2.00 |
| \( 1.9144e-6 \) | 1.99 | 1.9144e-6 | 1.99 | 1.9144e-6 | 1.99 | 1.9144e-6 | 1.99 |
| \( 4.8204e-7 \) | 1.99 | 4.8204e-7 | 1.99 | 4.8204e-7 | 1.99 | 4.8204e-7 | 1.99 |

Table 4.2: Errors and convergence rates for \( v \) with \( \theta = 1/9, \nu = 0.01 \) and \( \nu_m = 0.001 \).
with various values of $\epsilon$ and $\text{dof} = 184563$, and magnetic pressure $\text{dof} = 184563$. The simulations of the Algorithm 3.1 are done for the viscosity and magnetic diffusivity pair, we compute the largest possible timestep size and ran the simulation successfully for long time.

\[
\begin{array}{cccccccc}
\hline
\text{Spatial convergence (fixed } T = 0.001, \Delta t = T/8) & \epsilon = 0.001 & \epsilon = 0.01 & \epsilon = 0.1 \\
\hline
h & \| \langle u_w \rangle_{2.1} \| & \text{rate} & \| \langle u_w \rangle_{2.1} \| & \text{rate} & \| \langle u_w \rangle_{2.1} \| & \text{rate} \\
\hline
\frac{1}{8} & 2.3407e-4 & & 2.3407e-4 & & 2.3408e-4 & \\
\frac{1}{16} & 5.7827e-5 & 2.99 & 5.7827e-5 & 2.00 & 5.7832e-5 & 2.00 \\
\frac{1}{32} & 1.4539e-5 & 1.99 & 1.4539e-5 & 1.99 & 1.4544e-5 & 1.99 \\
\frac{1}{64} & 3.6966e-6 & 1.98 & 3.6966e-6 & 1.98 & 3.7008e-6 & 1.97 \\
\frac{1}{128} & 9.4949e-7 & 1.96 & 9.4951e-7 & 1.96 & 9.5174e-7 & 1.96 \\
\hline
\end{array}
\]

Table 4.3: Errors and convergence rates for $u$ with $\theta = 1/9$, $\nu = 0.01$, and $\nu_m = 0.001$.

\[
\begin{array}{cccccccc}
\hline
\text{Temporal convergence (fixed } h = 1/64) & \epsilon = 0.001 & \epsilon = 0.01 & \epsilon = 0.1 \\
\hline
\Delta t & \| \langle u_w \rangle_{2.1} \| & \text{rate} & \| \langle u_w \rangle_{2.1} \| & \text{rate} & \| \langle u_w \rangle_{2.1} \| & \text{rate} \\
\hline
\frac{1}{8} & 2.4694e-1 & & 2.4694e-1 & & 2.4787e-1 & \\
\frac{1}{16} & 7.7109e-1 & 1.68 & 7.7111e-1 & 1.76 & 7.7527e-2 & 1.68 \\
\frac{1}{32} & 2.2285e-2 & 1.79 & 2.2286e-2 & 1.83 & 2.2455e-2 & 1.79 \\
\frac{1}{64} & 6.0150e-3 & 1.89 & 6.0151e-3 & 1.92 & 6.0531e-3 & 1.89 \\
\frac{1}{128} & 1.5450e-3 & 1.97 & 1.5350e-3 & 1.99 & 1.5440e-3 & 1.97 \\
\hline
\end{array}
\]

Table 4.4: Errors and convergence rates for $u$ with $\theta = 1/9$, $\nu = 0.01$, and $\nu_m = 0.001$.

4.2. MHD channel flow over a step. Next, we consider a domain which is a $30 \times 10$ rectangular channel with a $1 \times 1$ step five units away from the inlet into the channel. No slip boundary condition is prescribed for the velocity and $B = < 0, 1, 0 >^T$ is enforced for the magnetic field on the walls. At the inflow, we set $u = < y(10 - y)/25, 0 >^T$ and $B = < 0, 1, 0 >^T$, and the outflow condition uses a channel of extension 10 units, and at the end of the extension, we set outflow velocity and magnetic field equal to the inflow.

An ensemble of four different solutions corresponding to the perturbed initial conditions

\[
u_j(0) := \begin{cases} 
(1 + (-1)^{j-1})u_0 & 1 \leq j < 3 \\
(1 + (-1)^{-j-2})u_0 & 3 \leq j \leq 4 
\end{cases} \quad B_j(0) := \begin{cases} 
(1 + (-1)^{j-1})B_0 & 1 \leq j < 3 \\
(1 + (-1)^{-j-2})B_0 & 3 \leq j \leq 4 
\end{cases}
\]

where, $j \in \mathbb{N}$, $u_0 := < y(10 - y)/25, 0 >^T$ and $B_0 := < 0, 1, 0 >^T$, and a similar way perturbed inflow and outflow are considered. A triangular unstructured mesh of the domain that provides a total of 3316922 degrees of freedom (dof) is considered, where velocity dof = 1473898, magnetic field dof = 1473898, pressure dof = 184563, and magnetic pressure dof = 184563. The simulations of the Algorithm 3.1 are done with various values of $\epsilon$ until $T = 40$, with $s = 0.001$, $\nu = 0.001$, $\nu_m = 0.01$, $\theta = 1/9$, and timestep size $\Delta t = 1$. For the viscosity and magnetic diffusivity pair, we compute the largest possible $\theta$ so that the condition in (3.3) holds. Velocity and magnetic fields ensemble average solutions for varying $\epsilon$ and parameters are plotted in Figures 4.1-4.2 and compare them to the usual MHD simulation (which is the $\epsilon = 0$ case). We observe that the ensemble average solutions appear to converge to the unperturbed solution as $\epsilon \to 0$, which is expected from our theory. Though, in our analysis, a timestep restriction $\Delta t < O(h^2)$ appears due to the use of inverse inequality, in this numerical experiment, we could choose a larger timestep size and ran the simulation successfully for long time.
Fig. 4.1: The velocity ensemble solution (shown as streamlines over speed contour) at $T = 40$ for MHD channel flow over a step with $\Delta t = 1$, $s = 0.001$, $\nu = 0.001$, $\nu_m = 0.01$, $\theta = 1/9$, velocity dof = 1473898, and pressure dof = 184563.
Fig. 4.2: The magnetic field ensemble solution (magnetic field strength) at $T = 40$ for MHD channel flow over a step with $\Delta t = 1$, $s = 0.001$, $\nu = 0.001$, $\nu_m = 0.01$, $\theta = 1/9$, magnetic field $dof = 1473898$, and magnetic pressure $dof = 184563$. 
5. Conclusion and future works. In this paper, we proposed, analyzed, and tested a second order in time in practice, optimally accurate in space, decoupled and efficient algorithm for MHD flow ensemble computations. The second order temporal accuracy in practice is a major improvement to the first order ensemble average algorithm proposed in [47]. The algorithm extends the breakthrough idea for efficient computation of flow ensemble for Navier-Stokes [33] to MHD and combines with the breakthrough idea of Trenchea [59] to construct a decoupled stable scheme in terms of Elsässer variables. The key features to the efficiency of the algorithm are: (i) It is a stable decoupled method, split into two Oseen problems, which are identical to assembled, much easier to solve and can be solved simultaneously. (ii) At each time step, all $J$ different linear systems share the same coefficient matrix, as a result, the storage requirement is reduced, a single assembly of the coefficient matrix is required instead of $J$ times, preconditioners need to be built once and can be reused. (iii) It can take the advantage of the use of a block linear solver. (iv) No data restrictions are needed to avoid instability due to certain viscous terms. We proved the stability and second order convergence of the algorithm with respect to the timestep size. Numerical experiments were done on a unit square with a manufactured solution that verified the predicted convergence rates. Finally, we applied our scheme on a benchmark channel flow over a step problem and showed the method performed well. Though, in our analysis, a timestep restriction appears which was not observed in the numerical experiments.

In this paper, we considered the flow ensemble subject to the slightly different initial conditions and forcing functions, we plan to investigate flow ensemble behavior where the viscosities, and the boundary conditions involve uncertainties. In the numerical experiments, no timestep restriction was observed, and thus further investigation is needed to find unconditional stability of the scheme. The recent idea [20] of a continuous data assimilation algorithm for a velocity-vorticity formulation of the Navier-Stokes equations can be applied to the MHD flow ensemble. To reduce the computational cost, reduced order modeling (ROM) for the ensemble MHD flow computation will be the future research avenue. Recently, it has been shown the data-driven filtered ROM for flow problem [60] works well for the complex system. To reduced computation cost further to simulate an ensemble MHD system as well as more accurate results, it is worth exploring in ROM with physically accurate data [45]. We also plan to apply the recent advances [22] of an evolve-filter-relax based stabilization of ROMs for uncertainty quantification of the MHD flow ensemble using stochastic collocation method.

The finite element simulations of the Maxwell equations using nodal based elements often produce cancellation errors, interface problems [2], and spurious modes [11, 58] that cause unwanted and unphysical solutions. For magnetic field, the tangential components are continuous across inter-element boundaries but it is not necessary for the normal components. By the nature of finite-element interpolants, some nodal vectorial elements enforce the continuity of the normal component across the interface which is not required by the physics. It is now well established that the edge elements, are more appropriate for the finite element discretization of the Maxwell equations [3, 7, 10], which only enforces the tangential continuity of the magnetic field across the interfaces. MHD flow ensemble simulations with Nédélec’s edge element [51] will be the next research direction.
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