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\textbf{ABSTRACT}

Non-generating resources such as thermostatically controlled loads (TCLs) can arbitrage energy prices and provide balancing reserves when aggregated due to their thermal energy storage capacity. Based on a performed survey of Swedish single- and two-family dwellings with electric heating, this paper quantifies the potential of TCLs to provide reserves to the power system in Sweden. To this end, dwellings with heat pumps and direct electric heaters are modeled as thermal energy storage equivalents that can be included in a linear two-stage problem formulation. We approach the operational flexibility of the TCLs by modeling a risk-averse aggregator that controls decentralized TCLs and aims to maximize its own profit. The results show a potential of 2 GW/0.1 Hz averaged over a year, and up to 6.4 GW/0.1 Hz peak capacity. Based on a sensitivity analysis we derive policy implications regarding market timing and activation signal.

\textbf{Nomenclature}

The nomenclature is stated below. Uppercase as well as Greek letters denote input parameters, calligraphic letters denote sets and distributions, while lowercase letters are used to represent indexes and decision variables.

\textit{Indexes and Sets}

\begin{itemize}
  \item \(a \in A\) \hspace{10pt} price area / zone
  \item \(b \in B\) \hspace{10pt} building type, size, insulation
  \item \(h \in H\) \hspace{10pt} heating type
  \item \(k\) \hspace{10pt} county
  \item \(t \in T\) \hspace{10pt} interval in optimization horizon
  \item \(z \in Z\) \hspace{10pt} climate zone
  \item \(\tau\) \hspace{10pt} current market interval
  \item \(\omega \in \Omega\) \hspace{10pt} scenarios of uncertain market prices
\end{itemize}
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**Individual TCL Parameters**

- $\theta_{t,b}$ indoor temperature
- $\bar{\theta}_{b,h}$ maximum indoor temperature (upper deadband)
- $\tilde{\theta}_{b,h}$ minimum indoor temperature (lower deadband)
- $R_b$ thermal resistance
- $C_b$ thermal capacitance
- $\eta_h$ thermal efficiency
- $P^e_{b,h}$ electric power rating
- $T^\text{ON}_{a,b,h,t}$ time a TCL takes in powered mode from one end of the deadband to the other
- $T^\text{OFF}_{a,b,h,t}$ time a TCL takes in unpowered mode from one end of the deadband to the other
- $D_{a,b,h,t}$ duty cycle
- $\hat{e}_{a,b,h,t}$ availability (binary parameter)
- $\tilde{e}_{a,b,h,t}$ ability (binary parameter)

**Market Price Parameters**

- $T_c$ contract period [h]
- $\Delta t$ market interval duration [h]
- $\tau_h$ index of the last interval in the optimization horizon
- $\lambda^R_t$ marginal price in the reserve market in interval $t$, scenario $\omega$ [\$/MWh]
- $\lambda^DA_{a,t}$ marginal price in the energy market in interval $t$, scenario $\omega$ [\$/MWh]
- $\lambda^RT_{a,t,\omega}$ real-time balancing price for real-time energy deviation in interval $t$, scenario $\omega$ [\$/MWh]
- $\lambda^I$ imbalance charge [\$/MWh]
- $\lambda^P$ cost associated to SOC deviation $d_{\omega}$ [\$/MWh]

**TCL Parameters**

- $P^B_{a,t}$ aggregate baseline power consumption at time $t$ [MW]
- $G_{a,t}$ parameter corresponding to 50% state of energy in the thermal energy storage model at time $t$ [MWh]
- $\underline{S}_{a,t,\omega}, \overline{S}_{a,t,\omega}$ bounds on the state of charge $s_{a,t,\omega}$ at time $t$ [MWh]
- $\overline{P}_{\text{inst},a}$ installed power capacity in area $a$ [MW]
- $\overline{P}_{a,t}, \underline{P}_{a,t}$ bounds on the aggregate power consumption $P^E_{a,t,\omega}$ at time $t$ [MW]
- $\theta_{a,t}$ ambient temperature in interval $t$ [$^\circ$C]
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**Chance-Constraint, Scenario, and Risk Parameters**

- \( \alpha \) risk confidence level
- \( \beta \) risk-aversion weight
- \( 1 - \epsilon_i \) confidence level of chance-constraint \( i \)
- \( \pi_{\omega} \) probability of scenario \( \omega \)

**Decision Variables**

- \( d_{a,\omega} \) deviation of SOC from 50% at \( \tau_h \) in scenario \( \omega \) [MWh]
- \( p^R_{a,t} \) aggregate capacity offered in the reserve market in interval \( t \) [MW]
- \( p^{RT}_{a,t,\omega} \) aggregate power consumption in interval \( t \), scenario \( \omega \) [MW]
- \( e^R_{a,t,\omega} \) aggregate energy activated in the reserve market in interval \( t \) [MW]
- \( e^{DA}_{a,t} \) aggregate day-ahead energy bid in interval \( t \) [MW]
- \( s_{a,t,\omega} \) aggregate state of energy (SOE) at end of interval \( t \), scenario \( \omega \) [MWh]
- \( c_{a,\omega} \) profit in scenario \( \omega \) [$]
- \( y_a \) auxiliary risk variable [$]
- \( v_{a,\omega} \) auxiliary risk variable in scenario \( \omega \) [$]
- \( CVaR^\alpha \) Conditional Value at Risk (CVaR) at \( \alpha \) [$]

**Heat Pump Design Parameters**

- \( E_{HV}^{z} \) energy for heating and ventilation in climate zone \( z \) \( [\frac{kWh}{m^2 \text{year}}] \)
- \( Q_{HV}^{h,k} \) work for heating and ventilation in county \( k \) \( [\frac{MWh}{\text{year}}] \)
- \( \theta_{des}^{k} \) design (winter) ambient temperature in county \( k \) \( [^\circ C] \)
- \( \theta_{DD}^{k} \) heating degree days in county \( k \) \( [^\circ C] \)
- \( A^{SFD} \) surface area per dwelling in county \( k \) \( [m^2] \)

1. **Introduction**

The increasing share of variable renewable energy sources requires more flexible resources that can respond in real-time to supply/demand imbalance. Demand response can be an effective means for power system operators to compensate for fluctuating renewable generation, avoid grid congestion, and cope with other contingencies. Buildings equipped with electric space heating systems can provide demand response services because their electricity consumption is flexible due to their inherently thermal inertia. To this end, thermostatically controlled loads (TCLs) have been proposed for energy arbitrage (Mathieu et al., 2015b) and providing ancillary services (Callaway, 2009). By exploiting the inherent thermal inertia of TCLs, their electricity consumption can be varied while still meeting the desired service quality, i.e., temperature range set by the end user.

TCLs cover both heating and cooling emission systems and energy supply systems. These devices include, e.g., air-conditioning (AC), chillers, electrically heated terminal units and heat pumps. In climates with high cooling demand like, e.g., California, AC is widely used (Mathieu et al., 2015a), while in places with high heating demand like, e.g., Scandinavia, electric space heating offers the largest potential (Mathieu et al., 2014; Nyholm et al., 2016).
Europe, Sweden has the highest installations of heat pumps (Campillo et al., 2012) despite its small population. In 2018, approximately 54% of the two million single-family dwellings (SFD) in Sweden are electrically heated by different methods, including heat pumps (Nilsson, 2019).

In the residential sector, more than half of the energy use goes to heating and the preparations of domestic hot waters (DHW) (Swedish Energy Agency, 2020a). The number of heat pumps in Sweden is increasing and the trend shows that electric heating, heat pumps, and district heating are replacing conventional fossil based heating methods (Swedish Energy Agency, 2020a). This change towards more efficient heat pumps is driven by increasing electricity prices (Swedish Energy Agency, 2020a). In 2018, 17% of the total Swedish electricity demand (126 TWh) was used for heating, of which 12% went to SFDs (Swedish Energy Agency, 2020a). Heating, ventilation and air conditioning (HVAC) for residential and commercial buildings requires a substantial share of electric energy, and ultimately drives summer peak demand in the United States (Chassin and Rondeau, 2016) and the winter peak in Europe. The building sector is expected to play an important role in providing ancillary services to relieve stress and reduce the needs of investment for power systems (Wang et al., 2019b). The high share of electric heating and cooling in the total electricity demand may therefore open a large source of flexibility for the power system, if exploited.

Simply reducing peak power demand in a building can reduce electricity expenses for the building owner and contribute to the efficiency and reliability of the electrical power grid. A control strategy for peak power reduction is proposed by Winstead et al. (2020) and examined in a simulation with 80 air-conditioning units and 40 refrigeration units. However, active demand response (DR) can contribute to a more cost-efficient operation of, and investment in, the electric power system as it may provide the needed flexibility to cope with the intermittent character of renewable energy sources. TCLs allow to modify their electrical load pattern without affecting the final, thermal energy service they deliver due to the thermal energy storage in the system. A large body of literature has been dedicated to the optimization and control of TCLs from various perspectives.

Active Demand Response with TCLs is studied in Patteeuw et al. (2015); Arteconi et al. (2016). Patteeuw et al. (2015) develop an integrated system model of the electric power system, including heat pumps and auxiliary resistance heaters. Arteconi et al. (2016) perform an analysis to evaluate the benefits of DR programs in terms of electricity consumption and operational costs, both from the end user and the system perspective. The demand side technologies considered are electric heating systems, i.e. heat pumps and electric resistance heaters, coupled with thermal energy storage, i.e. the thermal mass of the building envelope and the domestic hot water tank. Chassin and Rondeau (2016) develop a logistic demand curve for short term electricity consumption derived from the first principles of controllable thermostatic electric loads which corresponds to the random utility model commonly used in the economics of consumer choice. Wang et al. (2013) use a bottom-up modeling framework for responsive spatially-distributed populations of heat pumps and other flexible loads into a security constrained economic dispatch formulation. Regional pockets of responsive loads are aggregated into models that describe population dynamics as an equivalent virtual power plant as a new source of spinning reserves.

D’Hulst et al. (2015) present a flexibility estimation of residential loads including domestic hot water buffers based on measurements from a demonstration project in Belgium. They compute the maximal amount of time a certain increase or decrease of power can be realized within the comfort requirements of the user on appliance level. However, this flexibility potential varies during the day, and the potential for increasing or decreasing the power consumption is in general not equal. For wet appliances, an average maximum potential is presented that depends on the time of the day. Yin et al. (2016) present a demand response estimation framework using two-state models for thermostatically controlled loads in commercial and multi-dwelling residential units. Regression models are fit to a large dataset to predict the flexibility potential on unit level based on key inputs, including hour of day, set point change and outside air temperature.

The most commonly used thermostat control variable in heating, ventilating, and air conditioning (HVAC) systems is the setpoint of indoor air temperature. However, people’s thermal comfort responds to operative temperature more directly than air temperature. Based on three heating and cooling systems in three different geographical locations, Wang et al. (2019a) investigate how the adoption of operative temperature based control would affect the energy use. The authors show that the impact of the control variable strongly depends on the location and heating system type. Wang et al. (2019b) provide an overview of research for HVAC systems in non-residential buildings to provide frequency regulation. Tabares-Velasco et al. (2019) develop an optimization model to minimize electricity cost and user discomfort. The framework uses a model predictive control formulation capable of reducing cooling electricity costs by up to 30%. Zhao et al. (2015) outline a high-level supervisory control strategy that directs interdependent HVAC systems of large commercial buildings for frequency reserves. Lakshmanan et al. (2016) study the provision
of secondary frequency from TCLs and quantify the computation resource constraints for the control of a large TCL population. They then conduct an experimental investigation with domestic fridges representing in an islanded power system to evaluate the control. The experimental results show that TCLs are fast responsive loads for DR activation, with the average control signal response time of 24 seconds and an equivalent ramping rate of 63% per minute, which could also comply with the requirements for primary frequency control.

Primary frequency control\footnote{Examples for primary frequency control products are frequency containment reserve (FCR) in continental Europe, firm frequency response in Great Britain, and 10 min spinning reserve in North America.} imposes more challenging requirements on the response time, and not all heat pumps may be available at the time of activation. This is due to deadband restrictions on the switching of the compressor. However, Muhssin et al. (2018) demonstrate that the aggregation of heat pumps and fridges offered large power capacity and, therefore, an instantaneous frequency response service is achievable. Specifically, the firm frequency response as used in Great Britain is investigated. Müller and Jansen (2019) illustrate that load reductions of 40–65% of the total load can be achieved by throttling heat pumps, and that these load reductions can be delivered precisely with a median absolute percentage error of below 7%, based on a demand response demonstration involving a population of more than 300 residential buildings with heat pumps.

The relevant literature on the optimization, control, and flexibility estimation of TCL is classified in Table 1 with respect to the type of power system service, the number of appliances, and the type of climate zone model. Previous studies mostly focus on the potential of buildings to shift energy demand to periods of low electricity prices. The potential from electric space heating of Swedish SFDs is investigated with a detailed model in Nyholm et al. (2016). The objective is to minimize the energy cost of each building by arbitraging energy prices and while maintaining an acceptable indoor thermal comfort. The potential demand response (DR) capacity from controllable loads including TCLs in Denmark has been investigated in Mathieu et al. (2014). The maximum coincident power (MCP) and daily shiftable energy (DSE) are used as key measures of DR potential that vary with time and ambient temperature. These measures are useful tools to assess the shift of energy, but less useful for to quantify the flexibility for ancillary services. TCLs have been proposed for energy arbitrage (Nyholm et al., 2016) and ancillary services (Mathieu et al., 2015a). However, Alam et al. (2020) show that the joint provision of multiple services yields increased economic benefits. To

---

Table 1

| Reference               | Service               | Scale                | Climate Zone |
|-------------------------|-----------------------|----------------------|--------------|
| Campillo et al. (2012)  | energy use            | several countries    | no           |
| Mahdavi et al. (2016)   | energy use            | 10,000 ACs           | no           |
| Yin et al. (2016)       | energy use            | < 1,000 TCLs         | considered   |
| Wang et al. (2019a)     | energy use            | 1 TCL                | considered   |
| Wang et al. (2019b)     | ancillary services    | comparison           | no           |
| Tabares-Velasco et al.  | EA                    | 1 AC                 | no           |
| Winstead et al. (2020)  | EA                    | 120 TCLs             | no           |
| Chassin and Rondeau (2016) | EA                | < 1,000 TCLs         | no           |
| D’Hulst et al. (2015)   | EA                    | 15 domestic hot water buffers | no |
| Arteconi et al. (2016)  | EA                    | domestic hot water   | no           |
| Mathieu et al. (2015b)  | load reduction        | 1,000 ACs            | no           |
| Müller and Jansen (2019) | spinning reserve      | 3,800 HPs            | no, but reserve zones |
| Muhasil et al. (2018)   | firm frequency response| > 1.5⋅10^6 HPs       | no           |
| Zhao et al. (2015)      | frequency regulation  | 1 AC                 | no           |
| Lakshmanan et al. (2016)| secondary frequency control | refrigerators       | no           |
| Callaway (2009)        | regulation reserve    | 10,000 TCLs          | no           |
| Herre et al. (2020)     | EA & FCR              | 1,000 ACs            | no           |
| Mathieu et al. (2014)   | EA                    | national (DK)        | no           |
| Nyholm et al. (2016)    | EA                    | national (SE)        | no           |
| Mathieu et al. (2015a)  | ancillary services    | 1,000 TCLs           | considered   |

AC: air conditioner, EA: energy arbitrage, HP: heat pump, FCR: frequency containment reserve.
that end, a population of cooling TCLs providing multiple services is investigated in Herre et al. (2020).

The cost-optimal power consumption schedule of a TCL population depends on energy prices. The cost-optimal power capacity offered to the reserve market depends on reserve prices and the time for which actions need to be sustained. Both depend on ambient temperature, which affects TCL operation (Mahdavi et al., 2016), availability (e.g., heaters are only available for control if it is sufficiently cold outside and they are powered on), and market timing. Market timing parameters include lead time, i.e., the time between gate closure and operation, and contract period, i.e., the period for which a service is committed. Furthermore, the power consumption schedule impacts the feasible reserve capacity and so the DA energy and reserve self-scheduling problems should be solved together.

In this paper, we jointly optimize energy and reserve bids in order to explore the impact of market timing parameters on the business case of TCL aggregators, specifically on the profit and flexibility in terms of the reserve capacity offered to the system operator. We first formulate a rolling horizon optimization (RHO) problem that maximizes aggregator profit subject to uncertainty in real-time prices and in the activation signal for reserves. Additionally, uncertainty in the availability of TCLs and consequently in their power and energy bounds is represented by chance constraints. Since we are interested in developing a qualitative understanding of the relationship between profit/flexibility and market timing, we use a simplified thermal energy storage model of the TCL aggregation dynamics proposed in Mathieu et al. (2015b).

The main contribution of this paper is to reveal the order of magnitude of the technical DR potential from the heating sector that are electrically heated in Sweden. We provide insight to the magnitude of reserves available from TCLs in (1) today’s Swedish market setup, and in (2) an envisaged market with delayed gate closure and shorter contract periods. Specifically, the contributions are as follows:

- We build an inventory of the entire Swedish single- and two-family dwelling (SFD) stock, heating types, insulation properties, and construction year. This extensive survey constitutes the foundation for performing the analysis in this paper.
- We adapt the methodology of Mathieu et al. (2015b) for computing the resource potential of TCLs based on the available and capable TCLs at a given ambient temperature.
- Our methodology for the joint optimization of multiple services builds on that proposed by Herre et al. (2018) and Herre et al. (2020), which conducted a similar study for New England. However, here, we include both day-ahead and real-time energy which leads to a different problem formulation and accordingly different insights from the case studies. Furthermore, we model the entire Swedish SFD stock as thermal energy storages in a multi-area formulation.

Modeling differences with respect to Mathieu et al. (2015b) and Herre et al. (2020) will be discussed in Section 2, which details our methods. Section 3 outlines the available Swedish data and Section 4 presents the results of our numerical investigation. We conclude in Section 5 with policy implications.

2. Method

We assume that a TCL aggregator is capable of dynamically controlling a TCL population and has perfect foresight of ambient temperatures. The indoor temperature measurements $\theta_{b,t}^{in}$ at time $t$ of building $b$ are automatically collected by the aggregator. The aggregator is capable of sending a control signal in the form of on/off control. We assume that TCLs have a constant efficiency that relates the thermal and electric power capacity with $P_{b,t}^{th} = P_{b,t}^{el} \times \eta_b$. The $b^{th}$ building can physically be described by the thermal resistance $R_b$ and capacitance $C_b$ in building $b$. We introduce first an individual model that represents the physical behavior of a TCL, and then an aggregate model for centralized control that has been proposed to efficiently control a large population (Mathieu et al., 2013).

2.1. Individual Dwelling Model

The evolution of the indoor temperature $\theta_{b,t}^{in}$ at time $t = t_0, \ldots, t_N$ can be derived from a differential equation and discretized over time step $\Delta t$ using the model developed by Ihara and Schwegge (1981) and extended to heterogeneous populations by Ucak and Caglar (1998),

$$\theta_{b,t+1}^{in} = \kappa_b \cdot \theta_{b,t}^{in} + (1 - \kappa_b) \cdot (\theta_{b,t} + m_{b,t} R_b P_{b,t}^{el} \eta_b) + \gamma$$

(1)
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where \( \kappa_b = \exp(-\Delta t / R_b C_b) \) and the noise term \( \gamma \) is commonly neglected Callaway (2009). The indoor temperature set point \( \theta_{b, t}^{\text{in}} \) and bounds \( \bar{\theta}_b \) and \( \underline{\theta}_b \) are specified by the user and can be communicated to the aggregator. The uncontrolled operation is defined by the on/off state \( m_{b,t} \)

\[
m_{b,t} = \begin{cases} 
1, & \text{if } \theta_{b, t}^{\text{in}} < \bar{\theta}_b, \\
0, & \text{if } \theta_{b, t}^{\text{in}} > \bar{\theta}_b, \\
m_{b,t-1}, & \text{otherwise}.
\end{cases}
\] (2)

### 2.2. Thermal Energy Storage Model of Dwelling Stock

For a heating TCL, the availability is defined analogously to Mathieu et al. (2015b) in (3). A heating TCL of type \( h \) in building \( b \) is available if it is sufficiently cold, and if the TCL is able to heat the space to within the deadband.

\[
\hat{v}_{a,b,h,t} = \begin{cases} 
1, & \text{if } a, t < \theta_{b, h} \\
0, & \text{otherwise}
\end{cases} \] (3a)

\[
\tilde{v}_{a,b,h,t} = \begin{cases} 
1, & \text{if } a, t + R_b \cdot P_{a,b,h} \cdot \eta_h > \bar{\theta}_b, \\
0, & \text{otherwise}
\end{cases} \] (3b)

The \( ON \) (4a) and \( OFF \) (4b) time of a heating TCL are obtained from equation (1), and its duty cycle is given by equation (4c).

\[
T_{a,b,h,t}^{ON} = C_b R_b \cdot \ln \left( \frac{\theta_{b, h} - \theta_{t} - R_b P_{a,b,h} \cdot \eta_h}{\bar{\theta}_b - \theta_{t} - R_b P_{a,b,h} \cdot \eta_h} \right) \] (4a)

\[
T_{a,b,h,t}^{OFF} = C_b R_b \cdot \ln \left( \frac{\bar{\theta}_b - \theta_{t}}{\theta_{b, h} - \theta_{t}} \right) \] (4b)

\[
D_{a,b,h,t} = \frac{T_{a,b,h,t}^{ON}}{T_{a,b,h,t}^{ON} + T_{a,b,h,t}^{OFF}} \] (4c)

The aggregate parameters of a heating TCL population at ambient temperature \( \theta_{a,t} \) can be computed offline for all \( a \) and \( t \) as below, which is extended from Mathieu et al. (2015b).

\[
P_{a,t}^B = \sum_{h \in H} \sum_{b \in B} D_{a,b,h} \cdot P_{a,b,h}^{el} \] (5a)

\[
P_{a,t} = \sum_{h \in H} \sum_{b \in B} \hat{v}_{a,b,h,t} \cdot P_{a,b,h}^{el} \] (5b)

\[
P_{a,t} = \sum_{h \in H} \sum_{b \in B} \tilde{v}_{a,b,h,t} \cdot P_{a,b,h}^{el} \] (5c)

\[
\overline{S}_{a,t} = \sum_{h \in H} \sum_{b \in B} P_{a,b,h}^{el} \cdot T_{a,b,h,t}^{ON} \cdot (1 - D_{a,b,h,t}) \] (5d)

\[
\underline{S}_{a,t} = 0 \] (5e)

The difference to the aggregate parameters in Mathieu et al. (2015b) is that, here, the upper and lower bounds describe the entire TCL population at all times. The bounds in Mathieu et al. (2015b) aggregate only the available and capable TCLs in the population, i.e., those instances where \( \hat{v}_{a,b,h,t} = 1 \) and \( \tilde{v}_{a,b,h,t} = 1 \).

### 2.3. Mathematical Formulation of Day-Ahead Bidding

The objective of the aggregator is to maximize its profit \( \Pi_a \) which is comprised of revenue from reserve capacity \( p_{a,t}^R \) and cost from power consumption \( p_{a,t,\omega}^{RT} \), where \( \lambda_{i,t}^R, \lambda_{i,t}^{DA} \) and \( \lambda_{i,t,\omega}^{RT} \) are the reserve, DA, and RT energy prices, respectively.
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The aggregator faces uncertainty from both prices and TCL availability. We propose a method to manage these uncertainties simultaneously. Specifically, we formulate a two-stage chance-constrained optimization problem in which the chance constraints (6o) to (6t) include second-stage variables that depend on price realizations in each scenario \( \omega \). There are different ways to implement the chance constraints. Since we assume the aggregator is primarily concerned about service quality and feasibility, we use a conservative approach in (6) which requires that in each price scenario and in each market interval there is at least a \( 1 - \epsilon_i \) chance that the service quality is met. The profit maximization problem with decision variables \( \mathbf{x} = \{ c_{a,t}, f_{a,t} \} \) is set out in (6)

\[
\begin{align*}
\text{max.} & \quad (1 - \beta) \mathbb{E} \left[ \sum_{a \in A} c_{a,\omega} \right] + \beta \sum_{a \in A} \text{CVaR}_{a,\alpha} \\
\text{s.t.} & \quad c_{a,\omega} = c_a - c_{DA} - \left( c_{RT} + c_{I} + c_{P} \right) \forall a, \omega \\
& \quad c_a = \sum_{t=1}^{T} p_{a,t} \cdot \lambda_t \forall a \\
& \quad c_{DA} = \sum_{t=1}^{T} c_{DA} \cdot \lambda_t \forall a \\
& \quad c_{RT} = \sum_{t=1}^{T} \left( e_{RT,\omega} - e_{DA} \right) \cdot \lambda_{RT} \forall a, \omega \\
& \quad c_{I} = \sum_{t=1}^{T} e_{I,\omega} \cdot \lambda_I \forall a, \omega \\
& \quad e_{RT,\omega} \geq e_{RT} - e_{DA} \forall a, t, \omega \\
& \quad e_{I,\omega} \geq - \left( e_{RT} - e_{DA} \right) \forall a, t, \omega \\
& \quad c_{P} = \sum_{a \in A} d_{a,\omega} \cdot \lambda_P \forall a, \omega \\
& \quad 0 \leq e_{DA} \leq \bar{P}_{a} \cdot \Delta t \forall a, t \\
& \quad 0 \leq p_{RT} \leq \bar{P}_{a} \cdot \Delta t \forall a, t, \omega \\
& \quad e_{RT} = p_{RT} \cdot \Delta t \forall a, t, \omega \\
& \quad p_{RT} \geq 0 \forall a, t \\
& \quad e_{RT} = p_{RT} \cdot \frac{f_{a,t} - f_{a,t-1}}{0.1} \cdot \Delta t \forall a, t, \omega \\
& \quad \mathbb{P}\{ p_{RT} \leq \frac{P_{a,t}}{0.1} \} \geq 1 - \epsilon_1 \forall a, t, \omega \\
& \quad \mathbb{P}\{ p_{RT} \geq \frac{P_{a,t}}{0.1} \} \geq 1 - \epsilon_2 \forall a, t, \omega \\
& \quad \mathbb{P}\{ s_{a,t} \leq \frac{S_{a,t}}{0.1} \} \geq 1 - \epsilon_3 \forall a, t, \omega \\
& \quad \mathbb{P}\{ s_{a,t} \geq \frac{S_{a,t}}{0.1} \} \geq 1 - \epsilon_4 \forall a, t, \omega \\
& \quad \mathbb{P}\{ s_{a,t} \geq S_{a,t} \} \geq 1 - \epsilon_5 \forall a, \omega \\
& \quad \mathbb{P}\{ s_{a,t} + d_{a,\omega} \leq G_{a,t} \} \geq 1 - \epsilon_6 \forall a, \omega \\
& \quad d_{a,\omega} \geq 0 \forall a, \omega \\
& \quad s_{a,t} \leq s_{a,t-1} + e_{RT,\omega} + \left( p_{RT,\omega} - p_{RT} \right) \Delta t \forall a, t, \omega \\
& \quad s_{a,t} \geq G_{a,t-1} \forall a, \omega
\end{align*}
\]
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Figure 1: Climate zones \( z \) (left) and price areas \( a \) (right) in Sweden. In the left figure, red lines represent borders of climate zones \( z \) and grey lines represent borders of counties \( k \).

\[
y_a - \frac{1}{(1-a)} \sum_{\omega \in \Omega} \pi_\omega v_{a,\omega} = \text{CVaR}_a^\omega \quad \forall a, \omega \quad (6x)
\]

\[
y_a - c_{a,\omega} \leq v_{a,\omega} \quad \forall a, \omega \quad (6y)
\]

\[
v_{a,\omega} \geq 0 \quad \forall a, \omega \quad (6z)
\]

where \( \omega \) denotes a scenario in set \( \Omega \). Constraints (6o) to (6r) model the TCL aggregation power and energy limits assuming worst-case reserve activation, which occurs when the reserve signal is equal to \( \pm p_{R,a,t}^R \) during the first \( \Delta t/2 \) and equal to \( \mp p_{R,a,t}^R \) during the second \( \Delta t/2 \). Constraints (6s) to (6u) together with the last term in the objective function penalize the deviation \( d_\omega \) of the final SOC within the optimization horizon \( \tau_h \) from 50\%, where \( G_{a,t} = \frac{1}{2} \left( \bar{S}_{a,t} + \underline{S}_{a,t} \right) \) and \( \lambda_P \) is the deviation penalty. Constraint (6v) models the evolution of the SOC and (6w) sets the initial SOC to 50\%.

We use a RHO approach, where the optimization horizon includes market intervals \( t = \tau, \ldots, \tau_h \) with \( \tau_h = \tau + T_c + T_p \). The contract time \( T_c \) of the day-ahead energy market and the reserve market is 24 h, and the extended prediction horizon \( T_p \) can be selected by the aggregator.

We use the methods detailed in Herre et al. (2018) to mitigate the propagation of baseline forecast error and obtain cumulative distribution functions (CDFs) for the random TCL parameters. This allows us to reformulate the chance constraints as deterministic linear constraints as suggested in Kataoka (1963). The resulting problem is a linear program. Compared to the problem in Herre et al. (2020), this formulation includes (i) a multi-area formulation, (ii) the fact that the activation signal may not have a zero mean energy character (equation (6n)), and (iii) both the day-ahead (DA) and the real-time (RT) market. This formulation therefore allows to capture not only energy arbitrage between different times, but also energy arbitrage between price differences in DA and RT energy markets.

3. Data Sources and Processing

This section summarizes the input data consisting of Swedish (a) climate and temperature data, (b) building stock data, and (c) power system data. Fig. 1 illustrates the high-level approach of this study. The left side shows the four climate zones, and the right side shows the four price areas in Sweden. Here, we assume that the mean temperature in zone \( z \) represents the ambient conditions in price area \( a \) sufficiently well. Furthermore, building stock data from 21 counties is aggregated by price area and used to quantify the equivalent thermal energy storage parameters of price area \( a \). The data acquisition and processing is detailed in the remainder of this section.
3.1. Temperature Data

Outdoor temperatures are obtained as long-term hourly mean temperature measurements in all counties. We obtained 20 years of historical hourly temperature measurements from Meteo Test (2020). The most important design parameters of the temperature data are summarized in Table 2 per county.

Since we are interested in the flexibility potential in each price area, we use the weighted mean hourly temperature per price area. The weight is the share of SFDs installed in the respective county. Fig. 2 shows the long-term hourly mean temperatures in each price area that are used in Section 4. It can be seen that the average temperatures can differ more than 20°C between the north (SE1) and the south (SE4).

3.2. Climatic Zones and Heating Design

The Swedish National Board of Housing, Building and Planning, Boverket, provides general recommendations and mandates for the energy use of Swedish buildings in Boverket (2018). According to the latest building regulation release, Sweden is divided into four climate zones. Zones $Z_1$ to $Z_4$ in Fig. 1 divide Sweden into cold northern and mild southern zones. According to Boverket (2018), the design of electrically heated buildings needs to comply with the allowable specific energy use for heating and ventilation (HV) in each climate zone, i.e., $E_{HV}^z = [95, 75, 55, 50]$ kWh/m²/year for zones $z_1$ to $z_4$.

The heating requirements of each specific county $k$ can be quantified by heating degree days ($\theta_{DD}^k$) as listed in Table 2. Heating degree days quantify the number of degrees that the daily average temperature is below the setpoint for heating, multiplied by 24 hours/day and summed over a year, in the respective county. The maximum electrical power is drawn when electric heating, DHW preparations, and ventilation occur simultaneously, at the peak heating demand. The peak demand can be calculated at the design ambient temperature $\theta_{des}^k$ of the respective county. The yearly median ambient temperature is given by $\theta_{med}^k$. Using the average dwelling surface $A_{SFD} = 122$ m² per SFD (Statistikdatabasen, 2016), the thermal energy required for heating and ventilation purposes $Q_{HV}^{h,z}$ can be calculated as:

$$Q_{HV}^{h,k} = E_{HV}^k \cdot \eta_h \cdot \frac{\theta_{set}^h - \theta_{des}^k}{\theta_{DD}^k} \cdot A_{SFD}^{kWh/year} \quad \forall h, k$$

where $h \in H$ is the heating type and $k$ is the county. For simplicity, and without loss of generality, the thermal efficiency $\eta_h \approx \eta_{h,k}$ of heating system $h$ is assumed constant throughout all climate zones and counties in the case study.

We follow the design rules of Boverket (2018) and Tangix Design to obtain the electric power rating of ground source ($H_{gs}$) and air-to-air ($H_{aa}$) heat pumps from $Q_{HV}^{h,z}$. The obtained electric power ratings are listed in Table 2. Air-to-water ($H_{aw}$) and exhaust air heat pumps ($H_{ex}$) are assumed to have the same rating as $H_{aa}$. Furthermore, direct electric ($H_e$) heaters and electric water boilers ($H_w$) are designed with similar thermal power rating as ground source heat pumps. The electric power ratings per price area $a$, as well as the share of heating type are summarized by price area in Table 3. Instead of the climate zone classification, we divide the country into counties $k$ that are then clustered into price areas $a$ according to Table 2.
Table 2
Climatic zones and obtained power ratings by county

| County         | $\theta_{\text{des}}^k$ | Area $A_k$ | $\theta_{\text{med}}^k$ | $\theta_{\text{DD}}^k$ | $P_{\text{gs}}^k$ | $P_{\text{aa}}^k$ | [%] |
|----------------|--------------------------|------------|--------------------------|------------------------|------------------|------------------|-----|
| Norrbotten     | -30.0                    | 1          | -1.2                     | 144,000                | 6                | 12               | 2   |
| Västerbotten   | -26.3                    | 1          | 3.4                      | 120,500                | 6                | 10               | 4   |
| Jämtland       | -23.5                    | 2          | 2.7                      | 128,000                | 5                | 10               | 2   |
| Västernorrland | -24.7                    | 2          | 2.6                      | 129,000                | 5                | 10               | 3   |
| Värmland       | -21.0                    | 2          | 5.9                      | 101,000                | 6                | 10               | 4   |
| Dalarna        | -20.8                    | 2          | 5.2                      | 106,000                | 6                | 10               | 4   |
| Gävleborg      | -18.2                    | 2          | 5.7                      | 105,000                | 5                | 10               | 4   |
| Örebro         | -19.1                    | 3          | 5.9                      | 101,000                | 4                | 10               | 4   |
| Västmanland    | -18.7                    | 3          | 5.6                      | 103,000                | 4                | 6                | 2   |
| Uppsala län    | -17.9                    | 3          | 6                        | 99,500                 | 4                | 6                | 4   |
| Södermanland   | -17.6                    | 3          | 6                        | 99,500                 | 4                | 6                | 3   |
| Östergötland   | -16.6                    | 3          | 6.1                      | 98,800                 | 4                | 6                | 4   |
| Jönköping      | -16.1                    | 3          | 6.5                      | 95,500                 | 4                | 6                | 4   |
| Stockholm      | -15.9                    | 3          | 6.6                      | 95,000                 | 4                | 6                | 14  |
| Västra Götaland| -13.6                    | 3          | 7.9                      | 83,500                 | 4                | 6                | 17  |
| Gotland        | -9.4                     | 3          | 8                        | 82,700                 | 4                | 6                | 1   |
| Kronoberg      | -15.0                    | 4          | 6.9                      | 92,000                 | 4                | 6                | 3   |
| Kalmar         | -14.5                    | 4          | 7                        | 91,400                 | 4                | 6                | 3   |
| Halland        | -14.3                    | 4          | 7.7                      | 85,000                 | 4                | 6                | 4   |
| Skåne          | -11.0                    | 4          | 8                        | 82,700                 | 4                | 5                | 13  |
| Blekinge       | -10.9                    | 4          | 8                        | 82,700                 | 4                | 5                | 3   |

Table 3
Rating and thermal efficiency of electric heating methods

| Heating type $h$ | $P_{\text{a,h}}^k$ [kW] | $\eta_h$ |
|------------------|------------------------|----------|
| ground source heat pump ($H_{gs}$) | 6 5 4 3 | 3.0 |
| air-to-air heat pump ($H_{aa}$) | 12 10 6 5 | 2.5 |
| air-to-water heat pump ($H_{aw}$) | 12 10 6 5 | 2.3 |
| exhaust air heat pump ($H_{ex}$) | 12 10 6 5 | 2.4 |
| direct electric heating ($H^e$) | 18 15 12 10 | 0.98 |
| electric water boiler ($H^w$) | 18 15 12 10 | 0.98 |

3.3. Swedish Building Stock
The scope of this paper focuses on single- and two-family dwellings (SFD). Building insulation data of 14 different types is obtained from Swedish Energy Agency (2020b) (and supporting background documentation is obtained on request). The thermal capacitance and resistance $C_b$ and $R_b$ of building $b$ can be obtained with the background data provided in Swedish Energy Agency (2020b). We assume slab foundations in half of the building stock and 0.75 air changes per hour (ACH) to obtain mean values of $C_b$ and $R_b$. The shares of heat pumps installed in SFDs and built in different time periods are obtained from Statistikdatabasen (2020) and are listed in Table 4. Furthermore, the nominal efficiency $\eta_h$, or coefficient of performance (COP) of the heating systems is provided in Table 4 for each heating type and assumed constant in all areas.

We can obtain the number of SFDs built per time period and per county $k$ from Statistikdatabasen (2016). This geographical data can be clustered to obtain the number of SFDs built per price area $a$ using the clusters provided in Table 2. The resulting number of constructed SFDs per price area and decade is given in Table 5, along with the estimated fraction of SFD types per decade. Note that this fraction is based on expert opinions since no statistical data are available.

Finally, we can combine Tables 3 to 5 in order to obtain the number of SFDs per price area that are equipped with a given heating system, and whose building insulation can be quantified by $R_b$ and $C_b$. With the methodology of Section 2.2, we can compute the aggregate parameters of heating TCLs in Sweden as shown in Fig. 3.
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Table 4
Percentage of heat pumps and electric heating per decade (Nilsson, 2019)

| Heating Index h | $H^{sv}$ | $H^{av}$ | $H^{aw}$ | $H^{ws}$ | $H^{c}$ | $H^{w}$ |
|-----------------|----------|----------|----------|----------|--------|--------|
| <1930           | 0.20     | 0.19     | 0.06     | 0.04     | 0.18   | 0.11   |
| 1931-1940       | 0.20     | 0.19     | 0.06     | 0.04     | 0.18   | 0.11   |
| 1941-1950       | 0.20     | 0.19     | 0.06     | 0.04     | 0.18   | 0.11   |
| 1951-1960       | 0.21     | 0.20     | 0.07     | 0.05     | 0.10   | 0.14   |
| 1961-1970       | 0.21     | 0.20     | 0.07     | 0.05     | 0.10   | 0.14   |
| 1971-1980       | 0.18     | 0.17     | 0.06     | 0.04     | 0.13   | 0.16   |
| 1981-1990       | 0.14     | 0.13     | 0.04     | 0.03     | 0.39   | 0.09   |
| 1991-2000       | 0.10     | 0.10     | 0.03     | 0.02     | 0.20   | 0.31   |
| 2001-2010       | 0.10     | 0.10     | 0.03     | 0.02     | 0.20   | 0.31   |
| 2011-2019       | 0.16     | 0.15     | 0.05     | 0.04     | 0.06   | 0.39   |

Table 5
Number of houses built per decade (Statistikdatabasen, 2020), assumed share of SFD building type per decade, and thermal properties for each house type (Swedish Energy Agency, 2020b)

| Construction Year | Number of SFDs in area a | Share of SFD building type with index b |
|-------------------|--------------------------|----------------------------------------|
|                   | from Statistikdatabasen (2020) | from Swedish Energy Agency (2020b) |
| <1930             | 16,858 85,564 198,227 114,980 | 1 |
| 1931-1940         | 9,561 28,180 69,992 33,283 | 0.50 0.50 - - - - - - - - - - - - |
| 1941-1950         | 10,108 25,086 70,838 31,930 | 0.90 0.10 - - - - - - - - - - - - |
| 1951-1960         | 15,939 33,306 79,012 36,302 | 0.95 0.05 - - - - - - - - - - - - |
| 1961-1970         | 17,890 38,142 157,704 76,132 | 0.80 0.12 0.08 - - - - - - - - - - - - |
| 1971-1980         | 30,785 66,327 223,539 106,940 | - - - - - 0.22 0.56 0.22 - - - - - - |
| 1981-1990         | 14,115 30,957 114,704 55,159 | - - - - - - - - 0.72 0.28 - - - - - - |
| 1991-2000         | 5,493 9,301 57,749 26,736 | - - - - - - - - 0.15 0.85 - - - - - - |
| 2001-2010         | 4,392 9,144 67,319 33,691 | - - - - - - - - 0.10 0.15 0.18 0.20 0.20 |
| 2011-2019         | 3,130 6,127 44,147 20,331 | - - - - - - - - - - 0.10 0.15 0.18 0.20 0.20 |
| no data           | 2,005 2,651 2,648 8,845 | C_b in kWh 7.89 11.43 11.77 42.65 7.45 9.19 15.57 7.30 7.60 4.53 15.60 10.80 7.52 11.37 |
|                   | R_b in kW K 4.66 5.79 7.91 3.89 8.56 8.77 6.06 6.32 5.68 9.64 7.02 7.24 6.98 5.89 |

3.4. Electricity Market Price & Frequency Data

Hourly energy and real-time imbalance price data are obtained from Nord Pool AS (2020) and reserve prices from Svenskakraftnät (2020). A fixed conversion rate of 1 $ = 10 SEK is used to promote the understanding of the data and results. Fig. 4 shows the average day-ahead energy and reserve prices. Note the difference in units; energy is traded in [$/MWh] per hour, while FCR-N reserves are traded in [$/MW/0.1Hz] per hour. Almost half of the yearly electricity in Sweden is produced by hydropower stations. Their operation is highly affected by the water level in the reservoirs which depends on seasonal variable inflow. This is reflected in high variation of energy and reserve prices between the different periods of the year. For instance, the typical ‘spring flood’ in May lowers electricity prices, and a dry summer or snowfall in winter (instead of rainfall) increases electricity prices.

Frequency data are available from Fingrid Fingrid (2020). We use data from 2013 to 2020. Fig. 5 shows the probability density function of hourly mean frequencies.

3.5. Summary

The input data, data sources, and parameter calculation methods are compiled in Table 6 and they are compared to a previous study in Sweden performed by Nyholm et al. (2016) with similar building stock models. The key features to be compared are power and energy capacity. Compared to an aggregate power of 7.3 GW in Nyholm et al. (2016), we obtain a more conservative estimate of 6.4 GW which may be due to the fact that we do not model the auxiliary electric heater that is used as a backup in most heat pumps. Compared to the aggregate energy capacity of 19.3 GWh in Nyholm et al. (2016), we obtain 14.1 GWh with our method which is significantly lower. However, Nyholm et al. (2016) assumes a wider indoor temperature deadband, i.e., 2.8°C compared to 2.0°C in our data. Therefore, we scale the energy capacity with respect to the indoor temperature deadband. The scaled energy capacity in Nyholm et al.
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Figure 3: Thermal parameters of the population of electric heating and heat pumps over ambient temperature $\theta$, computed from equation (5) from data in Tables 3 to 5.

Figure 4: Reserve prices [$$/MW/0.1Hz] and day-ahead energy prices [$$/MWh] as historical mean values (2013 to 2020).

Figure 5: Histogram of mean hourly frequencies from 2013 to 2020 and approximation by normal distribution.

(2016) (7.0 $\text{GWh}_{\text{C}}$) is almost identical to the one obtained with our data (6.9 $\text{GWh}_{\text{C}}$). As an intermediary result, we argue that our data gives a conservative estimate of the flexibility potential that is available in the Swedish SFD building stock.

4. Numerical Investigation

The data from Section 3 are used in model (6) to simulate the DA self-scheduling of a risk-averse aggregator of electric heating and heat pumps for Swedish SFDs. Since we are interested in the technical flexibility potential, we
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Table 6
Summary of input data with corresponding sources

| Source | Building stock | Electric demand for space heating | Electricity demand for hot water | Total heated floor area | Building properties of construction materials | Effective heat capacity | Indoor temperature setpoint (deadband) | Type and efficiency of electric heating | Power rating of the heating equipment | Power system | Solar irradiation | Aggregate electric power | Aggregate electric energy capacity | Power system Day-ahead energy market spot prices | Imbalance settlement prices | Reserve prices (specifically FCR-N) | Hourly mean system frequency |
|--------|----------------|----------------------------------|---------------------------------|-------------------------|-----------------------------------------------|------------------------|-----------------------------------------------|----------------------------------|---------------------------------|-------------------|---------------------|--------------------------|-----------------------------|-------------------------------|-----------------|-----------------------|----------------------------|
| This paper (2021) | 1.44 million (of 2.1 million in 2019) (Statistikdatabasen, 2020) | 19.6 TWh | 1900 kWh/dwelling (2.7 TWh) | 176 million m² (122 m² per dwelling) | Presented in Table 5 Swedish Energy Agency (2020b) | varying | =19...23°C, (±1°C) | Presented in Table 4 based on Nilsson (2019); Boverket (2011) | Presented in Table 2, based on Boverket (2012) with Tangix Design | Taken from Ref. Nord Pool AS (2020) | - | 6.4 GW (out of 12.9 GW installed capacity) | mean: 14.1 GWh (7.0 GWh), max: 21.3 GWh | Taken from Ref. Nord Pool AS (2020) | - | Taken from Ref. Svenska kraftnät (2020) | Taken from Ref. Fingrid (2020) |
| Nyholm et al. (2016) | 1.26 million (of 2.0 million in 2012) | 17.5 TWh | 1900 kWh/dwelling (2.4 TWh) | 192 million m² (152 m² per dwelling) | Presented in Mata et al. (2013), based on Boverket (2011) | fixed, 130,000 J K m² | 21.2°C, (21.2...24°C) | Presented in Mata et al. (2013), based on Boverket (2011) | Done in Nyholm et al. (2016), based on Boverket (2012) | Taken from ECMWF (2014) | - | 7.3 GW | 19.3 GWh (6.9 GWh) | Taken from ECMWF (2014) | - | - | - |

Figure 6: Time series of summed variables over all areas. Top: expected value of state of energy over all scenarios. Bottom: RT power consumption (blue), baseline power (light blue), reserve bids (green *), and DA energy bids (red dotted) in GWh/h. RT power consumption is given as the expected value over all scenarios.

It can be observed that energy arbitrage is exploited frequently between the DA energy market and the RT market. It can further be observed that reserve bids are generally higher when the baseline consumption is high. Reserve bids are mainly concentrated around half the maximum power ($P_0/2$) and 0, due to the symmetry requirement of the reserve.

assumed for simplicity that the aggregator is a price-taker and has no impact on the market clearing. The heating season is assumed to last from October 1st to May 31st. Fig. 6 illustrates the long term hourly average ambient temperatures in the four areas (bottom) and the hourly mean prices (top). We use 25 scenarios to represent the uncertainty from RT prices and frequency realizations. The same approach as in Herre et al. (2020) is used to model uncertainty distributions of the thermal energy storage bounds.

4.1. Time Series

Fig. 6 shows the time series of the decision variables that are summed over all price areas. The top figure shows the expected value of the aggregate state of energy of the thermal energy storage. The bottom figure shows the RT power consumption (blue), baseline power (light blue), reserve bids (green *), and DA energy bids (red dotted) in GWh/h. It can be observed that energy arbitrage is exploited frequently between the DA energy market and the RT market. It can further be observed that reserve bids are generally higher when the baseline consumption is high. Reserve bids are mainly concentrated around half the maximum power ($P_0/2$) and 0, due to the symmetry requirement of the reserve.
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Figure 7: Time series of individual areas as daily mean values of RT power consumption (blue), baseline power (light blue), reserve bids (green bars), and DA energy bids (red dotted). The RT power consumption is given as the expected value over all scenarios. The reserve bids are illustrated as a range (±$p_{R,t}^R$) around the expected RT consumption.

Table 7
Summary of case studies for the sensitivity analysis

| Case                                                                 | change with respect to reference |
|----------------------------------------------------------------------|----------------------------------|
| 1 Energy arbitrage only                                             | $\lambda^R = 0$ $\forall t \in T$ |
| 2 Energy arbitrage & reserve optimization                           | Reference                        |
| 3 Later gate closure time (GCT)                                     | GCT 11:00pm; $T_{lead}=1h$       |
| 4 Lower SOE penalty                                                 | $\lambda^P = 1$ $\$            |
| 5 Higher SOE penalty                                                | $\lambda^P = 100$ $\$           |
| 6 More risk-taking aggregator                                       | $\beta = 0.2$                   |
| 7 Later GCT and shorter contract period                             | $T_{lead}=1h$, $T_c=1h$          |
| 8 Zero-mean guarantee for activation signal                         | $f_{s,\omega} - f = 0$ $\forall t \in T, \forall \omega \in \Omega$ |
| 9 Deterministic: perfect foresight*                                 | $Y' = \mathbb{E}_{\omega \in \Omega}[Y_{s,\omega}]$ |

*: $Y'$ refers to the deterministic parameters and $Y$ are the stochastic parameters.

Fig. 7 shows the time series of the decision variables in each price area as daily mean values. It can be seen that the expected value of the real-time consumption closely follows the baseline power. While the DA energy bid is close to the RT consumption on the daily average, several arbitrage instances are visible. With respect to the direction of the imbalance between DA and RT markets, an interesting property can be observed in area SE4 compared to the remaining areas. While in SE1 to SE3, the RT consumption is largely higher than the DA bid, in SE4, the RT consumption is mostly lower than the DA bid.

4.2. Sensitivity Analysis

The reference case comprised 25 scenarios with risk-aversion parameter $\beta = 0.5$ (in today’s market setup with gate closure time (GCT) at 12:00 pm on the day ahead). The SOE penalty is computed dynamically and is equal to the DA energy price in the last market interval of the optimization horizon, i.e., $\lambda^P = \frac{1}{N_c} \sum_{a \in A} \lambda^DA_{t_a,a}$. In addition...
to the reference case we investigate eight more cases by modifying one or more input parameters as summarized in Table 7. Case 1 models the optimization of energy arbitrage, without any reserve bids ($p^R = 0$). Case 2 is the reference case while case 3 models a delayed GCT at 11:00 pm, 1 hour before operation. Cases 4 and 5 analyze different SOE penalties, $1$ and $100\,\text{S}$, respectively. Case 6 shows the results assuming that the aggregator was more risk-taking ($\beta = 0.2$). Case 7 models a market that closes 1 hour before each operating hour, similar to the current intraday energy market in Sweden. Case 8 assumes that the hourly energy activation of reserve bids has a zero mean character within each hour ($f_t, \omega - \hat{f} = 0$), as assumed in Herre et al. (2020). The deterministic case with one scenario is modeled in case 9. Fig. 8 shows the reserve capacity and expected profit, here shown as expected cost per SFD, in each of the cases 1 to 9. The cases are sorted in descending order according to their expected cost per average SFD.

By comparing cases 3 and 7 with case 2, the benefit of shorter market timing is visible. Delaying the GCT (case 3) positively impacts the expected cost and reserve capacity. However, a shorter contract period (case 7) reduces the cost while reducing the reserve capacity as well. This is because the energy arbitrage is exploited more heavily with short market timing. By comparing cases 4 and 5 with case 2, the strong impact of the SOE penalty is illustrated. While different penalties can reduce the expected cost, they both negatively impact the available reserve capacity. With more risk-taking behavior (case 6), both the expected cost and reserve capacity are reduced. The guarantee of a zero-men activation signal (case 8) has the highest positive impact on both; expected cost and reserve capacity.

5. Conclusions and Policy Implications

In this paper, we model the share of the Swedish single family dwelling stock that is electrically heated as ‘aggregate thermal energy storage’ in its respective price area. We use market and temperature data to model a risk-averse aggregator that bids the flexibility of the energy storage into energy and reserve markets as a two-stage chance-constrained problem and recast the problem as a linear program. Case studies show that each dwelling can contribute on average 2.1\,\text{kW/0.1Hz per hour} during the heating season. We analyze different measures that may improve the economic feasibility or the available reserve capacity.

From the results of the sensitivity analysis two main policy implications become apparent; they are based on case 7 discussed below in Section 5.1, and case 8 discussed in Section 5.2. Both case 7 and case 8 are discussed with respect to the reference case.

5.1. Market Timing: Gate Closure & Contract Period

Obviously, from the perspective of the system operator that needs to carefully schedule reliable operation and reserve capacity in advance, a long lead time is favorable. Long lead times allow the operator to run contingency analysis and potentially procure or prepare capacity for extreme events. In Sweden, the last gate closure for FCR is currently at 6:00 pm, where all 24 hourly bids ($T_c = 24\,\text{h}$) for the next day must be submitted.

We argue that a later gate closure has the following benefits.

- The business case for the TCL aggregator is enhanced since it can reduce the operational cost, as shown in this paper, Fig. 8.

- It can increase the amount of reserve bids from aggregators, as shown in Herre et al. (2020). Here, this effect is too small to be visible. This is partly because the modelling approach of aggregating the capacity of an entire
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- Any uncertainty related to power system operation decreases with reduced lead time. Further examples are outages and forecast errors of renewable energy.

However, we acknowledge that gate closures have been designed with long lead times for a reason. This reason is mainly based on the assumption of a fossil fuel based generation mix that depends strongly on ramping constraints of thermal generators. Therefore, in most power system, a delayed gate closure would come at the cost of suboptimal thermal generation dispatch, as of today. On the other hand, as we approach higher shares of renewable power generation and more active demand response, the design focus on thermal generation might be challenged.

The exact time for an optimal gate closure can be obtained by a careful cost and benefit analysis for all involved actors and relies heavily on the generation mix and state-of-the-art of demand response rollout. We briefly lay out a sketch of the optimization model that would quantify such a system optimal gate closure:

A bilevel stochastic and chance-constrained optimization model can capture the interaction of TCL aggregator and system operator as a Stackelberg game. The system operator can be seen as the leader in the upper-level problem, with a fixed generation mix at its disposal. The TCL aggregator’s problem can be easily integrated in the lower-level problem since it is convex (more specifically, linear). We can then solve the problem for a finite set of different gate closures and compare the results in terms of social welfare.

A similar analysis can be done for the optimal value of the contract period $T_c$. Fig. 8 clearly shows that a later gate closure (11:00 pm), together with shortened contract periods ($T_c=1 \text{ h}$) is likely to significantly decrease the operating cost of the TCL aggregation. However, this happens at the disadvantage of decreased reserve capacity.

5.2. Guarantees for the Activation Signal

For primary reserves (FCR), in Europe, the reserve activation signal is the power system frequency which can be based on local measurements. Frequency is highly stochastic in nature. Over large periods of time, however, its mean value is approximately equal to the nominal frequency.

The reserve provision from TCLs is limited by the remaining state of energy in the aggregate thermal energy storage. When optimizing reserve bids, a TCL aggregator must consider all possible frequency activation trajectories and ensure sufficient energy levels. This is mainly because the activated energy is directly related to mean frequency deviation in that market interval.

If the system operator was to establish guarantees for the activation signal, this may significantly help TCL aggregators to provide more reserve capacity and increase their revenue (or reduce their operational cost). Such guarantees could, for instance, entail the splitting of the frequency into two separate signals where one has a zero-mean character and the other corrects for offsets on a longer time scale. Zero-mean characters have been introduced in some North American Independent System Operators such as California Independent System Operator’s Regulation Energy Management California ISO (2011).

In Europe, however, zero-mean guarantees do not yet exist. The origin of the design space of reserve markets lies in the guidelines of the European Network of Transmission System Operators for electricity, ENTSO-e. This body specifies the parameters of reserve markets within which the national system operators can then design their own market. As of today, there is still no move towards zero-mean guarantees which constitutes a major hindrance for operators of energy limited resources, such as aggregated demand response discussed in this paper.
A bottom-up quantification of flexibility potential from the thermal energy storage in electric space heating

Figure 9: Share of installed heating system in Swedish SFDs by decade

Appendix

Fig. 9 shows the share heating type that was installed in Sweden per decade.
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