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ABSTRACT

We present GalMC, a Markov Chain Monte Carlo (MCMC) algorithm designed to fit the spectral energy distributions (SEDs) of galaxies to infer physical properties such as age, stellar mass, dust reddening, metallicity, redshift, and star formation rate. We describe the features of the code and the extensive tests conducted to ensure that our procedure leads to unbiased parameter estimation and accurate evaluation of uncertainties. We compare its performance to grid-based algorithms, showing that the efficiency in CPU time is ~100 times better for MCMC for a three-dimensional parameter space and increasing with the number of dimensions. We use GalMC to fit the stacked SEDs of two samples of Lyman alpha emitters (LAEs) at redshift $z = 3.1$. Our fit reveals that the typical LAE detected in the IRAC 3.6 μm band has age $= 0.67$ [0.37–1.81] Gyr and stellar mass $= 3.2$ [2.5–4.2] $\times 10^9 M_\odot$, while the typical LAE not detected at 3.6 μm has age $= 0.06$ [0.01–0.2] Gyr and stellar mass $= 2$ [1.1–3.4] $\times 10^9 M_\odot$. The SEDs of both stacks are consistent with the absence of dust. The data do not significantly prefer exponential with respect to constant star formation history. The stellar populations of these two samples are consistent with the previous study by Lai et al., with some differences due to the improved modeling of the stellar populations. A constraint on the metallicity of $z = 3.1$ LAEs from broadband photometry, requiring $Z < Z_\odot$ at 95% confidence, is found here for the first time.
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1. INTRODUCTION

A galaxy’s spectral energy distribution (SED) contains information about its stellar population age, mass, star formation rate (SFR), dust content, and metallicity. Different physical processes leave their imprint in different parts of the spectrum; the wider the wavelength coverage, the more robust the interpretation of the various features of the SED is in terms of galaxy properties. The rest-frame ultraviolet (UV), optical, and infrared (IR) parts of the spectrum offer the combination of depth and angular resolution needed to obtain individual photometry for all galaxies detected in a particular band, which is not generally possible in the far-infrared through submillimeter wavelengths where re-emission by dust dominates the luminosity. Spectroscopic information is generally required to determine metallicity and further probes of chemical enrichment, but spectroscopy of unbiased samples of dim galaxies is very difficult to obtain. This leaves photometric UV-through-IR SEDs as the most readily available probe of galaxy properties.

SED fitting is the procedure of comparing models to the observed galaxy SED (for reviews, see Gawiser 2009; Walcher et al. 2010, and references therein). Since the physical properties of the models are known, those of the data can be derived by maximizing the resemblance between data and models. The success and reliability of this method depend on the quality of the available template spectra and on the robustness of the fitting algorithm. The ingredients of the spectral templates typically are libraries of stellar spectra and sets of evolutionary tracks, allowing one to compute the initial spectrum of a collection of stars of different mass and to follow its evolution with time. Measuring and calibrating these quantities is not an easy process, and the available models cannot uniformly cover stellar populations of all ages, masses, or chemical content. The large variance intrinsic in the spectral templates is reflected in the large number of available stellar population synthesis (SPS) codes, including but not limited to PEGASE (Fioc & Rocca-Volmerange 1997), Maraston (Maraston 1998, 2005), GRASIL (Silva et al. 1998), Starburst99 (Leitherer et al. 1999; Vázquez & Leitherer 2005), GALAXEV (Bruzual & Charlot 2003; S. Charlot & G. Bruzual 2010, private communication), and GALEV (Kotulla et al. 2009). The scatter among the predictions of different SPS models is in itself an important source of systematic uncertainty (see, e.g., Kannappan & Gawiser 2007; Conroy & Gunn 2010 and our discussion in Section 4).

Often, the comparison between model and data is made through a $\chi^2$ minimization, which provides us with a best-fit model. If the probability distribution of the parameters is close to a Gaussian (e.g., Larson et al. 2010), the best fit is a good estimate of the expectation value for each parameter, and the corresponding uncertainties can be evaluated from relative likelihoods assuming a Gaussian profile. This approach can, however, be very dangerous in astronomy. In fact, because of the unprecedented volume of available data, we can now hope to explore new aspects of the physics of galaxies, and this exciting perspective comes at the price of not having prior knowledge of the probability distribution we set out to investigate. Furthermore, the high degree of correlation between astrophysical processes makes probability distributions highly non-Gaussian. In a multi-dimensional space with heavy parameter degeneracies, the “best-fit” spectrum is an overly aggressive compression of the information available in the SED, and the assumption of a Gaussian likelihood is unjustified. As a result, it is necessary to switch to more sophisticated and robust statistical analysis techniques, such as Markov Chain Monte Carlo (MCMC).
algorithms. While the use of simple \( \chi^2 \) minimization techniques is still very common, MCMC is becoming a popular statistical method within the SED fitting community (e.g., Panter et al. 2003; Sajina et al. 2006; Nilsson et al. 2007, 2010; Conroy & Gunn 2010; Serra et al. 2011; Pirzkal et al. 2011; D. Johnson et al. 2011, in preparation); however, none of these algorithms is publicly available yet. Our MCMC code, GalMC, is available at http://www.physics.rutgers.edu/~vacquaviva/web/GalMC.html.

This paper is organized as follows. In Section 2, we present the general features of MCMC algorithms and describe in detail GalMC, our MCMC code for SED fitting. Section 3 illustrates the extensive tests we performed on mock catalogs to ensure that the algorithm works correctly and that our inferred parameter values and uncertainties are trustworthy. In Section 4, we present the results we obtain for two samples of Lyman alpha emitters (LAEs) at redshift \( z = 3.1 \), for various assumptions of star formation histories (SFHs) and stellar populations synthesis (SPS) models; we also compare our results to those obtained for the same samples, but with a different technique, by Lai et al. (2008; hereafter L08). We summarize our findings in Section 5.

2. THE MCMC ALGORITHM FOR SED FITTING

The process of parameter fitting involves two essential steps. First, we want to know what is the most representative value, or estimate, of the true value of each parameter included in our fit. Second, we want to evaluate the uncertainties, i.e., how likely it is that the true value lies in a given interval in the vicinity of that estimate. In order to accomplish this task, one needs to determine the probability density function of the parameters, \( p(x) \), that can be used to compute the expectation value of any function of interest as

\[
\langle f(x) \rangle = \int dx_1...dx_n f(x)p(x).
\]

In many cases where the probability density function is complicated and the dimensionality \( n \) of the parameter space is high, finding alternate ways of evaluating the above integral is required. This can be achieved by informed sampling of the parameter space. A sample is a vector of coordinates in parameter space; the objective of the sampling process is to obtain a set of \( R \) independent samples \( r_i \) whose distribution is identical to that of the probability density function \( p(x) \). In practice, this can be achieved if the density of sampled points is proportional to \( p(x) \). Once this collection of samples is obtained, it will by definition satisfy the property

\[
\langle f(x) \rangle = \int dx_1...dx_n f(x)p(x) \approx \frac{1}{R} \sum_{i=1}^{R} f(r_i)
\]

for any function \( f \), and performing integrals of the form of Equation (1) becomes a trivial matter. Often, we will be interested in recovering the posterior probability distribution of parameters. According to Bayesian statistics, which we adopt, this depends on the product of the likelihood of observing the data, if that model were the truth, and on our beliefs on the distribution of parameters, or priors.

A flexible method allowing one to create samples with minimal assumptions on the underlying probability distribution of the parameters with respect to the data is to use Monte Carlo Markov Chains (see, e.g., MacKay 2003; Neal 1993; Lewis & Bridle 2002a; Verde et al. 2003; Hajian 2007; Hobson et al. 2010). Monte Carlo methods are computational techniques that make use of random numbers. In this context, a random number is involved in the process of moving from one point in parameter space to the next one. This succession of steps is called a chain. Because the transition to the next step only depends on the current point, having no memory of the previous points, the chain is called a Markov chain.

How can we obtain the desired independent samples from a Markov chain? The chain needs to be built satisfying certain rules that restrict the transition probability \( T(x, y) \), the probability of moving from a point \( x \) to the point \( y \). Two things are required (e.g., MacKay 2003).

1. The desired probability distribution \( p \) is an invariant distribution of the chain:

\[
p(x) = \int dy T(x, y) p(y).
\]

2. The chain is ergodic, i.e., the probability distribution of the chain tends to an invariant distribution of the chain, no matter what the initial conditions are.

If these conditions are satisfied, after an initial period where the walk of the chain depends on the initial conditions (the burn-in phase), the chain will start sampling from the desired probability distribution (the posterior). However, subsequent steps of the chain are strongly correlated with each other. It is necessary to select points which are distant enough from each other (thin the chain) in order to achieve the independent samples needed in Equation (2).

There are two main tasks associated with the creation of the chain. The first is how to explore the parameter space, namely, how to go efficiently from one point to the next one and how to decide whether or not the step just taken will become part of the chain. The latter process generally involves evaluating how similar the model corresponding to a point in parameter space is to the data one wants to fit, based on the model’s likelihood given the observed data, and on the chosen priors. The second task is to compute the likelihood of a given model at each point visited by the chain; we do so by using SPS models to predict the observable quantities as a function of the input parameters. These two processes are described in detail below.

2.1. Description and Features of Sampling Algorithm

The structure of our code, GalMC, is deeply indebted to the publicly available algorithm CosmoMC (Lewis & Bridle 2002a). We use a Metropolis sampling algorithm (Hastings 1970), where a trial step \( x_0 + \Delta x \) from the current position in parameter space \( x_0 \) is accepted with probability

\[
P_{\text{acc}} = \min \left( 1, \frac{p(x_0 + \Delta x)}{p(x_0)} \right),
\]

where \( p(x_0) \) is the posterior probability evaluated at \( x_0 \).

The trial step \( x_0 + \Delta x \) is a random deviate drawn from a distribution, \( q(x) \), known as the proposal density. In principle, Metropolis sampling converges for a wide variety of proposal densities; however, in practice, performance is greatly improved upon judicious selection of this distribution. An important indicator of the performance of the sampling algorithm is the acceptance rate, the ratio between the number of accepted steps, and the number of trial steps taken; the rule of thumb for optimal acceptance rate is \( \approx 25\% \) (Roberts et al. 1997). If
no previous information on the covariance of parameters (for example, from previous MCMC runs) is available, the proposal density is chosen according to the method of Lewis & Bridle (2002b). A random orthonormal basis in parameter space is chosen; the normalization to orthonormal parameters relies on an initial guess on the width of the target posterior distribution in each direction. Starting from the first direction of the basis vectors, a step of distance $r$ in that direction is drawn from a proposal density consisting of the sum of a Gaussian and an exponential:

$$q(r) = g \left( \frac{r}{\sigma} \right) e^{-r/\sigma^2} + (1 - g) e^{-r}. \quad (5)$$

Combining an exponential tail to a Gaussian proposal density is good practice when target probability distributions are not expected to be Gaussian. The factor $g$ identifies the degree of mixing; we chose the value of $g = 2/3$ suggested in Lewis & Bridle (2002b) and found nearly optimal acceptance rate, as discussed later in the text. The quantity $s$ regulates the size of a typical trial step with respect to the (estimated) width of the posterior in that direction, and we choose the value $s = 2.4$ as suggested by Gelman et al. (1996) and Dunkley et al. (2005). We repeat this procedure taking subsequent trial steps in each direction of the basis vectors, then generate a new random basis, and iterate this process.

More efficient sampling is achieved if the covariances between the parameters are known. When a covariance matrix is available, eigenvectors of this matrix are used to select the basis of orthonormal parameters. We introduce the possibility of using an adaptive covariance matrix. This feature is useful in particular for parameter spaces where the shape of the target distribution depends strongly on the position in parameter space, so that previously obtained covariance matrices might not be a good representation of the covariance in the present case. When this option is selected, the sampling process is stopped at intervals that can be chosen by the user, a new covariance matrix is computed on the desired fraction of the chain (for example, the second half of the chain; typically, one would not want to use all the samples to exclude the burn-in region), and the new matrix is used as a subsequent input for the proposal density.

One of the most critical issues in MCMC sampling is the assessment of convergence, namely, determining whether the probability distribution inferred from the chains resembles the true one. Two key requirements are that the entire relevant region of parameter space has been explored, and that the target distribution from the samples has become stable (i.e., it would not change upon further sampling). The first point is relevant in particular in the presence of a multi-modal distribution; while in general MCMC sampling should be able to correctly explore such spaces, it is wise to run multiple chains starting from different locations of parameter space, and we adopt this approach. Examples of algorithms that test convergence on single and multiple chains, respectively, are the Raferty and Lewis (hereafter RL) statistics (Raftery & Lewis 1992) and the Gelman and Rubin “$R^2$” test, comparing the variance of the mean within and between chains (Gelman & Rubin 1992). All these tests are routinely performed by the publicly available software GetDist (Lewis & Bridle 2002a), which we use to analyze the chains. Convergence tests are meant to be performed on an unchanging proposal density. When the adaptive covariance matrix option is selected, the user can choose to stop changing the proposal density either when the desired acceptance rate is achieved (the default value is 25%) or after a certain number of consecutive attempts to update the proposal density without a significant improvement of the acceptance rate. GaMCl records the numbers of steps taken up to this time, so that they can be discarded in the computation of the posterior probability and in convergence tests.

For the analysis of data on the LAEs presented in this work, we use the information from the RL statistics to discard the burn-in of the chain and to obtain independent samples by thinning the chain by an appropriate factor. To ensure that convergence has been reached, we require the rather stringent constraint from the $R$ test $R - 1 < 0.02$ and follow the other general guidelines given in Dunkley et al. (2005).

To compute the likelihood associated with a point in parameter space (in Bayesian terms, the likelihood of the data, given a model), we need to predict how the observed data would change as a function of the galaxies’ physical properties that we want to measure. The parameter space we have so far explored is defined by the age since the onset of star formation, $\text{Age}$, the total stellar mass processed into stars, $M_{\text{tot}}$, the dust reddening, defined by the excess color $E(B - V)$, the metallicity in units of the solar one, $Z/Z_{\odot}$, the redshift, $z$, and the $e$-folding time $\tau$ for exponential SFH models. In the analysis presented in this paper the redshift has been fixed, since it is well determined for narrowband selected LAEs. Any combination of SED parameters can be explored, with the exception of $\tau$ and metallicity. Varying each of these parameters requires the use of a library of templates, and combining them requires memory usage that is too high to be convenient for an ordinary laptop computer. This does not affect our analysis significantly since our data do not show a strong preference for exponential star formation rate (ESF) versus constant star formation rate (CSF). Memory usage optimization for this purpose will be explored in a subsequent paper.

### 2.2. From Parameters to Observables

#### 2.2.1. Stellar Population Synthesis Models

As a starting point, one can use SPS models that predict the rest-frame flux as a function of wavelength for different ages, masses, metallicities, and SFHs. We use the latest version of the publicly available GALAXEV code (S. Charlot & G. Bruzual 2010, private communication, hereafter CB10), although GaMCl also supports the earlier version of the same code (Bruzual & Charlot 2003, hereafter BC03). The main difference between the two versions is due to the different treatment of the TP-AGB evolution of low- and intermediate-mass stars, whose contribution produces redder rest-frame near-IR colors in the BC10 models (S. Charlot 2010, private communication). We modified the source code of CB10 to reduce running time, which is essential for MCMC algorithms since tens of thousands of iterations are typically required. The main changes include a significant reduction of output written to files by the program csp_galaxev and the introduction of a new analytic option for exponentially increasing SFR (previously available only through the tabulated SFR option, which is considerably slower).

#### 2.2.2. Star Formation History

Three classes of SFHs can be specified: simple stellar population (SSP), corresponding to an instantaneous burst; CSF; and ESF $\psi(t) = 1/|\tau|e^{-t/\tau}$. In the latter case, the $e$-folding time is also a parameter of the SED fitting and is allowed to be
either positive or negative to represent exponentially decreasing or increasing SFHs. For the galaxy samples considered in this paper, the allowed choices of SFHs allow us to find good fits to the data, but in general it would be ideal to measure the SFH of a galaxy, rather than assuming a functional form for it. This method is employed, e.g., by the algorithms MOPED (Heavens et al. 2000) and VESPA (Tojeiro et al. 2007), where the SFR is recovered from the data in several age bins, and the data are also used to constrain the number of underlying stellar populations. We plan to explore this possibility in future applications of GaMC, since we expect that high signal-to-noise (S/N) data are needed in order to obtain meaningful constraints on the SFH.

We minimized the number of calls to csp_galaxev, which is computationally expensive, by introducing an “adaptive library” for exponential SFH models. The user can specify the location of a library where the model files are stored; at each step the value of τ is compared to those of the models available in the library, and csp_galaxev is run only if no close enough model is present. For the analysis in this paper, we have required an accuracy in τ of minutes (2%, 2 Myr), but the criterion can be selected by the user. Each time a new model is computed, it is automatically stored in the library. The final product of the call to csp_galaxev is a file containing the model as a function of age and SFH; if required, the code also outputs a file containing the evolution of the stellar mass of the galaxy and a file containing the number of Lyman photons as a function of time. These files are used as input by the program galaxev_pl, which extracts the spectrum at the relevant age and normalizes it to the chosen mass value. Thanks to these modifications, the average time per iteration of the GALAXEV part of our MCMC code is ∼0.3 s on a 2.66 GHz MacBook Pro, a factor of ∼20 faster than the publicly available GALAXEV code.

2.2.3. Metallicity

The library of models available through GALAXEV comprise seven metallicity values, between Z/Z⊙ = 0.005 and Z/Z⊙ = .5. We allow the user to select a fixed value of metallicity different from any of the templates, or to include metallicity as one of the SED fit parameters. To compute the model spectrum for any value of Z, we interpolate between the two bracketing values available in the CB10 or BC03 stellar libraries. We tested both linear and logarithmic interpolation, finding that logarithmic interpolation (which became our method of choice) is more reliable. Our MCMC SED fitting runs are technically sound; yet, some caveats need to be mentioned. The dependence of an SED on metallicity is by its own nature complicated, since different types of stars contribute in different ways and at different epochs. Therefore, the precision of our SED modeling is necessarily limited by the paucity of empirical templates, and this systematic uncertainty should be folded into any metallicity measurement coming from photometric data relying on the same templates. We tested the magnitude of this effect by interpolating between two template values to find the predicted spectrum corresponding to one of the other template values, and found discrepancies of order 10%–20%, significant yet not unreasonable.

We also explored the effect of using different priors on the metallicity distribution. Our choice was of a uniform prior in log Z/Z⊙, motivated by the observed distribution for Damped Lyα systems (Prochaska et al. 2003); however, we also performed the MCMC analysis using a uniform prior in Z/Z⊙ and found a mild dependence of our results on the prior used for the sample with less S/N. This is unsurprising since in general the choice of priors has more influence when the data have less constraining power. We further discuss this issue in Section 4.3.

2.2.4. Impact of Nebular Emission

If desired, the contribution to the model fluxes from nebular emission (from both continuum and lines) can be included. The strength of both continuum and lines is assumed to be proportional to the rate of H-ionizing photons per second, Q0. Following Schaerer & Vacca (1998), we describe the flux from the continuum emission as

\[ f_\lambda = \frac{c}{\lambda^2} \frac{\gamma(\lambda)}{\alpha_B} e^{-\tau} Q_0, \]

where c is the speed of light, \( \alpha_B \) is the case B recombination coefficient for hydrogen, 1 – e\(-\tau\) is the escape fraction of Lyman photons, and \( \gamma \) is the total continuum emission coefficient. After choosing a nominal electron density \( N_e \) and temperature \( T_e \) of the emitting gas, and a nominal helium to hydrogen ratio, the emission coefficients of the free–free, free–bound, and two–photon continuum for hydrogen and helium can be found in Aller (1984) and Ferland (1980). Following Schaerer & de Barros (2009), we use the values \( e_{\lambda} = 1, N_e = 100 \text{ cm}^{-3}, T_e = 10,000 \text{ K}, \) and \( \text{[He/H]} = -1 \) throughout the paper; similar values were also recently measured for a star-forming galaxy at z ∼ 2 by Rigby et al. (2011). The corresponding template is added to the reference spectrum. We have checked that the evolution of the number of Lyman photons and the total emission computed in this way are consistent with those output by the publicly available code for computation of ionizing fluxes StarBurst99 (Leitherer et al. 1999; Vázquez & Leitherer 2005). To add the contribution of emission lines, we assume that the luminosity of the Hβ line is given by

\[ L(\text{H}\beta) = 4.76 \times 10^{-13} e_{\beta} Q_0 \]

and we use empirical relative line intensities for H, He, C, N, O, S as a function of metallicity (D. Schaerer 2010, private communication and Schaerer & de Barros 2009; data from Anders & Fritze-v. Alvensleben 2003 and Storey & Hummer 1995). This simple treatment is unlikely to capture the complex radiative transfer physics of the Lyα line. Since the narrowband technique allows one to compute the real Lyα flux (as the line excess with respect to the continuum), L08 subtracted its contribution from the data and therefore we do not include it in our nebular emission templates.

2.2.5. Galactic and IGM Absorption

The spectra thereby obtained can be corrected for absorption due to dust in the galaxy and to neutral hydrogen in the intergalactic medium (IGM). The former requires the assumption of a dust law to connect the SED fit parameter \( E(B-V) \) to an optical depth curve. GaMC currently supports two options: the Calzetti law (Calzetti et al. 1994), where the parameter \( R_i \), related to the size and geometry of dust grains, can be chosen by the user, and a Milky Way type law (Cardelli et al. 1989). The former is used in the analysis of the present paper, with a value \( R_v = 4.05 \) (Calzetti et al. 2000). Starlight absorption by the IGM is taken into account using the prescription from Madau (1995).

2.2.6. Comparison with Data Points

To obtain the spectra in the observed frame we compute the luminosity distance for the cosmology specified by the user
through the present day matter density relative to the critical ($\Omega_m,0$) and the Hubble constant ($H_0$); a flat geometry ($\Omega_{tot} = 1$) is assumed. We use the luminosity distance to convert model luminosity to flux; the model fluxes are then convolved with the filter transmission curves specified by the user for each photometric band. Finally, the flux densities $f_\nu$ are obtained as the number of photons corresponding to the fluxes of the model divided by the reference number of photons obtained for a flat spectrum of $f_\nu = 1 \mu$Jy:

$$f_\nu = \frac{\int_{\lambda_{min}}^{\lambda_{max}} T^i(\lambda) f_i(\lambda) \frac{\lambda^2}{\pi} d\lambda}{\int_{\lambda_{min}}^{\lambda_{max}} T^i(\lambda) \frac{\lambda^2}{\pi} d\lambda},$$ (8)

where $T^i(\lambda)$ is the transmission curve in the $i$th band between $\lambda_{min}$ and $\lambda_{max}$. The likelihood $L$ for each model can now be computed (up to a normalization factor, which is irrelevant because we are interested in ratios of likelihoods) as a function of the $\chi^2$:

$$-\log L \propto \chi^2 = \sum_i \left( \frac{f_i^n - f_i^o}{\sigma_i^o} \right)^2,$$ (9)

where $f_i^o$ is the flux in the $i$th data point and $\sigma_i$ is its photometric error.

### 3. Algorithm Testing

In this section, we present the extensive tests we performed to ensure that our MCMC SED fit procedure produces reliable results. This goal can be achieved by generating mock galaxy catalogs with known physical properties and checking that the input parameters are correctly recovered by means of SED fitting. It is necessary to show not only that the estimates of the expectation values of parameters are unbiased, but also that the associated uncertainties, often quoted in terms of 68% and 95% confidence levels, are correct.

Mock catalogs are built in the following manner. We use the modified BC10 SPS code to generate the spectrum of a mock galaxy in 13 bands from observed-frame UV to observed-frame IR and follow the procedure described in Section 2.2 to obtain the corresponding flux density in each band. To mimic a photometric uncertainty of 5% in each band, we add a random Gaussian noise of this $1\sigma$ amplitude to the fluxes. While these assumptions on the uncertainty in the flux and the extent of the available photometry are realistic for our stacked fluxes of LAEs (Gawiser et al. 2007; Lai et al. 2008; Guaita et al. 2010), the results of this test do not depend on the particular numbers.

We build and test mock catalogs for both constant and exponential SFHs. For the constant star formation case, the running time of the MCMC SED fitting code is limited; a chain of composed by a few thousands steps can be obtained in approximately 2 hr on a 2.66 GHz MacBook Pro laptop computer, and we have found that in this simple case, when three parameters describe the SED, this is enough to achieve convergence. This makes the CSF scenario a suitable test case to check our marginalized probability distribution of parameters, since this task requires running GalMC on a large number of Mock catalogs, as explained below. Mock catalogs with exponential SFH are used as a means to test robustness to the presence of degeneracies in the SED and the effect of using different variables and priors in describing the SFH. Depending on the sign and ratio of age and $\tau$, the timescale associated with the exponential rise or decline of the SFR in the mock model, the posterior probability of parameters can be multi-modal or even flat if true degeneracies are present. By testing the MCMC SED fit in such scenarios, we ensured that the input parameters are correctly recovered even in the presence of degeneracies and that we do not overestimate the degree of belief in our results (for example, by assuming that chains have converged when this is not the case). Furthermore, we explored different parameterizations in $\tau$ and were able to choose the one that leads to the most reliable results.

#### 3.1. Constant Star Formation Models: Parameter and Error Estimation Recovery

Our reference model is a galaxy characterized by constant SFH, $\text{Age} = 180$ Myr, total mass converted into stars $M_{tot} = 2.95 \times 10^8 M_\odot$, and excess color $E(B-V) = 0.2$. We build 200 mock realizations of this galaxy, adding a Gaussian random scatter to each data point of $1\sigma$ amplitude equal to the 5% photometric error. We run the MCMC SED fitting code on the reference model (without scatter in the photometry), ensuring that we correctly recover the input parameters, and thereby obtaining a reliable covariance matrix which gives a nearly optimal acceptance rate (around 30%). We then run the MCMC SED fitting code on each of the mock catalogs, using this covariance matrix as an input for the proposal density. After discarding the chains that have not yet converged after 10,000 steps, we are left with 172 reliable runs that we use to test the recovery of uncertainties. To do so, we compute the frequency with which each of the “true” (input) parameters is within the 68% and 95% confidence levels from the one-dimensional marginalized posterior probability distributions obtained for the mock catalogs. The $i$-dimensional marginalized posterior distribution of parameters is obtained by integrating the $n$-dimensional posterior distribution $p$ in $n-i$ dimensions; for example, for CSF the one-dimensional age marginalized posterior probability is given by the function

$$p(\text{Age}) = \int dM_{tot} \int dE \ p(\text{Age}, M_{tot}, E).$$ (10)

Since a thinned MCMC chain has the property that the density of points is proportional to the posterior probability (the product of likelihood and priors), the above integral is easily computed as a sum over the points of the chain that takes into account the time spent at each location in parameter space. By definition, we expect that the true values are within the region allowed at 68(95)% confidence 68(95)% of the time. We find that this is the case for each parameter, within the Poisson fluctuation error (order of 8% effect) associated with our statistics. We conclude that the uncertainties we report are reliable. We note that since we use the well-tested GetDist software to compute the posterior probability distributions and to perform convergence tests, this check ensures that our sampling algorithm and calculation of likelihood are implemented correctly.

A more immediate visualization of the match between the observational errors and the corresponding uncertainties in the parameters can be obtained by plotting the probability distribution of the parameters in the “true” model (without the scatter), and the scatter of the best-fit values obtained for the 172 mock catalogs. The agreement between these two quantities is however only expected in the case of perfect (one-to-one) correspondence between the likelihood associated with the data for each model and the posterior probability, and assuming
Figure 1. Red line shows the posterior probability distribution for the reference model described in the text. The blue histogram represents the distribution of best-fit values obtained from the analysis of 172 Mock data realizations, obtained convolving the reference fluxes with a random Gaussian scatter of amplitude equal to the photometric error of the reference model. The agreement confirms the reliability of our error estimation procedure.

(A color version of this figure is available in the online journal.)

that the best fit represents the truth for each model. These assumptions are not unreasonable for these simple models, leading to the observed agreement shown in Figure 1.

3.2. Exponential Star Formation Models: Parameter Recovery

Models with exponentially decreasing SFR have been often used in the literature, and recently increasing ESFs have also been considered (Maraston et al. 2010; Guaita et al. 2011; Lee et al. 2010). While studying the constraints on these models is interesting, they are often affected by degeneracies intrinsic in the model SEDs. For this reason, it is necessary to pay particular attention to the use of suitable sampling variables and priors. We have implemented three possible choices of parameterization in $\tau$, using as sampling variable $1/|\ln(\tau)|$, and $1/\tau$; all of these are currently available options in the code. We ran GalMC for each of these choices on a range of Mock catalogs, using different signs and numerical values for the ratio of age and $\tau$.

The parameterization $1/\tau$ was our final variable of choice, since we did not observe any bias or erroneous convergence problem for this case. This description has the attractive feature that the CSF case, which is the limit for $\tau \to \infty$ for both positive and negative values of $\tau$, occupies a single spot ($1/\tau = 0$) in parameter space (unlike the other parameterizations).

We implemented it with a flat prior in $\ln|\tau|$. In fact, during the parameterization selection process, we found that the use of a flat prior in $1/\tau$ led in some cases to a poor recovery of the input parameters, as did the use of a flat prior in $\tau$ when sampling using $\tau$ as one of the parameters, which is not uncommon in the literature. On the other hand, no bias or erroneous results were found by us when using a uniform prior in $\ln|\tau|$, as shown in Figure 2, confirming that this is the best choice of prior.

The sensitivity of the results to the choice of priors emphasizes the need for caution when computing constraints on these models. We expect that significant improvement could be

Figure 2. Each row shows the marginalized one-dimensional posterior probability distribution for the SED fitting parameters for one of three illustrative mock catalogs of galaxies with exponential star formation rate (increasing and decreasing). As discussed in the text, multi-modality in the posterior is often observed for such models. The input parameters are shown as blue vertical lines; in each case the agreement between input and recovered parameters is good.

(A color version of this figure is available in the online journal.)
achieved by using variables which are closer to the eigenvectors of the covariance matrix; we defer this treatment to a subsequent paper (V. Acquaviva et al. 2011, in preparation).

Results obtained for three illustrative mock catalogs, chosen to have different SFHs (increasing and decreasing), τ/Age ratios, and redshifts, are shown in Figure 2. The one-dimensional posterior distributions are obtained by integrating the posterior probability over the remaining N − 1 dimensions. In all the figures, the normalization of these plots is arbitrary; we show it using the usual CosmoMC convention, where the height of the peak is 1. We find good agreement, in each case within the figures, the normalization of these plots is arbitrary; we show ratios, and redshifts, are shown in Figure 2. The one-dimensional probability over the remaining N posterior distributions are obtained by integrating the posterior

informative region is only (4 ± 2) × 10^4 Myr, and the number of MCMC steps grows exponentially. For six parameters, the expected number of MCMC steps would be of the order of 6 × 10^4, which corresponds to sampling less than 10 values for each parameter on a grid in the same CPU time. Reliability is an equally important issue. The spacing on a grid has to be chosen arbitrarily (and, as we saw, it is computationally very expensive to choose a fine pace), and there is no guarantee that one would not miss features of the posterior distribution which are narrower than the interval between adjacent values. Conversely, in MCMC one can use an adaptive step size (such as the one implemented by us by means of the adaptive covariance matrix), sampling more finely in high-likelihood regions. Furthermore, the use of convergence tests and the possibility of running multiple chains provide strong indications that all the interesting regions of parameter space have been adequately explored. These attractive features of MCMC technique allow for a true optimization of CPU time.

3.3. Comparison with Grid-based Techniques

As explained in Section 2, the MCMC technique allows one to draw samples from the posterior distribution, and to use them to compute any meaningful quantity associated with it, e.g., the expectation values of parameters and their uncertainties (for any quantile). This is obviously not the only way to achieve this goal. Why should one make use of the MCMC technique rather than sample the posterior distribution by means, for example, of a fine grid in the parameter space? There are two main arguments in favor of this choice: efficiency and reliability. The first can be understood as follows. In general, the allowed range of values for each parameter is much larger than the interesting range for that parameter, namely, the region where the likelihood is significantly different from zero, which is the relevant one in computing integrals of the form given by Equation (1). For example, to measure the age of a galaxy, one would typically want to test values from the youngest age that be can resolved (possibly a few million years) to the age of the universe at the redshift of the galaxy. Even using a logarithmic spacing, this spans several e-foldings. On the other hand, the width of the interesting region (say, to within 99% confidence level from the best fit or mean age) will typically be much smaller (of the order of three e-foldings for the example of Figure 1). By sampling on a grid, a large fraction of time will be spent sampling regions of no interest, while in MCMC, after a burn-in period, every step, whether or not it is accepted, is taken in the informative region. For an equal amount of CPU time, this means that the finesse of the results achieved by MCMC—the accuracy when computing, e.g., the integral in Equation (1)—is much higher. As an example, we considered the mock catalog described in Section 3.1. We found that in 86% of our 200 test runs, 10,000 steps were enough to achieve convergence. Let us assume, to be conservative, that 20,000 steps is a safe number of steps for a hypothetical MCMC chain to converge. For this three-dimensional parameter space, this total number corresponds to computing the model SED for ~27 values for each parameter. We performed the grid sampling assuming an allowed range which is comparable for log(Age) and E(B − V) to the top-hat priors used for the MCMC case, and significantly narrower in log(Mass). The number of points falling in the informative region of the posterior (shown in Figure 1) is only a handful (three or four) for log(Mass) and E(B − V), and about 10 for log(Age). Therefore, the fraction of time spent in the informative region is only (4 × 4 × 10)/27^3, which is less than 1%. This is too coarse a grid to reconstruct the marginalized probability distribution and an attempt at it via the integration of the posterior leads to a delta function at the best fit found in the grid (χ^2 = 20, Age = 108 Myr, Mass = 2.62 × 10^8 M⊙, and E(B − V) = 0.23, to be compared with the input values Age = 180 Myr, Mass = 2.95 × 10^8 M⊙, and E(B − V) = 0.2). The situation only worsens for spaces with higher dimensionality, since the number of MCMC steps typically scales linearly in the number of parameters N, while the number of steps in grid-based methods grows exponentially. As an example, we considered the mock catalog of the LAE samples.

4. RESULTS

4.1. LAE Samples

As part of the MUSYC survey (Gawiser et al. 2006), Gronwall et al. (2007) discovered a complete sample of 162 LAEs at z = 3.1 in a narrowband survey of the Extended Chandra Deep Field South (ECDF-S). The available observed-frame broadband photometry for this sample encompasses six UV–optical bands (U, B, V, R, I, z), two near-IR bands (J and K), and the four IRAC bands. L08 eliminated from this sample 86 LAEs in regions of the IRAC images suffering significant contamination from nearby neighbors, and created samples of 18 IRAC-Detected and 52 IRAC-Undetected LAEs, with the “detection” at flux density ≥ 0.3 μJy equating to roughly 3σ significance. Six additional IRAC detections were classified as probable active galactic nuclei (AGNs) or high-dust galaxies and were analyzed separately. Median-stacked SEDs of these samples were formed and fit using BC03 models; for CSF, best-fit models showed no dust for either sample and stellar masses of 9 × 10^9 [3 × 10^8] M⊙ and ages of 1600 [160] Myr for the IRAC-Detected [Undetected] sample; the corresponding uncertainties at 68% confidence are reported in Table 3. The best-fit values obtained for exponentially declining SFH were within 20% of the values obtained for CSF. Gawiser et al. (2007) fit a two-population SED model to the stacked IRAC-Undetected SED, using an exponentially declining SFH for each population. Although their best-fit model placed 80% of the stellar mass in an underlying old population and only 20% in a ~20 Myr old starburst population, they were unable to rule out a single-population fit with age ~150 Myr, in good agreement with the results of L08. In the following, we investigate further the median-stacked SEDs of the L08 IRAC-Detected and IRAC-Undetected samples of z = 3.1 LAEs; we refer to these two samples as “IRAC Det” and “IRAC Und” in the figures and tables. Our treatment differs from previous analyses in the use of the full probability distribution of parameters obtained from the MCMC SED fitting code, as well as in the inclusion of the
contribution of nebular continuum and emission lines and in the use of the improved CB10 SPS models.

4.2. Physical Properties and SFH

We begin our MCMC analysis considering a four-dimensional parameter space defined by age, dust reddening, metallicity, and stellar mass, and assuming constant SFH. The dust reddening is parameterized by the excess color $E(B - V)$ assuming a Calzetti dust absorption law. The input parameter of our modified GALAXEV code is the total mass of gas turned into stars $M_{\text{tot}}$ (the integral of the instantaneous SFR over the age of the galaxy), but we report constraints on the more meaningful stellar mass $M_*$, which takes into account the life cycle of stars and the associated mass loss. This effect is typically of order of 10%-20%. We assume that none of the gas thereby injected into the IGM is reprocessed to stars. We use top-hat priors on log(Age), log($M_{\text{tot}}$), log($Z/Z_\odot$), and $E(B - V)$; the allowed ranges are reported in Table 1. The lower bound of 10^7 years for the age comes from an educated guess of the applicability of the SPS models we consider (BC03). Our reference cosmology assumes total energy density relative to critical $\Omega_{\text{tot}} = 1$, matter density $\Omega_m = 0.258$, and Hubble constant $H_0 = 73$ km sec^{-1} Mpc^{-1}. In our baseline model we assume a Salpeter initial mass function (IMF) as in L08 and we include the contribution of nebular emission as described in Section 2.2.4. While in SSP models the contribution of emission lines and continuum become negligible after ~20 and ~5 Myr, respectively (e.g., Nilsson et al. 2010), when star formation is ongoing, Lyα photons are continuously produced and this effect cannot be neglected. For example, in CSF models the number of Lyα photons increases for the first ~20 Myr and stays roughly constant thereafter. It is however true that for older stellar populations the relative importance of nebular emission with respect to the stellar continuum decreases with time.

Results for the IRAC-Detected and IRAC-Undetected samples are presented in Figure 3 and summarized in Table 2. In the table we report the mean value of parameters from the posterior distribution $p$, e.g.,

$$\langle \text{Age} \rangle = \int d\text{Age} \int dM_{\text{tot}} \int dE \text{Age} \ p(\text{Age}, M_{\text{tot}}, E), \ (11)$$

where the integral is over the domain specified above. This is easily computed by averaging over the $R$ samples $r_i$ obtained after thinning the Markov chain:

$$\langle \text{Age} \rangle = \int d\text{Age} \int dM_{\text{tot}} \int dE \text{Age} \ p(\text{Age}, M_{\text{tot}}, E) \approx \frac{1}{R} \sum_i \text{Age}(r_i). \ (12)$$

If the posterior is not symmetric (as in this case), the mean values can differ from the best-fit values; we return to this issue in Section 4.3. We also report the 68% uncertainties, computed by integrating the posterior from each side toward the high-probability region and stopping when the integral under the curve on each side is 16% of the total (32% in the case of $E(B - V)$, which has a one-tail distribution). In Figure 3, we show in one dimension the marginalized posterior probability distribution for each parameter, and the two-dimensional marginalized constraints, including contours for the 68% and 95% confidence regions, on the different combinations. Degeneracies between parameters appear here as diagonal axes of these ellipse-like curves; the one between age and stellar mass is evident in the bottom left panel.

The different nature of the two samples is easily seen in Figure 3. While both stellar populations are consistent with having no or very little dust ($E(B - V) < 0.04$), the sample detected in IRAC is considerably older and more massive than the undetected one, with mean ages and stellar masses of 0.67 [0.37–1.18] Gyr and 3.2 [2.5–4.2] × 10^7 M_⊙ versus 6 [1–20] × 10^7 yr and 2 [1.1–3.4] × 10^8 M_⊙, respectively. We are also able to set a constraint on the metallicity of these LAEs. For the IRAC-Detected sample, we find $Z/Z_\odot = 0.036$ [0.005–0.07], while for the IRAC-Undetected sample, $Z/Z_\odot = 0.05$ [0.005–0.13]. In both cases, solar metallicity is excluded at more than 95% confidence. We note however that using a different prior (uniform in $\text{log}(Z/Z_\odot)$) slightly relaxes the allowed parameter range. The metallicity constraint becomes weaker for the IRAC-Undetected sample, which has lower S/N; in this case solar metallicity is only excluded at 68% confidence. This interesting result is in alignment with previous claims that $z = 3.1$ LAEs have metallicity lower than solar (Finkelstein et al. 2010) and might be galaxies in their first star formation episode (e.g., Hu et al. 1998).

We also consider the effect of assuming an exponential SFH. In this case there is an additional parameter of the SED fit, the $e$-folding time $\tau$. As explained in Section 3.2, we use the variable $1/\tau$ in the MCMC sampling; we apply a flat prior in $\text{log}[1/\tau]$ between the values of $\tau = 4$ Gyr and $\tau = 4$ Gyr (for $|\tau| > 2$ Gyr the SED is indistinguishable from that of a constant SFH, so that the CSF case is included by this parameterization as the limit of $1/\tau \rightarrow 0.25$ Gyr^{-1}). For this analysis, we fix the metallicity at the same value for both samples, in order to isolate the effect of assuming a more general SFH. We chose the value $Z/Z_\odot = 0.02$, which is consistent with the range found earlier and for which we have an empirically calibrated stellar template available. The results are shown in Figure 4; we consider the four most meaningful two-dimensional combinations of parameters. We plot the posterior probability as a function of $1/\tau$ to show the output of the MCMC SED fitting algorithm.
Figure 3. Top row: one-dimensional marginalized posterior distributions for constant star formation history models, for the IRAC-Undetected (black, thin) and IRAC-Detected (blue, thick) stacked samples. Bottom rows: two-dimensional marginalized contours defining the 68% and 95% confidence regions on the corresponding pairs of parameters.

(A color version of this figure is available in the online journal.)

Table 2
Results of SED Fitting for Constant and Exponential Star Formation History

| Sample   | SFH   | Z/Z⊙ | Age (Gyr) | E(B - V) | M* (10^8 M⊙) | τ (Gyr)   | Best-fit χ^2/dof |
|----------|-------|------|-----------|---------|--------------|-----------|-----------------|
| IRAC Det | CSF   | 0.02 | 0.67[0.38–1.2] | 0.038[0–0.047] | 31[24–39] | ∞          | 13.4/9          |
|          | ESF   | 0.02 | 0.83[0.54–2.1] | 0.046[0–0.059] | 29[23–38] | −3.0[|τ| > 0.67] | 10.8/8          |
| IRAC Und | CSF   | 0.02 | 0.05[0.04–0.16] | 0.049[0–0.064] | 1.7[0.6–3.0] | ∞          | 7.6/9           |
|          | ESF   | 0.02 | 0.22[0.001–2.1] | 0.047[0–0.059] | 2.0[1.2–3.1] | −2.7[|τ| > 0.12] | 5.2/8           |

Notes. We report mean expectation values and 68% confidence regions of parameters. For exponential SFH the parameter τ is close to the CSF value (defined by |τ| = 4 Gyr because of the priors used in ESF models). For both samples there is a modest improvement in the best-fit χ^2 when using exponential SFH, but CSF is included in the range of values allowed at 68% confidence, showing that the data do not favor ESF significantly.

but we report the constraints in terms of τ for clarity in Table 2.

In both cases the preferred value of τ is close to the CSF value. For the undetected sample, we find |τ| > 0.12 Gyr at 68% confidence, while for the detected sample the corresponding constraint is |τ| > 0.67 Gyr. This can perhaps be interpreted in terms of the different ages of these two stellar populations. In fact, the SED is sensitive to the ratio Age/τ; when this ratio is small, there are not enough e-foldings to distinguish the effect of the exponential SFH from a Constant one. The change in the probability distribution of the other parameters is also shown in Figure 4. The main effect of the inclusion of an extra parameter
Figure 4. Top row: impact of the assumption on the star formation history (constant, green, solid; exponential, magenta, dashed) on the posterior probability distribution of SED fit parameters. For this analysis we held the metallicity fixed at the value $Z = 0.02 Z_{\odot}$. The main appreciable difference is the inability to rule out very old ages (comparable to the age of the universe at $z = 3.1$) for exponential SFH, for both the IRAC-Undetected (top) and IRAC-Detected (bottom) samples. Our constraints on $1/\tau$ show that for both samples the CSF value $1/\tau = 0$ is well within the region allowed at 68% confidence. (A color version of this figure is available in the online journal.)

is the inability to rule out very old ages (leftmost panels), so that the sharp difference in the age of the two populations found for CSF is somewhat mitigated. The results for the stellar mass and dust reddening are stable to the change in SFH. This was observed previously by L08 for these $z = 3.1$ samples and was also found to be true for redshift $z = 2.1$ LAEs by Guaita et al. (2011). Overall, both the IRAC-Detected and IRAC-Undetected LAEs are reasonably fit by a constant SFH model characterized by Age, stellar mass, and dust reddening $E(B-V)$, with fixed metallicity. The best-fit models for the two cases have a $\chi^2$ of 13.4 and 7.6, respectively, for twelve data points and three free parameters. In the case of exponential SFH, the preferred $\tau$ values are very close to the ones corresponding to CSF, but there is a modest improvement in the goodness-of-fit coming from adding one extra parameter, with best-fit $\chi^2$ of 10.8 and 5.2, respectively. These values are obtained for an exponentially increasing SFH. However, CSF is well within the range of $e$-folding times allowed at 68% confidence for both samples, and we conclude that the inferred physical properties of our LAEs are robust to different assumptions on the SFH and that the CSF model is a satisfying parameterization for both samples.

4.3. Impact of SPS Modeling

Besides the choice of SFH, many features of the SPS modeling influence the results of SED fitting. Our preferred model includes nebular emission as described in Section 2.2.4, considers metallicity $Z$ as one of the SED fit parameters, and employs the latest version of the GALAXEV code and templates (CB10). Here, we change these assumptions one by one in sequence and show their effect on the probability distribution of SED parameters and therefore on the inferred properties of LAEs. We first fix the metallicity at the solar value, then neglect the effect of nebular emission, and then use the earlier version of the GALAXEV code and templates (BC03). The final combination of assumptions coincides with those used in the analysis of L08.

Our results are shown in Figure 6 and summarized in Table 3; the last column also shows the best-fit $\chi^2$, for twelve data points and four (for varying $Z$) or three free parameters. In all cases the inferred amount of dust reddening is nearly insensitive to the assumptions on the SPS modeling, except for a moderate increase of the uncertainties when metallicity is varied, and we do not discuss it further. This behavior is expected because we subtract the Ly$\alpha$ flux from our photometry before fitting. As a result, the impact of nebular emission lines and continuum, as well as the difference among the stellar templates we used, is negligible in the rest-UV region of the spectrum (observed frame UV–optical), whose slope measures dust reddening.

The effect of assuming fixed solar metallicity, as in L08, produces an appreciable effect on the probability distribution of SED parameters for the IRAC-Undetected sample. This same trend with metallicity was also observed by L08 for two discrete values of $Z/Z_{\odot}$; however, a direct comparison is not possible because we use the CB10 models where they used the BC03 ones. The improvement in the best-fit $\chi^2$ for models of low metallicity is especially marked for the IRAC-Detected sample, as shown in Table 3.

Adding the contribution of nebular emission produces little impact on the SED fit of the IRAC-Detected sample. In fact, this population is older, and the relative strength of nebular emission lines and nebular continuum with respect to the stellar continuum is lower. Furthermore, the strongest emission lines (H$\alpha$, H$\beta$, and O III) mainly affect the $K$ band; the corresponding data point was higher than the continuum SED, so that the SED parameters do not need to change to accommodate this feature, and instead the best-fit $\chi^2$ improves as a result. This behavior can be seen in the right-hand panel of Figure 5. On the other
hand, the inclusion of nebular emission has a strong effect both on the model SED and on the allowed parameter ranges for the younger LAEs in the IRAC-Undetected sample, as seen in the left-hand panel of Figure 5 and in Table 3. A new peak in the posterior probability distribution, at very young ages of \( \sim 1 \) Myr and very low masses around \( 3 \times 10^7 M_\odot \), is present. As a result, the stellar population is interpreted as being significantly younger and less massive when nebular emission is taken into account. This response of high-redshift galaxies to SED fitting including nebular emission is in agreement with the findings of Schaerer & de Barros (2009).

Finally, we consider the effect of using the BC03 stellar templates rather than the newer BC10 ones. Because of the differences in the templates discussed in Section 2.2.1, when BC03 models are used, older ages and higher stellar masses are needed to fit the SEDs of both samples.

The last set of assumptions in SPS modeling (no nebular emission, solar metallicity, BC03 templates) coincides with the previous analysis of the same samples presented in L08. This allows a direct comparison of the best-fit approach versus the use of mean values computed from the posterior distribution, shown in Figure 6 and in Table 3. To compare the values of stellar masses on the same basis, we need to account for the mass loss due to the life cycle of stars, which we consider and is expected when the total mass transformed into stars, and transform it into stellar mass using the conversion factor output by our code for the same model. Our best-fit parameters (also shown in the figure as magenta dot-dashed vertical lines) are in exact agreement with those of L08; however, the best-fit values do not lie exactly at the mean of the marginalized probability distribution, leading to a moderate shift of ages and stellar masses. The disagreement is within the 68% confidence level and is expected when the \( N \)-dimensional posterior distribution is asymmetric.

![Figure 5](image-url)  
**Figure 5.** Observed-frame data points (black) and best-fit SEDs for constant star formation history and different modeling assumptions presented in Table 3. The colored diamonds show the best-fit point for CSF in the \( K \) band, the most sensitive to nebular emission lines. Left: IRAC-Undetected sample. Right: IRAC-Detected sample. Data points with negative median stacked fluxes are not shown. The blue solid line shows the best-fit SED from the run with varying metallicity, corresponding to a value of \( Z/Z_\odot = 0.005 \) for the detected sample and \( Z/Z_\odot = 0.006 \) for the undetected sample. (A color version of this figure is available in the online journal.)

**Table 3**  
Mean Expectation Values and 68% Confidence Regions from SED Fitting for Constant Star Formation History, Using Different Assumptions on Inclusion of Nebular Emission, SPS Modeling, and Metallicity

| Sample   | Neb | SPS | \( Z/Z_\odot \) | Age (Gyr) | \( E(B-V) \) | \( M^* (10^9 M_\odot) \) | Best-fit \( \chi^2/\text{dof} \) |
|----------|-----|-----|-----------------|-----------|---------------|------------------------|-----------------------------|
| IRAC Det | Y   | CB10| 0.036[0.005–0.07] | 0.67[0.37–1.18] | 0.046[0–0.05] | 32[25–42] | 13.2/8 |
|          | Y   | CB10| 1               | 0.47[0.24–0.94]  | 0.039[0–0.041] | 29[21–42] | 18.6/9 |
|          | N   | CB10| 1               | 0.72[0.33–1.3]  | 0.028[0–0.035] | 36[28–47] | 19.6/9 |
|          | N   | BC03| 1               | 1.0[0.69–1.6]   | 0.025[0–0.03]  | 55[43–71] | 15.5/9 |
| L08 Det  | N   | BC03| 1               | 1.6[1.2–2.0]    | [0–0.1]        | 64[43–85] | \ldots |
| IRAC Und | Y   | CB10| 0.05[0.005–0.13] | 0.06[0.01–0.2]  | 0.066[0–0.085] | 2.0[1.1–3.4] | 6.84/8 |
|          | Y   | CB10| 1               | 0.007[0.001–0.018]| 0.035[0–0.045] | 0.47[0.26–0.98] | 9.92/9 |
|          | N   | CB10| 1               | 0.049[0.021–0.12]| 0.04[0–0.056]  | 1.4[0.89–2.4] | 11.7/9 |
|          | N   | BC03| 1               | 0.052[0.02–0.13]| 0.039[0–0.049] | 1.5[0.92–2.7] | 11.8/9 |
| L08 Und  | N   | BC03| 1               | 0.16[0.05–0.27] | 0[0–0.1]       | 2.6[0.83–5.7] | \ldots |

Notes. Solar metallicity is excluded at 95% confidence by the data; see the text for more details. For comparison, we also report best-fit values and 68% confidence regions obtained for the same samples by L08.
Figure 6. Impact of inclusion of nebular emission, metallicity, evolution in SPS templates, and best fit vs. mean values on the posterior probability distribution of SED fit parameters for the IRAC-Undetected (top) and IRAC-Detected (bottom) samples. Constant star formation history is assumed. The thin black vertical line and the gray shaded area indicate the best-fit models and 68% confidence levels from Lai et al. 2008. The magenta dot-dashed vertical lines and curves show the best-fit models and probability distributions of our SED fit for the same SPS models and metallicity. This comparison shows the slight shift resulting from the use of mean values of the posterior distribution as opposed to best-fit values. For the undetected stack, the introduction of nebular emission causes the appearance of a second mode at very young ages and very low masses, which is particularly relevant at solar metallicity, where the contribution of the emission lines is stronger. Results are summarized in Table 3.

(A color version of this figure is available in the online journal.)

5. CONCLUSIONS

We built a Markov Chain Monte Carlo code for SED fitting, GalMC, designed to determine physical properties of galaxies including age, stellar mass, dust content, metallicity, SFH, and redshift (the latter was fixed in the present analysis). The purpose of MCMC codes is to recover the probability distribution function (PDF) of the fit parameters by building a number of independent samples with the same statistical properties as the PDF. In the Bayesian approach to statistical inference, the relevant probability distribution is the posterior probability, which depends on the likelihood of the parameters given the underlying data and on our prior beliefs about the model parameters. Samples are built by exploring the parameter space in such a way that the density of sampled points is proportional to the probability distribution that we want to map. Once the samples have been obtained, they can be used to easily calculate the expectation values (i.e., means) of parameters and the associated uncertainties at any confidence level, since integrals in any dimension become tractable sums. Because most of the CPU time is spent in high likelihood, informative regions of parameter space, MCMC algorithms offer a substantial improvement in efficiency with respect to methods based on mapping the posterior probability on a grid of reference parameter values. We found that this speed-up factor is of order $\sim 100$ for a three-dimensional parameter space, and would rapidly increase for a larger number of parameters, since the expected scaling is linear in the number of parameters for MCMC, and exponential for grid-based methods. MCMC codes also offer warning flags of unreliable results by means of convergence tests and allow one to choose the sampling step size adaptively in each direction.

We conducted an extensive series of tests on mock catalogs built from a variety of stellar populations to ensure that the input parameters and their uncertainties were correctly recovered by GalMC, and to investigate the effect of using different priors. We then used the code to determine the physical properties of two samples of LAEs at redshift $z = 3.1$. Our analysis showed that, on average, the LAEs in the IRAC-Detected sample are older and more massive than their counterparts in the IRAC-Undetected sample, and that both populations are essentially dust-free. Furthermore, LAEs at $z = 3.1$ have metallicities significantly lower than solar, in agreement with recent spectroscopic studies of high-redshift LAEs. We investigated different assumptions on the SFH of the LAEs, performing the fit with either constant or exponential (including increasing and decreasing) SFR, and found that the constant star formation model is favored by the data. Our results essentially confirm the findings of L08 about the distinct nature of the IRAC-Detected and IRAC-
Undetected populations. However, important differences are found with respect to the previous analysis. The use of the improved SPS models from S. Charlot & G. Bruzual (2010, private communication; as opposed to those from 2003) shifts the age of the older IRAC-Detected population toward younger values, and therefore the mass toward lower values. Further changes are caused by our use of varying metallicity, by the inclusion of the flux from nebular continuum and emission lines, and by the use of the expectation values of parameters computed from the posterior distribution rather than best-fit values. The quoted uncertainties also differ, since we use the Bayesian approach and compute them as the 68% quantile of the marginalized posterior distribution; for the $i$th parameter, this means that we integrate the posterior distribution in all but the $i$th direction.

The algorithm development and SED analysis conducted in the present work set the foundation for a range of future applications. Our analysis showed that not only the parameter expectation values but also their uncertainties depend on the assumptions made in the SPS modeling; for example, the inclusion of nebular emission noticeably worsens the ability to rule out young ages for the IRAC-Undetected sample. In the present work, we have compared two models with differing number of parameters (a constant and an exponential star formation one). For the LAE samples we studied, the MCMC sampling was directed toward very large values of the parameter $\tau$, similar to the CSF value, even when ESP was used, and the improvement in the quality of the fit due to use of one additional parameter was modest. We could conclude that the data do not strongly prefer ESP to CSF models. However, to better quantify this statement, or in general to assess whether the data favor the inclusion of additional parameters, we plan to use model selection (Jeffreys 1961).

SED fitting is a technique of ever-increasing importance in astronomy, and it is essential that the tools used for statistical analysis keep up with the fast pace of the improvement in the data. Large-volume photometric surveys allow us to explore new and exciting directions, and this must be done while avoiding biasing assumptions on the shape of the probability function and while maximizing the accuracy in the reported uncertainties. Markov Chain Monte Carlo algorithms enable efficient, reliable estimation of parameter expectation values and uncertainties, are suitable for exploring parameter spaces of high dimensionality, and are able to reveal degeneracies among parameters. GaMC is our implementation of this approach, and we hope it will prove useful for a wide range of astrophysical applications.
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