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Abstract

Sarcasm detection has been modeled as a binary document classification task, with rich features being defined manually over input documents. Traditional models employ discrete manual features to address the task, with much research effort being devoted to the design of effective feature templates. We investigate the use of neural network for tweet sarcasm detection, and compare the effects of the continuous automatic features with discrete manual features. In particular, we use a bi-directional gated recurrent neural network to capture syntactic and semantic information over tweets locally, and a pooling neural network to extract contextual features automatically from history tweets. Results show that neural features give improved accuracies for sarcasm detection, with different error distributions compared with discrete manual features.

1 Introduction

Sarcasm has received much research attention in linguistics, psychology and cognitive science (Gibbs, 1986; Kreuz and Glucksberg, 1989; Utsumi, 2000; Gibbs and Colston, 2007). Detecting sarcasm automatically is useful for opinion mining and reputation management, and hence has received growing interest from the natural language processing community (Joshi et al., 2016a). Social media such as Twitter exhibit rich sarcasm phenomena, and recent work on automatic sarcasm detection has focused on tweet data.

Tweet sarcasm detection can be modeled as a binary document classification task. Two main sources of features have been used. First, most previous work extracts rich discrete features according to the tweet content itself (Davidov et al., 2010; Tsur et al., 2010; González-Ibáñez et al., 2011; Reyes et al., 2012; Reyes et al., 2013; Riloff et al., 2013; Ptáček et al., 2014), including lexical unigrams, bigrams, tweet sentiment, word sentiment, punctuation marks, emoticons, quotes, character ngrams and pronunciations. Some of these work uses more sophisticated features, including POS tags, dependency-based tree structures, Brown clusters and sentiment indicators, which depend on external resources. Overall, ngrams have been among the most useful features.

Second, recent work has exploited contextual tweet features for sarcasm detection (Rajadesingan et al., 2015; Bamman and Smith, 2015). Intuitively, the history behaviors for a tweet author can be a good indicator for sarcasm. Rajadesingan et al. (2015) exploit a behavioral approach to model sarcasm, using a set of statistical indicators extracted from both the target tweet and relevant history tweets. Bamman and Smith (2015) study the influences of tweet content features, author features, audience features and environment features, finding that contextual features are very useful for tweet sarcasm detection.

So far, most existing sarcasm detection methods in the literature leverage discrete models. While on the other hand, neural network models have gained much attention for related tasks such as sentiment analysis and opinion extraction, achieving the best results (Socher et al., 2013; dos Santos and Gatti, 2014; Vo and Zhang, 2015; Zhang et al., 2016). Success on these tasks shows potentials of neural network on sarcasm detection (Amir et al., 2016; Ghosh and Veale, 2016; Joshi et al., 2016b). There are two main advantages of using neural models. First, neural layers are used to induce features automatically,
making manual feature engineering unnecessary. Such neural features can capture long-range and subtle semantic patterns, which are difficult to express using discrete feature templates. Second, neural models use real-valued word embedding inputs, which are trained from large scale raw texts, and are capable of avoiding the feature sparsity problem of discrete models.

In this paper, we exploit a deep neural network for sarcasm detection, comparing its automatic features with traditional discrete models. First, we construct a baseline discrete model that exploits the most typical features in the literature, including the features on the target tweet content and the features on historical tweets of the author, achieving competitive results as compared to the previous best systems. Second, we build a neural model, with two sub neural networks to capture tweet content and contextual information, respectively. The two-component structure closely corresponds to the two feature sources of the baseline discrete model. We model the tweet content with a gated recurrent neural network (GRNN) (Cho et al., 2014b; Cho et al., 2014a), and use a gated pooling function for feature extraction. To model the salient words from the contextual tweets, we use pooling to extract features directly.

Results on a tweet datasets show that the neural model achieves significantly better accuracies compared to the discrete baseline, demonstrating the advantage of the automatically extracted neural features in capturing global semantic information. Further analysis shows that features from history tweets are as useful to the neural model as to the discrete model. We make our source code publicly available under GPL at https://github.com/zhangmeishan/SarcasmDetection.

2 Related Work

Features. Sarcasm detection is typically regarded as a classification problem. Discrete models have been used and most existing research efforts have focused on finding effective features. Kreuz and Caucci (2007) studied lexical features for sarcasm detection, finding that words, such as interjections and punctuation, are effective for the task. Carvalho et al. (2009) demonstrated that oral or gestural expressions represented by emoticons and special keyboard characters are useful indicators of sarcasm. Both Kreuz and Caucci (2007) and Carvalho et al. (2009) rely on unigram lexical features for sarcasm detection. More recently, Lukin and Walker (2013) extended the idea by using n-gram features as well as lexicon-syntactic patterns.

External sources of information have been exploited to enhance sarcasm detection. Tsur et al. (2010) applied features based on semi-supervised syntactic patterns extracted from sarcastic sentences of Amazon product reviews. Davidov et al. (2010) further extracted these features from sarcastic tweets. Riloff et al. (2013) identified a main type of sarcasm, namely contrast between a positive and negative sentiment, which can be regarded as detecting sarcasm using sentiment information. There has been work that comprehensively studies the effect of various features (González-Ibáñez et al., 2011; González-Ibáñez et al., 2011; Joshi et al., 2015).

Recently, contextual information has been exploited for sarcasm detection (Wallace et al., 2015; Karoui et al., 2015). In particular, contextual features extracted from history tweets by the same author has shown great effectiveness for tweet sarcasm detection (Rajadesingan et al., 2015; Bamman and Smith, 2015). We consider both traditional lexical features and the contextual features from history tweets under a unified neural network framework. Our observation is consistent with prior work: both sources of features are highly effective for sarcasm detection (Rajadesingan et al., 2015; Bamman and Smith, 2015). To our knowledge, we are among the first to investigate the effect of neural networks on this task (Amir et al., 2016; Ghosh and Veale, 2016; Joshi et al., 2016b).

 Corpora. With respect to sarcasm corpora, early work relied on small-scale manual annotation. Fila-tova (2012) constructed a sarcasm corpus from Amazon product reviews using crowdsourcing. Davidov et al. (2010) discussed the strong influence of hashtags on sarcasm detection. Inspired by this, González-Ibáñez et al. (2011) used sarcasm-related hashtags as gold labels for sarcasm, creating a tweet corpus by treating tweets without such hashtags as negative examples. Their work is similar in spirit to the work of Go et al. (2009), who constructed a tweet sentiment automatically by taking emoticons as gold sentiment labels.

The method of González-Ibáñez et al. (2011) was adopted by Ptáček et al. (2014), who created a
sarcasm dataset for Czech. More recently, both Rajadesingan et al. (2015) and Bamman and Smith (2015) followed the method for building a sarcasm corpus. We take the corpus of Rajadesingan et al. (2015) for our experiments.

Neural network models. Although only very limited work has been done on using neural networks for sarcasm detection, neural models have seen increasing applications in sentiment analysis, which is a closely-related task. Different neural network architectures have been applied for sentiment analysis, including recursive auto-encoders (Socher et al., 2013), dynamic pooling networks (Kalchbrenner et al., 2014), deep belief networks (Zhou et al., 2014), deep convolutional networks (dos Santos and Gatti, 2014; Tang et al., 2015) and neural CRF (Zhang et al., 2015). This line of work gives highly competitive results, demonstrating large potentials for neural networks on sentiment analysis. One important reason is the power of neural networks in automatic feature induction, which can potentially discover subtle semantic patterns that are difficult to capture by using manual features. Sarcasm detection can benefit from such induction, and several work has already attempted for it (Amir et al., 2016; Ghosh and Veale, 2016; Joshi et al., 2016b). This motivates our work.

3 Baseline Discrete Model

We follow previous work in the literature, building a strong discrete baseline model using features from both the target tweet itself and its contextual tweets. The structure of the model is shown in Figure 1(a), which consists of two main components, modeling the target tweet and its contextual tweets, respectively. In particular, the local component (the left of Figure 1(a)) is used to extract features \( f \) from the target tweet content, and the contextual component (the right of Figure 1(a)) is used to extract contextual features \( f' \) from the history tweets of the author. Based on \( f \) and \( f' \), a logistic regression is used to obtain the output:

\[
o = \text{softmax}(W_o \cdot (f \oplus f')),
\]

where the matrix \( W_o \) is the model parameter matrix, \( o \) is the output two-bit sarcasm/non-sarcasm vector, and \( \oplus \) denotes vector concatenation.

3.1 The Local Component

Given an input tweet \( w_1, w_2, \ldots, w_n \), we extract a set of sparse discrete feature vectors \( f_1, f_2, \ldots, f_n \) by instantiating a set of feature templates over each word, respectively. In particular, we follow Rajadesingan et al. (2015) and use three feature templates, including the current word \( w_i \), the word bigram \( w_{i-1}w_i \) and the word trigram \( w_{i-2}w_{i-1}w_i \). The final local feature vector \( f \) is the sum of \( f_i \) from all words: \( f = \sum_{i=1}^{n} f_i \).

3.2 The Contextual Component

We follow Bamman and Smith (2015) for defining the features of the contextual tweets. In particular, a set of salient words are extracted from history tweets of the target tweet author, which can reflect the tendency of the author in using irony or sarcasm towards certain subjects.

First, we extract a number of most recent history tweets by using Twitter API\(^1\), setting the maximum number of history tweets to 80.\(^2\) The words in the history tweets are sorted by their tf-idf values. To estimate \( tf \) and \( idf \), we regard the set of history tweets for a given tweet as one document, and use all the tweets in the training corpus to generate a number of additional documents. We choose a fixed-number of contextual tweet words with the highest \( tf-idf \) values for contextual features.

Denoting the set of words extracted from contexts as \( \{w'_1, w'_2, \ldots, w'_K\} \), where \( K \) is a hyper-parameter set manually, we use a single feature template \( w_i \) the extract a sparse feature vector \( f'_i \) for each word. The final contextual feature is the sum of all unigram features: \( f' = \sum_{i=1}^{K} w'_i \). The set of baseline features, adopted from Rajadesingan et al. (2015) and Bamman and Smith (2015), are simple yet effective, giving highly competitive accuracies in our experiments.

\(^{1}\)https://dev.twitter.com
\(^{2}\)We use the data shared by Rajadesingan et al. (2015) directly, following their setting of history tweets.
4 Proposed Neural Model

In contrast to the discrete model, the neural model explores low-dimensional dense vectors as input. Figure 1(b) shows the overall structure of our proposed neural model, which has two components, corresponding to the local and the contextual components of the discrete baseline model, respectively. The two components use neural network structures to extract dense real-valued features $h$ and $h'$ from the local and history tweets, respectively, and we add a non-linear hidden layer to combine the neural features from the two components for classification. The output nodes can be computed by:

$$c = \tanh(W_c (h \oplus h') + b_c),$$
$$o = \text{softmax}(W_o c),$$

where the matrices $W_c$ and $W_o$, and the vector $b_c$ are model parameters.

As Figure 1 shows, the neural model is designed in such a way so that the correspondence between the model and the discrete baseline is maximized at the level of feature sources, for the convenience of direct comparison.

4.1 The Local Component

As shown on the left of Figure 1(b), we use a bi-directional gated recurrent neural network (GRNN) to model a tweet. The input layer of the network, represented by $x_i$ at each position of the input tweet, is the concatenation of three consecutive word vectors, with the current word $w_i$ in the center. With respect to the source of information, it is similar to the trigram feature templates of the baseline discrete model. Formally, at each word location $i$, the input vector is $x_i = [e(w_{i-1}), e(w_i), e(w_{i+1})]$, where $e$ is a function to obtain dense embeddings for words based on a matrix $E$, which is a model parameter.
A recurrent neural network is used to capture sequential features automatically, hence giving semantic information over the whole input tweets. Compared with the vanilla recurrent neural network structure, gated recurrent neural networks such as long-short-term-memory (Hochreiter and Schmidhuber, 1997) apply gate structures to effectively reduce the issues of exploding and diminishing gradients (Pascanu et al., 2013; Yao et al., 2015), and therefore have been widely used as a more effective form of recurrent neural networks.

We exploit two efficient GRNNs to obtain a left-to-right (h₁, h₂, ..., hₙ), and a right-to-left hidden node sequence (h₁', h₂', ..., hₙ'), respectively. Taking the left-to-right GRNN as an example, the hidden node vectors hᵢ are computed by:

\[ h_i' = (1 - z_i') \odot h_{i-1}' + z_i' \odot \tilde{h}_i' \]
\[ \tilde{h}_i' = \tanh(W_1'x_i + U_1'(r_i' \odot h_{i-1}')) + b_1' \]
\[ z_i' = \text{sigmoid}(W_2'x_i + U_2'h_{i-1} + b_2') \]
\[ r_i' = \text{sigmoid}(W_3'x_i + U_3'h_{i-1} + b_3') \]

where the zᵢ' and rᵢ' are two gates, and \( \odot \) denotes Hadamard product. \( W_1', U_1', W_2', U_2', W_3', U_3', b_1', b_2', b_3' \) are model parameters.

We use the same method to obtain hᵢ′ in the reverse direction, with the corresponding model parameters \( W_1, U_1, W_2, U_2, W_3, U_3, b_1, b_2, b_3 \) being \( W_1', U_1', W_2', U_2', W_3', U_3', b_1', b_2', b_3' \), respectively. After both hidden node sequences are computed, we concatenate the bi-directional hidden nodes at each position, obtaining \( h_1, h_2, ..., h_n \) (\( h_i = h_i' \odot h_i'' \)).

We apply a gated pooling function over the variable-length sequence \( h_1h_2...h_n \) to project these GRNN hidden node features into a global feature vector h. Formally, the pooling function is defined by \( h = \sum_{i=1}^{n} \alpha_i \odot h_i \), where the \( \alpha_i \) values are computed automatically by \( \alpha_i \propto \exp \left( \tanh(W_g h_i + b_g) \right) \) with the constrain of \( \sum_1^n \alpha_i = 1 \). \( W_g \) and \( b_g \) are model parameters. Here \( \alpha_i \)'s are vectors that control the bit-wise combination between the hidden vectors \( h_i, i \in [1 \ldots n] \).

The gated pooling add to the degree of flexibility in the interpolation compared with max, min and average pooling techniques, which are commonly used to extract features from variable length vector sequences. For example, when all \( \alpha_i \)'s are equal, the resulting pooling effect is the same as the average pooling function. This gated pooling mechanism is similar in spirit to the attention method of Bahdanau et al. (2014), but is used for each element in the operated vectors rather than the full vectors.

Note that our baseline discrete model and neural model have highly similar structures, differing mainly in the use of manual discrete features and automatic neural features. In particular, the discrete feature vector \( f = \sum_{i=1}^{n} f_i \) can be regarded as being obtained by using a sum pooling function \( f = \sum_{i=1}^{n} \alpha_i \odot f_i \), where \( \alpha_i = 1 \) \( i \in [1, n] \). Here \( f_i \) is a discrete feature vector with manual feature engineering. The neural model obtains \( f \) also by pooling, with \( \alpha_i \) being trained automatically. Different from \{fᵢ \}, the features \{hᵢ \} are obtained through automatical feature extraction via GRNN, rather than manual combination of one-hot features.

### 4.2 The Contextual Component

We follow the discrete baseline, using the same contextual tweet words extracted from history tweets for contextual features. Different from target tweet words, contextual tweet words are separate words without structures, and therefore it is unnecessary to use structured neural networks such as GRNNs to model them. As a result, we directly apply the gated pooling function to project their embedding vectors into a fixed-dimensional feature vector \( h' \).

### 5 Training

We use supervised learning with a training objective to minimize the cross-entropy loss over a set of training examples \( (x_i, y_i) \) \( i = 1 \) to \( N \), plus with a \( l_2 \)-regularization term,

\[ L(\theta) = -\sum_{i=1}^{N} \log p_{yi} + \frac{\lambda}{2} \| \theta \|^2, \]
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where $\theta$ is the set of model parameters, and $p_{yi}$ is the model probability of the gold-standard output $y_i$, which is computed by using logistic regression over the output vector $o$ in Eq (1) and (2) for the discrete and neural models, respectively.

Online AdaGrad (Duchi et al., 2011) is used to minimize the objective function for both discrete and neural models. All the matrix and vector parameters are initialized by uniform sampling in $(-0.01, 0.01)$. The initial values of the embedding matrix $E$ can be assigned either by using the same random initialization as the other parameters, or by using word embeddings pre-trained over a large-scale tweet corpus. We obtain pre-trained tweet word embeddings using GloVe (Pennington et al., 2014)$^3$. Embeddings are fine-tuned during training, with $E$ belonging to model parameters.

6 Experiments

6.1 Experimental Settings

6.1.1 Data

We use the dataset of Rajadesingan et al. (2015) to conduct our experiments, collected by querying the Twitter API using the keywords #sarcasm and #not, and filtering retweets and non-English tweets automatically. In total, Rajadesingan et al. (2015) collected 9,104 tweets that are self-described as sarcasm by the authors. We stream the tweet corpus using the tweet IDs they provide.$^4$

We remove the #sarcasm and #not hashtags from the tweets, assigning to them the sarcasm output tags for training and evaluation. General tweets that are non-sarcastic are also obtained using the tweet IDs shared by Rajadesingan et al. (2015). For each tweet, a set of history tweets are extracted using Twitter API, for obtaining of contextual tweet words. We remove the #sarcasm and #not hashtags of the history tweets also, in order to avoid predicting sarcasm by using explicit clues.

Our models are evaluated on a balanced and an imbalanced dataset, respectively, where the balanced dataset includes equal sarcastic and non-sarcastic tweets, and the imbalanced dataset has a sarcasm:non-sarcasm ratio of 1:4.

6.1.2 Evaluation

We perform ten-fold cross-validation experiments and exploit the overall accuracies of sarcasm detection as the major evaluation metric. We report the macro F-measures as well, considering the data imbalance. Concretely, for both sarcasm and non-sarcastic, we compute their precisions, recalls and F-measures, respectively, and then we report the averaged F-measure. To tune the model hyper-parameters, we choose 10% of the training dataset as the development corpus.

6.2 Hyper-parameters

There are several important hyper-parameters in our models, and we tune their values using the development corpus. For both the discrete and neural models, we set the regularization weight $\lambda = 10^{-8}$ and the initial learning rate $\alpha = 0.01$. For the neural models, we set the size of word vectors to 100, the size of hidden vectors in GRNNs to 100, and the size of the non-linear combination layer to 50. One exception is the maximum number of history tweet words, which is 100 as default in align with Bamman and Smith (2015). We will show that the performance is still increasing when the number becomes larger in the next subsection.

6.3 Development Results

We conduct development experiments to study the effect of pre-trained word embeddings for the neural models, as well as the effect of the contextual information for both sparse and neural models. These experiments are performed on the balanced dataset.

---

$^3$http://nlp.stanford.edu/projects/glove/

$^4$We are unable to obtain all the sarcastic tweets, due to modified authorization status of some tweets.
6.3.1 Initialization of Word Embeddings

We use the neural model with only local features to evaluate the effect of different word embedding initialization methods. As shown in Figure 2(a), a better accuracy is obtained by using GloVe embeddings for initialization compared with random initialization. The finding is consistent with previous results in the literature on other NLP tasks, which show that pre-trained word embeddings can bring better accuracies (Collobert et al., 2011; Chen and Manning, 2014).

6.3.2 Differentiating Local and Contextual Word Embeddings

We can obtain embeddings of contextual tweet words using the same looking-up function as target tweet words, thereby giving each word a unique embedding regardless whether it comes from the target tweet to classify or its history tweets. However, the behavior of contextual tweet words should intuitively be different, because they are used as different features. An interesting research question is that whether separate embeddings lead to improved results. We investigate the question by using two embedding look-up matrices $E$ and $E'$, for target tweet words and contextual tweet words, respectively. The result in Figure 2(b) confirms our assumption, showing an improved accuracy by separating the two types of embeddings for each word.

Based on the above observation, we use GloVe embeddings for initialization in our final neural models, and use separate embedding matrices for target and contextual tweet words.

6.3.3 Effect of Contextual Features

Previous work has shown the effectiveness of contextual features for discrete sarcasm detection models (Rajadesingan et al., 2015; Bamman and Smith, 2015). Here, we study their effectiveness under both discrete and neural settings. The results are shown in Figure 3. It can be seen that contextual tweet information is highly useful under the neural setting also, which is consistent with previous work for the discrete models.

In more detail, we look at the performance with different maximum number of contextual words, in order to see the potential of contextual features. Figure 4 shows the development results, with the number range from 0 to 200, where 0 denotes the local model. As shown, the performance is consistently increasing with the increase of maximum contextual word number, although in this work we choose this
Table 1: Final results of our proposed models, where ‡ denotes a p-value below $10^{-3}$ compared to the baseline by pairwise t-test.

| Model               | Balanced | Imbalanced |
|---------------------|----------|------------|
|                     | Accuracy | F-measure  | Accuracy | F-measure |
| **Local**           |          |            |          |           |
| baseline            | 78.55    | 78.53      | 86.45    | 75.14     |
| neural              | 79.29‡   | 79.36‡     | 87.25‡   | 77.37‡    |
| Riloff et al. (2013)| 77.26    | –          | 78.40    | –         |
| baseline $l_1$      | 78.56    | –          | 81.63    | –         |
| **Contextualized**  |          |            |          |           |
| baseline            | 88.10    | 88.11      | 91.15    | 85.92     |
| neural              | 90.74‡   | 90.74‡     | 94.10‡   | 90.26‡    |
| SCUBA++             | 86.08    | –          | 89.81    | –         |

6.4 Final Results

Table 1 shows the final results of our proposed models on both the balanced and the imbalanced datasets. The neural models show significantly better accuracies compared to the corresponding discrete baselines. Take the balanced data for example. Using only local tweet features, the neural model achieves an accuracy of 78.55%, significantly higher compared to the accuracy of 79.29% by the discrete model. Using also context tweet features, the accuracy of the neural model goes up to 90.74%, showing the strength of the history information. The F-measure values are consistent with the accuracies. These results demonstrate large advantages for the neural models on the task.

One interesting finding is that although the accuracies of imbalanced dataset are higher than those of balanced one, the micro F-measure values are on the contrary. The most possible reason could be the label bias of the imbalanced dataset, because detailed results show that the F-measures of sarcasm decrease significantly on the imbalanced dataset. According the final results, we can find both neural and contextual features can make up the F-measure gaps between balanced and imbalanced datasets, which further demonstrates the advantages of our final model.

We also compare the neural model with other sarcasm detection models in the literature. Shown in Table 1, Riloff et al. (2013) is lexicon-based model based on target tweet words only, identifying sarcasm by checking whether both positive and negative sentiment exist. SCUBA++ shows the best results of Rajadesingan et al. (2015), using a contextualized model. Our baseline model gives higher accuracies compared to this state-of-the-art model, despite using similar features. One reason can be the use of different optimization. For example, baseline-$l_1$ shows the accuracy of our baseline using $l_1$ regularization instead of $l_2$, which yields variations of up to 1%. Nevertheless, the main purpose of the comparison is to show that our baseline is comparable to the best systems. Bamman and Smith (2015) report an accuracy of 75.4% on a balanced dataset, which is lower than our result. However, they performed evaluation on a different set of data, thus the results are not directly comparable.

6.5 Analysis

In order to better understand the differences between neural and manual features, we compare the discrete and neural models in more details on the test dataset. We focus on the balanced setting, and compare the contextualized models.

6.5.1 Error Characteristics

Figure 5 shows the output sarcasm probabilities of both models on each test tweet, where the x-axis represents the discrete model and the y-axis represents the neural model. The shapes + and • represent the gold-standard sarcasm and non-sarcasm labels, respectively. A probability value above 0.5 corresponds
Figure 5: Error characteristic comparison, where + denotes sarcasm and • denotes non-sarcasm.

Figure 6: Accuracies against tweet length.

| sarcasm                  | non-sarcasm                           |
|--------------------------|---------------------------------------|
| I guess finally knowing what it could have been makes me better. | so happy my brother has so many good people to help him with his move next weekend. |
| trying to fix my car is exactly what i wanna be doing on a saturday night. | Never go a day without telling your parents you love them |

Table 2: Examples which the neural model predicted correctly but the discrete model incorrectly.

to the sarcastic output label. Intuitively, “+”s on the right half and “•”s on the left half of the figure show the examples that the discrete model predicts correctly, and “+”s on the top half and “•”s on the bottom half of the figure show the examples that the neural model predicts correctly.

As shown in the figure, most “+”s are in the top-right area, and most “•”s are in the bottom-left area, which indicates that the accuracies of both models are reasonably high. On the other hand, the samples are more scattered along the x-axis. This shows that the neural model is more confident in its predictions for most examples, demonstrating the discriminate power of the automatic neural features as compared with the manual discrete features.

6.5.2 Impact of Tweet Length

The GRNN neural model can potentially capture non-local syntactical and semantic information. We verify this assumption by comparing the accuracies of the neural and discrete models with respect to the tweet length. As shown in Figure 6, the neural model consistently outperforms the discrete model with respect to the tweet length. For longer tweets, the accuracies of the discrete model drops significantly, but those of the neural model remains stable.

6.5.3 Example Outputs

Table 2 shows some example sentences that the neural model predicted correctly, but the discrete model predicted incorrectly. Understanding sarcasm in the positive case requires global semantic information, which is better captured by non-local features from the recurrent neural network model. For the two cases with non-sarcasm gold labels, there are surface features such as “so happy”, “so many” and “never”, which are useful indicators of sarcasm for the discrete model. These features are local and can occur in both sarcasm and non-sarcasm tweets, thereby reducing the confidence of the discrete model (as shown in Figure 5) and can cause relatively more mistakes.

7 Conclusion

We constructed a deep neural network model for tweet sarcasm detection. Compared with traditional models with manual discrete features, the neural network model has two main advantages. First, it is free
from manual feature engineering and external resources such as POS taggers and sentiment lexicons. Second, it leverages distributed embedding inputs and recurrent neural networks to induce semantic features. The neural network model gave improved results over a state-of-the-art discrete model. In addition, we found that under the neural setting, contextual tweet features are as effective for sarcasm detection as with discrete models.
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