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Breast cancer is a serious threat to women’s physical and mental health. In recent years, its incidence has been on the rise and it has become the top female malignant tumor in China. At present, adjuvant chemotherapy for breast cancer has become the standard mode of breast cancer treatment, but the response results usually need to be completed after the implementation of adjuvant chemotherapy, and the optimization of the treatment plan and the implementation of breast-conserving therapy need to be based on accurate estimation of the pathological response. Therefore, to predict the efficacy of adjuvant chemotherapy for breast cancer patients is to find a predictive method that is conducive to individualized choice of chemotherapy regimens. This article introduces the research of DCE-MRI images based on deep transfer learning in breast cancer adjuvant curative effect prediction. Deep transfer learning algorithms are used to process images, and then, the features of breast cancer after adjuvant chemotherapy are collected through image feature collection. Predictions are made, and the research results show that the accuracy of the prediction reaches 70%.

1. Introduction

In recent years, technology has brought people not only the changes in living environment and lifestyle, but also some health diseases. For example, breast cancer has now occupied the first place among female malignant tumors in the world and has become the main culprit in the soaring mortality rate of female tumor patients [1, 2]. Adjuvant chemotherapy (NAC) is clinically used as a standard treatment for LABC patients before surgery. In some cases, it is suitable for women with larger tumors in stages IIA and IIB who wish to undergo breast-conserving surgery. It can not only effectively reduce the tumor volume, but also better the primary tumor to be downgraded, and it can improve the disease-free and long-term survival rate of patients [3]. However, not all breast cancer patients are sensitive to NAC. If the efficacy of chemotherapy cannot be evaluated in a timely and effective manner, it may lead to unnecessary toxicity in nonresponsive patients [4]. In addition, if the NAC cannot be stopped at the right time, it will cause a certain degree of overtreatment, which will not only exhaust the patient’s body and mind, but also increase the medical burden. Therefore, it is necessary to clarify whether the treatment plan being adopted is appropriate as soon as possible. If it is found to be slow to a certain chemotherapy drug, it is necessary to replace the appropriate and useful chemotherapeutic drug as soon as possible to avoid the ineffective use of systemic adjuvant therapy and provide a reliable basis for the choice of clinical treatment decision.

For breast cancer assisted evaluation, although pathological biopsy is the most accurate, evidence-based medicine shows that patients with malignant tumors should minimize the number of biopsies to prevent the spread and metastasis of cancer cells. Therefore, pathological examinations often occur before chemotherapy. After the operation and the later period of treatment, there is a lag effect to some extent [5, 6]. Although there are many noninvasive examinations in the audience, dynamic contrast-enhanced MRI (DCE-MRI) has the most potential for development. In recent years, DCE-MRI imaging technology relies on its advantage that
dynamic contrast-enhanced MRI contains rich disease information. It has become the mainstream in the prediction and evaluation of the curative effect of neoadjuvant chemotherapy for breast cancer. The correlation between the information contained in DCE-MRI images and the curative effect of NAC has also become a research hotspot in the biomedical field [7, 8]. However, it has mostly been done around semiquantitative analysis in the past and cannot indirectly accurately show the exchange and penetration process of the contrast agent in the tumor. Quantitative dynamic enhanced magnetic resonance uses its multiparameter, multi-time image, and hemodynamic angle to evaluate tumor microvessels. The advantages of perfusion and penetration function stand out. It is based on the rapid and uninterrupted scanning of T1 level, selecting appropriate pharmacokinetic models, measuring specific quantitative parameters, and achieving noninvasive analysis of the microscopic changes of tumor neovascularization in vivo. At present, the deep transfer learning method has been applied in many image detection and recognition processes and has achieved effective applications. Among them, the more prominent algorithm is the Convolutional Neural Network (CNN) [9]. Convolutional Neural Networks can automatically learn features of different depths in images, so we explored the use of CNN combined with patients’ DCE-MRI images to predict the efficacy of breast cancer adjuvant chemotherapy.

The main content of this article is the study of DCE-MRI image based on deep transfer learning in breast cancer adjuvant curative effect prediction. Firstly, the deep transfer learning algorithm is applied to breast cancer image processing, and secondly, the curative effect of breast cancer adjuvant chemotherapy is adopted. For evaluation and research, and finally through the feature data collection of images before and after adjuvant chemotherapy for breast cancer, the accuracy of DCE-MRI images in predicting the adjuvant curative effect of breast cancer is obtained. The innovation of this article lies in the application of deep migration learning algorithms to image processing before and after adjuvant chemotherapy for breast cancer, which achieves good results in image processing, detection, and classification.

2. Related Works

The background analysis of breast cancer can describe the progress and status of the tumor, which is based on the segmentation of the entire breast based on MRI images. By using MRI image sequences to construct a pipeline for breast region segmentation, the possibility of automatic breast cancer diagnosis can be realized. Research on breast region segmentation based on traditional and deep learning methods has been carried out for several years, but for the following background analysis, most of the studies have not achieved satisfactory results. Sui D proposed a new method of whole breast region segmentation method based on U-net++ [10]. Compared with the most used medical image analysis model (traditional U-net model), it can achieve better results and get a better IOU instead of CNN model. His experiments show that U-net++ with deep supervision can achieve a higher IOU than the U-net model. But the accuracy rate is relatively low.

Lu proposed a new method of information extraction based on deep Convolutional Neural Networks and transfer learning [11]. First, he excluded linear features based on Deep Convolutional Neural Network (DCNN). Next, he introduced the transfer learning mechanism to use the feature extraction method learned from DCNN for information extraction [12, 13]. Finally, the information extraction results were completed through DTCLE and e-cognitive information extraction (ECLE) [14, 15]. The experimental results show that the overall accuracy of experimental images 1, 2, and 3 using the DTCLE method are 91.7%, 88.1%, and 88.2%, respectively, and the overall accuracy of ECLE is 90.7%, 90.5%, and 87.0%. The accuracy of DTCLE is the same as that of ECLE, and it is also superior to ECLE in terms of completeness and continuity [16]. But his method is more cumbersome. Nakamura J. proposed that granulocyte colony stimulating factor (G-CSF) is used as a neutrophil support therapy in breast cancer chemotherapy [17]. Common adverse events of G-CSF include bone pain, headache, and fatigue. His study reported that a 66-year-old woman who had undergone breast cancer surgery received adjuvant chemotherapy and prophylactically used polyethylene glycol filgrastim (peg-G) [18, 19]. The woman cured polyethylene glycol-G-related vasculitis 11 days after receiving the first polyethylene glycol-G treatment. His research showed that although various blood and culture tests are required to rule out other vasculitis syndromes and infections, women’s symptoms disappear spontaneously, and no treatment is given except for discontinuing causative drugs [19, 20]. His research was only one aspect of research, and there are limitations.

3. Deep Transfer Learning Algorithms and Applications

3.1. Convolutional Neural Network Algorithm Based on Deep Transfer Learning. Deep learning methods have been widely used in many patterns recognition tasks and have achieved good results. Among them, the more prominent algorithm is the Convolutional Neural Network (CNN) algorithm. Generally, the input of CNN is image data, so the structure of CNN can be designed according to the characteristics of the image, so that it has higher efficiency and better performance than general structure neural network [21, 22]. The differences from general neural networks are as follows: different from the feature vectors used in general neural networks, the network layer of CNN has 4 different structural layers, which are convolutional layer, pooling layer, linear rectification layer, and fully connected layer. The following introduces the basic algorithm of Convolutional Neural Network. This article mainly introduces the loss function.

The loss function is that after a given hypothesis function, we can calculate the probability score of each category for each input data x, but the degree of difference between the obtained probability score and the category to which the actual x belongs is not intuitively [23]. This introduces the
concept of loss function, which is used to measure the degree of difference between the predicted value of \( x \) and the real value \( y \), and it can also be used to measure the parameters \( w \), \( b \) of the predicted value of \( x \) in the hypothetical function. When the loss function is high, the current parameters \( W \) and \( b \) perform poorly, and when the loss function is low, it means that the current parameters \( W \) and \( b \) perform better. In mathematical principle, the loss function of softmax classifier can be obtained by maximum likelihood estimation [24, 25]. The specific derivation process is as follows:

\[
W, b = \arg \max P(y|x; W, b),
\]

\[
= \arg \max \prod_{n=1}^{m} p(y|x; W, b),
\]

\[
= \arg \max \sum_{n=1}^{m} \log \frac{\exp(s)}{\exp(s)},
\]

\[
= \arg \min \sum_{n=1}^{n} (s + \log(\exp s)),
\]

\[
\text{err} = \arg \min \sum_{n=1}^{n} \text{err}(W, b),
\]

\[
= \arg \min \sum_{n=1}^{m} \frac{\text{err}}{\sum_{n=1}^{n} \text{err}(W, b)},
\]

\[
\text{err}(w, b) = \frac{\sum_{n=1}^{n} \text{err} + \lambda}. \]

\( \lambda \) is an actual number, and its function is to adjust the degree of influence of regularization on the loss function. The size of the \( \lambda \) value setting determines the degree of influence. The above is the derivation process of the loss function and the final expression formula.

3.2. Application of Convolutional Neural Network Algorithm in Medical Images. In recent years, with the rapid development of computer vision, machine vision, and other technologies, deep learning has achieved better results than human eye recognition in some areas of processing natural images, such as image classification and target detection and behavior recognition [28, 29]. The most representative algorithm in deep learning is Convolutional Neural Network (CNN). Data-driven CNN has achieved very good results in scientific research and engineering applications. In the field of natural images, Convolutional Neural Networks are widely used, such as image classification and object recognition, which have achieved good results and have received great attention from academia and industrial streets [30–33]. Therefore, some researchers have introduced CNN into the study of medical images, such as image segmentation in brain magnetic resonance images, detection of lung nodules in lung CT images, and detection and classification in breast tissue pathological images [34].

4. Deep Transfer Learning Algorithm Structure

4.1. Structure of the Convolutional Neural Network Algorithm Based on Deep Transfer Learning. This part of the content mainly introduces the different structural layers in CNN, including convolutional layer, pooling layer, linear rectifier layer, and fully connected layer. The general structure of CNN is shown in Figure 1.

(1) Convolutional layer: compared with the general neural network layer, the CNN network layer has two different characteristics. One is convolution based on the principle of sparse connection, and the other is weight sharing [35]. (1) Convolution: each neuron only needs to be connected to a small part of the input neuron. This puts forward the concept of the receptive field of the local connection range, also called the convolution kernel. Through the change of the position of the convolution kernel on the input image, the local area is mapped to the next layer of neurons; that is, these neurons are activated. (2) Weight sharing: the feature of an image appears in different areas of the image or there are multiple areas of the image. Therefore, the same features in these different positions share the same weight on the neuron, which can also be used to find the location of the same feature in the image. Through the above two methods, the amount of CNN parameters can be greatly reduced.

(2) Pooling layer: the operation of the pooling layer is performed independently on each depth component, and the most common one is maximum convergence [36]. What is commonly used is that the size of each filter is 2*2, the stride \( S = 2 \), and the Max operation is used in each local space. 75% of the information is discarded from the input information, and the output result is obtained. The principle is shown in Figure 2.

(3) Linear rectification layer and fully connected layer: the linear rectification layer has the same operation as the above loss function, which activates the elements one by one without changing the data dimension [37, 38]. After the convolutional layer operation is completed, the fully connected layer
collects the feature maps output by the convolution, so that some redundant parameters are invalidated, which can prevent the model from overfitting.

4.2. Evaluation of the Efficacy of Adjuvant Chemotherapy for Breast Cancer. In the clinical treatment of breast cancer, with the promotion and popularization of adjuvant chemotherapy, it has become the standard treatment mode for locally advanced breast cancer. In clinical applications, if an accurate evaluation of the efficacy of neoadjuvant chemotherapy is made before surgery, it is helpful to timely discover intractable tumors that do not respond to treatment or only have a small response and adjust the chemotherapy regimen for breast cancer patients in real time to reduce the risk of failure. Necessary treatments and toxic side effects caused by chemotherapeutic drugs increase the possibility of complete pathological remission for patients and at the same time help select the timing of surgery and determine the patients who are suitable for breast-conserving treatment. Therefore, it is necessary to make an objective and accurate evaluation of the expected curative effect of breast cancer patients during adjuvant chemotherapy. The efficacy of adjuvant chemotherapy is generally evaluated in both clinical and pathological aspects. Clinical evaluation is generally based on changes in tumor number and tumor volume to evaluate the efficacy of chemotherapy. Oncologists from anticancer organizations around the world have formulated the WHO evaluation criteria for the efficacy of solid tumors. With the continuous improvement of the treatment level and tumor diagnosis, the evaluation criteria for the efficacy of solid tumors have also undergone several revisions. The cooperation has established the Response Evaluation Criteria in Solid Tumors (RECIST) that is currently recognized by the international tumor community. Target lesions refer to measurable lesions used for comparative evaluation of efficacy before and after treatment in the RECIST1.1 standard. The difference between the efficacy evaluation standard and the WHO standard is shown in Table 1.

Pathological examination is the gold standard for diagnosing the efficacy of neoadjuvant chemotherapy. Compared with clinical evaluation, it has more important meaning for treatment guidance and prognostic judgment. However, it requires case puncture during surgery, which will cause problems for the patient. At the same time, the secondary injury has the problem of not timely evaluation results, also limiting its clinical application. This study was carried out based on clinical evaluation standards, and the gold standard of pathological examination was used as a reference. Figure 3 shows the comparison of complete remission images, Figure 4 shows the comparison of partial remission images, and Figure 5 shows the comparison of stable disease images.

4.3. Data Collection of the Breast DCE-MRI Imaging Experiment

4.3.1. DCE Data Format. According to the operating principle of DCE-MRI image acquisition, the image data is composed of four-dimensional data. By combining the absorption and release of intravenous contrast agent in the analyzed tissue, three-dimensional images of the tissue before and after the injection of the contrast agent are obtained (1 sequence before injection, T0 mask sequence; 5 sequences after injection, T1 ∼ T5 enhanced sequence), so the data structure of DCE-MRI images is four-dimensional, that is, three spatial dimensions plus one time dimension (enhanced information at different times). Usually, the four-dimensional data structure of breast DCE-MRI scan is shown in Figure 6, where the directions of X-axis, Y-axis, and Z-axis represent the three-dimensional structure of the image, and the T-axis represents the enhancement of the image before and after the injection of the contrast agent. DCE-MRI images reflect the internal structure and characteristics of the analyzed tissue through the above-mentioned methods, and the data studied in this article are obtained from these image data.

4.3.2. Overview of Experimental Data. The case data of this experiment was collected from data of 60 malignant breast cancer patients confirmed by surgical cases in a certain regional hospital during a certain period. All cases were female patients, ranging in age from 29 to 61 years, with an average age of 47.35 years. Among the 60 patients, the pathological diagnosis showed 30 cases of invasive ductal carcinoma, 22 cases of invasive carcinoma, 4 cases of intraductal carcinoma, and 4 cases of invasive poorly differentiated adenocarcinoma. All patients underwent DCE-MRI scans before and 2 cycles after chemotherapy. The clinicopathological information of breast cancer patients was listed, including age, menopause,
tumor size, and cancer type. The specific results are shown in Table 2. These clinicopathological information characteristics are not significant in the effective group and the ineffective group ($P < 0.05$).

The examination equipment used for DCE-MRI image acquisition is a dedicated breast phased array coil for acquisition. During the examination and scanning process, the patient lies prone on the rigid testing table with the hands...
flat on both sides of the body, and the breasts on both sides naturally droop and enter the breast phased array coil.

The object analyzed in this study is T1-weighted dynamic enhanced imaging (DCE-MRI), the scan sequence is 13d1, and the detection time of a dynamic enhanced MRI of the breast is about 15 to 18 minutes. The first sequence of the dynamic enhancement scan is the mask plain scan sequence. For the sequence scan, the mask sequence is scanned before the injection of the contrast agent. At the end of the sequence, the paramagnetic contrast agent is placed on the patient’s arm at a dose of 0.2 mmol/kg. A high-pressure syringe is used to inject intravenously at an average flow rate of 4 ml/s. In the dynamic enhancement scan process, the scan sequence of 3-time phases is set, after 1 minute 20 seconds and 2 minutes 25 seconds, respectively, and the

| Clinicopathological characteristics | Total | Effective | Invalid | P    |
|------------------------------------|-------|-----------|---------|------|
| Age ≥ 40                           | 45    | 37        | 8       | 0.35 |
| Menopause                          | 20    | 15        | 5       | 0.45 |
| Swollen lymph nodes in the armpit  | 50    | 45        | 5       | 0.35 |
| The largest diameter of the lesion before chemotherapy |       |           |         |      |
| <2 cm                              | 3     | 3         | 0       | 1    |
| 2 cm–5 cm                          | 17    | 14        | 3       | 1    |
| >5 cm                              | 40    | 30        | 10      | 0.75 |
| Maximum diameter of lesion after chemotherapy |       |           |         |      |
| <2 cm                              | 15    | 13        | 2       | 1    |
| 2 cm–5 cm                          | 40    | 28        | 2       | 0.19 |
| >5 cm                              | 5     | 4         | 1       | 0.40 |
| Cancer type                        |       |           |         |      |
| Invasive ductal carcinoma          | 30    | 25        | 5       | 0.75 |
| Invasive carcinoma                 | 19    | 15        | 4       | 1    |
| Intraductal carcinoma              | 7     | 5         | 2       | 0.45 |
| Invasive poorly differentiated carcinoma |     |           |         |      |
|                                   | 4     | 3         | 1       | 1    |

**Figure 5**: SD image comparisons. (a) Before. (b) Rear.

**Figure 6**: Schematic diagram of the four-dimensional data structure of breast DCE-MRI.

**Figure 7**: Enhanced sequence (S0, S1, and S3) acquisition time axis.

**Table 2**: Statistics of clinicopathological characteristics of effective and ineffective groups of breast cancer adjuvant chemotherapy.
image acquisition work of the S1 sequence and the S2 sequence is performed, respectively. Starting from 5 minutes to 30 seconds after S2 imaging is completed, the MRI scanner will change the parameters to perform high-resolution sequence image acquisition of the breast. The reconstruction layer thickness of this mode is reduced to 0.8 mm. It is possible to obtain a more detailed breast image than the first three sequences, so that the doctor can make an accurate diagnosis. Figure 7 shows the acquisition time axis and sequence of the pan sweep sequence.

Since the three plain scan sequences use the same scan parameters, the image set specifications of each sequence are the same. Therefore, the data is stored as a four-dimensional matrix to facilitate subsequent research. Table 3 presents the specific parameters of each sequence of breast DCE-MRI images.

### 5. Imaging and Prediction Results of Breast Cancer Adjuvant Chemotherapy

#### 5.1. DCE-MRI Imaging to Evaluate Imaging of Neoadjuvant Chemotherapy for Breast Cancer

Dynamic contrast-enhanced MRI (DCE-MRI) is the introduction of contrast agent, tracing the TIC curve of the area of interest. And then the paper selects the appropriate pharmacokinetic model analysis to measure various quantitative parameters reflecting the microcirculation state of tumor foci and the penetration of contrast agent, including volume transfer constant Ktrans, rate constant Kep, and extravascular extracellular space volume ratio etc. In fact, the contrast agent itself does not directly have biological characteristics, but the penetration effect tends to condense in the tissue area with high vascular permeability, thus presenting an enhancement effect. The degree of enhancement depends on the microvessel density, blood flow, and vascular permeability of the lesion. In the case of sexual conditions, DCE-MRI can indirectly capture this microscopic change by analyzing the corresponding quantitative parameters. Moreover, neovascularization is the key to the development of breast cancer, while neoadjuvant chemotherapy drugs focus on destroying the formed tumor blood vessels and antagonizing them. The tumor is about to generate new blood vessels. Therefore, DCE-MRI can objectively and indirectly evaluate the effect of chemotherapy drugs on the tumor.

#### 5.2. The Results of Breast Cancer Adjuvant Chemotherapy Prediction Results

##### 5.2.1. Research Plan

In the research process of this part, firstly, the correlation analysis of breast DCE-MRI image features before adjuvant chemotherapy and after adjuvant chemotherapy for 2 cycles was performed to screen out some features, and then CNN was used to further select the feature set, and then the support vector machine was used to analyze the final features. The feature set is used for classification prediction. The specific process is shown in Figure 8.

When distributing the training set and test set data, the case is the basic unit to separate, to avoid the images in the same case sequence from appearing in training and testing. The area under the experimenter’s characteristic curve (AUC) is evaluated by the following formulas about specificity, accuracy, and sensitivity to evaluate the experimental prediction results. When evaluating the classification effect of a classifier, the formula for each evaluation index used is as follows:

1. Sensitivity:
   \[
   \text{SEN} = \frac{TP}{TP + FN} \tag{3}
   \]

2. Specificity:
   \[
   \text{SPE} = \frac{TN}{TN + FP} \tag{4}
   \]

3. Accuracy:
   \[
   \text{ACC} = \frac{TP + FN}{FP + FN + TN + FP} \tag{5}
   \]
5.2.2. Classification of Feature Subsets Based on Deep Transfer Learning. In deep transfer learning, the trained model parameters are assigned to the convolutional layer of CNN. At the same time, the basic learning rate of transfer learning needs to be adjusted appropriately before training. First, initialize the parameters to the convolutional layer before and after chemotherapy, and then lower the learning rate to the minus 4th power of 10. Second, input the training data to the model for training. Finally, the actual test results are obtained.

It can be seen from Table 4 that the classification sensitivity of the 17-dimensional optimal feature set before chemotherapy reached 0.97, the specificity reached 0.85, the accuracy rate reached 0.93, and the AUC value reached 0.95, regardless of whether it was compared with other dimensional feature sets before chemotherapy or compared with the feature set after chemotherapy; its predictive ability is quite good. From the above table, it can also be found that the feature set before chemotherapy is better than the feature set after chemotherapy in predicting the efficacy of neoadjuvant chemotherapy. The breast imaging features after the neoadjuvant chemotherapy are less predictive than the imaging features before chemotherapy. This is consistent with our preliminary estimate; that is, the DCE-MRI imaging features of the breast before chemotherapy are used to predict the efficacy of adjuvant chemotherapy. In order to further explore the separability of a single feature in the optimal feature set, this study performed a classification evaluation on a single feature in the 17-dimensional optimal feature set. The specific results are shown in Table 5.

According to Table 5, in the optimal feature set, the AUC value of the lesion radius reached 0.85, and the average enhancement rate of the normal side and the AUC value of the enhancement variance feature of the lesion side also reached above 0.7, indicating that the above features are in the prediction of chemotherapy efficacy (a certain degree of credibility). In the above table, the reason why the specificity of features is generally low may be that the two sets of data are unbalanced, which makes it impossible to accurately classify the small data set, resulting in particularly low classification specificity. By comparing the classification ability of breast imaging features before and after chemotherapy in the efficacy of adjuvant chemotherapy, the DCE-MRI imaging features of the breast before chemotherapy can predict the efficacy of adjuvant chemotherapy, and as the chemotherapy progresses, the imaging features predict the efficacy of chemotherapy. The contribution of capacity will be reduced. This shows that, in the prediction, features can provide additional valuable information for the prediction of chemotherapy efficacy and improve the clinical application value.

6. Conclusion

Based on the research of deep transfer learning algorithm, this paper first applies the deep transfer learning algorithm to the detection and classification of images. Secondly, it establishes the evaluation characteristics through the evaluation criteria of the curative effect and finally uses DCE-MRI to conduct breast cancer before and after chemotherapy. The image analysis finally reached an accurate prediction of the curative effect of adjuvant chemotherapy.
for breast cancer. The research in this article has achieved a certain effect in the prediction of adjuvant chemotherapy for breast cancer. It is helpful to the treatment plan of adjuvant chemotherapy for breast cancer. It also relieves certain trial and error for patients with adjuvant chemotherapy for breast cancer. The process has certain practical guiding significance.

Data Availability

The data used to support the findings of this study are available from the corresponding author upon request.

Disclosure

Suqun He contributed equally to this work as the co-first author.

Conflicts of Interest

The authors declare no conflicts of interest.

Acknowledgments

This work was supported by the Guangdong Medical Science and Technology Research Fund (no. 20161191338598).

References

[1] Y. Guo, R. M. Lebel, Y. Zhu et al., “High-resolution whole-brain DCE-MRI using constrained reconstruction: p,” Medical Physics, vol. 43, no. 5, pp. 2013–2023, 2016.
[2] Y. Gao and K. M. Mosalam, “Deep transfer learning for image-based structural damage recognition,” Computer-Aided Civil and Infrastructure Engineering, vol. 33, no. 9, pp. 748–768, 2018.
[3] Z. Ni and B. Huang, “Human identification based on natural gait micro-Doppler signatures using deep transfer learning,” IET Radar, Sonar & Navigation, vol. 14, no. 10, pp. 1640–1646, 2020.
[4] S. K. Addagarla, G. K. Chakravarthi, and P. Anitha, “Real time multi-scale facial mask detection and classification using deep transfer learning techniques,” International Journal of Advanced Trends in Computer Science and Engineering, vol. 9, no. 4, pp. 4402–4408, 2020.
[5] J. Li, X. Li, D. He, and Y. Qu, “A domain adaptation model for early gear pitting fault diagnosis based on deep transfer learning network,” Proceedings of the Institution of Mechanical Engineers - Part O: Journal of Risk and Reliability, vol. 234, no. 1, pp. 168–182, 2020.
[6] H. Ca, W. Wang, L. Su et al., “Deep transfer learning for underwater direction of arrival using one vector sensor,” Journal of the Acoustical Society of America, vol. 149, no. 3, pp. 1699–1711, 2021.
[7] F. Lin, J. Chen, and G. Ding, “Spectrum prediction based on GAN and deep transfer learning: a cross-band data augmentation framework,” China Communications, vol. 18, no. 1, pp. 18–32, 2021.
[8] A. Yildiz, A. Abd Almiserb, Š. Dzakmic, N. M. Tahir, S. Turaev, and M. A. Saleh, “Banknotes counterfeit detection using deep transfer learning approach,” International Journal of Advanced Trends in Computer Science and Engineering, vol. 9, no. 5, pp. 8115–8122, 2020.
[9] K. R. Bhatle and S. S. Bhaduria, “Classification of neurodegenerative diseases based on VGG 19 deep transfer learning architecture: a deep learning approach,” Bioscience Biotechnology Research Communications, vol. 13, no. 4, pp. 1972–1980, 2020.
[10] Y. Zhang, J. H. Shen, K. T. Chang et al., “Automatic breast and fibroglandular tissue segmentation in breast MRI using deep learning by a fully-convolutional residual neural network: U-net,” Academic Radiology, vol. 26, no. 11, pp. 1526–1535, 2019.
[11] H. Lu, X. Fu, and C. Liu, “Cultivated land information extraction in UAV imagery based on deep Convolutional Neural Network and transfer learning,” Journal of Mountain Science, vol. 14, no. 4, pp. 731–741, 2017.
[12] M. J. Gollub, T. Tong, and M. Weiser, “Limited accuracy of DCE-MRI in identification of pathological complete responders after chemoradiotherapy treatment for rectal cancer,” European Radiology, vol. 27, no. 4, pp. 1605–1612, 2017.
[13] M. Maas, P. J. Nelemans, V. Valentini et al., “Long-term outcome in patients with a pathological complete response after chemoradiation for rectal cancer: a pooled analysis of individual patient data,” The Lancet Oncology, vol. 11, no. 9, pp. 835–844, 2010.
[14] N. Cai, H. Chen, Y. Li, Y. Peng and J. Li, “Adaptive weighting landmark-based group-wise registration on lung DCE-MRI images,” IEEE Transactions on Medical Imaging, vol. 40, no. 2, pp. 673–687, 2020.
[15] F. D. Pineda, T. O. Easley, and G. S. Karczmarz, “Dynamic field-of-view imaging to increase temporal resolution in the early phase of contrast media uptake in breast DCE-MRI: a feasibility study,” Medical Physics, vol. 45, no. 3, pp. 1050–1058, 2018.
[16] D. Pilutti, M. Strumia, M. Büchtel, and S. Hadijemenni, “Non-parametric bayesian registration (NParBR) of body tumors in DCE-MRI data,” IEEE Transactions on Medical Imaging, vol. 35, no. 4, pp. 1025–1035, 2015.
[17] J. Nakamura, T. M. Nishi, S. Yamashita et al., “Pegfilgrastim-associated large-vessel vasculitis developed during adjuvant chemotherapy for breast cancer: a case report and review of the literature,” Journal of Oncology Pharmacy Practice, vol. 26, no. 7, pp. 1785–1790, 2020.
[18] R. Wesolowski, M. C. Duggan, A. Stiff et al., “Circulating myeloid-derived suppressor cells increase in patients undergoing neo-adjuvant chemotherapy for breast cancer,” Cancer Immunology, Immunotherapy, vol. 66, no. 11, pp. 1437–1447, 2017.
[19] N. Zdenkowski, P. Butow, S. Fewster et al., “Exploring decision-making about neo-adjuvant chemotherapy for breast cancer,” Breast Journal, vol. 22, no. 1, pp. 133-134, 2016.
[20] H. V. Waart, W. H. van Harten, and L. M. Buffart, "Why do patients choose (not) to participate in an exercise trial during adjuvant chemotherapy for breast cancer?" Psycho-Oncology, vol. 25, no. 8, pp. 964–970, 2016.
[21] K. S. Coureyna, R. J. Segal, J. R. Mackey et al., "Effects of aerobic and resistance exercise in breast cancer patients receiving adjuvant chemotherapy: a multicenter randomized controlled trial," Journal of Clinical Oncology, vol. 25, no. 28, pp. 4396–4404, 2007.
[22] D. Grevenstein, M. Bluemke, and H. Kroening-Jungaberal, "Incremental validity of sense of coherence, neuroticism, extraversion, and general self-efficacy: longitudinal prediction of substance use frequency and mental health," Health and Quality of Life Outcomes, vol. 14, no. 1, pp. 9–14, 2016.
[23] M. A. Miller, S. Arlauckas, and R. Weissleder, "Prediction of anti-cancer nanotherapy efficacy by imaging," Nanotheranostics, vol. 1, no. 3, pp. 296–312, 2017.
[24] M. Kitahara, S. Hazama, R. Tsunedomi et al., “Prediction of the efficacy of immunotherapy by measuring the integrity of cell-free DNA in plasma in colorectal cancer,” *Cancer Science*, vol. 107, no. 12, pp. 1825–1829, 2016.

[25] W. Shu, S. Guan, X. Yang et al., “Genetic markers in CYP2-C19 and CYP2B6 for prediction of cyclophosphamide’s 4-hydroxylation, efficacy and side effects in Chinese patients with systemic lupus erythematosus,” *British Journal of Clinical Pharmacology*, vol. 81, no. 2, pp. 327–340, 2016.

[26] T. Ozawa, K. Mihasara, and N. Yasuno, “Predictors of the therapeutic effect of sivelestat in patients with acute lung injury associated with systemic inflammatory response syndrome,” *Journal of Pharmaceutical Health Care and Sciences*, vol. 2, no. 1, pp. 19–25, 2016.

[27] M. K. Erbas and Ü. N. L. Ü. Hüseyin, “Prediction validity of teaching efficacy on task-centered anxiety: a study on physical education teacher candidates,” *Journal of Theoretical Educational Science*, vol. 13, no. 4, pp. 701–715, 2020.

[28] Y. Granovsky, Y. Argaman, I. Weissman-Fogel, A. Sinai, and D. Yarnitsky, “P71 Prediction of rTMS efficacy in pain reduction for fibromyalgia patients by inhibitory pain modulation,” *Clinical Neurophysiology*, vol. 131, no. 4, pp. 51-52, 2020.

[29] A. Onishi, S. Kamitsuji, M. Nishida et al., “Genetic and clinical prediction models for the efficacy and hepatotoxicity of methotrexate in patients with rheumatoid arthritis: a multicenter cohort study,” *The Pharmacogenomics Journal*, vol. 20, no. 3, pp. 433–442, 2020.

[30] K. Liu, F. Ke, X. Huang et al., “DeepBAN: a temporal convolution-based communication framework for dynamic WBANs,” *IEEE Transactions on Communications*, vol. 69, no. 10, pp. 6675–6690, 2021.

[31] Q. Xu, Y. Zeng, W. Tang et al., “Multi-task joint learning model for segmenting and classifying tongue images using a deep neural network,” *IEEE Journal of Biomedical and Health Informatics*, vol. 24, no. 9, pp. 2481–2489, 2020.

[32] Y. Zou, H. Wu, X. Guo, and L. Peng, “MK-FSVM-SVDD: a multiple kernel-based fuzzy SVM model for predicting DNA-binding proteins via support vector data description,” *Current Bioinformatics*, vol. 16, no. 2, pp. 274–283, 2021.

[33] J. Yao, H. Yang, and R. Dai, “Characterization of the complete mitochondrial genome of Acanthoscelides obtectus (Coleoptera: chrysomelidae: Bruchinae) with phylogenetic analysis,” *Genetica*, vol. 145, no. 4, pp. 397–408, 2017.

[34] H. Yu, Y. Zhao, Z. Liu et al., “Research on the financing income of supply chains based on an E-commerce platform,” *Technological Forecasting and Social Change*, vol. 169, Article ID 120820, 2021.

[35] Z. Liu, L. Lang, L. Li, Y. Zhao, and L. Shi, “Evolutionary game analysis on the recycling strategy of household medical device enterprises under government dynamic rewards and punishments,” *Mathematical Biosciences and Engineering: MBE*, vol. 18, no. 5, pp. 6434–6451, 2021.

[36] Y. Tang, S. Liu, Y. Deng, Y. Zhang, L. Yin, and W. Zheng, “Construction of force haptic reappearance system based on Geomagic Touch haptic device,” *Computer Methods and Programs in Biomedicine*, vol. 190, Article ID 105344, 2020.

[37] W. Zheng, X. Liu, and L. Yin, “Research on image classification method based on improved multi-scale relational network,” *PeerJ Computer Science*, vol. 7, Article ID e613, 2021.

[38] Z. Zhang, L. Wang, W. Zheng, L. Yin, R. Hu, and Y. Bo, “Endoscope image mosaic based on pyramid ORB,” *Biomedical Signal Processing and Control*, vol. 71, Article ID 103261, 2022.