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Abstract

Introduction: Kidney renal clear cell carcinoma (KIRCC) is a highly heterogeneous and lethal cancer that can arise in patients with renal disease. DeepSurv combines a deep feed-forward neural network with a Cox proportional hazards function and could provide optimized survival results compared with conventional survival analysis.

Methods: This study used an improved DeepSurv algorithm to identify the candidate genes to be targeted for treatment on the basis of the overall mortality status of KIRCC subjects. All the somatic mutation missense variants of KIRCC subjects were abstracted from TCGA-KIRC database.

Results: The improved DeepSurv model (95.1%) achieved greater balanced accuracy compared with the DeepSurv model (75%), and identified 610 high-risk variants associated with overall mortality. The results of gene differential expression analysis also indicated nine KIRCC mortality-risk-related pathways, namely the tRNA charging pathway, the D-myos-inositol-5-phosphate metabolism pathway, the DNA double-strand break repair by nonhomologous end-joining pathway, the superpathway of inositol phosphate compounds, the 3-phosphoinositide degradation pathway, the production of nitric oxide and reactive oxygen species in macrophages pathway, the synaptic long-term depression pathway, the sperm motility pathway, and the role of JAK2 in hormone-like cytokine signaling pathway. The biological findings in this study indicate the KIRCC mortality-risk-related pathways were more likely to be associated with cancer cell growth, cancer cell differentiation, and immune response inhibition.

Conclusion: The results proved that the improved DeepSurv model effectively classified mortality-related high-risk variants and identified the candidate genes. In the context of KIRCC overall mortality, the proposed model effectively recognized mortality-related high-risk variants for KIRCC.
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Introduction

Kidney renal clear cell carcinoma (KIRCC) is a type of lethal genitourinary disease and is the leading cause of malignant kidney tumors. Published studies have indicated that KIRCC recognition could be increased by identifying inter- and intra-tumor molecular heterogeneity.1,2 If KIRCC is diagnosed at an early stage, surgery may effectively eliminate cancer from the patient’s body. However, the rate at which cancer can be eliminated becomes worse in later stages, and fewer than 20% of patients with metastatic KIRCC have a survival time longer than 2 years.3,4 The Cancer Genome Atlas Kidney Renal Clear Cell Carcinoma (TCGA-KIRC) project has assembled large-scale sequencing data containing multiple data types—for instance, data concerning DNA methylation, clinical information, and other forms of genomic information; this data set enables the discovery of new molecular mechanisms of KIRCC.5 One study indicated KIRCC is...
in an immune-responsive disease and can potentially be treated using immune inhibitors. Furthermore, hemodialysis has been widely researched in many studies, and the KIRC database has been extensively used for the comprehensive molecular characterization of KIRC. Hence, the genomic characteristics and molecular pathways of KIRC, especially the immune-checkpoint-related genes, should be further investigated.

It is difficult to efficiently apply conventional analytic approaches to high-throughput and high-variability genomic data; however, machine learning is practical for this purpose. Machine learning can extract complex features from high-throughput genomic data and has been widely used in genomics research. The deep learning (DL) algorithm is one of the most useful machine learning approaches in genomic studies.

Accurate identification of mortality-related missense variants is a primary objective for evaluating the result of a specific disease. In cancer studies, the outcome under assessment is mainly concerned for the time to some specific event of interest, such as mortality. Time-to-events models for evaluating survival analysis have been extensively used to produce reliability models in biomedicine. In survival analysis, log-rank tests, Kaplan–Meier plots, Cox models, and survival tree analysis are commonly used methods for estimating time-to-events data. The most widely employed method in this context is the semiparametric Cox proportional hazards regression (CoxPH) model, which is employed to estimate the time-varying effects of observed features on the risk of an occurred event. Most CoxPH model applications lack hazard proportionality and ignore interactions between risk features; these deficiencies may increase the possibility of incorrect assessment of mortality risk with assumptions of linearity. Therefore, nonlinear log-risk functions are required to accurately fit survival data to improve the performance of survival models.

Researchers have developed nonlinear survival models with neural networks such as the Faraggi–Simon Network and deep neural networks. DL was developed from neural networks and provides favorable outcome estimation in survival analysis. DeepSurv, an extension of DL-based survival analysis that combines a CoxPH model with a modern DL algorithm, has been used to estimate the survival risks with a recommender system. DeepSurv predicted outcomes accurately by applying both linear and nonlinear survival analysis methods to survival data. However, in DeepSurv, an “internal covariate shift” problem may occur because of variation in the input distributions of each layer during the training procedure; this might render the model training procedure slow and unstable.

The development of machine learning techniques has allowed modeling of various intricate nonlinear relationships. Machine learning methods have enhanced the overall prediction quality for many practical applications in diverse domains. In common applications, such as classification and regression, machine learning is effective when given a sufficiently large set of training instances in a reasonable dimensional feature space. However, in survival analysis, the machine learning methods inevitably face the additional challenge of dealing with censored instances and model time estimation. DL has been applied in survival analysis. Numerous methods have been proposed, such as SurvivalNet, DeepHit, and DeepSurv. DeepSurv was inspired by Faraggi–Simon networks. Both DeepSurv and Faraggi–Simon networks require training of the network and combining the network with a CoxPH model, whereas DeepSurv improves the model with modern DL techniques. This study applied an improved DL-based survival analysis to identify mortality-risk-related missense mutation variants and determine the differential expression of candidate genes from TCGA-KIRC.

Results

TCGA-KIRC data set

The Cancer Genome Atlas data portal is an open access platform, and all data sets are available for download at https://tcga-data.nci.nih.gov/tcga/. The comprehensive molecular characterization of KIRC is described, and the detailed information can be reviewed at https://tcga-data.nci.nih.gov/tcga/dataType.jsp. The publicly available KIRC data set in the TCGA database was used as the major data source for this study. In the relevant TCGA-KIRC data set, all detected missense mutation variants from the DNA-seq data set were analyzed and had accepted proper treatments based on the medical treatment...
guidelines for cancer. DNA-seq expression refers to genomic data obtained from the DNA methylation (Illumina Human Methylation 450) pipeline in the TCGA database. We selected the following data sets to represent DNA-seq expression for our analysis: biotype, mutation calling 3 (MC3) overlap, PICK, scale-invariant feature transform (SIFT) score, polymorphism pheno-typing (PolyPhen) score, and mutation score. Regarding clinical characteristics, all discovered missense mutation variants DNA-seq genomic data in the kidney cancer subjects were acquired from the TCGA database and paired with each other using the defined barcode of each data set.

The final features sets included gender (i.e. male and female), race (Asian, white, and black or African-American), tumor stage (according to the American Joint Committee on Cancer staging), biotype (containing protein coding, polymorphic pseudogene, nonsense-mediated decay, IG C gene, IG V gene, TR C gene and TR V gene), MC3 overlap (indicative of whether the specified region was overlapped with a multicenter-mutation-calling variant for the same sample pair), PICK (which explains whether a particular block of consequent data had been selected by the picked feature of the variant effect predictor), age group (younger: subjects aged less than 50 years; elder: subjects aged more than 50 years), SIFT score, PolyPhen score, and mutation score. The follow-up intervals of all subjects with kidney cancer were such that they were tracked from the initial diagnosis date to the date of death or to the end of the study. Subjects lost to follow-up before the end of the study were regarded as right-cen-sored subjects.

In this study, we transformed our TCGA-KIRC data set into two forms, binary and mixed-type. In our binary TCGA-KIRC data set, all features were dichotomous, determined on the basis of subgroup similarity of categorial features or the optimal cutoff of the enrolled subjects; and in our mixed-type TCGA-KIRC data set, we retained the original features to retain diversity.

Feature set and outcome distribution in TCGA-KIRC
The distribution of the clinical features and, DNA-seq expression of TCGA-KIRC missense mutation variants according to cancer mortality status are summarized in Table 1. The results indicated that the living and deceased subjects were significantly different in terms of the distributions of gender, race, tumor stage, MC3 overlap, PICK, age group, and mutation score. According to the results, male characteristics represented significantly higher proportions in mortality-related variants compared with female characteristics; white racial features represented higher proportions of risk-related variants than black or African-American did. Asian feature did not obtain any risk-related variants in this data set; the clear cell adenocarcinoma characteristics retained some extremely significant risk-associated variants; in terms of tumor stage features, stage I and stage IV obtained a highly significant death-related variants with proportion of 39.96% and 41.04%, respectively; the elder subject characteristics obtained the greatest proportion of mortality-associated missense variants.

Performance comparison between survival models in TCGA-KIRC
A comparison of the four survival models’ performance levels is presented in Table 2 and Figure 1. As shown in Table 2, the DeepSurv binary input model obtained a confusion matrix [true positive (TP) = 29, false positive (FP) = 27, false negative (FN) = 64 and true negative (TN) = 1421] and a C-index of 77.5%; the improved DeepSurv binary input model obtained a confusion matrix (TP = 27, FP = 26, FN = 66, and TN = 1422) and a C-index of 77.5%; the DeepSurv mixed-type input model obtained a confusion matrix (TP = 47, FP = 8, FN = 46, and TN = 1440) and a C-index of 93.1%; and the improved DeepSurv mixed-type model obtained a confusion matrix (TP = 86, FP = 33, FN = 7, and TN = 1415) and a C-index of 98.7%.
Table 1. Baseline clinical characteristics and DNA-seq mutation score of kidney cancer missense mutation variants according to The Cancer Genome Atlas Kidney Renal Clear Cell Carcinoma (TCGA-KIRC) cancer mortality status.

| Features          | Category               | Alive (n=7241) | Dead (n=463) | p-Value |
|-------------------|------------------------|----------------|--------------|---------|
| Gender            | Male                   | 4783 (66.05%)  | 419 (90.5%)  | <0.001a |
|                   | Female                 | 2458 (33.95%)  | 44 (9.5%)    |         |
| Race              | Asian                  | 152 (2.1%)     | –            | 0.003b  |
|                   | Others                 | 7089 (97.9%)   | 463 (100%)   |         |
| Race (mixed-type) | Asian                  | 152 (2.1%)     | –            | <0.001b |
|                   | White                  | 6262 (86.48%)  | 293 (63.28%) |         |
|                   | Black or African-American | 827 (11.42%) | 170 (36.72%) |         |
| Tumor stage       | Stage I–III            | 6900 (95.29%)  | 273 (58.96%) | <0.001a |
|                   | Stage IV               | 341 (4.71%)    | 190 (41.04%) |         |
| Tumor stage (mixed-type) | Stage I | 4518 (62.39%) | 185 (39.96%) | <0.001b |
|                   | Stage II               | 802 (11.08%)   | 88 (19%)     |         |
|                   | Stage III              | 1580 (21.82%)  | –            |         |
|                   | Stage IV               | 341 (4.71%)    | 190 (41.04%) |         |
| Biotype           | Protein coding         | 7197 (99.39%)  | 462 (99.78%) | 0.449b  |
|                   | Others                 | 44 (0.61%)     | 1 (0.22%)    |         |
| Biotype (mixed-type) | Protein coding    | 7197 (99.39%) | 462 (99.78%) | 0.772b  |
|                   | Polymorphic pseudogene | 1 (0.01%)     | –            |         |
|                   | Nonsense-mediated decay| 17 (0.24%)   | –            |         |
|                   | IG C gene              | 7 (0.09%)      | –            |         |
|                   | IG V gene              | 12 (0.18%)     | –            |         |
|                   | TR C gene              | 1 (0.01%)      | –            |         |
|                   | TR V gene              | 6 (0.08%)      | 1 (0.22%)    |         |
| MC3 Overlap       | No                     | 252 (3.48%)    | 11 (2.38%)   | 0.256a  |
|                   | Yes                    | 6989 (96.52%)  | 452 (97.62%) |         |
| PICK              | No                     | 1753 (24.21%)  | 93 (20.09%)  | 0.054a  |
|                   | Yes                    | 5488 (75.79%)  | 370 (79.91%) |         |
| Age group         | Younger                | 1195 (16.5%)   | 30 (6.48%)   | <0.001a |
|                   | Elder                  | 6046 (83.5%)   | 433 (93.52%) |         |
| Age               | mean ± std             | 60.45 ± 10.84  | 66.98 ± 13.78| <0.001c |

(Continued)
Table 1. (Continued)

| Features            | Category     | Alive \(n=7241\) | Dead \(n=463\) | \(p\)-Value |
|---------------------|--------------|-------------------|----------------|-------------|
| Age normalization   | mean ± std   | 3.30e-16 ± 1      | 4.14e-16 ± 1   | 0.192\(^a\) |
| SIFT                | Low          | 3925 (54.21%)     | 236 (50.97%)   | 0.192\(^a\) |
|                     | High         | 3316 (45.79%)     | 227 (49.03%)   |             |
| SIFT \(\text{mixed-type}\) | mean ± std | 0.14 ± 0.24       | 0.17 ± 0.25    | 0.071\(^c\) |
| PolyPhen            | Low          | 3531 (48.76%)     | 238 (51.4%)    | 0.292\(^a\) |
|                     | High         | 3710 (51.24%)     | 225 (48.6%)    |             |
| PolyPhen \(\text{mixed-type}\) | mean ± std | 0.53 ± 0.42       | 0.5 ± 0.42     | 0.126\(^c\) |
| Mutation score      | Low          | 4015 (55.45%)     | 253 (54.64%)   | 0.772\(^a\) |
|                     | High         | 3226 (44.55%)     | 210 (45.36%)   |             |
| Mutation score \(\text{mixed-type}\) | mean ± std | 0.21 ± 0.19       | 0.21 ± 0.17    | 0.638\(^c\) |

\(p\)-Value is estimated using \(^a\)chi-squared, \(^b\)Fisher’s exact, or \(^c\)independent two-sampled \(t\)-test appropriately, bold indicates the significant difference.

Table 2. Comparison of performance of TCGA-KIRC classification models based on DeepSurv.

| Classification model | TP   | FP   | FN   | TN   | C-index (%) |
|----------------------|------|------|------|------|-------------|
| Binary               |      |      |      |      |             |
| DeepSurv             | 29   | 27   | 64   | 1421 | 77.5        |
| Improved DeepSurv    | 27   | 26   | 66   | 1422 | 77.5        |
| Mixed type           |      |      |      |      |             |
| DeepSurv             | 47   | 8    | 46   | 1440 | 93.1        |
| Improved DeepSurv    | 86   | 33   | 7    | 1415 | 98.7        |

FN, false negative; FP, false positive; TN, true negative; TP, true positive.

Performance comparison between risk models in TCGA-KIRC

As shown in Figure 2, the comparison of cancer mortality between high-risk and low-risk categories was made using a Kaplan–Meier curve and a log-rank test. All the risk models exhibited significantly lower survival rates (indicating high mortality rates) in the high-risk category than in the low-risk category. The improved DeepSurv model with the mixed-type data set obtained the best performance of the four risk models.

Performance comparison between risk models in TCGA-KIRC

According the distinguish results of the mixed-type data set based on improved DeepSurv, the genes for which high-risk missense mutation variants overlapped in all classification models were...
selected as the candidate genes ($n = 580$) for mortality risk estimation in TCGA-KIRC. The differential expression analysis between tumor and normal tissue was conducted for the candidate genes to further understand the gene function. The improved DeepSurv model identified 610 high-risk variants according to the overall mortality of TCGA-KIRC subjects. The results of gene differential expression analysis indicated nine KIRCC mortality-risk-related pathways, namely the tRNA charging pathway, the D-myo-inositol-5-phosphate metabolism pathway, the DNA double-strand break repair by nonhomologous end-joining pathway, the superpathway of inositol phosphate compounds, the 3-phosphoinositide degradation pathway, the production of nitric oxide and reactive oxygen species in macrophages pathway, the synaptic long-term depression pathway, the sperm motility pathway, and the role of JAK2 in hormone-like cytokine signaling pathway. The biological findings in this study indicate the KIRCC mortality-risk-related pathways were more likely to be associated with cancer cell growth, cancer cell differentiation, and immune response inhibition. The detail of the gene ontology (GO) and gene set enrichment analysis (GSEA) are presented in Supplemental Table S1.

**Discussion**

This study applied DeepSurv and the proposed improved DeepSurv algorithms to identify high-risk missense mutation variants and candidate genes in mortality risk. In our data preprocessing, we transformed the data set into two types: binary and mixed-type. Although the clear distribution of features and outcomes could be given by using the dichotomous procedure in the binary data set, the mixed-type data set retained its diversity of features and contributed to training the desirable models. In DeepSurv, the deep neural network learned the nonlinear weights and biases and then estimated the log-risk function through the Cox proportional hazards function. It was proved that DeepSurv could provide the same or even better outcome performance than previous linear or nonlinear survival algorithms. As a baseline survival model, DeepSurv demonstrated its generalization ability. Relatedly, BatchNorm is an efficient learning technique widely used in training models. It can accomplish numerous advantageous functions, such as training the network rapidly, enabling a high learning rate, facilitating weight initialization, making numerous activation functions viable, simplifying the creation of deep networks, providing regularization, and eliminating the necessity of dropout. In the improved DeepSurv, we took the advantage of DeepSurv and imported BatchNorm techniques for model training and obtained excellent outcomes. As the analysis results proved, mixed-type input models performed much better than binary input models; the improved DeepSurv model was superior to the original DeepSurv model. Due to the dichotomous procedure of the binary data set, the reduced diversity probably eliminated some information concerning clinical features. Although the balanced accuracy of the improved DeepSurv model was 1.1% worse than that of DeepSurv, owing to some dichotomous information missing from the binary data set, the balanced accuracy of the improved DeepSurv was 20.1% better than
that of the original DeepSurv on the mixed-type data set.

The model indicated tRNA charging, D-myoinositol-5-phosphate metabolism, DNA double-strand break repair by nonhomologous end joining, the superpathway of inositol phosphate compounds, 3-phosphoinositide degradation, the production of nitric oxide and reactive oxygen species in macrophages, synaptic long-term depression, sperm motility, and the role of JAK2 in hormone-like cytokine signaling pathways might relate to KIRCC mortality risk. Some studies have indicated that tRNA charging participates in tumorigenesis processes and can regulate oncogenic mutations by playing crucial roles in suppressing proliferation and growth when intracellular supplies of essential metabolites become reduced.43,44 D-myoinositol-5-phosphate metabolism was enriched in differentially expressed genes of insulin molecules.45 DNA double-strand breaks are the most deleterious DNA lesions; they can lead to genomic instability and carcinogenesis. Nonhomologous end joining is the major repair pathway in mammalian cells; it can be induced by endogenous and exogenous agents.46 Therefore, the DNA double-strand break repair by nonhomologous end-joining pathway was considered to play roles in KIRC mortality risk regulation. Both the superpathway of inositol phosphate compounds and 3-phosphoinositide degradation were enriched in distinct skeletogenesis pathways.47 The production of nitric oxide and reactive oxygen species in macrophages was associated with the NADPH oxidase 2 pathway in renal oxidative stress in Aqp11-/- mice.48 Synaptic long-term depression was associated with adipose tissue DNA methylome changes in the development of diabetes.49 Sperm motility was proved to have a significant relationship with kidney transplantation.50 JAK2 is a set of nonreceptor protein tyrosine kinases from the Janus kinase (JAK) family, and this set was reported to play a role in hormone-like cytokine signaling associated with SOX2-regulated transcriptome in glioma stem cells.51 Moreover, the JAK/signal transducer and activator of transcription (STAT) signaling pathway is also involved in cell growth, cell differentiation, and immune functions.52,53 All the identified biological pathways derived from the
KIRCC mortality-risk-related candidate gene set were directly or indirectly associated with cancer cell growth, invasion, and immune function. Hence, the participating genes in the identified pathways might have novel potential in anticancer research for KIRCC.

The present study must acknowledge several limitations. The induction and development of KIRCC are associated with multiple genetic variations that are combined with environmental risk factors and behaviors (including chronic inflammation) and play roles in the activation of oncogenes or tumor suppressor genes. Because the current study was retrospective, the study might have ignored some confounding environmental factors that had not been recorded in the data sets. An imbalanced data set could lead to statistically imbalanced results in terms of sensitivity and specificity. Differentially censored subjects or subjects lost to follow-up could also bias the study results. In addition, the utility of risk and classification models might require additional experimental and clinical proof. Our study was limited by its retrospective analysis and unavailability of clinical parameters. Hence, relevant factors including MSKCC, IMDC, and Karnofsky scores could not be analyzed in our study. We believe that these factors contribute to mortality risk in renal clear cell carcinoma. However, a previous study demonstrated that different models can yield dissimilar prognoses on the basis of the inclusion of different clinical parameters. Accordingly, our study focused on the missense variants of candidate genes. Further research using the aforementioned models with missense variants is warranted to examine survival prognosis in KIRCC. Despite the aforementioned limitations, this study generated an improved DeepSurv algorithm for identifying high-risk missense mutation variants and candidate genes using genomic data.

In cancer medicine, the primary challenge for realizing the genetic basis of carcinoma and making new breakthroughs is the application of next-generation sequencing data. In the current study, we proposed our improved DeepSurv algorithm for effectively identifying missense mutation variants related to cancer mortality and immunologic signatures with genomic data from TCGA-KIRC. New targets for anticancer treatment using immunologic or antiangiogenic mechanisms were provided by the identified canonical pathways identified by the improved DeepSurv. Further studies are required to interpret the interactions between the identified pathways and the innate immune system to improve the distinguishability of potential variants and make new breakthroughs in anticancer therapy. Future studies should enhance the improvement of survival model performance. We can focus on various aspects of model training, such as applying grid search optimization to systematically tune various hyperparameters, such as model architecture, activation function, learning rate, batch size, and optimizer.

Furthermore, in fact, DeepSurv is constrained by the proportional assumption of its CoxPH model, whereas some other studies have extended CoxPH models to eliminate the proportional restriction. The results of the present study suggest that loss function research might be advanced by the combination of DL and survival models. The successful analysis of genomic data depends on accurate and efficient algorithms; the proposed algorithms should achieve comprehensive estimation based on genomic data. In future studies, the proposed algorithms must precisely identify risk-related variants of KIRCC mortality.

This study proposed an improved DeepSurv model to identify high-risk missense mutation variants for overall mortality of KIRCC. The performance of the DeepSurv model and the improved DeepSurv model were compared by analyzing two types of data sets. The results indicated that the models applied to a mixed-type data set could be trained better than the models applied to a binary data set due to more detailed features in the mixed-type data set. In addition, the improved DeepSurv model exhibited a superior classification ability for mortality-related high-risk variants and candidate gene identification. The biological findings in this study indicate the KIRCC mortality-risk-related pathways were more likely to be associated with cancer cell growth, differentiation, and immune response inhibition. Thus, the KIRCC candidate genes related to mortality risk determined by the improved DeepSurv model might provide novel targets for further research. In conclusion, the proposed model is beneficial for the recognition of mortality-related high-risk variants for the overall mortality of KIRCC and precise identification of KIRCC variants related to mortality risk.
Methods

Data preprocessing
The distribution of missense mutation variant features was summarized by frequency and percentage according to their vital status. The difference between categories was estimated using Pearson’s chi-squared test. The performance of the risk models was determined using an accuracy test, where the risk models with high accuracy were considered likely to classify high-risk and low-risk mutation variants and candidate genes accurately. Candidate genes were defined as those that were recognized as belonging to the high-risk category in all risk models. GO and GSEA were conducted using the candidate gene set to further explore some pathways potentially related to cancer mortality. All the analyses were performed using PyTorch (version. 1.3),55 TCGAbiolinks and the related packages in the R software environment (version. 3.5.3). In TCGA-KIRC data preprocessing, all data sets were transformed into two forms (binary and mixed-type). Preprocessing also normalized the transformed nominal-to-numerical features into values ranging from 0 to 1. In binary data sets, all features were dichotomous according to the subgroup similarity of categorical features or the optimal cutoff of the enrolled subjects. The mixed-type data set retained the original normalized numerical features. The distribution of features between the alive and dead groups was estimated using a chi-square test, Fisher’s exact test, or an independent two-sample t-test. The follow-up intervals of all subjects with kidney cancer were tracked from the initial diagnosis date to the death date or the end of the study.

Survival analysis
In survival analysis (time-to-event analysis), survival data are composed of three major elements: (1) an individual’s baseline data \( x \), which describes the relationships of survival distributions to features; (2) a failure event time \( T \), which records the time elapsed between the time from data collection to the event occurrence or the latest diagnosis date, and (3) an event indicator \( E \), which denotes whether the event (e.g. death) is observed or not.

Survival and hazard functions are the two primary functions in survival analysis. The survival function is defined as \( S(t) = \Pr(T > t) \) which denotes to the probability that an individual survives longer than the time \( t \). The hazard function \( \lambda(t) \) denotes the instantaneous probability that the event occurs at time \( t \) but has not occurred before time \( t \), defined as follows:

\[
\lambda(t) = \lim_{\Delta t \to 0} \frac{\Pr(t < T < t + \Delta t | T \geq t)}{\Delta t}
\]

where \( t \) is the time that an individual has already survived and \( \Delta t \) is an extra infinitesimal amount of time. The hazard function estimates the probability of mortality; a high hazard indicates a higher risk of mortality.

Survival models
In survival models, proportional hazards models are usually employed to model the hazard function. A typical proportional hazards model supposes the hazard function consist of two units: (1) the baseline hazard function \( \lambda_0(t) \), describing how the risk of event per time unit changes over time at baseline levels of features, and (2) the risk score \( r(x) = e^{h(x)} \) which \( h(x) \) is the log-risk function that describes the effect of an individual’s features on the baseline hazard. The hazard function is defined as the follows:

\[
\lambda(t | x) = \lambda_0(t) \cdot e^{h(x)}
\]

Survival models can be divided into linear and nonlinear types. In linear survival models, the Cox proportional hazards regression (CoxPH) model is a semiparametric approach that commonly uses a linear function \( h(x) = \beta^T x \) to estimate the log-risk function \( h(x) \)

\[
L_{Cox}(\beta) = \prod_{i: E_i = 1} \frac{\hat{r}_i(x_i)}{r_i(x_i) \hat{h}(x_i)} \cdot \prod_{i: E_i = 1} e^{\hat{h}(x_i)}
\]

where \( x, T, \) and \( E \) respectively, signify the baseline data, event time and event indicator in the \( i \)-th observation. The product is measured in the set of individuals with the observable event \( E_i = 1 \). The risk set \( \mathcal{R}(t) = \{ t \mid T_i \geq t \} \) represents the set of individuals still at risk of mortality at time \( t \). However, because most applications are nonlinear, using a linear proportional hazards model to model nonlinear gene interaction, for example, may not be appropriate. In nonlinear survival...
models, the Faraggi–Simon method first combines a neural network with a CoxPH function. Hence, nonlinear output can be generated to construct a nonlinear proportional hazard model. Scholarly papers have argued that Faraggi–Simon networks do not exhibit superior performance to the linear CoxPH.

DeepSurv
DeepSurv is a deep feed-forward neural network combined with a Cox proportional hazards function. The network architecture is similar to that of the Faraggi–Simon method, but DeepSurv can be constructed with more than one hidden layer and can exploit the novel DL techniques. The output of the network is a single neuron, which estimates the log-risk function \( \hat{h}_0(x) \) in the hazards function (2). The network is trained and optimized by setting the loss function as the average negative log version of the Cox partial likelihood (3) and with an additional \( l_2 \) regularization as follows:

\[
l(\theta) = -\frac{1}{NE} \sum \left\{ \hat{h}_0(x_i) - \log \sum_j e^{\hat{h}_0(x_i)} \right\} + \lambda \|\theta\|_2^2
\]

where \( NE \) denotes the number of individuals with an observable event and \( \lambda \) is the \( l_2 \) regularization parameter. The weights of DeepSurv can be trained and optimized by minimizing the output loss (4) using optimization algorithms.

Improved DeepSurv
For our improved DeepSurv, we enhanced the baseline DeepSurv by adding a batch normalization (BatchNorm) layer. In DL training, internal covariate shift usually occurs because of the distribution of each layer’s input changes. BatchNorm is an extensively used technique in deep neural network training. It can address the internal covariate shift problem by normalizing layer input and enables the use of much higher-than-typical learning rates and the performance of initialization with less than usual carefullness. In our improved DeepSurv model, each BatchNorm layer was added before each activation function to prevent gradients from vanishing or exploding.

Mortality risk recommender system
To identify the missense variants, we developed a mortality risk recommender system to classify the individual vital status according to the predicted individual survival rate at the final observed time point \( S(t_{\max} \mid x) \). The recommender system function \( \text{rec}_{\text{class}} \) can be described as follows:

\[
\text{rec}_{\text{class}}(x) = \begin{cases} 
\text{High risk, if } S(t_{\max} \mid x) \leq 0.5 \\
\text{Low risk, if } S(t_{\max} \mid x) > 0.5 
\end{cases}
\]

Hence, we can use the obtained \( \text{rec}_{\text{class}} \) to identify whether the missense variants are at high risk. If the predicted survival rate is more than 0.5, we classify the vital status as low risk. If the predicted survival rate is less than 0.5, we classify the vital status as high risk.

Model architecture and hyperparameter configuration
In this study, we employed a baseline DeepSurv and an improved DeepSurv. The same hyperparameters were configured in both baseline DeepSurv and improved DeepSurv models, but the baseline DeepSurv was trained without using the BatchNorm technique. In the deep neural network architecture, we constructed each input layer with ten neurons for the ten features, the four hidden layers with eight neurons, and each network’s single output neuron for log-risk estimation. In both models, a rectified linear unit (ReLU) function was behind each hidden fully connected layer; for the improved DeepSurv, BatchNorm was additionally inserted before each ReLU layer. In the training process, survival models were trained with the following hyperparameters: the Adam optimizer was configured with a learning rate of 0.001, the batch size of 512 and 10,000 epochs in the training and validation sets. The procedure for training models and the subsequently yielded predictions are described in Algorithm 1.

Model performance evaluation
Kaplan–Meier estimator is a commonly used nonparametric statistical method to measure the survival function from survival data. They described the term “death” as a metaphor for any potential event that might be subject to random sampling, especially when all individuals of the random sample could not be entirely observed. Incomplete observation usually occurs because
the contact with some sample individuals has been lost before the event, other intervention variables affect the event, or insufficient data result from observing the event in all sample individuals in a given length of time. Medical researchers evaluate the influence of an intervention by estimating the number of individuals that survived after that intervention over a period. The Kaplan–Meier survival curve represents the probability of surviving for some particular duration while considering time as many small intervals. The Kaplan–Meier estimator was mainly used to evaluate the statistical significance of results in this survival analysis research.

The C-statistic\(^5^9\) (also known as the concordance statistic or C-index) is the most frequently used evaluation metric to assess the discriminatory power of a logistic regression predictive model in survival analysis. In medical research, with C-statistic, a randomly selected individual who underwent an event is assigned a higher risk score than an individual who did not undergo the event. The C-statistic can consider censored data and is generally regarded as the area under the receiver operating characteristic curve within a Cox model. The value of the C-static estimation is described in the following passages. A value lower than 0.5 signifies an especially poor model. A value of 0.5 indicates that the model predicts the outcome with accuracy close to that of random choice. A value over 0.7 indicates a useful model. A value over 0.8 indicates a strong model. A value of 1 indicates a perfectly predictive model. We used the C-statistic to evaluate the performance of the models.

Algorithm 1. Improved DeepSurv algorithm.

**Input:** an individual baseline data \(x\), a failure event time \(T\), an event indicator \(E\).

**Output:** a single node \(\hat{h}_0(x)\)

Divide TCGA-KIRC into binary or mixed-type dataset
Divide dataset into \(\text{trainset, validset and testset}\)
Define model \(\leftarrow\) DeepSurv or improved DeepSurv
Define loss function \(\leftarrow\) CoxPH function

# Train and save the best performance model
for epoch = 1 \(\rightarrow\) epochs do
  # Training Phase
  foreach \(x_{\text{batch}}, (T_{\text{batch}}, E_{\text{batch}})\) in \(\text{trainset}\) do
    output = model \((x_{\text{batch}})\)
    loss = loss function \((output, (T_{\text{batch}}, E_{\text{batch}}))\)
    back-propagation()
  endforeach
  # Validation Phase
  foreach \(x_{\text{batch}}, (T_{\text{batch}}, E_{\text{batch}})\) in \(\text{validset}\) do
    output = model \((x_{\text{batch}})\)
    loss = loss function \((output, (T_{\text{batch}}, E_{\text{batch}}))\)
  endforeach
  end for

# Prediction
foreach \(x\) in \(\text{testset}\) do
  survival rate = model.predict\((x)\)
  if survival rate\((T_{\text{max}})\) \(<\) 0.5 do
    predict result \(\leftarrow E = 1\)
  else
    predict result \(\leftarrow E = 0\)
  end if
end foreach

Gene ontology and pathway annotation for candidate genes

GO’s gene annotation classification provides a set of tools that can be used to systematically analyze gene functions.\(^6^0\) The attributes of each gene are stored in a tree-like database in a meticulously structured manner. In this experiment, we used the selected candidate genes to perform GO. GSEA is a powerful analytical approach for interpreting gene expression data.\(^6^1\) This approach focuses on gene sets (i.e. genomes with common biological functions, chromosomal positions, or regulatory roles). GSEA offers insight into numerous cancer-related data sets, whereas single-gene analysis has found little similarity between any two independent studies on the survival rate of cancer patients. GSEA determines whether the genes in each gene set are enriched in the upper or lower part of the gene list after the phenotypic relevance ranking, the effect of the cooperative changes of genes in the gene set on the phenotypic change are then judged. In this study, GO and GSEA was employed to reveal gene ontology annotation and biological pathways.
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