Hyperspectral images (HSIs) provide detailed spectral information through hundreds of (narrow) spectral channels (also known as dimensionality or bands), which can be used to accurately classify diverse materials of interest. The increased dimensionality of such data makes it possible to significantly improve data information content but provides a challenge to conventional techniques (the so-called curse of dimensionality) for accurate analysis of HSIs.

Feature extraction (FE), a vibrant field of research in the hyperspectral community, evolved through decades of research to address this issue and extract informative features suitable for data representation and classification. The advances in FE were inspired by two fields of research—the popularization of image and signal processing along with machine (deep) learning—leading to two types of FE approaches: the shallow and deep techniques. This article outlines the advances in these approaches for HSI by providing a technical overview of state-of-the-art techniques, offering useful entry points for researchers at different levels (including students, researchers, and senior researchers) willing to explore novel investigations on this challenging topic.

In more detail, this article provides a bird’s eye view of shallow [both supervised FE (SFE) and unsupervised FE (UFE)] and deep FE approaches, with a specific focus on hyperspectral FE and its application to HSI classification. Additionally, this article compares 15 advanced techniques with an emphasis on their methodological foundations and
classification accuracies. Furthermore, to push this vibrant field of research forward, an impressive amount of code and libraries are shared on GitHub, which can be found in [131].

**A BRIEF INTRODUCTION ON FE**

HSI technology provides detailed spectral information by sampling the reflective portion of the electromagnetic spectrum, covering a wide range, from the visible region (0.4–0.7 \(\mu m\)) to the short-wave infrared region (almost 2.4 \(\mu m\)). Hyperspectral sensors can also characterize the emissive properties of objects by acquiring data in the range of the midwave and long-wave infrared regions, in hundreds of narrow, contiguous spectral channels.

Detailed spectral information provided by hyperspectral sensors presents both challenges and opportunities. For instance, HSIs can be used to differentiate between different classes of interest with slightly different spectral characteristics [1]. However, most of the commonly used methods utilized for the analysis of gray scale, color, or multispectral images cannot be extended to analyze HSIs for several reasons, as detailed in the “Unique Properties of High-Dimensional Data” section.

The limited availability of training samples (a common issue in remote sensing) dramatically impacts the performances of supervised classification approaches due to the high dimensionality of HSIs, which poses a problem for designing robust statistical estimations. FE can be used to address this. It can be described as finding a set of vectors that represent an observation while reducing the dimensionality by transforming the input data linearly or nonlinearly to another domain, thereby extracting informative features in the new domain. The use of FE techniques can be advantageous for a number of reasons, which are illustrated in Figure 1 and described in the following sections.

**UNIQUE PROPERTIES OF HIGH-DIMENSIONAL DATA**

Several studies (e.g., [2]–[4]) have demonstrated the unique geometrical, statistical, and asymptotic properties of high-dimensional data compared with red, green, blue (RGB) and multispectral images. These properties, which have been shown through experimental and theoretical examples, explain why most analytical approaches developed for RGB and multispectral images are not applicable to HSIs [5]. Among those experimental examples, we can recall that 1) as dimensionality increases, the volume of a hypercube concentrates in corners, or 2) as dimensionality increases, the volume of a hypersphere concentrates in an outside shell. With respect to these examples, the following conclusions have been drawn.

- A high-dimensional feature space is almost empty, which indicates that multivariate data in \(\mathbb{R}^p\) (\(p\) represents the number of bands, spectral channels, or dimensions) can usually be represented in a lower-dimensional space (referred to as subspace) without losing considerable information in terms of class separability [5].
- Since the high-dimensional feature space is almost empty (i.e., Gaussian distributed data have a tendency to concentrate in the tails, whereas uniformly distributed data have a tendency to be concentrated in the corners), the density estimation of hyperspectral data for both Gaussian and uniform distributions becomes extremely challenging.

Fukunaga [6] claimed that there is a relation between the type of classifier, required number of training samples, and number of input dimensions. As reported in [6], the required number of training samples is linearly related to the dimensionality for linear classifiers and to the square of the dimensionality for quadratic classifiers (e.g., the Gaussian maximum likelihood classifier [6]); for nonparametric classifiers, the number of required samples exponentially increases as the dimensionality increases. Landgrebe [7] showed the groundbreaking fact that too many spectral bands might have negative impacts in terms of expected classification performance.

When dimensionality increases, with a constant and limited number of training samples, more statistics must be estimated. Thus, the accuracy of the statistical estimation decreases, although higher spectral dimensions increase the separability between the classes. This leads to a decrease in classification accuracies beyond an unknown number of bands. These problems are related to the curse of dimensionality, also known as the Hughes phenomenon.

**FIGURE 1.** The FE technique and its advantages for HSI analysis.
This finding went against the general understanding of hyperspectral data, which wrongly maintained that full dimensionality is always better than subspace in terms of classification accuracies.

The unique characteristics of high-dimensional data, as discussed, have a pronounced impact on the performances of supervised classifiers, as they demand an adequate number of training samples, which is almost impossible to obtain in practice since the collection of such training samples is either expensive or time demanding. To address this issue, FE-based dimensionality reduction is found to be effective.

**STORAGE SYSTEMS AND PROCESSING TIMES**

We are now in the era of massive data acquisition. Statistics demonstrate that the cumulative volume of existing big data has increased tremendously, from 4.4 ZB in 2013 to 44 ZB in 2020. The Earth observation (EO) community has also faced a similar trend because of the enormous volume and variety of data being generated by EO missions. For example, EnMAP, a hyperspectral satellite mission, is planning to capture hyperspectral data with a maximum ground coverage of 5,000 × 30 km per day and a target revisit time of four days (±30°) with 512-Gb onboard mass memory. FE-based dimensionality reduction helps in data compression, which leads to faster transmission time, removal of redundant features, smaller storage space requirements, and decreasing the required time for performing the same computations.

**MACHINE LEARNING AND FE: AN EVER-GROWING RELATION**

Figure 2(a) illustrates the basic idea of a machine-learning approach, which consists of FE and classification. In machine learning, users are requested to provide guidelines for the machine (algorithm). This is usually done by applying handcrafted FE approaches to produce informative features for the subsequent classifier. At the very beginning, each image pixel is regarded as a pattern, and its spectrum (i.e., a vector of different values of a pixel in different spectral channels) is considered the initial set of features. This set of features, also known as spectral features, suffers from two important downsides: 1) the features are often redundant, and 2) they do not consider the spatial dependencies of the adjacent pixels.

To address the first issue, a feature-reduction step (through FE or selection) can be applied to reduce the dimensionality of the input data (from \( p_1 \) dimensions in the original data to \( p_2 \) dimensions in a new feature space, \( p_2 < p_1 \)). This step, also called spectral FE, tries to preserve the key spectral information of the data by reducing the dimensionality and maximizing separability between classes. It is interesting that the second issue can also be addressed using FE approaches. Note that, here, the FE step, also known as spatial FE, is not aimed at reducing the dimensionality; instead, it is intended to model (extract) spatial contextual information suitable for the subsequent classification or object-detection step, and it usually leads to an increase in the number of features. The simultaneous
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use of spectral and spatial features for hyperspectral data classification has been studied in numerous works, such as [5] and [11]–[13].

Deep learning (DL), as shown in Figure 2(b), which is regarded as a subset of machine learning, tries to automate the building blocks of machine-learning approaches (i.e., FE and classification) by developing an end-to-end framework that takes the input, performs automatic FE and classification by considering the unique nature of the input data (instead of those handcrafted FE designs in machine learning), and outputs classification maps. It turns out that, if an adequate amount of training data is supplied, DL approaches can outperform any other shallow machine-learning approaches in terms of accuracy. Here, a question arises: Due to the fact that, in the remote sensing community, the available training data are often limited, would advanced DL-based approaches outperform their shallow alternatives in terms of accuracy? This issue is addressed in this article.

Based on the previous descriptions, FE is a key step in both machine learning and DL—a concept that has evolved significantly through time from unsupervised to (semi-) supervised, from spectral or spatial to spectral and spatial, from manual to automatic, from handcrafted to end-to-end, and from shallow to deep.

CONTRIBUTIONS
This article provides a detailed and organized overview of hyperspectral FE techniques, categorized into two general sections: shallow (further divided into supervised and unsupervised) and deep. Each section provides a critical overview of the state of the art, which is mainly rooted in the signal and image processing, statistical inference, and machine- (deep-) learning fields. Then, a few representative and advanced FE approaches are chosen from each of these categories for further analysis and comparisons (mostly in terms of usefulness for classification).

This article, therefore, contributes to answering the following questions:

- When it comes to hyperspectral data in EO, are DL-based FE approaches better alternatives than their conventional (yet advanced) shallow techniques?
- Which factors should be considered to design robust shallow and deep FE techniques?

In addition, to further promote this field of research, the article is accompanied by a significant amount of code and libraries for hyperspectral FE, made publicly available on GitHub, which can be found in [131].

Finally, several possible future directions are highlighted. To make the contribution of this article clearer, here, we briefly discuss the related existing literature. The work of Li et al. [14] is dedicated to the evolution of discriminant-analysis-based FE models, a specific type of dimensionality-reduction approach. Jia et al. [15] reviewed FE and data mining works, mostly published in 2012 and earlier. Since 2012, however, many deep and shallow FE approaches have been developed, and these are critically reviewed and compared against each other in this article. Sun and Du [16] focused only on feature selection approaches, whereas our article covers FE techniques; therefore, they complement each other.

DATA SETS AND NOTATION

DATA SETS

INDIAN PINES 2010
This data set (Figure 3) is a very-high-resolution (VHR) HSI acquired by the ProSpecTIR system over an area near Purdue University, Indiana, on 24 and 25 May 2010. In this article, we use a subset of 445 × 750 pixels with 360 spectral bands.

![Figure 3. The Indian Pines 2010 data set: the (a) RGB composition, (b) training set, and (c) test set.](image-url)
The data set has a spatial resolution of 2 m and spectral width of 5 nm, and it contains the 16 land cover classes listed in Table 1, which also shows the training and test sets used in this study. Table 1 gives the number of samples, including training and test samples, used in the experimental section.

**HOUSTON UNIVERSITY 2013**

This data set was acquired on 23 June 2012 by the Compact Airborne Spectrographic Imager (CASI) over the campus of the University of Houston and the neighboring urban area [132]. The average height of the sensor was 5,500 ft. The data contain $349 \times 1,905$ pixels, with a spatial resolution of 2.5 m, and 144 spectral bands ranging from 0.38 to 1.05 $\mu$m. The data set includes 15 classes of interest, shown in Figure 4. A color composite representation of the data and the corresponding training and test samples used in this study are also shown in Figure 4. The number of training and test samples for different classes of interest used in the experiments is given in Table 2.

**HOUSTON UNIVERSITY 2018**

This data set was acquired on 16 February 2017 by the hyperspectral imager CASI 1500 over the area of the University.
of Houston. In this article, we utilized the training portion of the whole data set, which was distributed by the Image Analysis and Data Fusion Technical Committee of the IEEE Geoscience and Remote Sensing Society (GRSS) and the University of Houston for the 2018 data fusion contest [133], [134]. The data cover the spectral range of 380 to 1,050 nm with 48 bands and a ground-sampling distance of 1 m. The data set contains $601 \times 2,384$ pixels and 20 land cover classes of interest, shown in Figure 5. The VHR RGB image is downsampled (Figure 5), together with the corresponding training and test samples used in this study. The number of training and test samples for different classes of interest used in the experiments is given in Table 3.

**NOTATION**
The observed HSI is denoted by $X \in \mathbb{R}^{p \times n}$, where $p$ and $n$ are the number of spectral bands and pixels in each band, respectively; $d$ indicates the dimension of the feature space (the subspace); $X_{m} \in \mathbb{R}^{p \times m}$, where $m < n$ denotes the matrix, which contains the training samples; $y_{m} \in \mathbb{R}^{p \times m}$ denotes the vector, which contains the class labels, where $y_{i} \in \{1, 2, \ldots, k\}$ and $k$ denotes the number of classes. $I$ is the identity matrix, and $\hat{X}$ is the estimate of matrix $X$. The Frobenius norm is denoted by $\| \cdot \|_F$, and $\text{tr}(X)$ denotes the trace of matrix $X$. The definitions of the symbols used in the article are given in Table 4.

**SHALLOW FE TECHNIQUES**

**UFE TECHNIQUES**

*UFE* often refers to FE techniques that do not incorporate the knowledge of the ground (ground reference or labeled samples) to extract features. UFE techniques often rely on intrinsic characteristics of the HSI data, such as geometric, spatial, or spectral information, to extract the features. Arguably, the main advantage of UFE, compared with other FE techniques, is the lack of need for training samples, which is of great importance in the case of remote sensing data sets. In this article, four major UFE groups widely used for HSI analysis are studied and categorized in the following sections. Figure 6 provides graphical abstracts of those groups.

Before explaining UFE techniques in more detail, we briefly refer to three groups of commonly used FE techniques that could also be considered UFE but are not studied in depth in this article due to their specific applications. The first group includes a range of approaches, such as normalized differential vegetation index and normalized differential water index, that often rely on the knowledge of the characteristics of the sensors. The second group includes unmixing techniques, which could be assumed to be UFE techniques. These often exploit optimization techniques to show the fractions of materials existing in pixels based on some assumptions on the spectral signatures of the materials. Therefore, the final features extracted represent different materials in the scene at the subpixel level [17]. The third group includes an impressive number of approaches based on mathematical morphology that hierarchically extract spatial and contextual information from the input image, which usually leads to a significant increase in the number of features [18].

**CONVENTIONAL DATA PROJECTION/TRANSFORMATION TECHNIQUES**

Numerous UFE techniques fall into this category. The conventional techniques categorized in this group are often designed to linearly project or transform the data, $X$, in a lower-dimensional feature space (also called subspace), exploiting different nonlocal intrinsic characteristics of the hyperspectral data set. The transformation can be given by

$$Z = V^T X,$$  \hspace{1cm} (1)

where $Z$ is the projected data in the lower-dimensional space and $V$ is the transformation matrix or the bases for the subspace. Arguably, principal component analysis (PCA) [19] is the most conventional UFE technique, and it has been widely used for hyperspectral analysis [20]. PCA captures the maximum variance of the signal by projecting the signal on the eigenvectors of the covariance matrix (C) using

$$\max_V V^T C V \cdot V^T V.$$  \hspace{1cm} (2)

A widely used HSI UFE techniques is the maximum noise fraction (MNF) [21] or noise-adjusted principal components [22]: this technique seeks a projection in which the signal-to-noise ratio (SNR) is maximized. MNF uses the following optimization:

$$\max_Y V^T C V \cdot V^T C V$$  \hspace{1cm} (3)

**TABLE 2. THE HOUSTON UNIVERSITY 2013 DATA SET: THE NUMBER OF TRAINING AND TEST SAMPLES AND THE TOTAL NUMBER OF SAMPLES PER CLASS.**

| CLASS NUMBER | CLASS NAME          | TRAINING SAMPLES | TEST SAMPLES | TOTAL SAMPLES |
|--------------|---------------------|------------------|--------------|--------------|
| 1            | Healthy grass       | 198              | 1,053        | 1,251        |
| 2            | Stressed grass      | 190              | 1,064        | 1,254        |
| 3            | Synthetic grass     | 192              | 505          | 697          |
| 4            | Trees               | 188              | 1,056        | 1,244        |
| 5            | Soil                | 186              | 1,056        | 1,242        |
| 6            | Water               | 182              | 143          | 325          |
| 7            | Residential         | 196              | 1,072        | 1,268        |
| 8            | Commercial          | 191              | 1,053        | 1,244        |
| 9            | Road                | 193              | 1,059        | 1,252        |
| 10           | Highway             | 191              | 1,036        | 1,227        |
| 11           | Railway             | 181              | 1,054        | 1,235        |
| 12           | Parking lot 1       | 192              | 1,041        | 1,233        |
| 13           | Parking lot 2       | 184              | 285          | 469          |
| 14           | Tennis court        | 181              | 247          | 428          |
| 15           | Running track       | 187              | 473          | 660          |
| Total        |                     | 2,832            | 12,197       | 15,029       |
where $C_n$ is the noise covariance matrix. Another conventional technique is independent component analysis (ICA) [23]. ICA assumes a linear mixture model of the non-Gaussian independent source signals and the mixing matrix, both of which are simultaneously estimated; therefore, ICA is referred to as blind source separation. ICA is also often used for HSI analysis [24].

To cope with the nonlinearity of HSI data, the kernel (nonlinear) versions of the aforementioned techniques, i.e., kernel MNF [25], kernel ICA (KICA) [26], and kernel PCA (KPCA) [27], have been proposed. Using the kernel trick, the data are projected into a feature space where the inner products are defined using a kernel function. KICA and KPCA were used as UFE techniques for change detection and classification in [28] and [29], respectively. In [30], discrete wavelet transformation (DWT) was used for hyperspectral FE. Since DWT does not reduce the dimension, in [30], linear discriminant analysis (LDA) was exploited to reduce the dimension.

BAND-CLUSTERING/-SPLITTING AND MERGING-BASED TECHNIQUES

Figure 6(b) shows the basic steps of band-clustering and merging-based FE methods. As indicated, the core idea
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**FIGURE 5.** The Houston University 2018 data set: the (a) VHR RGB image (downsampled), (b) training set, and (c) test set.
behind this group of methods is to split the spectral bands into several groups in which the spectral bands have very high correlation. Hence, the proposed techniques often use similarity and dissimilarity criteria to split the spectral bands into several nonoverlapping groups. By selecting or fusing the bands of each group, some representative bands or features of different groups are obtained. Furthermore, followed by the merging step, some band-filtering and processing operations can be also used to further improve the discrimination of the resulting features. This group of techniques is often computationally cheap and, thus, is often used in real applications. On the other hand, spectral information is often neglected by the methods in this category.

For band clustering and merging, two algorithms are proposed in [31]. The first selects discriminative bases by considering all of the classes simultaneously; however, the second selects the best bases for a pair of classes at a time. In [32], a hierarchical clustering algorithm was introduced to split and cluster the hyperspectral bands, where the representative band for each cluster is selected based on both a mutual information (MI) criterion and a divergence-based criterion. Another band-clustering technique was proposed in [33], where the splitting is done by minimizing an MI criterion iteratively applied on averaged bands. Iterative algorithms were proposed in [34] for both splitting and merging the bands. The splitting procedure is done using the Pearson correlation coefficient between adjacent bands; then, the merging is applied by averaging over the split bands.

Besides splitting/clustering and merging hyperspectral bands, another operation is to further improve the feature discrimination by band filtering or processing. For example, a hyperspectral FE using image fusion and recursive filtering was given in [35], where the adjacent bands are fused by averaging, and, then, recursive filtering was used to extract spatial information. In [36], intrinsic image decomposition was applied for processing the merged bands, which can effectively remove information that is not related to the material of different objects. After that, multiple improved versions of intrinsic decomposition-based band-processing methods were developed [37], [38]. In [39], a relative total-variation-based structure-extraction method was applied for band processing so as to construct multiscale structural features that are robust to image noise.

LOW-RANK RECONSTRUCTION-BASED TECHNIQUES
Low-rank reconstruction-based FE techniques proposed by Rasti et al. [40]–[43] are based on finding an orthogonal subspace by minimizing a constrained cost function. They exploit low-rank models and reconstruction-based optimization frameworks to extract features. The optimization frameworks take into account prior knowledge of the data using different types of penalties. Due to the noise assumption in the low-rank model used, this group of FE techniques is robust to noise. They are often computationally expensive compared to groups 1 and 2 due to the iterative algorithms used to solve the (nonconvex) optimization problem.

Wavelet-based sparse reduced rank regression (WSRRR) [41] applies the sparsity prior on the wavelet coefficients, considering that the projected data on wavelet bases are sparse. WSRRR uses the model

\[ X = VQD + N, \quad (4) \]
where $D_2$ represents 2D wavelet bases, $X$ is the observed HSI, $V$ contains the orthogonal subspace bases, and $N$ is the noise and model error. WSRRR simultaneously estimates the low-rank projection matrix and the wavelet coefficients $W$, which minimizes

$$
(V, Q) = \arg\min_{V, Q} \frac{1}{2} \|X - V^T D_2 Q\|_F^2 + \sum_{i=1}^{d} \lambda_i \|q_i\|_1, \\
\text{s.t. } V^T V = I.
$$

(5)

Note that the extracted features are given by $\hat{F} = Q D_2$.

To capture the spatial (neighboring) information, orthogonal total variation (OTVCA) was proposed in [42], where the HSI is modeled as

$$
X = V^T F + N,
$$

(6)

with matrix $F$ containing the unknown features. OTVCA assumes that the hyperspectral features are spatially piecewise smooth and, therefore, exploits the TV penalty and simultaneously estimates $F$ and $V$ using

$$
\hat{F} = \arg\min_{F} \frac{1}{2} \|X - V^T F\|_F^2 + \lambda \sum_{i=1}^{d} \text{TV}(f_i),
$$

(7)

where

$$
\text{TV}(x) = \sqrt{(D_v(x))^2 + (D_h(x))^2},
$$

and $D_v$ and $D_h$ are the matrix operators, to calculate the first-order vertical and horizontal differences, respectively, of a vectorized image. Recently, sparse and smooth low-rank analysis (SSLRA) was proposed in [43], which models the HSI based on a combination of sparse and smooth features:

$$
X = V^T (F + S) + N,
$$

(8)

where $F$ and $S$ contain smooth and sparse features, respectively. SSLRA simultaneously extracts the sparse, $S$, and smooth features, $F$, by taking into account both sparsity and TV penalties:

$$
(F, S, V) = \arg\min_{F, S, V} \frac{1}{2} \|X - V^T (F + S)\|_F^2 + \lambda_1 \|F\|_F^2 + \lambda_2 \|S\|_F, \\
\text{s.t. } V^T V = I.
$$

(9)

GRAPH-EMBEDDING AND/OR MANIFOLD-LEARNING TECHNIQUES

Considering the nonlinear characteristic of HSIs, this group of FE techniques aims to capture the data manifold through the local geometric structure of neighboring pixels in the feature space. Figure 6(d) demonstrates the concept of manifold-learning FE techniques applied on the Swiss roll data set. The pink line in the left image shows the Euclidean distance between two data points in 3D space. It is clear that this line is not an effective metric to measure the similarity of the two points selected in the Swiss roll data set.

On the other hand, after unfolding of the data set, which is represented in 2D space in the right image of Figure 6(d), the Euclidean distance between two data points shown by the pink line is a better representation of the similarity of the two points in the data set. The FE techniques categorized in this group are designed to capture such a manifold while representing the data in a lower-dimensional feature space.

Graph-embedding or manifold-learning FE techniques often include three main steps: 1) neighborhood pixel selection, 2) weight selection, and 3) embedding construction. Isometric mapping (ISOMAP) [44], [45] is a global
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**FIGURE 6.** The four major categories of UFE methods: (a) transform, (b) band-clustering and -merging, (c) low-rank reconstruction, and (d) manifold-learning based.
geometric nonlinear FE. ISOMAP searches for geodesic distances between data points and includes three main steps: 1) constructing a neighborhood graph of the data points, 2) computing the shortest path distances between all data points in the neighborhood graph, and 3) creating the lower-dimensional embedding vectors that preserve the path distances in the neighborhood graph.

Locally linear embedding (LLE) [46], Laplacian eigenmaps [47], and locality-preserving projection (LPP) [48] are also geometric nonlinear FE techniques based on graph embedding. LLE constructs the embedding graph in three steps. First, the neighbors for data points are selected using the K nearest neighbors. Second, the weights $A_{ij}$ that linearly reconstruct the data points are computed using their neighbors by minimizing the following constrained least squares:

$$
\min_{A} \sum_{i=1}^{n} \left\| x_i - \sum_{j \in \phi_i} A_{ij} x_j \right\|_2^2 \quad \text{s. t.} \quad \sum_{j \in \phi_i} A_{ij} = 1, \quad (10)
$$

where $\phi_i(x_i)$ contains the neighborhood pixels selected for $x_i$. We should note that the constrained weights estimated from (10) for every data point are invariant to rotations, rescalings, and translations of that data point and its neighbors; therefore, they characterize the intrinsic geometric properties of each neighborhood. Third, the lower-dimensional embedding vectors $y$ are constructed by minimizing

$$
\min_{z} \sum_{i=1}^{n} \left\| z_i - \sum_{j \in \phi_i} A_{ij} z_j \right\|_2^2 \quad \text{s. t.} \quad \sum_{i=1}^{n} z_i = 0,
$$

$$
\frac{1}{n} \sum_{i=1}^{n} z_i z_i^T = I. \quad (11)
$$

We should note that the reconstruction weights $A_{ij}$ are fixed in minimization (11), and, therefore, the intrinsic geometric properties of the data with dimension $p$ are invariant to such a transformation into a lower-dimension $d$.

In [49], a general framework for graph embedding is given by

$$
\min_{z} \sum_{i,j \in \phi_i} \left\| z_i - z_j \right\|_2^2 W_{ij} \quad \text{s. t.} \quad ZBZ^T = I \quad (12)
$$
or, equivalently,

$$
\min_{z} \text{tr}(Z(D-W)Z^T) = \min_{z} \text{tr}(ZLZ^T) \quad \text{s. t.} \quad ZBZ^T = I, \quad (13)
$$

where $L = D - W$ denotes the Laplacian matrix of the undirected weight graph $G = \{X,W\}$ (where $X$ is the vertex set and $W \in \mathbb{R}^{n \times n}$ is the similarity matrix) and $D$ is a diagonal matrix whose entries are given by

$$
D_{ii} = \sum_{j \in \phi_i} W_{ij}, \quad \forall i.
$$

The diagonal matrix $B$ is for the scale normalization and might also be the Laplacian matrix of a penalty graph, such as $G^p = \{X, W^p\}$. We should note that the vertices of $G^p$ and $G$ (i.e., $X$) are the same, while the similarity matrix ($W^p$) corresponds to the similarity characteristics suppressed in the lower-dimensional feature space ($B = L^p = D^p - W^p$; see [49]). LLE can be reformulated using the graph embedding mentioned earlier with similarity matrix $W_{ij} = A_{ij} + A_{ji} - A_{ii}$ if $j \in \phi_i$; otherwise, $W_{ii} = 0$ and $B = I$ [49]. ISOMAP, LE, and LPP can also be formulated using graph embedding [49]. From the viewpoint of graph embedding, the main difference between these FE techniques is the selection of the matrices $W$ and $B$. For instance, LE and LPP use the Gaussian function with the standard deviation $\sigma$ to choose the similarity matrix as

$$
W_{ij} = \begin{cases} 
\exp\left(-\frac{\left\| x_i - x_j \right\|^2}{2\sigma^2}\right), & \forall i, j \in \phi_i(x) \\
0, & \text{otherwise}
\end{cases} \quad (15)
$$

We should note that the techniques categorized in this group are assumed to be SFE methods when they are applied only on the training samples. This is common in the case of HSI due to the large volume of the image, which makes the algorithm computationally very expensive. In the following section, we discuss how the ground reference (training samples) can be used to construct the edge matrix, $W$; therefore, those techniques are considered SFE.

**SFE TECHNIQUES**

Unlike UFE techniques that rely on modeling various prior or assumptions of hyperspectral data, supervised methods are capable of extracting class-separable features more effectively, owing to the use of label information. Over the past few decades, some seminal models have been widely developed and applied to perform SFE on HSIs; these can be roughly categorized into two streams: subspace-learning (SL)-based and band-selection (BS)-based approaches.

Different from handcrafted features [50], SL-based approaches learn to extract the low-dimensional representation from the data by formulating different supervised rules in view of label information. There are some typical methods in SL, including LDA [51], matrix discriminant analysis (MDA) [52], decision boundary FEs [53], and so on. The latter BS-based methods, which aim at screening out the representative and informative spectral bands, are unfolded with MI-based BS [54], rough set, and fuzzy C-means [55], to name a few. To further enhance class separability, many extended methods have been successfully proposed in recent years: subspace LDA (SLDA) [56], regularized LDA [57], local Fisher’s discriminant analysis (LFDA) [58], feature space discriminant analysis (FSDA) [59], rough-set-based BS [60], and FE with local spatial modeling [61].

Because of the powerful learning ability of SL methods compared to that of BS-based strategies, we focus on reviewing the SL-related FE techniques, in which two main streams—discriminant analysis FE (DAFE) and
regression-induced representation learning (RIRL)—are emphatically investigated and compared by clarifying their similarities and differences as well as pros and cons, as briefly illustrated in Figure 7.

DAFE

Generally speaking, DAFE seeks to find an optimal projection or transformation matrix \( \mathbf{P} \in \mathbb{R}^{d \times d} \) (\( d \) is the dimension of the subspace to be estimated) by optimizing certain class-relevant separation criteria associated with the label information. In this process, the estimated subspace \( \mathbf{Z} \in \mathbb{R}^{d \times n} \), which consists of a series of vector \( \mathbf{z}_i \), can be obtained by projecting the samples \( \mathbf{X}_n = \{\mathbf{x}_i\}^n_{i=1} \in \mathbb{R}^{d \times n} \) onto a decision boundary, which can be generally expressed as \( \mathbf{Z} = \mathbf{P}^T \mathbf{X} \). Each vector \( \mathbf{z}_i \) in \( \mathbf{Z} \) can be collected by \( \mathbf{P}^T \mathbf{x}_i \). Depending on the different types of label embedding, DAFE can be subdivided into LDA and its variants, graph-embedding-based discriminant analysis (GDA) and its extensions, and kernelized discriminant analysis (KDA).

**LDA AND ITS VARIANTS**

Traditional LDA linearly transforms the original data into a discriminative subspace by maximizing the Fisher’s ratio in the form of the generalized Rayleigh quotient, that is, minimizing the intraclass scatter and maximizing interclass scatter simultaneously. Given a pairwise training set \( \{(x_1, y_1), \ldots, (x_n, y_n)\} \), the objective function of multiclass LDA to estimate the linear projection matrix \( \mathbf{P} \) can be written as follows:

\[
\max_\mathbf{P} \frac{\text{tr}((\mathbf{P}^T \mathbf{S}_b \mathbf{P}))}{\text{tr}((\mathbf{P}^T \mathbf{S}_w \mathbf{P}))},
\]

(16)

where \( \mathbf{S}_w \) and \( \mathbf{S}_b \) are defined as the within-class and between-class scatter matrices, respectively. With the constraint of \( \mathbf{P}^T \mathbf{S}_w \mathbf{P} = \mathbf{I} \), the optimization problem in (16) can be equivalently converted to one of \( \mathbf{S}_i \mathbf{P} = \lambda \mathbf{S}_w \mathbf{P} \) by introducing the Lagrange multiplier \( \lambda \). The close-form solution to the simplified optimization problem can be deduced by generalized eigenvalues decomposition (GED).

Due to the sensitivity to complex, high-dimensional noises caused by environmental and instrumental factors and the availability of labeled samples, the original LDA inevitably suffers from an ill-posed statistical degradation, especially in the case of small-scale samples. The degraded reasons mainly lie in the singularity of the two scatter metrics (\( \mathbf{S}_w \) and \( \mathbf{S}_b \)), thereby easily leading to the overfitting problem. To improve stability and generalization, the regularized LDA was proposed by adding an Frobenius norm constraint on \( \mathbf{S}_w \) parameterized by \( \gamma \) as \( \mathbf{S}_w^{\gamma} = \mathbf{S}_w + \gamma \mathbf{I} \). By replacing \( \mathbf{S}_w \) in (16) with the regularized \( \mathbf{S}_w^{\gamma} \), the solution in the regularized LDA can be still obtained by the GED solver.

Considering the local neighborhood relations between samples in the process of model learning, LFDA breaks through the bottleneck of those LDA-based methods by assuming that the data are distributed in the nonlinear manifolds rather than a homogeneous Gaussian space. For this purpose, LFDA is capable of effectively excavating the locally underlying structure of the data that lie in the real world. Essentially, LFDA can be regarded as a weighted LDA by locally weighing \( \mathbf{S}_w \) and \( \mathbf{S}_b \) matrices. Therefore, the two modified scatter matrices, denoted as \( \mathbf{S}_w \) and \( \mathbf{S}_b \), can be formulated as

\[
\mathbf{S}_w = \frac{1}{n} \sum_{i=1}^{n} \mathbf{W}_{ii} (\mathbf{x}_i - \mathbf{x}_j) (\mathbf{x}_i - \mathbf{x}_j)^T,
\]

\[
\mathbf{S}_b = \frac{1}{n} \sum_{i=1}^{m} \sum_{j=1}^{m} \mathbf{W}_{ij} (\mathbf{x}_i - \mathbf{x}_j) (\mathbf{x}_i - \mathbf{x}_j)^T,
\]

(17)

where the two weights (\( \mathbf{W}_w \) and \( \mathbf{W}_b \)) denote the samplewise similarities. There are several commonly used strategies for calculating such a similarity matrix symbolized by \( \mathbf{W} \). A simple yet effective one is given by \( \mathbf{W}_{ij} = 1 \), if \( \mathbf{x}_i \in \mathbf{N}_k(\mathbf{x}_j) \), where \( \mathbf{N}_k(\mathbf{x}_j) \) represents the k-nearest neighbor of \( \mathbf{x}_j \); otherwise, \( \mathbf{W}_{ij} = 0 \). Another commonly used technique was constructed based on the radial basis function with a standard derivation of \( \sigma \), as defined in (15). Refer to [62]–[64], which might be useful for those who are interested in more types of \( \mathbf{W} \).

Similar to SLDA, which first projects the original data into a subspace and then LDA is performed in the transformed subspace, FSDA starts with maximizing the between-spectral scatter matrix \( \mathbf{S}_b \) to enhance the differences along the spectral dimension; similarly, LDA is further used to extract the representations of class separability from the feature domain. In the first step, let \( \mu_{i} \) be the average value of the \( i \)-th class and the \( i \)-th spectral band. Then, we have the definition of \( \mathbf{S}_f \) as follows:

\[
\mathbf{S}_f = \frac{1}{2} \sum_{i=1}^{p} \left( \mathbf{h}_i - \mathbf{h} \right) \left( \mathbf{h}_i - \mathbf{h} \right)^T,
\]

(18)

where \( \mathbf{h}_i = [\mu_{i1}, \mu_{i2}, \ldots, \mu_{ip}] \) is the spectral representation in the feature space and \( \mathbf{h} = (1/p) \sum_{i=1}^{p} \mathbf{h}_i \). The primary transformation \( (\mathbf{P}_f) \) that aims at improving spectral discriminant can be estimated by maximizing the trace term of \( \mathbf{S}_f \) as

\[
\max_{\mathbf{P}_f} \text{tr}((\mathbf{P}_f^T \mathbf{S}_f \mathbf{P}_f)).
\]

(19)

Using the obtained \( \mathbf{P}_f \), the latent representation in the feature space \( \mathbf{g}_i = \mathbf{P}_f^T \mathbf{h}_i, i = 1, 2, \ldots, p \) can be further fed into the next step, LDA.

**GDA AND ITS EXTENSIONS**

Before revisiting the GDA methods, we first introduce and formulate the general graph embedding (GGE) framework presented in [49] with (12). Obviously, the extracted features \( \mathbf{Z} \) in the GGE framework are determined by the construction of \( \mathbf{W} \) to a great extent. Thus, we highlight several types of representative affinity matrices corresponding to the different graph-embedding approaches, i.e., LDA, LE
FIGURE 7. SFE with four different categories: (a) class-separation-based discriminant analysis, (b) collaborative graph-embedding-based discriminant analysis (CGDA), (c) regression-based representation learning, and (d) joint and progressive learning strategy (Jplay). The obvious differences lie in the use form of label information and learning strategies, i.e., LDA: Fisher’s rule; CGDA: affinity matrix; least-squares dimension reduction (LSDR) labels; JPlay: joint use of affinity matrix and one-hot encoded labels.
[47] and its linearized LPP [48], LLE [46], sparse GDA (SGDA) [65], and collaborative GDA (CGDA) [66]. Figure 8 visualizes the affinity matrices given by five different strategies in a four-class case selected from the Houston 2013 data set.

**LDA-LIKE AFFINITY MATRIX**

In essence, LDA is vested in a special case of the GGE framework with $D^{(LDA)} = I$, whose affinity matrix can be represented as

$$W^{(LDA)}_{ij} = \begin{cases} 1/N_k, & \text{if } x_i \text{ and } x_j \in C_k; \\ 0, & \text{otherwise}, \end{cases}$$

(20)

where $N_k$ is the number of samples belonging to $k$th class.

**LPP- OR LLE-BASED AFFINITY MATRIX**

One is to be constructed in kernel space with a higher dimension via similarity measurement, i.e., extensively using (15).

**LLE-BASED AFFINITY MATRIX**

Different from the handcrafted graph, LLE reconstructs each given sample with its $k$-nearest neighbors by exploiting linear regression techniques [67], [68]. As a result, the reconstruction coefficients ($A$) can be obtained by solving the optimization problem of (10). With the known $A$, it is straightforward to derive the needful affinity matrix, denoted as $W^{(LLE)}_{ij}$

$$W^{(LLE)}_{ij} = \begin{cases} A_{ij} + A_{ji}^T - A_i A_j^T, & \text{if } x_j \in \phi(x_i); \\ 0, & \text{otherwise}, \end{cases}$$

(21)

thereby inducing the Laplacian matrix as $L^{(LLE)} = D^{(LLE)} - W^{(LLE)} = (I - A)^T (I - A)$.

**SGDA- AND CGDA-GUIDED AFFINITY MATRIX**

Similar to LLE, the affinity matrix can be estimated using data-driven representation learning, i.e., sparse and collaborative representations [69]–[71]. Accordingly, the two learning strategies can be equivalent to respectively solving the constrained $l_1$-norm optimization problem,

$$\min_W \| W \|_1 \quad \text{s.t.} \quad \| X_m W - X_n \|_2^2 \leq \epsilon,$$

(22)

and the $l_2$-norm optimization problem,

$$\min_W \| W \|_2 \quad \text{s.t.} \quad \| X_m W - X_n \|_2 \leq \epsilon.$$

(23)

These affinity matrices can be unified to the GGE framework of (12).

In addition to SGDA and CGDA (the two baselines), Huang et al. [72] learned a set of sparse coefficients on manifolds and then preserved the sparse manifold structure in the embedded space. In [73], Xue et al. extended the existing SGDA to the spatial–spectral graph embedding to address issues of spatial variability and spectral multimodality. With the embedding of the intrinsic geometric structure of the data, a Laplacian regularizer CGDA [74] was developed to further improve the graph’s confidence. Li et al. [75] simultaneously integrated sparsity and low rankness into the graph to capture a more robust structure of the data locally and globally. Furthermore, Pan et al. [76] improved the work by Li et al. [75] by unfolding the HSI data with the form of a tensor.

**KDA**

In reality, the HSI usually exhibits a highly nonlinear data distribution, which may result in difficulties in effectively identifying the materials. The solution to this issue makes use of a so-called kernel trick [77] that can map the data of the input space into a new Hilbert space with a higher feature dimension. In the kernel-induced space, the complex nonlinearity of the HSI can be well analyzed in a linearized system. Comparatively, the input to KDA is an inner product of original data pairs, defined as $k(x_i, x_j)$, which can be given by (15). By introducing the kernel Gram matrix $K$ with $K_{ij} = \Phi(x_i)^T \Phi(x_j) = k(x_i, x_j)$, most of the previous LDA-based methods can be simply extended to the corresponding kernelized versions; i.e., kernelized LDA (KLDA) and kernelized LFDA (KLFDA) can calculate their projections $P$ by solving a GED problem of

$$\text{KLKP} = \lambda (KBK + \gamma I)P.$$

(24)

Note that $B = I$ in KLDA, whereas $L = L_m$ and $B = L_b$ are computed by $D_m - W_m$ and $D_b - W_b$ in the kernel space, respectively, for KLFDA. Furthermore, for kernelized SGDA
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**FIGURE 8.** A four-class showcase for affinity matrices ($W$) with respect to five different approaches, where the connectivity (or edge) of $W$ is computed within each class: (a) LDA, (b) LPP, (c) LLE, (d) SGDA, and (e) CGDA.
KSGDA and kernelized GCDA (KCGDA), the main difference lies in the computation of the adjacency matrix, which can be performed in the kernel space by solving the general kernel coding problem as follows:

$$\min_{W} \Omega(W) \text{ s.t. } \| \Phi(X_w)W - \Phi(X_m) \|^2 \leq \epsilon, \quad (25)$$

where $\Omega(W)$ can be selected to be either the sparsity-prompting term $\| W \|^2$ of KSGDA or the dense (or collaborative) term $\| W \|^2$ of KCGDA. In [78] and [74], the solutions in (25) were theoretically guaranteed in the same way by solving (22) and (23) using the alternating-direction method of multiplier (ADMM) [79] and least-square regression with Tiknonov regularization [80], respectively.

RIRL
RIRL provides a new insight from the regression point of view to model the FE behavior by bridging the training samples with the corresponding labels rather than indirectly using the label information in the form of a graph or affinity matrix in DAFE-based methods.

LEAST-SQUARES DIMENSION REDUCTION
We begin with sliced inverse regression [81], which is a landmark in SFE techniques. It assumes that the pairwise data $\{(x_i, y_i)\}^n_{i=1}$ are conditionally independent on the to-be-estimated subspace features $\{z_i\}^n_{i=1}$, formulated as $(X \perp Y) Z$. Following this rule, the least-squares dimension reduction (LSDR) proposed by Suzuki and Sugiyama [82] attempts to find a minimizer of the squared-loss MI (LSMI) to satisfy the previously mentioned independence assumption. The projections $P$ for LSDR can be searched by optimizing the following maximization problem:

$$\max \text{LSMI}(Z, Y) \quad \text{s.t.} \quad PP^T = I. \quad (26)$$

And the SMI to measure a statistical dependence between two discrete variables is defined as

$$\text{SMI}(Z, Y) = \sum_{x \in X, y \in Y} p(x)p(y) \left( \frac{p(z, y)}{p(z)p(y)} - 1 \right)^2, \quad (27)$$

where $p(\cdot)$ is the probability distribution function.

LEAST-SQUARES QUADRATIC MI
Limited by the sensitivity of MI to outliers, Sainui and Sugiyama [83] designed a more robust least-squares quadratic MI (LSQMI) on the basis of a QMI criterion; hence, let us define the QMI as

$$\text{QMI}(Z, Y) = \sum_{z \in Z, y \in Y} (p(z, y) - p(z)p(y))^2. \quad (28)$$

Similarly, we solve (26)-like optimization problem by replacing SMI with QMI.

LSQMI DERIVATIVE
Due to the difficulty in accurately computing the derivative of the QMI estimator, LSQMI was further extended to a computationally effective LSQMI derivative by estimating the derivative of QMI instead of QMI itself [84]. In that article, Tangkaratt et al. [84] demonstrated a more accurate and efficient derivative computation of QMI.

JOINT AND PROGRESSIVE LEARNING STRATEGY
Another MI-free estimation group is latent SL (LSL). One representative LSL performs FE and classification simultaneously in a joint-learning (JL) fashion [85]. With an expected output $\Theta X_m$, the process can be modeled as

$$\min_{P, \Theta} \| Y - P \Theta X_m \|^2 + \frac{\alpha}{2} \| P \|^2 \quad \text{s.t.} \quad \Theta \Theta^T = I, \quad (29)$$

where $Y \in \mathbb{R}^{k \times n}$ and $\Theta \in \mathbb{R}^{d \times p}$ are defined as the one-hot encoded label matrices and the latent subspace projections, respectively. $P \in \mathbb{R}^{k \times d}$ denotes the regression matrix that connects the learned subspace and the label information. $Y$ can be formulated as

$$Y_l = \begin{bmatrix} 1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & 1 & 0 \\ 0 & 0 & \ldots & 0 & 1 \end{bmatrix} k. \quad (30)$$

In [85], the model’s solution was proven to be a closed form. Moreover, in [86], Hong et al. explored an LDA-like graph as a regularizer to learn a spectrally discriminative feature representation; thus, (29) becomes

$$\min_{P, \Theta} \| Y - P \Theta X_m \|^2 + \frac{\alpha}{2} \| P \|^2 + \frac{\beta}{2} \text{tr}(\Theta X_m L X_m^T \Theta^T) \quad \text{s.t.} \quad \Theta \Theta^T = I. \quad (31)$$

Beyond the JL-based models, Hong et al. [87] established a novel multilayered regression framework by following a joint and progressive learning strategy (JPlay). With the layerwise autoreconstruction mechanism effective against the spectral variabilities caused by complex noises and atmospheric effects, the linearized JPlay breaks through the performance bottleneck of traditional linear methods. More specifically, we have the resulting model

$$\min_{P, \Theta} \| Y - P \Theta \Theta_1 \ldots \Theta_i X_m \|^2 + \frac{\alpha}{2} \| P \|^2 + \frac{\beta}{2} \sum_{i=1}^d \text{tr}(\Theta_i X_m L X_m^T \Theta_i^T) + \frac{\gamma}{2} \sum_{i=1}^d \| X_{i-1} - \Theta_i^T \Theta_i X_{i-1} \|^2 \quad \text{s.t.} \quad X_i = \Theta_i X_{i-1}, X_i \geq 0, \| x_i \| \leq 1, \quad (32)$$

where the soft constraint $\| x_i \| \leq 1$ can be used to relax the orthogonality. It is worth noting that such a JL-based
strategy can clearly tell the model which features are positive to the classification task, owing to the joint strategy of FE and classification.

DEEP FE TECHNIQUES

Shallow FE techniques often require careful engineering and domain knowledge of experts, which limits their applications. In contrast, DL techniques aim at automatically learning high-level features from raw data in a hierarchical fashion. These features are more discriminative, abstract, and robust than those in shallow methods. Due to their powerful feature representation ability, DL techniques have been widely used to extract features from HSIs in recent years [88], [89]. Among various DL models, autoencoders (AEs), convolutional neural networks (CNNs), and recurrent NNs (RNNs), shown in Figure 9, are the most popular. In this section, we present these models and their applications to hyperspectral FE.

AES

As demonstrated in Figure 9, AE mainly comprises two modules: encoder and decoder. Encoder maps the input vector \( \mathbf{x} \) into a hidden space \( \mathbf{h} \), whereas decoder aims at getting a reconstruction result \( \hat{\mathbf{x}} \) of the original input from \( \mathbf{h} \). These processes can be formulated as

\[
\mathbf{h} = f(W_1 \mathbf{x} + \mathbf{b}_1),
\hat{\mathbf{x}} = f(W_2 \mathbf{h} + \mathbf{b}_2).
\]

(33)

where \( W_1 \) and \( W_2 \) denote the weights connecting the input layer to the hidden layer and the hidden layer to the output layer, respectively; \( \mathbf{b}_1 \) and \( \mathbf{b}_2 \) represent the biases of the hidden units and output units, respectively; and \( f \) is a nonlinear activation function. The training of an AE is to minimize the residual between \( \mathbf{x} \) and \( \hat{\mathbf{x}} \). Once trained, the decoder is deleted, and the hidden layer \( \mathbf{h} \) is considered as a feature representation of \( \mathbf{x} \). To extract deep features, several AEs are often stacked together, generating a stacked AE (SAE) model. For SAE, the hidden layer in the preceding AE is used as the input of the subsequent AE.

SAE is, perhaps, the earliest deep model used to extract features of HSIs [90]. One typical benefit of SAEs is that each AE inside the network can be pretrained using both labeled and unlabeled samples, thus providing better initial values for network parameters compared to random initialization. After layerwise pretraining, the fine-tuning of only a few layers can acquire satisfactory discriminant features. This training method is capable of alleviating the overfitting problem when there exist only small numbers of training samples in HSIs. In [91], the spectral information for each pixel was considered as a vector and fed into an SAE model to extract deep features.
These features extracted by SAEs can also be generalized from one image to another image, which was validated in [92] and [93].

To extract the spatial features of each pixel, one often needs to select a local patch or cube centered at the pixel and then input it into an FE model. Since the inputs of SAEs are vectors, it is difficult to directly process patches or cubes. In [91] and [92], the local cubes from the first principal components of HSIs were initially reshaped into vectors and then fed into SAEs to extract spatial features. In [94] and [95], Gabor features and extended morphological attribute profiles (i.e., the joint use of shallow and deep FE methods) were used as the inputs of SAEs, making it easier for the network to extract high-level spatial features. After the extraction of spectral and spatial features, these features can be easily concatenated together to generate a spectral–spatial joint feature [91], [92]. Compared to the concatenation method, Kang et al. [94] and Deng et al. [95] proposed using another SAE to fuse the spectral and spatial features, which may further enhance the discriminative ability of spectral–spatial features.

Similar to traditional FE methods, one can also embed some prior or expected information into SAEs. Based on the assumption that neighboring samples in the input space should have similar hidden representations, graph regularization was added to SAE to preserve this property [96], [97]. In [98], Zhou et al. imposed a local regularization via FDA on hidden layers to make the extracted features of samples from the same category close to each other and those from different categories as far apart as possible, thus improving the discriminative ability of the SAE. Meanwhile, they also added a diversity regularization term to make the SAE extract compact features.

**CNNs**

CNNs are the most popularly adopted deep model for hyperspectral FE. As shown in Figure 9, the basic components of a CNN model include convolutional layers, pooling layers, and fully connected layers. The convolutional layers are used to extract features with convolutional kernels (filters), which can be formulated as

\[ X^l = f(X^{l-1} \ast W^l + b^l) \]  

(34)

where \( X^l \) is the \( l \)th feature maps, \( W^l \) and \( b^l \) denote the filters and biases of the \( l \)th layer, respectively; and \( \ast \) represents the convolutional operation. After the convolutional layer, the pooling layer is often adopted to reduce the size of the generated feature maps and produce more robust features. On the top of a CNN model, there often exist some fully connected layers, aiming at learning high-level features and outputting the final results of the network.

For HSIs, CNNs can be used to extract spectral features [99] or spatial features [100]–[102], depending on the inputs of networks. In [99], Hu et al. designed a 1D CNN model to extract spectral features of each pixel. Compared to traditional fully connected networks, CNNs have weight-sharing and local-connection characteristics, making their training processes more efficient and effective. In [100], 2D CNN was explored to extract spatial features from a local cube. Different from SAEs, CNNs do not need to reshape the cube into a vector, thus preserving as much spatial information as possible. However, to make full use of the representation ability of CNNs, two important issues need to be considered. The first issue is the small number of training samples but high-dimensional spectral information, which will easily lead to the overfitting problem. The second issue is the extraction of spectral–spatial joint features, which can improve the classification performance in comparison with using the spectral or spatial feature only.

For the first issue, many commonly used strategies in the field of natural image classification, such as dropout and weight decay, can be adopted. In addition, many promising methods have been proposed in the past few years. These methods can be divided into four different classes.

The first class of methods is dimensionality reduction. In [100], [101], and [103], PCA was employed to extract the first principal components of HSIs as inputs of CNNs, thus simplifying the network structures. Similarly, a similarity-based BS method was used in [104]. However, these dimensionality-reduction methods are independent from the following CNNs, which may lose some useful information. Different from them, Ghamisi et al. [105] proposed a novel method to adaptively select the most informative bands suitable for the CNN model.

The second class of methods is data augmentation. In [101], two methods were proposed to generate virtual samples. One is to multiply a random factor and add a random noise to training samples, while the other is to combine two given samples from the same class with proper ratios. In [106], a data-augmentation method based on distance density was proposed. Recently, Kong et al. [107] proposed a random zero-setting method to generate new samples.

The third class of methods is transfer learning. In [108] and [109], the authors found that CNNs trained by one hyperspectral data set can be transferred to another data set acquired by the same sensor and that fine-tuning only a few top layers achieves satisfying results. More interestingly, the works in [110]–[112] indicated that CNNs pretrained by natural images can be directly applied to extract spatial features of HSIs.

The fourth class of methods is semisupervised or even unsupervised learning. For example, Wu and Prasad [113] attempted to use a clustering model to obtain pseudo-labels of unlabeled samples and then combine the training samples and unlabeled samples (with their pseudo-labels) together to train their network.

In terms of the second issue, one popularly used method is feeding a local cube, directly cropped from the original HSI, into a CNN with 3D convolution kernels.
for processing the spectral and spatial information simultaneously. The number of channels in the 3D convolutional kernel is smaller than or equal to that of its input layer. However, the former dramatically increases the computational complexity due to the simultaneous convolution operators in both the spectral and spatial domains, whereas the latter heavily increases the number of parameters to optimize. Another candidate method is to decouple the task of spectral–spatial FE into two parts: spectral FE and spatial FE.

In [108] and [114], a parallel structure was employed to extract spectral–spatial features. Specifically, 1D and 2D CNNs were designed to extract spectral features and spatial features, respectively; these two features were then concatenated together and fused via a few fully connected layers. Since 2D CNN focuses on extracting spatial features, some redundant spectral information can be preprocessed to reduce the computational complexity. In [115], a serial structure was also used to extract spectral–spatial features. It first applied several $1 \times 1$ convolutions to extract spectral features and then fed the extracted features into several 3D convolutions to extract spatial features.

RNNs

RNNs have been popularly employed to sequential data analysis, such as machine translation and speech recognition. Different from the feedforward NN, RNN takes advantage of a recurrent edge to connect the neuron to itself across time. Therefore, it is able to model the probability distribution of sequence data. To make this subsection easier to follow, we first provide a brief and general discussion on RNN. Then, we briefly describe how to use RNN specifically for the classification of HSIs.

Figure 9 shows an example of RNN. Given a sequence $x = (x_1, x_2, \ldots, x_T)$, where $x_t \in \{1, 2, \ldots, T\}$ generally denotes the information at time $t$, the output of the hidden layer at the $t$th time step is

$$h_t = f(Ux_t + Wh_{t-1} + b_h),$$

where $U$ and $W$ represent weight matrices from the current input layer to the hidden layer and the preceding hidden layer to the current hidden layer, respectively; $h_{t-1}$ is the output of the hidden layer at the preceding time; and $b_h$ is a bias vector. According to this equation, it can be observed that the contextual relationships in the time domain are constructed via a recurrent connection. Ideally, $h_t$ will capture most of the information and can be considered the final feature of the sequence data. In terms of classification tasks, one often inputs $h_t$ into an output layer $o_t$, which can be described as

$$o_t = f(Vh_t + b_o),$$

where $V$ is the weight matrix from the hidden layer to the output layer and $b_o$ is a bias vector.

In recent years, RNNs have attracted more and more attention in the field of HSI FE. To make full use of RNNs, one must first ask the following question: How is the sequence to be constructed? An intuitive method is to regard the whole spectral bands as a sequence [116], [117]. For each pixel, its spectral values are fed into RNNs from the first band to the last band, and the output of the hidden layer at the last band is the extracted spectral feature. Different from the traditional sequences in speech-recognition or machine-translation tasks, the succeeding bands do not depend on the preceding ones. Thus, Liu et al. [116] also fed the spectral sequence from the last band to the first band to construct a bidirectional RNN model.

Another method is to use a local patch or cube to construct the sequence [117]–[119]. For example, Zhou et al. [117] regarded the rows of each local patch, cropped from the first principal component of HSIs, as a sequence and fed them into an RNN one by one to extract spatial features; Zhang et al. [118] adopted each pixel and its neighboring pixels in the cube to form a sequence. These pixels were first sorted according to their similarities to the center pixel and then fed into the RNN sequentially to extract locally spatial features.

In real applications, the constructed sequence may be very long. In the widely used Indian Pines data, the length of the sequence is 200 (the number of spectral bands) if we use the first method mentioned earlier to construct the sequence. This sequence increases the training difficulty because the gradients tend to either vanish or explode. To deal with this issue, long short-term memory (LSTM) was employed as a more sophisticated recurrent unit [116], [117], [120], [121]. The core components of LSTM are three gates: input, forget, and output gates. These gates together control the flow of information in the network.

Similarly, the gated recurrent unit (GRU), which has only two gates (i.e., an update gate and a reset gate), was also employed. Compared to LSTM units, GRUs have fewer parameters, which may be more suitable for HSI FE since it usually has a limited number of training samples. Another candidate scheme to address the issue is to divide the long-term sequence into shorter sequences [121], [122]. For example, in [122], Hang et al. proposed grouping the adjacent bands of HSIs into subsequences and then using RNNs to extract features from them. Since nonadjacent bands have some complementarity, they also used another RNN to fuse the extracted features.

INTEGRATED NETWORKS

In general, AEs and RNNs are good at processing vectorized inputs, thus achieving promising results in terms of spectral FE. However, both of them need to reshape the input patches or cubes into vectors during spatial FE, which may destroy some spatial information. In contrast, CNNs are able to directly deal with image patches and cubes, resulting in more powerful spatial features than AEs and RNNs. It is natural to wonder whether we can integrate these networks
together to make full use of their respective advantages. In the past few years, numerous works have been proposed in this direction.

One type of integration method is to use each network independently and then combine their results together [119], [121]–[123]. In [123], a parallel framework was proposed to extract spectral–spatial joint features from HSIs. In this framework, SAE was employed to extract spectral features of each pixel, and CNN was used to extract spatial features from the corresponding image patch. These two results were fused by a fully connected layer. Similar to this article, Xu et al. [121] also adopted the parallel framework but used LSTM to extract the spectral features. In contrast, Hang et al. [122] proposed a serial framework to fuse CNNs and RNNs. Specifically, they used a CNN to extract the spatial features from each band of HSIs and then used an RNN to fuse the extracted spatial features. In [119], Shi and Pun also employed a serial framework to integrate the CNN and RNN for spectral–spatial FE.

Another kind of integration method is embedding the core component (i.e., convolutional operators) of CNNs into AEs or RNNs [93], [116]. In [93], an unsupervised spectral–spatial FE network was proposed. The whole framework was similar to AEs, also adopting the so-called encoder–decoder paradigm. However, the fully connected operators in AEs were replaced by convolutional operators, so that the network can directly extract spectral–spatial joint features from cubes. In [116], Liu et al. proposed a spectral–spatial FE method based on a convolutional LSTM network. Instead of fully connected operators, they also used convolutional operators in LSTM units. For a given cube, each band was fed into the convolutional LSTM unit sequentially. The convolutional operators could extract the spatial features, while the recurrent operators could extract the spectral features. The whole network was optimized in an end-to-end manner, thus achieving satisfactory performance.

**EXPERIMENTAL RESULTS**

To evaluate the performance of different FE techniques, we selected four techniques from the UFE category (i.e., PCA [19], multiscale structural total variation (MSTV) [39], OTVCA [42], and LPP [48]), four techniques from the SFE category (i.e., LDA [51], CGDA [74], LSDR [82], and JPlay [87]), and five techniques from the deep FE category (i.e., SAE [124], RNN [122], CNN [125], convolutional AE (CAE) [93], and convolutional RNN (CRNN) [116]). Here, we set the tuning parameters for those algorithms before representing the experimental results.

**ALGORITHM SETUP**

The parameter setting usually plays a crucial role in assessing the performance of FE algorithms. Subspace dimension (or number of features, d) is a common parameter for all of the compared algorithms. Selection of the number of features is a hard task for HSI analysis. The endmember selection/extraction, subspace identification, and/or rank selection are all referred to this subject [126]–[128]. For a fair and simplified comparison, the parameter d is assigned to be equal to the number of classes (k). We should note that d in LDA is automatically determined as k − 1, due to the class separability (Fisher’s criterion).

**UFE**

- **PCA**: This method is a parameter-free technique.
- **MSTV**: In [39], all parameters are adjusted using a trial-and-error approach. The multiscale parameters adjusting the degree of smoothness (as suggested in [39]) are set to 0.003, 0.02, and 0.01. The spatial scale for the structure extraction in three levels (as suggested in [39]) is set to 2, 1, and 3.
- **OTVCA**: This method is initialized as recommended in [42]. The tuning parameter λ, which controls the level of smoothness applied on the features, is set to 1% of the maximum intensity range of the data sets.
- **LPP**: The number of neighbors is set to 12. The bandwidth of the Gaussian kernel is set to 1.

**SFE**

A common strategy for model selection is to run cross validation (CV) on the training set, since the labeled samples are available in SFE. Therefore, we used the CV strategy on the following studied algorithms for parameter selection.

- **LDA**: This method can be viewed as a baseline for SFE. There is no additional parameter in LDA.
- **CGDA**: Equation (23) can be tuned to a regularized optimization problem, where one extra parameter—regularized $\ell_2$-norm—must be set in advance in the process of graph construction, which can be searched in the range of $\{10^{-4}, 10^{-3}, 10^{-2}, \ldots, 10^1, 10^2\}$ by CV. In the experiment, 0.1 is used for all three data sets.
- **LSDR**: Two parameters are involved in LSDR, the standard deviation for the Gaussian function and the regularization parameter, which are selected in the range of $\{0.05, 0.1, \ldots, 0.95, 1\}$ and $\{10^{-2}, 10^{-3}, 10^1, 10^2\}$, respectively, using CV. Finally, $\sigma$ and $\lambda$ are both set to one in our experiments.
- **JPlay**: There are three regularization parameters ($\alpha$, $\beta$, and $\gamma$) that must be set in the JPlay model (32). With the CV conducted on the training set of three different data sets, the regularization parameters are selected in the ranges of $\{10^{-2}, 10^{-3}, 10^1, 10^2\}$, yielding the final setting of $(\alpha, \beta, \gamma) = (0.1, 1, 1)$ for the first data set, $(\alpha, \beta, \gamma) = (0.1, 0.1, 1)$ for the second data set, and $(\alpha, \beta, \gamma) = (0.1, 1, 1)$ for the last data set.

**DEEP FE**

- **SAE**: The input of SAE is the original spectral information of each pixel. Three hidden layers are used. The numbers of neurons from the first to the third hidden layer are set to 32, 64, and 128, respectively. Rectified
linear unit (ReLU) is adopted as the activation function for each hidden layer.

- **CNN**: The input of CNN is a small cube with a size of $16 \times 16 \times p$, where $p$ represents the number of spectral bands for each data. Three convolutional layers are used. Each convolutional layer is sequentially followed by a batch normalization layer, a ReLU activation function, and a max-pooling layer. Note that the last pooling layer is an adaptive max-pooling layer, making the output size equal to $1 \times 1$ for any input sizes. The kernel size for each convolution is $3 \times 3$, and the numbers of kernels from the first to the third convolutions are set to 32, 64, and 128, respectively. Padding operators are used to preserve the spatial size after each convolutional operator.

- **PCNN**: PCA is applied prior to CNN to reduce the spectral dimension of the HSI. The number of reduced dimensions by PCA is set to the number of classes ($k$). The input cube for the CNN is of size $16 \times 16 \times k$.

- **RNN**: The input of RNN is the same as the input of SAE. Two recurrent layers with GRU are employed. The number of neurons in each recurrent layer is set to 128.

- **Integrated networks**: CAE and CRNN are selected as two representative integrated networks. The input for them is the same as that for the CNN. For CAE, three convolutional layers and three deconvolutional layers are adopted. All of them use $3 \times 3$ kernels. The numbers of kernels from the first to the third convolutional layers are set to 32, 64, and 128, respectively. In contrast, the numbers of kernels from the first and third deconvolutional layers are set to 64, 32, and $p$, respectively. Similar to [116], CRNN adopts two recurrent layers with convolutional LSTM units. For both recurrent layers, $3 \times 3$ convolutional kernels are applied. The numbers of kernels for the first and the second recurrent layers are set to 32 and 64, respectively.

All of these DL-related models are implemented in the PyTorch framework. To optimize them, we use the Adam algorithm with default parameters. The batch size, learning rate, and number of training epochs are set to 128, 0.001, and 200, respectively. To reduce the effects of random initialization, all of the DL models are repeated five times, and the mean values are reported.

**RANDOM FOREST CLASSIFIER**

Apart from the deep FE techniques, all of the other FE techniques use random forest (RF) to perform the classification task. The number of trees selected for RF is set to 200. We set the number of the prediction variable approximately to the square root of the number of input bands.

**PERFORMANCE OF FE TECHNIQUES ON THREE HSIS**

We applied FE techniques on the three hyperspectral data sets—i.e., Indian Pines 2010, Houston 2013, and Houston 2018—and the classification accuracies, including class accuracies, average accuracy (AA), overall accuracy (OA), and kappa coefficient ($\kappa$) are shown in Tables 5, 6, and 7, respectively. The results are first discussed within the categories and then between different categories. We should note that the results and discussions are in terms of classification accuracies obtained from the classification of the HSIs.

**UFE**

- **PCA**: PCA demonstrates the poorest performance compared with the other techniques; however, it considerably improves the classification accuracies compared with the results obtained by applying the RF on the spectral bands. One of the main disadvantages of PCA is that it does not take into account the noise; therefore, the extracted features with lower variance are often degraded by different types of noise existing in the HSI [129]. Additionally, PCA takes into account only the spectral correlation, and it entirely neglects the spatial (neighboring) information.

- **LPP**: LPP considerably outperforms the other UFE techniques for the Indian Pines data set. However, in the case of the Houston data sets, it provides very poor results. LPP incorporates the spatial information using the manifold-learning process and by constructing the neighboring graph [48].

- **OTVCA**: OTVCA outperforms the other UFE techniques for the Houston data sets. In the case of Houston 2013, the improvements are considerable. OTVCA is robust to noise due to the signal model, which takes into account the noise and model errors. Additionally, OTVCA exploits the spatial correlation by incorporating the TV penalty; therefore, the extracted features are piecewise smooth and have a high SNR [42]. Overall, it can be observed that OTVCA, which is a candidate from the low-rank reconstruction techniques, generally provides better classification accuracies than the other UFE techniques.

**SFE**

- **LDA versus spectral classifier (RF)**: With the embedding of supervised information, LDA obviously performs better than the situation where RF is directly applied to the spectral signatures, in terms of the overall performance and individual accuracies for most materials. This indicates the effectiveness of SFE to a great extent.

- **LDA versus CGDA**: Although the classification performance of CGDA is inferior to that of LDA from an overall perspective, the advantage of CGDA mainly lies in its automation in computing the similarity (or connectivity) between samples. This could lead to a relatively stable FE, particularly in large-scale and more complex hyperspectral scenes. Due to the data-driven graph embedding, CGDA yields a lower running speed than LDA in the process of model training.

- **LDA versus LSDR**: Intuitively, LSDR provides competitive classification performance with LDA. However, LSDR...
### TABLE 5. THE CLASSIFICATION ACCURACIES OBTAINED ON FEATURES EXTRACTED FROM THE INDIAN PINES 2010 DATA SET USING DIFFERENT SHALLOW AND DEEP FE TECHNIQUES.

#### INDIAN PINES 2010

| Features | SHALLOW FE | DEEP FE |
|----------|------------|---------|
| **UFE**  | **SFE**    | **SFE** |
| PCA      | 0.9852    | 0.9852  |
| OTVCA    | 0.8333    | 0.8333  |
| SAE      | 0.9985    | 0.9985  |
| RNN      | 0.9985    | 0.9985  |
| CNN      | 0.9985    | 0.9985  |
| CAE      | 0.9985    | 0.9985  |
| CRNN     | 0.9985    | 0.9985  |
| PCNN     | 0.9985    | 0.9985  |

The highest accuracy in each row is shown in bold.

### TABLE 6. THE CLASSIFICATION ACCURACIES OBTAINED ON FEATURES EXTRACTED FROM THE HOUSTON UNIVERSITY 2013 DATA SET USING DIFFERENT SHALLOW AND DEEP FE TECHNIQUES.

#### HOUSTON 2013

| Features | SHALLOW FE | DEEP FE |
|----------|------------|---------|
| **UFE**  | **SFE**    | **SFE** |
| PCA      | 0.9852    | 0.9852  |
| OTVCA    | 0.8333    | 0.8333  |
| SAE      | 0.9985    | 0.9985  |
| RNN      | 0.9985    | 0.9985  |
| CNN      | 0.9985    | 0.9985  |
| CAE      | 0.9985    | 0.9985  |
| CRNN     | 0.9985    | 0.9985  |
| PCNN     | 0.9985    | 0.9985  |

The highest accuracy in each row is shown in bold.
is time consuming due to the distribution matching between input samples and labels. The requirement to estimate the statistical distribution also limits LSDR’s stability, especially when the training set is available on a small scale (e.g., for the Indian Pines 2010 and Houston 2013 data sets).

- **LDA versus JPlay:** Unlike conventional regression techniques, JPlay is capable of extracting semantically meaningful and robust features, due to the multilayered structure and self-reconstruction constraint (32). Quantitatively speaking, JPlay outperforms the other SFE methods. The CV provides a feasible solution to automatically determine the parameter combination in JPlay. Despite the ADMM solver designed for speeding up the optimization process, such a multilayered parameter update inevitably suffers from high computational cost.

**DEEP FE**

- **Spectral versus spectral–spatial models:** Most of the spectral–spatial models (i.e., CNN, PCNN, CAE, and CRNN) achieve superior performance compared to spectral models (i.e., SAE and RNN) in terms of AA, OA, and kappa due to the joint use of spectral and spatial information. This indicates that, besides the rich spectral information, spatial information is also important for HSI classification.
  - **PCNN and CNN versus CAE and CRNN:** Similar to SAE, CAE focuses on image reconstruction rather than classification. In contrast, PCNN and CNN are exclusively designed for the classification task, so they are able to learn more discriminative features than CAE, leading to better classification performance, especially on the Houston 2018 data set. Although CRNN also focuses on the classification task, it has more parameters to train. Using the same number of training samples and epochs, PCNN and CNN can achieve better results than CRNN in terms of AA, OA, and kappa.
  - **PCNN versus CNN:** PCNN outperforms CNN in terms of classification accuracies for all three data sets. We should note that the improvements are substantial in the case of the Houston 2013 and 2018 data sets. Due to the use of PCA, most of the redundant spectral information is reduced. Therefore, the number of trainable parameters in PCNN is smaller than that of CNN, making it easier to learn under the same condition.

### TABLE 7. THE CLASSIFICATION ACCURACIES OBTAINED ON FEATURES EXTRACTED FROM THE HOUSTON UNIVERSITY 2018 DATA SET USING DIFFERENT SHALLOW AND DEEP FE TECHNIQUES.

| Feature Extraction | SFE DEEP FE |
|-------------------|-------------|
| **HOUSTON 2018** |             |
| **SPECTRAL** | **PCA** |
| SHALLOW FE | |
| 1 | 0.3088 | 0.3936 | 0.3971 | 0.4721 | 0.4162 | 0.4536 | 0.3088 | 0.3936 | 0.3971 | 0.4721 | 0.4162 | 0.4536 |
| 2 | 0.7603 | 0.8396 | 0.7046 | 0.6376 | 0.8122 | 0.8474 | 0.8076 | 0.7747 | 0.8347 | 0.7893 | 0.6975 | 0.8173 |
| DEEP FE | |
| 1 | 0.5346 | 0.5091 | 0.5911 | 0.5991 | 0.5974 | 0.5974 | 0.5974 | 0.5974 | 0.5974 | 0.5974 | 0.5974 | 0.5974 |
| 2 | 0.5778 | 0.5877 | 0.5396 | 0.5396 | 0.5396 | 0.5396 | 0.5396 | 0.5396 | 0.5396 | 0.5396 | 0.5396 | 0.5396 |
| 3 | 0.9924 | 0.9924 | 0.9924 | 0.9924 | 0.9924 | 0.9924 | 0.9924 | 0.9924 | 0.9924 | 0.9924 | 0.9924 | 0.9924 |
| 4 | 0.0477 | 0.0477 | 0.0477 | 0.0477 | 0.0477 | 0.0477 | 0.0477 | 0.0477 | 0.0477 | 0.0477 | 0.0477 | 0.0477 |
| 5 | 0.3971 | 0.3971 | 0.3971 | 0.3971 | 0.3971 | 0.3971 | 0.3971 | 0.3971 | 0.3971 | 0.3971 | 0.3971 | 0.3971 |
| 6 | 0.4634 | 0.4634 | 0.4634 | 0.4634 | 0.4634 | 0.4634 | 0.4634 | 0.4634 | 0.4634 | 0.4634 | 0.4634 | 0.4634 |
| 7 | 0.5552 | 0.5552 | 0.5552 | 0.5552 | 0.5552 | 0.5552 | 0.5552 | 0.5552 | 0.5552 | 0.5552 | 0.5552 | 0.5552 |
| 8 | 0.6618 | 0.6618 | 0.6618 | 0.6618 | 0.6618 | 0.6618 | 0.6618 | 0.6618 | 0.6618 | 0.6618 | 0.6618 | 0.6618 |
| 9 | 0.7599 | 0.7599 | 0.7599 | 0.7599 | 0.7599 | 0.7599 | 0.7599 | 0.7599 | 0.7599 | 0.7599 | 0.7599 | 0.7599 |
| 10 | 0.8781 | 0.8781 | 0.8781 | 0.8781 | 0.8781 | 0.8781 | 0.8781 | 0.8781 | 0.8781 | 0.8781 | 0.8781 | 0.8781 |

The highest accuracy in each row is shown in bold.
SHALLOW UFE VERSUS SHALLOW SFE
For all three data sets used in the experiments, the UFE techniques provide better classification accuracies than the SFE techniques. Unlike SFE, UFE tends to pay more attention to spatial–spectral information extraction because it fully considers all samples of HSI as the model input. Conversely, the performance of SFE is, to a great extent, limited by the ability to largely gather HSI ground sampling. Direct evidence is given in Tables 5–7. For the Indian Pines 2010 and Houston 2018 data sets, for which more training samples are available, SFE-based methods produce results competitive with those of UFE-based techniques, whereas for the Houston 2013 data set, the classification performance of SFE is relatively inferior to that of UFE, due to the small-scale training set. 2013 Considering the low number of ground samples often available in HSI applications, the experimental results confirm the advantage of UFE over SFE for HSI FE.

SHALLOW FE VERSUS DEEP FE
At first glance, the shallow FE approaches slightly outperform the deep FE techniques for the two data sets, i.e., Indian Pines 2010 and Houston 2013. However, a deep comparison reveals that some deep FE techniques, such as CNN-based FE, provide consistency and good performance over all three data sets. Additionally, when the dimension-reduced step (e.g., using PCA) is applied prior to the CNN technique, the resulting PCNN yields, by far, the second highest accuracies in all cases of the Indian Pines 2010 and Houston 2013 data sets (only moderately lower than LPP or OTVCA, respectively) and simultaneously obtains the best performance on the Houston 2018 data set.

It is worth mentioning that CNN-based FE methods obtained at least a 10% increase over the shallow techniques in the case of the Houston 2018 data set. This could be due to the high nonlinear behavior of this data set, which contains 20 land cover classes. The main factors for CNN-based FE methods to obtain approximately 20% improvement over the shallow FE methods on the Houston 2018 data set are the availability of sufficient training samples and modeling the spatial information of the HSI well.

COMPARISONS OF THE LAND COVER MAPS
Figures 10–12 compare the classification maps for the Indian Pines, Houston University 2013, and Houston University 2018 data sets, respectively. The figures compare the maps obtained from methods that provide the highest OA from each category (i.e., shallow UFE, shallow SFE, and deep FE) along with the map obtained from the spectral classifier (HSI). Additionally, we depict the maps obtained by CNN for all three data sets since this provides the highest OA among the deep FE techniques, which do not exploit a reduction step.

Overall, the classification maps of either the UFE- or SFE-based approaches (e.g., LPP, JPlay, CNN, PCNN) are smoother compared to HSI, which tends to generate sparse mislabeled pixels. More specifically, the classification maps generated by spectral–spatial FE-based methods, e.g., OTVCA, CNN, and PCNN, are usually a bit oversmoothed, leading to the creation of fake structures, especially for the Indian Pines 2010 and Houston 2018 data sets. In the case of OTVCA, the oversmoothing can be avoided by decreasing the tuning parameter. In contrast, JPlay obtains relatively desirable classification maps, despite the lack of spatial information modeling. It is worth mentioning that the JPlay algorithm can maintain the structural information for the Houston 2013 data set in the shadow-covered region, where pixels at some bands are considerably attenuated. This is due to the elimination of the spectral variability using self-reconstruction.

**FIGURE 10.** The classification maps obtained on the extracted features from the Indian Pines 2010 data set: (a) HSI, (b) LPP, (c) JPlay, (d) CNN, (e) PCNN, and (f) ground reference. From each category, the method with the highest OA is shown for the demonstration, and (a) is the one obtained from the spectral bands.
regularization [the third term in (32)] and the multilayered linearized regression technique.

**PERFORMANCE WITH RESPECT TO THE NUMBER OF TRAINING SAMPLES**

In this section, we investigate the performance of the FE techniques in terms of classification accuracies with respect to the number of training samples. As we have already stated, this analysis is of great interest for two main reasons. First, ground sample acquisition and measurements are often cumbersome and could be impossible in cases for which the target area is not reachable. Additionally, the limited number of samples affects the performance of not only the supervised classifiers but also the SFE techniques, since they are highly reliant on the number of training samples. Therefore, in this experiment, we perform an analysis on the 2017 Houston University data set by comparing the performances of the FE techniques when selecting 10, 25, 50, and 100 training samples randomly. Figure 13 compares the OAs obtained by applying

![Figure 11](image1.png)
**FIGURE 11.** The classification maps obtained on the extracted features from Houston University 2013 data set: (a) HSI, (b) OTVCA, (c) JPlay, (d) CNN, (e) PCNN, and (f) ground reference. From each category, the method with the highest OA is shown for the demonstration, and (a) is the one obtained from the spectral bands.

![Figure 12](image2.png)
**FIGURE 12.** The classification maps obtained on the extracted features from Houston University 2018 data set: (a) HSI, (b) OTVCA, (c) JPlay, (d) CNN, (e) PCNN, and (f) ground reference. From each category, the method with the highest OA is shown for the demonstration, and (a) is the one obtained from the spectral bands.
RF on the spectral bands (labeled by HSI) and the features extracted by OTVCA and JPlay along with the OAs obtained by CNN and PCNN. The results are mean values over 10 experiments based on selecting the samples randomly. (The standard deviations are shown by the error bars.) The outcomes of the experiment can be summarized as follows:

- The SFE technique (i.e., JPlay) improves the OAs compared to the spectral classifier. However, it provides a much lower OA compared with UFE and deep FE for all cases. Two aspects might explain this point. One is that JPlay fails to model spatial and contextual information; another is that, although JPlay attempts to enhance the reorientation ability of the features via multilayered linear mapping, it is still incomparable to the nonlinear deep-FE-based techniques, particularly when the number of samples is increased.

- In this experiment, the UFE technique (i.e., OTVCA) and the deep FE method, CNN, performed similarly in terms of classification accuracies. Compared with the results given in Table 7, it can be observed that the random selection of the training samples over the entire class of regions from the ground reference considerably improves the performance of RF applied on the features extracted by OTVCA. This is often due to the lack of a parameter selection technique to choose the optimum parameter for the OTVCA algorithm, which could lead to over-smoothing on the features.

- The DL technique (i.e., PCNN), after using the reduction (i.e., PCA), provides very high OA for all the cases. Comparing the results with CNN (i.e., without using the PCA reduction) confirms the advantage of using the reduction stage prior to DL techniques.

CONCLUSIONS AND SUMMARY

In the past decade, HSI FE has considerably evolved, leading to three main research lines (i.e., shallow UFE, shallow SFE, and deep FE approaches) that include the majority of FE techniques presented in this article. We systematically provided a technical overview of the state-of-the-art techniques proposed in the literature by categorizing the aforementioned three focuses into subcategories. To make this research article easy to follow for researchers at different levels (i.e., students, researchers, and senior researchers), we aimed to show the evolution of each category over the decades rather than including many techniques with an exhaustive reference list.

The experimental section was designed to compare the performances of the techniques in two ways: 1) between all of the categories (i.e., shallow UFE, shallow SFE, and deep FE approaches) and 2) within each category by analyzing the corresponding subcategories. In this manner, a variety of subcategories were investigated, detailing the evolution of the shallow UFE (i.e., conventional data-projection schemes, band clustering/splitting techniques, low-rank reconstruction techniques, and manifold-learning techniques), shallow SFE (i.e., class-separation discriminant analysis, graph-embedding discriminant analysis, regression-based representation learning, and JPlay), and deep FE approaches (i.e., AE, CNN, RNN, and integrative approaches). Three recent hyperspectral data sets were studied, and the results were evaluated in terms of classification accuracies and the quality of the classification maps.

The experiments carried out in this study showed the following, in terms of classification accuracies: 1) DL FE techniques (i.e., CNN and PCNN) can outperform the shallow methods, particularly when a sufficient amount of training data are available; 2) applying a dimensionality reduction step (such as PCA) prior to the DL techniques considerably improves their performances; and 3) shallow UFE techniques not only outperform the SFE methods but also are very competitive compared with deep FE methods. However, we should mention that the conclusions are limited by the experiments carried out on the three HSI data sets. In addition, this article provides an impressive amount of code and libraries, mostly written in Python and MATLAB, to ease the task of researchers in this vibrant field of research.
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