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Moving target tracking technology is an important topic in the field of time domain sensors, which is widely used in medical diagnosis, intelligent robots, human-computer interaction, education, and entertainment. This article is based on the time domain vision sensor to explore the methods of sports target tracking and speed measurement. The article introduces the regional grayscale correlation matching method in the vision sensor algorithm, the noise model of the time domain vision sensor, and the method of eliminating noise. At the same time, the tracking effects of SIFT algorithm, Mean Shift algorithm, and MSO algorithm on moving targets are studied, analyzing the ANF algorithm, TSML algorithm, and IHTLS based on the time domain visual sensor to compare the TUD-Crossing test set, the ETHBAHNHOF test set, and the SMOT data set; then the image matching was purified and analyzed based on the time domain visual sensor. The research results show that, in the method of exploring moving target tracking based on time domain vision sensor, when the improved SIFT algorithm uses feature adaptive fusion to describe the target, it can automatically allocate the proportion of color features and texture features, which improves the accuracy and reliability of moving target tracking. Among them, the DNP algorithm can control the final accuracy rate above 80%, and its recall rate is basically greater than 80%. In the case that the accuracy of rough matching is less than 50%, the final matching accuracy after processing by multiple purification algorithms is above 98%.

1. Introduction

With the improvement of sports competitive level, how to more easily and quickly master the training level of the players and provide the corresponding sports parameters to provide support for the players’ daily practice has become an urgent problem for sports workers. In recent years, local governments have increased their research in the field of sports scientific research. In the past, the sports training model that relied solely on the observation records of the coaches and the intuitive judgment of the audience could no longer meet the requirements of the ever-increasing level of human competition. With the development of technology, sports target measurement and tracking technology is becoming more and more perfect. However, in sports videos, because the colors of the players’ clothes and the background field may be the same, there is still cross-blocking between the players.

Since the visual sensor has better accuracy and memory, it can quickly capture the moving target. By collecting a large amount of video image information of high-level athletes in regular training and large-scale competitions, and effectively analyzing this information, it can change the inadequacy of coaches who only rely on manual observation and experience to guide athletes’ technical movements in the past, greatly improving the training effect of athletes. At the same time, in the field of motion video analysis, moving target detection and tracking technology has played an indispensable role. Through real-time detection and tracking of athletes, the athlete’s trajectory can be analyzed, and it is convenient to correct the subtle movement differences that cannot be detected by the athletes in training or competition, thereby improving the athlete’s training effect and competition performance.
Combined with the research progress at home and abroad, different scholars have made certain researches on time domain sensors and target motion tracking. Feng and Feng research the performance in the time domain and frequency domain through the shaking table test of the three-story frame structure; the displacement of all floors is measured by using a camera to track high-contrast man-made targets or low-contrast natural targets (such as bolts and nuts) on the surface of the structure [1]. Lenero-Bardallo et al. proposed a new type of event-based vision sensor with two operating modes; the operation and readout mode can be switched through two control bits. The sensor has low latency and low power consumption when detecting spatial contrast [2].

Zhang and Chen proposed a feature-level data fusion method that automatically evaluates the welding quality of aluminum alloy tungsten gas shielded welding in real time. Continuously extract and select multiple characteristic parameters from sound and voltage signals, and carefully analyze the spectral distribution of argon atoms related to weld penetration before selecting the characteristic parameters [3]. Prasov and Khalil focused on measuring the effect of noise on tracking error. The purpose of Prasov’s research is to provide readers with the relationship between the parameters of the high-gain observer and the tracking error and its subsequent derivatives [4]. Lyu and Smith compare three wireless swing sensors with high-speed video. The swing speed of the high-speed video is measured by distinguishing the position coordinates of the tracking mark on the bat. On average, the speed reported by the wireless bat swing sensor is 8% slower than the speed found by video tracking [5]. Lauzon-Gauthier et al. have developed a machine vision sensor that uses paste structure analysis to predict deviations from the optimal amount of pitch in the anode formulation. It can help operators mitigate the impact of changing anode raw materials ( coke and pitch) [6]. Zhou et al. developed a three-dimensional vision sensor that uses 20 to 100 lasers arranged in a circular array, called omnidirectional dot matrix projection (ODMP). Based on the imaging characteristics of the sensor, ODMP can image areas with high image resolution [7]. Yang et al. research and implement the AER vision sensor bus arbitration simulator, which is used to simulate the process of event sampling, AER allocation, and object tracking. The experimental results show that the visual information generated by the AER vision sensor only accounts for 5%–10% of the total number of pixels of the image sensor. The target tracking accuracy of the event aggregation arbitration is higher than that of the specific area arbitration and the arbitration in the high-speed object tracking application of the round-robin method is reduced by 10%–20% [8]. However, these scholars did not effectively combine the time domain sensor with moving target tracking, but only talked about its unilateral significance.

The main content of the research and innovation of this article is reflected in the following: (1) Article introduces the algorithm based on time domain sensor and analyzes the SIFT algorithm of moving target tracking based on time domain sensor. (2) And it compared the algorithms based on time domain sensors and then based on the time domain sensors to track and detect the moving targets in the image, and at the same time, the image matching was purified and analyzed.

2. Method of Moving Target Detection Based on Time Domain Vision Sensor

2.1. Algorithm Based on Time Domain Vision Sensor

Based on the time domain vision sensor algorithm is the most important and most difficult step in the vision sensor algorithm, and it is also a research hotspot and difficulty in recent decades. It looks for one or more transformations in the transformation space. Due to changes in shooting time, shooting angle, and natural environment, the use of various sensors, and sensor defects, the captured images not only are affected by noise, but also have serious gray distortion and geometric distortion [9]. In this situation, how to achieve accuracy, high matching accuracy, fast speed, good robustness, and strong anti-interference ability of the matching algorithm will become the goal pursued by human beings. According to mathematical theories and methods, it provides humans with a new way of matching [10].

2.1.1. Regional Gray-Scale Correlation Matching Method

The matching algorithm based on regional gray scale is the most common and mature matching method used in stereo vision. The elements to be matched have a fixed-size pixel window, and the similarity criterion is the maximum similarity between two pixels windows [11]. The function of the pixel window is to make the similarity criterion in the region gray-based matching algorithm have a judging criterion. The matching algorithm is as follows.

As shown in Figure 1, on the i-th scan line, there is a feature point \( x_1(a, b) \) in the left image of the image pair. To find the corresponding feature point \( x_2 \) in the right image, use a correlation window of area \( Z = (2n + 1) \times (2n + 1) \), and the center of the window is located at feature point \( x_1 \). At the same horizontal scan line along \( x_1 \) in the right picture, look for the feature point \( x_2 \) within a certain parallax range \((-r, +r) \) \[12\]. If \( H_1(a, b), H_2(a, b) \) represent the gray level at the feature point of \((a, b)\) in the image pair, \( r \) represents the disparity, and \( \overline{H}_1(a, b), \overline{H}_2(a, b + r) \) represent the average gray level of the neighborhood where \( x_1 \) and \( x_2 \) are located, then the normalized covariance \( W(x_1, x_2) \) of \( x_1, x_2 \) is defined as

\[
W(x_1, x_2) = \frac{\sum_{x=m}^{m} \sum_{y=-n}^{n} \left[ H_1(x + a, y + b) - \overline{H}_1(a, b) \right] \left[ H_2(x + a) - \overline{H}_2(a, b + r) \right]}{\left( \sum_{x=m}^{m} \sum_{y=-n}^{n} \left[ H_1(x + a, y + b) - \overline{H}_1(a, b) \right]^2 \right)^{1/2} \left( \sum_{x=m}^{m} \sum_{y=-n}^{n} \left[ H_2(x + a) - \overline{H}_2(a, b + r) \right]^2 \right)^{1/2}}.
\]
The correlation coefficients between \( b \) feature points and \( T_0 \) neighborhood \( T = 2, T + 1, T_0, T + 1, \) and \( T + 2 \) are \( W = 2, W_0, W + 1, \) and \( W + 2 \). According to the subpixel positioning formula, the parallax \( r_{pt} \) between the characteristic point \( b \) and its corresponding point \( T \) is

\[
r_{pt} = f_0 + \left( \frac{7}{20} \right) \frac{(2W_{-2} + W_{-1} - W_1 - 2W_{+2})}{(2W_{-2} - W_{-1} - 2W_0 - W_{+1} + 2W_{+2})} - b,
\]

(2)

In order to reduce the amount of calculation and speed up the matching speed [13], the algorithm can be optimized from the following two aspects:

\[
W(x_1, x_2) = \frac{\sum_{x=m}^{x=m+n} \sum_{y=-n}^{y=n} [H_1(x+a+y+b)H_2(x+a+y+b+r) - ZH_1(a,b)H_2(a,b+r)]}{\sum_{x=m}^{x=m+n} \sum_{y=-n}^{y=n} [H_1^2(x+a+y+b) - ZH_1^2(a,b)]}^{1/2}
\]

(3)

![Schematic diagram of ZNCC matching algorithm.](image)

(1) The parallax range is limited to reduce the amount of calculation.

Observe the parallax range of the entire image pair from the stereo image pair, set the parallax range to \((-r, +r)\), and then for a certain feature point in the left image, in the picture on the right, you only need to search along the range of \((a - r, b)\) to \((a + r, b)\) of the same horizontal scan line at that point, eliminating many unnecessary calculations [14].

(2) Box filtering technology method speeds up the calculation.

Simplify the equation to

\[
W(x_1, x_2) = \frac{\sum_{x=m}^{x=m+n} \sum_{y=-n}^{y=n} [H_1(x+a+y+b)H_2(x+a+y+b+r) - ZH_1(a,b)H_2(a,b+r)]}{\sum_{x=m}^{x=m+n} \sum_{y=-n}^{y=n} [H_1^2(x+a+y+b) - ZH_1^2(a,b)]}^{1/2}
\]

2.1.2. The Source of Noise and the Noise Model of Domain Vision Sensor. Image preprocessing is to separate each text image and hand it over to the recognition module for recognition. This process is called image preprocessing. In image analysis, the processing performed before feature extraction, segmentation, and matching are performed on an input image [16]. In view of the uncontrollable factors such as noise and illumination changes in the visual sensor, this paper takes some measures to weaken their influence on the detection results and improve the reliability of the image matching algorithm [17]. This is because in the process of image acquisition and transmission, it is limited by the external environment of the vision sensor, lens, sensor chip, circuit design, and other factors, which will affect the quality of the image, resulting in the situation of adaptation and false detection. Therefore, noise is the primary problem to be solved in image preprocessing in visual sensor detection.
mean variance sum (NISSD), normalized inverse maximum absolute difference (NIMD), normalized direct correlation (NDC), and normalized cross-correlation (NCC); these similarity measures change under the influence of noise.

First, give the definition of the above measures:

\[
\text{NIASAD}(a, b) = 1 - \frac{1}{MN} \sum_p \sum_q |D(p, q) - A(a + p, b + q)|, \\
\text{NIASAD}(a, b) = 1 - \frac{1}{MN} \sum_p \sum_q (D(p, q) - A(a + p, b + q))^2, \\
\text{NDC}(a, b) = \frac{\sum_p \sum_q D(p, q)A(a + p, b + q)}{\sqrt{\sum_p \sum_q D^2(p, q)\sum_p \sum_q A^2(a + p, b + q)}}, \\
\text{NDC}(a, b) = \frac{\sum_p \sum_q (D(p, q) - \overline{D}) (A(a + p, b + q) - \overline{A}(a, b))}{\sqrt{\sum_p \sum_q D^2(p, q)\sum_p \sum_q A^2(a + p, b + q)}}.
\]

Figure 3 shows the effect of noise on different similarity measures. The left picture is the influence of different noises on the similarity measure. The abscissa is the code of the parametric noise model. The ordinate is the normalized similarity measure. It can be seen that the similarity measure is the same; the template becomes worse as the noise increases, but the impact is not great [19]. The figure on the right is the influence of different sizes of templates on the similarity measurement. The abscissa is the code name of the template. The larger the number, the larger the template (where 1 means the template is 5 × 5, 2 means the template is 15 × 15, and so on, 10 means the template is 95 × 95); it can be seen that the NDC and NCC measurements are less affected by the size of the template, while the NIADD and NIASD measurements are greatly affected by noise under the small template, which seriously affects the matching results. The experimental results show that the size of the noise and the size of the template affect the value of the similarity measure to varying degrees, and the use of a suitable similarity measure can resist these effects to a certain extent [20].

The method to eliminate the influence of noise is mainly to reduce or eliminate the noise in the image by detecting noise, filtering, and other means. At present, the commonly used noise elimination methods mainly include the mean value method.

Mean value method is a linear processing method to eliminate image noise. The basic idea is to replace the gray level of the center pixel with the average gray level of the neighboring pixels, calculated as follows:

\[
\overline{A}(x_0, y_0) = \frac{1}{\text{Num}} \sum_{(x, y) \in N_q} A(x, y).
\]

Num is the number of pixels in the neighbor. This method is simple and fast and can effectively eliminate Gaussian noise, so it is still a commonly used method [21]. There are still some defects in the mean method, which causes serious damage to the edge of the image and makes the image blurred, and its improvement is mainly to optimize its weight, also known as weighted mean.

\[
\overline{A}(x_0, y_0) = \frac{1}{\sum_{(x, y) \in N_q} u(x, y)} \sum_{(x, y) \in N_q} u(x, y)A(x, y),
\]

where \(u(x, y)\) is the weight.

Regarding the selection and improvement of weights, it mainly focuses on spatial correlation and gray-scale correlation. For example, considering the huge spatial correlation between real pixels in an image, weights related to distance can be used, such as

\[
u(x, y) = \frac{1}{\sqrt{(x - x_0)^2 + (y - y_0)^2}}.
\]

2.2. SIFT Algorithm of Moving Target Tracking. The core of the SIFT algorithm is to construct a scale space for the collected images, then find feature points in different scale...
spaces, and calculate the direction of the feature points. Through these feature points, it is found that it is not sensitive to scale scaling, image rotation, noise, and illumination but has an anti-interference effect on the change of angle [22].

The SIFT algorithm randomly selects samples to update the background model in a memoryless manner. The selection of samples has nothing to do with the length of time the samples exist and is not selected in the order of time. If six samples are randomly selected to update the background model, Figure 4 shows three different results of selecting samples.

The implementation of the SIFT algorithm is as follows.

### 2.2.1. Detection of Extreme Points

Before performing extreme point detection, the scale space must be constructed first [23]. The difference of Gaussian is used here, which is the DOG scale space. The DOG function is defined as

\[ D(a, b, c) = [H(a, b, kc) - H(a, b, c)] \ast P(a, b) \]
\[ = W(a, b, kc) - W(a, b, c). \]

After constructing the DOG scale space, judge whether the sampling point is the maximum value of the scale space where the point of itself and its neighborhood is located. The basis for judging whether a sampling point is an extreme point is whether the sampling point is the maximum value of its domain scale space. If so, it is said that the sampling point is a local extreme point of the image; otherwise it is not.

### 2.2.2. Feature Point Positioning

The collected images will inevitably have noise, so that the extreme points extracted by the above steps may not necessarily be the feature points we want, so the second step is required: precise positioning of the feature points. Here, the Taylor expansion of the DOG function is as follows:

\[ D(A) = D + \frac{\partial D}{\partial A} \alpha A + \frac{1}{2} \frac{\partial^2 D}{\partial A^2} \alpha^2 A. \]

Suppose the extreme point is \( \overline{A} = (a, b, c)^T \), where \( a \) represents the row of the image, \( b \) represents the column of the image, and \( c \) represents the scale of the image. In the process of calculation, \( a, b, \) and \( c \) need to be correct, as in the formula:

\[ \overline{A} = -\frac{a D^R}{\alpha A} \left( \frac{\alpha^2 D}{\alpha A^2} \right). \]

After correction, get the formula:

\[ D(\overline{A}) = D + \frac{1}{2} \frac{a D^R}{\alpha A} \overline{A}. \]

If \( |D(\overline{A})| \geq 0.03 \), we think that this point is the feature point we want; otherwise, we remove it.

The above steps can only eliminate points with large differences. Among the extracted feature points, in addition to the large differences, there are some unstable points that need to be corrected. Such unstable points are called pseudo-feature points. The gray value of pseudo-feature points mainly changes in the edge direction, while the gray value changes in the direction perpendicular to the edge are small [24]. For this feature point, you can use the Hessian matrix to estimate the derivative method. The Hessian matrix is expressed as

\[ J = \begin{pmatrix} D_{aa} & D_{ab} \\ D_{ab} & D_{bb} \end{pmatrix}, \]

where \( D_{aa} \) is the second-order partial derivative of the Gaussian difference pyramid in the A direction, \( D_{bb} \) is the second-order partial derivative of the Gaussian difference pyramid in the B direction, and \( D_{ab} \) is the mixed partial derivative of the Gaussian difference pyramid in the A direction and the B direction.

Assuming that the eigenvalue of the Hessian matrix has the largest value \( \alpha \), the smallest value is \( \beta \), there exists \( \alpha = y^*\beta \), and the ratio can be expressed as

\[ \frac{R_n (J)^2}{\det(f)} = \frac{(\alpha + \beta)^2}{\alpha \beta} = \frac{(n + 1)^2}{n}. \]
Among them \( R_n(J) = D_{aa} + D_{bb}, \) \( \det(J) = D_{aa} \times D_{bb} - D_{ab} \times D_{bb} \). When \( n \) is equal to 1, that is, \( \alpha = \beta \), the minimum value can be taken, and the threshold is defined as the formula:

\[
\frac{R_n(J)^2}{\det(J)} < \frac{(n + 1)^2}{n},
\]

(15)

where \( y = 10 \). If the Hessian matrix satisfies this formula, it can be considered that this extreme point is the characteristic point we want; otherwise this point is discarded [25].

The background modeling of the abovementioned SIFT algorithm is accurate, and the specific flowchart of using the SIFT algorithm for moving target detection is shown in Figure 5. In the figure, \#min represents the minimum threshold, \( P \) is the current number of frames, and frame is the total number of frames of the video sequence.

3. Experimental Results of Sports Target Tracking and Speed Measurement Based on Time Domain Vision Sensors

3.1. Tracking Algorithm and Comparison Based on Time Domain Vision Sensor. When studying the SIFT algorithm, Mean Shift algorithm, and MSO algorithm, the same group of moving targets has been tracked. The tracking effect can probably be felt from the figure and the experimental effect. In order to more rigorously explain the tracking effect of each algorithm. Let us make quantitative analysis through multiple sets of experiments, as shown in Figure 6.

MSO is an improved algorithm of Mean Shift, so here the MSO algorithm and Mean Shift algorithm are used to track the moving target during the movement process shown in Figure 6, and the effect diagram is shown in Figure 7. The red is the tracking process of the Mean Shift algorithm, and the blue is the tracking process of the MSO algorithm. From the effect in the figure, it can be seen that the effect of the Mean Shift is not ideal. When the scale of the moving target changes, the tracking window of the Mean Shift algorithm remains unchanged, resulting in a less ideal tracking process, while the tracking effect of the MSO algorithm is better. Because the MSO algorithm uses the ORB algorithm to update the tracking window, and when the Mean Shift algorithm tracking effect is not good, it will use the ORB algorithm to rematch it to locate the moving target, so the effect is better. The ORB algorithm can be used to quickly create feature vectors for key points in an image, which can be used to identify objects in an image.

After conducting multiple sets of experiments, the data of the SIFT algorithm, Mean Shift algorithm, and MSO algorithm when tracking the moving target are, respectively, counted, as shown in Table 1.

It can be seen from the table that SIFT has the highest accuracy rate and the best tracking effect, but it also takes the longest time; although the Mean Shift algorithm takes a short time, its accuracy is also reduced, and the effect is not ideal. The accuracy of MSO is higher than that of Mean Shift algorithm, and it takes less time than Mean Shift algorithm, which can better balance real time and accuracy. Its accuracy rankings from highest to lowest are SIFT, MSO, and Mean Shift, and its time-consuming rankings from highest to lowest are SIFT, Mean Shift, and MSO. It can be seen that the MSO algorithm is better than the Mean Shift algorithm in terms of time consumption and accuracy.

Combining the experimental results and the comparison results of the tracking performance of the three algorithms in

![Figure 5: SIFT algorithm target detection flowchart.](image)
Table 2, the tracking results of the SIFT algorithm are accurate, which reduces the tracking error while also reducing the number of iterations and also meets the requirements of the algorithm’s real-time performance.

Comprehensive analysis shows that, compared with the other two algorithms, the improved SIFT algorithm based on feature fusion, when the improved SIFT algorithm uses feature adaptive fusion to describe the target, it can automatically allocate the proportion of color features and texture features, which improves the accuracy and reliability of moving target tracking. Even in video scenes with similar background colors and light changes, the improved SIFT tracking algorithm can still maintain an ideal tracking effect.

3.2. Detection and Tracking of Image Moving Targets Based on Time Domain Sensors. At the same time, this article compares experiments on the TUD-Crossing test set, the ETHBAHNHOF test set, and the SMOT data set. The TUD-Crossing data set is a video sequence in the TUD pedestrian database used to evaluate the performance of the tracker. ETHBAHNHOF is a video sequence used to evaluate the performance of multitarget tracking. SMOT is a test video sequence containing a variety of scenes, including slalom, acrobatics, crowds, and other scenes.

Table 3 compares the performance of the comparison method and the method in this paper on the TUD-Crossing, ETHBAHNHOF, and SMOT data sets. The comparison index is the number of target ID exchanges. The data in the table is...
Table 3: Comparison of the number of exchanges of tracking target IDs (unit: times).

| Algorithm name | TUD-crossing | ETH | SMOT(campus) |
|----------------|--------------|-----|--------------|
| DP             | 36           | 39  | 41           |
| TSML           | 12           | 13  | 13           |
| IHTLS          | 9            | 6   | 6            |
| ANF            | 6            | 4   | 5            |

the number of target ID exchanges. The total number of targets detected in TUD-Crossing is 846, the total number of targets detected in the ETH data set is 1768, and the total number of targets detected in the campus scene in the SMOT data set is 922. It can be seen from the table that the number of ID exchanges using the DP algorithm is the highest. This is because this method does not use metric learning to distinguish the targets, and the tracked fragments obtained are not necessarily reliable. Moreover, simple appearance features are used to estimate the transition probability when tracking segment associations, so it is easy to exchange target IDs. Although the TSML algorithm uses the target appearance feature metric learning method to refine the tracking segments, it still uses the appearance features for association when the tracking segments are associated, so it is easy to exchange the target ID when the target appearance is very similar. The target ID exchange frequency of the IHTLS algorithm is relatively low; however, by calculating the distance between target detections and combining target detections to form a tracking segment, it directly performs tracking segment association without refining the tracking segment. This tracking segment is not necessarily reliable and easily affects the subsequent tracking segment association. The improved target tracking method in this paper makes full use of the characteristic information of the target to associate the target when the target detection is used to form the tracking segment. In the tracking segment association stage, the target's motion information is used to achieve continuous tracking of the target when the target appearance is similar and to reduce the number of target ID exchanges.

In this paper, the performance index comparison of five scenarios is obtained by testing on the SMOT data set. The balls scene refers to nearly 50 randomly rolling table tennis balls. The scene of this crowd is a densely populated surveillance image, and the detection target is a human head. Due to the large number of people, there are frequent occlusions in the scene. Acrobat is a scene of acrobatic performances by actors wearing the same costumes. Slalom is three skiers skiing on the slalom arena. The target in the scene frequently disappears from the screen for a long time and then reappears. In the juggling scene, the performer uses 3 balls to perform. The ball moves quickly and the size and color of the ball are the same. The test result is obtained by running the corresponding algorithm ten times in each scenario and averaging.

Figure 8 shows the MOTA comparison of ANF algorithm, TSML algorithm, and IHTLS. It can be seen from the figure that the tracking accuracy of the IHTLS algorithm and the improved tracking algorithm in this article is relatively high in these five scenarios. Based on the feature metric learning method, in the five scenes, especially the juggling scene, because the appearance of the ball is the same and the target move quickly, it cannot be effectively tracked by the appearance of the target. The Acrobat scene has the highest accuracy among the five scenes, because there is less occlusion between targets in this scene.

Figure 9 shows the comparison of the missing rate and the misjudgment rate of the three tracking algorithms. The missing rate counts the number of missing targets. It can be concluded that the missing rate of the three methods is high when tracking the juggling scene. This is because the three factors of the ball's movement, appearance, and occlusion of the performer increase the difficulty of tracking, resulting in an increase in missing targets, so the missing rate in this scene is relatively high. The false positive rate counts the number of unmatched target hypothetical positions. It can be seen from the figure that the misjudgment rate based on the kinetic model is also relatively high. This is because the IHTLS algorithm based on the kinetic model has relatively high requirements for the detection results. If the detection results contain a large number of false detections, the tracking effect will be greatly affected. The improved method in this paper can eliminate false detections through metric learning, so the false positive rate is reduced. The highest rate of misjudgment in the balls scene is because the athletes are blocked for a long time.

Figure 10 shows the average tracking time of TSML, IHTLS, and the improved algorithm in this paper. The average tracking time is obtained by averaging ten times of tracking the SMOT data set. Although the time performance of this paper is lower than that of the other two methods, this is due to the increased time of feature metric learning. But the time consumed has little effect on the overall performance of target tracking.

3.3. Image Matching and Purification by Time Domain Vision Sensor. In order to study the effect of each purification constraint acting alone, rough matching can be performed first, and then each purification algorithm is used to process the rough matching. The experiment is to explore the same
To test the comprehensive effect of the multiple purification algorithm, the following is after rough matching is performed using the nearest neighbor search algorithm; after the nearest neighbor search algorithm is used for rough matching, the nearest neighbor ratio, two-way matching, and angle cosine purification algorithms are used to eliminate mismatches. The accuracy of the three sets of experiments is shown in Table 4. It can be seen from the table that when the accuracy of rough matching is less than 50%, the final matching accuracy after processing with multiple purification algorithms is above 98%.
Figure 11: Comparison of the purification results of matched pairs between the bikes group and the boat group.

Figure 12: Comparison of the purification results of matching pairs between the tree group and the wall group.
Secondly, the FREAK algorithm has good applicability to scale changes, but no new feature point extraction algorithm is proposed. Therefore, this experiment first uses the STAR algorithm to extract feature points of the image, then uses the FREAK algorithm to describe its features, and finally uses the DNP algorithm and the RANSAC algorithm to achieve purification. Select the purification results of four groups of test images, as shown in Figures 11 and 12.

It can be seen from the figure that, for each group of images, the coarse matching accuracy of the original FREAK algorithm decreases as the degree of change increases. The purification method based on RANSAC can obtain better accuracy in some weaker changes, but its accuracy rate fluctuates greatly, and the recall rate is very low. At the same time, the DNP algorithm can control the final accuracy rate above 80%, and its recall rate is basically greater than 80%. Taking the barge group as an example, in the first two experiments, both the RANSAC algorithm and the DNP algorithm can achieve better purification accuracy. However, the recall rate of the RANSAC algorithm has dropped significantly. In the following three experiments, the accuracy of the RANSAC algorithm has been close to zero. At this time, the DNP algorithm can still maintain a fairly high accuracy and recall rate.

4. Discussion

Image sequence moving target tracking technology is widely used in fields such as national defense, military, industrial control, community security, and intelligent transportation. Moving target tracking is to find the moving target of interest in the image sequence and locate each target of interest in the image sequence. By analyzing the sequence of images, the motion parameters, displacement, and velocity of moving objects in consecutive frames can be calculated, which is the purpose of moving object tracking, and can also provide information for image understanding and analysis. The moving target in the image sequence provides more information than the target in a single static image. The purpose of target tracking is to find the accurate position of the target in the next frame of image. The general tracking method is to extract the image of the tracked target, build a template, and then match the entire image in the next frame to search for the target.

Of course, the detection and tracking of moving targets has always been the frontier in the field of time domain vision sensors. It has a wide range of applications in military, security monitoring, traffic control, product testing, medical image analysis, and other fields. It has important application value and broad development prospects. Moving target detection is an important part of video surveillance. It can separate the moving targets in the video stream so that people can analyze the moving targets. When detecting moving objects, it will be affected by the external environment such as light and climate change. Moving target detection and tracking is also an important topic in the field of time domain vision sensors. After long-term development, many results have been obtained. There are many mature algorithms for detecting and tracking moving targets, but various algorithms are limited to specific application scenarios. This paper studies the previous target detection algorithms and tracking algorithms, applies the multihypothesis tracking algorithm to the tracking of moving targets in the video stream, and has achieved good tracking results.

5. Conclusions

In the past sports training, the coaches mainly rely on the intuition and naked eye observation to detect the moving target, which greatly increases the unfairness of sports. To change this situation, time domain vision sensor technology has also been cited in sports many times. It can quickly and effectively capture the moving target and provide more theoretical and data descriptions for the athlete’s movements, so as to make a more accurate judgment on the athlete’s movement state. We have made additional clarifications in the conclusion section of the article. At the same time, with the development of science and technology, the advancement of society, and the improvement of people’s living standards, the safety awareness of groups and individuals has continued to increase, and video surveillance has been more and more widely used. At present, the use of video or image to detect moving targets has been applied in many occasions. For example, a surveillance system is used to detect moving objects in a video to analyze the behavior and characteristics of the moving objects in the image. The use of monitoring methods to detect and automatically track moving targets will greatly reduce the waste of manpower and material resources.
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