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Abstract

We give a discrete Bonnet Myers type theorem for the effective diameter assuming positive Ollivier curvature. We prove that this diameter bound is attained if and only if the graph is a cocktail party graph, a Johnson graph, a halved cube, a Schlaffi graph, a Gosset graph, or a cartesian product of the mentioned graphs with same Ollivier curvature.

As a key step in the proof, we introduce the notion of reflective graphs as graphs such that for any two neighbors there exists a certain self-inverse automorphism mapping one neighbor to another. We classify these graphs as arbitrary cartesian products of the graphs mentioned before.

1 Introduction

Let \( G = (V, E) \) be a simple, finite, connected graph. We define the effective diameter

\[
\text{diam}_{\text{eff}}(G) = \frac{1}{|V|^2} \sum_{x,y \in V} d(x,y)
\]

where \( d \) is the combinatorial graph distance. We always assume that graphs are simple, finite and connected.

The Ollivier Ricci curvature \( \kappa \) of an edge \( x \sim y \) is given by (see \cite{17, 24, 27})

\[
\kappa(x,y) := \inf_{\|\nabla f\|_{\infty} = 1} \Delta f(x) - \Delta f(y)
\]

where \( \|\nabla f\|_{\infty} := \max_{x \sim y} |f(y) - f(x)| \) and \( \Delta : \mathbb{R}^V \to \mathbb{R}^V \),

\[
\Delta f(x) := \sum_{y \sim x} (f(y) - f(x)).
\]

It is shown in \cite{13} that Ollivier and Forman curvature coincide, a curvature notion on CW complexes defined via a discrete Bochner formula.

The degree \( \text{Deg}(x) \) of a vertex \( x \in V \) is defined as \( \text{Deg}(x) := |\{y \in V : y \sim x\}| \). It is well known that a positive lower curvature bound \( \kappa \geq K \) implies an upper diameter bound, see \cite{17, 24, 27}, given by \( \text{diam}(G) := \max_{x,y} d(x,y) \leq \frac{2 \max_{x,y} \text{Deg}(x)}{K} \). In \cite{4} it was investigated for which graphs equality holds. It turned out that under the additional assumption that for all \( x \in V \) there exists \( y \in V \) with \( d(x,y) = \text{diam}(G) \), the graphs for which holds equality are precisely the following: Cocktail party graphs, Johnson graphs \( J(2n, n) \), halved cubes on \( 2 \cdot 4^n \) vertices, Gosset graph, and Cartesian products of the mentioned graphs with same curvature. It is still open whether the additional assumption can be dropped, and this article might be useful for solving this question. Specifically, in this paper, we give a diameter bound for the effective diameter and classify all graphs for which this bound is attained. We now give the diameter bound.
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**Theorem 1.1.** Let $G = (V,E)$ be a graph with $\kappa(x,y) \geq K > 0$ for all $x \sim y$. Then, 
\[
\text{diam}_{\text{eff}}(G) \leq \frac{\max \text{Deg}}{K}.
\]

This theorem reappears as Theorem 3.1. We say a graph is effective Bonnet Myers sharp if the effective diameter bound holds with equality. We now characterize the effective Bonnet Myers sharp graphs. Throughout the paper, we use the abbreviation "T.f.a.e." for "The following are equivalent".

**Theorem 1.2.** Let $G = (V,E)$ be a graph with $0 < K := \min_{x \sim y} \kappa(x,y)$. T.f.a.e.:

(i) \[
\text{diam}_{\text{eff}}(G) = \frac{\max \text{Deg}}{K},
\]

(ii) $G$ is a graph from the following list:

1. Cocktail party graph,
2. Johnson graph,
3. Halved cube,
4. Schl"afli graph,
5. Gosset graph,
6. Cartesian products of the above graphs with same curvature.

This theorem reappears as Theorem 4.2. It turns out that the effective Bonnet Myers sharp graphs all share a global combinatorial property which we call reflectiveness and discuss in the next section. We will show that reflectiveness almost characterizes effective Bonnet Myers sharpness. The only difference is that reflectiveness is compatible with arbitrary cartesian products, but effective Bonnet Myers sharpness is only compatible with cartesian products when the factors have the same curvature. The key argument for classifying reflective graphs is the following,

- Locally disconnected $\Rightarrow$ Cartesian product
- Locally connected $\Rightarrow$ Distance transitive

Here, locally connected means that the induced subgraph of the neighborhood of any vertices is connected. We then show that in the locally connected case, the graph has to be Lichnerowicz sharp, i.e. $K = \lambda$ where $K$ is the minimal curvature, and $\lambda$ is the smallest positive eigenvalue of $-\Delta$. We then use the classification of distance regular Lichnerowicz sharp graphs with an additional spectral condition from \cite{4, Theorem 6.5} to classify reflective graphs.

In the appendix, we briefly explain what happens when replacing Ollivier by Bakry Emery curvature. It turns out that this is quite easy. Particularly, one gets the same diameter bound as in the Ollivier case. For Bakry Emery curvature however, this bound is attained only for hypercubes, and this almost immediately follows from \cite{20}.

### 1.1 Historical background

Curvature is one of the fundamental concepts in geometry. Curvature bounds have many important analytic, geometric and topological implications. For example, the Bonnet Myers diameter bound states that a Riemannian manifold with a positive lower Ricci curvature bound can have at most the diameter as the round sphere with the same curvature \cite{25}. Moreover, Cheng’s sphere theorem states that this diameter bound is only attained for the round sphere \cite{3}.

In the last decade, there has been increasing interest in discrete Ricci curvature notions. There are four different basic discrete Ricci curvature notions, Ollivier curvature \cite{26, 27}, Bakry Emery curvature \cite{18, 28}, Forman curvature \cite{10, 13}, and entropic curvature \cite{9, 21}, and all come together with several sometimes non-linear modifications \cite{12, 6, 7, 11, 14, 23, 29}.

Due to the lack of a chain rule for the discrete Laplacian, these curvature notions are all different. In this paper, we focus on the Ollivier curvature. Most of the curvature notions allow for a discrete Bonnet Myers
theorem, i.e., an upper diameter bound under a positive Ricci bound, and this diameter bound is sharp for Ollivier and Bakry Emery. In the attempt to classify the graphs for which the diameter bound is attained, interesting relations to spectral graph theory were discovered [4]. Particularly, it is conjectured that all these graphs are strongly spherical. While strongly spherical graphs are fully classified [15], the classification of spherical graphs is still open.

It turns out that this paper is right at the interface between these questions:

We give a complete classification of all graphs for which the effective diameter bound is attained. To do so, we introduce the notion of reflective graphs. It turns out that the reflective graphs are a strict subclass of spherical graphs and a strict superclass of strongly spherical graphs.

1.2 Structure of the paper

The paper is structured as follows. In the next section, we introduce and classify reflective graphs. In Section 3, we show that effective Bonnet Myers sharp graphs are reflective. Finally in Section 4, we summarize the results and characterize effective Bonnet Myers sharp graphs, reflective graphs, and distance regular Lichnerowicz sharp graphs, improving Theorem 6.5 in [4]. In the appendix, we briefly give effective diameter bounds in terms of Bakry Emery curvature and characterize equality.

2 Reflective Graphs

Let $G = (V, E)$ be a simple, finite graph. Let $x \sim y$ be vertices. We write

- $V^y_x := \{x' : d(x', x) < d(x', y)\}$,
- $V^{xy} := \{z : d(z, x) = d(z, y)\}$.

We remark that $(V^y_x, V^x_y, V^{xy})$ is a partition of $V$.

Definition 2.1. A map $\phi : V \rightarrow V$ is called reflection from $x$ to $y$ if

(i) $\phi$ is a graph automorphism,
(ii) $\phi^2 = id$,
(iii) $\phi(x) = y$,
(iv) $E(V^y_x, V^x_y) = \{(x', \phi(x')) : x' \in V^y_x\}$,
(v) $\phi(z) = z$ for all $z \in V^{xy}$.

We say a graph is reflective, if for all $x \sim y$, there exists a reflection from $x$ to $y$. We remark that this reflection from $x$ to $y$ is unique, and we call it $\phi_{xy}$.

Definition 2.2. For vertices $x \sim y$, and $x' \sim y'$, we write $(x, y) \parallel (x', y')$ if $x' \in V^y_x$ and $y' \in V^x_y$. In this case, we say the edges are parallel.

We remark that this relation depends on the order of the pairs. It is easy to check that $(x, y) \parallel (x', y')$ if and only if $x' \in V^y_x$ and $y' = \phi_{xy}(x')$.

The aim of this section is to classify reflective graphs. In the next subsection, we give fundamental properties of parallel edges. Afterwards we show that locally disconnected reflective graphs are cartesian products, and that locally connected reflective graphs are distance transitive. Our next step is to prove that locally connected reflective graphs are Lichnerowicz sharp, and we then apply the classification of Lichnerowicz sharp distance regular graphs from [4]. We remark that a similar dichotomy between locally connected and disconnected graphs also appears in the classification of strongly spherical graphs [15].
2.1 Parallel edges

We first give a useful characterization of parallel edges.

**Lemma 2.3.** Let $G = (V, E)$ be reflective. Let $x \sim y$ and $x' \sim y'$ be vertices. T.f.a.e.:

(i) $(x, y) \parallel (x', y')$,

(ii) $V^x_y = V^y_x$ and $V^y_x = V^x_y$.

Particularly, if any of the equivalent conditions is satisfied, then

$$d(x, z) - d(y, z) = d(x', z) - d(y', z) \quad \text{for all } z \in V.$$ 

**Proof.** We first show (i) ⇒ (ii), and particularly, the first equation in (ii). Suppose $z \in V^y_x$. We aim to show $z \in V^x_y$. Let $(x_k)_{k=0}^n$ be a shortest path from $x$ to $z$. We observe that $x_k \in V^x_y$. Let $y_k := \phi_{xy}(x_k) \in V^x_y$.

We show via induction that $x_k \in V^y_x$ and $y_k \in V^x_y$. The induction base $k = 0$ is clear. Now, assume $x_{k-1} \in V^y_x$ and $y_{k-1} \in V^x_y$. Suppose $x_k \in V^x_y'$ for which we find a contradiction. Then, $x_k \sim x_{k-1}$ implying

$$x_k = \phi_{x'y'}(x_{k-1}) = \phi_{x'y'}(y_{k-1}) = y_{k-1}.$$ 

This is a contradiction to (iv) in the definition of reflections, as $y_{k-1} \in V^x_y$ has two different neighbors in $V^x_y$, namely $x_k$ and $x_{k+1}$, and the contradiction shows $x_k \notin V^x_y$.

Next, suppose $x_k \in V^y_x$ for which we find a contradiction. Then, $x_{k-1} \in V^y_x$ has two different neighbors in $V^y_x$, namely $x_k$ and $y_{k-1}$. We remark that they are different as $x_k \in V^x_y$ and $y_{k-1} \in V^x_y$. This is a contradiction to (iv) in the definition of reflections.

The above two cases show $x_k \in V^y_x$. Similarly, $y_k \in V^y_x$ finishing the induction. Thus, $z \in V^y_x$. This proves $V^y_x \subseteq V^y_x$. The reverse inclusion follows analogously, showing $V^x_y = V^y_x$. By interchanging the role of $x$ and $y$, the second equation in (ii) follows immediately, proving (i) ⇒ (ii).

We finally prove (ii) ⇒ (i). By (ii), we have $x' \in V^y_x = V^y_x$ and $y' \in V^x_y = V^x_y$ proving (ii) ⇒ (i) and finishing the proof of the equivalence. The “particularly” statement immediately follows from (ii). \[\square\]

We next show that one can find parallel edges close to every vertex. We write $B_1(x) = \{ y : d(x, y) \leq 1 \}$ for the balls of radius one.

**Lemma 2.4.** Let $x \sim y \in V$ and $z \in V$. Then, there exist $x', y' \in B_1(z)$ such that

$$(x, y) \parallel (x', y').$$

**Proof.** Suppose not. If $z \in V^y_x$, then $(x, y) \parallel (z, \phi(z))$. If $z \in V^x_y$, then $(x, y) \parallel (\phi(z), z)$. Hence, we can assume $z \in V^x_y$. By induction, we assume $n := d(x, z)$ to be minimal. Let $p \sim z$ on a geodesic from $z$ to $x$, i.e. $d(p, x) = n - 1$. We notice

$$n - 1 \leq d(p, y) \leq n.$$ 

**Case 1:** $d(p, y) = n - 1$. Let $x' := \phi_{pz}(x)$ and $y' := \phi_{x'y'}(x')$. Then $n - 1 = d(x', z) = d(y', z)$. Moreover $(x', y') \parallel (x, y)$ contradicting minimality of $n$ as "\parallel" is an equivalence relation by Lemma 2.3.

**Case 2:** $d(p, y) = n$. Let $y' := \phi_{xy'}(p)$. As $p \sim z \in Z$, we have $y' \sim z$. Hence, $(x, y) \parallel (p, y')$ and $p, y' \in B_1(z)$ being a contradiction.

Now the proof is finished by contradiction. \[\square\]
2.2 Cartesian products

We aim to show that locally disconnected graphs are cartesian products. We recall that locally disconnected means that the induced subgraph on the neighborhood of a vertex is disconnected. We now give a characterization of cartesian product graphs from [8, 12].

Theorem 2.5. [12, Theorem 3.1] Let $G = (V, E)$ be a graph. T.f.a.e.:

(i) $G$ is a cartesian product of two non-trivial graphs,

(ii) The graph $(E, \sim)$ is disconnected where $(x, y) \sim (x', y')$ iff

(a) $d(x, x') + d(y, y') \neq d(x, y') + d(y, x')$ or

(b) $\{x\} = \{x'\} = S_1(y) \cap S_1(y')$ maybe after interchanging $x$ and $y$ or $x'$ and $y'$.

We now investigate the connection between the relation "$\sim$" from the theorem above and the parallel relation "$\parallel$" for reflective graphs.

Lemma 2.6. Let $G = (V, E)$ be a reflective graph. Let $(x, y) \parallel (x', y') \in E$ and $(v, w) \in E$. T.f.a.e.:

(i) $d(x, v) + d(y, w) \neq d(x, w) + d(y, v),$

(ii) $(x, y) \sim (v, w),$

(iii) $(x', y') \sim (v, w).

Proof. For reflective graphs, condition (b) will never be decisive as $|S_1(y) \cap S_1(y')| \geq 2$ whenever $d(y, y') = 2$, and if $d(y, y') = 1$, then (a) is satisfied as well. This proves (i) $\Rightarrow$ (ii). We now prove (i) $\Rightarrow$ (iii). By Lemma 2.3 for $z \in \{v, w\}$,

$$d(x, z) - d(z, y) = d(z, x') - d(z, y')$$

Therefore,

$$d(x', v) + d(y, w) = d(v, x) - d(v, y) + d(v, y') + d(w, x') + d(w, y) - d(w, x)$$

$$\neq d(v, y') + d(w, x')$$

proving (i) $\Rightarrow$ (iii). The reverse direction (iii) $\Rightarrow$ (i) can be proven similarly. $\blacksquare$

We next show that locally disconnected graphs are cartesian products. We write $S_n(x) = \{y : d(x, y) = n\}$ for the spheres.

Lemma 2.7. Let $G = (V, E)$ be a reflective graph. Let $z \in V$. Suppose the induced subgraph of $S_1(z)$ is disconnected. Then, $G$ is a cartesian product with non-trivial factors.

Proof. Let $p, p' \in S_1(z)$ in different connected components. Suppose, $G$ is not a cartesian product. Then, by Theorem 2.4 there is a path $(z_k, p_k)_{k=0}^n$ with respect to $\sim$ and $z_0 = z_n = z$ and $p_0 = p$ and $p_n = p'$. By Lemma 2.4 there exist $(z'_k, p'_k) \in B_1(z)$ with $z'_k \parallel p'_k$. By Lemma 2.6 this is also a path with respect to $\sim$. Let $(x', y') := (p'_k, z'_k)$ be the first edge with a vertex outside of $C \cup \{z\}$ where $C$ is the connected component of $p$ within $S_1(z)$. Then, $(x, y) := (z_{k-1}, p_{k-1}) \in C \cup \{z\}$. We now show via case distinction that $(x, y) \not\sim (x', y')$ which will be a contradiction.

We will use that if $x \neq z \neq x'$, then $d(x, x') = 2$ as $x \in C$ but $x' \notin C$. Moreover, if $x', y' \neq z$, then both $x', y' \notin C$ as $x' \sim y'$.

Case 1: $x = z = x'$. Then, $d(x, x') + d(y, y') = 0 + 2 = 1 + 1 = d(x, y') + d(y, x').$

Case 2: $x = z$ and $x', y' \neq z$. Then, $d(x, x') + d(y, y') = 1 + 2 = 1 + 2 = d(x, y') + d(y, x').$

Case 3: $z \neq x, y$ and $x' = z$. Then, $d(x, x') + d(y, y') = 1 + 2 = 2 + 1 = d(x, y') + d(y, x').$

Case 4: $z \neq x, y$ and $x', y' \neq z$. Then, $d(x, x') + d(y, y') = 2 + 2 = 2 + 2 = d(x, y') + d(y, x').$
The remaining cases are analogous. This finishes the case distinction giving the contradiction finishing the proof.

We finally prove that a cartesian product is reflective if and only if all factors are reflective.

Lemma 2.8. Let \( G_i = (V_i, E_i) \) be graphs for \( i = 1, 2 \). T.f.a.e.:

(i) \( G_1 \) and \( G_2 \) are reflective,

(ii) \( G_1 \times G_2 \) is reflective.

Proof. We first prove (i) \( \Rightarrow \) (ii). Let \( (x, y) = ((x_1, x_2), (y_1, y_2)) \) be an edge in \( G_1 \times G_2 \). W.l.o.g., \( x_2 = y_2 \), as we can interchange \( G_1 \) and \( G_2 \). Then, \( x_1 \sim y_1 \), and we have a reflection \( \phi_{x_1y_1} \) in \( G_1 \). We extend this to

\[
\phi(z_1, z_2) := (\phi_{x_1y_1}(z_1), z_2).
\]

It is straightforward to check that \( \phi \) is a reflection. This proves (i) \( \Rightarrow \) (ii).

We finally prove (ii) \( \Rightarrow \) (i). We show that \( G_1 \) is reflective. Let \( x_1 \sim y_1 \in V_1 \) and \( x_2 = y_2 \in V_2 \). Then, there is a reflection \( \phi \) from \( (x_1, x_2) \) to \( (y_1, y_2) \). We notice

\[
V_{(x_1, x_2)} = (V_1)_{x_1} \times V_2.
\]

Hence, for all \( z_1 \in V_1 \), there exists \( z'_1 \in V_1 \) such that for all \( z_2 \in V_2 \),

\[
\phi(z_1, z_2) = (z'_1, z_2).
\]

We define \( \phi_{x_1y_1}(z) := z' \). Again, it is straightforward to check that \( \phi_{x_1y_1} \) is a reflection. This proves (ii) \( \Rightarrow \) (i) and finishes the proof.

2.3 Locally connected implies distance transitive

Having investigated the locally disconnected case, we now come to the locally connected case, and make use of the automorphisms \( \phi_{xy} \) to show distance transitivity. We first show that the class of reflective graphs is closed under taking induced subgraph on \( V_x^y \) for \( x \sim y \). We recall that a subset \( W \subseteq V \) is convex if every shortest path with first and last vertex in \( W \) must have all vertices in \( W \).

Lemma 2.9. Let \( G = (V, E) \) be reflective and \( x \sim y \). Then, the induced subgraph on \( V_x^y \) is convex and reflective.

Proof. We first show that \( V_x^y \) is convex. Let \( v = v_0 \sim \ldots \sim v_n = v' \) be a shortest path in \( G \). Let \( w := \phi_{xy}(v) \).

By Lemma 2.3, we have \( v' \in V_x^y = V_w^w \). Thus, \( (w, v_0, \ldots, v_n) \) is a shortest path showing \( v_k \in V_v^w = V_x^y \) showing that every shortest path from \( v \) to \( v' \) stays in \( V_x^y \).

We now show that the induced subgraph on \( V_x^y \) is reflective. We first prove that \( \phi_{vw} : V_x^y \rightarrow V_x^y \) for all neighbors \( v, w \in V_x^y \). Let \( v' \in V_x^y \). We want to show \( \phi_{vw}(v') \in V_x^y \). If \( v' \in V_v^w \), then \( \phi(v') = v' \in V_x^y \). If \( v' \in V_w^w \), we interchange \( v \) and \( w \), so we are left with the case \( v' \in V_v^w \). Let \( w' = \phi_{vw}(v') \). Then, \( (v, w) \parallel (v', w') \).

By Lemma 2.3,

\[
d(v, x) - d(w, x) = d(v', x) - d(w', x), \quad \text{and}
\]

\[
d(v, y) - d(w, y) = d(v', y) - d(w', y).
\]

Subtracting the equations gives \( d(w', y) - d(w', x) = 1 \) as \( v, w, v' \in V_x^y \). Thus, \( w' \in V_x^y \). Thus, \( \phi_{vw} \) maps \( V_x^y \) to itself as claimed. As \( V_x^y \) is an isometric subgraph, we see that \( (V_x^y)_v = V_v^w \cap V_x^y \) and \( (V_x^y)_w = V_w^w \cap V_x^y \). Thus, \( \phi_{vw} | V_x^y \) is a reflection on \( V_x^y \). This proves that the induced subgraph on \( V_x^y \) is reflective as \( v \sim w \in V_x^y \) were chosen arbitrarily. This finishes the proof.

We now prove that the neighborhood of a vertex is isometric. We recall that a subset \( W \subseteq V \) is called isometric if for all \( w, w' \), there exists a geodesic from \( w \) to \( w' \) entirely in \( W \).

Lemma 2.10. Let \( G = (V, E) \) reflective and \( x \in V \). Assume \( S_1(x) \) is connected. Then, \( S_1(x) \) is isometric.
Proof. Suppose not. Then, there exist vertices in $S_1(x)$ such that a shortest path within $S_1(x)$ between them has length at least three. Let the first four vertices of such a path be denoted by $y \sim z \sim z' \sim y' \in S_1(x)$. We aim to find $w \in S_1(x)$ with $y \sim w \sim y'$ which would be a contradiction. We define

$$v := \phi_{xy}(z').$$

As $d(x, z') = 2$, we get $v \sim y, z, z'$ and $v \not\sim x$. Moreover, $v \not\sim y'$ as otherwise, $v \in V_y^x$ would have two neighbors in $V_y^x$, namely $y'$ and $z'$. Similar to $v$, we define

$$v' := \phi_{xy}(z) = \phi_{xz}(y').$$

By similar arguments as before, we get $v' \sim z, z', y'$ and $z \not\sim x, y$. As $d(x, v) = d(y', v) = 2$, and as $v \sim z$, we get

$$v = \phi_{xy'(v)} \sim \phi_{xy'(z)} = v'.$$

We finally define

$$w := \phi_{xz}(v).$$

Obviously, $w \in S_1(x)$. As $v \sim y$, we get

$$y = \phi_{xz}(y') \sim \phi_{xz}(v) = w.$$

As $v \sim v'$, we get

$$w = \phi_{xz}(v) \sim \phi_{xz}(v') = y'$$

as desired. This contradicts the assumption that shortest paths within $S_1(x)$ between $y$ and $y'$ have length three. The contradiction finishes the proof.

We now show that intersections of the neighborhood of a vertex with certain spheres are isometric, and particularly, connected.

Lemma 2.11. Let $G = (V, E)$ be reflective. Let $x, x' \in V$ with $d(x, x') = n - 1$ for some $n \geq 1$. Assume $S_1(x)$ is connected. Then,

$$S_1(x) \cap S_n(x')$$

is isometric.

Proof. Suppose not. By induction, we can assume $n$ to be minimal. By Lemma 2.10, we can assume $n \geq 2$.

Let $x'' \sim x'$ be on a shortest path from $x'$ to $x$, i.e. $d(x, x'') = n - 2$. We notice

$$S_1(x) \cap S_n(x') = S_1(x) \cap S_{n-1}(x'') \cap V_{x''}^{x'}.$$

By induction hypothesis, we see that $S_1(x) \cap S_{n-1}(x'')$ is isometric. As $V_{x''}^{x'}$ is convex by Lemma 2.9, it follows that $S_1(x) \cap S_{n-1}(x'') \cap V_{x''}^{x'}$ is also isometric as an intersection of an isometric and a convex set. This finishes the induction step and thus, the proof is complete.

We finally show distance transitivity by suitably composing the automorphisms $\phi_{xy}$.

Lemma 2.12. Let $G = (V, E)$ be reflective and locally connected. Then, $G$ is distance transitive.

Proof. We first show vertex transitivity. Let $x, x' \in V$ and let $x = x_0 \sim \ldots \sim x_n = x'$ be a path. Then, the automorphism $\phi_{x_0, x_{n-1}} \circ \ldots \circ \phi_{x_1, x_0}$ maps $x$ to $x'$ showing vertex transitivity.

We now show distance transitivity. Let $n \in \mathbb{N}$. Let $x, y, x', y' \in V$ with $d(x, y) = d(x', y') = n$. We aim to find an automorphism $\psi$ mapping $x$ to $x'$ and $y$ to $y'$. We proceed via induction over $n$. The case $n = 0$ is clear by vertex transitivity.

Now for $n > 0$, we assume the claim to be true for $n - 1$. Let $z \sim x$ on a shortest path from $x$ to $y$ and $z' \sim y'$ on a shortest path from $x'$ to $y'$. By induction assumption, we can assume $x = x'$ and $z = z'$. Hence, $y, y' \in S_1(z) \cap S_n(x)$. By Lemma 2.11 there is a path $y = y_0 \sim \ldots \sim y_m = y'$ in $S_n(x)$. Now we define

$$\psi := \phi_{y_m, y_{m-1}} \circ \ldots \circ \phi_{y_1, y_0}.$$ 

Clearly, $\psi(y) = \psi(y')$. Moreover as $d(y_k, x) = n$, we have $\phi_{y_k, x_{k-1}}(x) = x$ for all $k$ showing that $\psi(x) = x'$. This finishes the induction, and the proof is now complete.
2.4 Lichnerowicz sharpness

In order to classify reflective graphs, we want to use the classification of Lichnerowicz sharp, distance regular graphs from [4, Theorem 6.5]. We now give the details. We recall
\[ \Delta f(x) = \sum_{y \sim x} (f(y) - f(x)) \]
and \( \text{Lip}(1) := \{ f \in \mathbb{R}^V : f(y) - f(x)d(x,y) \text{ for all } x, y \in V \} \) and the Ollivier curvature \( \kappa \) of an edge \( x \sim y \) is
\[ \kappa(x, y) = \inf_{f \in \text{Lip}(1)} \frac{\Delta f(x) - \Delta f(y)}{f(y) - f(x) = 1}. \]

The Lichnerowicz estimate states that
\[ \lambda \geq \min \kappa \]
where \( \lambda \) is the smallest positive eigenvalue of \( -\Delta \). We show that reflective graphs are Lichnerowicz sharp, i.e., \( K = \lambda \). For convenience, we restrict ourselves to locally connected graphs.

We recall that a graph \( G \) is distance regular with intersection array \( (b_0, b_1, \ldots, b_{L-1}; c_1 = 1 \ldots c_L) \) if it has diameter \( L \), and if every vertex in \( S_n(x) \) has \( b_n \) neighbors in \( S_{n+1}(x) \) and \( c_n \) neighbors in \( S_{n-1}(x) \), for arbitrary \( x \in V \). We now show that locally connected reflective graphs are Lichnerowicz sharp.

**Theorem 2.13.** Let \( G = (V, E) \) be locally connected and reflective. Assume \( G \) has intersection array
\[ (b_0, b_1, \ldots, b_{L-1}; c_1 = 1 \ldots c_L). \]

Then, the non-normalized Ollivier curvature of all edges is
\[ \kappa = 1 + b_0 - b_1. \]

Moreover, \( G \) is Lichnerowicz sharp, i.e. the smallest positive eigenvalue \( \lambda \) of the non-normalized Laplacian \( -\Delta \) satisfies
\[ \lambda = \kappa. \]

**Proof.** By the Lichnerowicz estimate \( \lambda \geq \kappa \), it suffices to prove
\[ \kappa \geq 1 + b_0 - b_1 \geq \lambda. \]

For showing \( \lambda \leq 1 + b_0 - b_1 \), we construct an eigenfunction \( f \) with \( \Delta f = -(1 + b_0 - b_1)f \). Let \( x \sim y \). Let
\[ f := d(x, \cdot) - d(y, \cdot). \]

We notice
\[ b_1 = |S_2(x) \setminus S_1(y)| = |V^x_y \cap S_1(y)| = |V^x_2 \cap S_1(x)| \]
and
\[ b_0 = 1 + |V^x_2 \cap S_1(x)| + |V^{xy} \cap S_1(x)|. \]

Thus,
\[ \Delta f(x) = f(y) - f(x) + \sum_{z \in V^x_y \cap S_1(x)} (f(z) - f(x)) + \sum_{z \in V^{xy} \cap S_1(x)} (f(z) - f(x)) \]
\[ = 2 + |V^{xy} \cap S_1(x)| = 1 + b_0 - b_1 = -f(x)(1 + b_0 - b_1). \]

Similarly, \( \Delta f(y) = -f(y)(1 + b_0 - b_1) \). For \( x' \in V^y_x \), we set \( y' = \phi_{xy}(x') \) and get \( f = d(x', \cdot) - d(y', \cdot) \) by Lemma 2.3, showing \( \Delta f(x') = -f(x')(1 + b_0 - b_1) \), and similarly for \( y' \in V^x_y \). For \( z \in V^{xy} \), we have with \( \phi = \phi_{xy} \),
\[ \Delta f(z) = \Delta f \circ \phi(z) = \Delta (d(y, \cdot) - \Delta (x, \cdot))(z) = -\Delta f(z) \]
giving $\Delta f(z) = 0 = f(z)$. This shows that $f$ is an eigenfunction proving $1 + b_0 - b_1 \geq \lambda$.

We finally prove $\kappa \geq 1 + b_0 - b_1$. By distance transitivity, the curvature is constant. Let $x \sim y$. Let $f \in \text{Lip}(1)$ with $f(y) - f(x) = 1$. We aim to show

$$\Delta f(x) - \Delta f(y) \geq 1 + b_0 - b_1.$$  

Let $\phi := \phi_{xy}$. We notice $\Delta f(y) = \sum_{z \sim y} f(\phi(z)) - f(y)$. Hence,

$$\Delta f(x) - \Delta f(y) = (f(y) - f(x))b_0 + \sum_{z \sim x} f(z) - f(\phi(z)).$$

We observe

$$\sum_{z \sim x} f(z) - f(\phi(z)) = f(y) - f(x) + \sum_{x \sim z \in V^y_x} f(z) - f(\phi(z)) + \sum_{x \sim z \in V^{xy}} f(z) - f(\phi(z)).$$

The latter sum vanishes as $z = \phi(z)$ on $V^{xy}$. The second sum can be bounded from below by $-|S_1(x) \cap V^y_x| = b_1$ as $z \sim \phi(z)$ and as $f \in \text{Lip}(1)$. Thus,

$$\sum_{z \sim x} f(z) - f(\phi(z)) \geq 1 - b_1$$

giving

$$\Delta f(x) - \Delta f(y) \geq 1 + b_0 - b_1$$

where we used $f(y) - f(x) = 1$. This proves $\kappa \geq 1 + b_0 - b_1$ and finishes the proof of the theorem. \qed

### 2.5 First step to classification

In this subsection, we aim to show that reflective graphs are cartesian products of Cocktail party graphs, Johnson graphs, halved cubes, the Schlafli graph, and the Gosset graph. We will prove in Section 4 that all graphs from the list are indeed reflective. We will use the characterization of distance regular Lichnerowicz sharp graphs with second largest adjacency matrix eigenvalue $\theta = b_1 - 1$ from [4] which we recall now.

**Theorem 2.14** (Theorem 6.5 in [4]). Let $G = (V,E)$ be distance regular with intersection array

$$(b_0, b_1, \ldots, b_{L-1}; 1 = c_1, \ldots, c_L)$$

Assume the second largest eigenvalue $\theta$ of the adjacency matrix satisfies $\theta = b_1 - 1$. Moreover assume $G$ is Lichnerowicz sharp, i.e., $\min \kappa = \lambda$ where $\lambda$ is the smallest positive eigenvalue of $-\Delta$. Then, $G$ is a graph of the following list:

1. Cocktail party graphs $CP(k)$,
2. Hamming graphs $K^m_n$,
3. Johnson graphs $J(n,k)$,
4. Halved cubes $Q^{(2)}(n)$,
5. Schlafli graph,
6. Gosset graph.

Conversely, all graphs from the list satisfy the properties above.

We remark that in [4], Lichnerowicz sharpness refers to the normalized Laplacian which due to constant vertex degree is equivalent to our version. Moreover, we note that Hamming graphs are cartesian products of Johnson graphs. We now apply the above theorem to reflective graphs.

**Lemma 2.15.** Let $G = (V,E)$ be locally connected and reflective. Then, the graph $G$ is a graph from the list in Theorem 2.14.
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Proof. By Lemma 2.12, the graph is distance regular. By Theorem 2.13, the graph is Lichnerowicz sharp. As \( \theta = b_0 - \lambda \), Theorem 2.13 furthermore implies \( \theta = b_1 - 1 \). Hence, Theorem 2.14 is applicable finishing the proof.

As locally disconnected reflective graphs are cartesian products by Lemma 2.7, we can now classify all reflective graphs.

**Theorem 2.16.** Let \( G = (V, E) \) be reflective. Then, the graph \( G \) is a cartesian product of graphs in the list of Theorem 2.14.

**Proof.** Lemma 2.7 and Lemma 2.8 imply that \( G \) is a cartesian product of locally connected, reflective graphs. Lemma 2.15 implies that all factors are graphs from the list. This finishes the proof.

We remark that the class of reflective graphs lies strictly between the spherical and strongly spherical graphs investigated in [15]. While strongly spherical graphs are fully classified, the classification of spherical graphs is still open, and this article might be useful for answering this question.

## 3 Ollivier curvature and effective diameter

In this section, we give the effective diameter bound mentioned in the introduction, and show that equality implies that the graph is reflective. We first recall the effective diameter. Let \( G = (V, E) \) be a graph. Then, the effective diameter is

\[
\text{diam}_{\text{eff}} = \text{diam}_{\text{eff}}(G) = \frac{1}{|V|^2} \sum_{x, y \in V} d(x, y).
\]

### 3.1 Diameter bounds

In this subsection we prove the effective diameter bound using the long range Ollivier curvature

\[
\kappa(x, y) = \inf_{\|f\|_\infty = 1} \frac{\Delta f(x) - \Delta f(y)}{d(x, y)}
\]

and using the fact that \( \kappa(x, y) \geq K \) for all \( x, y \in V \) as soon as this estimate holds for all neighbors \( x \sim y \).

**Theorem 3.1.** Let \( G = (V, E) \) be a graph with \( \kappa(x, y) \geq K > 0 \) for all \( x \sim y \). Then,

\[
\text{diam}_{\text{eff}} \leq \frac{\max \text{Deg}}{K}.
\]

**Proof.** We prove a stronger statement, namely that for all \( x \in V \),

\[
\frac{1}{|V|} \max_{x} \sum_{y} d(x, y) \leq \frac{\max \text{Deg}}{K}.
\]

Let \( x \in V \) and \( f := d(x, \cdot) \). Due to the curvature bound \( \kappa \geq K \), we have for all \( y \in V \),

\[
\Delta f(x) - \Delta f(y) \geq K d(x, y).
\]

Summing up over all \( y \in V \) gives

\[
|V| \text{Deg}(x) = \sum_{y} (\Delta f(x) - \Delta f(y)) \geq K \sum_{y} d(x, y).
\]

Rearranging finishes the proof.
3.2 Rigidity and distance function as eigenfunction

We now consider effective Bonnet Myers sharp graphs, i.e., graphs attaining the effective diameter bound, and aim to show that they are reflective. This section is inspired by [22, Section 3.3.2 and 3.3.3]. We first prove that \(d(x, \cdot)\) is a shifted eigenfunction.

**Lemma 3.2.** Let \(G = (V, E)\) be a graph with \(\kappa(x, y) \geq K > 0\) for all \(x \sim y\). Suppose \(\text{diam}_{\text{eff}} = \max_{x \in V} \text{Deg}(x)\).

Let \(x \in V\). Then,

\[
\Delta d(x, \cdot) = \text{Deg}(x) - Kd(x, \cdot).
\]

Moreover, \(\text{Deg} = \max_{x \in V} \text{Deg}(x)\) and \(\kappa = K\).

*Proof.* Let \(x, y \in V\) and \(f := d(x, \cdot)\). By the proof of Theorem 3.1 and due to equality in the effective diameter bound, we get

\[
\Delta f(x) - \Delta f(y) = K(f(y) - f(x))
\]

Choosing \(x \sim y\) and using \(\kappa \geq K\) yields \(\kappa(x, y) = K\). As in the proof of Theorem 3.1 we estimated \(\max \text{Deg} \geq \text{Deg}(x)\), we also get \(\text{Deg}(x) = \max \text{Deg} \). We finally observe

\[
\Delta f(y) = \Delta f(x) - K(f(y) - f(x)) = \text{Deg}(x) - Kd(x, y).
\]

This finishes the proof as \(f = d(x, \cdot)\).

3.3 Rigidity and reflectiveness

We aim to show that effective Bonnet Myers sharp graphs are reflective. We first give combinatorial implications of a positive curvature bound, namely that a positively curved edge has to be in many triangles, and there must be a perfect matching between the remaining neighbors. The following lemma is given in [22, Proposition 3.1]. For a version with the normalized graph Laplacian, also see [4, Proposition 2.7]. We recall \(B_1(x) = \{y : d(x, y) \leq 1\}\).

**Lemma 3.3.** Let \(G = (V, E)\) be a graph. Let \(x \sim y\). Then, \((x, y)\) contains at least \(\kappa(x, y) - 2\) triangles. In case of equality, there is a perfect matching between the remaining neighbors of \(x\) and the remaining neighbors of \(y\), i.e., there is a bijective map \(\phi : B_1(x) \setminus B_1(y) \to B_1(y) \setminus B_1(x)\) such that \(z \sim \phi(z)\) for all \(z\) in the domain of \(\phi\).

We next show that there is a perfect matching between \(V^x_y\) and \(V^y_x\). We recall \(V^x_y\) is the set of vertices closer to \(x\) than \(y\), and \(V^y_x\) is the set of vertices having same distance to \(x\) and \(y\).

**Lemma 3.4.** Let \(G\) be effective Bonnet Myers sharp with curvature \(K\). Let \(x \sim y\). Then, for every \(x' \in V^y_x\) there is exactly one \(y' \in V^x_y\) with \(x' \sim y'\), and exactly \(K - 2\) neighbors of \(x'\) are in \(V^{xy}\).

*Proof.* Let \(D = \max \text{Deg}\). Let \(x' \in V^y_x\). We notice \(\Delta (d(x, \cdot) + d(y, \cdot))(x) = D - 1\). Thus,

\[
\Delta (d(x, \cdot) + d(y, \cdot))(x') \leq D - 1 - d(x, x')K
\]

where ”\(^\wedge\)" denotes the minimum. By Lemma 3.3, the edge \((x, y)\) is contained in at least \(K - 2\) triangles, and thus,

\[
\Delta (d(x, \cdot) + d(y, \cdot))(x) \leq D - 1 - (K - 2) = D + 1 - K
\]

implying

\[
\Delta (d(x, \cdot) + d(y, \cdot))(x') \leq D + 1 - K - d(x, x')K
\]

by the curvature bound, where ”\(^\vee\)" denotes the maximum. By Lemma 3.2

\[
\Delta (d(x, \cdot) + d(y, \cdot))(x') = 2D - K(d(x, x') + d(y, x')) = 2D - K - 2Kd(x, x').
\]

Thus, adding up the above inequalities for \(x'\), we get equality, meaning

\[
\Delta (d(x, \cdot) + d(y, \cdot))(x') = D - 1 - d(x, x')K.
\]
Moreover by Lemma 3.3 we have \( \Delta d(x,\cdot)(x') = D - Kd(x, x') \), and thus,

\[
\Delta(1_{V^x_y})(x') = \Delta d(x,\cdot)(x') - \Delta(d(x,\cdot) \wedge d(y,\cdot))(x') = 1
\]

showing that \( x' \) has exactly one neighbor in \( V^x_y \). Similarly, \( \Delta d(y,\cdot)(x') = D - Kd(x, x') - K \) and thus,

\[
\Delta 1_{V^x_y}(x') = \Delta d(y,\cdot)(x') - \Delta(d(x,\cdot) \wedge d(y,\cdot))(x') = 1 - K
\]

showing that \( x' \) has exactly \( K - 1 \) neighbors in \( V \backslash V^x_y \), implying that \( x' \) has exactly \( K - 2 \) neighbors in \( V^{xy} \).

This finishes the proof.

We are now ready to give the main result of this section.

**Theorem 3.5.** Every effective Bonnet Myers sharp graph is reflective.

**Proof.** Let \( x \sim y \). By the above theorem, there exists a perfect matching between \( V^y_x \) and \( V^x_y \) inducing a map \( \phi \) mapping every \( x' \in V^y_x \) to its unique neighbor in \( V^x_y \), and conversely, and leaving all vertices in \( V^{xy} \) fixed. We aim to show that \( \phi \) is a reflection. All properties of a reflection are clear except that \( \phi \) is an automorphism which we prove now. Let \( v \sim w \) be vertices. We aim to show that \( \phi(v) \sim \phi(w) \). We proceed by case distinction.

**Case 1:** \( v \in V^y_x \) and \( w \in V^y_x \). Then, \( \phi(v) = w \) and \( \phi(w) = v \), clearly showing \( \phi(v) \sim \phi(w) \).

**Case 2:** \( v, w \in V^{xy} \). Then, \( v = \phi(v) \) and \( w = \phi(w) \), showing \( \phi(v) \sim \phi(w) \).

**Case 3:** \( v \in V^y_x \) and \( w \in V^{xy} \). By Lemma 3.3 the edge \( (v, \phi(v)) \) contains at least \( K - 2 \) triangles. However, all common neighbors of \( v \) and \( \phi(v) \) must be in \( V^{xy} \) by the first part of Lemma 3.3. By the second part of Lemma 3.3 \( v \) has exactly \( K - 2 \) neighbors in \( V^{xy} \) showing that they must all be common neighbors of \( v \) and \( \phi(w) \). Specifically, \( \phi(w) = w \sim \phi(v) \).

**Case 4:** \( v, w \in V^y_x \). By the case above, the edge \( (v, \phi(v)) \) contains exactly \( K - 2 \) triangles. By Lemma 3.3 there must be a perfect matching between the remaining neighbors of \( v \) and \( \phi(v) \). Specifically, there must be some \( w' \notin B_1(v) \) with \( w \sim w' \sim \phi(v) \). As \( \phi(v) \) has at most one neighbor in \( V^y_x \), namely \( v \), infer \( w' \notin V^y_x \). As all neighbors of \( \phi(v) \) in \( V^{xy} \) are also neighbors of \( v \), but \( w' \) is not a neighbor of \( v \), we obtain \( w' \in V^x_y \). As \( \phi(w) \) is the unique neighbor of \( w \) in \( V^x_y \), we see that \( w' = \phi(w) \). Particularly, \( \phi(v) \sim \phi(w) \).

The remaining cases can be proven analogously. As \( \phi = \phi^{-1} \), the case distinction shows that \( \phi \) is a graph automorphism, and thus a reflection. As \( x \sim y \) are chosen arbitrarily, the claim of the theorem follows immediately.

### 3.4 Lichnerowicz sharpness

We recall that Lichnerowicz sharp graphs are graphs with \( \lambda = K \). We also recall that distance regular Lichnerowicz sharp graphs with an additional spectral condition are precisely the graphs in the list in Theorem 2.14; see Theorem 2.14 and 4.6 Theorem 6.5. We now prove, that one can drop the additional spectral condition. We specifically prove effective Bonnet Myers sharpness which implies Lichnerowicz sharpness by Theorem 3.5 and Theorem 2.13.

**Theorem 3.6.** Let \( G = (V, E) \) be Lichnerowicz sharp and distance regular. Then, \( G \) is effective Bonnet Myers sharp.

**Proof.** Let \( f \in \mathbb{R}^V \) be an eigenfunction to eigenvalue \( K := \min_{x \sim y} \kappa(x, y) \). Assume \( f \) is minimal in \( x \in V \).

We recall that spheres of radius \( n \) are denoted by \( S_n \). We define another function \( g \in \mathbb{R}^V \) via

\[
g(y) := \frac{1}{|S_{d(x,y)}(x)|} \sum_{z : d(x,z) = d(x,y)} f(z).
\]
By distance regularity, $\Delta g(y) = \Delta g(y')$ whenever $d(x, y) = d(x, y')$. Moreover, $g$ also has to be an eigenfunction to eigenvalue $K$. By minimality of $f(x)$ and as $f$ is not constant, we see that $g$ is not constant. We now show that $g = cd(x, \cdot) + C$ for some constants $c, C \in \mathbb{R}$.

W.l.o.g., $\|\nabla g\|_\infty = 1$ and $g(z) - g(y) = 1$ for some $z, y \in V$. As $g$ is constant on spheres around $x$, we can assume $y \in S_n(x)$ and $z \in S_{n+1}(x)$ for some $n$, or vice versa. As the vice versa case is analogous, we restrict to the case $y \in S_n(x)$ and $z \in S_{n+1}(x)$. We estimate

$$K = K(g(z) - g(y)) = \Delta g(y) - \Delta g(z) \geq \inf_{h(z) - h(y) = 1} \|\nabla h\|_\infty = 1 \Delta h(y) - \Delta h(z) = \kappa(y, z) \geq K.$$ 

Choosing $h$ the maximal Lipschitz extension of $g$ on $S_{n+2}(x)$ and the minimal Lipschitz extension of $g$ on $S_{n-1}(x)$, we see $\Delta h(z) \geq \Delta g(z)$ and $\Delta h(y) \leq \Delta g(y)$, showing that $g = h$ on $S_{n-1}(x)$ and $S_{n+2}(x)$. Particularly, the maximal gradient of $g$ is also attained between $S_{n-1}(x)$ and $S_n(x)$, and between $S_{n+1}(x)$ and $S_{n+2}(x)$. Using induction, it follows that $g = d(x, \cdot) + C$ for some constant $C \in \mathbb{R}$.

We now show that $\sum_y d(x, y) = |V| \text{Deg}(x)/K$. We first notice that

$$-KC = -Kg(x) = \Delta g(x) = \text{Deg}(x)$$

showing $C = -\frac{\text{Deg}(x)}{K}$. Moreover,

$$0 = \sum x \Delta g(x) = K \sum x g(x) = K \sum x d(x, y) - \text{Deg}(x)|V|.$$ 

Rearranging shows $\sum_y d(x, y) = |V| \text{Deg}(x)/K$. By distance regularity, this equation holds true for all base points $x$, implying $\text{diam}_{\text{eff}} = \frac{1}{|V|} \sum_{x, y} d(x, y) = \text{Deg}(x)/K = \max \text{Deg}/K$. This finishes the proof.

## 4 Classifications

We first characterize locally connected effective Bonnet Myers sharp graphs.

**Theorem 4.1.** Let $G = (V, E)$ be a locally connected graph. T.f.a.e.:

(i) $G$ is effective Bonnet Myers sharp,

(ii) $G$ is reflective,

(iii) $G$ is distance regular and Lichnerowicz sharp,

(iv) $G$ is a graph of the following list:

- Cocktail party graphs with at least 6 vertices,
- Johnson graphs,
- Halved cubes,
- Schlafli graph,
- Gosset graph.

We note that the cocktail party graph with four vertices is locally disconnected and therefore not on the list, and the cocktail party graph with two vertices is a Johnson graph, too.

**Proof.** Implication (i) $\Rightarrow$ (ii) follows from Theorem 3.5. Implication (ii) $\Rightarrow$ (iv) follows from Lemma 2.15. Implication (ii) $\Rightarrow$ (iii) follows from Theorem 2.14. Finally, implication (iii) $\Rightarrow$ (i) follows from Theorem 3.4, finishing the proof.

We now drop the assumption of local connectedness.

**Theorem 4.2.** Let $G = (V, E)$ be a graph. T.f.a.e.:
(i) $G$ is effective Bonnet Myers sharp,

(ii) $G$ is reflective and has constant curvature,

(iii) $G$ is a graph of the following list:

- Cocktail party graphs,
- Johnson graphs,
- Halved cubes,
- Schläfi graph,
- Gosset graph,
- Cartesian product of graphs above with same curvature.

Proof. Implication (i) $\Rightarrow$ (ii) follows from Theorem 3.5 and Lemma 3.2 Implication (ii) $\Rightarrow$ (iii) follows from Theorem 2.16 We finally prove (iii) $\Rightarrow$ (i). By Theorem 4.1 we have $G = G_1 \times \ldots \times G_n$, and all factors are effective Bonnet Myers sharp. As $\text{diam}_{\text{eff}}(G) = \sum_{i=1}^n \text{diam}_{\text{eff}}(G_i)$ and $\text{Deg}_G = \sum_{i=1}^n \text{Deg}_{G_i}$, and as all factors have the same curvature, we conclude that $G$ is also effective Bonnet Myers sharp finishing the proof.

We finally drop the constant curvature assumption and characterize reflective graphs.

Theorem 4.3. Let $G = (V,E)$ be a graph. T.f.a.e.:

(i) $G$ is reflective,

(ii) $G$ is a graph of the following list:

- Cocktail party graphs,
- Johnson graphs,
- Halved cubes,
- Schläfi graph,
- Gosset graph,
- Cartesian product of graphs above.

Proof. Implication (i) $\Rightarrow$ (ii) is given in Theorem 2.16 We finally prove (ii) $\Rightarrow$ (i). By Theorem 4.1 we have $G = G_1 \times \ldots \times G_n$, and all factors are reflective. By Lemma 2.8 this implies that $G$ is reflective finishing the proof.
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A Bakry Emery curvature and effective diameter

Instead of a lower bound to the Ollivier curvature, we now assume a lower bound to the Bakry Emery curvature to establish an upper bound to the effective diameter. This question however turns out to bring not many new insights as the graphs for which the effective diameter bound is attained, are precisely the hypercubes, and this is an almost immediate consequence of [20] as we demonstrate below. But first, we give the definition of Bakry Emery curvature (see [18, 28]). We inductively define $\Gamma_i : \mathbb{R}^V \times \mathbb{R}^V \to \mathbb{R}^V$ via

$$
\Gamma_0(f, g) := fg
$$

and

$$
2\Gamma_i + 1(f, g) := \Delta \Gamma_i(f, g) - \Gamma_i(f, \Delta g) - \Gamma_i(\Delta f, g).
$$

We write $\Gamma := \Gamma_1$ and $\Gamma_i f := \Gamma_i(f, f)$. The Bakry Emery curvature $K(x)$ of a vertex $x$ is given by

$$
K(x) := \inf_{\Gamma f(x) = 1} \Gamma_2 f(x).
$$

We now give the effective diameter bound.

**Theorem A.1.** Let $G = (V, E)$ be a graph with Bakry Emery curvature at least $K > 0$. Then,

$$
\text{diam}_{\text{eff}}(G) \leq \frac{\max \text{Deg}}{K}.
$$

The proof is similar to the proof of the diameter bounds in [19].

**Proof.** We aim to show that for all $x \in V$,

$$
\frac{1}{|V|} \sum_{y \sim x} d(x, y) \leq \frac{\max \text{Deg}}{K}.
$$

Let $f := \text{Deg}(x)$. By the gradient estimate from [16],

$$
\frac{(\Delta P_t f)^2}{2\text{Deg}} \leq \Gamma P_t f \leq e^{-2Kt} \text{Deg} \leq e^{-2Kt} \frac{\max \text{Deg}}{2}
$$

and thus,

$$
\Delta P_t f(x) \leq e^{-Kt} \max \text{Deg}.
$$

As in the proof of Theorem 5.1 this implies the first claim in the proof, and averaging over all $x \in V$ proves the theorem.

**Theorem A.2.** Let $G = (V, E)$ be a graph with Bakry Emery curvature at least $K > 0$. Assume

$$
\text{diam}_{\text{eff}} = \frac{\max \text{Deg}}{K}.
$$

Then, $G$ is a hypercube.

**Proof.** Let $f = d(x, \cdot)$ for some $x \in V$. Due to the proof of Theorem A.1 we have

$$
e^{-2Kt} P_t f(x) = \Gamma P_t f(x)
$$

for all $t \geq 0$. From the proof of [20, Theorem 3.4], it follows that the above equality holds everywhere. Then, [20, Theorem 4.1] implies that diam$(G) = \frac{2\max \text{Deg}}{K}$. Finally, [20, Theorem 1.4] shows that $G$ is a hypercube finishing the proof.