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Abstract

The increasing use of cloud computing for latency-sensitive applications has sparked renewed interest in providing tight bounds on network tail latency. Achieving this in practice at reasonable network utilization has proved elusive, due to a combination of highly bursty application demand, faster link speeds, and heavy-tailed message sizes. While priority scheduling can be used to reduce tail latency for some traffic, this comes at a cost of much worse delay behavior for all other traffic on the network. Most operators choose to run their networks at very low average utilization, despite the added cost, and yet still suffer poor tail behavior.

This paper takes a different approach. We build a system, swp, to help operators (and network designers) to understand and control tail latency without relying on priority scheduling. As network workload changes, swp is designed to give real-time advice on the network switch configurations needed to maintain tail latency objectives for each traffic class. The core of swp is an efficient model for simulating the combined effect of traffic characteristics, end-to-end congestion control, and switch scheduling on service-level objectives (SLOs), along with an optimizer that adjusts switch-level scheduling weights assigned to each class. Using simulation across a diverse set of workloads with different SLOs, we show that to meet the same SLOs as swp provides, FIFO would require 65% greater link capacity, and 79% more for scenarios with tight SLOs on bursty traffic classes.

1 Introduction

The performance of many cloud applications is becoming increasingly dominated by network tail latency [9, 16, 19]. Even when average case message performance is acceptable, end-to-end application performance is often limited by worst case message behavior. On today’s data center networks, the latency of a typical remote procedure call (RPC) or remote memory (RDMA) operation can vary by several orders of magnitude from average case behavior, even when networks are kept at low to moderate utilization. Many application programmers have learned that they simply should not expect network communication to be fast, except on average [31].

Consistently low network tail latency has proved elusive for a number of reasons. Data center network switches use FIFO queues where interactions between traffic types can dominate tail behavior. Data center network traffic is highly bursty, meaning that average and tail load can diverge radically, even within a single traffic class. While link speeds are rapidly scaling up, with 100 Gpbs and even 400 Gbps links becoming standard [13, 30], application demand is scaling up even more rapidly [26]. Faster links means that a substantial fraction of data center network traffic completes within a few round trips, reducing the portion of traffic subject to congestion control [18] and further complicating efforts to keep queues small.

While priority scheduling and admission control can achieve guaranteed low latency [16, 19], that only works for a small slice of well-behaved network traffic and it comes at the cost of much worse variability for the remaining traffic. Our interest is in providing tight bounds for all traffic classes—in particular, we show that priority scheduling is needlessly aggressive in many situations. Likewise, endpoint congestion control attempts to keep queues bounded and small to achieve better response times for very short transfers, but this often comes at a cost of worse latency variation for medium-sized transfers and a loss of throughput for long flows [6, 20, 23]. Our interest is in supporting tight latency bounds across traffic classes and mixtures of short and medium-length flows.

We assume that the network operator splits traffic into a small number of classes, where each traffic class has a service level objective (SLO) [22]. We assume these SLOs are probabilistic rather than absolute, matching the probabilistic SLOs for network and service availability that operators already provide. At datacenter scale with hundreds of thousands of servers, deterministic SLOs are impossible except for a small fraction of datacenter traffic [16, 19]. The SLOs we consider in this paper provide tight bounds, such that 99% of messages (or flowlets [27]), regardless of size, are delivered within a small integer factor of the time they would take on an unloaded network. We note that our tools are generalizable to weaker or stricter SLOs, and to different SLOs for different transfer sizes.

Further, we assume the network operator continuously gathers the distribution of message lengths and interarrival times (burstiness) of messages within each traffic class. This can be accomplished through traffic sampling at the RPC, socket, virtual machine, or RDMA level, with periodic updates of traffic estimates. We assume no change to the standard socket level API—the network interface or switch does not have access to message/flowlet length (except in retrospect). Thus, we do not consider switch scheduling mechanisms that use flow length to favor short messages, such as shortest remaining flow first [23], or to implement deadline first scheduling [5, 28]. We also assume widely used endpoint congestion control mechanisms, specifically DCTCP [6] and HPCC [20].

At the switch level, we assume only standard configurability of modern datacenter switches such as Broadcom’s Tomahawk 4 [13] or Intel’s Tofino 2—the operator can assign strict priorities or scheduling weights to each of a small number of traffic classes. A class with a normalized weight of 0.4 and with a queue of packets, for example, will have its
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With these knobs, we build swp (SLOs without priorities) to efficiently determine if target network SLOs can be met given estimated load, burstiness, and flow length distribution for each traffic class. If SLOs can be met, swp provides switch configuration weights for each traffic class. swp can also be used prospectively, to evaluate the feasibility of target SLOs given potential future traffic changes, e.g., due to the rollout of a new application, an anticipated spike in traffic, or a prospective change in endpoint congestion control policy.

swp provides two benefits. First, instead of giving priority to whichever traffic class has the tightest deadlines, we allow the scheduling weight for each class to be the minimum necessary to meet its SLO given its burstiness, message size distribution, and utilization. The more bursty a traffic class, and the tighter its SLOs, the greater headroom is needed above and beyond its average utilization, in order to meet its SLOs. In many circumstances, a set of scheduling weights can meet the SLOs of each class, where strict priorities, or endpoint congestion control alone, would not be able to. If all classes can meet their deadlines, excess capacity is distributed to (approximately) minimize the chance of an SLO violation.

Second, if the bursts of traffic in one class are uncorrelated with the traffic in other classes, we can overcommit weights relative to what each class would need if it was running in isolation. Since each class does not require its entire headroom all the time, a link multiplexed between multiple traffic classes can statistically support a higher load than would be possible otherwise. One can think of this as the equivalent of the use of slack in deadline scheduling, but computed on traffic aggregates. This extra capacity is not completely free: if a particular traffic class exceeds its expected utilization or burstiness, it can cause missed deadlines for other traffic classes.

A key barrier to swp is the efficient computation of tail latency behavior given a particular switch configuration and message arrival pattern. The state of the art would be to simulate (or directly observe) the queueing behavior in detail for a sufficiently long sample to gain statistical reliability, repeated for each possible switch configuration. The inner loop of that calculation is gated by the operational behavior of the congestion control mechanism—the queue length at each instant in time, what packets are marked (in DCTCP [6]) or congestion information returned (in HPCC [20]), when that information would reach the endpoint, how the endpoint would react, etc.

Instead, for our setting, we only need sufficient accuracy to predict tail latency SLOs. We create a high-level abstract model of each endpoint congestion control algorithm, where the control loop operates at a time lag but with perfect information about the remote queue. This simplified model speeds up execution time by 50-80x relative to ns3. We calibrate the models (one each for HPCC and DCTCP) using ns3 simulations, and we show that the resulting models are accurate enough to provide a basis for computing switch configurations to meet probabilistic tail latency SLOs.

We evaluate the robustness of swp in simulation. We sample randomly among plausible scenarios of three and five traffic classes, with varying utilization, burstiness, traffic size distribution, and SLO tightness. We use swp to determine the optimal configuration to meet the SLO for each scenario with the least aggregate bandwidth. We then repeat the same scenario assuming a single FIFO queue, multiple FIFO queues (one per traffic class) with weights assigned by swp, and an idealized hierarchical fair queuing scheduler with per traffic class weights assigned by swp.

Averaged across all five-class scenarios, FIFO requires 65% more link capacity to accomplish the same SLOs as swp. This benefit increases to 79% for more challenging scenarios where at least one traffic class has a tighter SLO and is relatively bursty. Using swp with fair queuing gains another factor of two in link capacity on average across all scenarios, while still meeting SLOs.

2 Background and Motivation

In this section, we consider the limitations in the use of priorities and traffic shaping to achieving tight service level objectives for multiple classes of traffic.

We begin by defining terms. Our goal is to provide tight, probabilistic bounds on tail latency for latency-sensitive traffic in data center networks. To distinguish connections that may be reused, we consider each message separately, e.g., each remote procedure call (RPC), remote memory operation (RDMA), or independent data transfer, where latency is measured as the time to complete the transfer. We define message latency as the time to complete a message transfer, including transmission, propagation, and queueing delay, from when the first packet is available to be sent until the last packet arrives at the destination. In particular, we include in the latency any queueing at the end host queue needed for traffic shaping or congestion control.

We define message slowdown as the message latency divided by the minimum latency on an unloaded network. For example, in a network with a round trip propagation delay of 10μsec and 100Gbps links, the minimum latency for a 125KB transfer would be 20μsec. We can also define tail slowdown behavior separately for different message sizes to prevent swp from optimizing for small messages at the expense of medium-sized or long messages.

The specification of the tail probability bound on message slowdown is configurable in swp, but our aim is to provide
bounds that are tight enough for application developers to largely ignore tail effects. Thus, we focus in this paper on tail message slowdowns, across different message sizes, of a small integer multiple of the best case behavior.

It is impossible to provide bounds on the slowdown for any shared resource without some characterization or bound on the arrival process of requests. Mogul and Wilkes call this Customer Behavior Expectations (CBE) [22]. We assume only a probabilistic characterization, provided by an ongoing measurement of application network usage. Some prior attempts at providing network quality of service, such as IntServ [34], assume users provide hard limits on their traffic demands which can be guaranteed (or denied) at runtime depending on current traffic conditions. For many cloud applications, however, network traffic demand is a dynamic property at varying time scales, resistant to deterministic limits. At any point a flash crowd may appear, and the system should be configured to handle these within its promised probabilistic performance envelope.

We assume traffic is inherently bursty, with traffic measurement conducted on a long enough interval to allow us to construct a model of the traffic behavior. For each traffic class, we assume a sampled measurement process of the distribution of message sizes and message interarrival distribution to characterize traffic from that class.

Following the terminology in Mogul and Wilkes [22], a Service Level Objective (SLO) lets a provider describe in precise terms the quality of service it aims to give its users. By writing an SLO, an operator codifies the properties that can be relied on, guarding each party against potentially mismatched expectations. A building block for SLOs is the service level indicator (SLI), specifying some metric of interest, such as the tail latency for small requests or average throughput for larger requests. For a particular class of traffic, the SLO specifies a bound for the relevant SLI and can combine bounds on different SLIs in a conjunction. For example, we can specify that all memcache traffic, regardless of message size, has a tail slowdown of no more than three, at least 99% of the time. swp provides a small specification language for the network operator to specify its SLIs and SLOs. swp determines whether the SLO can be met given competing classes of traffic and network capacity.

### 2.1 Limits of Priority Scheduling

To motivate the approach taken by swp, we develop a simple experiment to characterize the limitations of priority scheduling for providing feasible SLOs for non-priority traffic. Our evaluation of swp explores the parameter space more fully.

We start with a large number of servers connected by 100 Gbps links and a round-trip delay of 10 μs. We focus on a single bottleneck, located near the destination, with traffic split between foreground (higher priority) and background (lower priority) traffic. Message sizes for both foreground and background traffic are drawn from the Homa W3 distribution [23], taken as a sample of all messages in a Google data center. We assume the two traffic classes are independent of each other, but within each traffic class, flows have log-normal interarrival time distributions with a shape parameter \( \sigma \) of two. Further, we assume HPCC congestion control with an initial window size of the bandwidth-delay product [20].

For this experiment, we focus on 99% tail message slowdown for messages less than the bandwidth-delay product. In this workload, these account for the large majority of requests but less than half of the total bytes transferred. To test how well each configuration insulates foreground traffic from background traffic, we fix the foreground utilization at 10% and vary the background utilization from 20% to 80%. We choose a target slowdown of 2.5× for the SLO, that is, a tail latency for 125 KB messages of 50 μs.

Fig. 1 compares the 99% tail message slowdowns for four configurations. First, we pair endpoint congestion control with a FIFO queue at the switch, shared between both foreground and background traffic (Fig. 1a). As expected, using a shared queue means that background traffic can interfere with foreground tail latency. At low load, both foreground and background traffic can achieve the target SLO. As background load increases, endpoint congestion control limits the effect of the background traffic on the foreground traffic, but at high enough loads, the unconstrained portion of the traffic (within the initial window) can impact foreground tail delay.

Note that the tail latency for foreground and background traffic differ. This is because the inter-arrival distribution is heavy-tailed and hence bursty within its own traffic class, but uncorrelated across traffic classes. Conditional on a small background message arriving at the switch, it is more likely that other background flows will already be queued at the switch; this is the definition of heavy-tailed behavior. Foreground traffic is more likely to encounter other foreground flows; however, the foreground load is lower so that occurs less often.

Next, we add strict priority scheduling at the switch, where foreground traffic always takes precedence over background traffic (Fig. 1b). This achieves the SLO for the foreground traffic regardless of the background traffic intensity, but only at the cost of much higher small message response time for background traffic. Note that the y-axis is rescaled to show the effect. Because the foreground traffic takes priority, if the background traffic arrives during a burst of foreground traffic, it will experience head-of-line blocking—no progress until the burst is cleared. This has a measurable effect on background tail latency, even though the foreground traffic uses only 10% of the link in aggregate.

Although not shown because of the y-axis rescaling, the foreground traffic achieves its SLO with considerable room
While priority scheduling can provide latency guarantees for foreground traffic, it leaves the tail latency of background traffic with variable background traffic. The dotted horizontal line shows a $2.5 \times$ foreground traffic less weight—less headroom above its traffic demand. Without this headroom, the background queue is unable to meet the target SLO, and the y-axis scale varies between graphs. Shaded regions represent the 95% confidence interval. We compare endpoint congestion control (CC) and a FIFO queue at the switch; CC and strict priority queueing (PQ); CC and per-traffic class (TC) scheduling weights at the switch, tuned to meet the foreground SLO with 80% background traffic; scheduling weights and per-traffic class fair queueing among queued flows. While priority scheduling can provide latency guarantees for foreground traffic, it leaves the tail latency of background traffic higher than necessary.

We model this by setting the foreground scheduling weight so that it meets its SLO tail latency target even for the highest level of background traffic (80% load), with a small margin of error. A single weight is able to insulate the foreground tail latency across the entire range of background traffic intensity, unlike CC+FIFO. Likewise, although the background traffic is unable to meet the target SLO, it experiences much better tail latency than with priority scheduling. This insight—that we should set weights given knowledge of the background traffic characteristics—lies at the core of the design of swp.

Finally, we consider the case of a programmable switch capable of implementing fair queueing [14] through the use of calendar queues [25]. We assume a hierarchical setting, where weights are used to choose among traffic classes when both have traffic present. Within each traffic class, separate calendar queues are used to implement fair queueing among flows with traffic queued within that class. Fair queueing allows better isolation between competing flows within the same traffic class, by eliminating head-of-line blocking. With a diversity of message sizes, with FIFO queueing a short message can be delayed behind packets of a longer flow. A fair queued system allows the short message to be scheduled earlier. Recall that we give the foreground traffic just enough weight to meet the SLO in the presence of background traffic at 80% load, with the remaining capacity given to the background traffic. With fair queueing, the foreground traffic requires so little weight to meet the SLO that the background traffic even outperforms it (Fig. 1d). In this case the SLO could be further tightened without incurring additional SLO violations. In §3.3, we describe a
more sophisticated and more general optimizer that can find weights to meet distinct SLOs for multiple traffic classes.

2.2 Deterministic Latency Bounds

Prior work in bounding network tail latency has used endpoint traffic shaping and worst case analysis to derive deterministic guarantees. These guarantees are, in a sense, stronger than what is provided by swp, in that they provide bounds on worst case behavior for queueing even at the tail, as long as packets are not corrupted in flight. On the other hand, particularly for large scale systems with bursty traffic, the bounds are substantially looser than what swp can provide.

For example, QJump [16] and Silo [19] apply a send-side leaky bucket filter to constrain the worst case load in the network. Even if all nodes send a burst at exactly the same time, the leaky bucket will constrain the worst case queueing at the bottleneck to, roughly, the bucket size times the number of senders, provided that the switch is configured to give priority to these latency-sensitive packets. This follows from a classic result due to Parekh and Gallager: if 1) admission to a network is governed by leaky bucket, 2) the network uses fair queueing, and 3) the arrival rates are constrained to ensure stability, then the delay in the network can be bounded [24].

There are two important limitations that led us to use a probabilistic, rather than a deterministic, model. First, most datacenter network traffic is highly bursty [10]. When source bursts can exceed the bucket size, a leaky bucket mechanism will impose an additional queueing delay at the source, to prevent bursts from one node from compromising the SLO’s provided to another. Second, the latency bound scales in proportion to the product of the bucket size and the number of senders. As the number of possible senders increases, the allowable burst must decrease proportionately to keep the SLO constant. For example, for a small data center with 1000 servers connected by 100Gbps links and a bucket size of 10KB buffer per server, worst case latency is nearly a millisecond.

This places the network designer in a bind. Tighten the bucket size, and more delay is experienced at the source; loosen the bucket size, and the worst case network queueing goes up. We illustrate this with a simple experiment (Fig. 2). First, we consider the send side queue. In Fig. 2a, we assume exponentially distributed message sizes, with an arrival rate 5% smaller than the leaky bucket rate r. We set the bucket size to yield reasonable send side tail latency with Poisson arrivals, and then consider what happens when we shift to moderately bursty arrivals (log-normal with a shape parameter of 1.5). Tail delays with the more realistic log-normal distribution are an order of magnitude higher than would be predicted under the analytically tractable model.

To compensate for burstier traffic, we can increase the bucket size, as shown in Fig. 2b—source queueing delay decreases. Unfortunately, this only trades queueing at the host for queueing further downstream. Fig. 2c shows the distributions of downstream queue lengths at different bucket sizes. For each distribution, the median, the quartiles, and a rotated kernel density estimation is drawn. We see that as the bucket size increases, so too does the tail of downstream queueing.

3 The swp Methodology

Our goal with swp is to build a tool to aid network operators with configuring their network switches to achieve tail latency SLOs for multiple classes of traffic. Specifically, swp

1. allows users to specify a network configuration, a set of traffic classes, and their SLOs,
2. automatically finds switch weights for meeting those SLOs (if possible), and
3. provides descriptive answers to what-if style questions about SLO behavior.

We begin with a brief overview of the swp workflow (§3.1). Then, we show how to parameterize the network model and specify a traffic class’s SLOs (§3.2). Lastly, we discuss how simulation outputs are used as input to a downstream optimizer, and we describe the one we use for automatically finding switch weights (§3.3). The network simulator is described in detail in §4.

3.1 Overview

Fig. 3 depicts swp’s workflow. For each traffic class, the user provides information about its flow sizes and interarrival times. These can be in the form of a trace, a measured cumulative probability distribution, or a generator function. Once the workloads have been characterized, the next steps are to specify each traffic class’s SLIs and SLOs (§2) and describe the network used by the simulator in §4. We use Dhall [3] as the configuration language because it allows for typed and modular configurations, and it can be converted to widely used formats like JSON and YAML. Specifications can be fed to either the simulator itself through the standard front end or to the weight optimizer. If the simulator is invoked directly through the front end, it will simply run the classes together according to the specification and return whether the SLOs are met or
3.2 Specification

Fig. 4 shows an example specification for a network configuration, traffic classes, SLIs, and SLOs. First, we provide the link capacity and the round-trip time (lines 3–4), followed by the queueing discipline used at the bottleneck (line 6). The congestion control protocol is imported from dctcp.dhall (reproduced in lines 12–18). The meanings of the congestion control protocol, control the burstiness of traffic at the interarrival and message distribution, along with the congestion control parameters are described in more detail in the next section. Likewise, the traffic classes Foo and Bar are imported from foo.dhall and bar.dhall, respectively.

We define a traffic class Foo on line 21. Foo’s message size distribution is given by the cumulative distribution in websearch.txt, as described in Homa [23]. For interarrival times, we approximate them using a log-normal distribution with mean \( \mu \) equal to 11.3 and shape parameter \( \sigma \) equal to 2.0. Together, the mean interarrival time and message size specify the average bandwidth required for this traffic class; the interarrival and message distribution, along with the congestion control protocol, control the burstiness of traffic at the bottleneck link.

---

To evaluate this traffic class’s performance, we select the 99th percentile slowdown as our SLI. We can also filter over flow size ranges in the SLI definition, but this is omitted from this example for brevity. The last step for Foo is to form an SLO by writing a logical predicate over the SLI (line 33). Here, we say that the P99 slowdown should be less than 3.

The example includes a second traffic class Bar, defined in much the same way, but with independent choices for traffic size distribution, interarrival burstiness, SLIs, and SLOs.

Once the specification is written, the user can pass it to swp to ask it to make SLO predictions under simulation. The front end will:

1. Read and validate the specification.
2. Use the specification to build and run a simulation, which will terminate with a set of statistics.
3. Digest the statistics to populate the SLIs.
4. Predict whether or not each SLO will be met.

A key contribution is to make simulations fast enough that a large space of configurations and SLOs can be quickly explored. Upon completion, swp will produce a set of predictions. For each traffic class, it predicts a value for each SLI as well as a final prediction for the SLO. A slightly modified version of the specification can also be passed to the weight optimizer, which we describe next.

---

Figure 4. An abridged specification with two traffic classes.
3.3 A Weight Optimizer

The final component of swp is an optimizer that hooks into the simulator’s Rust API and searches for switch weights that can meet the SLOs of a set of traffic classes. To start, each traffic class defines a loss function that takes the simulation output and quantifies the distance between the observed SLI value and its target SLO threshold. For the purpose of tail latency SLOs, we assume the threshold is an upper bound, so if the value exceeds the threshold, then the class requires more capacity, but if the SLI is under the threshold, then the class potentially has extra slack that can be given to other classes. To compute loss, we simply use

\[
\text{loss} = -\frac{\text{SLO threshold} - \text{SLI value}}{\text{SLO threshold}}.
\]

(1)

Here, a negative loss indicates the SLO is met, and a positive loss indicates the SLO is missed.

To find a starting point for the search process, we define a baseline weight allocation for each class: the minimum normalized switch weight a class requires to meet its SLO assuming worst case behavior by all other competing traffic classes—that is, that all other traffic classes always have a packet queued at the bottleneck switch. We use a binary search for this; each class’s baselines are found in parallel.

Once the baselines are found, we normalize them such that they sum to one, and then we enter the optimization loop. At each step of the loop, we first compute the losses by running the classes together in simulation and then sorting their losses in ascending order. Then in an inner loop we iterate through the losses from both ends simultaneously, with the minimum loss class paired with the maximum loss class, and so on. If class \( k \) is paired with class \( q \), and if \( k \) met its SLO while \( q \) did not, then we simply transfer weight from \( k \) to \( q \) in proportion to \( k \)’s loss. The optimization succeeds when all losses are negative, and it fails when either 1) no loss is negative or 2) the optimization loop times out. Pseudocode for the optimization loop is shown in Alg. 1.

4 A Network Model

Because it runs as the inner loop of swp, our network model is designed to be as simple as possible while still making accurate predictions about the aggregate tail SLO behavior seen in a network. Like any model, it will necessarily diverge from reality. Our goal, however, is not to represent the network stack with full fidelity but to isolate and represent the aspects that are most significant for whether tail SLOs are met by a particular configuration.

The need for something that is simple and fast is motivated in part by our experience with ns-3 [2]—a thorough and widely-used network simulator—whose attention to detail lends it high fidelity, but whose explicit modeling of protocol mechanisms prevents rapid answers to what-if questions. ns-3 simulates every packet arrival and departure at every link, queue, and host, along with host timeouts and the full host network protocol stack, with multiple events to send a packet through transport, network, and link layers. Particularly for establishing confidence intervals in tail behavior with bursty workloads, this level of detail can make simulations take hours rather than minutes. Using ns-3 would also place a limit on how quickly swp could react to measured changes in workload.

We believe that a model of the network can be useful even if it ignores most of the above details, especially if it is only used to reason about aggregate statistical behavior. The central challenge, however, is defining one that adequately balances simplicity against fidelity. One of our contributions is a functional, rather than an operational, model of the network to try to better strike this balance.

4.1 Overview

Fig. 5 depicts the network model. All links have capacity \( C \), and there is a single bottleneck with an infinite queue, following some queuing discipline. Flows are generated at the edge with flow sizes and interarrival times drawn from distributions \( f_r \) and \( f_i \). Upon arrival, each flow \( i \) begins sending data at some rate \( \rho_i \) governed by a model of congestion control (described in the next section). The delay between sources at the edge and the bottleneck is \( r \) (giving a round-trip time of \( 2r \)).

Restricting the model to include only a single bottleneck queue in this manner is a simplification, but meeting SLOs in even this simple case is nontrivial. Moreover, where congestion is caused by incast or fan-in, there is only one bottleneck, and Google has previously reported that last hop congestion is the most common in datacenters [26]. In Section §5.1, we compare predictions made by simulating against this model to those made by ns-3 on a single bottleneck link.

4.2 Congestion Control

While usually complex, congestion control algorithms often have a functional description that can be succinctly summarized. For example, a particular algorithm will react to congestion signals, choose a balance between utilization and
queueing, and converge to a target bandwidth allocation after some number of steps. Our goal is to design a model that captures these characteristics. Throughout, we use the notation $x^*$ to mean \( \max(0,x) \). First, for any given flow, its ideal sending rate at time $t$ is denoted $R(t)$, and it is given by

$$R(t) = \begin{cases} r_{\text{init}} & t \leq 2\tau \\ r(t)^+ & \text{otherwise} \end{cases},$$

(2)

where $r(t)$ is an update rule which will be described shortly. Recall that $r$ is the one-way delay between the sources and the bottleneck. Upon arrival, a new flow begins sending immediately at some initial rate $r_{\text{init}}$, and it will continue sending at this rate until it receives congestion control feedback at time $2\tau$. Many modern datacenter protocols, such as DCQCN [35] and HPCC [20], set $r_{\text{init}}$ to the line rate $C$. For protocols with a smaller $r_{\text{init}}$ value, we assume the initial window is paced [4] rather than ack clocked. We model the feedback delay explicitly because it has important implications on the number of uncontrolled bytes in the network. As link speeds increase and flow size distributions skew smaller, a greater fraction of traffic is transmitted in an uncontrolled manner [15, 18].

**Update rule.** The update rule $r(t)$ defines the core of the control loop, and it applies to a flow as soon as the flow first receives feedback. At this time, we say the flow is *controlled*. Likewise if a flow has begun sending but has not yet received feedback, we say it is *uncontrolled*. Given this terminology, a high-level and idealized description of the update rule is

$$\text{rate} = \frac{\text{total capacity} - \text{uncontrolled rate} - \text{queue drain}}{\# \text{ of controlled flows}},$$

where “uncontrolled rate” refers to the total sending rate across all uncontrolled flows. This rule follows our intuition that the rate at which a controlled flow should send at any given time depends on how much residual capacity there is at the bottleneck—and that, in turn, depends on 1) how much uncontrolled traffic there is and 2) how much queueing has accumulated at the switch. For simplicity we do not model differences in fairness, so the residual capacity is simply divided evenly among all controlled flows.

We build on this idealized version by introducing delays in signal propagation as well as parameters for approximating different congestion control algorithms. We begin by defining the uncontrolled rate more precisely. Let $i$ be an arbitrary flow, $S_i$ be its initial size, and $t_{\text{arr},i}$ be its arrival time. The uncontrolled rate contributed by this flow $i$ at time $t$, called $r_{\text{u},i}(t)$, is given by

$$r_{\text{u},i}(t) = \begin{cases} \min(r_{\text{init}} \cdot 2\tau, S_i) & 0 \leq t - t_{\text{arr},i} \leq 2\tau \\ 0 & \text{otherwise} \end{cases}.$$  

(3)

In other words, each flow will contribute up to $r_{\text{init}} \cdot 2\tau$ uncontrolled bytes upon arrival, paced out over $2\tau$ time. The total uncontrolled rate at time $t$ is then just the sum over the individual flows,

$$r_{\text{u}}(t) = \sum_i r_{\text{u},i}(t).$$

(4)

Next, the number of controlled flows at time $t$ is simply the number of flows that have already sent $r_{\text{init}} \cdot 2\tau$ bytes and are still sending at time $t$:

$$N(t) = \left\{ i \mid t - t_{\text{arr},i} > 2\tau \text{ and } i \text{ has unsent bytes} \right\}.$$  

(5)

And finally, let $Q(t)$ be the number of bytes queued at the bottleneck at time $t$.

We are now ready to state the update rule $r(t)$. Recalling that $C$ is the total link capacity, the update rule for each controlled flow is

$$r(t) = \frac{U \cdot C - \beta \cdot r_{\text{u}}(t - 2\tau) - \left( Q(t - \tau) - T \right)^+}{N(t - 2\tau)},$$

(6)

where $U$, $\beta$, and $T$ are parameters to the congestion control model. Different settings will approximate different congestion control algorithms.

The parameter $U$ is the target utilization, and $\beta$ is always zero or one, controlling whether or not the model reacts to the uncontrolled rate. These parameters are meant to model an algorithm like HPCC [20], which 1) tries to keep near-zero queues by intentionally underutilizing links, and 2) can detect congestion without waiting for queueing to occur. On the other hand, algorithms like DCTCP [6], DCQCN [35], and TIMELY [21] can only detect congestion after a queue builds up. In this case, $\beta$ would be set to zero, and the threshold at which the model reacts to queueing is controlled by $T$.

We also note the time delays on $r_{\text{u}}$, $Q$, and $N$. These reflect our intuition about which signals are collected at the sources and the switch (\( \tau \)), and which signals are collected at the switch (\( t - \tau \)). For example, a new flow that arrives cannot have its uncontrolled rate affect the rates assigned to other flows until 2\tau after its arrival. However, since queueing is measured at the bottleneck, the buildup of a queue can be indicated to sources after \( \tau \) time.

**Convergence speed.** Recall that $R(t)$ from (2) is the ideal sending rate of a flow at time $t$, as determined by the parameters and the model. The actual rate assigned to flows $\rho(t)$ will converge to $R(t)$ on a certain timescale dictated by the convergence speed of the congestion control algorithm. The convergence timescale is controlled by a smoothing parameter $\eta$:

$$\frac{d \rho}{dt} = \frac{R(t) - \rho(t)}{\eta \tau}.$$  

(7)

This differential equation is the continuous-time equivalent of applying an exponentially weighted moving average (first-order low pass filter) to $R(t)$ to derive $\rho(t)$. Higher values of $\eta$
With these definitions, we can write the bottleneck capacity \( Q \)
weight \( w \) will result in slower convergence. A full listing of the model's
when at least one of two conditions holds:

1. \( Q_k(t) > 0 \), or
2. \( k \) has a packet on the bottleneck wire at time \( t \).

For convenience, we define a predicate active\(_k\)(\( t \)) which is true whenever the above criterion is met for class \( k \). We will also define a function \( W \) which maps a set of class indices \( K \) to the sum of the class\(^1\) weights,

\[
W(K) = \sum_{k \in K} w_k. \tag{9}
\]

With these definitions, we can write the bottleneck capacity
available to class \( k \) at time \( t \) as

\[
C_k(t) = \frac{w_k}{W([l | \text{active}_l(t)] \cup \{k\})} C. \tag{10}
\]

Unlike in the original definition of \( r(t) \) in (6), we now have a
link capacity that is time varying. Substituting this as well as

\[\text{Table 1.SWEP's congestion control parameters.}\]

| Model parameter | Description        |
|-----------------|--------------------|
| \( r_{\text{init}} \) | Initial send rate  |
| \( U \)         | Target utilization |
| \( T \)         | Queue threshold    |
| \( \beta \)     | Uncontrolled traffic reaction |
| \( \eta \)      | Convergence smoothing |

\[\text{Table 2. The congestion control parameters used for SWP-D and SWP-H in Fig. 6. Bolded rows indicate where parameters differ between the two configurations.}\]

| Parameter | SWP-D | SWP-H |
|-----------|-------|-------|
| \( r_{\text{init}} \) | 100 Gbps | 100 Gbps |
| \( U \)     | 100%  | 90%   |
| \( T \)     | 100 KB | 0 KB  |
| \( \beta \) | 0.0   | 1.0   |
| \( \eta \)  | 5.5   | 5.0   |

\[\text{Table 3.SWEP's simplified model allows a simulator to simulate 50,000 flows over 50x faster than ns-3 in a comparable scenario. Here, ns-3 is running DCTCP and swp is running SWP-D. Running times are shown in minutes.}\]

| Workload        | ns-3 | swp | Slowdown |
|-----------------|------|-----|----------|
| WebSearch-30    | 113.22 | 1.68 | 67.39x   |
| WebSearch-60    | 124.69 | 2.35 | 53.06x   |
| Google-30       | 54.77  | 0.67 | 81.75x   |
| Google-60       | 55.95  | 0.80 | 69.94x   |

will result in slower convergence. A full listing of the model's
congestion control parameters are given in Table 1.

**Multiple traffic classes.** The above model assumes there
is only one class of traffic, but algorithms like DCTCP can be
adapted to the case where there are multiple traffic classes,
and each class is associated with a fixed scheduling weight
at the switch. Here, we describe how to generalize the model
to cover this scenario. To state our goal concretely, suppose
there are \( n \) classes, and suppose \( k \) is an arbitrary class—with
weight \( w_k \)—that is continuously backlogged on some time interval. Then in the congestion control model, we want the
capacity \( C_k \) that is available to class \( k \) to be such that

\[
C_k \geq \frac{w_k}{\sum_{l=1}^{n} w_l} C \tag{8}
\]
on that time interval. Moreover, if a class is not using the
link, its capacity should be divided among all active classes
in proportion to their weights.

First, we restrict congestion signals \( r_u, Q, \) and \( N \) to only
include information about a particular class \( k \), yielding \( r_{u,k}, Q_k, \) and \( N_k \). For example, \( r_{u,k} \) would be the total rate of un-
controlled traffic due to class \( k \). \(^1\) Now we define the model’s
notion of an active class. We say a class \( k \) is active at time \( t \)
when at least one of two conditions holds:

1. \( Q_k(t) > 0 \), or
2. \( k \) has a packet on the bottleneck wire at time \( t \).

Aside from the update rule, everything in the multi-class case
works in the same way as before.

### 4.3 Queuing Discipline

We consider several standard queueing disciplines: first-in
first-out (FIFO), priority queueing (PQ), round robin (RR),
deficit round robin (DRR), as well as common hierarchical and
weighted variants. Some of these policies had long been con-
sidered impractical to implement on switches, but recent work
has shown how the mechanisms on newer programmable
switches can be used to approximate policies like weighted
fair queueing [25]. We include a variety of policies in our
model to observe their impact on SLOs.

### 5 Evaluation

#### 5.1 Evaluating the Network Model

Before using swp to predict SLOs, we first evaluate our net-
work model by comparing its predictions to the output of ns-3
simulating a single bottleneck link. For a higher degree of
confidence, we try different flow size distributions at different
load levels using both DCTCP and HPCC, and we analyze
tail latencies across fine-grained flow size bins. The goal of
the model is not to report accurate predictions for per-flow
statistics, but rather to capture information about aggregate
statistics like the averages and tails of flow completion times.

\[\text{Not to be confused with } r_{u,l} \text{ in (3). For clarity, we have tried to use } i,j \text{ to index flows and } k,l \text{ to index classes.}\]
Figure 6. When there is a single bottleneck, swp’s network model is effective at predicting the P99 slowdown of short flows under DCTCP and HPCC. Here, SWP-D and SWP-H are tuned to match the behavior of DCTCP and HPCC, respectively, by setting the congestion control parameters (Table 1) to those shown in Table 2. Once the parameters are set, they are unchanged across load levels and flow size distributions. Binning is done according to flow size. In this experiment, there are ten equally-sized bins, and each tick on the horizontal axis is labeled with the largest flow size in the corresponding bin. The dashed vertical line approximately indicates one BDP.

Figure 7. For flows larger than a megabyte, SWP-D and SWP-H can approximate the mean slowdown given by DCTCP and HPCC. Labels on the horizontal axis give the flow size distribution and the utilization.

(FCTs). This is what allows us to distill complex behavior into a simple model and achieve quicker answers to the questions we are trying to ask.

Specifically, we evaluate the model along three axes:

1. How well does the model predict the tail FCT slowdown of short flows?
2. How well does the model predict the average FCT slowdown of long flows?
3. How much faster is the model when compared to ns-3?

For short flows, we believe the model should accurately predict tail slowdowns, since those will depend largely on the aggregate behavior of the congestion control model defined in §4.2. However, since we explicitly do not model differences in fairness among long flows, we do not always expect accurate tail predictions for them. For these flows, we instead evaluate the model’s ability to predict accurate average slowdowns. This reflects common practice, since short messages often require low, predictable latency while long ones should achieve acceptable throughput.

In these experiments, we use a 100 Gbps bottleneck link and a 10 µs round trip time (RTT). We configure ns-3 with multiple sources sending to the same destination through a bottleneck, similarly to the model shown in Fig. 5. We use two publicly available flow size distributions: one is a web search application [6], and the other is an aggregated workload from a Google datacenter [23]. The workloads are run with a bursty log-normal interarrival time distribution (shape parameter $\sigma = 2$) at two different load levels, 30% and 60%. We also run them with both DCTCP and HPCC.

Fig. 6 shows the tail FCT slowdown predictions produced by the model across these configurations and across equally-sized flow size bins. For short flows, the model is able to accurately predict the slowdowns at the 99th percentile, and at 60% utilization it can even reasonably predict the tail slowdown of long flows. At low utilization, the tail predictions for long flows are less accurate because 1) the model does not model short-term unfairness for long flows and 2) at low utilization events have higher variance, and this increases the tail variance of long flows. The average FCT slowdown for long flows, however, remains accurate across load levels. This is shown in Fig. 7. Lastly, the model arrives at these predictions up to 80× faster than does ns-3. Table 3 shows the running time of ns-3 running DCTCP compared against swp’s model, with measurements taken on an Intel Xeon E5-2680 CPU. The swp simulator simulates 50,000 flows up to 81× faster than does ns-3. Running times for HPCC and its corresponding swp model are similar.

5.2 Evaluating Network Configurations

We next use the optimizer described in §3.3 to evaluate swp’s ability to identify switch configurations that meet target SLOs. Whether a particular configuration can be satisfied by swp, a FIFO queue, or both is a coarse-grained metric. Instead, we generate a randomly generated set of scenarios, and consider the minimum total bandwidth at the bottleneck that is sufficient to meet the combined SLO for that configuration. Lower required bandwidth for the same scenario is better—it implies that the same SLOs can be met with higher link utilization on a fixed bandwidth link. We do not consider priority scheduling in this experiment as that would require extremely high
In proportion from three measured datacenter workloads, a burstiness of each class, we uniformly select at random a flow size distribution. We consider scenarios with three simultaneous traffic classes, and to cover a wide range of cases, we sample traffic class characteristics randomly. For each class, we uniformly select at random a flow size distribution from three measured datacenter workloads, a burstiness of HPCC [1]. Burstiness is the shape parameter \( \sigma \) for the log-normal interarrival time distribution.

| Parameter          | Sample space                      |
|--------------------|-----------------------------------|
| Flow sizes         | Google, Facebook, Alibaba         |
| Burstiness (\( \sigma \)) | [1.0, 2.0]                      |
| Mean rate (3-class) | [5 Gbps, 10 Gbps]               |
| Mean rate (5-class) | [3 Gbps, 6 Gbps]                |
| SLO threshold      | [3.0, 8.0]                       |

Table 4. The sample space for the random configurations used in Fig. 8 and Fig. 9. The Google flow size distribution is the same as the one in §5.1, and the Facebook and Alibaba distributions are taken from the public repository of HPCC [1]. Burstiness is the shape parameter \( \sigma \) for the log-normal interarrival time distribution.

Figure 8. swp finds weights that can meet a set of SLOs using significantly less bandwidth than would be required with pure FIFO queueing. The advantage of weights over FIFO is yet more pronounced with tighter SLOs and higher application burstiness.

Figure 9. When we choose five random traffic classes instead of three, the benefit of optimizing weights increases. Moreover, statically provisioning each class for the worst case becomes costlier than using pure FIFO.

link capacities to meet the target SLOs, requiring very long runtimes to reach convergence at the tail.

We compare shared FIFO, per-class scheduling weights chosen by swp with FIFO within each class, and the same with fair queueing within each class. We consider scenarios with three simultaneous traffic classes, and to cover a wide range of cases, we sample traffic class characteristics randomly. For each class, we uniformly select at random a flow size distribution from three measured datacenter workloads, a burstiness (log-normal \( \sigma \)) between 1 - 2, a mean sending rate between 5-10 Gbps, and an SLO threshold for 99% tail latency slowdown between 3 - 8x. We divide transfers into those that are smaller than the bandwidth-delay product for this network (125KB) and those that are larger. The tail latency slowdown is enforced against both sets independently, but with twice the slowdown threshold for larger flows. This is to allow solutions that favor small flows, without unduly starving medium-sized flows. Table 4 summarizes the sample space from which the random values are drawn. We use a 10 \( \mu \)s round trip time, and where congestion control applies, we use the model of DCTCP.

For each of 150 randomly chosen scenarios, we use swp to search for the minimum link capacity required to simultaneously meet all three SLOs for both small and large flows, separately for per-class FIFO and an idealized version of per-class fair queueing. We also use binary search to identify the
minimum link capacity needed to meet the SLOs with a shared FIFO queue at the bottleneck.

Fig. 8a shows the cumulative distribution function for the minimum link capacity under different strategies and traffic scenarios. Averaged across all configurations, using FIFO alone requires on average 44% more link bandwidth than if swp is used to optimize per-class FIFO weights, and an average of 247% more bandwidth than with swp with optimized hierarchical weighted fair queueing.

If we restrict the configurations to those with at least one bursty class ($\sigma > 1.7$) with a tight SLO (threshold $\leq 1.7$), the average gap between swp and FIFO widens to 62% (Fig. 8b). Fig. 8c shows the results for configurations with SLO $< 4$, but no restriction on burstiness, while Fig. 8d shows the results with all SLOs $\geq 4$ and burstiness $\leq 1.7$. The greatest advantage for swp comes on more challenging scenarios.

We can also ask: how important is the swp optimizer described in Algorithm 1 to the benefits of our approach? To study this, we consider a static version of swp, where we compute the bandwidth needed for each traffic class to meet its SLOs independently, assuming no knowledge of the behavior of the other traffic classes. We then run this on the same scenarios as we considered above. The result is plotted on the same graph in Fig. 8a, labeled as static. The benefits of swp relative to FIFO roughly disappear—that is, the advantage of per-class SLOs comes from being able to take advantage of the cumulative slack across traffic classes.

Next, we consider configurations with five random traffic classes instead of three, where we keep aggregate load the same by adjusting per-class mean rates to be from 3 to 6 Gbps. The result is shown in Fig. 9. With more traffic classes, there is greater diversity of requirements, presenting more opportunities for optimization. In this setting, using FIFO queueing alone now requires 65% more link bandwidth than with optimized FIFO weights (Fig. 9a), and in the challenging scenario of a tight SLO on a bursty class, that number increases to 79% (Fig. 9b). Statically provisioning bandwidth for the worst case is also now more costly than pure FIFO queueing.

Finally, the inflation factor of a configuration is the ratio between the bandwidth required to meet SLOs with FIFO, divided by (respectively) that required by swp weights with per-class FIFO and swp with per-class fair queueing. Fig. 10 provides a scatter plot of inflation factors for all 150 five-class configurations, with each configuration indexed by the value of the tightest SLO, the greatest burstiness, and the greatest mean rate across the five traffic classes. In general, configurations with tighter SLOs show greater benefit for carefully optimized per-class traffic weights.

6 Related Work

Achieving quality of service in packet switched networks is a long-standing and rich research area. Quality of service is easiest to achieve when we can assume that switches or routers can keep per-flow state, such as Autonet-2 [8], Intserv [12], and RSVP [34]. Parekh and Gallager showed that packet latency bounds could be provided given fair queueing in the network [14, 24]. Others have shown it is possible to emulate fair queueing without per-flow state at every router [29]. However, because of the difficulty of implementing these approaches at high speeds, most work in the Internet gravitated to the use of priorities [11] to deliver quality of service. The underlying assumption was that only a small amount of near constant-bit rate traffic would need prioritization. By contrast, our work focuses on providing quality of service for datacenter traffic, where most or almost all network requests have timeliness constraints and the traffic demand is inherently bursty.

Per-packet latency guarantees. The closest to our work are QJump [16] and Silo [19] as they both target providing quality of service guarantees in the datacenter. Both use a leaky bucket at sources to ensure senders do not exceed some average rate and burstiness allowance. Then, QJump uses switch priorities to bound the network packet delays for latency sensitive applications. Silo on the other hand uses network calculus to develop a VM placement algorithm that can ensure network queueing delays do not exceed some bound. Like earlier work, these approaches target individual packet delays, rather than application-level metrics, and traffic shaping can impose significant delays at the source particularly for bursty traffic. Moreover, for large scale datacenter networks, tight worst-case bounds can only be provided for a small fraction of the traffic. Our goal with swp is to provide quality of service for arbitrary size messages for most or all of the network traffic, using probabilistic rather than deterministic guarantees.

Scheduling flows for low latency. A number of systems, such as D3 [33], D2TCP [32], and PDQ [17] use deadlines to schedule flows for low latency. pFabric [7] uses shortest remaining time first to reduce average latency for short flows. A significant limitation with these approaches is that they require applications to provide the size of each flow, before it starts, to be able to assign it a deadline or scheduling priority. Many applications in wide use lack this information, and in fact the UNIX socket API does not allow applications to specify it even if known. In addition, these schemes require switch hardware modifications. swp helps operators achieve SLOs without new switch hardware or changing applications, provided aggregate information is available about the distribution of flow sizes and burstiness.

Homa [23] is a transport protocol that uses switch priorities and receiver-driven use of priority queues to achieve low tail latency for short messages with existing hardware. Like these other approaches, however, Homa assumes the size of the flow is available. It also lacks a mechanism for predicting what tail latency guarantees it can provide, nor does it provide an algorithm for balancing SLOs across traffic classes or flow sizes.
7 Conclusion

In this paper, we have built and evaluated swp, a new tool for quickly identifying network switch configurations to achieve tight tail latency bounds for bursty datacenter traffic patterns. Given measured data about the distribution of message sizes and message interarrival times, swp finds traffic-class based switch scheduling weights to accomplish class-specific operator-defined service level objectives (SLOs). A key innovation is a 50-80× faster network simulation engine that elides detail but produces accurate estimates of tail behavior through a bottleneck link for two popular data center congestion control protocols, DCTCP and HPCC, for a variety of switch scheduling algorithms. We use swp on randomly chosen scenarios to show that swp can identify switch configurations that meet target SLOs at much lower bandwidth than FIFO.

This work does not raise any ethical issues.
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