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Abstract
The problem of robust $H_\infty$ filtering for Markovian jumping static neural networks with time-varying delays is considered in this paper. The effect of the activation function on the time delays is comprehensively considered. Based on Wirtinger inequality, a new inequality is quoted to solve the Lyapunov functions with the double-integral terms. Then, a less conservative result on the robust $H_\infty$ filtering is obtained, which guarantees the resulting error systems stochastically stable and satisfies a prescribed $H_\infty$ performance index. The effectiveness of the developed results is finally demonstrated by numerical examples.
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Introduction
Markov system is a dynamic stochastic system with multiple modes (subsystems). Because the Markov system can be modeled by the external random disturbance, the research of Markov jump system has attracted much attention of scholars in recent years. The actual engineering project can be described by the Markov system in modeling, such as the macro forecast and decision model in the economic field, the queuing model in the field of computer control, and so on. In 1961, Krasovskii and Lidskii\textsuperscript{1} established a continuous time Markov structure model. In 1971, Darkhovskii and Leibovich\textsuperscript{2} studied a class of Markov systems with the same distribution of switching times. In 1999, Mao et al.\textsuperscript{3} researched the stochastic functional differential equations with Markov jumping switching and got many criteria about M matrix exponential stability. In 2005, Wen et al.\textsuperscript{4} designed a class of hybrid delay Markov jump systems. Recently, it has been found that closed phenomena usually occur in neural networks. Kovacic,\textsuperscript{5} Benuskova and coworkers,\textsuperscript{6} and Zhang and Wang\textsuperscript{7} proposed to extract finite state representation from neural networks to solve this phenomenon; but, in this case, the model of neural network is limited. In these years, the static neural network with Markov jumping switching has received a wide range of researchers sought.\textsuperscript{8–13}

On the other hand, due to its theoretical and practical significance in control engineering and signal processing, the filter problem has been extensively researched in Lack and Kappa\textsuperscript{14} and Feng and Han.\textsuperscript{15} In the existing literatures, the Kalman filter\textsuperscript{16} is one of the most effective method which deals with the problem of state estimation. However, when the dynamic unknown noise signal is assumed to be bounded, the $H_\infty$ filter\textsuperscript{17–20} is more suitable.

When the overall energy of a system is below a given threshold, the estimated error is resulted from minimization of the bounded disturbance energy. Therefore, in some practical applications, when the estimated maximum error needs to be in a certain range or minimized, we often use peak filter.
In 2012, Chen and Zheng\textsuperscript{19} designed the $H_\infty$ filter of stochastic systems with time delays and Markovian jumping parameters. In this paper, based on Lyapunov–Krasovskii functional (LKF) theory and generalized Finsler Lemma, delay-dependent bounded real lemma is established without using any model transformations, bounding techniques for cross terms, or additional free matrix variables. In 2015, Shao et al.\textsuperscript{20} considered the bounding techniques for cross terms, or additional free variables. In 2016, Shao et al.\textsuperscript{20} established without using any model transformations, bounding techniques for cross terms, or additional free matrix variables. In 2015, Shao et al.\textsuperscript{20} considered the $H_\infty$ filtering problem of static neural networks with Markovian jumping parameters, and time-varying delay, the Jensen inequality, and Wirtinger inequality are quoted to deal with the Lyapunov function.

In this paper, we will further consider the problem of robust $H_\infty$ filtering for Markovian jumping static neural networks with time delays. We consider the effect of the activation function on the time-varying delays. On this basis, a filter is designed to ensure a prescribed $H_\infty$ performance level of the filtering error systems. Motivated by Shao et al.,\textsuperscript{20} the double and triple integral terms of Lyapunov functions are taken into consideration. Then, according to the Wirtinger inequalities in Seuret and Gouaisbaut,\textsuperscript{21} a new inequality is quoted to reduce the conservatism of Lyapunov–Krasovskii techniques in this paper.\textsuperscript{24} The stability criteria are formulated in terms of LMIs. Finally, numerical examples show that the proposed filter is less conservative.

Throughout this paper, $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space, $\mathbb{R}^{m \times n}$ is the set of $m \times n$ real matrix, $I$ is the identity matrix, $\| \cdot \|$ denotes Euclidean norm for vectors, and at stands for the transpose of the matrix $A$. For symmetric matrices $X$ and $Y$, the notation $X \geq Y$ (respectively, $X > Y$) means that the $X - Y$ is positive definite (respectively, positive semi-definite). The symmetric terms in a symmetric matrix are denoted by * and $\text{diag}(Z_1, Z_2, \ldots, Z_n)$ denotes a block-diagonal matrix. $E\{x\}$ stands for the expectation of the stochastic variable, and $L_2[0, \infty]$ is the space of the square integrable vector functions over $[0, \infty]$.

**Problem formulation**

First, for $t \geq 0$, $r$, taking values from a finite set $\mathcal{N} = \{1, 2, \ldots, n\}$ is a right-continuous Markov chain defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Consider the following Markovian jumping system

\[
\dot{x}(t) = -A(r) x(t) + B_1(r) w(t) + H_1(r) x(t) + J_1(r) t
\]

\[
+ H_2(r) f(W_2(r) x(t - d(t)) + J_2(r))
\]

where $x(t) = [x_1(t) \ x_2(t) \ \ldots \ x_n(t)]^T \in \mathbb{R}^n$ is the state vector of the neural networks with $n$ neurons, $A(r) = \text{diag}(a_1(r), a_2(r), \ldots, a_n(r))$ is a constant diagonal matrix with $a_m(r) > 0$, $w(t) \in \mathbb{R}^p$ is the disturbance input in $L_2[0, \infty]$, $y(t) \in \mathbb{R}^q$ is the measured output, and $z(t)$ is the signal to be estimated, $f(x(t)) = f_1(x(t), f_2(x(t), \ldots, f_n(x(t))$ denotes the neuron activation function, for $r_t \in \mathcal{N}$, $W_1(r_t)$, $W_2(r_t)$, $C(r_t)$, $D(r_t)$, $B_1(r_t)$, $B_2(r_t)$, $E(r_t)$, $H_1(r_t)$, $H_2(r_t)$ are the constant matrices with compatible dimensions, and $J_1(r_t)$ and $J_2(r_t)$ are external input vector, $(\phi(t)$ is a real valued initial function, and $d(t)$ is a time-varying delay with an upper bound $d > 0$ and scalar $\mu$, such that $d(t)$ satisfies

\[
0 \leq d(t) \leq d, \dot{d}(t) \leq \mu \tag{2}
\]

**Remark 1:** The robust filtering problem has been studied by Shao et al.,\textsuperscript{20} and Huang et al.\textsuperscript{23} The problem of time-varying delay in activation function is considered by Shao et al.,\textsuperscript{20} but the general situation without time delay is passed. While in Huang et al.,\textsuperscript{23} the activation function for given delay is considered. In this paper, we consider these two cases, and the composite model is more suitable for the industrial system in the face of time variation.

For simplicity, in the sequel, the matrices $A(r_t)$ and $B_1(r_t)$ are denoted by $A_t$, $B_{1t}$, and so on. Its transition probability between different modes is given by

\[
P_t(r_{t+\Delta} = j | r_t = i) = \begin{cases}
\pi_{0j} + o(\Delta), & i \neq j \\
1 + \pi_0 + o(\Delta), & i = j
\end{cases}
\]

where $\Delta > 0$, $\lim_{\Delta \to 0} \frac{o(\Delta)}{\Delta} = 0$; $\pi_{ij} \geq 0$, $\forall i \neq j$, and for $i \in \mathcal{N}$, $\pi_{ii} = -\sum_{j=1, j \neq i}^{\mathcal{N}} \pi_{ij}$.

For systems (1), we now consider the following state estimator

\[
\begin{align*}
\dot{\hat{x}}(t) &= -A_t \hat{x}(t) + H_1 f(W_1 \hat{x}(t) + J_1) \\
&\quad + H_2 f(W_2 \hat{x}(t - d(t)) + J_2) \\
&\quad + K_t [y(t) - C_t \hat{x}(t) - D_t \hat{x}(t - d(t))] \\
\hat{z}(t) &= E_t \hat{x}(t) \\
x(0) &= 0, t \in [-d, 0]
\end{align*}
\]

where $\hat{x}(t) \in \mathbb{R}^n$ and $\hat{z}(t) \in \mathbb{R}^q$ and $K_t$ are designed matrices with compatible dimensions. Augmenting
the model of equation (1) to include the states of the filter in equation (3), we obtain the following filtering error systems:

\[\begin{align*}
\dot{e}(t) &= (-A_i - K_i C_i) e(t) + H_i g (W_i e(t)) \\
& \quad + H \delta (W_2 e(t - d(t))) - K D f (t - d(t)) \\
\bar{z}(t) &= E_i e(t)
\end{align*}\] (4)

Defining the error signals \(e(t) = x(t) - \tilde{x}(t)\) and \(\bar{z}(t) = z(t) - \tilde{z}(t)\), we obtain the following filtering error systems:

\[\begin{align*}
\dot{e}(t) &= f(W_i x(t) + J_i) - f(W_2 \tilde{x}(t) + J_2) \\
\bar{z}(t) &= E_i e(t)
\end{align*}\]

The filtering error systems are asymptotically stable when \(w(t)\), and the error systems satisfy

\[\|\bar{z}(t)\|_2 < \gamma \|w(t)\|_2\] (5)

for any nonzero \(w(t) \in L_2[0, \infty]\) under the zero-initial condition.

**Assumption 1:** The activation function \(f(t)\) is continuous and satisfies

\[\inf_{i=1}^n \frac{f_i(u) - f_i(v)}{u - v} \leq f_i^+\] (6)

where \(f(0) = 0\), \(i = 1, 2, \ldots, n\), \(u \neq v\) and \(f_i^+\) are real scalars, and it may be positive, negative, or zero, which means that the function is more general.

**Assumption 2:** First, we define the weak infinitesimal operator \(\mathcal{L}\) as

\[\mathcal{L} V(t, e, i) = \lim_{\Delta \to 0} \frac{1}{\Delta} \left[ E(V(t + \Delta, e_{r+1}, t_{r+1}, e_{r+1}, r = i) - V(t, e, i)) \right] \]

where \(E(V(t, e, i)) = V(0, e_0, i) + E\left\{ \int_0^T V(s, e, i) ds \right\}\).

**Lemma 1.21:** For the given scalars \(d > 0\), real matrix \(R\), and \(v(t) : [a, b] \to \mathbb{R}^n\), one has

\[-\int_a^b \dot{v}^T(s) R \dot{v}(s) ds \leq \frac{1}{b - a} \begin{bmatrix} v(b) & v(a) \end{bmatrix}^T R \begin{bmatrix} v(b) \\ v(a) \end{bmatrix} \]

where

\[0 = \frac{1}{b - a} \int_a^b v(s) ds\]

\[W_1(R) = W_0(R) + \frac{\pi^2}{4} \begin{bmatrix} R & -2R \\ * & 4R \end{bmatrix} \]

\[W_0(R) = \begin{bmatrix} R & -R & 0 \\ * & R & 0 \\ * & * & 0 \end{bmatrix} \]

**Lemma 2:** (Schur complement) For one given matrix \(S\) which satisfied

\[S = \begin{bmatrix} S_{11} & S_{12} \\ S_{12}^T & S_{22} \end{bmatrix}\]

where \(S_{11}\), \(S_{12}\), and \(S_{22}\) with compatible dimensions, the following conditions are equivalent:

1. \(S \leq 0\)
2. \(S_{11} \leq 0, S_{22} = S_{12}^T S_{11}^{-1} S_{12} \leq 0\)
3. \(S_{22} \leq 0, S_{11} - S_{12} S_{22}^{-1} S_{12} \leq 0\)

**Main results**

We first analyzed the \(H_\infty\) filtering problem mentioned in the preceding section and gave the following result.

**Theorem 1:** For the given scalars \(d > 0\) and \(\mu\) in equation (2), the resulting error systems (4) are stochastic stable with \(H_\infty\) performance \(\gamma\), if there exist real matrices \(P_i > 0, Q_{ij} > 0, Q_{jj} > 0, Q > 0, R > 0, R_j > 0, S_j > 0, S_{j1} - S_{2j} S_{1j}^{-1} S_{2j} \leq 0\), and diagonal matrix \(\Gamma_i = \text{diag}\{t_{i1}, t_{i2}, \ldots, t_{in}\} > 0\). Such that, the following LMIs hold for \(i \in \mathcal{N}\)

\[\sum_{j=1, j \neq i}^n \pi_{ij} Q_{ij} + \sum_{j=1}^n \pi_{ij} Q_{jj} < Q\] (7)

\[\sum_{j=1}^n \pi_{ij} R_j \leq R, \sum_{j=1}^n \pi_{ij} S_{jj} \leq S\] (8)
\[
\begin{bmatrix}
\Omega_{i1} & \Omega_{i2} & \Omega_{i3} & \Omega_{i4} & \Omega_{i5} & \Omega_{i6} & \Omega_{i7} & \Omega_{i8} \\
* & \Omega_{i9} & 0 & \Omega_{i10} & 0 & 0 & 0 & 0 \\
* & * & \Omega_{i11} & 0 & 0 & \Omega_{i12} & 0 & \Omega_{i13} \\
* & * & * & \Omega_{i14} & 0 & 0 & 0 & 0 \\
* & * & * & * & -2\Lambda_i & 0 & 0 & \Omega_{i15} \\
* & * & * & * & * & -2\Gamma_i & 0 & \Omega_{i16} \\
* & * & * & * & * & 0 & -\gamma^2I & \Omega_{i17} \\
* & * & * & * & * & * & \Omega_{i18}
\end{bmatrix} < 0
\]

(9)

where

\[
\begin{align*}
\Omega_{i1} &= -2P_iA_i + -2X_iC_i + \sum_{j=1}^{M} \pi_{ij}P_j + Q_{ii} + Q_{2i} + dQ \\
\Omega_{i2} &= -dR_i + \frac{1}{2} \tilde{\rho} R + \tilde{E}_i^T E_i - \frac{1}{d} \left(1 + \frac{\pi^2}{4}\right)S_i \\
\Omega_{i3} &= -2W_i^T \Gamma_i W_i \\
\Omega_{i4} &= -\frac{\pi^2}{d} S_i \\
\Omega_{i5} &= P_i H_{ii} + W_i^T (\Gamma_i^T + \Gamma_i) \Lambda_i \\
\Omega_{i6} &= P_i H_{2i} + \Omega_{i7} = P_i B_{ii} - X_i B_{2i} \\
\Omega_{i8} &= -dA_i^T P_i - dC_i^T X_i \\
\Omega_{i9} &= -Q_{2i} - \frac{1}{d} \left(1 + \frac{\pi^2}{4}\right)S_i \\
\Omega_{i10} &= \Omega_{i4} \\
\Omega_{i11} &= -(1 - \mu)Q_{ii} - 2W_i^T \Gamma_i W_{2i} - \frac{\pi^2}{d} S_i \\
\Omega_{i12} &= W_i^T (\Gamma_i^T + \Gamma_i) \Gamma_i \\
\Omega_{i13} &= -dD_i^T X_i \\
\Omega_{i14} &= -dR_i - \frac{\pi^2}{d} S_i \\
\Omega_{i15} &= dH_i^T P_i \\
\Omega_{i16} &= dH_i^T P_i \\
\Omega_{i17} &= dB_i^T P_i - dB_i^T X_i \\
\Omega_{i18} &= -2P_i + \frac{1}{d} S_i + \frac{1}{2} S_i
\end{align*}
\]

Then, the gain matrices \(K_i\) can be designed as \(K_i = P_i^{-1} X_i\).

**Proof:** Choosing the following LKF candidate as

\[
V(t) = V_1(t) + V_2(t) + V_3(t) + V_4(t)
\]

\[
V_1(t) = e^T(t)P_i e(t)
\]

\[
V_2(t) = \int_{t-d(t)}^t e^T(s)Q_1e(s)ds + \int_t^{t+d(t)} e^T(s)Q_{21}e(s)ds + \int_{t-d(t)}^t e^T(s)Qe(s)dsd\theta
\]

\[
V_3(t) = \int_{t-d(t)}^t e^T(s)Re(s)dsd\theta + \int_{t+d(t)}^{t+d(t)} e^T(s)Re(s)dsd\theta
\]

\[
V_4(t) = \int_{t-d(t)}^t e^T(s)S_1\dot{e}(s)dsd\theta
\]

\[
\left. \begin{array}{l}
V_3(t) = \int_{t-d(t)}^t e^T(s)R_1e(s)dsd\theta \\
+ \int_{t+d(t)}^{t+d(t)} e^T(s)Re(s)dsd\theta \\
+ \int_{t-d(t)}^t e^T(s)Qe(s)dsd\theta
\end{array} \right\} < 0
\]

According to the weak infinitesimal operator \(\mathcal{L}\), we have the stochastic differential

\[
\mathcal{L}V(t) = \mathcal{L}V_1(t) + \mathcal{L}V_2(t) + \mathcal{L}V_3(t) + \mathcal{L}V_4(t)
\]

(10)

where

\[
\mathcal{L}V_1(t) = 2e^T(t)P_i \dot{e}(t) + \sum_{j=1}^n \pi_{ij} e^T(t)P_j e(t)
\]

\[
\mathcal{L}V_2(t) = e^T(t)Q_1 e(t) - \left(1 - d(t)\right)e^T(t - d(t))Q_1 e(t - d(t)) + \sum_{j=1}^n \pi_{ij} \int_{t-d(t)}^t e^T(s)Q_{1j} e(s)ds + e^T(t)Q_{21} e(t)
\]

\[
\mathcal{L}V_3(t) = -e^T(t)Q_1 e(t) + \sum_{j=1}^n \pi_{ij} \int_{t-d(t)}^t e^T(s)Q_{1j} e(s)ds + e^T(t)Q_{21} e(t)
\]

\[
\mathcal{L}V_4(t) = e^T(t)Q_2 \dot{e}(t) - \int_{t-d(t)}^t e^T(s)Q_2 e(s)ds
\]

\[
\mathcal{L}V_5(t) = e^T(t)R_1 \dot{e}(t) - \int_{t-d(t)}^t e^T(s)R_1 e(s)ds + \sum_{j=1}^n \pi_{ij} \int_{t-d(t)}^t e^T(s)R_1 e(s)dsd\theta + \frac{1}{2} \dot{\mathbf{e}}^T(t)R_1 \dot{\mathbf{e}}(t)
\]

\[
\mathcal{L}V_6(t) = -e^T(t)Q_1 e(t) + \sum_{j=1}^n \pi_{ij} \int_{t-d(t)}^t e^T(s)Q_{1j} e(s)ds + e^T(t)Q_{21} e(t)
\]

\[
\mathcal{L}V_7(t) = e^T(t)S_1 \dot{e}(t) - \int_{t-d(t)}^t e^T(s)S_1 \dot{e}(s)dsd\theta
\]

When \(\pi_{ij} \geq 0, j \neq i, \pi_{ii} \leq 0\), one has

\[
\sum_{j=1}^n \pi_{ij} \int_{t-d(t)}^t e^T(s)Q_{1j} e(s)ds \leq \sum_{j=1}^n \pi_{ij} \int_{t-d(t)}^t e^T(s)Q_{1j} e(s)ds
\]

\[
\leq \sum_{j=1}^n \pi_{ij} \int_{t-d(t)}^t e^T(s)Q_{1j} e(s)ds
\]
According to equation (13), we have
\[
\sum_{j=1}^{n} \pi_{ij} \int_{t-d}^{t} e^{T}(s)Q_{ij}e(s)ds + \sum_{j=1}^{n} \pi_{ji} \int_{t-d}^{t} e^{T}(s)Q_{ji}e(s)ds \leq 0
\]
Then following inequalities are established
\[
\sum_{j=1}^{n} \pi_{ij} \int_{t-d}^{t} e^{T}(s)R_{ij}e(s)ds \leq \frac{1}{d} \left( \int_{t-d}^{t} e^{T}(s)ds \right) R_{ij} \int_{t-d}^{t} e^{T}(s)ds
\]
\[
- \int_{t-d}^{t} e^{T}(s)S_{ij}e(s)ds 
\]
where \( \epsilon = \frac{1}{d} \int_{t-d}^{t} e^{T}(s)ds \)
\[
W_{1}(S_{j}) = W_{0}(S_{j}) + \frac{\pi^{2}}{4} \left[ \begin{array}{cc}
S_{j} & S_{j} - 2S_{j} \\
* & S_{j} - 2S_{j}
\end{array} \right]
\]
\[
W_{0}(S_{j}) = \left[ \begin{array}{ccc}
S_{j} - S_{j} & 0 \\
* & S_{j} & 0 \\
* & * & 0
\end{array} \right]
\]

Then according to equation (6), for any diagonal matrix \( \Gamma_{i} = \text{diag}\{\lambda_{i1}, \lambda_{i2}, \ldots, \lambda_{in}\} > 0 \), \( \Lambda_{i} = \text{diag}\{\lambda_{i1}, \lambda_{i2}, \ldots, \lambda_{in}\} > 0 \), it can be obtained
\[
0 \leq -2g^{T}(W_{1i}e(t))\Lambda_{gi}(W_{1i}e(t)) + 2g^{T}(W_{1i}e(t))\Lambda_{i}(l_{i}^{+} + l_{i}^{-})W_{1i}e(t) - 2e^{T}(t)W_{1i}^{T}\Gamma_{i}l_{i}^{+} \Lambda_{i}^{T}W_{1i}e(t)
\]

Under the zero initial conditions, it can be deduced that
\[
E\left\{ V(\xi(t), i, t) \right\} = \int_{0}^{t} \mathcal{L}V(\xi(s), i, s)ds
\]
Following from above steps, when \( w(t) \neq 0 \), we get
\[
E\{\mathcal{L}V(t) + e^{T}(t)e(t) - \gamma^{2}w^{T}(t)w(t)\} \leq E\left\{ \xi^{T}(t) \left[ \Sigma_{i1} + \frac{\alpha^{2}}{2} \Sigma_{i2} \left( \frac{1}{d}S_{i} + \frac{1}{2}S_{i} \right) \Sigma_{i2} \right] \xi(t) \right\}
\]
where
\[
\xi(t) = [e^{T}(t), e^{T}(t-d), e^{T}(t-d), \frac{1}{d} \int_{t-d}^{t} e^{T}(s)ds, g^{T}(W_{1i}e(t)), g^{T}(W_{1i}e(t-d)), w^{T}(t)]^{T}
\]
Here, \( \frac{1}{2} \int_{t-d}^{t} e^T(s) ds \) instead of \( \int_{t-d}^{t} e^T(s) ds \)

\[
\begin{bmatrix}
\Omega_{11} & \Omega_{12} & \Omega_{13} & \Omega_{14} & \Omega_{15} & \Omega_{16} & \Omega_{17} & \Omega_{18} \\
\ast & \Omega_{29} & 0 & \Omega_{410} & 0 & 0 & 0 & 0 \\
\ast & \ast & \Omega_{411} & 0 & 0 & \Omega_{412} & 0 & 0 \\
\ast & \ast & \ast & \Omega_{414} & 0 & 0 & 0 & 0 \\
\ast & \ast & \ast & \ast & -2\Lambda_i & 0 & 0 & 0 \\
\ast & \ast & \ast & \ast & \ast & -2\Gamma_i & 0 & 0 \\
\ast & \ast & \ast & \ast & \ast & \ast & 0 & -\gamma^2 I
\end{bmatrix}
\]

\( \Omega_{11} = -2P_iA_i - 2P_iK_iC_i + \sum_{j=1}^{M} \pi_{ij}P_j + Q_{1i} + Q_{2i} \)

\[+dQ + dR_i + \frac{1}{2}dR + E_i^T E_i - \frac{1}{2} \left( I + \frac{\pi^2}{4} \right) S_i \]

\[= \frac{d}{dt} \left[ \frac{1}{2} \Omega_{ii} S_i + \frac{1}{2} S_i \frac{d}{dt} \right] \]

\( \tilde{\Omega}_{ij} = P_iB_{1i} - P_iK_iB_{2i} \)

\( \Sigma_{2i} = [-A_i - K_iC_i0 - K_iD_i0H_{1i}H_{2i}B_{1i} - K_iB_{2i}] \)

Defining \( \tilde{S}_i = \frac{1}{2}S_i + \frac{1}{2}S, \) we have

\[ J = \xi^T(t) (\Sigma_{1i} + d^2\Sigma^T_{2i}\tilde{S}_i\Sigma_{2i}) \xi(t) \] \( (11) \)

If \( J \leq 0, \) by Schur complement (Lemma 3), it can be obtained

\[
\begin{bmatrix}
\tilde{\Omega}_{11} & \tilde{\Omega}_{12} & \tilde{\Omega}_{13} & \tilde{\Omega}_{14} & \tilde{\Omega}_{15} & \tilde{\Omega}_{16} & \tilde{\Omega}_{17} & \tilde{\Omega}_{18} \\
\ast & \Omega_{29} & 0 & \Omega_{410} & 0 & 0 & 0 & 0 \\
\ast & \ast & \Omega_{411} & 0 & 0 & \Omega_{412} & 0 & 0 \\
\ast & \ast & \ast & \Omega_{414} & 0 & 0 & 0 & 0 \\
\ast & \ast & \ast & \ast & -2\Lambda_i & 0 & 0 & 0 \\
\ast & \ast & \ast & \ast & -2\Gamma_i & 0 & 0 & 0 \\
\ast & \ast & \ast & \ast & \ast & 0 & -\gamma^2 I & 0 \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast
\end{bmatrix}
\]

where

\[ \tilde{\Omega}_{29} = (-dA_i^T + dC_i^TK_i^T)S_i \]

\[ \tilde{\Omega}_{415} = dH_{1i}^T\tilde{S}_i \tilde{\Omega}_{416} = dH_{2i}^T\tilde{S}_i \]

\[ \tilde{\Omega}_{415} = -dD_i^TK_i^T S_i \]

\[ \tilde{\Omega}_{17} = dB_{1i}^T\tilde{S}_i - dB_{2i}^TK_i^T \tilde{S}_i \]

Then, pre- and post-multiplying equation (12) by \( \text{diag}\{I, I, I, I, I, I, I, P_i\Sigma_{2i}\} \) and its transpose, we get

\[
\begin{bmatrix}
\tilde{\Omega}_{11} & \tilde{\Omega}_{12} & \tilde{\Omega}_{13} & \tilde{\Omega}_{14} & \tilde{\Omega}_{15} & \tilde{\Omega}_{16} & \tilde{\Omega}_{17} & \tilde{\Omega}_{18} \\
\ast & \Omega_{29} & 0 & \Omega_{410} & 0 & 0 & 0 & 0 \\
\ast & \ast & \Omega_{411} & 0 & 0 & \Omega_{412} & 0 & 0 \\
\ast & \ast & \ast & \Omega_{414} & 0 & 0 & 0 & 0 \\
\ast & \ast & \ast & \ast & -2\Lambda_i & 0 & 0 & 0 \\
\ast & \ast & \ast & \ast & -2\Gamma_i & 0 & 0 & 0 \\
\ast & \ast & \ast & \ast & \ast & 0 & -\gamma^2 I & 0 \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast
\end{bmatrix}
\]

< 0

\[ \text{where} \]

\[ \tilde{\Omega}_{29} = (-dA_i^T + dC_i^TK_i^T)S_i \]

\[ \tilde{\Omega}_{415} = dH_{1i}^T\tilde{S}_i \tilde{\Omega}_{416} = dH_{2i}^T\tilde{S}_i \]

\[ \tilde{\Omega}_{415} = -dD_i^TK_i^T S_i \]

\[ \tilde{\Omega}_{17} = dB_{1i}^T\tilde{S}_i - dB_{2i}^TK_i^T \tilde{S}_i \]

In the view of the fact that

\[ -P_i\tilde{S}_i^{-1} P_i \leq -2P_i + \tilde{S}_i \]

by noting equations (7), (8), and (9) hold, if \( w(t) \neq 0, \) we have \( J < 0, \) that is

\[ \|\tilde{Z}(t)\|_2 < \gamma\|w(t)\|_2 \]

When \( w(t) = 0, \) systems (4) will be

\[ \dot{e}(t) = (-A_i - K_iC_i)e(t) + H_{1i}g(W_{1i}e(t)) + H_{2i}g(W_{2i}e(t - d(t))) - K_iD_i e(t - d(t)) \]

Choosing the same Lyapunov functions, according to the calculation of \( \text{E}\{J\} \)

\[ \text{E}\{J\} \leq E\left\{ \tilde{\xi}^T(t) \left[ \tilde{\Sigma}_{1i} + d^2\Sigma^T_{2i}\tilde{S}_i\Sigma_{2i} \right] \tilde{\xi}(t) \right\} \]

(12)
where

\[
\zeta(t) = [e^T(t), e^T(t - d), e^T(t - d(t)), \frac{1}{d} \int_{t-d}^{t} e^T(s) ds, g^T(W_1 e(t)), g^T(W_2 e(t - d(t)))]^T
\]

\[
\Sigma_{2i} = [-A_i - K_i C_i 0 - K_i D_i 0 H_{1i} H_{2i}]
\]

Then, we get

\[
\begin{bmatrix}
\Omega_{i1} & \Omega_{i2} & \Omega_{i3} & \Omega_{i4} & \Omega_{i5} & \Omega_{i6} & \Omega_{i8} \\
* & \Omega_{i9} & 0 & \Omega_{i10} & 0 & 0 & 0 \\
* & * & \Omega_{i11} & 0 & 0 & \Omega_{i12} & \Omega_{i13} \\
* & * & * & \Omega_{i14} & 0 & 0 & 0 \\
* & * & * & * & -2\Lambda_i & 0 & \Omega_{i15} \\
* & * & * & * & * & -2T_i & \Omega_{i16} \\
* & * & * & * & * & * & \Omega_{i18}
\end{bmatrix} < 0
\]

So, if \( w(t) = 0 \), in the view of the fact that \(-P_t S_t^{-1} P_t \leq -2P_t + S_t\), the estimation error systems with \( w(t) = 0 \) is stochastically stable, this ends the proof.

When \( W_{2i} = W_{2i} = I \), and \( \mu = 0 \), we can get the error systems as

\[
\dot{e}(t) = -(A_i + K_i C_i) e(t) + H_1 g(e(t)) + H_2 g(e(t - d)) + K_i D_i e(t - d) + (B_{1i} - K_i B_{2i}) o(t)
\]

\[
\varepsilon(t) = E_i e(t)
\]

Then, we can obtain the following corollary.

**Corollary 1:** For the given scalars \( d > 0 \) and \( \mu = 0 \) in equation (2), the resulting error systems (13) are stochastically stable with \( H_\infty \) performance \( \gamma \), if there exist real matrices \( P_t > 0 \), \( Q_{ij} > 0 \), \( Q_{ij} > 0 \), \( Q > 0 \), \( R > 0 \), \( R > 0 \), \( S > 0 \), \( S > 0 \), diagonal matrix \( \Gamma_t = diag\{t_{i1}, t_{i2}, \ldots, t_{i\mu}\} > 0 \), \( \Lambda_i = diag\{\lambda_{i1}, \lambda_{i2}, \ldots, \lambda_{i\mu}\} > 0 \) and \( X_i \).

Such that, the following LMI holds for \( i \in \mathcal{N} \)

\[
\sum_{j=1}^{n} \pi_{ij} Q_{ij} + \sum_{j=1}^{n} \pi_{ij} Q_{ij} < Q
\]

\[
\sum_{j=1}^{n} \pi_{ij} R_{ij} \leq R, \sum_{j=1}^{n} \pi_{ij} S_{ij} \leq S
\]

where

\[
\Omega_{i1} & \Omega_{i2} & \Omega_{i3} & \Omega_{i4} & \Omega_{i5} & \Omega_{i6} & \Omega_{i8} \\
* & \Omega_{i9} & 0 & \Omega_{i10} & 0 & 0 & 0 \\
* & * & \Omega_{i11} & 0 & 0 & \Omega_{i12} & \Omega_{i13} \\
* & * & * & \Omega_{i14} & 0 & 0 & 0 \\
* & * & * & * & -2\Lambda_i & 0 & \Omega_{i15} \\
* & * & * & * & * & -2T_i & \Omega_{i16} \\
* & * & * & * & * & * & \Omega_{i18}
\]

The gain matrices \( K_i \) can be designed as \( K_i = P_t^{-1} X_i \).

**Remark 2:** According to Huang et al., this paper has quoted the Lyapunov functions in Shao et al., by applying integral inequalities in lemmas 1 and 2, the resulting filtering error system is stochastically stable, and a prescribed \( H_\infty \) performance \( \gamma \) is guaranteed. Then, the calculated maximal upper bounds of the time delay are larger.

If we let \( W_{1i} = 0, H_{1i} = 0, \) and \( H_{2i} = I \), we can get an error system as

\[
\dot{e}(t) = -(A_i + K_i C_i) e(t) + g(W_2 e(t - d(t))) \]

\[
- K_i D_i e(t - d(t)) + (B_{1i} - K_i B_{2i}) o(t)
\]

\[
\varepsilon(t) = E_i e(t)
\]

**Corollary 2:** For the given scalars \( d > 0 \) and \( \mu \) in equation (2), considering the resulting error systems (14) are stochastically stable with \( H_\infty \) performance \( \gamma \), if there exist real matrices \( P_t > 0 \), \( Q_{ij} > 0 \), \( Q_{ij} > 0 \), \( Q > 0 \), \( R > 0 \), \( R > 0 \), \( S > 0 \), \( S > 0 \), diagonal matrix \( \Gamma_t = diag\{t_{i1}, t_{i2}, \ldots, t_{i\mu}\} > 0 \), and \( X_i \). Such that, the
Remark 3: Compared with Shao et al., this paper has quoted the integral inequality in lemma 2, where no slack variable is involved. With this different method, the prescribed slack variable is involved. Compared with Shao et al., this paper has the advantage of the proposed approach over the existing method. Example 2 is finally provided to show the advantage of the proposed approach over the existing results.

Examples

Example 1: In this part, we choose the following numerical example of Markov jumping system:

Mode 1

\[
C_1 = \begin{bmatrix} 0.20 & -0.11 \\ 0.11 & 0.3 \end{bmatrix}, \quad D_1 = \begin{bmatrix} -0.10 & 0.14 \\ 0.13 & -0.4 \end{bmatrix}, \quad E_1 = \begin{bmatrix} 0.78 & -0.53 \\ -1.02 & 0.46 \end{bmatrix}, \quad I_1^* = 0.3I, \quad I_1^+ = 0.8I, \quad H_{11} = B_{11}, \quad H_{21} = B_{21}, \quad W_{11} = W_{21} = I
\]

Mode 2

\[
A_2 = \begin{bmatrix} 0.82 & 0 \\ 0 & 0.67 \end{bmatrix}, \quad W_2 = \begin{bmatrix} -0.13 & 0.74 \\ -0.48 & -0.17 \end{bmatrix}, \quad B_{12} = \begin{bmatrix} 0.12 & -0.30 \\ -0.54 & 0.06 \end{bmatrix}, \quad B_{22} = \begin{bmatrix} 0.18 & -0.20 \\ 0.25 & 0.15 \end{bmatrix}, \quad C_2 = \begin{bmatrix} 0.26 & 0.09 \\ 0.11 & 0.23 \end{bmatrix}, \quad D_2 = \begin{bmatrix} 0.37 & -0.51 \\ 0.31 & -0.3 \end{bmatrix}, \quad E_2 = \begin{bmatrix} 0.63 & 0.35 \\ 0.99 & -0.41 \end{bmatrix}, \quad I_2^* = 0.2I, \quad I_2^+ = 0.6I, \quad H_{12} = B_{12}, \quad H_{22} = B_{22}, \quad W_{12} = W_{22} = I.
\]

Figure 1. State trajectories and its estimation.
When the time delay is constant, we let $\mu = 0$, $\pi_{11} = -\pi_{12} = -3$, $\pi_{21} = -\pi_{22} = 5$, and the stability criterion of Huang et al.\textsuperscript{23} gives the upper bound of the time delay being 1.9518. However, from Corollary 1, the calculated maximal upper bounds of the time delay are 2.1848. Therefore, for this system, the results are more effective than reference.\textsuperscript{23} To further show the effectiveness of this paper, we let the activation functions as $f(x(t)) = 0.25\cos(W_1t) + 0.55$ and $f(x(t)) = 0.2\cos(W_2t) + 0.4$. The noise disturbance is chosen as $w(t) = e^{-4t}\cos(0.8t)$, when $\mu = 0.3, d = 0.4$

and $\pi_{11} = -\pi_{12} = -3, \pi_{21} = -\pi_{22} = 5$. Under the initial condition $x(0) = [-1.5]^T, \dot{x}(0) = [-0.5]^T$, the simulation results are plotted in Figures 1 to 3.

**Example 2:** In this part, we consider the numerical example of Markov jumping system in the literature\textsuperscript{20}

**Mode 1**

$$
A_1 = \begin{bmatrix}
0.74 & 0 \\
0 & 0.98 \\
\end{bmatrix}
$$

$$
W_1 = \begin{bmatrix}
0.32 & -0.17 \\
0.29 & 0.43 \\
\end{bmatrix}
$$

$$
B_{11} = \begin{bmatrix}
-0.05 & 0.21 \\
0.13 & -0.32 \\
\end{bmatrix}
$$

$$
B_{21} = \begin{bmatrix}
0.08 & 0.25 \\
\end{bmatrix}
$$

$$
C_1 = \begin{bmatrix}
0.20 & -0.11 \\
\end{bmatrix}
$$

$$
D_1 = \begin{bmatrix}
-0.10 & 0.14 \\
\end{bmatrix}
$$

$$
E_1 = \begin{bmatrix}
0.78 & -0.53 \\
-1.02 & 0.46 \\
\end{bmatrix}
$$

$$
l_1^- = 0.3I, l_1^+ = 0.8I
$$

**Mode 2**

$$
A_2 = \begin{bmatrix}
0.82 & 0 \\
0 & 0.67 \\
\end{bmatrix}
$$

$$
W_2 = \begin{bmatrix}
-0.13 & 0.74 \\
-0.48 & -0.17 \\
\end{bmatrix}
$$

$$
B_{12} = \begin{bmatrix}
0.12 & -0.30 \\
-0.54 & 0.06 \\
\end{bmatrix}
$$

$$
B_{22} = \begin{bmatrix}
0.18 & -0.20 \\
\end{bmatrix}
$$

$$
C_2 = \begin{bmatrix}
0.26 & 0.09 \\
\end{bmatrix}
$$

$$
D_2 = \begin{bmatrix}
0.37 & -0.51 \\
\end{bmatrix}
$$

$$
E_2 = \begin{bmatrix}
0.63 & 0.35 \\
0.99 & -0.41 \\
\end{bmatrix}
$$

$$
l_2^- = 0.2I, l_2^+ = 0.6I
$$

| $d$ | $0.4$ | $0.6$ | $0.8$ | $1.0$ | $1.2$ |
|-----|-------|-------|-------|-------|-------|
| $H_{\infty}$ performance index $\gamma$ for different $d$. |
| Theorem 1\textsuperscript{18} | 1.6684 | 2.3948 | 3.3094 | 5.4958 | 53.6441 |
| Corollary 2 | 0.5331 | 1.0067 | 2.3948 | 5.1925 | 49.6213 |
| $K_1$ | $0.2655$ | $-0.0206$ | $-0.8946$ | $-0.9571$ | $-0.8812$ |
| | $-0.9408$ | $-0.5368$ | $0.4764$ | $0.8193$ | $1.0472$ |
| $K_2$ | $0.2655$ | $-0.3514$ | $-0.3633$ | $-0.4000$ | $-0.4362$ |
| | $-0.9408$ | $-0.2063$ | $-0.1886$ | $-0.1342$ | $-0.0805$ |
First, we let \( \mu = 0.3, \eta_{11} = -\eta_{12} = -3, \eta_{21} = -\eta_{22} = 5 \) and change the upper bound of the time delay \( d \); Table 1 lists the results. Then, according to Shao et al., we have \( \mu = 0.8, d = 0.9 \); for different \( \eta_{22} \) with \( \eta_{11} = -\eta_{12} = -0.5 \), the optimal \( H_\infty \) performance index \( \gamma \) is obtained by Corollary 2, which is compared with the existing results derived in Shao et al. It is summarized in Table 2.

### Table 2. \( H_\infty \) performance index \( \gamma \) for different \( \eta_{22} \).

| \( \eta_{22} \) | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
|---------------|-----|-----|-----|-----|-----|
| Theorem 1\(^{18} \) | 2.9829 | 4.8477 | 8.1468 | 14.5513 | 30.1896 |
| Corollary 2 | 1.6050 | 2.0799 | 2.8105 | 9.1512 | 25.4432 |
| K1 | \[ -1.0123 \] | \[ -0.9900 \] | \[ -0.9701 \] | \[ -0.9538 \] | \[ -0.9538 \] |
| | \[ 0.6532 \] | \[ 0.7202 \] | \[ 0.7804 \] | \[ 0.8298 \] | \[ 0.8298 \] |
| K2 | \[ -0.3912 \] | \[ -0.3994 \] | \[ -0.4097 \] | \[ -0.4210 \] | \[ 0.4018 \] |
| | \[ -0.1472 \] | \[ -0.1350 \] | \[ -0.1198 \] | \[ -0.1030 \] | \[ -0.9918 \] |

Conclusions

In this paper, we have investigated the problem of robust \( H_\infty \) filtering for Markovian jumping static neural networks with time-varying delays. The influence of time-varying delay on the system is comprehensive considered. A filter is designed not only to ensure the filtering error system robust stability, but also to meet the given \( H_\infty \) performance index \( \gamma \). Double and triple integrals are quoted based on the improved Wirtinger inequality to reduce the conservatism. Numerical examples have been given to illustrate the effectiveness of our method.
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