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Federated learning (FL) is a popular technique to train machine learning (ML) models for healthcare where institutions collaborate by sharing ML model gradients. An undesired phenomenon in ML models is bias, which may cause unfairness against specific subgroups. In FL research, it remains unclear to which extent bias occurs, and how to best incentivize institutions contributing toward trustworthy FL models. Besides bias, trustworthiness aspects include high predictive performance. Existing reward systems, incentivizing predictive performance only, can transfer model bias against patients to an institutional level. Therefore, we evaluate how to measure the contributions of institutions toward either predictive performance or bias in FL and design corresponding reward systems, before we propose a combined reward system that incentivizes both. We evaluate our work using multiple chest X-ray datasets focusing on sex- and age-related patient subgroups. Our results show that we can successfully measure contributions toward bias, and an integrated reward system successfully incentivizes contributions toward a well-performing model with low bias. Thereby, institutions with data predominantly from one subgroup introduce a favorable bias for this subgroup. In a label flip experiment, we furthermore show that reward systems can incentivize institutions to ensure a high dataset quality.
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1 INTRODUCTION
Federated learning (FL) is a widely debated technique for machine learning (ML) in healthcare, as it enables the collaborative training of ML models. In doing so, FL can help break up data silos defined by institutional boundaries, allowing for ML models to be trained on more data compared to single institutions [1, 2]. In theory, the increased amount of training data should help to improve the performance of ML models. Moreover, this larger data collection is potentially more diverse and can potentially help with reducing bias in ML models (i.e., disparities in the predictive performance of the ML model across different (sub-)groups) [1]. In FL practice, data across different FL clients are typically not independent and identically distributed due to different patient demographics at institutions, different data acquisition devices (i.e., scanners in the case of medical imaging), or different data labelling practices. This generally leads to a degradation of the predictive performance of federated models. Still, such federated models potentially perform better than ML models trained on data from a single institution only [1, 3]. However, a high predictive performance is not the only important aspect to achieve trustworthy AI in healthcare [4]. Ensuring a low model bias is of paramount importance to treat different patient subgroups fairly and to obtain their trust. So far, the impact of FL on model bias is little studied. On the one hand, there are hopes that the more diverse training data can help in reducing bias [1]. On the other hand, there are concerns that FL can potentially amplify bias of ML models. For example, ML models may perform well for most institutions but poorly for institutions with minority patient demographics leading to a worsened performance of such ML models at these institutions, with potentially severe patient consequences [5, 6]. Reducing prediction bias is therefore important and in line with an increasing emphasis on trustworthy AI [4], and to enable the adoption and harvesting the benefits of ML-based systems in healthcare practice [7].
A possible solution to reduce the bias of ML models in FL lies in the introduction of reward systems to better incentivize the desired contributions of institutions participating in FL [4]. Generally, active participation in FL comes with costs and risks to institutions (e.g., data collection, compute costs, privacy risks) [1, 8]. The individual contribution benefits for institutions are small, which can lead to a lack of willingness to participate actively in FL. This is also known as the free-rider problem [9], which also occurs in medical data-sharing scenarios [10]. Considering this, reward systems can reimburse institutions for their efforts and risks, and promote active participation in FL.

Extant works on reward systems in FL networks usually focused on the institutions’ contributions to predictive performance [11-13]. Reward systems only incentivizing a high predictive performance can lead to FL models performing well on most test data, but performing poorly on test data of specific subgroups, creating bias and potentially resulting in severe health consequences for these subgroups in practice. Therefore, incentives of a high predictive performance and a low model bias must be well-aligned to obtain desired outcomes. As incentives rely on contribution quantification, we argue quantification of institutions’ contributions to lower model bias should also be represented in reward systems.

Extant research uses the Shapley Value (SV) to estimate the contributions of each institution which uniquely fulfills desirable properties of collaboration fairness [9]. However, computing SVs is computationally complex, therefore, we rely on previous efforts to develop efficient approximations [11, 14, 15]. These approximations have focused only on contributions toward predictive performance so far. It remains unclear how contributions toward bias in an FL scenario could be quantified, which we investigate in a first step. Subsequently, it remains unclear how to translate the contributions into rewards for institutions. Thus, we develop different reward systems that enable the compensation of institutions. Such a reward system can incentivize the result of well-performing ML models in FL not only in the sense of a high predictive performance, but also simultaneously a low model bias. As such, it can ultimately lead to more trustworthy ML models.

To conduct our research, we train a convolutional neural network using FL on three chest X-ray datasets and quantify predictive contributions using the SV approximations. We then translate these quantifications into a reward (e.g., monetary units). After that, we analyze contributions toward the bias of the FL model with SVs concerning sex-based and age-based subgroups. Then, we propose a reward system that translates SVs into rewards and incentivizes both, a high predictive performance, and a small absolute model bias. Finally, we analyze the reward systems in the experimental settings, including in a label flip experiment where we analyze incentives with regard to dataset quality.

In doing so, we make three key contributions to the extant body of knowledge on FL. First, we contribute to a better understanding of the occurrence and extent of model bias in medical FL scenarios, answering prior calls for research in this area [1, 5, 6]. Second, we show that SV approximations can also quantify contributions toward bias in medical FL. Third, we develop an incentive scheme that rewards predictive performance contributions and model bias contributions. Thereby, we show practical applications and we answer previous calls for research on reward systems for FL [1, 9, 16] and incentives for trustworthy AI [4].

We organize the remainder of this paper as follows. In section 2, we provide a background on bias in medical AI, FL, contribution quantification for FL, and reward systems for FL. Afterward, we describe our methods in section 3. In section 4, we describe the results of the contribution quantification. This is followed by section 5, where we develop reward schemes based on contribution quantification, and evaluate their utility on real-world medical data. In section 6, we discuss our results, whereas section 7 concludes the paper.
2 BACKGROUND

2.1 Bias of machine learning models in medicine

Bias of an ML model refers to a disparate predictive performance across different groups [17]. A group can be defined by features such as sex, age, ethnicity, or economic welfare, among others. Different metrics can be used when evaluating bias, for example, accuracy, the area under the receiver operating characteristic (AUROC), or sensitivity [17]. A small bias is often desired to avoid discrimination of certain groups, ensure fairness, and ultimately, enable trustworthy ML. Bias is critical in healthcare, as the deployment of ML can affect the health of people [7].

Prior research has identified various biases in ML algorithms for medical image classification. For example, chest X-ray classifiers trained on multiple datasets had an unfavorable sensitivity for female patients, Hispanic patients, and patients with Medicaid insurance [18]. This research also showed that acquiring data from multiple sources can reduce this bias [18]. Other research discovered that dataset imbalances can lead to the training of biased ML classifiers [19], suggesting that balanced datasets are essential to reduce bias.

The influence of FL on bias is an open field of research. On the one hand, there are hopes that more diverse training datasets from different FL institutions can reduce bias [1]. On the other hand, there are concerns that data heterogeneity among clients in FL might introduce additional bias [1, 6].

2.2 Federated learning

FL enables the training of ML models across data silos from different clients. The clients collaborate by training ML models locally on their data, and by sharing the gradients of the ML model parameters with a central server. This central server then averages the parameters across models from different clients and provides the resulting model back to the clients. This process is referred to as a communication round. To train an FL model, multiple communication rounds are performed.

With its ability to train well-performing ML models while preserving patient’s privacy, FL is especially promising for healthcare applications [1]. In healthcare, many FL scenarios can be described as cross-silo FL [5, 20]. In contrast to cross-device FL, cross-silo FL is characterized by a low number of clients (i.e., 2-100), and a high client and network reliability [5]. In this work, we also refer to FL clients as institutions [5].

2.3 Contribution quantification for federated learning

When quantifying the contributions of FL participants to distribute rewards, collaborative fairness is important, meaning the quantified contribution should fairly reflect the quality of the actual gradient contributions of the FL participants [9]. Otherwise, institutions in a FL consortium may not agree on a procedure to quantify contributions. Research predominantly uses the SV because of its desirable properties [9]. In the present context, the SV for an institution $z_i$ is defined as the average marginal contribution of that institution to all possible subsets $S$ of the set of all institutions $D$. This is also specified in the following formula, where $N$ is the total number of institutions, and $U$ is a performance metric [14, 15].

$$\varphi_{shap}(z_i) = \frac{1}{N} \sum_{S \in \mathcal{P}(D) \setminus \{z_i\}} \frac{1}{N-1} \left[ U(S \cup \{z_i\}) - U(S) \right]$$ (1)
Following this definition, the SV uniquely satisfies desirable properties, two of which are especially relevant in the context of reward systems. First, group rationality, meaning the entire value gain of the FL consortium, is completely distributed among all participating institutions (2).

\[ U(D) = \sum_{z_i \in D} \varphi(z_i) \]  

Second, fairness, meaning the value of an institution \( z_i \) should be zero if the institution has zero marginal contribution to all subsets of the consortium: \( \varphi(z_i) = 0 \) if \( U(S \cup \{z_i\}) - U(S) = 0 \), for all \( S \subseteq D \setminus \{z_i\} \). At the same time, the contribution quantification of two institutions \( z_i \) and \( z_j \) should have the same value if they both add the same performance to a subset of the consortium: meaning, \( \varphi(z_i) = \varphi(z_j) \) if \( U(S \cup \{z_i\}) = U(S \cup \{z_j\}) \), for all \( S \subseteq D \setminus \{z_i, z_j\} \) [14, 15].

However, the computation of SVs requires the training and testing of \( 2^N \) FL coalitions of institutions, which presents a very high computational and network burden for practical use cases. Therefore, efficient approximation of SVs is an actively evolving field of research with many recent, new approximation methods [11, 13, 21].

Pioneer work in this direction proposed two approximations [11]. Thereby, only the largest FL coalition is trained. Approximated FL models from all other coalitions are then computed by adding the gradients of the participating institutions from the largest coalition, over all communication rounds from training the largest coalition. The performance metric of the resulting models is then obtained from the test datasets. Based on the results, the SVs can be computed. As such, it requires the training of only one coalition, which is computationally and communication-wise the most expensive task in FL. Still, \( 2^N \) FL institutions need to be tested which usually also requires some computational effort. As such, recent work aims to further reduce the number of testings [13].

A novel method aims to further speed up the process by massively reducing the time required for individual testings and develops a technique named SaFE for the SV estimation specifically for institutional healthcare settings [21]. Thereby, the federated model is trained normally by the largest coalition. Afterward, the institutions extract deep features of the training data and testing data using the federated neural network (i.e., the activations of the last layer or a layer close to the output of the network given the respective input data). Then, a logistic regression (LR) model is trained over the deep features. The individual LR models are then exchanged to the server and tested. To obtain the utility of arbitrary coalitions, the LR outputs of the individual clients can be accumulated. This accumulation process is very quick compared to the actual testing of the federated model on the actual data. As such, this approach scales well for FL healthcare use cases, despite still having exponential complexity.

2.4 Reward systems for federated learning

Reward systems aim to incentivize contributions based on a performance/achievement-related pay principle, meaning participants get rewarded for their cooperation in accordance with their contributions. Application examples include mobile crowdsensing [8], distributed energy storage systems [22], or data marketplaces for centralized machine learning [23, 24].

In FL, research interest in reward systems is growing [9], in particular for healthcare [1]. Rewards can take different forms, for example, monetary value [1, 9], or reputation [25]. The fair distribution of rewards depends on a fair quantification of the contributions. The general goal of reward systems in FL is to compensate institutions for the effort in participating in FL [1], as well as to attract high-quality gradient contributions by institutions [8].
Beyond these factors, further unique challenges in FL demand for reward systems. Most contemporary FL systems give all participants access to the model, independent of their gradient contributions. Thus, these FL systems lack incentives for institutions to participate actively in the learning process. In view of potential privacy risks when publishing gradients in FL [26], there can be even benefits to not contribute actively to FL. This is also referred to as the free-rider problem [9], which is relevant in medical data-sharing scenarios [10]. Research on how to design reward systems for FL based on contribution quantification is in its early stages. Liu et al. [27] develop a blockchain consensus mechanism that incorporates SV computations for FL. Multiple rewards are thereby distributed. This includes a price paid by an FL task requester, where the price is then distributed proportionally based on the FL SVs for all clients with positive SVs. An FL task requester pays a price, which is then entirely distributed among the FL clients with a positive SV. Thereby, the rewards are proportional to an FL client’s SV. Furthermore, a recent article by Zhang et al. [25] develop a reward system where FL clients bid their prices, and a selector selects clients to participate in an FL round. The reputation of clients and the payment of rewards depend on the quality of the contributions, which is evaluated by a ranking of the cosine similarity of client’s gradients and the final FL model. In Gao et al. [28], the authors evaluate different contribution evaluation mechanisms toward model accuracy with an emphasis on detecting attacks by malicious institutions and excluding malicious institutions from the training process. Rewards are paid proportionally based on the reputation and contribution of institutions.

3 METHOD

3.1 Datasets

Different medical institutions typically have a heterogeneous data distribution, due to different medical scanning devices, patient demographics, or labeling practices [1]. To conduct realistic FL experiments, we use three large chest X-ray datasets, namely the NIH ChestX-ray8 (NIH) [29], CheXpert (CXP) [30], and MIMIC-CXR (CXR) [31]. These datasets contain chest X-ray scans, corresponding labels with information about the patient (e.g., patient ID, sex, age), and the medical condition visible in the scan. An overview of the dataset sizes and their distributions is provided in Table 1. Since the datasets have slightly different medical condition labels, our research focuses on the overlapping set of eight labels. This includes a no finding label, and seven disease labels for atelectasis, cardiomegaly, consolidation, edema, pleural effusion, pneumonia, and pneumothorax. The label values can be 1 (clinical observation present in the scan), 0 (clinical observation not present in the scan), -1 (no clear indication of the presence or absence of the clinical observation in the scan), or NaN (no information available) [29-31]. To obtain labels for our learning task, we follow prior research and transformed all non-1 labels to 0 [18, 19, 30].
Table 1: Overview of the three datasets used for our experiments.

| Metric                                      | NIH [29] | CXP [30] | CXR [31] |
|---------------------------------------------|----------|----------|----------|
| Number of scans                             | 112,120  | 223,414  | 377,095  |
| Share of scans with sex specification [%]   | 100      | 100      | 92.2     |
| Of these, number of scans from female /     | 48,780 / | 90,778 / | 164,817 /|
| male patients                               | 63,340   | 132,636  | 182,915  |
| Share of scans with patient age information [%] | 100      | 100      | 99.8     |
| 30% youngest quantile, age [years]          | 38       | 52       | 52       |
| 30% oldest quantile age [years]             | 57       | 71       | 71       |

3.2 Data splits

We use 20% of each of the three datasets as a test dataset and the remaining 80% for the training and validation dataset. We split all datasets on a per-patient basis to avoid multiple scans from the same patient in different data splits.

In the first set of experiments, we split the training and validation sets based on patient sex (female and male). In the second set of experiments, we split it based on patient age (30% youngest patient scans and 30% oldest patient scans). In both scenarios, we obtain six FL institutions, which is a typical consortium size for cross-silo medical FL projects [5, 20].

We obtain two institutions participating in FL from each dataset. For the NIH dataset, for example, we refer to these as NIH-1 and NIH-2. We then use four different splits based on patient sex. First, an 'as is' split, where we use the original distribution for both institutions of each dataset (i.e., 43.5% female patient scans and 56.5% male patient scans for both NIH institutions). Second, a 50/50 split, where 50% of each institution’s scans are from one class (e.g., female patients), and 50% are from the other class (e.g., male patients). Third, a 75/25 split, where one institution has 75% of the scans from class 1 (e.g., female patients) and 25% from class 2 (e.g., male patients). The other institution then has 25% of the scans from class 1 (e.g., female patients) and 75% of the scans from class 2 (e.g., male patients) of the same dataset. With this split, we can evaluate whether an increased data imbalance for the two institutions influences their bias contributions while maintaining the data distribution in the network. Fourth, we use a 100/0 split, where one institution contains scans from only one class (e.g., female patients), and the other institution contains only scans from the other class (e.g., male patients). We repeat the same procedure of data splits based on patient age (young and old patient subgroups) instead of sex. Therefore, we obtain eight different data splits in total, four based on patient sex, and four based on patient age.

Within these data splits, the size of the training and validation dataset is defined by the smallest subgroup. For the sex-based splits, this is the set of female patient scans of the NIH dataset (i.e., 38,776 scans after accounting for a 20% test dataset, cf. Table 1). To account for differences when splitting the dataset per patient, we use 35,000 scans per institution, 80% (28,000) for the training dataset, and 20% (7,000) for the validation set. For age-based splits, we split the data based on quantiles rather than fixed ages, given the different age distributions per dataset. The NIH dataset is the smallest institution dataset regarding patient age with a maximum of 26,908 scans for the training and validation sets. Again, we used an 80%/20% split with 20,800 scans for the training, and 5,200 scans for testing.
We use the same dataset size for all institutions. This allows us to distill the influence of data partitioning on the bias, and to avoid an influence of different dataset size distributions, which can further influence the bias in a federated weighted averaging aggregation scenario [6].

3.3 Experimental setup

For our ML task setup, we use a DenseNet-121 architecture [32] pre-trained on the ImageNet dataset, as it has demonstrated effectiveness in chest X-ray classification tasks [18, 33]. To preprocess scans for the training task, we follow prior research [18] and use a random horizontal flip and a random orientation of up to 15°. Furthermore, we use a random shift of up to 10% of the image height and width and a batch size of 32 images. We also scale all dataset images to 256x256 pixels and apply normalization based on the ImageNet dataset for all datasets.

For FL, we use the federated averaging algorithm [34] in a simulation on a single computing machine. In our implementation, each institution possesses a large training and a smaller validation dataset. The institutions train the ML model locally for one epoch with a stochastic gradient descent optimization algorithm at a learning rate of 0.1 and a binary cross entropy loss function. After each communication round, every institution evaluates the newly aggregated global model on its validation dataset. The federated training stops when there is no improvement in the average validation loss for the last 10 communication rounds.

In the testing procedure, the institutions use the global model with the lowest validation loss, averaged across all institutions. We evaluate our tests using the AUROC metric on the entire test dataset and on subsets based on sex and age. The AUROC generally ranges from 0 to 1, with a random classifier exhibiting a value of 0.5. A higher value indicates a better predictive performance. We use the AUROC metric for three reasons. First, it is expressive even for imbalanced datasets, which is often the case for medical imaging datasets. Second, it condenses the information of the receiver operating curve into a single, lucid number. Third, it is widely used for AI in medical imaging [33] and bias in medical image AI [19]. This enables researchers to compare and classify our results with existing research more effectively.

We quantify the bias in the data splits with varying patient sex distribution as the difference in the AUROC between the two subgroups. In our case, we measure the AUROC of female patient test scans minus the AUROC of male patient test scans. Thus, a positive-valued bias indicates a better predictive performance of the classifier on female patient scans. In contrast, a negative-valued bias indicates a better predictive performance on male patient scans. A bias of zero indicates no difference in the predictive performance on male or female patient data. Accordingly, for varying patient age distributions, we define the bias as the AUROC of the classifier on the young patient test dataset minus the AUROC of the classifier on the old patient test dataset.

To compute SVs efficiently, we follow the algorithm described in section 2.3 [21] for three reasons. First, it has shown to provide accurate SV estimations [21]. Second, it is computationally efficient [21]. Third, potential shortcomings such as a lack of evaluation in each communication round do not negatively impact our case of quantifying contributions in a healthcare scenario as cross-silo medical FL is often characterized by reliable institutions [5]. In the implementation, we compute approximated LR model outputs of all 63 possible coalitions of the six institutions. We then test these regarding general predictive performance and bias, and compute SVs for both.

We repeat our experiments 40 times with different random seeds, to compute 95% confidence intervals for our results. To analyze the statistical significance of certain observations, we conduct paired t-tests, significance thereby occurring at a p-value of less than 0.05.
Based on the computations, we develop reward systems to incentivize a high predictive performance in FL, a low bias, and both in combination. To show how such incentives are effective in healthcare practice, we also conduct a label flip experiment. In healthcare practice, datasets often have erroneous labels, with one study estimating ca. 7.4% wrong labels in the CXP dataset [35]. These erroneous labels generally lead to lower ML model performance and robustness. Thus, ensuring a high label quality in ML training datasets is important to obtain well-performing, robust, and ultimately trustworthy ML models. However, it requires medical experts to analyze and re-assess data. As such, it is expensive and binds scarce resources in healthcare institutions. Despite different heuristics from research to improve efficiency in this process by identifying likely mislabeled data points [15, 35], it can remain a cumbersome process [36]. As label errors in a single institution likely have only a small negative influence in FL, institutions have little incentive to ensure they use error-free datasets, which can become a problem. As such, reward systems could help institutions, if the rewards for predictive performance contributions for datasets with high label quality are higher than for datasets with low label quality. To evaluate this, we assume valid labels in each dataset and conduct experiments, where three clients have unchanged labels, and three counterpart clients sampled from the same datasets have erroneous labels introduced with a certain ratio of flipped labels. Specifically, we flip labels in a range of 2.5%, 5%, and 7.5% which is a realistic range for the frequency of label errors [35]. We then compare the received rewards of the flipped clients with the unchanged clients. We conduct the label flip experiment in each setting 12 times to obtain means and confidence intervals.

During the experiments, we also measure the execution time of the data valuation approach to examine the scalability of our approach. We publish the source code of our experiments, including the random seeds of the data splits, on GitHub1 - this allows future research to reproduce and build on our results. We run our work on a computing cluster consisting of NVIDIA Tesla V100 and NVIDIA GeForce RTX 3090 GPUs using Python 3.7.11 and PyTorch 1.10.2.

4 CONTRIBUTION QUANTIFICATION RESULTS

4.1 Contributions toward predictive performance

The results for the contribution quantification regarding predictive performance, meaning the SVs, are shown in Table 2. In all cases, the mean total AUROC is higher for classifiers trained on sex-based splits, where institutions also have more data, than for classifiers trained on age-based splits. For sex-based splits, the AUROC does not differ significantly across different data splits. For the age-based splits, the only significant difference across all split combinations concerns the 50/50 and 100/0 split, where the AUROC in the former is higher. A reason for this finding is likely that FL generally performs better for equally distributed data, instead of highly imbalanced data distributed across institutions [1, 5].

In both cases, sex-based and age-based splits, corresponding institutions (e.g., NIH-1 and NIH-2) do not differ significantly in their SV when we look at the ‘as is’ and 50/50 split. This result is expected, as these institutions use data following the same distribution. Regardless of the data split, in all cases, every institution contributes positively toward the AUROC of the predictive performance of the classifier on the test dataset. Institutions holding NIH subsets have lower SVs than those holding CXP or CXR subsets. For the CXP and CXR datasets, the highest mean SVs are for institutions with 100% female patient scans, respectively 100% young patient scans (CXP with 5.932% and

---

1 https://github.com/kpandl/Reward-System-for-Trustworthy-Medical-Federated-Learning
5.764%, whereas CXR with 5.985% and 6.314%). For the NIH dataset, the highest mean SVs are for the male 100/0 or the younger patient-dominated 75/25 age-based split.

For the sex-based splits and the NIH clients, the male-dominated clients in the 75/25 and 100/0 splits contributed significantly more than the female-dominated clients. For the CXP and CXR datasets, there is no significant difference. However, in the age-based splits, younger-dominated clients contribute significantly more than older-dominated ones for the 100/0 case of the CXP clients and the 100/0 and 75/25 cases of the CXR clients.

Table 2: Mean SVs and 95% confidence interval per data split and client for the contributions toward the overall predictive performance. For the ‘as is’ and 50/50 splits, institutions with subsets from the same dataset (e.g., NIH-1, NIH-2) have the same data distribution. For the 75/25 and 100/0 splits, the 1st institution (e.g., NIH-1) has predominantly female, respectively young patient scans, whereas the 2nd institution (e.g., NIH-2) has predominantly male, respectively old patient scans. The sum of the SVs plus .5 (performance of a random classifier) equals the ‘Total AUROC’ column. The bold marked values represent the highest value of the two corresponding clients in any sex-based or age-based split.

| Split    | NIH-1 [%] | NIH-2 [%] | CXP-1 [%] | CXP-2 [%] | CXR-1 [%] | CXR-2 [%] | Total AUROC [%] |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------------|
| Sex      |           |           |           |           |           |           |                 |
| As is    | 3.898±0.446 | 4.370±0.263 | 5.867±0.148 | 5.758±0.141 | 5.908±0.161 | 5.842±0.129 | 81.643±0.052    |
| 50/50    | 3.935±0.558 | 4.413±0.289 | 5.905±0.174 | 5.780±0.151 | 5.775±0.220 | 5.818±0.163 | 81.626±0.046    |
| 75/25    | 3.771±0.503 | 4.463±0.228 | 5.831±0.168 | 5.777±0.128 | 5.939±0.183 | 5.866±0.177 | 81.647±0.056    |
| 100/0    | 3.307±0.421 | 4.771±0.212 | 5.932±0.148 | 5.790±0.138 | 5.985±0.189 | 5.837±0.168 | 81.622±0.049    |
| Age      |           |           |           |           |           |           |                 |
| As is    | 3.842±0.538 | 3.941±0.266 | 5.676±0.218 | 5.645±0.155 | 6.036±0.120 | 6.035±0.084 | 81.175±0.057    |
| 50/50    | 3.852±0.529 | 3.834±0.263 | 5.746±0.115 | 5.670±0.118 | 6.047±0.095 | 6.049±0.084 | 81.198±0.044    |
| 75/25    | 3.884±0.519 | 3.829±0.242 | 5.704±0.130 | 5.667±0.116 | 6.170±0.085 | 5.930±0.092 | 81.184±0.047    |
| 100/0    | 3.819±0.363 | 3.835±0.203 | 5.764±0.112 | 5.549±0.092 | 6.314±0.083 | 5.858±0.071 | 81.139±0.047    |

4.2 Contributions toward bias

The results of the contribution quantification toward bias are shown in Figure 1. The overall bias is positive for all sex-based splits and age-based splits, which is favorable for female and younger patients. Thereby, the age-related bias is much larger than the sex-related bias. Across the four different age-based splits, there is no statistically significant difference in the bias. Across the sex-based splits, the ‘as is’ split has a statistically significantly lower bias than the 50/50 and 75/25 splits, and the 100/0 split has a statistically significantly lower bias than the 75/25 split.

For the sex-based splits, the ‘as is’ NIH and CXR clients introduce a bias favoring male patients, whereas the mean contribution of the CXP clients introduce a bias favoring female patients. A general trend indicates that the higher the share of one group, the larger the contribution for a bias favoring that group. In the 100/0 split, all female patient clients introduce a bias favoring female patients, and all male patient clients introduce a bias favoring male patients. For the age-based ‘as is’ split, all clients introduce a bias favoring younger patients, irrespective of the data split.

Overall, increasing the share of one subgroup in the institution’s dataset increases the bias contribution of that institution favoring this subgroup. These results indicate that the SV can also quantify contributions toward bias in
FL, which highly depend on the data distribution of the institutions. Institutions in a FL consortium may have different signs of their bias contributions, which can help to balance out and reduce the overall bias.

Figure 1: Mean SVs and 95% confidence intervals of the institutions of all 8 splits for contributions toward sex bias or age bias. Positive means are colored in dark blue, negative means in orange.

5 DESIGN OF REWARD SYSTEMS

5.1 Rewards for contributions toward predictive performance

Based on the results of the contributions on predictive performance in Table 2, we now aim to fairly distribute rewards amongst institutions. For this, we consider reward systems with a fixed budget defined upfront of the FL process. A coalition of institutions can obtain such a budget, for example, from an external funding agency, or from deposits of each participating institution. Alternatively, institutions can continuously share capital flows over an extended period of time, particularly when revenues from deploying the FL model occur later [8].

For distributing rewards toward predictive performance, we assume a reward pool $P$ of 60 monetary units (MU) for the 6 institutions. In case it originates from equal deposits of each institution, each institution would pay 10 MUs into the reward pool. Following the definition of the SV in II-C, the utility $U(D)$ of the entire coalition $D$ consisting of the institutions $z_i$ represents the gain in AUROC of the coalition compared to a random classifier with an AUROC of 0.5 and is equal to the sum of the SVs, as denoted in equation (2). Its value is at most 0.5, which means a perfect classifier has an AUROC of 1.
In line with the definition of the SV, each coalition of institutions gets rewarded in proportion to its success of contributing toward a high AUROC in an FL model. Therefore, we only want to reward the actual utility of a coalition in improving the classifier compared to a random classifier. For that, we introduce the size of the actually distributed reward pool $P_{\text{dist}}$ in equation (3).

$$P_{\text{dist}} = P \cdot \frac{U(D)}{0.5}$$  \hspace{1cm} (3)

The remaining reward pool of size $P - P_{\text{dist}}$ can either be distributed back equally to the institutions or, in case it originates from an external source, be distributed back to the external source. We distribute the rewards $R(z_i)$ of an institution $z_i$ according to equation (4) in proportion to the SVs $\varphi(z_i)$.

$$R(z_i) = \frac{\varphi(z_i)}{U(D)} \cdot P_{\text{dist}} = \frac{\varphi(z_i)}{0.5} \cdot P$$  \hspace{1cm} (4)

If the reward pool $P$ of 60 MUs comes from the institutions themselves, the profit per institution can be calculated based on equation (5).

$$G(z_i) = R(z_i) - \frac{P_{\text{dist}}}{|D|}$$  \hspace{1cm} (5)

In some cases, it may also be desirable to distribute an entire reward pool independent of the utility of a coalition, which has been proposed by prior research [27]. Thereby, the reward distribution formula simplifies to equation (6). However, this comes with the risk that external agencies or institutions themselves pay potentially large amounts for an FL model, which may not be much better than a random classifier.

$$R(z_i) = \frac{\varphi(z_i)}{U(D)} \cdot P$$  \hspace{1cm} (6)

The results of the reward distribution based on equation (4) are shown in Figure 2 in the blue bars. In the sex-based ‘as is’ split, the mean individual reward regarding predictive performance for the NIH institutions is 6.976 MUs, and 7.051 MUs for the CXR subset institutions. It is significantly lower for the CXP institutions with 4.961 MUs.

In the sex-based 100/0 split, the mean reward is 7.119 MUs for the NIH institution with female patient scans and 6.948 MUs for the NIH institution with male patient scans. For the CXP institutions, it is 3.968 MUs respectively 5.725 MUs, meaning higher for the client with male patient scans. For the CXR institutions, it is 7.182 and 7.004 MUs.

In the age-based 100/0 split, a similar pattern emerges where the mean rewards for younger patient institutions are higher than the mean rewards for older patient institutions (6.917 MUs and 6.659 MUs for NIH, 4.583 MUs and 4.602 MUs for CXP, 7.577 MUs and 7.030 MUs for CXR). Similar to the sex-based ‘as is’ split, both, sex-based and age-based 100/0 splits have significantly smaller the mean rewards for the CXP clients compared to the mean rewards of their NIH or CXR counterparts.
Figure 2: results on the rewards with regard to predictive performance, sex bias, and age bias for the sex-based 'as is' split. For the sex-based and age-based 100/0 splits, we computed results for the rewards with regard to predictive performance, and sex bias respectively, age bias.

5.2 Rewards for contributions toward bias
Since a low model bias is a goal for trustworthy ML in healthcare [4, 7], we aim to incentivize contributions toward a reduction in the absolute bias. In contrast to predictive performance, small or potentially negative-valued contributions can be more desirable than large contributions and should then be incentivized with a higher reward.
Here, the utility of the coalition $U(D)$ is the bias and therefore, equal to the sum of the SVs toward the bias. It can hypothetically range from -1 to 1, as it is the difference between two AUROC scores, each in the range from 0 to 1. Based on the idea that a low absolute bias is desired, we introduce the size of the actually distributed reward pool $P_{\text{dist}}$, as denoted in equation (7).

$$P_{\text{dist}} = P \cdot (1 - |U(D)|)$$  \hspace{1cm} (7)

Like the rewards for predictive performance contributions, the remaining reward pool of size $P - P_{\text{dist}}$ can either be distributed back equally to the institutions, or, in case it originates from an external source, be distributed back to the external source.

In case the bias is not zero and institutions have different SVs, we first consider the sign of the bias $U(D)$ and identify the index $w$ of the institution with the highest contribution toward the absolute bias, as described in equation (8).

$$w = \arg\max_i \text{sgn}(U(D)) \cdot \varphi(z_i)$$  \hspace{1cm} (8)

In a next step, we calculate the difference $\Delta(z_i)$ between the bias contribution of institution $z_w$ and the bias contribution of institution $z_i$ for all institutions.

$$\Delta(z_i) = \varphi(z_w) - \varphi(z_i)$$  \hspace{1cm} (9)

One way to allocate the entire distribution reward pool $P_{\text{dist}}$ is by allocating rewards based on $\Delta(z_i)$ in proportion to the sum over all $\Delta(z_i)$, as denoted in equation (10).

$$R(z_i) = \frac{\Delta(z_i)}{\sum_{z_i \in D} \Delta(z_i)} \cdot P_{\text{dist}} = \frac{\Delta(z_i)}{|D|} \cdot \varphi(z_w) - U(D) \cdot P_{\text{dist}}$$  \hspace{1cm} (10)

Like before, if the reward pool comes from the institutions themselves, the profit of an institution is then calculated by subtracting the reward from the payment of an institution, cf. equation (11).

$$G(z_i) = R(z_i) - \frac{P_{\text{dist}}}{|D|}$$  \hspace{1cm} (11)

In case the bias is zero or SVs among institutions are the same, all bias contributions balance, and a natural approach would be to distribute rewards equally among institutions.

For the sex-based ‘as is’ split, we compute the bias rewards with regard to patient sex and age (cf. Table 2 for the SVs). The results are shown in Figure 2. Based on equation (10), incentivizing contributions on bias regarding patient sex results in a mean reward of 9.802 MUs for the NIH clients, a mean reward of 11.284 MUs for the CXP clients, and a mean individual reward of 10.112 MUs for the CXR clients. When incentivizing contributions toward a bias in patient age, it results in a mean individual reward of 4.301 MUs for the NIH clients, a mean individual reward of 13.736 MUs for the CXP clients, and a mean individual reward of 6.393 MUs for the CXR clients.

In the sex-based 100/0 split, the mean rewards are 7.705 MUs for the NIH client with female patients and 11.577 MUs for the NIH client with male patients. For the other institutions, the pattern holds that female patient institutions are rewarded less than their male patient counterpart institutions (8.401 MUs to 12.446 MUs for CXP, 9.065 MUs to 10.666 MUs for CXR), while the overall bias of the model favors female patients.

Similarly, in the age-based 100/0 split, young patient institutions receive significantly less rewards than their counterpart older patient institutions (2.208 MUs and 9.621 MUs for NIH, 9.214 MUs and 22.075 MUs for CXP, and 4.047 MUs and 9.678 MUs for CXR).
5.3 Combined reward scheme

A combined reward scheme aims to incentivize contributions toward both, a high predictive performance, and a low bias. Institutions have different SVs toward these different metrics, which can be computed at the same time. We propose a setup with multiple reward pools to enable a combined reward scheme. Institutions thereby need to agree on the relative importance of objectives.

We study a combined reward scheme based on the sex-based ‘as is’ split, with three reward pools for predictive performance, a low bias toward patient sex, and a low bias toward patient age. The three objectives each have a reward pool with 60 MUs. The total reward of an institution then computes as a combination of the three reward pools, as denoted in equation (12).

\[
R(z_i) = R_{pred, perf}(z_i) + R_{sex bias}(z_i) + R_{age bias}(z_i)
\]

The results compose from the individual reward pools shown in Figure 2. Thereby, the NIH institutions individually receive mean rewards of 21.078 MUs accumulated over all 3 rewards, the CXP institutions of 24.851 MUs, and the CXR institutions of 23.559 MUs. While the CXP institutions receive the lowest rewards for contributions toward predictive performance, their contributions toward both, a reduction in absolute sex bias and a reduction in absolute age bias strongly increase their total rewards. As a result, they receive higher rewards than the other institutions.

5.4 Label flip experiment and incentives in practice

The results of the label flip experiment are illustrated in Figure 3, showing the rewards for the clients depending on their share of flipped labels. Generally, clients with flipped labels receive lower rewards, and this effect increases with an increasing ratio of flipped labels. For example, the mean reward changes from 6.910 MUs, 5.244 MUs and 7.011 MUs for no flipped labels for the respective clients to 6.072 MUs, 3.030 MUs, and 5.851 MUs for clients with flipped labels. Interestingly, the mean rewards also increase for the institutions with unchanged labels to 7.335 MUs, 7.891 MUs, and 7.056 MUs. Thereby, the effect is much larger for the NIH clients than for the other clients. The results indicate that institutions with good datasets and no flipped labels potentially equalize some of the adversarial effect by institutions with a higher share of wrong labels. The results also show that clients with non-flipped labels can expect to receive higher rewards than clients with flipped labels. This suggests that a reward system for predictive performance incentivizes institutions to invest in the label quality of their ML datasets.
5.5 Scalability

The scalability of the reward systems depends on the scalability of approximating the SVs. The SV complexity is generally of exponential form as $2^{n-1}$ coalitions need to be trained and tested for $n$ clients. As such, computing canonical SVs is highly expensive. Using an approximated SV estimation method, we only need to train the largest coalition once, and test all possible coalitions. However, the testing complexity is still exponential. The testing of a coalition is relatively quick, as it involves accumulating the outputs of the different LR classifiers [21] from the participating institutions. For example, to test the LR classifiers for all combinations of six FL clients, evaluations of 63 coalitions were necessary with a total compute time of 4.56 s, or mean time of 72.38 ms per coalition. Generally, cross-silo FL consortia, have up to 100 institutions [5]. In healthcare specifically, one of the larger FL consortia for clinical outcome prediction of COVID-19 patients had 20 participating institutions [37]. As a result, the expected computational time for the SV approximation would be around 21 hours, which is still feasible. Thus, the approach scales reasonably well for established consortia. Furthermore, there is potential room for performance
improvement in the implementation (e.g., parallelization, using compiled programming languages instead of Python, or faster storage access), and the authors of the SV approximation method show that even 30 participating institutions could be feasible [21]. Nevertheless, novel SV estimation techniques may be required for even larger consortia in the future.

6 DISCUSSION

6.1 Principal findings

Our FL experiments with six institutions sampled from the NIH, CXP, and CXR datasets suggest that there is an AUROC bias favorable for female patients and young patients. Thereby, the bias for young patients is much larger than the bias for female patients. Other extant research on bias in a combination of these datasets on centralized ML identifies a bias for four out of seven disease labels favoring male patients, and five out of seven disease labels favoring older patients [18]. However, these results are not directly comparable with our results, as their focus is on a sensitivity disparity, the evaluation metric is a label count, and centralized ML instead of FL [18]. Considering this existing bias, the developed reward systems also provide some interesting insights. We find that in many cases, institutions with predominantly favored patient subgroups (female patients, young patients) have higher contributions toward predictive performance, and as a result, also receive more rewards for their contributions. On the other hand, counterparty institutions with predominantly disfavored patient subgroups (male patients, old patients) often have lower contributions toward predictive performance and receive less rewards as well. These results indicate that a model bias affecting patients can also convey to an institutional level: institutions with advantaged patients receive higher rewards than institutions with disadvantaged patients. For reward systems in practice, this can economically handicap institutions of disadvantaged patients, and thus, reinforce back to the patients (e.g., through worsened equipment in the financially disadvantaged institution). We address this issue by developing a reward system that incentivizes contributions toward a reduction of the absolute bias. Analogously, the rewards are allocated in proportion to the utility of the coalition. We evaluate it for contributions toward sex bias and age bias. We then combine the reward system incentivizing predictive performance, and the ones incentivizing a reduction in bias. The results show that a combined reward system can incentivize trustworthy AI in terms of high predictive performance and low bias. Noteworthy, a reward system can also incentivize institutions to invest in their dataset label quality. Institutions with low error-rate datasets can also receive higher rewards when other institutions have a higher rate of label errors in their datasets.

Regarding the contribution quantification, our results suggest that SV approximations can be successfully used to also quantify contributions toward bias and scale well for even larger contemporary FL consortium sizes. The results show that institutions with a higher share of scans sampled from one subgroup introduce a stronger bias favoring this subgroup, compared with institutions sampling the other subgroup from the same dataset. In this regard, FL behaves similar to centralized ML, where prior research found this tendency with regard to sex bias [19]. Thereby, we also saw that the partitioning of scans only had a significant impact for certain partitions in terms of age but not regarding sex, and even then, the impact is relatively small compared to the bias. This result is interesting in the light of prior concerns that a heterogeneous data partitioning leads to a strongly increased bias in FL [6].
6.2 Implications for research and practice

Our work has several implications for research and practice. For research, our results show the necessity that FL institutions require means to better understand and control the bias they introduce to a FL consortium [5, 38, 39]. This may help institutions in receiving higher rewards, and ultimately, reduce the bias of the global FL model. Furthermore, our results ask for more economic research on reward systems for medical FL. This includes the question of the importance of bias for different subgroups in healthcare [18], and the relative importance of a low absolute bias compared to a high predictive performance in FL, as this would influence the distribution of different reward pools. Further research may also deploy reward systems in healthcare practice and investigate the practical benefits and challenges. Thereby, it can also aim to find out more about the readiness of institutions in adopting reward systems. Finally, a further interesting avenue for research is the design of reward systems in decentralized swarm learning scenarios. In doing so, a blockchain-based system orchestrates the FL process with promising applications for healthcare [16, 40]. Future research may aim to further integrate reward systems into automated, smart contract-based data marketplaces [16].

For practice, our findings suggest that FL models trained on real-world datasets often come with an inherent bias. Practitioners need to cautiously study potential implications when designing and deploying reward systems. Otherwise, reward systems can convey a model bias to an institutional level, and potentially amplify devastating effects of bias in healthcare. If reward systems properly account for bias contributions, our results suggest that reward systems can provide incentives for trustworthy AI in healthcare and that these are ready for deployment and evaluation in practice.

6.3 Limitations and future research

The limitations of our study are as follows. First, FL institutions may make malicious contributions intentionally or unintentionally, which may result in a negative SV contribution for their predictive performance and demands for an extension of our reward allocation scheme for predictive performance in future research. Similarly, further design possibilities exist for reward systems that incentivize contributions toward bias, besides the one we developed. One alternative way would be to proportionally scale rewards such that an institution with zero bias contribution has a profit of zero. However, this may not allocate the entire distribution reward pool $P_{dist}$. Therefore, we leave the development and comparison of further reward systems for bias contributions in FL to future research. Second, our developed reward systems reward retroactively, only after the training process is finished. In case institutions fund the reward pools, this can come with economic risk for institutions: for example, one institution may have different scans than all other institutions because it has a different scanner type. This could lead to disadvantages in the reward system. This is especially relevant to bias, where it may be difficult to estimate the sign of the final FL model bias before the training. As a result, it is difficult for institutions to estimate whether they will reduce the overall bias, or amplify it, which has a strong implication for their received rewards. This limitation asks for future research tackling estimation of model bias in FL scenarios, and the design of reward systems where institutions can dynamically decide to remain or leave an FL consortium at an early stage.

Third, due to the design of the available datasets, we only analyze a limited set of diseases and bias references. Future research may analyze the findings on further diseases, other bias references (e.g., ethnicity, insurance or socioeconomic status, preconditions) and on medical datasets other than chest X-ray datasets. Last, we use the same dataset size for all institutions to distill the influence of data partitioning on the bias. Future research may analyze the impact of different institution dataset sizes in a federated weighted averaging scenario.
on the model bias, which is an open question [6], as well as the impact on FL reward systems that incentivize bias contributions.

7 CONCLUSION

In this research, we first measure contributions of FL institutions toward both, predictive performance, and model bias. Based on the SV approximations, we then develop reward systems that incentivize contributions toward trustworthy AI by incentivizing outcomes with high predictive performance and low absolute bias. We evaluate the reward systems and show that they can effectively incentivize a high predictive performance and a low bias. Furthermore, they can incentivize FL institutions to have high-quality datasets with reduced label errors. The approach scales well to even larger contemporary medical FL consortium sizes.

We contribute to the extant body of knowledge with our research in three ways. First, we analyze the model bias in a medical FL scenario, answering prior calls for research in this area. Thereby, we identify a small influence of the partitioning of chest X-ray scans across different institutions on the model bias in FL in some instances. Second, we demonstrate that SV approximations can not only quantify contributions toward predictive performance, but also bias in medical FL. Third, we develop reward systems that incentivize contributions of FL institutions toward predictive performance and model bias. Thereby, we answer previous calls for research on reward systems for FL and incentives for trustworthy AI.
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