Numerical analysis for coagulation-fragmentation equations with singular rates
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Abstract: This article deals with the convergence of finite volume scheme (FVS) for solving coagulation and multiple fragmentation equations having locally bounded coagulation kernel but singularity near the origin due to fragmentation rates. Thanks to the Dunford-Pettis and De La Vallée-Poussin theorems which allow us to have the convergence of numerically truncated solution towards a weak solution of the continuous model using a weak $L^1$ compactness argument. A suitable stable condition on time step is taken to achieve the result. Furthermore, when kernels are in $W^{1,\infty}_{loc}$ space, first order error approximation is demonstrated for a uniform mesh. It is numerically validated by attempting several test problems.
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1 Introduction

The equations, in this article illustrate the binary coagulation and multiple fragmentation processes in which two particles can coalesce to form a large particle and one particle breaks into arbitrary small fragments. Such processes are seen in a variety of physical system, for instance in aerosol science, astrophysics, colloidal chemistry, polymer science, meteorology (merging of drops in atmospheric clouds), crystallization, see [1, 2] and references therein. The recognition of each particle is defined by its size, in particular, mass or volume which could be either a positive integer (discrete system) or a positive real number (continuous system). The coagulation-fragmentation model describes the time evolution of the particle size distribution.

If $c(t, x) \geq 0$ is the particle number density function of having particles of volume $x \in \mathbb{R}_{>0} := [0, \infty[$ and at time $t \in [0, \infty[$ in a homogeneous physical system, then the mathematical formulation due to simultaneous aggregation and breakage processes is governed by the following well
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known population balance equations (PBEs),
\[
\frac{\partial c(t,x)}{\partial t} = \frac{1}{2} \int_0^x K(y, x - y)c(t, y)c(t, x - y)dy - \int_0^\infty K(x, y)c(t, x)c(t, y)dy \\
+ \int_x^\infty B(x, y)S(y)c(t, y)dy - S(x)c(t, x)
\]
(1)
with the given initial data
\[
c(0, x) = c^{in}(x) \geq 0, \quad x \in \mathbb{R}_{\geq 0}.
\]
(2)
Here \(K(x, y)\) expresses the rate at which particles of sizes \(x\) and \(y\) collide and gives birth to a particle of size \(x + y\). It is assumed to be non-negative \((K(x, y) \geq 0)\) and symmetric, i.e. \(K(x, y) = K(y, x)\). The fragmentation kernels are defined by the breakage function \(B(x, y)\) and the selection rate \(S(y)\) as follows:

- \(B(x, y)\) indicates the rate at which particles of size \(y\) breaks out, and produces particles of sizes \(x\). Also \(B(x, y) \neq 0\) only for \(x < y\).
- \(S(y)\) denotes the rate at which particles of sizes \(y\) are selected to break.

The breakage function holds the following properties:
\[
\int_0^y B(x, y)dx = \zeta(y), \quad \int_0^y xB(x, y)dx = y
\]
for \(\zeta(y)\) being the total number of daughter fragments due to splitting of a particle of size \(y\) and second relation is the necessary condition for the mass conservation. Assume that \(\sup_y \zeta(y) = \eta\), for every \(y \in \mathbb{R}_{\geq 0}\). The first and third integrals in the equation (1) give the production of a particle of size \(x\) while the second and fourth integrals involve in the disappearance of a particle of size \(x\) due to the aggregation and fragmentation processes, respectively.

Besides solution, it should be focused here that the integral properties like moments are also of useful. The \(j\)th moment of the particle size distribution is defined as
\[
\mu_j(t) := \int_0^\infty x^j c(t, x)dx.
\]
(3)
For a particular value of \(j = 0\), zeroth moment is proportional to the total number of the particles while for \(j = 1\), it describes the total mass of the particles in the system. One can easily show that the zeroth moment decreases by coagulation and increases by breakage processes while the total mass stays constant for some specific rates. For the total mass conservation, the integral equality
\[
\int_0^\infty xc(t, x) dx = \int_0^\infty xc^{in}(x) dx, \quad t \geq 0,
\]
holds.

Several researchers have studied the existence of a solution of PBEs, see in [3, 4, 5]. In continuing, Stewart [6, 7, 8] as well as Laurençot [9, 10], dealt with continuous PBEs using compactness
arguments in the space of integrable functions. However, a lot of work has been developed related to the existence of weak solutions for coagulation-fragmentation equations with non-increasing mass for a wide set of coagulation and breakage functions \[11, 12\]. In the study, there are two important ways to approach the C-F equations which are deterministic, other is stochastic.

In the past few years, several researchers concerned about the existence and uniqueness theory of PBEs with singular coagulation and fragmentation kernels, see \[13, 14, 15\]. In \[14, 15\], researchers have done work by considering the bound over the coagulation kernel as \(K(x, y) = \beta (1 + x)^{\lambda} (1 + y)^{\lambda} (xy)^{\sigma}\), where \(\beta > 0\) is a constant, \(\sigma \in (0, 1/2]\), \(\lambda - \sigma \in [0, 1]\) and the singularity occurs on both coordinate axes, i.e. \(x = 0, y = 0\). The bound over the selection rate is considered to be \(S(x) \leq x^\theta\), where \(\theta \in [0, 1]\). Further, in \[13\], the author extended the above work for the range of \(\lambda - \sigma \in [0, 1]\). Here, coagulation kernel contains a wide set of functions as compared to the kernels used in \[14, 15\]. Recently, in \[16\], the author has discussed the existence of mass-conserving weak solutions to the continuous coagulation and multiple fragmentation equation by extending the previous results in \[14, 15\], by considering \(\lambda - \sigma \in [0, 1]\) for the linear coagulation rate to the large size particles and singularities for smaller ones.

From the numerical point of view, Bourgade and Filbet \[17\] have treated binary coagulation-fragmentation equations using finite volume approximation. They described the convergence of numerically discretized solution towards a weak solution of the continuous model with locally bounded kernels in weighted \(L^1\) space. Kumar and Kumar \[18\] extended the results for multiple fragmentation by following similar convergence analysis, and having locally bounded breakage kernels. Since, all the existing literature discussed the convergence analysis for locally bounded kernels, and having the availability of mathematical result on singular kernels in \[16\], it would be interesting to study numerically, this convergence analysis for finite volume scheme having singularity near the origin for the fragmentation kernels.

Therefore, our work is inspired by taking the coupled problems mentioned above. The aim is to establish weak convergence analysis of the finite volume scheme (FVS) for the coagulation and multiple fragmentation equations having singular multiple breakage kernel and locally bounded coagulation kernels. Thanks to the Dunford-Pettis theorem for the use of weak \(L^1\) compactness argument and a refined version of De La Vallée Poussin theorem.

We demonstrate the convergence analysis in a weighted \(L^1\) space \(X^+\) given by

\[ X^+ = \{ c \in L^1(\mathbb{R}_{>0}) \cap L^1(\mathbb{R}_{>0}, x \, dx) : c \geq 0, \|c\| < \infty \} \]

where \(\|c\| = \int_0^{\infty} (1 + x)|c(x)| \, dx\) and taking the non-negative initial condition \(c^{in} \in X^+\). The notation \(L^1(\mathbb{R}_{>0}, x \, dx)\) stands for the space of the Lebesgue measurable real valued functions on \(\mathbb{R}_{>0}\) which are integrable with respect to the measure \(x \, dx\). Furthermore, we demonstrate theoretical and numerical error estimates for a uniform mesh using kernels in \(W_{loc}^{1,\infty}\) space. It is shown that the FVS yields first-order error estimates which is verified numerically for several test problems.

The article is organized as follows. The non-conservative formulation of the combined coagulation and multiple fragmentation equations is discussed in the next Section 2 together with
the numerical approximations. Further in Section 3, the main result of convergence analysis is explained for the approximated solutions using the weak compactness argument. We discuss first-order error estimation for uniform mesh in Section 4. Simultaneously, the validation of error approximation is verified by some numerical simulations in Section 5. Finally, conclusions are made in Section 6.

2 Non-conservative Formulation

Thanks to the Leibniz integral rule, PBEs (1) for continuous coagulation-multiple fragmentation model is written as a divergence form in terms of the mass density \( x c(t, x) \) as

\[
\frac{x \partial c(t, x)}{\partial t} = -\frac{\partial C(c)(t, x)}{\partial x} + \frac{\partial F(c)(t, x)}{\partial x}, \quad (t, x) \in \mathbb{R}^2 :=]0, \infty[^2 \tag{4}
\]

where the continuous fluxes are being taken as

\[
C(c)(t, x) := \int_0^x \int_{x-u}^\infty uK(u, v)c(t, u)c(t, v)dvdu, \tag{5}
\]

for aggregation and for the breakage, the following form is obtained

\[
F(c)(t, x) := \int_0^x \int_x^\infty uB(u, v)S(v)c(t, v)dvdu. \tag{6}
\]

Throughout the article, it is assumed that the aggregation kernel \( K \), the selection rate \( S \) and the breakage function \( B \) satisfy the following assumptions

\[
K \in L^{\infty}_{\text{loc}}(\mathbb{R}^2 > 0), \tag{7}
\]

\[
S \in L^{\infty}_{\text{loc}}(\mathbb{R}^+ > 0) \quad \text{and} \quad S(x) = x^{1+\alpha}, \tag{8}
\]

and

\[
B(x, y) = \frac{\alpha + 2}{y} \left( \frac{x}{y} \right)^\alpha, \quad \text{for } 0 < x < y, \tag{9}
\]

where \( \alpha \in (-1, 0] \). The above class of selection rate and breakage function is a particular class of the following kinetic parameters \( S(x) = x^\gamma \) and \( B(x, y) = \frac{\alpha + 2}{y} \left( \frac{x}{y} \right)^\alpha \) for \( 0 < x < y \) where \( \gamma \in \mathbb{R} \) and \( \alpha > -2 \). By assuming \( \gamma > 0 \) and \( \alpha > -1 \), we obtain \( \eta = (\alpha + 2)/(\alpha + 1) \). It should be mentioned that the case of \( -1 < \alpha < -2 \) gives a non realistic case as \( \eta \) becomes infinity.

It is clearly seen that the above conditions on selection rate and breakage function extends the case considered in [15] where the authors have put the locally bounded condition on the product of breakage and selection functions. Here, in this work, the singularity near the origin can be handled for the breakage parameter along with the coagulation problem.

Now, in the next subsection, a numerical method to solve the equation (4) is described. For this a finite volume approximation [19] is taken for the volume variable \( x \) while an explicit Euler method is used to discretize the time variable \( t \).
2.1 Numerical Approximation

In order to consider the more realistic case, in this section, a non-conservative truncation for the coagulation part is taken as

$$C_{nc}^R(c)(t, x) := \int_0^x \int_{x-u}^R uK(u, v)c(t, u)c(t, v)dvdu$$  \hspace{1cm} (10)

by replacing $\infty$ for a positive real constant $R$ in the equation (5). While for the breakage, using $R$ and equation (6), a conservative approximation is considered as

$$F_{c}^R(c)(t, x) := \int_0^x \int_{x}^R uB(u, v)S(v)c(t, v)dvdu.$$ \hspace{1cm} (11)

Thus, the coupled non-conservative form of the truncation is governed by

$$\begin{cases}
    x \frac{dc}{dt} = - \frac{\partial C_{nc}^R(c)}{\partial x} + \frac{\partial F_{c}^R(c)}{\partial x}, \quad (t, x) \in \mathbb{R} \times ]0, R[; \\
    c(0, x) = c^{in}(x), \quad x \in ]0, R].
\end{cases} \hspace{1cm} (12)$$

Such truncation is chosen so that it enables for the simulation of gelation phenomena. Although, it depends on mainly the higher rate of kernels $K$ and $B$, it should be mentioned here that flux (10) leads to the decrease in total mass in the system while expression (11) yields the total mass conservation. One can easily verify these by having

$$\frac{d}{dt} \int_0^R xc(t, x)dx = -C_{nc}^R(c)(t, R) \leq 0$$

equation in case of pure coagulation and

$$\frac{d}{dt} \int_0^R xc(t, x)dx = 0$$

for the pure breakage case.

Now, to apply the numerical scheme and to discretize the volume variable of the equation (12), let $h \in ]0, 1[$, $I^h$ a positive integer such that $(x_{i-1/2})_{i \in \{0, \ldots, I^h\}}$ is a mesh of $]0, R]$ having

$$x_{-1/2} = 0, \quad x_{I^h+1/2} = R, \quad x_i = (x_{i-1/2} + x_{i+1/2})/2, \quad \Delta x_i = x_{i+1/2} - x_{i-1/2} \leq h$$

and $\Lambda_i^h = [x_{i-1/2}, x_{i+1/2}]$ for $i \geq 0$. For given integers $i$ and $j$ such that $x_{i+1/2} - x_j \geq 0$, define integer $\gamma_{i,j} \in \{0, \ldots, I^h\}$ such that

$$x_{i+1/2} - x_j \in \Lambda_{\gamma_{i,j}}^h.$$  

For non-uniform mesh, introduce $\delta_h = \min \Delta x_i$ and consider a positive constant $L$ as

$$\frac{h}{\delta_h} \leq L, \hspace{1cm} (13)$$

while for the uniform mesh, i.e. $\Delta x_i = h \forall i$, one obtain that $x_{i-1/2} = ih$ and $\gamma_{i,j} = i - j$. 
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Further, for discretizing the time variable $t$, assuming $\Delta t$ being the time step and $[0, T]$ is the
time domain, we have $N \Delta t = T$ for a large positive integer $N$. Define the time interval

$$\tau_n := [t_n, t_{n+1}]$$

having $t_n = n \Delta t$, $n \geq 0$.

By having the above discretizations for volume variable $x$ and time $t$, let us begin with the
finite volume scheme studying for the given equation. Consider the approximation of $c(t, x)$
as $c^n_i$ for $t \in \tau_n$ and $x \in \Lambda^h_i$ for all $i \in \{0, \ldots, N \}^h$ and $n \in \{0, \ldots, N - 1 \}$. Further, for the
kinetic parameters $K$, $B$, and $S$, for the time being, assuming the discretized form as $K(u, v) \approx
K^h(u, v) = K_{j,i}$, $S(v) \approx S^h(v) = S_i$ and $B(u, v) \approx B^h(u, v) = B_{j,i}$ for $v \in \Lambda^h_i$ and $u \in \Lambda_{j}^h$.

Now, integrating equation (12) with respect to the variable $s$

$$\int_{t_n}^{t_{n+1}} \int_{x_{i-1/2}}^{x_{i+1/2}} \frac{\partial(xc(t, x))}{\partial t} dx dt = - \int_{t_n}^{t_{n+1}} \int_{x_{i-1/2}}^{x_{i+1/2}} \frac{\partial c(t, x)}{\partial x} dx dt + \int_{t_n}^{t_{n+1}} \int_{x_{i-1/2}}^{x_{i+1/2}} \frac{\partial F_c(t, x)}{\partial x} dx dt.$$  

The above yields the following discretized form of the equation for the coagulation and multiple
fragmentation processes

$$\Delta x_i x_i (c_i^{n+1} - c_i^n) = - \Delta t \left( C_{i+1/2}^n - C_{i-1/2}^n \right) + \Delta t \left( F_{i+1/2}^n - F_{i-1/2}^n \right) \tag{14}$$

where $C_{i+1/2}^n$ and $F_{i+1/2}^n$ are the numerical fluxes which are approximations of the continuous
flux functions, respectively for $C_{nc}(c)(x)$ and $F_c(c)(x)$. Therefore, these are computed as

$$C_{nc}(c)(x_{i+1/2}) = \int_{x_{i-1/2}}^{x_{i-1/2}+u} \int_u^R uK(u, v)c(u)c(v)dv du$$

$$= \sum_{j=0}^{i} \int_{\Lambda^h_j} uc(u) \sum_{K=\gamma_{i,j}}^{1^h} \int_{\Lambda^h_k} K(u, v)c(v)dv du$$

$$\approx \sum_{j=0}^{i} \sum_{k=\gamma_{i,j}}^{1^h} x_j K_{j,k} c_i^n c_k^n \Delta x_j \Delta x_k := C_{i+1/2}^n. \tag{15}$$

Similarly, for the breakage,

$$F_c^R(c)(x_{i+1/2}) = \int_0^{x_{i+1/2}} \int_{x_{i+1/2}}^R uB(u, v)S(v)c(v)dv du$$

$$= \sum_{j=0}^{i} \int_{\Lambda^h_j} \sum_{k=1}^{1^h} \int_{\Lambda^h_k} uS(v)c(v)B(u, v)dv du$$

$$\approx \sum_{j=0}^{i} \sum_{k=1}^{1^h} x_j S_{k} B_{j,k} c_i^n \Delta x_j \Delta x_k := F_{i+1/2}^n. \tag{16}$$
Also, the initial condition is approximated as
\[ c^{in}_i = \frac{1}{\Delta x_i} \int_{\Lambda^h_i} c^{in}(x) dx, \quad i \in \{0, \ldots, 1^h\}. \]

Let us denote the characteristic function \( \chi_D(x) \) of a set \( D \) as \( \chi_D(x) = 1 \) if \( x \in D \) or 0 everywhere else. Then a function \( c^h \) on \([0, T] \times [0, R]\) is defined as
\[ c^h(t, x) = \sum_{n=0}^{N-1} \sum_{i=0}^{1^h} c^{n}_i \chi_{\Lambda^h_i}(x) \chi_{\tau_n}(t), \tag{17} \]
which means that the function \( c^h \) relies on the volume and time steps. Also noting that
\[ c^h(0, \cdot) = \sum_{i=0}^{1^h} c^{in}_i \chi_{\Lambda^h_i}(\cdot), \]
converges strongly to \( c^{in} \) in \( L^1[0, R] \) as \( h \to 0 \). Further, the following forms of aggregation, fragmentation and selection functions in discrete setting are taken
\[ K^h(u, v) = \sum_{i=0}^{1^h} \sum_{j=0}^{1^h} K_{i,j} \chi_{\Lambda^h_i}(u) \chi_{\Lambda^h_j}(v) \quad \text{where} \quad K_{i,j} = \frac{1}{\Delta x_i \Delta x_j} \int_{\Lambda^h_i} \int_{\Lambda^h_j} K(u, v) dudv, \tag{18} \]
\[ B^h(u, v) = \sum_{i=0}^{1^h} \sum_{j=0}^{1^h} B_{i,j} \chi_{\Lambda^h_i}(u) \chi_{\Lambda^h_j}(v) \quad \text{where} \quad B_{i,j} = \frac{1}{\Delta x_i \Delta x_j} \int_{\Lambda^h_i} \int_{\Lambda^h_j} B(u, v) dudv, \tag{19} \]
and
\[ S^h(v) = \sum_{i=0}^{1^h} S_i \chi_{\Lambda^h_i}(v) \quad \text{where} \quad S_i = \frac{1}{\Delta x_i} \int_{\Lambda^h_i} S(v) dv. \tag{20} \]

Such discretization ensures that \( \|K^h - K\|_{L^1([0, R] \times [0, R])} \to 0 \), \( \|B^h - B\|_{L^1([0, R] \times [0, R])} \to 0 \) and \( \|S^h - S\|_{L^1([0, R])} \to 0 \) as \( h \to 0 \).

### 3 Convergence of Solutions

Below, the main findings of this work, i.e. the convergence of truncated solutions towards a weak solution of the continuous problem (12) is discussed.

**Theorem 3.1.** Assume that \( c^{in} \in X^+ \). Let the coagulation kernel \( K \), the fragmentation function \( B \) and the selection rate \( S \) satisfy, (7), (9), and (8), respectively. Also assuming that under the time step \( \Delta t \) and for a constant \( \theta > 0 \), the following stability condition
\[ C(R, T)\Delta t \leq \theta < 1, \tag{21} \]
holds for
\[ C(R, T) := \max(M, \alpha + 2) \max(\|K\|_\infty, 1) \|c^{in}\|_{L^1} e^{\eta\|S\|_{L^\infty}} T + R^{1+\alpha} \eta. \] (22)

Then up to the extraction of a subsequence,
\[ c^h \to c \text{ in } L^\infty(0, T; L^1[0, R]), \]
for \( c \) being the weak solution to (12) on \([0, T]\) with initial condition \( c^{in} \). This implies that, the function \( c \geq 0 \) satisfies
\[ \int_0^T \int_0^R x c(t, x) \frac{\partial \varphi}{\partial t}(t, x) dx \, dt + \int_0^R x c^{in}(x) \varphi(0, x) dx \]
\[ + \int_0^T \int_0^R \left[ C_{nc}^R(t, x) - F_c^R(t, x) \right] \frac{\partial \varphi}{\partial x}(t, x) dx \, dt = \int_0^T C_{nc}^R(t, R) \varphi(t, R) dt \] (23)
for \( \varphi \) being the continuously differentiable functions having compact support in \([0, T]\times[0, R]\).

By following the above theorem, it is certain that the main task here is to prove the weak convergence of the family of functions \((c^h)_{h\in(0,1)}\) to a function \( c \) in \( L^1[0, R] \) as \( h, \Delta t \to 0 \). The idea is to use a necessary and sufficient condition for compactness with respect to the weak convergence in \( L^1 \) given by the following Dunford-Pettis theorem.

**Theorem 3.2.** Let us take \(|\Omega| < \infty\) and \( c^h : \Omega \to \mathbb{R} \) be a sequence in \( L^1(\Omega) \). Assume that the sequence \( \{c^h\} \) follows:

- \( \{c^h\} \) is equibounded in \( L^1(\Omega) \), i.e.
  \[ \sup \|c^h\|_{L^1(\Omega)} < \infty \] (24)

- \( \{c^h\} \) is equiintegrable, iff
  \[ \int_{\Omega} \Phi(|c^h|) dx < \infty \] (25)

for \( \Phi \) being some increasing function taken as \( \Phi : [0, \infty) \to [0, \infty] \) such that
\[ \lim_{r \to \infty} \frac{\Phi(r)}{r} \to \infty. \]

Then \( c^h \) belongs to a weakly compact set in \( L^1(\Omega) \), implying that there exists a subsequence of \( c^h \) that converges weakly in \( L^1(\Omega) \).

Hence, to prove the theorem 3.1 it is enough to establish the equiboundedness and the equiintegrability of the family \( c^h \) in \( L^1 \) as given in (24) and (25), respectively. Let us begin with the proof of non-negativity and the equiboundedness of the function \( c^h \) in the following proposition. In order to proceed this, let us denote \( X^h(x) \) as a mid-point approximation of a point \( x \), i.e. \( X^h(x) = x_i \) for \( x \in \Lambda^h_i \).
Proposition 3.3. Let us consider that the stability condition (21) holds for the time step $\Delta t$. Also, assuming that the growth conditions on kernels satisfy (7)-(9). Then $c^h$ is a non-negative function such that

$$
\int_0^R X^h(x)c^h(t, x)dx \leq \int_0^R X^h(x)c^h(s, x)dx \leq \int_0^R X^h(x)c^h(0, x)dx =: \mu_1^{in},
$$

where $0 \leq s \leq t \leq T$. Then the following estimates obtained

$$
\int_0^R c^h(t, x)dx \leq \|c^{in}\|_{L^1} e^{\eta \|S\|_{L^\infty}} t.
$$

Proof. The non-negativity and the equiboundedness of the function $c^h$ are shown here by using induction. It is known that at $t = 0$, $c^h(0) \geq 0$ and belongs to $L^1[0, R]$. Assuming further that the function $c^h(t^n) \geq 0$ and

$$
\int_0^R c^h(t^n, x)dx \leq \|c^{in}\|_{L^1} e^{\eta \|S\|_{L^\infty}} t^n.
$$

Then, our first aim is to prove that $c^h(t^{n+1}) \geq 0$. Firstly, consider the cell at the boundary having index $i = 0$. By (15) and (16), we have $C_i^{n+1/2} \geq 0$, $F_i^n \geq 0$. Therefore, in this case, from the equation (14) and by using the fluxes at boundaries, one obtains

$$
x_0c_0^{n+1} = x_0c_0^n - \frac{\Delta t}{\Delta x_0} c_0^{n+1/2} + \frac{\Delta t}{\Delta x_0} F_0^n \\
\geq x_0c_0^n - \frac{\Delta t}{\Delta x_0} c_0^{n+1/2} \\
\geq \left(1 - \Delta t \sum_{k=0}^{h} \Delta x_k K_{0,k} c_k^n\right)x_0c_0^n.
$$

Now, having the stability condition on the time step $\Delta t$ and from equation (25), the non-negativity of $c_0^{n+1}$ follows. For $i \geq 1$, one has

$$
x_ic_i^{n+1} = x_ic_i^n - \frac{\Delta t}{\Delta x_i} \left(C_i^{n+1/2} - C_i^{n-1/2}\right) + \frac{\Delta t}{\Delta x_i} \left(F_i^{n+1/2} - F_i^{n-1/2}\right).
$$

Following the equations (15), (16) and the non-negativity of $c^h(t^n)$, it implies that

$$
-\frac{C_i^{n+1/2} - C_i^{n-1/2}}{\Delta x_i} = \frac{1}{\Delta x_i} \left[ - \sum_{j=0}^{i-1} \sum_{k=\gamma_{i,j}}^{h} x_j K_{j,k} c_j^n c_k^n \Delta x_j \Delta x_k + \sum_{j=0}^{i-1} \sum_{k=\gamma_{i-1,j}}^{h} x_j K_{j,k} c_j^n c_k^n \Delta x_j \Delta x_k \right] \\
\geq - \sum_{k=0}^{h} \Delta x_k K_{i,k} x_ic_i^n, \quad (29)
$$
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and
\[
\frac{F_{i+1/2}^n - F_{i-1/2}^n}{\Delta x_i} = \frac{1}{\Delta x_i} \left[ \sum_{j=0}^{i} \sum_{k=i+1}^{j+1} x_j S_k B_{j,k} c_i^o \Delta x_j \Delta x_k - \sum_{j=0}^{i-1} \sum_{k=i}^{j} x_j S_k B_{j,k} c_i^o \Delta x_j \Delta x_k \right] \\
= \frac{1}{\Delta x_i} \left[ - \sum_{j=0}^{i-1} x_j S_i B_{j,i} c_i^o \Delta x_j \Delta x_i + \sum_{k=i+1}^{i} x_i S_k B_{i,k} c_i^o \Delta x_k \Delta x_i \right] \\
\geq - \sum_{j=0}^{i-1} S_i B_{j,i} \Delta x_j x_i c_i^o, \quad \text{as } x_j < x_i \text{ for } j < i.
\] (30)

By using the above bounds and then the assumptions taken in expressions (7), (9) and (8) lead to

\[
x_i c_i^{n+1} \geq \left( 1 - \Delta t \left( \sum_{k=0}^{i} \Delta x_k K_{i,k} c_k^o + \sum_{k=0}^{i} S_i B_{k,i} \Delta x_k \right) \right) x_i c_i^n \\
\geq \left( 1 - \Delta t \left( \|K\|_{\infty} \sum_{k=0}^{i} \Delta x_k c_k^o + \eta R^{1+\alpha} \right) \right) x_i c_i^n, \quad \text{for } \eta = \frac{\alpha + 2}{\alpha + 1}.
\]

Hence, following the stability condition (21) on \(\Delta t\) and the \(L^1\) bound (28) give
\[c^h(t^{n+1}) \geq 0.\]

Further, by summing (14) over \(i\) and using the fluxes at boundaries as assumed in (??), the following time monotonicity result is obtained for the total mass from the non-negativity of \(c^h\) as

\[
\sum_{i=0}^{i} \Delta x_i x_i c_i^{n+1} = \sum_{i=0}^{i} \Delta x_i x_i c_i^n - \Delta t \sum_{i=0}^{i} C_i^{n+1/2} \leq \sum_{i=0}^{i} \Delta x_i x_i c_i^n.
\]

Next, it is shown that \(c^h(t^{n+1})\) follows a similar estimate as (28). For this, multiply equation (14) by the term \(\Delta x_i / x_i\) and using summation with respect to \(i\), provide

\[
\sum_{i=0}^{i} \Delta x_i c_i^{n+1} = \sum_{i=0}^{i} \Delta x_i c_i^n - \Delta t \sum_{i=0}^{i} \left( \frac{C_i^{n+1/2} - C_i^{n-1/2}}{x_i} \right) x_i + \Delta t \sum_{i=0}^{i} \left( F_{i+1/2}^n - F_{i-1/2}^n \right). \] (31)

The second term on the right hand side of the above equation can be simplified as

\[
- \sum_{i=0}^{i} \left( \frac{C_i^{n+1/2} - C_i^{n-1/2}}{x_i} \right) \leq - \sum_{i=0}^{i} C_i^{n+1/2} \left( \frac{1}{x_i} - \frac{1}{x_{i+1}} \right) \leq 0, \quad \text{due to } C_i^{n+1/2} \geq 0 \forall i. \] (32)
Now, for the fragmentation term, we have
\[
\sum_{i=0}^{n} F_{i+1/2} - F_{i-1/2} \leq \sum_{i=0}^{n} \sum_{k=i+1}^{n} \Delta x_i \Delta x_k B_{i,k} c_i^n.
\]
By changing the order of summation and then using the conditions (8) and (9) on selection rate and fragmentation function, it is easy to see that
\[
\sum_{i=0}^{n} \frac{F_{i+1/2} - F_{i-1/2}}{x_i} \leq \sum_{k=0}^{n} \Delta x_k c_k^n \sum_{i=0}^{k-1} \Delta x_i S_k B_{i,k}
\leq \|S\|_{L^\infty} \sum_{k=0}^{n} \Delta x_k c_k^n \int_0^{x_k} B(x,x_k) dx \leq \|S\|_{L^\infty} \frac{\alpha + 2}{\alpha + 1} \sum_{k=0}^{n} \Delta x_k c_k^n. \tag{33}
\]
By using (32) and (33) into (31), we find that for \(\eta = \frac{\alpha + 2}{\alpha + 1}\)
\[
\sum_{i=0}^{n} \Delta x_i c_i^{n+1} \leq (1 + \eta \|S\|_{L^\infty} \Delta t) \sum_{i=0}^{n} \Delta x_i c_i^n.
\]
Finally, having (28) at step \(n\) and the relation \(1 + x < \exp(x)\) for all \(x > 0\) provides
\[
\sum_{i=0}^{n} \Delta x_i c_i^{n+1} \leq (1 + \eta \|S\|_{L^\infty} \Delta t) \|c^{in}\|_{L^1} e^{\eta \|S\|_{L^\infty} t^n} \leq \|c^{in}\|_{L^1} e^{\eta \|S\|_{L^\infty} t^{n+1}},
\]
and therefore the result (27) follows.

In order to prove uniform integrability of the family of solutions, let us denote a particular class of convex functions as \(C_{VP,\infty}\). Further, consider \(\Phi \in C^\infty([0,\infty))\), a non-negative and convex function which belongs to the class \(C_{VP,\infty}\) and enjoys the following properties:

(i) \(\Phi(0) = 0\), \(\Phi'(0) = 1\) and \(\Phi'\) is concave;

(ii) \(\lim_{p \to \infty} \Phi'(p) = \lim_{p \to \infty} \frac{\Phi(p)}{p} = \infty\);

(iii) for some \(\lambda \in (1,2)\),
\[
T_\lambda(\Phi) := \sup_{p \geq 0} \left\{ \frac{\Phi(p)}{p^\lambda} \right\} < \infty. \tag{34}
\]

Example of such a \(C_{VP,\infty}\) function is \(\Phi(p) = 2(1+p) \ln(1+p) - p\). Since, \(c^{in} \in L^1[0,R]\), therefore, by the La Vallée Poussin theorem, see (20, Theorem 2.8), a continuously differentiable convex function \(\Phi \geq 0\) exists in \(\mathbb{R}_{>0}\) with properties \(\Phi(0) = 0\), \(\Phi'(0) = 1\) such that \(\Phi'\) is concave,
\[
\frac{\Phi(p)}{p} \to \infty, \text{ as } p \to \infty
\]
and
\[
I := \int_0^R \Phi(c^{in})(x) dx < \infty. \tag{35}
\]
Lemma 3.4 ([21], Lemma B.1.). Let \( \Phi \in C_{V P, \infty} \). Then the estimates
\[
x \Phi'(y) \leq \Phi(x) + \Phi(y)
\]
holds \( \forall (x, y) \in \mathbb{R}_{>0} \times \mathbb{R}_{>0} \).

Now, in the following proposition, the equi-integrability is discussed.

Proposition 3.5. Let \( c^{in} \geq 0 \in L^1[0, R] \) and the family \( (c^h(h, \Delta t)) \) is defined for all \( h \) and \( \Delta t \) given by (17) where \( \Delta t \) satisfies the relation (21). Then \( (c^h) \) is weakly relatively sequentially compact in \( L^1([0, T[ \times [0, R]) \).

Proof. Our focus here is to obtain a similar result as (35) for the family of function \( c^h \). The integral of \( \Phi(c^h) \) by using the sequence \( c_i^n \) can be written as
\[
\int_0^T \int_0^R \Phi(c^h(t, x))dx \, dt = \sum_{n=0}^{N-1} \sum_{i=0}^{1^h} \int_{t_n}^{t_{n+1}} \Phi \left( \sum_{k=0}^{N-1} \sum_{j=0}^{1^h} c^h_j x \chi_{A_k^h}(x) \chi_{\gamma_k(t)} \right)dx \, dt
\]

\[
= \sum_{n=0}^{N-1} \sum_{i=0}^{1^h} \Delta t \Delta x_i \Phi(c_i^n).
\]

The convexity of the function \( \Phi \) leads to the estimate
\[
(c_i^{n+1} - c_i^n) \Phi'(c_i^{n+1}) \geq \Phi(c_i^{n+1}) - \Phi(c_i^n).
\]

Now, multiply the above equation by \( \Delta x_i \) and summing with respect to \( i \) on both sides yield
\[
\sum_{i=0}^{1^h} \Delta x_i \left[ \Phi(c_i^{n+1}) - \Phi(c_i^n) \right] \leq \sum_{i=0}^{1^h} \Delta x_i \left[ (c_i^{n+1} - c_i^n) \Phi'(c_i^{n+1}) \right].
\]

By using discrete coagulation and fragmentation terms, it can further be rewritten as
\[
\sum_{i=0}^{1^h} \Delta x_i \left[ \Phi(c_i^{n+1}) - \Phi(c_i^n) \right] \leq \|K\|_{L^\infty} \Delta t \sum_{i=0}^{1^h} \sum_{j=0}^{g_{i-1},j-1} \Delta x_j c_j^n \sum_{k=\gamma_{i-1,j}}^{g_{i-1},j-1} \Delta x_k c_k^n \Phi'(c_k^{n+1})
\]

\[
+ \Delta t \sum_{i=0}^{1^h} \sum_{k=0}^{1^h} S_k B_{i,k} c_k^n \Delta x_k \Delta x_i \Phi'(c_i^{n+1}). \tag{36}
\]

For the coagulation term, the first part of the right hand side of the above equation, by changing the order of summation and the convexity result given as in Lemma 3.4, we have
\[
\|K\|_{L^\infty} \Delta t \sum_{j=0}^{1^h} \sum_{i=0}^{1^h} \Delta x_j c_j^n \sum_{k=\gamma_{i-1,j}}^{g_{i-1},j-1} \Delta x_k c_k^n \Phi'(c_k^{n+1})
\]

\[
\leq \|K\|_{L^\infty} \Delta t \sum_{j=0}^{1^h} \Delta x_j c_j^n \sum_{i=j+1}^{1^h} \sum_{k=\gamma_{i-1,j}}^{g_{i-1},j-1} \Delta x_k \left[ \Phi(c_k^n) + \Phi(c_i^{n+1}) \right].
\]
It is easy to see that,
\[
\sum_{i=j+1}^{h} \sum_{k=\gamma_{i,j}}^{\gamma_{i,j-1}} \Delta x_k \Phi(c_k^n) = \sum_{k=\gamma_{j,j}}^{\gamma_{h,j}} \Delta x_k \Phi(c_k^n) \leq \sum_{k=0}^{h} \Delta x_k \Phi(c_k^n). \quad (37)
\]

Further, to simplify the term
\[
\sum_{i=j+1}^{h} \sum_{k=\gamma_{i,j}}^{\gamma_{i,j-1}} \Delta x_k \Phi(c_i^{n+1}),
\]
we proceed as follows. Notice that
\[
\sum_{k=\gamma_{i,j}}^{\gamma_{i,j-1}} \Delta x_k = x_{\gamma_{i,j}} - x_{\gamma_{i,j-1}},
\]
where \(x_{\gamma_{i,j}}\) and \(x_{\gamma_{i,j-1}}\) are being the left point approximations of \(x_{i+1/2}\) and \(x_{i-1/2}\) respectively. Hence, the following inequality holds
\[
x_{\gamma_{i,j}} - x_{\gamma_{i,j-1}} \leq (x_{i+1/2} - x_j) - (x_{i-1/2} - x_j) + \Delta x_i.
\]

Using the assumption on mesh (13), one has
\[
(x_{i+1/2} - x_j) - (x_{i-1/2} - x_j) \leq h \leq L \Delta x_i,
\]
while taking (14) leads to
\[
(x_{i+1/2} - x_j) - (x_{i-1/2} - x_j) \leq \Delta x_i.
\]

Both the cases provide final result as
\[
x_{\gamma_{i,j}} - x_{\gamma_{i,j-1}} \leq Q \Delta x_i
\]
for \(Q = 1 + L\) or \(Q = 2\). Therefore,
\[
\sum_{i=j+1}^{h} \sum_{k=\gamma_{i,j}}^{\gamma_{i,j-1}} \Delta x_k \Phi(c_i^{n+1}) \leq Q \sum_{i=0}^{h} \Delta x_i \Phi(c_i^{n+1}). \quad (38)
\]

Again, using the convexity results on fragmentation term in the equation (36), growth conditions (8)-(9) on selection and breakage functions and changing the order of summation follows,
\[
\Delta t \sum_{i=0}^{h} \sum_{k=i+1}^{h} S_k B_k c_k^n e_k^i \Delta x_k \Delta x_i \Phi'(c_i^{n+1}) = (\alpha + 2) \Delta t \sum_{i=0}^{h} \sum_{k=i+1}^{h} x_i^o c_k^n e_k^i \Delta x_k \Delta x_i \Phi'(c_i^{n+1})
\]
\[
\leq (\alpha + 2) \Delta t \sum_{k=0}^{h} \sum_{i=0}^{k-1} x_i^o c_k^n e_k^i \Delta x_k \Delta x_i [\Phi(c_i^{n+1}) + \Phi(x_i^o)]
\]
\[
\leq (\alpha + 2) \Delta t \sum_{k=0}^{h} \sum_{i=0}^{k-1} c_k^n e_k^i \Delta x_k \Delta x_i \Phi(c_i^{n+1}) \Delta x_i
\]
\[
+ (\alpha + 2) \Delta t \sum_{k=0}^{h} c_k^n e_k^i \Delta x_k \sum_{i=0}^{k-1} \Phi(x_i^o) \Delta x_i. \quad (39)
\]
Let us estimate the two expressions on the right-hand side of the equation (39) separately. The first summation is evaluated as

\[(\alpha + 2)\Delta t \sum_{k=0}^{1} \sum_{i=0}^{\text{I}_k^i} \Phi(c_i^{n+1}) \Delta x_i \leq (\alpha + 2) \|c_i^n\|_{L^1} e^{\|S\|_{L^\infty} t} \Delta t \sum_{i=0}^{\text{I}_k^i} \Phi(c_i^{n+1}) \Delta x_i. \quad (40)\]

Using the Proposition 3.3, for the second term, we proceed as follows

\[(\alpha + 2)\Delta t \sum_{k=0}^{1} \Delta x_k c_k^{n} \sum_{i=0}^{\text{I}_k^i} \Phi(x_i^n) \Delta x_i = (\alpha + 2)\Delta t \sum_{k=0}^{1} \Delta x_k c_k^{n} \sum_{i=0}^{\text{I}_k^i} \frac{\Phi(x_i^n)}{x^{\lambda \alpha}} x_i^{\lambda \alpha} \Delta x_i
\leq (\alpha + 2)\Delta t \sum_{k=0}^{1} \Delta x_k c_k^{n} \int_0^x x^{\lambda \alpha} \, dx
\leq (\alpha + 2)\Delta t \sum_{k=0}^{1} \Delta x_k c_k^{n} x^k \Delta x_k
\leq \frac{(\alpha + 2)}{(\lambda \alpha + 1)} \Delta t \sum_{k=0}^{1} c_k^n \lambda \alpha + 1 \Delta x_k
\leq \frac{(\alpha + 2)}{(\lambda \alpha + 1)} \Delta t \sum_{k=0}^{1} \left( \sum_{i=0}^{\text{I}_k^i} \Delta x_i \phi(c_i^{n+1}) \right)
\leq (\alpha + 2)\|c_i^n\|_{L^1} e^{\|S\|_{L^\infty} t} \sum_{i=0}^{\text{I}_k^i} \Delta x_i \phi(c_i^{n+1})
\leq \frac{(\alpha + 2)}{(\lambda \alpha + 1)} \Delta t \sum_{k=0}^{1} \left( \sum_{i=0}^{\text{I}_k^i} \Delta x_i \phi(c_i^{n+1}) \right).
\quad (41)\]

Consequently, all the results (37)-(41) used in (36) lead to

\[\sum_{i=0}^{\text{I}_k^i} \Delta x_i \left[ \Phi(c_i^{n+1}) - \Phi(c_i^n) \right] \leq K \|c_i^n\|_{L^\infty} \Delta t \sum_{j=0}^{\text{I}_j^j} \Delta x_j c_j^n \sum_{i=0}^{\text{I}_k^i} \Delta x_i \phi(c_i^n)
+ K \|c_i^n\|_{L^\infty} Q \Delta t \sum_{j=0}^{\text{I}_j^j} \Delta x_j c_j^n \sum_{i=0}^{\text{I}_k^i} \Delta x_i \phi(c_i^{n+1})
+ (\alpha + 2)\|c_i^n\|_{L^1} e^{\|S\|_{L^\infty} t} \Delta t \sum_{i=0}^{\text{I}_k^i} \Delta x_i \phi(c_i^{n+1})
+ \frac{(\alpha + 2)}{(\lambda \alpha + 1)} \Delta t \sum_{k=0}^{1} \left( \sum_{i=0}^{\text{I}_k^i} \Delta x_i \phi(c_i^{n+1}) \right).
\quad (42)\]

It can further be simplified as

\[\left(1 - Q^* N^* \|c_i^n\|_{L^1} e^{\|S\|_{L^\infty} t} \Delta t \right) \sum_{i=0}^{\text{I}_k^i} \Delta x_i \phi(c_i^{n+1})
\leq \left(1 + K \|c_i^n\|_{L^\infty} \|S\|_{L^\infty} \sum_{i=0}^{\text{I}_k^i} \Delta x_i \phi(c_i^n)
+ \frac{(\alpha + 2)}{(\lambda \alpha + 1)} \Delta t \sum_{k=0}^{1} \left( \sum_{i=0}^{\text{I}_k^i} \Delta x_i \phi(c_i^{n+1}) \right). \quad (43)\]
where $Q^*$ and $N^*$ denote $\max(Q, \alpha + 2)$ and $\max(\|K\|_{L^\infty}, 1)$, respectively. The former inequality implies that

$$
\sum_{i=0}^{I^h} \Delta x_i \Phi(c_i^{n+1}) \leq A \sum_{i=0}^{I^h} \Delta x_i \Phi(c_i^n) + B \tag{44}
$$

where

$$
A = \frac{(1 + \|K\|_{L^\infty} \|e^n\|_{L^1} \|s\|_{L^\infty} T \Delta t)}{(1 - Q^* N^* \|c^n\|_{L^1} e^n \|s\|_{L^\infty} T \Delta t)}.
$$

and

$$
B = \frac{(\alpha + 2) \Delta t \lambda(\Phi)(\|c_i^n\|_{L^1} e^n \|s\|_{L^\infty} + \mu_{i^n})}{(\lambda \alpha + 1)(1 - Q^* N^* \|c_i^n\|_{L^1} e^n \|s\|_{L^\infty} T \Delta t)}.
$$

Hence, the following is obtained

$$
\sum_{i=0}^{I^h} \Delta x_i \Phi(c_i^n) \leq A^n \sum_{i=0}^{I^h} \Delta x_i \Phi(c_i^n) + B \frac{A^{n-1} - 1}{A - 1}.
$$

By using Jensen’s inequality and (55), finally we get

$$
\int_0^R \Phi(c_h(t, x)) \, dx \leq A^n \sum_{i=0}^{I^h} \int_{A_i^h} \Delta x_i \Phi(c_i^n(x)) \, dx + B \frac{A^{n-1} - 1}{A - 1}
$$

$$
\leq A^n \sum_{i=0}^{I^h} \int_{A_i^h} \Phi(c_i^n(x)) \, dx + B \frac{A^{n-1} - 1}{A - 1}
$$

$$
= A^n \mathcal{I} + B \frac{A^{n-1} - 1}{A - 1} < \infty, \quad \text{for all} \quad t \in [0, T].
$$

Thus, applying the Dunford-Pettis theorem, one can say that the sequence $(c_h)_{h \in (0,1)}$ is weakly compact in $L^1$, as long as the time step condition (21) holds, the exponent is uniformly bounded with respect to $h$ and $\Delta t$. This guarantees that a subsequence of $(c_h)_{h \in (0,1)}$ exists and $c \in L^1([0,T[ \times ]0,R])$ is such that $c_h \rightharpoonup c$ for $h \to 0$.

Remark 3.6. By a diagonal procedure, subsequences of $(c_h)_{h \in (0,1)}$, $(K^h)_{h}$ and $(B^h)_{h}$ can be extracted such that

$$
K^h(u, v) \to K(u, v) \quad \text{and} \quad B^h(u, v) \to B(u, v),
$$

for almost every $(u, v) \in (0, R) \times (0, R)$ as $h \to 0$.  

Now, we show that the discrete aggregation and fragmentation fluxes converge weakly to the continuous fluxes written in terms of the function \( c^h \). In order to do so, some point approximations are used which are given below. Denote the midpoint approximation as
\[
X^h : x \in [0, R] \rightarrow X^h(x) = \sum_{i=0}^{p^h} x_i \chi_{A^h_i}(x).
\]
The right endpoint approximation is taken as
\[
\Xi^h : x \in [0, R] \rightarrow \Xi^h(x) = \sum_{i=0}^{p^h} x_i + 1/2 \chi_{A^h_i}(x),
\]
while for the left endpoint, we consider
\[
\xi^h : x \in [0, R] \rightarrow \xi^h(x) = \sum_{i=0}^{p^h} x_i - 1/2 \chi_{A^h_i}(x).
\]
Also, define
\[
\Theta^h : (x, z) \in [0, R]^2 \rightarrow \Theta^h(x, z) = \sum_{i=0}^{p^h} \sum_{j=0}^{i} x_{i,j} \chi_{A^h_i}(x) \chi_{A^h_j}(z).
\]
Note that the above approximations converge pointwise, i.e.
\[
X^h(x) \rightarrow x, \quad \Xi^h(x) \rightarrow x \quad \text{and} \quad \xi^h(x) \rightarrow x \quad \forall \ x \in [0, R]
\]
as \( h \to 0 \). Further, for all \((x, z) \in [0, R]^2\), one has
\[
\Theta^h(x, z) \rightarrow x - z, \quad x \geq z,
\]
\[
\Theta^h(x, z) \rightarrow 0, \quad x \leq z.
\]
Thanks to the Dunford-Pettis and Egorov theorems, the following lemma is also needed to show the convergence of the truncated flux towards the continuous flux.

**Lemma 3.7.** [[21], Lemma A.2] Let \( \Pi \) be an open subset of \( \mathbb{R}^m \) and let there exists a constant \( l > 0 \) and two sequences \((z^1_n)_n \in \mathbb{N}\) and \((z^2_n)_n \in \mathbb{N}\) such that \((z^1_n) \in L^1(\Pi), z^1 \in L^1(\Pi)\) and
\[
(z^2_n) \in L^\infty(\Pi), z^2 \in L^\infty(\Pi), \text{ and for all } n \in \mathbb{N}, |z^2_n| \leq l\]
with
\[
z^2_n \rightarrow z^2, \quad \text{almost everywhere (a.e.) in } \Pi, \text{ as } n \to \infty.
\]
Then
\[
\lim_{n \to \infty} \|z^1_n(z^2_n - z^2)\|_{L^1(\Pi)} = 0
\]
and
\[
z^1_n z^2_n \rightarrow z^1 z^2, \quad \text{weakly in } L^1(\Pi), \text{ as } n \to \infty.
\]
Finally, the following result explains the convergence of the numerical fluxes. For this, definitions of $c^h$, $K^h$, $B^h$ and $S^h$ given by (17), (18), (19) and (20), respectively, are considered.

**Lemma 3.8.** Consider the approximations of the coagulation term as

$$C^h(t, x) = \int_0^R \int_0^R \chi_{[0, \Xi^h(x)]}(u)\chi_{[\Theta^h(x), R]}(v)X^h(u)K^h(u, v)c^h(t, u)c^h(t, v)dvdu,$$

and for the fragmentation

$$F^h(t, x) = \int_0^R \int_0^R \chi_{[0, \Xi^h(x)]}(u)\chi_{[\Xi^h(x), R]}(v)X^h(u)B^h(u, v)S^h(v)c^h(t, v)dvdu.$$

Then, there exists a subsequence of the family of $(c^h)_{h \in (0, 1)}$, such that

$$C^h \rightarrow C_{nc}^R \text{ and } F^h \rightarrow F_c^R$$

in $L^1([0, T[\times]0, R])$ as $h \to 0$.

**Proof.** Before we begin the proof, it is important to notice that the terms $C^h(t, x)$ and $F^h(t, x)$ coincide with the terms $C_i^n$ and $F_i^n$, respectively, whenever $t \in \tau_n$ and $x \in \Lambda^h_k$. It is easy to prove as

$$C^h(t, x) = \int_0^{x_{i+1/2}} \int_{\Theta^h(x, u)} X^h(u)K^h(u, v)c^h(t, u)c^h(t, v)dvdu,$$

$$= \sum_{j=0}^{i} \int_{\Lambda^h_j} \sum_{k=\gamma_{i,j}}^{1^h} \int_{\Lambda^h_k} X^h(u) \left( \sum_{a=0}^{1^h} \sum_{b=0}^{1^b} K_{a,b} \chi_{\Lambda^h_a}(u) \chi_{\Lambda^h_b}(v) \right) \left( \sum_{b=0}^{1^b} c_b \chi_{\Lambda^h_b}(v) \right) dvdu$$

$$= \sum_{j=0}^{i} \int_{\Lambda^h_j} \int_{\Lambda^h_k} x_j K_{j,k} c_{j,k}^{n} dvdu = C_{i+1/2}^n,$$

while

$$F^h(t, x) = \int_0^{x_{i+1/2}} \int_{x_{i+1/2}} X^h(u)B^h(u, v)S^h(v)c^h(t, v)dvdu$$

$$= \sum_{j=0}^{i} \int_{\Lambda^h_j} \sum_{k=\gamma_{i,j}+1}^{1^h} \int_{\Lambda^h_k} X^h(u) \left( \sum_{a=0}^{1^h} \sum_{b=0}^{1^b} B_{a,b} \chi_{\Lambda^h_a}(u) \chi_{\Lambda^h_b}(v) \right) \left( \sum_{b=0}^{1^b} S_b \chi_{\Lambda^h_b}(v) \right) dvdu$$

$$= \sum_{j=0}^{i} \int_{\Lambda^h_j} \int_{\Lambda^h_k} x_j B_{j,k} S_{j,k} c_{j,k}^{n} dvdu = F_{i+1/2}^n.$$
Now, to move further, as discussed about the extraction of subsequences in Remark 3.6, we
know that for \((t, x) \in [0, T] \times [0, R]\) and \((u, v) \in [0, R] \times [0, R]\) almost everywhere, the sequence
\(X^h(\cdot)B^h(\cdot, v)\) is bounded in \(L^\infty\). Also,
\[
\chi_{[0, \Xi^h(x)]}(u) \chi_{[\Xi^h(x), R]}(v) X^h(u) B^h(u, v) \to \chi_{[0, x]}(u) \chi_{[x, R]}(v) u K(u, v)
\]
as \(h \to 0\). Hence, having Lemma 3.7 leads to
\[
\int_0^R \chi_{[0, \Xi^h(x)]}(u) \chi_{[\Xi^h(x), R]}(v) X^h(u) K^h(u, v) c^h(t, u) du
\to \int_0^R \chi_{[0, x]}(u) \chi_{[x, R]}(v) u K(u, v) c(t, u) du. \quad (45)
\]
The above expression says that (45) holds for every \((t, x) \in (0, T] \times [0, R]\) and almost every \(v\) and \(c^h\) converges weakly. Again using Lemma 3.7, it yields
\[
C^h(t, x) \to C^R_{\text{nc}}(t, x)
\]
for every \((t, x) \in (0, T] \times [0, R]\). Note that the weak convergence for \(C^h\) follows by this pointwise convergence. A similar approach shows the convergence of \(F^h\) as below,
\[
X^h(\cdot)B^h(\cdot, v) S^h(v) = (\alpha + 2) x \frac{x^\alpha}{\Gamma(\alpha + 1)} v^{\alpha+1} = (\alpha + 2) x^{1+\alpha} \in L^\infty[0, R]\ 
\text{for almost all } v \in [0, R].
\]
Since, the above is uniformly bounded and
\[
\chi_{[0, \Xi^h(x)]}(u) \chi_{[\Xi^h(x), R]}(v) X^h(u) B^h(u, v) S^h(v) \to \chi_{[0, x]}(u) \chi_{[x, R]}(v) u B(u, v) S(v)
\]
pointwise almost everywhere as \(h \to 0\). Hence, one has
\[
\int_0^R \chi_{[0, \Xi^h(x)]}(u) \chi_{[\Xi^h(x), R]}(v) X^h(u) B^h(u, v) S^h(v) du
\to \int_0^R \chi_{[0, x]}(u) \chi_{[x, R]}(v) u B(u, v) S(v) du \quad (46)
\]
which holds for every \((t, x) \in (0, T] \times [0, R]\) and almost every \(v\). We also know that \(c^h\) weakly converges to \(c\) in \(L^1[0, R]\). So, applying Lemma 3.7 entails
\[
\int_0^R \chi_{[0, \Xi^h(x)]}(u) \chi_{[\Xi^h(x), R]}(v) X^h(u) B^h(u, v) S^h(v) c^h(t, v) dv du
\to \int_0^R \chi_{[0, x]}(u) \chi_{[x, R]}(v) u B(u, v) S(v) c(t, v) dv du, \quad (47)
\]
and therefore,
\[
F^h(t, x) \to F^R_{\text{c}}(t, x)
\]
for every \((t, x) \in (0, T] \times [0, R]\). Thanks to boundedness of \(F^h\), the pointwise convergence gives weak convergence.
Finally, we are in position to prove the main result Theorem 3.1 below. For the proof, a compactly supported test function $\varphi \in C^1([0,T[ \times [0,R])$ is taken. The support of $\varphi$ with respect to $t$ satisfies $\text{Supp}_t \varphi \subset [0,t_{N-1}]$ for small enough time step $\Delta t$. Let us consider finite volume and left endpoint approximations for time and space variables of $\varphi$ on $\tau_n \times \Lambda^h_n$ by

$$\varphi^n_i := \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \varphi(t, x_{i-1/2}) dt.$$ 

Now, multiply the equation (14) by $\varphi^n_i$, taking summation over $n \in \{0, ..., N-1\}$ and $i \in \{0, ..., 1^h\}$ lead to

$$\sum_{n=0}^{N-1} \sum_{i=0}^{1^h} \left[ \Delta x_i x_i (c_i^n - c_i^m) \varphi^n_i + \Delta t \left( c_i^n_{i+1/2} - c_i^n_{i-1/2} \right) \varphi^n_i - \Delta t \left( \mathcal{F}^n_i_{i+1/2} - \mathcal{F}^n_i_{i-1/2} \right) \varphi^n_i \right] = 0.$$ 

Further, if we open the summation for each $i$ and $n$, then a discrete integration by parts provides

$$\sum_{n=0}^{N-1} \sum_{i=0}^{1^h} \Delta x_i x_i c_i^{n+1} (\varphi_i^{n+1} - \varphi_i^n) + \sum_{n=0}^{N-1} \sum_{i=0}^{1^h} \Delta t (c_i^n_{i+1} - \mathcal{F}^n_i_{i+1/2}) (\varphi_i^{n+1} - \varphi_i^n)$$

$$+ \sum_{i=0}^{1^h} \Delta x_i x_i c_i^m \varphi_i^0 - \sum_{n=0}^{N-1} \Delta t c_i^{n+1} \varphi_i^n = 0. \tag{48}$$

The first and third expressions of the above equation are simplified using only the function $c^h$ while remaining terms are expressed in terms of the functions $c^h$ and $\mathcal{F}^h$. For the first part, consider

$$\sum_{n=0}^{N-1} \sum_{i=0}^{1^h} \Delta x_i x_i c_i^{n+1} (\varphi_i^{n+1} - \varphi_i^n) + \sum_{i=0}^{1^h} \Delta x_i x_i c_i^m \varphi_i^0 =$$

$$\sum_{n=0}^{N-1} \sum_{i=0}^{1^h} \int_{\tau_{n+1}}^{\tau_n} \int_{\Lambda^h_n} X^h(x) c^h(t, x) \frac{\varphi(t, \xi^h(x)) - \varphi(t - \Delta t, \xi^h(x))}{\Delta t} dxdt$$

$$+ \sum_{i=0}^{1^h} \int_{\Lambda^h_n} X^h(x) c^h(0, x) \frac{1}{\Delta t} \int_0^{\Delta t} \varphi(t, \xi^h(x)) dt dx,$$

which can be further rewritten as

$$\sum_{n=0}^{N-1} \sum_{i=0}^{1^h} \Delta x_i x_i c_i^{n+1} (\varphi_i^{n+1} - \varphi_i^n) + \sum_{i=0}^{1^h} \Delta x_i x_i c_i^m \varphi_i^0 =$$

$$\int_0^T \int_0^R X^h(x) c^h(t, x) \frac{\varphi(t, \xi^h(x)) - \varphi(t - \Delta t, \xi^h(x))}{\Delta t} dxdt$$

$$+ \int_0^R X^h(x) c^h(0, x) \frac{1}{\Delta t} \int_0^{\Delta t} \varphi(t, \xi^h(x)) dt dx. \tag{49}$$

Since, the derivative of $\varphi$ is bounded and $\varphi \in C^1([0,T[ \times [0,R])$ is having compact support, thus

$$\frac{1}{\Delta t} \int_0^{\Delta t} \varphi(t, \xi^h(x)) dt \to \varphi(0, x) \text{ as max}\{h, \Delta t\} \to 0$$
uniformly with respect to \( t \) and \( x \). Since, \( c^h(0, x) \to c^m \) in \( L^1[0, R] \), Lemma 3.7 yields

\[
\int_0^R X^h(x)c^h(0, x) \frac{1}{\Delta t} \int_0^{\Delta t} \varphi(t, \xi^h(x)) dt dx \to \int_0^R xc^m(x)\varphi(0, x) dx
\]
as \( X^h(x) \) converges pointwise in \([0, R]\). To treat the first part on the right-hand side of (49), a Taylor expansion of the smooth function \( \varphi \) gives

\[
\frac{\varphi(t, \xi^h(x)) - \varphi(t - \Delta t, \xi^h(x))}{\Delta t} = \varphi(t, x) + (x - \xi^h(x)) \frac{\partial \varphi}{\partial x} - \varphi(t, x) + \Delta t \frac{\partial \varphi}{\partial t} - (x - \xi^h(x)) \frac{\partial \varphi}{\partial x} + O(h \Delta t),
\]
which means that, as \( \max \{h, \Delta t\} \to 0 \),

\[
\frac{\varphi(t, \xi^h(x)) - \varphi(t - \Delta t, \xi^h(x))}{\Delta t} \to \frac{\partial \varphi}{\partial t}(t, x)
\]
uniformly. Again an application of Lemma 3.7 and from Proposition 3.5, one has

\[
\int_0^T \int_0^R X^h(x)c^h(t, x) \frac{\varphi(t, \xi^h(x)) - \varphi(t - \Delta t, \xi^h(x))}{\Delta t} dx dt \to \int_0^T \int_0^R xc(t, x) \frac{\partial \varphi}{\partial t}(t, x) dx dt.
\]
Therefore,

\[
\int_{\Delta t}^T \int_0^R X^h(x)c^h(t, x) \frac{\varphi(t, \xi^h(x)) - \varphi(t - \Delta t, \xi^h(x))}{\Delta t} dx dt = \int_0^T \int_0^R A dx dt - \int_0^{\Delta t} \int_0^R A dx dt \to \int_0^T \int_0^R xc(t, x) \frac{\partial \varphi}{\partial t}(t, x) dx dt
\]
is established. At the end, taking the remaining terms of the equation (48) and writing them in terms of \( C^h \) and \( F^h \) as

\[
\sum_{n=0}^{N-1} \sum_{i=0}^{h-1} \Delta t[C^h_{i+1/2} - F^h_{i+1/2}](\varphi_{i+1}^n - \varphi_i^n) - \sum_{n=0}^{N-1} \Delta t C^h_{i+1/2} \varphi_i^n \]
\[
= \sum_{n=0}^{N-1} \sum_{i=0}^{h-1} \int_{\tau_n}^{\tau_{n+1}} \int_{\Delta x_i} \frac{1}{\Delta x_i} \left[ \varphi(t, x_{i+1/2}) - \varphi(t, x_{i-1/2}) \right] dx dt
\]
\[
- \sum_{n=0}^{N-1} \int_{\tau_n}^{\tau_{n+1}} C^h_{i+1/2} \varphi(t, R - \Delta x_{1b}) dt
\]
\[
= \int_0^R \int_0^{R - \Delta x_{1b}} [C^h(t, x) - F^h(t, x)] \frac{\partial \varphi}{\partial x}(t, x) dx dt - \int_0^T C^h(t, R) \varphi(t, R - \Delta x_{1b}) dt.
\]
Thanks to Lemma 3.8, the weak convergence for the fluxes $\mathcal{C}^h \rightarrow \mathcal{C}^R_{nc}$ and $\mathcal{F}^h \rightarrow \mathcal{F}^R_c$ exists in $L^1([0,T[\times]0,R])$ which determine

$$
\int_0^T \int_0^{R-\Delta x_i} [\mathcal{C}^h(t,x) - \mathcal{F}^h(t,x)] \frac{\partial \phi}{\partial x}(t,x) dx dt - \int_0^T \mathcal{C}^h(t,R) \phi(t,R - \Delta x_i) dt
= \left( \int_0^T \int_0^{R-\Delta x_i} \mathcal{C}^h(t,x) \frac{\partial \phi}{\partial x}(t,x) dx dt - \int_0^T \mathcal{C}^h(t,R) \phi(t,R - \Delta x_i) dt \right) \rightarrow \int_0^T \int_0^{R} \mathcal{C}^R_{nc}(t,x) \phi(t,R) dx dt \quad \text{as} \ h \to 0.
$$

This complete the proof of Theorem 3.1 as all the terms in the equation \((23)\) are obtained. \(\square\)

## 4 Error Analysis

Here, we have discussed the error estimates for the coagulation and multiple fragmentation equations. It is important to mention here that, for the coagulation, results are taken from [17]. So, our focus is to develop the study for multiple breakage model and combine the findings with the outcomes of [17] for coagulation. Taking the uniform mesh is essential for estimating the error component, i.e., $\Delta x_i = h \forall i \in \{0,1,2,\ldots,t^h\}$. The following theorem provides the first order error estimates by taking some assumptions about the kernels and initial datum.

**Theorem 4.1.** Let the coagulation and fragmentation kernels satisfy $K,B \in W^{1,\infty}_{loc}(\mathbb{R}^+ \times \mathbb{R}^+)$ and selection rate, initial datum $S,c^{in} \in W^{1,\infty}_{loc}(\mathbb{R}^+)$. Moreover, consider a uniform volume mesh and time step $\Delta t$ that satisfy the condition \((21)\). Then, the following error estimates

$$
\|c^h - c\|_{L^\infty([0,T]\times[0,R])} \leq D(T,R)(h + \Delta t) \quad (50)
$$

holds, where $c$ is the weak solution to \((1)\) and $D(T,R)$ is a constant depending on $R$ and $T$.

Before proving the theorem, consider the following proposition, which gives an estimate on the approximate solution $c^h$ and the exact solution $c$ with certain additional assumptions. These computations are significant in predicting the error.

**Proposition 4.2.** Assume that kinetic parameters $K,B \in L^{\infty}_{loc}(\mathbb{R}^+ \times \mathbb{R}^+)$ and $S \in L^{\infty}_{loc}(\mathbb{R}^+)$ and the condition \((27)\) holds for time step $\Delta t$. Also, let the initial datum $c^{in} \in W^{1,\infty}_{loc}(\mathbb{R}^+)$. Then, solution $c^h$ and $c$ to \((1)\) are essentially bounded in $(0,T) \times (0,R)$ as

$$
\|c^h\|_{L^\infty((0,T)\times(0,R))} \leq D(T,R), \quad |c|_{L^\infty((0,T)\times(0,R))} \leq D(T,R).
$$

Furthermore, if the kernels $K,B \in W^{1,\infty}_{loc}(\mathbb{R}^+ \times \mathbb{R}^+)$ and $S,c^{in} \in W^{1,\infty}_{loc}(\mathbb{R}^+)$. Then there exists a positive constant $L(T,R)$ such that

$$
|c|_{W^{1,\infty}(0,R)} \leq D(T,R). \quad (51)
$$

**Proof.** The aim is to bound the solution $c$ to the continuous equation \((1)\). For this, integrating Eq. \((12)\) with respect to the time variable and leaving the negative terms out yield

$$
c(t,x) \leq c^{in}(x) + \frac{1}{2} \int_0^t \int_0^x K(y,x-y)c(s,y)c(s,x-y) dy ds + \int_0^t \int_x^R B(x,y)S(y)c(s,y) dy ds.
$$
Thus, it follows

\[
\sup_{x \in (0, R)} c(t, x) \leq e^{\alpha(t) x} + \|BS\|_{L^\infty} \|c\|_{\infty, 1} t + \|K\|_{L^\infty} \|c\|_{\infty, 1} \int_0^t \sup_{y \in (0, R)} c(s, y) \, ds,
\]

where \(\|c\|_{\infty, 1}\) symbolizes the norm of \(c\) in \(L^\infty(0, T; L^1(0, R))\). Subsequently, using Gronwall’s lemma and integration by parts lead to accomplish the proof as

\[
\sup_{x \in (0, R)} c(t, x) \leq \alpha(t) + \int_0^t \alpha(s) \beta e^{\int_s^t \beta \, dr} \, ds \\
\leq \alpha(0)e^{\beta t} + \frac{\|BS\|_{L^\infty} \|c\|_{\infty, 1}}{\beta} [(e^{\beta t} - 1)].
\]

Therefore,

\[
\|c\|_{L^\infty((0, T) \times (0, R))} \leq D(T, R).
\]

Now, moving to the conclusion of an estimate of (51). To begin with, integrate the Eq. (12) with respect to time variable \(t\) and next, differentiate it with respect to the volume variable \(x\). The maximum value over the domain of \(x\) is then achieved

\[
\left\| \frac{\partial c}{\partial x}(x) \right\|_{L^\infty} \leq \left\| \frac{\partial c^n}{\partial x} \right\|_{L^\infty} + \left\{ \frac{1}{2} \|K\|_{L^\infty} \|c\|_{L^\infty}^2 + 2 \|K\|_{W^{1, \infty}} \|c\|_{L^\infty} \|c\|_{\infty, 1} R + \|BS\|_{L^\infty} \|c\|_{L^\infty} \right\} t \\
+ (2\|K\|_{L^\infty} \|c\|_{\infty, 1} R + \|S\|_{L^\infty}) \int_0^t \left\| \frac{\partial c}{\partial x} \right\|_{L^\infty} \, ds.
\]

Applying Gronwall’s lemma as used in priori boundedness of \(c\) to establish (51).

The discrete coagulation and fragmentation terms in (14) are written for uniform mesh as follows:

\[
-\frac{c^n_{i+1/2} - c^n_{i-1/2}}{h} = h \sum_{j=0}^{i-1} x_j K_{j-i-j-1} c^n_{i-j-1} - h \sum_{j=0}^{i} x_j K_{i-j} c^n_{i-j}, \quad (52)
\]

and

\[
-\frac{c^n_{i+1/2} - c^n_{i-1/2}}{h} = -h \sum_{j=0}^{i-1} x_j S_j B_{i-j} c^n_{i-j} \Delta x_j + \sum_{j=i+1}^{i} x_i S_j B_{i-j} c^n_{i-j} \Delta x_j. \quad (53)
\]

The discrete terms above are transformed into a continuous expression using the following lemma.
Lemma 4.3. Consider the initial condition $c^n \in W_{\text{loc}}^{1, \infty}$ and uniform mesh, $\Delta x_i = h \ \forall i$. Also assuming that $K, B, and S$ follow the conditions $K, B, S \in W_{\text{loc}}^{1, \infty}$. Let $(s, x) \in \tau_n \times \Lambda^h$, where $n \in \{0, 1, \ldots, N - 1\}$, $i \in \{0, 1, 2, \ldots, 1(h)\}$. Then

$$\begin{align*}
- \frac{C^n_{i+1/2} - C^n_{i-1/2}}{x_i h} &= \frac{1}{2} \int_0^{\xi(x)} K^h(x', x - \Xi^h(x')) c^h(s, x - \Xi^h(x')) dx' \\
&\quad - \int_0^R K^h(x, x') c^h(s, x) c^h(s, x') dx' + \varepsilon(C, h),
\end{align*}$$

(54)

and

$$\begin{align*}
\frac{F^n_{i+1/2} - F^n_{i-1/2}}{x_i h} &= \int_R^{\Xi(x)} S^h(x') B^h(x, x') c^h(s, x') dx' - S^h(x) c^h(s, x) + \varepsilon(F, h),
\end{align*}$$

(55)

where $\varepsilon(C, h)$ and $\varepsilon(F, h)$ expresses the first order term with respect to $h$ in the strong $L^1$ topology:

$$\|\varepsilon(C, h)\|_{L^1} \leq \frac{R}{2} \|c^h\|_{L^\infty} \|K\|_{L^\infty},$$

(56)

$$\|\varepsilon(F, h)\|_{L^1} \leq R \|BS\|_{L^\infty} \|c^h\|_{\infty, 1},$$

(57)

Proof. The simplified version of coagulation part (54) from (52) has been investigated in [17]. Here, we would discuss only multiple fragmentation variation rate (53) to convert into Eq. (55) using a uniform mesh and having $x \in \Lambda^h$. Consider

$$\begin{align*}
\frac{F^n_{i+1/2} - F^n_{i-1/2}}{x_i h} &= \sum_{j=i+1}^{1^n} x_i S_j B_{j,i} c^n_i \Delta x_j - \frac{S_i c^n_i}{x_i} \sum_{j=0}^{i-1} x_j B_{j,i} \Delta x_j \\
&= \sum_{j=i+1}^{1^n} x_i S_j B_{j,i} c^n_i \Delta x_j - \frac{S_i c^n_i}{x_i} \sum_{j=0}^{i-1} x_j B_{j,i} \Delta x_j + S_i c^n_i B_{i,i} \Delta x_i \\
&\quad + \int_R^{\Xi(x)} S^h(x') B^h(x, x') c^h(s, x') dx' - S^h(x) c^h(s, x) + \varepsilon(F, h).
\end{align*}$$

(55)

Let $\varepsilon(F, h) = S_i c^n_i B_{i,i} h$ is considered, and when the $L_1$ norm of $\varepsilon(F, h)$ is calculated, the following term emerges

$$\|\varepsilon(F, h)\|_{L^1} \leq \|BS\|_{L^\infty} h \sum_{i=1}^{1(h)} \int_{\Lambda^h_i} c^n_i dx$$

$$\leq \|BS\|_{L^\infty} \|c^h\|_{\infty, 1} h \sum_{i=1}^{1(h)} \int_{\Lambda^h_i} dx$$

$$\leq R \|BS\|_{L^\infty} \|c^h\|_{\infty, 1} h.$$

Now, to demonstrate the essential fact, Theorem 5.1, when combined with Eqs. (54), (55) and (55) yields

$$\begin{align*}
\frac{\partial c^h(t, x)}{\partial t} &= \frac{1}{2} \int_0^{\xi(x)} K^h(x', x - \Xi^h(x')) c^h(s, x - \Xi^h(x')) dx' - \int_0^R K^h(x, x') c^h(s, x) c^h(s, x') dx' \\
&\quad + \int_R^{\Xi(x)} S^h(x') B^h(x, x') c^h(s, x') dx' - S^h(x) c^h(s, x) + \varepsilon(C, h) + \varepsilon(F, h).
\end{align*}$$

(58)
Finally, we may derive the error formulation for $t \in \tau_n$ from Eqs. (12) and (58) as

$$
\int_0^R |e^h(t, x) - c(t, x)| dx \leq \int_0^R |e^h(0, x) - c(0, x)| dx + \sum_{\beta=1}^4 \epsilon_\beta(\mathbb{C}, h) + \sum_{\beta=1}^3 \epsilon_\beta(\mathbb{F}, h)
$$

$$
+ \int_0^R |\epsilon(t, n)| dx + \|\epsilon(\mathbb{C}, h)\|_{L^1} t + \|\epsilon(\mathbb{F}, h)\|_{L^1} t,
$$

(59)

where error terms are denoted by $\epsilon_\beta(\mathbb{C}, h)$ with $\beta=1,2,3,4$ in relation to the coagulation operator and estimation of these terms are calculated in [17]. In this article, only $\epsilon_\beta(\mathbb{F}, h)$ with $\beta=1,2,3$ for fragmentation operator and $\int_0^R |\epsilon(t, n)| dx$ would be estimated. Here,

$$
\epsilon_1(\mathbb{F}, h) = \int_0^t \int_0^R \int_{\Xi^h(x)} |S^h(x') B^h(x, x') c^h(s, x') - S(x') B(x, x') c(s, x')| dx' dx ds,
$$

$$
\epsilon_2(\mathbb{F}, h) = \int_0^t \int_0^R \int_{\Xi^h(x)} S(x') B(x, x') c(s, x') dx' dx ds,
$$

and

$$
\epsilon_3(\mathbb{F}, h) = \int_0^t \int_0^R |S^h(x) c^h(s, x) - S(x) c(s, x)| dx ds.
$$

Furthermore, due to time discretization, assuming $|t - t_n| \leq \Delta t$ produces

$$
\int_0^R |\epsilon(t, n)| dx \leq \frac{1}{2} \int_{t_n}^t \int_0^R \int_{\Xi^h(x)} K^h(x', x-x') c^h(s, x') c^h(s, x-x') dx' dx ds
$$

$$
+ \int_{t_n}^t \int_0^R \int_{\Xi^h(x)} K^h(x, x') c^h(s, x) c^h(s, x') dx' dx ds
$$

$$
+ \int_{t_n}^t \int_0^R \int_{\Xi^h(x)} S^h(x') B^h(x, x') c^h(s, x') dx' dx ds
$$

$$
+ \int_{t_n}^t \int_0^R S^h(x) c^h(s, x) dx ds + \int_{t_n}^t \int_0^R \epsilon(\mathbb{C}, h) dx ds + \int_{t_n}^t \int_0^R \epsilon(\mathbb{F}, h) dx ds.
$$

Utilizing the smoothness property of kernels, i.e., $K, B$ and $S \in W^1_{1,\infty}$, we have for all $x, y \in (0, R)$

$$
|B^h(x, y) - B(x, y)| \leq ||K||_{W^{1,\infty}} h.
$$

Thus, it provides the estimation of $\epsilon_1(\mathbb{F}, h)$ using the $L^\infty$ bound on $c^h$ and $c$. To see this, we split the expression into three parts as

$$
\epsilon_1(\mathbb{F}, h) \leq \int_0^t \int_0^R \int_{\Xi^h(x)} |S^h(x') - S(x')| B(x, x') c(s, x') dx' dx ds
$$

$$
+ \int_0^t \int_0^R \int_{\Xi^h(x)} S^h(x') B^h(x, x') - B(x, x') c(s, x') dx' dx ds
$$

$$
+ \int_0^t \int_0^R \int_{\Xi^h(x)} S^h(x') B^h(x, x') c^h(s, x') - c(s, x') dx' dx ds.
$$
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The above may be transformed to, by simplifying and using Proposition 5.2
\[ \epsilon_1(F, h) \leq tR^2 \|c\|_\infty(\|B\|_\infty \|S\|_{W^{1,\infty}} + \|S\|_\infty \|B\|_{W^{1,\infty}})h + R\|BS\|_\infty \int_0^t \|c^h(s) - c(s)\|_{L^1} ds. \]  
(60)

Similarly, one can compute
\[ \epsilon_3(F, h) \leq \|c\|_\infty \|S\|_{W^{1,\infty}} tRh + \|S\|_\infty \int_0^t \|c^h(s) - c(s)\|_{L^1} ds, \]  
(61)

and
\[ \epsilon_2(F, h) \leq \frac{tR^2}{2} \|BS\|_\infty \|c\|_\infty h. \]  
(62)

Now, let us move on to the remaining term \( \int_0^R |\epsilon(t, n)| \, dx \), the error introduced by time discretization is resolved, and a bound is found as
\[ \int_0^R |\epsilon(t, n)| \, dx \leq \left( \frac{3}{2} \|K\|_\infty \|c^h\|_\infty^2 R^2 + (\|B\|_\infty R + 1)\|S\|_\infty \|c^h\|_\infty R + \|\varepsilon(C, h)\|_{L^1} + \|\varepsilon(F, h)\|_{L^1} \right) \Delta t. \]  
(63)

In conclusion, assemble all the bound estimations on \( \epsilon_\beta(C, h) \) for \( \beta = 1, 2, 3, 4 \) from [17], \( \epsilon_\beta(F, h) \) for \( \beta = 1, 2, 3 \) from Eq. (60)-(62) and the relation Eq. (63). Substituting all these estimations in (59) and applying the Gronwall’s lemma conclude the proof as
\[ \|c^h - c\|_{L^\infty(0, T; L^1(0, R))} \leq D(T, R)(h + \Delta t). \]

\[ \square \]

5 Numerical Results

In this section, we numerically validate the conclusions obtained in Section 4 for two test problems. As a result, the goal is solely to demonstrate experimental error and experimental order of convergence (EOC) for C-F equation having different kernels on uniform mesh. As, the analytical solutions are not available for such cases due to singularity in breakage kernel, the following expression is used to calculate the EOC
\[ EOC = \ln \left( \frac{\|N_{1h}^{num} - N_{2h}^{num}\|}{\|N_{2h}^{num} - N_{4h}^{num}\|} \right) / \ln(2). \]  
(64)

Here, the total number of particles created by the FVS [14] with a mesh of \( I^h \) number of cells is denoted by \( N_{I^h}^{num} \). The computational domain of volume and time arguments in simulations are taken as \( x = [1e^{-3}, 100] \) and \( t = 100 \) with \( e^{-x} \) as the initial condition.

5.1 Test Case 1

Consider the sum coagulation kernel, i.e., \( K(x, y) = x + y \) with selection function \( S(x) = x^{1/2}, x^{1/4} \) and breakage function \( B(x, y) = \frac{\alpha + 2}{y} \left( \frac{x}{y} \right)^\alpha \), \( \alpha = -1/2 \). The EOC for uniform mesh is shown in Table 1. As expected from theoretical results, it is clear from the table that the FVS produces first-order convergence. The numerical errors are evaluated using 30, 60, 120, 240 and 480 degrees of freedom.
5.2 Test Case 2

Now, we consider the same coagulation kernel and the selection functions taken in the previous test case but the breakage function $B(x, y)$ is used with $\alpha = -3/4$. The error and EOC of the scheme are reported in Table 2 by computing the errors for 30, 60, 120, 240 and 480 number of grid points, and it is observed again that the FVS is first order accurate. It should also be emphasized that the EOC is evaluated for a variety of distinct $\alpha$, $K$, and $S$. However, identical outcomes are achieved in every case, thus, the results are excluded here.

### Table 2: EOC for Test Case 2

| Cells | Error | EOC  |
|-------|-------|------|
| 30    | -     | -    |
| 60    | 0.1179| -    |
| 120   | 0.0195| 0.9784|
| 240   | 0.0026| 0.9965|
| 480   | 0.0003| 0.9995|

### Table 1: EOC for Test Case 1

| Cells | Error | EOC  |
|-------|-------|------|
| 30    | -     | -    |
| 60    | 0.1499| -    |
| 120   | 0.0272| 0.9743|
| 240   | 0.0039| 0.9953|
| 480   | 0.0005| 0.9992|

6 Conclusions

This work dealt with the convergence of finite volume truncated solutions towards a weak solution to the continuous coagulation and multiple fragmentation equations under the assumptions that coagulation kernel was locally bounded whereas breakage has singularity near the origin. The weak $L^1$ compactness argument was used to establish the result. Further, for more restricted classes of kernels, the scheme was shown to provide the first order error estimates on uniform meshes. This finding was verified numerically by taking different examples of coagulation and breakage kernels.
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