Dynamic response of 1D bosons in a trap
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We calculate the dynamic structure factor $S(q, \omega)$ of a one-dimensional (1D) interacting Bose gas confined in a harmonic trap. The effective interaction depends on the strength of the confinement enforcing the 1D motion of atoms; interaction may be further enhanced by superimposing an optical lattice on the trap potential. In the compressible state, we find that the smooth variation of the gas density around the trap center leads to softening of the singular behavior of $S(q, \omega)$ at Lieb-1 mode compared to the behavior predicted for homogeneous 1D systems. Nevertheless, the density-averaged response $\bar{S}(q, \omega)$ remains a non-analytic function of $q$ and $\omega$ at Lieb-1 mode in the limit of weak trap confinement. The exponent of the power-law non-analyticity is modified due to the inhomogeneity in a universal way, and thus, bears unambiguously the information about the (homogeneous) Lieb-Liniger model. A strong optical lattice causes formation of Mott phases. Deep in the Mott regime, we predict a semi-circular peak in $S(q, \omega)$ centered at the on-site repulsion energy, $\omega = U$. Similar peaks of smaller amplitudes exist at multiples of $U$ as well. We explain the suppression of the dynamic response with entering into the Mott regime, observed recently by D. Clément et al., Phys. Rev. Lett. 102, 155301 (2009), based on an f-sum rule for the Bose-Hubbard model.

I. INTRODUCTION

Experiments with ensembles of trapped cold atoms rejuvenated a number of directions in quantum many-body physics, posing new problems within that seemingly well-established field. One of the directions deals with the properties of interacting bosons confined to a strongly anisotropic, “one-dimensional” (1D) trap. The effective repulsion between bosons is enhanced by making the trap narrower[1] or by imposing a periodic potential, thus constraining the kinetic energy of bosons moving along the trap.[2]

The increase of the effective interparticle interaction affects the static and dynamic characteristics of the 1D Bose system. Modification of the one-particle momentum distribution in the case of interaction enhanced by periodic potential was observed in Ref. 2. A similar experiment without a periodic potential but in a tighter 1D trap was reported in Ref. 1. The experimental data is in a reasonable agreement with the predictions of the integrable Lieb-Liniger model.[3] That model allows one to find quantitatively the single-particle distribution function of 1D bosons at any interaction strength in the absence of optical lattice, and establish the qualitative features of the distribution in the presence of the lattice, at least in the limit of small particle density.

The dynamic response of 1D interacting bosons can not be derived directly from the thermodynamic Bethe Ansatz solution [5] of the Lieb-Liniger model. Nevertheless, a significant progress has been made in finding the universal singularities of the dynamic response analytically [4–7] and determining the general structure of the response in a broader range of energies numerically,[8] utilizing the ideas of algebraic Bethe Ansatz. The most suitable experimental method for investigating the dynamic structure factor $S(q, \omega)$ is Bragg spectroscopy.[9–16] By a nonlinear mixing of two laser beams, it allows for an independent control of the wave vector $q$ and frequency $\omega$ of the perturbation. Recent experiments[15, 16] have demonstrated the use of this method in 1D systems to study effects of interaction and periodic confinement.

Possible complications in comparing experimental data with theory arise from deviations of a real atomic system from the ideal Lieb-Liniger model. Even in most favorable cases it is impossible to avoid a “soft” confining potential applied along the 1D trap, which makes the Bose liquid inhomogeneous. An optical lattice potential, applied in addition to the trap confinement to enhance the effective interaction between particles, brings in additional complications. In this paper, we develop the theory of dynamic response for an inhomogeneous 1D Bose system confined by a “soft” trap potential, both in the presence and in the absence of an optical lattice. In the absence of optical lattice, the system is a compressible inhomogeneous Bose liquid. The soft confinement modifies the dynamic response as compared to the homogeneous 1D system. For weak interaction, the density-averaged response $\bar{S}(q, \omega)$ of the liquid has an asymmetric peak as a function of frequency $\omega$ at the Lieb-1 mode $\varepsilon_+(q)$, evaluated at the maximal gas density in the trap. The general shape of $\bar{S}(q, \omega)$ is skewed towards low frequencies and the peak shape is a power-law singularity, with an exponent dependent on the interaction strength. For stronger interaction, the maximum shifts below $\varepsilon_+(q)$. 
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\[ S(q, \omega) = \ldots \]
In the presence of an optical lattice, the atomic cloud may become a mixture of incompressible Mott phases in equilibrium with Bose liquid. The tight-binding limit of the lattice is described by the Bose-Hubbard model with an on-site repulsion energy $U$ and an inter-site hopping matrix element $J$. The dynamic response of a Mott phase is unaffected by the trap potential and is centered at frequency $\omega \approx U$. The peak has a semicircular shape, and a spectral weight $\propto (J/U)^2$. Unlike the Mott phase, the Bose liquid phase has dynamic response at small frequencies $\omega \sim J$, and this response does not vanish in the limit $U \to \infty$. Therefore, in a mixed state of incompressible and compressible liquids the largest weight in the dynamic response comes from the compressible liquid and is at frequencies $\omega \sim J$. We analyze in greater detail the simplest case, in which one Mott phase (with site occupancy 1) extends nearly over the entire cloud, ending with compressible-liquid caps on both ends.

The paper is organized as follows. In Sec. II, we give a qualitative description of the main effects considered in the paper. In Sec. III, we calculate the dynamic structure factor of the homogeneous Mott phase. In Sec. IV, we find dynamic responses averaged over the trap inhomogeneity. Attention is given to the inhomogeneous Bose liquid state as well as to a mixed state of coexisting Mott and Bose liquid phases. In Sec. V, we discuss ways to measure the dynamic structure factor, the sum rules in the presence of an optical lattice, and recent experiments on dynamic response of trapped atomic systems. Appendix A deals with the finite-size effects due to the trap confinement. In Appendix B, we study the effects due to averaging over an ensemble of 1D systems. In Appendix C, we consider dynamic response at finite temperatures.

II. QUALITATIVE CONSIDERATION AND MAIN RESULTS

Due to the confining potential, the density of atoms varies along the trap. If in addition to the potential of the trap an optical lattice is created, then the variation of the density may lead to coexistence of compressible and incompressible phases in the trap. In this section, we first identify the domain of parameters where the inhomogeneous cold-atom system consists of no more than two phases. Next, we summarize our main results for the dynamic structure factor averaged over the trap at zero temperature.

A. Phases of cold atoms subject to the trap and optical lattice potentials

The presence of an optical lattice changes the dispersion relation of individual bosons. The effect of interaction becomes stronger with the narrowing of the single-particle bands. We consider here the limit of strong lattice potential, in which narrow bands are separated by wide gaps. Furthermore, we assume that only the lowest band is populated and thus concentrate on a one-dimensional Bose-Hubbard model with inter-site hopping matrix element $J$ and on-site repulsion energy $U$,

$$H_{BH} = -J \sum_i \left( \hat{b}_{i+1} \hat{b}_i + \hat{b}_i \hat{b}_{i+1} \right) + \frac{U}{2} \sum_i \hat{b}_i \hat{b}_i \hat{b}_i \hat{b}_i - 1 \right)$$

$$+ \sum_i [V(\mu) - \mu] b_i b_i,$$

$$V(x) = \epsilon_0 \left( \frac{x}{a} \right)^2, \quad l = 0, \pm 1, \pm 2, \ldots$$

Here $V(x)$ is the confinement potential, $a$ is the optical lattice constant, and $\mu$ is the chemical potential, which depends on the total number $N$ of atoms in the trap.

In the following, we view $N$ and $J$ as control parameters ($J$ depends exponentially on the amplitude of the optical lattice potential). It is convenient to introduce the characteristic scale,

$$N_0 = \sqrt{\frac{U}{\epsilon_0}},$$

and measure $N$ in units of $N_0$, and $J$ in units of $U$. The meaning of $N_0$ becomes clear from considering the $J = 0$ limit: $2N_0$ is the largest number of atoms fitting in the trap without causing double occupancy of any lattice site. In some of the existing experiments with $^{87}$Rb atoms, [2, 15] the harmonic trap frequency was typically $2\pi \times 60$ Hz, the lattice parameter $a \approx 415$ nm, and interaction $U/(2\pi) \approx 0.13 - 2$ kHz which corresponds to the value of $N_0$ in the range from 7 to 30. For investigating the dynamics of the compressible phase, it is desirable to raise the value of $N_0$, which may be achieved by reducing the trap frequency. In the typical conditions of an experiment with multiple 1D traps, [2] this would allow to place more atoms in each of the traps.

Let us consider first $N/N_0 \ll 1$ and see the effect of decreasing $J/U$ on the state of atomic cloud in the trap. At a sufficiently large $J/U$, the dimensionless interaction parameter, $U/Na$, is small throughout the trap (here $n$ is the position-dependent atomic density). Using the weak-interaction limit for the $n$-dependence of the chemical potential, $\mu = U/n$, and the Thomas-Fermi approximation, we find for the density $n_0$ at the center of the trap,

$$n_0 = \left( \frac{3}{4} \frac{N}{N_0} \right)^{2/3}.$$

For reasons which will become clear later we refer to this limit as the Bogoliubov limit. The crossover from the weak- to strong-interaction limit occurs at the periphery of the cloud if $J$ is large, and moves towards the center with the reduction of $J/U$. At $N \ll N_0$, the entire cloud enters the strong-interaction limit before the Mott phase
nucleates. The strong-interaction limit, $U/Jna \gg 1$, is described by the so-called Tonks-Girardeau gas, for which the analog of Eq. (4) reads

$$n_0 a = \frac{2^{1/2}}{\pi} \left( \frac{N}{N_0} \right)^{1/2} \left( \frac{U}{J} \right)^{1/4}, \quad n_0 a \ll 1. \quad (5)$$

The crossover between the Bogoliubov and Tonks-Girardeau limits occurs at $U/Jn_0a \sim 1$. Using the estimate for $n_0$ (either Eq. (4) or Eq. (5)), we find for the crossover line

$$\frac{N}{N_0} = \left( \frac{U}{J} \right)^{3/2}. \quad (6)$$

(Here we dispensed with the numerical factors present in Eqs. (4) and (5), as Eq. (6) defines a crossover rather than a transition.) The crossover line is shown in Fig. 1 (see dashed line at $N/N_0 \lesssim 1$). Further decrease of $J$ (moving along the dash-dotted line in Fig. 1) eventually allows one to reach the boundary between the Tonks-Girardeau gas and the Mott phase. The nucleation of the Mott phase occurs in the center of the trap, once the condition $N = (8/\pi)\sqrt{J/\epsilon_0}$ is reached; in dimensionless variables, the latter condition reads

$$\frac{N}{N_0} = \frac{8}{\pi} \left( \frac{J}{U} \right)^{1/2}. \quad (7)$$

The corresponding boundary is shown in Fig. 1 by the solid line (segment $\odot$). Under the condition $N/N_0 \ll 1$, the Mott phase occurs [17] at $J/U \ll 1$. The advantage of a small number of particles in the trap, $N \ll N_0$, is that there is at most one domain of the trap occupied by the Mott phase, see Fig. 2.

For a large number of atoms, $N \gg N_0$, the composition of the atomic cloud in the trap may become more complicated. Upon the reduction of the bandwidth, the first incompressible phase appears [19, 20] at $J/U \lesssim 0.28$, see dotted line in Fig. 1. Further reduction of the band width brings an increasing number of Mott phases corresponding to various integer values $j$ of the filling, $n(l)a = j$. Incompressible phases nucleate around multiple points in the trap, where the condition $J/\mu_1 = 1/j$ is satisfied [21]. Once the band width is reduced to satisfy the condition $J/\mu_\text{max} \sim (n_0a)^{-1}$, a major part of the cloud belongs to the incompressible phases. The value of $n_0a$ is estimated by Eq. (4) both in the limits of weak ($J/U \gg 1$) and
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FIG. 2: Density profile and energy diagram of an atomic cloud in the Mott-insulator regime confined in a trap. Upper panel: Energy diagram showing two lowest Mott bands curved due to the trap potential. The hashed area shows the phase space occupied by atoms below the level of the chemical potential $\mu$. To leading order of perturbation theory the bands are separated (center to center) by energy $U$ and have widths of $4J$ and $8J$ for the lower and upper bands, respectively. The state of the liquid depicted here corresponds to the state CIC of Fig. 1. Lower panel: Density profile $n(x)$ of the atomic cloud in the trap. The incompressible region with $na = 1$ occupies the center of the trap for $2J < \mu < U - 4J$ at $J/U \ll 1$ and it borders with two compressible regions on the sides. The compressible regions have $n(x)$ given in Eq. (59).
strong \((J/U \ll (n_0a)^{-1})\) interaction, where the equation of state for incompressible phases is applicable. Using Eq. (4), we may re-write the condition \(J/U = (n_0a)^{-1}\) separating “mostly compressible” state from the “mostly incompressible” one in the form of Eq. (6).

We summarize the important for us features of the phase diagram for the trapped cloud subject to the optical lattice potential in Fig. 1. Reducing the parameter \(J/U\) at \(N/N_0 \ll 1\) allows one to investigate the gradual increase of correlations due to interaction in the liquid phase as well as the formation of a single Mott phase domain in contact with Bose liquid (see Fig. 2). In the next section, we review the manifestation of such an evolution of the state of the cloud in the dynamic structure factor.

B. Average dynamic structure factor in the absence of optical lattice

In a homogeneous 1D system with contact interaction \(g\delta(x_i-x_j)\) between bosons (Lieb-Liniger model \([3]\)), the dynamic response depends on the dimensionless interaction constant \(\gamma = mg/n\). In this section, we analyze the density-averaged dynamic structure factor for a gas in a trap.

The dynamic structure factor at zero temperature is defined as \(S(q, \omega, \gamma) = \text{Im}(\rho(x, t)\rho(0, 0))\), where \(\rho(x, t)\) is the density fluctuation operator. In the Lieb-Liniger model \([3]\) the dynamic structure factor has a power-law divergence \([4, 5]\) at the so-called \([3]\) Lieb-1 mode, \(\omega = \varepsilon_+(q)\), and vanishes at the threshold determined by the spectrum of the Lieb-2 mode: \(S(q, \omega) = 0\) at \(\omega < \varepsilon_-(q)\).

The full form of \(S(q, \omega)\) can be found analytically in the limit of infinitely-strong contact repulsion between the bosons (\(\gamma \gg 1\), limit of the Tonks-Girardeau gas):

\[
S(q, \omega) = \frac{m}{q} \theta(\omega - \varepsilon_-(q)) \theta(\varepsilon_+(q) - \omega),
\]

\[
\varepsilon_{\pm}(q) = \frac{\pi n q^2}{m} \pm \frac{q^2}{2m}.
\]

If \(\gamma \ll 1\), then the dispersion of Lieb-1 mode approaches the Bogoliubov spectrum,

\[
\varepsilon_+(q) = \sqrt{(vq)^2 + \left(\frac{q^2}{2m}\right)^2},
\]

with the collective velocity \(v = \sqrt{gn/m}\). As one may expect, \(S(q, \omega)\) approaches a \(\delta\)-function,

\[
S(q, \omega) = \frac{\pi n q^2}{m \varepsilon_+(q)} \delta(\omega - \varepsilon_+(q)),
\]

in this limit. \([4]\) The Lieb-2 mode in the \(\gamma \ll 1\) limit corresponds to the grey solitons spectrum. \([22]\) The spectral weight near \(\varepsilon_-(q)\) is, however, extremely small \([23]\) at any \(q\).

At arbitrary \(\gamma\), the general form of \(S(q, \omega)\) is \([4, 5]\)

\[
S(q, \omega) \sim \frac{m}{q} \left| \frac{\delta \epsilon}{\omega - \varepsilon_+} \right|^{\mu_1} [\theta(\varepsilon_+ - \omega) + \nu_1 \theta(\omega - \varepsilon_+)]
\]

with the exponent \(\mu_1\) and asymmetry factor \(\nu_1\) depending on momentum \(q\) and density \(n\).

All the above forms of \(S(q, \omega)\) were derived for a spatially-homogeneous Bose liquid. How one may compare the theory for a homogeneous system with measurements performed in the presence of a trap? We consider here the most favorable case of a smooth longitudinal potential confining the 1D bosons, whose confinement energy \(\omega_0\) is negligibly small (not resolved on measurement scale). Due to the interaction between bosons, the system length \(2L\) is usually much larger than the quantum length scale \(\lambda\) of the confinement, allowing for independent (un-affected by interference) probing of different parts of the system. Provided the system is probed at a sufficiently large momentum, \(q \gg 1/\lambda\), one may regard portions of length \(\lambda \sim 1/\sqrt{m\omega_0}\) as homogeneous and responding independent of each other. Then the dynamic structure factor can be approximated by the density-averaged one,

\[
\bar{S}(q, \omega) = \frac{1}{2L} \int_{-L}^L dx S(q, \omega; n(x)).
\]

The confinement affects the dynamic response through the variation of the density profile \(n(x)\). The averaged structure factor \(\bar{S}(q, \omega)\) may differ considerably from \(S(q, \omega)\) of a homogeneous system. We note that the accuracy of the density-averaged approximation applied to a smooth trapping potential was checked in the limit \(\gamma \rightarrow \infty\) and yielded excellent results \([24]\) (error less than 5%). Constraints on the applicability of Eq. (12) may arise in some cases due to quantum corrections to the dynamic response originating from momentum uncertainty.
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of Eq. (8) over the proper density profile yields [24]

$$S(q, \omega) = \frac{m^2}{\pi n_0 q^2} \left[ \sqrt{\left( \varepsilon_+(q) - \omega \right) \left( \varepsilon_-(q) + \omega \right) - \theta \left( \varepsilon_-(q) - \omega \right) \sqrt{\left( \varepsilon_+(q) + \omega \right) \left( \varepsilon_-(q) - \omega \right)}} \right] \times \theta(\varepsilon_+(q) - \omega), \quad \gamma \gg 1, \quad (13)$$

where for brevity we included only interval of wavevectors $q \leq 2\pi n_0$ (see Sec. IV C for larger $q$). The $\omega$-dependence of $S(q, \omega)$ in Eq. (13) for a fixed value of $q$ is shown in Fig. 3.

Similarly, averaging of Eq. (10) yields

$$S(q, \omega) = \frac{\pi n_0}{mv^2} \frac{\omega^2 - (q^2/2m)^2}{\sqrt{\varepsilon_+(q) - \omega^2}} \theta(\varepsilon_+(q) - \omega) \times \theta(\omega - q^2/2m), \quad \gamma \ll 1. \quad (14)$$

The dependence of $S(q, \omega)$ in Eq. (14) on $\omega$ is shown in Fig. 4. The parameters $n$ and $\nu$ in the dispersion relation $\varepsilon_+(q)$, entering Eqs. (13) and (14), correspond to the maximal density, $n = n_0$. While the full form of the averaged structure factor substantially uses Eqs. (8) and (10) and assumes the parabolic confinement, the behavior of $S(q, \omega)$ near the upper edge, $\omega \to \varepsilon_+(q)$, is universal and relies only on the form of the corresponding singularity in $S(q, \omega)$ before the averaging, and on the existence of quadratic maximum in the function $n(x)$.
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At arbitrary interaction, $\bar{S}(q, \omega)$ demonstrates a non-

analytical behavior in the vicinity of $\omega = \varepsilon_+(q)$ of the
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$$S(q, \omega) \sim \frac{\delta \varepsilon}{|\omega - \varepsilon_+(q)|} \left[ A \theta(\varepsilon_+(q) - \omega) + B \theta(\omega - \varepsilon_+(q)) \right] + C, \quad (15)$$
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The parameters $n$ and $v$ in the dispersion relation $\varepsilon_+(q)$, entering Eqs. (13) and (14), correspond to the maximal density, $n = n_0$. While the full form of the averaged structure factor substantially uses Eqs. (8) and (10) and assumes the parabolic confinement, the behavior of $S(q, \omega)$ near the upper edge, $\omega \to \varepsilon_+(q)$, is universal and relies only on the form of the corresponding singularity in $S(q, \omega)$ before the averaging, and on the existence of quadratic maximum in the function $n(x)$.

C. The dynamic structure factor in the presence of

optical lattice, $N/N_0 \ll 1$

In the above consideration, we assumed no optical lattice, so that the dispersion relation of 1D bosons is quadratic. The presence of an optical lattice changes the dispersion relation of individual bosons; sufficiently strong lattice potential results in narrow bands of allowed energies. Equations (13)-(15) remain true even in that case, provided $N \ll N_0$ and $J/U \gg (N/2N_0)^2$, see
Eqs. (6) and (7), and assuming \( qa \ll 1 \). In the narrow-band limit, the free-particle mass \( m \) in Eqs. (13)-(15) must be replaced by \( 1/2Ja^2 \), where \( 4J \) is the bandwidth of the lowest allowed energy band. The general form of the singular contribution, Eq. (15), is applicable also in the crossover regime specified by Eq. (6).

The condition \( J/U \gg (N/2N_0)^2 \) ensures small occupation of the lattice sites, \( n_{0a} \ll 1 \), which allows one to use of parabolic dispersion relation for bosons. A reduction of the bandwidth eventually leads to occupation \( n_{0a} \geq 1/2 \) in the center of the trap, see Eq. (5). Under this condition, the inflection points in the full dispersion relation for a narrow-band spectrum become important, leading to specific singularities in the dynamic structure factor.

These singularities, associated with symmetric configurations of excited particles and holes, where studied for the homogeneous case in the context of spin chains, [25–27] and we will not dwell on them here.

Further decrease of the bandwidth results in the formation of an incompressible Mott phase in the center of the trap at \( n_{0a} = 1 \). The Mott phase turns, on both sides, into compressible regions. In these compressible caps, the concentration \( n \) drops from \( n = 1/a \) to zero continuously, see Fig. 2. The dynamic response is, therefore, equal to the sum of contributions of the Mott phase (incompressible) and two caps (compressible),

\[
\tilde{S}(q, \omega) = S_{\text{inc}}(q, \omega) + 2\tilde{S}_{\text{com}}(q, \omega). \tag{16}
\]

Here, the response is averaged over the trap with an appropriate density profile, see Fig. 2, which accounts for the presence of the compressible and incompressible parts. At \( J/U \ll (N/2N_0)^2 \), the Mott phase extends almost over the entire cloud, with the caps constituting a small part of the system. To the leading order in \( J/U \ll 1 \), the Mott phase contribution is given by

\[
S_{\text{inc}}(q, \omega) = \frac{64J^2 \sin^2(qa/2)}{aU^2 W_1(q)} \sqrt{1 - \left( \frac{\omega - U}{W_1(q)} \right)^2}, \tag{17}
\]

where \( W_1(q) = 2J\sqrt{1 + 8 \cos^2(qa/2)} \) and we assumed one atom per site \( (N \ll N_0) \), see Section III B for details. Thus, at the leading order of \( J/U \), the Mott phase produces a semicircular peak of width \( 2W_1(q) \), centered at \( \omega = U \). The contribution of the liquid caps at frequencies \( \omega \approx U \) can be safely neglected since it is small by a factor \( \Delta N/N \ll 1 \), where \( \Delta N = 4J/\epsilon_0N \) is the number of atoms in the caps. At much smaller frequencies, \( \omega \sim J \), the dynamic response is solely due to the caps. The contribution of one cap to Eq. (16) is

\[
\tilde{S}_{\text{com}}(q, \omega) = \frac{2\omega}{a\epsilon_0 N^2} \theta(\omega) \theta(4J \sin(qa/2) - \omega) \sqrt{[4J \sin(qa/2)]^2 - \omega^2}, \tag{18}
\]

see Section IV E. Here, the divergent contribution at the threshold frequency comes from parts of the trap with occupation \( na \approx 1/2 \) and has the origin in the particle-hole symmetry [25–27] mentioned above. The total dynamic response in the Mott regime is shown in Fig. 6 and is plotted using Eqs. (16), (17), and (18).

The dynamic response \( S(q, \omega) \) in the Mott regime \( (J \ll U) \) is peculiar, featuring a hierarchy of weights at different frequencies. The smallest frequency scale is \( \omega \sim J \), where the dynamic response is independent of interaction at large \( U \). The other frequencies are integer multiples of \( U \), \( \omega \approx jU \), where the dynamic response vanishes with increasing \( U \) as \( \propto (J/U)^{2j} \), for \( j = 1, 2, \ldots \), as long as the applicability of the Bose-Hubbard model holds. Ignoring for simplicity the fine structure of the peaks (each peak width is proportional to \( J \)), we represent the dynamic structure factor as

\[
\tilde{S}(q, \omega) = \frac{1}{a} \sum_{j=0}^{\infty} \alpha_p \sin^{\nu}(q) \left( \frac{J}{U} \right)^{2j} \delta(\omega - \Omega_j(q)), \tag{19}
\]

where \( \nu(0) = 1 \) and \( \nu(j > 0) = 2 \), \( \Omega_0 = 4J \sin(qa/2) \) and \( \Omega_{j>0} = jU \), and \( \alpha_j \) are numerical coefficients.

A possible way to tune between different states of a 1D Bose system is provided by control of the optical lattice potential. Typically [2] the crossover between the limits of weak and strong interaction occurs for a sufficiently strong optical lattice potential, allowing one the use of the tight-binding approximation for the single-particle spectrum and of the 1D Bose-Hubbard model for the description of interaction. The increase of the optical lattice potential leads chiefly to the decrease of the single-particle band width \( 4J \), while the on-site repulsion \( U \) changes little. Narrowing of the band width \( 4J \) leads to the evolution of the dynamic structure factor. This evolution allows for a clear interpretation at \( N \ll N_0 \), see Sec. II A. We will follow the changes in the dynamic response accompanying the reduction of the \( J/U \) ratio at small \( N \), e.g., along the dash-dotted line in Fig. 1.

The evolution between the regimes of weak interaction,
strong interaction in the compressible phase, and the regime of coexistence of compressible and Mott phases is best illustrated by the integral characteristics of the dynamic response. For the weakly-interacting gas at \( qa \ll 1 \), we find

\[
\int \frac{d\omega}{2\pi} S(q, \omega) = \frac{3^{1/3}\pi}{2^{2/3}N_0^{1/3}} \left( \frac{J}{U} \right)^{1/2} q, \tag{20}
\]

while after the crossover to the Tonks-Girardeau limit one obtains

\[
\int \frac{d\omega}{2\pi} S(q, \omega) \approx \frac{q}{2\pi}. \tag{21}
\]

The above two estimates match each other at the crossover line in Eq. (6). Remarkably, in the Tonks-Girardeau limit the integral intensity of the dynamic response is independent of the parameters of the system.

Upon further bandwidth reduction, the Mott phase is formed, and at \( J/U \ll (\pi N/8N_0)^2 \), it occupies the most part of the trap, in which case

\[
\int \frac{d\omega}{2\pi} S_{\text{inc}}(q, \omega) = 4 \left( \frac{J}{U} \right)^2 qa^2, \quad qa \ll 1, \tag{22}
\]

\[
\int \frac{d\omega}{2\pi} 2\tilde{S}_{\text{com}}(q, \omega) = \frac{4}{\pi} \left( \frac{N_0}{N} \right)^2 \frac{J}{U} q. \tag{23}
\]

Note that Eqs. (21) and (23) match each other (up to a numerical factor) at the transition line in Eq. (7). Comparing Eqs. (18) and (23) with Eqs. (17) and (22), respectively, we make two interesting observations. First, at \( J/U \ll (N/N_0)^2 \) the responses of the compressible and incompressible parts of the cloud occur at well-separated intervals of \( \omega \). Second, the total weight of the response of the Mott phase is smaller by the factor \( \pi(N/N_0)^2(J/U)(aq) \) than the weight provided by the compressible phases, although the latter occupy only a small fraction of the atomic cloud.

The decrease of the integral intensity in the Mott phase does match the experimental observations, and does not contradict sum rules, see Sec. V B. Indeed the major part of the spectral weight in the presence of the lattice is shifted to higher frequencies associated with the transitions from the lowest to higher single-particle bands.

### III. DYNAMIC STRUCTURE FACTOR OF THE HOMOGENEOUS MOTT PHASE

In this section we consider the Mott phase of the Bose-Hubbard mode and evaluate the dynamic response to leading order of perturbation theory in \( J/U \ll 1 \). The trap potential \( V(x) \) causes no inhomogeneity of the Mott phase and affects only the length over which the Mott phase extends. Considering here a macroscopically large Mott phase (extending over many lattice sites), we omit the trap potential \( V(x) \) from Eq. (1) and separate the Hamiltonian into a main part \( (H_0) \) and a perturbation \( (H_1) \) as follows

\[
H_{BH} = H_0 + H_1, \tag{24}
\]

\[
H_0 = \frac{U}{2} \sum_i \left( b_i^\dagger b_i - \eta \right)^2, \tag{25}
\]

\[
H_1 = -J \sum_i \left( b_{i+1}^\dagger b_i + b_i^\dagger b_{i+1} \right). \tag{26}
\]

Here, \( \eta \) controls the occupancy of a lattice site and is related to the chemical potential \( \mu \) in a linear fashion, \( \eta = 1/2 + \mu/U \).

Upon raising the chemical potential \( \mu \) the lattice begins to be occupied at \( \mu = -2J \), and up to \( \mu \) = \( 2J \{1 - 2J/U + O((J/U)^2)\} \), the state of the lattice is compressible, turning as next into a Mott-insulator state with site occupancy one. The Mott-insulator state turns to a compressible state at \( \mu = U - 4J \{1 + O(J/U)\} \) and emerges again at \( \mu = U + 4J \{1 + O(J/U)\} \) with site occupancy two. We shall be interested, in this section, in any Mott-insulator state, which amounts to choosing values of \( \eta \) away from half-integers by a value \( \sim J/U \). More precisely, to leading order in \( J/U \), the state of the cloud is a Mott insulator if

\[
|\mu - \nu U| > 2(\nu + 1)J, \tag{27}
\]

for all \( \nu = 0, 1, 2, \ldots \). The integer \( \nu \) for which l.h.s. in Eq. (27) takes the smallest value, gives the site occupation number,

\[
p = \nu + \frac{1}{2} + \frac{1}{2} \text{sgn}(\mu - \nu U). \tag{28}
\]

The dynamic structure factor for the Bose-Hubbard model is defined as follows

\[
S(q, \omega) = \frac{1}{a} \sum_i \int_{-\infty}^{\infty} dr e^{i\omega \tau - iqa} \langle \rho_i(\tau) \rho_0 \rangle, \tag{29}
\]

where \( \rho_i = b_i^\dagger b_i - \langle b_i^\dagger b_i \rangle \) is the deviation of the occupation number of site \( i \) from its average value and \( \rho_i(\tau) \) denotes the Heisenberg representation of \( \rho_i \).

Before going into the details of a rigorous derivation of the peak structure of \( S(q, \omega) \) at \( \omega \approx U \), we outline first a simpler derivation which gives the correct spectral weight of the peak. The derivation of the peak shape is deferred to Section III B.

#### A. Spectral weight at \( \omega \approx U \)

For a Mott-insulator state, the ground state in perturbation theory reads

\[
|\Psi_0\rangle = \left( 1 - \frac{H_1}{U} \right) |\Psi_0\rangle + O(H_1^2), \tag{30}
\]
where $|\Psi_0\rangle$ stands for the unperturbed ground state

$$|\Psi_0\rangle = \prod_l \frac{(b_l^\dagger)^p}{\sqrt{p!}} |0\rangle,$$  

(31)

with $p$ being the Mott state occupation number. Note that the form of Eq. (30) is owing to the fact that $H_1$ acting on $|\Psi_0\rangle$ creates only one kind of excitations. The excitation energy is approximately $U$ and each excitation is represented by a particle-hole pair with hard-core interaction between the particle and the hole.

Since here we are interested only in the spectral weight of $S(q, \omega)$, it suffices to write down a complete set of states spanning the space of all excitations with energy $\omega \approx U$ in the lowest order of perturbation theory. Orthogonality with respect to Eq. (30) implies

$$|\tilde{\Psi}_{t_1t_2}\rangle = |\Psi_{t_1t_2}\rangle + |\Psi_0\rangle \frac{\langle \Psi_0 | H_1 | \Psi_{t_1t_2} \rangle}{U} + O(H_1^2),$$  

(32)

where $|\Psi_{t_1t_2}\rangle$ stands for an unperturbed excited state with a particle at site $t_1$ and a hole at site $t_2 \neq t_1$,

$$|\Psi_{t_1t_2}\rangle = \frac{1}{\sqrt{p(p+1)}} b_{t_1}^\dagger b_{t_2} |\Psi_0\rangle, \quad (l_1 \neq l_2).$$  

(33)

Evaluating first the matrix elements

$$\langle \tilde{\Psi}_0 | b_{t_1}^\dagger b_{t_2} | \tilde{\Psi}_{t_1t_2}\rangle = \frac{J \sqrt{p(p+1)}}{U} (\delta_{t_1,t_2+1} + \delta_{t_2,t_1+1}) \times (\delta_{t_11} - \delta_{t_21}),$$  

(34)

we obtain for the dynamic structure factor in Eq. (29) the following result

$$S(q, \omega) = \frac{16 \pi p(p+1)}{a} \left( \frac{J}{U} \right)^2 \sin^2(\frac{qa}{2}) \delta(\omega - U).$$  

(35)

Note that the peak weight increases with $p$ like $p^2$ and is suppressed at small $J$ by the factor $(J/U)^2$. By generalizing the above derivation, it becomes clear that there exist also peaks in $S(q, \omega)$ at frequencies equal to integer multiples of $U$, i.e. $\omega \approx \pm J U$, however the weight of those peaks is suppressed as $(J/U)^2$.

The $\delta$-function in Eq. (31) comes from the fact that we neglected the dispersion relation of the excitations, assuming that they all have energy $\omega = U$. As a matter of fact, accounting for the dispersion relation of the excitations results only in a broadening of the $\delta$-peak, without changing its spectral weight, see next Section.

### B. Semi-circular peak at $\omega \approx U$

The states in Eq. (32) span the space of all excitations at energy $\omega \approx U$. However, they are not eigenstates of the Hamiltonian (24), not even at zeroth order of $J/U$. Below, we build up the eigenstates of the Hamiltonian (24) by a suitable linear combination of the states (32). In order to do so, we first consider the two-body problem that represents the excitation. We solve this problem by going to the center-of-mass and relative motion coordinates. Then, having proper states at the zeroth order of $J/U$, i.e. analogs of Eq. (33), we repeat the steps in Sec. III A to obtain the dynamic structure factor.

To simplify our notations in this section, we set the lattice spacing to unity ($a = 1$) and agree to denote any coordinate dependence by a subscript and momentum dependence by a superscript. Our starting point are the states in Eq. (33) and the matrix elements of the Hamiltonian (24) in the space spanned by these states. The interaction part $H_0$ is already diagonal

$$\langle \Psi_{p_1p_2} | H_0 | \Psi_{q_1q_2} \rangle = \delta_{p_1q_1} \delta_{p_2q_2} \left[ U + \frac{J}{2} \sum_l (p - \eta)^2 \right],$$  

(36)

and moreover, it is proportional to the unity matrix, and thus, is invariant under unitary transformations. We leave $H_0$ aside for the time being and focus on the tunneling part

$$\langle \Psi_{p_1p_2} | H_1 | \Psi_{q_1q_2} \rangle = - J |(p+1)\delta_{p_1q_1} \delta_{p_2q_2} (\delta_{p_1,t_1+1} + \delta_{p_1,t_1-1}) + p\delta_{p_1t_1} (\delta_{p_2,t_2+1} + \delta_{p_2,t_2-1})|.$$

(37)

We decouple the motion of the center of mass [28] of the excitation by the following transformation

$$|\Psi_\times^\prime\rangle = \frac{1}{\sqrt{2\pi}} \sum_{l \in \mathbb{Z}} e^{il\pi/2} |\Psi_{r+l,\xi}\rangle,$$

(38)

where $r = \pm 1, \pm 2, \pm 3, \ldots$, the sum over $l$ runs over all integers of the same parity as $r$ (hence the notation $l \in I_r$), and $\xi \in [-\pi, \pi]$. The states in Eq. (38) are normalized as usually,

$$\langle \Psi_\times^\prime | \Psi_\times^\prime \rangle = \delta_{r,r'} \delta(\xi' - \xi).$$

(39)

In the new basis, the center of mass motion decouples and the matrix becomes diagonal in the momentum $\xi$,

$$\langle \Psi_{r+1}^{\prime\prime} | H_1 | \Psi_{r}^{\prime\prime} \rangle = H_{r',\xi}(\delta(\xi' - \xi)).$$

(40)

The resulting relative-motion problem reads

$$H_{r',\xi}(\delta(\xi' - \xi)) = - T_\xi \delta_{r',r-1} - T_\xi^2 \delta_{r',r+1},$$

(41)

where $r', r = \pm 1, \pm 2, \pm 3, \ldots$ and the effective tunneling amplitude is given by

$$T_\xi = J \left( pe^{-i\xi/2} + (p+1)e^{i\xi/2} \right).$$

(42)

The momentum $\xi$ enters in Eq. (41) as a parameter. Note that the range of values of $r', r$ in Eq. (41) does not include zero. We can, therefore, split $H_{r',\xi}$ into two semi-infinite chains, $H_{r',\xi} = H_{r',\xi}^+ + H_{r',\xi}^-$, where $H_{r',\xi}^\pm$ is given by Eq. (41) with solely positive/negative values of $r', r$. Each of the semi-infinite chains can be solved easily by fictitiously including zero into the domain of values of
were $k \in (0, \pi)$ and the sign index $\pm$ stands for the right/left chain. The phase $\phi_{\kappa}$ originates from $T_{\kappa} = |T_{\kappa}| e^{i\phi_{\kappa}}$ with

$$|T_{\kappa}| = J \sqrt{1 + 4(p+1) \cos^2(\kappa/2)}.$$  

(44)

The states in Eq. (43) are normalized as follows

$$\langle \Psi_{\kappa}^{{k'}} \Psi_{\kappa} \rangle = \delta_{\kappa,k'} \delta(k' - k) \delta(x' - x).$$

(45)

Taking into account the part $H_0$, we obtain that the particle-hole excitation has the dispersion relation

$$\epsilon_{\pm}(k, \kappa) = U - 2\sqrt{|T_{\kappa}|} \cos(k),$$

(46)

with $|T_{\kappa}|$ given in Eq. (44).

The next step would be to correct the states $\ket{\Psi_{\kappa}^{{k'}}}$ in perturbation theory to the first order of $J/U$, and thus, obtain the analog of the states in Eq. (32). This can be done straightforwardly, and for reference, the result reads

$$\ket{\tilde{\Psi}_{\kappa}^{{k'}}} = \ket{\Psi_{\kappa}^{{k'}}} - \frac{2J}{U} a \sqrt{|T_{\kappa}|} \sin(k) \delta(\kappa) \ket{\Psi_{0}}.$$  

(47)

It is, however, not necessary to repeat the same steps as in Sec. III A—remarkably, all those steps can be comprised in a single formula and one can use the bare states $\ket{\Psi_{\kappa}^{{k'}}}$ to evaluate matrix elements. We use the following expression, which turns out to be a considerable shortcut in the calculation,

$$\langle \tilde{\Psi}_{0} | b_{l}^{{\dagger}} b_{l} | \Psi_{\kappa}^{{k'}} \rangle = \frac{i}{U} \langle \tilde{\Psi}_{0} | \tilde{J}_{l} | \Psi_{\kappa}^{{k'}} \rangle,$$

(48)

where $\tilde{J}_{l}$ is the current operator $\tilde{J}_{l} = i[H, b_{l}^{{\dagger}} b_{l}]$ which reads explicitly

$$\tilde{J}_{l} = iJ \left( b_{l}^{{\dagger}} b_{l+1} - b_{l+1}^{{\dagger}} b_{l} \right) + iJ \left( b_{l}^{{\dagger}} b_{l-1} - b_{l-1}^{{\dagger}} b_{l} \right).$$

(49)

Equation (48) holds for the considered model to first order in $J/U$.

Using Eq. (48) or repeating the steps in Sec. III A, we finally obtain

$$\langle \tilde{\Psi}_{0} | b_{l}^{{\dagger}} b_{l} | \tilde{\Psi}_{\kappa}^{{k'}} \rangle = \pm \frac{2J}{U} \sqrt{|T_{\kappa}|} e^{i\phi_{\kappa}} \cos(k) \sin(k/2).$$  

(50)

With the help of the matrix elements in Eq. (50) and the dispersion relation in Eq. (46), the dynamic structure factor in Eq. (29) evaluates to

$$S(q, \omega) = \frac{2p(p+1)}{a} \left( \frac{4J}{U} \right)^2 \sin^2(qa/2) \times \frac{1}{W_{\kappa}(q)} \sqrt{1 - \left( \frac{\omega - U}{W_{\kappa}(q)} \right)^2}.$$ 

(51)

Here, we have reintroduced the lattice spacing $a$ and denoted the width of the peak by $2W_{\kappa}(q)$, where

$$W_{\kappa}(q) = 2J \sqrt{1 + 4(p+1) \cos^2(qa/2)}.$$  

(52)

This completes the derivation of Eq. (17), which is readily obtained from Eq. (51) by specifying the value $p = 1$ for the Mott lobe occupancy. Note also that the spectral weight of $S(q, \omega)$ in Eq. (51) is equal to the spectral weight of $S(q, \omega)$ in Eq. (35), as expected from our discussion in Sec. III A.

Finally, we note that the same problem was studied in Ref. 29 in the limit $p \gg 1$ using a combination of perturbation theory and periodic boundary condition on the wave function. The result of Ref. 29 for $S(q, \omega)$ represents a series of closely spaced $\delta$-spikes located in the neighborhood of $\omega = U$. These spikes become increasingly denser and can be replaced by a continuous curve in the limit of large period of the boundary condition. In order to compare our result against the result of Ref. 29, we replace the sum in Eq. (9) of Ref. 29 by an integral (an extra factor of $1/2$ is needed to account for the sparse summation in the sum). After integration, we recover a semicircular peak in $S(q, \omega)$ centered at $\omega = U$. The width of the peak agrees with our result for width in the limit $p \cos(qa/2) \gg 1$; the prefactor of $S(q, \omega)$ agrees as well, provided differences in the definition of $S(q, \omega)$ are taken into account.

IV. AVERAGED DYNAMIC STRUCTURE FACTOR

In this section, we study the effect of inhomogeneity of the atomic cloud on the dynamic structure factor $S(q, \omega)$. The inhomogeneity is caused by the trap potential $V(x)$, see Eq. (2). The characteristic length over which the atomic density $n(x)$ varies along the trap is usually much larger than the quantum length scale $\lambda$ of the longitudinal trap confinement. For such “soft” confinements, we employ the density averaging in Eq. (12). We first find $n(x)$ in the regimes of interest, using the Thomas-Fermi approximation, and then evaluate the dynamic structure factor averaged over the trap inhomogeneity.

A. Atomic density profile in a 1D trap

Here, we consider a 1D Bose gas subjected to the potentials of a harmonic trap and an optical lattice. We assume that the lattice potential is strong enough to justify our use of the Bose-Hubbard model in Eq. (1). As a limiting case of the Bose-Hubbard model (continuum limit), we recover the model of 1D Bose gas subjected to only a harmonic trap potential, see end of this subsection.

For a soft trap confinement, the density profile $n(x)$ is commonly found using the Thomas-Fermi approximation. The trap potential $V(x)$ is treated classically and
taken into account through the local electro-chemical balance
\[
\frac{\partial \mathcal{E}}{\partial n} + V(x) = \mu, \tag{53}
\]
where $\mathcal{E}$ is the ground state energy (per unit volume) of a homogeneous system of density $n$. In calculating $\mathcal{E}$, energy should be measured with respect to the chemical potential. The profile $n(x)$ is found by solving Eq. (53) for $n$. This approximation yields $n(x)$ accurately for the most part of the cloud, with exceptions being the phase boundaries (points at which $na = 0, 1, 2\ldots$), where the approximation works only qualitatively. For the purpose of calculating the dynamic response of the whole cloud Eq. (53) is sufficient, because only the gross features of $n(x)$ matter.

For weak interaction $U/J_{n0}a \ll 1$ (Bogoliubov limit), due to the bosonic nature of the problem, the resulting density profile is due to the balance between mean-field interaction energy and external harmonic trapping. It is convenient to measure energies from the bottom of the trap, introducing $\bar{n}$ as long as $J/U \ll 1$, where $4J/\mu \ll 1$ in Eq. (3). Upon substitution of $\bar{n} = n_{a}aU$ in Eq. (55), we recover Eq. (4).

In the opposite limiting case $U/J_{n0}a \gg 1$, the Thomas-Fermi approximation is equivalent to the original Thomas-Fermi approximation for fermions, except for the fact that several layers of atoms can be added on top of each other at the price of raising the chemical potential by about $U$ for each layer. For example, the second layer of atoms begins to form in the center of the trap when the following condition is satisfied (retaining leading order in $J/U \ll 1$)
\[
U - 4J = \epsilon_{0} (N/2)^{2}, \tag{56}
\]
where $4J$ represents half of the width of the second Mott band (see Fig. 2) and $N/2$ represents $L/a$ at the leading order of $J/U$. In terms of the total number of atoms $N$ and in the limit $J \to 0$, the second layer starts forming with increasing $N$ at $N = 2N_{0}$. In this section, we will consider not more than a single layer of atoms in the trap, which can be rephrased, with the help of Eq. (56), as follows
\[
N/N_{0} < 2\sqrt{1 - 4J/U} \approx 2(1 - 2J/U). \tag{57}
\]
Precisely this linear dependence of the maximal $N/N_{0}$ on $J/U$ is displayed in Fig. 1 at small $J/U$ (see line 2). Note that Eq. (57) is accurate only to first order of $J/U$, because we used leading order expressions for the Mott bandwidth and atomic cloud length in Eq. (56).

At $J/U \ll 1$ (Tonks-Girardeau limit), the solution can be found by mapping the bosons onto noninteracting fermions, where the repulsive on-site interaction can be accounted for by the Pauli exclusion principle. The atomic density $n(x)$ in the compressible region is then found from
\[
2J [1 - \cos (\pi an(x))] + V(x) = \bar{\mu}, \tag{58}
\]
where we have used the tight-binding expression for the chemical potential of a homogeneous system of non-interacting fermions. In the incompressible region, Eq. (58) does not hold and $n(x)$ is trivially given by $n(x) = 1/a$. From Eq. (58), we find the well-known expression for the atomic density
\[
n(x) = \frac{2}{\pi a} \arcsin \sqrt{\frac{\bar{\mu} - V(x)}{4J}}, \tag{59}
\]
As before, the equation of state is found by integrating $n(x)$ over $x$. At $0 < \bar{\mu} < 4J$, the atomic cloud consists of a single compressible phase (state C in Fig. 1). From Eq. (59), we obtain
\[
N = \frac{4}{\pi} \sqrt{\frac{4J - \bar{\mu}}{\epsilon_{0}}} \left[ E \left( \frac{\bar{\mu}}{\bar{\mu} - 4J} \right) - K \left( \frac{\bar{\mu}}{\bar{\mu} - 4J} \right) \right], \tag{60}
\]
where $K(m)$ and $E(m)$ are the complete elliptic integrals of the first and second kind, respectively. At $4J < \bar{\mu} < U - 4J$, a Mott phase is present in the middle of the cloud, see Fig. 2. Adding the contributions of the Mott phase and two compressible caps to the total number of atoms, we obtain
\[
N = \frac{4}{\pi} \sqrt{\frac{\bar{\mu}}{\epsilon_{0}}} E \left( \frac{4J}{\bar{\mu}} \right), \quad \bar{\mu} \geq 4J. \tag{61}
\]
At the lower limit of applicability of Eq. (61), $\bar{\mu} = 4J$, a Mott phase nucleates in the center of the trap; with $E(1) = 1$ in Eq. (61), one obtains Eq. (7) for $N$.

In the low-filling regime $\bar{\mu} < 4J$ we recover the continuum limit. An arbitrary interaction strength can be accounted for within the Lieb-Liniger model[3] for bosons with effective mass defined by optical lattice. In this limit, all atoms reside at the bottom of the band, $na \ll 1$, and one can approximate the tight-binding dispersion relation as follows
\[
\varepsilon(k) = 2J \left( 1 - \cos (ka) \right) \approx \frac{k^{2}}{2m*}, \tag{62}
\]
where $m^* = 1/2Ja^2$ is the effective mass in the continuum model. In the weak interaction limit, $n(x)$ is given by Eq. (54). At strong interactions, $U/Jna \gg 1$, one obtains from the fermionic representation of the model that

$$n(x) = n_0 \sqrt{1 - \left( \frac{x}{L} \right)^2}, \quad (63)$$

where $n_0 = (1/\pi a)\sqrt{\mu/J}$ and $L = a \sqrt{\mu/\epsilon_0}$. In both cases, $n(x)$ is quadratic in $x$ around the trap center—a feature that also persists through the crossover regime.\cite{30} The equation of state is obtained by integrating $n(x)$. At $U/Jna \gg 1$, integration of Eq. (63) yields

$$N = \frac{\bar{\mu}}{2\sqrt{J\epsilon_0}}. \quad (64)$$

Upon substitution $\bar{\mu} = J(\pi n_0 a)^2$ into Eq. (64), we recover Eq. (5). We note that Eqs. (63) and (64) are applicable at arbitrary ratios $J/U$, as long as $U/Jna \gg 1$, which means $\bar{\mu}/J \ll \min \{1, (U/J)^2\}$.

Having discussed the continuum limit of lattice bosons, it is easy to adapt Eqs. (54), (55), (63), and (64) to the case of confined bosons without an optical lattice. It is achieved by the replacement: $m^* \to m$ and $Ua \to g$.

**B. Dynamic structure factor in the continuum limit, Bogoliubov regime**

For sufficiently small values of $U$, the interaction strength is small, $U/Jna \ll 1$, and the chemical potential lies within the lower parabolic part of the spectrum in the Bose-Hubbard model, $\bar{\mu} \ll 4J$. Considering also small transition frequencies $\omega \ll 4J$, we may take the continuum limit, $a \sim 1/\sqrt{J} \sim 1/U \sim \sqrt{\epsilon_0} \to 0$, in the Bose-Hubbard model and match it with the model for the Bogoliubov sound in 1D, with the only difference being the presence of the trap potential $V(x)$. The Hamiltonian (1) can thus be represented by

$$H = \int dx \phi^\dagger(x) \left[ -\frac{1}{2m^*} \frac{\partial^2}{\partial x^2} + V(x) - \bar{\mu} \right] \phi(x)$$

$$+ \frac{Ua}{2} \int dx \phi^\dagger(x) \phi^\dagger(x) \phi(x) \phi(x), \quad (65)$$

where $1/m^* = 2Ja^2$ and $\phi(x)$ is a boson field operator normalized as $[\phi(x), \phi(x')] = \delta(x-x')$. The model in Eq. (65) coincides with the model we discussed in Sec. II B, up to obvious notational differences: $m \leftrightarrow m^*$ and $g \leftrightarrow Ua$.

In the homogeneous case ($V(x) = 0$), the dynamic structure factor at small $U$ is sharply peaked at the frequency of the Bogoliubov spectrum, see Eqs. (9) and (10). In order to understand the limit in which Eq. (10) is valid, one should imagine taking $U \to 0$ while maintaining $\bar{\mu}$ (i.e. $Ua$) constant. Then, Eq. (10) is exact. In practice, Eq. (10) is a fairly good approximation to the dynamic structure factor at finite $U$ for small $U/Jna \ll 1$, since a weak interaction only broadens the $\delta$-function in Eq. (10) to a power-law singularity, see Sec. IV D.

Next, we average Eq. (10) with the help of Eq. (12), using the Thomas-Fermi density $n(x)$ in Eq. (54). We express the result through the parameters at the trap center and, to avoid doubling notations, we redefine now $v$ as follows, $v = \sqrt{\mu a U/m^*}$. The atomic density at the trap center $n_0$ is given in Eq. (4). We obtain Eq. (14), with $m \to m^*$.

As mentioned above, the Bogoliubov limit is the limit of small $U$. The requirement $U/Jna \ll 1$ can be rewritten using the crossover boundary in Eq. (6) as

$$N \gg N_0 \left( \frac{U}{J} \right)^{3/2}, \quad (66)$$

whereas the requirement $\bar{\mu} \ll 4J$ can be rewritten using Eq. (55) as

$$N \ll N_0 \left( \frac{J}{U} \right)^{3/2}. \quad (67)$$

The two requirements can be met only if $J/U \gg 1$. Furthermore, in order to justify the use of Eq. (12), we have to require that the size of the cloud be much larger than the quantum length scale associated with the motion of a band atom in the trap potential. This imposes a condition on $N$ which becomes more rigid and replaces Eq. (66) at $U \lesssim \epsilon_0^{3/4} \epsilon_0^{1/4}$,

$$N \gg \frac{1}{\sqrt{N_0}} \left( \frac{J}{U} \right)^{3/4}. \quad (68)$$

We summarize here our result: the singular dependence of $S(q, \omega)$ on $\omega$, present at weak interactions in the 1D model, is smeared out towards lower frequencies. Thus, the $\delta$-function divergence present in Eq. (10) is weakened to a square root divergence as shown in Eq. (14).

**C. Dynamic structure factor in the continuum limit, Tonks-Girardeau regime**

Next we consider the limit of strong interaction, $U/Jna \gg 1$, and, for simplicity, restrict our consideration to small energies, $\bar{\mu}, \omega \ll 4J$. Following the same steps as in Sec. IV B, we arrive at the Hamiltonian (65) in the continuum limit. In the limit of strong interaction, the Hamiltonian (65) maps onto a free fermion model (Tonks-Girardeau gas)

$$H = \int dx \psi^\dagger(x) \left[ -\frac{1}{2m^*} \frac{\partial^2}{\partial x^2} + V(x) - \bar{\mu} \right] \psi(x), \quad (69)$$

where $\psi(x)$ is a fermion field operator normalized as follows $\{\psi(x), \psi^\dagger(x')\} = \delta(x-x')$. Note that the interaction
parameter U is not present in Eq. (69), because the effect of the repulsive interaction is accounted for by the fermionic nature of ψ(x). The correspondence between ψ(x) and the bosonic field φ(x) in Eq. (65) involves a non-local phase factor. However, the latter cancels out in quantities which do not involve permutation of particles. In particular, the phase factor cancels out in the dynamic structure factor, since for the density operator we have φ†(x)φ(x) = ψ†(x)ψ(x).

For a non-interacting model, the dynamic structure factor can be easily calculated for an arbitrary V(x). However, since we are interested here in the limit of weak trap confinement, we employ nevertheless the density averaging in Eq. (12). In the homogeneous case (V(x) = 0), the dynamic structure factor is given by Eq. (8), with m → m* and πn ≡ kF = 2m*/μ = (1/a)√μ/J. We note that Eq. (8) is exact in the limit U/Jn → ∞ and it is a fairly accurate approximation at any finite but large interaction strength U/Jna ≫ 1, provided the considered momenta are small q ≪ kF(U/Jna), see Sec. IV.D.

Averaging Eq. (8) with the help of Eq. (12) and using n(x) in Eq. (63), we find ̃S(q, ω) and express it through the parameters at the trap center. To avoid doubling notations, we redefine now kF to refer to the trap center, kF = πn0. The averaged dynamic structure factor is then given by Eq. (13) for q ≤ 2πn0. At larger momenta, q > 2πn0, a similar expression reads

\[ \tilde{S}(q, \omega) = \frac{m^*^2}{\pi n_0 q^2} \sqrt{(\varepsilon_+(q) - \omega - \varepsilon_-(-q))} \times \delta(\varepsilon_+(q) - \omega) \delta(\omega - \varepsilon_-(q)). \]  

The Tonks-Girardeau limit is the limit of small densities. The requirement U/Jn0a ≫ 1 can be rewritten using the crossover boundary in Eq. (6) as

\[ N \ll N_0 \left( \frac{U}{J} \right)^{3/2}, \]  

whereas the requirement μ ≪ 4J (or equivalently n0a ≪ 1) can be rewritten using Eq. (64) as

\[ N \ll N_0 \left( \frac{J}{U} \right)^{1/2}. \]  

This condition is compatible with the condition of having no Mott phase in the trap, see Eq. (7). Additionally, in order to justify our use of Eq. (12) in the Tonks-Girardeau limit we need to require that N ≫ 1, which guarantees that the length of the atomic cloud is much larger than the trap quantum length.

Next we analyze Eq. (13) in the limit of small momenta, q ≪ kF. In this limit the change due to the averaging is dramatic. The spectral weight of S(q, ω), contained before the averaging within ε_-(q) < ω < ε_+(q), is nearly fully pushed out into the region 0 < ω < ε_-(q). We compare the spectral weights in the two regions in what follows. To leading order in q/kF ≪ 1, Eq. (13) reads

\[ \tilde{S}(q, \omega) = \frac{m^*^2}{q} \sqrt{2 - \frac{2m^*\omega}{kFq} + \frac{q}{2kF}}, \]  

for |ω - kFq/m*| ≪ q^2/2m*, and

\[ \tilde{S}(q, \omega) = \frac{2m^*^2\omega}{kFq} \left[ 1 + \frac{m^*\omega}{kFq} \right]^{-1/2} \left[ 1 - \frac{m^*\omega}{2kF} \right]^{-1}, \]  

for 0 ≤ ω ≤ kFq/m* - q^2/2m*. The net spectral weight in Eq. (73) is given by

\[ \int_{\varepsilon_-}^{\varepsilon_+} \frac{d\omega}{2\pi} S(q, \omega) = \frac{q}{3\pi} \frac{2q}{kF}. \]  

To the same order in q/kF, the net spectral weight in Eq. (74) reads

\[ \int_{0}^{\varepsilon_+} \frac{d\omega}{2\pi} S(q, \omega) = \frac{q}{2\pi} - \frac{q}{3\pi} \frac{2q}{kF}. \]  

Comparing Eqs. (75) and (76) to each other, we find that the spectral weight remaining in the region ε_- < ω < ε_+ constitutes only a small part ~ √q/kF of the total weight q/2π. Note that the total weight before averaging is also q/2π. This behavior can be described on a simpler level as follows.

Let us ignore the structure of the (rectangular) peak in Eq. (8) and replace it by a δ-function with the same weight,

\[ S(q, \omega) = q\delta(\omega - kFq/m*). \]  

This approximation can be rigorously justified in the limit q → 0, because the peak width tends to zero faster (∝ q^2) than the frequency at which the peak is centered (∝ q). Carrying out the averaging for S(q, ω) in Eq. (77), we obtain

\[ \tilde{S}(q, \omega) = \frac{m^*^2}{kF} \frac{\omega}{\sqrt{(kFq/m*)^2 - \omega^2}}. \]  

Equation (78) coincides with Eq. (74) to leading order in q/kF in the whole range of ω, except for the neighborhood of ω = kFq/m*. A more precise condition for the validity of Eq. (78) reads |ω - kFq/m*| ≫ q^2/2m*. Equations (77) and (78) explain the gross features of the redistribution of the spectral weight present in Eqs. (73) and (74). Note that the square-root singularity present in Eq. (78) resembles the one obtained for the Bogoliubov limit in Eq. (14). Although the qualitative behaviors of Eqs. (14) and (78) are similar, the Bogoliubov and Tonks-Girardeau limits can be distinguished from each other at small q by the ω-dependence in the numerators of Eqs. (14) and (78).
We summarize here our results. The step-like behavior of \( S(q, \omega) \) at \( \omega = \varepsilon_+(q) \) present in the homogeneous system is smeared to a square-root dependence \( \propto \sqrt{\varepsilon_+ - \omega} \), with \( \varepsilon_+(q) \) evaluated at the density of the trap center. The step at \( \omega = \varepsilon_-(q) \) is smeared in the same way \( (\sqrt{\omega - \varepsilon_-}) \) for \( q \geq 2k_F \). For \( q < 2k_F \), the smearing leads to non-zero spectral weight in the region \( 0 < \omega < \varepsilon_-(q) \); the behavior of \( S(q, \omega) \) at \( \omega = \varepsilon_-(q) \) remains non-analytic, with a diverging derivative on the lower frequency side.

D. Dynamic structure factor in the continuum limit, at arbitrary interaction strength

In the limits of weak and strong interaction, the dynamic structure factor \( S(q, \omega) \) turns to zero if \( \omega \) exceeds the Lieb-1 frequency \( \varepsilon_+(q; n_0) \), corresponding to the maximal density \( n_0 \) in the trap (see Secs. IVB and IV C). Contrary to this limiting behavior, at intermediate interaction strength, \( S(q, \omega) \neq 0 \) at \( \omega > \varepsilon_+(q; n_0) \). Such behavior of \( S(q, \omega) \) for trapped atoms reflects the evolution of \( S(q, \omega) \), with the interaction strength, in a homogeneous system.

In the Bogoliubov limit, a homogeneous system is characterized by a \( \delta \)-function response, see Eq. (10). Deviations from that weak-interaction limit leads to a replacement of the \( \delta \)-function singularity by a power-law divergence [4, 5] with an exponent \( \mu_1 < 1 \), see Eq. (11). The singularity remains nearly symmetric in \( \omega - \varepsilon_+(q) \) and the exponent close to one, if the interaction parameter,

\[
\gamma = \begin{cases} 
mg/n, & \text{without optical lattice,} \\
m^* u/a/n, & \text{with optical lattice,}
\end{cases}
\]

is small, \( \gamma \ll 1 \). Upon increase of \( \gamma \), an asymmetry develops in the peak structure (the higher frequency part, \( \omega > \varepsilon_+(q) \), becomes suppressed), and \( \mu_1 \) is decreasing towards zero. At \( \gamma \gg 1 \) (Tonks-Girardeau limit), the shape of \( S(q, \omega) \) approaches \( \theta(\varepsilon_+ - \omega) \), see Eq. (8).

In the following, we study how the singular behavior of \( S(q, \omega) \) at Lieb-1 mode changes due to averaging over the density \( n(x) \) of the atomic cloud. Our basic assumption is that \( n(x) \) is a smooth function of \( x \) and can be approximated around its maximum at the trap center by a quadratic expansion

\[
n(x) \approx n_0 + \frac{1}{2} n''(0)x^2,
\]

where \( n_0 = n(0) \). We note that this assumption about \( n(x) \) agrees with the numerical analysis of Ref. 30.

The behavior of \( S(q, \omega) \) at Lieb-1 mode is summarized in Eq. (11), see also Refs. 4, 5. We find that the divergence in \( S(q, \omega) \) at Lieb-1 mode is weakened due to averaging over the trap. We average \( S(q, \omega) \) in Eq. (11) using \( n(x) \) in Eq. (80) and obtain \( S(q, \omega) \) in Eq. (15) with the coefficients:

\[
A = \frac{2\pi \mu_1 \Lambda}{\sin(2\pi \mu_1)} \left[ \cos(\pi \mu_1) - \nu_1 \right],
\]

\[
B = \frac{\pi \mu_1 \nu_1 \Lambda}{\cos(\pi \mu_1)},
\]

\[
C = \frac{\nu_1 \Lambda}{1 - 2\mu_1}.
\]

Here, the common factor \( \Lambda \) reads

\[
\Lambda = \frac{cm}{qL} \left[ \frac{\delta \epsilon n_0}{2\Delta \epsilon \left| n''(0) \right|} \right]^{1/2},
\]

where \( c = \sqrt{\pi}/\Gamma(1 + \mu_1)\Gamma(3/2 - \mu_1) \) is a factor order unity \((1 \leq c < 2.2)\) and \( \Delta \epsilon \) is a scale defined below Eq. (86). The nature of non-analytic behavior of \( S(q, \omega) \) is established by Eqs. (15), (81) and (82) for arbitrary \( \gamma \). Next we provide a more detailed form of \( S(q, \omega) \), which can be matched to the results of Sections IVB and IV C.

1. Limit of large \( q \) and arbitrary \( \gamma \)

Here, we consider \( q \gg q_0 \), with

\[
q_0 = \left\{ \begin{array}{ll}
m^* v, & \gamma \lesssim 1, \\
\gamma k_F, & \gamma \gtrsim 1.
\end{array} \right.
\]

In this limit, the dynamic structure factor close to Lieb-1 mode is given by [4, 5] (cf. Eq. (10))

\[
S(q, \omega) \approx K q^\delta_1 \delta_1 \left( \frac{\omega - \varepsilon_+(q)}{vq} \right),
\]

where \( K = \pi n/m^* v \) is the Luttinger liquid parameter, \( \mu_1 = 1 - 1/2K \), and \( \delta(x) = (\epsilon/2) |x|^{-1} \). Note that \( \lim_{\varepsilon \to 0} \delta_1(x) = \delta(x) \). The Luttinger liquid parameter \( K \) is a function of \( \gamma \) only and, for the Lieb-Liniger model, it has the asymptotes [3]

\[
K = \left\{ \begin{array}{ll}
\pi \sqrt{\gamma}, & \gamma \ll 1, \\
1 + 4/\gamma, & \gamma \gg 1.
\end{array} \right.
\]

The equality sign in Eq. (84) holds for the Bogoliubov limit \( \gamma \to 0 \), whereas at finite \( \gamma \) Eq. (84) gives \( S(q, \omega) \) by order of magnitude in a finite range around Lieb-1 mode, \( |\omega - \varepsilon_+(q)| \lesssim vq \). Note that at \( \gamma \gg 1 \), parameter \( K \to 1 \) and \( v \to \pi n/m^* \).

Substituting Eq. (84) into Eq. (12) and using Eq. (80) we arrive at

\[
\tilde{S}(q, \omega) \approx \frac{q}{4\varepsilon_+ L} \sqrt{\frac{n_0 v q}{2\left| n''(0) \right| \Delta \epsilon}} \int_0^\infty \frac{d\xi}{\sqrt{\xi} |W + \xi|} \left| \frac{1}{\nu_1} \right| \mu_1,
\]

where \( \Delta \epsilon = n_0 (\partial \varepsilon_+/\partial n_0) \) and \( W = (\omega - \varepsilon_+)/vq \). In obtaining Eq. (86), we linearized the \( n \)-dependence of the Lieb-1 mode,

\[
\varepsilon_+(q, n) \approx \varepsilon_+(q, n_0) + \frac{\partial \varepsilon_+(q, n_0)}{\partial n_0} (n - n_0),
\]
and retained $n$-dependence only in the position of the singularity in Eq. (84). The upper limit of integration is taken to infinity, since keeping it finite goes beyond the accuracy of these approximations. Equation (86) gives the leading divergence (at $\mu > 1/2$) in $\bar{S}(q, \omega)$ at $W \to 0$. All parameters in Eq. (86) refer to the trap center.

Performing the integration in Eq. (86), we obtain

$$
\bar{S}(q, \omega) \sim \frac{q}{4\varepsilon_+ L} \sqrt{\frac{n q v q}{2|R'(0)|\Delta\varepsilon}} \left\{ \frac{v q}{\omega - \varepsilon_+} \right\}^{\mu_1 - 1/2}
$$

$$
\times \sqrt{\pi} \Gamma\left(\frac{\mu_1 - 1}{2}\right) \tan\left(\frac{\pi \mu_1}{2}\right) \theta(\varepsilon_+ - \omega)
$$

$$
+ \theta(\omega - \varepsilon_+) - \frac{1}{\mu_1 - \frac{1}{2}} \right\}.
$$

(88)

The last term in Eq. (88) is an additive constant and can be omitted at finite $\mu_1 < 2/3 > 0$. However, in the limit $\mu_1 \to 1/2$, which corresponds to $\gamma \gg 1$, the last term plays an important role. In this limit, Eq. (88), as well as Eq. (15) with coefficients defined in Eq. (81) yield

$$
\bar{S}(q, \omega) \sim \frac{m^*}{q} \ln \frac{\pi n q / m^*}{\omega - \varepsilon_+}.
$$

(89)

In Fig. 5, we show the singular dependence of $\bar{S}(q, \omega)$ on $\omega$ as given by Eq. (88).

Next we compare Eq. (88) to Eq. (14) in the limit $\gamma \ll 1$. We use the Bogoliubov spectrum (9) for the Lieb-1 mode and expand it for $q \gg m^* v$,

$$
\varepsilon_+(q) \approx m^* v^2 + \frac{q^2}{2m^*}.
$$

(90)

Substituting here $v = \sqrt{n a U / m^*}$ and differentiating $\varepsilon_+(q)$ with respect to $q$, we obtain the characteristic scale $\Delta \varepsilon = n a U = m^* v^2$. Thus, one should expect that Eqs. (88) and (14) coincide at $|\omega - \varepsilon_+| \ll m^* v^2$. Taking the limit $\mu_1 \to 1$ in Eq. (88) we obtain

$$
\bar{S}(q, \omega) \sim \pi \sqrt{\frac{n a U}{\omega - \varepsilon_+}} \left[ \frac{1}{\omega - \varepsilon_+} \right]^{1/2} \theta(\varepsilon_+ - \omega).
$$

(91)

On the other hand, the same result is indeed obtained from Eq. (14), after expanding the r.h.s. in terms of $\omega - \varepsilon_+$, retaining the leading order term, and taking the limit $q \gg m^* v$.

We summarize here our result: the exponent $\mu_1$ of the power law divergence of $\bar{S}(q, \omega)$ at Lieb-1 mode, predicted in Refs. 4, 5, is reduced by $1/2$ due to averaging over the trap.

2. Limit of strong interaction $\gamma \gg 1$ and arbitrary $q$

In this limit, the peak is asymmetric, [4, 5]

$$
S(q, \omega) \sim \frac{m^*}{2q} \left[ \frac{\varepsilon_+ - \varepsilon_-}{\omega - \varepsilon_+} \right]^{\mu_1} \left[ (1 - \bar{\nu}) \theta(\omega - \varepsilon_+) \right.
$$

$$
\left. + (1 + \bar{\nu}) \theta(\varepsilon_+ - \omega) \right].
$$

(92)

Here, $0 \leq \mu_1 \leq 1/2$ and $0 \leq \bar{\nu} \leq 1$ are given by

$$
\mu_1 = \frac{2}{\pi} \left( 1 - \frac{1}{\pi} \arctan \frac{Q}{\varepsilon_+} \right) \arctan \frac{Q}{\varepsilon_+},
$$

(93)

$$
\bar{\nu} = \frac{1}{Q} \tan \left( \frac{\pi \mu_1}{2} \right).
$$

(94)

with $Q = q / m^* U a = \pi q / k_F \gamma$. Note that here we use a slightly different parametrization of the peak asymmetry than in Refs. 4, 5. The Lieb modes at strong interaction assume the expression in Eq. (8). Equation (92) gives $\bar{S}(q, \omega)$ by order of magnitude in a frequency range around Lieb-1 mode, $|\omega - \varepsilon_+| \leq \varepsilon_+ - \varepsilon_-$. The equality sign in Eq. (92) holds for the Tonks-Girardeau limit ($Q \ll 1$), cf. Eq. (8).

We proceed in the same fashion as in Sec. IV D1, substituting Eq. (92) into Eq. (12) and using Eq. (80), and arrive at

$$
\bar{S}(q, \omega) \sim \frac{m^*}{2q L} \sqrt{\frac{n a (\varepsilon_+ - \varepsilon_-)}{2|R'(0)|\Delta\varepsilon}} \int_0^\infty \frac{d\xi}{\sqrt{\xi}} \left[ \frac{1}{W + \xi} \right]^{|\mu_1|
$$

$$
\times \left[ (1 - \bar{\nu}) \theta(W + \xi) + (1 + \bar{\nu}) \theta(-W - \xi) \right],
$$

(95)

where $\Delta \varepsilon = k_F q / m^*$ and $W = (\omega - \varepsilon_+)/(\varepsilon_+ - \varepsilon_-)$. In Eq. (95), the parameters are taken at the trap center and the approximations made here are the same as in Sec. IV D1. In contrast to the case of Sec. IV D1, the integral here does not diverge at $W = 0$ if $\mu_1 < 1/2$. Nonetheless, Eq. (95) gives the leading order term of the non-analytic part of $\bar{S}(q, \omega)$ at Lieb-1 mode. The analytic part of $\bar{S}(q, \omega)$ is not known at this order of the asymptotic expansion in $W \ll 1$. Performing the integration in Eq. (95), we obtain

$$
\bar{S}(q, \omega) \sim \frac{m^*}{2q L} \sqrt{\frac{n a (\varepsilon_+ - \varepsilon_-)}{2|R'(0)|\Delta\varepsilon}} \left[ \frac{\varepsilon_+ - \varepsilon_-}{\omega - \varepsilon_+} \right]^{\mu_1 - 1/2}
$$

$$
\times \sqrt{\pi} \Gamma\left(\frac{\mu_1 - 1}{2}\right) \left[ \frac{\omega - \varepsilon_+}{\omega - \varepsilon_+} \right]^{\mu_1 - \frac{1}{2}}
$$

$$
\times \left[ \tan\left(\frac{\pi \mu_1}{2}\right) - \frac{1}{\mu_1 - \frac{1}{2}} \right].
$$

(96)

We retained here an additive constant (last term) to ensure proper behavior of Eq. (96) in the limit $\mu_1 \to 1/2$, in which Eq. (96) takes the form of Eq. (89). In Fig. 7, we show the non-analytic behavior of $\bar{S}(q, \omega)$ of Eq. (96) at the Lieb-1 mode.

At $Q \ll 1$, Eq. (96) agrees with the Tonks-Girardeau limit, see Eq. (70). Indeed, substituting $\mu_1 \approx 2Q / \pi$ and $\bar{\nu} \approx 1$ in Eq. (96), we obtain

$$
\bar{S}(q, \omega) \sim \frac{\sqrt{2m^*}}{q} \left[ \frac{\omega - \varepsilon_+}{\Delta\varepsilon} \right]^{1/2} \theta(\varepsilon_+ - \omega).
$$

(97)
Eq. (59). We assume $J/U$ chemical potential $\mu$ where the center of the cloud is incompressible, with the total response mentioned in Sec. II C, see Eq. (18). The dynamic response of an incompressible region has the compressible region as well as its relative contribution to the homogeneous case like $\mu$ at Lieb-1 mode $\omega$. The solid line is plotted using Eq. (96) with the choice of the subleading order expansion of $\mu$ at distances exceeding $\varepsilon_-$ (dotted line). The solid line illustrates the qualitative behavior of $S(q, \omega)$ away from the Lieb-1 mode. The scale of the ordinate axis is arbitrary.

On the other hand, expanding $S(q, \omega)$ in Eq. (70) in terms of $\omega - \varepsilon_+$, we obtain the same result.

To conclude, the singular behavior of $S(q, \omega)$ at $\omega = \varepsilon_+(q)$ is owing to the weak (quadratic) dependence of $n(x)$ on $x$ in the trap center. More generally, the exponent $\mu$ of the singular dependence changes compared to the homogeneous case like $\mu_1 \rightarrow \mu_1 - 1/d$, where $d$ is the power of the subleading order expansion of $n(x)$ in terms of $x$ around its maximum. Normally, $n''(0) \neq 0$, i.e. $d = 2$, which is the case assumed in Eq. (80).

E. Dynamic structure factor of the compressible caps of the Mott phases

In the Mott-insulator regime the atomic cloud consists of compressible and incompressible regions. Here, we evaluate the density-averaged dynamic response of a compressible region as well as its relative contribution to the total response mentioned in Sec. II C, see Eq. (18). The dynamic response of an incompressible region has been considered in Sec. III.

We consider the simplest case illustrated in Fig. 2, where the center of the cloud is incompressible, with $na = 1$, and the ends are compressible, with $n(x)$ given in Eq. (59). We assume $J/U \ll 1$ and agree to measure the chemical potential $\mu$ from the middle of the first Mott band at $x = 0$. The length of one compressible region $\Delta L$ is then given by

$$\Delta L/a = \sqrt{\frac{\mu + 2J}{\epsilon_0}} - \sqrt{\frac{\mu - 2J}{\epsilon_0}} \approx \frac{2J}{\sqrt{\mu} \epsilon_0} + O ((J/\mu)^3).$$

We further assume that the trap potential is sufficiently weak, such that the compressible region is macroscopic, $\Delta L/a \gg 1$, allowing us to use Eq. (12).

In order to calculate the dynamic response, we map the Bose-Hubbard model in Eq. (1) onto a fermionic model in the strong interaction limit $J/U \ll 1$ and at restricted site occupancy $na \leq 1$, obtaining

$$H = -J \sum_i \left( f_{i+1}^\dagger f_i + f_i^\dagger f_{i+1} \right) + \sum_i (\epsilon_0 t^2 - \mu) f_i^\dagger f_i,$$  

where $f_i$ is a fermion annihilation operator, $\{ f_i, f_i^\dagger \} = \delta_{ii}$. As usually, $f_i$ faithfully represents $b_i$ in the low energy subspace ($\omega < U$) up to a non-local phase factor. The phase factor, however, cancels out in the density operator, resulting in $b_i^\dagger b_i = f_i^\dagger f_i$.

In the homogeneous case ($\epsilon_0 = 0$), the dynamic structure factor reads [25, 26]

$$S(q, \omega) = \frac{a^{-1} \mathcal{F}(q, \omega)}{\sqrt{(4J \sin(qa/2))^2 - \omega^2}},$$

where

$$\mathcal{F}(q, \omega) = \theta(\Omega_{++})\theta(-\Omega_{-+}) + \theta(\Omega_{+-})\theta(-\Omega_{-+}),$$

$$\Omega_{ss'} = \mu + 2sJ \cos(qa/2) \cos \phi_0 + s' \omega/2.$$  

Here, $s, s' = \pm 1$ and

$$\phi_0 = \arcsin \left( \frac{\omega}{4J \sin(qa/2)} \right).$$

It is convenient to relate averaging over the density profile in Eq. (59) to an averaging over chemical potential in expressions for the homogeneous case,

$$\bar{S}(q, \omega; \mu) = \frac{a}{2 \Delta L} \int_{-\Delta L}^{\Delta L} S(q, \omega; \mu') d\mu'.$$  

Here, we assumed that $2J < \mu < U - 4J$.

Next, we average $S(q, \omega)$ in Eq. (100) using Eq. (103) and obtain that $\bar{S}(q, \omega)$ is given by r.h.s. of Eq. (100), but with $\mathcal{F}(q, \omega) \rightarrow \mathcal{F}(q, \omega)$, where

$$\mathcal{F}(q, \omega) = \frac{\sqrt{\Omega_{++} - \sqrt{\Omega_{+} + \Omega_{-}}} - \sqrt{\Omega_{+} - \sqrt{\Omega_{+} + \Omega_{-}}}}{\sqrt{\mu + 2J} - \sqrt{\mu - 2J}}.$$  

Thus, we have obtained the dynamic structure factor of a compressible region, normalized to its length. It is convenient next to expand Eq. (104) for $\mu \gg J$, which corresponds to the compressible region occupying only a small portion of the cloud, $\Delta L \ll L$. To leading order, the dependence on $\mu$ drops out and we obtain

$$\bar{S}(q, \omega) = \frac{\omega}{2Ja} \frac{1}{\sqrt{(4J \sin(qa/2))^2 - \omega^2}},$$

with the support $0 < \omega < 4J |\sin(qa/2)|$. We note that this result could also be obtained by making a linear approximation for $V(x)$ over the size of the compressible region, which is compatible with our assumption $\Delta L \ll L$. 

![FIG. 7: Sketch of the dynamic response $S(q, \omega)$ as a function of $\omega$ in the regime of “strong interaction and arbitrary $q$” (see Sec. IV.D.2). The response has a non-analytic point (circle) at Lieb-1 mode $\xi_+(q)$ (solid line) and is strongly suppressed away from $\xi_+(q)$ at distances exceeding $\xi_-$ (dotted line). The solid line is plotted using Eq. (96) with the choice $Q = 1$, corresponding to $\mu_1 = 0.375$ and $\varepsilon_+ \approx 0.67$; the dotted line illustrates the qualitative behavior of $S(q, \omega)$ away from the Lieb-1 mode. The scale of the ordinate axis is arbitrary.](image-url)
Finally, we are in the position to obtain Eq. (18) for the contribution of one compressible region relative to the total length of the cloud. We need only to multiply Eq. (105) by $\Delta L/2L$, where

$$L = a\sqrt{\frac{\mu + 2J}{\epsilon_0}} \approx a\sqrt{\frac{\mu}{\epsilon_0}}. \quad (106)$$

Expressing $\mu$ via $N$ with the help of Eq. (61), $\mu = \epsilon_0 N^2/4$ at $\mu \gg J$, we obtain that $\Delta L/2L = 4J/\epsilon_0 N^2$ and multiplying it in Eq. (105) we arrive at Eq. (18).

We remark that Eq. (104) holds also in the fully compressible regime $-2J < \mu \leq 2J$, provided the square roots are assumed to vanish for negative arguments, i.e. redefining $\sqrt{x} := \theta(x)\sqrt{x}$.

V. DISCUSSION

A. Ways to measure dynamic structure factor

Bragg spectroscopy\cite{9–16} allows one to excite the atomic cloud with a scalar potential of the form

$$\varphi(x,t) = \text{Re} \left[ \varphi_0 e^{i(qx - \omega t)} \right], \quad (107)$$

with $\omega$ and $q$ tunable independently of each other. The control of amplitude $\varphi_0$, ideally, is independent of $\omega$ and $q$. The effective interaction of the atoms with the Bragg probe reads

$$H_{\text{int}} = \int dx \rho(x)\varphi(x,t). \quad (108)$$

The linear response of the atomic cloud to such a perturbation is characterized by the dynamic structure factor studied in this paper.

One way to measure the dynamic structure factor is to perform calorimetric measurements on the system after exposing it to the driving potential $\varphi(x,t)$ for some time. The energy gained by the system per unit time is\cite{31}

$$\frac{dE}{dt} = \omega |\varphi_0|^2 S_N(q,\omega), \quad (109)$$

where $S_N(q,\omega) \approx 2LS(q,\omega)$ is the (unnormalized) dynamic structure factor of the system.

In the experiment of Ref. 15, Bragg scattering was used to excite the atomic cloud at a fixed momentum $q$ and a variable frequency $\omega$ for a fixed duration of time. The response of the atomic cloud to the excitation was observed as a smearing of interference pattern of the atomic density at the final stage of experiment, when the atomic cloud was left to expand freely without confinement. Establishing a relation between the smearing of the interference pattern of the matter waves and the amount of absorbed energy goes beyond the purpose of this paper. Here, we discuss qualitatively only the limiting case, in which the system reaches thermal equilibrium before the trap confinement is released. In this case, one expects that the broadening of the interference pattern is proportional to the temperature of the system, which has been “heated up” by the Bragg excitation. The frequency and momenta at which the system was excited enter in the result only through Eq. (109), and thus, one may take the quantity $\omega S_N(q,\omega)$ as a measure for the calorimetric response.

B. $f$-sum rules in the presence of optical lattice

The response $\omega S_N(q,\omega)$ features several properties which we would like to mention:

1. Complete $f$-sum rule. Regardless of the interaction strength, trap potential, and optical lattice, the particle number conservation for atoms imposes the constraint

$$\int_0^\infty \frac{d\omega}{2\pi} \omega S_N(q,\omega) = \frac{Nq^2}{2m}, \quad (110)$$

where $m$ is the bare atomic mass. According to Eq. (110), the net spectral weight of the calorimetric response is conserved and can change only with particle number $N$ and probe momentum $q$.

2. Partial $f$-sum rule I. A similar sum rule to the one in Eq. (110) can be formulated in the continuum limit of the optical lattice problem. For the cases considered in Sec. IV B, IV C, and IV D, the partial $f$-sum rule reads

$$\int_0^{4J} \frac{d\omega}{2\pi} \omega S_N(q,\omega) = \frac{Nq^2}{2m^*}. \quad (111)$$

Equation (111) is valid for $q \ll \pi/a$ and provided that $\bar{\mu}, U \ll 4J$. This allows us to choose the upper limit of integration to be on the order of the band width $4J$ and to use the effective mass $m^*$. The remaining spectral weight $\propto (1/m - 1/m^*)$ is distributed between higher energy bands, at frequencies above the recoil energy $E_R = \pi^2/2ma^2$. The interaction affects the shape of the integrand in Eq. (111), but does not affect the net weight as long as interband matrix elements of the interaction can be neglected. One may check that $S_N(q,\omega)$ evaluated with the help of Eqs. (13), (14), and (70) satisfies the rule in Eq. (111).

3. Partial $f$-sum rule II. Within the Bose-Hubbard model, following the standard derivation of $f$-sum rule,\cite{31} one finds

$$\int_0^\infty \frac{d\omega}{2\pi} \omega S_N(q,\omega) = -2\sin^2(qa/2) \langle H_1 \rangle \quad (112)$$

where $H_1$ is the tunneling Hamiltonian in Eq. (26) and average $\langle \ldots \rangle$ is taken over the ground state. The upper limit of integration in Eq. (112) is formally infinity for the Bose-Hubbard model. For an optical lattice in the tight-binding limit $J, U \ll E_R$, the upper limit of integration can be replaced by $E_R$. Equation (112) can be considered as a generalization of Eq. (111), to which it
reduces in the limit \( q \ll \pi/a \) and \( \bar{\mu}, U \ll 4J \). We remark that the following inequality \(- (H_1) \leq 2J N\) holds for arbitrary occupation \( na < 1 \) in the Bose-Hubbard model. Therefore, the spectral weight is bounded from above as follows

\[
\int_0^{E_R} \frac{d\omega}{2\pi} \omega S_N(q, \omega) \leq 4JN \sin^2(qa/2). \tag{113}
\]

The latter equation shows that the dynamic response in the low frequency range \( \omega \in [0, E_R] \) is suppressed at least as \( \propto J \). A suppression that is only proportional to \( J \) (or \( 1/m^* \)) is due to the optical lattice and is present also for non-interacting atoms. The interaction leads to an additional suppression when entering into the Mott regime.

4. Suppression of dynamic response in the Mott regime.

In the Mott phase the tunneling is quenched to first order of \( J \), i.e. \( \langle H_1 \rangle = O(J^2) \). At the second order of \( J \), we find \( \langle H_1 \rangle = 2N\Delta \varepsilon_0 \), where \( \Delta \varepsilon_0 < 0 \) is the correction to the ground state energy per atom due to tunneling. Thus, for the Mott phase we have according to Eq. (112)

\[
\int_0^{E_R} \frac{d\omega}{2\pi} \omega S_N(q, \omega) = 4|\Delta \varepsilon_0|N \sin^2(qa/2). \tag{114}
\]

Evaluating \( \Delta \varepsilon_0 \) by perturbation theory, we find \( \Delta \varepsilon_0 = -2(p+1)J^2/U \), where we kept for generality an arbitrary Mott occupation number \( p \). One may check that \( S_N(q, \omega) \) evaluated with the help of Eq. (51) satisfies the rule in Eq. (114). Since \( |\Delta \varepsilon_0| \ll J \), a natural question arises: How does the suppression of dynamic response occur with entering into the Mott regime? To answer this question, it is instructive to consider a homogeneous compressible liquid in the limit \( J/U \ll 1 \). Considering \( na < 1 \), we obtain from Eq. (112)

\[
\int_0^{E_R} \frac{d\omega}{2\pi} \omega S_N(q, \omega) = 4JN \sin^2(qa/2) \frac{\sin(\pi na)}{\pi na}. \tag{115}
\]

Here, the factor \( \sin(\pi na)/\pi na \), which vanishes at \( na \to 1 \), has at its origin the phase space restriction imposed by the interaction. This factor governs the transition between the upper bound in Eq. (113) and Eq. (114) with entering into the Mott regime. Finally, we remark that Eq. (115) is generalized to larger occupations \( p \leq na < p + 1 \) by replacing \( J \to (p + 1)J \) and \( na \to na - p \), where \( p \) is a positive integer.

C. Relation to the experiment of Ref. 15

In this section, we turn to a discussion of the dynamic response measurement reported in Ref. 15. At first, we consider the case without optical lattice, namely the case of Fig. 1(c) of Ref. 15. The dynamic response is a single broad peak centered at \( \omega/2\pi \approx 5 \text{ kHz} \) with a FWHM of about 7 kHz, see Fig. 8. The response comes from an array of 1D tubes loaded with \( ^{87}\text{Rb} \) atoms, with \( N \approx 250 \) atoms in the central tube and with a longitudinal trap frequency of \( \omega_0/2\pi \approx 43 \text{ Hz} \). The system is probed at \( q \approx 7.3 \times 10^6 \text{m}^{-1} \). In Fig. 8, we compare the predictions of our theory against the experimental data. The solid curve shows the dynamic response in the Tonks-Girardeau limit (see Sec. IV C) and is plotted using Eq. (13) with \( \pi n_0 \equiv k_F = \sqrt{2m\bar{\mu}} \) and \( \bar{\mu} = N\omega_0 \). The dashed curve in Fig. 8 shows the dynamic response in the Bogoliubov limit (see Sec. IV B) and is plotted using Eq. (14) with \( mv^2 \approx 3.2 \text{ kHz} \). We explain below how we determine the value of the interaction energy \( mv^2 \) in this limit. The dotted line in Fig. 8 shows the dynamic response in the limit of non-interacting bosons (see Appendix A) and is plotted using Eq. (A3). Unlike the previous two results, the result shown by the dotted line takes into account the “quantumness” of the trap potential, see Appendix A. Note that we used no fit parameters in Fig. 8, except for rescaling all curves to have the same area to obey the \( J \)-sum rule.

The value of interaction energy \( mv^2 \) in the Bogoliubov limit was determined as follows. Using expressions for weak interaction, we relate \( \bar{\mu} \) to \( N \) and \( g \), obtaining

\[
\bar{\mu} \equiv mv^2 = \left[ \frac{3}{4v^2} \sqrt{mg\omega_0 N} \right]^{2/3}. \tag{116}
\]

The coupling constant \( g \) can be extracted from the experimental data in the Mott regime. In particular, we consider Figs. 1(f)-(h) of Ref. 15 and single out a series of peaks which do not shift towards lower energies with increasing the height of the optical lattice potential. These peaks are attributed to the dynamic response occurring at multiples of \( U \) in the Mott regime. In the case of Ref. 15, we were able to identify the peaks occurring at

FIG. 8: Attempted comparison of a theory for a single tube at \( T = 0 \) with experiment for the case without an optical lattice. Experiment: The data points (×) are taken from Fig. 1(c) of Ref. 15. Theory: Several limiting cases are shown. The solid line shows the dynamic response in the Tonks-Girardeau limit (\( \gamma \to \infty \)) given by Eq. (13). The dashed line shows the response evaluated in the Bogoliubov limit, see Eq. (14), at the value of \( mv^2 \approx 3.2 \text{ kHz} \). The dotted line shows the response of non-interacting bosons (\( \gamma = 0 \)) given by Eq. (A3).
the dimensionless interaction strength of this value of interaction energy corresponds to a value of $\gamma$ agrees by order of magnitude with the value of $\gamma$ be a single 1D system and it is as follows

$$V_E = \frac{\pi}{2} g^4 U a,$$

(117)

where $s$ is the potential height ($s = 13$) measured in units of $E_R = \pi^2/2na^2$. The lattice potential is assumed to be $V(x) = sE_R \sin^2(\pi x/a)$ and the lattice constant in the experiment is $a = 415$ nm. With this information, we obtain the value of $mv^2 \approx 3.2$ kHz. We note that this value of interaction energy corresponds to a value of the dimensionless interaction strength of $\gamma \approx 0.32$. This agrees by order of magnitude with the value of $\gamma \approx 0.6$ reported in Ref. 15. The discrepancy may stem from a different definition of $\gamma$, which involves averaging over an ensemble of 1D systems.[32] Our definition of $\gamma$ refers to a single 1D system and it is as follows

$$\gamma = \frac{mg}{n_0},$$

(118)

where $n_0$ is the density in the trap center. With this definition, one can estimate $\gamma$ as

$$\gamma = \min \{\gamma_-, \gamma_+\},$$

(119)

$$\gamma_- = \frac{4\sqrt{2} m g^2}{3 \omega_0 N}$$

(120)

$$\gamma_+ = \pi g \sqrt{\frac{m}{2 \omega_0 N}},$$

(121)

where $\gamma_-$ ($\gamma_+$) is $\gamma$ obtained using the expression for $n_0$ in the Bogoliubov (Tonks-Girardeau) limit.

Next, we return to the comparison made in Fig. 8. We note that the measurement data in Fig. 8 display a much broader maximum than the one predicted by the weak interaction (dashed) or free-boson (dotted) theory. The maximum predicted by the strong-interaction theory (solid) is sufficiently broad, but it is offset by a large energy ($\approx 5$ kHz) away from the position of the measured data. In order to gain an insight into the origin of the discrepancy we verify two hypotheses: (i) averaging over the array of 1D traps is responsible for the broadening of the peak and (ii) finite temperature is responsible for the broadening of the peak. We carry out the averaging over the 2D array of 1D systems in Appendix B. We take into account the fact that different 1D systems may have different particle number $N$, using the probability distribution $P(N)$ in Eq. (B1) taken form Ref. 2. The distribution $P(N)$ depends only on the particle number $N_{\text{max}}$ in the central tube of the 2D array. We take $N_{\text{max}} = 250$ and plot our results of Eqs. (B7) and (B5) in Fig. 9. Averaging over the 2D array modifies the analytic properties of $S_N(q, \omega)$ at the Lieb modes, see Appendix B. The peak shape has changed significantly for the Bogoliubov and Tonks-Girardeau limits as compared to the case of a single 1D system. Nonetheless, the width of the peaks is unaffected by the averaging. This can be easily understood by recalling that the 1D system with the largest particle number $N$ has the largest dynamic response (see $f$-sum rules in Sec. V B). Thus, the dynamic response in a 2D array of tubes is dominated by the tubes close to
the central tube, which have about the same number of atoms $N \sim N_{\text{max}}$. We conclude that averaging over $N$ in the 2D array cannot explain the discrepancy seen in Fig. 8.

Secondly, we verify hypothesis (ii) and analyze the effect of finite temperature in Appendix C.

We find that already noninteracting bosons at high temperature would yield a spectral function with a width of the order of one measured in the experiments, see Fig. 10. This fact is not surprising, since the momentum $q$ at which the system is probed is sufficiently large (a) to cause a sizable broadening of the free-boson peak (see dotted line in Fig. 8) and (b) to increase the exponent $\mu_1$ of the power-law singularity of $S(q, \omega)$ at Lieb-1 mode in the homogeneous Lieb-Liniger model. Despite the fact that effect (b) refers to the homogeneous case, the physical picture behind it applies to any system: interaction effects are less pronounced at large momenta of the probe. In particular, for the Lieb-Liniger model at $\gamma \neq 0$ the exponent $\mu_1$ increases monotonically from $\mu_1 = 0$ at $q = 0$ to $\mu_1 = 1 - 1/2K$ at $q \gg q_0$, where $q_0 \approx \max(mv, mg)$ is the momentum scale defined in Eq. (83). At $q \gg q_0$, a quantum $(q, \omega)$ of the probe excites single bosons projectively rather than exciting many bosons collectively via processes involving interaction. For reference, we note [33] that at $\gamma = 0.6$ the exponent $\mu_1 \approx 0.2$ at $q = 0.1\pi n_0$ and $\mu_1 \approx 0.8$ at $q = \pi n_0$. Similarly, effect (a) becomes pronounced with increasing $q$: the width of the peak scales as $\delta \omega \sim q/m\lambda$, see Appendix A, making any interaction-induced broadening difficult to observe at large momenta ($q/m\lambda \gg m\omega$). A finite temperature complicates the distinction between the interaction and quantum finite-size effects. In Fig. 10, the solid line shows the fit to the experimental data of the free-boson theory for a single 1D trap, see Appendix C; the best fit is obtained at $T = 4.2$ kHz. A characteristic sharp peak of width $\delta \omega \sim q/m\lambda$ with long tails extending over $\delta \omega \sim q\sqrt{T/m}$ is indicative of the regime of high temperatures, $\omega_0 \ll T \ll \omega_0 N/\ln N$. In the very-high-temperature regime, $T \gg \omega_0 N/\ln N$, the sharp peak is absent and the dynamic response is a single broad peak. In Fig. 10, the temperature is intermediate between “high” and “very high”, $T \sim \omega_0 N/\ln N$, which explains the peculiar shape of the peak. In contrast to the case of $T = 0$ (cf. dotted line in Fig. 9), ensemble averaging affects the free-boson dynamic response at $T \neq 0$. Using the probability distribution in Eq. (B1), we carry out the averaging over $N$ and show the result in Fig. 10 (dashed line); note that $T$ for the dashed line was kept at the same value as for the solid line. Not unlike the results of Fig. 9, ensemble averaging does not lead to substantial broadening of the peak (width increases by factor order unity). Taking into account the ensemble averaging in our fit, we obtain a smaller value of temperature, $T \approx 3.3$ kHz, see dotted line in Fig. 10. Since we neglected interactions, this value of temperature is an upper bound on the temperature in the experiment.

In the following, we briefly discuss the case with an optical lattice. At sufficiently strong binding of the optical lattice, the atomic cloud enters into the Mott regime, see Figs. 1(f)-(h) of Ref. 15. As mentioned above, we can identify here several peaks which do not shift to lower frequencies with increasing the optical lattice amplitude. These peaks, in particular the two peaks occurring at frequencies $\approx 2$ kHz and $\approx 4$ kHz, can be attributed to excitations of the Mott phase occurring at frequencies $U$ and $2U$, respectively. At even lower frequencies, the peaks are most probably associated with the response of compressible domains, see Sec. IV E, at $\omega \lesssim 4(p + 1)/J$, with $p$ being the underlying occupation number, see Eq. (28). At low temperatures ($T \ll U$), the main contribution to the peak at $\omega \approx U$ comes from the incompressible phases. According to Eqs. (17) and (18), the contribution of the compressible phases at $\omega \sim J$ and incompressible ones at $\omega \approx U$ into the $f$-sum rule are of the same order [34] at $q \approx \pi/a$ and $N \sim N_0$. This is in a qualitative agreement with the experiment, in spite of the fact that probably $T \sim U$ in the experiment. The spectral weight of the peak at $\omega \approx 2U$ is by $\approx (J/U)^2$ smaller than that of the $\omega \approx U$ peak, see Eq. (19). The tendency of the decrease of $\omega \approx 2U$ peak weight is seen in Figs. 1(f) and 1(g) of Ref. 15.

The dynamic response measured in Ref. 15 features a strong suppression in the range of frequencies $0 < \omega < E_R$ as the system enters into the Mott regime. Such a suppression is to be expected from the $f$-sum rule in Eq. (112).

**Conclusion**

We considered the effect of a smooth trap potential on the momentum-resolved inelastic light scattering off a one-dimensional interacting atomic gas. Cases with and without optical lattice superimposed on the trap potential are analysed in detail. The singularities in the scattering cross-section associated with the excitation of collective modes persist, though in a modified form, even upon the averaging over the varying along the trap gas density. Rounding of the singularities due to the confinement occurs only at the smallest momentum transfers $q$ of the order $q \approx 1/\sqrt{m\omega_0}$, where $m$ and $\omega_0$ are, respectively, the mass and oscillation frequency for an atom in a trap. Another source of smearing, apparently dominant in the current experiments [15], is a finite temperature of the gas.
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**APPENDIX A: QUANTUM FINITE-SIZE EFFECT**

In the bulk of the paper, we consider the effect of a varying atomic density $n(x)$ on the dynamic response by employing Eq. (12). There exists a competing effect to the one accounted for by Eq. (12). The competing effect stems from the finite size of the atomic cloud and it is most vividly seen in the non-interacting limit. In that limit, the averaging in Eq. (12) has no effect, because the Lieb-1 mode is trivially equal to $\varepsilon_+(q) = q^2/2m$ and thus is independent of $n$. In what follows, we consider the example of non-interacting bosons and determine the magnitude of the competing effect.

For non-interacting bosons, the dynamic structure factor can be calculated directly,

$$S_N(q, \omega) = 2\pi N \sum_{\ell=1}^\infty \frac{(q \lambda)^{2\ell}}{2^{\ell!}} e^{-\frac{q^2 \lambda^2}{2}} \delta(\omega - \ell \omega_0), \quad (A1)$$

where $\lambda = 1/\sqrt{m \omega_0}$ is the quantum length scale of the trap and $\omega_0$ is the trap frequency related to $\epsilon_0$ in Eq. (2) by $\omega_0 = (1/\mu) \sqrt{2 \epsilon_0/m}$. For simplicity, we consider the case without an optical lattice. It is convenient to replace the sum over the discrete $\delta$-peaks in Eq. (A1) by a continuous envelope function. Taking the continuum limit of $\ell$ in Eq. (A1), we obtain

$$S_N(q, \omega) = N \sqrt{\frac{2\pi}{\omega \omega_0}} \frac{q^2}{2m \omega} \frac{\omega/\omega_0}{\omega - q^2/2m} \exp \left( -\frac{\omega - q^2/2m}{\omega_0} \right). \quad (A2)$$

Furthermore, since we are interested in small $\omega_0$, we may take the limit $q^2/m \omega_0 \gg 1$ in Eq. (A2) and obtain for the leading order asymptotic term

$$S_N(q, \omega) = N \sqrt{\frac{2\pi}{\omega \omega_0}} \exp \left[ -\frac{\omega - q^2/2m}{\omega_0 q^2/m} \right]. \quad (A3)$$

In the limit $\omega_0 \to 0$, Eq. (A3) becomes $S_N(q, \omega) = 2\pi N \delta(\omega - q^2/2m)$ as expected for the case without a trap.

We summarize the previous paragraph as follows. The $\delta$-peak in $S(q, \omega)$, occurring at frequency $\varepsilon_+(q) = q^2/2m$ for free non-interacting bosons, is broadened by $\delta \omega = q/m \lambda$, due to the “quantumness” of the trap potential. The width $\delta \omega$ can be rewritten in a more general way

$$\delta \omega = \frac{\partial \varepsilon_+}{\partial q} \delta q, \quad (A4)$$

which holds also in the presence of an optical lattice. Here, $\delta q$ is the momentum uncertainty in the ground state due to the zero-point motion in the trap. For the case of optical lattice, $\varepsilon_+(q)$ is the band dispersion relation and $\delta q \sim 1/\lambda^*$, where $\lambda^*$ is the characteristic extension of the ground state wave function. For $\omega_0 \ll 4J$, the length $\lambda^*$ is given by the expressions above, with $m \to m^*$.

For interacting bosons, both the momentum uncertainty and the density variation affect $S(q, \omega)$. Equation (A1) gives the limiting behavior of the dynamic structure factor for non-interacting bosons (or extremely weakly interacting, $\bar{\mu} \ll \omega_0$) and Eq. (12) gives the limiting behavior for a nearly classical (“soft”) trap potential. The crossover between the two limiting cases has a governing parameter, which involves the interaction strength, curvature of the trap potential, and the momentum $q$ at which the system is probed. To determine this parameter, we add to Eq. (A4) a term representing the smearing due to the density averaging employed in Eq. (12),

$$\delta \omega = \frac{\partial \varepsilon_+}{\partial n} \delta n + \frac{\partial \varepsilon_+}{\partial q} \delta q, \quad (A5)$$

where $\delta n$ is on the order of $n_0$ and represents the density variation in the trap. The governing parameter is obtained by taking the ratio of the two terms in Eq. (A5). As an example, let us consider the limit of weak interaction and a sufficiently large $q$, such that we may use Eq. (90) for the Lieb-1 mode. We obtain from Eq. (A5) that $\delta \omega = \bar{\mu} + q/m^* \lambda^*$. Thus, the density averaging prescription of Eq. (12) is valid for

$$q \ll \bar{\mu} m^* \lambda^*. \quad (A6)$$

This condition is compatible with the requirement $q \gg 1/\lambda$, see Sec. II B, if $\bar{\mu} \gg \omega_0$. Similar (but not identical) criteria as in Eq. (A6) can be worked out using Eq. (A5) for each limiting case in which $\varepsilon_+(q)$ is known.

A different (though related) finite-size effect is the discreteness of energy levels in the trap given by the trap frequency $\omega_0$. This discreteness introduces a “coarse graining” of the dynamic response along the frequency axis. In practice, $\omega_0$ is negligible small. In the main text of this paper, we assumed that both $\omega_0$ and the temperature are the smallest energy scales in the problem and neither of them is resolved on the scale of $\omega$.

**APPENDIX B: AVERAGING OVER AN ARRAY OF 1D SYSTEMS**

Here, we consider an ensemble of 1D systems with different number of atoms $N$. We average our results with the following probability distribution[2]

$$P(N) = \frac{1}{3} \frac{N^2/3}{N_{\text{max}}^{1/3}}, \quad N \leq N_{\text{max}}, \quad (B1)$$

where $N_{\text{max}}$ is the maximal number of atoms per 1D system found in the ensemble. The probability distribution in Eq. (B1) describes a situation typically realized
in the experiment.[1, 2, 15, 16] Namely, a large number (10^2−10^3) of 1D systems form out of a 3D Bose-Einstein condensate after an exponential ramp up of a 2D optical lattice potential. The distribution of atoms over the array of 1D systems is obtained as a snapshot of the original 3D density profile (assuming that the atoms had no time to migrate between the 1D systems). For a 3D Bose-Einstein condensate in a spherically-symmetric harmonic trap, the number of atoms per 1D system at position (i, j) in the 2D array is given by[2, 35]

\[ N_{i,j} = N_{\text{max}} \left[ 1 - \frac{2\pi N_{\text{max}}}{5N_{3D}} \left( i^2 + j^2 \right) \right]^{3/2}, \]  

(B2)

where \( N_{3D} \) is the total number of atoms loaded into the 3D trap. The distribution in Eq. (B1) is readily obtained from Eq. (B2), after counting the number of 1D systems with \( N_{i,j} = N \) for a large 2D array.

We start with the Bogoliubov limit analyzed for a single 1D system in Sec. IV C. We express the unnormalized dynamic structure factor \( S_N(q, \omega) = 2L \tilde{S}(q, \omega) \) explicitly through the speed of sound \( v \) entering the expression for \( \epsilon(q) \) in Eq. (9). The speed of sound \( v \) depends on \( N \) as follows

\[ v = \left( \frac{3\omega_0 q}{4\sqrt{2m}} \right)^{1/3} N^{1/3}. \]  

(B4)

We average \( S_N(q, \omega) \) in Eq. (B3) over \( N \) with the probability distribution in Eq. (B1) and obtain

\[ \tilde{S}_N(q, \omega) = \frac{2^{3/2} \pi}{q^3 v^2 \omega_0 g} \left( \omega^2 - \frac{q^2}{2m} \right) \sqrt{\epsilon_2(q) - \omega^2}. \]  

(B5)

for \( q^2/2m < \omega < \epsilon_2(q) \), and \( \tilde{S}_N(q, \omega) = 0 \) otherwise. Here, we replaced \( N_{\text{max}} \rightarrow N \) after performing the averaging. We conclude that averaging over an array of 1D systems modifies the analytic behavior of \( S_N(q, \omega) \). The one-over-square-root singularity present in \( S_N(q, \omega) \) before the averaging is replaced by a square-root non-analyticity after the averaging. The averaging does not change the width of the peak of \( S_N(q, \omega) \) versus \( \omega \), provided we agree to compare the averaged response against the response of a 1D system with \( N = N_{\text{max}} \).

Next, we turn to the Tonks-Girardeau limit analyzed for a single 1D system in Sec. IV C. Using Eqs. (5), (13), and (64), we obtain

\[ S_N(q, \omega) = \frac{2^{3/2} \pi}{q^3 v^2 \omega_0 g} \left[ \sqrt{N - \left( \frac{\omega - q^2/2m}{2\omega_0 q^2/m} \right)^2} - \sqrt{N - \left( \frac{\omega + q^2/2m}{2\omega_0 q^2/m} \right)^2} \right], \]  

(B6)

where the square roots are redefined as \( \sqrt{x} := \theta(x)\sqrt{x} \). Averaging the dynamic response in Eq. (B6) over \( N \) with the probability distribution in Eq. (B1), we obtain

\[ \tilde{S}_N(q, \omega) = \frac{2^{3/2} \pi}{q^3 v^2 \omega_0 g} \left[ f \left( \frac{\omega - q^2/2m}{2\omega_0 q^2/m} \right) - f \left( \frac{\omega + q^2/2m}{2\omega_0 q^2/m} \right) \right], \]  

(B7)

where the function \( f(x) \) is defined as follows

\[ f(x) = \frac{4}{7} x^{3/2} - 1 \left[ \frac{1}{x} - 2_{\text{F}1} \left( \frac{1}{3}, \frac{1}{2}, \frac{1}{2}, 1 - x \right) \right], \]  

(B8)

with \( 2_{\text{F}1}(\alpha, \beta, \gamma, z) \) being the hypergeometric function and the square root redefined as before. Unlike the previous case, the averaging does not change the peak width in \( S_N(q, \omega) \) versus \( \omega \). The non-analytic properties of \( S_N(q, \omega) \) are altered by the averaging, making the non-analyticities at \( \omega = \epsilon_\pm(q) \) less pronounced. We note that \( f(x) \approx (4/9)(1-x)^{3/2} \) at \( x \rightarrow 1 \).

APPENDIX C: DYNAMIC RESPONSE AT FINITE TEMPERATURES

In the bulk of the paper, we were considering dynamic response at zero temperature. Many of the peculiar features of \( S(q, \omega) \) vanish gradually with increasing the temperature. The temperature can usually be regarded as the low energy cutoff limiting the observability of the singular and non-analytic behaviors of \( S(q, \omega) \). A generalization of our theory to finite temperature is possible, although it goes beyond the purpose of this paper. In this paper, our goal was to establish the regimes in which the power-law singularities of \( S(q, \omega) \) derived for the Lieb-Liniger model can be observed in a setup with a trap. The finite temperature results we present below are needed for explaining the data of Ref. 15, see Sec. V C, and are thus elucidating the conditions realized in that experiment.

We consider non-interacting bosons at finite temperature \( T \) in a trap of frequency \( \omega_0 \). The dynamic structure factor is obtained as follows,

\[ S_N(q, \omega) = 2\pi \sum_{\ell = 0}^{\infty} \int dx e^{i\pi q x} \varphi_\ell^*(x) \varphi_\ell(x)^2 \times (1 + N\ell) N\ell \delta(\omega - \omega_{\ell\ell}), \]  

(C1)
where $\varphi_l(x)$ is the harmonic oscillator state, $N_l$ is the average number of particles in state $l$, and $\omega_{\ell l'} = (\ell - l')\omega_0$. Within the grand-canonical ensemble, $N_l$ obeys the Bose-Einstein distribution, $N_l = [\exp((\ell\omega_0 - \mu)/T) - 1]^{-1}$, with the chemical potential $\mu$ determined from the equation of state,

$$\sum_{\ell=0}^{\infty} N_\ell = N, \quad (C2)$$

at a fixed value of $T$. At thermal equilibrium, it is sufficient to consider only absorption processes ($\omega > 0$), since the probabilities of energy emission and energy absorption are related to each other by the detailed balance equation

$$S(q, -\omega) = e^{-\omega/T}S(q, \omega). \quad (C3)$$

Assuming hereafter $\omega > 0$ and evaluating the matrix elements of $e^{iqx}$ in Eq. (C1) on the harmonic oscillator states, we arrive at (cf. Eq. (A1))

$$S_N(q, \omega) = 2\pi \sum_{\ell=1}^{\infty} N(\ell) \ell_2 e^{-q^2/2}\delta(\omega - \ell\omega_0), \quad (C4)$$

$$N(\ell) = \sum_{\nu=0}^{\infty} \frac{\ell!\nu!}{\ell + \nu!} \left[ L_{\ell\nu}^\ell \left( \frac{q^2\lambda^2}{2} \right) \right]^2 (1 + N_{\ell+\nu}) N_{\ell+\nu}, \quad (C5)$$

where $L_{\ell\nu}^\ell(x)$ are Laguerre polynomials. Temperature affects the dynamic structure factor in Eq. (C4) through the shape of the function $N(\ell)$. At $T = 0$, this function is constant, $N(\ell) = N$, and we recover the result of Eq. (A1). In order to analyze the behavior of $N(\ell)$ at finite $T$, we rearrange the sum in Eq. (C5) as follows. We represent $(1 + N_{\ell+\nu}) N_{\ell+\nu}$ as the series (one may regard this series as a formal expansion in powers of variable $\xi^\nu$)

$$(1 + N_{\ell+\nu}) N_{\ell+\nu} = \sum_{p=1}^{\infty} a_p(\ell)\xi^{\nu p}, \quad (C6)$$

$$a_p(\ell) = e^{p\mu/T} \frac{1 - \xi^{\nu p}}{1 - \xi^{\ell p}}, \quad (C7)$$

where $\xi = \exp(-\omega_0/T)$. Then we carry out the summation in Eq. (C5) for each term of the sum in Eq. (C6) separately, using the identity \[36]\[
\sum_{\nu=0}^{\infty} \frac{\nu!L_\nu^\nu(x)L_\nu^\nu(y)z^\nu}{\Gamma(\nu + \ell + 1)} = \frac{(xyz)^{\frac{\ell}{2}}}{1 - z} e^{-\frac{\ell}{2}} I_\ell \left( 2\sqrt{xyz} \right),
\quad (C8)\]

where $I_\ell(x)$ is the modified Bessel function of the first kind and $|z| < 1$. As a result we obtain,

$$N(\ell) = \frac{2^\ell \ell!}{(q^2\lambda)^{\ell\ell}} e^{q^2/2} s(\ell), \quad (C9)$$

$$s(\ell) = \sum_{p=1}^{\infty} a_p(\ell)\frac{\xi^{-\nu p}}{1 - \xi^{\ell p}} e^{-\frac{3\lambda^2}{4} \xi^{\nu p}} I_\ell \left( \frac{q^2\lambda^2\xi^{\nu p}}{1 - \xi^{\ell p}} \right), \quad (C10)$$

Further, we analyze the function $s(\ell)$; the dynamic structure factor in Eq. (C4) is expressed through $s(\ell)$ as

$$S_N(q, \omega) = 2\pi \sum_{\ell=1}^{\infty} s(\ell)\delta(\omega - \ell\omega_0). \quad (C11)$$

We take the continuum limit over $\ell$, assuming that $\omega_0$ is small, and thus only large $\ell = \omega/\omega_0$ are of interest. We are interested in frequencies $\omega \sim q^2/m$, which corresponds to $\ell \sim (q\lambda)^2$. The Bessel function in Eq. (C10) has thus to be evaluated at both large orders $\ell \gg 1$ and proportionally large values of its argument. In order to do this, we use Debye’s asymptotic expansion of the Bessel function \[37]\[^{37}\]

$$I_\ell(z) = \frac{1}{\sqrt{2\pi\ell}} \frac{e^{z\mu}}{(1 + z^2)^{1/4}} \left\{ 1 + \sum_{k=1}^{\infty} \frac{u_k(t)}{\ell^k} \right\}, \quad (C12)$$

$$\eta(z) = \sqrt{1 + z^2} \ln \frac{z}{\sqrt{1 + \sqrt{1 + z^2}}}, \quad (C13)$$

where $u_k(t)$ are polynomials of order $3k$ of $t = 1/\sqrt{1 + z^2}$. We refer the reader to Ref. 37 for the explicit form of $u_k(t)$. Here, we consider only the leading-order term in Eq. (C12), which amounts to dropping the sum over $k$. Expanding, for consistency, also other terms in Eq. (C10) for large $\ell \sim (q\lambda)^2 \gg 1$, we obtain

$$s(\ell) = \frac{1}{\sqrt{\pi q\lambda}} \left[ \frac{e^{z\mu}}{1 - e^{-\frac{1}{2} \omega_0/T}} \sum_{p=1}^{\infty} \frac{1 - e^{-p\omega_0/T}}{\sqrt{1 - e^{-2p\omega_0/T}}} e^{q\mu/T} \right] \times \exp \left[ \frac{1}{\sqrt{\pi q\lambda}} \left( \frac{\ell}{q\lambda} - \frac{q\lambda}{2} \right)^2 \right]. \quad (C14)$$

Equation (C14) is our main result in this appendix. We analyze it in greater detail below. With the help of Eq. (C14), the dynamic structure factor can be expressed, in the continuum limit over $\omega$, as follows

$$S_N(q, \omega) = \frac{2\pi}{\omega_0} s\left(\omega/\omega_0\right). \quad (C15)$$

The convergence of the sum in Eq. (C11) is guaranteed by the factor $e^{p\mu/T}$ in the summand. The ratio $\mu/T < 0$ is found for given values of $N$ and $\omega_0/T$ from Eq. (C2). We consider here only the case $N \gg 1$. With increasing the temperature, $\mu/T$ monotonically increases by absolute value from $\mu/T = -1/N$ at $T = 0$ to $\mu/T \approx -\ln(T/\omega_0 N)$ at $T \approx \omega_0 N$. As a result, the higher the temperature the faster the sum in Eq. (C11) converges. This is in contrast to the sum in Eq. (C5) which converges fastest at low temperatures. The presence of the factor tanh $(\omega_0/2T)$ in the exponent in Eq. (C5) introduces an additional scale $p \sim T/\omega_0$, which can be larger or smaller than the convergence scale $p \sim T/(-\mu)$. As a result, we obtain several temperature regimes:

1. $T \ll \omega_0$, low temperatures,
2. $\omega_0 \ll T \ll T_*$, high temperatures,
3. $T_* \ll T$, very high temperatures,
At low temperatures, $T \ll \omega_0$, the factor $S_N(q, \omega)$ displays a Gaussian peak of width $\delta \omega \sim \sqrt{\omega_0^2/2m}$ centered at $\omega \approx q^2/2m$, see Eq. (A3). Solid line: at high temperatures, $\omega_0 \approx T \ll \omega_0 N/\ln N$, the factor $S_N(q, \omega)$ retains the low-temperature peak at a reduced intensity and develops a much broader (background) peak of width $\delta \omega \sim \sqrt{T^2/q^2/m}$ centered at the same position if $q^2/m \gg T$. Dashed line: at very high temperatures, $\omega_0 N/\ln N \ll T$, only the broad peak is present. The width of this peak continues to increase with temperature, see text at Eq. (C21). The plot is made using Eqs. (C14) and (C15) for a system of $N = 1000$ particles at temperatures $T/\omega_0 = 0$ (dotted), $100$ (solid), and $250$ (dashed); a value of $(q\lambda)^2/2 = 100$ was used.

where $T_s$ is defined as the temperature at which $\mu = -\omega_0$. In the limit $N \gg 1$, we obtain from Eq. (C2) that $T_s$ satisfies the transcendental equation $N = (T_s/\omega_0) \ln (T_s/\omega_0)$. Thus, to leading logarithmic order $(\ln N \gg 1)$, we have $T_s = \omega_0 N/\ln(N)$.

Let us first consider the zero-temperature limit, $T \ll \omega_0$. Approximating $e^{-\omega_0/T} \approx 0$ and $\mu/T \approx -1/N$ in Eq. (C14), we arrive at

$$s(\ell) = \frac{1}{\sqrt{\pi q \lambda}} \left( \sum_{p=1}^{\infty} e^{-p/N} \right) \exp \left[ - \left( \frac{\ell}{q \lambda} - \frac{q \lambda}{2} \right)^2 \right].$$

The sum in the parentheses in Eq. (C16) equals $N$ at $N \gg 1$. Using Eqs. (C16) in Eq. (C15), we recover the zero-temperature result of Eq. (A3), up to $\omega/\omega_0 \leftrightarrow (q\lambda)^2/2$ in the prefactor, which is within the accuracy of the asymptotic expansion.

In the high temperature regime, $\omega_0 \ll T \ll T_s$, we split the sum in Eq. (C14) into two parts. In the first part, the summation index $p$ runs from $p = 1$ to $p \sim T/\omega_0$. Here, we approximate $\tanh(p\omega_0/2T) \approx p\omega_0/2T$ and replace the sum over $p$ by an integral. In the second part, the summation can be carried out explicitly as in the case of Eq. (C16), but with the lower summation bound at $p \sim T/\omega_0$. As a result, we obtain

$$s(\ell) = s_1(\ell) + s_2(\ell),$$

$$s_1(\ell) = \frac{1}{\sqrt{\pi q \lambda}} \frac{T/\omega_0}{1 - e^{-\ell / \omega_0 / T}} \int_0^\infty dz \frac{1 - e^{-hz / \omega_0}}{\sqrt{1 - e^{-2z}}},$$

$$s_2(\ell) = \frac{1}{\sqrt{\pi q \lambda}} \frac{e^{-(\ell q - q \lambda)^2 / 2h^2}}{1 - e^{-\ell / \omega_0 / T}}.$$

where $c$ is a number order one, which can be fixed by requiring $\partial s(\ell)/\partial c = 0$. In practice, choosing a fixed value for $c$ in the range between 1 and 5 yields accurate results. The integral in Eq. (C18) can be expressed through special functions if desired. The qualitative behavior of the functions $s_1(\ell)$ and $s_2(\ell)$, in the considered temperature regime, is as follows. The function $s_2(\ell)$, up to a prefactor, the zero-temperature result, see Eq. (A3). It contributes to $S_N(q, \omega)$ with a relatively sharp peak at $\omega \approx q^2/2m$. In contrast, the function $s_1(\ell)$ has a much broader peak centered at the same place as the peak of $s_2(\ell)$, provided $q^2/2m \gg T$. The dynamic structure factor $S_N(q, \omega)$ is, therefore, a sharp peak with broad tails, see solid line in Fig. 11. As the temperature increases, the relative spectral weight shifts from the peak to the tails.

The width of the sharp peak is given by Eq. (A4) with $\delta q \sim 1/\lambda$. The width of the broad peak is given by the same equation but with $\delta q \sim \sqrt{mT}$. The physical explanation for the coexistence of the sharp and broad peaks is the fact that in this temperature regime a macroscopic fraction of particles occupy the ground state of the harmonic potential. The sharp peak is due to the particles in the ground state and the broad peak is due to the particles in the thermal tail of the Bose-Einstein distribution function.

In the “very high” temperature regime, $T \gg T_s$, the contribution $s_2(\ell)$ can be neglected. Furthermore, the upper bound of integration in Eq. (C18) can be extended to infinity, since the factor $e^{\mu z / \omega_0}$ suppresses the integrand before the upper bound is reached. As a result, we obtain

$$s(\ell) = \frac{1}{q \lambda} \frac{T/2\omega_0}{1 - e^{-\ell / \omega_0 / T}} \left[ \frac{\Gamma(\mu_-)}{\Gamma(\mu_+ + \mu_-)} - \frac{\Gamma(\mu_+)}{\Gamma(\mu_+ + \mu_-)} \right],$$

$$\mu_+ = -\frac{\mu}{2\omega_0} + \frac{1}{4} \left( \frac{\ell}{q \lambda} \pm \frac{q \lambda}{2} \right)^2.$$

If $q^2/2m \gg T$, then the dynamic response has a peak at $\omega \approx q^2/2m$ with width $\delta \omega \sim (q/m) \sqrt{(-\mu)m}$. A simple expression for $\mu$ can be given only if temperature is sufficiently high, $T \gg \omega_0 N$, see text below Eq. (C15). Then, the width of the peak is

$$\delta \omega \sim q \sqrt{\frac{T}{m} \ln \left( \frac{T}{\omega_0 N} \right)}.$$
If $q^2/2m \ll T$, then $S_N(q, \omega)$ is a monotonically decaying function of $\omega$ on the scale of temperature.

We show the behavior of $S_N(q, \omega)$ in different temperature regimes in Fig. 11.
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