I. INTRODUCTION

Spintronics is currently the main contender for next-generation nanoscale devices, aiming for faster processing speeds and lower power consumption 1. On the other hand, superconductors stand out as ultra-low energy dissipation systems. Superconductivity thus has the potential to reduce inherent heating effects in spintronic devices. As such, many different approaches have been developed to enhance spintronic effects through the incorporation of superconductivity, and to understand the interactions that arise due to the coexistence of superconducting and magnetic states. Such efforts have spawned the relatively new field of superconductor spintronics 2,3.

Molecular nanomagnets 4-6 are good candidates for qubit realization, due to their long magnetization relaxation time 7-10. Hybrid structures, such as the nanomagnet coupled to Josephson junction (NM-JJ), are also important contenders for the development of spintronic devices 11,12. The dynamics of magnetic nanoparticles and that of the JJ are separately governed by nonlinear differential equations. The magnetic nanoparticle can be described by the Landau–Lifshitz-Gilbert equation 13, while, the Josephson junction, can be described by the resistively and capacitively shunted Josephson junction (RCSJ) model 14.

The coupling in JJ-NM system may be established in different ways, particularly, through the spin orbit coupling in ϕ0− junction 15. Another type of coupling is realized in NM-JJ, where the electromagnetic coupling between spin-wave and Josephson phase takes place 17–24.

The nonlinear dynamics of the JJ is sensitive to the orientation of the magnetization 16,25,31, and a rich physics has been predicted due to this type of coupling between the Josephson and magnetic subsystems: for example, supercurrent-induced magnetization dynamics 25,32,33. In the NM-JJ system, the reversal of the magnetic moment by the supercurrent pulse 30, the appearance of Devil’s staircase 24 and Kapitza pendulum effects 11,54,55, have been investigated.

Recently an irregular easy axis reorientation demonstrating the Kapitza pendulum features were observed in numerical simulations of nanomagnet coupled to the Josephson junction. To explain its origin we study the magnetization bifurcations and chaos which appear in this system due to interplay of superconductivity and magnetism. The bifurcation structure of the magnetization under the variation of Josephson to magnetic energy ratio as a control parameter demonstrates several precessional motions. They are related to chaotic behavior, bistability, and multi-periodic orbits in the ferromagnetic resonance region. Effect of external periodic drive on the bifurcation structure is investigated. The results demonstrate high-frequency modes of periodic motion and chaotic response near resonance. Far from the ferromagnetic resonance we observe a quasiperiodic behavior.

The coupling in JJ-NM system may be established in different ways, particularly, through the spin orbit coupling in ϕ0− junction 15. Another type of coupling is realized in NM-JJ, where the electromagnetic coupling between spin-wave and Josephson phase takes place 17–24.

The nonlinear dynamics of the JJ is sensitive to the orientation of the magnetization 16,25,31, and a rich physics has been predicted due to this type of coupling between the Josephson and magnetic subsystems: for example, supercurrent-induced magnetization dynamics 25,32,33. In the NM-JJ system, the reversal of the magnetic moment by the supercurrent pulse 30, the appearance of Devil’s staircase 24 and Kapitza pendulum effects 11,54,55, have been investigated.

In Ref. 11,37, the authors introduced the Kapitza pendulum as a mechanical analog to the NM-JJ system and demonstrated the reorientation of the easy axis of the magnetic moment of the nanomagnet. In this case, the Josephson to magnetic energy ratio G plays the role of the drive amplitude of the variable force and Josephson frequency ΩJ plays the role of the drive frequency in the Kapitza problem. The average magnetization component mz characterizes the changes of the stability position. However, at present, to the best of our knowledge, there is no systematic study of the nonlinear dynamic features in the NM-JJ systems. Therefore, in this article, the dynamical equations which describe the coupling in this system in the framework of the voltage biased Josephson junction is studied. We investigate the magnetization bifurcations and chaos which appear in this system due to interplay of superconductivity and magnetism, and calculate the bifurcation diagrams, Lyapunov exponents and Poincaré sections. The several precessional motions related to chaotic behavior, bistability, and multi-periodic orbits in the ferromagnetic resonance region (FMR) are demonstrated. Chaos driven by the external periodic drive is also investigated. An estimation of the model parameters shows that there is a possibility for the experimental observation of the predicted phenomenon.

The plan of the rest of the paper is as follows. In Sec II we describe the model and present an estimation of the model parameters. The dynamics and reorientation features of the nanomagnet coupled to Josephson junction is demonstrated in Sec III. This is followed by a discussion of the bifurcation diagrams and Poincaré sections. In Sec IV we discuss the chaos driven by an external periodic drive. Here, the appearance of the quasiperiodic motion is presented also. Finally, we conclude in Sec V.
II. MODEL

We consider short Josephson junction (JJ) with length \(l\) coupled to a single-domain nanomagnet with magnetization \(\mathbf{M}\) and easy axes in \(y\)-direction. The nanomagnet is located at distance \(r_M = a\hat{x}\) from the center of the junction as shown in Fig. 1. The magnetic field of the nanomagnet alters the Josephson current, while the magnetic field generated by the Josephson junction acts on the magnetization of the nanomagnet. Thus, an electromagnetic interaction between the JJ and nanomagnet is occurred.

![Schematic diagram of the system of JJ-NM with the system geometry. In the equivalent circuit, \(V_a\) is the bias voltage, \(V_{ac}\) is the ac external drive, \(I_s\) is the superconducting current, \(I_R\) is the resistive current, and \(I_D\) is the displacement current.](image)

The magnetization dynamics in such system can be described by the Landau–Lifshitz–Gilbert (LLG) equation \([36, 37]\):

\[
\frac{d\mathbf{M}}{dt} = -\gamma \mathbf{H}_{eff} \times \mathbf{M} + \frac{\alpha}{M_0} \left( \mathbf{M} \times \frac{d\mathbf{M}}{dt} \right), \tag{1}
\]

where \(\alpha\) is the Gilbert damping parameter, which is a property of the material and lies between 0.0001 and 0.1 for most ferromagnetic materials \(38, 39\), and \(\gamma\) is the gyromagnetic factor. The effective field in LLG equation is given by \(15\):

\[
\mathbf{H}_{eff} = -\frac{1}{V_F} \frac{\partial E}{\partial \mathbf{M}}, \tag{2}
\]

where \(V_F\) is the volume of the nanomagnet, and the total energy \(E\) of the system is the sum of magnetic anisotropy energy \(E_M\), Josephson energy \(E_J\), and Zeeman energy \(E_Z\). The first two terms are given by

\[
E_M = -\frac{K_{an}V_F}{2} \left( \frac{M_z}{M_0} \right)^2, \tag{3}
\]

\[
E_J = \epsilon_J \left[ 1 - \cos \left( \frac{2\pi}{\Phi_0} vt + \varphi_m \right) \right]. \tag{4}
\]

Here \(K_{an}\) is the magnetic anisotropy constant, \(M_0 = |\mathbf{M}|\) is the saturation magnetization, \(\epsilon_J = \Phi_0 I_c/2\pi\), \(I_c\) is critical current of the JJ, \(\Phi_0\) is the flux quantum, and \(v\) is the bias voltage for JJ. The phase shift \(\varphi_m\) is induced due to mutual interaction of the nanomagnet and JJ. This shift can be calculated from the vector potential \(\mathbf{A}_m(r, t)\) which takes into account the magnetic field of the nanomagnet created at point \(r\) and external magnetic fields if considered (see refs. \([12, 35]\) for detail).

According to this, the shift is given by \(12\):

\[
\varphi_m = -\frac{2\pi}{\Phi_0} \int dl \cdot \mathbf{A}_m(r, t) = -km_z, \tag{5}
\]

where the integration goes from one side of the junction to the other side, \(\mu_0\) is the permeability of free space and \(k\) play the role of the coupling in the proposed system. The last term which contributes to the total energy is generated by the normal current and is given by \(12, 35\):

\[
E_z = -I_N \int dl \cdot \mathbf{A}_m(r, t). \tag{6}
\]

where in the dimensionless form \(I_N = [v - km_z]\), and \(V = v/I_c R\) is the normalized voltage. In our normalization \(V = \Omega_J, \Omega_J = \omega_J/\omega_c, \omega_J\) is the Josephson frequency \(\omega_J = 2\pi v/\Phi_0, m = |\mathbf{M}|/M_0, t\) is normalized to \(\omega_c^{-1}, \omega_c = 2\pi I_c R/\Phi_0\) is the Josephson characteristic frequency, \(R\) is the junction resistance, \(\omega_F\) is the ferromagnetic resonance frequency, \(\Omega_F = \omega_F/\omega_c\), and the effective field \(h_{eff}\) is normalized to magnetic anisotropy field. According to this, the LLG reads as

\[
\frac{d\mathbf{m}}{dt} = -\frac{\Omega_F}{(1 + \alpha^2)} \left( \mathbf{m} \times \mathbf{h}_{eff} + \alpha [\mathbf{m} \times (\mathbf{m} \times \mathbf{h}_{eff})] \right), \tag{7}
\]

with,

\[
h_y = m_y, \quad h_z = \tilde{h}_z - \epsilon km_z
\]

and

\[
\tilde{h}_z = \epsilon [\sin(\Omega_J t - km_z) + \Omega_J]. \tag{8}
\]

where \(h_y, h_z\) are the components of the effective field in the \(y\)- and \(z\)-direction respectively, \(\epsilon = Gk, G = \epsilon_J/K_{an} V_F\) is the Josephson to magnetic energy ratio.

For experimental realization of such a system, we introduce approximate estimations for the model parameters based on Refs. \([10, 42, 44, 45]\). We present in Table I estimations for typical Josephson junctions, in Table II for typical nanomagnet parameters, and in Table III for model parameters. The value of \(k\) depends on the distance of the nanomagnet from the JJ and the length of the junction (here, for estimation we consider \(a = 250 \mu m\)). Experimental results give the estimation for the ferromagnetic resonance frequency of nanomagnets within the range of \(\sim 5 - 10 GHz\) \([44, 45]\). In the voltage-biased Josephson junction, one can tune the Josephson frequency in a wide region around the FMR.
We consider the ferromagnetic resonance frequency $\Omega_F = 1$, the coupling constant between the JJ and the nanomagnet $k = 0.05$, and the Gilbert damping parameter $\alpha = 0.1$. We have chosen the Josephson to magnetic energy ratio $G$ and the Josephson frequency $\Omega_J$ as control parameters, which represents an experimentally reasonable choice. All our calculations start with minimum value of $G = 0.01\pi$.

### III. Irregular Reorientation Behavior, Bifurcations and Chaos

In the proposed model, the magnetic field of the total tunneling current (both the superconducting and quasiparticle) have been taken into account. This leads to the two different reorientation mechanisms of the nanomagnet easy axis. One mechanism is related to the magnetic field, created by the quasiparticle current flowing through the JJ. The other one is related to the oscillating magnetic field generated by the superconducting current. The second one is a manifestation of Kapitza pendulum-like feature which was observed in the magnetization dynamics of the nanomagnet [11, 55] and $\varphi_0$-junction [34].

Figure 2 shows the average magnetic moment component $m_z$ as a function of the Josephson to magnetic energy ratio $G$. One can see the smooth change of $<m_z(t)>$ from zero to one as a function of $G$ at $\Omega_J = 5$. The stabilization of the magnetic moment components dynamics occurs at $M = (0, 0, 1)$, when $G$ exceeds a certain reorientation value, which indicates a complete reorientation of the magnetic moment. Notice that for $\Omega_J \approx \Omega_F$ the fluctuations of $<m_z(t)>$ appear before the complete reorientation. To understand the origin of the fluctuations at the FMR, we investigate the dynamics of the effective field and the transformations of the magnetic moment dynamics for two cases, one at the FMR, the other far away.

The dynamics of the effective field components $h_y(t)$ and $h_z(t)$ as functions of $G$ at $\Omega_J = 1$ and $\Omega_J = 5$ are demonstrated in Fig. 3. As we see, there is no temporal dependence of $h_y(t)$ and $h_z(t)$ at a small $G << 1$ (the curve with $G = 0.01\pi$) since the Josephson energy is too small in compare to anisotropy energy and its magnetic field does not affect the nanomagnet. The temporal dependence of $h_y(t)$ at $G > 1$ demonstrates irregular oscillations with different amplitudes at $\Omega_J \approx \Omega_F$ (see Fig. 3a-i)) and regular oscillations at $\Omega_J > \Omega_F$ (see Fig. 3b-i). On the other hand, the temporal dependence of $h_z(t)$ shows a periodic structure (see Fig. 3a-ii) and Fig. 3b-ii) with amplitude which increases with the increasing in $G$ at fixed $\Omega_J$. The stabilization of the magnetic moment dynamics occurs at $M = (0, 0, 1)$, when $G$ exceeds a certain reorientation value, which indicates a complete reorientation of the magnetic moment. The value of $G$ at which the complete reorientation occurs decreases with increasing $\Omega_J$.

---

### Table I. Typical Josephson junctions parameters

| Parameter       | Material          | $Al/Al_2O_3/Al$ | $Nb/Al_2O_3/Nb$ |
|-----------------|-------------------|-----------------|-----------------|
| $l$             | 141 nm            | 20 nm           |
| $I_c$           | 20 nA             | 6 mA            |
| $\epsilon_J$   | $6.58 \times 10^{-23}$ | $2.19 \times 10^{-18}$ |
| $R$             | 10 k$\Omega$      | 0.003$\Omega$   |
| $\omega_c$     | $\sim 600$ GHz    | $\sim 50$ GHz   |

### Table II. Parameters

| Parameter | Material          | $M_0$            | $K_{an}$        | $v$             |
|-----------|-------------------|------------------|-----------------|-----------------|
|           | $kJ/m^3 (SmCo_5)$ | $17000$ kJ/m$^3$ | $20$ kJ/m$^3$   | $\sim 1.979$ m$^3 \times 10^{-23}$ |

### Table III. Model parameters

| Parameter       | $Al/Al_2O_3/Al$ | $Nb/Al_2O_3/Nb$ |
|-----------------|-----------------|-----------------|
| $k$             | 0.01            | 0.01            |
| $G$             | 0.0001          | $\alpha$ $k_0$ |
|                 | $10\pi (v \sim 120$ nm$^3$) | and $k_{an} = 10kJ/m^3$ |
Figure 2. The average magnetization component \( \langle m_z(t) \rangle \) as a function of \( G \), demonstrating the Kapitza pendulum-like features in NM-JJ system \[11, 35\]. The blue solid line indicate the results calculated at \( \Omega_J = 1 \). The black dashed line at \( \Omega_J = 5 \).

Figure 3. The temporal dependence of effective field components as a function of \( G \): (a-1) \( h_y(t) \) and (a-2) \( h_z(t) \) at \( \Omega_J = 1 \), (b-1) \( h_y(t) \) and (b-2) \( h_z(t) \) at \( \Omega_J = 5 \). The numbers indicate the value of \( G \).

The dynamical behavior of \( h_y(t) \) and \( h_z(t) \) reflects on the average value of the effective field components. Therefore, we investigate \( h_{y-av} \) and \( h_{z-av} \), as functions of \( G \) and \( \Omega_J \) and create 2-D maps, which are demonstrated in Fig. 4(a and b). Fig. 4(a) shows that the average of \( h_y \) has a non-zero values only at \( G < 20\pi \) and around the FMR condition (\( \Omega_J \approx \Omega_F \)), while the average of \( h_z \) smoothly increasing with the increasing in \( G \) and \( \Omega_J \) (see Fig. 4(b)). We note that the condition \( h_{y-av} = 0 \) indicates the complete reorientation of the magnetic moment, while the negative values of \( h_{y-av} \) indicates the reversion of the easy axis \[11, 12\]. The reorientation features at \( \Omega_J >> \Omega_F \) have been investigated in Refs. \[11, 35\]. Here, we investigate the regions of the non-zero values of \( h_{y-av} \) which appear at small \( \Omega_J \) (\( \Omega_J < 2 \)). The system in this region is influenced by the irregular oscillations of \( h_y(t) \), which can be a cause of a chaotic dynamic of the nanomagnet. So, we calculated the LLE as functions of \( G \) and \( \Omega_J \). The results of our calculation is presented in Fig. 4(c). The LLE shows a non zero value at \( \Omega_J \approx \Omega_F \). Therefore, the system may demonstrates a chaotic response in this interval of frequencies.

A. Dynamical effects at \( \Omega_J = 1 \)

To confirm the chaotic nature of the magnetic moment dynamics we calculate the bifurcation diagrams. The bifurcation diagrams reveal structural changes of the motion in the parameter space \[39\].

Figs. 5 (a-c) show the bifurcation trees of the magnetization as a functions of \( G \) (at the FMR \( \Omega_J = \Omega_F \)) before the complete reorientation of the easy axis. The bifurcation tree starts from the fixed point (FP) \( (m_y = 1) \) and
Figure 5. Bifurcation diagram of the magnetization components (a) $m_x$, (b) $m_y$, (c) $m_z$, (d) the average value of $m_z$ component and (e) the largest Lyapunov exponent as a function of $G$ at $\Omega J = 1$.

demonstrates a period-1 (P1) motion (0-branch on the bifurcation tree) at $G < 6$. The first period doubling (or the 1st branch) occurs at $G = 6$ and the system starts to perform period-2 (P2) motion up to $G < 7.9$. Second period doubling is observed at $G = 7.9$ (period-4 (P4) motion). Then, chaotic bands can be observed at the intervals $[8, 11.5]$ and $[16, 20]$, with the periodic motion in between. The system demonstrates a bistable state (BS), two points with the same value, but different signs, for $m_x$ and $m_y$ within the intervals $[12.7, 16]$ and $[30, 43.5]$, while $m_z$ shows the regular P1 motion. In addition to this, two folding bifurcation are revealed (indicated by the hollow arrows in Fig 5(a)). Finally, the system approaches the stable FP at $G \geq 43.5$, corresponding to the complete reorientation of the easy axis $m_z = 1$.

The system transition from one kind of motion to another is accompanied by abrupt changes in the average magnetization components. We demonstrate such changes in Fig 5(d), where the irregular reorientation behavior of $<m_z(t)>$ appears before the complete reorientation. The $LLE$ calculation confirms the chaotic behavior of the magnetization (see Fig 5(c)). The positive values intervals of $LLE$ coincide with the chaotic bands observed in the bifurcation diagrams.

Figure 6. Orbits of motion (blue curve) of the system and corresponding Poincaré section (red dots). (a) at $G = 9$ with chaos, (b) at $G = 12$ with P2 motion, (c) at $G = 14$ with bistable states in $m_x$ and $m_y$, and P1 motion in $m_z$. All panels are done at $\Omega J = 1$.

To support our conclusions, concerning the chaotic behavior, we also calculate the Poincaré sections along with the orbits of motion at specific values of $G$ and results presented in Fig 6. The Poincaré sections with one point only indicates that the magnetization exhibits P1 motion, two points – P2 motion, and so on. The magnetization dynamics shows the dense and random distribution of the trajectories and the Poincaré section points at $G = 9$ (see Fig 6(a)). This along with the positive $LLE$ and dense distribution of points on the bifurcation diagram confirm the chaotic nature of those states. Fig 6(b) demonstrates the trajectories and the Poincaré section points of the P2 motion at $[11.5, 12.7]$. However, two points in the Poincaré section can also indicate BS, as it is presented in Fig 6(c), where $m_x$ and $m_y$ show BS and P1 motion in $m_z$ at $[12.7, 16]$ in the bifurcation diagram. In BS the trajectory reaches a limit cycle near the $±y(x)$-axis depending on the initial condition.

B. Dynamical effects at $\Omega J = 1.5$

Next, we investigate the transformation of the magnetic moment dynamics from the case $\Omega J = \Omega F = 1$ to $\Omega J \simeq \Omega F$. Figs 7(a-c) show the bifurcation trees of the magnetization as a functions of $G$ at $\Omega J = 1.5$. In this case a simpler bifurcation structure is observed for precessional motion in compared to $\Omega J = 1$. The bifurcation trees at $\Omega J = 1.5$ demonstrate only the periodic motions of different order, BS and FP and the $LLE$ equals zero within the whole calculation range. The average $<m_z(t)>$ as a function of $G$ presented in Fig 7(d)
reflects the transition of the system from one kind of motion to another one.

Figure 7. Bifurcation diagram of the magnetization components (a) $m_x$, (b) $m_y$, (c) $m_z$ and (d) the average value of $m_z$ - component as functions of $G$ at $\Omega_J = 1.5$.

Figure 8. Orbits of the motion of the magnetization (dashed line for $\Omega_J = 1.5$, solid line for $\Omega_J = 1$) and corresponding Poincaré sections.

Figure 8 demonstrates a shrinking of orbits of motion under the increase of $\Omega_J$. The increases of the driving frequency $\Omega_J$ reduces also the value of $G$ at which the complete reorientation occurs (see dashed line in Fig. 2 [11, 35]). So, only the P1 motion before the stable FP can be observed at $\Omega_J = 5$.

In the considered system, the precession of the magnetization is driven by Josephson oscillations. So, the increase in $\Omega_J$ forces the magnetization to follow the Josephson oscillations, and only the periodic motion can be observed. Therefore, it is the reason why we do not observe any chaotic behavior of the magnetization at $\Omega_J \geq 1.5$.

IV. CHAOS DRIVEN BY EXTERNAL PERIODIC DRIVE

In this section, we investigate the effect of the external periodic drive (PD) on the magnetization dynamics. In this case the total bias voltage for JJ consists of the dc and ac parts $V_{\text{total}} = V + A \cos(\Omega_r t)$, where $A$ is the amplitude of the external radiation normalized to $\hbar \omega_c / 2e$ and $\Omega_r$ is the frequency of the ac voltage normalized to $\omega_c$. Therefore, the total tunneling current in the JJ is calculated in the framework of RCSJ-model:

$$I(t) = \sin \left( \Omega_J t - km_z + \frac{A}{\Omega_r} \sin(\Omega_r t) \right) + \Omega_J + A \cos(\Omega_r t)$$

$$- k \frac{d m_z}{d t} - \beta_c A \Omega_r \sin(\Omega_r t).$$

The effective field components remain the same as in Eq. (8) except $h_z$ which is given by:

$$h_z = \epsilon \left\{ \sin \left( \Omega_J t - km_z + \frac{A}{\Omega_r} \sin(\Omega_r t) \right) + \Omega_J 
+ A \cos(\Omega_r t) - \beta_c A \Omega_r \sin(\Omega_r t) \right\},$$

where $\beta_c$ is the McCumber’s parameter and the higher-order term $(-\beta_c km^2)$ is neglected. In this case, the nanomagnet effective field includes two oscillatory terms. One is the oscillating magnetic field, generated by the superconducting current, with the amplitude proportional to $G$ and with the frequency of Josephson oscillations. The other one is the PD term. The main oscillatory mechanism is determined by the amplitudes of those terms.

A. Bifurcation structure as a function of $G$

First, we investigate the effect of $G$ on the bifurcation structure under external PD. Figure 9 shows the bifurcation diagram of the magnetization dynamics and LLE at $\Omega_J = 1$, $\Omega_r = 0.8$ and $A = 1$. The bifurcation trees, in this case, starts from the P5 motion as a result of the influence of the external periodic drive (see Fig. 9(a)). The magnetization dynamics undergoes the first period doubling at $[2.4, 3.3]$ and after that the system returns back to P5 motion at $[3.3, 3.8]$. Then, the chaotic band can be observed at the interval $[3.8, 16]$, where the LLE values at $[3.9, 16]$ are on the order of $10^{-1}$ (see Fig. 9(d)). Inside this chaotic band, there are very narrow windows of periodic motion at several values of $G$, where the P10 motion is observed. Those windows can be distinguished on the LLE as a corresponding dips near zero within $[10, 15]$.
A small region of periodic motion with the high order modes is observed at $[18.4, 19.4]$. It is hard to recognize the oscillation modes in this crowded region due to the dense Poincaré section points within a small portion of the phase space. However, the LLE confirms the periodic nature of motion in this interval since the largest value is on the order of $10^{-2}$ (see Fig. 9(d)), which is still small compared to the values of LLE where the chaotic behavior observed. The P5 motion appears at $G \geq 19.4$ and the magnetization dynamics approaches FP at $G \geq 21.7$ which is confirmed by the negative value of LLE in this region (see Fig. 9(d)). However, the system does not settle and shows the P10 motion at the intervals $[25.3, 25.5]$, $[26.6, 27.6]$, and $[28.4, 30.5]$. After that the trajectory finds a stable FP corresponding to a complete reorientation of the magnetization direction ($< m_z(t) >= 1$) at $G \geq 30.5$. So, the external periodic drive leads to a higher order periodic motion in the system. Notice also that in contrast to the case without external PD, the bifurcation diagrams do not show bistable states of the system throughout the whole range of $G$ under investigation.

**B. Bifurcation structure as a function of $A$**

Significant changes in the bifurcation structure can be seen with increasing the amplitude $A$ of external PD. So, we studied the effect of $A$ as a control parameter on the bifurcation diagram which is shown in Fig. 10(a-c). The figure shows that starting from P1 motion at $A = 0$, $G = 5$ (see Fig. 10(a-c)), the system dynamics transforms into the higher order periodic motion at $0 < A \leq 0.2$. Then, several chaotic bands is observed in the intervals $[0.2, 7]$ and $[27, 29]$ with a small windows of higher order periodic motion in between.

The transitions between those states manifested in the LLE (see Fig. 10(d)) where the positive values indicate a strong chaotic response. We note also that the increase in the amplitude $A$ changes the reorientation value (see Fig. 10(e)) as it have been discussed in Ref. [35], but at the given simulation parameters a complete reorientation of the easy-axis does not occur. By changing the amplitude of the external PD, one can transform the dynamics from chaotic region to higher order periodic one. Therefore, in NM-JJ system one can control the chaotic behaviour in the magnetization dynamics and reorientation process of the easy-axis.

The NM-JJ system under the external PD reveals another interesting long-term behavior far from the FMR region. Namely, the quasiperiodicity is mostly appears in the weak coupling regime (at a small $G$). In this case,
the trajectories will never close into themselves. Fig. 11 demonstrates the transformation of the trajectory from the P1 motion (green dot) to the quasiperiodic one (blue curve with red dots) under the influence of PD at \( G = 3 \) and \( \Omega_J = 5 \).

V. CONCLUSIONS

We have provided a detail map of various types of motions in magnetization dynamics of the nanomagnet coupled to Josephson junction. The fluctuations in the reorientation process of the easy-axis caused by the transformations between the different types of motions of the system were demonstrated. The analysis of the bifurcation diagrams revealed the exact regions where the magnetization exhibits such motions. The chaotic states, bistability, and multiperiodic orbits have been demonstrated in the resonance region. When the Josephson frequency is larger than the resonance frequency, then the bistable states and multiperiodic orbits have been observed only for the magnetization components. We found that the increase of the Josephson frequency shrinks the magnetization trajectory in space.

The chaotic behavior driven by external periodic drive have also been investigated. In this case the system shows the increase of the Josephson to magnetic energy ratio intervals of the chaotic response and the high order modes of periodic motion near the resonance. The long-term quasiperiodic behavior is manifested in the magnetization dynamics far from the resonance. In addition to this, it was found that the variation in the amplitude of the external periodic drive leads to the chaotic behavior of the system. Therefore, by applying external periodic drive one can control the dynamical behaviour of the system.

We have emphasized that the system of NM-JJ evinced nonlinear and chaotic phenomena, where a small quantitative change in the system parameters caused a huge qualitative change in the system response. Our findings can be extended to the other system of superconducting spintronics like \( \varphi_0 \)-junction, which has the same current phase relation. We assume that our study will facilitate the new experimental research in this field. In particular, it might be of considerable importance for experiments on ferromagnetic resonance problems, and development of superconducting spintronics devices.
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