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Abstract

Dense subgraph discovery is a fundamental problem in graph mining with a wide range of applications [GT15]. Despite a large number of applications ranging from computational neuroscience to social network analysis, that take as input a dual graph, namely a pair of graphs on the same set of nodes, dense subgraph discovery methods focus on a single graph input with few notable exceptions [SPTT19, CNW18, RTA16, JB15]. In this work, we focus the following problem:

Given a pair of graphs $G, H$ on the same set of nodes $V$, how do we find a subset of nodes $S \subseteq V$ that induces a well-connected subgraph in $G$ and a dense subgraph in $H$?

Our formulation generalizes previous research on dual graphs [WJZZ15, WZL16, CYWQ18], by enabling the control of the connectivity constraint on $G$. We propose a novel mathematical formulation based on $k$-edge connectivity, and prove that it is solvable exactly in polynomial time. We compare our method to state-of-the-art competitors; we find empirically that ranging the connectivity constraint enables the practitioner to obtain insightful information that is otherwise inaccessible. Finally, we show that our proposed mining tool can be used to better understand how users interact on Twitter, and connectivity aspects of human brain networks with and without Autism Spectrum Disorder (ASD).

1 Introduction

Dense subgraph discovery (DSD) is a major research area of graph mining, whose goal is to develop methods that extract one or more dense clusters, possibly overlapping, from a static or time-evolving network [GT15]. There exist numerous dense subgraph discovery formulations, with different computational complexity, and a wide range of DSD-based real-world applications, see the tutorial by Gionis and Tsourakakis [GT15]. However, an increasing number of real-world problems involve a pair of graphs on the same vertex set. For example, in neuroscience, an important pair of brain networks is given by the structural connectivity and functional connectivity graphs, defined on the basis of correlation on the time series of activity of the different brain regions (co-activation) [Fri11, LBG20]. In bioinformatics, differential co-expression network analysis of gene expression data is used to analyze gene-to-gene coexpression jointly across two different networks, especially in cancer research [H18]. In computational social science, we are interested in understanding better how users interact on social media such as Twitter, where for instance, users may retweet each other, and may favorite certain tweets of other users. These interactions naturally induce two graph layers, the retweet layer and the favorite layer. Qi et al. [QAH12] use two Flickr graph
topologies to mine online communities; one topology is naturally induced by online friendships between users, while the second one is created from log files by adding an edge between two users if there exists a photo that has been “liked” by both of them. In reality mining, one is interested in understanding relationships defined by Bluetooth scans and phone calls respectively [EP06, DFVN12]. Furthermore, dual graphs are a special case of multi-layer networks [MR11], when the number of layers is equal to 2. Despite the large amount of research on DSD, relatively few works focus on dense subgraph discovery across more than one graphs, see [WJZZ15, WZL16, SPTT19, CNW18, KL15, RIA16, JB15]; this is not a coincidence, as there exist few optimization problems that have been studied on pairs of graphs, see for instance the work of Bhangale et al. on the problem of simultaneous Max-Cut [BK20, BKK18, BKSI15]. It is worth mentioning that there exist several works on bi-criteria optimization problems where the two graph topologies coincide, potentially with two different sets of edge weights, e.g., [RG96, TSLY18]. On the more applied side, there exist algorithmic heuristics and machine learning algorithms that mine multi-layer graphs for a variety of problems, ranging from core decomposition to link prediction, e.g., [DFVN12, JP09, SBPT19, SMJZ10, LBG20, LZZ20, TCKP19], but these do not provide theoretical guarantees on the output quality.

The existence of important applications creates a practical need for novel graph mining tools that allow to jointly mine two graph topologies on the same set of nodes. Towards this direction, we introduce in this work the following problem that generalizes the works of Wu et al. [WZL16, WJZZ15] and Cui et al. [CYWQ18]:

**Problem 1.** Given two simple, unweighted, undirected graphs $G = (V, E_G)$ and $H = (V, E_H)$, find a set of nodes $S \subseteq V$ such that $G[S]$ is well-connected and $H[S]$ is dense.

In prior related work [CYWQ18, WZL16, WJZZ15] the goal is to ensure $G[S]$ is (simply) connected and $H[S]$ is dense. To the best of our knowledge, our work is the first that enables the control of the connectivity constraint over dual graphs, and this constitutes a powerful feature of our method in practice. Specifically, our contributions include the following:

- **Problem formulation.** We formalize Problem 1 using for the connectivity and density constraints the well-established graph theoretic notions of $k$-edge-connectivity and minimum degree respectively. Specifically, we study algorithmically the following problem:

**Problem 2.** Given two simple, unweighted, undirected graphs $G = (V, E_G)$ and $H = (V, E_H)$, and positive integer $k$, find a set of nodes $S \subseteq V$ such that $G[S]$ is $k$-edge connected and the minimum degree in $H[S]$ is maximized.

We shall also refer to $k$ value as the connectivity requirement. Perhaps surprisingly, the choice of the minimum degree over the average degree as the density measure allows to solve Problem 2 efficiently. In contrast the average degree objective leads to an intractable formulation (see Section 2).

- **Algorithm design.** We prove that Problem 2 is solvable in polynomial time. Our proof is constructive, i.e., we design a polynomial-time exact algorithm that scales to large networks. Figure 1(a) and (b) shows the output of our algorithm on two layers of the Twitter network, namely the retweet and the reply layers. Specifically, Figure 1(a) depicts the 8-edge-connected retweet subgraph, and Figure 1(b) the resulting dense subgraph on the reply layer, both induced by the optimal set of nodes found by our algorithm. For more details, see Section 4.

- **Ranging connectivity.** A key contribution of our work over prior methods is our ability to control the connectivity requirement. Figure 1(c) shows a preview of the range of connectivity values on the dual Twitter graph (reply, quote) that the existing approaches BFF [SPTT19] and $k$-CCO [CYWQ18] output. The plot for BFF is annotated by the specific version of the BFF problem (see Section 2 for more details). Observe that maximizing the average degree over the union of the two graphs results in a densest subgraph that is 1-edge-connected. $k$-CCO also outputs a simply connected graph on $G$, that
Figure 1: Visualization of our algorithm’s output on the Twitter retweet (G) and reply (H) graphs, with connectivity requirement $k = 8$. (a) 8-edge-connected retweet subgraph. (b) Dense reply subgraph with min degree 51. (c) The four variants (AA, AM, MA, and MM) of Best Friends Forever (BFF) [SPTT19] result in four different increasing connectivity values, and $k$-CCO [CYWQ18] yields a simply connected subgraph on the dual Twitter graph (reply, quote). Only our Dual-DWC method allows to fully control the connectivity constraint.

can be disconnected by the removal of a single edge. While BFF-MM achieves high edge connectivity, only our method can control fully the connectivity requirement. This is a powerful feature of our work, that enables the practitioner to obtain insights, not accessible by other competitors.

- **Application #1: Mining multilayer networks.** We use our algorithmic primitive to mine different layers of the Twitter network. The characteristics of the two subgraphs induced by the optimal set of nodes provide insights into the different types of interactions of users on Twitter.

- **Application #2: Mining human brain networks.** We use our algorithmic primitive on 101 human children brain datasets available from the Brain Imagine Data Exchange (ABIDE) project [CBC+13]. Among these datasets, 52 correspond to typically developed (TD) children, and 49 to children with Autism Spectrum Disorder (ASD). We show that our algorithm can be used to extract a clear signal of separation on average between a pair of brain networks corresponding to two typically developed (TD) kids, and a pair of networks each corresponding to a TD child and a child suffering from ASD.

2 Related Work

**Mining dual graphs.** All graphs considered in this paper are simple, unweighted, and undirected. Wu et al. [WJZZ15] [WZL+16] pose the question of finding a subset of nodes $S \subseteq V$ such that $G[S]$ forms a connected graph and $H[S]$ maximizes the average degree; they prove that this problem is NP-hard and designed a heuristic. Cui et al. introduce the $k$-connected core problem ($k$-CCO) for dual graphs. The $k$-CCO formulation takes as input a dual graph $(G, H)$ and a parameter $k$, and aims to find a set of nodes $S \subseteq V$ that induced a connected $k$-core in $G$, and a simply connected subgraph in $H$. Semertzidis et al. introduce the Best Friends Forever (BFF) problem [SPTT19]; see also Charikar et al. [CNW18] for improved complexity and algorithmic results. Specifically, Semertzidis et al. [SPTT19] propose four different formulations for finding a subset of nodes $S \subseteq V$ that induces a dense subgraph across a collection of graphs with vertex set $V$. They use the minimum and the average degree to measure edge density, and then maximize either the average or the minimum measure of edge density across the collection of graphs. This results in four variants abbreviated as MM, MA, AM, and AA. The second letter indicates the density measure, while the first whether we consider the average (A) or the minimum (M) across the collection. For example, AM aims to maximize the average induced minimum degree over
Density measure (max) | Connectivity constraint on $G[S]$ | Hardness
--- | --- | ---
Wu et al. [WJZZ15] | Avg. degree $d_H(S)$ | Connected | NP-hard
Cui et al. [CYWQ18] | Maximal $k$-core | Connected | P
BFF-MM [SPTT19] | $\min(\delta_G(S), \delta_H(S))$ | N/A | P
BFF-AM | $\delta_G(S) + \delta_H(S)$ | N/A | NP-hard
BFF-MA | $\min(d_G(S), d_H(S))$ | N/A | NP-hard
BFF-AA | $d_G(S) + d_H(S)$ | N/A | P
Dual-DWC (Ours) | $\delta_H(S)$ | $k$-edge connected | P

Table 1: Comparison of our proposed framework Dual-DWC to other prior work. Here, for a graph $G$ and a subset of nodes $S \subseteq V_G$, quantities $d_G(S), \delta_G(S)$ are the average degree of $G[S]$ and the minimum induced degree $\min_{v \in S} \deg_G(S) := \min_{v \in S} \deg_G(S)$ respectively.

All graphs, whereas AA aims to maximize the average induced average degree over all graphs. It is worth emphasizing that BFF variants impose no connectivity constraint, but according to the classic Mader’s theorem we know that every graph of average degree (at least) $4k$ has a $k$-connected subgraph [Mad72]. Table 1 summarizes the papers that lie closest to our work.

Despite the existence of numerous heuristics for mining dual graphs, and more generally multi-layer networks, there are significantly fewer results related to optimizing concrete mathematical objectives simultaneously over two or more graphs on the same set of nodes. Notably, Bhangale et al. recently designed a near-optimal algorithm for the simultaneous Max-Cut problem, and proved a hardness result that shows that simultaneous optimization of Max-Cut over more than one graphs is harder than a single graph in terms of approximation [BKK+18, BK20], see also [BS02, KO05] for earlier results on judicious partitions. There is a large amount of research work related to multi-layer graphs for other problems such as core decomposition [GBG17] and community detection [KL15]. Yang et al. [YCZ+18], Tsourakakis et al. [TCKP19] study the problem of finding a subset of nodes that induces a dense subgraph on $G$ and a sparse subgraph on $H$. Also related to our work from an experimental point of view is the work of Lanciano et al. [LBG20] who use human brain networks to generate easy-to-interpret graph features that can be used to diagnose autism disorders.

**Dense subgraph discovery.** One of the most popular optimization models in DSD is the densest subgraph problem (DSP), which asks to find a subset of nodes $S \subseteq V$ that maximizes the average degree of $G[S]$. Unlike most of the other models, this problem is known to be polynomial-time solvable [Go84]. Furthermore, there exists a linear time, greedy $\frac{1}{4}$-approximation algorithm [AITT00, Cha00] that was recently generalized and analyzed by Boob et al. [BGP+20] and Chekuri, Quandru, and Torres [CQT22] respectively. Furthermore, there exists a large number of DSP variations. The most well-studied variants are the size-restricted ones [AC09, BCC+10, FPK01, KS09]. For example, in the densest $k$-subgraph problem [FPK01], given a graph $G$ and a positive integer $k$, we are asked to find $S \subseteq V$ that maximizes the average degree of $G[S]$ subject to the size constraint $|S| = k$. It is known that such a restriction makes the problem much harder to solve; in fact, the densest $k$-subgraph problem is NP-hard and the best known approximation ratio is $O(|V|^{1/4+\epsilon})$ for any $\epsilon > 0$ [BCC+10]. The average degree has recently been generalized in various ways to obtain more sophisticated structures [MK18, VBK21, KM18, MPP+15, Tso15]. The densest subgraph problem has also been studied in various other settings, including the dynamic settings [BHNT15, ELS15, HWC17, SW20], and the MapReduce model [BKVL21, BCM14]. Finally, Bonchi et al. [BGSMT21] very recently proposed a family of algorithms for finding the densest $k$-connected subgraphs on the single network topology; our current work extends this work to the dual graph setting.

**Partitioning a graph into well-connected components.** A line of research closely related to DSD aims to partition a graph into well-connected components. A major connectivity notion is $k$-edge-connectivity. An unweighted graph $G$ is said to be $k$-edge-connected if the removal of any $k-1$ or fewer

---

**Table 1:** Comparison of our proposed framework Dual-DWC to other prior work. Here, for a graph $G$ and a subset of nodes $S \subseteq V_G$, quantities $d_G(S), \delta_G(S)$ are the average degree of $G[S]$ and the minimum induced degree $\min_{v \in S} \deg_G(S) := \min_{v \in S} \deg_G(S)$ respectively.
Algorithm 1, which takes as input the two graphs $G, H$. We design a polynomial-time exact algorithm for Problem 2. Our algorithm is shown in pseudocode as which is closely related to the average degree of the densest subgraph of $G$.

Case (ii): $\rho$ is the number of a graph $G$ connectivity greater than half the number of its vertices). Toida [Toi85] gave an efficient algorithm to find highly connected designed an algorithm to partition a graph into instance-dependent parameters typically bounded by a small constant. $l$ incorporates them into the naive approach. Later, Akiba et al. [AIY13] and Chang et al. [CYQ13] developed much more efficient algorithms. The algorithm by Akiba et al. [AIY13] runs in $O(|E| \log |V|)$ time, whereas Chang et al.'s algorithm [CYQ13] runs in $O(hl|E|)$ time, where $h$ is the height of the so-called decomposition tree and $l$ is the number of iterations of some subroutine, both of which are prohibitive for large graphs. To overcome this issue, Zhou et al. [ZLY12] devised some techniques and incorporated them into the naive approach. Hartuv and Shamir [HS00] designed an algorithm to partition a graph into highly connected subgraphs (i.e., subgraphs with edge connectivity greater than half the number of its vertices). Toida [Toi85] gave an efficient algorithm to find all maximal subgraphs with a pre-specified spanning-tree packing number. The spanning-tree packing number of a graph $G$ is the maximum number of edge-disjoint spanning trees that one can pack in $G$, which is closely related to the average degree of the densest subgraph of $G$ (see, e.g., [Gus83, CLS09]).

3 Proposed Method

We design a polynomial-time exact algorithm for Problem 2. Our algorithm is shown in pseudocode as Algorithm 1 which takes as input the two graphs $G, H$ on the same vertex set $V$ and a parameter $k$ that specifies the $k$-edge connectivity constraint on $G$. The algorithm is recursive, and carefully breaks down $G$ in its $k$-edge connected components. Once the vertex set $S$ induces a $k$-edge connected component in $G$, the algorithm removes a node $v \in S$ having the lowest degree in $H$ and returns as its output the best between $S$ and the result of a recursive invocation of the algorithm on $S\setminus \{v\}$. The idea is to maintain the invariant that any solution which is $k$-connected in $G$ and with higher minimum $H$-degree than the current best must be entirely contained in one of the subgraphs that we recurse into. Our main theoretical result concerns the correctness of our algorithm, and is stated as the next theorem.

**Theorem 3.1.** Algorithm 1 outputs an optimal solution for Problem 2.

**Proof.** We argue by induction on the size of the common vertex set $V$. Let $S^*$ denote the optimal solution for $(G,H)$. If $|V| \leq 1$, then $S^* = V$ (Line 18). So assume $|V| \geq 2$. Consider first the case where $G$ is not $k$-connected. Any $k$-connected subgraph of $G$ is entirely contained in one of the maximal $k$-connected components $C_1, \ldots, C_r$, so one of them contains $S^*$, say $C_j$. By induction, the optimal solution within $C_j$ is computed in Line 7 (when $i = j$), and no other solution computed in Line 7 is feasible and has a higher minimum degree in $H$ than $S^*$ (otherwise $S^*$ would not be optimal). Thus the algorithm returns an optimal solution with the same minimum degree as $S^*$ in Line 9. If $G$ is $k$-connected, let $v \in V$ be a vertex with the minimum degree in $H$. We distinguish the following two cases:

**Case (i):** $V$ is an optimal solution (i.e., $\min\text{-deg}_H(V) = \min\text{-deg}_H(S^*)$). Then $V$ is returned in Line 14.

**Case (ii):** $V$ is not an optimal solution. In this case $\min\text{-deg}_H(V) < \min\text{-deg}_H(S^*)$ holds. But this implies that no optimal solution includes $v$, because the degree of $v$ in $H[S^*]$ cannot be larger than its degree in $H$. Hence Line 12 computes an optimal solution for the pair $(G[V], H[V])$ by the induction hypothesis, which is returned in Line 16.

**Time complexity.** An efficient implementation of Algorithm 1 runs in time $O(nm \log n)$ in the RAM model, where $n$ is the number of nodes and $m > 1$ is the maximum number of edges in $G$ and $H$. To
see this, observe that in Line 11 of Algorithm 1, after removing the minimum degree vertex of degree $d$, we can iteratively remove all nodes of degree $d$ by [AIY13]. In Line 2, $r$ edge-connected components in a subgraph with $p$ Algorithm 1 can be implemented to run in $O(nm \log n)$ time, where $n = |V|$ and $m = \max(|E_G|, |E_H|)$.

**Theorem 3.2.** Algorithm 1 can be implemented to run in $O(nm \log n)$ time, where $n = |V|$ and $m = \max(|E_G|, |E_H|)$.

**Remarks.** Our algorithm naturally extends to the following version of Problem 2, where we are given a graph $G$ and a collection of graphs $\mathcal{H} = \{H_1, \ldots, H_T\}$ and our goal is to find a set of nodes $S \subseteq V$ such that $G[S]$ is $k$-edge connected, and the minimum degree across the collection $\mathcal{H}$ is maximized. The only difference in the algorithm is that the peeling in Line 11 is done across the set of graphs $\mathcal{H}$, i.e., the node being removed is the node that has the smallest degree across $H_1, \ldots, H_T$. The proof follows our inductive proof and the argument in Proposition 1 [SPTT19]. Finally, if instead of using the minimum
Table 2: Statistics of dual graphs from Twitter multilayer networks and Enron (mail, cc) networks.

| Dual graphs (G, H)   | # common nodes | # edges in G | # edges in H |
|----------------------|----------------|--------------|--------------|
| (Reply, Quote)       | 0.15M          | 0.46M        | 0.48M        |
| (Reply, Retweet)     | 0.23M          | 0.61M        | 2.14M        |
| (Retweet, Follow)    | 0.32M          | 2.39M        | 3.49M        |

degree $\delta_H(S)$, we use the average degree $d_H(S)$, the formulation of Problem 1 becomes NP-hard. This is a direct corollary of Wu et al. [WJZZ15] for the special case of our problem with 1-edge connectivity constraint.

4 Experimental results

4.1 Setup

Datasets. For our synthetic experiments, we generate graphs with stochastic block models [HLL83]. The real-world Twitter datasets we use in our experiments are summarized in Table 2. We experiment with Twitter multilayer networks [SBPT19] crawled from Twitter traffic generated during the month of February 2018 by Greek-speaking users using a publicly available crawler twAwler [Pra18], see also [SBPT19]. Specifically, we use four layers each corresponding to the type of interaction reply, quote, retweet, and follow. For each pair of graphs we test, we report the number of common nodes (i.e., Twitter accounts) that appear in both graphs, and the number of edges in each graph.

We also use brain network datasets [LBG20] preprocessed from the public dataset released by the Autism Brain Imagine Data Exchange project. Experiments are done on 101 brain networks of children patients, 52 Typically Developed (TD) and 49 suffering from Autism Spectrum Disorder (ASD). Each network is undirected and unweighted with 116 nodes, summarizing patient’s brain activity.

Machine specs. The experiments were performed on a single machine, with Intel 17-10850H CPU @ 2.70GHz and 32GB of main memory.

Implementation and competitors. Our code is available at https://github.com/tsourakakis-lab/dense-k-edge-connected. We use the code of Akiba et al. [AIY13] to decompose our graph into $k$-edge connected components. Although we introduce Problem 2 for the first time, two competitors, i.e., BFF1 and $k$-CCO2 are considered in this section.

4.2 Ranging connectivity requirement

An important aspect of our proposed framework is the fact that we can range the connectivity requirement in contrast to other methods that use different formulations or heuristics to mine dense subgraphs or communities from multilayer networks. We illustrate the power of our framework by comparing to the elegant Best-Friends-Forever (BFF) formulations [SPTT19], as well as the $k$-CCO model [CYWQ18]. We generate two random graphs $G$ and $H$ on the same node set according to the stochastic block model. Both graphs contain five blocks $B_1, \ldots, B_5$, where each block has 50 nodes. The internal edge density of each block $B_i$ in graph $G$, i.e., the probability any two nodes within $B_i$ are connected, is $0.1 \cdot i$, $i = 1, \ldots, 5$; edges across blocks are generated with low probability $2 \times 10^{-4}$ in order to ensure that the graph is connected, but not well-connected. The edge probability of block $B_i$ in graph $H$ is $0.1 + 0.1 \cdot (5 - i)$, $i = 1, \ldots, 5$; edges across blocks are generated with probability 0.1. Note the densities of blocks in $G$ are increasing from $B_1$ to $B_5$, while they are decreasing in $H$.

1We use the code from https://github.com/ksemer/BestFriendsForever-BFF-

2The original code was not provided to us by the authors, so we provide our own implementation of $k$-CCO in Python3.
Figure 2: (a) Blocks found by our method for different connectivity requirement $k$ values, visualized on graph $G$. (b) Subgraph connectivity on $G$ ranged by all methods.

Figure 3: Visualization of our algorithm’s output on the Twitter graphs, with connectivity requirement $k = 2$. (a), (b) Follow[$S^*$], Retweet[$S^*$], (c),(d) Quote[$S^*$], Reply[$S^*$].

The BFF algorithm for the AA formulation (see Section 2 and [SPTT19]) returns the whole graph, while the other three formulations (AM, MM, and MA) return the subgraph induced by blocks $B_3 \cup B_4 \cup B_5$. The $k$-CCO algorithm always returns the whole graph given different $k$ core value constraint on $H$. However, our method can mine the interesting connectivity structure for different $k$ values on $G$, and return the cluster has the highest core value on $H$. Figure 2(a) visualizes the different blocks on $G$ obtained for different $k$ values, and Figure 2(b) shows our method has more comprehensive $k$-edge connectivity control when comparing with benchmarks.

4.3 Mining Twitter

Table 3 shows our results for some pairs of Twitter graphs, and for various values of the connectivity requirement $k$. We show the output difference by using the pairs (Reply, Quote), (Reply, Retweet), and (Retweet, Follow) and their reverse ordering. Recall that for a given pair $(G, H)$ we impose the connectivity requirement on $G$. Table 3 shows the number of nodes in the optimal solution $S^*$, as well as some basic graph statistics of the subgraph $H[S^*]$. We observe that $|S^*|$ is largest for the follow
Table 3: Twitter dual graph results. Statistics are calculated on subgraphs of $H$.

| Graph pair          | $k$ | # of nodes | min deg | max deg | avg deg | diameter | # of triangles | avg shortest path |
|---------------------|-----|------------|---------|---------|---------|----------|----------------|------------------|
| (Reply, Quote)      | 2   | 369        | 84      | 286     | 133.2   | 2        | 452 293       | 1.64             |
| (Reply, Quote)      | 4   | 385        | 81      | 288     | 132.2   | 2        | 462 063       | 1.66             |
| (Reply, Quote)      | 6   | 306        | 79      | 238     | 121.7   | 2        | 345 408       | 1.6              |
| (Reply, Quote)      | 8   | 358        | 76      | 265     | 124.8   | 2        | 396 485       | 1.65             |
| (Reply, Quote)      | 15  | 334        | 67      | 243     | 113.1   | 2        | 313 266       | 1.66             |
| (Reply, Quote)      | 30  | 309        | 47      | 223     | 90.4    | 2        | 181 080       | 1.71             |
| (Reply, Quote)      | 40  | 270        | 36      | 195     | 78.4    | 3        | 125 975       | 1.71             |
| (Quote, Reply)      | 2   | 368        | 51      | 222     | 81.8    | 3        | 148 437       | 1.78             |
| (Quote, Reply)      | 4   | 419        | 50      | 242     | 82.9    | 3        | 167 276       | 1.8              |
| (Quote, Reply)      | 6   | 334        | 50      | 203     | 78.8    | 3        | 130 708       | 1.76             |
| (Quote, Reply)      | 8   | 465        | 49      | 257     | 83.9    | 3        | 185 026       | 1.83             |
| (Quote, Reply)      | 15  | 300        | 47      | 189     | 73.3    | 3        | 105 487       | 1.76             |
| (Quote, Reply)      | 30  | 294        | 41      | 181     | 67.6    | 3        | 89 138        | 1.77             |
| (Quote, Reply)      | 40  | 276        | 36      | 172     | 62.1    | 3        | 71 144        | 1.78             |
| (Reply, Retweet)    | 2   | 470        | 275     | 468     | 362.9   | 2        | 8.4M          | 1.23             |
| (Reply, Retweet)    | 4   | 543        | 266     | 537     | 381.5   | 2        | 10.2M         | 1.29             |
| (Reply, Retweet)    | 6   | 501        | 256     | 494     | 360.8   | 2        | 8.6M          | 1.28             |
| (Reply, Retweet)    | 8   | 496        | 247     | 489     | 352.7   | 2        | 8M            | 1.29             |
| (Reply, Retweet)    | 15  | 432        | 224     | 426     | 316.6   | 2        | 5.7M          | 1.26             |
| (Reply, Retweet)    | 30  | 277        | 152     | 274     | 213.7   | 2        | 1.7M          | 1.23             |
| (Reply, Retweet)    | 40  | 663        | 99      | 465     | 197.8   | 2        | 2.8M          | 1.71             |
| (Retweet, Reply)    | 2   | 359        | 52      | 217     | 82.5    | 3        | 149 782       | 1.77             |
| (Retweet, Reply)    | 4   | 359        | 52      | 217     | 82.5    | 3        | 149 782       | 1.77             |
| (Retweet, Reply)    | 6   | 515        | 51      | 276     | 88      | 3        | 214 812       | 1.84             |
| (Retweet, Reply)    | 8   | 462        | 51      | 261     | 86.1    | 3        | 192 543       | 1.82             |
| (Retweet, Reply)    | 15  | 350        | 51      | 214     | 81.3    | 3        | 143 712       | 1.77             |
| (Retweet, Reply)    | 30  | 771        | 49      | 321     | 88      | 3        | 297 365       | 1.94             |
| (Retweet, Reply)    | 40  | 724        | 49      | 302     | 85.8    | 3        | 272 389       | 1.94             |
| (Retweet, Follow)   | 2   | 1030       | 219     | 966     | 356.6   | 2        | 9.1M          | 1.65             |
| (Retweet, Follow)   | 6   | 931        | 198     | 874     | 324.9   | 2        | 6.9M          | 1.65             |
| (Retweet, Follow)   | 15  | 791        | 180     | 749     | 293.4   | 2        | 5.0M          | 1.63             |
| (Retweet, Follow)   | 30  | 638        | 154     | 603     | 251.6   | 2        | 3.2M          | 1.60             |
| (Retweet, Follow)   | 50  | 451        | 134     | 435     | 209.0   | 2        | 1.7M          | 1.54             |
| (Follow, Retweet)   | 2   | 620        | 285     | 613     | 415.1   | 2        | 13.5M         | 1.33             |
| (Follow, Retweet)   | 6   | 612        | 285     | 606     | 413     | 2        | 13.2M         | 1.32             |
| (Follow, Retweet)   | 15  | 488        | 282     | 487     | 372.1   | 2        | 9.1M          | 1.24             |
| (Follow, Retweet)   | 30  | 612        | 265     | 606     | 400.6   | 2        | 12.3M         | 1.34             |
| (Follow, Retweet)   | 50  | 484        | 228     | 480     | 342.7   | 2        | 7.5M          | 1.29             |

and retweet pairs of interactions. If this were not the case, this would have been surprising since the corresponding 2-layered graph for follow and retweet shares more nodes (0.32M) than the other two pairs of interactions. The average shortest path among all induced subgraphs on $H$ is always less than 2, and as can be seen by comparing $|S|$ and the maximum degree, there is typically a hub node connecting almost all pairs via its ego-network. Furthermore, as we can see by the average degree in $H[S]$, those induced subgraphs are quasi-clique-like [TBG`13]. Figure 3 visualizes the output for our algorithm for the pairs (follow, retweet), (quote, reply) when $k = 2$.

The problem of finding large-near cliques in a single graph is NP-hard, but in recent years tools that work efficiently on large-scale networks have been proposed (see [KS20, TBG`13, Tso15, MPP`15]). It is worth emphasizing an interesting side-effect of our algorithm that appears to hold on real-world dual
graphs. Once you are able to find a well-connected subgraph across two networks, it appears in practice that it is a large near-clique. Our findings on the large near-cliques we find on $H$, agree with the theorems of Konar and Sidiropoulos [KS20] concerning the existence of large-near cliques in the ego-networks of certain nodes.

### 4.4 Mining brain networks

Finally we apply our algorithm to all possible dual graphs defined by typically developed (TD) children and children suffering from Autism Spectrum Disorder (ASD). We report our findings for the $52 \times 51$ possible (i.e., ordered) pairs of brain graphs of TD children, and $49 \times 52$ possible pairs of children suffering from ASD and TD children.

Figure 4(a) shows the box plot of the output sizes for $k = 14$. Our results are stable over the choice of $k$ in the range we tried (i.e., $k$ values between 10 and 20). Despite the existence of several outlier pairs of (TD,TD) graphs with respect to their output size (e.g., plenty of (TD,TD) pairs share about 40 nodes as the joint optimal solution), there is still a separation of the averages; for $k = 14$ the respective average value of $|S^*|$ is 95 and 90 for (TD,TD), (ASD,TD) dual graphs respectively. We observe that even if the range of values is similar for the two types of dual graphs, the medians are also separated as shown by the box plot. We conclude that there exists a weak but measurable signal that indicates that healthy individual brains are at least on average well connected across a larger subset of nodes, a finding that agrees with [LBG20] in spirit, and is consistent with other studies in the context of other diseases that argue that “better connected brains, healthier brains”; see, e.g., [SMR+08, NBBJ15] and references therein. We highlight the importance of ranging connectivity to observe such phenomenon, as it is invisible from the results of $k$-CCO that always returns the whole graph.

![Box plot](image-a)

**Figure 4:** (a) Box plots for the size $|S^*|$, over all possible (TD, TD) and (TD, ASD) dual graphs. The average size of $|S^*|$ is 95 and 90 respectively. The competitor $k$-CCO always returns the whole graph. (b) Running time(sec) of Our algorithm with ranged $k$ value, together with four variants of BFF and $k$-CCO.

### 4.5 Scalability analysis

Figure 4(b) shows the running time of the four variants of BFF, our method for $k = 5, 20, 35, 50$, and $k$-CCO algorithms on the Twitter (reply, quote) dual graph respectively. We observe that controlling the connectivity requirement comes at the cost of the run time, compared to the competitor methods. Dual-DWC runs in at most 25 minutes for $k = 5$. As $k$ grows, the depth of the recursion decreases, and thus we observe that the total run time decreases and becomes comparable to the competitor methods.
For instance, for $k = 5$, $50$ the depth of the recursion (i.e., the number of calls to Dual-DWC) is equal to $294$ and $20$ respectively. The bar plot illustrates the run time required for the $k$-connected components computation for this specific dataset. In general, our method handles the graphs from Table 2 in at most thirty minutes on a single machine for any $k$ connectivity value, with the single exception of the largest pair (Retweet, Follow), for which our code requires 5 hours to execute.

5 Conclusions

In this work we introduce a new problem on a dual graph $(G, H)$, that aims to find a set of nodes that induces a well-connected subgraph on $G$ and a dense subgraph on $H$. We prove that our formulation admits an exact solution, and we propose an algorithm that runs in polynomial time. In practice, our algorithm scales on graphs with several millions of edges on a single machine, and runs reasonably fast. Compared to competitor methods, our Dual-DWC method enables to control the connectivity constraint on $H$. Designing a faster algorithm is an interesting open question. We show that our method can be used in practice to mine layers of Twitter and human brain networks.

Our work opens various interesting directions. A broad direction is the design of exact, and approximation algorithms for mining dual graphs. In principle, optimizing objectives over dual graphs is harder than over a single graph, not only from a formal complexity point of view (e.g., [BK20]), but even for designing well-performing heuristics. A natural open question is whether we can design an efficient approximation algorithm when we choose the average degree instead of the minimum degree as density measure.
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