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Abstract. In this paper, we investigate the non-autonomous stochastic evolution equations of parabolic type with nonlinear noise and nonlocal initial conditions in Hilbert spaces, where the operators in linear part depend on time and generate an noncompact evolution family. New existence result of mild solutions is established under some weaker growth and measure of noncompactness conditions on nonlinear functions and nonlocal term. The discussions are based on Sadovskii’s fixed-point theorem as well as the theory of evolution family. At last, as a sample of application, the obtained abstract result is applied to a class of non-autonomous stochastic partial differential equations of parabolic type with nonlocal initial conditions. The result obtained in this paper is a supplement to the existing literature and essentially extends some existing results in this area.

1. Introduction. In this paper, we investigate the existence of mild solutions for the following non-autonomous stochastic evolution equations (NSEE) of parabolic type with nonlinear noise and nonlocal initial conditions in the real separable Hilbert space $\mathbb{H}$

$$
\begin{cases}
  du(t) = [A(t)u(t) + f(t, u(t))]dt + g(t, u(t))dW(t), \quad t \in J, \\
  u(0) = H(u),
\end{cases}
$$

where $A(t)$ is a family of (possibly unbounded) linear operators depending on time and having the domains $D(A(t))$ for every $t \in J$, $J = [0, a]$, $a > 0$ is a constant, the state $u(\cdot)$ takes values in the real separable Hilbert space $\mathbb{H}$ with inner product $(\cdot, \cdot)$ and norm $\| \cdot \|$. Let $\mathbb{K}$ be another separable Hilbert space with inner product $(\cdot, \cdot)_K$ and norm $\| \cdot \|_K$. Assume that $\{W(t) : t \geq 0\}$ is a cylindrical $\mathbb{K}$-valued Wiener process with a finite trace nuclear covariance operator $Q \geq 0$ defined on a filtered complete probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$. We are also employing the same notation $\| \cdot \|$ for the norm of $\mathcal{L}(\mathbb{K}, \mathbb{H})$, which denotes the space of all bounded linear operators from $\mathbb{K}$ into $\mathbb{H}$. We denote by $\mathcal{L}(\mathbb{H}) = \mathcal{L}(\mathbb{H}, \mathbb{H})$ and $L^2(\Omega, \mathbb{H})$ the collection of all strongly-measurable, square-integrable $\mathbb{H}$-valued random variables. $f : J \times L^2(\Omega, \mathbb{H}) \to L^2(\Omega, \mathbb{H})$ and $g : J \times L^2(\Omega, \mathbb{H}) \to \mathcal{L}(\mathbb{K}, \mathbb{H})$ are continuous nonlinear functions, and $H$ is an appropriate
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continuous function mapping from some space of functions so that it constitutes a nonlocal condition to be specified later.

The nonlocal problem was motivated by physical problems. Indeed, it is demonstrated that the nonlocal condition can be more useful than the classical initial condition to describe some physical phenomena [5], [7], [13], [18], [19], [23], [28]. Since semilinear stochastic evolution equations are abstract formulations for many problems arising in the domain of engineering technology, biology and economic system etc., stochastic evolution equations have attracted increasing attention in recent years and the existence, uniqueness and asymptotic behavior of mild solutions to stochastic evolution equations have been considered by many authors. For more details about stochastic evolution equations, please see [15], [16], [25], [26], [29] and the references therein.

In recent years, stochastic evolution equations with nonlocal initial conditions have also been investigated extensively and some interesting results have been obtained. In 2012, Cui et al. [14] studied the existence results of mild solutions for a class of stochastic integro-differential evolution equations with nonlocal initial conditions in Hilbert spaces assuming that the nonlocal item is only continuous but without imposing some compactness and convexity. Later, Chen and Li [8] obtained the existence of $\alpha$-mild solutions for a class of fractional stochastic integro-differential evolution equations with nonlocal initial conditions in a real separable Hilbert space by using a new strategy which relies on the compactness of the operator semigroup, Schauder fixed point theorem and approximating techniques in 2015. In 2016, by using the concept of $\alpha$-order fractional solution operator and $\alpha$-resolvent family combined with fractional calculations, Schauder fixed point theorem and stochastic analysis theory, Chen et al. [9] obtained the existence of mild solutions for a class of fractional stochastic evolution equations with nonlocal initial conditions under the situation that the nonlinear term satisfies some appropriate growth conditions and the $\alpha$-order fractional solution operator is compact. In 2017, by establishing a sufficient condition for judging the relative compactness of a class of abstract continuous family of functions on infinite intervals, Chen et al. [6] obtained the global existence, uniqueness and asymptotic stability of mild solutions for a class of semilinear evolution equations with nonlocal initial conditions on infinite interval by using stochastic analysis theory, analytic semigroup theory, relevant fixed point theory and the well known Gronwall-Bellman type inequality.

We notice that among the previous researches, most of researchers focus on the case that the differential operators in the main parts are independent of time $t$, which means that the problems under consideration are autonomous. However, when treating some parabolic evolution equations, it is usually assumed that the partial differential operators depend on time $t$ on account of this class of operators appears frequently in the applications, for the details please see [1], [2], [3], [10], [11], [12], [20], [24] and [30]. Therefore, it is interesting and significant to investigate stochastic non-autonomous evolution equations with nonlocal initial conditions, i.e., the differential operators in the main parts of the considered problems are dependent of time $t$. Motivated by the above mentioned aspects, in this paper, we will investigate the existence of mild solutions for the non-autonomous stochastic evolution equations of parabolic type with nonlocal initial conditions (1).

We point out that the work of this paper is the following two wedges: on the one hand, to the best of the author’s knowledge, all the existing articles used various methods to study autonomous stochastic evolution equations, i.e., the differential operators in the main parts of the considered problems are independent of time $t$, but for the case that the corresponding differential operators in the main parts are dependent of time...
t, we have not seen the relevant papers to study non-autonomous stochastic evolution equations with nonlocal initial conditions. In order to fill this gap, we are concerned with the existence of mild solutions for NSEE (1) in this paper; on the other hand, we notice that non-autonomous evolution equations have been extensively studied in recent years using various fixed point theorems when the corresponding evolution family is compact, see for example [3, 20, 24, 30], this is very convenient to the equations with compact resolvent. But for the case that the corresponding evolution family is noncompact, we have not seen the relevant papers to study non-autonomous stochastic evolution equations of parabolic type with nonlocal initial conditions. Therefore, inspired by the previous works, we are devoted to studying the existence of mild solution for NSEE (1) under the situation that the corresponding evolution family is noncompact in this paper.

2. Preliminaries. We begin with this section by giving some notations. Through out this paper, denote \( J = [0, a] \), where \( a > 0 \) is a constant. Let \( \mathbb{H} \) and \( \mathbb{K} \) be two real separable Hilbert spaces, we denote by \( (\cdot, \cdot) \) and \( (\cdot, \cdot)_\mathbb{K} \) their inner products, and by \( \| \cdot \| \) and \( \| \cdot \|_\mathbb{K} \) their vector norms, respectively. We denote by \( \mathcal{L}(\mathbb{H}) \) the Banach space of all linear and bounded operators on \( \mathbb{H} \) endowed with the topology defined by operator norm. Let \( L^1(J, \mathbb{H}) \) be the Banach space of all \( \mathbb{H} \)-valued Bochner integrable functions defined on \( J \) with the norm \( \| u \|_{L^1} = \int_0^a \| u(t) \| dt \). In this paper, we assume that \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \) is a complete filtered probability space satisfying the usual condition, which means that the filtration is a right continuous increasing family and \( \mathcal{F}_0 \) contains all \( \mathbb{P} \)-null sets of \( \mathcal{F} \). Let \( \{e_k, k \in \mathbb{N}\} \) be a complete orthonormal basis of \( \mathbb{K} \). Suppose that \( \{\mathcal{W}(t) : t \geq 0\} \) is a cylindrical \( \mathbb{K} \)-valued Wiener process defined on the probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \) with a finite trace nuclear covariance operator \( Q \geq 0 \), denote \( \text{Tr}(Q) = \sum_{k=1}^\infty \lambda_k = \lambda < \infty \), which satisfies that \( Q e_k = \lambda_k e_k, k \in \mathbb{N} \). Let \( \{\mathcal{W}_k(t), k \in \mathbb{N}\} \) be a sequence of one-dimensional standard Wiener processes mutually independent on \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \) such that

\[
\mathcal{W}(t) = \sum_{k=1}^{\infty} \sqrt{\lambda_k} \mathcal{W}_k(t) e_k.
\]

We further assume that \( \mathcal{F}_t = \sigma(\mathcal{W}(s), 0 \leq s \leq t) \) is the \( \sigma \)-algebra generated by \( \mathcal{W} \) and \( \mathcal{F}_a = \mathcal{F} \). For \( \varphi, \psi \in \mathcal{L}(\mathbb{K}, \mathbb{H}) \), we define \( (\varphi, \psi) = \text{Tr}(\varphi Q \psi^*) \), where \( \psi^* \) is the adjoint of the operator \( \psi \). Clearly, for any bounded operator \( \psi \in \mathcal{L}(\mathbb{K}, \mathbb{H}) \),

\[
\| \psi \|^2_Q = \text{Tr}(\psi Q \psi^*) = \sum_{k=1}^{\infty} \| \sqrt{\lambda_k} \psi e_k \|^2.
\]

If \( \| \psi \|^2_Q < \infty \), then \( \psi \) is called a \( Q \)-Hilbert-Schmidt operator.

The collection of all strongly-measurable, square-integrable \( \mathbb{H} \)-valued random variables, denoted \( L^2(\Omega, \mathbb{H}) \), which is a Banach space equipped with the norm \( \| u(\cdot) \|_{L^2} = (\mathbb{E}\| u(\cdot, \mathcal{W}) \|^2)^{\frac{1}{2}} \), where the expectation \( \mathbb{E} \) is defined by \( \mathbb{E}u = \int_{\Omega} u(\mathcal{W}) d\mathbb{P} \). An important subspace of \( L^2(\Omega, \mathbb{H}) \) is given by

\[
L^2_0(\Omega, \mathbb{H}) = \{u \in L^2(\Omega, \mathbb{H}) \mid u \text{ is } \mathcal{F}_0 \text{-measurable}\}.
\]

We denote by \( C(J, L^2(\Omega, \mathbb{H})) \) the space of all continuous \( \mathcal{F}_t \)-adapted measurable processes from \( J \) to \( L^2(\Omega, \mathbb{H}) \) satisfying \( \sup_{t \in J} \mathbb{E}\| u(t) \|^2 < \infty \). Then it is easy to see that
$C(J, L^2(\Omega, \mathbb{H}))$ is a Banach space endowed with the supnorm
\[ \|u\|_C = \left( \sup_{t \in J} \mathbb{E}\|u(t)\|^2 \right)^{\frac{1}{2}}. \]

For any constant $r > 0$, let
\[ B_r = \{ u \in C(J, L^2(\Omega, \mathbb{H})) : \|u\|_C^2 \leq r \}. \]
Clearly, $B_r$ is a bounded closed convex set in $C(J, L^2(\Omega, \mathbb{H}))$.

By [15, Proposition 2.8], we have the following result which will be used throughout this paper.

**Lemma 2.1.** If $g : J \times L^2(\Omega, \mathbb{H}) \to \mathcal{L}(\mathbb{K}, \mathbb{H})$ is continuous and $u \in C(J, L^2(\Omega, \mathbb{H}))$, then
\[ \mathbb{E}\left\| \int_0^a g(t, u(t))dW(t) \right\|^2 \leq \text{Tr}(Q) \int_0^a \mathbb{E}\|g(t, u(t))\|^2 dt. \]

Throughout the paper, we assume that $\{A(t) : 0 \leq t \leq a\}$ is a family of closed and densely defined operator on Hilbert space $\mathbb{H}$, which satisfies the following well-known “Acquistapace-Terreni condition”.

(A1) There exist constants $\lambda_0 \geq 0, \theta \in (\frac{\pi}{2}, \pi)$ and $M_1 \geq 1$ such that $\Sigma_\theta \cup \{0\} \subset \rho(A(t) - \lambda_0 I)$ and for all $\lambda \in \Sigma_\theta \cup \{0\}$ and $t \in J$,
\[ \|R(\lambda, A(t) - \lambda_0 I)\|_{\mathcal{L}(\mathbb{H})} \leq \frac{M_1}{1 + |\lambda|}; \]

(A2) There exist constants $M_2 > 0$ and $\theta, \beta \in (0, 1]$ with $\theta + \beta > 1$ such that for all $\lambda \in \Sigma_\theta$ and $0 \leq s \leq t \leq a$,
\[ \|(A(t) - \lambda_0 I)R(\lambda, A(t) - \lambda_0 I)[R(\lambda_0, A(t)) - R(\lambda_0, A(s))]\| \leq \frac{M_2|t - s|^\theta}{|\lambda|^\beta}, \]
where
\[ \Sigma_\theta = \{ \lambda \in \mathbb{C} \setminus \{0\} : \arg|\lambda| \leq \theta \}. \]

Conditions (A1) and (A2), which are initiated by Acquistapace and Terreni in [2] and Acquistapace in [1] for $\lambda_0 = 0$, are well understood and widely used in the literature. Under the above conditions (A1) and (A2), the family $\{A(t) : 0 \leq t \leq a\}$ generates a unique linear evolution system, or called linear evolution family, $\{U(t, s) : 0 \leq s \leq t \leq a\}$. Furthermore, by an obvious rescaling from [1, Theorem 2.3] and [2, Theorem 2.1] combined with the Acquistapace and Terreni conditions (A1) and (A2) one gets the following properties for the family of linear operator $\{U(t, s) : 0 \leq s \leq t \leq a\}$.

**Lemma 2.2.** The family of the linear operator $\{U(t, s) : 0 \leq s \leq t \leq a\}$ satisfies the following properties:

(i) $U(t, r)U(r, s) = U(t, s)$, $U(t, t) = I$ for $0 \leq s \leq r \leq t \leq a$;

(ii) The map $(t, s) \mapsto U(t, s)x$ is continuous for all $x \in \mathbb{H}$ and $0 \leq s \leq t \leq a$;

(iii) $U(\cdot, s) \in C^1((s, \infty), \mathcal{L}(\mathbb{H}))$, $\frac{\partial U(t, s)}{\partial t} = A(t)U(t, s)$ for $t > s$, and $\|A^k(t)U(t, s)\| \leq M(t - s)^{-k}$ for $0 < s < t \leq 1$ and $k = 0, 1$;

(iv) $\frac{\partial U(t, s)}{\partial s} = -U(t, s)A(s)x$ for $t > s$ and $x \in D(A(s))$ with $A(s)x \in D(A(s))$.

From the property (iii) we know that
\[ \|U(t, s)\|_{\mathcal{L}(\mathbb{H})} \leq M \quad \text{for} \quad 0 \leq s \leq t \leq a. \]

In (2) and property (iii), $M > 0$ is a constant.
Definition 2.3. ([27]) An evolution family \{U(t, s) : 0 \leq s \leq t \leq a\} is said to be equicontinuous if the function \( t \mapsto U(t, s) \) is continuous by operator norm for \( t \in (s, +\infty) \).

Remark 1. If the domain \( D(A(t)) = D \) of \( \{A(t) : 0 \leq t \leq a\} \) is dense in \( \mathbb{H} \) and independent of \( t \), then the evolution family \( \{U(t, s) : 0 \leq s \leq t \leq a\} \) is equicontinuous when the conditions (AT1) and (AT2) are satisfied.

Definition 2.4. An \( \mathcal{F}_t \)-adapted stochastic process \( u : J \to \mathbb{H} \) is called a mild solution of NSEE (1) if \( u(t) \in \mathbb{H} \) has càdlàg paths on \( t \in J \) almost surely and for each \( t \in J \), \( u(t) \) \( \mathbb{P} \)-almost surely satisfies the integral equation

\[
  u(t) = U(t, 0)H(u) + \int_0^t U(t, s)f(s, u(s))ds + \int_0^t U(t, s)g(s, u(s))d\mathbb{W}(s).
\]

Next, we introduce some basic definitions and properties about Kuratowski measure of noncompactness that will be used in the proof of our main results.

Definition 2.5. ([4, 17]) The Kuratowski measure of noncompactness \( \alpha(\cdot) \) defined on bounded set \( S \) of Banach space \( E \) is

\[
  \alpha(S) := \inf\{\delta > 0 : S = \bigcup_{i=1}^m S_i \text{ and } \text{diam}(S_i) \leq \delta \text{ for } i = 1, 2, \ldots, m\}.
\]

The following properties about the Kuratowski measure of noncompactness are well known.

Lemma 2.6. ([4, 17]) Let \( E \) be a Banach space and \( S, U \in E \) be bounded. The following properties are satisfied:

(i) \( \alpha(S) = 0 \) if and only if \( \overline{S} \) is compact, where \( \overline{S} \) means the closure hull of \( S \);

(ii) \( \alpha(S) = \alpha(\overline{S}) = \alpha(\text{conv} S) \), where \( \text{conv} S \) means the convex hull of \( S \);

(iii) \( \alpha(\kappa S) = |\kappa|\alpha(S) \) for any \( \kappa \in \mathbb{R} \);

(iv) \( S \cup U \) implies \( \alpha(S) \leq \alpha(U) \);

(v) \( \alpha(S \cup U) = \max\{\alpha(S), \alpha(U)\} \);

(vi) \( \alpha(S + U) \leq \alpha(S) + \alpha(U) \), where \( S + U = \{x + y : x \in S, y \in U\} \);

(vii) If the map \( Q : \mathcal{D}(Q) \subset E \to X \) is Lipschitz continuous with constant \( k \), then \( \alpha(Q(V)) \leq k\alpha(V) \) for any bounded subset \( V \subset \mathcal{D}(Q) \), where \( X \) is another Banach space.

In order to introduce the useful lemmas which will be used in our argument, we denote by \( E \) a Banach space and \( C(J, E) \) the Banach space of all continuous \( E \)-valued functions on interval \( J \) in the sequel of this section. We use \( \overline{\pi}(\cdot) \) and \( \overline{\pi}_C(\cdot) \) to denote the Kuratowski measure of noncompactness on the bounded set of \( E \) and \( C(J, E) \), respectively. For any \( D \subset C(J, E) \) and \( t \in J \), set \( D(t) = \{u(t) : u \in D\} \) then \( D(t) \subset E \).

If \( D \subset C(J, E) \) is bounded, then \( D(t) \) is bounded in \( E \) and \( \overline{\pi}(D(t)) \leq \overline{\pi}_C(D) \). For more details about the properties of the Kuratowski measure of noncompactness, we refer to the monographs [4] and [17].

Lemma 2.7. ([4]) Let \( D \subset C(J, E) \) be bounded and equicontinuous. Then \( \overline{\pi}(D(t)) \) is continuous on \( J \), and \( \overline{\pi}_C(D) = \max_{t \in J} \overline{\pi}(D(t)) \).

Lemma 2.8. ([7]) Let \( E \) be a Banach space, and let \( D \subset E \) be bounded. Then there exists a countable set \( D_0 \subset D \), such that \( \overline{\pi}(D) \leq 2\overline{\pi}(D_0) \).

Lemma 2.9. ([21]) Let \( E \) be a Banach space. If \( D = \{u_n\}_{n=1}^\infty \subset C(J, E) \) is a countable set and there exists a function \( m \in L^1(J, \mathbb{R}^+) \) such that for every \( n \in \mathbb{N} \)

\[
  \|u_n(t)\| \leq m(t), \quad \text{a.e. } t \in J.
\]
Proof. Consider the operator \( Q : S \to E \) is called to be condensing if for every bounded set \( D \subset S \),
\[
\nu(Q(D)) < \nu(D).
\]

Definition 2.10. ([17]) Let \( S \) be a nonempty subset of \( E \). A continuous mapping \( Q : S \to E \) is called to be condensing if for every bounded set \( D \subset S \),
\[
\nu(Q(D)) < \nu(D).
\]

Lemma 2.11. (Sadovskii’s fixed point theorem [17]) Let \( E \) be a Banach space. Assume that \( D \subset E \) is a bounded closed and convex set on \( E \) and \( Q : D \to D \) is a condensing operator. Then \( Q \) has at least one fixed point in \( D \).

In the sequel of this paper, we denote by \( \alpha(\cdot) \) and \( \alpha_C(\cdot) \) the Kuratowski measure of noncompactness on the bounded set of \( L^2(\Omega, \mathbb{H}) \) and \( C(J, L^2(\Omega, \mathbb{H})) \), respectively.

3. Main results. In this section, we will state and prove the main result in this paper.

Theorem 3.1. Assume that the evolution family \( \{U(t,s) : 0 \leq s \leq t \leq a\} \) generated by \( \{A(t) : 0 \leq t \leq a\} \) is equicontinuous, the nonlinear functions \( f : J \times L^2(\Omega, \mathbb{H}) \to L^2(\Omega, \mathbb{H}) \), \( g : J \times L^2(\Omega, \mathbb{H}) \to \mathcal{L}(\mathbb{K}, \mathbb{H}) \) and nonlocal function \( H : C(J, L^2(\Omega, \mathbb{H})) \to L^2(\Omega, \mathbb{H}) \) are continuous. If the following assumptions

\( (P1) \) For some \( r > 0 \), there exist positive constants \( \rho_1, \rho_2 \) and functions \( \varphi_r, \psi_r \in L(J, \mathbb{R}_+) \) such that for all \( u \in L^2(\Omega, \mathbb{H}) \) satisfying \( \nu(u(t)) \leq r \) and a.e. \( t \in J \),
\[
E||f(t, u)||^2 \leq \varphi_r(t) \quad \text{and} \quad \liminf_{r \to +\infty} \frac{||\varphi_r||_{L(J, \mathbb{R}_+)}}{r} := \rho_1 < +\infty,
\]
\[
E||g(t, u)||^2 \leq \psi_r(t) \quad \text{and} \quad \liminf_{r \to +\infty} \frac{||\psi_r||_{L(J, \mathbb{R}_+)}}{r} := \rho_2 < +\infty,
\]

\( (P2) \) There exist a constant \( \rho_3 > 0 \) and a nondecreasing continuous function \( \Psi : \mathbb{R}^+ \to \mathbb{R}^+ \) such that for some \( r > 0 \) and all \( u \in B_r \) \( (B_r \text{ is given in Preliminaries}) \),
\[
E||H(u)||^2 \leq \Psi(r) \quad \text{and} \quad \liminf_{r \to +\infty} \frac{\Psi(r)}{r} := \rho_3 < +\infty,
\]

\( (P3) \) There exist positive constants \( L_f, L_g \) and \( L_H \) satisfying
\[
2(ML_H + 2aML_f + \sqrt{2a Tr(Q)}ML_g) < 1,
\]
such that for any \( t \in J \), bounded and countable set \( D \subset \mathbb{H} \) and \( \mathcal{D} \subset C(J, L^2(\Omega, \mathbb{H})) \)
\[
\alpha(f(t, D)) \leq L_f \alpha(D), \quad \alpha(g(t, D)) \leq L_g \alpha(D), \quad \alpha(H(D)) \leq L_H \alpha_C(D),
\]
hold, then NSEE (1) has at least one mild solution on \( J \) provided that
\[
3M^2(a \rho_1 + \rho_3 + Tr(Q) \rho_2) < 1. \tag{3}
\]
Proof. Consider the operator \( Q : C(J, L^2(\Omega, \mathbb{H})) \to C(J, L^2(\Omega, \mathbb{H})) \) defined by
\[
(Qu)(t) = U(t, 0)H(u) + \int_0^t U(t, s)f(s, u(s))ds + \int_0^t U(t, s)g(s, u(s))d\mathcal{W}(s), \quad t \in J. \tag{4}
\]
From Definition 2.4, it is easy to see that the mild solution of NSEE (1) on \( J \) is equivalent to the fixed point of the operator \( Q \) defined by (4). In what follows, we will prove that the operator \( Q \) has at least one fixed point by applying the famous Sadovskii’s fixed point theorem.
Therefore, we prove that there exists a positive constant R such that the operator Q defined by (4) maps the set $B_R$ into itself. If this is not true, then there would exist $t_r \in J$ and $u_r \in B_r$ such that $E\langle (Q u_r)(t_r) \rangle > r$ for each $r > 0$. By Lemma 2.1, Hölder’s inequality, (2), (4) and the assumptions (P1) and (P2), we get that

$$r < E\langle (Q u_r)(t_r) \rangle \leq 3M^2 E\|H(u)\|^2 + 3M^2 t_r \int_0^{t_r} E\|f(s, u_r(s))\|^2 ds$$

$$+ 3 \text{Tr}(Q) M^2 \int_0^{t_r} E\|g(s, u_r(s))\|^2 ds$$

$$\leq 3M^2 \Psi(r) + 3M^2 a \|\varphi_r\|_{L(J, R^+)} + 3 \text{Tr}(Q) M^2 \|\psi_r\|_{L(J, R^+)}.$$  \hspace{1cm} (5)

Dividing both side of (5) by $r$ and taking the lower limit as $r \to +\infty$, combined with the assumption (3) we get that

$$1 \leq 3M^2 (a \rho_1 + \rho_3 + \text{Tr}(Q) \rho_2) < 1,$$

which is a contradiction. Therefore, we have proved that $Q : B_R \to B_R$.

Secondly, we prove that the operator $Q : B_R \to B_R$ is continuous. To this end, let the sequence $\{u_n\}_{n=1}^{\infty} \subset B_R$ such that $\lim_{n \to +\infty} u_n = u$ in $B_R$. By the continuity of the nonlinear functions $f$, $g$ and nonlocal function $H$, we know that when $n \to +\infty$

$$E\|f(s, u_n(s)) - f(s, u(s))\|^2 \to 0 \quad \text{a.e. } s \in J,$$  \hspace{1cm} (6)

$$E\|g(s, u_n(s)) - g(s, u(s))\|^2 \to 0 \quad \text{a.e. } s \in J$$  \hspace{1cm} (7)

and

$$E\|H(u_n) - H(u)\|^2 \to 0.$$  \hspace{1cm} (8)

Furthermore, from the assumption (P1), we get that for a.e. $s \in J$,

$$E\|f(s, u_n(s)) - f(s, u(s))\|^2 \leq 2E\|f(s, u_n(s))\|^2 + 2E\|f(s, u(s))\|^2 \leq 4\varphi_R(s)$$  \hspace{1cm} (9)

and

$$E\|g(s, u_n(s)) - g(s, u(s))\|^2 \leq 2E\|g(s, u_n(s))\|^2 + 2E\|g(s, u(s))\|^2 \leq 4\psi_R(s).$$  \hspace{1cm} (10)

Using the fact that the functions $s \to 4\varphi_R(s)$ and $s \to 4\psi_R(s)$ are Lebesgue integrable for a.e. $s \in [0, t]$ and every $t \in J$, combined with Lemma 2.1, (2), (4), (6)-(10) and the Lebesgue dominated convergence theorem, we know that

$$E\| (Qu_n)(t) - (Qu)(t) \|^2 \leq 3M^2 E\|H(u_n) - H(u)\|^2$$

$$+ 3M^2 \int_0^t E\|f(s, u_n(s)) - f(s, u(s))\|^2 ds$$

$$+ 3 \text{Tr}(Q) M^2 \int_0^t E\|g(s, u_n(s)) - g(s, u(s))\|^2 ds$$

$$\to 0 \quad \text{as } n \to \infty,$$

which means that

$$\| (Qu_n) - (Qu) \|_C = \left( \sup_{t \in J} E\| (Qu_n)(t) - (Qu)(t) \|^2 \right)^{1/2} \to 0 \quad \text{as } n \to \infty.$$  

Therefore, $Q : B_R \to B_R$ is a continuous operator.
Now, we are in the position to demonstrate that \( \{Qu : u \in B_R \} \) is a family of equicontinuous functions in \( C(J, L^2(\Omega, \mathbb{H})) \). For any \( u \in B_R \) and \( 0 \leq t_1 < t_2 \leq a \), by Lemma 2.1, (4) and the assumption (P1), we have

\[
E \| (Qu)(t_2) - (Qu)(t_1) \|^2 \leq 5E \| U(t_2, 0)H(u) - U(t_1, 0)H(u) \|^2 + 5E \int_0^{t_1} \| U(t_2, s) - U(t_1, s) \| f(s, u(s))ds + 5E \int_{t_1}^{t_2} U(t_2, s)f(s, u(s))ds + 5E \int_0^{t_1} U(t_2, s)g(s, u(s))dW(s) + 5E \int_{t_1}^{t_2} U(t_2, s)g(s, u(s))dW(s)
\]

\[
\leq 5 \| U(t_2, 0) - U(t_1, 0) \| H(u) + 5t_1 \| U(t_2, s) - U(t_1, s) \| \varphi_R(s)ds + 5M^2(t_2 - t_1) \| \varphi_R(s)ds + 5Tr(Q) \int_0^{t_1} \| U(t_2, s) - U(t_1, s) \| \psi_R(s)ds + 5Tr(Q)M^2 \int_{t_1}^{t_2} \psi_R(s)ds
\]

\[
:= I_1 + I_2 + I_3 + I_4 + I_5.
\]

In order to prove that \( E \| (Qu)(t_2) - (Qu)(t_1) \|^2 \to 0 \) as \( t_2 - t_1 \to 0 \), we only need to check \( I_i \to 0 \) independently of \( u \in B_R \) when \( t_2 - t_1 \to 0 \) for \( i = 1, 2, \cdots, 5 \).

For \( I_1 \), by the fact that linear evolution family \( \{U(t, s) : 0 \leq s \leq t \leq a \} \) is strongly continuous one can easily obtain that \( I_1 \to 0 \) as \( t_2 - t_1 \to 0 \).

For \( t_1 = 0, 0 < t_2 \leq a \), it is easy to see that \( I_2 = I_4 = 0 \). For \( 0 < t_1 < a \) and arbitrary \( 0 < \delta < t_1 \), by Lemma 2.2, Definition 2.3, the assumption (P1), (2) and the arbitrariness of \( \delta \), we get that

\[
I_2 \leq 5t_1 \int_0^{t_1-\delta} \| U(t_2, s) - U(t_1, s) \| ^2 \varphi_R(s)ds + 5t_1 \int_{t_1-\delta}^{t_1} \| U(t_2, s) - U(t_1, s) \| ^2 \varphi_R(s)ds \leq \sup_{t_1} \| U(t_2, s) - U(t_1, s) \|^2 \cdot 5t_1 \int_0^{t_1-\delta} \varphi_R(s)ds + 10M^2t_1 \int_{t_1-\delta}^{t_1} \varphi_R(s)ds \to 0 \text{ as } t_2 - t_1 \to 0 \text{ and } \delta \to 0,
\]

and

\[
I_4 \leq 5Tr(Q) \int_0^{t_1-\delta} \| U(t_2, s) - U(t_1, s) \|^2 \psi_R(s)ds + 5Tr(Q) \int_{t_1-\delta}^{t_1} \| U(t_2, s) - U(t_1, s) \|^2 \psi_R(s)ds
\]
Therefore, by Lemma 2.9, (2), (4), (11), (13) and the assumption (P3), we get that
\[ I \leq \sup_{s \in [0,t_1-\delta]} \|U(t_2,s) - U(t_1,s)\|_{L^2(\mathbb{H})}^2 : 5T(Q) \int_0^{t_1-\delta} \psi_R(s) \, ds + 10M^2T(Q) \int_{t_1-\delta}^{t_1} \psi_R(s) \, ds \]
\[ \rightarrow 0 \quad \text{as} \quad t_2 - t_1 \rightarrow 0 \quad \text{and} \quad \delta \rightarrow 0. \]
For \( I_3 \) and \( I_5 \), by the assumption (P1), we get that
\[ I_3 = 5M^2(t_2 - t_1) \int_{t_1}^{t_2} \varphi_R(s) \, ds \rightarrow 0 \quad \text{as} \quad t_2 - t_1 \rightarrow 0, \]
and
\[ I_5 = 5M^2T(Q) \int_{t_1}^{t_2} \psi_R(s) \, ds \rightarrow 0 \quad \text{as} \quad t_2 - t_1 \rightarrow 0. \]
As a result, we have proved that \( \mathbb{E}[(Q(u(t_2)) - (Q(u))(t_1)]^2 \rightarrow 0 \) independently of \( u \in B_R \) as \( t_2 - t_1 \rightarrow 0 \), which means that the operator \( Q : B_R \rightarrow B_R \) is equicontinuous.

In what follows, we will prove that \( \mathbb{Q} : B_R \rightarrow B_R \) is a condensing operator. For any \( D \subset B_R \), by Lemma 2.8, there exists a countable set \( D_0 = \{ u_n \} \subset D \) such that
\[ \alpha_C(\mathbb{Q}(D)) \leq 2\alpha_C(\mathbb{Q}(D_0)). \quad (11) \]
Since \( \mathbb{Q}(D_0) \subset \mathbb{Q}(B_R) \) is equicontinuous, we get from Lemma 2.7 that
\[ \alpha_C(\mathbb{Q}(D_0)) = \max_{t \in J} \alpha(\mathbb{Q}(D_0)(t)). \quad (12) \]
For any \( u_1, u_2 \in D_0 \), we know from Lemma 2.1 that
\[ \mathbb{E}\left\| \int_0^t U(t,s)g(s,u_1(s)) \, d\mathbb{W}(s) - \int_0^t U(t,s)g(s,u_2(s)) \, d\mathbb{W}(s) \right\|^2 \]
\[ = \mathbb{E}\left\| \int_0^t U(t,s)[g(s,u_1(s)) - g(s,u_2(s))] \, d\mathbb{W}(s) \right\|^2 \]
\[ \leq M^2T(Q) \int_0^t \mathbb{E}\|g(s,u_1(s)) - g(s,u_2(s))\|^2 \, ds. \]
The above inequality combined with Lemma 2.6 (vii), Lemma 2.9 and the fact that the norm of Banach space \( L^2(\Omega, \mathbb{H}) \) is \( \|u(\cdot)\|_{L^2} = (\mathbb{E}||u(\cdot, \mathbb{W})||^2)^{\frac{1}{2}} \), one gets that
\[ \alpha \left( \int_0^t U(t,s)g(s,D_0(s)) \, d\mathbb{W}(s) \right) \leq M \left( 2T(Q) \int_0^t \alpha(\mathbb{Q}(D_0(s)))^2 \, ds \right)^{\frac{1}{2}}. \quad (13) \]
Therefore, by Lemma 2.9, (2), (4), (11), (13) and the assumption (P3), we get that
\[ \alpha(\mathbb{Q}(D_0)(t)) \leq \alpha(\{U(t,0)H(u_n)\}) + \alpha \left( \left\{ \int_0^t U(t,s)f(s,u_n(s)) \, ds \right\} \right) \]
\[ + \alpha \left( \left\{ \int_0^t U(t-s)g(s,u_n(s)) \, d\mathbb{W}(s) \right\} \right) \]
\[ \leq MLH\alpha_C(D_0) + 2M \int_0^t \alpha \left( \{f(s,u_n(s))\} \right) \, ds \]
Hence, from (11), (12), (14) and the assumption (P3), we get that
\[ \alpha_C(Q(D)) \leq 2 \left( M L_H + 2 a ML_f + \sqrt{2 a \text{Tr}(Q) ML_g} \right) \alpha_C(D) < \alpha_C(D). \] (14)

Therefore, \( Q : B_R \to B_R \) is a condensing operator. It follows from Lemma 2.11 that the operator \( Q \) has at least one fixed point \( u \in B_R \), which is just a mild solution of NSEE (1). This completes the proof of Theorem 3.1.

\[ \square \]

**Remark 2.** Theorem 3.1 can be applied to a class of nonautonomous stochastic partial differential equations of evolution type with nonlocal initial conditions, in which the corresponding evolution family is not compact. Therefore, Theorem 3.1 in this paper is supplement to the papers [8], [9], [6] and [14]. This distinguishes the present paper from earlier works on stochastic evolution equations with nonlocal initial conditions.

**Remark 3.** As the readers can see, Theorem 3.1 extends the studying of the papers [24] and [30], which investigate the solvability of non-autonomous parabolic evolution equations with nonlocal initial conditions, to the case of stochastic non-autonomous evolution equations with nonlocal initial conditions and noncompact evolution family.

### 4. An application.

In order to illustrate the applicability of our main result, we consider the following non-autonomous stochastic partial differential equation of parabolic type with nonlocal initial conditions

\[
\begin{aligned}
\frac{\partial u(x,t)}{\partial t} &= A(x,t,D)u(x,t) + \frac{\cos(\pi t)}{10 + |u(x,t)|} + \frac{\sin(x,t,u(x,t))dW(t)}{10e^{at}}, \quad x \in \Theta, \ t \in J, \\
D^\alpha u(x,t) &= 0, \quad (x,t) \in \partial\Theta \times J, \ |\alpha| \leq n, \\
u(x,0) &= \int_0^x K(s)ds \frac{1}{1 + |u(x,s)|}, \quad x \in \Theta,
\end{aligned}
\] (15)

where \( \Theta \subset \mathbb{R}^N (N \geq 1) \) is a bounded domain with smooth boundary \( \partial\Theta \), \( n \in \mathbb{Z}^+ \), \( J = [0,a] \) is a constant, \( W(t) \) denotes a one-dimensional standard cylindrical Wiener process with a finite trace nuclear covariance operator \( Q \geq 0 \) defined on a filtered complete probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P) \):

\[ A(x,t,D)u = \sum_{|\alpha| \leq 2n} a_\alpha(x,t)D^\alpha u \]

are uniformly strongly elliptic operators in \( \Theta \), i.e., there exist a constant \( C_1 > 0 \) such that for every \( x \in \Theta, \ t \in J \) and \( \xi \in \mathbb{R}^N \),

\[ (-1)^n \text{Re} \sum_{|\alpha| = 2n} a_\alpha(x,t)\xi^\alpha \geq C_1 \xi^{2n}; \]
the coefficients $a_\alpha(\cdot, t) \in C^{2n}(\overline{\Theta})$ for $t \in J$ and $a_\alpha(\cdot, t): J \rightarrow \mathbb{R}$ are uniformly Hölder continuous, i.e., there exist constants $C_2 > 0$ and $0 < \eta \leq 1$ such that for every $x \in \overline{\Theta}$, $t, s \in J$ and $|\alpha| \leq 2n$,

$$|a_\alpha(x, t) - a_\alpha(x, s)| \leq C_2|t - s|^\eta;$$

$K \in L(J, \mathbb{R}^+)$

Let $H = L^2(\Theta, \mathbb{R})$. Then $H$ is a Hilbert space with the norm $\| \cdot \|_2$ and inner product $(\cdot, \cdot)$. Consider the operator $A(t)$ on $H$ defined by

$$A(t)u(x) = A(x, t, D)u(x), \quad D(A(t)) = H^{2n}(\Theta) \cap H^6_0(\Theta).$$

It follows from [27, Lemma 6.1 in Chapter 7] that there are constants $\theta \in (\frac{\pi}{2}, \pi)$ and $M_1 \geq 0$ such that $A(t)$ satisfy the condition $(\text{AT}_1)$. Furthermore, by again [27, Lemma 6.1 in Chapter 7] together with Hölder continuity of coefficients $a_\alpha(x, t)$ one know that there exist constants $M_2 > 0$ and $\vartheta, \beta \in (0, 1]$ with $\vartheta + \beta > 1$ such that for all $\lambda \in \Sigma_a$ and $0 \leq s \leq t \leq a$, the condition $(\text{AT}_2)$ is satisfied. Therefore, the family $\{A(t): 0 \leq t \leq a\}$ generates an equicontinuous evolution family $\{U(t, s): 0 \leq s \leq t \leq a\}$. Denote

$$M := \sup_{0 \leq s \leq t \leq a} \|U(t, s)\|_{L(H)}.$$

For every $t \in J$, denote

$$u(t) = u(\cdot, t), \quad f(t, u(t)) = \frac{\cos(\pi t)}{10 + |u(\cdot, t)|},$$

$$g(t, u(t)) = \frac{\sin(x, t, u(x, t))}{10e^t}, \quad H(u) = \int_0^a K(s)ds$$

Then the non-autonomous stochastic partial differential equation of parabolic type with nonlocal initial conditions (15) can be rewritten into the abstract form of NSEE (1) in $L^2(\Theta, \mathbb{R})$.

**Theorem 4.1.** Assume that $M(a + 5\sqrt{2a Tr(Q)}) < 25$. Then the non-autonomous stochastic partial differential equation of parabolic type with nonlocal initial conditions (15) has at least one mild solution $u \in C(J, L^2(\Omega, L^2(\Theta, \mathbb{R})))$.

**Proof.** From the definition of nonlinear functions $f, g$ and nonlocal function $H$, we can easily to verify that the assumptions (P1) and (P2) hold with

$$\varphi_r(t) = \frac{\text{mes}(\Theta) \cos^2(\pi t)}{100}, \quad \psi_r(t) = \frac{\text{mes}(\Theta)e^{-2t}}{100},$$

$$\Psi(r) = \text{mes}(\Theta)(\int_0^a K(s)ds)^2, \quad \rho_1 = \rho_2 = \rho_3 = 0. \quad (16)$$

From (16) one can easily to verify that the condition (3) is satisfied. Furthermore, from the definition of nonlinear functions $f$ and $g$, we know that $f(t, u)$ and $g(t, u)$ is Lipschitz continuous about the variable $u$ with Lipschitz constants $k_f = \frac{1}{100}$ and $k_g = \frac{1}{10}$, respectively. In addition, From [23] and some basic analysis we know that the nonlocal term $H$ is a compact operator. Therefore, by Lemma 2.6 and the assumption $M(a + 5\sqrt{2a Tr(Q)}) < 25$ we know that the assumption (P3) is satisfied with constants

$$L_f = \frac{1}{100}, \quad L_g = \frac{1}{10}, \quad L_H = 0.$$ 

Therefore, all the assumptions of Theorem 3.1 are satisfied. Hence, the non-autonomous stochastic partial differential equation of parabolic type with nonlocal initial conditions (15) has at least one mild solution $u \in C(J, L^2(\Omega, L^2(\Theta, \mathbb{R})))$ due to Theorem 3.1. This completes the proof of Theorem 4.1.
Acknowledgments. The author expresses his sincere thanks to the editors for their kind help and the anonymous reviewer for his/her careful reading of the paper, giving valuable comments and suggestions. It is their contributions that greatly improve the paper. This work was done when the author visited the Department of Mathematics at the New Mexico Institute of Mining and Technology. He would like to express his thanks to all people there for their kind hospitality.

REFERENCES

[1] P. Acquistapace, Evolution operators and strong solution of abstract parabolic equations, *Differential Integral Equations*, 1 (1988), 433–457.

[2] P. Acquistapace and B. Terreni, A unified approach to abstract linear parabolic equations, *Rend. Semin. Mat. Univ. Padova*, 78 (1987), 47–107.

[3] H. Amann, Parabolic evolution equations and nonlinear boundary conditions, *J. Differential Equations*, 72 (1988), 201–269.

[4] J. Banas and K. Goebel, *Measures of Noncompactness in Banach Spaces*, In Lecture Notes in Pure and Applied Mathematics, Volume 60, Marcel Dekker, New York, 1980.

[5] L. Byszewski, Application of properties of the right hand sides of evolution equations to an investigation of nonlocal evolution problems, *Nonlinear Anal.*, 33 (1998), 413–426.

[6] P. Chen, A. Abdelmonem and Y. Li, Global existence and asymptotic stability of mild solutions for stochastic evolution equations with nonlocal initial conditions, *J. Integral Equations Appl.*, 29 (2017), 325–348.

[7] P. Chen and Y. Li, Monotone iterative technique for a class of semilinear evolution equations with nonlocal conditions, *Results Math.*, 63 (2013), 731–744.

[8] P. Chen and Y. Li, Nonlocal Cauchy problem for fractional stochastic evolution equations in Hilbert spaces, *Collect. Math.*, 66 (2015), 63–76.

[9] P. Chen, X. Zhang and Y. Li, Nonlocal problem for fractional stochastic evolution equations with solution operators, *Fract. Calc. Appl. Anal.*, 19 (2016), 1507–1526.

[10] P. Chen, X. Zhang and Y. Li, Approximate controllability of non-autonomous evolution system with nonlocal conditions, *J. Dyn. Control. Syst.*, 26 (2020), 1–16.

[11] P. Chen, X. Zhang and Y. Li, Fractional non-autonomous evolution equation with nonlocal conditions, *J. Pseudo-Differ. Oper. Appl.*, 10 (2019), 559–584.

[12] P. Chen, X. Zhang and Y. Li, Existence and approximate controllability of fractional evolution equations with nonlocal conditions via resolvent operators, *Fract. Calc. Appl. Anal.*, 23 (2020), 268–291.

[13] J. Cui, L. Yan and X. Wu, Nonlocal Cauchy problem for some stochastic integro-differential equations in Hilbert spaces, *J. Korean Stat. Soc.*, 41 (2012), 279–290.

[14] R. F. Curtain and P. L. Falb, *Stochastic differential equations in Hilbert space*, J. Differential Equations, 10 (1971), 412–430.

[15] G. Da Prato and J. Zabczyk, *Stochastic Equations in Infinite Dimensions*, Cambridge University Press, Cambridge, 1992.

[16] K. Deimling, *Nonlinear Functional Analysis*, Springer-Verlag, New York, 1985.

[17] K. Ezzinbi, X. Fu and K. Hilal, Existence and regularity in the α-norm for some neutral partial differential equations with nonlocal conditions, *Nonlinear Anal.*, 67 (2007), 1613–1622.

[18] Z. Fan and G. Li, Existence results for semilinear differential equations with nonlocal and impulsive conditions, *J. Funct. Anal.*, 258 (2010), 1709–1727.

[19] X. Fu, Approximate controllability of semilinear non-autonomous evolution systems with state-dependent delay, *Evol. Equ. Control Theory*, 6 (2017), 517–534.

[20] H.-P. Heinz, On the behaviour of measure of noncompactness with respect to differentiation and integration of vector-valued functions, *Nonlinear Anal.*, 7 (1983), 1351–1371.

[21] D. Henry, *Geometric Theory of Semilinear Parabolic Equations*, Lecture Notes in Math., vol. 840, Springer-Verlag, New York, 1981.

[22] J. Liang, J. H. Liu and T.-J. Xiao, Nonlocal impulsive problems for nonlinear differential equations in Banach spaces, *Math. Comput. Modelling*, 49 (2009), 798–804.

[23] J. Liang, J. H. Liu and T.-J. Xiao, Nonlocal Cauchy problems for nonautonomous evolution equations, *Commun. Pure Appl. Anal.*, 5 (2006), 529–535.
[25] K. Liu, *Stability of Infinite Dimensional Stochastic Differential Equations with Applications*, Chapman and Hall, London, 2006.

[26] X. Mao, *Stochastic Differential Equations and their Applications*, Horwood Publishing Ltd., Chichester, 1997.

[27] A. Pazy, *Semigroups of Linear Operators and Applications to Partial Differential Equations*, Springer-Verlag, Berlin, 1983.

[28] I. I. Vrabie, Delay evolution equations with mixed nonlocal plus local initial conditions, *Commun. Contemp. Math.*, **17** (2015), 1350035.

[29] J. Wang, Approximate mild solutions of fractional stochastic evolution equations in Hilbert spaces, *Appl. Math. Comput.*, **256** (2015), 315–323.

[30] R. N. Wang and P. X. Zhu, Non-autonomous evolution inclusions with nonlocal history conditions: Global integral solutions, *Nonlinear Anal.*, **85** (2013), 180–191.

Received April 2020; revised July 2020.

E-mail address: chpengyu123@163.com