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Abstract

Time efficiency is one of the more critical concerns in computational fluid dynamics simulations of industrial applications. Extensive research has been conducted to improve the underlying numerical schemes to achieve time process reduction. Within this context, this paper presents a new time discretization method based on the Adomian decomposition technique for Euler equations. The obtained scheme is time-order adaptive; the order is automatically adjusted at each time step and over the space domain, leading to significant processing time reduction. The scheme is formulated in an appropriate recursive formula, and its efficiency is demonstrated through numerical tests by comparison to exact solutions and the popular Runge-Kutta-DG method.
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I. Introduction

Computational fluid dynamics (CFD) is the numerical simulation of fluid flow, heat and mass transfer, turbulence, and other physical properties of fluids. This is achieved by solving Euler equations numerically for inviscid flows and Navier-Stokes equations for viscous flows. Details of the involved equations from modelling to numerical discretization can be found in \cite{1, 2, 3}.

\textit{Email addresses: igarcia@bcamath.org} (Imanol Garcia-Beristain), \textit{lremaki@bcamath.org} (Lakhdar Remaki)
CFD is extensively used in a wide range of industrial sectors including aeronautics and automotive [4, 5, 6, 7], ventilation and gas turbine design [8, 9, 10, 11, 12, 13], chemical manufacturing [14], oil industry [15], power generation and marine energy [16], food processing [17, 18], water treatment [19], and others. An interesting overview of the application of CFD to industrial applications is provided in [20, 21]. To illustrate this fact, one can mention, for instance, that wind tunnel testing in automotive and aeronautics sectors is strongly combined with CFD simulations for better and cost-effective results and bringing products to market faster. The exclusive use of CFD appears as a serious option in the near future. Bloodhound supersonic car fully designed with CFD is a good example of this trend [7, 22].

Aeroacoustics simulations, referred to by computational aeroacoustic (CAA), are among the most important CFD applications. The main objective of such simulations is noise reduction based on an accurate noise prediction. Reducing noise is of great importance for industry and human life quality. In transportation, a sensitive population’s mobility growth is expected thanks to fast transportation facilities’ development. In the US, the Joint Planning and Development Office (JPDO) is creating a new NextGen system plan for an expected air traffic increase by a factor of 3 towards 2025. Therefore reducing harmful sound effects becomes critical. A study of the impact of industrial noise on human life can be found in [23, 3].

One of the most challenging aspects when dealing with a numerical discretization of Euler and Navier-Stokes equations is the time efficiency. Indeed in industrial applications, complex geometries are used for simulations resulting in big meshes size that significantly increases the processing time. The case of aeroacoustics applications is even worse; a very fine mesh, around 6 points per wavelength, is required, aggravated by the need for extended time propagation resulting in the use of large domains, adding to that the significant scale differences inherent to the nature of the phenomenon [24].

CAA simulations can be classified into two categories: direct noise computation (DNC) and hybrid methods [25]. DNC method computes simultaneously acoustic and aerodynamic fields using compressible Navier-Stokes or Euler equations. The DNC requires low dispersive
and low dissipative numerical methods, making the approach prohibitively expensive in terms of computational cost; consequently, its use limited for real-life applications [25]. On the contrary, the hybrid method computes the aerodynamic and the acoustic fields in two separate steps, following Lighthill’s acoustic analogy [26, 27]. The approach requires first solving the aerodynamic field, used to evaluate an acoustical source that is then propagated. Linearised Euler equations (LEE) or nonlinear Euler equations [28], where the fluid is decomposed into a mean flow part and perturbation part, are the standard ways used to propagate the acoustic field. Most industrial CAA applications favor the hybrid method and often use LEE decomposition being faster and more robust than its nonlinear alternative [28, 29, 30, 31]. Hybrid methods are significantly cost-effective compared to DNC, and are mostly adopted in aeronautics [28, 32]. Nevertheless, they still requiring high-order low-dispersion schemes, and hence long simulation time [31]. In a conclusion, LEE is extensively used for aeroacoustic waves simulations due to the many advantages this approach offers [29, 30, 31]. Indeed, LEE in addition of being significantly faster than nonlinear Euler Equations, advection velocity, and amplitude, are easier to preserve by performing a linearization around the mean flow. In contrast, nonlinear Euler equations might completely damp waves by numerical diffusion. From another side, the information about the mean flow is preserved compared to a simple wave equation. Consequently, LEE offers a good compromise between simple wave propagation equations and nonlinear equations. Despite the linear nature of the LEE, due to the big required domains and very fine mesh, existing numerical methods need to be significantly improved especially for high-order methods.

Reducing computational time for high-order methods is a very active research field [33]. A significant effort is put into the implementation aspect using parallel architectures to attenuate the prohibitive time processing [34, 35]. In parallel, considerable work is devoted to improving numerical schemes based on adaptivity techniques to avoid unnecessary computations.

Two main adaptive strategies are developed in literature; mesh adaptivity, referred to by $h$-adaptivity, where the mesh quality is improved by performing local operations on mesh cells
and based on a selected metric. The operations include refinement, swapping, and coarsening [36, 37, 38, 39, 40]. The other strategy, referred to by $p$-adaptivity, consists of adapting the method order. Although order adaptivity is widely used in space [41, 42], it has not been reported in time adaptivity, except adjustment of time-step size [43, 44].

Within this context, this paper tries to open doors to build cost-effective time-adaptive ($p$-adaptivity) numerical schemes through the semi-analytical Adomian decomposition technique for Euler Equations. Adomian decomposition method first proposed by Adomian [45, 46, 47], is used by many authors to solve a big range of problems covering linear and nonlinear PDEs either deterministic or stochastic. This demonstrates that the approach is a promising trend in the field of approximation of PDEs solutions. See, for instance, the important work of Wazwaz [48, 49, 50, 51, 52, 53, 54, 55, 56, 57], and other relevant articles [55, 56, 57]. The reader is particularly referred to the nice review paper by Duan et al [49].

While almost all the work on Adomian decomposition in the literature focuses on finding semi-analytical solutions for PDEs (very limited work on CFD), we investigate the potential of using this technique to build efficient numerical schemes.

Very few works can be found on semi-analytical CFD solutions; we can cite solving Burgers’ equation [58, 59, 60], and fractional derivative type problems such as the fractional Navier-Stokes equations [54, 53]. This approach, however, is too prohibitive to be used for complex real-life problems. Indeed, the approach calculates successive Adomian series terms analytically, which become exponentially complex even for simple problems. Only the very few first terms can be actually calculated, resulting in a significant truncation error.

The use of Adomian decomposition to derive numerical schemes is even rarer; one can cite the work about the fractional Navier-Stokes equations [61]. Here the method is applied to discrete Navier-Stokes. In other words, a Cartesian mesh is used for space discretization, which is a severe limitation for reel applications that uses complex CADs (computer-aided design) where unstructured meshes are required. Moreover the Riemann-Liouville integrals are used for time increment, which is numerically prohibitive. This makes the method not competitive compared to standard numerical methods.
The novelty of the present work can be summarized as follows; first, the proposed numerical method uses the same data structure used for standard numerical methods like finite element, finite volume, discontinuous Galerkin (DG) methods, and so on. Consequently, no extra complexity is required, and the method can be implemented in any existing CFD platform (commercial, open-source, or academic). Second, the method is time-exact, with no need for any integration formula. Finally, the method is time-adaptive which can sensibly improve the cost-effectiveness of existing space-discretization methods.

To derive the proposed method, the semi-analytical Adomian decomposition technique is applied to the Euler equations. By considering the decomposition at each time step, a time discretization scheme is obtained. A recursive formula is established and proved providing a simple and practical formulation of the scheme. We refer to the obtained method by ABS standing for Adomian Based Scheme. The most important property of the scheme is its local time-order adaptivity, in the sense that the order is automatically adjusted at each time step and over the whole space domain, conferring to the method its time-effectiveness.

Space discretization can be achieved by any standard method. In this work classical discontinuous Galerkin (DG) approach is selected, and ABS-DG is used to refer to the full discretization. Numerical tests are performed using ABS-DG and Runge-Kutta - DG (RK-DG), and then results are compared to demonstrate the performance of the proposed method. A comparison to exact solutions is also presented.

In section 2, a short overview of the Adomian decomposition method and the nonlinear Euler and linearized Euler equations (LEE) are given. In section 3, details of the proposed ABS and ABS-DG schemes are provided as well as a stability analysis. In section 4, the connection of ABS-DG to the Runge-Kutta (RK) in the linear case is established. Tests are performed and reported in section 5.
II. Adomian Decomposition Overview

II.I. The Adomian Decomposition Method

In the following, a short description of the Adomian decomposition method is provided, for more details see [46, 45, 49].

Given a differential equation, the method consists in decomposing the equation as follows,

\[ L(u) + R(u) + N(u) = 0, \]  
(1)

where \( u \) is the unknown, \( L \) and \( R \) are the linear parts of the differential operator, with \( L \) being the easily invertible part. \( N \) is the nonlinear part.

Note that it is not necessary to distinguish the non-invertible linear part from the nonlinear one. The sum \( N + R \) can be represented by a single operator \( N \), reducing the decomposition to

\[ L(u) + N(u) = 0, \]  
(2)

then the solution \( u \) and the operator \( N \) are expanded as,

\[ u = \sum_{n=0}^{\infty} u_n, \]  
(3)

and

\[ N = \sum_{n=0}^{\infty} N_n. \]  
(4)

The Adomian polynomial coefficients \( N_n \) are given by

\[ N_n = \frac{1}{n!} \frac{\partial^n}{\partial \lambda^n} \left[ N \left( \sum_{k=0}^{n} \lambda^k u_k \right) \right]_{\lambda=0}, \]  
(5)

and the terms \( u_n \) of the series are computed as follows

\[ u_{n+1} = L^{-1}(N_n). \]  
(6)
II.II. The non-conservative Euler equations

The two-dimensional compressible inviscid flow equations (Euler equations) formulated relative to a Cartesian \((x, y)\) coordinates system, in primitive variables, are given by

\[
\begin{align*}
\partial_t (\rho) + \partial_x (\rho u) + \partial_y (\rho v) &= 0 \\
\partial_t (u) + u \partial_x (u) + v \partial_y (u) + \frac{1}{\rho} \partial_x p &= 0 \\
\partial_t (v) + u \partial_x (v) + v \partial_y (v) + \frac{1}{\rho} \partial_y p &= 0 \\
\partial_t (p) + u \partial_x (p) + v \partial_y (p) + \gamma p (\partial_x (u) + \partial_y (v)) &= 0,
\end{align*}
\]

(7)

where \(\rho\) and \(p\) denote the averaged density and pressure of the fluid respectively and \(u_{\alpha}\) is the averaged velocity of the fluid in direction \(x_{\alpha}\). Solutions to the set of equations are defined on a fixed spatial computational domain \(\Omega\).

Euler equations can also be written in a vector form,

\[
\frac{\partial Q}{\partial t} + A \frac{\partial Q}{\partial x} + B \frac{\partial Q}{\partial y} = 0,
\]

(8)

where, \(Q = (\rho, u_1, u_2, p)^t\) and

\[
A(x, y, t) = \begin{pmatrix} u & \rho & 0 & 0 \\ 0 & u & 0 & 1/\rho \\ 0 & 0 & u & 0 \\ 0 & \rho c^2 & 0 & u \end{pmatrix} \quad B(x, y, t) = \begin{pmatrix} v & 0 & \rho & 0 \\ 0 & v & 0 & 0 \\ 0 & 0 & v & 1/\rho \\ 0 & 0 & \rho c^2 & v \end{pmatrix},
\]

(9)

where \(c^2 = \frac{\gamma p}{\rho}\) is the sound speed.

II.III. The Linearized Euler Equations (LEE)

LEE system is obtained by a linearization around a mean flow. This is achieved by decomposing the solution into mean and perturbation parts \(Q = Q_0 + Q'\) then substituting...
in equation (8) and assuming that

\[
\frac{\partial Q_0}{\partial t} + A_0 \frac{\partial Q_0}{\partial x} + B_0 \frac{\partial Q_0}{\partial y} = 0, \quad (10)
\]

with \( A_0 \) and \( B_0 \) the matrices \( A \) and \( B \) evaluated at \( Q_0 \).

We obtain [62, 63, 64],

\[
\frac{\partial Q'}{\partial t} + A_0 \frac{\partial Q'}{\partial x} + B_0 \frac{\partial Q'}{\partial y} + A' \frac{\partial Q_0}{\partial x} + B' \frac{\partial Q_0}{\partial y} = 0, \quad (11)
\]

where \( Q' = (\rho', u', v', p')^t \) and \( A' \) and \( B' \) are the matrices \( A \) and \( B \) evaluated at \( Q' \).

For a smooth background (mean flow) which implies that mean flow spatial derivatives are moderate, in the sense

\[
A' \frac{\partial Q_0}{\partial x} \ll A_0 \frac{\partial Q'}{\partial x} \quad \text{and} \quad B' \frac{\partial Q_0}{\partial y} \ll B_0 \frac{\partial Q'}{\partial y}, \quad (12)
\]

equation (11) is simplified to

\[
\frac{\partial Q'}{\partial t} + A_0 \frac{\partial Q'}{\partial x} + B_0 \frac{\partial Q'}{\partial y} = 0. \quad (13)
\]

In this paper, matrices \( A_0 \) and \( B_0 \) are considered to be constant (a common simplification in aeroacoustics) without loss of generality. For convenience, the prime symbol is dropped from \( Q' \).

III. Adomian Based Schemes (ABS)

In this section, a cost-effective numerical scheme to solve nonlinear Euler Equations is derived. The time discretization is obtained using the Adomian decomposition technique, while the DG method (any other discretization method can be used) is applied for the space discretization. We refer to the semi-discretized scheme by ABS standing for Adomian Based
Scheme, and by ABS-DG to the fully-discretized scheme. The DG space discretization is implemented following the approach proposed by Shu [65]. For other classical DG discretizations, the reader is referred to Cockburns paper [66].

III.I. ABS Scheme Derivation

To apply the Adomian decomposition technique described in section II.I to Euler equations (7), we propose to set

\[ L = \frac{\partial}{\partial t} \quad \text{and then} \quad L^{-1} = \int_0^t ds. \]

The nonlinear operator \( N \) is given by the remaining terms,

\[ N(Q) = A(Q) \frac{\partial Q}{\partial x} + B(Q) \frac{\partial Q}{\partial y} \]  \hspace{1cm} (14)

with \( Q \) being the primitive variables

\[ Q = \begin{pmatrix} \rho \\ u \\ v \\ p \end{pmatrix}. \]  \hspace{1cm} (15)

First \( Q \) is expanded as in (3)

\[ Q = \sum_{n=0}^{\infty} Q_n, \]  \hspace{1cm} (16)

the Adomian coefficients (4) are then give by

\[ N_n = \frac{1}{n!} \frac{\partial^n}{\partial \lambda^n} \left[ A \left( \sum_{k=0}^{n} \lambda^k Q_k \right) \frac{\partial}{\partial x} \left( \sum_{k=0}^{n} \lambda^k Q_k \right) + B \left( \sum_{k=0}^{n} \lambda^k Q_k \right) \frac{\partial}{\partial y} \left( \sum_{k=0}^{n} \lambda^k Q_k \right) \right]_{\lambda=0} \]  \hspace{1cm} (17)
which yields

\[
N_n = \frac{1}{n!} \frac{\partial^n}{\partial \lambda^n} \left[ \partial_x \left( \left( \sum_{k=0}^{n} \lambda^k \rho_k \right) \left( \sum_{k=0}^{n} \lambda^k u_k \right) \right) + \partial_y \left( \left( \sum_{k=0}^{n} \lambda^k \rho_k \right) \left( \sum_{k=0}^{n} \lambda^k v_k \right) \right) \right] = 0
\]

The series terms \( Q_{n+1} \) are computed recursively by (6),

\[
Q_{n+1}(x, y, t) = \int_0^t N_n(x, y, t) ds,
\]

with \( N_n \) a four components vector

\[
N_n = \begin{pmatrix} A_n \\ B_n \\ C_n \\ D_n \end{pmatrix}
\]

Let’s develop the first component \( A_n \), corresponding to the continuity equation.

From (17)

\[
A_n(x, y, t) = \frac{1}{n!} \frac{\partial^n}{\partial \lambda^n} \left[ \partial_x \left( \left( \sum_{k=0}^{n} \lambda^k \rho_k \right) \left( \sum_{k=0}^{n} \lambda^k u_k \right) \right) + \partial_y \left( \left( \sum_{k=0}^{n} \lambda^k \rho_k \right) \left( \sum_{k=0}^{n} \lambda^k v_k \right) \right) \right]_{\lambda=0}
\]

In the first summation part of \( A_n \), permute the order of the derivatives (assuming the required
regularity to do so)
\[
\frac{1}{n!} \frac{\partial^n}{\partial \lambda^n} \left[ \frac{\partial}{\partial x} \left( \cdot \right) \right]_{\lambda=0} = \frac{1}{n!} \frac{\partial}{\partial x} \left[ \frac{\partial^n}{\partial \lambda^n} \left( \cdot \right) \right]_{\lambda=0}.
\]

Using the Leibniz formula, we get
\[
\frac{\partial^n}{\partial \lambda^n} \left( \sum_{k=0}^{n} \lambda^k \rho_k \sum_{k=0}^{n} \lambda^k u_k \right) = \sum_{j=0}^{n} \binom{n}{j} \frac{\partial^{n-j}}{\partial \lambda^{n-j}} \left( \sum_{k=0}^{n} \lambda^k \rho_k \right) \frac{\partial^j}{\partial \lambda^j} \left( \sum_{k=0}^{n} \lambda^k u_k \right).
\]

Note that
\[
\frac{\partial^{n-j}}{\partial \lambda^{n-j}} \left( \sum_{k=0}^{n} \lambda^k \rho_k \right) |_{\lambda=0} = (n-j)! \rho_{n-j}, \quad \text{and} \quad \frac{\partial^j}{\partial \lambda^j} \left( \sum_{k=0}^{n} \lambda^k u_k \right) |_{\lambda=0} = (j)! u_j,
\]
we then obtain
\[
\frac{1}{n!} \frac{\partial}{\partial x} \left[ \frac{\partial^n}{\partial \lambda^n} \left( \sum_{k=0}^{n} \lambda^k \rho_k \sum_{k=0}^{n} \lambda^k u_k \right) \right]_{\lambda=0} = \sum_{j=0}^{n} \frac{\partial}{\partial x} (\rho_{n-j} u_j). \tag{20}
\]

Similarly, the second summation part is simplified as,
\[
\frac{1}{n!} \frac{\partial}{\partial y} \left[ \frac{\partial^n}{\partial \lambda^n} \left( \sum_{k=0}^{n} \lambda^k \rho_k \sum_{k=0}^{n} \lambda^k v_k \right) \right]_{\lambda=0} = \sum_{j=0}^{n} \frac{\partial}{\partial y} (\rho_{n-j} v_j). \tag{21}
\]

Substituting (20), (21) into $A_n$, we get the formula
\[
A_n = -\sum_{j=0}^{n} (\partial_x (\rho_{n-j} u_j) + \partial_y (\rho_{n-j} v_j)). \tag{22}
\]

A similar formula for $D_n$ is obtained by repeating the same steps.

For $B_n$ and $C_n$, first expand \( \frac{1}{\sum_{k=0}^{n} \lambda^k \rho_k} \) as power series (note that $\lambda$ can be considered close to zero since we are concerned by the limit)
\[
\frac{1}{\sum_{k=0}^{n} \lambda^k \rho_k} = \sum_{k=0}^{\infty} \lambda^k \tilde{\rho}_k,
\]
that is,
\[
1 = \left( \sum_{k=0}^{n} \lambda^k p_k \right) \left( \sum_{k=0}^{\infty} \lambda^k \hat{\rho}_k \right) = \rho_0 \hat{\rho}_0 + \sum_{k=1}^{\infty} \left( \sum_{j=0}^{k} \rho_j \hat{\rho}_{k-j} \right) \lambda^k.
\]

A recursive formula is then obtained for \( \hat{\rho}_k \)

\[
\begin{align*}
\hat{\rho}_0 &= -\frac{1}{\rho_0} \\
\hat{\rho}_k &= -\frac{1}{\rho_0} \sum_{j=1}^{k} \rho_j \hat{\rho}_{k-j}, \quad \text{for } k = 1, \ldots, \infty.
\end{align*}
\]

Substituted in (17) we get,
\[
\left( \sum_{k=0}^{n} \lambda^k p_k \right) \partial_x \left( \sum_{k=0}^{n} \lambda^k p_k \right) = \left( \sum_{k=0}^{\infty} \lambda^k \hat{\rho}_k \right) \partial_x \left( \sum_{k=0}^{n} \lambda^k p_k \right)
\]
\[
\left( \sum_{k=0}^{n} \lambda^k \rho_k \right) \partial_y \left( \sum_{k=0}^{n} \lambda^k p_k \right) = \left( \sum_{k=0}^{\infty} \lambda^k \hat{\rho}_k \right) \partial_y \left( \sum_{k=0}^{n} \lambda^k p_k \right).
\]

Using the same simplifications as for \( A_n \), we get the following formula for \( N_n \)

\[
N_n = \begin{cases}
A_n = -\sum_{j=0}^{n} \left( \partial_x (\rho_{n-j} u_j) + \partial_y (\rho_{n-j} v_j) \right) \\
B_n = -\sum_{j=0}^{n} \left( u_{n-j} \partial_x u_j + v_{n-j} \partial_y u_j + \hat{\rho}_{n-j} \partial_x p_j \right) \\
C_n = -\sum_{j=0}^{n} \left( u_{n-j} \partial_x v_j + v_{n-j} \partial_y v_j + \hat{\rho}_{n-j} \partial_y p_j \right) \\
D_n = -\sum_{j=0}^{n} \left( u_{n-j} \partial_x p_j + v_{n-j} \partial_y p_j + \gamma p_j (\partial_x u_{n-j} + \partial_y v_{n-j}) \right)
\end{cases}
\]

In practice, time integration (18) is, in general, not easy to compute accurately. Indeed, Adomian coefficients \( N_n \) are polynomials in time, we need to store all coefficients for an accurate time integration which can be a severe limitation for a large \( n \). The following Theorem remedy this problem, and an exact time integration is obtained by a simple multiplication by time \( t \).

**Theorem 1:** The Adomian coefficients \( N_n \) can be expressed as

\[
N_n(x, y, t) = t^n \overline{N}_n(x, y),
\]
where $N_n(x, y)$, depends only on $x$ and $y$.

Proof: We proceed by induction. The formula is proved for $(B_n)$ and for the other components of $N_n$ the proof can be obtained in a similar way.

Note first that if property (24) is fulfilled by $N_n$, it is fulfilled by $Q_n$ as well. Indeed

$$Q_{n+1}(x, y, t) = \int_0^t N_n(x, y, s)ds = \frac{t^n}{n+1}N_n(x, y) = t^{n+1}Q_n(x, y). \quad (25)$$

Note also that the indices of the product terms in $\hat{\rho}_k$ always sum to $k$, this implies that $\hat{\rho}_k$ satisfies the property (24) as long as $\rho_k$ satisfies it, that is

$$\hat{\rho}_k(x, y, t) = t^k\hat{\rho}_k(x, y). \quad (26)$$

Now to initialize the induction process, let’s verify the property for $B_0$ and $B_1$. From (23) the first Adomian coefficient

$$B_0(x, y, t) = -(u_0\partial_x u_0 + v_0\partial_x u_0 + \frac{1}{\rho_0}\partial_x p_0) = t^0B_0(x, y),$$

and then

$$Q_1(x, y, t) = \int_0^t N_0(x, y)ds = tN_0(x, y). \quad (27)$$

The second Adomian coefficient $B_1$ is given by

$$B_1 = -(u_1\partial_x u_0 + v_1\partial_x u_0 + \hat{\rho}_1\partial_x p_0 + u_0\partial_x u_1 + v_0\partial_x u_1 + \hat{\rho}_0\partial_x p_1),$$

and from (26)

$$\hat{\rho}_1 = t\hat{\rho}_1(x, y).$$

Substituting $\hat{\rho}_1$ and $Q_1$ into $B_1$, it clear that $B_1(x, y, t) = tB_1(x, y)$.

Now assume property (24) satisfied till index $n$ and let us prove it for $n+1$. Since the relation is valid for index $n$ we have

$$N_n(x, y, t) = t^nN_n(x, y).$$
and
\[ Q_{n+1}(x, y, t) = \int_0^t N_n(x, y, s)ds = \frac{t^{n+1}}{n+1} \check{N}_n(x, y) = t^{n+1} \check{Q}_n(x, y). \] (28)

Substitute the last expression in \( B_{n+1} \) formula (23) we obtain
\[
B_{n+1} = \sum_{j=0}^n u_{n+1-j} \partial_x u_j + v_{n+1-j} \partial_y u_j + \hat{\rho}_{n+1-j} \partial_x p_j \\
= \sum_{j=0}^n \left[ (t^{n+1-j} u_{n-j}(x, y)) \left( \partial_x t^j u_{j-1}(x, y) \right) + (t^{n+1-j} v_{n-j}(x, y)) \left( \partial_y t^j u_{j-1}(x, y) \right) \right. \\
\left. + (t^{n+1-j} \hat{\rho}_{n+1-j}) \left( \partial_x t^j p_{j-1}(x, y) \right) \right] \\
= \sum_{j=0}^n t^{n+1} \left[ u_{n-j}(x, y) \partial_x u_{j-1}(x, y) + v_{n-j}(x, y) \partial_y u_{j-1}(x, y) + \hat{\rho}_{n+1-j} \partial_x p_{j-1}(x, y) \right] \\
= t^{n+1} \sum_{j=0}^n \left[ u_{n-j}(x, y) \partial_x u_{j-1}(x, y) + v_{n-j}(x, y) \partial_y u_{j-1}(x, y) + \hat{\rho}_{n+1-j} \partial_x p_{j-1}(x, y) \right].
\]

This shows that \( B_{n+1} \) is a monomial of degree \( n + 1 \) in time with a coefficient depending only on \( x, y \), that is
\[
B_{n+1}(x, y, t) = t^{n+1} \check{B}_n(x, y)
\]
which achieves the proof of the Theorem. \( \square \)

III.II. The ABS formula

Using the previous theorem we can derive a formula for \( Q_{n+1} \) that doesn’t require any time integration, indeed
\[
Q_{n+1}(x, y, t) = \int_0^t N_n(x, y, s)ds = \int_0^t t^n \check{N}_n(x, y)ds \\
= \frac{t^{n+1}}{n+1} \check{N}_n(x, y) = \frac{t^{n+1}}{n+1} \left[ t^n \check{N}_n(x, y) \right] \\
= \frac{t}{n+1} \check{N}_n(t, x, y),
\] (29)
which leads using (23) to the following recursive formulation for $Q_{n+1}$ that requires no time integration

\[
Q_{n+1} = \begin{cases}
-\frac{t}{n+1} \left[ \sum_{j=0}^{n}(\partial_x (\rho_{n-j} u_j) + \partial_y (\rho_{n-j} v_j)) \right] \\
-\frac{t}{n+1} \left[ \sum_{j=0}^{n}(u_{n-j} \partial_x u_j + v_{n-j} \partial_y u_j + \rho_{n-j} \partial_x p_j) \right] \\
-\frac{t}{n+1} \left[ \sum_{j=0}^{n}(u_{n-j} \partial_x v_j + v_{n-j} \partial_y v_j + \rho_{n-j} \partial_y p_j) \right] \\
-\frac{t}{n+1} \left[ \sum_{j=0}^{n}(u_{n-j} \partial_x p_j + v_{n-j} \partial_y p_j + \gamma (\partial_x u_{n-j} + \partial_y v_{n-j}) p_j) \right].
\end{cases}
\]

(30)

Note that the formulation 31 provides a fully analytical scheme, depending only on the initial condition and its derivatives of all orders. To calculate analytically the ABS series terms (or Adomian series terms in general), the only way is to express each term $Q_n$ in terms of $Q_0$ leading to very complicated expressions even for the first few terms of the series. This is the case even for simple problems, as can be verified in [56, 57, 51, 53]. Another handicap, the derivatives are defined in the strong sense, which requires the initial condition to be $C^\infty$ or at least $C^K$ with $K$ being the first truncated term in the Adomian series. Unfortunately, this is not suitable for real-life problems where solutions show in general discontinuities as in the CFD field, the target applications of this paper.

Alternatively, we propose to consider space derivatives in the weak sense and estimate them numerically. Although any numerical method can be used, in this work, the DG method is selected and implemented following the approach proposed by Shu [65]. However, different DG method formulations can be found in the literature, see, for instance, Cockburn [66]. We refer to the obtained numerical scheme by ABS-DG.

**Remark**

The extension to 3D is straightforward since the system of equations is the same with an additional equation for the third momentum component which is similar to other components. Extension to Navier-Stokes equations is straightforward as well, we can easily check the
recursive propriety for viscous terms and get

\[ Q_{n+1} = \left\{ \begin{array}{l}
\frac{-t}{n+1} \left[ \sum_{j=0}^{n} \left( \partial_x (\rho_{n-j} u_j) + \partial_y (\rho_{n-j} v_j) \right) \right] \\
\frac{-t}{n+1} \left[ \sum_{j=0}^{n} \left( u_{n-j} \partial_x u_j + v_{n-j} \partial_y u_j + \hat{\rho}_{n-j} \partial_x p_j \right) - \mu \left( \partial_x^2 u_{k-1} + \partial_y^2 u_{k-1} \right) \right] \\
\frac{-t}{n+1} \left[ \sum_{j=0}^{n} \left( u_{n-j} \partial_x v_j + v_{n-j} \partial_y v_j + \hat{\rho}_{n-j} \partial_y p_j \right) - \mu \left( \partial_x^2 v_{k-1} + \partial_y^2 v_{k-1} \right) \right] \\
\frac{-t}{n+1} \left[ \sum_{j=0}^{n} \left( u_{n-j} \partial_x p_j + v_{n-j} \partial_y p_j + \gamma (\partial_x u_{n-j} + \partial_y v_{n-j}) p_j \right) \right] \end{array} \right. \] (31)

III.III. Time-adaptive property of the ABS

From eq. (25) we have

\[ Q_{n+1}(x, y, t) = t^{n+1} \overline{Q}_n(x, y), \]

and the exact solution is given by the series,

\[ Q = \sum_{n=0}^{\infty} Q_n = Q_0 + \sum_{n=1}^{\infty} Q_n = Q_0 + \sum_{n=0}^{\infty} Q_{n+1} = Q_0 + \sum_{n=0}^{\infty} t^{n+1} \overline{Q}_n(x, y). \]

The solution is a power series in time. In practice, the solution is approximated by the first \( K + 1 \) first terms based on a given tolerance on the truncation error \((TE)\), that is

\[ Q(x, y, t) \simeq Q^K(x, y, t) = Q_0(x, y, t) + \sum_{n=0}^{K-1} t^{n+1} \overline{Q}_n(x, y), \]

with \( TE \) given by the series residual

\[ TE = \sum_{n=K}^{\infty} t^{n+1} \overline{Q}_n(x, y) \]

shows that \( K + 1 \) is the time-order.

It is clear that once the tolerance fixed, the first neglected term of the series (the order) will not be the same for each position \((x, y)\) and time step \( t \). Consequently, the order is automatically adjusted at each time step and domain position to the needed accuracy.
III.IV. The ABS-DG for LEE

For the LEE case, formula (31) wrote

\[ Q_{n+1}(x, y, t) = \frac{-t}{n+1} \left[ A_0(x, y) \frac{\partial}{\partial x} Q_n(x, y, t) + B_0(x, y) \frac{\partial}{\partial y} Q_n(x, y, t) \right]. \]

III.V. Space discretization

Space discretization is achieved by applying the DG method for each term of the ABS series following Shu’s approach, see [65] and [67] for details. Blom’s extensive work on DG for LEE [64] is a good reference as well.

In the following, zero-order DG case, which corresponds to a finite volume scheme, is however presented, since it will be used subsequently for stability analysis. Each \( Q_n \) term is approximated at the cell center by the average value

\[ Q_n(x_i, y_i, t) \simeq \frac{1}{|S_i|} \int_{S_i} Q_n(x, y, t) \, dS, \]

where \( S_i \) is a given cell surface (for a two-dimensional domain). We then get

\[ Q_{n+1}(x_i, y_i, t) = \frac{-t}{n+1} \left[ \frac{1}{|S_i|} \int_{\partial S_i} \left[ A_0 \, Q_n(x, y, t) \, \eta_x \right. \right. \]
\[ \left. \left. + B_0 \, Q_n(x, y, t) \, \eta_y \right] \, dS \right], \]

\[ Q^K = \sum_{n=0}^{K} Q_n. \]

\( Q^K \) is the approximated solution, and \( K \) corresponds to the index for which \( |Q_K| \) is smaller than a given tolerance.
Approximating fluxes as in the classical finite volume, the ABS-DG zero-order is obtained,

\[
\begin{align*}
(ABS - DG) \quad & \left\{ 
\begin{array}{ll}
Q(x_i, y_i, 0) = Q_0(x_i, y_i) \\
Q_{n+1}(x_i, y_i, t) &= -\frac{t}{n+1} \left| S_i \right| \sum_{j} F_{n}^{i,j} \\
Q^K &= \sum_{n=0}^{K} Q_n,
\end{array}
\right.
\end{align*}
\]

(32)

where fluxes \(F_{n}^{i,j}\) can be approximated for instance using Lax-Friedrichs formulation

\[
F_{n}^{i,j} = \frac{1}{2} \left( \overline{A} (Q_n(x_i, y_i, t) + Q_n(x_j, y_j, t)) \eta_x + \overline{B} (Q_n(x_i, y_i, t) + Q_n(x_j, y_j, t)) \eta_y \right) \\
- \frac{1}{2} \alpha \left( (Q_n(x_j, y_j, t) - Q_n(x_i, y_i, t)) \eta_x + (Q_n(x_j, y_j, t) - Q_n(x_i, y_i, t)) \eta_y \right)
\]

\[
\overline{A} = \frac{A_{i0} + A_{j0}}{2} \\
\overline{B} = \frac{B_{i0} + B_{j0}}{2}
\]

with indices \(i, j\) referring to nodes \(i\) and \(j\) and \(A_{i0}, A_{j0}, B_{i0}, B_{j0}\) to the values of the matrices at the corresponding nodes.

**III.VI. Stability Analysis**

The stability analysis is performed for the one-dimensional linear wave propagation equation,

\[
\frac{\partial u}{\partial t} + a \frac{\partial u}{\partial x} = 0.
\]

(33)

For such a purpose, a zero-order ABS-DG in space is used. For convenience, the spatial discretization index \(i\) is written as a superscript and ABS iteration \(n\) as a subscript. This non-standard notation is intended to differentiate ABS iterations from classical finite difference time steps, where \(n\) usually refers to the current time level. ABS-DG terms \((u_n)\) using 32
are given by

\[
\begin{align*}
\quad u_0^i &= u(x_i, 0) \\
u_{n+1}^i(t) &= \frac{-t}{n + 1/2h} \left( a(u_{n+1}^i - u_{n}^i) - \alpha (u_{n+1}^i + u_{n}^i) \right) \\
u^K &= \sum_{n=0}^{K} u_n.
\end{align*}
\]

Round-off errors \((\varepsilon_n)\) are also governed by the same equation.

\[
\begin{align*}
\quad \varepsilon_{n+1}^i &= \frac{-t}{n + 1/2h} \left( a(\varepsilon_{n+1}^i - \varepsilon_{n}^i) - \alpha (\varepsilon_{n+1}^i + \varepsilon_{n}^i) \right).
\end{align*}
\]

\((\varepsilon_n)\) is decomposed into Fourier series and as suggested by Von Neumann stability analysis and due to linearity, it is enough to consider each term of the series separately. For simplicity, we keep the same index \(n\) and then consider a Fourier series term \(\varepsilon_n^i(t) = \beta_n(t)e^{iK_nx_i}\). The solution is then stable if the Von Neumann growth rate amplification \(G_n = \frac{\varepsilon_{n+1}^i(t)}{\varepsilon_n^i(t)}\) is bounded. From equation (35) we obtain,

\[
\begin{align*}
\quad G_n &= \frac{-t}{n + 1/2h} \beta_n e^{iK_n(x_i+h)} - \beta_n e^{iK_n(x_i-h)} \\
&\quad - \alpha \left( \beta_n e^{iK_n(x_i+h)} - 2\beta_n e^{iK_n(x_i)} + \beta_n e^{iK_n(x_i-h)} \right) \\
&= \frac{-t}{n + 1/2h} \left( a(e^{iK_n(h)} - e^{iK_n(-h)}) - \alpha (e^{iK_n(h)} + e^{iK_n(-h)} - 2) \right). \quad (36)
\end{align*}
\]

With \(\alpha = \frac{1}{2} \frac{h}{t}\),

\[
\begin{align*}
\quad G_n &= \frac{-1}{2(n + 1)} \left( \frac{t}{h} a(e^{iK_n(h)} - e^{iK_n(-h)}) - \frac{1}{2} (e^{iK_n(h)} + e^{iK_n(-h)} - 2) \right).
\end{align*}
\]
Note that
\[
\left(e^{\frac{JK_n(h)}{2}} - e^{-\frac{JK_n(h)}{2}}\right)^2 = -4 \sin \left(\frac{JK_n(h)}{2}\right)^2
\]
\[
= e^{JK_n(h)} + e^{JK_n(-h)} - 2
\]
\[
= 2j \sin(JK_n(h)) - 2,
\]
and by substituting into expression (36), and setting \(r = \frac{\alpha l}{h}\) and \(\theta_n = Kn h\), we get
\[
G_n = -\frac{1}{2(n+1)} \left(2 r J \sin(\theta) + 2 \sin \left(\frac{\theta}{2}\right)^2\right)
\]
\[
\begin{align*}
&= -\frac{1}{2(n+1)} \left(4 r J \sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\theta}{2}\right) + 2 \sin \left(\frac{\theta}{2}\right)^2\right) \\
&= -2 \sin \left(\frac{\theta}{2}\right) \left(r J \cos \left(\frac{\theta}{2}\right) + 0.5 \sin \left(\frac{\theta}{2}\right)\right),
\end{align*}
\]
and
\[
|G_n| = \frac{2 |\sin \left(\frac{\theta}{2}\right)|}{n+1} \left(\sqrt{r^2 \cos \left(\frac{\theta}{2}\right)^2 + 0.25 \sin \left(\frac{\theta}{2}\right)^2}\right).
\]
Now assume that \(|r| < \frac{n+1}{\sqrt{2}}\), we have then
\[
|G_n| < 2 \left|\sin \left(\frac{\theta}{2}\right)\right| \sqrt{0.5 \cos \left(\frac{\theta}{2}\right)^2 + \frac{0.25}{(n+1)^2} \sin \left(\frac{\theta}{2}\right)^2}
\]
\[
\leq 2 \left|\sin \left(\frac{\theta}{2}\right)\right| \sqrt{0.5 \cos \left(\frac{\theta}{2}\right)^2 + 0.25 \sin \left(\frac{\theta}{2}\right)^2}.
\]
In figure 1 the curve of \(H(\bar{\theta}) = |\sin(\bar{\theta})| \left(\sqrt{0.5 \cos(\bar{\theta})^2 + 0.25 \sin(\bar{\theta})^2}\right)\) as a function of
\[ \theta = \frac{\theta}{2} \] is depicted for \( 0 \leq \theta \leq 2\pi \), which shows that

\[ r = \left| \frac{at}{h} \right| < \frac{n + 1}{\sqrt{2}} \implies |G_n| < 1. \]

We conclude that a classical CFL condition is necessary to stabilize the first ABS term \((u_1)\) of the Adomian decomposition series \((16)\). For the next terms, as \(n\) grows, the condition becomes less restrictive. Note that the first term requires a CFL of \(1/\sqrt{2}\) instead of the classical \(1/2\) for finite volume with Lax-Friedrichs fluxes, which implies a slight improvement of stability.

**III.VII. Boundary Conditions**

Boundary conditions are imposed on each term of the ABS series. Two relevant boundary conditions for aeroacoustics are considered: non-reflective and slip wall conditions.

Non-reflective boundary condition in LEE is achieved using the characteristics splitting method. An eigenvalue analysis reveals the wave to be removed (negative eigenvalues for reflection), such that by superposition, there are no outgoing waves. This boundary condition is implemented by modifying the local Lax-Friedrichs

\[
(A_0 Q_n \hat{n}_x + B_0 Q_n \hat{n}_y)^* = \bar{A} \left\{ \left\{ Q_n + \frac{\lambda}{2} [Q_n] \right\} \right\},
\]

with \( \bar{A} = \{A_0 n_x + B_0 n_y\} \) and \([.\] \) the jump along the normal \( \hat{n} \),

to

\[
(A_0 Q_n \hat{n}_x + B_0 Q_n \hat{n}_y)^* = (A_0^- n_x + B_0^- n_y) Q_n^- . \tag{37}
\]

Then, we compute eigenvalues and eigenvectors,

\[
(A_0^- n_x + B_0^- n_y) Q_n^- = R \Lambda R^{-1} \quad \text{with} \quad R = [r1, \ldots, r4], \tag{38}
\]
and split them into positive and negative contributions,

\[ \Lambda = \text{diag} (\lambda_1, \ldots, \lambda_4), \quad (39) \]
\[ \Lambda = \Lambda^- + \Lambda^+. \quad (40) \]

Finally, the modified background flow is reassembled into the flux by removing negative eigenvalues,

\[ (A_0 Q_n \hat{n}_x + B_0 Q_n \hat{n}_y)^* = \left( R \Lambda^+ R^{-1} \right) Q_n^-. \quad (41) \]

Slip wall boundary condition is implemented similarly. Each ABS series term is forced to satisfy a standard slip wall boundary condition. The normal to the wall velocity component is set to zero for each stage such that the condition is satisfied for the final solution. Wall cells velocity is modified the standard way by subtracting the normal component,

\[ \hat{u}_n^- = u_n^- - (u_n^- n_x + v_n^- n_y) n_x \]
\[ \hat{v}_n^- = v_n^- - (u_n^- n_x + v_n^- n_y) n_y. \quad (42) \]

IV. Connection of ABS and RK schemes for the Linear Case

In this section, a connection between the proposed ABS and the Runge-Kutta (RK) schemes is established for the linear case.

**Theorem 2**: In the linear case the ABS scheme is a time-adaptive Runge-Kutta scheme.

**Proof**

Consider a first order ODE of the form

\[ Y_t = f(t, Y(t)). \]

The general RK approximation of order \( K \) to solve numerically such equation is given by

\[ Y_{n+1} = Y_n + \Delta t \sum_{i=1}^{K} c_i k_i \]
where

\[
\begin{align*}
  k_1 &= f(t_n, Y_n) \\
  k_2 &= f(t_n + \alpha_2 \Delta t, Y_n + \Delta t \beta_{21} k_1(t_n, Y_n)) \\
  k_3 &= f(t_n + \alpha_3 \Delta t, Y_n + \Delta t (\beta_{31} k_1(t_n, Y_n) + \beta_{32} k_2(t_n, Y_n))) \\
  &\vdots \\
  k_i &= f(t_n + \alpha_i \Delta t, Y_n + \Delta t (\sum_{j=1}^{i-1} \beta_{ij} k_j)).
\end{align*}
\]

Now suppose that \( f \) is linear and \( f(t, Q) = f(Q) \) and \( \beta_{kj} = 0, \) for \( j = 1, k - 2, \beta_{kk-1} \) are not necessary zero. Consequently, the general Runge-Kutta formula wrote

\[
Y_{n+1} = Y_n + \Delta t \sum_{i=1}^{K} c_i k_i
\]

with

\[
\begin{align*}
  k_1 &= f(Y_n) \\
  k_2 &= f(Y_n) + \Delta t \beta_{21} f(k_1(Y_n)) \\
  k_3 &= f(Y_n) + \Delta t \beta_{32} f(k_2(Y_n)) \\
  &\vdots \\
  k_i &= f(Y_n) + \Delta t \beta_{ii-1} f(k_{i-1}(Y_n)).
\end{align*}
\]

Formulate \( k_i, \) in terms of \( f(Y_n) \)
\[ k_1 = f(Y_n) \]
\[ k_2 = f(Y_n) + \Delta t \beta_{21} f^2(Y_n) \]
\[ k_3 = f(Y_n) + \Delta t \beta_{32} f^2(Y_n) + (\Delta t)^2 \beta_{32} \beta_{21} f^3(Y_n) \]
\[ \vdots \]
\[ k_i = \sum_{k=1}^{i} (\Delta t)^{k-1} \prod_{j=0}^{k-2} \beta_{(i-j)(i-j-1)} f^k(Y_n) \]

with \( \prod_{j=0}^{-1} = 1, f^k = \underbrace{f \cdot f \cdots f}_{k \text{ times}} \) and \( f^1 = f \).

By substituting in eq. (43) we obtain

\[ Y_{n+1} = Y_n + \Delta t \sum_{i=1}^{K} c_i k_i \]
\[ = Y_n + \sum_{i=1}^{K} c_i \sum_{k=1}^{i} (\Delta t)^{k-1} \prod_{j=0}^{k-2} \beta_{(i-j)(i-j-1)} f^k(Y_n). \]

Introducing the clipping function

\[ E(k, i) = \begin{cases} 
1 & \text{if } k \leq i \\
0 & \text{if not,} 
\end{cases} \]

RK can be written as

\[ Y_{n+1} = Y_n + \sum_{i=1}^{K} c_i \sum_{k=1}^{K} E(k, i) \prod_{j=0}^{k-2} \beta_{(i-j)(i-j-1)} f^k(Y_n) \]

such that we can exchange the order of the sums

\[ Y_{n+1} = Y_n + \sum_{k=1}^{K} \sum_{i=1}^{K} c_i E(k, i) \prod_{j=0}^{k-2} \beta_{(i-j)(i-j-1)} f^k(Y_n) \]
or
\[ Y_{n+1} = Y_n + \sum_{k=1}^{K} \left( (\Delta t)^k \left[ \sum_{i=1}^{K} c_i E(k, i) \left[ \prod_{j=0}^{k-2} \beta_{(i-j)(i-j-1)} \right] \right] f^k(Y_n) \right). \]

We can now drop the function \( E \) used to permute sums symbols and get
\[ Y_{n+1} = Y_n + \sum_{k=1}^{K} (\Delta t)^k \left[ \sum_{i=k}^{K} c_i \left[ \prod_{j=0}^{k-2} \beta_{(i-j)(i-j-1)} \right] \right] f^k(Y_n). \] (44)

Now recall that the LEE equation is given by
\[ Q_t = -A_0(Q) \frac{\partial Q}{\partial x} - B_0(Q) \frac{\partial Q}{\partial y}, \]
therefore
\[ f(t, Q) = f(Q) = -A_0(Q) \frac{\partial Q}{\partial x} - B_0(Q) \frac{\partial Q}{\partial y}. \]

The ABS for LEE is given by
\[ Q_{k+1}(x, y, t) = \frac{-t}{k+1} \left[ A_0(x, y) \frac{\partial}{\partial x} Q_k(x, y, t) + B_0(x, y) \frac{\partial}{\partial y} Q_k(x, y, t) \right] \]
that can be written as
\[ Q_{k+1} = \frac{t}{k+1} f(Q_k), \]
or recursively
\[ Q_{k+1} = \frac{t^{k+1}}{(k+1)!} f^{k+1}(Q_0). \] (45)

Now if the ABS series is truncated at term \( K \), using (45) the solution is approximated by
\[ Q \simeq Q^K = \sum_{k=0}^{K} Q_k = Q_0 + \sum_{k=1}^{K} \frac{t^k}{(k)!} f^k(Q_0). \]

In practice, the ABS is used to estimate \( Q \) at \( t_n + \Delta t \) given \( Q \) at \( t_n \). Then the previous
formula is used by taking $Q_0 = Q(., t_n)$ then $Q(., t_{n+1}) = Q^K$ and $t = \Delta t$. We can then write

$$Q(., t_{n+1}) = Q(., t_n) + \sum_{k=1}^{K} \frac{(\Delta t)^k}{(k)!} f^k(Q(., t_n)).$$  \hfill (46)

Equation (46) is similar to (44), to make the two expressions identical we need to equate their coefficients, we then obtain the following system

$$\sum_{i=k}^{K} c_i \left[ \prod_{j=0}^{k-2} \beta_{(i-j)(i-j-1)} \right] = \frac{1}{(k)!}, \text{ for } k = 1, K.$$  

This system has many solutions, and getting one is enough to prove the theorem. To get a solution, coefficients $\beta_{(l)(l-1)}$ can first be set to any values, we obtain then a linear triangular system in $c_i$ that can be solved by back substitution. A typical solution can be $\beta_{(l)(l-1)} = 1$ then we get $c_K = \frac{1}{K!}$, $c_{K-1} = \frac{1}{(K-1)!} - \frac{1}{K!}$, $c_{K-2} = \frac{1}{(K-2)!} - \frac{1}{(K-1)!}$, ..., $c_{K-i+1} = \frac{1}{(K-i+1)!} - \frac{1}{(K-i+2)!}$ for $i > 1$. The obtained $c_i$ are positive, providing a coherent set of weights for RK method.

The order of truncation $K$ will of course vary with time steps and position $(x, y)$ resulting in a time-adaptive RK scheme. This achieves the proof.

Note that for the nonlinear case, ABS and RK are different, this can be easily checked for Burgers’ equations for instance, by calculating the first ABS terms.

**Remark**

The ABS for linear case appears to be an efficient and practical way of applying RK thanks to its recursive formulation. Moreover, the order is adaptive, adjusting for each node of the domain and each time step according to the Adomian series remainder. This interesting property guarantees maximum accuracy with optimal cost, as it will be demonstrated further on.

**V. Numerical validation and assessment**

The proposed ABS-DG scheme is assessed for the linearized (LEE) and nonlinear Euler equations. Results are compared to exact solutions and reference solutions obtained by high-order RK-DG method. Field variables are presented in non-dimensional form, where
reference values are length \( L = 1 \, \text{m} \), speed of sound \( c_0 = 343 \, \text{m/s} \) and density \( \rho_0 = 1 \, \text{kg/m}^3 \).

Non-dimensional variables are \( t^+ = t c_0 / L \), \( \rho^+ = \rho / \rho_0 \), \( u^+ = u / c_0 \), \( v^+ = v / c_0 \) and \( p^+ = p / (\rho c_0^2) \).

V.I. Linearized Euler Equations (LEE) case

A Gaussian pulse is propagated using linearized Euler equations. A unit amplitude Gaussian pulse is initiated at the center of 10 units wide square, 6000 triangles are used with 0.19 edge length. Time-step size is \( dt^+ = 0.1 \) (\( CFL = 0.5 \)). ABS series terms are calculated for each cell till the last term value for non-dimensional pressure is smaller than the tolerance value \( p^+_{\text{tol}} = \pm 10^{-3} \). Consequently, each cell yield approximation with different time-order (\( p \)-adaptivity in time).

This test case is especially interesting for adaptive methods since only one pulse wave needs to be tracked, and then only a small fraction of the cells require high-order approximation leading to a sensitive computational time reduction. Moreover, an analytical solution for a boundless domain is available, allowing an accurate error analysis. The analytical solution for pressure is given by [69]

\[
p(x, y, t) = \frac{\varepsilon_1}{2\alpha_1} \int_0^\infty \left[ e^{-\xi^2/4\alpha_1^2} \cos(\xi t) J_0(\xi \eta) \xi \right] d\xi, \tag{47}
\]

where \( \eta = [(x - Mt)^2 + y^2]^{1/2} \), \( J_0 \) is the zero order Bessel function and \( \alpha_1 = \ln(2)/b^2a \), with \( b \) known as the half-width of the Gaussian function. We set \( \alpha_1 = 1 \) (\( b = 0.83 \)) and \( \varepsilon_1 = 10^{-5} \) in this simulation.

For the performed tests, the simulation is stopped before the wave reaches the boundary to avoid boundary effects. Grid convergence is then achieved to verify the correct spatial order. In a second test, non-reflecting and wall boundary conditions are imposed as defined in section III.VII.
V.I. I. Boundary-Conditions-Free case

The simulation run till \( t^+ = 3 \), before wave-boundary interaction occurs. Simulations for several spatial interpolation orders –DG3, DG4, and DG5– (DG\( i \) referring to the \( i^{th} \) order) and several Runge-Kutta orders –RK2, RK4, and RK5– have been carried out. The RK4 scheme is the 3/8-method and RK5 is the Fehlberg method.

As a first comparison, Fig. 2 depicts pressure distribution of the propagated Gaussian pulse for ABS-DG and RK-DG for orders 0, 1 and 2 in space and RK2. Results are compared to the exact solution. We can see clearly that ABS-DG results fit better the exact solution for order 0 and slightly better for higher order. Recall that the goal of the proposed ABS scheme is to improve the time performance, not accuracy.

For more quantitative assessment, \( L^2 \) errors for \( p^+ \) relative to exact solution (47) for ABS-DG and RK-DG are reported in table 1. We can see that ABS-DG has an error comparable to the best Runge-Kutta result for all space orders. This demonstrates that ABS-DG successfully achieves higher-order globally in time. Moreover, locally different orders are successfully combined (p-adaptive). Indeed, when \( t^+ = 3 \), 54\% of the cells require just one ABS iteration; 7\%, two iterations; 36\% three iterations; and 1\% four iterations. The impact of the time adaptivity is clearly shown in table 2 where normalized computation times with respect to RK2-DG3 computational time is reported. We can see that the ABS has almost the same cost as RK2. As a conclusion for this test, ABS is performing as the 5\textsuperscript{th} order Runge-Kutta with a cost of 2\textsuperscript{nd} order Runge-Kutta.

Grid convergence

The grid convergence of ABS-DG is numerically investigated. A wave propagation is simulated for \( t^+ = 2 \) (0.006 seconds), and compared to analytical solutions. Four different meshes with different sizes are generated. This is done by selecting different edge sizes in SALOME, a tool used for mesh generate in this work [70]. Simulations are stopped at \( t^+ = 2 \) (0.006 seconds), and the exact (using the exact solution) error is computed. Fig. 3 depicts logarithmic curves of error with respect of \( h \) size, and for more clarity, curves of different orders are
plotted in separates graphs Fig. 4. The dash lines represent the theoretical order, while the solid lines represent the numerical error. The curves show a good agreement, demonstrating the correct order in space for the proposed scheme.

Table 3 shows $L^2$ errors for a series of ABS-DG simulations and a series of refined edge lengths $h$. We can see that for orders 3 and 4, superconvergence results are obtained with approximately $P + 2$. For order 5, slightly higher than theoretical convergence is obtained, with superconvergence of order $7 (P+2)$ for the first refinement ($N = 2$). Overall, convergence results match those expected for 2D discontinuous Galerkin [71].

V.I. II. Boundary-Conditions case

The objective of the second part of this test is the validation of the boundary conditions as defined in section III.VII, which consists of imposing BCs for each ABS series term. Since analytical solution (47) is no longer valid for bounded domains, a RK5-DG5 solution is considered as a reference solution computed on a half grid spacing mesh (0.1 length units).

Fig. 5 shows ABS-DG3 pressure distribution results compared to the reference solution for wall and non-reflecting BCs at $t^+ = 6$. In table 4 $L^2$ errors relative to the reference solution for different ABS-DG spatial orders are calculated. Results show a good agreement with the reference solution with an $L^2$ error of order $10^{-4}$ for $P_5$. This demonstrates the validity of the proposed approach to impose boundary conditions.

V.II. Nonlinear Euler test case

The Mach 3 forward step problem is a well-known benchmark for shock problems. It was introduced half a century ago by Emery [72] to test some discretization schemes and then adopted by many authors to work on shock-capturing schemes. See Woodward and Colella [73] and works cited therein. This test case intends to validate ABS-DG behavior with shocks and rarefaction waves and the $p$-adaptivity impact.

A wind tunnel with 1 unit height and 3 units length has a 0.2 unit height step located at 0.6 units from the inlet (left side). The tunnel is assumed to be infinitely wide in the direction orthogonal to the computational plane. A fluid with $\gamma = 1.4$, and $p^+ = 1$ is introduced with
velocity $u^+ = 3$ parallel to the wind tunnel. Tunnel walls are implemented as described in section (III.VII). An unstructured mesh consisting of 3704 elements with an average length of 0.04 units is employed.

The unsteady problem for the time range $t^+ = [0, 6]$ is solved. Within this time, it is well known ([72], [73]) that three shock waves and a rarefaction wave are formed. The test case is set up as follows; the unsteady problem is evolved to $t^+ = 4$ time units, so that shock waves are present. Then, a Gaussian mass pulse with a half-width of 0.1 and amplitude of 0.1 is started at $x = 0.3$ and $y = 0.2$, in order to generate a sound mode [74]. Pressure measurements are recorded using two probes located at coordinates $\text{Probe}_1 = \{1, 0.3\}$ and $\text{Probe}_2 = \{2, 0.8\}$ for the time range $t^+ = [4, 6]$.

The rarefaction wave is formed in the corner of the step, a singularity point responsible for the creation of an artificial boundary layer may appear if appropriate entropy corrections are not taken [73]. Such an artificial layer can be avoided using a very refined grid as demonstrated by Cockburn and Shu [66] using $p^1$ and $p^2$ RK-DG solver. In this work, no such corrections are taken.

The shock waves are caused by the over-expansion of the gas in the step corner. A shock is formed ahead of the step, which evolves to be reflected on the top wall forming an oblique shock, which in turn generates a second oblique shock after reflection on the step. Kelvin-Helmholtz instabilities are not observed in our simulation, due to the mesh resolution, which is three times coarser than the one used in [73]. Finally, the solution slowly evolves until a steady solution is obtained at $t^+ = 12$ [73]. Fig. 6 shows the pressure distribution at $t^+ = 4$ for ABS. We can see that shocks are well captured.

$p^+$ results for RK3-DG3, RK3-DG6, and ABS-DG3 are plotted in Fig.7. The figure shows the pressure at probes 1 and 2 with respect of time. Pure acoustic waves are obtained by subtracting pulse-less simulation from the pulsed one and plotted in Fig.8. We can see that all results are equivalent and agreed, which proves that for the nonlinear case as well ABS is doing as good as high-order RK method in terms of accuracy. In terms of computational time, ABS was twice faster than RK3-DG3. The more significant speed-up was at the initial transition,
where an over-expansion shock wave was initiated on the step. The speed-up falls down after initial shock formation, and of course, ABS is still computationally faster. Fig.9 shows the number of iterations required by ABS at $t^+ = 4$ for a tolerance value $p^+ = \pm 1 \times 10^{-5}$. 16 cells required 3 iterations, 1185 cells two iterations and, finally, 2503 cells required only one iteration. Overall, ABS is 1.7 times faster than RK at $t^+ = 4$. 
VI. Conclusions

In this paper, a time-adaptive numerical scheme based on the Adomian decomposition method (ABS) to solve Euler equations is proposed. The objective is to achieve cost-effectiveness by the mean of time adaptivity. The time discretization is obtained using the Adomian decomposition technique, while the discontinuous Galerkin technique is used for space discretization. The derivation of the proposed scheme is described in detail, a recursive formula is proved such that the obtained scheme can be implemented using the existing standard data structures. Many properties are discussed, including stability analysis, connection to Ruge-Kutta method, and boundary conditions. The more important property of the proposed method is its time-adaptive propriety; the order is automatically adjusted at each time step and over the whole space domain reducing the overall processing time, which is the main objective of the paper. This is numerically demonstrated by comparison to the classical RK-DG results.
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Figure 1: $H(\theta)$ function numerical evaluation
Figure 2: Pressure profiles of ABS-DG, RK-DG and exact solution for different orders
Table 1: ABS and RK $L^2 p$ errors for different spatial interpolation order. BC-free case.

| Method | $P_3$  | $P_4$  | $P_5$  |
|--------|--------|--------|--------|
| RK2    | 3.45   | 1.51   | 0.63   |
| RK4    | 0.116  | $2 \times 10^{-3}$ | $1.3 \times 10^{-4}$ |
| RK5    | 0.117  | $2 \times 10^{-3}$ | $9.5 \times 10^{-5}$ |
| ABS    | 0.122  | $2 \times 10^{-3}$ | $1.0 \times 10^{-4}$ |

Table 2: Normalized computational time for RK and ABS at different spatial orders

| Method | $P_3$  | $P_4$  | $P_5$  |
|--------|--------|--------|--------|
| RK2    | 1.00   | 1.57   | 2.27   |
| RK4    | 2.00   | 3.21   | 4.68   |
| RK5    | 3.11   | 5.00   | 7.25   |
| ABS    | 1.10   | 1.72   | 2.51   |

Figure 3: Grid convergence
Figure 4: Grid convergence: Theoretical order curves vs Numerical errors
| Order | $N = 1$ | $N = 2$ | $N = 4$ | $N = 8$ | conv. order |
|-------|--------|--------|--------|--------|-------------|
| 3     | 1.794  | 0.122  | $1.4 \times 10^{-3}$ | $6.06 \times 10^{-5}$ | 4.93        |
| 4     | 0.545  | 0.0021 | $6.0 \times 10^{-5}$ | $2.81 \times 10^{-6}$ | 6.21        |
| 5     | 0.023  | 0.00017 | $8.52 \times 10^{-6}$ | $5.19 \times 10^{-7}$ | 5.44        |
Figure 5: ABS-DG and reference solutions for wall (a and b) and non-reflecting (c and d) boundary conditions at $t^+ = 6$

Table 4: ABS $L^2 p^+$ errors for different spatial interpolation orders.

| BC case     | $P_3$  | $P_4$    | $P_5$    |
|-------------|--------|----------|----------|
| non-reflective | 1.90   | $3.2 \times 10^{-3}$ | $1.80 \times 10^{-4}$ |
| slip wall    | 1.96   | $3.1 \times 10^{-3}$ | $1.82 \times 10^{-4}$ |
Figure 6: Forward step problem solution at $t^+ = 4$. Contour plots reveal shock waves and a rarefraction wave in the step corner.

Figure 7: Probe $p^+$ measurements for RK-DG and ABS-DG.
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Figure 8: Acoustic mode propagation measured at Probe$_1$ and Probe$_2$. Evaluation is done subtracting simulations with initiated Gaussian acoustic pulses at $t^+ = 4$ from pulse-less simulations.

Figure 9: Number of iterations for the forward step problem at $t^+ = 4s$. 2866 cells required 1 iteration, 1357 cells 2 iterations, 75 cells 3 iterations and 0 cells 4 iterations.