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Abstract

The micro-macro (mM) decomposition approach is considered for the numerical solution of the Vlasov–Poisson–Lenard–Bernstein (VPLB) system, which is relevant for plasma physics applications. In the mM approach, the kinetic distribution function is decomposed as \( f = E[\rho_f] + g \), where \( E \) is a local equilibrium distribution, depending on the macroscopic moments \( \rho_f = \int e f dv = \langle e f \rangle_R \), where \( e = (1, v, \frac{1}{2}v^2)^T \), and \( g \), the microscopic distribution, is defined such that \( \langle eg \rangle_R = 0 \). We aim to design numerical methods for the mM decomposition of the VPLB system, which consists of coupled equations for \( \rho_f \) and \( g \). To this end, we use the discontinuous Galerkin (DG) method for phase-space discretization, and implicit-explicit (IMEX) time integration, where the phase-space advection terms are integrated explicitly and the collision operator is integrated implicitly. We give special consideration to ensure that the resulting mM method maintains the \( \langle eg \rangle_R = 0 \) constraint, which may be necessary for obtaining (i) satisfactory results in the collision dominated regime with coarse velocity resolution, and (ii) unambiguous conservation properties. The constraint-preserving property is achieved through a consistent discretization of the equations governing the micro and macro components. We present numerical results that demonstrate the performance of the mM method. The mM method is also compared against a corresponding DG-IMEX method solving directly for \( f \).
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1. Introduction

In this paper, we design discontinuous Galerkin (DG) methods to solve multiscale kinetic equations of electrostatic plasma, using the framework of micro-macro decomposition. In a multispecies plasma, the dynamics of particle species $s$ can be described by a kinetic equation (e.g., [1, 2]) of the form

$$\partial_t f_s + v \cdot \nabla_x f_s + a_s \cdot \nabla_v f_s = \sum_{s'} C(f_s, f_{s'}),$$

(1)

where the phase-space distribution function $f_s$, depending on velocity $v \in \mathbb{R}^3$ and position $x \in \mathbb{R}^3$, is defined such that, at time $t \in \mathbb{R}^+$, $f_s dv dx$ gives the number of particles of species $s$ in the phase-space volume element $dv dx$. In Eq. (1), $a_s$ is the acceleration experienced by particles of species $s$ (e.g., due to electromagnetic forces), and the collision term $C(f_s, f_{s'})$ describes collisional interactions between particles of species $s$ and $s'$ (including self collisions).

Solving Eq. (1) numerically is challenging for several reasons, including (i) the dimensionality of phase-space, which demands large-scale computational resources [3]; (ii) the multiple spatial and temporal scales introduced by the individual terms [4]; (iii) the fact that the kinetic equation gives rise to conservation laws that can be nontrivial to capture in a numerical method [5, 6]; and (iv) maintaining positivity of the distribution function [7]. We focus in this paper on the single species case and therefore drop the species subscript $s$ from here on; i.e., $f_s \rightarrow f$, etc.

In many applications of kinetic theory — including fusion and astrophysical plasmas — the physical system is characterized by regions with varying degrees of collisionality. In the fluid regime, characterized by frequent interparticle collisions, the distribution function is driven towards a local equilibrium distribution $E[\rho_f]$, depending on a limited number of velocity moments $\rho_f(x, t) = \int_{\mathbb{R}^3} f e dv$, where $e = (1, v, \frac{1}{2} |v|^2)^T$ — representing the particle number, momentum, and energy density of the plasma. In such cases fluid models (e.g., the Euler, Navier–Stokes, or magnetohydrodynamics equations) for these moments provide an adequate and much cheaper description. In the kinetic regime, the particle mean free path exceeds other physical length scales, introducing nonlocal effects, and the kinetic equation must be solved to accurately capture the dynamics. Much work has been devoted to the development of asymptotic-preserving numerical methods that work well in both regimes, as well as in the transition between...
the two. An overview of these approaches, along with numerous additional references, can be found in [8, 9].

In the micro-macro (mM) formulation [10, 11, 12, 13, 14, 15], the distribution function is decomposed as \( f = \mathcal{E}[\rho_f] + g \), where the microscopic part \( g \) is defined such that \( \rho_g \int \mathcal{E} \| g \| \, dv = 0 \). From Eq. (1), an equivalent set of coupled equations can be derived for \( \rho_f \) and \( g \). One benefit of solving the mM system, as opposed to Eq. (1) directly for \( f \), is that the fluid regime, where \( g \) vanishes, is captured exactly by the fluid model evolving the macroscopic part \( \rho_f \). It has been demonstrated that numerical methods for the mM decomposition of the neutral-particle BGK equation can capture the Euler and compressible Navier–Stokes limits as the Knudsen number tends to zero [12, 14]. In [15], the application of the mM method was extended to kinetic equations with more complicated collision operators; i.e., the Boltzmann and Fokker–Planck–Landau collision operators. The mM method can potentially offer gains in computational efficiency (relative to direct methods) in collisional regimes because fewer degrees of freedom are typically needed to capture the correct dynamics; although phase-space adaptivity [16] or other reduced-memory techniques [17, 18] may be needed to realize the full potential of the mM method. As an example, the mM decomposition was used in [13] to solve the Vlasov–Poisson–BGK equations, using a particle method for \( g \), and a reduction in computational cost was demonstrated in the fluid regime, where fewer particles were needed. Another potential benefit of solving the mM system is that conservation laws for particle number, momentum, and energy are evolved directly, as opposed to indirectly when solving Eq. (1) for \( f \), which suggests that these quantities are automatically conserved [15] — independent of the evolution of the microscopic part \( g \). However, if the numerical method for \( g \) violates the evolution constraint \( \rho_g = 0 \), the velocity moments of \( f \) differ from those of \( \mathcal{E}[\rho_f] \), and the conservation properties of the mM method become ambiguous.

In this paper, we design numerical methods for the Vlasov–Poisson–Lenard–Bernstein (VPLB) system (see, e.g., [19]) in one spatial and one velocity dimension. The VPLB system consists of the Vlasov–Poisson (VP) equations supplemented with the Lenard–Bernstein (LB) collision operator [20], which includes velocity-space drift and diffusion terms. We consider two approaches to solving the VPLB system: one based on the mM decomposition (mM method; our primary focus), and one that solves directly for \( f \) (direct method; mainly included as a means of comparison). For the approach based on the mM decomposition, in order to remove any ambiguity in the conservation properties, we aim to develop methods that maintain the evolution constraint \( \rho_g = 0 \). We also seek to compare the performance of the mM method — in terms of conservation properties and accuracy for a given phase-space resolution — against the direct method.

We use the DG method [21] to discretize the kinetic equation in the VPLB system in phase-space. The DG method achieves high-order accuracy in phase-space by approximating the solution in each element by a local polynomial expansion of arbitrary degree. As a projection-based method, it is attractive for solving kinetic equations, in part because certain conservation properties can be built into the method with an appropriate choice of test functions; see, e.g., [22, 5, 23]. We use a nodal DG method [24] with upwind-type numerical fluxes for the phase-space advection (hyperbolic) parts, while, following [19], we use the recovery DG method of [25] to approximate the diffusion part of the LB collision operator. Similar to [19], we show that the resulting discretization of the LB operator conserves particle number, momentum, and energy, but now with an
implicit time discretization.

We use implicit-explicit (IMEX) time-stepping methods [26, 27] to integrate the VPLB system forward in time. To avoid severe time step restrictions for stability with explicit methods in the fluid regime, we use implicit integration of the LB collision operator, while the phase-space advection part is integrated with explicit methods. In terms of the numerical methods employed, the work in [14], which used IMEX time-stepping and a DG discretization in space to solve the mM decomposition of the neutral-particle BGK equation, is closely related to the current work.

We show that the DG-IMEX method for the mM decomposition of the VPLB system preserves the constraints \( \rho_g = 0 \), provided they are satisfied initially. With this property, the conservation of number, momentum, and energy is governed by the macro component, and the conservation properties are as good as those achieved with the direct method. The maintenance of \( \rho_g = 0 \) is achieved by carefully ensuring consistency of the discretization of the micro and macro components. (Due to finite velocity domain effects, we introduce a limiter to enforce \( \rho_g = 0 \) after each explicit step in the time-stepping method.) Through numerical experiments, we find that the consistency required to maintain \( \rho_g = 0 \) is necessary to achieve good results in the fluid regime when using coarse velocity meshes, and thereby better leverage the benefits of the mM method. We then demonstrate that the mM method, when compared with the direct method, can improve efficiency in the fluid regime.

The remainder of this paper is organized as follows. In Section 2 we present the VPLB model and the associated mM decomposition. In Section 3, we detail the DG discretization of the direct and mM methods, together with the Poisson solver and IMEX time-stepping methods used in the respective approaches. In Section 4, we investigate conservation properties. In Section 5, we present the cleaning limiter used with the mM method to enforce \( \rho_g = 0 \). In Section 6, we present numerical results. Conclusions are provided in Section 7.

2. Mathematical Model

2.1. Vlasov–Poisson–Lenard–Bernstein Model

The Vlasov–Poisson–Lenard–Bernstein (VPLB) model describes the evolution of charged particles subject to a self-consistent electrostatic potential and collisional dynamics. It consists of a kinetic equation for a phase-space distribution function coupled to a Poisson equation for the potential. In one spatial and one velocity dimension (1D1V), the kinetic equation for ions of unit mass and charge takes the form

\[
\partial_t f(v, x, t) + v \partial_x f(v, x, t) + E(x, t) \partial_v f(v, x, t) = \mathcal{C}(f)(v, x, t),
\]

where the phase-space distribution \( f \) depends on velocity \( v \in \mathbb{R} \), position \( x \in D_x \subset \mathbb{R} \), and time \( t \in \mathbb{R}^+ \). The electric field \( E = -\partial_x \Phi \) is the derived from the potential \( \Phi \), which satisfies the Poisson equation

\[
-\partial_{xx} \Phi(x, t) = \langle n_f(x, t) \rangle - n_e.
\]

Here \( n_f = \langle f \rangle_{x} = \int_{D_x} f dv \) is the ion density, and \( n_e \) is a constant electron density over the spatial domain \( D_x \), which is assumed to be bounded. Throughout the manuscript, we use the notation \( \langle \ldots \rangle_{\Omega} = \int_{\Omega} \ldots dv \) for any \( \Omega \subseteq \mathbb{R} \).
In the VPLB model, the collision operator $C$ on the right-hand side of Eq. (2) is the Lenard–Bernstein (LB) operator [20, 19], a simplified approximation of the more realistic Fokker–Planck–Landau operator (see, e.g. [28]). The LB operator takes the form

$$C(f) := C_{LB}[\rho_f](f) = \nu \partial_v \left( (v - u_f) f + \theta_f \partial_v f \right).$$  \hspace{1cm} (4)

Here the constant $\nu > 0$ is an effective collision frequency; the moments

$$\rho_f = \langle ef \rangle_R, \quad \text{where} \quad e = (e_0, e_1, e_2)^T \equiv (1, v, \frac{1}{2} v^2)^T,$$

are the number, momentum, and energy densities, respectively; and

$$u_f = \frac{1}{n_f} \langle fv \rangle_R \quad \text{and} \quad \theta_f = \frac{1}{n_f} \langle f(v - u_f)^2 \rangle_R$$

are the bulk velocity and temperature, respectively, associated to $f$. The map between the fluid variables $(n_f, u_f, \theta_f)$ and $\rho_f$ is a simple bijection:

$$\rho_f = \left( n_f, u_f, \frac{1}{2} n_f (u_f^2 + \theta_f) \right)^T.$$  \hspace{1cm} (7)

The VPLB model, given by Eqs. (2)-(4), must be supplemented with suitable initial and boundary conditions, which we leave unspecified for now.

The following results hold for the VPLB model [19].

**Proposition 1.** The LB operator satisfies the following properties

1. **Conservation of number, momentum, and energy:**

$$\langle C_{LB}[\rho_w](w) e \rangle_R = 0 \quad \forall w \in \text{Dom}(C_{LB}) \quad (8)$$

2. **Dissipation of entropy:**

$$\langle C_{LB}[\rho_w](w) \log w \rangle_R \leq 0 \quad \forall w \in \text{Dom}(C_{LB}) \quad (9)$$

3. **Characterization of equilibria (H-theorem):** For any $w \in \text{Dom}(C_{LB}),$

$$\langle C_{LB}[\rho_w](w \log w) \rangle_R = 0 \quad (10)$$

if and only if

$$w = M_w := \frac{n_w}{\sqrt{2\pi \theta_w}} \exp \left\{ - \frac{(v - u_w)^2}{2 \theta_w} \right\}.$$  \hspace{1cm} (11)

A consequence of Eq. (8) is that

$$\partial_t \rho_f + \partial_x \langle evf \rangle_R = ET \rho_f,$$

where the $3 \times 3$ matrix $T$ is given by

$$T = \begin{pmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix}.$$  \hspace{1cm} (13)
Using Eqs. (3) and (12), it is straightforward to show the following.

**Proposition 2.** The VPLB model gives rise to the following local conservation laws:

- **Conservation of number:**
  \[
  \partial_t \langle e_0 f \rangle_R + \partial_x \langle e_0 v f \rangle_R = 0. \tag{14}
  \]

- **Conservation of momentum:**
  \[
  \partial_t \langle e_1 f \rangle_R + \partial_x \left( \langle e_1 v f \rangle_R + n_c \Phi - \frac{1}{2} E^2 \right) = 0. \tag{15}
  \]

- **Conservation of energy:**
  \[
  \partial_t \left( \langle e_2 f \rangle_R + \frac{1}{2} E^2 \right) + \partial_x \langle e_2 v f \rangle_R = 0. \tag{16}
  \]

In particular, when \( E = 0 \), Eqs. (14)-(16) reduce to local conservation laws for the moments \( \rho_f \).

### 2.2. Micro-Macro Decomposition

In a micro-macro (mM) decomposition [10], the distribution function is decomposed into an equilibrium (macro) component \( \mathcal{E}[\rho_f] \) and non-equilibrium (micro) component \( g \); that is,
\[
f = \mathcal{E}[\rho_f] + g, \tag{17}
\]
where \( \mathcal{E}[\rho_f] := M_f \). Because \( \langle e \mathcal{E}[\rho_f] \rangle_R = \rho_f \), it follows that
\[
\rho_g = \langle e g \rangle_R = 0. \tag{18}
\]

Inserting the mM decomposition from Eq. (17) into Eq. (12) gives the following equations for \( \rho_f \):
\[
\partial_t \rho_f + \partial_x F(\rho_f) + \partial_x f(g) = E T \rho_f, \tag{19}
\]
where \( f(g) = \langle e v g \rangle_R \) and
\[
F(\rho_f) = \langle e v \mathcal{E}[\rho_f] \rangle_R = \begin{pmatrix} n_f u_f \\ \frac{1}{2} n_f (u_f^2 + \theta_f) \\ \frac{1}{2} n_f (u_f^2 + 3 \theta_f) u_f \end{pmatrix}. \tag{20}
\]

From Eq. (18), it follows that the first two components of \( f(g) \) vanish. However, we will still retain these in the numerical method presented in Section 3.

Inserting the mM decomposition from Eq. (17) into Eq. (2) gives the following evolution equation for \( g \):
\[
\partial_t g + v \partial_x g + E \partial_x g = C_{ln}[\rho_f](g) - \left\{ \partial_t \mathcal{E}[\rho_f] + v \partial_x \mathcal{E}[\rho_f] + E \partial_x \mathcal{E}[\rho_f] \right\}, \tag{21}
\]
where we have used the fact, taken from item 3 of Proposition 1, that
\[
C_{ln}[\rho_f](f) = C_{ln}[\rho_f](\mathcal{E}[\rho_f]) + g = C_{ln}[\rho_f](\mathcal{E}[\rho_f]) + C_{ln}[\rho_f](g) = C_{ln}[\rho_f](g). \tag{22}
\]
As noted in [12, 13], the mM model in Eqs. (19) and (21), with the electric field given by Eq. (3), is equivalent to the original system in Eqs. (2)-(4), provided that the initial and boundary conditions are compatible.

In this paper, we focus on discretizations which maintain Eq. (18) at the numerical level. To illustrate the challenge in doing so, consider the moments of Eq. (21) after (\(\mathbf{e}\partial_t \mathbf{\mathcal{E}}[\mathbf{\rho}_f]\)) has been eliminated using Eq. (19):

\[
\partial_t (\mathbf{e} g) = \left\{ \partial_x \mathbf{F}(\mathbf{\rho}_f) - \langle \mathbf{e} v \partial_x \mathbf{\mathcal{E}}[\mathbf{\rho}_f] \rangle \right\}_{\text{I}} + \left\{ \partial_x \mathbf{F}(g) - \langle \mathbf{e} v \partial_x g \rangle \right\}_{\text{II}} - \left\{ \mathbf{E} \partial_t \mathbf{\rho}_f - \langle \mathbf{e} E \partial_t \mathbf{\rho}_f \rangle \right\}_{\text{III}} + \left\{ \langle \mathbf{e} E \partial_t g \rangle \right\}_{\text{IV}}
\]

(23)

Each of the integrated quantities above comes from the micro model. In the continuum, each of two terms in I, II, and III are equal by definition, while the term in IV is identically zero. However, at the discrete level, these identities may no longer hold, unless the discretizations of Eqs. (19) and (21) are designed in a cohesive fashion.

When solving Eq. (21) numerically, it is common to apply a projection technique before discretization [12, 14, 15], in order to remove terms that do not contribute to the dynamics of \(g\). However, because the projection introduces non-conservative products, we do not use it here. Instead, we solve Eq. (21) directly, as was done in [11] for a kinetic model of neutral gases.

3. Numerical Method

In this section we present two different DG discretizations of the VPLB model. We begin in Section 3.1 with the direct discretization of Eq. (2), which we refer to as to as the direct method. In Section 3.2, we focus on the discretization of the mM model in Eqs. (19) and (21), which we refer to as the micro-Macro (mM) method. While the direct method serves primarily as a reference for comparison, many elements of the discretization are reused in the mM method.

In both methods, the computational domain \(D = D^x \times D^v\), where \(D^x = [x_{\text{min}}, x_{\text{max}}]\) and \(D^v = [v_{\text{min}}, v_{\text{max}}]\), is divided into non-overlapping elements \(I_{ij} = I_i^x \times I_j^v\) for \(i = 1, \ldots, N^x\) and \(j = 1, \ldots, N^v\), so that \(D = \cup_{i,j=1}^{N^x,N^v} I_{ij}\). More specifically, given

\[
x_{\text{min}} = x_{\frac{1}{2}} < \ldots < x_{i-\frac{1}{2}} < x_{i+\frac{1}{2}} < \ldots < x_{N^x+\frac{1}{2}} = x_{\text{max}}
\]

(24)

\[
v_{\text{min}} = v_{\frac{1}{2}} < \ldots < v_{j-\frac{1}{2}} < v_{j+\frac{1}{2}} < \ldots < v_{N^v+\frac{1}{2}} = v_{\text{max}}
\]

(25)

we set

\[
I_i^x = (x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}), \quad \Delta x_i = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}, \quad x_i = \frac{1}{2}(x_{i-\frac{1}{2}} + x_{i+\frac{1}{2}})
\]

(26)

\[
I_j^v = (v_{j-\frac{1}{2}}, v_{j+\frac{1}{2}}), \quad \Delta v_j = v_{j+\frac{1}{2}} - v_{j-\frac{1}{2}}, \quad v_j = \frac{1}{2}(v_{j-\frac{1}{2}} + v_{j+\frac{1}{2}})
\]

(27)

On each phase-space element \(I_{ij}\), we define the approximation space

\[
\mathbf{V}_h = \{ \mathbf{\varphi}_h \in L^2(D) : \mathbf{\varphi}_h |_{I_{ij}} \in \mathbb{P}^p(I_{ij}), \forall i = 1, \ldots, N^x \text{ and } j = 1, \ldots, N^v \}
\]

(28)
where $Q^p(I_{ij})$ is the tensor product space of one-dimensional polynomials of maximal degree $p$. More specifically, we employ a nodal DG method [24], where the degrees of freedom are defined at the set of Gauss–Legendre (GL) quadrature points within each phase-space element, and the basis functions for the DG approximation are given by Lagrange polynomials associated with these GL points. Let $S^p_i = \{ x_q \}_{q=1}^{p+1} \subset I_i^v$ and $S^p_j = \{ v_q \}_{q=1}^{p+1} \subset I_j^v$ denote the set of GL quadrature points on $I_i^v$ and $I_j^v$, respectively. Then, the degrees of freedom on $I_{ij}$ are defined on the point set $S_{ij} = S^p_i \otimes S^p_j \subset I_{ij}$.

On $I_i^v$, we let $\{ \ell^q_i (x) \}_{q=1}^{p+1}$ denote Lagrange polynomials of degree $p$ constructed from the points $S^p_i$. Similarly, on $I_j^v$, $\{ \ell^q_j (v) \}_{q=1}^{p+1}$ denote Lagrange polynomials of degree $p$ constructed from the points $S^p_j$. Then, $\{ \ell^q_i (x) \ell^q_j (v) \}_{q,r=1}^{p+1} \subset Q^p_{ij}(I_{ij})$.

3.1. Direct Method for the VPLB Model

In the direct method, we seek a semi-discrete solution $f_h \in C([0, \infty); V^h)$ that satisfies

$$\langle \partial_t f_h, \phi_h \rangle_{ij} + B_h(f_h, \rho f_h, E_h, \phi_h)_{ij} = 0$$

for all $\phi_h \in V^h$ and all $I_{ij} \in D$. In Eq. (29),

$$(a,b)_{ij} = \int_{I_{ij}} a \, b \, dx, \quad \forall a, b \in V^h;$$

and the ‘Vlasov form’ is given by

$$B^V_h(f_h, E_h, \phi_h)_{ij} = \int_{I_i^v} \left[ \int_{I_j^v} \left[ \nu_h f_h(x_v, v^+ - \frac{1}{2}) \phi_h(x_v, v^+ - \frac{1}{2}) - \nu_h f_h(x_v, v^+ + \frac{1}{2}) \phi_h(x_v, v^+ + \frac{1}{2}) \right] \right] dx$$

and the ‘Lenard–Bernstein form’ is given by

$$B^L_h(f_h, \rho f_h, \phi_h)_{ij} = \int_{I_i^v} \left[ \int_{I_j^v} \left[ \partial_v \phi_h(x, v^+ \frac{1}{2}) \phi_h(x, v^+ \frac{1}{2}) - \partial_v \phi_h(x, v^- \frac{1}{2}) \phi_h(x, v^- \frac{1}{2}) \right] \right] dx$$

Following [19], we arrive at Eq. (33) after integrating the diffusive term by parts twice. This strategy ensures that derivatives in the volume term (the last term on the right-hand side of Eq. (33)) act only on the test function $\phi_h$ and, as a result, maintains energy conservation. (See Section 4 below for further details on conservation properties.)
We use the upwind flux to evaluate the numerical fluxes for the Vlasov operator in Eq. (32). Specifically, we let

$$v \hat{f}_h(x, v) = \hat{v}^+(v) f_h(x^-, v) + \hat{v}^-(v) f_h(x^+, v),$$  \hspace{1cm} (34)

$$\hat{E}_h f_h(x, v) = \hat{E}_h^+(x) f_h(x, v^-) + \hat{E}_h^-(x) f_h(x, v^+),$$  \hspace{1cm} (35)

where

$$\hat{v}^\pm(v) = \frac{v \pm |v|}{2} \quad \text{and} \quad \hat{E}_h^\pm(x) = \frac{E_h(x) \pm E_h(x)}{2}$$  \hspace{1cm} (36)

and $x^\pm = x \pm \text{lim}_{\delta \to 0^+} \delta$ and $v^\pm = v \pm \text{lim}_{\delta \to 0^+} \delta$. Similarly, we use the upwind flux to evaluate the drift term in the LB operator in Eq. (33)

$$\hat{w}_h f_h(x, v) = \hat{w}_h^+(x) f_h(x, v^-) + \hat{w}_h^- f_h(x, v^+),$$  \hspace{1cm} (37)

where $w_h = u f_h - v$ and

$$\hat{w}_h^\pm(x, v) = \frac{w_h(x, v) \pm |w_h(x, v)|}{2}.$$  \hspace{1cm} (38)

Following [25, 19], the diffusion term in the LB operator is evaluated with a recovery polynomial, denoted by $f_h$ (i.e., with fraktur font), which is used to compute the distribution and its velocity gradient at an interface. Let

$$I_{[j,j+1]} = I_{ij} \cup I_{ij+1} = \{(x,v)| x \in I^x_i \text{ and } v \in I^v_j \cup I^v_{j+1} \equiv I^v_{[j,j+1]} \}.$$  \hspace{1cm} (39)

The recovery polynomial on $I_{[j,j+1]}$ is then constructed from the tensor product of one dimensional polynomials of maximal degree $p$ and $2p + 1$ in the $x$- and $v$-dimensions, respectively. We denote this approximation space by

$$W^p_{h,v} = \{ \Psi_h \in L^2(D) : \Psi_h|_{I_{[j,j+1]}} \in \mathbb{P}^p(I^x_i) \otimes \mathbb{P}^{2p+1}(I^v_{[j,j+1]}) \},$$  \hspace{1cm} (40)

where $\mathbb{P}^q$ is the space of one-dimensional polynomials of maximal degree $q$. On $I_{[j,j+1]}$, $f_h \in C([0,\infty);W^p_{h,v})$ is obtained from the DG solution $f_h$ by requiring that [25]

$$\int_{I_{ij}} f_h \varphi_h \, dz = \int_{I_{ij}} f_h \varphi_h \, dz \quad \text{and} \quad \int_{I_{ij+1}} f_h \varphi_h \, dz = \int_{I_{ij+1}} \hat{f}_h \varphi_h \, dz$$  \hspace{1cm} (41)

for all $\varphi_h \in \mathbb{P}^p_h$. Then $f_h$ and $\partial_v f_h$ are continuous at the interface between $I^x_i$ and $I^x_{i+1}$.

In this paper, when evaluating the Vlasov form in Eq. (32), we impose the following zero flux conditions at the boundaries of the velocity domain (e.g., [22])

$$\hat{E}_h f_h|_{v = v_{\text{min}}} = \hat{E}_h f_h|_{v = v_{\text{max}}} = 0.$$  \hspace{1cm} (42)

When evaluating the LB form in Eq. (33), we impose the following conditions at the boundaries of the velocity domain

$$\left[ \hat{w}_h f_h - \theta f_h \partial_v f_h \right]|_{v = v_{\text{min}}} = \left[ \hat{w}_h f_h - \theta f_h \partial_v f_h \right]|_{v = v_{\text{max}}} = 0$$  \hspace{1cm} (43)

and

$$f_h|_{v = v_{\text{min}}} = f_h|_{v = v_{\text{max}}} = 0.$$  \hspace{1cm} (44)

**Remark 1.** For simplicity, we will use a linear finite element method to solve Eq. (3) for the approximation to the electrostatic potential $\Phi_h$, and the electric field is obtained by direct differentiation $E_h = -\partial_x \Phi_h$ (see Section 3.3). Hence, $E_h$ in Eq. (29) is approximated as a constant within each spatial element.
3.2. DG Method for the Micro-Macro decomposition of the VPLB Model

In this subsection we specify the DG discretization for the mM method. We start with the macro component, given by Eq. (19) in Section 3.2.1, and then provide the DG discretization for the micro component, given by Eq. (21), in Section 3.2.2. (Technically, the discretization of the two components go together because of coupling terms, but in this paper, as a matter of organization, we separate the specification of each component.)

3.2.1. DG Method for the Macro Component

To discretize Eq. (19) in space with the DG method, we let the approximation space on the spatial element $I^x_i$ be denoted

$$V_{x,p}^h = \{ \varphi_h \in L^2(D^x) : \varphi_h |_{I^x_i} \in \mathbb{P}_p(I^x_i), \forall i = 1, \ldots, N^x \},$$

where $\mathbb{P}_p(I^x_i)$ is the space of piecewise polynomials on $I^x_i$ of maximal degree $p$. The semi-discrete DG problem is then to find $\rho_{f,h} \in C([0, \infty); [V_{x,p}^h]^3)$ such that

$$(\partial_t \rho_{f,h}, \varphi_h)_i + B^m_h(\rho_{f,h}, g_h, E_h, \varphi_h)_i = 0 \quad (46)$$

holds for all $\varphi_h \in V_{x,p}^h$, all $I^x_i \in D^x$, and where $E_h \in V_{h,0}^x$ (see Remark 1), and $g_h \in V_{h}^p$. (Here it is understood that $g_h$ is obtained by solving Eq. (54), given below.) The ‘macro form’ $B^m_h$ in Eq. (46) is given by

$$B^m_h(\rho_{f,h}, g_h, E_h, \varphi_h)_i = \int_{I^x_i} [\hat{F}(\rho_{f,h})(x_i + \frac{1}{2}) \varphi_h(x_i + \frac{1}{2}) - \hat{F}(\rho_{f,h})(x_i - \frac{1}{2}) \varphi_h(x_i - \frac{1}{2})] - (\varphi_h, \partial_x \rho_{f,h})_i$$

$$+ \int_{I^x_i} e |v| (\mathcal{E}[\rho_{f,h}(x_i^+)] - \mathcal{E}[\rho_{f,h}(x_i^-)]) dv, \quad (47)$$

where

$$(a, b)_i = \int_{I^x_i} a b dx, \quad \forall a, b \in V_{x,p}^h.$$

We note a slight abuse of notation in Eq. (46), where it is understood that the semi-discrete DG problem holds independently for each component of $\rho_{f,h}$.

In Eq. (47), the numerical flux $\hat{F}(\rho_{f,h})$ is computed via upwinding at the kinetic level; that is,

$$\hat{F}(\rho_{f,h})(x) = \frac{1}{2} [F(\rho_{f,h}(x^-)) + F(\rho_{f,h}(x^+))]$$

$$- \frac{1}{2} \int_{\mathbb{R}} e |v| (\mathcal{E}[\rho_{f,h}(x^+)] - \mathcal{E}[\rho_{f,h}(x^-)]) dv, \quad (49)$$

and the integrals in the dissipation term (the second line on the right-hand side of
Eq. (49)) are evaluated analytically:

\[ \int_{\mathbb{R}} e_0 |v| \mathcal{E} [\rho_{f,h}(x)] \, dv = \frac{n_{f,h}}{\sqrt{2\pi \theta_{f,h}}} \left\{ 2 \theta_{f,h} e^{-\frac{u_{f,h}^2}{2\theta_{f,h}^2}} + u_{f,h} \sqrt{2\pi \theta_{f,h}} \text{erf} \left( \frac{u_{f,h}}{\sqrt{2\theta_{f,h}}} \right) \right\}, \quad (50) \]

\[ \int_{\mathbb{R}} e_1 |v| \mathcal{E} [\rho_{f,h}(x)] \, dv = \frac{n_{f,h}}{\sqrt{2\pi \theta_{f,h}}} \left\{ 2 u_{f,h} \theta_{f,h} e^{-\frac{u_{f,h}^2}{2\theta_{f,h}^2}} + \left[ u_{f,h}^2 + \theta_{f,h} \right] \sqrt{2\pi \theta_{f,h}} \text{erf} \left( \frac{u_{f,h}}{\sqrt{2\theta_{f,h}}} \right) \right\}, \quad (51) \]

\[ \int_{\mathbb{R}} e_2 |v| \mathcal{E} [\rho_{f,h}(x)] \, dv = \frac{n_{f,h}}{\sqrt{2\pi \theta_{f,h}}} \left\{ 2 \theta_{f,h} \left( \theta_{f,h} + \frac{1}{2} u_{f,h}^2 \right) e^{-\frac{u_{f,h}^2}{2\theta_{f,h}^2}} + \left[ \frac{1}{2} u_{f,h}^2 + 3 \theta_{f,h} \right] u_{f,h} \sqrt{2\pi \theta_{f,h}} \text{erf} \left( \frac{u_{f,h}}{\sqrt{2\theta_{f,h}}} \right) \right\} \quad (52) \]

where \( n_{f,h}, u_{f,h}, \) and \( \theta_{f,h} \) are obtained from \( \rho_{f,h}(x) \) via the bijection defined in Eq. (7).

Similarly, the numerical flux \( \tilde{f}(g_h) \) is given by (note that \( g_h \) has compact support on \( D^e \))

\[ \tilde{f}(g_h)(x) = \int_{\mathbb{R}} e \tilde{v} g_h(x, v) \, dv = \int_{D^e} e \tilde{v}^+ g_h(x, v) \, dv \]

\[ = \int_{D^e} e \tilde{v}^+ g_h(x^-, v) \, dv + \int_{D^e} e \tilde{v}^- g_h(x^+, v) \, dv, \quad (53) \]

where \( \tilde{v}^\pm \) is defined as in Eq. (36). These integrals can be evaluated exactly with GL quadrature, as long as \( v = 0 \) coincides with and interface (so that \( \tilde{v}^\pm \) is polynomial in each element).

### 3.2.2. DG Method for the Micro Component

The semi-discrete DG problem for the micro component can be formulated as follows: find \( g_h \in C([0, \infty); \mathbb{V}_h^p) \) such that

\[ (\partial_t g_h, \varphi_h)_{ij} + B_h(g_h, \rho_{f,h}, E_h, \varphi_h) + (\partial_t \mathcal{E}[\rho_{f,h}], \varphi_h)_{ij} + B_h^m(\rho_{f,h}, E_h, \varphi_h)_{ij} = 0 \quad (54) \]

for all \( \varphi_h \in \mathbb{V}_h^p, I_{ij} \in D, E_h \in \mathbb{V}_h^{x,0}, \) and \( \rho_{f,h} \in \mathbb{V}_h^{x,p} \) (obtained from Eq. (46)), where \( B_h \) is defined in Eq. (31) and

\[ B_h^m(\rho_{f,h}, E_h, \varphi_h)_{ij} \]

\[ = \int_{I_{ij}} \left[ \tilde{v} \mathcal{E}[\rho_{f,h}](x_{i-\frac{1}{2}}, v) \varphi_h(x_{i-\frac{1}{2}}, v) - \tilde{v} \mathcal{E}[\rho_{f,h}](x_{i-\frac{1}{2}}, v) \varphi_h(x_{i-\frac{1}{2}}, v) \right] \, dv \]

\[ - (v \mathcal{E}[\rho_{f,h}], \partial_v \varphi_h)_{ij} \]

\[ + \int_{I_{ij}} \left[ \tilde{E}_h \mathcal{E}[\rho_{f,h}](x, v_{j+\frac{1}{2}}) \varphi_h(x, v_{j+\frac{1}{2}}) - \tilde{E}_h \mathcal{E}[\rho_{f,h}](x, v_{j+\frac{1}{2}}) \varphi_h(x, v_{j+\frac{1}{2}}) \right] \, dx \]

\[ - (E_h \mathcal{E}[\rho_{f,h}], \partial_v \varphi_h)_{ij}, \quad (55) \]
The numerical flux \( \hat{v}\mathcal{E}[\rho_{f,h}] \) is prescribed using upwinding at the kinetic level:

\[
\hat{v}\mathcal{E}[\rho_{f,h}](x,v) = \hat{v}^+(v)\mathcal{E}[\rho_{f,h}(x^-)](v) + \hat{v}^+(v)\mathcal{E}[\rho_{f,h}(x^+)](v).
\] (56)

Since the equilibrium distribution is continuous in velocity, the numerical flux \( \tilde{E}_h\mathcal{E}[\rho_{f,h}] \) is simply evaluated as

\[
\tilde{E}_h\mathcal{E}[\rho_{f,h}](x,v) = \mathcal{E}[\rho_{f,h}(x^-)](v).
\] (57)

In Eq. (55), we impose the following conditions at the boundary of the velocity domain

\[
\tilde{E}_h\mathcal{E}[\rho_{f,h}]|_{v=v_{\text{min}}} = \tilde{E}_h\mathcal{E}[\rho_{f,h}]|_{v=v_{\text{max}}} = 0.
\] (58)

Due to the exponential decay of \( \mathcal{E}[\rho_{f,h}] \) in velocity, these conditions are reasonable, provided the velocity domain is large enough.

For the Vlasov and LB forms evaluated with the micro distribution \( g_h \), represented by the second term on the left-hand side of Eq. (54), we impose the conditions in Eq. (42) and Eqs. (43)-(44), respectively, with \( f_h \) and \( \tilde{f}_h \) replaced by \( g_h \) and \( \tilde{g}_h \).

**Remark 2.** The subtle notational difference between \( \rho_{f,h} \) and \( \rho_{f,h} \) is important. Both terms approximate the same quantity, but the former is computed by taking velocity moments of \( f_h \) in the direct method, while the latter is evolved by Eq. (46) in the mM method.

**Remark 3.** To arrive at a numerical analogue of Eq. (23), and achieve the equivalent of the vanishing of terms I and III to preserve the constraints in Eq. (18), we use exact evaluation of velocity integrals in Eq. (54) — importantly those involving Maxwellians — to properly balance terms that emanate from Eq. (46). (Spatial integrals involving Maxwellians in Eq. (54) are approximated with \((p+1)\)-point GL quadratures.) In Section 4, we discuss the importance of this balance for maintaining conservation laws. In Section 6, we demonstrate numerical artifacts that can arise when instead using standard quadrature formulas.

### 3.3. Poisson Solver

We use a standard finite element method (FEM) to solve Eq. (3). (Specifically, as noted in Remark 1, mainly for simplicity, we use the linear FEM.) To this end, we let \( V_h \) denote space of functions constructed from basis functions of the form

\[
\psi_i(x) = \begin{cases} \frac{(x-x_i-\frac{1}{2})}{\Delta x_i}, & x \in I^e_i, \\ \frac{(x_{i+1}-x)}{\Delta x_{i+1}}, & x \in I^e_{i+1}, \\ 0, & \text{otherwise,} \end{cases} \quad i = 1, \ldots, N^x - 1. \] (59)

For the mM method, let \( S(\rho_{f,h}) = n_{f,h} - n_e \). We seek \( \Phi_h \in V_h \) such that

\[
\int_{D^e} (\partial_x \Phi_h)(\partial_x \psi_h) \, dx = \int_{D^e} S(\rho_{f,h}) \psi_h \, dx \] (60)
holds for all $\psi_h \in V_h$. The electric field is then given by

$$E_h|_{I^c} = -\varphi_h = -\left(\frac{\Phi_h(x_{i+1/2}) - \Phi_h(x_{i-1/2})}{\Delta x_i}\right) \in V_h^x.$$  

When solving the kinetic equation with the direct method, the source $S(\rho_{f,h})$ in Eq. (60) is replaced with $S(\rho_{f_h}) = n_{f_h} - n_e$.

### 3.4. Time Integration

Both the direct and mM methods yield systems of ordinary differential equations (ODEs) that must be solved numerically with a time-stepping method. We use explicit strong stability-preserving Runge–Kutta (SSP-RK) methods [29, 30] for problems without collisions ($\nu = 0$) and implicit-explicit Runge–Kutta (IMEX-RK) methods [26, 27] for problems with collisions ($\nu > 0$). In the latter case, the collision operator is evaluated implicitly to avoid severe stability restrictions on the time step when the collision frequency is large.

#### 3.4.1. IMEX-RK Time Integration for the Direct Method

The general $s$-stage IMEX-RK method to evolve the VPLB system with the direct method in Section 3.1 from $t^k$ to $t^{k+1} = t^k + \Delta t$, where $\Delta t$ is the time step, can be written as [27]:

1. for $l = 1, \ldots, s$ compute

   $$\left(f_{h}^{(l)}(\cdot, \psi_h)_{ij} = (f_{h}^{(l)}(\cdot, \psi_h)_{ij} - a_{ll} \Delta t \nu B^{l,n}_{h}(f_{h}^{(l)}(\cdot, \rho_{f,h})_{ij}, \psi_h)_{ij}, \right.$$  

   where

   $$\left(f_{h}^{(k)}(\cdot, \psi_h)_{ij} = (f_{h}^{(k)}(\cdot, \psi_h)_{ij} \right.$$  

   $$\left.\Delta t \sum_{m=1}^{l-1} \left(\tilde{a}_{lm} B^{v,p}_{h}(f_{h}^{(m)}(\cdot, \psi_h)_{ij} + a_{lm} \nu B^{l,n}_{h}(f_{h}^{(m)}(\cdot, \rho_{f,h})_{ij}, \psi_h)_{ij}, \right) \right), \tag{63}$$

   and solve Eq. (60) to obtain $E_h|_{I^c}$ from $(f_{h}^{(l)}(\cdot, \psi_h)_{ij}$.  

2. Assemble

   $$(f_{h}^{(k+1)}(\cdot, \psi_h)_{ij} = (f_{h}^{(k)}(\cdot, \psi_h)_{ij}$$

   $$\Delta t \sum_{m=1}^{n} \left(\bar{w}_{l} B^{v,p}_{h}(f_{h}^{(l)}(\cdot, \psi_h)_{ij} + \bar{w}_{l} \nu B^{l,n}_{h}(f_{h}^{(l)}(\cdot, \rho_{f,h})_{ij}, \psi_h)_{ij}, \right), \tag{64}$$

   and solve Eq. (60) to obtain $E_h^{k+1}|_{I^c}$ from $(f_{h}^{(k+1)}(\cdot, \psi_h)_{ij}$.

Here, the coefficients $\tilde{a}_{lm}, a_{lm}$ are components of matrices $\tilde{A}, A \in \mathbb{R}^{s \times s}$, while the coefficients $\bar{w}_{l}, w_{l}$ are components of vectors $\bar{w}, w \in \mathbb{R}^{s}$. IMEX-RK schemes are commonly represented by a double tableau of the form

$$\begin{array}{c|c|c}
\textbf{c} & \tilde{A} & \textbf{c} \\hline \textbf{w} & \textbf{w}
\end{array}, \tag{65}$$
where the coefficients \( \tilde{c} \) and \( c \) are used for non-autonomous systems. Here we only consider diagonally implicit IMEX schemes, where \( \tilde{a}_{lm} = 0 \) for \( m \geq l \) and \( a_{lm} = 0 \) for \( m > l \) (obvious from the upper limit of the sum in Eq. (63)). Each implicit solve from Eq. (62) can be considered as a backward Euler update with initial state \( f_h^{(s)} \) and step size \( a_h \Delta t \). For the collisionless case (\( \nu = 0 \)), we set the implicit coefficients, \( \tilde{a}_{lm} \) and \( \tilde{w}_l \), to zero, while we set the explicit coefficients, \( a_{lm} \) and \( \tilde{w}_l \), appropriately to obtain either the optimal second- or third-order accurate SSP-RK methods of [29] (henceforth referred to as SSP-RK2 and SSP-RK3, respectively). Finally, we note a special class of IMEX-RK schemes, called globally stiffly accurate (GSA) schemes, where \( a_{sm} = w_m \) and \( \tilde{a}_{sm} = \tilde{w}_m \), for \( m = 1, \ldots, s \). For GSA IMEX-RK schemes, which we use exclusively for problems involving collisions, the assembly step in Eq. (64) can be dropped, and we have \( f_h^{n+1} = f_h^{(s)} \).

**Remark 4.** The use of unknown moments \( \rho_f^{(l)} \) in the LB operator in the implicit step in Eq. (62) appears to imply that a nonlinear solve is needed. However, because the conservation properties of the LB operator hold at the discrete level (i.e., \( \rho_f^{(l)} = \rho_f^{(s)} \)), the known moments \( \rho_f^{(s)} \) can be used in place of \( \rho_f^{(l)} \). See Section 4 for more details.

### 3.4.2. IMEX-RK Time Integration for the \( m \)M Method

For the \( m \)M decomposition of the VPLB system, following the previous section, we employ an \( s \)-stage GSA IMEX-RK method, which can be formulated as: for \( i = 1, \ldots, N^x \), \( j = 1, \ldots, N^v \), all \( \varphi_h \in \mathcal{V}_h^{p} \), and all \( \psi_h \in \mathcal{V}_h^{p} \)

1. For \( l = 1, \ldots, s \) compute

\[
(\rho_f^{(l)}, \psi_h)_i = (\rho_f^{k}, \psi_h)_i - \Delta t \sum_{m=1}^{l-1} \tilde{a}_{lm} B^m_h(\rho_f^{(m)}, g_h^{(m)}, E_h^{(m)}, \psi_h)_i, \tag{66}
\]

\[
(g_h^{(l)}, \varphi_h)_ij = \Lambda \{(g_h^{(s)}, \varphi_h)_ij \} - a_h \Delta t \nu B^{l\nu}_h(g_h^{(l)}, \rho_f^{(l)}, \varphi_h)_ij, \tag{67}
\]

where

\[
(g_h^{(s)}, \varphi_h)_ij = (g_h^{k}, \varphi_h)_ij + \left[ (E[\rho_f^{k}], \varphi_h)_ij - (E[\rho_f^{(l)}], \varphi_h)_ij \right] - \Delta t \sum_{m=1}^{l-1} \left( \tilde{a}_{lm} B^{l\nu}_h(g_h^{(m)}, E_h^{(m)}, \varphi_h)_ij + a_{lm} \nu B^{l\nu}_h(g_h^{(m)}, \rho_f^{(m)}, \varphi_h)_ij \right)
\]

\[
- \Delta t \sum_{m=1}^{l-1} \tilde{a}_{lm} B^m_h(\rho_f^{(m)}, E_h^{(m)}, \varphi_h)_ij, \tag{68}
\]

and solve Eq. (60) to obtain \( E_h^{(l)} |_{t^*_f} \) from \( \rho_f^{(l)} \).

2. Set \( (\rho_f^{k+1}, \psi_h)_i = (\rho_f^{(s)}, \psi_h)_i, (g_h^{k+1}, \varphi_h)_ij = (g_h^{(s)}, \varphi_h)_ij, \) and \( E_h^{k+1} = E_h^{(s)} |_{t^*_f} \).

In Eq. (67), \( \Lambda \{ \} \) represents a ‘cleaning limiter’, which, if needed, is applied to \( g_h^{(s)} \) after the explicit push in Eq. (68) to enforce the orthogonality constraints in Eq. (18). We discuss this limiter further in Section 5.
4. Conservation Properties

We consider conservation properties of the discretized VPLB system in this section. For simplicity, we consider a first-order accurate time integration scheme consisting of a sequence of forward and backward Euler steps, which can be written in the standard IMEX-RK form with Butcher tables (scheme ARS111 from [26])

\[
\begin{align*}
\tilde{c}_1 & \quad \tilde{a}_{11} & \quad \tilde{a}_{12} & \quad 0 & \quad 0 & \quad 0 \\
\tilde{c}_2 & \quad \tilde{a}_{21} & \quad \tilde{a}_{22} & \quad 1 & \quad 1 & \quad 0 \\
\tilde{w}_1 & \quad \tilde{w}_2 & \quad 0 & \quad 0 & \quad 1 & \quad 1 \\
\end{align*}
\]

The extension of the results in this section to the more general IMEX schemes in Sections 3.4.1 and 3.4.2 is relatively straightforward, but notationally tedious.) We demand that the polynomial degree used in the DG method is at least 2, so that all the components of \( e \) can be represented exactly by the approximation space. For completeness, we consider the general case with \( E \neq 0 \). However, the presence of the electric field introduces momentum and total energy conservation violations from the explicit step, and we only achieve exact momentum and energy conservation for the case with \( E = 0 \). We will demonstrate conservation properties numerically in Section 6, where we also compare total energy conservation properties of the direct and mM methods.

4.1. Conservation Properties of the Direct Method for the VPLB System

With the Butcher tables in Eq. (69), the IMEX-RK scheme in Eqs. (62)-(64) becomes

\[
(f^\star_h, \varphi_h)_{ij} = (f^k_h, \varphi_h)_{ij} - \Delta t B_h^{\nu} (f^k_h, E_h, \varphi_h)_{ij}, \\
(f_{h}^{k+1}, \varphi_h)_{ij} = (f_h^k, \varphi_h)_{ij} - \Delta t \nu B_h^{\nu} (f_{h}^{k+1}, \rho_{h}^{k+1}, \varphi_h)_{ij}.
\]

This IMEX-RK scheme is GSA, so the assembly step in Eq. (64) is not needed. Conservation properties of the system in Eqs. (70)-(71) was considered in [19] for the case with explicit time-stepping (see also [23] for the collisionless case). Here, we consider the case where the LB operator is integrated with implicit time-stepping. Define the local and global moments, given by

\[
\begin{align*}
\langle \rho f_h \rangle_i &= \sum_{j=1}^{N^v} (f_h, \varphi_h)_{ij} = \int_{I^v} (f_h \varphi_h) \, dx \\
\mathbf{M}_{f_h} &= \sum_{i=1}^{N^v} \langle \rho f_h \rangle_i,
\end{align*}
\]

respectively.

We first consider the explicit step in Eq. (70):

**Proposition 3.** Suppose the DG approximation space used in the direct method consists of piecewise polynomials of degree at least two (\( p \geq 2 \)). Then the explicit update given by Eq. (70) conserves particle number, momentum, and energy for the case with vanishing electric field (\( E_h^k = 0 \)). For the case with nonvanishing electric field, the explicit update conserves particle number.

**Proof.** Setting \( \varphi_h = \varphi \) into Eq. (70), using Eqs. (72) and (32), and imposing the boundary conditions in Eq. (42) gives

\[
\langle \rho f_h \rangle_i = \langle \rho f_h \rangle_i - \Delta t \left[ \langle e v f_h^k (x, \frac{1}{2}, v) \rangle_{D^v} - \langle e v f_h^k (x, -\frac{1}{2}, v) \rangle_{D^v} \right] + \Delta t \left( E_h^k T \rho f_h^k \right)_i.
\]
Then, using Eq. (73) with $E^k_h = 0$, we obtain the globally integrated moments

$$M^*_f = M^k_f - \Delta t \left[ \langle e v f^k_h(x_{\text{max}}, v) \rangle_{D^v} - \langle e v f^k_h(x_{\text{min}}, v) \rangle_{D^v} \right],$$

which implies conservation of all the components of $M^*_{f_h}$ in the sense that the change is only due to flow through the domain boundaries. When $E^k_h \neq 0$, Eq. (74) holds for the first component (particle conservation), since the first component of $T^*_{\rho f_h}$ is zero.

**Remark 5.** Momentum and energy conservation was considered in the context of DG methods for the Vlasov–Poisson system in [23], where the electrostatic potential was obtained using a continuous finite element method. (See also related work in [22, 5, 31].) While momentum and energy were not preserved exactly in [23], it was demonstrated that momentum conservation violations were small, and improved with increasing spatial resolution, commensurate with the polynomial degree of the approximation space, and independent of the velocity resolution. Moreover, exact total (particle plus field) energy conservation in the semi-discrete limit ($\Delta t \to 0$) was proved, provided the approximate Hamiltonian, $H^*_h = \frac{1}{2} v^2 + \Phi_h$, is in the continuous subset of the DG approximation space (see Proposition 3.2 in [23]). For the fully discrete scheme, the total energy conservation property is independent of the phase-space discretization, and depends solely on the time-stepping method. Since we also obtain $\Phi^*_h$ with a continuous finite element method we expect similar results when using $p \geq 2$ in the DG approximation space, and this is demonstrated numerically in Section 6.

We next focus on the implicit step in Eq. (71). In our nodal DG method, where the degrees of freedom are defined at the set of GL quadrature points $S_{ij} \subset I_{ij}$, the distribution function on $I_{ij}$ is approximated by the representation

$$f_h(x, v)|_{I_{ij}} = \sum_{r=1}^{p+1} \sum_{s=1}^{p+1} f^{ij}_{rs}(x) \ell^i_r(v) \ell^j_s(x),$$

where $f^{ij}_{rs} = f_h(x_r, v_s)|_{I_{ij}}$ for all $x_r \in S^x_i$ and $v_s \in S^v_j$, and we have defined

$$f^{ij}_r(v) = \sum_{s=1}^{p+1} f^{ij}_{rs} \ell^j_s(v).$$

(Recall that $\{\ell^i_r\}_{r=1}^{p+1}$ and $\{\ell^j_s\}_{s=1}^{p+1}$ are Lagrange polynomials of degree $p$, constructed from the points $S^x_i$ and $S^v_j$, respectively.) We aim to show that the implicit solve preserves the moments of $f_h$ in a pointwise fashion within each spatial element. To this end, we first consider specific velocity integrals of the terms $(f_h, \varphi_h)_{ij}$ appearing in Eq. (71).

**Lemma 1.** Let $\psi_h \in V^2_{h}$. Then

$$\sum_{j=1}^{N^v} (f_h, \psi_h)_{ij} = \sum_{r=1}^{p+1} (\psi_h, \ell^i_r)(\rho_{f_h})^i_r,$$

where $(\rho_{f_h})^i_r = \langle e f^{ij}_r \rangle_{D^v} \equiv \sum_{j=1}^{N^v} f^{ij}_r dv$. 
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Proof. The result follows from inserting Eq. (75) into the left-hand side of Eq. (77). \qed

We let \( \{ W_q \}_{q=1}^{p+1} \) denote the GL quadrature weights associated with the points \( S^x \). The \((p+1)\)-point GL quadrature integrates polynomials of degree \( \leq 2p + 1 \) exactly. In particular, for \( \psi_h \in V^x_{h,p} \) and \( x_r \in S^x \), we have \( \langle \psi_h, \ell_q^r \rangle = \Delta x_r W_r \psi_h(x_r) \). Then, letting \( \psi_h = \ell_q^r \) in Eq. (77), since \( \ell_q^r(x_r) = \delta_{qr} \), the right-hand side equals \( \Delta x_r W_r(\rho_{f_h})_q^r \).

Next, we consider the velocity integrated LB collision operator.

**Lemma 2.** Let \( \psi_h \in V^x_{h,p} \). Then

\[
\sum_{j=1}^N B^h_{ij}(f_h, \rho_{f_h}, \psi_h e)_{ij} = -(\langle e w f_h, f_h \rangle_D, \psi_h )_i - (\theta_{f_h} T T (e f_h), \psi_h )_i. \tag{78}
\]

Proof. The result is obtained straightforwardly with \( \varphi_h := \psi_h e \in V^p_h \) in Eq. (33), summing over velocity elements, imposing the boundary conditions in Eqs. (43) and (44) so that the surface terms vanish, and noting that \( \partial_y e = T e \) and \( \partial_w e = T T e \). \qed

**Remark 6.** We note that the conditions in Eqs. (43) and (44), used to arrive at Eq. (78), differ from the conditions used in [19]. In [19], in the context of explicit time-stepping, only the conditions corresponding to Eq. (43) were used, while \( f_h \big|_{v=v_{\min}} := f_h \big|_{v=v_{\max}} \) and \( \ell_{h,v_{\max}} := f_h \big|_{v=v_{\max}} \). Then, corrections to the moments used to evaluate the LB operator, \( u_{f_h} \), and \( \theta_{f_h} \), were introduced to recover momentum and energy conservation. We have opted for the conditions in Eqs. (43) and (44), because the conditions used in [19] are not straightforwardly compatible with the IMEX time-stepping scheme used here.

**Proposition 4.** Suppose the DG approximation space used in the direct method consists of polynomials of degree at least two \((p \geq 2)\), and assume the spatial integrals in Eq. (33) are evaluated with an \( N \)-point quadrature with points \( S^x = \{ \tilde{x}_q \}_{q=1}^{N} \subset \int^2 \) and weights \( \{ \tilde{W}_q \}_{q=1}^{N} \). Then, the implicit update given by Eq. (71) conserves particle number, momentum, and energy; i.e., \( (\rho_{f_h}^{k+1})_q = (\rho_{f_h}^k)_q \) for all \( x_q \in S^x \).

Proof. Since \( p \geq 2 \), let \( \varphi_h = \ell_q^r e \) in Eq. (71), summing over velocity elements, using Eq. (77) from Lemma 1 and Eq. (78) from Lemma 2 with \( \psi_h = \ell_q^r \), and evaluating the spatial integrals on the right-hand side of Eq. (78) with an \( N \)-point quadrature gives

\[
(\rho_{f_h}^{k+1})_q = (\rho_{f_h}^k)_q + \frac{\Delta u_{f_h}}{\tilde{W}_q} \sum_{m=1}^N \tilde{W}_m \ell_q^r(\tilde{x}_m) \left[ T \langle e w_{m}^{k+1} f_{m}^{k+1} \rangle_D + \theta_{m}^{k+1} T T (e f_{m}^{k+1})_D \right], \tag{79}
\]

where \( f_m(v) = f_h(\tilde{x}_m, v), w_m = u_m - v, \) and \( u_m = u_{f_h}(\tilde{x}_m) \) and \( \theta_m = \theta_{f_h}(\tilde{x}_m) \).

It remains to show that the expression inside the square brackets on the right-hand side of Eq. (79) vanishes for all quadrature points \( \tilde{x}_m \). To this end, recall that \( T e = (0, 1, v)^T \) and \( T T e = (0, 0, 1)^T \). Then, direct evaluation of each term inside the square brackets gives

\[
T \langle e w f_m \rangle_D = -n_m \theta_m \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \quad \text{and} \quad \theta_m T T (e f_m) D_D = n_m \theta_m \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \tag{80}
\]

where \( n_m = n_{f_h}(\tilde{x}_m) \). This completes the proof. \qed
Remark 7. In Eq. (79) in Proposition 4, we use a general N-point quadrature to evaluate the spatial integrals originating from the LB form in Eq. (33). In the numerical examples presented in Section 6, we use (p + 1)-point GL quadratures to evaluate these spatial integrals. That is, the quadrature points coincide with the interpolation points in our nodal DG scheme ($S^p_i = S^p_f$), similar to the spectral-type nodal collocation DG approximation in [32]. Since the spatial integrals involve polynomials of degree 3p, this approximation results in under-integration. The velocity integrals involve polynomials of degree at most p + 2, which are evaluated exactly with the (p + 1)-point GL quadrature.

4.2. Conservation Properties of the mM Method for the VPLB System

With the Butcher tables in Eq. (69), Eqs. (66)-(68) can be expressed as

\begin{align}
(p_{f,h}^{k+1})_i &= (p_{f,h}^k)_i - \Delta t B_h^{vm}(p_{f,h}^k, g_h, E_h, \psi_h), \\
(g_{h,i}, \varphi_{h})_{ij} &= (g_{h,i}, \varphi_{h})_{ij} + [(\langle \varphi_{f,h}^k, \varphi_{h} \rangle)_{ij} - (\langle \varphi_{f,h}^{k+1}, \varphi_{h} \rangle)_{ij}]
- \Delta t [B_h^{V}(g_{h,i}, E_h, \varphi_{h})_{ij} + B_h^{m}(p_{f,h}, E_h, \varphi_{h})_{ij}],
\\
(g_{h,i}^{k+1}, \varphi_{h})_{ij} &= (g_{h,i}, \varphi_{h})_{ij} - \Delta t \nu B_h^{a}(g_{h,i}, p_{f,h}^{k+1}, \varphi_{h})_{ij},
\end{align}

where in Eq. (83) we have deliberately left out the cleaning limiter mentioned in Section 3.4.2 (cf. Eq. (67)).

We start with the explicit step in Eq. (81). In analogy with Proposition 3 for the direct method, we have the following:

**Proposition 5.** The explicit update given by Eq. (81) conserves particle number, momentum, and energy for the case with vanishing electric field ($E_h^k = 0$). For the case with nonvanishing electric field, the explicit update conserves particle number.

**Proof.** Setting $\psi_h = 1$ in Eq. (81) and using Eq. (47) gives

\begin{equation}
(p_{f,h}^{k+1})_i = (p_{f,h}^k)_i - \Delta t \left\{ \left[ \tilde{\mathbf{F}}(p_{f,h}^k)(x_{i+\frac{1}{2}}) + \tilde{\mathbf{f}}(g_h^k)(x_{i+\frac{1}{2}}) \right] - \left[ \tilde{\mathbf{F}}(p_{f,h}^k)(x_{i-\frac{1}{2}}) + \tilde{\mathbf{f}}(g_h^k)(x_{i-\frac{1}{2}}) \right] \right\} + \Delta t (E_h^k T p_{f,h}^k). \tag{84}
\end{equation}

Eq. (84) corresponds to Eq. (73) for the direct method. The remainder of the proof then follows the logic of Proposition 3 and is omitted. \hfill \square

For consistency it is important to maintain the constraints in Eq. (18) at the numerical level, in the sense that

\begin{equation}
(\langle \mathbf{e} g_h \rangle_D)_{\psi_h} = 0 \quad \forall \psi_h \in V_h^{x,p}. \tag{85}
\end{equation}

We show that, under relatively mild conditions, these constraints are maintained pointwise, $(\mathbf{g}_h^k)_q = (\mathbf{e} g_h^k)_{D^v} = 0$, for all $x_q \in S^p_f$. Here, $(\mathbf{g}_h^k)_q$ is defined as in Eq. (77), with $f_h$ replaced by $g_h$. Then, using Eq. (82) with $\varphi_h := \psi_h \mathbf{e}$, where $\psi_h \in V_h^{x,p}$, and Lemma 1, the moments of the micro distribution after the explicit step can then be expressed as

\begin{equation}
\sum_{r=1}^{p+1} (\psi_h, \ell_{r})_i (p_{g_h}^k)_{r} = \sum_{r=1}^{p+1} (\psi_h, \ell_{r})_i (p_{g_h}^k)_{r} + \left[ (\langle \mathbf{e} \mathbf{e} [p_{f,h}^k] \rangle_D, \psi_h) - (\langle \mathbf{e} \mathbf{e} [p_{f,h}^{k+1}] \rangle_D, \psi_h) \right] \\
- \Delta t \sum_{j=1}^{N_x} \left[ B_h^{v}(g_{h,j}, E_h^k, \psi_h \mathbf{e})_{ij} + B_h^{m}(p_{f,h}, E_h^k, \psi_h \mathbf{e})_{ij} \right]. \tag{86}
\end{equation}
Next, our goal is to insert Eq. (81) into the right-hand side of Eq. (86); specifically by replacing the velocity moments of the Maxwellian — the second and third terms on the right-hand side of Eq. (86) — with \( \rho_{f,h} \). This requires some further specification of how the Maxwellian is approximated within each spatial element to evaluate these terms. In the nodal DG scheme, the representation of the macro moments on element \( I^p \) is given by the nodal expansion

\[
\rho_{f,h}(x)|_{I^p} = \sum_{k=1}^{p+1} (\rho_f)_k^i \ell_k(x),
\]

where \((\rho_f)_k^i = \rho_{f,h}(x_k)\), for all \( x_k \in S^p_i \). The values \((\rho_f)_k^i\) are then used to define the Maxwellian on \( I^p \), i.e.,

\[
\mathcal{E}[\rho_{f,h}](x,v)|_{I^p} := \sum_{k=1}^{p+1} \mathcal{E}_k^i(v)\ell_k(x), \quad \text{where} \quad \mathcal{E}_k^i(v) = \mathcal{E}[(\rho_f)_k^i](v),
\]

in order to evaluate the second and third terms on the right-hand side of Eq. (86). (The expansion in Eq. (88) is also used when evaluating the spatial integrals in Eq. (55) with \((p + 1)\)-point GL quadratures.)

**Lemma 3.** Let the Maxwellian on \( I^p \) be approximated by the expansion in Eq. (88). Then

\[
(\langle \mathcal{E}[\rho_{f,h}] \rangle_k^i, \psi_h)_i = (\rho_{f,h}, \psi_h)_i, \quad \forall \psi_h \in V_h^{x,p}.
\]

**Proof.** The result follows by inserting Eq. (88) into the left-hand side of Eq. (89). Using the fact that \( \langle \mathcal{E}_k^i \rangle \approx (\rho_f)_k^i \) and the expansion in Eq. (87) gives

\[
(\langle \mathcal{E}[\rho_{f,h}] \rangle_k^i, \psi_h)_i = \sum_{k=1}^{p+1} (\langle \mathcal{E}_k^i \rangle \ell_k^i, \psi_h)_i = \sum_{k=1}^{p+1} (\rho_f)_k^i (\ell_k^i, \psi_h)_i = (\rho_{f,h}, \psi_h)_i.
\]

\[\square\]

**Lemma 4.** Let \( \psi_h \in V_h^{x,p} \). Then

\[
\sum_{j=1}^{N^v} B_h^{x,p}(g_h, E_h, \psi_h, \mathbf{e})_{ij} = \left[ \langle e \mathcal{E}[\rho_{f,h}](x_i+\frac{1}{2}, v) \rangle_{D^v} \psi_h(x_i+\frac{1}{2}) - \langle e \mathcal{E}[\rho_{f,h}](x_i-\frac{1}{2}, v) \rangle_{D^v} \psi_h(x_i-\frac{1}{2}) \right]
\]

\[
- (e v \mathcal{E}[\rho_{f,h}] D^v, \partial_x \psi_h)_i - (E_h T(e \mathcal{E}[\rho_{f,h}] D^v, \psi_h)_i.
\]

**Proof.** The result is obtained by setting \( \varphi_h := \psi_h \mathbf{e} \) in Eq. (32), summing over velocity elements, and applying Eq. (42) (with \( f_h \) replaced by \( g_h \)). \[\square\]

**Lemma 5.** Let \( \psi_h \in V_h^{x,p} \). Then

\[
\sum_{j=1}^{N^v} B_h^{x,p}(\rho_{f,h}, E_h, \psi_h, \mathbf{e})_{ij} = \left[ \langle e \mathcal{E}[\rho_{f,h}](x_i+\frac{1}{2}, v) \rangle_{D^v} \psi_h(x_i+\frac{1}{2}) - \langle e \mathcal{E}[\rho_{f,h}](x_i-\frac{1}{2}, v) \rangle_{D^v} \psi_h(x_i-\frac{1}{2}) \right]
\]

\[
- (e v \mathcal{E}[\rho_{f,h}]^k, \partial_x \psi_h)_i - (E_h T(e \mathcal{E}[\rho_{f,h}]^k) D^v, \psi_h)_i.
\]
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Proof. The result is obtained by setting $\varphi_h := \psi_h e$ in Eq. (55), summing over velocity elements, and applying Eq. (58).

**Proposition 6.** Suppose the DG approximation space used in the mM method consists of piecewise polynomials of degree at least two ($p \geq 2$). Assume that $D^v = \mathbb{R}$, and that $(\rho_{g_h}^k)^{i}_q = 0$ for all $x_q \in S^e_i$. Then $g^*_i$, obtained from explicit update given by Eq. (82), satisfies $(\rho^*_{g_h})^i_q = 0$ for all $x_q \in S^e_i$.

Proof. Setting $\varphi_h := \psi_h e$ in Eq. (82), where $\psi_h \in \mathbb{V}^p_h$, results in Eq. (86). Set $\psi_h := \ell^i_q$ in Eq. (86) to obtain the equation for the pointwise moments of $g^*_i$:

$$
\Delta x_i W_q(\rho^*_{g_h})_i^q = \Delta x_i W_q(\rho_{g_h}^k)^i_q + \left[ (\langle e \mathcal{E}[\rho_{f,h}] \rangle_{D^v}, \ell^i_q)_{i} \right] \nonumber \\
- \Delta t \left[ B_{h}^{\psi}(g_h^k, E_h^k, \ell^i_q)_{ij} + B_0^{\psi}(\rho_{f,h}^k, E_h^k, \ell^i_q)_{ij} \right].
$$

Set $\psi_h := \ell^i_q$ in Eq. (81) and use Lemma 3 to replace the left-hand side. The result is

$$
\left[ (\langle e \mathcal{E}[\rho_{f,h}] \rangle_{D^v}, \ell^i_q)_{i} \right] - \left[ (\langle e \mathcal{E}[\rho_{f,h}^k] \rangle_{D^v}, \ell^i_q)_{i} \right] = \Delta t (B_{h}^{\psi}(g_h^k, E_h^k, \ell^i_q)_{ij}).
$$

We then write Eq. (93), after inserting Eq. (94), as

$$
\Delta x_i W_q(\rho^*_{g_h})_i^q = \frac{(\rho^*_{g_h})_i^q - (\rho_{g_h})_i^q}{\Delta t} = \Gamma(g_h^k, \rho_{f,h}^k, E_h, \psi_h)_{ij},
$$

where, for $\psi_h \in \mathbb{V}^p_h$, we have defined

$$
\Gamma(g_h, \rho_{f,h}, E_h, \psi_h)_{ij} = B_{h}^{\psi}(g_h, E_h, \psi_h)_{ij} - \sum_{j=1}^{N^e} B_{h}^{\psi}(g_h, E_h, \psi_h)_{ij} + B_0^{\psi}(\rho_{f,h}^k, E_h, \psi_h)_{ij}.
$$

It remains to show that $\Gamma(g_h, \rho_{f,h}, E_h, \psi_h)_{ij} = 0$. Using Eq. (47), and the results of Lemmas 4 and 5, we can write

$$
\Gamma(g_h, \rho_{f,h}, E_h, \psi_h)_{ij} = \left[ \mathcal{F}(\rho_{f,h})(x_{i+\frac{1}{2}}) - \langle e \mathcal{E}[\rho_{f,h}] \rangle_{D^v} \psi_h(x_{i+\frac{1}{2}}) \right] \\
- \left[ \mathcal{F}(\rho_{f,h})(x_{i+\frac{1}{2}}) - \langle e \mathcal{E}[\rho_{f,h}] \rangle_{D^v} \psi_h(x_{i+\frac{1}{2}}) \right] \\
+ \left[ \mathcal{F}(\rho_{f,h})(x_{i+\frac{1}{2}}) - \langle e \mathcal{E}[\rho_{f,h}] \rangle_{D^v} \psi_h(x_{i+\frac{1}{2}}) \right] \\
- \left[ \mathcal{F}(\rho_{f,h})(x_{i+\frac{1}{2}}) - \langle e \mathcal{E}[\rho_{f,h}] \rangle_{D^v} \psi_h(x_{i+\frac{1}{2}}) \right] \\
- \left[ \mathcal{F}(\rho_{f,h})(x_{i+\frac{1}{2}}) - \langle e \mathcal{E}[\rho_{f,h}] \rangle_{D^v} \psi_h(x_{i+\frac{1}{2}}) \right] \\
- \left[ \mathcal{F}(\rho_{f,h})(x_{i+\frac{1}{2}}) - \langle e \mathcal{E}[\rho_{f,h}] \rangle_{D^v} \psi_h(x_{i+\frac{1}{2}}) \right].
$$

(97)
In Eq. (97), terms emanating from the discretized macro model have been paired with terms emanating from the discretized micro model (terms I-VII, where in each term the leading expression emanates from the discretized macro model), and these have been designed to cancel individually in order to prove the proposition. Specifically, the definition of the numerical flux for the macro component in Eq. (49) — together with the numerical flux for the micro component in Eq. (56) — ensures that terms I and II vanish. By the assumption (95) is a discrete analogue of Eq. (23). The proof of Proposition 6 illustrates that the discretization of the macro and micro components must be designed in a cohesive fashion (i.e., the terms in the discretization of the two components are consistent), so that the right-hand side of Eq. (95) vanishes and the moments of gh are preserved.

Remark 8. Eq. (95) is a discrete analogue of Eq. (23). The proof of Proposition 6 illustrates that the discretization of the macro and micro components must be designed in a cohesive fashion (i.e., the terms in the discretization of the two components are consistent), so that the right-hand side of Eq. (95) vanishes and the moments of gh are preserved.

Remark 9. Proposition 6 assumes that Dh is a bounded domain. Thus in practice many of the terms in Eq. (97) do not exactly cancel; specifically terms I, II, III, and VII. The residuals can be made arbitrarily small by extending the velocity domain Dh, but such an approach may not be practical because the time step restriction for explicit integration scales as 1/\text{max}(|\nu_{\text{min}}|,|\nu_{\text{max}}|) (see Eq. (109)). The truncated velocity domain gives rise to additional conservation errors for the moments of gh. The main reason for introducing the cleaning limiter in Section 5 is to rectify these small non-zero contributions to (egh)D, that emanate from the explicit step. Alternatively, since the velocity integrals in terms I, II, III, and VII involve the Maxwellian, which we evaluate analytically, we have found that these terms can be made to vanish exactly by letting the first and last velocity element be artificially extended for terms involving the Maxwellian in Eq. (54). Specifically, by replacing l_j in the last two terms on the left-hand side of Eq. (54) with

\[ l_j^* = \begin{cases} (-\infty, \nu_{\text{min}} + \Delta \nu_j) & \text{if } j = 1, \\ [\nu_{\text{max}} - \Delta \nu_j, +\infty) & \text{if } j = N^v, \\ l_j & \text{otherwise.} \end{cases} \]  

(98)

Next, we consider the implicit update in the mM method given by Eq. (83).

Proposition 7. Suppose the DG approximation space used in the mM method consists of polynomials of degree at least two (p ≥ 2). Let the spatial integrals in the LB form in Eq. (33) be evaluated using \((p+1)\)-point GL quadrature, and assume that gh satisfies (\rho^{k}_{gh})^0_q = 0 for all \(x_q \in S_i^\rho\), so that Eq. (85) holds. Then (\rho^{k+1}_{gh})^0_q = 0.

Proof. Letting \(\varphi_h = l_j^* e\) in Eq. (83) and invoking Lemma 2, with spatial integrals in Eq. (78) evaluated using \((p+1)\)-point GL quadrature, gives (cf. Eq. (79))

\[ (\rho^{k+1}_{gh})^0_q = (\rho^{k}_{gh})^0_q + \Delta t^p \left[ T(e_{g}^{k+1}g_{q}^{k+1})_{D^v} + \theta_{q}^{k+1}TT(e_{g}^{k+1})_{D^v} \right], \]  

(99)
where \( g_q(v) = g_h(v, x_q) \), \( w_q = u_q - v \), and \( u_q = u_{f,h}(x_q) \) and \( \theta_q = \theta_{f,h}(x_q) \).

A direct calculation gives

\[
T(\omega w_q^{k+1} g_q^{k+1})_{D^v} = \begin{pmatrix} 0 & 0 & 0 \\ u_q^{k+1} & -1 & 0 \\ 0 & u_q^{k+1} & -2 \end{pmatrix} (\rho_{g_h}^{k+1})_q
\]

and

\[
\theta_q^{k+1} T T(\omega g_q^{k+1})_{D^v} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ \theta_q^{k+1} & 0 & 0 \end{pmatrix} (\rho_{g_h}^{k+1})_q.
\]

Thus (99) can be written as

\[
(\rho_{g_h}^{k+1})_q = (I - \Delta t \nu M)^{-1} (\rho_{g_h}^*)_q,
\]

where

\[
M = \begin{pmatrix} 0 & 0 & 0 \\ u_q^{k+1} & -1 & 0 \\ \theta_q^{k+1} & u_q^{k+1} & -2 \end{pmatrix},
\]

and \((I - \Delta t \nu M)\) is invertible for \(\Delta t \nu \geq 0\). Therefore, \((\rho_{g_h}^*)_q = 0\) implies \((\rho_{g_h}^{k+1})_q = 0\).

5. Cleaning Limiter

As noted in Remark 9, the explicit update of the micro distribution given by Eq. (82), and consequently the update in Eq. (68), can, due to finite velocity domain effects, give rise to small violations of the conservation constraints in Eq. (18). To eliminate these violations, we introduce a ‘cleaning’ limiter, to be applied to \( g_h \) before the implicit solves in the IMEX scheme in Eq. (67).

In the nodal DG scheme the global representation of \( g_h \) in velocity space can, for arbitrary \( x \in D^x \), be written as

\[
g_h(x, v) = \sum_{j=1}^{N^v} \chi_{I^v_j}(v) \sum_{k=1}^{p+1} g_j^k(x) \ell_j^k(v),
\]

where \( \chi_{I^v_j}(v) \) is the indicator function on \( I^v_j \), and \( g_j^k \) is the solution in the GL quadrature point \( v_k \in S^v_j \subset I^v_j \). The cleaning limiter is global in velocity space, but is applied independently for each spatial point in \( D^x \); i.e., for each \( x \in S^x_i, i = 1, \ldots, N^x \). Then, the cleaned solution \( \tilde{g}_h \in V^h \) is obtained by solving the linearly constrained least squares problem

\[
\min_{\tilde{g}_h} \frac{1}{2} \int_{D^v} (\tilde{g}_h - g_h)^2 \, dv \quad \text{subject to} \quad \int_{D^v} \tilde{g}_h \, dv = 0.
\]

(We solve Eq. (105) using the subroutine DGGLSE in LAPACK [33], which expresses the least squares solution in terms of a generalized QR decomposition [34].)

We denote the application of the cleaning limiter to obtain \( \tilde{g}_h \) from \( g_h \) by solving the optimization problem in Eq. (105) simply by

\[
\tilde{g}_h := \Lambda \{ g_h \}.
\]
6. Numerical Experiments

In this section we apply the mM method developed in the previous sections to a variety of standard test problems for the VPLB system. Our goal is to document the performance of the mM method under collisionality conditions ranging from kinetic ($\nu$ small) to fluid ($\nu$ large). The conservation properties of the mM method is a major focus. We also aim to compare the performance of the mM and direct methods. Specifically, we investigate the extent to which the mM method provides improved accuracy over the direct method in collision dominated regimes, in the sense that the dynamics is well captured by the macro component, and simulations can be performed with coarser resolution in velocity space.

We use explicit, implicit, and IMEX time-stepping methods in the tests presented. We use simple backward Euler time-stepping for the relaxation problem in Section 6.1. For the Riemann problem in Section 6.2 and the collisional Landau damping problem in Section 6.4, we use the IMEX method from [35], with Butcher tables given by

\[
\begin{align*}
\bar{c}_1 & | \bar{a}_{11} & \bar{a}_{12} & \bar{a}_{13} = 0 & 0 & 0 & 0 & c_1 & a_{11} & a_{12} & a_{13} = 0 & 0 & 0 & 0 \\
\bar{c}_2 & \bar{a}_{21} & \bar{a}_{22} & \bar{a}_{23} = 1 & 1 & 0 & 0 & c_2 & a_{21} & a_{22} & a_{23} = 1 & 0 & 1 & 0 \\
\bar{c}_3 & \bar{a}_{31} & \bar{a}_{32} & \bar{a}_{33} = 1 & 0.5 & 0.5 & 0 & c_3 & a_{31} & a_{32} & a_{33} = 1 & 0 & 0.5 & 0.5 \\
\bar{w}_1 & \bar{w}_2 & \bar{w}_3 & = 0.5 & 0.5 & 0 & w_1 & w_2 & w_3 & = 0 & 0.5 & 0.5 \\
\end{align*}
\]

which is GSA and formally only first-order accurate, but is SSP with a time step restriction for stability determined solely by the explicit part, and, when $\nu = 0$, it reduces to the optimal explicit SSP-RK2 scheme from [29]. For the two-stream instability problem in Section 6.3, we use the optimal explicit SSP-RK3 scheme from [29], which in the Butcher table format used Sections 3.4.1 and 3.4.2 takes the form

\[
\begin{align*}
\bar{c}_1 & | \bar{a}_{11} & \bar{a}_{12} & \bar{a}_{13} = 0 & 0 & 0 & 0 \\
\bar{c}_2 & \bar{a}_{21} & \bar{a}_{22} & \bar{a}_{23} = 1/2 & 1 & 0 & 0 \\
\bar{c}_3 & \bar{a}_{31} & \bar{a}_{32} & \bar{a}_{33} = 1/6 & 1/6 & 2/3, \\
\bar{w}_1 & \bar{w}_2 & \bar{w}_3 & = 1/6 & 1/6 & 2/3, \\
\end{align*}
\]

for the explicit coefficients, while all the implicit coefficients are set to zero.

With the exception of the the relaxation problem, which is purely implicit, we let the time step be given by

\[
\Delta t = \frac{C_{CFL}}{(2p + 1)} \times \min_{i \in \{1, \ldots, N_x\}} \frac{\Delta x_i}{\max(|v_{\min}|, |v_{\max}|)},
\]

where, unless otherwise specified, we use $C_{CFL} = 0.75$. For all the tests, we use polynomial degree $p = 2$, which, when combined with third-order accurate time-stepping (e.g., SSP-RK3) results in a third-order accurate method for sufficiently smooth problems.

6.1. Relaxation

Here we consider the space-homogeneous problem

\[
\partial_t f = \mathcal{L}_{\text{LB}}[\rho_j](f),
\]

(110)
with mM decomposition
\[
\begin{align*}
\partial_t \rho_f &= 0, \quad \text{(111a)} \\
\partial_t g &= C_{\text{LB}}[\rho_f](g), \quad \text{(111b)}
\end{align*}
\]
and investigate conservation properties of the DG discretization of the LB collision operator in the context of the direct discretization and the discretization of the mM model. We discretize the velocity domain \(D^v = [v_{\min}, v_{\max}] = [-12, 12] \) with \(N^v = 48 \) elements and let the initial condition be a double Maxwellian
\[
f(v, t = 0) = f_0(v) := M[\rho_{1,0}](v) + M[\rho_{2,0}](v), \quad \text{(112)}
\]
with
\[
M[\rho_i](v) = \frac{n_i}{\sqrt{2\pi\theta_i}} \exp\left\{ -\frac{(v - u_i)^2}{2\theta_i} \right\}, \quad \text{(113)}
\]
where we set \(\{n_1, u_1, \theta_1\} = \{1.0, -1.5, 0.5\} \) and \(\{n_2, u_2, \theta_2\} = \{1.0, 2.5, 0.5\} \), so that \(\rho_{f,0} = (f_0 e) = (2, 1.475)^T\). When solving the mM system in Eq. (111), we set \(g_0 = f_0 - M[\rho_{f,0}]\) and apply the cleaning limiter from Section 5 to the initial condition, so that \(\langle g_0 e \rangle = 0\). After the application to the initial condition, do not use the cleaning limiter during the integration of Eq. (111) to the final time. We set the collision frequency to \(\nu = 10^3\), \(\Delta t = 10^{-2}\), and evolve until \(t = 1.0\) with the backward Euler time-stepping method.
Figure 1: Numerical results for the space-homogeneous problems in Eqs. (110) and (111). The top panel shows the initial distribution (dotted black line), and the final distribution obtained with the direct and mM methods (solid black and dashed red lines, respectively). The lower left panel shows the time evolution of the relative change in the first three moments of the distribution function $f$ as obtained when using the direct method. The lower right panel shows the time evolution of the first three moments of the micro distribution $g$ as obtained when using the mM method. In the lower panels, the time axis has been offset by $10^{-3}$ to enable plotting on a logarithmic scale.

Figure 1 shows results from solving the space-homogeneous systems in Eqs. (110) and (111). The top panel shows the initial distribution, and final distributions obtained with the Direct and mM methods. The final distribution function, $f(v, t = 1)$, is consistent with a Maxwellian evaluated with $n = 2$, $u = 0.5$, and $\theta = 4.5$, and the direct and mM methods give practically identical results. The lower left panel shows the relative change in first three moments of the distribution, $\langle f_0 \rangle$, versus time as obtained with the direct discretization of the LB collision operator. For all three moments, the relative change is of the order of $10^{-12}$ over the duration of the computation. (We find that the relative change in the moments decreases with decreasing values of the collision frequency.) The lower right panel shows the time evolution of the first three moments of
the micro distribution, \( \langle g e \rangle \), obtained using the same discretization of the LB collision operator, but in the context of the mM model. All three components of \( \langle g e \rangle \) remain small (a few times \( 10^{-15} \)) for the duration of the simulation. From these results, we conclude that the conservation properties of the discretized LB collision operator are satisfactory, and consistent with expectations from Section 4.

6.2. Riemann Problem

We consider a Riemann problem in this section. The test involves both the collision operator and the transport operator (with the electric field set to zero), and we use the IMEX time-stepping schemes discussed in Sections 3.4.1 and 3.4.2 for the direct and mM methods, respectively. Our goal is (1) to demonstrate conservation properties of the mM method, and (2) to compare the efficiency, in terms of accuracy for a given phase-space resolution, of the direct and mM methods in kinetic and fluid regimes.

Unless stated otherwise, the computational domain is given by \( D^x = [-1.0, 1.0] \) and \( D^v = [-6, 6] \). Following [19], we let the initial distribution function be given by a Maxwellian: \( f(v, x, t = 0) = f_0(v, x) = M[\rho](v) \), where

\[
(n, u, \theta) = \begin{cases} 
(1.0, 0.0, 1.0), & x \leq 0 \\
(0.125, 0.0, 0.8), & x > 0.
\end{cases}
\] (114)

These initial conditions are similar to the classical Riemann problem due to Sod [36], and in the fluid regime (\( \nu \to \infty \)) the solution consists of a rarefaction wave propagating to the left and a shock wave propagating to the right, followed by a contact discontinuity (also propagating to the right). In our numerical experiments, since the spatial boundaries are placed far enough away from the initial discontinuity at \( x = 0 \), we use asymptotic boundary conditions at the spatial boundaries (i.e., the boundary values are given by the initial condition), while we use zero-flux conditions at the boundaries in the velocity domain. We evolve the Riemann problem until \( t = 0.1 \).
Figure 2: Numerical results for the Riemann problem for various values of the collision frequency \( \nu \), obtained with the mM method using \( N^x \times N^v = 256 \times 16 \). The density, velocity, and temperature at \( t = 0.1 \) are plotted versus position \( x \) in panels (a), (b), and (c), respectively. In each of these panels, we plot results for \( \nu = 10^1 \) (solid red), \( \nu = 10^2 \) (solid blue), and \( \nu = 10^3 \) (solid black). For reference, we also plot the exact solution to the Riemann problem in the inviscid (Euler) limit (\( \nu \to \infty \); dotted black).

In panel (d) the absolute change in particle number (black), momentum (blue), and energy (red) are plotted versus time for the case with \( \nu = 10^3 \).

Figure 2 shows results obtained with the mM method for various values of the collision frequency, using \( N^x = 256 \) and \( N^v = 16 \). These results show that the solutions obtained with the mM method tend to the inviscid Euler solution (dotted black line) as the collision frequency increases. For \( \nu = 10^3 \), the mM solution is quite close to the Euler solution. We also note that oscillations are present in the solution around the shock (\( x \approx 0.23 \)) when \( \nu = 10^3 \), as can be expected when limiters designed to suppress such oscillations, e.g., local projection limiters [37], are not applied. However, the cleaning limiter from Section 5 is applied so that the integrated moments of the micro distribution \( \int_{D^v} \langle e \rangle_{D^v} \, dx \) remain zero (to machine precision). Then, as seen in the lower right panel...
of Figure 2, for $\nu = 10^3$, the change in particle number, momentum, and energy are also at the level of machine precision. (We find similar results for the other values of $\nu$.)

Figure 3: Numerical results for the Riemann problem at $t = 0.1$, obtained with the direct and mM (with cleaning limiter applied) methods using $N^x \times N^v = 256 \times 16$. We plot the absolute difference in density (black), velocity (blue), and temperature (red), for $\nu = 10^1$ and $\nu = 10^3$. The results indicate good consistency between the two methods. For the case with $\nu = 10^1$, the absolute difference in any quantity is less than $2 \times 10^{-4}$, anywhere in the spatial domain. The absolute difference is larger for the case with $\nu = 10^3$, with the largest difference reaching a few $\times 10^{-2}$ around the shock at $x \approx 0.23$. (We have verified that the differences decrease with increasing phase-space resolution.) We find that the conservation properties of the direct method are similar to that of the mM method: the absolute change in the particle number and energy are on the level of $10^{-14}$ to $10^{-13}$ for both values of the collision frequency.

Next, we investigate in further detail the discretization of the mM model and the effect of applying the cleaning limiter after the explicit steps in the IMEX time integration scheme. As discussed in Section 4.2 (see Proposition 6 and Remarks 8 and 9), the ability to maintain the zero moment constraints in Eq. (18) relies on a consistent discretization of the terms in Eqs. (46) and (54), so as to achieve the necessary cancellation of terms in Eq. (97). To demonstrate the importance of a consistent discretization, we introduce an inconsistent discretization, where the velocity integrals involving the Maxwellian in Eq. (55) are approximated with a 3-point LG quadrature, instead of analytically as is done in the consistent discretization. (For these integrals, the 3-point LG quadrature would be exact if the Maxwellian was replaced by a polynomial of degree $\leq p$, but when integrating the Maxwellian it is not. Moreover, this quadrature approximation to the Maxwellian integrals becomes increasingly worse as the velocity elements are coarsened.)

By design, the inconsistent discretization results in nonzero moments of the micro distribution, which then leads to an ambiguous interpretation of the conservation prop-
erties of the mM method. On one hand, the macro model evolves the conserved quantities \( \rho_f \), and, analytically, these are equal to the moments of the kinetic distribution \( \langle f e \rangle = \langle E[\rho_f] e \rangle + \langle g e \rangle = \rho_f \). However, if \( \langle g e \rangle \neq 0 \), then \( \rho_f \neq \langle f e \rangle \). The ambiguity in conservation properties can be removed with the cleaning limiter.

Figure 4 shows the time evolution of the change in the moments \( \rho_f \) and \( \langle f e \rangle \), integrated over the spatial domain, for two models using the inconsistent discretization: one without the cleaning limiter, and one with the cleaning limiter. These models were computed with \( \nu = 10^4 \), using a coarse velocity grid \( (N_x \times N_v = 256 \times 4) \). For the model without cleaning, conservation as measured by \( \rho_f \) is at the level of machine precision, while it is substantially worse when measured by \( \langle f e \rangle \). In this measure, particle conservation is on the order of \( 10^{-7} \), while momentum and energy conservation are on the order of \( 10^{-5} \), and growing at the end of the simulation. Similar ambiguous conservation properties were reported in [15], although for a different (smooth) problem. With cleaning, the ambiguity is removed, and conservation is at the level of machine precision in both measures.
Figure 4: Conservation properties for a Riemann problem with $\nu = 10^4$ and $N^x \times N^v = 256 \times 4$, as obtained with inconsistent discretization of the mM method (see text for details). The change in particle number (left panels), momentum (middle panels), and energy (right panels) is plotted versus time. Results obtained with and without the cleaning limiter are displayed in the bottom and top panels, respectively. In each panel, we plot the change in the conserved quantity as obtained by the macro fields, $\int_{Dx} \rho_j \, dx$ (solid lines), and the kinetic distribution, $\int_{Dx} (fe) \, dx$ (dotted lines).
The seemingly small conservation inconsistency displayed by the model without cleaning in Figure 4 is due to uncontrolled growth in $\langle ge \rangle$, induced by the inconsistent discretization. We then find that, when the velocity space resolution is coarse, the moments of $g$ may become too large and the solution accuracy adversely impacted.

Figure 5 shows results for the Riemann problem at $t = 0.1$ from runs performed with the inconsistent discretization shown in Figure 4. Figure 5a shows the particle density and $\langle ge_0 \rangle$ versus position for the model without the cleaning limiter. In this case, $\langle ge_0 \rangle$ develops a substantial magnitude (up to $6.6 \times 10^{-2}$), which in turn introduces artifacts into the particle density. Figure 5b shows the same quantities as in Figure 5a for the model with the cleaning limiter applied. In this case, the magnitude of $\langle ge_0 \rangle$ remains small ($\sim 10^{-18}$, or smaller), and the accuracy of the particle density relative to the exact solution is restored. We note that with higher resolution in velocity space, the results obtained using inconsistent discretization without cleaning do improve.

Figure 6 shows results obtained using the consistent discretization without the cleaning limiter for the case with $\nu = 10^4$. As noted in Remark 9, the consistent discretization can still give rise to nonzero $\langle ge \rangle$ due to finite velocity domain effects. Because of this, we have computed two models using the consistent discretization: one using the fiducial domain $D^v = [-6, 6]$, with $N^x \times N^v = 256 \times 4$ (same as for the results displayed in Figures 5), and one using an extended velocity domain $D^v = [-12, 12]$, with $N^x \times N^v = 256 \times 8$ so that $\Delta v$ is unchanged. These results are displayed in Figure 6a. The model computed with the consistent discretization and the fiducial velocity domain results in a significant reduction in $\langle ge_0 \rangle$ (down to about $2 \times 10^{-14}$), when compared to the results obtained with the inconsistent discretization in Figure 5a. With the extended velocity domain, $\langle ge_0 \rangle$ is further reduced to a magnitude of less than $2 \times 10^{-13}$ across the spatial domain. Moreover, for both velocity domains, the accuracy relative to the exact
solution is comparable to that displayed in Figure 5b. As was also noted in Remark 9, the finite velocity domain effects can be eliminated by replacing $I^v_j$ with $\tilde{I}^v_j$, defined in Eq. (98), so that Maxwellians in Eq. (54) are defined on the infinite velocity domain and terms I, II, III, and VII in Eq. (97) vanish — even when $gh$ is defined on a finite velocity domain. Figure 6b shows results obtained with $D^v = [-6, 6]$ and $I^v_j \rightarrow \tilde{I}^v_j$. For this run, the density is practically identical to that displayed in Figure 6a, but $\langle g e_{0} \rangle$ is reduced to the level of machine precision. These results illustrate the importance of controlling/preventing spurious growth in the moments of the micro distribution, in order to obtain accurate results in the fluid regime when using coarse grids in velocity space.

![Figure 6: Numerical results for the Riemann problem with $\nu = 10^4$ at $t = 0.1$, obtained with the consistent mM method without the cleaning limiter. We plot the same quantities as in Figure 5. In the left panel we plot results for a model computed with the fiducial velocity domain ($D^v = [-6, 6]$; solid red lines) and a model computed with an extended velocity domain ($D^v = [-12, 12]$; dotted blue lines). In the right panel we plot results for a model computed with the fiducial velocity domain, but with $I^v_j$ replaced with $\tilde{I}^v_j$ (see Eq. (98)), as suggested in Remark 9.](image)
Figure 7: Comparison of the direct and mM methods for the Riemann problem at $t = 0.1$, computed with $N^v = 256$, various values of $N^v \in \{4, 6, 8, 10, 12\}$, and various values of the collision frequency: $\nu = 10^1$ (upper left), $\nu = 10^2$ (upper right), $\nu = 10^3$ (lower left), $\nu = 10^4$ (lower right). In each panel we plot the difference in density (black lines), velocity (blue lines), and temperature (red lines) relative to a reference solution (see Eq. (115)), computed with $N^x \times N^v = 256 \times 64$, versus the number of degrees of freedom in velocity space (see Eq. (118)). Results obtained with the direct method are plotted with solid lines, while results obtained with the mM method are plotted with dotted lines. The horizontal dashed lines (see Eq. (117)), where saturation is expected, represent half the difference between the reference solutions obtained with the direct and mM method for density (dashed black lines), velocity (dashed blue lines), and temperature (dashed red lines).

We use the Riemann problem to do a more quantitative comparison between the direct and mM methods. Specifically, we seek to compare the efficiency of the direct and mM methods in terms of accuracy for a given velocity space resolution. To this end, we let $X_{N^v} \in \{ n_{N^v}, u_{N^v}, \theta_{N^v} \}$ denote a velocity moment (i.e., density, velocity, or temperature) computed with $N^v$ elements in velocity space, and define the difference of
this moment relative to a reference solution \( X_{\text{ref}} \) in the 1-norm

\[
\delta X_{N^v} = \frac{||X_{N^v} - X_{\text{ref}}||_1}{||X_{\text{ref}}||_1}.
\]  

(115)

We fix \( N^x = 256 \), and compute results with both methods using samples with \( N^v = 4, 6, 8, 10, \) and \( 12 \), and \( \nu = 10^1, 10^2, 10^3, \) and \( 10^4 \). Since we do not know the exact solution to the Riemann problem for arbitrary values of the collision frequency, we use solutions obtained with the direct and mM methods, computed using \( N^x \times N^v = 256 \times 64 \), to define the reference values \( X_{\text{ref}} \). (We are interested in comparing the methods in terms of velocity space resolution, especially when the velocity resolution is coarse, and keep the spatial resolution of the reference the same as in the samples.) To reduce bias towards one method in the comparison, the reference solution is obtained by averaging the solutions obtained with the two methods

\[
X_{\text{ref}} = \frac{1}{2}(X_{\text{ref,D}} + X_{\text{ref,mM}}),
\]

(116)

where \( X_{\text{ref,D}} \) and \( X_{\text{ref,mM}} \) denote numerical solutions obtained with the direct and mM methods using \( N^x \times N^v = 256 \times 64 \), respectively. As the solution obtained with each method converges to its respective reference (i.e., \( X_{\text{ref,D}} \) and \( X_{\text{ref,mM}} \)), we expect the difference relative to the reference in Eq. (115) to saturate at \( \frac{1}{2} \delta X_{\text{ref}} \), where

\[
\delta X_{\text{ref}} = ||X_{\text{ref,D}} - X_{\text{ref,mM}}||_1/||X_{\text{ref}}||_1.
\]

(117)

In this comparison, we use the cleaning limiter with the mM method.

In Figure 7, we plot the difference from the reference, defined in Eq. (115), for the direct and mM methods versus \( N^v_{\text{DOF}} \), the number of velocity degrees of freedom per spatial point:

\[
N^v_{\text{DOF}} = \begin{cases} 
N^v \times (p + 1) & \text{(direct method)}, \\
N^v \times (p + 1) + 3 & \text{(mM method)},
\end{cases}
\]

(118)

that, for the mM method, includes the three moments evolved by the macro equation; i.e., Eq. (19). Results obtained with various values of the collision frequency are plotted. In each panel, we plot the difference in density, velocity, and temperature. We also plot half the difference between the two reference solutions \( \frac{1}{2} \delta X_{\text{ref}} \) as horizontal dashed lines in each panel.

From Figure 7, we observe that the difference \( \delta X_{N^v} \) decreases (close to exponentially) with increasing velocity resolution for all values of \( N^v_{\text{DOF}} \) (for both methods) when \( \nu = 10^1 \). Then, for a given value of \( N^v_{\text{DOF}} \), the difference is smaller for the direct method due to the additional three degrees of freedom evolved by the mM method. For \( \nu = 10^2 \), the mM method provides somewhat better accuracy for intermediate values of \( N^v_{\text{DOF}} \) (compare solid and dotted lines of the same color), while the dotted lines — representing the mM method — begin to flatten when the difference approaches \( \frac{1}{2} \delta X_{\text{ref}} \), for larger values of \( N^v_{\text{DOF}} \). The mM method provides substantially improved accuracy for small \( N^v_{\text{DOF}} \) as the collision frequency is further increased. For \( \nu = 10^3 \), the mM method compares well with the reference solution when \( N^v = 6 \), while for \( \nu = 10^4 \) the mM method captures the reference solution well with \( N^v = 4 \). The direct method requires more velocity degrees of freedom to reach the same level of accuracy. For large \( N^v_{\text{DOF}} \), the difference relative to the reference saturates, as expected, at \( \delta X_{N^v} = \frac{1}{2} \delta X_{\text{ref}} \) for both methods.
As seen in Figure 7 for small $N_{\text{DOF}}^v$, the mM method provides better accuracy than the direct method in the fluid regime, while the direct method catches up as $N_{\text{DOF}}^v$ is increased. To further emphasize this point, Figure 8 shows the particle density versus position for the case with $\nu = 10^4$, computed with the direct and mM methods using $N^x \times N^v = 256 \times 4$ and $N^x \times N^v = 256 \times 8$. When $N^v = 4$, the mM method compares favorably to the exact solution of the Riemann problem in the Euler limit (solid red line). However, when $N^v = 8$, the direct and mM methods are practically indistinguishable.

6.3. Two-Stream Instability

Here we consider a collisionless test ($\nu = 0$) with electric fields included — namely a version of the two-stream instability problem (see, e.g., [38, 7]) — to solve the VP system. Unless otherwise stated, the computational domain is $D^x = D^v = [-2\pi, 2\pi]$. The initial distribution is

$$f_0(x, v) = \left( 1 - \frac{1}{2} \cos \left( \frac{1}{2} x \right) \right) \frac{v^2}{\sqrt{\pi}} \exp \left( -v^2 \right). \quad (119)$$

We use periodic boundary conditions in the spatial domain, and zero-flux conditions at the velocity boundaries. The simulation is evolved until $t = 10$. This test typically runs for longer times (e.g., $t = 45$), at which point the distribution function exhibits a filamentary structure that requires relatively high resolution to resolve. Moreover, it becomes increasingly difficult as the simulation proceeds in time to maintain positivity of the distribution function [7]. Maintaining positive distributions in the context of the mM method is an interesting topic, but outside the scope of the present paper. Here, our goal is to compare the direct and mM methods, and in particular to (1) demonstrate the total energy conservation property of the mM method, and (2) investigate any potential impacts of violating the constraints $\langle e_g \rangle = 0$. Therefore, mainly to reduce the simulation wall-clock time, we run for a shorter time, with relatively coarse resolution.
Figure 9: Results for the two-stream instability test, obtained with the mM method using various phase-space resolutions. In the upper left panel, a snapshot of the distribution function at $t = 10$ is shown for a model with $N_x \times N_v = 128 \times 128$. In the upper right panel, the distribution at $t = 10$ is plotted versus $v$ (for $x/\pi \approx -1.50$; i.e., along the vertical dotted white line in the upper left panel), for models with $N_x \times N_v = 32 \times 32$ (dash-dot), $64 \times 64$ (dotted), and $128 \times 128$ (solid). Similarly, in the lower left panel, the distribution at $t = 10$ is plotted versus $x$ (for $v/\pi \approx 0.18$; i.e., along the horizontal dashed white line in the upper left panel). In the lower right panel, the relative change in the total energy is plotted versus time. In addition to showing the change in $E_t$ from the models displayed in the other panels in this figure, we also show results for two models with $N_x \times N_v = 32 \times 32$, where $C_{\text{CFL}}$ has been reduced by a factor of two (dash-dot blue line) and four (dash-dot magenta line).

Figure 9 displays results obtained with the mM method using the cleaning limiter for various phase-space resolutions. The upper left panel displays the distribution function $f = \mathcal{E}[\rho_j] + g$ versus $x$ and $v$ at $t = 10$, when the characteristic vortex-like structure is starting to form. In the upper right and lower left panels, we plot the distribution function versus $v$ (for $x/\pi \approx -1.50$) and $x$ (for $v/\pi \approx 0.18$), respectively. These panels indicate that the $64^2$ simulation captures the main features of the higher resolution simulation ($128^2$) reasonably well. In the lower right panel, we plot the relative change
in the total energy

\[ E_t = \frac{1}{2} \int_{D_x} \left[ \int_{D_v} f v^2 dv + E^2 \right] dx \]  

(120)

versus time. These results demonstrate that the mM method conserves total energy in the semi-discrete limit (cf. Remark 5). Specifically, when the spatial resolution increases by a factor of two in each dimension, the time step decreases by a corresponding factor of two due to the time step restriction in Eq. (109), and we find that the magnitude of the relative change in the total energy at \( t = 10 \) is \( 1.74 \times 10^{-8}, 2.19 \times 10^{-9} \), and \( 2.74 \times 10^{-10} \) for phase-space resolutions of \( 32^2 \), \( 64^2 \), and \( 128^2 \), respectively. That is, the relative change in the total energy at \( t = 10 \) decreases roughly as \( \Delta t^3 \), which is expected when the energy conservation is semi-discrete and a third-order accurate time-stepping method (i.e., SSP-RK3) is used. To elaborate further, we have computed two additional models with a phase-space resolution of \( 32^2 \), but where \( C_{CFL} \) has been reduced by factors of two and four, so that the time step in these runs is identical to the \( 64^2 \) and \( 128^2 \) runs, respectively. For these runs, the relative change in the total energy is practically indistinguishable from that obtained in the runs with higher phase-space resolution with identical time step.
Figure 10: Moments of the distribution function versus position for the two-stream instability at $t = 10$, obtained with a phase-space resolution of $N_x \times N_v = 64 \times 64$. The zeroth, first, and second moments of $f$ are plotted in the upper, middle, and lower panels of the left column, respectively. In each panel, results are shown for the direct method (black lines), the mM method without cleaning limiter (red lines), mM method without cleaning limiter and extended velocity domain (blue lines), and mM method with cleaning limiter (dashed cyan lines). In the right column, we plot the corresponding moments of the micro distribution as obtained with mM method; $\langle g_{e0} \rangle$ (upper), $\langle g_{e1} \rangle$ (middle), and $\langle g_{e2} \rangle$ (lower).

Next, we present results obtained with the mM method — with and without the cleaning limiter — using $N_x \times N_v = 64^2$. We also compare with results obtained with the direct method. In the left column of Figure 10 we plot the zeroth, first, and second moments of the distribution function (components of $\rho_f$ for the mM method) versus position at $t = 10$. In each panel, we plot results obtained with the direct method, and results obtained with the mM method without the cleaning limiter, using the fiducial velocity domain $D_v = [-2\pi, 2\pi]$ and the extended velocity domain $D_v = [-4\pi, 4\pi]$. (For the model with the extended velocity domain we set $N_v = 128$ so that $\Delta v$ is unchanged.) We also plot results obtained with the mM method using the fiducial domain and the cleaning limiter. (Here, for the models using the fiducial velocity domain, we reduced $C_{CFL}$ by a factor of two to ensure that the time step is identical to the time step in the model with the extended velocity domain.) In the right column of Figure 10 we plot the moments of the micro distribution for the mM models plotted in the left column.

When the moments of the micro distribution remain small, the results obtained with the mM method are indistinguishable from those obtained with the direct method. How-
ever, the model computed with the fiducial velocity domain without cleaning deviates significantly from the other models. This is particularly evident in the plot of $\langle f e_1 \rangle$ in the middle left panel in Figure 10, but also discernible in the plot of the second moment in the bottom left panel (solid red lines). Indeed, the magnitude of first and second moments of the micro distribution reach almost $2 \times 10^{-2}$ for this model, while magnitude of the zeroth moment is about two orders of magnitude smaller. By extending the velocity domain, or applying the cleaning limiter, the moments of the micro distribution remain small everywhere in the spatial domain. For the mM model computed on the extended velocity domain, the magnitude of $\langle g e_0 \rangle$ is below $5 \times 10^{-13}$, while the magnitude of $\langle g e_1 \rangle$ and $\langle g e_2 \rangle$ is below $10^{-10}$. For the mM model computed with the cleaning limiter, the magnitude of all the moments of $g$ is at the level of machine precision ($10^{-16}$).

Figure 11 shows the relative change in the total energy versus time for the models plotted in Figure 10. The model computed on the fiducial velocity domain without the cleaning limiter exhibits inferior total energy conservation properties, and the magnitude of the relative change in the total energy reaches about $10^{-3}$. For the models where the moments of the micro distribution remain small, the relative change in the total energy is practically identical to that obtained with the direct method. The negative impact of $\langle g \rangle \neq 0$ on the evolution of the total energy is expected from the considerations in Appendix A, where we show that, for the mM method, the rate of change of the total energy in Eq. (120) is proportional to the spatial integral of $\langle g \rangle E$ (see Eq. (A.5)).
6.4. Collisional Landau Damping

Finally, we consider the collisional Landau damping problem (see, e.g., [13, 19]), which involves both collisions and electric fields. We let the computational domain be given by $D_x = [-2\pi, 2\pi]$ and $D_v = [-6, 6]$, and the initial distribution be given by

$$f_0(x, v) = \left(1 + 10^{-4} \cos \left(\frac{1}{2}x\right)\right) \frac{1}{\sqrt{2\pi}} \exp \left(-\frac{v^2}{2}\right).$$  \hspace{1cm} (121)

We use periodic boundary conditions in the spatial domain, and zero-flux conditions at the velocity boundaries, and evolve until $t = 50$. Our goals are to demonstrate (i) the performance of the mM method with respect to expected damping rates of the electrostatic potential energy and energy conservation properties, and (ii) that the mM method achieves improved accuracy relative to the direct method in the strongly collisional regime.
Figure 12: Snapshots of the micro distribution at $t = 50$ for the collisional Landau damping problem with various degrees of collisionality. The upper left panel shows $g/10^{-5}$ for the collisionless case ($\nu = 0.0$), the upper right panel shows $g/10^{-7}$ for $\nu = 0.25$, while the bottom panel shows $g/10^{-6}$ for $\nu = 1.0$.

Figure 12 shows the micro distribution $g_{\theta}$ in the phase-space domain at $t = 50$ for three simulations with various degrees of collisionality: $\nu = 0.0$, $\nu = 0.25$, and $\nu = 1.0$. These simulations were performed using a phase-space resolution of $N^x \times N^v = 32 \times 64$. In the collisionless case, the micro distribution has evolved into a filamentary structure that is marginally resolved by the velocity grid. (Further evolution of this model does not give good agreement with the theoretically predicted damping rate for the electrostatic potential energy; possibly due to the recurrence phenomenon discussed in, e.g., [5].) For the moderately collisional cases ($\nu = 0.25$ and $\nu = 1.0$), the phase-space resolution is adequate for resolving the structures that have developed in the micro distribution at $t = 50$. 
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Figure 13: Energetics of the Landau damping problem for collisionless and moderately collisional cases; \( \nu = 0.0 \) (left column), \( \nu = 0.25 \) (middle column), and \( \nu = 1.0 \) (right column). Results obtained with the direct method (black lines) are compared with results obtained with the mM method with and without the cleaning limiter (blue and dashed red lines, respectively). In the upper panels, the potential energy \( E_{\text{pot}} = \frac{1}{2} \int_{D^2} E^2 dx \), multiplied by the exponential factor \( \exp(2\Upsilon t) \), is plotted versus time. Damping rate estimates of \( \Upsilon = 0.1534, 0.0746, \) and 0.0312 are used for the cases with \( \nu = 0.0, 0.25, \) and 1.0, respectively (e.g., [19]). In the lower panels, the relative change in the total energy in Eq. (120) is plotted versus time.

Figure 13 shows the time evolution of the electrostatic potential energy (top panels),

\[
E_{\text{pot}} = \frac{1}{2} \int_{D^2} E^2 dx, \tag{122}
\]

and the relative change in the total energy (bottom panels) for the models with \( \nu = 0.0, 0.25, \) and 1.0 (left, middle, and right columns, respectively.) Results obtained with the direct method are compared with results obtained with the mM method with and without cleaning (all computed with a phase-space resolution of \( N^x \times N^v = 32 \times 64 \)).

The numerical results agree reasonably well with the theoretically predicted damping rates (given in the figure caption). Moreover, there is excellent agreement between the direct method and the mM method (with and without cleaning). In addition, the relative change in the total energy remains small in all the runs, and the results obtained with the different methods are comparable. In all cases, the relative change in the total energy is on the order of \( 10^{-13} \). Even the mM method without cleaning exhibits good energy
conservation properties in this case. The reason is our consistent discretization of the micro and macro equations, combined with the fact that the velocity domain is sufficiently large so that additional contributions from integrating the Maxwellian beyond \( D^\nu \) are negligible. Indeed, at \( t = 50 \), the magnitude of the moments of the micro distribution, which are plotted versus position in Figure 14, are on the order of \( 10^{-10} \) (or smaller) for the model with \( \nu = 0.0 \), and on the order of \( 10^{-11} \) for the models with \( \nu = 0.25 \) and \( \nu = 1.0 \).

![Graphs showing the moments of the micro distribution](image)

**Figure 14**: Plots of the moments of the micro distribution at \( t = 50 \), obtained with the mM method without the cleaning limiter (displayed with dashed red lines in Figure 13). In each panel, we plot \( \langle g e_0 \rangle \) (solid), \( \langle g e_1 \rangle \) (dotted), and \( \langle g e_2 \rangle \) (dash-dot). Results for \( \nu = 0.0, 0.25, \) and \( 1.0 \) are plotted in the top, middle, and bottom panels, respectively.
Finally, we compare the performance of the direct and mM methods in the strongly collisional (fluid) regime. Specifically, we set $\nu = 10^4$. As a reference, we use a numerical solution to the Euler–Poisson system, obtained with the DG method for the macro equations from Section 3.2.1 (with $p = 2$ and $g_h = 0$), using $N^x = 128$ and SSP-RK2 time-stepping. The left panel of Figure 15 shows the potential energy versus time, as obtained with the Euler–Poisson solver, compared with the direct and mM methods, using a moderate phase-space resolution of $N^x \times N^v = 32 \times 16$. With this resolution, there is very good agreement in the results obtained with the different methods. However, when the number of elements in velocity is reduced to $N^v = 4$, the mM method continues to agree well with the Euler–Poisson solution, while the results obtained with the direct method suffers from a significant phase shift, as well as a slight reduction in peak amplitudes. These results, together with the results presented for the Riemann problem in Section 6.2, demonstrate that the mM method offers improved accuracy with coarse velocity grids in the fluid regime. We note that similar findings were reported in [13], where a particle method was used to solve for the micro distribution in a micro-macro method for solving the Vlasov–Poisson–BGK system.

7. Summary and Conclusions

We have developed a numerical method for the VPLB system in one spatial and one velocity dimension, based on the mM decomposition (mM method), where $f := \mathcal{E}[\rho_f] + g$, that solves a coupled system of equations for macro and micro components ($\rho_f$ and $g$, respectively), instead of a single kinetic equation for the full distribution $f$ (direct method). The use of the mM decomposition is in part motivated by the following two propositions: (i) the macro component captures the dynamics in the collision dominated (fluid) regime with fewer degrees of freedom than the direct method, which suggests
that the mM method provides a computational advantage in this regime; and (ii) the macro component evolves conservation laws for particle number, momentum, and energy directly — as opposed to indirectly in the case of the direct method — so that exact conservation of these quantities is guaranteed with the mM method, provided the macro equations are formulated in conservation form.

We use the DG method to discretize the equations in phase-space, and evolve the resulting ODEs with IMEX time integration, where the phase-space advection terms are integrated explicitly and the collision term is integrated implicitly to avoid severe time steps restrictions for stability in collision dominated regimes. The discretization of the equations governing the micro and macro components is designed in a consistent manner in order to ensure that the constraints \( \langle eg \rangle = 0 \) remain satisfied throughout a simulation, provided they are satisfied initially. The constraint-preserving property is proved for the case of an infinite velocity domain, and we introduce a cleaning limiter to enforce \( \langle eg \rangle = 0 \) for practical simulations performed on a finite velocity domain. (We also discuss an alternate approach, afforded by the consistent discretization, that does not require the cleaning limiter and maintains the constraints to machine precision on a finite velocity domain.) For comparison, we also provide a corresponding DG-IMEX discretization to solve directly for \( f \) (direct method). For the direct method, we prove that the implicit integration of the LB collision operator is conservative for number, momentum, and energy (similar to [19] in the context of explicit time integration). We present numerical results that demonstrate the performance of the mM method on a set of standard test problems relevant to plasma physics applications: relaxation and Riemann problems, the two-stream instability, and collisional Landau damping.

In the context of the Riemann problem (and to a certain degree for collisional Landau damping), we show that the mM method is more accurate than the direct method in the fluid regime when the velocity space resolution is coarse. However, this conclusion may only follow when the moments of the micro distribution remain small, which is the case for the consistent discretization developed here. To emphasize this point, we modified the discretization of the micro component to break the consistency in a way that resulted in unacceptably large violations of the moment constraints, which then resulted in artifacts in the numerical solution to the Riemann problem. The accuracy is restored with higher velocity space resolution, the cleaning limiter, or consistent discretization of the macro and micro components. The takeaway is that, to better leverage the mM method, the moment constraints on the micro distribution should be enforced.

We have also demonstrated the conservation properties of the mM method. Here too enforcement of the moment constraints plays a crucial role. When \( \langle eg \rangle \neq 0 \), conserved quantities derived from \( f(= E[\rho_f] + g) \) differ from those derived from the macro fields \( \rho_f \), and the conservation properties of the method become ambiguous. By maintaining \( \langle eg \rangle = 0 \), the ambiguity is removed, and we achieve exact (to machine precision) conservation of particle number, momentum, and energy, when the equations for the macro component are formulated as local conservation laws, as is the case for the Riemann problem, where we set \( E = 0 \). For problems with \( E \neq 0 \) (i.e., two-stream instability and collisional Landau damping), the macro model is not formulated in conservative form, and exact conservation of momentum and energy is violated due to discretization errors, similar to the direct method. In this case, we demonstrated numerically that total (kinetic plus potential) energy conservation errors in the mM method decrease with decreasing time step as \( \Delta t^3 \) when using third-order time-stepping, as expected when
the conservation is exact in the semi-discrete limit. We show in Appendix A that the total energy is exactly conserved in the semi-discrete limit, provided \( \langle e g \rangle = 0 \) holds, and this is consistent with our numerical results. Specifically, for the two-stream instability problem, we find that total energy conservation in the mM method is as good as in the direct method when \( \langle e g \rangle = 0 \), but significantly worse when the components of \( \langle e g \rangle \) are allowed to develop non-trivial amplitudes.

We have considered the VP system, combined with the LB collision operator, in reduced phase-space dimensionality. Extensions to the present work includes full phase-space dimensionality and more realistic collision operators (e.g., as in [15]). In full phase-space dimensionality, we expect the computational advantage of the mM method over the direct method in the fluid regime to be more pronounced (since only two more components are added to \( \rho_f \)), but for problems with a spatially and temporally varying degree of collisionality, some form of phase-space adaptivity [16] is desirable to better leverage the mM method. Maintaining positivity of the distribution function is desirable, and sometimes necessary. (For some of the simulations presented here, we have found that \( f \) becomes negative in some regions of phase-space, but this did not prevent the simulations from running to completion.) Maintaining \( f \geq 0 \) in the context of the mM method should, however, be considered. We hope to address some of these challenges in future work.
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Appendix A. Energy Conservation in the Vlasov–Poisson Subsystem

In this appendix we consider energy conservation of the VP model in the semi-discrete setting (i.e., the problem is kept continuous in time). When applied to the VP system, both the direct and mM methods satisfy a conservation law for total (kinetic plus potential) energy in the semi-discrete setting. Here, we consider only the mM method (but see, e.g., [23], in the context of a direct method.) Taking the time derivative of Eq. (60), and using Eq. (61), gives

\[
- \int_{D^s} (\partial_t E_h) (\partial_x \psi_h) \, dx = \int_{D^s} (\partial_t n_{f,h}) \psi_h \, dx
\]

for \( \psi_h \in V_h \). We proceed with a notation where the components of the moments evolved with the macro model are denoted by \( \{ (\rho_{f,h})_i \}^2_{i=0} \); e.g., \( u_{f,h} := (\rho_{f,h})_0 \).

Next, Eq. (A.1) is combined with the mM method for the Vlasov equation to derive the semi-discrete conservation statement. First, from the first component of Eq. (46), with \( \varphi_h := \psi_h \in V_h \), we obtain

\[
\int_{D^s} (\partial_t (\rho_{f,h})_0) \psi_h \, dx = \int_{D^s} \left[ F_0(\rho_{f,h}) + f_0(g_h) \right] (\partial_x \psi_h) \, dx,
\]

\[
= \int_{D^s} \left[ (\rho_{f,h})_1 + (g_h)_{D^s} \right] (\partial_x \psi_h) \, dx,
\]

(A.2)
where \( F_0(\rho_{f,h}) = (\rho_{f,h})_1 \) and \( f_0(g_h) = \langle g_h \rangle_{D^*} \) are the first components of \( F(\rho_{f,h}) \) and \( f(g_h) \), respectively. In Eq. (A.2) (and in Eq. (A.4) below), we assume a periodic spatial domain (or that the numerical fluxes vanish at the spatial domain boundaries). Then combining Eqs. (A.1) and (A.2), with \( \psi_h := \Phi_h \), gives
\[
\int_{D^*} \left[ (\partial_t E_h) + (\rho_{f,h})_1 + \langle g_h \rangle_{D^*} \right] E_h \, dx = 0. \tag{A.3}
\]
From the third component of Eq. (46), with \( \varphi_h := 1 \), we obtain
\[
\int_{D^*} \partial_t (\rho_{f,h})_2 \, dx = \int_{D^*} E_h (\rho_{f,h})_1 \, dx, \tag{A.4}
\]
which, when combined with Eq. (A.3), gives
\[
\int_{D^*} \left[ \partial_t (\rho_{f,h})_2 + \frac{1}{2} \partial_t E_h^2 \right] \, dx = - \int_{D^*} \langle g_h \rangle_{D^*} E_h \, dx. \tag{A.5}
\]
Here, the zeroth moment of \( g_h \), which emanates from the particle conservation equation in Eq. (A.2), appears on the right-hand side. Thus, if \( \langle g_h \rangle_{D^*} \neq 0 \), conservation of total energy is compromised, and this conservation error is in addition to errors introduced when the system is discretized in time. We investigate the effects of losing conservation in the context of the two-stream instability test in Section 6.3.
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