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Abstract—In recent years, to sustain the resource-intensive computational needs for training deep neural networks (DNNs), it is widely accepted that exploiting the parallelism in large-scale computing clusters is critical for the efficient deployments of DNN training jobs. However, existing resource schedulers for traditional computing clusters are not well suited for DNN training, which results in unsatisfactory job completion time performance. The limitations of these resource scheduling schemes motivate us to propose a new computing cluster resource scheduling framework that is able to leverage the special layered structure of DNN jobs and significantly improve their job completion times. Our contributions in this paper are three-fold: i) We develop a new resource scheduling analytical model by considering DNN’s layered structure, which enables us to analytically formulate the resource scheduling optimization problem for DNN training in computing clusters; ii) Based on the proposed performance analytical model, we then develop an efficient resource scheduling algorithm based on the widely adopted parameter-server architecture using a sum-of-ratios multi-dimensional-knapsack decomposition (SMD) method to offer strong performance guarantee; iii) We conduct extensive numerical experiments to demonstrate the effectiveness of the proposed schedule algorithm and its superior performance over the state of the art.

I. INTRODUCTION

In recent years, deep-learning-based applications are quickly finding their ways into our everyday life, including healthcare, automobile, retail, smart homes, just to name a few. However, these applications also generate and inject a large volume of resource-intensive computing jobs for training deep neural networks (DNNs), which are used in various systems for computer vision, natural language processing, online recommendation, etc. In order to sustain such a rapidly growing need for DNN training in recent years, it is widely accepted that there is a pressing need for developing provably efficient resource schedulers tailored for DNN training in computing clusters.

To speed up the training process, the idea of exploiting the special layered structure of DNNs to overlap communication and computation has been explored recently in [8]–[10], which showed that the training throughput of the MXNet framework could be improved by 25%–70%.

1To speed up the training process, the idea of exploiting the special layered structure of DNNs to overlap communication and computation has been explored recently in [8]–[10], which showed that the training throughput of the MXNet framework could be improved by 25%–70%.
scheduling problem for DNN training by associating the above unified analytical model with both synchronous and asynchronous stochastic gradient descent (SGD) algorithms. Each job is associated with a utility function, which is non-increasing with respect to its job completion time. The objective of the analytical model is to maximize the overall utility (i.e., minimize the overall training completion time).

Based on the above analytical framework, we formulate the resource scheduling problem as a mixed-integer nonlinear programming problem (MINLP), and prove its NP-hardness. To overcome this fundamental hardness, we propose a divide-and-conquer approach called SMD (sum-of-ratio multi-dimensional-knapsack decomposition). Specifically, based on a keen observation of the physical reality of resource requests in most distributed cloud computing systems in practice (e.g., Amazon’s EC2), we show that our resource scheduling problem has a decomposition structure. Under this decomposition, the inner subproblem is a mixed-integer sum-of-ratios problem with packing constraints. Thanks to the lower dimensionality of the inner subproblem, we are able to develop an efficient \( \epsilon \)-approximation algorithm based on grid-searching coupled with randomized rounding for solving this subproblem.

Upon solving the inner subproblem, we show that the outer subproblem reduces to a multi-dimensional knapsack problem (MKP), which also admits an efficient \( \epsilon \)-approximation algorithm. By combining both steps, we establish the overall approximation ratio of the proposed SMD approach. To verify the efficacy of our proposed algorithm, we conduct numerical experiments based on Google cluster traces [11]. Our results show that the proposed SMD approach significantly outperforms the equal server-worker allocation scheme (widely used in practice) and a state-of-the-art approach called Optimus [12].

The remainder of this paper is organized as follows. In Section II, we review the literature to put our work in a comparative perspective. In Section III, we introduce the system model and problem formulation. Section IV presents our algorithms and their performance analysis. Section V shows numerical results, and Section VI concludes this paper.

II. RELATED WORK

Due to the rise of machine learning (ML) applications and their high computational workload, optimizing resource scheduling to facilitate distributed ML frameworks have attracted a great amount of interest in recent years (see, e.g., [13]–[16] and the references therein). DNN training jobs have unique characteristics (e.g., itterativeness and layered structure), which could be leveraged to overlap computation and communication time between iterations to reduce the training time. However, these existing works were designed for resource allocation to support general ML jobs in computing clusters, which may not be tailored for DNN training jobs. As a result, when being applied in DNN training, their performance is suboptimal in general since they do not leverage the aforementioned characteristics of DNN training.

To date, research on computing cluster scheduling optimization tailored for DNN training remains relatively new with limited results. Most of the early attempts in this area (e.g., [17] and references therein) only considered static allocation of workers and parameter servers (PS). To our knowledge, Yan et al. [18] was the first to investigate the performance of distributed ML frameworks, and developed a DNN performance model at a layer-level granularity (e.g., the model considers the computation time of each operator on a specific CPU and the NN structures). Subsequently, Gandiva [2] exploited intra-job predictability to time-slice GPUs efficiently across multiple jobs to better-fit GPUs. Tiresias [3] aimed to reduce the job completion times when the jobs’ execution times are unpredictable due to non-smooth loss curves during a trial-and-error exploration. The most recent work [19] focused on making machine learning workloads complete in a finish-time fair manner. However, these schedulers are based on heuristic approaches. Also, the training completion time of a job is significantly affected by resource allocation. Studies in [20] showed that increasing resources did not contribute to a linear increase of the training speed and could even slow down the training process. Since static numbers of workers and PSs specified by users are suboptimal in general, researchers have also started to consider dynamic scheduling algorithms to determine optimal numbers of workers and PSs to optimize the training speed. To our knowledge, the first dynamic scheduling algorithm with performance guarantee was reported by Bao et al. [21], where they designed an online scheduling algorithm for deep learning jobs. However, their studies relied on strong assumptions and simplified modeling of deep learning jobs.

The most related work to ours is Optimus [20], where Peng et al. developed a heuristic resource allocation algorithm for the distributed deep learning jobs. Our work differs from [20] in the following key aspects: 1) In [20], the authors built the performance model without taking the DNN layered structure into consideration. As will be shown later, this yields suboptimal scheduling decisions in general. By contrast, we develop an analytical model that considers the layered characteristics of DNN training, which captures communication-computation overlapping in state-of-the-art DNN training systems [9]; and 2) Optimus proposed a dynamic resource scheduler, which is only a heuristic with no performance guarantee based on their online-fitted resource-performance models. In comparison, we propose a resource scheduler that leverages an analytical model to offer strong performance guarantees.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first present our general problem formulation for DNN training in distributed computing clusters in Section III-A. We then specialize the problem formulation under both synchronous and asynchronous SGD with the basic sequential training model [22] in Section III-B. Lastly, in Section III-C, we further generalize and refine our analytical model to include two more advanced DNN training models.
A. General Problem Formulation

In this paper, we focus on data parallelism in data centers with the PS architecture [23], [24]. As shown in Fig. 1, in each iteration, each worker fetches a mini-batch of samples from its local dataset and computes a stochastic gradient. Upon finishing computation, each worker sends the gradient to the PSs to update the model parameters following an optimization algorithm, e.g., the stochastic gradient descent (SGD) method. The workers then will pull the updated parameters from the PSs, fetch the next mini-batch of samples and proceed to the next iteration. This process repeats until some convergence criterion of the optimization algorithm is met.

The gradient computation at each worker is based on the specific DNN as illustrated in Fig. 2. In each iteration, one mini-batch of samples is used by a worker to compute the loss from the initial layer to the last layer, which is referred to as forward propagation (FP). After FP, a stochastic gradient of the DNN model parameters will be computed in the reverse order of layers in a backward propagation (BP) fashion. The computed gradients are used for updates at the PSs.

We consider the setting where DNN training jobs are submitted by users to the computing cluster to be processed periodically. These submitted jobs are trained using workers and PSs implemented via virtual machines or containers, which share resources in the underlying servers. Upon submission, the user will specify the resources needed for the job, based on which our algorithm will determine the numbers of workers and PSs if the job is admitted in the current scheduling interval. The jobs that are submitted during the scheduling interval are called active jobs. We assume that the scheduling interval is sufficiently large (e.g., hours) such that all the scheduled active jobs can be completed within a scheduling interval.

We use \( E[i] \) to denote the total number of iterations to train for job \( i \), which is specified by the user. We use \( f(p[i], w[i]) \) to denote the current training speed of job \( i \) (i.e., the number of iterations completed per unit time), which is a function of the number of PSs \( p[i] \) and the number of workers \( w[i] \). Then, the completion time of job \( i \) can be estimated as \( \frac{E[i]}{f(p[i], w[i])} \).

Let \( \mathcal{I} \) denote the set of active jobs submitted in the scheduling interval with \( |\mathcal{I}| = I \), and \( \mathcal{R} \) denote the set of computing resources (e.g., CPU, GPU and memory). Let \( O^r[i] \) and \( G^r[i] \) be the amount of type-\( r \) resources demanded by a worker and a PS for job \( i \), respectively. Let \( v^r[i] \) be the resource limit specified by the user for job \( i \), i.e., the maximum amount of resource \( r \) the user may need. Let \( C^r \) denote the capacity of type-\( r \) resource in the computing cluster. Due to resource limits in the cluster, the system may not be able to process all jobs in \( \mathcal{I} \) in the current scheduling interval. Thus, we use a binary variable \( x_i \) to indicate whether job \( i \) is admitted in this interval (\( x_i = 1 \)) or not (\( x_i = 0 \)). Let \( \mu_i(x) \geq 0 \) be the utility function associated with job \( i \), which is non-increasing with respect to the completion time \( \frac{E[i]}{f(p[i], w[i])} \). In this paper, our goal is to optimize the admission decision \( x \equiv \{x_i, i \in \mathcal{I}\} \) and resource allocation decisions \( p \equiv \{p[i], i \in \mathcal{I}\} \) and \( w \equiv \{w[i], i \in \mathcal{I}\} \) to maximize the overall utility for the submitted jobs in each scheduling interval. This optimization problem can be formulated as:

\[
\begin{align*}
\text{Maximize} & \sum_{i \in \mathcal{I}} \mu_i \left( \frac{E[i]}{f(p[i], w[i])} \right) x_i \quad (1) \\
\text{subject to} & \sum_{i \in \mathcal{I}} v^r[i] x_i \leq C^r, \quad \forall r \in \mathcal{R}, \quad (2) \\
& (O^r[i] w[i] + G^r[i] p[i]) x_i \leq v^r[i], \forall i \in \mathcal{I}, r \in \mathcal{R}, \quad (3) \\
& p[i] \in \mathbb{Z}^{++}, w[i] \in \mathbb{Z}^{++}, x_i \in \{0, 1\}, \quad \forall i \in \mathcal{I}.
\end{align*}
\]

Constraint (2) ensures that the sum of maximum resource demands from admitted active jobs does not exceed the cluster’s resource capacity. Constraint (3) ensures that the allocated resources to run workers and PSs in each job \( i \) do not exceed the resource limits specified by the job owner.

B. Training Speed Modeling

In the general problem formulation above, the training speed function \( f(p[i], w[i]) \) remains to be defined. Next, we will first derive the training speed \( f(p[i], w[i]) \) per iteration per worker based on the basic sequential computation-communication model [22], which will serve as a baseline for two more advanced computation-communication models in Sec. III-C.

Notation: We let \( N[i] \) denote the number of layers in the DNN model of job \( i \). We use \( r_j[i] \) to denote the time spent for sending gradients to or receiving parameters from the PSs for layer \( j \) of job \( i \) (assuming equal time for pushing gradients and pulling updated parameters). Let \( b_j[i] \) and \( f_j[i] \) be the BP and FP computation times for layer \( j \) of job \( i \), respectively. We use \( \kappa_j[i] \) to denote the start time of sending gradients for layer \( j \) of job \( i \), and we let \( s_j[i] \) be the start time of receiving parameters for layer \( j \) of job \( i \). Let \( \tau_j[i] \) be the start time of FP for layer \( j \) of job \( i \). For lighter notation, we will omit the job index “\( i \)” in the subsequent training speed modeling if there is only one training job involved in the context (e.g., \( r_j := r_j[i] \)). We will revive “\( i \)” if confusion may arise). Key notation is summarized in Table I for ease of reference.

The sequential model [22] is illustrated in Fig. 3, where push/pull of gradients/parameters start after BP of all layers are done, the push/pull of layers are done sequentially from the highest layer to the first layer, and FP of the next iteration starts after all push/pull are done. For an \( N \)-layer DNN model, it is easy to see that the per-sample training time \( t \) can be

---

2Due to the homogeneous processing speed in data centers, we assume that the straggler issue is minor in this paper.

3In practice, to prevent spending excessively long time waiting for the training process of a DNN job to converge, a maximum number of training iterations is usually set by the user.
is common to reserve bandwidth for a VM/container for the accelerated communication, which underutilizes the channel.

In synchronous training, PSs and workers (or workers in each iteration) update their parameters. The expected number of steps completed by each worker in one time unit is \( \frac{1}{\tau} \). Thus, we can estimate the total number of steps performed by all workers in one time unit as \( \frac{1}{\tau} \). Since \( w'_{\rho} \) is proportional to the number of workers \( w \), the number of concurrent workers that send gradients to the same PS also increases as \( w \) increases. We have \( w'_{\rho} = \alpha w \) for some \( \alpha \in (0, 1) \). Hence, the training speed function can be modeled as [20]:

\[
\frac{f (p, w)}{w} = w \left( m f + t_b + \frac{g / p}{\beta_{w'}} + \beta_1 w + \beta_2 p \right)^{-1}
\]

\[\] C. Generalization to Advanced Training Models

In this subsection, we introduce two more advanced training models, namely, i) the wait-free model [22] and ii) the priority-based model [9], which overlap communication and computation time, respectively. Note that the key feature of the sequential model is that computation phases (i.e., BP and FP) and communication phases are conducted in a sequential fashion, which underutilizes the channel.

Consider a job with \( p \) PSs and \( w \) workers. We use \( B \) to denote the bandwidth between each pair of PS and worker. Let \( g \) be the model size (i.e., the number of elements in its gradient vector). Let \( m \) be the mini-batch size. Then the BP time for processing a mini-batch can be calculated as \( m \cdot t_f \). The BP time for processing a mini-batch does not depend on \( m \) and can be computed as \( t_b \). We use \( w'_{\rho} \) to denote the average number of workers that send the computed gradients simultaneously to a PS \( \rho \in \mathcal{P} \), where \( \mathcal{P} \) denotes the set of PSs. Then, the bandwidth occupied by each worker is \( \frac{B}{w'_{\rho}} \).

We use \( g_j \) to denote the gradient size of layer \( j \) and let \( p_j \) be the corresponding number of PSs that layer \( j \) will send its gradients to and receive its parameters from. For DNN models in practice, the number of neurons of a layer is usually much larger than the number of PSs, so it holds that \( g_j \gg p_j \). We also assume that \( g_j \) is evenly divided into all PSs (implying \( p_j = p \)). Then, the time for sending gradients/receiving parameters under the symmetric assumption (equal communication speed for uplink and downlink) for each layer \( j \) can be computed as:

\[
\frac{g_j}{B/w'} = \frac{g / p}{B/w'_{\rho}}.
\]

In addition to the communication and computation time, there exists extra communication overhead (e.g., establishing TCP connections) that increases linearly with the number of workers and PSs, which can be computed as \( \beta_1 w + \beta_2 p \), where \( \beta_1 \) and \( \beta_2 \) are constants that depend on the underlying system [20]. Thus, the per-iteration-per-mini-batch training time can be computed as:

\[
\frac{t_{\text{m}}} = \max_{\rho \in \mathcal{P}} \left[ m f + t_b + \frac{g / p}{B/w'} + \beta_1 w + \beta_2 p \right] \cdot \frac{1}{\tau}.
\]

We consider both synchronous and asynchronous trainings.

1) Synchronous Training: In synchronous training, PSs perform an update only after receiving gradients from all workers in each iteration. We let \( K \) denote the global batch size, which is fixed throughout all iterations in synchronous training. Keeping a fixed global batch size is conformal to the standard SGD implementation, which is important for ensuring the same model result in the training process [27], [28]. We assume that \( K \) is equally divided among all workers, which implies that the local batch size is \( m = \frac{K}{w} = \frac{K}{w'} \). As a result, the training speed is equal to \( \frac{1}{\tau} \) and can be modeled as [20]:

\[
\frac{f (p, w)}{w} = w \left( m f + t_b + \frac{g / p}{B/w'} + \beta_1 w + \beta_2 p \right)^{-1}
\]

2) Asynchronous Training: In asynchronous training, once the PSs receive gradients from a worker, they immediately update their parameters. The expected number of steps completed by each worker in one time unit is \( \frac{1}{\tau} \). Thus, we can estimate the total number of steps performed by all workers in one time unit as \( \frac{1}{\tau} \). Since \( w'_{\rho} \) is proportional to the number of workers \( w \) (i.e., the number of concurrent workers that send gradients to the same PS also increases as \( w \) increases), we have \( w'_{\rho} = \alpha w \) for some \( \alpha \in (0, 1) \). Hence, the training speed function can be modeled as [20]:

\[
\frac{f (p, w)}{w} = \alpha w \left( m f + t_b + \frac{g / p}{B/w'} + \beta_1 w + \beta_2 p \right)^{-1}
\]
compute further reduction per-iteration delay. We remark that, although both models were not proposed by us, we are the first to quantitatively characterize the training speed for both models. Interestingly, it turns out that our training speed modeling for the sequential model can be generalized to these two more advanced communication-computation models (proofs of Lemmas 1 and 2 are omitted due to space limitation).\footnote{All missing proofs can be found in our Tech Report [29].}

1) Wait-free model [22]: As shown in Fig. 4, starting from the final layer, each layer takes turn to send gradients to the PSS immediately after finishing its own BP and the completion of gradient pushing of its subsequent layer. Compared to the sequential model, a key feature in this model is that part of the communication and computation can be conducted simultaneously. We derive per-sample training time \( t \) as follows:

**Lemma 1** (Wait-free model). For the wait-free model, the start time of gradient-sending \( \tau_j = \max\{s_j + r_j, s_{j+1} + r_{j+1}\} \) for \( j = 1, \ldots, N - 1 \); otherwise it is \( b_N \). The start time of parameter-receiving \( s_j \) is \( \max\{k_j + r_j, s_j + r_{j+1}\} \), for \( j = 1, \ldots, N - 1 \); otherwise it is \( b_N + r_N \). The FP start time \( \tau_j = \tau_{j-1} + f_{j-1} \), for \( j = 2, \ldots, N \); otherwise it is \( s_1 + r_1 \). It thus follows that the per-sample training time is \( t = \tau_N + s_N \).

Some important remarks for Lemma 1 are in order: 1) If the parameter size is skewed in the wait-free model, layers of larger sizes can introduce larger delay to layers of smaller sizes due to non-preemption. 2) In the wait-free model, only after receiving the updated parameters for the first layer, the FP of the next iteration can get started (see \( \tau_1 \) in Fig. 4); thus the gradient sending of the subsequent layers causes delays to the gradient sending of the initial layer, which in turn induces delay for the next iteration. Also, since the BP progresses in the reverse order of layers (i.e., from the last (output) layer to the first (input) layer), the gradients are also generated and sent in that order. As a result, no overlap between computation and communication is possible during FP (see Fig. 4).

2) Priority-based model [9]: An insight from the discussions above is that the closer a layer is to the input layer, the higher priority its gradient/parameter communication should have. The reason is that once the transmission of this layer is completed, the corresponding FP of this layer can start without waiting for all communications to be finished, thus significantly reducing delay. As shown in Fig. 5, the layer with a smaller index (i.e., closer to the input layer) always has a higher priority and its communication can preempt that of layers with larger indices. This induces further communication-computation overlapping and helps the next iteration get started as soon as possible.

Also, to better align communication and computation, the idea of “parameter slicing” can be used to mitigate the impact of skewed layer sizes. As shown in Fig. 6, we split each layer into smaller slices of size \( \varphi \), whose communications can be further overlapped. Slices of the same layer have the same priority and the communication order of each slice within the same layer could be arbitrary.

We let \( e_j[i] \) be the end time of communication for layer \( j \) of job \( i \). We derive the per-sample training time \( t \) as follows:

**Lemma 2** (Priority-based model). For the priority-based model, the communication end time \( e_j[i] = \sum_{k=1}^{j} r_k - \sum_{k=1}^{j-1} b_k + \max_{1 \leq k \leq j-1} e_k \). If \( \sum_{k=2}^{j} r_k > \sum_{k=1}^{j-1} b_k \); otherwise \( e_j = 0 \) for \( j = 2, \ldots, N \) and \( e_1 = \sum_{k=1}^{N} b_k + r_1 + \varphi \). The FP start time \( \tau_j = \max\{\tau_{j-1} + f_{j-1}, e_j\} \) for \( j = 2, \ldots, N \) and \( \tau_1 = e_1 \). It thus follows that the per-sample training time is \( t = \tau_N + s_N \).

Note that \( t \) has a recursive property. Depending on whether the system is computation or communication dominant in each layer, Lemma 2 could lead to different expressions.

3) Unified expression for per-iteration training time: Note that, in both wait-free and priority-based model, the per-sample training time \( t \) is DNN-dependent and determined by each layer’s size. Nonetheless, as long as the DNN of a training job is given, we can compute \( t \) by using Lemmas 1 and 2. Also, we note that the communication-computation overlapping in wait-free and priority-based models effectively reduces the BP time, communication time, and FP time to certain fractions of those in the sequential model. Thus, the per-iteration training time of both models can be expressed as \( t = \max\{s_1 + r_1 + \varphi, H_{f}, H_{b}, H_{c}\} = \frac{a_{fl}}{b_{f}c_{f}w_{f}c} + \beta_{1}w + \beta_{2}p \} \), where the coefficients \( \eta_1, \eta_2, \eta_3 \in (0, 1) \) are DNN-model-dependent.

We let \( H_{f}, H_{b}, H_{c} \) be the FP time, BP time and communication time for processing a sample, respectively. Then these coefficients are defined as \( \eta_1 = \frac{H_{f}}{\sum_{k=1}^{N} b_k}, \eta_2 = \frac{H_{b}}{\sum_{k=1}^{N} b_k}, \) and \( \eta_3 = \frac{H_{c}}{\sum_{k=1}^{N} b_k} \). For instance, for the wait-free instance in Fig. 4, we can compute the coefficients as \( \eta_1 = \frac{1}{\sum_{k=1}^{N} b_k} \) and \( \eta_2 = \frac{2r_2 + r_3 + r_4 + r_4}{2\sum_{k=1}^{N} b_k} \). With this approach,
the training speed function of a job under both synchronous training and asynchronous trainings can be generalized as:

\[ f(p, w) = \frac{1}{\eta_1} \frac{K}{w} t_f + \eta_2 t_b + 2 \eta_3 \frac{g[p]}{B/w} + \beta_1 w + \beta_2 p, \]  

\[ f(p, w) = \frac{w}{\eta_1 m t_f + \eta_2 t_b + 2 \eta_3 \alpha \frac{g[p]}{B/w} + \beta_1 w + \beta_2 p}. \]

Note that the sequential model is a special case with \( \eta_1 = 1 \), \( \eta_2 = 1 \) and \( \eta_3 = 1 \). In the next section, we will see that these unified expressions in (4) and (5) enable us to design a suite of approximation algorithms to solve Problem (1).

### IV. Solution Approach

Due to the fundamental hardness of Problem (1) (to be shown soon), in this section, we will propose an approximation algorithmic approach, which we term sum-of-ratio multi-dimensional-knapsack decomposition (SMD), to solve this problem. In what follows, we will organize and present our approximation algorithmic approach in three main steps:

**Step 1) Sum-of-Ratios Multi-Dimensional-Knapsack Decomposition (SMD):** First, we note that in Problem (1), the resource scheduling decision variables \((w[i], p[i])\) are independent across jobs due to the fact that each summand in (1) only depends on each job \(i\). Therefore, we can decompose the problem into an inner subproblem and an outer subproblem as follows. First, by setting \(x_i = 1, \forall i\), the inner resource allocation sub-problem for job \(i\) can be written as:

\[
\text{Maximize}_{w,p} \quad \mu \left( \frac{E}{f(p, w)} \right) \quad \text{subject to} \quad (O^r \cdot w + G^r p) \leq v^r, \quad \forall r \in \mathcal{R}, \quad p \in \mathbb{Z}^{+}, w \in \mathbb{Z}^{+}. \quad (7)
\]

Recall that the training speed function \(f(p, w)\) has different forms for synchronous and asynchronous trainings. Hence, Problem (6) can be further specialized as follows:

- **a) Synchronous training:** In this case, we have:

  \[
  \text{Maximize}_{w,p} \quad \mu \left( \theta_1 t_f + \theta_2 p + \theta_3 \frac{g[p]}{B/w} + \theta_4 \frac{g[p]}{B/w} \right) \quad \text{subject to} \quad (7) - (8),
\]

  where \(\theta_1 = E \beta_1, \theta_2 = E \beta_2, \theta_3 = E \eta_1 t_b, \theta_4 = 2 E \eta_3 g/B,\) and \(\theta_5 = \eta_1 E K t_f\).

- **b) Asynchronous training:** In this case, we have:

  \[
  \text{Maximize}_{w,p} \quad \mu \left( \theta_1 t_f + \theta_2 \frac{g[p]}{B/w} + \theta_3 \frac{g[p]}{B/w} + \theta_4 \frac{g[p]}{B/w} \right) \quad \text{subject to} \quad (7) - (8),
\]

  where \(\theta_1 = E \beta_1, \theta_2 = E \beta_2, \theta_3 = E (\eta_1 t_f + \eta_2 t_b),\) and \(\theta_4 = 2 E \eta_3 g/B\).

It is clear that Problem (6) is a mixed-integer nonlinear programming (MINLP) problem, which is NP-Hard in general [30]. In addition, even with continuous relaxation, it remains in the class of sum-of-ratios optimization problems, which is well-known to be NP-complete [31]. But thanks to the low dimensionality of the inner subproblem (a consequence of SMD), we will propose an \(\varepsilon\)-approximation algorithm for solving the inner subproblem. Upon solving (6), the outer subproblem reduces to selecting active jobs to be run in the current scheduling interval:

\[
\text{Maximize} \sum_{i \in I} \mu_i \left( \frac{E[i]}{f[p[i], w[i]]} \right) x_i \quad \text{subject to} \quad (2), \quad x_i \in \{0, 1\}, \forall i \in I.
\]

Since \(\mu_i \left( \frac{E[i]}{f[p[i], w[i]]} \right)\) is known after solving the inner subproblem, it is clear that the outer subproblem is a multi-dimensional knapsack problem (MKP) in essence. Therefore, in what follows, we will consider solving the inner sum-of-ratios subproblem and the outer MKP problem separately.

**Step 2) Solving the inner sum-of-ratios subproblem:** We first consider the inner subproblems (9) and (10) after relaxing the integrality constraint (8). Recall that the utility function \(\mu_i(\cdot)\) is non-increasing. Thus, both problems can be equivalently reformulated as a sum-of-ratios problem with affine constraints, which can be written in the following general form:

\[
\text{Minimize} \quad \zeta(x) = \sum_{j \in \mathcal{J}} a_j x + q_j c_j x + d_j \quad \text{subject to} \quad Ax \leq C, \quad x \geq 0,
\]

where \(a_j, c_j \in \mathbb{R}^m, q_j, d_j \in \mathbb{R}, \forall j \in \mathcal{J}, \) and \(A \in \mathbb{R}^{m \times n}, C \in \mathbb{R}^m\). We also note that in both problems \(a_j x + q_j \geq 0, c_j x + d_j > 0, \forall j \in \mathcal{J}, \forall x \in \Omega,\) where \(\Omega = \{x \in \mathbb{R}^m | Ax \leq C, x \geq 0\}\) denote the feasible domain of the problem. The sum-of-ratios problem with affine constraints is known to be NP-complete [31] but \(\varepsilon\)-approximation approach [32] exists.

Unlike the problem in [32] with covering constraints (may lead to unbounded search space), we exploit the special packing-like constraint structure in (7) to first obtain a tight upper bound for each ratio term to significantly reduce the search space. Specifically, we let \(\zeta_j(x) = \frac{a_j x + q_j}{c_j x + d_j}\), which is a linear fractional programming with non-empty and bounded feasible region \(\Omega\). We choose the lower and upper bounds as \(l_j = \min_{x \in \Omega} \zeta_j(x)\) and \(u_j = \max_{x \in \Omega} \zeta_j(x)\). Then transform the problem into a linear program using the Charnes-Cooper transformation [33], which then can be solved efficiently. Without loss of generality, we assume that the last summand \(J\) has the largest ratio between the upper and lower bounds, i.e., \(J = \arg \max_{x \in \mathcal{J}} \frac{u_j}{l_j} \). Then, the feasible domain for the \(J - 1\) summands is a polytope characterized as \(\mathcal{H} = [l_1, \phi_1] \times [l_2, \phi_2] \times \ldots \times [l_{J-1}, \phi_{J-1}]\). We let \(\chi \in \mathbb{R}^{J-1}\) and \(z \in \mathbb{R}\). Then, Problem (12) can be transformed into the following equivalent formulation:

\[
\text{Minimize} \quad \chi_j + z \quad \text{subject to} \quad \zeta_j(x) \leq \chi_j, j = 1, \ldots, J - 1, \quad \zeta_J(x) = z, \quad \chi = (\chi_1, \ldots, \chi_{J-1}) \in \mathcal{H}.
\]
We can see from the reformulated Problem (13) that, if a point \( \chi \in \mathcal{H} \) is given, there is only one variable \( z \) associated with the summand \( \zeta_j(x) \) to be solved. Thus, the complexity of the problem is reduced significantly.

**Step 2.1: Determining the Set of Grid Points:** After finding the range for each summand in the objective function, we divide the polytope \( \mathcal{H} \) into smaller polytopes to perform a grid search, where the granularity is controlled by a precision parameter \( \epsilon \). We first find the largest integer number that does not exceed the upper bound \( \phi_j \) of each summand when searching from the lower bound \( l_j \), i.e., \( \lambda_j = \max \{ n \in \mathbb{N} | l_j(1 + \epsilon)^n \leq \phi_j \}, j = 1, ..., J - 1 \). Then, we have the grid points set for each summand as \( Q_j = \{ l_j, l_j(1 + \epsilon), \ldots, l_j(1 + \epsilon)^{\lambda_j} \}, j = 1, ..., J - 1 \). Next, by searching all the \( J - 1 \) summands, we can obtain the search grid set as \( \mathcal{T}^* = \{ (\nu_1, \nu_2, \ldots, \nu_{J-1}) | \nu_j \in Q_j, j = 1, ..., J - 1 \} \). It is clear that for any \( (\chi_1, \chi_2, \ldots, \chi_{J-1}) \in \mathcal{H} \), we can always find a point \((\nu_1, \nu_2, \ldots, \nu_{J-1}) \in \mathcal{T}^* \), such that \( \chi_j \in [\nu_j, (1 + \epsilon)\nu_j], j = 1, ..., J - 1 \), thus \( \mathcal{H} \) can be approximated by the set \( \mathcal{T}^* \).

Hence, Problem (13) can be solved by iterating over \( \nu \in \mathcal{T}^* \). For a given \( \nu \), the subproblem needs to be solved as follows:

\[
\begin{align*}
\text{Minimize} \quad & \sum_{j=1}^{J-1} \nu_j + z & \quad (14) \\
\text{subject to} \quad & \zeta_j(x) \leq \nu_j, j = 1, ..., J - 1, \\
& \zeta_j(x) = z.
\end{align*}
\]

Notice that for a given \( \nu \in \mathcal{T}^* \), the term \( \sum_{j=1}^{J-1} \nu_j \) becomes a constant, then the equivalent formulation to Problem (14) is:

\[
\begin{align*}
\text{Minimize} \quad & \frac{a_j^T x + q_j}{c_j x + d_j} & \quad (15) \\
\text{subject to} \quad & \zeta_j(x) \leq \nu_j, j = 1, ..., J - 1,
\end{align*}
\]

which again can be transformed into a linear program using the Charnes-Cooper transformation [33] and solved efficiently.

The basic idea of the algorithm is first to perform the dimensionality reduction to reduce \( J \) summands to \( J - 1 \) terms, and then divide the feasible domain into smaller nonuniform grids. The feasible polytope domain obtained by finding the lower and upper bound of each summand is used to confine the space of grid points. Then, the original sum-of-ratios problem can be transformed and decomposed into a set of linear programming (LP) subproblems, each of which is associated with a grid point. As a result, the computational cost boils down to solving LP subproblems related to points in \( \mathcal{T}^* \).

Note, however, that the total number of grid points still increases exponentially as the number of summands in (12) increases, which is intractable as the problem size gets large. Fortunately, we note that both inner problems (9) and (10) have just a few summands (four and three, respectively) thanks to SMD. Thus, it remains affordable to adopt a grid-search-based approach. By leveraging the special feature of cloud systems that each job has its reserved resources, we can reduce the high dimensionality of the problem and decompose it as in Problem (6). Thus, the problem is reduced to solving \( I \) times of sum-of-linear-ratios with a small number of terms, which can be solved efficiently (Algorithm 1).

In Algorithm 1, we first obtain the grid points over the feasible domain in Line 2. We then iterate each point and update the objective \( \bar{L} \) and the fractional solution \( \bar{x} \) in Line 6 if the current objective value is smaller. Finally, we return the solution with the smallest objective value. Following similar analysis as in [32] (hence omitted for brevity), we can show that Algorithm 1 is an \( \epsilon \)-approximation.

Upon solving the continuous relaxation of inner sum-of-ratios subproblems (9) and (10), it remains to obtain an integer solution to calculate the utility. This is still an NP-Hard integer programming problem with generalized packing-type constraints in (7). We propose the following solution approach:

First, we solve the continuous relaxation of min \( \{ \sum_{l=1}^{J} \frac{a_j^T x + q_j}{d_j^T x + d_j} + c^T x : Bx \leq b, x \in \mathbb{Z}^n_+ \} \), where \( B \in \mathbb{R}^{r \times n_+}, b \in \mathbb{R}^r_+, \) and \( a_j, d_j, c \in \mathbb{R}^n_+, \forall l \). Let \( \hat{x} \) be the obtained fractional optimal solution. Then, we propose a randomized rounding scheme as shown in Alg. 2 to round \( \hat{x} \) and arrive at an integer solution.

**Step 3) Solving the outer MKP subproblem:** The general formulation of the outer MKP subproblem can be written as:

\[
\begin{align*}
\text{Maximize} \quad & \sum_{i \in \mathcal{I}} u_i x_i & \quad (16) \\
\text{subject to} \quad & \text{Constraints (2), } x_i \in \{0, 1\}, \forall i \in \mathcal{I},
\end{align*}
\]

where \( u_i \triangleq \mu_i \left( \frac{E_i}{|T_i| \cdot \mu(T_i)} \right) \) is the utility value of each job \( i \). Our goal is to select jobs that maximize the total utility among all the submitted jobs \( \mathcal{I} \). The MKP problem is still a well-known NP-Hard problem [34] but admits an \( \epsilon \)-approximation solution\(^7\) that runs in polynomial time if \( \epsilon \) and \( I \) are fixed. Here, we adopt the \( \epsilon \)-approximation scheme [35] to our

\(^7\)This \( \epsilon \)-value is different and should not be confused with the \( \epsilon \) in Step 2.
problem setting. We let $T(S) = \{ t \in T \setminus S : u_t > \min(u_i : i \in S) \}$, for $S \subseteq T$. Let $LP(S)$ be the linear program obtained from Problem (16) by setting $x_i = 1$, if $i \in S$; and set it to 0, if $i \in T(S)$. Let $x^B(S)$ be an optimal basic feasible solution to $LP(S)$. The main idea of this approach is to solve $LP(S)$ for all $S \subseteq T$. Then, we round down the solution $x^B(S)$. Finally, we return the best solution with the largest objective value. The difference between $x^B(S)$ and $\lfloor x^B(S) \rfloor$ is small since $R$ is a fixed small number in our case.

A. Performance Analysis

We now examine the overall approximation ratio of our proposed algorithms. Note that the key component in our algorithm is the proposed randomized rounding scheme in Algorithm 2 for Problem (6). Thus, we first prove the following result for the randomized rounding algorithm (proofs are omitted due to space limitation).

**Lemma 3** (Rounding). Let $W_6 \triangleq \min\{b_i/|B|_{ij} : |B|_{ij} > 0\}$. Let $L$ be the number of sum-of-ratios terms. Pick some constant $\delta \in (0, 1]$, and define $M_\delta$ as:

$$M_\delta \triangleq 1 + \frac{3 \ln(2r/\delta)}{2W_6} - \sqrt{\frac{3 \ln(2r/\delta)}{2W_6}}^2 - \frac{3 \ln(2r/\delta)}{W_6}.$$ 

With probability greater than $1 - \delta$, $x$ achieves a cost at most $\frac{8L/M_\delta + 4}{\delta}$ times the cost of $x$, and $\Pr\{\langle Bx \rangle > b_i, \exists i \} \leq \frac{\delta}{2^{M_\delta}}$.

Note that $\delta$ is used for characterizing the randomized rounding algorithm’s performance. Lemma 3 indicates that with probability $1 - \delta$, one achieves an approximation ratio at most $\frac{8L/M_\delta + 4}{\delta}$ with the stated probabilistic feasibility guarantee. From the statement, we can see that the approximation ratio is ultimately determined by $\delta$, since $M_\delta$ increases as $\delta$ increases. Thus, if one desires a better approximation ratio, then a larger $\delta$ should be picked. That is, there exists a trade-off between the approximation ratio value and its achieving probability, both of which are quantified by $\delta$.

The approximation ratio of our algorithm is the worst-case upper bound of the ratio between the overall utility of admitted jobs obtained by the optimal solution of Problem (1) and the total utility achieved by Algorithm SMD in the overall time horizon. By specializing Lemma 3 with parameters in Problem (6), we have the following result for Algorithm 2:

**Theorem 4** (Approximation Ratio of Rounding in Alg. 2). Let $\delta$ be selected as in Lemma 3, and let $M_\delta$ be defined as in Lemma 3. With probability greater than $1 - \delta$, Algorithm 2 obtains a schedule $\{w[i], p[i], v[i]\}$ that has an approximation ratio at most $\frac{2^{4/M_\delta + 4}}{\delta}$ with $\Pr\{\langle LHS\rangle > v\} \leq \frac{\delta}{8}$.

Let $\epsilon_1$ and $\epsilon_2$ be the performance ratios of solving the sum-of-ratios problem and MKP, respectively, where $\epsilon_1, \epsilon_2 \in (0, 1]$. Let $\delta$ and $M_\delta$ be defined as in Lemma 3. Let $\tau_i$ be the completion time of job $i$ and $\tau_i^*$ be the optimal completion time of job $i$. Let $F$ be chosen as in Alg. 2. We let $\mu^* \triangleq \max_i \{\mu_i(\tau_i^*)\}$, and let $\mu^* \triangleq \min_i \{\mu_i(\tau_i^* (1 + \epsilon_1)(24/M_\delta + 4)/\delta)\}$. Following Theorem 4, we can establish the overall approximation ratio and running time complexity of the SMD approach as follows:

**Theorem 5** (Overall Approximation Ratio of SMD). With probability greater than $(1 - (\delta/8)^F)^I$, the proposed SMD-based method returns a feasible solution with $\frac{\mu^*}{\mu}$, approximation performance guarantee.

**Theorem 6** (Polynomial Running Time). We let $T^s$ and $T^a$ be the time complexity for solving the sum-of-ratios problem under synchronous and asynchronous training of job $i$, respectively, which can be solved in polynomial time [32]. Let $T_i = \max\{T^s_i, T^a_i\}$. Let $T_2$ be the time complexity for MKP problem, which is polynomial [35]. Then, the overall time complexity of Algorithm SMD is $O(\sum_{i \in T}(T_i + F) + T_2)$.

V. Numerical Evaluation

We conduct simulation studies to evaluate the efficacy of our proposed algorithms. In our simulation, the computing cluster follows the real-world system in [36] with job parameters generated uniformly at random from the following intervals: $E[i] \in [50, 200]$; $g[i] \in [30, 575]$ MB; $m[i] \in [10, 100]$; $K[i] \in [1, 100]$; $m[i]$; $N[i] \in [10, 100]$. We consider four types of resources: CPU, GPU, memory and storage. For fair comparisons, we use similar settings as in [24] [17] [16] and set resource demands of each worker as: 0–4 GPUs, 1–10 vCPUs, 2–32 GB memory, and 5–10GB storage. We set resource configuration of each PS as: 1–10 vCPUs, 2–32 GB memory and 5–10GB storage. We set bandwidth capacity of each PS to $B[i] \in [5, 20]$ Gbps. Capacities of virtual instances to run workers/PSs are set according to resource configuration of Amazon EC2 C4 instances. We set the resource limit of each job to $\vartheta$ times of the resource limit of each instance with $\vartheta \in [1, 20]$ (according to the reality that each user is limited to a maximum of 20 instances per region in Amazon EC2). We set $b_j[i] \in [1, 300]$ ms, $f_j[i] \in [1, 500]$ ms and $r_j[i] \in [80, 500]$ ms following the traces collected from the experiments in Optimus [20] based on Google cluster trace [11], which include jobs’ training losses, training speeds with various resource configuration, each server’s resource capacities, job configuration such as requirements of workers/PSs, as well as DL model specifications like parameter size. Then, we set $t_{b_j[i]} = \sum_{j=1}^{N[i]} b_j[i]$ and $t_{f_j[i]} = \sum_{j=1}^{N[i]} f_j[i]$. We set $\beta_1[i] \in [3, 4], \beta_2[i] \in [0, 0.01]$ and $\alpha[i] \in [0, 1]$ following the tested values from Optimus [20]. We use a Sigmoid utility function [20], [37], $\mu_i(\pi_i) = \frac{\gamma_1}{1 + e^{\gamma_2 (\pi_i - \gamma_3)}}$ with $\gamma_1 \in [1, 100]$, $\gamma_2 \in [4, 6]$ and $\gamma_3 \in [1, 15]$. Note that this range of $\gamma_2$ corresponds to time-critical jobs [21].

We first compare our SMD algorithm with two baseline resource allocation policies: (1) ESW (setting the ratio of number of workers to number of PSs to 1:1 [38] for each job); and (2) Optimus [20] (compare the utility gain by adding one more worker and one more PS and choose the one with larger utility gain). Since Optimus estimates the training speed function based on an online learning approach by monitoring the convergence rate, we use our own speed function to estimate the utility for each job. We set $\epsilon_1 = \epsilon_2 = 0.01$, $M_\delta = 1$, and $I = 50$. To study how the total utility changes as the computing cluster resource capacity increases,
In this paper, we studied resource scheduling for DNN jobs in computing clusters. We demonstrated that the problem can be formulated as a non-convex integer non-linear program with bin-packing constraints, which is NP-Hard. We proposed an approximation scheduling algorithm based on a sum-of-ratios multi-dimensional knapsack (SMD) approach. Specifically, we developed a performance model that considers the special layered structure of DNN under different parameter synchronization mechanisms. Through careful investigation of the structure of the non-convex problem, we decomposed the problem based on SMD and proposed a suite of approximation techniques to solve the packing-type integer program with performance guarantees. Evaluation under realistic settings confirmed superior performances of SMD over existing works. DNN resource scheduling remains an under-explored area. Future extensions of this work may include, e.g., datacenter topology and communication contention among jobs.

VI. CONCLUSIONS

We set one unit of resources as follows: (vCPU = 3400, GPU = 600, Memory = 1400 GB, Storage = 1200 GB), and vary the resource capacity using 1-5 times of the unit resource. The comparison results under both Sync-SGD and Async-SGD are shown in Figs. 7–10. We can see that SMD significantly outperforms other policies and the gains in total utility becomes more pronounced as the number of jobs and resources in the computing cluster increases.

Next, we examine the approximation ratio of SMD. We evaluate the performance in terms of the ratio between the total utility obtained by our algorithm and the optimal total utility. The optimal utility is computed by enumerating all the possible combinations of numbers of workers and PSs for each job, and the combination with the largest utility will be returned. We vary the number of jobs per scheduling interval from 10 to 50. We also set the cluster resource capacity as 1000 times of that of a virtual instance. The results are shown in Fig. 11. We can see that the ratio is much better than the theoretical bound and becomes larger as the number of jobs increases, which implies that our algorithm is scalable. Further, Sync-SGD has a worse approximation ratio since it is more sensitive to the changes of numbers of workers and PSs based on Eqn. (9) due to the linear term $\theta^1 w + \theta^2 p$. In other words, the error introduced from the "grid search" and randomized rounding when solving the inner sum-of-ratios-subproblem could lead to more utility loss compared to asynchronous training. Recall that the randomized rounding scheme is the key of our proposed Algorithm SMD. The packing constraints (7) are easier to satisfy with a smaller $M_3$. Theorem 4 suggests that there is a trade-off: if we set $M_3$ to be close to one to pursue a better total utility result, the rounding time could be large to obtain a feasible solution. As $M_3$ becomes larger, the probability of violating the packing constraints increases, meaning that we need to have more rounding attempts to obtain an integer feasible solution. However, according to our numerical experiences, if the machine’s resource capacity is relatively large compared to the jobs’ resource demands per worker/PS, the number of rounding attempts is small and not sensitive to $M_3$.

Lastly, we examine the actual used resources in our algorithm. A key feature of sum-of-ratios problems is that optimality is not necessarily obtained when the resource capacity constraints are binding. In other words, compared to the number of workers and parameter servers, the ratio between the number of workers and parameter servers plays a more critical role to minimize the training completion time. If such a better ratio can be found, it is possible that the system can save resources while having the same or even better performance in terms of the average training completion time. Hence, compared to other resource allocation policies that use as much resources specified by the user as possible, our SMD method may use much less resources while achieving the optimal performance. We let $\epsilon = 0.01$ and vary the number of jobs per scheduling interval from 40 to 200. We can see from Fig. 12 that the actual resources used is 30%-50% of that specified by the users. From the system’s perspective, the unused resources can be released and allocated to other jobs.
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