LINEAR DYNAMICS INDUCED BY ODOMETERS

D. BONGIORNO, E. D’ANIELLO, U. B. DARJI, AND L. DI PIAZZA

Abstract. Weighted shifts are an important concrete class of operators in linear dynamics. In particular, they are an essential tool in distinguishing a variety of dynamical properties. Recently, a systematic study of dynamical properties of composition operators on $L^p$ spaces has been initiated. This class of operators includes weighted shifts and also allows flexibility in construction of other concrete examples. In this article, we study one such concrete class of operators, namely composition operators induced by measures on odometers. In particular, we study measures on odometers which induce mixing and transitive linear operators on $L^p$ spaces.

1. Introduction

Linear dynamics is a relatively recent area of mathematics which lies at the intersection of operator theory and dynamical systems. A flurry of intriguing results have been obtained in this area starting with investigation of transitivity and mixing. Recent investigations include concepts such as Li-Yorke, Devaney and distributional chaos, invariant measures, ergodicity and frequently hypercyclic, expansive, hyperbolic, shadowing and structural stability. We refer the reader to books [2] and [20] for general information on the topic.

A class of operators which plays a key role in linear dynamics is the class of weighted shifts. This class was introduced by Rolewicz [24]. Let us briefly recall their definitions. Let $A$ be $\mathbb{N}$ or $\mathbb{Z}$. Let $\{w_i\}_{i \in A}$ be a bounded sequence of positive reals called the weight sequence. Then, the backward weighted shift on $X = \ell_p(A)$ ($1 \leq p < \infty$) or $X = c_0(\mathbb{Z})$ is a mapping $B_w : X \to X$ defined by

$$B_w((x_n))(i) = w_{i+1}x_{i+1}.$$ 

Salas ([25], [26]) initiated the study of weighted shifts which are transitive and mixing. His results were generalized and extended by various authors [19], [22], [12]. Characterizations obtained in these articles readily allow examples and counterexamples. For example, for weighted shifts on $\mathbb{N}$, the operator $B_w$ is transitive if and only if

$$\sup_{n} w_1 ... w_n = \infty.$$
and, mixing if and only if

$$\lim_n w_1 \ldots w_n = \infty.$$  

By these characterizations one can construct with ease an operator which is transitive but not mixing. Characterizations for weighted shifts which are Li-Yorke chaotic were given in [7] and [1]. In [8], using their characterization of weighted shifts which are expansive, the authors were able to settle negatively an open problem, i.e., there exists an operator with the shadowing property which is not hyperbolic. In [9], using their characterization of shadowing, the authors were able to construct a structurally stable operator with the shadowing property which is not hyperbolic. In [4], the authors characterize weighted shifts on $c_0$ which are frequently hypercyclic, settling negatively the open problem of whether $\mathbb{U}$-frequently hypercyclic and frequently hypercyclic are equivalent notions. These characterizations were used [18] to construct a frequently hypercyclic weighted shift on $c_0$ which admits no invariant ergodic measure with full support.

Authors of [1] and [6] initiated a systematic study of dynamical properties of composition operators. In [1], necessary and sufficient conditions were given for a composition operator to be transitive and mixing. Necessary and sufficient conditions for a composition operator to be Li-Yorke chaotic were given in [6]. These results include earlier results of Salas as every weighted shift is topologically conjugate to a composition operator. The class of composition operators also include Rolewicz type operators introduced in [11].

In this article, we study a special class of composition of operators. We study composition operators induced by odometers.

Odometers appear by various names in a wide range of topics. They are also called adding machines or solenoids. One of the earliest uses of odometers in ergodic theory was by Ornstein [23]. He showed that there is an invertible transformation with a non-singular probability measure $\mu$ for which there is no $\sigma$-finite invariant measure $\nu$ which is equivalent to $\mu$. (See [16]: Example 5) for Ornstein example with the full proof).

Example 2.4 in [15] contains a construction in modern terminology. Odometers also appear abundantly in topological dynamics. For example, it was shown in [21] that a generic transitive homeomorphism of the Cantor space is topologically conjugate to the universal odometer. Also in [13] and [14] it was shown that the omega-limit set generated by a generic map and a generic point on a manifold is topologically conjugate to the universal odometer.

We choose an arbitrary odometer. On each coordinate space, we put a probability measure $\mu_i$ and consider the product measure $\mu$ on the odometer. We consider the composition operator $T_f : L^p(\mu) \to L^p(\mu)$ defined by $T_f(\varphi) = \varphi \circ f$ where $f$ is the $+1$ map on the odometer. We give conditions on the $\mu_i$’s which guarantee that the composition operator is transitive and mixing. The spirit of our approach is that of weighted shifts, i.e., a concrete class of operators which hopefully becomes an indispensable tool in linear dynamics.

The article is organized as follows: in Section 2 we recall basic definitions and background results; in Section 3, we state our main results; in Sections 4 and 5 we give their proofs.
2. Basic Notions and Background results

Throughout the paper by \( \mathbb{N} \) we denote the non-negative integers. We start by recalling notions of transitivity and mixing.

2.1. Transitivity and Mixing.

**Definition 2.1.** (Topological Transitivity) A bounded linear operator \( T : X \to X \) acting on a Banach space \( X \) is **topologically transitive** if for any pair \( U, V \subseteq X \) of nonempty open sets, there exists an integer \( k \geq 1 \) such that \( T^k(U) \cap V \neq \emptyset \).

In a separable Banach space, a bounded linear operator is transitive if and only if it is hypercyclic, i.e., the operator has a dense orbit. For more information on linear dynamics we refer the reader to [2] and [20].

**Definition 2.2.** (Topological Mixing) A bounded linear operator \( T : X \to X \) acting on a Banach space \( X \) is **topologically mixing** if for any pair \( U, V \subseteq X \) of nonempty open sets, there exists an integer \( k_0 \geq 1 \) such that \( T^k(U) \cap V \neq \emptyset \) for every \( k \geq k_0 \).

We often drop the adjective topological and simply say transitive or mixing. It is clear that mixing implies transitivity. An abundance of examples exist showing that the converse is false. For instance, see [27] and [3].

2.2. Composition Operators. Let \( (X, \mathcal{S}, \mu) \) be a \( \sigma \)-finite measure space and \( g : X \to X \) be measurable. Let \( 1 \leq p < \infty \). Then, \( T_g : L^p(\mu) \to L^p(\mu) \) defined by \( T_g : \phi \mapsto \phi \circ g \) is a bounded linear operator if and only if it satisfies the condition:

\[
(*) \quad \exists \epsilon > 0 \quad [B \in \mathcal{S} \implies \mu(B) > \epsilon \mu(g^{-1}(B))] .
\]

For a proof of this and general information about composition operators, we refer the reader to [27].

Characterizations of topological transitivity and topological mixing for composition operators were given in [1]. We will use these characterizations extensively. Below we state them in the specific form we will use.

**Theorem 2.3.** Let \( X = (X, \mathcal{S}, \mu) \) be a finite measure space and \( g : X \to X \) be an one-to-one bimeasurable transformation satisfying (*) . Then, the composition operator \( T_g : L^p(X) \to L^p(X) \) is topologically mixing if and only if for each \( \epsilon > 0 \), there exist \( k_0 \geq 1 \) and measurable sets \( \{B_k\}_{k=k_0}^\infty \) such that

\[
\mu(X \setminus B_k) < \epsilon \quad \text{and} \quad B_k \cap g^k(B_k) = \emptyset \quad \text{for every} \quad k \geq k_0;
\]

**Theorem 2.4.** Let \( X = (X, \mathcal{S}, \mu) \) be a finite measure space and \( g : X \to X \) be an one-to-one bimeasurable transformation satisfying (*). Then, the composition operator \( T_g : L^p(X) \to L^p(X) \) is topologically transitive if and only if for each \( \epsilon > 0 \), there exist \( k \geq 1 \) and a measurable set \( B \subseteq X \) with

\[
\mu(X \setminus B) < \epsilon \quad \text{and} \quad B \cap g^k(B) = \emptyset .
\]

2.3. Odometers. Let \( \alpha = (\alpha_0, \alpha_1, \ldots) \) be a sequence of integers with \( \alpha_i \geq 2 \). Define

\[
\mathcal{A}_\alpha := \prod_{i=0}^{\infty} A_i,
\]

where \( A_i := \{0, 1, \ldots, \alpha_i - 1\} \). We consider \( \mathcal{A}_\alpha \) endowed with the product topology. Hence, the obtained topological space is homeomorphic to the Cantor space. We
recall that the open subsets of $\mathcal{A}_\alpha$ are countable unions of disjoint basic cylinders, i.e., sets of the form
\[[a_0, \ldots, a_i] := \{(x_0, \ldots, x_i, x_{i+1}, \ldots) \in \mathcal{A}_\alpha : x_0 = a_0, \ldots, x_i = a_i\}.

We consider the following addition with “carry over” to the right: if $x = (x_0, x_1, \ldots)$ and $y = (y_0, y_1, \ldots)$ are elements of $\mathcal{A}_\alpha$, then
\[x + y = z = (z_0, z_1, \ldots),\]
where $z_i = (x_i + y_i + \varepsilon_i) \text{mod}(\alpha_i)$ where $\varepsilon_0 = 0$ and for $i \geq 0$
\[\varepsilon_{i+1} = \begin{cases} 0 & \text{if } x_i + y_i + \varepsilon_i < \alpha_i \\ 1 & \text{otherwise.} \end{cases}\]
$\varepsilon_i$ is called “carry over” in the $i^{th}$ position.

We denote by $f_\alpha$ the map “$+1$”, that is $f_\alpha(x_0, x_1, \ldots) = (x_0, x_1, \ldots) + (1, 0, 0, \ldots)$. The pair $(\mathcal{A}_\alpha, f_\alpha)$ is a dynamical system known in various contexts as a solenoid, adding machine or odometer \cite{9} and \cite{10}. We refer to $f_\alpha$ as an odometer. We point out that, as $f_\alpha$ preserves distance, it is one to one. Moreover, the orbit of $(0, 0, \ldots)$ under $f_\alpha$ is dense in $\mathcal{A}_\alpha$. Hence, $f_\alpha$ is a bijection.

If $k \geq 0$ is an integer, we identify it with its representation $(k_0, k_1, \ldots)$ in terms of $\alpha_i$’s. More specifically, $k = k_0 + \sum_{i=1}^{\infty} k_i \beta_i$ where $\beta_i = \prod_{j=1}^{i} \alpha_j$. This representation is unique. We use $k$ and its representation interchangeably, without explicitly stating so. Moreover, if $x = (x_0, x_1, \ldots) \in \mathcal{A}_\alpha$, then by definition $f^k(x) = (x_0, x_1, \ldots) + (1, 0, \ldots) + \cdots + (1, 0, \ldots)$. Therefore, $f^k(x) = (x_0, x_1, \ldots) + (k_0, k_1, \ldots)$, where the addition is made with the “carry over” to the right as described earlier.

2.4. Measures on Odometers. Let $(\mathcal{A}_\alpha, f_\alpha)$ be an odometer. By $\mathcal{B}(\mathcal{A}_\alpha)$ we denote the $\sigma$-algebra of all Borel subsets of $\mathcal{A}_\alpha$. For each $i$, let $\mu_i$ be a probability measure on $A_i$ with $\mu_i(a) > 0$ for all $a \in A_i$. Consider the infinite product probability space $(\mathcal{A}_\alpha, \mathcal{B}(\mathcal{A}_\alpha), \mu) := \otimes_{i=0}^{\infty}(A_i, \mu_i)$. We will study $T_{f_\alpha} : L^p(\mu) \to L^p(\mu)$. In particular, we will give necessary and sufficient conditions on $\{\mu_i\}$ which guarantee topological transitivity and topological mixing of $T_{f_\alpha}$. We would like to point out that $f_\alpha$, in general, does not preserve $\mu$.

Measures of these types on odometers are well-studied. For example, see the survey article \cite{10} on ergodic theory of non-singular transformation. If $\prod_{i=0}^{\infty} \max\{\mu_i(a) : a \in A_i\} = 0$, then $\mu$ turns out to be non-atomic, $f_\alpha$ is non-singular with respect to $\mu$, and $f_\alpha$ is ergodic. In such situations, $f_\alpha$ is called the non-singular odometer associated with $(\alpha_i, \mu_i)_{i=0}^{\infty}$.

The importance of non-singular odometers is also due to the fact that each non-singular odometer is a Markov odometer \cite{10}, and, as it is well-known, every ergodic non-singular transformation is orbit-equivalent to a Markov odometer \cite{17}.

3. Main Results

Throughout the paper, we work with only one odometer $\alpha = (\alpha_0, \alpha_1, \ldots)$ at a time and hence we call the map $f$ instead of $f_\alpha$ and use $A$ instead of $\mathcal{A}_\alpha$. For each $i$, we fix $\mu_i$ a probability measure on $A_i$ with support $A_i$ and we call $\mu$ the product of
\(\mu_i\)'s. To ensure that \(T_f\) is continuous, we must guarantee that \(f\) satisfies Condition (*) if \(x_i\) satisfies Condition (\(\diamond\)). To this aim, for \(i \in \mathbb{N}\) and \(j \in A_i\), define

\[
\lambda_i(j) := \frac{\mu_i(j)}{\mu_i(j - 1)},
\]

meaning that \(j - 1 = \alpha_i - 1\) if \(j = 0\). Then, \(\{\mu_i\}\) satisfies Condition (*) if and only if the following holds (see [16]):

\[
0 < \inf \left\{ \lambda_i(j) \prod_{l=0}^{l-1} \lambda_i(0) : l \geq 1, j \in A_i \right\}.
\]

It is clear that, for any given sequence of \(\{\alpha_i\}\), if we choose \(\mu_i\) to be uniform distribution on \(A_i\), then \(\{\mu_i\}\) satisfies Condition (\(\diamond\)). In general, it may not be obvious that \(\{\mu_i\}\) satisfies Condition (\(\diamond\)) and it needs to be verified.

In order to state the main results of the paper, we introduce some notation. For \(i \in \mathbb{N}\), let

\[
\eta_i := \max \{\mu_i(j) : j \in A_i\},
\]

\[
\delta_i := \min \{\mu_i(j) : j \in A_i\}.
\]

For \(0 \leq i \leq j\), we denote by \(p_{i,j} : A \to \prod_{s=i}^j A_s\) the "natural" projection, that is \(p_{i,j}(x_0, x_1, \ldots, x_i, \ldots, x_j, x_{j+1}, \ldots) = (x_i, \ldots, x_j)\), and by \(\mu_{i,j}\) the product measure \(\prod_{s=i}^j \mu_{s} A_s\). We define

\[
\psi_{i,j} := \max \{\mu_{i,j}(A) : A \subseteq A_{i,j} \text{ such that } \exists k \in A_{i,j} \text{ with } (A + k) \cap A = \emptyset\},
\]

with \(A + k := \{(a + k) \mod \alpha_i : a \in A\}\), where the addition is the "carry over" to the right defined before. (If we have a carry over at the last step, we ignore it.) Moreover, if we write, for any integer \(i\), \(\psi_i\) instead of \(\psi_{i,i}\), we clearly have that

\[
\psi_i := \max \{\mu_i(A) : A \subseteq A_i \text{ such that } \exists 0 < k < \alpha_i \text{ with } (A + k) \cap A = \emptyset\},
\]

where \(A + k := \{(a + k) \mod \alpha_i : a \in A\}\). It is immediate that \(0 < \eta_i \leq \psi_i\). Finally, we define

\[
\rho_n := \prod_{i=0}^{n} (\eta_i/\delta_i).
\]

Next, we state the main results of the paper. We always assume that \(\mu\) satisfies Condition (\(\diamond\)), unless otherwise stated. This is equivalent to saying that \(T_f\) is well-defined and continuous.

In the mixing case, we have an explicit characterization when the sequence \(\{\alpha_i\}\) is bounded and \(T_f\) is continuous.

**Theorem 3.1.** (Mixing Characterization) Suppose \(\{\alpha_i\}\) is bounded and \(\{\mu_i\}\) is such that \(T_f\) is continuous. Then, the composition operator \(T_f\) is topologically mixing if and only if \(\lim_n \eta_i = 1\).

One may wonder if there exists any such \(\{\alpha_i\}\) and \(\{\mu_i\}\) as in the statement of Theorem 3.1. The following theorem shows that such is the case if \(\{\alpha_i\}\) does not grow too fast.

**Theorem 3.2.** (Mixing Existence) Let \(\{\alpha_i\}\) be such that

\[
\sup_n \frac{\alpha_{n+1}}{\prod_{i=0}^{n} \alpha_i} < \infty.
\]

Then, there exists \( \{ \mu_i \} \) satisfying (\( \diamond \)) such that \( T_f \) is topologically mixing. In particular, such is the case when \( \{ \alpha_i \} \) is bounded.

One may also wonder if Theorem 3.1 holds if \( \{ \alpha_i \} \) is unbounded. The following example, with an intricate construction, shows that Theorem 3.1 can fail spectacularly if \( \{ \alpha_i \} \) is unbounded.

**Example 3.3.** There exist \( \{ \alpha_i \} \) and \( \{ \mu_i \} \) such that \( T_f \) is mixing and \( \lim \eta_i = 0 \).

In the transitive case, we have the following characterization and its corollary which yields a simple sufficient condition.

**Theorem 3.4.** (Transitivity Characterization) Suppose \( \{ \alpha_i \} \) and \( \{ \mu_i \} \) are such that \( T_f \) is continuous. Then, the composition operator \( T_f \) is topologically transitive if and only if \( \limsup \psi_{i,j} = 1 \).

**Corollary 3.5.** (Transitivity Sufficient Condition) Suppose \( \{ \alpha_i \} \) and \( \{ \mu_i \} \) are such that \( T_f \) is continuous. If \( \limsup \eta_i = 1 \), then \( T_f \) is topologically transitive.

An example given in [1], Section 3.3, shows that in the setting of odometers there are topologically transitive operators which are not topologically mixing. The following theorem shows that this can be done in a very general setting.

**Theorem 3.6.** (Transitive Existence 1) Suppose \( \{ \alpha_n \} \) is such that \( \liminf_n \alpha_n < \infty \). Then, there exists \( \{ \mu_i \} \) such that \( T_f \) is continuous, topologically transitive and not mixing.

One may wonder what happens in the case \( \lim_n \alpha_n = \infty \) as far as the existence of transitive but not mixing operators is concerned. The following theorem shows that one can find such operators when \( \{ \alpha_n \} \) does not grow too fast.

**Theorem 3.7.** (Transitive Existence 2) Suppose \( \{ \alpha_n \} \) is such
\[
\sup_n \frac{\alpha_{n+1}}{\prod_{k=0}^{n} \alpha_k} < \infty.
\]
Then, there exists \( \{ \mu_i \} \) such that \( T_f \) is continuous, topologically transitive and not mixing.

The following condition is necessary for \( T_f \) to be topologically transitive.

**Theorem 3.8.** (Transitivity Necessary Condition) Suppose \( \{ \alpha_i \} \) and \( \{ \mu_i \} \) are such that \( T_f \) is continuous. If \( T_f \) is topologically transitive, then \( \limsup_n \rho_n = \infty \).

For the sake of transparency and concreteness, we now state Theorem 3.1 and Theorem 3.7 in the case where \( \alpha_i = 2 \) for each \( i \). In this case, \( A_\alpha \) is the dyadic odometer, topologically a Cantor set. Moreover, for \( i \geq 0 \),
\[
\eta_i = \max \{ \mu_i(0), \mu_i(1) \} = \max \{ \mu_i(0), 1 - \mu_i(0) \}
\]
and, for \( n \geq 0 \),
\[
\frac{\alpha_{n+1}}{\prod_{k=0}^{n} \alpha_k} = \frac{2}{2^{n+1}} = \frac{1}{2^n}.
\]
Hence, Theorem 3.1 and Theorem 3.7 simplify to

**Theorem 3.1’.** Suppose \( \alpha_i = 2 \) for each \( i \) and \( \{ \mu_i \} \) is such that \( T_f \) is continuous. Then, the composition operator \( T_f \) is topologically mixing if and only if \( \lim \max \{ \mu_i(0), 1 - \mu_i(0) \} = 1 \).

**Theorem 3.7’.** Suppose \( \alpha_i = 2 \) for each \( i \). Then, there exists \( \{ \mu_i \} \) such that \( T_f \) is continuous, topologically transitive and not mixing.
4. Proof of Mixing Results

In order to proceed with the proof of Theorem 3.1, we introduce the following notation:

Let \( W \subseteq \mathcal{A}, k, n \in \mathbb{N}, k \geq 1, \) and \( t \in \{0, 1\} \). Define

\[
C(k, W, n, t) := \{x \in W : k + x \text{ has carry over } t \text{ in the } n^{th} \text{ position}\},
\]

and observe that

\[
W = C(k, W, n, 0) \cup C(k, W, n, 1), \quad \forall n \in \mathbb{N}.
\]

Below is the proof of the “if” part of Theorem 3.1.

**Lemma 4.1.** Suppose \( \{\alpha_i\} \) and \( \{\mu_i\} \) are such that \( T_f \) is continuous. If \( \lim_i \eta_i = 1 \), then \( T_f \) is topologically mixing.

**Proof.** We apply Theorem 2.3. Let \( \varepsilon > 0 \). We will use the following three lemmas in order to prove the “only if” part of Theorem 3.1.

Let \( \varepsilon > 0 \). Let \( l \) be such that if \( i \geq l \), then \( \eta_i \eta_{i+1} > 1 - \varepsilon \). Let \( k_0 = \prod_{i=0}^{l-1} \alpha_i \). Then, the representation of \( k \) in terms of \( \alpha_i \)'s has at least one non-zero element in the \((l+1)^{th}\) position or beyond. Let \( j \) be the largest such index. In particular, \( j \geq l \). Define

\[
B_k = \{(x_0, x_1, \ldots) \in \mathcal{A} : x_j = a_j, x_{j+1} = a_{j+1}\},
\]

where \( \mu_j(a_j) = \eta_j \) and \( \mu_{j+1}(a_{j+1}) = \eta_{j+1} \). Then, \( \mu(B_k) = \eta_j \eta_{j+1} > 1 - \varepsilon \), implying that

\[
\mu(A \setminus B_k) < \varepsilon.
\]

Moreover, we have

\[
f^k(B_k) = f^k(C(k, B_k, j, 0)) \cup f^k(C(k, B_k, j, 1)) \subseteq \{x \in \mathcal{A} : x_j \neq a_j\} \cup \{x \in \mathcal{A} : x_{j+1} \neq a_{j+1}\}.
\]

Indeed, let \( y = (y_0, y_1, \ldots) \in B_k \). If \( y \in C(k, B_k, j, 0) \), then \( f^k(y) \in \{x \in \mathcal{A} : x_j = a_j\} \). If \( y \in C(k, B_k, j, 1) \) and \( f^k(y) \notin \{x \in \mathcal{A} : x_j = a_j\} \), then \( f^k(y) \) has \( 1 + a_{j+1} \) in the \((j+1)^{th}\) position and therefore \( f^k(y) \in \{x \in \mathcal{A} : x_{j+1} = a_{j+1}\} \).

Hence, as

\[
B_k \cap \{x \in \mathcal{A} : x_j \neq a_j\} \cup \{x \in \mathcal{A} : x_{j+1} \neq a_{j+1}\} = \emptyset,
\]

we have that

\[
f^k(B_k) \cap B_k = \emptyset.
\]

Therefore, we have proved that, in correspondence with \( \varepsilon \), there exist \( k_0 \geq 1 \) and measurable sets \( \{B_k\}_{k > k_0} \) such that

\[
\mu(X \setminus B_k) < \varepsilon \quad \text{and} \quad B_k \cap f^k(B_k) = \emptyset \quad \text{for every} \quad k > k_0.
\]

By Theorem 2.3, \( T_f \) is mixing. \( \square \)

We will use the following three lemmas in order to prove the “only if” part of Theorem 3.1.

**Lemma 4.2.** Suppose \( \{\alpha_i\} \) and \( \{\mu_i\} \) are such that \( T_f \) is continuous. Let \( l \in \mathbb{N} \). Let \( a, b \in \mathcal{A}_l \) be two distinct elements of \( \mathcal{A}_l \). Let \( 0 < \varepsilon < \frac{1}{l} \min \{\mu_1(a), \mu_1(b)\} \). Then, there exists \( m \geq \prod_{i=0}^{l-1} \alpha_i \) such that, for all \( B \subseteq \mathcal{A} \) with \( \mu(B) > 1 - \varepsilon \), we have that \( f^m(B) \cap B \neq \emptyset \).
Proof. Assume the hypotheses. Let \( m \in \mathbb{N} \) be such that the representation of \( m \) has \(|a - b|\) in the \( l^{th} \) position and zero elsewhere. Note that \( m \geq \prod_{i=0}^{l-1} \alpha_i \).

Let \( B \) be such that \( \mu(B) > 1 - \varepsilon \). For each \( t \in A_i \), define \( B_t \) as those elements of \( B \) which have \( t \) in the \( l^{th} \) position. We now claim that \( \mu(B_j) \geq \frac{15}{16} \mu_i(j), j \in \{a, b\} \).

If not, we have that
\[
\mu(B) = \mu(B_j) + \sum_{i \neq j} \mu(B_i)
\]
\[
< \frac{15}{16} \mu(j) + \sum_{i \neq j} \mu_i(t)
\]
\[
= 1 - \frac{1}{16} \mu_i(j)
\]
\[
< 1 - \varepsilon,
\]
contradicting our hypothesis on \( B \).

Let \( p : A_\alpha \to \prod_{l \in \mathbb{N}\setminus\{l\}} A_l \) be the “natural” projection, that is \( p((x_0, x_1, \ldots, x_{l-1}, x_l, x_{l+1}, \ldots)) = (x_0, x_1, \ldots, x_{l-1}, x_l, x_{l+1}, \ldots) \), and \( \mu_{\mathbb{N}\setminus\{l\}} \) be the product measure \( \prod_{l \in \mathbb{N}\setminus\{l\}} \mu_l \) on \( \prod_{l \in \mathbb{N}\setminus\{l\}} A_l \).

Define
\[
C_a = p(B_a) \text{ and } C_b = p(B_b).
\]

Hence
\[
\mu(B_a) = \mu_i(a) \mu_{\mathbb{N}\setminus\{l\}}(C_a) > \frac{15}{16} \mu_i(a),
\]
and
\[
\mu(B_b) = \mu_i(b) \mu_{\mathbb{N}\setminus\{l\}}(C_b) > \frac{15}{16} \mu_i(b).
\]

In particular,
\[
\mu_{\mathbb{N}\setminus\{l\}}(C_a) > \frac{15}{16} \text{ and } \mu_{\mathbb{N}\setminus\{l\}}(C_b) > \frac{15}{16},
\]

implying that
\[
C_a \cap C_b \neq \emptyset.
\]

Let \((x_0, x_1, \ldots, x_{l-1}, x_l, x_{l+1}, \ldots) \in C_a \cap C_b \). Then,
\[
(x_0, x_1, \ldots, x_{l-1}, a, x_{l+1}, \ldots) \in B_a
\]
\[
(x_0, x_1, \ldots, x_{l-1}, b, x_{l+1}, \ldots) \in B_b.
\]

If \( b < a \), then \( f^m(B_b) \cap B_a \neq \emptyset \) as \((x_0, x_1, \ldots, x_{l-1}, a, x_{l+1}, \ldots) \in f^m(B_b) \cap B_a \).

Similarly, if \( a < b \), then \( f^m(B_a) \cap B_b \neq \emptyset \). In either case, we have that \( f^m(B) \cap B \neq \emptyset \), completing the proof. \( \square \)

**Lemma 4.3.** Suppose \( \{\alpha_i\} \) and \( \{\mu_i\} \) are such that \( T_f \) is continuous. Let \( l \in \mathbb{N} \).

Let \( 0 < \varepsilon < \frac{1}{16} \frac{1 - \eta}{\alpha_l} \). Then, there exists \( m \geq \prod_{i=0}^{l-1} \alpha_i \) such that for all \( B \subseteq A \) with \( \mu(B) > 1 - \varepsilon \), we have that \( f^m(B) \cap B \neq \emptyset \).

**Proof.** Let \( a \in A_l \) be such that \( \mu_i(a) = \eta_i \). Let \( b \neq a \) such that \( \mu_i(b) = \max \{\mu_i(i) : i \in \{0, 1, \ldots, \alpha_l - 1\} \setminus \{a\}\} \). By our choice of \( b \), we have that
\[
\mu_i(b) \geq \frac{1 - \eta_i}{\alpha_l - 1}.
\]

This, together with
\[
\varepsilon < \frac{1}{16} \frac{1 - \eta_i}{\alpha_l},
\]

\( \square \)
implies
\[ \varepsilon < \frac{1}{16} \mu_1(b) \leq \frac{1}{16} \mu_1(a). \]
Applying Lemma 4.2 to \( l \) and \( a, b \) and \( \varepsilon \), the conclusion follows. \( \square \)

The next result follows from Lemma 4.3.

**Lemma 4.4.** Suppose \( \{\alpha_i\} \) and \( \{\mu_i\} \) are such that \( T_f \) is continuous. If \( T_f \) is topologically mixing, then \( \lim \frac{1-\eta_i}{\alpha_i} = 0. \)

**Proof.** To obtain a contradiction, suppose that \( \limsup \frac{1-\eta_i}{\alpha_i} > \varepsilon \) for some \( \varepsilon > 0 \). As \( T_f \) is topologically mixing, by Theorem 2.5 there exist \( k_0 \geq 1 \) and measurable sets \( \{B_k\}_{k=k_0}^{\infty} \) such that

\[ \mu(A \setminus B_k) < \varepsilon \text{ and } B_k \cap f^k(B_k) = \emptyset \text{ for all } k \geq k_0. \]

Choose \( l \) large enough so that \( \prod_{i=0}^{l-1} \alpha_i > k_0 \) and \( \frac{1-\eta_i}{\alpha_i} > \varepsilon \). Applying Lemma 4.3 there exists \( m \geq \prod_{i=0}^{l-1} \alpha_i > k_0 \) such that, for all \( B \subseteq A \) with \( \mu(B) > 1 - \varepsilon \), we have that \( f^m(B) \cap B \neq \emptyset \). Hence, as \( B_m \) has the property that \( \mu(B_m) > 1 - \varepsilon \), we have that \( f^m(B_m) \cap B_m \neq \emptyset \), yielding a contradiction. \( \square \)

**Proof of Theorem 3.1.** The “if” part follows from Lemma 4.1 and the “only if” part follows from Lemma 4.4 as \( \{\alpha_i\} \) bounded and \( \lim \frac{1-\eta_i}{\alpha_i} = 0 \) imply that \( \lim \eta_i = 1. \)

**Proof of Theorem 3.2** Assume \( \{\alpha_i\} \) is as in the hypothesis. For each \( n \), let \( m_n = 2^{n+1} + 1 \). We define \( \mu_n \) by

\[ \mu_n(0) = 1 - \frac{1}{m_n} \quad \mu_n(i) = \frac{1}{m_n(\alpha_n - 1)} \quad \forall 1 \leq i \leq \alpha_n - 1. \]

It is clear that \( \mu_n \) is a probability measure with support \( A_n \).

We next show that \( \{\mu_i\} \) satisfies Condition (\( \diamond \)). To this end, observe that for all \( n \in \mathbb{N} \) and \( 0 \leq i \leq \alpha_n - 1 \) we have

\[ \lambda_n(0) = \left(1 - \frac{1}{m_n}\right) m_n(\alpha_n - 1) \quad \lambda_n(i) \geq \frac{1}{m_n(\alpha_n - 1)}. \]

Hence, for all \( l \geq 1 \) and \( j \in A_l \), we have that

\[ \lambda_l(j) \prod_{i=0}^{l-1} \lambda_i(0) \geq \frac{1}{m_l(\alpha_l - 1)} \prod_{i=0}^{l-1} \left(1 - \frac{1}{m_i}\right) m_i(\alpha_i - 1) \]
\[ = \frac{1}{2^l} \cdot \prod_{i=0}^{l-1} \left(m_i - 1\right) \cdot \prod_{i=0}^{l-1} \frac{2(\alpha_i - 1)}{\alpha_i - 1} \]
\[ \geq \frac{1}{2^l} \cdot \frac{2^{l(l+1)/2}}{2^l + 1} \cdot \prod_{i=0}^{l-1} \frac{\alpha_i}{\alpha_i - 1}. \]

We note that

\[ \lim_{l \to \infty} \frac{1}{2^l} \cdot \frac{2^{l(l+1)/2}}{2^l + 1} = \infty, \]

and by hypothesis

\[ \liminf_l \prod_{i=0}^{l-1} \frac{\alpha_i}{\alpha_i - 1} > 0, \]

verifying

\[ \inf_{l \geq 1, j \in A_l} \lambda_l(j) \prod_{i=0}^{l-1} \lambda_i(0) > 0 \]
and Condition (\(\diamondsuit\)).

Now, by definition, we have that \(\eta_n = 1 - 2^{-(n+1)}\). Hence, by Lemma 4.1, we have that \(T_f\) is mixing.

Before we construct Example 3.3 we prove a lemma.

**Lemma 4.5.** Let \(l \in \mathbb{N}\). Let \(D_l = \{2^i - 1 : 0 \leq i \leq l\}\). Then, for each \(j > 0\), we have that \((D_l + j) \cap D_l\) has at most one element.

**Proof.** To obtain a contradiction, assume \((D_l + j) \cap D_l\) has at least two elements. Choose \(u_1, v_1, u_2, v_2 \in D_l\) with \(u_1 + j = v_1, u_2 + j = v_2\) and \(v_1 < v_2\). Let \(v_2 = 2^d - 1\) and \(u_2 = 2^c - 1\). As \(j > 0\) we have that \(d > c\). Now, subtracting both sides, we have that \(u_2 - u_1 = v_2 - v_1\). Note that \(v_2 - v_1 \geq 2^d - 1 - (2^{d-1} - 1) = 2^{d-1} \geq 2^c\) where as \(u_2 - u_1 \leq 2^c - 1\), yielding a contradiction. \(\square\)

**Proof of Example 3.3** We let \(\alpha_n = 2^{n+2}, D_n = \{2^i - 1 : 0 \leq i \leq n\}\) and \(m_n = 2^{n+2}\). We define \(\mu_n\) on \(A_n\) by

\[
\mu_n(i) = \left(1 - \frac{1}{m_n}\right) \frac{1}{|D_n|} \forall i \in D_n \quad \mu_n(i) = \frac{1}{m_n(\alpha_n - |D_n|)} \forall i \in A_n \setminus D_n.
\]

We note that \(\mu_n\) is a probability measure which is uniformly distributed on \(D_n\) and \(A_n \setminus D_n\). It is clear that \(\lim n \eta_n = 0 = \lim n |D_l| = \lim n(\alpha_n - |D_l|) = \infty\). It remains to show that \(\{\mu_n\}\) satisfies Condition (\(\diamondsuit\)) and that \(T_f\) is mixing.

Let us next show that \(\{\mu_n\}\) satisfies Condition (\(\diamondsuit\)). To this end, observe that for all \(n \in \mathbb{N}\) and \(0 \leq i < \alpha_n - 1\) we have

\[
\lambda_n(0) = \left(1 - \frac{1}{m_n}\right) \frac{m_n(\alpha_n - |D_n|)}{|D_n|} \quad \lambda_n(i) = \frac{1}{m_n(\alpha_n - |D_n|)}.
\]

As before, we have that, for all \(l \geq 1\) and \(j \in A_l\),

\[
\lambda_l(j) \prod_{i=0}^{l-1} \lambda_i(0) \geq \frac{1}{m_l(\alpha_l - |D_l|)} \prod_{i=0}^{l-1} \left(1 - \frac{1}{m_i}\right) \frac{m_i(\alpha_i - |D_i|)}{|D_i|}
\]

\[
= \prod_{i=0}^{l-1} \frac{(m_i - 1)}{m_i}, \quad \prod_{i=0}^{l-1} \frac{1 - (\alpha_i - |D_i|)}{\alpha_i - |D_i|}
\]

\[
\geq \frac{3}{8}, \quad \frac{9}{2^{l+2}}
\]

verifying Condition (\(\diamondsuit\)).

We next apply Theorem 2.3 to show that \(T_f\) is mixing. To this end, let \(\varepsilon > 0\). Let \(l_0 \in \mathbb{N}\) be such that, for all \(l \geq l_0\), we have

\[
\left(1 - \frac{1}{m_l}\right) \left(1 - \frac{1}{m_{l+1}}\right) \frac{|D_l| - 2}{|D_l|} \left(\frac{1}{|D_{l+1}| - 1}\right) > 1 - \varepsilon.
\]

Let \(k_0 = \prod_{i=0}^{l_0} \alpha_i\). Note that, if \(k \geq k_0\), then the representation of \(k\) in terms of \(\{\alpha_i\}\) has nonzero in some position \(l \leq l_0\).

Now, for each \(k \geq k_0\), we define \(B_k\) so that \(\mu(B_k) \geq 1 - \varepsilon\) and \(f \times \mu(B_k) = \emptyset\). Fix \(k \geq k_0\). Let \(l\) be the largest positive integer so that representation of \(k\) in terms of \(\{\alpha_i\}\) has nonzero in the \(l^{th}\)-position. Let \(j \in A_l\) be the value of \(k\) in the \(l^{th}\)-position. Applying Lemma 4.5 to \(D_l\), \(j\) and \(j + 1\), we may choose \(E_l \subseteq D_l\) so
that $|E_l| \geq |D_l| - 2$, $(E_l + j) \cap E_l = \emptyset$ and $(E_l + (j + 1)) \cap E_l = \emptyset$. (Here, + is carried out in $\mathbb{N}$.) Let $F_{l+1} = D_{l+1} \setminus \{\emptyset\}$. Notice that $(F_{l+1} + 1) \cap F_{l+1} = \emptyset$.

We define

$$B_k = \{\{x_i\} \in A : x_i \in E_l \& x_{i+1} \in F_{l+1}\}.$$  

As $l \geq l_0$, we have that

$$\mu(B_k) = \mu(E_l) \cdot \mu_{l+1}(F_{l+1})$$

$$\geq \left(1 - \frac{1}{m_j}\right) \frac{|D_l| - 2}{|D_l|} \left(1 - \frac{1}{m_{l+1}}\right) \frac{|D_{l+1}| - 1}{|D_{l+1}|}$$

$$> 1 - \varepsilon.$$  

To complete the proof, we will show that $f^k(B_k) \cap B_k = \emptyset$ by considering two cases.

In the first case, assume that $2^l + j + 1 \leq 2^{l+2} - 1$. Let $\{x_i\} \in B_k$. We have that $\{x_i\} \in C(k, B_k, l, 0) \cup C(k, B_k, l, 1)$. If $\{x_i\} \in C(k, B_k, l, 1)$, then $f^k(\{x_i\}) \notin B_k$ as $(E_l + j) \cap E_l = \emptyset$. If $\{x_i\} \in C(k, B_k, l, 1)$, then $f^k(\{x_i\}) \notin B_k$ as $(E_l + (j + 1)) \cap E_l = \emptyset$. Hence, in this case we have that $f^k(B_k) \cap B_k = \emptyset$.

Now, assume that $2^l + j + 1 \geq 2^{l+2}$. Note that $j > 2^l$. Let $\{x_i\} \in B_k$. As $j > 2^l$, we have that $f^k(\{x_i\})$ has the property that its $l$th coordinate is not in $E_l$ or its $l$th coordinate is in $E_l$ and we have a carry over in the $(l + 1)$st position, implying that $(l + 1)$st coordinate of $f^k(\{x_i\})$ is in $F_{l+1} + 1$. Summarizing, we have that

$$f^k(B_k) \subseteq \{x \in A : x_j \notin E_j\} \cup \{x \in A : x_{j+1} \in (F_{l+1} + 1)\}.$$  

As $(F_{l+1} + 1) \cap F_{l+1} = \emptyset$, we have that $f^k(B_k) \cap B_k = \emptyset$ and completing the proof. \hfill $\square$

5. Proof of Transitivity Results

**Proof of Theorem 5.3 (≡)** Let $\varepsilon > 0$. Choose integers $i \leq j$ so that $\psi_{i,j} > 1 - \varepsilon$.

Let $A \subseteq \prod_{i=1}^j A_s$ and $h = (h_i, h_{i+1}, ..., h_j) \in \prod_{i=1}^j A_s$ be such that $\psi_{i,j} = \mu_{i,j}(A)$ and $(A + h) \cap A = \emptyset$. Let $k$ be the positive integer whose representation has zero everywhere except in the $i$, $i + 1$, ..., $j$th positions where there are respectively $h_i, h_{i+1}, ..., h_j$. Now take $B = \prod_{i=0}^{j-1} A_s \times A \times \prod_{n=j+1}^\infty A_s$. Then, $\mu(B) = \mu_{i,j}(A) > 1 - \varepsilon$. Moreover, $f^k(B) \cap B = \emptyset$. Therefore, by Theorem 2.4, $T_f$ is transitive.

($\Rightarrow$) Suppose $T_f$ is transitive. Fix $\varepsilon > 0$. Then there exist $k \geq 1$ and measurable set $B \subseteq X$ with $\mu(X \setminus B) < \varepsilon$ and $B \cap f^k(B) = \emptyset$. As $\mu$ is tight, we can assume that $B$ is compact. Now we consider projections of $B$. Recall that $p_{i,j}(B)$ is the projection of $B$ onto $\{i, \ldots, j\}$ coordinates. For each $i$, let $B_i := p_{i,0}(B)$.

We note that $\mu_{0,i}(B_i) \geq \mu(B) > 1 - \varepsilon$. To complete the proof, we show that for some $i$, $(k + B_i) \cap B_i = \emptyset$, implying that $\psi_{0,i} > 1 - \varepsilon$.

Let $l$ be such that the representation of $k$ in $\{\alpha_l\}$ has zero in the $l$th position and beyond. To obtain a contradiction, assume that, for all $i > l$, there exists $x^{(i)} \in B_i$ such that $k + x^{(i)} \notin B_i$. For each $i$, let $\tilde{x}^{(i)} \in B$ be an extension of $x^{(i)}$, that is $p_{0,i}(\tilde{x}^{(i)}) = x^{(i)}$. Notice that $k + x^{(i)} = p_{0,i}(k + \tilde{x}^{(i)})$ for all $i > k$. As $B$ is compact, we may choose a subsequence $\{\tilde{x}^{(n)}\}$ of $\{x^{(i)}\}$ which converges to some $x$ in $B$. Moreover, we may require that $p_{0,n_i}(x) = p_{0,n_i}(\tilde{x}^{(n_i)})$ for all $i$. Therefore, for all $i \geq k$

$$p_{0,n_i}(k + x) = k + p_{0,n_i}(x) = k + p_{0,n_i}(\tilde{x}^{(n_i)}) = k + x^{(n_i)} \in B_{n_i}.$$
Hence, we have shown that for arbitrary large \( n \), we have that first \( n_i \) coordinates of \( k + x = f^k(x) \) equals first \( n_i \) coordinates of some element of \( B \). As \( B \) is closed, we have that \( f^k(x) \in B \). However, this contradicts that \( f^k(B) \cap B = \emptyset \). Hence, we have that for some \( i \), \((k + B_i) \cap B_i = \emptyset \).

\( \square \)

**Proof of Corollary 3.5** The corollary follows from the fact that \( \eta_i \leq \psi_i \) and Theorem 3.4.

\( \square \)

**Proof of Theorem 3.6** Let \( \{\alpha_n\} \) be such that \( \liminf_n \alpha_n = t < \infty \). We may choose a strictly increasing sequence of positive integers \( \{n_k\} \) such that \( \alpha_{n_k} = t \) for all \( k \). Moreover, we may also require that for infinitely many \( n \)'s not belonging to \( \{n_k\} \) we also have that \( \alpha_n = t \). We define \( \mu_n \) in the following fashion: if \( n \) does not belong to \( \{n_k\} \), then \( \mu_n \) has the uniform distribution on \( A_n \). For \( n = n_k \), we let \( \mu_n \) be such that

\[
\mu_n(0) = 1 - \frac{1}{m_n} \quad \mu_n(i) = \frac{1}{m_n(\alpha_n - 1)} \quad \forall i \leq \alpha_n - 1,
\]

where \( m_n = k + 3 \). We note that \( \lim_n \frac{1 - \eta_n}{\alpha_n} \neq 0 \) as there are infinitely many \( n \)'s for which \( \eta_n = 1/t \) and \( \alpha_n = t \). We also have that \( \limsup_n \eta_n = 1 \). In light of Lemma 4.4 and Corollary 3.5, \( T_f \) is transitive but not mixing, provided that we show that \( T_f \) is continuous, or equivalently, that \( \{\mu_n\} \) satisfies Condition (\( \diamond \)). To this end, fix \( l \geq 1 \) and \( j \in A_l \). We note that if \( l \) does not belong to \( \{n_k\} \), then

\[
\lambda_l(j) \prod_{i=0}^{l-1} \lambda_i(0) = \prod_{k=0}^{p} (m_k - 1)(\alpha_{n_k} - 1) \geq 1,
\]

where \( p \) is the largest integer so that \( n_p \leq l - 1 \). In the case that \( l = n_p \) for some \( p \), we have that

\[
\lambda_l(j) \prod_{i=0}^{l-1} \lambda_i(0) \geq \frac{1}{m_p(\alpha_{n_p} - 1)} \prod_{k=0}^{p-1} (m_k - 1)(\alpha_{n_k} - 1)
\]
\[
\geq \frac{m_{p-1} - 1}{m_p} \cdot \frac{1}{t - 1}
\]
\[
\geq \frac{2}{4} \cdot \frac{1}{t - 1}.
\]

Hence,

\[
\liminf_{l \geq 1, j \in A_l} \lambda_l(j) \prod_{i=0}^{l-1} \lambda_i(0) \geq \frac{1}{2} \cdot \frac{1}{t - 1},
\]

verifying that \( \{\mu\} \) satisfies Condition (\( \diamond \)) in this case.

\( \square \)

**Proof of Theorem 3.7** Assume the hypotheses. To avoid trivial cases, we assume that \( \alpha_n \geq 4 \) for all \( n \). (If \( \alpha_n < 4 \) for infinitely many \( n \)'s, then we are done by Theorem 3.6.) We define \( \mu_n \) on \( A_n \) in the following fashion,

\[
\mu_n(i) = \frac{1}{2} \left( 1 - \frac{1}{m_n} \right) \quad \forall i \in \{0, 1\} \quad \mu_n(i) = \frac{1}{m_n(\alpha_n - 2)} \quad \forall i \notin \{0, 1\},
\]
where \( m_n = 2^n + 1 \). Let us show that \( \{\mu_n\} \) satisfies Condition (\( \diamond \)). To this end, observe that for all \( n \in \mathbb{N} \) and \( 1 \leq i \leq \alpha_n - 1 \) we have

\[
\lambda_n(0) = \frac{1}{2} \left( 1 - \frac{1}{m_n} \right) m_n (\alpha_n - 2) \quad \quad \lambda_n(i) \geq \frac{1}{m_n (\alpha_n - 2)}.
\]

Hence, for all \( l \geq 1 \) and \( j \in A_l \), we have that

\[
\lambda_l(j) \prod_{i=0}^{l-1} \lambda_i(0) \geq \frac{1}{m_l(\alpha_l - 2)} \prod_{i=0}^{l-1} \frac{1}{2} \left( 1 - \frac{1}{m_i} \right) m_i (\alpha_i - 2) \]
\[
= \frac{1}{2^{2l}} \frac{\prod_{i=0}^{l-1} (m_i - 1)}{m_l} \cdot \frac{\prod_{i=0}^{l-1} 2(\alpha_i - 2)}{\alpha_l - 2} \]
\[
\geq \frac{1}{2^{2l}} \cdot \frac{2^{l(l-1)/2}}{2^l + 1} \cdot \frac{\prod_{i=0}^{l-1} \alpha_i}{\alpha_l}.
\]

We note that

\[
\lim_{l \to \infty} \frac{1}{2^{2l}} \cdot \frac{2^{l(l-1)/2}}{2^l + 1} = \infty,
\]
and, by hypothesis,

\[
\liminf_l \frac{\prod_{i=0}^{l-1} \alpha_i}{\alpha_l} > 0,
\]
verifying

\[
\inf_{l \geq 1, j \in A_l} \lambda_l(j) \prod_{i=0}^{l-1} \lambda_i(0) > 0
\]

and Condition (\( \diamond \)).

We next show that \( T_f \) is transitive. Let \( D_n \subseteq A_n \) be defined as \( \{0, 1\} \). As \( \alpha_n \geq 4 \) for all \( n \), we have that \( (D_n + 2) \cap D_n = \emptyset \). Hence,

\[
\psi_n \geq \mu_n(D_n) = 1 - \frac{1}{m_n} = 1 - \frac{1}{2^n + 1}.
\]

Now, by Theorem 3.3 it follows that \( T_f \) is transitive.

Let us finally show that \( T_f \) is not mixing. Let \( 0 < \varepsilon < \frac{1}{64} \). Note that, for all \( l \in \mathbb{N} \), we have that \( \mu_l(0) = \mu_l(1) \geq \frac{1}{4} \). Therefore, for all \( l \) we have that

\[
\varepsilon < \frac{1}{16} \min(\mu_l(0), \mu_l(1)).
\]

Hence, by Lemma 4.2 we have that for every \( l \), there exists \( m > l \) such that for all \( B \) with \( \mu(B) > 1 - \varepsilon \) we have that \( f^m(B) \cap B = \emptyset \). By Theorem 2.3, we have that \( T_f \) cannot be mixing.

The following lemma will aid us in the proof of Theorem 3.8

**Lemma 5.1.** Suppose \( \{\alpha_k\} \) and \( \{\mu_k\} \) are such that \( T_f \) is continuous. If \( T_f \) is transitive, then for every \( \varepsilon > 0 \), there is an open set \( U \subseteq A \) with \( \mu(U) < \varepsilon \) and a positive integer \( k \) such that \( \mu(f^k(U)) > 1 - \varepsilon \).

**Proof.** Let \( \varepsilon > 0 \). As \( T_f \) is transitive, by Theorem 2.3 we may choose \( B \subseteq A \) with \( \mu(B) > 1 - \varepsilon \) and \( B \cap f^k(B) = \emptyset \). By the fact that every Borel probability measure is tight, we can choose a closed set \( C \subseteq B \) so that \( \mu(C) > 1 - \varepsilon \). Hence, after renaming, we may assume that \( B \) is closed. Let \( U = A \setminus B \). Then, \( \mu(U) < \varepsilon \). Moreover, as \( f \) is a bijection, since \( f = f_\alpha \), and \( B \cap f^k(B) = \emptyset \), \( f^k(U) \) contains \( B \) and hence \( \mu(f^k(U)) > 1 - \varepsilon \). \( \square \)
Proof of Theorem 3.8 Let $T_f$ be transitive and assume, by contradiction, that the sequence $\{\rho_n\}_{n=0}^{\infty}$ is bounded. Let $M > 2$ satisfy
$$\sup_{n \in \mathbb{N}} \rho_n \leq M.$$ Let $D := [d_0, d_1, \ldots, d_j]$ be a fixed basic cylinder, then $\mu(f^k(D)) \leq M\mu(D)$ for all $k \geq 1$. Indeed, as $f^k(D)$ is a cylinder of the form $[e_0, e_1, \ldots, e_j]$, we have
$$\mu(f^k(D)) = \mu_0(e_0)\mu_1(e_1) \cdots \mu_j(e_j) \leq \eta_0\eta_1 \cdots \eta_j \leq M(\delta_0\delta_1 \cdots \delta_j) \leq M(\mu_0(d_0)\mu_1(d_1) \cdots \mu_j(d_j)) = M\mu(D),$$

As each open set can be written as a countable union of pairwise disjoint basic cylinders, by the additivity property of measures, we have that, for all open sets $U$ and all positive integers $k$,
$$\mu(f^k(U)) \leq M\mu(U).$$

Now, let $\varepsilon := 1/M^2$, and $U$ be any open set with $\mu(U) < \varepsilon$. Then, for all $k \geq 1$,
$$\mu(f^k(U)) < M\varepsilon = 1/M < 1 - \varepsilon.$$ By Lemma 5.1 $T_f$ cannot be transitive, yielding a contradiction. \qed
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