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1. Introduction

An understanding of charged species transport is critical to the development of electrochemical and electrokinetic systems relevant to a wide range of disciplines (engineering, chemistry, physics) and applications (sensing, energy, water purification). Systems that employ non-linear electrokinetics, in which the electric field is varied spatially (and also temporally in some cases), are especially difficult to model. For example, charged species can be electrokinetically focused along a steep electric field gradient formed near an ion-selective membrane or a bipolar electrode (BPE) \cite{1, 2}. In both cases, the electric field gradient results from the local depletion of charge carriers at one end of the membrane (by selective charge transport) or BPE (by faradaic reactions) \cite{3}. The formation of an ion depletion zone (IDZ) and ion enrichment zone (IEZ) at opposite sides of the membrane or BPE is called ion concentration polarization (ICP). A few prominent applications include water purification and desalting \cite{4, 5}, biomedical engineering \cite{5}, and enrichment and detection of trace analytes \cite{6, 7}. In all of these applications, the stability of the IDZ drastically limits the volumetric throughput of these devices. Therefore, the ability to simulate species transport in these systems is critical to their advancement.

Species transport in electrochemical systems, such as ICP, is a complex multi-physics problem driven by diffusion, electromigration, and convection \cite{8}. Experimental approaches employed to characterize this multi-physics problem are generally limited to the measurement of electrical current or to the visualization of fluorescent tracer molecules. As a result, it is difficult to fully understand the mechanism of ICP using these methods alone. Therefore, there have been several numerical studies of transport in such systems to compliment experimental results. For example, Zangle et al. \cite{9, 10} derived 1-dimensional (1D) governing equations for ICP in a system comprising a micro-nano-micro junction and calculated shock wave-like IDZ and IEZ propagation along the microchannel segments, originating at the nanochannel. Using this approach, they found that Dukhin number (surface conductivity over bulk fluid conductivity) and the electrophoretic mobility of charged species are the
parameters that dictate the rate and extent of the propagation. Numerical results obtained by Mani and collaborators showed that chaotic fluid motion originates from the locally high electric field [11] or alternating current (AC) [12] even in the low Reynolds number regime. ICP is made further complex when, in addition to convection, diffusion, and migration, chemical reactions are involved. To address such a case, Kler et al. included reaction terms to simulate electrophoresis accompanied by acid and base reactions [13]. Similarly, Tallarek and coworkers included acid/base and faradaic reaction terms in the simulation of ICP at BPEs [14].

Although these studies exemplify successful simulation of charged species transport in non-linear electrokinetics, it is still challenging to obtain reliable results with a reasonable computational cost. The primary reason for this difficulty is the multi-scale nature of the problem [15]. The smallest scale feature that impacts the physics in electrochemical and electrokinetic systems is the electrical double layer (~10nm) or EDL, which comprises electrical potential and ion concentration gradients in the boundary layer present at a liquid-solid interface. In contrast, species transport relevant to most applications of such systems extend over length scales of ~10μm to ~1000μm. Importantly, unresolved boundary layers can result in unfavorable oscillations extending outside of the boundary layers into the bulk domain. Refining the mesh near the boundary is a reasonable approach to address challenges from multi-scale characteristics [11, 16] and provides reliable results in the entire domain. However, the computational cost incurred by the increased mesh density in the boundary layer can be prohibitive for very small Debye lengths. Considering that most applications are interested in what happens in the ‘bulk’ of the fluid domain (and its impact on current flux), not in the vicinity of the boundary, resolving the mesh near this layer is not computationally economical. Jia et al. [17, 18], using a commercial code, simplified complex boundary physics with electroosmotic slip velocity, which minimizes computational costs. However, there is ambiguity in the selection of the location where the slip boundary condition imposed away from an ion selective membrane transitions to a no-slip boundary condition, imposed on or adjacent to the membrane. Moreover, replacing the boundary layer with the slip boundary condition ignores concentration gradient driven flow [19, 20]. Therefore, there remains a need to reduce the computational cost of representing the boundary layer without oversimplifying the underlying physics.

In this work, we address this need by utilizing an approach used in fluid mechanics – the Dirichlet-to-Neumann transformation – this is used to efficiently model the no-slip condition (Dirichlet boundary condition) [21]. This approach provides a consistent and robust way of enforcing Dirichlet conditions by variational weakening of the no-slip condition into a Neumann type condition, especially in the context of Finite Element (FE) analysis. Such a strategy releases the point-wise no-slip condition imposed at the boundary of the fluid domain, thus minimizing the mesh resolution required to track the steep gradients close to the boundaries. This effect reliably imitates the presence (and effect) of the thin boundary layer [22, 23]. Enforcing Dirichlet boundary conditions weakly allows for an accurate overall flow solution even if the mesh size in the wall-normal direction is relatively large. This approach has substantially benefited efficient simulations of turbulent flow scenarios [24, 25] as well as other multi-physics flow scenarios [26, 27].

The present study develops a FEM framework for the fully coupled Navier-Stokes and Poisson-Nernst-Planck (NS-PNP) equations to simulate electrochemical and electrokinetic systems. To overcome difficulties from thin boundary layers, Dirichlet boundary conditions are weakly enforced [28, 21] in the PNP equations. While usage of the developed framework is not limited to specific application to electrochemical and electrokinetic systems, we demonstrate its efficacy in resolving calculations of electroosmotic flow (EOF) and ion concentration polarization (ICP). EOF and ICP were selected as test cases for two reasons - first, there has been growing interest in these phenomena due to their potential impact in chemical, biomedical, and environmental fields, and second, because these examples include the three fundamental transport mechanisms - convection, diffusion, and migration. Our findings are significant because, despite a much coarser mesh, the results obtained with weak BC showed good agreement to those obtained with strong BC, and furthermore, boundary flux calculations converged much faster to the solution using the weak BC. Collectively, these results demonstrate a significant reduction in computational load while retaining accuracy. Therefore, we expect that this weak BC approach will provide greater stability and accuracy in the simulation of a wide range of...
electrochemical and electrokinetic systems.

The outline of the rest of the paper is as follows: We begin by revisiting the governing equations for charged species transport followed by the non-dimensional forms of these governing equations in Section 2. Then, the FEM problems are defined with weakly imposed Dirichlet boundary conditions in Section 3. In Section 4, the developed framework is validated with a manufactured solution and by simulation of EOF, for which an analytical solution exists. Finally, 1D and 2D IDZs are simulated with weakly imposed Dirichlet boundary conditions, and the calculated boundary flux is compared with that obtained with strongly imposed Dirichlet boundary conditions. We conclude in Section 5.

2. Charged species transport
2.1. Governing equations

Poisson-Nernst-Planck (PNP): Without loss of generality, we consider a canonical problem of solvent flow and species transport in a (micro)channel configuration. This problem encompasses both the electroosmotic and pressure driven regimes. We consider $N > 1$ number of charged species with subscript $i$ indicating the species index. The species flux $j^*_i$, which is driven by diffusion, migration, and convection, is written as:

$$j^*_i = -D_i \nabla^* c^*_i - D_i \frac{z_i F}{RT} c^*_i \nabla^* \phi^* + u^* \cdot \mathbf{n} c^*_i.$$

Eq. (1) is the Nernst-Planck equation [8] for the $i^{th}$ species. $D_i$ is the diffusivity, $c^*_i$ is concentration of the species, $z_i$ is the valence of species, $F$ is the Faraday constant, $R$ is the gas constant, $T$ is the temperature, $\phi^*$ is the electric potential, and $u^*$ is the fluid velocity. We get the rate of change of the species concentration by considering flux balance,

$$\frac{\partial c^*_i}{\partial t^*} + u^* \cdot \nabla^* c^*_i = \nabla^* \cdot (D_i \nabla^* c^*_i + D_i \frac{z_i F}{RT} c^*_i \nabla^* \phi^*).$$

Potential $\phi^*$ is obtained from the Poisson equation, which describes Gauss’s law,

$$-\varepsilon \nabla^2 \phi^* = \rho^*_e,$$

where $\varepsilon$ is the electric permittivity of solvent, and $\rho^*_e$ is the charge density given by

$$\rho^*_e = F \sum_{i=1}^{N} z_i^* c_i^*.$$

Boundary conditions (PNP): We focus on the boundary conditions of a permselective membrane. Typical boundary conditions for the counter-ion concentration $c_i^*$ at the permselective membrane are Dirichlet

$$c_i^* = c_{i,M}$$

and (zero) Neumann for co-ion species

$$j_i^* \cdot \mathbf{n} = 0$$

where, $\mathbf{n}$ is the outward pointing normal. The boundary conditions for the potential at the permselective membrane are also typically Dirichlet

$$\phi^* = \phi_{M}^*$$

Remark 1. The zero Neumann condition Eq. 6 represents zero flux across the boundary. To maintain a zero current flux, diffusion and electric migration (in Eq. 1) cancel each other at the boundary. As a result, there can be non-zero gradients of the concentration and the potential with a zero current flux boundary condition. This condition is in contrast to heat transfer or diffusion-convection problems involving a single variable.

---

1The asterisk (*) is used for dimensional quantities, so that the notation is simplified when we consider non-dimensional terms.

2We follow the convention that bold symbols represent vectors with dimension, $d$. 
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**Navier-Stokes (NS):** In conjunction with the Poisson-Nernst-Planck equations, the solvent momentum transport is described by the Navier-Stokes equation

\[
\rho^* \frac{\partial \mathbf{u}^*}{\partial t} + \nabla^* \cdot (\rho^* \mathbf{u}^* \otimes \mathbf{u}^*) = -\nabla^* \mathbf{p}^* + \eta^* \nabla^2 \mathbf{u}^* + \mathbf{f}_b^*.
\]  

(8)

\(\rho^*\) is the density of solution, \(\mathbf{p}^*\) is pressure, \(\eta^*\) is the dynamic viscosity. The last term of equation (8) is the body force due to an electric field acting on charged species, which couples the Navier-Stokes equation with equations (2) and (3)

\[
\mathbf{f}_b^* = -\sum_{i=1}^{N} z_i c_i^* \nabla^* \phi^*.
\]  

(9)

The carrier fluid is assumed to be incompressible

\[
\nabla^* \cdot \mathbf{u}^* = 0.
\]  

(10)

**Boundary conditions:** At the electrodes, the no-slip condition for velocity is enforced, \(\mathbf{u}^* = 0\)

2.2. **Non-dimensional forms of governing equations**

The variables and operators in the governing equations are scaled by characteristic quantities to obtain non-dimensional forms of the governing equations,

\[
x = \frac{x^*}{L_c}, \quad \mathbf{u} = \frac{\mathbf{u}^*}{U_c}, \quad p = \frac{p^*}{p_c}, \quad c_i = \frac{c_i^*}{c_c^*}, \quad \phi = \frac{\phi^*}{\phi_c^*}, \quad \rho^* = \frac{\rho^*}{\rho_c^*}, \quad \mathbf{f}_b = \frac{\mathbf{f}_b^*}{\eta_c^*},
\]  

(11)

where subscript \(c\) denotes characteristic quantities. The reference length \(L_c^3\) is chosen to be the channel width, \(L\). The characteristic concentration, potential, fluid velocity, pressure, and time scale (which is derived from velocity and length references) respectively are as follows,

\[
c_c = I_b = \frac{1}{2} \sum_{i=1}^{N} z_i^2 c_i^{\text{initial}}, \quad \phi_c = V_T = \frac{RT}{F}, \quad U_c = \frac{D}{L}, \quad p_c = \frac{\eta D}{L^2}, \quad \tau = \frac{L^2}{D}.
\]  

(12)

Where \(I_b\) is the ionic strength of the bulk electrolyte and \(V_T\) is thermal voltage, \(D\) is the average diffusion coefficient of the species. Substituting dimensional quantities and operators with normalized variables and operators provides the non-dimensional equations as follows,

Species flux: \(j_i = -\nabla c_i - z_i c_i \nabla \phi + u c_i,\)

Nernst-Planck: \(\frac{\partial c_i}{\partial t} + \mathbf{u} \cdot \nabla c_i = \nabla \cdot (\nabla c_i + z_i c_i \nabla \phi),\)

Poisson: \(-2\Lambda^2 \nabla^2 \phi = \rho_c,\)

Navier-Stokes: \(\frac{1}{S_c} \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla \mathbf{p} + \nabla^2 \mathbf{u} + \mathbf{f}_b,\)

Continuity: \(\nabla \cdot \mathbf{u} = 0,\)

Normalized charge density: \(\rho_c = \sum_{i=1}^{N} z_i c_i,\)

Body force: \(\mathbf{f}_b = -\frac{K}{2\Lambda^2} \sum_{i=1}^{N} c_i z_i \nabla \phi,\)

---

3From now on we drop the subscript \(c\) for concise notation.
where $\Lambda$ is the normalized Debye length $^4 \Lambda = \lambda/L$,

$$\Lambda = \sqrt{\frac{1}{2} \frac{eRT}{F^2 L_b}}. \quad (20)$$

$Sc = \frac{\eta}{D}$ is the Schmidt number which is the ratio of viscous effects to diffusion, and $\kappa$ is electrohydrodynamic coupling constant [11] given by,

$$\kappa = \frac{e}{\eta D} \left( \frac{RT}{F} \right)^2. \quad (21)$$

and the non-dimensionalized boundary conditions corresponding to those detailed in the previous sub-section.

**Remark 2.** For a typical microchannel (channel hydraulic diameter ranging from $1 \mu m$ to $1 mm$), $\Lambda$ is small (ranging from $\Lambda = 1 \times 10^{-2}$ to $1 \times 10^{-5}$), forming a thin boundary layer for species concentration and potential. However, the flow is in the laminar regime. Thus, we focus on applying the Dirichlet-to-Neumann transformation only on the PNP equations, and strongly enforce the no-slip conditions for velocity.

**Remark 3.** There are several alternate choices for the characteristic length scale, which in turn affect the characteristic timescale. One alternative is to use the Debye length, $\lambda$ as the characteristic length. This results in a very small characteristic timescale [29]. Another alternative defines the characteristic length scale as the harmonic mean of the channel hydraulic diameter and the Debye length, $L_c = \sqrt{\lambda \Lambda}$. These alternative timescales are particularly useful to resolve scenarios with small $\Lambda$. See details in Appendix A. In this study, $L_c = \sqrt{\lambda \Lambda}$ (and thus, $\tau = \lambda \Lambda / D$) was used for small $\Lambda$ ($\Lambda < 1 \times 10^{-2}$), while $L_c = L$ (and thus, $\tau = L^2 / D$) was used for moderate to large $\Lambda$ ($\Lambda \geq 1 \times 10^{-2}$).

### 3. Variational form and the Dirichlet-to-Neumann transformation

#### 3.1. Weak form of the equations

Consider the spatial domain as $\Omega_D$, with $\partial \Omega_D$ as its boundary, and by $\Gamma_D$ the boundary where the weak boundary conditions are enforced. We can define the variational problem as follows.

**Definition 1.** Let $(\cdot, \cdot)$ be the standard $L^2$ inner product over the subscript (i.e. either $\Omega_D$ or $d \Omega_D / \Gamma_D$). We state the variational problem as follows: find $u(x) \in H^1_0(\Omega)$ such that

**Nernst Planck Eqs:**

$$B_{NP,i}(q; c_i, \phi, u) + L_{NP,i}(q; c_i, \phi) = 0, \text{ for } i = 1, ..., N, \quad (22)$$

**Poisson Eqn:**

$$B_p(q; \phi) + L_p(q; \phi) = 0, \quad (23)$$

**Navier-Stokes:**

$$B_{NS}(w; q; u, p) + L_{NS}(w; u) = 0, \quad (24)$$

$\forall w \in H^1_0(\Omega), \forall q \in H^1(\Omega)$.

---

$^4$The Debye length, or Debye screening length, $\lambda$ characterizes the electrokinetics near a charged wall. The surface charge at the wall repels co-ions and attracts counter-ions. This electrokinetic repulsion and attraction is countered by thermal energy, thereby forming a diffuse layer adjacent of the wall. $\lambda$ is the length from the wall into the fluid at which the electric static potential balances the thermal energy [8].

$^5$Here the subscript 0 for the Sobolev space $H^1_0(\Omega)$ represents zero velocities on the boundary in the trace sense.
where $\mathcal{B}$ and $\mathcal{L}$ represent the bilinear and linear forms respectively for each equation given by,

\begin{align}
\text{Nernst-Plank Eqns:} & \quad \mathcal{B}_{NP,i}(q; c_i, \phi, u) = \left( q, \frac{\partial c_i}{\partial t} \right)_\Omega + \left( q, u \cdot \nabla c_i \right)_\Omega + (\nabla q, \nabla c_i)_\Omega \\
& \quad + (\nabla q, z_i c_i \nabla \phi)_\Omega, \\
\mathcal{L}_{NP,i}(q; c_i, \phi) &= -(q, \nabla c_i \cdot n - c_i \nabla \phi \cdot n)_{\partial \Omega_D / \Gamma_D}, \\
\text{Poisson Eqns:} & \quad \mathcal{B}_P(q; \phi) = 2\Lambda^2 (\nabla q; \nabla \phi)_\Omega, \\
\mathcal{L}_P(r; \phi) &= -2\Lambda^2 (r, \nabla \phi \cdot n)_{\partial \Omega_D / \Gamma_D} - (r, \rho_c)_\Omega, \\
\text{Navier-Stokes Eqns:} & \quad \mathcal{B}_{NS}(w, q; u, p) = \frac{1}{\mathcal{S}_c} \left( w, \frac{\partial u}{\partial t} \right)_\Omega + \frac{1}{\mathcal{S}_c} \left( w, u \cdot \nabla u \right)_\Omega + (q, \nabla \cdot u)_\Omega \\
& \quad - (\nabla \cdot w, p)_\Omega + (\nabla w, \nabla u)_\Omega, \\
\mathcal{L}_{NS}(w; u, p) &= -(w, \nabla u \cdot n)_{\partial \Omega_D} + (w \cdot n, p)_{\partial \Omega_D} - (w, f_b)_{\Omega_D}.
\end{align}

3.2. Semi-discrete time-scheme

We utilize a fully-implicit first order backward Euler scheme. Let $t^n := nk$; We can then define the time-discrete variational problem as follows.

**Definition 2** (time-scheme). Let $(\cdot, \cdot)$ be the standard $L^2$ inner product over the subscript (i.e. either $\Omega_D$ or $d\Omega_D / \Gamma_D$). We state the variational problem as follows: find $u^{n+1}(x) \in H^1_0(\Omega), c^{n+1}_1(x), \ldots, c^{n+1}_N(x), \phi^{n+1}(x), p^{n+1}(x) \in H^1(\Omega)$ such that

\begin{align}
\text{Nernst Planck Eqns:} & \quad \mathcal{B}_{NP,i}(q; c^{n+1}_i, c^n_i, \phi^{n+1}, u^{n+1}) + \mathcal{L}_{NP,i}(q; c^{n+1}_i, \phi^{n+1}) = 0, \quad \text{for } i = 1, \ldots, N, \\
\text{Poisson Eqn:} & \quad \mathcal{B}_P(q; \phi^{n+1}) + \mathcal{L}_P(q; \phi^{n+1}) = 0, \\
\text{Navier-Stokes:} & \quad \mathcal{B}_{NS}(w, q; u^{n+1}, u^n, p^{n+1}) + \mathcal{L}_{NS}(w; u^{n+1}, p^{n+1}) = 0,
\end{align}

$\forall w \in H^1_0(\Omega), \forall q \in H^1(\Omega)$, given $u^n \in H^1_0(\Omega)$, and $c^{n}_1(x), \ldots, c^{n}_N(x), \in H^1(\Omega).$

with the bilinear and linear forms for each equation given by,

\begin{align}
\text{Nernst-Plank Eqns:} & \quad \mathcal{B}_{NP,i}(q; c^{n+1}_i, c^n_i, \phi^{n+1}, u^{n+1}) = \left( q, c^{n+1}_i - c^n_i \right)_\Omega + \left( q, u^{n+1} \cdot \nabla c^{n+1}_i \right)_\Omega \\
& \quad + (\nabla q, \nabla c^{n+1}_i)_\Omega + (\nabla q, z_i c^{n+1}_i \nabla \phi^{n+1})_\Omega, \\
\mathcal{L}_{NP,i}(q; c^{n+1}_i, \phi^{n+1}) &= -(q, \nabla c^{n+1}_i \cdot n - c^{n+1}_i \nabla \phi^{n+1} \cdot n)_{\partial \Omega_D / \Gamma_D}, \\
\text{Poisson Eqns:} & \quad \mathcal{B}_P(q; \phi^{n+1}) = 2\Lambda^2 (\nabla q; \nabla \phi^{n+1})_\Omega, \\
\mathcal{L}_P(r; \phi^{n+1}) &= -2\Lambda^2 (r, \nabla \phi^{n+1} \cdot n)_{\partial \Omega_D / \Gamma_D} - (r, \rho_c^{n+1})_\Omega, \\
\text{Navier-Stokes Eqns:} & \quad \mathcal{B}_{NS}(w, q; u^{n+1}, u^n, p^{n+1}) = \frac{1}{\mathcal{S}_c} \left( w, \frac{u^{n+1} - u^n}{k} \right)_\Omega + \frac{1}{\mathcal{S}_c} \left( w, u^{n+1} \cdot \nabla u^{n+1} \right)_\Omega \\
& \quad + (q, \nabla \cdot u^{n+1})_\Omega - (\nabla \cdot w, p^{n+1})_\Omega + (\nabla w, \nabla u^{n+1})_\Omega, \\
\mathcal{L}_{NS}(w; u^{n+1}, p^{n+1}) &= -(w, \nabla u^{n+1} \cdot n)_{\partial \Omega_D} + (w \cdot n, p^{n+1})_{\partial \Omega_D} - (w, f_b^{n+1})_{\Omega_D}.
\end{align}

3.3. Spatial discretization with stabilization

For notational simplicity we consider the time derivatives as continuous while we describe the spatial discretization. As we seek a continuous Galerkin discretization with equal order interpolation
for velocity and pressure, we utilize a popular stabilization-based approach — streamwise/upwind Petrov–Galerkin (SUPG) in conjunction with pressure stabilized Petrov-Galerkin (PSPG) [30, 31]. The SUPG stabilization also allows us to stabilize advective terms in Navier-Stokes and Nernst-Planck equations.

To achieve the spatial discretization, we substitute the infinite-dimensional spaces in definition 1 by their discrete counterparts using conforming Galerkin finite elements augmented along with SUPG stabilization. Considering a tessellation of the domain $\Omega = \bigcup_{i=1}^{N_{el}} \Omega_i$ into $N_{el}$ non-overlapping elements, the space-discrete form of the Navier-Stokes—Poisson-Nernst-Plank (NS-PNP) variational problem is given by:

**Definition 3.** find $u(x) \in H^1_0(\Omega)$, $c_1(x), ..., c_N(x), \phi(x), p(x) \in H^1(\Omega)$ such that

\[
\begin{align*}
\text{Nernst Planck Eqs:} & \quad B_{N_{el},i}^\text{h}(q_i^h, c_i^h, \phi_i^h, u_i^h) + L_{N_{el},i}^\text{h}(q_i^h, c_i^h, \phi_i^h) \\
& \quad + \sum_{k=1}^{N_{el}} (\tau_{\text{SUPG}}(\nabla \phi_i^h + u_i^h) \cdot \nabla q_i^h + \partial c_i^h / \partial t + u_i^h \cdot \nabla \phi_i^h) = 0, \text{ for } i = 1, ..., N, \\
\text{Poisson Eqs:} & \quad B_p^\text{h}(q^h, \phi^h) + L_p^\text{h}(q^h, \phi^h) = 0, \\
\text{Navier-Stokes Eqs:} & \quad B_{NS}^\text{h}(w^h, q^h, u^h, p^h) + L_{NS}^\text{h}(w^h, u^h) \\
& \quad + \sum_{k=1}^{N_{el}} (\tau_{\text{SUPG}}(u_i^h \cdot \nabla w^h, \partial u_i^h / \partial t + u_i^h \cdot \nabla u_i^h - f_b^h) \\
& \quad + \sum_{k=1}^{N_{el}} (\tau_{\text{PSPG}}(\phi_i^h, \partial u_i^h / \partial t + u_i^h \cdot \nabla u_i^h - f_b^h) = 0, \\
\forall w \in H^1_0(\Omega), \forall q \in H^1(\Omega).
\end{align*}
\]

The last term (in blue) in Eq. 40, and the second last term (in blue) in Eq. 42 are the SUPG stabilization terms, while the last term in Eq. 42 is the pressure stabilized petro-galerkin (PSPG) stabilizer. $\tau_{\text{SUPG}}$ and $\tau_{\text{PSPG}}$ are the standard coefficients for the SUPG and PSPG terms [31].

### 3.4. Dirichlet-to-Neumann transformation for the Poisson-Nernst-Plank equation

Now, we present the formulation for weakly imposing Dirichlet boundary conditions. Without loss of generality, we consider the Dirichlet-to-Neumann transformation on the boundary, $\Gamma_D$. On this boundary, Dirichlet conditions are imposed on the species concentration, $c_i = g_{ci}$, and potential $\phi = g_{\phi}$. The Dirichlet-to-Neumann transformation replaces the strong imposition of these boundary conditions by a set of three boundary integral terms [21] — representing the standard weakening (for consistency), its adjoint, and a penalty term. The penalty term ensures that as the mesh is refined, the strong imposition (i.e. Dirichlet condition) of boundary condition is recovered.

The variational form of the NS–PNP equations including these three additional terms (in red) for the Poisson, and the Nernst-Plank equation is given as:

---
Definition 4. \( \text{find } \mathbf{u}(x) \in H^1_0(\Omega), c_1(x), ..., c_N(x), \phi(x), p(x) \in H^1(\Omega) \) such that

**Nernst Planck Eqs:** \( \mathcal{B}^h_{NP, i}\left(q^h_i, c^h_i, \phi^h, \mathbf{u}^h\right) + \mathcal{L}^h_{NP, i}\left(q^h_i, c^h_i, \phi^h\right) + \sum_{k=1}^{N_d} \left( \tau_{SUPG} (\nabla \phi^h + \mathbf{u}^h) \cdot \nabla q^h_i + \frac{\partial c^h_i}{\partial t} + \mathbf{u}^h \cdot \nabla c^h_i \right) - \left( q^h_i \nabla c^h_i - n - c^h_i \nabla \phi^h - n \right)_{\Gamma_D} - \left( \nabla q^h_i \cdot n - c^h_i - g_{ci} \right)_{\Gamma_D} + \left( \frac{C_{NP}}{\nu_{el}} q^h_i, c^h_i - g_{ci} \right)_{\Gamma_D} = 0, \text{ for } i = 1, ..., N, \) (43)

**Poisson Eqn:** \( \mathcal{B}^h_p\left(q^h; \phi^h\right) + \mathcal{L}^h_p\left(q^h; \phi^h\right) - 2\Lambda^2 \left( q^h, \nabla \phi^h \cdot n \right)_{\Gamma_D} - 2\Lambda^2 \left( \nabla q^h \cdot n, \phi^h - g_{\phi} \right)_{\Gamma_D} + \left( \frac{C_p}{\nu_{el}} q^h_i, c^h_i - g_{\phi} \right)_{\Gamma_D} = 0, \) (44)

**Navier-Stokes Eqs:** \( \mathcal{B}^h_N\left(\mathbf{w}^h, q^h, \mathbf{u}^h, p^h\right) + \mathcal{L}^h_N\left(\mathbf{w}^h, \mathbf{u}^h\right) + \sum_{k=1}^{N_d} \left( \tau_{SUPG} \mathbf{u}^h \cdot \nabla \mathbf{w}^h + \frac{\partial \mathbf{u}^h}{\partial t} + \mathbf{u}^h \cdot \nabla \mathbf{u}^h - f_b^h \right) \) (45)

\( \forall \mathbf{w} \in H^1_0(\Omega), \forall q \in H^1(\Omega). \)

The last term in Eq. 43 and Eq. 44 are the penalty-like terms [21]. \( C_{NP} \) and \( C_p \) are the penalty coefficients that are specified based on inverse element estimates [31, 32]. We set them equal to 4 for the simulation results shown in this work. The first two terms in red in Eq. 43 and Eq. 44 represent, respectively, the consistency term (arising from weakening the highest derivative terms in these equations), and the adjoint consistency term. The adjoint consistency term ensures better conditioning of the ensuing stiffness matrix.

**Remark 4.** The weak imposition of Dirichlet boundary conditions on NS is not considered, as the main focus of the current study is the charged species transport in microfluidic applications. Low Re in microfluidic applications ensures reasonably large fluid boundary layers; thus, the necessity of weakly imposed boundary condition for the Navier-Stokes equation diminishes.

**Remark 5.** We use a block iterative approach for solving the Possion-Nernst-Plank, and Navier-Stokes equations per time step. This ensures decoupled treatment of the \( c_i \) and \( \phi \) terms in the boundary terms. Block iteration between the Poisson and Nernst-Planck equations allows separate weak BC implementation for \( c_i \) and \( \phi \), as \( \phi \) can be treated like a constant during the iteration for NP. In addition, block iteration removes the non-linearity in the NP equation, see Section 4 for more details on numerical methods.

4. Strategy for implementation

As specified before, we use a block iterative strategy to solve the set of equations. This approach provides several advantages, including (a) reducing the number of degrees of freedom per solve,
(b) mitigating the numerical stiffness that exists between the equations (especially the large body force in the momentum equation), (c) enabling (simplified) weak imposition of Dirichlet boundary conditions by allowing separate treatment for \( c_i \) and \( \phi \) (see the boundary condition terms in Eq. 43 and Eq. 44), and (d) converting the non-linear PNP equation into a set of two linear equations — Poisson and Nernst-Plank.

A flow chart of the approach is illustrated in Figure 1. We utilize a Backward Euler time step for all equations. We implement a parallel version of this method within our in-house parallel finite element framework. The domain decomposition is achieved via ParMETIS [34]. We make use of the Petsc library, which provides efficient parallel implementations of linear and non-linear solvers along with an extensive suite of preconditioners [35, 36, 37]. Specifically, we utilize the SNES construct (line search quasi-Newton) for the Navier-Stokes solver, and the KSP construct for the linear system.

5. Numerical experiments

5.1. Convergence against manufactured solution

We use the method of manufactured solutions to assess the convergence of our implementation. We select an input “solution”, and substitute it in the full set of governing equations. We then use the residual as a body force on the right-hand side of Eqs 40, 41, 42. We choose the following “solution” with appropriate body forcing terms:

\[
\begin{align*}
    u &= \cos(2\pi t)\sin(2\pi x)\cos(2\pi y), \\
    v &= -\cos(2\pi t)\cos(2\pi x)\sin(2\pi y), \\
    p &= \cos(2\pi t)\sin(2\pi x)\cos(2\pi y), \\
    c_+ &= \cos(2\pi t)\cos(2\pi x)\sin(2\pi y), \\
    c_- &= \cos(2\pi t)\sin(2\pi x)\cos(2\pi y), \\
    \phi &= -\cos(2\pi t)\cos(2\pi x)\sin(2\pi y).
\end{align*}
\] (46)

Note that the manufactured solution for the fluid velocity is divergence free. Our numerical experiments use the following non-dimensional parameters: \( \Lambda = 10^{-2}, S\varepsilon = 1, \kappa = 1.0 \). We fix the time step at \( \Delta t = 10^{-4} \), and vary the spatial mesh resolution using linear basis functions. Figure 2 shows the spatial convergence of \( L^2 \) errors (numerical solution compared with the manufactured solution) at \( t = 1 \). We observe second order convergence for velocity, species concentration and potential.

5.2. Electroosmotic flow (EOF) simulation and comparison with analytical results

Electroosmotic flow is a canonical microfluidic flow where the flow is driven by a potential drop \( \Delta \phi \) maintained across a channel with charged walls [38]. In the bulk solution away from the charged wall, charge neutrality is maintained (\( \rho_e = 0 \)). Hence, the bulk fluid does not respond to the applied potential drop. However, the charged wall attracts counter-ions and expels co-ions breaking the charge neutrality (\( \rho_e \neq 0 \)) in the fluid domain that is wall adjacent. This results in a non-zero body force term in the Navier-Stokes equation near the walls. Subsequently, the rest of bulk fluid is driven to a steady state profile by the shear stress from the near wall flow. This flow profile has a characteristic plug shape, which is distinct from pressure driven Poiseulle flow in microchannels. The plug velocity can be analytically computed and is given by [38]

\[
U_{\text{max}} = \frac{\varepsilon \phi_0}{\eta} E. \tag{47}
\]

where \( \phi_0 \) is potential difference between the channel wall and bulk fluid.

We demonstrate the ability of the NS-PNP framework to accurately predict this EOF profile. The boundary conditions and problem geometry are shown in Figure 3. The dimensional values of all quantities are provided in Table 1, while all simulations are performed in dimensionless terms. The applied potential difference per unit length across the channel was \( \Delta \phi = 0.039 \), the wall potential was \( \phi_0 = -2.32 \), and the inlet and outlet cation \( c_+ \) and anion \( c_- \) concentrations are set to 1. The charge
Load Initial Conditions
\( \phi_{k=0}^n = 0 \), \( c_{i,k=0}^n = 0 \), \( u_{k=0}^n = 0 \)

Increment time step, \( n = n + 1 \)
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\[ \left\| U_k^n - U_{k-1}^n \right\|_{L^2} < 10^{-3} \left\| U_k^n \right\|_{L^2} \]

\( n \geq N \)

Stop

Figure 1: Flow chart of NS-PNP solver
valences of the species, \( z_i \), are 1 and -1, respectively. The dimensionless Debye layer thickness, \( \Lambda \) was 0.097, Schmidt number, \( Sc \) was 686.68, and electrohydrodynamic coupling constant was 0.4037. The analytic solution for \( U_{\text{max}} \) from Eq. 47 gives a non-dimensional value of 0.0429 (and dimensional value of \( 5.5711 \times 10^{-4} \text{ m/s} \)).

Figure 3: Problem geometry and boundary conditions for EOF simulation.

We discretize the domain into \( 200 \times 40 \) linear elements and use a time step of \( \delta t = 1e^{-4} \). Figure 4 shows the time evolution of the velocity profile. At early times, the body force results in non-zero fluid velocity only in the wall adjacent regions. This near wall flow subsequently drives the bulk. After about 100 time steps, the flow profile nearly reaches steady state, exhibiting the classic plug shape. As seen from Figure 4, the computed value of \( U_{\text{max}} \) is 0.0413.

5.3. Electrokinetics near a permselective membrane: 1D simulations and flux comparisons

We next illustrate the framework for practical application involving electrokinetics near permselective membranes, which is an area of research that is seeing increasing interest. In particular, we
Table 1: Dimensional and non-dimensional properties for EOF simulation.

| Non-dimensional | Dimensional |
|-----------------|-------------|
| $\lambda$       | N/A         |
| $\phi_0$        | N/A         |
| $e$             | $7.0832 \times 10^{-10}$ F m$^{-1}$ |
| $\mu$           | N/A         |
| $D$             | N/A         |
| $\rho$          | N/A         |

| Non-dimensional | Dimensional |
|-----------------|-------------|
| $A$             | 0.0971      |
| $L$             | N/A         |
| $E$             | 0.0387      |
| $\phi_0$        | -2.3202     |
| $c$             | N/A         |
| $Sc$            | 686.6754    |
| $\mu$           | N/A         |
| $D$             | N/A         |
| $\rho$          | N/A         |

Figure 4: Time evolution of EOF velocity profile in non-dimensional time.
showcase how the weak enforcement of boundary conditions allows accurate capture of current fluxes at boundaries without very fine mesh resolution. A permselective membrane selectively transports species forming a depletion zone and an enrichment zone at the opposite sides of the membrane [1]. For example, Nafion is a cation selective membrane that is widely used in electokinetic applications. Under an applied electric current, Nafion selectively transfers cations across the membrane, while blocking anions. This behavior is critical for a wide variety of applications including separation of biological entities [5] and sea water desalination [4].

Our model accurately predicts the formation of a depletion zone near the permselective membrane. A simple binary electrolyte (N = 2, z₁ = 1 and z₂ = -1) was considered for the simulation. The cation selective membrane was located at x = 0, and the bulk electrolyte is at x = 1. φ(x = 0) = 0 at the membrane, and φ(x = 1) = 50 at the bulk. Both c⁺ and c⁻ were set to 1 at x = 1. The non-dimensional Debye length, Λ, was 0.01. c⁺ was set to 2 at the membrane.

The results of PNP calculation with strongly imposed boundary conditions are shown in Figure 5 as the baseline. As explained above, both cations and anions were depleted near the cation selective membrane. The magnitude of the electric field (absolute value of the potential gradient) was high in the depletion zone and drops as it extends into the bulk. Adjacent to the membrane, a thin boundary layer of cations forms. The thickness of the thin boundary layer is proportional to the non-dimensional Debye length, Λ. Thus, a very thin concentration boundary layer is expected. Traditionally, without significant mesh resolution, inaccurate evaluation of the stiff gradients at the boundary result in significant error in the current flux calculation. Accurate evaluation of charge flux is especially critical, because in most electrokinetic or electrochemical experiments, flux is the single most important measurement used to understand the system [39].

The weak imposition of Dirichlet boundary conditions allows relaxation of the mesh resolution requirements, while retaining accuracy of boundary flux computations. The boundary flux at the membrane was calculated considering global conservation [21], and setting the test basis function to 1, resulting in:

\[
\text{Species i flux, } \mathbf{j}_i \cdot \mathbf{n} = - \left( 1 \mathbf{V} c_i^h \cdot \mathbf{n} - c_i^h \mathbf{V} \phi^h \cdot \mathbf{n} \right)_{\Gamma_D} + \left( \frac{C_{NP}}{R_e l} 1, c_i^h - g_{ci} \right)_{\Gamma_D}
\]

We compare the boundary flux calculation at different mesh resolutions between a strong impo-
Figure 6: Boundary flux calculation at the membrane (x=0) with weak and strong boundary conditions, and their comparison with flux at bulk (x=1).

Figure 7 and Table 2 spanning two orders of magnitude. For all $\Lambda$, the size of the mesh was set to $h = 1 \times 10^{-3}$. The boundary conditions were the same as the ones shown in Figure 5. Weak boundary conditions are applied at $x = 0$, while strong boundary conditions are applied at $x = 1$. Representative cation and anion distributions after steady state is reached are plotted in Figure 7. As expected, with smaller $\Lambda$, the thickness of the boundary layer decreases. We also see that the size of the depletion zone is correlated with $\Lambda$. We compare the flux at $x = 0$ with the flux at $x = 1$ in Table 2. As stated before, these fluxes should match at steady state and serves as an excellent validation test of the weakly imposed boundary condition. Across two orders in magnitude variation in $\Lambda$, the fluxes reliably match, with a maximum deviation of less than 3% variation, even for the case when a single element is larger than the boundary layer (for $\Lambda = 5 \times 10^{-4}$). We note that the calculated boundary flux decreased with...
We finally illustrate the use of this approach to generate 2D model of electrokinetic enrichment of a charged species near an IDZ generated by ICP in a microfluidic device. The device consists of two straight microchannels connected by a cation selective membrane at the middle (see Figure 8). Voltage drop is applied across the device through electrodes at the reservoir of the two channels. The current resulting from the applied voltage is carried by cations and anions along the channels. The membrane transports only cations, while blocking anions, which creates an IDZ at anodic channel and an IEZ at cathodic channel [1].

To simulate the formation of an IDZ, the Poisson-Nernst-Planck equations were solved for the left half of the anodic channel. The boundary condition for the cation concentration is strongly enforced at the inlet ($c_+ = 1$) and weakly at the membrane ($c_+ = 2$). The concentration of the anion is set to $c_- = 1$ at the inlet. The boundary condition defining potential is strongly enforced at the inlet ($\phi = 50$) and weakly at the membrane ($\phi = 0$). At the walls and the line of symmetry, a noflux boundary condition ($j \cdot n = 0$) was applied. We use an unstructured triangular mesh that exhibits moderate mesh refinement at the membrane and a coarse mesh close to the inlet. A contour plot of cation concentration is shown in Figure 9. Notice that, at the membrane boundary, a thin cation boundary layer is formed; along with the formation of the IDZ.

The boundary flux of cation $c_+$ at the membrane was calculated from Eq. (48) and compared with the calculation from strong BC, for progressively refined meshes (that are refined close to the decreasing $\Lambda$, which agrees with other literature [40].

Table 2: Weak outflux comparison with strong influx for various boundary layer thickness ($\Lambda$)

| $\Lambda$ | flux (x = 0) weak BC | flux (x = 1) strong BC |
|-----------|----------------------|------------------------|
| $5 \times 10^{-2}$ | 16.47 | 16.49 |
| $1 \times 10^{-2}$ | 3.88 | 3.88 |
| $5 \times 10^{-3}$ | 2.98 | 2.98 |
| $1 \times 10^{-3}$ | 2.28 | 2.27 |
| $5 \times 10^{-4}$ | 2.10 | 2.16 |

5.4. Electrokinetics near cation selective membrane: 2D simulations

We finally illustrate the use of this approach to generate 2D model of electrokinetic enrichment of a charged species near an IDZ generated by ICP in a microfluidic device. The device consists of two straight microchannels connected by a cation selective membrane at the middle (see Figure 8). Voltage drop is applied across the device through electrodes at the reservoir of the two channels. The current resulting from the applied voltage is carried by cations and anions along the channels. The membrane transports only cations, while blocking anions, which creates an IDZ at anodic channel and an IEZ at cathodic channel [1].

To simulate the formation of an IDZ, the Poisson-Nernst-Planck equations were solved for the left half of the anodic channel. The boundary condition for the cation concentration is strongly enforced at the inlet ($c_+ = 1$) and weakly at the membrane ($c_+ = 2$). The concentration of the anion is set to $c_- = 1$ at the inlet. The boundary condition defining potential is strongly enforced at the inlet ($\phi = 50$) and weakly at the membrane ($\phi = 0$). At the walls and the line of symmetry, a noflux boundary condition ($j \cdot n = 0$) was applied. We use an unstructured triangular mesh that exhibits moderate mesh refinement at the membrane and a coarse mesh close to the inlet. A contour plot of cation concentration is shown in Figure 9. Notice that, at the membrane boundary, a thin cation boundary layer is formed; along with the formation of the IDZ.

The boundary flux of cation $c_+$ at the membrane was calculated from Eq. (48) and compared with the calculation from strong BC, for progressively refined meshes (that are refined close to the...
Figure 8: Formation of IDZ and IEZ near the cation selective membrane (a), and the domain and meshes for the simulation (b). The left half of the IDZ channel was considered for the simulation.

Figure 9: $c_+$ concentration near the cation selective membrane.

6. Conclusion

In this study, we model electrokinetic systems in a Finite Element framework. These systems are represented by the Navier-Stokes-Poisson-Nernst-Plank equations, with a key quantity of interest being the current flux at the system boundaries. Accurately computing the current flux is challenging due to the small boundary layers (small Debye lengths) that require fine mesh resolution at the boundaries. We resolve this challenge by using the Dirichlet-to-Neumann transformation to weakly impose the Dirichlet conditions. The framework was validated against manufactured solutions and the analytical solution for electroosmotic flow. We next simulated the dynamics near a permselective membrane in 1D and 2D. We showed that weak imposition of boundary conditions can produce accurate boundary flux values, even with a coarse mesh. This approach substantially reduces the computational cost of modeling complex electrochemical systems.
Figure 10: Boundary flux calculation at the membrane with weak and strong boundary conditions, and their comparison with influx at bulk.
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Appendix A. Different timescales for scaling

The smallest timescales in electrochemical system are electric double layer charging time and chemical reaction time. In the current work frame, chemical reaction is not considered; thus, the double layer charging time is the smallest time scale of the system. The double layer charging time is directly correlated with the double layer thickness in steady state [29]. Therefore, it is reasonable to consider the double layer thickness as a term in defining the characteristic timescale,

\[ \tau = \frac{L \lambda}{D}. \]  
(A.1)

The corresponding non-dimensional Nernst-Planck equation becomes

\[ \frac{dc_i}{dt} + \Lambda u \cdot \nabla c_i = \Lambda \nabla \cdot (\nabla c_i + z_i c_i \nabla \phi), \]  
(A.2)

the Poisson equation

\[ -2\Lambda^2 \nabla^2 \phi = \rho_c, \]  
(A.3)

and the Navier-Stokes equation

\[ \frac{1}{Sc} \frac{d}{dt} u + \frac{1}{Sc} u \cdot \nabla u = -\nabla p + \nabla^2 u - \kappa \frac{\nabla^2 \Sigma}{2\Lambda^2} c_i z_i \nabla \phi \]  
(A.4)

Appendix B. Additional results

We provide additional results illustrating cation distribution comparisons between strong and weak imposition of boundary conditions in 9. We focus on the near boundary region \(0 \leq x \leq 0.1\), for the problem setup discussed in 5.3 with \(\Lambda = 0.01\). The simulation for the strong boundary conditions is performed on a mesh with 1000 uniform elements \((h = 10^{-3})\) in the domain. Thus, there are about 10 elements across the boundary layer. In contrast, we use fairly coarse meshes with 100 and 80 uniform elements for simulations with weak imposition of the boundary conditions. A single element in this mesh is comparable to the boundary layer thickness. As described in the main text, two types of weak BC are considered: Weak BC for both \(c^+\) and \(\phi\), and weak BC only for \(c^+\). We note that in both these cases (and meshes) the current flux matches very well (as shown in the main text). It is interesting to see that even with coarse meshes, the cation distribution matches with the highly resolved cation distribution within two elements from the boundary.

![1D depletion: comparison between weakly imposed BC both for \(c^+\) and \(\phi\) and only for \(c^+\).](image)

Figure B.11: 1D depletion: comparison between weakly imposed BC both for \(c^+\) and \(\phi\) and only for \(c^+\).