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Abstract—The functional object-oriented network (FOON) has been introduced as a knowledge representation, which takes the form of a graph, for symbolic task planning. To get a sequential plan for a manipulation task, a robot can obtain a task tree through a knowledge retrieval process from the FOON. To evaluate the quality of an acquired task tree, we compare it with a conventional form of task knowledge, such as recipes or manuals. We first automatically convert task trees to recipes, and then compare them with the human-created recipes in the Recipe1M+ dataset via a survey. Our preliminary study finds no significant difference between the recipes in Recipe1M+ and the recipes generated from FOON task trees in terms of correctness, completeness, and clarity.

I. INTRODUCTION

In the development of intelligent and autonomous robots for different domains, a knowledge representation is a crucial component that serves as a bridge between human and robot understanding of tasks and actions [1]. Just as humans rely on manuals or recipes to provide knowledge on how to perform tasks, a robot can rely on a knowledge system to understand its domain. To realize this goal, we introduced the functional object-oriented network (FOON) as a source of symbolic-level knowledge for service robots [2], [3]. FOON, which was inspired by the theory of affordance [4] and prior work on joint object-action representation [5], [6], [7], takes the form of a bipartite graph to describe the relationship between objects and manipulation actions as nodes in the network. With such a knowledge graph, a robot can acquire knowledge in the form of a task sequence with which it can determine how it should go about solving a manipulation problem, which would be reflected as a target node in a FOON. Using a graph structure is beneficial for its interpretability as well as ease of use in knowledge retrieval.

Ideally, a FOON should provide concrete and correct knowledge to a robot for it to understand how to carry out a given task. The quality of this knowledge should be determined by how a robot executes the task. However, this is very challenging because of the variability in real world. A successful execution depends heavily on the robot’s motor and sensor capacity, joint strength, degrees of freedom, etc. Equally important, the knowledge should closely match to how a human may understand or approach the problem. For instance, the cooking procedures described in FOON should be similar to those from widely available knowledge sources such as recipes and cookbooks, taking into account contextually relevant and accurate details for how objects should be manipulated or prepared. With this vision in mind, our aim in this work is to evaluate the quality of our FOON graphs when compared to conventional knowledge sources that are typically used by humans, such as cooking recipes (which we focus on in this work). To accomplish this, we explore recipe generation, where a task sequence obtained from FOON can be translated into recipe-like instructions, which can then be compared to other text-based recipes. Through a user study, we aim to determine whether there are any significant differences between knowledge obtained from FOON and conventional recipes for equivalent meals. Recipes used in our evaluation were obtained from the Recipe1M+ dataset, which contains over 1 million recipes created by humans and that were shared on the internet [8].

This paper is organized as follows: in Section II we give a short overview of the FOON structure, our dataset, and the concept of task tree retrieval for task planning. In Section III we introduce the user study that we conducted to evaluate the quality of our FOON graphs and discuss our observations from the study. Finally, in Section IV we conclude our discussion and outline future work and directions.

II. FUNCTIONAL OBJECT-ORIENTED NETWORK

FOON was originally introduced in [2] as a graph-based knowledge representation that represents high-level concepts...
related to human manipulations for service robots. To represent activities, a FOON contains two types of nodes, object nodes and motion nodes, making FOON a bipartite network. Affordances are depicted with edges that connect objects to actions, which also indicate order of actions in the network. The coupling of object and motion nodes to represent a single action is referred to as a functional unit.

A. Defining and creating a FOON

In FOON, we represent actions as a fundamental learning unit known as the functional unit, which contains object and motion nodes to vividly describe a single action within an activity. In Figure 2, we show two functional units that describe the actions of placing a whole lemon object onto a cutting board and then slicing the lemon with a knife into halves. Note that there exists multiple instances of object nodes due to the state transitions that occur as a result of an action; this is because a functional unit describes the state change of manipulated objects before and after execution. Therefore, it is important to be able to detect states so that one can determine when an action has been completed [10]. Input object nodes describe the required state(s) of objects needed for the task, and output object nodes describe the outcome of the inputs for said task. Some actions may not cause a change in all input objects’ states, so there may be instances with fewer output nodes than inputs.

A FOON is created using annotations of video demonstrations, especially cooking videos from YouTube, and converting them into the FOON graph structure; in this annotation process, we note the actions, objects, and state changes (as functional units) that eventually result in a specific meal or product. A FOON that represents a single activity is referred to as a subgraph; a subgraph contains functional units in sequence to describe objects’ states before and after each action occurs, the time-stamps when each action occurs in the demonstration, and what objects are being manipulated. We cannot directly use existing text-based recipes because they do not contain the low-level instructions required for a robot to perform manipulations, especially since they rely on commonsense knowledge. Presently, annotation is done manually by hand, but efforts have been made to investigate how it can be done as a semi-automatic process [11]. Two or more subgraphs can be merged together to form a universal FOON, which is simply a FOON containing information from several sources of knowledge, and as such, a universal FOON could propose variations of recipes. The merging procedure is simply a union operation done on all functional units from each subgraph we wish to combine; as a result, duplicate functional units are eliminated.

B. Overview of Task Tree Retrieval

A FOON can not only be used for representing knowledge, but a robot can use it for problem solving. Given a goal, through the process of task tree retrieval, a robot can obtain a subgraph that contains functional units for actions it needs to execute to achieve a goal. A subgraph that is obtained from knowledge retrieval is called a task tree. A task tree differs from a regular subgraph, as it will not necessarily reflect a complete procedure from a single human demonstration. Rather, it will leverage knowledge from multiple sources to produce a novel task sequence. This search requires a list of items in its environment (i.e., the kitchen) to identify ideal functional units based on the availability of inputs to these units. This algorithm is motivated by typical graph-based depth-first search (DFS) and breadth-first search (BFS): starting from the goal node, we search for candidate functional units in a depth-wise manner, while for each candidate unit, we search among its input nodes in a breadth-wise manner to determine whether or not they are in the kitchen. Recently, we created an alternate retrieval algorithm that can take into account a FOON that has weights assigned to each functional unit to reflect their difficulty in robotic execution [12].

III. EVALUATION APPROACH

In this section, first, we present a method to generate a recipe from a task tree. We then address the survey questions in detail. Finally, we analyze the survey responses with statistical tests and report our findings.

A. Recipe Generation from a Task Tree

The objective of recipe generation is to translate a subgraph or task tree into an instructional format for easy reading and verification, based on the following rules:

- Each functional unit is translated into a descriptive sentence, where each generated sentence is in the form of \( \{\text{<motion label>}, \text{<portion>}, \text{<object state>}, \text{<ingredient label>}, \text{<additional information>}\} \).
- For portion information, we rely on external sources, as a FOON does not regularly provide them. We only add the portion for the first instance of an object in a recipe.
- The additional information varies depending on the motion being applied. For actions that suggest a source and destination (such as pouring, adding or placing), we include source and target names based on the motion identifier flag, which is assigned to each object in a FOON, whereas utensil information is used in case of actions such as stirring or mixing.
- We merge consecutive sentences if possible (e.g., ‘pour milk’, ‘pour butter’, ‘pour olive oil’ can be merged to ‘pour milk, butter and olive oil’). Moreover, we remove some sentences that are not instructive for humans (e.g., clean utensil or container becomes dirty after using it).
In Figure 3 the two recipes for preparing eggs have some different ingredients and cooking steps because they originate from different sources. Still, they can be called equivalent if they get similar ratings from the survey participants.

**B. Survey Objectives and Questions**

The goal of this survey is to evaluate the quality and completeness of the recipes generated from FOON. The idea is to compare FOON recipes with Recipe1M+ and measure how significant their differences are based on how they are interpreted by humans. To do this, we have created a pool of 111 FOON recipes and 111 equivalent recipes from Recipe1M+, which were selected based on an overlapping of main ingredients and sharing a similar recipe type. There were a total of nine participants who participated in this survey. Each participant was provided 10 recipes randomly selected from those 222 recipes without mentioning which recipe is coming from which dataset. We provide an overview of these survey questions in Figure 4. At first, we asked a few questions regarding their cooking expertise (as questions 1-3). The remainder of the questions were designed to evaluate the correctness, completeness, and clarity of the recipe. In detail, participants had to answer questions 4-7 by rating them from 1 to 10. There was also an option to skip questions if the participant is not sure about how to answer the question. The expectation is that Recipe1M+ recipes and FOON-generated recipes will not differ greatly in terms of the ratings, which should be evident in the statistical tests such as Student’s t-Test [13].

**IV. RESULTS AND DISCUSSION**

We computed the weighted mean $\bar{x}$ and weighted standard deviation $\sigma$ on ratings for each of questions 4-7 separately. The weights are assigned based on the answers of questions 1-3, where participants with higher cooking proficiency or expertise are assigned more weight to their ratings compared to those having little to no cooking knowledge. $\bar{x}$ and $\sigma$ are defined as follows:

$$\bar{x} = \frac{\sum_{i=1}^{n} w_i x_i}{\sum_{i=1}^{n} w_i}, \quad \sigma = \sqrt{\frac{\sum_{i=1}^{n} w_i (x_i - \bar{x})^2}{n-1}}$$

**Fig. 4: Overview of the survey questions used in our human study.**
where $x_i$ is the $i$-th rating, $w_i$ is the weight applied on $x_i$ and $n$ is the number of ratings received for a question. $\bar{x}$ and $\sigma$ values for Recipe1M+ and FOON-generated recipes are reported in Figure 5. In terms of completeness and clarity, we observed that FOON-generated recipes have a slightly better average rating, whereas Recipe1M+ has the superior result for correctness. However, the mean value is not sufficient evidence to decide which dataset is better since a sample with a higher mean can have worse performance because of high standard deviation. A null hypothesis test [14] and equivalence test can help us to determine the statistical significance between two samples. Our hypothesis, $H_0$, is that there is no significant difference between FOON-generated and Recipe1M+ recipes. We test it using a two-tailed independent $t$-Test and Two One-Sided Tests (TOST) with the values from Figure 5. According to null hypothesis, if $p$-value $> \alpha$: $H_0$ cannot be rejected else: $H_0$ is rejected.

Since all the $p$-values in Table II are fairly greater than $\alpha$, we cannot reject $H_0$. Also, the equivalence bounds and confidence intervals (CI) in Table II clearly shows the statistical equivalence between the two means. Based on the two tests combined, we can conclude that $H_0$ holds. The very high value in Q9 can be interpreted as the participants are equally confident about preparing a dish from FOON-generated and Recipe1M+ recipes. This is promising, as this suggests that FOON subgraphs accurately depict cooking procedures.

### V. CONCLUSION AND FUTURE WORK

In summary, we introduced a method to generate recipe-like instructions from FOON task trees. The primary purpose of the recipe generation process is to open up the possibility of evaluating FOON task trees by comparing them to textually rich data sources. We compared them with equivalent examples from the Recipe1M+ dataset to evaluate the quality of the generated recipes. Through a survey, we collected user ratings on recipes from both FOON and Recipe1M+, which were used to run Student’s $t$-Test and equivalence test. Our investigation shows evidence that there is no significant difference between these two types of recipes.

In the future, we will further explore the recipe generation procedure to create more dynamic and instructive instructions. Additionally, we can use the recipe generation process to evaluate task trees that utilizes limited knowledge to solve novel problems, which possibly include never-before-seen ingredient combinations. To make the evaluation more concrete, we can use Intersection over Union (IoU) method together with a user study.
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