PROPERTIES OF THE SEMIGROUP IN $L_1$ ASSOCIATED WITH AGE-STRUCTURED DIFFUSIVE POPULATIONS
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Abstract. The linear semigroup associated with age-structured diffusive populations is investigated in the $L_1$-setting. A complete determination of its generator is given along with detailed spectral information that imply, in particular, an asynchronous exponential growth of the semigroup. Moreover, regularizing effects inherited from the diffusion part are exploited to derive additional properties of the semigroup.

1. Introduction and Main Results

A prototype model for the evolution of a diffusive population structured by age reads

$$\partial_t u + \partial_a u = \text{div}_x \left( d(a,x) \nabla_x u \right) - m(a,x) u, \quad t > 0, \quad a \in (0,a_m), \quad x \in \Omega, \quad (1.1a)$$

$$u(t,0,x) = \int_0^{a_m} b(a,x) u(t,a,x) \, da, \quad t > 0, \quad x \in \Omega, \quad (1.1b)$$

$$\partial_\nu u(t,a,x) = 0, \quad t > 0, \quad a \in (0,a_m), \quad x \in \partial\Omega, \quad (1.1c)$$

$$u(0,a,x) = \phi(a,x), \quad a \in (0,a_m), \quad x \in \Omega. \quad (1.1d)$$

Here, $u = u(t,a,x) \geq 0$ is the population density at time $t \geq 0$, age $a \in [0,a_m]$ with maximal age $a_m \in (0,\infty]$, and spatial position $x \in \Omega \subset \mathbb{R}^n$. The total population at a fixed time $t$ is

$$\int_0^{a_m} \int_\Omega u(t,a,x) \, dx \, da.$$

The age specific processes include death and birth processes with rates $m = m(a,x) \geq 0$ respectively $b = b(a,x) \geq 0$. Spatial dispersal is governed by the diffusion term in (1.1a) with speed $d(a,x) > 0$. The initial distribution of the population is $\phi = \phi(a,x) \geq 0$, and $\nu$ denotes the outward unit normal on $\partial\Omega$. The investigation of linear and non-linear age-structured populations without and with spatial diffusion has a long history and there are many variants of Problem (1.1) and different techniques to tackle them. We refer to [13–15, 23, 24] and, for more recent contributions, to [5, 6, 11, 12, 19, 20, 22] and the references therein, though these lists are far from being complete.

Problem (1.1) can be put in a more abstract framework by setting

$$A(a)w := \text{div}_x \left( d(a,\cdot) \nabla_x w \right) - m(a,\cdot)w, \quad w \in E_1,$$

where e.g. $E_1 := W^2_{q,q}(\Omega)$ consists of all functions $w$ in the Sobolev space $W^2_q(\Omega)$ with $q \in (1,\infty)$ satisfying the boundary condition $\partial_\nu w = 0$ on $\partial\Omega$. For a smooth and positive function $d$, the operator $A(a)$ is then the generator of an analytic semigroup in $E_0 := L_q(\Omega)$ with domain $E_1$.
Our attention is thus focused in the following on the abstract problem
\[
\begin{align*}
\partial_t u + \partial_a u &= A(a)u, \quad t > 0, \quad a \in (0, a_m), \quad (1.2a) \\
u(t, 0) &= \int_0^{a_m} b(a) u(t, a) \, da, \quad t > 0, \quad (1.2b) \\
u(0, a) &= \phi(a), \quad a \in (0, a_m), \quad (1.2c)
\end{align*}
\]
for a function \( u = u(t, a) : \mathbb{R}^+ \times [0, a_m) \to E_0^+ \), where \( a_m \in (0, \infty] \) and
\[
A(a) : E_1 \subset E_0 \to E_0
\]
is for each \( a \in [0, a_m) \) the generator of an analytic semigroup on some Banach lattice \( E_0 \) with domain \( E_1 \). We shall be more specific about the assumptions when presenting the main results below. It is worth pointing out that the parabolic operator \( A(a) \) and the age derivative \( \partial_a \) – being supplemented with a nonlocal boundary condition \((1.2b)\) – act on different “variables”.

It is known \[24\] that a strongly continuous semigroup \((S(t))_{t \geq 0} \in E_0 := L_1((0, a_m), E_0)\) can be associated with \((1.2)\) if \( A \) is independent of age and generates itself a strongly continuous semigroup on \( E_0 \). Indeed, integrating \((1.2a)\) formally along characteristics gives the semigroup \( S(t) \) almost explicitly (see \[(1.8)\] below). However, the corresponding infinitesimal generator \( \mathbf{A} \) has not been characterized completely except for the case that more restrictive conditions on the operator \( A \) are imposed. More precisely, in \[21\] the generator \( \mathbf{A} \) is identified assuming the operator \( A \) to possess maximal \( L_p \)-regularity (e.g. see \[1\] for more information on this property) restricting the phase space to \( L_p((0, a_m), E_0) \) with \( p \in (1, \infty) \) and thus excluding the biologically “natural” space \( L_1((0, a_m), E_0) \) which is sufficient to give a meaning to the (local) overall population \( \int_0^{a_m} u(t, a) \, da \). The first aim of this research is to remedy this deficiency and improve the results of \[21\]: we characterize the domain of the infinitesimal generator \( \mathbf{A} \) of the semigroup \((S(t))_{t \geq 0}\) also in the framework of \( E_0 = L_1((0, a_m), E_0) \) and without assuming the operator \( A \) to have maximal \( L_p \)-regularity. The characterization of the generator in turn yields detailed information on its spectrum which implies, in particular, asynchronous exponential growth of the semigroup.

The second aim of this research is then to provide further properties of the linear semigroup and its generator exploiting the regularizing properties inherited from the parabolic character of the diffusion operator. Such regularizing effects are derived from the explicit formula \((1.8)\) for the semigroup associated with \((1.2)\). They pave the way for the well-posedness \[18, 19, 22\] of nonlinear variants of \((1.2)\) featuring a nonlinear operator \( A = A(u) \) or a nonlinear birth rate \( b = b(u) \). Furthermore, the characterization of the generator in the framework of \( E_0 = L_1((0, a_m), E_0) \) is particularly useful in the study of stability properties of equilibria in nonlinear problems, e.g. in order to derive a principle of linearized stability in a forthcoming work.

It is worth mentioning that other approaches than the one we choose herein (originating from \[24\]), e.g. relying on integrated semigroups \[6, 17\] or on perturbation techniques of Miyadera type \[14, 15\] have been pursued as well and also yield the above mentioned asynchronous exponential growth. We also refer to the recent works \[11, 12\] on related age-structured equations with nonlocal diffusion.

**Assumptions and Notations.** Set \( J := [0, a_m] \) if \( a_m < \infty \) and \( J := [0, \infty) \) if \( a_m = \infty \). We let \( E_0 \) be a real Banach lattice ordered by closed convex cone \( E_0^+ \) and assume throughout that
\[
E_1 \overset{d}{\hookrightarrow} E_0,
\]
that is, \( E_1 \) is a dense subspace of \( E_0 \) with continuous and compact embedding. Given \( \theta \in (0, 1) \) and an admissible interpolation functor \((\cdot, \cdot)_{\theta}\) (see \[1\]), we set \( E_\theta := (E_0, E_1)_{\theta} \). Then
\[
E_1 \overset{d}{\hookrightarrow} E_{\theta_1}, \quad E_{\theta_1} \overset{d}{\hookrightarrow} E_{\theta_0} \overset{d}{\hookrightarrow} E_0, \quad 0 \leq \theta_0 < \theta_1 \leq 1.
\]
As for the birth rate for some $M$

Remark 1.1.\footnote{Recall that if $E$ is an ordered Banach space, then $T \in \mathcal{L}(E)$ is strongly positive if $Tz \in E$ is a quasi-interior point for each $z \in E^+ \setminus \{0\}$, that is, if $(z', Tz)_E > 0$ for every $z' \in (E')^+ \setminus \{0\}$.}

in the following. \[\Pi(a, \sigma) \in \mathcal{L}(E_0) ; a \in J, 0 \leq \sigma \leq a\{,\]
on E_0 with regularity subspace $E_1$ in the sense of \[\Pi \in C(J_\Delta, \mathcal{L}_s(E_0)) \cap C(J_\Delta^*, \mathcal{L}(E_0, E_1))\]
with
\[J_\Delta := \{(a, \sigma) \in J \times J ; 0 \leq \sigma \leq a\}, \quad J_\Delta^* := \{(a, \sigma) \in J \times J ; 0 \leq \sigma < a\}\]

satisfies
\[\Pi(a, a) = 1_{E_0}, \quad \Pi(a, \sigma) = \Pi(a, s)\Pi(s, \sigma), \quad (a, s), (s, \sigma) \in J_\Delta,
\]
and, for $a \in J$,
\[\Pi(\cdot), a) \in C^1((a, a_m), \mathcal{L}(E_0)) \quad \Pi(a, \cdot) \in C^1([0, a], \mathcal{L}(E_1, E_0))\]

with
\[\partial_1 \Pi(a, \sigma) = A(a)\Pi(a, \sigma), \quad \partial_2 \Pi(a, \sigma) = -\Pi(a, \sigma)A(\sigma), \quad (a, \sigma) \in J_\Delta^*.
\]

We further assume that there is $\varpi \in \mathbb{R}$ such that, if $a \in [0, 1)$, then
\[\|\Pi(a, \sigma)\|_{\mathcal{L}(E_0)} + (a - \sigma)^a \|\Pi(a, \sigma)\|_{\mathcal{L}(E_0, E_\varpi)} \leq M_a e^{\varpi(a-\sigma)}, \quad a \in J, \quad 0 \leq \sigma \leq a,\]

for some $M_a \geq 1$ (if $a_m < \infty$ this is automatically satisfied, see \[\Pi\) II. Lemma 5.1.3\]) and

if $a_m = \infty$, then $\varpi < 0$ in \[\Pi\] II. Lemma 5.1.3\].

As for the birth rate $b$ we assume that there is $\vartheta \in (0, 1)$ with
\[b \in L_\infty(J, \mathcal{L}(E_\vartheta)) \cap L_1(J, \mathcal{L}(E_\vartheta)) \quad \vartheta \in \{0, \vartheta\}\]

and
\[b(a)\Pi(a, 0) \in \mathcal{L}_+(E_0)\] is strongly positive\footnote{Recall that if $E$ is an ordered Banach space, then $T \in \mathcal{L}(E)$ is strongly positive if $Tz \in E$ is a quasi-interior point for each $z \in E^+ \setminus \{0\}$, that is, if $(z', Tz)_E > 0$ for every $z' \in (E')^+ \setminus \{0\}$.} for $a$ in a subset of $J$ of positive measure. \[\Pi\] II. Lemma 5.1.3\].

We set
\[\|b\|_{\vartheta} := \|b\|_{L_\infty(J, \mathcal{L}(E_\vartheta))}\]
in the following.

Remark 1.1. The assumptions that we impose are natural and easily checked in concrete applications. Indeed, \[\Pi\] II.\footnote{Recall that if $E$ is an ordered Banach space, then $T \in \mathcal{L}(E)$ is strongly positive if $Tz \in E$ is a quasi-interior point for each $z \in E^+ \setminus \{0\}$, that is, if $(z', Tz)_E > 0$ for every $z' \in (E')^+ \setminus \{0\}$.} and \[\Pi\] hold for uniformly elliptic operators satisfying the maximum principle while \[\Pi\] II.\footnote{Recall that if $E$ is an ordered Banach space, then $T \in \mathcal{L}(E)$ is strongly positive if $Tz \in E$ is a quasi-interior point for each $z \in E^+ \setminus \{0\}$, that is, if $(z', Tz)_E > 0$ for every $z' \in (E')^+ \setminus \{0\}$.} is a regularity assumption, e.g. see \[\Pi\] II.\footnote{Recall that if $E$ is an ordered Banach space, then $T \in \mathcal{L}(E)$ is strongly positive if $Tz \in E$ is a quasi-interior point for each $z \in E^+ \setminus \{0\}$, that is, if $(z', Tz)_E > 0$ for every $z' \in (E')^+ \setminus \{0\}$.} For instance, the assumptions are satisfied for problem \[\Pi\] II with $a_m < \infty$ provided that $E_0 := L_q(\Omega)$ and $E_1 := W^2_q, B(\Omega)$ with $q \in (1, \infty)$, $d \in C^1(J \times \Omega)$ with $d(a, x) > 0$, $m \in C^1(J, C(\Omega))$, and $b \in C(J, C^2(\Omega))$ is nonnegative and nontrivial (the regularities assumptions on $d, m,$ and $b$ can even be weaken), see e.g. \[\Pi\] II.\footnote{Recall that if $E$ is an ordered Banach space, then $T \in \mathcal{L}(E)$ is strongly positive if $Tz \in E$ is a quasi-interior point for each $z \in E^+ \setminus \{0\}$, that is, if $(z', Tz)_E > 0$ for every $z' \in (E')^+ \setminus \{0\}$.}.

Note that if $\lambda \in \mathbb{C}$, then
\[\Pi_\lambda(a, \sigma) := e^{-\lambda(a-\sigma)}\Pi(a, \sigma), \quad a \in J, \quad 0 \leq \sigma \leq a,
\]
is the evolution operator associated with $-\lambda + A(a)$. In particular, for $x \in E_0$ and $\phi \in E_0 = L_1(J, E_0)$, the function $v \in C(J, E_0)$, given by
\[v(a) = \Pi_\lambda(a, 0)x + \int_0^a \Pi_\lambda(a, \sigma)\phi(\sigma) d\sigma, \quad a \in J,\]

\[\Pi\] II.\footnote{Recall that if $E$ is an ordered Banach space, then $T \in \mathcal{L}(E)$ is strongly positive if $Tz \in E$ is a quasi-interior point for each $z \in E^+ \setminus \{0\}$, that is, if $(z', Tz)_E > 0$ for every $z' \in (E')^+ \setminus \{0\}$.}
is the *mild solution* to the Cauchy problem

\[ \partial_a v = (-\lambda + A(a)) v + \phi(a), \quad a \in J := (0, a_m], \quad v(0) = x. \]

Also recall from [1] II. Theorems 1.2.1 & 1.2.2 that

\[ \text{if } x \in E_0 \text{ and } \phi \in C^0(J, E_0) + C(J, E_0) \text{ with } \theta \in (0, 1], \]

then \( v \in C^1(J, E_0) \cap C(J, E_1) \) is a strong solution.

We will use these facts frequently later on.

**The Semigroup** \((S(t))_{t \geq 0}\). Integrating \((1.2)\) formally along characteristics yields that the solution

\[ [S(t)\phi](a) := u(t, a), \quad t \geq 0, \quad a \in J, \]

to \((1.2)\) with \( \phi \in E_0 = L_1(J, E_0) \) is given by

\[ [S(t)\phi](a) := \begin{cases} \Pi(a, a-t) \phi(a-t), & a \in J, \quad 0 \leq t \leq a, \\ \Pi(a, 0) B_\phi(t-a), & a \in J, \quad t > a, \end{cases} \]

(1.8a)

where \( B_\phi := u(\cdot, 0) \) satisfies the Volterra equation

\[ B_\phi(t) = \int_0^t \chi(a) b(a) \Pi(a, 0) B_\phi(t-a) da + \int_0^a m^{-t} \chi(a+t) b(a+t) \Pi(a+t, a) \phi(a) da, \quad t \geq 0, \]

with \( \chi \) denoting the characteristic function of the interval \((0, a_m)\). That is, \( B_\phi \) is such that

\[ B_\phi(t) = \int_0^{a_m} b(a) [S(t)\phi](a) da, \quad t \geq 0. \]

(1.9)

The first result entails that \((S(t))_{t \geq 0}\) is a strongly continuous positive semigroup on \( E_0 \) exhibiting compactness properties and exhibiting regularizing effects induced by the parabolic evolution operator \( \Pi \). We also provide a perturbation result in preparation for a future study of stability properties in nonlinear variants of \((1.2)\).

**Theorem 1.2.** Suppose \((1.3)\) and \((1.4)\).

(a) \((S(t))_{t \geq 0}\) defined in \((1.8)\) is a strongly continuous semigroup on \( E_0 = L_1(J, E_0) \) which is eventually compact if \( a_m < \infty \) and quasi-compact if \( a_m = \infty \). If \( b \in L_\infty(J, L_+(E_0)) \), then \((S(t))_{t \geq 0}\) is positive.

(b) If \( \alpha \in [0, 1) \) and \( E_\alpha := L_1(J, E_\alpha) \), then

\[ \|S(t)\|_{L(E_\alpha, E_\alpha)} \leq M_{\alpha} e^{\pi t} \left( \frac{\gamma \|b\|_0 M_0 t^{1-\alpha}}{\|b\|_0 M_0} + M_{\alpha} + t^{-\alpha} \right), \quad t > 0. \]

(1.10)

In fact,

\[ \|S(t)\|_{L(E_\alpha, E_\alpha)} \leq M_\theta e^{\pi \|b\|_0 M_0 t}, \quad t \geq 0, \quad \theta \in \{0, \psi\}. \]

(1.11)

(c) Let \( \mathbb{A} \) be the infinitesimal generator of the semigroup \((S(t))_{t \geq 0}\). Consider \( \alpha \in [0, 1) \) and \( \mathbb{B} \in L(E_\alpha, E_\alpha) \). Then \( \mathbb{A} + \mathbb{B} \) with dom\((\mathbb{A} + \mathbb{B}) := \text{dom}(\mathbb{A})\) generates a strongly continuous semigroup \((T(t))_{t \geq 0}\) on \( E_0 \) satisfying

\[ T(t)\phi = S(t)\phi + \int_0^t S(t-s) \mathbb{B} T(s) \phi ds, \quad t \geq 0, \quad \phi \in E_0. \]

(1.12)

Moreover, there are \( N_\alpha \geq 1 \) and \( \varsigma_\alpha \in \mathbb{R} \) such that

\[ \|T(t)\|_{L(E_\alpha, E_\alpha)} \leq N_\alpha e^{\varsigma_\alpha t}, \quad t > 0. \]

If \( b \in L_\infty(J, L_+(E_0)) \) and \( \mathbb{B} \phi \in E_\alpha^+ \) for \( \phi \in E_\alpha^+ \), then the semigroup \((T(t))_{t \geq 0}\) is positive.
That $\{S(t)\}_{t \geq 0}$ defines a strongly continuous positive semigroup on $E_0 = L_1(J, E_0)$ with the stated compactness properties can be verified by direct computations as in [21, Theorem 4] and [21]. The additional estimates (1.10) and (1.11) are due to (1.3), where $\gamma$ denotes the lower incomplete gamma function
\[ \gamma(x, \xi) := \int_0^x s^{\xi-1} e^{-s} \, ds \leq \Gamma(\xi), \quad x \geq 0, \quad \xi > 0. \]

Part (c) of Theorem 1.2 relies on estimate (1.10).

Motivated by (1.11) we note that the restriction of $\{S(t)\}_{t \geq 0}$ to $E_0$ defines a strongly continuous positive semigroup which is also a useful tool for the investigation of nonlinear problems.

**Corollary 1.3.** Suppose (1.3) and (1.4). Given $\alpha \in [0, 1)$, let $S_\alpha(t) := S(t)|_{E_\alpha}$ for $t \geq 0$ be the restriction of $S(t)$ to $E_\alpha = L_1(J, E_\alpha)$. Then $\{S_\alpha(t)\}_{t \geq 0}$ is a strongly continuous semigroup on $E_\alpha$. Restricting to $\alpha \in [0, \theta)$, the semigroup $\{S_\alpha(t)\}_{t \geq 0}$ is eventually compact if $a_m < \infty$ and quasi-compact if $a_m = \infty$.

**The Generator $A$.** As pointed out in the introduction the infinitesimal generator $A$ associated with the semigroup $\{S(t)\}_{t \geq 0}$ is identified [21] only in $L_p(J, E_0)$ with $p \in (1, \infty)$ when assuming that $A$ has the property of maximal $L_p$-regularity. That this additional assumption is not needed for a characterization of $A$ for the case $p = 1$ is shown in the next theorem. It relies on an explicit formula for the resolvent of $A$ (see (3.1) below). Setting
\[ \mathbb{D} := \left\{ \psi \in C^1(J, E_0) \cap C(J, E_1); \psi(0) = \int_0^{a_m} b(a) \psi(a) \, da \right\}, \]
we also show that the subspace $\mathbb{D}$ is a core for the domain $D(A)$ if $a_m < \infty$; that is, $\mathbb{D}$ is dense in $\text{dom}(A)$ when the latter is equipped with its graph norm.

**Theorem 1.4.** Suppose (1.3), (1.4), and (1.4). Let $A$ denote the infinitesimal generator of the semigroup $\{S(t)\}_{t \geq 0}$.

- (a) $\psi \in \text{dom}(A)$ if and only if there exists $\phi \in E_0$ such that $\psi \in C^1(J, E_0) \cap E_0$ is the mild solution to
  \[ \partial_a \psi = A(a)\psi + \phi(a), \quad a \in J, \tag{1.14} \]
  with
  \[ \psi(0) = \int_0^{a_m} b(a) \psi(a) \, da. \tag{1.15} \]
  In this case, $A\psi = -\phi$.

- (b) The embedding $D(A) \hookrightarrow E_\alpha$ is continuous and dense for $\alpha \in [0, 1)$.

- (c) If $a_m < \infty$ and if (1.4) is valid also for $\theta = 1$, then $\mathbb{D}$ is a core for $D(A)$. If $\psi \in \mathbb{D}$, then $A\psi = -\partial_a \psi + A\psi$.

That the domain of $A$ is characterized in Theorem 1.4 (a) in terms of mild solutions to (1.14) reflects the hyperbolic part of the operator $-\partial_a + A(a)$ while the regularizing effects stated in Theorem 1.3 (b) are due to its parabolic part.

For Theorem 1.2 and Theorem 1.4 it suffices that $E_0$ is an ordered Banach space; that is, no lattice property is needed.

**Asynchronous Exponential Growth.** Based on the compactness properties of the semigroup $\{S(t)\}_{t \geq 0}$, the characterization of the generator $A$ from Theorem 1.4 entails information on its spectrum. We shall see that the spectrum is a pure point spectrum and in fact, if $\lambda \in \mathbb{C}$ (with
for some $N$ properties of the trivial equilibrium in terms of problem (1.2) an immediate consequence of Theorem 1.5 (and Lemma 3.1 below) are stability investigate stability properties of equilibria for nonlinear variants of (1.2). Regarding the linear Corollary 1.6.

Suppose that $r$ is a compact and (for $\lambda \in \mathbb{R}$) strongly positive operator on $E_0$. Hence, by the Krein-Rutman Theorem, the spectral radius $r(Q)$ is positive and a simple eigenvalue of $Q$. Moreover, there is a unique $\lambda_0 \in \mathbb{R}$ such that

$$r(Q_{\lambda_0}) = 1$$

and there are a quasi-interior point $\zeta_{\lambda_0}$ in $E_0^+$ and a positive functional $\zeta_{\lambda_0} \in E_0^+$ with $Q_{\lambda_0}\zeta_{\lambda_0} = \zeta_{\lambda_0}$ respectively $Q_{\lambda_0}\zeta'_{\lambda_0} = \zeta'_{\lambda_0}$. Actually, we shall see that $\lambda_0$ is a dominant and simple eigenvalue of $A$. This ensures asynchronous exponential growth of the semigroup $(S(t))_{t \geq 0}$ in $E_0 = L_1(J, E_0)$ as stated in the next theorem.

**Theorem 1.5.** Suppose (1.3), (1.5), and suppose (1.4) for $\theta \in \{0, \vartheta, 1\}$. Moreover, if $a_m = \infty$ suppose $r(Q_0) \geq 1$. Let $\lambda_0 \in \mathbb{R}$ be as in (1.18). There are $\varepsilon > 0$ and $N \geq 1$ such that

$$\|e^{-\lambda_0 t} S(t) - P_{\lambda_0}\|_{\mathcal{L}(E_0)} \leq Ne^{-\varepsilon t}, \quad t \geq 0.$$ 

Here, $P_{\lambda_0} \in \mathcal{L}(E_0)$ is the spectral projection onto $\ker(\lambda_0 - A)$ given by

$$P_{\lambda_0} \phi = \frac{\langle \zeta'_{\lambda_0}, H_{\lambda_0} \phi \rangle}{\langle \zeta'_{\lambda_0}, \int_0^a b(a) \Pi_{\lambda_0}(a, 0) \zeta_{\lambda_0} a da \rangle} \Pi_{\lambda_0}(., 0) \zeta_{\lambda_0}, \quad \phi \in E_0,$$

where

$$H_{\lambda_0} \phi := \int_0^a b(a) \int_0^a \Pi_{\lambda_0}(a, \sigma) \phi(\sigma) d\sigma da \in E_0.$$ 

If $a_m < \infty$, then $\lambda_0 \leq \varpi + \|b\|_0 M_0$ and $\lambda_0$ coincides with the growth bound of the semigroup (and with the spectral bound of the generator $A$), so the estimate (1.11) for $\alpha = 0$ can be improved to

$$\|S(t)\|_{\mathcal{L}(E_0)} \leq Ne^{\lambda_0 t}, \quad t \geq 0,$$

for some $N \geq 1$.

As mentioned in the introduction, we shall use Theorem 1.4 in a forthcoming research to investigate stability properties of equilibria for nonlinear variants of (1.2). Regarding the linear problem (1.2) an immediate consequence of Theorem 1.5 (and Lemma 3.1 below) are stability properties of the trivial equilibrium in terms of $r(Q_0)$.

**Corollary 1.6.** Suppose (1.3), (1.5), and suppose (1.4) for $\theta \in \{0, \vartheta, 1\}$. Moreover, if $a_m = \infty$ suppose that $r(Q_0) \geq 1$.

(i) If $r(Q_0) < 1$, then the zero equilibrium to (1.2) is globally exponentially asymptotically stable in $E_0$.

(ii) If $r(Q_0) = 1$, then the zero equilibrium to (1.2) is stable. Moreover, the solution $u$ to (1.2) with $\phi \in E_0$ converges exponentially toward an equilibrium.

(iii) If $r(Q_0) > 1$, then the zero equilibrium to (1.2) is unstable. More precisely, the solution $u$ to (1.2) with $\phi \in E_0$ is asymptotic to the stable age distribution $e^{\lambda_0 t}P_{\lambda_0} \phi$ with $\lambda_0 > 0$ satisfying (1.18) and $P_{\lambda_0} \phi$ being given by (1.19).
Theorem 1.5 can also be used to investigate the asynchronous exponential growth for semilinear equations. Indeed, consider
\begin{align}
\partial_t u + \partial_a u &= A(a)u - m(u, a)u, \quad t > 0, \quad a \in (0, a_m), \\
u(t, 0) &= \int_0^{a_m} b(a) u(t, a) \, da, \quad t > 0, \\
u(0, a) &= \phi(a), \quad a \in (0, a_m),
\end{align}
with a semilinear term on the right-hand side of (1.20a) (representing a nonlinear death process) and suppose that the function \( m = m(u, a) \) satisfies
\begin{equation}
m : \mathbb{E}_0 \to L_{\infty}(J, \mathcal{L}(E_0)), \quad u \mapsto m(u, \cdot) \text{ is uniformly Lipschitz continuous on bounded sets and } \|m(u, \cdot)\|_{L_{\infty}(J, \mathcal{L}(E_0))} \leq f(\|u\|_{\mathbb{E}_0}) \text{ for } u \in \mathbb{E}_0,
\end{equation}
with a function \( f \) such that
\begin{equation}
f : \mathbb{R}^+ \to \mathbb{R}^+ \text{ is non-increasing and } \int_{r_0}^{\infty} \frac{f(r)}{r} \, dr < \infty \text{ for } r_0 > 0.
\end{equation}

Then, given \( \phi \in \mathbb{E}_0 \), there is a unique mild solution \( u \in C(\mathbb{R}^+, \mathbb{E}_0) \) to (1.20). We introduce the nonlinear semigroup \( \mathbb{U} \) by setting \( \mathbb{U}(t) \phi := u(t) \) and put
\begin{equation}
P_{\lambda_0}(\phi) := P_{\lambda_0} \left( \phi + \int_0^{\infty} e^{-\lambda_0 s} F(\mathbb{U}(s) \phi) \, ds \right),
\end{equation}
where \( F(v) := -m(v, \cdot) v \). Then [11, Theorem 1.1, Theorem 1.3] implies:

**Corollary 1.7.** Suppose (1.3), (1.4) for \( \theta \in \{0, \vartheta, 1\} \), (1.5), (1.21), and (1.22). Let \( r(Q_0) > 1 \) so that \( \lambda_0 > 0 \) in (1.18). There are \( \varepsilon > 0 \) and \( N \geq 1 \) such that
\begin{equation}
\|e^{-\lambda_0 t} \mathbb{U}(t) \phi - P_{\lambda_0}(\phi)\|_{\mathcal{L}(\mathbb{E}_0)} \leq Ne^{-\varepsilon t} \|\phi\|_{\mathbb{E}_0}, \quad t \geq 0,
\end{equation}
where \( \mathbb{U}(\cdot) \phi \in C(\mathbb{R}^+, \mathbb{E}_0) \) denotes the mild solution to (1.20) with \( \phi \in \mathbb{E}_0 \) and \( P_{\lambda_0} \) is defined in (1.23).

**Outline.** Section 2 is dedicated to the proof of the properties of the semigroup \( (\mathbb{S}(t))_{t \geq 0} \) as stated in Theorem 1.2 and Corollary 1.3. The characterization of its generator \( \mathbb{A} \) as stated in Theorem 1.4 is provided in Section 3. It relies on the explicit formula (3.11) for the resolvent derived from its representation as the Laplace transform of the semigroup. Using the precise characterization of \( \mathbb{A} \) and the compactness property of \( (\mathbb{S}(t))_{t \geq 0} \), we then investigate in Section 4 the spectrum of \( \mathbb{A} \) and show, in particular, that \( \lambda_0 \) is a dominant and simple eigenvalue of \( \mathbb{A} \). This, in turn, implies Theorem 1.5 as well as Corollary 1.6 and Corollary 1.7. Finally, in the Appendix we sketch the proof of the existence of \( B_\theta \) occurring in (1.81).

2. The Semigroup \( (\mathbb{S}(t))_{t \geq 0} \): Proofs of Theorem 1.2 and Corollary 1.3

Suppose (1.3) and (1.4). As mentioned in the previous section, part (a) of Theorem 1.2 is mostly known. Indeed, it can be shown [24, Lemma 2.1] (see Lemma 5.1 below) that there exists a mapping
\begin{equation}
[\phi \mapsto B_\phi] \in \mathcal{L}(\mathbb{E}_0, C(\mathbb{R}^+, \mathbb{E}_0))
\end{equation}
such that \( B_\phi \) is the unique solution to (1.81), and if \( b \in L_{\infty}(J, \mathcal{L}_+(E_0)) \) and \( \phi \in \mathbb{E}_0^+ \), then \( B_\phi(t) \in \mathbb{E}_0^+ \) for \( t \geq 0 \). Based on this the proof that \( (\mathbb{S}(t))_{t \geq 0} \) defines a strongly continuous positive semigroup on \( \mathbb{E}_0 = L_1(J, E_0) \) is the same as in [24, Theorem 4] (proved for the case that \( A \) is independent of age) to which we refer.
Proof of Estimates (1.10) and (1.11). As for (1.10) let \( \phi \in E_0 \) and \( \alpha \in [0,1) \). We note from (1.8), (1.3), and (1.3) that, for \( \theta \in \{0, \vartheta \} \),

\[
e^{-\alpha t} \| B_\phi(t) \|_{E_0} \leq \| b \|_\vartheta M_\theta \int_0^t e^{-\alpha a} \| B_\phi(a) \|_{E_0} \, \mathrm{d} a + \| b \|_\vartheta M_\theta t^{-\vartheta} \| \phi \|_{E_0}, \quad t > 0,
\]

so that the singular Gronwall inequality [I, II. Corollary 3.3.2] implies the existence of \( c_\theta > 0 \) (with \( c_0 = 1 \)) such that

\[
e^{-\alpha t} \| B_\phi(t) \|_{E_0} \leq c_\theta \| b \|_\vartheta M_\theta t^{-\vartheta} \| \phi \|_{E_0} e^{(1+\vartheta)\| b \|_\vartheta M_\theta t}, \quad t > 0, \quad \theta \in \{0, \vartheta \}.
\]

Thus, it follows from (1.8), (1.3), and (2.2) (with \( \theta = 0 \)) that

\[
\| S(t) \phi \|_{E_0} \leq \int_0^t \| \Pi(a,0) \|_{\mathcal{L}(E_0,E_\vartheta)} \| B_\phi(t-a) \|_{E_0} \, \mathrm{d} a + \int_0^a \| \Pi(a,a-t) \|_{\mathcal{L}(E_0,E_\vartheta)} \| \phi(a-t) \|_{E_0} \, \mathrm{d} a \leq M_\alpha \| b \|_0 M_\theta \| \phi \|_{E_0} e^{(\vartheta+2\| b \|_0 M_\theta)t} t^{-\alpha} \| \phi \|_{E_0},
\]

where we used implicitly that \( t \leq a_m \) for splitting the integral though the final estimate remains true for \( t > a_m \), of course. This is (1.10). Since

\[
\gamma(x,1) = 1 - e^{-x}, \quad x \geq 0,
\]

we also obtain (1.11) for \( \alpha = 0 \). The case \( \theta \) of (1.11) one shows analogously by replacing (2.2) with the estimate

\[
e^{-\alpha t} \| B_\phi(t) \|_{E_0} \leq \| b \|_\vartheta M_\theta \| \phi \|_{E_0} e^{(1+\vartheta)\| b \|_\vartheta M_\theta t}, \quad t \geq 0,
\]

which also follows from Gronwall’s inequality. \( \square \)

Proof of Eventual Compactness when \( a_m < \infty \). In order to prove that \( S(t) \) is compact for \( t > 2a_m \), we use Kolmogorov’s compactness criterion [3, Theorem A.1]. To this end, let \( B \) be a bounded subset of \( E_0 \) and fix \( t > 2a_m \). Clearly, \( S(t)B \) is bounded in \( E_0 \). Let \( \phi \in B \) and \( h > 0 \). Note from [I, II. Equation (5.3.8)] that, since \( \vartheta \in (0,1) \), there is \( c_1 = c_1(a_m) > 0 \) with

\[
\| \Pi(a+h,0) - \Pi(a,0) \|_{\mathcal{L}(E_\vartheta,E_0)} \leq c_1 h^\vartheta, \quad a+h \in J,
\]

and that (2.2) implies the existence of \( c_2 = c_2(t,B) > 0 \) with

\[
\| B_\phi(t-a-h) \|_{E_\vartheta} \leq c_2 (t-a-h)^{-\vartheta}, \quad a+h \in J.
\]
Therefore, we infer from these observations along with (1.3b) and (1.8) that
\[
\int_0^{a_m} \| (S(t)\phi)(a + h) - (S(t)\phi)(a) \|_{E_0} \, da \\
\leq \int_0^{a_m-h} \| \Pi(a + h, 0) - \Pi(a, 0) \|_{\mathcal{L}(E_0)} \| B_\phi(t - a - h) \|_{E_0} \, da \\
+ \int_0^{a_m-h} \| \Pi(a, 0) \|_{\mathcal{L}(E_0)} \| B_\phi(t - a - h) - B_\phi(t - a) \|_{E_0} \, da \\
+ \int_{a_m-h}^{a_m} \| \Pi(a, 0) \|_{\mathcal{L}(E_0)} \| B_\phi(t - a) \|_{E_0} \, da \\
\leq c_1 c_2 h^\theta \int_0^{a_m-h} (t - a - h)^{-\theta} \, da \\
+ M_0 e^{\omega |a_m|} \int_t^{t + h - a_m} \| B_\phi(s - h) - B_\phi(s) \|_{E_0} \, ds \\
+ M_0 e^{\omega |a_m|} \int_{t - a_m}^{t + h - a_m} \| B_\phi(s) \|_{E_0} \, ds 
\]
with tilde indicating the trivial extension. As for the last two terms on the right-hand side of this estimate, by (2.1) there is \( c_3 = c_3(t, B) > 0 \) with
\[
\| B_\phi(a) \|_{E_0} \leq c_3, \quad a \in J,
\]
and we thus infer from (1.8b) that, for \( a_m + h < t + h - a_m \leq s \leq t, \)
\[
\| B_\phi(s - h) - B_\phi(s) \|_{E_0} \\
\leq \left\| \int_{s - h - a_m}^{s - h} b(s - h - a) \Pi(s - h - a, 0) B_\phi(a) \, da - \int_{s - a_m}^{s} b(s - a) \Pi(s - a, 0) B_\phi(a) \, da \right\|_{E_0} \\
\leq \int_{s - h - a_m}^{s - h} \| b(s - h - a) \Pi(s - h - a, 0) - b(s - a) \Pi(s - a, 0) \|_{\mathcal{L}(E_0)} \| B_\phi(a) \|_{E_0} \, da \\
+ \left( \int_{s - h - a_m}^{s} \int_{s - h - a_m}^{s - h} \| b(s - a) \Pi(s - a, 0) \|_{\mathcal{L}(E_0)} \| B_\phi(a) \|_{E_0} \, da \right) \\
\leq c_3 \int_{s - h - a_m}^{s - h} \| b(s - h - a) \Pi(s - h - a, 0) - b(s - a) \Pi(s - a, 0) \|_{\mathcal{L}(E_0)} \, da \\
+ c_3 \left( \int_{s - h - a_m}^{s} \int_{s - h - a_m}^{s - h} \| b(s - a) \Pi(s - a, 0) \|_{\mathcal{L}(E_0)} \, da \right).
\]
Noticing that (1.4) and (1.3b) imply
\[
[a \mapsto b(a)\Pi(a, 0)] \in L_1(J, \mathcal{L}(E_0)),
\]
we conclude that
\[
\lim_{h \to 0} \int_0^{a_m} \| (S(t)\phi)(a + h) - (S(t)\phi)(a) \|_{E_0} \, da = 0, \quad \text{uniformly w.r.t. } \phi \in B. \quad (2.3)
\]
Next, (1.8b) and (2.2) (with \( \theta = 0 \)) entail that
\[
\| (S(t)\phi)(a) \|_{E_0} \leq \| \Pi(a, 0) \|_{\mathcal{L}(E_0, E_\theta)} \| B_\phi(t - a) \|_{E_0} \leq c(t, B) a^{-\theta}, \quad a \in (0, a_m).
\]
Given \( \varepsilon > 0 \) let \( R_\varepsilon \) be the \( E_0 \)-closure of the ball in \( E_\theta \) centered at \( 0 \) of radius \( c(t, B)\varepsilon^{-\theta} \). Then \( R_\varepsilon \) is compact in \( E_0 \) due to the compact embedding of \( E_\theta \) in \( E_0 \) and
\[
(S(t)\phi)(a) \in R_\varepsilon, \quad a \in J \setminus [0, \varepsilon], \quad \phi \in B. \quad (2.4)
\]
Therefore, [8 Theorem A.1] along with (2.3) and (2.4) imply that \( S(t)B \) is relatively compact in \( E_0 \). This completes the proof of Theorem 1.2. □

**Proof of Quasi-Compactness when \( a_m = \infty \).** Given \( t \geq 0 \) and \( \phi \in E_0 \) define

\[
[K(t)\phi](a) := \begin{cases}
0, & 0 \leq a \leq \infty, \\
\Pi(a, 0) B_\phi(t - a), & 0 \leq a < \infty.
\end{cases}
\]

Then

\[
\|S(t)\phi - K(t)\phi\|_{E_0} = \int_t^\infty \|\Pi(a, a-t) \phi(a-t)\|_{E_0} \, da \leq M_0 e^{\omega t} \|\phi\|_{E_0} \to 0
\]

as \( t \to \infty \) according to (1.3c). Moreover, it is easy to adapt the proof above (for the case \( a_m < \infty \)) to derive from Kolmogorov’s compactness criterion [8 Theorem A.1] that \( K(t) \in \mathcal{L}(E_0) \) is a compact operator for each \( t > 0 \). Thus, the semigroup \( (S(t))_{t \geq 0} \) is quasi-compact (in the sense of [7 V. Definition 3.4]). □

At this stage the proofs of parts (a) and (b) of Theorem 1.2 are complete and it only remains to prove part (c). In the following, \( \mathcal{A} \) denotes the infinitesimal generator of the semigroup \( (S(t))_{t \geq 0} \).

**Proof of Theorem 1.2 (c).** Let \( \alpha \in [0, 1) \) and consider \( B \in \mathcal{L}(E_0, E_0) \). We shall see later in Corollary 3.4 that \( D(\mathcal{A}) \) is continuously embedded into \( E_0 \), so that \( \mathcal{A} + B \) with \( \text{dom}(\mathcal{A} + B) := \text{dom}(\mathcal{A}) \) is well-defined. Recall from (1.10) that there are \( c_1 > 0 \) and \( \omega_1 > 0 \) such that

\[
\|S(t)\|_{\mathcal{L}(E_0, E_0)} \leq c_1 e^{\omega_1 t} t^{-\alpha}, \quad t > 0.
\]

(2.5)

Hence, if \( t_0 \in (0, 1) \) and \( \phi \in E_0 \), then

\[
\int_0^{t_0} \|B S(t)\phi\|_{E_0} \, dt \leq \int_0^{t_0} \|B\|_{\mathcal{L}(E_0, E_0)} \|S(t)\|_{\mathcal{L}(E_0, E_0)} \, dt \leq c_2 \|B\|_{\mathcal{L}(E_0, E_0)} t_0^{1-\alpha} \|\phi\|_{E_0}.
\]

Consequently, there are \( t_0, q \in (0, 1) \) such that

\[
\int_0^{t_0} \|B S(t)\phi\|_{E_0} \, dt \leq q \|\phi\|_{E_0}, \quad \phi \in E_0.
\]

We are thus in a position to apply the Miyadera-Voigt perturbation theorem [7 III. Corollary 3.16] and conclude that \( \mathcal{A} + B \) generates a strongly continuous semigroup \( (T(t))_{t \geq 0} \) on \( E_0 \) satisfying

\[
T(t)\phi = S(t)\phi + \int_0^t S(t-s) B T(s) \phi \, ds, \quad t \geq 0, \quad \phi \in D(\mathcal{A}).
\]

(2.6)

If \( \phi \in D(\mathcal{A}) \), then \( T(\cdot)\phi \in C(\mathbb{R}^+, D(\mathcal{A})) \hookrightarrow C(\mathbb{R}^+, E_0) \), so that (2.6) and (2.5) entail

\[
\|T(t)\phi\|_{E_0} \leq c_1 e^{\omega_1 t} t^{-\alpha} \|\phi\|_{E_0} + c_1 \|B\|_{\mathcal{L}(E_0, E_0)} \int_0^t e^{\omega_1(t-s)} (t-s)^{-\alpha} \|T(s)\phi\|_{E_0} \, ds, \quad t > 0.
\]

The singular Gronwall inequality [11 II. Corollary 3.3.2] now implies that there are \( N_\alpha \geq 1 \) and \( \varsigma_\alpha \in \mathbb{R} \) such that

\[
\|T(t)\phi\|_{E_0} \leq N_\alpha e^{\varsigma_\alpha t} t^{-\alpha} \|\phi\|_{E_0}, \quad t > 0, \quad \phi \in D(\mathcal{A}).
\]

The density of \( D(\mathcal{A}) \) in \( E_0 \) yields (1.13). Moreover, in combination with (1.13), (2.6), and Lebesgue’s theorem, the density of \( D(\mathcal{A}) \) in \( E_0 \) also entails (1.12).

Suppose now that \( B\phi \in E_0^+ \) for \( \phi \in E_0^+ \) and take \( \lambda > 0 \) sufficiently large. Then \( \lambda - \mathcal{A} \) and \( \lambda - \mathcal{A} - B \) are invertible with

\[
(\lambda - \mathcal{A} - B)^{-1} = (\lambda - \mathcal{A})^{-1} \left(1 - B(\lambda - \mathcal{A})^{-1}\right)^{-1} = (\lambda - \mathcal{A})^{-1} \sum_{j=0}^{\infty} \left[B(\lambda - \mathcal{A})^{-1}\right]^j,
\]
where the proof of [7, III. Theorem 3.14] shows that the Neumann series converges since $B$ is a Miyadera-Voigt perturbation of $A$. This formula together with the positivity of $B$ and the fact that $A$ is resolvent positive since the semigroup $(S(t))_{t \geq 0}$ is positive imply that $A + B$ is resolvent positive. Hence, the semigroup $(T(t))_{t \geq 0}$ is positive. This proves part (c) of Theorem 1.2.

Proof of Corollary 1.3. Let $\alpha \in [0, 1)$ and recall from (1.10) and $E_\alpha \hookrightarrow E_0$ that $S_\alpha(t) \in \mathcal{L}(E_\alpha)$ for $t \geq 0$, where $S_\alpha(t)$ is the restriction of $S(t)$ to $E_\alpha = L_1(J, E_\alpha)$. Thus, in order to prove that $(S_\alpha(t))_{t \geq 0}$ is a strongly continuous positive semigroup on $E_\alpha$, it suffices to prove the strong continuity. To this end, let $\phi \in E_\alpha$. We then obtain from (1.3) and (1.3) for $t \in (0, a_m)$ that

$$
\|S(t)\phi - \phi\|_{E_\alpha} \leq \int_0^t \|\Pi(a, 0)\|_{\mathcal{L}(E_0, E_\alpha)} \|B_\theta(t - a)\|_{E_0} \, da + \int_0^t \|\Pi(a, 0)\|_{\mathcal{L}(E_\alpha)} \|\phi(a)\|_{E_\alpha} \, da \\
+ \int_t^{a_m} \|\Pi(a, a - t)\|_{\mathcal{L}(E_\alpha)} \|\phi(a) - \phi(a)\|_{E_\alpha} \, da \\
+ \int_t^{a_m} \|\Pi(a, a - t)\|_{\mathcal{L}(E_\alpha)} \|\phi(a) - \phi(a)\|_{E_\alpha} \, da \\
\leq M_\alpha \int_0^t e^{\alpha a - \alpha} \|B_\theta(t - a)\|_{E_0} \, da + M_\alpha \int_0^t e^{\alpha a} \|\phi(a)\|_{E_\alpha} \, da \\
+ M_\alpha e^{\alpha t} \int_0^{a_m} \|\phi(a - t) - \phi(a)\|_{E_\alpha} \, da \\
+ \int_t^{a_m} \|\Pi(a, a - t)\|_{\mathcal{L}(E_\alpha)} \|\phi(a) - \phi(a)\|_{E_\alpha} \, da .
$$

As $t \to 0$, the first and the second term on the right-hand side converge to zero due to (2.2) (with $\theta = 0$) and $\phi \in E_\alpha$, the third term converges to zero since translations are strongly continuous on $E_\alpha$, and the last term goes to zero due to Lebesgue’s theorem. This proves the strong continuity of $(S_\alpha(t))_{t \geq 0}$. That this semigroup in $E_\alpha$ with $\alpha \in (0, \theta)$ is eventually compact if $a_m < \infty$ respectively quasi-compact if $a_m = \infty$ one shows as above (for the case $E_0$) using the fact that $E_\alpha$ embeds compactly in $E_\alpha$ for $0 \leq \alpha < \theta \leq 1$. This yields Corollary 1.3.

3. The Generator $A$: Proof of Theorem 1.4

We next turn to the identification of the generator $A$ of the semigroup $(S(t))_{t \geq 0}$ which is crucial for what follows. To this end, suppose (1.3), (1.4), and (1.5).

Resolvent Representation Formula. In the following,

$$
I := \mathbb{R} \quad \text{if} \quad a_m < \infty, \quad I := (\varpi, \infty) \quad \text{if} \quad a_m = \infty.
$$

Recall that the operators $Q_\lambda$ for $\lambda \in \mathbb{C}$ with $\Re \lambda \in I$ are defined in (1.17). Their spectral radii determine the spectrum of $A$ as we shall see below. Let us first note from (1.35) and (1.4) the regularizing property

$$
Q_\lambda \in \mathcal{L}(E_0, E_\alpha)
$$

and hence $Q_\lambda \in \mathcal{L}(E_0)$ is compact due to the compact embedding of $E_\theta$ in $E_0$. Consequently, $\sigma(Q_\lambda) \setminus \{0\}$ consists only of eigenvalues. Moreover, (1.5) implies that $Q_\lambda \in \mathcal{L}(E_0)$ is strongly positive for $\lambda \in I$. Based on the Krein-Rutman Theorem, the following result is shown in [21, Lemma 2.4, Lemma 2.5].

Lemma 3.1. For $\lambda \in I$, the spectral radius $r(Q_\lambda)$ is positive and a simple eigenvalue of $Q_\lambda \in \mathcal{L}(E_0)$ with an eigenvector $\zeta_\lambda \in E_1$ that is quasi-interior in $E_0^+$. Moreover, $r(Q_\lambda)$ is an eigenvalue of the dual operator $Q_\lambda^* \in \mathcal{L}(E_\alpha^*)$ with a positive eigenfunctional $\zeta_\lambda^* \in E_\alpha^*$. The mapping

$$
I \to (0, \infty), \quad \lambda \mapsto r(Q_\lambda)
$$

is a strictly monotone increasing map that is continuous at $\lambda = 0$ and is analytic in $I$. Furthermore, $r(Q_\lambda) \to +\infty$ if $\lambda \to +\infty$.

Recall that $\Phi(t) := S(t)e^{tA}$ is the solution of the Cauchy problem

$$
\begin{align*}
\Phi(0) &= I, \\
\Phi'(t) &= A\Phi(t) + B_\theta(t),
\end{align*}
$$

and that $\Phi'(t) = A\Phi(t)$ solves the homogeneous problem.

Theorem 1.5. Suppose that $B_\theta(t) + A\Phi(t)$ is strongly positive for $t > 0$. Then $\Phi(t)$ is strongly continuous on $E_0$ and $\Phi(t)e^{tA} = S(t)e^{tA}$. Hence, $\Phi(t)$ is uniformly bounded on $E_0$ for $t \geq 0$.
is continuous and strictly decreasing with
\[ \lim_{\lambda \to \infty} r(Q_\lambda) = 0. \]
If \( a_m < \infty \), then
\[ \lim_{\lambda \to \infty} r(Q_\lambda) = \infty. \]

According to Lemma 3.1, if \( \lambda \in I \) is large enough, then \( r(Q_\lambda) < 1 \) so that \( (1 - Q_\lambda)^{-1} \in \mathcal{L}(E_0) \).

Next, introducing for \( \lambda \) the operator \( H_\lambda \) as
\[ H_\lambda \phi := \int_0^{a_m} b(a) \int_0^a \Pi_\lambda(a, \sigma) \phi(\sigma) \, d\sigma \, da, \quad \phi \in E_0, \]
we can state the following auxiliary result for further use.

**Lemma 3.2.** Let \( \lambda \in I \). Then
\[ H_\lambda \in \mathcal{L}(E_\theta, E_\theta) \cap \mathcal{L}(L_\infty(J, E_0), E_\theta), \quad \theta \in \{0, \vartheta\}. \]
Moreover, if \( a_m < \infty \), if (1.4) is valid for \( \theta = 1 \), and if \( \phi \in C(J, E_\xi) + C_\xi(J, E_0) \) for some \( \xi \in (0,1] \), then \( H_\lambda \phi \in E_1 \).

**Proof.** Let \( \theta \in \{0, \vartheta\} \). Noticing from (1.31) that
\[ \| H_\lambda \phi \|_{E_\theta} \leq \int_0^{a_m} \| b(a) \|_{\mathcal{L}(E_\theta)} \int_0^a \| \Pi_\lambda(a, \sigma) \|_{\mathcal{L}(E_0, E_\theta)} \| \phi(\sigma) \|_{E_\theta} \, d\sigma \, da, \]
\[ \leq M_\theta \int_0^{a_m} \| b(a) \|_{\mathcal{L}(E_\theta)} \int_0^a e^{(\varpi - \lambda)(a - \sigma)} (a - \sigma)^{-\theta} \, d\sigma \, da \| \phi \|_{L_\infty(J, E_0)} \]
for \( \phi \in L_\infty(J, E_0) \), it readily follows from (1.4) that \( H_\lambda \in \mathcal{L}(L_\infty(J, E_0), E_\theta) \). Similarly,
\[ \| H_\lambda \phi \|_{E_\theta} \leq \int_0^{a_m} \| b(a) \|_{\mathcal{L}(E_\theta)} \int_0^a \| \Pi_\lambda(a, \sigma) \|_{\mathcal{L}(E_0, E_\theta)} \| \phi(\sigma) \|_{E_\theta} \, d\sigma \, da, \]
\[ \leq M_\theta \int_0^{a_m} \| b(a) \|_{\mathcal{L}(E_\theta)} \int_0^a e^{(\varpi - \lambda)(a - \sigma)} \| \phi(\sigma) \|_{E_\theta} \, d\sigma \, da \]
for \( \phi \in E_\theta \), so that again (1.4) implies \( H_\lambda \in \mathcal{L}(E_\theta, E_\theta) \).

Finally, let \( a_m < \infty \) and consider \( \phi \in C(J, E_\xi) + C_\xi(J, E_0) \) for some \( \xi \in (0,1] \). Setting
\[ v(a) := \int_0^a \Pi_\lambda(a, \sigma) \phi(\sigma) \, d\sigma, \quad a \in J, \]
we have \( v \in C(J, E_1) \) by (1.7). Hence, \( H_\lambda \phi \in E_1 \) provided (1.4) is valid for \( \theta = 1 \). \( \square \)

The following representation formula for the resolvent of \( \mathbb{A} \) is fundamental for determining the domain of \( \mathbb{A} \). It has already been observed in [21] (but was then used only under more restrictive conditions). We include the proof here for the reader's ease. Recall that the growth bound of the semigroup \( \{S(t)\}_{t \geq 0} \) given by
\[ \omega_0 := \inf \{ \omega \in \mathbb{R}; \exists M \geq 1 : \| S(t) \|_{\mathcal{L}(E_0)} \leq Me^{\omega t}, \, t \geq 0 \} \]
while
\[ s(\mathbb{A}) := \sup \{ \text{Re} \lambda; \lambda \in \sigma(\mathbb{A}) \} \]
is the spectral bound of the generator \( \mathbb{A} \). Setting
\[ \omega_* := \omega + M_0 \| b \|_0 \]
we have \( \omega_* \geq \omega_0 \geq s(\mathbb{A}) \) due to (1.11).
Proposition 3.3. If $\lambda > \omega$, with $(1 - Q\lambda)^{-1} \in \mathcal{L}(E_0)$, then
\[
[(\lambda - \mathcal{A})^{-1}\phi](a) = \int_0^a \Pi(\lambda, a, \sigma) \phi(\sigma) \, d\sigma + \Pi(\lambda, a, 0)(1 - Q\lambda)^{-1}H\phi
\]  
for $a \in J$ and $\phi \in E_0$.

Proof. The choice of $\lambda$ ensures that it belongs to the resolvent set of $\mathcal{A}$ and that $H\lambda \in \mathcal{L}(E_0, E_0)$. Using the Laplace transform formula
\[
(\lambda - \mathcal{A})^{-1}\phi = \int_0^\infty e^{-\lambda t} S(t)\phi \, dt
\]
for $\phi \in E_0$, we infer from [10, p. 69 ff] and (1.8) that, for a.a. $a \in J$,
\[
[(\lambda - \mathcal{A})^{-1}\phi](a) = \int_0^\infty e^{-\lambda t} \left[ S(t)\phi \right](a) \, dt
\]
\[
= \int_0^a \Pi(\lambda, a, t) \phi(t) \, dt + \Pi(\lambda, a, 0) \int_0^\infty e^{-\lambda t} B\phi(t) \, dt.
\]
Since $\lambda > \omega$, it follows from (3.2) that
\[
\Psi := \int_0^\infty e^{-\lambda t} B\phi(t) \, dt \in E_0,
\]
and using (1.8) and (1.9), we obtain
\[
\Psi = \int_0^a b(a) \int_0^\infty e^{-\lambda t} \left[ S(t)\phi \right](a) \, dt \, da
\]
\[
= \int_0^a b(a) \Pi(\lambda, a, 0) \, da \Psi + \int_0^a b(a) \int_0^a \Pi(\lambda, a, t) \phi(t) \, dt \, da = Q\lambda\Psi + H\lambda\phi,
\]
that is,
\[
\Psi = (1 - Q\lambda)^{-1}H\lambda\phi
\]
from which the claim follows. \qed

We obtain also the following information on the domain of $\mathcal{A}$.

Corollary 3.4. If $\alpha \in [0, 1)$, then the embedding $D(\mathcal{A}) \hookrightarrow E_\alpha$ is continuous and dense.

Proof. Recall from (1.15) that there are $c_2 > 0$ and $\omega_2 > 0$ such that
\[
\|S(t)\|_{\mathcal{L}(E_0, E_\alpha)} \leq c_2 e^{\omega_2 t} \left( t^{-\alpha} + 1 \right), \quad t > 0.
\]
(3.2)

Fix $\lambda > \max\{\omega_0, \omega_2\}$. Given $\psi \in \text{dom}(\mathcal{A})$ set $\phi := (\lambda - \mathcal{A})\psi \in E_0$. Since
\[
(\lambda - \mathcal{A})^{-1}\phi = \int_0^\infty e^{-\lambda t} S(t)\phi \, dt,
\]
we derive from (1.15) that
\[
\|\psi\|_{E_\alpha} \leq \int_0^\infty e^{-\lambda t} \|S(t)\|_{\mathcal{L}(E_0, E_\alpha)} \|\phi\|_{E_0} \, dt \leq c_2 \int_0^\infty e^{-(\lambda + \omega_2) t} \left( t^{-\alpha} + 1 \right) \, dt \|\phi\|_{E_0} \leq c_3 \|\psi\|_{D(\mathcal{A})}
\]
what yields the continuity of the embedding $D(\mathcal{A}) \hookrightarrow E_\alpha$. That this embedding is also dense follows from the fact that, for $\phi \in E_\alpha$,
\[
\phi_t := \frac{1}{t} \int_0^t S(s)\phi \, ds \in D(\mathcal{A}), \quad t > 0,
\]
and
\[
\phi_t \rightarrow \phi \quad \text{in} \quad E_\alpha \quad \text{as} \quad t \rightarrow 0
\]
since $(S(t))_{t \geq 0}$ is strongly continuous on $E_\alpha$ by Corollary 1.3. \qed
Proof of Theorem 1.4 (a). Consider \( \psi \in \text{dom}(\mathcal{A}) \) and fix \( \lambda > \omega_* \) with \( (1 - Q_\lambda)^{-1} \in \mathcal{L}(E_0) \). Then

\[
\phi_0 := (\lambda - \mathcal{A})\psi \in E_0, \quad \psi = (\lambda - \mathcal{A})^{-1}\phi_0,
\]

and Proposition 3.3 entails that

\[
\psi(a) = \int_0^a \Pi_\lambda(a, \sigma) \phi_0(\sigma) \, d\sigma + \Pi_\lambda(a, 0)\psi(0), \quad a \in J,
\]

with

\[
\psi(0) = (1 - Q_\lambda)^{-1}H_\lambda \phi_0 \in E_0.
\]
That is, \( \psi \in C(J, E_0) \) is the mild solution to

\[
\partial_a \psi = (-\lambda + A(a))\psi + \phi_0(a), \quad a \in J,
\]

and the computation in Proposition 3.3 along with \( \psi(0) = (1 - Q_\lambda)^{-1}H_\lambda \phi_0 \) imply that \( \psi \) satisfies (1.15). Setting \( \phi := \phi_0 - \lambda \psi = -A \psi \in E_0 \) we thus derive that \( \psi \in C(J, E_0) \) is indeed the mild solution to (1.14) - (1.15) as claimed in Theorem 1.4 (a).

Conversely, suppose that \( \psi \in E_0 \cap C(J, E_0) \) is the mild solution to

\[
\partial_a \psi = A(a)\psi + \phi(a), \quad a \in J,
\]

for some \( \phi \in E_0 \) and \( \psi \) satisfies (1.15). Taking \( \lambda > \omega_* \) with \( (1 - Q_\lambda)^{-1} \in \mathcal{L}(E_0) \), we set

\[
\phi_0 := \lambda \psi + \phi \in E_0
\]

so that \( \psi \) is the mild solution to

\[
\partial_a \psi = (-\lambda + A(a))\psi + \phi_0(a), \quad a \in J,
\]

given by

\[
\psi(a) = \Pi_\lambda(a, 0)\psi(0) + \int_0^a \Pi_\lambda(a, \sigma) \phi_0(\sigma) \, d\sigma, \quad a \in J.
\]

Therefore,

\[
\psi(0) = \int_0^a b(a) \psi(a) \, da = Q_\lambda \psi(0) + H_\lambda \phi_0
\]

and

\[
\psi(0) = (1 - Q_\lambda)^{-1}H_\lambda \phi_0.
\]

Proposition 3.3 together with (3.3) and (3.4) imply that \( \psi = (\lambda - \mathcal{A})^{-1}\phi_0 \in \text{dom}(\mathcal{A}) \). This proves part (a) of Theorem 1.4.

\[ \square \]

Proof of Theorem 1.4 (b). This is shown in Corollary 3.4.

\[ \square \]

Proof of Theorem 1.4 (c). Let \( a_m < \infty \) and let (1.4) be valid for \( \theta = 1 \). We show that

\[
\mathbb{D} = \left\{ \psi \in C^1(J, E_0) \cap C(J, E_1); \psi(0) = \int_0^{a_m} b(a)\psi(a) \, da \right\}
\]

is a core for \( \mathcal{D}(\mathcal{A}) \). To this end, let \( \psi \in \mathbb{D} \) and set \( \phi := \partial_a \psi - A \psi \in C(J, E_0) \subset E_0 \). Obviously, \( \psi \) is a strong solution to

\[
\partial_a \psi = A(a)\psi + \phi(a), \quad a \in J,
\]

satisfying (1.15). Thus, from Theorem 1.4 (a) we deduce \( \psi \in \text{dom}(\mathcal{A}) \) with

\[
\mathcal{A} \psi = -\phi = -\partial_a \psi + A(\cdot) \psi.
\]

Therefore, \( \mathbb{D} \subset \text{dom}(\mathcal{A}) \). To prove that this inclusion is dense (with respect to the graph norm), let \( \psi \in \text{dom}(\mathcal{A}) \) and \( \varepsilon > 0 \) be arbitrary. Choosing \( \theta \in (0, 1) \) and \( \lambda > \omega_* \) with \( (1 - Q_\lambda)^{-1} \in \mathcal{L}(E_0) \),
we set \( \phi := (\lambda - \mathbb{A})\psi \in \mathbb{E}_0 \). Then, there is \( \phi \in C(J, E_0) \) such that \( \| \phi - \phi \|_{\mathbb{E}_0} \leq \varepsilon \). By part (a) of Theorem 1.4, \( \psi = (\lambda - \mathbb{A})^{-1} \phi \in \text{dom}(\mathbb{A}) \) is the mild solution to
\[
\partial_a \psi = (\lambda + A(a))\psi + \phi(a), \quad a \in J,
\]
with (see 3.4)
\[
\psi_c(0) = (1 - Q_\lambda)^{-1} H_\lambda \phi_c,
\]
so that \( \psi_c(0) \in E_1 \) owing to Lemma 3.2 and since \((1 - Q_\lambda)^{-1} \in \mathcal{L}(E_1)\) due to (1.3b) and the assumption that (1.4) is valid also for \( \theta \). Therefore, (1.3) implies \( \psi_c \in \mathbb{D} \). Moreover,
\[
\| \psi_c - \psi \|_{\mathcal{D}(\mathbb{A})} \leq \| (\lambda - \mathbb{A})^{-1} \|_{\mathcal{L}(\mathbb{E}_0, \mathcal{D}(\mathbb{A}))} \| \phi_c - \phi \|_{\mathbb{E}_0}
\]
showing that \( \mathbb{D} \) is indeed dense in \( \mathcal{D}(\mathbb{A}) \) as claimed. \( \square \)

**Remark 3.5.** Independent of whether \( a_m < \infty \) or \( a_m = \infty \), if \( \psi \in W^1_1(J, E_0) \cap L_1(J, E_1) \) satisfies (1.1a), then \( \psi \in \text{dom}(\mathbb{A}) \) and \( \mathbb{A}\psi = -\partial_a \psi + A\psi \).

**Proof.** Set \( \phi := -\partial_a \psi + A\psi \in \mathbb{E}_0 \) and note that the properties of the evolution operator \( \Pi \) and the regularity \( \psi \in W^1_1(J, E_0) \cap L_1(J, E_1) \) guarantee that,
\[
\frac{\partial}{\partial \sigma} \Pi(a, \sigma) \phi(\sigma) = \Pi(a, \sigma) \phi(\sigma), \quad \text{a.a.} \sigma \in (0, a), \quad a \in J.
\]
Integrating with respect to \( \sigma \) yields that \( \psi \in C(J, E_0) \) is a mild solution to (1.14) satisfying (1.15). Hence, \( \psi \in \text{dom}(\mathbb{A}) \) with \( \mathbb{A}\psi = \phi = -\partial_a \psi + A\psi \) according to Theorem 1.4 (a). \( \square \)

**4. Spectral Properties: Proof of Theorem 1.5**

The main ideas of the proof of Theorem 1.3 are reminiscent of [21, 22], but the details differ. We thus include a full proof herein for which we impose throughout assumptions 1.4, 1.5, and assume (1.4) for \( \theta \in \{0, \theta, 1\} \). Moreover, we assume for this section that
\[
\text{if } a_m = \infty, \text{ then } r(Q_0) \geq 1. \quad (4.1)
\]
Note that
\[
Q_\lambda \in \mathcal{L}(E_0, E_0) \cap \mathcal{L}(E_0, E_1) \cap \mathcal{L}(E_1) \quad (4.2)
\]
due to (1.3b) and since (1.4) is valid for \( \theta \in \{0, \theta, 1\} \). Also note that (1.3c), (4.1), and Lemma 3.1 imply that there is a unique \( \lambda_0 \in \mathbb{R} \) such that
\[
r(Q_{\lambda_0}) = 1
\]
and that \( \lambda_0 \geq 0 \) if \( a_m = \infty \).

**Spectrum of \( \mathbb{A} \).** The compactness property of \( (S(t))_{t \geq 0} \) stated in Theorem 1.2 provides information on the spectrum \( \sigma(\mathbb{A}) \) of the generator \( \mathbb{A} \), in particular, that it is a pure and discrete point spectrum. Moreover, the eigenvalues \( \mu \) of \( \mathbb{A} \) are related to the operator \( Q_{\mu} \). Recall that we have introduced the interval \( I \) as
\[
I = \mathbb{R} \quad \text{if } a_m < \infty, \quad I = (\mathbb{R}, \infty) \quad \text{if } a_m = \infty.
\]

**Lemma 4.1.** (a) If \( a_m < \infty \), then the spectrum \( \sigma(\mathbb{A}) \) is countable and consists of poles of the resolvent \( R(\cdot, \mathbb{A}) \) of finite algebraic multiplicities (in particular, \( \sigma(\mathbb{A}) \) is a pure point spectrum). Moreover, the set \( \{ \lambda \in \sigma(\mathbb{A}); \text{Re} \lambda \geq r \} \) is finite for each \( r \in \mathbb{R} \).

(b) If \( a_m = \infty \), then the set \( \{ \lambda \in \sigma(\mathbb{A}); \text{Re} \lambda \geq 0 \} \) is finite and consists of poles of the resolvent \( R(\cdot, \mathbb{A}) \) of finite algebraic multiplicities.

(c) Let \( \mu \in \mathbb{C} \) with \( \text{Re} \mu \in I \). Then \( \psi \in \text{ker}(\mu - \mathbb{A}) \) if and only if there is \( \psi_0 \in E_1 \) with
\[
\psi(a) = \Pi_{\mu}(a, 0)\psi_0, \quad a \in J, \quad \psi_0 = Q_{\mu}\psi_0. \quad (4.3)
\]
In particular, \( \text{ker}(\mu - \mathbb{A}) \subset \mathbb{D} \).
(d) Let $m \in \mathbb{N}$. Then, $\mu \in \sigma(\mathcal{A})$ has geometric multiplicity $m$ if and only if $1 \in \sigma(Q_{\mu})$ has geometric multiplicity $m$.

Proof. (a) Since the semigroup $(\mathcal{S}(t))_{t \geq 0}$ is eventually compact if $a_m < \infty$ according to Theorem [12] this is a consequence of [7] V. Corollary 3.2.

(b) Since the semigroup $(\mathcal{S}(t))_{t \geq 0}$ is quasi-compact if $a_m = \infty$ according to Theorem [12] this is a consequence of [7] V. Theorem 3.7.

(c) Let $\mu \in \sigma(\mathcal{A})$ and $\psi \in \ker(\mu - \mathcal{A}) \subset \text{dom}(\mathcal{A})$. Since $\mathcal{A}\psi = \mu\psi$, we infer from Theorem [3] (a) that $\psi$ is the mild solution to

$$\partial_a \psi = A(a)\psi - \mu\psi(a), \quad a \in J, \quad \psi(0) = \int_0^{a_m} b(a) \psi(a) \, da, \tag{4.4}$$

with $\phi := -\mu \psi \in C(J, E_0)$. Clearly, (4.4) implies (4.3) with $\psi_0 = \psi(0) \in E_1$ due to (4.2). Hence, $\psi \in D$ by (1.7). Conversely, if $\psi$ satisfies (4.3), then $\psi$ obviously satisfies (4.4). Moreover, since $\text{Re} \, \mu \in I$, we have $-\mu \psi \in E_0$ due to (1.3) and (1.3b). Therefore, $\psi \in \text{dom}(\mathcal{A})$ with $(\mu - \mathcal{A})\psi = 0$ owing to Theorem [1.3] (a). This proves (c).

(d) Let $\mu \in \sigma(\mathcal{A})$ have geometric multiplicity $m \in \mathbb{N}$. Then, there are linearly independent $\psi_1, \ldots, \psi_m \in \ker(\mu - \mathcal{A})$, and (4.3) yields

$$\psi_j(a) = \Pi_\mu(a, 0)\psi_j(0), \quad a \in J, \quad \psi_j(0) = Q_\mu\psi_j(0).$$

This readily implies that $\psi_1(0), \ldots, \psi_m(0) \in E_0$ are linearly independent eigenvectors of $Q_\mu$ corresponding to the eigenvalue 1.

Conversely, let $1 \in \sigma(Q_\mu)$ have geometric multiplicity $m \in \mathbb{N}$ so that there are linearly independent $\Psi_1, \ldots, \Psi_m \in E_0$ with $\Psi_j = Q_\mu \Psi_j$. Set

$$\psi_j(a) := \Pi_\mu(a, 0)\Psi_j, \quad a \in J, \quad j = 1, \ldots, m.$$ Then $\psi_j \in \ker(\mu - \mathcal{A})$ due to (c). If $\zeta := \sum_j \xi_j \psi_j = 0$ for some $\xi_j \in \mathbb{C}$, the unique solvability of

$$\partial_a \zeta = (-\mu + A(a))\zeta, \quad a \in J, \quad \zeta(0) = \sum_j \xi \Psi_j$$

readily implies $\zeta(0) = 0$, hence $\xi_j = 0$ so that that $\psi_1, \ldots, \psi_m$ are linearly independent. □

We next characterize the spectral bound $s(\mathcal{A})$.

**Proposition 4.2.** $s(\mathcal{A}) = \lambda_0$ is a simple and dominant eigenvalue of $\mathcal{A}$ and

$$\ker(\lambda_0 - \mathcal{A}) = \text{span}\{\Pi_{\lambda_0}(\cdot, 0)\zeta_{\lambda_0}\}$$

with $\zeta_{\lambda_0} \in E_1$ from Lemma [5.1].

Proof. Recall from [4.4] that $\lambda_0 \geq 0$ if $a_m = \infty$. Set $s := s(\mathcal{A})$ and note from [2] Corollary 12.9 that $s \in \sigma(\mathcal{A})$ since $(\mathcal{S}(t))_{t \geq 0}$ is a positive semigroup on the Banach lattice $E_0$. Since $r(Q_{\lambda_0}) = 1$ is a simple eigenvalue of $Q_{\lambda_0}$ with eigenvector $\zeta_{\lambda_0} \in E_0^+$, it follows from Lemma [5.1] that

$$\ker(\lambda_0 - \mathcal{A}) = \text{span}\{\varphi\}, \quad \varphi := \Pi_{\lambda_0}(\cdot, 0)\zeta_{\lambda_0}.$$ In particular, $\lambda_0 \leq s$. Owing to Lemma [5.1] (and the fact that $s \geq \lambda_0 \geq 0$ if $a_m = \infty$), the set

$$\sigma_0 := \{\lambda \in \sigma(\mathcal{A}) ; \text{Re} \, \lambda = s\}$$

has only finitely many elements, while [3] Theorem 8.14 entails that it is additively cyclic since $s$ is a pole of the resolvent of $\mathcal{A}$ and $(\mathcal{S}(t))_{t \geq 0}$ a positive semigroup. Consequently, $\sigma_0 = \{s\}$ so that $s$ is a dominant eigenvalue. Next note that Lemma [5.1] implies $1 \in \sigma(Q_s)$, hence $r(Q_s) \geq 1$ and thus $s \leq \lambda_0$ by Lemma [5.1]. Consequently, $s = \lambda_0$.
It remains to prove that \( s = \lambda_0 \) is simple. To this end, consider \( \psi \in \ker(\lambda_0 - \mathbb{A})^2 \). Then
\[
\phi_0 := (\lambda_0 - \mathbb{A})\psi \in \ker(\lambda_0 - \mathbb{A})
\]
since \( \phi_0 = \gamma \varphi \) for some \( \gamma \in \mathbb{C} \). We may assume without loss of generality that \( \gamma \) is real and that \( \gamma > 0 \). Choose \( \tau > 0 \) such that \( \tau \zeta_{\lambda_0} + \psi(0) \in E_0^+ \), define then
\[
p := \tau \varphi + \psi \in \text{dom}(\mathbb{A}),
\]
and note that \( (\lambda_0 - \mathbb{A})p = \phi_0 = \gamma \varphi \). Theorem 1.4 now implies that \( p \) is the mild solution to
\[
\partial_t p = (-\lambda_0 + A(a))p + \gamma \varphi(a), \quad a \in J, \quad p(0) = \tau \zeta_{\lambda_0} + \psi(0) \in E_0^+.
\]
From (1.6) we derive that
\[
\partial_a p = (a, \mathbb{A}) + \gamma \varphi(a), \quad a \in J,
\]
hence, using the property
\[
\Pi_{\lambda_0}(a, \sigma) \Pi_{\lambda_0}(\sigma, 0) \zeta_{\lambda_0} d\sigma, \quad a \in J,
\]
we get
\[
p(a) = \Pi_{\lambda_0}(a, 0)p(0) + \gamma a \Pi_{\lambda_0}(a, 0) \zeta_{\lambda_0}, \quad a \in J.
\]
Since
\[
p(0) = \int_{a_m}^{a_m} b(a) p(a) \, da
\]
by Theorem 1.4 we thus infer that
\[
(1 - Q_{\lambda_0})p(0) = \gamma \int_0^{a_m} b(a) \Pi_{\lambda_0}(a, 0) \zeta_{\lambda_0} a \, da \in E_0^+.
\]
However, since \( r(Q_{\lambda_0}) = 1 \) and \( Q_{\lambda_0} \) is strongly positive, [4 Corollary 12.4] ensures that this equation has no positive solution \( p(0) \in E_0^+ \) if the right-hand side is non-trivial. Consequently, (4.5) entails \( \gamma = 0 \) from which we deduce that \( \phi_0 = 0 \), hence \( \ker(\lambda_0 - \mathbb{A})^2 = \ker(\lambda_0 - \mathbb{A}) \). Therefore, \( \lambda_0 = s \) is a simple eigenvalue of \( \mathbb{A} \).

**Corollary 4.3.** If \( a_m < \infty \), then \( \omega_0 = s(\mathbb{A}) = \lambda_0 \). In particular, there is \( N \geq 1 \) such that
\[
\|S(t)\|_{L(E_0)} \leq Ne^{\lambda_0 t}, \quad t \geq 0.
\]

**Proof.** Since \( (S(t))_{t \geq 0} \) is eventually compact, we have \( \omega_0 = s(\mathbb{A}) \) by [7 IV. Corollary 3.12].

Note from (1.11) that \( \lambda_0 \leq \varpi + \|b\|_0 \mathcal{M}_0 \) if \( a_m < \infty \).

We are now in a position to prove the asynchronous exponential growth of \( (S(t))_{t \geq 0} \) and identify the corresponding projection as stated in Theorem 1.5.

**Proof of Theorem 1.5** Recall that \( \lambda_0 \) is a dominant and simple eigenvalue of \( \mathbb{A} \) according to Proposition 1.2 and that \( (S(t))_{t \geq 0} \) is eventually compact if \( a_m < \infty \) respectively quasi-compact if \( a_m = \infty \) due to Theorem 1.2. It thus follows from [7 V. Corollary 3.3] respectively [7 V. Theorem 3.7] that there are \( \varepsilon > 0 \) and \( N \geq 1 \) such that
\[
\|e^{-\lambda_0 t} S(t) - P_{\lambda_0}\|_{L(E_0)} \leq Ne^{-\varepsilon t}, \quad t \geq 0,
\]
where
\[
P_{\lambda_0} = \lim_{\lambda \to \lambda_0} (\lambda - \lambda_0)(\lambda - \mathbb{A})^{-1} \in L(E_0)
\]
is the spectral projection onto \( \ker(\lambda_0 - \mathbb{A}) = \text{span}\{\Pi_{\lambda_0}(\cdot, 0)\zeta_{\lambda_0}\} \) (see also [7 IV. §1.17]). The identification of \( P_{\lambda_0} \) is the same as in [21], we sketch it here for the sake of completeness.
Consider $\phi \in \mathbb{E}_0$ and note from (1.6) and (3.1) that
\[ P_{\lambda_0} \phi = \lim_{\lambda \to \lambda_0} (\lambda - \lambda_0) \Pi_\lambda (0) (1 - Q_\lambda)^{-1} H_{\lambda_0} \phi. \]

Since $E_\phi = \mathbb{R} \zeta_{\lambda_0} \oplus \text{rg}(1 - Q_{\lambda_0})$ by Lemma 3.1, we may write
\[ H_{\lambda_0} \phi = (\zeta'_{\lambda_0}, H_{\lambda_0} \phi)_{E_0} \zeta_{\lambda_0} + (1 - Q_{\lambda_0}) g(H_{\lambda_0} \phi) \]
for some $g(H_{\lambda_0} \phi) \in E_0$, where $\zeta'_{\lambda_0} \in E'_0$ is the positive eigenfunctional $\zeta'_{\lambda_0} \in E'_0$ of $Q'_{\lambda_0}$ from Lemma 3.1 with $Q'_{\lambda_0} \zeta_{\lambda_0} = \zeta'_{\lambda_0}$ and normalization $\langle \zeta'_{\lambda_0}, \zeta_{\lambda_0} \rangle_{E_0} = 1$. Since
\[ 1 - Q_{\lambda_0} = 1 - Q_\lambda + Q_\lambda - Q_{\lambda_0} \]
implies
\[ \lim_{\lambda \to \lambda_0} (\lambda - \lambda_0) \Pi_\lambda (\cdot, a) (1 - Q_\lambda)^{-1} (1 - Q_{\lambda_0}) g(H_{\lambda_0} \phi) = 0, \]
we thus infer
\[ P_{\lambda_0} \phi = \langle \zeta'_{\lambda_0}, H_{\lambda_0} \phi \rangle_{E_0} \lim_{\lambda \to \lambda_0} (\lambda - \lambda_0) \Pi_\lambda (\cdot, a) (1 - Q_\lambda)^{-1} \zeta_{\lambda_0}. \]

Hence, writing
\[ P_{\lambda_0} \phi = c(\phi) \Pi_{\lambda_0} (\cdot, 0) \zeta_{\lambda_0} \]
with $c(\phi) \in \mathbb{R}$, we deduce from (4.8) and (4.7) that
\[ c(\phi) \zeta_{\lambda_0} = c(\phi) Q_{\lambda_0} \zeta_{\lambda_0} = \int_0^a b(a) (P_{\lambda_0} \phi)(a) da = \langle \zeta'_{\lambda_0}, H_{\lambda_0} \phi \rangle_{E_0} \lim_{\lambda \to \lambda_0} (\lambda - \lambda_0) Q_\lambda (1 - Q_\lambda)^{-1} \zeta_{\lambda_0}. \]

Applying $\zeta'_{\lambda_0} \in E'_0$ of $Q'_{\lambda_0}$ on both sides yields
\[ c(\phi) = c_1 \langle \zeta'_{\lambda_0}, H_{\lambda_0} \phi \rangle_{E_0} \]
for some constant $c_1$ not depending on $\phi$ (but on $\zeta_{\lambda_0}$ and $\zeta'_{\lambda_0}$, of course). Consequently, from (4.8),
\[ P_{\lambda_0} \phi = c_1 \langle \zeta'_{\lambda_0}, H_{\lambda_0} \phi \rangle_{E_0} \Pi_{\lambda_0} (\cdot, 0) \zeta_{\lambda_0}, \quad \phi \in \mathbb{E}_0. \]

The constant $c_1$ is readily computed from the fact that $P^2_{\lambda_0} = P_{\lambda_0}$ and that (see 1.5)
\[ H_{\lambda_0} (\Pi_{\lambda_0} (\cdot, 0) \zeta_{\lambda_0}) = \int_0^a b(a) \int_0^a \Pi_{\lambda_0} (a, \sigma) \Pi_{\lambda_0} (\sigma, 0) \zeta_{\lambda_0} d\sigma da = \int_0^a b(a) \Pi_{\lambda_0} (a, 0) \zeta_{\lambda_0} a da \]
to yield formula (1.19). This completes the proof of Theorem 1.5. \qed

**Proof of Corollary 1.6** This is a consequence of Theorem 1.5 and Lemma 3.1.

**Proof of Corollary 1.7** This follows from Theorem 1.5 and [11, Theorem 1.1, Theorem 1.3]. \qed

5. **Appendix**

We verify the existence of $B_\phi$ occurring in (1.8b). More precisely, given a function
\[ h \in C(\mathbb{R}^+, \mathbb{E}_0) \]
we show the solvability of
\[ B_\phi^h(t) = \int_0^t \chi(a) b(a) \Pi(a, 0) B_\phi^h(t - a) da + \int_0^t \chi(a + t) b(a + t) \Pi(a + t, a) \phi(a) da + h(t) \]
for $t \geq 0$. 

Lemma 5.1. Let $h$ satisfy (5.1). There is a mapping 

$$[\phi \mapsto B^h_{\phi}] \in \mathcal{L}(E_0, C(\mathbb{R}^+, E_0))$$

such that $B^h_{\phi}$ is the unique solution to (5.2).

Proof. Define

$$(KB)(t) := \int_0^t \chi(a) b(a) \Pi(a, 0) B(t - a) \, da, \quad t \geq 0, \quad B \in C(\mathbb{R}^+, E_0).$$

For fixed $\phi \in E_0$, equation (5.2) is equivalent to $B = B^h_{\phi}$ satisfying

$$(1 - \mathcal{K})B = H^h_{\phi}$$

in $C(\mathbb{R}^+, E_0)$, where $H^h_{\phi} \in C(\mathbb{R}^+, E_0)$ is defined as

$$H^h_{\phi}(t) := \int_0^{a_m-t} \chi(a + t) b(a + t) \Pi(a + t, a) \phi(a) \, da + h(t), \quad t \geq 0.$$ 

Let $T > 0$ be arbitrary. We claim that $\mathcal{K} \in \mathcal{L}(C([0, T], E_0))$ is compact. Let $B_0$ denote the unit ball in $C([0, T], E_0)$. For $B \in B_0$ and $t \in [0, T]$ we obtain, using (1.3b) and (1.3c),

$$\|(KB)(t)\|_{E_0} \leq \int_0^t \chi(a) \|b(a)\|_{L(E_0)} \|\Pi(a, 0)\|_{L(E_0, E_0)} \|B(t - a)\|_{E_0} \, da$$

$$\leq \|b\|_M M_0 \int_0^t a^{-\alpha} e^{-\alpha a} \, da \|B\|_{C([0, T], E_0)} \leq c(T)$$

so that $\mathcal{K}(B_0)(t)$ is bounded in $E_0$ which compactly embeds into $E_0$. Therefore, $\mathcal{K}(B_0)(t)$ is relatively compact in $E_0$ for each $t \in [0, T]$. Moreover, for $0 \leq s \leq t \leq T$ and $B \in B_0$, we derive, using (1.3a) and (1.3b),

$$\|(KB)(t) - (KB)(s)\|_{E_0} = \left\|\int_0^t \chi(t - a) b(t - a) \Pi(t - a, 0) B(a) \, daight.$$ 

$$- \int_0^s \chi(s - a) b(s - a) \Pi(s - a, 0) B(a) \, da\right\|_{E_0}$$

$$\leq \int_0^s \|\chi(t - a) b(t - a) \Pi(t - a, 0)\|_{L(E_0)} \, da$$

$$+ \int_s^t \|\chi(t - a) b(t - a) \Pi(t - a, 0)\|_{L(E_0)} \, da.$$ 

If $b \in BC(J, \mathcal{L}(E_0))$, then the equi-continuity follows from $b(\cdot)\Pi(\cdot, 0) \in C([r, a_m], \mathcal{L}(E_0))$ with $r > 0$ small enough $[1]$. Eq. (2.1.2) and splitting the first integral into integrals on $(0, s - r)$ and $(s - r, s)$. The general case follows by approximating $b \in L_{\infty}(J, \mathcal{L}(E_0))$ pointwise a.e. by a sequence $(b_j) \subset BC(J, \mathcal{L}(E_0))$ with $\|b_j\|_{\infty} \leq \|b\|_{\infty}$, see [1, p.133f], and using Egorov’s theorem (see [16] Theorem 4.3, step (iii) of the proof) for a similar argument). This implies that $\mathcal{K}(B_0) \subset C([0, T], E_0)$ is equi-continuous. Therefore, the Arzelá-Ascoli Theorem ensures that $\mathcal{K}(B_0)$ is compact in $C([0, T], E_0)$, hence $\mathcal{K} \in \mathcal{L}(C([0, T], E_0))$ is compact. Next, suppose that $KB = B$ for some $B \in C([0, T], E_0)$. Then, using (1.3a) and (1.3b), we deduce that there is $C(T) > 0$ such that

$$\|B(t)\|_{E_0} = \|(KB)(t)\|_{E_0} \leq \int_0^t \chi(a) \|b(a)\|_{L(E_0)} \|\Pi(a, 0)\|_{L(E_0)} \|B(t - a)\|_{E_0} \, da$$

$$\leq \|b\|_M c(T, \infty) \|B\|_{C([0, T], E_0)} \leq \int_0^t C(T) \|B\|_{C([0, T], E_0)}$$
for \( t \in [0, T] \). Inductively, we derive that
\[
\|B(t)\|_{\mathcal{E}_0} \leq \frac{t^n}{n!} C(T)^n \|B\|_{C([0,T], \mathcal{E}_0)}, \quad t \in [0, T], \quad n \in \mathbb{N},
\]
so that \( B \equiv 0 \). Consequently, \( 1 - \mathcal{K} \) is an isomorphism on \( C([0,T], \mathcal{E}_0) \) due to the Fredholm Alternative, and \((5.23)\) has for each \( \phi \in \mathcal{E}_0 \) a unique solution \( B_\phi^h \in C([0,T], \mathcal{E}_0) \). Moreover, it is readily seen that
\[
[\phi \mapsto B_\phi^h] \in \mathcal{L}(\mathcal{E}_0, C([0,T], \mathcal{E}_0)).
\]
Since \( T > 0 \) was arbitrary, this implies the assertion. \( \square \)

References

[1] H. Amann, Linear and quasilinear parabolic problems. Vol. I, vol. 89 of Monographs in Mathematics, Birkhäuser Boston, Inc., Boston, MA, 1995. Abstract linear theory.

[2] A. Bátkai, M. Kramar Filíﬁx, and A. Rhandi, Positive operator semigroups, vol. 257 of Operator Theory: Advances and Applications, Birkhäuser/Springer, Cham, 2017. From finite to infinite dimensions, With a foreword by Rainer Nagel and Ulf Schlotterbeck.

[3] P. Clément, H. J. A. M. Heijmans, S. Angenent, C. J. van Duijn, and B. de Pagter, One-parameter semigroups, vol. 5 of CWI Monographs, North-Holland Publishing Co., Amsterdam, 1987.

[4] D. Daners and P. Koch Medina, Abstract evolution equations, periodic problems and applications, vol. 279 of Pitman Research Notes in Mathematics Series, Longman Scientific & Technical, Harlow; copublished in the United States with John Wiley & Sons, Inc., New York, 1992.

[5] A. Ducrot and P. Magal, A center manifold for second order semilinear differential equations on the real line and applications to the existence of wave trains for the Gurtin-McCamy equation, Trans. Amer. Math. Soc., 372 (2019), pp. 3487–3537.

[6] A. Ducrot, P. Magal, and A. Thorel, An integrated semigroup approach for age structured equations with diffusion and non-homogeneous boundary conditions, Nonlinear Differ. Equ. Appl., 28 (2021).

[7] K.-J. Engel and R. Nagel, One-parameter semigroups for linear evolution equations, vol. 194 of Graduate Texts in Mathematics, Springer-Verlag, New York, 2000. With contributions by S. Brendle, M. Campiti, T. Hahn, G. Metafune, G. Nickel, D. Pallara, C. Perazzoli, A. Rhandi, S. Romanelli and R. Schnaubelt.

[8] S. Gutman, Compact perturbations of \( m \)-accretive operators in general Banach spaces, SIAM J. Math. Anal., 13 (1982), pp. 789–800.

[9] M. Gyllenberg and G. F. Webb, Asynchronous exponential growth of semigroups of nonlinear operators, J. Math. Anal. Appl., 167 (1992), pp. 443–467.

[10] E. Hille and R. S. Phillips, Functional analysis and semi-groups, American Mathematical Society Colloquium Publications, Vol. 31, American Mathematical Society, Providence, R. I., 1957. rev. ed.

[11] H. Kang and S. Ruan, Mathematical analysis on an age-structured SIS epidemic model with nonlocal diffusion, J. Math. Biol., 83 (2021), p. 1.

[12] ———, Nonlinear age-structured population models with nonlocal diffusion and nonlocal boundary conditions, J. Differential Equations, 278 (2021), pp. 430–462.

[13] M. Langlais, Large time behavior in a nonlinear age-dependent population dynamics problem with spatial diffusion, J. Math. Biol., 26 (1988), pp. 319–346.

[14] A. Rhandi, Positivity and stability for a population equation with diffusion on \( L^1 \), Positivity, 2 (1998), pp. 101–113.

[15] A. Rhandi and R. Schnaubelt, Asymptotic behaviour of a non-autonomous population equation with diffusion in \( L^1 \), Discrete Contin. Dyn. Syst., 5 (1999), pp. 663–683.

[16] G. Simonett and C. Walker, On the solvability of a mathematical model for prion proliferation, J. Math. Anal. Appl., 324 (2006), pp. 580–603.

[17] H. R. Thieme, Positive perturbation of operator semigroups: growth bounds, essential compactness, and asynchronous exponential growth, Discrete Contin. Dyn. Syst., 4 (1998), pp. 735–764.

[18] Ch. Walker, Global existence for an age and spatially structured haptotaxis model with nonlinear age-boundary conditions, European J. Appl. Math., 19 (2008), pp. 113–147.

[19] ———, Age-dependent equations with non-linear diffusion, Discrete Contin. Dyn. Syst., 26 (2010), pp. 691–712.

[20] ———, On positive solutions of some system of reaction-diffusion equations with nonlocal initial conditions, J. Reine Angew. Math., 660 (2011), pp. 149–179.

[21] ———, Some remarks on the asymptotic behavior of the semigroup associated with age-structured diffusive populations, Monatsh. Math., 170 (2013), pp. 481–501.

[22] ———, Some results based on maximal regularity regarding population models with age and spatial structure, J. Elliptic Parabol. Equ., 4 (2018), pp. 69–105.
[23] G. F. Webb, *Theory of nonlinear age-dependent population dynamics*, vol. 89 of Monographs and Textbooks in Pure and Applied Mathematics, Marcel Dekker, Inc., New York, 1985.

[24] ———, *Population models structured by age, size, and spatial position*, in Structured population models in biology and epidemiology, vol. 1936 of Lecture Notes in Math., Springer, Berlin, 2008, pp. 1–49.

*Email address: walker@ifam.uni-hannover.de*

Leibniz Universität Hannover, Institut für Angewandte Mathematik, Welfengarten 1, D–30167 Hannover, Germany