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Abstract

Following Gibb’s interpretation of an interface as a dividing surface, we derive a model for the microscopic dynamic contact angle by writing a force balance for a control volume encompassing the interfaces and the contact line. In doing so we identify that, in addition to the surface tension of respective interfaces, the gradient of surface tension plays an important role in determining the dynamic contact angle. This is because not only does it contribute towards an additional force, but it also accounts for the deviation of local surface tension from its static equilibrium value. It is shown that this gradient in surface tension can be attributed to the convective acceleration in the vicinity of the contact line, which in turn is a direct result of varying degree of slip in that region. In addition, we provide evidence that this gradient in surface tension is one of the key factors responsible for the difference in contact angle at the leading and trailing edge, of a steadily moving contact line. These findings are validated using molecular dynamics simulations.

1 Introduction

The phenomena of wetting plays an important role in many industrial and natural processes, such as liquid coating, printing, oil recovery (Joshi & Dai, 2015; Garcia et al., 2016), lubrication (Prabhu et al., 2009; Sakai et al., 2009), electrowetting (Baird et al., 2007) and microfluidics (Son et al., 2008). The extent to which a fluid wets a solid surface is commonly characterized by the contact angle (angle formed by the fluid-fluid interface with the solid). The contact angle is critical in determining the shape of the interface, which is in fact what quantifies the wettability of a material system. The challenge with using contact angle for characterizing forced wetting is its measurement under dynamic conditions (Snoeijer & Andreotti, 2013; Chau, 2009), which is exacerbated by the lack of understanding and of a general consensus about the forces determining the shape of the interface near the moving contact line.

Young (1805) determined the contact angle formed by a static droplet by balancing the forces acting at the contact point. His model related static contact angle to the surface tensions of the three media. However, application of Young’s model requires knowledge of the fluid-wall surface tensions, which are not conveniently and reliably measured. Dupre
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eliminated this issue by introducing the “work of adhesion” to obtain what is commonly referred to as the Young-Dupré equation. Even though over the years the validity of Young’s equation has been challenged (Makkonen, 2016), it has withstood the test of time (Fernandez-Toledano et al., 2017b) and is now widely accepted.

The same cannot be said about the contact angle models in the dynamic case. There are several models in literature that are based on a diverse set of physical mechanisms. These models are often grouped into three categories based on their length scales. Here, we briefly mention some of the works under these categories, for a more detailed list we refer the reader to the following review articles: Snoeijer & Andreotti (2013); Chau (2009). In the macro-scale, Landau & Lifshitz (1984) predicted an apparent contact angle by extrapolating the interface profile and Cox (1997) by using asymptotic expansion. In the meso-scale, the models were either based on hydrodynamic mechanisms (Voinov, 1976) or interface formation theory (Shikhmurzaev, 1997). In the micro-scale, Blake & Shikhmurzaev (1999) estimated the dynamic contact angle by accounting for an off-balance force acting in the contact line region (molecular kinetic theory, MKT). Although extensive work in this area has improved our understanding of the physics governing the shape of the interface and the contact angle, there is still a lack of consensus and understanding.

In this manuscript we systematically identify and validate the forces that determine the microscopic dynamic contact angle. This is achieved by writing a force balance for a control volume which encompasses the interfaces as well as the contact line (Slattery et al., 2007). The key finding is that surface tension gradient plays an important role in determining the microscopic dynamic contact angle. The gradient in surface tension not only results in the deviation of surface tension from its static value locally, but also contributes towards the force balance around the contact point. This gradient in surface tension exists irrespective of any temperature or concentration gradients along the interface, and is attributed to convective acceleration. Which in turn is a result of increasing velocity slip in the vicinity of a moving contact line (Thalakkottor & Mohseni, 2016, 2013). Additionally, surface tension gradient provide an explanation for the difference in contact angles at the leading and trailing edge of a steadily moving contact line. These findings are validated using molecular dynamics (MD) simulations for the case of forced wetting.

2 Deriving the microscopic contact angle model

Before we delve into writing the force balance for a control volume encompassing the interfaces and the contact line, we first revisit the concept of an interface. In reality, the interface between two phases of matter has a finite thickness across which physical quantities vary continuously. However, the continuum assumption often interprets an interface as a mathematical line where properties change discontinuously. Gibbs (1928) on the other hand refers to the interface as a dividing surface. He defines it as the surface that separates a system into two homogeneous bulk phases with excess quantities in the interface region assigned to the dividing surface. The intersection of two or more such dividing surfaces result in a geometric and physical irregularity, and contact line is an example of it. In this manuscript we follow Gibb’s interpretation of an interface.

We start by writing the conservation of momentum for a general multiphase system, as presented by Slattery et al. (2007). Following which, we simplify it for the simple
Figure 1: (a) Schematic of an arbitrary control volume encompassing a region $R$. $n$ is the unit vector normal to the control surface, $\xi$ is the unit vector normal to the dividing surface and $\nu$ is the unit vector tangent to individual interfaces at the contact line. The inset shows that at molecular scales the interfaces and their intersection have a finite thicknesses. (b) Schematic of the control surface for the specific case of a contact line problem.

case of a contact line steadily moving on a planar wall. Taking the component of force balance along the planar wall, we obtain a model for the microscopic dynamic contact angle. The key difference in our approach from that commonly seen in literature, is in our choice of control volume over which the momentum is balanced. The conventional momentum balance for multi-phase systems typically writes separate balances for each individual phase and imposes matching conditions at the respective interfaces. However, by conserving the momentum in a control volume (figure 1) encompassing the three phases of matter, the three interfaces and the contact line, the need for separate matching conditions at the interface is eliminated. In fact, such conditions become an output of the balance. This approach ensures a balance of momentum in the bulk media, the interface and the contact line. Hence, we start by writing the conservation of momentum for a general multiphase system, which is given as

\[
\begin{align*}
\text{momentum balance in the bulk media} & : \int_R \left( \rho \frac{d\mathbf{v}}{dt} - \nabla \cdot \mathbf{T} - \rho \mathbf{b} \right) dV \\
\text{momentum balance in the interface} & : + \int_\Sigma \left( \rho^{(a)} \frac{d\mathbf{v}^{(a)}}{dt} - \nabla^{(a)} \cdot \mathbf{T}^{(a)} - \rho^{(a)} \mathbf{b}^{(a)} + \left[ \rho (\mathbf{v} - \mathbf{v}^{(a)}) (\mathbf{v} - \mathbf{v}^{(a)}) \cdot \mathbf{\xi} - \mathbf{T} \cdot \mathbf{\xi} \right] \right) dA \\
\text{momentum balance in the contact line} & : + \int_c \left( \rho^{(l)} \frac{d\mathbf{v}^{(l)}}{dt} - \nabla^{(l)} \cdot \mathbf{T}^{(l)} - \rho^{(l)} \mathbf{b}^{(l)} + \left[ \rho^{(a)} (\mathbf{v}^{(a)} - \mathbf{v}^{(l)}) (\mathbf{v}^{(a)} - \mathbf{v}^{(l)}) \cdot \nu - \mathbf{T}^{(a)} \cdot \nu \right] \right) ds \\
& = 0.
\end{align*}
\]

Here, $\rho$ is the density, $\mathbf{v}$ is the velocity, $\mathbf{T}$ is the stress tensor, and $\mathbf{b}$ is the body force. Terms without any subscript or superscript are associated with bulk media, $(\cdot)^{(a)}$ and $(\cdot)^{(l)}$ are terms associated with an interface, while $(\cdot)^{(0)}$ is associated with the contact line. $R$ is the region encompassed by the control volume, $\Sigma$ is the area formed by the interface and $c$ is the contact line (normal to the plane of the paper). The terms have been grouped into volume, area, and line integrals. The volume integral is the same as the
commonly used momentum equation for a bulk medium. The surface and line integrals are similar to the bulk equation of momentum, except for the additional jump terms denoted by \( [ \rho (v - v^s) (v - v^s) \cdot \xi] \) across the dividing surfaces and their intersections, and the second accounts for the jump in stress normal \( ([T \cdot \xi], [T^{(a)} \cdot \nu]) \) to them. It must be noted that this is a general momentum equation or force balance and as such is not limited to any specific problem. 

Using the above equation, Xia & Mohseni (2016) studied the shedding of a vortex sheet at the trailing edge of an airfoil, where the vortex sheet is considered as a dividing surface. 

The equation for the conservation of momentum of a general multiphase system is simplified by considering a simple contact line steadily moving on a planar wall. Consequently, the following assumptions are made: 

1. the system is in dynamic equilibrium, \( \partial (\rho v) / \partial t = 0 \),
2. it is subject to no body force, \( b = 0 \),
3. the interface are material boundaries, \( [\rho (v - v^s) (v - v^s) \cdot \xi] = 0 \),
4. there is no gradient in line stress along the contact line (normal to the plane of the paper) \( \nabla (a) \cdot T^{(a)} = 0 \) and
5. the momentum is conserved in the bulk media, \( \nabla \cdot T = 0 \).

Furthermore, for a general case, surface stress can be described by the Boussinesq surface fluid model (Boussinesq, 1913), \( T^{(a)} = [\gamma + (\kappa - \epsilon) \nabla (a) \cdot v^{(a)}] P + 2\epsilon D^{(a)} \). Here, \( \kappa \) is the surface dilatational viscosity, \( \epsilon \) is the surface shear viscosity, \( P \) is the surface projection tensor and \( D^{(a)} \) surface rate of deformation tensor. If we assume: (i) the domain to be periodic in the \( z \) direction, \( D^{(a)} = 0 \), and (ii) the surface flow to be incompressible, \( \nabla (a) \cdot v^{(a)} = 0 \), then the surface stress can be written as \( T^{(a)} = \gamma \). Hence, for the specific case of a contact line steadily moving over a non-porous planar wall, with no temperature or concentration gradients, the momentum balance reduces to

\[
\int_{\Sigma} \left( \rho v^{(a)} \nabla (a) \cdot v^{(a)} + \nabla (a) \gamma + [T \cdot \xi] \right) dA + \int_{c} [\gamma \nu] ds = 0. \quad (2)
\]

The forces exerted on the interface (dividing surface) are due to interface inertia, surface gradient of surface tension and the jump in bulk stress tensor normal to the interface. The force exerted at the contact line is due to the jump in surface tension \( (\int_{c} [\gamma \nu] ds) \). This jump represents the balance of surface tension forces at the contact line, which is the well-known Young’s equation for a static contact angle.

Now, by taking the component of force along the wall and re-writing it for a 2D problem, we obtain

\[
\cos \theta \left( \int \nabla (a) \gamma_{AB} dl + \gamma_{AB} \right) = \int (\nabla (a) \gamma_{AW} + \nabla (a) \gamma_{BW}) dl + (\gamma_{AW} + \gamma_{BW}). \quad (3)
\]

Here the subscripts \( AB, AW \) and \( BW \) stand for fluid A-fluid B, fluid A-wall and fluid B-wall interfaces, respectively. Above, we have assumed the contributions from forces due to inertia and the jump in stress across the fluid-fluid interfaces to be negligible in comparison to surface tension forces. This is confirmed on looking at the respective force contributions in Appendix A. As for the fluid-wall interface, there is no jump in stress...
across it. Hence, if we want to evaluate the microscopic contact angle at an infinitesimal distance away from the contact point, the model (3) shows that for the dynamic case, in addition to the surface tension of respective interfaces, we also need to account for the force due to the gradient of surface tension. The surface tension gradient plays a key role as not only does it contribute towards the force balance but it also causes deviation of the local value of the surface tension from its equilibrium static value. In the static limit the contribution from the force due to surface tension gradient reduces to zero. The model is then reduced to the Young’s equation. The presence of surface tension gradient, near the moving contact line, and the cause of it is discussed in detail in section 4. Now, if we want to evaluate the microscopic contact angle at the limit of the moving contact point, the model reduces to a force balance of just the local surface tension forces same as that of Young’s equation,

$$\cos \theta \gamma_{AB} = \gamma_{AW} + \gamma_{BW}.$$ (4)

Although, it must be noted that as a result of surface tension gradient in the vicinity of the moving contact point, the local surface tension value deviates from the static equilibrium value. This is consistent with Fernandez-Toledano et al. (2017a), where they also show that in the limit of the moving contact point, the force balance is given by Young’s equation.

To summarize this section, by systematically deriving the model for microscopic contact angle we are able to decompose and identify the forces determining the dynamic contact angle. It must be noted that by using the appropriate slip boundary condition, one can evaluate the velocity field in the domain and hence evaluate strain rates and fluid stresses. The fluid stresses in turn can be used to evaluate the local surface tension, as per the mechanical definition. Hence, the dynamic contact angle becomes part of the solution and is not required to be prescribed a priori. In the following sections we validate this model using molecular dynamic simulations.

3 Numerical setup and force evaluation

Here, we describe the problem geometry, provide details of the numerical simulation and describe the method used to evaluate physical quantities from MD simulations.

3.1 Description of problem geometry

The moving contact line is simulated by modeling a two-phase Couette flow, where the walls move in opposite directions with a constant speed $U$, see figure 2. Here, periodic boundary conditions are imposed along the $x$ and $z$ directions. The contact angle ($\theta$) is defined as the angle formed by the wall and fluid-fluid interface, as measured in fluid A. Due to the symmetric nature of the problem $\theta_1 = \theta_3$ and $\theta_2 = \theta_4$.

3.2 Details of MD simulation

As previously eluded to, one of the major difficulties faced in studying the dynamic contact angle is that direct measurement is limited by the ability of an experimental technique to resolve the interface. With the aide of molecular dynamics simulations Plimpton,
we are able to overcome this hurdle. The pairwise interaction of molecules, separated by a distance \( r \), is modeled by the Lennard-Jones (LJ) potential

\[
V_{\text{LJ}} = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right].
\]  
(5)

Here, \( \varepsilon \) and \( \sigma \) are the characteristic energy and length scales, respectively. The potential is zero for \( r > r_c \), where \( r_c \) is the cutoff radius, which we set to \( r_c = 2.5\sigma \), unless otherwise specified.

Each wall is comprised of at least two layers of molecules oriented along the (111) plane of a face centered cubic (fcc) lattice, with the molecules fixed to their respective lattice sites. The fluid molecules are initialized on a fcc lattice whose spacing is chosen to obtain the desired density, with initial velocities randomly assigned so as to obtain the required temperature. The fluid in its equilibrium state has a temperature \( T \approx 1.1k_B/\varepsilon \) and number density \( \rho \approx 0.81\sigma^{-3} \). The temperature is maintained using a Langevin thermostat with a damping coefficient of \( \Gamma = 0.1\tau^{-1} \), where \( \tau = \sqrt{m\sigma^2/\varepsilon} \) is the characteristic time and \( m \) is the mass of the fluid molecule. The damping term is only applied to the \( z \) direction to avoid biasing the flow. The equation of motion of a fluid atom of mass \( m \) along the \( z \) component is therefore given as follows

\[
m\ddot{z}_i = \sum_{j \neq i} \frac{\partial V_{ij}}{\partial z_i} - m\Gamma \dot{z}_i + \eta_i.
\]  
(6)

Here \( \sum_{j \neq i} \) denotes the sum over all interactions and \( \eta_i \) is a Gaussian distributed random force. The value of dynamic viscosity of the fluid is \( \mu \approx 2.0\varepsilon \tau \sigma^{-3} \) and the Reynolds number is \( \text{Re} \approx 1.0 \).

The LJ coefficients and relative density of the various cases simulated are listed in table I. The immiscibility of the two fluids is modeled by choosing appropriate LJ interaction parameters, such that the interatomic forces between them is predominantly repulsive. Since \( \sigma_{ff} = 3.0\sigma \), a cut-off radius of \( r_c = 5.0\sigma \) is used for the fluid A-fluid
### Table 1: List of different test cases. Here, $\epsilon$ and $\sigma$ are the characteristic energy and length scales, respectively. $\rho^*$ is the relative density.

| Case | $\epsilon^{wf}/\epsilon$ | $\sigma^{wf}/\sigma$ | $\rho^*$ | $\epsilon^{ff}/\epsilon$ | $\sigma^{ff}/\sigma$ | $\rho^*$ |
|------|--------------------------|-----------------------|---------|--------------------------|-----------------------|---------|
| 1    | 0.4                      | 1.0                   | 1.0     | 0.6                      | 1.0                   | 1.0     |
| 2    | 0.2                      | 1.0                   | 1.0     | 0.6                      | 1.0                   | 1.0     |
| 3    | 0.1                      | 1.0                   | 1.0     | 0.6                      | 1.0                   | 1.0     |

B interactions. For simplicity the two fluids are assigned identical fluid properties and only the properties of the fluid-wall interactions are changed. The fluid channel measures $153.0\sigma \times 27.4\sigma \times 144.0\sigma$.

The equations of motion were integrated using the Verlet algorithm (Verlet, 2015; Allen & Tildesley, 1987) with a time step $\Delta t = 0.002\tau$. The equilibration time is determined by the time it takes for the fluid-fluid surface tension to reach a steady value, which is $60000\tau$. The simulation is initially run until the flow equilibrates, after which spatial averaging is performed by dividing the fluid domain into rectangular bins of size $\sim 0.52\sigma \times 0.27\sigma$ along the $x$-$y$ plane, and extending through the entire width of the channel. In addition to spatial averaging, time averaging is done for a duration of $20000\tau$ for the moving contact line problem.

### 3.3 Calculation of physical quantities from MD

In order to validate the contact angle model, we need to evaluate the respective forces and determine the microscopic contact angle from MD simulations. First, we start by evaluating the microscopic contact angle for which the shape of the interface needs to be defined.

**Determining the microscopic contact angle:** From the density distribution along the length of the channel ($x$ direction), in figure 3(a), it is observed that the density of both fluids drop sharply within the interface region. We consider the location where the density of the two fluids intersect to lie on the fluid-fluid interface line. Hence, the fluid-fluid interface line is defined as the loci of the location of these intersections along the height of the channel, see figure 3(b). By fitting a cubic polynomial function through these points we obtain the approximate shape of the averaged fluid-fluid interface line. A cubic polynomial function is chosen to fit the data as the interface has two inflection points in this particular problem. Now that we have the function that describes the shape of the interface, we are able to calculate the contact angle by taking the tangent of this function, at any given distance away from the wall. Next, we define the control volume in which the respective forces in equation 3 are evaluated. In order to determine the control volume, we first need to define the interface and contact point region.

**Defining the interface region, the contact point region and the control volume:** The width of the interface is determined by looking at the local density far away from the contact point. It is defined as the location where the local density deviates from the bulk value of fluid A and B, respectively. The threshold of this deviation is chosen to be 1% of the bulk density. In the case of the wall-fluid interface the location of this deviation approximately corresponds to the height at which density layering in the fluid is observed. The contact point region is defined as the intersection of the respective interfaces. Hence,
Figure 3: (a) Density profile of fluids A and B across the middle of the channel. (b) The polynomial fit to the location of all intersection points formed by the density profiles of fluids A and B.

Figure 4: Schematic showing how an approximate contact region is determined where 1 − 1 is a location away from the interface. 2 − 2 and 3 − 3 are the locations of the right and left edges, respectively, of the contact region. The shaded region is the control volume with the hatched region which is the approximate contact region being eliminated from the control volume.
the width and height of the contact point region is determined by the width of the fluid-fluid interface and the height of the fluid-wall interface. But, the extent to which we can accurately resolve this region is decided by our ability to evaluate the surface tension of a given interface without being affected by the neighboring interfaces. This is explained by referring to figure 4, where the difference in components of linear stress is integrated along the vertical line $1 - 1$, in order to evaluate the surface tension of the wall-fluid interface. The left and right boundaries of the contact line region are determined by where this line intersects with the boundaries of the fluid-fluid interface region (line $3 - 3$ for left boundary and line $2 - 2$ for right boundary). For the cases considered here, the contact point region was around $3\sigma \times 4\sigma$, shown by the hatched area in figure 4.

Now, that we have defined the contact point region an infinitesimal control volume is defined around the contact point region. The smallest control volume that we can consider is determined by the minimum resolvable length scale. In our case the minimum that can be measured in a given direction is the bin width (bin height-$0.25\sigma$, bin width-$0.5\sigma$). Hence, the thickness of the control volume is $0.52\sigma$, depicted by the shaded region in the figure 4.

Evaluating the individual forcing terms: Before we describe how the respective individual force terms are evaluated we refer back to Gibb’s definition of dividing surface in order to evaluate various properties associated with the interface. As per Gibb’s definition of a dividing surface, the excess quantities in the interface region are assigned to the dividing surface. Similarly, the excess quantities in the contact line region are assigned to the line formed by the intersection of dividing surfaces.

The virial stress tensor is computed by accounting for the forces acting on it (Heyes, 1994; Thompson et al., 2009; Sirk et al., 2013). By spatially averaging the virial stress, we obtain the average stress tensor in each bin. In figure 5, we plot the stress components ($P_{xx}$ and $P_{yy}$) across the fluid-fluid and at the fluid-wall interfaces, where the anisotropy of stress around the interface is observed. Knowing the components of the stress tensor we now calculate the surface tension as given by its mechanical definition, $\gamma = \int_{L_1}^{L_2} \left[ P_N - P_T \right] dl$ (Kirkwood & Buff, 1948). Here, $P_N$ and $P_T$ are the normal and tangential components of the local stress tensor with respect to the interface and $dl$ is in a direction normal to the interface. The limits of integration are chosen such that at $l = L_1$ and $l = L_2$ the stress is isotropic ($P_N = P_T$). In order to evaluate the surface tension for the fluid-fluid interface the limits $L_1 = -5\sigma$ and $L_2 = 5\sigma$ are used. While evaluating close to the wall the limit only extends up to the wall. In the case of the wall-fluid interface, surface tension is computed using the same mechanical definition as given above since here we use inert walls (Nijmeijer et al., 1990). The limits of integration for the wall-fluid interface extends from the wall to the middle of the channel. The gradients for the surface tension along the respective interface are evaluated using a central difference scheme and at the end points a one sided second order scheme. The force contribution due to surface tension is directly obtained by looking at the respective surface tensions in the control volume. In order to calculate the contribution due to the surface tension gradient, the value of this gradient is multiplied by the length of the control volume projected onto the interface. The force contribution corresponding to the normal stress across the interface is calculated in similar manner, but with the normal component of stress.
4 Results and discussion

In this section, we present the results from our MD simulations and validate our contact angle model. In addition, we discuss the importance of surface tension gradient in determining the dynamic contact angle and the cause of it.

Validating contact angle model using MD results. Now that we have described the problem geometry and provided the details of the numerical simulation, the microscopic contact angle model is validated by comparing the contact angles from several different cases of wall-fluid properties and for the varying wall velocities in table 2. The prediction made by the microscopic dynamic contact angle model agrees well with the results of the MD simulations. For most cases (excluding case 3, $U = 0.050$ and $U = 0.075$) the error is under 5%. For the two excluded cases the increased error, of over 5%, corresponds to the extreme acute angles formed by the interface, where the current grid resolution limits our ability to accurately calculate the local surface tension near the contact point. For the limiting case of a stationary wall ($U = 0$), the angle $\theta_1 \approx \theta_2$ as dictated by Young’s equation. This shows the consistency of both the MD simulation setup and the methodology used to evaluate individual force contributions. Recently, Fernandez-Toledano et al. (2017b) performed an extensive study using molecular dynamics simulations that validated the Young’s equation for a static case. Here, even though the results are only presented for fluid A the model is also validated for fluid B, as they share the same interface. The contact angle for fluid B is $180 - \theta$, where $\theta$ is the contact angle for fluid A. The individual force contributions in eq. 2 are tabulated for various test cases in Appendix A, table 3. It is shown that the force contribution due to the surface tension gradient along the solid-fluid interface is comparable to that of the surface tension, and hence cannot be neglected. The surface tension gradient not only results in an additional force, but it also alters the local surface tension value from its static equilibrium value. As for the jump in stress normal to the interface ($|F_{\Delta P}|$) and the inertia term ($\rho_{AB}v_{AB}^{(a)} \nabla \cdot v_{AB}^{(a)}$), the force contribution is more than an order of magnitude smaller than that of the surface tension forces and validates assumption of neglecting these terms. The effects and the generation of the surface tension gradient are discussed in detail below.
| Case | $U \, (\sigma \tau^{-1})$ | Sim (deg) | Mod (deg) | Err(%) | Sim (deg) | Mod (deg) | Err(%) |
|------|-----------------|-----------|-----------|--------|-----------|-----------|--------|
| 1    | 0.050           | 104.34    | 107.99    | 3.50   | 81.34     | 84.09     | 3.38   |
| 2    | 0.000           | 94.75     | 94.87     | 0.13   | 95.50     | 94.95     | 0.58   |
| 3    | 0.025           | 110.79    | 109.19    | 1.44   | 96.15     | 103.02    | 7.14   |
|      | 0.050           | 118.91    | 110.95    | 6.69   | 87.35     | 98.31     | 12.55  |
|      | 0.075           | 131.00    | 112.01    | 14.50  | 81.04     | 95.35     | 17.66  |

Table 2: The contact angle obtained from the MD simulation (Sim) is compared with that predicted by the microscopic contact angle model (Mod) for different test cases. Here the contact angles are measured with respect to fluid A and the absolute relative error is presented. Refer to schematic 2 for the definitions of $\theta_1$ and $\theta_2$.

The role and cause of surface tension gradient. Next, we further investigate the distribution of surface tension along an interface. Looking at figure 6 it is seen that in the vicinity of the contact line the values for the dynamic cases begin to deviate from the corresponding equilibrium static values. This not only alters the value of surface tension next to the contact point, but also hints that the force contributions due to the surface tension gradient terms in eq. 3 might be relevant. Here, we provide a phenomenological explanation as to the cause of surface tension gradient along the interface, even when there is no temperature or concentration gradient along it. Consider a streamline in the vicinity of the contact point. Assuming the interfaces and the contact point are material boundaries, the streamline on approaching the contact point is forced to turn and hence, decelerate along the direction parallel to the interface. This deceleration results in a linear strain rate tangential to the interface (du/dx, if interface is parallel to x direction). The presence of linear strain rate is further evident on looking at the tangential component of fluid velocity next to the wall (figure 7(a)). In line with previous numerical (Denniston & Robbins, 2001; Thalakkottor & Mohseni, 2016; Qian et al., 2003) and experimental (Rathnasingham & Breuer, 2003) findings, a sharp increase in slip is observed in the vicinity of the contact point. As a result of slip, there is an increase in the magnitude of the tangential component of linear strain rate (du/dx) near the moving contact line (figure 7(b)). The tangential component of linear strain rate can also be referred to as the component of spatial or convective acceleration along the interface. The occurrence of linear strain rate (du/dx) in the vicinity of the contact line, leads to an increase in linear stress ($P_{xx}$) along the interface, see figure 8(a). The existence of a gradient in linear strain rate (or convective acceleration) and linear stress, in the vicinity of the contact line, and its importance in accurately defining the slip boundary condition have been discussed by Thalakkottor & Mohseni (2016) and Qian et al. (2003), respectively. The gradient in linear stress, increases the anisotropy of the stress tensor ($P_{xx} \neq P_{yy}$). Further, we also plot the cumulative force per unit length (per unit length in z direction) along the top wall (figure 8(b)), which we define as $S_{xx}(x) = \int_{H/2}^{H/2} P_{xx}(x, y)dy$ and $S_{yy}(x) = \int_{H/2}^{H/2} P_{yy}(x, y)dy$. Finally, referring back to the mechanical definition of surface tension, $\gamma = \int_{-\infty}^{\infty} [P_{yy} - P_{xx}]dl$ (Kirkwood & Buff, 1948), one can see how the increase in anisotropy caused by the convective acceleration (du/dx) results in a gradient in surface...
Figure 6: Comparison of surface tension gradient for a static and dynamic case along the (a) wall and (b) fluid-fluid interface. In figure (a) the results are shown for fluid B, whose interface happens to coincide with the start of the channel for this case. The oscillations in surface tension gradient along the $x$-axis for the static case are due to fluid structure induced by the wall in the adjacent fluid layers. This is alleviated by enhanced mixing in the dynamic case, in comparison to the static case. In figure (b) the oscillations near the wall are a result of the layering phenomenon (Thompson & Robbins, 1990).

Blake & Shikhmurzaev (1999), have discussed the existence of surface tension gradients in the vicinity of the contact point with respect to the interface formation theory. They provide two arguments for this occurrence. First, the force balance at the contact point is given by Young’s equation, even for the dynamic case. Therefore, since the contact angle no longer corresponds to the static value, then one of the surface tension values must be different. However, the formal derivation of the microscopic contact angle presented here suggests that Young’s equation is only valid for the static case and is a special case of the more general contact angle model. Their second argument is based on the theory that a droplet moves by a rolling mechanism. Hence, the particles that once were a part of the liquid-gas interface will eventually become a part of the liquid-solid interface. Therefore, the surface tension of the particle has to gradually change from its value corresponding to the liquid-gas interface to that of the liquid-wall. Our findings suggest that unlike the argument presented by Blake & Shikhmurzaev, the gradient in surface tension is a result of the convective acceleration caused by the corner formed by the interfaces near the contact line. It can be said that convective acceleration (or velocity gradient along the interface) is in fact the fundamental source of surface tension gradient. Temperature gradient, concentration gradient and even gradient in charge along the interface, all could result in convective acceleration in the interface, which is in turn responsible for the surface tension gradient. Here, for our case this convective acceleration is a result of varying degree of slip in the vicinity of a moving contact line.

Surface tension gradient’s role in determining the leading and trailing contact angles. The gradient of surface tension, apart from making an important contribution in determining the microscopic dynamic contact angle, also provides an explanation for the difference in contact angle at the leading and trailing edges of a steadily translating droplet. This difference in the contact angles is verified in the results presented in table
Figure 7: The distribution of (a) the tangential component of fluid velocity $u$ and (b) the tangential component of linear strain rate ($du/dx$) at the top wall.

Figure 8: The distribution of (a) components of linear stress and (b) the cumulative force due to the components of linear stress, defined as $S_{xx}(x) = \int_{H/2}^{H} P_{xx}(x,y)dy$ and $S_{yy}(x) = \int_{H/2}^{H} P_{yy}(x,y)dy$ at the top wall.
which also include the limiting case of zero wall velocity so that $\theta_1 \approx \theta_2$, which is in agreement with Young’s equation. This is also consistent with the literature as the wall modeled here is homogeneous and has no macroscopic roughness (Gao & McCarthy, 2006; Krumpfer & McCarthy, 2010; Yuan & Lee, 2013). Physically, the difference in contact angles is explained by referring back to figure 6(a) and table 3 from which it can be seen that the surface tension along the wall-fluid interface decreases at the trailing edge, while it increases at the leading edge, resulting in a momentum imbalance. Smaller values of the surface tension at the trailing edge indicate an increased local wettability, and hence the fluid-fluid interface tends to form a smaller contact angle. In the same way, at the leading or advancing contact line there is a larger value of the surface tension which results in a larger contact angle. As previously discussed, this is directly attributed to the convective acceleration of the flow along the interface of the wall towards the moving contact line.

5 Conclusion

In this manuscript following the Gibb’s interpretation of an interface, we have systematically derived a model for the microscopic dynamic contact angle. In doing so, we have identified that in addition to surface tension, one of the key parameters is surface tension gradient. This is because, not only does it contribute an additional force but it also is responsible for the local deviation of surface tension value form its static value. Using molecular dynamics simulations the model is validated for different cases of wall-fluid properties and for varying wall velocities. It is shown that in the static limit the model is consistent with Young’s equation. In addition, we provide a phenomenological explanation for attributing the surface tension gradient in the vicinity of the contact line, in the absence of temperature or concentration gradients, to convective acceleration. This is an outcome of varying degree of slip in the vicinity of a moving contact line. When considering the case of a steadily moving droplet, this surface tension gradient and associated momentum imbalance at the contact line, are found to be the fundamental causes of differing contact angles at the trailing and leading edges of the droplet.

Although the force balance was derived with a focus on the contact line problem, the general momentum equation (equation 1) can be used in various other cases involving geometric or physical irregularities, such as corner flows or vortex sheets at the trailing edge of an airfoil.
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The force contributions due to surface tension, surface tension gradient and pressure jump across respective interfaces are presented. The force contribution due to inertia is of the $O(10^{-4})$ and hence neglected. Here the contact angle is measured with respect to fluid A. As the domain is periodic in $z$ direction we assume the simulation to be two dimensional. Hence, the force presented is in units of force per unit length ($\epsilon \sigma^{-2}$) and the velocity has units of $\sigma \tau^{-1}$.

### Appendix A

The force contributions of respective terms in the contact angle model, 
\[ \int_{V} \left( \rho_{a} \mathbf{v}^{(a)} \nabla_{(a)} \cdot \mathbf{v}^{(a)} + \nabla_{(a)} \gamma + [\mathbf{T} \cdot \mathbf{\xi}] \right) dA + \int_{L} \gamma \mathbf{v} ds = 0, \quad \text{equation 2} \] 
are tabulated in Table 3. By comparing the respective forces, we observe that the force due to surface tension gradient at the wall-fluid interface is comparable to its surface tension values, while that due to inertia and the stress jump across the fluid-fluid interface, is negligible. The force due to inertia is of the $O(10^{-4})$, hence not listed in the table. This confirms our previous assumption of neglecting the contribution due to inertia and jump in surface stress, taken while simplifying the contact angle model.

### Appendix B

In order to elaborate on the convective acceleration being the source of surface tension gradient, we start by revisiting the physical meaning and the definition of surface tension. If we consider an infinitesimal element in an isotropic fluid, far away from the interface the components of pressure will be identical, see figure 4. If now the element is at the interface, since the forces acting on the element due to fluid A and fluid B are asymmetric, the components of pressure will no longer be identical. It is this anisotropy in pressure at an interface that constitutes the surface tension. As per the mechanical definition, Kirkwood & Buff (1948) described surface tension as the force in excess of the contribution of uniform normal pressure. Next, we show that if the net force on a
control surface due to stresses is systematically computed, such that the control volume encompasses the interface, one naturally obtains the surface tension force. Now, consider a control volume extending from the middle of fluid A to that of fluid B, such that it encompasses the interface. The total stress is denoted by $T$. The net force due to surface stresses can be written as,

$$F_{surf} = \int T \cdot dA.$$ \hfill (7)

It must be noted that typically $T$ is considered to be continuous, but here it is a discontinuous function as it cuts across the interface. Hence, when we convert the area integral to a volume integral using the surface divergence theorem we obtain

$$F_{surf} = \int_R \nabla T \cdot dV + \int_{\Sigma} [T \cdot \xi] dA.$$ \hfill (8)

This jump in stress across the interface is equal to the surface stress. Therefore, if we assume that dynamical properties of the interface are negligible, then the surface stress in turn is equivalent to the surface tension \cite{Leal2007}, $\int_{\Sigma} [T \cdot \xi] dA = \int_c \gamma \nu dl$, and hence

$$F_{surf} = \int_R \nabla T \cdot dV + \int_c \gamma \nu dl.$$ \hfill (9)

Hence, by allowing the fluid stress to include a discontinuity, we have shown that the matching condition for surface tension is naturally obtained.
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