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Abstract
We provide numerical evidence demonstrating the necessity of employing a superparametric geometry representation in order to obtain optimal convergence orders on two-dimensional domains with curved boundaries when solving the Euler equations using Discontinuous Galerkin methods. However, concerning the obtention of optimal convergence orders for the Navier-Stokes equations, we demonstrate numerically that the use of isoparametric geometry representation is sufficient for the case considered here.

1 Introduction

The proper treatment of complex geometry in high-order finite element methods has been shown to be crucial. That an isoparametric geometry representation is necessary for optimal error estimates when solving elliptic problems with Dirichlet or Neumann boundary conditions on curved domains using finite element methods has been rigorously established many years ago [1, 2]. Further, numerical results verifying optimal $O(h^{k+1})$ convergence of solution error in the $L^2$ norm demonstrate that this geometry representation is sufficient for a variety of equations and boundary conditions; the use of isoparametric finite elements in the context of Discontinuous Galerkin (DG) solvers has thus become a textbook approach [3].

Despite this trend, it has been numerically observed that curved geometry must be represented using superparametric elements in the case of first order solution representation to maintain the optimal convergence properties of DG-type methods when solving the two-dimensional (2D) Euler equations [4, 5]. As the superiority of high-order methods over industry-standard finite volume methods hinges on achieving high-order accurate convergence, several questions may be addressed following the preceding investigations. First, it is desired to determine whether the necessity of employing superparametric elements is restricted to the case of using a first order solution representation. It is also important to determine whether or not the same conclusions carry over when modelling the Euler equations in 3D or the Navier-Stokes equations.

Several of the questions above are addressed in this article. Notably, 2D numerical results presented below demonstrate that superparametric geometry representation is necessary for all solution orders when solving the Euler equations on domains with curved boundaries, notably when element aspect ratios deviate mildly from one. It is also demonstrated that isoparametric geometry representation is sufficient for the obtention of optimal convergence orders when solving the Navier-Stokes equations for the selected model problem. The major challenge which must be addressed if these results are to be extended to the 3D case would be to ensure sufficient mesh regularity on the refined mesh sequences. With this guarantee, it is expected that conclusions presented here would remain valid.
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The paper is organized as follows. In §2, we first discuss the DG discretization employed throughout this work. In §3, verification of the implementation of the code when curved elements are considered is done using a model problem based on the Poisson equation. The first main contribution of the work is then presented in §4.2 in which numerical results demonstrate that superparametric geometry representation is necessary for all solution orders when solving the Euler equations with curved slip wall boundary conditions. Finally, an analogous investigation is performed for the Navier-Stokes equations in §4.3 where it is demonstrated that isoparametric geometry representation is sufficient for the case considered here which employs adiabatic no-slip wall (Neumann) boundary conditions. Conclusions then follow in §5.

2 Code & Discretization Descriptions

All results presented in this work have been obtained with an in-house DG code freely available on github\(^1\) and the corresponding author invites any questions related to their replication. The code allows for flexibility in the choice of element type (Tri, Quad, Tet, Hex, Wedge, Pyr), polynomial geometry representation order \((k_G)\), as well as volume and face cubature order \((k_vI)\) and \((k_fI)\). Unless otherwise indicated, the employed cubature rule was chosen such that polynomials of order \(2k\) were integrated exactly. Following the standard DG methodology, the global solution is given by a composition of piecewise polynomial approximations where, on each element, the solution (conservative variables in the case of the Euler/Navier-Stokes equations) is represented by a combination of linearly independent modal or nodal polynomial basis functions of maximal order \(k\); in the case of the Navier-Stokes equations we additionally employ the same order for the representation of the solution gradients. The geometry is represented in a globally \(C^0\) polynomial space, whose order may be chosen independently of the solution order.

The implementation of the 2\(^{nd}\) order equations (Poisson, Navier-Stokes) was done in a stabilized mixed formulation while the Euler equations were discretized in the standard weak form. Using the weak formulation precludes the need to represent the flux in a polynomial space when evaluating volume contributions to the residual; the flux is computed directly at the cubature nodes as required in the volume integral evaluation. This reduces aliasing errors as compared to discretizations based on the doubly integrated by parts weak form \([3]\) in which aliasing errors are typically addressed through the use of the chain rule approach \([6]\).

As the test cases considered in this work all possess steady (time independent) solutions, an implicit solver with discretization based on the analytical linearization was used to converge the residuals to machine precision, using Petsc’s \([7]\) conjugate gradient (CG) and generalized minimal residual (GMRES) methods.

3 Code Verification - Poisson Equation

3.1 Discretization

Consider the 3D Poisson equation

\[ \nabla^2 u(x) = s(x), \quad x := [x \quad y \quad z] \in \Omega, \tag{3.1} \]

with source term, \(s(x)\). Rewriting (3.1) as a system of first order equations

\[ q(x) = \nabla u(x), \quad \nabla \cdot q(x) = s(x), \]

the two equations can then be integrated with respect to polynomial test functions, \(\phi_m(x)\), chosen as the basis functions, which are locally supported on each of the \(m\) elements used to discretize the domain, to

\(^1\)https://github.com/PhilipZwanenburg/DPGSolver
obtain the element-wise variational formulation of the problem,

\[ \int_{\Omega_v} \phi_v(x)^T q(x) d\Omega_v = \int_{\Omega_v} \phi_v(x)^T \nabla u(x) d\Omega_v \]

(3.2)

\[ \int_{\Omega_v} \phi_v(x)^T \nabla \cdot q(x) d\Omega_v = \int_{\Omega_v} \phi_v(x)^T s(x) d\Omega_v. \]

(3.3)

Performing integration by parts (IBP) twice in (3.2) and once in (3.3), transferring each element to the
reference space and omitting the discrete solution, gradient and source dependence on \( x \) gives the mixed
formulation

\[ \int_{\Omega_r} \phi(r)^T J^\Omega_v \phi_h r d\Omega_r + \int_{\Gamma_r} \phi(r)^T J^\Gamma_f \hat{n_f} (u^*_h - u_h) d\Gamma_r \]

(3.4)

\[ - \int_{\Omega_r} J^\Omega_v \nabla \phi(r)^T \cdot q_h r d\Omega_r + \int_{\Gamma_r} \phi(r)^T J^\Gamma_f \hat{n_f} \cdot q^*_h d\Gamma_r = \int_{\Omega_r} \phi(r)^T J^\Omega_f \phi_h r d\Omega_r, \]

(3.5)

where \( v \) and \( f \) are the volume and face indices, \( r := [r \ s \ t] \) represents the coordinates in the reference
space, star (\( * \)) superscripts are used to specify numerical traces and fluxes, and \( J^\Omega_v \) and \( J^\Gamma_f \) denote the volume
and area elements. The reader is invited to consult a previous publication [8] for further details relating to
the notation. The internal penalty method [9, Table 1] was used for the computation of numerical traces
and fluxes for the results presented in this section.

3.2 Results

The results presented here provide the verification of the code when treating curved elements. In all cases,
 meshes consisting entirely of triangular elements were used, with the solution, gradient and geometry rep-resented in a nodal basis based on the alpha-optimized nodes [3] and the integration performed using the
Gauss-Ledendre and Witherden-Vincent [10] nodes for face and volume integrals, respectively. Analogous
results were obtained when using quadrilateral elements and are thus omitted for brevity.

The Poisson equation was solved on the quarter annulus with Dirichlet boundary conditions on the vertical
and inner radial boundary and Neumann boundary conditions prescribed elsewhere with the source term
chosen such that the exact solution is given by

\[ u(x, y) = \sin(\pi x) \sin(\pi y). \]

Results are presented for subparametric (\( k_G = 1 \)), and isoparametric (\( k_G = k \)) geometry representation with
the final geometry node placement defined according to an analytical mapping of a rectilinear domain to the
quarter annulus; meshes generated in this way have the prefix “ToBeCurved”. This can be contrasted with
the more standard approach of only curving elements located adjacent to curved domain boundaries using a
projection of face nodes to the boundary followed by a blending of internal nodes. The following conclusions
can be drawn:

• Suboptimal convergence when using a subparametric geometry representation (Table 1).

• Optimal convergence in the solution (\( O(h^{k+1}) \)) and gradient (\( O(h^{k}) \)) errors in \( L^2 \) when using an
isoparametric geometry representation (Table 2).
Table 1: Errors and Convergence Orders - ToBeCurvedTRI meshes ($k_G = 1$)

| Order (k) | Mesh Size (h) | $L^2$ Error | Conv. Order |
|-----------|---------------|-------------|-------------|
|           |               | $u$ | $q_1$ | $q_2$ | $u$ | $q_1$ | $q_2$ |
| 1         | 3.608e-02     | 3.84e-03 | 1.517e-01 | 1.862e-01 | - | - | - |
|           | 1.804e-02     | 9.800e-04 | 7.651e-02 | 9.379e-02 | 1.972e+00 | 9.876e-01 | 9.897e-01 |
|           | 9.021e-03     | 2.461e-04 | 3.838e-02 | 4.699e-02 | 1.994e+00 | 9.953e-01 | 9.970e-01 |
|           | 4.511e-03     | 6.158e-05 | 1.921e-02 | 2.351e-02 | 1.999e+00 | 9.983e-01 | 9.992e-01 |
| 2         | 2.552e-02     | 7.070e-04 | 6.611e-03 | 9.018e-03 | - | - | - |
|           | 1.276e-02     | 1.744e-04 | 1.808e-03 | 2.575e-03 | 2.020e+00 | 1.870e+00 | 1.808e+00 |
|           | 9.021e-03     | 4.336e-05 | 5.208e-04 | 7.704e-04 | 2.008e+00 | 1.796e+00 | 1.741e+00 |
|           | 3.189e-03     | 1.082e-05 | 1.590e-04 | 2.429e-04 | 2.003e+00 | 1.711e+00 | 1.665e+00 |
| 3         | 1.976e-02     | 7.006e-04 | 3.667e-03 | 3.769e-03 | - | - | - |
|           | 9.882e-03     | 1.736e-04 | 1.082e-03 | 1.216e-03 | 2.013e+00 | 1.761e+00 | 1.632e+00 |
|           | 4.941e-03     | 4.327e-05 | 3.838e-04 | 4.699e-04 | 2.004e+00 | 1.672e+00 | 1.574e+00 |
|           | 2.471e-03     | 1.080e-05 | 1.118e-04 | 1.403e-04 | 2.002e+00 | 1.603e+00 | 1.540e+00 |

Table 2: Errors and Convergence Orders - ToBeCurvedTRI meshes ($k_G = k$)

| Order (k) | Mesh Size (h) | $L^2$ Error | Conv. Order |
|-----------|---------------|-------------|-------------|
|           |               | $u$ | $q_1$ | $q_2$ | $u$ | $q_1$ | $q_2$ |
| 1         | 3.608e-02     | 3.84e-03 | 1.517e-01 | 1.862e-01 | - | - | - |
|           | 1.804e-02     | 9.800e-04 | 7.651e-02 | 9.379e-02 | 1.972e+00 | 9.876e-01 | 9.897e-01 |
|           | 9.021e-03     | 2.461e-04 | 3.838e-02 | 4.699e-02 | 1.994e+00 | 9.953e-01 | 9.970e-01 |
|           | 4.511e-03     | 6.158e-05 | 1.921e-02 | 2.351e-02 | 1.999e+00 | 9.983e-01 | 9.992e-01 |
| 2         | 2.552e-02     | 7.070e-04 | 6.611e-03 | 9.018e-03 | - | - | - |
|           | 1.276e-02     | 1.744e-04 | 1.808e-03 | 2.575e-03 | 2.020e+00 | 1.870e+00 | 1.808e+00 |
|           | 9.021e-03     | 4.336e-05 | 5.208e-04 | 7.704e-04 | 2.008e+00 | 1.796e+00 | 1.741e+00 |
|           | 3.189e-03     | 1.082e-05 | 1.590e-04 | 2.429e-04 | 2.003e+00 | 1.711e+00 | 1.665e+00 |
| 3         | 1.976e-02     | 7.006e-04 | 3.667e-03 | 3.769e-03 | - | - | - |
|           | 9.882e-03     | 1.736e-04 | 1.082e-03 | 1.216e-03 | 2.013e+00 | 1.761e+00 | 1.632e+00 |
|           | 4.941e-03     | 4.327e-05 | 3.838e-04 | 4.699e-04 | 2.004e+00 | 1.672e+00 | 1.574e+00 |
|           | 2.471e-03     | 1.080e-05 | 1.118e-04 | 1.403e-04 | 2.002e+00 | 1.603e+00 | 1.540e+00 |

4 On the Necessity of Superparametric Geometry Parametrization

In this section we present results confirming the need for superparametric geometry representation when solving the Euler equations using slip-wall boundary conditions for a curved surface. We additionally present results demonstrating that an isoparametric geometry representation is sufficient when solving the Navier-Stokes equations using no-slip adiabatic wall boundary conditions for a curved surface for the specific case considered here.

4.1 Discretization

Following the notation of Toro [11, Chapter 1], the steady 3D Navier-Stokes equations are given by

$$\nabla \cdot (F^i(W(x)) - F^v(W(x), Q(x))) = 0^T, x := [x \ y \ z] \in \Omega, \quad (4.1)$$

where the inviscid flux is defined as

$$F^i(W(x)) := [\rho v^T \ \rho v^T v + pI - (E + p)v^T], \quad (4.2)$$

and the viscous flux is defined as

$$F^v(W(x), Q(x)) := [0^T \ \Pi \ \Pi v^T - q^T]. \quad (4.3)$$
The various symbols represent the density, $\rho$, the velocity vector, $\mathbf{v}$, the total energy per unit volume, $E = \rho \left( e + \frac{1}{2} \mathbf{v} \cdot \mathbf{v} \right)$, the pressure, $p$, defined according to the equation of state for a calorically ideal gas, 

$$p = (\gamma - 1) \rho e, \quad \gamma = \frac{C_p}{C_v},$$

the stress tensor, $\Pi$, given by 

$$\Pi = 2\mu \left( \frac{D}{3} - \frac{1}{3} \nabla \cdot \mathbf{v} \right), \quad D := \frac{1}{2} \left( \nabla^T \mathbf{v} + \left( \nabla^T \mathbf{v} \right)^T \right),$$

where $\mu$ is the coefficient of shear viscosity and where the coefficient of bulk viscosity was assumed to be zero, and the energy flux vector, $\mathbf{q}$, defined by 

$$\mathbf{q} = \kappa \nabla T,$$

where $T$ represents the temperature and the coefficient of thermal conductivity is given by 

$$\kappa = \frac{C_p \mu}{Pr},$$

with $Pr$ representing the Prandtl number. In the case of the Euler equations, the contribution of the viscous flux is neglected. Defining a joint flux 

$$F(\mathbf{W}(x), \mathbf{Q}(x)) := F^i(\mathbf{W}(x)) - F^v(\mathbf{W}(x), \mathbf{Q}(x)),$$

the discretization proceeds analogously to that for the case of the Poisson equation, performed in §3 such that one obtains, 

$$\int_{\Omega_r} \phi(r)^T J^i \mathbf{Q} d\Omega_r = \int_{\Omega_r} \phi(r)^T J^i \nabla W_h d\Omega_r + \int_{\Gamma_r} \phi(r)^T J^i_f \hat{n}_f (W_h^* - W_h) d\Gamma_r$$

$$- \int_{\Omega_r} J^i \nabla \phi(r)^T \cdot F_h d\Omega_r + \int_{\Gamma_r} \phi(r)^T J^i_f \hat{n}_f \cdot F_h^* d\Gamma_r = 0^T. \quad (4.4)$$

In the case of the Euler equations, (4.4) is neglected, and we set $F = F^i$. For the results presented below, the inviscid numerical fluxes were computed using the Roe-Pike method [11, Chapter 11.3] and the viscous numerical traces and fluxes were computed using the BR2 method [12, eq. (10)], [9, eq. (4.3)] with the penalty scaling parameter set equal to the maximum number of element faces, such that the coercivity estimate holds [13].

### 4.2 Results - Euler

For the verification of the main result, a 2D inviscid isentropic supersonic flow in a quarter annulus with inner radius, $r_i = 1$, and outer radius, $r_o = 1.384$, in the first quadrant was considered [5]. The density and Mach number on the inner surface are set to $\rho_i = 1$ and $M_i = 2.25$, with the exact density, pressure and velocity magnitude distributions given by 

$$\rho = \rho_i \left( 1 + \frac{\gamma - 1}{2} M_i^2 \left( 1 - \left( \frac{r_i}{r} \right)^2 \right) \right)^{\frac{1}{\gamma - 1}}, \quad p = \frac{\rho^\gamma}{\gamma}, \quad ||\mathbf{v}|| = \frac{M_i}{r}.$$ 

Riemann invariant boundary conditions were applied at the inlet and outlet (equivalent to supersonic inflow/outflow boundary conditions in this case) and slip wall boundary conditions were applied along the curved walls. As the analytical solution is available, the integrated $L^2$ errors of all primitive variables as well as of the normalized entropy were measured, with the entropy error given by 

$$||\Delta s||_{L^2(\Omega)} = \left( \frac{1}{\Omega} \int_{\Omega} \left( \frac{p}{\rho^\gamma} - \frac{p_0}{\rho_0^\gamma} \right)^2 d\Omega \right)^{\frac{1}{2}}.$$ 

We present results on meshes with element aspect ratios (AR) ranging approximately from one to twenty to establish our conclusions; sample meshes can be seen in Figure 1.
Figure 1: Sample Meshes used in the Euler Convergence Studies

The following conclusions can be drawn:

- The previous conclusion [4] claiming that superparametric geometry representation is only necessary for $k_1$ solution representation is valid if only entropy convergence is taken into account and elements with aspect ratio close to one are used (Table 3 and Table 5).

- The sensitivity of the entropy error convergence to the geometry representation is less than that of the primitive variables (compare Table 5 with Table 7 for $k > 1$).

- That optimal convergence orders are still obtained when extremely large aspect ratio elements are present when the superparametric geometry is used indicates that $k_G = k + 1$ is sufficient (Table 9).

Taken together, the conclusions above suggest that extremely high quality meshes should not be used for convergence order studies, and furthermore, that entropy is not as good of an indicator of correct curved element treatment as the primitive variables, but may still be used if meshes formed from elements with high
enough aspect ratios (AR greater than 2.5 in this case) are used.

Table 3: Errors and Convergence Orders - ToBeCurvedTRI meshes ($k_G = k, \text{AR} \approx 1.0$)

| Order ($k$) | Mesh Size (h) | $L^2$ Error | Conv. Order | $L^2$ Error | Conv. Order |
|------------|---------------|-------------|-------------|-------------|-------------|
|            |               | $\rho$ | $u$ | $v$ | $p$ | $s$ | $\rho$ | $u$ | $v$ | $p$ | $s$ |
| 1          |               | 1.54e-02 | 1.34e-02 | 1.38e-02 | 2.20e-02 | 5.60e-03 | 1.75e+00 | 1.63e+00 | 1.70e+00 | 1.80e+00 | 1.59e+00 |
| 2          |               | 2.28e-02 | 2.28e-02 | 2.30e-02 | 2.44e-02 | 5.60e-03 | 1.87e+00 | 1.78e+00 | 1.77e+00 | 1.86e+00 | 1.69e+00 |
| 3          |               | 3.14e-02 | 3.13e-02 | 3.15e-02 | 3.20e-02 | 5.60e-03 | 1.97e+00 | 1.85e+00 | 1.84e+00 | 1.95e+00 | 1.76e+00 |

Table 4: Errors and Convergence Orders - ToBeCurvedTRI meshes ($k_G = k + 1, \text{AR} \approx 1.0$)

| Order ($k$) | Mesh Size (h) | $L^2$ Error | Conv. Order | $L^2$ Error | Conv. Order |
|------------|---------------|-------------|-------------|-------------|-------------|
|            |               | $\rho$ | $u$ | $v$ | $p$ | $s$ | $\rho$ | $u$ | $v$ | $p$ | $s$ |
| 1          |               | 4.64e-02 | 2.80e-03 | 1.90e-03 | 2.51e-03 | 3.50e-03 | 1.75e+00 | 1.91e+00 | 1.82e+00 | 2.02e+00 | 1.81e+00 |
| 2          |               | 2.28e-02 | 2.28e-02 | 2.30e-02 | 2.44e-02 | 5.60e-03 | 1.87e+00 | 1.78e+00 | 1.77e+00 | 1.86e+00 | 1.69e+00 |
| 3          |               | 3.14e-02 | 3.13e-02 | 3.15e-02 | 3.20e-02 | 5.60e-03 | 1.97e+00 | 1.85e+00 | 1.84e+00 | 1.95e+00 | 1.76e+00 |

Table 5: Errors and Convergence Orders - ToBeCurvedTRI meshes ($k_G = k, \text{AR} \approx 2.5$)

| Order ($k$) | Mesh Size (h) | $L^2$ Error | Conv. Order | $L^2$ Error | Conv. Order |
|------------|---------------|-------------|-------------|-------------|-------------|
|            |               | $\rho$ | $u$ | $v$ | $p$ | $s$ | $\rho$ | $u$ | $v$ | $p$ | $s$ |
| 1          |               | 3.68e-02 | 2.86e-03 | 2.10e-03 | 2.96e-03 | 3.96e-03 | 1.65e+00 | 1.61e+00 | 1.68e+00 | 1.58e+00 |
| 2          |               | 2.32e-02 | 1.84e-03 | 1.60e-03 | 2.10e-03 | 3.96e-03 | 1.65e+00 | 1.61e+00 | 1.68e+00 | 1.58e+00 |
| 3          |               | 2.32e-02 | 1.84e-03 | 1.60e-03 | 2.10e-03 | 3.96e-03 | 1.65e+00 | 1.61e+00 | 1.68e+00 | 1.58e+00 |

Table 6: Errors and Convergence Orders - ToBeCurvedTRI meshes ($k_G = k + 1, \text{AR} \approx 2.5$)

| Order ($k$) | Mesh Size (h) | $L^2$ Error | Conv. Order | $L^2$ Error | Conv. Order |
|------------|---------------|-------------|-------------|-------------|-------------|
|            |               | $\rho$ | $u$ | $v$ | $p$ | $s$ | $\rho$ | $u$ | $v$ | $p$ | $s$ |
| 1          |               | 3.68e-02 | 2.86e-03 | 2.10e-03 | 2.96e-03 | 3.96e-03 | 1.65e+00 | 1.61e+00 | 1.68e+00 | 1.58e+00 |
| 2          |               | 2.32e-02 | 1.84e-03 | 1.60e-03 | 2.10e-03 | 3.96e-03 | 1.65e+00 | 1.61e+00 | 1.68e+00 | 1.58e+00 |
| 3          |               | 2.32e-02 | 1.84e-03 | 1.60e-03 | 2.10e-03 | 3.96e-03 | 1.65e+00 | 1.61e+00 | 1.68e+00 | 1.58e+00 |
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From a previous study, it was noted that optimal convergence orders were not recovered for the $k_1$ case with isoparametric geometry representation, even when the normals were defined according to the superparametric geometry representation [4, Section 4.1.1]. We obtained similar results when using isoparametric geometry with exact normals, observing suboptimal convergence for the $k_1$ case, but optimal convergence orders otherwise, even on the very high aspect ratio meshes. A thorough mathematical analysis is required to settle questions related to the need for superparametric geometry representation definitively.

### 4.3 Results - Navier-Stokes

For the verification of the extension of the results obtained above to the Navier-Stokes equations, a 2D case with an analytical solution in an annular region employing a Neumann, no-slip adiabatic wall boundary condition was selected. It can be shown that an exact solution to the 2D Navier-Stokes equations is given when:

$$\mathbf{\rho} \mathbf{u} \mathbf{v} \mathbf{p} \mathbf{s}$$
Figure 2: Sample k3 Isoparametric Meshes used in the Navier-Stokes Convergence Studies

by [14, Section 7]

\[
T = T_i - \frac{C^2 \mu}{\kappa} \left( \frac{2}{r_0^2} \log \left( \frac{r}{r_1} \right) + \left( \frac{1}{r^2} - \frac{1}{r_i^2} \right) \right),
\]

\[
v = \begin{bmatrix} -\sin(\theta) & \cos(\theta) \end{bmatrix} v_\theta,
\]

where

\[
C = \frac{\omega_i}{r_i^2 - r_o^2}, \quad v_\theta = C r \left( \frac{1}{r^2} - \frac{1}{r_i^2} \right), \quad \theta = \tan^{-1} \left( \frac{y}{x} \right),
\]

and where \( \mu \) is taken to be constant. In the interest of clarity, we provide a detailed derivation in appendix A.

No-slip isothermal and adiabatic boundary conditions were imposed on inner and outer walls, respectively. While it has been proven that the correct number of boundary conditions to impose for a no-slip wall to ensure well-posedness is equal to \( d + 1 \) where \( d \) is the dimension of the problem [15, Remark 11 and Table 2], it can be noted in this case, that no boundary conditions are imposed for the remaining variable, leading to an ill-posed problem. Hence, a pressure Dirichlet boundary condition was additionally imposed on the inner wall. As the analytical solution is available, the integrated \( L^2 \) errors of the computed temperature and velocity components were used to assess optimal convergence. Similarly to the Euler case, we present the results on meshes comprised of elements having various aspect ratios with sample meshes shown in Figure 2.

As expected from the theory established for isoparametric geometry representation for elliptic equations, we note that optimal solution convergence in \( L^2 \) was obtained for this case in the lower Reynolds number regime, when selecting \( \mu = 1.0 \), regardless of the mesh element aspect ratio. The results of Table 10 and Table 11 show that an isoparametric geometry representation remained sufficient to obtain optimal convergence orders when \( \mu \) was decreased to 0.001, however, in the case of the higher aspect ratio meshes, it can be noted that error magnitudes were significantly lower for several cases when using a superparametric geometry representation, most notably for the \( k_1 \) and \( k_2 \) solution orders (see Table 11). It thus remains uncertain whether isoparametric geometry representation will continue to be sufficient for higher Reynolds numbers.
number cases. We plan on performing this investigation in the future.

The need for superparametric geometry representation when solving the Euler equations with slip wall boundary conditions has been demonstrated numerically. Despite not requiring a superparametric geometry representation when solving the Navier-Stokes equations, the results obtained for the case presented here demonstrated that significantly lower errors may be obtained when employing the higher-order geometry representation when solving the Navier-Stokes equations, the results obtained for the case presented here demonstrated that significantly lower errors may be obtained when employing the higher-order geometry representation in the higher Reynolds number regime. Finally, we note that the additional cost associated with the increased geometry representation order was negligible in all cases. Extension to the 3D case will be pursued in future work.

5 Conclusion

The analogous results obtained when using quadrilateral elements are presented in appendix B.
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A Navier-Stokes 2D Analytical Solution - Annular Domain

First, we express the 2D steady continuity, Navier-Stokes and Energy equations in polar coordinates. The continuity equation is given by [16, eq. (3.70)]

$$v_r \frac{\partial \rho}{\partial r} + v_\theta \frac{\partial \rho}{\partial \theta} + \rho \Delta = 0,$$

where the dilation, $\Delta$, is given by

$$\Delta = \frac{\partial v_r}{\partial r} + v_r \frac{1}{r} \frac{\partial v_\theta}{\partial \theta}.$$

For the Navier-Stokes equations, we have [16, eq. (3.72)]

$$\rho \left( v_r \frac{\partial v_r}{\partial r} + \frac{v_\theta}{r} \frac{\partial v_r}{\partial \theta} - \frac{v_\theta^2}{r} \right) = \rho f_r - \frac{\partial p}{\partial r} + \left( \lambda + \mu \right) \frac{\partial \Delta}{\partial r} + \mu \left( \nabla^2 v_r - \frac{v_r}{r^2} - 2 \frac{\partial v_\theta}{\partial \theta} \right)$$

$$+ \Delta \frac{\partial \lambda}{\partial r} + 2 \left( e_{rr} \frac{\partial \mu}{\partial r} + \frac{r e_{r\theta}}{\partial \theta} \frac{\partial \mu}{\partial \theta} \right),$$

(A.2)

$$\rho \left( v_r \frac{\partial v_\theta}{\partial r} + \frac{v_\theta}{r} \frac{\partial v_\theta}{\partial \theta} + \frac{v_r v_\theta}{r} \right) = \rho f_\theta - \frac{1}{r} \frac{\partial p}{\partial \theta} + \frac{\lambda + \mu}{r} \frac{\partial \Delta}{\partial \theta} + \mu \left( \nabla^2 v_\theta + \frac{2}{r^2} \frac{\partial v_r}{\partial \theta} - \frac{v_\theta}{r^2} \right)$$

$$+ \frac{\Delta}{r} \frac{\partial \lambda}{\partial \theta} + 2 \left( e_{r\theta} \frac{\partial \mu}{\partial r} + \frac{e_{\theta\theta}}{r \partial \theta} \frac{\partial \mu}{\partial \theta} \right),$$

(A.3)

where

$$\nabla^2 = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2},$$

and the rate of deformation tensor components are defined according to

$$e_{rr} = \frac{\partial v_r}{\partial r},$$

$$e_{\theta\theta} = \frac{1}{r} \left( \frac{\partial v_\theta}{\partial \theta} + v_r \right),$$

$$e_{r\theta} = e_{\theta r} = \frac{1}{2} \left( \frac{\partial v_\theta}{\partial \theta} - \frac{v_\theta}{r} + \frac{1}{r} \frac{\partial v_r}{\partial \theta} \right).$$

Finally, the energy equation is given by

$$\rho \left( v_r \frac{\partial e}{\partial r} + \frac{v_\theta}{r} \frac{\partial e}{\partial \theta} \right) = -p \Delta + \frac{\partial}{\partial r} \left( \kappa \frac{\partial T}{\partial r} \right) + \frac{\kappa}{r} \frac{\partial T}{\partial r} + \frac{1}{r^2} \frac{\partial}{\partial \theta} \left( \kappa \frac{\partial T}{\partial \theta} \right) + \lambda \Delta^2 + 2 \mu \sum_{\alpha, \beta=r, \theta} e_{\alpha \beta}^2,$$

(A.4)

where $e$ is the internal energy. Making the following assumptions:

- the radial component of the velocity is zero, $v_r = 0$;
- the solution is radially symmetric, $\frac{\partial}{\partial \theta} (\cdot) = 0$;
- the body forces are negligible;
- the viscosity is constant, $\mu = $ const.;
- the coefficient of thermal conductivity is constant, $\kappa = $ const.;
- the gas is calorically ideal,

it can first be noted that the dilation is zero, reducing (A.1) to

$$0 = 0,$$
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implying that the continuity equation is satisfied for all choices of $\rho$. Similarly, (A.2) is simplified to

$$\frac{\rho v_\theta^2}{r} = \frac{dp}{dr},$$

(A.5)

and (A.3) is simplified to

$$d^2v_\theta dr^2 + \frac{1}{r} dv_\theta - \frac{v_\theta}{r^2} = 0$$

$$\rightarrow r^2 \frac{d^2v_\theta}{dr^2} + r \frac{dv_\theta}{dr} - v_\theta = \frac{d}{dr} \left[r^2 \left( \frac{dv_\theta}{dr} - \frac{v_\theta}{r} \right) \right] = 0.$$  

(A.6)

Finally, the energy equation, (A.4), reduces to

$$\mu \left( \frac{1}{Pr} \frac{d^2h}{dr^2} + \frac{1}{rPr} \frac{dh}{dr} + \left( \frac{dv_\theta}{dr} - \frac{v_\theta}{r} \right)^2 \right) = 0$$

$$\rightarrow \frac{1}{rPr} \frac{d}{dr} \left( r \frac{dh}{dr} \right) + \left( \frac{dv_\theta}{dr} - \frac{v_\theta}{r} \right)^2 = 0,$$

(A.7)

where

$$h = C_p T.$$ 

Defining $\omega := \frac{v_\theta}{r}$, it can be noted that

$$\frac{dv_\theta}{dr} - \frac{v_\theta}{r} = \omega + r \frac{d\omega}{dr} - \omega = r \frac{d\omega}{dr},$$

(A.8)

such that (A.6) can then be expressed as

$$r^3 \frac{d\omega}{dr} = \text{const.} := C_1.$$  

(A.9)

Using (A.8) and (A.9), (A.7) can be rewritten as

$$\frac{d}{dr} \left( r \frac{dh}{dr} \right) = -Pr \frac{r^2}{r^3} \left( r^3 \frac{d\omega}{dr} \right)^2 = -Pr \frac{r^2}{r^3} C_1^2.$$ 

Integrating with respect to $r$, we obtain

$$r \frac{dh}{dr} - Pr C_1^2 = r \left( \frac{dh}{dr} + r^2 Pr \frac{d\omega}{dr} \left( -\frac{r}{2} \frac{d\omega}{dr} \right) \right) = \text{const.}$$

Assuming that

$$\frac{r}{2} \frac{d\omega}{dr} = \omega + \text{const.},$$

(A.10)

and noting (A.9), the last condition from Illingworth is recovered [14, eq. (47)],

$$r \left( \frac{dh}{dr} + r^2 Pr \frac{d\omega}{dr} \right) = \text{const.}$$

(A.11)

With the assumptions made above, it is then straightforward to obtain the solution of §4.3. Noting the constraint of (A.9), the angular velocity may take the form,

$$\omega = \omega_i \frac{1}{r_i} + C_\omega \frac{1}{r_i} + C_\omega,$$

which also satisfies (A.10). Setting the two no-slip boundary conditions with prescribed non-zero angular velocity, $\omega_i$, at $r = r_i$ and zero angular velocity at $r = r_o$ gives the expression for $v_\theta$ in (4.7). Substituting into (A.11) and imposing the Dirichlet temperature boundary condition on the inner wall and the Neumann adiabatic boundary condition on the outer wall then leads to the solution for the temperature distribution given in (4.6).
B Navier-Stokes Results on Quadrilateral Meshes

In this appendix, we present results of the convergence order study for the Navier-Stokes test case of §4.3 computed using meshes consisting of quadrilateral elements. As for the results on the triangular meshes, similar trends were observed when selecting $\mu = 1.0$.

### Table 12: Errors and Convergence Orders - ToBeCurvedQUAD Meshes ($\mu = 0.001$, AR $\approx 1.0$)

| Order | u | v | T | L² Error | Conv. Order |
|-------|---|---|---|----------|-------------|
| 1     | 1.77e-01 | - | - | - | - |
| 2     | 1.88e-01 | - | - | - | - |
| 3     | 1.99e-01 | - | - | - | - |

(a) $k_\| = k$

| Order | u | v | T | L² Error | Conv. Order |
|-------|---|---|---|----------|-------------|
| 1     | 2.23e-02 | 2.23e-02 | 2.23e-02 | - | - |
| 2     | 2.46e-02 | 2.46e-02 | 2.46e-02 | - | - |
| 3     | 2.70e-02 | 2.70e-02 | 2.70e-02 | - | - |

(b) $k_\| = k + 1$

### Table 13: Errors and Convergence Orders - ToBeCurvedQUAD Meshes ($\mu = 0.001$, AR $\approx 8.0$)

| Order | u | v | T | L² Error | Conv. Order |
|-------|---|---|---|----------|-------------|
| 1     | 2.23e-02 | 2.23e-02 | 2.23e-02 | - | - |
| 2     | 2.46e-02 | 2.46e-02 | 2.46e-02 | - | - |
| 3     | 2.70e-02 | 2.70e-02 | 2.70e-02 | - | - |

(a) $k_\| = k$

| Order | u | v | T | L² Error | Conv. Order |
|-------|---|---|---|----------|-------------|
| 1     | 2.23e-02 | 2.23e-02 | 2.23e-02 | - | - |
| 2     | 2.46e-02 | 2.46e-02 | 2.46e-02 | - | - |
| 3     | 2.70e-02 | 2.70e-02 | 2.70e-02 | - | - |

(b) $k_\| = k + 1$
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