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Abstract: The chiller is the major energy consuming HVAC component in a building. Currently, huge chiller data is easy to obtain due to Internet of Things (IoT) technology development. In order to optimize the chiller system, this study presents a data mining technique that utilizes the available chiller data. The data mining techniques used are prediction model, clustering analysis, and association rules mining (ARM) analysis. The dataset was collected every minute for a year from a water-cooled chiller at an institutional building in Taiwan and from meteorological data. The power consumption prediction model was built using deep neural networks with 0.955 of $R^2$, 4.470 of MAE, and 6.716 of RMSE. Clustering analysis was performed using the k-means algorithm and ARM analysis was performed using Apriori algorithm. Each cluster identifies those operational parameters that have strong association rules with high performance. The operational parameters from ARM were simulated using the prediction model. The simulation result shows that the ARM operational parameters can successfully save the energy consumption by 22.36 MWh or 18.17% in a year.
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1. Introduction

Heating, ventilating, and air conditioning (HVAC) systems are needed for human thermal comfort and industrial processes [1]. However, it consumes approximately 45% of building sector energy [2]. The chiller is the major energy consumer consuming 25–40% of the total amount of building energy consumption [3–5]. Therefore, chiller system optimization is essential to reduce energy consumption [6].

Currently, huge chiller data is easy to obtain due to Internet of Things (IoT) technology development [6]. The data must be utilized properly by analyzing it to improve energy efficiency [7]. Data mining (DM) is an advanced, promising technology to solve complex dataset problem [8,9]. In general, there are two types of data mining, i.e., predictive data mining (PDM) and descriptive data mining (DDM). PDM is also known as supervised learning, a learning technique where the program is given labeled data. It identifies the relationship between the input and output variables. Meanwhile, DDM is also known as unsupervised learning, a learning technique where the program is given unlabeled data. It discovers the patterns and association relationships among the data variables [10,11].

The DM technique has been successfully applied in various fields, such as healthcare [12,13], manufacturing [14–16], financial [17,18], telecommunication [19,20], etc. The DM techniques are also applied in buildings. Xiao et al. [21] improved the building operational performance using DM techniques based on clustering and ARM for analyzing the large building automation system (BAS) dataset. There are four interesting rules used to improve building performance. The results show that the DM technique is valuable for
knowledge discovery in the BAS dataset. Qiu et al. [22] used DM techniques to identify the rules for buildings. There are three case studies, with two of them implemented in chiller systems. Based on those two references about DM techniques in buildings, it was revealed that most of the interesting rules for buildings came from HVAC systems; especially chiller systems.

Some researchers also applied DM techniques to specific HVAC systems, usually carried out for prediction [4], pattern identification [8], optimization [23], fault detection and diagnosis (FDD) [24,25], and performance assessment [26]. One of the most powerful DM tools is the association rule mining (ARM) method, used to analyze numerous data to identify the interesting rules in the database. Li et al. [8] identified variable refrigerant flow (VRF) energy consumption patterns under various part loads and refrigerant charge conditions using clustering and ARM. The results can be used to estimate energy saving potential. Zhang et al. [11] revealed HVAC system operational problems using an improved ARM-based method. The results show that the proposed data preprocessing approaches are effective in outlier identification and data transformation. Guo et al. [27] presented the optimized neural network for VRF system fault diagnosis in heating mode using the ARM method. The results show that ARM method is feasible to optimize the feature sets for fault diagnosis. The references above revealed that the ARM is successfully used in HVAC systems. Several studies combined the ARM with clustering analysis to identify the pattern. The ARM and clustering analysis are types of DDM. The k-means algorithm was often used to perform the clustering analysis and the Apriori algorithm was often used to perform the ARM analysis. Since the ARM can only handle the categorical data, clustering analysis is required in advance to group or cluster the dataset [6,8,9,21].

Besides DDM, PDM is also widely used for HVAC systems, especially chiller systems. The power consumption prediction model based on neural networks is a type of PDM that can be implemented to evaluate the chiller performance in advanced control and optimization. Nisa et al. [4] predict chiller power consumption using neural network model and thermodynamic model. The result indicates that neural network is more accurate than the thermodynamic model. Sha et al. [28] predicted chiller energy consumption based on degree day. The support vector regression (SVR), and artificial neural network (ANN) have better performance than multivariable linear regression (MLR). Moreover, Alizadeh et al. [29] proposed a method to build an ensemble of surrogates (EoS) that is both accurate and less computationally expensive. The results show that EoS is accurate than individual surrogates even when fewer data points are used, so computationally efficient with relatively insensitive predictions.

The chiller system optimization using data mining has been carried out. Wang et al. [23] proposed a data-mining powered event-driven optimal control (EDOC) for improving the optimal control of the chiller system. The results can improve the energy-saving percentage by 0.9–4.6% compared with the traditionally used time-driven optimal control strategy. Zhou et al. [6] optimized the chiller plant operational parameters to improve its operating efficiency based on ARM. The simulation results show that the chiller energy consumption is reduced after optimization by 11.60% in summer and 13.33% in winter. Revising operational parameters is one way to improve system performance which requires a detailed energy audit involving extensive expertise and manual analyses. Unfortunately, manual analysis can miss important information and consume a lot of time. Otherwise, the DM technique provides a deeper understanding of the chiller operational parameter, leading to more energy-saving opportunities [23].

The above references show that the ARM and clustering analysis combination was successfully implemented to identify interesting rules or patterns from HVAC systems, where it has great potential for chiller optimization. Meanwhile, neural networks can be used to predict chiller power consumption. Although data mining techniques are successfully applied for chiller optimization, there are no research reports yet that simulate the ARM results using a prediction model for chiller power consumption based on a neural network. In fact, the neural network has high accuracy for prediction models.
and has great potential to simulate chiller power consumption. Therefore, this paper proposes chiller optimization using data mining based on a prediction model, clustering, and ARM analysis. The prediction model is built to predict power consumption based on operational parameters. Meanwhile, clustering analysis is required in advance to group or cluster the dataset. The clustering results will be used in ARM analysis to identify the interesting rules in the chiller database, finding the operational parameters that affect the high performance. When the operational parameters from the ARM result are obtained, the results will simulate using the prediction model to know if those new operational parameters can reduce the power consumption or not. The objectives of this paper are: (1) to build a chiller power consumption prediction model based on operational parameters, (2) to cluster the data for further use in ARM analysis, (3) to identify the interesting rules in the database and the operational parameters that affect the high performance using ARM analysis, and (4) simulate the operational parameters from ARM results using the prediction model.

This paper is organized as follows: Section 2 provides the framework for the proposed methodology, including the basic prediction model, clustering, and ARM analysis concepts; Section 3 demonstrates the experimental details including the parameter set up, results, and the discussions; Section 4 presents our conclusion and future works.

2. Methodology

The proposed methodology framework is illustrated in Figure 1. It generally consists of four steps: data collection, data preprocessing, data mining techniques, and simulation optimization. The details for each step are described below:

Figure 1. The proposed methodology framework.
2.1. Data Collection

The dataset is collected from a water-cooled chiller system at an institutional building in Taiwan and from meteorological data collected every minute for a year. The water-cooled chiller is a part of the HVAC system that produces chilled water to transfer the heat from an internal environment to an external environment. It uses a cooling tower to transfer heat from the condenser into the atmosphere. The water-cooled chiller system diagram and the measurement points are shown in Figure 2. The figure consists of a refrigerant cycle and two kinds of heat transfer loops: a condenser water loop and an evaporator water loop. In the refrigerant cycle, the refrigerant flows into the compressor where it increases the refrigerant pressure and temperature. The hot vapor refrigerant from the compressor flows into the condenser where it transfers heat from the refrigerant into the condenser water which causes the refrigerant to condense from vapor form into liquid form. From the condenser, the liquid refrigerant flows into the expansion valve, where it causes a decrease in the liquid refrigerant temperature and pressure. The cold liquid refrigerant then moves into the evaporator. In the evaporator, the refrigerants gains heat from the evaporator water, causing the refrigerant to vaporize. The refrigerant vapor returns to the compressor to repeat the cycle. In the condenser water loop, the water absorbs heat from the refrigerant in the condenser. Hot water from the condenser is pumped into a cooling tower where water and air are allowed to come into contact with each other to decrease the hot water temperature. The cold water is then pumped back into the condenser. In the evaporator water loop, the water transfers heat into the refrigerant in the evaporator. The cold water from the evaporator is pumped into the cooling coil where it absorbs heat from the internal air environment. The water is then pumped back into the evaporator. The measured data from the chiller system are the chilled water flowrate ($V_{chw}$), chilled water supply temperature ($T_{chwS}$), chilled water return temperature ($T_{chwR}$), cooling water supply temperature ($T_{cwS}$), cooling water return temperature ($T_{cwR}$), and power consumption ($P$). Three data points were added, the cooling water temperature difference ($\Delta T_{cw}$) obtained from the difference between $T_{cwR}$ and $T_{cwS}$, the chiller cooling capacity ($Q_c$) and coefficient of performance (COP) are obtained using Equations (1) and (2).

$$Q_c = V_{chw} \cdot \rho \cdot C_p \cdot (T_{chwR} - T_{chwS})$$

(1)

$$COP = \frac{Q_c}{P}$$

(2)

where $\rho$ and $C_p$ are the water density and water specific heat. The weather affects the chiller energy consumption. Since outdoor temperature ($T_{oa}$) and humidity ($RH_{oa}$) sensors in the system area were not installed, those data were obtained from meteorological data where the sensor distance to the chiller system is about three kilometers.

2.2. Data Preprocessing

Data preprocessing is a crucial step before data is used in data mining techniques. The important things in data preprocessing used in this study are data cleaning, data splitting, and data scaling.

2.2.1. Data Cleaning

Data cleaning is implemented to remove or modify irrelevant or missing values. In a real case, it is not improbable that the data might contain inconsistent or incomplete data. The corrupted data causes poor or inaccurate results [30]. Therefore, data cleaning was applied in this study. There are 96,888 data points after applying data cleaning.

2.2.2. Data Splitting

For the prediction model, the data needs to be split randomly into three parts, 70% for training data, 15% for validation data, and 15% for testing data. Meanwhile, data for clustering and ARM analysis do not apply data splitting.
2.2.3. Data Scaling

Data scaling is applied to avoid the models being dominated by large or small data ranges. There are two general techniques to scaling data, standardization and normalization. Standardization is the technique where the data values are centered on the mean with standard deviation. Therefore, the mean of all data becomes zero. While normalization is the technique where the data values are shifted and rescaled between 0 and 1. Equations (3) and (4) are the standardization and normalization formulas, respectively.

\[
x_{\text{stand}}^{(i)} = \frac{x^{(i)} - \bar{x}}{s}
\]

\[
x_{\text{norm}}^{(i)} = \frac{x^{(i)} - x_{\min}}{x_{\max} - x_{\min}}
\]

where, \(x_{\text{stand}}^{(i)}, x_{\text{norm}}^{(i)}, x^{(i)}, \bar{x}, s, x_{\max}, \text{ and } x_{\min}\) are the standardized data, normalized data, observed data, sample mean, standard deviation, smallest value, and largest value, respectively.

2.3. Data Mining Techniques

There are three data mining techniques used in this study: prediction model, clustering analysis, and association rules mining (ARM) analysis.

2.3.1. Prediction Model

The power consumption prediction model was built using the deep neural network (DNN) technique in this study. DNN is an artificial neural network that is used to perform complex tasks and has multiple layers and multiple nodes [31]. Figure 3 shows the DNN architecture used in this study. It describes that the input layer consists of six neurons, and there are four hidden layers that consist of ten neurons in each layer. The output layer
consists of one neuron. The neuron’s output is represented in Equation (5). Where $y$ is neuron’s output, $f$ is activation function, $x_i$ is the input variable, $w_i$ is the weight, and $b$ is bias. The activation function used in this study is the Rectifier Linear Unit (ReLU) described in Equation (6). It means that the function returns 0 for a negative value, and returns $x$ for a positive value \([32]\). However, the weight and bias are parameters that can be learned during the training model. The goal of training a network is to reduce the loss or error between the output algorithm and the actual value from measurement.

$$y = f\left(\sum_i x_i w_i + b\right)$$

(5)

$$f(x) = \max(x, 0)$$

(6)

![Figure 3. Power consumption prediction model using DNN [4].](image)

Three performance metrics were selected to assess the model, which are coefficient of determination ($R^2$), mean absolute error (MAE), and root mean square error (RMSE), formulated in Equations (7)–(9), where $N$, $Y_i$, $P_i$, and $\overline{Y}$ are the number of samples, actual value, predictive value, and average actual value, respectively. The coefficient of determination is scale independent and the value is usually between 0 and 1, but it possible to have a negative value because the model can be arbitrarily worse. The value 1 means that the model is without error. The MAE and RMSE are scale-dependent which cannot be used to evaluate performance against other studies.

$$R^2 = 1 - \frac{\sum_{i=1}^{N} (Y_i - P_i)^2}{\sum_{i=1}^{N} (Y_i - \overline{Y})^2}$$

(7)

$$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |Y_i - P_i|$$

(8)

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y_i - P_i)^2}$$

(9)
2.3.2. Clustering Analysis

Since ARM analysis can only handle categorical data, clustering analysis is required in advance to group or cluster the dataset. Clustering analysis is the task to grouping the data into meaningful groups, so that the data in the same cluster are highly similar, and the data in different clusters are very distinct [6,22]. Cluster analysis has been applied to a variety field such as marketing, crime prevention, educational sector, medicine, and biology [22]. A multi-layer k-means algorithm was selected to perform the clustering analysis [33]. The multi-layer k-means algorithm result is better than a traditional k-means algorithm. The K-means algorithm is a popular clustering method, simple to implement, knows limitations, and has excellent fine-tuning capabilities. However, it is vulnerable to outliers and noise data which can reduce the clustering analysis accuracy [34]. Therefore, the multi-layer k-means algorithm has been applied to solve these problems. Figure 4 describes the multi-layers k-means algorithm. The left side shows that the data is clustered into three (k = 3), C1, C2, and C3. Since multi-layer k-means is applied, each cluster needs to be further clustered into several small clusters (sub-clusters). The right side takes C1 samples which are clustered into sub-clusters and further clustered into sub-sub-clusters. Equation (10) explains the k-means clustering algorithm objective. Where, \(k\), \(n\), \(x_i\), \(c_j\) are the number of clusters, number of cases, case \(i\), and centroid for cluster \(j\). The silhouette method was used to determine the number of clusters (\(k\)) in the k-means algorithm as formulated in Equation (11), where \(d_{out}(x)\) indicates the smallest average distance between point \(x\) and all points in another cluster, and \(d_{in}(x)\) indicates the average distance between point \(x\) and all other points in the same cluster. The range silhouette score is between \(-1\) to 1. A higher score indicates better clustering performance [35]. The centroid is the mean of a variable for the observations in the cluster.

\[
J = \sum_{j=1}^{k} \frac{1}{n} \sum_{i=1}^{n} \left| x^{(i)} - c_j \right|^2
\]

\[
s(x) = \frac{\min \{d_{out}(x)\} - d_{in}(x)}{\max \{d_{in}(x), d_{out}(x)\}}
\]

Figure 4. Multi-layers k-means algorithm.

2.3.3. Association Rules Mining (ARM) Analysis

ARM is one of the most powerful DM tools for analyzing numerous data to identify the interesting rules in the database. It has been widely employed to discover energy-saving knowledge in HVAC systems [11]. In this study, the ARM is used to identify the optimum chiller operational parameters. The Apriori algorithm was selected to perform the ARM analysis. It can only handle categorical data such as high, medium, and low. There are three measures for evaluating and determining which rules are significant: support, confidence, and lift. Support indicates how frequently an association rule appears in a
dataset. Confidence indicates the accuracy or strength of an association rule. Lift indicates the statistical dependence between \( X \) and \( Y \) in each rule [36]. Those three measures are defined in Equations (12)–(14). Where \( X \) is the antecedent or left-hand-side, \( Y \) is consequent or right-hand-side.

\[
\text{Support} (X \rightarrow Y) = P(X \cup Y) \\
\text{Confidence} (X \rightarrow Y) = P(X|Y) = \frac{P(X \cup Y)}{P(X)} \\
\text{Lift} (X \rightarrow Y) = \frac{\text{Confidence} (X \rightarrow Y)}{\text{Support} (Y)} = \frac{P(X|Y)}{P(Y)}
\]

where, \( P(X \cup Y) \) is the probability \( X \) and \( Y \) appears in the same time frame, \( P(X|Y) \) is the probability that \( Y \) occurs when \( X \) occurs, \( P(X) \) is the probability that \( X \) appears in the dataset, and \( P(Y) \) is the probability that \( Y \) appears in the dataset.

Figure 5 illustrate the description of ARM measures. There is a table that contains examples of \( X \) and \( Y \) data. The blue squares and blue triangles are assumed as the \( X \) and \( Y \) values, respectively, and are evaluated using the support, confidence, and lift.

![Figure 5](image.png)

**Figure 5.** The descriptions of ARM measures.

### 2.4. Simulation Optimization

Simulation optimization is performed to compare chiller power consumption using the actual operational parameters and ARM results. The operational parameters from ARM results will be simulated to predict chiller power consumption using the constructed prediction model. When the predicted power consumption value is smaller than that using the actual operational parameters, the optimization technique is successfully performed and the ARM results can be implemented into the system.

### 3. Result and Discussion

#### 3.1. Software and Hardware

The software used for these experiments are Python 3.6.10, Tensorflow 2.1.0 version, and Win10 Pro 64-bit operating system. There are several main libraries provided by the python programming language to support this research, which are: Keras [37] to build the prediction model using deep neural networks, scikit-learn [38] to perform clustering analysis using the k-means algorithm, and mlxtend [39] to perform ARM analysis using the Apriori algorithm.

#### 3.2. Prediction Model

Chiller power consumption prediction was built using DNN algorithm from Keras deep learning library. The model used six input variables, \( T_{oa}, RH_{oa}, \Delta T_{cw}, T_{chwS}, V_{chw}, \) and \( Q_c \). The DNN model architecture used in this study is shown in Figure 3. Four hidden
layers and ten nodes were selected in each hidden layer. The model has one variable in the output layer which is the chiller power consumption itself. A dropout rate of 0.01 is applied to avoid overfitting after the first, second, and third hidden layers. The hyper-parameters need to be defined before training the model. ReLU is selected as the activation function. The epochs are set to 500 and the batch size number is set to 60. The optimizer used was adam and the loss function used the mean squared error. After the prediction model was built, the data were plotted and the model assessed. Figure 6 shows the scatter plots and the model assessment of (a) training and (b) testing to compare the actual and predicted power consumption. Figure 6a used the data during training, 85% of the total data. The model performance has 0.956 of $R^2$, 4.471 of MAE, and 6.624 of RMSE. Figure 6b used the testing data, 15% of the total data. The model performance has 0.955 of $R^2$, 4.470 of MAE, and 6.716 of RMSE. The prediction model is ready to use.

Figure 6. The scatter plots between the actual and predicted power consumption and the model assessment: (a) training, (b) testing.

3.3. Clustering Analysis

The silhouette method was performed to determine the best number of clusters for weather data. Based on the silhouette method, the best number of clusters for the weather data is three. The weather data used are outdoor air temperature and humidity. The clustering analysis is performed using k-means algorithm from scikit-learn library. The parameters need to set before fitting the k-means to the data. Number of clusters is set to three. The method for initialization used k-means++ and the random state is set to 28. The other parameters were set to the default setting. Figure 7 shows the weather clustering result. Each cluster has the centroid. The centroid of weather_1 is 24.67 °C with 55.33%, weather_2 is 23.10 °C with 75.04%, and weather_3 is 29.77 °C with 68.68%. The data in the same weather cluster needs to be further clustered based on the three chiller cooling capacities: low, medium, and high capacities. Each capacity also needs to be further clustered based on the three classes of COP: low, medium, and high.

3.4. Association Rules Mining (ARM) Analysis

The data were filtered first before applying the clustering result into the ARM analysis. Since we wanted to identify the knowledge affecting high performance, only data belonging to the cluster of high COP were used for ARM analysis and the others data were ignored. ARM analysis was performed to identify the operational parameters that have strong association rules against high COP. The operational parameters that want to be identified are $\Delta T_{\text{cw}}$, $T_{\text{chaw}}$, and $V_{\text{chaw}}$ values. The ARM analysis is performed using Apriori algorithm from mlxtend library. The minimum support, confidence, and lift are set to 0.001, 0.1, and 1.0. The others parameters are set to default setting. Table 1 describes the ARM analysis results. There are nine clusters based on weather_ID and $Q_c$. Each cluster identified the
optimal operational parameters that were selected based on the value of the assessments. The operational parameters that have the highest lift value have been adopted.

![Weather Clustering Result](image)

**Figure 7.** Weather clustering result using k-means algorithm.

**Table 1.** Association rules mining result of optimum operational parameters.

| Antecedent | Weather ID | $Q_c$ (kW) | COP | $T_{chw}$ (°C) | $\Delta T_{cw}$ (°C) | $V_{chw}$ (CMH) | Support (%) | Confidence (%) | Lift |
|------------|------------|------------|-----|----------------|--------------------|-----------------|-------------|---------------|------|
|            | <498       | 10.7       | 14.9| 3.3            | 115                | 6.67            | 16.86       | 2.06          |
|            | 498–707    | 12.5       | 13.9| 3.1            | 115                | 3.29            | 18.47       | 1.89          |
|            | >707       | 11.3       | 13.7| 5.1            | 115                | 9.27            | 21.73       | 1.70          |
|            | <453       | 13.1       | 17.1| 2.1            | 114                | 4.56            | 14.08       | 2.92          |
|            | 453–673    | 13.9       | 16.2| 3.4            | 117                | 9.32            | 19.05       | 1.65          |
|            | >673       | 1.5        | 13.9| 4.3            | 115                | 4.24            | 22.73       | 4.44          |
|            | <415       | 8.5        | 11.9| 2.0            | 100                | 21.00           | 24.63       | 1.12          |
|            | 415–664    | 12.9       | 18.1| 3.9            | 117                | 0.30            | 11.61       | 6.09          |
|            | >664       | 9.4        | 17.3| 4.8            | 118                | 2.91            | 24.26       | 3.71          |

1. $Q_c$ = cooling capacity of chiller.

### 3.5. Simulation Optimization

Since the power consumption prediction model has been built and the optimal operational parameters have been obtained from ARM results, the simulation optimization can be performed. The operational parameters from the ARM result were simulated using the power consumption prediction model. The prediction model needs six inputs to predict the chiller power consumption. Three inputs, which are $T_{oa}$, $RH_{oa}$, and $Q_{cr}$, used the actual value from the measurement. Meanwhile, the other three inputs, which are $\Delta T_{cw}$, $T_{chwS}$, and $V_{chw}$, used the value from the ARM results. The power consumptions in kW were converted to the energy consumption in MWh. Table 2 described the simulation optimization result. Various sample data were used. Three energy consumption results are written in the table. The actual energy consumption is the total energy gain from the measurement. The predicted power consumption is gained from the prediction model result built using the original operational parameters. However, the optimized power consumption is gained from the result of the prediction model built using the operational parameters from the ARM result. Energy savings were calculated. It represents the energy-saving percentage that has been optimized.
Table 2. Simulation optimization results.

| Sample Data | Total Data | Energy Consumption (MWh) | Energy Saving (%) |
|-------------|------------|--------------------------|-------------------|
|             |            | Actual                  | Predicted         | Optimized        |
| Weather_1   | 17,476     | 22.50                   | 22.37             | 21.59            | 3.49             |
| Weather_2   | 32,407     | 37.65                   | 37.36             | 32.76            | 12.31            |
| Weather_3   | 47,005     | 63.52                   | 63.31             | 52.43            | 17.19            |
| All Weather | 96,888     | 123.68                  | 123.04            | 100.68           | 18.17            |

Figure 8a shows the power consumption comparison in all weathers or in a whole year. The red, blue, and green lines indicate the actual, predicted, and optimized power consumption, respectively. From the figure, the overall optimized power consumption is below the actual and predicted power consumption. Figure 8b shows the energy consumption comparison in a year. The red dot indicates the actual energy consumption, blue line indicates the predicted energy consumption, and the green line indicates the optimized energy consumption. From the figure, the overall optimized energy consumption is below the actual and predicted energy consumption. The distance difference between the green and blue lines represents that energy-saving in the long term is increasing gradually.

Figure 8. The comparison of actual, predicted, and optimized: (a) power consumption, (b) energy consumption.
3.6. Discussion

The chiller power consumption is affected by weather conditions ($T_{oa}$ and $RH_{oa}$) and chiller cooling capacity ($Q_c$). In one year, the weather is fickle and uncontrollable. The cooling capacity also varies depending on the cooling load on the building. These three parameters are fixed values and uncontrollable. In addition, chiller power consumption is also affected by $\Delta T_{cw}$, $T_{chwS}$, and $V_{chw}$. However, these three parameters are controllable. Therefore, the chiller can be optimized by setting the optimal operational parameter.

The results from data mining techniques illustrate how the chiller data and meteorological data can be used to optimize the chiller system. First, the prediction model was built using six inputs: $T_{oa}$, $RH_{oa}$, $Q_c$, $\Delta T_{cw}$, $T_{chwS}$, and $V_{chw}$ to predict the chiller power consumption. Second, the data were clustered based on $T_{oa}$, $RH_{oa}$, and $Q_c$; nine total clusters. The operational parameters were categorized as low, medium and high because the ARM can only handle the categorical data. Third, each cluster was performed by ARM analysis to identify the operational parameter value that affect to the low power consumption. Finally, the operational parameter values from ARM were simulated by the prediction model without changing the $T_{oa}$, $RH_{oa}$, and $Q_c$.

As mentioned in the literature review, clustering and ARM are often used to identify patterns. Most of the literature only identifies patterns of HVAC systems without simulating the results. However, these results need to be proven by simulation because the ARM operational parameters are the categorical data and only valid to the centroid value. Although there are other studies simulating the operational parameters from the ARM result, that study did not use the neural network model. While, the neural network algorithm has a high performance in a prediction model and the accuracy of the prediction model can be known from the performance assessments.

The clustering and ARM are also applied in this study. The results showed that clustering and ARM successfully identify the operational parameter values that affect low power consumption. Compared to other studies, the results of this paper were proven by simulation using the power consumption prediction model based on neural network. The simulation results show that the operational parameters from ARM can reduce power consumption. The power consumption using operational parameters from ARM results is generally lower than the original operational parameters.

4. Conclusions and Future Work

This paper proposed chiller optimization using DM. Three DM techniques were adopted, prediction model, clustering, and association rule mining. The dataset was collected from a water-cooled chiller at an institutional building in Taiwan and from meteorological data every minute for a year. Following major conclusions can be drawn:

1. The power consumption prediction model was built using the DNN algorithm. There are six inputs: $T_{oa}$, $RH_{oa}$, $Q_c$, $\Delta T_{cw}$, $T_{chwS}$, and $V_{chw}$. The model performance evaluations are 0.955 of $R^2$, 4.470 of MAE, and 6.716 of RMSE.
2. The clustering analysis used the k-means algorithm to cluster the data into nine conditions based on weather and cooling capacity. The COP and the operational parameters ($T_{chwS}$, $V_{chw}$, and $\Delta T_{cw}$) were also clustered into three: high, medium, and low. The clustering analysis results are applied to the ARM analysis.
3. The ARM analysis was performed using the Apriori algorithm. The nine conditions identify the operational parameters that have strong association rules with high COP. The minimum support, confidence and lift are set to 0.001, 0.1, and 1.0.
4. The operational parameters from ARM were simulated using the prediction model. The simulation result shows that the operational parameters from ARM consume 100.68 MWh in a year. The actual operational parameters were also simulated by the prediction model. It consumes 123.04 MWh in a year. This simulation revealed that the operational parameters from ARM can successfully save energy consumption by 22.36 MWh or 18.17% in a year.
In future work, the authors would like to apply new operational parameters to the chiller system to prove that these operational parameters can reduce power consumption. The outdoor temperature \(T_{oa}\) and humidity \(RH_{oa}\) sensor will be installed. The measured \(T_{oa}\) and \(RH_{oa}\) will be clustered to weather_ID. The \(\Delta T_{cw}\), \(T_{chwS}\), and \(V_{chw}\) of the chiller system will be controlled based on the weather_ID and the chiller cooling capacity. If the power consumption is proven to decrease, these techniques will be applied in future study to optimize the air handling unit (AHU). A damper opening percentage and \(CO_2\) sensor will be installed to collect the data. The purpose is to identify the optimum damper opening percentage based on \(CO_2\) value. In addition, this method can be applied to refrigeration systems.
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