Adapting the multilevel model for estimation of the reliable change index (RCI) with multiple timepoints and multiple sources of error
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Abstract
Objective: One of the primary tools in the assessment of individual-level patient outcomes is Jacobson and Truax, (1991’s) Reliable Change Index (RCI). Recent efforts to optimize the RCI have revolved around three issues: (a) extending the RCI beyond two timepoints, (b) estimating the RCI using scale scores from item response theory or factor analysis and (c) estimation of person- and time-specific standard errors of measurement.

Method: We present an adaptation of a two-stage procedure, a measurement error-corrected multilevel model, as a tool for RCI estimation (with accompanying Statistical Analysis System syntax). Using DASS-21 data from a community-based mental health center (N = 379), we illustrate the potential for the model as unifying framework for simultaneously addressing all three limitations in modeling individual-level RCI estimates.

Results: Compared to the optimal-fitting RCI model (moderated nonlinear factor analysis scoring with measurement error correction), an RCI model that uses DASS-21 total scores produced errors in RCI inferences in 50.8% of patients; this was largely driven by overestimation of the proportion of patients with statistically significant improvement.

Conclusion: Estimation of the RCI can now be enhanced by the use of latent variables, person- and time-specific measurement errors, and multiple timepoints.
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1 INTRODUCTION

Despite the focus on the treatment and monitoring of progress of individual patients in community settings, the overwhelming focus in clinical research contexts is often the examination of group-averaged differences in changes over time across treatment arms. However, this focus on averaged changes over time in outcomes has been cited by clinicians, consumers, and third-party payers as one of many reasons why results from treatment outcome studies have had limited impact on intervention uptake (Ogles et al., 2001; Saavedra et al., 2019, 2021).
In contrast, approaches to assessing clinically significant change (clinically significant change [CSC]; Kazdin, 1977; Kendall et al., 1999) place a focus on improvement (or deterioration) in individual patients. Papers describing many of these approaches expressed parallel sets of criticisms of in assessing group-level change in outcome studies because group-based outcomes assessment cannot assess the proportion of individuals who were – and were not - able to return to a normal level of functioning (Jensen & Corrablejo, 2017; Westen et al., 2004).

While multiple approaches to the assessment of CSC have been proposed (e.g., movement below a “normative” threshold), one commonly applied approach to CSC is the (RCI; Jacobson & Truax, 1991). The RCI assesses whether a patient’s change over time on the outcome measure cannot be attributable to error. The formula for the RCI is:

\[ RCI_{CTF} = \frac{d_i}{SE_{Mi}} \]  

where \( d_i \) is an individual-level difference score (e.g., end-of-treatment - baseline) and \( SE_{Mi} \) is the standard error of measurement. Patients are then classified by the direction of the change and whether each patient’s RCI was greater than 1.96 (i.e., statistically significant at \( p < 0.05 \)): (a) significant improvement (i.e., decrease), (b) nonsignificant improvement, (c) significant deterioration (i.e., increase) and (d) nonsignificant deterioration. However, as noted by Wise (2004), a more liberal criterion for individual-level significance of \( p < 0.20 \) may be more reasonable. This is because the functional “n” for the analysis is the number of timepoints for each person and the extremely small within-person n can make the RCI susceptible to Type II errors (Rozental et al., 2017).

### 1.1 Extensions of the RCI: Beyond pre-post and beyond sum scores

The original formulation of the RCI continues to be used, including recent applications in *International Journal of Methods in Psychiatric Research* (e.g., de Beurs et al., 2019; Schennach et al., 2016; Vaganian et al., 2020). However, multiple limitations of the original conceptualization of the RCI have been identified, relating to both the estimation of \( d_i \) and \( SE_{Mi} \). Three particular concerns have been noted: (a) the RCI numerator (\( d_i \)) has been limited to two timepoints, (b) an improper measurement model structure is often imposed on the scale scores that underlie \( d_i \) and (c) misspecification of the sources of error in estimating the RCI denominator (\( SE_{Mi} \)). Misspecification of any or all of these elements can lead to errors in inference regarding whether a patient has improved or deteriorated (Jabrayilov et al., 2016; Saavedra et al., 2021).

Speer and Greenbaum (1995) were among the first to tap the potential of the latent growth curve model (LGCM) in estimating the RCI beyond two timepoints. In the conventional (unconditional) LGCM, both fixed effects and random effects are specified. The fixed effects capture the sample average level of the outcome at time equals 0 (typically baseline) and the sample average slope per unit of time; the random effects for each individual capture the deviation from the average intercept and slope, respectively. The specification of LGCM-based RCI model requires an adaptation such that the model will have fixed effects of 0 (i.e., conditional means of 0 for the intercept and slope). This ensures that each individual’s slope is estimated in “raw” form instead of the deviation of patients’ trajectories from the sample average. This is critical, because tests for the significance of each individual’s slope would then be in their undeviated form, capturing whether each individual’s change over time differed from 0 – which Lovaglio and Parabiaghi (2014) note is an empirical Bayes estimate of \( d_i \) across multiple timepoints. However, this multiple timepoint RCI takes into account only one source of error (i.e., “Level-1” residual) and assumes perfect reliability in outcome scores.

Other work on the RCI (e.g., Brouwer et al., 2013; Jabrayilov et al., 2016; Saavedra et al., 2021) has addressed the need for greater precision in estimating the outcome scale scores that are the basis of the RCI numerator (\( d_i \)), and person- and time-specific measurement errors in the RCI denominator (\( SE_{Mi} \)) under various advanced forms of factor analysis (FA) or item response theory (IRT) (FA/IRT). The overwhelming majority of recent applications have used sum scores (e.g., de Beurs et al., 2019; Schennach et al., 2016). This has persisted despite many articles criticizing their use (e.g., Campbell, 1960; Dorans, 2007; Sijtsma, 2009). Scores estimated under FA or IRT convey different amounts of clinical “weight” with regard to the relation of each item to the underlying construct (i.e., factor loadings in FA, discrimination parameters in IRT; Bollen, 1989; Embretson & Reise, 2000).

Conversely, the psychometric model underlying total scores (all FA loadings/ IRT discrimination parameters constrained to equality; Andrich, 1978) often fails to fit psychiatric symptom data (He et al., 2014; McNeish & Wolf, 2020). As a result, using total scores versus FA/IRT scores in estimating RCIs can lead to high proportions of discrepancies between RCI inference groupings (e.g., significant improvement, non-significant improvement, etc.), where upwards of 25% of patients can have a discrepant RCI judgement because of the differences in scale score estimation method (Brouwer et al., 2013; Saavedra et al., 2021). However, this work has been done primarily in the two-timepoint situation.

### 1.2 A unifying framework for multiple timepoint RCI w/multiple sources of error

Very recent work in the quantitative methods literature by Diakow (2013) and Wang et al. (2019) on a two-stage procedure for estimating growth models with multiple sources of error (i.e., prediction error, measurement error) shows potential as a unifying framework for estimating the RCI. First, in Stage 1 they estimate scale scores and scale score standard errors from a measurement model under advanced FA or IRT (Jabrayilov et al., 2016; Saavedra et al., 2021).
In Stage 2, they read in the external measures of observation-specific measurement error (e.g., squared standard errors from FA or IRT), correcting individual treatment outcome trajectories for heteroskedastic measurement error in a manner similar to reading in external measures of sampling variance in meta-analysis (Sheu & Suzuki, 2001). Notably, these quantitative innovations were developed well outside of clinical contexts and make no particular reference to the RCI. Such a model addresses long-standing calls for mitigation of multiple threats to the validity in estimating RCIs, particularly in cases where a patient has been incorrectly judged as having significant improvement when they are either not improving or potentially getting worse (Hsu, 1989; Saavedra et al., 2021).

1.3 | The present study

We present an application of the proposed multiple-timepoint, multiple-error source RCI model using treatment outcomes monitoring data on negative affectivity from a community-based mental health treatment center (Saavedra et al., invited for resubmission) as a vehicle for demonstrating the method. The focal application uses scale scores and scale score standard errors estimated under the moderated nonlinear factor analysis (MNLFA) model (Bauer, 2017; Bauer & Hussong, 2009); the MNLFA model accounts for differential item functioning (DIF) in both factor loadings and item thresholds across multiple, simultaneous predictors. Often, these predictors are used in DIF analysis to separate out differences that are due to measurement artifacts from "true" differences in the construct of interest. We then compare RCI model inferences from this focal model against three other competitor models, with a focus on a “conventional” model that uses sum scores with no correction for measurement error. These comparisons will help identify the relative contributions of two factors that have been shown to contribute to inaccuracy in RCI inferences: misspecification in the measurement model underlying the scale scores and/or inaccurate corrections for unreliability of the measure.

2 | METHOD

Participants. Participants consisted of 379 individuals who presented to a community-based mental health treatment center that provides bilingual and culturally-informed behavioral health treatment for underserved primarily Latino individuals and families between 2008 and 2018. Participants were assessed at treatment intake and subsequent 3-month, 6-month and 12-month follow-ups; all were treated with evidence-based interventions, most of which were grounded in cognitive behavioral principles. As part of a comprehensive assessment, participants were informed that diagnostic instruments are available in both Spanish and English and they may select the language they are most comfortable with. Demographic information is presented in Table 1 with differences across language use shown, with participants requiring the Spanish version of the DASS-21 significantly more likely to be female, older and more likely to have a trauma diagnosis as their primary presenting problem. Data may be made available with joint permission of the first, second, and fourth authors.

| TABLE 1 | Descriptive statistic |
| --- | --- | --- |
| | English (n = 115) | Spanish (n = 264) | p-value |
| Female | 64.30% | 73.80% | 0.06 |
| Age | 22.26 (7.41) | 37.33 (11.75) | <0.0001 |
| Anxiety | 7.83% | 5.68% | 0.006 |
| Depression | 46.09% | 43.56% |  |
| Trauma | 24.35% | 40.53% |  |
| Substance use | 4.35% | 1.89% |  |
| Other psychiatric | 17.39% | 8.34% |  |
| DASS-21 scores | | | |
| Total score baseline | 23.35 (14.62) | 30.73 (15.86) |  |
| Total score 3 Month | 19.13 (13.33) | 21.40 (15.03) |  |
| Total score 6 month | 19.13 (12.51) | 21.17 (15.34) |  |
| Total score 12 month | 20.62 (13.72) | 18.94 (14.57) |  |
| MNLFA baseline | −0.11 (0.96) | 0.41 (1.02) |  |
| MNLFA 3 month | −0.41 (0.92) | −0.22 (1.00) |  |
| MNLFA 6 month | −0.34 (0.79) | −0.22 (1.04) |  |
| MNLFA 12 month | −0.35 (0.95) | −0.37 (0.95) |  |

Abbreviation: MNLFA, moderated nonlinear factor analysis.
2.1 Measures

Depression, Anxiety and Stress Scale – 21-item version (DASS-21). The DASS-21 English (Antony et al., 1998; Henry & Crawford, 2005) and Spanish (Daza et al., 2002) versions consists of three 7-item self-report scales taken from the full version of the DASS (42 items). In many applications, including among Hispanic immigrants (Camacho et al., 2016), a unidimensional/single-factor structure has been supported; dimensionality of the DASS-21 in this sample is assessed prior to model fitting. Items are rated using a 4-point Likert-type scale (0 = did not apply to me at all” to 3 = “applied to me very much or most of the time”) describing negative emotional states. There are three subscales-one for depression, anxiety and stress. Sound internal consistency, as well as convergent and discriminant validity have been observed for the DASS-21 under classical test theory analyses (McDonald, 1999); these properties may differ for score estimation under MNLFA.

Predictors. Spanish/English language, gender, age and timepoint indicators were included as predictors of DIF; language, gender and age were also used as predictors in outcomes analysis independent of DIF in MNLFA analyses.

2.2 Data analysis

Tests for Model Fit: Single-Factor Models. Prior to fitting of MNLFA models, unidimensional FA models were estimated to assess whether scale scores could be defensibly estimated without strict local independence between DASS-21 items (i.e., essential unidimensionality) using weighted least squares estimation in Mplus version 8 (Muthén & Muthén, 1998-2017). Within tests of fit of a general single factor, we also fit a more restrictive model where factor loadings/discrimination parameters were constrained to equality to assess whether a model that assumes equal factor loadings would fit the data (Andrich, 1978; He et al., 2014; McNeish & Wolf, 2020).

MNLFA. First, an initial base, single factor MNLFA model was fit where the 21 DASS symptoms were modeled assuming no DIF across language, time, gender or age. Next, a series of 21 models were fit for each item/symptom where thresholds and loadings were tested to see if they varied across language, time, gender or age (i.e., DIF). For each model, including the final MNLFA scoring model, DIF predictors were centered so that the interpretation of the “main” item parameters is at the mean levels across language, time, gender and age; DIF parameters for each predictor (if present) are interpreted as the deviation in the item parameter per 1 unit difference in the predictor. The final MNLFA scoring model generates latent negative affectivity scores that take into account any identified DIF across all symptoms. The final MNLFA scoring model generates (a) latent negative affectivity severity scores and (b) person- and time-specific standard errors of measurement which are output from Mplus; these were to be read into Statistical Analysis System (SAS) for outcomes analysis. Wang et al. (2019) and Zhang and Wang (2021) notes the advantages of separating the process of measurement modelingSCALE score estimation from outcomes analysis, especially with large numbers of repeated measures and/or many indicators of a latent construct.

Local Reliability. Local reliability (Embreton & Reise, 2000) was calculated by first extracting the test information function (TIF) values from the PLOT function in Mplus then converting the TIF to reliability values that are specific to different levels of underlying negative affectivity severity using the formula (1-[1/TIF]).

2.3 Reliable change: Individual-level random effects and standard errors of measurement

To implement the RCI accounting for multiple timepoints and person-specific measurement errors, an initial model under a conventional longitudinal (linear) multilevel model structure was estimated (see e.g., MacCallum et al., 1997; note that the final model structure was quadratic in nature):

\[ Y_{it} = \beta_{0i} + \beta_{1i}(Time_{it}) + e_{it} \]  

where, for the within-individual level, \( Y_{it} \) is the score on the outcome (sum score or FA/IRT score) measured for individual \( i \) at time \( t \), \( \beta_{0i} \) is the random intercept for each individual at time = 0 (i.e., each person’s baseline estimate), \( \beta_{1i} \) is the random slope-over-time for each individual and \( e_{it} \) is a residual term capturing \( Y_{it} \)’s deviation from each individual’s predicted outcome trajectory. The between-individual model for the random effects \( \beta_{0i} \) and \( \beta_{1i} \) is presented here:

\[ \beta_{0i} = \gamma_{0i} \]  
\[ \beta_{1i} = \gamma_{1i} \]

Typically, a growth model will have a fixed effect component that is (when no covariates are present), the average intercept and slope (\( \beta_{00} \) and \( \beta_{10} \)), respectively. However, in this model, fixed effects were set to 0 so that \( g_{0i} \) and \( g_{1i} \) are not interpreted as deviations from the mean intercept and slope but as their “raw” intercept and slope values. From this model, variance components (i.e., \( \text{Var}[\gamma_{0i}], \text{Var}[\gamma_{1i}], \text{Cov}[\gamma_{0i}, \gamma_{1i}], \text{Var}[e_{it}] \)) are saved and used as fixed values in the next phase of analysis. \( g_{1i} \) from Equation (4), being the estimated individual slope over time, is the multiple timepoint equivalent of \( d_{i} \) in the RCI formula. As such, the standard error for each individual’s estimate of \( g_{1i} \), could be used to test whether or not each person’s slope was significantly different from 0. Speer and Greenbaum (1995) proposed exactly this as the RCI in multilevel models. However, to correct \( g_{1i} \) and its standard error for time- and person-specific measurement error, an additional term needed to be added to the model in the next phase of analysis (Diakow, 2013).

A second multilevel model was specified that has an additional error component:

\[ Y_{it} = \beta_{0i} + \beta_{1i}(Time_{it}) + e_{it} + s_{it} \]  

Equation (5) now includes a term, \( s_{it} \), read into the analysis a fixed measurement error component, as the square of each
individual's standard error of measurement (SEM\(^2\))\(^{a}\). The multilevel model is re-estimated, but with (a) the variance components (Var[\(g_0\)], Var[\(g_1\)], Cov[\(g_0, g_1\)], Var[\(e_0\)]) constrained to their values from the first multilevel model and (b) values for \(s_{it}\) read in from the MNLFA scale score output, similar to reading in fixed study-level variance values in a meta-analysis (Diakow, 2013; Sheu & Suzuki, 2003); while \(s_{it}\) will vary for each individual and each timepoint under MNLFA, it is assumed constant for all individuals across all timepoints for total scores, using the formula for conversion of Cronbach’s \(\alpha\) to a (squared) standard error of measurement (McDonald, 1999).

With this additional term, estimates of \(g_1\) and its standard error (and corresponding significance tests) now take into account multiple timepoints, residual error (\(e_{it}\)) and measurement error in the scale score (\(s_{it}\)). The resulting output (dataset) from the multilevel model will have each individual’s estimate for \(g_1\) and a corresponding RCI grouping can be generated based on each person’s significance test for whether their level of change (improvement or deterioration over time) was statistically significant at \(p < 0.20\) (Wise, 2004). Mplus MNLFA analysis syntax can be found in Bauer (2017). SAS Proc Mixed syntax for RCI analysis for multiple timepoints and multiple error sources is included in Supplementary Material for this paper but can be executed in any multilevel software that allows variance components to be constrained to pre-determined values (see e.g., Rabe-Hesketh et al., 2004).

3 | RESULTS

3.1 | Preliminary tests of model fit

The conventional single-factor model for DASS-21 items fit the data well, comparative fit index (CFI) = 0.97, root mean square error of approximation (RMSEA) = 0.054, 95% confidence (CI: 0.051, 0.057), meeting the standard for essential unidimensionality (Millsap & Kwok, 2004). A model with equality constraints on factor loadings fit comparatively worse against the conventional single-factor model (\(\Delta\chi^2(20) = 679.75, p < 0.001\)). Thus, a psychometric model that assumes that the DASS-21 items have equal weight (i.e., total scores) is likely to produce significant bias in scale scoring, individual trajectory estimation and subsequent misclassification of RCI inferences (Saavedra et al., 2021).

**Moderated Non-Linear FA (MNLFA).** A final model then included intercept and slope DIF parameters (above-and-beyond “true” differences in latent negative affectivity) that remained significant when included across all symptoms from interim DIF models. Item parameters from the final model are presented in Tables 2 and 3. The four items that showed no DIF across any of the factors examined, and served as empirical anchor items were: Items 8 (“...nervous energy”), 12 (“...found it difficult to relax”), 15 (“...felt I was close to panic”) and 16 (“...unable to become enthusiastic...”). The final DASS-21 scoring model, with DIF incorporated across all other items under a partial invariance model (Millsap & Kwok, 2004), fit significantly better than the base model \(\chi^2(46) = 838.69, p < 0.0001\). This model was the model under which MNLFA scale scores and standard errors were estimated, output from Mplus, and used in primary multiple-timepoint, multiple error source RCI models.

**Local Reliability.** Figure 1 shows the local reliability curves (Chiesi et al., 2017; Morgan-Lopez et al., 2020) for the DASS-21 scores separately for both languages. Reliability values for the DASS-21 scores, as expected, remain above 0.90 throughout a considerable range of the latent negative affectivity scores (between 1.5 SDs below and 2.5 SDs above the mean). By comparison, conventional reliability under Cronbach’s \(\alpha\) was 0.955 for Spanish and 0.947 for English.

3.2 | Multilevel RCI models: Output and classification of individual trajectories

Preliminary models suggested significant deceleration in treatment trajectories for both DASS-21 MNLFA scale scores (\(b = 0.10\) [0.02], \(t = 6.71, p < 0.0001\)) and total scores (\(b = 1.56\) [0.25], \(t = 6.35, p < 0.0001\)), thus quadratic effects were included. Final multilevel RCI model random effect covariance parameters for each model (across scoring method and measurement error correction method) are shown in Table 4, with accompanying SAS Proc MIXED syntax contained in Supplementary Material 1. From the individual-level linear slope values, output as a SAS dataset, patients were classified across all 4 models based on both (a) whether their individual linear slope value was significant/non-significant at \(p < 0.20\) and (b) whether it was positive (deterioration) or negative (improvement).

The RCI classification percentages for patients based on the MNLFA scale scores with externally-entered (squared) standard errors of measurement were: 21.5% of patients had significant improvement, 51.6% of patients with non-significant improvement, 24.5% of patients with non-significant deterioration and 2.3% of patients with significant deterioration. Subsequent multinomial logistic regression analysis of the RCI groupings showed significant differences in classification only for language grouping among all covariates (\(\chi^2[3] = 8.85, p = 0.03\)), with the bulk of the differences driven by higher proportions of Spanish speakers with significant improvement (25.8%) compared to English speakers (11.7%).

3.3 | Tests for agreement between scoring methods

Tests for classification agreement in dependent contingency tables (Bowker, 1948) were conducted on the classifications for the RCI across each combination of scale scoring method (MNLFA, total scores) and handling of measurement error (modeled, not modeled) to assess the level of (dis)agreement between RCI inferences across methods. Given the optimal fit of the (MNL) FA measurement model, the RCI based on the MNLFA scores with measurement error correction is deemed the “Reference” model.

**“Reference” RCI versus RCI under MNLFA without Measurement Errors.** The test for agreement between the Reference RCI against MNLFA without measurement error correction assesses the
extent to which the RCI inferences deviate when the scores from the correct measurement model are used but perfect reliability is assumed. The test for agreement was significant, $S(6) = 15.75$, $p = 0.015$; however, the Weighted Cohen's Kappa of 0.84 (CI: 0.79, 0.89) suggesting strong agreement between the methods, with 88% marginal agreement between RCI classifications. The marginal percentage of patients who achieved statistically significant improvement (SSI) using the MNLFA scale scores without measurement error correction (25.9%) was slightly higher than the Reference RCI (21.5%).

"Reference" RCI versus RCI using Total Scores and Classical Test Theory Measurement Error Correction. The test for agreement between the Reference RCI against the RCI using total scores with measurement error correction based on Cronbach's $\alpha$ (McDonald, 1999) assesses the extent to which the RCI inferences deviate when (a) the scores from a worse fitting measurement model are used and (b) measurement error correction is modeled but is also incorrectly assumed to be the same for all patients at all timepoints. The test for agreement was significant, $S(6) = 42.28$, $p < 0.001$, with weak agreement based on the Weighted Cohen's Kappa of 0.55 (CI: 0.48, 0.61), with 62.6% agreement between RCI classifications, suggesting that greater than one in 3 patients would have been misclassified using this model. The significant test for agreement was driven by differences in the marginal percentages of patients who achieved SSI using the total scores with measurement error correction (35.2%) versus the Reference RCI (21.5%).

"Reference" RCI versus RCI using Total Scores without Measurement Error Correction. The test for agreement between the Reference RCI against the RCI using total scores without measurement error correction assesses the extent to which the RCI inferences would deviate from the model where a multilevel model is used to estimate the RCI but total scores are used in a conventional manner (Lovaglio & Parabiaghi, 2014; Speer & Greenbaum, 1995). The test for agreement was significant, $S(6) = 153.38$, $p < 0.001$, with a Weighted Cohen's Kappa value that would be considered less than the conventional for weak agreement, 0.36 (CI: 0.30, 0.43), with 49.2% agreement between RCI classifications, suggesting that half of patients would have been misclassified using a "conventional" measurement model structure total scores treated as perfectly reliable. The significant test for agreement was driven largely by differences in the marginal percentages of patients who achieved SSI using the total scores without measurement error correction (49.8%) versus the Reference RCI (21.5%; see Table 5). 90 patients (26.3% of the sample) were judged as having SSI using total scores that were judged as having non-significant improvement using MNLFA scores.

| Item                      | Factor loading | Threshold (0–1) | Threshold (1–2) | Threshold (2–3) |
|---------------------------|----------------|-----------------|-----------------|-----------------|
| Hard to wind down         | 1.63           | -2.64           | -0.26           | 1.83            |
| Dryness of the mouth      | 1.17           | -0.74           | 0.63            | 2.15            |
| Couldn't experience positive feeling | 2.07          | -1.46           | 0.85            | 3.14            |
| Difficulty breathing      | 1.53           | -0.14           | 1.44            | 3.5             |
| Lack of initiative        | 1.62           | -1.85           | 0.11            | 2.07            |
| Overreacting              | 1.58           | -1.66           | 0.14            | 2.18            |
| Trembling hands           | 1.74           | -0.52           | 1.03            | 2.86            |
| Nervous energy            | 2.24           | -2.21           | 0.14            | 2.32            |
| Worried about panic/fool  | 1.91           | -0.64           | 0.88            | 2.68            |
| Nothing to look forward to| 2.29           | 0.63            | 2.43            | 4.26            |
| Agitated                  | 1.93           | -1.47           | 0.77            | 3               |
| Difficult to relax        | 2.23           | -2.44           | -0.09           | 2.4             |
| Blue                      | 2.45           | -2.66           | -0.11           | 2.36            |
| Intolerant                | 1.74           | -1.26           | 0.75            | 2.79            |
| Close to panic            | 2.54           | -0.22           | 1.8             | 4.21            |
| Unable to become enthusiastic | 2.41          | -0.92           | 1.36            | 3.78            |
| Worthless                 | 2.18           | -0.33           | 1.25            | 3.17            |
| Touchy                    | 1.74           | -1.35           | 0.54            | 2.58            |
| Aware of increased heart rate | 1.82         | -0.66           | 0.99            | 3.03            |
| Scared                    | 2.17           | -0.68           | 1.03            | 3.1             |
| Life was meaningless      | 2.18           | 0.69            | 2.24            | 4.08            |

Abbreviation: MNLFA, moderated nonlinear factor analysis.
with measurement error corrections. Another 67 patients (19.7% of the sample) who were judged as having non-significant improvement using total scores had non-significant deterioration based on MNLFA scores with measurement error corrections.

| Item                        | Lang. τ DIF | Gender τ DIF | Age τ DIF | 3 Month τ DIF | 6 Month τ DIF | 12 Month τ DIF | Lang. λ DIF | Gender λ DIF | Age λ DIF | 3 Month λ DIF | 6 Month λ DIF | 12 Month λ DIF |
|-----------------------------|-------------|--------------|-----------|---------------|---------------|---------------|-------------|--------------|-----------|---------------|---------------|---------------|
| Hard to wind down           | 0.63        |              |           |               |               |               |             |              |           |               |               |               |
| Dryness of the mouth        | 0.23        | −0.34        | 0.13      |               |               |               |             |              |           |               |               | 0.45          |
| No positive feeling         |             |              |           |               |               |               |             |              |           |               |               |               |
| Difficulty breathing        |             |              |           |               |               |               |             |              |           |               |               |               |
| Lack of initiative          | 0.51        |              |           |               |               |               |             |              |           |               |               |               |
| Overreacting                |             |              |           |               |               |               |             |              |           |               | 0.392         | −0.14         |
| Trembling hands             | 0.63        |              | 0.26      |               |               |               |             |              |           |               |               |               |
| Nervous energy              |             |              |           |               |               |               |             |              |           |               |               |               |
| Worried about panic/fool    | −0.61       | −0.15        | 0.38      |               |               |               |             |              |           |               |               |               |
| Nothing to look forward to  | −1.74       | −0.39        |           |               |               |               |             |              |           |               |               |               |
| Agitated                    | −1.35       |              | 0.25      |               |               |               |             |              |           |               |               | 0.38          |
| Difficult to relax          |             |              |           |               |               |               |             |              |           |               |               |               |
| Blue                        | 0.47        | 0.28         | 0.2       | −0.39         | −0.37         | −0.5          |             |              |           |               |               |               |
| Intolerant                  | 0.5         | −0.22        |           |               |               |               |             |              |           |               |               | 0.334         |
| Close to panic              |             |              |           |               |               |               |             |              |           |               |               |               |
| Unable to become enthusiastic|             |              |           |               |               |               |             |              |           |               |               |               |
| Worthless                   |             |              |           |               |               |               |             |              |           |               |               |               |
| Touchy                      |             |              |           |               |               |               |             |              |           |               |               | 0.31          |
| Aware of increased heart rate| 0.415       | −0.27        |           |               |               |               |             |              |           |               |               | 0.42          |
| Scared                      | 0.289       |              |           |               |               |               |             |              |           |               |               |               |
| Life was meaningless        | −0.87       | −0.32        |           |               |               |               |             |              |           |               |               |               |

Note: τ = item threshold. λ = factor loading.
Abbreviations: DIF, differential item functioning; MNLFA, moderated nonlinear factor analysis.

4 | DISCUSSION

The overemphasis on examining averaged changes over time in assessing treatment efficacy in psychiatric research settings stands in contrast to the focus on progress or deterioration among individual patients in community practice. Often, these emphases can lead to somewhat contradictory conclusions, in cases where the change over time in treatment outcomes suggests significant/meaningful improvements on average, yet a non-trivial proportion of individual patients fail to improve or are getting worse (Jensen & Corralejo, 2017; Saavedra et al., 2021; Westen et al., 2004). Interest in the assessment of individual-level clinical change has been long-standing (see e.g., Kazdin, 1977) but has generally coalesced around the RCI developed by Jacobson and Truax (1991) which continues to be used in its original form.

We present a form of RCI estimation that addresses several noted limitations of the original RCI under an adapted measurement error-corrected multilevel model. Estimation of RCIs under multilevel models with different assumptions about DASS-21 scale scores and reliabilities suggested some serious practical consequences for what can happen when the measurement model that underlies total scores does not fit the data. For example, when the focal RCI model (MNLFA scores, person- and time-specific measurement errors) was compared against what was essentially a "standard practice" model (total scores, no correction for measurement error), the classification accuracy of individual trajectories into RCI groupings (e.g., SSI, etc.) was
(a) no better than a coin flip and (b) suggested that more than twice the number of patients (49.8% vs. 21.5%) would have been classified as having SSI using a scale scoring model that had already failed to fit the data in the measurement model steps. This could have significant practical implications such as, for example, discharging a patient who appeared to be improving that may not have been improving at all (SinhaRay & Haberman, 2014). Other RCI analyses that were conducted to disentangle how much of the discrepancy in the RCI was attributable to the scale scoring and the handling of measurement error suggested that the method of scale scoring had much more impact on RCI inferences than did handling of measurement error. This is not surprising, given the metrics on both conventional reliability (>0.94) and local reliability (above 0.85 through most of the range of latent negative affectivity) were strong. Nevertheless it cannot be always assumed that measurement error would have minimal impact and, in fact, 12% of patients would have had a different RCI inference using the MNLFA scores but treating them as perfectly reliable.

These results overall also point us to a clinically relevant case-in-point concerning the tension between group- and individual-level
inferences. A fairly sizeable effect size was observed through 12-month follow-up, with similar overall effect sizes (pooled $d > 0.5$) for both total score and MNLFA scoring methods; compatible group-averaged statistics are common across scoring methods given the property of stochastic ordering of total scores and FA/IRT scores (Ellis & Junker, 1997; van der Ark, 2005). However, individual-level effects as estimated under the RCI showed that ~26% of patients had treatment outcome deterioration under MNLFA scoring but only ~5% using total scores. This discrepancy points out two issues. First, the discrepancy in findings for the RCI across scoring methods points to the notion that differences in scoring methods are more likely to impact individual scores and trajectories rather than overall sample statistics and group-averaged findings (Hanson et al., 2001; Kim & DeCarlo, 2016). Second, having a non-trivial proportion of patients who are shown to get worse via the RCI illustrates the potential perils of generalizing group-level averages to individual-level treatment outcomes (Jacobson & Truax, 1991; Kazdin, 1977; Kendall et al., 1999). Effect sizes provide little-to-no information regarding whether any individual patient has actually moved from a clinical to non-clinical state and/or had reductions in outcomes at a level greater than would be expected by chance (Jensen & Corralejo, 2017). Thus, using both group- and individual-level outcome metrics may serve the dual purpose of showing overall efficacy while also giving patients and providers individual-level outcome information that is more relevant and specific to their interests in patient progress or deterioration (Saavedra et al., 2019, 2021).

## 4.1 Limitations

There are two limitations in particular to note. First, these data were taken from patients seeking mental health services in a community-based mental health treatment center that were not part of a randomized controlled trial. While the outcome results point to clear overall average improvement over time in negative affectivity, at a rate much greater than would be expected by chance, no specific claim is made regarding the impact of any specific treatment or mechanisms of treatment action on this improvement. The primary interests in this study were centered around joint measurement and individual trajectory modeling (Wang et al., 2019); all of the well-known limitations regarding treatment effects in single-group designs apply to this study (Campbell & Stanley, 1963; Shadish et al., 2002).

Second, the lack of a no-treatment comparison condition does present some concerns regarding the decomposition of DIF effects for assessment wave. While not discussed in the Results, there were a number of effects showing significant DIF by assessment wave (15 of 84%, 18% of DIF tests were significant) using three dummy indicators where baseline was the reference timepoint. Although the MNLFA model properly controlled for this DIF in scale score estimation (and standard sum scoring does not), what remains unclear is whether this assessment wave DIF was due to treatment, generalized assessment reactivity (Donovan et al., 2012) or both. While these effects cannot be disentangled in this study, other studies that are actual RCTs can better disentangle these effects when using the multiple timepoint, multiple error source RCI model (Saavedra et al., 2021, under review).

Third, RCI inferences were based on the linear slope in the presence of estimated quadratic effects for each person. Of the ~21% of the sample judged as having SSI, 75% of those patients had statistically significant deceleration, suggesting that their estimated improvements slowed beyond 3 months. While this may not have implications for the proposed RCI methodology per se, it does beg the question of how to assess whether the person’s trajectory of change is significantly different from 0 in the presence of non-linearity. A potential option may be to shift the perspective from whether the slope estimate is different from 0 to whether the model-implied score at a particular timepoint from the multilevel model is significantly different from baseline. This is done, for example, in incorporating non-linearities in estimating longitudinal effect sizes (Feingold, 2019). However, such extensions are beyond the scope of this paper.

## 5 Conclusion

Characterizing treatment progress requires precision in measurement and a balance between the overall treatment progress of groups against the individual patient trajectories. The present study illustrates the utility of an adaptation of Wang et al. (2019)’s two-stage framework for estimating the RCI (Jacobson & Truax, 1991). This approach unifies all of the very recent work on the RCI that has

### Table 5: RCI agreement table

| RCI from DASS-21 MNLFA scores (with measurement error correction) | RCI from DASS-21 sum scores (no measurement error correction) |
|---------------------------------------------------------------|---------------------------------------------------------------|
| Significant deterioration | Significant deterioration | Non-significant deterioration | Non-significant improvement | Significant improvement | Total (marginal percentages) |
| 3 | 4 | 0 | 1 | 82.35 |
| 0 | 11 | 67 | 5 | 8324.34 |
| 0 | 5 | 81 | 90 | 17651.61 |
| 0 | 0 | 0 | 74 | 7421.70 |
| Total (marginal percentages) | 30.88 | 205.87 | 14843.40 | 17049.85 | 341100.00 |

Abbreviations: DASS, Depression anxiety and stress scale; MNLFA, moderated nonlinear factor analysis; RCI, Reliable Change Index.
either focused on (a) extension of the RCI beyond pre-post situations, mitigating measurement bias in the RCI by proper modeling of scale scores or (c) recognizing heteroskedasticity in measurement error across patients and/or time. This study also illustrates the long-held notion that group-level findings are not necessarily accurate reflections of individual-level treatment outcomes and prognosis. From a practical application standpoint, we would encourage the development of mobile apps to score underlying psychiatric severity where the MNLFA item parameters (e.g., Tables 2 and 3) would be “under the hood” of the app. This is fast becoming the case with computerized adaptive psychiatric scoring modules such as Patient-reported outcomes measurement information system (Cella et al., 2010) and CAT-MH (Gibbons & deGruy, 2019) that are grounded in IRT. Such apps would allow clinicians to take advantage of the benefits of these advanced scoring methodologies, even if they are not well-versed in advanced psychometrics. This would contribute greatly to improving accuracy and precision of routine clinical assessment without burdening the end user with complex scale scoring methodology. Psychiatric researchers are encouraged to incorporate modern methodologies of assessing item responses and scale score estimation into clinical applications as they strive for greater accuracy in assessment both for assessing group-level and individual-level treatment outcomes.
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