Abstract

The field explainable artificial intelligence (XAI) has brought about an arsenal of methods to render Machine Learning (ML) predictions more interpretable. But how useful explanations provided by transparent ML methods are for humans remains difficult to assess. Here we investigate the quality of interpretable computer vision algorithms using techniques from psychophysics. In crowdsourced annotation tasks we study the impact of different interpretability approaches on annotation accuracy and task time. We compare these quality metrics with classical XAI, automated quality metrics. Our results demonstrate that psychophysical experiments allow for robust quality assessment of transparency in machine learning. Interestingly the quality metrics computed without humans in the loop did not provide a consistent ranking of interpretability methods nor were they representative for how useful an explanation was for humans. These findings highlight the potential of methods from classical psychophysics for modern machine learning applications. We hope that our results provide convincing arguments for evaluating interpretability in its natural habitat, human-ML interaction, if the goal is to obtain an authentic assessment of interpretability.

1. Introduction

In recent years complex machine learning (ML) models, many based on deep learning, have achieved surprising results in computer vision, natural language processing and many other domains. These models are difficult to interpret, which inspired many researchers to investigate ways to render ML models interpretable (Kim, 2015; Lipton, 2016; Doshi-Velez & Kim, 2017; Herman, 2017). There are many motivations for interpretable ML methods. Domain experts, data scientists or data engineers that control proper functioning of an ML pipeline need to be able to access the rules learned by a ML system in an intuitive manner in order to quickly spot the root causes of errors. More generally the main motivation for research on transparent ML is that intuitive human understanding of ML predictions can be a prerequisite for a healthy trust relationship between humans and assistive ML systems. In particular transparency is argued to prevent algorithm aversion as well as algorithmic bias. Algorithm aversion refers to cases when humans do not trust ML systems, even when they know that the model predictions are more accurate than those of a human (Dietvorst et al., 2015), algorithmic bias are cases of ethical or gender biases in ML predictions (Hajian et al., 2016). In the following we will also use the term algorithmic bias to refer to cases of too much trust into an ML prediction, for instance when a human interacting with assistive ML technology blindly follows its predictions. The usual narrative is that explanations of ML decisions can increase human trust in them (Sinha & Swearingen, 2002; Ribeiro et al., 2016).

A central problem with interpretability methods is that they are difficult to compare and evaluate. Most of the research compares methods using either proxy measures, that do not directly relate to interpretability by humans, as e.g. (Samek et al., 2017), or qualitative measures that render comparisons of results across studies difficult (Strumbelj & Kononenko, 2010). In this work we propose to use psychophysical methods to quantify and compare the quality of interpretability methods. We follow the ideas of (Schmidt & Biessmann, 2019) and base our approach on the assumption that the definition of interpretability is inherently tied to a human observer. Good interpretability methods should allow human observers to intuitively understand a ML prediction. Intuitive understanding of the rules learned by a ML system is reflected in how accurately and how fast humans make decisions when assisted with a transparent ML prediction. These two variables can be easily measured in psychophysical experiments that study the interaction between humans and ML systems.
The motivation for this work is twofold: For one this work aims at complementing previous work on measuring the quality of interpretability methods by establishing a quantitative measure of interpretability in the domain of computer vision that captures aspects of human cognition. Ultimately this will help practitioners to choose the right interpretability method for a given use case and researchers to devise novel objectives for better interpretability methods. Secondly the goal of this study is to validate to what extent existing approaches for measuring interpretability without humans in the loop reflect the interpretability metrics we measure in psychophysical experiments.

In the following we shortly highlight some of the related work and then describe an image annotation task, emotion recognition, as well as the ML model, the transparency approaches used and the experimental design for quantitatively evaluating interpretability with humans in the loop (HIL) and with no humans in the loop (NHIL). We compare the different interpretability approaches with respect to the HIL and NHIL metrics and analyze their relationship, in particular whether cheaper and more scalable machine based NHIL transparency metrics reflect the most relevant but more expensive HIL transparency metrics. We conclude with highlighting the implications of our results for practitioners that build systems with human-ML interaction or transparent ML.

2. Experiments

Annotation Task The annotation task was emotional expression classification on images. We used the extended Cohn-Kanade image data set (Lucey et al., 2010) which contains images for the classes, anger, contempt, disgust, fear, happiness, sadness, surprise. We reduced the data to a binary classification task in which annotators had to classify emotional expressions of anger and happiness. The annotators had the option of not providing an annotation in case they did not recognize the emotional expression.

Machine Learning Model We used a computer vision model from an open source python toolkit that achieves state of the art performance on emotional expression prediction from images (EmoPy).

Interpretability Methods We compared three different interpretability methods for the EmoPy computer vision model, a) the gradient of output w.r.t. the input image, b) Layerwise relevance propagation (lrp) (Lapuschkin et al., 2017) and c) Guided backpropagation (Springenberg et al., 2014). For all methods we used the implementation in the iNNvestigate! package (Alber et al., 2018). All methods were used with their default hyperparameters. For the LRP approach we used the sequential_preset_a variant provided in the package. The list of methods is not meant to be exhaustive, but we chose these methods based on recommendations of the iNNvestigate! package.

Quality of Explanations We compute two kinds of quality metric for each interpretability method, one with no humans in the loop (NHIL) and one approach based on psychophysical experiments with humans in the loop (HIL). In both settings we use all three interpretability methods to compute scores for each pixel in the image. We rank the pixels according to their score and mask a certain percentage of pixels. The percentages of shown pixels were ten logarithmically spaced values between 0 and 100 (Fechner, 1860). The masks showed 5, 6, 8, 11, 15, 19, 26, 34, 45, 60 percent of pixels of the image. Some example images for the emotional expression happiness are shown in Figure 1. These thresholds were based on initial experiments with different thresholds in which we determined the minimum number of pixels needed to detect the emotion and the number of pixels needed to enable most subjects to correctly classify the image.

Psychophysical human in the loop (HIL) metrics For each percentage of pixels shown we measured the annotation accuracy as well as reaction times in the emotional expression classification task.

No humans in the loop (NHIL) metrics Following standard perturbation approaches (Samek et al., 2017) we slightly modify the perturbations to match the conditions used in the psychophysics experiments. In particular we mask a certain percentage of pixels and feed the masked image to the convolutional neural network to obtain a prediction. To evaluate the interpretability quality we evaluate...
the predictive performance of the EmoPy model on masked images.

**User Interface and Experimental Design** We built the user interface using the open source library jsPsych (de Leeuw, 2015). In each trial of an experiment we show the same image with increasing percentages of pixels shown and ask the subjects to report whether the expression was happy, angry or not certain. As we used ten different mask sizes from 5% to 60% of all pixels in the image, subjects saw a series of ten images, an example is shown in Figure 1. At the last image, when 60% of the image was shown, all subjects correctly identified the emotional expression, see also Figure 3. The entire experiment was designed to be completed in about 10 minutes, based on a pilot experiment. For each label five images were shown, which resulted in \(5 \times 2 \times 3 \times 10 = 300\) images in total that were annotated by each subject. For each subject the order of the trials was randomized, so each subject has seen each interpretability method and source image in a random order, but the order of unmasking the image was always the same. In total 62 subjects participated in the experiment. The experiments were conducted on the crowdsourcing platform Amazon Mechanical Turk. We payed all subjects the minimum wage in the country of the research institution of the authors, 11 US$ per hour.

### 3. Results

In the following we compare the results of the psychophysical experiments with the results from the experiments without humans in the loop.

**Annotators’ uncertainty and interpretability** We investigated the impact of each interpretability approach on the uncertainty of annotators by counting how often they did not provide an annotation but just the *I don’t know* label. Our results show a clear effect of the interpretability method as shown in ???. The simplest gradient approach leads to the highest annotator uncertainty and least number of annotations up to mask sizes of 45% of all pixels. Guided BackProp (Springenberg et al., 2014) in contrast leads consistently to the lowest annotator uncertainty and the highest number of annotations. This finding highlights the importance of quantitatively comparing transparency approaches. The extent to which human users of ML can profit from transparency strongly depends on the quality of the explanation provided.

**Annotation accuracy distinguishes XAI methods** In Figure 3 we show the annotation accuracy, averaged across subjects, for increasing mask sizes and all three different transparency approaches. Explanations using the plain gradient approach consistently led to the lowest annotation accuracy. The layerwise relevance propagation approach (LRP) (Lapuschkin et al., 2017) yielded slightly better an-
Figure 5. XAI method quality ranked by annotation accuracy (ranker=human) or cross-entropy loss per image (ranker=AI). Left panel: automated XAI rankings are instable while human rankings show robust pattern. Guided BackProp explanations are consistently best. Middle and right panel: Ranks for each interpretability method computed on AI predictions and human annotators for each mask size. For most mask sizes human annotators’ accuracy was significantly higher for the Guided BackProp approach, there is no clear winner for the AI interpretability quality metric.

4. Conclusion

Reliable and quantitative measures for evaluating interpretability are however a fundamental prerequisite for designing and improving transparent ML systems (Adebayo et al., 2020). Often interpretability evaluations without humans in the loop (Samek et al., 2017; Adebayo et al., 2018) cannot be directly compared with humans in the loop metrics (Hase & Bansal, 2020). In this study we used psychophysical experiments to directly compare XAI quality metrics with and without humans in the loop.

Our findings demonstrate that not only do machine based interpretability metrics not allow to distinguish the three methods in terms of their interpretability. This is also reflected in the two right panels, which show the same data as in Figure 5(left), but split into all mask size conditions. The average ranks of the psychophysical experiments show the same clear pattern as the aggregate metrics, Guided BackProp is better than LRP which is in turn better than the plain Gradient explanation. In contrast it is difficult to single out the best interpretable explanation based on the machine based NHIL metrics; there is no significant difference between the methods for most thresholds.
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