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In this paper, we prove by means of a fixed-point theorem an existence result of the Cauchy problem associated to an ordinary differential equation in modular function spaces endowed with a reflexive convex digraph.

1. Introduction

It is well known that fixed-point theory is a powerful tool that was frequently exploited to prove existence of solutions of differential equations not only in Banach spaces but also in a wider range of spaces, particularly in Orlicz and Musielak-Orlicz spaces [1, 2] and more generally in modular function spaces.

The Orlicz spaces were introduced in the early 1930s when the lack of flexibility of classical Lebesgue function spaces \( L^p \), in fact the lack of stability under some differential operators, leads Orlicz and Birnbaum to consider the space

\[
L_\varphi = \left\{ f : \mathbb{R} \to \mathbb{R} : \int_{\mathbb{R}} \varphi(\lambda |f(x)|) \, dx \to 0 \text{ as } \lambda \to 0 \right\},
\]

(1)

where \( \varphi : \mathbb{R} \times \mathbb{R}_+ \to \mathbb{R}_+ \) is a convex increasing function such that \( \lim_{x \to \infty} \varphi(x) = \infty \) (the convexity of \( \varphi \) was subsequently very often omitted).

Later, in the end of the 1950s, Orlicz and Musielak considered the space

\[
L_\Phi = \left\{ f \in X : \int_{\Omega} \phi(x, \lambda |f(x)|) \, d\mu \to 0 \text{ as } \lambda \to 0 \right\},
\]

(2)

where \((\Omega, \Sigma, \mu)\) is a measure space, \( X \) is the set of all real-valued (or complex-valued) \( \Sigma \)-measurable, \( \mu \)-almost everywhere finite functions on \( \Omega \), and \( \phi : \Omega \times \mathbb{R}_+ \to \mathbb{R}_+ \) is a Caratheodory function which means that it is \( \Sigma \)-measurable for first variable, nondecreasing continuous mapping on the second variable and such that \( \phi(x, 0) = 0, \phi(x, u) > 0 \) if \( u > 0 \).

The theory of modular function spaces was initiated by Kozlowski [3–5], and those spaces were a sort of spaces situated in between the Musielak-Orlicz and modular ones that were both more concrete of ordinary modular spaces, as treating about functions sets, and offering much more flexibility than the Musielak-Orlicz spaces.

Furthermore, in [6, 7] jointly with Khamsi, Kozlowski has initiated fixed-point results in modular function spaces. Recently, a new direction has been developed, combining fixed-point results and graph theory; see, for instance, [8–10].

In the same vein, Kozlowski in [11] managed to prove the existence of solutions of the following differential equation of type:

\[
\begin{cases}
  u(0) = f, \\
  u'(t) + (I - T)u(t) = 0, \forall t \in [0, A],
\end{cases}
\]

(3)

where \( u(t) \) has values in modular function spaces and \( T \) satisfies nonexpansiveness assumption.
In this work, we intend to solve the equation (O.D.E) in modular function spaces endowed with a digraph, where nonexpansiveness of T is restricted to connected points, which is a far more general result than the one obtained by Kozlowski. We will first establish a fixed-point result that will be employed to prove the existence of solutions of (O.D.E) with less restraint conditions over T.

2. Preliminaries

We begin by recalling some elementary notions about graphs; see [12] for further properties.

Definition 1. A directed graph or digraph $G$ is determined by a nonempty set $V(G)$ of its vertices and the set $E(G) \subset V(G) \times V(G)$ of its directed edges. A digraph is reflexive if each vertex has a loop. Given a digraph $G = (V, E)$.

\( i \) If whenever $(x, y) \in E(G) \Rightarrow (y, x) \not\in E(G)$, then the digraph $G$ is called an oriented graph

\( ii \) A digraph $G$ is transitive whenever $[(x, y) \in E(G)$ and $(y, z) \in E(G)] \Rightarrow (x, z) \in E(G)$, for any $x, y, z \in V(G)$

\( iii \) A dipath of $G$ is a sequence $a_0, a_1, \ldots, a_n$ with $(a_i, a_i + 1) \in E(G)$ for each $i \in \mathbb{N}$

\( iv \) A finite dipath of length $n$ from $x$ to $y$ is a sequence of $n + 1$ vertices $(a_0, a_1, \ldots, a_n)$ with $(a_i, a_{i+1}) \in E(G)$ and $x = a_0, y = a_n$

\( v \) A closed directed path of length $n > 1$ from $x$ to $y$, i.e., $x = y$, is called a directed cycle

\( vi \) A digraph is connected if there is a finite (di)path joining any two of its vertices and it is weakly connected if $G$ is connected

\( vii \) $[x]_G$ is the set of all vertices which are contained in some path beginning at $x$ (i.e., $y \in [x]_G$ if there exist $(a_0, a_1, \ldots, a_n)$ with $(a_i, a_{i+1}) \in E(G)$ and $x = a_0, y = a_n$)

We also need to introduce some properties of modular function spaces and tools that will be often used later. For more details, one can consult [3–5, 13, 14].

Let $\Omega$ be a nonempty set and $\mathcal{P}$ a nontrivial $\delta$-ring of subsets of $\Omega$ and let $\Sigma$ be the smallest $\sigma$-algebra of subsets of $\Omega$ such that $\Sigma$ contains $\mathcal{P}$ such that $E \cap A \in \mathcal{P}$ for every $E \in \mathcal{P}$ and $A \in \Sigma$; and $K_n \subset [\Omega]$ where $K_n \in \mathcal{P}$, for all $n$.

$\mathcal{E}$ is the linear space of $P$-simple functions, and $M_{\infty}$ is the set of measurable functions. We denote by $1_A$ the characteristic function of $A$, where $A \subset \Omega$.

Definition 2 [11]. An even convex function $\rho : M_{\infty} \rightarrow [0, \infty)$ is called regular convex function pseudomodular if

\( i \) $\rho(0) = 0$

\( ii \) $\rho$ is monotone, i.e., if for $f, g \in M_{\infty}$, $f(\omega) \leq g(\omega)$ for all $\omega \in \Omega$, then $\rho(f) \leq \rho(g)$

\( iii \) $\rho$ is orthogonally subadditive, i.e., $\rho(f \chi_{A \cup B}) = \rho(f \chi_A) + \rho(f \chi_B)$ whenever $A, B \in \Sigma$ and $A \cap B = \emptyset$

\( iv \) $\rho$ has the Fatou property, i.e., if $\{(f_n(\omega))_{n\in\mathbb{N}}\}_{n\in\mathbb{N}} \Rightarrow \{f(\omega)\}$, for all $\omega \in \Omega$, $f_n, f \in M_{\infty}$ then $\rho(f_n) \rightarrow \rho(f)$

\( v \) $\rho$ is order continuous in $\mathcal{E}$, i.e., $g_n \in \mathcal{E}$, and $|g_n| \downarrow 0$ implies $\rho|g_n| \downarrow 0$

Let $\rho$ be a regular convex function pseudomodular, the following notions are borrowed from [11].

\( i \) A set $A \in \Sigma$ is said to be $\rho$-null if $\rho(g, 1_A) = 0$, $\forall g \in \mathcal{E}$

\( ii \) A property $(P)$ is said to hold $\rho$ almost everywhere if the exceptional set is $\rho$-null

\( iii \) We will identify pair of measurable sets whose symmetric difference is $\rho$-null, as well as pair of measurable function differing only on a $\rho$-null set

\( iv \) $M(\Omega, \Sigma, \mathcal{P}, \rho) = \{f \in M_{\infty} : |f(\omega)| < co\rho - a.e.\}$

briefly noted $M$

\( v \) $\rho$ is said to be a regular convex function modular if $\rho(f) = 0$ implies $f = 0$, $\rho - a.e.$

\( vi \) We denote by $\mathcal{R}$ the set of all nonzero regular convex function modulars on $\Omega$

Definition 3 [11]. Let $\rho \in \mathcal{R}$.

\( a \) We say that $(f_n)_{n \in \mathbb{N}} \in L_{\rho}$ converges to $f$ and write $f_n \longrightarrow f(\rho)$, if $\rho(f_n - f) \longrightarrow 0$, and a sequence $(f_n)_{n \in \mathbb{N}} \in L_{\rho}$ is called $\rho$-Cauchy if $\rho(f_n - f_m) \longrightarrow 0$ as $(n, m) \longrightarrow \infty$

\( b \) A set $B \subset L_{\rho}$ is called $\rho$-closed, if for any sequence $(f_n)_{n \in \mathbb{N}} \in B$, $f_n \longrightarrow f(\rho)$ implies $f \in B$

\( c \) A set $B \subset L_{\rho}$ is called $\rho$-bounded, if its diameter $\delta_{\rho}(B) = \sup \{\rho(f - g) : f, g \in B\}$ is finite

\( d \) A set $B \subset L_{\rho}$ is called $\rho$-compact, if for any sequence $(f_n)_{n \in \mathbb{N}} \in B$ there exists a subsequence $(f_{n_k})_{k \in \mathbb{N}}$ and $f \in B$ such that $f_{n_k} \rho$-converges to $f$

\( e \) A set $B \subset L_{\rho}$ is called $\rho$-a.e.-closed, if for any sequence $(f_n)_{n \in \mathbb{N}} \in B$, $f_n \longrightarrow f(\rho)$, $\rho$-a.e., implies $f \in B$

\( f \) A set $B \subset L_{\rho}$ is called $\rho$-a.e.-compact, if for any sequence $(f_n)_{n \in \mathbb{N}} \in B$ there exists a subsequence $(f_{n_k})_{k}$ and $f \in B$ such that $f_{n_k} \longrightarrow f(\rho)$, $\rho$-a.e.
The modular function space is the vector space $L_p(\Omega, \Sigma)$ or briefly $L_p$ defined as:

$$L_p = \left\{ f \in \mathcal{M} : \lim_{\lambda \to 0} \rho(\lambda, f) = 0 \right\}. \quad (4)$$

The map $\| \|_p : L_p \to [0, +\infty)$ defined by

$$\| f \|_p = \inf \left\{ \alpha > 0 : \rho \left( \frac{f}{\alpha} \right) \leq 1 \right\} \quad (5)$$
is called norm of Luxembourg on $L_p$.

The following properties play a prominent role in the study of modular function spaces.

**Definition 5** [11]. Let $\rho \in \mathcal{R}$.

We say that $\rho$ has the $\Delta_2$-property, if $\rho(2f_n) \to 0$ whenever $\rho(f_n) \to 0$, $(f_n)_n \subset L_p$. We say that $\rho$ has the $\Delta_1$-type condition, if there exists $k \in [0, +\infty)$ such that $\rho(2f) \leq k\rho(f)$, for any $f \in L_p$.

The following definitions and results could be found in [6].

**Theorem 6.** Let $\rho \in \mathcal{R}$.

(i) $(L_p, \| \|_p)$ is a complete normed space, and $L_p$ is $\rho$-complete

(ii) $\| f_n \|_p \to 0$ iff $\rho(af_n) \to 0$ for every $a > 0$

(iii) If $\rho(f_n - f) \to 0$ there exists $(f_n)_k$ subsequence of $(f_n)_n$ such that $f_n \to f$, $\rho$-a.e

(iv) If $f_n \to f$ $\rho$-a.e, then $\rho(f) \leq \lim_{n \to \infty} \inf \rho(f_n)$ (the Fatou property)

(v) If $\rho$ has the $\Delta_2$-property and $\rho(af_n) \to 0$ for $a > 0$, then $\| f_n \|_p \to 0$

**Definition 7.** Let $\rho \in \mathcal{R}$, we define

$$L^0_p = \{ f \in L_p : \rho(f, \cdot) \text{ is order continuous} \},$$

$$E_p = \{ f \in L_p : \lambda f \in L^0_p, \forall \lambda > 0 \}. \quad (6)$$

**Theorem 8.** Let $\rho \in \mathcal{R}$, then $E_p$ is a $\| \|_p$-closed subspace of $L_p$. Moreover, $E_p$ is the $\| \|_p$-closure of $\mathcal{E}$ and the set of all ($\mathcal{P}$) simple functions.

**Definition 9.** We say that a set $C \subset L_p$ possesses the Vitali property if $C \subset E_p$, and for any $g \in L_p$ and $(g_n)_n \subset C$ with $g_n \to g(\rho)$, there exists a subsequence $(g_{n_k})_k$ of $(g_n)_n$ such that for every $a > 0$ the subadditive measures $\rho(\alpha g_{n_k})$ are order equicontinuous. That is, if $(E_p)_p \subset C$ such that $(E_p)_p \to \emptyset$ then $\forall a > 0 \limsup \rho(\alpha g_{n_k}, E_p) = 0$.

The following statement characterizes sets with the Vitali property as subsets of $E_p$, where the $\rho$ convergence is equivalent to the $\| \|_p$ convergence.

**Theorem 10.** Let $\rho \in \mathcal{R}$. A set $C \subset L_p$ has the Vitali property if and only if the following conditions are satisfied:

(i) $C \subset E_p$

(ii) If $g \in L_p$ and $(g_n)_n \subset C$ and $(g_n)_n \to g(\rho)$, then $\| g_n - g \|_p \to 0$

**Definition 11.** A convex function modular $\rho \in \mathcal{R}$ is said separable if $\forall f \in \mathcal{E}$, $(\| f \|_p)$ is a separable set function for each $f \in \mathcal{E}$, which means that there exists a countable $\mathcal{A} \subset \mathcal{P}$ such that to every $A \in \mathcal{P}$ there corresponds a sequence $(\alpha k)_k$ of elements of $A$ with

$$\forall a > 0, \rho(\alpha f, A\Delta\alpha_k) \to 0. \quad (7)$$

We recall this important result, which states that if $\rho$ is separable, then $(L_p, \| \|_p)$ is a separable Banach space; it is then a Polish space.

**Theorem 12.** Let $\rho \in \mathcal{R}$. The space $(L_p, \| \|_p)$ is separable if and only if $\rho$ is separable.

**Remark 13.** Let $Z$ be a separable linear subspace of $E_p$, $\| \|_p$ and let $C \subset Z$ have the Vitali property. Assume that the function $u : [a, b] \to C (a, b \in \mathcal{R})$, is $\rho$-continuous. Then, $u$ is Bochner integrable function with respect to the Lebesgue measure $m$ on $[a, b]$. That is, if for $\tau = t_0 < t_1 < \cdots < t_m$ a subdivision of $[a, b]$, we define $|\tau| = \sup_{0 \leq i \leq m-1} (t_{i+1} - t_i)$ (called the step of $\tau$), then

$$\lim_{|\tau| \to 0} \sum_{i=0}^{m-1} (t_{i+1} - t_i)u(t_i) \text{ exists,} \quad (8)$$

and we write

$$\int_a^b u(s)ds = \lim_{|\tau| \to 0} \sum_{i=0}^{m-1} (t_{i+1} - t_i)u(t_i). \quad (9)$$

### 3. Main Results

**Definition 14.** Let $C \subset L_p$, $a, b, \in \mathcal{R}$ and $C \subset L_p$.

(i) A function $u : [a, b] \to C$ is said to be continuous if $u(t_n) \to u(t)(\rho)$ provided $t_n \to t$. We denote by $C([a, b], C)$ the set of all these continuous functions
Proposition 15. Let $\rho \in \mathcal{R}$ be separable and $C \subset E_\rho$ be a non-empty convex and $\rho$-closed set that has the Vitali property. Let $T : C \rightarrow C$ be a $\rho$-continuous mapping and $f \in C$. Then, for every $u \in C([0, A], C)$ the mapping $\phi(u)$ defined by

$$
\phi(u)(t) = e^{-t}f + \int_0^t e^{-s}T(u(s))ds \text{ for every } t \in [0, A]
$$

(10) takes values in $C$ and is continuous, i.e., $\phi(u) \in C([0, A], C)$.

**Proof.** Let $u \in C([0, A], C)$. We will first prove that $\phi(u)(t) \in C$ for every $t \in (0, A)$. Let $t \in (0, A)$, for $\tau = t_0 < t_1 < \cdots < t_m$, a subdivision of $[0, t]$, we define

$$
\mathcal{S}_\tau(T(u))(t) = \sum_{i=0}^{m-1} (t_{i+1} - t_i) e^{t_i} T(u(t)).
$$

(11) By definition of Bochner integral

$$
\int_0^t e^{-s}T(u(s))ds = \lim_{|\tau| \to 0} \mathcal{S}_\tau(T(u))(t).
$$

(12) We have $f \in C, T(u(t_i)) \in C$ for every $i \in \{1, \ldots, n\}$ and

$$
e^{-t} + \sum_{i=0}^{m-1} (t_{i+1} - t_i)e^{-t_i} \leq e^{-t} + \int_0^t e^{-s}ds = 1.
$$

(13) Using convexity of $C$, we get

$$
e^{-t} + \sum_{i=0}^{m-1} (t_{i+1} - t_i)e^{-t_i} T(u(t_i)) + \left(1 - e^{-t} + \sum_{i=0}^{m-1} (t_{i+1} - t_i)e^{-t_i}\right) f \in C.
$$

(14) Since $C$ is $\rho$-closed, it is also closed with respect to $\|\cdot\|_\rho$. Thus,

$$
\lim_{|\tau| \to 0} \left[e^{-t} + \sum_{i=0}^{m-1} (t_{i+1} - t_i)e^{-t_i} T(u(t_i)) + \left(1 - e^{-t} + \sum_{i=0}^{m-1} (t_{i+1} - t_i)e^{-t_i}\right) f \in C\right].
$$

(15) Observing that

$$
\lim_{|\tau| \to 0} \left(1 - e^{-t} + \sum_{i=0}^{m-1} (t_{i+1} - t_i)e^{-t_i}\right) = 1 - e^{-t} - \int_0^t e^{-s}ds = 0,
$$

(16) we conclude

$$
\phi(u)(t) = e^{-t}f + \int_0^t e^{-s}T(u(s))ds \in C.
$$

(17) Furthermore, as $C$ has the Vitali property, $T$ is continuous with respect to the norm of Luxembourq, and then $\phi(u)$ is continuous as $t \mapsto \int_0^t e^{-s}T(u(s))ds$ is continuous; it is even differentiable.

The following notion of convex digraph was already introduced in [15].

**Definition 16.** Let $C \subset L_\rho$ be a convex subset and $G$ a digraph $(E(g) = C)$, we say that $G$ is convex if $\forall t \in [0, 1]$ and $\forall f, g, u, v, \in C$ such that $f \in [u]_G$ and $g \in [v]_G$; then

$$
\lambda f + (1 - \lambda) g \in [Au + (1 - \lambda)v]_G.
$$

(18) **Definition 17.** Let $\rho \in \mathcal{R}$ and $G$ a digraph $E(G) \subset L_\rho$. We say that $G$ has the $(P_0)$ property, if for all $(f_n)_n, (g_n)_n, f, g \in L_\rho$, $g \in [f]_G$ provided $g_n \in [f]_G$ for every $n \in \mathbb{N}$ and $f_n \rightarrow f(\rho), g_n \rightarrow g(\rho)$.

**Definition 18.** Let $C \subset L_\rho, G$ a digraph $E(G) = C$ and $T : C \rightarrow C$. We say that $T$ is $G$-monotone $\rho$-nonexpansive if for all $f, g \in C$ such that $g \in [f]_G$ we have

$$
T(g) \in [T(f)]_G,
$$

(19) $\rho(T(f) - T(g)) \leq \rho(f - g)$.

The following lemma will play a preponderant role in the proof of the next theorem; its proof can be found in [11].

**Lemma 19.** Let $\rho \in \mathcal{R}$ be separable. Let $x, y : [0, A] \rightarrow L_\rho$ two Bochner integrable $\|\cdot\|_\rho$ bounded functions, where $A > 0$. Then, for every $t \in [0, A]$, we have

$$
\rho\left(e^{-t}y(t) + \int_0^t e^{-s}x(s)ds\right) \leq e^{-t}\rho(y(t)) + (1 - e^{-t}) \sup_{s \in [0, t]}(\rho(x(s)));
$$

(20) Now, we are able to state the main result.

**Theorem 20.** Let $\rho \in \mathcal{R}$ be separable, $C \subset E_\rho$ a nonempty convex, $\rho$-bounded, $\rho$-closed set that has the Vitali property, and let $G(E(G) = C)$ be a reflexive, convex digraph, with property $(P_0)$. Let $T : C \leftarrow C$ be a $\rho$-continuous and $G$-monotone $\rho$-nonexpansive mapping and suppose there exists $f \in C$ such that $T(f) \in [f]_G$; then, the mapping

$$
\phi : C([0, A], C) \rightarrow C([0, A], C)
$$

(21)

$$
u \mapsto \phi(u)
$$

has a fixed point, where $\phi(u)(t) = e^{-t}f + \int_0^t e^{-s}T(u(s))ds$, for every $t \in [0, A]$. 


Proof. Note that the mapping \( \varphi \) is well defined by Proposition 15. We define the sequence \((u_n)_n\) by
\[
\begin{align*}
  u_0(t) &= f, & \forall t \in [0, A], \\
  u_{n+1} &= \phi(u_n), & \forall n \in \mathbb{N}.
\end{align*}
\]  
(22)

It is easy to see that \((u_n)_n \subset C([0, A], C)\). We will prove by induction over \(n \in \mathbb{N}\) that
\[
\forall t \in [0, A], \forall n, p \in \mathbb{N}, \rho(u_{n+p}(t) - u_n(t)) \leq (1 - \epsilon^*)^{n+1} \delta_p(C).
\]  
(23)

For \(n = 0\), it comes for every \(t \in [0, A]\),
\[
u_n(t) - u_0(t) = \int_0^t e^{-\tau} T(u_{n-1}(\tau)) d\tau - (1 - \epsilon^*) f = \int_0^t e^{-\tau} (T(u_{n-1}(\tau)) - f) d\tau.
\]  
(24)

Lemma 19 applied for \(y = 0\) and \(x(t) = T(u_{n-1}(t)) - f\) for every \(t \in [0, A]\) gives
\[
\forall t \in [0, A], \rho(u_n(t) - u_0(t)) \leq (1 - \epsilon^*) \sup_{\tau \in [0,t]} \rho(T(u_{n-1}(\tau)) - f) \leq (1 - \epsilon^*) \delta_p(C).
\]  
(25)

We suppose now that for all \(t \in [0, A]\) and for all \(n \in \mathbb{N}\)
\[
\rho(u_{n+p}(t) - u_n(t)) \leq (1 - \epsilon^*)^{n+1} \delta_p(C).
\]  
(26)

Let us first prove that \(u_{n+1}(t) \in [u_n(t)]_G \forall n \in \mathbb{N}\) and \(\forall t \in [0, A]\). By induction on \(n\), for \(n = 0\), we have \(u_0(t) \in [0, A]\),
\[
u_1(t) = e^{-t} f + (1 - \epsilon^*) T(f) \in [u_0(t)]_G = [f]_G,
\]  
(27)

as \(G\) is convex and \(T(f) \in [f]_G\). If we suppose that for every \(t \in [0, A]\), \(u_{n+1}(t) \in [u_n(t)]_G\), then for \(\tau := t_0 < t_1 \cdots < t_m\) a subdivision of \([0, t]\). Set for \(k \geq 1\)
\[
u_k = e^{-t} f + \sum_{i=0}^{m-1} (t_{i+1} - t_i) e^{t_{i+1} - t_i} T(u_{k-1}(t_i)),
\]  
(28)

then
\[
u_{n+2} = e^{-t} f + \sum_{i=0}^{m-1} (t_{i+1} - t_i) e^{t_{i+1} - t_i} T(u_{n+1}(t_i)),
\]  
(29)

as \(G\) is convex and \(T(u_{n+1}(t_i)) \in [T(u_n(t_i))]_G\) for every \(i = 1, \cdots, m\) we have
\[
u_{n+2} + \left(1 - \epsilon^* + \sum_{i=0}^{m-1} (t_{i+1} - t_i) e^{t_{i+1} - t_i}\right) f \in [\nu_{n+1} + \left(1 - \epsilon^* + \sum_{i=0}^{m-1} (t_{i+1} - t_i) e^{t_{i+1} - t_i}\right) f]_G,
\]  
(30)

since \(G\) has the \((P_0)\) property it follows that
\[
\lim_{n \to \infty} u_{n+1} = \left(1 - \epsilon^* + \sum_{i=0}^{m-1} (t_{i+1} - t_i) e^{t_{i+1} - t_i}\right) f \in \lim_{n \to \infty} \left(1 - \epsilon^* + \sum_{i=0}^{m-1} (t_{i+1} - t_i) e^{t_{i+1} - t_i}\right) f]_G.
\]  
(31)

which is exactly \(u_{n+2}(t) \in [u_n(t)]_G\). And then \(u_{n+1}(t) \in [u_n(t)]_G\) and \(u_{n+p}(t) \in [u_n(t)]_G\) for every \(n, p \in \mathbb{N}\) and \(t \in [0, A]\).

Now, as \(\rho(u_{n+1}(t) - u_n(t)) = \rho(\int_0^t e^{-\tau} (T(u_{n+p}(s)) - T(u_n(s))) d\tau)\), applying again Lemma 19 for \(y = 0, x(t) = T(u_{n+p}(s)) - T(u_n(s))\), we get
\[
\rho(u_{n+1}(t) - u_n(t)) \leq (1 - \epsilon^*) \sup_{\tau \in [0,t]} \rho(T(u_{n+p}(\tau)) - T(u_n(\tau))) \forall t \in [0, A],
\]  
(32)

but \(\rho(T(u_{n+p}(\tau)) - T(u_n(\tau))) \leq \rho(u_{n+p}(\tau) - u_n(\tau))\), \(\forall s \in [0, t]\) (as \(u_{n+p}(s) \in [u_n(s)]_G\) and \(T\) is \(G\)-monotone \(p\)-nonexpansive); consequently,
\[
\rho(u_{n+1}(t) - u_n(t)) \leq (1 - \epsilon^*) \sup_{\tau \in [0,t]} \rho(u_{n+p}(\tau) - u_n(\tau)) \forall t \in [0, A],
\]  
(33)

by the inductive assumption, we get
\[
\rho(u_{n+1}(t) - u_n(t)) \leq (1 - \epsilon^*) (1 - \epsilon^*)^{n+1} \delta_p(C) \forall t \in [0, A],
\]  
(34)

i.e.,
\[
\rho(u_{n+1}(t) - u_n(t)) \leq (1 - \epsilon^*)^{n+2} \delta_p(C) \forall t \in [0, A].
\]  
(35)

Using inequality (23), it is clear that for every \(t \in [0, A]\), \((u_n(t))_n\) is a \(\rho\)-Cauchy sequence in \(C\). Since \(C\) is \(\rho\)-closed in \(L_{\rho}\), then it is \(\rho\)-complete and then \((u_n(t))_n\) converges to some \(u(t) \in C\), and thus, it converges to \(u(t)\) with respect to \(\|\cdot\|_\rho\). We also have \(\forall t \in [0, A]\), \(\forall n \in \mathbb{N}, u(t) \in [u_n(t)]_G\) as \(G\) has \((P_0)\) property. Indeed, for \(n \in \mathbb{N}\), \(u_{n+p}(t) \in [u_n(t)]_G\), \(\forall \rho \in \mathbb{N}\) and \(\rho \to \infty, u(t) \in [u_n(t)]_G\). Now, for \(t \in [0, A]\), let \(t = t_0 < t_1 < \cdots < t_m\) be a subdivision of \([0, t]\). We have
\[
\rho(S_{\epsilon}(T(u_n(t_i))) - S_{\epsilon}(T(u(t_i)))) = \rho\left(\sum_{i=0}^{m-1} (t_{i+1} - t_i) e^{t_{i+1} - t_i} (T(u_{n+1}(t_i)) - T(u(t_i)))\right),
\]  
(36)

and by convexity of \(\rho\)
\[
\rho(S_{\epsilon}(T(u_n(t_i))) - S_{\epsilon}(T(u(t_i)))) \leq \sum_{i=0}^{m-1} (t_{i+1} - t_i) e^{t_{i+1} - t_i} \rho(T(u_{n+1}(t_i)) - T(u(t_i))).
\]  
(37)
Since \( u(t_i) \in [u_n(t_i)]_G \) for every \( i = 0, 1, \cdots, m \) and \( T \in G \)-monotone \( \rho \)-nonexpansive
\[
\rho(S_i(T(u_n(t)))) - S_i(T(u(t)))) \leq \sum_{i=1}^{m} (t_{i+1} - t_i)e^{-it}\rho(u_n(t_i) - u(t_i)) \rightarrow 0, \tag{38}
\]
that is, \( \lim_{n \to \infty} \rho(S_i(T(u_n(t)))) - S_i(T(u(t)))) = 0. \)
Hence,
\[
\lim_{n \to \infty} \|S_i(T(u_n(t)))) - S_i(T(u(t))))\|_\rho = 0. \tag{39}
\]
Now, for every \( t \in [0, A] \) and \( n \in \mathbb{N} \)
\[
\left\| S_i\left( T(u(t)) - u(t) + e^{-it}\right) \right\|_\rho \leq \|S_i(T(u(t)) - S_i(T(u_n(t))))\|_\rho
\]
\[
+ \left\| S_i(T(u_n(t))) - \int_0^t e^{-is}T(u(s))ds \right\|_\rho
\]
\[
+ \left\| \int_0^t e^{-is}T(u(s))ds - u(t) + e^{-it}f \right\|_\rho.
\]
\[
\left\| S_i(T(u_n(t))) - S_i(T(u(t)))\right\|_\rho = 0, \tag{40}
\]
From
\[
\left\| \int_0^t e^{-is}T(u(s))ds - u(t) + e^{-it}f \right\|_\rho = \left\| u_{n+1}(t) - u(t)\right\|_\rho,
\]
we get
\[
\lim_{t \to 0} \left\| S_i(T(u(t))) - u(t) + e^{-it}f \right\|_\rho = 0, \tag{41}
\]
i.e., \( s \mapsto e^{-is}T(u(s)) \) is Bochner integrable and \( \int_0^t e^{-is}T(u(s))ds = u(t) - e^{-it}f \). Finally, we get for every \( t \in [0, A] \)
\[
\phi(u)(t) = e^{-it}f + \int_0^t e^{-is}T(u(s))ds = u(t), \tag{42}
\]
that is, \( u \) is a fixed point of \( \phi \).

A similar result can be obtained without assuming the Vitali property, but we need to assume that \( \rho \) has the \( \Delta_2 \)-property.

**Theorem 21.** Let \( \rho \in R \) be separable and has the \( \Delta_2 \)-property, \( C \subset L_\rho \) a nonempty convex, \( \rho \)-bounded, \( \rho \)-closed set, and let \( G(E(G) = C) \) be a reflexive, convex digraph, with property (P_0). Let \( T : C \to C \) be a \( \rho \)-continuous and \( G \)-monotone \( \rho \)-nonexpansive mapping, and suppose that there exist \( f \in C \) such that \( T(f) \in[f]_G \); then, the mapping
\[
\phi : C([0, A], C) \to C([0, A], C), \tag{43}
\]
\[
u \mapsto \phi(u)
\]
has a fixed point where \( \phi(u)(t) = e^{-it}f + \int_0^t e^{-is}T(u(s))ds \) for every \( t \in [0, A] \).

**Proof.** Since \( \rho \) has the \( \Delta_2 \)-property, the \( \rho \)-convergence is equivalent to the convergence with respect to \( \| \cdot \|_\rho \) all over \( L_\rho \); the proof of this corollary runs along similar lines to the proof of Theorem 20.

The last result is devoted to prove the existence of solution of the equation (O.D.E).

**Theorem 22.** Let \( \rho \in R \) be separable, \( C \subset E_\rho \) a nonempty convex, \( \rho \)-bounded, \( \rho \)-closed set that has the Vitali property, and let \( G(E(G) = C) \) be a reflexive, convex digraph, with property (P_0). Let \( T : C \to C \) be a \( \rho \)-continuous and \( G \)-monotone \( \rho \)-nonexpansive mapping, and suppose that there exists \( f \in C \) such that \( T(f) \in [f]_G \); then, the differential equation
\[
(O.D.E) \begin{cases} u(0) = f, \\
u'(t) = (I - T)u(t) = 0, \forall t \in [0, A], \tag{44}
\end{cases}
\]
where \( u : [0, A] \to C, A > 0, \) has a solution.

**Proof.** The application \( \phi \) defined above has a fixed point \( u \in C([0, A], C) \), that is,
\[
u(t) = e^{-if} + \int_0^t e^{-is}T(u(s))ds, \forall t \in [0, A], \tag{45}
\]
then \( u \) is differentiable and
\[
u'(t) = -e^{-if} + \int_0^t e^{-is}T(u(s))ds + e^{-it}(e^iT(u(t))) \tag{46}
\]
that is, \( u \) is the solution of (O.D.E).

Note that the result of Theorem 22 remains true if \( \rho \) has the \( \Delta_2 \)-property instead of \( C \) having the Vitali property.
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