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Abstract

Machine learning algorithms, when trained on audio recordings from a limited set of devices, may not generalize well to samples recorded using other devices with different frequency responses. In this work, a relatively straightforward method is introduced to address this problem. Two variants of the approach are presented. First requires aligned examples from multiple devices, the second approach alleviates this requirement. This method works for both time and frequency domain representations of audio recordings. Further, a relation to standardization and Cepstral Mean Subtraction is analysed. The proposed approach becomes effective even when very few examples are provided. This method was developed during the Detection and Classification of Acoustic Scenes and Events (DCASE) 2019 challenge and won the 1st place in the scenario with mismatched recording devices with the accuracy of 75%. Source code for the experiments can be found online.

Index Terms: channel normalization, acoustic scene classification, mismatched recording devices, convolutional neural network

1. Introduction

Audio machine learning has many sub-fields. Music and speech processing are well established, while other such as event detection, acoustic scene classification (ASC) or behaviour classification are less common. Moreover, the more specific or unusual the task, the harder it is to find publicly available datasets.

When a dataset of audio recordings for a specific purpose is collected, it is usually done with some selected set of recording devices [1, 2]. This is sufficient to test the performance of various algorithms, but might not be enough for practical applications. Models trained using such dataset, when evaluated on samples from the same devices, appear to work well. However, their performance deteriorates when applied on samples from devices that were not in the training set or were under-represented. This suggests that machine learning algorithms do not generalize across samples recorded using different devices [3, 4, 5, 6, 7]. In extreme cases, this forces collection of completely new datasets for the targeted devices. Severity of the problem varies between tasks. This effect is clearly visible in acoustic scene classification.

The problem of device mismatch was popularized in the Detection and Classification of Acoustic Scenes and Events (DCASE) challenge. In 2018, a task targeting this problem became part of the challenge [2] and has been continued in 2019, which inspired research in this area resulting in various publications [5, 6, 8]. Some of the solutions were based on domain adaptation [9], aggressive regularization [9, 10] and most were model ensembles [11].

Independently from DCASE challenge, an approach was proposed to use transfer learning [4]. The idea was to firstly train the model using a relatively large dataset and then fine tune it using a smaller dataset containing recordings from the targeted devices.

There currently does not appear to be any general approach to address this problem for ASC. Most solutions focus on tailoring specific models to become less sensitive to characteristics of the recording device. On the other hand, in the speech processing community there are multiple well known methods for channel normalization [12, 3, 13]. However a lot of those methods, such as RASTA [14], are leveraging specific characteristics of speech. Others such as Cepstral Mean Subtraction (CMS) [15], Feature Warping [16] or more recent MVA [17] are relying on quefrency domain, which is not usually applied for ASC and similar tasks. For frequency domain, there exists a recently introduced Per-Channel Energy Normalization (PCEN) [18, 19], which additionally reduces noise. However, noise reduction may not be desirable for ASC, where we would like to retain as much information about the environment as possible. Noise and reverberation are likely to contain information that differentiates various environments. Because of these considerations, a more universal method could be beneficial.

In this work, a method addressing this problem is described. The approach is straightforward and relies on real-world recordings. It does not influence the design of the architecture of the neural network. This method was designed for ASC, but can be applied to other tasks as well. An initial test of this method was performed during the DCASE 2019 challenge. A submission utilizing this approach won the 1st place in the scenario with mismatched recording devices with the accuracy of 75% [20].

From the acoustic point of view, the presented method appears to bear a similarity to standard microphone calibration techniques [21], for example to the secondary calibration of a microphone by the comparison. This method relies on a direct comparison of a microphone with a physically identical microphone having a known calibration and is repeated at each frequency of interest. These methods assume laboratory settings and require expert knowledge, which makes them hard to apply for practitioners without a background in signal processing. Databases of recordings are sometimes provided without explicitly defining the types of devices used in their creation. Also, sometimes the devices are not easily available. The proposed method is simpler, more approachable and could help with the problem of mismatched recording devices.

2. Proposed Method

2.1. Linear Distortion Model

Throughout this paper a linear distortion model will be assumed. Also all amplitudes and responses are positive and real. It can be described in the following way.

Let \( w \) be the undistorted waveform representation of some audio signal \( s \). Let \( \tilde{w}_{s,d} \) denote the distorted representation of
the same signal produced by some device \( d \). The signal \( w_s \) can be analysed in terms of its amplitude spectrum. Let \( A_s (t, f) \) denote the amplitude of the frequency \( f \) at time \( t \) in that signal.

Similarly, we define \( \tilde{A}_{s,d} (t, f) \) for signal \( \tilde{w}_{s,d} \).

The assumption is that the distortion introduced by the device can be approximated using the frequency response of that device \( H_d (f) \) as:

\[
\tilde{A}_{s,d} (t, f) \approx H_d (f) A_s (t, f) \quad (1)
\]

\[
= H_d (f) H_r (f) A_s (t, f), \quad (2)
\]

where \( H_r (f) \) is the frequency response specific to the signal \( s \) and independent from the recording device, for example a room impulse response. The amplitude \( A_r (t, f) \) is a remainder after decomposing \( A_s (t, f) \) into \( H_r (f) \) and everything else. For most tasks, we would want to eliminate both \( H_d (f) \) and \( H_r (f) \), but for ASC preserving \( H_r (f) \) could be desirable, because it is likely to be specific to the environment.

This model is naïve, because it does not take into account for example non-linear nor phase distortions. Nonetheless, it works well in practice.

2.2. Aligned Spectrum Correction

In this work, the spectrum correction (SC) method is introduced. The goal is to transform the distortion produced by some device \( d \) into the distortion produced by some chosen reference device \( r \) by matching their spectra. The device \( d \) can be any known device. When all recording devices are known, this method can be used to transform all samples, so that they appear as if they were recorded using the reference device.

As before, let \( A_{s,d} (t, f) \) and \( A_{s,r} (t, f) \) denote amplitudes of frequency \( f \) in signals \( \tilde{w}_{s,d} \) and \( \tilde{w}_{s,r} \), recorded using devices \( d \) and \( r \), respectively. If device \( r \) is the reference device, the SC is derived by applying approximation from Equation (1) twice:

\[
\tilde{A}_{s,r} (t, f) \approx H_r (f) A_s (t, f) \quad (3)
\]

\[
= H_d (f) H_r (f) A_s (t, f) \quad (4)
\]

\[
\approx H_d (f) H_r (f) A_{s,d} (t, f). \quad (5)
\]

Then correction coefficients can be defined as:

\[
C_{d\rightarrow r} (f) := \frac{H_r (f)}{H_d (f)}. \quad (6)
\]

Note that the correction coefficients usually cannot be directly computed and have to be estimated from the data, which is explained in Section 2.3. In order to transform a recording from device \( d \) to look like a recording from device \( r \), one can simply perform element-wise multiplication

\[
\tilde{A}_{s,r} (t, f) \approx C_{d\rightarrow r} (f) \tilde{A}_{s,d} (t, f). \quad (7)
\]

The correction coefficients can be used to directly convert spectrograms. They can also be used in order to re-synthesise audio using a converted Short Time Fourier Transform (STFT). Alternatively, as shown is Section 2.8, using a finite impulse response filter, recordings can be converted directly in the time domain.

2.3. Computing Correction Coefficients

In order to apply spectrum correction, one needs to compute the correction coefficients. To estimate the coefficients, one can divide the amplitude spectrum from the reference device by the amplitude spectrum from the source device, element-wise. This can be inferred by transforming Equations (5) and (6)

\[
C_{d\rightarrow r} (f) = \frac{H_r (f)}{H_d (f)} \approx \frac{\tilde{A}_{s,r} (t, f)}{\tilde{A}_{s,d} (t, f)} \quad (8)
\]

Here mean refers to the geometric mean, as it appears to be an appropriate choice for averaging scaling factors. Note that the mean is calculated over both time and examples. The significance will be explained in Section 2.7.

In Equation (5), it is implicitly assumed that the two devices recorded exactly the same signal. This could be possible only if the devices were in the same point in space at the exactly same moment. In a controlled laboratory environment it is possible to approximately reproduce the same synthetic signal twice. Then by placing the two devices in the exact same location and repeating the experiment, one could obtain such recordings.

2.4. Unaligned Spectrum Correction

Procedure described above requires aligned audio recordings of the same signal. For most applications such examples might not be available. However, this requirement can be easily relaxed. Here the only information that is required is which device produced the recording. The trick is to use the geometric mean and its property that

\[
C_{d\rightarrow r} (f) \approx \frac{\mean_{s\in D_d} \tilde{A}_{s,r} (t, f)}{\mean_{s\in D_d} \tilde{A}_{s,d} (t, f)} = \frac{\mean_{s\in D_d} \tilde{A}_{s,r} (t, f)}{\mean_{s\in D_d} \tilde{A}_{s,d} (t, f)} \quad (9)
\]

The averages can be computed independently. Also the recordings do not need to be aligned and can be of different signals. The recorded signals only need to be from similar distributions (requirements are described in the following section).

2.5. Relation to Standardization

It is possible to omit the reference device, when multiplicative constants are of no concern. A recording converted in the following way has a characteristic that does not match any device, but is the same across all of the devices. It does not possess any practical advantages over the unaligned spectrum correction, but it is useful for theoretical analysis and simplified implementation. Based on the Equation (9) the following proportion holds

\[
\frac{\mean_{s\in D_d} \tilde{A}_{s,r} (t, f)}{\mean_{s\in D_d} \tilde{A}_{s,d} (t, f)} \propto \frac{1}{\mean_{s\in D_d} \tilde{A}_{s,d} (t, f)} \approx C_d (f) \quad (10)
\]

where \( C_d (f) \) are the correction coefficients for device \( d \). Then the conversion is performed in the following way

\[
C_d (f) \tilde{A}_{s,d} (t, f) \approx \frac{\tilde{A}_{s,d} (t, f)}{\mean_{s\in D_d} \tilde{A}_{s,d} (t, f)}, \quad \forall s \in D_d. \quad (11)
\]

where \( D_d \) is a collection of signals that were recorded using the device \( d \). Using Equation (1), this can be simplified to

\[
\frac{\tilde{A}_{s,d} (t, f)}{\mean_{s\in D_d} \tilde{A}_{s,d} (t, f)} = \frac{H_d (f)}{H_r (f)} \frac{A_r (t, f)}{\mean_{s\in D_d} A_r (t, f)}. \quad (12)
\]

The converted recordings are the same for all devices if \( \mean_{s\in D} A_r (t, f) \) is independent from the device. This is true when devices recorded the same signals. However, it is also true
Spectrum correction can be applied directly in the time domain. Correction coefficients can be viewed as gains for frequency bands, then standard techniques from filter design can be used to construct a finite impulse response (FIR) filter.

3. Experiments

The experiments for SC were performed based on ASC. The goal of this task is to determine the environment the device is situated in, e.g. that the surroundings of a mobile phone sound like a metro station. The source code for the experiments can be found online (https://github.com/SRPOL-AUI/spectrum-correction).

### 3.1. Dataset

The TAU Urban Acoustic Scenes 2019 Mobile [2] dataset was used for all of the reported experiments. This was the dataset used in the DCASE 2019 challenge. It consists of 46 hours of audio recordings divided into equal 10 s samples with a sampling rate of 44.1 kHz. There are three different recording devices in the dataset. Out of all the recordings, 40 hours are from a high quality device (device A) and 3 hours from each of the two mobile devices, Samsung Galaxy S7 (device B) and iPhone SE (device C). The dataset was collected in twelve cities in Europe.

### 3.2. Model and Training

The classifier was a neural network consisting of five convolutional layers with ReLU activations and batch normalization [25] followed by a global average pooling and a single dense layer with a softmax activation, resulting in 71k parameters. The details of this architecture [20] can be seen in Table 1.

The parameters of the network were optimized using Adadelta [26] with a cross-entropy loss. The learning rate was reduced by half every time accuracy did not increase for 16 epochs by at least 0.1 of a percentage point. Batch size was set to 64.

Audio samples were transformed to log-melspectrograms in the following way. First, the STFT was computed using a window of 2048 samples and a hop length of 512. To avoid unnecessary computations, spectrum correction was applied at this point (except for the implementation from Equation (16)). The resulting output was then converted to mel scale with 256 mel-bins. Next, a logarithm was applied to the amplitudes. Frequency bins were separately standardized to zero mean and unit variance each, using statistics for the entire training dataset. For the implementation from Equation (16) statistics are computed separately for each device. During training, mixup augmentation [27] was used with alpha parameter set to 0.4. Mixing was performed without the log scaling.

| layer | outputs | kernel | stride |
|-------|---------|--------|--------|
| Conv2D+ReLU+BN | 16 | 3 | 1 |
| Conv2D+ReLU+BN | 32 | 3 | 2 |
| Conv2D+ReLU+BN | 64 | 3 | 1 |
| AveragePooling | 64 | - | - |
| Dense+Softmax | 10 | - | - |

Table 1: Architecture of the network.

---

if the signals are not the same, but are from the same distribution.

It turns out that a simple z-score standardization can be implemented in such a way as to perform this simplified version. Usual way to perform standardization is to subtract the mean and then divide by the standard deviation. If all averages are assumed to be geometric, then

\[
\log \left( C_d (f) \tilde{A}_{s,d} (t, f) \right) \approx \log \left( \frac{\tilde{A}_{s,d} (t, f)}{\prod_{s \in D_d} \tilde{A}_{s,d} (f)} \right) \tag{13}
\]

\[
\log \tilde{A}_{s,d} (t, f) = \log A_{s,d} (t, f) - \frac{1}{|D_d|} \sum_{s \in D_d} \log \tilde{A}_{s,d} (f) \tag{14}
\]

\[
= \log \tilde{A}_{s,d} (t, f) - \frac{1}{|D_d| T} \sum_{s \in D_d} \sum_{t} \log \tilde{A}_{s,d} (t, f), \tag{15}
\]

where \( \tilde{A}_{s,d} (f) \) denotes \( \tilde{A}_{s,d} (t, f) \) averaged over time. This result shows that mean subtraction, when working with log scaled features, such as log-spectrograms or log-melspectrograms is really a special case of the presented method. Note that for this to work the standardization has to be performed for each device and frequency separately. For example average over all examples does not create this effect. This should not be confused with spectral subtraction [22]. A somewhat similar result was used for deconvolution [23].

### 2.6. Relation to Cepstral Mean Subtraction

An interesting side note is that something resembling Cepstral Mean Subtraction can be derived from Equation (16) using linearity of the inverse Fourier transform.

\[
\mathcal{F}^{-1}\left[ \log \left( C_d (f) \tilde{A}_s (t, f) \right) \right] = \mathcal{F}^{-1}\left[ \log \tilde{A}_s (t, f) \right] - \frac{1}{|D_d| T} \sum_{s \in D_d} \sum_{t} \mathcal{F}^{-1}\left[ \log \tilde{A}_s (t, f) \right]. \tag{17}
\]

The usual formulation of CMS computes average only over time for each example separately [24] (see Section 2.7).

### 2.7. Environment Response

A detail worth pointing out is that the mean in all of the four formulations is always computed for a number of recordings, never for the current recording. For example Equation (16) has a different effect than

\[
\log \tilde{A}_{s,d} (t, f) - \frac{1}{T} \sum_{t} \log \tilde{A}_{s,d} (t, f). \tag{18}
\]

This can be seen after substituting Equation (2) into both equations. For Equation (16) only the \( H_d (f) \) will cancel out. However, for Equation (18) \( H_s (f) \) will cancel out, but so will \( H_s (f) \). This will result in loss of information about the impulse response of the environment. Note that the equations have different effect even if \( D_d \) contains only a single example.

### 2.8. Implementation in time domain

The procedure described in Sections 2.2 and 2.4 requires transformation of the signal into the frequency domain. It is completely unnecessary for models taking raw wave-forms as an input. Computing STFT can also be expensive and cumbersome in some situations.

| layer | outputs | kernel | stride |
|-------|---------|--------|--------|
| Conv2D+ReLU+BN | 16 | 3 | 1 |
| Conv2D+ReLU+BN | 32 | 3 | 2 |
| Conv2D+ReLU+BN | 64 | 3 | 1 |
| AveragePooling | 64 | - | - |
| Dense+Softmax | 10 | - | - |
For all experiments device A was chosen as the reference, unless otherwise indicated. Figure 1 illustrates the computed coefficients.

3.3. Time Domain and Reference Device

To validate the claim that SC can be applied directly in the time domain, a FIR filter was constructed and tested for various reference devices. The filter was created using the least squares method using 1025 taps. Results for this experiment are shown in Table 2.

Table 2: Accuracy computed as macro average for devices A, B and C. Columns represent different choices for the reference device. Spectrum correction is applied both in the frequency domain (STFT) and in the time domain (FIR).

| reference device | method | variant | A    | B    | C    |
|------------------|--------|---------|------|------|------|
|                  | aligned| STFT    | 70.1%| 69.4%| 69.6%|
|                  | aligned| FIR     | 70.6%| 70.2%| 70.4%|
|                  | unaligned| STFT | 70.2%| 69.7%| 69.5%|
|                  | unaligned| FIR   | 70.7%| 70.1%| 70.5%|

The difference in accuracy between models trained with SC applied in the time domain using a FIR filter versus in the frequency domain using STFT is negligible. It appears that a FIR filter can be used without a loss in performance. Also it is clear that the choice of the reference device does not significantly affect the results and that aligned and unaligned variants are indeed equivalent. On a side note, it is not advisable to use the simplified formulation from Section 2.5 to create the filters (due to the range of the gains).

3.4. Required Size of the Dataset

Various numbers of recordings can be used to compute the correction coefficients. It is interesting to see how many are actually needed. Performance of models trained using the correction coefficients computed using a limited number of examples is shown in Table 3. It is surprising to see that the accuracy does not change with the increasing number of recordings as much as one would expect.

3.5. Comparison with Other Methods

An important question is how models trained with and without SC compare to models trained using other methods, in terms of their accuracy. Results for those experiments are shown in Table 4. For all methods, best found configurations were reported.

Table 3: Accuracy for devices A, B and C with respect to the number of recordings used to compute the correction coefficients. Models were trained for 100 epochs.

| number of recordings | device | A     | B     | C     |
|----------------------|--------|-------|-------|-------|
| 1                    | A      | 72.2% | 73.1% | 72.4% | 72.9% |
| 4                    | B      | 65.6% | 63.7% | 64.1% | 64.6% |
| 16                   | C      | 69.0% | 70.0% | 69.6% | 71.1% |
| 128                  |        |       |       |       |       |

RASTA used alternative with pole at 0.98. For PCEN (a) $T = 0.01$ s, $\varepsilon = 10^{-6}$, $\alpha = 0.95$, $\delta = 2$ and $r = 0.5$. For PCEN (b) $T = 0.2$ s, $\alpha = 1.0$. The two variants for PCEN trade off accuracy between device A and the mobile devices. Both implementations use Librosa [28]. RASTA implementation is based on MATLAB implementation [29]. CMS is performed in frequency domain (see Equation (18)).

Table 4: Accuracy for devices A, B and C for models trained with and without SC and using other methods. Models were trained for 100 epochs.

| source device | method | A     | B     | C     | mean  |
|---------------|--------|-------|-------|-------|-------|
|               | RASTA  | 60.2% | 59.7% | 60.9% | 60.1% |
|               | PCEN (a)| 69.5% | 55.4% | 57.0% | 60.6% |
|               | PCEN (b)| 64.0% | 58.6% | 64.4% | 62.3% |
|               | CMS    | 63.9% | 61.4% | 67.1% | 64.2% |
|               | SC aligned | 73.4% | 65.4% | 71.8% | 70.2% |
|               | SC unaligned | 73.1% | 65.9% | 71.4% | 70.4% |
|               | SC mean subtraction | 73.2% | 65.8% | 72.2% | 70.3% |

Methods from speech processing do not appear to perform well on ASC. However, CMS provided improvement for the mobile devices, nonetheless it deteriorated the accuracy on the main high-quality device A. This was consistent with the expectations [24]. In contrast all implementations of SC resulted in significantly better accuracy for mobile devices. Interestingly, accuracy for device A also increased. It is likely caused by more efficient use of recordings from mobile devices.

4. Summary

In this paper, a new approach to address learning with mismatched recording devices was proposed. It was experimentally shown that using just a few examples, it is possible to significantly improve the accuracy of a model. Particularly, accuracy for two mobile devices increased from 59% to 66% and from 61% to 72%, when SC was applied. It also outperforms classical methods such as RASTA or CMS, when applied on ASC. This method can be applied both in the frequency domain using the STFT, and in the time domain using FIR filters.
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