The Application of a Decision Tree and Stochastic Forest Model in Summer Precipitation Prediction in Chongqing

Bo Xiang 1, Chunfen Zeng 2,3,*, Xinning Dong 1 and Jiayue Wang 2

1 Chongqing Climate Center, Chongqing 401147, China; actnowx@126.com (B.X.); dxn98mry@sohu.com (X.D.)
2 School of Geography and Tourism, Chongqing Normal University, Chongqing 401331, China; jiyuewyy@163.com
3 Key Laboratory of Surface Processes and Environment Remote Sensing in the Three Gorges Reservoir
Chongqing Normal University, Chongqing 401331, China
* Correspondence: cfzeng18@163.com

Received: 12 March 2020; Accepted: 10 May 2020; Published: 14 May 2020

Abstract: Meteorological disasters are the result of the interaction of multiple factors and multiple systems. In order to improve the accuracy of prediction, it is necessary not only to consider the characteristics and cycles of each subsystem, but also to study the interaction of all systems. Based on the summer precipitation data and 130 circulation indexes of 34 national meteorological observation stations in Chongqing from 1961 to 2010, the prediction model of Chongqing summer precipitation was established based on the decision tree and the stochastic forest algorithm based on machine learning, and the prediction test of 2011–2018 was carried out independently by the model. Compared with the results of the single-factor prediction model, the trend consistency rate increased by 37.5% and 12.5% respectively. In addition, when using the random forest model to predict summer precipitation in Chongqing from 2014 to 2018, the 5-year average Ps, Cc and PC scores were 84.6, 0.27 and 67.1, respectively, which were significantly improved compared with 72.4, −0.12 and 52.9 of the current climate forecasting methods, and the forecast quality of the random forest was relatively stable. The multi-system collaborative impact model based on decision tree and random forest algorithm can achieve high accuracy and stability. Thus, this method can not only be an effective means for the diagnosis and prediction of climate causes, but also has a good theoretical and practical value for the prediction of extreme disasters.
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1. Introduction

Since summer precipitation is of great concern regarding meteorological disasters, a lot of research work has been done on the influence of climate system subsystem changes and their interactions on summer precipitation. Some progress has been made in the study of the characteristics, causes and prediction methods of summer precipitation in Chongqing and its surrounding areas. Li [1–3] analyzed the characteristics of summer precipitation, drought and flood in the eastern part of southwest China, and pointed out that it had obvious inter-annual and inter-decadal changes. Zhou et al. [4] studied the basic climatic characteristics of summer precipitation in the three gorges reservoir area, and the results showed that the summer precipitation in the three gorges reservoir area had a good consistency, the frequency of drought years was significantly higher than that of flood years, and the summer precipitation in the three gorges reservoir area had an obvious inter-decadal variation. Ma Zhenfeng [5] analyzed the main physical factors affecting summer precipitation in southwest China, such as plateau factors, westerly belt system, subtropical high and other factors, and established a summer precipitation...
prediction model with a certain physical basis on this basis, which achieved good results in precipitation prediction in flood season in recent years. Zhang Qiang et al. [6] analyzed the correlation between Sea Surface Temperature (SST) index and drought and flood disaster in the upper reaches of the Yangtze river, showing that the occurrence of El Nino event increases the probability of drought in the upper reaches of the Yangtze river, while the occurrence of La Nina event increases the probability of waterlogging in the upper reaches of the Yangtze river. Liu De et al. [7] analyzed the characteristics of Eurasian circulation in summer rainfall in Chongqing, and established a conceptual model for forecasting summer precipitation in Chongqing by using circulation index in key areas in early winter.

In recent years, artificial intelligence technology has also begun to be applied in the field of atmospheric science such as severe convection weather forecast and climate prediction. There are many applications of machine learning in severe convection weather prediction. In 2017, Shenzhen Meteorological Bureau and Alibaba jointly organized the CIKM data science competition themed “smart city, smart country”, and made climate precipitation forecast with radar images. Xiu Yuanyuan et al. [8] used machine learning supervised learning model support vector machine SVM to identify and forecast severe convection weather. Sun Quande et al. [9] showed the potential of machine learning methods in improving local accurate weather prediction. Li Wenjuan et al. [10] founded that the physical significance of factors selected by the random forest algorithm was relatively clear. In the field of climate, researchers have used artificial intelligence systems to help them rank climate models over the past few years [11] to detect hurricanes and other extreme weather events in real and simulated climate data, and thus find new climate models. The above study is based on considering the influence of a single system or physical factor on precipitation in and around Chongqing. The effects of anomalies of multiple systems or physical factors on precipitation in Chongqing are considered. In fact, due to the non-linear and chaotic nature of the climate system, the factors that affect the precipitation prediction constitute the comprehensive effects of many sea temperatures (ENSO, Kuroshio, etc.), plateau snow, land surface temperature, volcanic activity, astronomical factors, monsoon, subtropical high, high resistance and plateau topography. We aim to analyze the synergistic effect of the factors that lead to the precipitation change through sorting, statistics, analysis and processing of big data, machine learning, etc., and distinguish which factors are excellent forecasting factors, and the weight of these excellent factors in different regions, that is, how much forecasting information these factors can provide. If these issues are resolved, precipitation prediction will become possible and credible.

As an excellent representative of the machine learning algorithm, the decision tree model adopts recursive segmentation technology to continuously divide the data space into different subsets so as to detect the potential structure, important patterns and relationships of data [12]. Compared with traditional parametric statistical methods, the decision tree model does not need to make assumptions about the relationship between independent variables and dependent variables in advance, and it can effectively overcome the multi-collinearity of independent variables. However, the results of a single decision tree are unstable and prone to overfitting. The random forest model builds decision trees by randomly extracting some samples from the original samples through Bootstrap sampling technology, and combines multiple decision trees to effectively avoid overfitting [13]. At present, decision trees and random forest algorithms are more and more widely used in meteorology. Shi Dawei et al. [14] used the decision tree algorithm to establish a more accurate classification and prediction model for road icing disaster. Shi Yimin et al. [15] studied the classification and prediction model of regional summer precipitation days based on the data mining Classification and Regression Tree (CART) algorithm. Qin Pengcheng et al. [16] Hubei rapeseed yield limiting factor analysis based on a decision tree and random forest model also achieved good application.

Based on the actual forecast business, this paper adopts the decision tree classification method to establish the precipitation prediction model with multi-factor collaborative influence for the average summer precipitation in Chongqing. Based on decision tree modeling, random forest is used to conduct an integrated prediction test, and evaluate its prediction effects.
2. Materials and Methods

2.1. Materials

The meteorological data used in this paper were obtained through the Meteorological Unified Service Interface Community of China Meteorological Administration. The decision tree method uses the regional average precipitation of 34 national meteorological observing stations in Chongqing (Figure 1), while random forest analyzes the precipitation of 34 national meteorological observing stations.

![Figure 1. Map of 34 national meteorological stations in Chongqing.](image)

The circulation index in this article comes from the business meteorological network [17–20], respectively, including atmospheric circulation index 88 such as the subtropical high, east Asian trough, polar vortex, Eurasian circulation type, characteristics, Pacific Ocean trade winds etc., SST index 26 such as ENSO (various districts and types), warm pools, Indian Ocean, Tide area, Kuroshio area et al., cold air and typhoon, Southern Oscillation Index (SOI), The Pacific Decadal Oscillation (PDO), Quasi-biennial Oscillation (QBO), subsurface SST index and another 16; in total, 130 items. Among them, the SST index in this article includes 26 SST indexes and 16 other indexes including multivariable ENSO index, decadal oscillation in the north Pacific, meridional mode SST in the Atlantic Ocean, quasi-biennial oscillation, EU300T_130E, EU300T_160E, EU300T_180W, and Atlantic SST triples. In this article, summer refers to June to August.
2.2. Methods

The machine learning algorithms adopted in this article include decision tree [14,16,21], and random forest [22–24]. The evaluation methods are Prediction Consistency (Pc), Prediction Score (Ps) and Correlation Coefficient (Cc) [25–27], which are used in the China Meteorological Administration (CMA). The modeling period is from 1961 to 2010, and the independent inspection and evaluation period is from 2011 to 2018. The decision tree and stochastic forest model are multi-factor prediction models using 130 circulation indexes, while the prediction model established by using any one of the 130 circulation indexes is a single-factor prediction model.

2.2.1. The Decision Tree

Yang et al. [28] introduced the basic concepts and common algorithms of decision tree, which can be used to form classification and predictive model. Suppose $D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$, including $x_i = (x_i^{(1)}, x_i^{(2)}, \ldots, x_i^{(n)})^T$ as input variables (circulation index), $n$ is the number of features (the summer model is 130, the winter model is 34), $y_i \in \{1, 2, \ldots, K\}$ is the category-type response variable (that is, the amount of precipitation), $i = 1, 2, \ldots, N$, $N$ is the sample size (from 1961–2018, 58 years). Among them, 1961–2010 is the training data set and the completion of model training; 2011–2018 is the independent test data set and the independent inspection and evaluation. The goal of decision tree learning is to build a decision tree model based on a given training set to enable it to correctly classify instances. In this paper, the C4.5 algorithm of Quinlan is adopted for decision tree generation [29].

2.2.2. Random Forest

Random forest is a multifunctional machine learning algorithm. It was first proposed by Breiman, a professor of statistics at the University of California, Berkeley, in 2001, and can perform regression and classification calculations. The basic composition of the random forest is classification and regression tree (classification and regression tree) invented by Breiman and other inventions. Compared with machine learning algorithms such as neural networks, this algorithm of repeated classification and regression of binary data effectively reduces the amount of calculation. Random forest is the combination and re-aggregation of these classification trees. Random forest improves the estimation accuracy without significant increase in the calculation amount, and it is insensitive to missing values and multivariate collinearity, and can estimate up to thousands of explanatory variables, which why it is known as one of the best algorithms at present [30,31].

Random forests use the Bagging method to combine decision trees, and they use the Bootstrap sampling methods (Bootstrap method) to extract N samples from the original sample to model the decision tree. Under normal circumstances, random forests will randomly generate hundreds to thousands of decision trees. Each tree in the forest is independent, and then the most repetitive tree is selected as the final result. Since there is no need to consider constraints such as variable distribution conditions, interactions, non-linear effects and even missing values, the structure of the random forest is complex, but it is robust and easy to use [32–34].

The specific construction process of the random forest is as follows:

1. If the size of the training set is N (50 in this paper, that is, 1961–2010), for each tree, N training samples are randomly and recursively extracted from the training set (this sampling method is called bootstrap sample method) as the training set of the tree;
2. If the feature dimension of each sample is M, specify a constant $m << M$, randomly select $m$ (20 in this paper) feature subsets from M features, and select the optimal one from these $m$ features every time the tree splits.
3. Every tree grows as fast as possible, and there is no pruning process.
4. Established a large number of decision trees according to steps (1)–(3), thus forming a random forest. The classification result depends on the number of votes of the tree classifier.
In the process of building a random forest, there are two parameters that need to be set by the user according to the specific situation. In most cases, the default parameters of the model can obtain the optimal simulation results without adjustment. The term "random" in random forest refers to the two random parameters here. The introduction of these two randomness factors is crucial to the classification performance of a random forest. Due to their introduction, the random forest is not easy to fall into overfitting and has a good anti-noise ability (for example, insensitive to the default value). Therefore, the random forest models established in this paper to estimate precipitation all use default parameters.

2.2.3. Test Method

In order to test the climate prediction quality, CMA used a prediction grading score in 2010, then Ps and Cc in 2013. In order to be consistent with the current climate operations, Pc, Ps and Cc are used in this paper to test the prediction quality of the summer precipitation in Chongqing.

(1) Pc is evaluated station by station on the basis of whether the predicted and actual anomaly coincidence was consistent. The consistency rate formula is defined as follows:

\[
Pc = \frac{N_0}{N} \times 100\%
\]

where N0 is the number of the stations with correct climate trend prediction; N is the number of stations actually participating in the assessment.

(2) Ps test method is a method that sets different weights to comprehensively test the results of climate trend prediction and anomaly level prediction. Its test score is relatively intuitive. On the basis of the correct score of trend prediction, the correct score of abnormal prediction can still be obtained, which is equivalent to giving encouragement to the abnormal forecast, and its prediction score can relatively reflect the ability and level of climate prediction.

Trend prediction is the prediction of anomaly/anomaly percentage sign. When the prediction is identical to the actual sign (0 for positive), the trend prediction is correct. Anomaly level prediction refers to the prediction that the percentage of precipitation anomaly exceeds (including) ±20% and the temperature anomaly exceeds (including) ±1 °C.

Calculation formula of Ps test method:

\[
Ps = \frac{a \times N_0 + b \times N_1 + c \times N_2}{(N - N_0) + a \times N_0 + b \times N_1 + c \times N_2 + M} \times 100
\]

where, \(N_0\) is the number of stations with correct climate trend prediction; \(N_1\) is the number of stations with correct first-order anomaly prediction; \(N_2\) is the number of stations with correct second-order anomaly prediction; \(N\) is the actual number of participating evaluation stations; \(M\) is the number of stations where there are no secondary anomalies and the precipitation anomaly percentage \(\geq 100%\) or equal to \(-100%\) and the temperature anomaly \(\geq 3 \, ^\circ\text{C}\) or \(\leq -3 \, ^\circ\text{C}\); \(a\) is the weight coefficients of climate trend terms, \(b\) is the first-order abnormal terms and \(c\) is the second-order abnormal terms. In this method, \(a = 1, b = 2\) and \(c = 4\).

(3) Cc tests the correlation of climate trend prediction products, which characterizes the degree of correlation between the forecast and the live field. The size of the correlation coefficient can indicate the correspondence between the high and low center of the forecast field and the live field. It reflects the accuracy of the prediction result and the quality of the prediction method to a certain extent. It is one of the internationally popular prediction evaluation methods. Prediction inspection and evaluation of precipitation and the temperature mainly use precipitation anomaly percentage and average temperature anomaly to calculate their correlation coefficients.
Specific calculation method:

\[ Cc = \frac{\sum_{i=1}^{N} (\Delta R_{fi} - \overline{\Delta R_f}) (\Delta R_{oij} - \overline{\Delta R_0})}{\sqrt{\sum_{i=1}^{N} (\Delta R_{fi} - \overline{\Delta R_f})^2 \sum_{i=1}^{N} (\Delta R_{oij} - \overline{\Delta R_0})^2}} \]

where \( \Delta R_{fi} \) is the forecast value of precipitation anomaly percentage of each station; \( \overline{\Delta R_f} \) is the average value of the precipitation anomaly percentage of all stations in the region; \( \Delta R_{oij} \) is the observed actual value of the precipitation anomaly percentage of all stations in the region; \( \overline{\Delta R_0} \) is the average value of the observed values of precipitation anomaly percentage of all stations in the region; \( N \) is the total number of stations actually participating in the assessment.

The forecast released in this article refers to the forecast submitted by the Chongqing Climate Center to the National Climate Center to participate in the assessment of forecast quality.

3. Results and Analysis of Precipitation Prediction in Summer Test

This section may be divided by subheadings. It should provide a concise and precise description of the experimental results, their interpretation as well as the experimental conclusions that can be drawn. In the actual climate prediction of Chongqing, due to the complex and changeable terrain, it is necessary to make trend judgment on the precipitation and average precipitation of 34 stations in order to obtain the forecast data and obtain the detailed spatial distribution. The authors used decision trees and random forests for correlation analysis based on both averages and individual site data from 34 sites. The single site results of the decision tree is relatively complex, and have no significant characteristics, while the single site results of random forest analysis are relatively good. However, due to the limitation of sample number, while based on average date of 34 sites, the results of random forest are not as good as those of the decision tree method. Therefore, in this paper, the decision tree model takes the average precipitation of 34 sites as the modeling object and focuses on the collaborative influence of multiple factors. In the random forest model, 34 sites were modeled, and spatial distribution characteristics were focused. The two methods complement each other.

3.1. Decision Tree Model Test

Considering the physical factors in the summer period, IBM SPSS Modeler 18.0 was used, and the CART algorithm (the same as below) was used to model (Figure 2). It can be seen from the model that the circulation index that has a large impact on summer precipitation in Chongqing includes the western Pacific subtropical high ridge line, landfall typhoon, SST in tidal zone, the northern boundary of the North African Atlantic North American High, polar vorticity in the Atlantic European region, Indian sub-high area, and 30 hPa zonal wind.

The combination of the summer rainfall trend in Chongqing and the concurrent circulation index model based on the CART algorithm is shown in Table 1. Factors with less precipitation include factors 1–4, factors with more precipitation include factors 5–7. “+” and “−” respectively represent the positive and negative anomalies of the exponent in the condition, and the percentile in brackets is the probability of less (or more).

Using the same period index from 2011 to 2018 to predict the amount of summer precipitation in Chongqing and compare it with the observations, the results are shown in Table 2.

If the prediction only considers single-factor effects, the northern (southern) ridge of the western Pacific subtropical high (referred to as the Western Pacific subtropical high) generally corresponds to less (more) summer precipitation in Chongqing. Based on this prediction, the northern ridge of the western Pacific subtropical high in 2011, 2012, 2015 and 2018 corresponds to less precipitation, and the results in 2015 are inconsistent. In 2013, 2014, 2016 and 2017, the southward ridge of the western Pacific...
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subtropical high corresponds to more precipitation, but only in 2014 and 2017. The total prediction accuracy was 62.5% (5/8).

When multi-factor synergy is considered, even if the western Pacific subtropical high is southerly, there may be less precipitation, as shown in case (3). In the actual prediction, 2011 and 2012 are completely in line with the situation (1). The percentages of precipitation anomalies are −30.5% and −22.1%, which are significantly less. The percentage of precipitation anomaly in 2013 was −26.1%, and the result was consistent with situation (3). If only the first two conditions of situation (3) are met, the probability of less precipitation is only 50%. In 2013, the 30 hPa zonal wind was significantly larger, which increased the probability of less precipitation to 100%. Similarly, in the collaborated multi-factor prediction, either the ridge line of the western Pacific subtropical high is northerly or southerly, there may be more precipitation, as shown in situation (5) and situation (6). The circulation index in 2014 is consistent with the result of situation (6). The probability of more precipitation is 100%, and the actual precipitation anomalies percentage is 6.3%, which is more normal. The circulation index in 2015 is consistent with the result of situation (5). The probability of excessive precipitation is 100%, and the percentage of actual precipitation anomaly is 11.7%. The circulation index in 2016 is consistent with the situation (3), which predicts less precipitation, but the actual situation is 9.5% more precipitation. 2016 is a typical El Niño year, and the anomaly of the atmospheric system caused by the SSP anomaly in the Pacific Ocean may be the possible reason for the failure of the prediction model in 2016 [30,31].

![Diagram](image-url)

**Figure 2.** An analytic diagram of the relationship between the precipitation trend and circulation index in summer in Chongqing based on the CART algorithm. The ‘%’ represents the probability of more or less. The ‘n’ represents more or less annual scores (as below).
Table 1. Combination of summer precipitation trend and circulation index model based on the CART algorithm in Chongqing.

| Situation | Condition 1 | Condition 2 | Condition 3 | Condition 4 |
|-----------|-------------|-------------|-------------|-------------|
| 1         | Northerly “+” of the western Pacific subtropical ridge (74%) | More landfall typhoons “+” (88%) | | |
| 2         | Northerly “+” of the western Pacific subtropical ridge (74%) | Fewer landfall typhoons “−” (50%) | North African Atlantic north American subtropical high north boundary south (83%) | |
| 3         | Southerly “−” of the western Pacific | India’s subtropical high is larger (75%) | | |
| 4         | Southerly “−” of the western Pacific subtropical ridge (30%) | Sub-high area of India is relatively small “−” (21%) | Scandinavian tele-related positive “+” (40%) | 30hpa zonal wind “+” (100%) |
| 5         | Northerly “+” of the western Pacific subtropical ridge (26%) | Fewer landfall typhoons “−” (50%) | North Atlantic north American subtropical high northern boundary “+” (100%) | |
| 6         | Southerly “−” of the western Pacific subtropical high ridge (70%) | India’s sub-high area is smaller (79%) | Scandinavian telecorrelation negative “−” (100%) | |
| 7         | Southerly “−” of the western Pacific subtropical high ridge (70%) | India’s sub-high area is smaller (79%) | Scandinavian telecorrelation positive “+” (60%) | 30hPa latitudinal wind slant small “−” (86%) |

Table 2. Different circulation index anomaly, precipitation prediction and observation from 2011 to 2018.

| Years | Ridge Line of Western Pacific Subtropical High | Landfall Typhoon | India Sub-High Area | North Atlantic North American Subtropical High Northern Border | Scandinavian Telepathic Type | 30 hpa Zonal Wind | Prediction | Observation (%) |
|-------|-----------------------------------------------|-----------------|---------------------|---------------------------------------------------------------|-----------------------------|-------------------|------------|-----------------|
| 2011  | 2.22                                          | 0.14            | −0.04               | 0.48                                                          | 0.04                        | −0.33             | less       | −30.5           |
| 2012  | 2.07                                          | 0.18            | 0.07                | 0.91                                                          | −0.2                        | −5.69             | less       | −22.1           |
| 2013  | −0.10                                         | 0.81            | 0.09                | 1.5                                                           | 0                           | 4.56              | less       | −26.1           |
| 2014  | −1.85                                         | −0.52           | −0.02               | 0.12                                                          | −0.16                       | −3.19             | more       | 6.3             |
| 2015  | 0.62                                          | −0.19           | 0.29                | 1.39                                                          | −0.22                       | 2.72              | more       | 11.7            |
| 2016  | −0.49                                         | −0.19           | 0.36                | 2.73                                                          | −0.36                       | 0.72              | less       | 9.5             |
| 2017  | −2.48                                         | 0.48            | 0.03                | 2.31                                                          | −0.41                       | −1.66             | more       | −14.4           |
| 2018  | 3.79                                          | 1.14            | 0.03                | 2.14                                                          | −0.17                       | −4.5              | less       | −24.8           |
According to the prediction effect test from 2011 to 2018, the prediction accuracy of multi-factor synergy reached 87.5%, which was 25% higher than that of a single factor. In view of the fact that the analysis of the contemporaneous factors is more applied to diagnostic analysis, considering the actual situation of prediction, the SST index modeling of pre-winter (Figure 3) is selected to forecast the business according to the previous method.

Figure 3. Relationship between precipitation trend in summer and SST index in pre-winter based on the CART algorithm in Chongqing.

The combination of summer precipitation trend and winter SST index model based on the CART algorithm in Chongqing is shown in Table 3. In the model, there are 6 cases of lower precipitation and 6 cases of higher precipitation.

The model was tested based on the observation of summer precipitation in Chongqing from 2011 to 2018, the results are shown in Table 4. In the model, if the Atlantic meridional model SST with the highest correlation is considered, the precipitation in Chongqing is low if it is high, while the precipitation in Chongqing is high if it is low. The trend forecast is correct in all years except 2014. If different combinations are considered, from 2011 to 2014, the Atlantic SST to mold is on the high side, and the NINOA is low. The cold tongue ENSO index was small and the predicted precipitation was small in 2013, which is consistent with the situation (1). The difference in the remaining three years is the difference in the western hemisphere warm pool index. In 2011 and 2012, it is consistent with the situation (2), with less predicted precipitation. In 2014 it is consistent with the situation (7), with more predicted precipitation. Signals of SST in 2015 and 2016 are consistent with the situation (10), and too much precipitation is predicted. In 2017 and 2018, it coincided with the situation (3), with less precipitation forecast. From the test, it can be seen that the forecast of precipitation trend in the 8 years from 2011 to 2018 is correct when considering the coordination of multiple factors, which is 12.5% higher than that when considering only a single factor.

The above considers the multi-factor synergy of the decision tree method. Although quantitative prediction of Chongqing’s summer precipitation cannot be achieved, the experiments show that, no matter whether the predictive diagnosis analysis is made by using the previous or the same period factor, it is more obvious than the single index. This also shows that the “climate system”, as a complex system, is the result of the interaction of multiple factors and multiple systems. In the process of diagnosis or prediction, we not only need to analyze the characteristics and cycles of each part of
the system separately, but we must also study the integration behavior of the entire system and the interaction of the sub-system. This process requires statistical analysis of a large number of data such as ocean and atmosphere, as well as various model prediction data, in order to obtain the key factors affecting the local climate, the key regions of different circulation fields, and the key periods when indexes and circulation affect the local climate. With many “blind spots” in the physical processes and research of climate system change, current prediction methods cannot make full use of these huge data resources. It may be an important factor for large climate systems, but not necessarily a critical factor for local climatic characteristics. This will inevitably lead to “lighter and slightly heavier” situations in forecasting analysis, leading to uncertainty in the forecast increased predictive accuracy. Therefore, with the help of decision tree and other machine learning technologies, comprehensive and valuable information can be fully mined from the vast variety of data, so as to discover the main system and collaborative influence mechanism that affect the local climate, which plays a significant role in improving the accuracy of local climate prediction.

3.2. Prediction Experiment of Random Forest Model in Summer

In the actual forecasting business, it is not only necessary to forecast the overall trend of the region, but also to analyze the spatial distribution pattern and forecast the rainfall centers and the occurrence locations. Therefore, based on the average model of the whole city in the previous section, this section uses random forests for prediction of 34 National Meteorological Observatories in Chongqing. In the selection of circulation index, since the actual summer forecast is released in March, the circulation factor that can be obtained at this time can only reach February. Thus, when random forests are used for prediction, this article only uses the early winter SST index modeling, regardless of the constraints such as the distribution conditions, interactions, nonlinear effects, and even missing values of variables.

Figure 4 is the forecast distribution map of random forest precipitation and distribution of actual precipitation anomaly rate over the years 2011–2018.

It can be seen from Figure 4 that there was no consistent or excessive summer precipitation in Chongqing during 2011–2018, which is a case of different spatial distributions, which also makes prediction difficult. Comparing the forecast with the actual situation, the overall trend forecast for 8 years is more accurate. Only the spatial distribution of 2011 and 2015 is slightly different, and the remaining years are relatively accurate in regional forecast. Because the forecast uses a dichotomous trend forecast and cannot be refined for anomalous forecasting, the prediction results are tested at 20% and −20% using Ps, Cc and PC test methods, respectively. The test results are shown in Table 5.

As can be seen from Table 5, the random forest prediction score is higher and more stable. The average Ps, Cc and PC scores for 2014-2018 were respectively 84.6, 0.27 and 67.1. Compared with 72.4, −0.12, and 52.9, which are released by the forecast, they are significantly improved. From the historical comparison, Ps and PC scores are consistent. 2016 and 2017 are roughly equivalent to the released forecasts, and the rest of the years are about 20 points higher than the released forecasts. The Cc score for the correlation between the predicted field and the live field is significantly better than the forecast, and, except for 2015, they all exceed 95% significance test. In contrast, the published forecast shows that Cc scores are mostly negative, which indicates that the predictive typing needs to be improved.
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As can be seen from Table 5, the random forest prediction score is higher and more stable. The average Ps, Cc and PC scores for 2014-2018 were respectively 84.6, 0.27 and 67.1. Compared with 72.4, −0.12, and 52.9, which are released by the forecast, they are significantly improved. From the historical comparison, Ps and PC scores are consistent. 2016 and 2017 are roughly equivalent to the released forecasts, and the rest of the years are about 20 points higher than the released forecasts. The Cc score for the correlation between the predicted field and the live field is significantly better than the forecast, and except for 2015, they all exceed 95% significance test.

In contrast, the published forecast shows that Cc scores are mostly negative, which indicates that the predictive typing needs to be improved.

Figure 4. Forecast and observation distribution of summer precipitation in Chongqing based on random forest. (F) and (O) mean forecasting and observation, respectively.

Table 5. Comparison Table of random forest summer precipitation and release forecast from 2011 to 2018.

| Years | Random Forests | Report | Random Forests | Report | Random Forests | Report |
|-------|----------------|--------|----------------|--------|----------------|--------|
| 2011  | 82.2           | 0.12   | 61.8           | 0.11   | 73.5           | 0.09   |
| 2012  | 95.2           | 0.55   | 85.3           | 0.48   | 68.6           | 0.29   |
| 2013  | 90.3           | 0.28   | 73.5           | 0.22   | 58.8           | 0.15   |
| 2014  | 78.8           | 0.26   | 58.8           | 0.17   | 38.2           | 0.08   |
| 2015  | 79.4           | 0.03   | -0.58          | 0.01   | 58.8           | 0.29   |
| 2016  | 86.1           | 0.31   | -0.06          | 0.00   | 70.6           | 0.25   |
| 2017  | 85.3           | 0.15   | 68.6           | 0.29   | 73.5           | 0.18   |
| 2018  | 84.6           | 0.27   | 67.1           | 0.20   | 73.5           | 0.18   |

Figure 4. Forecast and observation distribution of summer precipitation in Chongqing based on random forest. (F) and (O) mean forecasting and observation, respectively.
Table 3. Combination of summer precipitation trend and prewinter Sea Surface Temperature (SST) model based on the CART algorithm in Chongqing.

| Situation | Condition 1 | Condition 2 | Condition 3 | Condition 4 |
|-----------|-------------|-------------|-------------|-------------|
| 1         | High Atlantic meridional SST (+) (60%) | NINOA low “−” (75%) | Cold tongue ENSO index is larger “+” (90%) | Warm pool index of the western hemisphere is relatively small “−” (75%) |
| 2         | High Atlantic meridional SST (+) (60%) | NINOA low “−” (75%) | Cold tongue type ENSO index is small “−” (50%) | NINO4 low “−” (100%) |
| 3         | High Atlantic meridional SST (+) (60%) | NINOA high “+” (33%) | Warm pool index of the western hemisphere is larger “−” (50%) | NINO4 low “−” (100%) |
| 4         | Low Atlantic meridional SST “−” (48%) | NINOA high “+” (67%) | High SST in tidophilic area “+” (100%) | |
| 5         | Low Atlantic meridional SST “−” (48%) | NINOA high “+” (67%) | Low SST in tidophilic area “−” (25%) | |
| 6         | Low Atlantic meridional SST “−” (48%) | NINOA low “−” (38%) | Low SST in tidophilic area “−” (56%) | Cold tongue type ENSO index is small “−” (80%) |
| 7         | High Atlantic meridional SST (+) (40%) | NINOA high “+” (67%) | The warm pool index of the western hemisphere is relatively small “−” (100%) | |
| 8         | High Atlantic meridional SST (+) (40%) | NINOA high “+” (67%) | Warm pool index of the western hemisphere is larger “+” (50%) | NINO4 high SST “+” (75%) |
| 9         | High Atlantic meridional SST (+) (40%) | NINOA low “−” (67%) | Cold tongue type ENSO index is small “−” (50%) | Warm pool index of western hemisphere is larger “+” (100%) |
| 10        | Low Atlantic meridional SST “−” (52%) | NINOA high “+” (33%) | Low SST in tidophilic area “−” (75%) | Sub-tropical southern Indian Ocean dipole is small “−” (100%) |
| 11        | Low Atlantic meridional SST “−” (52%) | NINOA low “−” (63%) | High SST in tidophilic area “+” (85%) | |
| 12        | Low Atlantic meridional SST “−” (52%) | NINOA low “−” (63%) | Low SST in tidophilic area “−” (44%) | Cold tongue ENSO index is larger “+” (75%) |
Table 4. Test table for predicting summer precipitation effect from 2011 to 2018 based on the winter SST index decision tree model in Chongqing.

| Years | Atlantic Meridional SST | NINOA | Western Hemisphere Warm Pool Index | Cold Tongue Type ENSO Index | SST in Tidophilic Zone | NINO4 | Warm Pool Type ENSO Index | Subtropical Southern Indian Ocean Dipole | Tropical Indian Ocean Dipole | Prediction | Observation (%) |
|-------|--------------------------|-------|-----------------------------------|----------------------------|------------------------|-------|--------------------------|------------------------------------------|-----------------------------|------------|-----------------|
| 2011  | 6.04                     | −0.23 | −0.1                              | −0.46                      | 1.92                   | −0.94 | −0.83                   | 0.6                                      | 0.12                        | less        | −30.5           |
| 2012  | 2.98                     | −0.09 | −0.05                             | −0.5                       | 0.86                   | −0.75 | −0.34                   | −0.41                                    | 0.17                        | less        | −22.1           |
| 2013  | 2.8                      | −0.57 | 0.14                              | 0.16                       | 1.45                   | −0.06 | −0.77                   | −0.61                                    | 0.13                        | less        | −26.1           |
| 2014  | 0.37                     | −0.32 | 0.29                              | −0.06                      | 1.24                   | −0.25 | −0.38                   | −0.53                                    | −0.05                       | more        | 6.3             |
| 2015  | −0.41                    | −0.33 | 0.16                              | 0.49                       | −0.28                  | 0.68  | 0.2                     | −0.26                                    | −0.14                       | more        | 11.7            |
| 2016  | −0.6                     | 0.71  | 2.38                              | 0.24                       | −0.52                  | 1.2   | 1.91                    | −0.43                                    | −0.28                       | more        | 9.5             |
| 2017  | 1.79                     | 0.46  | 0.35                              | −0.29                      | −0.35                  | −0.37 | −0.08                   | 0.53                                     | 0.04                        | less        | −14.4           |
| 2018  | 2.68                     | 0.09  | 0.3                               | 0.46                       | 0.85                   | −0.94 | −0.82                   | 0.06                                     | 0.47                        | less        | −24.8           |

Table 5. Comparison Table of random forest summer precipitation and release forecast from 2011 to 2018.

| Years | Random Forests | Cc | PC |
|-------|----------------|----|----|
|       | Report         | Report | Random Forests | Report | Random Forests | Report |
| 2011  | 82.2           | 0.12 | 61.8 |
| 2012  | 95.2           | 0.55 | 85.3 |
| 2013  | 90.3           | 0.28 | 73.5 |
| 2014  | 78.8           | 58.8 | 0.26 | 0.15 | 58.8 | 38.2 |
| 2015  | 79.4           | 58.2 | 0.03 | −0.58 | 58.8 | 29.4 |
| 2016  | 86.1           | 83.9 | 0.31 | −0.06 | 70.6 | 73.5 |
| 2017  | 85.0           | 85.7 | 0.30 | 0.25 | 64.7 | 67.6 |
| 2018  | 93.5           | 75.4 | 0.44 | −0.37 | 82.4 | 55.9 |
| 2014–2018. | 84.6 | 72.4 | 0.27 | −0.12 | 67.1 | 52.9 |
4. Conclusions and Discussion

By establishing a decision tree model based on multi-factor collaboration for summer precipitation in Chongqing and conducting random forest integration and testing, the following conclusions are reached:

(1) In the concurrent circulation index that affects summer precipitation in Chongqing, the western Pacific subtropical ridge is a very important influencing factor. However, if we only consider the West Pacific sub-ridge ridgeline, there are a total 5 years in the 2011–2018 trend forecast which are accurate. Considering the synergistic effect of the Indian sub-high area and the typhoon landing, the 8-year trend can be accurately predicted, and the trend consistency rate increased by 37.5%. In the case that multiple factors were taken into account for the SST factor in the first winter, the precipitation trend prediction in 8 years was correct, which was 12.5% higher than that in the case that only a single factor of Atlantic meridional model SST was considered. This shows that in the prediction business, as the climate system is the result of the interaction of multiple factors and multiple systems, we not only need to analyze the characteristics and cycles of each part of the system separately, but also need to study the integration behavior of the whole system and the interaction of each subsystem. Using the decision tree to construct a multi-system collaborative impact model is an effective technical method. It is able not only to effectively improve the prediction accuracy, but also the prediction model established by the decision tree is different from the fully black-box effect of the neural network. The affected processes are relatively clear, so there is a higher application prospect for researches such as mechanism analysis.

(2) Using random forest to predict the summer precipitation Ps, Cc and PC scores of Chongqing from 2014 to 2018 are steadily higher than the released forecasts. In addition to the instability of publishing forecasts, the quality of random forest forecasts is relatively stable. The results show that it is feasible to use the random forest algorithm to predict summer rainfall precipitation in Chongqing in actual business. In addition, the random forest algorithm does not have high requirements on data, and it does not need to consider constraints such as the distribution conditions, interaction, nonlinear effects, even missing values of variables. In most cases, the default parameters of the model can give optimal simulation results without tedious parameter adjustment. Therefore, the application of the random forest algorithm in the climate prediction business has good prospects.

In this paper, when using decision trees and random forests to predict and model summer precipitation in Chongqing, although the model has a good prediction effect, it is also a qualitative forecast. Quantitative prediction modeling research has not been carried out, and there are obvious limitations in precipitation prediction and central locations. The author will increase the research and development of multi-factor collaboration, multi-system integration and multi-mode collection technology in subsequent research and business. Further analysis is made on various factors affecting summer rainfall in Chongqing, so as to provide more evidence and clues for improving the precipitation forecasting level in this region.
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