REDDENING AND DISTANCE OF THE LOCAL GROUP STARBURST GALAXY IC 10*
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ABSTRACT

We estimate the reddening and distance of the nearest starburst galaxy IC 10 using deep near-infrared JHK₅ photometry obtained with the Multi-Object InfraRed Camera and Spectrograph (MOIRCS) on the Subaru telescope. We estimate the foreground reddening toward IC 10 using the UBV photometry of IC 10 from the Local Group Survey, obtaining $E(B - V) = 0.52 \pm 0.04$ mag. We derive the total reddening including the internal reddening, $E(B - V) = 0.98 \pm 0.06$ mag, using the UBV photometry of early-type stars in IC 10 and comparing the JHK₅ photometry of red giant branch stars in IC 10 and the Small Magellanic Cloud. Using the Two Micron All Sky Survey point-source catalog of 20 Galactic globular clusters, we derive a relation between the metallicity $[\text{Fe}/\text{H}]_{\text{ICG07}}$ and the slope of the red giant branch in the $K₅ - (J - K₅)$ color–magnitude diagram. The mean metallicity of the red giant branch stars in IC 10 is estimated to be $[\text{Fe}/\text{H}]_{\text{ICG07}} = -1.08 \pm 0.28$. The magnitude of the tip of the red giant branch (TRGB) of IC 10 in the $K₅$ band is measured to be $K_{\text{S,TRGB}} = 18.28 \pm 0.01$. Based on the TRGB method, we estimate the distance modulus of IC 10 to be $(m - M)₀ = 24.27 \pm 0.03$ (random) $\pm 0.18$ (systematic), corresponding to the distance of $d = 715 \pm 10 \pm 60$ kpc. This confirms that IC 10 is a member of the Local Group.
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1. INTRODUCTION

The dwarf irregular galaxy IC 10 is the nearest starburst galaxy so that it plays an important role for understanding the formation and evolution of stars in the starburst galaxies. It is located at the low galactic latitude ($l = 118.9^\circ$, $b = -3.3^\circ$) where the foreground reddening is expected to be large. In addition, the internal reddening of IC 10 may vary spatially due to its strong star-forming activity. Therefore, it is difficult to determine reliably of the reddening and distance of IC 10, and published values for reddening and distance of IC 10 have a large range: $E(B - V) = 0.5$–2 and $d = 500$–3 Mpc, respectively (Massey & Armandroff 1995; Saha et al. 1996; Wilson et al. 1996; Sakai et al. 1999; Borissova et al. 2000; Hunter 2001; Demers et al. 2004; Vacca et al. 2007; Sanna et al. 2008; Goncalves et al. 2008). During the last decade, these ranges were decreased but are still large: $E(B - V) = 0.8$–1.2 and $d = 500$–1 Mpc (see Demers et al. 2004 and Table 5 in this study for details).

Since Mayall (1935) found that IC 10 is an extra-galactic object, there were several studies to determine the distance to IC 10. In the early days the distance to IC 10 was estimated to be from 1.3 Mpc to 3 Mpc, based on the size of the H II regions (e.g., Roberts 1962; de Vaucouleurs & Ables 1965; de Vaucouleurs 1978; Sandage & Tammann 1974). Jacoby & Lesser (1981) determined the upper limit of the distance to IC 10 to be 1.8 Mpc ($(m - M)₀ = 26.28$) using the planetary nebula as a standard candle. Using the brightest red supergiants and blue supergiants, Karachentsev & Tikhonov (1993) derived a distance modulus of $(m - M)₀ = 25.08$ ($d = 1.04 \pm 0.09$ Mpc). Massey & Armandroff (1995) used the Wolf–Rayet stars and the bluest stars to obtain a distance modulus of $(m - M)₀ = 24.9$ ($d = 0.96$ Mpc). Saha et al. (1996) and Wilson et al. (1996) used the Cepheid variables to obtain a distance modulus of $(m - M)₀ = 24.59 \pm 0.30$ ($d = 0.83$ Mpc) and $(m - M)₀ = 24.57 \pm 0.21$ ($d = 0.82 \pm 0.08$ Mpc), respectively. Sakai et al. (1999) used the Cepheid variables and the $I$-band magnitude of the tip of the red giant branch (TRGB) stars to derive a distance of $(m - M)₀ = 24.1 \pm 0.2$ ($d = 600 \pm 60$ kpc) and $23.5 \pm 0.2$ ($d = 500 \pm 50$ kpc), respectively.

Borissova et al. (2000) have determined the reddening of $E(B - V) = 1.05 \pm 0.10$ and a distance modulus of $(m - M)₀ = 23.86 \pm 0.12$ for IC 10 by comparing the $JHK$ photometry of the red supergiants of IC 10 and IC 1613. Hunter (2001) used the TRGB to determine a distance to IC 10 of $(m - M)₀ = 24.95 \pm 0.2$ adopting the reddening of $E(B - V) = 0.77$, using F555W and F814W data obtained using the Hubble Space Telescope (HST)/Wide Field and Planetary Camera 2 (WFPC2). Demers et al. (2004) determined a distance modulus of $(m - M)₀ = 24.35 \pm 0.11$ (741 ± 37 kpc), using the mean apparent magnitude of the C stars. Using the luminosity function of planetary nebula, Kniazev et al. (2008) obtained a distance modulus of $(m - M)₀ = 24.36^{+0.18}_{-0.10}$. Vacca et al. (2007) derived a distance modulus of $(m - M)₀ \sim 24.5$ by comparing the location of C stars in the ([F814W]–$K'$) – $K'$ color–magnitude diagram (CMD) of IC 10 with those of the SMCs. They also derived a distance modulus of $(m - M)₀ = 24.48 \pm 0.08$ by comparing the location of the TRGB in the CMD of IC 10 with that of the SMC. Sanna et al. (2008) obtained a distance

* Based on data collected at Subaru Telescope, which is operated by the National Astronomical Observatory of Japan.
Table 1
Observation Log for IC 10

| Filter | Exposure Time | Date       |
|--------|---------------|------------|
| J      | 13 s, 9 × 100 s | 2005 Dec 9 |
| H      | 13 s, 9 × 75 s  | 2005 Dec 9 |
| Ks     | 13 s, 9 × 135 s | 2005 Dec 9 |

Note. Column 1: filter, Column 2: exposure time, Column 3: observation date (UT).

The purpose of this paper is to estimate the foreground/total reddening toward IC 10 and the distance to IC 10 with high accuracy using deep near-infrared (NIR) JHKs photometry obtained with the Subaru telescope and also using the optical photometry of IC 10 in the literature. Accurate estimation of the distance to IC 10 is important to understand the nature of IC 10. This paper is composed as follows. Section 2 describes the observation and data reduction, and Section 3 presents the \( K_s - (J - K_s) \) CMDs of stars in IC 10. Section 4 estimates the foreground reddening toward IC 10 and the total reddening of IC 10. In Section 5, we derive a relation between metallicity \([\text{Fe}/\text{H}]_{\text{c97}}\) and the red giant branch (RGB) slope in the \( K_s - (J - K_s) \) CMD, and we use it to estimate the mean metallicity of the RGB stars in IC 10. Then we determine the distance to IC 10 using the J-, H-, and \( K_s \)-band magnitudes of the TRGB. In Section 6, we compare our results to those in the previous studies. Primary results of this study are summarized in Section 7. Throughout this paper, quoted errors are for \( \pm 1\sigma \) confidence level.

2. OBSERVATION AND DATA REDUCTION

2.1. Observation

Deep imaging observations were carried out on 2005 December 9 with Multi-Object InfraRed Camera and Spectrograph (MOIRCS), a wide-field imaging camera and spectrograph on the Subaru telescope. MOIRCS consists of two HAWAII-2 HgCdTe arrays and has a field of view of \( 4' \times 7' \) with a spatial resolution of 0.117 pixel\(^{-1}\).

We observed a field centered at IC 10 (R.A. [J2000.0] = 00\(^{h}\)20\(^{m}\)17\(^{s}\)303, decl. [J2000.0] = +59\(^{\circ}\)18\(^{\prime}\)13\(^{\prime\prime}\)66) with a dithering mode using the J-, H-, and \( K_s \)-band filters.\(^6\) Our observation log is given in Table 1. Total exposure times are 900 s, 675 s, and 1215 s for the J, H, and \( K_s \) bands, respectively. Seeing was excellent during the observations, 0.5–0.6

2.2. Data Reduction

Preprocessing of the images was performed in the standard manner by subtracting dark and bias and by performing flat correction using IRAF/XDIMSUM. We corrected the optical distortion of the images that is well fit by the third-order polynomial as a function of the distance from the optical center \((x_c = 858, y_c = 1034)\) on chip 1, \((x_c = 1178, y_c = 1012)\) on chip 2,\(^7\) where \(x_c\) and \(y_c\) are coordinates of the center in each chip. Individual long exposure images were combined with XDIMSUM\(^8\) to make a single mosaic image and to remove the varying sky fluctuation in each band.

Figure 1 shows a gray-scale map of the \( K_s \)-band image of IC 10. North is up and east to the left. The size of the field of view is \( 4' \times 7' \). The observed field is divided into three subregions (R1, R2, and R3) for the analysis.

\(^5\) http://www.subarutelescope.org/Observing/Instruments/MOIRCS/index.html
\(^6\) http://www.subarutelescope.org/Observing/Instruments/MOIRCS/imag_sensitivity.html
\(^7\) http://www.subarutelescope.org/Observing/Instruments/MOIRCS/imag_information.html
\(^8\) http://iraf.noao.edu/iraf/ftp/iraf/extern-v212/xdismum

Figure 1. Gray-scale map of \( K_s \)-band image of IC 10. North is up and east to the left. The size of the field of the view is \( 4' \times 7' \). The observed field is divided into three subregions (R1, R2, and R3) for the analysis.

on chip 2),\(^7\) where \(x_c\) and \(y_c\) are coordinates of the center in each chip. Individual long exposure images were combined with XDIMSUM\(^8\) to make a single mosaic image and to remove the varying sky fluctuation in each band.

Figure 1 shows a gray-scale map of the \( K_s \)-band image of IC 10. North is up and east to the left. The size of the field of view is \( 4' \times 7' \). The observed field is divided into three subregions (R1, R2, and R3) for the analysis.

We divided the entire observed field (called RA) into three subregions for the following analysis as shown in Figure 1: R2 for the central region, and R1 and R3 for the northern and southern outer regions, respectively. We listed the mean surface density of stars in each region in Table 2. The mean surface density of stars in the R2 region is \( \sim 0.7\ arcsec^{-2} \), and that of the R1 and R3 regions is \( \sim 0.4\ arcsec^{-2} \). Therefore, there are a factor of 1.8 times more
Table 2
Parameters for Observed Regions

| Region | Area (′′²) | Number of Stars (Number) | Number Density (number/′′²) | Remark |
|--------|------------|--------------------------|-----------------------------|--------|
| RA     | 105564     | 52.054                   | 0.49                        | The entire region |
| R1     | 35354      | 12.299                   | 0.75                        | The northern outer region |
| R2     | 35190      | 26.004                   | 0.74                        | The central region |
| R3     | 35019      | 13.751                   | 0.39                        | The southern outer region |

Notes. Column 1: region name. RA indicates the entire observed region, and R1, R2, and R3 indicate three subregions (see Figure 1). Column 2: geometric area of the selected region in units of arcsec². Column 3: the number of detected stars in each region. Column 4: surface number density of the stars in each region in units of number/arcsec². Column 5: remark.

stars per unit area in the central region compared to the outer regions.

Instrumental magnitudes of point sources in the images were derived from the combined images for each filter, using a custom software alfphot, which automatically runs a combination of DAOPHOT, ALLSTAR, MONTAGE2, and ALLFRAME (Stetson 1994). We transformed the instrumental magnitudes onto standard magnitudes using $JHK_s$ photometry in the Two Micron All Sky Survey (2MASS) point-source catalog for the objects that are common with those in our observation. We selected several tens of bright stars in the 2MASS point-source catalog with good quality flags (AAA), and matched these sources with those in our observation. Due to the large difference in the seeing size (full width at half-maximum (FWHMs)) between 2MASS images (~ 3′′) and the present Subaru $JHK_s$ images (~ 0′.5), we consider the matches with the matching distance smaller than 0′.9. Figure 2 displays the difference between the 2MASS magnitudes and the instrumental magnitudes for these stars. We used the data points inside the boxes in each panel for calibration. The mean values for the differences (the 2MASS magnitudes minus the instrumental magnitudes in this study) are: $2.92 \pm 0.06$ mag (31 stars), $2.99 \pm 0.09$ mag (29 stars), $2.20 \pm 0.07$ mag (37 stars), for $J$, $H$, and $K_s$, respectively. Therefore, the mean errors for calibration are 0.010, 0.017, and 0.012 for $J$, $H$, and $K_s$, respectively. It is known that the effect of the color term is negligible between the 2MASS photometric system and NIR photometric system in Mauna Kea Observatories (Legget et al. 2006) so that we did not consider any color term for the standard calibration.

The final catalog of the $JHK_s$ photometry of IC 10 includes ~ 52,000 stars. The magnitude limits are $J \sim 22$, $H \sim 21.5$, and $K_s \sim 21$ mag, respectively. In Figure 3, we display mean photometric errors of the stars in the $K_s$ magnitude. The photometric errors in Figure 3 represent the mean of the photometric errors of DAOPHOT/ALLFRAME photometry at a given magnitude range. These errors were derived from the photometry of the combined images for each filter, hence represent the photon noise. We also checked the errors due to frame-to-frame repeatability using the photometry of individual images, finding that they are similar to those derived from the combined images.

2.3. Comparison with Previous Photometry

Borissova et al. (2000) presented the $JHK$ photometry of bright stars in a central 3′.6 × 3′.6 field of IC 10. We compared our photometry with that of Borissova et al. (2000), displaying

Figure 2. Differences between the 2MASS magnitudes (upper cases) and the instrumental magnitudes from the present Subaru observations (lower cases) for the stars common between the 2MASS point source catalog and this study. The data points inside the box in each panel are used for standard calibration.
Figure 3. Mean photometric errors in the $K_S$ magnitude and the $(J - K_S)$ and $(J - H)$ colors as a function of the $K_S$ magnitude. The error bar indicates $1\sigma$ error in each magnitude bin.

Figure 4. Comparison of the magnitudes in this study and those in Borissova et al. (2000) for (a) $J$, (b) $H$, and (c) $K_S$ bands, respectively. In each panel, the solid line represents a mean difference with $2\sigma$ clipping for bright stars with $J < 17$, $H < 16$, and $K_S < 16$ mag; $\Delta J = 0.14$ mag, $\Delta H = 0.18$ mag, and $\Delta K_S = 0.05$ mag, where $\Delta$ means this study minus Borissova et al. (2000).

the magnitude differences between this study and Borissova et al. (2000) in Figure 4. The mean magnitude differences (this study minus Borissova et al. 2000) with $2\sigma$ clipping are $+0.23$, $+0.29$, and $+0.11$ mag for the $J$, $H$, and $K_S$ bands, respectively. If we use only the bright stars with $J < 17$, $H < 16$, and $K_S < 16$ mag, these differences decrease significantly: $+0.14$, $+0.18$, and $+0.05$ mag for the $J$, $H$, and $K_S$ bands, respectively. Our magnitudes are slightly fainter than Borissova et al.’s (2000).

To understand the cause of this magnitude difference, we estimate the effect of source blending due to the difference in the spatial resolution. Note that the data used for Borissova et al. (2000) were obtained under the seeing of $1'' - 1.2'$ and the scale of the NIR detector of $0.85$ pixel$^{-1}$. To estimate the degree of brightening of a source due to the unresolved nearby faint point sources, we first compared the luminosity function of point sources in the region common between the two studies. For the bright point sources with $K_S < 16$ mag, there are 219 point sources in Borissova et al. (2000), which is similar to the number of sources found in this study, i.e., 221. For the fainter sources with $16 < K_S < 17$ mag, we found 295 point sources in Borissova et al. (2000), which is much smaller than the number of sources found in this study, i.e., 739. This is consistent with the incompleteness results given in Borissova et al. (2000).

We assume that the faint point sources with $K_S > 17$ mag, which were completely or partially detected in this study, are merged into the nearby brighter stars with $K_S < 16$ mag due to the poor spatial resolution. With this assumption and the seeing FWHM of Borissova et al. (2000), we computed the mean brightness of those sources and found that the mean brightness of brighter stars ($J < 17$ mag, $H < 16$ mag, and $K_S < 16$ mag) increases by $0.106(J)$, $0.057(H)$, and $0.049(K_S)$. With these correction values, the magnitude differences between ours and Borissova et al.’s (2000) decrease to small values of $0.03(J)$, $0.12(H)$, and $0.00(K_S)$, respectively. Therefore, the magnitude differences between the two studies are mainly due to the difference in the spatial resolution of the images. We note that the $JHK_S$ photometry of this study is significantly deeper ($\sim 2$ mag) than that of Borissova et al.’s (2000). Therefore, a large scatter at fainter magnitudes ($K_S > 16$ mag) in Figure 4 is mainly due to the large photometric errors in Borissova et al. (2000).

3. COLOR–MAGNITUDE DIAGRAMS

In Figure 5, we display the $K_S - (J - K_S)$ CMD of the measured stars in the entire observed region and three
the foreground reddening toward IC 10, we selected bright foreground MS stars inside the large tilted box in Figure 6(a).

Figure 6(b) shows the \((U-B)-(B-V)\) diagram of these selected foreground MS stars. We adopted \(E(U-B)/E(B-V) = 0.72\), and showed the reddening direction for one magnitude visual extinction by an arrow in Figure 6(b). Recently, Zagury (2007) argued that there might be insignificant difference in the extinction law among the Milky Way, LMC, and SMC. We binned the data in \((B-V)\) color with a magnitude bin size of 0.05 and fitted these with the empirical fiducial relation for the MS (Schmidt-Kaler 1982) using the chi-square minimization method. We obtained the best-fit value of \(E(B-V) = 0.52 \pm 0.04\) with 90% confidence level. This value is \(\sim 3\) times smaller than that in Schlegel et al. (1998), \(E(B-V) = 1.527\). It is noted that the reddening values for the low galactic latitude in Schlegel et al. (1998) have a large uncertainty.

Due to the large sky area of the Local group Survey (Massey et al. 2007) and the low galactic latitude of IC 10, there might be spatial variation of the foreground reddening. To investigate any variation of the foreground reddening, we divided the sample of the foreground MS stars in the Local group Survey into four groups with different galactocentric distance \((r)\). Using the same method applied to estimate the foreground reddening for the total sample, we obtained the values \(E(B-V) = 0.56 \pm 0.08, 0.52 \pm 0.06, 0.50 \pm 0.05,\) and \(0.52 \pm 0.07\) for \(r < 5', 5' < r < 8', 8' < r < 10',\) and \(10' < r < 13'\), respectively. This result shows that there is little spatial variation of the foreground reddening over the field in this study. Therefore, we adopt the foreground reddening derived using the total sample of Massey et al. (2007) as a foreground reddening toward IC 10.

The value for the foreground reddening of IC 10 derived above would be a lower limit for the following reasons. First, the \((U-B)\) color distribution of the foreground MS stars used for the reddening estimate shows a large dispersion of \(\sigma = 0.13\), which is \(\sim 4\) times larger than the mean photometric error. Second, the foreground reddening was estimated by using the mean colors of MS stars rather than the colors of individual stars. This large dispersion in the color of stars could be generally caused by (1) different galactic stellar population with different metallicity toward IC 10, (2) photometric errors of observation, or (3) differential reddening of individual stars in the direction of IC 10. Because we observed a field in the very low galactic latitude \((b = -3°33')\), we may see through the Galactic thin disk in which the stellar population may be somewhat homogeneous, having similar metallicity and age. Therefore, the effect of the stellar population for the large color dispersion may be negligible. The photometric uncertainty should not be a cause for the large color dispersion in IC 10, because we considered only the bright stars with small photometric errors. Therefore, we conclude that the large dispersion in the \((U-B)\) color of the foreground stars is mainly attributed to the differential reddening of stars toward IC 10.

Using the relation between the \(UBV\) photometric system and MK spectral classification of Schmidt-Kaler (1982) and the derived foreground reddening, \(E(B-V) = 0.52\), we computed the \(V\)-band distance moduli of the foreground MS stars in the tilted box of Figure 6(a). We found that 90% of foreground stars are within \(\sim 7\) kpc from the Sun with a median distance of \(\sim 3.7\) kpc, consistent with the galactic longitude of IC 10, \(l = 118°95'\). We also found that the faintest \((V \approx 22\) mag\) red MS stars are located at the similar distance to that of the brightest \((V \approx 16\) mag\) blue MS stars, while there is a significant spatial spread for stars with intermediate colors.

(A color version of this figure is available in the online journal.)

**Figure 6.** (a) \(V-(B-V)\) CMD of the 550 square arcmin field of IC 10 obtained from the Local Group Survey (Massey et al. 2007). Open triangles represent the bright MS stars in IC 10. The stars inside the tilted box are foreground MS stars belonging to the Galaxy. (b) The \((U-B)-(B-V)\) color–color diagram of IC 10. Open triangles and dots represent the MS stars of IC 10 and the Galaxy, respectively, as selected from (a). The dotted, long dashed, and solid lines represent the intrinsic MS sequence (Schmidt-Kaler 1983) reddened according to \(E(B-V) = 0.00, 0.52,\) and 0.95, respectively. The arrow indicates the reddening direction and its length corresponds to one magnitude extinction for \(V\) band.

Subregions. The number density contour maps are overplotted to show clearly the morphology of the RGB. Several features are noted in Figure 5. First, the most distinguishable feature is an RGB population with \(1 < (J-K_S) < 2\), showing that most of the resolved stars are red giants with \(K_S = 18.3-20.5\) mag. Second, there is an additional notable feature brighter than the brightest part of the RGB, which is an AGB population. AGB stars have \(K_S\) magnitudes of 17–18 mag. Third, there is a horizontal feature extended to the redder color from the brightest part of the AGB, which are mostly carbon stars. Fourth, there is an almost vertical bright sequence with \(0.5 \lesssim (J-K_S) \lesssim 1\), which are mostly foreground main-sequence (MS) stars belonging to the Galaxy.

**4. REDDENING OF IC 10**

We estimate both foreground and internal reddening of IC 10 using the \(UBV\) photometry from the Local Group Survey given by Massey et al. (2007) and the \(JHK_s\) photometry in this study. We adopted the extinction laws for \(R_V = 3.3\), \(A_U/A_V = 0.2957, A_B/A_V = 0.1869,\) and \(A_{K_S}/A_V = 0.1206\) (Cardelli et al. 1989).

**4.1. Foreground Reddening**

We estimate the foreground reddening toward IC 10 using the \(UBV\) photometry of the foreground stars in the direction of IC 10. We use the \(UBV\) photometry of a \(20' \times 30'\) field covering IC 10 given in the Local Group Survey (Massey et al. 2007). Figure 6(a) displays the optical \(V-(B-V)\) CMD of these stars. The majority of point sources seen in the CMD are foreground stars. The blue plume fainter than \(V \approx 18\) mag in the CMD represents mainly the bright MS stars in IC 10. To estimate
4.2. Total Reddening

The total reddening of IC 10 consists of the foreground reddening (due to the interstellar dust in the Milky Way) and the internal reddening (due to the interstellar dust in IC 10). We applied two different approaches to estimate the total reddening: (1) comparing the mean NIR colors of RGB stars in IC 10 and those in the SMC in the $K_S - (J - K_S)$ CMD, and (2) using the $(U - B) - (B - V)$ diagram of the early-type stars in IC 10.

4.2.1. NIR Colors of the RGB Stars

Since the mean NIR color of the RGB stars in a galaxy is expected to be similar to that of another galaxy with a similar metallicity, we can use the mean NIR color of the RGB stars to estimate the reddening of a galaxy. We selected the SMC as a comparison with IC 10, because the SMC, a nearby dwarf irregular galaxy, is known to have a similar metallicity to that of IC 10 (Cioni et al. 2000a).

We used the $JHK_S$ photometry of the SMC stars given by Kato et al. (2007). Their photometry is given in the 2MASS system and reaches $\sim 3$ mag deeper than the 2MASS. We compared the mean NIR colors of the RGB stars of IC 10 and the SMC as follows, assuming that the difference in metallicity between two galaxies is small ($\lesssim 0.2$ dex). Because our $JHK_S$ photometry of IC 10 includes stars $\sim 2.0$ mag fainter than the TRGB, we compared the mean colors of RGB stars with $K_{S,TRGB} < K_S < K_{S,TRGB} + 1.5$, where $K_{S,TRGB}$ is an apparent magnitude of the TRGB in the $K_S$ band.

The TRGB magnitude for IC 10 is $K_{S,TRGB} = 18.28$ mag as derived in Section 5. We estimated the $K_{S,TRGB}$ of the SMC as follows. To take advantage of multi-band photometry, we select the candidate RGB and AGB stars with negligible internal reddening in the SMC using both optical and NIR photometry of the SMC. Using the deep optical photometry of the SMC given by Zaritsky et al. (2002), we selected RGB and AGB stars in the outskirts of the SMC where the internal reddening for the RGB stars is expected to be negligible (Zaritsky et al. 2002). We matched the selected RGB and AGB stars to those in the NIR catalog of Kato et al. (2007), obtaining an NIR photometric list of RGB and AGB stars in the outer region of the SMC. With these RGB and AGB candidates, we determine the magnitude of the TRGB in the SMC to be $K_{S,TRGB} = 12.85$ mag. This value is very similar to that given in Kato et al. (2007), $K_{S,TRGB} = 12.80$ mag. However, this value is about 0.2 mag fainter than that given by Cioni et al. (2000a), $K_{S,TRGB} = 12.62$ mag, who used the DENIS catalog toward the Magellanic Clouds (Cioni et al. 2000b).

We derived the mean loci of RGB stars in IC 10 and SMC with $0.2$ mag interval in the $K_S$ band, and estimated the mean and dispersion of the $(J - K_S)$ colors by fitting the color distributions of RGB stars with a Gaussian function. Figure 7 displays the $K_S - (J - K_S)$ CMD of IC 10 with the mean locus of RGB stars for IC 10 (solid line) and that for the SMC (filled circles). The RGB locus for the SMC was shifted horizontally so that the TRGB of the SMC matches that of IC 10. Then the RGB locus of the SMC was shifted horizontally so that it matches that of IC 10. We found an excellent agreement between two RGB loci. The difference in reddening between IC 10 and the SMC thus derived is $\Delta E(J - K_S)(IC 10–SMC) = 0.56 \pm 0.02$ mag and $\Delta E(B - V)(IC 10–SMC) = 0.97 \pm 0.03$ mag. Here the error represents the mean error of the derived mean color.

It is noted that the RGB slope of IC 10 is very similar to that of the SMC, supporting the assumption employed in this analysis. Adopting the foreground reddening of the SMC of $E(B - V) = 0.04$ given in Schlegel et al. (1998), we derive a value for the total reddening of the RGB stars in IC 10, $E(B - V) = 1.01 \pm 0.03$.

4.2.2. $UBV$ Photometry of Bright Blue Stars of IC 10

Using the $UBV$ photometry of bright blue MS stars IC 10 from the Local Group Survey (Massey et al. 2007), we directly estimated the total reddening for IC 10. We selected bright blue stars in IC 10 with the conditions: $B < 22.5$ mag, $-1.0 < (U - B) < 0.2$, and $0.3 < (B - V) < 1.0$. These stars were plotted as triangles in Figure 6. We obtained the reddening of individual stars comparing the empirical fiducial line of the MS (Schmidt-Kaler 1982) and the selected bright blue stars in the $(U - B) - (B - V)$ diagram, as shown in Figure 6(b). The mean value for the total reddening is measured to be $E(B - V) = 0.95 \pm 0.06$. This value is in good agreement with the total reddening of $E(B - V) = 1.01 \pm 0.03$ derived using NIR colors of the RGB stars.

Taking an average of the two estimates, we derive a value of $E(B - V) = 0.98 \pm 0.06$ for the total reddening for IC 10, which is used in the subsequent analysis. This result is similar to the values $E(B - V) = 1.05 \pm 0.10$ given by Borissova et al. (2000) and $E(B - V) = 1.16$ given by Sakai et al. (1999), but it is larger than other previous estimations based on various observations and methods (see Table 3). It is noted that Massey et al. (2007) derived a reddening value of $E(B - V) = 0.81$ for IC 10, which is smaller than our estimation, although both studies used the same photometric catalog.

5. DISTANCE TO IC 10

5.1. The RGB Slope and Metallicity

Lee et al. (1993) suggested that the absolute magnitude of the TRGB in the $I$ band is a primary distance indicator for resolved galaxies, since it depends little on metallicity ([Fe/H] $< -0.7$ dex) and age ($>a$ few gigayears) of old stellar populations. However, the absolute magnitudes of the TRGB depend on metallicity much more in the $JHK_S$ bands than in the $I$ band (e.g., Valenti et al. 2004; Ferraro et al. 2006). Therefore,
we need to know the metallicity of RGB stars when using the NIR TRGB magnitudes for the distance estimation.

It is known that the RGB slope of old stellar populations in the CMD is sensitive to the metallicity, while insensitive to age, and that the RGB slope has a strong correlation with metallicity (e.g., Kuchinski & Frogel 1995; Kuchinski et al. 1995; Mighell et al. 1998).

Therefore, the RGB slope can be used to estimate the metallicity of old stellar populations. Since the slope of the RGB does not depend either on reddening or on distance, the mean metallicity of the RGB stars estimated from the RGB slope is independent of the reddening and distance of RGB stars. The RGB slope can be measured using RGB stars in a full range of magnitudes or in a specific magnitude range: RGB stars with brightness of the top of horizontal branch (HB) to 4.6 mag brighter in the $K - (J - K)$ CMD (Kuchinski & Frogel 1995; Kuchinski et al. 1995) or stars on the RGB from top of the HB to 2.0 and 2.5 mag brighter in the $V - (B - V)$ CMD (Mighell et al. 1998).

We derived a relation between the RGB slope in the $K_S - (J - K_S)$ CMD and the metallicity of Galactic globular clusters, where the RGB slope is measured using the RGB stars in the bright $\sim 2$ mag range as well as in several other magnitude ranges. We selected a photometric sample of 20 Galactic globular clusters as calibrators from the 2MASS point-source catalog. The members of each globular cluster were selected inside two to four times of the half-mass radii ($r_h$) of the globular cluster depending on the tidal radii ($r_t$) of clusters, where the outer boundary is chosen to minimize the background contamination and to maximize the number of the cluster members. We note that the basic parameters of Galactic globular clusters such as positions and $r_h$ are based on the literature (Harris 1996), unless otherwise noted. In addition, we selected stars having 2MASS $r_d$-flux values of 1.2, or 3, which indicate the best quality detections, photometry, and astrometry. With these selection criteria, the number of stars in each globular cluster is $100-3000$ depending on the apparent size of a globular cluster. We derived the mean locus of the RGB stars in the $K_S - (J - K_S)$ CMD by iterative fitting with second-order polynomial equations clipping the stars deviating by $3\sigma$ from the fitted line. We determined the position of the TRGB by careful visual inspection. We estimated the RGB slopes in several magnitude steps, between the magnitude of the TRGB and the magnitudes fainter than that of the TRGB, using the mean locus of the globular cluster.

In Table 3, we list the parameters of the Galactic globular clusters that were used for calibrating the relation between the RGB slope and the metallicity. We note that the values of [Fe/H]$_{CG97}$ (Carretta & Gratton 1997) come from the literature such as Harris (1996), Ferraro et al. (1999, 2000), and Valenti et al. (2007). We transformed [Fe/H]$_{ZW}$ into [Fe/H]$_{CG97}$ using Equation (7) in Carretta & Gratton (1997), [Fe/H]$_{CG97} = -0.618 - 0.097$[Fe/H]$_{ZW} - 0.352$[Fe/H]$_{ZW}$.

The RGB slopes as a function of [Fe/H]$_{CG97}$ (Carretta & Gratton 1997) are displayed for several magnitude steps in Figure 8. The best linear least-squares fit results of the relation between [Fe/H]$_{CG97}$ and the RGB slope are derived as follows:

$$[\text{Fe}/\text{H}]_{CG97,S_{15}} = 0.09(\pm 0.02)S_{15} - 0.48(\pm 0.19)[\sigma = \pm 0.34]$$

(1)

$$[\text{Fe}/\text{H}]_{CG97,S_{90}} = 0.10(\pm 0.02)S_{90} - 0.36(\pm 0.18)[\sigma = \pm 0.31]$$

(2)

$$[\text{Fe}/\text{H}]_{CG97,S_{02}} = 0.11(\pm 0.02)S_{02} - 0.25(\pm 0.17)[\sigma = \pm 0.28]$$

(3)

$$[\text{Fe}/\text{H}]_{CG97,S_{20}} = 0.11(\pm 0.02)S_{20} - 0.16(\pm 0.16)[\sigma = \pm 0.26]$$

(4)

$$[\text{Fe}/\text{H}]_{CG97,S_{25}} = 0.11(\pm 0.01)S_{25} - 0.09(\pm 0.15)[\sigma = \pm 0.23]$$

(5)

$$[\text{Fe}/\text{H}]_{CG97,S_{30}} = 0.11(\pm 0.01)S_{30} - 0.02(\pm 0.15)[\sigma = \pm 0.22]$$

(6)

$$[\text{Fe}/\text{H}]_{CG97,S_{35}} = 0.11(\pm 0.01)S_{35} + 0.03(\pm 0.17)[\sigma = \pm 0.20]$$

(7)

$$[\text{Fe}/\text{H}]_{CG97,S_{40}} = 0.11(\pm 0.01)S_{40} + 0.07(\pm 0.13)[\sigma = \pm 0.19]$$

(8)

where $S_{05}, S_{10}, S_{15}, S_{20}, S_{25}, S_{30}, S_{35},$ and $S_{40}$ are linearly fitted slopes in magnitude ranges between the TRGB and 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, and 4.0 mag fainter than the TRGB, respectively. The uncertainties for parameters and fitting errors are given in parentheses and brackets, respectively. These uncertainties decrease with increasing the magnitude ranges of RGB stars.

Our photometric catalog of IC 10 reaches only $\sim 2$ mag fainter than the TRGB. Therefore, we estimated the mean metallicity of the bright RGB stars in IC 10 by computing $S_{15}$ and using Equation (3) (see Table 4). The mean metallicity of the RGB stars in the entire region (RA) is measured to be [Fe/H]$_{CG97} = -1.08 \pm 0.28$. The [Fe/H]$_{CG97}$ of the central region (R2) of IC 10 ([Fe/H]$_{CG97} = -1.06 \pm 0.28$) is very similar to that of outer regions (R1 and R3) ([Fe/H]$_{CG97} = -1.05 \pm 0.28$). The metallicity of the RGB stars corresponding to intermediate age and old populations in IC 10 is expected to be smaller compared to that of the young stellar population such as H ii regions. Garnett (1990) presented a value for the [O/Fe]$_{CMC} = 28.05$ derived from the analysis of the data for the H ii regions. This corresponds to a metallicity of [Fe/H]$_{CG97} = -0.8$ (Battinelli & Demers 2005), which is higher than that of RGB stars estimated in this study. We note that the young stellar population hardly affects the determination of the RGB slope and TRGB for IC 10 because the number of young stars in the RGB region in the CMD is negligible. We matched the young stellar populations (triangles in Figure 6) with $HHK_S$ photometry and found only $\sim 350$ matched sources. This number is negligible compared with the number of the RGB stars used in estimating the RGB slopes and the TRGB.
Figure 8. Relation between the RGB slope and [Fe/H]_{CCCP} in the $K_S - (J - K_S)$ CMD. $S_{05}$, $S_{10}$, $S_{15}$, $S_{20}$, $S_{25}$, $S_{30}$, $S_{35}$, and $S_{40}$ represent the slope of the RGB in the magnitude range between the TRGB and 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, and 4.0 magnitude fainter than that of TRGB, respectively. The solid line represents the best linear fit to the data.

### Table 3
Parameters for Galactic Globular Clusters

| Name | Other Name | [Fe/H]_{CCCP} | $S_{05}$ | $S_{10}$ | $S_{15}$ | $S_{20}$ | $S_{25}$ | $S_{30}$ | $S_{35}$ | $S_{40}$ |
|------|------------|---------------|----------|----------|----------|----------|----------|----------|----------|----------|
| NGC 104 | 47Tuc | -0.70 | -5.87 | -6.12 | -6.39 | -6.66 | -6.94 | -7.22 | -7.52 | -7.82 |
| NGC 288 |  | -1.07 | -5.22 | -5.65 | -6.11 | -6.59 | -7.10 | -7.61 | -8.15 | -8.69 |
| NGC 362 |  | -1.15 | -7.74 | -7.98 | -8.22 | -8.48 | -8.73 | -8.99 | -9.25 | -9.52 |
| NGC 1851 |  | -1.08 | -5.12 | -5.64 | -6.16 | -6.67 | -7.19 | -7.70 | -8.21 | -8.73 |
| NGC 1904 | M79 | -1.37 | -7.45 | -8.22 | -8.98 | -9.72 | -10.46 | -11.20 | -11.93 | -12.65 |
| NGC 5466 |  | -2.14 | -18.54 | -18.72 | -18.91 | -19.12 | -19.34 | -19.58 | -19.83 | -20.08 |
| NGC 6121 | M4 | -1.19 | -7.80 | -7.98 | -8.19 | -8.40 | -8.63 | -8.88 | -9.15 | -9.43 |
| NGC 6171 | M107 | -0.87 | -5.60 | -6.00 | -6.43 | -6.87 | -7.32 | -7.79 | -8.27 | -8.76 |
| NGC 6205 | M13 | -1.39 | -7.42 | -8.00 | -8.58 | -9.17 | -9.76 | -10.36 | -10.95 | -11.55 |
| NGC 6304 |  | -0.75 | -5.11 | -5.58 | -6.07 | -6.56 | -7.07 | -7.58 | -8.10 | -8.62 |
| NGC 6624 |  | -0.63 | -7.45 | -7.63 | -7.83 | -8.03 | -8.26 | -8.50 | -8.76 | -9.03 |
| NGC 6637 | M69 | -0.77 | -7.44 | -7.60 | -7.77 | -7.96 | -8.16 | -8.38 | -8.62 | -8.88 |
| NGC 6656 | M22 | -1.48 | -8.83 | -9.08 | -9.37 | -9.69 | -10.06 | -10.46 | -10.91 | -11.39 |
| NGC 6779 | M56 | -1.75 | -4.38 | -6.09 | -7.53 | -8.33 | -10.04 | -11.20 | -12.30 | -13.37 |
| NGC 6809 | M55 | -1.61 | -13.13 | -13.47 | -13.84 | -14.23 | -14.64 | -15.08 | -15.54 | -16.01 |
| NGC 6838 | M71 | -0.70 | -5.88 | -6.10 | -6.38 | -6.69 | -7.06 | -7.47 | -7.92 | -8.41 |
| NGC 7078 | M15 | -2.12 | -16.46 | -17.14 | -17.83 | -18.53 | -19.24 | -19.97 | -20.71 | -21.47 |
| NGC 7089 | M2 | -1.34 | -7.61 | -8.47 | -9.33 | -10.18 | -11.03 | -11.87 | -12.71 | -13.55 |
| NGC 7099 | M30 | -1.91 | -9.12 | -10.06 | -10.99 | -11.88 | -12.76 | -13.62 | -14.47 | -15.31 |
| Pal8 |  | -0.61 | -7.00 | -7.16 | -7.34 | -7.53 | -7.74 | -7.96 | -8.19 | -8.44 |

**Notes.** Column 1: globular cluster names. Column 2: other names of the globular clusters. Column 3: mean metallicity of the globular clusters in CG97 from the literature (e.g., Harris 1996; Ferraro et al. 1999, 2000; Valenti et al. 2007). Columns 4–11: $S_{05}$, $S_{10}$, $S_{15}$, $S_{20}$, $S_{25}$, $S_{30}$, $S_{35}$, and $S_{40}$ represent the slopes of the RGB in the magnitude range between the TRGB and 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, and 4.0 mag fainter than that of TRGB in the $K_S - (J - K_S)$ CMD, respectively.
The vertical solid line indicates the peak of the Gaussian fit corresponding to the magnitude of the TRGB after applying the correction factor \( \sigma \). Finally, we estimate an apparent magnitude of the TRGB, of the SMC.

5.2. Distance

We estimate the distance to IC 10 using the TRGB method (Lee et al. 1993). First, we measure the apparent magnitude of the TRGB \((m_{\text{TRGB}})\) at which the luminosity function of red giant stars shows a sudden increment. Figures 9–11 display the luminosity functions \( N(m) \) of the red giant stars in IC 10 for \( J, H, \) and \( K_s \) bands, respectively. These figures show two types of increments: a slow increment due to the AGB stars in brighter magnitudes and a rapid increment due to the RGB stars in fainter magnitudes. The latter represents the TRGB. The TRGB is seen at \( J \approx 19.8 \) mag, \( H \approx 18.7 \) mag, and \( K_s \approx 18.3 \) mag, respectively.

To quantitatively determine the magnitude of the TRGB, we derive the second derivative of the luminosity function, \( N''(m) \equiv d^2N(m)/dm^2 \), following the method suggested by Cioni et al. (2000a), as follows: (1) we derive the luminosity function \( N(m) \) for the red stars; (2) we apply a Savitzky–Golay filter (Press et al. 1992) to derive \( N''(m) \); (3) we find the highest peak of \( N''(m) \), fitting it with a Gaussian function, and finally we estimate an apparent magnitude of the TRGB, \( m_{\text{TRGB}} = m_{2g} - \Delta m_{2g}(\sigma_{2g}) \), where \( m_{2g} \) and \( \sigma_{2g} \) are the mean and dispersion of the best-fit Gaussian. \( \Delta m_{2g}(\sigma_{2g}) \) is a correction factor as a monotonic function of \( \sigma_{2g} \) due to a phenomenological model. We used the solid line (\( \Delta \beta = 0.25 \)) in Figure A.2 (b) of Cioni et al. (2000a) to estimate \( \Delta m_{2g}(\sigma_{2g}) \), assuming that the shape of the intrinsic magnitude distribution of the stars in IC 10 is not significantly different from that of the LMC or SMC. The estimated values for \( \Delta m_{2g}(\sigma_{2g}) \) for the \( JHK_s \) bands in all regions have a range from \(-0.09 \) to \(-0.14 \). Details of this method are given in the Appendix of Cioni et al. (2000a).

We performed Monte Carlo simulations to estimate the uncertainties of the derived value for \( m_{\text{TRGB}} \). We generated a thousand of random realizations having the same number of stars as the observation. The magnitude of an artificial star in the random realization was randomly drawn from a Gaussian distribution with a Gaussian width of the photometric uncertainty centered at an observed stellar magnitude. We perform the same processes applied for the observed data to every random realization to detect the TRGB magnitude, and then calculate the median, \( \bar{m}_{\text{TRGB, sim}} \), and dispersion, \( \sigma_{\text{TRGB, sim}} \), of the TRGB magnitudes. The resulting \( \bar{m}_{\text{TRGB, sim}} \) shows an excellent agreement with the observation value \( m_{\text{TRGB}} \lesssim 0.01 \) mag), and the derived \( \sigma_{\text{TRGB, sim}} \) is smaller than 0.02 mag. We attribute \( \sigma_{\text{TRGB, sim}} \) as the uncertainty of the derived value \( m_{\text{TRGB}} \). The TRGB magnitudes estimated in this study are listed in Table 4 for the \( JHK_s \) bands and are displayed in Figures 9–11, which show \( N(m) \) and \( N''(m) \) of stellar populations of IC 10 for the \( JHK_s \) bands, respectively. These values for the TRGB magnitudes are in excellent agreement with the visual estimates with differences smaller than 0.05.

Valenti et al. (2004) provided empirical calibrations of the absolute magnitude of the TRGB as a function of [Fe/H]_ICG97.
Figure 10. Same as Figure 9, but for the $H$ band.

(A color version of this figure is available in the online journal.)

Figure 11. Same as Figure 9, but for the $K_s$ band.

(A color version of this figure is available in the online journal.)
Table 4

| Filter | Region | $S_{15}$ | $[\text{Fe/H}]_{\text{ICG97}}$ | $M_{\text{TRGB}}$ | $M_{\text{TRGB}}$ | $(m - M)_0$ |
|--------|--------|----------|-------------------------------|-------------------|-------------------|-------------|
| J      | RA     | 7.56     | $-1.08 \pm 0.28$             | 19.78 $\pm 0.01$  | $-5.33 \pm 0.20$  | 24.16 $\pm 0.06$ |
| J      | R1     | 6.92     | $-1.01 \pm 0.28$             | 19.76 $\pm 0.01$  | $-5.36 \pm 0.20$  | 24.17 $\pm 0.06$ |
| J      | R2     | 7.34     | $-1.06 \pm 0.28$             | 19.76 $\pm 0.01$  | $-5.34 \pm 0.20$  | 24.15 $\pm 0.06$ |
| J      | R3     | 7.52     | $-1.08 \pm 0.28$             | 19.84 $\pm 0.01$  | $-5.34 \pm 0.20$  | 24.22 $\pm 0.06$ |
| H      | RA     | 7.56     | $-1.08 \pm 0.28$             | 18.73 $\pm 0.01$  | $-6.20 \pm 0.16$  | 24.33 $\pm 0.04$ |
| H      | R1     | 6.92     | $-1.01 \pm 0.28$             | 18.75 $\pm 0.01$  | $-6.23 \pm 0.16$  | 24.38 $\pm 0.04$ |
| H      | R2     | 7.34     | $-1.06 \pm 0.28$             | 18.68 $\pm 0.02$  | $-6.21 \pm 0.16$  | 24.28 $\pm 0.04$ |
| H      | R3     | 7.52     | $-1.08 \pm 0.28$             | 18.72 $\pm 0.04$  | $-6.20 \pm 0.16$  | 24.32 $\pm 0.05$ |
| $K_S$  | RA     | 7.56     | $-1.08 \pm 0.28$             | 18.28 $\pm 0.01$  | $-6.35 \pm 0.18$  | 24.26 $\pm 0.03$ |
| $K_S$  | R1     | 6.92     | $-1.01 \pm 0.28$             | 18.29 $\pm 0.01$  | $-6.39 \pm 0.18$  | 24.29 $\pm 0.03$ |
| $K_S$  | R2     | 7.34     | $-1.06 \pm 0.28$             | 18.30 $\pm 0.02$  | $-6.37 \pm 0.18$  | 24.30 $\pm 0.03$ |
| $K_S$  | R3     | 7.52     | $-1.08 \pm 0.28$             | 18.26 $\pm 0.01$  | $-6.36 \pm 0.18$  | 24.25 $\pm 0.03$ |

Notes. Column 1: filter. Column 2: region in the observed field (see Figure 1). Column 3: slope of the RGB in the magnitude range between the TRGB and 1.5 mag fainter than that of the TRGB in the $K_S - (J - K_S)$ CMD. Column 4: metallicity estimated with Equation (3) using the RGB slope in the $K_S - (J - K_S)$ CMD. Column 5: apparent magnitude of the TRGB. Column 6: absolute magnitude of the TRGB derived from Equations (7)–(9) in Valenti et al. (2004). Column 7: distance modulus of IC 10. The quoted errors consist of (random error)$\pm$(systematical error). The random error comes from TRGB detection uncertainty plus reddening uncertainty. The systematical error is due to the uncertainty in the calibration equation of the absolute magnitude of the TRGB.

The distance to IC 10 has been derived with various standard candles: the Wolf–Rayet stars and blue plume (Massey & Armandroff 1995), Cepheid variables (Wilson et al. 1996; Saha et al. 1996; Sakai et al. 1999), red supergiant stars (Borissova et al. 2000), carbon stars (Demers et al. 2004), and the TRGB stars (Sakai et al. 1999; Hunter 2001; Vacca et al. 2007; Sanna et al. 2008). Previous estimates for the distance modulus of IC 10 range from $(m - M)_0 = 23.5$ to 25.0 (see Table 5), and the value derived in this study, $(m - M)_0 = 24.27 \pm 0.03$, is in the middle of the previous estimates.

Since different standard candles suffer from different reddening, it is not simple to figure out what causes the difference in the estimated distances. Therefore, we focus on the distance estimates only based on the TRGB to investigate what causes the difference in the estimated distances. It is noted that the distance estimates based on the TRGB method also show a large scatter: $(m - M)_0 = 24.27 \pm 0.03$, in Sakai et al. (1999), 24.95 $\pm$ 0.20 in Hunter (2001), 24.48 $\pm$ 0.08 in Vacca et al. (2007), and 24.51 $\pm$ 0.08 in Sanna et al. (2008).

All previous studies based on the TRGB method assumed $R_V = 3.1$ except for Sakai et al. (1999) who adopted $R_V = 3.2$, while we adopted $R_V = 3.3$. We checked how much the difference in the assumed value of $R_V = A_V/E(B - V)$ contributes to the distance modulus estimation. When $E(B - V) \sim 1$ and $3.0 \leq R_V \leq 3.3$ were assumed, various assumptions of $R_V$ result in the distance scatters of 0.08 and 0.2 mag at maximum for NIR ($JHK$) bands and optical ($BVI$) bands, respectively. Therefore, the different value of $R_V$ does not contribute much to the large scatter in distance moduli ($\sim$ 1 mag) as seen in Table 5.

Sakai et al. (1999) determined the distance to IC 10 based on the TRGB method using the $VI$ photometry of IC 10 obtained at
We note that the reddening value of IC 10 derived by matching the Hale 5 m telescope. They derived $I_{\text{TRGB}} = 21.70 \pm 0.15$ and obtained a distance modulus of $(m - M)_0 = 23.5 \pm 0.2$ (500 ± 50 kpc), adopting a reddening value of $E(B-V) = 1.16 \pm 0.08$. If the reddening value of $E(B-V) = 0.98$ is adopted as in this study, their distance modulus becomes larger by 0.27 mag, but it is still smaller than ours by 0.50 mag. It is noted that their TRGB magnitude is 0.5 mag brighter than that Hunter (2001) derived from the HST data. Therefore, the TRGB in their estimate may be the tip of the AGB, or their estimate for the TRGB magnitude may be an overestimate due to the blending effect in the CCD images they used.

Hunter (2001) determined the distance to IC 10 based on the TRGB method using F555W and F814W photometry obtained from the HST observation. They derived $I_{\text{TRGB}} = 22.2$ and estimated a distance modulus of $(m - M)_0 = 24.9$ (0.95 Mpc) adopting a reddening of $E(B-V) = 0.77$. Their distance modulus is 0.63 mag larger than that of this study. If the same reddening of $E(B-V) = 0.98$ as in this study is used, their distance modulus will be only 0.09 mag larger than ours, agreeing well with our estimate.

Vacca et al. (2007) obtained both optical and NIR photometry of IC 10 from the laser guide star adaptive optics (AO) observation at the Keck II telescope and the HST/ACS observation. They derived a distance modulus of $(m - M)_0 = 24.48 \pm 0.08 \pm 0.16$ by comparing the TRGB magnitude of IC 10 to that of the SMC. They adopted a reddening of $E(B-V) = 0.95 \pm 0.15$, and their distance modulus of IC 10 is 0.21 mag larger than that of this study. If the same reddening of $E(B-V) = 0.98$ as in this study is used, their distance modulus, $(m - M)_0 = 24.31$, will be very similar to ours.

Recently, Sanna et al. (2008) estimated the distance to IC 10 by comparing the magnitude of the TRGB in the I band to those of the SMCs and two Galactic globular clusters, 47 Tuc and ω Cen. Adopting a total reddening of IC 10, $E(B-V) = 0.78 \pm 0.06$, and a distance to the SMC, $(m - M)_0 = 18.75$, they obtained a TRGB distance modulus of IC 10 of $(m - M)_0 = 24.51 \pm 0.08$. If the same reddening of $E(B-V) = 0.98$ as in this study is used, we derive a value $(m - M)_0 = 24.02$. If we take a longer distance scale for the SMC of $(m - M)_0 = 18.93$ (Keller & Wood 2006), then their distance modulus, $(m - M)_0 = 24.20$, is very close to ours.

We note that the reddening value of IC 10 derived by matching visually the blue sequence of IC 10 to that of blue stars in the SMC cluster NGC 346 in Figure 3 of Sanna et al. (2008) might be a lower limit, because the reddened RGB sequence of IC 10 is still bluer than that of the SMC stars.

7. SUMMARY

We estimated the reddening and distance of the starburst galaxy IC 10 using the JHK$_S$ photometry obtained from the Subaru/MOIRCS and UBV' photometry of IC 10 given by the Local Group Survey (Massey et al. 2007). Primary results are summarized as follows.

1. We presented the JHK$_S$ photometry of ~52,000 stars in the central 4' × 7' field of IC 10 derived from deep images obtained using MOIRCS at the Subaru telescope.

2. We estimated the foreground reddening of IC 10 using the UBV photometry of foreground MS stars provided by the Local Group Survey (Massey et al. 2007), obtaining $E(B-V) = 0.52 \pm 0.04$. We also derived a value for the total reddening (including the internal reddening) of $E(B-V) = 0.98 \pm 0.06$, using the $(U-B)-(B-V)$ diagram of early-type stars in IC 10, and using a comparison of the RGB loci of IC 10 and the SMC in the $K_S - (J-K_S)$ CMD.

3. We derived relations between the metallicity [Fe/H]$_{\text{CG97}}$ and the slope of the RGB in the $K_S - (J-K_S)$ CMD in several magnitude steps for 20 Galactic globular clusters, using the 2MASS point-source catalog. Using these calibrations, we estimated the mean metallicity of the RGB stars in IC 10 to be $[\text{Fe/H}]_{\text{CG97}} = -1.08 \pm 0.28$.

4. The apparent magnitude of the TRGB is estimated to be $K_S = 18.28 \pm 0.01$. Then, we derived a distance modulus for IC 10 of $(m - M)_0 = 24.27 \pm 0.03$ (random)±0.18 (systematic) for a total reddening of $E(B-V) = 0.98$, corresponding to the distance of $d = 715_{-10}^{+62}$ kpc. This confirms that IC 10 is a member of the Local Group.

This work was supported in part by a grant (R01-2007-000-20336-0) from the Basic Research Program of the Korea Science and Engineering Foundation. The authors are grateful to the

| Method        | $(m - M)_0$ | $E(B-V)$ | Filter | Reference |
|---------------|-------------|----------|--------|-----------|
| WR/Blue plume | 24.90       | 0.75-0.80| sp/BV  | 1         |
| Cepheid       | 24.59 ± 0.30| 0.94     | gri    | 2         |
| Cepheid       | 24.57 ± 0.21| 1.16 ± 0.08| VI     | 4         |
| TRGB          | 23.51 ± 0.19| 1.16 ± 0.08| VI     | 4         |
| Red supergiants| 23.86 ± 0.12| 1.05 ± 0.10| JHK    | 5         |
| TRGB          | 24.95 ± 0.20| 0.77     | F555W, F814W | 6    |
| Carbon star   | 24.35 ± 0.11| Variable | R, I, CN, TiO | 7    |
| TRGB          | 24.48 ± 0.08| 0.95     | F814W, K' | 8         |
| TRGB          | 24.51 ± 0.08| 0.78 ± 0.06| F555W, F814W | 9    |
| TRGB          | 24.27 ± 0.03 ± 0.18 | 0.98 ± 0.06 | JHK$_S$ | 10        |

Notes. Column 1: methods for determining the distance to IC 10. Column 2: distance modulus. Column 3: adopted reddening of IC 10. Column 4: filters. Column 5: references (1) Massey & Armandroff 1995, (2) Saha et al. 1996, (3) Wilson et al. 1996, (4) Sakai et al. 1999, (5) Borisssova et al. 2000, (6) Hunter 2001, (7) Demers et al. 2004, (8) Vacca et al. 2007, (9) Sanna et al. 2008, and (10) this study.
Director of the Subaru telescope for allocation of the observing time for this project.
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