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Abstract
We present differentiable predictive control (DPC) as a deep learning-based alternative to the explicit model predictive control (MPC) for unknown nonlinear systems. In the DPC framework, a neural state-space model is learned from time-series measurements of the system dynamics. The neural control policy is then optimized via stochastic gradient descent approach by differentiating the MPC loss function through the closed-loop system dynamics model. The proposed DPC method learns model-based control policies with state and input constraints, while supporting time-varying references and constraints. In embedded implementation using a Raspberry-Pi platform, we experimentally demonstrate that it is possible to train constrained control policies purely based on the measurements of the unknown nonlinear system. We compare the control performance of the DPC method against explicit MPC and report efficiency gains in online computational demands, memory requirements, policy complexity, and construction time. In particular, we show that our method scales linearly compared to exponential scalability of the explicit MPC solved via multiparametric programming.

1. Introduction
Incorporation of machine learning methods in control applications is becoming one of the leading research avenues in the field of control theory. The design of many novel control methods based on machine learning (ML) approaches is heavily inspired by the benefits of model predictive control (MPC), such as constraints handling and robustness. The substitution of MPC with ML-based controllers was studied by several well-established researchers in the control domain ¹ ² ³ ⁴ ⁵. Furthermore, the application of neural networks as substitutes of MPC behavior has been considered in practical applications as well ⁶ ⁷ ⁸ ⁹. All aforementioned works fall into the category of so-called approximate MPC based on imitation learning of original MPC. As such, these works have one significant disadvantage, which is the reliance on data sets collected from closed-loop experiments, i.e., the ML-based controllers are trained based on experiments involving fully implemented MPC.

Addressing these challenges, we present a novel control method called differentiable predictive control (DPC) for learning both nonlinear system dynamics and constrained
control policies without supervision from the expert controller in a sample efficient way. The only requirement is a dataset of sufficiently excited time-series of the system dynamics. This in contrast with the recent implementation in [1], where a trained ML-based controller runs alongside an online MPC strategy, making the algorithm computationally expensive in many applications running in low computational resource settings. The presented DPC method is based on the neural parametrization of the closed-loop dynamical system with two building blocks: i) neural system model, and ii) a deep learning formulation of model predictive control policy. In particular, we combine system identification based on structured neural state-space model and policy optimization with embedded inequality constraints via backpropagation of the control loss through the closed-loop system dynamics model. The conceptual methodology of DPC is illustrated in Fig. 1.

Figure 1: Conceptual methodology of the proposed constrained nonlinear differentiable predictive control (DPC).

The presented DPC method supports nonlinear systems, with both input and state constraints, arbitrary reference signals and represents a methodological extension of prior work on DPC for linear systems [10]. A method similar in spirit has been recently proposed by [11], where the authors use Log-Sum-Exp neural networks to approximate the MPC-related cost function given the measurements of the system dynamics. However, in contrast to the proposed DPC method, the implementation of the method in [11] still relies on the online nonlinear optimization, does not handle state constraints, and training on arbitrary reference signals poses computational challenges.

We demonstrate the capabilities of the proposed DPC method on experimental results using a laboratory device called FlexyAir with nonlinear dynamics and noisy measurement signals. We demonstrate several key features of DPC resulting in data-efficiency, scalability, and constraint handling:

1. Data-driven explicit solution of constrained optimal control problems for nonlinear systems by means of differentiable parametric optimization.
2. Differentiable closed-loop system model based on constrained neural control policies and neural state-space models.
3. In contrast with explicit MPC, our method supports dynamical constraints and trajectory preview capabilities.
4. Linear scalability in terms of the number of decision variables and length of the
prediction horizon compared to exponential scalability of explicit MPC solutions based on multi-parametric programming.

5. Our approach requires less online computation time and memory than explicit MPC solutions.

1.1. Related Work

Explicit model predictive control. Explicit MPC is a powerful method for the systematic design of optimal control policies with a fast online evaluation procedure. In explicit MPC, instead of solving the corresponding optimal control problem online, the solution is pre-computed offline through the parametric optimization \[12, 13, 14, 15\]. The resulting controller then boils down to obtaining a set of piecewise affine (PWA) functions that can be evaluated on an embedded platform. Unfortunately, the explicit MPC comes with a significant drawback: scalability of the solution and the memory footprint of the resulting PWA control policy \[16\]. Even for small-scale dynamical systems, the explicit MPC’s memory footprint can reach several megabytes. In the last years, researchers developed many methods for decreasing the complexity and memory footprint of the explicit solution \[17, 18, 19, 20, 21, 22, 23, 24, 25\]. Nevertheless, all of the aforementioned methods are often costly in terms of processing time and do not scale to large dimensions. Moreover, most of the explicit MPC methods handle only linear system dynamics and constraints. For dealing with nonlinear systems, there are few methods based on approximations of the underlying nonlinear multiparametric programs (mpNLP) \[26, 27, 28\]. While authors in \[29\] incorporated ReLU neural networks as constraints in multiparametric programming problems (mpP). Despite these numerous advances, all of the contemporary explicit MPC methods suffer the curse of dimensionality associated with the solution of the underlying mpP \[30\]. In this paper, we present an alternative method based on differentiable programming for the approximate solution of the underlying mpP with linear scalability with respect to a number of decision variables.

Approximate MPC. Recently, several works have been devoted to the use of machine learning to approximate the solution of the underlying multiparametric programming problem to obtain the explicit MPC control laws. One set of these works includes supervised learning based on mimicking the MPC behavior and replacing the control law with a neural network \[31, 32, 7\]. These approaches are known in the machine learning community as imitation learning \[33\], or MPC-guided policy search \[34\]. Several procedures were designed to approximate MPC’s behavior with neural networks, which significantly reduces the implementation requirements of the MPC with minimal impact on the control performance \[32, 7\]. Constraint satisfaction using neural network-based approximations of MPC control laws is a new and active research area. To tackle this issue, some authors proposed including additional layers in the policy network projecting the control inputs onto the constrained region of the state and action spaces \[35, 50\]. Authors in \[1\] use an additional dual policy neural network to estimate the sub-optimality of the learned control law with probabilistic guarantees. Others employ learning bounds for empirically validating constraints handling capabilities after the network is trained \[5\]. For more comprehensive overview of the approximate MPC, and learning-based MPC (LBMPC) methods we refer the reader to \[37\]. However, all previous works rely upon several factors, which are prerequisites for their successful implementation. First, the supervisory MPC strategy needs to be designed to generate the training data. In this work, we present an alternative approach that does not require a supervisory controller, to begin with. Instead, the proposed strategy learns the
system dynamics model and uses this model as part of the differentiable closed-loop system model for policy optimization via stochastic gradient descent.

**Neural Models in MPC.** To tackle the modeling problem, some researchers focus on training neural networks as prediction models for MPC \[38\]. Authors in \[39\] use low-rank features of the high-dimensional system to train a recurrent neural network (RNN) to predict the control relevant quantities for MPC. Other authors have used structured neural network models inspired by classical linear time-varying state-space models \[40\], whereas some have proposed using convex neural architectures \[41\], graph neural networks \[42\], or stable neural networks based on Lyapunov functions \[43\]. In this work, we build on these trends and employ neural state space models as generic abstractions for learning nonlinear dynamics models of the controlled system.

**Automatic Differentiation in Control.** The use of automatic differentiation (AD) for control and optimization is a well-established method. For instance, CasADi toolbox \[44\] uses known system dynamics and constraints for constructing a computational graph and computes the gradients for nonlinear optimization solvers. From the perspective of machine learning, the authors in \[41\] investigated the idea of solving the optimal control problem by backpropagation through the learned system model parametrized via convex neural networks \[45\]. Others developed, domain-specific differentiable physical models for the robotics domain \[46, 47\]. Learning linear Model Predictive Control (MPC) policies by differentiating the KKT conditions of the convex approximation at a fixed point was introduced in \[48\]. However, a generic method for explicit solution of constrained nonlinear optimal control problems with unknown dynamics using AD is still lacking. The presented work aims to bridge this gap.

**Constrained deep learning.** Incorporating constraints into deep learning represents multiple challenges such as non-convexity, convergence, and stability of the learning process \[49\]. Penalty methods and loss function regularizations are the most straightforward way of imposing constraints on the deep neural network outputs and parameters \[50, 51, 52\]. In those methods, the loss function is augmented with additional terms penalizing the violations of soft constraints via slack variables, which typically works well in practice, often outperforming hard constraint methods \[53, 54\]. Authors in \[55\] presented a method for imposing hard equality and inequality constraints in the context of learning solutions of optimization problems. For control applications, authors in \[56, 57\] use barrier methods combined with Lyapunov functions to enforce output constraints, stability, and boundedness of the neural network controller. While authors in \[58\] use penalty methods for soft constrained reinforcement learning applied to process control application. An alternative to penalty and barrier methods are neural network architectures imposing hard constraints, such as linear operator constraints \[59\], or architectures with Hamiltonian \[60\] and Lagrangian \[61\] structural priors for enforcing energy conservation laws. In this paper, we leverage both, penalty functions for imposing inequality constraints on state and action variables, and neural architecture design imposing hard equality constraints representing temporal dependencies of the system states, also called single shooting formulation.
2. Preliminaries

2.1. System Dynamics

We assume an unknown partially observable nonlinear dynamical system in discrete time:

\[ x_{k+1} = f(x_k, u_k) \] (1a)
\[ y_k = g(x_k) \] (1b)

where \( x_k \in \mathbb{R}^n \) is the unknown system state, \( y_k \in \mathbb{R}^n \) is the observed output, and \( u_k \in \mathbb{R}^n \) is the control input at time \( k \). We assume we have access to the data generated by the system in the form of input-output tuples:

\[ \Xi = \{ (y^i_k, u^i_k), (y^i_{k+1}, u^i_{k+1}), \ldots, (y^i_{k+N}, u^i_{k+N}) \} \] (2)

where \( n \) is the number of sampled trajectories with \( N \) time steps.

2.2. Model Predictive Control

In this work, we consider a well-known model predictive controller (MPC) \[ 62 \]. We follow standard formulation of the linear MPC as the quadratic optimization problem, specifically formed as

\[
\begin{align*}
\min_{u_0, \ldots, u_{N-1}} & \sum_{k=0}^{N-1} \left( \|y_k - r_k\|^2_{Q_{ry}} + \|u_k - u_{k-1}\|^2_{Q_{du}} \right) \\
\text{s.t.} & \quad x_{k+1} = Ax_k + Bu_k, \\
& \quad y_k = Cx_k + Du_k, \\
& \quad u_k \leq u \leq \bar{u}_k, \\
& \quad x_k \leq x \leq \bar{x}_k, \\
& \quad x_0 = x(t), \\
& \quad u_{-1} = u(t-T_s).
\end{align*}
\] (3a)

Here, the objective function is defined as the finite sum of two terms over a prediction horizon \( N \). Both terms are considered as a weighted second norm, i.e. \( \|a\|^2_{Q} = a^T Q a \). Note, that to enforce problem feasibility, the weighting factors \( Q_{du} \) and \( Q_{ry} \) must be chosen as positive definite and positive semi-definite matrices, respectively. The constraints \( 3b-3e \) are enforced for \( k \in 0,1,\ldots,N-1 \). Moreover, to enforce reference tracking, the minimization objective, Equation 3a, includes a term for reference tracking error, \( \|y_k - r_k\|^2_{Q_{ry}} \), as well as a control rate penalisation term, \( \|u_k - u_{k-1}\|^2_{Q_{du}} \), which is a standard way to enforce offset free tracking [63]. The optimization problem is initialised with current state measurement \( x(t) \), as in 3f, by the value of the control action from previous sampling instant \( u(t-T_s) \), as described in 3g, and by the reference value \( r \) in 3a. Note, that the notation \( u_{-1} \) is valid for \( k = 0 \), which is necessary to compute the value of the objective function in the initial prediction step.

The control strategy is implemented in the receding horizon fashion, where we solve 3a towards global optimality yielding an optimal sequence of control actions \( U^* = [u_0^*, \ldots, u_{N-1}^*]^T \), while only the first action is applied to the system. Representation of such an implementation is visualised on the Fig. 2.
We formulate the quadratic optimization problem [3] in MATLAB with the YALMIP toolbox [64]. The problem is then solved numerically with the GUROBI solver. Due to the fast dynamics of the controlled system, and that the numerical solution to the MPC problem takes more time compared to the sampling rate $T_s$, we consider a parametric solution to the optimization problem [3]. The parametric solution allows us to evaluate the control law to obtain the optimal control action within allotted time.

2.3. Explicit Model Predictive Control

Parametric optimization theory allows us to create an analytical map between initial conditions of the optimal control problem [3] and the optimal solution $U^\star$. Specifically, the vector of parameters, thus the initial conditions, is defined as

$$\hat{\xi} = \begin{bmatrix} x(t) \\ r \\ u(t - T_s) \end{bmatrix}. \quad (4)$$

After applying elementary matrix operations, presented in [65], the OCP from [3] can be reformulated to

$$\begin{align*}
\min_U & \quad U^T H U + \hat{\xi}^T F U \\
\text{s.t.} & \quad G U \leq w + S \hat{\xi},
\end{align*} \quad (5a) \quad (5b)$$

which constitutes as a parametric quadratic optimization problem (PQP). The solution to this problem can be obtain via standard procedures of parametric programming. Namely, the results is represented by a piece-wise affine (PWA) function, given as

$$U^\star(\theta) = \begin{cases} 
\alpha_1 \hat{\xi} + \beta_1 & \text{if } \hat{\xi} \in \mathcal{R}_1 \\
\vdots & \\
\alpha_{n_R} \hat{\xi} + \beta_{n_R} & \text{if } \hat{\xi} \in \mathcal{R}_{n_R}
\end{cases}. \quad (6)$$

Here, the variable $\hat{\xi}$ stands for the vector of parameters, $n_R$ denotes the total number of regions, while the vectors $\alpha_i$ and $\beta_i$ define the specific control law with respect to a region $\mathcal{R}_i$. The regions are defined as polyhedral sets, namely

$$\mathcal{R}_i = \{ \hat{\xi} | \mathbf{G}_i \hat{\xi} \leq \gamma_i \} \quad i = 1, \ldots, n_R, \quad (7)$$

Here, the matrices $\mathbf{G}_i$ and $\gamma_i$ denote the half-space representation of regions. Since, the optimization problem [3] is a quadratic problem with linear constraints, all regions are defined by linear inequalities.
Note that the procedure of obtaining a numerical representation of matrices $\Gamma_i$ and $\gamma_i$ is done by means of Multi-Parametric Toolbox [66] in Matlab. To use the explicit MPC in connection with the laboratory device, we export the control law into Python source code. The export to Python source code contains two parts. The first part is the coefficients from (3.2) and (7), and the second part is the algorithm that evaluates the control law. The algorithm is based on a well-known sequential search method from [67].

3. Differentiable Predictive Control

This section presents Differentiable Predictive Control (DPC), a constrained neural network-based method for learning nonlinear state-space models and optimal control policies for unknown dynamical systems. Our system identification method is based on neural state-space model architecture [68] including constraints to enforce physically realistic predictions. In DPC, we combine the neural state-space model with a neural control policy, constructing a fully parametrized differentiable closed-loop system dynamics model. This generic closed-loop architecture allows us to learn a wide range of constrained control policies using end-to-end auto-differentiation of the MPC-like loss functions and stochastic gradient descent optimization.

In the context of explicit MPC, the proposed approach can be seen as an data-driven approximate solution of the underlying parametric programming problem [5]. Similar to explicit MPC, DPC optimizes control policies offline using $N$-step ahead predictions of the closed-loop system dynamics model generated as a response to the distribution of synthetically generated control features $\xi$. After the training, analogous to MPC, DPC is deployed in the receding horizon control (RHC) fashion. The high-level summary of the DPC method is provided in Algorithm 1.

Algorithm 1 Differentiable Predictive Control.

1. input system identification dataset $\Xi^{ID}$
2. input sampled control parameters dataset $\Xi^{crl}$
3. input optimizer $O$
4. input Differentiable closed-loop system model composed of neural state space model $f_\theta$ and neural control policy $\pi_\Theta$
5. input System identification loss $\ell_{ID}$ with penalty constraints
6. input MPC-inspired loss $\ell_{DPC}$ with penalty constraints
7. train neural state space model $f_\theta$ using dataset $\Xi^{ID}$ to optimize loss $\ell_{ID}$ with optimizer $O$
8. train neural policy $\pi_\Theta$ in the closed-loop with the system model $f_\theta$ using dataset $\Xi^{crl}$ to optimize loss $\ell_{DPC}$ with optimizer $O$
9. return learned system dynamics model $f_\theta$ and optimized policy $\pi_\Theta$

3.1. Constrained Neural State Space Models

We aim to learn a constrained neural representation of the unknown system dynamics, given the input-output time-series dataset [2] obtained from system observation.
Model architecture. We present a generic block neural state-space model (BN-SSM) to represent and learn partially observable unknown nonlinear system dynamics \([1]\), given the labeled dataset \([2]\). The BN-SSM architecture is shown in Fig. 3 with corresponding equations given as follows:

\[
x_{k+1} = f_x(x_k) + f_u(u_k)
\]

(8a)

\[
y_k = f_y(x_k)
\]

(8b)

\[
x_0 = f_o(y_{1-N}, \ldots, y_0)
\]

(8c)

\[
k \in \mathbb{N}^N
\]

(8d)

Where \(k\) defines the discrete time step, and \(N\) defines the prediction horizon, i.e., number of rollout steps of the recurrent model. Individual block components \(f_x\), \(f_u\), \(f_y\), and \(f_o\) are represented by neural networks. Where \(f_x\) and \(f_u\) define the hidden state and input dynamics, replacing the \(A\) and \(B\) matrices in the classical linear state-space model, respectively. The block \(f_y\) defines the output mapping from hidden states \(x_k\) to observables \(y_k\), replacing the \(C\) matrix in the linear model. The observer block \(f_o\) maps the past output trajectories \(Y_p = \{y_{1-N}, \ldots, y_0\}\) onto initial states \(x_0\), which is necessary for handling partially observable systems. Now let us compactly represent the \(N\)-step ahead rollout of the model \([8]\) as \(\{Y_f, X_f\} = f^N_{\theta}(Y_p, U_f)\) with lumped parameters \(\theta\).

\[\text{Figure 3: System identification with block-structured neural state-space model (BN-SSM). Here } y \text{ in red and blue color represent observed and predicted system outputs, respectively, } x \text{ are hidden states, and } u \text{ are observed control action trajectories.}\]

Remark. The proposed BN-SSM architecture \([8]\) represents a generalization of a family of neural state-space models \([62, 70, 71, 72, 73, 74, 75, 76]\). Depending on the choice of neural blocks \(f_x, f_u, f_y, \text{ and } f_o\) one can represent fully nonlinear, Hammerstein-Weiner, Weiner, Hammerstein, or simply linear dynamics models with or without internal feedback. Additionally, a block architecture allows us to impose local regularizations on the block structure or constraints on internal block-generated variables.

System identification loss. We train the neural state-space dynamics \([8]\) on sampled input-output trajectories \([2]\) of the observed system dynamics. The multi-term system identification loss.

\[
\text{Remark. The proposed BN-SSM architecture } [8] \text{ represents a generalization of a family of neural state-space models } [62, 70, 71, 72, 73, 74, 75, 76]. \text{ Depending on the choice of neural blocks } f_x, f_u, f_y, \text{ and } f_o \text{ one can represent fully nonlinear, Hammerstein-Weiner, Weiner, Hammerstein, or simply linear dynamics models with or without internal feedback. Additionally, a block architecture allows us to impose local regularizations on the block structure or constraints on internal block-generated variables.}

\text{System identification loss. We train the neural state-space dynamics } [8] \text{ on sampled input-output trajectories } [2] \text{ of the observed system dynamics. The multi-term system identification loss.}
loss is given as follows:

\[
    \mathcal{L}_{ID}(\mathbf{Y}^{true}, \mathbf{Y}, \mathbf{Y}^{\bar{\theta}}) = \frac{1}{nN} \sum_{i=1}^{nN} \sum_{k=1}^{N} \left( \left\| \mathbf{y}_{k}^{true,i} - \mathbf{y}_{k}^{i} \right\|_{2}^{2} + Q_{dx} \left\| \mathbf{x}_{k} - \mathbf{x}_{k-1} \right\|_{2}^{2} + Q_{y} \left\| p(\mathbf{y}_{k}^{i}, \mathbf{y}_{k}^{i}) \right\|_{2}^{2} + Q_{y} \left\| p(\mathbf{y}_{k}^{i}, \mathbf{y}_{k}^{i}) \right\|_{2}^{2} + Q_{u} \left\| p(f_{u}(\mathbf{u}_{k}), \mathbf{u}_{k}) \right\|_{2}^{2} + Q_{u} \left\| p(f_{u}(\mathbf{u}_{k}), \mathbf{u}_{k}) \right\|_{2}^{2} \right) \]

Here \( k \) represents time step of the prediction horizon \( N \), and \( i \) is the batch index of \( n \) sampled trajectories. The first term represents the trajectory tracking loss defined as the two norm over a vector of residuals between the true \( \mathbf{Y}^{true} = \{ \mathbf{y}_{1}^{true,i}, \ldots, \mathbf{y}_{N}^{true,i} \} \) and predicted \( \mathbf{Y} = \{ \mathbf{y}_{1}^{i}, \ldots, \mathbf{y}_{N}^{i} \} \) output trajectories over \( N \) steps. The second term is a regularization for smoothing the trajectories by penalizing the one-time step difference between the successive hidden states \( \mathbf{x} \). The third and fourth terms impose constraints on the outputs via penalties. In this work, we employ penalty functions for time-varying lower and upper bounds \( \mathbf{y}_{k}, \mathbf{y}_{k}^{\bar{\theta}} \), respectively, given as follows:

\[
    p(\mathbf{y}_{k}, \mathbf{y}_{k}^{i}) = \max(0, -\mathbf{y}_{k} + \mathbf{y}_{k}^{i}) \quad (10a)
\]

\[
    p(\mathbf{y}_{k}, \mathbf{y}_{k}^{i}) = \max(0, \mathbf{y}_{k} - \mathbf{y}_{k}^{i}) \quad (10b)
\]

Furthermore we can leverage the structure of the proposed block neural state-space model (8) and impose similar constraints on the influence of the control input dynamics components \( f_{u}(\mathbf{u}_{k}) \) as given in the last two terms of the loss function (9).

**Remark.** Penalty functions in the form (10) can be straightforwardly implemented in modern deep-learning libraries such as Pytorch or Tensorflow using standard ReLU activation functions.

### 3.2. Constrained Differentiable Predictive Control

The objective is to learn the constrained differentiable predictive control (DPC) policy to govern the unknown dynamical system (1), given the learned neural state-space model (8). We formulate DPC problem as following generic parametric optimal control problem:

\[
    \mathcal{L}_{DPC} = \min_{\Theta} \sum_{k=0}^{N-1} \ell_{DPC}(\mathbf{y}_{k}, \mathbf{u}_{k}, \mathbf{\xi}_{k}) \quad (11a)
\]

\[
    \text{s.t. } \mathbf{x}_{k+1} = f_{x}(\mathbf{x}_{k}) + f_{u}(\mathbf{u}_{k}), \ k \in \mathbb{N}_{0}^{N-1} \quad (11b)
\]

\[
    \mathbf{y}_{k} = f_{y}(\mathbf{x}_{k}) \quad (11c)
\]

\[
    \mathbf{u}_{k} = \pi_{\Theta}(\mathbf{\xi}_{k}) \quad (11d)
\]

\[
    \mathbf{x}_{k} \in \mathcal{X} \quad (11e)
\]

\[
    \mathbf{u}_{k} \in \mathcal{U} \quad (11f)
\]

\[
    \mathbf{\xi}_{k} \in \Xi^{ctrl} \subset \mathbb{R}^{n} \quad (11g)
\]

Where \( \Theta \) are decision variables representing weights and biases of the neural control policy \( \pi_{\Theta}(\mathbf{\xi}_{k}) \), and \( \ell_{DPC}(\mathbf{y}_{k}, \mathbf{u}_{k}) \) represents MPC-inspired loss function, e.g. reference tracking with constraints violation penalties. In the following paragraphs we elaborate on the design choices of DPC problem (11) implemented and solved as constrained deep learning problem.
Neural control policy. The control parameters $\xi$ sampled from the set $\Xi^{ctrl}$ represent a design choice that captures all decision relevant signals of the control problem. For instance, we can define $\xi_k = x_k$ as a full state feedback policy. However, in general the neural control policy can take a vector of any relevant control parameters. In this paper we use $\xi_k = [Y_p^T \ R^T \ Y^T \ Y^T]$ with a neural control policy map is given as:

$$U = \pi_{\Theta}(\xi_k) \tag{12}$$

Where $U = \{u_1, \ldots, u_N\}$ is an optimal control trajectory, $Y_p = \{y_{1-N}, \ldots, y_0\}$ represents observed output trajectories $N$-steps into the past, $R = \{r_1, \ldots, r_N\}$, is a tensor of reference trajectories, while $Y = \{y_1, \ldots, y_N\}$, and $\bar{Y} = \{\bar{y}_1, \ldots, \bar{y}_N\}$ are tensors of imposed lower and upper bounds for future output trajectories, respectively. In this paper, we assume $\pi_{\Theta}(\xi_k) : \mathbb{R}^m \to \mathbb{R}^n$ to be a fully connected neural network architecture with $l \in \mathbb{N}^L$ layers given as:

$$\pi_{\Theta}(\xi_k) = W_L h_L + b_L \tag{13a}$$

$$h_l = \sigma(W_{l-1} h_{l-1} + b_{l-1}) \tag{13b}$$

$$h_0 = \xi \tag{13c}$$

parametrized by $\Theta = \{W_l, b_l, \forall l \in \mathbb{N}^L\}$ with weights $W_l$ and biases $b_l$, and nonlinear activation function $\sigma : \mathbb{R}^{n_h} \to \mathbb{R}^{n_h}$. In DPC, the neural control policy replaces the PWA control law of explicit MPC described in Section 2.3, thus $\xi$ in DPC the neural policy represents an expanded parametric space compared to the lower-dimensional parametric space of explicit MPC given as eq. (4).

Differentiable closed-loop system architecture. To train the constrained control policy, we design the neural representation of the closed-loop dynamics using the learned neural state-space model $f_{\hat{\theta}}^N$ (8):

$$U = \pi_{\Theta}(\xi_k) \tag{14a}$$

$$Y_f = f_{\hat{\theta}}^N(Y_p, U) \tag{14b}$$

The system dynamics model $f_{\hat{\theta}}^N$ (8) is used to predict $N$-steps ahead future output trajectories $Y_f$, given the control actions trajectories $U$ generated by the neural control policy (12).

The corresponding neural network architecture is shown in Fig. 4. Here the closed-loop model is constructed by connecting the learned system dynamics model (8) with the control policy (12), through the control actions trajectories $U$. Hence the proposed control policy represents a predictive control strategy with a preview of future constraints and reference signals. The policy is optimized by differentiating the closed-loop neural dynamics model on sampled past output trajectories $Y_p$, and given the forecast of lower and upper constraint trajectories $Y$, and $\bar{Y}$. The parameters of pre-trained neural state-space model (8) representing the open-loop system dynamics are fixed during the policy optimization. The distribution of past output trajectories $Y_p$ represents a sampling of initial conditions, while the distribution of time-varying constraints and reference signals represent a sampling of different operational scenarios and tasks.

MPC-inspired loss function. The closed-loop system parametrization (14) now allows us to simulate the effect of varying control features $\xi$ on the system’s output dynamics $Y_f$. This
Figure 4: Differentiable predictive control (DPC) architecture. Here $y$ represents controlled outputs of the system, $\underline{y}$ and $\overline{y}$ represent lower and upper output constraints, $r$ are sampled reference trajectories, and $u$ are control actions generated by the neural policy optimized with MPC-inspired loss function.
simulation capability, together with differentiability of the closed-loop model \([14]\) is a key feature of the proposed control method which allows us to perform data-driven optimization of neural control policy \([12]\). We train the policy parameters by sampling the distribution of the control features \(\xi\), and backpropagating the gradients of the loss function through the closed-loop system model. In particular, we leverage the following MPC-inspired multi-term loss function. The primary reference tracking term is augmented with control smoothing and penalty terms \([10]\) imposed on control actions and output trajectories:

\[
\mathcal{L}_{\text{DPC}}(R, Y, \bar{Y}, U, \bar{U})(\Theta) =
\frac{1}{nN} \sum_{i=1}^{n} \sum_{k=1}^{N} \left( Q_r ||r_i^k - y_i^k||^2_2 + Q_{du} ||u_i^k - u_{i-1}^k||^2_2 + Q_y ||p(y_i^k, \bar{y}_i^k)||^2_2 + Q_{y} ||p(u_i^k, \bar{u}_i^k)||^2_2 \right)
\]

(15)

Where \(k\) represents time index, \(N\) is the prediction horizon, \(i\) is the batch index and \(n\) is the number of batches of sampled trajectories, respectively. \(R\) represent sampled reference trajectories to be tracked by the output trajectories of the closed-loop system \(Y\), where \(Q_r\) is reference tracking weight. The second term weighted by \(Q_{du}\) represents the control action smoothing. Similar to \(Y\), and \(U\), and \(\bar{Y}\), and \(\bar{U}\) are tensors of lower and upper bounds for the \(N\)-step ahead control action trajectories. We optimize the policy parameters \(\Theta\), while keeping the parameters of the dynamics model \([5]\) fixed. The penalty terms are weighted by terms \(Q_y\), and \(Q_u\) for output and input constraints, respectively.

**Remark.** The proposed control policy optimization procedure does not require an interaction with the real system or its emulator model. Instead, the policy is trained by sampling the closed-loop system using the trained dynamics model. Moreover, the training is extremely data-efficient as all sampled trajectories can be generated synthetically.

4. Experimental Case Study

4.1. System Description

The presented control approaches are implemented on a laboratory device called FlexyAir\([1]\). The device is a single-input single-output system, where the actuator is a fan that drives air into a vertical tube with a float inside. An infrared proximity sensor is placed on the top of the tube, which measures the float’s level. The manipulated variable in this laboratory process is a fan speed command, given to an internal fan speed controller, which sets the corresponding current for the fan itself. Next, the process variable is the position of the float in the vertical tube. The control objective is to stabilize the float’s vertical distance at the desired reference level, while satisfying given constraints. The sketch of the laboratory device is shown on the Fig. [5].

4.2. Dataset

**System identification.** Our experimental dataset is obtained by observing the real system dynamics with sampling time \(T_s = 0.25\) seconds. The measured input-output time series in
the form (2) has $m = 9 \cdot 10^3$ datapoints which are used to create training, validation, and test sets with equal lengths of 1000 samples. To take into account time horizons during the training, we apply $N$-step time shift to generate the past $Y_p^{true}$ and future $Y_t^{true}$ tensors for output variables, respectively. The time series in each set are subsequently separated to $N$-step batches, generating tensors with dimensions $(N, n, n_y)$, where $n$ represents number of batches, and $n_y$ is the dimension of the variable $y$ (the same applies for $u$). The number of batches $n = \frac{m}{N}$ depends on the total number of datapoints $m$ and length of the prediction horizon $N$.

Closed-loop control. As mentioned in Section 3.2, the control policy training is based on a sampling of the input sequences of the closed-loop dynamics model and does not require extra measurements of the real system. To demonstrate the data-efficiency, we generate each continuous time series with only $3 \cdot 10^3$ samples for train, validation, and test set, respectively. We apply the same $N$-step horizon batching as in the case of system identification task. The dataset is also normalized using min-max normalization.

The past observations of the output trajectories $Y_p$ are randomly sampled continuous trajectories, while predicted future trajectories $Y$ are internally generated by the trained system dynamics model. To improve generalization across dynamic modes, we assume that sampled trajectories $Y_p$ are dynamically generated sine waves with varying frequency, amplitude, and noise at each optimization epoch. The time-varying references and constraints bounds can be arbitrarily sampled from user-defined distribution to generalize the control across a set of tasks.

In our case, we sample sine waves for the output reference $R$ with amplitude in range
0.2, 0.8], the lower bound $Y$ in range [0.1, 0.4], and the upper bound $Y$ in range [0.6, 0.9]. The control action bounds can be in principle time-varying as well, however, in our case due to the nature of the experimental setup, we assume static constraints $U = 0.0$ and $U = 1.0$.

**Remark.** Training of the control policy on dynamically sampled system output trajectories $Y_p$ with varying frequencies and amplitudes is inspired by the fact that system response can be decomposed to a set of dynamic modes with fixed frequencies [77]. Alternatively, the trajectories $Y_p$ could be generated by perturbing the learned system dynamics or simply represented by observations of the real system.

### 4.3. Metrics

We assess trained DPC performance on two sets of metrics, the first one for training and hyperparameter selection, the second for task-specific performance evaluation. For training, we evaluate the mean squared error (MSE) of system identification loss (9) and policy learning loss (15), respectively. The loss function MSE evaluated on development sets are used for hyperparameter selection, while MSE on test sets are used for performance assessment of the training process. Second, instead of training-oriented processed datasets, we define the task-specific metrics using the real system data with $T$ time steps. For the system identification, we evaluate MSE of the open-loop response of the trained model compared to the response of the real system given as: $\frac{1}{T} \sum_{k=1}^{T} \|y_k - y^{true}_k\|^2_2$. For evaluation of the closed-loop control performance, we compute the reference tracking MSE as $\frac{1}{T} \sum_{k=1}^{T} \|y_k - r_k\|^2_2$, and integral of the absolute error (IAE) as $\sum_{k=1}^{T} |y_k - r_k|$. For constraints satisfaction, we evaluate mean absolute (MA) value of the output constraints violations: $\frac{1}{T} \sum_{k=1}^{T} (|p(y_k, y_k)| + |p(y_k, \bar{y}_k)|)$.

### 4.4. Optimization, and Hyperparameters Selection

The presented method with structured neural network models was implemented using Pytorch [78]. We train our models with randomly initialized weights using Adam optimizer [79] with a learning rate of 0.001. All neural network blocks in our models are designed with GELU activation functions [80]. We use a grid search for finding the best performing hyperparameters by assessing the performance of the trained models on the development set and task performance metrics specified in section 4.3. For both the dynamics model and control policy, we select the prediction horizon $N = 32$ steps, which with sampling time $T_s = 0.25$ seconds, corresponds to the 8 seconds time window.

**System identification.** The system dynamics model (8) is trained using the system identification dataset on 1000 epochs. The state transition block $f_x : \mathbb{R}^{30} \rightarrow \mathbb{R}^{30}$ and the input dynamics block $f_u : \mathbb{R}^1 \rightarrow \mathbb{R}^{30}$ are represented by residual neural networks, while output decoder $f_y : \mathbb{R}^{30} \rightarrow \mathbb{R}^1$ is a simple linear map. The state encoder map $f_o : \mathbb{R}^1 \rightarrow \mathbb{R}^{30}$ is represented by a standard, fully connected neural network. For simplicity, we assume only one step time lag for the state encoder. All individual neural block components are designed with 4 hidden layers and 30 hidden neurons. The resulting neural state-space model has $n_{\theta} = 24661$ trainable parameters. The weight factors of the system identification loss function (7) are given as follows: $Q_{dx} = 0.2$, $Q_y = 1.0$, $Q_u = 1.0$. The trained block neural state-space model (8) is subsequently used for the design of the constrained differentiable control policy, as described in section 3.2.
Closed-loop control. The constrained differentiable control policy \( \pi_\Theta \) is trained using synthetically sampled closed-loop system dataset on \( 5 \cdot 10^3 \) epochs with early stopping based on development set MSE. The policy map \( \pi_\Theta : \mathbb{R}^{128} \rightarrow \mathbb{R}^{32} \) is represented by fully connected neural network with 3 layers each with 20 hidden neurons, resulting in \( n_\Theta = 7272 \) trainable parameters. The weight factors of the constrained control loss function \( \mathcal{L} \) are \( Q_r = 1.0, Q_{du} = 0.1, Q_y = 2.0, Q_u = 10.0 \).

In case of the explicit model predictive control (eMPC) strategy (3a), we chose to set the length of the prediction horizon to \( N = 5 \), while the tuning factors were set to \( Q_r = 3 \), and \( Q_{du} = 4 \). Because, classical MPC can not handle neural state-space models, the corresponding quadratic optimization problem (3) is constructed using a simplified linear model obtained from the System Identification toolbox in Matlab [81].

4.5. Real-time Closed-loop Control Performance

This section shows the results of the real-time implementation of two control strategies. First, we present a step-change scenario to show the performance concerning transient behavior and reference tracking. Secondly, we introduce an experimental case study, where a harmonic reference alongside a set of harmonic constraints is considered. Here, we show how the proposed differentiable predictive control (DPC) handles constraint satisfaction. All control strategies for these real-time experiments are implemented using an embedded platform running on Raspberry-Pi 3 using Python 3.7.

Step-change scenario. This scenario presents the tracking performance when a step change occurs in the process variable. Specifically, we consider a step changes in the reference from \( 20 \rightarrow 15 \rightarrow 28 \text{cm} \) for the floater position. Moreover, we set the constraints to \( \bar{y} = 30 \text{cm} \) and \( \underline{y} = 13 \text{cm} \). Here, we compare the performance of 2 controllers. First, we set the baseline with the explicit MPC strategy. Then we include the proposed DPC policy. The tuning factors of individual controllers are mentioned in the section 4.4.

The control performance of respective policies is visualized on Fig. 6. Furthermore, rigorous validation of measured performances is reported in the Table 1. We can see that both eMPC and DPC follow the trajectory and respect bottom and top constraints from reported results. We can observe that eMPC and DPC react to the reference change in the same fashion (slope of the transient behavior). The difference is just the time instant when the change occurs. This is determined by the length of the prediction horizon of individual policies. While for the DPC the length of the horizon is not a bottleneck (32 samples in this case), the eMPC can not be constructed for longer horizons than 10 in this case we use \( N = 5 \) due to the memory footprint.

|                  | reference tracking | constraints violation |
|------------------|--------------------|-----------------------|
|                  | MSE IAE MSE MAE    |
| DPC              | 1.76 265          | 0 0                   |
| eMPC             | 8.97 526          | 0 0                   |

Using early stopping the DPC policy training typically converged using less than 1000 epochs.
Finally, we direct the reader to the table 1 where a quantitative numerical evaluation is reported. Here we followed the metrics established in section 4.3. In terms of MSE criterion, the DPC performs almost 8 times better than the explicit MPC. We also include the IAE criterion, which is more common in the control community, and in this case, the DPC outperforms the eMPC by more than 50%. In terms of constraints violations, these criteria read to 0 since neither DPC and eMPC cross the limits.

![Position measurements.](image)

![Profile of the manipulated variable.](image)

Figure 6: Real-time measurement profiles of DPC and eMPC control strategies with static constraints. Top figure shows the reference (red-dashed), explicit model predictive control (purple), constrained differentiable predictive control (blue) and constraints (black-dashed). Bottom figure shows the fan speeds of respective controllers.

**Constraints Satisfaction.** The second scenario involves the demonstration of systematic constraint handling by the DPC strategy. Here we utilize a harmonic reference and harmonic constraints. Concrete results are presented in the Fig. 7. Note, that the constraints are not violated even if the reference crosses out of allowed space, thus empirically demonstrating remarkable robustness capabilities even in this challenging scenario with high measurement noise.
Figure 7: Real-time measurement profile of proposed DPC strategy under the influence of harmonic reference and constraints. Top figure shows the reference signal (red-dashed) and measured floater position (blue). Bottom figure shows the profile of the fan speed.

4.6. Idealized Simulation Case Studies

The purpose of this section is to demonstrate control capabilities of the proposed constrained differentiable predictive control policies (DPC) in idealized simulations. We use the trained system dynamics model for representing the controlled system, omitting the influence of the plant-model mismatch and additive real-time disturbances affecting the dynamics of the real system. We show that, in case of perfect system dynamics model, DPC can achieve offset-free reference tracking capabilities, and robust constraints satisfaction, hence empirically demonstrating convergence to near optimal control performance.

Reference Tracking. Fig. 8 shows the offset-free reference tracking capabilities of the trained DPC method assessed using four different dynamic signals. Besides tracking an arbitrary dynamic reference, DPC policy demonstrates predictive control capabilities using a reference preview. In particular, notice the change in the trajectories several time steps before previewed step changes in the reference signals. To be able to react safely and in advance of forecasted parameters such as references and constraints is a desired feature for many
Figure 8: Simulated closed-loop control trajectories demonstrating reference tracking capabilities of DPC.

Figure 9: Simulated closed-loop control trajectories demonstrating balancing conflicting objectives with dynamic reference and dynamic constraints.

industrial control applications. The preview capability also represents additional value compared to explicit MPC, which can not handle preview of its parameters.

Constraints Satisfaction. We demonstrate the capability of DPC to balance conflicting objectives in terms of reference tracking and constraints handling. Fig. 9 plots DPC performance with dynamic reference crossing dynamic constraints. Even in this challenging scenario, the trained DPC policy satisfies the constraints while compromising on the tracking performance of the unattainable reference.

4.7. Scalability Analysis

In Table 2 we compare the scalability of the proposed differentiable predictive control (DPC) against explicit model predictive control (eMPC) in terms of on-line computational requirements, memory footprint, policy complexity, and off-line construction time with the increasing length of the prediction horizon $N$.

We compare the mean and maximum online computational (CPU) time and memory footprint required to evaluate and store the DPC and eMPC control policies. As shown in Table 2 the online evaluation of both control policies is extremely fast in terms of
Table 2: Scalability analysis of the proposed differentiable predictive control (DPC) policy against explicit MPC (eMPC).

| $N$ | 5   | 7   | 10  | 12  | 15  |
|-----|-----|-----|-----|-----|-----|
|     | mean CPU time [ms] |     |     |     |     |
| DPC | 0.369 | 0.355 | 0.371 | 0.380 | 0.502 |
| eMPC| 0.455 | 0.472 | 0.429 | -    | -    |
|     | max CPU time [ms] |     |     |     |     |
| DPC | 6.978 | 7.978 | 7.945 | 8.066 | 5.026 |
| eMPC| 1.325 | 1.927 | 4.684 | -    | -    |
|     | memory footprint [kB] |     |     |     |     |
| DPC | 13  | 15  | 17  | 19  | 21  |
| eMPC| 611 | 9300 | 65200 | -   | -   |
|     | number of policy parameters |     |     |     |     |
| DPC | 1845 | 2247 | 2850 | 3252 | 3855 |
| eMPC| 108 | 347 | 1420 | 2631 | 5333 |
|     | construction time [h] |     |     |     |     |
| DPC | 0.1 | 0.1 | 0.1 | 0.2 | 0.2 |
| eMPC| 0.1 | 4.0 | 66.5 | -  | -   |

*Trained on 1000 epochs without early stopping.
*Computed on Core i7 2.6GHz CPU with 16GB RAM.
*Computed on Core i7 4.0GHz CPU with 32GB RAM.

CPU time. This property is crucial for controlling fast and highly dynamical systems with high-frequency sampling rates, such as UAVs or agile robotic systems. However, memory requirements are significantly different for linearly scalable DPC compared to exponentially growing requirements of eMPC. In the case of eMPC, its enormous memory demands limit the applicability of this control strategy only to small scale systems with very low prediction horizons. Contrary to eMPC, DPC policies have an extremely low memory footprint regardless of the prediction horizon’s length, opening the doors to large-scale practical control applications.

To deeper understand the reported memory requirements, we evaluate the complexity of the control policies in terms of the number of parameters for DPC and the number of critical regions for eMPC. Table 2 shows that the number of parameters of the DPC scale linearly with the increasing prediction horizon $N$, while a number of critical regions of eMPC scales exponentially. The reason behind this is that complexity of eMPC policy (5.2) is primarily given by the number of constraints that scale exponentially with the length of the prediction horizon and the number of optimized variables. On the other hand, the complexity of DPC policy depends mainly on the number of hidden nodes and the number of layers, which allows it to scale to large state-action spaces with long prediction horizons.

Table 2 also reports the construction time for the eMPC policy using multiparametric programming [66, 52], to give the reader notions about the limitations of this solution method. Specifically, we direct the attention to the construction time of the eMPC with
$N = 10$ for which the generation of the associated controller took almost 3–days. Contrarily, the construction time of DPC scales linearly to a large prediction horizon, as reported in Table 2. Here we demonstrate a tremendous potential of the proposed DPC policies to scale up to large-scale control problems way beyond the reach of classical eMPC.

5. Limitations and Future Work

Despite experimentally demonstrated robust performance, the proposed DPC method as described in this paper does not provide theoretical guarantees on the constraints satisfaction or closed-loop system stability. From a theoretical perspective, structural similarity of the underlying optimization problem to well studied MPC problem presents opportunities for further extensions of the proposed DPC methodology. Some examples include adaptive control via online updates of the nonlinear system model, robust and stochastic control via constraints tightening, or closed-loop stability guarantees based on stability of MPC \[83, 84, 85\]. Additional extensions include offset-free formulation with augmented state space model and control error integrator dynamics recently proposed for neural network-based controllers \[86\]. From the deep learning perspective, methods such as \[55\] can be employed to obtain hard constraints satisfaction guarantees on states and control actions. From the system identification perspective, various neural architectures might be more or less suitable to parametrize the proposed neural state space models, depending on the underlying dynamical system. Straightforward model architecture extensions of the proposed methodology may include a whole range of differentiable models, for instance, sparse identification of nonlinear dynamics (SINDy) \[87\], multistep neural networks \[88\], or graph neural networks \[89\].

6. Conclusions

We have experimentally demonstrated that it is possible to train constrained optimal control policies purely based on the observations of the dynamics of the unknown nonlinear system. The principle is based on optimizing control policies with constraints penalty functions by differentiating trained neural state-space models representing an internal model of the observed nonlinear system. We denote this control approach constrained differentiable predictive control (DPC).

We compare the performance of trained DPC policy against classical explicit model predictive control (eMPC). The control algorithms are implemented on a laboratory device with the Raspberry-Pi platform. In comparison with eMPC using a linear model, DPC achieves better control performance due to the nonlinear system dynamics model and the reference and constraints preview capability. However, most importantly, DPC has unprecedented scalability beyond the limitations of eMPC. DPC scales well with increased problem complexity defined by the length of the prediction horizon resulting in an increased number of decision variables and constraints of the underlying optimization problem. DPC demonstrates linear scalability in terms of memory footprint, number of policy parameters, and required construction time. Therefore, we believe that the proposed DPC method has the potential for wide adoption in large-scale control systems with limited computational resources and fast sampling rates.
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