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1. Introduction

Gain graphs are graphs where each oriented edge is labeled by an element of a group $G$ in such a way that to the opposite orientation corresponds the group inverse of the element. These labelings, that are maps from the set of oriented edges to $G$, are called gain functions. They are usually studied up to an equivalence relation, the switching equivalence. More precisely, a gain graph is a pair $(\Gamma, \psi)$ where $\Gamma$ is the underlying graph and $\psi$ is a gain function on $\Gamma$. For example, signed graphs are gain graphs with $G = \{\pm 1\}$, and the classical (unsigned) graphs can be seen as gain graphs on the trivial group (see [15,19] for a glossary and a periodically updated bibliography on the subject).

In the recent years many works were devoted to the investigation, in the setting of gain graphs, of several topics coming from the classical case. Among them, there are graph matrices and their spectra (see [3,5,10,12,14]), or the concept of orientation and line graph (see [2,13,20]). All of them are inspired by the corresponding generalizations existing for signed graphs [14,15,17,21].

In this paper we introduce and investigate the gain-line graph of a gain graph, without any assumption on the group $G$. To the best of our knowledge, the line graph has been studied only for signed graphs [21], for $T_4$-gain graphs [2] and also for gain graphs on
abelian groups [13]. Our research moves from the latter.

In [13] Reff introduced the incidence $G$-phase functions of a graph $\Gamma$ (in our language, simply $G$-phases), as a generalization of the bidirections in signed graphs or, simply, as a generalization of the incidence matrices in the classical theory. For a simple graph, the incidence matrix contains all necessary information to reconstruct its adjacencies. Similarly, a $G$-phase induces a gain function and then determines a gain graph. In analogy with [21], a pair consisting of a $G$-phase and the associated gain graph was called an oriented $G$-gain graph. Indeed, Reff defined the concept of line graph in the context of oriented $G$-gain graphs. That is, he defined a map from $G$-phases of a graph to $G$-phases of its line graph (this map is denoted with $L$ in the present paper). In [13, Theorem 4.2] it is proved that, when $G$ is abelian, $G$-phases inducing switching equivalent gain functions on $\Gamma$ are associated with $G$-phases inducing switching equivalent gain functions on its line graph $L(\Gamma)$. In other words, he managed to define the gain-line graph for switching equivalence classes of gain functions on abelian groups. The question [13, Question 2], about a possible generalization of the aforementioned theorem in the non-abelian case, remained open. One of the main results of this paper is a complete answer to this question, presenting a gain-line construction, well-posed also for non-abelian groups.

We go beyond this mere generalization as we investigate more in depth the set of $G$-phases, interpreting them as a set of group algebra valued matrices, and studying different actions of $G$ on this set. This gives a new tool to study, concurrently, (switching classes of) gain functions on a graph and (switching classes of) gain functions on its line graph (and their balance property), just looking at the orbits of these actions (see Theorem 4.14, Theorem 4.21, Theorem 4.25, Corollary 4.27). Moreover, this sheds a new light on the relation between the oriented $G$-gain graphs in the sense of [13] and the choice of a representative of the switching class of the gain-line (see Corollary 4.22).

As we already mentioned, the (unoriented) incidence matrix $N$ of a graph $\Gamma$ identifies the adjacency of $\Gamma$. In particular, one has

\[ NN^T = \Delta^+_\Gamma, \]

where $\Delta^+_\Gamma$ is the signless Laplacian matrix of $\Gamma$. On the other hand, the incidence matrix $N$ identifies also the adjacency of the line graph $L(\Gamma)$, as

\[ N^TN = 2I + A_{L(\Gamma)}, \]

where $A_{L(\Gamma)}$ is the adjacency matrix of $L(\Gamma)$ (we refer the reader to the next section for formal definitions and to [6, Eq. 7.29] or [11] for both equations). In the classical case one can then construct a line graph directly from the incidence matrix of $\Gamma$, and not necessarily from the incidence matrix of $L(\Gamma)$. An analogue is true for signed graphs (see [21, Eq. V.1]), for $\mathbb{T}_4$-gain graphs (see [2, Theorem 1]) and for $\mathbb{T}$-gain graphs (see [13, Theorem 5.1]), where $\mathbb{T}$ is the unit circle group and $\mathbb{T}_4 = \{1, i, -1, -i\}$ is its subgroup consisting of the fourth roots of unity. Essentially, this is possible every time one has a complex matrix analogue of the incidence matrix.

Approaching a $G$-phase as a group algebra valued matrix gives us the advantage that the left hand sides of Eqs. (1) and (2) make sense even when the $G$-phase is not a complex matrix. For this reason in Section 3 beside the gain graphs basics, we give some definitions
and properties of the space $M_{n \times m}(\mathbb{C}G)$ of $n \times m$ matrices with entries in the group algebra $\mathbb{C}G$. We then define the adjacency matrix $A_{\Gamma,\psi}$ and the $s$-Laplacian matrix $\Delta^s_{\Gamma,\psi}$ of a gain graph $(\Gamma,\psi)$, where $s$ is a central weak involution of $G$. We show that two gain functions are switching equivalent if and only if their associated adjacency matrices (or $s$-Laplacian matrices) are conjugated by a diagonal matrix with group valued diagonal entries (see Theorem 3.5).

In Section 4 starting from a graph $\Gamma$ with $n$ vertices and $m$ edges, we define the set $\mathcal{H}_\Gamma$ of the $G$-phases of $\Gamma$ as a subset of $M_{n \times m}(\mathbb{C}G)$. From a $G$-phase $H$, we define a gain function $\Psi(H)$ on $\Gamma$ (depending on the choice of a central weak involution $s_1 \in G$) and a gain function $\Psi_L(H)$ on $L(\Gamma)$ (depending on the choice of a central weak involution $s_2 \in G$), in such a way that the analogues of Eqs. (1) and (2) hold (see Lemma 4.9 and Lemma 4.11). We call compatible a pair $(\Psi(H),\Psi_L(H))$, that is, a gain function on $\Gamma$ together with a gain function on its line graph $L(\Gamma)$ coming from the same $G$-phase $H$. Actually, every gain function of $\Gamma$ can be seen as the gain function induced by some $G$-phase. More precisely, starting from an orientation of the edges of the underlying graph $\Gamma$ and a gain function, we produce a $G$-phase inducing such a gain function and then we determine an oriented $G$-gain graph (see Proposition 4.13). Now, using such a $G$-phase, we are able to define a gain-line graph for any gain graph $(\Gamma,\psi)$. The already mentioned results about the orbits in $\mathcal{H}_\Gamma$ ensure that the switching equivalence class of the obtained gain-line graph of $(\Gamma,\psi)$ does not depend on the choice of the $G$-phase inducing $\psi$ nor on the choice of the representative of the switching class of $\psi$. Even more, compatibility of a pair depends only on the switching equivalence class of its components (see Corollary 4.26). The answer to [13, Question 2] follows since, by virtue of Theorem 4.32, our gain-line graph is consistent with the one defined in [13]. Despite every gain function on $\Gamma$ is induced by elements in $\mathcal{H}_\Gamma$, this is not the case for gain functions on $L(\Gamma)$. In other words, not every gain graph can be a gain-line graph, even when the necessary hypothesis that its underlying graph is a line graph is satisfied (see Example 4.19).

The problem of recognizing which graphs are line graphs in the classical theory has been very significant and was extensively investigated (see [9]). In Section 5 we take a first step in the analogous problem for general gain graphs: still following [13], we focus on spectral conditions to be a gain-line graph. The main issue is that a gain graph $(\Gamma,\psi)$ does not have a canonical complex adjacency matrix. A solution comes from the matrix Fourier transform approach, already fruitful in [5]. Suppose that $\Gamma$ has $n$ vertices and $\pi$ is a unitary representation of $G$ of degree $k$; we can define the represented adjacency matrix $\tilde{A}_{\Gamma,\psi}(\pi) \in M_{nk}(\mathbb{C})$. The latter comes from the generalization, from $\mathbb{C}G$ to $M_n(\mathbb{C}G)$, of the Fourier transform at $\pi$. Roughly speaking, it is obtained from the adjacency matrix $A_{\Gamma,\psi} \in M_n(\mathbb{C}G)$ by replacing each gain entry $g \in G$ by the $k \times k$ complex matrix $\pi(g)$. It turns out that the matrix $\tilde{A}_{\Gamma,\psi}(\pi)$ is Hermitian and we call its real spectrum the $\pi$-spectrum of $(\Gamma,\psi)$. In Corollary 5.5 (resp. Corollary 5.10) we prove that the $\pi$-spectrum of a gain-line graph must be contained in $[-2,\infty)$ (resp. in $(-\infty,2]$) if $\pi(s_1) = I_k$ (resp. if $\pi(s_2) = -I_k$). In particular, when a representation $\pi$ is irreducible and unitary, the $\pi$-spectrum of a gain-line graph cannot have simultaneously eigenvalues less than $-2$ and eigenvalues greater than $2$ (see Corollary 5.7). This new condition actually depends also on the gain function and it is not automatically satisfied when the underlying graph is a
We want to highlight that the matrix Fourier transform approach is crucial not only to define the spectrum of a gain graph via Hermitian matrices: it is also a key tool to formally include the known results about signed or $\mathbb{T}$-gain graphs within our more general framework, even from a matrix point of view. The complex matrices considered in the theory so far, are in fact nothing but the represented versions of the matrices of gain graphs, with a particular choice of the unitary representation and some particular choices of the central weak involutions (see Remark 5.3). This gives a more precise meaning to the statement that our paper contains and extends some of the results of \cite{2,13,21}.

2. Orientations and bidirections in graphs

Let $\Gamma = (V_\Gamma, E_\Gamma)$ be a finite, connected, simple, undirected graph, with at least one edge. The set $V_\Gamma$ is the vertex set, and the set $E_\Gamma$ is the edge set, consisting of unordered pairs of type $\{u, v\}$, with $u, v \in V_\Gamma$. We write $u \sim v$ if $\{u, v\} \in E_\Gamma$, then we say that $u$ and $v$ are adjacent and that are endpoints of the edge $\{u, v\}$. We will use the set theoretic notation for the edges: for $v \in V_\Gamma$ and $e \in E_\Gamma$ we write $v \in e$ if the edge $e$ is incident to $v$, that is, $v$ is one of the endpoints of $e$. If $e_1, e_2 \in E_\Gamma$ are both incident to a vertex, we denote that vertex as $e_1 \cap e_2$. We write $e_1 \cap e_2 = \emptyset$ if $e_1$ and $e_2$ do not share a common vertex. For any $v \in V_\Gamma$, we denote by $\deg(v)$ the degree of $v$, that is, the number of edges that are incident to $v$. A walk $W$ of length $k - 1$ in $\Gamma$ is an ordered list of $k$ vertices $v_1, \ldots, v_k$ such that $v_i \sim v_{i+1}$. The walk $W$ is closed if $v_1 = v_k$.

Throughout this paper $|V_\Gamma| = n$ and $|E_\Gamma| = m$. We fix an order $V_\Gamma = \{v_1, \ldots, v_n\}$ and we write the adjacency matrix $A_\Gamma$ of $\Gamma$ with respect to this order as:

$$(A_\Gamma)_{i,j} := \begin{cases} 1 & \text{if } v_i \sim v_j \\ 0 & \text{otherwise.} \end{cases}$$

We also denote by $\Delta_\Gamma$ and $\Delta_\Gamma^+$ the Laplacian and the signless Laplacian of $\Gamma$, respectively:

$$\Delta_\Gamma := \deg(\Gamma) - A_\Gamma$$

$$\Delta_\Gamma^+ := \deg(\Gamma) + A_\Gamma,$$

where the matrix $\deg(\Gamma)$ is the diagonal matrix of the degrees of the vertices $V_\Gamma$.

The line graph of $\Gamma$ is the graph $L(\Gamma) = (V_{L(\Gamma)}, E_{L(\Gamma)})$ where $V_{L(\Gamma)} = E_\Gamma$, and for $e_1, e_2 \in V_{L(\Gamma)}$ we have $e_1 \sim e_2$ if $e_1 \cap e_2 \neq \emptyset$. Fixing also an order of $E_\Gamma = \{e_1, \ldots, e_m\}$ we can define the adjacency matrix $A_{L(\Gamma)}$ of the line graph and the incidence matrix $N$ of $\Gamma$, the latter being the $n \times m$ matrix such that

$$(3) \quad N_{i,j} := \begin{cases} 1 & \text{if } v_i \in e_j \\ 0 & \text{otherwise}. \end{cases}$$

We will denote by $O(E_\Gamma)$ the set of oriented edges, that is, the set of the ordered pairs consisting of adjacent vertices $O(E_\Gamma) = \{(u, v) : u, v \in V_\Gamma, u \sim v\}$. An oriented edge $(u, v) \in O(E_\Gamma)$ is thought to go from $u$ to $v$. By definition, there exists a 2-1-projection
\( p: O(E_{\Gamma}) \to E_{\Gamma} \) such that \( p((u, v)) = p((v, u)) = \{u, v\} \).

An orientation \( \sigma \) of \( \Gamma \) is a subset of \( O(E_{\Gamma}) \) such that the restriction of \( p \) to \( \sigma \) is a bijection, that is, \( \sigma \) assigns a direction to each edge. If \( e = \{v_1, v_2\} \in E_{\Gamma} \), and \((v_1, v_2) \in \sigma\), we denote with \( e^\sigma := (v_1, v_2) \) the associated oriented edge. An example of orientation \( \sigma_\prec \) is the one induced by the order of \( V_{\Gamma} \), that is \( \sigma_\prec := \{(v_i, v_j) : \{v_i, v_j\} \in E_{\Gamma}, i < j\} \).

With the graph \( \Gamma \) one can also associate a bidirection \( h \), that is a choice, for every edge, of an independent orientation at each of its endpoints (see \[7,21\]). The bidirection \( h \) can be formalized as a map \( h: \{(v, e) \in V_{\Gamma} \times E_{\Gamma} : v \in e\} \to \{\pm 1\} \), with the interpretation that if \( h(v, e) = 1 \) then the arrow of the edge \( e \) near \( v \) points to \( v \), if \( h(v, e) = -1 \) then the arrow of the edge \( e \) near \( v \) goes away from \( v \) (see \[21\]). Moreover, we can also consider the incidence matrix \( N_h \) associated with the bidirection \( h \): more precisely, \( N_h \) is the \( \{0, \pm 1\} \)-valued \( n \times m \) matrix such that
\[
(N_h)_{i,j} := \begin{cases} h(v_i, e_j) & \text{if } v_i \in e_j \\ 0 & \text{otherwise.} \end{cases}
\]

Notice that the positions of the nonzero entries of \( N_h \) are the same of the nonzero entries of \( N \), for every bidirection \( h \).

### 3. Gain graphs and group algebra valued matrices

Let \( G \) be a group. We consider a map \( \psi: O(E_{\Gamma}) \to G \) such that \( \psi(u, v) = \psi(v, u)^{-1} \).

The pair \((\Gamma, \psi)\) is a \( G \)-gain graph (or equivalently, a gain graph on \( G \)) and \( \psi \) is said to be a gain function (or \( G \)-gain function), and \( \Gamma \) is said to be the underlying graph of the gain graph \((\Gamma, \psi)\).

We denote by \( G(\Gamma) \) the set of all possible \( G \)-gain functions on \( \Gamma \). For a given gain function \( \psi \) and a walk \( W = v_1, \ldots , v_k \) in \( \Gamma \), the gain of \( W \) is defined as \( \psi(W) := \psi(v_1, v_2)\psi(v_2, v_3)\cdots \psi(v_{k-1}, v_k) \). A gain graph \((\Gamma, \psi)\) is said to be balanced if \( \psi(W) = 1_G \) for every closed walk \( W \), where \( 1_G \) denotes the neutral element of \( G \). A fundamental concept in the theory of gain graphs, inherited from the theory of signed graphs, is the switching equivalence.

**Definition 3.1.** Two gain functions \( \psi_1 \) and \( \psi_2 \) on the same underlying graph \( \Gamma \) are switching equivalent, and we shortly write \( \psi_1 \sim \psi_2 \), if there exists \( f: V_{\Gamma} \to G \) such that
\[
\psi_2(v_i, v_j) = f(v_i)^{-1}\psi_1(v_i, v_j)f(v_j), \quad \forall v_i, v_j : v_i \sim v_j.
\]

We write \( \psi_2 = \psi_1^f \) when Eq. (5) holds. We denote by \( [G(\Gamma)] \) the set of the switching equivalence classes of \( G \)-gain functions on \( \Gamma \).

An element \( s \in G \) such that \( s^2 = 1_G \) is called a weak involution (see \[13\]), and we denote by \( s \in G(\Gamma) \) the constant gain function such that \( s(u, v) = s \) for any \( u, v \in V_{\Gamma} \), with \( u \sim v \). Notice that, since \( s = s^{-1} \), the map \( s \) is actually a gain function. It turns out that \((\Gamma, \psi)\) is balanced if and only if \( \psi \sim 1_G \) (see \[16\] Lemma 5.3). Similarly, if \( G \) is a subgroup of \( \mathbb{C} \) containing \(-1\), one says that a \( G \)-gain graph \((\Gamma, \psi)\) is antibalanced if \( \psi \sim -1 \).
We denote by $Z(G) = \{g \in G : gh = hg, \forall h \in G\}$ the centrum of $G$ and we say that $g \in G$ is central if $g \in Z(G)$.

Associated with the group $G$, we consider the group algebra $\mathbb{C}G$ of finite $\mathbb{C}$-linear combinations of elements of $G$. An element $f \in \mathbb{C}G$ can be expressed as $f = \sum_{x \in G} f_x x$, with $f_x \in \mathbb{C}$, where we assume that the set $\{x \in G : f_x \neq 0\}$ is finite. The product in $\mathbb{C}G$ is the linear extension of the one in $G$:

$$(\sum_{x \in G} f_x x) \cdot (\sum_{y \in G} h_y y) := \sum_{x,y \in G} f_x h_y xy \quad \text{for each } f, h \in \mathbb{C}G.$$  

Moreover, there is also an involution $^*$ on $\mathbb{C}G$ defined as $f^* := \sum_{x \in G} \overline{f_x} x^{-1}$, where $\overline{f_x}$ denotes the complex conjugate of $f_x$. Clearly, there exists an embedding of $G$ in $\mathbb{C}G$ and we simply write $0$ to indicate the zero-vector of $\mathbb{C}$.

Consider now the $\mathbb{C}$-vector space $M_{n \times m}(\mathbb{C}G)$ consisting of the $n \times m$ matrices with entries in $\mathbb{C}G$. For a given $A \in M_{n \times m}(\mathbb{C}G)$, we define the matrix $A^* \in M_{m \times n}(\mathbb{C}G)$ such that

$$(A^*)_i,j = (A_j,i)^*,$$

where the $^*$ on the right is the involution of $\mathbb{C}G$. As in the case of classical matrices, it is possible to define the product of an element $A \in M_{n \times m}(\mathbb{C}G)$ and an element $B \in M_{m \times q}(\mathbb{C}G)$ in the following way:

$$(AB)_{i,j} = \sum_{l=1}^m A_{i,l} B_{l,j},$$

where the product on the right is that of $\mathbb{C}G$. In particular, the space $M_{n \times n}(\mathbb{C}G)$, or simply $M_n(\mathbb{C}G)$, is also an algebra with involution $^*$. For more details see [5].

An element $F \in M_n(\mathbb{C}G)$ is said to be diagonal if $F_{i,j} = 0 \in \mathbb{C}G$ for each $i \neq j$. In this case, we use the notation $F = \text{diag}(f_1, \ldots, f_n)$, with $f_i = F_{i,i}$. A matrix $A \in M_{n \times n}(\mathbb{C}G)$ can also be multiplied, on the left or on the right, by an element $a \in \mathbb{C}$, in the following way:

$$(aA)_{i,j} = a A_{i,j} \quad (Aa)_{i,j} = A_{i,j} a.$$  

Notice that $aA = \text{diag}(a, a, \ldots) A$ and $Aa = A \text{diag}(a, a, \ldots)$.  

The construction of the algebra $M_n(\mathbb{C}G)$ allows us to define adjacency and Laplacian matrices of a $G$-gain graph even when the group $G$ is not embedded into $\mathbb{C}$.

**Definition 3.2.** Let $V_\Gamma = \{v_1, v_2, \ldots, v_n\}$ be an order for the vertex set of $\Gamma$ and let $s \in Z(G)$ be such that $s^2 = 1_G$. The adjacency matrix $A_{\Gamma,\psi} \in M_n(\mathbb{C}G)$ of $(\Gamma, \psi)$ is the matrix defined by

$$(A_{\Gamma,\psi})_{i,j} = \begin{cases} \psi(v_i, v_j) & \text{if } \{v_i, v_j\} \in E_\Gamma \\ 0 & \text{otherwise.} \end{cases}$$

The $s$-Laplacian matrix $\Delta^s_{\Gamma,\psi} \in M_n(\mathbb{C}G)$ of $(\Gamma, \psi)$ is the matrix defined by

$$\Delta^s_{\Gamma,\psi} := \deg(\Gamma, G) + s A_{\Gamma,\psi},$$
where \( \text{deg}(\Gamma, G) = \text{diag}(\text{deg}(v_1)1_G, \ldots, \text{deg}(v_n)1_G) \in M_n(\mathbb{C}G) \).

**Remark 3.3.** If an order of \( V_\Gamma \) is fixed, two gain functions \( \psi_1 \) and \( \psi_2 \) are equal if and only if \( A^*_\Gamma,\psi_1 = A^*_\Gamma,\psi_2 \) or, equivalently, if and only if \( \Delta^*_\Gamma,\psi_1 = \Delta^*_\Gamma,\psi_2 \).

We are going to introduce a suitable equivalence relation \( \sim \) in \( M_n(\mathbb{C}G) \) in order to characterize the switching equivalence of gain functions in terms of equivalence of adjacency or Laplacian matrices (Theorem 3.5).

**Definition 3.4.** Let \( A, B \in M_n(\mathbb{C}G) \). Then \( A \sim B \) if there exists a diagonal matrix \( F \in M_n(\mathbb{C}G) \) such that \( F_{i,i} \in G \), for each \( i = 1, \ldots, n \), and \( F^*AF = B \). If this is the case, we write \( B = AF \).

The following is a generalization of [5, Theorem 1]. For the sake of completeness, we present the proof in full.

**Theorem 3.5.** Let \( \psi_1, \psi_2 \in G(\Gamma) \). The following are equivalent:

1. \( \psi_1 \sim \psi_2 \);
2. \( A^*_{\Gamma,\psi_1} \sim A^*_{\Gamma,\psi_2} \);
3. \( \Delta^*_{\Gamma,\psi_1} \sim \Delta^*_{\Gamma,\psi_2} \).

**Proof.**

(1) \( \iff \) (2)

If \( \psi_1 \sim \psi_2 \), then there exists a map \( f : V_\Gamma \rightarrow G \) such that Eq. (5) holds. The diagonal matrix \( F \in M_n(\mathbb{C}G) \) with entries \( F_{i,i} = f(v_i) \) satisfies \( F^*A^*_{\Gamma,\psi_1}F = A^*_{\Gamma,\psi_2} \), since:

\[
(F^*A^*_{\Gamma,\psi_1}F)_{i,j} = \sum_{r=1}^{n} \sum_{p=1}^{n} (F^*)_{i,r}(A^*_{\Gamma,\psi_1})_{r,p}F_{p,j} = \sum_{r=1}^{n} \sum_{p=1}^{n} (F_{r,i})^*(A^*_{\Gamma,\psi_1})_{r,p}F_{p,j}
\]

\[
= f(v_i)^{-1}(A^*_{\Gamma,\psi_1})_{i,j}f(v_j) = \begin{cases} f(v_i)^{-1} \psi_1(v_i, v_j)f(v_j) & \text{if } \{v_i, v_j\} \in E_\Gamma \\ 0 & \text{otherwise} \end{cases}
\]

which corresponds exactly to the entry \( (A^*_{\Gamma,\psi_2})_{i,j} \) by Eq. (5). Vice versa, if there exists a diagonal matrix \( F \in M_n(\mathbb{C}G) \) such that \( F^*A^*_{\Gamma,\psi_1}F = A^*_{\Gamma,\psi_2} \), we can define \( f(v_i) := F_{i,i} \) and easily verify that Eq. (5) holds.

(2) \( \iff \) (3)

Clearly

\[
\text{deg}(\Gamma, G)^F = F^*\text{deg}(\Gamma, G)F = \text{deg}(\Gamma, G)
\]

for any diagonal \( F \in M_n(\mathbb{C}G) \) such that \( F_{i,i} \in G \). It follows, by using the fact that \( s \) is a central element of \( G \), that \( A^*_{\Gamma,\psi_2} = (A^*_{\Gamma,\psi_1})^F \) and only if \( \Delta^*_{\Gamma,\psi_2} = (\Delta^*_{\Gamma,\psi_1})^F. \)

4. **G-phases and gain-line graphs**

We open this core section of the paper with a key definition.
Definition 4.1. For a graph $\Gamma = (V_\Gamma, E_\Gamma)$ and a group $G$, with $|V_\Gamma| = n$ and $|E_\Gamma| = m$, a matrix $H \in M_{n \times m}(\mathbb{C}G)$ is said to be a $G$-phase of $\Gamma$ if
\begin{align*}
H_{i,j} & \in G \text{ if } v_i \in e_j \quad \text{and} \\
H_{i,j} & = 0 \text{ if } v_i \notin e_j.
\end{align*}
We denote by $\mathcal{H}_\Gamma \subseteq M_{n \times m}(\mathbb{C}G)$ the set of all $G$-phases of $\Gamma$. We call $G$-phased graph the pair $(\Gamma, H)$, with $H \in \mathcal{H}_\Gamma$ (see [13]).

Example 4.2. Let $N_\Gamma(G) \in M_{n \times m}(\mathbb{C}G)$ be the matrix such that
\begin{align*}
N_\Gamma(G)_{i,j} &= \begin{cases} 1_G & \text{if } v_i \in e_j \\ 0 & \text{if } v_i \notin e_j. \end{cases}
\end{align*}
Clearly $N_\Gamma(G) \in \mathcal{H}_\Gamma$.

Example 4.3. When $G = \{\pm 1\}$, the set $\mathcal{H}_\Gamma$ consists of all possible $2^m$ matrices obtained from the incidence matrix $N$ (see Eq. (3)) by replacing some 1 with $-1$. That is, $\mathcal{H}_\Gamma$ is in bijection with the set of all possible bidirections of $\Gamma$ (see Eq. (4)).

Let us denote by $G^n$ the $n$-direct power of the group $G$, so that $G^n = \{g = (g_1, \ldots, g_n) : g_i \in G\}$, where the group product is defined coordinate-wise. Notice that, when an order of $V_\Gamma$ is fixed, an element $g \in G^n$ can be regarded as a map $g : V_\Gamma \to G$ such that $g(v_i) = g_i$.

Moreover, the group $G^n$ is canonically isomorphic to the group of all diagonal matrices of $M_n(\mathbb{C}G)$ with diagonal entries in $G$, via the bijection
\[ g \mapsto g := \text{diag}(g_1, \ldots, g_n) = \begin{pmatrix} g_1 & \cdots \\ \vdots \\ g_n \end{pmatrix} \in M_n(\mathbb{C}G). \]
In particular, we can multiply a matrix $M_{n \times m}(\mathbb{C}G)$ by an element of $G^n$ on the left or by an element of $G^m$ on the right. These actions can be restricted to $\mathcal{H}_\Gamma$, as we show in the next lemma.

Lemma 4.4. For any $f \in G^n, g \in G^m, H \in \mathcal{H}_\Gamma$ one has $fHg \in \mathcal{H}_\Gamma$.

Proof. Since $(fHg)_{i,j} = f_i H_{i,j} g_j$ then clearly if $H$ satisfies conditions in Eq. (7) then also $fHg$ does. \qed

An action $P$ of a group $G$ over a set $S$ is a map
\[ P : G \times S \to S \]
such that the induced map
\[ \mathcal{P} : G \to \text{Sym}(S), \quad g \mapsto P_g \]
is a group homomorphism, where $P_g(s) = P(g, s)$, for every $g \in G$ and $s \in S$, and $\text{Sym}(S)$ denotes the permutation group of $S$. For an element $s \in S$, we denote with $St_P(s) = \{g \in G : P(g, s) = s\}$ the stabilizer of $s$. Notice that $St_P(s)$ is a subgroup of $G$. 
We say that the action $P$ is free if the stabilizer of each element is trivial or, equivalently, if $P_g$ has no fixed points, for every $g \in G$. A $P$-orbit $O$ of the action $P$ is a subset of $S$ for which there exists $s \in S$ such that $O = \{P(g,s) | g \in G\}$. The orbits of $P$ define a partition of $S$, whose associated equivalence relation will be denoted by $\sim_P$.

**Definition 4.5.** Let $\Gamma$ be a graph. Then three actions on the set $\mathcal{H}_\Gamma$ of $G$-phases of $\Gamma$ can be defined as follows. For every $f \in G^n$, $g \in G^m$, $H \in \mathcal{H}_\Gamma$, we put:

$$
\begin{align*}
    r &: G^m \times \mathcal{H}_\Gamma \to \mathcal{H}_\Gamma, & r(g, H) &= Hg \\
    l &: G^m \times \mathcal{H}_\Gamma \to \mathcal{H}_\Gamma, & l(f, H) &= f^*H \\
    (l \times r) &: (G^n \times G^m) \times \mathcal{H}_\Gamma \to \mathcal{H}_\Gamma, & (l \times r)((f, g), H) &= f^*Hg.
\end{align*}
$$

The actions $r$ and $l$ are clearly free. The stabilizer $St_{l(x)}(H)$, for $H \in \mathcal{H}_\Gamma$, is in general nontrivial and depends on $H$. The abelian case is analyzed in the following proposition.

**Proposition 4.6.** Let $G$ be an abelian group. Then, for any $H \in \mathcal{H}_\Gamma$:

$$
St_{l(x)}(H) = \{(f, g) \in G^n \times G^m : f_1 = \cdots = f_n = g_1 = \cdots = g_m\} \cong G.
$$

**Proof.** Clearly if $(f, g) \in G^n \times G^m$ is such that $f_1 = \cdots = f_n = g_1 = \cdots = g_m$ then, for every $H \in \mathcal{H}_\Gamma$, we have

$$(8) \quad (l \times r)((f, g), H)_{i,j} = f_i^{-1}H_{i,j}g_j = H_{i,j}.
$$

Vice versa, if Eq. (8) holds and $G$ is abelian, for every $v_i \in e_j$ we have $f_i = g_j$. The thesis follows by connectedness of $\Gamma$. $\square$

We write $H_1 \sim_r H_2$ if $H_1, H_2 \in \mathcal{H}_\Gamma$ are in the same $r$-orbit, that is, if there exists $g \in G^m$ such that $H_1 = H_2 g$. If this is the case, one has:

$$(9) \quad H_1 H_1^* = H_2 g(H_2 g)^* = H_2 g g^* H_2^* = H_2 H_2^*.
$$

Similarly, we write $H_1 \sim_l H_2$ if $H_1, H_2 \in \mathcal{H}_\Gamma$ are in the same $l$-orbit, that is, there exists $f \in G^n$ such that $H_1 = f^*H_2$. If this is the case, one has:

$$(10) \quad H_1^* H_1 = (f^* H_2)^* f^* H_2 = H_2^* f f^* H_2 = H_2^* H_2.
$$

Finally, we write $H_1 \sim_{l \times r} H_2$ if $H_1, H_2 \in \mathcal{H}_\Gamma$ are in the same $(l \times r)$-orbit, that is, there exists $f \in G^n$ and $g \in G^m$ such that $H_1 = f^* H_2 g$.

**Remark 4.7.** For any $H_1, H_2, H_3 \in \mathcal{H}_\Gamma$, one has:

$$
H_1 \sim_r H_2 \text{ and } H_2 \sim_l H_3 \implies H_1 \sim_{l \times r} H_3.
$$

We conclude by defining a further equivalence relation, denoted by $\sim_{l \times r}$, whose associated partition is the one obtained intersecting $r$-orbits with $l$-orbits:

$$
H_1 \sim_{l \times r} H_2 \iff H_1 \sim_l H_2 \text{ and } H_1 \sim_r H_2.
$$
4.1. $G$-phases and gains of $\Gamma$. The aim of this section is to associate a gain with a given graph $\Gamma$, starting from a $G$-phase of $\Gamma$. We start by giving the following definition.

**Definition 4.8.** Let $s_1 \in Z(G)$ with $s_1^2 = 1_G$, and define the map
\[
\Psi : H_\Gamma \rightarrow G(\Gamma)
\]
such that, for every $H \in H_\Gamma$, the gain function $\Psi(H)$ on $\Gamma$ is:
\[
(11) \quad \Psi(H)(v_i, v_j) = s_1 H_{i,k}(H_{j,k})^{-1}, \quad \text{for } e_k = \{v_i, v_j\}.
\]

Observe that $\Psi(H)$ is in fact a gain function, since
\[
\Psi(H)(v_j, v_i) = s_1 H_{j,k}(H_{i,k})^{-1} = (s_1 H_{i,k}(H_{j,k})^{-1})^{-1} = (\Psi(H)(v_i, v_j))^{-1}.
\]

The following lemma is a generalization of Eq. (1).

**Lemma 4.9.** For any $G$-phase $H \in H_\Gamma$, one has:
\[
(12) \quad HH^* = \Delta_G^{s_1 \Psi(H)},
\]

**Proof.** First of all, we have:
\[
(HH^*)_{i,i} = \sum_{\ell=1}^m H_{i,\ell}^* H_{\ell,i} = \sum_{\ell=1}^m H_{i,\ell} H_{\ell,i}^{-1} = \{ \{ e \in E_\Gamma : v_i \in e \} \} \cdot 1_G = \deg(v_i) 1_G.
\]

Now, for $i \neq j$ and $e_k = \{v_i, v_j\}$:
\[
(HH^*)_{i,j} = \sum_{\ell=1}^m H_{i,\ell}^* H_{\ell,j} = \sum_{\ell=1}^m H_{i,\ell} H_{\ell,j}^{-1} = H_{i,k} H_{j,k}^{-1} = s_1 \Psi(H)(v_i, v_j).
\]

Finally, if $i \neq j$ and $v_i \sim v_j$:
\[
(HH^*)_{i,j} = \sum_{\ell=1}^m H_{i,\ell}^* H_{\ell,j} = \sum_{\ell=1}^m H_{i,\ell} H_{\ell,j}^{-1} = 0
\]
and the proof is completed. \qed

**Remark 4.10.** Our Lemma 4.9 generalizes the content of [21, Eq. IV.1] when $G = \{\pm 1\}$ and $s_1 = -1$, and the content of [2, Proposition 4], when $G = \mathbb{T}_4 = \{1, i, -1, -i\}$ and $s_1 = -1$ (see also Remark 5.3 of Section 5).

For a fixed $G$-gain function $\psi$ of $\Gamma$, one can consider the sets
\[
\Psi^{-1}(\psi) = \{H \in H_\Gamma : \Psi(H) = \psi\},
\]
\[
\Psi^{-1}([\psi]) = \{H \in H_\Gamma : \Psi(H) \sim \psi\}.
\]
The set $\Psi^{-1}(\psi)$ will be called the fiber of $\psi$, and it is never empty, for any $\psi$, as we will show in Proposition 4.13.

In [13], in analogy with [17,21], a triple $(\Gamma, \psi, H)$, with $H \in H_\Gamma$ such that $\Psi(H) = \psi \in G(\Gamma)$, is called an oriented $G$-gain graph. We are going to compare this notion with the classical orientations of $\Gamma$. 
Figure 1. The Paw graph $P$ with orientation $\varphi_<$ and the gain graph $(P, \psi)$.

**Definition 4.11.** Let $\varphi$ be an orientation of $\Gamma$. Let us define the map

$$H_{\varphi}: G(\Gamma) \to H_{\Gamma}$$

such that, for every gain function $\psi$ on $\Gamma$:

$$H_{\varphi}(\psi)_{i,k} :=\begin{cases} 0 & \text{if } v_i \notin e_k \\ \psi(v_i, v_j) & \text{if } e_k^\varphi = (v_i, v_j) \\ s_1 & \text{if } e_k^\varphi = (v_j, v_i). \end{cases}$$

**Example 4.12.** Consider the Paw Graph $P = (V_P, E_P)$ with a fixed order for the vertices $V_P$, a fixed order for the edges $E_P$ and the orientation $\varphi_<$, depicted on the left of Fig. 1. Consider the Quaternion group $Q_8 = \{\pm 1, \pm i, \pm j, \pm k\}$, with the fixed central involution $s_1 = -1$. Let $(P, \psi)$ be the $Q_8$-gain graph whose adjacency matrix is

$$A_{P,\psi} = \begin{pmatrix} 0 & -i & 0 & 0 \\ i & 0 & -j & -i \\ 0 & j & 0 & -k \\ 0 & i & k & 0 \end{pmatrix}.$$  

Notice that the standard way to draw a gain graph, highlighting the gain of only one orientation for each edge, already contains the choice of an orientation. On the right of Fig. 1 we have chosen it coherently with $\varphi_<$.

Following Definition 4.11 we have:

$$H_{\varphi}(\psi) = \begin{pmatrix} -i & 0 & 0 & 0 \\ -1 & -j & 0 & -i \\ 0 & -1 & -k & 0 \\ 0 & 0 & -1 & -1 \end{pmatrix}.$$  

**Proposition 4.13.** For every orientation $\varphi$ of $\Gamma$, the map $H_{\varphi}$ is a section of the map $\Psi: H_{\Gamma} \to G(\Gamma)$, that is, for every $\psi \in G(\Gamma)$ we have $\Psi(H_{\varphi}(\psi)) = \psi$. In particular, every fiber $\Psi^{-1}(\psi)$ is not empty.
Proof. Let $\psi \in G(\Gamma)$. Then, by using Eq. (11), we have:

$$
\Psi(H_o(\psi))(v_i, v_j) = \begin{cases} 
0 & \text{if } v_i \sim v_j \\
{s_1}H_o(\psi)_{i,k}H_o(\psi)_{j,k}^{-1} & \text{if } e_k = \{v_i, v_j\}
\end{cases}
$$

and

$$
= \begin{cases} 
0 & \text{if } v_i \sim v_j \\
{s_1}(v_i, v_j)s_1^{-1} & \text{if } (v_i, v_j) \in o \\
{s_1s_1}(\psi(v_j, v_i))^{-1} & \text{if } (v_j, v_i) \in o \\
\psi(v_i, v_j),
\end{cases}
$$

and so $H_o(\psi) \in \Psi^{-1}(\psi)$. $\square$

**Theorem 4.14.** The orbits of the action $r$ on $H_\Gamma$ are exactly the fibers of $\Psi$. In other words, for $H_1, H_2 \in H_\Gamma$, one has that $H_1 \sim_r H_2$ if and only if $\Psi(H_1) = \Psi(H_2)$.

Proof. Suppose $H_1 \sim_r H_2$. It follows, by using Eq. (9) and Lemma 4.9, that

$$
\Delta^s_{\Gamma,\Psi(H_1)} = H_1H_1^s = H_2H_2^s = \Delta^s_{\Gamma,\Psi(H_2)}.
$$

Combining with Remark 3.3 we obtain $\Psi(H_1) = \Psi(H_2)$.

Let us prove the converse implication. We start by proving that, for any orientation $o$ and any gain $\gamma$, one has:

$$
H \in \Psi^{-1}(\gamma) \implies H = r(g, H_o(\gamma)) = H_o(\gamma)g
$$

for some $g \in G^m$, where the matrix $H_o(\gamma)$ is the one of Definition 4.11. In order to do that, for any $H \in \Psi^{-1}(\gamma)$, for each $k = 1, \ldots, m$, with $e_k = \{v_i, v_j\}$ and $(v_i, v_j) \in o$, we define $g_k := s_1H_{i,k}$. Now we check that, if we choose $g = (g_1, \ldots, g_m)$, then Eq. (13) holds. More precisely:

$$
(H_o(\gamma))_{i,k} = H_o(\gamma)_{i,k}g_k = \begin{cases} 
0 & \text{if } v_i \notin e_k \\
\psi(v_i, v_j)s_1H_{i,k} & \text{if } e_k = \{v_i, v_j\}, (v_i, v_j) \in o \\
s_1s_1H_{i,k} & \text{if } e_k = \{v_i, v_j\}, (v_j, v_i) \in o.
\end{cases}
$$

Notice that, since $H \in \Psi^{-1}(\gamma)$, it must be $\Psi(H) = \gamma$; therefore, for $e_k = \{v_i, v_j\}$, Eq. (11) gives

$$
\psi(v_i, v_j) = s_1H_{i,k}H_{j,k}^{-1}.
$$

Combining with Eq. (14), we have

$$
(H_o(\gamma))_{i,k} = \begin{cases} 
0 & \text{if } v_i \notin e_k \\
H_{i,k} & \text{if } e_k = \{v_i, v_j\}, (v_i, v_j) \in o \\
H_{i,k} & \text{if } e_k = \{v_i, v_j\}, (v_j, v_i) \in o
\end{cases}
$$

and then $H \sim_r H_o(\gamma)$. Now let $\psi := \Psi(H_1) = \Psi(H_2)$. Then by Eq. (13) we have $H_1 \sim_r H_o(\psi)$ and $H_2 \sim_r H_o(\psi)$. Then $H_1 \sim_r H_2$ by transitivity. $\square$
In particular, Theorem 4.14 shows that, for any \( H \in \mathcal{H}_\Gamma \) and any orientation \( \sigma \), one has \( H \sim_r H_{\sigma}(\Psi(H)) \). As a consequence, every \( G \)-phase is \( \sim_r \) equivalent to a \( G \)-phase with at least one entry equal to \( s_1 \) in each column.

**Remark 4.15.** The novelty with respect to the existing literature (e.g. \cite{2, 12, 13, 21}) is that, even when \( G < T \), our matrices take values in the group algebra and not in the complex field. Anyway, as we will show in Section 5 (see Remark 5.3), we can obtain complex matrices by “representing” our abstract \( \mathbb{C}G \)-valued matrices. In this sense, we can say that our Theorem 4.14 generalizes the content of \cite[Proposition 3]{2} (when \( G = T \) and \( s_1 = -1 \)).

### 4.2. \( G \)-phases and gains of \( L(\Gamma) \)

The aim of this section is to construct a gain for the line graph \( L(\Gamma) \), starting from a \( G \)-phase of \( \Gamma \).

**Definition 4.16.** Let \( s_2 \in \mathbb{Z}(G) \) such that \( s_2^2 = 1_G \). Let us introduce the map

\[
\Psi_L \colon \mathcal{H}_\Gamma \to G(L(\Gamma))
\]

such that, for every \( H \in \mathcal{H}_\Gamma \), the gain function \( \Psi_L(H) \) on \( L(\Gamma) \) is defined by:

\[
(15) \quad \Psi_L(H)(e_i, e_j) = s_2 H_{k,i}^{-1} H_{k,j}, \quad \text{for } v_k = e_i \cap e_j.
\]

Notice that \( \Psi_L(H) \) is in fact a gain function, since

\[
\Psi_L(H)(e_j, e_i) = s_2 H_{k,j}^{-1} H_{k,i} = (s_2 H_{k,i}^{-1} H_{k,j})^{-1} = (\Psi_L(H)(e_i, e_j))^{-1}.
\]

The following lemma is a generalization of Eq. (2).

**Lemma 4.17.** For any \( G \)-phase \( H \in \mathcal{H}_\Gamma \) one has

\[
(16) \quad H^*H = 2 \cdot 1_G + s_2 A_{L(\Gamma), \Psi_L(H)}.
\]

**Proof.** Let us start by computing the diagonal entries of the matrix \( H^*H \). For each \( i = 1, \ldots, m \), one has:

\[
(H^*H)_{i,i} = \sum_{\ell=1}^{\ell=m} H_{i,\ell}^* H_{\ell,i} = \sum_{\ell=1}^{\ell=m} H_{\ell,i}^{-1} H_{\ell,i} = 2 \cdot 1_G,
\]

as the product \( H_{\ell,i}^{-1} H_{\ell,i} \) is equal to \( 1_G \) for exactly two values of \( \ell \), corresponding to the endpoints of the \( i \)-th edge, and it is 0 otherwise. If \( i \neq j \), and \( v_k = e_i \cap e_j \), then

\[
(H^*H)_{i,j} = \sum_{\ell=1}^{\ell=n} H_{i,\ell}^* H_{\ell,j} = \sum_{\ell=1}^{\ell=n} H_{\ell,i}^{-1} H_{\ell,j} = H_{k,i}^{-1} H_{k,j} = s_2 \Psi_L(H)(e_i, e_j).
\]

Finally, if \( i \neq j \) and \( e_i \cap e_j = \emptyset \), then

\[
(H^*H)_{i,j} = \sum_{\ell=1}^{\ell=n} H_{i,\ell}^* H_{\ell,j} = \sum_{\ell=1}^{\ell=n} H_{\ell,i}^{-1} H_{\ell,j} = 0
\]

and the proof is completed. \( \square \)
Remark 4.18. Our Lemma 4.17 generalizes some existing results, in a sense that we will formalize in Section 5 (see Remark 5.3):

- [21] Eq. V.1 in the case $G = \{\pm 1\}$, with $s_2 = -1$;
- [2] Theorem 1 in the case $G = T_4$, with $s_2 = 1$;
- [13] Theorem 5.1 in the case $G = T$, with $s_2 = \pm 1$.

For a fixed $G$-gain function $\zeta$ of $L(\Gamma)$, we put

$$
\Psi_L^{-1}(\zeta) = \{H \in H_\Gamma : \Psi_L(H) = \zeta\},
$$

and we call $\Psi_L^{-1}(\zeta)$ the fiber of $\zeta$. Unlike what happens for gain functions of $\Gamma$, not every gain function of $L(\Gamma)$ can be achieved as an image of some $G$-phase via the map $\Psi_L$, as we show in Example 4.19. However it is true that, if a switching class is “achievable”, then every gain function of that class is (Corollary 4.20).

Example 4.19. Let us consider the star graph $S_3$ with a fixed order for the vertices and for the edges, depicted in Fig. 2 on the left. The line graph $L(S_3)$ is the complete graph $K_3$ on 3 vertices. Consider the closed walk $W = e_1, e_2, e_3, e_1$ in $L(S_3)$. Let $H \in H_{S_3}$. Then:

$$
\Psi_L(H)(W) = \Psi_L(H)(e_1, e_2)\Psi_L(H)(e_2, e_3)\Psi_L(H)(e_3, e_1) = s_2 H_{1,1}^{-1}H_{1,2}s_2H_{1,3}s_2H_{1,2}^{-1}H_{1,1} = s_2.
$$

Clearly, not every gain function $\psi$ on $K_3$ satisfies the property $\psi(W) = s_2$, and it follows $\Psi_L(H_{S_3}) \not\subseteq G(L(S_3))$.

![Figure 2. The Star graph $S_3$ and its line graph $L(S_3)$.
](image)

Definition 4.20. A gain function $\zeta \in G(L(\Gamma))$ is said to be a gain-line function if $\zeta \in \Psi_L(H_\Gamma)$. A pair $(\psi, \zeta) \in G(\Gamma) \times G(L(\Gamma))$ is said to be compatible if there exists $H \in H_\Gamma$ such that $\Psi(H) = \psi$ and $\Psi_L(H) = \zeta$.

A gain function $\zeta$ of $L(\Gamma)$ is a gain-line function compatible with a given $\psi \in G(\Gamma)$ if the pair $(\psi, \zeta)$ is compatible.

Finally a gain graph $(L, \zeta)$ is said to be a gain-line graph if there exist a graph $\Gamma$ and a $G$-phase $H \in H_\Gamma$ such that $L(\Gamma) = L$ and $\Psi_L(H) = \zeta$. 
Theorem 4.21. The orbits of the action $l$ on $\mathcal{H}_\Gamma$ are exactly the fibers of $\Psi_L$. In other words, for $H_1, H_2 \in \mathcal{H}_\Gamma$, one has that $H_1 \sim_l H_2$ if and only if $\Psi_L(H_1) = \Psi_L(H_2)$.

Proof. Suppose $H_1 \sim_l H_2$. Then Eq. (10) and Lemma 4.17 give

$$A_{L(\Gamma)}; \Psi_L(H_1) = A_{L(\Gamma)}; \Psi_L(H_2),$$

that, by virtue of Remark 3.3 implies $\Psi_L(H_1) = \Psi_L(H_2)$.

Vice versa, suppose $\Psi_L(H_1) = \Psi_L(H_2)$. This implies that

$$v_k = e_i \cap e_j \implies (H_1)_{k,i}^{-1}(H_1)_{k,j} = (H_2)_{k,i}^{-1}(H_2)_{k,j}$$

or, equivalently

$$v_k = e_i \cap e_j \implies (H_1)_{k,j}(H_2)_{k,j}^{-1} = (H_1)_{k,i}(H_2)_{k,i}^{-1}.$$ (17)

For every $v_k \in V_\Gamma$, $e_i \in E_\Gamma$ such that $v_k \in e_i$, we define $f_{k,i} := (H_1)_{k,i}(H_2)_{k,i}^{-1} \in G$. Observe that the element $f_{k,i}$ does not depend on the particular choice of the edge containing $v_k$. In fact, if $e_i \neq e_j$, $v_k \in e_i$ and $v_k \in e_j$, then $v_k = e_i \cap e_j$, and then, by Eq. (17), we have $f_{k,i} = f_{k,j}$. Therefore, we can simply write $f_k$ instead of $f_{k,i}$. Let us define $f \in G^n$ as $f := (f_1^{-1}, \ldots, f_n^{-1})$. Then we have, for $v_k \in e_i$,

$$(l(f, H_2))_{k,i} = (f^* H_2)_{k,i} = f_k(H_2)_{k,i} = (H_1)_{k,i}(H_2)_{k,i}^{-1}(H_2)_{k,i} = (H_1)_{k,i}.$$ (18)

It follows that $l(f, H_2) = H_1$ and so $H_1 \sim_l H_2$. $\square$

In the light of Lemma 4.9 and Lemma 4.17, the compatible pairs in $G(\Gamma) \times G(L(\Gamma))$ are those for which a generalization of Eq. (11) and Eq. (2) holds. In the next section we will investigate the well posedness of our definition with respect to the switching equivalence, that is a crucial issue in the theory of gain graphs. The next corollary shows that compatible pairs are nothing but $G$-phases, up to the equivalence relation $\sim_{l;r}$.

Corollary 4.22. For $H_1, H_2 \in \mathcal{H}_\Gamma$, the following are equivalent:

1. $\Psi(H_1) = \Psi(H_2)$ and $\Psi_L(H_1) = \Psi_L(H_2)$;
2. $H_1 \sim_{l;r} H_2$;
3. there exists $(f, g) \in St_{l;r}(H_1)$ such that $H_2 = f^* H_1$;
4. there exists $(f, g) \in St_{l;r}(H_1)$ such that $H_2 = H_1 g$.

Proof. The equivalence (1) $\iff$ (2) is a consequence of Theorem 4.14 and Theorem 4.21.

(3) $\implies$ (2)

Suppose $H_2 = f^* H_1$ (and so $H_1 \sim_l H_2$), and that there exists $g \in G^n$ such that $f^* H_1 g = H_1$. This implies $H_2 g = H_1$, that is, $H_1 \sim_l H_2$, and then $H_1 \sim_{l;r} H_2$.

(2) $\implies$ (3)

Let $H_1 \sim_{l;r} H_2$, so that there exist $g \in G^n$ and $f \in G^n$ such that

$H_1 = H_2 g$  \quad $H_2 = f^* H_1$.

Therefore, we have $H_1 = f^* H_1 g$, so that $(f, g) \in St_{l;r}(H_1)$.

(2) $\iff$ (4) The proof is similar to the case (2) $\iff$ (3). $\square$
Remark 4.23. Combining Corollary 4.22 with Proposition 4.13, if $G$ is abelian, for $H_1, H_2 \in \mathcal{H}_Γ$, we deduce that $Ψ(H_1) = Ψ(H_2)$ and $Ψ_L(H_1) = Ψ_L(H_2)$ if and only if there exists $g \in G^n$ such that $H_2 = H_1 g$ with $g_1 = g_2 = \cdots = g_n$. By Eq. (9), this is equivalent to the existence of $g_0 \in G$ such that $H_1 = H_2 g_0 = g_0 H_2$.

In other words, the classes of $G$-phases up to multiplication by a “scalar” in $G$, are in bijection with the compatible pairs. In particular, for a given gain function $ψ$ of $Γ$, choosing a compatible gain function for the line graph $L(Γ)$ is equivalent to choose, up to a scalar multiplication, a $G$-phase in $Ψ^{-1}(ψ)$. In the language of [13], when $G$ is abelian, an oriented $G$-gain graph $(Γ, ψ, H)$, considering $H$ up to scalar multiplications, is a $G$-gain graph $(Γ, ψ)$ where a compatible gain $ζ$ is fixed for $L(Γ)$.

4.3. $G$-phases, switching equivalence and gain-line graph. We are going to study how the switching equivalence affects our definitions and actions, with the aim to give a well posed definition of line graph.

As a first step, we investigate the relation between the action of an element $f \in G^n$ (resp. $g \in G^m$) on $\mathcal{H}_Γ$ and the switching action of the associated switching function

$$f: V_Γ \rightarrow G, \ f(v_i) \mapsto f_i \quad \text{(resp.} \ g: V_{L(Γ)} \rightarrow G, \ g(v_i) \mapsto g_i)$$

on $G(Γ)$ (resp. on $G(L(Γ))$), see Definition 3.1.

Lemma 4.24. Let $H \in \mathcal{H}_Γ$, $f \in G^n$ and $g \in G^m$. We have:

$$Ψ(f^* H g) = Ψ(H)^f$$

$$Ψ_L(f^* H g) = Ψ_L(H)^g.$$

Proof. Let $e_k = \{v_i, v_j\} \in E_Γ$. Then, by Eq. (11), we have:

$$Ψ(f^* H g)(v_i, v_j) = s_1(f^* H g)_{i,k}(f^* H g)_{j,k}^{-1} = s_1(f_i^{-1} H_{i,k} g_k)(f_j^{-1} H_{j,k} g_k)^{-1}$$

$$= s_1 f_i^{-1} H_{i,k} g_k f_j^{-1} = f_i^{-1} s_1 H_{i,k} f_j = f_i^{-1} Ψ(H)(v_i, v_j) f_j$$

$$= Ψ(H)^f(v_i, v_j).$$

Let $E_l = \{e_i, e_j\} \in E_{L(Γ)}$, $v_k = e_i \cap e_j \in V_Γ$. Then, by Eq. (15), we have:

$$Ψ_L(f^* H g)(e_i, e_j) = s_2(f^* H g)_{i,l}(f^* H g)_{j,l} = s_2(f_k^{-1} H_{k,i} g_i)(f_k^{-1} H_{k,j} g_j)$$

$$= s_2 g_i^{-1} H_{k,i} f_k f_j^{-1} H_{k,j} g_j = g_i^{-1} s_2 H_{k,i}^{-1} H_{k,j} g_j = g_i^{-1} Ψ_L(H)(e_i, e_j) g_j$$

$$= Ψ_L(H)^g(e_i, e_j).$$

The previous lemma, combined with the results of the previous section, allows us to enunciate one of the main results of the paper.

Theorem 4.25. The orbits of the action $l \times r$ on $\mathcal{H}_Γ$ are exactly the subsets $Ψ^{-1}([ψ])$ or, equivalently, the subsets $Ψ_L^{-1}([ζ])$. In other words, for $H_1, H_2 \in \mathcal{H}_Γ$, the following are equivalent:
(1) $H_1 \sim_{l \times r} H_2$
(2) $\Psi(H_1) \sim \Psi(H_2)$
(3) $\Psi_L(H_1) \sim \Psi_L(H_2)$.

In particular, there exists an injection $\mathcal{L} : [G(\Gamma)] \to [G(L(\Gamma))]$, such that $\mathcal{L}([\Psi(H)]) = [\Psi_L(H)]$, for every $H \in \mathcal{H}_\Gamma$.

Proof.
(1) $\iff$ (2)
Suppose $H_1 \sim_{l \times r} H_2$, so that $H_2 = f^*H_1g$. By Lemma 4.24 it follows that

$$\Psi(H_2) = \Psi(f^*H_1g) = \Psi(H_1)^f,$$

that is $\Psi(H_1) \sim \Psi(H_2)$.

Vice versa, if $\Psi(H_2) = \Psi(H_1)^f$, we define $H_0 := f^*H_1 \in \mathcal{H}_\Gamma$. By Lemma 4.24 we have

$$\Psi(H_0) = \Psi(f^*H_1) = \Psi(H_1)^f = \Psi(H_2).$$

By virtue of Theorem 4.14, we have $H_0 \sim_r H_2$. But we also have, by definition of $H_0$, $H_0 \sim_l H_1$. It follows from Remark 4.7 that $H_1 \sim_{l \times r} H_2$.

(1) $\iff$ (3)
Suppose $H_1 \sim_{l \times r} H_2$, so that $H_2 = f^*H_1g$. By Lemma 4.24 it follows that

$$\Psi_L(H_2) = \Psi_L(f^*H_1g) = \Psi_L(H_1)^g,$$

that is $\Psi_L(H_1) \sim \Psi_L(H_2)$.

Vice versa, if $\Psi_L(H_2) = \Psi_L(H_1)^g$, we define $H_0 := H_1g \in \mathcal{H}_\Gamma$. By Lemma 4.24 we have

$$\Psi_L(H_0) = \Psi_L(H_1g) = \Psi_L(H_1)^g = \Psi_L(H_2).$$

By virtue of Theorem 4.21, we have $H_0 \sim_l H_2$. But we also have, by definition of $H_0$, $H_0 \sim_r H_1$. It follows from Remark 4.7 that $H_1 \sim_{l \times r} H_2$. □

Corollary 4.26. Let $(\psi, \zeta)$ be a pair in $G(\Gamma) \times G(L(\Gamma))$. The following are equivalent:

1. $(\psi, \zeta)$ is compatible;
2. $\mathcal{L}([\psi]) = [\zeta]$.

In particular, if $(\psi, \zeta)$ is compatible then $(\psi', \zeta')$ is compatible for any $\psi' \sim \psi$ and any $\zeta' \sim \zeta$.

Proof. Let $(\psi, \zeta) = (\Psi(H), \Psi_L(H))$, for some $H \in \mathcal{H}_\Gamma$. By Theorem 4.25 we have $[\zeta] = [\Psi_L(H)] = \mathcal{L}([\Psi(H)]) = [\Psi_L(H)]$.

Vice versa, suppose $\mathcal{L}([\psi]) = [\zeta]$. By Proposition 4.13, there exists $H \in \mathcal{H}_\Gamma$ such that $\Psi(H) = \psi$. Then $[\zeta] = \mathcal{L}([\psi]) = \mathcal{L}([\Psi(H)]) = [\Psi_L(H)]$. In particular, there exists $g \in G^m$ such that $\zeta = \Psi_L(H)^g$. Then $(\psi, \zeta) = (\Psi(H), \Psi_L(H)^g) = (\Psi(Hg), \Psi_L(Hg))$ by Lemma 4.24. □
Corollary 4.26 shows that the compatible pairs are exactly all the choices of representatives of \([\psi]\) and \(L([\psi])\). In particular, the properties introduced in Definition 4.20, like the property of being gain-line function in \(G(L(\Gamma))\) or the property of being compatible in \(G(\Gamma) \times G(L(\Gamma))\), do not depend on the choice of representatives of the switching classes.

Then we can interpret \(L([\psi])\) as the gain-line graph of \([\psi]\), and the map \(L\) is the line graph in the context of gain graphs up to switching equivalence.

Now let \(N_\Gamma(G)\) be the matrix defined in Example 4.2.

**Corollary 4.27.** For \(H \in \mathcal{H}_\Gamma\), the following are equivalent:

1. \(H \sim_{l \times r} N_\Gamma(G)\);
2. \(\Psi(H) \sim s_1\) on \(\Gamma\), that is \([\Psi(H)] = [s_1]\);
3. \(\Psi_L(H) \sim s_2\) on \(L(\Gamma)\), that is \([\Psi_L(H)] = [s_2]\).

In particular, with the choice \(s_1 = s_2 = 1\), for a compatible pair \((\psi, \zeta) \in G(\Gamma) \times G(L(\Gamma))\) one has that \((\Gamma, \psi)\) is balanced if and only if \((L(\Gamma), \zeta)\) is balanced.

**Proof.** Notice that, by Definition 4.8, we have \(\Psi(N_\Gamma(G)) = s_1\) and, by Definition 4.16, we have \(\Psi_L(N_\Gamma(G)) = s_2\). Then the equivalences follow from Theorem 4.25. \(\square\)

**Remark 4.28.** When \(G = \mathbb{T}_4\), with the choices \(s_1 = -1\) and \(s_2 = 1\), our Corollary 4.27 implies that the switching equivalence class of the line graph is balanced if and only if the switching equivalence class of the starting graph is antibalanced. This is the content of [2, Theorem 2].

Moreover, when \(G = \{\pm 1\}\) with \(s_1 = s_2 = -1\), our Corollary 4.27 implies that the switching equivalence class of the line graph is balanced if and only if the switching equivalence class of the starting graph is balanced, as one can deduce from [21, Section V].

We have seen that the map \(L : [G(\Gamma)] \to [G(L(\Gamma))]\) is defined up to switching equivalence. However, paying the price to make a particular choice by fixing an orientation \(o\) of \(\Gamma\), we can lift the map \(L\) to a map \(L_o : G(\Gamma) \to G(L(\Gamma))\). This is possible thanks to the map \(H_o\), introduced in Definition 4.11, that in Proposition 4.13 is proved to be a section of \(\Psi : \mathcal{H}_\Gamma \to G(\Gamma)\). By putting \(L_o := \Psi_L \circ H_o\) we have that, by Theorem 4.25, the following diagram commutes.

\[
\begin{array}{ccc}
G(\Gamma) & \xrightarrow{L_o} & G(L(\Gamma)) \\
\downarrow & & \downarrow \\
[G(\Gamma)] & \xrightarrow{L} & [G(L(\Gamma))] \\
\end{array}
\]

For a more complete picture of the relations among these maps see Fig. 5. We are also able to give in Proposition 4.29 an explicit description of the map \(L_o\). In particular, the rules given in Eq. (18) are represented in Fig. 3.
Proposition 4.29. Let $\psi$ be a gain function on $\Gamma$, and let $\sigma$ be a fixed orientation for its edges. Let $e_a, e_b \in E_{\Gamma}$ such that $e_a = \{v_1, v_2\}$, $e_b = \{v_2, v_3\}$, so that $\{e_a, e_b\} \in E_{L(\Gamma)}$. Then:

\[
\mathcal{L}_\sigma(\psi)(e_a, e_b) = \begin{cases} 
  s_1s_2\psi(v_2, v_3) & \text{if } e_a = (v_1, v_2), e_b = (v_2, v_3) \\
  s_2 & \text{if } e_a = (v_1, v_2), e_b = (v_3, v_2) \\
  s_2\psi(v_1, v_2)\psi(v_2, v_3) & \text{if } e_a = (v_2, v_1), e_b = (v_2, v_3).
\end{cases}
\]

Proof. For $\{e_a, e_b\} \in E_{L(\Gamma)}$, $v_2 = e_a \cap e_b$, by Definition 4.10 we have:

\[
\mathcal{L}_\sigma(\psi)(e_a, e_b) = \Psi_L(H_\sigma(\psi))(e_a, e_b) = s_2H_\sigma(\psi)_{2,1}\phi^{-1}(\psi)_{2,1}.
\]

Since $e_a = \{v_1, v_2\}$, $e_b = \{v_2, v_3\}$, by Definition 4.11 we have:

\[
H_\sigma(\psi)_{2,1} := \begin{cases} 
  \psi(v_2, v_1) & \text{if } (v_2, v_1) \in \sigma \\
  s_1 & \text{if } (v_2, v_1) \notin \sigma
\end{cases} \quad H_\sigma(\psi)_{2,2} := \begin{cases} 
  \psi(v_2, v_3) & \text{if } (v_2, v_3) \in \sigma \\
  s_1 & \text{if } (v_2, v_3) \notin \sigma.
\end{cases}
\]

By gluing together Eqs. (19) and (20), we obtain Eq. (18) and the proof is completed. \hfill \Box

Example 4.30. Consider the Paw graph $P$, its $\mathbb{Q}_8$-gain function $\psi$ and its orientation $\sigma_<$ described in Example 4.12, with the choices $s_1 = s_2 = -1$. On the left side of Fig. 4 the gain graph $(P, \psi)$ is depicted with the orientation of the edges given by $\sigma_<$. On the right side of Fig. 4 the associated gain-line graph $(L(P), \mathcal{L}_{\sigma_<}(\psi))$ is depicted. Notice how the gain function $\mathcal{L}_{\sigma_<}(\psi)$ can be constructed via the rules described in Fig. 3.

Observe that, when $G = \{\pm 1\}$, with $s_1 = s_2 = -1$, this construction of signed line graphs is consistent, up to switching equivalence, with the one outlined in [21]. Moreover, when $G = \mathbb{T}_4$ with $s_1 = -1$ and $s_2 = 1$, the line $\mathbb{T}_4$-gain graph that we obtain is switching equivalent to that in [2] Eq. (5)].
4.4. **Line G-phased graph.** The aim of this section is to compare our definition of line graph with the definition of line graph of an oriented $G$-gain graph given in [13]. More precisely, Reff defined a map from the set of $G$-phases of $\Gamma$ to the set of $G$-phases of $L(\Gamma)$, and he proved that it is well defined with respect to the switching equivalence of the gain functions obtained from the $G$-phases (see [13, Theorem 4.2]). We are going to show that our machinery is consistent with that of [13] and generalizes the result of Reff to the nonabelian case.

Recall that $L(\Gamma) = (V_{L(\Gamma)}, E_{L(\Gamma)})$, with $V_{L(\Gamma)} = V_\Gamma$ and fix for $V_{L(\Gamma)}$ the same order of $E_\Gamma$. Suppose $|E_{L(\Gamma)}| = q$ and let us fix an order $E_{L(\Gamma)} = \{E_1, \ldots, E_q\}$. For an edge $E_k = \{e_i, e_j\} \in E_{L(\Gamma)}$, let us set $v(E_k) := e_i \cap e_j \in V_\Gamma$.

Notice that $H_\Gamma \subseteq M_{n \times m}(CG)$ and $H_{L(\Gamma)} \subseteq M_{m \times q}(CG)$.

**Definition 4.31.** Put $L : H_\Gamma \rightarrow H_{L(\Gamma)}$ such that

$$L(H)_{i,k} = \begin{cases} 0 & \text{if } e_i \notin E_k \\ H_{i,i}^{-1} & \text{if } e_i \in E_k, v(E_k) = v_l. \end{cases}$$

Observe that our Definition 4.31 coincides with the definition given in [13, Eq. (4.1)].

With a given $G$-phased graph $(\Gamma, H)$ we can associate the $G$-phased-line graph $(L(\Gamma), L(H))$. Among the results of the next theorem there is that the pair $(\Psi(H), s_1s_2\Psi(L(H))) \in G(\Gamma) \times G(L(\Gamma))$ is compatible, or equivalently $\mathcal{L}([\Psi(H)]) = [s_1s_2\Psi(L(H))]$.

**Theorem 4.32.** For any $H \in H_\Gamma$, for any $g \in G^m$, for any $f \in G^n$, one has:

1. $L(Hg) = g^*L(H)$;
2. $L(f^*H) = L(H)f'$, for some $f' \in G^n$;
3. $\Psi_L(H) = s_1s_2\Psi(L(H))$.

**Proof.**

1. If $e_i \notin E_k$, clearly $L(Hg)_{i,k} = 0 = (g^*L(H))_{i,k}$. Now suppose that $e_i \in E_k$ and $v(E_k) = v_l$. 

![Figure 4. The gain graph $(P, \psi)$ and its gain-line graph $(L(P), \mathcal{L}_{<}(\psi))$ associated with the orientation $<$.](image)
Then:

\[ L(Hg)_{i,k} = (Hg)_{i,k}^{-1} = (H_{i,k}g)_{i,k}^{-1} = g_{i,k}^{-1}H_{i,k}^{-1} = g_{i,k}^{-1}L(H)_{i,k} = (g^*L(H))_{i,k} \]

and the thesis follows.

(2)

For every \( k = 1, \ldots, q \), there exists \( l_k \in \{1, \ldots, n\} \) such that \( v(E_k) = v_{l_k} \). For a given \( f \in G^n \), let us define the element \( f' \in G^q \) such that \( f'_k = f_{l_k} \). If \( e_i \notin E_k \), clearly \( L(f'H)_{i,k} = 0 = (L(H)f')_{i,k} \). Now suppose that \( e_i \in E_k \) and \( v(E_k) = v_{l_k} \). Then

\[ L(f'H)_{i,k} = (f'H)_{i,k}^{-1} = (f_{l_k}^{-1}H_{l_k,i})^{-1} = H_{l_k,i}^{-1}f_{l_k} = L(H)_{i,k}f'_{l_k} = (L(H)f')_{i,k} \]

and the thesis follows.

(3)

From Definition 4.8, we have \( \Psi(L(H))(e_i, e_j) = s_1 L(H)_{i,k} (L(H)_{j,k})^{-1} \) with \( E_k = \{e_i, e_j\} \in E_{L(V)} \). Suppose that \( v_l = e_i \cap e_j \in V_\Gamma \). Then by Definition 4.11, we have \( L(H)_{i,k} = H_{i,l}^{-1} \) and \( L(H)_{j,k} = H_{i,j}^{-1} \), so that:

\[ \Psi(L(H))(e_i, e_j) = s_1 L(H)_{i,k} (L(H)_{j,k})^{-1} = s_1 H_{l,i}^{-1} H_{l,j} \]

On the other hand, by Definition 4.16, we also have \( \Psi_L(H)(e_i, e_j) = s_2 H_{i,j}^{-1} H_{i,j} \) and the thesis follows.

As a consequence, when \( s_1 = s_2 \) and the interest is only in the gain-line graph and not in its \( G \)-phase, considering \( \Psi(L(H)) \) or \( \Psi_L(H) \) is equivalent. Under these assumptions, our results in the previous sections can be applied in the context of [13]. More precisely, when \( G \) is abelian with \( s_1 = s_2 \), Corollary 4.27 combined with Theorem 4.32 generalizes the content of [13, Proposition 4.1]. Moreover Theorem 4.25, combined with Theorem 4.32, gives a generalization of the content of [13, Theorem 4.2]. In particular, we give a complete answer to [13, Question 2].

5. Represented Adjacency, Laplacian and \( G \)-phase matrices

We start this section by recalling some basic definitions about group representations. The interested reader is referred to [8] for further details.

A representation of \( G \) on a vector space \( V \) of dimension \( k \) is a group homomorphism \( \pi: G \to GL_k(V) \), where \( GL_k(V) \) is the group of all bijective \( \mathbb{C} \)-linear maps from \( V \) to itself. Notice that the group \( GL_k(V) \) can be naturally identified with the group \( GL_k(\mathbb{C}) \) of all invertible matrices of size \( k \) over \( \mathbb{C} \). Therefore, with a small abuse of notation, one can denote by \( \pi \) the homomorphism that associates with an element \( g \in G \) the matrix in \( GL_k(\mathbb{C}) \) corresponding to \( \pi(g) \). The dimension \( k \) of \( V \) is called the degree of \( \pi \).

A representation \( \pi \) is said to be unitary if \( \pi(g) \in U_k(\mathbb{C}) \), for each \( g \in G \), with \( U_k(\mathbb{C}) = \{M \in GL_k(\mathbb{C}) : M^{-1} = M^*\} \), where \( M^* \) denotes the Hermitian transpose of \( M \); \( \pi \) is said to be faithful if only the neutral element of \( G \) is sent to the identity matrix.

A representation \( \pi \) of \( G \) on \( V \) is said to be irreducible if there is no proper invariant subspace \( W \subset V \) under the action of \( G \), that is, there is no \( W \) such that \( \pi(g)w \in W \) for
any \( w \in W \) and for any \( g \in G \). It is known that each representation \( \pi \) of a group \( G \) can be decomposed into the direct sum of irreducible representations.

For any representation \( \pi \) of \( G \) of degree \( k \), for any element \( f \in \mathbb{C}G \), with \( f = \sum_{x \in G} f_x x \), the **Fourier transform of \( f \) at the representation \( \pi \)** is the matrix \( \hat{f}(\pi) \in M_k(\mathbb{C}) \) such that:

\[
\hat{f}(\pi) = \sum_{x \in G} f_x \pi(x).
\]
Moreover, with a given $A = (A_{ij}) \in M_{n \times m}(\mathbb{C})$, we can associate a matrix $\hat{A}(\pi) \in M_{nk \times nk}(\mathbb{C})$, that we can write as a block matrix $n \times m$ of type

$$
\begin{pmatrix}
\hat{A}(\pi)_{1,1} & \hat{A}(\pi)_{1,2} & \cdots & \hat{A}(\pi)_{1,m} \\
A(\pi)_{2,1} & A(\pi)_{2,2} & \cdots & A(\pi)_{2,m} \\
\vdots & \vdots & \ddots & \vdots \\
A(\pi)_{n,1} & A(\pi)_{n,2} & \cdots & A(\pi)_{n,m}
\end{pmatrix}
$$

where the block $\hat{A}(\pi)_{i,j} \in M_{k \times k}(\mathbb{C})$ is the Fourier transform of $A_{i,j} \in \mathbb{C}G$ at $\pi$.

In particular, starting from the adjacency matrix of a gain graph $A_{\Gamma,\psi} \in M_{n \times n}(\mathbb{C}G)$, the matrix $\hat{A}_{\Gamma,\psi}(\pi) \in M_{nk \times nk}(\mathbb{C})$ is obtained by replacing each entry $g \in G$ with the $k \times k$ block given by $\pi(g)$, and each zero entry with a zero matrix of size $k$. The matrix $\hat{A}_{\Gamma,\psi}(\pi)$ is the represented adjacency matrix $\hat{A}_{\Gamma,\psi}(\pi)$ of the gain graph $(\Gamma, \psi)$ with respect to the representation $\pi$.

The represented Laplacian matrix $\hat{\Delta}_{\Gamma,\psi}(\pi)$ of the gain graph $(\Gamma, \psi)$ with respect to the representation $\pi$ is defined in a similar way, starting from $\Delta_{\Gamma,\psi}(\pi)$.

When the representation is faithful, the matrix $\hat{A}_{\Gamma,\psi}(\pi)$ contains all the information about the gain graph $(\Gamma, \psi)$. For example, if the spectrum of $\hat{A}_{\Gamma,\psi}(\pi)$ is known, then it is possible to establish whether $(\Gamma, \psi)$ is balanced or not (see [5]).

Given $f_1, f_2 \in \mathbb{C}G$ and a representation $\pi$ of $G$ of degree $k$, the following properties hold (see, for example, [5]).

(21) \( \hat{(f_1 + f_2)}(\pi) = \hat{f_1}(\pi) + \hat{f_2}(\pi) \);

(22) \( \hat{f_1} \hat{f_2}(\pi) = \hat{f_1}(\pi) \hat{f_2}(\pi) \);

moreover, if $\pi$ is unitary, then

(23) \( \hat{f^*}(\pi) = \hat{f}(\pi)^* \) for each $f \in \mathbb{C}G$.

**Lemma 5.1.** For every $A, B \in M_{n \times l}(\mathbb{C}G)$, $C \in M_{l \times m}(\mathbb{C}G)$, $g \in G$ and for every representation $\pi$ of $G$, one has:

1. \( \hat{(A + B)}(\pi) = \hat{A}(\pi) + \hat{B}(\pi) \)
2. \( \hat{AC}(\pi) = \hat{A}(\pi) \hat{C}(\pi) \)
3. \( \hat{gA}(\pi) = (I_n \otimes \pi(g)) \hat{A}(\pi) \)
4. \( \hat{Ag}(\pi) = \hat{A}(\pi)(I_l \otimes \pi(g)) \).

Moreover, if $\pi$ is unitary, then $\hat{A^*}(\pi) = \hat{A}(\pi)^*$.

**Proof.** By Eq. (21) we get the following equation of $k \times k$ blocks:

\( \hat{(A + B)}(\pi)_{i,j} = (A + B)_{i,j}(\pi) = (A_{i,j} + B_{i,j})(\pi) = \hat{A}_{i,j}(\pi) + \hat{B}_{i,j}(\pi) = (\hat{A}(\pi) + \hat{B}(\pi))_{i,j} \),
and then (1) is proved. By virtue of Eqs. (21) and (22) we have the following equation of $k \times k$ blocks:

$$\hat{AC}(\pi)_{i,j} = \hat{AC}(\pi)_{i,j}(\pi) = \sum_{k=1}^{l} A_{i,k}C_{k,j}(\pi) = \sum_{k=1}^{l} \hat{A}_{i,k}(\pi)\hat{C}_{k,j}(\pi) = (\hat{A}(\pi)\hat{C}(\pi))_{i,j},$$

and then (2) is proved.

By noticing that $gA = diag(g,\ldots,g)A$ and $Ag = Adiag(g,\ldots,g)$, combining with $diag(g,\ldots,g)(\pi) = (I_n \otimes \pi(g))$, also (3) and (4) are proved.

Finally, if $\pi$ is unitary, from Eq. (23) we get the following equation of $k \times k$ blocks:

$$\hat{A}^*(\pi)_{i,j} = \hat{A}^*(\pi)_{i,j}(\pi) = \hat{(A^*\psi)}_{i,j}(\pi) = \hat{(A^*\psi)}_{i,j}(\pi) = (\hat{A}(\pi)^*)_{i,j}. \square$$

In particular, the represented adjacency matrix and the represented Laplacian matrix of a gain graph, with respect to a finite dimensional unitary representation $\pi$, are Hermitian matrices, with real spectra.

**Definition 5.2.** For a matrix $A$ we denote by $\sigma(A)$ the spectrum of $A$, that is, the (multi)set of the eigenvalues of $A$. For a $G$-gain graph $(\Gamma,\psi)$ and a unitary representation $\pi$ of $G$, the $\pi$-spectrum of $(\Gamma,\psi)$ is the spectrum $\sigma(\hat{A}_{\Gamma,\psi}(\pi))$.

By applying the Fourier transform to both sides of Eqs. (12) and (16), we obtain a represented version of Lemma 4.9 and Lemma 4.17, concerning represented adjacency and Laplacian matrices and the Fourier transform of a $G$-phase, that we call represented $G$-phase. Notice that, if $\pi_0$ is the 1-dimensional trivial representation (that is, $\pi_0(g) = 1$, for every $g \in G$), a represented $G$-phase is nothing but the classical incidence matrix $N$; in this case, Eqs. (12) and (16) reduce to Eqs. (1) and (2), respectively.

**Remark 5.3.** If $G$ is (a subgroup of) $\mathbb{T}$ we always have a canonical isomorphism

$$\pi_{id} : \mathbb{T} \longrightarrow U_1(\mathbb{C}),$$

associating the $1 \times 1$ matrix $(z)$ with each $z \in \mathbb{T}$: in particular, the map $\pi_{id}$ is a faithful unitary representation of degree 1.

For a $\mathbb{T}$-gain graph $(\Gamma,\Psi)$, with adjacency matrix $A_{\Gamma,\psi} \in M_n(\mathbb{C}T)$ and Laplacian matrix $\Delta_{\Gamma,\psi}^s \in M_n(\mathbb{C}T)$, the matrices $\hat{A}_{\Gamma,\psi}(\pi_{id})$ and $\hat{\Delta}_{\Gamma,\psi}(\pi_{id})$ correspond to the classical adjacency and (signless) Laplacian matrix of a complex unit gain graph (in the sense of [12]).

When $G = \{\pm 1\}$, a represented $G$-phase $\hat{H}(\pi_{id})$ (with $s_1 = -1$) is the incidence matrix (or bidirection) in the sense of [21] Section IV.

When $G = \mathbb{T}_4$ (with $s_1 = -1$ and $s_2 = 1$), the matrix $\hat{H}(\pi_{id})$ is the incidence matrix in the sense of [2].

Finally when $G = \mathbb{T}$ (with $s_1 = s_2$), the matrix $\hat{H}(\pi_{id})$ is the incidence matrix in the
sense of \cite{13} Section 5.1.

For all these reasons, our theory is consistent with (and generalizes) the one in \cite{2,13,21}.

5.1. **Spectral conditions to be a gain-line graph.** As we have already observed, the Fourier transform provides a represented version of Lemma 4.17. In this section, we develop our group representation approach in order to obtain some necessary conditions for a gain graph to be a gain-line graph (see Definition 4.20). In this section, we develop our group representation approach in order to obtain some necessary conditions for a gain graph to be a gain-line graph (see Definition 4.20).

**Theorem 5.4.** Let $H \in \mathcal{H}_G$ and let $\pi$ be a unitary representation of $G$ of degree $k$. Then:

$$A_{L(G),\Psi_L(H)}(\pi) = (I_m \otimes \pi(s_2))(\hat{H}(\pi)*\hat{H}(\pi) - 2I_{km})$$

**Proof.** By Lemma 4.17 we have: $s_2A_{L(G),\Psi_L(H)} = H^*H - 2I_{km}$. Then Lemma 5.1 implies:

$$(I_m \otimes \pi(s_2))A_{L(G),\Psi_L(H)}(\pi) = (s_2A_{L(G),\Psi_L(H)}(\pi)) = (H^*H - 2I_{km})(\pi) = \hat{H}(\pi)^*\hat{H}(\pi) - 2I_{km}$$

We conclude by using the fact that $(I_m \otimes \pi(s_2))^{-1} = I_m \otimes \pi(s_2)$ since $s_2$ is an involution. \hfill \Box

Let $\pi$ be an irreducible representation of degree $k$. Since $s_2$ is central, as a consequence of the Schur’s Lemma (see \cite{8}), the matrix $\pi(s_2)$ is a scalar matrix. Moreover, it must be $\pi(s_2)^2 = I_k$, since $s_2$ is an involution. This implies that either $\pi(s_2) = I_k$ or $\pi(s_2) = -I_k$. The two cases are treated in Corollary 5.5 and Corollary 5.6 respectively.

**Corollary 5.5.** Let $\pi$ be a unitary representation of $G$ of degree $k$ such that $\pi(s_2) = I_k$. Then, for every $H \in \mathcal{H}_G$:

$$\sigma(A_{L(G),\Psi_L(H)}(\pi)) \subseteq [-2, \infty).$$

In particular, if $s_2 = 1_G$, the $\pi$-spectrum of a gain-line graph is contained in $[-2, \infty)$ for any unitary representation $\pi$.

**Proof.** From Theorem 5.4 we have $A_{L(G),\Psi_L(H)}(\pi) = \hat{H}(\pi)^*\hat{H}(\pi) - 2I_{km}$ and then

$$\sigma(A_{L(G),\Psi_L(H)}(\pi)) = \sigma(\hat{H}(\pi)^*\hat{H}(\pi)) - 2.$$ The thesis follows since the matrix $\hat{H}(\pi)^*\hat{H}(\pi)$ is positive semidefinite. \hfill \Box

**Corollary 5.6.** Let $\pi$ be a unitary representation of $G$ of degree $k$ such that $\pi(s_2) = -I_k$. Then, for every $H \in \mathcal{H}_G$:

$$\sigma(A_{L(G),\Psi_L(H)}(\pi)) \subseteq (-\infty, 2].$$

**Proof.** From Theorem 5.4 we have $A_{L(G),\Psi_L(H)}(\pi) = -\hat{H}(\pi)^*\hat{H}(\pi) + 2I_{km}$ and then

$$\sigma(A_{L(G),\Psi_L(H)}(\pi)) = -\sigma(\hat{H}(\pi)^*\hat{H}(\pi)) + 2.$$ The thesis follows since the matrix $\hat{H}(\pi)^*\hat{H}(\pi)$ is positive semidefinite. \hfill \Box
As we observed in Remark 5.3, when $G = T$ the classical spectrum of a $T$-gain graph is exactly its $\pi_{id}$-spectrum. When $s_2 = 1$ clearly we have $\pi_{id}(s_2) = 1$ and our Corollary 5.5 generalizes [13, Theorem 5.5]. When $s_2 = -1$ clearly we have $\pi_{id}(s_2) = -1$ and our Corollary 5.6 generalizes [13, Theorem 5.4].

**Corollary 5.7.** Let $\pi$ be a unitary irreducible representation of $G$. A $G$-gain graph whose $\pi$-spectrum contains eigenvalues less than $-2$ and eigenvalues greater than $2$ cannot be a gain-line graph, whatever the choice of $s_2$ is.

In the next example, we show that the conditions obtained in the previous corollaries are not trivial, even if we assume that the underlying graph is a line graph.

**Example 5.8.** Let $G = Q_8$ and consider its (unitary and irreducible) representation $\pi$ in Table 1. Let $(\Gamma, \psi)$ be the gain graph represented in Fig. 6. We have:

$$A_{\Gamma,\psi} = \begin{pmatrix} 0 & -k & 0 & 1 \\ k & 0 & 1 & 1 \\ 0 & 1 & 0 & -j \\ 1 & 1 & j & 0 \end{pmatrix}; \quad \hat{A}_{\Gamma,\psi}(\pi) = \begin{pmatrix} 0 & 0 & i & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -i & 0 & 0 & 0 & 1 \\ -i & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\ 0 & i & 0 & 0 & 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & -i \\ 0 & 0 & 0 & 1 & 0 & 0 & -i & 0 \\ 1 & 0 & 1 & 0 & 0 & i & 0 & 0 \\ 0 & 1 & 0 & 1 & i & 0 & 0 & 0 \end{pmatrix}. $$

An explicit computation gives $\sigma(\hat{A}_{\Gamma,\psi}(\pi)) = \left\{ \pm \frac{1}{2} \sqrt{10 \pm 2\sqrt{17}} \right\}$, where the exponent of each eigenvalue denotes its multiplicity. Since $\frac{1}{2} \sqrt{10 + 2\sqrt{17}} \sim 2.135779$, we have:

$$\sigma(\hat{A}_{\Gamma,\psi}(\pi)) \cap (-\infty, -2) \neq \emptyset \quad \text{and} \quad \sigma(\hat{A}_{\Gamma,\psi}(\pi)) \cap (2, \infty) \neq \emptyset.$$
As a consequence of Corollary 5.7, the gain graph $(\Gamma, \psi)$ cannot be a gain-line graph, neither for $s_2 = 1$ nor for $s_2 = -1$, although the underlying graph $\Gamma$ is the line graph of the Paw graph.
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