In this paper, we present a computational approach to bilingual speakers’ non-native (L2) lexical-semantic representations. Specifically, based on detailed analyses of the error patterns shown in our previous simulation results (Zhao and Li Int. J. Bilingual. Educ. Bilingual., 2010, 13, 505–524; Zhao and Li, Bilingualism, 2013, 16, 288–303), we aim at revealing the underlying learning factors that may affect the extent of fuzzy category boundaries within bilinguals’ L2 representation. Here, we first review computational bilingual models in the literature that have focused on simulating L2 lexical representations, including the Developmental Lexicon II (DevLex-II) model (Zhao and Li, Int. J. Bilingual. Educ. Bilingual., 2010, 13, 505–524; Zhao and Li, Bilingualism, 2013, 16, 288–303), on which the current study is based. The DevLex-II modeling results indicate a strong age of acquisition (AoA) effect: When the learning of L2 is early relative to that of native language (L1), functionally distinct lexical representations may be established for both languages; when the learning of L2 is significantly delayed relative to that of L1, fuzzy L2 representations may occur due to the structural consolidation (or the entrenchment) of the L1 lexicon. Next, we explore the error patterns shown in both lexical comprehension and production in DevLex-II. A novel contribution of the current study is that we systematically compare the computational simulation results with empirical findings. Such model-based error analyses extend our previous findings by indicating, especially in the late L2 learning condition, that fuzzy L2 semantic representations emerge and lead to processing errors, including errors in unstable phonology-semantic and semantic-phonemic mappings. The DevLex-II model provides a computational account of the development of bilinguals’ L2 representation with reference to the dynamic interaction and competition between the two lexicons. We point to future directions in which fuzzy L2 representations may be overcome, through a framework that highlights the social learning of L2 (SL2) and the embodied semantic representation of the lexicon in the new language (Li and Jeong, Npj Sci. Learn., 2020, 5, 1–9; Zhang, Yang, Wang and Li, Lang. Cogn. Neurosci., 2020, 35, 1223–1238).
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INTRODUCTION

It is widely recognized that at least half of the world’s population can use more than one language in their daily lives (Grosjean and Li, 2013). Many of them are bilinguals who are fluent in both of their languages, but many more are individuals who are second language (L2) learners with varying levels of mastery of their L2 depending on various learning and learner factors, such as timing and history of learning L2 (Li, 2013), social interaction needs (Li and Jeong, 2020), context of usage (the Complementarity Principle; Grosjean, 2013), and cognitive abilities [such as working memory; see reviews by Kormos (2015), Wen et al. (2017)]. Behavioral evidence has shown that L2 learners often have comprehension and production problems in L2, particularly with decoding and producing the ambiguous sounds that they are unsure of (such as phonemes not available in their native language, see a review by Gor, 2015). Bilinguals, as compared with monolinguals, may have more difficulties in word recognition tasks (Lehmére et al., 2008) or generating fast and accurate names in picture naming or word naming tasks (Gollan et al., 2005; Gollan et al., 2008; Li et al., 2019; Peñaloza et al., 2019). They may also find it difficult to make accurate phonology-semantic or semantic-phonemic mappings in their L2 (Cook et al., 2016) and experience higher rate of tip-of-the-tongue state in L2 (Kreiner and Degani, 2015).

Many theoretical frameworks have been proposed to account for such patterns and difficulties in the L2, which include hypotheses on a fuzzy, weak, or less entrenched lexical-semantic representation/network of L2 (Hernandez and Li, 2007; Diependaele et al., 2013; MacWhinney, 2013; Cook and Gor, 2015). In their recent Ontogenesis Model (OM), Bordag et al. (2021, p.2) argued that a crucial property of L2 lexical representation is fuzziness, which “refers to inexact or ambiguous encoding of different components or dimensions of the lexical representation that can be caused by several linguistic, cognitive, and learning-induced factors.” (see also Gor et al., 2021 for the Fuzzy Lexical Representations account in this special research topic). Such a view is highly consistent with the concept of “parasitism” proposed by Hernandez et al. (2005), according to which factors such age of acquisition (AoA), proficiency, and in particular competition/interaction between L1 and L2, are responsible for a L2 lexical-semantic representations that become parasitic (and usually fuzzy) to L1 representations (also see Hernandez and Li, 2007). It is thus important to study the dynamic interaction between L1 and L2 and how the L2 learning history can shape the bilinguals’ L2 representations. Indeed, an issue of enduring interest in bilingualism research has been how the lexical-semantic system of L2, as a dynamic system, is represented and developed, and subsequently interacts with the L1 system in the bilingual’s mind (Li, 2013).

Since the 1950s, there have been many models and hypotheses of bilinguals’ lexical representations and processing (see, e.g., Jiang, 2015 for a historical review). These models often offer good explanatory power of bilingual language patterns and have made significant contributions to our understanding of bilingualism. However, most of the models so far are verbally descriptive in nature and have been designed to capture bilingual lexical processing for the mature adult bilingual speakers, rather than accounting for the developmental changes associated with the learning of a L2 or the processes underlying learning. In this paper, we advocate a dynamic approach of bilingual lexical-semantic representation, viewing it as constantly changing and evolving as learning progresses (e.g., Li, 2015). Rather than just taking a snapshot of the static situation (e.g., as end result or outcome), we focus on the underlying mechanisms that may affect the learning process that leads to fuzzy category boundaries within bilinguals’ L2 representation. To reach this goal, we use computationally implemented models, which are particularly helpful in helping us to understand the L1-L2 interaction and the emergence of fuzzy representations in L2. Computational models allow the researchers to bring multiple variables and the complex interaction between the variables under systematic control, and test hypotheses about the roles of variables of interest in bilingual representation while holding other variables constant. Such a systematic control of variables is particularly important for studying bilingualism, due to the multitude of potentially confounding variables existed in the natural contexts of bilingual learning that would be otherwise difficult to manipulate in behavioral studies (see Li and Zhao, 2017; Li and Zhao, 2021 for discussions of the role of computational modeling in psycholinguistics).

In this paper, we focus on systematically analyzing the patterns of the inaccurate lexical comprehension and production, along with their underlying mechanisms in a computational bilingual model. Error analysis of second language learners has been an important topic in applied linguistics, especially in foreign language education (see Chapter 2. Ellis, 1994; Swan, 1997). However, it attracts less attention in computational studies, which often focus on what a model structure is capable/competent to achieve in term of empirical behaviors, with simulation errors commonly treated as byproducts of statistical fluctuations (but see the classic connectionist models of U-shaped behavior in monolingual past-tense learning, Rumelhart and McClelland, 1986). Here we advocate a systematic comparison of computational modeling results with a detailed analysis of error patterns that occur in behavioral data from real second language learners, which can help us to understand the role of the interactive mechanisms embodied in the model on the emergence of fuzzy L2 lexical-semantic representations.

In the following sections, we first review computational bilingual models that have previously focused on simulating L2 lexical processing and representations1, including the Developmental Lexicon II (DevLex-II), an unsupervised connectionist model that includes three basic levels for the representation and organization of linguistic information (see
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1It is worth noting that there have been many computational studies of other important issues in bilingualism (code switching as one example; see recent publications by Xu et al. (2021), Tsoukala et al. (2021). It is beyond the scope of this paper to review all computational models of bilingualism. Readers are referred to various resources such as the special issue in *Bilingualism: Language and Cognition* [edited by Li (2013), Shirai (2019) book, and the online bibliography of (Li and Zhao, 2020)].
Li et al., 2007; Zhao and Li, 2010; Zhao and Li, 2013). Our current computational simulations are based on the DevLex-II model. In the main part of this paper, we focus on analyzing the late L2 learning condition, in which fuzzy L2 representations (at both semantic and phonological levels) lead to processing errors or confusions, including errors in unstable phonology-semantic and semantic-phonemic mappings. The error patterns are further compared with behavioral data from previous literature and a Second Language Acquisition (SLA) corpus (COPA corpus on TalkBank, Zhang, 2009a). We argue that the DevLex-II model provides a computational account of the development of bilinguals’ L2 representation with reference to the dynamic interaction and competition between the two lexicons. We further point to future directions, including studies of fuzzy L2 representations that may be overcome through an approach that highlights the social learning of L2 (SL2) and the embodied semantic representation of the lexicon in the new language (Li and Jeong, 2020; Zhang et al., 2020).

COMPUTATIONAL MODELS OF BILINGUAL LEXICAL REPRESENTATIONS

Interactive Activation Models

IA-based models have been mainly used in simulating patterns in bilingual language processing. The Bilingual Interactive Activation (BIA) model (Dijkstra and van Heuven, 1998) might be the best-known computational model of bilingual lexical processing so far. Similar to the famous monolingual IA model (McClelland and Rumelhart, 1981), BIA has three levels of nodes representing orthographic features, letters, and words. Unlike IA, however, the BIA has linguistic inputs from two languages, and is equipped with a language node level that provides top-down information regarding the language identity of perceived words.

As a successor of the BIA model, BIA+ (Dijkstra and van Heuven, 2002) incorporates semantic and phonological representations into its main component (i.e. the word identification system), along with a nonlinguistic task/decision system. The nonlinguistic task/decision system receives input from the identification system and computes processing steps and determines decision criteria for the simulation task, such as bilingual reading. Dijkstra et al. (2012) applied the BIA + structure to model lexical processing of Dutch-English bilinguals. In their simulations, proficiency and AoA were modeled by adjusting the relative frequency of the L2 words and the size of the lexicon, and the model predicted a gradual increase in processing speed in L2 for the late L2 learners.

Diependaele et al. (2013) used a bimodal interactive activation model to simulate the difference between the frequency effects in L1 and L2 word recognition. Specifically, they reduced the resting levels of the word nodes to simulate the “weaker” lexical memory representations in L2. They also reduced the level of word-word lexical inhibition in the model to simulate the increased competition between similar words caused by the less “precise” lexical representations in L2. Their simulation results were in line with the patterns shown in large-scale English word identification times from three bilingual populations. They concluded that L2 is less entrenched in late L2 learners’ lexical system due to low L2 proficiency, and this lower entrenchment could explain the stronger frequency effect in L2 word recognition.

As a new computational model of bilingual representation along this direction, Multilink (Dijkstra et al., 2019) represents the latest efforts by the researchers to scale up the BIA modeling enterprise to a larger and more realistic lexicon (over 1,500 words from both lexicons). Multilink is an interactive based model integrating certain features of BIA+ (Dijkstra and van Heuven, 2002) and the Revised Hierarchical Model (RHM; Kroll and Stewart, 1994). By considering the role of multiple factors such as the frequency, length, orthographic similarity, and phonological neighborhood of words, it has been used to test and verify against empirical data from bilingual word recognition and translation.

It is worth noting that many IA-based models shown above lacked learning/development mechanisms. Their representations were often fixed and their parameters (e.g., resting level) manually adjusted to capture adult bilingual speakers’ word processing (see Li and Grant, 2019 for a commentary on the Multilink model). In fact, a wide variety of computational developmental models with a learning mechanism have been implemented for bilingual lexical representations, and they often embrace an emergentist view that static linguistic representations (e.g., words, concepts, and grammatical structures) are emergent properties, dynamically acquired from the learning environment. Common learning algorithms can be classified roughly into supervised and unsupervised learning (see Zhao, 2017 for a brief introduction). These algorithms are often developed under the framework of connectionist or neural network models (aka Parallel Distributed Processing or PDP models; McClelland et al., 1986; for a bibliography and recent models based on connectionism, see Li and Zhao, 2020).

Developmental Models with Supervised Learning

French (1998) tested a Bilingual Simple Recurrent Network model (BSRN), which was based on the monolingual SRN model (Elman, 1990). The BSRN was trained on intermixed sentences from two artificially generated languages, with its input having a certain probability of switching between the two languages. The model’s immediate task was to predict the next word in a sentence given the current word input. After training, a hierarchical cluster analysis was conducted on the hidden-node activations of the BSRN model, and results showed that words from the two languages became separated in the network’s internal representations. The simulation results supported the hypothesis that the bilingual input environment itself is sufficient for the development of a distinct mental representation of each language, without invoking separate processing or storage mechanisms for the different languages.

Monner et al. (2013) developed a connectionist model in an effort to address a long-standing issue in bilingual language
acquisition: To what extent the entrenchment of one’s first language influences the learning of a second language? They tested the “less is more” hypothesis using a recurrent network model (Long Short-Term Memory or LSTM, Hochreiter and Schmidhuber, 1997) that learns the gender assignment and agreement in Spanish and French. In their network, increases of working memory were simulated using new cell assemblies in the model, whereas L1 entrenchment was simulated by training of the network with different length of L1 exposure before the onset of L2 (see more discussion below on this in the DevLex-II model). This approach allowed the researchers to dissociate and specify the effects due to age of L2 onset and those due to memory capacity. The authors concluded that their model supported the “less is more” hypothesis while at the same time showing L1 entrenchment effect as a function of L2 onset time.

During the last decade, there has been a fast-growing use of building semantic representations through the so-called “embedding” methods, which allows researchers to derive words’ lexical-semantic representations for distributional properties in natural language usage. Many of the methods were based on supervised learning of large-scale monolingual database (such as Word2Vec, Mikolov et al., 2013). Following this direction, researchers have developed interests in cross-language word embeddings (see a brief review and the M2VEC model in Wang et al., 2019). A common strategy has been to build a mapping/transformation matrix between two, usually well pretrained, monolingual word embedding spaces (one as the source/input language and the other the target/output language). Such a strategy often needs a pre-built high-quality dictionary or parallel corpora to align the words/concepts in the two languages. Although this approach makes it a great addition to applied fields such as machine translation, it is less ideal for simulating L2 learners’ bilingual lexical representations, which are dynamic and interactive in nature and more than just a mapping between two fully developed monolingual lexical spaces (keeping in mind Grosjean’s earlier warning that bilinguals are not the sum of two monolinguals; Grosjean, 1989).

Developmental Models with Unsupervised Learning

In contrast to supervised learning, unsupervised learning algorithms do not use explicit error signal at the output level to adjust the network’s weights. Among them, a popular type for bilingual models is the self-organizing map (SOM; Kohonen, 2001). On a SOM, a group of nodes with input connections are arranged on a two-dimensional lattice for the organization of external stimulus patterns. Each node has a vector associated with it to represent the weights of its input connections. At each training step of SOM, all nodes on the map are presented with an external input pattern (e.g., the phonological or semantic representation of a word). Some nodes will be activated, according to how similar their input weight vectors are to the input pattern; the node that has the highest activation is declared as the Best Matching Unit (BMU). A BMU’s weight vectors are adjusted, along with the weights of its neighboring nodes to become more similar to the input pattern. As the result, they will respond to the same or similar inputs more strongly next time. Initially activation occurs in large areas of the map, but gradually learning becomes more focused and the neighborhood size reduces. This self-organizing process continues until all inputs have found some maximally responding nodes as their BMUs. Eventually, the map falls into a topography-preserving state, which means that inputs with similar features will activate nodes in nearby regions, yielding meaningful activity bubbles that can be visualized on the map. This property of the SOM enables researchers to explicitly examine and visualize the emergence of lexical-semantic structures in their models. It is a more desired feature that is absent in some supervised learning models as discussed above, where the internal representation is often “hidden” from the outside and needs to be analyzed through mathematical tools such as Principal Component Analysis (PCA) and Hierarchical Cluster Analysis (HCA).

Li and Farkas (2002) proposed a self-organizing model of bilingual processing (SOMBIP). The model was based on the SOM described above, with training data derived from linguistic corpora. The SOMBIP model included two SOM maps connected via Hebbian learning. One SOM was trained on the phonological representations of words and the other on the semantic representations of words. The SOMBIP learned bilingual input with mixed English and Chinese words simultaneously; and the frequency of the bilingual words exposed to the network was modulated according to the corpus data, rather than to an ad hoc probability of language switching as in BSRN. In the SOMBIP, the simultaneous learning of Chinese and English led to distinct lexical representations for the two languages, as well as structured semantic and phonological representations within each language. The SOMBIP also simulated a novice learner by having limited linguistic experience so that the network was exposed to fewer sentences in L2. It was shown that the novice network’s representation of the L2 was more compressed and less clearly delineated, compared to that of the “proficient” network. The SOMBIP possessed more realistic linguistic and developmental properties than previous bilingual models and later evolved into the DevLex (Developmental Lexicon) models (Li et al., 2004; Li et al., 2007; Zhao and Li, 2010; Zhao and Li, 2013, see below for further discussions).

Recently, Peñaloza, et al. (2019) presented a SOM-based model to simulate the effect of AoA and L2 exposure on bilingual lexical access. Their model, BiLex, includes three connected SOMs, with one for common semantic/conceptual representation, and two for separate phonological representations of different languages (i.e. English and Spanish). Specifically, the model was applied to simulate the picture naming data on a case-by-case basis for 28 bilingual participants with different L2 proficiency levels and 5 monolinguals (as the base line). Their model incorporated important variables underlying the patterns of bilingual behavior, including language history regarding age of L2 acquisition, proficiency, exposure and language use. The best-fit set of values for parameters representing these variables were found based on an evolutionary algorithm.
(Back, 1996) to model the data of each participant. The model’s close match with real behavioral data from individual participants is a testimony that computational models, when properly constructed, can closely reflect realistic linguistic processes. Importantly, their simulations showed that early AoA and increased exposure can lead to well-organized representations on L2 phonological map and higher picture naming performance, while late AoA and limited exposure can lead to poor representations on L2 phonological map and lower picture naming performance. This pattern is in line with our simulation results from the DevLex-II, which we discuss next. The basic structure of Bilex resembles the well-developed theoretical framework of the RHM (Kroll and Stewart, 1994). However, the use of two predefined phonological maps for L1 and L2 assumes separated lexical representations of the two languages from the beginning of L2 learning, which could be problematic and makes it hard to simulate cross-language interferences. As discussed below, distinct or intermixed bilingual representations may emerge in the same underlying system such as the DevLex-II model through learning in the SOM or other computational algorithms.

THE DEVLEX-II MODEL: A SKETCH

The DevLex-II model is the main computation architecture of the current study. As an unsupervised multi-layer neural network model, the DevLex-II model has been successfully implemented in both monolingual and bilingual language learning (Li et al., 2007; Zhao and Li, 2010; Zhao and Li, 2013). As depicted in Figure 1, it consists of three basic levels for the representation and organization of linguistic contents, corresponding to phonological information, semantic information, and the output sequence of the lexicon, respectively. The core of the DevLex-II model is a SOM that handles lexical-semantic representation. This SOM is connected with two other SOMs, one for input (auditory) phonology, and the other for articulatory sequences of output phonology. During the training of DevLex-II, the semantic representation, input phonology, and output phonemic sequence of a word are simultaneously presented to and processed by their corresponding maps of the network, and the associative connections between maps are trained by the Hebbian learning rule. After the cross-map connections are stabilized, the activation of a word form can evoke the activation of a word meaning via form-to-meaning links, and we define this process as word comprehension in our model. Similarly, the activation of a word meaning can trigger the activation of an output sequence via meaning-to-sequence links, and we define this process as word production.

We have applied the DevLex-II model in various studies to simulate bilingual language learning (e.g., Zhao and Li, 2010) and cross-language priming (Zhao and Li, 2013). Specifically, to increase the connection to empirical data, we presented the model with an English-Chinese bilingual lexicon made up of 1,000 real words extracted from MacArthur-Bates Communicative Development Inventories (the CDI; English: Dale and Fenson, 1996; Chinese: Tardif et al., 1999). The input to the model was coded as vector representation of the phonemic, phonological, or semantic information of these words (see Zhao and Li, 2010 for technical details).

Simulations in Zhao and Li (2010), Zhao and Li (2013) included three learning conditions: simultaneous, early, and late, and the target lexicons were sent to the model in stages.

![Figure 1](https://example.com/figure1.png)
The simultaneous learning condition was designed to simulate a simultaneous bilingual learner who is exposed to both languages from early on. In the two sequential learning conditions, learning of L2 was delayed relatively to that of L1, either only slightly (early learning; after 100 L1 words were presented) or significantly (late learning: after 400 L1 words were presented). The exposure to L2 words in all three conditions was 10 stages, with 50 more new L2 words added at each stage.

The setup in Zhao and Li (2010), Zhao and Li (2013) allows a meaningful comparison of the three learning conditions on the effects that the consolidation of lexical organization in one language (usually L1) has on the lexical representation in the other language (usually L2). The modeling results indicate a strong age of acquisition (AoA) effect: When the learning of L2 is early relative to that of L1, functionally distinct lexical representations may be established for both languages; when the learning of L2 is significantly delayed relative to that of L1, fuzzy L2 representations occur due to the structural consolidation (or the “entrenchment”) of the L1 lexicon and its impact on the L2 lexicon.

The present study extends the work of (Zhao and Li, 2010; Zhao and Li, 2013) to examine error patterns, using the same model structure and training parameters (see the Methods section in Zhao and Li, 2010 for technical details). Our analyses below focus on the sequential bilingual learning stages, specifically, on a variety of errors produced by the DevLex-II model under the early and late L2 learning conditions. These error patterns provide a window into the developmental changes underlying lexical-semantic representation, for not only the bilingual’s L2 but also its interaction with the L1. They are also evaluated against empirical data that reflect patterns of L2 learners’ pronunciation errors (e.g., Cutler et al., 2004; Zhang, 2009b; Wang and Chen, 2020).

### TABLE 1 | Number of each type of comprehension errors in L2 (English) across different late L2 learning stages. Results averaged over 5 simulations for each learning stage. Standard deviations are listed within the parentheses.

| L2 Lexicon size | 50 | 100 | 150 | 200 | 250 | 300 | 350 | 400 | 450 | 500 |
|-----------------|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Total number of errors | 0.4 (0.5) | 28.4 (5.7) | 41.4 (6.9) | 52.4 (4.4) | 65.8 (5.1) | 63.8 (6.7) | 73.2 (11.3) | 100.6 (9.3) | 97.6 (6.9) | 104.8 (7.1) |
| Phonological confusions | 0.4 (0.3) | 6.2 (1.3) | 7.2 (1.5) | 12 (1.6) | 17.8 (5.5) | 20.6 (5.7) | 25.8 (5.0) | 33.4 (4.7) | 35.2 (3.7) | 45.2 (5.4) |
| Semantic confusions | 0 (0) | 8.8 (1.1) | 15.6 (2.7) | 18.2 (4.4) | 20 (2.4) | 24 (4.1) | 26 (6.1) | 36 (2.4) | 33.2 (3.9) | 32.2 (2.5) |
| Uncategorized Errors | 0 (0) | 6.6 (3.8) | 12.6 (1.7) | 15.6 (3.4) | 23.2 (6.9) | 17.8 (4.0) | 20.2 (5.4) | 30 (6.8) | 28.2 (5.1) | 25.2 (5.8) |
| Cross-language Errors | 0 (0) | 7.4 (2.1) | 7.2 (6.1) | 7 (4.5) | 6.2 (5.2) | 4.8 (6.3) | 5.4 (3.2) | 5.2 (5.6) | 5.2 (4.0) | 6.4 (8.3) |

The analyses of error patterns in Bilingual DevLex-II show similar general patterns when either language is the L2 (Chinese or English), but the specific errors are language-dependent; 2) Our modeling parameters were held constant; being able to simulate both languages as the target L2 while holding modeling parameters constant shows an important and flexible feature of computational modeling; 3) We determined our modeling errors through examination of BMUs in the SOM maps: 1) If the activated unit on the semantic map is the BMU of the correct word meaning, it is taken that our network correctly comprehends this word; otherwise, the network makes a comprehension error; 2) If the activated units on the phonemic map match the BMUs of the phonemes making up the word in the correct order, it is taken that our network correctly produces this word; otherwise, the network makes an error in production.

### Comprehension Errors

In Tables 1 and 2, we listed the average numbers of different types of comprehension errors that DevLex-II made at different stages of the late L2 learning condition (Table 1) and early L2 learning condition (Table 2). The results were averaged over 5 simulations trained with different random seeds, and the standard deviations were listed within the parentheses. Overall, four types of patterns were observed.

First, our model for late L2 learners showed a large proportion of errors related to phonological confusions/interferences, errors that were mainly with the comprehension of L2 (45.2 out of 104.8 total errors at the final stage in Table 1). For example, an activation of the English word *think* on the input phonology map led to the activation of *sink* on the semantic map. This type of error might be caused by the similarity in sound between two words in the L2 (and their representation similarities on the input phonology map): the /θ/ versus /s/ difference in L2 English does not exist in L1 Chinese, and therefore/took the place of /θ/. Other examples included *stone-stone, bump-jump, glass-grass, pull-pool, see-see, bug-big, light-like, blue-blow, hair-hair, wash-watch (English as L2); qing3 (“invite”)-qin1 (“kiss”), zang1 (“dirty”)—zhang1 (“piece”), hai2 (“white”)—bei4 (“carry”) (Chinese as L2), and many more.
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2The number in the Chinese phonetic transcription indicates the tone of the corresponding word.
Second, semantic similarities also led to a large proportion of comprehension errors in our model (32.2 out of 104.8 total errors at the final stage). For example, an activation of the Chinese word ge1ge4 (“older brother”) on the input phonology map led to the activation of di1di1 (“younger brother”) on the semantic map. This is an example of incorrect comprehension (from phonology to semantics) due to within-language semantic interference. Most of these errors were within the L2 itself, such as dog-cat, car-boat, pen-pencil, kick-drop, cut-tear, a-an, bench-couch; and hei1 (“black”) - lv4 (“green”), mi1feng1 (“bee”) - ma3yi3 (“ant”), ya1zi (“duck”) - gong1ji1 (“rooster”). Such types of error might reflect the overlap/similarities between the representations of the words on the semantic map of our model.

Third, for the late L2 condition, certain comprehension errors could not be clearly categorized (25.4 out of 104.8 total errors at the final stage). For example, some activations on the input phonology map were not able to generate the activations of a BMU associated directly with a meaning (i.e., the model failed to comprehend the sound of the word). Also, some word forms evoked the activation of word meanings that were not related in any meaningful way. Examples included will-jelly, nurse-little, sun-cheese. Such errors were rare in our early L2 learning condition (see Table 2) and might reflect the unstable/ inaccurate form-to-meaning links inconsistently built under our late L2 learning condition.

Finally, a very small proportion of comprehension errors were due to cross-language similarities (6.4 out of 104.8 total errors at the final stage as shown in Table 1). Most of them were due to phonetic similarities (i.e., cross-language homophones) and originated from L2: a-e2 (“goose”), tongue-tang2 (“sugar”), hair-hei1 (“black”), car-ye2ye (“grandpa”), when-wan3 (“bowl”) (see Li and Farkas 2002, for similar errors). Cross-language comprehension errors due to semantic similarities were found too, but their occurrence was extremely rare and only in the direction from L2 sound representation to L1 semantic representation. We only observed a few examples at the beginning of late L2 learning condition, such as Mao1 (“cat”) - bear, shou3 (“hand”) - toe (Chinese as L2), and kiss-qin1 (“kiss”), owl-ya1zi (“duck”), touch-ren1 (“throw”) (English as L2).

Overall, in Table 1, we could observe the increment of total number of comprehension errors as more L2 words entered the training. In addition, roughly similar proportions of the three main types of comprehension errors occurred across the training stages of late learning condition (with a relative larger portion of phonological confusions towards the end of learning).

For the early L2 learning shown in Table 2, it is interesting to note that the total number of comprehension errors stayed at a low level across most stages, and most errors were regular confusions in either meaning or sound (13.4 and 12 out of 28.2 total errors respectively at the end), and the proportion of uncategorized errors was small (4.4 out of 28.2 at the end). The cross-language comprehension errors occurred rarely under the early L2 condition (0 at the end). Such a pattern was different from the late L2 learning where uncategorized errors were common, and it implied that the unstable form-to-meaning links (which often caused uncategorized errors) might not be a main driving force for early L2 learners’ comprehension errors (which was low in number in the first place). In addition, from a developmental perspective, our model made fewer comprehension errors generally as L2 learning progressed.

Production Errors

In monolingual simulations (see Table 1 in Zhao and Li, 2013), DevLex-II showed lexical confusions, omissions, replacements, and incorrect sequencing of phonemes in production. The current bilingual simulations also showed many of the same patterns. However, there were certain production error patterns unique to our bilingual simulations, in particular for the late L2 learning condition. In Table 3, we present a summary of four types of production errors made by DevLex-II under both the late and early L2 (English) learning conditions: phoneme confusions, phoneme replacement, incorrect sequencing, and semantic confusions. The results were the averaged values across 5 simulations trained with different random seeds, and the standard deviations were in parentheses.

Under the late L2 learning condition, a large amount of production errors was due to confusions on the phonemes unique to L2 (37.4 out of 139.8 total errors). As shown on the row labeled as “phoneme confusions”, sometimes our late L2 learning simulations could not distinguish between L2-unique

### Table 2: Number of each type of comprehension errors in L2 (English) across different L2 learning stages. Results averaged over 5 simulations for each learning stage. Standard deviations are listed within the parentheses.

| L2 Lexicon size | 50 | 100 | 150 | 200 | 250 | 300 | 350 | 400 | 450 | 500 |
|-----------------|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Total number of errors | 42.8 (6.5) | 18.2 (40.7) | 26.6 (59.5) | 0 (0) | 3.6 (0.9) | 6 (2.1) | 7 (3.1) | 16.8 (4.0) | 21.2 (5.4) | 28.2 (6.0) |
| Phonological confusions | 1 (0.7) | 3 (6.7) | 5.6 (12.5) | 0 (0) | 1.6 (0.5) | 4.2 (2.5) | 4.2 (1.3) | 6.6 (1.5) | 12.6 (4.3) | 13.4 (2.9) |
| Semantic confusions | 4.6 (2.4) | 1.8 (4.0) | 2 (4.5) | 0 (0) | 1.4 (0.5) | 1.4 (0.5) | 2.6 (0.9) | 7.6 (2.6) | 7.8 (3.3) | 12 (3.2) |
| Uncategorized Errors | 35.2 (4.1) | 10.4 (23.3) | 15.2 (34.0) | 0 (0) | 0.6 (0.5) | 0.8 (0.8) | 0.8 (0.9) | 2 (0.7) | 1.8 (1.3) | 4.4 (2.9) |
| Cross-Language Errors | 2.2 (0.9) | 3.2 (7.2) | 3.8 (8.5) | 0 (0) | 0 (0) | 0 (0) | 0.8 (0.4) | 0 (0) | 0 (0) | 0 (0) |

3Except at its earliest stage when the L1 was not fully developed, most such errors were comprehension failures without generating any meaningful BMU activations on the semantic map.
TABLE 3 | Number of each type of production errors in L2 (English). Results averaged over 5 simulations for each learning condition. Standard deviations are listed within the parentheses.

|                      | Late L2 learning | Early L2 learning | Error examples |
|----------------------|------------------|-------------------|----------------|
| Total errors         | 139.8 (35.2)     | 74.2 (26.1)       | [ə] confused with [ə] in English |
| Phoneme confusions   | 37.4 (4.3)       | 0.4 (0.9)         | [z] in Chinese confused with [s] in English |
| Phoneme replacement   | 67.4 (20.4)      | 29.6 (19.0)       | were [wa] pronounced as [wə] |
| Incorrect Sequencing | 78 (22.2)        | 60 (24.8)         | grandpa [ɡræmpə] pronounced as [ɡræmpə] |
| Semantic confusions  | 7 (2.9)          | 1 (0.7)           | telephone [ˈteləfən] produced as [ˈteləfən] |

phonemes and similar but not identical phonemes in L1 on the output phonemic map. Examples of such confusions included an indistinguishable English phoneme [z] (as in zebra) with a Chinese phoneme [ʐ] (as r in rì4, “sun”), and English phonemes [ɔː] (as in born) or [ɒ] (as in pot) with [a] (as o in wò3, “1”) in Chinese. Other times our late L2 learning model could not distinguish between different L2-unique phonemes that are themselves similar on the output phonemic map. For example, English phonemes [ʃ] as in born and [ð] as in pot are two phonemes not found in Chinese and therefore, they were often confused with each other on the output phonemic map when English was learned as L2. Other examples included [z] as in zebra with [ʒ] as in then (see Cutler et al., 2004 for phoneme confusion patterns of non-native listeners of English). Similarly, error patterns of this type of phonemic confusion were observed when Chinese was learned as L2 in our simulations. For instance, c ([ʦʰ]) and ch ([ʦʰ]) are two phonemes not found in English and therefore they were often confused with each other on the phonemic map. Other examples included confusion of phonemes such as j, q, x ([ʦʰ], [ʦʰ], [ɕ], z and zh ([ʦ], [ʦʰ]), s and sh ([s], [ʃ]). Such phonemic confusions were very rare under the early L2 learning condition though (0.4 out of 74.2 total errors), given that the output phonemic map of early L2 learning was often much clearer and more organized (see the discussion section). These simulated patterns match up well with empirical findings (Yang and Yu, 2019; Wang and Chen, 2020; see further error analyses of an SLA corpus in next subsection). They are also consistent with speech learning theories indicating that early learners can create new phonetic categories more easily than late learners, and that such differences are due to the stabilization of the phonetic representation of L1 versus L2 over the lifespan of learning (see Flege, 1995; Flege, 2007). Flege’s Speech Learning Theory also suggests that phonemes in the L2 that are similar to the L1 can actually cause more difficulty in learning, which is supported by our phonemic confusion data.

As shown on the row labeled as “phoneme replacement”, some of the production errors were due to the phonemes in the pronouncing sequence replaced by other phonemes. For example, were [wə] was wrongly pronounced as [wa]; in one simulation with English as L2. Similar examples included [fə] for share ([ʃə], [skeθ]) for skate [skeθ], [pʊə] for poor [pʊə], and so on. Incorrect sequencing of phonemes in production was another salient error pattern that could be found in our simulations. For example, grandpa [ɡræmpə] was wrongly pronounced as [ɡræmpə:] in one simulation with English as L2. Similarly, telephone ([ˈteləfən]) was wrongly produced as [ˈteləfən] in another simulation. These types of patterns could also be found in the empirical error analyses of a Second Language Acquisition (SLA) corpus as shown in next section.

It is worth noting that incorrect sequencing could be accompanied with phoneme replacement and phoneme confusions, and it happened more often with words of greater length (such as multisyllabic words). For example, in one of the simulations, closet ([klɛzet] was pronounced as [klɛzəd]. The effect of word length on lexical production was reported in our previous monolingual simulations and could be associated with the impact of individual working memory capacities on word articulation (see Li et al., 2007). This type of error reflects the challenges that language learners face when they need fine control of their articulatory organs to coordinate and execute sequential sound patterns, especially when the sequence belongs to an unfamiliar language (see the sensorimotor integration hypothesis from Hernandez and Li, 2007). Both late and early L2 learning showed a large amount of incorrect sequencing (78 and 60 respectively) along with phoneme replacement errors, but for the early L2 learning, such errors occurred less frequently and were more evenly distributed between L1 and L2.

Finally, our simulations also showed production errors caused by the confusions at the semantic level. Such errors were most salient in the late L2 learning condition and could be associated with the fuzzy L2 representations on the semantic map. For example, in one simulation, the word bench was wrongly named as couch [kauft] and the word those was produced as these [ðiːz]. A close examination of the trained semantic map showed that the conceptual representation of bench and couch activated the same BMU on the map; therefore, they were confused in the first place during lexical production. Given that the late L2 learning condition produced much denser and fuzzier L2 semantic representation than the early L2 condition, it carried more semantic confusions as such (see discussion below on displaying and measuring density in representation). Such a type of semantic confusion could also be found in empirical studies. For example, contributors of Swan and Smith (1987), as quoted in Swan (1997), collected many vocabulary confusions at the semantic level (e.g., think/hope, beat/hit/strike/knock) in second language learners’ L2 (English) production. An example observed from Chinese L2 learners of English, as quoted in Swan (1997), was that they often had confusions on the usage of...
Phonological maps are not displayed here, but their representations are similar to those above. There were overall more phonological errors than the semantic errors using the CLAN program of the CHILDES. In the COPA Corpus, each participant included, but not limited to, small verbs such as come/go, do/make, bring/take, which are semantically similar but with subtle differences. Similar examples such as 动词low/ 喜欢like and 预约appointment/约会date could also be found in American L2 learners of Chinese (Yuan, 2017).

**Production Errors in SLA Corpus**

The production errors shown in our model could be compared with those from an SLA corpus (COPA Corpus on TalkBank, Zhang, 2009a), which included the elicited responses from L2 learners of Chinese to a fixed series of questions designed to measure the growth of their proficiency in Chinese (Zhang, 2009b). Specifically, we analyzed data from 46 learners of Chinese with English as their L1 in the corpus, aged between 19 and 56 years (M = 27.79, SD = 9.96). Although AoA information was not indicated in the corpus, we conducted a frequency analysis of these errors using the CLAN program of the CHILDES.

As shown in Table 4, three main types of production errors were annotated in COPA Corpus by Zhang (2009). They were phonological errors (coded with [‘p’]), semantic errors (coded with [‘s’]), and neologisms (coded with [‘n’]). Generally consistent with our simulation results from late L2 learning condition (see the sections above), there were overall more phonological errors than the semantic errors [t (45) = 2.21, p = 0.032 in a paired-samples t test]. Within the phonology category, many errors were caused by the confusions of tones, a salient feature of Chinese as a tonal language. Within the phonology category, many errors were caused by the confusions of tones, a salient feature of Chinese as a tonal language, as well as many participants could speak Chinese relatively fluently, these participants were clearly not balanced bilingual or early L2 learners of Chinese. In the COPA Corpus, each participant’s production errors at the word level were clearly annotated with error codes of the CHILDES (Child Language Data Exchange System; MacWhinney, 2000), and we conducted a frequency analysis of these errors using the CLAN program of the CHILDES.

| Category          | Total Errors | Average (SD) | Error examples                                                                 |
|-------------------|--------------|--------------|-------------------------------------------------------------------------------|
| Total             | 2,177        | 47.33 (71.26) |                                                                                             |
| Phonological errors [‘p’] | 1,549        | 33.67 (67.43) | Tone confusions: (shǐ for 是, shí for 识); Phoneme confusions/replacements: (use s[s] for sh[s] in 说, shuo1, use c [ts] for ch [ts] in 车, cha1, use j[ts] for q[ts] in 年轻, nián2qīng1, use an[an] for ang [an] in 光 guāng1); Incorrect sequencing (guó1[tɕ] for 国, guó1[tɕ] in 中国, zhōngguó1; ling23ding4 for 带领, dài4lǐng3, xian1xin1 for 新鲜, xīn1xīn1) |
| Semantic errors [‘s’] | 581          | 12.63 (7.83)  | Nouns: company: 贸易 industry; 工具 tool; 玩具 toy; 语文 literature - 语言 language; 家 home - 房子 house; 单 morning - 晚 evening; Verbs: 他他 - 他们they; 你们 you guys - 他们they; 那 that - 这 this; Classifiers: 个 general - 个 for vehicle - 只 for small animals - 匹 for horse |
| Neologisms [‘n’]  | 42           | 0.92 (1.07)   | 经验纸 experience paper - 简历 resume; 警察局 police stand - 警察局 police station; 冰盒子 ice box - 冰箱 refrigerator 服务人 serving man - 服务员 server |

**Displaying and Measuring Density in Representation**

As discussed previously, the topography-preserving property of SOM allows the researchers to visually examine the emergence of lexical-semantic structures in their models. Here we show how lexical items from the two languages are represented under the late L2 learning (Figure 2) and early L2 learning (Figure 3) conditions. Figure 2A shows a semantic map2 at the final stage of a late L2 learning condition. The circled gray regions indicate the nodes that represent the L2 (English) words and the other regions represent the L1 (Chinese) words learned by the model. Inspecting the bilingual representations, we can find that the words are not evenly represented for L1 and L2 by the model. Some areas are very dense while others very sparse. Lexical items in L2 are represented more densely on the maps in a more disorganized fashion, and they have higher chances to be confused with each other (being projected to the same BMU).

---

1Please note that this example may also be categorized as semantic errors since the two characters 新 (新) and 老 (老) of the word are also morphemes by themselves with the meaning of fresh.

2Phonological maps are not displayed here, but their representations are similar.
neighborhoods. Specifically, we defined a unit’s density as the number of words represented as BMUs in its direct neighborhood divided by the total number of units of its neighborhood, which is usually nine, but can be six or four, depending on whether the tested unit is on the border or in the corner of the map. The value of this density measure ranges from 0 when a unit has no words represented as BMUs in its neighborhood, to 1.0 when its entire neighborhood including itself are occupied by words. The results of this calculation showed that under the late L2 learning conditions the density of the L2 regions reached a very high level (0.64 and 0.75 on average for the semantic maps and phonological maps, respectively). Figure 2B shows a heat map of Figure 2A with each unit’s density level represented by color. The high density of the small and isolated regions occupied by L2 can be clearly observed with the bright colors, reflecting the compact and fuzzy representation of L2 items.

Figure 3 presents a semantic map and its corresponding heatmap under the early L2 learning condition. Comparing it with Figure 2, we can find that the relative onset time of L2 vs. L1 plays an important role in modulating the overall representational structure of L2. For the early L2 learning condition, our network shows clear distinct lexical representations of the two languages at both the semantic (Figure 3A) and phonological level (not shown here). The results imply that the early learning of two languages allows the system to easily separate the lexicons during learning. In addition, as shown by the heatmap in Figure 3B, L2 representations are less crowded with lower density measures (bluer in color) on the L2-occupied regions on both phonological and semantic maps (0.35 and 0.29 respectively).

To further explore the density distributions of L2 and L1 on the maps under different learning conditions, a simulation-based 2 by 2 mixed-design ANOVA was conducted with learning condition (early vs. late) as the between-subject factor and language (L2 vs. L1) as the within-subject factor. The data were based on 10 simulations (5 for early and 5 for late learning), and only results for semantic maps are reported here. Significant main effects were found for both factors. The main effect of learning condition \( F(1,8) = 369.51, p < 0.001, \text{partial } \eta^2 = 0.979 \) suggested that overall late L2 learning generated more crowded representation than early L2 learning. The main effect of language was significant too \( F(1,8) = 900.20, p < 0.001, \text{partial } \eta^2 = 0.991 \); and it showed that L2 had more crowded representation than L1.

A significant interaction between learning condition and languages can also be observed in our simulations \( F(1,8) = 179.70, p < 0.001, \text{partial } \eta^2 = 0.957 \). The interaction can be clearly found on the line graph of the average density levels of the four groups (Figure 4). Specifically, a post-hoc test on the simple effects of learning condition showed a significantly \( p < 0.001 \) more crowded L2 representation under the late L2 learning condition \( (M = 0.64, SD = 0.025) \) than under the early L2 learning condition \( (M = 0.29, SD = 0.043) \); however, there is no significant difference \( p = 0.999 \) between L1 density levels under the two learning conditions (L1 representations are always clear).

**GENERAL DISCUSSIONS**

The comprehension and production errors as shown in our bilingual learning models reflect the dynamic interactions among bilinguals’ two lexicons in the DevLex-II model. We suggest that these errors mainly come from two sources, namely the fuzzy linguistic representations of L2 on each map and the inaccurate/unstable connections between the maps. Such considerations based on computational models are informative to
our understanding of the nature of fuzzy representations in the bilingual lexicon.

**Fuzzy L2 Representations**

One possible source of these error-prone difficulties in production and comprehension could be the fuzzy L2 representations of the L2 phonology and semantics, and the output sequence maps. As can be found in Figure 2 and the associated analyses of word density, there is a very compact and fuzzy representation of L2 items under the late L2 learning condition. There are two ways in which we characterize the fuzziness in the dense L2 areas: on the one hand, many L2 words are densely (and sometimes imprecisely) represented on the adjacent units and even by the same BMUs; on the other hand, the organization of L2 lexicon is fuzzy in the sense that the boundaries among word categories are blurred and overlapped, especially for those words that are similar phonologically or semantically. As a consequence, the retrieval of the sound or the semantic content of a word could be difficult because the competition between words is strong and could thus result in a higher confusion rate, contributing to the higher number of comprehension errors of L2. Word density is relatively low for the L1 words in general, and the organization of L1 representations is clearer and more precise. They are more robust than words in high density areas and thus more resistant to competition. Consequently, a clearer, more precise, and less crowded lexical-semantic representation of L2 makes early bilinguals less prone to lexical errors in their L2, compared with late L2 learners.

In late L2 learning, L2 representations are fuzzy because they are often parasitic on or auxiliary to those of L1 words, in the sense that the locations of many isolated L2 words depend on how similar they are to the L1 words in meaning (for the semantic map) and in sound (for the phonological map). For example, on the semantic map shown in Figure 2A, the English word go and walk is located next to the Chinese verbs like pa03 (“run”) and pa2 (“crawl”) since they are similar in meaning. Similar examples could also be found on one phonological map (not shown here): English word cat is close to the Chinese word kai1 (“open”) since they sound similar; other examples include ear close to ye2ye (“grandpa”), hair close to he1 (“black”). Interestingly, these are the places where few cross-language comprehension errors occurred at the beginning stages of late L2 learning. As shown in Table 1, the ratio of such cross-language comprehension errors over the total number of errors gradually decreases as learning progresses, indicating a gradually reduced parasitism of L2 on L1, even for the late L2 learning condition. Another interesting finding is that the cross-language interference is unidirectional, that is, the comprehensions of L2 words are affected by L1 knowledge only. There is little evidence of direct interference from L2 to L1 in our simulations. This is perhaps because in late L2 learning, the system has not reached a level of proficiency to produce backward L2-to-L1 influence. Such findings are consistent with the theoretical perspectives of emergentism, according to which parasitism arises not simply as a function of AoA, but as a function of the interaction between L1 and L2 (Li and Zhao, 2013; Hernandez et al., 2005). Specifically, the bilingual’s L1 may be “entrenched”, such that the lexical structure established early on becomes resistant to radical changes when L2 learning occurs late in life, causing only L2 to be parasitic on L1 rather than the other way around.

The compact and fuzzy L2 representations on the semantic map could also contribute to more production errors of L2. As shown in Table 3, semantic confusions (e.g. bench-couch) may generate production errors between synonyms. These two words are represented by the same BMU on the semantic map in one simulation with English as the L2, indicating that our model confuses these two L2 words in the first place. As a result, the model produces the sound of a wrong but semantically related word. A real-world example of this type of error would be that a participant mistakenly called a bench as couch in a picture naming task in her L2 (see similar examples in McMillen et al., 2020). Additionally, for those L2 words that are not overlapped with each other but are close enough at the semantic level, the high competition among them could result
in shorter reaction times and less accuracy when being produced in picture naming tasks (Gollan et al., 2008), or result in higher rate of tip-of-the-tongue state in L2 (Kreiner and Degani, 2015). As discussed earlier, such production errors can be found in real SLA corpus as shown in Table 4.

On the output phoneme map, confusions between similar phonemes were also found, and these confusions contribute to many production errors as described above. Specifically, in late L2 learning, the subtle differences between some L2-unique phonemes are not highly distinguishable in a system that has already committed itself to the L1 phonemic inventory, thus these similar phonemes are projected to the same BMU on the map. Also, some of the new phonemes in L2 are conveniently “attracted” to similar but not identical L1 phonemes, acting like the “magnets” in the phonemic space for late L2 learners. Phonological errors shown in Table 4 also provide many such examples with Chinese as L2. This pattern is highly consistent with the well-documented findings that adult L2 learners often have greater difficulties in accurately perceiving or producing the phonemic contrasts that do not exist in their L1 (e.g., /r/ and /l/ for Japanese learners of English, Flege, 1995; Flege, 2007; see also Zhang and Yin, 2009; Han, 2013 for detailed discussions on the commonly observed pronunciation problems of Chinese learners of English as L2).

**Unstable Connections**

Another major source of L2 lexical errors could be the weak or inaccurate form-to-meaning or meaning-to-sequence links between the maps, simulating the unstable connections between these different linguistic aspects in real language learning situations. The fuzzy L2 presentations again may contribute to some failures of building reliable between-map links. In the DexLex-II model, associative connections between maps are trained via the Hebbian learning rule, a biologically inspired mechanism, whose success requires a consistent co-occurrence of different linguistic aspects belonging to the same word. Under the late L2 learning condition, due to the fuzzy boundaries between L2 and L1 and within the compacted L2 region, BMUs corresponding to the same word may be subject to quick change of their coordinates on the maps. As a consequence, associative connections might be weak or inaccurate and cannot overcome the randomness in the model (which is generated by the connections’ initial random weights). Indeed, Cook et al. (2016) showed that a fuzzy nonnative phono-lexical representation may lead to inaccurate form-to-meaning mappings in a Pseudo-Semantic Priming (PSP) task of L2 for American adult L2 learners of Russian. Many uncategorized comprehension errors occurred in late L2 learning (see Table 1) may be caused by these unreliable associative connections. It is worth noting that, under the early L2 learning condition, the boundaries between and within the two languages are much clearer on both phonology and semantic maps (Figure 3), thus effectively reducing the number of uncategorized (or arbitrary) comprehension errors.

Adult L2 learners often face a big challenge in adjusting themselves to better coordinate their articulatory apparatus to execute sequential sound patterns in an unfamiliar language. Different from comprehension, the articulation of sounds must be a sensorimotor process, and the accuracy of L2 pronunciation depends on the speaker’s motor control and effortful coordination of the articulatory apparatus (tongue, lips, jaw, larynx, etc.). The difficulties in building correct meaning-to-phonemes links for L2 words in our late L2 learning condition reflect this challenge, especially for words with considerable length. The longer the target word is, the more ordered one-to-more links the model needs to learn, and the higher the chance of incorrect sequencing of phonemes and the replacement of certain ambiguous L2 phonemes (see also similar patterns in child L1 based on the DevLex model; Li et al., 2007).

**The Dynamic Interplay Between L1 and L2**

The current study clearly demonstrates that to understand effects of AoA on L2 acquisition, the computational modeling approach is important, especially with regard to understanding the dynamic interplay between L1 and L2, the process of L1 entrenchment, L2 parasitism, and the semantic, orthographic, and phonological organizations of lexical structures. Our simulations with the DexLex-II model show that such interactions play an important role in the development of the lexical representation systems across learning stages. When L2 is introduced late relative to L1 learning, L2 learners develop L2 representations parasitic on their L1 representations due to previously consolidated L1. Late L2 representations are fuzzy and under-differentiated in both phonological and semantic systems. Such fuzzy representations contribute to errors in L2 word comprehension and production as shown in our simulations. When L2 is introduced early relative to L1 learning, clear and distinct lexical representations of the two languages emerge in learning, and fewer errors are observed.

Why does late L2 learning lead to lexical representations so different from those in the early L2 learning condition? We believe that this “age” effect in L2 learning may reflect the changing learning dynamics and neural plasticity of the learning system.
In the late learning condition, L2 is introduced at a time when the learning system has already dedicated its resources and representational structure to L1, and L1 representations has been consolidated. So, L2 can only use existing structures and associative connections that are already established by the L1 lexicon. This is the sense in which we say that the L2 lexicon is parasitic to the L1 lexicon (Hernandez et al., 2005). In terms of the network’s plasticity, the decrement of the neighborhood sizes on each map at a later stage of learning also significantly constrains its plasticity for radical re-organization. Therefore, as reflected at multiple levels of our model, L2 representations are constrained by well-developed L1 to fragmented areas. In contrast, for early L2 learning, the network still has significant plasticity and can continually reorganize the lexical space for L2. Rather than becoming parasitic to the L1 lexicon, early learning allows the L2 lexicon to present significant competition against the L1 lexicon. Our computational modeling findings suggest that the nature of bilingual representation is the result of a highly dynamic and competitive process in which early learning significantly constrains later development, shaping the time course and structure of later language systems.

Our simulation results are consistent with many previous theoretical frameworks that emphasize the dynamic interactive nature of bilingualism (Hernandez et al., 2005; Hernandez and Li, 2007; Li, 2015). Moreover, newer theoretical formulations highlight this dynamic interaction in terms of emergentism and the ecosystem (see Claussenius-Kalman et al., 2021), influenced by strong competitions between bilinguals’ two languages across a developmental timeline. For late L2 learners, their L1 knowledge and skills are already well established, and highly resistant to change (i.e., “entrenched”) in the face of new input from a new language. Once the structural consolidation in L1 has reached a point of entrenchment, the organization of L2 will have to tap into existing representational resources and structure of L1. According to the “sensorimotor integration hypothesis” (Hernandez and Li, 2007), entrenchment is accompanied by changes in neural plasticity, particularly in sensorimotor integration, such that highly flexible neural systems for developing fine-grained articulatory motor actions and for sequence processing are in deficit or are no longer available. Indeed, recent neurocognitive findings provide evidence that points to differences in neuroplasticity: L2 speakers fail to establish a neural network that connects L2 lexico-semantic representation with sensorimotor integration, in contrast to the L1 network that establishes strong connections between language processing areas and sensorimotor brain systems; see Figure 5 in Zhang et al. (2020). Such findings have significant theoretical and practical implications for L2 learning and representation, as discussed in Li and Jeong (2020) from a neurocognitive perspective.

Future Directions
DevLex-II has been proven to be a powerful tool for studying both monolingual and bilingual lexical development. In the future, we plan to further extend its scope to help us better understand L2 learning and representation.

First, DevLex-II is essentially a developmental model, but it could be extended to integrate both lexical learning and processing, and simulate a wide variety of empirical findings quantitatively. By incorporating a spreading activation mechanism on the semantic map, Zhao and Li (2013) has successfully simulated the effects of age of acquisition on cross-language semantic priming. Similar spreading activation mechanism, if added onto the phonological map and cross-map connections, will have the potential to simulate the phonology-based priming effects and word recognitions as shown in empirical studies such as (Cook et al., 2016; Gor, 2018).

Second, DevLex-II can be used to systemically examine how individual L2 learners’ different cognitive abilities can affect their L2 learning outcomes, given other factors (such as AoA, L2 exposure) being equal. Cognitive scientists have been interested in whether executive control abilities such as working memory and processing speed might predict individual learners’ success in L2 (see Miyake and Friedman, 1998; Kormos, 2015; Wen et al., 2017). In the original monolingual version of DevLex-II, we have successfully simulated individual differences in word production by adjusting our model’s serial-recall ability in phonological short-term memory with a “memory gating parameter” (Li et al., 2007, p.593). Such a strategy could also be used for modeling bilingual processing and is consistent with the current trend of testing computational models on individual differences data (as shown in Peñaloza et al., 2019).

Finally, it will also be interesting to examine if fuzzy L2 representations may eventually be overcome in our model by integrating new modules. Zhang et al. (2020) showed that, compared with L2 speakers, L1 speakers engaged a more integrated brain network connecting key areas for language and sensorimotor integration during lexico-semantic processing. Naturally, a related question would be if late L2 learners can eventually acquire L1-like representations in L2 by utilizing extra cognitive resources or using new learning strategies. In a recent article, Li and Jeong, (2020) proposed the approach of Social L2 Learning (SL2) that focuses on grounding L2 learning in a social interaction framework, which focuses on “learning through real-life or simulated real-life environments where learners can interact with objects and people, perform actions, receive, use, and integrate perceptual, visuospatial, and other sensorimotor information, which enables learning and communication to become embodied.” Most recently, Li and Lan (2021) also pointed out that digital language learning (DLL) may enable “L1-like representations in the L2, through the use of interactive and socially relevant contexts and multimodal/multisensory information”, and such DLL approach may lead to brain changes in both function and structure. Social learning has been well accepted in L1 studies as an important contributor to successful language acquisition in children, and computational modeling research has also compared models with and without social cues. For example, Yu and Ballard (2007) incorporated social-interactive cues that are based on mother-child interactions, suggesting that such a model performed significantly better than models without such cues.

Along this new line of research that highlights social learning, the DevLex-II model could consider methods to build embodied semantic representations into the L2 lexicon by incorporating sensorimotor cues, social cues, and even affective-emotional cues from the learning environment. In addition, one could consider a growing SOM mechanism (e.g., Farkas and Li, 2002) to enable more resources for late L2 for the processing of embodied
perceptual-spatial-sensorimotor features. Such studies could incorporate important information based on neurocognitive evidence that involves processing in both the neocortical and subcortical brain regions (see Green and Abutalebi, 2013; Stocco et al., 2014; see Grant et al., 2019, for a review). This new direction using the computational modeling approach, in conjunction with behavioral and neurocognitive studies, will lead to significant insights into the mechanisms and principles underlying individual difference in L2 learning and representation.
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