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Abstract In this paper, a high-efficient and low-cost secure AMBA framework utilizing the bus data encryption modeling is proposed to resist the probe attacks. By encrypting the confidential data flowing through the bus, the proposed configurable encryption model meets the security requirement of total SoC. Further, a data encryption pipeline with the third-level branch predictor is proposed to accelerate the encryption process. Finally, an SoC with the 32-bit proposed AMBA framework is established and validated with 55 nm technology. Experimental results show that the proposed framework achieves 6152 Mbps throughput, consumes 39547 $\text{um}^2$ area, and provides a stronger resistance compared to the other countermeasures.
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1. Introduction

With an ever-growing of integrated circuit design technology, system on chip (SoC) can build a complete system by integrating the general-purpose processor, memory, and interface IPs into a single chip, which has become the main trend during the integrated circuit design stage [1]. Such a trend dramatically lowers the design cost and reduces the time to market, and makes SoC widely deployed into critical applications and sensitive fields.

As the fundamental part of SoC, several system buses, such as AMBA, CoreConnect, Wishbone, and Avalon, have been proposed to transfer the instruction sets, address, and data to the slave over the past decades [2]. Although the system bus establishes a channel of each module in the SoC, it also provides an opportunity for the attackers to leak confidential information. Of all the existing attack approaches, the probe attacks capture the values or states of the critical wires through the electronic probe, which is one of the most efficient ways to obtain the secret information of the circuit [3]. Fig. 1 shows four typical probe attacks in the SoC. The on-chip storage, system bus, the peripheral interfaces of the external device, and off-chip storage are vulnerable to probe attacks [4, 5].

Among all the system buses, the AMBA is widely applied into the SoC design. Therefore, it is crucial to design a secure AMBA framework against the probe attacks. Recently, various countermeasures, including the active shields [6, 7, 8, 9], probe sensors [10, 11, 12, 13], and data encryption methods [14, 15, 16, 17], have been explored by researchers. For the active shields, numerous patterns, including the parallel equipotential, Picano curve, Hilbert curve, Moore curve, random Hamiltonian path, and so on, have been introduced to prevent the attackers from accessing the internal wires. But those approaches occupy one or more metal layers, which will degrade the performance during the placement and routing process [6, 7, 8]. Moreover, several sensors have been described to sense the variations of charge or capacitance value caused by the probe [10, 11]. However, the detection sensitivity is still the main problem of those approaches.

Of all the existing prevention approaches, data encryption methods are the most promising ones for the practical application by encrypting all the data [14, 15]. Such countermeasures can resist both intrusive probe attacks and non-intrusive probe attacks. The main challenges of such approaches are the trade-off between encryption efficacy, area overhead, and security capability.

To addressing this issue, a high-efficient and low-cost AMBA framework is proposed, which can achieve all the desired properties with improved metrics of area, throughput, and security. A configurable bus data encryption modeling is set up to encrypt the data flowing through the bus. For the modeling, a data encryption pipeline is proposed to balance the encryption cost and data transmission efficacy. Furthermore, a dynamic branch predictor is introduced into the data encryption pipeline to further improve the encryption efficacy. The main contributions are listed as follows.

• A configurable data encryption engine is proposed to encrypt the data flowing through the AMBA, and the encryption parameters can be configured by the users.
• A third-level dynamic branch predictor targeted for the...
data transmission in the SoC is proposed to increase the hit rate of prediction, which improves the efficacy of the data encryption pipeline.

- A secure AMBA framework is proposed to balance the security and performance simultaneously. To the best of our knowledge, this is one of the first pioneer attempts to design a secure AMBA framework.

The following of this paper is organized as follows. Section 2 introduces the probe attacks prevention techniques. Section 3 gives the configurable bus data encryption modeling. Section 4 presents the proposed AMBA framework. Section 5 analyzes the experimental results. Section 6 concludes this paper.

2. Probe attacks prevention approaches

Considering the serious consequences caused by probe attacks, various prevention approaches are proposed over the past decades. It can be broadly classified into 1) active shield, 2) probe sensor and 3) data encryption. For the active shield, the complicated pattern is utilized to mask or obscure the critical wires, which makes the probe attacks more difficult to be implemented. Ngo et al. propose a grid line shield for IP protection in [6], and Wang et al. introduce an ILP-based tile routing algorithm to generate complex shield lines [7]. From [8], a vulnerability evaluation approach of active shield against probe attacks is proposed. Further, a FIB-aware anti-probing physical design flow is described in [9].

Moreover, various sensors are designed to sense the probe. A time-sensitive XOR gate for probe attempt detectors is presented in [10], and a low area probing detector is proposed in [11]. Weiner et al. design a calibratable lightweight invasive attacks detector to detect probe attacks [12]. Lee et al. propose an efficient detection architecture that can detect probe attacks and FIB attacks [13].

Of all the prevention approaches, data encryption is the most promising method towards the practical application. Fan et al. introduce the AES encryption/decryption hardware engine instead of LFSR into the solid-state disk controller [14], and Angizi et al. propose a low-energy configurable data encryption module to encrypt the data in non-volatile memory [15]. In [16], a data transmission protection model is introduced to encrypt the data flowing through the scan chain. Further, a programmable data encryption accelerator is proposed in [17].

While these countermeasures are efficient, it occupies a large area and reduces the data throughput to prevent the sensitive information leakage from the probe attacks. It may not be acceptable in high-speed and area-constrained applications [18]. Accordingly, a high-efficient and low-cost secure AMBA framework based on the configurable bus data encryption modeling is proposed to resist the probe attacks.

3. Configurable bus data encryption modeling

For the traditional data encryption methods presented in [19, 20, 21], it requires additional time to encrypt the data using the block, stream, or public-key cryptography algorithms. There is no doubt that the increased time cost will lower the data throughput of secure system bus. In this section, the effect of data throughput caused by data encryption is analyzed and the configurable bus data encryption model is proposed.

The data throughput \( v \) of bus is expressed in Eq. (1). Where the \( L_{bus} \) is the bus length, \( f_{bus} \) is the clock frequency, and the \( \beta \) is the bus bandwidth utilization ratio.

\[
v = \beta L_{bus} f_{bus}
\]  

(1)

The \( L_{bus} \) and \( f_{bus} \) are constant after the circuit is fabricated, thus the \( v \) is dependent on the \( \beta \) [22]. The \( \beta \) is presented in Eq. (2). Where \( T_D \) is the time of data transmission and is a constant, and \( T_W \) is the waiting time of data transmission.

\[
\beta = \frac{T_D}{T_D + T_W} \times 100\%
\]  

(2)

Combining the Eqs. (1) and (2), the \( v \) is negatively correlated with the \( T_W \). The cost function \( f \) is used to evaluate the quality of the bus transmission, which is expressed as Eq. (3). Therefore, the minimum \( T_W \) is searched to reduce the loss of data throughput.

\[
f = \text{argmin} T_W
\]  

(3)

In general, numerous data are sent from the master to the slave through the system bus. However, the majority of data are public, such as interface configuration information and part of external transmission data, which does not require enhanced security through data encryption. There exist a few sensitive data in the SoC, including the user identification, authentication password, key, and so on, which should be protected against the probe attacks [23, 24]. If all the data flowing through the system bus are encrypted, the data throughput will decrease dramatically, which may not satisfy the specific applications.

Therefore, a configurable bus data encryption method is proposed to encrypt the sensitive data only according to the configuration parameters. The configurable data encryption method is presented in Eq. (4). Where \( \gamma = \{\gamma_{WS}, \gamma_{WM}, \gamma_{RS}, \gamma_{RM}\} \) is the configuration parameter vector, \( \Psi \) is the data sent from the master, \( \Gamma \) is the data to the slave, \( K \) is the encryption/decryption key, \( E \) is the encryption function, and \( D \) is the decryption function. The AES with the CTR mode [25, 26] is selected as a data encryption engine for the high speed, and the address of data instead of counter value during the data encryption process.

\[
\Gamma = \begin{cases} 
\Psi, & (\gamma_{WS}, \gamma_{WM}) = 0 \\
E_K(\Psi), & (\gamma_{WS}, \gamma_{WM}) = 1 \\
D_K(E_K(\Psi)), & (\gamma_{WS}, \gamma_{WM}) = 2 \\
D_K(\gamma_{WS} - 2, \gamma_{WM} = 3 \\
\end{cases}
\]  

(4)

Both the \( \gamma_{WM} \) and \( \gamma_{WS} \) are equal to 0, the public data \( \Psi \) is transferred transparently. The \( \Psi \) is encrypted using the function \( E \) only when the \( \gamma_{WM} \) is equal to 1, while the \( \Psi \) is decrypted only if the \( \gamma_{WS} \) is equal to 1. If both the \( \gamma_{WM} = 1 \) and \( \gamma_{WS} = 1 \) are satisfied, the data transferring to the bus is encrypted and the data transmitting to the slave is decrypted. Similarly, the reading process from the slave to the master...
consist with the writing process. After the data encryption, the $\beta$ is changed as Eq. (5). Where $\Delta T_W$ is the additional waiting time caused by data encryption. The $\Delta T_W$ is equal to 0 when the $P$ is the public data, while the $\Delta T_W > 0$ if the $\gamma_{W_1} \neq 0$ or $\gamma_{W_2} \neq 0$.

$$\beta' = \frac{T_D}{T_D + T_W + \Delta T_W} \times 100\% \quad (5)$$

Regarding the Eq. (5), $\Delta T_W$ should be further decreased to minimize the impact of throughput caused by data encryption. Therefore, a data encryption pipeline is proposed to reduce the $\Delta T_W$ by adding the pre-encryption process. The data encryption pipeline is shown in Fig. 2, which is consisted of the address fetching (AF), address pre-encryption (APE), predicted address arbitration (PAA), and data encryption (DE).

The AF fetches the predicted address $R$ of the sensitive data, while the APE encrypts the $R$ with the key $K$. The ciphertext $P$ of $R$ is expressed as Eq. (6).

$$P = E_K(R) \quad (6)$$

The PAA validates whether the predicted address $R$ matches with actual address $A$ or not, which is described as Eq. (7). If the $R$ is equal to the $A$, the DE implements the XOR operation between the ciphertext $P$ and $P'$. Otherwise, the APE encrypts the actual address $A$, and implements the XOR operation with the $P'$ and the ciphertext of $A$.

$$\Gamma = \begin{cases} 1 & \text{if } R = A \\ 0 & \text{otherwise} \end{cases} \quad (7)$$

The operation of AF and APE should be executed before the data transmission to improve the encryption efficacy. Branch predictor is an efficient way to increase the speed of instruction execution in the conventional processor architectures by completing the instruction fetching and decoding in advance [27, 28]. Inspired by this idea, a branch predictor is designed to predict the next address and an address arbiter is used to verify the address prediction results. If the prediction is correct, the $\Delta T_W$ is the sum of the time of PAA and DE executed, otherwise, the $\Delta T_W$ is the total time of the data pipeline consumed. In this paper, the hit rate $\eta$ of prediction is used to express the prediction accuracy. The expected value of $\Delta T_W$ for a set of data transmission is expressed as Eq. (8). Where the $t_{AF}$, $t_{APE}$, $t_{PAA}$ and $t_{DE}$ are the time consumption of AF, APE, PAA and DE respectively.

$$E(\Delta T_W) = \eta(t_{PAA} + t_{DE}) + (1 - \eta)(t_{AF} + t_{APE} + t_{PAA} + t_{DE}) \quad (8)$$

4. Secure AMBA framework utilizing configurable bus data encryption modeling

The proposed AMBA framework is shown in Fig. 4, which is consisted of the configurable encryption management module (denoted as CEMM), address encryption engine (denoted as AEE), branch predictor (denoted as BP), data encryption controller (denoted as DEC), address arbiter (denoted as AA), data encryption (denoted as DE) and data decryption (denoted as DD).

The CEMM configures the encryption/decryption parameters $\gamma = \{\gamma_{W_1}, \gamma_{W_2}, \gamma_{R_1}, \gamma_{R_2}\}$ and controls the data en-
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5. Result

5.1 Security analysis

A 32-bit AMBA with the proposed framework is realized, and an SoC, including the RISC-V processor [30], 32-bit AMBA, DMA, eFlash, SRAM, JTAG, UART, USB, Flash, and so on, is established as the experimental setup. Moreover, the SoC is tested on the Xilinx Virtex-7 FPGA platform, and the Chipscope IP is integrated into the project to capture the data of AMBA, SRAM, Flash, and USB. To prevent the key leaking from the data exchanging process, a physical unclonable function based on the SRAM is used to generate the key for the data encryption engine [31, 32].

The confidential data flowing through the bus or storing to the on-chip storage medium (e.g. SRAM and eFlash) are encrypted using the encryption algorithm, and it is extremely difficult to reveal the confidential data captured by intrusive probe attacks according to the cryptography theory. Besides, the proposed approach also provides encrypted data to the peripheral interfaces or off-chip storage medium, which can resist the non-intrusive probe attacks. However, the approaches presented in [8, 9, 12] and [13] only resist the intrusive probe attacks, and the Ref. [14] and [15] enhance the security of storage medium. The Ref. [16] prevent the information leakage from the scan attacks, and a high-efficient encryption scheme is proposed in [17]. Such approaches are hard to cover all the confidential data in the SoC. The security results are shown in Table I. In summary, the proposed framework achieves a higher level of security compared to the other countermeasures.

5.2 Performance evaluation

The established SoC is synthesized with 55 nm CMOS technology, and the timing analysis is implemented using the Prime Time. The proposed framework can reach 769 MHz. In general, the maximum frequency of an AMBA 2.0 cannot exceed 300 MHz. Therefore, the frequency losses caused by the proposed framework can be ignored. Moreover, the area consumption and data throughput are calculated, and the results are shown in Table II. The third column lists the area consumption, while the fourth column shows the maximum data throughput compared to the existing approaches. The Ref. [14, 15, 16], and [17] are the data encryption methods, thus we only compare the performance of the proposed framework with those approaches in this section.

As shown in Table II, the area of the proposed approach is 39547 um², which is greater than the Ref. [15] and [17], and smaller than the Ref. [14] and [16]. In this paper, the AMBA runs 200 MHz to calculate the maximum data throughput. The data throughput of the proposed approach can reach 6152 Mbps, which is greater than the other countermeasures. To sum up, the proposed framework has great advantages.

![Fig. 4 The secure AMBA framework](image)

Table I The results of security analysis

| Ref. | Bus data transmission | Storage on-chip | Storage off-chip | External communication |
|------|-----------------------|-----------------|-----------------|------------------------|
| [8]  | -                     | -               | -               | -                      |
| [9]  | -                     | -               | -               | -                      |
| [12] | -                     | -               | -               | -                      |
| [13] | -                     | -               | -               | -                      |
| [14] | -                     | -               | -               | -                      |
| [15] | -                     | -               | -               | -                      |
| [16] | -                     | -               | -               | -                      |
| [17] | -                     | -               | -               | -                      |
| This work | √                 | √               | √               | √                      |

Table II The performance evaluation results

| Ref. | Technology (nm) | Area (um²) | Max throughput (Mbps) |
|------|-----------------|------------|-----------------------|
| [14] | 45              | 384754     | 2080                  |
| [15] | 65              | 50315      | 2267                  |
| [16] | 16              | 26632      | --                    |
| [17] | 35              | 39547      | 6152                  |

This work | √ | √ | √ | √ |
in performance and area overhead compared to the other countermeasures. For the bus, it is impossible to keep at the busy state all the time. Moreover, the hit rate η of branch predictor cannot reach 100% actually. Considering the above factors, the averaged waiting time is more suitable to quantify the data transmission efficacy of the proposed framework. Therefore, the relationship between the averaged clock cycles ΔTW and the hit rate η is calculated, and the result is shown in Fig. 5. The length of data transmission is denoted as LEN. As shown in Fig. 5, ΔTW is decreased with the increment of η. The ΔTW is approximated as 0 when all the prediction is correct (η = 100%). In this case, the proposed framework achieves a higher level of security without any performance degradation. Moreover, the descending ratio of ΔTW decreases with the increasing of LEN, which shows the data transmission efficacy is improved with the length improvement of data.

6. Conclusion

In this paper, a high-efficient and low-cost secure AMBA framework utilizing the configurable bus data encryption modeling is proposed to resist the probe attacks. An SoC with the proposed framework is designed and the performance is analyzed with the 55 nm technology. The simulation results show that the proposed approach achieves high-level security for the confidential information against the probe attacks. Besides, the data encryption modeling is not only limited to the AMBA. The proposed framework is also applied to the other system buses. The performance of the other buses with the proposed framework will be analyzed in the future.
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