TIME-SCALING TRANSFORMATION FOR OPTIMAL CONTROL PROBLEM WITH TIME-VARYING DELAY
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Abstract. This paper focuses on the solution to nonlinear time-delay optimal control problems with time-varying delay subject to canonical equality and inequality constraints. Traditional control parameterization in conjunction with time-scaling transformation could optimize control parameters and switching times at the same time when the time-delays in the dynamic system are taken as constants. The purpose of this paper is to extend this method to solve the dynamic systems with time-varying delay. We introduce a hybrid time-scaling transformation that converts the given time-delay system into an equivalent system defined on a new time horizon with fixed switching times. Meanwhile, we obtain the value of time-delay state utilizing the relationship between the new time scale and the original one. After computing the gradients of the cost and constraints with respect to the control heights and its durations, we could solve the equivalent optimal control problem using gradient based optimization method.

1. Introduction. Optimal control is one of the most important parts of modern control theory, which is concerned with determining control strategies for a dynamic system in the best possible manner such that the system constraints are satisfied and the cost function is optimal. A standard dynamic system can be written as follows:

\[
\frac{d}{dt} x(t) = f(x(t), u(t)), \quad t \in [0, T],
\]

\[
x(0) = x_0.
\]

where \( x(t) \in \mathbb{R}^n \) is called the state vector; \( u(t) \in \mathbb{R}^r \) is called the control vector; \( f : \mathbb{R}^n \times \mathbb{R}^r \to \mathbb{R}^n \) is a given continuously differentiable function. Except for some special cases, it is generally very difficult to find exact solution of optimal control problems and in most cases, we just obtain approximate numerical solutions. Nowadays, there are many effective numerical methods available for solving optimal control problems such as control parameterization technique[20], direct
transcription[2] and methods based on Chebyshev finite difference[19]. Control parameterization is probably the most popular method to solve general optimal control problems with canonical equality/inequality constraints among the existing methods, and has been widely used to solve various types of optimal control problems such as flight level tracking optimal control problem[18], free terminal time optimal control problem[3, 16] and multi-robots system[13, 15]. It works by firstly introducing a partition vector \( \tau = [\tau_0, ..., \tau_p] \) to divide the time interval \([0, T]\) into \(p\) subintervals, \(0 = \tau_0 < \tau_1 < \ldots < \tau_{p-1} < \tau_p = T\). Then, the control function is approximated by a basis function (could be constant, linear or quadratic function) in each subinterval \([\tau_{i-1}, \tau_i)\),

\[
 u(t) \approx \sum_{i=1}^{p} b_i(t) \chi_{[\tau_{i-1}, \tau_i)}(t),
\]

where

\[
\chi_{[\tau_{i-1}, \tau_i)}(t) = \begin{cases} 
1, & \text{if } t \in [\tau_{i-1}, \tau_i), \\
0, & \text{otherwise}.
\end{cases}
\]

One can obtain approximate optimal solution by optimizing parameters of \(b_i(t)\). In traditional control parameterization, switching times \(\tau_i, i = 0, 1, \ldots, p\) are fixed (generally the partition points \(\tau_i, i = 0, 1, \ldots, p\) are evenly distributed on \([0, T]\)). Therefore, to obtain a more accurate solution, the number of subintervals needs to be big enough, which results in a large number of decision variables. To avoid this problem, we regard the switching times \(\tau_i, i = 0, 1, \ldots, p\) as decision variables. In the pioneer work of control parametrization technique by Teo, Goh and Wong[20], the gradients of cost function and constrained functions with respect to switching times are discussed, later in 1997, Teo et al.[10] analyzed the drawbacks of this method and proposed time-scaling transformation to overcome the difficulty caused by switching times.

Time-scaling transformation introduces a new time variable \(s \in [0, p]\) and builds the relationship between \(t\) and \(s\) as follows

\[
\frac{dt(s)}{ds} = \theta_k, \quad s \in [k-1, k), \quad k = 1, \ldots, p, \quad (4)
\]

\[
t(0) = 0, \quad (5)
\]

where \(\theta_k = \tau_k - \tau_{k-1}\) denotes the duration of \(b_k(t)\). It is easy to see that \(t\) is a piecewise linear function of \(s\), and \(\theta_k, \quad k = 1, \ldots, p\) denote the slope of linear function defined on \([k-1, k)\). Moreover, equations (4-5) define a one-to-one correlation between \(t\) and \(s\). In time-scaling transformation, \(\theta_k, \quad k = 1, \ldots, p\) are regarded as decision variables and switching times are fixed, see [14] for more details. Control parameterization in conjunction with time-scaling transformation has been applied successfully in solving different types of optimal control problems, including time-optimal control problem[10], impulsive systems[21], and optimal discrete-valued control problems[11, 25].

However, when solving time-delay optimal control problem, time-scaling transformation faces difficulties. Time-delay system is not only related with the current state and/or control variables but also is influenced by the state and/or control variables at some past time instants, and its mathematical expression can be written
as follows:

\[
\frac{d}{dt} x(t) = f(x(t), x_d, u(t), u_d), \ t \in [0, T],
\]

\[
x(t) = \phi(t), \ t \in [-h, 0],
\]

\[
u(t) = \varphi(t), \ t \in [-h, 0),
\]

where \( x_d = x(t - \tau), 0 \leq \tau \leq h \) represents the trajectory of the state in the past time, \( u_d = u(t - \tau), 0 \leq \tau \leq h \) denotes the control in the past time; \( h > 0 \) is a given constant; \( f : R^n \times R^n \times R^r \times R^r \rightarrow R^n, \ \phi : [-h, 0] \rightarrow R^n \) are all given continuously differentiable functions, and \( \varphi : [-h, 0) \rightarrow R^r \) is a given piecewise continuous function. Applying (4)-(5) to the time-delay system (6),

\[
\frac{d\tilde{x}(s)}{ds} = \frac{d}{ds} \{x(t(s))\} = \frac{dx(t(s))}{dt} \frac{ds}{dt}
\]

\[
= \theta u f(x(t(s)), x_d, u(t(s)), u_d)
\]

\[
= \theta u f(\tilde{x}(s), \tilde{x}(s(\theta)), \tilde{u}(s), u(s(\theta))), \ s \in [0, p].
\]

It is very difficult to find the closed form for \( s(\theta) \) in the new time horizon. Thus, time-scaling transformation is missed for time-delay optimal control problem over the past two decades. In 2016, Yu et al.[26] developed a hybrid time-scaling transformation to solve nonlinear time-delay optimal control problem. By utilizing the relationship between two time horizons, there is no need to find the closed form for \( s(\theta) \). This method is proved to be highly efficient for solving nonlinear time-delay optimal control problem.

For general time-delay optimal control problems, the delay \( \tau \) is normally a constant or a decision variable which needs to be chosen optimally, however, in many real world applications, the delay \( \tau \) may not be fixed, it could be a function of \( t \). In this paper, we first use the control parameterization technique to transform the original problem into a optimal parameter selection problem. Then, to simultaneously optimize the control height as well as the control switching times, we adopt the idea of hybrid time-scaling transformation [26] which is proposed for time-delay optimal control problem with fixed time-delay, and extend this transformation so that it can be used to solve time varying time-delay optimal control problem.

The rest of the paper is organized as follows: in Section 2, we give the mathematical formulation for time-delay optimal control problem with time-varying delay; In Section 3, by applying control parameterization together with hybrid time-scaling transformation, the original problem is transformed into an equivalent problem that can be readily solved. In Section 4, we provide the technical details for calculating the gradients of cost function and constrained functions with respect to the corresponding decision variables, then the problems can be readily solved by sequential quadratic programming method; Finally, we provide two numerical examples to show the effectiveness of this method.

2. Time-delay optimal control problem with time-varying delay. Standard dynamic system with time-varying delay can be described as below:

\[
\frac{d}{dt} y(t) = f(y(t), y_d, u(t), u_d), \ t \in [0, T],
\]

\[
y(t) = \phi(t), \ t \in [h_0, 0],
\]

\[
u(t) = \varphi(t), \ t \in [h_0, 0),
\]
where \( h_0 < 0 \) is a given constant, \( y(t) \in \mathbb{R}^n \) describes the state vector, \( u(t) \in U \) denotes the control vector (\( U \) is a compact and convex subset of \( \mathbb{R}^r \)), Borel measurable function \( u : [h_0, T] \to \mathbb{R}^r \) is called an admissible control if for almost all \( t \in [0, T] \) and \( u(t) = \varphi(t) \) for all \( h_0 \leq t < 0 \). \( y_{d1} = y(t-h(t)) \) and \( u_{d1} = u(t-h(t)) \) denote the state and control vector in the past time, respectively. \( h : [0, T] \to [0, -h_0], f : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^r \to \mathbb{R}^n \) and \( \varphi : [h_0, 0] \to \mathbb{R}^r \) are given continuously differential functions; \( \varphi : [h_0, 0] \to \mathbb{R}^r \) is a given piecewise continuous function. Let \( \mathcal{U} \) denote the set of all admissible controls and \( y(\cdot | u) \) denote the solution of (9)-(11) for each \( u(t) \in \mathcal{U} \), then canonical optimal control problem can be written as

\[
\begin{align*}
\min_{u} \quad & g_0(u) = \Phi_0(y(T | u)) + \int_0^T \mathcal{L}_0(y(t | u), y_d(t | u), u(t)) dt, \\
\text{s.t.} \quad & g_k(u) = \Phi_k(y(T | u)) + \int_0^T \mathcal{L}_k(y(t | u), y_d(t | u), u(t)) dt \quad k = 1, \ldots, d.
\end{align*}
\]

where \( y_d(t | u) = y(t-h(t) | u); \Phi_k : \mathbb{R}^n \to \mathbb{R}, \quad k = 0,1, \ldots, d \), and \( \mathcal{L}_k : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^r \to \mathbb{R}, \quad k = 0,1, \ldots, d \) are all given functions. Let this problem be denoted as Problem \( P \).

To proceed, we assume that following conditions hold throughout the paper:

A1 \( \mathcal{L}_k : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^r \to \mathbb{R}, \quad k = 0,1, \ldots, d \) and \( \Phi_k : \mathbb{R}^n \to \mathbb{R}, \quad k = 0,1, \ldots, d \) are continuously differentiable with respect to each of their arguments;

A2 There exists a real number \( L_1 > 0 \) such that \( \| f(e, \nu, \omega, \alpha) \| \leq L_1 (1 + \| e \| + \| \nu \|), (e, \nu, \omega, \alpha) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^r \times \mathbb{R}^r \);  

A3 \( f \) is twice continuously differentiable.

3. Problem transformation.

3.1. Control parameterization. Firstly, divide the time interval \([0, T]\) into \( p \) subintervals (\( p \geq 1 \)),

\[
0 = t_0 < t_1 < \ldots < t_{p-1} < t_p = T.
\]

\( t_i, \quad i = 1, \ldots, p-1, \) are switching times, and then control vector can be approximated by

\[
u(t) \approx \sum_{i=1}^{p} \xi_i \chi_{[t_{i-1}, t_i)}(t), \quad t \in [0, T], \tag{12}
\]

where \( \xi_i \) is the value of control vector on the \( i \)th subinterval, \( \chi_{[t_{i-1}, t_i)} \) is the characteristic function:

\[
\chi_{[t_{i-1}, t_i)}(t) = \begin{cases} 1 & \text{if } t \in [t_{i-1}, t_i), \\ 0 & \text{otherwise}. \end{cases}
\]

Applying (12) to (9)-(11), on the subinterval \([t_{i-1}, t_i] \), the original system becomes

\[
\frac{d}{dt} y(t) = f(y(t), y_{d1}, \xi_i, u_{d2}) \tag{13}
\]

\[
y(t) = \varphi(t), \quad t \in [h_0, 0], \tag{14}
\]

where

\[
u_{d2} = \begin{cases} \xi_j, & \text{if } t \in [t_{j-1} + h(t), t_j + h(t)) \\ \varphi(t-h(t)), & \text{if } t < h(t). \end{cases}
\]
Let $\Sigma$ denote the set of all vector $\sigma = [t_1, \ldots, t_{p-1}]^T$. $\Xi$ denote the set of all vector $\xi = [\xi_1^T, \ldots, \xi_p^T]^T$, and $y(\cdot | \sigma, \xi)$ represent the solution of system (13)-(14) when $(\sigma, \xi) \in \Sigma \times \Xi$. Then, Problem $P$ can be converted into Problem $P'$:

$$
\begin{align*}
\min & \quad \Phi_0(y(T | \sigma, \xi)) + \sum_{i=1}^p \int_{t_{i-1}}^{t_i} \mathcal{L}_0(y(t | \sigma, \xi), y_d(t | \sigma, \xi), \xi_i) dt, \\
\text{s.t.} & \quad \Phi_k(y(T | \sigma, \xi)) + \sum_{i=1}^p \int_{t_{i-1}}^{t_i} \mathcal{L}_k(y(t | \sigma, \xi), y_d(t | \sigma, \xi), \xi_i) dt \left\{ \begin{array}{ll} 0, & t \geq h(t), \\
= 1, & t < h(t). \end{array} \right. \\
\end{align*}
$$

(15)

where

$$
\begin{align*}
y_d(t | \sigma, \xi) = \left\{ \begin{array}{ll} y(t - h(t) | \sigma, \xi), & t \geq h(t), \\
\phi(t - h(t) | \sigma, \xi), & t < h(t). \end{array} \right.
\end{align*}
$$

(16)

3.2. Hybrid time-scaling transformation. For Problem $P'$, it is complicated to compute the gradient of the state with respect to switching times. Hybrid time-scaling transformation[26] circumvents this difficulty. It introduces a new time horizon and converts Problem $P'$ into an equivalent optimal control problem defined on the new time horizon, in which the switching times are fixed.

Let $\delta \in \mathbb{R}^p$ satisfy

\begin{align*}
\delta_i = t_i - t_{i-1} \geq \epsilon, & \quad i = 1, \ldots, p, \\
\delta_1 + \ldots + \epsilon = T,
\end{align*}

where $\epsilon$ is a given positive real number, $\Delta$ denotes the set of vector $\delta = [\delta_1, \ldots, \delta_p]^T$, and the relationship between new time variable $\tau$ and $t$ can be described by the following time-scaling function:

$$
t = \mu(\tau | \delta) = \sum_{i=1}^{\lfloor \tau \rfloor} \delta_i + \delta_{\lfloor \tau \rfloor + 1} \{ \tau - \max(\lfloor \tau \rfloor, 0) \}, \quad \tau \in [0, p],
$$

(17)

where $\lfloor \cdot \rfloor$ represents floor function, $\delta_{p+1}$ is arbitrary and $\delta_i = 1$ if $i \leq 0$.

Let

$$
\tilde{y}(\tau) = y(\mu(\tau | \delta)) = y(t),
$$

Applying (17) to (13), for $\mu(\tau | \delta) \in [t_{i-1}, t_i)$, the time-delay system becomes

$$
\frac{d}{d\tau} \tilde{y}(\tau) = \delta, f(\tilde{y}(\tau), y_{d3}, \xi_i, u_{d3})
$$

(18)

where

\begin{align*}
y_{d3} = \left\{ \begin{array}{ll} y(\mu(\tau | \delta) - h(\mu(\tau | \delta))), & \mu(\tau | \delta) - h(\mu(\tau | \delta)) \in [t_i - t_j], \\
\phi(\mu(\tau | \delta) - h(\mu(\tau | \delta))), & \mu(\tau | \delta) - h(\mu(\tau | \delta)) < 0, \end{array} \right.
\end{align*}

\begin{align*}
u_{d3} = \left\{ \begin{array}{ll} \xi_j, & \mu(\tau | \delta) - h(\mu(\tau | \delta)) \in [t_i - t_j], \\
\varphi(\mu(\tau | \delta) - h(\mu(\tau | \delta))), & \mu(\tau | \delta) - h(\mu(\tau | \delta)) < 0. \end{array} \right.
\end{align*}

Note that $\mu(\tau | \delta) - h(\mu(\tau | \delta))$ is related with $\tau$ and $\delta$. Let $\tau_{\text{delay}}$ denote the delayed time point in the new time horizon, namely

$$
\mu(\tau_{\text{delay}} | \delta) = \mu(\tau | \delta) - h(\mu(\tau | \delta)),
$$

(19)
then the dynamic system (18) becomes
\[
\frac{d}{d\tau} \tilde{y}(\tau) = \delta_i f(\tilde{y}(\tau), y_{d4}, \xi_i, u_{d4})
\] (20)
where
\[
y_{d4} = \begin{cases} 
\tilde{y}(\tau_{\text{delay}}), & \text{if } \mu(\tau_{\text{delay}} | \delta) \in [t_{j-1}, t_j) \\
\phi(\mu(\tau_{\text{delay}} | \delta)), & \text{if } \mu(\tau_{\text{delay}} | \delta) < 0,
\end{cases}
\]
\[
u_{d4} = \begin{cases} 
\xi_j, & \text{if } \mu(\tau_{\text{delay}} | \delta) \in [t_{j-1}, t_j) \\
\varphi(\mu(\tau_{\text{delay}} | \delta)), & \text{if } \mu(\tau_{\text{delay}} | \delta) < 0.
\end{cases}
\]

Applying time-scaling function (17),
\[
\sum_{i=1}^{[\tau_{\text{delay}}]} \delta_i[\tau_{\text{delay}}] + 1 \{ \tau_{\text{delay}} - \max([\tau_{\text{delay}}], 0) \}
\]
\[
= \sum_{i=1}^{[\tau]} \delta_i[\tau] + 1 \{ \tau - \max([\tau], 0) \} - h(\mu(\tau | \delta)).
\] (22)

It is easy to see that \( \tau_{\text{delay}} \) is correlated with \( \tau \) and \( \delta \) and for each time point \( \tau \), we calculate the corresponding \( \tau_{\text{delay}} \) according to (22). Thus, it requires at least \( p/\epsilon \) to solve this problem, where \( p \) denotes the terminal time in the new time horizon and \( \epsilon \) denotes the maximum step length which is usually \( 10^{-3} \). Clearly, it would lead to long-time computation.

Considering the relationship between the state defined on two timelines,
\[
\tilde{y}(\tau_{\text{delay}}) = y(\mu(\tau_{\text{delay}} | \delta)) = y(t_{\text{delay}}),
\] (23)
we could utilize it to avoid calculating \( \tau_{\text{delay}} \). Applying (23) to (20), we have
\[
\frac{d}{d\tau} y(\tau) = \delta_i f(\tilde{y}(\tau), y_{d4}, \xi_i, u_{d4})
\] (24)
\[
y(\tau) = \phi(\tau), \quad \tau \in [h_0, 0],
\] (25)

\( t_{\text{delay}} \) therein can be obtained directly according to (21).

Let \( \tilde{y}(\cdot | \delta, \xi) \) denote the solution of time-delay system (24)-(25) and substitute it into (15)-(16) yields Problem Q:
\[
\min \quad \tilde{g}_0(\delta, \xi) = \Phi_0(\tilde{y}(p | \delta, \xi)) + \sum_{i=1}^{p} \int_{i-1}^{i} \delta_i \mathcal{L}_0(\tilde{y}(\tau | \delta, \xi), y_{d4}, \xi_i) d\tau,
\] (26)
\[
s.t. \quad \tilde{g}_k(\delta, \xi) = \Phi_k(\tilde{y}(p | \delta, \xi)) + \sum_{i=1}^{p} \int_{i-1}^{i} \delta_i \mathcal{L}_k(\tilde{y}(\tau | \delta, \xi), y_{d4}, \xi_i) d\tau \begin{cases} = 0, \quad k = 1, \ldots, d. \end{cases}
\] (27)
4. **Solving problem** $Q$. Before using sequential quadratic programming method to solve Problem $Q$, we need to compute the gradients of cost function and constrained functions with respect to $\delta$ and $\xi$ respectively. Firstly, $\tilde{g}_k(\delta, \xi)$, $k = 0, 1, \ldots, d$, are rewritten as the following form:

$$
\tilde{g}_k(\delta, \xi) = \Phi_k(\tilde{y}(p)) + \int_0^p \frac{\partial \mu(\tau | \delta)}{\partial \tau} \hat{L}_k(\tilde{y}(\tau), y_{d1}, \xi) d\tau,
$$

(28)

where

$$
\hat{L}_k(\tilde{y}(\tau), y_{d1}, \xi) = \sum_{i=1}^p L_k(\tilde{y}(\tau), y_{d1}, \xi_i) \chi_{[i-1,i)}(\tau).
$$

Secondly, the gradients of state with respect to $\delta$ and $\xi$ are respectively described in the following lemmas:

**Lemma 4.1.** For each pair $(\delta, \xi) \in \Delta \times \Xi$, we have

$$
\frac{\partial \tilde{y}(\tau | \delta, \xi)}{\partial \delta} = \Lambda(\tau | \delta, \xi), \ \tau \in [0, p].
$$

where $\Lambda(\cdot | \delta, \xi)$ is the solution to system below defined on each subinterval $[i-1, i)$:

$$
\dot{\Lambda}(\tau) = \frac{\partial f^i(\tilde{y}(\tau), y_{d1}, \delta, \xi)}{\partial \tilde{y}} \Lambda(\tau)
$$

$$
+ \frac{\partial f^i(\tilde{y}(\tau), y_{d1}, \delta, \xi)}{\partial y_{d1}} \left[ \Lambda(\tau_{delay}) + \frac{\partial y_{d1}}{\partial \tau_{delay}}\frac{\partial \tau_{delay}}{\partial \delta} \right]
$$

$$
+ \frac{\partial f^i(\tilde{y}(\tau), y_{d1}, \delta, \xi)}{\partial \delta}
$$

(29)

$$
\Lambda(\tau) = 0, \ \tau \leq 0,
$$

(30)

where for $\tau \in [i-1, i)$,

$$
f^i(\tilde{y}(\tau), y_{d1}, \delta, \xi) = \delta f(\tilde{y}(\tau), y_{d1}, \delta, \xi).
$$

**Proof.** The proof of Lemma 4.1 is similar with that in [26], and hence is omitted. \(\square\)

Note that for the computation of $\partial y_{d1}/\partial \tau_{delay}$, we can substitute $\frac{\partial}{\partial t} y(t_{delay})$ for it according to (23); for the computation of $\partial \tau_{delay}/\partial \delta$, calculate the gradients of both sides of (19) with respect to $\delta$

$$
\frac{\partial \mu(\tau_{delay} | \delta)}{\partial \delta} + \frac{\partial \mu(\tau_{delay} | \delta)}{\partial \tau} \cdot \frac{\partial \tau_{delay}}{\partial \delta} = \frac{\partial \mu(\tau | \delta)}{\partial \delta} - \frac{dh(\mu(\tau | \delta))}{\partial \delta} \cdot \frac{\partial \mu(\tau | \delta)}{\partial \delta},
$$

then we have

$$
\frac{\partial \tau_{delay}}{\partial \delta} = \left( \frac{\partial \mu(\tau | \delta)}{\partial \delta} - \frac{dh(\mu(\tau | \delta))}{\partial \delta} \right) \cdot \frac{\partial \mu(\tau | \delta)}{\partial \delta}.
$$

where $\partial \mu(\tau_{delay} | \delta)/\partial \delta$ and $\partial \mu(\tau_{delay} | \delta)/\partial \tau$ can be computed via interpolation.

**Lemma 4.2.** For each pair $(\delta, \xi) \in \Delta \times \Xi$, we have

$$
\frac{\partial \tilde{y}(\tau | \delta, \xi)}{\partial \xi} = \chi(\tau | \delta, \xi), \ \tau \in [0, p].
$$
Numerical examples.

5.1. Problem 1. Consider the following time-delay optimal control problem with time-varying delay:

\[
\begin{align*}
\min g_0(u) &= \frac{3}{2}r(3)^2 + \frac{1}{2} \int_0^3 u(t)^2 dt, \\
\text{s.t. } g_1(u) &= x(3)^2 - 0.03 \geq 0, \\
g_2(u) &= 0.06 - x(3)^2 \geq 0, \\
-3 \leq u(t) \leq 3.
\end{align*}
\]

where \( \Upsilon(\cdot | \delta, \xi) \) is the solution to system below defined on each subinterval \([i-1, i)\):

\[
\dot{\Upsilon} = \frac{\partial f_i(y(\tau), y_{di}, \delta, \xi)}{\partial y} \Upsilon(\tau) + \frac{\partial f_i(y(\tau), y_{di}, \delta, \xi)}{\partial y_{di}} \Upsilon_{\text{delay}}(
\end{align*}
\]

\[
\begin{align*}
\Upsilon(\tau) = 0, \quad \tau \leq 0,
\end{align*}
\]

Proof. The proof of Lemma 4.2 is similar with that of Lemma 4.1, and hence is omitted.

Lastly, Theorem 4.3 and Theorem 4.4 give the gradients of cost function and constrained functions with respect to \( \delta \) and \( \xi \):

**Theorem 4.3.** the gradient of \( \hat{g}_k(\delta, \xi) \), \( k = 0, 1, \ldots, d \), with respect to \( \delta \) can be written as:

\[
\frac{\partial \hat{g}_k(\delta, \xi)}{\partial \delta} = \frac{\partial \Phi_k(\bar{y}(p))}{\partial \delta} \frac{\partial \bar{y}(p)}{\partial \delta} + \frac{\int_{0}^{p} \left\{ \frac{\partial \hat{\lambda}_k(\bar{y}(\tau), y_{di}, \delta)}{\partial \bar{y}} \frac{\partial \bar{y}(\tau)}{\partial \delta} \right\} d\tau}{\partial \delta}
\]

Proof. The proof follows from applying the chain rule to (28).

**Theorem 4.4.** the gradient of \( \hat{g}_k(\delta, \xi) \), \( k = 0, 1, \ldots, d \), with respect to \( \xi \) can be written as:

\[
\frac{\partial \hat{g}_k(\delta, \xi)}{\partial \xi} = \frac{\partial \Phi_k(\bar{y}(p))}{\partial \xi} \frac{\partial \bar{y}(p)}{\partial \xi} + \frac{\int_{0}^{p} \left\{ \frac{\partial \hat{\lambda}_k(\bar{y}(\tau), y_{di}, \delta)}{\partial \bar{y}} \frac{\partial \bar{y}(\tau)}{\partial \xi} \right\} d\tau}{\partial \delta}
\]

Proof. The proof follows from applying the chain rule to (28).

On this basis, we can use sequential quadratic programming method to solve Problem Q, the corresponding programming software packages include FMINCON in MATLAB or NLPQLP in FORTRAN. Next section would demonstrate the effectiveness of this approach through solving two numerical examples.
subject to the dynamic system:
\[
\frac{dx}{dt} = x(t - \sin(t/2) - 1) + u(t), \ t \in [0, 3],
x(t) = 1, \ t \leq 0.
\]

By choosing different numbers of subintervals, we compare the obtained optimal costs by using hybrid time-scaling transformation and traditional control parameterization. More details are listed in Table 1. The results show that for two different methods, the optimal cost decreases as the number of subintervals increases and hybrid time-scaling transformation always achieves a better cost. For the case of \( q = 7 \), optimal control function is shown in Figure 1. and the corresponding optimal trajectories of the state are illustrated in Figure 2 and Figure 3.

\[
\begin{array}{|c|c|}
\hline
\text{(a) using hybrid time-scaling transformation} & \text{(b) using traditional control parameterization} \\
\hline
\text{partition number} & g_0(u^{q,*}) & \text{partition number} & g_0(u^{q,*}) \\
\hline
q = 7 & 2.1275 & q = 7 & 2.1347 \\
q = 5 & 2.1333 & q = 5 & 2.1446 \\
q = 3 & 2.1340 & q = 3 & 2.1812 \\
\hline
\end{array}
\]

Table 1. Optimal cost of Problem 1

![Figure 1. Optimal control for Problem 1 for the case of \( q = 7 \)](image)

5.2. Problem 2. Consider two-dimensional unconstrained time-delay optimal control problem with time-varying delay:
\[
\min g_0(u) = \frac{1}{2} x^\top(t_f)Sx(t_f) + \frac{1}{2} \int_0^{t_f} x^\top Q x + u^\top R u dt,
\]
dynamic system:
\[
\frac{dx}{dt} = A_1(t)x(t) + A_2(t)x(t - e^{-t} - 1) + B(t)u(t),
x(t) = [1, 0]^\top, \ t \leq 0,
\]
Figure 2. Optimal state trajectory for Problem 1 using hybrid time-scaling transformation for the case of \( q = 7 \)

\[
A_1(t) = \begin{bmatrix} 0 & -4\pi^2(a + c\cos 2\pi t) \\ -4\pi^2 c\cos 2\pi t & 0 \end{bmatrix}, \quad A_2(t) = \begin{bmatrix} 0 & 1 \\ -4\pi^2 b\cos 2\pi t & 0 \end{bmatrix}, \quad B(t) = \begin{bmatrix} 0 \\ 1 \end{bmatrix},
\]

parameters of this problem are listed in the following table:

|   | a   | b   | c   | \( t_f \) | Q   | R   | S   |
|---|-----|-----|-----|--------|-----|-----|-----|
|   | 0.2 | 0.5 | 0.2 | 1.5    | \( I_{2\times2} \) | \( I_{2\times2} \) | \( 10^4 I_{2\times2} \) |

Table 2. Parameters in Problem 2

Similarly, by choosing different numbers of subintervals, we could compare the results of hybrid time-scaling transformation and that of traditional control parameterization. More details are given in Table 3. For the case of \( q = 8 \), optimal control function is shown in Figure 4, and the corresponding optimal trajectories of the
state are illustrated in Figure 5 and Figure 6. Again, the optimal costs obtained by using the proposed time scaling transformation are better, as expected.

(a) Using hybrid time-scaling transformation

| partition number | \( g_0(u^{q,+}) \) |
|------------------|---------------------|
| \( q = 8 \)      | 3.8750              |
| \( q = 6 \)      | 4.2319              |
| \( q = 4 \)      | 6.9578              |

(b) Using traditional control parameterization

| partition number | \( g_0(u^{q,+}) \) |
|------------------|---------------------|
| \( q = 8 \)      | 5.3252              |
| \( q = 6 \)      | 6.1942              |
| \( q = 4 \)      | 7.9119              |

Table 3. Optimal cost of Problem 2

Figure 4. Optimal control for Problem 2 for the case of \( q = 8 \)

Figure 5. Optimal state trajectory for Problem 2 using hybrid time-scaling transformation for the case of \( q = 8 \)
6. Conclusion. This paper applies control parameterization in conjunction with hybrid time-scaling transformation to solve time-delay optimal control problem with time-varying delay. We convert the given time-delay system into an equivalent system defined on a new time horizon with fixed switching times. Meanwhile, we obtain the value of time-delay state utilizing the relationship between the new time scale and the original one. Numerical results show that this method is more effective than traditional control parameterization where the switching times are fixed.
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