Customised fragment libraries for *ab initio* protein structure prediction using a structural alphabet
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Abstract

**Motivation:** Computational protein structure prediction has taken over the structural community in past few decades, mostly focusing on the development of Template-Free modelling (TFM) or *ab initio* modelling protocols. Fragment-based assembly (FBA), falls under this category and is by far the most popular approach to solve the spatial arrangements of proteins. FBA approaches usually rely on sequence based profile comparison to generate fragments from a representative structural database. Here we report the use of Protein Blocks (PBs), a structural alphabet (SA) to perform such sequence comparison and to build customised fragment libraries for TFM.

**Results:** We demonstrate that predicted PB sequences for a query protein can be used to search for high quality fragments that overall cover above 90% of the query. The fragments generated are of minimum length of 11 residues, and fragments that cover more than 30% of the query length were often obtained. Our work shows that PBs can serve as a good way to extract structurally similar fragments from a database of representatives of non-homologous structures and of the proteins that contain less ordered regions.

**Availability:** Data and scripts are available for download at [https://frama.link/z2wh7rKC](https://frama.link/z2wh7rKC)

\(*\)corresponding author: bernard.offmann@univ-nantes.fr
1 Introduction

A switch has been observed in the field of protein structure prediction (PSP) in the past few decades wherein research is being encouraged in building computational approaches, mostly focusing on Free modelling (FM) or Template-free Modelling (TFM) protocols [1,2]. These approaches are validated through the biannual competition of CASP [3] intending into resolving sequence-structure-function paradigm. The core methodologies around which the free modelling protocols have been developed are fragment-based assembly methods [4-6], threading approaches [7], physics-based methods [8,9] and quite recently machine learning approaches [10]. We have recently reviewed the progress made in the field lately [11].

From these, fragment-based approaches (FBA) have been explored the most for the construction of *ab initio* protein models. Such methodologies rely on assembling structural fragments covering short or long stretches of amino acid sequences from a representative structural database sharing sequence similarity with a query protein. The fundamental behind FBA is that local protein sequence patterns follow a general trend of structural features [12]. This lead to the stipulation that the local conformations for a given protein sequence can be recovered from fragments sharing local sequence similarity with local regions in existing protein structures [13]. FBA proceeds by collecting such local conformations in a fragment library and assembling them to construct potential structural models, mostly by using knowledge-based scoring functions. In short, a number of fragments are generated for each position within the target protein sequence which are then reduced to the best representative, based on different scoring criteria. The fragment lengths vary with the algorithm in question, usually lying within the range of 20 residues [14]. Nonetheless, accurate models have been constructed using fragments as short as 3 residues long [15,16].

In general, fragment-based approaches are beneficial in restricting the dimension of conformational search space by limiting the number of fragments used per position. This also serves as a major check point for such algorithms, as they inherently fall behind in exploring alternative conformations for the same sequence [17]. Recently, efforts have been made in overcoming this drawback by redesigning fragment search heuristics [13].

Algorithms have also been developed for fragment mining using non-traditional methods. One such approach is SA-Frag [18], which uses a type of structural alphabet to construct fragment libraries. It built local profile comparison between target and template structures based on predicted SA sequences. Though, this study placed SA in the conversation of PSP, it is still not on par with the available sequence counterparts [19]. Yet, this algorithm has left an open space to dig more into the ways different SAs can be exploited for structure prediction.

In the current work, we have evaluated the potential of Protein Blocks (PBs) [20], a structural alphabet, in constructing effective fragment libraries for *ab initio* protein structure modelling. There are several types of structural alphabets (SAs) [21-23] available that focus on clustering protein backbone conformations into a limited set of representative local stretches. Protein Blocks (PBs) emerged with a goal to obtain a good local structure approximation of protein 3D structures when converted into 1D PB sequences.
and good prediction of local structures directly from amino acid sequence \[20,24\]. This structural alphabet was obtained after an unsupervised clustering using a Self Organizing Map (SOM) \[25,26\]. Protein blocks constitute a set of 16 structural prototypes lettered \(a\) to \(p\). Each of the PB is 5 residues in length depicting \(2(M-1)\) dihedral angles, where \(M\) (here \(M=5\)) is the number of residues constituting the prototype. Using PBs, any protein structure of \(n\) residues long can be converted into a PB sequence of length \(n-4\). PBs have been shown to approximate on average at 0.42Å every local conformation of protein structures \[27\].

Our work makes use of the available applications of PBs. One being translation of 3D protein structure coordinates into a string of readable 1D PB sequence by a procedure commonly named as PB assignment (PBA). Another being the prediction of the probable backbone conformation of a protein sequence in absence of secondary structure and sequence alignment profiles using a knowledge-based scoring function. This algorithm is available in the form of web-based tool called PB-kPRED \[28\] for the methodology loosely termed as PB prediction (PBP). We have utilised this ability of PBs to approximate protein backbone into mining fragments for \textit{ab initio} modelling of protein structures. The fragments are retained in the form of PB sequence hits from a non-redundant, non-homologous protein database. The quality of fragments are assessed for PB sequences coming from both PB assignment (PBA) and PB prediction (PBP).

The significance of this work has been centered around the idea of extensive conformational space search using a form of structural prototypes as an initial step. PBs are shown to be beneficial in such cases by primarily excavating the template database for local backbone conformations relying primarily on its local conformation.

2 Methods

2.1 Curated Template Database

A database of non-redundant protein structures was set up. Protein chain entries were downloaded from RCSB database (www.rcsb.org) \[29\] based on the following criteria: (a) Experimental type: X-ray crystallography, (b) Resolution: \(\leq 3\AA\), (c) R-factor: \(\leq 0.2\) and (d) length of the protein: \(\geq 40\) residues. These accounted for a total of 23,989 unique protein chains. The hits were further clustered at 30% sequence identity using the KClust algorithm \[30\], resulting in a total of 7632 protein chains. Additionally, any protein with chain breaks were removed from the clustered sequence set, finally resulting in 5391 unique chains.

PB sequences were assigned for each of these 5391 templates in the final database using an in-house script which alongside generates equivalent DSSP output files and torsion angle files. Secondary structure assignments for each protein chain were congregated using Pdb-tools \[31\]. All these files along with protein sequence corresponding to each template constituted our curated database.

2.2 Query Dataset

The query dataset used in this work is derived from a previously published publication that focused on building fragment libraries \[14\]. This dataset is comprised of 43 query protein structures ranging from 59 to 508 residues in length and is provided in Table 1. Each of them is a monomer and has been further categorized into four main SCOP family classes, specifically, all alpha, all beta, alpha plus beta (\(\alpha+\beta\)) and alpha and beta (\(\alpha/\beta\)).
Table 1: The query dataset and its characteristics.
Table summarises the lengths in terms of number of residues and the estimated accuracies of PB predictions as observed for each protein from the query dataset. A PB-kPRED prediction score (last column) of 1 or above has been determined as an indicator of reliable PB sequence prediction [28]. All the proteins in the dataset, except for one, laid above this score cut-off value.

| PDB id | SCOP Class | Length (AA) | Length (PDB) | Accuracy (%) | kPred score |
|--------|------------|-------------|--------------|--------------|-------------|
| 1AIL   | all-α      | 73          | 70           | 63.6         | 1.5         |
| 1RRO   | all-α      | 108         | 108          | 73.1         | 1.99        |
| 1U61   | all-α      | 138         | 127          | 65.2         | 1.43        |
| 1SL8   | all-α      | 191         | 181          | 77.5         | 2.23        |
| 1QUU   | all-α      | 250         | 248          | 63.8         | 1.51        |
| 1T5J   | all-α      | 313         | 301          | 65.8         | 1.61        |
| 1PO5   | all-α      | 476         | 465          | Too low      | Too low     |
| 1MHN   | all-β      | 59          | 59           | 69.2         | 1.79        |
| 1TEN   | all-β      | 90          | 90           | 72.1         | 1.94        |
| 2G1L   | all-β      | 104         | 103          | 70.5         | 1.86        |
| 1IFR   | all-β      | 121         | 113          | 67.1         | 1.68        |
| 1BFG   | all-β      | 146         | 126          | 83.3         | 2.53        |
| 2FR2   | all-β      | 172         | 161          | 70.4         | 1.85        |
| 1EE6   | all-β      | 197         | 197          | 79.5         | 2.33        |
| 1UA1   | all-β      | 224         | 223          | 71.1         | 1.9         |
| 2C9A   | all-β      | 259         | 259          | 68.9         | 1.77        |
| 1O4Y   | all-β      | 288         | 270          | 66.1         | 1.63        |
| 1HG8   | all-β      | 349         | 349          | 81.9         | 2.46        |
| 1NKG   | all-β      | 508         | 508          | 82.7         | 2.5         |
| 1VJW   | α+β        | 60          | 59           | 59.4         | 1.28        |
| 1MWP   | α+β        | 96          | 96           | 89.7         | 2.86        |
| 1GNU   | α+β        | 117         | 117          | 80.6         | 2.39        |
| 1R9H   | α+β        | 135         | 118          | 85.8         | 2.66        |
| 206L   | α+β        | 164         | 162          | 81.9         | 2.45        |
| 2FS3   | α+β        | 282         | 280          | 82.1         | 2.47        |
| 1DZF   | α+β        | 215         | 211          | 85           | 2.62        |
| 1DXJ   | α+β        | 242         | 242          | 74.2         | 2.1         |
| 1MAT   | α+β        | 264         | 263          | 83.9         | 2.56        |
| 1JKS   | α+β        | 294         | 280          | 80.8         | 2.36        |
| 1MC4   | α+β        | 370         | 369          | 77.3         | 2.22        |
| 2FKF   | α+β        | 462         | 455          | 80.3         | 2.37        |
| 1H75   | α/β        | 81          | 76           | 74.3         | 2.06        |
| 1U9    | α/β        | 111         | 111          | 68.8         | 1.77        |
| 1E6K   | α/β        | 130         | 130          | 77.7         | 2.24        |
| 1P90   | α/β        | 145         | 123          | 64.8         | 1.56        |
| 1FTG   | α/β        | 168         | 168          | 79.8         | 2.34        |
| 1QCY   | α/β        | 193         | 193          | 75.9         | 2.14        |
| 2A14   | α/β        | 263         | 257          | 63.4         | 1.48        |
| 1IZZ   | α/β        | 283         | 276          | 77.6         | 2.23        |
| 1QUE   | α/β        | 303         | 303          | 82.8         | 2.51        |
| 1KRM   | α/β        | 356         | 349          | 81.2         | 2.42        |
| 3BSG   | α/β        | 414         | 404          | 77.2         | 2.21        |
| 1PGN   | α/β        | 482         | 473          | 72.7         | 1.98        |
Each query structure was further transformed into a PB sequence using two concurrent procedures:

- **PB-Assignment (PBA) procedure.** In this case the query PB sequence is retrieved directly from the PDB coordinate files using an in-house PB assignment script, following the basic principle of PB generation, i.e conversion of 3D information into 1D sequence as described before [20]. In short, the dihedral angles of all constitutive overlapping pentapeptides from a query are used to classify each of them in one of the 16 PB classes \(a\) to \(p\). Secondary structure representations for the target protein were here obtained using DSSP assignment protocol [32].

- **PB-Prediction (PBP) procedure.** Here the potential query PB sequences were manually predicted using the PB-kPRED web tool [28]. This step was done to account for the loss of information endured due to probabilistic estimation of PBs per position for a given sequence. PB-kPRED features a prediction quality criterion in the form of a prediction score and a standardized accuracy percentile. Generally, a score of \(< 1\) concludes unreliable prediction. The prediction accuracies and kPRED scores for the query dataset are shown in the Table 1. Secondary structure representations for the target protein were here estimated by the secondary structure prediction tool Psipred [33].

### 2.3 Fragment Mining

A procedure was setup to mine non-homologous fragments from the curated template database. To avoid any bias in the benchmarking of our method, the primary step of the procedure involved looking for sequence homologs in the template database. Any template protein sharing more than 30% sequence identity with any the query protein sequence was considered for removal: pairwise sequence identity was calculated for each query against the entire curated template database using Needleman and Wunch global alignment algorithm [34]. Any hit sharing more than the defined sequence identity cut-off with the target sequence was removed from the template database for that run. A local PB alignment tool, PB-Align [35] was used to generate alignment hits for minimum length of 7 PBs corresponding to 11 amino acid long sequence stretches. PB alignment hits whereby the query PB sequence was identical to the template fragment were collected as viable fragments, since it should correspond to identical backbone conformations. Further fragment quality assessment was performed on all identical hits using the criteria discussed below. The overall process of fragment generation is summarised in Figure 1.

### 2.4 Fragment Quality Assessment

Two sets of experiments were conducted to assess the quality of fragments generated for each protein of the query dataset: one corresponds to real life scenario and considered PB sequences obtained from the PBP procedure, and the other corresponds to the positive control which considered PB sequences obtained with the PBA procedure.

For every position, fragment quality was assessed by fitting fragment hits over query coordinates for that position using the McLachlan algorithm for rapid comparison of protein structures [36] implemented in the ProFit program (www.bioinf.org.uk/software/profit/). This criterion gauged the "precision" of the procedure in generating viable fragments. Here, precision is defined as the number of fragments lying under a \(rmsd\) of 2Å divided...
Figure 1: **Fragment Generation Procedure.** Shown is a schematic representation of the general flow of fragment generation carried out using protein blocks as primary source. Local PB alignment between query and template PB sequence effectuates fragments of minimum length of 11 amino acid residues. The alignment hits are then analysed based on several criteria to procure the quality of the generated fragments.
by the total number of fragments generated for the query protein. The second main criterion that was examined was coverage which was defined as the number of positions in the query sequence for which at least one fragment was obtained by the fragment mining procedure. Other assessment criteria that were tested include calculation of amino acid sequence identity and similarity and secondary structure identity between each fragment hit against the target sequence.

3 Results

3.1 Template database

The final template database consisted of 5391 protein chains clustered at < 30% sequence identity and having a resolution of < 3Å. The examination of the secondary structural elements distribution in the curated database showed that it is populated with 44.76% helices, 27.82% of strands and 27.42% coils and loops. In terms of PBs, the database corresponded to 29.9% PBₘ the central part of alpha-helices, 19.13% PBₜ the central part of a strand and 51% of other PBs (or coils), which approximated to the general protein secondary structure distribution (regular and irregular) [24].

Our database contained templates from 10 out of 12 SCOP representative classes, with the majority being associated to the 4 main SCOP classes. Out of 5391 proteins, 1962 found no corresponding SCOP hit. This might be due to delay in synchronisation of structural annotation data across platforms.

3.2 Fragment mining and generation

The fragment generation procedure is illustrated in Figure 1. Any protein from our curated template database that could have been a probable sequence homologue with a protein from our query dataset was excluded on the fly from the template database. In this scenario, any template sharing >30% identity with the query sequence was considered as a homologue. This ensures the premises of Free Modelling and the legitimacy of our pipeline in picking up good fragments in absence of sequence homologues.

An average of ∼60k hits were generated by local PB-align for each query sequence with least being 34,655 for 1AIL and maximum being 86,866 for 1HG8. The fragments were further filtered on the basis of PB sequence identity. All the PB hits that were 100% identical to the query PB sequence, whether this was assigned (PBA) or predicted (PBP), were chosen as best representative fragments. This functioned as a preliminary filtering step by limiting the fragment search area to the best PB fit. In doing so, the average number of fragments reduced to ∼13k hits per query without significantly affecting the overall coverage. The lowest number of identical hits was documented for query protein 1EE6 with 3761 hits and maximum for 1MWP with 21732 hits. Detailed counts of the total hits before and after filtering are provided in Supplementary Tables 1 and 2 for PBA and PBP respectively.

As seen in the Figure 2, the maximum number of fragments laid below 15 residues in length. This remained the case for all the query proteins, whatever their total length. The longest fragments obtained were 65 and 61 residues long for PBA and PBP schemes respectively.

The overall effectiveness of the fragment generating pipeline was judged on the basis of rmsd calculations and coverage attained by the fragments for all the queries. Figure 3 shows an overview of rmsd distribution as observed in all the cases for both PBA and
PBP schemes. It is clear from the graph that most of the fragment hits lie below the \textit{rmsd} cut-off of 2.5Å which approximates to 85% of the generated fragments.

A barplot depicting the overall percent of sequence space covered (coverage) for each query protein is shown in Figure 4. Higher coverage was observed in case of PBA with an average of 96.5% in comparison to PBP with an average of 93.9%. For 6 cases, PBP gave better percentage coverage than PBA cases. Protein queries belonging to all-\(\beta\) SCOP
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**Figure 2: Fragment length distribution**: Protein Block Assignment (left) and Protein Block Prediction (right). In both the cases maximum number of fragments are lying at the assigned minimum fragment length of 7 residues. The histogram is plotted for fragment length against number of fragments generated. There is an exponential drop in number of fragments generated with the increase in fragment length.

**Figure 3: Rmsd distribution**: Protein Block Assignment (left) and Protein Block Prediction (right)). The graph is plotted for total number of fragments generated from all the queries in test dataset against the rmsd observed when these fragments are fitted over original query structure. For both the cases of PB production, maximum number of fragments lie below the rmsd cut-off value of 2.5 Å.
Figure 4: Coverage analysis of fragments generated. Top: barplot showing, for each query protein from our query dataset, the percentage of positions covered by a fragment (y axis is from 80-100% and x-axis are the labels for the PDB codes of the queries). Results obtained with PBA and PBP procedures are shown in blue and green respectively. Query proteins are grouped according to their SCOP classes. The queries with lowest coverage belongs to SCOP β class. Bottom: detailed coverage results illustrated for 4 query examples for both PBA and PBP schemes. The x-axis represents the residue positions and the y-axis is the raw count of the number of fragments that covered each of the positions. Positions not covered by any fragment are shown in red on the plots.

class showed lowest percentage coverage when compared to queries from the other three main SCOP classes.

The number of hits observed per position also varied between the two cases for each query. This is illustrated in Figure 4 for four examples drawn one from each SCOP class and in Supplementary Figures 1 and 2 for all the queries. Both coverages for PBA and PBP schemes are shown. In many queries, the coverage was heterogenous with some positions that were covered by a low number of fragments and some positions with a high number of hits. This is well illustrated by the spikes in the number of hits along the query protein length. These highly covered stretches mostly correspond to regions with canonical secondary structures stretches. Noteworthily, on average, lower number of hits were observed per position in case of PBP without affecting the overall coverage of the query sequence. This can be explained by the loss of accuracy procured in case of PB predictions (Figure 4 and Supplementary Figures 1 and 2).
3.3 Assessment of fragment quality

The quality assessment was primarily done by fitting fragment hits onto the original structures using a protein structure least square fitting program. It was measured in terms of precision, which is defined as the percentage of number of hits lying under a given \( \text{rmsd} \) cut-off. Table 2 summaries the precision percentage values obtained for each SCOP class analysed in the current work at three \( \text{rmsd} \) cut-off values. An overall precision of 75.4\% and 64.3\% was calculated for PBA and PBP respectively at the \( \text{rmsd} \) cut-off of 2Å. Least precision was quantified for SCOP class all-beta reaching up to 71.8\% and 47.7\% for PBA and PBP schemes respectively. Rest of the classes had higher precision levels lying above 65\% collectively. With more stringent \( \text{rmsd} \) cut-off values, the precision dropped.

Table 2: Precision of the pipeline in generating fragments at three \( \text{rmsd} \) cut-off values.

The table describes the precision gained by the fragment generation pipeline as seen at three different \( \text{rmsd} \) cutoff values of 1.5Å, 2Å and 2.5Å. It also compares the precision that could be achieved at the best case scenario of exact PB sequence (PBA) when compared to predicted PB sequences (PBP). At the \( \text{rmsd} \) cut-off of 2Å, the pipeline is able to retain an average precision of 64%. Lowest precision has been noted for hits belonging to SCOP class all-\( \beta \) proteins.

| SCOP Class | PBA scheme (\( \text{rmsd} \) Å) | PBP scheme (\( \text{rmsd} \) Å) |
|------------|---------------------------------|---------------------------------|
|            | \( \leq 1.5 \) & \( \leq 2.0 \) & \( \leq 2.5 \) & \( \leq 1.5 \) & \( \leq 2.0 \) & \( \leq 2.5 \) |
| all \( \alpha \) | 66.2 & 80.8 & 89.9 & 51.7 & 67.5 & 80.0 |
| all \( \beta \) | 46.1 & 71.8 & 84.5 & 28.9 & 47.7 & 64.4 |
| \( \alpha + \beta \) | 55.1 & 73.6 & 85.4 & 51.4 & 68.7 & 80.3 |
| \( \alpha / \beta \) | 61.3 & 75.4 & 85.6 & 58.1 & 73.4 & 83.9 |
| Average | 57.2 & 75.4 & 86.4 & 47.5 & 64.3 & 77.2 |

Amino acid sequence identity and similarity and secondary structure identity were calculated for all fragments against corresponding position in the query sequence. Figure 5 depicts their overall distributions. Note that amino acid sequence identity distribution is dominated by fragments sharing no identity (0\%) with the query sequence. On the other hand, an increase in sequence similarity is observed in the plots, but the graphs are still skewed towards low values, indicating low similarity correspondence between query and template amino acid sequences. This was not the case for secondary structure identity: the distribution shifted towards right with maximum hits reaching up to 100\% identity. This attributes to the nature of PB sequences which depict 1D sequences associated to the local backbone conformation, thus indicating towards it being an objective criteria for assessing and qualifying fragments.

Interestingly, 40\% of the fragments lying under \( \text{rmsd} \) of 2Å didn’t share any sequence identity with the query sequence and 90\% shared less than 37.50\% sequence identity. This result could be appreciated as it aligns with the specifics of template database being non-homologous, thereby lowering the chances of finding the exact same amino acid sequence hit altogether for the variable lengths of fragments extracted. The aggregation was consistent in both PBA and PBP schemes: 50\% of the data shared <25\% sequence similarity with query sequence with 75\% of the data reaching ~36\% sequence similarities in case of PBP. Noteworthily, an average secondary structure identity of 85\% was noted for fragments lying below the 2Å mark with most being 100\% identical for both PBA and PBP.
Figure 5: **Qualitative analysis of fragment hits.**
The graphs above exhibit the distribution of sequence identity, sequence similarity and secondary structure identity as observed in case of fragments generated for two working cases of PB generation, PBA (left) and PBP (right). [A] The graphs show the distribution of amino acid sequence identity. [B] Amino acid sequence similarity distribution as observed between query sequences from test dataset and the fragments generated by the pipeline. [C] Secondary structure identity shared between query sequences and fragments generated by the pipeline. Both the cases of PB generation, i.e PBA and PBP, follow a similar trend of identity and similarity distribution.)
A ROC curve analysis (Figure 6) performed for the aforementioned elements against \textit{rmsd} (2Å) confirmed that secondary structure identity criteria was indeed the best amongst the three tested criteria for prioritising fragments. The sensitivity and specificity curves for individual SCOP classes are further detailed in Supplementary Figures 2.

A visual inspection of the fragments in Pymol \cite{37} shows that the global fold of the target structures can be retained by the fragments. Sample of this visualization is illustrated in Figure 7.

4 Discussion

In the current paper, protein blocks have shown to hold a potential for effective fragment mining towards the goal of \textit{ab initio} protein structure prediction. The work concludes that a huge amount of good quality fragments can be extracted from structural database represented in the form of PBs in absence of sequence homology. It is a very simple pipeline that mimics amino acid sequence pairwise alignment algorithms to detect, thanks to PB alignment, local structural hits within the working database of structural templates. This shifts the fragment-based approaches from relying on amino acid sequence to directly accessing structural patterns from a curated database. Huge pool of structural stretches of varying lengths were recovered for each query in the dataset equating to congregated fragments data. This importantly included loop regions that connect regular secondary structures.

The primary requirement of the study was to effectively depict amino acid sequence

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{roc_curve.png}
\caption{ROC analysis using three objective criteria. A) and B) represent results for PBA and PBP schemes respectively. For all the fragments lying below the \textit{rmsd} cut-off of 2Å, ROC curve was plotted to visualize effective criteria for choosing viable fragments. The three criteria are: (i) amino acid sequence identity (green), (ii) amino acid sequence similarity (red) and (iii) secondary structure identity (blue). Sequence identity and similarity lie on the mark of 50% depicting no direct correlation with the quality of the fragments generated. SS identity, on the other hand, has an AUC of approximately 70%, ensuring its role in recuperating good fragments.}
\end{figure}
Figure 7: Superimposition of fragments generated onto the original query structures.

The figure shows the original structure of two queries from the test dataset, namely, 1AIL and 1VJW, along with the clusters of best fragments retained for each. Here, (A) is original structure, (B) is the fragments clusters obtained for PBA scheme and (C) is the fragments clusters obtained for PBP scheme.
into reliable PB sequences while retaining the probable local conformation. It was attained by using a previous work done in our group [28]) for optimizing possible PB per position for each overlapping pentapeptide within a protein sequence (PB-kPRED webserver). The calculated PB prediction scores for all the target proteins from the dataset were above the standardized threshold, with an exception of one (1PO5). The average accuracy of PB-prediction was noted to be 74.98 % for 42 out of 43 targets in the dataset, which was ample to guide valid fragment picking through the pipeline.

Prior to running fragment extraction protocol, it was insisted upon abiding by the constraints of free modelling approaches to avoid biasing the aftermath of fragment quality assessment. In line with it, any potential homologous template sequence was removed from the curated database as a preliminary step. This consequently produced personalised database for each query sequence. This step also ensured objectivity of the pipeline when inspecting the quality of fragments generated through PB-predicted sequences.

From our analysis, it was noted that fragments generated via this pipeline show no correspondence between amino acid sequence identity or similarity and $rmsd$. On the other hand, secondary structure juxtaposition between the template fragments with the predicted secondary structure for the query showed excellent relevance. The data unanimously favoured secondary structure identity comparison, with a large proportion of fragments that hit 100% secondary structure identity. A similar trend was observed when examining the correlation between $rmsd$ and secondary structure identity. Higher secondary structure identity corresponded to lower $rmsd$ between template fragments and query (data not shown). This is not surprising since PB itself is a representation of the backbone.

The quality of fragments was measured by fitting fragment coordinates onto original structure and was termed here as “precision”. This was evaluated for the 4 main SCOP classes, all agreeing with the cumulative results of the pipeline. Significant discrepancies were noted for class all-beta. Here the accuracy of fragment prediction did not reach the mark of other classes. In general, it has been noticed that alpha folds are easier to map back to than beta strands. This was even seen in the current study where the ‘all-beta’ queries showed overall higher $rmsd$ and more scattered secondary structure identity distribution.

The pipeline was tested against the best possible case of PB representation, i.e PB assignment (PBA) and was compared to real life scenario of approximating PB sequence for the given query through PB prediction (PBP). This accounted for the effects of missed data (information) on the process of fragment picking. Our results shown that the overall quality of fragments retained in case of PBP was not compromised.

The quality of fragments was judged on the basis of two common criteria used in earlier work done on fragment library generation pipelines, i.e precision and coverage. Though, the overall efficiency of our pipeline is on a par with other algorithms available like HHFrag and NNMake that report precision of 62.16% and 38.17% respectively [14]. Higher precision of HHFRAG can be attributed to the presence of sequence homologues in the working database [14] which is not the case here. SAFrag, another SA based fragment mining pipeline, has shown a precision of 86.7% [18]. Their SAFrag strategy was built on the grounds similar to HHFrag and uses HMM-based profile-profile comparison to generate fragment hits. It makes use of structural alphabets that describe 27 states. The pipeline carried out profile comparison based on the pre-segregated or partitioned query sequence segments into sub-sets of varying lengths of 6 to 27 residues. These sub-sets were then used to search for similar profiles within the established structural data banks. It has to be noted that SAFrag used two types of structural data banks: PDB25 and
PDB50 for fragment generation. The higher precision and coverage of this algorithm can be attributed to the grounds that during the fragment search they accept the inclusion of the target structure as well as data coming from structural homologs as well in their template database.

The coverage attained in our work lies on the higher range when compared to these other algorithms (HHFrag - 71%±13, NNMake - ~92%) \cite{3}: lowest coverage was observed in case of all-beta class, while the rest showed a coverage of above 90%. It was also observed that fragments predominantly belonging to SS class of alpha-helix were predicted more accurately than other secondary structure classes.

The primary results produced by our procedure are promising and can be worked on towards its further refinement. Improvements could be achieved by both repopulating the core of our curated structural database to increase the variability in fragment selection and the PB-PENTAPEPT database underlying PB-kPRED. The latter is expected to increase the accuracy of PB prediction which in turn will influence the precision and coverage. Another way of improving the precision could be decreasing the minimum length of the fragment, which was not done initially as the coverage achieved was still good.

The procedure that was developed in this study drifts from conventional fragment mining approaches by using PB sequences instead of amino acid sequences for producing fragment libraries. We have also challenged the idea of relying on sequence similarity for identifying reasonable fragments. It further discriminates from SA-Frag for it focused on building pairwise PB sequence alignment profiles between the target protein and templates from a database without any imposed length constraints and without taking advantage of sequence homologues or distantly related proteins.

5 Conclusion

Our work shows that structural alphabets are useful to find fragments for prediction of protein structures in template-free modelling approaches. SAs are indeed more liberating when compared to amino acids sequence based fragment libraries due to their potential in accessing a more expanded conformational space. This aids in broadening the search space without losing the potential to capture the native fold of the target protein. They can successfully be implemented in foraging potential structural homologues for proteins sharing otherwise low or no amino acid sequence similarity. We show here that fragments covering the entire length of small proteins can be readily generated easing the task for structure prediction protocols.

Since, PBs are local conformations represented in the form of 1D sequence, the tenacity of pulling fragments sharing similar fold is higher when compared to the possibility of that happening with amino acid sequence comparison. Longer fragments representing entire domains can be extracted using the protocol. In general, PBs hold a promising step towards protein structure prediction protocols using the local conformations as a starting point.
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Supplementary Figures and Tables
**Supplementary Figures 1. Coverage density plots.**
The plots under this heading show the distribution of the number of fragments per position. The analysis has been performed for both treatment of the query proteins: (1) Protein Block Assignment (PBA) and (2) Protein Block Prediction (PBP). The graphs are further classified into section: (a) SCOP Class – all α, (b) SCOP Class – all β, (c) SCOP Class - α+β and (d) SCOP Class - α/β. The percentage of coverage for each test protein is marked above the plot. Along with it the positions for each protein with no fragment hits are marked in red and the number of residues with no hits is also shown above each graph.

**Supplementary Figure 1.1a**
Protein Block Assignment (PBA) - SCOP Class – all α

![Graphs showing coverage density plots for different SCOP classes.](image-url)
Supplementary Figure 1.1b
Protein Block Assignment (PBA) – SCOP Class – all β
Supplementary Figure 1.1c
Protein Block Assignment (PBA) – SCOP Class – α+β
Supplementary Figure 1.1d
Protein Block Assignment (PBA) – SCOP Class – α/β
Supplementary Figure 1.2a
Protein Block Prediction (PBP) - SCOP Class – all α
Supplementary Figure 1.2b
Protein Block Prediction (PBP) - SCOP Class – all β
Supplementary Figures 2. Sensitivity and specificity Plots.
The plots under this heading show the co-relation between \( \text{rmsd} \) (2 Å) and three chosen criteria for prioritizing fragment selection, i.e., protein sequence identity, protein sequence similarity and secondary structure identity. The analysis has been performed for both treatment of the query proteins: (1) Protein Block Assignment (PBA) and (2) Protein Block Prediction (PBP). The graphs are further classified into section: (a) SCOP Class – all \( \alpha \), (b) SCOP Class – all \( \beta \), (c) SCOP Class - \( \alpha+\beta \) and (d) SCOP Class - \( \alpha/\beta \).

Supplementary Figure 2.1a
Protein Block Assignment (PBA) - SCOP Class – all \( \alpha \)
Supplementary Figure 2.1b
Protein Block Assignment (PBA) – SCOP Class – all β
Supplementary Figure 2.1c
Protein Block Assignment (PBA) – SCOP Class – α+β
Supplementary Figure 2.1d
Protein Block Assignment (PBA) – SCOP Class – α/β
Supplementary Figure 2.2a
Protein Block Prediction (PBP) - SCOP Class – all α
Supplementary Figure 2.2b
Protein Block Prediction (PBP) - SCOP Class – all β
Supplementary Figure 2.2d
Protein Block Prediction (PBP) - SCOP Class – α/β
**Supplementary Table 1.** This table provides the fragment hit counts obtained after Protein Block Assignment (PBA) for each protein from the query dataset.

| PB Assignment | PDB ID | Length (AA) | Length (PDB) | All Hits | Identical PB Hits | Longest Hits | Coverage (%) |
|---------------|--------|-------------|--------------|----------|------------------|--------------|--------------|
| **All Alpha** | 1AIL   | 73          | 70           | 34655    | 14402            | 150          | 100          |
|               | 1RRO   | 108         | 108          | 49734    | 9728             | 415          | 100          |
|               | 1U61   | 138         | 127          | 38640    | 6490             | 358          | 100          |
|               | 1SL8   | 191         | 181          | 44102    | 8195             | 402          | 98.9         |
|               | 1QUU   | 250         | 248          | 44824    | 11293            | 225          | 100          |
|               | 1T5J   | 313         | 301          | 51463    | 6480             | 658          | 100          |
|               | 1PO5   | 476         | 465          | 63837    | 9992             | 1569         | 97.8         |
| **All Beta**  | 1MHN   | 59          | 59           | 45693    | 7763             | 172          | 100          |
|               | 1TEN   | 90          | 89           | 41975    | 5675             | 232          | 100          |
|               | 2G1L   | 104         | 103          | 44320    | 4135             | 343          | 98.1         |
|               | 1IFR   | 121         | 113          | 43452    | 5637             | 270          | 97.3         |
|               | 1BFG   | 146         | 126          | 57287    | 7341             | 343          | 98.4         |
|               | 2FR2   | 172         | 161          | 78928    | 18226            | 392          | 99.4         |
|               | 1EE6   | 197         | 197          | 42734    | 3761             | 471          | 94.4         |
|               | 1UAI   | 224         | 223          | 45133    | 5718             | 437          | 96.4         |
|               | 2C9A   | 259         | 259          | 44350    | 5378             | 717          | 98.5         |
|               | 1O4Y   | 288         | 270          | 63734    | 10210            | 791          | 95.9         |
|               | 1HG8   | 349         | 349          | 86866    | 22834            | 505          | 86.8         |
|               | 1NKG   | 508         | 508          | 55584    | 8251             | 1841         | 98.8         |
| **Alpha and Beta** | 1VJW  | 60          | 59           | 72137    | 12525            | 235          | 100          |
|               | 1MWP   | 96          | 96           | 73965    | 21732            | 461          | 97.9         |
|               | 1GNU   | 117         | 117          | 73953    | 19932            | 583          | 100          |
|               | 1R9H   | 135         | 118          | 76827    | 17704            | 558          | 100          |
|               | 206L   | 164         | 162          | 55886    | 9290             | 861          | 98.1         |
|               | 2FS3   | 282         | 280          | 64493    | 13195            | 674          | 97.5         |
|               | 1DZF   | 215         | 211          | 70425    | 15982            | 850          | 99.1         |
|               | 1DXJ   | 242         | 242          | 59053    | 8455             | 791          | 93           |
|               | 1MAT   | 264         | 263          | 62926    | 13142            | 1024         | 98.1         |
|               | 1JKS   | 294         | 280          | 66566    | 13929            | 885          | 98.6         |
|               | 1MC4   | 370         | 369          | 61250    | 9888             | 739          | 99.2         |
|               | 2FKF   | 462         | 455          | 61147    | 13037            | 1300         | 98.9         |
| **Alpha/Beta** | 1H75  | 81          | 76           | 69484    | 13346            | 299          | 100          |
|               | 1U9    | 111         | 111          | 66589    | 13346            | 342          | 100          |
|               | 1E6K   | 130         | 130          | 71746    | 16321            | 621          | 100          |
|               | 1P90   | 145         | 123          | 73913    | 20568            | 363          | 100          |
|               | 1FTG   | 168         | 168          | 72925    | 18987            | 711          | 99.4         |
|               | 1QCY   | 193         | 193          | 69619    | 15430            | 532          | 100          |
|               | 2A14   | 263         | 257          | 64677    | 12697            | 835          | 99.2         |
|               | 1IZZ   | 283         | 276          | 71107    | 16494            | 770          | 95.7         |
|               | 1QUE   | 303         | 303          | 62765    | 12752            | 742          | 99.7         |
|               | 1KRM   | 356         | 349          | 67668    | 12602            | 779          | 94.8         |
|               | 3BSG   | 414         | 404          | 67000    | 14272            | 832          | 98.3         |
|               | 1PGN   | 482         | 473          | 66032    | 14479            | 1019         | 99.6         |
**Supplementary Table 2.** This table provides the fragment hit counts obtained after Protein Block Prediction (PBP) for each protein from the query dataset.

| PDB ID | Length (AA) | Length (PDB) | All Hits | Identical PB Hits | Longest Hits | Coverage (%) |
|--------|-------------|--------------|----------|-------------------|--------------|--------------|
| All Alpha |            |              |          |                   |              |              |
| 1AIL   | 73          | 70           | 38447    | 11501             | 414          | 98.6         |
| 1RRO   | 108         | 108          | 40842    | 7661              | 451          | 99.1         |
| 1U61   | 138         | 127          | 56844    | 10419             | 248          | 96.9         |
| 1SL8   | 191         | 181          | 50381    | 10150             | 984          | 97.2         |
| 1QUU   | 250         | 248          | 53552    | 12696             | 441          | 96.4         |
| 1TSJ   | 313         | 301          | 54456    | 4973              | 668          | 91.7         |
| 1PO5   | 476         | 465          | 62554    | 9430              | 1591         | 97.6         |
| All Beta |            |              |          |                   |              |              |
| 1MHN   | 59          | 59           | 70551    | 6379              | 380          | 94.9         |
| 1TEN   | 90          | 90           | 69989    | 3775              | 859          | 95.5         |
| 2G1L   | 104         | 103          | 45732    | 3721              | 317          | 90.3         |
| 1IFR   | 121         | 113          | 66507    | 15170             | 946          | 93.8         |
| 1BFG   | 146         | 126          | 53359    | 7121              | 482          | 99.2         |
| 2FR2   | 172         | 161          | 60031    | 4934              | 859          | 92.4         |
| 1EE6   | 197         | 197          | 49351    | 3073              | 792          | 92.4         |
| 1UA1   | 224         | 223          | 47480    | 2926              | 740          | 87.9         |
| 2C9A   | 259         | 259          | 59190    | 5551              | 705          | 88.8         |
| 1O4Y   | 288         | 270          | 67912    | 12023             | 1869         | 95.9         |
| 1HG8   | 349         | 349          | 50990    | 6720              | 658          | 87.4         |
| 1NKG   | 508         | 508          | 56424    | 8486              | 1530         | 94.5         |
| Alpha+Beta |        |              |          |                   |              |              |
| 1VJW   | 60          | 59           | 61326    | 12716             | 157          | 96.6         |
| 1MWP   | 96          | 96           | 73836    | 21621             | 308          | 99           |
| 1GNU   | 117         | 117          | 82325    | 21173             | 780          | 97.4         |
| 1R9H   | 135         | 118          | 51549    | 5452              | 636          | 95.8         |
| 206L   | 164         | 162          | 53082    | 8458              | 736          | 100          |
| 2FS3   | 282         | 280          | 64098    | 12754             | 1236         | 96.8         |
| 1DZF   | 215         | 211          | 70028    | 17204             | 824          | 100          |
| 1DXJ   | 242         | 242          | 63698    | 9378              | 500          | 93           |
| 1MAT   | 264         | 263          | 63583    | 13768             | 909          | 99.2         |
| 1JKS   | 294         | 280          | 69244    | 16160             | 1134         | 98.6         |
| 1MC4   | 370         | 369          | 66492    | 11564             | 1209         | 97.8         |
| 2FKF   | 462         | 455          | 64106    | 14040             | 1236         | 95.4         |
| Alpha/Beta |        |              |          |                   |              |              |
| 1H75   | 81          | 76           | 72386    | 14483             | 729          | 90.8         |
| 1IU9   | 111         | 111          | 66329    | 18860             | 1258         | 95.5         |
| 1E6K   | 130         | 130          | 72078    | 15837             | 1205         | 100          |
| 1P90   | 145         | 123          | 74454    | 15671             | 2383         | 95.1         |
| 1FTG   | 168         | 168          | 70585    | 14923             | 587          | 99.4         |
| 1QCY   | 193         | 193          | 69674    | 15537             | 687          | 100          |
| 2A14   | 263         | 257          | 66681    | 14408             | 2781         | 97.3         |
| 1IZZ   | 283         | 276          | 71995    | 14779             | 1563         | 94.9         |
| 1QUE   | 303         | 303          | 64804    | 14981             | 889          | 97.7         |
| 1KRM   | 356         | 349          | 67838    | 13370             | 605          | 99.4         |
| 3BSG   | 414         | 404          | 67614    | 11980             | 1006         | 95.3         |
| 1PGN   | 482         | 473          | 65827    | 11766             | 1414         | 94.7         |