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Abstract—Closed orbit feedback (COFB) systems used for the global orbit correction rely on the pseudo-inversion of the orbit response matrix (ORM). A mismatch between the model ORM used in the controller and the actual machine ORM can affect the performance of the feedback system. In this paper, the typical sources of such model mismatch such as acceleration ramp ORM variation, intensity-dependent tune shift and beta beating are considered in simulation studies. Their effect on the performance and the stability margins are investigated for both the slow and fast regimes of a COFB system operation. The spectral radius stability condition is utilized instead of the small gain theorem to arrive at the theoretical limits of COFB stability and comparisons with simulations for SIS18 of GSI and experiments at the Cooler synchrotron (COSY) in the Forschungszentrum Jülich (FZJ) are also presented.
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I. INTRODUCTION

Closed orbit feedback (COFB) systems are implemented in modern synchrotrons and storage rings to ensure the transverse beam stability against external perturbations as well as local dipolar magnet field errors [1]–[6]. Orbit correction relies on the orbit response matrix (ORM) which is defined as the response of the closed orbit to the individual kicks of M corrector magnets (actuators) measured at N beam position monitors (sensors). The closed orbit feedback system design and operation is, therefore, a Multiple-Input-Multiple-Output (MIMO) control problem. The elements of the real-valued ORM of dimension M \times N are given as [9], [10]

\[ R_{mn} = \frac{\sqrt{\beta_m \beta_n}}{2 \sin(\pi Q)} \cos \left( Q\pi - |\mu_m - \mu_n| \right) - \frac{D_m D_n}{(\frac{1}{\tau_e} - \frac{1}{\tau_e})C} \]  

where \( \beta, \mu \) and \( D \) denote the beta function, phase advance and dispersion at BPM and corrector locations marked as \( m \) and \( n \) respectively, in the given plane. \( Q \) is the integrated phase advance around the machine (synchrotron or storage ring) referred as the coherent beta tune of the machine. \( C \) is the circumference of the machine while \( \gamma \) is the Lorentz factor.

For a fixed lattice synchrotron, the parameters of Eq. [1] i.e. \( \beta, \mu \) and \( D \) depend solely on the spatial location of the BPMs and correctors, hence the ORM is referred to as the spatial model (fixed over time) of the system in the context of COFB system. Temporal response of BPM electronics, corrector magnets and their power supplies etc. can be represented in continuous frequency domain as a separate transfer function \( g(s)e^{-\tau_ds} \) (where \( s \) represents the Laplace domain variable and \( \tau_d \) is the pure delay in seconds) resulting in the total process model as \( G(s) = g(s)e^{-\tau_ds}R \) [3]. Here, it is assumed that all corrector magnets and BPMs have same temporal responses, respectively, which is a realistic assumption in most of the cases. The control system is implemented in “sample and hold” mode where the beam position is measured at discrete time steps \( \{ t = kT_s, k \in \mathbb{Z}^+ \} \) with \( T_s \) being the sampling time interval and the actuator (corrector magnets) inputs are held constant over the time interval \( t \in \{ kT_s, (k+1)T_s \} \).

The corresponding zero-order hold and sampled discrete-time model of \( g(s)e^{-\tau_ds} \) can be represented with the help of modified \( z \)-transform (ZM) as [3], [7], [8]

\[ g(z) = z^{-l}(z - 1)Z_m \left[ \frac{g(s)}{s} \right] \]  

where \( l \) is the smallest positive integer satisfying \( lT_s \geq \tau_d \) while \( g(s) \) is a first-order low pass filter of bandwidth \( a \) (rad/s) and is given as

\[ g(s) = \frac{a}{s + a} \]  

Consequently, the controller is also modelled as having two separate parts; temporal part \( k(z) \) as well as a spatial part such that the total model \( K(z) = k(z)R^\oplus \), where \( R^\oplus \) is the pseudo-inverse of \( R \). The closed-loop block diagram of such a feedback system is shown in Fig. 1. The subscript \( \Theta \) is used to distinguish the controller model ORM from the actual system ORM \( R \), as their relative discord is the main focus of this paper. The required corrector settings \( \Theta(z) \) for a given perturbed orbit vector \( \Delta w(z) \) are calculated as

\[ \Theta(z) = k(z)R^\oplus \Delta w(z) \]  

where \( \Delta w \) represents the transverse orbit displacement relative to design orbit in either plane (i.e. \( w \) is either \( x \) or \( y \)). Singular

![Fig. 1. Schematic of the digital closed orbit feedback system in the generic form. \( w_r \) is the reference orbit, \( \Delta w(z) \) is the error signal, \( \Theta(z) \) is the corrector settings, \( r(z) \) is the residual orbit and \( d(z) \) is the disturbance.](image-url)

\[ w_r = 0 \xrightarrow{\Delta w(z)} [k(z)R^\oplus] \Theta(z) \xrightarrow{g(z)R} w(z) \xrightarrow{r(z)} d(z) \]
To our knowledge, this is the first experimental demonstration of stability margins consistent with the simulation and experimental condition [21]. The motivation is to establish the theoretical limits in simulations and experiments. Instead of SGT, we focused on stability conditions from the small gain theorem (SGT) [19], [20] which yields a conservative stability criterion on orbit stability but is too tight in comparison to the observed variations [3]. In this paper, we show that the conservative ORM using the Tikhonov regularization [14] as an alternate to SVD resulting in a sparse representation for changing lattices. These special matrices will be utilized in this report for deriving exact relations due to their favourable properties.

A mismatch between the actual ORM of the synchrotron $R$ and its model used in the controller $R_\Theta$ can have a detrimental effect on the performance and the stability of the COFB system. The possible reasons for such a model mismatch fall into two broad categories: a) Uncertainty in the measurement of the orbit response matrix due to BPM and corrector calibration errors [12] or b) change in the orbit response matrix due to drift of the machine settings during operation [15], tune shift being the most popular one. Typical sources of tune shift include magnet current drifts during long storage of the beams, magnet gradient errors during the fast ramps [15], [16] and intensity-dependent tune shifts at higher beam intensities [17]. Our focus in this contribution is on the latter type since it cannot be improved by calibration and is generally less discussed in the literature. Further, ramping hadron synchrotrons such as SIS18 and SIS100 of the Facility of Antiproton and Ion Research (FAIR) have a variation of the ORM on the acceleration ramp by design along with an increase in beam rigidity during the acceleration cycle. These conditions pose additional challenges for the implementation of the COFB system and require a thorough study of the COFB robustness against the large spatial model mismatch. It is however important to note that, if the time scale of the ORM variation due to aforementioned effects is longer (an order of magnitude) than the delays and bandwidths of the temporal response of the BPMs and corrector magnets, the ORM can still be considered as a separate part $R$ in the total system model $G(s)$. Therefore the ORM variations are treated exclusively as the spatial model mismatch in this contribution.

The previous work reported on this topic has primarily focused on stability conditions from the small gain theorem (SGT) [19], [20] which yields a conservative stability criterion and then on the enhancement of the stability margins for higher-order modes of the ORM using the Tikhonov regularization [3]. In this paper, we show that the conservative stability margin yielded by SGT certainly ensures the closed orbit stability but is too tight in comparison to the observed limits in simulations and experiments. Instead of SGT, we have obtained the stability limits using spectral radius stability condition [21]. The motivation is to establish the theoretical stability margins consistent with the simulation and experimental results against the various sources of model mismatch. To our knowledge, this is the first experimental demonstration of the closed orbit stability limits due to the spatial model mismatch. Further the sensitivity of the feedback system to the lattice and control parameter variations is studied, in order to answer design questions like a) how many ORMs need to be updated in the controller during the on-ramp orbit correction when the machine ORM changes over time, b) variation of which lattice parameters is crucial e.g. tune (global lattice parameter) or beta function at the location of BPMs and correctors (local lattice parameter) (See Eq. [1]).

The orbit correction systems are divided into two temporal regimes, based upon the relative time scale of the correction rate (reciprocal of time step for update of controller output) and the dynamics of the system. For the slow feedback systems, the time step of orbit correction is at least an order of magnitude higher than than system delays and open-loop time constant (the time required to achieve 63.2% of the steady-state). Systems, where the correction rate is comparable to temporal dynamics are referred to here as the fast feedback systems. The performance of a COFB system against the spatial model mismatch is primarily evaluated by the correction ratio in the slow regime and system bandwidth in the fast regime. Correction ratio is the ratio of residual orbit to original orbit after one correction while bandwidth is characterized by the frequency range of effective orbit correction i.e. frequency of disturbances attenuation up to $-3\text{dB}$.

In the next sections, the spectral radius is presented along with a discussion on the relation between the instability thresholds predicted by the spectral radius and the SGT for the special case of circulant ORMs for the slow feedback regime. The measurements of spectral radius corresponding to the inherent model mismatch are also discussed. Following that, the spectral radius is calculated for typical model mismatch scenarios in GSI SIS18 [22]. The conclusions drawn from the calculations and simulations for SIS18 are verified experimentally at COSY FZJ [23]. The analysis is extended to the fast feedback regime where it is shown that the temporal bandwidth and the controller gains of the COFB system can be expressed as the functions of the spectral radius. Spectral radius is thus put forward as a general figure of merit for the optimal operation of the COFB systems in the presence of a model mismatch.

II. SPATIAL MODEL MISMATCH IN SLOW TEMPORAL REGIME

The slow temporal regime of orbit correction is a scenario where the temporal dynamics of the system (corrector magnets and their power supplies etc.) is fast enough to be ignored as compared to the rate of update of the controller output. An example is the correction of a static orbit distortion caused by a fixed non-oscillating magnet field error in a synchrotron. In this case, the sampling time $T_s$ can be selected in such a way that the effect of each controller output is fully settled and the system is in the steady-state before the next corrector input.

The orbit correction for low frequency perturbations with fast corrector magnets (having bandwidth an order of magnitude higher than frequency of interest) can also be categorized as slow regime of orbit correction.
The closed orbit feedback system in the slow regime is implemented in a way that the effect of corrector settings $\Theta_k$ calculated at a given time step $\{t = kT_s, k \in \mathbb{Z}^+\}$ corresponding to the perturbed orbit of previous time step $r_{k-1}$ is added to $r_{k-1}$ i.e.,

$$r_k = r_{k-1} + R\Theta_k$$

(5)

where $\Theta_k = -R^+_\Theta r_{k-1}$. Consequently $r_k$ can be written as

$$r_k = r_{k-1} - RR^+_\Theta r_{k-1} = \left(1 - RR^+_\Theta\right)r_{k-1}$$

(6)

Here, $I$ is the identity matrix of the size of $RR^+_\Theta$ which is a square matrix even if $R$ and $R^+_\Theta$ are rectangular matrices, since $r_k$ and $r_{k-1}$ are vectors of same dimension equal to the number of BPMs. Converting the difference Eq. 6 into $z$-domain, one obtains

$$r(z) = z^{-1}r(z) - z^{-1}RR^+_\Theta r(z)$$

(7)

Since $g(s) = 1$ and $\tau_d << T_s$ for slow regime, following Eq. 2 $g(z) = z^{-1}$ while $k(z) = 1$ and for a constant initial perturbation, the residual from previous time step acts as the disturbance to be removed at the current time step such that i.e. $d(z) = z^{-1}r(z)$. The corresponding block-diagram is shown in Fig. 2 for which Eq. 7 can be re-written as

Since $g(s) = 1$ and $\tau_d << T_s$ (for slow regime), following Eq. 2 $g(z) = z^{-1}$ and $k(z) = 1$ and for a constant initial perturbation, the residual from previous time step acts as the disturbance to be removed at the current time step such that i.e. $d(z) = z^{-1}r(z)$. The corresponding block-diagram is shown in Fig. 2 for which Eq. 7 can be re-written as

$$r(z) = d(z) - z^{-1}RR^+_\Theta r(z)$$

$$= \left[I + z^{-1}RR^+_\Theta\right]^{-1}d(z)$$

$$= [I + L]^{-1}d(z)$$

$$= \zeta(z)d(z)$$

(8)

The term $\zeta(z)$ is by definition the sensitivity function from disturbance to the output for the closed loop of a MIMO system where $L$ is the loop transfer function equal to the product of system and controller models.

From Eq. 8 the residual orbit after $k$ time steps with respect to initial perturbed orbit $r_{-1} = w_0$ can be written as,

$$r_k = \left(1 - RR^+_\Theta\right)^kw_0$$

(9)

It is evident from Eq. 9 that for the slow regime, the spatial model mismatch can be fully described by the following combined matrix structure referred to as “correction matrix”,

$$M = I - RR^+_\Theta$$

(10)

which will be a null matrix for a perfect model match i.e. for $R^+_\Theta = R$.

A. Stability criteria for the slow regime of COFB system

Equations [2] and [10] show that the matrix $M$ has to be a convergent matrix for the residual orbit to approach zero after subsequent time steps. The condition of convergence is given as

$$\rho(M) < 1$$

(11)

where $\rho(M)$ is known as the spectral radius of matrix $M$ and is defined as the largest absolute eigenvalue of $M$ (A.5.3 of [21]) as

$$\rho(M) = \max_i \{|\lambda_i|\}$$

Inequality [11] can be regarded as the general stability criteria for a COFB system in the slow regime against any source of spatial model mismatch as it depends only on the relative discord between $R$ and $R^+_\Theta$ and can be helpful to find the limits of optical parameter (e.g. tune) variations beyond which the correction will lead to the orbit divergence and the beam loss. It is important to mention that pseudo-inverse $R^+_\Theta$ in Eq. 9 is often truncated for numerical stability and for robust closed orbit correction, which leads to a reduction in the rank of $R^+_\Theta$. In this case, the matrix $R$ also needs to be equally truncated before the calculation of $\rho(M)$ which otherwise will be misleadingly equal to 1 because of the truncated modes of $R^+_\Theta$.

B. Comparison to small gain theorem

Typically, the small gain theorem (SGT) is used to find the stability margins of the COFB system [12], [20] which is a sufficient condition for the closed-loop stability but yields very stringent margins. SGT relies on expressing the uncertainty in the MIMO process model as a separate matrix in the structure shown in Fig. 3 where $\Delta$ is the uncertainty and the $T$ is the rest of the MIMO transfer function seen by the $\Delta$. The condition of stability given by SGT theorem for the interconnection of Fig. 3 is given as $||\Delta||_{\infty}||T||_{\infty} < 1$ where $|| \cdot ||_{\infty}$ is the $H_\infty$ norm (Sec. 4.10.2 of [21]). Here we make a theoretical comparison between SGT and spectral radius condition discussed in inequality [11] based upon following assumptions: 1) we consider circulant or block-circulant ORMs (a scenario which exists for FAIR synchrotrons and also some synchrotron light sources [14]) for which the spectral radius is equal to the $H_\infty$ norm i.e. the highest singular value $\bar{\sigma}$. 2)
we consider only the well conditioned ORMs for which the general inverse exists such that \( R_{\omega}R_{\omega}^T = I \). 3) we assume only the additive uncertainty in the ORM in order to deal with ORM errors arising from optical parameter variations e.g. tune and beta function. It is important to mention that these assumptions are required only for a clear comparison between two methods. The spectral radius condition itself holds also for non-adiabatic and non-symmetric ORMs as the matrix \( M \) is always a square matrix.

For errors of additive nature in ORM, the SGT based stability criterion has been worked out in \([20]\) and ignoring temporal part (i.e. taking \( T = R_{\omega}^T \), it is written as

\[
\bar{\sigma}(\Delta_R) < \frac{1}{\sigma(R_{\omega}^T)}
\]

where \( \Delta_R = R - R_{\omega} \) and \( \bar{\sigma} \) is the smallest singular value. The spectral radius stability condition shown in inequality \([11]\) can also be solved in a similar manner for circulant symmetric ORMs as,

\[
\rho(I - RR_{\omega}^T) = \rho(-\Delta_R R_{\omega}^T) = \rho(\Delta_R R_{\omega}^T) = \bar{\sigma}(\Delta_R R_{\omega}^T) < 1
\]

Using the singular value inequality \( \bar{\sigma}(A)\bar{\sigma}(B) \leq \bar{\sigma}(AB) \) (A.3.4 of \([21]\)),

\[
\bar{\sigma}(\Delta_R)\bar{\sigma}(R_{\omega}^T) < \bar{\sigma}(\Delta_R R_{\omega}^T) < 1
\]

\[
\bar{\sigma}(\Delta_R) < \frac{1}{\bar{\sigma}(R_{\omega}^T)}
\]

\[
\bar{\sigma}(\Delta_R) < \bar{\sigma}(R_{\omega})
\]

The highest allowed uncertainty is limited by the smallest singular value of the nominal ORM in case of SGT while the spectral radius condition yields a much higher margin i.e. of the highest singular value. The ratio between the two margins is exactly the condition number of the nominal ORM for the circulant symmetry case.

C. Measurement of the spectral radius

The \( ||M||_{\infty} \) norm of matrix \( M \) of Eq. 10 can be defined as (Sec. 3.3.2 of \([21]\))

\[
||M||_{\infty} = \text{max} \frac{||r_1||_2}{||w_0||_2} \geq \frac{r_{1,\text{RMS}}}{w_{0,\text{RMS}}} = \delta_1
\]

where \( || \cdot ||_2 \) is the Euclidean norm. For the circulant symmetry, \( \rho(M) = ||M||_{\infty} \) and the measured correction ratio can be related with \( \rho(M) \) as

\[
\rho(M) \geq \delta_1 \quad (15)
\]

For non-circulant ORMs, \( \rho(M) \leq ||M||_{\infty} \) (A.5.3 of \([21]\)) and the correction ratio is asymptotically related to \( \rho(M) \) by Gelfand’s formula \([25]\)

\[
\rho(M) = \lim_{k \to \infty} ||M^k||_{\infty}^{\frac{1}{k}}
\]

as

\[
\rho(M) \geq \lim_{k \to \infty} \frac{r_{1,k,\text{RMS}}}{r_{k,1,\text{RMS}}} = \lim_{k \to \infty} \delta_k 
\]

\[\delta_k \text{ defined as } ||x||_2 = \sqrt{x_1^2 + x_2^2 + \ldots + x_n^2}\]

In general, an approximation \( \rho(M) = \frac{r_{1,\text{RMS}}}{w_{0,\text{RMS}}} \) can be made if the largest effect of model mismatch is on the dominant mode in correction space. As discussed in the next sections, this is a reasonable approximation in practical situations.

III. Application to the SIS18 COFB System:

Simulations

The SIS18 synchrotron is used to accelerate a wide variety of ions (from protons to Uranium) to a variable range of energies and will serve as the booster ring to the SIS100 synchrotron of the FAIR facility \([26]\), \([27]\). A COFB system is under development at SIS18 which should operate from injection till extraction including the acceleration ramp \([13]\) for the beam quality preservation before injection into SIS100. Triplet focusing configuration is used at beam injection in order to keep the transverse machine acceptance large enough to accommodate multi-turn injection \([15]\). During the acceleration, triplet quadrupole strength is gradually minimized leaving only the doublet focusing by the end of acceleration ramp. The resulting quadrupole settings variation during a typical dipole magnets ramp (10 T/s) of SIS18 is shown in Fig. 4 (top) where the normalized quadrupole strengths \( (K_1 = \frac{1}{\beta_p \sigma_z^2} \text{ in } m^{-2}) \) of focusing, defocusing and triplet focusing quadrupole families are plotted. The triplet to doublet transition, results into a continuous ORM variation with time \([14]\) as evident from the variation of the highest singular values of the ORMs during the ramp plotted for both planes in Fig. 4 (bottom), although the design (set) tune remains the same. The singular values are calculated in MAD-X \([29]\) using the time-dependent quadrupole settings of the ramp. Further, tune shifts at injection in high current settings as well as on-ramp tune shifts \([28]\) caused by magnet gradient errors \([17]\) have
been observed experimentally. In this section, we calculate the spectral radius and simulate the correction ratio in MAD-X as a function of model mismatch of various sources to estimate instability thresholds of the SIS18 COFB system, in the slow feedback regime. The ideas are later extended to the fast feedback regime in section V.

A. Spectral radius and correction ratio due to on-ramp model variation

Figure 4 (bottom) shows that the ORM variation in x-plane is more prominent (≈ 45% of initial value) than that in y-plane (≈ 6%) for SIS18. In order to check the possibility of using a fixed-ORM based COFB system over the ramp, the spectral radius $\rho(M)$ defined between the ORMs $R(t)$ at each time step of the ramp (10 T/s) and the nominal ORM $R_0$ corresponding to the injection settings is given as

$$\rho(M(t)) = \rho(I - R(t)R_0^\dagger)$$  \hspace{1cm} (17)

The result of Eq. (17) is plotted in Fig. 5 for both planes (red for x-plane and black for y-plane). The simulated correction ratio $\delta_1 = \frac{\Delta \rho}{\Delta \rho_{\text{rms}}}$ is also plotted in Fig. 5 as a function of time (blue for x-plane and green for y-plane). The dots in the plots comprises of the mean RMS of the Gaussian distribution of 1000 corrected orbits at each time step while the error bar represents the standard deviation. The initial perturbed orbits were obtained by random misalignment of all 24 focusing and defocusing quadrupoles of SIS18. The details of the simulation strategy are discussed in detail in [15]. In the comparison of correction ratio to the $\rho(M(t))$, one can see that the mean value of the first iteration residual increases in a direct proportionality to the $\rho(M)$ (according to inequality [15]) with the increase of model mismatch in both planes confirming that $\rho(M)$ is a practical figure of merit for quantifying the spatial model mismatch. Anyhow, a few orbits in x-plane have correction ratio larger than $\rho(M)$ (at the edge of standard deviation) which is a consequence of slight deviation from circulant symmetry in this plane while a pure circulant symmetry exists in the y-plane. The correction ratio is further simulated in x-plane over successive iterations of orbit correction as $\delta_k$ for a fixed model mismatch at 80 ms of the ramp where $\rho(M) = 0.544$. The resultant $\delta_k$ is plotted in Fig. 6 for the first 7 iterations after which the residual reaches to the noise level. One can see that the correction ratio of all simulated orbits is less than $\rho(M)$ asymptotically as predicted by inequality [16] for non-circulant ORMs. Moreover, the simulations suggest that the SIS18 COFB should never be unstable in the slow regime, because of the on-ramp spatial model mismatch for both planes. The only difference is that more ORMs will be needed to be updated in the x-plane in comparison to the y-plane, to achieve a comparable orbit correction in both planes.

B. Intensity dependent tune shift

The intensity-dependent tune shift can be modelled as the image charge effect of the vacuum chambers around the beam [30]. It is simulated in MAD-X by replacing all the drift regions in SIS18 with weak defocusing quadrupoles in y-plane and the same quadrupole strength is added to the strengths of already present quadrupole families resulting in a weak defocusing force throughout the synchrotron. As a result, we calculate the $\rho(M(\Delta Q))$ similar to that defined in Eq. (17) where $R(t)$ is replaced by $R(\Delta Q)$ corresponding to image charge tune shifts for the vertical plane of SIS18. $\sigma(\Delta Q)$ (discussed in Eq. [13]) quantifies the relative deviation of the singular values corresponding to the dominant (tune) modes of $R_0$ and $R$. This implies that the allowed uncertainty in the ORM for a stable COFB will depend upon the initial value of the tune and the direction of the tune shift towards or away from the integer value. This is due to the fact that the singular values have different growth rate when the tune moves towards (faster) or away (slower) from the integer value. In order to confirm this, three working points $Q_{y0} = 3.287, 3.150$ and
threshold is reached with a negative tune shift of only -0.0782 while for the \( Q_{y0} = 3.77 \) even a negative tune shift of -0.180 makes \( \rho(M) = 0.43 \) (far from instability threshold of 1). On the other hand, \( \rho(M) \) crosses the instability threshold for a small positive tune shift for \( Q_{y0} = 3.77 \). Furthermore, a fixed tune shift of -0.079 is selected for all three above mentioned initial tunes and the orbit correction over many time steps is simulated in MAD-X for the slow regime of SIS18. The corrector settings for each time step \( k \) are calculated as \( \Theta_k = \Theta_{k-1} - R_{y0}^+ y_k \) where \( R_{y0}^+ \) is the pseudo-inverse of ORM corresponding to initial tune while the actual machine tune in MAD-X is \( Q_{y0} = 0.079 \) for each case. The RMS values of the resultant closed orbits over each time step are plotted in Fig. 8 where \( k = 0 \) corresponds to the initial perturbed orbits. One can see that the orbit correction is unstable for the case of initial tune \( Q_{y0} = 3.15 \) in agreement with \( \rho(M) > 1 \) for \( \Delta Q = -0.079 \), as evident in Fig. 7. For the other two cases, where the \( \rho(M) \) is less than 1, the closed orbit necessarily converges to zero with the required number of time steps being proportional to the magnitude of \( \rho(M) \). These calculations confirm that it is not only the magnitude of the tune shift that defines the instability threshold of the COFB system but also the direction towards or away from the integer value. Tune shifts away from the integer value ensure the COFB system stability. It is important to mention that COFB system instabilities due to spatial model mismatch are discussed for scenarios when the machine is itself stable against tune resonances.

### C. Beta beating

Beta beating is another source of model error that can vary the ORM of the machine. It is the deviation of the beta function from its periodic values caused by the localized quadrupole field errors in a synchrotron and is defined for random field errors \( \Delta K_i \) as Eq. 3:

\[
\Delta \beta(l_0) = \frac{\beta_0}{2\sin(2\pi Q)} \sum_i \int_0^L \Delta K_i \beta_i(l) \ \cos\left(2(\mu(l) - \mu_0) - 2\pi Q\right) dl
\]

while the corresponding tune variation is

\[
\Delta Q = \frac{1}{4\pi} \sum_i \int_0^L \Delta K_i \beta_i(l) dl
\]

Here \( L \) is the length of the quadrupole and \( l \) is the longitudinal coordinate of the synchrotron. The other parameters are already defined in sec. 4. Figure 9 (top) shows the simulations for \( \beta \)-plane of \( \rho(M(\Delta Q)) \) using \( R_{y0} \) corresponding to zero beta beating and \( Q_{y0} = 3.287 \) for a range of beta beating up to 125\% generated by random distribution of quadrupole field errors in MAD-X. One can see that the orbit correction with a wrong model, can lead to instability (\( \rho(M) > 1 \)) even for 67\% of peak-peak beta beating (black stars in Fig. 9) and on the other hand, can converge (\( \rho(M) < 1 \)) even for more than 100\% of peak-peak beta beating. This observation is explained in Fig. 9 (bottom) where \( \rho(M) \) is plotted as a function of tune shift. The \( \rho(M) \) is larger than 1 only for negative tune shifts. The reason is that the negative tune shift takes the working point of the machine (in MAD-X) closer to the integer value as also discussed in the previous subsection. This assertion is confirmed by adjusting the unperturbed vertical tune at \( Q_{y0} = 3.77 \) so that for positive tune shifts, the working point moves towards the integer value (contrary to previous case). Figure 10 shows the corresponding \( \rho(M) \) as function of both beta beating and tune shift. The behavior is similar to the previous case but mirrored with respect to tune shift. Thus we conclude, that the magnitude of beta beating itself does not play a large role in context of orbit correction but only when
accompanied by the tune shift towards the integer value, beta beating can lead to orbit instability.

IV. Experiments at COSY FZJ

Some of the conclusions drawn in sec. III were experimentally verified at the COFB system of proton Cooler Synchrotron at Forschungzentrum Jülich (FZJ). The correction time for the operational COFB system is $T_s = 2\text{s}$ and therefore, it can be regarded as a slow feedback system with temporal characteristics of the power supplies and BPMs ignored. The on-ramp ORM variation and artificially introduced tune shift were used as the sources of model mismatch. By default, the singular values of the ORM in the controller having magnitude below the 10% of the highest singular value were truncated.

A. Vertical tune variation

As concluded in sec. III-B, it is not only the magnitude of the tune shift but its direction towards or away from integer tune that defines the instability threshold of the COFB system. In order to verify this experimentally, the machine settings of COSY corresponding to the vertical tune of $Q_{y,0} = 3.62$ were fixed while the ORMs were updated in the feedback system for a range of tune values from 3.53 to 4.16. The resultant measured correction ratio ($\delta_1 = \frac{r_{1,\text{RMS}}}{\Delta Q_{y,\text{RMS}}}$) is plotted in Fig. 11 (top). One can see that the correction ratio increases as the tune moves towards the integer value. Figure 11 (bottom) shows the corresponding calculated $\rho(M)$ in blue which is largely different from measured correction ratio primarily around $\Delta Q_y = 0$ showing an inherent model mismatch between the actual (unknown) model $R_X$ and the best known (measured) model $R$ of the machine. Since $R$ is the known model in this case, we can condition it before pseudo-inversion by $\text{SVD}$ that $RR^T = I$. Such a model mismatch can be associated to the corrector calibration errors resulting in a multiplicative uncertainty such that $R'_X = (1 + \Delta R)R$. The effect of such an inherent model mismatch can be excluded from simulations using the measured correction ratio for $\Delta Q_y = 0$. Let us call it $r'_1$

$$r'_1 = \left( I - R_X R'^T \right) w_0$$

$$r'_1 = -\Delta R w_0$$

The effect of intentionally varied model $R_{\theta}$ (controller model) on the residual $r_1$ with respect to the actual ORM $R_X$ can be written as

$$r_1 = \left( I - R_X R_\theta^+ \right) w_0$$

$$r_1 = \left( M - \Delta R \left( 1 - M \right) \right) w_0$$

where $M = (I - RR_\theta^+)$. Using inequality 15 and the triangular inequalities of matrix norm ($||A + B|| \leq ||A|| + ||B||$ and $||AB|| \leq ||A|| : ||B||$) the correction ratio can be deduced from Eq. 21 as

$$\frac{r_{1,\text{RMS}}}{w_{0,\text{RMS}}} \leq \rho(M) + \frac{r'_{1,\text{RMS}}}{w_{0,\text{RMS}}} \left( 1 - \rho(M) \right)$$

The right-hand side of inequality Equation 22 is plotted in red in Fig. 11 (bottom) in order to match the experimentally measured correction ratio. Figure 12 shows the closed orbit RMS over a number of time steps for specific tune values. Even up to a very large tune shift ($Q_y = 3.97$), the COFB system is stable since $\rho(M)$ is still less than 1 (Fig. 11 bottom). For the tune shifts $Q_y > 4$, the $\rho(M) > 1$ and the COFB system gets unstable as seen by the increasing residual over successive time steps in Fig. 12 resulting in the beam loss.
B. On-ramp ORM variation

Orbit corrections were performed in both planes at injection, mid-ramp and extraction energies using only the ORM corresponding to the extraction settings. The temporal evolution of the closed orbit RMS is plotted as the function of time steps in Fig. 13 (top) for x-plane and (bottom) for y-plane for all three machine settings. One can see that the residual after the first time step as well as the number of correction steps required for the orbit convergence increase with the increased model mismatch. In all three cases, closed orbit converges to a minimum, confirming that the COFB system stability is ensured if the correction ratio is less than 1, in agreement with the spectral radius stability condition of inequality 11.

Two observations can be made concerning the residual orbit. 1) A residual orbit remains after the first correction step even at extraction due to the inherent model mismatch, as discussed in the previous subsection. 2) The residual orbit over successive correction steps converges to different values for the injection, mid ramp and extraction. This is most likely due to the change in orbit pattern and a different coupling to the truncated SVD modes in $R_\Theta$ in each of those cases.

V. TEMPORAL RESPONSE WITH MODEL MISMATCH

In deriving the stability condition in the slow feedback regime i.e. inequality 11 we had ignored the temporal parts of the system and the controller. Here, we extend the treatment to the fast regime where the system dynamics plays a role in the performance of the COFB system. The notion of the required number of discrete time steps for orbit convergence in slow regime can be exchanged with the closed-loop bandwidth for the fast regime. This is intuitive in a way that larger the value of $\rho(M)$, higher is the residual $r_1$ after first orbit correction and more time steps or longer time constant is required for the convergence of the closed orbit. The longer time constant is equivalent to the reduction of the achievable bandwidth of the COFB system for the attenuation of the dynamic orbit errors.

Referred to Fig. 11 the sensitivity function from disturbance to output is used for describing the bandwidth and the loop transfer function and complementary sensitivity function for the closed loop are used for determining the stability margins of the COFB system, in this section. The standard sensitivity function $\zeta(z)$ [21] for our system can be written by definition as

$$\zeta(z) = \left[ I + g(z)Rk(z)R^+ R_\Theta \right]^{-1}$$

The matrix $M$ appears in the temporal sensitivity function in order to affect the achievable bandwidth. Eq. 23 is a general equation of sensitivity function which can be solved for each mode of the ORM and for any controller $k(z)$. Hereon we calculate the sensitivity functions $\zeta_\rho(s)$ corresponding to the highest eigenvalue i.e. $\rho(M)$ in order to demonstrate the largest effect of model mismatch on the bandwidth, since all other eigenvalues will be smaller than $\rho(M)$. In other words, we are approximating the MIMO system with a SISO system for
by equating the function \( g(z)k(z) \) of Eq. 24 to the low pass filter \( Z(z) \) (following the literature \[33\]) and is given as

\[
k(z) = [g(z)]^{-1} \frac{Z(z)}{1 - Z(z)} \quad (26)
\]

IMC-based controller can also be approximated as classical PI controller for the first order systems \[34, 35\]. Using Eqs. 25 and 26 the \( \rho(M) \)-dependent sensitivity function of Eq. 24 can be written as,

\[
\zeta_\rho(z) = \frac{1 - Z(z)}{1 - \rho(M)Z(z)} \quad (27)
\]

The corresponding loop transfer function \( L_\rho(z) \) can be calculated from its following relation to the sensitivity function

\[
L_\rho(z) = \frac{1 - \zeta_\rho(z)}{\zeta_\rho(z)} \quad (28)
\]

where the comparison of Eq. 27 and 28 yields

\[
L_\rho(z) = \frac{Z(z)(1 - \rho(M))}{1 - Z(z)} = L_{(\rho=0)}(z)(1 - \rho(M)) \quad (29)
\]

where \( L_{(\rho=0)}(z) \) is the loop transfer function when the spatial models of system and controller cancel each other i.e.

\[
L_{(\rho=0)}(z) = g(z)k(z) \quad (30)
\]

Comparison of Eqs. 29 and 30 yields the \( \rho(M) \)-dependence of the controller parameters as,

\[
k_\rho(z) = k(z)(1 - \rho(M)) \quad (31)
\]

with reference to \( k(z) \), the controller corresponding to \( \rho(M) = 0 \).

### A. Temporal bandwidth

The sensitivity function \( \zeta_\rho(z) \) defined in Eq. 27 is plotted for a range of \( 0 < \rho(M) < 1 \) for a low pass filter \( Z(z) = z^{-1} \) calculated for the bandwidth of 850 Hz, \( \tau_d = 100 \mu s \) and \( T_s = 100 \mu s \) in Fig. 14 (top). One can see that there is no disturbance rejection for \( \rho(M) = 1 \). The bandwidth decreases with the increase of \( \rho(M) \) up to 1 as plotted in Fig. 14 (bottom in red). For a comparison, the bandwidth vs. temporal delay in a range of \( \tau_d = 100 \mu s - 700 \mu s \) in Eq. 27 for a fixed \( \rho(M) = 0 \) is also plotted in blue in Fig. 14. It is evident that the spatial model mismatch has detrimental effect on the achievable bandwidth of the COFB system for the disturbance rejection. The nature of this bandwidth reduction is different in comparison to the pure delay. There is a weak reduction in bandwidth when \( \rho(M) \) moves from 0 to 0.2, and the effect is much sharper when \( \rho(M) \) approaches unity. These results are very helpful to decide the required ORM update rate in the COFB controller for a variable optics machine e.g. for the on-ramp orbit correction in booster rings. For a given dynamical system and for the required bandwidth, one can calculate the allowed range of \( \rho(M) \) using Eq. 27 which can be kept below a certain threshold by updating the \( R_0^+ \) in the controller after appropriate time steps.
Fig. 14. Top: Plot of sensitivity function of internal model controller (IMC) vs. frequency for various values of $\rho(M)$ between 0 and 1. Bottom: Reduction in the cut-off frequency as a function of $\rho(M)$ (lower x-axis) and delay (upper x-axis).

B. Closed-loop stability

Equation [29] suggests that for the fast regime of the orbit correction, $\rho(M) > 1$ will change the sign of the controller gains resulting in the closed-loop instability. This is regardless of the dynamics of the system and the parameters of the controller and is consistent to the instability condition of slow regime given in inequality [11].

Eq. [31] provides precious information about the required controller parameter variation for a COFB system where the machine optics changes over time but the ORM is not updated accordingly i.e. $\rho(M)$ increases over time from 0 to 1. In this case, the controller parameters are needed to be scaled with $(1 - \rho(M))$ relative to the controller parameters corresponding to $\rho(M) = 0$.

In order to demonstrate the need of such a scaling, three systems are taken with bandwidth of 850 Hz and delays $\tau_d = 200, 400$ and 600 $\mu$s. The PI controllers for $\rho(M) = 0$ are designed using IMC-tuning [34] and the poles of the complementary sensitivity function $T_\rho(z) = \frac{L_\rho(z)}{1 + L_\rho(z)}$ are calculated as a function of $\rho(M)$ while keeping the controller parameters fixed corresponding to $\rho(M) = 0$. Fig. [15] shows the dominant pole positions of $T_\rho(z)$ on the complex plane for all three systems. The poles move from inside to the outside (unstable region) of unit circle defined for $|z| = 1$ with an increase of $\rho(M)$ for all three cases whereas the cross-over value of $\rho(M)$ depends upon the dynamics (delays in this case) of the system.

These simulations show that the COFB can become unstable if the magnitude of the model mismatch is not properly investigated along with the system dynamics and should be taken into account of the controller parameters in order to run the COFB system in the fixed-ORM mode when the machine optics varies over time. The use of the controller gains corresponding to the $\rho(M) = 0$ can lead to the system instability at a characteristic frequency defined by the dynamics of the system. The conclusions drawn from this study have been helpful in the first beam-based test of the fast COFB system of SIS18 in the x-plane [36]. It is important to mention that the instability predicted for $\rho(M) < 1$ in Fig. [15] is not in contradiction to the condition of inequality [11] which is defined for the slow regime where the dynamics of the system can be ignored and there is no need of scaling of the controller parameters. One can see that the threshold of $\rho(M)$ in Fig. [15] moves towards 1 as the delay of the system decreases relative to the sampling time $T_s = 100$ $\mu$s. On the other hand, if the controller parameters are scaled according to Eq. [31] as a function of model mismatch in the fast regime, the COFB instability due to the model mismatch will occur only for $\rho(M) > 1$, resulting in the identical condition for instability for both slow and fast regimes.

VI. SUMMARY AND CONCLUSIONS

In this paper, the effect of spatial model mismatch on the stability and the performance of the COFB systems is inves-
tigated for the slow and the fast regimes of orbit correction, separately. In the slow regime, the temporal dynamics of the system can be ignored in comparison to the low rate of orbit correction and the closed-loop response depends only on the orbit response matrices of the controller and the system. For this regime, the spectral radius condition of stability is defined for the correction matrix $\mathbf{M}$ which yields a higher and practical stability margin in comparison to the previously used small gain theorem, against the spatial model mismatch. It is shown that the stability margins yielded by the two conditions can be related through the condition number of the nominal (controller) ORM, with exact equality for the circulant symmetry. A relation of the spectral radius $\rho(\mathbf{M})$ with the correction ratio is also discussed. The spectral radius is calculated for various sources of model mismatch in SIS18 in order to obtain hints for the optimal design of a COFB system. For on-ramp ORM variation due to triplet to doublet quadrupole transition, it is shown with the help of simulations in MAD-X that the defined spectral radius is a practical figure of merit for quantifying the spatial model mismatch. The simulations predicted that SIS18 COFB system will not be unstable even for the maximum on-ramp model mismatch for the slow regime of operation in both planes. The calculations of spectral radius are also performed for intensity-dependent tune shift and the beta-beating in SIS18. It is shown that the spectral radius is related to the magnitude of the tune shift and more sensitive in the direction towards the integer value of tune, and hence the instability threshold to spatial model mismatch depends on the working point. Further, it is found that beta beating itself is not a crucial source of model mismatch unless accompanied by a tune shift towards an integer value. The conclusions drawn from the calculations and simulations for SIS18 were experimentally verified at COSY FZJ where the closed orbit is made unstable with artificially induced tune shift-based model mismatch. The observed instability threshold is in agreement with the instability threshold predicted by the spectral radius condition. These result from the slow regime are extended to the fast feedback regime also accounting for closed-loop dynamics. It is found that the spectral radius condition defines the stability condition of the fast COFB system for a given temporal system model. The controller settings must be scaled with $\rho(\mathbf{M})$ for a fixed-ORM mode of the COFB system for a variable optics machine, in order to ensure the closed-loop stability. The achievable system bandwidth can be calculated from $\rho(\mathbf{M})$ and in order to achieve a required bandwidth, $\rho(\mathbf{M})$ can be controlled by the appropriate updating of the ORM in the controller of the COFB system. In nutshell, a single measurable parameter, i.e. spectral radius of the correction matrix $\mathbf{M}$ quantifying the model mismatch is enough for predicting the residual orbit, bandwidth reduction and the stability criteria in terms of controller parameters for the feedback system in consistency with the practical limits.
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