Soliton interactions and Yang–Baxter maps for the complex coupled short-pulse equation
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Abstract
The complex coupled short-pulse equation (ccSPE) describes the propagation of ultrashort optical pulses in nonlinear birefringent fibers. The system admits a variety of vector soliton solutions: fundamental solitons, fundamental breathers, composite breathers (generic or nongeneric), as well as so-called self-symmetric composite solitons. In this work, we use the dressing method and the Darboux matrices corresponding to the various types of solitons to investigate soliton interactions in the focusing ccSPE. The study combines refactorization problems on generators of certain rational loop groups, and long-time asymptotics of these generators, as well as the main refactorization theorem for the dressing factors that leads to the Yang–Baxter property for the refactorization map and the vector soliton interactions. Among the results obtained in this paper, we derive explicit formulas for the polarization shift of fundamental solitons that are the analog of the well-known formulas for the interaction of vector solitons in the Manakov system. Our study also reveals that upon interacting with a fundamental breather, a fundamental soliton becomes a fundamental breather and, conversely, that the interaction of two fundamental breathers generically yields two fundamental breathers with a polarization shifts, but may also result into a fundamental soliton and a...
fundamental breather. Explicit formulas for the coefficients that characterize the fundamental breathers, as well as for their polarization vectors are obtained. The interactions of other types of solitons are also derived and discussed in detail and illustrated with plots. New Yang–Baxter maps are obtained in the process.
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1 | INTRODUCTION

Mathematical models of nonlinear wave propagation can often be reduced to a class of nonlinear partial differential equations known as integrable systems. One of the most widely studied integrable systems is the nonlinear Schrödinger (NLS) equation, which in the last 50 years has been shown to be a universal model for weakly dispersive nonlinear wave trains, with physical applications ranging from deep water waves, plasma physics, and nonlinear optics, to magneto-static spin waves, low temperature physics, and Bose–Einstein condensation. On the other hand, the propagation of ultrashort optical pulses (width $\sim 10^{-15}$ s and much smaller than the carrier frequency) in nonlinear media is better described by the so-called “complex short-pulse” equation (cSPE):

$$u_{xt} = u + \frac{\sigma}{2} (|u|^2 u_x)_x, \quad \sigma = \pm 1,$$

(1)

where $u = u(x,t)$ is a complex function representing the electric field associated with the propagating optical pulse. The cSPE was introduced relatively recently in [1], and like NLS, the sign of $\sigma$ distinguishes the two dispersion regimes ($\sigma = 1$ corresponding to the anomalous dispersion regime, or focusing cSPE, and $\sigma = -1$ to normal dispersion, or defocusing cSPE). If one restricts $u(x,t)$ to be a real function (representing, in this case, the magnitude of the electric field), the above equation reduces to the (real) SPE, which was originally introduced in the context of differential geometry, and was later derived as a model for the propagation of ultrashort pulses in nonlinear silica optics. Equations of short-pulse type:

$$Q_{xt} = 4iQ - 2i(RQQ_x)_x, \quad R_{xt} = 4iR - 2i(QRR_x)_x$$

were obtained in the earlier works through the negative Wadati–Konno–Ichikawa flow. These equations reduce to (1) for $R = -\sigma Q^*$ but with a complex time $t = 4i\tau$.

A key feature of the SPE and the cSPE is that, in addition to standard smooth solitons, both admit loop soliton solutions, which are not single-valued, and “cuspons,” and also solutions that oscillate between single- and multivalued states. For applications to birefringent fibers, two orthogonally polarized modes have to be considered, and in analogy to the Manakov system, which is the extension of the NLS equation to two components, several generalizations of the SPE were proposed in the literature for the propagation of polarized ultrashort pulse in anisotropic media. While there is a sizeable amount of literature on the SPE, on its two- and multicomponent
generalizations and discretization (see Refs. 5–9, 12–32), the study of the cSPE and of its vector version, the complex coupled SPE (ccSPE) also introduced in Ref. [1], namely:

$$\mathbf{u}_{xt} = \mathbf{u} + \frac{\sigma}{2} (||\mathbf{u}||^2 \mathbf{u}_x)_x, \quad \mathbf{u} = (u_1, u_2)^T, \quad \sigma = \pm 1,$$

where $\mathbf{u}(x, t)$ is a two-component complex vector function and $\sigma$ again distinguishes between the focusing and defocusing equations, which is obviously much more recent and less extensive. Like NLS and the Manakov system, the defocusing cSPE and ccSPE only admit dark solitons, that is, solitons on a nonzero background. Soliton solutions for the focusing cSPE equation have been constructed in Refs. [1, 33–37], and dark soliton solutions of the defocusing cSPE have been obtained in Refs. [38, 39]. The inverse scattering transform (IST) to solve the initial-value problem for the focusing cSPE equation was developed in Ref. [40], and the long-time asymptotic behavior was analyzed in Ref. [41]. As to the focusing ccSPE, several types of solutions were presented in Refs. [42–45], and the IST was developed in Ref. [46].

The main goal of this work is to study interactions of vector solitons of the focusing ccSPE. It is known [47,48] that the interactions between solitons in the Manakov model, or more generally vector NLS, give rise to maps on their polarization vectors that provide solutions of the set-theoretical Yang–Baxter (YB) equation. In this context and also in the context of discrete integrable systems, such maps are known as YB maps. They arise in a much larger variety of contexts, and we refer the interested reader to [51] for an overview of various key areas where the set-theoretical YB equation (and its companion, the set-theoretical reflection equation [47,52]) can arise. From the point of view of soliton dynamics, such maps ensure that multicomponent soliton interactions are elastic and that the scattering of a multisoliton solution factorizes consistently into a succession of two-soliton interactions. This is a well-known key feature of scalar solitons, but it is more intricate to derive in the multicomponent case. Nevertheless, the interplay between multicomponent integrable equations and YB maps is well documented and finds its roots in the refactorization properties appearing in the underlying dressing method. This was used extensively, for example, in Ref. [47]. In this paper, we investigate YB maps for the focusing ccSPE, and use them to unravel the nature of the corresponding soliton interactions. An essential new feature compared to the vector NLS case is the variety of possible one-soliton solution that the model admits: fundamental solitons, fundamental breathers, composite breathers (generic or nongeneric), as well as so-called self-symmetric solitons. In a first instance, by considering the interaction of two fundamental solitons, we derive a formula analogous to Manakov’s result for the polarization shift of interacting vector NLS solitons. This gives a first example of the YB maps involved in ccSPE. To get the full picture, we take advantage of the ideas illustrated above, and classify the possible dressing factors creating those various types of solitons. We then derive the “master” YB map arising from the refactorization of the most general elementary dressing factors. Combining this with a long-time asymptotic analysis of all the possible two-soliton solutions yields the various maps on the polarizations of the solitons. All of them enjoy the YB property, being derived from the “master” YB map, but take on different explicit forms.

For the rest of this work, we restrict our attention to the focusing ccSPE (so we assume $\sigma = 1$, and simply refer to Equation (2) with $\sigma = 1$ as the ccSPE), and consider solutions that are rapidly decaying as $|x| \to \infty$. The structure of the paper is as follows. In Section 2, we give a brief overview of the IST for the ccSPE as developed in Ref. [46], and of its one-soliton solutions, which include fundamental solitons, fundamental breathers, and composite breathers, depending on the rank and structure of the norming constant associated with the soliton. We also discuss in detail the
case of self-symmetric discrete eigenvalues, and derive the explicit expression of a self-symmetric soliton. In Section 3, we discuss the reductions of the ccSPE to the case of real solutions. In Section 4, we provide the explicit expressions of the (matrix) transmission coefficients corresponding to a 1-fundamental soliton solution, a 1-fundamental breather solution, and a 1-self-symmetric soliton solution. In Section 5, we use Manakov’s method to investigate the pairwise interactions of two fundamental solitons, and also the interaction of self-symmetric solitons. Section 6 reviews the main idea of the dressing method and the notion of dressing factors (or Darboux–Bäcklund matrices), as well as the main refactorization theorem for such dressing factors that leads to the YB property for the refactorization map. It also contains the classification of the elementary dressing factors necessary to build the three types of solitons in the ccSPE, as well as their various degenerations. Finally, the long-time analysis of various two-soliton solutions leads to the derivation of the various YB maps on the polarization vectors of the solitons. Our study reveals that upon interacting with a fundamental breather, a fundamental soliton becomes a fundamental breather and, conversely, that the interaction of two fundamental breathers generically yields two fundamental breathers with a polarization shifts, but may also result into a fundamental soliton and a fundamental breather. Explicit formulas for the coefficients that characterize the fundamental breathers, as well as for their polarization vectors are obtained. The interactions of other types of solitons are also discussed in detail and illustrated with plots. Finally, Appendices A–E provide more technical details regarding the derivation of the explicit expression of the analytic scattering coefficients in various cases, hodograph transformation, and exact two-soliton solutions.

2 | OVERVIEW OF THE IST AND ONE-SOLITON SOLUTIONS

Below, we give a succinct overview of the IST for the ccSPE as developed in Ref. [46]. The ccSPE (2) with \( \sigma = 1 \) possess the following Lax pair:

\[
\Phi_x = X \Phi = \begin{pmatrix} -ikI_2 & kU_x \\ -kV_x & ikI_2 \end{pmatrix} \Phi,
\]

\[
\Phi_t = T \Phi = \begin{pmatrix} i/4kI_2 - i/2kUV & -i/2(U + 1/2kUVU_x) \\ -i/2V - 1/2kVUV_x & -i/4kI_2 + i/2kVU \end{pmatrix} \Phi,
\]

where the matrices \( U \) and \( V \) are given by

\[
U = \begin{pmatrix} -iu_1 & -iu_2 \\ iu_2 & -iu_1 \end{pmatrix}, \quad V = U^*,
\]

and \( I_n \) denotes the \( n \times n \) identity matrix. In Ref. [46], the gauge transformation

\[
\Phi(x, t, k) = P^\dagger(x, t)\Phi(x, t, k),
\]

with \( P \) chosen so that it diagonalizes the matrix \( iX/k \), namely,

\[
P = p \begin{pmatrix} I_2 & -\alpha \\ \alpha^* & I_2 \end{pmatrix}, \quad p^2 = 1 + q, \quad q = \sqrt{1 + ||u_x||^2}, \quad \alpha = \frac{iU_x}{1 + q},
\]

\(2\)
was used to control the behavior of the eigenfunctions at \( k = 0 \) and \( k = \infty \). Indeed, with such a choice for \( P \), the gauge transformation (5) reduces the Lax pair (3) to

\[
\Phi_x + Q_x \Phi = X \Phi, \quad \Phi_t + Q_t \Phi = T \Phi,
\]

where

\[
Q_x = ikq \Sigma_3, \quad Q_t = \begin{pmatrix}
\frac{1}{4ik} + \frac{i}{2} kq ||u||^2 & \frac{iq}{2q(1+q)}
\end{pmatrix} \Sigma_3, \quad \Sigma_3 = \text{diag}(I_2, -I_2), \tag{8a}
\]

\[
X = \begin{pmatrix}
\frac{1}{2(1+q)} q_x I_2 - \frac{1}{2q(1+q)} U_x V_{xx} & \frac{i}{2q} U_{xx} - \frac{i q_x}{2q(1+q)} U_x \\
\frac{i}{2q} V_{xx} - \frac{i q_x}{2q(1+q)} V_x & -\frac{1}{2(1+q)} q_x I_2 + \frac{1}{2q(1+q)} V_{xx} U_x
\end{pmatrix}, \tag{8b}
\]

\[
\hat{T} = \frac{i}{4kq} \begin{pmatrix}
(1-q)I_2 & -iU_x \\
iV_x & -(1-q)I_2
\end{pmatrix}
\]

\[
+ \frac{p^2}{2} \begin{pmatrix}
(\alpha_i \alpha_i^\dagger - \alpha_i^\dagger \alpha_i) - i(U \alpha_i^\dagger + \alpha V) & 2\alpha_t - iU + i\alpha V \alpha \\
-2\alpha_t^\dagger - iV + i\alpha^\dagger U \alpha^\dagger & (\alpha_i^\dagger \alpha - \alpha_i^\dagger \alpha_i) + i(\alpha_i^\dagger U + V \alpha)
\end{pmatrix}. \tag{8c}
\]

Equations (8a) can be integrated explicitly, giving

\[
Q(x, t) = i \theta(x, t, k) \Sigma_3
\]

where

\[
\theta(x, t, k) = k \xi(x, t) - t/4k, \quad \xi(x, t) = x - \int_x^\infty \left( \sqrt{1 + ||u_y||^2} - 1 \right) dy. \tag{9}
\]

Then, under the assumption \( U(x, t) \to 0 \) sufficiently rapidly as \( x \to \pm \infty \), one can show that \( \hat{X}, \hat{T} \to 0 \) in these limits and hence define the Jost eigenfunctions

\[
\Phi_{\pm}(x, t, k) = (\Phi_{\pm,1}(x, t, k), \Phi_{\pm,2}(x, t, k)) \sim I_4 e^{-i\theta(x, t, k) \Sigma_3}, \quad x \to \pm \infty, \tag{10}
\]

as simultaneous solutions of the Lax pair (7). It is convenient to consider modified eigenfunctions with constant asymptotic behavior

\[
M_{\pm}(x, t, k) = (M_{\pm,1}(x, t, k), M_{\pm,2}(x, t, k)) = \Phi_{\pm}(x, t, k) e^{i\theta(x, t, k) \Sigma_3} \sim I_4, \quad x \to \pm \infty, \tag{11}
\]

and one can prove that the \( 4 \times 2 \) columns \( M_{-,1}, M_{+,2} \) are analytic for \( k \in \mathbb{C}^+ \) and continuous for \( k \in \mathbb{R} \), and the columns \( M_{+,1}, M_{-,2} \) are analytic for \( k \in \mathbb{C}^- \) and continuous for \( k \in \mathbb{R} \). Since \( \Phi_+ \) and \( \Phi_- \) are two fundamental solutions of the Lax pair for any \( k \in \mathbb{R} \), one can define a \( 4 \times 4 \) matrix \( S(k) \) (independent of \( x, t \)) such that

\[
\Phi_{\pm}(x, t, k) = \Phi_{\pm}(x, t, k) S(k), \quad S(k) = \begin{pmatrix}
a(k) & \tilde{b}(k) \\
b(k) & \tilde{a}(k)
\end{pmatrix}, \quad k \in \mathbb{R}, \tag{12}
\]

whose \( 2 \times 2 \) blocks are such that \( a(k) \) (respectively, \( \tilde{a}(k) \)) is analytic in \( \mathbb{C}^+ \) (respectively, in \( \mathbb{C}^- \)) and continuous for \( k \in \mathbb{R} \), whereas \( b(k), \tilde{b}(k) \) are in general only defined for \( k \in \mathbb{R} \). Equation (12) for \( k \in \mathbb{R} \) can be written as

\[
M_{-,1}(x, t, k)a^{-1}(k) = M_{+,1}(x, t, k) + M_{+,2}(x, t, k) e^{2i\theta(x, t, k)} \rho(k), \tag{13a}
\]
\begin{align}
M_{-2}(x, t, k)\tilde{a}^{-1}(k) &= M_{+2}(x, t, k) + M_{+1}(x, t, k)e^{-2i\theta(x, t, k)}\tilde{\rho}(k), \\
\end{align}

where the functions \(M_{-1}(x, t, k)a^{-1}(k)\) and \(M_{-2}(x, t, k)\tilde{a}^{-1}(k)\) are meromorphic in the upper/lower half \(k\)-plane, respectively, and
\begin{align}
\rho(k) &= b(k)a^{-1}(k), \\
\tilde{\rho}(k) &= \tilde{b}(k)\tilde{a}^{-1}(k) \quad k \in \mathbb{R},
\end{align}

are the (matrix) reflection coefficients.

For future reference, we note that one can also express the columns of \(\tilde{\Phi}_+\) in terms of the columns of \(\Phi_-\) as
\begin{align}
\hat{\Phi}_+(x, t, k) &= \tilde{\Phi}_-(x, t, k)S^{-1}(k), \\
S^{-1}(k) &= \begin{pmatrix}
\tilde{c}(k) & d(k) \\
\tilde{d}(k) & c(k)
\end{pmatrix}, \\
k \in \mathbb{R},
\end{align}

where \(c, d, \tilde{c}, \tilde{d}\) are \(2 \times 2\) matrix functions of \(k\), and (15) can be written in terms of the analytic groups of columns of the modified eigenfunctions as
\begin{align}
M_{+1}(x, t, k)c^{-1}(k) &= M_{-1}(x, t, k) + M_{-2}(x, t, k)e^{2i\theta(x, t, k)}\tilde{r}(k), \\
M_{+2}(x, t, k)d^{-1}(k) &= M_{-2}(x, t, k) + M_{-1}(x, t, k)e^{-2i\theta(x, t, k)}r(k),
\end{align}

where \(r(k) = d(k)c^{-1}(k)\) and \(\tilde{r}(k) = \tilde{d}(k)\tilde{c}^{-1}(k)\) are the (matrix) reflection coefficients from the right defined for system (15). For future convenience, we refer to \(a(k), \tilde{a}(k)\) as the (inverses) of the “left” transmission coefficients, and to \(c(k), \tilde{c}(k)\) as the (inverses) of the “right” transmission coefficients.

The Lax pair (3) admits two symmetries, \(k \rightarrow k^*\) and \(k \rightarrow -k^*\), which induce corresponding symmetries in the scattering data. Specifically, the first symmetry implies
\begin{align}
\rho(k) &= -\rho^\dagger(k), \\
\det \tilde{a}(k) &= \det a^\dagger(k^*), \\
k \in \mathbb{C}^-,
\end{align}

and the second symmetry gives
\begin{align}
a^*(-k^*) &= \sigma_2a(k)\sigma_2, \\
\tilde{a}^*(-k^*) &= \sigma_2\tilde{a}(k)\sigma_2, \\
k \in \mathbb{C}^+, \\
\rho^*(-k) &= \sigma_2\rho(k)\sigma_2, \\
\tilde{\rho}^*(-k) &= \sigma_2\tilde{\rho}(k)\sigma_2, \\
k \in \mathbb{R},
\end{align}

where \(\sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}\) is the second Pauli matrix (see Ref. 46 for details). The discrete spectrum consists of the values of \(k \in \mathbb{C}/\mathbb{R}\), for which the scattering problem admits eigenfunctions in \(L^2(\mathbb{R})\), and discrete eigenvalues appear in symmetric quartets:
\begin{align}
Z &= \{k_n, -k_n^*, -k_n, k_n^*\}_{n=1}^N,
\end{align}

where, for each \(n\), \(k_n, -k_n^*\) are the zeros of \(\det a(k)\) and coincide with the values of \(k \in \mathbb{C}^+\) where \(\Phi_{-1}\) and \(\tilde{\Phi}_{+2}\) become linearly dependent, and \(-k_n, k_n^*\) are the zeros of \(\det \tilde{a}(k)\), which coincide with the values of \(k \in \mathbb{C}^-\) where \(\tilde{\Phi}_{+1}\) and \(\Phi_{-2}\) become linearly dependent. Moreover:
\begin{enumerate}
\item if \(\text{rank } a(k_n) \equiv \text{rank } a(-k_n^*) = 1\) and \(\text{rank } \tilde{a}(k_n) \equiv \text{rank } \tilde{a}(k_n^*) = 1\), then the zeros of \(\det a(k)\) in \(\mathbb{C}^+\) and the zeros of \(\det \tilde{a}(k)\) in \(\mathbb{C}^-\) are simple;
\end{enumerate}
2. If \( a(k_n) \equiv a(-k_n^*) = 0_{2 \times 2} \) and \( \bar{a}(-k_n) \equiv \bar{a}(k_n^*) = 0_{2 \times 2} \), then the zeros of \( \det a(k) \) in \( \mathbb{C}^+ \) and the zeros of \( \det \bar{a}(k) \) in \( \mathbb{C}^- \) are double.

In both cases, it is shown in Ref. [46] that the points \( k_n, -k_n^* \) (respectively, \( k_n^*, -k_n \)) are simple poles for the function \( M_{-1} a^{-1} \) (respectively, \( M_{-2} \bar{a}^{-1} \)) in \( \mathbb{C}^+ \) (respectively, \( \mathbb{C}^- \)), and one can define the corresponding residues as follows:

\[
\text{Res}_{k=k_n} [M_{-1}(x, t, k)a^{-1}(k)] = e^{2i(k_n \xi - t/4k_n)} M_{+,2}(x, t, k_n) C_n, \tag{19a}
\]

\[
\text{Res}_{k=-k^*_n} [M_{-1}(x, t, k)a^{-1}(k)] = e^{2i(-k^*_n \xi + t/4k^*_n)} M_{+,2}(x, t, -k^*_n) \bar{C}_n, \tag{19b}
\]

\[
\text{Res}_{k=k^*_n} [M_{-2}(x, t, k)\bar{a}^{-1}(k)] = e^{-2i(k^*_n \xi - t/4k^*_n)} M_{+,1}(x, t, k^*_n) \bar{\bar{C}}_n, \tag{19c}
\]

\[
\text{Res}_{k=-k^*_n} [M_{-2}(x, t, k)\bar{a}^{-1}(k)] = e^{-2i(-k_n \xi + t/4k_n)} M_{+,1}(x, t, -k^*_n) \bar{\bar{\bar{C}}}_n, \tag{19d}
\]

where \( C_n \) is the \( 2 \times 2 \) norming constant associated with the discrete eigenvalue \( k_n \), and

\[
\bar{C}_n = -\bar{C}_n^*, \quad \bar{C}_n = -\sigma_2 C_n^* \sigma_2, \quad \bar{\bar{C}}_n = -\sigma_2 \bar{C}_n^* \sigma_2. \tag{20}
\]

In the first case, that is, when \( a(k), \bar{a}(k) \) evaluated at the discrete eigenvalues are rank-1 matrices, the norming constants are rank-1 matrices themselves; in the second case, the norming constants can be either full-rank or rank-1 matrices. The above results were established in Ref. [46], under the implicit assumption that the matrices \( a \) and \( \bar{a} \) have equal ranks. In Appendix A, we prove that \( a(k) \) and \( \bar{a}(k) \) necessarily have the same rank at each of the eigenvalues of a given quartet, namely, \( \text{rank } a(k_n) = \text{rank } a(-k_n^*) = \text{rank } \bar{a}(k_n^*) = \text{rank } \bar{a}(-k_n) \) for each \( n \).

The starting point of the formulation of the inverse problem is Equation (13), regarded as the jump condition across the real \( k \)-axis between the eigenfunctions that are meromorphic in \( \mathbb{C}^+ \), and those that are meromorphic in \( \mathbb{C}^- \). Specifically, one introduces the sectionally meromorphic matrix function:

\[
\mu_{\pm}(x(\xi, t), t, k) = \begin{cases} (M_{-1}(x(\xi, t), t, k)a^{-1}(k) & M_{+,2}(x(\xi, t), t, k)) \quad k \in \mathbb{C}^+ \\ (M_{+,1}(x(\xi, t), t, k) & M_{-2}(x(\xi, t), t, k)\bar{a}^{-1}(k)) \quad k \in \mathbb{C}^- \end{cases}, \tag{21}
\]

and then defines

\[
\hat{\mu}_{\pm}(\xi, t, k) = \mu_{\pm}(x(\xi, t), t, k), \quad \tilde{\mu}_{\pm}(\xi, t, k) = \hat{\mu}_{\pm}^{-1}(\xi, t)\hat{\mu}_{\pm}(\xi, t, k), \tag{22}
\]

where \( \hat{\cdot} \) denotes functions in which the \( x \)-dependence has been replaced by a \( \xi \)-dependence, and \( \hat{\mu}_\infty(\xi, t) = \lim_{|k| \to \infty} \hat{\mu}_{\pm}(\xi, t, k) \) (see Ref. 46 for details). Using Equations (22) and (21), one can write (13) as

\[
\tilde{\mu}_+ = \tilde{\mu}_-[I_4 - J], \quad J = e^{-i\delta \Sigma_3} J(k)e^{i\delta \Sigma_3}, \quad J(k) = \begin{pmatrix} \bar{\rho}(k)^* \rho(k) & \rho(k) \\ -\rho(k)^* & 0_{2 \times 2} \end{pmatrix}, \tag{23}
\]

where \( \hat{\theta} = k \xi - t/4k \), for all \( k \in \mathbb{R} \), which, supplemented with the normalization condition,

\[
\bar{\mu}_+ = I_4, \quad k \to \infty, \tag{24}
\]
defines a Riemann Hilbert problem (RHP) with poles across the real \( k \)-axis. The formal solution of the RHP is then given by the system

\[
\hat{\mu}(\xi, t, k) = I_4 + \sum_{n=1}^{N} \frac{\text{Res}_{k=k_n} \hat{\mu}_+ (\xi, t, k)}{k - k_n} \\
+ \sum_{n=1}^{N} \frac{\text{Res}_{k=-k_n^*} \hat{\mu}_+ (\xi, t, k)}{k + k_n^*} + \sum_{n=1}^{N} \frac{\text{Res}_{k=k_n} \hat{\mu}_- (\xi, t, k)}{k - k_n} \\
+ \sum_{n=1}^{N} \frac{\text{Res}_{k=-k_n^*} \hat{\mu}_- (\xi, t, k)}{k + k_n^*} - \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{\hat{\mu}_- (\xi, t, \zeta) \hat{J}(\xi, t, \zeta)}{\zeta - (k \pm i0)} d\zeta, \tag{25}
\]

which is closed using the residue conditions

\[
\text{Res}_{k=k_n} \hat{\mu}_+, 1 (\xi, t, k) = e^{2i\hat{\theta}(\xi, t, k_n)} \hat{\mu}_+, 2 (\xi, t, k_n) C_n, \tag{26a}
\]

\[
\text{Res}_{k=-k_n^*} \hat{\mu}_+, 1 (\xi, t, k) = e^{2i\hat{\theta}(\xi, t, -k_n^*)} \hat{\mu}_+, 2 (\xi, t, -k_n^*) \tilde{C}_n, \tag{26b}
\]

\[
\text{Res}_{k=k_n} \hat{\mu}_-, 2 (\xi, t, k) = e^{-2i\hat{\theta}(\xi, t, k_n)} \hat{\mu}_-, 1 (\xi, t, k_n) \tilde{C}_n, \tag{26c}
\]

\[
\text{Res}_{k=-k_n^*} \hat{\mu}_-, 2 (\xi, t, k) = e^{-2i\hat{\theta}(\xi, t, -k_n^*)} \hat{\mu}_-, 1 (\xi, t, -k_n^*) \tilde{\tilde{C}}_n, \tag{26d}
\]

for each \( n = 1, 2, ..., N \).

The last step of the inverse problem amounts to reconstructing the solution of the ccSPE from the solution \( \hat{\mu}_\pm \) of the RHP. Specifically, as shown in Ref. [46], the reconstruction formula is given by:

\[
\mathbf{u}(\xi, t) = \lim_{k \to 0} i \frac{k}{(\hat{\mu}_-^{-1}(\xi, t, 0) \hat{\mu}(\xi, t, k) )_{1,3}, (\hat{\mu}_-^{-1}(\xi, t, 0) \hat{\mu}(\xi, t, k) )_{1,4}^T}, \tag{27a}
\]

\[
\phantom{\text{where (27b) expresses the original variable } x \text{ in terms of the travel-time parameter } \xi. \text{ Whenever } x = x(\xi) \text{ in (27b) is monotonic, so that for each } x, \text{ there is a unique } \xi \text{ such that } \xi = \xi(x), \text{ then (27a) and (27b) can be used to obtain the solution of the ccSPE in the original physical variables, namely, } \mathbf{u}(x, t).}
\]

Pure solitons can be obtained by setting \( \rho(k) = \bar{\rho}(k) = 0_{2 \times 2}, \) for all \( k \in \mathbb{R} \) in Equation (25). In this case, the system reduces to the following linear algebraic system for the eigenfunctions

\[
\hat{\mu}(\xi, t, k) = I_4 + \sum_{n=1}^{N} \frac{\text{Res}_{k=k_n} \hat{\mu}_+ (\xi, t, k)}{k - k_n} \\
+ \sum_{n=1}^{N} \frac{\text{Res}_{k=-k_n^*} \hat{\mu}_+ (\xi, t, k)}{k + k_n^*} + \sum_{n=1}^{N} \frac{\text{Res}_{k=k_n} \hat{\mu}_- (\xi, t, k)}{k - k_n} \\
+ \sum_{n=1}^{N} \frac{\text{Res}_{k=-k_n^*} \hat{\mu}_- (\xi, t, k)}{k + k_n^*}, \tag{28}
\]

with residue conditions given by (19), which can be solved analytically.
One-soliton solutions are obtained by setting $N = 1$ in the last relation, and solving the corresponding system for the upper and lower blocks of the eigenfunctions. The different types of one-soliton solutions that ccSPE admits depend on the choice of the norming constant $C_1$. Specifically, if $k_1 = \eta_1 + i\nu_1 \in \mathbb{C}^+$ and $C_1 = (\mathbf{y}, \mathbf{0})$ with $\mathbf{y} = (\alpha_1, \beta_1)^T$, then the corresponding solution is a fundamental soliton, which is the natural vector generalization of scalar one-soliton solutions of the complex SPE. In this case, the vector solution of the ccSPE is given by:

$$
\mathbf{u}(\xi, t) = \frac{iv_1}{|k_1|^2} e^{-i(\phi_1(\xi, t) - 2\arg k_1)} \text{sech}[\xi_1(\xi, t) - x_0] \frac{\mathbf{y}^*}{||\mathbf{y}||},
$$

(29a)

$$
x = \xi + \frac{2\nu_1}{|k_1|^2} \frac{1}{1 + e^{2(\xi_1 - x_0)}},
$$

(29b)

where

$$
\xi_1(\xi, t) = 2\nu_1(\xi + t/4|k_1|^2), \quad \phi_1(\xi, t) = 2\eta_1\xi - \eta_1 t/2|k_1|^2, \quad x_0 = \log \frac{||\mathbf{y}||}{2\nu_1}.
$$

If $C_1$ is a $2 \times 2$ rank-1 matrix with its columns being proportional to each other, say, $C_1 = (\mu \mathbf{y}, \kappa \mathbf{y})$ for some multiplicative constants $\mu, \kappa \in \mathbb{C}$, the corresponding solution is a fundamental breather, which is a superposition of two orthogonally polarized fundamental solitons, with the same amplitude and velocity but different carrier frequencies. In this case, the vector solution is given by:

$$
\mathbf{u}(\xi, t) = \frac{iv_1}{|k_1|^2 \sqrt{||\mu||^2 + ||\kappa||^2}} \text{sech}[\xi_1(\xi, t) - x_0] \times
$$

$$
\times \left[ e^{-i(\phi_1(\xi, t) - 2\arg k_1)} \mu^{*} \frac{\mathbf{y}^*}{||\mathbf{y}||} + e^{i(\phi_1(\xi, t) - 2\arg k_1)} \kappa \frac{(\mathbf{y}^*)^\perp}{||\mathbf{y}||} \right],
$$

(30a)

$$
x = \xi + \frac{2\nu_1}{|k_1|^2} \frac{1}{1 + e^{2(\xi_1 - x_0)}}, \quad x_0 = \log \left[ \frac{||\mathbf{y}|| \sqrt{||\mu||^2 + ||\kappa||^2}}{2\nu_1} \right],
$$

(30b)

$\mathbf{y}^\perp = (-\beta_1^*, \alpha_1^*)^T$ is such that $\mathbf{y}^\perp \mathbf{y}^* = 0$, and the quantities $\xi_1$ and $\phi_1$ are the same as in the fundamental soliton case. Notice that Equation (30a) implies that a generic fundamental breather solution of the ccSPE is governed by the vector $\mathbf{y}$, which controls the polarization vectors of the two orthogonally polarized solitons, and by the multiplicative constants $\mu$ and $\kappa$. The fundamental breather in Equation (30a) reduces to a fundamental soliton by setting either $\kappa = 0$ and $\mu = 1$, or $\kappa = 1$ and $\mu = 0$. We point out that one between the two constants $\kappa$ and $\mu$ can always be scaled out, and in Ref. [46], $\mu = 1$ was chosen without loss of generality. However, for the purpose of investigating soliton interactions, it is convenient to keep both constants in.

Lastly, one can consider $C_1$ to be a $2 \times 2$ full-rank matrix, and in this case, the corresponding solution is a composite breather, which still corresponds to a minimal set of discrete eigenvalues, but is a more complicated superposition of fundamental solitons. The explicit expression of a composite breather is more easily derived using Darboux transformations, and is given in Section 6 (see also Section 2.1 for the reduction to self-symmetric [composite] solitons).

Finally, one can show that whether the fundamental 1-soliton and fundamental 1-breather solution are smooth solitons or not depends on the location of the discrete eigenvalue $k_1 = \eta_1 + i\nu_1 \in \mathbb{C}^+$. Specifically, like in the scalar case:
1. if \( \nu_1 < |\eta_1| \), then the corresponding fundamental soliton and fundamental breather solution has a smooth envelope as a function of \( x, t \) in both components;
2. if \( \nu_1 > |\eta_1| \), then this leads to a loop in the envelope of each component of the solution (fundamental loop solitons/breathers);
3. if \( \nu_1 = |\eta_1| \), then this leads to a cusp in the envelope of each component of the solution (fundamental cuspon solitons/breathers).

Note that in the case of a generic composite breather, it was shown in Ref. [46] that the condition \( \nu_1 < |\eta_1| \) is not sufficient to guarantee smoothness of the solution in terms of \( x, t \), and, to the best of our knowledge, a regularity condition, which will necessarily have to involve the norming constant, is presently not known.

### 2.1 Self-symmetric discrete eigenvalues and associated one-soliton solutions

If an eigenvalue \( k_j = i\nu_j \) is purely imaginary, then \( -k_j^* = k_j \) and we refer to these eigenvalues as self-symmetric eigenvalues. In this case, the quartet of eigenvalues reduces to a pair \( k_j, k_j^* \). The coalescence of the discrete eigenvalues \( k_j \) and \( -k_j^* \) and \( k_j^* \) and \( -k_j \) induces a coalescence of the corresponding norming constants, namely, one needs to have:

\[
C_j = \tilde{C}_j, \quad \tilde{C}_j = \tilde{C}_j. \tag{31}
\]

In addition, the symmetry relations (20) among the norming constants still hold in the case of self-symmetric discrete eigenvalues, and combining them with (31) yields a constraint on the entries of the norming constants associated with each self-symmetric eigenvalue, namely:

\[
C_j = -\sigma_2 C_j^* \sigma_2. \tag{32}
\]

One can easily verify that if \( C_j \) is a rank-1 matrix, then (32) implies \( C_j = 0 \), and hence, in the case of a self-symmetric eigenvalue, the only nontrivial solutions are associated with full-rank norming constants. Let \( C_j = \begin{pmatrix} \alpha_j & \gamma_j \\ \beta_j & \delta_j \end{pmatrix} \), where \( \alpha_j, \beta_j, \gamma_j, \delta_j \in \mathbb{C} \) and \( \det C_j = \alpha_j \delta_j - \beta_j \gamma_j \neq 0 \). In this case, imposing the constraint (32), we obtain \( \gamma_j = \beta_j^* \) and \( \delta_j = -\alpha_j^* \), which then gives

\[
C_j = \begin{pmatrix} \alpha_j & \beta_j^* \\ \beta_j & -\alpha_j^* \end{pmatrix}, \quad \tilde{C}_j = \begin{pmatrix} -\alpha_j^* & -\beta_j^* \\ -\beta_j & \alpha_j \end{pmatrix}. \tag{33}
\]

In the case of self-symmetric eigenvalues, instead of subtracting two residues in each half plane, we now subtract one residue from both sides of the jump condition (22) that the matrix function \( \tilde{\mu} \) satisfies, and therefore, this has an immediate consequence in the formal solution of the RHP. For instance, for a pure self-symmetric 1-soliton solution corresponding to a pair of eigenvalues \( k_1, k_1^* \) on the imaginary axis and associated norming constants \( C_1, \tilde{C}_1 \) as in (33), one can replace the definitions of the residues (19) and derive the equations that hold for the upper and lower blocks of \( \tilde{\mu}_\pm \) in the analog of Equations (28) evaluated at \( k_1 \) and \( k_1^* \), respectively, that is,

\[
\tilde{\mu}^\text{up}_{-1}(k_1^*) = I_2 + \frac{e^{2i\theta_1}}{k_1^* - k_1} \tilde{\mu}^\text{up}_{+2}(k_1)C_1, \quad \tilde{\mu}^\text{dn}_{-1}(k_1^*) = \frac{e^{2i\theta_1}}{k_1^* - k_1} \tilde{\mu}^\text{dn}_{+2}(k_1)C_1, \tag{34a}
\]
\[ \bar{\mu}_{+,2}(k_1) = \frac{e^{2i\hat{\delta}_1}}{k_1 - k_1^*} \bar{\mu}_{+,1}(k_1^*) \bar{C}_1, \quad \bar{\mu}_{+,2}(k_1) = I_2 + \frac{e^{2i\hat{\delta}_1}}{k_1 - k_1^*} \bar{\mu}_{+,1}(k_1^*) \bar{C}_1, \]  

(34b)

where \( \hat{\delta}_1 = k_1 \xi - t/4k_1 \equiv i(\nu_1 \xi + t/4\nu_1) \). Replacing the first half of (34b) into the first half of (34a), and the second half of (34a) into the second half of (34b), we obtain the following expressions for the upper/lower blocks of the eigenfunctions:

\[
\bar{\mu}_{+,1}(k_1^*) = \left( I_2 + \frac{e^{4i\hat{\delta}_1}}{(k_1^* - k_1)^2} \bar{C}_1 \bar{C}_1 \right)^{-1}, \quad (35a)
\]

\[
\bar{\mu}_{+,2}(k_1) = \frac{e^{2i\hat{\delta}_1}}{k_1 - k_1^*} \left( I_2 + \frac{e^{4i\hat{\delta}_1}}{(k_1^* - k_1)^2} \bar{C}_1 \bar{C}_1 \right)^{-1} \bar{C}_1, \quad (35b)
\]

\[
\bar{\mu}_{+,2}(k_1) = \left( I_2 + \frac{e^{4i\hat{\delta}_1}}{(k_1^* - k_1)^2} \bar{C}_1 \bar{C}_1 \right)^{-1}, \quad (35c)
\]

\[
\bar{\mu}_{+,1}(k_1^*) = \frac{e^{2i\hat{\delta}_1}}{k_1^* - k_1} \left( I_2 + \frac{e^{4i\hat{\delta}_1}}{(k_1^* - k_1)^2} \bar{C}_1 \bar{C}_1 \right)^{-1} \bar{C}_1. \quad (35d)
\]

Using the above eigenfunctions in the reconstruction formula (27), we obtain the expression of the self-symmetric soliton:

\[
\mathbf{u}(\xi, t) = -\frac{1}{k_1} \text{sech}[\zeta_1(\xi, t) - x_0] \frac{\mathbf{y}^*}{||\mathbf{y}||}, \quad \zeta_1(\xi, t) = 2\nu_1(\xi + t/4\nu_1^2), \quad (36)
\]

\[
x = \xi + \frac{2}{\nu_1^2} \frac{1}{1 + e^{2(\zeta_1 - x_0)}}, \quad \mathbf{y} = \begin{pmatrix} \alpha_j \\ \beta_j \end{pmatrix}, \quad x_0 = \log \frac{||\mathbf{y}||}{2\nu_1}. \quad (37)
\]

The special cases \( \beta = 0 \) (a diagonal, self-symmetric norming constant) and \( \alpha = 0 \) (an off-diagonal, self-symmetric norming constant) provide scalar solutions with \( u_1 \equiv 0 \) and \( u_2 \equiv 0 \), respectively.

### 3 | REAL SOLUTIONS OF THE ccSPE

The ccSP equation admits real solutions, and in this case, the matrix potential \( U \) in (4) satisfies the symmetry

\[
U^* = -U, \quad V = -U^T. \quad (38)
\]

This induces an additional symmetry on the Lax operators

\[
X^*(x, t, -k^*) = X(x, t, k), \quad T^*(x, t, -k^*) = T(x, t, k), \quad (39)
\]

and assuming uniqueness of solution of the equations of the Lax pair with prescribed boundary conditions as \( x \to \pm \infty \), then the last symmetry implies

\[
\Phi_+^*(x, t, -k^*) = \Phi_-(x, t, k). \quad (40)
\]
Recall that $Φ_±$ and $\hat{Φ}_±$ are related through the gauge transformation (5), and since $P(x,t)$ is unitary, one also has

$$\hat{Φ}_±(x,t,-k^*) = \hat{Φ}_±(x,t,k).$$

(40)

In turn, combining this last symmetry with the definition of the scattering matrix (12), we obtain

$$S^*(-k^*) = S(k),$$

(41)

which implies additional symmetries on the scattering data and the reflection coefficients

$$a^*(-k^*) = a(k), \quad \tilde{a}^*(-k^*) = \tilde{a}(k),$$

(42a)

$$b^*(-k^*) = b(k), \quad \tilde{b}^*(-k^*) = \tilde{b}(k),$$

(42b)

$$\rho^*(-k^*) = \rho(k), \quad \tilde{\rho}^*(-k^*) = \tilde{\rho}(k).$$

(42c)

From (17), it then follows that for real solutions of the ccSPE,

$$\det a(k) = \det a^*(-k^*),$$

(43)

but the reduction to real solutions does not induce an additional symmetry for the zeros of $\det a(k)$ and $\det \tilde{a}(k)$. Hence, the discrete spectrum consists of either the quartet of points \(\{k_n, -k^*_n, k^*_n, -k^*_n\}\), where $k_n, -k^*_n$ are the zeros of $\det a(k)$ on the UHP of $\mathbb{C}$, and $k^*_n, -k_n$ are the zeros of $\det \tilde{a}(k)$ on the LHP of $\mathbb{C}$, or the pair of points \(\{k_n, k^*_n\}\), when the discrete eigenvalues are self-symmetric, that is, purely imaginary. On the other hand, the reduction to real solutions imposes additional symmetries on the norming constants. Let us assume that $k_n, -k^*_n$ are distinct simple zeros of $\det a(k)$ in $\mathbb{C}^+$, and therefore, $-k_n, k^*_n$ are distinct simple zeros of $\det \tilde{a}(k)$ in $\mathbb{C}^-$. Since the discrete eigenvalues in $\mathbb{C}^+$ coincide with the values of $k$ where the columns $\hat{Φ}^*_{-1}$ and $\hat{Φ}^*_{+2}$ become linearly dependent, we then have

$$\hat{Φ}^*_{-1}(k_n)\alpha(k_n) = \hat{Φ}^*_{+2}(k_n)c_n, \quad \hat{Φ}^*_{-1}(-k^*_n)\alpha(-k^*_n) = \hat{Φ}^*_{+2}(-k^*_n)\tilde{c}_n,$$

(44)

where $c_n, \tilde{c}_n$ are the corresponding proportionality constants, and $\alpha(k)$ is the cofactor matrix of $a(k)$. Then, combining relations (40), (42a), and (44), we get

$$\tilde{c}_n = c_n,$$

(45)

Now, the function $M_{-1}a^{-1}$ is meromorphic for $k \in \mathbb{C}^+$, with simple poles at the points $k_n, -k^*_n$, and one can define its residues as in Ref. [46], and the norming constants are given by

$$C_n = \frac{c_n}{(\det a)'(k_n)}, \quad \tilde{C}_n = \frac{\tilde{c}_n}{(\det a)'(-k^*_n)}.$$

(46)

It is easy to check that

$$\tilde{C}_n = -C^*_n,$$

(47)

since (45) holds, and (43) implies $$(\det a)'(-k^*_n) = -[(\det a)'(k_n)]^*$$, where prime denotes differentiation with respect to $k$. Similarly, considering $M_{-2}\tilde{a}^{-1}$, which has simple poles at the points
\( k_n^*, -k_n \in \mathbb{C}^- \), one can show that the associated norming constants satisfy:
\[
\tilde{C}_n = -\tilde{C}_n^*.
\] (48)

When the zeros of \( \det a(k) \) and \( \det \tilde{a}(k) \) are simple, it has been shown in Ref. [46] that the norming constants are necessarily rank-1 matrices, which implies that \( C_n \) has either one column identically zero, or the two columns proportional to each other. Combining (47) with the second of (20), one can conclude that no nontrivial norming constant exists when one of the columns of \( C_n \) is identically zero. This implies that no real fundamental soliton solutions exist. Now, if the norming constant \( C_n \) has proportional columns, that is, \( C_n = (\gamma, \alpha_n \gamma) \), where \( \gamma = (\alpha_n, \beta_n) \) with \( \alpha_n, \beta_n, \gamma \in \mathbb{C} \), then one can prove that Equations (47) and (48) combined give a constraint for the multiplicative constant \( \gamma \), that is, \( C_n \) is nontrivial iff \( \gamma = \pm i \). The fundamental breather solution is then given by (30) with \( \mu = 1 \) and \( \kappa = \pm i \).

Let us now assume that \( k_n, -k_n^* \) are distinct double zeros of \( \det a(k) \) in \( \mathbb{C}^+ \), and therefore, \( k_n^*, -k_n \) are distinct double zeros of \( \det \tilde{a}(k) \) in \( \mathbb{C}^- \). It has been shown that they can still be simple poles for the functions \( M_{-1}a^{-1} \) and \( M_{-2}\tilde{a}^{-1} \), and one can define the corresponding residues and norming constants, using similar relations as in (46). The symmetries (20) and (47) hold as well, and in this case, the norming constants are either rank-1 or full-rank matrices. We already analyzed the cases when \( C_n \) is a rank-1 matrix, and therefore, let us assume
\[
C_n = \begin{pmatrix} \alpha_n & \gamma_n \\ \beta_n & \delta_n \end{pmatrix}, \quad \alpha_n, \beta_n, \gamma, \delta_n \in \mathbb{C},
\] (49)

with \( \det C_n \neq 0 \). Equations (47) and (48) combined give the following constraint for the entries of \( C_n \):
\[
\delta_n = \alpha_n, \quad \gamma_n = -\beta_n,
\] (50)

and therefore, \( C_n \) takes the form
\[
C_n = \begin{pmatrix} \alpha_n & -\beta_n \\ \beta_n & \alpha_n \end{pmatrix}, \quad \alpha_n, \beta_n \in \mathbb{C}.
\] (51)

Finally, let us now consider the case of self-symmetric eigenvalues, that is, an eigenvalue pair \( \{k_n = i\nu_n, k_n^* = -i\nu_n\} \). In this case, there are three symmetries for the norming constants that need to be satisfied simultaneously
\[
\tilde{C}_n = -\sigma_2 C_n^* \sigma_2, \quad \check{C}_n = -C_n^*, \quad \check{C}_n = C_n.
\] (52)

One can show that no nontrivial norming constants exist when \( C_n \) is a rank-1 matrix. When \( C_n \) is full-rank, as in (49), imposing the symmetries (52) requires all entries of \( C_n \) to be purely imaginary, that is, \( C_n \) takes the form \( C_n = (\mathbf{y}, -\mathbf{y}^\perp) \), where \( \mathbf{y} = (i\alpha_n, i\beta_n) \), with \( \alpha_n, \beta_n \in \mathbb{R} \).

### 4 Pure Soliton Transmission Coefficients

In order to use Manakov’s method to investigate the pairwise interactions of two-vector solitons, one needs the explicit expressions of the (matrix) transmission coefficients corresponding to pure one-soliton solutions, namely, the inverses of the matrices \( a(k), \tilde{a}(k) \), which correspond to the
transmission coefficients from the left, and the inverses of the matrices \(c(k), \tilde{c}(k)\), which correspond to the transmission coefficients from the right. Both left and right transmission coefficients corresponding to 1-fundamental soliton, 1-fundamental breather, and 1-self-symmetric soliton can be computed as limits of suitable blocks of analytic eigenfunctions as \(\xi \to +\infty\). We give below the results, the calculations are somewhat involved, and the details are provided in Appendix C.

Transmission coefficients of a 1-fundamental soliton

In the case of one fundamental solitons, the (inverses of the) left and right transmission coefficients are given by

\[
a_j(k) = \text{diag}\left(\begin{pmatrix} k_j^* - k_j & k_j k^* + k_j^* \\ k_j k - k_j^* & k_j^* k + k_j \end{pmatrix} \right),
\]

\[
\tilde{c}_j(k) = \text{diag}\left(\begin{pmatrix} k_j - k_j^* & k_j k + k_j^* \\ k_j^* k - k_j & k_j k + k_j^* \end{pmatrix} \right),
\]

\[
\tilde{a}_j(k) = I_2 + \frac{k_j^* - k_j}{k_j^* - k_j^*} C_j \tilde{C}_j + \frac{k_j k^* - k_j}{k_j k + k_j^*} |\gamma_j| \tilde{C}_j \tilde{C}_j,
\]

\[
c_j(k) = I_2 + \frac{k_j k^* - k_j}{k_j^* - k_j^*} \tilde{C}_j C_j + \frac{k_j^* k - k_j}{k_j k + k_j^*} |\gamma_j|^2,
\]

where the norming constants correspond to a fundamental soliton, and hence, \(C_j\) has the form \(C_j = (\gamma_j^*, 0)\), and the other ones are obtained from (20). Introducing the unit-norm polarization vectors

\[
p_j^* = \frac{\gamma_j^*}{||\gamma_j||}, \quad \tilde{p}_j = \frac{(\gamma_j^*)^\perp}{||\gamma_j||},
\]

we can rewrite Equations (53c)–(53d) as follows:

\[
\tilde{a}_j(k, p_j) = I_2 - \frac{k_j^* - k_j}{k_j^* - k_j^*} p_j^* p_j^T - \frac{k_j k^* - k_j}{k_j k + k_j^*} p_j^* \tilde{p}_j^T,
\]

\[
c_j(k, p_j) = I_2 - \frac{k_j k^* - k_j}{k_j^* - k_j^*} p_j^* p_j^T - \frac{k_j^* k - k_j}{k_j^* k + k_j} \tilde{p}_j^* \tilde{p}_j^T,
\]

which, using the property \(p_j^* p_j^T + \tilde{p}_j^* \tilde{p}_j^T = I_2\), can be simplified to

\[
\tilde{a}_j(k, p_j) = \frac{k_j^* k + k_j}{k_j k^* + k_j^*} \left[ I_2 + \frac{k^2 (k_j^2 - (k_j^*)^2)}{(k_j^*)^2 (k_j^2 - k_j^*)} p_j^* p_j^T \right],
\]

\[
c_j(k, p_j) = \frac{k_j k^* + k_j^*}{k_j^* k + k_j} \left[ I_2 + \frac{k^2 ((k_j^*)^2 - k_j^2)}{k_j^2 (k_j^2 - (k_j^*)^2)} p_j^* p_j^T \right].
\]
Transmission coefficients of a 1-fundamental breather

In the case of one fundamental breather, the (inverses of the) left and right transmission coefficients are given by Equations (5.32), where the norming constant corresponds to a fundamental breather, that is, \( C_j = (\mu_j \gamma_j, \kappa_j \gamma_j) \), for \( \mu_j, \kappa_j \in \mathbb{C} \). Note that the products of the norming constants in Equations (5.32) can be written as follows:

\[
\bar{C}_j C_j = -||\gamma_j||^2 \delta_j \delta_j^+, \quad \bar{C}_j \bar{C}_j = -||\gamma_j||^2 \bar{\delta}_j \bar{\delta}_j^+,
\]

\[
\delta_j = \delta_j^+,
\]

and therefore, the transmission coefficients can be simplified into

\[
a_j(k, \delta_j) = I_2 - \frac{k}{k_j} \frac{k_j^* - k^*}{k_j - k_j^*} \frac{\delta_j \delta_j^+}{||\delta_j||^2} + \frac{k}{k_j} \frac{k_j^* - k^*}{k_j + k_j^*} \frac{\bar{\delta}_j \bar{\delta}_j^+}{||\delta_j||^2},
\]

\[
\bar{c}_j(k, \delta_j) = I_2 - \frac{k}{k_j} \frac{k_j^* - k_j}{k_j^*} \frac{\delta_j \delta_j^+}{||\delta_j||^2} + \frac{k}{k_j} \frac{k_j^* - k_j}{k_j + k_j^*} \frac{\bar{\delta}_j \bar{\delta}_j^+}{||\delta_j||^2},
\]

\[
c_j(k, \gamma_j) = I_2 - \frac{k}{k_j} \frac{k_j^* - k_j}{k_j^*} \frac{\gamma_j \gamma_j^+}{||\gamma_j||^2} + \frac{k}{k_j} \frac{k_j^* - k_j}{k_j + k_j^*} \frac{\gamma_j \gamma_j^+}{||\gamma_j||^2},
\]

\[
\bar{a}_j(k, \gamma_j) = I_2 - \frac{k}{k_j} \frac{k_j^* - k_j}{k_j^*} \frac{\gamma_j \gamma_j^+}{||\gamma_j||^2} + \frac{k}{k_j} \frac{k_j^* - k_j}{k_j + k_j^*} \frac{\gamma_j \gamma_j^+}{||\gamma_j||^2},
\]

Equations (58) can be further simplified to

\[
a_j(k, q_j) = \frac{k_j}{k_j^*} \frac{k_j + k_j^*}{k_j + k_j^*} \left[ I_2 + \frac{k^2(k_j^* - k_j^2)}{k_j^* (k_j^2 - (k_j^*)^2)} \right] q_j^* q_j^T,
\]

\[
c_j(k, q_j) = \frac{k_j}{k_j^*} \frac{k_j + k_j^*}{k_j + k_j^*} \left[ I_2 + \frac{k^2(k_j^2 - (k_j^*)^2)}{k_j^* (k_j^2 - (k_j^*)^2)} \right] q_j^* q_j^T,
\]

\[
c_j(k, p_j) = \frac{k_j(k + k_j^*)}{k_j^* (k + k_j)} \left[ I_2 + \frac{k^2(k_j^* - k_j^2)}{k_j^* (k_j^2 - (k_j^*)^2)} \right] p_j^* p_j^T,
\]

\[
\bar{a}_j(k, p_j) = \frac{k_j(k + k_j^*)}{k_j^* (k + k_j)} \left[ I_2 + \frac{k^2(k_j^2 - (k_j^*)^2)}{(k_j^*)^2 (k_j^2 - (k_j^*)^2)} \right] p_j^* p_j^T,
\]

where \( p_j = \gamma_j^+/||\gamma_j|| \) and \( q_j = \delta_j^+/||\delta_j|| \), and we used once again the properties \( p_j^* p_j^T + \bar{p}_j^* \bar{p}_j^T = I_2 \) and \( q_j^* q_j^T + \bar{q}_j^* \bar{q}_j^T = I_2 \), to eliminate \( \bar{\gamma}_j \) and \( \bar{\delta}_j \), respectively. The above equations show that the expressions for \( \bar{a}_j \) and \( c_j \) are exactly the same both for a fundamental soliton and a fundamental breather solution. Also, note that if we set \( \kappa_j = 0 \), then the expressions of the transmission
coefficients $a_j$ and $\tilde{c}_j$ reduce to those that hold for a fundamental soliton. Moreover, one can easily compute the determinants of $a_j$ and $\tilde{a}_j$, for either a fundamental soliton or a fundamental breather, and obtain the following:

$$
\det a_j(k) = \frac{(k - k_j)(k + k_j^*)}{(k + k_j)(k - k_j^*)}, \quad \det \tilde{a}_j(k) = \frac{(k - k_j^*)(k + k_j)}{(k + k_j^*)(k - k_j)},
$$

(60)
as expected. Also, using (60) is easy to verify the symmetry

$$
\det \tilde{a}_j(k) = (\det a_j(k^*))^*, \quad k \in \mathbb{C} \setminus \mathbb{R},
$$

(61)
for both a fundamental soliton and a fundamental breather.

**Transmission coefficients of a self-symmetric soliton**

In the case of one self-symmetric composite breather, that is, when the discrete spectrum consists of a purely imaginary discrete eigenvalue and the associated norming constant $C_j$ is of the form $C_j = (\gamma_j, -\gamma_j^T)$, with $\gamma_j = (\alpha_j, \beta_j)^T$, and $\alpha_j, \beta_j \in \mathbb{C}$, the (inverse of the) left and right transmission coefficients are given by:

$$
a_j(k) = \frac{k_j - k}{k_j + k} I_2, \quad \tilde{a}_j(k) = \frac{k_j^* - k}{k_j^* + k} I_2, \quad c_j(k) \equiv a_j(k), \quad \tilde{c}_j(k) \equiv \tilde{a}_j(k),
$$

(62)
which are all diagonal (in fact, proportional to the identity matrix) and independent of the norming constant. Note also that their determinants have double zeros at the discrete eigenvalues, as expected. Also, $a_j(k_j) = c_j(k_j) = 0$, and similarly for $\tilde{a}, \tilde{c}$ at $k_j^*$.

### 5  |  FUNDAMENTAL SOLITON INTERACTIONS (MANAKOV’S METHOD)

Let us consider a two-soliton solution of the ccSPE that corresponds to a pair of discrete eigenvalues $k_j = \eta_j + iv_j$ and associated norming constants $C_j$ for $j = 1, 2$. The problem of interacting solutions can be investigated by looking at the asymptotic states of the solution as $t \to \pm \infty$. We assume that if the individual solitons travel at different velocities, in the backward, that is, as $t \to -\infty$, and forward, that is, as $t \to +\infty$, long-time limits, a 2-solution breaks up into two individual solitons, that is,

$$
\mathbf{u}(\xi, t) \sim \mathbf{u}^\pm(\xi, t) = \mathbf{u}^\pm_1(\xi, t) + \mathbf{u}^\pm_2(\xi, t), \quad t \to \pm \infty,
$$

(63)
where $\mathbf{u}$ is the two-soliton solution of the ccSPE, and $\mathbf{u}^\pm_1$ are 1-soliton solutions. If the two solitons are both fundamental solitons, we expect $\mathbf{u}^\pm(\xi, t) = \mathbf{p}^\pm_1 u^\pm_1(\xi, t) + \mathbf{p}^\pm_2 u^\pm_2(\xi, t)$ where $u^\pm_1(\xi, t)$ are 1-soliton solutions of the scalar cSPE, and the (constant) unit-norm vectors $\mathbf{p}^\pm_1$ are the asymptotic polarizations of the solitons (cf. (29)).

Without loss of generality, we choose the discrete eigenvalues $k_j$ such that soliton-1 moves faster than soliton-2, that is, we assume $|v_1| > |v_2|$ (recall that the soliton velocity $v_j \equiv -1/4|k_j|^2$, for $j = 1, 2$, and so solitons always move to the left). For each $j = 1, 2$, let $S_j$ be a $2 \times 2$ complex matrix that, together with the discrete eigenvalue $k_j$ determines $\mathbf{u}^\pm_j$ as $t \to -\infty$, and let us denote
the corresponding matrices as $t \to +\infty$ by $S_j^\pm$. In other words, $S_j^\pm$ play the role of the norming constant $C_j$ in determining in the two-soliton solution the form of soliton $j$ in the limits $t \to \pm \infty$, according to Equations (29) and (30a). To investigate the result of the interaction, we trace the passage of the eigenfunctions through the asymptotic states, following the method developed by Manakov in Ref. [4] (see also Ref. 55). Assuming $|t|$ is large enough so that the solitons are well separated, we denote the centers of the two solitons by $x_j$. For the given choice of the soliton velocities, if $t \to -\infty$, then $x_2 \ll x_1$, and the order is reversed as $t \to +\infty$. In the following, we will assume that both solitons are fundamental solitons. We then have the following: as $t \to -\infty$ and starting from $x \ll x_2$, the eigenfunction $\hat{\Phi}_{-,1}(k_j)$ has the form

$$\hat{\Phi}_{-,1}(k_j) \sim e^{-ik_j \xi} \begin{pmatrix} I_2 \\ 0 \end{pmatrix}, \quad x \ll x_2,$$  

(64)

for $j = 1, 2$, where $\xi = \xi(x, t)$ is defined in (9). After passing through soliton-2 (the leftmost soliton as $t \to -\infty$), since the corresponding state is a bound state for $k = k_2$ but not for $k = k_1$, then $\hat{\Phi}_{-,1}$, evaluated at $k = k_1$, is given by (64) multiplied by the corresponding soliton transmission coefficient, while $\hat{\Phi}_{-,1}$ evaluated at $k = k_2$ behaves like $\hat{\Phi}_{-,1}(k_2)$ multiplied by $S_{-2}$, because $k_2$ is exactly the value where $\hat{\Phi}_{-,1}$ and $\hat{\Phi}_{+,2}$ become linearly dependent, cf. (19). We therefore obtain

$$\hat{\Phi}_{-,1}(k_1) \sim e^{-ik_1 \xi} \begin{pmatrix} I_2 \\ 0 \end{pmatrix} a_2(k_1), \quad x_2 \ll x \ll x_1,$$  

(65a)

$$\hat{\Phi}_{-,1}(k_2) \sim e^{ik_2 \xi} \begin{pmatrix} 0 \\ I_2 \end{pmatrix} S_{-2}^{-}, \quad x_2 \ll x \ll x_1,$$  

(65b)

where $a_2(k)$ is the scattering coefficient relative to soliton-2, and we have taken into account that for a fundamental soliton, the coefficient only depends on the discrete eigenvalue (cf. (53a)). Upon passing through soliton-1, from (65a), we find

$$\hat{\Phi}_{-,1}(k_1) \sim e^{ik_1 \xi} \begin{pmatrix} 0 \\ I_2 \end{pmatrix} S_{-1}^{-} a_2(k_1), \quad x_1 \ll x,$$  

(66)

since the corresponding state is a bound state for $k = k_1$. Now, starting from $x_1 \ll x$ as $t \to -\infty$ and proceeding in a similar way, we find for the eigenfunction $\hat{\Phi}_{+,2}(k_j)$ the following asymptotic behaviors:

$$\hat{\Phi}_{+,2}(k_j) \sim e^{ik_j \xi} \begin{pmatrix} 0 \\ I_2 \end{pmatrix}, \quad x_1 \ll x,$$  

(67)

for $j = 1, 2$, and, upon passing through soliton-1, we get

$$\hat{\Phi}_{+,2}(k_2) \sim e^{ik_2 \xi} \begin{pmatrix} 0 \\ I_2 \end{pmatrix} c_1(k_2, S_{-1}^{-}), \quad x_2 \ll x \ll x_1,$$  

(68)

where $c_1$ is the scattering coefficient relative to soliton-1, and we have taken into account that according to (53d), this coefficient depends not only on the discrete eigenvalue $k_1$, but also on the asymptotic polarization of soliton-1. Now recall from Ref. 46 that the eigenfunctions $\hat{\Phi}_{-,1}$ and $\hat{\Phi}_{+,2}$ evaluated at a discrete eigenvalue $k_j$ are related as follows:

$$\hat{\Phi}_{-,1}(k_j) \alpha(k_j) = \hat{\Phi}_{+,2}(k_j) C_j (\det a)'(k_j),$$  

(69)
where \( a(k) \) is the two-soliton scattering coefficient, and \( \alpha(k) \) is its cofactor matrix. In general, the explicit expression of \( a(k) \) and hence of its cofactor \( \alpha(k) \) for a two-soliton solution can be expected to depend in a nontrivial way on the scattering coefficients of the individual solitons. If we restrict ourselves to 2 fundamental solitons; however, Equation (53a) shows that the left transmission coefficient is independent of the norming constants/asympotic polarizations, and moreover, it is diagonal. Consequently, one has

\[
a(k) = \prod_{j=1}^{2} \text{diag} \left( \begin{array}{cc}
k_{j} & k_{j} \\
k_{j}^{*} & k_{j}^{*}
\end{array} \right),
\]

and therefore,

\[
\alpha(k) = \prod_{j=1}^{2} \text{diag} \left( \begin{array}{cc}
k_{j}^{*} & k_{j}^{*} \\
k_{j} & k_{j}
\end{array} \right).
\] (70)

Now, comparing relations (66) and (67), and using Equation (69) for \( j = 1 \), we find

\[
S_{1}^- a_{2}(k_{1}) \alpha(k_{1}) = C_{1}(\det a)'(k_{1}),
\] (71)

while comparing relations (65b) and (68), and using Equation (69) for \( j = 2 \), we obtain

\[
S_{2}^- \alpha(k_{2}) = c_{1}(k_{2}, S_{1}^+) C_{2}(\det a)'(k_{2}).
\] (72)

We now follow a similar process for \( t \to +\infty \), with the order of the soliton centers being reversed. Therefore, as \( t \to +\infty \) and starting from \( x \ll x_{1} \), we have

\[
\hat{\Phi}_{-1}(k_{j}) \sim e^{-ik_{j}x} \begin{pmatrix} I_{2} \\ 0 \end{pmatrix}, \quad x \ll x_{1},
\] (73a)

for \( j = 1, 2 \), and, after passing through soliton-1, we get

\[
\hat{\Phi}_{-1}(k_{1}) \sim e^{ik_{1}x} \begin{pmatrix} 0 \\ I_{2} \end{pmatrix} S_{1}^+, \quad x_{1} \ll x \ll x_{2},
\] (74)

while, upon passing soliton-2, we obtain

\[
\hat{\Phi}_{-1}(k_{2}) \sim e^{ik_{2}x} \begin{pmatrix} 0 \\ I_{2} \end{pmatrix} S_{2}^+ \alpha(k_{2}), \quad x_{2} \ll x.
\] (75)

On the other hand, starting from \( x_{2} \ll x \), we get

\[
\hat{\Phi}_{+1}(k_{j}) \sim e^{ik_{j}x} \begin{pmatrix} 0 \\ I_{2} \end{pmatrix}, \quad x_{2} \ll x,
\] (76)

for \( j = 1, 2 \), and, after passing through soliton-2, we find

\[
\hat{\Phi}_{+1}(k_{1}) \sim e^{ik_{1}x} \begin{pmatrix} 0 \\ I_{2} \end{pmatrix} c_{2}(k_{1}, S_{2}^+), \quad x_{1} \ll x \ll x_{2}.
\] (77)

Comparing relations (74) and (77) and using Equation (69) for \( j = 1 \), we find

\[
S_{1}^+ \alpha(k_{1}) = c_{2}(k_{1}, S_{2}^+) C_{1}(\det a)'(k_{1}),
\] (78)
while comparing relations (75) and (76) and using (69) for \( j = 2 \), we obtain
\[
S^+_2 a_1(k_2) \alpha(k_2) = C_2 (\det a)'(k_2).
\]
(79)

One can solve Equations (71), (72), (78), and (79) with respect to the norming constants \( C_j \), and derive the following expressions from the analysis as \( t \to -\infty \):
\[
C_1 = \frac{1}{(\det a)'(k_1)} S^-_1 a_2(k_1) \alpha(k_1),
\]
(80a)
\[
C_2 = \frac{1}{(\det a)'(k_2)} c^{-1}_1(k_2, S^-_1) S^-_2 \alpha(k_2),
\]
(80b)

while the asymptotics as \( t \to +\infty \) yields:
\[
C_1 = \frac{1}{(\det a)'(k_1)} c^{-1}_2(k_1, S^+_2) S^+_1 \alpha(k_1),
\]
(81a)
\[
C_2 = \frac{1}{(\det a)'(k_2)} S^+_2 a_1(k_2) \alpha(k_2).
\]
(81b)

Since the norming constants are time-independent, one must have
\[
S^-_1 a_2(k_1) \alpha(k_1) = c^{-1}_2(k_1, S^+_2) S^+_1 \alpha(k_1),
\]
(82a)
\[
S^+_2 a_1(k_2) \alpha(k_2) = c^{-1}_1(k_2, S^-_1) S^-_2 \alpha(k_2),
\]
(82b)

or equivalently,
\[
(S^-_1 a_2(k_1) - c^{-1}_2(k_1, S^+_2) S^+_1) \alpha(k_1) = 0,
\]
(83a)
\[
(S^+_2 a_1(k_2) - c^{-1}_1(k_2, S^-_1) S^-_2) \alpha(k_2) = 0.
\]
(83b)

Recall that we are considering the interaction of two fundamental solitons, whose norming constants \( C_j \) are rank-1 matrices with one column identically zero, that is, \( C_j \) has the form \( C_j = (\gamma_j, 0) \), where \( \gamma_j = (\alpha_j, \beta_j)^T \), with \( \alpha_j, \beta_j \in \mathbb{C} \). Moreover, the matrices \( S^-_1, S^+_2 \) coincide with the norming constants, that is, \( S^-_1 \equiv C_1 \) and \( S^+_2 \equiv C_2 \), which implies that \( s^-_1 \equiv \gamma_1 \), because soliton-1 is the “fast” soliton, and \( s^+_2 \equiv \gamma_2 \), because soliton-2 is the “slow” soliton. Here, and for the rest of the paper, \( s^\pm_2 \) denotes the first column vector of the matrix \( S^\pm_2 \), and \( s^\pm_1 \) denotes the first column vector of the matrix \( S^\pm_1 \). From (70), it follows that
\[
\alpha(k_j) = \prod_{j=1,2} \text{diag}\left(\frac{k_j + k^*_j}{2k^*_j}, 0\right),
\]
(84)

which means that only the first column of each of the matrix identities (83) is specified. In the fundamental soliton case, the second column of the matrices \( S^-_1, S^+_2 \) is identically zero, and assuming that this remains valid for \( S^+_1, S^-_2 \), then Eqs. (83) reduce to
\[
S^+_1 = c_2(k_1, S^+_2) S^-_1 a_2(k_1), \quad S^-_2 = c_1(k_2, S^-_1) S^+_2 a_1(k_2).
\]
(85)

\footnote{Recall that the soliton velocities are negative, so “slow” and “fast” here are meant in absolute value.}
Specifically, from (53a) it follows that

\[ S_2^- = \frac{k^*_1 k_2 - k_1}{k_1 k_2 - k^*_1} c_1(k_2, S_1^-) S_2^+. \]  

(86)

On the other hand, the matrix \( c_1(k_2, S_1^-) \) is a 2×2 full-rank matrix (cf. (53c)), and therefore, its product with \( S_2^+ \) from the right results in a 2×2 matrix whose second column is identically zero. This is consistent with the assumption that soliton-2 remains a fundamental soliton after the interaction, and Equation (86) can be written in vector form as

\[ \mathbf{s}_2^- = \frac{k^*_1 k_2 - k_1}{k_1 k_2 - k^*_1} c_1(k_2, S_1^-) \mathbf{s}_2^+. \]  

(87)

Similarly, under the assumption that \( S_1^+ \) has the same structure as \( S_1^- \) (i.e., the one that pertains to a fundamental soliton), (83a) is equivalent to the first of (85), and the latter can be written in vector form as

\[ \mathbf{s}_1^+ = \frac{k^*_2 k_1 - k_2}{k_2 k_1 - k^*_2} c_2(k_1, S_2^-) \mathbf{s}_1^-, \]  

(88)

where the scalar factor is the (1,1) entry of the matrix \( a_2(k_1) \). Considering the explicit expression for the transmission coefficient \( c_j \), one can solve (87) for \( \mathbf{s}_2^- \). Let us introduce the unit-norm vectors

\[ \mathbf{p}_j^\pm = \frac{(\mathbf{s}_j^\pm)^*}{||\mathbf{s}_j^\pm||}, \quad j = 1, 2, \]  

(89)

where \( \mathbf{p}_1^- = \mathbf{y}_1^*/||\mathbf{y}_1|| \) and \( \mathbf{p}_2^+ = \mathbf{y}_2^*/||\mathbf{y}_2|| \), and recall the expression (56b) for \( c_j \). It is convenient to introduce the quantity

\[ \chi^2 = \left( \frac{||\mathbf{s}_2^-||^2}{||\mathbf{y}_2||^2} \right) = \frac{1}{||\mathbf{y}_2||^2} (\mathbf{s}_2^-)^T \mathbf{s}_2^-, \]  

(90)

which according to (87) becomes

\[ \chi^2 = \left| \frac{k_1 - k_2}{k_1 - k^*_2} \right|^2 \left( \mathbf{p}_2^+ \right)^T c_1^+(k_2, \mathbf{p}_1^-) c_1(k_2, \mathbf{p}_1^-) (\mathbf{p}_2^+)^*. \]  

(91)

Inserting Equation (56b) into the last one, and observing that

\[ (\mathbf{p}_2^+)^T (\mathbf{p}_1^-)^* (\mathbf{p}_2^+)^* = \left| \mathbf{p}_1^- \cdot (\mathbf{p}_2^+)^* \right|^2, \]  

(92)

and the fact that \( \mathbf{p}_j^\pm \) are unit-norm vectors, we obtain that \( \chi^2 \) is explicitly given by

\[ \chi^2 = \left| \frac{(k_1 - k_2)(k_1 + k^*_2)}{(k_1 - k^*_2)(k_1 + k_2)} \right|^2 \left\{ 1 + \left| \frac{(k^*_1 - k^*_2)(k_2 - k^*_2)^2}{|k_1 - k^*_2|^2 k_1 + k^*_2|^2} \mathbf{p}_1^- \cdot (\mathbf{p}_2^+)^* \right|^2 \right\}. \]  

(93)
where \( \cdot \) denotes the scalar product between vectors, namely, the sum of the products of the components. One can also check that the following holds for \( \chi^2 \): \[
\chi^2 = \frac{||s^+||^2}{||\gamma||^2}.
\] (94)

Dividing relation (87) by \( ||s^-|| \) and relation (88) by \( ||s^+|| \), and using the definitions of \( \chi \) and \( p^\pm_j \), we find
\[
p^-_2 = \frac{1}{\chi} \left( \frac{k_1^* k_2 - k_1^*}{k_1^* k_2 - k_1} \right) \left( c_1(k_2, p^-_1) \right)^* p^+_2,
\]
(95a)
\[
p^+_1 = \frac{1}{\chi} \left( \frac{k_1^* k_2^* - k_1^*}{k_2^* k_1^* - k_1^*} \right) \left( c_2(k_1, p^+_2) \right)^* p^-_1.
\]
(95b)

Substituting the expression (56b) for \( j = 1 \) and \( k = k_2 \) into Equation (95a), and for \( j = 2 \) and \( k = k_1 \) into Equation (95b), and using the relations
\[
(p^-_1)^* (p^-_1)^T (p^+_2)^* = \left( p^-_1 \cdot (p^+_2)^* \right) (p^-_1)^*,
\]
(96a)
\[
(p^+_2)^* (p^+_2)^T (p^-_1)^* = \left( p^+_2 \cdot (p^-_1)^* \right) (p^+_2)^*,
\]
(96b)
respectively, we obtain the expressions of the polarization vector for soliton-1 and 2 after the interaction
\[
p^+_1 = \frac{1}{\chi} \left( \frac{k_1^* - k_2^*}{k_1^* - k_2} \right) \left( \frac{k_1^* + k_2}{k_1^* + k_2} \right) \left\{ p^+_1 + \frac{(k_1^*)^2 (k_2^* - k_1^*)^2}{(k_1^*)^2 (k_2^* - k_1^*)^2} \left( (p^+_2)^* \cdot p^-_1 \right) p^+_2 \right\},
\]
(97a)
\[
p^-_2 = \frac{1}{\chi} \left( \frac{k_2^* - k_1^*}{k_2^* - k_1} \right) \left( \frac{k_2^* + k_1}{k_2^* + k_1} \right) \left\{ p^-_2 + \frac{(k_2^*)^2 (k_1^* - k_2^*)^2}{(k_2^*)^2 (k_1^* - k_2^*)^2} \left( (p^-_1)^* \cdot p^+_2 \right) p^-_1 \right\},
\]
(97b)
in terms of the initial polarization vectors. Equations (97) are the analog of the well-known Manakov formulas for the coupled NLS equation, and show that interacting fundamental solitons exhibit a polarization shift, that is, a redistribution of energy between the components, unless the initial soliton polarizations are either parallel or orthogonal (in which case one can easily verify that the soliton polarization vectors remain the same, upon interaction, up to an overall phase shift). Notice that Equations (97) are symmetric with respect to interchanging indices 1 and 2, and limits \( t \to \pm \infty \), that is, to obtain the expression for \( p^+_1 \), we simply need to swap the indices 1 and 2 and the limits \( t \to \pm \infty \) in the corresponding relation for \( p^-_2 \).

The above construction can be suitably modified to show that self-symmetric solitons always interact in a trivial way (because all the corresponding transmission coefficients are proportional to the identity, cf. (62)), and to characterize the interaction of a self-symmetric soliton and a fundamental soliton. However, as we show in Figure 1, fundamental solitons do not remain such in general upon interacting with a fundamental breather. Therefore, Manakov’s method is not effective to deal with more complicated soliton interactions, because, on the one hand, one has to make an a priori assumption on the nature of the solitons after the interaction and, on the other hand, if all transmission coefficients depend in a nontrivial way on the asymptotic polarizations of the solitons, there is no guarantee that one would be able to find a closed-form solution.
FIGURE 1  Examples of a fundamental soliton interacting with a fundamental breather. From left to right, the three panels show the exact two-soliton solution for three different examples. In the first example, the initial polarization vectors of the fundamental soliton and of the fundamental breather are chosen to be orthogonal to each other; in the second example, they are chosen to be parallel; and in the third example, they are neither orthogonal nor parallel. Clearly, the initial fundamental soliton does not maintain its structure upon interacting with the fundamental breather. Here, the soliton parameters are: $k_1 = 1/2 + i/4$, $k_2 = 1 + i/2$, $\alpha_1 = e^i$, $\beta_1 = 1$, $\alpha_2 = 1$, $\beta_2 = -e^i$, for the first example, $k_1 = 1/2 + i/4$, $k_2 = 1 + i/2$, $\alpha_1 = e^i$, $\beta_1 = 1$, $\alpha_2 = e^{2i}$, $\beta_2 = e^i$, for the second example, and $k_1 = 1/2 + i/4$, $k_2 = 1 + i/2$, $\alpha_1 = e^{i/2}$, $\beta_1 = 1$, $\alpha_2 = e^i$, $\beta_2 = 4$, for the third example, $\kappa_1 = 0$ and $\kappa_2 = 1$ in all the examples, which denotes that soliton-1 is a fundamental soliton and soliton-2 is a fundamental breather before the interaction.

Instead, we will resort to a different approach: we consider the Darboux matrices corresponding to the various types of solitons, and study soliton interactions by combining refactorization problems on generators of certain rational loop groups, and long-time asymptotics of these generators. As we will show in Section 6, this allows us to completely characterize all types of soliton interactions, without making any a priori assumption on the nature of the solitons after the interaction.

6  YANG–BAXTER MAPS AND GENERAL SOLITON INTERACTIONS

In this section, we study soliton interactions in the ccSPE from the point of view of refactorization problems for Bäcklund–Darboux matrices and YB maps. We reproduce the results obtained previously with Manakov’s method, but also extend more systematically the analysis to all possible two-soliton interactions in the models. This is done by identifying and constructing the possible Bäcklund–Darboux matrices corresponding to fundamental solitons, fundamental breathers, composite breathers, and self-symmetric solitons. With these elementary building blocks at our disposal, the description of soliton interactions is best obtained by combining abstract results on refactorization problems on generators of certain rational loop groups and long time asymptotics of these generators. The underlying procedure is the so-called dressing method, which goes back to Ref. [53]. We review the main idea in the next section.

It turns out that the equivalent Lax pair description for the ccSPE introduced in Ref. [45] is more convenient for the purposes of the beginning of this section. We first review it, and then use it to derive some general results on dressing factors and YB maps. Then, from Section 6.3 onward, we translate the results back into our original spectral parameterization and go on to derive the YB maps acting on the (polarization) vectors characterizing the various types of solitons of the model.
6.1 Review of Feng–Ling Lax pair formulation and dressing method

In Ref. [45], the authors consider the following Lax pair obtained from (3) by the hodograph transformation (D.2) from the coordinates \((x, t)\) to the coordinates \((\xi, t)\) and with the change of spectral parameter \(\lambda = 1/k\):

\[
\begin{align*}
\Phi_{\xi}(\xi, t, \lambda) &= F(\xi, t, \lambda) \Phi(\xi, t, \lambda), \\
\Phi_t(\xi, t, \lambda) &= V(\xi, t, \lambda) \Phi(\xi, t, \lambda),
\end{align*}
\]  
(98)

where

\[
F(\xi, t, \lambda) = -i \frac{\rho(\xi, t)}{\lambda} \sigma_3 - \frac{1}{\lambda} \sigma_2 \partial_\xi V_0(\xi, t), \\
V(\xi, t, \lambda) = \frac{i}{4} \lambda \sigma_3 + \frac{i}{2} V_0(\xi, t)
\]  
(99)

with

\[
V_0(\xi, t) = \begin{pmatrix} 0 & U(\xi, t) \\ U^+(\xi, t) & 0 \end{pmatrix}.
\]  
(100)

The advantage of this formulation is that \(V(\xi, t, \lambda)\) has the same structure as that of the well-known Lax matrix for a multicomponent NLS equation with \(2 \times 2\) matrix potential \(U(\xi, t)\).

However, the structure of \(F(\xi, t, \lambda)\) shows that the ccSPE corresponds to a negative flow in that hierarchy. The Lax pair possesses the familiar symmetry

\[
F^+(\xi, t, \lambda^*) = -F(\xi, t, \lambda), \quad V^+(\xi, t, \lambda^*) = -V(\xi, t, \lambda),
\]  
(101)

but also, and crucially for the ccSPE, the additional symmetry

\[
\Lambda F^*(\xi, t, -\lambda^*) \Lambda^{-1} = F(\xi, t, \lambda), \quad \Lambda V^*(\xi, t, -\lambda^*) \Lambda^{-1} = V(\xi, t, \lambda),
\]  
(102)

with

\[
\Lambda = \text{diag}(i \sigma_2, i \sigma_2), \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}.
\]  
(103)

The summary of the ideas and results of the dressing method as introduced in Ref. [53], adapted to the present setting, are as follows. We also refer the reader to Ref. [54] for a nice review of these ideas focused on multicomponent NLS systems that can be useful for some aspects of the present work. Starting from the potential \(V_0 = 0\), with the goal of constructing pure soliton solutions, one considers two matrix-valued rational functions \(G_{\pm}(\xi, t, \lambda)\) that are analytic, respectively, in the upper and lower half-plane for each \(\xi, t\), satisfy \(G_{\pm} G_{\mp} = I\) for \(\lambda \in \mathbb{R}\), \(\lim_{\lambda \to \infty} G_{\pm}(\xi, s; \lambda) = I\), and are degenerate at a finite number of prescribed values of \(\lambda\) in their respective domain of analyticity. The structure of their degeneracies is determined by fixing degeneracy spaces corresponding to the norming constants in the IST. An important result of Ref. [53] is the following. The \((\xi, t)\) dependence of those degeneracy spaces is controlled by a solution of (98) for \(V_0\), and the degeneracy spaces uniquely fix certain projectors entering in the elementary factors contained in \(G_{\pm}\) (matrix Blaschke factors). Below we discuss these aspects in more details.

\(^2\) Note that the sign of \(V\) has been reversed with respect to Ref. [45] to account for the sign difference in the way the ccSPE equation is written.
Since we consider $V_0 = 0$, the degeneracy space of $G_+$ at $\lambda_j$ is of the form

$$\ker G_+(\xi, t, \lambda_j) = \text{span} \left\{ e^{\frac{i}{4} \lambda_j (t - \frac{i}{\lambda_j}) \Sigma_3} W_j \right\},$$

(104)

where $W_j$ is a rectangular matrix whose columns are constant linearly independent vectors fixing the norming constants. As we will show below, the number of these vectors determines the rank of the corresponding projector. With $V(\xi, t, \lambda) = \frac{i}{4} \lambda \Sigma_3 + \frac{i}{2} V_0(\xi, t)$, then, in general, a new solution $\bar{V}(\xi, t, \lambda) = \frac{i}{4} \lambda \Sigma_3 + \frac{i}{2} \bar{V}_0(\xi, t)$ is obtained by the formula

$$\bar{V}(\xi, t, \lambda) = (\partial_t G_+(\xi, t, \lambda) + G_+(\xi, t, \lambda)V(\xi, t, \lambda))G_+(\xi, t, \lambda)^{-1}.$$  

(105)

The key for explicit formulae is to characterize $G_+$. The generic result of Ref. [53] is that $G_+$ is a product of dressing factors (also known as matrix Blaschke factors or Bäcklund–Darboux matrices) of the form

$$I + \left( \frac{\lambda - \lambda^+}{\lambda - \lambda^-} - 1 \right) \Pi_j(\xi, t),$$

(106)

where $\Pi_j(\xi, t)$ are appropriate projectors. In the case where $G_+$ is a product of $N$ such factors, $j = 1, \ldots, N$, we have

$$G_+(\xi, t, \lambda) = I - \frac{1}{\lambda} \sum_{j=1}^{N} (\lambda^+ - \lambda^-) \Pi_j(\xi, t) + O\left( \frac{1}{\lambda^2} \right).$$

(107)

Inserting Equation (107) in (105), recalling that

$$V(\xi, t, \lambda) = \frac{i}{4} \lambda \Sigma_3 + \frac{i}{2} V_0(\xi, t), \quad \bar{V}(\xi, t, \lambda) = \frac{i}{4} \lambda \Sigma_3 + \frac{i}{2} \bar{V}_0(\xi, t),$$

(108)

we obtain the following relation between the new solution and the old solution by comparing the constant terms in the expansion in $1/\lambda$

$$\bar{V}_0(\xi, t) = V_0(\xi, t) - \sum_{j=1}^{N} \frac{\lambda^+ - \lambda^-}{2} \left[ \Pi_j(\xi, t), \Sigma_3 \right].$$

(109)

In our case, recall that we take $V_0(\xi, t) = 0$ as the trivial seed solution.

The exact details on the location of $\lambda^\pm$ and on the properties of the projector $\Pi_j$ depend on the particular model under consideration. We will study this below in conjunction with the two symmetries (101)–(102). The important message is that the order in which these factors appear in $G_+$ is irrelevant for the final result. This is the important observation that gives rise to YB maps via refactorization problems for the dressing factors. In the sequel, we will follow closely the methodology of Ref. [47] to combine the refactorization problem with long-time asymptotics in order to derive explicitly YB maps acting on the parameters (norming constants) characterizing the solitons within a multisoliton solution.

---

It is a standard result that one could equally use $G_-$. 

6.2 Refactorization and elementary Bäcklund–Darboux matrices for the ccSPE

The previous discussion motivates the study of certain refactorization problems for matrix-valued rational functions of the form

$$g_{\alpha,\beta,\Pi}(\lambda) = I + \left( \frac{\lambda - \alpha}{\lambda - \beta} - 1 \right) \Pi,$$

(110)

where $\Pi$ is a projector and $\alpha \neq \beta$ are fixed complex numbers. The pointwise dependence on $(\xi, t)$ can be dropped at this stage to formulate the general results. It can be reinstated later on when using these results within the dressing method thanks to the property (104) of the degeneracy spaces.

The rigorous study of refactorization problems in conjunction with the dressing method has been undertaken in detail, for example, in Ref. [56]. When forgetting about the pointwise dependence on the independent variables that are present in the dressing methods, such results form part of general structural properties of certain rational loop groups that were studied in detail more recently in Ref. [57]. The symmetry (101) implies that we can use directly the results of Section 6 in Ref. [56]. In particular, symmetry (101) implies that dressing factors must satisfy the symmetry $g^{-1}_{\alpha,\beta,\Pi}(\xi, t, \lambda^*) = g_{\alpha,\beta,\Pi}(\xi, t, \lambda)$. Equation (110) then implies the constraints $\beta = \alpha^*$ and $\Pi^\dagger = \Pi$, and therefore, (110) becomes

$$g_{\alpha,\Pi}(\lambda) = I - \frac{\alpha - \alpha^*}{\lambda - \alpha^*} \Pi, \quad \alpha \in \mathbb{C} \setminus \mathbb{R}, \quad \Pi^2 = \Pi^\dagger = \Pi.$$

(111)

An elementary factor $g_{\alpha,\Pi}$ is characterized by a complex number with nonzero imaginary part and by an Hermitian projector $\Pi$ which we call its data. We then have the following result on the refactorization of two such factors (Section 6 of Ref. [56]).

**Theorem 1.** Let $\Pi_1, \Pi_2$ be two orthogonal projectors and $\alpha_1, \alpha_2 \in \mathbb{C} \setminus \mathbb{R}$ be such that $\alpha_1 \neq \alpha_2$ and $\alpha_1 \neq \alpha_2^*$. The unique solution of the refactorization problem

$$\left( I - \frac{\alpha_2 - \alpha_2^*}{\lambda - \alpha_2^*} \Pi_2 \right) \left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda - \alpha_1^*} \Pi_1 \right) = \left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda - \alpha_1^*} P_1 \right) \left( I - \frac{\alpha_2 - \alpha_2^*}{\lambda - \alpha_2^*} P_2 \right)$$

(112)

is given by

$$P_j = \phi^{-1} \Pi_j \phi, \quad j = 1, 2,$$

(113)

where

$$\phi = (\alpha_1^* - \alpha_2)I + (\alpha_1 - \alpha_2^*)\Pi_1 + (\alpha_2 - \alpha_2^*)\Pi_2.$$

(114)

Moreover, $P_j, \ j = 1, 2$ are also orthogonal projectors.

Note that the rank of the projectors is preserved under refactorization. The most difficult part in this result is to establish that the matrix $\phi$ is always invertible. This result shows that the
refactorization problem induces a (parametric) map on pairs of orthogonal projectors\(^4\)

\[ R_{12}(\alpha_1, \alpha_2) : (\Pi_1, \Pi_2) \mapsto (P_2, P_1). \]  

(115)

The next result implies that this map is a (parametric) YB map.

**Lemma 1.** Let \( \alpha_j \in \mathbb{C} \setminus \mathbb{R} \), \( j = 1, 2, 3 \) be as in Theorem 1, that is, \( \alpha_i \neq \alpha_j \) and \( \alpha_i \neq \alpha_j^* \), \( i \neq j \). If

\[ g_{\alpha_3, \Pi_1}(\lambda) g_{\alpha_2, \Pi_2}(\lambda) g_{\alpha_1, \Pi_1}(\lambda) = g_{\alpha_3, P_3}(\lambda) g_{\alpha_2, P_2}(\lambda) g_{\alpha_1, P_1}(\lambda). \]  

(116)

Then \( \Pi_j = P_j \), \( j = 1, 2, 3 \).

**Proof.** The proof is the same as in Proposition 3.10 of Ref. [58]. \( \square \)

As a consequence, we get the following result that goes back at least to Ref. [59].

**Corollary 1.** The map \( R_{12}(\alpha_1, \alpha_2) \) satisfies the YB equation

\[ R_{12}(\alpha_1, \alpha_2) R_{13}(\alpha_1, \alpha_3) R_{23}(\alpha_2, \alpha_3) = R_{23}(\alpha_2, \alpha_3) R_{13}(\alpha_1, \alpha_3) R_{12}(\alpha_1, \alpha_2). \]  

(117)

The meaning of this equation and our notations are as follows. For instance, on the triplet \((\Pi_1, \Pi_2, \Pi_3)\), the LHS of (117) acts as

\[ R_{12}(\alpha_1, \alpha_2) R_{13}(\alpha_1, \alpha_3) R_{23}(\alpha_2, \alpha_3)(\Pi_1, \Pi_2, \Pi_3) = R_{12}(\alpha_1, \alpha_2)(\Pi_1^{(ii)}, \Pi_2^{(ii)}, \Pi_3^{(ii)}) = (P_3, P_2, P_1). \]

The YB equation means that the RHS of (117) produces exactly the same final result, although the YB maps act in a different order and the intermediate projectors are not equal:

\[ R_{23}(\alpha_2, \alpha_3) R_{13}(\alpha_1, \alpha_3) R_{12}(\alpha_1, \alpha_2)(\Pi_1, \Pi_2, \Pi_3) = R_{23}(\alpha_2, \alpha_3)(\Pi_2^{(1)}, \Pi_1^{(1)}, \Pi_3^{(1)}) = (P_3, P_2, P_1). \]

In our case, the model also enjoys the additional symmetry (102), which has nontrivial consequences on the structure of the elementary factors that can generate a rational loop group element \( G(\lambda) \). For such a loop group element, the symmetry reads

\[ G^*(-\lambda^*) = \Lambda G(\lambda) \Lambda^{-1}. \]  

(118)

\(^4\)The attentive reader will notice that we have included the transposition \((P_1, P_2) \mapsto (P_2, P_1)\) in the definition of \( R \) so that it satisfies the YB equation, see corollary below. Without this, \( R \) would satisfy the so-called braided version of the YB equation.
The following two results show that the symmetry (118) requires to consider \( g_{\alpha,\Pi}(\lambda) \) with specific data but also a product of two such elementary factors with specific data in order to exhaust the possible generators of the known types of solitons in the ccSPE. Before we proceed, note that because the ccSPE is described by \( 4 \times 4 \) Lax pair, the projectors in the elementary factors acts on \( \mathbb{C}^4 \). A nontrivial projector is therefore of rank 1,2,3. Due to the relation

\[
[g_{\alpha,\Pi}(\lambda^*)]^\dagger = [g_{\alpha,\Pi}(\lambda)]^{-1} = \frac{\lambda - \alpha^*}{\lambda - \alpha} g_{\alpha,\Pi^\perp}(\lambda),
\]

(119)

where \( \Pi^\perp = I - \Pi \) is the orthogonal complement projector of \( \Pi \), we see that we can work equally with \( \Pi \) or \( \Pi^\perp \). Obviously, when \( \Pi \) has rank 3, \( \Pi^\perp \) has rank 1 and vice versa, which shows that the rank 1 and rank 3 cases are equivalent. Hence, in the following, we will only consider the rank 1 and 2 cases.

**Lemma 2.** Let \( \alpha \in \mathbb{C} \setminus \mathbb{R} \). The elementary factor \( g_{\alpha,\Pi}(\lambda) \) satisfies the first symmetry in (118) if and only if \( \alpha = ia, a \in \mathbb{R} \), and

\[
\Pi = \Pi_1 + \Lambda \Pi^* \Lambda^{-1},
\]

(120)

where \( \Pi_1 \) is a rank-1 projector. In that case, \( \Pi \) is a rank-2 projector.

**Proof.** If \( \alpha \) and \( \Pi \) are as stated, it is straightforward to check that \( g_{\alpha,\Pi}(\lambda) \) satisfies \( g_{\alpha,\Pi}^*(-\lambda^*) = \Lambda g_{\alpha,\Pi}(\lambda) \Lambda^{-1} \). Conversely, suppose that \( g_{\alpha,\Pi}^*(-\lambda^*) = \Lambda g_{\alpha,\Pi}(\lambda) \Lambda^{-1} \). This yields \( (\lambda - \alpha^*) \Pi^* = (\lambda + \alpha) \Lambda \Pi \Lambda^{-1} \), which, in turn, implies \( \alpha = -\alpha^* \) and \( \Pi^* = \Lambda \Pi \Lambda^{-1} \). Since \( \Pi \) is a Hermitian projector, we can write \( \Pi = U U^\dagger \), where \( U \) is the matrix whose columns vectors form an orthonormal basis of \( \text{Im} \Pi \). In particular \( U^\dagger U = I_r \), where \( r \) is the rank of \( \Pi \). We have

\[
\Pi^* = (\Pi^*)^2 = \Lambda \Pi \Lambda^{-1} \Pi^* = \Lambda U U^\dagger \Lambda^{-1} U^* U^T.
\]

(121)

If \( r = 1 \), then \( U = (u_1) \) is a column vector and we have \( U^\dagger \Lambda^{-1} U^* = 0 \). This is due to the form of \( \Lambda \) that implies that for any vector \( v \in \mathbb{C}^4 \)

\[
v^\dagger \Lambda^{-1} v^* = 0 = v^T \Lambda^{-1} v. \]

(122)

Hence \( \Pi = 0 \), which is a contradiction, so this case is not possible. Suppose now \( r = 2 \) with \( U = (u_1, u_2) \). We have

\[
\Pi = \Lambda U^* M^* U^\dagger, \quad M \equiv U^\dagger \Lambda^{-1} U^* = i\alpha_{12} \sigma_2, \quad \alpha_{12} = u_1^\dagger \Lambda^{-1} u_2^*.
\]

(123)

Inserting into \( \Pi U = U \), yields

\[
u_2 = \alpha_{12}^* \Lambda u_1^*, \quad u_1 = -\alpha_{12}^* \Lambda u_2^*.
\]

For consistency, we must have \( |\alpha_{12}| = 1 \). Using the relation to eliminate \( u_2 \) in the expression (123) for \( \Pi \), we find

\[
\Pi = -\alpha_{12}^* \Lambda u_2 u_1^\dagger + \alpha_{12}^* \Lambda u_1 u_2^\dagger = u_1 u_1^\dagger + \Lambda u_1 u_1^T \Lambda^{-1} = \Pi_1 + \Lambda \Pi_1^* \Lambda^{-1},
\]

where \( \Pi_1 = u_1 u_1^\dagger \) is a rank-1 projector. This completes the proof. \( \square \)
This shows that a single elementary factor always corresponds to a so-called self-symmetric (purely imaginary) eigenvalue, and can only be built from a special rank-2 projector. In particular, it is not possible to create solitons for non-self-symmetric zeros with only one elementary factors because of the symmetry (118). For this, we need a product of two elementary factors, which we study below.

**Lemma 3.** Let $\alpha_1, \alpha_2 \in \mathbb{C} \setminus \mathbb{R}$ be such that $\alpha_1 \neq \alpha_2$ and $\alpha_1 \neq \alpha_2^*$. If

$$T(\lambda) = g_{\alpha_1, \Pi_1}(\lambda)g_{\alpha_2, \Pi_2}(\lambda)$$

satisfies (118), where $g_{\alpha_j, \Pi_j}(\lambda)$ is as in (111), then either:

1. $\alpha_j = -\alpha_j^*$, $j = 1, 2$, and each elementary factor is of the self-symmetric type classified in Lemma 2; or
2. $\alpha_2 = -\alpha_1^*$, and $\Pi_2 = \Lambda \Pi_1^* \Lambda^{-1}$.

The proof of this lemma is given in Appendix C.

Several comments are in order.

**Remark 1.** For case 2 in Lemma 3, it is interesting to note that we can obtain the case of self-symmetric solitons of Lemma 2 when the projector $\Pi_1$ is of rank 1 and by allowing $\alpha_1$ to be purely imaginary, even though this is not strictly allowed under the assumptions on $\alpha_1$ and $\alpha_2$ in Lemma 3. Indeed, a direct calculation shows that $T(\lambda)$ then exactly reduces to $g_{\alpha_1, \Pi}$ with $\Pi$ as in (120), of rank 2. Thus, we can use the factor $T(\lambda)$ described in Lemma 3 and recover the self-symmetric case as a limiting case if desired, instead of treating it as a separate case. This means that $T(\lambda)$ can be used to deal with all possible cases of solitons in the model, allowing for the various possibilities for the rank of $\Pi_1$ and for the nature of $\alpha_1$ (purely imaginary or not). From now on, we will write the “elementary” factor in Lemma 3 as

$$T_{\alpha, \Pi}(\lambda) \equiv g_{\alpha, \Pi}(\lambda)g_{-\alpha^*, \bar{\Pi}}(\lambda)$$

with the understanding that $\bar{\Pi}$ is determined by $\Pi$ according to $\bar{\Pi} = \Lambda \Pi^* \Lambda^{-1}$. As before, $\alpha$ and $\Pi$ will be called the data for $T_{\alpha, \Pi}(\lambda)$.

**Remark 2.** In the rank-1 case, the factor $T_{\alpha, \Pi}(\lambda)$ reproduces the Darboux matrix of Theorem 1 in Ref. [45]. This can be checked by a direct calculation, observing that in the rank-1 case, $\Pi$ and $\bar{\Pi}$ satisfy $\bar{\Pi} \Pi = 0 = \Pi \bar{\Pi}$, so that

$$T_{\alpha, \Pi}(\lambda) = g_{\alpha, \Pi}(\lambda)g_{-\alpha^*, \bar{\Pi}}(\lambda)
= g_{-\alpha^*, \bar{\Pi}}(\lambda)g_{\alpha, \Pi}(\lambda)
= I - \left(\frac{\alpha - \alpha^*}{\lambda - \alpha^*} - 1\right)\Pi - \left(\frac{\alpha - \alpha^*}{\lambda - \alpha^*} - 1\right)\Lambda \Pi^* \Lambda^{-1}.$$

(126)

This factor produces generically the fundamental breather solution, as will be clear below. As explained above, taking $\alpha$ to be pure imaginary produces the special case of a self-symmetric eigenvalue solution. We will see below that choosing the degeneracy space of $\Pi$ to be generated by a special vector yields the case of a fundamental soliton as a special case.
Remark 3. Property (C.17), which is easily checked for any Hermitian projector $\Pi_1$, ensures that the two factors in $T_{\alpha,\Pi}(\lambda)$ commute

$$T_{\alpha,\Pi}(\lambda) = g_{\alpha,\Pi}(\lambda) g_{-\alpha^*,\tilde{\Pi}}(\lambda) = g_{-\alpha^*,\tilde{\Pi}}(\lambda) g_{\alpha,\Pi}(\lambda).$$

As a consequence, the YB map $R(\alpha_1, \alpha_2)$ reduces to the identity map when $\alpha_2 = -\alpha_1^*$ and when it acts on pairs of projectors $(\Pi_1, \Pi_2)$ such that $\Pi_2 = \Lambda \Pi^* \Lambda^{-1}$.

In view of our results and the previous remarks, for our model, the refactorization problem of Theorem 1 should now be posed in terms of the binary elementary factor $T_{\alpha,\Pi}(\lambda)$:

$$T_{\alpha_1,\Pi_1}(\lambda) T_{\alpha_2,\Pi_2}(\lambda) = T_{\alpha_2,\Pi_2}(\lambda) T_{\alpha_1,\Pi_1}(\lambda).$$

All the possible subcases arising from specializing the data of $T_{\alpha,\Pi}(\lambda)$ will describe all the possible interactions between the various types of solitons in the model. This is studied in detail in the next section. For now, let us first note that the refactorization problem (128) is well defined in the sense that if the LHS is a product of binary elementary factors of type $T_{\alpha,\Pi}(\lambda)$, then the RHS is also such a product. In other words, when considering $T_{\alpha_1,\Pi_1}(\lambda) T_{\alpha_2,\Pi_2}(\lambda)$ as a product of four elementary factors of type $g_{\alpha,\Pi}(\lambda)$

$$T_{\alpha_1,\Pi_1}(\lambda) T_{\alpha_2,\Pi_2}(\lambda) = g_{\alpha_1,\Pi_1}(\lambda) g_{-\alpha_1^*,\tilde{\Pi}_1}(\lambda) g_{\alpha_2,\Pi_2}(\lambda) g_{-\alpha_2^*,\tilde{\Pi}_2}(\lambda),$$

and refactorizing into

$$g_{\alpha_2,\Pi_2}(\lambda) g_{-\alpha_2^*,P_2'}(\lambda) g_{\alpha_1,\Pi_1}(\lambda) g_{-\alpha_1^*,P_1'}(\lambda),$$

we have necessarily $P'_j = \Lambda P'^*_j \Lambda^{-1} = \tilde{P}_j$, $j = 1, 2$. Thus, we can consistently interpret the result as the product $T_{\alpha_2,P_2}(k) T_{\alpha_1,P_1}(k)$. To see this, one uses again the symmetry (118), a comparison of the poles on each side of the equality, Liouville theorem, and Lemma 3 to obtain the desired relation $P'_j = \Lambda P'^*_j \Lambda^{-1}$.

The refactorization problem (128) yields a new parametric YB map that can be seen as composite of the basic map $R_{12}(\alpha_1, \alpha_2)$, restricted to special data. Notice that each basic map $R_{12}(\alpha_1, \alpha_2)$ accounts for a single refactorization, and therefore, the refactorization problem (128) amounts to considering the following composition of four $R$-maps:

$$R_{14}(\alpha_1, \alpha_4) R_{24}(\alpha_2, \alpha_4) R_{13}(\alpha_1, \alpha_3) R_{23}(\alpha_2, \alpha_3)$$

acting on the quadruplet of projectors $(\Pi_1, \Pi_2, \Pi_3, \Pi_4)$ with the restrictions that

$$\Pi_2 = \tilde{\Pi}_1, \quad \Pi_4 = \tilde{\Pi}_3, \quad \alpha_2 = -\alpha_1^*, \quad \alpha_4 = \alpha_3^*.$$

With this in mind, it is convenient and suggestive to denote the first space as 1, the second space as 1, the third space as 2, and the fourth space as 2. Thus, dropping the parameters for conciseness, we write

$$R_{14} R_{24} R_{13} R_{23} (\Pi_1, \Pi_2, \Pi_3, \Pi_4) \equiv R_{12} R_{12} R_{12} R_{12} (\Pi_1, \tilde{\Pi}_1, \Pi_2, \tilde{\Pi}_2).$$
Due to the above observation on the consistency of the refactorization for the binary elementary factors, the result of this operation is given by

$$R_{\tilde{1}2} R_{12} R_{\tilde{1}2} R_{12} (\Pi_1, \tilde{\Pi}_1, \Pi_2, \tilde{\Pi}_2) = (P_2, \tilde{P}_2, P_1, \tilde{P}_1). \quad (133)$$

As for $T_{\alpha,\Pi}(\lambda)$, $\Pi_j$, $j = 1, 2$ (respectively, $\tilde{P}_j$, $j = 1, 2$) are completely determined by $\Pi_j$, $j = 1, 2$ (respectively, $P_j$, $j = 1, 2$). Thus, they are redundant and we can project the map onto the first and third entries in the quadruplet to obtain a map acting on $(\Pi_1, \Pi_2)$ to produce $(P_2, P_1)$:

$$S_{12}(\alpha_1, \alpha_2) : (\Pi_1, \Pi_2) \mapsto (P_2, P_1). \quad (134)$$

Note that the indices are in bold to remember the difference between $S$ and $R$. It is a direct consequence of the YB equation for $R$ that this map also satisfies the YB equation. Indeed, in view of the definition of $S_{12}(\alpha_1, \alpha_2)$ from (133), to show that the following holds:

$$S_{12}(\alpha_1, \alpha_2) S_{13}(\alpha_1, \alpha_3) S_{23}(\alpha_2, \alpha_3) = S_{23}(\alpha_2, \alpha_3) S_{13}(\alpha_1, \alpha_3) S_{12}(\alpha_1, \alpha_2), \quad (135)$$

it is sufficient to show that

$$R_{12} R_{\tilde{1}2} R_{12} R_{\tilde{1}2} R_{13} R_{\tilde{1}3} R_{13} R_{\tilde{1}3} R_{23} R_{\tilde{2}3} R_{23} R_{\tilde{2}3} = R_{\tilde{2}3} R_{23} R_{\tilde{2}3} R_{23} R_{\tilde{1}3} R_{13} R_{\tilde{1}3} R_{13} R_{\tilde{1}3} R_{12} R_{\tilde{1}2} R_{12} R_{\tilde{1}2}, \quad (136)$$

holds. Now, (136) can be seen to hold using the YB equation for $R$ repeatedly for various combinations of indices $1, \tilde{1}, 2, \tilde{2}, 3, \tilde{3}$ and remembering Remark 3 that tells us that $R_{jj}$, $j = 1, 2, 3$ is the identity map.

The map $S$ is the map underlying all the maps describing the interactions of solitons derived in the next section. Its YB property ensures that these various maps consistently extend to multi-soliton solutions with more than two solitons. This is similar to what is explained in detail in Ref. [47], with the important difference that in the latter work, one could only have one type of solitons (vector NLS solitons of rank 1), whereas in the present work, we have various types of solitons corresponding to the various allowed cases for $T$: rank 1 or 2, self-symmetric zeros or not. Note that the rank-1 case degenerates further into fundamental solitons and fundamental breathers, but we find that the rank-2 case also degenerates into various subcases described below. Indeed, as we will explain in Section 6.3.2, to construct a full-rank soliton solution, one needs to consider four $2 \times 1$ vectors, and whether two out of the four vectors are linearly independent or not produces various subcases that need to be discussed separately. To our knowledge, this is the first time that YB maps are presented in a multicomponent integrable system with such a variety of soliton interactions. As we will see below, this gives rise to different explicit forms of the map $S$, depending on the type of solitons that interact. Our results could perhaps give a realization in the context of soliton interactions of the idea of entwining YB maps as discussed for instance in Ref. [60–62]. However, this is beyond the scope of the present work.

## 6.3 Long-time asymptotic analysis and map on soliton data

To derive the induced YB map on the quantities controlling the solitons in a multisoliton solution and interpret the soliton collisions from this point of view, we need to relate the previous abstract results to objects appearing in the IST. This is the essence of the dressing method as introduced
in Ref. [53]. In view of our discussion in Section 6.1 and in particular formula (104), all we need to do is to fix the matrices $W_j$ corresponding to the eigenvalue $\lambda_j$. For a solution corresponding to a projector of rank 1, this matrix is just a column vector ($4 \times 1$ matrix), and the rank-2 case corresponds to a $4 \times 2$ matrix (see Section 6.3.2 for details).

### 6.3.1 Rank-1 case: Fundamental breathers and fundamental solitons

We first review the construction for $N = 1$ to derive the rank-1 one-soliton solution (either fundamental soliton or fundamental breather), and fix notations of the relevant parameters. Then, we will study the case $N = 2$ in view of the refactorization results of the previous section, and deduce the map induced on the parameters characterizing each soliton.

**Case $N = 1$**

In this case, fix $\lambda_1 = a_1 + ib_1$ with $b_1 < 0$ (recall that $\lambda_1 = 1/k_1 \equiv k_1^*/|k_1|^2$, and $k_1 \in \mathbb{C}^+$), and we have

\[
G_+(\xi, t; \lambda) = T_{\lambda_1, \Pi_1}(\lambda) = \left( I - \frac{\lambda_1 - \lambda_1^*}{\lambda - \lambda_1^*} \Pi_1 \right) \left( I - \frac{\lambda_1 - \lambda_1^*}{\lambda + \lambda_1} \Lambda \Pi_1^* \Lambda^{-1} \right)
= I - \frac{\lambda_1 - \lambda_1^*}{\lambda - \lambda_1^*} \Pi_1 - \frac{\lambda_1 - \lambda_1^*}{\lambda + \lambda_1} \Lambda \Pi_1^* \Lambda^{-1},
\]

where $\Pi_1$, which now depends on $(\xi, t)$ even though we did not show it explicitly for conciseness, is determined by the condition $\ker G_+(\xi, t; \lambda_1) = \text{span}\{ e^{\frac{1}{4} \lambda_1 t - \frac{i}{4} \xi} \Sigma_3 \Phi_1 \}$. Introducing the notations

\[
\Phi_1(\xi, t) = e^{\frac{1}{4} \lambda_1 t - \frac{i}{4} \xi} \Sigma_3 M_1 = e^{\frac{1}{4} \lambda_1 t - \frac{i}{4} \xi} \Sigma_3 \begin{pmatrix} \delta_1 \\ \gamma_1 \end{pmatrix}, \delta_1, \gamma_1 \in \mathbb{C}^2,
\]

and recalling the definition of $\Pi_1(\xi, t) = \frac{\Phi_1(\xi, t) \Phi_1^*(\xi, t)}{\Phi_1^*(\xi, t) \Phi_1(\xi, t)}$, this yields

\[
\Pi_1(\xi, t) = \frac{1}{D(\xi, t)} \begin{pmatrix} e^{\frac{b_1}{2v_1}(\xi - v_1 t)} \delta_1^* & e^{\frac{ia_1}{2v_1}(\xi + v_1 t)} \delta_1^* \\ e^{-\frac{ia_1}{2v_1}(\xi + v_1 t)} \gamma_1 \delta_1^* & e^{-\frac{b_1}{2v_1}(\xi - v_1 t)} \gamma_1 \gamma_1^* \end{pmatrix},
\]

where $v_1 = \frac{-a_1^2 + b_1^2}{4} = -\frac{|b_1|^2}{4}$ represents the velocity of the soliton envelope in the $(\xi, t)$ coordinates, and we have introduced $D(\xi, t) = \Phi_1^*(\xi, t) \Phi_1(\xi, t)$. It is convenient to set

\[
v_1 = \frac{b_1}{4v_1}, \quad \eta_1 = -\frac{a_1}{4v_1}.
\]

Then,

\[
D(\xi, t) = e^{2v_1(\xi - v_1 t)} ||\delta_1||^2 + e^{-2v_1(\xi - v_1 t)} ||\gamma_1||^2
= 2 ||\delta_1|| ||\gamma_1|| \cosh [2v_1(\xi - v_1 t) + \delta_1 - \gamma_1],
\]

(141)
where \( e^{\delta} = ||\delta|| \) and \( e^{\gamma} = ||\gamma|| \). Note that the quantity \( D \) is real. Inserting in (109), we find that

\[
\tilde{V}_0(\zeta, t) = \begin{pmatrix} 0_2 & U(\zeta, t) \\ U(\zeta, t)^\dagger & 0_2 \end{pmatrix},
\]

with the one-soliton solution

\[
U(\zeta, t) = 4i \nu_1 v_1 \sech[2 \nu_1(\zeta - v_1 t) + \delta_1 - \gamma_1] \times
\begin{pmatrix}
e^{-2i \eta_1(\zeta + v_1 t)} & \delta_{1}^\dagger & \gamma_{1}^\dagger \\
\delta_{1} & \gamma_{1} \end{pmatrix}
+ e^{2i \eta_1(\zeta + v_1 t)} \sigma_2 \frac{\delta_{1}^\dagger}{||\delta_{1}||} \frac{\gamma_{1}^T}{||\gamma_{1}||} \sigma_2.
\]

(142)

Noting that \((i \sigma_2 v^*)^\dagger v = 0\) and \(||i \sigma_2 v^*|| = ||v||\) for any \(v \in \mathbb{C}^2\), it is then convenient to introduce the shorthand notation \(i \sigma_2 v^* = v^\perp\), and write:

\[
U(\zeta, t) = 4i \nu_1 v_1 \sech[2 \nu_1(\zeta - v_1 t) + \delta_1 - \gamma_1] \times
\begin{pmatrix}
e^{-2i \eta_1(\zeta + v_1 t)} & \delta_{1}^\dagger & (\gamma_{1}^\perp)^\dagger \\
\delta_{1} & \gamma_{1} \end{pmatrix}
+ e^{2i \eta_1(\zeta + v_1 t)} \frac{\delta_{1}^\dagger}{||\delta_{1}||} \frac{\gamma_{1}^T}{||\gamma_{1}||} \sigma_2.
\]

(143)

Thus, the two vectors \(\gamma_{1}\) and \(\delta_{1}\) completely control the multicomponent structure of the solution, and we refer to them as the polarization vectors of the one-soliton solution. Recalling that

\[
U = \begin{pmatrix} -iu_1 & -iu_2 \\ iu_2^* & -iu_1^* \end{pmatrix},
\]

(144)

one can easily extract the solution for the components \(u_j\), for \(j = 1, 2\) and recover (30a). However, doing so breaks the natural symmetric role played by the vectors \(\gamma_{1}\) and \(\delta_{1}\) and makes the upcoming analysis of the YB map acting on the polarization vectors less transparent. For this reason, we prefer to continue working with \(U\) and the vectors \(\gamma_{1}\) and \(\delta_{1}\).

At this point, having shown how to determine an explicit solutions from the structure of the degeneracy space of \(G_+\), and having already introduced the parameters \(\eta_1, v_1\) in (140), we will now revert to the spectral parameter \(k\) and the corresponding eigenvalue \(k_1\):

\[
k = \frac{1}{\lambda}, \quad k_1 = \eta_1 + iv_1 = \frac{1}{\lambda_1}.
\]

(145)

Of course, all the general results on refactorization and YB maps are unchanged by this redefinition. This allows us to compare more easily the forthcoming results with those already obtained using Manakov’s method in Section 5.

The polarization vectors also determine the phase shifts, and, in particular, the norms of \(\delta_{1}\) and \(\gamma_{1}\) control the position shift. The discrete eigenvalue \(k_1\) controls the velocity \(v_1\). It is natural to denote this one-soliton solution as \(U^{\text{sol}}(\zeta, t; k_1, \gamma_{1}, \delta_{1})\) to emphasize the quantities controlling its properties (we may drop the \((\zeta, t)\) dependence for conciseness when this does not lead to confusion).

Having identified the quantities determining one-soliton solutions of rank 1, we examine next the case of a two-soliton solutions built on rank-1 projectors, and investigate how the refactorization problem on the projectors discussed above induces a scattering map on the polarization
vectors. To this end, we analyze the asymptotic behavior of the projector \( \Pi_1(\xi, t) \) as \( |t| \to \infty \) along rays \( \xi - vt = C \) \( (C \text{ constant}) \) for \( v < v_1 \) and \( v > v_1 \).

**Case \( v < v_1 \).** In view of (139), and recalling that \( v_1 > 0 \), then the dominant term is \( e^{-2v_1(v-v_1)t} \) as \( t \to \infty \), and we find that

\[
\Pi_1(\xi, t) \sim \begin{pmatrix} 0 & 0 \\ 0 & \frac{\gamma_1^\dagger \gamma_1}{\gamma_1^\dagger \gamma_1} \end{pmatrix} + O\left(e^{2v_1(v-v_1)t}\right).
\]

(146)

On the other hand, as \( t \to -\infty \), the dominant term is \( e^{2v_1(v-v_1)t} \) and we obtain

\[
\Pi_1(\xi, t) \sim \begin{pmatrix} \delta_1 \delta_1^\dagger & 0 \\ 0 & \delta_1 \delta_1^\dagger \end{pmatrix} + O\left(e^{-2v_1(v-v_1)t}\right).
\]

(147)

As a consequence, denoting by \( \pi_\gamma \) \( (\text{respectively, } \pi_\delta) \) the two-dimensional Hermitian projector \( \frac{\gamma_1^\dagger \gamma_1}{\gamma_1^\dagger \gamma_1} \) \( (\text{respectively, } \frac{\delta_1 \delta_1^\dagger}{\delta_1 \delta_1^\dagger}) \), we obtain

\[
T_{k_1, \Pi_1}(k) \sim I_4 - k \begin{pmatrix} k_1^* - k_1 & 0 \\ k_1^* - k & k_1 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & \pi_\gamma \end{pmatrix} - k \begin{pmatrix} k_1^* - k_1 & 0 \\ k_1^* - k & k_1 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & \sigma_2 \pi_\gamma \sigma_2 \end{pmatrix}
\]

\[+ O\left(e^{2v_1(v-v_1)t}\right), \quad t \to \infty, \quad (148)\]

and

\[
T_{k_1, \Pi_1}(k) \sim I_4 - k \begin{pmatrix} k_1^* - k_1 & 0 \\ k_1^* - k & k_1 \end{pmatrix} \begin{pmatrix} \pi_\delta & 0 \\ 0 & 0 \end{pmatrix} - k \begin{pmatrix} k_1^* - k_1 & 0 \\ k_1^* - k & k_1 \end{pmatrix} \begin{pmatrix} \sigma_2 \pi_\delta \sigma_2 & 0 \\ 0 & 0 \end{pmatrix}
\]

\[+ O\left(e^{-2v_1(v-v_1)t}\right), \quad t \to -\infty. \quad (149)\]

**Case \( v > v_1 \).** In this case, the role of the dominant terms as \( t \to \pm \infty \) is swapped compared to the previous case, so we immediately deduce

\[
T_{k_1, \Pi_1}(k) \sim I_4 - k \begin{pmatrix} k_1^* - k_1 & 0 \\ k_1^* - k & k_1 \end{pmatrix} \begin{pmatrix} \pi_\delta & 0 \\ 0 & 0 \end{pmatrix} - k \begin{pmatrix} k_1^* - k_1 & 0 \\ k_1^* - k & k_1 \end{pmatrix} \begin{pmatrix} \sigma_2 \pi_\delta \sigma_2 & 0 \\ 0 & 0 \end{pmatrix}
\]

\[+ O\left(e^{-2v_1(v-v_1)t}\right), \quad t \to \infty, \quad (150)\]

and

\[
T_{k_1, \Pi_1}(k) \sim I_4 - k \begin{pmatrix} k_1^* - k_1 & 0 \\ k_1^* - k & k_1 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & \pi_\gamma \end{pmatrix} - k \begin{pmatrix} k_1^* - k_1 & 0 \\ k_1^* - k & k_1 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & \sigma_2 \pi_\gamma \sigma_2 \end{pmatrix}
\]

\[+ O\left(e^{2v_1(v-v_1)t}\right), \quad t \to -\infty. \quad (151)\]

**Case \( N = 2 \)**

Here, we have

\[
G_+(k) = T_{k_2, \Pi_2}(k) T_{k_1, \Pi_1}(k) = T_{k_1, \Pi_1}(k) T_{k_2, \Pi_2}(k),
\]

(152)
where we recall that, in the parameterization with the spectral parameter \( k = \frac{1}{\lambda} \),

\[
T_{k_1,\Pi_1}(k) = \left( I_4 - \frac{k}{k_1} \frac{k^*_1 - k_1}{k^*_1 - k} \Pi_1 \right) \left( I_4 - \frac{k}{k_1} \frac{k^*_1 - k_1}{k^*_1 + k} \Lambda \Pi_1^* \Lambda^{-1} \right),
\]  

(153)

and similarly for the other factors. The projectors \((\Pi_1, \Pi_2)\) and \((P_1, P_2)\) are related by the map arising from the refactorization discussed previously. Now, (109) gives

\[
\begin{pmatrix}
0_2 \\
U^T(\xi, t)
\end{pmatrix}
= \frac{k^*_1 - k_1}{2|k_1|^2} \left[ \Pi_1 + \bar{\Pi}_1, \Sigma_3 \right] + \frac{k^*_2 - k_2}{2|k_2|^2} \left[ \Pi_2 + \bar{\Pi}_2, \Sigma_3 \right]
\]

(154a)

\[
\left[ P_1 + \bar{P}_1, \Sigma_3 \right] + \frac{k^*_2 - k_2}{2|k_2|^2} \left[ P_2 + \bar{P}_2, \Sigma_3 \right],
\]

(154b)

when we take \( V_0(\xi, t) = 0 \) as the trivial seed solution. The projectors are found from conditions (104). Using the fact that \([\Pi_j, \Lambda \Pi_j^* \Lambda^{-1}] = 0\), these give

\[
\text{Im} \Pi_1 = \text{span} \left\{ \begin{pmatrix} e^{-i(k_1 \xi - t/4k_1)} \delta_1 \\
e^{-i(k_1 \xi - t/4k_1)} \gamma_1 \end{pmatrix} \right\},
\]

(155)

\[
\text{Im} \Pi_2 = \text{span} \left\{ \begin{pmatrix} T_{k_1,\Pi_1}(k_2) \delta_2 \\
\end{pmatrix} \right\}.
\]

(156)

Similarly, in view of (152), we find

\[
\text{Im} P_1 = \text{span} \left\{ \begin{pmatrix} T_{k_2,P_2}(k_1) \delta_1 \\
\end{pmatrix} \right\},
\]

(157)

\[
\text{Im} P_2 = \text{span} \left\{ \begin{pmatrix} e^{-i(k_2 \xi - t/4k_2)} \delta_2 \\
\end{pmatrix} \right\}.
\]

(158)

We are now in a position to discuss the map on the solitons polarizations arising from soliton interactions, following the arguments given in Section 2.4 of Ref. [47].

**Proposition 1.** Suppose without loss of generality that \( k_1 \) and \( k_2 \) are such that \( v_2 > v_1 \). Then, up to exponentially small terms, as \( t \to \pm \infty \), the two-soliton solution is the sum of two one-soliton solutions

\[
U(\xi, t) \sim U^{\text{sol}}(\xi, t; k_1, \gamma_1^+, \delta_1^+) + U^{\text{sol}}(\xi, t; k_2, \gamma_2^+, \delta_2^+),
\]

(159)

where the relations between the “incoming” polarization vectors \((\gamma_j, \delta_j^-), j = 1, 2\) and the “outgoing” polarization vectors \((\gamma_j^+, \delta_j^+), j = 1, 2\) are given by:

\[
\gamma_1^+ = \frac{k_2^* k_1 + k_2^*}{k_2^* k_1 + k_2} \left[ I_2 + \frac{k_2^* (k_2^*)^2 - k_2^* \gamma_2^+ \gamma_2^+}{k_2^* (k_2^*)^2 - (k_2^*)^2} \right] \gamma_1^-, \quad \delta_1^+ = \frac{k_2^* k_1 + k_2^*}{k_2^* k_1 + k_2} \left[ I_2 + \frac{k_2^* (k_2^*)^2 - k_2^* \delta_2^+ \delta_2^+}{k_2^* (k_2^*)^2 - (k_2^*)^2} \right] \delta_1^-, \quad \delta_2^+ = \frac{k_2^* k_1 + k_2^*}{k_2^* k_1 + k_2} \left[ I_2 + \frac{k_2^* (k_2^*)^2 - k_2^* \delta_2^+ \delta_2^+}{k_2^* (k_2^*)^2 - (k_2^*)^2} \right] \delta_2^-, \quad \gamma_2^+ = \frac{k_2^* k_1 + k_2^*}{k_2^* k_1 + k_2} \left[ I_2 + \frac{k_2^* (k_2^*)^2 - k_2^* \gamma_2^+ \gamma_2^+}{k_2^* (k_2^*)^2 - (k_2^*)^2} \right] \gamma_2^-.
\]

(160a) (160b) (160c)
\[
\delta_2^+ = \frac{k_1 k_2 + k_1^*}{k_2^* k_2 + k_1} \left[ I_2 + \frac{k_2^2 (k_1^*)^2 - k_1^2 \delta_1^+ (\delta_1^+)^*}{k_1^2 k_2^2 - (k_1^*)^2 (\delta_1^+)^*} \right] \delta_2^- \tag{160d}
\]

and the relations between these vectors and the “true” norming constants defining the degeneracy spaces are

\[
y_1^- = y_1, \quad y_2^+ = y_2, \quad \delta_1^+ = \delta_1, \quad \delta_2^- = \delta_2. \tag{161}
\]

**Proof.** First, we study the behavior as \( t \to \infty \). The argument will be similar for \( t \to -\infty \). The idea is to use the collection of estimates (146)–(151) appropriately applied to \( \Pi_1 \) and \( \Pi_2 \), or \( P_1 \) and \( P_2 \), recalling that \( v_2 > v_1 \). Let \( \xi = v_1 t + C \) and let us use (154b) for the expression of the solution. As \( t \to \infty \), we find that \( P_2 \) is block diagonal, hence so is \( \bar{P}_2 \) and therefore

\[
\left( \begin{array}{c}
0_2 \\
U^\dagger(\xi, t) \\
0_2
\end{array} \right) \sim \frac{k_1^* - k_1}{2|k_1|^2} \left[ P_1 + \bar{P}_1, \Sigma_3 \right], \tag{162}
\]

where now, using (148) applied to \( T_{k_2, \nu_2}(k_1) \) and writing accordingly \( \frac{y_1}{y_2} = \pi_2 \), in view of (157) we get that \( \text{Im} \, P_1 \) coincides with the span of

\[
\left[ I_4 - \frac{k_1 k_2^* - k_2}{k_2^* k_2 - k_1} \begin{array}{cc}
0 & 0 \\
0 & \pi_2
\end{array} \right] - \frac{k_1^* k_2^* - k_2}{k_2^* k_2 + k_1} \begin{array}{cc}
0 & 0 \\
0 & \sigma_2 \pi_2 \sigma_2
\end{array} \right] \left( e^{-i(k_1 \xi t/4k_1)} \delta_1 \right),
\]

that is,

\[
\text{Im} \, P_1 \sim \text{span} \left\{ \left( e^{-i(k_1 \xi t/4k_1)} \delta_1 \right) \right\}.
\]

In turn, this gives

\[
y_1^+ = \left[ I_4 - \frac{k_1 k_2^* - k_2}{k_2^* k_2 - k_1} \pi_2 \right] \begin{array}{cc}
0 & 0 \\
0 & \sigma_2 \pi_2 \sigma_2
\end{array} \right] y_1, \quad \delta_1^+ = \delta_1. \tag{163}
\]

Therefore, along \( \xi = v_1 t + C \) and as \( t \to \infty \), \( U(\xi, t) \) behaves like \( U^{\text{sol}}(\xi, t; k_1, y_1^+, \delta_1^+) \). Now we analyze the solution along \( \xi = v_2 t + C \) as \( t \to \infty \), following the same reasoning applied to (154a). Now \( \Pi_1 \) becomes block diagonal so that it does not contribute to the solution, which now behaves like

\[
\left( \begin{array}{c}
0_2 \\
U^\dagger(\xi, t) \\
0_2
\end{array} \right) \sim \frac{k_2^* - k_2}{2|k_2|^2} \left[ \Pi_2 + \bar{\Pi}_2, \Sigma_3 \right]. \tag{164}
\]

Using (150) for \( T_{k_1, \Pi_1}(k_2) \) and (156), we get that \( \text{Im} \, \Pi_2 \) coincides with the span of

\[
\left[ I_4 - \frac{k_2 k_1^* - k_1}{k_1 k_1^* - k_2} \left( \begin{array}{cc}
\pi_\delta & 0 \\
0 & 0
\end{array} \right) \right] - \frac{k_2 k_1^* - k_1}{k_1^* k_1 + k_2} \left( \begin{array}{cc}
\sigma_\delta \pi_\delta & 0 \\
0 & 0
\end{array} \right) \left( e^{-i(k_2 \xi t/4k_2)} \delta_2 \right),
\]
\[ \text{Im}\ \Pi_2 \sim \text{span} \left\{ \left( e^{-i(k_2\xi - t/4k_2)} \tilde{\gamma}_2^+ \right) \right\}, \]

whence

\[ \tilde{\gamma}_2^+ = \gamma_2, \quad \tilde{\delta}_2^+ = \left[ I_4 - \frac{k_2 k_1^* - k_1}{k_1 k_2^* - k_2} \pi_{\delta_1} - \frac{k_2 k_1^* - k_1}{k_2 k_1 + k_1} \sigma_2 \pi_{\delta_2} \right] \delta_2, \quad \pi_{\delta_1} = \frac{\delta_1 \delta_1^+}{\delta_1^+ \delta_1}, \]

Therefore, along \( \xi = v_2 t + C \) and as \( t \to \infty \), \( U(\xi, t) \) behaves like \( U^{(0)}(\xi, t; k_1, \gamma_2^+, \delta_2^+) \). This proves the claim (159) as \( t \to \infty \). The argument can be repeated as \( t \to -\infty \), with similar results. For brevity, we only provide the formulas for the asymptotic polarization vectors:

\[ \gamma_2^- = \gamma_1, \quad \delta_2^- = \left[ I_4 - \frac{k_2 k_1^* - k_1}{k_1 k_2^* - k_2} \pi_{\gamma_1} - \frac{k_2 k_1^* - k_1}{k_2 k_2 + k_1} \sigma_2 \pi_{\gamma_2} \right] \gamma_2, \quad \delta_2^- = \delta_2, \quad \pi_{\gamma_1} = \frac{y_1 y_1^+}{y_1^+ y_1}. \]

Summarizing our previous results, we have the following relations:

\[ \gamma_1^+ = \left[ I_4 - \frac{k_1 k_2^* - k_2}{k_2 k_1^* - k_1} \pi_{\gamma_1} - \frac{k_2 k_1^* - k_1}{k_2 k_2 + k_1} \sigma_2 \pi_{\gamma_2} \right] \gamma_1, \quad (165a) \]

\[ \gamma_2^+ = \left[ I_4 - \frac{k_2 k_1^* - k_1}{k_2 k_1^* - k_1} \pi_{\gamma_2} - \frac{k_2 k_1^* - k_1}{k_2 k_2 + k_1} \sigma_2 \pi_{\gamma_2} \right] \gamma_2, \quad (165b) \]

\[ \delta_1^- = \left[ I_4 - \frac{k_1 k_2^* - k_2}{k_2 k_1^* - k_1} \pi_{\delta_1} - \frac{k_2 k_1^* - k_1}{k_2 k_2 + k_1} \sigma_2 \pi_{\delta_2} \right] \delta_1, \quad (165c) \]

\[ \delta_2^- = \left[ I_4 - \frac{k_1 k_2^* - k_2}{k_2 k_1^* - k_1} \pi_{\delta_2} - \frac{k_2 k_1^* - k_1}{k_2 k_2 + k_1} \sigma_2 \pi_{\delta_2} \right] \delta_2. \quad (165d) \]

Using the property,

\[ \frac{(\gamma_j^+)^T(\gamma_j^+)^T}{(\gamma_j^+)^T(\gamma_j^+)^T} \sigma_2 = I_2 - \frac{\gamma_j^+ (\gamma_j^+)^T}{(\gamma_j^+)^T(\gamma_j^+)^T}, \quad \frac{(\delta_j^+)^T(\delta_j^+)^T}{(\delta_j^+)^T(\delta_j^+)^T} \sigma_2 = I_2 - \frac{\delta_j^+ (\delta_j^+)^T}{(\delta_j^+)^T(\delta_j^+)^T}, \quad \frac{(\gamma_j^+)^T}{(\gamma_j^+)^T} \sigma_2 = I_2 - \frac{\gamma_j^+ (\gamma_j^+)^T}{(\gamma_j^+)^T(\gamma_j^+)^T}, \quad \frac{(\delta_j^+)^T}{(\delta_j^+)^T} \sigma_2 = I_2 - \frac{\delta_j^+ (\delta_j^+)^T}{(\delta_j^+)^T(\delta_j^+)^T} \]

for \( j = 1, 2 \), one can reduce the last equations into (160), where we essentially express the polarization vectors after the interaction in terms of parameters characterizing the initial solitons. Notice that since soliton-1 is faster than soliton-2, then the states before/after the interaction coincide with the limits \( t \to \pm \infty \), while for soliton-2, the state before the interaction coincides with the limit \( t \to +\infty \), and the state after the interaction coincides with the limit \( t \to -\infty \).

\[ \square \]

Remark 4. Note that one can easily rewrite Equation (160) more explicitly as a scattering map \( (\gamma_1^-, \delta_1^-, \gamma_2^-, \delta_2^-) \mapsto (\gamma_1^+, \delta_1^+, \gamma_2^+, \delta_2^+) \) (which is its intended meaning) but then (160a) and (160d)
become rather lengthy since one has to replace \( \gamma_2^+ \) and \( \delta_1^+ \) by their expressions in terms of \( \gamma_1^-, \delta_1-, \gamma_2^-, \delta_2^- \) obtained from (160b) and (160c). This is the reason why we chose to write the map more compactly as in (160).

**Self-symmetric case**

Note that from our general results on the structure of the dressing factors, the self-symmetric case is simply a limit of the above results when \( k_1 \) and/or \( k_2 \) become purely imaginary. It is easy to see that, for instance, if \( k_2 = -k_2^* \), then the maps (160a) and (160c) become trivial in the sense that the polarization vectors after the interaction is proportional to those before the interaction. If \( k_1 \) remains generic, then (160b) and (160d) retains their matrix structure. If both zeros are self-symmetric, then the map is trivial, again in the sense that only the norm of the vectors is changed upon interaction, not their direction. This only produces a phase and position shift. This gives a description of the interaction between a self-symmetric soliton and a fundamental breather or between two self-symmetric solitons, respectively.

6.3.2 Rank-2 case: Composite breathers

We present a formula for the one-soliton solution in the generic rank-2 case. Recall that this means that the dressing factor is \( g_{k_1, \Pi_1}(k)g_{k_2, \Pi_2}(k) \) with \( k_2 = -k_1^* \) and \( \Pi_2 = \Lambda \Pi_1^* \Lambda^{-1} \) where \( \Pi_1 \) is a Hermitian projector of rank 2. Let \( \phi_1 \) and \( \phi_2 \) be a basis of the image of \( \Pi_1 \) (at \( t = \xi = 0 \)) (we can choose them orthogonal wlog). Let

\[
\Phi_1(\xi, t) = e^{-i(k_1\xi - t/4k_1)\Sigma_3}(\phi_1, \phi_2),
\]

then, dropping again the \((\xi, t)\) dependence for conciseness,

\[
\Pi_1 = \Phi_1(\Phi_1^\dagger \Phi_1)^{-1} \Phi_1^\dagger.
\]

It is convenient to write

\[
\phi_1 = \left( \begin{array}{c} \delta_1 \\ \gamma_1 \end{array} \right), \quad \phi_2 = \left( \begin{array}{c} \tau_1 \\ \omega_1 \end{array} \right), \quad \delta_1, \gamma_1, \tau_1, \omega_1 \in \mathbb{C}^2, \quad j = 1, 2.
\]

Then one obtains

\[
\Phi_1^\dagger \Phi_1 = \begin{pmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{pmatrix},
\]

where

\[
T_{11} = e^{2\nu_1(\xi + t/4|k_1|^2)}\delta_1^\dagger \delta_1 + e^{-2\nu_1(\xi + t/4|k_1|^2)}\gamma_1^\dagger \gamma_1,
\]

\[
T_{12} = e^{2\nu_1(\xi + t/4|k_1|^2)}\delta_1^\dagger \tau_1 + e^{-2\nu_1(\xi + t/4|k_1|^2)}\gamma_1^\dagger \omega_1,
\]

\[
T_{21} = e^{2\nu_1(\xi + t/4|k_1|^2)}\tau_1^\dagger \delta_1 + e^{-2\nu_1(\xi + t/4|k_1|^2)}\tau_1^\dagger \omega_1,
\]

\[
T_{22} = e^{2\nu_1(\xi + t/4|k_1|^2)}\tau_1^\dagger \tau_1 + e^{-2\nu_1(\xi + t/4|k_1|^2)}\omega_1^\dagger \omega_1.
\]
Contour plots for composite breather solutions. The panels show the magnitude of the component \( u_1(\xi, t) \) for two different examples. Here, the soliton parameters are: \( \delta_1 = (1, 2)^T, \tau_1 = (2, 1)^T \), \( \gamma_1 = (1, 2)^T, \omega_1 = (2, \frac{e^{i/2}, i/2})^T \), and \( k_1 = \frac{4}{5} + i/5 \) for Panel (a); \( \delta_1 = (1, 1)^T, \tau_1 = (2, 3)^T \), \( \gamma_1 = (1, 2)^T, \omega_1 = (2, 1)^T \), and \( k_1 = 1/2 + i/4 \) for Panel (b).

Then, in particular,

\[
(\Phi_1^\dagger \Phi_1)^{-1} = \frac{1}{D(\xi, t)} \begin{pmatrix} P_{22} & -P_{12} \\ -P_{21} & P_{11} \end{pmatrix}, \quad D(\xi, t) = \det \Phi_1^\dagger \Phi_1.
\]

After long but straightforward calculations, we find

\[
U(\xi, t) = \frac{2i\nu_1}{|k_1|^2 D(\xi, t)} \left[ e^{-\frac{2i}{|k_1|^2}(\xi - t/4)} (\delta_1 \quad \tau_1)(\begin{pmatrix} P_{22} & -P_{12} \\ -P_{21} & P_{11} \end{pmatrix}) (\gamma_1^\dagger \omega_1) \right] + e^{\frac{2i}{|k_1|^2}(\xi - t/4)} (\begin{pmatrix} P_{22} & -P_{12} \\ -P_{21} & P_{11} \end{pmatrix}) (\gamma_1^\dagger \omega_1) \sigma_1.
\]

Note that \( P_{11}^* = P_{11}, P_{22}^* = P_{22}, \) and \( P_{12}^* = P_{21} \). Even though we could normalize the four vectors \( \delta_1, \gamma_1, \tau_1, \omega_1 \) characterizing the structure of a composite breather solution, it appears less natural to do so in the above expression than in the case of the fundamental breather. Thus, we keep them nonnormalized, and denote the above one-soliton solution as

\[
U^{cb}(\xi, t; k_1, \delta_1, \gamma_1, \tau_1, \omega_1).
\]

Two examples of such composite breathers are shown in Figure 2.

Following the same reasoning as in the previous section, our next task is to determine the asymptotic behavior of the projector \( \Pi_1(\xi, t) \) as \( |t| \to \infty \) when \( \xi - vt = C \) for \( v < v_1 \) and \( v > v_1 \). Again, the calculations based on the explicit form of \( \Phi_1(\xi, t) \) are long but straightforward. Unlike the rank-1 case, they show an interesting phenomenon: we need to distinguish several cases depending on whether \( \delta_1 \) and \( \tau_1 \) are independent vectors or not, and similarly for \( \gamma_1 \) and \( \omega_1 \). We call the case where \( \det(\delta_1, \tau_1) \neq 0 \) and \( \det(\gamma_1, \omega_1) \neq 0 \) the generic case. If either \( \det(\delta_1, \tau_1) = 0 \) or \( \det(\gamma_1, \omega_1) = 0 \), we will talk about the nongeneric case. As we show in Appendix E by computing the associated transmission coefficients, in either of the above nongeneric cases the composite breather reduces to a fundamental breather. Moreover, one can see directly from (173) that the case where both determinants are zero does not produce a soliton solution. Therefore, in the following, we will only consider generic composite breathers.
Generic composite breather ($\det(\delta_1, \tau_1) \neq 0$ and $\det(\gamma_1, \omega_1) \neq 0$)

Case $v < v_1$. Recalling that $v_1 > 0$, then the dominant term is $e^{-2v_1(v-v_1)t}$ as $t \to \infty$, and introducing $\mathcal{N} = (\gamma_1 \omega_1)$, we find

$$\Pi_1(\xi, t) \sim \begin{pmatrix} 0 & 0 \\ 0 & I_2 \end{pmatrix} + O(e^{2v_1(v-v_1)t}).$$

(174)

Now since $\gamma_1, \omega_1$ are assumed to be independent, the projector $\mathcal{N}(\mathcal{N}^\dagger \mathcal{N})^{-1} \mathcal{N}^\dagger$ is of full rank equal to 2 and hence is simply the identity matrix $I_2$. Consequently, we find

$$\Pi_1(\xi, t) \sim \begin{pmatrix} 0 & 0 \\ 0 & I_2 \end{pmatrix} + O(e^{2v_1(v-v_1)t}).$$

(175)

On the other hand, as $t \to -\infty$, the dominant term is $e^{2v_1(v-v_1)t}$ and we obtain, since $\delta_1, \tau_1$ are independent,

$$\Pi_1(\xi, t) \sim \begin{pmatrix} I_2 & 0 \\ 0 & 0 \end{pmatrix} + O(e^{-2v_1(v-v_1)t}).$$

(176)

As a consequence, we obtain

$$T_{k_1, \Pi_1}(k) \sim \begin{pmatrix} I_2 & 0_2 \\ 0_2 & \frac{k-k_1}{k-k_1^*} k + k_1 \frac{k-k_1}{k-k_1^*} I_2 \end{pmatrix} + O(e^{2v_1(v-v_1)t}), \ t \to \infty,$$

(177)

and

$$T_{k_1, \Pi_1}(k) \sim \begin{pmatrix} k-k_1 & k+k_1^* \\ k-k_1^* & k + k_1 \end{pmatrix} \begin{pmatrix} 0_2 \\ I_2 \end{pmatrix} + O(e^{-2v_1(v-v_1)t}), \ t \to -\infty.$$
where the incoming/outgoing polarization vectors $\delta^+_j, \gamma^+_j, \tau^+_j, \omega^+_j$, $j = 1, 2$ are related via the following maps. Note that we make use of the same property already used in the rank-1 case to simplify the expressions, namely, for any two-dimensional projector $\pi$ of rank 1, we have

$$\pi + \sigma_2 \pi \sigma_2 = I_2.$$  

As discussed above, we assume that both composite breathers are generic, that is, $\det(\delta_j, \tau_j) \neq 0$ and $\det(\gamma_j, \omega_j) \neq 0$, $j = 1, 2$. We obtain the following relations between the incoming/outgoing polarization vectors:

$$\gamma_1^- = \frac{k_1 - k_2}{k_1 - k_2} k_1 + k_2 \gamma_1^+, \quad \delta_1^- = \frac{k_1 - k_2}{k_1 - k_2} k_1 + k_2 \delta_1^+,$$

$$\omega_1^- = \frac{k_1 - k_2}{k_1 - k_2} k_1 + k_2 \omega_1^+, \quad \tau_1^- = \frac{k_1 - k_2}{k_1 - k_2} k_1 + k_2 \tau_1^+,$$

$$\gamma_2^- = \frac{k_2 - k_1}{k_2 - k_1} k_2 + k_1 \gamma_2^+, \quad \delta_2^- = \frac{k_2 - k_1}{k_2 - k_1} k_2 + k_1 \delta_2^+,$$

$$\omega_2^- = \frac{k_2 - k_1}{k_2 - k_1} k_2 + k_1 \omega_2^+, \quad \tau_2^- = \frac{k_2 - k_1}{k_2 - k_1} k_2 + k_1 \tau_2^+,$$

and the following relations between these vectors and the norming constants:

$$\gamma_1^- = \gamma_1, \quad \delta_1^- = \delta_1, \quad \omega_1^- = \omega_1, \quad \tau_1^- = \tau_1,$$

$$\gamma_2^- = \gamma_2, \quad \delta_2^- = \delta_2, \quad \omega_2^- = \omega_2, \quad \tau_2^- = \tau_2.$$

We see that this map is trivial in the sense that the vectors characterizing a generic composite breather are only rescaled upon interaction, thus only contributing to a phase shift and position shift. The internal structure of generic composite breathers is not affected by interactions.

### 6.3.3 Mixed rank-1 and rank-2 case

We can also investigate the map on the soliton data in the case where one soliton corresponds to a rank-1 projector and the other to a rank-2 projector. As a result, below we will be able to discuss the interaction between a fundamental soliton or a fundamental breather with a composite breather.

We already have established the required methodology, so we simply state the results. Suppose that soliton 1, with associated eigenvalue $k_1$, corresponds to a rank-1 projector characterized by $\delta_1$ and $\gamma_1$, and that soliton 2, with associated eigenvalue $k_2$, corresponds to a rank-2 projector characterized by $\delta_2, \gamma_2, \tau_2, \omega_2$ with $\det(\delta_2, \tau_2) \neq 0$ and $\det(\gamma_2, \omega_2) \neq 0$. As before, we assume without loss of generality that $v_2 > v_1$. As $t \to \pm \infty$,

$$U(\xi, t) \sim U^{sol}(\xi, t; k_1, \delta_1^+, \gamma_1^+) + U^{cb}(\xi, t; k_2, \delta_2^+, \gamma_2^+, \tau_2^+, \omega_2^+),$$  

(185)
**FIGURE 3** A fundamental soliton (left) and fundamental breather (right) interacting with a generic composite breather. The panels show the magnitude of the first component of the vector solution. Panel (a): interaction between a fundamental soliton and a generic composite breather. Panel (b): interaction between a fundamental breather and a generic composite breather. Here, the soliton parameters are: Panel (a): $\mathbf{y}_1 = (1, 1/2)^T$, $\mathbf{\delta}_1 = (1, 0)^T$ for soliton-1 being a fundamental soliton, and $\mathbf{\delta}_2 = (1, 1)^T$, $\mathbf{\tau}_2 = (1, 2)^T$, $\mathbf{\omega}_2 = (3, e^i)^T$, for soliton-2 being a generic composite breather. Panel (b): $\mathbf{y}_1 = (1, 1/2)^T$, $\mathbf{\delta}_1 = (1, 1)^T$ for soliton-1 being a fundamental breather, and $\mathbf{\delta}_2 = (1, 2)^T$, $\mathbf{\tau}_2 = (2, 1)^T$, $\mathbf{\omega}_2 = (e^i, 1)^T$ for soliton-2 being a generic composite breather. In both examples, the discrete eigenvalues have been chosen as: $k_1 = 1/2 + i/4$, $k_2 = 1 + i/2$.

with the following maps among the polarization vectors before/after the soliton interaction:

$$\gamma_1^+ = \frac{k_1 - k_2}{k_1 - k_2^*} \frac{k_1 + k_2}{k_1 + k_2} \gamma_1^-,$$  \hfill (186a)

$$\delta_1^+ = \frac{k_1 - k_2}{k_1 - k_2^*} \frac{k_1 + k_2}{k_1 + k_2} \delta_1^-,$$  \hfill (186b)

$$\delta_2^+ = \frac{k_1}{k_1^*} \frac{k_2}{k_2^*} \left[ I_2 + \frac{k_2^2 (k_1^*)^2 - k_1^2 (k_1^*)^2}{k_1^2 (k_2^*)^2 - k_2^2 (k_2^*)^2} \gamma_1^- \gamma_1^- \right] \gamma_2^+,$$  \hfill (186c)

$$\omega_2^+ = \frac{k_1}{k_1^*} \frac{k_2}{k_2^*} \left[ I_2 + \frac{k_2^2 (k_1^*)^2 - k_1^2 (k_1^*)^2}{k_1^2 (k_2^*)^2 - k_2^2 (k_2^*)^2} \delta_1^- \delta_1^- \right] \delta_2^+,$$  \hfill (186d)

$$\tau_2^+ = \frac{k_1}{k_1^*} \frac{k_2}{k_2^*} \left[ I_2 + \frac{k_2^2 (k_1^*)^2 - k_1^2 (k_1^*)^2}{k_1^2 (k_2^*)^2 - k_2^2 (k_2^*)^2} \omega_2^- \omega_2^- \right] \tau_2^-,$$  \hfill (186e)

while the relations between these and the norming constants are as follows:

$$\gamma_1^- = \gamma_1, \quad \delta_1^+ = \delta_1, \quad \gamma_2^+ = \gamma_2, \quad \delta_2^- = \delta_2, \quad \omega_2^+ = \omega_2, \quad \tau_2^- = \tau_2.$$  \hfill (187a)

Figure 3 shows two examples of a fundamental soliton and a fundamental breather interacting with a generic composite breather, showing that the fundamental soliton retains its nature upon interacting with a generic composite breather.

Finally, Figure 4 shows some examples of mixed rank-1 and rank-2 soliton interactions, as well as interactions between two rank-2 solitons, to illustrate the results we derived in the current and the previous sections.
6.4 Discussion of soliton interactions using the YB maps

Thanks to the maps systematically derived above, the phenomenon observed in Figure 1 can now be explained. Looking at (160), we note that the map on the polarizations decouples: the $\gamma$-type polarizations act on each other, and similarly for the $\delta$-type polarizations. From this point of view, the fundamental soliton sector is stable and the map reduces to a trivial map where the polarizations are simply rescaled upon interaction. This is why two fundamental solitons remain fundamental solitons when interacting with each other. However, in general, a fundamental soliton interacting with a fundamental breather will become a fundamental breather after the interaction. This is a very interesting phenomenon that, to our knowledge, had never been identified before in studies on multicomponent soliton collisions. We discuss this in more detail below.

Interaction of two fundamental breathers

A fundamental breather is obtained when both components in $\delta$ are nonzero. To study the interaction between two fundamental breathers, without loss of generality, we can consider $\delta^+_1 = \delta_1 = $...
(1, x_j^*)^T \text{ and } \delta_j^- \equiv \delta_j = (1, x_j^*)^T, x_j \in \mathbb{C}, \text{ for } j = 1, 2. \text{ The vectors } \gamma_1^- \equiv \gamma_1 \text{ and } \gamma_2^+ \equiv \gamma_2 \text{ are chosen to be arbitrary, and after inserting these into (160c)–(160d), we obtain }

\begin{align}
\delta_1^- &= (d_1, e_1)^T, \quad \delta_2^+ = (d_2, e_2)^T, \\
d_1 &= k^*_2 k_1 + k^*_1 k_2 \left(1 + \frac{k^2}{k^*_2} \frac{(k^*_2)^2 - k^2}{(k^*_2)^2 - (k^*_1)^2} \right), \\
e_1 &= k^*_2 k_1 + k^*_1 k_2 \left(x^*_{1} + \frac{k^2}{k^*_2} \frac{(k^*_2)^2 - k^2}{(k^*_2)^2 - (k^*_1)^2} \right), \\
d_2 &= k^*_1 k_2 + k^*_2 k_1 \left(1 + \frac{k^2}{k^*_1} \frac{(k^*_1)^2 - k^2}{(k^*_1)^2 - (k^*_2)^2} \right), \\
e_2 &= k^*_1 k_2 + k^*_2 k_1 \left(x^*_{2} + \frac{k^2}{k^*_1} \frac{(k^*_1)^2 - k^2}{(k^*_1)^2 - (k^*_2)^2} \right).
\end{align}

To determine the total change in the first column of the norming constants of the solitons, we need to multiply relations (160a) and (160b) by the scalars \(d_1\) and \(d_2\), respectively (cf. (30a)). Therefore, we define

\begin{align}
s_1^+ &= d_1 \frac{k_2}{k^*_1} \frac{k_1 + k^*_2}{k_2 + k_1} \left[I_2 + \frac{k^2}{k^*_1} \frac{(k^*_1)^2 - k^2}{(k^*_1)^2 - (k^*_2)^2} \gamma_1 \gamma_1^* \right] \gamma_1, \\
s_2^+ &= d_2 \frac{k_2}{k^*_2} \frac{k_1 + k^*_1}{k_2 + k_1} \left[I_2 + \frac{k^2}{k^*_2} \frac{(k^*_2)^2 - k^2}{(k^*_2)^2 - (k^*_1)^2} \gamma_2 \gamma_2^* \right] \gamma_2^*,
\end{align}

and introducing the following notations for the normalization constants:

\begin{align}
x_1^2 &= \frac{\|s_1^+\|^2}{\|\gamma_1\|^2}, \quad x_2^2 = \frac{\|s_2^+\|^2}{\|\gamma_2\|^2},
\end{align}

we find

\begin{align}
x_1^2 &= |d_1|^2 x^2, \quad x_2^2 = |d_2|^2 x^2, \\
x^2 &= \left|\frac{k_1 + k^*_2}{k_1 + k_2}\right|^2 \left\{1 + \frac{(k^2 - (k^*_1)^2)(k^2 - (k^*_2)^2)}{|k_1 - k^*_2|^2 |k_1 + k^*_2|^2} \right\}^2,
\end{align}

where \(\mathbf{p}_1^- = \gamma_1^*/\|\gamma_1\|\) and \(\mathbf{p}_2^+ = \gamma_2^*/\|\gamma_2\|\) are unit-norm polarization vectors. Furthermore, the polarization vectors after the interaction are given by:

\begin{align}
\mathbf{p}_1^+ &= \frac{d_1}{x_1} \frac{k_1}{k_2} \frac{k_2}{k_1} + k_2 \left\{\mathbf{p}_1^- + \frac{(k^*_2)^2 (k^2 - (k^*_2)^2)}{(k^*_2)^2 (k^*_2)^2 - k^2} (\mathbf{p}_2^+ \cdot \mathbf{p}_1^-) \mathbf{p}_2^+ \right\}, \\
\mathbf{p}_2^+ &= \frac{d_2}{x_2} \frac{k_1}{k_2} \frac{k_2}{k_1} + k_1 \left\{\mathbf{p}_2^- + \frac{(k^*_1)^2 (k^2 - (k^*_1)^2)}{(k^*_1)^2 (k^*_1)^2 - k^2} (\mathbf{p}_1^- \cdot \mathbf{p}_2^-) \mathbf{p}_1^- \right\},
\end{align}
FIGURE 5  Fundamental breathers interacting with fundamental breathers. Panel (a): the multiplicative constant $\kappa_2$ is arbitrarily assigned, whereas $\kappa_1$ is computed via relation (193). Clearly, the initial fundamental breather with multiplicative constant $\kappa_2$ retains its nature, but the initial fundamental breather with multiplicative constant $\kappa_1$ becomes a fundamental soliton after the interaction. Panel (b): both multiplicative constants $\kappa_1$ and $\kappa_2$ have been arbitrarily assigned, and one can observe that both initial fundamental breathers retain their nature upon interacting with each other. The panels show the magnitude of the first component of the vector solution. Here, the soliton parameters are: Panel (a): $\gamma_1 = (1, 1/2)^T$, $\delta_1 = (0.18 + 0.1i, 1)^T$, $\gamma_2 = (1, e^i)^T$, $\delta_2 = (1, 1)^T$, and $k_1 = 1/2 + i/4$, $k_2 = 1 + i/2$. Panel (b): $\gamma_1 = (1, 1/2)^T$, $\delta_1 = (1, 1)^T$, $\gamma_2 = (1, e^i)^T$, $\delta_2 = (1, 1)^T$, $k_1 = 1/2 + i/4$, $k_2 = 1 + i/2$.

in terms of parameters characterizing the initial fundamental breathers, where $\mathbf{p}_1^+ = (\mathbf{s}_1^+)^*/||\mathbf{s}_1^+||$ and $\mathbf{p}_2^- = (\mathbf{s}_2^-)^*/||\mathbf{s}_2^-||$.

Generically speaking, the quantities $e_1$ and $e_2$ in Equations (188) are nonzero, which implies that the two-soliton solution is a superposition of two fundamental breathers that retain their nature throughout their interaction. However, there exists a specific value of the multiplicative constant $\kappa_1$, which involves the discrete eigenvalues and the second multiplicative constant $\kappa_2$, and which makes the quantity $e_1$ identically zero

$$\kappa_1 = \frac{(k_1^2)^2((k_2^*)^2 - k_2^2)\kappa_2}{(k_2^2)((k_2^*)^2 - k_2^2) + k_2^2((k_1^*)^2 - (k_2^*)^2)|\kappa_2|^2}. \quad (193)$$

In this case, soliton-2 retains its nature, while soliton-1 becomes a fundamental soliton after the interaction. Equivalently, there exists a specific value for the multiplicative constant $\kappa_2$ that makes the quantity $e_2$ identically zero, its expression is given by simply interchanging the indices 1 and 2 in relation (193), and in this case soliton-1 retains its nature, and soliton-2 becomes a breather. Figure 5 shows an example of interacting fundamental breathers when the multiplicative constant $\kappa_2$ is arbitrarily assigned, but $\kappa_1$ has been computed via relation (193), and an example of interacting fundamental breathers where both multiplicative constants are arbitrarily assigned.

Special cases

Next, we show that interactions between two fundamental solitons, as well as interactions between a fundamental soliton and a fundamental breather, are special cases of interactions between two fundamental breathers. For two fundamental solitons, one has to set $\kappa_j = 0$, for $j = 1, 2$, and therefore, the initial vectors $\delta_j$ can be reduced to $\delta_1 = (1, 0)^T$, and $\delta_2 = (1, 0)^T$. It is easy to check from Equations (188) that, if $\kappa_1 = \kappa_2 = 0$, then $e_1 = e_2 \equiv 0$, which implies that the two fundamental solitons retain their nature upon interacting with each other. Moreover, the
scalars $d_1, d_2$ reduce to:

\[
d_1 = \frac{k_2^* k_1 - k_2}{k_2 k_1 - k_2^*}, \quad d_2 = \frac{k_1^* k_1 - k_2}{k_1 k_1^* - k_2^*},
\]

(194)

which gives $|d_1| = |d_2|$. Consequently, from Equations (191), it follows that the two normalization constants coincide, namely, $\chi_1 = \chi_2 = \chi$ with $\chi$ given by (93), and Equations (192) reduce to the expressions (97) we derived using Manakov’s method in Section 5. Note that one could alternatively choose $\delta_1 = (0, 1)^T$ and $\delta_2 = (0, 1)^T$, or $\delta_1 = (1, 0)^T$ and $\delta_2 = (0, 1)^T$ and $\gamma$ arbitrary, and we still obtain that the two fundamental solitons retain their nature upon interacting with each other.

Without loss of generality, let us now consider soliton-1 to be a fundamental soliton and soliton-2 to be a fundamental breather. We therefore set $\chi_1 = 0$ and let $\chi_2$ be arbitrary. Then, $\delta_1 = (1, 0)^T$, $\delta_2 = (1, \chi^*)^T$, $\chi \in \mathbb{C}$, and the vectors $\gamma_1$ and $\gamma_2$ are arbitrary. Using Equations (188), it is easy to check that, if $\chi_1 = 0$, then the scalars $e_1, e_2$ are both nonzero and reduce to:

\[
e_1 = \frac{\chi^* k_1}{1 + |\chi|^2 |k_2|^2} \frac{(k_2^*)^2 - k_2^2}{(k_2^* + k_2)(k_1 - k_2^*)}, \quad e_2 = \frac{\chi^* k_1}{k_1^* k_1 + k_2^*},
\]

(195)

which shows that although the solution before the interaction is a superposition of a fundamental soliton and a fundamental breather, after the interaction, it becomes a superposition of two fundamental breathers, since necessarily $e_1 \neq 0$ and $e_2 \neq 0$. Moreover, the polarization vectors after the interaction are given by Equations (192), and the two normalization constants are still given by Equations (191), but now with $d_1, d_2$:

\[
d_1 = \frac{k_2^* k_1 + k_2}{k_2 k_1 + k_2^*} \left[ 1 + \frac{k_1^2}{k_2^2} \frac{(k_2^*)^2 - k_2^2}{(k_2^* - (k_2^*)^2)(1 + |\chi|^2)} \right], \quad d_2 = \frac{k_1^* k_1 - k_2}{k_1 k_1^* - k_2^*},
\]

(196)
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APPENDIX A: ON THE RANKS OF THE TRANSMISSION COEFFICIENTS $\alpha$ AND $\bar{\alpha}$

In this section, we show that the ranks of the matrices $\alpha$ and $\bar{\alpha}$ need necessarily to be equal at each of the eigenvalues of a given quartet. To do that, we recall the $4 \times 4$ matrix solutions

$$P(k) = (\Phi_{-,1}(k), \Phi_{+,2}(k)), \quad \bar{P}(k) = (\Phi_{+,1}(k), \Phi_{-,2}(k)), \quad (A.1)$$

where the $(x, t)$ dependence has been omitted for brevity, and the bilinear combinations

$$A(k) = \bar{P}^\dagger(x, t, k^*)P(x, t, k), \quad \bar{A}(k) = P^\dagger(x, t, k^*)\bar{P}(x, t, k), \quad (A.2)$$

introduced in Ref. [46]. Using the analyticity properties of the Jost eigenfunctions, one can easily show that the solution $P$ and the bilinear combination $A$ are analytic in $\mathbb{C}^+$, while the matrix solution $\bar{P}$ and the bilinear combination $\bar{A}$ are analytic in $\mathbb{C}^-$. Next, we discuss in details the correspondence between the ranks of the matrix $P$ and the linear combination $A$ (respectively, $\bar{P}$ and $\bar{A}$), which will lead us to the goal of this section.

Let us assume $k_n$ to be a zero of $\det \alpha(k)$ in $\mathbb{C}^+$. Then, due to the symmetries of the ccSPE summarized in Section 2, $k_n^*$ is a zero of $\det \bar{\alpha}(k)$ in $\mathbb{C}^-$. Therefore, it is meaningful to discuss the ranks of the matrices $P(k_n)$ and $\bar{P}(k_n^*)$. It is clear that $\text{rank} P(k_n) \leq 3$ and $\text{rank} \bar{P}(k_n^*) \leq 3$, since both matrices have zero determinant at the discrete eigenvalues. It is also clear that $\text{rank} P(k_n)$ and $\text{rank} \bar{P}(k_n^*)$ cannot be zero, because the $4 \times 2$ columns in $\Phi_{-,1}(k_n)$ and in $\Phi_{+,2}(k_n^*)$ are linearly independent, and so are the columns in $\Phi_{+,1}(k_n^*)$ and in $\Phi_{-,2}(k_n)$.

One can also prove that $\text{rank} P(k_n)$ and $\text{rank} \bar{P}(k_n^*)$ cannot equal 1, by contradiction. Let us assume that $\text{rank} P(k_n) = 1$. Then the columns of $\Phi_{-,1}(k_n)$ must be linearly dependent, as well as the columns of $\Phi_{+,2}(k_n)$. Let us denote these columns as $\Phi_{-,1}(k_n)|_j$ and $\Phi_{+,2}(k_n)|_j$, respectively, for $j = 1, 2$. The above implies that there exist constants $c_1, c_2 \in \mathbb{C}$ not both zero, as well as constants $c_3, c_4 \in \mathbb{C}$ not both zero, such that

$$c_1 \Phi_{-,1}|_1(x, t, k_n) + c_2 \Phi_{-,1}|_2(x, t, k_n) = 0_{2 \times 1}, \quad (A.3a)$$

$$c_3 \Phi_{+,2}|_1(x, t, k_n) + c_4 \Phi_{+,2}|_2(x, t, k_n) = 0_{2 \times 1}, \quad (A.3b)$$

for all $x \in \mathbb{R}$. Recall that the Jost eigenfunctions and the modified eigenfunctions are related according to (11), and therefore, the last relation becomes

$$c_1 M_{-,1}|_1(x, t, k_n) + c_2 M_{-,1}|_2(x, t, k_n) = 0_{2 \times 1}, \quad (A.4a)$$
\[
c_2 M_{+,2}(x, t, k_n) + c_4 M_{+,2}(x, t, k_n) = 0_{2 \times 1}, \tag{A.4b}
\]
for all \(x \in \mathbb{R}\). Moreover, recall that

\[
M_{-,1}(x, t, k) \sim \left( I_2 \right), \quad x \to -\infty, \quad M_{+,2}(x, t, k) \sim \left( 0 \right), \quad x \to +\infty,
\]
and both \(M_{-,1}\) and \(M_{+,2}\) are analytic in the upper half plane of \(\mathbb{C}\), which implies that as \(x \to \pm \infty\), the columns of \(M_{-,1}\) and the columns of \(M_{+,2}\) are linearly independent. Therefore, relation \((A.4)\) does not hold, and \((A.3)\) does not hold as a consequence, which implies that the columns of \(\Phi_{-,1}\) and \(\Phi_{+,2}\) are linearly independent. This contradicts our initial assumption that \(\text{rank} P(k_n) = 1\). One can use a similar argument to prove that \(\text{rank} \bar{P}(k^*_n) \) cannot equal 1. The above analysis allows us to conclude that the ranks of the matrices \(P(k_n)\) and \(\bar{P}(k^*_n)\) can only equal 2 or 3.

For the matrices \(A(k)\) and \(\bar{A}(k)\) in \((A.2)\), as shown in Ref. [46], one has

\[
A(k) = \bar{P}^\dagger(x, t, k^*) P(x, t, k) = \begin{pmatrix} a(k) & 0_2 \\ 0_2 & \bar{a}^\dagger(k^*) \end{pmatrix}, \tag{A.5a}
\]

\[
\bar{A}(k) = P^\dagger(x, t, k^*) \bar{P}(x, t, k) = \begin{pmatrix} a^\dagger(k^*) & 0_2 \\ 0_2 & \bar{a}(k) \end{pmatrix}, \tag{A.5b}
\]
and, consequently,

\[
\text{rank} A(k_n) = \text{rank} a(k_n) + \text{rank} \bar{a}^\dagger(k^*_n), \tag{A.6a}
\]

\[
\text{rank} \bar{A}(k_n) = \text{rank} a^\dagger(k^*_n) + \text{rank} \bar{a}(k_n). \tag{A.6b}
\]

**Proposition A1.** Let \(k_n\) be a zero of \(\det a(k)\) in \(\mathbb{C}^+\), \(k^*_n\) is a zero of \(\det \bar{a}(k)\) in \(\mathbb{C}^-\). Then one has \(\text{rank} P(x, t, k_n) \equiv \text{rank} \bar{P}(x, t, k^*_n) = 2\) if and only if \(a(k_n) \equiv \bar{a}(k^*_n) = 0_2\) (i.e., \(\text{rank} A(k_n) = 0\)). The same holds for the remaining points \(-k^*_n\) and \(-k_n\) in the discrete spectrum.

**Proof.** Let us prove the first implication, that is,

\[
\text{rank} P(x, t, k_n) \equiv \text{rank} \bar{P}(x, t, k^*_n) = 2 \Rightarrow a(k_n) \equiv \bar{a}(k^*_n) = 0_2.
\]

Since \(\text{rank} P(x, t, k_n) = 2\), then there exist two linearly independent vectors \(e_j = (\eta_j, -\xi_j)^T\) in \(\mathbb{C}^4/\{0\}\), such that \(P(k_n)e_j = 0_{4 \times 1}\), for \(j = 1, 2\). From the definition of \(A(k_n)\), it follows that \(A(k_n)e_j = \bar{P}^\dagger(k^*_n)P(k_n)e_j = 0_{4 \times 1}\), which in turn gives

\[
a(k_n)\eta_j = 0_{2 \times 1}, \quad \bar{a}^\dagger(k^*_n)\xi_j = 0_{2 \times 1}. \tag{A.7}
\]

If the vectors \(\eta_1\) and \(\eta_2\) are both linearly independent, then the first of Equations \((A.7)\) implies that the dimension of the kernel of \(a(k_n)\) is 2, and therefore, \(a(k_n) = 0_2\). If the vectors \(\xi_1\) and \(\xi_2\) are linearly independent, then the second of Equations \((A.7)\) yields that the dimension of the kernel of \(\bar{a}(k^*_n)\) is 2, and therefore, \(\bar{a}(k^*_n) = 0_2\), which proves the desired result.

Let us now assume that \(\eta_1\) and \(\eta_2\) are linearly independent and \(\xi_1\) and \(\xi_2\) are linearly dependent. Then, there exists a complex valued constant \(\beta\) such that \(\xi_2 = \beta \xi_1\). From the definition of \(P(k_n)\), we get

\[
\Phi_{-,1}(x, t, k_n)\eta_1 = \Phi_{+,2}(x, t, k_n)\xi_1, \quad \Phi_{-,1}(x, t, k_n)\eta_2 = \beta \Phi_{+,2}(x, t, k_n)\xi_1,
\]
which implies
\[ \Phi_{-1}(x, t, k_n)\eta_2 = \Phi_{-1}(x, t, k_n)(\beta \eta_1) \Leftrightarrow \Phi_{-1}(x, t, k_n)(\eta_2 - \beta \eta_1) = 0_{4 \times 1}, \]
and \( \eta_2 = \beta \eta_1 \), since the columns of \( \Phi_{-1}(x, t, k_n) \) are linearly independent. But the last one implies that the vectors \( \eta_1 \) and \( \eta_2 \) are linearly dependent, which contradicts our initial assumption. If the vectors \( \eta_1 \) and \( \eta_2 \) are linearly dependent, that is, if there exists some \( \alpha \in \mathbb{C} \) such that \( \eta_2 = \alpha \eta_1 \), then similarly as before, we have two possibilities for the vectors \( \xi_1 \) and \( \xi_2 \). If \( \xi_1 \) and \( \xi_2 \) are linearly independent, as before that will lead to a contradiction. Now, if both \( \{\eta_1, \eta_2\} \) and \( \{\xi_1, \xi_2\} \) are linearly dependent, then we can find two constants \( \alpha, \beta \in \mathbb{C} \) such that \( \eta_2 = \alpha \eta_1 \) and \( \xi_2 = \beta \xi_1 \). In this case, we get
\[ \Phi_{-1}(x, t, k_n)\eta_1 = \Phi_{+2}(x, t, k_n)\xi_1, \quad \alpha \Phi_{-1}(x, t, k_n)\eta_1 = \beta \Phi_{+2}(x, t, k_n)\xi_1, \]
which gives
\[ \Phi_{+2}(x, t, k_n)(\alpha \xi_1) = \Phi_{+2}(x, t, k_n)(\beta \xi_1) \Leftrightarrow \Phi_{+2}(x, t, k_n)(\alpha - \beta)\xi_1 = 0_{4 \times 1}, \]
which, in turn, implies that \( \alpha = \beta \), since the columns of \( \Phi_{+2}(x, t, k_n) \) are linearly independent. But if \( \alpha = \beta \), then the vectors \( e_1 = (\eta_1, -\xi_1)^T \) and \( e_2 = (\alpha \eta_1, -\beta \xi_1)^T \) are linearly dependent, which contradicts our initial assumption.

Let us now prove the other implication, that is, let us assume that \( a(k_n) = \bar{a}^\dagger(k^*_n) \equiv 0_{2 \times 2} \) and prove that \( \text{rank} P(k_n) = \text{rank} \bar{P}^\dagger(k^*_n) = 2 \). If \( a(k_n) = \bar{a}^\dagger(k^*_n) = 0_{2 \times 2} \), then both matrices have rank equal to zero, and therefore from (A.6), it follows \( \text{rank} A(k_n) = 0 \). Using Sylvester’s inequality, we obtain
\[ 0 = \text{rank} A(k_n) \geq \text{rank} P(x, t, k_n) + \text{rank} \bar{P}^\dagger(x, t, k^*_n) - 4. \tag{A.8} \]
Since \( \text{rank} P(x, t, k_n) \) and \( \text{rank} \bar{P}^\dagger(x, t, k^*_n) \) can be either 2 or 3, then for the last inequality to hold, necessarily
\[ \text{rank} P(x, t, k_n) \equiv \text{rank} \bar{P}^\dagger(x, t, k^*_n) = 2. \]

Prop. A1 establishes a one-to-one correspondence between \( \text{rank} P(k_n) \) and \( \text{rank} A(k_n) \), when \( \text{rank} A(k_n) = 0 \). Here, we discuss the correspondence between the ranks of \( P(k_n) \) and \( A(k_n) \), when \( \text{rank} A(k_n) \) is either 1 or 2, and as we will see, together with the previous results, this shows that the matrices \( a(k_n) \) and \( \bar{a}(k^*_n) \) need necessarily have equal ranks. From Sylvester’s inequality, we get
\[ \text{rank} A(k_n) = \text{rank} \left( \bar{P}^\dagger(k^*_n)P(k_n) \right) \geq \text{rank} \left( \bar{P}^\dagger(k^*_n) \right) + \text{rank} (P(k_n)) - 4. \]

Let us assume \( \text{rank} A(k_n) = 2 \), which implies that both matrices \( a(k_n) \) and \( \bar{a}(k^*_n) \) have rank equal to 1. We then have the following cases:

(1a) \( \text{rank} P(k_n) \equiv \text{rank} \bar{P}^\dagger(k^*_n) = 2 \). In this case, from Sylvester’s inequality, we get \( 2 \geq 2 + 2 - 4 = 0 \), which is admissible. However, from Proposition A1, we have that \( \text{rank} P(k_n) = 2 \) implies \( \text{rank} A(k_n) = 0 \), which contradicts the initial assumption.
Let us now assume \( \text{rank} A(k_n) = 1 \), which implies that one of the matrices \( a(k_n) \) and \( \bar{a}(k_n^*) \) has rank equal to 0 and the other one has rank equal to 1. We then have the following cases:

(2a) \( \text{rank} P(k_n) \equiv \text{rank} \bar{P}(k_n^*) = 2 \). In this case, Sylvester’s inequality yields \( 1 \geq 3 + 2 - 4 = 1 \), which is admissible. However, Proposition A1 has \( \text{rank} P(k_n) = 2 \) implying \( \text{rank} A(k_n) = 0 \), which contradicts the initial assumption.

(2b) \( \text{rank} P(k_n) \equiv \text{rank} \bar{P}(k_n^*) = 3 \). In this case, from Sylvester’s inequality, we get \( 1 \geq 3 + 2 - 4 = 1 \), which is admissible. However, Proposition A1 gives \( \text{rank} P(k_n) = 2 \) implies \( \text{rank} A(k_n) = 0 \), which contradicts the initial assumption.

(2c) \( \text{rank} P(k_n) = 2 \) and \( \text{rank} \bar{P}(k_n^*) = 3 \) (or vice versa). In either case, Sylvester’s inequality gives \( 1 \geq 3 + 2 - 4 = 1 \), which is admissible. However, Proposition A1 gives \( \text{rank} P(k_n) = 2 \) implies \( \text{rank} A(k_n) = 0 \), which contradicts the initial assumption.

In conclusion, there is no admissible correspondence between the ranks of the matrices \( P(k_n) \) and \( A(k_n) \) when \( \text{rank} A(k_n) = 1 \), that is, when \( a(k_n) \) and \( \bar{a}(k_n^*) \) have unequal ranks. Therefore, the matrices \( a(k_n) \) and \( \bar{a}(k_n^*) \) need necessarily have equal ranks. Similar arguments would give the result for the other two discrete eigenvalues in each quartet.

APPENDIX B: DERIVATION OF ONE-SOLITON TRANSMISSION COEFFICIENTS

In the following, we derive the expression of the transmission coefficients for 1-fundamental soliton, 1-fundamental breather, and 1-self-symmetric soliton.

B.1 Transmission coefficients for a 1-fundamental soliton solution

We start by considering a 1-fundamental soliton solution. Assuming that the potential decays rapidly enough so that Equations (13) and (16) can be extended slightly above or below the real \( k \)-axis, one can use these equations to reconstruct the left and right transmission coefficients as limits of suitable blocks of the modified eigenfunctions, namely,

\[
\begin{align*}
    a(k) &= \lim_{x \to +\infty} M^\uparrow_{-1}(x,t,k), \\
    \bar{a}(k) &= \lim_{x \to +\infty} M^\downarrow_{-2}(x,t,k), \\
    \bar{c}(k) &= \lim_{x \to -\infty} M^\uparrow_{+1}(x,t,k), \\
    c(k) &= \lim_{x \to -\infty} M^\downarrow_{+2}(x,t,k).
\end{align*}
\]  

(B.1a)

(B.1b)

From the definition of the sectionally meromorphic matrix function \( \mu_{\pm} \) in (21), one has

\[
\begin{align*}
    \bar{c}(k) &= \lim_{x \to -\infty} \mu^\uparrow_{-1}(x,t,k), & c(k) &= \lim_{x \to -\infty} \mu^\downarrow_{+2}(x,t,k),
\end{align*}
\]  

(B.2)

where superscripts \( ^\uparrow \) and \( ^\downarrow \) denote the upper/lower \( 2 \times 2 \) blocks of the corresponding matrices. In Section 2, we also introduced the sectionally meromorphic matrix function

\[
\mu_{\pm}(x,t,k) = \mu^{-1}_\infty(x,t)\mu_{\pm}(x,t,k),
\]  

(B.3)
\[ \mu_\infty = \lim_{|k| \to \infty} \mu_\pm(x, t, k), \] such that \( \tilde{\mu}_\pm \) is normalized, as \( k \to \infty \), and using a similar notation for the upper/lower blocks of the functions \( \mu_\infty \) and \( \tilde{\mu}_\pm \), we obtain

\[
\begin{align*}
\mu_{-1}^{up}(x, t, k) &= \mu_{\infty, 1}^{up}(x, t) \mu_{-1}^{up}(x, t, k) + \mu_{\infty, 2}^{up}(x, t) \mu_{-1}^{dn}(x, t, k), \\
\mu_{+2}^{dn}(x, t, k) &= \mu_{\infty, 1}^{dn}(x, t) \mu_{+2}^{up}(x, t, k) + \mu_{\infty, 2}^{dn}(x, t) \mu_{+2}^{dn}(x, t, k),
\end{align*}
\] (B.4a) (B.4b)

which, together with (B.2), yield

\[
\begin{align*}
\bar{c}(k) &= \lim_{x \to -\infty} \left\{ \mu_{\infty, 1}^{up}(x, t) \mu_{-1}^{up}(x, t, k) + \mu_{\infty, 2}^{up}(x, t) \mu_{-1}^{dn}(x, t, k) \right\}, \\
\bar{c}(k) &= \lim_{x \to -\infty} \left\{ \mu_{\infty, 1}^{dn}(x, t) \mu_{+2}^{up}(x, t, k) + \mu_{\infty, 2}^{dn}(x, t) \mu_{+2}^{dn}(x, t, k) \right\},
\end{align*}
\] (B.5a) (B.5b)

or equivalently

\[
\begin{align*}
\bar{c}(k) &= \lim_{\xi \to -\infty} \left\{ \mu_{\infty, 1}^{up}(\xi, t) \mu_{-1}^{up}(\xi, t, k) + \mu_{\infty, 2}^{up}(\xi, t) \mu_{-1}^{dn}(\xi, t, k) \right\}, \\
\bar{c}(k) &= \lim_{\xi \to -\infty} \left\{ \mu_{\infty, 1}^{dn}(\xi, t) \mu_{+2}^{up}(\xi, t, k) + \mu_{\infty, 2}^{dn}(\xi, t) \mu_{+2}^{dn}(\xi, t, k) \right\},
\end{align*}
\] (B.6a) (B.6b)

where the \( x \)-dependence has been replaced by the \( \xi \)-dependence. The upper/lower blocks of \( \tilde{\mu}_{-1} \) and \( \tilde{\mu}_{+2} \) are obtained by solving the linear system (28) and are given by:

\[
\begin{align*}
\tilde{\mu}_{-1}^{up}(\xi, t, k) &= I_2 + \frac{e^{2i\delta_1}}{k - k_1} \tilde{\mu}_{+2}^{up}(\xi, t, k_1) C_1 + \frac{e^{-2i\delta_1}}{k + k_1} \tilde{\mu}_{+2}^{up}(\xi, t, -k_1) \tilde{C}_1, \\
\tilde{\mu}_{-1}^{dn}(\xi, t, k) &= \frac{e^{2i\delta_1}}{k - k_1} \tilde{\mu}_{+2}^{dn}(\xi, t, k_1) C_1 + \frac{e^{-2i\delta_1}}{k + k_1} \tilde{\mu}_{+2}^{dn}(\xi, t, -k_1) \tilde{C}_1, \\
\tilde{\mu}_{+2}^{up}(\xi, t, k) &= \frac{e^{-2i\delta_1}}{k - k_1} \tilde{\mu}_{-1}^{up}(\xi, t, k_1) \tilde{C}_1 + \frac{e^{2i\delta_1}}{k + k_1} \tilde{\mu}_{-1}^{up}(\xi, t, -k_1) \tilde{\tilde{C}}_1, \\
\tilde{\mu}_{+2}^{dn}(\xi, t, k) &= \frac{e^{2i\delta_1}}{k - k_1} \tilde{\mu}_{-1}^{dn}(\xi, t, k_1) \tilde{C}_1 + \frac{e^{-2i\delta_1}}{k + k_1} \tilde{\mu}_{-1}^{dn}(\xi, t, -k_1) \tilde{\tilde{C}}_1,
\end{align*}
\] (B.7a) (B.7b) (B.7c) (B.7d)

where the eigenfunctions that appear in Equations (B.7) are given by the following expressions for a 1-fundamental soliton:

\[
\begin{align*}
\tilde{\mu}_{-1}^{up}(\xi, t, k^*_1) &= \frac{1}{\Delta} \left[ I_2 - \frac{(k_1 + k_1^*) e^{2i\delta_1 - \delta_1^*}}{2k_1^* (k_1 - k_1^*)^2} |\gamma_1| \right] \text{diag}(0, 1), \\
\tilde{\mu}_{-1}^{up}(\xi, t, -k_1) &= \frac{1}{\Delta} \left[ I_2 - \frac{(k_1 + k_1^*) e^{2i\delta_1 - \delta_1^*}}{2k_1 (k_1 - k_1^*)^2} |\gamma_1| \right] \text{diag}(1, 0),
\end{align*}
\] (B.8a) (B.8b)

\[
\begin{align*}
\tilde{\mu}_{-1}^{dn}(\xi, t, k^*_1) &= \frac{1}{\Delta} \left[ \frac{e^{2i\delta_1}}{k_1^* - k_1} C_1 + \frac{e^{-2i\delta_1}}{2k_1^*} C_1 \right], \\
\tilde{\mu}_{-1}^{dn}(\xi, t, -k_1) &= \frac{1}{\Delta} \left[ \frac{e^{-2i\delta_1}}{k_1^* - k_1} \tilde{C}_1 + \frac{e^{2i\delta_1}}{2k_1^*} \tilde{C}_1 \right],
\end{align*}
\] (B.8c) (B.8d)
and

\[
\tilde{\mu}_{\uparrow,2}^{\text{up}}(\xi, t, k_1) = \frac{1}{\Delta} \left[ \frac{e^{-2i\delta^*_1}}{k_1 - k^*_1} \tilde{C}_1 + \frac{e^{2i\delta_1}}{2k_1} \tilde{C}_1 \right],
\]
\[
\tilde{\mu}_{\downarrow,2}^{\text{up}}(\xi, t, -k^*_1) = \frac{1}{\Delta} \left[ \frac{e^{2i\delta_1}}{k_1 - k^*_1} \tilde{C}_1 - \frac{e^{-2i\delta^*_1}}{2k^*_1} \tilde{C}_1 \right],
\]
\[
\tilde{\mu}_{\uparrow,2}^{\text{dn}}(\xi, t, k_1) = \frac{1}{\Delta} \left[ I_2 + \frac{(k_1 + k^*_1)e^{2i(\delta_1 - \delta^*_1)}}{2k_1(k_1 - k^*_1)^2} \tilde{C}_1 \tilde{C}_1 \right],
\]
\[
\tilde{\mu}_{\downarrow,2}^{\text{dn}}(\xi, t, -k^*_1) = \frac{1}{\Delta} \left[ I_2 + \frac{(k_1 + k^*_1)e^{2i(\delta_1 - \delta^*_1)}}{2k^*_1(k_1 - k^*_1)^2} C_1 \tilde{C}_1 \right],
\]

where

\[\delta_1 = \delta(k_1), \quad \delta^*_1 = \delta(k^*_1), \quad \delta(k) = k\xi - t/4k, \quad \Delta = 1 - \frac{e^{2i(\delta_1 - \delta^*_1)}}{(k_1 - k^*_1)^2} ||\gamma_1||^2,\]

and the \((\xi, t)\) dependence in \(\delta\) has been omitted for brevity. Let us first focus in Equation (B.6b), and compute the limits of the upper/lower blocks of \(\tilde{\mu}_{\ast,2}(\xi, t, k)\) as \(\xi \to -\infty\). Inserting Equations (B.8) into (B.7c)–(B.7d), we obtain

\[
\lim_{\xi \to -\infty} \tilde{\mu}_{\text{up}}^{\uparrow}(\xi, 0, k) = 0_2,
\]
\[
\lim_{\xi \to -\infty} \tilde{\mu}_{\text{dn}}^{\downarrow}(\xi, 0, k) = \begin{pmatrix}
I_2 + k_1 - k^*_1 \\
\frac{1}{k - k^*_1} C_1 \\
\frac{1}{k + k^*_1} \tilde{C}_1
\end{pmatrix},
\]

assuming that \(\nu_j > 0\), for \(j = 1, 2\). Combining Equations (B.11) with (B.6b), we find

\[
c(k) = \left( \lim_{\xi \to -\infty} \tilde{\mu}_{\text{dn}}^{\downarrow,2}(\xi, t) \right) \left( I_2 + \frac{k_1 - k^*_1}{k - k^*_1} C_1 \tilde{C}_1 + \frac{k_1 - k^*_1}{k + k^*_1} \tilde{C}_1 \tilde{C}_1 \right).
\]
As to the remaining blocks, that is, relations (B.9) and (B.7a)–(B.7b), one can then check that

$$\lim_{\xi \to -\infty} \mu^{dn}_{-1}(\xi, 0, k) = 0_2,$$

and therefore,

$$\tilde{c}(k) = \left( \lim_{\xi \to -\infty} \hat{\mu}^{up}_{\infty, 1}(\xi, t) \right) \left( I_2 - \frac{k_1 - k_1^*}{k - k_1} \frac{\tilde{C}_1 C_1}{||Y_1||^2} - \frac{k_1 - k_1^*}{k + k_1^*} \frac{\tilde{C}_1 \tilde{C}_1}{||Y_1||^2} \right).$$

One can prove that the left and right scattering coefficients are related by the following symmetries:

$$a(k) = \tilde{c}^t(k^*), \quad \bar{a}(k) = c^t(k^*),$$

and therefore,

$$a(k) = \left( I_2 + \text{diag} \left( \frac{k_1 - k_1^*}{k - k_1} \frac{C_1 \tilde{C}_1}{||Y_1||^2}, \frac{k_1 - k_1^*}{k + k_1^*} \frac{\tilde{C}_1 C_1}{||Y_1||^2} \right) \right) \left( \lim_{\xi \to -\infty} \hat{\mu}^{up}_{\infty, 1}(\xi, t) \right)^\dagger,$$

$$\bar{a}(k) = \left( I_2 + \text{diag} \left( \frac{k_1 - k_1^*}{k - k_1} \frac{\tilde{C}_1 \tilde{C}_1}{||Y_1||^2}, \frac{k_1 - k_1^*}{k + k_1^*} \frac{C_1 \tilde{C}_1}{||Y_1||^2} \right) \right) \left( \lim_{\xi \to -\infty} \hat{\mu}^{dn}_{\infty, 2}(\xi, t) \right)^\dagger.$$

Moreover, one can check that $\tilde{C}_1 C_1 = -||Y_1||^2 \text{diag}(1, 0)$ and $\tilde{C}_1 \tilde{C}_1 = -||Y_1||^2 \text{diag}(0, 1)$, and therefore, Equations (B.16) can be simplified to

$$a(k) = \left( I_2 - \text{diag} \left( \frac{k_1 - k_1^*}{k - k_1}, \frac{k_1 - k_1^*}{k + k_1} \right) \right) \left( \lim_{\xi \to -\infty} \hat{\mu}^{up}_{\infty, 1}(\xi) \right)^\dagger,$$

$$\bar{a}(k) = \left( I_2 + \text{diag} \left( \frac{k_1 - k_1^*}{k - k_1}, \frac{k_1 - k_1^*}{k + k_1} \right) \right) \left( \lim_{\xi \to -\infty} \hat{\mu}^{dn}_{\infty, 2}(\xi) \right)^\dagger.$$

To complete the derivation of the transmission coefficients for a 1-fundamental soliton, it remains to compute the limits of the quantities $\hat{\mu}^{up}_{\infty, 1}(\xi)$ and $\hat{\mu}^{dn}_{\infty, 2}(\xi)$ as $\xi \to -\infty$; let us denote

$$B = \left( \lim_{\xi \to -\infty} \hat{\mu}^{up}_{\infty, 1}(\xi) \right)^\dagger, \quad D = \left( \lim_{\xi \to -\infty} \hat{\mu}^{dn}_{\infty, 2}(\xi) \right)^\dagger.$$

This can be done using the asymptotics of $a(k)$ and $\bar{a}(k)$, as $k \to 0$, which recall from$^{46}$ are given by

$$a(k) = (1 + ik\tilde{\gamma})I_2 + O(k^2), \quad \bar{a}(k) = (1 - ik\tilde{\gamma})I_2 + O(k^2),$$

$$\tilde{\gamma} = \int_{-\infty}^{\infty} \left( \sqrt{1 + ||u_x||^2} - 1 \right) dx.$$
Moreover, from (B.17a), one can easily compute the asymptotic expansion of \( a(k) \) as \( k \to 0 \):

\[
a(k) = \left( I_2 + \text{diag}\left( \frac{k_1 - k^*_1}{k^*_1}, \frac{k^*_1 - k_1}{k_1} \right) \right) B + k \text{ diag}\left( \frac{k_1 - k^*_1}{(k^*_1)^2}, \frac{k^*_1 - k_1}{k_1} \right) B + O(k^2), \tag{B.20}
\]

and equating the same orders of \( k \) in Equations (B.20) and (B.19a), we obtain

\[
B = \text{diag}\left( \frac{k^*_1}{k_1}, \frac{k_1}{k^*_1} \right), \quad B = i\tilde{\gamma} \text{ diag}\left( \frac{(k^*_1)^2}{k_1 - k^*_1}, \frac{k^2_1}{k^*_1 - k_1} \right), \tag{B.21}
\]

where the first part of this relation gives the matrix \( B \) explicitly. Furthermore, equating the two expressions of \( B \) in (B.21), we get the following two relations entry-wise:

\[
\frac{k_1 - k^*_1}{(k^*_1)^2} = i\tilde{\gamma} \frac{k_1}{k^*_1}, \quad \frac{k_1 - k^*_1}{k^2_1} = i\tilde{\gamma} \frac{k^*_1}{k_1}, \tag{B.22}
\]

which we can both solve independently, and obtain the same result for the quantity \( \tilde{\gamma} \)

\[
i\tilde{\gamma} = \frac{k_1 - k^*_1}{|k_1|^2} \equiv \frac{2i \text{ Im } k_1}{|k_1|^2}. \tag{B.23}
\]

Finally, inserting the expression for \( B \) into Equations (B.17), we obtain the expressions for \( \alpha(k) \) and \( \tilde{c}(k) \) for a 1-fundamental soliton

\[
\alpha(k) = \text{ diag}\left( \frac{k^*_1}{k_1} k - k_1, \frac{k_1}{k^*_1} k + k^*_1 \right), \tag{B.24a}
\]

\[
\tilde{c}(k) = \text{ diag}\left( \frac{k^*_1}{k_1} k - k^*_1, \frac{k_1}{k^*_1} k + k^*_1 \right), \tag{B.24b}
\]

as functions of \( k \) and of the discrete eigenvalue \( k_1 \), which are independent of the entries of the norming constant. Similarly, we use Equation (B.16b) to compute the asymptotic behavior of \( \tilde{a}(k) \) as \( k \to 0 \), which, in turn, we compare with its asymptotics given in (B.19a). This yields the explicit expression of matrix \( D \) which we use together with (B.16b) to obtain:

\[
\tilde{a}(k) = \left( I_2 - \frac{k_1 - k^*_1}{k - k_1} \frac{C_1 \tilde{C}_1}{||\mathbf{y}_1||^2} - \frac{k_1 - k^*_1}{k + k^*_1} \frac{C_1 \tilde{C}_1}{||\mathbf{y}_1||^2} \right) \times \left( I_2 + \frac{k_1 - k^*_1}{k} \frac{C_1 \tilde{C}_1}{||\mathbf{y}_1||^2} - \frac{k_1 - k^*_1}{k^*_1} \frac{\tilde{C}_1 \tilde{C}_1}{||\mathbf{y}_1||^2} \right)^{-1}, \tag{B.25a}
\]

\[
\tilde{c}(k) = \left( I_2 + \frac{k_1 - k^*_1}{k} \frac{C_1 \tilde{C}_1}{||\mathbf{y}_1||^2} - \frac{k_1 - k^*_1}{k^*_1} \frac{\tilde{C}_1 \tilde{C}_1}{||\mathbf{y}_1||^2} \right)^{-1} \times \left( I_2 - \frac{k_1 - k^*_1}{k} \frac{C_1 \tilde{C}_1}{||\mathbf{y}_1||^2} - \frac{k_1 - k^*_1}{k^*_1} \frac{\tilde{C}_1 \tilde{C}_1}{||\mathbf{y}_1||^2} \right). \tag{B.25b}
\]

Notice that the expressions of \( \tilde{a} \) and \( c \) are more complicated than those of \( a \) and \( \tilde{c} \); the transmission coefficients \( \tilde{a} \) and \( c \) depend both on the discrete eigenvalues and on the entries of the norming constants. Summarizing, for a 1-fundamental soliton solution with discrete eigenvalue \( k_1 \) and
associated norming constant $C_1$, we find its transmission coefficients given by (B.24) and (B.25). Moreover, one can explicitly compute the inverse matrices that appear in Equations (B.25) and simplify the expressions of $\tilde{a}_j(k)$ and $c_j(k)$ into (53).

### B.2 Transmission coefficients for a 1-fundamental breather solution

Below, we derive the transmission coefficients for a 1-fundamental breather solution. The procedure is similar, but in this case, the norming constant $C_1$ takes the form $C_1 = (\mu_1 \gamma \gamma_1, \nu_1 \gamma \gamma_1)$, for $\mu_1, \nu_1 \in \mathbb{C}$, and the other ones are obtained from (20). Recall that the transmission coefficients $c$ and $\tilde{c}$ are given by (B.6), and the upper/lower blocks of $\tilde{\mu}_{-1}$ and $\tilde{\mu}_{+2}$ are as in Equations (B.7), where the eigenfunctions that appear in Equations (B.7) are given by the following expressions for a 1-fundamental breather:

\[
\tilde{\mu}_{-1}^{\text{up}}(\xi, t, k_1^\ast) = \frac{1}{\Delta} \left[ I_2 - \frac{(k_1 + k_1^\ast)e^{2i(\delta_1 - \delta_1^\ast)}}{2k_1^\ast(k_1 - k_1^\ast)^2} |\gamma\gamma_1|^2 H_{1,1} \right],
\]

and

\[
\tilde{\mu}_{-1}^{\text{dn}}(\xi, t, -k_1) = \frac{1}{\Delta} \left[ I_2 - \frac{(k_1 + k_1^\ast)e^{2i(\delta_1 - \delta_1^\ast)}}{2k_1(k_1 - k_1^\ast)^2} |\gamma\gamma_1|^2 \tilde{C}_1 H_{1,2} \right],
\]

where we have introduced the notations

\[
H_{1,1}^1 = \begin{pmatrix} |\mu_1|^2 & \kappa_1 \mu_1^\ast \\ \kappa_1^\ast \mu_1 & |\kappa_1|^2 \end{pmatrix}, \quad H_{2,2}^1 = \begin{pmatrix} |\kappa_1|^2 & -\kappa_1 \mu_1^\ast \\ -\kappa_1^\ast \mu_1 & |\mu_1|^2 \end{pmatrix},\]

(B.28a)
\[
\Delta = 1 - \frac{e^{2i(\delta_1 - \delta_1^*)}}{(k_1 - k_1^*)^2}(|\mu_1|^2 + |\chi_1|^2)|\gamma_1|^2.
\] (B.28b)

Taking the appropriate limits as stated in Equations (B.6), setting \(t = 0\) because the scattering coefficients are time-independent, and using the symmetry (B.15), we can determine the following expressions for the transmission coefficients:

\[
a(k) = \left( I_2 + \frac{k_1 - k_1^*}{k - k_1^*} \frac{\tilde{C}_1 C_1}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 + \frac{k_1 - k_1^*}{k + k_1} \frac{\tilde{C}_1 \tilde{C}_1}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 \right) A^\dagger,
\]

(B.29a)

\[
\bar{c}(k) = A \left( I_2 + \frac{k_1^* - k_1}{k - k_1^*} \frac{\tilde{C}_1 C_1}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 + \frac{k_1^* - k_1}{k + k_1^*} \frac{\tilde{C}_1 \tilde{C}_1}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 \right),
\]

(B.29b)

\[
c(k) = D \left( I_2 + \frac{k_1 - k_1^*}{k - k_1^*} \frac{C_1 \tilde{C}_1}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 + \frac{k_1 - k_1^*}{k + k_1} \frac{\tilde{C}_1 \tilde{C}_1}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 \right),
\]

(B.29c)

\[
\bar{a}(k) = \left( I_2 + \frac{k_1^* - k_1}{k - k_1^*} \frac{C_1 \tilde{C}_1}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 + \frac{k_1^* - k_1^*}{k + k_1} \frac{\tilde{C}_1 \tilde{C}_1}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 \right) D^\dagger,
\]

(B.29d)

where by \(A\) and \(D\), we denote the \(2 \times 2\) constant matrices

\[
A = \lim_{\xi \to -\infty} \tilde{\mu}_{\infty,1}^{\text{up}}(\xi), \quad D = \lim_{\xi \to -\infty} \tilde{\mu}_{\infty,2}^{\text{dn}}(\xi).
\] (B.30)

Again, computing the asymptotics of \(a(k)\) and \(\bar{a}(k)\) as \(k \to 0\) in the last equations and equating same orders of \(k\) with the asymptotic behavior (B.19), one can compute the matrices \(A\) and \(D\) explicitly

\[
A = I_2 - \frac{k_1 - k_1^*}{k_1} \frac{H_{1,1}^1}{|\mu_1|^2 + |\chi_1|^2} + \frac{k_1 - k_1^*}{k_1^*} \frac{H_{2,2}^1}{|\mu_1|^2 + |\chi_1|^2},
\]

(B.31a)

\[
D = I_2 + \frac{k_1^* - k_1}{k_1^*} \frac{C_1 \tilde{C}_1}{|\mu_1|^2 + |\chi_1|^2} - \frac{k_1^* - k_1}{k_1} \frac{\tilde{C}_1 \tilde{C}_1}{|\mu_1|^2 + |\chi_1|^2},
\]

(B.31b)

and inserting these expressions into Equations (B.29), we obtain the transmission coefficients for a 1-fundamental breather solution:

\[
a_j(k) = I_2 + \frac{k}{k_1} \frac{k_j - k_j^*}{k_j - k_j^*} \frac{\tilde{C}_j C_j}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 - \frac{k}{k_1} \frac{k_j - k_j^*}{k_j^*} \frac{\tilde{C}_j \tilde{C}_j}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2,
\]

(B.32a)

\[
\bar{c}_j(k) = I_2 + \frac{k}{k_j} \frac{k_j^* - k_j}{k_j - k_j^*} \frac{\tilde{C}_j C_j}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 - \frac{k}{k_j} \frac{k_j^* - k_j^*}{k_j^*} \frac{\tilde{C}_j \tilde{C}_j}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2,
\]

(B.32b)

\[
c_j(k) = I_2 + \frac{k}{k_j} \frac{k_j - k_j^*}{k_j^*} \frac{\tilde{C}_j \tilde{C}_j}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 - \frac{k}{k_j} \frac{k_j - k_j^*}{k_j^*} \frac{\tilde{C}_j \tilde{C}_j}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2,
\]

(B.32c)

\[
\bar{a}_j(k) = I_2 + \frac{k}{k_j} \frac{k_j^* - k_j}{k_j - k_j^*} \frac{C_j \tilde{C}_j}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2 - \frac{k}{k_j} \frac{k_j^* - k_j^*}{k_j^*} \frac{C_j \tilde{C}_j}{|\mu_1|^2 + |\chi_1|^2} |\gamma_1|^2,
\]

(B.32d)

as functions of \(k\), in terms of the discrete eigenvalue and the associated norming constant.
B.3 Transmission coefficients for a 1-self-symmetric soliton solution

Below, we derive the transmission coefficients for a 1-self-symmetric soliton solution, that is, a composite breather with self-symmetric (i.e., purely imaginary) discrete eigenvalues. Recall that the transmission coefficients $c$ and $\bar{c}$ are given by Equations (B.6) and using Equations (35) for the eigenfunctions of a self-symmetric soliton, we then obtain:

$$\tilde{\mu}_{+,2}^{up}(\xi, t, k) = \frac{e^{-2i\theta_1^*}}{k - k_1^*} \left( I_2 + \frac{e^{4i\theta_1}}{(k_1^* - k_1)^2} C_1 \bar{C}_1 \right)^{-1} \bar{C}_1, \quad (B.33a)$$

$$\tilde{\mu}_{+,2}^{dn}(\xi, t, k) = I_2 + \frac{e^{2i(\theta_1 - \theta_1^*)}}{(k - k_1^*)(k_1^* - k_1)} \left( I_2 + \frac{e^{4i\theta_1}}{(k_1^* - k_1)^2} C_1 \bar{C}_1 \right)^{-1} C_1 \bar{C}_1, \quad (B.33b)$$

where taking their limits as $\xi \to -\infty$, and setting $t = 0$, we get

$$\lim_{\xi \to -\infty} \tilde{\mu}_{+,2}^{up}(\xi, k) = 0, \quad \lim_{\xi \to -\infty} \tilde{\mu}_{+,2}^{dn}(\xi, k) = \left( \frac{k - k_1}{k - k_1^*} \right) I_2, \quad (B.34a)$$

assuming again that $\nu_j > 0$, for $j = 1, 2$. Using Equations (B.6) and the symmetries (B.15), we obtain the following expressions for the transmission coefficients:

$$c(k) = \frac{k - k_1}{k - k_1^*} \left( \lim_{\xi \to -\infty} \tilde{\mu}_{+,2}^{dn}(\xi) \right), \quad \bar{c}(k) = \frac{k - k_1^*}{k - k_1} \left( \lim_{\xi \to -\infty} \tilde{\mu}_{+,1}^{up}(\xi) \right), \quad (B.35a)$$

$$a(k) = \frac{k - k_1}{k - k_1^*} \left( \lim_{\xi \to -\infty} \tilde{\mu}_{+,1}^{up}(\xi) \right)^\dagger, \quad \bar{a}(k) = \frac{k - k_1^*}{k - k_1} \left( \lim_{\xi \to -\infty} \tilde{\mu}_{+,2}^{dn}(\xi) \right)^\dagger. \quad (B.35b)$$

In addition, one can use the asymptotic behavior of $a(k)$, $\bar{a}(k)$ as $k \to 0$, and as done in the previous cases obtain

$$\lim_{\xi \to -\infty} \tilde{\mu}_{+,1}^{up}(\xi) = -I_2, \quad \lim_{\xi \to -\infty} \tilde{\mu}_{+,2}^{dn}(\xi) = -I_2, \quad (B.36)$$

by which Equations (B.35) yield:

$$c(k) = \frac{k_1 - k}{k_1 + k} I_2, \quad \bar{c}(k) = \left( \frac{k_1^* - k}{k_1^* + k} \right) I_2, \quad a(k) \equiv c(k), \quad \bar{a}(k) \equiv \bar{c}(k). \quad (B.37)$$

**APPENDIX C: PROOF OF LEMMA 3**

**Lemma 3.**

**Proof.** Spelling out the condition (118) gives

$$\left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda + \alpha_1} \Pi_1^* \right) \left( I - \frac{\alpha_2 - \alpha_2^*}{\lambda + \alpha_2} \Pi_2^* \right) =
$$

$$\left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda - \alpha_1^*} \Lambda \Pi_1 \Lambda^{-1} \right) \left( I - \frac{\alpha_2 - \alpha_2^*}{\lambda - \alpha_2^*} \Lambda \Pi_2 \Lambda^{-1} \right). \quad (C.1)$$
The poles on the LHS and RHS must coincide, so we must have \{-\alpha_1, -\alpha_2\} = \{\alpha_1^*, \alpha_2^*\}. Suppose
\(-\alpha_1 = \alpha_1^*\) (and thus \(-\alpha_2 = \alpha_2^*\)); then we have from the last relation
\[
\left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda - \alpha_1^*} \Pi_1^* \right) \left( I - \frac{\alpha_2 - \alpha_2^*}{\lambda - \alpha_2^*} \Pi_2^* \right) =
\left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda - \alpha_1^*} \Lambda \Pi_1 \Lambda^{-1} \right) \left( I - \frac{\alpha_2 - \alpha_2^*}{\lambda - \alpha_2^*} \Lambda \Pi_2 \Lambda^{-1} \right),
\]  
(C.2)

which is rearranged into
\[
\left( I + \frac{\alpha_1 - \alpha_1^*}{\lambda - \alpha_1^*} \Lambda \Pi_1 \Lambda^{-1} \right) \left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda - \alpha_1^*} \Pi_1^* \right) =
\left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda - \alpha_1^*} \Lambda \Pi_2 \Lambda^{-1} \right) \left( I + \frac{\alpha_2 - \alpha_2^*}{\lambda - \alpha_2^*} \Pi_2^* \right).
\]  
(C.3)

The LHS has no pole at \(\alpha_2\) and \(\alpha_2^*\), while the RHS has no pole at \(\alpha_1\) and \(\alpha_1^*\). In view of our assumption on \(\alpha_1\) and \(\alpha_2\), this means that the common rational function of \(\lambda\) represented by this equality is an entire function on \(\mathbb{C}\) with limit \(I_4\) at infinity. By Liouville theorem, the function is the identity matrix, and for this to hold, we find
\[
\Pi_j^* = \Lambda \Pi_j \Lambda^{-1}, \quad j = 1, 2,
\]  
(C.4)

and each elementary factor falls into the realm of Lemma 2. This is case 1.

Suppose now that \(\alpha_2 = -\alpha_1^*\). Hence, the condition (118) now reads
\[
\left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda + \alpha_1} \Pi_1^* \right) \left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda - \alpha_1^*} \Pi_2^* \right) =
\left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda + \alpha_1} \Lambda \Pi_1 \Lambda^{-1} \right) \left( I - \frac{\alpha_1 - \alpha_1^*}{\lambda + \alpha_1} \Lambda \Pi_2 \Lambda^{-1} \right).
\]  
(C.5)

This takes the form of a special case of the refactorization Theorem 1, so we have
\[
\Lambda \Pi_1 \Lambda^{-1} = \phi^{-1} \Pi_2^* \phi, \quad \Lambda \Pi_2 \Lambda^{-1} = \phi^{-1} \Pi_1^* \phi
\]  
(C.6)

with
\[
\phi = 2\alpha_1^* I + (\alpha_1 - \alpha_1^*)(\Pi_1^* + \Pi_2^*).
\]  
(C.7)

This shows that \(\Pi_1\) and \(\Pi_2\) necessarily have the same rank and that \(\Pi_1^* + \Pi_2^*\) commutes with \(\phi\), and therefore,
\[
\Pi_1^* + \Pi_2^* = \phi^{-1} (\Pi_1^* + \Pi_2^*) \phi = \Lambda (\Pi_1 + \Pi_2) \Lambda^{-1}.
\]  
(C.8)

Let us set
\[
\Gamma = \Pi_1^* - \Lambda \Pi_2 \Lambda^{-1} = \Lambda \Pi_1 \Lambda^{-1} - \Pi_2^*.
\]  
(C.9)
Then $\Gamma = \Gamma^\dagger$, and therefore, $\Gamma$ is diagonalizable, with real eigenvalues, by a unitary matrix $M$:

$$\Gamma = M D M^\dagger, \quad D = \text{diag}(d_1, d_2, d_3, d_4), \quad d_j \in \mathbb{R}, \quad j = 1, \ldots, 4.$$ 

Since $\text{Tr} \Gamma = \text{rank} \Pi_1 - \text{rank} \Pi_2 = 0$, we get

$$d_1 + d_2 + d_3 + d_4 = 0.$$

Note that $\Gamma = \Lambda \Gamma^* \Lambda^{-1}$, and since $M$ is unitary, we get

$$M D M^\dagger = \Lambda M^* D M^T \Lambda^{-1} \Leftrightarrow M^\dagger \Lambda M^* D = D M^\dagger \Lambda M^*.$$  \hfill (C.10)

Let now $A = M^\dagger \Lambda M^*$. $A$ is an antisymmetric matrix that commutes with $D$. It is also unitary, so its determinant has modulus equal to 1. This yields the conditions

$$(d_i - d_j)A_{ij} = 0, \quad i < j, \quad |A_{12}A_{34} - A_{13}A_{24} + A_{23}A_{14}|^2 = 1.$$  \hfill (C.11)

This means that at least two $d_j$ must be equal as otherwise $A = 0$, which is a contradiction. Suppose all $d_j$ are equal so $\Gamma = d I_4, d \in \mathbb{R}$. Note that

$$\Gamma = \Pi_1^* - I_4 + I_4 - \Lambda \Pi_2 \Lambda^{-1}$$  \hfill (C.12)

so

$$-\Gamma^2 = (I_4 - \Pi_1^* - (I_4 - \Lambda \Pi_2 \Lambda^{-1}))(\Pi_1^* - \Lambda \Pi_2 \Lambda^{-1})$$

$$= -(I_4 - \Pi_1^*)\Lambda \Pi_2 \Lambda^{-1} - (I_4 - \Lambda \Pi_2 \Lambda^{-1})\Pi_1^*$$

$$= -(I_4 - \Lambda \Pi_2 \Lambda^{-1} - \Gamma)\Lambda \Pi_2 \Lambda^{-1} - (I_4 - \Lambda \Pi_2 \Lambda^{-1})(\Gamma + \Lambda \Pi_2 \Lambda^{-1})$$

$$= \Gamma \Lambda \Pi_2 \Lambda^{-1} + \Lambda \Pi_2 \Lambda^{-1} \Gamma - \Gamma.$$  \hfill (C.13)

If $\Gamma = d I_4$, since $\Pi_2$ is neither the identity nor 0, we must have $d = 0$, and therefore,

$$\Pi_1^* = \Lambda \Pi_2 \Lambda^{-1}, \quad \Pi_2^* = \Lambda \Pi_1 \Lambda^{-1}.$$  \hfill (C.14)

Suppose now without loss of generality that $d_1 = d_2 = d_3$ and $d_4 \neq d_j, j = 1, 2, 3$. This is in contradiction with (C.11), which requires $A_{14} = A_{24} = A_{34} = 0$ but $|A_{12}A_{34} - A_{13}A_{24} + A_{23}A_{14}|^2 = 1$. Similarly, we cannot have wlog $d_1 = d_2$ and $d_3 \neq d_j, j = 1, 2, 4$ and $d_4 \neq d_j, j = 1, 2, 3$. Hence, it remains the possibility $d_1 = d_2$ and $d_3 = d_4$. Because of the zero trace of $\Gamma$, this means that $\Gamma = d M \Sigma_3 M^\dagger, d \in \mathbb{R}$. It also means that only $A_{12}$ and $A_{34}$ can be nonzero in the matrix $A$; hence, $M$ must be a unitary matrix such that

$$M^\dagger \Lambda M^* = \begin{pmatrix} 0 & A_{12} & 0 & 0 \\ -A_{12} & 0 & 0 & 0 \\ 0 & 0 & 0 & A_{34} \\ 0 & 0 & -A_{34} & 0 \end{pmatrix}.$$ 

Denoting $\bar{\Pi}_2 = M^\dagger \Lambda \Pi_2 \Lambda^{-1} M$, we can use (C.13) again to deduce

$$d(\Sigma_3 - d I_4 - \Sigma_3 \bar{\Pi}_2 - \bar{\Pi}_2 \Sigma_3) = 0.$$  \hfill (C.15)
If \( d = 0 \), we are back to the case (C.14). Otherwise \( d \neq 0 \) and \( \Gamma = dM\Sigma_3M^\dagger \) is invertible. We show next that this leads to a contradiction so that this case is rejected. We can write \( T(\lambda) \) given in (124) as a sum of partial fractions

\[
T(\lambda) = I + \frac{R_1}{\lambda - \alpha_1^*} + \frac{R_2}{\lambda - \alpha_2^*},
\]

where the residues are given by

\[
R_1 = - (\alpha_1 - \alpha_1^*) \Pi_1 \left( I - \frac{\alpha_2 - \alpha_2^*}{\alpha_1^* - \alpha_2^*} \Pi_2 \right), \quad R_2 = - (\alpha_2 - \alpha_2^*) \left( I - \frac{\alpha_1 - \alpha_1^*}{\alpha_2^* - \alpha_1^*} \Pi_1 \right) \Pi_2.
\]

Now recall that we are in the case \( \alpha_2 = -\alpha_1^* \) and that we are imposing the symmetry (118) on \( T(\lambda) \). Hence, we must have \( R_2^* = -\Lambda R_1 \Lambda^{-1} \), which yields explicitly

\[
\left( I - \frac{\alpha_1 - \alpha_1^*}{\alpha_1 + \alpha_1^*} \Pi_1 \right) \Pi_2^* = \Lambda \Pi_1 \Lambda^{-1} \Lambda \left( I - \frac{\alpha_1 - \alpha_1^*}{\alpha_1 + \alpha_1^*} \Pi_2 \right) \Lambda^{-1}.
\]

(C.16)

Note that \( \alpha_1 + \alpha_1^* \neq 0 \) in the present case \( \alpha_2 = -\alpha_1^* \), since we assume in general that \( \alpha_2 \neq \alpha_1 \). Since we are considering the case where \( \Pi_2^* = \Lambda \Pi_1 \Lambda^{-1} - \Gamma \), recalling that \( \Lambda \Gamma^* \Lambda^{-1} = \Gamma \) and noting that

\[
[\Pi_1^*, \Lambda \Pi_1 \Lambda^{-1}] = 0,
\]

(C.17)

we obtain the condition

\[
\frac{\alpha_1 - \alpha_1^*}{\alpha_1 + \alpha_1^*} (\Pi_1^* - \Lambda \Pi_1 \Lambda^{-1}) \Gamma = \Gamma.
\]

Since \( \Gamma \) is supposed to be invertible, this yields

\[
\frac{\alpha_1 - \alpha_1^*}{\alpha_1 + \alpha_1^*} (\Pi_1^* - \Lambda \Pi_1 \Lambda^{-1}) = I,
\]

which is a contradiction since the LHS has zero trace while the RHS obviously does not. \( \square \)

**APPENDIX D: HODOGRAPH TRANSFORMATION AND EXACT TWO-SOLITON SOLUTION OF THE ccSPE**

The ccSPE (2) admits an equivalent form written in conservation law:

\[
(\rho^{-1})_t - \frac{1}{2} (||u||^2 \rho^{-1})_x = 0, \quad \rho^{-1} = \sqrt{1 + ||u||^2},
\]

(D.1)

which is satisfied, provided that the components \( u_j \) and their conjugates satisfy Equation (2). We can now define a hodograph transformation

\[
d\xi = \rho^{-1} dx + \frac{\rho^{-1}}{2} ||u||^2 dt,
\]

(D.2)
which converts the initial variables \((x, t)\) to \((\xi, t)\). Recall that the travel-time parameter \(\xi\) is defined by

\[
\xi = \int_0^x \sqrt{1 + ||u_y||^2} \, dy - \int_0^\infty \left( \sqrt{1 + ||u_y||^2} - 1 \right) \, dy,
\]

(D.3)

which implies

\[
d\xi = \frac{\partial \xi}{\partial x} \, dx + \frac{\partial \xi}{\partial t} \, dt,
\]

(D.4)

where

\[
\frac{\partial \xi}{\partial x} = \frac{\partial}{\partial x} \int_0^x \sqrt{1 + ||u_y||^2} \, dy = \sqrt{1 + ||u_x||^2} \equiv \rho^{-1},
\]

(D.5a)

\[
\frac{\partial \xi}{\partial t} = \frac{\partial}{\partial t} \int_0^x \sqrt{1 + ||u_y||^2} \, dy = \int_0^x \partial_t \rho^{-1} \, dy = \frac{1}{2} \int_0^x \partial_y (||u||^2 \rho^{-1}) \, dy \equiv \frac{\rho^{-1}}{2} ||u||^2,
\]

(D.5b)

which coincides with (D.2). Moreover, the hodograph transformation converts the Lax pair (3) into the following one for \(\Psi(\xi, t) = \Phi(x, t)\):

\[
\Psi_\xi = R(\xi, t; k) \Psi, \quad R(\xi, t; k) = -ik \rho(\xi, t) \Sigma_3 + k \Sigma_3 V_{0, \xi},
\]

(D.6a)

\[
\Psi_t = S(\xi, t; k) \Psi, \quad S(\xi, t; k) = \frac{i}{4k} \Sigma_3 - \frac{i}{2} V_0,
\]

(D.6b)

where

\[
\Sigma_3 = \text{diag}(1, 1, -1, -1), \quad V_0 = \begin{pmatrix} 0_{2 \times 2} & U \\ V & 0_{2 \times 2} \end{pmatrix}, \quad U = \begin{pmatrix} -iu_1 & -iu_2 \\ iu_2^* & -iu_1^* \end{pmatrix}, \quad V = U^+.
\]

The compatibility condition \(\Psi_\xi t = \Psi_t \xi\), gives a two-component coupled complex equation

\[
u_{j, \xi t} = \rho u_j, \quad \rho = 1 - \frac{1}{2} \int ||u||_\xi^2 \, dt, \quad \text{for} \quad j = 1, 2.
\]

(D.7)

Conversely, one can define the inverse hodograph transformation

\[
dx = \rho \, d\xi + \frac{\rho}{2} ||u||^2 \, dt,
\]

(D.8)

which converts the Lax pair (D.6) and Equation (D.7) into the Lax pair (3) and the ccSPE (2), respectively. Therefore, the ccSPE equation (2) is equivalent to Equation (D.7) through the hodograph transformation (D.2), provided that \(\rho > 0\).

Next, we provide a formula for exact two-soliton solutions, which we used to verify numerically some of the results in this paper. The formula can be obtained as a special case of the ones derived in Ref. [45] using Bäcklund–Darboux transformations, but has been adapted to the notations of this work and to some differences in the variables used in Ref. [45] compared to this work. First
of all, we introduce the eigenfunctions $\Phi_1$ and $\Phi_2$, given by

$$
\Phi_j = \begin{pmatrix}
\mu_j^* e^{-i\theta_j} \\
\nu_j^* e^{-i\theta_j} \\
\alpha_j e^{i\theta_j} \\
\gamma_j e^{i\theta_j}
\end{pmatrix}, \quad \theta_j = \xi k_j - t / 4k_j, \quad j = 1, 2,
$$

(D.9)

where $k_j$ are the two discrete eigenvalues, $(\alpha_j, \beta_j)^T$ is the nonzero column of the norming constant $C_j$, and $\mu_j, \nu_j$ are the two multiplicative constants, such that the two columns of $C_j$ are proportional to each other. Specifically, the norming constant $C_j$ associated with the discrete eigenvalue $k_j$, for which $\Phi_j$ is given by (D.9), is assumed to be a rank-1 matrix of the form $C_j = (\mu_j^* \gamma_j \gamma_j, \nu_j^* \gamma_j \gamma_j)$.

Next, we denote by $M_2$ the $4 \times 4$ matrix

$$
M_2 = \begin{pmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{pmatrix}, \quad (D.11)
$$

where $M_{ij}$ are the $2 \times 2$ blocks defined as

$$
M_{11} = \begin{pmatrix}
|k_1|^2/\bar{k}_1 - k_1 \\
|k_2|^2/\bar{k}_2 - k_2
\end{pmatrix} I_2, \quad M_{22} = \begin{pmatrix}
|k_2|^2/\bar{k}_2 - k_2 \\
|k_1|^2/\bar{k}_1 - k_1
\end{pmatrix} I_2, \quad (D.12a)

M_{12} = \begin{pmatrix}
\Phi_1^\dagger \Phi_2 & \Phi_1^\dagger \Phi_2 \Lambda \\
\Phi_1^\dagger \Phi_2 & \Phi_1^\dagger \Phi_2 \Lambda \\
\Phi_1^\dagger \Phi_2 & \Phi_1^\dagger \Phi_2 \Lambda \\
\Phi_1^\dagger \Phi_2 & \Phi_1^\dagger \Phi_2 \Lambda
\end{pmatrix}, \quad (D.12b)

M_{21} = \begin{pmatrix}
\Phi_2^\dagger \Phi_1 & \Phi_2^\dagger \Phi_1 \\
\Phi_2^\dagger \Phi_1 & \Phi_2^\dagger \Phi_1 \\
\Phi_2^\dagger \Phi_1 & \Phi_2^\dagger \Phi_1 \\
\Phi_2^\dagger \Phi_1 & \Phi_2^\dagger \Phi_1
\end{pmatrix}. \quad (D.12c)

The exact two soliton solution of the ccSPE is then given by

$$
Q[2] = Y_2 M_2^{-1} Y_1^\dagger, \quad Q[2] = \begin{pmatrix} q_1 & q_2 \\ q_2 & -q_1^* \end{pmatrix}. \quad (D.13)
$$

Note here that the vector solution $u$ of the ccSPE (2), and the vector solution $q$ of the ccSPE in [45], namely,

$$
q_{xt} + q - \frac{1}{2} (||q||^2 q_x)_x = 0, \quad q = (q_1, q_2)^T, \quad (D.14)
$$

are connected via the relation $u_1 = -i q_1^*$ and $u_2 = -i q_2$, for the two Lax pairs to match, provided that $k = 1 / \lambda$ holds for the discrete eigenvalues of the two systems. Therefore, one can recover the exact two-soliton solution of (2) using Equation (D.13), modulo the change of dependent and
independent variables given above. Moreover, in the case of the two-soliton solution, the quantity \( \rho \) takes the form

\[
\rho = 1 - \ln_{\xi t} (\det M_2),
\]

which after we equate with the expression of \( \rho \) in relation (D.7) yields

\[
||u||^2 = 2 \ln_{\xi t} (\det M_2).
\]

**APPENDIX E: COMPUTATION OF THE TRANSMISSION COEFFICIENTS FROM THE DARBOUX MATRICES**

It is instructive to derive the scattering coefficients of the soliton solutions created from the zero solution by the dressing factor/Darboux matrix \( T_{k_1,\Pi_1}(k) \). It is a standard result of the dressing method that the scattering matrix \( S(k) \) defined in (12) is given in this case by

\[
S(k) = \lim_{\xi \to +\infty} T_{k_1,\Pi_1}(k) \left( \lim_{\xi \to -\infty} T_{k_1,\Pi_1}(k) \right)^{-1},
\]

where the limits can be calculated at \( t = 0 \) (recall that the \( (\xi, t) \) dependence of \( T_{k_1,\Pi_1}(k) \) enters through \( \Pi_1(\xi, t) \).) Thus, all we need to evaluate are the following limits:

\[
\lim_{\xi \to \pm\infty} \Pi_1(\xi, 0).
\]

Let us focus on the case of a generic and a nongeneric composite breather. Recall that in those cases,

\[
\Pi_1(\xi, 0) = \Phi_1(\xi)(\Phi_1^\dagger(\xi)\Phi_1(\xi))^{-1}\Phi_1^\dagger(\xi),
\]

where

\[
\Phi_1(\xi) = e^{-ik_1\xi \Sigma_3}(\phi_1, \phi_2),
\]

\[
\phi_1 = \begin{pmatrix} \delta_1 \\ \gamma_1 \end{pmatrix}, \quad \phi_2 = \begin{pmatrix} \tau_1 \\ \omega_1 \end{pmatrix}, \quad \delta_1, \gamma_1, \tau_1, \omega_1 \in \mathbb{C}^2, \quad j = 1, 2,
\]

and for a generic composite breather, we assume that \( \det(\delta_1, \tau_1) \neq 0 \) and \( \det(\gamma_1, \omega_1) \neq 0 \), while for a nongeneric composite breather, we can either assume \( \det(\delta_1, \tau_1) = 0 \) and \( \det(\gamma_1, \omega_1) \neq 0 \), or \( \det(\delta_1, \tau_1) \neq 0 \) and \( \det(\gamma_1, \omega_1) = 0 \). Direct calculations give the following estimates for each case.

1. **Case** \( \det(\delta_1, \tau_1) \neq 0 \) and \( \det(\gamma_1, \omega_1) \neq 0 \) (**generic composite breather**):

\[
\Pi_1 \sim \begin{pmatrix} I_2 & 0_2 \\ 0_2 & 0_2 \end{pmatrix}, \quad t \to +\infty, \quad \Pi_1 \sim \begin{pmatrix} 0_2 & 0_2 \\ 0_2 & I_2 \end{pmatrix}, \quad t \to -\infty,
\]

and therefore,

\[
T_{k_1,\Pi_1}(k) \sim \begin{pmatrix} k-k_1^1 k^2 & k + k_1^2 k_1 \\ k-k_1^1 k^2 & k + k_1^2 k_1 \end{pmatrix} \begin{pmatrix} I_2 \\ 0_2 \end{pmatrix}, \quad t \to +\infty,
\]
\[ T_{k_1, \Pi_1}(k) \sim \begin{pmatrix} I_2 & 0_2 \\ 0_2 & \frac{0_2}{k - k_1} k + k_1^* I_2 \end{pmatrix}, \quad t \to -\infty. \] (E.6b)

2. **Case** \( \det(\delta_1, \tau_1) = 0 \) **and** \( \det(\gamma_1, \omega_1) \neq 0 \) (**nongeneric composite breather**):

\[ \Pi_1 \sim \begin{pmatrix} \pi_{\delta_1} & 0_2 \\ 0_2 & \pi_{\omega_\alpha} \end{pmatrix}, \quad t \to +\infty, \quad \Pi_1 \sim \begin{pmatrix} 0_2 & 0_2 \\ 0_2 & I_2 \end{pmatrix}, \quad t \to -\infty, \] (E.7a)

\[ \pi_{\delta_1} = \delta_1 \delta_1^\dagger, \quad \pi_{\omega_\alpha} = \omega_\alpha \omega_\alpha^\dagger, \quad \omega_\alpha = \omega_1 - \alpha \gamma_1, \] (E.7b)

and therefore,

\[ T_{k_1, \Pi_1}(k) \sim \begin{pmatrix} I_2 & 0_2 \\ 0_2 & T_{k_1, \Pi_1}(k)^{up} \end{pmatrix}, \quad t \to +\infty \] (E.8a)

\[ T_{k_1, \Pi_1}(k) \sim \begin{pmatrix} I_2 & 0_2 \\ 0_2 & T_{k_1, \Pi_1}(k)^{dn} \end{pmatrix}, \quad t \to -\infty, \] (E.8b)

where we introduced the notations \( \text{up} \) and \( \text{dn} \) for the upper/lower diagonal blocks of the Darboux matrix, and

\[ T_{k_1, \Pi_1}^{\text{up}}(k) = \left( I_2 - \frac{k}{k_1} k_1^* - k \pi_{\delta_1} \right) \left( I_2 - \frac{k}{k_1} k_1^* - k \pi_{\omega_\alpha} \right), \] (E.9a)

\[ T_{k_1, \Pi_1}^{\text{dn}}(k) = \left( I_2 - \frac{k}{k_1} k_1^* - k \pi_{\omega_\alpha} \right) \left( I_2 - \frac{k}{k_1} k_1^* - k \pi_{\delta_1} \right). \] (E.9b)

3. **Case** \( \det(\delta_1, \tau_1) \neq 0 \) **and** \( \det(\gamma_1, \omega_1) = 0 \) (**nongeneric composite breather**):

\[ \Pi_1 \sim \begin{pmatrix} I_2 & 0_2 \\ 0_2 & 0_2 \end{pmatrix}, \quad t \to +\infty, \quad \Pi_1 \sim \begin{pmatrix} \pi_{\tau_\alpha} & 0_2 \\ 0_2 & \pi_{\gamma_1} \end{pmatrix}, \quad t \to -\infty, \] (E.10a)

\[ \pi_{\tau_\alpha} = \tau_\alpha \tau_\alpha^\dagger, \quad \tau_\alpha = \tau_1 - \alpha \delta_1, \quad \pi_{\gamma_1} = \gamma_1 \gamma_1^\dagger, \] (E.10b)

and therefore,

\[ T_{k_1, \Pi_1}(k) \sim \begin{pmatrix} I_2 & 0_2 \\ 0_2 & T_{k_1, \Pi_1}(k)^{up} \end{pmatrix}, \quad t \to +\infty, \] (E.11a)

\[ T_{k_1, \Pi_1}(k) \sim \begin{pmatrix} I_2 & 0_2 \\ 0_2 & T_{k_1, \Pi_1}(k)^{dn} \end{pmatrix}, \quad t \to -\infty, \] (E.11b)

where here
\[ T_{k_1,\Pi_1}^{\text{up}}(k) = \left( I_2 - \frac{k}{k_1} \frac{k^* - k_1}{k^* - k} \pi \right) \left( I_2 - \frac{k}{k_1^*} \frac{k^* - k_1}{k + k} \sigma_2 \pi \sigma_2 \right), \]  
(E.12a)

\[ T_{k_1,\Pi_1}^{\text{dn}}(k) = \left( I_2 - \frac{k}{k_1} \frac{k^* - k_1}{k^* - k} \pi \right) \left( I_2 - \frac{k}{k_1^*} \frac{k^* - k_1}{k + k} \sigma_2 \pi \sigma_2 \right). \]  
(E.12b)

Now, using the above estimates and Equation (E.1), we can compute the scattering coefficients \( a(k) \) and \( \bar{a}(k) \) (note that consistently with pure soliton solutions, we find \( b(k) = 0 = \bar{b}(k) \)). To simplify the expressions, we use identities such as

\[
\left( I_2 - \frac{k}{k_1} \frac{k^* - k_1}{k^* - k} \pi \right)^{-1} = \left( I_2 - \frac{k}{k_1^*} \frac{k^* - k_1}{k - k_1^*} \pi \right)
\]  
(E.13)

\[
= \frac{k_1 k - k^*}{k^* - k}(I_2 - \frac{k}{k_1^*} \frac{k^* - k_1}{k^* - k} \sigma_2 \pi \sigma_2),
\]  
(E.14)

valid for any rank-1 two-dimensional projector \( \pi \) (recall that \( \sigma_2 \pi \sigma_2 = I_2 - \pi \)).

1. **Case** \( \det(\delta_1, \tau_1) \neq 0 \) and \( \det(\gamma_1, \omega_1) \neq 0 \) (generic composite breather):

\[
a(k) = \frac{k - k_1 k + k_1^*}{k - k_1^* k + k_1} I_2, \quad \bar{a}(k) = \frac{k - k_1 k + k_1^*}{k - k_1^* k + k_1} I_2,
\]  
(E.15)

which implies that the points \( k = k_1^* , -k_1^* \), are double zeros for the determinant of \( a(k) \) on the upper half plane, but still simple poles for the RHP, because \( a(k) \) becomes the identical zero matrix when evaluated at these points (respectively, similar statement holds for the points \( k = -k_1 , k_1^* \) and the transmission coefficient \( \bar{a}(k) \)).

2. **Case** \( \det(\delta_1, \tau_1) = 0 \) and \( \det(\gamma_1, \omega_1) \neq 0 \) (nongeneric composite breather):

\[
a(k) = \left( I_2 - \frac{k}{k_1} \frac{k^* - k_1}{k^* - k} \pi \delta_1 \right) \left( I_2 - \frac{k}{k_1^*} \frac{k^* - k_1}{k + k} \sigma_2 \pi \sigma_2 \right), \]  
(E.16a)

\[
\bar{a}(k) = \left( I_2 + \frac{k}{k_1} \frac{k^* - k_1}{k + k} \pi \omega_1 \right) \left( I_2 - \frac{k}{k_1^*} \frac{k^* - k_1}{k - k_1} \sigma_2 \pi \sigma_2 \right), \]  
(E.16b)

and in this case, one can show that

\[
\det a(k) = \frac{k - k_1 k + k_1^*}{k - k_1^* k + k_1}, \quad \det \bar{a}(k) = \frac{k + k_1 k - k_1^*}{k + k_1^* k - k_1},
\]  
(E.17)

which implies that the determinant of \( a(k) \) has simple zeros at the points \( k_1^* , -k_1^* \) on the upper half plane, and that \( a(k) \) is nonzero when evaluated at these points (respectively, the determinant of \( \bar{a}(k) \) has simple zeros at the points \( -k_1^* , k_1^* \) on the lower half plane, and \( \bar{a}(k) \) is nonzero when evaluated at these points).

3. **Case** \( \det(\delta_1, \tau_1) \neq 0 \) and \( \det(\gamma_1, \omega_1) = 0 \) (nongeneric composite breather):

\[
a(k) = \left( I_2 - \frac{k}{k_1^*} \frac{k^* - k_1}{k^* - k} \pi \right) \left( I_2 - \frac{k}{k_1^*} \frac{k^* - k_1}{k + k} \sigma_2 \pi \sigma_2 \right), \]  
(E.18a)
\[ \tilde{a}(k) = \left( I_2 - \frac{k}{k_1^*} \left( k_1^* - k_1 \right) \pi_{r_1} \right) \left( I_2 + \frac{k}{k_1} \left( k_1^* - k_1 \right) \sigma_2 \pi_{\gamma_1} \sigma_2 \right), \]  

(E.18b)

which again gives us

\[ \det a(k) = \frac{k - k_1}{k - k_1^*} \frac{k + k_1^*}{k + k_1}, \quad \det \tilde{a}(k) = \frac{k + k_1}{k + k_1^*} \frac{k - k_1^*}{k - k_1}, \]  

(E.19)

and we reach the same conclusion as before for the zeros of \( \det a(k) \) and \( \det \tilde{a}(k) \).

The above computations show that in both cases, the transmission coefficients of a nongeneric composite breather lead to rank-1 norming constants (see Section 2), and hence, when either \( \det(\delta_1, \tau_1) = 0 \) or \( \det(\gamma_1, \omega_1) = 0 \), a nongeneric composite breather reduces to a fundamental breather. The above calculations show this spectrally and one can also see this at the level of the solution. For instance, when \( \tau_1 = \alpha \delta_1 \), (173) reduces to (141) with the role of \( \gamma_1 \) for the fundamental breather now played by the combination \( \omega_1 - \alpha \gamma_1 \), where \( \omega_1, \gamma_1 \) are the vectors characterizing the (nongeneric) composite breather.