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Abstract. We give a distributed variant of an adaptive histogram estimation procedure previously developed by the first author. The procedure is based on regular pavings and is known to have numerous appealing statistical and arithmetical properties. The distributed version makes it possible to process data sets significantly bigger than previously. We provide prototype implementation under a permissive license.
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1 Introduction

Suppose our random variable $X$ has an unknown density $f$ on $\mathbb{R}^d$, then for all Borel sets $A \subseteq \mathbb{R}^d$,

$$\mu(A) := \Pr\{X \in A\} = \int_A f(x)dx.$$ 

Any density estimate $f_n(x) := f_n(x; X_1, X_2, \ldots, X_n) : \mathbb{R}^d \times (\mathbb{R}^d)^n \to \mathbb{R}$ is a map from $(\mathbb{R}^d)^{n+1}$ to $\mathbb{R}$. The objective in density estimation is to estimate the unknown $f$ from an independent and identically distributed (IID) sample $X_1, X_2, \ldots, X_n$ drawn from $f$. Density estimation is often the first step in many learning tasks, including, anomaly detection, classification, regression and clustering. Current density estimators do not computationally cope with large datasets. We use a MapReduce implementation of an optimally smoothed multivariate density estimator over a dense class of tree-based data-adaptive partitions.

1.1 Plan of the paper

The rest of the paper is laid out as follows. Section 2 introduces the algebra for regular pavings (RPs), the arithmetic and algebra of real-mapped regular
pavings (R-MRPs) and statistical regular pavings (SRPs), and explains how various multivariate data-adaptive histogram estimates can be built using these structures. Section 2.2 illustrates the use of a novel partitioning strategy using a complementary pair of Priority-queued Markov chains (PQMCs) on the state space of SRPs with a reference to a proof of its asymptotic $L_1$-consistency and a strategy for smoothing using penalized likelihoods. In Section 3, the main focus of this paper, we show how the algorithm can be distributed to scale to arbitrarily large datasets. In Section 4 we share references to the implementation in C++ and Apache Spark and evaluate the performance on simulated data.

2 Statistical regular pavings and histograms

This section introduces the notions of regular pavings (RPs), statistical regular pavings (SRPs) and real mapped regular pavings (R-MRPs), and explains how a histogram density estimate can be built using these tree based and arithmetically amenable data structures.

2.1 Regular pavings (RPs)

Let $x := [x, \bar{x}]$ be a compact real interval with lower bound $x$ and upper bound $\bar{x}$, where $x \leq \bar{x}$. Let the space of such intervals be $\mathbb{IR}$. The width of an interval $x$ is $\text{wid} (x) := \bar{x} - x$. The midpoint is $\text{mid} (x) := (x + \bar{x}) / 2$. A box of dimension $d$ with coordinates in $\Delta := \{1, 2, \ldots, d\}$ is an interval vector with $i$ as the first coordinate of maximum width:

$$x := [x_1, \bar{x}_1] \times \ldots \times [x_d, \bar{x}_d] := \otimes_{j \in \Delta} [x_j, \bar{x}_j], \quad i := \min \left( \arg \max_i (\text{wid} (x_i)) \right).$$

The set of all such boxes is $\mathbb{IR}^d$, i.e., the set of all interval real vectors in dimension $d$. A bisection or split of $x$ perpendicularly at the mid-point along this first widest coordinate $i$ gives the left and right child boxes of $x$

$$x_L := [x_1, \bar{x}_1] \times \ldots \times [x_i, \text{mid} (x_i)] \times [x_{i+1}, \bar{x}_{i+1}] \times \ldots \times [x_d, \bar{x}_d],$$
$$x_R := [x_1, \bar{x}_1] \times \ldots \times [\text{mid} (x_i), x_i] \times [x_{i+1}, \bar{x}_{i+1}] \times \ldots \times [x_d, \bar{x}_d].$$

Such a bisection is said to be regular. Note that this bisection gives the left child box a half-open interval $[x_i, \text{mid} (x_i))$ on coordinate $i$ so that the intersection of the left and right child boxes is empty. A recursive sequence of selective regular bisections of boxes, with possibly open boundaries, along the widest coordinate, starting from the root box $x_\rho$ in $\mathbb{IR}^d$ is known as a regular paving [5] or $n$-tree [12] of $x_\rho$. A regular paving of $x_\rho$ can also be seen as a binary tree formed by recursively bisecting the box $x_\rho$ at the root node. Each node in the binary tree has either no children or two children. These trees are known as plane binary trees in enumerative combinatorics [13, Ex. 6.19(d), p. 220] and as finite, rooted binary trees (frb-trees) in geometric group theory [9, Chap. 10].
The relationship of trees, labels and partitions is illustrated in Figure 1 via a sequence of selective bisections of a square (2-dimensional) root box by always bisecting on the first widest coordinate.

Let \( \mathbb{N} := \{1, 2, \ldots \} \) be the set of natural numbers. Let the \( j \)-th interval of a box \( x_{pv} \) be \([x_{pv}, j, x_{pv}, j]\), the volume of a \( d \)-dimensional box \( x_{pv} \) be \( \text{vol}(x_{pv}) = \prod_{j=1}^{d}(x_{pv, j} - x_{pv, j}) \), the set of all nodes of an RP be \( V := \rho \cup \{\rho|L,R| : j \in \mathbb{N}\} \), the set of all leaf nodes be \( L \) and the set of internal nodes or splits be \( V(s) := V(s) \setminus L(s) \). The set of leaf boxes of a regular paving \( s \) with root box \( x_{pv} \) is denoted by \( x_{L(s)} \) and it specifies a partition of the root box \( x_{pv} \). Let \( S_k \) be the set of all regular pavings with root box \( x_{pv} \) made of \( k \) splits. Note that the number of leaf nodes \( m = |L(s)| = k + 1 \) if \( s \in S_k \). The number of distinct binary trees with \( k \) splits is equal to the Catalan number \( C_k \). For \( i, j \in \mathbb{Z}_+ \), where \( \mathbb{Z}_+ := \{0, 1, 2, \ldots \} \) and \( i \leq j \), let \( S_{i,j} := \cup_{k=i}^{j} S_k \) be the set of regular pavings with \( k \) splits where \( k \in \{i, i+1, \ldots, j\} \). Let the set of all regular pavings be \( S_{0:}\infty := \lim_{j \rightarrow \infty} S_{0:j} \).

### Statistical regular pavings (SRPs)

A statistical regular paving (SRP) denoted by \( s \) is an extension of the RP structure that is able to act as a partitioned 'container' and responsive summarizer for multivariate data. An SRP can be used to create a histogram of a data set. A recursively computable statistic \([1, 3]\) that an SRP node \( \rho v \) caches is \( \#x_{pv} \), the count of the number of data points that fell into \( x_{pv} \). A leaf node \( \rho v \) with \( \#x_{pv} > 0 \) is a non-empty leaf node. The set of non-empty leaves of an SRP \( s \) is \( \mathbb{L}^+(s) := \{\rho v \in L(s) : \#x_{pv} > 0\} \subseteq \mathbb{L}(s) \).

Figure 2 depicts a small SRP \( s \) with root box \( x_{pv} \in \mathbb{R}^2 \). The number of sample data points in the root box \( x_{pv} \) is 10. Figure 2(a) shows the tree, including the count associated with each node in the tree and the partition of the root box represented by the leaf boxes of this tree, with the sample data points superimposed on the boxes. Figure 2(b) shows how the density estimate is computed.
from the count and the volume of leaf boxes to obtain the density estimate \( f_{n,s} \) as an SRP histogram.

An SRP histogram is obtained from \( n \) data points that fell into \( x_\rho \) of SRP \( s \) as follows:

\[
 f_{n,s}(x) = f_n(x) = \sum_{\rho \in L(s)} \frac{\mathbb{1}_{x_{\rho}}(x)}{n} \left( \frac{\# x_{\rho}}{\text{vol}(x_{\rho})} \right).
\]  

(1)

It is the maximum likelihood estimator over the class of simple (piecewise-constant) functions given the partition \( x_{\rho} \) of the root box of \( s \). We suppress subscripting the histogram by the SRP \( s \) for notational convenience. SRP histograms have some similarities to dyadic histograms (for eg. [6, chap. 18], [7]). Both are binary tree-based and partition so that a box may only be bisected at the mid-point of one of its coordinates, but the RP structure restricts partitioning further by only bisecting a box on its first widest coordinate in order to make \( S_{0,\infty} \) closed under addition and scalar multiplication and thereby allowing for computationally efficient computer arithmetic over a dense set of simple functions. See [4] for statistical applications of this computer tree arithmetic, including conditional density regression, \( 1 - \alpha \) confidence sets and associated tail probabilities, and model averaging across multivariate histograms with different partitions.

The set of regularly paved real-valued simple functions on \( x_\rho \in \mathbb{R}^d \) satisfies the conditions of a Stone-Weierstrass theorem and is therefore dense in \( \mathcal{C}(x_\rho, \mathbb{R}) \), the algebra of real-valued continuous functions over \( x_\rho \) [4, Theorem 4.1]. This ensures that histograms obtained from statistical regular pavings subject to an
asymptotically $L_1$-consistent partitioning strategy can uniformly approximate any continuous density $f : \mathbf{x} \mapsto \mathbb{R}$. Note that $\mathbb{S}_{0:\infty}$, the set of RP tree partitions, contains the set of dyadic partitions of $\mathbf{x}_\rho$ represented by complete dyadic binary trees: $\{ \mathbb{S}_0, \mathbb{S}_2, \mathbb{S}_4, \mathbb{S}_8, \ldots \} \subset \mathbb{S}_{0:\infty}$. Thus $\mathbb{S}_{0:\infty}$ can be used in principle to obtain any $\sigma$-additive measure using standard measure-theoretic constructions (but such constructions without efficiency considerations may be limited in practice due to finite machine memory and computing time).

2.2 Priority-queued Markov chains

The pseudo-code to generate sample paths from a generic priority-queued Markov chain (PQMC) over the state space of statistical regular pavings is given in Algorithm 1. A leaf node of a statistical regular paving (SRP) is splittable if it contains data and the child nodes from the split can be represented in the computer (as described in the next paragraph). A PQMC is a Markov chain on SRPs whose transition probabilities are given by ordering the elements of $\mathbb{L}^\triangledown(s)$, the splittable leaf nodes of the current SRP state $s$, by a randomized queue that is prioritized according to a given priority function $\psi : \mathbb{L}^\triangledown(s) \mapsto \mathbb{R}$. This priority-queued collection of splittable leaf nodes is used to select the next node to be split from $\arg\max_{\rho \in \mathbb{L}^\triangledown(s)} \psi(\rho)$, the set of splittable leaf nodes of $s$ which are equally 'large' when measured using $\psi$. If there is more than one such 'largest' node the choice is made uniformly at random from this set; this is the 'randomized' aspect of the process. Three criteria can be specified to stop the PQMC. A straightforward stopping condition is to stop partitioning when the number of leaves in the SRP reaches a specified maximum $m$. The other stopping condition relates to the priority function so that partitioning stops when the value of the largest node under the priority function $\psi$ is less than or equal to a specified value $\psi$. A PQMC will also stop partitioning if there are no splittable leaf nodes in the SRP.

The output of $\text{PQMC}(s, \psi, \overline{\psi}, \overline{m})$ algorithm is $[s(0), s(1), \ldots, s(T)]$, a sequence of SRP states giving a sample path from the PQMC $\{s(t)\}_{t \in \mathbb{Z}_+}$ on $\mathbb{S}_{0:\overline{m} - 1}$, such that $\mathbb{L}^\triangledown(s(T)) = \emptyset$ or $\psi(\rho) \leq \overline{\psi} \forall \rho \in \mathbb{L}^\triangledown(s(T))$ or $|\mathbb{L}(s(T))| \leq \overline{m}$ and $T$ is a corresponding random stopping time. Care must be taken in defining splittable nodes as well as the values of the stopping parameters $\overline{\psi}$ and $\overline{m}$, to ensure that $\psi(\rho) \leq \overline{\psi} \forall \rho \in \mathbb{L}^\triangledown(s(T))$ and $|\mathbb{L}(s(T))| \leq \overline{m}$. If the initial state $s(t = 0)$ is the root $s \in \mathbb{S}_0$ then PQMC $\{s(t)\}_{t \in \mathbb{Z}_+}$ on $\mathbb{S}_{0:\overline{m} - 1}$ satisfies $s(t) \in \mathbb{S}_t$ for each $t \in \mathbb{Z}_+$, i.e., the state at time $t$ has $t + 1$ leaves or $t$ splits. Note that the initial state can be specified by a sample from any distribution on $\mathbb{S}_{0:\overline{m} - 1}$. In fact, we will use a distribution defined from sample paths of one PQMC with a specific priority function to initialize several independent PQMCs with a different and complementary priority function to find our density estimate as described next.

Statistically Equivalent Blocks PQMC or SEB-PQMC A statistically equivalent block (SEB) partition of a sample space is some partitioning scheme that results in equal numbers of data points in each element (block) of the
**ALGORITHM 1: PQMC(s, ψ, μ, m)**

**input**: s, initial SRP with root box xρ,

\( x = (x_1, x_2, \ldots, x_n) \), a data burst of size n,

ψ : \( L^\triangledown(s) \rightarrow \mathbb{R} \), a priority function,

\( \bar{\psi} \), maximum value of \( \psi(\rho v) \in L^\triangledown(s) \) for any splittable leaf node in the final SRP,

m, maximum number of leaves in the final SRP.

**output**: a sequence of SRP states \([s(0), s(1), \ldots, s(T)]\) such that \( L^\triangledown(s(T)) = \emptyset \) or \( \psi(\rho v) \leq \bar{\psi} \forall \rho v \in L^\triangledown(s(T)) \) or \( |L(s(T))| \leq m \).

**initialize**: xρ ← y, make xρ such that \( \bigcup_i x_i \subset x_\rho \) if \( \nexists \) domain knowledge or historical data,

s ← s, specify the root box of s,

**while** \( L^\triangledown(s) \neq \emptyset \) & \( |L(s)| < m \) & \( \psi \left( \arg\max_{\rho v \in L^\triangledown(s)} \psi(\rho v) \right) > \bar{\psi} \**
do

\( \rho v \leftarrow \text{random sample} \left( \arg\max_{\rho v \in L^\triangledown(s)} \psi(\rho v) \right) \) // sample uniformly from nodes

with largest \( \psi \)

s ← s with node \( \rho v \) split // split the sampled node and update s

s.append(s) // append the new SRP state with an additional split

**end**

partition [14] (except possibly in blocks on the boundary of the partitioned space). A statistically equivalent blocks (SEB)-based SRP partitioning scheme specified by the PQMC with (i) priority function \( \psi(\rho v) = \#x_\rho v \), i.e., the number of sample points associated with a node \( \rho v \), (ii) \( \psi \)-related stopping condition \( \bar{\psi} = \# \) and (iii) \( m \), is denoted by SEB-PQMC. Thus, at stopping time \( T \), the SRP \( s \) realized by the SEB-PQMC will be such that either \( L^\triangledown(s) = \emptyset \) or \( |L(s)| \leq m \) or \( \#x_\rho v \leq \# \forall \rho v \in L^\triangledown(s) \). The operation may only be considered to be successful if \( |L(s)| \leq m \) and \( \#x_\rho v \leq \# \forall \rho v \in L^\triangledown(s) \). Care must be taken to ensure that the operation is successful. Therefore, an SEB-PQMC can be used to create a final SRP at stopping time \( T \) such that each leaf node has at most \( \#f_n \) of the sample data points associated with it and the total number of leaves is at most \( m \). Intuitively, SEB-PQMC prioritizes the splitting of leaf nodes with the largest numbers of data points associated with them.

Unfortunately, under an SEB-PQMC partitioning strategy over SRPs, the nodes with least data associated with them will remain unsplit for longer (and will possibly never be split). This tends to result in relatively large regions of very low density in the tails of the density estimate \( f_n \) formed from the SRP. Figure 3 shows two partitions of an SRP associated with a highly correlated dataset super-imposed on it. As the number of leaves in the partition increases from 20 (Figure 3(a)) to 40 (Figure 3(b)), large sub-boxes containing very little sample data remain unsplit. The effect can be especially distorting to the resulting histogram when the axis-aligned root box required by the SRP is a poor fit to the data (when large areas of the root box contain no data points). Thus, we
would like to carve out empty space within the root box while remaining in $S_{0:\infty}$. The next PQMC ameliorates this undesirable feature of SEB-PQMC and can be used collaboratively with SEB-PQMC to still ensure asymptotic $L_1$ consistency of the joint partitioning strategy.

**Support Carving PQMC or SPC-PQMC** A support-carving (SPC) SRP partitioning scheme specified by the PQMC with (i) $\psi(\rho v) = \Xi(\rho v) = (1 - \#x_{\rho v}/n)\text{vol}(\rho v)$, the SPC priority function which prioritizes node $\rho v$ according to the relative lack of its empirical measure when further scaled by its volume, (ii) $\psi$-related stopping condition $\Xi$ and (iii) maximum number of leaves $m^{\Xi}$, is denoted by SPC-PQMC. Using SPC-PQMC to carve out “empty space” in the complement of the empirical support can be thought of as an ‘inversion’ of the SEB-PQMC: instead of prioritizing splitting of nodes with the largest number of data points associated with them as done by SEB-PQMC, the SPC-PQMC prioritizes splitting of non-empty leaf nodes with large boxes but few data points and thus is likely to result in one of the child nodes being devoid of any sample data. Hence, the two PQMCs are thought to be complementary. The carving effect is illustrated in Figure 3. The partitions are created for the same set of correlated data shown in Figure 3 using SPC-PQMC. Figures 3(c) and 3(d) show the partition when the SRP has 20 and 40 leaves, respectively. Partitioning is concentrated in the regions of sparse sample data and the effect is to reduce the size of the sub-boxes of the partition into which these sparse data points fall, in effect more tightly enclosing the support of the data as desired while still remaining in $S_{0:\infty}$.

Algorithm 1 with the SPC priority function $\Xi$ can be used to obtain a core support-carved path in $S_{0:m^{\Xi}}$ by initializing from the root SRP $s \in S_0$ through the procedure $\text{PQMC}(s, \Xi, \Xi, m^{\Xi})$ with $\Xi = 0.0$. Thus, the partitioning process of this core SPC-PQMC only stops when the SRP has $m^{\Xi}$ leaves or aborts if there is no splittable nodes. More general support-carved paths can be generated by specifying $\Xi > 0.0$ or imposing constraints on the minimum volume of splittable nodes if deemed appropriate for the underlying data generation process.

**Joint exploration** An SPC-PQMC of Section 2.2 alone will not give an effective data-driven partitioning strategy, but used in conjunction with an SEB-PQMC it can improve the SRP histogram. An initial SPC-PQMC can be run for a short
Fig. 4. Two histogram density estimates for the standard bivariate Gaussian density. The left figure shows a histogram with 1485 leaf nodes where $\bar{n} = 50$ and the histogram on the right has $\bar{n} = 1500$ resulting in 104 leaf nodes.

Smoothing Figure 4 shows two different SRP histograms constructed using two different values of $\bar{n}$ for the same dataset of $n = 10^5$ points simulated under the standard bivariate Gaussian density. A small $\bar{n}$ produces a histogram that is under-smoothed with unnecessary spikes (Fig. 4 left) while the other histogram with a larger $\bar{n}$ used as the SEB stopping criterion is over-smoothed (Fig. 4 right). We will use the leave-one-out cross-validation to choose an optimally smoothed density.
Let $x_1, \ldots, x_n$ be the sample data, $L(f_n)$ be the likelihood of the data given SRP $s$, $m = m(s) = |L(s)|$ be the number of cells or leaf boxes in the partition given by the SRP $s$, i.e., $m = k + 1$ if $s \in S_k$. For a given $\tau$, finding the regularized (penalized) maximum likelihood estimate, amounts to solving the following maximization problem over $S_{0:\infty}$:

$$f_{n,\tau} := \arg\max_{s \in S_{0:\infty}} \log(\pi(s; \tau)) = \arg\max_{s \in S_{0:\infty}} \log L(f_n) - \frac{m(s)}{\tau}.$$ 

We will solve this smoothing problem by minimizing Stone’s leave-one-out cross-validation score $\hat{J}(\tau)$, a nearly unbiased estimator of the expected $L_2$ loss $\int (f_{n,\tau}(x) - f(x))^2 dx$ (eg. [15]), given by:

$$\hat{J}(\tau) = \int (f_{n,\tau}(x))^2 dx - \frac{2}{n} \sum_{i=1}^{n} f_{n,\tau}^{(-i)}(x_i),$$

where $f_{n,\tau}^{(-i)}$ is the estimate obtained from the data set by leaving out $x_i$.

3 Going distributed

Simply computing multiple histograms in parallel has a number of limitations. First of all the number of histograms to compute will typically be relatively small. More importantly one is still limited by the memory capacity of each individual machine, since each histogram would be based on all data points.

For simplicity we will consider only axis parallel splits through cell centres, with respect to a priority depending on volume and count (this covers support carving and SEB PQMCs). The idea generalizes to priority functions that depend on any recursively computable statistic and splitting hyper-planes that may depend on some appropriate function of both the cell and the data points it contains.

Recall that Algorithm 1 proceeded roughly as follows: given a sequence $x = (x_1, \ldots, x_N)$ of (data) points in $\mathbb{R}^d$ produce $s(0), s(1), \ldots$ the sequence of partitions given by splitting according to some priority $\psi: \mathbb{N} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ starting at any $s(0)$. Thus $s(n+1)$ equals $s(n)$ with one cell split, according to the highest priority assigned by $\psi$. Schematically it thus proceeds as in Algorithm 2.

This is inherently sequential; modulo special properties of the priority functions one needs to split the current most high priority cell before being able to determine which cell to split next. One can make the procedure parallel by using two basic observations. Firstly, from $s(n)$ one can (again sequentially) reconstruct the path $s(n), s(n-1), \ldots, s(0)$ without knowing $x$. Following the path backward entails a sequence of mergers of sibling leafs as opposed to a sequence of splits. To get the final path one merges in order of least priority of the parent. Both count and volume, and thus the priority $\psi$, for any internal node can be computed by adding the counts and volumes of its children. Knowing only leaf counts and volumes one can therefore determine the last node to have been split. This is summarized in Algorithm 3 and illustrated in Figure 5.
ALGORITHM 2: High level sketch of sequential splitting procedures

**input** : $\psi: \text{Count} \times \text{Volume} \to \mathbb{R}_{\geq 0}$, a priority function,
$x_1, \ldots, x_N$, (data) points in $\mathbb{R}^d$,
$s(0)$, initial SRP,
$\bar{\psi}$, maximum priority for any cell node in final output

**output** : Increasing (refining) $s(0), \ldots, s(K)$, cells of $s(K)$ have priority below $\bar{\psi}$

**initialize**: $r \leftarrow s(0)$

while $r$ has any cell of priority above $\bar{\psi}$ do

output $r$

$r \leftarrow r$ with the cell of highest priority split

end

output $r$

---

ALGORITHM 3: Backtracking from an intermediate SRP

**input** : $\psi: \text{Count} \times \text{Volume} \to \mathbb{R}_{\geq 0}$, a priority function,
$s(0)$, “intermediate” SRP

**output** : Decreasing (coarsening) $s(0), s(1), \ldots, s(K)$, with $s(K)$ trivial

**initialize**: $r \leftarrow s(0)$

while $r$ has more than one cell do

output $r$

$p \leftarrow$ parents of leaf nodes in $r$

$w \leftarrow$ priority ($\psi$) of all $p$ based on volume/count of children

$r \leftarrow r$ with children of the least priority node according to $W$ merged

end

output $r$
The second observation is that given a threshold \( c > 0 \) the tree \( S \) given by starting at \( s(0) \) and splitting leaves in an arbitrary order until all have a priority less than \( c \) will satisfy \( S = s(k) \) for some \( k \). This is most easily seen by letting \( S' = s(l) \) where \( l = \min\{k \mid \text{all cells in } s(k) \text{ priority below } c\} \) and noting that \( S = S' \). The last statement holds since any cell split to get \( S \) will sooner or later have to be split when constructing \( S' \), and vice versa. Formally this follows by induction on the depth, within the tree, of the cell.

![ Diagram illustrating Algorithm 3. Each tree is an SRP with nodes labelled with its priority and priorities of inner nodes computed recursively. ]

**Fig. 5.** Illustration of Algorithm 3, each tree is an SRP with nodes labelled with its priority and priorities of inner nodes computed recursively.

This gives us the freedom to pick the order in which cells are split. In particular we can split multiple cells at once. Using the first observation the sequence of intermediary trees can be reconstructed. While this reconstruction is again sequential, performing mergers will generally be faster than splitting, since the latter involves traversals of all data points in the cell.

Once we can split cells simultaneously one may as well split all nodes with a priority over the threshold \( c \). Note that any intermediate SRP computed this way need not lie along the path output by the original procedure; a node may well split into two where at least one has a higher priority than something split simultaneously (see Figure 6).

The path produced by Algorithm 2 can now be found using Algorithm 4 followed by Algorithm 3. This should yield a gain in performance when the number of data points is large, so that a merge is significantly faster than a split, assuming one can perform all splits in each iteration in parallel.

**ALGORITHM 4:** High level sketch of parallel splitting procedures

**input/output:** As in Algorithm 2

**initialize**

\[
\text{r} \leftarrow s(0)
\]

**while** \( r \) has any cell of priority above \( \psi \) **do**

\[
\text{r} \leftarrow \text{r with all cells of priority above } \psi \text{ split}
\]

**end**

**output** \( r \)
In order for the procedure outlined above to translate into a distributed algorithm one needs a distributed representation that allows for efficient distributed and parallel computation of how a given set of cells split.

The way we achieve this is by storing the current tree implicitly by tagging each data point by the cell in which it lies. That is to say, the points \((x_1, \ldots, x_6)\) and partition \(\{A, B, C\}\) in Figure 7 would be represented by the sequence \((A, x_1), (A, x_2), (B, x_3), (C, x_4), (B, x_5), (A, x_6)\).

Counting the current number of points in each cell is now a simple reduce operation available in, for example, Apache Spark under the name `countByKey`. The resulting map (counting the number of points for each cell) can either be collected to a single machine or itself remain distributed. It involves communication proportional to the current number of non-empty cells; in the worst case scenario every machine has to send its counts for each non-empty cell.

As volume is a function only of the cell this gives enough information for determining which cells needs to be split. Simply compute the priority (a function
of count and volume) and filter to get only those cells with a priority exceeding
the predetermined threshold \( c \).

Once one has determined which cells to be split getting the new partition is
a point-wise operation. For each pair \((A, x)\) (point \( x \) in cell \( A \)) one checks if \( A \)
is to be split and if so on which side of the splitting hyper plane \( x \) lies. If \( x \) lies
below produce the pair \((A', x)\) where \( A' \) is the lower part (relative to the hyper
plane) of \( A \) and otherwise produce \((A'', x)\) where \( A'' \) is the upper part of \( A \).

Most of this computation fits directly into the MapReduce framework since
it simply applies a function point-wise (thus a map operation). How to commu-
nicate of cells to be split depends on how the resulting map was stored; either
one broadcasts it from a single machine or performs a distributed join operation.

\begin{algorithm}
\caption{MapReduce-friendly parallel splitting procedure}
\begin{algorithmic}
\REQUIRE \( \psi \): Count \( \times \) Volume \( \to \mathbb{R}_{\geq 0} \), a priority function,
\( x_1, \ldots, x_N \), (data) points in \( \mathbb{R}^d \),
\( \overline{\psi} \), maximum priority for any cell node in final output
\ENSURE SRP with cells of priority below \( \overline{\psi} \) and cell count corresponding to the
number of points in \( x_1, \ldots, x_N \) in the cell
\STATE initialize: \( \rho \leftarrow \text{root cell} \)
\STATE \( y \leftarrow [(\rho, x_1), \ldots, (\rho, x_N)] \) // distributed array
\STATE \( c \leftarrow [(\rho, N)] \)
\WHILE {c has any cell/count pair with priority above \( \overline{\psi} \)}
\STATE // Implemented as a distributed map operation
\FOR \( (a, x) \in y \)
\IF {\( \psi(\text{count of } a \text{ in } c, \text{volume of } a) > \overline{\psi} \)}
\IF {\( x \) is below splitting hyperplane of } \( a \) \THEN
\STATE \( a' \leftarrow \text{subcell of } a \text{ below splitting hyperplane} \)
\ELSE
\STATE \( a' \leftarrow \text{subcell of } a \text{ above splitting hyperplane} \)
\ENDIF
\STATE replace \( (a, x) \) by \( (a', x) \)
\ENDIF
\ENDFOR
\STATE // Implemented as a distributed reduce operation
\STATE \( c \leftarrow [] \)
\FOR \( (a, x) \in y \)
\STATE increment count in \( c \) at \( a \) by 1 (adding key \( a \) if needed)
\ENDFOR
\ENDWHILE
\STATE output SRP with leaves/counts corresponding to cells/counts in \( c \)
\end{algorithmic}
\end{algorithm}

The procedure can be improved by pruning pairs corresponding to cells with
a priority below the threshold. The relevant computations are already performed
when determining, for each tuple, whether or not the cell is one to be split (see
Algorithm 5. Filtering these points avoids repeating this check in subsequent iterations; the threshold remains fixed so these cells will not be split in a future iteration either.

**ALGORITHM 6:** Optimization of Algorithm 4

```plaintext
while c has any cell/count pair with priority above $\psi$ do
    // Now becomes a map and filter operation
    foreach $(a, x) \in y$ do
        if $\psi(\text{count of } a \text{ in } c, \text{volume of } a) > \bar{\psi}$ then
            compute new cell $a'$ as before
            replace $(a, x)$ by $(a', x)$
        end
        else
            delete $(a, x)$
        end
    end
    update c as before, keeping counts for cells that have passed threshold
end
output SRP with leaves/counts corresponding to cells/counts in c
```

For good performance one needs also a good representation for the cells in the distributed sequence of cell/point tuples. For our purposes a convenient representation is given by identifying cells with nodes in the (infinite) plane binary tree as described in Section 2 and illustrated in Figure 1.

For practical purposes such a node can be identified with a positive natural number as follows: the root node is assigned number 1, the left sub-child of the node with number $n$ is assigned the number $2n$, and the right child of the node with number $n$ is assigned number $2n + 1$. This is simply a binary encoding given by an initial 1 followed by the unique path from the root node; left steps are encoded by 0 and right steps are encoded by 1.

Using multiple precision integer types (as provided by for example gmp[2]) this yields a fairly compact representation (bits proportional to tree depth) where many operations can be implemented in terms of bit-level operations. For example, passing to ancestors corresponds to taking right shifts and the depth (distance to the root node) is the index of the most significant bit.

### 4 Implementation and Results

A complete, though non-parallel, C++ implementation of regular paving trees is available in the open source library mrs2 [11]. Our reference Scala implementation of the parallel density estimation procedure on top of Apache Spark is also publicly available [16].

Motivated by an industrial problem in fraud detection, we simulated $n = 13 \times 10^7$ points in 2 and 10 dimensions from a multivariate density. A typical
computation on an Apache Spark cluster with 5 Workers (totaling 30.0 GB Memory and 4.4 Cores) in 2 and 10 dimensions took about 1.79 and 5.8 hours with estimated L1 errors of 0.03 and 1.13, respectively. Density estimates for such large datasets cannot be obtained in a single commodity machine.
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