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This paper presents a positioning algorithm, named time of arrival to time difference of arrival (TOAD), which computes time-difference-of-arrival (TDOA) measurements from the messages that time-of-arrival (TOA) stations in sight exchange while their positioning processes are running. This study addresses the accuracy of the TOAD algorithm in two different environments: line-of-sight (LOS) and non-line-of-sight (NLOS). Simulation is used to set up a wireless network. The Gauss-Newton nonlinear least squares algorithm is used to compute the positions in both TOA and TOAD stations. Results indicate that the TOAD algorithm increases the root mean square error (RMSE) of the positioning error in LOS scenarios by 10 to 20% compared with the RMSE achieved by TOA. This drop in accuracy contrasts with the results for the NLOS scenarios. The RMSE of TOAD in such scenarios is at least 10% lower than that achieved by TOA. This result is specially important since this latter scenario is the most common. Consequently, this novel technique therefore improves the scalability and integrity of TOA techniques based on RTT, making it possible for the stations to position themselves without injecting traffic and with QoS figures close and most times better than that achieved by TOA.
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1. INTRODUCTION

In recent years, customer location has become particularly relevant in the case of wireless networks. Official regulators see location as a way of improving public safety by reducing emergency call response times. For instance, the Federal Communications Commission (FCC) made a proposal to include location in the 911 emergency service number, which resulted in the E911 ruling [1]. Currently, all the legacy handsets used in public cellular networks in the USA must provide the location of the customer whenever this number is dialed. The European Commission (EC) adopted a similar regulation to include location in emergency services on 112 [2].

In this scenario, network operators see location as a great opportunity for deploying new value-added services based on location [3, 4]. This set of new services would have a twofold impact, namely, it would increase the current revenue per user and outperform competitors. Location services would also allow smarter management approaches to be used [5]. To date, only a few location-based services (LBSs) have been implemented for the mass market, as factors such as low-bandwidth channels, and the lack of definition of location system architectures and protocol stacks are delaying their introduction. The recent deployment of the last generation of 3G networks has removed some of these factors, but other issues, such as the mismatch between QoS offer and demand and reduced availability in some scenarios, remain.

Several location techniques are ready for deployment: cell identification, terrestrial signal triangulation, satellite navigation, angle of arrival, and so forth [6–10]. Smart combinations of techniques are also proposed [11–13]. All of them provide a certain degree of quality of service (QoS), which is usually measured in terms of accuracy, response time, availability, and consistency [14]. The QoS provided by these techniques is usually enough for most of the location-based services provided on public cellular networks. However, there are specific scenarios and services that require QoS figures that cannot be achieved by means of the standard
location techniques deployed on these networks. For instance, the particularities of indoor scenarios, in which there is a drastic reduction in signal penetration and severe multipath, mean that most of the location techniques fail to provide a sufficiently accurate position. Therefore, location techniques specifically for indoor positioning have been developed [15–18]. All these indoor techniques are intended for wireless networks that are likely to be deployed in indoor environments, such as 802.11 networks, ZigBee networks, and so forth.

There are many solutions for indoor positioning, which can be grouped into two categories: solutions requiring custom hardware and solutions requiring software modifications only. Custom hardware usually provides the best performance in terms of accuracy. For instance, ultra-wide band (UWB) solutions based on time of arrival (TOA) [19, 20] provide accuracy in the order of centimeters. The drawback is that these techniques usually need specific signal transmitters, which do not work with legacy terminals. New terminals must therefore be developed and delivered to customers. Furthermore, some techniques do work with legacy terminals only if the software is updated. They use the resources of the wireless network to compute the position, which precludes the need for additional hardware. Cell-ID was the first technique that was proposed for use with legacy terminals, but poor accuracy figures meant that it was useless in indoor environments. Fingerprinting is another well-known example of indoor techniques [21]. It computes the position that best matches the received signal strength from several transmitters with the data stored in a previously built offload database. A great deal of research has been carried out on positioning customers by means of fingerprints on 802.11 networks [21–23]. Most of these solutions provide good accuracy and availability results. The drawback is that any change in the environment involves a database update, which makes the maintenance of this technique costly.

The use of TOA indoors shows promising according to the latest research published on the topic [13, 15, 19, 24]. The advantage of TOA-based techniques over fingerprinting is that they achieve a similar degree of accuracy but do not need further database maintenance. However, the techniques based on TOA reduce the goodput of the network and usually suffer from multipath in non-line-of-sight conditions. This drawback seriously compromises the scalability of the technique and its application to certain services, most of which are related to intensive traffic, such as tracking, tracing, and safety.

This paper introduces a novel positioning algorithm that aims to extend the capabilities of the two-way TOA techniques (i.e., those based on round-trip-time or RTT). It consists in turning the time-of-arrival measurements taken by a TOA station into TDOA measurements, which are used in a station that is not using TOA. This algorithm aims to provide accurate figures that are similar to those provided by TOA and, at the same time, to improve the scalability and integrity of such techniques, which are usually constrained. The rest of the paper is structured as follows. Section 2 presents the proposed positioning algorithm, provides its analytical formulation and few comments about the accuracy expected from the technique. Section 3 presents positioning errors resulting from this new algorithm, evaluated on the basis of TOA performance. Finally, Section 4 provides the main conclusions.

2. TOAD POSITIONING ALGORITHM

2.1. Introduction

Recent advances in indoor positioning have led to proposals that TOA techniques for locating users are preferable to other techniques such as fingerprinting. TOA achieves accuracy figures that are similar to those obtained by other techniques but it does not require additional assistance for setup and maintenance. However, TOA techniques need to calculate a client’s range from at least three receivers at known positions in order to obtain a 2D position. In addition, all the signal transmitters involved in the TOA positioning system must be synchronized. Two-way TOA techniques cope with this issue [15, 25] by computing the range from the client to the base station (or bearer) using an RTT procedure. Since only the client’s clock is used to calculate the range, synchronization between base stations (or bearers) is no longer necessary. The drawback is that more traffic is generated on the network, thus reducing its goodput.

The technique presented in this paper extends the capabilities of TOA location techniques, allowing stations in a network to position themselves without injecting traffic into the network. Thus, TOAD stations benefit from the TOA positioning processes that are taking place around them. The only requirement is that TOA positioning must be based on the RTT in a diffusion network.

2.2. Proposed algorithm

The performance of the positioning algorithm is described in Figure 1. The IEEE 802.11 notation is only used for the purposes of explanation. Figure 1 shows a network with three access points (APs) and two stations: MS1 and MS2. At a given
time, $MS_1$ begins a TOA positioning process to locate itself. Thus, $MS_1$ sends message (1) to $AP_1$ at $t_1$, which replies with message (2), which reaches $MS_1$ at $t_2$. The corresponding RTT is hence calculated as $t_2 - t_1$. Note, however, that other stations in the network also listen to all these messages, since it is a diffusion network. Thus, $MS_2$ hears message (1) at $t_3$ and the reply to that message, (2), is at $t_4$. Therefore, a TDOA measurement is generated as $t_4 - t_1$. The same process is followed by $MS_2$ to range with $AP_2$ and $AP_3$. Based on the assumption that $MS_2$ is only covered at $AP_1$ and $AP_3$, $MS_2$ is able to calculate two TDOAs: $t_4 - t_3$ and $t_7 - t_6$. These two measurements are enough to position $MS_2$ using a TDOA technique. Note that the TDOA position calculated at $MS_2$ involves hearing just two access points, which makes it possible for positioning to take place where TOA techniques would be ineffective. The only data needed by $MS_2$ in addition to the TDOA measurements is the position of $MS_1$. Therefore, once the TOA positioning is over, $MS_1$ must broadcast its position. This is not mandatory, however, since the positions of $MS_1$ and $MS_2$ can both be estimated at $MS_2$ if a sufficient number of TDOA measurements are available. Group services may find this approach extremely useful, as several people are known to be under the same reception conditions, that is, close enough. However, this is beyond the scope of this paper. Nevertheless, the authors assume that the positions of TOA-located stations are known by the rest of the stations nearby, because these positions have been broadcast once they have been estimated for example.

### 2.3. Applications of the TOAD algorithm

The TOAD algorithm has multiple applications in the field of location. The first has been discussed above, and consists in allowing a mobile station to be positioned without injecting traffic into the network. Figure 1 shows how TOAD is able to position a customer who only has two access points in sight. Under the same conditions, the TOA technique is not able to provide a location since this technique requires three transmitters to perform a 2D trilateration.

The TOAD algorithm would be able to go further in positioning under constrained scenarios. In fact, this technique would be able to compute the position of a station with just one access point in sight, by coupling the TOA measurements with the TOAD measurements. This makes the TOAD algorithm a very interesting solution for positioning under extreme conditions, such as in scenarios in which there is interference.

Additionally, TOAD improves the integrity of TOA techniques. The improvement is twofold: TOAD positioning can be performed in scenarios in which standalone TOA techniques are not able to compute a customer’s position; it is also able to mitigate the impact of some access points being down (e.g., due to maintenance, fire damage, etc.). Since TOAD can work with a fewer number of APs, it helps the system to continue to offer location-based services in those circumstances which TOA is not able to provide some positions.

All these applications of the TOAD algorithm give rise to dramatic improvements in the scalability of the system, since more customers can be located while only a few TOA positioning processes are running. Note, however, that all the applications of the TOAD algorithm depend on the accuracy expected from them, since a large error in the positions computed by TOAD will make these positions useless and, therefore, system scalability will not increase at all. This work analyzes the accuracy expected from TOAD under several conditions and compares it with the positioning error achieved by the TOA algorithm.

### 3. POSITION COMPUTATION BY MEANS OF TOAD

The TOAD algorithm may involve TDOA measurements from a single station, as shown in Figure 1, or from several stations. For the sake of simplicity, this paper focuses on the first case and leaves TDOA measurements taken from multiple stations as a subject for further research.

As shown in the diagram in Figure 1, TOAD stations need to store several pieces of data to carry out the technique. First of all, two matrices are stored in the TOAD station:

$$P = \begin{bmatrix}
AP_1(x) & AP_1(y) & AP_1(z) \\
\vdots & \vdots & \vdots \\
AP_n(x) & AP_n(y) & AP_n(z)
\end{bmatrix},$$

$$Q(t) = \begin{bmatrix}
MS_1(x,t) & MS_1(y,t) & MS_1(z,t) \\
\vdots & \vdots & \vdots \\
MS_m(x,t) & MS_m(y,t) & MS_m(z,t)
\end{bmatrix}.$$  \(1\)

$P$ and $Q$ gather the positions of the access points and mobile stations, respectively. The data stored in $P$ are static, that is, once the position of an access point is known, it is assumed that it does not change. However, data gathered by $Q$ are likely to change, since the TOAD station and the mobile stations surrounding it are moving continuously. However, in order to simplify the analysis, the $Q$ matrix is also considered to be static while the algorithm is running. Note that this assumption does not undermine the generality of the algorithm.

Access point positions are assumed to be available on the network (e.g., preloaded in terminals, broadcast across the network, etc.) and hence terminals build the $P$ matrices easily. The $Q$ matrix gathers the positions of the neighbors. In this paper, it is assumed that TOA stations broadcast their positions once they have been calculated. However, other approaches can be followed, such as computing the positions of TOA stations in the TOAD station, provided a sufficient number of TDOA measurements that are available. The impact of spreading the computed TOA positions is beyond the scope of this paper and will be addressed in future research.

Using $P$ and $Q$, the TOAD algorithm builds two new matrices. The first one is the ranging matrix:

$$R = \begin{bmatrix}
A & B & \cdots & C \\
\vdots & \vdots & \ddots & \vdots \\
D & E & \cdots & F
\end{bmatrix},$$  \(2\)
where $A$ denotes Ranging($MS_1, AP_1$), $B$ denotes Ranging($MS_1, AP_2$), $C$ denotes Ranging($MS_1, AP_n$), $D$ denotes Ranging($MS_m, AP_1$), $E$ denotes Ranging($MS_m, AP_2$), and $F$ denotes Ranging($MS_m, AP_n$). From (5), we obtain

\[ MS_i TDOA(MS_m, AP_t) = \sum_{j=1}^{n} \left( T(i, j) - R(i, j) \right)^2 \]  

Subsequently, by subtracting $W(i, k)^2$ from the left- and right-hand sides of (7) we obtain

\[ T(i, j)^2 + 2T(i, j)\left[ W(i, k) - R(i, j) \right] + R(i, j)^2 - 2R(i, j)W(i, k) = X_i^2 + Y_i^2 + Z_i^2 - 2X_iX_k - 2Y_iY_k - 2Z_iZ_k \]

\[ + X_k^2 + Y_k^2 + Z_k^2 - W(i, k)^2 \]

\[ = (X_i^2 + Y_i^2 + Z_i^2) - (X_k^2 + Y_k^2 + Z_k^2) - (2X_iX_k + 2Y_iY_k + 2Z_iZ_k) \]

\[ + (2X_iX_k + 2Y_iY_k + 2Z_iZ_k). \]

By moving the unknowns to the left, we obtain

\[ X_iX_k + Y_iY_k + Z_iZ_k + [T(i, j) - R(i, j)] \cdot W(i, k) = \frac{1}{2} \left[ (X_i^2 + Y_i^2 + Z_i^2) - (X_k^2 + Y_k^2 + Z_k^2) - T(i, j)^2 \right] \]

\[ - R(i, j)^2 + T(i, j)R(i, j), \]

where $X_i, Y_i, Z_i$ and $X_j, Y_j, Z_j$ are $X_i - X_j, Y_i - Y_j, Z_i - Z_j$, respectively. According to (9), the equation system can be rewritten as

\[ \begin{bmatrix} X_{ij} & Y_{ij} & Z_{ij} \end{bmatrix} \begin{bmatrix} T(i, j) - R(i, j) \end{bmatrix} = \begin{bmatrix} X_k & Y_k & Z_k \end{bmatrix} \begin{bmatrix} W(i, k) \end{bmatrix} \begin{bmatrix} B_{ij} \end{bmatrix} \begin{bmatrix} B_{ij} \end{bmatrix} \begin{bmatrix} B_{ij} \end{bmatrix} \]

and solved by conventional linear approaches such as linear least squares or nonlinear least-squares algorithms [26].
Figure 2: Computation of the distance error between TOA and TOAD stations.

Since errors in (13) may be correlated, this equation can be expressed as

\[ E[e_i^2] \leq E[(e_{R_i})^2] + E[(e_{R_u})^2] + E[(e_v)\hat{e}_i^2]. \]  

(15)

Figure 2 displays the errors involved in the computation of the distance between two estimated positions: \(Q_u\) and \(Q_v\). In this figure, \(e_u\) and \(e_v\) are the modules for the error involved in each position, and \(\alpha_u\) and \(\alpha_v\) are the phases of these errors. According to Figure 2,

\[ \hat{W} = \sqrt{B1 + (W \sin(\alpha_u) + e_v \sin(\alpha_i) - e_u \sin(\alpha_u))^2}, \]

\[ \hat{W} = \sqrt{e_i^2 + e_v^2 + W^2 + B2 - 2e_v e_u \cos(\alpha_v - \alpha_u)}, \]

(16)

where \(B1\) denotes \((W \cos(\alpha_v) + e_v \cos(\alpha_v) - e_u \cos(\alpha_u))^2\), \(B2\) denotes \(2W[e_v \cos(\alpha_v - \alpha_u) - e_u \cos(\alpha_u - \alpha_u)]\).

Thus, the error in the distance computation is the following:

\[ E[(W - \hat{W})^2] = E[(W)^2] + E[(\hat{W})^2] - 2E[W \hat{W}], \]

(17)

\[ E[(W - \hat{W})^2] = E[(W)^2] + E[e_i^2] + E[e_v^2] + W^2 \]

\[ + E[2W(e_v \cos(\alpha_v - \alpha_u) - e_u \cos(\alpha_u - \alpha_u)) \]

\[ - 2e_v e_u \cos(\alpha_v - \alpha_u)] - 2E[W \hat{W}], \]

(18)

\[ E[(W - \hat{W})^2] = E[W^2] + E[e_i^2] + E[e_v^2] + E[W^2] - 2E[W \hat{W}], \]

(19)

\[ E[(W - \hat{W})^2] = E[e_i^2] + E[e_v^2] + 2E[W^2] - E[W \hat{W}], \]

(20)

Finally, (20) can be rewritten as

\[ E[(W - \hat{W})^2] = E[e_i^2] + E[e_v^2] - 2E[W \hat{W}], \]

(21)

where \(\hat{W}_e\) stands for the bias of the distance estimator, that is, \(W - E[\hat{W}]\). This bias could be positive or negative, so neither upper nor lower bounds can be set to (21). Therefore, assuming that \(\hat{W}\) is an unbiased estimator of \(W\), (21) may be expressed as

\[ E[(W - \hat{W})^2] = E[e_i^2] + E[e_v^2]. \]

(22)

In accordance with (21), we can rewrite (15) as

\[ E[e_i^2] \leq (E[e_i^2] - 2R_{ij} \hat{W}_e) + (E[e_v^2] - 2R_{kj} \hat{W}_e) \]

\[ + (E[e_i^2] + E[e_v^2]) - 2R_{ij} \hat{W}_e, \]

(23)

where \(e_i\) and \(e_k\) stand for the positioning errors of the TOA and TOAD stations, respectively. Equation (23) can be rewritten as

\[ E[e_i^2] \leq 2(E[e_i^2] + E[e_v^2] - 2R_{ij} \hat{W}_e). \]

(24)

Equation (24) provides a way of relating the MSE of differences in distance (i.e., the values of matrix \(T\)) to the MSE of the position of the TOAD station. Under the unbiased assumption made for (22), we finally obtain

\[ E[e_i^2] = 2(E[e_i^2] + E[e_v^2]). \]

(25)

4. TOAD PERFORMANCE ASSESSMENT

4.1. Procedure and scenarios

This section provides an empirical analysis of TOAD performance. Montecarlo simulations were carried out to characterize the TOAD positioning error. Real data was not used in this study since it conditions the results with a specific hardware/software implementations, and the purpose of the paper is to study the performance expected for TOAD.

The simulated scenario consisted of four access points placed at the corners of a square-shaped simulation area and two stations, one of which used TOA positioning, whilst the other used the TOAD positioning algorithm. The simulations were performed as follows. First of all, the two stations were uniformly placed in the simulation area. The TOAD station then computed its position using the TOA technique. The TOAD station used the differences in distance taken from the TOA procedure and estimated its position. This procedure was repeated for 1000 random positions in the case of the TOAD station, whilst the TOA station was kept in the same position. Finally, the whole procedure was run for 1000 random positions for the TOAD station. The Gauss-Newton nonlinear least-squares method [27] algorithm was used to compute the position of the two stations. The measurements used to compute the position were degraded by the communication channel and thermal noise at receivers. No other sources of error, such as those derived from the measurement system, are included. Dilution of precision due to the geometry of the access points or the TOA stations is also beyond the scope of this paper and will be the subject of further research.
Two basic scenarios are accounted for: line of sight (LOS) and non-line of sight (NLOS). The ranging error model that applies to each scenario is extracted from [27] and is computed as

$$e_d = (d - \hat{d}) = W_G \ast \text{Gaussian}(0, \sigma) + W_E \ast \text{exponential}(1/\lambda),$$

(26)

where $d$ is the actual distance, $\hat{d}$ is the estimated distance, Gaussian$(0, \sigma)$ stands for a Gaussian variable of the zero mean and standard deviation of $\sigma$, exponential$(1/\lambda)$ is an exponential random variable with an average of $1/\lambda$, and $W_G$ and $W_E$ are the gains for the Gaussian and exponential channel components. The values for the parameters in (26) proposed in [27] are displayed in Table 1. As can be seen, the ranging error in the LOS scenario is white noise, where $\sigma$ is the root MSE (RMSE) of the ranging error. In the case of LOS, $\sigma$ was multiplied by two until 1.7408 was reached. Therefore, the ranging error in the NLOS scenario involves an average that is different to zero, which means that the ranging error RMSE must be increased if it is to be compared with equivalent figures in the LOS scenario.

The values shown in Table 1 are proposed for use in UWB location systems. The literature available about indoor ranging models in other technologies is scarce. Hence, the TOAD positioning algorithm was evaluated using different values for the RMSE of the ranging error. In the case of LOS, $\sigma$ was multiplied by two until 1.7408 was reached. Therefore, the TOAD positioning algorithm was evaluated using an RMSE of the ranging error that varied from millimeters to meters. The same approach was applied to NLOS. However, in this case the RMSE of the ranging error was modified by means of the $\lambda$ parameter. The reason for not changing $\sigma$ was that the effect of tuning this parameter is seen in the LOS scenario. Furthermore, the particularity of NLOS is the inclusion of the exponential term in the ranging error calculation. Thus, values that range from millimeters to meters were also taken for the RMSE of the ranging error in NLOS scenarios. Finally, various distances between access points were simulated to evaluate the dependence of the algorithm on the distance to the access points. Based on current WLAN network deployments, three distances were explored: 10, 20, and 30 meters.

### 4.2. Performance evaluation

In the two scenarios, the RMS TOA error shows a linear dependence on the ranging error and achieves an excellent performance: less than 1.5 and 2 times the ranging error for LOS and NLOS scenarios, respectively. This technique would not appear to be sensitive to the separation between access points in LOS scenarios. In the NLOS scenarios, distance between access points shows little impact on TOA error. As expected, the dependence of RMS TOA error on the access point distance is more noticeable if the distances between the access points are shorter. In such cases, ranging errors are more likely to constrain the position calculation algorithm.

The performance obtained by TOAD is shown in Figure 3. This figure plots the evolution of the RMS of the positioning error made by the TOAD algorithm and the standard two-way-based TOA technique against the RMS of the ranging error in LOS and NLOS scenarios. The figures between brackets indicate the distance between access points.

When TOAD positions were calculated, divergence was detected in the Gauss-Newton method in some situations, which resulted in clear outliers [26]. In contrast, TOA positioning using the Gauss-Newton approach is more likely to converge and, in fact, divergences in the values of the positions were extremely rare. The reason for this dual behavior is the error introduced by the known positions. The Gauss-Newton algorithm applied to the TOA technique computes positions using perfectly known signal-transmitter positions (i.e., the position of the access points assumed to include no error). However, the TOAD algorithm uses the estimated TOA position to locate customers. It introduces an additional error that makes the Gauss-Newton algorithm more sensitive to the ranging error and hence less likely to converge. This degradation in the performance of the Gauss-Newton algorithm is more noticeable when distances between access points are shorter, since it is more likely that ranging errors and distances to the access points become comparable magnitudes.

As expected, the TOAD algorithm follows the linear dependence on the ranging error shown for the TOA technique. However, the error of the TOAD algorithm seems to be higher than the error achieved by the TOA technique, since a greater number of noisy measurements are used to compute the position. However, there are several differences between the LOS and NLOS scenarios. In the case of LOS, the RMSE of TOAD increases quickly from very low values of the ranging error. The results for the RMS error in the case of the NLOS scenario are much more surprising, even more so if the limitations introduced above for the Gauss-Newton algorithm applied to TOAD are taken into account. In this scenario, the Gauss-Newton algorithm seems to be less sensitive to the ranging error. In the case of the scenario in which the access points are separated by 10 meters, the convergence issue is still present but starts to be noticeable at higher ranging error values. In scenarios in which the distance between access points is greater (i.e., 20 and 30 meters), convergence is much smoother as the ranging error increases, which indicates that TOAD performance is

| Scenario | Gaussian parameters | Exponential parameters |
|----------|---------------------|------------------------|
| LOS      | $W_G = 1; \sigma = 0.0068$ meters | $W_E = 0; \lambda = 1$ meters$^{-1}$ |
| NLOS     | $W_G = 0.26; \sigma = 0.0129$ meters | $W_E = 0.74; \lambda = 8.433$ meters$^{-1}$ |
better in NLOS than in LOS scenarios. In fact, the RMSE of the TOAD algorithm is very close to the figures achieved with the TOA technique. This is due to the exponential noise component of the ranging error present in NLOS scenarios. The TOAD algorithm is able to mitigate this component, because exponential noise always yields positive values and is likely to generate errors of a similar magnitude. The computation of the differences in distance involves subtracting terms that are thus affected by similar noise values and hence reduces the RMSE of the algorithm. As a result, the TOAD positioning algorithm performs better in NLOS scenarios than in scenarios with access points in sight.

As seen in Figure 3, the outliers given by the Gauss-Newton algorithm make the RMS error figures higher, thus distorting the performance results. Therefore, the outliers that were subsequently detected were removed from the results, which explains why the use of other nonlinear system equation algorithms is able to provide valid positions under the same conditions and further improves the results. The filter criterion is the following: positions with an RMSE higher than the distance between access points are filtered. Note that this is a conservative approach, since it doubles the error expected from the Cell-ID.

Figure 4 plots the percentage of TOAD locations that diverge. As shown, the most severe filtering is applied to the scenarios whose access points are placed 10 meters apart: 12 and 9% of the positions in the LOS and NLOS environments, respectively. Figure 4 shows less aggressive outlier filtering with greater distances between the access points: less than 4 and 1.5% of positioning processes do not converge in the LOS and NLOS scenarios, respectively.
More realistic figures on TOAD performance are obtained if TOAD accuracy is normalized by the RMS TOA error. Figure 5 plots the normalized RMS for TOAD error for which the positioning processes that diverge (see Figure 4) have been filtered. The figures between brackets indicate the distance between the access points. The results show the excellent performance of the TOAD technique in terms of accuracy, which is even greater according to the scarce requirements demanded by the technique. RMS errors for the lowest ranging errors are slightly higher than those achieved using the TOA technique. In fact, it is expected that most of the environments provide ranging errors of less than 0.1 meters (see the reference scenarios in Table 1). Under these ranging errors, the TOAD positioning algorithm increases the RMSE derived from the TOA technique by only 10 to 20%. Note also that at these ranging errors, the Gauss-Newton algorithm works perfectly and only a few outlayers are reported. This is the result of having a location that is almost as accurate as TOA, but in which it is only necessary to listen to the air interface. Consequently, TOAD improves the scalability of TOA location systems, and there is thus an increase in the location traffic that the network is able to carry.

The accuracy of the TOAD algorithm differs drastically in LOS and NLOS scenarios when RMS ranging errors rise above 0.1 meters. In the case of LOS, the RMSE of TOAD starts to increase until the presence of outlayers is noticeable, and the filter starts working. Figure 5 shows that at this stage the RMSE of TOAD is at most 1.6 times the RMSE of TOA. Beyond this point, the greater the ranging error is, the more the detected and filtered outlayers and, hence, the RMSE of TOAD tend to decrease (up to less than 1.4 times the RMS TOA error). In the case of NLOS scenarios, the behavior is the opposite. The higher the ranging error, the lower the RMSE of TOAD. This is due to the fact that the NLOS ranging error has a bias (i.e., it does not have a zero mean). The TOAD algorithm benefits from the fact that the TOA station is the source of all the TDOA measurements, which are used to reduce the exponential noise in the ranging error. It is therefore possible to obtain a greater degree of accuracy than that obtained using the TOA technique: up to 0.9 and 0.67 times the RMS TOA error in scenarios with access points 10 and 30 meters apart, respectively. In fact, this good performance is also shown in Figure 4, in which lower outlayer percentages are shown in NLOS scenarios. The good performance of TOAD in NLOS scenarios is a very important feature since NLOS is the constrained scenario and the most frequent one. Therefore, this improvement on the accuracy will impact noticeably on the average accuracy of the location system. Better results are expected when tracking algorithms are used rather than pure positioning algorithms such as the Gauss-Newton nonlinear least-squares algorithm.

According to the data in Figure 5, the RMSE of TOAD in NLOS scenarios can be rewritten as a linear expression such as

$$\text{RMS}_{\text{TD}} = (\alpha \cdot \text{RMS}_{\text{Ranging}} + \beta) \cdot \text{RMS}_{\text{TOA}}.$$  \hspace{1cm} (27)

Table 2 shows the values for the parameters of (27) in the simulated NLOS scenarios, after a linear regression had been performed. In this table, $R^2$ stands for the coefficient of determination. As can be seen, most of the variability of the data included in Figure 5 can be explained by (27) in combination with the data in Table 2. LOS scenarios do not allow this linear approach to be used, as shown in Figure 5, but polynomial approximations can be followed until similar $R^2$ figures are reached.

### 5. CONCLUSIONS

This paper presents a positioning algorithm that takes advantage of TOA techniques that are based on two-way procedures (e.g., those based on measuring the RTT between the client and the base station or the bearer). This new algorithm, which has been named TOAD, is based on listening to the TOA positioning of a neighboring terminal and then turning the TOA measurements into TDOA measurements. This procedure allows the stations to position themselves without injecting traffic into the network. However, this is achieved to the detriment of accuracy.

An analytical model for the technique is included in the paper. Montecarlo simulations were run to evaluate the performance of the technique. The results on TOAD performance demonstrate the benefits of using this technique: the RMSE of TOAD increases by less than 60% of the RMS of the ranging error in line-of-sight conditions, only listening to the location processes in the area surrounding the TOAD station. The loss of accuracy is lower in the case of non-line-of-sight conditions and involves an increase by less than 40%. Better results are obtained when distances between access points are greater than 20 meters. Thus, the scalability of a location

![Figure 5: Normalized average of the RMS of the positioning error for the TOAD algorithm with outlayers filtered.](image-url)

**Table 2: Parameters for the linearization of percentiles of the RMSE of TOAD.**

| Distance between APs | $\alpha$   | $\beta$   | $R^2$  |
|----------------------|------------|-----------|--------|
| 10 m                 | -0.1275    | 0.1649    | 0.9505 |
| 20 m                 | -0.1630    | 1.1479    | 0.9446 |
| 30 m                 | -0.2564    | 1.1350    | 0.9279 |
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