TransCT: Dual-path Transformer for Low Dose Computed Tomography
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Abstract. Low dose computed tomography (LDCT) has attracted more and more attention in routine clinical diagnosis assessment, therapy planning, etc., which can reduce the dose of X-ray radiation to patients. However, the noise caused by low X-ray exposure degrades the CT image quality and then affects clinical diagnosis accuracy. In this paper, we train a transformer-based neural network to enhance the final CT image quality. To be specific, we first decompose the noisy LDCT image into two parts: high-frequency (HF) and low-frequency (LF) compositions. Then, we extract content features ($X_{Lc}$) and latent texture features ($X_{Lt}$) from the LF part, as well as HF embeddings ($X_{Hf}$) from the HF part. Further, we feed $X_{Lt}$ and $X_{Hf}$ into a modified transformer with three encoders and decoders to obtain well-refined HF texture features. After that, we combine these well-refined HF texture features with the pre-extracted $X_{Lc}$ to encourage the restoration of high-quality LDCT images with the assistance of piecewise reconstruction. Extensive experiments on Mayo LDCT dataset show that our method produces superior results and outperforms other methods.

1 Introduction

Computed tomography (CT) system, as noninvasive imaging equipment, has been widely used for medical diagnosis and treatment [18,16]. However, concerns about the increase of X-ray radiation risk have become an unavoidable problem for all CT vendors and medical institutions [2]. Since x-ray imaging is mainly based on a photon-noise-dominated process [27], lowering the X-ray dose will result in degraded CT images. Therefore, on the premise of ensuring CT image quality, how to reduce the X-ray radiation dose as far as possible becomes a promising and significant research topic [2].

Compared to sparse or limited-view CT [33] and other hardware-based strategies [34], lowering single X-ray exposure dose [11,22] is the most convenient and affordable method. To obtain high-quality LDCT images, previous works can be mainly classified into two categories: model-based and data-driven methods. The key to model-based methods is to use a mathematical model for the description of each process of CT imaging: noise characteristics in the sinogram domain [15,30], image prior information in the image domain, such as sparsity
in gradient domain [13] and low rank [3], as well as defects in CT hardware systems [32]. This kind of methods are independent of a large training dataset, while the accuracy of the model depiction limits its performance.

With the development of deep learning in medical image reconstruction and analysis [29], many data-driven works have been proposed to reconstruct LDCT images with convolution neural network (CNN) [25]. Kang et al. proposed a CNN-based neural network with the assistance of directional wavelets, suggesting the potential of deep learning technique in LDCT. Similarly, Chen et al. employed residual learning to extract noise in the LDCT images and obtain superior performance [5]. However, these methods need FBP-reconstructed LDCT images as the inputs, which belong to image post-processing. To get rid of the influence of traditional analytic algorithms (e.g., FBP), Zhu et al. suggested that ‘AUTOMAP’ was a direct reconstruction method from the measurement data to the final image [35]. Then again, the first fully-connected layer as domain transform has a huge memory requirement, which makes AUTOMAP unavailable for large-scale CT reconstruction [24]. Besides, many works with the combination of iterative reconstruction and deep learning have been proposed as deep unrolled approaches. This kind of method used CNNs as special regularizations plugged into conventional iterative reconstruction. They not only inherit the advantages of the convenient calculation of system matrix in conventional algorithms but also get rid of the complicated manual design regularization [10,7,11].

Despite the success of CNNs in LDCT reconstruction, CNN-based methods heavily rely on cascaded convolution layers to extract high-level features since the convolution operation has its disadvantage of a limited receptive field that only perceives local areas. Moreover, this disadvantage makes it difficult for CNN-based methods to make full of the similarity across large regions [26,31], which makes CNN-based methods less efficient in modeling various structural information in CT images [14]. To overcome this limitation, Transformers [23], which solely depend on attention mechanisms instead, have emerged as a powerful architectures in many fields, such as natural language processing (NLP) [8], image segmentation [6], image recognition [9], etc. In addition to these high-level tasks, Transformer has also been tentatively investigated for some lower-level tasks [28,4], which can model all pairwise interactions between image regions and capture long-range dependencies by computing interactions between any two positions, regardless of their positional distance.

For image denoising, noise is mainly contained in the high-frequency sub-band. Moreover, the remaining low-frequency sub-band not only contains the main image content, but also contains the weakened image textures, which are noise-free. These weakened image textures can be used to help noise removal in the high-frequency sub-band. Inspired by this observation, in this paper, we present the first work, TransCT, to explore the potential of transformers in LDCT imaging. Firstly, we decompose the noisy LDCT image into high-frequency (HF) and low-frequency (LF) parts. To remove the image noise on the premise of retaining the image content, we extract the corresponding content features \(X_{Lc}\) and latent texture features \(X_{Lt}\) from the LF part. Simultane-
ousely, we extract the corresponding embeddings \( (X_{H_j}) \) from the HF part. Since transformers can only use sequences as input, we then convert \( X_{L_t} \) and \( X_{H_j} \) into separated sequences as the input of transformer encoder and decoder, respectively. To preserve the fine details of the final LDCT images, we integrate the output of the transformer decoder and some specific features from the LF part and then piecewise reconstruct high-quality and high-resolution LDCT images by stages. Extensive experiments on Mayo LDCT dataset demonstrate the superiority of our method over other methods.

2 Method

Fig 1 illustrates the overview of our proposed framework. For image denoising, an intuitive solution is to decompose the noisy image into HF and LF parts, and then the noise is mainly left in the HF part, which also contains plenty of image textures. However, noise removal only in the HF part breaks the relationship between the HF and LF parts since there are also weakened latent textures in the LF part with reduced noise. Therefore, we can remove the noise in the HF part with the assistance of the latent textures from the LF part. In this work, given the noisy LDCT image \( X \) with the size of \( H \times W \), we first use a Gaussian filter with a standard deviation of \( 1.5 \) to decompose the LDCT image into two compositions: HF part \( X_H \) and LF part \( X_L \).

\[
X = X_H + X_L
\]  

(1)

To use the latent textures in \( X_L \), we firstly extract the corresponding content features \( X_{L_c} \) and texture features \( X_{L_t} \) from \( X_L \) using shallow two CNNs. Further, we use these texture features and embeddings from \( X_H \) to train a transformer and get high-level features of \( X_H \), combined with content features from \( X_L \) to reconstruct the final high-quality LDCT image.
2.1 TransCT

Sequence Similar with what other works have done [6], we firstly employ two convolution layers with stride 2 to obtain low-resolution features from $X_L$, and then set two paths to extract content features $X_{Lc_1}$ ($\frac{H}{8} \times \frac{W}{8} \times 64$), $X_{Lc_2}$ ($\frac{H}{16} \times \frac{W}{16} \times 256$) and latent texture feature $X_{Lt}$ ($\frac{H}{32} \times \frac{W}{32} \times 256$), respectively. For $X_H$, we employ sub-pixel layer to make $X_H$ to be low-resolution images ($\frac{H}{16} \times \frac{W}{16} \times 256$), and final high-level features $X_{Hf}$ can be obtained with three convolution layers. The goal is to get a sequence of moderate dimensions eventually. To take advantage of the characteristic of long-range dependencies of transformers, we perform tokenization by reshaping $X_{Lt}$ and $X_{Hf}$ into two sequences $S_L$, $S_H$, respectively.

Transformer In this work, we employ a modified transformer with three encoders and three decoders, each encoder includes a multi-head attention module (MHSA) and a feed-forward layer (MLP) and each decoder consists of two multi-head attention modules and a feed-forward layer, as can be seen in Fig 1. For transformer encoder, we use $S_L (\frac{W}{1024} \times 256)$ as the input token, followed by a multi-head attention module to seek the global relationship across large regions, and then we use two fully-connected layers (whose number of the node are $8c$ and $c$, respectively. $c$ is the dimension of the input sequence) to increase the expressive power of the entire network.

$$Z = \text{MHSA}(S_L^{i-1}) + S_L^{i-1}$$
$$S_L^i = \text{MLP}(Z) + Z$$
$$s.t. \quad i \in \{1, 2, 3\}$$

(2)

After acquiring the latent texture features $S_L^3$ from $X_L$, we feed $S_H (\frac{W}{256} \times 256)$ into the first multi-head attention module and treat $S_L^3$ as the key and value of each transformer decoder in the second multi-head attention module.

$$Z = \text{MHSA}(S_H^{i-1}) + S_H^{i-1}$$
$$Z = \text{MHSA}(Z, S_L^3, S_L^3) + Z$$
$$S_H^i = \text{MLP}(Z) + Z$$
$$s.t. \quad i \in \{1, 2, 3\}$$

(3)

Piecewise Reconstruction Since the transformer only output features $Y$, we combine $Y$ with $X_{Lc_1}$, $X_{Lc_2}$ to piecewise reconstruct the final high-quality LDCT images. In our work, the output of the transformer has the size of $\frac{H}{16} \times \frac{W}{16} \times 256$. Here, we reconstruct the high-resolution LDCT image piecewise. In the first step, we add $Y$ and $X_{Lc_2}$ and then feed the output into a ResNet with two ‘Conv2d + Leaky-ReLU’ layers, followed by a sub-pixel layer which results in higher-resolution features with size of $\frac{H}{8} \times \frac{W}{8} \times 64$. Similarly, we add these higher-resolution features and $X_{Lc_1}$. After another ResNet with two ‘Conv2d
+ lrelu' layers and sub-pixel layer, we can get the final output with the size of $H \times W$.

### 2.2 Loss Function

The MSE measures the difference between the output and normal dose CT images (NDCT), which reduces the noise in the input LDCT images. Formally, the MSE is defined as follows:

$$\min_{\theta} \mathcal{L} = \|I_{ND} - F_{\theta}(I_{LD})\|_2^2$$  \hspace{1cm} (4)

Where $I_{ND}$ is the NDCT image and $I_{LD}$ is the LDCT image, $F$ is the proposed model and $\theta$ denotes the network parameters.

### 2.3 Implementation

In this work, the proposed framework was implemented in python based on Tensorflow [1] library. We used the Adam [12] optimizer to optimize all the parameters of the framework. We totally trained 300 epochs with a mini-batch size of 8. The learning rate was set as 0.0001 in the first 180 epochs and then reduced to 0.00001 for the next 120 epochs. The configuration of our computational platform is Intel(R) Core(TM) i7-7700K CPU @4.20GHZ, 32 GB RAM, and a GeForce GTX TITAN X GPU with 12 GB RAM. We initialized all the variations with xavier initialization. Our code is publicly available at [https://github.com/zzc623/TransCT](https://github.com/zzc623/TransCT)

### 3 Experiments

**Datasets** In this work, we used a publicly released dataset for the 2016 NIH-AAPM-Mayo Clinic Low-Dose CT Grand Challenge [17]. In this dataset, normal-dose abdominal CT images of 1mm slice thickness were taken from 10 anonymous patients and the corresponding quarter-dose CT images were simulated by inserting Poisson noise into the projection data. To better train the proposed TransCT, we divided the original 10 training patient cases into 7/1/2 cases, related to the training/validation/testing datasets, respectively. Before network training, we converted CT value of each pixel into its corresponding attenuation value under the assumption that the x-ray source was monochromatic at 60 keV.

**Comparison with other methods** We compared our method with baseline methods: Non-local Mean (NLM), RED-CNN [5], MAP-NN [19], which are the high-performance LDCT methods. NLM can be found in the scikit-image library [4]. Since there is no public well-trained model for RED-CNN and MAP-NN, we re-train these methods with the same dataset.

[3] [https://www.aapm.org/GrandChallenge/LowDoseCT/](https://www.aapm.org/GrandChallenge/LowDoseCT/)

[4] [https://scikit-image.org/](https://scikit-image.org/)
Fig 2. Visual comparisons from Mayo testing dataset. (A) NDCT, (B) LDCT, (C) NLM, (D) RED-CNN, (E) MAP-NN, (F) TransCT. The display window is [-160, 240] HU.

Fig 2 shows the results randomly selected from the testing dataset. As compared to LDCT (Fig 2 (B)), NLM and all the DL-based methods can remove noise to a certain extent, while our proposed TransCT is more close to NDCT. By investigating the local region in Fig 3, we can see that the blood vessels (red arrows) are not obvious with NLM in (Fig 3 (C)). RED-CNN and MAP-NN generate, more or less, some additional light tissues (yellow arrow in (Fig 3 (D))) and shadows (green arrow in (Fig 3 (E))), respectively.

Quantitative Analysis To quantitatively compare all the related methods, we conducted 5-fold cross-validation for all methods on Mayo dataset and employed Root Mean Square Error (RMSE), Structural Similarity (SSIM), and Visual Information Fidelity (VIF) [20] as image quality metrics. Among the three metrics, RMSE and SSIM mainly focus on pixel-wise similarity, and VIF uses natural statistics models to evaluate psychovisual features of the human visual system. From table 1, we can see that all the related methods improve the image quality on all three metrics. To be specific, Red-CNN is superior to MAP-NN at the pixel-wise level while inferior to MAP-NN in terms of VIF. As compared to LDCT, our TransCT can decrease RMSE by 40.5%, improve SSIM by 12.3%, and VIF by 93.7%. For clinical evaluation, limited by clinical ethics, we evaluated all the methods on clinical CBCT images from a real pig head.
The tube current was: 80 mA for NDCT and 20 mA for LDCT. From table 1, our method outperforms others with superior robustness.

3.1 Ablation study

On the Influence of Piecewise Reconstruction In this work, after the output of transformer decoder, we used two resnet blocks and two sub-pixel layers to piecewise reconstruct the high-quality high-resolution LDCT image. The goal is to restore image detail more finely. To evaluate the influence of piecewise reconstruction, we modified the proposed TransCT and removed the piecewise reconstruction. After the output of the third transformer decoder, we used a sub-pixel layer to directly reconstruct the noise-free high-resolution HF texture, and then we added this HF texture and $X_L$ to obtain the final LDCT image. Specifically, we have removed six convolution layers, including the path of content extraction ($X_{L<1}$ and $X_{L<2}$) and four convolution layers in the final two

Table 1. Quantitative results (MEAN±SDs) associated with different methods. Red and blue indicate the best and the second-best results, respectively.
resnet blocks. Fig 4 (a) shows the RMSE value on the validation dataset at each epoch. We can see that in about the first 20 epochs, the RMSE from modified TransCT decreases faster since its model scale is smaller than our TransCT, while the convergence was inferior to our TransCT with piecewise reconstruction.

**On the Influence of Model Size** Generally, larger network size will lead to stronger neural network learning ability. In terms of each transformer encoder and decoder, which includes a two-layer feed-forward network, respectively, when the dimension of the input sequence is fixed, the dimension of the hidden layer in the feed-forward network will determine the network size. Here, we adjusted the dimension of the hidden layer \( \{c, 2c, 4c\} \) to investigate the influence of model size. From Fig 4 (b), we can see that the smaller the dimension of the hidden layer is, the larger the fluctuation of the convergence curve is, the larger the final convergent value will be. Therefore, we conclude that larger model results in a better performance. In this work, we set the dimension of the hidden layer in the feed-forward network at 8c.

**Ablation studies on Transformer Module and Dual-path Module** To investigate the effectiveness of the transformer module and dual-path module, we conducted two additional experiments. First, we used a revised module ("Conv+3×ResNet blocks") to replace the transformer module. We concatenated \( X_H \) and the output from the fourth Conv layer (\( n_{128\times2} \), before \( X_L \)) and then inputted it into the revised module. As for the dual-path module, we discarded the HF path and inputted the \( X_{L_{c2}} \) into 3 transformer encoders, whose output will be combined with \( X_{L_{c1}} \) and \( \hat{X}_{L_{c2}} \) in the piecewise reconstruction stage. The results on the validation dataset were shown in table 2, we can see that our TransCT with transformer module and dual-path module can obtain better performance.

**4 Conclusion**

Inspired by the internal similarity of the LDCT image, we present the first transformer-based neural network for LDCT, which can explore large-range dependencies between LDCT pixels. To ease the impact of noise on high-frequency
Table 2. Ablation studies on transformer module and dual-path module conducted on the validation dataset.

|                         | RMSE       | SSIM       | VIF        |
|-------------------------|------------|------------|------------|
| w/o transformer module  | 22.62 ± 2.068 | 0.927 ± 0.013 | 0.13 ± 0.023 |
| w/o dual-path module    | 21.71 ± 1.997 | 0.931 ± 0.012 | 0.14 ± 0.025 |
| TransCT                 | 21.19 ± 2.054 | 0.933 ± 0.012 | 0.144 ± 0.025 |

For texture recovery, we employ a transformer encoder to further excavate the low-frequency part of the latent texture features and then use these texture features to restore the high-frequency features from noisy high-frequency parts of LDCT image. The final high-quality LDCT image can be piecewise reconstructed with the combination of low-frequency content and high-frequency features. In the future, we will further explore the learning ability of TransCT and introduce self-supervised learning to lower the need for the training dataset.

Acknowledgements. This work was partially supported by NIH (1 R01CA227713) and a Faculty Research Award from Google Inc.

References

1. Abadi, M., Barham, P., et al.: Tensorflow: A system for large-scale machine learning. In: OSDI. pp. 265–283 (2016)
2. Brenner, D.J., Hall, E.J.: Computed tomography—an increasing source of radiation exposure. N. Engl. J. Med. 357(22), 2277–2284 (2007)
3. Cai, J.F., Jia, X., et al.: Cine cone beam ct reconstruction using low-rank matrix factorization: algorithm and a proof-of-principle study. IEEE Trans. Med. Imag. 33(8), 1581–1591 (2014)
4. Chen, H., Wang, Y., et al.: Pre-trained image processing transformer. In: CVPR. pp. 12299–12310 (2021)
5. Chen, H., Zhang, Y., et al.: Low-dose ct with a residual encoder-decoder convolutional neural network. IEEE Trans. Med. Imag. 36(12), 2524–2535 (2017)
6. Chen, J., Lu, Y., et al.: Transunet: Transformers make strong encoders for medical image segmentation. arXiv:2102.04306 (2021)
7. Chun, I.Y., Zheng, X., et al.: Bcd-net for low-dose ct reconstruction: Acceleration, convergence, and generalization. In: MICCAI. pp. 31–40. Springer (2019)
8. Devlin, J., Chang, M.W., et al.: Bert: Pre-training of deep bidirectional transformers for language understanding. arXiv:1810.04805 (2018)
9. Dosovitskiy, A., Beyer, L., et al.: An image is worth 16x16 words: Transformers for image recognition at scale. arXiv:2010.11929 (2020)
10. Gupta, H., Jin, K.H., et al.: Cnn-based projected gradient descent for consistent ct image reconstruction. IEEE Trans. Med. Imag. 37(6), 1440–1453 (2018)
11. He, J., Yang, Y., et al.: Optimizing a parameterized plug-and-play admm for iterative low-dose ct reconstruction. IEEE Trans. Med. Imag. 38(2), 371–382 (2018)
12. Kingma, D.P., Ba, J.: Adam: A method for stochastic optimization. arXiv:1412.6980 (2014)
13. LaRoque, S.J., Sidky, E.Y., Pan, X.: Accurate image reconstruction from few-view and limited-angle data in diffraction tomography. JOSA A 25(7), 1772–1782 (2008)
14. Li, M., Hsu, W., et al.: Scanm: self-attention convolutional neural network for low-dose ct denoising with self-supervised perceptual loss network. IEEE Trans. Med. Imag. 39(7), 2289–2301 (2020)
15. Manduca, A., Yu, L., et al.: Projection space denoising with bilateral filtering and ct noise modeling for dose reduction in ct. Med. phys. 36(11), 4911–4919 (2009)
16. Mathews, J.P., Campbell, Q.P., et al.: A review of the application of x-ray computed tomography to the study of coal. Fuel 209, 10–24 (2017)
17. McCollough, C.H., Bartley, A.C., et al.: Low-dose ct for the detection and classification of metastatic liver lesions: Results of the 2016 low dose ct grand challenge. Med. phys. 44(10), e339–e352 (2017)
18. Seeram, E.: Computed tomography: physical principles, clinical applications, and quality control. Elsevier Health Sciences (2015)
19. Shan, H., Padole, A., et al.: Competitive performance of a modularized deep neural network compared to commercial algorithms for low-dose ct image reconstruction. Nat. Mach. Intell. 1(6), 269–276 (2019)
20. Sheikh, H.R., Bovik, A.C.: Image information and visual quality. IEEE Trans. Image Process. 15(2), 430–444 (2006)
21. Shi, W., Caballero, J., et al.: Real-time single image and video super-resolution using an efficient sub-pixel convolutional neural network. In: CVPR. pp. 1874–1883 (2016)
22. Tian, Z., Jia, X., et al.: Low-dose ct reconstruction via edge-preserving total variation regularization. Phys. Med. Biol. 56(18), 5949 (2011)
23. Vaswani, A., Shazeer, N., et al.: Attention is all you need. arXiv:1706.03762 (2017)
24. Wang, G., Ye, J.C., et al.: Image reconstruction is a new frontier of machine learning. IEEE Trans. Med. Imag. 37(6), 1289–1296 (2018)
25. Wang, G., Ye, J.C., De Man, B.: Deep learning for tomographic image reconstruction. Nat. Mach. Intell. 2(12), 737–748 (2020)
26. Wang, X., Girshick, R., et al.: Non-local neural networks. In: CVPR. pp. 7794–7803 (2018)
27. Xu, Q., Yu, H., et al.: Low-dose x-ray ct reconstruction via dictionary learning. IEEE Trans. Med. Imag. 31(9), 1682–1697 (2012)
28. Yang, F., Yang, H., et al.: Learning texture transformer network for image super-resolution. In: CVPR. pp. 5791–5800 (2020)
29. Yu, L., Zhang, Z., et al.: Deep sinogram completion with image prior for metal artifact reduction in ct images. IEEE Trans. Med. Imag. 40(1), 228–238 (2020)
30. Yu, L., Manduca, A., et al.: Sinogram smoothing with bilateral filtering for low-dose ct. In: Medical Imaging 2008: Physics of Medical Imaging, vol. 6913, p. 691329
31. Zhang, H., Goodfellow, I., et al.: Self-attention generative adversarial networks. In: ICML. pp. 7354–7363 (2019)
32. Zhang, Z., Yu, L., et al.: Modularized data-driven reconstruction framework for non-ideal focal spot effect elimination in computed tomography. Med. Phys. (2021)
33. Zhang, Z., Liang, X., et al.: A sparse-view ct reconstruction method based on combination of densenet and deconvolution. IEEE Trans. Med. Imag. 37(6), 1407–1417 (2018)
34. Zhang, Z., Yu, S., et al.: A novel design of ultrafast micro-ct system based on carbon nanotube: a feasibility study in phantom. Phys. Med. 32(10), 1302–1307 (2016)
35. Zhu, B., Liu, J.Z., et al.: Image reconstruction by domain-transform manifold learning. Nature 555(7697), 487–492 (2018)