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Abstract

In this paper, new relations between the derivatives of the Legendre polynomials are obtained, and by these relations, new upper bounds for the Legendre coefficients of differentiable functions are presented. These upper bounds are sharp and cover more categories of differentiable functions. Moreover, new and sharper bounds for the approximation error of the partial sums of Legendre polynomials are provided. Numerical examples are given to validate our theoretical results.

Keywords: Legendre polynomials, Legendre expansions, approximation error, error bound.

2010 MSC: 41A25, 41A10.

1. Introduction

One of the most important properties of Legendre polynomials $L_n(x), n = 0, 1, \ldots$ is their ability to approximate a function which has fascinated a great attention in recent years. See for example: [1, 2, 3, 4, 5, 6, 7]. Let us suppose that a suitably smooth function $f$ has the following expansion:

$$f(x) = \sum_{n=0}^{\infty} a_n L_n(x),$$

where $a_n$, Legendre coefficient, is defined by

$$a_n = \left(n + \frac{1}{2}\right) \int_{-1}^{1} f(x) L_n(x) dx.$$
Consider the approximation of differentiable functions using the partial sum

\[ f_N(x) = \sum_{n=0}^{N} a_n L_n(x). \]

Several papers are available in literature dealing with this topic under different smoothness assumptions of differentiable functions.

Suetin proved that if the function \( f \) has \( r \) continuous derivatives on \([-1,1]\) and \( f^{(r)} \in \text{Lip}_\alpha \) with \( r + \alpha \geq \frac{1}{2} \), then [1]

\[ \|f(x) - f_N(x)\| \leq CL^{r+\alpha-1/2}_N \quad -1 \leq x \leq 1, \]

where \( C \) is a positive constant independent of \( n \).

Later on, in [2] the authors obtained error estimates which depend on the Legendre coefficients of the function \( f \). They showed that if \( f, f', \cdots, f^{(r-1)} \) are absolutely continuous and the \( r^{th} \) derivative \( f^{(r)} \) is of bounded variation and

\[ V_r = \int_{-1}^{1} \frac{|f^{(r+1)}(x)|}{\sqrt{1-x^2}} dx < \infty, \]

then

\[ \|f(x) - f_N(x)\| \leq \sqrt{\frac{\pi}{2}} \sqrt{\frac{V_r}{r-1}} \frac{\sqrt{V_r}}{\prod_{j=2}^{r} 2N - 2j + 3}. \]

Under the assumptions stated in [2], Wang [5] proved that if

\[ \tilde{V}_r = \int_{-1}^{1} \frac{|f^{(r+1)}(x)|}{\sqrt{1-x^2}} dx < \infty, \]

then

\[ \|f(x) - f_N(x)\| \leq \begin{cases} \frac{4\tilde{V}_r}{\sqrt{\pi(2N-5)}} & r = 1 \\ \frac{2\tilde{V}_r}{\prod_{j=2}^{r} (N-j+\frac{1}{2})(r-1)\sqrt{\pi(2N-2r+1)}} & r \geq 2. \end{cases} \]

In all the above estimates the rate of convergence is essentially \( N^{-r+\frac{1}{2}} \) that in each case the function \( f \) depends on certain smoothness properties.

Now we want to obtain a new upper bound for the Legendre coefficients without the assumptions in (2) and (4) and provide new approximation error for more categories of differentiable functions. For this purpose, we state new relationship between derivatives of Legendre polynomials. Moreover, by using the telescoping series and
by induction, we obtain new error estimates in uniform norm which are sharper than previous bounds presented in [2, 5, 7].

The rest of this paper is organized as follows. In Section 2, using some properties of Legendre polynomials, we obtain a new expansion for derivatives of Legendre polynomials and by using this expansion, we derive a new upper bound for the Legendre coefficients of differentiable functions. Also, by using the asymptotic of the Legendre coefficients, we provide new approximation errors of a function \( f(x) \) by partial sums of Legendre polynomials. In Section 4, numerical results are presented and we compare the proposed upper bound with the upper bounds were presented so far.

2. New approximation errors of Legendre polynomials

In this section some necessary properties of Legendre polynomials are presented. Then we provide a new expansion for derivative of Legendre polynomials. Using this expansion, new approximation errors of the partial sums of the Legendre polynomials are provided.

Legendre polynomials are the eigenfunctions of the following Sturm-Liouville problem \([8]\]

\[
\left( (1 - x^2) L_n'(x) \right)' = -n(n+1)L_n(x). \tag{6}
\]

Also, the following relation is hold \([8]\]

\[
(1 - x^2) L_n'(x) = \frac{n(n+1)}{2n+1} (L_{n-1}(x) - L_{n+1}(x)). \tag{7}
\]

The following orthogonality is hold on \([-1, 1] \):

\[
\int_{-1}^{1} L_m(x)L_n(x)dx = \frac{\delta_{mn}}{n+\frac{1}{2}},
\]

where \( \delta_{mn} \) is the Kronecker delta.

By using Sturm-Liouville problem and relation (7), we provide a new expansion for derivative of Legendre polynomials. For simplicity, we use the following notation.

\[
\mathcal{L}_n'(x) := \frac{(1 - x^2) L_n'(x)}{n(n+1)}. \tag{8}
\]

The following key lemma present a new relation between derivatives of Legendre polynomials.
Lemma 1. Let \( \mathcal{L}_n(x) \) be as in (8). Then \( \mathcal{L}_n(x) \) has the following representation, for \( 1 \leq r \leq n - 1 \):

\[
\mathcal{L}_n(x) = \left( \frac{(-1)^r \mathcal{L}_{n-r}(x)}{\lambda_{n,r}^1} + \frac{(-1)^{r-1} \mathcal{L}_{n-r+2}(x)}{\lambda_{n,r}^2} + \cdots \right) - \left( \frac{\mathcal{L}_{n+r-2}(x)}{\lambda_{n,r}^{2r-1}} + \frac{\mathcal{L}_{n+r}(x)}{\lambda_{n,r}^{2r}} \right)^{(r)},
\]

where

\[
\lambda_{n,r}^j = \begin{cases} 
\prod_{i=1}^r (2n - 2i + 3) & j = 1, 2 \\
\prod_{i=1}^{r} (2n + 2i - 1) & j = 2' - 1, 2'
\end{cases}
\]

Moreover, for \( 1 \leq j \leq 2r-1 \),

\[
\lambda_{n,r}^1 = \lambda_{n,r}^2 \leq \lambda_{n,r}^{2j-1} = \lambda_{n,r}^{2j} \leq \lambda_{n,r}^{2r-1} = \lambda_{n,r}^{2r}.
\]

Proof. By combining (6) and (8), we obtain

\[
(\mathcal{L}_n(x))' = -L_n(x).
\]

If we plug (10) in (7), we get

\[
\mathcal{L}_n(x) = \frac{1}{2n+1} \left( -\mathcal{L}_{n-1}(x) + \mathcal{L}_{n+1}(x) \right)'.
\]

Then for \( r = 1 \), \( \mathcal{L}_n(x) \) has the following representation.

\[
\mathcal{L}_n(x) = \left( -\frac{\mathcal{L}_{n-1}(x)}{2n+1} + \frac{\mathcal{L}_{n+1}(x)}{2n+1} \right)^{(1)} = \left( -\frac{\mathcal{L}_{n-1}(x)}{\lambda_{n,1}^1} + \frac{\mathcal{L}_{n+1}(x)}{\lambda_{n,1}^2} \right)^{(1)},
\]

where \( \lambda_{n,1}^1 = \lambda_{n,1}^2 \). By using (11) in two numerators of (12), we get the following representation for \( \mathcal{L}_n(x) \)

\[
\mathcal{L}_n(x) = \left( \frac{\mathcal{L}_{n-2}(x)}{\lambda_{n,2}^1} - \frac{\mathcal{L}_{n}(x)}{\lambda_{n,2}^1} - \frac{\mathcal{L}_{n}(x)}{\lambda_{n,2}^2} + \frac{\mathcal{L}_{n+2}(x)}{\lambda_{n,2}^2} \right)^{(2)}
\]

\[
= \left( \frac{\mathcal{L}_{n-2}(x)}{\lambda_{n,2}^1} - \frac{\mathcal{L}_{n}(x)}{\lambda_{n,2}^2} - \frac{\mathcal{L}_{n}(x)}{\lambda_{n,2}^3} + \frac{\mathcal{L}_{n+2}(x)}{\lambda_{n,2}^3} \right)^{(2)},
\]

where \( \lambda_{n,2}^1 = \lambda_{n,2}^2 \leq \lambda_{n,2}^3 = \lambda_{n,2}^4 \). By induction, we assume that (9) holds for \( 1 \leq r \leq n-2 \). We will show that (9) holds for \( r+1 \). Using (11) in all numerators of (9), we get
the following representation for \( \mathcal{L}_n(x) \) with \( 2^r+1 \) terms as follows:

\[
\mathcal{L}_n(x) = (-1)^{r+1} \mathcal{L}_{n-r-1}(x) \left( \frac{1}{\lambda_{n,r}^1(2n-2r+1)} \right) + (-1)^r \mathcal{L}_{n-r+1}(x) \left( \frac{1}{\lambda_{n,r}^2(2n-2r+1)} \right) + \cdots \\
- \mathcal{L}_{n-r+1}(x) \left( \frac{1}{\lambda_{n,r}^j(2n-2r+1)} \right) + \mathcal{L}_{n+r+1}(x) \left( \frac{1}{\lambda_{n,r}^{2^r}(2n+2r+1)} \right) \right)^{(r+1)},
\]

Easy computation shows that

\[
\lambda_{n,r+1}^{2^j-1} = \lambda_{n,r+1}^{2^j} = \begin{cases} 
\lambda_{n,r}^1(2n-2r+1) & j = 1 \\
\lambda_{n,r}^j(y_j) & 2 \leq j \leq 2^r - 1 \\
\lambda_{n,r}^{2^r}(2n+2r+1) & j = 2^r
\end{cases}
\]

where \( 2n-2r+3 \leq y_j \leq 2n+2r-1 \). Also, by assumption, we know that \( \lambda_{n,r}^1 \leq \lambda_{n,r}^j \leq \lambda_{n,r}^{2^r} \). Then

\[
\lambda_{n,r+1}^1 = \lambda_{n,r+1}^{2^j} = \lambda_{n,r+1}^{2^j-1} = \lambda_{n,r+1}^{2^{j+1}}, 1 \leq j \leq 2^r.
\]

Therefore, the result holds. \( \square \)

**Lemma 2.** Suppose that \( S_r^n = \frac{S_{r-1}^n}{2r+1} \) and for \( 1 \leq r \leq n-1 \)

\[
S_r^n = \frac{2}{\lambda_{n,r}^1(2n-2r+1)} + \frac{2}{\lambda_{n,r}^2(2n-2r+5)} + \cdots + \frac{2}{\lambda_{n,r}^{2^r-1}(2n+2r+3)} + \frac{2}{\lambda_{n,r}^{2^r}(2n+2r+1)}
\]

(14)

Then for \( r \geq 1 \)

\[
S_r^n = \frac{1}{2n+1} \left( S_{r-1}^{n-1} + S_{r-1}^{n+1} \right).
\]

(15)

**Proof.** To prove relation (15), we can see that

\[
S_r^n = \frac{2}{\lambda_{n,1}^1(2n-1)} + \frac{2}{\lambda_{n,1}^2(2n+3)} = \frac{1}{2n+1} \left( \frac{2}{2n-1} + \frac{2}{2n+3} \right) = \frac{1}{2n+1} \left( S_{r-1}^{n-1} + S_{r-1}^{n+1} \right).
\]

(16)

This complete the proof for \( r = 1 \). Also, for \( r = 2 \) we obtain

\[
S_2^n = \frac{2}{\lambda_{n,2}^1(2n-3)} + \frac{2}{\lambda_{n,2}^2(2n+1)} + \frac{2}{\lambda_{n,2}^3(2n+3)} + \frac{2}{\lambda_{n,2}^{2^2}(2n+5)}
\]

\[
= \frac{1}{2n+1} \left( \frac{2}{(2n-3)(2n-1)} + \frac{2}{(2n-1)(2n+1)} + \frac{2}{(2n+1)(2n+3)} + \frac{2}{(2n+3)(2n+5)} \right)
\]

\[
= \frac{1}{2n+1} \left( \frac{2}{\lambda_{n-1,1}^1(2n-3)} + \frac{2}{\lambda_{n-1,1}^2(2n+1)} + \frac{2}{\lambda_{n+1,1}^1(2n+1)} + \frac{2}{\lambda_{n+1,1}^2(2n+5)} \right)
\]

\[
= \frac{1}{2n+1} \left( S_{n-1}^{n-1} + S_{n+1}^n \right).
\]

(17)
We know that

\[ \lambda_{0}^{1} = \lambda_{r+1}^{1} = (2n+1)\lambda_{n-1,1}^{1}, \quad \lambda_{n,0}^{1} = \lambda_{2+r+1}^{1} = (2n+1)\lambda_{n,r+1}^{1}. \]

This complete the proof for \( r = 2 \). By induction, suppose (15) holds for nonnegative integer \( r \). We will show that (15) holds for \( r + 1 \). So we have

\[
\frac{1}{2n+1}(S_{n-1}^{r} + S_{n+1}^{r}) = \frac{1}{2n+1} \left( \sum_{j=1}^{2} \frac{\lambda_{n+1,j}^{1}(2n-2r+3)}{\lambda_{n+1,j}^{2}(2n-2r+7)} + \cdots + \frac{\lambda_{n+1,j}^{r-1}(2n+2r-5)}{\lambda_{n+1,j}^{r}(2n+2r+3)} \right) = S_{n+1}^{r+1}. \tag{18}
\]

From Lemma 1, for \( 1 \leq j \leq 2^{r-1} \) we have \( \lambda_{n,j}^{2} = \lambda_{n,j}^{2} \). Also we know that

\[
\lambda_{n,r+1}^{1} = \lambda_{n,r+1}^{2} = (2n+1)\lambda_{n-1,1}^{1}, \quad \lambda_{n,r+1}^{2-1} = \lambda_{n,r+1}^{2} = (2n+1)\lambda_{n-1,1}^{r}. \]

So (18) becomes to

\[
\frac{1}{2n+1}(S_{n-1}^{r} + S_{n+1}^{r}) = \left( \sum_{j=1}^{2} \frac{\lambda_{n+1,j}^{1}(2n-2r+3)}{\lambda_{n+1,j}^{2}(2n-2r+7)} + \cdots + \frac{\lambda_{n+1,j}^{r-1}(2n+2r-5)}{\lambda_{n+1,j}^{r}(2n+2r+3)} \right) = S_{n+1}^{r+1}. \tag{19}
\]

which complete the proof. \( \square \)

**Lemma 3.** Under the assumptions of Lemma 2, the following relation holds for \( r \geq 0 \)

\[
S_{n}^{r} = \frac{2^{r+1}}{\prod_{j=1}^{r+1}(2n-2r+4j-3)} \tag{20}
\]

**Proof.** We know that \( S_{n}^{0} = \frac{2}{2n+1} \) and

\[
S_{n}^{1} = \frac{1}{2n+1}(S_{n-1}^{0} + S_{n+1}^{0}) = \frac{4}{(2n-1)(2n+3)}. \tag{21}
\]

By induction, suppose (20) holds integer \( r \). We will show that (20) holds for \( r + 1 \).
Applying the relation (15) we obtain

\[
\frac{1}{2n+1} \left( S_{n-1}^r + S_{n+1}^r \right)
\]

\[
= \frac{1}{2n+1} \left( \frac{2^{r+1}}{(2n-2r-1) \prod_{j=1}^r(2n-2r+4j-1)} + \frac{2^{r+1}}{(2n+2r+3)} \right)
\]

\[
= \frac{1}{2n+1} \left( \frac{2^{r+1}(2n+2r+3+2n-2r-1)}{(2n-2r-1) \prod_{j=1}^r(2n-2r+4j-1)(2n+2r+3)} \right)
\]

\[
= \frac{2^{r+2}}{\prod_{j=1}^r(2n-2(r+1)+4j-3)} = S_n^{r+1}.
\]

(22)

Then the result holds.

\(\square\)

Let \(n \geq 1\), from [9, eq. 27], we see that

\[
|L_n(x) - L_{n+1}(x)| < \frac{2A(1-x^2)^{\frac{1}{2}}}{\sqrt{n+\frac{1}{2}}}, \quad A = 0.825031.
\]

(23)

Also, by using (7) and (8) we obtain the following inequality of derivative of Legendre polynomials for \(x \in [-1, 1]\).

\[
|L_n(x)| \leq \frac{1}{2n+1} \left( |L_{n-1}(x) - L_{n+1}(x)| \right)
\]

(24)

Therefore, by using (23) and (24), we get

\[
|L_n'(x)| < \frac{A(1-x^2)^{\frac{1}{2}}}{(n+\frac{1}{2}) \sqrt{n+\frac{1}{2}}}, \quad -1 \leq x \leq 1.
\]

(25)

In the next theorem, new upper bounds for Legendre coefficients of differentiable functions are derived.

**Theorem 1.** Let \(f, f', \ldots, f^{(r-1)}\) be absolutely continuous and the \(r^{th}\) derivative \(f^{(r)}\) is of bounded variation on \([-1, 1]\). Then the upper bound for the Legendre coefficients of the function \(f\) for \(n \geq r\) is as follows:

\[
|a_n| < \frac{A(n+\frac{1}{2})U_r}{\sqrt{n-r+\frac{1}{2} \prod_{j=1}^{r+1}(n-r+2j-\frac{3}{2})}},
\]

(26)

where, \(U_r = \int_{-1}^{1} |f^{(r+1)}(x)|dx\).
Proof. By using (6), the Legendre coefficients for the function $f(x)$ are as follows

$$a_n = \left(n + \frac{1}{2}\right) \int_{-1}^{1} f(x) L_n(x) dx = -(n + \frac{1}{2}) \int_{-1}^{1} f(x) (L_n(x))' dx.$$  

Using Integration by parts

$$a_n = -(n + \frac{1}{2}) [f(x) L_n(x)]_{-1}^{1} + (n + \frac{1}{2}) \int_{-1}^{1} f'(x) L_n(x) dx. \tag{27}$$

Since $L_n(1) = L_n(-1) = 0$, we obtain that the first part in (27) vanishes and we get

$$a_n = (n + \frac{1}{2}) \int_{-1}^{1} f'(x) L_n(x) dx. \tag{28}$$

Using (25) and applying $U_0 = \int_{-1}^{1} |f'(x)| dx$, we get

$$|a_n| \leq \frac{A U_0}{\sqrt{n + \frac{1}{3}}} \tag{29}$$

which complete the proof for $r = 0$.

For $r \geq 1$, applying (9) in (28) we have

$$a_n = (n + \frac{1}{2}) \int_{-1}^{1} f'(x) \left( \frac{(-1)^r L_{n-r}(x)}{\lambda_{n,r}^1} + \frac{(-1)^{r-1} L_{n-r-2}(x)}{\lambda_{n,r}^2} + \cdots \right. \left. - \frac{L_{n+r-2}(x)}{\lambda_{n,r}^r} + \frac{L_{n+r}(x)}{\lambda_{n,r}^{2r}} \right)^{(r)} dx. \tag{30}$$

Since $L_{n+j}(1) = L_{n+j}(-1) = 0$, $-r \leq j \leq r$, with $r$ integrations by parts and vanishing the first term at each steps, we get

$$a_n = (n + \frac{1}{2}) \int_{-1}^{1} f^{(r+1)}(x) \left( \frac{(-1)^r L_{n-r}(x)}{\lambda_{n,r}^1} + \frac{(-1)^{r-1} L_{n-r-2}(x)}{\lambda_{n,r}^2} + \cdots \right. \left. - \frac{L_{n+r-2}(x)}{\lambda_{n,r}^r} + \frac{L_{n+r}(x)}{\lambda_{n,r}^{2r}} \right) dx. \tag{31}$$

Using (25) and applying the given condition $U_r = \int_{-1}^{1} |f^{(r+1)}(x)| dx$, we obtain the
Applying the inequality

\[
|a_n| < (n + \frac{1}{2}) \left( \frac{2A}{\lambda_{n,r}(2n-2r+1)\sqrt{n-r+\frac{1}{3}}} + \frac{2A}{\lambda_{n,r}^2(2n-2r+5)\sqrt{n-r+\frac{7}{2}}} \right)
\]

\[
+ \frac{2A}{\lambda_{n,r}^{2r-1}(2n+2r-3)\sqrt{n+r-\frac{1}{3}}} + \frac{2A}{\lambda_{n,r}^{2r}(2n+2r+1)\sqrt{n+r+\frac{1}{3}}} \right) U_r
\]

\[
\leq \frac{A(n+\frac{1}{2})U_r}{\sqrt{n-r+\frac{1}{3}}} \left( \frac{2}{\lambda_{n,r}^2(2n-2r+1)} + \cdots + \frac{2}{\lambda_{n,r}^{2r}(2n+2r+1)} \right)
\]

By Lemma 3, we obtain the following upper bound

\[
|a_n| < \frac{2^{r+1}A(n+\frac{1}{2})U_r}{\Pi_{j=1}^{r+1}(2n-2r+4j-3)\sqrt{n-r+\frac{1}{3}}}
\]

\[
= \frac{A(n+\frac{1}{2})U_r}{\Pi_{j=1}^{r+1}(n-r+2j-\frac{1}{3})\sqrt{n-r+\frac{1}{3}}}
\]

This complete the proof.

In the next theorem, new approximation errors using the partial sums of the Legendre polynomials is provided.

**Theorem 2.** Let \( f, f', \ldots, f^{(r-1)} \) be absolutely continuous and the \( r \)th derivative \( f^{(r)} \) is of bounded variation on \([-1, 1]\). Then for \( r \geq 1 \) and \( N \geq r+1 \)

\[
\| f(x) - f_N(x) \|_\infty \leq \begin{cases} 
\frac{2AU_1}{\sqrt{N-\frac{r}{2}}} & r = 1 \\
\frac{A(n+\frac{1}{2})U_r}{\Pi_{j=1}^{r+1}(N-r+2j-\frac{1}{2})\sqrt{N-r+\frac{1}{2}}} & r \text{ odd} \\
\frac{A(n+\frac{1}{2})U_r}{\Pi_{j=1}^{r+1}(N-r-2j+\frac{1}{2})\sqrt{N-r+\frac{3}{2}}} & r \text{ even.}
\end{cases}
\]

(32)

**Proof.** Applying the inequality \(|L_n(x)| \leq 1\) for all \( x \in [-1, 1] \), we have

\[
\| f(x) - f_N(x) \|_\infty = \left| \sum_{n=N+1}^{\infty} a_n L_n(x) \right| \leq \sum_{n=N+1}^{\infty} |a_n| |L_n(x)| \leq \sum_{n=N+1}^{\infty} |a_n|.
\]

(33)
By using (26) for \( r = 1 \), we obtain

\[
\|f(x) - f_N(x)\|_\infty \leq \sum_{n=N+1}^{\infty} \frac{A(n + \frac{1}{2})U_1}{(n - \frac{1}{2})(n + \frac{3}{2})\sqrt{n - \frac{3}{4}}}
\]

\[
\leq \sum_{n=N+1}^{\infty} \frac{AU_1}{(n - \frac{1}{2})\sqrt{n - \frac{3}{4}}} \leq \sum_{n=N+1}^{\infty} \frac{AU_1}{(n - \frac{1}{2})^2\sqrt{1 - \frac{1}{6(n - \frac{1}{2})}}}
\]

\[
\leq \frac{AU_1}{\sqrt{1 - \frac{1}{6(n - \frac{1}{2})}}} \sum_{n=N+1}^{\infty} \frac{1}{(n - \frac{1}{2})^2} \leq \frac{AU_1}{\sqrt{1 - \frac{1}{6(n - \frac{1}{2})}}} \int_{n=N}^{\infty} \frac{1}{(x + \frac{1}{2})^{\frac{5}{2}}}dx
\]

\[
= \frac{2AU_1}{\sqrt{N - \frac{2}{3}}}
\] (34)

By using (26) for odd \( r \geq 3 \), we get

\[
\|f(x) - f_N(x)\|_\infty \leq \sum_{n=N+1}^{\infty} \frac{A(n + \frac{1}{2})U_r}{(n - r + \frac{1}{2})\cdots(n - \frac{1}{2})(n + \frac{3}{2})\cdots(n + r + \frac{1}{2})\sqrt{n - r + \frac{1}{3}}}
\]

\[
\leq \sum_{n=N+1}^{\infty} \frac{AU_r}{(n - r + \frac{1}{2})\cdots(n - \frac{1}{2})(n + \frac{7}{2})\cdots(n + r + \frac{1}{2})\sqrt{n - r + \frac{1}{3}}}
\]

\[
= AU_r \sum_{n=N+1}^{\infty} \frac{1}{(n + r + \frac{1}{2})\cdots(n - \frac{1}{2})(n + \frac{3}{2})\cdots(n + r + \frac{1}{2})\sqrt{n - r + \frac{1}{3}}}
\]

\[
\leq \frac{AU_r}{(1 - \frac{2r}{(N+r+\frac{1}{2})})\cdots(1 - \frac{r+1}{(N+r+\frac{1}{2})})(1 - \frac{r-3}{(N+r+\frac{1}{2})})\cdots(1 - \frac{2}{(N+r+\frac{1}{2})})\sqrt{1 - \frac{2r+\frac{1}{3}}{(n+r+\frac{1}{2})}}}
\]

\[
\leq \frac{AU_r}{(1 - \frac{2r}{(N+r+\frac{1}{2})})\cdots(1 - \frac{r+1}{(N+r+\frac{1}{2})})(1 - \frac{r-3}{(N+r+\frac{1}{2})})\cdots(1 - \frac{2}{(N+r+\frac{1}{2})})\sqrt{1 - \frac{2r+\frac{1}{3}}{(N+r+\frac{1}{2})}} \int_{N+1}^{\infty} \frac{1}{(x + \frac{1}{2})^{\frac{5}{2}}}dx}
\]

\[
= \frac{AU_r}{\prod_{j=1}^{r} (N - r + 2j - \frac{1}{2})^{\frac{1}{2}}} (N - r + \frac{1}{2})\cdots(N - \frac{3}{2})(N + \frac{3}{2})(N + r - \frac{3}{2})(r - \frac{1}{2})\sqrt{N - r + \frac{1}{3}}
\]

\[
= \frac{A(N + \frac{3}{2})U_r}{\prod_{j=1}^{r} (N - r + 2j - \frac{1}{2})^{\frac{1}{2}}(r - \frac{1}{2})\sqrt{N - r + \frac{1}{3}}}
\]

By a similar proof for even \( r \), we obtain

\[
\|f(x) - f_N(x)\|_\infty \leq \frac{A(N + \frac{1}{2})U_r}{\prod_{j=1}^{r} (N - r + 2j - \frac{1}{2})^{\frac{1}{2}}(r - \frac{1}{2})\sqrt{N - r + \frac{1}{3}}}
\]

This complete the proof. □
3. New results on the Legendre coefficients

In [4] the authors obtained an optimal upper bound for the Legendre coefficients without the assumptions in (2) and (4) as follow

\[
|a_n| \leq \frac{U_r(n + \frac{1}{2})\Gamma\left(\frac{n+1}{2}\right)}{2^r \sqrt{\pi}(n + r + 1)\Gamma\left(\frac{n+r+1}{2}\right)},
\]

where, \( U_r = \int_{-1}^{1} |f^{(r+1)}(x)| \, dx \). This upper bound is really sharp and the authors provided this bound using the Rodrigues’ formula.

In Lemma (1), using the Sturm-Liouville problem, we presented a new relation between derivatives of Legendre polynomials. Now, using this lemma, we want to provide a new upper bound for the Legendre coefficients and we will show that this new upper bound match the ones obtained in [4]. First, we state a lemma which provides an upper bound for Gegenbauer polynomials.

**Lemma 4. [10]** Let \( \lambda \geq 1 \). Then

\[
(1 - x^2)^{1/2 - \frac{\lambda}{2}} \left| C_n^{(\lambda)}(x) \right| \leq \frac{\Gamma\left(\frac{\lambda}{2} + \frac{1}{2}\right)}{\Gamma\left(\frac{\lambda}{2} + 1\right)}, \quad -1 \leq x \leq 1,
\]

where \( C_n^{(\lambda)}(x) \) is the Gegenbauer polynomial of degree \( n \).

It is well-known that \( L_n(x) = C_n^{(\frac{1}{2})}(x) \). From [11, p. 992], we know that

\[
\frac{d}{dx} C_n^{(\lambda)}(x) = 2\lambda C_n^{(\lambda+1)}(x).
\]

So, we can see that

\[
\frac{d}{dx} L_n(x) = \frac{d}{dx} C_n^{(\frac{1}{2})}(x) = C_n^{(\frac{1}{2})}(x).
\]

From (8), Lemma (4) and (38) we obtain

\[
|L_n(x)| \leq \frac{\Gamma\left(\frac{n+2}{2}\right)}{n(n + 1)\Gamma\left(\frac{1}{2}\right)\Gamma\left(\frac{n+1}{2}\right)} = \frac{\Gamma\left(\frac{1}{2}\right)}{\sqrt{\pi}(n + 1)\Gamma\left(\frac{n+1}{2}\right)}, \quad -1 \leq x \leq 1.
\]

This upper bound is sharp and interesting, because by using (39), we obtain the same upper bound for Legendre coefficients as in [4]. Now, we present the following lemma.
Lemma 5. Under the assumptions of Lemma (1), and using the inequality (39), the following relation holds:

\[
\left( \frac{\Gamma \left( \frac{2r}{2} \right)}{\sqrt{\pi} \lambda_{1}^{1}(n-r+1) \Gamma \left( \frac{2r+1}{2} \right)} + \cdots + \frac{\Gamma \left( \frac{2r}{2} \right)}{\sqrt{\pi} \lambda_{j}^{j}(n+r+1) \Gamma \left( \frac{2r+1}{2} \right)} \right) = \frac{\Gamma \left( \frac{2r}{2} \right)}{2^r \sqrt{\pi}(n+r+1) \Gamma \left( \frac{2r+1}{2} \right)},
\]

where, \( \lambda_{n,0}^1 = 1 \) and for \( r \geq 1, \lambda_{n,j}^j, j = 1, \ldots, 2^r \) are defined in Lemma (1).

Proof. The equality is evident for \( r = 0 \). In the case that \( r = 1 \), we get

\[
\frac{\Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi} \lambda_{1}^{1,n} \Gamma \left( \frac{n+1}{2} \right)} + \frac{\Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi} \lambda_{2}^{1,n} \Gamma \left( \frac{n+1}{2} \right)} = \frac{\Gamma \left( \frac{n+1}{2} \right)}{2 \sqrt{\pi} \lambda_{1,n} \Gamma \left( \frac{n+1}{2} \right)} + \frac{\Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi} \lambda_{2,n} \Gamma \left( \frac{n+1}{2} \right)},
\]

where we used \( \Gamma(t+1) = t \Gamma(t) \). Also, in the case that \( r = 2 \), the following equality is obtained.

\[
\frac{\Gamma \left( \frac{n}{2} - 1 \right)}{\sqrt{\pi} \lambda_{n,2} \Gamma \left( \frac{n}{2} - 1 \right)} + \frac{\Gamma \left( \frac{n}{2} \right)}{\sqrt{\pi} \lambda_{n,2} \Gamma \left( \frac{n}{2} + 1 \right)} = \frac{\Gamma \left( \frac{n}{2} - 1 \right)}{2 \sqrt{\pi} \lambda_{n,2} \Gamma \left( \frac{n}{2} - 1 \right)} + \frac{\Gamma \left( \frac{n}{2} \right)}{2 \sqrt{\pi} \lambda_{n,2} \Gamma \left( \frac{n}{2} + 1 \right)},
\]

Continuing the process for \( r \geq 3 \) show that the result holds. \( \square \)

Applying (39) in the Lemma (1) and by similar proof of Theorem (1), we obtain the following theorem.

Theorem 3. Under the assumptions of Theorem (1), the upper bound for the Legendre coefficients of the function \( f \) for \( n \geq r \) is as follows:

\[
|a_n| \leq \frac{U_r(n + \frac{1}{2}) \Gamma \left( \frac{2r}{2} \right)}{2^r \sqrt{\pi}(n+r+1) \Gamma \left( \frac{2r+1}{2} \right)}.
\]
The upper bound obtained in Theorem (3) match the ones obtained in [4]. Note that a new upper bounds for \( L_n(x) \) help us to obtain a new upper bound for Legendre coefficients and improve the result in Theorem (3).

4. Comparison Results

This section aims to draw a comparison between our proposed upper bounds and the upper bounds provided so far. In [7], the author presented the following upper bound for the Legendre coefficients without the assumptions in (2) and (4)

\[
|a_n| \leq \frac{2U_r \prod_{j=1}^{r} h_{n-j}}{\sqrt{2\pi(n-r)}}, \tag{40}
\]

where, \( h_{n-j} = \frac{1}{n-j+\frac{1}{2}} \). The author showed that the approximation errors obtained in [7] is sharper than ones presented in [2, 5].

Remark 1. Now, we compare our proposed upper bound (26) with the upper bound (40).

Assume that

\[
\gamma_{n,r} = \frac{A(n + \frac{1}{2})}{\prod_{j=1}^{r+1} (n-r+2j-\frac{3}{2}) \sqrt{n-r+\frac{3}{2}}}, \quad \theta_{n,r} = \frac{2 \prod_{j=1}^{r} h_{n-j}}{\sqrt{2\pi(n-r)}}.
\]

The numerical results for the values of \( \gamma_{n,r} \) and \( \theta_{n,r} \) are listed in Table 1. The numerical results obtained from this table indicate that in all cases, the value of \( \gamma_{n,r} \) is smaller than thats of \( \theta_{n,r} \). In particular, for the case that \( r \) is close to \( n \), the value of \( \gamma_{n,r} \) is much smaller than \( \theta_{n,r} \). Therefore, it reveals from this remark that the proposed upper bound (26) is sharper than the upper bound (40).

In the following, we compare the approximation error of the partial sums of Legendre polynomials evaluated by Theorem 2 and the bound presented in [7]. The author proved that

\[
\| f(x) - f_N(x) \|_\infty \leq \begin{cases} 
\frac{4U_1}{\sqrt{2\pi(N-1)}} & r = 1, \\
\frac{2U_r}{\prod_{j=2}^{r-1} (N-j+\frac{1}{2})(r-1) \sqrt{2\pi(N-r+1)}} & r \geq 2,
\end{cases} \tag{41}
\]

which is sharper than ones presented in [2, 5].
Table 1: Comparison between $\gamma_{n,r}$ and $\theta_{n,r}$.

| $n$ | $r$ | $\gamma_{n,r}$ | $\theta_{n,r}$ |
|-----|-----|----------------|----------------|
| 5   | 4   | 0.0023         | 0.0135         |
| 10  | 2   | 0.0033         | 0.0035         |
| 10  | 7   | 9.96 x 10^{-8}| 1.35 x 10^{-6}|
| 20  | 5   | 7.68 x 10^{-8}| 1.27 x 10^{-7}|
| 20  | 14  | 6.81 x 10^{-19}| 1.73 x 10^{-16}|
| 30  | 15  | 3.09 x 10^{-23}| 1.43 x 10^{-21}|
| 30  | 24  | 3.69 x 10^{-35}| 1.94 x 10^{-30}|

Example 1. Let $j \geq 2$ and $-1 < t < 1$. Consider the function $f_j(x) = \frac{1}{j!} (x-t)^{j-1} |x-t|$. This function and its derivatives are absolutely continuous on $[-1, 1]$ and $f_j^{(j-1)}(x) = |x-t|$. Also, $f_j^{(j)}(x) = 2H(x-t) - 1$, where $H(x)$ is the Heaviside step function which is of bounded variation and $f_j^{(j+1)}(x) = 2\delta(x-t)$, where $\delta(x-t)$ is the Dirac delta function. Then

$$U_j = \int_{-1}^{1} |f_j^{(j+1)}(x)| dx = \int_{-1}^{1} 2\delta(x-t) dx = 2,$$

In Table 2 the comparison results between Theorem 2 and (41) are listed for some values of $N, j$.

Table 2: Comparison results between two approximation errors for the function $f_j(x)$.

| $N$ | $j$ | Inequality (41) | Inequality (32) | $N$ | $j$ | Inequality (41) | Inequality (32) |
|-----|-----|----------------|----------------|-----|-----|----------------|----------------|
| 15  | 3   | 1.394 x 10^{-3}| 9.868 x 10^{-4}| 20  | 3   | 6.069 x 10^{-4}| 4.421 x 10^{-4}|
| 15  | 10  | 1.895 x 10^{-10}| 6.824 x 10^{-12}| 20  | 10  | 2.352 x 10^{-12}| 2.126 x 10^{-13}|
| 15  | 12  | 1.321 x 10^{-11}| 7.989 x 10^{-14}| 20  | 12  | 2.682 x 10^{-14}| 7.544 x 10^{-16}|

5. Conclusion

In this paper a new relation between derivatives of Legendre polynomials is presented in Lemma 1 and by using this key lemma and Lemmas 2, 3, new upper bounds for the Legendre coefficients of differentiable functions are obtained (see Theorem 1). We compare these upper bounds by previous upper bounds which are presented in [7].
Moreover, we provide a new upper bound error on the approximation of a function $f(x)$ by truncated Legendre polynomial series.
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