HYPOELLIPTIC ENTROPY DISSIPATION FOR STOCHASTIC DIFFERENTIAL EQUATIONS

QI FENG∗ AND WUCHEN LI†

Abstract. We study the convergence analysis for general degenerate and non-reversible stochastic differential equations (SDEs). We apply the Lyapunov method to analyze the Fokker-Planck equation, in which the Lyapunov functional is chosen as a weighted relative Fisher information functional. We derive a structure condition and formulate the Lyapunov constant explicitly. We prove the exponential convergence result for the probability density function towards its invariant distribution in the $L_1$ distance. Two examples are presented: underdamped Langevin dynamics with variable diffusion matrices and three oscillator chain models with nearest-neighbor couplings.

1. Introduction

Consider an Itô stochastic differential equation (SDE)

$$dX_t = b(X_t)dt + \sqrt{2}a(X_t)dB_t,$$

where $X_t \in \mathbb{R}^{n+m}$ is a stochastic process with dimensions $m, n \in \mathbb{Z}_+$, $b \in C^\infty(\mathbb{R}^{n+m}; \mathbb{R}^{n+m})$ is a smooth drift vector field, $a \in C^\infty(\mathbb{R}^{n+m}; \mathbb{R}^{(n+m) \times n})$ is a smooth diffusion matrix, and $B_t$ is a standard Brownian motion in $\mathbb{R}^n$.

We study the long-time dynamical behaviors of SDE (1). How fast does the probability density function of SDE (1) converge to its invariant distribution? The convergence behavior of SDE (1) plays an essential role in both theory and applications. Theoretically, it is a core problem in probability [7, 25], non-equilibrium dynamics [16, 26, 29, 40, 48], differential geometry [10, 11] and ergodic theory [8, 32, 36, 43]. In applications, the convergence rate is useful for studying long-time molecular dynamics behaviors [17, 33, 45]. Nowadays, the convergence rate is important in estimating the speed of Markov-Chain-Monte-Carlo methods (MCMC). This is an emerging issue in artificial intelligence (AI), and Bayesian sampling algorithms [15, 17, 19, 45].

In the current framework, when the diffusion matrix $a$ is non-degenerate, and the drift vector field $b$ is a gradient vector field, SDE (1) is known as a reversible diffusion
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process. Its convergence rate has been studied by using various methods. A typical way is the entropy method; see [3]. In deriving the entropy method, a method is known as the Bakry-Émery Gamma calculus. By applying this method, one can derive the convergence rate of SDE (1) by using the Bochner’s formula. However, Bochner’s type formula often fails when the diffusion matrix $a$ is a degenerate matrix. In other words, if SDE (1) is a degenerate diffusion process with a possible irreversible drift vector field, the existing entropy method (e.g., [48]) may not be applied directly.

In this paper, we derive the convergence analysis for SDE (1) by using a modified entropy dissipation method. We design a weighted relative Fisher information functional as a Lyapunov functional. By studying the dissipation of the weighted Fisher information functional, we introduce a structure condition to derive an “information Bochner type formula”; see Assumption 1. We formulate algebraic tensors, a.k.a. the modified Hessian matrices or the “Ricci curvature type tensors”; see details in Theorem 3. Here, the modified Hessian matrix represents the generalized Hessian operator of negative logarithms of invariant density. The smallest eigenvalue of the modified Hessian matrix characterizes the convergence behavior of SDE (1) in terms of $L_1$ distances. In examples, we present explicit convergence rates for variable diffusion coefficient underdamped Langevin dynamics and three oscillator chain models.

Many studies exist for convergence behaviors of degenerate SDEs in [2, 13, 17, 20, 27, 29, 30, 44, 15, 39, 46, 48]. Previous works have established the convergence rates under various metrics, e.g., $H^1$ or $L^2$ distances. In particular, [6] has applied a modified entropy dissipation method to constant $a$ degenerate diffusion processes. Besides, the modified Gamma calculus has been invented in [11]. It has been applied to study underdamped Langevin dynamics [10, 12]. This method establishes the convergence in the $H^1$ distance, which requires an iterative symmetry condition between $a$ and $z$, which will be discussed in the next section. Compared to the previous results, we derive a structure condition in Assumption 1 which does not require the iterative symmetry condition. We next derive a new modified Hessian matrix which can handle non-gradient drift vector fields and degenerate diffusion matrices at the same time. Technically speaking, we apply the second-order calculus in probability density space embedded with an optimal transport type metric [31, 34, 49]. This computation extends the second-order derivative of Kullback-Leibler divergence in sub-Riemannian density manifold [22, 23].

We organize the paper as follows. In Section 2, we present the main result of this paper. We derive a modified Hessian matrix, whose smallest eigenvalue characterizes the convergence behavior of SDE (1). We present two examples for the main theorem: underdamped Langevin dynamics with variable diffusion matrices in Section 3 and three oscillator chain models in Section 4. The proofs of the main theorem are presented in Section 5 with an “information Bochner type formula”. The detailed computations of all examples are given in the Appendix.

2. Main result

In this section, we present the main result of this paper.
2.1. Settings. For a diffusion matrix \( a(x) \in C^\infty(\mathbb{R}^{n+m}; \mathbb{R}^{(n+m)\times n}) \), we denote \( n \) as the rank of \( a(x) \). We denote \( a(x)^T \) as the transpose of matrix \( a(x) \), and \( a(x)a(x)^T \) as the standard matrix multiplication. For \( i = 1, \cdots, n \), we denote \( a_i^T = (a(x)^T)_i \) as the row vectors of \( a(x)^T \), and \( a_i = a(x)_i \) as the column vectors of \( a(x) \), i.e. \( a_i^T = a_i^T \) for \( \hat{i} = 1, \cdots, n+m \). Furthermore, for each row vector \( a_i^T \in \mathbb{R}^{n+m} \) with \( i = 1, \cdots, n \), we denote \( A_i(x) := \sum_{i=1}^{n+m} a_i^T \frac{\partial}{\partial x_i} \) as the corresponding vector fields for each row vector \( a_i^T \).

Similarly, we denote \( A_0(x) := \sum_{i=1}^{n+m} b_i(x) \frac{\partial}{\partial x_i} \) as the vector field associated to the drift term \( b \). For SDE (1), we assume that \( b: \mathbb{R}^{n+m} \to \mathbb{R}^{n+m} \) and \( a: \mathbb{R}^{n+m} \to \mathbb{R}^{(n+m)\times n} \) are smooth Lipschitz functions. We also assume that the collections of vector fields \( \{A_0(x), A_1(x), \cdots, A_n(x)\} \) satisfy the following weak Hörmander condition [14]:

\[
\text{Span}\{A_1(x), \cdots, A_n(x), [A_{i_1}, \cdots, [A_{i_k}, A_{i_{k+1}}] \cdots]\}(x), \quad 0 \leq i_1, \cdots, i_k \leq n, k \geq 2 = \mathbb{R}^{n+m},
\]

where \([\cdot, \cdot]\) represents the Lie bracket between two vector fields. For \( i, j = 0, 1, \cdots, n \), we have \([A_i(x), A_j(x)] = \sum_{i,j=1}^{n+m} [a_i^T \frac{\partial}{\partial x_i} (a_j^T \frac{\partial}{\partial x_j}) - a_j^T \frac{\partial}{\partial x_j} (a_i^T \frac{\partial}{\partial x_i})] \). The weak Hörmander condition means that the Lie algebra generated by the vector fields \( \{b^T, a_1^T, \cdots, a_n^T\} \) is of full rank at every point \( x \in \mathbb{R}^{n+m} \). This condition [14] ensures the existence of a smooth probability density function of SDE (1). Under the above assumptions, the Fokker-Planck equation of SDE (1) satisfies

\[
\partial_t p(t, x) = -\nabla \cdot (p(t, x)b(t, x)) + \sum_{i=1}^{n+m} \sum_{j=1}^{n+m} \frac{\partial^2}{\partial x_i \partial x_j} \left( (a(x)a(x)^T)_{ij} p(t, x) \right), \quad (2)
\]

where \( p(t, x) \) is the probability density function of SDE (1) with a smooth initial condition

\[
p_0(x) = p(0, x), \quad \int p_0(x)dx = 1, \quad p_0(x) \geq 0.
\]

Here \( \int \) denotes the integration over the entire spatial domain \( \mathbb{R}^{n+m} \). Under our assumptions, \( p(t, x) \) is smooth w.r.t both time and spatial variables \( t, x \), respectively, and stays positive for all positive time \( t \in (0, \infty) \). We assume that the SDE (1) has a unique invariant density \( \pi \), which is strictly positive everywhere. In fact, \( \pi \) is the equilibrium of equation (2):

\[
-\nabla_x \cdot (\pi(x)b(x)) + \sum_{i=1}^{n+m} \sum_{j=1}^{n+m} \frac{\partial^2}{\partial x_i \partial x_j} \left( (a(x)a(x)^T)_{ij} \pi(t, x) \right) = 0.
\]

We also assume that \( \pi \in C^2(\mathbb{R}^{n+m}; \mathbb{R}) \), which has an explicit formula. This paper studies the convergence behavior of \( p(t, x) \) towards the invariant density function \( \pi(x) \).

The convergence result is based on the following decomposition/reformulation of the Fokker-Planck equation (2).

**Proposition 1 (Decomposition).** Denote a vector field \( \gamma: \mathbb{R}^{n+m} \to \mathbb{R}^{n+m} \) satisfying

\[
\gamma(x) := \left( a(x)a(x)^T \right) \nabla \log \pi(x) - b(x) + \left( \sum_{j=1}^{n+m} \frac{\partial}{\partial x_j} \left( a(x)a(x)^T \right)_{ij} \right)_{i=1}^{n+m}.
\]

Then equation \([2]\) is equivalent to the following equation:

\[
\partial_t p(t, x) = \nabla \cdot \left( p(t, x) (a(x)a(x)^T) \nabla \log \frac{p(t, x)}{\pi(x)} \right) + \nabla \cdot (p(t, x)\gamma(x)).
\]  

(3)

In addition,

\[
\nabla \cdot (\pi(x)\gamma(x)) = 0.
\]

**Proof** The proof follows by a direct calculation.

(i) We note that

\[
\sum_{i=1}^{n+m} \sum_{j=1}^{n+m} \frac{\partial^2}{\partial x_i \partial x_j} \left( (a(x)a(x)^T)_{ij} p(t, x) \right) = \sum_{i=1}^{n+m} \frac{\partial}{\partial x_i} \sum_{j=1}^{n+m} \frac{\partial}{\partial x_j} \left( (a(x)a(x)^T)_{ij} p(t, x) \right)
\]

\[
= \sum_{i=1}^{n+m} \frac{\partial}{\partial x_i} \sum_{j=1}^{n+m} \left( \frac{\partial}{\partial x_j} (a(x)a(x)^T)_{ij} p(t, x) \right) + \sum_{i,j=1}^{n+m} \frac{\partial}{\partial x_i} \left( (a(x)a(x)^T)_{ij} \frac{\partial}{\partial x_j} p(t, x) \right)
\]

\[
= \sum_{i=1}^{n+m} \frac{\partial}{\partial x_i} \left( p(t, x) \frac{\partial}{\partial x_j} \sum_{j=1}^{n+m} (a(x)a(x)^T)_{ij} \right) + \sum_{i,j=1}^{n+m} \frac{\partial}{\partial x_i} \left( (a(x)a(x)^T)_{ij} \frac{\partial}{\partial x_j} p(t, x) \right)
\]

\[
= \sum_{i=1}^{n+m} \frac{\partial}{\partial x_i} \left( p(t, x) \frac{\partial}{\partial x_j} \sum_{j=1}^{n+m} (a(x)a(x)^T)_{ij} \right) + \sum_{i,j=1}^{n+m} \frac{\partial}{\partial x_i} \left( (a(x)a(x)^T)_{ij} \frac{\partial}{\partial x_j} \log p(t, x) \right),
\]

where we use the fact \(\frac{\partial}{\partial x_j} p(t, x) = p(t, x) \frac{\partial}{\partial x_j} \log p(t, x)\) in the last equality. For simplicity of notations, we skip the variables \((t, x)\) below. Using the definition of \(\gamma\) and the above observation, we show that the R.H.S. of Fokker-Planck equation \([2]\) is equivalent to the following representation,

\[
-\nabla \cdot (pb) + \sum_{i=1}^{n+m} \sum_{j=1}^{n+m} \frac{\partial^2}{\partial x_i \partial x_j} \left( (a^T)_{ij} p \right)
\]

\[
= -\nabla \cdot (pb) + \sum_{i,j=1}^{n+m} \frac{\partial}{\partial x_i} \left( p \frac{\partial}{\partial x_j} (a^T)_{ij} \right) + \nabla \cdot (p(a^T) \nabla \log p)
\]

\[
= -\nabla \cdot (pb) + \sum_{i,j=1}^{n+m} \frac{\partial}{\partial x_i} \left( \frac{\partial}{\partial x_j} (a^T)_{ij} \right) + \nabla \cdot (p(a^T) \nabla \log \pi)
\]

\[
- \nabla \cdot (p(aa^T) \nabla \log \pi) + \nabla \cdot (p(aa^T) \nabla \log p)
\]

\[
= \nabla \cdot \left( p(-b + \sum_{j=1}^{n+m} \frac{\partial}{\partial x_j} (a^T)_{ij} + aa^T \nabla \log \pi) \right) + \nabla \cdot (p(aa^T) \nabla \log \frac{p}{\pi})
\]

\[
= \nabla \cdot (p\gamma) + \nabla \cdot \left( p(aa^T) \nabla \log \frac{p}{\pi} \right),
\]

where we use the definition of \(\gamma\) and the fact that \(\nabla \log \frac{p}{\pi} = \nabla \log p - \nabla \log \pi\). This finishes the first part of the proof.
(ii) Since $\pi$ is the equilibrium of equation (2), then

$$\left( \nabla \cdot (p\gamma) + \nabla \cdot \left( p a a^T \nabla \log \frac{p}{\pi} \right) \right) \bigg|_{p=\pi} = \nabla \cdot (\pi \gamma) = 0,$$

where we use the fact that $\log \frac{\pi}{\pi} = \log 1 = 0$. This finishes the proof. \hfill \Box

We observe that the term $\nabla \cdot (p a a^T \nabla \log \frac{p}{\pi})$ corresponds to the “reversible” (gradient) and “hypoelliptic” (degeneracy) component of SDE (1)’s Kolmogorov forward operator. In contrast, the term $\nabla \cdot (\pi \gamma)$ represents the “irreversible” (non-gradient) component in the Fokker-Planck equation (2). In later proofs, we develop a Lyapunov analysis to study the dynamical behaviors of the SDE (1). Using the decomposition (3), we derive exponential convergence results for equation (2), where the convergence rate addresses both degenerate and irreversible components of equation (2).

2.2. Structure condition and Hessian matrix. For a diffusion matrix

$$a \in C^\infty(\mathbb{R}^{n+m}; \mathbb{R}^{(n+m)\times n}), \quad (4)$$

associated with SDE (1) with rank $n$, we introduce a complementary matrix, defined as,

$$z \in C^\infty(\mathbb{R}^{n+m}; \mathbb{R}^{(n+m)\times m}), \quad (5)$$

such that

$$\text{Rank} \left( a(x)a(x)^T + z(x)z(x)^T \right) = n + m, \quad \text{for all } x \in \mathbb{R}^{n+m}. \quad (6)$$

Recall all notations introduced in Section 2.1, we denote $a^T$ and $z^T$ as the transpose of matrices $a$ and $z$, and write $\{a_i^T\}_{i=1}^n$ and $\{z_j^T\}_{j=1}^m$ as the row vectors of $a^T$ and $z^T$. The condition (6) means that the span of the vector fields associated with the row vectors $\{a_i^T\}_{i=1}^n$ and $\{z_j^T\}_{j=1}^m$ generates the whole space $\mathbb{R}^{n+m}$. Throughout this paper, we denote

$$U(x) \in C^\infty(\mathbb{R}^{n+m}; \mathbb{R}^{n+m})$$

as a smooth vector field. The vector field $U$ can be interpreted as

$$U = (U_1, \ldots, U_{n+m})^T = \nabla f(x) = \left( \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_{n+m}} \right)^T = \sum_{i=1}^{n+m} \frac{\partial f}{\partial x_i} \frac{\partial}{\partial x_i},$$

for a smooth function $f \in C^\infty(\mathbb{R}^{n+m})$. We will keep the convention of viewing vector field $U$ as a column vector in matrix multiplication below. We keep the following notation throughout the paper. In particular, a standard multiplication of a row vector and a column vector should be viewed as

$$a_k^T U = \sum_{k'=1}^{n+m} a_{kk'}^T U_{k'} = a_k^T \nabla f = \sum_{k'=1}^{n+m} a_{kk'}^T \frac{\partial f}{\partial x_k}. \quad (7)$$

Similarly, we denote

$$a_k^T \nabla a_i^T U = a_k^T (\nabla a_i^T) U = \sum_{k',i'=1}^{n+m} a_{kk'}^T \frac{\partial a_{ii'}}{\partial x_{k'}} U_{i'}, \quad (8)$$
where the gradient is always applied to the function next to it. Next, we denote $\circ$ as a trace operation, which gives the following relation,

$$
(a^T \nabla) \circ (a^T U) = \sum_{k=1}^{n} a_k^T \nabla(a_k^T U) = \sum_{k=1}^{n} \sum_{k'=1}^{n+m} a_{kk'}^T \frac{\partial}{\partial x_{k'}}(a_k^T U),
$$

(9)

where we denote $a^T U = (a_1^T U, \ldots, a_n^T U)$. Furthermore, we denote

$$
\nabla a = \left( \sum_{i=1}^{n+m} \frac{\partial}{\partial x_i} a_{ii} \right)_{i=1}^{n}, \quad \text{and} \quad a^T \nabla^2 a = \left( \sum_{i,j=1}^{n+m} \frac{\partial^2}{\partial x_i \partial x_j} a_{jj} \right)_{i,j=1}^{n},
$$

(10)

which combining with the $\circ$ operation gives,

$$
(\nabla a) \circ (a^T U) = \sum_{i=1}^{n} \left( \sum_{i=1}^{n+m} \frac{\partial}{\partial x_i} a_{ii} \right)(a_i^T U), \quad \text{and} \quad a^T \nabla^2 a \circ (a^T U) = \left( a_i^T \frac{\partial^2}{\partial x_i \partial x_j} a_{jj} U \right)_{i=1}^{n}.
$$

(11)

The same convention applies to matrix $z^T$ as above. We present two assumptions for our main results. The first assumption is about the relationship for the vector fields

$$
\{ \sum_{i=1}^{n+m} a_{ii}^T \frac{\partial}{\partial x_i} \}_{i=1}^{n} := \{ A_i \}_{i=1}^{n}, \quad \text{and} \quad \{ \sum_{k'=1}^{n+m} \hat{z}_{kk'}^T \frac{\partial}{\partial x_{k'}} \}_{k=1}^{m} := \{ Z_k \}_{k=1}^{m},
$$

(12)

associated to the row vectors of $a^T$ and $z^T$.

**Assumption 1.** For a given matrix $a$ in (4), there exists a matrix $z$ in (5), such that condition (6) holds true. Furthermore, for any $i \in \{1, \ldots, n\}$ and $k \in \{1, \ldots, m\}$, we assume

$$
\sum_{i=1}^{n+m} Z_k a_i^T \frac{\partial}{\partial x_i} \in \text{Span}\{ A_1, \ldots, A_n \}.
$$

(13)

In other words, we assume that the following relation holds true

$$
\sum_{i=1}^{n+m} Z_k a_i^T \frac{\partial}{\partial x_i} = \sum_{i=1}^{n+m} \left( \sum_{k'=1}^{n+m} \hat{z}_{kk'} a_{ii}^T \right) \frac{\partial}{\partial x_i} = \sum_{k'=1}^{n+m} \sum_{l=1}^{n} z_{kk'} \lambda_{kl}^i A_l,
$$

(14)

for a sequence of functions $\lambda_{kl}^i$ with $i, l \in \{1, \ldots, n\}$ and $k' \in \{1, \ldots, n+m\}$.

**Remark 1 (Structure conditions).** Assumption 1 can be easily verified for a class of degenerate SDEs. Two examples are given below.

(i) If $a$ is a constant matrix, then according to (10), $\nabla a$ is an $n$-dimensional zero vector, it is obvious that Assumption 1 is satisfied with all $\lambda_{kl}^i \equiv 0$;

(ii) If the matrix $a(x) \in C^\infty(\mathbb{R}^{n+m}; \mathbb{R}^{(n+m) \times n})$ only depends on the first $n$-th variables, i.e.,

$$
a(x) = a(x_1, \ldots, x_n),
$$

and the vector fields $\{ Z_k \}_{k=1}^{m}$ associated with matrix $z \in C^\infty(\mathbb{R}^{n+m}; \mathbb{R}^{(n+m) \times m})$ as defined in (12) satisfies the following condition,

$$
\{ Z_k \}_{k=1}^{m} \in \text{span}\left\{ \frac{\partial}{\partial x_{n+1}}, \ldots, \frac{\partial}{\partial x_{n+m}} \right\},
$$
where $\frac{\partial}{\partial x_i}, i = n + 1, \ldots, n + m$ denotes the $i$-th Euclidean basis in $\mathbb{R}^{n+m}$, then Assumption 1 holds true. This follows from the direct computation of (14), since $\sum_{k'=1}^{n+m} z_{kk'} \frac{\partial}{\partial x_{k'}} a_T^T(x_1, \ldots, x_n) = 0$ for all $k, i$.

We next define the following modified Hessian matrices, which is a generalization for the Hessian of the negative logarithm of the invariant distribution (i.e., $-\log \pi$). For simplicity of presentation, we always call the modified Hessian matrix as the Hessian matrix. Some examples of Hessian matrices are presented in Proposition 2.

**Definition 1 (Hessian matrix).** Let matrices $a$ and $z$ satisfy Assumption 7. We define a bilinear form associated with SDE (1), matrices $a$, $z$ and a constant $\beta \in \mathbb{R}$ as below, for a smooth vector field $U \in C^\infty(\mathbb{R}^{n+m}, \mathbb{R}^{n+m})$,

$$
\mathcal{R}(U, U) = (\mathcal{R}_a + \mathcal{R}_z + \mathcal{R}_\pi)(U, U) - \Lambda_1 T \Lambda_1 - \Lambda_2 T \Lambda_2 + D T D + E T E + (\beta \mathcal{R}_a + (1 - \beta)\mathcal{R}_\pi + \mathcal{R}_\pi)(U, U).
$$

We define $\mathcal{R}(x) : \mathbb{R}^{n+m} \to \mathbb{R}^{(n+m) \times (n+m)}$ as the corresponding matrix function such that

$$
U^T \mathcal{R}(x) U = \mathcal{R}(U, U),
$$

for all vector fields $U$. The bilinear forms in (15) are defined below.

\[
\mathcal{R}_a(U, U) = \sum_{i,k=1}^{n} a_i T \nabla a_i T \nabla a_k T U(a_k T U) + \sum_{i,k=1}^{n} a_i T a_i T \nabla^2 a_k T U(a_k T U) \\
- \sum_{i,k=1}^{n} a_i T \nabla a_i T \nabla a_k T U(a_k T U) - \sum_{i,k=1}^{n} a_i T a_i T \nabla^2 a_k T U(a_k T U) \\
+ \sum_{i=1}^{n+m} \sum_{k=1}^{m} \left[ (a a T \nabla \log \pi)_k \nabla z_k T U - z_k T \nabla (a a T \nabla \log \pi)_k U_k \right] a_i T U \\
+ \nabla a \circ \left( \sum_{k=1}^{m} \left[ a T \nabla a_k T U - a_k T \nabla a T U \right] a_k T U \right) - \left( \left( a T \nabla^2 a \circ (a T U) \right), a T U \right)_{\mathbb{R}^n},
\]

\[
\mathcal{R}_z(U, U) = \sum_{i,k=1}^{m} \sum_{k=1}^{n} a_i T \nabla a_i T \nabla z_k T U(z_k T U) + \sum_{i,k=1}^{m} a_i T a_i T \nabla^2 z_k T U(z_k T U) \\
- \sum_{i,k=1}^{m} z_k T \nabla a_i T \nabla z_k T U(z_k T U) - \sum_{i,k=1}^{m} z_k T a_i T \nabla^2 z_k T U(z_k T U) \\
+ \sum_{i=1}^{m} \sum_{k=1}^{n+m} \left[ (a a T \nabla \log \pi)_k \nabla z_k T U - z_k T \nabla (a a T \nabla \log \pi)_k U_k \right] z_k T U \\
+ \nabla a \circ \left( \sum_{k=1}^{m} \left[ a T \nabla z_k T U - z_k T \nabla a T U \right] z_k T U \right) - \left( \left( z T \nabla^2 a \circ (a T U) \right), z T U \right)_{\mathbb{R}^m},
\]
\[ \mathcal{R}_x(U, U) = 2 \sum_{k=1}^{m} \sum_{i=1}^{n} \left[ \nabla z_k^T \nabla a_i^T U a_i^T U + z_k^T \nabla z_k^T \nabla a_i^T U a_i^T U + z_k^T \nabla^2 a_i^T U a_i^T U \right] + 2 \sum_{k=1}^{m} \sum_{i=1}^{n} \left[ (z_k^T \nabla a_i^T U)^2 + (a_i^T \nabla \log \pi)_k z_k^T \nabla a_i^T U a_i^T U \right] \]

\[ = -2 \sum_{j=1}^{m} \sum_{l=1}^{n} \left[ \nabla a_i^T a_i^T U z_j^T U z_j^T U + a_i^T \nabla a_i^T U z_j^T U z_j^T U + a_i^T a_i^T \nabla^2 z_j^T U z_j^T U \right] - 2 \sum_{j=1}^{m} \sum_{l=1}^{n} \left[ (a_i^T \nabla z_j^T U)^2 + (a_i^T \nabla \log \pi)_l [a_i^T \nabla z_j^T U z_j^T U] \right], \]

\[ \mathcal{R}_{\gamma}(U, U) = \langle U, \gamma \rangle \left[ (\nabla a) \circ (a^T U) + \sum_{i=1}^{n} a_i^T \nabla a_i^T U + (aa^T \nabla \log \pi, U) \right] - \sum_{i=1}^{n} \sum_{k=1}^{n+m} \gamma_k \nabla z_i U a_i^T U(a_i^T U), \]

We define vector functions \( D : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^{n^2 \times 1} \), and \( E : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^{(n \times m) \times 1} \) as below,

\[ D_{ik} = \sum_{i,i,k}^{n+m} a_{ii}^T \partial_{x_i} a_{kk}^T U_k, \quad E_{ik} = \sum_{i, i, k}^{n+m} a_{ii}^T \partial_{x_i} z_{kk}^T U_k. \] (17)

For \( \beta \in \mathbb{R} \), the vector functions \( \Lambda_1 : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^{n^2 \times 1} \) and \( \Lambda_2 : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^{(n \times m) \times 1} \) are defined as, for \( i, l \in \{1, \cdots, n\} \),

\[ (\Lambda_1)_{il} = \sum_{k=1}^{n+m} a_{kl}^T \partial_{z_k} \alpha_l^T U_k + \sum_{k=1}^{n} \left( \sum_{i=1}^{n+m} a_{ii}^T \omega_i^T \nabla z_k^T U_k - \beta \alpha_l(a_i^T U) + \frac{\beta}{2} (U, \gamma) \mathbf{1}_{\{i = l\}} + D_{il} \right), \]

and for \( i \in \{1, \cdots, n\}, l \in \{1, \cdots, m\} \),

\[ (\Lambda_2)_{il} = \sum_{k=1}^{n+m} \left( \sum_{i=1}^{n+m} a_{kl}^T \lambda_i^{k-1} + \sum_{k=1}^{n} a_{kl}^T \lambda_i^{k-1} \right) a_k^T U_k + \sum_{k=1}^{n} \left( \sum_{i=1}^{n+m} a_{ii}^T \omega_i^T \nabla z_k^T U_k - \beta \alpha_l(a_i^T U) + \frac{\beta}{2} (U, \gamma) \mathbf{1}_{\{i = l\}} + E_{il} \right). \]

For each indices \( i, k, \hat{k} \), assume that there exist smooth functions \( \lambda_{i}^{k, \hat{k}} \), \( \omega_{i}^{k, \hat{k}} \) and \( \alpha_l \) for \( l = 1, \cdots, n + m \),

\[ \nabla_{\nu} a_{kk}^T = \sum_{l=1}^{n} \lambda_{i}^{k, \hat{k}} a_{ik}^T + \sum_{l=1}^{m} \lambda_{i}^{k, \hat{k}} z_{ik}^T, \quad \nabla_{\nu} z_{kk}^T = \sum_{l=1}^{n} \omega_{i}^{k, \hat{k}} a_{ik}^T + \sum_{l=1}^{m} \omega_{i}^{k, \hat{k}} z_{ik}^T. \]
and \( \gamma_k = \sum_{l=1}^n \alpha_l a_{lk}^T + \sum_{l=1}^m \alpha_l n \bar{z}_{lk}^T \). For a vector function \( \gamma \in \mathbb{R}^{n+m} \), we define \( \nabla \gamma \in \mathbb{R}^{(n+m) \times (n+m)} \) with \( (\nabla \gamma)_{ij} = \nabla_i \gamma_j \).

We last introduce the following Hessian matrix lower bound condition.

**Assumption 2** (Hessian matrix condition). For the Hessian matrix \( \mathcal{R} \) defined in Definition [7], assume that there exists a constant \( \lambda > 0 \), such that

\[
\mathcal{R}(x) \succeq \lambda (a(x)a(x)^T + z(x)z(x)^T), \quad \text{for all } x \in \mathbb{R}^{n+m}.
\]  

(18)

**Remark 2.** We can verify Assumption 2 in several examples, including Langevin dynamics with variable diffusion matrix (Section [3]). It can also be applied to study three oscillator chains models [20, 26] (Section [4]), where the invariant Gibbs measure has an explicit formula. These two assumptions have been checked for drift-diffusion processes on Lie group-induced sub-Riemannian manifolds. Examples include the Heisenberg group, the displacement group, and the Martinet flat sub-Riemannian structure. See examples in [24, Examples 4.1, 4.2, 4.3].

**Remark 3** (Connections with Bakry-Émery conditions). The Hessian matrix condition in Assumption 2 extends the classical Bakry-Émery condition [7].

(i) If \( \gamma = 0 \) and \( m = 0 \), then the Hessian matrix condition recovers the Bakry-Émery condition.

(ii) If \( \gamma = 0 \) and \( m \neq 0 \), then the Hessian matrix condition has been derived in [22].

(iii) If \( \beta = 0 \) and \( m = 0 \), then the Hessian matrix leads to the Arnold-Carlen-Ju tensor [4, 5];

(iv) If \( a, z \) are constants and \( \beta = 0 \), then the Hessian matrix leads to the one in Arnold-Erb tensor [6];

(v) If \( \beta = 1 \), \( m = 0 \) and \( a = I \), then the Hessian matrix formulates the one proposed in [23].

2.3. Entropy dissipation. We are now ready to present the convergence result. Denote

\[
\mathcal{I}_{a,z}(p||\pi) = \int \left( \nabla \log \frac{p(x)}{\pi(x)}, (a(x)a(x)^T + z(x)z(x)^T) \nabla \log \frac{p(x)}{\pi(x)} \right) p(x) dx,
\]

which measures the difference between functions \( p \) and \( \pi \). We call functional \( \mathcal{I}_{a,z} \) the weighted relative Fisher information functional.

In the next theorem, we establish the convergence of SDEs from the dissipation estimation of functional \( \mathcal{I}_{a,z} \).

**Theorem 1** (Weighted Fisher information dissipation). Assume that Assumption [7] and Assumption 2 hold true. Then

\[
\mathcal{I}_{a,z}(p||\pi) \leq e^{-2\lambda t} \mathcal{I}_{a,z}(p_0||\pi),
\]

where \( p = p(t, x) \) is the solution of Fokker-Planck equation [3] and \( p_0 \) is a given smooth initial distribution.

Using Theorem 1, we demonstrate several convergence results for other functionals, such as Kullback-Leibler (KL) divergence and \( L_1 \) distance.
Corollary 2 (Functionals decay). Assume that Assumption \[ \text{2} \] holds true with a constant \( \lambda > 0 \). Then we have the following decay results.

(i) KL divergence decay:
\[
D_{\text{KL}}(p\|\pi) \leq \frac{1}{2\lambda} e^{-2\lambda t} \mathcal{I}_{a,z}(p_0\|\pi),
\]
where
\[
D_{\text{KL}}(p\|\pi) := \int p(t, x) \log \frac{p(t, x)}{\pi(x)} dx,
\]

is the KL divergence between functions \( p \) and \( \pi \).

(ii) \( L_1 \) distance decay:
\[
\int |p(t, x) - \pi(x)| dx \leq \sqrt{\frac{1}{\lambda} \mathcal{I}_{a,z}(p_0\|\pi)} e^{-\lambda t}.
\]

Remark 4. Although the proposed convergence study is presented in the spatial domain \( \mathbb{R}^{n+m} \), one can also prove the same main result on a torus. In other words, suppose the Fokker-Planck equation (2) is defined on a torus (periodic boundary conditions). All convergence proofs still hold. In the proof, we apply the integration by parts formulas. There are no boundary terms for \( x \in \mathbb{R}^{n+m} \) or \( x \in \mathbb{T}^{n+m} \), where \( \mathbb{T}^{n+m} \) denotes a \( n+m \) dimensional torus. Thus, all derivations in the proofs of Theorem \[ \text{1} \] and Corollary \[ \text{2} \] are the same for \( x \in \mathbb{R}^{n+m} \) or \( x \in \mathbb{T}^{n+m} \).

Remark 5 (Perturbed gradient flows in sub-Riemannian density manifold). We remark that equation (3) can be viewed as a perturbed gradient flow in probability density space embedded with the sub-Riemannian Wasserstein metric \[ \cite{22, 23} \]. See related studies for gradient flows in probability density space in \[ \cite{1} \]. The energy functional is chosen as the KL divergence, while a perturbation is given by the vector field \( \gamma \). Using this viewpoint, our decomposition allows studying the dynamical behavior of SDE \[ \cite{1} \] in three components. Shortly, we show that the Gamma two operator studies the reversible component in SDE \[ \cite{1} \]; the generalized Gamma \( z \) operator overcomes the degenerate diffusion matrix function \( a \); and the irreversible Gamma operator handles the non-gradient drift vector field \( b \). See precise definitions of these Gamma operators at Definition \[ \text{2} \] in Section \[ \text{5} \].

Remark 6 (Optimal convergence rate). We note that the convergence rate \( \lambda \) depends on the choice of parameter \( \beta \) and the selection of matrix \( z(x) \). In section \[ \text{3} \] we demonstrate some examples of \( \beta \) and \( z \), which guarantee the convergence rate for the underdamped Langevin dynamics. We leave the optimal choice of these parameters for computing the sharp convergence rate in future work.

2.4. Example of Hessian matrices. This subsection provides an example of the Hessian matrix. Consider a stochastic process:
\[
dX_t = \left( -a(X_t)a(X_t)^T \nabla V(X_t) + \left( \sum_{j=1}^{n} \frac{\partial}{\partial X_j} - a(X_t)a(X_t)^T \right) \right) dt + \sqrt{2} a(X_t) dB_t,
\]
(19)
where $X_t \in \mathbb{R}^n$, $B_t$ is a standard $n$ dimensional Brownian motion, $V \in C^2(\mathbb{R}^n; \mathbb{R})$ is a potential function satisfying $\int e^{-V(y)} dy < \infty$, $\gamma \in C^1(\mathbb{R}^n; \mathbb{R}^n)$ is a vector field satisfying
\[ \nabla \cdot (e^{-V(x)} \gamma(x)) = 0, \]
and the diffusion matrix $a$ is a smooth diagonal matrix, which satisfies $a_{ii}(x) = a_{ii}(x_i) > 0$, for all $x_i \in \mathbb{R}, i = 1, \ldots, n$, with
\[
a(x) = \begin{pmatrix}
a_{11}(x_1) & 0 & \cdots & 0 \\
0 & a_{22}(x_2) & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & a_{nn}(x_n)
\end{pmatrix}.
\]
(20)
The solution of equation (19) is with a non-reversible/non-gradient drift direction ($\gamma$ can be nonzero) and a non-degenerate ($a > 0$) process. Its invariant density satisfies
\[
\pi(x) = \frac{1}{Z} e^{-V(x)}, \quad Z = \int e^{-V(y)} dy.
\]
In this case, we derive the Hessian matrix of SDE (19). The proof is provided in the Appendix.

**Proposition 2.** The Hessian matrix $\mathcal{R}$ for SDE (19) has the following form, for a constant $\beta \in \mathbb{R}$,
\[
\mathcal{R}(x) = (\mathcal{R}_a + \beta \mathcal{R}_{Ia} + (1 - \beta) \mathcal{R}_{\gamma})(x),
\]
where
\[
\begin{align*}
\mathcal{R}_{a,ii} &= a_{ii}^3 \partial_{x_i} a_{ii} \partial_{x_i} V + a_{ii}^4 \partial_{x_i x_i} V - a_{ii}^3 \partial_{x_i}^2 a_{ii}, & i = 1, \ldots, n; \\
\mathcal{R}_{a,ij} &= a_{ii}^2 a_{jj}^2 \partial_{x_i x_j} V, & i, j = 1, \ldots, n, i \neq j; \\
\mathcal{R}_{Ia,ii} &= \gamma_i a_{ii} \partial_{x_i} a_{ii} - (a_{ii})^2 \partial_{x_i} V, & i = 1, \ldots, n; \\
\mathcal{R}_{Ia,ij} &= \frac{1}{2} [\gamma_j (2a_{ij} \partial_{x_j} a_{ii} - (a_{ii})^2 \partial_{x_i} V) + \gamma_i (2a_{jj} \partial_{x_j} a_{jj} - (a_{jj})^2 \partial_{x_j} V)], i, j = 1, \ldots, n, i \neq j; \\
\mathcal{R}_{\gamma,ii} &= \gamma_i a_{ii} \partial_{x_i} a_{ii} - \partial_{x_i} \gamma_i (a_{ii})^2, & i = 1, \ldots, n; \\
\mathcal{R}_{\gamma,ij} &= -\frac{1}{2} (\partial_{x_i} \gamma_j (a_{jj})^2 + \partial_{x_j} \gamma_i (a_{ii})^2), & i, j = 1, \ldots, n, i \neq j.
\end{align*}
\](21)

Proposition can be used to compare different tensors in the literature; see Remark 3. For example, we let $n = 1$ and $m = 0$. In this case, the Hessian matrix is a scalar, which satisfies
\[
\mathcal{R} = a^3 a' V'' + a^4 V'' - a^3 a'' + \beta \gamma (aa' - a^2 V') + (1 - \beta)(\gamma aa' - a^2 \gamma'),
\]
Here $', ''$ represent the first and second-order derivatives w.r.t. $x$.

Based on the above representation of $\mathcal{R}$, we note that $\mathcal{R}$ is a modified Hessian matrix of $V$ through the parameter $\beta$ and the vector field $\gamma$. Several examples are given below:

- If $a = 1$ and $\gamma = 0$, then $\mathcal{R} = V''(x)$;
- If $a = 1$ and $\gamma \neq 0$, $\beta = 0$, then $\mathcal{R} = V''(x) - \gamma'(x)$;
- If $a = 1$ and $\gamma \neq 0$, $\beta = 1$, then $\mathcal{R} = V''(x) - \gamma(x) V'(x)$;
- If $a = 1$ and $\gamma \neq 0$, $\beta \in \mathbb{R}$, then $\mathcal{R} = V''(x) - \beta \gamma(x) V'(x) - (1 - \beta)\gamma'(x)$.

The positive lower bound of the above modified Hessian matrix determines the convergence behavior of one dimensional SDE (19).
Example I: underdamped Langevin dynamics

In this section, we apply Theorem 1 to prove exponential convergence results for variable coefficient irreversible (non-gradient drift) degenerate SDEs.

Consider an underdamped Langevin dynamics with variable diffusion coefficients:

\[
\begin{aligned}
&dx_t = v_t dt \\
&dv_t = (-r(x_t)v_t - \nabla_x U(x_t))dt + \sqrt{2r(x_t)}dB_t,
\end{aligned}
\]

where \((x_t, v_t) \in \mathbb{R}^2\) is a two dimensional stochastic process, \(U \in C^2(\mathbb{R}^1)\) is a Lipschitz potential function with \(\int e^{-U(x)}dx < +\infty\), \(B_t\) is a standard Brownian motion in \(\mathbb{R}\), and \(r \in \mathbb{R}_+\) is a positive smooth Lipschitz function. Equation (22) often arises in molecular dynamics and Bayesian sampling algorithms; see motivations in [45]. We first check the following facts about SDE (22).

**Proposition 3.** An invariant distribution of SDE (22) satisfies

\[
\pi(x, v) = \frac{1}{Z} e^{-H(x,v)},
\]

where \(H(x,v) = \frac{1}{2} \|v\|^2 + U(x)\) and \(Z = \int_{\mathbb{R}^2} e^{-H(x,v)} dx dv < +\infty\) is a normalization constant.

**Proof** Denote the drift vector field and the diffusion matrix as

\[
b(x, v) = \begin{pmatrix} v \\ -r(x)v - \nabla_x U(x) \end{pmatrix}, \quad a = \begin{pmatrix} 0 \\ \sqrt{r(x)} \end{pmatrix}.
\]

We need to show that \(-\nabla \cdot (\pi(x,v)b(x,v)) + \nabla_{vv}^2(r(x)\pi(x,v)) = 0\). The above equality can be formulated into

\[
-\nabla \cdot \begin{pmatrix} v \\ -\nabla_x U \end{pmatrix} - \left( \frac{\nabla_x \pi}{\nabla_v \pi} \right) \cdot \begin{pmatrix} v \\ -\nabla_x U \end{pmatrix} + r \nabla_v \cdot (\pi v) + r \nabla_{vv}^2 \pi = 0.
\]

We observe that \(r \nabla_v \cdot (\pi v) + r \nabla_{vv}^2 \pi = r \nabla_v \cdot (\pi \nabla_v \log \frac{\pi}{e^{-\frac{\|v\|^2}{2}}} = 0\). And we know that

\[
\nabla \cdot \begin{pmatrix} v \\ -\nabla_x U \end{pmatrix} = 0, \quad \nabla_x \pi \cdot v + \nabla_v \pi \cdot (-\nabla_x U) = 0.
\]

This finishes the proof. \(\blacksquare\)

We next prove the convergence result for SDE (22).

**Notations:** Denote \(X(t) = (x(t), v(t))^T\). Write a vector field \(\gamma \in \mathbb{R}^2\) as

\[
\gamma(x, v) = \begin{pmatrix} 0 \\ -rv \end{pmatrix} - \begin{pmatrix} v \\ -rv - \nabla_x U \end{pmatrix} = \begin{pmatrix} -v \\ \nabla_x U \end{pmatrix}.
\]

Consider a constant vector \(z = \begin{pmatrix} z_1 \\ z_2 \end{pmatrix}\).

**Proposition 4.** For any constant \(\beta \in \mathbb{R}\), define a matrix function \(\mathcal{R}(x) \in \mathbb{R}^{2 \times 2}\) as

\[
\mathcal{R}(x) = \mathcal{R}_a + \mathcal{R}_z + \mathcal{R}_\pi - \mathcal{M}_\Lambda + \beta \mathcal{M}_z + (1 - \beta)\mathcal{R}_{v_a} + \mathcal{R}_{v_z},
\]
where

\[
\mathcal{R}_2 = \begin{pmatrix} 0 & 0 \\ -\beta^2 \log \pi |a_{12}|^4 \end{pmatrix}, \quad \mathcal{R}_\pi = \begin{pmatrix} 0 & 0 \\ 0 & C_\pi \end{pmatrix},
\]

\[
\mathcal{R}_z = \frac{1}{2} \left[ \left( -z_1^T \nabla ((a_{12})^2 \log \pi) + \frac{\partial \log \pi}{\partial \pi} \right) z_1^T + z_1 \left( 0 -z_1^T \nabla ((a_{12})^2 \log \pi) \right) \right],
\]

\[
\mathcal{R}_{\Lambda} = \frac{1}{2} \gamma_1 \nabla (aa^T)^T + (aa^T \nabla \log \pi) \gamma_1^T - \begin{pmatrix} 0 & 0 \\ 0 & \gamma_1 \frac{\partial}{\partial x} a_{12} a_{12}^T \end{pmatrix},
\]

\[
\mathcal{R}_{\gamma_z} = -\frac{1}{2} \left[ (\nabla \gamma)^T zz^T + zz^T \nabla \gamma \right], \quad \mathcal{R}_{\Lambda} = \frac{1}{(a_{12})^2} K^T (aa^T + zz^T)^{-1} K,
\]

with

\[
C_\pi = 2 \left[ z_1^T z_1^2 a_{12} a_{12}^T + (z_1^T \nabla a_{12})^2 + (z_1^T \nabla \log \pi) [z_1^T \nabla a_{12} a_{12}^T] \right],
\]

\[
K = \begin{pmatrix} -z_1^T \nabla [a_{12} a_{12}^T + \frac{\beta}{2} \gamma_1 (a_{12})^2] & z_1^T \nabla (\log \pi) \\ -\frac{1}{2} \beta \gamma_1 (a_{12})^2 & z_1^T \nabla (\log \pi) \end{pmatrix}.
\]

If there exists a constant \( \lambda > 0 \), such that

\[
\mathcal{R}(x) \geq \lambda (aa^T + zz^T),
\]

then the entropy dissipation results in Theorem 4 and Corollary 3 hold. In other words,

\[
\int |p(t, x, v) - \pi(x, v)| dx dv = O(e^{-\lambda t}).
\]

We present several examples to illustrate the convergence rates of underdamped Langevin dynamics [22].

**Example 1** (Constant diffusion). Consider \( r(x) = 1 \). From Theorem 4,

\[
\mathcal{R} = \begin{pmatrix} 0 & 0 \\ 0 & -\beta^2 \log \pi \end{pmatrix} + \frac{1}{2} \left[ \left( -z_1^T \nabla ((a_{12})^2 \log \pi) + \frac{\partial \log \pi}{\partial \pi} \right) z_1^T + z_1 \left( 0 -z_1^T \nabla ((a_{12})^2 \log \pi) \right) \right] - \frac{1}{2} \left[ ((\nabla \gamma)^T zz^T + zz^T \nabla \gamma \right]
\]

\[\left[ (aa^T + zz^T)^{-1} \right]. \]

We remark that if \( \beta = 0 \), then \( \mathcal{R} \) leads to the tensor in [6] Formula (7.7). Our formulation adds an additional constant \( \beta \in \mathbb{R} \). For example, we consider \( U(x) = \frac{x^2}{2} \). Let \( \lambda \) be the smallest eigenvalue of \( (aa^T + zz^T)^{-1} \mathcal{R} \) for \( z = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \in \mathbb{R}^2 \). We next plot the smallest eigenvalue \( \lambda \) on a spatial domain \([-1, 1]^2\). As in Figure 4, we observe that a suitable constant \( \beta \in \mathbb{R} \) can improve the convergence rate in a local region. In details, if \( \beta = 0 \), we observe that \( \lambda(x) = 0.975 \) for all \( x \). If \( \beta = 0.1 \), we know that \( \lambda(x) = 0.1 \) when \( x = [0, 0] \).
Example 2 (Variable diffusions). Consider $U(x) = \frac{x^{2.5} - x}{2.5 + 1.5}$ with a variable temperature function $r(x) = \left(\nabla_{xx} U(x)\right)^{-1}$. For simplicity of discussions, we study SDE (22) on a spatial domain $[0.5, 1]^2$ with periodic boundary conditions. In this case, we can establish convergence rates of SDE (22). Similarly, we plot the smallest eigenvalue $\lambda = \lambda_{\min}((aa^T + zz^T)^{-1}R)$ on a spatial domain $[0.5, 1]^2$. Here we choose $z = \begin{pmatrix} 1 \\ 0.1 \end{pmatrix}$.

Proposition 5 (Sufficient conditions). In Example 1, let $\beta = 0$, $d = 1$, $r(x) = r \in \mathbb{R}_+$, then

$$
\mathcal{R} = \begin{pmatrix} \frac{1}{2}r_{z_1z_2} + \frac{z_2^2}{2} & \frac{1}{2}r_{z_1z_2} + \frac{z_2^2}{2} - \frac{\partial^2_{xx} U z_1^2 + r}{r^2 + rz_2^2 - \partial^2_{xx} U z_1 z_2} \\
\frac{1}{2}r_{z_1z_2} + \frac{z_2^2}{2} - \frac{\partial^2_{xx} U z_1^2 + r}{r^2 + rz_2^2 - \partial^2_{xx} U z_1 z_2} & r^2 + rz_2^2 - \partial^2_{xx} U z_1 z_2 \end{pmatrix}_{2 \times 2}.
$$

Assume that $\underline{\lambda} \leq \partial^2_{xx} U \leq \bar{\lambda}$, and there exist constants $z_2 \in (0, \frac{r + \sqrt{r^2 + 4r}}{2})$, such that $\underline{\lambda}, \bar{\lambda}$ satisfy the following conditions:

$$
-\bar{\lambda}^2 + [2(r(1 + z_2) - z_2^2)]\underline{\lambda} - [(1 - z_2)r + z_2^2]^2 > 0, \quad r^2 + rz_2^2 - \bar{\lambda}z_2 > 0.
$$

(25)
Then there exists $\lambda > 0$, such that

$$\mathcal{R} \succeq \lambda (aa^T + zz^T).$$

**Proof** It is sufficient to prove $\det(\mathcal{R}) > 0$ for $z_1z_2 > 0$ and $r^2 + rz_z^2 - \partial_{xx}^2 U z_1z_2 > 0$, which is equivalent to

$$z_1z_2(r^2 + rz_z^2 - \partial_{xx}^2 U z_1z_2) - \frac{1}{4}(r z_1z_2 + z_2^2 - \partial_{xx}^2 U z_1^2 + r)^2 > 0.$$ 

It is equivalent to the following inequality:

$$-z_1^4(\partial_{xx}^2 U)^2 + [2(r(1 + z_1z_2) - z_2^2)z_1^2] \partial_{xx}^2 U - [(1 - z_1z_2)r + z_2^2]^2 > 0. \tag{26}$$

According to the assumption of $\partial_{xx}^2 U$, it is sufficient to prove the following conditions:

\[
\begin{cases}
    z_1z_2 > 0, & r^2 + rz_z^2 - \lambda z_1z_2 > 0, & (r(1 + z_1z_2) - z_2^2) > 0; \\
    -z_1^4 \lambda^2 + [2(r(1 + z_1z_2) - z_2^2)z_1^2] \lambda - [(1 - z_1z_2)r + z_2^2]^2 > 0.
\end{cases} \tag{27}
\]

Let $z_1 = 1$, then (25) is equivalent to (27). We complete the proof.

**Remark 7.** In general, (26) is more general than (27). For example, if we take $z_1 = 1$ and $z_2 = \frac{r}{T}$, we get

$$-(\partial_{xx}^2 U)^2 + 2(r + \frac{r^2}{4})\partial_{xx}^2 U - (r - \frac{r^2}{4})^2 > 0, \quad r^2 + \frac{r^3}{4} - \partial_{xx}^2 U \frac{T}{2} > 0.$$

The above inequality implies that $r + \frac{r^2}{T} - \sqrt{r^3} < \partial_{xx}^2 U < r + \frac{r^2}{T} + \sqrt{r^3}$, since we also have $r + \frac{r^2}{T} + \sqrt{r^3} < 2r + \frac{r^2}{T}$.

4. **Example II: 3-oscillators with nearest-neighbor couplings**

In this section, we apply Theorem 1 to prove the exponential convergence in $L_1$ distance for three oscillator chains with nearest-neighbor couplings [26]. Consider

\[
\begin{aligned}
dq_j &= p_j dt, \quad j = 0, 1, 2, \\
dp_0 &= -\xi_0 p_0 dt - V_1'(q_0) dt - V_2'(q_0 - q_1) dt + \sqrt{2\xi_0 T} dB_0, \\
dp_1 &= -V_1'(q_1) dt - V_2'(q_1 - q_0) dt - V_2'(q_1 - q_2) dt, \\
dp_2 &= -\xi_2 p_2 dt - V_1'(q_2) dt - V_2'(q_2 - q_1) dt + \sqrt{2\xi_2 T} dB_2.
\end{aligned}
\tag{28}
\]

We abuse the notation slightly. Denote $q \in \mathbb{R}^3$ as the state variable and $p \in T^3$ as the moment variable, where $T^3$ is a 3 dimensional torus. The dynamics (28) is associated with the Hamiltonian function

$$H(p, q) = \sum_{i=0}^{2} \left( \frac{|p_i|^2}{2} + V_1(q_i) \right) + \sum_{i=1}^{2} V_2(q_i - q_{i-1}),$$

where function $V_2$ is a smooth interaction potential between neighboring oscillators, and function $V_1$ is a smooth pinning potential. In this paper, we consider $\xi_0 = \xi_2$. We assume that there exists a unique invariant measure $\pi$, where

$$\pi(p, q) = \frac{1}{Z} e^{-\frac{H(p, q)}{T}},$$

with a normalization constant $Z = \int_{\mathbb{R}^3 \times T^1} e^{-\frac{H_p}{2} + \frac{H_p q}{4}} dq dp < \infty$.

**Remark 8.** If $\xi_0 \neq \xi_2$, there is no explicit formulation for the invariant density $\pi$. See related studies [20][21][26]. This example focuses on the case when $\pi$ is explicitly known.

**Notations:** Denote $X(t) = (q_0(t), q_1(t), q_2(t), p_0(t), p_1(t), p_2(t))^T$ and $x = (q_0, q_1, q_2, p_0, p_1, p_2)^T$. Equation (28) can be written as

$$dX_t = b(X_t)dt + \sqrt{2}dB_t,$$

where we write $B_t = (B_0(t), B_2(t))^T$, 

$$b(X) = \begin{pmatrix} p_0 & p_1 & p_2 & -\xi p_0 - \partial_{q_0} H & -\partial_{q_1} H & -\xi p_2 - \partial_{q_2} H \end{pmatrix}^T,$$

and 

$$a = \begin{pmatrix} 0 & 0 & 0 & \sqrt{\xi^T} & 0 & 0 \end{pmatrix}^T.$$

Denote $I_3 = \text{Diag}(1,1,1)_{3 \times 3}$ as an identity matrix. We select the matrix $z$ as 

$$z = \begin{pmatrix} z_1 l_3 & 0_{3 \times 1} \\ z_2 l_3 & \frac{z_3}{3} \end{pmatrix}_{6 \times 4},$$

where we denote $\tilde{z}_3 = (z_{31}, z_{32}(p_0, p_2), z_{33})^T$ for constants $z_{31}, z_{33} \in \mathbb{R}$, and function $z_{32}(p_0, p_2), z_{32} : \mathbb{R}^2 \to \mathbb{R}$. We observe that 

$$aa^T = \begin{pmatrix} 0 & 0 \\ 0 & (\xi^T)_{3 \times 3}^O \end{pmatrix}_{6 \times 6}, \quad zz^T = \begin{pmatrix} z_1^2 l_3 & z_1 z_2 l_3 & \frac{z_1 z_2 l_3}{3} \\ z_1 z_2 l_3 & z_2^2 l_3 & \frac{z_1 z_2 l_3}{3} \end{pmatrix}_{6 \times 6},$$

where we write $l_3^O = \text{Diag}(1,0,1)_{3 \times 3}$, and 

$$\gamma(x) = a(x)a(x)^T \nabla \log \pi(x) - b(x) + \left( \sum_{j=1}^6 \frac{\partial}{\partial x_j} (a(x)a(x)^T)_{ij} \right)_{1 \leq i \leq 6}$$

$$= (-p_0, -p_1, -p_2, \partial_{q_0} H, \partial_{q_1} H, \partial_{q_2} H)^T.$$ 

It is easy to verify that $\nabla \cdot (\pi \gamma) = 0$. We have the following matrix function $\mathcal{R}$ for SDE (28).

**Proposition 6.** Define a matrix function $\mathcal{R} \in \mathbb{R}^{6 \times 6}$ as 

$$\mathcal{R} = \begin{pmatrix} R_1 & R_2 \\ R_2 & R_3 \end{pmatrix}_{6 \times 6},$$

with 

$$R_1 = z_1 z_2, \quad R_2 = \frac{1}{2}(z_1 z_2 \xi + \xi^T)_{3 \times 3} + \frac{1}{2}(z_2^2 l_3 + \tilde{z}_3^T), \quad R_3 = ((\xi^T)^2 + z_2^2 \xi)_{3 \times 3} - z_1 z_2 L + \frac{1}{2}(\tilde{z}_3^T + \tilde{z}_3^T) + \Pi,$$
where we write

\[ I_3^O = \text{Diag}(1, 0, 1)_{3\times 3}, \quad \frac{\pi}{z_3^2} = (z_{31}\xi, \quad S_1 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & -2z_{32} & 0 \\ 0 & 0 & 0 \end{pmatrix} \_l, \quad L = (\nabla_{q_i q_j}^2 H)_{0 \leq i, j \leq 2}, \]

\[ I_\pi = \begin{pmatrix} 0 & 0 & 0 \\ 0 & -2z_{32} & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad S_1 = \xi_0 \partial_{p_0} \partial_{z_{32}} \xi_0 + \xi_2 \partial_{p_2} \partial_{z_{32}} \xi_2.
\]

If there exists a constant \( \lambda > 0 \), such that

\[ R \succeq \lambda (aa^T + zz^T), \]

then entropy dissipation results in Theorem 1 and Corollary 2 hold.

To simplify the computation, we choose the following parameters:

\[ \xi = 1, \quad z_{31} = z_{33} = 0, \quad z_{32}(p_0, p_2) = N - \varepsilon p_0^2 / 2, \quad z_1 = 1, \quad (29) \]

with a fixed constant \( N > 0 \) and a fixed scaling constant \( \varepsilon > 0 \).

**Proposition 7** (Sufficient conditions). Assume that \( \nabla_{q_i q_j}^2 H \) satisfies the following conditions, for \( \delta_1, \delta_2 > 0 \), \( z_2 \in (0, \min\{1, \sqrt{z_2^2}, N\}) \), and a small constant \( \varepsilon > 0 \),

\[ \begin{cases} \Delta \leq (\nabla_{q_i q_j}^2 H)_{0 \leq i, j \leq 2} \Delta \leq \overline{\lambda}_3; \\ 2\Delta - \overline{\lambda}_2 \geq 1 - \delta_1, \quad -(z_2^2 + N^2)^2 + 2(N^2 - z_2^2)\Delta - \overline{\lambda}_2 > 0; \\ 2z_2^2 + 2z_2^3 - z_2^4 - 3z_2^3 + 2(z_2^2 - z_2^2)\Delta > \delta_1. \end{cases} \]

We denote \( 0 \leq \underline{\lambda} \leq \overline{\lambda} \) as the lower and upper bounds for the eigenvalues of the matrix \( \nabla_{qq}^2 H \). Then there exists a constant \( \lambda > 0 \), such that

\[ R \succeq \lambda (aa^T + zz^T). \]

**Remark 9.** The condition of \( \nabla_{qq}^2 H \) in the above proposition implies the condition for \( \nabla_{qq}^2 V_1 \) and \( \nabla_{qq}^2 V_2 \).

**Proof** It is sufficient to prove that \( R \) defined in Proposition 6 is positive definite. Applying the Schur complement for symmetric matrix function [17][Appendix A.5], the following conditions are equivalent:

1. \( R \succeq 0 \) (\( R \) is positive semidefinite).
2. \( R_1 \succeq 0, \quad (I_3 - R_1 R_1^{-1})R_2 = 0, \quad R_3 - R_2 R_1^{-1} R_2 \succeq 0. \)
Plugging in the parameters from [29], and letting $z_2 > 0$, we need to show $R_3 - R_2 R_1^{-1} R_2 \succeq 0$. In other words,

\[
R_3 - R_2 R_1^{-1} R_2 = \left( 1 + z_2^2 \right) \left( \begin{array}{ccc}
\varepsilon(1 - p_0^2)(N - \varepsilon p_0^2) & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 + z_2^2 \\
\end{array} \right) - z_2 L
\]

\[
- \frac{1}{z_2} \left( \begin{array}{ccc}
\frac{1}{2} z_2^2 + \frac{1}{2} z_2 + \frac{1}{4} & 0 & 0 \\
0 & \frac{1}{2} z_2^2 + \frac{1}{2} (N - \varepsilon p_0^2) & 0 \\
0 & 0 & \frac{1}{2} z_2^2 + \frac{1}{2} z_2 + \frac{1}{4} \\
\end{array} \right) - \frac{1}{2} L \right)^2
\]

\[
:= \text{Diag}(C_1, C_2, C_3) - z_2 \mathbf{O} : \text{Diag}(\lambda_1, \lambda_2, \lambda_3)_{3 \times 3} : \mathbf{O}^T
\]

\[
- \frac{1}{4 z_2} \left( \text{Diag}(C_4, C_5, C_6) - \mathbf{O} : \text{Diag}(\lambda_1, \lambda_2, \lambda_3)_{3 \times 3} : \mathbf{O}^T \right)^2,
\]

where

\[
C_1 = C_3 = 1 + z_2^2, \quad C_2 = \varepsilon(1 - p_0^2)(N - \varepsilon p_0^2) - 2 \varepsilon^2 p_0^2,
\]

\[
C_4 = C_6 = 1 + z_2^2 + z_2, \quad C_5 = z_2^2 + (N - \varepsilon p_0^2)^2,
\]

and we denote the eigenvalue decomposition of matrix $L$ as

\[
L = \mathbf{O} : \text{Diag}(\lambda_1, \lambda_2, \lambda_3)_{3 \times 3} : \mathbf{O}^T.
\]

We write $\mathbf{O} \in \mathbb{R}^{3 \times 3}$ as the orthogonal matrix with $\mathbf{O}^{-1} = \mathbf{O}^T$ and $\lambda_1 \leq \lambda_2 \leq \lambda_3$ as the eigenvalues of matrix $L$. Thus

\[
R_3 - R_2 R_1^{-1} R_2 = \mathbf{O} : \text{Diag} \left( \left( C_i - z_2 \lambda_i - \frac{\lambda_i^2}{4 z_2} \right) \right)_{1 \leq i \leq 3} : \mathbf{O}^T.
\]

\[
= \mathbf{O} : \text{Diag} \left( \left( C_i - \frac{C_{i+3}^2}{4 z_2} + \frac{C_{i+3}}{2 z_2} - z_2 \lambda_i - \frac{\lambda_i^2}{4 z_2} \right) \right)_{1 \leq i \leq 3} : \mathbf{O}^T.
\]

It is sufficient to find parameters $z_2$, $N$, and $\varepsilon$, such that the following inequalities hold:

\[
\left( C_i - \frac{C_{i+3}^2}{4 z_2} + \frac{C_{i+3}}{2 z_2} - z_2 \lambda_i - \frac{\lambda_i^2}{4 z_2} \right) > 0, \quad 1 \leq i \leq 3.
\]

Since $z_2 > 0$, it is equivalent to prove

\[
\begin{cases}
z_2(1 + z_2^2) - \frac{(1+z_2+z_2^2)^2}{4} + \frac{(1+z_2+z_2^2)^2}{4} - z_2 \lambda_i - \frac{\lambda_i^2}{4} > 0, \\
\left( z_2 \varepsilon(1 - p_0^2)(N - \varepsilon p_0^2) - 2 \varepsilon^2 p_0^2 - \frac{C_{i+3}^2}{4 z_2} + (N - \varepsilon p_0^2)^2 \right) + \frac{\lambda_i^2}{4} > 0.
\end{cases}
\]

The first inequality in (31) holds under the following conditions. Suppose $1 + z_2 - z_2^2 > 0$,

\[
2 \lambda - \lambda_i^2 \geq 1 - \delta_1, \quad 2 z_2 + 2 z_2^3 - z_2^4 - 3 z_2^2 + 2 (z_2 - z_2^2) \Delta > \delta_1.
\]

For $p_0 \in \mathbb{T}^1$, we select $\varepsilon$ to be very small, such that

\[
\frac{(z_2^2 + N^2)^2}{4} + (N^2 - z_2^2) \lambda_i - \frac{\lambda_i^2}{4} > 0.
\]

The proof is finished. \[\blacksquare\]
Remark 10. Consider $\lambda = 0.6$, $\bar{\lambda} = 0.65$, $N = 1$, $z_2 = 0.2$, $\delta_1 = 0.225$, $\varepsilon = 10^{-7}$. All conditions in (30) are satisfied.

Remark 11. In the current paper, we restrict $p \in \mathbb{T}^3$, which differs from the setting in [26]. We mainly use the torus property to construct the matrix $z$, i.e. $z_{32}(p_0, p_2)$ in (29), such that we can establish the desired bounds in Proposition 7. We leave the general setting with $p \in \mathbb{R}^3$ for future studies.

5. Proof

In this section, we present the main proofs of this paper.

5.1. Outline of main results. Before showing all the detailed proofs in Theorem 1, we outline the main ideas in the following three steps. We postpone all derivations to subsection 5.3.

Step 1: We first compute the dissipation of the weighted Fisher information functional.

$$\frac{d}{dt} \mathcal{I}_{a,z}(p\|\pi) = -2 \int \Gamma_{2,a,z,\gamma}(f, f)pdx,$$

where $f = \log \frac{p}{\pi}$ and

$$\Gamma_{2,a,z,\gamma}(f, f) = \tilde{\Gamma}_2(f, f) + \tilde{\Gamma}_{z,\pi}(f, f) + \Gamma_{I_{a,z}}(f, f).$$

The definition of the above operators will be introduced shortly in Definition 2.

Step 2: We next decompose the weak form of information Gamma calculus. This is to derive the information Bochner’s formula (Theorem 3):

$$\int \Gamma_{2,a,z,\gamma}(f, f)pdx = \int \left[ ||\text{Hess}_f\beta||_F^2 + \mathcal{R}(\nabla f, \nabla f) \right]pdx.$$

Step 3: From the information Bochner’s formula, we establish the convergence result. In other words, if $\mathcal{R} \succeq \lambda(aa^T + zz^T)$, then

$$\frac{d}{dt} \mathcal{I}_{a,z}(p\|\pi) \leq -2\lambda \mathcal{I}_{a,z}(p\|\pi).$$

From Gronwall’s inequality, we can prove that the weighted Fisher information decays in Theorem 1. This decay result also establishes other functionals decay in Corollary 2.

We remark that Step 1 is based on a global in-space computation, which comes from the second-order calculus of entropy functional in the sub-Riemannian density manifold. We carefully handle the non-communicative operators based on $\Gamma_1$, $\Gamma_1^z$, and vector field $\gamma$. Step 2 is a local in-space calculation, which can be viewed as a generalization of Bochner’s formula. Step 3 follows directly from the modified Lyapunov method.
5.2. **Information Gamma calculus.** We next introduce all tensors for the main proof. These tensors are derived from the information Gamma calculus. Denote the following operators of SDE (1). For any $f \in C^\infty(\mathbb{R}^{n+m})$, the generator of SDE (1) satisfies

$$Lf = \tilde{L} f - \langle \gamma, \nabla f \rangle,$$

where

$$\tilde{L} f = \nabla \cdot (aa^T \nabla f) + \langle aa^T \nabla \log \pi, \nabla f \rangle,$$

is the reversible component of the Kolmogorov backward operator. For a given matrix function $a \in \mathbb{R}^{(n+m)\times n}$, we construct a matrix function $z \in \mathbb{R}^{(n+m)\times m}$ to handle the degenerate component of SDE (1). We also denote a $z$-direction generator as

$$\tilde{L}_z f = \nabla \cdot (zz^T \nabla f) + \langle zz^T \nabla \log \pi, \nabla f \rangle.$$

Define Gamma one bilinear forms $\Gamma_a$ operators of SDE (1). For any $f \in C^\infty(\mathbb{R}^{n+m})$, $f$ is a function $a \in \mathbb{R}^{(n+m)\times n}$, we construct a matrix function $z \in \mathbb{R}^{(n+m)\times m}$ to handle the degenerate component of SDE (1). We also denote a $z$-direction generator as

$$\tilde{L}_z f = \nabla \cdot (zz^T \nabla f) + \langle zz^T \nabla \log \pi, \nabla f \rangle.$$

Define Gamma one bilinear forms $\Gamma_a$ operators of SDE (1). In fact, it is a derivative calculation based on the reversible Kolmogorov backward operator $\tilde{L}$, the non-reversible vector field $\gamma$, and the invariant distribution $\pi$.

**Definition 2** (Information Gamma operators). Define the following three bi-linear forms:

$$\Gamma_a \Gamma_a, \Gamma_a, \Gamma_{I_{x,z}}: C^\infty(\mathbb{R}^{n+m}) \times C^\infty(\mathbb{R}^{n+m}) \to C^\infty(\mathbb{R}^{n+m}).$$

(i) **Gamma two operator**:

$$\tilde{\Gamma}_2(f, f) = \frac{1}{2} \tilde{L} \Gamma_1(f, f) - \Gamma_1(\tilde{L} f, f).$$

(ii) **Generalized Gamma $z$ operator**:

$$\tilde{\Gamma}_2^{z,\pi}(f, f) = \frac{1}{2} \tilde{L} \tilde{\Gamma}_1^{z,\pi}(f, f) - \tilde{\Gamma}_1^{z,\pi}(\tilde{L} f, f)$$

$$+ \text{div}^\pi_z \left( \Gamma_1(\nabla(\pi a a^T))(f, f) \right) - \text{div}^\pi_a \left( \Gamma_1(\nabla(\pi z z^T))(f, f) \right).$$

Here $\text{div}^\pi_a$, $\text{div}^\pi_z$ are divergence operators defined by

$$\text{div}^\pi_a(F) = \frac{1}{\pi} \nabla \cdot (\pi a a^T F), \quad \text{div}^\pi_z(F) = \frac{1}{\pi} \nabla \cdot (\pi z z^T F),$$

for any smooth vector field $F \in \mathbb{R}^{n+m}$, and $\Gamma_1, \nabla(\pi a a^T), \Gamma_1, \nabla(\pi z z^T)$ are vector Gamma one bilinear forms defined by

$$\Gamma_1(\nabla(\pi a a^T))(f, f) = \langle \nabla f, \nabla(\pi a a^T) \nabla f \rangle = (\nabla f, \frac{\partial}{\partial x_k}((aa^T)_{k=1}^{n+m}) \nabla f)_{k=1}^{n+m},$$

$$\Gamma_1, \nabla(\pi z z^T))(f, f) = \langle \nabla f, \nabla(\pi z z^T) \nabla f \rangle = (\nabla f, \frac{\partial}{\partial x_k}((zz^T)_{k=1}^{n+m}) \nabla f)_{k=1}^{n+m}.$$

(iii) **Irreversible Gamma operator**:

$$\Gamma_{I_{x,z}}(f, f) = \langle \tilde{L} f + \tilde{L}_z f, \langle \nabla f, \gamma \rangle \rangle - \frac{1}{2} \langle \nabla (\Gamma_1(f, f) + \tilde{\Gamma}_1^{z,\pi}(f, f)), \gamma \rangle.$$

Under Assumption 1 we establish the following information Bochner’s formula.
Theorem 3 (Information Bochner’s formula). If Assumption 7 is satisfied, then the following decomposition holds. For any $f = \log \frac{\mathbb{P}}{\pi} \in C^\infty(\mathbb{R}^{n+m}, \mathbb{R})$ and any $\beta \in \mathbb{R}$,
\[
\int \left[ \tilde{\Gamma}_2(f, f) + \tilde{\Gamma}_2^z(f, f) + \Gamma_{I_a,z}(f, f) \right] pdx = \int \left[ \|\nabla f\|^2_F + \mathfrak{R}(\nabla f, \nabla f) \right] pdx.
\]
We denote
\[
\|\nabla f\|^2_F = [QX + \Lambda_1]^T [QX + \Lambda_1] + [PX + \Lambda_2]^T [PX + \Lambda_2],
\]
where $\mathfrak{R}, \Lambda_1, \Lambda_2$ are defined in Definition 7. And we define matrices $Q$ and $P$ by
\[
Q = a^T \otimes a^T \in \mathbb{R}^{n^2 \times (n+m)^2}, \quad P = a^T \otimes z^T \in \mathbb{R}^{(nm) \times (n+m)^2},
\]
with $Q_{ikik} = a_{ii}^{-} a_{kk}^{-}$ and $P_{ikik} = a_{ii} a_{kk}^{+}$. More precisely, for each row (resp. column) of $Q$, the row (resp. column) indices of $Q_{ikik}$ follow the double summation $\sum_{i=1}^n \sum_{k=1}^m$ (resp. $\sum_{i=1}^n \sum_{k=1}^{n+m}$). For any smooth function $f : \mathbb{R}^{n+m} \rightarrow \mathbb{R}$, we define $X \in \mathbb{R}^{(n+m)^2 \times 1}$ by the vectorization of the Hessian matrix for function $f$ with
\[
X_{ik} = \frac{\partial^2 f}{\partial x_i \partial x_k}, \quad \text{for } i, k = 1, \ldots, n + m.
\]

Remark 12 (Optimal Bochner’s formula). We remark that the proposed information Bochner’s formula can be asymmetric, which could be formulated into a more symmetric way. In other words, denote a quadratic matrix function by
\[
\mathcal{F}(Y) = [QY + \Lambda_1]^T [QY + \Lambda_1] + [PY + \Lambda_2]^T [PY + \Lambda_2],
\]
where $Y \in \mathbb{R}^{(n+m)^2 \times 1}$ is a vectorization of a symmetric matrix. We next consider a symmetric matrix optimization problem by
\[
Y^* = \arg\min_Y \mathcal{F}(Y).
\]
Then a Bochner’s formula forms
\[
\|\nabla f\|^2_F + \mathfrak{R}(\nabla f, \nabla f) = \mathcal{F}(X) - \mathcal{F}(Y^*) + \mathcal{F}(Y^*) + \mathfrak{R}(\nabla f, \nabla f).
\]
We may call the term $\mathcal{F}(X) - \mathcal{F}(Y^*)$ the “squared Hessian formula” while name the term $\mathcal{F}(Y^*) + \mathfrak{R}(\nabla f, \nabla f) + \mathfrak{R}(\nabla f, \nabla f)$ the “Ricci curvature type tensor”. This optimal choice of Bochner’s formula is left for future works. See Remark 14 in the Appendix for an example of the optimal Bochner’s formula.

5.3. Proof of Step 1.

Proposition 8. The following equality holds.
\[
\frac{d}{dt} \mathcal{I}_{a,z}(p||\pi) = -2 \int \Gamma_{2,a,z,\gamma}(\log \frac{p}{\pi}, \log \frac{p}{\pi}) pdx,
\]
where $p$ is the solution of Fokker-Planck equation (2).

Proof. The proof combines calculations in [22, 23]. We first present the outline of the proof here. Denote
\[
\mathcal{I}_{a,z}(p||\pi) = \mathcal{I}_a(p||\pi) + \mathcal{I}_z(p||\pi),
\]
where
\[ I_a(p||\pi) = \int (\nabla \log \frac{p}{\pi}, aa^T \nabla \log \frac{p}{\pi})pdx, \quad I_z(p||\pi) = \int (\nabla \log \frac{p}{\pi}, zz^T \nabla \log \frac{p}{\pi})pdx. \]

We observe the following facts.

**Claim 0:**
\[ \frac{d}{dt} I_a(p||\pi) = -2 \int (\overline{\Gamma}_2 + \nabla I_a)(\log \frac{p}{\pi}, \log \frac{p}{\pi})pdx, \]
and
\[ \frac{d}{dt} I_z(p||\pi) = -2 \int (\overline{\Gamma}_2 \log \frac{p}{\pi}, \log \frac{p}{\pi})pdx. \]

From the Claim 0, we obtain
\[ \frac{d}{dt} I_{a,z}(p||\pi) = \frac{d}{dt} I_a(p||\pi) + \frac{d}{dt} I_z(p||\pi) = -2 \int \Gamma_{a,z}(\log \frac{p}{\pi}, \log \frac{p}{\pi})pdx, \]
which finishes the proof. Next, we prove Claim 0 in details. Denote that \( p \) solves the Fokker-Planck equation (2) and let \( L^* \) be the forward Kolmogorov operator.

Firstly, the dissipation of \( I_a(p||\pi) \) follows
\[
\begin{align*}
\frac{d}{dt} I_a(p||\pi) & = \frac{d}{dt} \int \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})pdx \\
& = \int \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})\partial_t p + 2\Gamma_1(\partial_t \log \frac{p}{\pi}, \log \frac{p}{\pi})pdx \\
& = \int \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})\partial_t p + 2\Gamma_1(\frac{\partial p}{p}, \log \frac{p}{\pi})pdx \\
& = \int \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})\partial_t p - 2 \nabla \cdot (paa^T \nabla \log \frac{p}{\pi}) \partial_t pdx \\
& = \int \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})\partial_t p - 2 \left( \langle \nabla \log p, aa^T \nabla \log \frac{p}{\pi} \rangle + \nabla \cdot (aa^T \nabla \log \frac{p}{\pi}) \right) \partial_t pdx \\
& = \int \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})\partial_t p - 2 \left( \langle \nabla \log p, aa^T \nabla \log \frac{p}{\pi} \rangle + L \log \frac{p}{\pi} \right) \partial_t pdx \\
& = -2 \int \left\{ \frac{1}{2} \nabla \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})\partial_t p + \overline{L} \log \frac{p}{\pi} \partial_t p \right\} dx \\
& = -2 \int \left\{ \frac{1}{2} \nabla \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})\nabla \cdot (p\gamma) + \overline{L} \log \frac{p}{\pi} \cdot (p\gamma) \\
& \quad + \frac{1}{2} \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})\overline{L}^* p + \overline{L} \log \frac{p}{\pi} \overline{L}^* p \right\} dx \\
& = -2 \int \left\{ \frac{1}{2} \nabla \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})\gamma + \overline{L} \log \frac{p}{\pi} \nabla \log \frac{p}{\pi} \right\} dx \\
& = -2 \int \left\{ \frac{1}{2} \nabla \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi})\gamma + \overline{L} \log \frac{p}{\pi} \nabla \log \frac{p}{\pi} \right\} dx \\
& = -2 \int \left\{ \Gamma_{I_a}(\log \frac{p}{\pi}, \log \frac{p}{\pi}) + \overline{L} \log \frac{p}{\pi} \right\} dx.
\end{align*}
\]
In above derivations, we apply the following fact:
\[
\nabla \cdot (p\gamma) = p \left( (\nabla \log p, \gamma) + \nabla \gamma \right) = p (\nabla \log \frac{p}{\pi}, \gamma),
\]
where we use the identity \(\nabla \cdot (\pi \gamma) = \pi \left( (\nabla \log \pi, \gamma) + \nabla \gamma \right) = 0.\)

Secondly, we compute the dissipation of \(\mathcal{I}_z(p||\pi).\) Denote
\[
\tilde{L}_z = (\nabla \log \pi, zz^T \nabla) + \nabla \cdot (zz^T \nabla).
\]
Hence
\[
\frac{d}{dt} \mathcal{I}_z(p||\pi)
= \int \Gamma^z_1(\log \frac{p}{\pi}, \log \frac{p}{\pi}) p dx
= \int \Gamma^z_1(\log \frac{p}{\pi}, \log \frac{p}{\pi}) \partial_t p + 2\Gamma^z_1(\partial_t \log \frac{p}{\pi}, \log \frac{p}{\pi}) p dx
= \int \Gamma^z_1(\log \frac{p}{\pi}, \log \frac{p}{\pi}) \partial_t p - 2 \left( \nabla \cdot (pzz^T \nabla \log \frac{p}{\pi}) \right) \partial_t p dx
= \int \Gamma^z_1(\log \frac{p}{\pi}, \log \frac{p}{\pi}) \partial_t p - 2 \left( (\nabla \log \frac{p}{\pi}, zz^T \nabla \log \frac{p}{\pi}) + \tilde{L}_z \log \frac{p}{\pi} \right) \partial_t p dx
= -2 \int \left\{ \frac{1}{2} \Gamma^z_1(\log \frac{p}{\pi}, \log \frac{p}{\pi}) \partial_t p + \tilde{L}_z \log \frac{p}{\pi} \partial_t p \right\} dx
\]
We note that the above formula can not be used to derive Bochner’s formula. Since the related third derivative tensors can not be eliminated. To handle this issue, we present the following equality
\[
\int \left\{ \frac{1}{2} \tilde{L}_z \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi}) - \Gamma_1(\tilde{L}_z \log \frac{p}{\pi}, \log \frac{p}{\pi}) \right\} p dx = \int \tilde{\Gamma}^z_{2,\pi}(\log \frac{p}{\pi}, \log \frac{p}{\pi}) p dx. \tag{35}
\]
The identity (35) has been derived in \([22, \text{Proposition 5.11}].\) For completeness of this paper, we also present its derivation here. Notice that
\[
\frac{1}{2} \tilde{L}_z \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi}) - \Gamma_1(\tilde{L}_z \log \frac{p}{\pi}, \log \frac{p}{\pi})
= \frac{1}{2} \tilde{L}_z \Gamma_1(\log \frac{p}{\pi}, \log \frac{p}{\pi}) - \Gamma^z_1(\tilde{L} \log \frac{p}{\pi}, \log \frac{p}{\pi}) + \Gamma^z_1(\tilde{L} \log \frac{p}{\pi}, \log \frac{p}{\pi}) - \Gamma_1(\tilde{L}_z \log \frac{p}{\pi}, \log \frac{p}{\pi}).
\]
We next claim that
\[
\int \left\{ \Gamma_1^z (\tilde{L} \log \frac{P}{\pi}, \log \frac{P}{\pi}) - \Gamma_1 (L_2 \log \frac{P}{\pi}, \log \frac{P}{\pi}) \right\} p dx \n\]
\[
= \int \left\{ \text{div}_z^v \left( \Gamma_1, \nabla (aa^T) \left( \log \frac{P}{\pi}, \log \frac{P}{\pi} \right) \right) - \text{div}_a^v \left( \Gamma_1, \nabla (zz^T) \left( \log \frac{P}{\pi}, \log \frac{P}{\pi} \right) \right) \right\} p dx.
\]

We derive it as follows. Firstly,
\[
\int \Gamma_1^z (\tilde{L} \log \frac{P}{\pi}, \log \frac{P}{\pi}) p dx \n\]
\[
= \int \Gamma_1^x \left( \nabla \log \frac{P}{\pi}, aa^T \nabla \log \frac{P}{\pi} \right) + \nabla \cdot \left( aa^T \nabla \log \frac{P}{\pi}, \log \frac{P}{\pi} \right) p dx \n\]
\[
= \int \Gamma_1^x \left( \Gamma_1 (\log \pi, \log \frac{P}{\pi}), \log \frac{P}{\pi} \right) p + \Gamma_1^z \left( \nabla \cdot (aa^T \nabla \log \frac{P}{\pi}, \log \frac{P}{\pi}) \right) p dx \n\]
\[
= \int \Gamma_1^z \left( \Gamma_1 (\log \pi, \log \frac{P}{\pi}), \log \frac{P}{\pi} \right) p dx - \int \nabla \cdot (aa^T \nabla \log \frac{P}{\pi}) \nabla \cdot (pz^T \nabla \log \frac{P}{\pi}) p dx.
\]

We note that the second term in the above formula can be written below.
\[
= - \int \nabla \cdot (aa^T \nabla \log \frac{P}{\pi}) \nabla \cdot (pz^T \nabla \log \frac{P}{\pi}) p dx \n\]
\[
= - \int \nabla \cdot \left( \frac{1}{p} aa^T \nabla \log \frac{P}{\pi} \right) \nabla \cdot (pz^T \nabla \log \frac{P}{\pi}) p dx \n\]
\[
= - \int \left( \pi \nabla \log \frac{P}{\pi}, aa^T \nabla \log \frac{P}{\pi} \right) + \frac{1}{p} \nabla \cdot (aa^T \nabla \log \frac{P}{\pi}) \nabla \cdot (pz^T \nabla \log \frac{P}{\pi}) p dx \n\]
\[
= \int \left\{ \left( \nabla \log \frac{P}{\pi}, aa^T \nabla \log \frac{P}{\pi} \right) \nabla \cdot (pz^T \nabla \log \frac{P}{\pi}) + \left< \nabla \log \pi, aa^T \nabla \log \frac{P}{\pi} \right> \nabla \cdot (pz^T \nabla \log \frac{P}{\pi}) \frac{1}{p} \nabla \cdot (\pi aa^T \nabla \log \frac{P}{\pi}) \nabla \cdot (\pi zz^T \nabla \log \frac{P}{\pi}) \right\} p dx \n\]
\[
= \int \left\{ - \Gamma_1^z (\Gamma_1 (\log \frac{P}{\pi}, \log \frac{P}{\pi}), \log \frac{P}{\pi}) - \Gamma_1^z (\Gamma_1 (\log \pi, \log \frac{P}{\pi}), \log \frac{P}{\pi}) p \right. \n\]
\[
\left. - \frac{1}{p} \nabla \cdot (\pi aa^T \nabla \log \frac{P}{\pi}) \nabla \cdot (\pi zz^T \nabla \log \frac{P}{\pi}) \right\} dx.
\]
We observe that

\[- \int \Gamma_z (\Gamma (\log \frac{P}{\pi}, \log \frac{P}{\pi}), \log \frac{P}{\pi}) \, dx \]

\[= - \int \nabla^2 \log \frac{P}{\pi} (a a^T \nabla \log \frac{P}{\pi}, z z^T \nabla \log \frac{P}{\pi}) \, dx \]

\[+ \int \frac{1}{\pi} \nabla \cdot (z z^T \Gamma (\log \frac{P}{\pi}, \log \frac{P}{\pi})) \, dx. \]

Combining the above three formulas, we have

\[\int \Gamma_z (\tilde{L} \log \frac{P}{\pi}, \log \frac{P}{\pi}) \, dx \]

\[= \int \frac{1}{\pi} \nabla \cdot (z z^T \Gamma (\log \frac{P}{\pi}, \log \frac{P}{\pi})) \, dx \]

\[\quad - \int \nabla^2 \log \frac{P}{\pi} (a a^T \nabla \log \frac{P}{\pi}, z z^T \nabla \log \frac{P}{\pi}) \, dx \]

\[= \int \frac{1}{\pi} \nabla \cdot (\pi a a^T \nabla \frac{P}{\pi}) \nabla \cdot (\pi z z^T \nabla \frac{P}{\pi}) \, dx. \]

Secondly, by switching the order of \(a\) and \(z\), we have

\[\int \Gamma_z (\tilde{L} \log \frac{P}{\pi}, \log \frac{P}{\pi}) \, dx \]

\[= \int \frac{1}{\pi} \nabla \cdot (a a^T \Gamma (\log \frac{P}{\pi}, \log \frac{P}{\pi})) \, dx \]

\[\quad - \int \nabla^2 \log \frac{P}{\pi} (a a^T \nabla \log \frac{P}{\pi}, z z^T \nabla \log \frac{P}{\pi}) \, dx \]

\[= \int \frac{1}{\pi} \nabla \cdot (\pi a a^T \nabla \frac{P}{\pi}) \nabla \cdot (\pi z z^T \nabla \frac{P}{\pi}) \, dx. \]

By subtracting the above two items, we derive the information Gamma z operator.

5.4. **Proof of Step 2.** We first introduce the following definition.
**Definition 3.** For any vector field $U \in C^\infty(\mathbb{R}^{n+m})$, we define vectors $C, F, G, V^a \in \mathbb{R}^{(n+m)^2 \times 1}$, $D \in \mathbb{R}^{n \times 1}$ and $E \in \mathbb{R}^{(n \times m) \times 1}$ as below. For $i, k = 1, \cdots, n+m,$

\[
C_{ik} = \sum_{i,k=1}^{n} \left( a^T_{ii} a^T_{kk} - a^T_{ik} a^T_{ki} \right) a^T_k U, \quad D_{ik} = a^T_i \nabla a^T_k U,
\]

\[
F_{ik} = \sum_{i=1}^{n} \sum_{k=1}^{m} \left( a^T_{ii} z^2_k \nabla a^T_{kk} - z^T_k \nabla a^T_{ki} z^T_k \right) a^T_k U, \quad E_{ik} = a^T_i \nabla z^2_k U,
\]

\[
G_{ik} = \sum_{i=1}^{n} \sum_{k=1}^{m} \left( z^T_k \nabla a^T_{ii} a^T_k U + a^T_{ii} z^T_k \nabla a^T_{ki} U \right) - \left( a^T_i a^T_k \nabla z^T_k z^T_k U + z^T_k a^T_{ii} a^T_k \nabla z^T_k U \right),
\]

\[
V^a_{ik} = -\frac{1}{2} \sum_{i=1}^{n} \gamma_k a^T_{ii} (a^T_k U) + \frac{1}{2} \sum_{k=1}^{n} a^T_k a^T_{ki} (U, \gamma).
\]

We further divide all needed calculations into the following steps. Let $U = \nabla f$ in Definition 3. We have the following facts.

**Proposition 9.** Denote $f = \log \frac{p}{\pi}$. Then

\[
\int \Gamma_{I_n}(f, f)pdx = \int \mathcal{R}_\gamma(\nabla f, \nabla f)pdx, \quad \int \Gamma_{I_2}(f, f)pdx = \int \mathcal{R}_\gamma(\nabla f, \nabla f)pdx.
\]

**Proof** We show the proof of the case $\int [\Gamma_{I_n}(f, f) + \Gamma_{I_2}(f, f)]pdx$ below. For $f = \log \frac{p}{\pi}$, we have

\[
\int \Gamma_{I_n}(f, f)pdx
\]

\[
= \int \left[ (\nabla f + \nabla z \nabla f) (\nabla f, \gamma) - \frac{1}{2} (\nabla (\Gamma_1(f, f) + \Gamma_2(f, f)), \gamma) \right]pdx
\]

\[
= \int \left[ \nabla \cdot ((aa^T + zz^T) \nabla f) (\nabla f, \gamma) + \langle \nabla f, \gamma \rangle \langle \nabla f, (aa^T + zz^T) \nabla \log \pi \rangle \right]pdx
\]

\[
+ \int \frac{1}{2} \nabla \cdot (\gamma \nabla f) (\nabla f, (aa^T + zz^T) \nabla f)dx
\]

\[
= \int \left[ \nabla \cdot ((aa^T + zz^T) \nabla f) (\nabla f, \gamma) + \langle \nabla f, \gamma \rangle \langle \nabla f, (aa^T + zz^T) \nabla \log \pi \rangle \right]pdx
\]

\[
+ \int \frac{1}{2} \langle \nabla f, \gamma \rangle \langle \nabla f, (aa^T + zz^T) \nabla f \rangle dx
\]

where we use the fact $\nabla \cdot (p \gamma) = \frac{\nabla \cdot (p \gamma)}{p} p = (\langle \nabla \log p, \gamma \rangle + \nabla \cdot \gamma)p = (\nabla f, \gamma)p$. Notice that

\[
\int \nabla \cdot ((aa^T + zz^T) \nabla f) (\nabla f, \gamma)pdx
\]

\[
= - \int \left[ \langle (aa^T + zz^T) \nabla f, \nabla \log p \rangle (\nabla f, \gamma) + \langle (aa^T + zz^T) \nabla f, \nabla^2 f \gamma \rangle \right]pdx
\]

\[
- \int \langle (aa^T + zz^T) \nabla f, \nabla \gamma \nabla f \rangle pdx.
\]
Combining the above two terms, we have
\[
\int \Gamma_{I_{a,z}}(f, f) p \, dx
= \int -\frac{1}{2} (\nabla f, \gamma)(\nabla f, (aa^T + zz^T)\nabla f) p
- \int \left[ \langle (aa^T + zz^T)\nabla f, \nabla \gamma \nabla f \rangle + \langle (aa^T + zz^T)\nabla f, \nabla^2 f \gamma \rangle \right] p \, dx
= \int -\frac{1}{2} \langle \nabla p, \gamma \rangle \langle \nabla f, (aa^T + zz^T)\nabla f \rangle p
\]
In other words,
\[
\int \Gamma_{I_{a,z}}(f, f) p \, dx
= \int -\frac{1}{2} \langle \nabla \log \pi, \gamma \rangle \langle \nabla f, (aa^T + zz^T)\nabla f \rangle p
\]
where we use the fact \( \nabla \cdot (\pi \gamma) \pi = \langle \nabla \log \pi, \gamma \rangle + \nabla \cdot \gamma = 0 \). The proof is completed.

**Proposition 10.** For any \( f \in C^\infty(\mathbb{R}^{n+m}) \), we have
\[
\Gamma_{I_a}(f, f) = \mathfrak{R}_{I_a}(\nabla f, \nabla f) + 2V^T_a X.
\]

**Proof** From our definition,
\[
\Gamma_{I_a}(f, f) = \langle \nabla f, \gamma(x) \rangle \tilde{L} f - \frac{1}{2} \langle \nabla \Gamma_1(f, f), \gamma(x) \rangle.
\]
We look at the first term by
\[
\langle \nabla f, \gamma \rangle \tilde{L} f = \langle \nabla f, \gamma \rangle \Delta_a f + \langle \nabla f, \gamma \rangle (aa^T \nabla \log \pi, \nabla f)
= \langle \nabla f, \gamma \rangle \left[ (\nabla a) \circ (a^T \nabla f) + \sum_{i=1}^n a_i^T \nabla a_i^T \nabla f + \sum_{i=1}^n a_i^T a_i^T \nabla^2 f \right]
\]
where we use the fact that
\[
\Delta_a f = \nabla \cdot (aa^T \nabla f)
= (\nabla a) \circ (a^T \nabla f) + a^T \nabla \circ (a^T \nabla f)
= (\nabla a) \circ (a^T \nabla f) + \sum_{i=1}^n a_i^T \nabla a_i^T \nabla f + \sum_{i=1}^n a_i^T a_i^T \nabla^2 f.
\]
We further reformulate the cross terms as below:

\[ \langle \nabla f, \gamma \rangle \sum_{i=1}^{n} a_i^T a_i \nabla^2 f = \langle \nabla f, \gamma \rangle \sum_{i=1}^{n} a_i^T a_i \frac{\partial^2 f}{\partial x_i \partial x_k}. \]

As for the second term, we have

\[
\frac{1}{2} \gamma \nabla \Gamma_1(f, f) = \frac{1}{2} \sum_{k=1}^{n+m} \gamma_k \frac{\partial}{\partial x_k} \langle a^T \nabla f, a^T \nabla f \rangle_{\mathbb{R}^n}
\]

\[
= \sum_{k,i=1}^{n+m} (\gamma_k \frac{\partial a_i^T}{\partial x_k} \frac{\partial f}{\partial x_i} + \gamma_k a_i^T \frac{\partial^2 f}{\partial x_k \partial x_i})(a_i^T \nabla f),
\]

\[
= \sum_{k,i=1}^{n+m} \gamma_k \nabla_{x_k} a_i^T \nabla f(a_i^T \nabla f) + \sum_{i=1}^{n} \sum_{k=1}^{n} \gamma_k a_i^T \nabla^2 f(a_i^T \nabla f).
\]

Combining the above terms and applying Definition (3), we derive \( \Gamma_a(f, f) \).

**Proposition 11.** For any \( f \in C^\infty(\mathbb{R}^{n+m}) \), we have

\[
\tilde{\Gamma}_2^a(f, f) = (QX + D)^T(QX + D) + 2C^T X + \mathfrak{R}_a(\nabla f, \nabla f),
\]

\[
\tilde{\Gamma}_2^z(f, f) = (PX + E)^T(PX + E) + 2F^T X + \mathfrak{R}_z(\nabla f, \nabla f),
\]

\[
\text{div}^x_2(\Gamma_{(aa^T)f}, f) - \text{div}^z_2(\Gamma_{(zz^T)f}, f) = \mathfrak{R}_a(\nabla f, \nabla f) + 2G^T X.
\]

The detailed derivations of the above propositions are given in the following lemmas.

For the convenience of notation, we recall the operator \( \tilde{L} \) as below:

\[
\tilde{L} f = \Delta_a f + \langle aa^T \nabla \log \pi, \nabla f \rangle,
\]

with

\[
\Delta_a f = \nabla \cdot (aa^T \nabla f),
\]

and

\[
\Gamma_{2,a} = \frac{1}{2} \Delta_a \Gamma_1(f, f) - \Gamma_1(\Delta_a f, f).
\]

5.4.1. **Derivation of \( \tilde{\Gamma}_2(f, f) \).**

**Lemma 4.**

\[
\tilde{\Gamma}_2(f, f) = \Gamma_{2,a}(f, f) + \sum_{i=1}^{n} \sum_{k=1}^{n+m} \left[ (aa^T \nabla \log \pi)_k \nabla_{k\hat{k}} a_i^T \nabla f - a_i^T \nabla (aa^T \nabla \log \pi)_k \nabla_{k\hat{k}} f \right] a_i^T \nabla f.
\]

**Proof.** From our definition, one can get

\[
\tilde{\Gamma}_2(f, f) = \Gamma_{2,a}(f, f) + \frac{1}{2} \langle aa^T \nabla \log \pi, \nabla \Gamma_1(f, f) \rangle - \Gamma_1(aa^T \nabla \log \pi, \nabla f), f),
\]
where we take $b = aa^T \nabla \log \pi$. We obtain
\[
\frac{1}{2} b \nabla \Gamma_1(f, f) = \frac{1}{2} \sum_{k=1}^{n+m} b_k \frac{\partial}{\partial x_k} (\langle a^T \nabla f, a^T \nabla f \rangle_{\mathbb{R}^n})
\]
\[
= \sum_{k,i=1}^{n+m} \sum_{i=1}^{n} (b_k \frac{\partial a^T_{ii}}{\partial x_k} \frac{\partial f}{\partial x_i} + b_k a^T_{ii} \frac{\partial^2 f}{\partial x_k \partial x_i}) (a^T \nabla f)_i,
\]
and
\[
-\Gamma_1(b \nabla f, f) = -\langle a^T \nabla (b \nabla f), a^T \nabla f \rangle_{\mathbb{R}^n}
\]
\[
= -\sum_{i=1}^{n} \sum_{k,i=1}^{n+m} \left( a^T_{ii} \frac{\partial b_k}{\partial x_k} \frac{\partial f}{\partial x_i} + a^T_{ii} b_k \frac{\partial^2 f}{\partial x_k \partial x_i} \right) (a^T \nabla f)_i.
\]
Summing over all the terms, we have
\[
\tilde{\Gamma}_2(f, f) = \Gamma_{2,0}(f, f) + \sum_{k,i=1}^{n+m} \sum_{i=1}^{n} \left( a^T \nabla \log \pi)_k \nabla_k a^T_{ii} \nabla_i f - a^T_i \nabla (a^T \nabla \log \pi)_k \nabla_k f \right) a^T_i \nabla f.
\]

**Lemma 5.**
\[
\frac{1}{2} \Delta_a \Gamma_1(f, f) - \Gamma_1(\Delta_a f, f)
\]
\[
= \frac{1}{2} (a^T \nabla \circ (a^T \nabla |a^T \nabla f|^2)) - \langle a^T \nabla ((a^T \nabla) \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n}
\]
\[
+ \nabla a \circ \left( \sum_{k=1}^{n} \left[ a^T \nabla a^T_k \nabla f - a_k \nabla a^T \nabla f \right] a_k^T \nabla f \right) - \langle \left( a^T \nabla^2 a \circ (a^T \nabla f) \right), a^T \nabla f \rangle_{\mathbb{R}^n}.
\]

**Proof** [Proof of Lemma 5] According to our definition, we have
\[
\Delta_a \Gamma_1(f, f) = \nabla \cdot (a a^T |a^T \nabla f|^2)
\]
\[
= \nabla a \circ (a^T \nabla |a^T \nabla f|^2) + (a^T \nabla) \circ (a^T \nabla |a^T \nabla f|^2).
\]
Similarly, we have
\[
\nabla \cdot (a a^T \nabla f) = \nabla a \circ (a^T \nabla f) + (a^T \nabla) \circ (a^T \nabla f),
\]
which gives us
\[
\Gamma_1(\Delta_a f, f) = \langle a^T \nabla (\nabla \cdot (a a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n},
\]
\[
= \langle a^T \nabla (\nabla a \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n} + \langle a^T \nabla ((a^T \nabla) \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n}
\]
\[
= \langle \left( a^T \nabla^2 a \circ (a^T \nabla f) \right), a^T \nabla f \rangle_{\mathbb{R}^n} + \langle \left( \nabla a \circ (a^T \nabla (a^T \nabla f)) \right), a^T \nabla f \rangle_{\mathbb{R}^n}
\]
\[
+ \langle a^T \nabla ((a^T \nabla) \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n}.
\]
Combining the above terms, we get

\[
\frac{1}{2} \Delta_a \Gamma_1(f, f) - \Gamma_1(\Delta_a f, f)
\]

\[
= \frac{1}{2} \langle a^T \nabla \circ (a^T \nabla |a^T \nabla f|^2) \rangle - \langle a^T \nabla ((a^T \nabla) \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n} + \frac{1}{2} \nabla a \circ (a^T \nabla |a^T \nabla f|^2)
\]

\[
-\langle (a^T \nabla^2 a \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n} - \langle (\nabla a \circ (a^T \nabla (a^T \nabla f))), a^T \nabla f \rangle_{\mathbb{R}^n} \cdots \II
\]

Recalling the fact \( a^T_{ii} = a_{ii} \), we have

\[
I = \frac{1}{2} \nabla a \circ (a^T \nabla |a^T \nabla f|^2)
\]

\[
= \nabla a \circ \left( \sum_{k=1}^{n} a^T \nabla (a^T_k \nabla f) a^T_k \nabla f \right)
\]

\[
= \nabla a \circ \left( \sum_{k=1}^{n} a^T \nabla a^T_k \nabla f a^T_k \nabla f \right) + \nabla a \circ \left( \sum_{k=1}^{n} a^T \nabla^2 a^T_k \nabla f a^T_k \nabla f \right),
\]

and

\[
II = -\langle (a^T \nabla^2 a \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n} - \sum_{k=1}^{n} \left( \nabla a \circ (a^T_k \nabla (a^T \nabla f)) \right) a^T_k \nabla f
\]

\[
= -\langle (a^T \nabla^2 a \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n} - \sum_{k=1}^{n} \left( \nabla a \circ (a^T_k \nabla^2 a^T f) \right) a^T_k \nabla f
\]

\[
- \sum_{k=1}^{n} \left( \nabla a \circ (a^T_k \nabla a^T \nabla f) \right) a^T_k \nabla f.
\]

Subtracting the above two terms, we obtain

\[
I - II = \nabla a \circ \left( \sum_{k=1}^{n} \left[ a^T \nabla a^T_k \nabla f - a^T_k \nabla a^T \nabla f \right] a^T_k \nabla f \right) - \langle (a^T \nabla^2 a \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n}.
\]

We now derive the following step

\[
\frac{1}{2} \Delta_a \Gamma_1(f, f) - \Gamma_1(\Delta_a f, f)
\]

\[
= \frac{1}{2} \langle a^T \nabla \circ (a^T \nabla |a^T \nabla f|^2) \rangle - \langle a^T \nabla ((a^T \nabla) \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n}
\]

\[
+ \nabla a \circ \left( \sum_{k=1}^{n} \left[ a^T \nabla a^T_k \nabla f - a^T_k \nabla a^T \nabla f \right] a^T_k \nabla f \right) - \langle (a^T \nabla^2 a \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n}.
\]

The proof is completed.
Lemma 6.

\[
\frac{1}{2}(a^T \nabla \circ (a^T \nabla |a^T \nabla f|^2)) - \langle a^T \nabla((a^T \nabla) \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n} = [QX + D]^T[QX + D] + 2C^T X \\
+ \sum_{i,k=1}^n a_i^T \nabla a_i^T \nabla a_k^T \nabla f(a_k^T \nabla f) + \sum_{i,k=1}^n a_i^T a_i^T \nabla^2 a_k^T \nabla f(a_k^T \nabla f) \\
- \sum_{i,k=1}^n a_k^T a_i^T \nabla a_i^T \nabla f(a_k^T \nabla f) - \sum_{i,k=1}^n a_k^T a_i^T \nabla^2 a_i^T \nabla f(a_k^T \nabla f),
\]

where the vectors C, D and the matrix Q are defined in Definition 6 and formula (34).

Proof [Proof of Lemma 6]

\[
\frac{1}{2}(a^T \nabla \circ (a^T \nabla |a^T \nabla f|^2)) - \langle a^T \nabla((a^T \nabla) \circ (a^T \nabla f)), a^T \nabla f \rangle_{\mathbb{R}^n} = \frac{1}{2} \sum_{i,k=1}^n (a_i^T \nabla)(a_i^T \nabla) |a_k^T \nabla f|^2 - \sum_{i,k=1}^n (a_k^T \nabla)(a_i^T \nabla)(a_i^T \nabla f)(a_k^T \nabla f) \\
= \frac{1}{2} \sum_{i,k=1}^n a_i^T \nabla[(a_i^T \nabla)(a_k^T \nabla f)(a_i^T \nabla f)] - \sum_{i,k=1}^n (a_k^T \nabla)(a_i^T \nabla)(a_i^T \nabla f)(a_k^T \nabla f) \\
= \sum_{i,k=1}^n |(a_i^T \nabla)(a_k^T \nabla f)|^2 + \sum_{i,k=1}^n \langle (a_i^T \nabla)(a_i^T \nabla)(a_k^T \nabla f)(a_k^T \nabla f) - \sum_{i,k=1}^n (a_k^T \nabla)(a_i^T \nabla)(a_i^T \nabla f)(a_k^T \nabla f) \\
= T_1 + T_2 - T_3.
\]

We then expand T_1, T_2 and T_3.

\[
T_1 = \sum_{i,k=1}^n |(a_i^T \nabla)(a_k^T \nabla f)|^2 = \sum_{i,k=1}^n |a_i^T a_k^T \nabla^2 f + a_i^T \nabla a_k^T \nabla f|^2 \\
= \sum_{i,k=1}^n \left[|a_i^T a_k^T \nabla^2 f|^2 + 2(a_i^T a_k^T \nabla^2 f)(a_i^T \nabla a_k^T \nabla f) + |a_i^T \nabla a_k^T \nabla f|^2 \right] \\
= [QX + D]^T[QX + D],
\]

\[
T_2 = \sum_{i,k=1}^n \langle (a_i^T \nabla)(a_i^T \nabla)(a_k^T \nabla f)(a_k^T \nabla f) \\
= \sum_{i,k=1}^n a_i^T a_i^T a_k^T \nabla^3 f(a_k^T \nabla f) + \sum_{i,k=1}^n a_i^T \nabla a_i^T \nabla a_k^T \nabla f(a_k^T \nabla f) + \sum_{i,k=1}^n a_i^T a_i^T \nabla^2 a_k^T \nabla f(a_k^T \nabla f) \\
+ 2 \sum_{i,k=1}^n a_i^T a_i^T \nabla a_k^T \nabla^2 f(a_k^T \nabla f) + \sum_{i,k=1}^n a_i^T \nabla a_i^T \nabla^2 f(a_k^T \nabla f),
\]

\[
T_3 = \sum_{i,k=1}^n \langle (a_i^T \nabla)(a_k^T \nabla f)(a_i^T \nabla f)(a_k^T \nabla f) \\
= \sum_{i,k=1}^n a_i^T a_i^T \nabla a_k^T \nabla^2 f(a_k^T \nabla f) + \sum_{i,k=1}^n a_i^T \nabla a_i^T a_k^T \nabla^2 f(a_k^T \nabla f) \\
+ \sum_{i,k=1}^n a_i^T a_i^T \nabla^2 a_k^T \nabla^2 f(a_k^T \nabla f) + \sum_{i,k=1}^n a_i^T \nabla a_i^T \nabla^2 a_k^T \nabla^2 f(a_k^T \nabla f).
\]
and
\[ T_3 = \sum_{i,k=1}^{n} (a_k^T \nabla^3 f(a_k^T \nabla f)) = 2 \sum_{i,k=1}^{n} a_k^T \nabla^2 a_i^T \nabla f(a_k^T \nabla f) + 2 \sum_{i,k=1}^{n} a_k^T \nabla a_i^T \nabla^2 f(a_k^T \nabla f). \]

Combing the above three terms, we have the following equality:
\[ T_1 + T_2 - T_3 = \sum_{i=1}^{n} a_i^T \nabla a_i^T \nabla a_k^T \nabla f(a_k^T \nabla f) + \sum_{i,k=1}^{n} a_k^T \nabla^2 a_i^T \nabla f(a_k^T \nabla f) - \sum_{i,k=1}^{n} a_k^T \nabla a_i^T \nabla f(a_k^T \nabla f) - \sum_{i,k=1}^{n} a_k^T \nabla a_i^T \nabla^2 f(a_k^T \nabla f) + |QX + D|^T [QX + D] + 2 \sum_{i,k=1}^{n} a_i^T \nabla a_k^T \nabla^2 f(a_k^T \nabla f) - 2 \sum_{i,k=1}^{n} a_k^T \nabla a_i^T \nabla^2 f(a_k^T \nabla f). \]

Furthermore, we investigate the last two terms in the above formula:
\[
2 \sum_{i,k=1}^{n} a_i^T \nabla a_k^T \nabla^2 f(a_k^T \nabla f) - 2 \sum_{i,k=1}^{n} a_k^T \nabla a_i^T \nabla^2 f(a_k^T \nabla f) = 2 \sum_{i,k=1}^{n} \left[ \sum_{l=1}^{n} \sum_{i'=1}^{n+m} \left( a_{i,l}^T a_{i',l}^T \frac{\partial}{\partial x_{i'}} \right), \left( a^T \nabla)_k f \right) - \left( a_{k,i}^T a_{k,i}^T \frac{\partial}{\partial x_{i}}, \left( a^T \nabla)_k f \right) \right] \frac{\partial}{\partial x_{i}} \frac{\partial f}{\partial x_k} = 2 \sum_{i,k=1}^{n} 2C_{ik} \frac{\partial^2 f}{\partial x_i \partial x_k} = 2C^T X,
\]

which completes the proof.

5.4.2. Derivation of $\Gamma_{2,z}(f,f)$ calculus. As in the proof of $\Gamma_2(f,f)$, we give the proofs for the key lemmas below.

Lemma 7.
\[
\Gamma_{2,z}^z(f,f) = \frac{1}{2} \Delta_a \Gamma_1^z(f,f) - \Gamma_1^z(\Delta_a f, f)
+ \sum_{i=1}^{n} \sum_{k=1}^{n+m} \left[ (aa^T \nabla \log \pi)_k \nabla z_i^T \nabla f - z_i^T \nabla (aa^T \nabla \log \pi)_k \nabla f \right] z_i^T \nabla f.
\]
Proof | Proof of Lemma 7 | From our definition, one can get
\[ \bar{\Gamma}_2(f, f) = \frac{1}{2} \Delta_a \Gamma^z_1 - \Gamma^z_1(\Delta_a f, f) + \frac{1}{2} \langle aa^T \nabla \log \pi, \nabla \Gamma^z_1(f, f) \rangle - \Gamma^z_1(\langle aa^T \nabla \log \pi, \nabla f \rangle, f), \]
where we take \( b = aa^T \nabla \log \pi \). We obtain
\[ \frac{1}{2} b \nabla \Gamma^z_1(f, f) = \frac{1}{2} \sum_{k=1}^{n+m} b_k \frac{\partial}{\partial x_k} (\langle z^T \nabla f, z^T \nabla f \rangle_{\mathbb{R}^m}) \]
\[ = \sum_{k, i=1}^{n+m} \sum_{i=1}^{m} (\frac{\partial z^T}{\partial x_k} \frac{\partial f}{\partial x_i} + \frac{\partial^2 f}{\partial x_k \partial x_i})(z^T \nabla f)_i, \]
and
\[ -\Gamma^z_1(b \nabla f, f) = -\langle z^T \nabla (b \nabla f), z^T \nabla f \rangle_{\mathbb{R}^m} \]
\[ = -\sum_{i=1}^{m} \sum_{k, i=1}^{n+m} (z^T \frac{\partial b_k}{\partial x_i} \frac{\partial f}{\partial x_k} + z^T \frac{\partial^2 f}{\partial x_i \partial x_k})(a^T \nabla f)_i. \]
Summing over all the terms, we have
\[ \bar{\Gamma}_2(f, f) = \frac{1}{2} \Delta_a \Gamma^z_1 - \Gamma^z_1(\Delta_a f, f) \]
\[ + \sum_{i=1}^{m} \sum_{k=1}^{n+m} \left[ (aa^T \nabla \log \pi)_k \nabla z^T_i \nabla f - z^T_i \nabla (aa^T \nabla \log \pi)_k \nabla f \right] z^T_i \nabla f. \]

Lemma 8.
\[ \frac{1}{2} \Delta_a \Gamma^z_1(f, f) - \Gamma^z_1(\Delta_a f, f) \]
\[ = \frac{1}{2} \langle a^T \nabla \circ (a^T \nabla | z^T \nabla f |^2), z^T \nabla f \rangle_{\mathbb{R}^m} \]
\[ + \nabla a \circ \left( \sum_{k=1}^{m} [a^T \nabla z_k \nabla f - z_k \nabla a^T \nabla f] z_k \nabla f \right) - \langle (z^T \nabla^2 a \circ (a^T \nabla f)), z^T \nabla f \rangle_{\mathbb{R}^m}. \]

Proof | Proof of Lemma 8 | According to our definition, we have
\[ \Delta_a \Gamma^z_1(f, f) = \nabla \cdot (aa^T | z^T \nabla f |^2) \]
\[ = \nabla a \circ (a^T \nabla | z^T \nabla f |^2) + (a^T \nabla) \circ (a^T \nabla | z^T \nabla f |^2). \]
Recall that, we have
\[ \nabla \cdot (aa^T \nabla f) = \nabla a \circ (a^T \nabla f) + (a^T \nabla) \circ (a^T \nabla f). \]
According to the definition of $\Gamma_3^i$, we have

\[
\Gamma_3^i(\Delta a, f, f) = \langle z^T \nabla \cdot (aa^T \nabla f), z^T \nabla f \rangle_{\mathbb{R}^m},
\]

\[
= \langle z^T \nabla \left( (aT \nabla f) \right), z^T \nabla f \rangle_{\mathbb{R}^m} + \langle z^T \nabla (aT \nabla f), z^T \nabla f \rangle_{\mathbb{R}^m}
\]

\[
= \langle \left( z^T \nabla^2 a \circ (aT \nabla f) \right), z^T \nabla f \rangle_{\mathbb{R}^m} + \langle \left( \nabla a \circ (z^T \nabla (aT \nabla f)) \right), aT \nabla f \rangle_{\mathbb{R}^m}
\]

\[
+ \langle z^T \nabla (aT \nabla f), z^T \nabla f \rangle_{\mathbb{R}^m}.
\]

Combining the above terms, we get

\[
\frac{1}{2} \Delta a \Gamma_3^i(f, f) - \Gamma_3^i(\Delta a, f, f)
\]

\[
= \frac{1}{2} \langle aT \nabla \circ (aT \nabla |z^T \nabla f|^2) \rangle - \langle z^T \nabla (aT \nabla f), z^T \nabla f \rangle_{\mathbb{R}^m} + \frac{1}{2} \langle \nabla a \circ (aT \nabla |z^T \nabla f|^2) \rangle
\]

\[
- \langle \left( z^T \nabla^2 a \circ (aT \nabla f) \right), z^T \nabla f \rangle_{\mathbb{R}^m} - \langle \left( \nabla a \circ (z^T \nabla (aT \nabla f)) \right), z^T \nabla f \rangle_{\mathbb{R}^m} \cdots \mathbf{II}.
\]

Recalling the fact $a_{ii}^T = a_{ii}$, we have

\[
\mathbf{I}_z = \frac{1}{2} \nabla a \circ (aT \nabla |z^T \nabla f|^2)
\]

\[
= \nabla a \circ \left( \sum_{k=1}^{m} aT \nabla (z_k^T \nabla f) z_k^T \nabla f \right)
\]

\[
= \nabla a \circ \left( \sum_{k=1}^{m} aT \nabla z_k^T \nabla f z_k^T \nabla f \right) + \nabla a \circ \left( \sum_{k=1}^{m} aT z_k^T \nabla^2 f z_k^T \nabla f \right),
\]

and

\[
\mathbf{II}_z = -\langle \left( z^T \nabla^2 a \circ (aT \nabla f) \right), z^T \nabla f \rangle_{\mathbb{R}^m} - \sum_{k=1}^{m} \langle \nabla a \circ (z_k^T \nabla (aT \nabla f)) \rangle z_k^T \nabla f
\]

\[
= -\langle \left( z^T \nabla^2 a \circ (aT \nabla f) \right), z^T \nabla f \rangle_{\mathbb{R}^m} - \sum_{k=1}^{m} \langle \nabla a \circ (z_k^T aT \nabla^2 f) \rangle z_k^T \nabla f
\]

\[
- \sum_{k=1}^{m} \langle \nabla a \circ (z_k^T aT \nabla f) \rangle z_k^T \nabla f.
\]

Subtracting the above two terms, we obtain

\[
\mathbf{I}_z - \mathbf{II}_z = \nabla a \circ \left( \sum_{k=1}^{m} \left[ aT \nabla z_k^T \nabla f - z_k^T aT \nabla f \right] z_k^T \nabla f \right) - \langle \left( z^T \nabla^2 a \circ (aT \nabla f) \right), z^T \nabla f \rangle_{\mathbb{R}^m}.
\]

(42)
Pluggin (42) into (41), we get
\[
\frac{1}{2} \Delta_a \Gamma_i^z(f, f) - \Gamma_i^z(\Delta_a f, f)
= \frac{1}{2} (a^T \nabla \circ (a^T \nabla | z^T \nabla f|^2)) - \langle z^T \nabla (\langle a^T \nabla \circ (a^T \nabla f) \rangle), z^T \nabla f \rangle_{\mathbb{R}^m}
+ \nabla a \circ \left( \sum_{k=1}^{m} \left[ a^T \nabla z_k^T \nabla f - z_k^T \nabla a^T \nabla f \right] a_k^T \nabla f \right) - \langle \left( z^T \nabla^2 a \circ (a^T \nabla f) \right), z^T \nabla f \rangle_{\mathbb{R}^m}.
\]

The proof is completed. 

We further investigate the extra term explicitly in Lemma 8.

Lemma 9.
\[
\frac{1}{2} (a^T \nabla \circ (a^T \nabla | z^T \nabla f|^2)) - \langle z^T \nabla (\langle a^T \nabla \circ (a^T \nabla f) \rangle), z^T \nabla f \rangle_{\mathbb{R}^m}
= [P X + E]^T [P X + E] + 2F^T X
+ \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T \nabla a_i^T \nabla z_k^T \nabla f (z_k^T \nabla f)
+ \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T a_i^T \nabla^2 z_k^T \nabla f (z_k^T \nabla f)
- \sum_{i=1}^{n} \sum_{k=1}^{m} z_k^T \nabla a_i^T \nabla a_i^T \nabla f (z_k^T \nabla f)
- \sum_{i=1}^{n} \sum_{k=1}^{m} z_k^T a_i^T \nabla^2 a_i^T \nabla f (z_k^T \nabla f),
\]

where vectors $F$, $E$, and the matrix $P$ are defined in Definition 3 and formula (34).

Proof [Proof of Lemma 9]
\[
\frac{1}{2} (a^T \nabla \circ (a^T \nabla | z^T \nabla f|^2)) - \langle z^T \nabla (\langle a^T \nabla \circ (a^T \nabla f) \rangle), z^T \nabla f \rangle_{\mathbb{R}^m}
= \frac{1}{2} \sum_{i=1}^{n} \sum_{k=1}^{m} (a_i^T \nabla) (a_i^T \nabla) | z_k^T \nabla f |^2
- \sum_{i=1}^{n} \sum_{k=1}^{m} (z_k^T \nabla) [(a_i^T \nabla) (a_i^T \nabla f)] (z_k^T \nabla f)
= \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T \nabla [(a_i^T \nabla) (z_k^T \nabla f)] (z_k^T \nabla f)
- \sum_{i=1}^{n} \sum_{k=1}^{m} (z_k^T \nabla) [(a_i^T \nabla) (a_i^T \nabla f)] (z_k^T \nabla f)
= \sum_{i=1}^{n} \sum_{k=1}^{m} |(a_i^T \nabla) (z_k^T \nabla f)|^2
+ \sum_{i=1}^{n} \sum_{k=1}^{m} ((a_i^T \nabla) (a_i^T \nabla f) (z_k^T \nabla f)
- \sum_{i=1}^{n} \sum_{k=1}^{m} (z_k^T \nabla) [(a_i^T \nabla) (a_i^T \nabla f)] (z_k^T \nabla f)
= T_1^i + T_2^i - T_3^i.
\]
We then expand $T^z_1$, $T^z_2$ and $T^z_3$.

\[
T^z_1 = \sum_{i=1}^{n} \sum_{k=1}^{m} |(a_i^T \nabla)(z^T_k \nabla f)|^2 = \sum_{i=1}^{n} \sum_{k=1}^{m} |a_i^T z^T_k \nabla^2 f + a_i^T \nabla z^T_k \nabla f|^2 \\
= \sum_{i=1}^{n} \sum_{k=1}^{m} \left[ |a_i^T z^T_k \nabla^2 f|^2 + 2(a_i^T z^T_k \nabla^2 f)(a_i^T \nabla z^T_k \nabla f) + |a_i^T \nabla z^T_k \nabla f|^2 \right] \\
= [PX + E]^T [PX + E],
\]

\[
T^z_2 = \sum_{i=1}^{n} \sum_{k=1}^{m} \langle (a_i^T \nabla)(a_i^T \nabla)(z^T_k \nabla f) \rangle (z^T_k \nabla f)
= \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T a_i^T z^T_k \nabla^3 f(z^T_k \nabla f) + \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T \nabla a_i^T \nabla z^T_k \nabla f(z^T_k \nabla f) \\
+ \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T a_i^T \nabla^2 z^T_k \nabla f(z^T_k \nabla f) + 2 \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T a_i^T \nabla z^T_k \nabla^2 f(z^T_k \nabla f) + \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T \nabla a_i^T z^T_k \nabla^2 f(z^T_k \nabla f),
\]

and

\[
T^z_3 = \sum_{i=1}^{n} \sum_{k=1}^{m} (z^T_k \nabla)((a_i^T \nabla)(a_i^T \nabla f))(z^T_k \nabla f)
= \sum_{i=1}^{n} \sum_{k=1}^{m} z^T_k a_i^T a_i^T \nabla^3 f(z^T_k \nabla f) + \sum_{i=1}^{n} \sum_{k=1}^{m} z^T_k \nabla a_i^T \nabla a_i^T \nabla f(z^T_k \nabla f) \\
+ \sum_{i=1}^{n} \sum_{k=1}^{m} z^T_k a_i^T \nabla^2 a_i^T \nabla f(z^T_k \nabla f) + \sum_{i=1}^{n} \sum_{k=1}^{m} z^T_k \nabla a_i^T \nabla^2 f(z^T_k \nabla f) \\
+ 2 \sum_{i=1}^{n} \sum_{k=1}^{m} z^T_k \nabla a_i^T a_i^T \nabla^2 f(z^T_k \nabla f).
\]

Combing the above three terms, we have the following equality:

\[
T^z_1 + T^z_2 - T^z_3 \\
= [PX + E]^T [PX + E] \\
+ \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T \nabla a_i^T \nabla z^T_k \nabla f(z^T_k \nabla f) + \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T a_i^T \nabla^2 z^T_k \nabla f(z^T_k \nabla f) \\
- \sum_{i=1}^{n} \sum_{k=1}^{m} z^T_k \nabla a_i^T \nabla a_i^T \nabla f(z^T_k \nabla f) - \sum_{i=1}^{n} \sum_{k=1}^{m} z^T_k a_i^T \nabla^2 a_i^T \nabla f(z^T_k \nabla f) \\
+ 2 \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T a_i^T \nabla z^T_k \nabla^2 f(z^T_k \nabla f) - 2 \sum_{i=1}^{n} \sum_{k=1}^{m} z^T_k \nabla a_i^T a_i^T \nabla^2 f(z^T_k \nabla f).
\]
Furthermore, we investigate the last two terms in the above formula:

\[
2 \sum_{i=1}^{n} \sum_{k=1}^{m} a_i^T a_k^T \nabla z_k^T \nabla^2 f(z_k^T \nabla f) - 2 \sum_{i=1}^{n} \sum_{k=1}^{m} z_k^T \nabla a_i^T a_i^T \nabla^2 f(z_k^T \nabla f)
\]

\[
= 2 \sum_{i,k=1}^{n+m} \left[ \sum_{i=1}^{n} \sum_{k=1}^{m} \sum_{l=1}^{n+m} \left( a_i^T a_l^T \left( \frac{\partial z_k^T}{\partial x'} \right) (z^T \nabla)_k f - z_k^T a_i^T a_k^T \frac{\partial a_i^T}{\partial x'} (z^T \nabla)_k f \right) \right] \left( \frac{\partial}{\partial x_i} \frac{\partial f}{\partial x_k} \right)
\]

\[
= \sum_{i,k=1}^{n} 2F_{ik} \frac{\partial^2 f}{\partial x_i \partial x_k} = 2F^T X,
\]

which completes the proof.

**Remark 13.** The proof of the identity

\[
\text{div}^\pi_\gamma (\Gamma_{\nabla(aa^T)} f, f) - \text{div}^\pi_\alpha (\Gamma_{\nabla(zz^T)} f, f) = \mathcal{R}_\pi (\nabla f, \nabla f) + 2G^T X,
\]

is the same as the one in [22][Lemma 10]. We skip the proof here.

### 5.5. **Proof of Theorem 3**

Combining all the above propositions, we are now ready to prove an information Bochner’s formula.

**Proof** [Proof of Theorem 3] We show the proof in the following three steps.

**Step A:** According to the above three propositions, we have

\[
\int \left[ \Gamma_2(f, f) + \tilde{\Gamma}_2^{\pi}(f, f) + \Gamma_{\nabla \alpha}(f, f) \right] pdx
\]

\[
= \int \left[ \Gamma_2(f, f) + \tilde{\Gamma}_2^{\pi}(f, f) + (\beta + (1 - \beta)) \Gamma_{\nabla \alpha}(f, f) + \Gamma_{\nabla \gamma}(f, f) \right] pdx
\]

\[
= \int \left[ (QX + D)^T (QX + D) + 2C^T X + \mathcal{R}_{\nu}(\nabla f, \nabla f) \right] pdx
\]

\[
+ \int \left[ (PX + E)^T (PX + E) + 2F^T X + \mathcal{R}_{\nu}(\nabla f, \nabla f) + \mathcal{R}_{\gamma}(\nabla f, \nabla f) + 2G^T X \right] pdx
\]

\[
+ \int \left[ \beta (\mathcal{R}_{\nu}(\nabla f, \nabla f) + 2V_{\alpha}^T) + (1 - \beta) \mathcal{R}_{\gamma}(\nabla f, \nabla f) + \mathcal{R}_{\gamma}(\nabla f, \nabla f) \right] pdx.
\]

**Step B:** Under Assumption 11 we show that there exists vectors \( \Lambda_1, \Lambda_2 \in \mathbb{R}^{(n+m)^2 \times 1} \) such that, for any \( \beta \in \mathbb{R}^1 \),

\[
(Q^T \Lambda_1 + P^T \Lambda_2)^T X = (F + C + G + \beta V^a + Q^T D + P^T E)^T X. \tag{43}
\]

The main idea is to complete squares for all the second-order terms listed below:

\[
(QX + D)^T (QX + D) + (PX + E)^T (PX + E) + 2C^T X + 2F^T X + 2G^T X + 2V_{\delta}^T X,
\]

where the leading terms are given by

\[
X^T Q^T QX = \sum_{i,k=1}^{n} |a_i^T a_k^T \nabla^2 f|^2, \quad X^T P^T PX = \sum_{i=1}^{n} \sum_{j=1}^{m} |a_i^T z_j^T \nabla^2 f|^2.
\]

It is enough to show that the following claim holds.
Claim 1:

\[ C^T X = \sum_{i,k=1}^{n} (a_i^T a_k^T \nabla^2 f) \tilde{C}_1(U)_{ik} + \sum_{i=1}^{n} \sum_{k=1}^{m} (a_i^T z_k \nabla^2 f) \tilde{C}_2(U)_{ik}. \] (44)

We show the details for \( C^T X \) as below, and skip the details for the similar terms in \( F^T X, G^T X, V^T X \). We have

\[
C^T X = \sum_{i,k=1}^{n+m} C_{ik} \frac{\partial^2 f}{\partial x_i \partial x_k} = \sum_{i,k=1}^{n+m} \sum_{i',l=1}^{n} \left( a_i^T a_i^T \nabla a_k^T \right) a_k^T U \frac{\partial^2 f}{\partial x_i \partial x_k}.
\]

We look at the first term, \( a_i^T \nabla a_k^T = \sum_{i'=1}^{n+m} a_{i'i'}^T \nabla a_k^T \), and apply Definition [1]. Hence we derive the following expression by

\[
\sum_{i,k=1}^{n+m} \sum_{i',l=1}^{n} \left( a_i^T a_i^T \nabla a_k^T \right) a_k^T U \frac{\partial^2 f}{\partial x_i \partial x_k} = \sum_{i',k=1}^{n+m} \sum_{i,l=1}^{n} \left( a_{i'i'}^T a_k^T \lambda_{i'k} \right) a_k^T U \frac{\partial^2 f}{\partial x_i \partial x_k} + \sum_{i',k=1}^{n+m} \sum_{i,l=1}^{n} \left( a_{i'i'}^T a_k^T \lambda_{i'k} \right) a_k^T U \frac{\partial^2 f}{\partial x_i \partial x_k}.
\]

We have a similar expansion for the second term of \( C^T X \). Thus

\[
\tilde{C}_1(U)_{il} = \sum_{k=1}^{n+m} \left[ \sum_{i'=1}^{n} a_{i'i'}^T \lambda_{i'k}^l - \sum_{k'=1}^{n+m} a_k^T \lambda_{l+n}^k \right] a_k^T U,
\]

\[
\tilde{C}_2(U)_{il} = \sum_{k=1}^{n+m} \left[ \sum_{i'=1}^{n} a_{i'i'}^T \lambda_{i'k}^l - \sum_{k'=1}^{n+m} a_k^T \lambda_{l+n}^k \right] a_k^T U,
\]

which proves Claim 1 in [44]. From the observation, we can show the same property for vectors \( F, V^a \), and the last three terms of vector \( G \). We now need to further look at the first term of vector \( G \) as defined in Definition [1].

First Term of \( G^T X \)

\[
= \sum_{i=1}^{n} \sum_{k=1}^{m} \left( z_k^T \nabla a_i^T a_k^T U \right) \frac{\partial^2 f}{\partial x_i \partial x_k} + \sum_{i=1}^{m} \sum_{k=1}^{n+m} \sum_{k'=1}^{n+m} \left( z_k^T \nabla a_i^T a_k^T U \right) \frac{\partial^2 f}{\partial x_i \partial x_k}.
\]

If Assumption [1] holds, we get \( z_k^T \nabla a_i^T = \sum_{k'=1}^{n+m} z_k^T \lambda_{i'k}^l a_i^T \), which means \( \lambda_{i'k}^l = 0 \), for \( l = 1, \cdots, m \). Thus we conclude the result by the following claim.
Claim 2:

\[ [C + F + G^T + \beta V_o]^T X = \sum_{i,k=1}^{n,m} (a_i^T a_k^T \nabla^2 f) \tilde{\Lambda}_1(U)_{ik} + \sum_{i=1}^{n} \sum_{k=1}^{m} (a_i^T z_k^T \nabla^2 f) \tilde{\Lambda}_2(U)_{ik} \]

\[ = \tilde{\Lambda}_1(U)^T QX + \tilde{\Lambda}_2(U)^TPX, \]

where

\[ \tilde{\Lambda}_1(U) = \tilde{\Gamma}_1(U) + \tilde{\Gamma}_2(U) + \tilde{\Gamma}_3(U) + \beta \tilde{V}_1(U) \in \mathbb{R}^{n \times 1}, \]

\[ \tilde{\Lambda}_2(U) = \tilde{\Gamma}_2(U) + \tilde{\Gamma}_2(U) + \tilde{\Gamma}_2(U) + \beta \tilde{V}_2(U) \in \mathbb{R}^{(n \times m) \times 1}, \]

and

\[ \tilde{\Gamma}_1(U)_{il} = \sum_{k=1}^{m} \left( \sum_{i' = 1}^{n} a_{i'i}^T \omega_i k^T k' - \sum_{k' = 1}^{m} z_{kk'}^T \lambda_i k' \right) z_k^T U, \]

\[ \tilde{\Gamma}_2(U)_{il} = \sum_{k=1}^{m} \left( \sum_{i' = 1}^{n} a_{i'i}^T \omega_i k^T k' - \sum_{k' = 1}^{m} z_{kk'}^T \lambda_i k' \right) z_k^T U, \]

\[ \tilde{\Gamma}_2(U)_{il} = -\sum_{k=1}^{m} a_{il}^T z_k^T U, \]

\[ \tilde{\Gamma}_2(U)_{il} = \frac{1}{2} \alpha_i (a_i^T U) + \frac{1}{2} \langle U, \gamma \rangle 1_{\{i = l\}}, \quad \tilde{\Gamma}_2(U)_{il} = -\frac{1}{2} \alpha_i + n (a_i^T U). \]

We thus have

\[ (QX + D)^T (QX + D) + (PX + E)^T (PX + E) + 2C^T X + 2F^T X + 2G^T X + 2\beta^T X \]

\[ = [QX + \tilde{\Lambda}_1(U) + D]^T [QX + \tilde{\Lambda}_1(U) + D] + [PX + \tilde{\Lambda}_2(U) + E]^T [PX + \tilde{\Lambda}_2(U) + E] \]

\[ -[\tilde{\Lambda}_1(U) + D]^T [\tilde{\Lambda}_1(U) + D] - [\tilde{\Lambda}_2(U) + E]^T [\tilde{\Lambda}_2(U) + E] + D^T D + E^T E \]

\[ = [QX + \Lambda_1]^T [QX + \Lambda_1] + [PX + \Lambda_2]^T [PX + \Lambda_2] - \Lambda_1^T \Lambda_1 - \Lambda_2^T \Lambda_2 + D^T D + E^T E, \]

where

\[ \Lambda_1 = \tilde{\Lambda}_1 + D \in \mathbb{R}^{n \times 1}, \quad \Lambda_2 = \tilde{\Lambda}_2 + E \in \mathbb{R}^{(m \times n) \times 1}. \]

**Step C:** Given the condition (14) in **Step B**, we complete the proof by

\[ \int \left[ \tilde{T}_2(f, f) + \tilde{T}_2^2(f, f) \right] pdx = \int \left[ QX + \Lambda_1^T [QX + \Lambda_1] + [PX + \Lambda_2]^T [PX + \Lambda_2] + \mathcal{R}(\nabla f, \nabla f) \right] pdx. \]

5.6. **Proof of Step 3: entropy dissipation.** We last prove Step 3. It is a modified Lyapunov method in probability density space, which is a standard approach; see also [9, 23]. We first derive the following dissipation result.

**Proposition 12.** Along with Fokker-Planck equation (2), the following equality holds

\[ \frac{d}{dt} D_{KL}(p||\pi) = -\mathcal{I}_a(p||\pi). \]
Proof The proof is based on a direct calculation. Notice that
\[
\frac{d}{dt} D_{KL}(p \parallel \pi) = \int \partial_t p \log \frac{p}{\pi} + p \partial_t \log \frac{p}{\pi} \, dx
\]
\[
= \int \nabla \cdot (p \gamma) \log \frac{p}{\pi} + \nabla \cdot (p a a^T \nabla \log \frac{p}{\pi}) \, dx + \int p \frac{\partial_t p}{p} \, dx
\]
\[
= - \int \langle \nabla \log \frac{p}{\pi}, \gamma \rangle \, dx - \int \langle \nabla \log \frac{p}{\pi}, a a^T \nabla \log \frac{p}{\pi} \rangle \, dx.
\]
And
\[
- \int \langle \nabla \log \frac{p}{\pi}, \gamma \rangle \, dx = \int -\langle \nabla p, \gamma \rangle + \langle \nabla \log \pi, \gamma \rangle \, dx = \int \left( \nabla \cdot \gamma + \langle \nabla \log \pi, \gamma \rangle \right) \, dx = \int \frac{1}{\pi} \nabla \cdot (\pi \gamma) \, dx = 0.
\]
Combining the above facts, we finish the proof.

We next show the following facts to conclude all results.

Proof [Proof of Theorem 1 and Corollary 2] From the information Gamma calculus and condition \([18]\), we know that
\[
\frac{d}{dt} I_{a,z}(p \parallel \pi) \leq -2 \lambda I_{a,z}(p \parallel \pi).
\]
From Grownall’s inequality, we have
\[
I_{a,z}(p \parallel \pi) \leq e^{-2\lambda t} I_{a,z}(p_0 \parallel \pi).
\]
This finishes the proof of Corollary 1. We next prove Corollary 2. Notice that
\[
-D_{KL}(p \parallel \pi) = \int_t^\infty \frac{d}{ds} D_{KL}(p_s \parallel \pi) \, ds
\]
\[
= - \int_t^\infty I_a(p_s \parallel \pi) \, ds
\]
\[
\geq - \int_t^\infty I_{a,z}(p_s \parallel \pi) \, ds
\]
\[
\geq \frac{1}{2\lambda} \int_t^\infty \frac{d}{ds} I_{a,z}(p_s \parallel \pi) \, ds
\]
\[
= - \frac{1}{2\lambda} I_{a,z}(p \parallel \pi),
\]
where we use the fact that \(p_\infty = \pi\). Hence we prove the log-Sobolev inequality for \(a a^T + z z^T\) with a bound \(\lambda\). Using this log-Sobolev inequality for \(a a^T + z z^T\), one can prove (i), (ii) directly. Notice that
\[
D_{KL}(p \parallel \pi) \leq \frac{1}{2\lambda} I_{a,z}(p \parallel \pi) \leq \frac{1}{2\lambda} e^{-2\lambda t} I_{a,z}(p_0 \parallel \pi).
\]
Following an inequality between KL divergence and $L_1$ distance, i.e.,

$$\int |p(t, x) - \pi(x)| \, dx \leq \sqrt{2D_{KL}(p\|\pi)},$$

we can show the exponential decay of the solution in terms of $L_1$ distances. This follows from the exponential decay of KL divergence. We finish the proof.
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In the appendix, we provide detailed proofs for all examples.

Proof [Proof of Proposition 2] Following Definition 1 with non-degenerate square matrix $a(x) \in \mathbb{R}^{n \times n}$ defined in (20), we have the following tensor:

$$
\mathcal{R} = \mathcal{R}_a - A_1^T A_1 + D^T D + \beta \mathcal{R}_L + (1 - \beta) \mathcal{R}_\gamma,
$$

where $z = 0$. We only need to find the vector $A_1$ ($A_2 = 0$ since $z = 0$), which satisfies the following condition,

$$(Q^T A_1)^T X = (C + Q^T D)^T X,$$

where all vectors are defined in Definition 1 and Definition 3. Due to the special assumption following condition,

$$
\nabla \log \pi_k a_{kk} = 0, \quad \text{if } i \neq k,
$$

and $a_{ii}^T = \nabla a_{ii}^T = 0$, if $i \neq \hat{i}$. We thus have

$$
C_{ik} = 0, \quad \text{for } \hat{i}, \hat{k} = 1, \ldots, n,
$$

which directly implies that $-\Lambda_1^T A_1 + D^T D = 0$. We next compute $\mathcal{R}_a$ as in Definition 1. Following the special form of matrix $a$, we observe that,

$$
\sum_{i,k=1}^n a_i^T \nabla a_i^T \nabla a_k^T U(a_k^T U) + \sum_{i,k=1}^n a_i^T a_i^T \nabla^2 a_k^T U(a_k^T U)
$$

$$
- \sum_{i,k=1}^n a_k^T \nabla a_i^T \nabla a_i^T U(a_k^T U) - \sum_{i,k=1}^n a_k^T a_i^T \nabla^2 a_i^T U(a_k^T U)
$$

$$
= \sum_{i=k=1}^n a_i^T \nabla a_i^T \nabla a_i^T U(a_i^T U) + \sum_{i=k=1}^n a_i^T a_i^T \nabla^2 a_i^T U(a_i^T U)
$$

$$
- \sum_{i=k=1}^n a_i^T \nabla a_i^T \nabla a_i^T U(a_i^T U) - \sum_{i=k=1}^n a_i^T a_i^T \nabla^2 a_i^T U(a_i^T U) = 0,
$$

and

$$
\nabla a \circ \left( \sum_{k=1}^n a_i^T \nabla a_k^T U - a_k^T \nabla a_i^T U \right) a_k^T U
$$

$$
= \sum_{i=1}^n \partial_{x_i} a_i^T \left( \sum_{k=1}^n a_{ii}^T \nabla a_k^T U - a_k^T \nabla a_{ii}^T U \right) a_k^T U = \sum_{i=1}^n \partial_{x_i} a_i^T \left( \nabla a_i^T U - a_i^T \nabla a_i^T U \right) a_i^T U = 0.
$$

We thus have

$$
\mathcal{R}_a(U, U) = \sum_{i=1}^n \sum_{k=1}^n \left( [a a^T \nabla \log \pi_k] a_i^T U - a_i^T \nabla (aa^T \nabla \log \pi_k) U k \right) a_i^T U - \left( a^T \nabla^2 a \circ (a^T U) \right) a^T U \in \mathbb{R}^n.
$$

[47] L. Vandenberghe and S. Boyd. Convex optimization. Volume 1. Cambridge University Press Cambridge, 2004.
[48] C. Villani. Hypocoercivity, Memoirs of the American Mathematical Society, 2009.
[49] C. Villani. Optimal Transport: Old and New, 2009.

**APPENDIX: PROOF OF EXAMPLES.**
Based on the definition of $\pi = \frac{1}{2} e^{-V}$, we obtain $aa^T \nabla \log \pi = -aa^T \nabla V$. Observe that $a = a^T$. We thus get the following representation:

$$
\mathcal{R}_a(U, U) = \sum_{i=1}^{n} \sum_{k=1}^{n} \left[ (aa^T \nabla \log \pi)_{i} \nabla \pi_{k} a_i^T U - a_i^T \nabla (aa^T \nabla \log \pi)_{k} U_k \right] a_i^T U - \left( (a^T \nabla^2 a \circ (a^T U) , a^T U) \right)_{\mathbb{R}^n}
$$

$$
= - \sum_{i=1}^{n} a_{ii}^2 \partial_{x_i}^2 V \partial_{x_i} a_i U_i a_i U_i + \sum_{i=1}^{n} \sum_{k=1}^{n} a_{ii} \partial_{x_i} (a_{kk}^2 \partial_{x_k} V) U_{k} a_{ii} U_i - \sum_{i=1}^{n} a_{ii} \partial_{x_i}^2 a_i U_i a_i U_i
$$

$$
= \sum_{i=1}^{n} a_{ii}^3 \partial_{x_i} a_i \partial_{x_i} V + a_{ii}^4 \partial_{x_i,x_i}^2 V - a_{ii}^3 \partial_{x_i,x_i} a_i] (U_i)^2 + \sum_{i,k=1,i\neq k}^{n} a_{ii}^2 a_{kk}^2 \partial_{x_i,x_k}^2 V U_i U_k
$$

$$
= U^T \mathcal{R}_a U,
$$

where $\mathcal{R}_a$ is defined in [21]. Similarly, we compute $\mathcal{R}_{\mathcal{I}_a}$ and $\mathcal{R}_{\gamma_a}$ as below.

$$
\mathcal{R}_{\mathcal{I}_a}(U, U) = \langle U, \gamma \rangle \left[ (\nabla a) \circ (a^T U) + \sum_{i=1}^{n} a_i^T \nabla a_i^T U + \langle aa^T \nabla \log \pi, U \rangle \right] - \sum_{i=1}^{n} \sum_{k=1}^{n+m} \gamma_k \nabla_{x_i} a_i^T U (a_i^T U),
$$

$$
= \sum_{i=1}^{n} U_i \gamma_i \sum_{k=1}^{n} \left[ 2 a_{kk}^T \partial_{x_k} a_{kk}^T - (a_{kk}^T)^2 \partial_{x_k} V \right] U_k - \sum_{k=1}^{n} \gamma_k \partial_{x_k} a_{kk}^T (a_{kk}^T U_k)^2
$$

$$
= U^T \mathcal{R}_{\mathcal{I}_a} U
$$

$$
\mathcal{R}_{\gamma_a}(U, U) = \frac{1}{2} \sum_{k=1}^{n} \gamma_k \langle U, \nabla (aa^T U) \rangle - \langle \nabla \gamma U, aa^T U \rangle_{\mathbb{R}^n}
$$

$$
= (U)^T \left( \text{Diag} \left( \gamma_i a_i^T(x_i) \partial_{x_i} a_i^T(x_i) \right) \right)^n - \frac{1}{2} \left( (\nabla \gamma)^T aa^T + aa^T \nabla \gamma \right) U
$$

$$
= U^T \mathcal{R}_{\gamma_a} U.
$$

**Proof of Example I: undamped Langevin dynamics.** For undamped Langevin dynamics with variable coefficients defined in [21], we first observe that

$$
aa^T = \begin{pmatrix} 0 & 0 \\ 0 & r(x) \end{pmatrix}, \quad \left( \sum_{j=1}^{2} \frac{\partial}{\partial x_j} (aa^T)_{ij} \right)_{1 \leq i \leq 2} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad aa^T \nabla \log \pi = \begin{pmatrix} 0 \\ (a_{12})^2 \frac{\partial \log \pi}{\partial v} \end{pmatrix}.
$$

By routine computations, we have the following proposition.

**Proposition 13.** For any constant $\beta \in \mathbb{R}$, and any smooth function $f \in C^\infty(\mathbb{R}^2)$, we have

$$
\int \left[ \tilde{\Gamma}_2(f, f) + \tilde{\Gamma}_{\pi}^2(f, f) + \Gamma_{\mathcal{I}_a}(f, f) \right] p dx = \int \left[ \|\mathcal{F}\mathcal{I}^s f\|^2_F + \mathcal{R}(\nabla f, \nabla f) + \mathcal{R}_{\mathcal{I}}(\nabla f, \nabla f) \right] p dx,
$$

where

$$
\|\mathcal{F}\mathcal{I}^s f\|^2_F = (X + \Lambda)^T (Q^T Q + P^T P) (X + \Lambda),
$$
We now find the vector $\Lambda$ in Remark 14. By Definition 1, we have
\[
\begin{pmatrix}
\Lambda_3 \\
\Lambda_4
\end{pmatrix} = \frac{1}{(a_{12}^T)^2}(aa^T + zz^T)^{-1}K\nabla f.
\]

And the curvature tensor $\mathcal{R}$ is presented in Theorem 7.

**Remark 14.** We use a different notion of the Hessian of function $f$, which gives us the other equivalent formulation of the tensor $\mathcal{R}$. The key observation is the following relation
\[
[QX + \tilde{\Lambda}_1]^T[QX + \tilde{\Lambda}_1] + [PX + \tilde{\Lambda}_2]^T[PX + \tilde{\Lambda}_2] - \tilde{\Lambda}_1^T\tilde{\Lambda}_1 - \tilde{\Lambda}_2^T\tilde{\Lambda}_2
= [X + \Lambda_1]^TQ[X + \Lambda_1] + [X + \Lambda_2]^TP^TP[X + \Lambda_2] - \Lambda_1^TQ\Lambda_1 - \Lambda_2^TP\Lambda_2,
\]
where $\tilde{\Lambda}_1 = \Lambda_1^TQ^T$, $\tilde{\Lambda}_2 = \Lambda_2^TP^T$. Shortly, we show that the vectors $\Lambda_1 \in \mathbb{R}^{(n+m)^2 \times 1}$ and $\Lambda_2 \in \mathbb{R}^{(n+m)^2 \times 1}$ exist. And we compute them explicitly for the variable coefficient underdamped Langevin dynamics.

**Proof** [Proof of Proposition 13] We demonstrate explicit examples with constant matrix $z$, i.e. $z^T = (z_1, z_2)$, with $z_1$ and $z_2$ being constants. In particular, we have used the notation below: $z_1^T = (z_{11}, z_{12}) = (z_1, z_2)$, and $\partial_1 f = \partial x f$, $\partial_2 f = \partial v f$.

**Step 1:** We first have the following simplified quantities:
\[
\begin{align*}
\mathcal{R}_a(\nabla f, \nabla f) &= -(a_{12}^T)^2 \frac{\partial^2 \log \pi}{\partial v^2} |a_{12}| \partial_2 f |^2, \\
\mathcal{R}_z(\nabla f, \nabla f) &= -z_1^T \nabla \left( (a_{12}^T)^2 \frac{\partial \log \pi}{\partial v} \right) \partial_2 f z_1^T \nabla f, \\
\mathcal{R}_{\gamma_1}(\nabla f, \nabla f) &= 2 \left[ z_1^T z_1^T \nabla f \nabla f + (z_1^T \nabla a_{12}^T \nabla f)^2 + (z^T \nabla \log \pi)_1 \left( z_1^T \nabla a_{12}^T \nabla f a_{12}^T \nabla f \right) \right], \\
\mathcal{R}_{\gamma_2}(\nabla f, \nabla f) &= (\nabla f, \gamma) \left( a_{12}^T \nabla \log \pi, \nabla f \right) - \gamma_1 \frac{\partial}{\partial x} a_{12}^T \partial_2 f a_{12}^T \partial_2 f, \\
\mathcal{R}_{\gamma_3}(\nabla f, \nabla f) &= \frac{1}{2} \sum_{k=1}^2 \gamma_k \left( \nabla f, \nabla_k (aa^T) \nabla f \right) - \left( \frac{\nabla_1 \gamma_1}{\nabla_2 \gamma_1} \right) \left( \frac{\partial_1 f}{\partial_2 f} \right) \left( aa^T \nabla f \right), \\
\mathcal{R}_{\gamma_4}(\nabla f, \nabla f) &= -\left( \frac{\nabla_1 \gamma_1}{\nabla_2 \gamma_2} \right) \left( \frac{\partial_1 f}{\partial_2 f} \right) \left( zz^T \nabla f \right).
\end{align*}
\]

And
\[
\begin{align*}
E &= D = 0, \\
C &= (0,0,0,0)^T, \\
F &= (0,0,0,F_{22})^T, \\
F_{22} &= -z_1^T \partial_2 a_{12}^T a_{12}^T z_1 \nabla f, \\
G &= (0,0, G_{21}, G_{22})^T, \\
G_{21} &= 2(z_{11}^T)^2 \partial_2 a_{12}^T a_{12}^T \partial_2 f, \\
G_{22} &= 2z_{11}^T z_{12}^T \partial_2 a_{12}^T a_{12}^T \partial_2 f, \\
V &= (0,0,V_{21}, V_{22}), \\
V_{21} &= -\frac{1}{2} \gamma_1 a_{12}^T a_{12}^T \partial_2 f, \\
V_{22} &= -\frac{1}{2} \gamma_2 a_{12}^T a_{12}^T \partial_2 f + \frac{1}{2} a_{12}^T a_{12}^T \langle \nabla f, \gamma \rangle.
\end{align*}
\]

**Step 2:** We now find the vector $\Lambda$ in Remark 14. By Definition 1, we have
\[
\begin{pmatrix}
p^T P = (a_{12}^T)^2 \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & z_1^2 & z_1 z_2 \\
0 & z_1 z_2 & z_2^2
\end{pmatrix}, \\
Q^T Q = (a_{12}^T)^2 \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & (a_{12}^T)^2
\end{pmatrix},
\end{pmatrix}
\]
and $Q^T D = (0, 0, 0, 0)^T$, $P^T E = (0, 0, z_{11}^T a_{12}^T E, z_{12}^T a_{12}^T E)^T$. For simplicity, taking $\Lambda_1 = \Lambda_2 = \Lambda = (0, 0, \Lambda_3, \Lambda_4)$, we have

$$(Q^T \Lambda + P^T \Lambda)^T X = (F + C + G + \beta V^a + Q^T D + P^T E)^T X.$$ 

By matching the coefficients of $\frac{\partial^2 f}{\partial x^2}$ and $\frac{\partial^2 f}{\partial y^2}$ for both sides of the above equation, we have

$$(a_{12}^T)^2 \begin{pmatrix} z_1^2 \\
1 \\
z_1 z_2 \\
z_2^2 + (a_{12}^T)^2 \end{pmatrix} \begin{pmatrix} \Lambda_3 \\
\Lambda_4 \end{pmatrix} = \begin{pmatrix} K_1 \\
K_2 \end{pmatrix},$$

with

$$K_1 = : F_{21} + G_{21} + \beta V_{21}^2, \quad K_2 = : F_{22} + G_{22} + \beta V_{22}^2.$$ 

Notice that

$$K_1 = \left(2(z_{11}^T)^2 \partial_x a_{12}^T a_{12} - \frac{\beta}{2} \gamma_1 a_{12}^T a_{12} \right) \partial_2 f := K_{12} \partial_2 f,$$

$$K_2 = \left[-z_1^2 \partial_x [a_{12}^T]^T a_{12} + \frac{\beta}{2} (a_{12}^T)^2 \right] \partial_1 f + z_1 z_2 \partial_x [a_{12}^T]^T a_{12}^T \partial_1 f := K_{21} \partial_1 f + K_{22} \partial_2 f.$$ 

Based on the above computation, we have

$$\begin{pmatrix} \Lambda_3 \\
\Lambda_4 \end{pmatrix} = \frac{1}{(a_{12}^T)^2} \begin{pmatrix} z_1^2 \\
1 \\
z_1 z_2 \\
z_2^2 + (a_{12}^T)^2 \end{pmatrix}^{-1} \begin{pmatrix} K_{11} \\
K_{21} \end{pmatrix} \nabla f = \frac{1}{(a_{12}^T)^2} (aa^T + zz^T)^{-1} K \nabla f.$$ 

Since $aa^T + zz^T$ is symmetric, we have the following relation

$$\Lambda^T (Q^T Q + P^T P) \Lambda = (\nabla f)^T \mathcal{M}_\Lambda \nabla f,$$

with the matrix $\mathcal{M}_\Lambda$ defined by

$$\mathcal{M}_\Lambda = \frac{1}{(a_{12}^T)^2} (aa^T + zz^T)^{-1} K.$$ 

**Step 3:** We next transfer all the bilinear forms into its corresponding symmetric matrix forms. In particular, for each bi-linear form $\mathcal{R}(\nabla f, \nabla f)$, we keep the convention

$$\mathcal{R}(\nabla f, \nabla f) = (\nabla f)^T \mathcal{M}_\Lambda \nabla f.$$ 

We focus on the symmetric matrix form $\mathcal{R}$:

$$\mathcal{R}_a(\nabla f, \nabla f) = -(a_{12}^T)^2 \frac{\partial^2 \log \pi}{\partial v^2} |a_{12}^T|^2 \nabla f = (\nabla f)^T \begin{pmatrix} 0 \\
0 \end{pmatrix} \nabla f,$$

$$\mathcal{R}_z(\nabla f, \nabla f) = -z_1^T \nabla ((a_{12}^T)^2 \frac{\partial \log \pi}{\partial v}) \partial_2 f z_1^T \nabla f$$

$$= \frac{1}{2} (\nabla f)^T \left[ \left(-z_1^T \nabla ((a_{12}^T)^2 \frac{\partial \log \pi}{\partial v}) \right) z_1^T + z_1 \left(-z_1^T \nabla ((a_{12}^T)^2 \frac{\partial \log \pi}{\partial v}) \right) \right] \nabla f,$$

$$\mathcal{R}_\pi(\nabla f, \nabla f) = 2 \left[ z_1^T z_1^T a_{12}^T \nabla f a_{12}^T \nabla f + (z_1^T a_{12}^T \nabla f)^2 + (z_1^T \nabla \log \pi) \right] \nabla f$$

$$= (\nabla f)^T \begin{pmatrix} 0 & 0 \\
0 & C_\pi \end{pmatrix} \nabla f.$$
with
\[
C_\pi = 2 \left[ z_1^T z_1^T \nabla^2 a_{12} a_{12} + (z_1^T \nabla a_{12})^2 + (z^T \nabla \log \pi)_1 [z_1^T \nabla a_{12} a_{12}] \right].
\] (45)

We also have
\[
\mathfrak{R}_{\gamma_a}(\nabla f, \nabla f) = (\nabla f)^T \left[ \gamma (aa^T \nabla \log \pi)^T + (aa^T \nabla \log \pi)\gamma^T \right] \nabla f,
\]
and
\[
\mathfrak{R}_{\gamma_2}(\nabla f, \nabla f) = \frac{1}{2} (\nabla f)^T \sum_{k=1}^2 \gamma_k \nabla_k (aa^T) \nabla f - (\nabla \gamma \nabla f, aa^T \nabla f)
\]
\[
= (\nabla f)^T \left[ \frac{1}{2} \sum_{k=1}^2 \gamma_k \nabla_k (aa^T) - \frac{1}{2} [(\nabla \gamma)^T aa^T + aa^T \nabla \gamma] \right] \nabla f.
\]

The last equality follows from the fact that \( aa^T \) is a diagonal matrix. Hence \( \sum_{k=1}^2 \gamma_k \nabla_k (aa^T) \) is also a diagonal matrix. Similarly, we derive
\[
\mathfrak{R}_{\gamma_z}(\nabla f, \nabla f) = -(\nabla f)^T \left[ \nabla_1 \gamma_1 \nabla_1 \gamma_2 \right] (f_1, f_2, zz^T \nabla f),
\]
\[
= (\nabla f)^T \left[ \frac{1}{2} \left( - (\nabla \gamma)^T zz^T - zz^T \nabla \gamma \right) \right] \nabla f.
\]

The proof is completed.

**Proof of example II: three oscillator chain model.**

**Proof** [Proof of Proposition 6] Following Theorem 3, consider a constant matrix \( a \) and a matrix function \( z \),
\[
z = \begin{pmatrix} z_1 & 0_{3 \times 1} \\ z_2 & \tilde{z}_3 \end{pmatrix},
\]
with \( \tilde{z}_3 = (z_{31}, z_{32}(p_0, p_2), z_{33})^T \) and constants \( z_1, z_2 \). We compute the matrix tensor \( \mathfrak{R} \) for \( \beta = 0 \). By abusing the notations, we denote \( z_i^T \) as the \( i \)-th row vector of the transpose matrix \( z^T \). We first find vectors \( \Lambda_1 \) and \( \Lambda_2 \). For vectors \( \mathbf{C}, \mathbf{F}, \mathbf{G}, \mathbf{V}^a \in \mathbb{R}^{(6 \times 6) \times 1} \),
By direct computations, we observe that

\[ D = a_i^T \nabla z_k^5 U, \quad E_{14,1} = a_{14}^T \partial_{p_0} z_{45}^T U, \quad E_{24,1} = a_{26}^T \partial_{p_2} z_{45}^T U; \]

\[ C_{ik} = \sum_{i,k=1}^{2} \left( a_{ik}^T a_i^T \nabla z_k^5 U - a_{ik}^T \nabla a_i^T \right) a_i^T U = 0, \quad D_{ik} = a_i^T \nabla a_i^T U = 0; \]

\[ F_{ik} = \sum_{i=1}^{2} \sum_{k=1}^{4} \left( a_{ik}^T a_i^T \nabla z_k^5 U + z_k^5 (a_{ik}^T a_i^T \nabla z_k^5 U) \right), \quad F_{45,1} = |a_{14}|^2 \partial_{p_0} z_{45}^T z_{44}^T U, \quad F_{65,1} = |a_{26}|^2 \partial_{p_2} z_{45}^2 z_{44}^T U; \]

\[ G_{ik} = \sum_{i=1}^{2} \sum_{k=1}^{4} \left[ - \left( a_{ik}^T a_i^T \nabla z_k^5 U + z_k^5 (a_{ik}^T a_i^T \nabla z_k^5 U) \right) \right], \quad G_{45,1} = -|a_{14}|^2 \partial_{p_0} z_{45}^T z_{44}^T U - |a_{14}|^2 \partial_{p_0} z_{45}^2 z_{44}^T U, \quad G_{65,1} = -|a_{26}|^2 \partial_{p_2} z_{45}^2 z_{44}^T U - |a_{26}|^2 \partial_{p_2} z_{45}^T z_{44}^T U; \]

\[ (PTE)_{45,1} = a_{14}^T z_{45}^T E_{14,1} = |a_{14}|^2 \partial_{p_0} z_{45}^2 z_{44}^T U, \quad (PTE)_{65,1} = a_{26}^T z_{45}^2 E_{24,1} = |a_{26}|^2 \partial_{p_2} z_{45}^2 z_{44}^T U. \]

By direct computations, we observe that \( F + G + C + QT D + PTE = \overrightarrow{U}_{36 \times 1} \). We thus get \( \Lambda_1 = \Lambda_2 = 0 \in \mathbb{R}^6 \). We next compute the following matrix tensors. For simplicity, we directly omit the zero terms based on Definition 11 and matrix functions \( a, z \). We have

\[ \Re_a(U, U) = -\sum_{i=1}^{2} \sum_{k=1}^{6} \left[ a_i^T \nabla (a a^T \log \pi)_{k} U_{k} \right] a_i^T U \]

\[ = -a_{14}^T \partial_{p_0} (|a_{14}|^2 \partial_{p_0} \log \pi) U_4 a_{14}^T U - a_{26}^T \partial_{p_2} (|a_{26}|^2 \partial_{p_2} \log \pi) U_6 a_{26}^T U_6 \]

\[ = U^T \begin{pmatrix} 0 & 0 \\ 0 & (\xi T)^2 \pi^2 \end{pmatrix} U, \]

and

\[ \Re_z(U, U) = \sum_{i,k=1}^{2} a_i^T a_i^T \nabla^2 z_k^T U (z_k^T U) \]

\[ + \sum_{k=1}^{4} \sum_{k=1}^{6} \left[ (a a^T \nabla \log \pi)_{k} \nabla z_k^5 U - z_k^5 \nabla (a a^T \nabla \log \pi)_{k} U_{k} \right] z_k^T U \]

\[ = |a_{14}|^2 \partial_{p_0} z_{45}^T z_{44}^T U + |a_{26}|^2 \partial_{p_2} z_{45}^2 z_{44}^T U \]

\[ + (a_{14}^T z_{45}^T z_{44}^T U + (a_{14}^T)^2 \partial_{p_2} \log \pi \partial_{p_2} \log \pi \partial_{p_2} \partial_{p_2} \log \pi) \partial_{p_2} z_{45}^2 z_{44}^T U \]

\[ - z_1^T \nabla ((a_{14}^T)^2 \partial_{p_0} \log \pi U_4) z_1^T U - z_3^T \nabla ((a_{26}^T)^2 \partial_{p_2} \log \pi U_6) z_3^T U \]

\[ - z_4^T \nabla ((a_{14}^T)^2 \partial_{p_0} \log \pi U_4 + (a_{26}^T)^2 \partial_{p_2} \log \pi U_6) z_4^T U \]

\[ = |a_{14} |^2 \partial_{p_0} z_{45}^T z_{44}^T U + |a_{26} |^2 \partial_{p_2} z_{45}^2 z_{44}^T U \]

\[ + (a_{14}^T)^2 \partial_{p_0} \log \pi \partial_{p_0} z_{45}^T z_{44}^T U + (a_{26}^T)^2 \partial_{p_2} \log \pi \partial_{p_2} z_{45}^2 z_{44}^T U \]

\[ - z_1^T \nabla ((a_{14}^T)^2 \partial_{p_0} \log \pi U_4) z_1^T U - z_3^T \nabla ((a_{26}^T)^2 \partial_{p_2} \log \pi U_6) z_3^T U \]

\[ - z_4^T \nabla ((a_{14}^T)^2 \partial_{p_0} \log \pi U_4 + (a_{26}^T)^2 \partial_{p_2} \log \pi U_6) z_4^T U \]
\[
\mathcal{R}_z(U, U) = \frac{1}{2} U^T \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} z^T + z \begin{pmatrix}
0 & 0 & 0 & z_2 \xi & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} U,
\]
where we denote
\[
S_1 = |a_{14}^T|^2 \partial \varphi_{p_0 p_0} z_4^T + |a_{26}^T|^2 \partial \varphi_{p_2 p_2} z_4^T + |a_{14}^T|^2 \partial \varphi_{p_0 p_0} \log \pi \partial \varphi_{p_0} z_4^T + (a_{26}^T)^2 \partial \varphi_{p_2} \log \pi \partial \varphi_{p_2} z_4^T
\]
\[
= \xi T \partial \varphi_{p_0 p_0} z_4^T + \xi T \partial \varphi_{p_2 p_2} z_4^T + (\xi T \partial \varphi_{p_0} \log \pi) \partial \varphi_{p_0} z_4^T + (\xi T \partial \varphi_{p_2} \log \pi) \partial \varphi_{p_2} z_4^T.
\]
According to our definition, for \( z_{44} = z_{31}, z_{45} = z_{32}(p_0, p_2), z_{46} = z_{33} \), we have
\[
\mathcal{R}_z(U, U) = \frac{1}{2} U^T \left[ \begin{pmatrix}
0 & 0 & 0 & 0 \\
z_2 \xi & 0 & 0 & z_{31} \xi \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \right] z^T + z \begin{pmatrix}
0 & 0 & 0 & z_2 \xi & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} U,
\]
where we denote \( \frac{z_{31} \xi}{z_{33} \xi} = (z_{31} \xi \quad S_1 \quad z_{33} \xi)^T \). Furthermore, we have \( \mathcal{R}_{\gamma a}(U, U) = -\langle \nabla \gamma U, aa^T U \rangle = -U^T \frac{1}{2} [(\nabla \gamma)^T aa^T + aa^T \nabla \gamma] U \). From our definition for \( (\nabla \gamma)_{ij} = \nabla_{ij} \gamma \), we have
\[
\nabla \gamma = \begin{pmatrix}
0 & \nabla_{qq} H \\
-\nabla_{pp} H & 0
\end{pmatrix} = \begin{pmatrix}
0 & L \\
-1 & 0
\end{pmatrix}.
\]
Here we denote \( \nabla_{qq}^2 H \) (resp. the Hessian in the q (p resp.) direction, i.e. \( L = (\nabla_{qq, ij}^2 H)_{0 \leq i, j \leq 2} \). Plugging them in \( \nabla \gamma \), we have
\[
\mathcal{R}_{\gamma a} = \frac{1}{2} \begin{pmatrix}
0 & 0 \\
0 & 0
\end{pmatrix} = \begin{pmatrix}
0 & L \\
0 & 0
\end{pmatrix}.
\]
Similarly, \( \mathcal{R}_{\gamma z}(U, U) = -\frac{1}{2} [(\nabla \gamma)^T z z^T + z z^T \nabla \gamma] \). And we get
\[
\mathcal{R}_{\gamma z} = \begin{pmatrix}
\frac{1}{2} z_1 z_2 l_3 & \frac{1}{2} z_2 l_3 + \frac{z_2}{z_3} z_3^T - z_1 \frac{z_2}{z_1} L \\
\frac{1}{2} z_2 l_3 + \frac{z_2}{z_3} z_3^T - z_1 \frac{z_2}{z_1} L & -z_1 \frac{z_2}{z_1} L
\end{pmatrix}_{6 \times 6}.
\]
Lastly, we compute the matrix tensor $\mathcal{R}_\pi$.

$$\mathcal{R}_\pi(U, U) = -2 \sum_{j=1}^{4} \sum_{l=1}^{2} \left[ a_i^T a_l^T \nabla^2 z_j^T U z_j^T U \right]$$

where

$$\left( a_i^T a_l^T \nabla^2 z_j^T U z_j^T U \right) = 
-2 \sum_{j=1}^{4} \sum_{l=1}^{2} \left[ (a_i^T \nabla z_j^T U z_j^T U)^2 + (a_i^T \nabla \log \pi)_l \left[ a_i^T \nabla z_j^T U z_j^T U \right] \right],$$

which directly gives

$$\mathcal{R}_\pi = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad \text{with} \quad l_\pi = \begin{pmatrix} 0 & -2 \xi^T \left[ |\partial_{P_0} z_{45}^T|^2 + |\partial_{P_2} z_{45}^T|^2 \right] \\ 0 & 0 \end{pmatrix}. $$

Summing over all above matrices, we finish the proof.