Improved optical standing-wave beam splitters for dilute Bose–Einstein condensates
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Bose–Einstein condensate (BEC)-based atom interferometry exploits low temperatures and long coherence lengths to facilitate high-precision measurements. Progress in atom interferometry promises improvements in navigational devices like gyroscopes and accelerometers, as well as applications in fundamental physics such as accurate determination of physical constants. Previous work demonstrates that beam splitters and mirrors for coherent manipulation of dilute BEC momentum in atom interferometers can be implemented with sequences of non-resonant standing-wave light pulses. While previous work focuses on the optimization of the optical pulses’ amplitude and duration to produce high-order momentum states with high fidelity, we explore how varying the shape of the optical pulses affects optimal beam-splitter performance, as well as the effect of pulse shape on the sensitivity of optimized parameters in achieving high fidelity in high-momentum states. In simulations of two-pulse beam splitters utilizing optimized square, triangle, and sinc-squared pulse shapes applied to dilute BECs, we, in some cases, reduce parameter sensitivity by an order of magnitude while maintaining fidelity.
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I. INTRODUCTION

Atom interferometry exploits the properties of matter waves in the same way that optical interferometry exploits the properties of electromagnetic waves.\textsuperscript{1–5} In place of the beam splitters and mirrors used in optical interferometry, atom interferometry uses optical standing waves to split and recombine matter waves.\textsuperscript{6–8} Splitting and recombining matter waves creates path-dependent phase differences that result in interference patterns. These patterns are readily coupled to the surrounding environment through the sensitivity of atomic quantum phases to electromagnetic fields and other local effects. This sensitivity to electromagnetic fields gives atom interferometry an advantage over optical interferometry in high-precision measurement tools and sensor applications because optical interferometry requires a secondary transduction to measure these fields.\textsuperscript{1} Atom interferometers also have increased sensitivity to inertial forces and thus advance technologies like gyroscopes and navigational devices, particularly in applications of oceanic and space exploration.\textsuperscript{5}

Thermal vapors,\textsuperscript{5,9} stationary Bose–Einstein condensates (BECs),\textsuperscript{2,3,9} and atom lasers\textsuperscript{1,10} are all potential atom sources for atom interferometry. BECs are of particular interest as atom sources because they are confined in both momentum and coordinate space, giving rise to the long coherence lengths necessary for precision interferometry.\textsuperscript{11,12} Because the atoms of a BEC are in a collective state of indistinguishable particles, they can be considered a single matter wave and described by a single wave function.\textsuperscript{11}

Kapitza–Dirac optical pulses are used to create beam splitters for the matter waves used in atom interferometry.\textsuperscript{6–8,13} These non-resonant optical standing-wave pulses excite the stationary BEC into a linear superposition of states with linear momentum $\pm 2n\hbar k_0$, where $k_0$ is the optical wave number and $n$ is a positive integer.\textsuperscript{6} Optimal protocols for splitting BECs produce states of definite $n$ with high fidelity as illustrated in Fig. 1.

A critical element of the atom interferometer is the matter-wave beam splitter. Beam splitters that are implemented with light-pulse sequences producing states of high $n$ while maintaining fidelity are advantageous because of the increased sensitivity associated with the shorter wavelengths and increased velocities associated with these states.\textsuperscript{6,14} Faster velocities enable split matter waves to travel further before recombination, thus increasing the coupling to the environment and the resulting signal.

Previous work has looked at optimizing the splitting of dilute BECs using various square
pulse sequences to improve the post-splitting fidelity of high-momentum states.\textsuperscript{6,8,14–16} As shown in Refs. 6 and 14, two-pulse equal-amplitude square pulse sequences are highly effective at producing populations in high-order momentum states; however better fidelity can be achieved with sequences of three or more pulses.\textsuperscript{8} Additionally, Müller \textit{et al.} have explored optical pulses with Gaussian envelopes in the context of matter-wave Bragg mirrors.\textsuperscript{17}

In this paper, we explore how deviating from the more commonly studied equal-amplitude square optical pulses and considering two-pulse sequences with other envelopes affects the fidelity of high-order momentum target states and the sensitivity of beam-splitter performance to experimental variations from optimal pulse parameters. Sensitivity to variations in optimized parameters is a critical consideration in determining whether a particular pulse-parameter tuning for a high-fidelity splitting can be implemented in practice. We study square pulses of unequal amplitudes, triangular-shaped pulses, and sinc-squared shaped pulses, although our methods are applicable to arbitrary pulse envelopes.

As explained in Ref. 8, for sufficiently short and intense optical pulses (the Raman-Nath regime), the effect on the BEC wave function is completely determined by the area of its envelope and, therefore, insensitive to its shape. Mathematically, this conclusion is a consequence of neglecting the evolution of the BEC arising from the kinetic energy term in the Hamiltonian. In order to account for the effect of envelope shape we extend the Raman-Nath analysis into the quasi-Bragg regime\textsuperscript{17,18} by retaining the kinetic energy Hamiltonian and considering pulses that violate the strict Raman-Nath condition.

The remainder of the paper is organized as follows: in Sec. II, we describe a numerical method to extend the analysis presented in Ref. 6. Sec. III presents the results for optimized pulse parameters for $\pm 2nk_0\hbar$ target states where $n$ varies from $n = 1$ to $n = 4$ for three pulse shapes. Additionally, we present the results of convergence tests of our numerical approximations and analysis of the sensitivity of target state fidelity to variations in pulse parameters from optimal tuning. In Sec. IV, we analyze the results and discuss the implications for considering alternatives to square pulses. Section V summarizes our findings and discusses potential future work.
FIG. 1. Operating concept of the optical standing-wave beam splitter. Prior to the optical pulse sequence, the BEC is in a zero-momentum state (top row). Between times $t = 0$ and $\tau_{ps}$, the BEC is subjected to a sequence of optical pulses during which it is in a time-dependent linear superposition of states with momentum in integer multiples of $2\hbar k_0$ (middle row). Following the optical pulse sequence, the BEC is left in the target beam-splitter state of definite momentum (bottom row).

II. METHOD

The present work is motivated in the applied context of experimental atom interferometry implemented in dilute BECs. However, in the dilute, non-interacting limit, preparing the atoms from a BEC is not essential to the result. Other techniques such as delta kick cooling can achieve atom ensembles with the necessary spatial localization and narrow momentum distribution about zero.\textsuperscript{19} For economy of language we refer to such ensembles as dilute BECs, but the reader should be mindful of the broader context in which the results apply. We return to the question of the necessary momentum distribution in Sec. IV.

We seek to model the behavior of an initially stationary dilute BEC subject to a coherent optical standing wave of intensity

$$I(x,t) = I_0(t) \cos^2(k_0 x)$$

$$= I_0(t) \frac{1 + \cos(2k_0 x)}{2}, \quad (1)$$
and wave number $k_0$ by solving the one-dimensional single-atom Schrödinger equation

$$i\dot{\psi}(x, t) = \left(-\frac{\hbar}{2m} \frac{\partial^2}{\partial x^2} + \Omega(t) \cos(2k_0x)\right) \psi(x, t)$$

(2)
in the manner presented by Wu et al.\textsuperscript{6} The term $\Omega(t) \cos(2k_0x)$ is the light shift potential, which arises from the interaction of the optical standing wave with a near-resonant electronic transition in the BECs atoms via the ac Stark effect.\textsuperscript{20} $\Omega(t)$ is the strength of the coupling, which is proportional to the instantaneous intensity $I(t)$ of the optical standing wave. Note that in going from Eq. (1) to Eq. (2) we drop the spatially constant part of the light shift potential as it only contributes an uninteresting overall phase factor to the wave function.

Writing the wave function in the general form

$$\psi(x, t) = \int_{-k_0}^{k_0} dk \, e^{ikx} \left[ C_0(k, t) + \sum_{n'=1}^{\infty} \left( C_{2n'}^{+}(k, t) e^{i2n'k_0x} + e^{-i2n'k_0x} C_{2n'}^{-}(k, t) e^{i2n'k_0x} - e^{-i2n'k_0x} \sqrt{2} + C_{-2n'}^{-}(k, t) e^{i2n'k_0x} - e^{-i2n'k_0x} \sqrt{2} \right) \right],$$

(3)
Eq. (2) becomes a system of equations for the evolution of the coefficients $C_0(k, t)$, $C_{2n}^{+}(k, t)$, and $C_{2n}^{-}(k, t)$ for all $n$. These coefficients are the amplitudes of the beam-splitter states of the BEC. Because the amplitudes corresponding to different values of $k$ evolve independently under Eq. (2) and the BEC is taken to be initially at rest, we consider only the amplitudes corresponding to $k = 0$ and write them as $C_0$, $C_{2n}^{+}$, and $C_{2n}^{-}$, dropping explicit reference to their $k$ dependence. This approximation is equivalent to ignoring the finite extent of the BEC relative to the wavelength of the optical standing wave. So restricted, the beam-splitter amplitudes obey

$$\dot{C}_0 = -i\omega_r \sqrt{2} \frac{\Omega(t)}{2\omega_r} C_2^{+},$$

(4)
$$\dot{C}_2^{+} = -i\omega_r \left( 4C_2^{+} + \sqrt{2} \frac{\Omega(t)}{2\omega_r} C_0 + \frac{\Omega(t)}{2\omega_r} C_4^{+} \right),$$

(5)
$$\dot{C}_2^{-} = -i\omega_r \left( 4C_2^{-} + \frac{\Omega(t)}{2\omega_r} C_4^{-} \right),$$

(6)
and, for $n > 1$,\textsuperscript{4}

$$\dot{C}_{2n}^{+} = -i\omega_r \left( 4n^2C_{2n}^{+} + \frac{\Omega(t)}{2\omega_r} \left( C_{2(n+1)}^{+} + C_{2(n-1)}^{+} \right) \right),$$

(7)
$$\dot{C}_{2n}^{-} = -i\omega_r \left( 4n^2C_{2n}^{-} + \frac{\Omega(t)}{2\omega_r} \left( C_{2(n+1)}^{-} + C_{2(n-1)}^{-} \right) \right),$$

(8)
where $\hbar \omega_r = \hbar^2 k_0^2 / 2m$ is the photon recoil energy of an atom with mass $m$.

For a stationary BEC, the initial state is $C_0 = 1$ and $C_{2n}^\pm = 0$ for all $n > 0$. Noting that, for $k = 0$, the $C_{2n}^-$ are completely decoupled from $C_0$ and the $C_{2n}^+$, we have immediately that $C_{2n}^-(t) = 0$ for all $t$, and Eqs. (6) and (8) can be ignored. Further, the rate at which the $C_{2n}^+$ states are populated decreases with increasing $n$ and is negligible for $n \gg \sqrt{\Omega(t) / 8 \omega_r}$. Accordingly, we truncate the representation of the BEC state by taking $C_{2n}^+ = 0$ for $n$ greater than some appropriately chosen value $N$. In this approximation, Eqs. (4), (5), and (7) can be written in the form

$$\dot{C}^+ = -i \omega_r A(t) C^+, \quad (9)$$

where $C^+ = [C_0, C_2^+, C_4^+, \ldots, C_{2N}]^T$ and $A(t)$ is the real, symmetric, $(N + 1) \times (N + 1)$ matrix

$$A(t) = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
0 & 4 & 0 & \cdots & 0 \\
0 & 0 & 16 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & (2N)^2
\end{bmatrix} + \frac{\Omega(t)}{2 \omega_r} \begin{bmatrix}
0 & \sqrt{2} & 0 & 0 & \cdots & 0 & 0 \\
\sqrt{2} & 0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & 1 & \cdots & 0 & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 1 & 0
\end{bmatrix}, \quad (10)$$

which depends only on the unitless ratio $\Omega(t)/\omega_r$.

For constant $\Omega$, the formal solution to Eq. (9) is

$$C^+(t) = e^{-i \omega_r t A} C^+(0). \quad (11)$$

The matrix exponential $e^{-i \omega_r (t-t_0) A}$ in Eq. (11) can be evaluated by writing $A = U D U^T$, where the matrix $U$ is unitary, the matrix $D$ is diagonal, and both are real. This decomposition is always possible by choosing the diagonal elements of $D$ to be the eigenvalues of $A$ and the columns of $U$ to be corresponding orthonormal eigenvectors. The solution is then

$$C^+(t) = U \begin{bmatrix}
e^{-i \omega_r t D_0} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & e^{-i \omega_r t D_N}
\end{bmatrix} U^T C^+(0). \quad (12)$$
A. Square Pulses

In Ref. 6, Wu et al. propose selectively exciting BEC beam-splitter states using two equal-intensity square optical pulses separated by a period of unperturbed evolution. We generalize this protocol by allowing the optical pulses to be of differing intensities such that

$$\Omega(t) = \begin{cases} 
\Omega_1, & 0 \leq t \leq \tau_1, \\
0, & \tau_1 < t < \tau_1 + \tau_2, \\
\Omega_2, & \tau_1 + \tau_2 \leq t \leq \tau_{ps},
\end{cases} \quad (13)$$

where $\Omega_{1,2}$ and $\tau_{1,3}$ are the strength and durations of the two optical pulses, $\tau_2$ is the time between the pulses, and $\tau_{ps} = \tau_1 + \tau_2 + \tau_3$ is the total duration of the pulse sequence.

To find the state $C^+_f$ of the BEC following this square-pulse sequence, we apply Eq. (11) three times,

$$C^+_f = e^{-i\omega_r \tau_3 A_3} e^{-i\omega_r \tau_2 A_2} e^{-i\omega_r \tau_1 A_1} C^+(0), \quad (14)$$

to evolve the state vector through each of the constant-$\Omega$ periods. The decompositions of the tri-diagonal matrices $A_i$, which must be done independently for each value of $\Omega(t)$, are carried out numerically. Otherwise, Eq. (14) is an exact solution of Eq. (9).

B. Shaped Pulses

In addition to square pulses, we study the selective excitation of beam-splitter states using optical pulses with triangle and sinc-squared envelopes. While representing a limited sample, these two shapes exhibit distinct qualitative differences from square pulses. Unlike the square pulses, triangle and sinc-squared pulse shapes are continuous, with the sinc-squared shape also having a continuous first derivative.

The profiles of these shaped-pulse sequences are defined by the same five parameters as
the square-pulse sequence and are given by

\[
\Omega(t) = \begin{cases} \\
\Omega_1 \frac{2t}{\tau_1} & 0 \leq t \leq \frac{\tau_1}{2} \\
\Omega_1 \frac{2(\tau_1-t)}{\tau_1} & \frac{\tau_1}{2} \leq t \leq \tau_1 \\
0 & \tau_1 \leq t \leq \tau_1 + \tau_2 \\
\Omega_2 \frac{2(t-\tau_1-\tau_2)}{\tau_3} & \tau_1 + \tau_2 \leq t \leq \tau_{ps} - \frac{\tau_3}{2} \\
\Omega_2 \frac{2(\tau_{ps}-t)}{\tau_3} & \tau_{ps} - \frac{\tau_3}{2} \leq t \leq \tau_{ps}, 
\end{cases}
\]

(15)

and

\[
\Omega(t) = \begin{cases} \\
\Omega_1 \text{sinc}^2 \left( \frac{2t}{\tau_1} \right) & 0 \leq t \leq \tau_1 \\
0 & \tau_1 < t < \tau_1 + \tau_2 \\
\Omega_2 \text{sinc}^2 \left( \frac{2(t-\tau_{ps})+\tau_3}{\tau_3} \right) & \tau_1 + \tau_2 \leq t \leq \tau_{ps}, 
\end{cases}
\]

(16)

where we have used the normalized \( \text{sinc}(x) = \sin(\pi x)/\pi x \) function.

The methods that are described above for calculating the final state of the BEC after a sequence of square pulses cannot be applied directly to the triangle or sinc-squared pulse sequences because \( \Omega(t) \) is not piece-wise constant. However, \( \Omega(t) \) can be approximated by slicing a continuously varying pulse into a series of \( N_s \) square pulses, allowing the final state to be calculated by repeated application of Eq. (11), once for each slice. Adopting the notation \( A_{1,k} \) for the matrix \( A(\Omega(t)) \) evaluated at \( t = \tau_1(k-1/2)/N_s \) for \( k = 1, 2, ..., N_s \), and similarly for the second pulse, the approximate post-optical-pulse-sequence state is

\[
C_f^+ = \left( \prod_{k=1}^{N_s} e^{-i\omega_r \tau_3 A_{3,k}} \right) e^{-i\omega_r \tau_2 A_2} \left( \prod_{k=1}^{N_s} e^{-i\omega_r \tau_1 A_{1,k}} \right) C^+(0).
\]

(17)

The calculated final state of the BEC converges toward the exact result as \( N_s \) increases. As is detailed in Sec. III, we find satisfactory convergence using 50 slices for each pulse for the parameter ranges that we consider.

The method described above is implemented in Python using the matrix algebra functionalities of the numpy, scipy.linalg, and scipy.sparse packages. On the basis of informal testing, we find this method to be an order of magnitude or more faster than integrating Eqs. (4)–(8) using the numerical ODE integrators scipy.integrate.odeint (LSODA method) and scipy.integrate.solve-ivp (BDF method).
TABLE I. Optimal pulse parameters for equal-amplitude square light pulses. Units and notation are chosen to facilitate direct comparison with Ref. 6.

| Target State $\pm 2\hbar k_0$ | Optimal Parameters $|C_{2n}^+|^2$ | $\Omega/\omega_r$ | $\omega_r\tau_1/2\pi$ | $\omega_r\tau_2/2\pi$ | $\omega_r\tau_3/2\pi$ |
|-----------------------------|-------------------------------|----------------|----------------|----------------|----------------|
| $\pm 2\hbar k_0$            | .999                          | 2.81           | 0.0841         | 0.142          | 0.0795         |
| $\pm 4\hbar k_0$            | .991                          | 13.3           | 0.147          | 0.113          | 0.171          |
| $\pm 6\hbar k_0$            | .968                          | 34.6           | 0.0289         | 0.0882         | 0.0302         |
| $\pm 8\hbar k_0$            | .923                          | 58.3           | 0.0662         | 0.0455         | 0.0237         |

C. Experimental Parameter Optimization

We seek a set of pulse parameters for selective excitation of the $\pm 2\hbar k_0$ beam-splitter state by maximizing the post-pulse-sequence fidelity $|C_{2n}^+|^2$ with respect to variation in $\Omega_1$, $\Omega_2$, $\tau_1$, $\tau_2$, and $\tau_3$. To this end, we employ the Sequential Least Squares Programming (SLSQP) algorithm as implemented in the scientific computation library SciPy. After obtaining a set of optimized parameters ($\Omega_1^*, \Omega_2^*, \tau_1^*, \tau_2^*, \tau_3^*$), we plot $|C_{2n}^+|^2$ as a function of the fractional deviation of each parameter to ensure that the algorithm has returned a maximum. The curvature of the plots provides a quantitative measure of the sensitivity of the result’s fidelity to variations in the experimental parameters.

III. RESULTS

A. Pulse Parameter Optimization

We apply the methods described in Sec. II, with $N_s = 50$ slices and $N = 24$ coefficients, to identify optimal pulse parameters for high fidelity of target states $n = 1$ through $n = 4$. The results of our optimizations for square, sinc-squared, and triangle pulse shapes are presented in Tabs. I–IV. The results for equal-amplitude square pulses, Tab. I, show good agreement with comparable calculations presented in Ref. 6.
TABLE II. Optimal pulse parameters for unequal-amplitude square light pulses. There are three optimal parameter tunings provided for the $\pm 8\hbar k_0$ state, demonstrating that multiple local maxima for target-state fidelity are common. However, we find that higher fidelity may come at the cost of significantly higher sensitivity to variations in the pulse parameters. The trade-off between fidelity and parameter sensitivity is discussed in Sec. IV.

| Target State | $|C_{2n}^+|^2$ | Optimal Parameters |
|--------------|----------------|-------------------|
| $\pm 2\hbar k_0$ | .999 | $\Omega_1/\omega_r$ | $\Omega_2/\omega_r$ | $\omega_r \tau_1/2\pi$ | $\omega_r \tau_2/2\pi$ | $\omega_r \tau_3/2\pi$ |
| $\pm 4\hbar k_0$ | .996 | 15.1 | 13.3 | 0.136 | 0.113 | 0.174 |
| $\pm 6\hbar k_0$ | .975 | 32.3 | 34.7 | 0.0303 | 0.0879 | 0.0305 |
| $\pm 8\hbar k_0$ | .903 | 61.1 | 48.9 | 0.0623 | 0.0421 | 0.0667 |
| $\pm 8\hbar k_0$ | .943 | 63.5 | 53.9 | 0.0622 | 0.0454 | 0.0241 |
| $\pm 8\hbar k_0$ | .982 | 85.1 | 54.4 | 0.193 | 0.204 | 0.186 |

TABLE III. Optimal pulse parameters for sinc-squared light pulses.

| Target State | $|C_{2n}^+|^2$ | Optimal Parameters |
|--------------|----------------|-------------------|
| $\pm 2\hbar k_0$ | .999 | $\Omega_1/\omega_r$ | $\Omega_2/\omega_r$ | $\omega_r \tau_1/2\pi$ | $\omega_r \tau_2/2\pi$ | $\omega_r \tau_3/2\pi$ |
| $\pm 4\hbar k_0$ | .958 | 17.7 | 16.9 | 0.169 | 0.0331 | 0.102 |
| $\pm 6\hbar k_0$ | .866 | 32.0 | 39.3 | 0.167 | 0.0710 | 0.0756 |
| $\pm 8\hbar k_0$ | .958 | 71.3 | 69.0 | 0.0426 | 0.0764 | 0.0494 |

B. Convergence Test

The number of slices $N_s$ and the number of coefficients $N$ used in our calculations affect the accuracy of the results for both the optimal parameters and the target state fidelity after the pulse sequence. To ensure accuracy, we conduct convergence tests and select $N_s$ and $N$ for convergence to better than one part in $10^{-4}$.

Figure 2 shows the convergence of optimal optical-pulse parameters with increasing $N_s$ for
the triangle pulse sequences. Regardless of target momentum state, we find convergence of optimal optical-pulse parameter values within $N_s \geq 50$ slices. Notably, for higher-momentum target states, the pulse parameters corresponding to optical intensity are substantially less sensitive to $N_s$ than are the parameters corresponding to pulse timing. The convergence of target-state fidelity with increasing $N_s$ is found to be faster with all states converging by $N_s \geq 25$. Similar results are obtained for other pulse shapes.

Likewise, we check the convergence of optimal pulse parameters and target-state fidelity with increasing number of retained coefficients $N$. Truncation of the summation in Eq. 3 to $n' \leq N$ ignores high-momentum beam-splitter states under the assumption that they have negligible population. As expected, convergence of optimal parameters and target-state fidelity requires proportionally more retained coefficients for higher-momentum target states. For states with momentum up to $\pm 8 \hbar k_0$, the optimal parameters converge to better than one part in $10^{-8}$ with $N \geq 12$. Target state fidelity follows similar trends, converging to one part in $10^{-12}$ with $N \geq 14$.

C. Sensitivity

In addition to maximizing the fidelity, we consider the sensitivity of the fidelity to deviations from the optimal pulse-parameter values. Figure 3 shows fidelity changes in the $\pm 4 \hbar k$ and $\pm 8 \hbar k$ states as pulse parameter values $i \in \{\Omega_1, \Omega_2, \tau_1, \tau_2, \tau_3\}$ deviate from their optimum values $i^* \in \{\Omega_1^*, \Omega_2^*, \tau_1^*, \tau_2^*, \tau_3^*\}$. For meaningful comparisons of parameters with different units, we plot the fidelity of the target states as a function of the relative variation

---

**TABLE IV. Optimal pulse parameters for triangle light pulses.**

| Target State | Optimal Parameters |
|--------------|--------------------|
| $\pm 2n \hbar k_0 \ |C_{2n}^+|^2$ | $\Omega_1$ | $\Omega_2$ | $\omega_r \tau_1$ | $\omega_r \tau_2$ | $\omega_r \tau_3$ |
| $\pm 2 \hbar k_0$ | .999 | 3.89 | 3.70 | 0.122 | 0.0878 | 0.139 |
| $\pm 4 \hbar k_0$ | .993 | 23.3 | 27.2 | 0.0519 | 0.0687 | 0.0886 |
| $\pm 6 \hbar k_0$ | .971 | 47.3 | 49.7 | 0.0439 | 0.0732 | 0.0453 |
| $\pm 8 \hbar k_0$ | .963 | 79.2 | 76.8 | 0.0348 | 0.0849 | 0.0400 |
FIG. 2. Convergence of optimal triangle pulse parameters with the number of slices. The estimated optimal pulse parameters change with the number of time slices N_s used to approximate the pulse shape, converging toward exact values as N_s increases. For each estimated optimal pulse parameter $i^* \in \{\Omega_1^*, \Omega_2^*, \tau_1^*, \tau_2^*, \tau_3^*\}$, we test convergence by calculating $\Delta_{N_s} = |i^*(N_s) - i^*(N_s - 2)|/i^*(N_s)$ as N_s varies in steps of 2 and plotting the results on a log_{10} scale. Plots for target states $\pm 2\hbar k_0$ (top) and $\pm 8\hbar k_0$ (bottom) are shown. Generally, convergence to one part in $10^{-4}$ or better is found for $N_s > 50$.

of the pulse parameters

$$\delta(i) = (i - i^*)/i^*$$  \hspace{1cm} (18)

about their optimal values. We then define sensitivity $S_i$ as the absolute value of the curvature of the plots in Fig. 3 evaluated at zero-offset from the optimal parameter so that
TABLE V. Sensitivity to pulse parameters for equal amplitude square light pulses.

| Target State | Sensitivity Values |
|--------------|-------------------|
| $\pm 2\hbar k_0$ | $|C_{2n}^+|^2$ | $\Omega_1$ | $\Omega_2$ | $\tau_1$ | $\tau_2$ | $\tau_3$ |
|               |                   | 1.13  | 1.08  | 2.20 | 2.94 | 7.54    |
| $\pm 4\hbar k_0$ | .999 | 69.8 | 26.6 | 146. | 175. | 63.9 |
| $\pm 6\hbar k_0$ | .968 | 21.3 | 12.4 | 36.2 | 43.8 | 279. |
| $\pm 8\hbar k_0$ | .923 | 319. | 12.4 | 449. | 60.9 | 195. |

the change in the fidelity from its optimized value is

$$\Delta |C_{2n}^+|^2 = -\frac{1}{2} S_i \delta^2(i).$$

(19)

Sensitivity values for various pulse shapes and tunings are reported in Tables V–VIII.

The sensitivities of the pulse parameter tunings are compared on the basis of the most sensitive amplitude and most sensitive timing parameter. For the $\pm 4\hbar k$ target state ($n = 2$), the equal-amplitude square-pulse protocol is significantly more sensitive than the other three protocols to the experimental parameters. For this target state, the triangle pulse protocol has both the highest fidelity and the lowest sensitivity to experimental parameters.

For the $\pm 8\hbar k$ target state ($n = 4$), a tuning with a 0.982 fidelity is presented in Tab. VI. However, this tuning is exceptionally sensitive to the variation of parameters. Among the other tunings, the sinc-squared and triangle pulses have better fidelity and less sensitivity to the pulse intensity, but are modestly more sensitive to the pulse timing.

IV. ANALYSIS AND DISCUSSION

A. Convergence Tests

The results of the convergence sensitivity tests for the number of slices and the number of retained coefficients demonstrate the validity of our numerical method. Convergence was obtained with modest values of $N_s$ and $N$. The calculations were carried out with $N_s = 50$ slices per pulse and $N = 24$ retained coefficients without taxing our computational resources. The validity of the numerical method is also demonstrated by benchmarking
TABLE VI. Sensitivity to pulse parameters for unequal amplitude square light pulses.

| Target State | Sensitivity Values |
|--------------|--------------------|
| $\pm 2\hbar k_0 |C^+_2|^2$ | $\Omega_1$ | $\Omega_2$ | $\tau_1$ | $\tau_2$ | $\tau_3$ |
| $\pm 2\hbar k_0$ | .999 | 1.09 | 1.10 | 3.29 | 4.35 | 4.44 |
| $\pm 4\hbar k_0$ | .996 | 21.2 | 5.62 | 39.1 | 17.0 | 28.1 |
| $\pm 6\hbar k_0$ | .975 | 20.9 | 12.2 | 36.3 | 42.3 | 267. |
| $\pm 8\hbar k_0$ | .903 | 237. | 57.7 | 444. | 377. | 172. |
| $\pm 8\hbar k_0$ | .943 | 330. | 11.7 | 616. | 213. | 57.5 |
| $\pm 8\hbar k_0$ | .982 | 3700 | 755. | 5790 | 3180 | 3520 |

TABLE VII. Sensitivity to pulse parameters for sinc-squared light pulses.

| Target State | Sensitivity Values |
|--------------|--------------------|
| $\pm 2\hbar k_0 |C^+_2|^2$ | $\Omega_1$ | $\Omega_2$ | $\tau_1$ | $\tau_2$ | $\tau_3$ |
| $\pm 2\hbar k_0$ | .999 | 0.925 | 1.57 | 2.19 | 7.77 | 2.82 |
| $\pm 4\hbar k_0$ | .958 | 24.4 | 6.41 | 71.7 | 12.0 | 1.07 |
| $\pm 6\hbar k_0$ | .866 | 72.8 | 11.9 | 183. | 9.09 | 15.2 |
| $\pm 8\hbar k_0$ | .958 | 39.5 | 17.0 | 124. | 71.0 | 498. |

TABLE VIII. Sensitivity to pulse parameters for triangle light pulses.

| Target State | Sensitivity Values |
|--------------|--------------------|
| $\pm 2\hbar k_0 |C^+_2|^2$ | $\Omega_1$ | $\Omega_2$ | $\tau_1$ | $\tau_2$ | $\tau_3$ |
| $\pm 2\hbar k_0$ | .999 | 1.13 | 1.07 | 3.46 | 4.31 | 2.67 |
| $\pm 4\hbar k_0$ | .993 | 9.43 | 13.8 | 19.9 | 25.3 | 38.3 |
| $\pm 6\hbar k_0$ | .971 | 22.7 | 12.8 | 61.9 | 38.2 | 160. |
| $\pm 8\hbar k_0$ | .963 | 39.7 | 17.3 | 105. | 56.2 | 610. |
FIG. 3. Sensitivity of fidelity to variations in the pulse parameters. The curvatures of these plots at $\delta = 0$ provide a quantitative measure of the sensitivity of the optimization. For the $\pm 4\hbar k$ and $\pm 8\hbar k$ target states, we plot $|C_{f2n}|^2$ as a function of the fractional deviation $\delta(i) = (i - i^*)/i^*$ of each parameter $i \in \{\Omega_1, \Omega_2, \tau_1, \tau_2, \tau_3\}$ from its optimal value $i^*$, holding other parameters constant.

**B. Equal and Varied Amplitude Square Pulses**

Equal-amplitude two-pulse protocols utilizing square pulses allow highly selective excitation of beam-splitter states, which is not possible with earlier single-pulse protocols. While square two-pulse protocols with equal amplitude are effective, we investigate whether setting the intensity of the pulses independently results in better fidelity or reduced sensitivity to experimental parameters, especially in the case of higher-order target states. While the
resulting change in fidelity is not significant, the protocol with unequal pulse intensities is significantly less sensitive to changes in parameters, especially with regard to variations in pulse intensity. This improvement suggests that additional gains could be achieved by varying other pulse features such as shape.

C. Sinc-Squared and Triangle-Shaped Pulses

Fidelity and sensitivity were also assessed for beam-splitter protocols utilizing sinc-squared and triangle-shaped pulses. The shaped pulses showed similar results for the first two momentum states, with the triangle-shaped pulses showing higher fidelity for any given state. The sinc-squared and triangle pulses show a significant increase in fidelity in the $\pm 8\hbar k$ state when compared to the square pulses of comparable parameter sensitivity, demonstrating that pulse envelope shape does affect the fidelity and sensitivity for high-order momentum states. Parameter sensitivity analysis of the triangle and sinc-squared pulses also demonstrates the potential for significantly reduced sensitivity to optical-pulse amplitude for the $\pm 4\hbar k$ and $\pm 8\hbar k$ target states relative to square-shaped pulses. Low sensitivity to pulse amplitude is particularly important due to the technical challenges of controlling absolute pulse intensities experimentally.

D. High Fidelity and Low Sensitivity

The beam-splitter protocols used in this paper consider not only high fidelity, but also the sensitivity of the optimized parameters to the final-state fidelity. Target-state fidelity is a complicated function of the pulse parameters, and many locally optimized tunings exist in parameter space. The optimized parameter tunings that we report are representative and do not necessarily correspond to global fidelity maximums. For example, the first optimal solution listed in Tab. II for the $\pm 8\hbar k$ state using unequal amplitude square pulses, $|C_8^+|^2 = 0.903$, is not the highest fidelity found for the pulse shape. Higher-fidelity tunings exist with $|C_8^+|^2 = 0.943$ and $|C_8^+|^2 = 0.982$. However, these tunings have higher optimal-parameter sensitivity values as shown in Tab. VI and Fig. 4.

In extending the analysis of matter-wave beam splitters to include both high fidelity and low sensitivity of parameters to final-state fidelity, we present acceptable fidelity values with
FIG. 4. Sensitivity of the fidelity for the $\pm 8\hbar k$ states to variations in pulse parameters for different tunings of unequal square pulses. The three tunings demonstrate there are multiple local maximums of the fidelity in the parameter space. The high sensitivity of the tuning with 98% fidelity illustrates the need to consider trade-offs between fidelity and sensitivity to pulse parameter fluctuations.

the lower sensitivity values, some of which have sensitivities an order of magnitude lower than previously presented equal amplitude square pulse sequences. Acceptable fidelity at lower sensitivity may be necessary for robust experimental realization of these protocols.

As a practical matter, precision timing is much easier to achieve experimentally than is precision optical-pulse intensity. Restricting consideration of parameter sensitivity to intensity variations, we find the following general trends for the choice of pulse shape: for the $\pm 2\hbar k_0$ state, the pulse shapes considered are roughly equivalent; for the $\pm 4\hbar k_0$ state, the triangle pulses are the best choice; for the $\pm 6\hbar k_0$ state, the sinc-squared pulse shape is significantly worse than square or triangular pulses; and for the $\pm 8\hbar k_0$ state, the sinc-squared and triangle pulses are equivalent and both are superior to the square pulses.

E. Non-Zero Initial Momentum.

We have focused our efforts on optimizing optical pulses for the case $\hbar k = 0$ of atoms with zero initial momentum. Whether due to variations in a statistical ensemble or the finite extent of the atom wave packet, in atom interferometry experiments, the atoms are initially in a distribution of momentum states centered about zero. Accordingly, whether optical pulses optimized for zero initial momentum maintain good target state fidelity over
FIG. 5. Sensitivity of fidelity to initial momentum for the $\pm 8\hbar k_0$ state for square and triangle pulse shapes. Initial momentum $\hbar k$ is plotted as a fraction of the recoil momentum $\hbar k_0$. Here, the fidelity is more sensitive to $k$ for the triangle pulses than it is for the square pulses; however, for $k/k_0 < 0.02$, the fidelity for the triangle pulses exceeds the fidelity for the square pulses. The worst case is shown. For $\pm 2\hbar k_0$, $\pm 4\hbar k_0$, and $\pm 6\hbar k_0$ the sensitivity of the fidelity to $k$ for the triangle and sinc-squared pulses is less than or equal to the sensitivity for the corresponding square pulses.

an achievable range of initial momentum is an important practical question.

To answer this question, we solve Eq. (2) for various values of $k$ using methods similar to those described in Sec. II and keeping the optimal pulse parameters calculated for $k = 0$. Representative results are plotted in Fig. 5. We find that for the $\pm 2\hbar k_0$ and $\pm 6\hbar k_0$ states, the sensitivity of the fidelity to $k$ is roughly the same for all of the pulse shapes we considered. For the $\pm 4\hbar k_0$ state, the fidelity for the triangle and sinc-squared pulses is less sensitive to $k$ than the fidelity for the square pulses. For the $\pm 8\hbar k_0$ state, the fidelity is more sensitive to $k$ for the triangle and sinc-squared pulses. Even so, the fidelity for the triangle and sinc-squared pulses is higher than the fidelity for the experimentally achievable range of $|k| < 0.02k_0$.

V. CONCLUSION AND FUTURE WORK

In this paper, we show how varying the shape of optical pulses used to split BECs in atom interferometry improves optimal beam-splitter fidelity and reduces sensitivity to optimized parameters. In some cases, we have reduced parameter sensitivity by an order of magnitude
while preserving fidelity. The results of this work show that using shaped optical pulses has beneficial effects in the excitation of high fidelity beam-splitter states in BECs, at least under conditions where the one-dimensional, non-interacting, and transitionally invariant approximations are valid.

Our analysis relies on brute force to identify optimal pulse sequences. Appeal to an approximate Bloch-sphere description provides a conceptual basis for pulse sequences that excite the $n = 1$ beam-splitter state, but a comparable understanding of the excitation of higher-order states is lacking, and our explorations have not yielded additional insight. In the absence of a conceptual model, there is a concern that the improvements in sensitivity to experimental parameters, particularly for excitation with triangular optical pulses, might depend on the sharp corners of the pulse shape, which are idealizations that are difficult to replicate experimentally. However, such dependence is unlikely for several reasons. First, the solutions of the Schrödinger equation are not sensitive to finite temporal discontinuities in the potential or its first derivatives, and we do not observe any anomalous behavior of our solutions in the vicinity of the sharp corners. Second, the triangular pulses, while more technically demanding to generate, are actually less-severe approximations to experimentally obtainable pulses than are the previously studied and experimentally demonstrated square pulses. Finally, the rapid convergence of our calculations with the number of temporal slices used demonstrates a lack of sensitivity of the results to details of the pulses on very short time scales.

In addition to seeking a conceptual model for excitation of high momentum beam-splitter states, future work will explore the possibility of systematic design of pulse sequences with an emphasis on the significance of the post-first-pulse state in setting the stage for selective excitation of high-order beam-splitter states. Additionally, if our general predictions are validated experimentally, we will extend our analysis to 3d models that incorporate atom–atom interactions and translational variation in atom density. Finally, we would like to explore the application of our optimization procedures to a broader class of pulse envelope shapes, or more generally to envelopes attained by optimizing the pulse amplitude in each time slice.
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