Quantum version of the integral equation theory based dielectric scheme for strongly coupled electron liquids
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A novel dielectric scheme is proposed for strongly coupled electron liquids that handles quantum mechanical effects beyond the random phase approximation level and treats electronic correlations within the integral equation theory of classical liquids. The self-consistent scheme features a complicated dynamic local field correction functional and its formulation is guided by *ab initio* path integral Monte Carlo simulations. Remarkably, our scheme is capable to provide unprecedentedly accurate results for the static structure factor with the exception of the Wigner crystallization vicinity, despite the absence of adjustable or empirical parameters.

The three dimensional uniform electron fluid (UEF) constitutes the simplest, yet realistic, bulk electronic system capable of exhibiting strong correlation effects [1–3]. It is often referred to as homogeneous electron gas, jellium or quantum one-component plasma being the quantum analogue of the classical one-component plasma (OCP) [4–6]. Early studies focused on the ground state at metallic densities due to its relevance for valence electrons in simple metals [2, 6]. These investigations have led to remarkable insights such as the Landau Fermi-liquid theory [7] and the Bohm & Pines quasi-particle picture of collective excitations [8]. In addition, the accurate parametrization of different UEF properties based on systematic quantum Monte Carlo (QMC) simulations [6–11] has been of vital importance for the unrivaled success of density functional theory in the description of real materials [12, 13].

Increasing interest in warm dense matter (WDM) [14–16], which is an exotic yet ubiquitous state of high temperature highly compressed matter encountered in dense astrophysical objects [17–19], fuel compression processes during inertial confinement fusion [20] and novel material fabrication [21], has provided the impetus for a worldwide intense research activity targeted at the high density finite temperature UEF [22–24]. Numerous breakthroughs concerning the development of QMC methods or of QMC extensions that alleviate the fermion sign problem at different WDM regions [25–33] as well as progress regarding the correction of finite-size errors [34–36] and the numerical implementation or even full circumvention of analytic continuation [37–54] have led to a very accurate description of the thermodynamic, static, dynamic and non linear behavior of the UEF in WDM conditions [10–17].

On the other hand, the physical realization of dilute ground state homogeneous electronic systems is known to be extremely challenging, while low density finite temperature inhomogeneous electron systems are inaccessible even to state-of-the-art experiments. Therefore, much less attention has been paid to the strongly coupled electron liquid regime (hence the use of the label UEF instead of the label jellium which typically concerns the gaseous phase) especially at finite temperatures, despite preliminary confirmations and legitimate speculations of exotic collective behavior that could be of technological importance. These include phenomena that begin to manifest themselves at the margin of the strongly coupled UEF regime. A prominent example concerns the onset of effective attraction between two electrons due to short range order [55], its manifestation onto the negative sign of the spin-off diagonal component of the static density response function [56] as well as its association with the possibility of Cooper pairing [57] and thus the potential emergence of super-conductivity without phonons [51, 52]. Another closely related example concerns the existence of a minimum in the dispersion of density-density fluctuations and an associated roton feature in the dynamic structure factor [53–58] as well as their microscopic finite temperature interpretation in terms of an electronic pair alignment model [53] and their alternative ground state interpretation in terms of an excitonic mode [54, 58]. These also include phenomena that have been speculated to manifest themselves deep within the strongly coupled UEF regime such as the possibility of a charge-density wave instability [59–61], the emergence of a spin-density wave [61, 62] and the possibility of a continuous paramagnetic to ferromagnetic transition (Stoner’s instability) [55, 56].

The only exceptions to this rather discouraging state of affairs concern the thermodynamic and the static properties of the strongly coupled paramagnetic UEF that were recently characterized by extensive path integral Monte Carlo (PIMC) simulations at finite temperatures [71, 72]. The highly-accurate results were compared to two novel schemes of the self-consistent dielectric formalism that are equipped to handle strong correlations. The hyper-netted chain (HNC-) based scheme that handles quantum mechanical effects at the random phase approximation level and incorporates a frequency independent local field correction treating strong Coulomb correlations within the classical HNC approximation [74, 75]. The integral equation theory (IET-) based scheme that supplements the HNC-based scheme with a near-exact classical Coulomb bridge function [71, 73]. Both schemes were demonstrated to yield excellent predictions for the thermodynamic properties (benefitting from a favorable error cancellation), accurate predictions for the position of the static structure factor peak but quite inaccurate pre-
dictions for the magnitude of the static structure factor peak [74, 71]. It is worth noting that interaction energy predictions of the consistently more accurate IET-based scheme were always within 0.68% of the exact value [71].

In the present communication, we substantially refine the treatment of quantum mechanical effects within the IET-based dielectric scheme guided by available PIMC simulations. The upgraded quantum version of the IET-based scheme features a complicated dynamic local field correction functional that leads to a substantially more involved set of equations. The associated numerical complexity proved to be rewarding, since our scheme yields excellent predictions for the static structure factor at all states except from the Wigner crystallization vicinity.

- **Uniform electron fluid.** The UEF is a homogeneous model system consisting of electrons immersed in a rigid ionic neutralizing background. We focus on the paramagnetic (unpolarized) case of equal spin-up and -down electrons, whose state points are fully specified by two dimensionless quantities: (1) the quantum coupling parameter $r_s = d/a_B$ with $d = (4\pi n / 3)^{1/3}$ the Wigner Seitz radius and $a_B = \hbar^2/m e^2$ the Bohr radius, (2) the degeneracy parameter $\Theta = T/E_F$ with $T$ the temperature in energy units, $E_F = \hbar^2 k_F^2/(2m_e)$ the Fermi energy and $k_F = (3\pi^2 n)^{1/3}$ the Fermi wavevector. The WDM regime is roughly demarcated by $0.1 \lesssim r_s, \Theta \lesssim 10$, while the strongly coupled regime corresponds to $r_s \geq 20, \Theta \lesssim 1$. The theoretical treatment of the UEF in the WDM and especially the strongly coupled regime is formidable due to the coexistence of quantum effects (exchange, diffraction), Coulomb correlations and thermal excitations, as reflected on the lack of small parameters [24, 26].

- **Self-consistent dielectric formalism.** It constitutes one of the most powerful and versatile microscopic formulations for the description of the dynamic, structural and thermodynamic properties of the UEF [74, 78]. The dielectric formalism combines fundamental results of linear density response theory [2] with an approximate closure stemming from the perturbative quantum kinetic theory of non-ideal gases [73] or the non-perturbative integral equation theory of classical liquids [80]. Particularly, in the polarization potential approach $\chi_{11}$ of linear response theory, the density response function $\chi(k, \omega)$ is expressed in terms of the ideal (Lindhard) density response $\chi_0(k, \omega)$ and the dynamic local field correction $G(k, \omega)$ (LFC) as

$$\chi(k, \omega) = \frac{\chi_0(k, \omega)}{1 - U(k) [1 - G(k, \omega)] \chi_0(k, \omega)} ,$$

with $U(k) = 4\pi e^2/k^2$ for the bare Coulomb interactions. Moreover, for the finite temperature UEF, the combination of the zero frequency moment sum rule and the quantum fluctuation–dissipation theorem (FDT) with the analytic continuation of $\chi(k, \omega)$ to the complex frequency plane $\omega \rightarrow z$ lead to a static structure factor $S(k)$ (SSF) relation that involves the Matsubara summation

$$S(k) = -\frac{1}{n_B} \sum_{l=-\infty}^{\infty} \tilde{\chi}(k, \omega_l) ,$$

with $\tilde{\chi}(k, z)$ the analytically-continued density response function and $\omega_l = 2\pi l/(\beta \hbar)$ the bosonic Matsubara frequencies [82]. Finally, the self-consistent dynamic LFC, which describes Pauli exchange, quantum diffraction and Coulomb correlation effects beyond the random phase approximation (RPA), is given by a complicated SSF functional of the general form

$$G(k, \omega) \equiv G(S(k, \omega) .$$

Eqs. [1-3] constitute a set of non-linear functional equations to be solved for the SSF [24, 82]. Multiple dielectric schemes have been developed that target various UEF phase diagram regions and only differ in the approximate treatment of the exact (unknown) LFC functional.

In the warm dense matter regime of weak-to-moderate coupling, it is worth to single out two dielectric schemes that have been empirically found to be very accurate. (1) The Singwi-Tosi-Land-Sjölander (STLS) scheme [83, 84]; a semi-classical scheme that includes quantum effects exclusively via the Lindhard density response and whose static LFC closure is derived by truncating the classical BBGKY hierarchy at its first member with the factorization ansatz $f_{2}(r, p, r', p'; t) = f(r, p, t)f(r', p', t)g(r - r')$ where $f_{2}$ is the two particle distribution function, $f$ is the single particle distribution function, $g$ is the pair correlation function at thermodynamic equilibrium. (2) The quantum STLS (qSTLS) scheme [85, 87]; a fully quantum scheme that treats exchange & diffraction effects beyond the RPA level and whose dynamic LFC closure is derived by truncating the quantum BBGKY hierarchy within the Wigner representation at its first member with the same STLS ansatz. The respective LFC closures are given by

$$G_{\text{STLS}}(k) = -\frac{1}{n} \int \frac{d^3 q}{(2\pi)^3} \frac{k \cdot q k^2}{q^2} [S(k - q)] - 1 ,$$

$$G_{\text{qSTLS}}(k, \omega) = -\frac{1}{n} \int \frac{d^3 q}{(2\pi)^3} \frac{k \cdot q \omega \cdot k^2}{\chi_{k, \omega}} [S(k - q)] - 1 ,$$

where $\chi_{0, k, \omega}$ with the property $\chi_{0, k, \omega}^0 = \chi_{0, k, \omega}^0$ is a three-argument ideal density response that is defined by

$$\chi_0(k, k', \omega) = -\frac{2}{\hbar} \int \frac{d^3 q}{(2\pi)^3} \frac{f_0 (q + \frac{1}{2} k') - f_0 (q - \frac{1}{2} k')}{\omega - \frac{1}{m} k \cdot q + i0} .$$

In the liquid regime of moderate-to-strong coupling, it is worth to single out two very recent dielectric schemes. (1) The HNC-based scheme of Tanaka [70, 72]; a semi-classical scheme that treats quantum effects at the RPA level and combines the classical FDT, Ornstein-Zernike integral equation and HNC non-linear closure equation in order to derive a static LFC functional. (2) The IET-based scheme proposed by Tolias and coworkers [71, 73]; a semi-classical scheme that supplants the HNC-based scheme with a Coulomb bridge function, i.e. it substitutes the approximate HNC closure equation with the exact IET closure equation benefiting from the recent extraction of classical OCP bridge functions from molecular
dynamics simulations and their subsequent parametrization \[73, 88, 89\]. The respective static LFC closures are

\[
G_{\text{HNC}}(k) = \frac{1}{n} \int \frac{d^3q}{(2\pi)^3} \frac{k \cdot q k^2}{q^2} [S(k - q) - 1] \times \{1 - [G(q) - 1] [S(q) - 1]\}
\]

\[
G_{\text{IET}}(k) = \frac{B(k)}{\beta U(k)} - \frac{1}{n} \int \frac{d^3q}{(2\pi)^3} \frac{k \cdot q k^2}{q^2} [S(|k - q|) - 1] \times \left\{ - \frac{B(q)}{\beta U(q)} + 1 - [G(q) - 1] [S(q) - 1]\right\},
\]

with \(B(k)\) the Fourier transform of the bridge function \(b(r)\). Note that, as expected, \(G_{\text{IET}}(k) \equiv G_{\text{HNC}}(k)\) when \(b(r) \equiv 0\). The real space parametrization reads as \[73, 88\]

\[
b(x, \Gamma) = [1 - f(x)] b_0(x, \Gamma) + f(x) b_1(x, \Gamma),
\]

\[
b_0(x, \Gamma) = s_0(\Gamma) + \sum_{i=2}^5 s_i(\Gamma)x^i,
\]

\[
b_1(x, \Gamma) = l_0(\Gamma) \Gamma^{5/6} \exp \left[-l_1(\Gamma) (x - 1.44) - 0.3x^2\right] \times \left\{ \cos [l_2(\Gamma) (x - 1.44)] + l_3(\Gamma) \exp \left[-3.5(x - 1.44)\right]\right\},
\]

\[
f(x) = 0.5 \left[ 1 + \text{erf} \left[ 5.0(x - 1.5)\right]\right],
\]

\[
s_i(\Gamma) = \sum_{j=0}^3 s_i^j(\Gamma) \Gamma^j, \quad l_i(\Gamma) = \sum_{j=0}^4 l_i^j(\Gamma) \Gamma^j,
\]

with \(x = r/d, \Gamma = 2\lambda^2(r_s/\Theta)\) the classical coupling parameter, \(\lambda^3 = 4/(9\pi)\) and \(s_i^j, l_i^j\) tabulated in Refs. \[73, 88\].

**QMC simulations in the liquid regime.** Extended and rigorously finite-size corrected (Refs. \[70, 71\] for details), PIMC data are available for the interaction energy, static density response \(\chi(k, \omega = 0)\), static LFC \(G(k) \equiv G(k, \omega = 0)\) and SSF \(S(k) \equiv S(k, \omega = 0)\). In particular, 34 UEF states have been simulated in the phase diagram region defined by \(20 \leq r_s \leq 200, 0.5 \leq \Theta \leq 4\). The boundary between the WDM and liquid regimes is of little interest for the present study, thus we focus on the 20 UEF states that belong to the \(50 \leq r_s \leq 200, 0.5 \leq \Theta \leq 4\) region.

Systematic comparison of the predictions of the STLS, qSTLS, HNC-based and IET-based schemes with the exact PIMC results led to the following conclusions \[70, 71\], see Fig \[1\] (1) The IET- & HNC-based schemes yield very similar accurate predictions for the positions of the SSF and \(\chi(k)\) extrema. The STLS and qSTLS schemes yield very similar predictions for the positions of the SSF and \(\chi(k)\) extrema, but they significantly underestimate both. (2) The IET-based scheme result for the SSF and \(\chi(k)\) peak magnitudes greatly improves the respective HNC-based result, but it still underestimates the exact PIMC result, mainly for the lowest \(\Theta\) and highest \(r_s\) considered. The qSTLS scheme significantly improves the STLS result for the SSF and especially the \(\chi(k)\) peak magnitudes, but the PIMC result underestimation persists. (3) The IET-based scheme consistently improves the HNC-based outcome for the \(G(k)\) peak magnitude, though there is an underestimation compared to the exact PIMC outcome. On the other hand, the STLS & the qSTLS schemes lead to static LFCs that do not feature a well-developed \(G(k)\) maximum, but rather an extended plateau. (4) The IET- and HNC-based interaction energies are remarkably accurate owing to a favorable error cancellation (accuracies within 0.68% and 1.37%, respectively).

**Quantum version of the integral equation theory based scheme (qIET).** In terms of physics, the main drawback of the IET-based scheme concerns the treatment of quantum effects on the RPA level. In terms of PIMC validation, the main drawback of the IET-based scheme concerns the underestimation of the SSF peak magnitude in spite of the accurate prediction of the SSF peak position. As discussed above, the qSTLS scheme improves the SSF peak magnitude prediction of the STLS scheme without affecting its SSF peak position prediction. Thus, physics and numerics grounds imply that an IET-level treatment of strong correlations combined with a qSTLS-level treatment of quantum effects could possibly alleviate the main deficiencies of the IET-based scheme. The dynamic LFC closure of our qIET-based scheme can be simply inferred by comparison. Since the qSTLS closure emerges from the STLS closure by a \((k \cdot q)/k^2 \to \chi^0(k, \omega)/\chi^0(k, \omega)\) substitution, the same substitution in the IET-based static LFC closure leads to the qIET-based dynamic LFC closure

\[
G_{\text{qIET}}(k, \omega) = \frac{B(k)}{\beta U(k)} - \frac{1}{n} \int \frac{d^3q}{(2\pi)^3} \frac{\lambda^0_{k, \omega}}{\chi^0_{k, \omega}} \frac{k^2}{q^2} [S(|k - q|) - 1] \times \left\{ - \frac{B(q)}{\beta U(q)} + 1 - [G(q, \omega) - 1] [S(q) - 1]\right\}.
\]
Note the substitution $G(q) \rightarrow G(q, \omega)$ inside the integral. In an identical fashion, the dynamic LFC closure of the quantum version of the hypernetted chain based scheme (qHNC) can be constructed. It is given by

$$G_{\text{qHNC}}(k, \omega) = -\frac{1}{n} \int \frac{d^3 q}{(2\pi)^3} \frac{\delta_{k,q} + k^2}{\chi_{k,\omega} q^2} [S(k - q) - 1] \times \{1 - |G(q, \omega) - 1| S(q) - 1]\} . \quad (5)$$

The closed normalized set of equations for the qIET-based scheme comprises the normalization condition of the Fermi-Dirac energy distribution function [see Eq. (2)], the Fourier transform of the classical OCP bridge function [see Eq. (1)], the ideal Lindhard density response expressed through the auxiliary complex function $\Phi(x, l)$ and evaluated at the imaginary Matsubara frequencies $\omega_l$ including the static limit [see Eqs. (8,9)], the dynamic LFC triple integral expression expressed through the auxiliary complex function $\Psi(x, l)$ and evaluated at the imaginary Matsubara frequencies $\omega_l$ including the static limit [see Eqs. (10,11)] and the infinite Matsubara summation expression for the SSF [see Eq. (12)].

$$B(x) = \frac{9 \pi}{8} \Theta U(x) \int_0^{\infty} y b \left( y, 2 \lambda^2 T s \right) \sin \left( \frac{x}{\lambda} y \right) dy , \quad (7)$$

To speed-up the Matsubara series convergence, the non-interacting (Hartree Fock) SSF and the high-frequency short-wavelength limit of the auxiliary complex function $\Phi(x, l)$ are split-up from the sum [71, 82, 90]. Summation up to $l = 512$ suffices for convergence with the exception of highly degenerate strongly coupled states ($r_s > 100$, $\Theta < 1$), for which summation up to $l = 1024$ is necessary. To facilitate the short-wavelength convergence of the dynamic LFC of the qIET-based scheme, the well-behaved dynamic LFC of the qSTLS scheme is also split-up from the integral. In fact, a similar split-up of the static LFC of the STLS scheme from the static LFC of the IET-based scheme has proven to be beneficial for convergence in our earlier investigations [71]. The Broyles technique of mixing iterates [81], as known from the numerical treatment of integral equation theory approximations [92, 95], was also necessary to speed up and sometimes even to ensure the convergence of the dynamic qIET-based LFC. All improper integrals were numerically evaluated with the doubly adaptive Clenshaw-Curtis quadrature method; 0.1$k_F$ grid resolution and a 40$k_F$ upper cutoff were employed. The IET-based solution served as a good initial guess.
FIG. 2: The electron liquid static structure factor for $\Theta = 0.5$ & $r_s = 50 - 200$. Results from the HNC-based scheme (dot-dashed blue line), IET-based scheme (dashed green line), qHNC-based scheme (dotted magenta line), qIET-based scheme (solid red line) and PIMC simulations (black crosses). The proposed qIET-based scheme is near exact up to $r_s = 80$ and it remains very accurate up to $r_s = 100$. The proposed qHNC-based scheme becomes more accurate for $r_s \geq 125$ due to a cancellation of errors.

FIG. 3: The electron liquid static structure factor for $r_s = 100, 125 \& \Theta = 0.75, 1.0, 2.0$. Results from the HNC-based scheme (dot-dashed blue line), IET-based scheme (dashed green line), qHNC-based scheme (dotted magenta line), qIET-based scheme (solid red line) and PIMC simulations (black crosses). The qIET-based scheme yields near exact predictions at these six states.
– Results and comparison. Characteristic SSFs as computed with the qIET-, qHNC-, IET-, HNC-based schemes and as extracted from PIMC simulations are illustrated in Figs. 2-3 [96]. The following robust conclusions have been drawn after the careful examination of the numerical results for all 20 relevant state points: (1) The qIET scheme yields near exact SSFs for \( r_s \lesssim 100 \) and \( \Theta \gtrsim 0.5 \). The SSFs remain very accurate up to \( r_s \lesssim 150, \Theta \gtrsim 0.75 \), where observable deviations from the PIMC results begin to develop in the vicinity of the first SSF maximum. At even stronger coupling and even higher degeneracy, the qIET SSF maximum increasingly overshoots the PIMC SSF maximum. (2) For all states except those near the liquid-crystal boundary, the qIET scheme generates the most accurate SSFs across the entire wavenumber interval. This concerns the long wavelength range \( k \lesssim 2k_F \), the near-Lorentzian region that surrounds the first maximum \( k \sim 2-2.5k_F \) and the secondary extrema short wavelength region \( k \gtrsim 2.5k_F \). (3) For states in the vicinity of Wigner crystallization (estimated by the onset of fluctuations near the PIMC SSF maximum), the qHNC-generated SSF features a more accurate Lorentzian region than the qIET-generated SSF, most probably due to a favorable cancellation between viscoelastic and bridge function effects. Even at the strongest coupling and the highest degeneracy considered, the qIET-generated SSFs are consistently the most accurate in the short and long wavelength ranges with the discrepancies from the PIMC SSF being nearly exclusively limited at the neighborhood of the global maximum. (4) The IET and the HNC SSFs always underestimate the PIMC SSFs near the maximum and always overestimate the PIMC SSFs within the short wavelength range, which leads to a favorable cancellation of errors in the computation of the interaction energy. This fortuitous characteristic is not shared by the qIET and the qHNC SSFs and translates to less accurate predictions for the interaction energy, see a detailed remark in what follows. (5) Regarding the static density response \( \chi(k) \), the qIET scheme still yields by far the most accurate results. Overall, the agreement with PIMC simulations is less impressive. At the Fermi temperature \( \Theta = 1 \), the qIET slightly undershoots the single extremum at moderate coupling \( r_s \sim 50 \) and accurately predicts the single extremum at strong coupling \( r_s \sim 100-200 \), but it no longer overlaps with the PIMC result in the short wavelength range. Note that the qHNC scheme yields a more accurate prediction for the single extremum only at \( r_s = 200, \Theta = 0.5 \). The same conclusions naturally hold for the closely related static LFC, \( G(k) \); \( \omega = 0 \) in Eq. (1). (6) As far as the pair correlation function is concerned, it is important to discuss the un-physical negative region near the origin, that is a common feature of all dielectric schemes [24, 26]. This short range pathology is naturally a consequence of the approximate treatment of quantum effects, thus it is expected that the qIET- and the qHNC-based schemes will exhibit a better behavior than the IET- and the HNC-based schemes. In fact, while the radial extent of the negative region and the value of the on top pair correlation are similar for the four schemes, the negative contribution from the negative region is much smaller for the qIET- and the qHNC-based schemes. This is a consequence of the fact that qIET- & qHNC-based pair correlation functions do not possess a short distance negative minimum in contrast to the IET- & HNC-based pair correlation functions. This is hardly surprising, since this unphysical feature is inherited from the bare STLS scheme, for which it is omnipresent at strong coupling. (7) Concerning the route from structural to thermodynamic properties, the interaction energy per particle normalized by the Hartree energy \( e^f/a_B \) is given by [24, 26]

\[
\bar{u}(r_s, \Theta) = \frac{1}{\pi \lambda r_s} \int_0^\infty [S(x) - 1] \, dx .
\]

Unfortunately, the superiority of the qIET structural predictions does not translate to a superiority in thermodynamic predictions, since the HNC- & IET-based schemes are distinguished by consistently favorable cancellation of errors between the short wavelength range and intermediate wavelength range. This characteristic is not shared by the qIET-generated SSFs whose small discrepancies with the PIMC-generated SSF are nearly exclusively concentrated in intermediate wavelengths. To be more specific, the qIET interaction energies exhibit an excellent agreement with the PIMC interaction energies having an accuracy within 1.53% and an average accuracy of 0.89%. This pales in comparison to the remarkable performance of the IET interaction energies that have accuracy within 0.68% and an average accuracy of 0.29%. Actually, it is comparable to the HNC interaction energies that are accurate within 1.37% with a 0.96% average accuracy. For completeness, note that qHNC interaction energies are accurate within 1.99% with a 1.55% average accuracy.

– Possibility for further improvements. There are two main drawbacks of the qIET-based scheme. First, similar to the bare IET-based scheme, the classical Coulomb bridge function is introduced as a closed form \( b(r, \Gamma) \) parametrization and not as a \( b(g) \) functional [38, 39]. This implies that the bridge function does not properly react to pure quantum mechanical effects and this also necessitates the introduction of an algebraic mapping between the classical OCP states \( \Gamma \) and the quantum OCP states \( (r_s, \Theta) \). The primitive mapping \( \Gamma = 2\lambda^2(r_s/\Theta) \) employed is clearly insufficient, since it lacks a ground state limit, does not consider the Fermi energy contribution and does not depend on the spin polarization. Different strategies on the optimization of this mapping based on enforcing self-consistency (thermodynamic sum rules or frequency moment sum rules) will be explored in future studies. The above shortcoming manifests itself in the deviations from the exact results that arise at very low degeneracy parameters. Second, the high temperature limit of the dynamic LFC of the qIET-based scheme exhibits a weak frequency dependence, i.e. it is essentially static. Investigations of the classical OCP have demonstrated that a static LFC is accurate for moderate coupling but not in the vicinity of crystallization [38, 39]. The solution might
lie in successfully interpolating between the static LFC limit and the exact high frequency LFC limit; the latter being tightly connected with the third frequency moment sum rule. The above shortcoming manifests itself in the deviations from the exact results that arise at very high quantum coupling parameters.

Summary and conclusions. Our novel dielectric formalism scheme is tailor made for the strongly coupled regime of the finite temperature uniform electron fluid. Essentially, the scheme combines the interplay of quantum mechanical effects and thermal excitations as approximated in the qSTLS scheme with the interplay of strong correlations and thermal excitations as exactly described in the integral equation theory of liquids. The mathematical correspondence between the STLS and the qSTLS schemes is adopted as a general recipe to appropriately quantize semi-classical dielectric schemes. The physics approximations behind our scheme are not only uncontrollable but also rather obscured behind the mathematics. It is worth emphasizing that the recipe has been guided by available exact PIMC results. The truly remarkable agreement with the PIMC static structure factors in nearly the entire strongly coupled regime (with the exception of the Wigner crystallization vicinity) is a testament to the potential of the recipe. Future work will focus on exploring the dynamic structure factor predictions of the qIET scheme in search of exotic collective behavior and on improving the accuracy of the qIET scheme especially near the liquid-crystal phase boundary.

Acknowledgments. This work was partly funded by the Swedish National Space Agency under grant no. 143/16. This work was also partially supported by the Center for Advanced Systems Understanding (CASUS) which is financed by Germany’s Federal Ministry of Education and Research (BMBF) and the Saxon state government out of the state budget that is approved by the Saxon State Parliament. The PIMC simulations were partly carried out at the Norddeutscher Verbund für Hoch- und Höchstleistungsrechnen (HLRN) under grant shp00026, and on a Bull Cluster at the Center for Information Services and High Performance Computing (ZIH) at Technische Universität Dresden. The dielectric schemes were numerically solved on resources provided by the Swedish National Infrastructure for Computing (SNIC) at the NSC (Linköping University) that is partially funded by the Swedish Research Council under grant agreement no. 2018-05973.

[1] E. K. U. Gross, E. Runge and O. Heinonen, Many-particle theory (Adam Hilger, Bristol, 1991).
[2] G. D. Mahan, Many-Particle Physics (Kluwer Academic, New York, 2000).
[3] G. Giuliani and G. Vignale, Quantum theory of the electron liquid (Cambridge University Press, Cambridge, 2008).
[4] M. Baus and J.-P. Hansen, Phys. Rep. 59, 1 (1980).
[5] S. Ichimaru, Rev. Mod. Phys. 65, 255 (1993).
[6] C. Kittel, Introduction to solid state physics (John Wiley & Sons, US, 2005).
[7] A. A. Abrikosov and I. M. Khalatnikov, Rep. Prog. Phys. 22, 329 (1959).
[8] D. Bohm and D. Pines, Phys. Rev. 85, 338 (1952).
[9] D. M. Ceperley and B. J. Alder, Phys. Rev. Lett. 45, 566 (1980).
[10] G. Ortiz and P. Ballone, Phys. Rev. B 50, 1391 (1994).
[11] G. G. Spink, R. J. Needs and N. D. Drummond, Phys. Rev. B 88, 085121 (2013).
[12] W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).
[13] R. O. Jones, Rev. Mod. Phys. 87, 897 (2015).
[14] B. A. Remington, R. P. Drake and D. D. Ryutov, Rev. Mod. Phys. 78, 755 (2006).
[15] V. E. Fortov, Phys. Usp. 52, 615 (2009).
[16] F. Graziani, M. P. Desjarlais, R. Redmer and S. B. Trickey, Frontiers and Challenges in Warm Dense Matter, (Springer International, Switzerland, 2014).
[17] B. Militzer, W. B. Hubbard, J. Vorberger, I. TAMBLYN and S. A. Bonev, Astrophys. J. 688, L45 (2008).
[18] G. Chabrier, S. Mazevet and F. Soubiran, Astrophys. J. 872, 51 (2019).
[19] A. L. Kritcher, D. C. Swift, T. Döppner, B. Bachmann et al. Nature 584, 51 (2020).
[20] S. X. Hu, B. Militzer, V. N. Goncharov and S. Skupsky, Phys. Rev. B 84, 224109 (2011).
[21] M. L. Brongersma, N. J. Halas and P. Nordlander, Nat. Nanotechnol. 10, 25 (2015).
[22] E. W. Brown, B. K. Clark, J. L. DuBois and D. M. Ceperley, Phys. Rev. Lett. 110, 146405 (2013).
[23] V. V. Karasiev, S. B. Trickey and J. W. Dufty, Phys. Rev. B 99, 195134 (2019).
[24] T. Dornheim, S. Groth and M. Bonitz, Phys. Rep. 744, 1 (2018).
[25] M. Bonitz, T. Dornheim, Zh. A. Moldabekov, S. Zhang et al., Phys. Plasmas 27, 042710 (2020).
[26] T. Dornheim, Zh. A. Moldabekov, K. Ramakrishna, P. Tobias et al., Electronic density response of warm dense matter, arXiv:2212.08326 (2023).
[27] T. Schoof, M. Bonitz, A. V. Filinov, D. Hochstuhl, and J. W. Dufty, Contrib. Plasma Phys. 51, 687 (2011).
[28] T. Dornheim, S. Groth, A. V. Filinov, and M. Bonitz, New J. Phys. 17, 073017 (2015).
[29] F. D. Malone, N. S. Blunt, E. W. Brown, D. K. K. Lee et al., Phys. Rev. Lett. 117, 115701 (2016).
[30] J. Lee, M. A. Morales and F. D. Malone, J. Chem. Phys. 154, 064109 (2021).
[31] T. Dornheim, M. Invernizzi, J. Vorberger and B. Hirshberg, J. Chem. Phys. 153, 234104 (2020).
[32] T. Dornheim, Phys. Rev. E 100, 023307 (2019).
[33] A. Yilmaz, K. Hunger, T. Dornheim, S. Groth and M. Bonitz, J. Chem. Phys. 153, 124114 (2020).
[34] T. Dornheim, S. Groth, T. Sjöström, F. D. Malone et al., Phys. Rev. Lett. 117, 156403 (2016).
[35] M. Holzmann, R. C. Clay III, M. A. Morales, N. M. Tubman et al., Phys. Rev. B 94, 035126 (2016).
[36] T. Dornheim and J. Vorberger, J. Chem. Phys. 154, 144103 (2021).
[37] T. Dornheim, S. Groth, J. Vorberger and M. Bonitz, Phys. Rev. Lett. 121, 255001 (2018).
[38] P. Hamann, T. Dornheim, J. Vorberger, Z. Moldabekov and M. Bonitz, Phys. Rev. B 102, 125150 (2020).
[39] T. Dornheim, D. C. Wicksson, J. K. S. Reuter, P. Tolias et al., Extraction of the frequency moments of spectral densities from imaginary-time correlation function data, arXiv:2301.08444 (2023).
[40] V. V. Karasiev, T. Sjostrom, J. Dufty, and S. B. Trickey, Phys. Rev. B 103, 035122 (2021).
[41] S. Groth, T. Dornheim, T. Sjostrom, F. D. Malone et al., Phys. Rev. Lett. 25, 235001 (2020).
[42] T. Dornheim, Zh. A. Moldabekov and P. Tolias, Phys. Rev. B 103, 165102 (2021).
[43] S. Groth, T. Dornheim, and J. Vorberger, Phys. Rev. B 99, 235122 (2019).
[44] T. Dornheim, J. Vorberger and M. Bonitz, Phys. Rev. Lett. 125, 055001 (2020).
[45] T. Dornheim, Zh. A. Moldabekov and J. Vorberger, J. Chem. Phys. 155, 054110 (2021).
[46] T. Dornheim, M. Böhme, Zh. A. Moldabekov, J. Vorberger and M. Bonitz, Phys. Rev. Res. 3, 033291 (2021).
[47] T. Dornheim, P. Tolias, Zh. A. Moldabekov, A. Cangi and J. Vorberger, J. Chem. Phys. 156, 244113 (2022).
[48] T. Dornheim, J. Vorberger, Zh. A. Moldabekov and P. Tolias, Phys. Rev. Res. 4, 033018 (2022).
[49] J. Bardeen, L. N. Cooper and J. R. Schrieffer, Phys. Rev. 108, 1175 (1957).
[50] Y. Takada, Phys. Rev. B 47, 5202 (1993).
[51] C. F. Richardson and N. W. Ashcroft, Phys. Rev. B 55, 15130 (1997).
[52] T. Dornheim, Zh. Moldabekov, J. Vorberger, H. Kähler and M. Bonitz, Communications Physics 5, 304 (2022).
[53] Y. Takada and H. Yasuhara, Phys. Rev. Lett. 89, 216402 (2002).
[54] Y. Takada, Phys. Rev. B 94, 245106 (2016).
[55] A. D. Kaplan, N. K. Nepal, A. Ruzsinszky, P. Ballone and J. P. Perdew, Phys. Rev. B 105, 035123 (2022).
[56] J. Koskelo, L. Reining and M. Gatti, Short-range excitonic phenomena in low-density metals, arXiv:2301.00473 (2023).
[57] L. M. Sander, J. H. Rose and H. B. Shore, Phys. Rev. B 21, 2739 (1980).
[58] K. S. Singwi, Correlations and the possibility of a charge-density-wave instability in quantum electron liquids, in Recent Progress in Many-Body Theories, edited by H. Kümmer and M. L. Ristig (Springer, Berlin, 1984), pp. 219-228.
[59] H. Iyetomi, K. Utsumi and S. Ichimaru, Phys. Rev. B 24, 3226 (1981).
[60] A. W. Overhauser, Phys. Rev. 167, 691 (1968).
[61] S. Ichimaru and S. Tanaka, Phys. Rev. B 36, 6182 (1987).
[62] A. W. Overhauser, Phys. Rev. 128, 1437 (1962).
[63] S. Zhang and D. M. Ceperley, Phys. Rev. Lett. 100, 236404 (2008).
[64] E. C. Stoner, Proc. R. Soc. A 165, 372 (1938).
[65] W. M. C. Foulkes, L. Mitas, R. J. Needs, and G. Rajagopal, Rev. Mod. Phys. 73, 33 (2001).
[66] G. Ortiz, M. Harris, and P. Ballone, Phys. Rev. Lett. 82, 5317 (1999).
[67] M. Holzmann and S. Moroni, Phys. Rev. Lett. 124, 206404 (2020).
[68] S. Azadi and N. D. Drummond, Phys. Rev. B 105, 245135 (2022).
[69] T. Dornheim, T. Sjostrom, S. Tanaka and J. Vorberger, Phys. Rev. B 101, 045129 (2020).
[70] P. Tolias, F. Lucco Castello and T. Dornheim, J. Chem. Phys. 155, 134115 (2021).
[71] S. Tanaka, J. Chem. Phys. 145, 214104 (2016).
[72] F. Lucco Castello, P. Tolias and T. Dornheim, EPL 138, 44003 (2022).
[73] P. Nozieres and D. Pines, Il Nuovo Cimento 9, 470 (1958).
[74] K. S. Singwi and M. P. Tosi, Solid State Phys. 36, 177 (1981).
[75] S. Ichimaru, Rev. Mod. Phys. 54, 1017 (1982).
[76] S. Tanaka and S. Ichimaru, Phys. Rev. B 39, 1036 (1989).
[77] T. Sjostrom and J. Dufty, Phys. Rev. B 88, 115123 (2013).
[78] M. Bonitz, Quantum kinetic theory (Springer International Publishing, Switzerland, 2016).
[79] J. P. Hansen and I. R. McDonald, Theory of Simple Liquids (Academic Press, London, 2006).
[80] S. Ichimaru, Statistical Plasma Physics II, (CRC Press, Boca Raton, 2018).
[81] S. Tanaka and S. Ichimaru, J. Phys. Soc. Jpn. 55, 2278 (1986).
[82] K. S. Singwi, M. P. Tosi, R. H. Land and A. Sjölander, Phys. Rev. 176, 589 (1968).
[83] S. Ichimaru, H. Iyetomi and S. Tanaka, Phys. Rep. 149, 91 (1987).
[84] T. Hasegawa and M. Shimizu, J. Phys. Soc. Jpn. 38, 965 (1975).
[85] A. Holas and S. Rahman, Phys. Rev. B 35, 2720 (1987).
[86] H. K. Schweng and H. M. Böhm, Phys. Rev. B 48, 2037 (1993).
[87] F. Lucco Castello and P. Tolias, Phys. Rev. E 105, 015208 (2022).
[88] F. Lucco Castello, P. Tolias and J. C. Dyre, J. Chem. Phys. 154, 034501 (2021).
[89] S. Tanaka, S. Mitake, and S. Ichimaru, Phys. Rev. A 32, 1896 (1985).
[90] A. A. Broyles, J. Chem. Phys. 33, 456 (1960).
[91] K.-C. Ng, J. Chem. Phys. 61, 2680 (1974).
[92] D.-M. Duh and A. D. J. Haymet, J. Chem. Phys. 103, 2625 (1995).
[93] P. Tolias and F. Lucco Castello, Phys. Plasmas 26, 043703 (2019).
[94] F. Lucco Castello and P. Tolias, Contrib. Plasma Phys. 61, e202001015 (2021).
[95] The complete static structure factor dataset is available at https://doi.org/10.5281/zenodo.7726192.
[96] F. Perrot and M. W. C. Dharma-wardana, Phys. Rev. B 62, 16536 (2000).
[97] M. S. Murillo, Phys. Plasmas 7, 33 (2000).
[98] P. Tolias and F. Lucco Castello, Phys. Plasmas 28, 033402 (2021).
[99] R. D. Puff, Phys. Rev. 137, A406 (1965).
[100] G. Niklasson, Phys. Rev. B 10, 3052 (1974).
[101] N. Iwamoto, E. Krotscheck and D. Pines, Phys. Rev. B 29, 3936 (1984).