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ABSTRACT

Data modeling of health-related data from Data Center (DC) has positive effects for health monitoring, disease prevention, and healthcare research. However, health-related data has the characteristics of huge, high-dimensional, and non-normalized, which are not beneficial to direct analysis, so data needs to be preprocessed before data modeling. This paper focuses on the features of health-related data, and outlier detection during data preprocessing is studied. Meanwhile, the authors propose an improved algorithm for health-related data-based outlier detection. The experimental results reveal that the proposed outlier detection algorithm has a smaller running time, and more outliers are detected compared to three baselines. In addition, local importance-based random forest feature selection algorithm is proposed to measure the importance of each feature. The experimental results indicate that the proposed algorithm can select optimal feature subset to apply health-related data.
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1. INTRODUCTION

Since last few years, due to the emerging technologies such as cloud computing, big data, and Internet of Things (IoT) (Joshi et al., 2021; Muniswamaiah et al., 2019), the volume of data is increasing day by day. The rapid growth of web applications including search engine, online shopping, and cloud computing is putting forward severe requirements on the underlying infrastructure in terms of computing, storage, and networking. In order to meet the storage and processing needs of large amounts of data, Data Center (DC) has become an indispensable information platform, which is responsible for the management and maintenance of massive computing and storage systems. Internet companies like Microsoft, Google, Amazon, Facebook, and Alibaba have built high-performance data centers around the world. These data centers connect servers and network switches over network to meet the needs of high-speed computing and massive storage in a more convenient way. While Data Center Network (DCN) plays a crucial role in data center by connecting all the data center resources together (Chen et al., 2021).

Machine Learning (ML) is a very successful approach of Artificial Intelligence (AI) (Di Mitri et al., 2017; Phellan et al., 2021), which is the core of AI, and it is also a form of AI in which the computer learns how to complete a task by itself. ML can help machines to take right decisions and smart actions in real time without human intervention. There are two common ML models that
are supervised learning model and unsupervised learning model. ML has been around for a while which has grown at a high speed in recent years. In future, ML will be one of the best solutions for analyzing large amounts of data. If handled right, ML could change the way humans live more than any technology that ever existed.

As more and more people begin to connect to the Internet, data from DC is increasing, but health-related data is what we are concerned about. Health has always been part of our whole way of life. Every part of our life relies on having good health. Living a healthy lifestyle can help prevent chronic diseases and long-term illnesses. The importance of good health in our life is undoubtedly great. Accordingly, the main contributions of this paper are summarized as follows. (i) Combining voting strategy based global outlier detection with K-means based nearest-furthest neighbors search, an improved algorithm for health-related data based outlier detection algorithm is proposed. (ii) We propose local importance based random forest feature selection algorithm to measure the importance of each feature.

The remaining of this paper is organized as follows. Section 2 reviews the related work. In Section 3, two algorithms are proposed in terms of data preprocessing. The experimental results are shown in Section 4. Section 5 concludes this paper.

2. RELATED WORK

Many strategies on outlier detection have been proposed. In (Wang et al., 2021), R-tree based outlier detection algorithm was proposed, which can effectively support single query and multiple query processing. In (Shao et al., 2021), an advanced fast density peak outlier detection algorithm based on the characteristics of big data was proposed to avoid the clustering process and reduce the running time of the cluster-based outlier detection algorithm. In (Zhou et al., 2019), a novel outlier detection as was proposed to integrate the local density with the global distance seamlessly. In the proposed method, an integrated outlier factor was used to measure the detecting accuracy. In (Erkus & Purutcuoglu, 2021), a new non-parametric outlier detection technique was suggested which was based on the frequency-domain. In (Du et al., 2021), a simple scheme outlier detection tree based on entropy was described. Each data object was identified as an outlier or a normal one using the if-then rules in the tree. Furthermore, an advanced outlier detection algorithm was proposed to achieve both high detection accuracy and low time complexity. In (Wahid & Annavarapu, 2021), an unsupervised density-based outlier detection algorithm was presented to deal with parameter selection problem. In (Lai et al., 2020), a privacy-preserving outlier detection protocol for incremental data sets was presented. The protocol decomposed the outlier detection algorithm into several phases and recognized the necessary cryptographic operations in each phase. It realized several cryptographic modules via efficient and interchangeable protocols to support the above cryptographic operations and composed them in the overall protocol to enable outlier detection over encrypted data sets. In (Goh et al., 2020), a novel combinatory-distance-based method capable of high accuracy outlier detection named as the sorted distance divergence point was introduced. Moreover, the introduced distance function and outlier percentage allowed clear labelling of inliers and outliers cloud points. In (Wang & Mao, 2019), an outlier detection scheme was proposed that can be directly used for either process monitoring or process control. Based on traditional Gaussian process regression, authors developed several detection algorithms, of which the mean function, covariance function, likelihood function and inference method were specially devised. In (Cai et al., 2019), a two-phase pattern-based outlier detection approach was proposed for effectively detecting the implicit outliers from a weighted data stream, in which the maximal frequent patterns were used instead of the frequent patterns to accelerate the process of outlier detection.

Some approaches on feature selection have also been proposed. In (Munirathinam & Ranganadhan, 2020), a novel feature selection algorithm based on Chebyshev distance-outlier detection model was proposed. In (Dornaika, 2021), three schemes for the joint feature and instance selection were
proposed. The first was a wrapper technique while the two remaining ones were filter approaches. In (Bakhshandeh et al., 2020), a filter-based feature selection algorithm using graph technique was proposed for reducing the dimension of dataset. In (Morillo-Salas et al., 2021), a methodology to distribute feature selection processes based on selecting relevant and discarding irrelevant features was proposed. In (Ben Brahim, 2021), a filter method was proposed that improved stability of feature selection while preserving an optimal predictive accuracy and without increasing the complexity of the feature selection algorithms. In (Sadeg et al., 2020), the use of feature selection to speed-up the search process of bee swarm optimisation meta-heuristic in solving the MaxSAT problem was investigated. In (Alarifi et al., 2020), a novel big data and machine learning technique were introduced for evaluating sentiment analysis processes. From the cleaned sentiment data, effective features were selected using a greedy approach that selected optimal features processed by an optimal classifier called cat swarm optimization-based long short-term memory neural network. The classifiers analyzed sentiment-related features according to cat behavior, minimizing error rate while examining features. In (Jijesh et al., 2021), a supervised learning based decision support system for multi sensor healthcare data from wireless body sensor networks was proposed. Data fusion ensemble scheme was developed along with medical data which was obtained from body sensor networks. Ensemble classifier was taken the fusion data as an input for heart disease prediction. Feature selection was done by the squirrel search algorithm which was used to remove the irrelevant features. In (Qiu, 2020), a novel hybrid two-stage feature selection method based on differential evolution was proposed. In the first stage, a cluster validity index named DB index was employed to evaluate the feature subset and the wrapper approach was used in the second stage to improve the classification accuracy of the feature subset. In (Jo et al., 2019), a method to improve the performance of minimum redundancy maximum relevance feature selection was proposed.

3. DATA PREPROCESSING

3.1 Outlier Detection

Data preprocessing plays a pivotal role in data modeling, which enhances the quality of raw data for further processing. Health-related data from DC is often incomplete, full with noise, and inconsistent. It is difficult to perform data modeling by using useless data, so data preprocessing is necessary. There are a series of steps during data preprocessing such as data cleaning, data integration, data reduction, and data transformation.

Typically, health-related data is often taken from multiple sources, which is duplicated, inaccurate, redundant, incomplete, or incorrect. Due to the low quality of health-related data from DC, it is unfavourable for data modeling.

3.1.1 Voting Strategy Based Global Outlier Detection

There is a large amount of inconsistent data in health-related dataset, which is called outliers. The existence of outliers for many reasons such as different measurements, or may be errors in data entry, so it is difficult to detect outliers by using traditional density based outlier detection algorithm. Outliers are usually cleansed as anomalous data during data preprocessing. The mining of anomalous data is outlier detection. Unrelated information in health-related data can be removed through outlier detection in order to improve the performance of data analysis.

The most common methods for outlier detection are statistical-based, distance-based, density-based, deviation-based, and clustering-based. The improved outlier detection algorithm based on health-related data is divided into two parts in this paper: voting strategy based global outlier detection and K-means based nearest-furthest neighbors search.

The thought of voting strategy based global outlier detection improved algorithm proposed in this paper is: the difference between the anomalous data deviating from the dataset and the normal
data is greater than the difference between the normal data. A voting strategy based global outlier
detection improved algorithm allows each sample point from health-related dataset to vote for the
samples with the greatest difference. After voting by all sample points, the points with more votes
are significantly different from samples, and they are more likely to become outliers.

3.1.2 K-Means Based Nearest-Furthest Neighbors Search

In density based outlier detection algorithm, nearest neighbors and furthest neighbors of each sample
point are needed to be calculated. In addition, this calculation process requires the euclidean distance
between the sample point and the others. It will also consume time due to the increasing of dataset.
The introduction of K-means algorithm can greatly reduce the running time of the algorithm (Gu et
al., 2019). In clustering process, there are some additional information for each sample point, which
are the cluster number of the sample point and the distance between the sample point and the centroid
of cluster. Similarly, there is also additional information for the centroid of cluster. Calculating the
furthest distance between a point in the cluster and the centroid of cluster, which is taken as the radius
r of the cluster. The strategy is summarized as follows:

1. The process of searching for the nearest neighbors of any point P:
   Step1: Adding the points in the cluster of point P to the search range.
   Step2: Calculating the distance between given point and in turn. Assuming that given point P is
   in cluster A, d(M)+r(M) is the distance between point P and the centroid of cluster M plus
   the radius of cluster M, which means that the furthest possible distance between point P and
   point in cluster M. While d(N)-r(N) is the difference between the distance from point P to
   the centroid of cluster N and the radius of cluster N, which means that the nearest possible
distance between point P and point in cluster M. If d(M)+r(M) > d(N)-r(N), when searching
   for the k nearest neighbors of point P, the points in cluster N is added to the search range.
   Step3: Calculating by step2 with other clusters one after the other to determine the final search range.
   Step4: Searching for k points nearest to the given point in the search range, and adding them to
   the related k nearest neighbors.

2. The process of searching for the furthest neighbors of point P:
   Step1: Calculating the distance between the given point and centroid of other clusters in turn.
   Step2: If d(N) + r(N) > d(M) - r(M), then points in cluster B are added to the search range for the
   n furthest neighbors. The algorithm continues to traverse other clusters, and determine the
   search range of the n furthest neighbors of the given point, then search the furthest n points
   from the given point in the search range, finally increase the votes of the n points by one.
   Step3: Calculating by step2 with other clusters one after the other to determine the final search range.
   Step4: Searching for n points furthest to the given point in the search range, and adding them
   to the related n furthest neighbors.

The number of cluster should be set to a larger value so as to ensure that the volume of data in
each cluster is kept within an appropriate range, which can effectively reduce the search range and
improve the performance of the algorithm. The improved algorithm greatly reduces the search range
when searching for the nearest neighbors and furthest neighbors.

3.1.3 An Improved Algorithm for Health-Related Data Based Outlier Detection

Based on the voting strategy based global outlier detection and K-means based nearest-furthest
neighbors search, the process of the improved algorithm is summarized as follows:

Step1: K-means clustering is performed on the health-related data to cluster the data into clusters
of different sizes.
Step 2: Calculating the euclidean distance between any point $X_i$ and other point $Y_j$ in the same cluster. Finding $k$ points nearest to $X_i$, and calculating the local outlier factor (LOF) of this point. LoF is the average of the ratio of the local reachability density of a point in the neighbors of point P to that of point P.

Step 3: Marking $m$ points that furthest from any point $X_i$; $X_i$ is in cluster A, and searching cluster B furthest from cluster A. Calculating the distance between $X_i$ and any point in cluster B, then searching $n$ points furthest from point $X_i$. Finally, adding $n$ points to the furthest neighbors of $X_i$, and adding one to the number of votes for each point in the furthest neighbors.

Step 4: Local outliers and global outliers are identified according to the threshold of LOF and global outliers.

3.2 Local Importance Based Random Forest Feature Selection Algorithm

Features are often called as attributes, properties, or dimensions. Data objects are described by some features. In ML, feature selection, also known as variable selection, is the process of selecting a subset of relevant features (variables, predictors) for use in model construction. Feature selection is removing the irrelevant data from health-related dataset, then using the feature selection algorithm to measure features.

It is unnecessary to process some redundant or irrelevant features in complicated health-related data, which also reduces the accuracy of data analysis. In health-related data, some attributes like height, weight, and body mass index (BMI) may cause the redundancy because BMI can be expressed by height and weight. In addition, a large number of features in health-related data with redundant information will easily result in long time for feature analysis and model training. Therefore, it is necessary to perform feature selection during data preprocessing.

Random forest (RF) is a supervised learning algorithm that randomly constructs multiple independent decision trees to form one forest. The traditional random forest based feature selection algorithm has the following problems.

1. In the process of the construction of the random forest, the feature subset will be selected randomly for the construction of each decision tree, but there is no guarantee that all features will participate in the construction of the random forest after the completion of the construction of all decision trees. When a feature is not selected for the construction of a decision tree, it cannot be selected into the optimal feature subset even if it is high in importance.

2. When calculating the importance of each feature, the traditional algorithm uses the mean value of the error change of each tree without considering the local feature priority order. However, the importance of each attribute is not the same in each tree, which has been reflected in the process of tree construction. It is possible that the feature with weaker classification ability will bring greater classification error, that is, the feature is more important only in the related decision tree from global perspective, but the order of feature importance in each decision tree is ignored. This will bring deviation to the final calculation of feature importance and affect the selection of feature subset. According to the above, we propose local importance based random forest feature selection algorithm, the improvements are summarized as follows:

   a. The importance cannot be calculated because some features are not selected in the tree construction process. The tree construction can be stopped in case of each feature is selected at least twice. Otherwise, the features can be randomly selected to construct a new decision tree.

   b. When the importance is calculated, the impact factor of local feature order is introduced to balance the error caused by importance calculation. In the process of constructing the random forest, the decision tree used in this paper is C4.5, and the method of selecting split nodes is information gain ratio.
The feature with larger information gain ratio also has stronger classification ability, and the feature importance is higher in local feature subset. We can take the information gain ratio of each feature in the decision tree as the impact factor of local priority. The feature with higher value plays a better role in decision tree, and it also has a stronger local importance.

This section proposes local importance based random forest feature selection algorithm. When the importance is calculated, we introduce local importance of each feature to reflect the ranking of features in feature selection.

4. EXPERIMENTAL AND RESULTS ANALYSIS

4.1 Data Source

We select health-related dataset with the size of 5000, 10000, 20000, and 50000 randomly, and experiments are performed in selected dataset in order to demonstrate that the proposed outlier detection algorithm is more efficient in running time. We choose relative kernel density-based outlier score (RKDOS) (Wahid & Rao, 2020), influenced outlierness (INFLO) (Zhou et al., 2019), and local distance-based outlier detection factor (LDOF) (Radovanović et al., 2015) for comparison.

There are 20 features in health-related data, and 14 features are left after selecting related rules. We perform feature selection for 14 features, and the abbreviations of features used in this paper are listed in Table 1. We choose clustering-based feature selection (CBFS) (Mao et al., 2020), adaptive multi-population genetic algorithm (AMGA) (Shukla, 2020), and local importance based random forest feature selection algorithm proposed in this paper in feature importance for comparison.

4.2 Comparison Analysis

Figure 1 shows that with the increasing of dataset, the running time curves of the comparison algorithms are going to get steeper. While the running time curve of the proposed algorithm in this

| Description         | Abbreviation |
|---------------------|--------------|
| BMI                 | BMI          |
| blood pressure      | BP           |
| takeout             | TO           |
| exercise            | EXC          |
| overtime            | OT           |
| drink water         | DW           |
| stay up late        | SUL          |
| alcoholism          | ACHL         |
| smoking             | SMK          |
| obesity             | OBS          |
| sleeping            | SLP          |
| snacks              | SNK          |
| aggressive driving  | AD           |
| genetic disorder    | GD           |

Table 1. Description of features
paper is much smoother, which means that the proposed has a good performance in running time. As can be seen from Figure 2, there are more outliers detected with the increasing of dataset.

In this paper, 14 features are performed for feature selection. After several iterations, there are 7 remaining feature items, and the importance of each feature is shown in Table 2.

Moreover, it can be seen from Table 2 that the feature importance of the algorithm proposed in this paper are generally decrease, and the ranking of each feature importance in three algorithms is not the same. Figure 3 shows the importance comparison in the first iteration. If the top 11 feature importance are selected as the new feature sets, then the feature items which need to be eliminated...
Table 2. The importance of each feature

| Feature | 1st iteration | 5th iteration | 10th iteration |
|---------|--------------|--------------|---------------|
|         | CBFS | AMGA | This paper | CBFS | AMGA | This paper | CBFS | AMGA | This paper |
| BMI     | 0.1242 | 0.069 | 0.0136 | - | - | - | - | - | - |
| BP      | 0.1357 | 0.1021 | 0.0431 | 0.1816 | 0.0894 | 0.0453 | 0.1546 | 0.0712 | 0.0189 |
| TO      | 0.1255 | 0.0667 | 0.0325 | 0.1421 | 0.0749 | 0.0626 | 0.1328 | 0.0844 | 0.0176 |
| EXC     | 0.0755 | 0.0412 | 0.0163 | 0.1126 | - | 0.0301 | - | - | - |
| OT      | 0.1002 | 0.0458 | 0.0237 | - | - | - | - | - | - |
| DW      | 0.1278 | 0.0983 | 0.0135 | - | - | - | - | - | - |
| SUL     | 0.1146 | 0.0515 | 0.0224 | 0.2314 | 0.1842 | 0.0817 | 0.1431 | 0.032 | 0.0161 |
| ACHL    | 0.1986 | 0.1553 | 0.0266 | 0.2105 | 0.0987 | 0.0663 | 0.1327 | 0.0456 | 0.0202 |
| SMK     | 0.2041 | 0.1745 | 0.0328 | 0.1367 | 0.12 | 0.0418 | 0.1653 | 0.074 | 0.0316 |
| OBS     | 0.1553 | 0.0996 | 0.0366 | 0.1864 | 0.1422 | 0.0726 | - | - | 0.0199 |
| SLP     | 0.0744 | 0.057 | 0.0241 | - | - | 0.0388 | - | - | - |
| SNK     | 0.0869 | 0.0662 | 0.012 | - | - | - | - | - | - |
| AD      | 0.0924 | 0.0656 | 0.0097 | 0.0818 | 0.0201 | 0.0244 | - | - | - |
| GD      | 0.2113 | 0.2008 | 0.0304 | 0.1206 | 0.1143 | 0.0584 | 0.2416 | 0.1986 | 0.0506 |

Figure 3. The comparison of feature importance
are EXC, OT, and SLP in compared algorithms. In the proposed algorithm, the feature items which need to be eliminated are AD, SNK, and DW. After 10 iterations of the algorithm, the remained feature items are GD, SMK, ACHL, OBS, BP, TO, and SUL. In summary, the algorithm proposed in this paper can optimize the problem of ignoring the local importance in the process of random forest feature selection, and make the final selection of feature subset more optimal.

5. CONCLUSION

Health is above everything else. Without health nothing can be done, so data modeling of health-related data from DC is necessary. Data preprocessing plays a pivotal role in data modeling. This paper studies outlier detection in data preprocessing. There are outliers in health-related data, for the low efficiency of density based outlier detection algorithm and the drawback of insensitive to global outlier detection, combining K-means clustering and voting strategy, an improved algorithm for health-related data based outlier detection algorithm is proposed. After experimental verification, the algorithm proposed in this paper has good performance in outlier detection as well as running time. For the feature selection problem in health-related data, local importance based random forest feature selection algorithm is proposed. It demonstrates that the proposed algorithm can optimize the problem of ignoring the local importance in the process of random forest feature selection through the experiment. In addition, when the initial feature subset is large in proposed algorithm, a large number of decision trees may be generated in order to meet the terminate condition, which reduces the performance of the algorithm. Therefore, it is necessary to optimize the performance of the algorithm.
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