Abstract. A single-hop beeping network is a distributed communication model in which all stations can communicate with one another by transmitting only $1-bit$ messages, called beeps. This paper focuses on resolving the distributed computing area’s two fundamental problems: naming and counting problems. We are particularly interested in optimizing the energy complexity and the running time of algorithms to resolve these problems. Our contribution is to design randomized algorithms with an optimal running time of $O(n \log n)$ and an energy complexity of $O(\log^2 n)$ for both the naming and counting problems on single-hop beeping networks of $n$ stations.

1. Introduction

Introduced by Cornejo and Kuhn in 2010 [1], the beeping model makes minor demands on the network devices, which only need to be capable of performing carrier-sensing to differentiate between silence and the presence of a jamming signal (considered to be a $1-bit$ message or one beep) on the network. Such devices have an unbounded local power computation [2]. The authors of [1] noted that carrier-sensing can typically be performed much more reliably and requires significantly less energy and resources than the message-sending model’s devices. The minimization of such energy consumption per node arises, as the nodes are battery-powered most of the time. Since sending or receiving messages costs more energy than performing internal computations, a distributed algorithm’s energy consumption is measured by the maximal over the waking time slot’s number of all nodes [2, 3, 4, 5, 6, 7] (a node is awake when it beeps or listens to the network). It is more realistic to consider the nodes with no prior information regarding the network’s topology and no identifiers (all nodes are initially indistinguishable). Symmetry breaking protocols are important tools that allow
the design of more elaborate algorithms. Thus, researchers designed various symmetry breaking protocols, such as leader election \cite{2,8,9,10,11,4,12,13,6}, maximal independent set \cite{14,15}, and naming protocols \cite{16,17,3,18,19}. In this paper, we consider the naming problem of the single-hop beeping networks of unknown size $n$, which assigns a unique label $l(s) \in \{1, 2, \ldots, n\}$ to each node $s$. We design an energy-efficient randomized naming algorithm succeeding in $O(n \log n)$ time slots with high probability (w.h.p. for short) on such a model, with $O(\log^2 n)$ energy complexity. First, in Section 2 we present a deterministic algorithm, naming some $M$ nodes (with $M \leq n$) in $O(M \log n)$ time slots with $O(M \log n)$ energy complexity. Then, in Section 3 we address the naming problem for $n$ nodes when the number of nodes, $n$, is unknown. The algorithm developed to solve the naming problem is then adapted to address the counting problem, which involves allowing each node to learn the total number of the nodes. In Section 4 we conjecture a lower bound of $\Omega(\log n)$ on the beeping network’s naming algorithm’s energy complexity. Finally, in Section 5 we present some Maple Simulation results that illustrate our work.

1.1. Considered models and complexities measure

1.1.1. Beeping network model

In single-hop beeping networks, the nodes communicate with one another during discrete time slots via a shared beeping channel. Each node has access to a global clock. As presented in Figure 1, single-hop beeping networks can be used for modelling an ad-hoc network, in which all nodes are in one another’s communication range. The nodes can send 1-bit messages and perform carrier sensing to detect any transmission.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{beeping_network.png}
\caption{Figure 1.}
\end{figure}

At each time slot, a node independently determines whether to transmit a beep, listen to the network, or remain idle (asleep). Only the listening nodes can receive the common channel’s state: namely,

\footnote{The underlying graph of the network is complete.}

\footnote{An event $\varepsilon_n$ occurs with high probability if $\mathbb{P}[\varepsilon_n] \geq 1 - \frac{1}{n^c}$ for some constant $c > 0$, i.e., the probability of error is inversely proportional to a polynomial in $n$.}
**BEEP** if at least one node is transmitting or **NULL** if no node transmits. This model is also called the **BL** or the beep listen model.

### 1.1.2. Complexities measure

**Definition 1.1. (Time complexity)**
The time complexity of an algorithm is defined as the maximum number of time slots required for all nodes in the network to complete the algorithm.

There are several definitions of energy complexity for a distributed algorithm, depending on the specific model of transmission and reception energy cost considered. In this paper, we provide a formal definition of energy complexity as follows [19, 20, 21].

**Definition 1.2. (Energy complexity)**
A node is considered active if it is transmitting or listening to the network. In this paper, the energy complexity of a distributed algorithm is defined as the maximum number of active time slots per node, over all nodes participating in the algorithm.

**Remark 1.** Some papers consider only transmissions due to the negligible cost of message receptions to measure a distributed algorithm’s energy complexity [22]. In this paper, we consider both the transmission and the message reception.

### 1.2. Related works and new results

As the naming problem is a fundamental distributed computing problem [16], many results exist for this problem. Let us first consider the simplest model, namely the single-hop network, in which the network’s underlying graph is complete. In [17], Hayashi, Nakano and Olariu presented a randomized naming protocol with $O(n)$ running time for radio networks with collision detection (or RNCD for short), in which the nodes transmit messages of size $O(\log n)$. Note that on RNCD, the nodes can only transmit or listen to the network during each time slot, and the listening nodes receive only single transmissions. If more than one node transmits simultaneously, a collision is detected by all the listening nodes. Later, Bordim, Cui, Hayashi, Nakano and Olariu [18] presented a naming algorithm for RNCD, terminating w.h.p. in $O(n)$ time slots with $O(\log n)$ energy complexity. In [23], for radio networks with no collision detection (RNNOCD for short), Nakano and Olariu designed a naming protocol, terminating in $O(n)$ time slots w.h.p. with $O(\log \log n)$ energy complexity. On RNNOCD, all nodes can transmit messages of size $O(\log n)$ during each time slot. Meanwhile, for RNCD, only the messages transmitted alone are received, but the devices can detect no collision. As the naming and counting problems are closely related to the network’s size approximation problem, Jurdziński, Kutyłowski and Zatopiański presented an energy-efficient algorithm to address this problem with $o(\log \log n)$ energy complexity [5].

Results on the beeping model appeared recently when Chlebus, De Marco and Talo [19] presented their naming algorithm terminating in $O(n \log n)$ time slots w.h.p. for the BL model. Moreover, they also provided a $\Omega(n \log n)$ lower bound on such an algorithm’s time complexity. Meanwhile,
| Problem and model | Time complexity | Energy complexity | Probability of success |
|-------------------|-----------------|-------------------|-----------------------|
| **Existing results** | | | |
| Randomized naming on single-hop RNNoCD [23] | $O(n)$ | $O(\log \log n)$ | $1 - O\left(\frac{1}{n}\right)$ |
| Randomized naming on single-hop beeping networks (BL), $n$ known | $O(n \log n)$ | Not applicable | $1 - O\left(\frac{1}{n}\right)$ |
| Randomized counting on single-hop beeping networks (BcdL) | $O(n)$ | Not applicable | $1 - O\left(\frac{1}{n}\right)$ |
| **Our results** | | | |
| Randomized naming on single-hop BL | $O(n \log n)$ | $O(\log^2 n)$ | $1 - O\left(n^{-c}\right)$ for some $c > 0$ |
| Randomized counting on single-hop BL | $O(n \log n)$ | $O(\log^2 n)$ | $1 - O\left(n^{-c}\right)$ for some $c > 0$ |

Casteigts, Métivier, Robson and Zemmari [24] presented a counting algorithm for the BcdL³ model terminating in $O(n)$ time slots w.h.p. They noticed that adapting their algorithm to work on the BL model would result in a logarithmic slowdown regarding its time complexity. The following Table 1 compares our results to the existing results of the single-hop network model. In Table 1 as $n$ is unknown, $N$ represents a polynomial upper bound on $n$ ($N = \text{Poly}(n)$), which is computed by the nodes using the approximate counting algorithm described in [25].

The more realistic model, in which the network’s underlying graph is an arbitrary connected graph (called the multi-hop network model), gained importance as a research subject [26]. Czumaj and Davies [27] designed a deterministic depth-first search (DFS for short) algorithm that initialized such a network in $O(n \log n)$ time slots. [28] analyses the naming protocol on such a multi-hop case, but it

³The transmitters can detect collisions on the BcdL model or Beep with Collision Detection Listen [14][15].

⁴In this paper, we define $\text{Poly}(n) = n^\alpha$ for some constant $\alpha > 1$. 
2. **New approach: naming \( M \) nodes in a deterministic manner**

2.1. **A first energy-inefficient naming algorithm**

For the sake of simplicity without loss of generality, for the remainder of this section, let us suppose that each node \( s \) knows a common upper bound \( N \) on \( n \) such that \( N = \text{Poly}(n) \) and has a unique identifier denoted \( \text{ID}_s \in \{1, 2, \cdots, N\} \). We note that this assumption does not limit the generality of our results.

Our new approach employs a known method representing the \( \text{ID}_s \) by their binary encoding and transmitting the obtained bits one at a time in reverse order [29].

**Definition 2.1. (\( \text{CID}_s \))**

\( \text{CID}_s \) is the binary representation of a given \( \text{ID}_s \). We have

\[
\text{CID}_s = [\text{CID}_s[0] \text{CID}_s[1] \cdots \text{CID}_s[[\log_2 N]]]
\]

such that \( \text{CID}_s[i] \in \{0, 1\} \).

Let \( M \ (M \leq n) \) represent the number of nodes participating in a specific stage or phase of the naming algorithm. Each of the \( M \) nodes first computes its \( \text{CID}_s \) and sends it, bit by bit, over \( \lceil 2 \log_2 N + 2 \rceil = O(\log n) \) time slots to check whether it has the largest \( \text{ID} \) of all nodes. The node with the largest \( \text{ID} \) will take the next available label. During each time slot, a node \( s \) that detects that another node \( v \) has a higher \( \text{ID}_v \) than \( \text{ID}_s \) is eliminated (i.e., it is no longer a candidate to take the next label). Thus, after \( \lceil 2 \log_2 N + 2 \rceil \) time slots, the unique remaining candidate node holding the largest \( \text{ID} \) gets labelled.

**Definition 2.2. (Season)**

A season consists of \( \lceil 2 \log_2 N + 2 \rceil \) time slots.

In what follows, we consider our naming algorithm as successive seasons denoted \( S_1, S_2, \cdots, S_j, \cdots, S_M \) (note that the nodes do not necessarily know \( M \)). During season \( S_j \), each node \( s \) sends its \( \text{CID}_s \) bit by bit over \( \lceil 2 \log_2 N + 2 \rceil \) time slots \( t_0, t_1, \cdots, t_{\lceil \log_2 N \rceil+1} \). To do so, for \( i = 0, 1, \cdots, \lceil \log_2 N \rceil \), during each couple of time slots \( \{t_{2i}, t_{2i+1} = t_{2i} + 1\} \), each node executes the following defined \( \text{TEST}(2i) \) protocol. \( \text{TEST}(2i) \) accepts an even time slot number \( 2i \) as a parameter and outputs a status \( \in \{\text{ELIMINATED}, \text{ACTIVE}, \text{ELIMINATOR}\} \) at the end of \( t_{2i+1} \). By executing \( \text{TEST}(2i) \), a node \( s \) can take one status according to the following rules:

- If \( s \) has \( \text{CID}_s[i] = 0 \) and detects that at least one node \( v \ (v \neq s) \) has \( \text{CID}_v[i] = 1 \), it becomes \text{ELIMINATED} at the end of \( \{t_{2i}, t_{2i+1}\} \).

- This latter node \( v \) becomes an \text{ELIMINATOR}.

- If \( s \) neither is eliminated nor has eliminated some other node during \( t_{2i}, t_{2i+1} \), it stays \text{ACTIVE}.

Let us now define this \( \text{TEST}(2i) \) protocol.
Algorithm 1. Test(2i) at any node s.

Input: The node s has a unique code-word denoted CID_s and receives the time slot’s number 2i as a parameter.

Output: STATUS(s) ∈ {ACTIVE, ELIMINATED, ELIMINATOR}

1 if CID_s[i] = 0 then
2     s beeps at t_{2i} and listens to the network at t_{2i+1} = t_{2i} + 1
3     if s hears a beep at t_{2i+1} then
4         s sets STATUS(s) ← ELIMINATED.
5     else
6         s sets STATUS(s) ← ACTIVE.
7     end
8 else
9     s listens to the network at t_{2i} and beeps at t_{2i+1}
10    if s hears a beep at t_{2i} then
11       s sets STATUS(s) ← ELIMINATOR.
12    else
13       s sets STATUS(s) ← ACTIVE.
14 end
15 end

Our deterministic naming algorithm’s description for M nodes. Consider a set of M participating nodes during the following protocol. At each even time slot t_{2i}, where i = 0, 1, 2, · · · , log_2 N, in each season S_j, where j ∈ {1, 2, · · · , M}, each node s executes the Test(2i) function. If at least one node v has CID_v[i] = 1, then each node s with CID_s[i] = 0 is eliminated until the beginning of the next season S_{j+1}. At the end of season S_j, the last remaining node is assigned the label j. By running this process for each j ∈ {1, 2, · · · , M}, we obtain the following.

Lemma 2.3. The naming algorithm described above terminates in O(M log n) time slots and assigns a unique label in {1, · · · , M} to each of the M nodes.

2.2. Energy optimization principle

The previously presented algorithm is not energy-efficient as all nodes wake up (to beep or listen to the network) during the O(M log n) time slots. To improve this energy consumption, we will subdivide the set of participants into small groups and pass the last identifier of a group to the next group to keep an order in the successive numberings. To do this, we need a deterministic algorithm capable of numbering the members of a group without knowing the exact cardinality of this group. To do this, we need to define several sub-procedures and definitions.
Definition 2.4. (Time To Listen or $\text{ttl}(s)$ for short)

$\text{ttl}(s)$ is an even time slot $t_{2i}$, for $i = 0, 1, \cdots, \lceil \log_2 N \rceil$, of any even season $S_{2j-1}$, for $j = 1, 2, \cdots, M$, such that the node $s$ has been eliminated during the couple of time slots $(t_{2i}, t_{2i}+1)$, that is, the node $s$ has $\text{CID}_s[i] = 0$, and some unlabeled node $v$ has $\text{CID}_v[i] = 1$, so $s$ sets $t_{2i}$ as its $\text{ttl}(s)$.

$$\text{ttl}(s) = \max_{i=0,1,\ldots} \{ t_{2i} \text{ such that } \text{CID}_s[i] = 0 \text{ and } \exists \text{ an unlabeled node } v (v \neq s) \text{ such that } \text{CID}_v[i] = 1 \}.$$  

For $i = 0, 1, \cdots, \lceil \log_2 N \rceil$ and $j = 1, 2, \cdots, M$, a node $s$ must wake up and execute $\text{Test}(2i)$ at $t_{2i} = \text{ttl}(s)$ during the even seasons $S_2, S_4, \cdots, S_{2k}$ where $S_{2k}$ is the even season during which $s$ is no longer eliminated.

Definition 2.5. (Time To Notify or $\text{TTN}(s)$)

$\text{TTN}(s)$ is a set of even time slots $\{t_{2i}\}$, for $i = 0, 1, \cdots, \lceil \log_2 N \rceil$, of any odd season $S_{2j-1}$, for $j = 1, 2, \cdots, M$, such that the node $s$ has eliminated some other nodes during the couple of time slots $(t_{2i}, t_{2i}+1)$. More precisely, if during any season $S_j$, $j = 1, 2, \cdots, M$, the node $s$ has $\text{CID}_s[i] = 1$ and some remaining unlabeled node $w$ has $\text{CID}_w[i] = 0$, then $s$ stores $t_{2i}$ in $\text{TTN}(s)$.

$$\text{TTN}(s) = \{ t_{2i} \}_{i=0,1,\ldots} \text{ such that } \text{CID}_s[i] = 1 \text{ and } \exists \text{ an unlabeled node } w (w \neq s) \text{ such that } \text{CID}_w[i] = 0.$$  

Let $S_l$ be the season during which the node $s$ gets labelled. For $i = 0, 1, \cdots, \lceil \log_2 N \rceil$, $j = 1, 2, \cdots, M$, during the seasons $S_{j+1}, S_{j+2}, \cdots, S_l$, the node $s$ must execute $\text{Test}(2i)$ at each time slot $t_{2i}$, saved until season $S_j$ in its $\text{TTN}(s)$, to notify the other nodes still eliminated during these seasons.

Remark 2. For $i = 0, 1, \cdots, \lceil \log_2 N \rceil$, when a node $s$ adds $t_{2i}$ into its $\text{TTN}(s)$, it no longer has an active neighbor $w$ that holds $\text{CID}_w[k] = 1$, $k > i$. Thus, $s$ sets its $\text{ttl}(s)$ to a specific value (say $-2$ as a sentinel value) which corresponds to none of the even time slots $t_{2i}(i \in \{0, \cdots, \lceil \log_2 N \rceil\})$.

In what follows, we use these two new definitions to design our deterministic naming algorithm.

2.3. Description of our deterministic naming algorithm

Initial states of the nodes: Before executing the following defined algorithm, each node is sleeping (its radio is switched off). Each node $s$ initializes its local variables $\text{ttl}(s)$ $\text{STATUS}(s)$ to $\text{NULL}$ and $\text{TTN}(s)$ to the empty set $\{\}$. Each node can wake up at any couple of time slots ($t_{2i}$, $t_{2i+1}$), $i = 0, 1, \cdots, \lceil \log_2 N \rceil$, of any season $S_j$, $j = 1, 2, \cdots, M$, by calling the $\text{Test}(2i)$ protocol. The node returns to the sleeping state after each call of $\text{Test}(2i)$. Each node $s$ with the $\text{ELIMINATED}$ status sleeps (its radio is switched off and it cannot execute $\text{Test}(2i)$) until the next season, when it resets its status.
High-level description of the algorithm: First, at time slot $t_0$ of season $S_1$, each node $s$ sets $\text{STATUS}(s) \leftarrow \text{TEST}(0)$ (line 6 of Algorithm 2). The ELIMINATED nodes at $t_0$ record 0 as their $\text{ttl}(s)$ (line 13 of Algorithm 2). Meanwhile, each node $v$ with the ELIMINATOR status adds 0 into its $\text{TTN}(v)$ and sets its $\text{STATUS}(v)$ to ACTIVE (line 16 of Algorithm 2). Afterwards, for each time slot $t_{2i}$, $i = 0, \ldots, \lceil \log_2 N \rceil$ of each season $S_j$, $j = 1, \ldots, M$, each node $s$ executes $\text{Test}(2i)$ only if one of the following is satisfied (lines 5–7 of Algorithm 2):

1. $\text{STATUS}(s) = \text{NULL}$ (i.e., $s$ starts a new season), and $t_{2i} \in \{ \text{TTN}(s) \cup \{ \text{ttl}(s) \} \}$,

2. $\text{STATUS}(s) = \text{ACTIVE}$ i.e., at the time slot $t_{2i-2}$, the node $s$ executed $\text{Test}(2i-2)$, which returned ACTIVE or ELIMINATOR. Note that at line 16 of Algorithm 2, all ELIMINATOR nodes become ACTIVE.

Each such execution of $\text{Test}(2i)$ works as described in the time slot $t_0$: If $\text{Test}(2i)$ returns ELIMINATED, the node $s$ records $t_{2i}$ as its $\text{ttl}(s)$ and sets its $\text{STATUS}(s)$ to ELIMINATED (line 4 of Algorithm 1 and line 13 of Algorithm 2). Otherwise, if $\text{Test}(2i)$ returns ELIMINATOR, $s$ adds $t_{2i}$ into its $\text{TTN}(s)$ and sets its $\text{STATUS}(s)$ to ACTIVE (line 11 of Algorithm 1 and line 16 of Algorithm 2). Finally, if $\text{Test}(2i)$ returns ACTIVE, the node $s$ sets it as its $\text{STATUS}(s)$ (lines 6 and 13 of Algorithm 1 and line 10 of Algorithm 2). At the end of each season, the remaining unique ACTIVE node takes the next available label, and before proceeding to the next season, each node $s$ resets its $\text{STATUS}(s)$.

For better comprehension, in what follows, we illustrate one example of the DETERMINISTICNAMING($N$) algorithm’s execution using a binary tree, as done in [30]. By doing so, we count the waking time slot’s number of a given node (red or black node in the following figures).

2.4. Representing the DETERMINISTICNAMING($N$) algorithm’s execution with a binary tree

Legends for the following figures:

Shapes The hexagonal shapes above each node of the tree represent $\text{ttl}(s)$, the squares represent $\text{TTN}(s)$, and the circles represent the other waking time slots.

Numbers The number inside these shapes defines the season during which the node $s$ wakes up at a time slot. Meanwhile, the numbers outside the shapes represent the sleeping time slots (when the node does not execute $\text{Test}(2i)$). Finally, the numbers inside the tree’s nodes represent each even time slot of the algorithm’s execution.
Figure 2. One path of the tree represents the CID$_s$ of a node $s$, and one edge represents one bit of this CID$_s$: Left edges correspond to bit 1, and right edges correspond to bit 0. For example, the considered red or black node $s$ has CID$_s = 1010$. Each such tree’s node depicts each even time slot $t_{2i}$ of the algorithm’s seasons, while the leaves represent the stations executing an algorithm.

During season $S_1$, the node $s$ wakes up once at time slot $t_0$, adds 0 into its TTN($s$), and wakes up and gets eliminated at $t_2$. It sets $t_2$ as its ttl($s$) and sleeps until the beginning of season $S_2$. Node 1 gets labelled at the end of season $S_1$.

During $S_2$, $s$ wakes up at $t_0 \in$ TTN($s$), sleeps, and wakes up at $t_2 \in$ ttl($s$). Then, it gets eliminated at $t_2$, and sleeps until $S_3$ begins. Node 2 gets labelled at the end of $S_2$.

Seasons $S_3$ and $S_4$ work exactly as season $S_2$. 
Then, during $S_5$, $s$ wakes up at $t_0 \in \text{TTN}(s)$, sleeps, and wakes up at $t_2 \in \text{ttl}(s)$. Since no more unlabeled node can eliminate $s$ at $t_2$, it wakes up at each time slot until $t_6$, when it gets eliminated. It adds $t_4$ into its $\text{TTN}(s)$, sets its $\text{ttl}(s)$ to $t_6$, and sleeps until $S_6$ begins. Node 5 gets labelled at the end of $S_5$.

During $S_6$, $s$ wakes up at $t_0 \in \text{TTN}(s)$, sleeps, and wakes up at $t_4 \in \text{TTN}(s)$. It then sleeps and wakes up at $t_6 \in \text{ttl}(s)$. Since no more unlabeled node can eliminate it, $s$ wakes up at $t_8$ and gets labelled.
Algorithm 2. **Deterministic Naming**\((N)\) at any node \(s\)

**Input**: An upper bound \(N\) on \(n\) and a unique \(ID_s \in \{1, 2, \ldots, N\}\).

**Output**: A unique label \(l(s) \in \{1, 2, \ldots, M\}\).

1. \(s\) encodes its \(ID_s\) into a binary code-word \(CID_s \leftarrow \{0, 1\}^{\lceil \log_2 N + 1 \rceil}\).
2. \(s\) sets \(l(s) \leftarrow 0\), \(ttl(s) \leftarrow \text{NULL}\), \(TTN(s) \leftarrow \{\}\), \(j \leftarrow 1\), \(STATUS(s) \leftarrow \text{NULL}\).
3. while \(l(s) = 0\) do
   4. for \(i \leftarrow 0\) to \(\lceil \log_2 N \rceil\) do
      5. if (\(STATUS(s) = \text{NULL}\) and \((\text{ttl}(s) = t_{2i} \text{ or } t_{2i} \in TTN(s) \text{ or } j = 1)\) or \(STATUS(s) = \text{ACTIVE}\) then
         6. \(s\) sets \(STATUS(s) \leftarrow \text{TEST}(2i)\) and sleeps.
      7. end
   8. switch \(STATUS(s)\) do
      9. case \(\text{ACTIVE}\) do
         10. \(s\) removes \(t_{2i}\) from its \(TTN(s)\).
         11. if \(CID_s[i] = 0\) then
            12. \(\text{resets } ttl(s)\).
         13. end
      14. end
      15. case \(\text{ELIMINATED}\) do
         16. \(s\) sets \(t_{2i}\) as its \(ttl(s)\).
      17. end
      18. case \(\text{ELIMINATOR}\) do
         19. \(s\) adds \(t_{2i}\) into its \(TTN(s)\) and sets \(STATUS(s) \leftarrow \text{ACTIVE}\).
      20. end
   21. end
22. if \(STATUS(s) = \text{ACTIVE}\) then
23. \(s\) sets \(l(s) \leftarrow j\).
24. end
25. \(s\) sets \(j \leftarrow j + 1\).
26. end

**Lemma 2.6.** In single-hop beeping networks of size \(n\), there exists a deterministic algorithm that names \(M\) distinct \((M \leq n)\) nodes in \(O(M \log n)\) time slots, with all nodes being awake the whole execution of the algorithm.

In what follows, let \(W(s)\) be the total number of waking time slots of any node \(s\) during Algorithm 2’s execution; let \(W_{TTN}(s)\), \(W_{ttl}(s)\) and \(W_o(s)\) correspond to the \(TTN(s)\) total waking time slots, the \(ttl(s)\), and the other total waking time slots, respectively. Moreover, let \(w, y, z\) be the nodes with the largest number of \(ttl\), \(TTN\), and other waking time slots, respectively. Thus, we have

\[
W(s) = W_{TTN}(s) + W_{ttl}(s) + W_o(s) \leq W_{ttl}(w) + W_{TTN}(y) + W_o(z) .
\]
Here, it is straightforward to observe that \( w \) is the last node to get labelled on the network (for example, the red or black node in Figure 3).

**Definition 2.7.** (\( M_i \))

For \( i = 1, 2, \ldots, \lceil \log_2 N \rceil \), let \( M_i(w) \) be the number of nodes \( s_1, s_2, \ldots \), having \( \text{CID}_{s_1}[i] = \text{CID}_{s_2}[i] = \cdots = 1 \) when the last node \( w \) to get labelled on the network has \( \text{CID}_w[i] = 0 \).

Let us consider the set \( M(w) = \{ M_0(w), M_1(w), \ldots, M_{\lceil \log_2 N \rceil}(w) \} \). First, according to the definition of the \textsc{DeterministicNaming}(N) algorithm, one node gets labelled at the end of each season, so \( M_i(w) \) nodes are labelled after each \( M_i(w) \) seasons. As the considered node \( w \) receives its label when each of the \( M_i(w) \) nodes have their labels, we have

\[
\sum_i M_i(w) = M, \quad (2)
\]

Second, according to the definition of \( \text{ttl}(w) \), the node \( w \) wakes up \( M_i(w) + 1 \) times at any time slot \( t_{2i} \in \text{ttl}(s), i = 1, 2, \ldots, \lceil \log_2 N \rceil \), until no other node \( v \) has \( \text{CID}_v[i] = 1 \) (\( w \) wakes up during \( M_i(w) + 1 \) seasons, once for the first check and \( M_i(w) \) times until no other node \( v \) has \( \text{CID}_v[i] = 1 \)). Thus,

\[
W_{\text{ttl}}(w) \leq \sum_i \left( M_i(w) + 1 \right) \leq O(M + \log N). \quad (3)
\]

Let us now consider an arbitrary node \( y \). By definition, \( \text{TTN}(y) \) is a set of even time slots during which \( y \) must wake up until getting labelled to notify all nodes with a lesser ID that they are eliminated.

**Definition 2.8.** (\( L_i \))

For \( i = 1, 2, \ldots, \lceil \log_2 N \rceil \), for an arbitrary unlabelled node \( y \), let \( L_i(y) \) be the number of unlabeled nodes with higher IDs than \( \text{ID}_y \) and with \( \text{CID}[i] = 1 \) when \( y \) has \( \text{CID}_y[i] = 1 \).

For \( \text{ttl} \), let us consider \( L(y) = \{ L_0(y), L_1(y), \ldots, L_{O(\log N)}(y) \} \). If \( y \) has \( \text{CID}_y[i] = 1 \), it wakes up at \( t_{2i} \in \text{TTN}(y) \) during \( L_i(y) \) seasons. As \( L_i(y) \) nodes are labelled after each \( L_i(y) \) seasons, we have

\[
\sum_i L_i(y) < M, \quad (4)
\]
As a consequence,

\[ W_{TTN}(y) \leq O(M). \] (5)

Let us consider a node \( z \): \( z \) wakes up at only one season at any time slot \( t_i \notin \{TTN(z) \cup \{ttl(z)\}\}. \)

Hence, we have

\[ W_{o}(z) \leq \sum_{i=1}^{\log N} O(1) \leq O(\log N) \leq O(\log n). \] (6)

Finally, by applying (3), (5), and (6) to (1), we achieve the desired result. \( \square \)

A Maple simulation illustrates these results in Section 5.

**Theorem 1.** In single-hop beeping networks of size \( n \), suppose that no node knows \( n \), but a polynomial upper bound \( N \) on \( n \) is given in advance to all nodes and the nodes, have a unique ID \( \in \{1, 2, \ldots, N\} \). A deterministic naming algorithm assigns a unique label to each node in \( O(n \log n) \) time slots, with no node being awake for more than \( O(n \log n) \) time slots.

**Proof.** By applying \( M = n \) to Lemma 2.6, we achieve the desired result. \( \square \)

### 3. Our energy-efficient randomized algorithms

#### 3.1. The naming algorithm

This section employs Algorithm 2 as a subroutine protocol to design a randomized naming algorithm with \( O(\log n) \) energy complexity.

**Definition 3.1. (Period)**

A period is the time complexity of one execution of Algorithm 2 by \( O(\log n) \) nodes and consists of \( O(\log^2 n) \) time slots.

**Definition 3.2. (Group)**

A group \( G_k \) is a set of nodes that will execute Algorithm 2 during any period \( k \),

\[ \left( k = 1, 2, \ldots, \Theta \left( \frac{n}{\log n} \right) \right). \]

In what follows, we distribute the nodes into \( \Theta \left( \frac{n}{\log n} \right) \) groups to obtain \( \Theta(n) \) nodes in each group with high probability. The primary idea behind this is to make each of the \( \Theta \left( \frac{n}{\log n} \right) \) groups run the **DeterministicNaming**(\( N \)) protocol, one group after another during \( \Theta \left( \frac{n}{\log n} \right) \) periods, instead of making all \( n \) nodes execute it once. As each group counts at most \( O(\log n) \) nodes, we have \( O(\log^2 n) \) waking time per node by applying \( M = O(\log n) \) to Lemma 2.6 for each period.

Recall that we assume the total number of nodes to be unknown and the nodes to be initially indistinguishable in this section. In addition, all nodes must know a linear approximation \( u \) on \( n \). This
network’s size approximation problem has been well studied in the distributed computing area; in particular, Brandes, Kardas, Kløkowski, Pająk and Wattenhofer [25] designed a randomized linear size approximation algorithm, that terminated w.h.p. in $O(\log n)$ time slots.

1. Our first idea is to make all nodes compute $u$ in $O(\log n)$ time slots using the algorithm designed by [25]. This algorithm can be parameterized to make $u \in \left[\frac{1}{2}n, 2n\right]$ (i.e., $2u \in [n, 4n]$ will be locally known by each node). Each node then sets $N = (2u)^2 \left( N = O\left(n^2\right) \right)$ and selects uniformly at random to be entered into one of the $\left\lceil\frac{2u}{\log 2u}\right\rceil = \Theta\left(\frac{n}{\log n}\right)$ groups $G_1, G_2, \ldots, G_{\left\lfloor\frac{2u}{\log 2u}\right\rfloor}$.

**Lemma 3.3.** When $n$ nodes randomly and independently choose to enter $\left(\frac{n}{\log n}\right)$ groups, there are $\Theta(\log n)$ nodes in each group with probability $1 - O(n^{-1})$.

2. Each node $s$ then randomly selects a unique ID, from $\{1, 2, \ldots, N\}$.

3. Afterwards, all groups sequentially run the DETERMINISTIC NAMING($N$) protocol, one group after another:

- First, group $G_1$ nodes execute DETERMINISTIC NAMING($N$) to name themselves, while all the other nodes sleep during $\left\lceil 4\log^2 N \right\rceil = \Theta(\log^2 n)$ time slots. At the end of these first $\Theta(\log^2 n)$ time slots, each node $s$ of group $G_1$ has a unique label $l(s) \in \{1, 2, \ldots, |G_1|\}$.

- During some extra $\left\lceil \log_2 N + 1 \right\rceil$ time slots, the last labelled node in $G_1$ sends its label bit by bit to all nodes of the next group, $G_2$. In parallel, each node $v$ of $G_2$ wakes up, listens to the network, and saves the received value into a variable denoted $l_{\text{PREV}}(v)$.

- Second, by running the DETERMINISTIC NAMING($N$) protocol, each node $v$ of $G_2$ receives a label $l(v) \in \{1, 2, \ldots, |G_2|\}$. Each node must update $l(v) \leftarrow l(v) + l_{\text{PREV}}(v)$ for its label $l(v)$ to belong to $\{|G_1| + 1, |G_1| + 2, \ldots, |G_1| + |G_2|\}$.

- We finally make each subsequent couple of groups $\{G_2, G_3\}, \{G_3, G_4\}, \ldots, \{G_{\Theta\left(\frac{2u}{\log n}\right)}, G_{\Theta\left(\frac{2u}{\log n}\right)}\}$ sequentially execute these previously described computations, one couple after another.

To make any node $s$ know whether it has the last label of its group, we modify the DETERMINISTIC NAMING($N$) protocol by making a node $s$ that was labelled during a season $S_j$ wake up during the entire season $S_{j+1}$ to listen to the network. By doing so, if $s$ hears a beep during this season, it knows that some other node will take the next label. Each node consequently wakes up during one entire season, but these waking time slots are additive to the node’s energy complexity; thus, these extra $O(\log n)$ waking time slots do not affect our $O(\log n)$ energy complexity.

---

Footnote: Using the Chernoff Bounds, each group counts at most $2\log N$ nodes.
**Theorem 2.** In single-hop beeping networks of size $n$, if $n$ is unknown by all nodes and the nodes are initially indistinguishable, there exists a randomized naming algorithm that assigns a unique label to each node in $O(n \log n)$ time slots w.h.p. No node is awake for more than $O(\log^2 n)$ time slots during its execution.

**Proof.** On the one hand, the \textsc{RandomizedNaming}(u) algorithm uses the \textsc{DeterministicNaming}(N) protocol as a subroutine. Let us denote the time complexity of the \textsc{DeterministicNaming}(N) algorithm as $T_D$. Per \cite{25}, $u = \Theta(n)$, and with $\Theta\left(\frac{2u}{\log 2u}\right)$ calls of \textsc{DeterministicNaming}(N), our \textsc{RandomizedNaming}(u) algorithm has

$$\Theta\left(\frac{2u}{\log 2u}\right) \times T_D = \Theta\left(\frac{n}{\log n}\right) \times T_D \text{ time complexity.}$$

By Lemma\cite{3.3} the number of nodes participating in each call of \textsc{DeterministicNaming}(N) is at most $O(\log n)$ w.h.p. Thus, by applying $M = O(\log n)$ to Lemma\cite{26} we obtain $T_D = O(\log^2 n)$, implying $O(n \log n)$ time complexity of Algorithm 3.

On the other hand, each node $s$ may be awake

- during one execution of the \textsc{DeterministicNaming}(N) protocol,
- during $O(\log n)$ extra times to check whether it has the last label.
- Moreover, during $O(\log n)$ time slots when it sends its label to the next group.

Therefore, by applying $M = O(\log n)$ to Lemma\cite{26} the energy complexity of \textsc{DeterministicNaming}(N) is $O(\log^2 n)$. \hfill $\square$
Algorithm 3. RANDOMIZEDNAMING(u) at any node s

**Input**: A linear approximation u on n computed in O(\(\log n\)) time slots by executing the presented algorithm by [25].

**Output**: The node s has a unique label \(l(s) \in \{1, 2, \cdots, n\}\).

1. \(s\) sets \(N \leftarrow (2u)^2\) and randomly chooses one ID from \(\{1, 2, \cdots, N\}\).
2. \(s\) randomly chooses to enter one group \(G(s)\) from \(G_1, G_2, \cdots, G_{\lceil \frac{2u}{\log 2u} \rceil}\) and sets \(l_{\text{PREV}}(s) \leftarrow 0\).
3. for \(j\) from \(1 \rightarrow \lceil \frac{2u}{\log 2u} \rceil - 1\) do
   4. if \(G(s) = G_{j+1}\) then
      5. \(s\) sleeps during \(\Theta(\log^2 N)\) time slots corresponding to the time complexity of the modified DETERMINISTICNAMING(N) protocol executed by one group.
      6. After these \(\Theta(\log^2 N)\) time slots, \(s\) wakes up, listens to the network during \(O(\log N)\) time slots to get the last assigned label and saves this value into its \(l_{\text{PREV}}(s)\).
   7. end
8. if \(G(s) = G_j\) then
   9. \(s\) sets \(l(s) \leftarrow \text{DETERMINISTICNAMING}(N)\).
10. \(s\) updates \(l(s) \leftarrow l(s) + l_{\text{PREV}}(s)\).
11. if \(s\) is the last labeled node then
12. \(s\) sends its label \(l(s)\) bit by bit and sleeps.
13. end
14. end
15. end

3.2. Adapting our naming algorithm to have a randomized counting algorithm

Using Algorithm 3, we can design a counting algorithm with \(O(n \log n)\) time complexity and \(O(\log^2 n)\) energy complexity on the single-hop BL network. To do so, we add the following computations after running Algorithm 3:

1. As Algorithm 3 terminates after, at most, \(\lceil \frac{2u}{\log 2u} \rceil \times \lceil 4 \log^2 N \rceil \leq [8n \log N]\) time slots, all nodes wake up after \([8n \log N]\) time slots (counted from the first time slot of season \(S_1\)) to listen to the network.

2. The last labelled node (in the last group) sends its label bit by bit.

This adaptation yields the following result:

**Theorem 3.** In single-hop beeping networks of size \(n\), if \(n\) is unknown by all nodes and the nodes are initially indistinguishable, there exists a randomized counting algorithm that allows all nodes to know the exact value of \(n\), in \(O(n \log n)\) time slots w.h.p, with no node being awake for more than \(O(\log^2 n)\) time slots.
Proof. First, according to the definition of the naming problem, if, at the end of the last group’s call of \textsc{DeterministicNaming}(N), all nodes wake up to listen to the network, and the last labelled node sends its label bit by bit, this transmitted value corresponds \textit{w.h.p.} to the exact number of the network’s nodes.

On the other hand, as the adaptation consists of having each node wake up during extra \(O(\log^2 n)\) time slots, by Lemma [2.6] the time complexity of our counting algorithm is \(O(n \log n)\) while its energy complexity remains \(O(\log^2 n)\).

\[\square\]

4. Lower bound on the energy complexity of the single-hop beeping networks naming algorithms

In [19], the authors presented \(\Omega(n \log n)\) lower bound for the running time of any randomized naming algorithm. Note that in [2], Chang \textit{et al.} studied the energy complexity of leader election, approximate counting, and census in several models of wireless radio networks with messages of unbounded size. In this paragraph, we conjecture a lower bound on the energy complexity of any randomized naming algorithm on radio and beeping networks.

**Conjecture 1.** The energy complexity of any randomized algorithm that solves the naming problem with constant probability is \(\Omega(\log n)\).

The intuition of proof for Conjecture 1 lies from the proof of the lower bound on time complexity given in [19]. We tried to use the Yao’s minimax principle [31] but all our attempts in this direction failed as nodes can namely use non-uniform probabilities.

5. Maple simulation

In this section, we present a sequential Maple simulation result of Algorithm 2’s execution. This Maple simulation works as follows:

- We first represent \(n\) nodes by a matrix \(M\) with \(n\) lines and \(O(\log n)\) columns. Each line corresponds to the C1D of a node.
- We then sort the matrix \(M\) by lines.
- Afterwards, we simulate the nodes, executing Algorithm 2 in parallel, by browsing \(n\) times through \(M\), one column after another. Browsing once through the columns of \(M\) allows us to label one node and count its waking time slots number.
- We finally retain the maximal value of the whole nodes waking time slots number as the algorithm’s empirical energy complexity.

Figure 4 compares the algorithm’s empirical energy complexity (the green or grey graph) with our theoretical result (the red or black graph) for a varying number of nodes.
The Maple codes are available at
https://www.irif.fr/~nixiton/initLoop.mw or
https://www.irif.fr/~nixiton/initLoop.pdf

Conclusion

In this paper, we focus on the naming problem of single-hop beeping networks of size $n$. When the nodes have no information about $n$ and are initially indistinguishable, we design a randomized algorithm terminating w.h.p. in optimal $O(n \log n)$ time slots, with a $O(\log^2 n)$ energy complexity. Our algorithm can be used to solve the counting problem, returning the exact number of network nodes in $O(n \log n)$ time slots with $O(\log^2 n)$ energy complexity. It will be interesting to consider adapting our protocols for the multi-hop beeping network model, which is much more realistic than the single-hop model. We conjecture that $\Omega(\log n)$ is the energy complexity of any randomized naming algorithm in Beeping Networks.
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