Abstract: For a risk process $R_u(t) = u + ct - X(t), t \geq 0$, where $u \geq 0$ is the initial capital, $c > 0$ is the premium rate and $X(t), t \geq 0$ is an aggregate claim process, we investigate the probability of the Parisian ruin

$$P_S(u, T_u) = \mathbb{P}\left\{ \inf_{t \in [0, S]} \sup_{s \in [t, t+T_u]} R_u(s) < 0 \right\},$$

with a given positive constant $S$ and a positive measurable function $T_u$. We derive asymptotic expansion of $P_S(u, T_u)$, as $u \to \infty$, for the aggregate claim process $X$ modeled by Gaussian processes. As a by-product, we derive the exact tail asymptotics of the infimum of a standard Brownian motion with drift over a finite-time interval.
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1. Introduction

Consider a random process $\{X(t), t \geq 0\}$ which models the aggregate claim process of an insurance company, i.e., $X(t)$ represents the total amount of claims paid up to time $t$. In a theoretical insurance model the main object of interest is the so-called surplus process $R_u$, defined by

$$R_u(t) = u + ct - X(t), \quad t \geq 0,$$

where $c > 0$ models the premium income rate and $u \geq 0$ is the initial capital; see e.g., [16]. For any $S \in (0, \infty]$, define the (classical) probability of ruin during the time period $[0, S]$ as

$$P_S(u) := \mathbb{P}\left\{ \inf_{t \in [0, S]} R_u(t) < 0 \right\}.$$

We refer to [16, 22, 23, 13] and references therein for the literature on properties of $P_S(u)$.

The contributions [14, 13] introduced and studied the Parisian ruin which allows the surplus process to spend a pre-specified time under level zero before ruin is recognized. Initially, Parisian stopping times have been...
studied by [2] in the context of barrier options in mathematical finance.

Let $T_u$, depending eventually on the initial capital $u$, model the pre-specified time which is a positive deterministic function of $u$. In our setup, the probability of Parisian ruin over the time period $[0,S]$ is defined as

$$P_S(u, T_u) = \mathbb{P} \left\{ \inf_{t \in [0,S]} \sup_{s \in [t,t+T_u]} R_u(s) < 0 \right\}.$$ 

Calculation of the probability of Parisian ruin $P_S(u, T_u)$ is more complex than the calculation of $P_S(u)$. When $S = \infty$ and $X$ is modelled by a specific class of Lévy processes, exact formulas for $P_\infty(u, T)$, with $T \in (0, \infty)$ are derived in [7, 4, 26]. See also [5, 6, 28, 3] for some recent developments.

In this paper, we shall investigate the probability of Parisian ruin when the initial capital becomes large (tends to infinity) and $X$ is modeled by a Gaussian process. It appears that the qualitative type of the obtained asymptotics is different from that of the corresponding Lévy model. Specifically, if $X$ is a Lévy process such that $X(S)$ has a long-tailed distribution, which in view of [18] means that there exists some function $h(u)$, $u \geq 0$ satisfying

$$\lim_{u \to \infty} \frac{h(u)}{h(u)} = \lim_{u \to \infty} h(u) = \infty$$

such that

$$P \{ X(S) > u + h(u) \} = P \{ X(S) > u \}(1 + o(1)), \quad u \to \infty,$$

then the following proposition holds.

**Proposition 1.1.** Let $S > 0$, and $T_u, u \geq 0$ be a positive bounded measurable function. If $X$ is a Lévy process such that $X(S)$ has a long-tailed distribution, then

$$P_S(u, T_u) = P \{ X(S) > u \}(1 + o(1)), \quad u \to \infty.$$ 

We give the proof of the above proposition in Section 4. A straightforward application of Proposition 1.1 for $X$ being an $\alpha$-stable Lévy process with $\alpha \in (1, 2)$, (i.e., $X(t) \overset{d}{=} S_\alpha(t^{1/\alpha}, \beta, 0)$, $t > 0$, where $S_\alpha(\sigma, \beta, d)$ denotes a stable random variable with index of stability $\alpha$, scale parameter $\sigma$, skewness parameter $\beta$ and drift parameter $d$; see e.g., [32]), implies that

$$P_S(u, T_u) = \frac{(1 - \alpha)}{\Gamma(2 - \alpha) \cos(\pi\alpha/2)} \left(1 + \frac{\beta}{2}\right) S\alpha^{-\alpha}(1 + o(1)), \quad u \to \infty,$$

where $\Gamma(\cdot)$ denotes the Euler Gamma function.

The above restriction that $X(S)$ is long-tailed excludes the classical case that $X$ is a standard Brownian motion. Given the importance of the Brownian motion risk process (see e.g., [27, 24, 11]) in this contribution we shall investigate the asymptotics of the probability of Parisian ruin $P_S(u, T_u)$ with $S \in (0, \infty)$ for large
classes of Gaussian risk processes. It turns out that in opposite to Proposition 1.1 for this model the asymptotics is highly sensitive to \( T_u \). Details are presented in Section 3.

As shown for instance in [23, 21, 11], the calculation of the probability of ruin over an infinite-time horizon for Gaussian risk processes raises interesting theoretical questions for the asymptotic theory of Gaussian processes and related random fields. Similarly, the calculation of the probability of Parisian ruin over finite-time horizon (which is more involved than the investigation of the infinite-time horizon) raises several interesting questions as well. For instance, for our investigations it is crucial to obtain certain extensions of Piterbarg lemma, which we shall present in Lemma 5.1 in Appendix. For details on Piterbarg and Pickands lemmas see e.g., [8, 9, 12, 22]. Another interesting problem motivated by this paper is the investigation of the asymptotic behaviour of

\[
P \left\{ \inf_{t \in [T_1, T_2]} (X(t) - ct) > u \right\}, \quad T_2 > T_1 > 0
\]
as \( u \to \infty \) with \( X \) a centered non-stationary Gaussian process. This problem seems to be very hard; we are able to derive an explicit result only for \( X \) being a standard Brownian motion \( \{B_1(t), t \geq 0\} \); see Theorem 2.1.

This paper is organized as follows: After some preliminary results given in the next section, in Section 3 we present our main findings. Theorem 3.3 provides the exact asymptotics of \( P_S(u, T_u) \) for \( T_u \) converging to 0. When \( X \) is a standard Brownian motion our result holds for \( u^2 T_u \to T \in [0, \infty) \) as \( u \to \infty \). The case of constant or general bounded \( T_u \) is investigated in Theorem 3.1 which gives an asymptotic lower bound for \( P_S(u, T) \), and in Theorem 3.2 which provides logarithmic asymptotics of \( P_S(u, T_u) \). The proofs of the main results are displayed in Section 4, followed by an Appendix (Section 5).

2. Preliminaries

Let \( \{X(t), t \geq 0\} \) be a centered Gaussian process with almost surely (a.s.) continuous sample paths and variance function \( \sigma^2(\cdot) \). In our setup, \( \sigma(\cdot) \) is not a constant function, and therefore the stationary Gaussian processes are excluded. The theory of extremes of non-stationary Gaussian processes is established in numerous contributions; see e.g., [17, 30]. A key condition in the case of processes with non-constant variance is its local structure at the maximum point of the variance function; for our setup we shall assume the following local condition:

**Assumption A1.** The standard deviation function \( \sigma(\cdot) \) of the Gaussian process \( X \) attains its maximum \( \tilde{\sigma} \) on \([0, S]\) at the unique point \( t = S \). Further, there exist positive constants \( \beta_1, \beta_2, A, \) and \( A_+ > 0 \) (or \( A_- < 0 \))
such that

\[ \sigma(t) = \tilde{\sigma} - A(S-t)^{\beta_1}(1 + o(1)), \quad t \uparrow S \]

and

\[ \sigma(t) = \tilde{\sigma} - A_{\pm}(t-S)^{\beta_2}(1 + o(1)), \quad t \downarrow S. \]

(5)

It is worth noting that in our setup the behaviour of \( \sigma(\cdot) \) in the right neighborhood of \( S \) can be different from that in the left-neighbourhood of \( S \). Specifically, in condition (5) the constant \( A_{\pm} \) can be positive or negative, and moreover the index \( \beta_2 \) can be different from the index \( \beta_1 \).

Our next two assumptions are standard, see Chapter 1 in [30].

**Assumption A2.** There exist some positive constants \( \alpha \in (0, 2], D \) such that

\[ \text{Cov} \left( \frac{X(t)}{\sigma(t)}, \frac{X(s)}{\sigma(s)} \right) = 1 - D|t-s|^\alpha(1 + o(1)), \quad t, s \to S. \]

Assumption A3. There exist some positive constants \( Q, \gamma \) and \( S_1 < S \) such that, for all \( s, t \in [S_1, S] \)

\[ \mathbb{E} \left\{ (X(t) - X(s))^2 \right\} \leq Q|t-s|\gamma. \]

(6)

Next, we introduce some generalizations of the Pickands and Piterbarg constants. We refer to [29, 30, 33] for the definitions and properties of the (classical) Pickands and Piterbarg constants. See also [14] for alternative formulas of Pickands constant.

Let \( \{B_{\alpha}(t), t \in \mathbb{R}\} \) be a standard fractional Brownian motion (fBm) with Hurst index \( \alpha/2 \in (0, 1], \) i.e., it is a centered Gaussian process with a.s. continuous sample paths and covariance function

\[ \text{Cov}(B_{\alpha}(t), B_{\alpha}(s)) = \frac{1}{2}(|t|^\alpha + |s|^\alpha - |t-s|^\alpha), \quad s, t \in \mathbb{R}. \]

Define the generalized Pickands constant as

\[ \tilde{\mathcal{H}}_{\alpha}(T) = \lim_{\lambda \to \infty} 1/\lambda \tilde{\mathcal{H}}_{\alpha}(\lambda, T), \quad T \geq 0, \ \alpha \in (0, 2], \]

(7)

where

\[ \tilde{\mathcal{H}}_{\alpha}(\lambda, T) = \mathbb{E} \left\{ \exp \left( \sup_{t \in [0, \lambda]} \inf_{s \in [0, T]} \left( \sqrt{2}B_{\alpha}(t-s) - |t-s|^\alpha \right) \right) \right\} \in (0, \infty), \quad \lambda, T \geq 0, \ \alpha \in (0, 2]. \]

Further, we define the generalized Piterbarg constant as

\[ \tilde{P}^{b_1, b_2}_{\alpha, \beta}(T) = \lim_{\lambda \to \infty} \tilde{P}^{b_1, b_2}_{\alpha, \beta}(\lambda, T), \quad T \geq 0, \ b_1 > 0, b_2 \in \mathbb{R}, \ \alpha \in (0, 2], \ \beta \geq \alpha, \]

(8)
where, for any positive constants \( \lambda, \beta, b_1, T \geq 0, \alpha \in (0, 2] \) and \( b_2 \in \mathbb{R} \)

\[
\tilde{H}^{b_1,b_2}_{\alpha,\beta}(\lambda, T) = \mathbb{E} \left\{ \exp \left( \sup_{t \in [0, \lambda]} \inf_{s \in [0, T]} \left( \sqrt{2} B_\alpha(t) - |t-s|^{\alpha} - b_1 |t-s|^{\alpha} I_{(t>s)} - b_2 |t-s|^{\alpha} I_{(t \leq s, \alpha = \beta)} \right) \right) \right\},
\]

with \( I(\cdot) \) the indicator function. Note that both \( \tilde{H}_\alpha(\lambda, T) \) and \( \tilde{P}^{b_1,b_2}_{\alpha,\beta}(\lambda, T) \) are well defined since

\[
\mathbb{E} \left\{ \exp \left( \sup_{t \in [0, \lambda]} \sqrt{2} B_\alpha(t) \right) \right\} < \infty, \quad \forall \lambda \geq 0,
\]

which follows directly from Piterbarg inequality (see Theorem 8.1 in [30]). As it will be seen from the proof of Theorem 3.3 below, both \( \tilde{H}_\alpha(T) \) and \( \tilde{P}^{b_1,b_2}_{\alpha,\beta}(T) \) defined above are positive and finite. Note further that the classical Pickands constant \( H_\alpha \) equals \( \tilde{H}_\alpha(0) \) and the classical Piterbarg constant \( H^{b_1}_{\alpha} \) equals \( \tilde{P}^{b_1,b_2}_{\alpha,\beta}(0) \).

Finally, we present a theorem on the asymptotics of the infimum of Brownian motion with linear drift over a finite-time interval, which will be used in the next section and is of some independent interest. Hereafter \( \Psi(\cdot) \) denotes the tail distribution function of an \( N(0, 1) \) random variable and \( \varphi(\cdot) \) is its density.

**Theorem 2.1.** For any \( c > 0 \) and two constants \( T_2 > T_1 > 0 \) we have

\[
P \left\{ \inf_{t \in [T_1,T_2]} \left( B_1(t) - ct \right) > u \right\} = K_{c,T_2-T_1,T_1} \frac{T_1}{u} \Psi \left( \frac{u + cT_1}{\sqrt{T_1}} \right) (1 + o(1)), \quad u \to \infty,
\]

where

\[
K_{c,y} = 2 \varphi \left( \frac{c\sqrt{y}}{y} \right) \frac{1}{\sqrt{y}} - 2c \Psi \left( \frac{c\sqrt{y}}{y} \right) > 0, \quad y > 0.
\]

3. **Main Results**

In this section, we present our main results on the asymptotic behaviour of \( \mathcal{P}_S(u, T_u) \) as \( u \to \infty \). It turns out that when \( T_u \) does not vanish to 0 as \( u \to \infty \), the exact asymptotics is very hard to derive. For such cases we shall give a lower asymptotic bound and then the logarithmic asymptotics of \( \mathcal{P}_S(u, T_u) \) for \( X \) being with stationary increments. Finally, in Theorem 3.3 we show the exact asymptotics of \( \mathcal{P}_S(u, T_u) \), under certain restrictions on the speed of convergence of \( T_u \) to 0, for \( X \) satisfying A1–A3.

3.1. **Logarithmic asymptotics.** The following theorem displays an asymptotic lower bound of \( \mathcal{P}_S(u, T) \), which is logarithmically exact for all large \( u \). We write below \( V'(t) \) for the derivative of the variance function \( \sigma^2(t) \) if it exists.

**Theorem 3.1.** Let \( \{X(t), t \geq 0\} \) be a centered Gaussian process with a.s. continuous sample paths, \( X(0) = 0 \) and stationary increments. If further the variance function \( \sigma^2(\cdot) \) is differentiable, strictly increasing and
convex, then for any positive constants $S, T$

\[
\mathcal{P}(u, T) \geq C_c \Delta \frac{\sigma^2(u)}{\sigma(\sigma)} \Psi \left( \frac{u + cS}{\sigma} \right) (1 + o(1)), \quad u \to \infty,
\]

where

\[
C_c, \Delta = 2 \varphi \left( \frac{c \sqrt{\Delta}}{\sqrt{\sigma}} \right) \frac{1}{\sqrt{\Delta}} - \frac{c \sqrt{\Delta}}{\sqrt{\sigma}} \Psi \left( \frac{c \sqrt{\Delta}}{\sqrt{\sigma}} \right), \quad \Delta = \sigma^2(S + T) - \sigma^2(S).
\]

The proof of Theorem 3.1 is given in Section 4.3.

The next result constitutes an LDP counterpart of Proposition 1.1.

**Theorem 3.2.** Let \( \{X(t), t \geq 0\} \) be a centered Gaussian process with a.s. continuous sample paths, \( X(0) = 0 \) and stationary increments. If further the variance function \( \sigma^2(\cdot) \) is differentiable, strictly increasing and convex, then for any bounded measurable function \( T_u > 0 \) and any \( S > 0 \)

\[
\lim_{u \to \infty} \log \left( \frac{\mathcal{P}(u, T_u)}{u^2} \right) = -\frac{1}{\sigma^2(S)}.
\]

Section 4.4 displays the proof of Theorem 3.2.

We note that, the claim in (12) matches the logarithmic asymptotics of the classical ruin probability, i.e.

\[
\lim_{u \to \infty} \frac{\log(\mathcal{P}(u, T_u))}{\log(\mathcal{P}(u))} = \lim_{u \to \infty} \frac{\log(\mathcal{P}(u, T_u))}{\log(\mathcal{P}(X(S > u)))} = 1
\]

and does not depend on the value of the parameter \( c \).

### 3.2. Exact asymptotics.

The problem of finding the exact asymptotics of \( \mathcal{P}(u, T_u) \) needs much more precise analysis. Next, we discuss the case that \( T_u \) is sufficiently small, tending to 0 as \( u \to \infty \).

**Theorem 3.3.** Let \( \{X(t), t \geq 0\} \) be a centered Gaussian process satisfying assumptions \( A_1-A_3 \) with the parameters therein, and let \( T_u \) be a positive measurable function of \( u \). Assume that \( \beta_1 \leq \beta_2 \leq 1 \). For any positive constant \( S \), we have, as \( u \to \infty \):

(i) If \( \alpha < \beta_1 \) and \( \lim_{u \to \infty} T_u u^{2/\alpha} = T \in [0, \infty) \), then

\[
\mathcal{P}(u, T_u) = \tilde{H}_a(D^{1/2}) \Gamma \left( \frac{1}{\beta_1} + 1 \right) D^{\frac{1}{\alpha}} A^{\frac{1}{\alpha} - \frac{1}{\alpha} \frac{1}{\beta_1} - \frac{1}{\beta_1} \frac{2}{\alpha} - \frac{1}{\beta_1} \frac{2}{\alpha} \frac{1}{\beta_1}} \Psi \left( \frac{u + cS}{\sigma} \right) (1 + o(1)).
\]

(ii) If \( \alpha = \beta_1 \) and \( \lim_{u \to \infty} T_u u^{2/\alpha} = T \in [0, \infty) \), then

\[
\mathcal{P}(u, T_u) = \tilde{\mathcal{P}}_{\alpha}(D^{1/2}) \frac{\alpha}{\alpha} \left( \frac{1}{\alpha} + 1 \right) D^{\frac{1}{\alpha}} A^{\frac{1}{\alpha} - \frac{1}{\alpha} \frac{1}{\beta_1} - \frac{1}{\beta_1} \frac{2}{\alpha} - \frac{1}{\beta_1} \frac{2}{\alpha} \frac{1}{\beta_1}} \Psi \left( \frac{u + cS}{\sigma} \right) (1 + o(1)).
\]

(iii) If \( \alpha > \beta_1 \) and \( \lim_{u \to \infty} T_u u^{2/\alpha} = \lim_{u \to \infty} T_u u^{2/\beta_2} = 0 \), then

\[
\mathcal{P}(u, T_u) = \Psi \left( \frac{u + cS}{\sigma} \right) (1 + o(1)).
\]
Remark 3.4. Clearly, if $T_u = 0$, $u \geq 0$, then $P_S(u,0)$ becomes the classical probability of ruin $P_S(u)$. Since, as mentioned above, $\tilde{H}_\alpha(0) = H_\alpha$ and $\tilde{P}^{A/(D\tilde{\sigma}),A_z/(D\tilde{\sigma})}_\alpha(0) = H_\alpha^{A/(D\tilde{\sigma})}$, the asymptotics of $P_S(u)$ is retrieved and agrees with findings of [30].

Specialized to the case of the fBm risk process, the above theorem entails the following result.

Corollary 3.5. Let $\{X(t), t \geq 0\}$ be a standard fBm with Hurst index $\alpha/2 \in (0,1]$. For any positive constant $S$, we have, as $u \to \infty$:

(i) If $\alpha \in (0,1)$ and $\lim_{u \to \infty} T_u u^{2/\alpha} = T \in [0,\infty)$, then

$$P_S(u,T_u) = \tilde{H}_\alpha(2^{-\frac{1}{\alpha}}S^{-2}T)\alpha^{-1}2^{1-\frac{2}{\alpha}}S^{\alpha-1}u^{\frac{1}{\alpha}-2}\Psi\left(\frac{u+cS}{S^{\alpha/2}}\right)(1+o(1)).$$

(ii) If $\alpha = 1$ and $\lim_{u \to \infty} T_u u^2 = T \in [0,\infty)$, then

$$P_S(u,T_u) = \tilde{P}_{1,1}^{1,-1}(2^{-1}S^{-2}T)\Psi\left(\frac{u+cS}{S^{1/2}}\right)(1+o(1)).$$

(iii) If $\alpha \in (1,2]$ and $\lim_{u \to \infty} T_u u^2 = 0$, then

$$P_S(u,T_u) = \Psi\left(\frac{u+cS}{S^{\alpha/2}}\right)(1+o(1)).$$

Remark 3.6. The case that $T_u = T > 0$ for all $u$ large is much more difficult to deal with and most probably needs to develop new techniques that allow derivation of the asymptotics of tail distribution of infimum of a Gaussian process.

Remark 3.7. As in [4, 26, 11] we define the Parisian ruin time of the risk process $R_u$ by

$$\tau_u = \inf\{t \geq T_u : t - \kappa_{t,u} \geq T_u\}, \quad \text{with} \quad \kappa_{t,u} = \sup\{s \in [0,t] : R_u(s) \geq 0\}.$$

Under the assumptions of Corollary 3.5 it follows along the lines of the arguments in [10] that

$$\lim_{u \to \infty} \mathbb{P}\{u^2(S-\tau_u) \leq x|\tau_u < S\} = 1 - \exp\left(-\frac{\alpha}{2}S^{-\alpha-1}x\right)$$

holds for any $x$ positive.

4. Proofs

4.1. Proof of Proposition 1.1. First, for any $u$ positive

$$P_S(u,T_u) = \mathbb{P}\left\{\sup_{t \in [0,S]} \inf_{s \in [t,T_u]} \left(X(s) - cs\right) > u\right\} \leq \mathbb{P}\left\{\sup_{t \in [0,S]} X(t) > u\right\}.$$
Further, in view of [4] we have
\[ P \left\{ \sup_{t \in [0,S]} X(t) > u \right\} = P \{ X(S) > u \} (1 + o(1)), \ u \to \infty \]
implying thus
\[ P_{S}(u, T_{u}) \leq P \{ X(S) > u \} (1 + o(1)), \ u \to \infty. \]

We derive next the lower bound. Taking \( h(\cdot) \) to be such that (3) holds we have
\[
P \left\{ \sup_{t \in [0,S]} \inf_{s \in [t,t+T_{u}]} (X(s) - cs) > u \right\} \\
\geq P \left\{ \inf_{s \in [S,S+T_{u}]} (X(s) - cs) > u \right\} \\
\geq P \left\{ \inf_{t \in [S,S+T_{u}]} (X(t) - X(S) - c(t - S) + X(S) - cS) > u, X(S) - cS > u + h(u) \right\}.
\]
Since \( T_{u} \) is bounded, we have \( \sup_{u \in [0,\infty]} T_{u} < M \) for some constant \( M \). By the fact that \( X \) has independent and stationary increments we may further write
\[
P \left\{ \sup_{t \in [0,S]} \inf_{s \in [t,t+T_{u}]} (X(s) - cs) > u \right\} \\
\geq P \left\{ \inf_{t \in [0,M]} (X(t) - ct) > -h(u) \right\} P \{ X(S) - cS > u + h(u) \} \\
= P \{ X(S) > u \} (1 + o(1)), \ u \to \infty
\]
establishing the proof. \( \square \)

4.2. Proof of Theorem 2.1 In order to derive the proof of Theorem 2.1 i.e., the exact asymptotic behaviour of the infimum of the standard Brownian motion with drift we shall investigate in Lemma 4.1 the tail asymptotics of the difference \( X - Y \) assuming that \( X \) has distribution \( F \) with unbounded support and \( Y \geq 0 \) almost surely. If for any \( \eta > 0 \)
\[ \lim_{u \to \infty} \frac{P \{ X > u + \eta \}}{P \{ X > u \}} = 0, \]
then Lemma 2 in [13] entails
\[ \lim_{u \to \infty} \frac{P \{ X - Y > u \}}{P \{ X > u \}} = P \{ Y = 0 \}. \]
If \( F \) is in the Gumbel max-domain of attraction with some positive scaling function \( w(\cdot) \), i.e.,
\[ 1 - F(u + x/w(u)) = \exp(-x)(1 - F(u))(1 + o(1)), \ \forall x \in \mathbb{R} \]
as \( u \to \infty \), then (17) is satisfied if additionally \( \lim_{u \to \infty} w(u) = \infty \). As shown below, it is possible to derive the exact tail asymptotics of \( X - Y \) when \( \mathbb{P}\{Y = 0\} = 0 \) assuming further that for some \( \alpha \geq 0 \)

\[
\mathbb{P}\{Y < x/u\} = x^\alpha \mathbb{P}\{Y < 1/u\} (1 + o(1)), \quad \forall x > 0
\]

holds as \( u \to \infty \).

**Lemma 4.1.** Let \( X \) and \( Y \) be two independent random variables. If (18) holds for some positive function \( w(\cdot) \) such that \( \lim_{u \to \infty} w(u) = \infty \) and further \( Y \geq 0 \) satisfies (19) with some \( \alpha \geq 0 \), then we have

\[
\mathbb{P}\{X - Y > u\} = \Gamma(\alpha + 1) \mathbb{P}\{Y < 1/w(u)\} \mathbb{P}\{X > u\} (1 + o(1)), \quad u \to \infty.
\]

In particular, if \( Y \) possesses a density function \( f(\cdot) \) in a neighborhood of 0 such that \( f(0) > 0 \), then

\[
\mathbb{P}\{X - Y > u\} = f(0) w(u) \mathbb{P}\{X > u\} (1 + o(1)), \quad u \to \infty.
\]

**Proof of Lemma 4.1** The assumption that \( \lim_{u \to \infty} w(u) = \infty \) implies that \( \exp(X) \) is in the Gumbel MDA with scaling function \( w^*(u) = w(\ln u) \). Further, (19) is equivalent with

\[
\lim_{u \to \infty} \frac{\mathbb{P}\{e^{-Y} > 1 - x/u\}}{\mathbb{P}\{e^{-Y} > 1 - 1/u\}} = x^\alpha, \quad x > 0.
\]

Since for any positive \( u \) we have

\[
\mathbb{P}\{X - Y > u\} = \mathbb{P}\{e^X e^{-Y} > e^u\},
\]

then by Example 1 in [19] or Theorem 4.2 in [20]

\[
\begin{align*}
\mathbb{P}\{X - Y > u\} &= \Gamma(\alpha + 1) \mathbb{P}\{e^{-Y} > 1 - 1/(e^{u} w^*(e^u))\} \mathbb{P}\{e^X > e^u\} (1 + o(1)) \\
&= \Gamma(\alpha + 1) \mathbb{P}\{Y < 1/w(u)\} \mathbb{P}\{e^X > e^u\} (1 + o(1)), \quad u \to \infty.
\end{align*}
\]

In the special case that \( Y \) possesses a density function \( f(\cdot) \) with \( f(0) > 0 \), then \( \alpha = 1 \) and

\[
\mathbb{P}\{Y < 1/w(u)\} = \frac{f(0)}{w(u)} (1 + o(1))
\]

as \( u \to \infty \) establishing the proof. \( \square \)

**Proof of Theorem 2.1** Let \( \mathcal{N} \) be a standard \( N(0,1) \) random variable with density function \( \varphi \) which is independent of the Brownian motion \( B(\cdot) := B_1(\cdot) \). We have with \( \Delta := T_2 - T_1 > 0 \)

\[
\mathbb{P}\left\{ \inf_{t \in [T_1, T_2]} (B(t) - ct) > u \right\} = \mathbb{P}\left\{ \inf_{t \in [T_1, T_2]} (B(t) - B(T_1) - c(t - T_1) + B(T_1) - cT_1) > u \right\} = \mathbb{P}\left\{ T_1^{1/2} \mathcal{N} - \sup_{t \in [0, \Delta]} (B(t) + ct) > u + cT_1 \right\}.
\]
It is well-known that for any \( u > 0 \) and \( c \geq 0 \)
\[
\mathbb{P} \left\{ \sup_{t \in [0,\Delta]} \left( B(t) + ct \right) > u \right\} = \Psi \left( \frac{u - c\Delta}{\sqrt{\Delta}} \right) + e^{2cu} \Psi \left( \frac{u + c\Delta}{\sqrt{\Delta}} \right),
\]
hence the density function \( q \) of \( \sup_{t \in [0,\Delta]} (B(t) + ct) \) is given by
\[
q(u) = \varphi \left( \frac{u - c\Delta}{\sqrt{\Delta}} \right) \left( \frac{1}{\sqrt{\Delta}} - 2ce^{2cu} \Psi \left( \frac{u + c\Delta}{\sqrt{\Delta}} \right) \right) \left( \frac{1}{\sqrt{\Delta}} \right), \quad u > 0.
\]
Since \( \sqrt{T_1N} \) has distribution in the Gumbel MDA with \( w(u) = u/T_1 \) and
\[
q(0) = 2\varphi \left( c\sqrt{\Delta} \right) \left( \frac{1}{\sqrt{\Delta}} \right) - 2c\varphi \left( c\sqrt{\Delta} \right) > 0
\]
the claim follows from Lemma 4.1.

4.3. **Proof of Theorem 3.1.** For any \( u \) positive we have
\[
\mathbb{P} \left\{ \sup_{t \in [0,S]} \inf_{s \in [t,t+T]} \left( X(s) - cs \right) > u \right\} \geq \mathbb{P} \left\{ \inf_{s \in [S,S+T]} \left( X(s) - cs \right) > u \right\}
= \mathbb{P} \left\{ \sup_{s \in [S,S+T]} \left( -X(s) + cs \right) < -u \right\}
\]
Since we assume that \( V(t) := \sigma^2(t) \) is a convex function and \( V(0) = 0 \), then for any \( 0 \leq s \leq t \)
\[
V(t) \geq V(s) + V(t-s).
\]
Therefore, by the Slepian lemma (e.g., [30])
\[
\mathbb{P} \left\{ \sup_{s \in [S,S+T]} \left( -X(s) + cs \right) < -u \right\} \geq \mathbb{P} \left\{ \sup_{s \in [S,S+T]} \left( -B(V(s)) + cs \right) < -u \right\}
= \mathbb{P} \left\{ \inf_{t \in [S,S+T]} \left( B(V(t)) - ct \right) > u \right\}
= \mathbb{P} \left\{ \inf_{t \in [V(S),V(S+T)]} \left( B(t) - cg(t) \right) > u \right\},
\]
where \( B \) is a standard Brownian motion and \( g(\cdot) \) is the inverse function of \( V(\cdot) \). Further, since \( g(s), s \geq 0 \) is
differentiable, increasing and concave we have (set \( \rho_S = 1/V'(S) \) with \( V'(t) \) the derivative of \( V(t) \))
\[
g(s) \leq f(s) := \rho_S s + S - \rho_S V(S), \quad s \geq 0
\]
implying thus
\[
\mathbb{P} \left\{ \sup_{t \in [0,S]} \inf_{s \in [t,t+T]} \left( X(s) - cs \right) > u \right\} \geq \mathbb{P} \left\{ \inf_{t \in [V(S),V(S+T)]} \left( B(t) - c\rho_S t \right) > u + c(S - \rho_S V(S)) \right\}
= K_{\rho_S,V(S+T)-V(S)} \frac{V(S)}{u} \Psi \left( \frac{u + cS}{\sqrt{V(S)}} \right) (1 + o(1))
\]
as $u \to \infty$, where the last equality follows from (9), and $K_{c,y}$ is given as in (10).

4.4. Proof of Theorem 3.2. The proof follows straightforwardly from the combination of Theorem 3.1 and the fact that

$$ P_S(u, T_u) < P_S(u) $$

$$ \leq \mathbb{P}\left\{ \sup_{t \in [0, S]} X(t) > u \right\} $$

$$ \leq \mathbb{P}\left\{ \sup_{t \in [0, S]} B_1(\sigma^2(t)) > u \right\} $$

$$ = 2\Psi\left(\frac{u}{\sigma(S)}\right), $$

where (22) follows from the Slepian lemma (recall that $\sigma^2(\cdot)$ is convex).

4.5. Proof of Theorem 3.3. Let $\delta(u) = (\ln u/u)^{2/\beta_1}, u > 0$ and set

$$ \Pi(u) = \mathbb{P}\left\{ \sup_{t \in [S - \delta(u), S]} \inf_{s \in [t, t + T_u]} \left(X(s) - cs\right) > u \right\}, \quad u > 0. $$

It follows that

$$ \Pi(u) \leq P_S(u, T_u) = \mathbb{P}\left\{ \sup_{t \in [0, S]} \inf_{s \in [t, t + T_u]} \left(X(s) - cs\right) > u \right\} \leq \Pi(u) + \Pi_0(u), $$

where $\Pi_0(u) = \mathbb{P}\left\{ \sup_{t \in [0, S - \delta(u)]} \left(X(t) - ct\right) > u \right\}$. We shall show that

$$ \Pi_0(u) = o(\Pi(u)), \quad u \to \infty, $$

which on the turn implies

$$ P_S(u, T_u) = \Pi(u)(1 + o(1)), \quad u \to \infty. $$

Next, we derive the exact tail asymptotics of $\Pi(u)$. For notational simplicity we set

$$ g_u(t) = \frac{u + ct}{\sigma(t)}, \quad X_u(t) = \frac{X(t) g_u(S)}{\sigma(t) g_u(t)}, \quad \sigma_{X_u}^2(t) = \text{Var}(X_u(t)) \quad t \geq 0. $$

By Assumption A1 for any small $\varepsilon \in (0, 1)$, there exists some small $\theta > 0$ and $u_0 > 0$ such that

$$ (1 - \varepsilon) \frac{A}{\sigma} |t|^\beta_1 I(t > 0) + (1 + \varepsilon) \frac{A_{\pm}}{\sigma} |t|^\beta_2 I(t \leq 0) $$

$$ \leq 1 - \frac{g_u(S)}{g_u(S - t)} $$

$$ \leq (1 + \varepsilon) \frac{A}{\sigma} |t|^\beta_1 I(t > 0) + (1 - \varepsilon) \frac{A_{\pm}}{\sigma} |t|^\beta_2 I(t \leq 0) $$

(24)
holds for all \( t \in [-\theta, \theta] \) and all \( u > u_0 \). Note that in the derivation of the above inequality we used the fact that \( \beta_1 \leq 1 \) and \( \beta_2 \leq 1 \). By changing the time we obtain

\[
\Pi(u) = \mathbb{P} \left\{ \sup_{t \in [0, \delta(u)]} \inf_{s \in [0, T_u]} X_u(S + s - t) > g_u(S) \right\}.
\]

The idea for finding the exact asymptotics of \( \Pi(u) \) is analogous to the one used in [30]. Let \( q(u) = u^{-2/\alpha} \) and set for any \( \lambda > T \)

\[
\triangle_k = [k\lambda q, (k + 1)\lambda q], \quad k \in \mathbb{N}_0, \quad \text{and} \quad N(u) = \lfloor \lambda^{-1} \delta(u) q^{-1} \rfloor + 1,
\]

where \( \lfloor \cdot \rfloor \) is the ceiling function. We shall investigate separately the following three cases:

(i) \( \alpha < \beta_1 \), (ii) \( \alpha = \beta_1 \), (iii) \( \alpha > \beta_1 \).

Since the case \( T = 0 \) follows as a limiting result we shall consider for (i) and (ii) only \( T \in (0, \infty) \).

(i) \( \alpha < \beta_1 \): We have by the Bonferroni inequality

\[
\sum_{k=0}^{N(u)} \pi_k(u) \geq \Pi(u) \geq \sum_{k=0}^{N(u)-1} \pi_k(u) - \Sigma(u),
\]

where

\[
\pi_k(u) = \mathbb{P} \left\{ \sup_{t \in \triangle_k} \inf_{s \in [0, T_u]} X_u(S + s - t) > g_u(S) \right\}, \quad k \in \mathbb{N}_0,
\]

\[
\Sigma(u) = \sum_{0 \leq i < j \leq N(u)} \mathbb{P} \left\{ \sup_{t \in \triangle_i} \inf_{s \in [0, T_u]} X_u(S + s - t) > g_u(S), \sup_{t \in \triangle_j} \inf_{s \in [0, T_u]} X_u(S + s - t) > g_u(S) \right\}.
\]

In view of (24) for any \( k = 0, \cdots, N(u) \)

\[
1 - (1 + \varepsilon) \frac{A}{\sigma} |t - s|^{\beta_1} I_{(t > s)} - (1 - \varepsilon) \frac{A_{\pm}}{\sigma} |t - s|^{\beta_2} I_{(t \leq s)} \leq \sigma X_u(S + s - t)
\]

(25)

\[
\leq 1 - (1 - \varepsilon) \frac{A}{\sigma} |t - s|^{\beta_1} I_{(t > s)} - (1 + \varepsilon) \frac{A_{\pm}}{\sigma} |t - s|^{\beta_2} I_{(t \leq s)}
\]

holds for all \((t, s) \in \triangle_k \times [0, T_u] \). Define next

\[
Y_u(t, s) = \frac{X_u(S + s - t)}{\sigma X_u(S + s - t)}, \quad t, s \in [0, S].
\]

For any small \( \varepsilon \in (0, 1) \) and \( k = 1, \cdots, N(u) \)

\[
\pi_k(u) \leq \mathbb{P} \left\{ \sup_{t \in \triangle_k} \inf_{s \in [0, T_u]} Y_u(t, s) > g_u(S) \left( 1 + (1 - \varepsilon)^2 \frac{A}{\sigma} |k\lambda q - T_u|^{\beta_1} \right) \right\}
\]
Lemma 5.1 in Appendix yields that
\[ \pi_k(u) \geq \mathbb{P} \left\{ \sup_{t \in \triangle_k} \inf_{s \in [0,T_u]} Y_u(t,s) > g_u(S) \left( 1 + (1 + \varepsilon)^2 \frac{A^+}{\sigma} |(k + 1)\lambda q|^{\beta_1} \right) \right\} \]
are valid for \( u \) sufficiently large. Moreover, for \( u \) sufficiently large also
\[ \pi_0(u) \leq \mathbb{P} \left\{ \sup_{t \in \triangle_0} \inf_{s \in [0,T_u]} Y_u(t,s) > g_u(S) \left( 1 + (1 + \varepsilon)^2 \frac{A^+}{\sigma} |f_\pm(u)|^{\beta_2} \right) \right\} \]
and
\[ \pi_0(u) \geq \mathbb{P} \left\{ \sup_{t \in \triangle_0} \inf_{s \in [0,T_u]} Y_u(t,s) > g_u(S) \left( 1 + (1 + \varepsilon)^2 \frac{A^+}{\sigma} |\lambda q|^{\beta_1} + (1 + \varepsilon)^2 \frac{|A^+|}{\sigma} |h_\pm(u)|^{\beta_2} \right) \right\} \]
are valid, where \( f_+(u) = h_-(u) = 0 \), \( f_-(u) = T_u + \lambda q \) and \( h_+(u) = T_u \). Consequently, an application of Lemma 5.3 in Appendix yields that
\[ \sum_{k=1}^{N(u)} \pi_k(u) \leq \mathbb{P} \left\{ \sup_{t \in [0,T_u]} \inf_{s \in [0,T]} Y_u(tq + k\lambda q, sq) > g_u(S) \left( 1 + (1 + \varepsilon)^2 \frac{A^+}{\sigma} |k\lambda q - T_u|^{\beta_1} \right) \right\} \]
\[ = \mathcal{H}_\alpha(\hat{a} \lambda, \hat{a} T) \frac{1}{\sqrt{2\pi g_u(S)}} \sum_{k=1}^{N(u)} \exp \left( - \frac{(g_u(S))^2}{2} \left( 1 + (1 + \varepsilon)^2 \frac{A^+}{\sigma} |k\lambda q - T_u|^{\beta_1} \right)^2 \right) (1 + o(1)) \]
as \( u \to \infty \), where \( \hat{a} = D^{1/\alpha} \sigma^{-2/\alpha} \). Further, since
\[ \int_0^\infty \exp(-bx^{\beta_1})dx = \Gamma \left( \frac{1}{\beta_1} + 1 \right) b^{-\frac{1}{\beta_1}}, \quad b > 0, \beta_1 > 0 \]
we have
\[ \sum_{k=1}^{N(u)} \pi_k(u) \leq \frac{1}{\lambda} \mathcal{H}_\alpha(\hat{a} \lambda, \hat{a} T) \Gamma \left( \frac{1}{\beta_1} + 1 \right) \left( \frac{\sigma^3}{(1 + \varepsilon)^2 A^+} \right)^{\frac{1}{\beta_1}} u^{-\frac{1}{\beta_1}} \frac{\Gamma}{\beta_1} \Psi(g_u(S))(1 + o(1)) \]
as \( u \to \infty \). Similarly
\[ \sum_{k=1}^{N(u)-1} \pi_k(u) \geq \frac{1}{\lambda} \mathcal{H}_\alpha(\hat{a} \lambda, \hat{a} T) \Gamma \left( \frac{1}{\beta_1} + 1 \right) \left( \frac{\sigma^3}{(1 + \varepsilon)^2 A^+} \right)^{\frac{1}{\beta_1}} u^{-\frac{1}{\beta_1}} \frac{\Gamma}{\beta_1} \Psi(g_u(S))(1 + o(1)) \]
as \( u \to \infty \). By Lemma 5.1 and our assumption \( \alpha < \beta_1 \leq \beta_2 \) we obtain
\[ \pi_0(u) = \mathcal{H}_\alpha(\hat{a} \lambda, \hat{a} T) \Psi(g_u(S))(1 + o(1)) = o \left( \sum_{k=1}^{N(u)-1} \pi_k(u) \right) \]
as \( u \to \infty \). Further, we have (set \( \theta_i(u) := 1 + (1 + \varepsilon)^2 \frac{A^+}{\sigma} \max(0, i\lambda q - T_u)^{\beta_1} + (1 + \varepsilon)^2 \frac{|A^+|}{\sigma} |f_\pm(u)|^{\beta_2} \))
\[ \Sigma(u) \leq \mathbb{P} \left\{ \sup_{t \in \triangle_i} Y_u(t,0) > g_u(S)\theta_i(u), \sup_{t \in \triangle_j} Y_u(t,0) > g_u(S)\theta_i(u) \right\} . \]
Letting $\varepsilon \to 0$ and $\lambda \to \infty$ we conclude by similar arguments as in the proof of Theorem 3.1 in [11] that

$$\Pi(u) = \tilde{H}_\alpha(\hat{a}T) \Gamma \left( \frac{1}{\beta_1} + 1 \right) D^\frac{1}{2} A^{-\frac{1}{2}} \sigma \frac{1}{\alpha} D^\frac{1}{2} u^{-\frac{1}{2}} \frac{u}{A} \Psi(g_u(S))(1 + o(1))$$

as $u \to \infty$, and $\tilde{H}_\alpha(T) \in (0, \infty)$.

(ii) $\alpha = \beta_1$: We use the same notation as in Case (i). We have by the Bonferroni inequality

$$\pi_0(u) \leq \Pi(u) \leq \pi_0(u) + \sum_{k=1}^{N(u)} \pi_k(u).$$

It follows from Lemma 5.1 that

$$\pi_0(u) = \tilde{P}^{A/(D \sigma), A \pm / (D \sigma)}_{\alpha, \beta_2}(\hat{a} \lambda, \hat{a}T) \Psi(g_u(S))(1 + o(1)), \; u \to \infty.$$  \hspace{1cm} (26)

Further, for any small $\varepsilon \in (0, 1)$

$$\sum_{k=1}^{N(u)} \pi_k(u) \leq \sum_{k=1}^{N(u)} \mathbb{P} \left\{ \sup_{t \in \Delta_0} Y_u(t + k \lambda q, 0) > g_u(S) \left( 1 + (1 - \varepsilon)^2 \frac{A}{\sigma} |k \lambda q - T_u|^{\beta_1} \right) \right\}$$

for $u$ sufficiently large. Using Lemma 5.1 (or Lemma 1 in [12]) we have further that

$$\sum_{k=1}^{N(u)} \pi_k(u) \leq G \tilde{H}_\alpha(\hat{a} \lambda, 0) \Psi(g_u(S)) \sum_{k=1}^{\infty} \exp \left( - \frac{A}{2 \sigma^3} (k \lambda - T)^{\beta_1} \right) (1 + o(1))$$

as $u \to \infty$, for some positive constant $G$. Therefore, we conclude that, for any $\lambda_1, \lambda_2 > T$

$$\tilde{P}^{A/(D \sigma), A \pm / (D \sigma)}_{\alpha, \beta_2}(\hat{a} \lambda_2, \hat{a}T) \leq \liminf_{u \to \infty} \frac{\Pi(u)}{\Psi(g_u(S))} \leq \limsup_{u \to \infty} \frac{\Pi(u)}{\Psi(g_u(S))}$$

$$\leq \tilde{P}^{A/(D \sigma), A \pm / (D \sigma)}_{\alpha, \beta_2}(\hat{a} \lambda_1, \hat{a}T) + \tilde{H}_\alpha(\hat{a} \lambda_1, 0) \sum_{k=1}^{\infty} \exp \left( - \frac{A}{2 \sigma^3} (k \lambda_1 - T)^{\beta_1} \right).$$

Further, it follows from Corollary D.1 in [30] that $\tilde{H}_\alpha(\hat{a} \lambda_1, 0) = \tilde{H}_\alpha(\hat{a} \lambda_1) \leq |\hat{a} \lambda_1| + 1$, and thus

$$\lim_{\lambda_1 \to \infty} \tilde{H}_\alpha(\hat{a} \lambda_1, 0) \sum_{k=1}^{\infty} \exp \left( - \frac{A}{2 \sigma^3} (k \lambda_1 - T)^{\beta_1} \right) = 0.$$

Consequently, by letting $\lambda_1$ and $\lambda_2$ tend to infinity, respectively, we conclude that

$$\lim_{u \to \infty} \frac{\Pi(u)}{\Psi(g_u(S))} = \tilde{P}^{A/(D \sigma), A \pm / (D \sigma)}_{\alpha, \beta_2}(\hat{a}T) \in (0, \infty).$$

(iii) $\alpha > \beta_1$: We use the same notation as in Case (i) and Case (ii). In view of [24] and the fact that $\lim_{u \to \infty} T_u u^{2/\alpha} = 0$, for any small $\varepsilon, \varepsilon_1 \in (0, 1)$

$$\Pi(u) \geq \mathbb{P} \left\{ \inf_{s \in [0, T_u]} X_u(S + s) > g_u(S) \right\}$$

$$\geq \mathbb{P} \left\{ \inf_{s \in [0, T_u]} Y_u(0, s) > g_u(S) \left( 1 + (1 + \varepsilon) \frac{A}{\sigma} T_u^\beta_2 \right) \right\}.$$
\[ \geq \mathbb{P} \left\{ \inf_{s \in [0, \varepsilon_1]} Y_u(0, su^{-\hat{F}}) > g_u(S) \left( 1 + (1 + \varepsilon) \frac{|A_\pm|}{\sigma} T_u^{\beta_2} \right) \right\} \]

holds for all \( u \) sufficiently large. Moreover, it follows from Lemma 5.1 that

\[ \mathbb{P} \left\{ \inf_{s \in [0, \varepsilon_1]} Y_u(0, su^{-\hat{F}}) > g_u(S) \left( 1 + (1 + \varepsilon) \frac{|A_\pm|}{\sigma} T_u^{\beta_2} \right) \right\} = \mathcal{H}^{\inf}(\hat{a}\varepsilon_1) \Psi \left( g_u(S) \left( 1 + (1 + \varepsilon) \frac{|A_\pm|}{\sigma} T_u^{\beta_2} \right) \right) (1 + o(1)) \]

as \( u \to \infty \), where

\[ \mathcal{H}^{\inf}(T) = \mathbb{E} \left\{ \exp \left( \inf_{t \in [0, T]} \left( \sqrt{2} B_\alpha(t) - t^\alpha \right) \right) \right\}, \quad T \geq 0. \]

Therefore, letting \( \varepsilon, \varepsilon_1 \to 0 \) we have by the fact that \( \lim_{u \to \infty} T_u u^{2/\beta_2} = 0 \)

\[ \Pi(u) \geq \Psi \left( g_u(S) \left( 1 + (1 + \varepsilon) \frac{|A_\pm|}{\sigma} T_u^{\beta_2} \right) \right) (1 + o(1)) \]

as \( u \to \infty \). Next we give the upper bound. Since \( \alpha > \beta_1 \), we have

\[ \Pi(u) \leq \mathbb{P} \left\{ \sup_{t \in \Delta_0} X_u(S + T_u - t) > g_u(S) \right\}. \]

Further, for any small \( \varepsilon \in (0, 1) \),

\[ \Pi(u) \leq \mathbb{P} \left\{ \sup_{t \in \Delta_0} Y_u(t, T_u) > g_u(S) \left( 1 - (1 + \varepsilon) \frac{|A_\pm|}{\sigma} T_u^{\beta_2} \right) \right\} = \mathcal{H}^{\sup}(\hat{a}\lambda) \Psi \left( g_u(S) \left( 1 - (1 + \varepsilon) \frac{|A_\pm|}{\sigma} T_u^{\beta_2} \right) \right) (1 + o(1)) \]

as \( u \to \infty \), where the last equation follows from Lemma 5.1 and

\[ \mathcal{H}^{\sup}(T) = \mathbb{E} \left\{ \exp \left( \sup_{t \in [0, T]} \left( \sqrt{2} B_\alpha(t) - t^\alpha \right) \right) \right\}, \quad T \geq 0. \]

Consequently, letting \( \lambda, \varepsilon \to 0 \) and using that \( \lim_{u \to \infty} T_u u^{2/\beta_2} = 0 \), we conclude that, as \( u \to \infty \),

\[ \Pi(u) \leq \Psi(g_u(S))(1 + o(1)). \]

Thus the claim follows.

**Proof of (23).** First, for any fixed \( \varepsilon \in (0, 1) \), by **A1** we can choose some small \( \theta_0 > 0 \) such that

\[ \sigma(t) \leq \bar{\sigma} - (1 - \varepsilon) A(S - t)^{\beta_1} \]

holds for all \( t \in [S - \theta_0, S] \). Additionally, this \( \theta_0 \) can also be chosen such that

\[ \sup_{t \in [0, S - \theta_0]} \sigma(t) < \sigma(S - \theta_0) < \bar{\sigma}. \]
Clearly,
\[ \Pi_o(u) \leq \mathbb{P} \left\{ \sup_{t \in [0, S-\theta_0]} (X(t) - ct) > u \right\} + \mathbb{P} \left\{ \sup_{t \in [S-\theta_0, S-\delta(u)]} (X(t) - ct) > u \right\} =: \Pi_1(u) + \Pi_2(u). \]

By Borell-TIS inequality (cf. [30])
\[ \Pi_1(u) \leq \mathbb{P} \left\{ \sup_{t \in [0, S-\theta_0]} X(t) > u \right\} \leq \exp \left( \frac{u - \mathbb{E} \left( \sup_{t \in [0, S]} X(t) \right)}{2\sigma^2(S-\theta_0)} \right)^2 \]
for \( u \) sufficiently large. Further, by A3 we have applying Theorem 8.1 in [30]
\[ \Pi_2(u) \leq \mathbb{P} \left\{ \sup_{t \in [\delta(u), \theta_0]} X(S-t) > u \right\} \leq G u^{\frac{\alpha}{2} + 1} \exp \left( -\frac{u^2}{2\sigma^2} \left( 1 + (1 - \varepsilon) \frac{A}{\sigma}(\delta(u))^{\beta_1} \right) \right) \]
for \( u \) sufficiently large, where \( G \) is some positive constant independent of \( u \). Consequently, we conclude from the asymptotics of \( \Pi(u) \) for all the cases above that \( \Pi_o(u) = o(\Pi(u)) \), and thus the proof is complete. \( \square \)

4.6. **Proof of Corollary 3.5** Since \( X \) is a fBm with Hurst index \( \alpha/2 \) we have that
\[ \sigma(t) = t^\frac{\alpha}{2} = S^\frac{\alpha}{2} - \frac{\alpha}{2} S^{\frac{\alpha}{2}-1}(S-t)(1+o(1)), \quad t \to S, \]
and
\[ \text{Cov} \left( \frac{X(t)}{\sigma(t)}, \frac{X(s)}{\sigma(s)} \right) = 1 - \frac{1}{2S^\alpha} |t-s|^\alpha (1+o(1)), \quad t, s \to S. \]

Moreover, for any \( s, t \geq 0 \)
\[ \mathbb{E} \left\{ (X(t) - X(s))^2 \right\} = |t-s|^\alpha. \]

Consequently, the claim follows by an application of Theorem 3.3. \( \square \)

5. **Appendix**

Let \( D \) be a compact set in \( \mathbb{R}^n, \ n \in \mathbb{N} \) and suppose without loss of generality that \( 0 \in D \). Further, let \( \{\xi_u(t), t \in D\}, \ u > 0 \) be a family of centered Gaussian random fields with a.s. continuous sample paths and variance function \( \sigma_{\xi_u}^2(\cdot) \). Below \( || \cdot || \) stands for the Euclidean norm in \( \mathbb{R}^n \). We assume that \( \xi_u \) satisfies the following conditions:

**C1:** \( \sigma_{\xi_u}(0) = 1 \) for all \( u \) large, and there exists some bounded measurable function \( d(\cdot) \) on \( D \) such that
\[ \lim_{u \to \infty} \sup_{t \in D} |u^2(1 - \sigma_{\xi_u}(t)) - d(t)| = 0. \]
C2: There exist some centered Gaussian random field \( \{ \eta(t), t \in \mathbb{R}^n \} \) with a.s. continuous sample paths, \( \eta(0) = 0 \) and variance function \( \sigma^2(\cdot) \) such that

\[
\lim_{u \to \infty} u^2 \text{Var}(\xi_u(t) - \xi_u(s)) = 2\text{Var}(\eta(t) - \eta(s))
\]

holds for all \( t, s \in D \).

C3: There exist some constants \( G, \nu > 0, u_0 > 0 \), such that, for any \( u > u_0 \)

\[
u
\]

holds uniformly with respect to \( t, s \in D \).

As in [12] let \( F : C(D) \to \mathbb{R} \) be a continuous functional acting on \( C(D) \), the space of continuous functions on the compact set \( D \). Assume that:

F1: \( |F(f)| \leq \sup_{t \in D} |f(t)| \) for any \( f \in C(D) \).

F2: \( F(af + b) = aF(f) + b \) for any \( f \in C(D) \) and \( a > 0, b \in \mathbb{R} \).

For any bounded measurable function \( d(\cdot) \) on \( D \) with \( d(0) = 0 \) and \( F \) satisfying \( \text{F1} \) we define a constant

\[
(27) \quad \mathcal{H}_{\eta,d}^F(D) = \mathbb{E} \left\{ \exp \left( F \left( \sqrt{2} \eta(t) - \sigma^2(t) - d(t) \right) \right) \right\}.
\]

Along the lines of the proof in [12] we get that \( \mathcal{H}_{\eta,d}^F(D) \in (0, \infty) \).

The following result generalizes Lemma 6.1 in [30] and Lemma 1 in [12].

Lemma 5.1. Let \( \{ \xi_u(t), t \in D \} \), \( u > 0 \) be the family of centered Gaussian random fields defined as above satisfying C1-C3 with some function \( d(\cdot) \) and some Gaussian random field \( \eta \). Let \( F : C(D) \to \mathbb{R} \) be a continuous functional such that \( \text{F1-F2} \) hold. Then, for any positive measurable function \( g(\cdot) \) satisfying

\[
\lim_{u \to \infty} g(u) / u = a \in (0, \infty)
\]

(28)

\[
\mathbb{P} \{ F(\xi_u) > g(u) \} = \mathcal{H}_{\eta,a2^d}^F(D) \Psi(g(u))(1 + o(1))
\]

holds as \( u \to \infty \), provided that \( \mathbb{P} \{ F(\xi_u) > g(u) \} > 0 \) for all large \( u \).

Proof of Lemma 5.1. The proof is based on the classical approach rooted in the ideas of [29, 30]. For all \( u > 0 \) large

(29)

\[
\mathbb{P} \{ F(\xi_u) > g(u) \} = \Psi(g(u)) \int_{\mathbb{R}} \exp \left( w - \frac{w^2}{2(g(u))^2} \right) \mathbb{P} \left\{ F(\xi_u) > g(u) \mid \xi_u(0) = g(u) - \frac{w}{g(u)} \right\} dw.
\]
Let, for any \( u > 0, w \in \mathbb{R} \), \( \zeta_u = \{ \zeta_u(t) = g(u)(\xi_u(t) - g(u)) + w, t \in D \} \). Using \( F_2 \) the conditional probability in the integrand of (29) can be written as

\[
P \left\{ F(\xi_u) > g(u) \mid \xi_u(0) = g(u) - \frac{w}{g(u)} \right\} = P \{ F(\chi_u) > w \}
\]

where \( \chi_u = \zeta_u | \zeta_u(0) = 0 \). Denote

\[
R_{\xi_u}(t, s) = \mathbb{E} \{ \xi_u(t)\xi_u(s) \}, \quad s, t \in D
\]

to be the covariance function of \( \xi_u \). We have that the conditional random field \( \chi_u = \{ \chi_u(t), t \in D \} \) has the same finite-dimensional distributions as

\[
\{ g(u)(\xi_u(t) - R_{\xi_u}(t, 0)\xi_u(0)) - (g(u))^2(1 - R_{\xi_u}(t, 0)) + w(1 - R_{\xi_u}(t, 0)), t \in D \}.
\]

Therefore, the following convergence

\[
\mathbb{E} \{ \chi_u(t) \} = -(g(u))^2(1 - R_{\xi_u}(t, 0)) + w(1 - R_{\xi_u}(t, 0)) \to -a^2(\sigma^2(t) + d(t)), \quad u \to \infty
\]

holds, for any \( w \in \mathbb{R} \), uniformly with respect to \( t \in D \). Moreover, for any \( t, s \in D \) we have

\[
\text{Var} \left( \chi_u(t) - \chi_u(s) \right) = (g(u))^2 \left( \mathbb{E} \left\{ \left( \xi_u(t) - \xi_u(s) \right)^2 \right\} - (R_{\xi_u}(t, 0) - R_{\xi_u}(s, 0))^2 \right) \to 2a^2 \text{Var}(\eta(t) - \eta(s)), \quad u \to \infty.
\]

Therefore, the finite-dimensional distributions of \( \chi_u \) converge to those of \( \tilde{\eta} = \{ \sqrt{2a} \eta(t) - \sigma^2(t) - a^2 d(t), t \in D \} \), whereas the tightness follows by Proposition 9.7 in [31]. The rest of the proof repeats line-by-line that of Lemma 1 in [12].

\[\square\]
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