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Abstract
Real-world optimization problems are generally not just black-box problems, but also involve mixed types of inputs in which discrete and continuous variables coexist. Such mixed-space optimization possesses the primary challenge of modeling complex interactions between the inputs. In this work, we propose a novel yet simple approach that entails exploiting the graph data structure to model the underlying relationship between variables, i.e., variables as nodes and interactions defined by edges. Then, a variational graph autoencoder is used to naturally take the interactions into account. We first provide empirical evidence of the existence of such graph structures and then suggest a joint framework of graph structure learning and latent space optimization to adaptively search for optimal graph connectivity. Experimental results demonstrate that our method shows remarkable performance, exceeding the existing approaches with significant computational efficiency for a number of synthetic and real-world tasks.

1. Introduction
Black-box problems (Audet & Hare, 2017; Bajaj et al., 2021) are prevalent in real-world applications where the objective formulation is unknown, and the only accessible information is the evaluation of solution candidates. Such optimization is typically accompanied by further challenges such as expensive evaluation costs (Jones et al., 1998; Wang et al., 2004), high-dimensional search spaces (Shan & Wang, 2010; Mei et al., 2016), or a mixture of input data types (Hutter et al., 2011). While a number of studies have been conducted on the first two challenges, the problem of mixed input spaces, i.e., a mixture of discrete (either nominal or ordinal) and continuous inputs, remains relatively under-explored despite its widespread presence. For instance, to design a space rocket, it is necessary to determine what type of fuel to use (nominal variable), how many nozzles to use (ordinal variable), and the volume of propellant to use (continuous variable). Acquiring the performance of a specific configuration for the task is a huge cost burden. However, more crucially, without domain-specific expertise, it is difficult to determine how the variables interact, especially when the variables have no numerical ordering (e.g., types of fuel contains \{liquid hydrogen, aluminum,\ldots\}), which often expands to a large number of possible values as well.

Bayesian Optimization (BO) (Snoek et al., 2012; Shahriari et al., 2016; Frazier, 2018; Turner et al., 2021) is a predominant method for solving black-box functions. Its sample efficiency and wide applicability derived from expressive surrogate models make it stand out among different algorithms. The popular choice for the surrogate model is the Gaussian Process (GP) (Rasmussen, 2004) due to its capability of expressing a broad range of statistical models which it gains from the properties of normal distribution and means of kernels. Regarding its strength, a few recent GP-based BO works have arisen to explicitly address the mixed-space optimization problems and suggest different ways of modeling GP. Nevertheless, existing works have clear limitations, as the mechanism for interaction learning either lacks its guarantee of expressiveness due to the kernel being manually designed (Ru et al., 2020; Wan et al., 2021) or requires a substantial computational cost to train additive GP (Deshwal et al., 2021).

To resolve such issues, we propose a novel framework, termed GEBO (Graph-molding for Efficient Bayesian Optimization over mixed-spaces), which is composed of latent space optimization and graph structure learning that jointly operate in an end-to-end fashion. The key idea of GEBO is to simply mold the given data into a graph, i.e., each variable corresponds to an individual node and edges define the interactions between them, and learn a continuous latent space with a variational graph autoencoder (VGAE) (Figure 1). Thus, we can not only naturally integrate relational information into the latent graph embedding but also take full advantage of GP-BO within the learned space.

To verify our approach, we empirically demonstrate the existence of suitable graph structures that successfully facilitate the optimization by conducting an exhaustive search of possible connectivities. For simplicity, we search over...
Figure 1. Comparison of the proposed algorithm with existing approaches. The left figure shows previous approaches of separate modeling for different data types (Ru et al., 2020; Wan et al., 2021) whereas the middle figure shows the adoption of additive GP (Deshwal et al., 2021). Our algorithm conducts graph inference in the given search space and proceeds latent space optimization, thereby preserving a unified search space while also achieving search efficiency.

undirected graphs. Then, we provide numerical evidence of the presence of certain nodes (i.e., input variables) that have a notable correlation between their importance within a graph and the corresponding graph’s suitability. Based on this observation, we introduce a graph learning mechanism that consummates our GEBO approach, coined as nested MAB, which effectively generates an adapted graph structure for interaction modeling. Our key contributions are as follows:

- We suggest a novel graph-based approach for mixed-space optimization in which we simply mold the data into a graph to model the complex interactions. We introduce a joint framework of graph structure learning and VGAE-based optimization so that we can attain not only interaction learning without human intervention but also computational efficiency and scalability.

- We empirically show the existence of specific nodes (inputs) for a given task in which, when centered in the graph, i.e., when they are relatively more influential than other nodes, the optimization tends to be superior. Based on this observation, we develop an adapted graph learning mechanism referred to as nested MAB.

- Our algorithm demonstrates effective performance on synthetic and diverse domains of real-world tasks, especially showing superior performance in terms of its computational efficiency compared to the state-of-the-art methods, which is further proven in high-dimensional cases (Table 1). The implementation of GEBO is available at https://github.com/jjaeyeon/GEBO.git.

**Table 1.** Performance comparison for synthetic and various domains of real-world tasks, e.g., scientific environment calibration, mechanical design problems, and control parameter tuning, etc. The results are rated with the time constraint of 60 seconds in wall clock time. The task scale expands from 4 to 53 dimensions, and our algorithm surpasses the state-of-the-art algorithms in all cases.

2. Preliminaries

In this paper, we consider the black-box optimization problems over mixed-spaces in which the inputs contain a mixture of discrete and continuous variables. Different names are often used to refer to the noncontinuous data types in machine learning literature. Here, we use "discrete" variables to collectively call the variables that are not continuous, which can be further categorized into two: nominal variables (values by names) and ordinal variables (values with numerical order). We do not discriminate between nominal and ordinal variables because our approach is applicable to both type.

Let $\mathcal{X}$ be a mixed-space where element $x = [x_d, x_c]$, $\forall x \in \mathcal{X}$ consists of $k_d$ number of discrete variables $x_d$ and $k_c$ number of continuous variables $x_c$. The discrete variables may have multiple possible values, i.e. $x_d$ may have $n_d$ number of possible values. Our proposed approach, GEBO, reformulates the data into a graph where each dimension matches to individual node, i.e. $(k_d + k_c)$ number of nodes total, and the nodes are linked by certain connectivity $A$. Consequently, for $|\mathcal{X}| = S$, we obtain $S$ number of graphs, each with same connectivity $A$ but a different set of node representations. For node representations, the discrete variables are transformed into one-hot encoding (i.e. $x_d$ is converted into a $n_d$-dimensional vector) while continuous variables are unit-scaled by the given bounds, and then projected into shared node feature space through individual projection layers.

3. Related Work

3.1. BO for Mixed Spaces

**Non-GP based BO.** Early BO methods that adopted a non-GP surrogate model naturally appear to be compatible for mixed-space optimization. SMAC (Hutter et al., 2011) uses random forests (RFs) (Breiman, 2001) as its surrogate model. However, the prediction distribution is relatively less accurate due to its innate randomness and the algorithm
is also prone to overfitting. Another method that uses a tree-based surrogate model is TPE (Bergstra et al., 2011). It uses nonparametric Parzen kernel density estimators to model the distribution of each dimension independently, which limits not only its scalability but also its expressivity because of the absence of interdependency consideration.

**GP-based BO.** Recent GP-based BO methods surpass all the aforementioned algorithms. CoCaBO (Ru et al., 2020) is the first work that explicitly tackles the mixed-space problems. CoCaBO operates with separate search strategies for different data types; it first selects discrete variables with a multi-armed bandit (MAB) and then optimizes a continuous subspace with GP-BO. To connect the separated subspaces, it suggests the use of a specific kernel to establish GP, which computes a mixture of the sum and product of a Hamming kernel (categorical) and a radial basis function (RBF) kernel (continuous). As a result, the hand-crafted kernel has restrictions on learning distinct interactions between different pairs of variables. In addition, the MAB mechanism makes the algorithm impractical for the problems with high-dimensional discrete variables. Specifically targeting this limitation in scalability, CASMOPOLITAN (Wan et al., 2021) expands applicability to high-dimensional problems by adopting the local search method, which recently has been getting attention due to its efficiency in BO literature (Eriksson et al., 2019). Instead of selecting discrete variables with MAB, it conducts a local search within each subspace where the discrete subspace is constructed by a combinatorial graph containing all possible configurations of the variables as nodes. It then uses the same kernel as that in CoCaBO to reconnect the broken spaces. Consequently, the algorithm inherits the shortcoming of the limited kernel expressiveness. HyBO (Deshwal et al., 2021) introduces a diffusion kernel that can be naturally applied to both discrete and continuous inputs. With the diffusion kernel as a base kernel for each dimension, HyBO builds up an additive kernel to learn different orders of interactions between the inputs. This additive GP formulation (Duvenaud et al., 2011) is widely known for its critical drawback of requiring a large computational cost to train the model to attain sufficient predictability. We therefore propose a new perspective that eliminates all the abovementioned limitations above by modeling the interaction with a graph, thereby retaining a unified search space and efficiently integrating relational information through the use of graph neural networks (GNNs).

**3.2. Graph Inference**

Graphs are a common tool for expressing data relationships (edges) between different entities (nodes) in machine learning literature. Recent advances in deep learning on graph-structured data have shown remarkable performance for various tasks by harnessing the relational information for the target objective (Wu et al., 2021). Through GNN, the local message passing allows each node to take its neighborhood into account, forming a certain context as a whole. Applying an accurate graph structure to a given task is important to secure satisfactory performance of GNN performance, which has naturally evoked a number of studies on graph structure learning (Zhu et al., 2021). Despite the success of deep graph structure learning, random graphs indeed show surprising performances, especially in the field of neural architecture search (Xie et al., 2019; You et al., 2020). Xie et al. (2019) applies classic random graph generation models to neural architecture structures which resulted in competitive results comparing to state-of-the-art models. You et al. (2020) introduces a novel graph representation for neural architecture and investigate the relationship between the graph structure and architecture performance. They introduce a modified random graph generator to extensively explore the graph space, which eventually draws high-performing connectivities. Inspired from these works, we utilize random graphs to model the underlying interdependencies. The details are discussed in the method section.

One of the most popular algorithms used for network analysis is PageRank (PR) (Page et al., 1999). The key idea of PR is that a page is as important as the pages that are linked to it. Consequently, it assigns importance to each node based on the number of incoming links and the importance of corresponding source nodes. The formulation is as follows:

\[
PR(n_i) = \frac{1 - d}{N} + d \sum_{n_j \in N(n_i)} \frac{PR(n_j)}{L(n_j)}
\]  

where N is the total number of nodes, \(N\) is a set of neighbor nodes with incoming links, \(L\) is the number of outgoing links of a node, and \(d\) is the damping factor. While PR is commonly applied to directed graphs, it is also often used for undirected graphs (Wang et al., 2007; Abbassi & Mirrokni, 2007; Iván & Grolmusz, 2011; Perra & Fortunato, 2008), in which the connected edges are treated as two separate directed edges pointing in opposite directions. Note that the PR values for an undirected graph are not exactly proportional to the degree distribution of the graph (Grolmusz, 2015), except for the case when the given structure is a regular graph. We use PR to analyze the correlation between individual nodes (inputs) and the graph’s performance.

**4. Method**

**4.1. GEBO: Approach**

Our approach, termed as GEBO, can be decomposed into two parts, latent space optimization (the downstream task) and the graph learning module, which jointly operate throughout the optimization process. An overview of our algorithm is presented in Figure 2.

**Latent space optimization (LSO).** Learning a latent manifold via a deep generative model is a predominant method in optimizing either structured or high-dimensional spaces (Siivola et al., 2021) across various fields of appli-
Figure 2. Illustration of GEBO for a 5-dimensional task with $K = 3$ candidate graphs as an example. The two modules, nested MAB for graph learning and VGAE-based LSO, jointly learn in an end-to-end fashion. For every iteration, the former first selects the randomly centered graph, and then the latter uses the selected graph to encode, conducts optimization with latent graph embedding through GP-BO, and queries the evaluation of the decoded new input. The evaluation is used as a reward $R$ for both the encoded graph and centered nodes in the corresponding graph. For the node reward, the rewards are divided by the number of centered nodes, e.g., the figure illustrates the case of two centered nodes. With the incremented data, VGAE is retrained before proceeding to the next iteration.

Graph learning. To demonstrate the existence of graph structure that enables effective LSO, we first evaluate over all possible graph structures of toy examples (Section 4.2). Regarding the notable pattern observed between specific graph properties and the graph’s performance, we suggest a graph structure learning mechanism, named as nested MAB, that jointly searches for better structure that reflects informative relationship for given task (Section 4.3).

4.2. Proof of Concept

In this subsection, we aim to verify that there exist optimal graph structures that effectively reflect the informative relationship between variables for target optimization. We conduct an exhaustive search of possible graph structures of four tasks, consisting of one synthetic task and three real-world tasks on hyperparameter optimization of standard machine learning models as follows:

- **Func2C** (Ru et al., 2020) is a synthetic task with 2 discrete variables $\{0, 1\}$ which determine a linear combination of three 2-dimensional global optimization benchmark functions (beale, six-hump camel and rosenbrock) and 2 continuous variables $\{2, 3\}$ which are the input for the given functions.

- **DTWine** is a hyperparameter optimization problem of decision tree (DT) for classification task on Wine dataset (Dua & Graff, 2017) where the hyperparameters are composed of 2 discrete variables $\{0: \text{splitter}, 1: \text{criterion}\}$ and 2 continuous variables $\{2: \text{min}_\text{samples}_\text{split}, 3: \text{max}_\text{features}\}$.

- **SVMBoston-4** and **SVMBoston-5** are hyperparameter optimization problems of nu support vector machine (SVM) for regression task on Boston dataset (Dua & Graff, 2017) where the numbers denote the dimension of the task; the hyperparameters contain 2 discrete variables $\{0: \text{kernel}, 1: \text{gamma}\}$ and 2 continuous variables $\{2: C, 3: \nu\}$. One additional hyperparameter for 5-dimensional task is $\{4: \text{tolerance}\}$.

\[1]\text{The numbers in the braces are the node indices assigned to each variable for means of concise indicator in the result figures.}

\[2]\text{https://scikit-learn.org/}
Figure 3. For each task, the results are reported as mean ± 1 standard deviation, and high performing cases of the graph-molding are plotted using solid colored lines. On the right side of the plots, we visualize the average performance of the graphs by heatmaps that fall into the divided segments of PageRank values for each node (i.e. input; refer to the task descriptions in Section 4.2 for node indices of inputs denoted in the y-axis). Along with the visualization, we present the Pearson correlation coefficients between nodes’ PR values and the corresponding graph’s performance where the notable values (absolute values over the threshold of 0.6) are marked in bold.

The optimization process is described in Algorithm 2. In order to make information of all variables to be propagated within a graph, we ensure the graphs to be connected. We compare our approach with the current solid baseline model in the mixed-space optimization literature, CoCaBO (Ru et al., 2020). The experimental details are discussed in Appendix B.

Figure 3 demonstrates instances of our approach’s high performance compared to the baseline model. Over all tasks, the application of a proper graph results in not only fast convergence but also an improvement in final performance. To investigate the correlation between the graph’s capability of expressing contributable interactions and how each variable is positioned in the graph structure, we computed Pearson correlation coefficients with the average performance values and PR values for each node. As presented on the right side of the heatmaps in Figure 3, we can identify that the importance of certain nodes (inputs) within a graph has a high correlation with the graph’s performance, i.e. the more the input interacts with others, the better the optimization performance tends to be, and vice versa. Such distinct relationships appear across all tasks, and such nodes are marked in bold. In other words, it can be inferred that the appropriate graph structure to be used for interaction modeling for optimization contains hub nodes.

A comparison of SVMBoston-4 and SVMBoston-5 explains how the featured relationships change as the task scales by an additional configuration. The node 1, or gamma, maintains its positive correlation, whereas the node 2 and node 3, or C and nu, preserves a distinct negative correlation. In contrast, the node 0, or kernel, appears to have the highest positive correlation in the latter task, while it shows irrelevance in the former. Nevertheless, the comparison shows that the general relationship, either positive or negative, stays consistent regardless of additional input, while the superiority in degree is flexible. Thus, the existence of relatively important nodes and unimportant nodes is not a coincidence, but a coherent pattern observed among the inputs. In the interest of finding optimal connectivities in unseen tasks, we describe our development of an adapted mechanism of graph structure learning in the next section.

4.3. Proposed Algorithm

We present a new graph structure learning module, referred to as nested MAB, which operates two agents of Multi-Armed Bandit (MAB). For both MABs, EXP3 (Auer et al., 2003) is adopted because it makes relatively fewer assumptions on reward distributions. Combined with the described LSO framework, it establishes our proposed method GEBO, as illustrated in Figure 2.

To identify hub nodes, the first agent, Agent_N, is instantiated with inputs (nodes) as its arms, i.e. given n-dimensional tasks, it has n number of arms. The agent selects a set of nodes Y that are assumed to be important by pulling its arms c times independently. Consequently, the number of nodes is flexibly determined, with one being the minimum and c being the maximum. Then, a random graph is gen-
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Algorithm 1 GEBO (Proposed Algorithm)
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where
\hat{f}_G(\x
) and
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) are estimated rewards for
Agent
G
and node
v
of Agent
N
respectively, and
\bar{p}_i(t)
is the probability distribution of graph
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Note that the rewards for centered nodes
v
∈
V
are not only divided by its number |V|
, but further revised by the probability of performing as a centered node in the current iteration. Thus, it functions as a nested MAB, where the reward for a graph is
distributed to the nodes. When a certain graph successively fails to make improvement, the graph is replaced by the updated
MABs and the corresponding arm’s weight is reset to
1, i.e. \omega_i(t+1) = 1 for replaced graph
j.
For every replacement, we normalize the weights by making the sum to
K
, i.e. the new graph would have a probability of being selected of
1/K
. In the sense that we are assigning reward both to action (graph) and meta-action (node), our algorithm has analogy with EXP4 (Auer et al., 2003). However, instead of adopting probability distribution over actions (graphs), we preserve the discrete graph search space and sample a set of actions with the use of random graph generator.

We evaluate our graph learning mechanism on the four previous tasks to validate the search efficiency. As Figure 4 shows,
MAB successfully converges to the performance level of the high-performing graph over the iterations. Figure 5 shows the effectiveness of our algorithm on the task of SVMBoston-5. The average graph reward and track of graph indices that are either replaced or contributed not only show that the replacing mechanism effectively regenerates contributing graphs but also that our algorithm utilizes different graphs, i.e. perspectives, for optimization, which explains why its performance often exceeds that of the prior

\begin{align}
\omega_i^G(t+1) &= \omega_i^G(t)e^{\hat{f}_G(\x
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\end{align}

3The original model starts from randomly selected, disconnected set of
m
nodes and connect newly added nodes each with
m
edges where the probability of connection to the existing node
v
is proportional to
v
’s degree.
Figure 5. (Left) Average of the graph reward at the end of optimization; (Right) Indices of graphs that are replaced (red diamond) or have contributed to the optimization performance (orange dot).

Figure 6. Track of graph indices and visualization of the graphs in different phases for the speed reducer design task. The centered nodes are colored in blue, and the centrality is discriminated by the darkness. In the first phase, the graphs are generated with a diverse set of centered nodes. After replacements, the generated graphs tend to focus on the node 6. In the last phase, the centered nodes converge to node 0, 4, and 6.

5. Experiment
We evaluate GEBO on synthetic and real-world tasks which involve more challenges that align with the actual problem scenarios. We consider the following problems:

- **Pressure vessel design** is a problem of designing cylindrical pressure vessel to minimize the required cost (Kannan & Kramer, 1994; Tanabe & Ishibuchi, 2020) and the task involves 2 discrete (thickness of shell and head of pressure vessel) and 2 continuous (inner radius and length of cylindrical section) variables. Both of the discrete variables have 100 possible values each.

- **Environment calibration** consists of 1 discrete and 3 continuous variables where the discrete variable has 285 dimensions. The configurations determine expensive scientific environmental models for chemical accident (Bliznyuk et al., 2008; Astudillo & Frazier, 2019).

- **Speed reducer design** is a mechanical design problem for speed reducer where the objective is minimizing the weight (Golinski, 1973; Cagnina et al., 2008). It contains 1 discrete variable (number of teeth on pinion) with 12 dimensions and 6 continuous (face width, teeth module, lengths of shafts between bearings, and diameters of the shafts) variables.

- **Neural network hyperparameter optimization (HPO)** requires tuning of MLP classifier model on autoML benchmark (Gijsbers et al., 2019). We tested on segment dataset and the configuration is composed of 4 discrete (hidden layer size, activation type, and type of learning rate) and 3 continuous (learning rate initialization, momentum parameter, and regularization coefficient) inputs. The discrete variables have 14, 4, 9, and 3 dimensions respectively.

- **14D Robot pushing** is a control parameter optimization task of robot pushing toward the target location (Wang et al., 2018; Deshwal et al., 2021). The search space contains 10 discrete variables (4 of 11-dimensional, 4 of 21-dimensional, and 2 of 29-dimensional; determines the location and number of simulation steps) and 4 continuous variables (determines rotation).

- **Ackley53C** is a synthetic problem of Ackley function (Bliek et al., 2021; Wan et al., 2021) consisting 50 discrete variables with 2 dimensions and 3 continuous variables.

We compare our algorithm with 5 strong baseline models: SMAC (Hutter et al., 2011), TPE (Bergstra et al., 2011), CoCaBO (Ru et al., 2020), CASMOPOLITAN (Wan et al., 2021), and HyBO (Deshwal et al., 2021). For all experiments, a fixed hyperparameter setting of $K = 5$ and $c = 3$ is used and GP-BO is conducted with Matérn kernel for the LSO. We run the experiments on AMD Ryzen 9 3900X 12-Core machine with 1 RTX 2080Ti GPU card. Further details of the experiment setting are discussed in Appendix B.

5.1. Results
Figure 7 shows the experiment results reported with the $x$-axis of time required for computing the next suggestion...
Figure 7. Performance reported by mean ± standard deviation over 10 random repetitions compared in terms of computation time. Within the limited time of 60 seconds, GEBO outperforms the baseline methods with fast convergence for all tasks. We include additional performance comparison over iterations in Appendix C.

by wall-clock time in seconds. For all tasks, GEBO outperforms the existing methods, showing fast convergence and high performance within the limited time budget of 60 seconds. CoCaBO converges relatively slowly when high-dimensional discrete variables are involved, often underperforming, due to the MAB’s need to explore large discrete subspaces. CASMOPOLITAN consumes a relatively large amount of computation time for its interleaving search mechanism between separated subspaces, which in consequence resulted in low performance with respect to time. On the other hand, HyBO barely completes its first evaluation within the constrained time frame, which is more clearly shown in high-dimensional problems. SMAC and TPE generally underperforms in all tasks with high variance, which can be explained by inaccuracy from its randomness and exclusion of interaction learning, respectively. Above all, GEBO consistently shows outstanding performance, effectively searching for crucial nodes (inputs) and generating better graphs over the iterations that contributed to target optimization as shown in Figure 6.

5.2. Ablation Studies
We conduct ablation studies on hyperparameter settings to demonstrate the robustness of GEBO, as shown in Figure 8. The different values induce a small gap in the initial stage of the optimization process, but in the end, they all converge into an equivalently high level of performance. We can infer that the flexibility of the number of centered nodes derived from sampling with replacement alleviates the possible variance caused by different choices of values. In addition, regardless of the number of graphs in hand, the graph replacement mechanism efficiently creates more suitable graph structures over iterations.

Figure 8. Ablation studies of GEBO on two hyperparameters: number of nodes to be centered in a graph (c) and number of graphs to generate (K). For the former comparison, we fixed K = 5 and for the latter, fixed value of c = 3 is used.

6. Conclusion
We propose a novel graph-based approach, GEBO, for mixed-space optimization which forms a joint framework of graph structure learning and LSO. The key idea is to mold the data into a graph to model the complex interactions between mixed inputs so that with VGAE, it allows not only the natural integration of relational information but also utilization of GP-BO in the learned latent space. GEBO shows effective performance over diverse tasks, outperforming the state-of-the-art methods in computational efficiency. Future works are expected on probabilistic modeling of graph search spaces for differentiable graph sampling.
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A. Details of the Proposed Framework

A.1. VGAE-based LSO

Training VGAE. Recent research has shown that disjoint training of variational auto-encoder and Gaussian process model is less prone to overfitting comparing to joint training scheme (Sivola et al., 2021). In such decoupled training scenario, optimization is often found challenging due to the comparably small portion of well-performing region within the search space. Regarding that, weighted retraining (Tripp et al., 2020) has appeared to be a promising method which enables effective learning of feasible latent space, and a number of subsequent work has emerged based on the retraining method (Notin et al., 2021; Verma & Chakraborty, 2021; Grosnit et al., 2021). Following such consensus, we frequently retrained VGAE with the incremented data along with the optimization process. Our training objective is as follows:

\[
L_{\text{model}} = L_{\text{VAE}} + \alpha \cdot L_{\text{metric}} + \beta \cdot L_{\text{reg}}
\]  

To provide proper guidance in learning latent space, we combine deep metric learning (Grosnit et al., 2021). Specifically, log-ratio loss (Kim et al., 2019) is used for \( L_{\text{metric}} \), i.e.,

\[
L_{\text{metric}} = \left[ \log \frac{\| z_i - z_{\text{neg}} \|_2}{\| z_i - z_{\text{pos}} \|_2} - \log \left| \frac{f(z_i) - f(z_{\text{neg}})}{f(z_i) - f(z_{\text{pos}})} \right| \right]^2
\]

where we sample the positive counterpart of a sample by selecting the one that has the least difference in its evaluation value and vice versa. We set the training as minimization of the objective, thus \( L_{\text{VAE}} \) is the negative term of variational lower bound where the structure reconstruction term is replaced by feature reconstruction, i.e.,

\[
L_{\text{VAE}} = D_{KL}[q(Z|X,A) || g(Z)] - E_{q(Z|X,A)}[g(X|Z)]
\]

Because we have a mixture of discrete and continuous inputs, the loss term for feature reconstruction consists of mixture of regression loss and classification loss. For each case, we used Frobenius norm loss and Brier loss and the term is weighted regarding its ranking, i.e., weight \( \omega \propto \frac{1}{\sum_{i \in \text{rank}|x_i|} \sum_{i \in \text{rank}|x_i|}} \), \( \text{rank}(x) = \left\{ x_i : f(x) > f(x_i), x_i \in X \right\} \). \( L_{\text{reg}} \) is an orthogonal regularization term for GCN encoder (Kipf & Welling, 2016). We use \( k = 10^{-2} \) for weight function hyperparameter and the objective hyperparameters are set as \( \alpha = 0.1 \) and \( \beta = 0.1 \).

As mentioned in subsection 4.1, we used VGAE from Kipf & Welling, 2016 with 2-layer MLP as decoder and 1-layer MLPs for projection layers. With the training objective in Equation 3, the model is first warm-up trained at the beginning of the optimization and then frequently retrained with the incrementing data along with the optimization process. For warm-up training, the model is trained for 5 epochs and retrained with the frequency of 1. The pseudocode is presented in 2.

**Algorithm 2 Latent Space Optimization Framework (with Prior Graph)**

**Input:** initial observations \( X_{\text{init}} \), budget \( T \), generative/inverse model \( g/q \), surrogate model \( M \), prior graph \( G \)

Initialize \( X_0 = X_{\text{init}} \)

Warm-up train generative/inverse model \( g/q \) with \( X_0 \)

for \( t = 1 \) to \( T \) do

Extract graph embeddings \( Z \gets q(X_{t-1}, G) \)

Update \( M \) with \( Z \) and \( f \) and optimize the surrogate model hyperparameters

Select next point \( x^t \): decode it to obtain candidate \( x^t \) and query evaluation \( f(x^t) \)

Augment data \( D_t \gets D_{t-1} \cup \{x^t, f(x^t)\} \)

Retrain generative/inverse model \( g/q \) with \( D_t \)

end for

Latent Space Optimization (LSO). The latent space is formed by embedded graph representation. Referred from the preceding works (Scarselli et al., 2009; Shi et al., 2020), additional global node is attached with incoming edges from all existing nodes, so that the learned representation of the global node is used as a graph representation. Thus, the learned embedding is aware of the structural information. The latent space is bounded by a hypercube that encompasses all embeddings with a margin of standard deviation for each dimension \( m \in [1, M] \), i.e.,

\[
\min_{x \in Z} (z^m) - \sigma(z^m) \leq z^m \leq \max_{x \in Z} (z^m) + \sigma(z^m)
\]

For warm-up training, the model is trained for 5 epochs and retrained with the frequency of 1. The pseudocode is presented in 2.
where \( z^t = [z^{t1}, ..., z^{t|N|}] \) for iteration \( t \). We use GP-BO with Matérn kernel as a search strategy in the latent space and the GP hyperparameters are optimized by multi-started gradient descent. For acquisition function, we used UCB with scale parameter \( \kappa = 2.0 \).

### A.2. Nested MAB

**Graph Generation of BA-biased Model.** For implementation, we modified the original BA model code from networkx package\(^4\). As an input, we provide complete graph \( G \) with a subset of nodes that are sampled by \( Agent_N \) as described in subsection 4.3. Note that since the number of nodes \( c \) to be centered is flexible, we put a threshold value to make the generate graph prone to be centered by the prior graph even in the case when \( c = 1 \), i.e. single-node graph. Specifically, we set the threshold to 0 for all experiments.

```python
def _random_subset(seq, m, rng):
    targets = set()
    while len(targets) < m:
        x = rng.choice(seq)
        targets.add(x)
    return targets

def generate_graph(n, threshold, initial_graph=G):
    # List of existing nodes added proportionally to their degree
    repeated_nodes = [c for c, d in G.degree() for _ in range(max(threshold, d))]
    # Start adding the other n - m nodes.
    node_list = list(range(n))
    for node in set(repeated_nodes):
        node_list.remove(node)
    while len(node_list) != 0:
        node = node_list.pop(0)
        # Now choose a single node from the existing nodes
        # Pick uniformly from repeated_nodes (preferential attachment)
        targets = _random_subset(repeated_nodes, 1, seed)
        # Add edge to 1 node from the source.
        G.add_edges_from(zip([node] * 1, targets))
        # Add the node to the list which the new edge has been just connected.
        repeated_nodes.extend(targets)
        # And the new node "source" to the list.
        repeated_nodes.extend([node] * 1)
    return G
```

**Graph Replacement.** The replacement mechanism would induce imbalanced training, i.e. the initial set of graphs would be trained more frequently than the replaced graphs, so we allocate separate encoders for different graphs to resolve such issue. For instance, we implement \( K \) encoders each matched with \( K \) number of generated graphs, therefore when graph \( i \in [1, K] \) is selected, \( i^{th} \) encoder is used for encoding. When the graph is replaced, corresponding encoder model parameter is re-initialized as well.

### B. Experimental Setting

We use open-source code implementation of 5 baseline methods\(^5\). For the hyperparameter \( \lambda \) of \( k_{\text{mixture}} \) kernel used in CoCaBO and CASMOPOLITAN, we follow the setting of CASMOPOLITAN by fixing \( \lambda = 0.5 \) for all experiments. For GEBO, the dimensionality of the latent space is set to 4. The experiment results are reported by mean and standard deviation over 10 random repetitions with 40 initial points.

---

\(^4\)https://networkx.org/documentation/stable/reference/generators.html

\(^5\)SMAC: https://github.com/automl/SMAC3, TPE: https://github.com/hyperopt/hyperopt. CoCaBO: https://github.com/rubinxin/CoCaBO_code, CASMOPOLITAN: https://github.com/xingchenwan/Casmopolitan, HyBO: https://github.com/aryandeshwal/HyBO
C. Additional Experiment Results

Figure 9. Comparison with the baseline models over 100 iterations.

Figure 9 shows comparison of the methods by iterations. HyBO exceeds all the method both in convergence and performance. However, as shown in Table 2, computation cost needed to obtain next candidate is far more expensive comparing to other methods, hence making its practical application impossible. CASMOPOLITAN also shows competitive performance. Yet, it often underperforms comparing to GEBO due to the deficient consideration on pairwise interaction between variables resulted from the hand-designed kernel.

| TASK                  | SMAC | TPE  | CoCaBO | CASMOPOLITAN | HyBO  | GEBO  |
|-----------------------|------|------|--------|--------------|-------|-------|
| ENVIRONMENT CALIBRATION | 0.302| 0.045| 0.263  | 1.981        | 87.032| 0.278 |
| PRESSURE VESSEL DESIGN | 0.263| 0.057| 0.376  | 1.781        | 82.520| 0.425 |
| SPEED REDUCER DESIGN   | 1.185| 0.054| 0.243  | 1.818        | 74.572| 0.426 |
| NEURAL NETWORK HPO     | 1.292| 0.769| 0.697  | 2.078        | 152.252| 0.694 |
| ROBOT PUSHING CONTROL | 1.124| 0.123| 0.630  | 4.569        | 134.190| 0.546 |
| ACKLEY53C              | 1.134| 0.340| 2.549  | 4.583        | 489.800| 0.890 |

Table 2. Computation cost in average wall-clock time (seconds) per one iteration.

TPE requires very less time for its computation, however, it does not take the interaction information into account, thus showing low performance either in respect of time or iteration budget. On the other hand, CoCaBO takes similar amount of time for computation comparing to GEBO, but the cost increases as the dimension of discrete subspace increases.

Figure 10. Comparison of GEBO and CASMOPOLITAN in high-dimensional problems.

We provide comparison of CASMOPOLITAN and GEBO for the two high-dimensional problems in Figure 10. Although CASMOPOLITAN is specifically designed to tackle high-dimensional cases, GEBO outperforms for both tasks, where we can infer that utilizing relational information is essential to achieve efficient optimization.