Weed Density Extraction Based on Few-Shot Learning Through UAV Remote Sensing RGB and Multispectral Images in Ecological Irrigation Area
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With the development of ecological irrigation area, a higher level of detection and control categories for weeds are currently required. In this article, an improved transfer neural network based on bionic optimization to detect weed density and crop growth is proposed, which used the pre-trained AlexNet network for transfer learning. Because the learning rate of the new addition layer is difficult to tune to the best, the weight and bias learning rate of the newly added fully connected layer is set with particle swarm optimization (PSO) and bat algorithm (BA) to find the optimal combination on the small data set. Data are transported to the convolutional neural network (CNN) by collecting red-green-blue (RGB) and 5-band multispectral images of 3 kinds of weeds and 3 kinds of crops as data sets, through cutting, rotating, and other operations. Finally, 6 kinds of classifications are implemented. At the same time, a self-constructed CNN based on model-agnostic meta-learning (MAML) is proposed in order to realize the learning of neural networks with small sample and high efficiency, and its accuracy is verified in the test set. The neural networks optimized by two bionic optimization algorithms are compared with the self-constructed CNN based on MAML and histogram of oriented gradient + support vector machine (HOG + SVM). The experimental results show that the combination of learning rate through BA is the best, and its accuracy can reach 99.39% for RGB images, 99.53% for multispectral images, and 96.02% for a 6-shot small sample. The purpose of the classification proposed in this article is to calculate the growth of various plants (including weeds and crops) in the farmland. And various plant densities can be accurately calculated through the plant density calculation formula and algorithm proposed in this article, which provides a basis for the application of variable herbicides by experimenting in different farmlands. Finally, an excellent cycle of ecological irrigation district can be promoted.
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INTRODUCTION

Ecological irrigation area, an important base for the development of modern agriculture and an important support for regional economic development (Zhang et al., 2011), is also a support for local ecological environment protection (Garnett et al., 2013). An excellent cycle of ecological irrigation district can achieve sustainable use of resources without significant changes to the surrounding environment for a long time while providing advanced productivity capabilities (Fan et al., 2020). To achieve an excellent cycle of irrigation area, one of the conditions is to establish an effective barrier to remove agricultural pollution that is caused by the massive use of agrochemicals (Petit et al., 2015). Extensive spraying of herbicides can control weeds; it not only pollutes the environment and increases the cost of agriculture but also poses a threat to food safety (Chagnon et al., 2015; Delcour et al., 2015). According to the statistics from the Food and Agriculture Organization of the United Nations, there are more than 8,000 varieties of weeds in the world, among which more than 250 varieties can harm crops. Therefore, it is very important to achieve precise weeds prevention and control. Many scholars have conducted researches on weeds extraction. Most of the weed classification methods used at this stage are based on the ground carrier, and complex image processing algorithms are used for feature extraction and classifying, making the method with poor adaptability and robustness. However, convolutional neural networks (CNN) can avoid these problems. The early model of CNN is called the neurocognitive machine, a bio-physical model inspired by the neural mechanism of the visual system. CNN has made a rapid development since its appearance in the field of deep learning showing excellent performance in the field of image recognition (Yanai et al., 2016; Qayyum et al., 2017; Zhi et al., 2018), target location, and detection (Li et al., 2015; Shi et al., 2016; Wu et al., 2017). At present, CNN has been studied by many scholars and applied in many fields. (Zhao et al., 2018) proposed a 15-level CNN called “Fire_Net” that can be implemented effectively in wild-fire detection and classification. (Li et al., 2017) proposed the well-known AlexNet CNN architecture that was utilized in combination with a sliding window object proposal technique for palm tree detection and counting. A CNN method is proposed for weeds classification based on low-altitude plant images captured by the unmanned aerial vehicle (UAV).

Network training can be achieved through a small sample with pre-trained AlexNet based on transfer learning. However, it is difficult to grasp the learning rate parameter setting of the new layer. If the learning rate is set properly, the transfer layer can fine-tune the parameters during the training process, and the newly added layer will quickly adjust the parameters. The network can achieve fast convergence and ultimately find the global optimum. So, it is very important to set the learning rate of the new layer. Bionic optimization is used to optimize the learning rate of the new layer. Bionic intelligent optimization solves complex problems by simulating the functions and behaviors of biological systems in nature. It can be seen as the process of selecting a solution that meets the target requirements as reasonably as possible from many limited or infinite decisions while overcoming the problem in complex solutions that traditional optimization methods cannot solve. At present, the bionic optimization algorithms are divided into evolutionary algorithm (Wu and Wu, 2017), swarm intelligence algorithm (Tian et al., 2016), simulated annealing algorithm (Kong et al., 2015), tabu search algorithm (Fu et al., 2018), and neural network algorithm. Among them, the evolutionary algorithm is divided into genetic algorithm (Jayasinghe et al., 2015), differential evolution algorithm (Zhang et al., 2018), and immune algorithm (Aragón et al., 2015). And the swarm intelligence algorithm is divided into ant colony algorithm (Ren and Sun, 2016) and particle swarm optimization (Kamalova et al., 2017). The swarm intelligence algorithm is a kind of calculation method inspired by the life of the biological group. Because of the excellent cooperation and competition mechanism of the swarm intelligence algorithm, a method based on the bat algorithm (BA) is proposed to optimize the learning rate factor of the transfer neural network. With the accuracy rate as the index of evaluating candidate solutions, the optimal combination of learning rate factors is found through multiple optimization iterations. An improved time factor method is proposed, aiming at the shortcomings of the initial BA, such as a small search range in the early stage and insufficient mining ability in the later stage. Having greatly improved the performance of the transfer neural network, it can accurately extract weeds from the farmland and calculate the density of weeds and crops with red-green-blue (RGB) images. Multispectral images of the same period in this article are collected for comparative experiments.

However, for the new samples, the trained deep CNN often demonstrates performance degradation and must be trained again, which provides poor adaptability. In the training of neural networks, a large number of labeled samples are needed. How to reduce the number of training samples and achieve high accuracy? Meta-learning (ML) can solve the above problems. As a new type of learning strategy, ML can fully rely on past knowledge to guide the learning of new tasks. It is an excellent simulation of human learning methods and an important research direction in the field of neural network classification. As a fast learning method, ML can make neural network adjust itself according to the new task with the previous knowledge, which is very suitable for image classification. Therefore, more and more researchers have carried out research on ML. (Santoro et al., 2016) mainly used the past learning experience to realize the ML and added the additional memory to store the last round of input and tags as input at the same time; consequently, the backpropagation and the previous round of tags and inputs could establish a connection and guide the current round of learning. (Andrychowicz et al., 2016) used the previous task to learn to predict the gradient. In this way, the gradient descent of the neural network would be fast and accurate, achieving the purpose of rapid learning of ML. (Vinyals et al., 2016) used the attention mechanism to perform single-sample learning. Different tasks were weighted with the similarity between the new task and the previous task to obtain the final learning model. In (Sung et al., 2017), the author constructed a model to predict the loss function with the previous tasks and achieved faster learning speed by better loss function. During training, a core value network was
first constructed. After encoding previous tasks and combining the current task information, the data were input to the core value network to predict the loss function. Then, the optimization was used to obtain the action operations in enhanced learning or the predicted output in supervised learning. (Finn et al., 2017) proposed a model-agnostic meta-learning (MAML) algorithm, which was independent of the specific model and could be used to solve the problem of small sample learning. In new task solving, only a few training data can get better performance. The core idea of this algorithm was to start multiple tasks at the same time and then to get the synthesis gradient direction of different tasks to update the meta-model. When dealing with a new task, ML training was used to adjust the parameters of the meta-model so that the model could perform well after one or two steps of gradient descent training fine-tuning. In this article, an improved gradient meta-model of inner and outer loop synthesis is proposed with the MAML method. By setting different numbers of external circulation samples and training the meta-model, high-accuracy results have been achieved.

In general, as shown in Figure 1, two neural network training methods are proposed in this article. One is that when there are a large number of samples, transfer learning and bionic optimization are used to obtain high enough accuracy. The other is that when the sample size is very small, MAML can be used to obtain the suboptimal precision output. The innovations of this article are summarized as follows:

1. A BA based on improved time factor is proposed to optimize the learning rate factor of the transfer CNN and to realize the plant classification of the bionic optimization neural network.
2. An improved inner and outer loop synthesis gradient meta-model based on MAML is proposed, aiming at the problem of large number of samples, slow learning speed, and poor generalization of deep CNN training, while finally realizing high precision classification prediction with small sample.

The rest of this article is organized as follows: the “Bionic convolutional neural network” section introduces BA based on the improved time factor and describes the training process of the bionic transfer neural network. The “MAML in CNN” section proposes an improved inner and outer gradient synthesis meta-model based on MAML. The “Data” section makes a series of preprocessing on RGB and 5-band multispectral images of the low-altitude plant to prepare for the input of CNN and ML. The “Experimental results and discussions” section implements the training of bionic optimization neural networks and meta-model networks with different sample sizes and puts forward a method for calculating the density of weeds and experimental results in different farmlands. The “Conclusion” section summarizes the full article.

**BIONIC CONVOLUTIONAL NEURAL NETWORK**

The CNN is used to classify collected plants in this article. Learning rate is an important parameter in supervised learning, which determines whether the loss function can converge to a global minimum and when it converges to a minimum. Transfer CNN is used to achieve 6 classifications by adding new layers. The last 3 layers of AlexNet are modified, and a new fully connected layer, a Softmax layer, and a Classification layer are set up, respectively. Set small learning rates for the transfer layer and fine-tune the network during the training process. The new fully connected layer has the parameters of (4,096 \times 6 + 6), and large learning rates need to be set to make the network converge quickly. Setting appropriate learning rates for the new layers is very important for the training time and result of the transfer neural network. If the learning rates are set too small, the convergence process will become very slow and may fall into local optimum. If learning rates are set too large, the gradient will oscillate back and forth around the optimal value and will not converge. The “learning rate factors” for the weight and bias of the fully connected layer are set to 1 by default in MATLAB 2018(a). BA (Yang, 2010) and PSO (Kamalova et al., 2017) are used to optimize the learning rates of the weight and bias of the new layers to obtain the optimal solution. The optimization strategy is to obtain the optimal combination of the learning rate factor parameters by training optimization on the small sample training set and then apply it to the large sample training set to train the neural network. The accuracy is used to evaluate the candidate solution, and the optimal learning rate factor combination is searched through multiple optimization iterations. A more specific description of the newly added learning rate factor is that some solutions are generated during each iteration. The generated learning factor is used to train the neural network whose output accuracy is an evaluation function to select a better solution. As shown in Figure 2, a new solution set is generated through biomimetic iteration, and the

**FIGURE 1** Flowchart of algorithm selection based on different sample sizes.
neural network is continuously trained and evaluated to finally obtain the optimal learning rate factor after continuous iteration.

**Particle Swarm Optimization**

As proposed by Kennedy and Eberhart, 1995 (Kamalova et al., 2017), the idea of the PSO algorithm was derived from the simulation of the foraging process of birds.

Assuming that there are \( m \) particles in a \( N \)-dimensional target search space, the position of the \( i \)th first particle can be expressed as \( X_i = (x_{i1}, x_{i2}, ..., x_{iN}) \), the velocity of the particle is \( V_i = (v_{i1}, v_{i2}, ..., v_{iN}) \), the individual extreme value is \( P_i = (P_{i1}, P_{i2}, ..., P_{iN})^T \), and the global extreme value is \( P_g = (P_{g1}, P_{g2}, ..., P_{gN})^T \), where \( i = 1, 2, ..., m \). And the update formula for particle velocity and position is:

\[
\begin{align*}
    V_{i}^{t+1} &= \omega V_{i}^{t} + c_1 r_1 (P_i - X_{i}^{t}) + c_2 r_2 (P_g - X_{i}^{t}) \\
    X_{i}^{t+1} &= X_{i}^{t} + V_{i}^{t+1} \\
    \omega &= \omega_{\text{min}} + (\omega_{\text{max}} - \omega_{\text{min}}) \times \left( \frac{\text{max iter} - t}{\text{max iter}} \right)
\end{align*}
\]

where \( t \) is the current number of iterations; \( V_{i}^{t} \) is the velocity of the \( i \)th particle at the \( t \)th iteration; \( X_{i}^{t} \) is the position of the \( i \)th particle at the iteration of \( t \); \( c_1 \) and \( c_2 \) are the learning factor; \( r_1 \) and \( r_2 \) are the random numbers taken between 0 and 1; and \( \omega \) is the inertia weight. When \( \omega > 1.2 \), particles can be developed in a larger search space to improve the accuracy of the algorithm. When \( \omega < 0.8 \), the particles will quickly move closer to the global optimal solution for detailed search in the local range. So, this article uses a linearly decreasing method to \( \omega \). \( \omega_{\text{max}} \) is the maximum inertia factor, while \( \omega_{\text{min}} \) is the minimum inertia factor. And \( \text{max iter} \) is the maximum number of iterations.

**Figure 3** shows the optimal solution process for the PSO algorithm, and the parameter settings of the algorithm are shown in Table 1.

**Bat Algorithm**

Bat algorithm, proposed by X.S. Yang of Cambridge University in 2010 (Yang, 2010), is a new swarm intelligence optimization algorithm, which simulates the behavior of bat echolocation for food exploration. BA mainly determines its calculation and optimization ability by 2 parameters, namely, pulse frequency and pulse volume. In Figure 4, the iterative process for bats looking for food is illustrated. A time factor improvement method is proposed for the shortcomings of the initial BA with a small search range in the early stage and insufficient mining ability in the later stage. The overall search ability of the algorithm is improved by adding time factor perturbation to the position update equation instead of the...
where \( V^t_i \) and \( V^{t-1}_i \) are the flight velocities of the first \( i \) individual at time \( t \) and time \( t - 1 \), respectively. \( x^{t-1}_i \) is the position of the bat individual \( i \) at time \( t - 1 \). \( x^* \) is the current optimal position.

(3) Update of the positions of bats.

\[
\beta = 1 + \sin(\frac{\pi}{2} - \frac{\pi t}{2t_{\text{max}}})
\]

(6)

\[
x^t_i = x^{t-1}_i + \beta v^t_i
\]

(7)

where \( t \) is the current number of iterations and \( t_{\text{max}} \) is the maximum number of iterations.

(4) The update of the pulse frequency and volume of the bat individual in search for prey.

\[
r^{t+1}_i = r^0_i (1 - e^{-\gamma t})
\]

(8)

A^{t+1}_i = \alpha A^t_i

(9)

where \( r^0_i \) is the maximum pulse frequency, \( \gamma \) is an increase parameter of the pulse frequency and a constant \( > 0 \), \( A^t_i \) is the pulse volume of the individual \( i \) at time \( t \), and \( \alpha \) is the pulse volume reduction parameter, which is a constant from 0 to 1.

Figure 5 shows the process of the algorithm searching for the optimal solution. In the solution process, it is iteratively closer to the global optimal solution. The learning rates of the weights and bias of the new fully connected layers are set separately, so there are two learning rate parameters whose settings in the algorithm are shown in Table 2.

**Optimization Result**

The classification experiments are run on the MATLAB2018(a) with Deep Learning Toolbox. The hardware environment of the platform is a workstation with double Intel (R) Xeon (R) cpuE5-2620 v4 dual-core CPU, double Nvidia GeForce GTX 1080 Ti, and 64GB memory.

The strategy of optimization is to optimize the small sample training set first and then extend the learning rate obtained by optimization to the training of large sample neural network. The accuracy of the neural network trained by the learning rate optimized each time is used as the fitness function after the two optimization methods are performed with 20 iterations and repeated twice. In the training process, 50 sets and 6 different samples are selected for the training set, and 10 sets and 6 types of samples are used in the test set. The number of iterations provided by the neural network is 10 times. The optimization iteration process is shown in Figure 6, where it can be seen that the two optimization methods start to converge after iteration to 15 times, and the fitness function is no longer greatly reduced. Because the concise learning rate parameters can reduce the amount of calculation in the training process, rounding to retain integers is used. The results are averaged as the final optimization results after 2 optimization experiments, and the final optimization results are shown in Table 3.
MAML ALGORITHM IN CNN

Model-Agnostic Meta-Learning
The main idea of MAML (Finn et al., 2017) is to find a better initial parameter under which the model can be applied to new tasks with fewer times of iterative training. When a neural network is used to perform classification tasks, the network is trained by starting with initializing random weights and training the network through minimizing losses. To achieve convergence, multiple gradient steps are used to find the optimal weights that are found by learning similarly distributed tasks in MAML. Therefore, for a new task, it is not necessary to start with randomly initialized weights but with optimal weights, thus requiring fewer gradient steps to reach convergence, and the training will not require more data.

The training process of MAML is as follows: suppose having a parameterized model \( f_0 \) by \( \theta \) and a distributed \( P(T) \) on the task. First, parameter \( \theta \) is initialized by some random values. Next, some tasks \( T_i \) are extracted from the above tasks, that is \( T_i \sim P(T) \). Suppose that six tasks \( T = \{ T_1, T_2, T_3, T_4, T_5, T_6 \} \) are sampled. Then, \( k \) data points are sampled and used to train the model for each task \( T_i \). The optimal parameter to minimize the loss is found by calculation of the loss and use of gradient descent to minimize the loss:

\[
\theta'_i = \theta - \alpha \nabla_{\theta} L_{T_i}(f_0)
\]  

(10)

where \( \theta'_i \) is the optimal parameter of the task \( T_i \), \( \theta \) is the initial parameter, \( \alpha \) is the super parameter, and \( \nabla_{\theta} L_{T_i}(f_0) \) is the
TABLE 3 | Results of two optimizations.

| Subject | BA | PSO |
|-----------------|-----------------|-----------------|
| Weight | Learn rate factor | Bias | Weight | Learn rate factor | Bias |
| First | 10.2354 | 7.6387 | 6.1143 | 9.7588 |
| Second | 6.3334 | 9.4124 | 2.2756 | 14.0331 |
| Average | 8 | 8 | 4 | 12 |

FIGURE 7 | The training process of MAML.

where \( \theta \) is the initial parameter, \( \beta \) is the hyperparameter, and \( \nabla_0 \sum_{T_i \sim p(T)} L_{T_i}(\hat{f}_{0_i}) \) is the gradient of each new task \( T_i \) to the parameter \( \hat{\theta}_i \). Through the parameter updating equation, it can be seen that the model parameter \( \theta \) can be updated only gradient of the task \( T_i \). Therefore, after the previous gradient update, the optimal parameters for all 6 tasks will be obtained, and we sampled \( \hat{\theta} = \{ \hat{\theta}_1', \hat{\theta}_2', \hat{\theta}_3', \hat{\theta}_4', \hat{\theta}_5', \hat{\theta}_6' \} \). Before sampling the next batch of tasks, a meta-update or meta-optimization is performed. That is, in the previous step, the optimal parameter \( \theta \) is found by training each task \( T \). Now the gradient of each task \( T \) relative to these optimal parameters \( \theta \) is calculated and the random initialization parameter \( \theta \) is moved to a relatively optimal position to obtain a better initial parameter, and many gradient steps will not be required in the training of next batch of tasks. The whole process can be expressed as follows:

\[
\theta = \theta - \beta \nabla_0 \sum_{T_i \sim p(T)} L_{T_i}(f_{0_i})
\]
by taking the average gradient of each new task $T_i$ with the optimal parameter. The whole algorithm flow of MAML can be divided into inner loop and outer loop. In the inner loop, the optimal initial parameter $\theta_i^j$ for different tasks $T_i$ is found through multiple tasks of the same distribution. In the outer loop, the random initial parameter $\theta$ is updated on the basis of $\theta_i^j$ obtained, the whole training process of which is given in Figure 7.

**MAML in CNN**

This article applies MAML to self-constructed CNN with the finding that the optimal initial parameters can fasten the training speed and improve the generalization of the model. This article performs 6 classifications using cross-entropy loss, as the loss function used is:

$$L_{T_i}(f_0) = \sum_{x_j, y_j \sim T_i} y_j \log f_0(x_j) + (1 - y_j) \log (1 - f_0(x_j))$$  \hspace{1cm} (12)

The CNN constructed in this article consists of 9 layers, including 4 layers of convolution, 4 layers of pooling, and 1 layer of fully connected layers. The steps for updating MAML in CNN are shown in Figure 8.

In the inner loop, for each task $T_i$ taken from $T$, $k$ data points are sampled. The CNN algorithm is used to train $D_{\text{train}}$, calculate the loss, and then minimize the loss through gradient descent to obtain the optimal parameter $\theta_i$, that is, $\theta_i = \theta - \alpha V_0 L_{T_i}(f_0)$. The same calculation is performed on other tasks, thus obtaining three parameters $\theta_1^j, \theta_2^j, \theta_3^j$.

In the outer loop, based on the parameters obtained in the previous step, the meta-test set $D_{\text{test}}$ uses the following functions to minimize the loss, thus obtaining an optimal initialization parameter:

$$\theta = \theta - \beta V_0 \sum_{T_i \sim p(T)} L_{T_i}(f_0')$$  \hspace{1cm} (13)

**DATA**

**Image Acquisition**

To acquire RGB images, this article adopts the DJI M100 equipped with a ZENMUSE 100 camera (video pixel resolution: 1,920 × 1,080), and to acquire multispectral images, the DJI Phantom 3 Pro is equipped with a RedEdge multispectral camera (Manufacturer: MicaSense, https://micasense.com/atlas). For the spring crops in Zhuozhou farm, Beijing, China (115.84° E, 39.47° N), the UAV is set to a height of 2 m for data acquisition. The rule for taking aerial route points and ground conditions is shown in Figure 9., and the flight speed is 1 m/s. The RedEdge installation and collection of multispectral is shown in Figure 10. Although the models of the UAVs used to obtain RGB and multispectral images are different, flight conditions such as flight
rules and altitudes are completely consistent. RedEdge obtains 5-band images, and the name and center wavelength of each band are shown in Table 4. The *Chenopodium album*, *Humulus scandens*, maize, peanut seedlings, wheat, *Xanthium sibiricum* Patrin ex Widder, 3 kinds of weeds, and 3 crops are collected, which are used for the classification of crop and weed by CNN.

![Figure 11](image1.png)

**FIGURE 11** | (A) Low-altitude captured image. (B) Cropped image.

**TABLE 5** | Collection of sample set and label.

| Subject                  | *Chenopodium album* | *Humulus scandens* | *Xanthium sibiricum* Patrin ex Widder | Maize    | Peanut seedlings | Wheat    | Total   |
|--------------------------|---------------------|-------------------|--------------------------------------|----------|-----------------|----------|---------|
| Label                    | 100000              | 010000            | 001000                               | 000100   | 000010          | 000001   |         |
| Train set                | 370                 | 252               | 227                                  | 490      | 490             | 458      | 2287    |
| Test set                 | 158                 | 108               | 97                                   | 210      | 210             | 196      | 979     |

![Figure 12](image2.png)

**FIGURE 12** | Each band of multispectral image.
All plant images taken at low altitude as shown in Figure 11A are cut by the square base for subsequent processing.

**Image Processing**

In the process of image acquisition, the UAV is operated to fly in wheat, maize, and peanut fields for about 30 min to obtain ground crop and weed videos. The captured video is intercepted every 0.5 s as a sample set. A total of 3,266 sample sets were obtained. After careful screening by botanists, a sample set is formed as shown in **Table 5**. Because the AlexNet CNN input image size is $227 \times 227$, the resolution is also rescaling as $227 \times 227$. For further expanding data set, the processed image should be rotated by $90^\circ$, $180^\circ$, and $270^\circ$, respectively.

Similarly, the acquired multispectral images are cropped, with the cropping rule the same as the RGB images. The 5-band spectra after cropping are shown in **Figure 12**. Note that for multispectral image samples, one sample contains five different spectrograms, similar to the three-channel color image of RGB. The 5-band multispectral images are also rotated simultaneously for sample expansion. The number of samples must be consistent when multispectral image experiments and RGB image experiments are compared, and the train sets, test sets, and labels are shown in **Table 5**.

---

**EXPERIMENTAL RESULTS AND DISCUSSION**

**Classification Experiments and Results**

The learning rate combinations and default values obtained by the two bionic optimizations are iteratively trained on the double GPUs mentioned above to obtain an optimal neural network, and the neural network obtained by optimization has a better training effect than the neural network with the default learning parameters. Even if the number of iterations reaches 144, the accuracy rate is still below 80%. In comparison with the default values, the two kinds of bionic optimization neural network training results are better. Through comparison of the 144 iteration graphs of BA and the PSO, the performance of the iterative process of the BA is found to be better than that of the PSO. In summary, the BA has the best effect in 144 iterations of the neural network, that is, the selection of the parameters of the neural network is optimal at this time. In contrast experiment, the optimal transfer neural network (BA, 144 iterations) is trained to a multispectral sample set where the accuracy of the final display is listed in **Table 6**.

The method of changing the number of samples is used to carry out the comparative experiment in the classification experiment of self-constructed CNN based on MAML

---

**Table 6** | Accuracy and time of every method.

| Method | PSO (Kamalova et al., 2017) | BA (Yang, 2010) | Default (MathWorks, 2021) | CNN + MS | MAML + CNN + RGB (Finn et al., 2017) | HOG + SVM (Radman et al., 2017) |
|--------|-----------------------------|-----------------|---------------------------|---------|-----------------------------------|-----------------------------|
| Parameters | Learning rate factor | Iteration | Accurary | Learning rate factor | Iteration | Accurary | Learning rate factor | Iteration | Accurary | Learning rate factor | Iteration | Accurary |
| Time (s) | (8,8) | 72 | 93.46% | (4,12) | 144 | 98.47% | (1,1) | 72 | 95.20% | (4,12) | 144 | 90.01% |
| Accuracy | 98.47% | 68 | 99.53% | 95.20% | 116 | 98.47% | 99.39% | 98.47% | 68 | 90.11% | 38.51% | 144 | 89.01% |
| Time (s) | 72 | 144 | 72 | 144 | 72 | 144 | 144 | 9,600 | 196 | 11 | 25 | 400 |
| Accuracy | 95.20% | 68 | 96.02% | 95.20% | 116 | 69.46% | 9.20% | 96.02% | 116 | 87.91% | 99.53% | 68.62% | 87.91% |

**Table 7** | The density calculation results of different farmlands.

| Subject | Chenopodium album | Humulus scandens | Xanthium sibiricum Patrin ex Widder | Maize | Peanut seedlings | Wheat |
|---------|------------------|-----------------|---------------------------------|-------|-----------------|-------|
| Farmland 1 | 5 | 5 | 10 | 162 | 0 | 0 |
| Ground truth 1 | 5 | 5 | 10 | 162 | 0 | 0 |
| CNN+RGB | 2.75% | 2.75% | 5.49% | 89.01% | 0 | 0 |
| CNN+MS | 2.20% | 2.75% | 4.95% | 90.11% | 0 | 0 |
| MAML+CNN+RGB | 2.20% | 2.20% | 7.69% | 92.91% | 0 | 0 |
| Farmland 2 | 3 | 5 | 15 | 0 | 151 | 0 |
| Ground truth 2 | 3 | 5 | 15 | 0 | 151 | 0 |
| CNN+RGB | 1.72% | 2.87% | 8.62% | 86.78% | 0 | 0 |
| CNN+MS | 1.15% | 4.02% | 7.47% | 87.36% | 0 | 0 |
| MAML+CNN+RGB | 2.30% | 3.45% | 8.62% | 85.63% | 0 | 0 |
| Farmland 3 | 2 | 7 | 12 | 0 | 0 | 140 |
| Ground truth 3 | 2 | 7 | 12 | 0 | 0 | 140 |
| Experiment 3 | 1.24% | 4.35% | 7.45% | 86.96% | 0 | 0 |
| CNN+MS | 1.24% | 4.35% | 6.83% | 87.58% | 0 | 0 |
| MAML+CNN+RGB | 1.24% | 2.48% | 6.07% | 86.96% | 0 | 0 |
(Finn et al., 2017). One sample of the inner loop and one sample of the outer loop are used for the 2-shot experiment. Five samples of the inner loop and one sample of the outer loop are used for the 6-shot experiment. After iteration of 9,600 times for experiments, the trained neural network is put into the test set in Table 6 to calculate the prediction accuracy. The experimental results show that the best effect of the 6-shot is 96.02% and that of the 2-shot is 68.62%. In comparison with CNN + RGB and CNN + MS, the accuracy is reduced by about 4%. However, in terms of training time, the advantages of MAML + CNN are obvious with only 25 s in training time in the 6-shot experiment.

Histogram of oriented gradient (HOG) feature combined with support vector machine (SVM) classifier has been widely used in image recognition, especially in pedestrian detection. This article uses HOG + SVM to train and test on the data set of Table 6 for further comparison with the HOG + SVM experiment (Radman et al., 2017). HOG feature, a feature descriptor used for object detection in computer vision and image processing, consists of calculating and counting the gradient direction histogram of the local area of the image. The cell size is set to 6 × 6 pixels, and the block size is set to 2 × 2 with 50% overlap. The basic model of SVM is used to find the best separating hyperplane in the feature space to maximize the interval between positive and negative samples in the training set.

**Estimation Results of the Density of Weeds**

The premise of an excellent cycle of ecological irrigation area is to accurately grasp the growth and density of plants in the
farmland. The growth of plants can be understood by calculating the density of plants. In the process of classification of weeds, the results can be used to estimate the density of weeds. To achieve the calculation of the density of weeds, this article uses the ratio of the number of weeds to the total low-altitude image. The formula is given as follows:

\[
\rho = \frac{\sum_{j=1}^{m} X_j^i}{\sum_{j=1}^{m} \sum_{i=1}^{n} X_i^j}
\]

where \(j\) represents the number of samples of a type of plant, \(i\) represents the total types of plants, and \(\rho\) represents the density of weeds. The density of weeds in ecological irrigation areas can be conveniently calculated at a low cost through this formula.

The accuracy of the density measurement algorithm is verified in three different farmlands (i.e., maize, wheat, and peanut). The continuous RGB and 5-band multispectral images collected in three farmlands (i.e., Farmland 1, Farmland 2, and Farmland 3) are taken as experimental objects; the images are manually classified, and the results of which are as shown in Ground truth 1, Ground truth 2, and Ground truth 3 in Table 7. The continuous RGB and multispectral images collected in three blocks are, respectively, input into the optimal neural network and MAML + CNN, and the density value is obtained with the above density calculation algorithm; the density calculation results are shown in Table 7.

Discussion

This research highlights the use of end-to-end neural networks to extract plant information and calculate density. Two neural network training methods are adopted: one is the transfer neural network based on bionic optimization and the other is the neural network based on MAML. Among them, the bionic optimization neural network training is to obtain high enough accuracy when there are many samples. However, when the sample size is very small, the weight tuning of the neural network can be conveniently computed at a low cost through this formula.

CONCLUSION

The low-altitude RGB and multispectral images captured, respectively, by UAVs were used, and the classification of weeds was implemented with bionic optimization neural network and self-constructed CNN based on MAML. PSO and BA were used to optimize the selection for the learning rate setting of the weights and bias of the new layer. The combination of the proposed algorithm of the density of weeds can effectively obtain the density of various weeds, which can be established to provide a reference for the application of variable spraying of herbicides in the later stage. In turn, it can reduce the use of herbicides and the production costs of agricultural products, improve food safety, and ultimately achieve an efficient cycle of ecological irrigation area. There are corresponding limitations: only 3 crops and 3 weeds are collected, and as a result, only the classification and density calculation of these 6 plants can be performed. Plant data of more species and more growth periods can be collected to facilitate a further extension of the method, which will be the next research direction of this method.
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