On a new application of the path integrals in polymer statistical physics
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Abstract. We propose a new approach based on the path integral formalism to the calculation of the probability distribution functions of quadratic quantities of the Gaussian polymer chain in $d$-dimensional space, such as the radius of gyration and potential energy in the parabolic well. In both cases we obtain the exact relations for the characteristic function and cumulants. Using the standard steepest-descent method, we evaluate the probability distribution functions in two limiting cases of the large and small values of corresponding variables.
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1. Introduction

Great efforts up to now have been made to develop the methods for calculations of the probability distribution functions (PDFs) of various quantities of the Gaussian polymer chain [1, 2]. One of the most famous methods is the Wang–Uhlenbeck (WU) method, which is based on the averaging of the polymer chain microscopic distribution function over all possible conformations. So the averaging results in the macroscopic distribution function depend on an appropriate collective variable. It should be noted that within the WU method the polymer chain is usually considered as the discrete chain of monomers in the framework of the Gaussian or freely-jointed models [2]. As is well known, both models are equivalent for the polymer chain not under so large stretching [1, 3].

An alternative way to calculate the PDF of some polymer chain quantities consists of the consideration of the Gaussian polymer chain as a continuous curve in $d$-dimensional space. In this case the averaging over the polymer chain conformations is equivalent to the path integration over the Winer’s measure [4, 5]. However, to the best of our knowledge this approach [6–8] to the PDF calculation is not properly addressed in the literature till now. The aim of this work is to fill this gap. We shall consider the PDF calculation for two quadratic quantities of the Gaussian polymer chain in $d$-dimensional space: the radius of gyration and potential energy in the symmetric parabolic well.
2. Example I: PDF of radius of gyration of Gaussian polymer chain in $d$-dimensional space

As is well known, a radius of gyration is one of the most important collective variables which is usually used to describe the macromolecular conformational state in experiments (see, for instance, [9]), computer simulations [10] and theory [11–17]. In this section we demonstrate the method of PDF calculation of the radius of gyration of Gaussian polymer chain in $d$-dimensional space based on the path integral formalism.

2.1. Statement of problem

We start from the PDF of radius of gyration of Gaussian polymer chain in $d$-dimensional space which can be written as the following path integral

$$
P(R_g^2) = \frac{1}{Z_0} \exp \left[ -\frac{d}{2b^2} \int_0^N d\tau \mathbf{r}^2(\tau) \right] \delta \left( R_g^2 - \frac{1}{2N^2} \int_0^N \int_0^N d\tau_1 d\tau_2 (\mathbf{r}(\tau_1) - \mathbf{r}(\tau_2))^2 \right), \tag{1}$$

where

$$
Z_0 = \int \mathcal{D}\mathbf{r} \exp \left[ -\frac{d}{2b^2} \int_0^N d\tau \mathbf{r}^2(\tau) \right] \tag{2}
$$

is the normalization constant; $\mathbf{r}(\tau) = \frac{d\mathbf{r}(\tau)}{d\tau}$; $b$ is the Kuhn length of the segment, $d \geq 1$ is the dimension of space; $N$ is the degree of polymerization. Using the substitution $\tau = sN$, where $0 \leq s \leq 1$, the PDF can be rewritten as follows

$$
P(R_g^2) = \frac{1}{Z_0} \exp \left[ -\frac{d}{2Nb^2} \int_0^1 ds \mathbf{r}^2(s) \right] \delta \left( R_g^2 - \frac{1}{2} \int_0^1 \int_0^1 ds_1 ds_2 (\mathbf{r}(s_1) - \mathbf{r}(s_2))^2 \right). \tag{3}$$

It is worth noting that the integration in (5) is performed over the random vector-functions $\mathbf{r}(s)$ which describe the continuous curves in $d$-dimensional space.

Using the well known integral formula for the delta-function

$$
\delta(x) = \int_{-\infty}^{+\infty} \frac{d\xi}{2\pi} e^{-i\xi x}, \tag{4}
$$

one can get the following representation for the PDF

$$
P(R_g^2) = \int_{-\infty}^{+\infty} \frac{d\xi}{2\pi} K(\xi) e^{-i\xi R_g^2}, \tag{5}
$$

where

$$
K(\xi) = \int \frac{\mathcal{D}\mathbf{r}}{Z_0} \exp \left[ -\frac{d}{2Nb^2} \int_0^1 ds \mathbf{r}^2(s) + \frac{i\xi}{2} \int_0^1 \int_0^1 ds_1 ds_2 (\mathbf{r}(s_1) - \mathbf{r}(s_2))^2 \right] \tag{6}
$$

is the standard characteristic function [18]. Thus the initial problem is reduced to the couple of intermediate tasks. Firstly, we shall calculate the characteristic function $K(\xi)$ and secondly estimate the integral (5). As is well known, the characteristic function $K(\xi)$ is the generating function of moments.
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\[ \mu_k = \int_{-\infty}^{+\infty} P(u)u^k du \]  

(7)

[18], so the following relation is valid

\[ K(\xi) = \sum_{k=0}^{\infty} \frac{\mu_k}{k!} (i\xi)^k. \]  

(8)

The cumulants \( \chi_k \) can be evaluated from the following power series

\[ \ln K(\xi) = \sum_{k=1}^{\infty} \frac{\chi_k}{k!} (i\xi)^k, \]  

(9)

It should be noted that cumulants \( \chi_k \) define via moments \( \mu_k \) by the relations \( \chi_1 = \mu_1, \chi_2 = \mu_2 - \mu_1^2, \) etc \([18, 19]\).

2.2. Characteristic function calculation

After some algebra in the integrand of (6) one can obtain the following expression

\[ K(\xi) = \int \frac{D\mathbf{r}}{Z_0} \exp \left[ -\frac{d}{2Nb^2} \int_0^1 ds (\dot{\mathbf{r}}^2(s) - \omega^2 \mathbf{r}^2(s)) - i\xi \left( \int_0^1 ds \mathbf{r}(s) \right)^2 \right], \]  

(10)

where \( \omega^2(\xi) = 2Nb^2 i\xi/d \). Using the well known integral relation

\[ \int_{-\infty}^{+\infty} dx e^{-x^2 + i\xi x} = \sqrt{\frac{\pi}{a}} e^{-\frac{\xi^2}{4a}}, \]  

(11)

we arrive at

\[ K(\xi) = \left( \frac{1}{4\pi i \xi} \right)^{d/2} \int d\mathbf{x} \exp \left[ \frac{i\mathbf{x}^2}{4\xi} \right] \times \int \frac{D\mathbf{r}}{Z_0} \exp \left[ -\frac{d}{2Nb^2} \int_0^1 ds (\dot{\mathbf{r}}^2(s) - \omega^2 \mathbf{r}^2(s)) + i\xi \int_0^1 ds \mathbf{r}(s) \right]. \]  

(12)

Thus, the task of characteristic function calculation reduces to the calculation of Gaussian path integral. In order to calculate the above Gaussian path integral, we have to specify the boundary condition for the random functions \( \mathbf{r}(s) \). Fixing one of its ends at the origin, i.e. assuming \( \mathbf{r}(0) = 0 \) and extracting the explicit integration over the second end of the chain \( \mathbf{r}(1) = \mathbf{R} \), we obtain

\[ K(\xi) = \left( \frac{1}{4\pi i \xi} \right)^{d/2} \left( \frac{d}{2\pi Nb^2} \right)^{d/2} \int d\mathbf{x} \exp \left[ \frac{i\mathbf{x}^2}{4\xi} \right] \int d\mathbf{R} \int_{\mathbf{r}(0)=0}^{\mathbf{r}(1)=\mathbf{R}} \frac{D\mathbf{r}}{Z_1} \exp [-S[\mathbf{r}]], \]  

(13)

where the following short-hand notation for the functional

\[ S[\mathbf{r}] = \frac{d}{2Nb^2} \int_0^1 ds (\dot{\mathbf{r}}^2(s) - \omega^2 \mathbf{r}^2(s)) - i\xi \int_0^1 ds \mathbf{r}(s) \]  

(14)

is introduced;
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is the new normalization constant. Now let us calculate the Gaussian path integral over \( \mathbf{r}(s) \) in \((13)\) by means of the saddle-point method which in the case of Gaussian path integrals give an exact result \([7]\). According to the saddle-point method we assume that \( \mathbf{r}(s) = \mathbf{v}_{\text{SP}}(s) + \rho(s) \), where the function \( \mathbf{v}_{\text{SP}}(s) \) satisfies the standard Euler–Lagrange equation

\[
\frac{\delta S[\mathbf{v}_{\text{SP}}]}{\delta \mathbf{v}_{\text{SP}}(s)} = \frac{d}{Nb^2}(\mathbf{v}_{\text{SP}}(s) + \omega^2\mathbf{v}_{\text{SP}}(s)) + i\mathbf{x} = 0
\]

or

\[
\mathbf{v}_{\text{SP}}(s) + \omega^2\mathbf{v}_{\text{SP}}(s) = -\frac{iNb^2\mathbf{x}}{d}
\]

with the boundary conditions \( \mathbf{v}_{\text{SP}}(0) = 0 \) and \( \mathbf{v}_{\text{SP}}(1) = \mathbf{R} \); \( \rho(s) \) is the function which describes the random fluctuations near the saddle-point \([7]\) and satisfies the zeroth boundary conditions \( \rho(0) = \rho(1) = 0 \). Therefore, we obtain

\[
K_1 = \int_{\rho(0)=0}^{\rho(1)=0} \mathcal{D}\rho \exp \left[ -\frac{d}{2Nb^2} \int_0^1 ds \rho^2(s) \right]
\]

where the function \( G(\xi) \) can be represented as the following Gaussian path integral

\[
G(\xi) = \int_{\rho(0)=0}^{\rho(1)=0} \mathcal{D}\rho \exp \left[ -\frac{d}{2Nb^2} \int_0^1 ds (\rho^2(s) - \omega^2\rho^2(s)) \right].
\]

To calculate the function \( G(\xi) \), we expand the random functions \( \rho(s) \) in the Fourier-series \( \sqrt{2} \sum_{n=1}^{\infty} \rho_n \sin(\pi ns) \) and move to the integration in the path integral \((18)\) over their Fourier-components \( \rho_n \) that yields

\[
G(\xi) = \frac{1}{4\pi^1} \int_0^{\rho(1)=0} \mathcal{D}\rho_n \exp \left[ -\frac{d}{2Nb^2} \sum_{n=1}^{\infty} (\pi^2 n^2 - \omega^2)\rho_n^2 \right] = \left( \frac{\omega}{\sin \omega} \right)^{d/2}.
\]

Further, solving the linear differential equation \((16)\), we arrive at

\[
\mathbf{v}_{\text{SP}}(s) = -\frac{iNb^2}{d\omega^2} \left( 1 - \cos(\omega s) \right) \cdot \frac{\sin(\omega s)(1 - \cos \omega)}{\sin \omega} \cdot \mathbf{R} \cos(\omega s) + \frac{\mathbf{R} \sin(\omega s)}{\sin \omega}.
\]

The functional \( S[\mathbf{v}_{\text{SP}}] \) takes the following form

\[
S[\mathbf{v}_{\text{SP}}] = \frac{d}{2Nb^2} \int_0^1 ds (\mathbf{v}_{\text{SP}}^2(s) - \omega^2\mathbf{v}_{\text{SP}}^2(s)) - i\mathbf{x} \int_0^1 ds \mathbf{v}_{\text{SP}}(s) = \frac{d\mathbf{v}_{\text{SP}}(1)\mathbf{v}_{\text{SP}}(1)}{2Nb^2} - \frac{i\mathbf{x}}{2} \int_0^1 ds \mathbf{v}_{\text{SP}}(s) = \frac{dR^2 s}{2Nb^2 \tan \omega} - i\mathbf{R} \cdot \lim_{\omega \to 0} \frac{\tan \frac{\omega}{2}}{\omega} \cdot \frac{\mathbf{x}}{2} \tan \frac{\omega}{2} + \frac{i\mathbf{x}^2}{4\xi}.
\]
Hence, we get
\[ K(\xi) = \left( \frac{1}{4\pi i \xi} \right)^{d/2} \left( \frac{d\omega}{2\pi Nb^2 \sin \omega} \right)^{d/2} \]
\[
\times \int dx \int dR \exp \left[ -\frac{dR^2 \omega}{2Nb^2 \tan \omega} + i\frac{x^2 \tan \frac{\omega}{2}}{2\xi} + iRx \frac{\tan \frac{\omega}{2}}{\omega} \right] = \left( \frac{\omega}{\sin \omega} \right)^{d/2}. \quad (22)
\]

We would like to stress that expression (22) at \( d = 3 \) is a result of Fixman [20] which was obtained within the Wang–Uhlenbeck method [2]. The power series
\[ \ln \frac{\omega}{\sin \omega} = \sum_{k=1}^{\infty} \frac{2^{2k-1}B_{2k-1}}{k(2k)!} \omega^{2k} \]

together with the relation (9) gives the following exact relations for the \( k \)th cumulant
\[ \chi_k = \frac{2^{2k-1}(k-1)!(Nb)^2}{(2k)!} \left( \frac{2}{d} \right)^{k-1} B_{2k-1}, \quad (23) \]

where the Bernoulli numbers \( B_k \) are introduced. Hence, we obtain the moments
\[ \mu_1 = \chi_1 = \left< R_g^2 \right> = \frac{Nb^2}{6}, \quad \mu_2 = \chi_2 + \chi_3 = \frac{4 + 5d}{180d} (Nb^2)^2, \ldots \quad (24) \]

As is seen, the first moment is a well known relation for the mean-square radius of gyration of the linear Gaussian polymer chain [2, 3].

2.3. Probability distribution function calculation

Let us estimate the PDF of the radius of gyration. Using the characteristic function expression (22) and substituting it into the expression (5), one can obtain
\[ P(R_g^2) = \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \exp \left[ -W(\xi) \right], \quad (25) \]

where the short-hand notation
\[ W(\xi) = \frac{\alpha^2 \omega^2(\xi)d}{12} - \frac{d}{2} \ln \frac{\omega(\xi)}{\sin \omega(\xi)} \], \quad (26) \]

and the notation for the expansion factor \( \alpha = R_g \left< R^2_g \right>^{1/2} \) are introduced. We shall estimate the integral (25) by the steepest-descent method. We would like to stress that further calculations will be presented quite similarly to that in the [20] for the case of \( d = 3 \).

The saddle-point equation has a form
\[ W'(\xi_0) = \frac{d}{2\xi_0} \left( \frac{\alpha^2 \omega^2(\xi_0)}{6} - \frac{1}{2} \left( 1 - \frac{\omega(\xi_0)}{\tan \omega(\xi_0)} \right) \right) = 0. \quad (27) \]

Thus in the vicinity of saddle-point \( \xi_0 \) we get
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\[ W(\xi) = W(\xi_0) + \frac{1}{2} W''(\xi_0)(\xi - \xi_0)^2 + \ldots \]  

We would like to stress that the contour of integration must be deformed along the line of steepest descent [7]. The second derivative \( W''(\xi) \) has a following form

\[ W''(\xi) = \frac{d}{8\xi^3} \left( 2 - \frac{\omega}{\tan \omega} - \frac{\omega^2}{\sin^2 \omega} \right). \]  

The saddle-point equation can be easily solved in two limiting cases which are of interest for physical applications, namely for \( \alpha \gg 1 \) and \( \alpha \ll 1 \).

In the case of a large radius of gyration (\( \alpha \gg 1 \)) we obtain the evaluation for the saddle-point \( \omega(\xi_0) = \omega_0 \approx \pi - 3/\pi \alpha^2 \) which yields

\[ P(R^2_k) \approx e^{\frac{d}{3} \alpha^2 - \frac{d}{4} \ln \frac{3}{\pi}} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \exp \left[ -\frac{\pi^2 N^2 b^4 \alpha^4}{36d} (\xi - \xi_0)^2 \right]. \]  

Further, taking the Gaussian integral in (31), we obtain eventually

\[ P(R^2_k) \approx \frac{e^{\frac{d}{3} \alpha^2 - \frac{d}{4} \ln \frac{3}{\pi}}}{N\beta^2} \exp \left[ -\frac{\pi^2 d}{12} \alpha^2 \right]. \]  

It should be noted that at \( d = 3 \) we obtain the expression which was first obtained by Fixman within the Wang–Uhlenbeck method [20]. Moreover, the expression (31) was first obtained recently as an intermediate result in the work [21] and used in works [21, 22].

In the case of small radius of gyration, when \( \alpha \ll 1 \), we obtain the saddle-point \( \omega(\xi_0) = \omega_0 \approx 3i/\alpha^2 \). The probability distribution function in this case can be evaluated by the steepest-descent method in the following way

\[ P(R^2_k) \approx e^{\frac{3d}{4\alpha^2} - \frac{d}{2} \ln \frac{3}{\pi}} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \exp \left[ -\frac{N^2 b^4 \alpha^6}{108d} (\xi - \xi_0)^2 \right]. \]  

After the calculation of Gaussian integral and some elementary algebraic transformations we arrive at

\[ P(R^2_k) \approx \sqrt{\frac{27d}{\pi}} 6^{d/2} \alpha^{-3-d} e^{\frac{3d}{4\alpha^2}} \frac{N}{\beta^2}. \]  

In the case of three-dimensional space (\( d = 3 \)) we obtain the relation (up to a numerical prefactor) which was obtained by Fixman in the work [20].

Putting together the above results, we obtain eventually the following limiting laws

\[ P(R^2_k) \approx \begin{cases} 
\frac{e^{d/3} \alpha^2 - d/2 \ln \frac{3}{\pi} \sqrt{d}}{N\beta^2} \exp \left[ -\frac{\pi^2 d}{12} \alpha^2 \right], & \text{if } \alpha \gg 1 \\
\left(\frac{27d}{\pi}\right)^{1/2} 6^{d/2} \alpha^{-3-d} \frac{N}{\beta^2} \exp \left[ -\frac{3d}{4\alpha^2} \right], & \text{if } \alpha \ll 1.
\end{cases} \]
It should be noted that the limiting laws (64) for \(d = 3\) are widely used in the different applications of polymer physics [11–17].

3. Example II: PDF of potential energy of Gaussian polymer chain in \(d\)-dimensional parabolic well

The second example of the application of our method which has a rather academic interest is a calculation of the PDF of potential energy of the Gaussian polymer chain in the \(d\)-dimensional parabolic well. We consider only the case of symmetric parabolic well, since the generalization on the asymmetric case is trivial.

3.1. Statement of problem

We start from the PDF of potential energy \(\epsilon\) of the Gaussian polymer chain in the \(d\)-dimensional symmetric parabolic well, written in the form of the following path integral:

\[
P(\epsilon) = \int \frac{\mathcal{D}\mathbf{r}}{Z_0} \exp \left[-\frac{d}{2(b^2)} \int_0^N d\tau \dot{\mathbf{r}}^2(\tau) \right] \delta \left( \epsilon - \frac{\kappa}{2} \int_0^N d\tau \dot{\mathbf{r}}^2(\tau) \right),
\]

where \(\kappa\) is a coefficient of stiffness and

\[
Z_0 = \int \frac{\mathcal{D}\mathbf{r}}{} \exp \left[-\frac{d}{2b^2} \int_0^N d\tau \dot{\mathbf{r}}^2(\tau) \right]
\]

is the normalization constant. We also assume that one of the ends of the polymer chain is fixed at the origin, i.e. \(\mathbf{r}(0) = 0\). In addition, we assume that the center of the parabolic well is also located at the origin. Using the substitution \(\tau = sN\) as well as in the previous section, where \(0 \leq s \leq 1\), the PDF can be rewritten as follows

\[
P(\epsilon) = \int \frac{\mathcal{D}\mathbf{r}}{Z_0} \exp \left[-\frac{d}{2Nb^2} \int_0^1 ds \dot{\mathbf{r}}^2(s) \right] \delta \left( \epsilon - \frac{\kappa N}{2} \int_0^1 ds \dot{\mathbf{r}}^2(s) \right).
\]

Further, applying the formula (4) for the delta function in the integrand of (37), we arrive at the following Fourier representation of the PDF:

\[
P(\epsilon) = \int_{-\infty}^{+\infty} \frac{d\xi}{2\pi} K(\xi) e^{-i\xi \epsilon},
\]

where the characteristic function

\[
K(\xi) = \int \frac{\mathcal{D}\mathbf{r}}{Z_0} \exp \left[-\frac{d}{2Nb^2} \int_0^1 ds \dot{\mathbf{r}}^2(s) + \frac{i\xi \kappa N}{2} \int_0^1 ds \dot{\mathbf{r}}^2(s) \right]
\]

is introduced. Now we have to calculate the characteristic function as a simple Gaussian path integral and then estimate the PDF. It should be noted that in contrast to the WU method which might be also applied to this problem and would be related...
to cumbersome calculations, the present approach reduces the characteristic function calculation to the simple calculation of standard Gaussian path integral [7].

3.2. Characteristic function calculation

The characteristic function (39) can be rewritten in the following form:

\[ K(\xi) = \int \frac{d\mathbf{r}}{Z_0} \exp \left[ -\frac{d}{2Nb^2} \int_0^1 ds (\mathbf{r}^2(s) - \Omega^2 \mathbf{r}^2(s)) \right], \]

(40)

where \( \Omega = \Omega(\xi) = \left( \frac{\langle \xi_n \xi_n \rangle}{d} \right)^{1/2} \).

Further, extracting the integration over the second end of the polymer chain, one can get

\[ K(\xi) = \int d\mathbf{R} \int_{r(0)=0}^{r(1)=\mathbf{R}} \frac{d\mathbf{r}}{Z_0} \exp \left[ -S[\mathbf{r}] \right], \]

(41)

where the functional

\[ S[\mathbf{r}] = \frac{d}{2Nb^2} \int_0^1 ds (\mathbf{r}^2(s) - \Omega^2 \mathbf{r}^2(s)) \]

(42)

is introduced. As well as in the previous section we calculate the Gaussian path integral by the saddle-point method. We represent the random function \( \mathbf{r}(s) \) as a sum:

\[ \mathbf{r}(s) = \mathbf{v}_{\text{SP}}(s) + \rho(s). \]

(43)

Here, the function \( \mathbf{v}_{\text{SP}}(s) \) satisfies the saddle-point equation

\[ \frac{\delta S[\mathbf{v}_{\text{SP}}]}{\delta \mathbf{v}_{\text{SP}}(s)} = \frac{d}{Nb^2} (\mathbf{v}_{\text{SP}}(s) + \Omega^2 \mathbf{v}_{\text{SP}}(s)) = 0, \]

or

\[ \mathbf{v}_{\text{SP}}(s) + \Omega^2 \mathbf{v}_{\text{SP}}(s) = 0, \]

(44)

and the following boundary conditions \( \mathbf{v}_{\text{SP}}(0) = 0 \) and \( \mathbf{v}_{\text{SP}}(1) = \mathbf{R} \). The random vector-function \( \rho(s) \) satisfies the zero boundary conditions \( \rho(0) = \rho(1) = 0 \) and describes the random fluctuations near the extremal \( \mathbf{v}_{\text{SP}}(s) \). The solution of the equation (44) yields

\[ \mathbf{v}_{\text{SP}}(s) = \frac{\mathbf{R} \sin(\Omega s)}{\sin \Omega}. \]

(45)

Further, performing the transformations as well as in the previous section, we arrive at

\[ K(\xi) = \left( \frac{d}{2\pi Nb^2} \right)^{d/2} G(\xi) \int d\mathbf{R} \exp \left[ -S[\mathbf{v}_{\text{SP}}] \right], \]

(46)

where

\[ G(\xi) = \left( \frac{\Omega}{\sin^2 \Omega} \right)^{d/2}, \]

(47)
and

$$S[v_{SP}] = \frac{d v_{SP}(1)v_{SP}(1)}{2N\hbar^2} = \frac{d\Omega R^2}{2N\hbar^2\tan\Omega}. \quad (48)$$

Calculating the Gaussian integral over $R$ and performing some algebraic transformations, we obtain eventually

$$K(\xi) = \left(\frac{1}{\cos\Omega(\xi)}\right)^{d/2}. \quad (49)$$

The formula (49) allows us to calculate the cumulants and moments of the distribution. The power series

$$\ln(\cos\Omega) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}B_{2n}2^{2n-1}(1 - 2^{2n})}{(2n)! n} \Omega^{2n} \quad (50)$$

together with the relation (9) gives the following relation for the cumulants

$$\chi_k = (-1)^k(k - 1)! B_{2k}2^{2k-2}(1 - 2^{2k})(\kappa N^2\hbar^2)^k. \quad (51)$$

Therefore, we obtain the moments

$$\mu_1 = \chi_1 = \langle\epsilon\rangle = \frac{\kappa N^2\hbar^2}{4}, \quad \mu_2 = \chi_2 + \mu_1^2 = \langle\epsilon^2\rangle = \frac{3d + 4}{48d}(\kappa N^2\hbar^2)^2, \ldots \quad (52)$$

It is interesting to note that average potential energy of the polymer chain (as well as the mean-square radius of gyration in the previous section) does not depend on the dimension of space $d$. It is also worth noting that the mean-potential energy of the polymer chain can be rewritten as $\langle\epsilon\rangle = 3N\kappa\langle R_g^2\rangle/2$. It means that each monomer in the symmetric parabolic well is displaced in average from the origin onto the distance $\sqrt{3\langle R_g^2\rangle}/\xi$.

3.3. Probability distribution function calculation

Now let us estimate the PDF by the standard steepest-descent method. Using the characteristic function expression (49) and substituting it into the expression (38), one can obtain

$$P(\xi) = \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \exp[-W(\xi)], \quad (53)$$

where

$$W(\xi) = \frac{d}{2} \left( \frac{\Omega^2(\xi)\lambda}{2} + \ln\cos\Omega(\xi) \right) \quad (54)$$

and the dimensionless energy $\lambda = \epsilon/\langle\epsilon\rangle$ is also introduced.

The saddle-point equation has a form:
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\[ W' (\xi_0) = \frac{d \Omega^2 (\xi_0)}{4 \xi_0} \left( \lambda - \frac{\tan \Omega (\xi_0)}{\Omega (\xi_0)} \right) = 0. \tag{55} \]

Thus, in the vicinity of the saddle-point we have the following expansion:

\[ W (\xi) = W (\xi_0) + \frac{1}{2} W'' (\xi_0) (\xi - \xi_0)^2 + \ldots, \tag{56} \]

where the second derivative is

\[ W'' (\xi_0) = \frac{d \Omega (\xi_0)}{8 \xi_0^2} \left( \tan \Omega (\xi_0) - \frac{\Omega (\xi_0)}{\cos^2 \Omega (\xi_0)} \right). \tag{57} \]

The saddle-point equation can be easily solved in two limiting cases: when \( \lambda \gg 1 \) and \( \lambda \ll 1 \).

In the case when \( \lambda \gg 1 \) we obtain the following saddle-point \( \Omega_0 = \Omega (\xi_0) \simeq \pi/2 - 2/\pi \lambda \), so that

\[ W (\xi_0) \simeq \frac{d}{2} \left( \frac{\pi^2 \lambda}{8} - 2 + \ln \frac{2}{\pi \lambda} \right), \tag{58} \]

and

\[ W'' (\xi_0) \simeq \frac{\kappa^2 N^2 b^4}{8d} \lambda^2. \tag{59} \]

Taking the Gaussian integral, we arrive at

\[ P (\epsilon) \simeq \frac{\pi^{(d-1)/2} \epsilon^d}{2^{d/2-1} \kappa N^2 b^2} \exp \left[ - \frac{\pi^2 d \lambda}{16} \right]. \tag{60} \]

As is seen from equation (60), at the region of large potential energy of the polymer chain the PDF is reminiscent the Boltzmann distribution function with effective temperature \( T = (16/\pi^2) \langle \epsilon \rangle \).

In the opposite case \( \lambda \ll 1 \) we have the saddle-point \( \Omega_0 = \Omega (\xi_0) \simeq i/\lambda \), so that

\[ W (\xi_0) \simeq \frac{d}{4\lambda} - \frac{d}{2} \ln 2, \tag{61} \]

and

\[ W'' (\xi_0) \simeq \frac{\kappa^2 N^2 b^4}{8d} \lambda^3. \tag{62} \]

The calculation of Gaussian integral yields in this case:

\[ P (\epsilon) \simeq \frac{2^{d/2+1}}{\kappa N^2 b^2} \left( \frac{d}{\pi \lambda^3} \right)^{1/2} \exp \left[ - \frac{d}{4 \lambda} \right]. \tag{63} \]

As is seen from equation (63), the PDF must converge very fast to zero at the small potential energy of polymer chain.

Collecting together equations (60) and (63), we arrive at
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\begin{equation}
P(c) \simeq \begin{cases}
\pi^{(d-1)/2} e^{d \lambda^{d/2-1}} \frac{\sqrt{d}}{2^{d/2-1} \kappa N^2 b^2} \exp \left[-\frac{\pi^2 d \lambda}{16} \right], & \text{if } \lambda \gg 1 \\
\frac{2^{d/2+1}}{\kappa N^2 b^2} \frac{d}{(\pi \lambda^3)^{1/2}} \exp \left[-\frac{d}{4 \lambda} \right], & \text{if } \lambda \ll 1.
\end{cases}
\end{equation}

4. Concluding remarks

In this work we have developed a new approach based on the path integrals formalism for the calculation of the probability distribution functions of the quadratic quantities of the Gaussian polymer chain in \(d\)-dimensional space. We have demonstrated the applicability of our method to the calculation of probability distribution functions of the radius of gyration and potential energy in the symmetric parabolic well for the Gaussian polymer chain. In both cases we have obtained the exact relations for characteristic functions and cumulants and calculated the few first moments. We have established the limiting laws for the probability distribution functions at the large and small values of the corresponding variables. We have generalized the classical Fixman’s result for the probability distribution function of radius of gyration of the Gaussian polymer chain in space of arbitrary dimension \(d\). We have showed the obvious advantage of our method compared to the standard Wang–Uhlenbeck method, calculating the probability distribution function of the potential energy of the Gaussian polymer chain in the \(d\)-dimensional parabolic well. The additional advantage of the proposed method is that it can be easily applied to the calculation of the probability distribution function of the quadratic quantities of the more complex objects, such as the diblock-copolymer and worm-like polymer chain. These results will be published elsewhere.
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