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Abstract

In this report, we present the 1st place solution for motion prediction track in 2022 Waymo Open Dataset Challenges. We propose a novel Motion Transformer framework for multimodal motion prediction, which introduces a small set of novel motion query pairs for generating better multimodal future trajectories by jointly performing the intention localization and iterative motion refinement. A simple model ensemble strategy with non-maximum-suppression is adopted to further boost the final performance. Our approach achieves the 1st place on the motion prediction leaderboard of 2022 Waymo Open Dataset Challenges, outperforming other methods with remarkable margins. Code will be available at https://github.com/sshaoshuai/MTR.

1. Introduction

Recently, motion prediction is receiving increasing attention [4, 7, 5, 11, 8, 9, 6] as it is crucial for autonomous vehicles to make safe decisions. It is also a highly challenging task due to its inherently multimodal behaviors of the agent and complex scene environments.

To predict accurate future trajectories of the agent, existing approaches mainly follow two different lines. Some approaches [13, 5] adopt the goal-based strategy to localize the agent’s destination with densely sampled goal candidates, which alleviate the burden of model optimization by reducing the trajectory uncertainty. Some other approaches [9, 12] directly predict a set of future trajectories based on the encoded agent feature, which can adaptively cover the agent’s future behavior in a more flexible manner. However, the goal-based methods suffer from high computational and memory cost since their performance depends on a large number of goal candidates, while the direct-regression methods generally converge slowly as various motion modes are required to be regressed from the same agent features without any spatial priors. Hence, to address these limitations, we propose a novel framework, namely Motion Transformer (MTR), which takes the best of both worlds.

Specifically, our approach adopts a transformer encoder-decoder structure for multimodal motion prediction, where a small set of novel motion query pairs is proposed to model the multimodal future behaviors of the agent. Each motion query pair contains a static intention query and a dynamic searching query, where the static intention query takes charge of predicting the future trajectory for a specific motion mode based on its associated spatial intention point, and the dynamic searching query conducts iterative motion refinement by continually aggregating trajectory-specific features. Thanks to these learnable and mode-specific motion query pairs, our framework not only stabilizes the training process by introducing spatial priors based on a small set of intention points, but also enables an adaptive prediction of future trajectory for each motion mode by retrieving their trajectory-specific feature.

2. Method

The overall architecture of our approach is shown in Fig. 1, and it consists of a transformer encoder network for scene context encoding and a transformer decoder network for multimodal motion prediction.

2.1. Context Encoding with Transformer Encoders

To predict the future behavior of the agent, the first step is to model the interaction of all agents and encode the road environment. For this purpose, we adopt a simple and effective encoder network with stacked transformer encoders.

Input representation. We adopt the agent-centric strategy as in [13, 5, 12], where both the agent history trajectories and the road map are normalized to the coordinate system centered at our interested agent. We utilize the vector representation [4] to organize both agent’s history trajectories and the road map as polylines. A simple PointNet-like [10] polyline encoder is adopted to encode these two input polyline representations, which produces the agent fea-


2.2. Multimodal Trajectory Prediction

Given the encoded scene context features $A$ and $M$, a novel transformer-based decoder network is adopted for predicting multimodal future trajectories. Inspired by the concept of object query [1] for object detection, we propose the motion query pair to model motion prediction, which consists of a static intention query and a dynamic searching query, aiming at global intention localization and local movement refinement, respectively.

**Motion query pair for motion prediction.** Our motion query pair aims to localize the potential motion intentions of the agents and generate their future trajectories in a mode-specific manner. Hence, each motion query pair actually is associated with a specific intention point. Specifically, for each category, we generate $K$ representation intention points (denoted as $I$) by using the k-means algorithm on the endpoints of ground-truth trajectories of the training set.

Each static intention query is the learnable position embedding of a specific intention point by using a simple multi-layer perceptron (MLP) network, where each static intention query takes charge of predicting future trajectory for a specific motion mode. The static intention query is formulated as $Q_I = \text{MLP}(\text{PE}(I))$, where each static intention query is associated with a fixed intention point in different decoder layers, and $\text{PE}(\cdot)$ indicates the sinusoidal position encoding. This mode-specific motion prediction greatly stabilizes the training process and also facilitates predicting multimodal trajectories by enabling each motion mode to have their own learnable embedding.

To complement with the static intention query for predicting better future trajectories, we further adopt a dynamic searching query for each static intention query, which aims at iteratively refining the predicted trajectory with updated fine-grained trajectory feature. Specifically, the dynamic searching query is also initialized as a learnable position embedding of its corresponding intention point, but it will be dynamically updated based on the predicted trajectory in each decoder layer, so as to collect trajectory-specific features for iterative motion refinement. Hence, the dynamic searching query of $(j + 1)$-th layer can be updated as $Q_{I,j}^{T+1} = \text{MLP}(\text{PE}(Y_{T_j}))$, where $Y_{T_j}$ is the endpoint of the predicted trajectory in $j$-th decoder layer, and $T$ is the number of future frames for trajectory prediction. Moreover, we propose a dynamic map collection strategy to extract trajectory-aligned feature based on the predicted trajectory in $j$-th layer, which is implemented by collecting the closest 128 map polylines along the predicted trajectory (i.e., the map polylines are firstly ranked by calculating the smallest distance of its polyline center and all the predicted 80 waypoints of a single trajectory, and then we select the closest 128 map polylines for this trajectory). The collected fine-grained map features are then inputted to the $(j + 1)$-th decoder layer for refining the predicted trajectory from $j$-th decoder layer. Note that for the first decoder layer, the dynamic map collection for each dynamic searching query is implemented by collecting map polylines around its intention point.

**Attention with motion query pair.** The transformer decoder takes each motion query pair as the query embedding, and aims to aggregate context information from both the agent features $A$ and the map features $M$. For each
Table 1: Top 10 entries on the test leaderboard of motion prediction track of 2022 Waymo Open Dataset Challenge. Our approach is termed as MTR-A, i.e., Motion Transformer Advanced. The Soft mAP is the official ranking metric while the miss rate is the secondary ranking metric.

| Method               | Soft mAP | mAP ↑ | minADE ↓ | minFDE ↓ | Miss Rate ↓ |
|----------------------|----------|------|----------|----------|-------------|
| MTR-A 1st (Ours)     | 0.4594   | 0.4492 | 0.5640   | 1.1344   | 0.1160      |
| golfer 2nd           | 0.4259   | 0.4119 | 0.5533   | 1.1608   | 0.1354      |
| HBEns 3rd            | 0.3977   | 0.3700 | 0.6431   | 1.3405   | 0.1592      |
| (Null)               | 0.3777   | 0.3719 | 0.6132   | 1.3218   | 0.1730      |
| DM                   | 0.3766   | 0.3710 | 0.6777   | 1.3558   | 0.1646      |
| HDGT(softmAP)        | 0.3709   | 0.3577 | 0.7676   | 1.1077   | 0.1325      |
| MAML                 | 0.3445   | 0.3383 | 0.6945   | 1.4652   | 0.1846      |
| Gnet                 | 0.3367   | 0.3213 | 0.6255   | 1.2432   | 0.1740      |
| prenet               | 0.3319   | 0.3168 | 0.6063   | 1.2415   | 0.1678      |
| HDGT                 | 0.3246   | 0.2826 | 0.5703   | 1.1434   | 0.1440      |

Table 2: Per-class performance of our approach on the validation set of Waymo Open Motion Dataset.

| Setting     | Category | mAP ↑ | minADE ↓ | minFDE ↓ | Miss Rate ↓ |
|-------------|----------|------|----------|----------|-------------|
| MTR         | Vehicle  | 0.4620 | 0.7559   | 1.5229   | 0.1541      |
|             | Pedestrian | 0.429  | 0.3341   | 0.6881   | 0.0706      |
|             | Cyclist  | 0.3647 | 0.7037   | 1.4119   | 0.1802      |
|             | Avg      | 0.4186 | 0.5979   | 1.2076   | 0.1350      |
| MTR (Ensemble) | Vehicle  | 0.4911 | 0.6676   | 1.3331   | 0.1200      |
|             | Pedestrian | 0.4550 | 0.3397   | 0.7077   | 0.0674      |
|             | Cyclist  | 0.4191 | 0.6718   | 1.3489   | 0.1627      |
|             | Avg      | 0.4551 | 0.5597   | 1.1299   | 0.1167      |

transformer decoder layer, we first utilize the static intention query to propagate information among different motion intentions by adopting the self-attention module, which generates the query content features for the following cross attention module. Then, the dynamic searching query is considered as the query embedding for cross attention module, and two separate cross attention modules are adopted for aggregating information from $A$ and $M$, respectively. These two aggregated features are concatenated as the queried features for each motion query pair, aiming at predicting future trajectory for its corresponding motion mode.

**Motion prediction head with GMM.** Given the queried feature for each motion query pair in each layer, we attach a simple prediction head with several MLP layers for predicting the future trajectory according to each queried features. We follow [2, 12] to model the multimodal future motion with Gaussian Mixture Model (GMM) at each time step, where we predict a probability $p$ and GMM parameter $\mathcal{N}(\mu_x, \sigma_x; \mu_y, \sigma_y; \rho)$ for each motion query pair at each future time step.

The whole framework is optimized by adopting the negative log-likelihood loss to maximum the likelihood of ground-truth trajectory in each decoder layer. Inspired by the hard-assignment strategy [2, 12], we also select a positive Gaussian component from the predicted GMMs of $K$ motion query pairs, where the selection is based on calculating the distance between each intention point and the endpoint of GT trajectory. The loss at each time step can be formulated as:

$$ L_G = -\log \mathcal{N}(\hat{Y}_x - \mu_x, \sigma_x; \hat{Y}_y - \mu_y, \sigma_y; \rho) $$  \hspace{1cm} (1)

where $(\hat{Y}_x, \hat{Y}_y)$ is a waypoint of the selected ground-truth trajectory at this time step. The final loss is calculated by equally summing the loss of each decoder layer.

**2.3. Model Ensemble**

In order to further boost the performance of our framework, we adopt a model ensemble strategy to combine the results from multiple variants of our framework. Specifically, given $N_e$ well-trained models, we first collect $6$ predicted future trajectories from each model, which results in $6N_e$ multimodal future trajectories for each of our interested agent. Each trajectory has their own predicted confidence from their original model. We then select top $6$ future trajectories by adopting non-maximum-suppression (NMS) on the endpoints of these predicted trajectories, where the distance threshold $\delta$ is scaled along with the length $L$ of the trajectory that has the highest confidence among $6N_e$ predictions, as follows:

$$ \delta = \min \left( 3.5, \max \left( 2.5, \frac{L - 10}{50 - 10} \times 1.5 + 2.5 \right) \right). $$  \hspace{1cm} (2)

This simple model ensemble strategy facilitates taking the best predictions from multiple models, leading to better prediction of multimodal future trajectories. Note that our proposed MTR with this model ensemble strategy is denoted as MTR-A in the following experiment section.
3. Experiments

3.1. Implementation Details

Architecture details. In the default setting of our model, we adopt 6 transformer encoder layers for the context encoding and 6 transformer decoder layers for generating the multimodal future trajectories. The hidden feature dimension is set to 512 to get a large model capacity for such a large-scale Waymo Open Motion Dataset (WOMD) [3]. For the context encoding, the road map is represented as polylines, where each polyline contains up to 20 map points (about 10$m$ in WOMD). For the prediction head, a three-layer MLP head is adopted with feature dimension 512. We do not use any traffic light data in our model.

For each category, we adopt 64 motion query pairs based on 64 intention points that are generated by k-means clustering algorithm on the training set. During testing, we adopt NMS with distance threshold 2.5$m$ to select top 6 predictions from 64 predicted trajectories.

Training details. Our model is trained end-to-end by AdamW optimizer with a learning rate of 0.0001 and batch size of 80 scenes. All models are trained with 60 epochs, and we decay the learning rate by a factor of 0.5 every 5 epochs from epoch 30. The weight decay is set as 0.01 and we do not use any data augmentation. We utilize a single model to generate future trajectories for all three categories.

Model ensemble details. We trained 7 variants of our model for conducting the model ensemble, where the variables includes the number of decoder layers (e.g., 6, 9), the number of motion queries (e.g., 6, 64, 100), and the hidden feature dimension (e.g., 256, 512). As mentioned in Sec. 2.3, the predicted results of 7 models are finally combined with NMS to generate the final results.

3.2. Main Results

Table 1 shows the top 10 entries of the final leaderboard of 2022 Waymo Open Dataset Motion Prediction challenge. Our approach ranked 1st place on the leaderboard, and surpasses all other submissions with remarkable margins in terms of Soft mAP, mAP and the miss rate, which demonstrates that our approach can predict better multimodal future trajectories. Besides that, as shown in Table 2, we also report the per-class performance of our single-model results and the model ensemble results for reference.

4. Conclusion

In this technical report, we present a Motion Transformer framework for multimodal motion prediction. We adopt a small set of novel motion query pairs, where each motion query pair takes charge of predicting future trajectory of a specific motion mode to stabilize the training process and also generate better multimodal motion predictions.