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Abstract

Recently, Transformer-based methods, which predict polygon points or Bezier curve control points for localizing texts, are popular in scene text detection. However, these methods built upon detection transformer framework might achieve sub-optimal training efficiency and performance due to coarse positional query modeling. In addition, the point label form exploited in previous works implies the reading order of humans, which impedes the detection robustness from our observation. To address these challenges, this paper proposes a concise Dynamic Point Text DETection TRansformer network, termed DPText-DETR. In detail, DPText-DETR directly leverages explicit point coordinates to generate position queries and dynamically updates them in a progressive way. Moreover, to improve the spatial inductive bias of non-local self-attention in Transformer, we present an Enhanced Factorized Self-Attention module which provides point queries within each instance with circular shape guidance. Furthermore, we design a simple yet effective positional label form to tackle the side effect of the previous form. To further evaluate the impact of different label forms on the detection robustness in real-world scenario, we establish an Inverse-Text test set containing 500 manually labeled images. Extensive experiments prove the high training efficiency, robustness, and state-of-the-art performance of our method on popular benchmarks. The code and the Inverse-Text test set are available at https://github.com/ymy-k/DPText-DETR.

Introduction

Text reading and understanding have aroused increasing research interest in the computer vision community (Liao et al. 2021; Liao et al. 2020a; Liu et al. 2020b, 2021a; Zhang et al. 2020; Singh et al. 2019; He et al. 2022; Du et al. 2022; Liu et al. 2020a; Qiao et al. 2021; Zhou et al. 2021), due to the wide range of practical applications, such as autonomous driving (Zhang and Tao 2020). To achieve it, as a prerequisite, scene text detection has been studied extensively. However, the distinction of scene text, e.g., complex styles and arbitrary shapes make detection remain challenging.

Figure 1: (a) Comparison of coarse (top) and our explicit (bottom) positional query modeling. (b) The original label implies the reading order of humans. (c) The original label induces the detector to implicitly learn the reading order, resulting in some flaws, such as false positives. Green points are the predicted start points of clockwise reading order. (d) The detector cannot learn the reading order well even with extensive rotation augmentation.

Recently, DETR (Carion et al. 2020) introduces Transformer (Vaswani et al. 2017) to object detection, forming a concise and seminal end-to-end framework. Following DETR, lots of works (Zhu et al. 2020; Dai et al. 2021b; Wang et al. 2021; Meng et al. 2021; Liu et al. 2022; Wang et al. 2022) further improve the training convergence and performance. For example, DAB-DETR (Liu et al. 2022) offers insights on the query which can be formed by a content point and a positional point, and proves that the positional part is essential for the training convergence. However, the above detection transformers predicting axis-aligned boxes fall short in handling arbitrary-shape scene texts. In response,
recent DETR-like methods (Zhang et al. 2022d; Tang et al. 2022) predict polygon control points or Bezier curve control points following ABCNet (Liu et al. 2020b). Specifically, TESTR (Zhang et al. 2022d) enables Deformable DETR (Zhu et al. 2020) to predict polygon results in a subtle manner. TESTR uses anchor box proposals from the Transformer encoder to generate positional queries and provide position prior for control point content queries, as shown in the top part of Fig. 1(a). However, the position prior from box information is coarse and mismatches the target of predicting points to some extent, which impacts the training efficiency. We abbreviate it as the query formulation issue.

In addition, although the scheme of predicting control points enables novel solutions to scene text detection, it also introduces an issue w.r.t the order of the points. In detail, previous related works adopt the label form of control points according to the reading order of human, as shown in Fig. 1(b). This scheme is straightforward, while we are curious about whether it is necessary to enable the detector to localize the text as the human does for understanding the text. Previous works do not investigate the impact of such control point label form. However, interestingly, we find this form harms the detection robustness when there are inverse-like texts in the training dataset, even though the ratios of such texts are quite low, e.g., about 2.8% in Total-Text (Ch’ng, Chan, and Liu 2020), 5.2% in CTW1500 (Liu et al. 2019), and 5.3% in ICDAR2019 ArT (Chng et al. 2019). We denote it as the label form issue. Some detection flaws caused by this issue are shown in Fig. 1(c). Since there are few inverse-like texts in existing benchmarks, we collect an Inverse-Text test set to further investigate the impact of this label form on detection robustness in real-world scenario. The collected dataset contains 500 scene images with about 40% inverse-like texts. We hope Inverse-Text can inspire and facilitate future researches through the preliminary attempt in data by filling the gap of lacking inverse-like texts in existing test sets.

To address the query formulation issue and the label form issue, we propose a novel Dynamic Point Text DETection Transformer network termed DPText-DETR. In terms of the query formulation issue, we propose an Explicit Point Query Modeling (EPQM) method. Specifically, instead of using boxes, we directly utilize point coordinates to get positional queries, as illustrated in the bottom part of Fig. 1(a). With the explicit and complete point formulation, the model is able to dynamically update points in decoder layers. Moreover, non-local self-attention lags behind convolution in capturing spatial inductive bias. Hence, we propose an Enhanced Factorized Self-Attention (EFSA) module leveraging circular convolution (Peng et al. 2020) to explicitly model the circular form of polygon points and complement the pure self-attention. In terms of the label form issue, we design a practical positional label form, which makes the start points independent of the semantic content of texts. With this simple operation, it can noticeably improve the detection robustness. Overall, our main contributions are three-fold:

- We investigate the impact of control point label form and design a practical positional label form to improve the detection robustness. We also establish a novel Inverse-Text test set to fill the gap of lacking inverse-like texts in existing datasets.
- DPText-DETR sets new state-of-the-art on representative arbitrarily-shaped scene text detection benchmarks. It also has fast convergence and promising data efficiency.

Related Work

Detection Transformers

Transformer (Vaswani et al. 2017) originates from machine translation and soon becomes popular in computer vision community (Dosovitskiy et al. 2020; Liu et al. 2021b; Xu et al. 2021; Zhang et al. 2022a,b). Recently, the seminal DETR (Carion et al. 2020) treats object detection as a set prediction problem and proposes a concise end-to-end framework without complex hand-crafted anchor generation and post-processing. However, DETR suffers from significant slow training convergence and inefficient usage of high resolution features, which have sparked the following researches in detection transformers. For example, Deformable-DETR (Zhu et al. 2020) attends to sparse features to address above issues. DE-DETR (Wang et al. 2022) identifies the key factor that affects data efficiency is sparse feature sampling. DAB-DETR (Liu et al. 2022) uses dynamic anchor boxes as position queries in Transformer decoder to facilitate training. In comparison, in our study, we recast the query in point formulation to handle arbitrary-shape scene texts and speed up training.

Contour-based Text Detection and Spotting

From the perspective of modeling text contour, ABCNet (Liu et al. 2020b) predicts Bezier curve control points to adaptively fit arbitrarily-shaped texts for the first time. To enhance the capability to localize highly-curved texts, FCENet (Zhu et al. 2021) models text instances with Fourier contour fitting. In contrast, TextBPN and its extension (Zhang et al. 2021, 2022c) segment various probability maps and use them as priors to generate coarse boundary proposals, then iteratively refine boundary points with graph convolution or Transformer encoder. Considering that segmentation might be sensitive to noise, PCR (Dai et al. 2021a) proposes to progressively evolve the initial text proposal to arbitrarily shaped contours in a top-down manner in the convolution framework. More recently, inspired by detection transformers, FSG (Tang et al. 2022) samples a few representative features and uses Transformer encoder layers to implicitly group them, then predicts Bezier curve control points for localization. In comparison, TESTR (Zhang et al. 2022d) proposes a box-to-polygon scheme for text contour modeling, which utilizes box proposals from Transformer encoder as position queries to guide learnable control points content queries. We conjecture that the box information is coarse for point target in detection, which hinders efficient training. Hence, our work investigates the explicit and complete point query formulation in detection transformer framework.
Methodology

This paper studies the scene text detection problem by developing an efficient Transformer-based decoder and investigating the influence of control point labels on the detection robustness. In more details, we propose an Explicit Point Query Modeling (including Prior Points Sampling and Point Update) method and an Enhanced Factorized Self-Attention module. In this section, we first briefly describe the overall pipeline and then detail the implementation.

Overview

The overall model architecture is illustrated in Fig. 2. In general, given a scene text image, we use a CNN backbone followed by a Transformer encoder to extract features. After the final encoder layer, multiple axis-aligned boxes are generated as proposals. With the center point and scale information of each box, a certain number of initial control point coordinates can be uniformly sampled on the top and bottom sides. In this way, these point coordinates can be used as suitable reference points for the deformable cross-attention module. In the decoder, point coordinates are encoded and added to corresponding control point content queries to form composite queries. The composite queries are firstly sent to EFSA to further mine their relative relationships and then fed into the deformable cross-attention module. Then control point coordinate prediction head is adopted to dynamically update the reference points layer-by-layer to better fit arbitrary-shape scene text. Finally, prediction heads are used to generate class confidence scores and N control point coordinates for each text instance. During training, we follow (Zhang et al. 2022d) to calculate losses for classification and control points. More details are described as follows.

Positional Label Form

The original label form shown in Fig. 1(b) is in line with human reading order. However, this form induces detector to implicitly learn the order, which increases the learning burden and confuse the model when the texts are in different orders during training. Moreover, even with sufficient rotation augmentations during training, it is difficult for the detector to correctly predict the reading order from visual features alone, as shown in Fig. 1(d).

To ease the difficulty, we present a positional label form to guide the detector to distinguish the top and bottom sides of scene text in a pure spatial sense without considering the concrete content of texts. As illustrated in Fig. 3, the positional label form mainly follows two simple rules: clockwise order and independent of text content. Specifically, we make the order of all original point labels in clockwise. If the original top side of text instance lies in the bottom position, the starting point is adjusted to this side, otherwise, it is on the fixed default side.

Explicit Point Query Modeling

Prior Points Sampling. It is remarkable to transform axis-aligned box predictions into polygons that fit scene text with a concise yet effective operation, i.e., the box-to-polygon scheme proposed by TESTR (Zhang et al. 2022d). Here, we briefly review this scheme. Concretely, after the final encoder layer, each anchor box provided by a top-K proposals generator is encoded, and then shared by N control point content queries. The resulting composite queries \(Q(i)\) \((i = 1, \ldots, K)\) can be formulated as follows:

\[
Q(i) = P(i) + C = \varphi((x, y, w, h)\(i) + (p_1, \ldots, p_N)) \tag{1}
\]

where \(P\) and \(C\) represent the positional and the content part of each composite query, respectively. \(\varphi\) is the sine positional encoding function followed with a linear and normalization layer. \((x, y, w, h)\) represents the center coordinate and scale information of each anchor box. \((p_1, \ldots, p_N)\) is the \(N\) learnable control point content queries shared across \(K\) composite queries. Note that we set the detector with the query formulation in Eq. (1) as our baseline. From Eq. (1),
we can find that different control point content queries share the same anchor box prior information in each instance. Although the prior facilitates the prediction of control point positions, it mismatches the point targets to some extent. Content queries lack respective explicit position priors to exploit in the box sub-region.

Motivated by the positional label form and the shape prior that the top and bottom side of a scene text are usually close to the corresponding side on bounding box, we sample $N$ point coordinates $point_n (n = 1, \ldots, N)$ uniformly on the top and bottom side of each anchor box, respectively:

$$point_n = \begin{cases} 
(x - \frac{w}{2} + \frac{(n-1) \times w}{N-1}, y - \frac{h}{2}), & n \leq \frac{N}{2} \\
(x - \frac{w}{2} + \frac{(N-n) \times w}{N-1}, y + \frac{h}{2}), & n > \frac{N}{2} \n 
\end{cases}$$

(2)

With $(point_1, \ldots, point_N)$, we can generate composite queries using the following complete point formulation:

$$Q^{(i)} = \varphi((point_1, \ldots, point_N)^{(i)}) + (p_1, \ldots, p_N).$$

(3)

In this way, $N$ control point content queries enjoy their respective explicit position prior, resulting in the superior training convergence.

**Point Update.** With the point coordinates, we can refine point positions layer-by-layer and use the updated positions as new reference points for deformable cross-attention. In comparison, TESTR directly adopts the anchor boxes information to generate position queries. Therefore, it is hard to perform refinement between decoder layers. Specifically, in our model, we update control points in each decoder layer after getting respective offsets $(\Delta x, \Delta y)$ by a prediction head, as illustrated in the decoder layer part of Fig. 2.

**Discussion.** We also notice that the very recent work BoundaryFormer (Lazarow, Xu, and Tu 2022) adopts a similar point query formulation in the instance segmentation task. BoundaryFormer aims at predicting polygons yet uses instance mask supervision. In BoundaryFormer, a fully convolutional detector (Ren et al. 2015; Tian et al. 2019) is exploited to predict object boxes. Next, a diamond is initialized for each box. Then, a Transformer decoder is used to refine the position of vertexes. Between decoder layers, new points are inserted between existing ones to produce fine polygons. In comparison, we aim to address the training concerned issue by modeling explicit and complete point queries. In our model, a fixed number of points are sampled on the top and bottom sides of each proposal box before the Transformer decoder, according to the shape prior that texts can be located with only two sides. The explicit point formulation enables the decoder to iteratively refine points for more precise final predictions in both BoundaryFormer and our model. However, in our DETR-based model, the explicit point query formulation is further explored to address the relatively slow convergence issue.

**Enhanced Factorized Self-Attention**

Following (Zhang et al. 2022d), we exploit Factorized Self-Attention (FSA) (Dong et al. 2021) in our baseline. In FSA, an intra-group self-attention ($SA_{\text{intra}}$) across $N$ subqueries belonging to each of the $Q^{(i)}$ is firstly exploited to capture the relationship between different points within each text instance. After $SA_{\text{intra}}$, an inter-group self-attention ($SA_{\text{inter}}$) across $K$ composite queries is adopted to capture the relationship between different instances. We conjecture that the non-local $SA_{\text{intra}}$ falls short in capturing the circular shape prior of polygon control points. Hence, we leverage the local circular convolution (Peng et al. 2020) to complement FSA, forming the Enhanced Factorized Self-Attention. Concretely, $SA_{\text{intra}}$ is firstly performed to get queries $Q_{\text{intra}} = SA_{\text{intra}}(Q)$, where keys are the same as $Q$ while values exclude the positional part. Meanwhile, locally enhanced queries are generated: $Q_{\text{local}} = ReLU(BN(\text{CirConv}(Q)))$. Then, fused queries can be obtained: $Q_{\text{fuse}} = LN(FC(C + LN(Q_{\text{intra}} + Q_{\text{local}})))$, where $C$ represents the content queries used as a shortcut, $FC$ is a fully connected layer, $BN$ is BatchNorm, and $LN$ is LayerNorm. Next, the relationships between different instances are mined: $Q_{\text{inter}} = SA_{\text{inter}}(Q_{\text{fuse}})$. After that, $Q_{\text{inter}}$ is sent to the deformable cross-attention module. Using one circular convolution layer with four-neighborhood achieves the best trade-off between performance and inference speed. We adopt this setting for experiments.

**Experiments**

We conduct experiments on three arbitrary-shape scene text benchmarks: Total-Text (Ch’ng, Chan, and Liu 2020), CTW1500 (Liu et al. 2019) and ICDAR19 ArT (Chng et al. 2019). Ablation studies are conducted on Total-Text to verify the effectiveness of each component of our methods.

**Datasets**

First, we briefly introduce the exploited datasets. SynthText 150K (Liu et al. 2020b) is a synthesized dataset for arbitrary-shape scene text, containing 94,723 images with multi-oriented text and 54,327 images with curved text. Total-Text (Ch’ng, Chan, and Liu 2020) consists of 1,255 training images and 300 test images. Word-level polygon annotations are provided. Rot.Total-Text is a test set derived from the Total-Text test set. Since the original label form induces model to generate unstable prediction as shown in Fig. 1(c), we apply large rotation angles $(45^\circ, 135^\circ, 180^\circ, 225^\circ, 315^\circ)$ on images of the Total-Text test set to examine the model robustness, resulting in 1,800 test images including the original test set. CTW1500 (Liu et al. 2019) contains 1,000 training images and 500 test images. Textline level annotations are presented. ICDAR19 ArT (Chng
For deformable attention. The number of both encoder and decoder layers is set to 6. The composite queries number \( K \) is 100 and default control points number \( N \) is 16. We follow the hyper-parameter setting of loss used in the detection part of (Zhang et al. 2022d). Models are trained with 4 NVIDIA A100 (40GB) GPUs and tested with 1 GPU.

In ablation studies, we do not pre-train models to intuitively reveal the training convergence on Total-Text. We train models on Total-Text for 120k without rotation data augmentation and directly test them on Rot.Total-Text and Inverse-Text to verify the robustness. To help the model adapt to different text orders, we additionally rotate Total-Text training images with six angles \((-45^\circ, -30^\circ, -15^\circ, 15^\circ, 30^\circ, 45^\circ)\) representing normal cases, and rotate all normal cases for \(180^\circ\) representing inverse cases. When using rotation data, we train models for 200k iterations.

The complete training process is divided into two stages: pre-training stage and finetuning stage. The batch size is set to 8. For Total-Text and CTW1500, following (Zhang et al. 2022d; Liu et al. 2021a), the detector is pre-trained on a mixture of SynthText 150K, MLT (Nayef et al. 2019) and Total-Text for 350k iterations. The initial learning rate \( (\text{lr}) \) is \(1 \times 10^{-4}\) and is decayed to \(1 \times 10^{-5}\) at 280k. We finetune it on Total-Text for 20k iterations, with \(5 \times 10^{-5}\) \(\text{lr}\) which is divided by 10 at 16k. We adopt 13k finetuning iterations for CTW1500, with \(2 \times 10^{-5}\) \(\text{lr}\). For ICDAR19 ArT, following (Du et al. 2022; Baek et al. 2020), we adopt LSVT (Sun et al. 2019) during pre-training. We use a mixture of SynthText 150K, MLT, ArT and LSVT to pre-train the model for 400k iterations. \(\text{lr}\) is \(1 \times 10^{-4}\) and is decayed to \(1 \times 10^{-5}\) at 320k. Then, we finetune it on ArT for 50k iterations, with \(5 \times 10^{-5}\) \(\text{lr}\) which is divided by 10 at 40k. We use the AdamW optimizer (Loshchilov and Hutter 2018) with \(\beta_1 = 0.9\), \(\beta_2 = 0.999\) and weight decay of \(10^{-4}\). Data augmentation strategies such as random crop, random blur, brightness adjusting, and color change are applied. Note that rotation data mentioned above is only used in finetuning stage for each benchmark. We adopt multiscale training strategy with the shortest edge ranging from 480 to 832, and the longest edge kept within 1600.

### Comparison with State-of-the-art Methods

We test our method on Total-Text, CTW1500, and ICDAR19 ArT. Quantitative results compared with previous methods are presented in Tab. 1. Our method achieves consistent state-of-the-art performance. Compared with other detectors, for example, DPText-DETR outperforms TexBPN++ by 0.5%, 3.3%, and 2.3% in terms of F-measure on Total-

| Method                          | Backbone | Total-Text | CTW1500 | ICDAR19 ArT |
|---------------------------------|----------|------------|---------|-------------|
|                                |          | P         | R       | F          | P         | R       | F          | P         | R       | F       |
| TextSnake (Long et al. 2018)    | VGG16    | 82.7      | 74.5    | 78.4       | 67.9      | 85.3    | 75.6       | -         | -       | -       |
| PAN (Wang et al. 2019)          | Res-18   | 89.3      | 81.0    | 85.0       | 86.4      | 81.2    | 83.7       | -         | -       | -       |
| CRAFT (Baek et al. 2019)‡       | VGG16    | 87.6      | 79.9    | 83.6       | 86.0      | 81.1    | 83.5       | 77.2      | 68.9    | 72.9    |
| TextFuseNet (Ye et al. 2020)‡   | Res50    | 87.5      | 83.2    | 85.3       | 85.8      | 85.0    | 85.4       | 82.6      | 69.4    | 75.4    |
| DB (Liao et al. 2020b)‡         | Res50-DEN| 87.1      | 82.5    | 84.7       | 86.9      | 80.2    | 83.4       | -         | -       | -       |
| PCR (Dai et al. 2021a)          | DLAS4    | 88.5      | 82.0    | 85.2       | 87.2      | 82.3    | 84.7       | 84.0      | 66.1    | 74.0    |
| ABCNet-v2 (Liu et al. 2021a)    | Res50    | 90.2      | 84.1    | 87.0       | 85.6      | 83.8    | 84.7       | -         | -       | -       |
| I3CL (Du et al. 2022)           | Res50    | 89.2      | 83.7    | 86.3       | 87.4      | 84.5    | 85.9       | 82.7      | 71.3    | 76.6    |
| TextBPN++ (Zhang et al. 2022c)  | Res50    | 91.8      | 85.3    | 88.5       | 87.3      | 83.8    | 85.5       | 81.1      | 71.1    | 75.8    |
| FSG (Tang et al. 2022)          | Res50    | 90.7      | 85.7    | 88.1       | 88.1      | 82.4    | 85.2       | -         | -       | -       |
| TESTR-polygon (Zhang et al. 2022d) | Res50    | 93.4      | 81.4    | 86.9       | 92.0      | 82.6    | 87.1       | -         | -       | -       |
| SwinTextSpotter (Huang et al. 2022) | Swin     | -        | -       | 88.0       | -         | -       | 88.0       | -         | -       | -       |
| DPText-DETR (ours)              | Res50    | 91.8      | 86.4    | 89.0       | 91.7      | 86.2    | 88.8       | 83.0      | 73.7    | 78.1    |

Table 1: Quantitative detection results on benchmarks. “P”, “R” and “F” denote Precision, Recall and F-measure, respectively. “‡” means that the results on ICDAR19 ArT are collected from the official website (Chng et al. 2019).

![Figure 4: Qualitative results on Total-Text, CTW1500, and ICDAR19 ArT, from left to right.](image-url)
Text, CTW1500, and ICDAR2019 ArT, respectively. Moreover, DPText-DETR leads I3CL by 2.7%, 2.9%, and 1.5% F-measure on the three benchmarks. Compared with FSG, our method achieves 0.9% and 3.6% higher F-measure on Total-Text and CTW1500. DPText-DETR also outperforms the state-of-the-art SwinTextSpotter by 1.0% and 0.8% in terms of F-measure on Total-Text and CTW1500. Some visual results are provided in Fig. 4. It shows that DPText-DETR performs well on straight, curve, and even dense long texts. A failure case is also shown, i.e., the right bottom image in ICDAR19 ArT, where the polygon prediction is affected by extremely compact curved texts.

### Ablation Studies

As mentioned before, pre-training is not used in all experiments of this subsection. Main ablation results are reported in Tab. 2. Notably, compared with previous pre-trained models, DPText-DETR without pre-training can still achieve competitive performance (F-measure: 86.79%).

**Positional Label Form.** As shown in Tab. 2, when the positional label form is used, the F-measure scores on all test sets are improved. For example, the comparison between the line 1 and line 2 in the table demonstrates that the F-measure is improved by 0.68% on Total-Text, 3.90% on Rot.Total-Text and 3.07% on Inverse-Text, which validates the effectiveness for model robustness. Moreover, positional label form can synergize better with rotation augmentation than the original form to improve the detection performance and robustness. When using rotation, the positional label form also contributes to faster convergence as shown in Fig. 5(a).

**EPQM.** In Tab. 2, we investigate the effectiveness of EPQM. EPQM intuitively boosts the performance and makes the major contribution to the convergence as shown in Fig. 5(a). Moreover, EPQM significantly enhances the few-shot learning ability. As shown in Tab. 3, when the training iterations and data volume are decreased, huge performance degradation of baseline models turns up, while the models with EPQM are far less affected.

**EFSA.** In Tab. 2 and Tab. 3, we verify the effectiveness of EFSA. The comparison between line 5 and line 6 in Tab. 2 shows that EFSA can improve the F-measure by 0.89%. Tab. 3 shows that EFSA enables the model to learn better with fewer samples. For example, when the training data volume is 25%, compared with the model only equipped with EPQM, the model with both EPQM and EFSA achieves an extra gain of 11.95% F-measure on Total-Text and 7.83% F-measure on Inverse-Text. Moreover, as shown in Fig. 5(a), EFSA can further promote the training convergence and the model with all components achieves about six times faster convergence than the baseline in the initial training stage. We find EFSA is more effective when predicting polygon control points. Since Bezier curve control points do not affect the model’s F-measure, compared with the model only equipped with EPQM and EFSA, the EPQM and EFSA only contribute to faster convergence as shown in Fig. 5(a).

---

**Table 2: Ablations on test sets.** “Pos.Label” denotes the positional label form. Without EFSA means the FSA is used instead.

| ID | Pos.Label | EPQM | EFSA | Rotation | Total-Text F | FPS | Rot.Total-Text F | FPS | Inverse-Text F | FPS |
|----|-----------|------|------|----------|-------------|-----|-----------------|-----|---------------|-----|
| 1  | ✓         |      |      |          | 83.90       | 18.5| 70.02           | 20.2| 77.63          | 18.9|
| 2  | ✓         |      |      |          | 84.58       | 18.5| 73.92           | 20.2| 80.70          | 18.9|
| 3  | ✓         |      |      |          | 85.15       | 17.9| 71.28           | 19.7| 79.44          | 18.5|
| 4  | ✓         | ✓    |      |          | 85.86       | 17.3| 72.60           | 18.9| 80.33          | 18.3|
| 5  | ✓         | ✓    |      |          | 85.28       | 17.9| 74.87           | 19.7| 81.56          | 18.5|
| 6  | ✓         | ✓    | ✓    |          | 86.17       | 17.3| 74.99           | 18.9| 81.99          | 18.3|

| ID | Pos.Label | EPQM | EFSA | TD-Ratio | Total-Text F | Improv. | Inverse-Text F | Improv. |
|----|-----------|------|------|----------|-------------|---------|---------------|---------|
| 1  | ✓         |      |      |          | 86.07       | 18.5   | 70.02         | 20.2    | 77.63          | 18.9    |
| 2  | ✓         |      |      |          | 86.07       | 18.5   | 70.02         | 20.2    | 77.63          | 18.9    |
| 3  | ✓         |      |      |          | 86.07       | 18.5   | 70.02         | 20.2    | 77.63          | 18.9    |
| 4  | ✓         |      |      |          | 86.07       | 18.5   | 70.02         | 20.2    | 77.63          | 18.9    |
| 5  | ✓         |      |      |          | 86.07       | 18.5   | 70.02         | 20.2    | 77.63          | 18.9    |
| 6  | ✓         |      |      |          | 86.07       | 18.5   | 70.02         | 20.2    | 77.63          | 18.9    |

Table 3: Fewer iterations and training data test. The positional label form is adopted. “TD-Ratio”: the training data ratio compared with the original one. “Improv.”: the improvement on F-measure. In the first three rows, models are only trained for 12k iterations on Total-Text without rotation augmentation and directly tested on Inverse-Text. In the rest parts, we randomly sample training data according to TD-Ratio while keeping the equivalent training epochs as used in the first three rows. We train 6k iterations for the middle three models and 3k iterations for the last ones.
Table 4: Quantitative analysis on EPQM. The results are test on Total-Text without using positional label and EFSA.

Table 5: Results of spotters on Inverse-Text. “repro.” and “None” indicates our experiment using official released code and the end-to-end results without using lexicon.
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