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Abstract

The present work demonstrates a robust protocol for probing localized electronic structure in condensed-phase systems, operating in terms of a recently proposed theory for decomposing the results of Kohn-Sham density functional theory in a basis of spatially localized molecular orbitals [Eriksen, J. Chem. Phys. 153, 214109 (2020)]. In an initial application to liquid, ambient water and the assessment of the solvation energy and the embedded dipole moment of H$_2$O in solution, we find that both properties are amplified on average—in accordance with expectation—and that correlations are indeed observed to exist between them. However, the simulated solvent-induced shift to the dipole moment of water is found to be significantly dampened with respect to typical literature values. The local nature of our methodology has further allowed us to evaluate the convergence of bulk properties with respect to the extent of the underlying one-electron basis set, ranging from single-ζ to full (augmented) quadruple-ζ quality. Albeit a pilot example, our work paves the way towards future studies of local effects and defects in more complex phases, e.g., liquid mixtures and even solid-state crystals.
Bulk Decompositions at the KS-DFT Level of Theory
Although the concept of local properties in extended bulk systems is easily contested as being ambiguous, its accurate and stringent determination by means of computational methodologies need not necessarily be. To that end, the properties of a single water molecule will be inherently different from those in liquid water, insofar as the electronic structure of an individual monomer in a droplet undoubtedly differs from that of its isolated counterpart due to charge transfer and delocalization effects. Divergences from isolated (vacuum) results will fundamentally be driven by perturbations to the local electronic structure of the embedded monomer, in addition to structural distortions mediated by the environment, and any consistent attempt at distinguishing individual property contributions to that of the bulk will inevitably prove difficult as a result. Although this will hold true for both the experimental and computational sides of things, the latter will benefit from being able to effectively interlink alterations to the electronic structure in the solvation process that drives the transition from a water molecule in isolation to what constitutes a minimal droplet model.\(^1\)

If bulk properties are sought after as resolved into individual monomeric contributions, however, the employed methodology must partition the total quantities into a set of inherent terms that are subject to a number of requirements. First, local contributions must rely on objects that themselves remain spatially local, while simultaneously allowing for the effect of any nearby environment to fold into them. Second, the magnitude of a local (monomeric) property needs to stay satisfactorily invariant upon an enlargement of the underlying one-electron basis set—in addition to augmentations by diffuse functions—to make the involved simulations computationally tractable. Finally, the employed partitioning scheme should ideally stay sensitive enough to vary upon a refinement in the treatment of the electronic structure, if indeed correlation effects happen to be significant in the system at hand (which need not necessarily be the case). While the opposite would be desirable as well, the ability to encode an increased degree of physics into the computations and, in turn, benefit from this by having the added scrutiny reflected in the final results is, at the very least, theoretically
appealing. We will here demonstrate this very point by presenting results for the solvation shifts to both monomer ground-state energies and dipole moments, as obtained at both the uncorrelated Hartree-Fock (HF) level and by using exchange-correlation \((xc)\) functionals belonging to various rungs of the Kohn-Sham density functional theory (KS-DFT) hierarchy.\(^2\)

In a recent paper,\(^3\) we set out to demonstrate how to decompose mean-field (MF) molecular energies and dipole moments by means of a spatially localized orbital basis. Importantly, the decomposition of these properties was mediated by dividing the full 1-electron reduced density matrix (1-RDM) into a set of contributions associated with either the specific bonds or atoms of a given system, without recourse to an explicit partitioning of the electron density. Specifically, Ref. 3 outlined how to decompose first-order electronic properties in a basis of atom-specific 1-RDMs, \(\{\delta\}\), which themselves are defined according to the definition:

\[
\delta_K = \sum_\sigma \delta_{K,\sigma} = \sum_\sigma \sum_i d_{i,\sigma} p_{i,\sigma}^K. \tag{1}
\]

In turn, the objects in Eq. 1 are defined via a set of 1-RDMs, \(d_{i,\sigma} = C_{i,\sigma} C_{i,\sigma}^T\), unique to the individual occupied spin-\(\sigma\) molecular orbitals (MOs) of the system, \(C_{i,\sigma}\), and a set of population weights of all \(N_\sigma\) MOs of \(\alpha-/\beta\)-spin on a given atom \(K\), \(\{p^K\}\). The earlier investigations in Ref. 3 clearly emphasised how the population weights used to assign \(\{d\}\) should ideally not be drawn from regular Mulliken population analyses,\(^4\) but rather be recast into an alternative basis of reduced dimension, such as, the intrinsic AOs (IAOs) courtesy of Knizia.\(^5\)

Using the atom-specific 1-RDMs in Eq. 1, an MF energy may be reformulated into the following, partitioned form amongst the \(M_{\text{atom}}\) atoms of the system at hand

\[
E_{\text{MF}} = \sum_{K} E_{\text{elec},K}(D, \delta_K) + (E_{xc,K}(\rho, \varrho_K)) + E_{\text{nuc},K}, \tag{2}
\]
in terms of nuclear and electronic contributions that read as

\[ E_{\text{nuc},K} = Z_K \sum_{K \neq L} \frac{Z_L}{|r_K - r_L|} \quad (3a) \]

\[ E_{\text{elec},K} = \text{Tr}[T_{\text{kin}} \delta_K] + \frac{1}{2}(\text{Tr}[V_K D] + \text{Tr}[V_{\text{nuc}} \delta_K]) + \frac{1}{2} \sum_{\sigma} \text{Tr}[G_{\sigma}(D) \delta_{K,\sigma}] \quad (3b) \]

\[ E_{xc,K} = \text{Tr}[\epsilon_{xc}(\rho) \rho_K] \quad (3c) \]

In Eq. 3a, \( Z_K \) and \( r_K \) denote the nuclear charge and position of atom \( K \), while the kinetic energy and nuclear attraction operators in Eq. 3b are denoted by \( T_{\text{kin}} \) and \( V_{\text{nuc}} \), respectively, alongside the attractive potential associated with atom \( K \), \( V_K \), and an effective Fock potential, \( G_{\sigma} \). In Eq. 3b, \( D \) denotes the full, spin-summed 1-RDM, while the \( xc \) energy in Eq. 3c is expressed in terms of the computed energy density, \( \epsilon_{xc} \), as derived from the total electronic density, \( \rho \), and possibly its derivatives, which are quantities that may be trivially defined in an atom-specific manner, \( \{ \rho_K \} \), by proceeding through \( \{ \delta_K \} \). Likewise, a molecular dipole moment—irrespective of the employed level of MF theory—may be expressed as

\[ \mu_{\text{MF}} = \sum_{K}^{M_{\text{atom}}} \mu_{\text{elec},K}(\delta_K) + \mu_{\text{nuc},K} \quad (4) \]

with nuclear and electronic contributions defined as

\[ \mu_{\text{nuc},K}^\alpha = Z_K r_K^\alpha \quad (5a) \]

\[ \mu_{\text{elec},K}^\alpha = -\text{Tr}[\tilde{\mu}_K^\alpha \delta_K] \quad (5b) \]

in terms of AO dipole integrals, \( \tilde{\mu}_K^\alpha \), for each of the Cartesian components, \( \alpha = x, y, z \).

Provided with the theoretical setting above, a number of degrees of freedom in simulating a local bulk property still exist. The electronic contributions in Eqs. 3 and 5 are fundamentally defined in terms of a spatially localized MO basis, so which choice should one
ideally make for constructing this? In the context of the present study, we will use so-called intrinsic bond orbitals (IBOs),\textsuperscript{5} as defined by a standard Pipek-Mezey (PM) optimization scheme,\textsuperscript{6} but using atomic charges derived from IAO- rather than Mulliken-based populations.\textsuperscript{7} In Figs. S1 and S2 of the Supporting Information (SI), results obtained using IBOs are compared to corresponding results obtained using either regular PM or Foster-Boys\textsuperscript{8} (FB) localized MOs, in addition to results based on the equally lossless, but theoretically different energy density analysis (EDA) partitioning by Nakai,\textsuperscript{9,10} in which the total 1-RDM gets partitioned solely on the basis of which atoms the individual AOs are localized on (that is, irrespective of any further population measures). In our earlier study,\textsuperscript{3} IBOs were found to be generally far superior to both FB and PM localized MOs, as these tended to yield unsystematic results for a selection of different systems. However, all three kinds of localized MOs are found to give comparable results in the present context, cf. Figs. S1 and S2 of the SI, which present results using either of the pc-1 and aug-pc-1 basis sets,\textsuperscript{11} respectively. In fact, the consistency of the results obtained using any of the three choices of localized MOs increases in augmenting the pc-1 basis set by diffuse functions, whereas the opposite is pronouncedly true in the case of the EDA results, which are devoid of any ground for interpretation in the more realistic of the two basis sets. This discrepancy is due to the fact that the contributions yielded by EDA are intimately tied to the employed AOs rather than actual atoms, which, in turn, renders the decomposition somewhat predefined and insensitive to changes in the electronic structure. Add to that the observation that the EDA partitioning possesses no strict basis set limit, and we are ultimately left with IBOs (alongside IAOs for computing the weights in Eq. 1) as a viable and rigorous option, and we will henceforth make exclusive use of these throughout the remainder of the present work.

In simulating local properties within a liquid bulk phase, one will need to sample dynamical effects both configurationally and radially by saturating results both with respect to fluctuations that come about as a result of temperature and the average local environment
surrounding a central monomer unit. Simulating the actual bulk may be done by means of several treatments, e.g., force fields\textsuperscript{12} or \textit{ab initio} molecular dynamics\textsuperscript{13} (AIMD), of which the latter constitutes the arguably most rigorous, albeit most costly option.\textsuperscript{14} The radial sampling of a local property is then carried out in a brute-force manner, by which a sphere surrounding a central monomer is incrementally enlarged until it encompasses a sufficient number of neighbours to warrant the intrinsic physics appropriately accounted for. Assuming that AIMD simulations have been properly equilibrated, the use of periodic boundary conditions (PBCs) renders the choice of central monomer to use further on relatively irrelevant. For consistency, however, it is usually wise to not only include different well-separated configurational snapshots in a sampling set, so as to avoid any autocorrelation between these, but also to extend the set of inputs by bulks centred around different monomers, which may be chosen upon at random. For samplings drawn from force-field simulations, it is reasonable just to focus on the monomer in closest proximity to the center of charge of the simulation body being employed.

In the present study, we will simulate the ground-state energy and molecular dipole moment of an embedded water monomer, as examples of prototypical local properties in a condensed phase, and we will base our study on 100 random snapshots from each of three fundamentally different samplings of liquid water: a simplified, yet flexible three-point TIP3P model\textsuperscript{18} of a spherical droplet, a more advanced four-point TIP4P/2005 model\textsuperscript{19} of a cubic box (with structural rigidity of the individual monomers enforced), and finally an AIMD simulation at the KS-DFT level of theory.\textsuperscript{20} All bulks are reasonably assumed equilibrated, and the reader is referred to the original Refs. 21–23, respectively, for further details on how the simulations were conducted. The hydrogen bonding a central monomer unit participates in is compared for the three different samplings in Fig. 1, while Figs. S3 through S5 of the SI seek to compare these in terms of their bulk composition, fluctuations to their structural configurations, as well as their local orientational tetrahedral arrangements, respectively. As
is evident from our comparisons of the bulks, quantifiable differences are indeed observed to exist between them, and it will hence prove instructive to study the extent to which these subtle, dynamical effects influence simulations of local properties within the liquid phase.

![Distributions of hydrogen bonds](image)

**Figure 1:** Distributions of hydrogen bonds whereby a central monomer unit either accepts (upper panel) or donates (lower panel) a proton in the three different samplings. As per convention, a hydrogen bond is defined in terms of a max. O–O distance of 3.5 Å and a max. angle between the donating O, donating H, and accepting O of 30°.

In terms of the electronic structure treatment, we will assess the quality of standard, restricted HF as well as a total of 4 different $xc$ functionals, namely, B3LYP, CAM-B3LYP, M06-2X, and oB97M-V. This selection of density functional approximations
(DFAs) is motivated, in part, by the favoured candidates of the rigorous evaluation of KS-DFT for the simulation of dipole moments in Ref. 30. Of these, B3LYP is arguably the most popular, not only among its own class of (hybrid) generalized gradient approximations (GGAs), but across all of the available \( xc \) functionals to date. The Coulomb-attenuated version of the functional, CAM-B3LYP, differs from the native B3LYP by implementing a mixing of short- and long-range exchange via the standard error function, while \( \omega \text{B97M-V} \) and M06-2X are meta-GGAs of the range-separated and global hybrid kind, respectively.

All KS-DFT calculations have been run with the PySCF program package,\textsuperscript{31–33} while all subsequent decompositions have been performed using the decodense code.\textsuperscript{34} The PySCF default number of (radial, angular Lebedev) grid points was used for the H and O atoms, i.e., (50, 302) and (75, 302), respectively, in combination with the standard pruning scheme, except for the double-grid integration involved in the evaluation of the nonlocal VV10 correlation for describing dispersion (van der Waals) interactions,\textsuperscript{35} for which reduced SG-1 grids were used.\textsuperscript{36} The effect of employing denser quadrature grids was assessed for the \( \omega \text{B97M-V} \) and M06-2X functionals, as these involve complex expressions for the exchange inhomogeneity factor.\textsuperscript{37} For both DFAs, negligible errors were found, i.e., much smaller than those due to the use of a truncated radial extent (see below), and on par with errors due to the density fitting approximation,\textsuperscript{38} which has similarly been invoked throughout due to its cost reductions.

Before embarking on simulating properties in each of the three bulks discussed above, we will first discuss the design of a suitable computational protocol. In Figs. S6 and S7 of the SI, results of a coarse-grained radial sampling extending outwards from a central monomer under consideration—at the B3LYP/(aug-)pc-1 level of theory—are observed to saturate at a radius well before the largest extension of \( r = 5.5 \) Å, a distance corresponding safely to the inclusion of the second solvation shell and a sphere encompassing in excess of 30 neighbouring monomers on average in all three samplings. No apparent differences in the
convergence profiles are observed by adding diffuse functions. However, bulks of this extent are bound to render KS-DFT intractable in the enlarged and augmented basis sets that are compulsory to the determination of dipole moments. For this reason, we will here advocate in favour of the use of background point charges, which are observed from Figs. S6 and S7 to accelerate radial convergence—particularly in the case of dipole moments—and thus allow for reduced bulks of $r = 4.0 \text{ Å}$, compromising the final accuracy of our simulations by only a fraction of a kcal/mol or a Debye in the case of energies and dipole moments, respectively.\textsuperscript{39}

Figure 2: Distributions of solvation energies (upper panel) and dipole moments (lower panel) for each of the three samplings and each of the four $x\epsilon$ functionals (using the aug-pc-1 basis set). In each violin, the quartiles of the underlying distribution have been displayed.

Having established an efficient and functional protocol, the main results of the present
study now follow. In Fig. 2, we report energies and molecular dipole moments, both measured as solvation shifts to corresponding vacuum results. In all three bulk samplings, HF and all of the DFAs under consideration have been evaluated in the aug-pc-1 basis set of double-\(\zeta\) quality. From the results for both properties in Fig. 2, we observe little variation in-between the different bulks. At the same time, we note how the HF results slightly differ from those obtained using KS-DFT. Within any given bulk sampling, the individual distributions are difficult to recognize from one another, bar a minor potential shift, all giving mean solvation energies and dipole moments of approximately \(-10\) kcal/mol and 0.1 D, respectively, with a pronounced positive-valued tail for the latter property. Given these similarities, we may restrict our attention to only a single combination of DFA and bulk sampling in moving towards extended basis sets, e.g., the B3LYP \(xc\) functional and the AIMD variant.

Results in basis sets ranging from augmented single- to quadruple-\(\zeta\) quality are presented in Fig. 3, which—besides verifying all conclusions based on the aug-pc-1 results in Fig. 2—reiterate the stable and rapid convergence of our decompositions with respect to basis set size first investigated in Ref. 3 (cf. also Fig. S8 of the SI, which presents Fig. 3 on a linear scale).

To inspect the findings of Figs. 2 and 3 in greater detail, we next group individual results on the basis of their local networks of hydrogen bonds, namely, the number of protons which a central monomer accepts and donates in these, cf. Fig. 4. In accordance with expectation, the monomers that accept more protons than they donate are generally stabilized more than those for which the opposite is true. This fact is also exemplified by Fig. S9 of the SI, which presents results for decomposed dipole moments along a constrained scan of the hydrogen bond in a simple water dimer. Further to that, a convincing pattern is observed to emerge for all three samplings in which shifts to ground-state energies and dipole moments are inversely proportional, in the sense that those monomers that energetically favour embedding also have net amplifications of their polar charge distributions. In support of this observation, these two simulated properties are plotted against one another in Fig. S10 of the SI where
Figure 3: Convergence of (absolute) solvation energies and dipole moments of H$_2$O in the AIMD/revPBE-D3 sampling, as calculated at the B3LYP/aug-pc-\(x\) level of theory (\(x = 0–3\)) and measured on a log-scale against results in the largest aug-pc-3 basis set.

their signs and—to a somewhat lesser degree—their magnitudes are observed to correlate. However, what neither of Figs. 4, S9, and S10 succeed in quantifying is the extent to which a monomer is actually perturbed in a given configuration; nor do they fully show what the effects of potential asymmetries present in the hydrogen bond network surrounding said monomer amount to, nor how these factors explicitly correlate with the sign and magnitude of changes to the observed properties.\(^{40}\) For this reason, all further attempts at unravelling and clarifying such relationships in bulk phases will be postponed to future studies.
Figure 4: Solvation energies and dipole moments of H$_2$O in all three samplings, as calculated at the B3LYP/aug-pc-1 level of theory. Results have been grouped on the basis of the number of protons accepted (A) and donated (D) by a central monomer in hydrogen bonds (Fig. 1).

Finally, we note how we predict the overall (averaged) shift to the dipole moment of H$_2$O to be less than what has been reported by others, e.g., in the two recent studies by Han, Isborn, and Shi (Ref. 22) and by Zhu and Van Voorhis (Ref. 23). In the former of these two, various schemes for assigning partial atomic charges (in response to local embedding environments) were evaluated, while in the latter, the authors employed the self-attractive Hartree (SAH) decomposition of the total electron density—as introduced in Ref. 41—to simulate said dipole moments. Focusing on the latter study, the decomposition used in
Ref. 23 is characterized by a single, adjustable parameter that governs the degree of density localization, whereas the scheme used throughout the present work has a dependency on the local MOs and charge population proxy of choice. However, whereas practically no variance with respect to the employed MO basis is found herein, cf. Figs. S1 and S2 of the SI, the authors behind the SAH study found two distinct pictures, one localized and the other delocalized with less and more polarizable monomer dipoles, respectively, depending on the strength of their control parameter. Agreement between Ref. 23 and the present study is met in the local limit, which yields the weakest solvation shifts, in our case by means of a protocol that remains spatially local in contrast to earlier attempts at employing localized MOs for this very purpose. In Fig. 5, we show how too crude a truncation of the local environment in a simulation of local properties—particularly in combination with the use of background point charges—will lead to an overestimation of solvation effects, notably, in the case of dipole moments. As such, only upon saturating all possible charge (de)localization and polarization effects, even in a local picture frame, may reliable results be obtained, and these properties happen to differ only very moderately from results for isolated monomers in the averaged, rather than instantaneous limit. This also serves as a warning of how the common practice of extending on conclusions drawn from smaller, idealized water clusters to the bulk limit may be inherently problematic, as local properties are anything but insensitive to the heterogeneous local environment of water and its evolution over time. Unlike the situation in ice, networks of hydrogen bonds in ambient water are disordered, exhibiting a dynamical mixture of various identifiable configurations, and the nature of molecular dipoles in solution will necessarily depend on this disorder in complex manners.

In summary, we have demonstrated how an atom-centric decomposition theory for partitioning mean-field properties in a basis of spatially localized MOs may be leveraged as a robust protocol for probing localized electronic structure in condensed-phase systems, with an initial application to solvation properties in liquid water. We find that results for both
energies and dipole moments in the bulk phase are pronouncedly invariant, not only with respect to the sophistication of the underlying sampling procedure, but also to that of the employed DFA and the involved level of theory. Importantly, we have been able to move beyond the prevailing use of modest basis sets, restating the stable and rapid convergence of our decompositions through basis sets of augmented quadruple-\(\zeta\) quality. These results have verified our in-depth analyses in the pragmatic, but in our case sufficient, aug-pc-1 basis set.
It is difficult to ascribe divergences of our simulated dipole moments from literature values, e.g., obtained by means of experimental X-ray diffraction techniques ($\mu = 2.9 \pm 0.6 \text{ D}$), as being caused by missing accounts of residual electron correlation, since all of our tested DFAs agree with one another, despite their functional differences. In addition, even experimental determinations of the monomer dipole in liquid water are not free of ambiguities, as these will all rely on some kind of fitting procedure to a model for the involved charge transfer processes, unlike in vacuum ($\mu = 1.855 \text{ D}$) where Stark effect measurements can determine equilibrium dipole moments. Instead, both the assessment and interpretation of this and related properties in solution may need be reevaluated. Measured in close proximity of the isolated monomer alone, the dipole moment of water is clearly enhanced in the condensed phase. At a distance, however, its solvation shift is consistently observed to be significantly dampened due to an effective averaging of effects related to the relocation of electronic density. This is further motivated by the fact that our final solvation energies compare nicely with the enthalpy of vaporization of liquid water (ca. 10.5 kcal/mol at 25°C). We will here argue that the present results—given the convincing saturation with respect to both electron correlation and basis set extension—provide a unique view on the dynamical interplay of individual monomers in liquid, ambient water, with potential applications of interest in data-driven models and as a training pool in the design of new force fields.
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Supporting Information

The Supporting Information collects a number of additional results in support of the main
results reported in the present Letter. The use of IBOs, PM, and FB localized MOs are
compared in Figs. S1 and S2 (also in comparison to Nakai’s EDA partitioning), in the pc-1
and aug-pc-1 basis sets, respectively. Fig. S3 depicts the radial distributions of neighbouring
monomers within each of the three samplings, while Fig. S4 depicts the distributions of bond
lengths and angles for the central monomers within the samplings. Fig. S5 quantifies the
distributions of hydrogen bonds in the three sampling through results for the corresponding
orientational tetrahedral orders to emphasize any deviations from regular tetrahedral con-
figurations. The convergences of results obtained for the energy and dipole moment of an
embedded water monomer with outwards distance are evaluated in Figs. S6 and S7, again
for each of the pc-1 and aug-pc-1 basis sets, respectively, and Fig. S8 presents the basis set
convergence results behind Fig. 3 plotted on a linear scale, rather than as absolute numbers
on a log-scale. Finally, results for decomposed molecular dipole moments along an optimized
(constrained) potential energy scan of the water dimer are presented in Fig. S9, while the
two properties in question are finally correlated against one another in Fig. S10.
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