SHARP INTERFACE LIMIT OF THE CAHN–HILLIARD REACTION MODEL FOR LITHIUM-ION BATTERIES
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Abstract. We propose a weak solution theory for the sharp interface limit of the Cahn–Hilliard reaction model, a variational PDE for lithium-ion batteries. An essential feature of this model is the use of Butler–Volmer kinetics for lithium-ion insertion, which arises as a Robin-type boundary condition relating the flux of the chemical potential to the reaction rate, itself a nonlinear function of the chemical potential and the ion concentration. To pass through the nonlinearity as interface width vanishes, we introduce solution concepts at the diffuse and sharp interface level describing dynamics principally in terms of an optimal dissipation inequality. Using this functional framework and under an energy convergence hypothesis, we show that solutions of the Cahn–Hilliard reaction model converge to a Mullins–Sekerka type geometric evolution equation.
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1. Introduction

Lithium-ion batteries play a critical role in the move towards renewable energies. However, batteries are far from reaching their potential and come with many engineering challenges. A fundamental short-coming of current lithium-ion batteries is a limited life-cycle. In the process of charging, lithium-ions intercalate into the host material of the cathode, e.g., iron phosphate FePO₄, heterogeneously thereby forming distinct regions of high and low lithium-ion concentration. Large concentration gradients induce a strain in the host material which can ultimately cause damage to the cathode. Unsurprisingly, repeated use will come with a decrease in performance (see [8, 14], and references therein). To overcome this challenge, the development and analysis of phenomenologically accurate and physically consistent models for phase separation within batteries are essential.

We consider the Cahn–Hilliard reaction (CHR) model

\[
\begin{align*}
\partial_t c &= \Delta \mu & \text{in } \Omega \times (0,T), \\
\mu &= -\epsilon \Delta c + \frac{1}{\epsilon} f'(c) & \text{in } \Omega \times (0,T), \\
\partial_n c &= 0 & \text{on } \partial \Omega \times (0,T), \\
\partial_n \mu &= R(c,\mu) & \text{on } \partial \Omega \times (0,T), \\
c(0) &= c_0 & \text{in } \Omega.
\end{align*}
\]

CHRᵦ model

introduced by Bazant, et al. (see [8, 10, 12, 44, 48]) as an electrochemically consistent model for phase separation within a nanoparticle of a lithium-ion battery. Here \( \Omega \subset \mathbb{R}^N \) is a fixed domain.
representing the nanoparticle, $c$ is the normalized lithium-ion density, the length-scale $0 < \epsilon \ll 1$ characterizes the typical width of transition layers between regions of almost-constant lithium-ion density, $f$ is a potential associated with chemical mixing, and $R$ represents the inclusion of Butler–Volmer kinetics for the insertion of lithium-ions into the domain. In contrast to other modeling paradigms, the CHR model can incorporate essential material behavior such as anisotropy [8], elasticity [12], and damage [24, 36].

The purpose of this paper is to develop a solution theory for the sharp interface limit of the CHR$_\epsilon$ model, which qualitatively elucidates how the geometry of the interface between regions of low and high lithium-ion density drives the process of phase separation and coarsening. Using formal asymptotic expansions, this question has been considered for the related viscous CHR model [31], and our result will rigorously validate this by identifying the limit as a Mullins–Sekerka type equation with a boundary reaction term accounting for the insertion of lithium-ions.

Within materials science, in both static (see, e.g., [7, 13, 18, 35, 46]) and evolutionary settings (e.g., [3, 11, 11, 11, 11, 12]), insight for energetic models can often be derived via their asymptotic limit. The classical result of Modica [34] (see also [35]) shows that for a domain $\Omega \subset \mathbb{R}^N$, the Cahn–Hilliard free energy

$$I_\epsilon[c] := \int_\Omega \left( \frac{1}{\epsilon} f(c) + \frac{\epsilon}{2} \|\nabla c\|^2 \right) dx \quad (1.2)$$

converges to a scaled perimeter/area functional

$$I_0[c_0] = \sigma \text{Area}(\partial\{c_0 = 1\} \cap \Omega), \quad \text{where } c_0: \Omega \to \{0, 1\},$$

with $f$ a two-well potential, e.g., $f(s) = s^2(s - 1)^2$, and $\sigma > 0$ the surface tension energy density (see [5, 10]). This means that the a priori complicated phase transition effectively behaves like a minimal surface when near an equilibrium. Looking to the chemical potential (later called $\mu$) associated with the first variation of $I_\epsilon$, Luckhaus and Modica [28] verified a conjecture of Gurtin’s regarding the Gibbs–Thomson relation, thereby showing that the curvature of the underlying minimal surface closely approximates the chemical potential of energy minimizers. Though the relation was explicitly derived for minimizers of $I_\epsilon$, these tools are often helpful in the study of curvature driven evolution equations (see Section 5 and also, e.g., [11, 25]).

Solutions of the CHR$_\epsilon$ model are realized in a variational framework as solutions of a doubly nonlinear differential inclusion given by

$$0 \in \partial I_\epsilon[c] - \partial \mathcal{A}_\epsilon^*(\partial_t c), \quad (1.3)$$

where $\mathcal{A}_\epsilon^*$ operates as a metric for the gradient flow that encodes the Robin-type boundary condition $\partial_t \mu = R(c, \mu)$ (see Section 3). In the case of the typical Cahn–Hilliard equation, $\mathcal{A}_\epsilon^*(z) = \|z\|^2_{H^{-1}}$, where $H^{-1}_0$ is the dual of $H^1_0 := H^1(\Omega) \cap \{u : \int_\Omega u = 0\}$ the Sobolev space with 0-mass average. Here (1.3) reduces to the standard gradient flow form

$$-\partial_t c \in \partial I_\epsilon[c], \quad (1.4)$$

where the subdifferential has values in $H^{-1}_0$.

At the fixed $\epsilon$-level, gradient flows in Banach spaces such as (1.4) are well understood, and much work in the past 30 years has been dedicated to expanding the power and generalizing gradient flow perspectives to weaker settings such as for metric spaces, optimal transport, or in relation to $\Gamma$-convergence (see, e.g., [6, 11, 11, 12]). For doubly nonlinear differential inclusions like (1.3), we refer to Mielke, et al. [33], and with specific application to the CHR$_\epsilon$ model, we refer the reader to [24, 15], and Section 4, where we prove existence of weak solutions.

Though the differential inclusion (1.4) at the $\epsilon$-level is expressed with a linear metric structure given by $H^1_0$, the limiting equation, commonly known as the Mullins–Sekerka equation (or flow), is a curvature driven geometric evolution equation over a formal Hilbert-manifold. In the seminal work of Alikakos, et al. [4], they proved convergence as $\epsilon \to 0$ of solutions of the Cahn–Hilliard equation to the Mullins–Sekerka flow assuming that a smooth solution of the limiting equation

\[ -\Delta c = \mu c(1-c)(c-\epsilon) \quad \text{in } \Omega, \quad c = 0 \quad \text{on } \partial \Omega. \]
exists. However to understand the equation in the weak setting, for instance after topological change, an alternative approach is needed.

To prove convergence of solutions of the Cahn–Hilliard equation to a weak solution of the Mullins–Sekerka flow, Chen introduced estimates on (the positive part of) the discrepancy measure, which captures the lack of an equipartition of energy \[11\]. A principle challenge is that, in contrast to the second-order Allen–Cahn equation \[22\], the maximum principle is no longer valid. Though this approach has proven widely applicable (e.g., \[1, 2, 32\]), it requires the introduction of an additional varifold (“weighted interface”) to account for the Gibbs–Thomson relation that is only valid in the domain interior, and consequently cannot account for the contact angle of the interface with the domain boundary. Further, as the evolution is given by a gradient flow, it would be natural to express the dynamics in terms of an optimal dissipation inequality.

A powerful alternative to expressing the nonlinear structure through an explicit differential inclusion as in (1.4) is the approach of De Giorgi (see \[6\] and references therein; cf. Sandier and Serfaty \[41\]), which was already partly envisioned by Onsager \[37\]. Precisely, one interprets solutions as curves of maximal slope, that is, curves that satisfy an optimal energy dissipation relation. This concept was introduced by De Giorgi, et al. for metric spaces \[16\], but has also recently found its footing for mean-curvature flows \[20\], where it is well known that the metric (geodesic) structure is degenerate. Beyond unconditional existence, in \[20\], the optimal dissolution solution concept is powerful enough to provide a weak-strong uniqueness principle for mean curvature flow. With application to the Mullins–Sekerka equation, a related solution concept was developed in the smooth setting by Le \[27\] and recently extended to the weak setting by Hensel and the second author in \[21\].

To capture the optimal dissipation for the \(\text{CHR}_\epsilon\) model as \(\epsilon \to 0\), there will be two nonlinearities to account for in (1.3): the first is the Gibbs–Thomson relation expressing the curvature of the evolving surface by the trace of the chemical potential, just as in the case of the classical Cahn–Hilliard equation; the second is the nonlinear metric structure arising from the Butler–Volmer kinetics (in the spirit of Mielke, et al. \[33\]). To account for the coupling of these nonlinearities, we will not express the velocity explicitly by an \(H^1(\Omega)\) potential (i.e., \(\partial_\tau c = \Delta \mu\)) satisfying the Gibbs–Thomson relation, as is typically done for Mullins–Sekerka (see, e.g., \[11, 29, 39\]), but instead couple the velocity with a potential representing the Gibbs–Thomson relation only through the optimal dissipation relation, consistent with \[20\] and \[21\].

The principal result of the paper is given in Theorem 5.5, which we summarize here.

**Theorem.** Any sequence of (weak) solutions \(c_\epsilon\) of the \(\text{CHR}_\epsilon\) model (1.1) with well-prepared initial conditions has a subsequence converging to some limit \(c: \Omega \times [0, T) \to \{0, 1\}\) as \(\epsilon \to 0\).

Under an energy convergence hypothesis, the limit \(c\) is a weak solution of the Mullins–Sekerka reaction model, a geometric evolution equation (see Definition 5.1).

The paper is outlined as follows. In Section 3 we develop a functional framework that is applicable to the variational structure of the \(\text{CHR}_\epsilon\) model and the limiting sharp interface model. Though not the principle motivation of the paper, it is of interest that in Section 4 we prove existence of weak solutions for the \(\text{CHR}_\epsilon\) with \(\epsilon > 0\) fixed. To do this, we introduce a solution concept based on the optimal dissipation, which under mild-regularity assumptions is consistent with more traditional distributional formulations as used in \[24\] and \[45\]. Finally, in Section 5 we introduce strong and weak formulations of the Mullins–Sekerka reaction model. Therein, we prove that smooth solutions of the weak formulation are in fact strong solutions (Theorem 5.3). Further, we obtain precompactness of the solution space as \(\epsilon \to 0\) and show that solutions of the \(\text{CHR}_\epsilon\) model converge to weak solutions of the Mullins–Sekerka reaction model in Theorem 5.5.

The primary contribution of this paper to the existing literature on models for lithium-ion batteries is the rigorous derivation of the effective behavior of phase-field geometry on the dynamics of coarsening, confirming the sharp interface limit identified for a related viscous \(\text{CHR}_\epsilon\) model using formal asymptotic expansions in \[31\]. The primary mathematical contribution is the refinement of a functional framework and introduction of solution concepts that account for...
the nonlinear Robin-type boundary condition \( \partial_n \mu = R(c, \mu) \) and capture the dynamics of the diffuse and sharp interface models via an optimal dissipation inequality.

2. Assumptions

We will make use of a collection of assumptions to prove existence of weak solutions to the CHR\( _\nu \) model. In application [44], the potential \( f \) is given by a logarithmic two-well function and the reaction \( R \) is an exponential type function. As is commonly done, we will make the non-physical assumption that \( f \) and \( R \) have polynomial growth. We also include some structural assumptions on \( f \) and \( R \), but these are satisfied in application as well (cf. [44]). We remark that the truncation type arguments of [17] might possibly be used to remove the polynomial-growth assumption on \( f \); however, it is unlikely such an approach would carry over for \( R \) (see also [47] and Lemma 3.1).

For convenience, one can always think of \( 2^* - \delta \), introduced below, as equal to 2.

(i) For some \( 0 < \delta \leq 2^* - 2 \), we assume that the chemical energy density is governed by a function \( f \in C^3(\mathbb{R}) \) such that, for some \( C > 0 \),

\[
f(s) \geq \frac{1}{C}|s|^{|\max\{1, 2(2^*-\delta)-1\}} - C \quad \text{and} \quad |f''(s)| \leq C(|s|^{2^*/2-1} + 1) \tag{2.1}
\]

for all \( s \in \mathbb{R} \). Here \( 2^* \) is the dimension dependent Sobolev exponent: \( 2^* = \frac{2N}{N-2} \) if \( N \geq 3 \) and is any fixed constant greater than 2 if \( N \leq 2 \). Likewise \( 2^\# \) is the optimal parameter for the trace embedding given by \( 2^\# := \frac{2(N-1)}{N-2} \) if \( N \geq 3 \) and any fixed constant greater than 2 if \( N \leq 2 \). We also use the notation \( p' \) to refer to the conjugate exponent of \( p \), which satisfies \( \frac{1}{p} + \frac{1}{p'} = 1 \). Furthermore, we assume that \( f \) is a double-well potential, that is, \( f(0) = f(1) = 0 \) and \( f(s) > 0 \) for all \( s \notin \{0, 1\} \).

(ii) For the reaction rate function \( R \), we assume that there is a constant \( C > 0 \) such that

\[
\partial_w G(s, w) = R(s, w) \tag{2.3}
\]

for all \( s \in \mathbb{R} \) and \( w \in \mathbb{R} \). We suppose that the reaction rate is strictly decreasing in the second variable, in the sense that there is \( C > 0 \) such that

\[
(R(s, w_2) - R(s, w_1))(w_2 - w_1) \leq -\frac{1}{C}|w_2 - w_1|^2 \tag{2.4}
\]

for all \( s \in \mathbb{R} \) and \( w_1, w_2 \in \mathbb{R} \). Further, for some \( C > 0 \) and \( \delta > 0 \) introduced above, the growth condition

\[
|R(s, w)| \leq C(|s| + |w|^{2^\#-\delta-1} + 1) \tag{2.5}
\]

holds for all \( s \in \mathbb{R} \) and \( w \in \mathbb{R} \). We assume there is a constant \( C > 0 \) such that the pointwise bound

\[
|R(s, \pm 1)| \leq C \tag{2.6}
\]

is satisfied for any choice of \( s \in \mathbb{R} \).

Testing (2.4) with \( w_2 = 1 \) or \(-1\) and \( w_1 = 0 \), and using (2.6), we find that \( |R(s, 0)| \leq C \) for some constant \( C > 0 \). From this bound and (2.4) it follows there is \( C > 0 \) such that, for all \( s \in \mathbb{R} \) and \( w \in \mathbb{R} \),

\[
-wR(s, w) \geq \frac{1}{C}|w|^2 - C. \tag{2.7}
\]

To derive growth conditions of the function \( G \), we may, without loss of generality, replace \( G(s, w) \) by \( G(s, w) - G(s, 0) \) thereby enforcing \( \partial_s G(s, 0) = 0 \). Consequently, the fundamental theorem of calculus, (2.5), and Young’s inequality imply

\[
|G(s, w)| \leq C(|s||w| + |w|^{2^\#-\delta} + 1) \leq C(|s|^{(2^\# - \delta)' + 1} + |w|^{2^\#-\delta} + 1) \tag{2.8}
\]

for all \( s \in \mathbb{R} \) and \( w \in \mathbb{R} \).
Remark 2.1. Existence of $G \in C^1(\mathbb{R}^2)$ satisfying (2.3) implies that we may without loss of
generality assume
$$G(s, w) := \int_0^w R(s, \rho) \, d\rho.$$  

With this remark in hand, we can derive coercivity conditions for $-G$ as well:
$$G(s, w) = \int_0^w R(s, \rho) \, d\rho \leq \int_0^w \left( -\frac{1}{C}\rho + R(s, 0) \right) \, d\rho \leq -\frac{1}{C}|w|^2 + C|w| \leq -\frac{1}{C}|w|^2 + C,$$  
where the computation was done for $w > 0$, but the final inequality holds for all $w \in \mathbb{R}$.

Remark 2.2. We note that the coercivity hypothesis arising in (2.1) is needed to improve trace
estimates for weak solutions of the CHR$_\epsilon$ model (1.1) uniform in $\epsilon > 0$. This estimate will inter-
act with (2.8), which appears in the metric of the gradient flow structure, to give an appropriate
compactness on the time derivative of solutions of (1.1) for the sharp interface limit.

In this vein, changing the coercivity (2.1) to have growth (2.5).

3. Functional Framework

We introduce a framework, which naturally extends the functional framework based on the
inverse Laplacian $(-\Delta)^{-1} : H_0^1(\Omega) \rightarrow H_0^1(\Omega)$ used to express the Cahn–Hilliard equation to a setting
appropriate for the CHR$_\epsilon$ model. We build off of a novel functional framework introduced by
Kraus and Roggensack [24] to find solutions of a viscous CHR model. In their exposition,
duality revolves around $L^2(\Omega)$, which is the natural space for an Allen–Cahn type equation,
but in the case of the CHR$_\epsilon$ model, the gradient flow structure is succinctly captured when
the primary functions spaces are $H^1(\Omega)$ and its dual $H^1(\Omega)^*$.

This approach and a coercivity estimate (Lemma 3.1 below) will allow us to prove existence of weak solutions to the CHR$_\epsilon$
model (1.1) on domains with limited regularity assumptions and no viscosity (cf. [24]) and will
further capture the dissipation dynamics for the sharp interface model.

We introduce functionals to define the gradient structure. Let
$$\mathcal{A} : L^{(2^-\delta')}((\partial \Omega) \times H^1(\Omega)) \rightarrow \mathbb{R} \cup \{\infty\},$$  
$$\mathcal{A}(c, v) := \frac{1}{2} \int_\Omega \|
abla v\|^2 \, dx - \int_{\partial \Omega} G(c, v) \, d\mathcal{H}^{N-1}.$$  

This functional is proper, lower semi-continuous, and convex in the second input by assumptions
(2.3), (2.4), and (2.8). Furthermore, define
$$\mathcal{B} : L^{(2^-\delta')}((\partial \Omega) \times H^1(\Omega)) \rightarrow H^1(\Omega)^*,$$  
$$\langle \mathcal{B}(c, v), \xi \rangle_{H^1(\Omega)^*, H^1(\Omega)} := \int_\Omega \nabla v \cdot \nabla \xi \, dx - \int_{\partial \Omega} R(c, v) \xi \, d\mathcal{H}^{N-1}.$$  

Under the monotonicity assumption (2.4) and growth condition (2.5) on $R$, we can show
for fixed $c \in L^{(2^-\delta')}((\partial \Omega)$ that $\mathcal{B}_c(\cdot) := \mathcal{B}(c, \cdot)$ is strictly monotone, bounded, and coercive.
Consequently, we may define (see Lemma 1 in [24]) the bounded and continuous inverse operator
$$\mathcal{B}^{-1}(v^*) := \mathcal{B}_c^{-1}(v^*).$$  

Setting $\mathcal{A}_c(\cdot) := \mathcal{A}(c, \cdot)$, using (2.3) and (2.5), given that the directional derivative in $H^1(\Omega)$ of
$\mathcal{A}_c$ at $v \in H^1(\Omega)$ may be explicitly computed, we have
$$v^* \in \partial \mathcal{A}_c(v) \subset H^1(\Omega)^* \iff v^* = \mathcal{B}(c, v).$$  

Hence, we can encapsulate equations $\partial_t c = \Delta \mu$ and $\partial_t \mu = R(c, \mu)$ of (1.1) in the inclusion
$$-\partial_c \subset \partial \mathcal{A}_c(\mu),$$  

where the computation was done for $w > 0$, but the final inequality holds for all $w \in \mathbb{R}$.
Furthermore as the right hand side is maximized over the Gateaux derivative, it must satisfy the following relation for all $\xi$:

$$\langle v^*, \xi \rangle_{H^1(\Omega)^*, H^1(\Omega)} = \langle v^* \rangle_{H^1(\Omega)^*, H^1(\Omega)} - C_\alpha \|v^*\|_{H^1(\Omega)} - C_\alpha.$$

Since $2\# - \delta > 1$, there is a unique maximizer $v_0$ to the latter supremum, and computing the Gateaux derivative, it must satisfy the following relation for all $\xi \in H^1(\Omega)$:

$$\langle v^*, \xi \rangle_{H^1(\Omega)^*, H^1(\Omega)} = (2\# - \delta)C_\alpha \|v_0\|_{H^1(\Omega)}^{2\# - \delta - 2}(v_0, \xi)_{H^1(\Omega)}.$$

Furthermore as the right hand side is maximized over the $H^1(\Omega)$ unit ball at $\xi = v_0/\|v_0\|_{H^1(\Omega)}$, this implies

$$\frac{1}{\|v_0\|_{H^1(\Omega)}} \langle v^*, v_0 \rangle_{H^1(\Omega)^*, H^1(\Omega)} = \|v^*\|_{H^1(\Omega)^*} = (2\# - \delta)C_\alpha \|v_0\|_{H^1(\Omega)}^{2\# - \delta - 1}.$$
Consequently, evaluating the supremum in (3.9) at its maximizer, we find
\[
\mathcal{A}_c^*(v^*) \geq \langle v^*, v(0) \rangle_{H^1(\Omega)^*, H^1(\Omega)} - C_\alpha \|v_0\|_{H^1(\Omega)^*}^{2^\# - \delta} - C_\alpha \\
= (2^\# - \delta - 1)C_\alpha \|v_0\|_{H^1(\Omega)^*}^{2^\# - \delta} - C_\alpha \\
= \frac{(2^\# - \delta - 1)C_\alpha}{((2^\# - \delta)(C_\alpha)^{2(2^\# - \delta)})^{(2^\# - \delta)}} \|v^*\|_{H^1(\Omega)^*}^{2^\# - \delta} - C_\alpha.
\]
Up to redefinition of $C_\alpha$, this completes the lemma. \qed

4. Existence of Solutions for the CHR$_\epsilon$ Model

To characterize the limiting behavior of solutions to the CHR$_\epsilon$ model (1.1), we introduce a solution concept at the fixed $\epsilon > 0$ level in which the optimal dissipation inequality plays a fundamental role. Subsequently, a proposition allows us to connect this weak solution concept to a more standard distributional formulation. Finally, we prove existence of solutions in Lipschitz domains using a minimizing movements scheme.

Definition 4.1. Let $\Omega \subset \mathbb{R}^N$ be an open bounded set with Lipschitz boundary. We say that $c$ is a weak solution of the CHR$_\epsilon$ model (1.1) on $\Omega \times (0, T)$ if for $\delta > 0$ as in (2.7)
\[
c \in L^\infty(0, T; H^1(\Omega)) \cap C([0, T); L^2(\Omega)), \\
\partial_t c \in L^{(2^\# - \delta)}(0, T; H^1(\Omega)^*), \\
c(0) = c_0 \in H^1(\Omega),
\]
and there exists $\mu \in L^2(0, T; H^1(\Omega))$ such that the sharp energy dissipation inequality
\[
I_c[c(T_*)] + \int_0^{T_*} \mathcal{A}_c(\mu) + \mathcal{A}_c^*(-\partial_t c) \, dt \leq I_c[c_0]
\]
holds for almost every $T_*$ in $(0, T)$, where $\mu = \mu(x, t)$ is given by
\[
\int_\Omega \mu(t) \xi \, dx = \int_\Omega \left( \epsilon \nabla c(t) \cdot \nabla \xi + \frac{1}{\epsilon} f'(c(t)) \xi \right) \, dx,
\]
for all $\xi \in H^1(\Omega)$ and almost every $t$ in $(0, T)$.

We remark that (4.2) encapsulates the relation $\mu = -\epsilon \Delta c + \frac{1}{\epsilon} f'(c) = \partial_t I_c[c]$ and $\partial_c c = 0$, which in conjunction with (4.1) provides the relation $\mu = \partial_t \mathcal{A}_c^*(-\partial_t c)$, as in (3.4) and (3.5). This connection is discussed in Remark 4.3 below. Thereby (1.1) and (4.2) compactly represent the CHR$_\epsilon$ model (1.1).

In the context of the Cahn–Hilliard and Mullins-Sekerka equations, there are a variety of ways that $H^1(\Omega)$ is considered in relation to its dual $H^1(\Omega)^*$. The chemical potential $\mu \in H^1(\Omega)$ is related to $\partial_t c \in H^1(\Omega)^*$ through the Neumann Laplacian, while $\partial_c c \in H^1(\Omega)^*$ is realized as the derivative of $c$ through the evolution triple $H^1(\Omega) \hookrightarrow L^2(\Omega) \hookrightarrow H^1(\Omega)^*$. As such, the setting briefly discussed by Ambrosio, Gigli, and Savaré [6, Section 1.4], which recovers the differential inclusion from the dissipation, does not directly apply, as $c$ is not an absolutely continuous curve in $H^1(\Omega)$. However, this is rectified in our situation via the following proposition.

Proposition 4.2. Let $\Omega \subset \mathbb{R}^N$ be a bounded, open set with $C^2$ boundary. Assume hypothesis (2.7) holds. If $c \in L^\infty(0, T; H^1(\Omega)) \cap L^2(0, T; H^2(\Omega)) \cap H^1(0, T; H^1(\Omega)^*)$ with $\mu \in L^2(0, T; H^1(\Omega))$ satisfying (3.3), then $t \mapsto I_c[c(t)]$ is absolutely continuous on $[0, T]$ and for almost every $t$ in $(0, T)$
\[
\frac{d}{dt} I_c[c(t)] = \langle \partial_t c(t), \mu(t) \rangle_{H^1(\Omega)^*, H^1(\Omega)}. 
\]
Proof. For notational ease, we let $\epsilon = 1$. Extending $c$ by reflection, we may assume $(0, T)$ is replaced by $\mathbb{R}$. For $\phi_\eta : \mathbb{R} \to \mathbb{R}$ a mollifier with radius $\eta > 0$, we can mollify in time to find $c_\eta := c \ast \phi_\eta \in C^\infty(\mathbb{R}; H^2(\Omega))$, which converges to $c$ in the space $L^2(0, T; H^1(\Omega)) \cap H^1(0, T; H^1(\Omega)^*)$. 

As \( f'(c) \in L^2(0, T; H^1(\Omega)) \) by \( c \)'s regularity assumptions, \( \mu_\eta \in L^2(0, T; H^1(\Omega)) \) may be defined as in \((4.2)\) and can explicitly be written as \( \mu_\eta = (\mu - f'(c)) \ast \phi_\eta + f'(c_\eta) \). We have regularized \( c_\eta \) only in time, which allows us to retain the relation \((4.2)\) between \( c_\eta \) and \( \mu_\eta \).

We will show that
\[
\frac{d}{dt} I_1[c_\eta(t)] = \langle \partial_t c_\eta(t), \mu_\eta(t) \rangle_{H^1(\Omega)^*, H^1(\Omega)}.
\]

First for \( \tau > 0 \), we use Taylor’s theorem to rewrite the difference quotient for the nonlinearity \( f(c_\eta) \) in terms of \( c_\eta \) as
\[
\frac{f(c_\eta(t + \tau)) - f(c_\eta(t))}{\tau} = f'(c_\eta(t)) \frac{c_\eta(t + \tau) - c_\eta(t)}{\tau} - f'(c_\eta(t)) \frac{c_\eta(t) - c_\eta(t)}{\tau} + f'(c_\eta(t)) \frac{c_\eta(t) - c_\eta(t)}{\tau},
\]
where \( I_{t,\eta,\tau} \) is the interval with endpoints \( c_\eta(t) \) and \( c_\eta(t + \tau) \). Note that like the values \( c_\eta \), the length of the interval varies with \( x \in \Omega \). Taking the absolute value and integrating in space, we bound the right-hand side of the above estimate using \((2.1)\), \( c_\eta \in L^\infty(0, T; H^1(\Omega)) \hookrightarrow L^\infty(0, T; L^{2q}(\Omega)) \), Hölder’s inequality with \( p = \frac{2^q}{2^q-2} \) and \( q = \frac{2^q}{2^q+2} \), the fundamental theorem of calculus, Jensen’s inequality, and \( \frac{4}{2^q+2} \leq 1 \) by
\[
\frac{\tau}{2} \int_\Omega \| f'' \|_{L^\infty(I_{t,\eta,\tau})} \left( \frac{c_\eta(t + \tau) - c_\eta(t)}{\tau} \right)^2 \, dx \\
\leq \tau C \left( \| c_\eta \|_{L^\infty(0,T;H^1(\Omega))} + 1 \right) \left( \int_\Omega \left( f(1) (f(1)) + \| \nabla c_\eta(t + s) \|_2^2 \right) \, dx \right)^{1/2} \\
\leq \tau^{1-\frac{1}{q}} C \left( \| c_\eta \|_{L^\infty(0,T;H^1(\Omega))} + 1 \right) \left( \int_\Omega \int_0^T (\partial_t c_\eta)^2 \, dt \, dx \right)^{1/2} + 1 = \tau^{1-\frac{1}{q}} C(c, \eta).
\]

We apply estimates \((4.3)\) and \((4.4)\) centered at \( t \) and \( t + \tau \) and use the relation \((4.2)\) in the following computation:
\[
\frac{d}{dt} I_1[c_\eta(t)] = \lim_{\tau \to 0} \int_\Omega \frac{f(c_\eta(t + \tau)) - f(c_\eta(t))}{\tau} \, dx \\
= \lim_{\tau \to 0} \int_\Omega \frac{1}{2} \left( f'(c_\eta(t + \tau)) \frac{c_\eta(t + \tau) - c_\eta(t)}{\tau} + f'(c_\eta(t)) \frac{c_\eta(t) - c_\eta(t)}{\tau} \right) \\
\left( \| \nabla c_\eta(t + \tau) - \nabla c_\eta(t) \|_2^2 + (\| \nabla c_\eta(t + \tau) - \nabla c_\eta(t) \|_2^2) \right) \\
= \lim_{\tau \to 0} \int_\Omega \frac{1}{2} (\mu_\eta(t + \tau) + \mu_\eta(t)) \frac{c_\eta(t + \tau) - c_\eta(t)}{\tau} \, dx \\
= \langle \partial_t c_\eta(t), \mu_\eta(t) \rangle_{H^1(\Omega)^*, H^1(\Omega)}.
\]

Consequently, for \( 0 < s < t < T \), by the fundamental theorem of calculus,
\[
I_1[c_\eta(s)] + \int_s^t \langle \partial_t c_\eta(t), \mu_\eta(t) \rangle_{H^1(\Omega)^*, H^1(\Omega)} \, dt = I_1[c_\eta(t)].
\]

Passing to the limit as \( \eta \to 0 \), we find
\[
I_1[c(s)] + \int_s^t \langle \partial_t c(t), \mu(t) \rangle_{H^1(\Omega)^*, H^1(\Omega)} \, dt = I_1[c(t)],
\]
for almost all \( 0 < s < t < T \), which concludes the theorem. \( \square \)

**Remark 4.3.** We note that if \( c \) is a solution of the CHRe model in the sense of Definition \((4.2)\)
satisfying the hypothesis of Proposition \((4.2)\) (which given the solution definition only additionally imposes domain regularity and that \( \partial_t c \in L^2(0, T; H^1(\Omega)^*) \)), then \((4.1)\) implies
\[
A_{c(t)}(\mu(t)) + A_{\mu(t)}(-\partial_t c(t)) \leq \langle -\partial_t c(t), \mu(t) \rangle_{H^1(\Omega)^*, H^1(\Omega)}
\]
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for almost every $t \in (0, T)$. This inequality shows us that there is equality in the case of the Legendre–Fenchel inequality for $A_c(\cdot)$ (see (3.7)) and consequently $-\partial_t c(t) \in \partial A_{c(t)}(\mu(t))$, which by (3.8) may be reinterpreted as

$$
-\langle \partial_t c(t), \xi \rangle_{H^1(\Omega)^*, H^1(\Omega)} = \int_{\Omega} \nabla \mu(t) \cdot \nabla \xi \, dx - \int_T R(c(t), \mu(t)) \xi \, d\mathcal{H}^{N-1} \quad \text{for all } \xi \in H^1(\Omega),
$$

which is perhaps the expected weak formulation in terms of distributional derivatives.

Furthermore, from a result of the second author’s thesis [15], for a sufficiently regular domain and with $2^\# - \delta = 2$, there exists $c \in L^2(0, T; H^3(\Omega)) \cap H^1(0, T; H^1(\Omega)^*)$ such that $c(t) \to c_0$ in $H^1(\Omega)$ as $t \downarrow 0$ and both (4.2) and (4.3) are satisfied. By (3.3) and (4.5), we have $-\partial_t c(t) \in \partial A_c(\mu(t))$ for almost every $t$ in $(0, T)$. Then using Proposition 4.2 and equality in the Legendre–Fenchel inequality (3.6), we have

$$
\frac{d}{dt} I_c(t) + A_{c(t)}(\mu(t)) + A_{c(t)}^*(-\partial_t c(t)) = 0
$$

for almost every $t$ in $(0, T)$. Integrating the above equality on $(s, T)$, and then letting $s \downarrow 0$ implies that the optimal energy dissipation relation (4.4) is also satisfied. Consequently under mild regularity assumptions, a weak solution with distributional formulation as in (4.5) is equivalently characterized by the optimal dissipation relation as in Definition 4.1.

To account for the case when $2^\# - \delta > 2$, i.e., $R$ is superlinear, we will turn directly to the minimizing movements scheme to recover a solution in the sense of Definition 4.1. For the reader’s convenience, we outline the essential elements of this argument, for which the general strategy is contained in [6, Chapter 3].

**Theorem 4.4.** Let $\Omega \subset \mathbb{R}^N$ be a bounded, open set with Lipschitz boundary. Assume hypotheses (2.1) to (2.6) hold. For $T > 0$, $\epsilon > 0$, and $c_0 \in H^1(\Omega)$, there exists a solution of the CHR model (1.2) in the sense of Definition 4.1.

**Proof.** Step 1: Minimizing movements scheme. For $\tau = \tau_m := T/m > 0$, with $m \in \mathbb{N}$, we define the following iterative scheme. Let $c^0 \tau = c_0$. Define

$$
c^i \tau := \arg\min_{c \in H^1(\Omega)} \left\{ I_c(t) + \tau A_{c^{i-1}}^*(\frac{-c - c^{i-1}}{\tau}) \right\},
$$

where $I_c$ and $A^*$ are defined in (1.2) and (3.5), respectively. As in [24, Lemma 7], by the direct method, minimizers exist.

Define $c^\tau$ the piecewise constant function

$$
c^\tau(t) := c^i \tau \quad \text{if } t \in [i\tau, (i + 1)\tau),
$$

and $\tilde{c}^\tau$ the linear interpolant

$$
\tilde{c}^\tau(t) := \frac{(i + 1)\tau - t}{\tau} c^i \tau + \frac{t - i \tau}{\tau} c^{i+1} \tau \quad \text{if } t \in [i\tau, (i + 1)\tau).
$$

We now introduce the variational interpolant $\tilde{c}^\tau$ given by $\tilde{c}^\tau(i\tau) := c^i \tau$ and for all other $t$

$$
\tilde{c}^\tau(t) := \arg\min_{c \in H^1(\Omega)} \left\{ I_c(t) + (t - \tau[t/\tau]) A_{c^\tau}^* \left( -\frac{c - c^\tau(t)}{t - \tau[t/\tau]} \right) \right\},
$$

Motivated by (3.8), we use a difference quotient for the time derivative and define the interpolating chemical potential $\tilde{\mu}^\tau$ by

$$
\tilde{\mu}^\tau(t) := \frac{c^\tau(t) - c^{\tau-1}(t)}{t - \tau[t/\tau]} \quad \text{for } t \neq \tau[t/\tau].
$$

**Step 2: Optimal dissipation for approximation.** We show that for $i \in \mathbb{N}_0$

$$
I_{c^{i+1}} + \int_{i\tau}^{(i+1)\tau} \left( A_{c^\tau}^*(\tilde{\mu}^\tau) + A_{c^\tau}^*(-\partial_t \tilde{c}^\tau) \right) \, dt \leq I_{c^i}.
$$

(4.9)
For simplicity, we drop the subscript \( \tau \) and, without loss of generality, suppose that \( i = 0 \). Define the function

\[
F(t) := I_c[\tilde{c}(t)] + t\mathcal{A}_c^* \left( \frac{\tilde{c}(t) - c_0}{t} \right).
\]

We **claim** that \( F(t) \) is continuous on \( (0, \tau] \) and that for all \( t \in (0, \tau) \)

\[
\partial_+ F(t) := \limsup_{s \downarrow t} \frac{F(s) - F(t)}{s - t} \leq -\mathcal{A}_c(\tilde{\mu}(t)).
\]

(4.10)

Supposing momentarily that we have proven the claim, we show how to obtain (4.9). By Lemma 3.11, \( \mathcal{A}_c(\tilde{\mu}(t)) > -C \) for some \( C > 0 \) for all \( t \). Using this bound in (4.10), we have that \( \partial_+(F(t) - Ct) < 0 \) for all \( t \in (0, \tau) \). To see that \( t \mapsto F(t) - Ct \) is non-increasing suppose to the contrary that there are \( t \) and \( s \) in \( (0, \tau) \) such that \( t < s \) and

\[
F(t) - Ct < F(s) - Cs,
\]

and define

\[
t_0 := \inf \{ t' : t < t', \ F(t) - Ct < F(t') - Ct' \}.
\]

By continuity, \( F(t_0) - C t_0 = F(t) - Ct \), and \( \partial_+(F(t_0) - Ct_0) \geq 0 \), a contradiction confirming that the function \( F(t) - Ct \) is non-increasing. From this, it follows that \( F \) belongs to \( BV_{loc}(\{0, \tau]) \) with \( D_a F = \partial_+ F \mathcal{L}^1(0, \tau) \) and the singular part of its derivative is non-increasing, i.e., \( \frac{dD_a F}{d|D_a F|} \leq 0 \).

We integrate and use the relation (4.10) on \( (s, \tau) \) to find

\[
F(\tau) - F(s) = \int_s^\tau dDF \leq \int_s^\tau -\mathcal{A}_c(\tilde{\mu}(t)) \, dt.
\]

(4.11)

By the definition of \( F(s) \), we have that \( F(s) \leq I_c[c_0] + s\mathcal{A}_c^*(0) \). Using this inequality in (4.11), we recover (4.9) by letting \( s \rightarrow 0 \).

We now prove the claim. First, to see that \( F \) is continuous on \( (0, \tau] \) (it is always finite), suppose that there is \( t_i \rightarrow t \) such that \( \lim_{i \rightarrow \infty} F(t_i) = \alpha \neq F(t) \). If \( \alpha < F(t) \), then up to a subsequence, there is \( \tilde{c} \in H^1(\Omega) \) such that \( \tilde{c}(t_i) \rightharpoonup \tilde{c} \) weakly in \( H^1(\Omega) \). Up to a further subsequence, \( \frac{\tilde{c}(t_i) - c_0}{t_i} \rightarrow \frac{\tilde{c} - c_0}{t} \) strongly in \( H^1(\Omega)^* \). Applying lower semi-continuity of \( I_c \) and continuity of \( \mathcal{A}_c^* \), we have

\[
I_c[\tilde{c}] + t\mathcal{A}_c^* \left( \frac{\tilde{c} - c_0}{t} \right) \leq \alpha < F(t),
\]

a contradiction. Similarly, if \( \alpha > F(t) \), we can contradict the definition of \( F(t_i) \) by using \( \tilde{c}(t) \) as a competitor for \( t_i \) sufficiently close to \( t \). This concludes the proof of continuity.

To obtain the bound (4.10), let \( t < s \) and note by optimality of \( \tilde{c}(s) \) at \( s \), one has

\[
F(s) \leq F(t) + s\mathcal{A}_c^* \left( \frac{\tilde{c}(t) - c_0}{t} \right) - t\mathcal{A}_c^* \left( \frac{\tilde{c}(t) - c_0}{s} \right).
\]

Rearranging the above inequality and dividing by \( s - t \), we find (4.10) using (3.6), (4.8), and (3.7) as follows:

\[
\limsup_{s \downarrow t} \frac{F(s) - F(t)}{s - t} \leq \frac{d}{ds} \bigg|_{s=t} \left[ s\mathcal{A}_c^* \left( \frac{\tilde{c}(t) - c_0}{s} \right) \right]
\]

\[
= \mathcal{A}_c^* \left( \frac{\tilde{c}(t) - c_0}{t} \right) + t \left\langle \partial\mathcal{A}_c^* \left( \frac{\tilde{c}(t) - c_0}{t} \right), \frac{\tilde{c}(t) - c_0}{t^2} \right\rangle
\]

\[
= \mathcal{A}_c^* \left( \frac{\tilde{c}(t) - c_0}{t} \right) - \left\langle -\frac{\tilde{c}(t) - c_0}{t}, \tilde{\mu}(t) \right\rangle_{H^1(\Omega)^*, H^1(\Omega)} = -\mathcal{A}_c(\tilde{\mu}(t)).
\]

**Step 3: Compactness.** Telescoping, the dissipation relation (4.9) implies that for \( i \in \mathbb{N}_0 \)

\[
I_c[\tilde{c}(i\tau)] + \int_0^{i\tau} \left( \mathcal{A}_{c^*}(\tilde{\mu}_r) + \mathcal{A}_{c^*}(-\partial_+ \tilde{c}_r) \right) \, dt \leq I_c[c_0].
\]

(4.12)
Further, taking outer variations at the minimum \( \hat{c} \) from (4.7) in the direction of \( \xi \in H^1(\Omega) \) identified as an element of \( H^1(\Omega)^* \) via the triple \( \xi \in H^1(\Omega) \hookrightarrow L^2(\Omega) \hookrightarrow H^1(\Omega)^* \) and using the definition of \( \hat{\mu}_\tau \) in (4.8), for almost every \( t \in (0, T) \), we have

\[
(\hat{\mu}_\tau(t), \xi)_{L^2(\Omega)} = \int_\Omega (\nabla \hat{c}_\tau(t) \cdot \nabla \xi + f'(\hat{c}_\tau(t))\xi) \, dx. \tag{4.13}
\]

To obtain compactness for passing to the limit in these equations, we directly estimate norms. First, from (4.12), (2.9), and Lemma 3.1 we have that

\[
\|\hat{c}_\tau\|_{L^\infty(0, T; H^1(\Omega))} + \|\hat{c}_\tau\|_{L^\infty(0, T; H^1(\Omega))} + \|\hat{c}_\tau\|_{L^\infty(0, T; H^1(\Omega))} \leq C, \\
\|\hat{\mu}_\tau\|_{L^2(0, T; H^1(\Omega))} + \|\partial_t \hat{c}_\tau\|_{L^2(0, T; H^1(\Omega))} \leq C \tag{4.14}
\]

for some \( C > 0 \).

Using the second bound from (4.14), one can show by Jensen’s inequality that

\[
\int_0^{T-\delta} \|c^-_\tau(t + \delta) - c^-_\tau(t)\|_{H^1(\Omega)}^{(2\delta - \delta')'} \, dt \to 0 \text{ uniformly in } \tau \text{ as } \delta \to 0. \tag{4.15}
\]

From the definition of \( \hat{c}_\tau \) in (4.7) and Lemma 3.1 one has that (4.15) holds for \( \hat{c}_\tau \) too. Consequently, by the Aubin–Lions–Simon compactness theorem [43], we have that \( c^-_\tau, \hat{c}_\tau, \text{ and } \hat{c}_\tau \) converge to \( c \in L^\infty(0, T; H^1(\Omega)) \cap W^{1, (2\delta - \delta')'}(0, T; H^1(\Omega)) \) in \( L^{2}\delta - \delta'(0, T; L^2(\Omega)) \). Note it is not a priori clear that the limits coincide, but this directly checked as in [21] Theorem 1 or [45] Lemma 4.2.7. Further, if one keeps track of the traces, using the triple

\[
c \in H^1(\Omega) \hookrightarrow (c, \text{Tr}(c)) \in L^2(\Omega) \times L^{2\delta - \delta'}(\partial \Omega) \hookrightarrow c \in L^2(\Omega) \subset H^1(\Omega)^*
\]

as in [45] Lemma 4.2.7, we also find that \( \text{Tr}(c^-_\tau) \in L^\infty(0, T; L^{2\delta - \delta'}(\partial \Omega)) \) converges to \( \text{Tr}(c) \) strongly in \( L^2(0, T; L^{2\delta - \delta'}(\partial \Omega)) \). Lastly, it is clear that \( \hat{\mu}_\tau \) converges weakly in \( L^2(0, T; H^1(\Omega)) \) to some \( \mu \).

**Step 4: Passing to the limit.** To pass to the limit in (4.13) and recover (4.5), one can integrate in time, pass to the limit \( \tau \downarrow 0 \), and then localize in time. To pass to the limit in the dissipation (4.12), one can apply the argument of Theorem 5.5 to see that

\[
\int_0^s (A_c(\mu) + A^-_c(\partial_t c)) \, dt \leq \liminf_{\tau \downarrow 0} \int_0^s (A_c^-(\hat{\mu}_\tau) + A^-_{c^-}(\partial_t \hat{c}_\tau)) \, dt.
\]

To obtain the limiting dissipation inequality, fix \( s < T^* \) and suppose \( \tau < T^* - s \). Then using Lemma 3.1 and (2.9) to control the error for increasing the domain of integration from \( (0, s) \) to \( (0, \tau [T^*/\tau]) \) and applying (4.12), we have

\[
I[c^-_\tau(T^*)] + \int_0^s (A_c^-(\hat{\mu}_\tau) + A^-_{c^-}(\partial_t \hat{c}_\tau)) \, dt \\
\leq I[c^-_\tau(\tau [T^*/\tau])] + \int_0^{[\tau [T^*/\tau]}} (A_c^-(\hat{\mu}_\tau) + A^-_{c^-}(\partial_t \hat{c}_\tau)) \, dt + C(T^* - s) \leq I[c_0] + C(T^* - s).
\]

Noting that for almost every \( T^* \) in \( (0, T) \) we have \( I[c(T^*)] \leq \liminf_{u \to 0} I[c^-_\tau(T^*)] \), one can directly apply lower semi-continuity to the above display and then let \( s \uparrow T^* \) to conclude (4.1).

**Remark 4.5.** We note that to obtain the optimal dissipation relation with minimal requirements on the domain geometry, it appears necessary to use De Giorgi’s variational interpolation [6] as was done in the previous proof. For comparison, in the case of a weak solution concept for a Cahn–Hilliard type equation without optimal dissipation [19], there is no need to turn to variational interpolation. In the case of the viscous CHR model, the regularizing viscosity term gives that \( \partial_t \hat{c}_\tau \in L^2(0, T; L^2(\Omega)) \) allowing for an alternative argument for the optimal dissipation [24].
5. Convergence to the Sharp Interface Model

In this section, we relate the CHRe model (1.1) to a free boundary model, whereby the underlying phenomena of phase coarsening is explicitly witnessed as a geometric interface evolution. The work of Meca, et al. [31] developed formal asymptotic expansions for the related viscous CHRe model, which indicates that solutions of the CHRe model (1.1) should converge to solutions of the Mullins–Sekerka reaction model, whose strong formulation we introduce below. Our goal is to make this connection rigorous.

**Definition 5.1.** Let \( N \geq 2 \) and let \( \Omega \subset \mathbb{R}^N \) be a bounded domain with \( C^2 \) boundary \( \partial \Omega \). For \( T > 0 \), let \( S = (S(t))_{t \in [0,T)} \) be a time-dependent family of open subsets \( S(t) \subset \Omega \) such that \( \Sigma(t) := \partial S(t) \cap \Omega \) is a smoothly evolving surface with inward-pointing normal \( n_{\Sigma(t)} \). For every \( t \in [0,T) \), we denote by \( V_{\Sigma(t)} \) and \( H_{\Sigma(t)} \) the associated normal velocity vector and mean curvature vector, respectively. The family \( S \) is said to be a strong solution of the Mullins–Sekerka reaction (MSR) model if for each \( t \in (0, T) \) there exists a chemical potential \( \mu(\cdot, t) \) so that

\[
\begin{align*}
\Delta \mu(\cdot, t) &= 0 \quad \text{in } \Omega \setminus \Sigma(t), \quad (5.1a) \\
V_{\Sigma(t)} &= -[\partial_{n_{\Sigma(t)}} \mu] n_{\Sigma(t)} \quad \text{on } \Sigma(t), \quad (5.1b) \\
\sigma H_{\Sigma(t)} &= \mu(\cdot, t) n_{\Sigma(t)} \quad \text{on } \Sigma(t), \quad (5.1c) \\
[\mu(\cdot, t)] &= 0 \quad \text{on } \Sigma(t), \quad (5.1d) \\
\partial_{n_{\Sigma}} \mu(\cdot, t) &= R(\chi_{\Sigma(t)}, \mu(\cdot, t)) \quad \text{on } \partial \Omega \setminus \partial \Sigma(t), \quad (5.1e) \\
\partial_{\Omega \setminus \Sigma} \chi &= 90^\circ \quad \text{on } \partial \Omega \cap \partial \Sigma(t), \quad (5.1f)
\end{align*}
\]

where \( \chi_{\Sigma} \) is the characteristic function of the set \( \Sigma \) and the jump is oriented in the direction of the normal, i.e., such that \([\partial_{n_{\Sigma}} \mu] = (\nabla \mu|_{\Sigma} - \nabla \mu|_{\Omega \setminus \Sigma}) \cdot n_{\Sigma} \).

As singularities may develop in finite time, existence of strong solutions for general initial values is too optimistic, and we will focus our attention on a weak formulation of the MSR model. Within the rest of the paper, we will denote a weak solution of the CHRe model (1.1) by \( c_\epsilon \), with an associated chemical potential given by \( \mu_\epsilon \). As is typically the program, we will prove compactness of \( c_\epsilon \) in the appropriate function spaces, and then we will identify the limit as a weak solution of the MSR model, defined as follows.

**Definition 5.2.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded, open set with \( C^2 \) boundary. We say that \((c, \mu)\) is a BV(Bounded Variation)-solution of the MSR model on \( \Omega \times (0, T) \) if

\[
\begin{align*}
c &\in L^\infty(0, T; BV(\Omega; \{0, 1\})) \cap C([0, T); H^1(\Omega)^*), \\
\partial_t c &\in L^{2^* - \delta'}(0, T; H^1(\Omega)^*), \\
c(0) &= c_0 \in BV(\Omega; \{0, 1\}) \subset H^1(\Omega)^* , \\
\mu &\in L^2(0, T; H^1(\Omega)),
\end{align*}
\]

and the optimal dissipation inequality

\[
I_0[c(T_*)] + \int_0^{T_*} \mathcal{A}_c(\mu) + \mathcal{A}_c(-\partial_t c) \, dt \leq I_0[c_0]
\] (5.2)

holds for almost every \( T_* \) in \((0, T)\), where the chemical potential \( \mu = \mu(x, t) \) is characterized by the Gibbs–Thomson relation (with \( t \) suppressed)

\[
\int_\Omega \text{div}(\mu \Psi) c \, dx = \sigma \int_\Omega \left( I - \frac{Dc}{|Dc|} \otimes \frac{Dc}{|Dc|} \right) : \nabla \Psi \, d|Dc|,
\] (5.3)

which holds for almost every \( t \) in \((0, T)\) and all \( \Psi \in C^1(\Omega; \mathbb{R}^N) \) with \( \Psi \cdot n_{\partial \Omega} = 0 \) on \( \partial \Omega \).

We note that the right hand side of (5.3) is the first variation of the surface energy (5.10), which, when a surface is sufficiently regular, can be expressed in terms of the curvature [30]. Furthermore, in parallel to our weak solution concept for the CHRe model: (5.3) encapsulates
the lower order relations (5.1c) and (5.1f), and the dissipation (5.2) covers the rest. To make these relations precise and to strengthen the weak solution concept’s connection to the strong formulation, our first result shows that if \((c, \mu)\) is a sufficiently regular BV-solution, then it is a strong solution of the the MSR model as in Definition 5.1.

**Theorem 5.3.** (Consistency) Let \(\Omega \subset \mathbb{R}^N\) be a bounded, open set with \(C^2\) boundary. Suppose \((c, \mu)\) is a BV-solution of the MSR model, as in Definition 5.1, such that \(S(t) := \text{int}\{c = 1\}\) has boundary in \(\Omega\) given by \(\Sigma(t) := \partial S(t) \cap \Omega\), which is a smoothly evolving surface, and \(\mu \in C^\infty(\Omega \cap \{c = 1\}) \cap C^\infty(\Omega \cap \{c = 0\})\), then \(S\) is a strong solution of the MSR model as in Definition 5.1.

**Proof of Theorem 5.3.** We recover the lower order conditions within (5.1). First, (5.11) comes for free as \(\mu \in H^1(\Omega)\), and the trace operator is well defined on \(\Sigma\) with no jump. Let \(\Psi \in C^1(\Omega; \mathbb{R}^N)\) such that \(\Psi \cdot n_{\partial \Omega} = 0\) on \(\partial \Omega\). Then we may decompose \(\Psi\) into normal and tangential components along \(\Sigma\) and use an integration by parts for the tangential vector field to find

\[
\delta I_0[c](\Psi) = \sigma \int_\Sigma (\mathbb{I} - n_\Sigma \otimes n_\Sigma) : \nabla \Psi \, d\mathcal{H}^{N-1} = -\sigma \left( \int_{\partial \Sigma} H_\Sigma \cdot \Psi \, d\mathcal{H}^{N-1} + \int_{\partial \Omega \cap \partial \Sigma} \Psi \cdot \tau \, d\mathcal{H}^{N-2} \right),
\]

where \(\delta I_0[c](\Psi)\) is a variation of the domain in the direction of \(\Psi\) (see, e.g., [30]) and \(\tau\) is the inward-pointing co-normal vector field on the boundary \(\partial \Sigma\) within the tangent bundle of \(\Sigma\) and we have suppressed dependence on \(t\). From the Gibbs–Thomson relation (5.3) and using an integration by parts on \(S\) with \(\Psi \cdot n_{\partial \Omega} = 0\), we may also compute that

\[
\delta I_0[c](\Psi) = \int_\Omega \text{div}(\mu \Psi) c \, dx = -\int_\Sigma \mu \Psi \cdot n_\Sigma \, d\mathcal{H}^{N-1}.
\]

Using compactly supported \(\Psi\) we find that \(\mu n_\Sigma = \sigma H_\Sigma\) on \(\Sigma\), concluding (5.1c).

Combining (5.2) and (5.3), we have

\[
\int_{\partial \Omega \cap \partial \Sigma} \Psi \cdot \tau \, d\mathcal{H}^{N-2} = 0.
\]

Choosing \(\Psi\) as a local extension of the tangent vector \(\tau_{\partial \Omega}(x_0) = \tau_{\partial \Omega}\) of \(\partial \Omega\) near \(x_0 \in \partial \Omega \cap \partial \Sigma\), we see that \(\tau \cdot \tau_{\partial \Omega} = 0\) on \(\partial \Omega \cap \partial \Sigma\) for all \(\tau_{\partial \Omega}\) tangent to \(\partial \Omega\). Consequently, \(\tau = n_{\partial \Omega}\), and we have (5.11).

We now turn to the higher order terms in the MSR model. As (5.11) is satisfied, the velocity \(V_\Sigma\) can be extended to a function \(\tilde{V} \in C^2(\Omega \times (0, T); \mathbb{R}^N)\) with \(\tilde{V} \cdot n_{\partial \Omega} = 0\). Consequently, we can compute the time derivative of the energy using the inner variation with respect to the diffeomorphism generated by \(\tilde{V}\) as

\[
\frac{d}{dt} I_0[c] = \sigma \int_\Sigma (\mathbb{I} - n_\Sigma \otimes n_\Sigma) : \nabla \tilde{V} \, d\mathcal{H}^{N-1} = \int_\Omega \text{div}(\mu \tilde{V}) c \, dx = \langle \partial_t c, \mu \rangle_{H^1(\Omega), H^1(\Omega)},
\]

where the second equality uses the Gibbs–Thomson relation (5.3) and the last inequality follows from an integration by parts and (recall \(c\) is a characteristic function)

\[
\partial_t c = -\tilde{V} \cdot Dc = -\tilde{V} \cdot n_\Sigma \mathcal{H}^{N-1}|_{\Sigma}.
\]

We may localize the dissipation relation (5.2) for every \(t\) in \((0, T)\) to find

\[
\frac{d}{dt} I_0[c] + \mathcal{A}_c(\mu) + \mathcal{A}_c^\ast(-\partial_t c) \leq 0.
\]

Using (5.6) and (5.8), we have equality in the Legendre–Fenchel inequality (3.6), and we conclude that

\[
-\partial_t c \in \partial \mathcal{A}_c(\mu).
\]

By (5.3), this can be rewritten as

\[
\langle -\partial_t c, \xi \rangle_{H^1(\Omega), H^1(\Omega)} = \int_\Omega \nabla \mu \cdot \nabla \xi \, dx - \int_{\partial \Omega} R(c, \mu) \xi \, d\mathcal{H}^{N-1}
\]
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for all \( \xi \in H^1(\Omega) \). Testing \((5.9)\) with \( \xi \in C^1(\Omega) \) compactly supported away from \( \Sigma \), we recover \((5.1a)\) and \((5.1c)\).

For \( \xi \in C^1(\Omega) \) compactly supported away from the boundary \( \partial \Omega \), we use \((5.7)\) and an integration by parts to find
\[
\int_\Sigma V_\Sigma \cdot n_\Sigma \xi \, d\mathcal{H}^{N-1} = - \int_\Sigma [\partial_{n_\Sigma} \mu] \xi \, d\mathcal{H}^{N-1},
\]
and localizing, we recover \((5.1b)\).

We will prove existence of weak solutions to the MSR model \((5.1)\) by considering limit points of the solutions \(c_\varepsilon\) as \( \varepsilon \to 0 \). Necessarily, our next result shows that solutions of the CHR\(_{\text{r}}\) model are pre-compact in an appropriate topology. To show that the limiting function is a solution of the sharp interface model, we follow the general approach of Luckhaus and Sturzenhecker [29], which requires the assumption of energy convergence. Developing this hypothesis, we recall the result of Modica [34] (see also [35]), which shows that for a Lipschitz domain \( \Omega \subset \mathbb{R}^N \), the energy \( I_{\varepsilon}\) in \((1.2)\) \(\Gamma\)-converges (see [9, 15]) to the weighted perimeter functional
\[
I_0[c] := \int_\Omega \sigma \delta|Dc| = \sigma\text{Per}(\{c = 1\}; \Omega), \quad \text{where } c \in BV(\Omega; \{0, 1\}) \text{ and } \sigma := \int_0^1 \sqrt{2f(s)} \, ds.
\]

The energy convergence assumption requires that
\[
\int_0^T I_{[c_\varepsilon(t)]} \, dt \to \int_0^T I_0[c(t)] \, dt,
\]
where \( c_\varepsilon \to c \) as in Theorem 5.4 below. This assumption implies that the sequence of solutions has an equipartition of energy in the limit, or more concretely, the \( \liminf \) inequality following from \( \Gamma \)-convergence of \( I_\varepsilon \to \Gamma I_0 \) is in fact a limit at each point in time. Recently, such energy convergence hypotheses have been used to resolve questions in the context of (multiphase) mean curvature flow [26], the Cahn–Hilliard equation with degenerate mobility [25], and density-constrained chemotaxis [23].

**Theorem 5.4.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded, open set with Lipschitz boundary. Assume hypotheses \((2.7)\) to \((2.9)\) hold. For \( \varepsilon > 0 \), let \( c_\varepsilon \) be solutions of the CHR\(_{\text{r}}\) model \((1.7)\) in the sense of Definition 4.1 such that \( \limsup_{\varepsilon \to 0} I_{c_\varepsilon}(0) < \infty \). Then there exists
\[
c \in L^\infty(0, T; BV(\Omega; \{0, 1\})) \cap W^{1, (2\#-\delta)'}(0, T; H^1(\Omega)^*),
\]
such that up to a subsequence, the functions \( c_\varepsilon \) converge to \( c \) in \( L^2(0, T; L^{(2\#-\delta)'}(\Omega)) \). Furthermore, if \( c_\varepsilon \) satisfy the energy convergence relation \((5.11)\), the traces \( c_\varepsilon \in L^\infty(0, T; L^{(2\#-\delta)'}(\partial \Omega)) \) converge in \( L^2(0, T; L^{(2\#-\delta)'}(\partial \Omega)) \) to the trace of \( c \). Furthermore, the chemical potentials \( \mu_\varepsilon \) converge to \( \mu \) weakly in \( L^2(0, T; H^1(\Omega)) \).

**Theorem 5.5.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded, open set with \( C^2 \) boundary, \( T > 0 \), and \( c_0 \in BV(\Omega; \{0, 1\}) \). Assume hypotheses \((2.7)\) to \((2.9)\) hold. Let \( c_\varepsilon \) converge to \( c \) as in Theorem 5.4 and satisfy the energy convergence relation \((5.11)\) with well prepared initial data, in the sense that
\[
c_\varepsilon(0) \to c_0 \text{ in } L^1(\Omega) \quad \text{and} \quad \lim_{\varepsilon \to 0} I_{c_\varepsilon}(0) = I_0[c_0].
\]
Then \( c \) is a BV-solution of the MSR equation in the sense of Definition 5.2.

**Proof of Theorem 5.4.** To deduce compactness in the bulk, we adapt an approach used in the context of Wasserstein gradient flows by Kroemer and the first author in [25]. As in \( \Gamma \)-convergence for the Modica–Mortola energy, we will introduce the function \( \phi \) associated with the geodesic distance for the two-well function. Then we will take advantage of the dissipative nature of the evolutionary process to gain compactness in time and space.
Recalling the growth in (2.1) and choosing $K > \max\{f(s) : s \in (0,1)\}$, we introduce the function $\phi : \mathbb{R} \to \mathbb{R}$ as

$$\phi(s) := \int_0^s \sqrt{2 \min\left\{f(t), \frac{1}{1+C}|s|^{\max\{1,2[(2^\#-\delta')^{-1}]\}} + K\right\}} \, dt.$$  \hfill (5.13)

Note $K$ is chosen to ensure that $\phi(1) = \sigma$ as in (5.10).

For $0 < B < \infty$, define the energy $F_B : (L^{(2^\#-\delta')}(\Omega)) \to \mathbb{R} \cup \{\infty\}$ by

$$F_B[u] := \left\{ \begin{array}{ll} \int_0^T d(D(\phi \circ u)) & \text{if } \int_0^T \phi \circ u \, dx \leq B, \\ +\infty & \text{otherwise.} \end{array} \right.$$  

Momentarily, we will apply a compactness theorem from [40] to the functional $F_B$ acting on $c_\epsilon$. To apply the theorem, we must first show that $F_B$ is

i) measurable,

ii) lower semi-continuous,

iii) and has compact sublevel sets on $L^{(2^\#-\delta')}(\Omega)$.

As the constraints introduced in $F_B$ are measurable, the functional is also measurable. For lower semi-continuity, if $u_i \to u$ in $L^{(2^\#-\delta')}(\Omega)$ and $\liminf_{i \to \infty} F_B[u_i] < \infty$, then up to a subsequence, we have $\lim_{i \to \infty} F_B[u_i] = \liminf_{i \to \infty} F_B[u_i]$. By the Poincaré inequality, compactness for $BV(\Omega)$, and pointwise convergence of $u_i \to u$, we have $\phi \circ u_i \to \phi \circ u$ in $L^1(\Omega)$. Lower semi-continuity of the total variation and continuity of the mass average under aforementioned convergence show that $F_B$ is lower semi-continuous. Similarly, the sublevel sets of $F_B$ given by

$$S_{B,C} := \{u \in L^{(2^\#-\delta')}(\Omega) : F_B \leq C\}$$

are compact in $L^{(2^\#-\delta')}(\Omega)$. Precisely, if $F_B[u_i] \leq C$ for some collection of functions $\{u_i\}_{i \in \mathbb{N}} \subset L^{(2^\#-\delta')}(\Omega)$, then as before, $\phi \circ u_i$ are uniformly bounded in $BV(\Omega)$ and have a subsequence converging in $L^1(\Omega)$ to $w \in BV(\Omega)$. As $\phi$ has $p$-growth with $p = (2^\# - \delta')'$ and continuous inverse, the Lebesgue dominated convergence theorem implies that $u_i \to u := \phi^{-1} \circ w$ in $L^{(2^\#-\delta')}(\Omega)$, as desired. This concludes the proof of properties (i) iii).

Turning to the collection of functions $c_\epsilon$, we must show a tightness condition and uniform regularity in time. Note that from the growth condition (2.1),

$$\int_\Omega |\phi \circ c_\epsilon| \, dx \leq \int_\Omega f(c_\epsilon) \, dx + C$$

for some fixed constant. Consequently, given the dissipation relation (4.1), Young’s inequality, and choosing $B \gg \sup_{c>0} I[c_\epsilon(0)]$, we have that

$$\int_0^T F_B[c_\epsilon(t)] \, dt \leq T \sup_{t \in (0,T)} \int_\Omega \sqrt{2 f(c_\epsilon)} \|\nabla c_\epsilon\| \, dx \leq T \sup_{t \in (0,T)} \int_\Omega \frac{1}{\epsilon} f(c_\epsilon) + \frac{\epsilon}{2} \|\nabla c_\epsilon\|^2 \, dx \leq TB.$$  \hfill (5.14)

To gain uniform regularity in time, first note that by the coercivity of $G$ (2.9) and a Poincaré inequality with trace, we have

$$A_\epsilon(\mu) \geq \frac{1}{2} \int_\Omega \|\nabla \mu\|^2 \, dx + \frac{1}{C} \int_{\partial \Omega} |\mu| \, dH^{N-1} - C \geq \frac{1}{C} \|\mu\|^2_{H^1(\Omega)} - C,$$  \hfill (5.15)

from which we find $\int_0^T A_\epsilon(\mu) \, dt > -\infty$. Further, from the dissipation relation (4.1) and Young’s inequality, we have $\|\phi \circ c_\epsilon\|_{L^\infty(0,T;BV(\Omega))} \leq C < \infty$ for some $C > 0$ and all $\epsilon > 0$. Consequently, using continuity of the trace into $L^1(\partial \Omega)$ for functions in $BV(\Omega)$, we have $\|\phi \circ c_\epsilon\|_{L^\infty(0,T;L^1(\partial \Omega))} \leq C$, which by the growth condition (2.1) and definition (5.13) further implies $\|c_\epsilon\|_{L^\infty(0,T;L^{(2^\#-\delta')}(\partial \Omega))} \leq C =: \alpha$. Applying Lemma 3.1 to (4.1), we recover a uniform (for $\epsilon > 0$) bound on the time-derivative of $c_\epsilon$ given by

$$\|\partial_t c_\epsilon\|_{L^{(2^\#-\delta')}(0,T;L^1(\Omega))} \leq C < \infty.$$  \hfill (5.16)
Finally, with (5.14), (5.16), and properties i)–iii) of the functional $F_B$, the hypotheses of [40, Theorem 2], a variant of the Aubin–Lions–Simon compactness theorem, are satisfied, and up to a subsequence, $c_\varepsilon$ converge in measure to a function $c$, meaning,

$$\limsup_{\varepsilon \to 0} \mathcal{L}^1\left\{ \left( t : \| c_\varepsilon(t) - c(t) \|_{L^{2#-\delta'}}(\Omega) > \eta \right) \right\} = 0 \quad \text{for all } \eta > 0.$$ 

Up to a further subsequence, we may assume that $c_\varepsilon(t) \to c(t)$ in $L^{(2#-\delta')}(\Omega)$ for almost every $t \in (0, T)$, which by Lebesgue’s dominated convergence theorem, (411), and (2.1) gives $c_\varepsilon \to c$ in $L^2(0, T; L^{(2#-\delta')}(\Omega))$. From the dissipation relation (411), for almost every $t$ in $(0, T)$, $c$ must belong to $L^1(\Omega; \{0, 1\})$. From the lower semi-continuity of $F_B$ and the lower semi-continuity of the norm for the time derivative, we conclude that $c \in L^\infty(0, T; BV(\Omega; \{0, 1\})) \cap W^{1,(2#-\delta')}((0, T); H^1(\Omega)^*)$.

To obtain convergence of the traces, define $w_\varepsilon := \phi \circ c_\varepsilon$ which, by compactness of $c_\varepsilon$, converge to $w := \phi \circ c = \sigma c$ in $L^2(0, T; L^1(\Omega))$. By lower semi-continuity of the total variation and Fatou’s lemma, we have

$$\int_0^T I_0(c) \, dt = \int_0^T \int_\Omega |Dw| \, dt \leq \liminf_{\varepsilon \to 0} \int_0^T \int_\Omega |Dw_\varepsilon| \, dt.$$ 

By the energy convergence (5.11) and Young’s inequality, we obtain the matching upper bound

$$\limsup_{\varepsilon \to 0} \int_0^T \int_\Omega |Dw_\varepsilon| \, dt \leq \limsup_{\varepsilon \to 0} \int_0^T I_\varepsilon[c_\varepsilon] \, dt = \int_0^T I_0(c) \, dt.$$ 

The above equations show that $w_\varepsilon$ converges to $w$ strictly in $BV(\Omega)$, where here by strict convergence it is meant

$$w_\varepsilon \to w \text{ in } L^1(0, T; L^1(\Omega)) \text{ and } \int_0^T \int_\Omega |Dw_\varepsilon| \, dt \to \int_0^T \int_\Omega |Dw| \, dt. \quad (5.17)$$

By [39, Theorem 3.88], the trace map from $BV(\Omega) \to L^1(\partial\Omega)$ is continuous if $BV(\Omega)$ is equipped with the topology from strict convergence, and up to minor modification of the proof, the result still holds under strict convergence in the sense of 5.17. Consequently, $w_\varepsilon \to w$ in $L^1(0, T; L^1(\partial\Omega))$, but as (4.11) and the trace estimate $\|u\|_{L^1(\partial\Omega)} \leq \|u\|_{BV(\Omega)}$ imply $w_\varepsilon$ are uniformly bounded in $L^\infty(0, T; L^1(\partial\Omega))$, convergence may be improved to $L^2(0, T; L^1(\partial\Omega))$. As $\phi$ has continuous inverse and $p$-growth with $p \geq (2# - \delta)'$, we conclude the convergence of traces of $c_\varepsilon$ as in the theorem statement.

Lastly, passing to a subsequence if necessary, $\mu_\varepsilon$ weakly converges to $\mu$ in $L^2(0, T; H^1(\Omega))$ by (5.11).

**Proof of Theorem 5.5. Step 1: Dissipation.** We begin by obtaining the dissipation in the limit. First note that $\mu_\varepsilon$ in $L^2(0, T; L^1(\partial\Omega))$ generates a Young measure $\alpha(x,t)$ with $\int_\mathbb{R} y \, d\alpha(x,t) = \mu(x,t)$ for $\mathcal{H}^N$-a.e. $(x, t) \in \partial\Omega \times (0, T)$. By Theorem 5.4, $c_\varepsilon$ in $L^2(0, T; L^1(\partial\Omega))$ generates a Young measure $\gamma(x,t) = \delta_{c_\varepsilon(x,t)}$. By the fundamental theorem for Young measures applied to $\gamma(x,t) \otimes \alpha(x,t)$ and convexity of $-G(c, \cdot)$ coupled with Jensen’s inequality, we find

$$\liminf_{\varepsilon \to 0} \int_0^T \int_{\partial\Omega} -G(c_\varepsilon, \mu_\varepsilon) \, d\mathcal{H}^{N-1} \, dt = \int_0^T \int_{\partial\Omega} \int_\mathbb{R} -G(c, y) \, d\alpha(x,t)(y) \, d\mathcal{H}^{N-1} \, dt \geq \int_0^T \int_{\partial\Omega} -G(c, \mu) d\mathcal{H}^{N-1} \, dt.$$ 

The above relation, lower semi-continuity of the $L^2$ norm, and the definition (3.1) show that

$$\liminf_{\varepsilon \to 0} \int_0^T A_c(\mu_\varepsilon) \, dt \geq \int_0^T A_c(\mu) \, dt. \quad (5.18)$$
To prove lower semi-continuity of the conjugate $A^*$, we consider a dense subset $\{v_i\}_{i \in \mathbb{N}} \subset H^1(\Omega) \cap C(\Omega)$. Then by (23) and Theorem 5.4,

$$\int_0^T |A_{c_\epsilon}(v_i) - A_{c_\epsilon}(v_i)| \, dt \to 0.$$  

We also remark that

$$v^* \mapsto \int_0^T \max_{i \leq k} \left\{ \langle v^*, v_i \rangle_{H^1(\Omega)^*; H^1(\Omega)} - A_{c_\epsilon}(v_i) \right\} \, dt$$

is a convex functional over $L^{2^* - \delta'}(0, T; H^1(\Omega)^*)$. Putting these comments together and using lower semi-continuity of convex functionals under weak convergence, we have

$$\liminf_{\epsilon \to 0} \int_0^T A_{c_\epsilon}^*(-\partial_t c_\epsilon) \, dt \geq \liminf_{\epsilon \to 0} \int_0^T \max_{i \leq k} \left\{ \langle -\partial_t c_\epsilon, v_i \rangle_{H^1(\Omega)^*; H^1(\Omega)} - A_{c_\epsilon}(v_i) \right\} \, dt$$

$$\geq \liminf_{\epsilon \to 0} \int_0^T \max_{i \leq k} \left\{ \langle -\partial_t c_\epsilon, v_i \rangle_{H^1(\Omega)^*; H^1(\Omega)} - A_{c_\epsilon}(v_i) \right\} \, dt$$

$$\geq \limsup_{\epsilon \to 0} \int_0^T \max_{i \leq k} \{ |A_{c_\epsilon}(v_i) - A_{c_\epsilon}(v_i)| \} \, dt$$

$$\geq \int_0^T \max_{i \leq k} \{ \langle -\partial_t c_\epsilon, v_i \rangle_{H^1(\Omega)^*; H^1(\Omega)} - A_{c_\epsilon}(v_i) \} \, dt.$$

Then we may apply the monotone convergence theorem as $k \to \infty$ to find

$$\liminf_{\epsilon \to 0} \int_0^T A_{c_\epsilon}^*(-\partial_t c_\epsilon) \, dt \geq \int_0^T A_{c_\epsilon}^*(-\partial_t c) \, dt. \tag{5.19}$$

By convergence of $c_\epsilon(t)$ to $c(t)$ in $L^1(\Omega)$ for almost every $t$ in $(0, T)$ and the $\Gamma$–lim inf inequality for the energy $I_\epsilon$, we have

$$I_0[c(t)] \leq \liminf_{\epsilon \to 0} I_\epsilon[c_\epsilon(t)] \tag{5.20}$$

for almost every $t$ in $(0, T)$. With the well-preparedness of the initial condition from (5.12), by (5.18), (5.19), and (5.20), we conclude the dissipation relation (5.2).

**Step 2: Gibbs–Thomson relation.** To recover the Gibbs–Thomson relation (5.3), we show that the higher-order nonlinearity arising from the metric interacts well with the convergence arising from compactness. We begin by showing that an approximate version of the Gibbs–Thomson relation, involving the stress tensor, still holds in our setting; this follows a classical computation of Luckhaus and Modica [28]. Precisely, we show

$$\int_\Omega \left[ \frac{\epsilon}{2} \|
abla c_\epsilon\|^2 + \frac{1}{\epsilon} f(c_\epsilon) \right] \|\nabla \Psi \otimes \nabla c_\epsilon \right] : \nabla \Psi \, dx = \int_\Omega \div(\mu_\epsilon \Psi) c_\epsilon \, dx \tag{5.21}$$

for all $\Psi \in C^1(\Omega; \mathbb{R}^N)$ with $\Psi \cdot n_{\partial \Omega} = 0$ on $\partial \Omega$, where $n_{\partial \Omega}$ is the inward normal.

Fix $\Psi \in C^1(\Omega; \mathbb{R}^N)$ with $\Psi \cdot n_{\partial \Omega} = 0$ on $\partial \Omega$. Note that by elliptic regularity, $c_\epsilon$ belongs to $H^2(\Omega)$ for almost every $t$ in $(0, T)$, and so testing (1.5) with $\Psi \cdot \nabla c_\epsilon$, we compute

$$- \int_\Omega \div(\mu_\epsilon \Psi) c_\epsilon \, dx - \int_{\partial \Omega} \mu_\epsilon c_\epsilon \Psi \cdot n_{\partial \Omega} \, d\mathcal{H}^{N-1}$$

$$= \int_\Omega \mu_\epsilon (\Psi \cdot \nabla c_\epsilon) \, dx$$

$$= \int_\Omega \epsilon \nabla (\Psi \cdot \nabla c_\epsilon) \cdot \nabla c_\epsilon + \frac{1}{\epsilon} \Psi \cdot \nabla c_\epsilon f'(c_\epsilon) \, dx$$

$$= \int_\Omega \epsilon \nabla (\Psi \cdot \nabla c_\epsilon) \cdot \nabla c_\epsilon + \frac{1}{\epsilon} \Psi \cdot \nabla f(c_\epsilon) \, dx$$

$$= \int_\Omega \epsilon \nabla \Psi \cdot \nabla c_\epsilon \otimes \nabla c_\epsilon + \epsilon \sum_{i,j} (\Psi_j \partial_i \partial_j c_\epsilon) \partial_i c_\epsilon - \frac{1}{\epsilon} \nabla \Psi : f(c_\epsilon) \, dx - \int_{\partial \Omega} \Psi \cdot n_{\partial \Omega} \frac{1}{\epsilon} f(c_\epsilon) \, d\mathcal{H}^{N-1}.$$  
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\[- \int_{\partial \Omega} \Psi \cdot n_{\partial \Omega} \left( \frac{1}{\epsilon} f(c_e) + \frac{\epsilon}{2} \|\nabla c_e\|^2 \right) \, d\mathcal{H}^{N-1}.\]

As the boundary terms vanish, we have (5.21).

We will integrate (5.21) in time and pass to the limit. First note that the measures generated by the energy also converge locally, that is, for \( \phi \) as in (5.13), we have
\[
E_\epsilon := \left( \frac{1}{\epsilon} f(c) + \frac{\epsilon}{2} \|\nabla c\|^2 \right) \mathcal{L}^N \chi_{\mathcal{M}} \xrightarrow{\ast} \sigma |Dc| \chi_{\mathcal{M}} \quad \text{and} \quad |D[\phi \circ c]| \xrightarrow{\ast} \sigma |Dc| \chi_{\mathcal{M}} \quad \text{in} \ C_c(\overline{\mathcal{M}} \times [0, T]^*) \tag{5.22}.\]

To see this, letting \( \xi \in C(\overline{\mathcal{M}} \times [0, T]) \) be such that \( 0 < \xi < 1 \), we use the \( \Gamma - \lim \inf \) inequality and Fatou’s lemma to compute
\[
\sigma \int_0^T \int_\Omega \xi |Dc| \, dt = \sigma \int_0^T \int_{\mathbb{R}^+} \int_\Omega \chi_{\{\xi > s\}} \, d|Dc| \, ds \, dt \\
\leq \lim inf_{\epsilon \to 0} \int_0^T \int_{\mathbb{R}^+} \int_\Omega \chi_{\{\xi > s\}} \, dE_\epsilon \, ds \, dt = \lim inf_{\epsilon \to 0} \int_0^T \int_\Omega \xi \, dE_\epsilon \, dt.
\]

As the same inequality holds for \((1 - \xi)\), we can use the energy convergence hypothesis (5.11) to conclude \( \lim sup_{\epsilon \to 0} \int_0^T \xi \, dE_\epsilon \leq \sigma \int_\Omega \chi_{\overline{\mathcal{M}}} \, |Dc| \, ds \). which up to rescaling and translation of \( \xi \) concludes the first relation in (5.22), and the second follows similarly.

The convergence above will be sufficient to pass to the limit for the left-hand side of (5.21), excluding the nonlinear tensor. For this remaining term, define
\[
n_\epsilon := \frac{\nabla (\phi \circ c_e)}{\|\nabla (\phi \circ c_e)\|},
\]
and rewrite the time-integrated tensor term in (5.21) as
\[
A_\epsilon := \int_0^T \int_\Omega n_\epsilon \otimes n_\epsilon : \nabla \Psi \epsilon \|\nabla c_e\|^2 \, dx \, dt. \tag{5.23}
\]

Given the equiparition following from the energy convergence assumption, \( A_\epsilon \) satisfies the following equality up to a lower order term:
\[
A_\epsilon = \int_0^T \int_\Omega n_\epsilon \otimes n_\epsilon : \nabla \Psi \, dE_\epsilon \, dt + a_{\epsilon \to 0}(1) = \int_0^T \int_\Omega n_\epsilon \otimes n_\epsilon : \nabla \Psi \, d|D[\phi \circ c]| \, dt + a_{\epsilon \to 0}(1). \tag{5.24}
\]

To pass to the limit in (5.24), we pass \( \epsilon \to 0 \) on the right-hand side of the above equation. As a technical aid, we fix one of the normal directions by introducing an auxiliary vector field \( n^* \in C(\overline{\mathcal{M}} \times [0, T]; \mathbb{R}^N) \) (to be chosen later) and, with \( n := Dc/|Dc| \), compute
\[
\left| \int_0^T \int_\Omega n_\epsilon \otimes n_\epsilon : \nabla \Psi \, d|D[\phi \circ c]| \, dt - \sigma \int_0^T \int_\Omega n \otimes n : \nabla \Psi \, d|Dc| \, dt \right| \\
\leq \left| \int_0^T \int_\Omega n_\epsilon \otimes n_\epsilon : \nabla \Psi \, d|D[\phi \circ c]| \, dt - \sigma \int_0^T \int_\Omega n^* \otimes n : \nabla \Psi \, d|Dc| \, dt \right| \\
+ \left| \int_0^T \int_\Omega (n_\epsilon - n^*) \otimes n_\epsilon : \nabla \Psi \, d|D[\phi \circ c]| \, dt \right| + \left| \sigma \int_0^T \int_\Omega (n - n^*) \otimes n : \nabla \Psi \, d|Dc| \, dt \right| \\
\leq \left| \int_0^T \int_\Omega (n^*, \nabla \Psi \nabla (\phi \circ c_e)) \, dx \, dt - \sigma \int_0^T \int_\Omega (n^*, \nabla \Psi d|Dc|) \, dt \right| \\
+ \left| \int_0^T \int_\Omega (n_\epsilon - n^*) \otimes n_\epsilon : \nabla \Psi \, d|D[\phi \circ c]| \, dt \right| + \left| \sigma \int_0^T \int_\Omega (n - n^*) \otimes n : \nabla \Psi \, d|Dc| \, dt \right|. \tag{5.25}
\]
The first term on the right vanishes as $\epsilon \to 0$ by weak star convergence of $D[\phi \circ c_\epsilon]$ to $\sigma Dc$ on $\Omega \times [0,T]$. The remaining two terms are controlled by
\[ C \left( \int_0^T \int_\Omega |n_\epsilon - n^*|^2 d|D[\phi \circ c_\epsilon]|\, dt \right)^{1/2} + C \left( \int_0^T \int_\Omega |n - n^*|^2 d|Dc|\, dt \right)^{1/2}, \]
where $C > 0$ depends on $\Psi$ and the $L^\infty$ bounds on the energy following from \cite{11}. By \cite{25, Lemma 4.8], the first of these terms converges to the second (times $\sigma$) as $\epsilon \to 0$. Applying density, we can choose $n^* \in C(\overline{\Omega} \times [0,T]; \mathbb{R}^N)$ such that
\[ \left( \int_0^T \int_\Omega |n - n^*|^2 d|Dc|\, dt \right)^{1/2} < \delta, \]
where $\delta > 0$ is arbitrary. Consequently, the right-hand side of (5.25) tends to zero as $\epsilon \to 0$, and recalling (5.24), we find that
\[ A_\epsilon \to \sigma \int_0^T \int_\Omega n \otimes n : \nabla \Psi \, d|Dc|\, dt. \]
Recalling definition (5.23), the convergence in (5.22), and the compactness from Theorem 5.4, we integrate (5.21) in time, pass to the limit, then localize in time to recover (5.3), thereby concluding the theorem. \hfill \Box
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