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1 Objective of the special issue

This special issue follows the highly successful first issue published in 2015 by Computational Geosciences (Steefel, Yabusaki, and Mayer, editors) [1]. The intent of this second special issue was to follow this initiative and extend the set of well-described benchmark problems that can be used to demonstrate simulator conformance with norms established by the subsurface science and engineering community. This is particularly relevant to reactive transport tools in the context of large-scale and global environmental changes and their global impacts that challenge the subsurface science and engineering community, especially since the subsurface has an important part to play in the energy transition. For example, it may be tempting to use the subsurface for large-scale storage of energy to smooth the intermittent supply of renewable energies, to store anthropogenic carbon dioxide in minerals and geological formations, to enable large-scale hydrogen storage in porous media or to store nuclear waste [1–3]. Providing accurate multi-physical assessments of risk and engineering performance for such technological solutions with far-reaching consequence relies, among others, on numerical models that integrate, in a consistent framework, an increasing amount of scientific knowledge. In this context, since about 30 years, reactive transport modeling (RTM) has established itself at a very powerful tool to account for and quantify the complexity of coupled processes over a long period of time.

2 Content of the special issue

As pointed out by Steefel et al. (2015) [4], active topics of research dealing with RTM include the development of pore scale and hybrid, or multiple continua, models to capture the scale dependence of coupled reactive transport processes. In this issue, two benchmarks explore this direction, one focusing on mineral dissolution at the pore scale [5] and the other testing capability of simulating multicomponent and dual continuum diffusion in bulk and diffuse layer water [6]. For this latter case, a benchmark consists in providing a set of exercises that may be used by code developers to verify their implementation of the Nernst-Planck equation together with the presence of diffuse layer capabilities in their software. In the previous issue, a benchmark was focusing on the assessment of electromigration and species-dependent diffusion in the context of Nernst-Planck equation but without considering charged surfaces [7], while in a second one the need for benchmark exercises to accurately validate numerical implementation of set of equations that are formulated in terms of the Nernst-Planck equation was identified when simulating a column experiment in compacted bentonite with multispecies diffusion and explicit treatment of electrostatic effects [8]. The Nernst-Planck equation allows to consider, at the continuum scale, the influence of a diffuse layer that balances mineral surface charge. This is particularly relevant for nano-porous media such as clay materials that are under consideration for nuclear disposal since the electrostatic properties of clay minerals can play a large role on ion diffusion. While in the bulk porosity electroneutrality prevails, the negative electrostatic potential field at the clay mineral surfaces results in the presence of porosity domains where electroneutrality is not achieved in the aqueous solution: cations are attracted by the surfaces while anions are repulsed from them, resulting in the
presence of a diffuse layer. This benchmark is not only relevant for clay media but also for other nano-porous media where a surface charge is developed like concrete also widely use as an engineered barrier for many nuclear waste repositories.

At the pore scale [5], the simulation of single-phase flow, reactive transport, and solid geometry evolution compares approaches typically employed for solving pore-scale problems, namely discretization methods, characterization of the fluid-solid interfaces, and moving interface methods as a result of fluid-solid reactions. As opposed to historical approaches that rely on constitutive equations that make it possible to describe the porous medium of interest at the continuum scale, with respect to its macroscopically measurable properties such as permeability, dispersivity, diffusibility, and so on, at the pore scale, the continuum assumption applies to each phase separately and the pore network is fully resolved. The last decade has seen a growing interest in pore scale modeling because they allow for better description of the complex interplay between reactions and transport and solid geometry that can lead to highly nonlinear effect usually poorly captured at the continuum scale.

Such nonlinear effects were tackled in another benchmark, where the impact of mineral dissolution–precipitation reactions on porosity and its coupling on transport was studied [9]. This benchmark considers the advective–diffusive transport of solutes in a complex 2D geometry with the effect of liquid-phase density on liquid flow and advective transport, kinetically controlled dissolution–precipitation reactions causing porosity, permeability, and diffusivity changes; and the formation of a BaSO₄–SrSO₄ solid solution. In comparison to the benchmark of Xie et al. [10], published in the previous issue, more complexity have been considered regarding chemistry (solid solution) and transport (density flow). This benchmark is relevant for many applications such as CO₂ storage, scaling issues when using geothermal energy, and nuclear waste disposal.

While CO₂ storage is envisaged as a method to mitigate greenhouse gas emissions while performing the transition to low-carbon energy, the cycling of organic carbon in soils also plays a major role in controlling atmospheric CO₂ and therefore affects global climate change. Having numerical models capable of coupling physics-based models for water flow, as well as solute and gas with state-of-the-art soil organic matter (SOM) degradation models is a key issue. A benchmark for SOM degradation under variably saturated flow conditions was set up in this context [11]. In its highest level of complexity the SOM degradation kinetic networks with reactive transport under variably saturated flow conditions, including CO₂ transport from soils to the atmosphere was considered.

Concerning isotopes, two benchmarks were proposed. The first one explores sulfur isotopic fractionation resulting from microbial aqueous sulfate reduction, and iron-sulfide dissolution and precipitation reactions [12] using results from a large, well-characterized column experiment. This benchmark includes reactions previously proposed with the Cr geochemical system in the previous special issue by Wanner et al. [13] and introduces the influence of mineral reactions and Monod type kinetics for aqueous reactions. Results show a reasonable agreement with experimental results and between codes. An additional benchmark is also proposed on the full account of stable and radioactive carbon isotopes both for stable equilibrium and kinetic fractionation [14]. A series of components lead the authors from modeling equilibrium in batch systems to a full 1D flow path with mass-dependent isotope fractionation due to the oxidation of DOC into DIC by sulfate reduction. In this benchmark, an excellent agreement is obtained between the different codes.

A final benchmark deals with Cs sorption which play a major role on Cs migration in clay formations [15]. The motivation of this benchmark partly stems from the complex, non-linear character of Cs retention (multicomponent, multi-site ion exchange models) which affects the computing time, especially when modeling large-scale systems such as radioactive waste repositories. A first component of the benchmark was constructed with this mechanistic approach and yielded good agreement between the different codes. A second component proposed an alternative approach using a much faster single-species reactive transport (Cs) with a with sorption isotherm taking the form of a look-up table accounting for the dependency of retention with regard to Cs concentration in solution only. In this case, the comparison performed provides a fairly good agreement between codes and also when considering the two approaches with the same code.

### 3 Emerging benchmarking opportunities

Machine learning is considered as a recent disruptive technology in the field of reactive transport and will possibly unlock the next generation of simulation that require high demanding CPU time [16]. The high computing cost associated with chemical equilibrium calculations is considering as the most demanding one in comparison to fluid flow or heat transfer and to circumvent this issue the use of surrogate model is promising [17, 18]. In the future, having a benchmark that tackle this issue will be very useful.

Finally, multiphase multicomponent reactive transport is rapidly developing in the subsurface environment simulation community. The new physics brings additional nonlinearities in flow and geochemistry related equations, as well as vapor-liquid equilibrium [19]. The numerical complexity, and the numerous potential applications (gas storage, corrosion gas production, oxygen availability in the vadose zone...), stress the need for careful RTM code comparison for accurate modeling.
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