Reanalysis of the Higgs-boson decay $H \to gg$ up to $\alpha_s^6$-order level using the principle of maximum conformality
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Using the newly available $\alpha_s^6$-order QCD correction to the Higgs decay channel $H \to gg$, we make a detailed discussion on the perturbative properties of the decay width $\Gamma(H \to gg)$ by using the principle of maximum conformality (PMC). The PMC provides a way to eliminate the conventional renormalization scheme-and-scale ambiguities, which uses the renormalization group equation to determine the optimal running behavior of the strong coupling constant at each order via a recursive way. Even though there is no ambiguity for setting the renormalization scale, there is residual scale dependence for the PMC predictions due to unknown high-order terms. Using the $\alpha_s^6$-order terms, the somewhat larger residual renormalization scale dependence at the $\alpha_s^6$-order level observed in our previous work can be greatly suppressed, which shows $\Gamma(H \to gg)|_{\text{PMC}} = 337.9 \pm 0.1 \pm 0.9 \pm 1.9 \text{KeV}$, where the first error is caused by the Higgs mass uncertainty $\Delta M_H = 0.24 \text{GeV}$, the second one is the residual scale dependence by varying the initial choice of scale within the region of $[M_H/2, 4M_H]$, and the third one is the conservative prediction of unknown high-order contributions.
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I. INTRODUCTION

The Higgs boson is an important component of the Standard Model (SM), which arouses people’s great interest either for precision test of the SM or for searching of new physics beyond the SM. Among its decay channels, the $H \to gg$ decay plays an important role in Higgs phenomenology. At present, the next-to-leading order (NLO) [1–6], the next-to-next-to-leading order (N^2LO) [7, 8], the next-to-next-to-next-to-leading order (N^3LO) [9], and the next-to-next-to-next-to-next-to-leading order (N^4LO) [10] perturbative Quantum Chromodynamics (pQCD) corrections to the Higgs decay width $\Gamma(H \to gg)$ have been given in the literature. Those achievements, especially the newly achieved state-of-the-art N^4LO-term, provide us with a great opportunity for achieving precise pQCD predictions.

Because of renormalization group invariance, the physical observable should be independent of the choices of renormalization scheme and renormalization scale. However for a fixed-order prediction of the observable, the mismatch of the strong coupling constant and the pQCD coefficients at each perturbative order leads to the well-known renormalization scheme-and-scale ambiguities. Conventionally, one chooses the “guessed” typical momentum flow of the process or the one to eliminate the large logs as the renormalization scale with the purpose of minimizing such scale dependence around its central point. One hopes to achieve a small scheme-and-scale dependent prediction by finishing higher-and-higher order QCD corrections.

Guessing the renormalization scale and setting an arbitrary range for its value introduces an arbitrary systematic error into pQCD predictions, which may lead to predictions inconsistent with the experimental measurements. It is helpful to have a guiding principle for setting the renormalization scale to fix such kind of problems. The principle of maximum conformality (PMC) [11–14] has been suggested for the purpose of eliminating the conventional renormalization scheme-and-scale ambiguities. It has been found that the PMC satisfies all the self-consistency conditions of the renormalization group equation (RGE) or the $\beta$-function [15] and the renormalization group invariance, which has been applied for various processes, c.f. the reviews [16–18].

The essential PMC procedure is to identify all contributions which originate from the $\beta$-terms in a pQCD series; one then shifts the renormalization scale of the QCD running coupling at each order to absorb those $\beta$-terms. The coefficients of the resulting scale-fixed perturbative series is thus identical to the coefficients of the scheme-independent “conformal” series. New $\beta$-terms will occur at each order, so the PMC scale for each order is generally distinct, which reflects the varying virtuality of the amplitude that occurs at each order. One may choose any value (in perturbative region) as the initial renormalization scale, and the determined PMC scale, corresponding to the correct running behavior of the strong coupling at this particular order, shall be highly independent of such choice, thus solving the conventional renormalization scale ambiguity.

The accuracy of the PMC prediction depends heavily on how well we know the scale-running behavior of the strong coupling constant $\alpha_s$, which could be determined by using the RGE via a superposition way [13, 14]. The conventional RGE can be solved recursively, whose solu-
tion is now known up to five-loop level \cite{11,19-26}. In those solutions, the QCD asymptotic scale \( \Lambda \) can be determined by using the world average of \( \alpha_s \) at the scale \( M_Z \), e.g. \( \alpha_s^{\text{exp}}(M_Z) = 0.1181 \pm 0.0011 \), which leads to \( \Lambda_\text{MS}^{\alpha_s=5} = 0.210 \pm 0.014 \, \text{GeV} \) \cite{27}. The asymptotic scale under different renormalization scheme can be transformed by Cemaster-Gonsalves relation \cite{28-31}. The \( \{ \beta_i \} \)-functions are generally expressed by the \( n_f \)-power series, \( n_f \) being the active flavor number. In dealing with the pQCD approximate, we can first transform the usual \( n_f \)-power series at each order into the \( \{ \beta_i \} \)-series and then apply the standard PMC procedures. It should be noted that only those \( \{ \beta_i \} \)-terms that are pertained to the renormalization of running coupling should be absorbed into the running coupling so as to achieve the optimal scales of the process. For example, the light-by-light quark loop term is proportional to \( n_f \); since it is free of ultraviolet divergences, it should be treated as a “conformal” contribution when applying the PMC. Then, special treatment should be paid for distributing the \( \{ \beta_i \} \)-contribution when applying the PMC. Then, special

The remaining parts of this paper are organized as follows. We will give the PMC analysis of the decay width \( \Gamma(H \to gg) \) up to \( \alpha_s^4 \)-order level in Sec.II. Numerical results are given in Sec.III. Sec.IV is reserved for a summary. For convenience, we present the new coefficients emerged at the \( \alpha_s^4 \)-order level in the Appendix.

II. THE PMC ANALYSIS OF THE DECAY WIDTH \( \Gamma(H \to gg) \) UP TO \( \alpha_s^5 \)-ORDER LEVEL

Up to \( \alpha_s^6 \)-order level, the decay width of \( H \to gg \) takes the form

\[
\Gamma(H \to gg) = \frac{M_H^3 G_F}{36 \sqrt{2 \pi}} \sum_{k=0}^{4} \frac{C_k(\mu_r) a_k^{k+2}(\mu_r)},
\]

where \( a_s = \alpha_s/4\pi \) and \( \mu_r \) stands for the arbitrary initial choice of renormalization scale. The perturbative coefficients, \( C_k \in \{0, 4\} (M_H) = \sum_{i=0}^{k} c_{k+i} (M_H) n_f \), whose expressions under the \( \overline{\text{MS}} \)-scheme can be read from Ref.\cite{10}. We can conveniently get their values at any other scale by using the RGE via a recursive way.

As discussed in the Introduction, we need to transform the \( \overline{\text{MS}} \)-scheme pQCD series into mMOM one, which can be achieved by using the newly available relationship between the \( \overline{\text{MS}} \)-scheme strong coupling and the mMOM-scheme strong coupling up to \( \text{N}^4\text{LO} \)-level \cite{40}. More explicitly, under the Landau gauge, their relations up to \( \text{N}^4\text{LO} \)-level are

\[
a_s(\mu_r) = \sum_{i=1}^{5} d^{(i)} a_s^{i}(\mu_r),
\]

where \( a_s \) stands for the MOM-coupling and the expansion coefficients \( d^{(i)} \) are given by

\[
d^{(1)} = 1,
\]

\[
d^{(2)} = \frac{169}{12} - \frac{10}{9} n_f,
\]

\[
d^{(3)} = \frac{351 \zeta_3}{8} + \frac{76063}{144} \left( \frac{4 \zeta_3}{3} + \frac{1913}{27} \right) n_f + \frac{100}{81} n_f n_f(5)
\]

\[
d^{(4)} = \frac{60675 \zeta_3}{16} - \frac{70245 \zeta_5}{64} + \frac{42074947}{1728} n_f + \left( \frac{8362 \zeta_3}{27} + \frac{2320 \zeta_5}{9} - \frac{769387}{162} \right) n_f
\]

\[
+ \left( \frac{28 \zeta_3}{9} + \frac{199903}{972} \right) n_f^2 - \frac{1000}{729} n_f^3.
\]
\[ d^{(5)} = \frac{13941 \zeta_3^2}{32} \frac{12}{512} - \frac{139007835 \zeta_3}{4096} + \frac{655135047 \zeta_7}{512} + \frac{174626085 \zeta_5}{1620} + \frac{297 \pi^4}{20} + \frac{14543057783}{10368} + \frac{812c^2}{8} + \frac{18775535 \zeta_5}{216} - \frac{17195455 \zeta_3}{864} - \frac{26952037 \zeta_7}{1620} - \frac{1627 \pi^4}{2772344147} n_f + \frac{400 \zeta_3^2}{9} - \frac{201631 \zeta_3}{324} + \frac{809 \pi^4}{2430} + \frac{16236365}{648} n_f^2 + \frac{284 \zeta_3}{27} + \frac{880 \zeta_5}{27} + \frac{8919413}{17496} n_f^3 + \frac{10000}{6561} n_f^4, \]  

\[
\beta_0 = 11 - \frac{2}{3} n_f, \tag{8} 
\]
\[
\beta_1 = 102 - \frac{38}{3} n_f, \tag{9} 
\]
\[
\beta_2 = \frac{3861 \zeta_3}{8} + \frac{28965}{8} + \left( \frac{175 \zeta_3}{12} - \frac{7715}{12} \right) n_f 
\]
\[
\beta_4 = \frac{7696161 \zeta_3^2}{64} - \frac{106419019 \zeta_3}{512} + \frac{21619465551 \zeta_7}{4096} - \frac{4922799165 \zeta_5}{512} + \frac{3248220045}{256} + \frac{82869 \zeta_3^2}{32} + \frac{1032710355 \zeta_3}{20736} + \frac{18219328375 \zeta_7}{6912} - \frac{24870449471 \zeta_7}{18432} - \frac{115659378547}{31104} n_f + \frac{59531 \zeta_3^2}{36} - \frac{13019053 \zeta_3}{1296} + \frac{26952037 \zeta_7}{432} - \frac{65264845 \zeta_5}{324} + \frac{833934985}{2592} n_f^2 + \frac{2240 \zeta_3}{27} - \frac{129869 \zeta_3}{162} + \frac{299875 \zeta_5}{54} - \frac{3249767}{324} n_f^3 + \frac{304 \zeta_3}{27} - \frac{1760 \zeta_5}{27} + \frac{2617}{27} n_f^4. \tag{12} 
\]

We can then transform the \( n_f \)-series into the \( \{ \beta_i \} \)-series, i.e.

\[
\Gamma(H \rightarrow gg) = \frac{M^3_H G_F}{36 \sqrt{2 \pi}} \left[ r_{1,0} a^5_{\alpha}(\mu_r) + (r_{2,0} + 2r_{2,1} \beta_0) a^5_{\alpha}(\mu_r) + (r_{3,0} + 3r_{3,1} \beta_0 + r_{3,2} \beta_0^2 + 2r_{2,1} \beta_1) a^5_{\alpha}(\mu_r) + (r_{4,0} + 7r_{3,2} \beta_1 \beta_0 + 4r_{4,1} \beta_0 + 6r_{4,2} \beta_0^2 + 4r_{4,3} \beta_0^3 + 2r_{2,1} \beta_2 + 3r_{3,1} \beta_1) a^5_{\alpha}(\mu_r) + (r_{5,0} + 8r_{3,2} \beta_2 \beta_0 + \frac{27}{2} r_{4,2} \beta_1 \beta_0 + 5r_{5,1} \beta_0 + \frac{47}{3} r_{4,3} \beta_1 \beta_0^2 + 10r_{5,2} \beta_0^3 + 10r_{5,3} \beta_0^3 + 5r_{5,4} \beta_0^4 + 2r_{2,1} \beta_3 + 3r_{3,1} \beta_2 + 4r_{4,2} \beta_1^2 + 4r_{4,1} \beta_1) a^5_{\alpha}(\mu_r) + \mathcal{O}(a^7_{\alpha}(\mu_r)) \right], \tag{13} 
\]

where the coefficients \( r_{i,j} \) up to \( \alpha^5 \)-order level has been given in Ref.\[39\], and for convenience, we present the new

\[
\beta_3 = \frac{625317 \zeta_3}{16} - \frac{772695 \zeta_5}{32} + \frac{1380469}{8} + \frac{516881 \zeta_3}{72} + \frac{1027375 \zeta_5}{144} - \frac{970819}{24} n_f + \frac{736541}{324} - \frac{6547 \zeta_3}{27} - \frac{9280 \zeta_5}{27} n_f^2 + \frac{16 \zeta_3}{9} - \frac{800}{27} n_f^3. \tag{11} 
\]
ones $c_{3,j}$ at the $\alpha_s$-order in the Appendix.

Following the standard PMC procedures, we can get the optimal behavior of the running coupling at each order up to $\alpha_s^5$-order level. After applying the PMC, the pQCD series (13) can be rewritten as the following scheme-independent conformal series

$$\Gamma(H \to gg) = \frac{M_H^3 G_F}{36\sqrt{2}\pi} \sum_{j=1}^{5} r_{j,0} a_{s}^{j+1}(\mu_r), \quad (14)$$

where $r_{j,0}$ are conformal coefficients, which are free of the non-conformal $\{\beta_i\}$-terms. The PMC scales $Q_j$ can be written as

$$\ln \frac{Q_j^2}{\mu_r^2} = -\frac{r_{j,1}}{r_{2,0}} + \frac{2}{r_{2,0}^2} \left( \frac{r_{3,1}^2 - r_{2,0} r_{4,2}}{r_{2,0}^2} \right) \beta_0 \alpha_s(\mu_r) + \frac{1}{2r_{2,0}^3} \left( -5r_{3,1}^2 + 9r_{1,0} r_{3,2} r_{2,1} - 4r_{1,0}^2 r_{4,3} \right) \beta_0^2 + 4r_{1,0} \left( \frac{r_{2,1}^2 - r_{1,0} r_{3,2}}{r_{1,0}^2} \right) \beta_1 a_s(\mu_r) + \frac{1}{24r_{1,0}^3} \left\{ \beta_0 \left[ 3 \left( 35r_{3,2}^2 - 90r_{1,0} r_{3,2} r_{2,1} + 48r_{1,0}^2 r_{4,3} r_{2,1} + 27r_{2,0}^2 r_{3,2}^2 - 20r_{1,0}^2 r_{5,4} \right) \beta_0^2 - 4r_{1,0} \left( 37r_{3,2}^2 - 72r_{1,0} r_{3,2} r_{2,1} + 35r_{2,0}^2 r_{4,3} \right) \beta_1 \right] + 60r_{1,0}^2 \left( r_{1,0} r_{3,2} - r_{2,1}^2 \right) \beta_2 \right\} a_s^2(\mu_r), \quad (15)$$

$$\ln \frac{Q_2^2}{\mu_r^2} = -\frac{r_{3,1}}{r_{2,0}} + \frac{2}{r_{2,0}^2} \left( \frac{r_{3,1}^2 - r_{2,0} r_{4,2}}{r_{2,0}^2} \right) \beta_0 \alpha_s(\mu_r) - \frac{1}{6r_{2,0}^3} \left[ 4 \left( 7r_{3,2}^2 - 12r_{2,0} r_{4,2} r_{3,1} + 5r_{2,0}^2 r_{5,3} \right) \beta_0^2 + 15r_{2,0} \left( r_{2,0} r_{4,2} - r_{3,1}^2 \right) \beta_1 a_s^2(\mu_r), \quad (16)$$

$$\ln \frac{Q_2^2}{\mu_r^2} = -\frac{r_{4,1}}{r_{3,0}} + \frac{5}{2r_{3,0}^2} \left( \frac{r_{4,1}^2 - r_{3,0} r_{5,2}}{r_{3,0}^2} \right) \beta_0 \alpha_s(\mu_r), \quad (17)$$

$$\ln \frac{Q_2^2}{\mu_r^2} = -\frac{r_{5,1}}{r_{4,0}}. \quad (18)$$

The PMC scales at different orders are of different accuracy, which are determined by iteratively using the RGE and resum different $\{\beta_i\}$-terms into their perturbative series [13, 14]. Using the perturbative series of $\Gamma(H \to gg)$ up to $\alpha_s^5$-level, we can determine the LO PMC scale $Q_1$ up to next-to-next-to-next-leading logarithmic order ($N^3$LO) accuracy; the NLO PMC scale $Q_2$ up to next-to-next-leading logarithmic order ($N^2$LO) accuracy, the $N^2$LO PMC scale $Q_3$ up to next-leading logarithmic order (NLO) accuracy, and the $N^3$LO PMC scale $Q_4$ at the leading logarithmic order (LO) accuracy, respectively. To compare with the PMC scales $Q_i$, for a $\alpha_s^5$-order prediction [39], the accuracy of the PMC scales have been improved by the new $\{\beta_i\}$-terms emerged at the $\alpha_s^5$-order level, i.e. their highest-order terms are determined by the $\alpha_s^5$-order terms. As for $Q_5$ which needs the $\{\beta_i\}$-term information at the uncalculated $\alpha_s^7$-order level and is undetermined, our optimal choice for $Q_5$ is the last known PMC scale $Q_4$, which ensures the scheme-independence of the resultant PMC pQCD series [13, 14].

III. NUMERICAL RESULTS

To do the numerical calculation, we take $G_F = 1.16638 \times 10^{-5}$ GeV$^{-2}$, the top-quark pole mass $m_t = 173.3$ GeV [41], and $M_H = 125.09 \pm 0.21 \pm 0.11$ GeV [42].

A. Perturbative nature of the decay width $\Gamma(H \to gg)$ up to $N^4$LO level

![Graph of Total decay width $\Gamma(H \to gg)$ under conventional scale setting. The dash-dot line, the dotted line with cross symbols, the dotted lines with rhombus symbols, the dashed line and the solid line are for the predictions up to LO, NLO, N^3LO, N^4LO, and N^4LO levels, respectively.](image-url)

We present the total decay width $\Gamma(H \to gg)$ up to $N^4$LO level before and after applying the PMC in Figs. 1. When more loop terms have been taking into consideration, the conventional scale dependence becomes smaller. Up to $N^4$LO-level, the total decay width under conventional scale-setting is almost flat versus the initial choice of scale. As a comparison, the PMC prediction for the total decay width is scale-independent even for lower-order predictions. This shows that if one can determine the correct behavior of the running coupling, one can get the scale-independent prediction at any fixed order.

We present the total and the individual decay widths, $\Gamma_{\text{Total}}$ and $\Gamma_i$, of the decay $H \to gg$ under conventional and PMC scale-setting approaches in Tables I and II, where $\Gamma_{\text{Total}} = \sum \Gamma_i$ with $i = \text{LO}, \text{NLO}, \text{N}^2\text{LO}, \text{N}^3\text{LO}, \text{and N}^4\text{LO}$, respectively. For conventional scale-setting,

$$\Gamma_{N^k\text{LO}} = \frac{M_H^3 G_F}{36\sqrt{2}\pi} C_k(\mu_r) a_s^{k+2}(\mu_r), \quad (19)$$
shows that the perturbative nature of $\Gamma_i$ and the individual decay width at each order with $\mu$ for total decay width. Several typical scales, $\mu_r = M_H/2$, $M_H$, $2M_H$, and $4M_H$, are adopted.

and for PMC scale-setting

$$\Gamma_{N^4\text{LO}} = \frac{M_H^3 G_F}{36 \sqrt{2} \pi} r_k + 1.0 \alpha_s^{k+2}(Q_k).$$

Tables I and II show that the way to achieve the renormalization scale independence is quite different for conventional and PMC scale-setting approaches. The scale independence under conventional scale-setting is due to the cancellation of the scale dependence among different orders, and the net scale uncertainty could be negligibly small by including enough high-order terms. It however cannot get precise value for each order. On the other hand, the scale independence of the PMC prediction is natural, which determines the optimal scale for each order by recursively using of RGE, thus it shall generally get scale-independent decay width at each order.

One can define a $K$ factor, $K = \Gamma_{\text{Total}}/\Gamma_{\text{LO}}$, which shows the relative importance of the high-order terms to the leading-order terms. Up to $N^4\text{LO}$ level, the $K$ factor for $\mu_r = M_H$ under conventional and PMC scale-setting approaches have the following trends:

$$K|_{\text{Conv.}} \simeq 1 + 0.53 + 0.07 - 0.04 - 0.02 + \mathcal{O}(\alpha_s^5) (21)$$

and

$$K|_{\text{PMC}} \simeq 1 + 0.32 - 0.11 - 0.05 + 0.01 + \mathcal{O}(\alpha_s^5). (22)$$

Table I shows that the perturbative nature of $K|_{\text{Conv.}}$ changes greatly for different scales. For example, the NLO part of the $K$ factor changes by $\sim [-30\%, 50\%]$ for $\mu_r \in [M_H/2, 4M_H]$. On the other hand, Table II indicates that if taking $\mu_r \neq M_H$, the perturbative nature of $K|_{\text{PMC}}$ is almost unchanged.

FIG. 3. Scale uncertainties of the individual decay width $\Gamma_i$ (in unit: KeV) under conventional and PMC scale-setting approaches. $i = \text{LO}, \text{NLO}, N^2\text{LO}, N^3\text{LO},$ and $N^4\text{LO}$, respectively. The central values are for $\mu_r = M_H$, and the errors are for $\mu_r \in [M_H/2, 4M_H]$.

More explicitly, we present a comparison of the scale uncertainties of the individual decay width $\Gamma_i$ under conventional and PMC scale-setting approaches in Fig.(3), in which the error bars are determined by

$$\Delta = \pm |\Gamma_{N^4\text{LO}}(\mu_r) - \Gamma_{N^4\text{LO}}(M_H)|_{\text{MAX.}}$$

Here the symbol ‘MAX’ stands for the maximum value for $\mu_r \in [M_H/2, 4M_H]$. Fig.(3) shows that the separate scale errors for each order are indeed quite large under conventional scale-setting, which are however negligible for all separate orders under PMC scale-setting.
B. Residual scale dependence and an estimation of unknown high-order contributions after applying the PMC scale-setting

![Graph showing PMC scales vs. \( \mu_r (\text{GeV}) \)]

FIG. 4. The LO, NLO, \( N^2 \text{LO} \) and \( N^3 \text{LO} \) PMC scales \( Q_1, Q_2, Q_3 \) and \( Q_4 \) versus the initial choice of scale \( \mu_r \) for \( \Gamma(H \rightarrow gg) \) up to \( \alpha_s^3 \)-order level, which are shown by the dotted line, the dash-dot line, the dashed line, and the solid line, respectively.

Eqs.(15,16,17,18) show that the PMC scales \( Q_i \) are of perturbative nature which absorb all the non-conformal \( \{ \beta_i \} \)-terms of the pQCD series of \( \Gamma(H \rightarrow gg) \) into themselves. If setting \( \mu_r = M_H \), the perturbative series of the PMC scales behave in the following way

\[
\begin{align*}
\ln \frac{Q_1^2}{M_H^2} &= -1.833 + 0.161 + 0.020 + 0.002 + \mathcal{O}(\alpha_s^4), \\
\ln \frac{Q_2^2}{M_H^2} &= -2.419 + 0.731 - 0.163 + \mathcal{O}(\alpha_s^4), \\
\ln \frac{Q_3^2}{M_H^2} &= -0.287 - 0.291 + \mathcal{O}(\alpha_s^2), \\
\ln \frac{Q_4^2}{M_H^2} &= -0.542 + \mathcal{O}(\alpha_s).
\end{align*}
\]

Fig.(4) presents the PMC scales \( Q_1, \ldots, 4 \) versus the arbitrary initial choice of renormalization scale \( \mu_r \). Those PMC scales are optimal and determine the correct behavior of the strong coupling at each order, all of which are unchanged for large values of \( \mu_r \), e.g. \( \mu_r \gg M_H \).

There are residual scale dependence due to unknown high-order terms, which however suffer from both the \( \alpha_s \)-suppression and the exponential suppression. Thus those residual scale dependence are generally small. Fig.(4) shows the PMC scales \( Q_1, \ldots, 4 \) are highly independent of the choice of \( \mu_r \). By varying \( \mu_r \in [M_H/2, 4M_H] \), the values of those four PMC scales are almost unchanged:

\[
\begin{align*}
Q_1 &\simeq 55 \text{ GeV}, & Q_2 &\simeq 50 \text{ GeV}, \\
Q_3 &\simeq 94 \text{ GeV}, & Q_4 &\simeq 95 \text{ GeV}.
\end{align*}
\]

In our prediction on the decay width \( \Gamma(H \rightarrow gg) \) at the \( \alpha_s^5 \)-order level [39], a somewhat larger residual scale dependence is existed for \( Q_2 \) at the NLLO accuracy. Fig.(5) shows how \( Q_2 \) changes when more loop terms have been taken into consideration. By using \( Q_2 \) up to \( N^2 \text{LO} \) accuracy, the residual scale dependence becomes much smaller. By varying \( \mu_r \in [M_H/2, 4M_H] \), the variation of \( Q_2 \) will be changed from \( \Delta Q_2 \sim 7 \text{ GeV} \) for NLLO accuracy down to \( \Delta Q_2 \sim 2 \text{ GeV} \) for \( N^2 \text{LO} \) accuracy. As a special case, it is found that the PMC scale such as \( Q_2 \) at the LLO accuracy shall be exactly free of \( \mu_r \), a strict demonstration has been given in Ref.[14], which explains why the prototype of PMC, i.e. the well-known Brodsky-Lepage-Mackenzie (BLM) scale-setting approach [43], works so successfully in many of its one-loop applications. The PMC provides a underlying background for BLM and extend BLM up to all-orders by systematically identifying all of the \( \{ \beta_i \} \)-terms at each perturbative order using a general “degeneracy” pattern of the non-Abelian gauge theory [44].

![Graph showing PMC scale vs. \( \mu_r (\text{GeV}) \)]

FIG. 5. A comparison of the PMC scale \( Q_2 \) from LLO accuracy up to \( N^2 \text{LO} \) accuracy. The dotted line is the approximate asymptotic limit for \( Q_2 \), which is for all orders.

![Graph showing total decay width vs. \( \mu_r (\text{GeV}) \)]

FIG. 6. Total decay width up to \( k_{\text{th}} \)-loop level, \( \Gamma_{\text{tot}}^{k_{\text{th}}} \) (in unit: KeV), for the decay width \( \Gamma(H \rightarrow gg) \) together with the predicted unknown high-order contributions \( \Delta \Gamma_{\text{tot}}^{k_{\text{th}}} \) \( (k = 2, \ldots, 5) \). The central values are for \( \mu_r = M_H \).

As a final remark, it is helpful to be able to estimate
the “unknown” high-order pQCD corrections. The conventional error prediction obtained by simply varying the scale over a certain range is unreliable, since it only partly predicts the non-conformal contribution but not the conformal one. In contrast, after applying the PMC, the scales are optimized and cannot be varied; otherwise, one will explicitly break the renormalization group invariance, which leads to an unreliable prediction. We adopt the suggestion raised up by Ref.[16] for an estimation, i.e. for a $k_{th}$-loop pQCD prediction for the $H \rightarrow gg$ decay,

$$\Gamma_k^\text{tot} = \frac{M_H^3 G_F}{36\sqrt{2} \pi} \sum_{i=1}^{k} C_i(\mu_r) a^{i+1}_s(Q_i[\mu_r]),$$  \hspace{1cm} (29)

and the unknown high-order contribution is predicted by the following way

$$\Delta \Gamma_k^\text{tot} = \frac{M_H^3 G_F}{36\sqrt{2} \pi} |C_k(\mu_r) a^{k+1}_s(Q_k[\mu_r])|_{\text{MAX}},$$  \hspace{1cm} (30)

where $\mu_r \in [M_H/2,4M_H]$, and the symbol ‘MAX’ indicates the maximum value. Under conventional scale-setting, $Q_i[\mu_r] \equiv \mu_r$; Under PMC scale-setting, $Q_i[\mu_r]$ are PMC scales and $C_i(\mu_r) \equiv r_{i,0}(\mu_r)$ are conformal coefficients. This way of estimating the unknown high-order pQCD prediction is natural for PMC, since after the PMC scale is set, the pQCD convergence is ensured and the dominant uncertainty is from the last term due to the unfixed PMC scale at this order.

Numerically, we obtain

$$\Delta \Gamma_2^\text{tot}|_{\text{Conv.}} = \pm 119\text{KeV}, \quad \Delta \Gamma_2^\text{tot}|_{\text{PMC}} = \pm 91\text{KeV},$$  \hspace{1cm} (31)

$$\Delta \Gamma_3^\text{tot}|_{\text{Conv.}} = \pm 55\text{KeV}, \quad \Delta \Gamma_3^\text{tot}|_{\text{PMC}} = \pm 62\text{KeV},$$  \hspace{1cm} (32)

$$\Delta \Gamma_4^\text{tot}|_{\text{Conv.}} = \pm 18\text{KeV}, \quad \Delta \Gamma_4^\text{tot}|_{\text{PMC}} = \pm 12\text{KeV},$$  \hspace{1cm} (33)

$$\Delta \Gamma_5^\text{tot}|_{\text{Conv.}} = \pm 3.9\text{KeV}, \quad \Delta \Gamma_5^\text{tot}|_{\text{PMC}} = \pm 1.9\text{KeV},$$  \hspace{1cm} (34)

A comparison of those results are presented in Fig.(6). The predicted error bars become smaller when more loop terms are included for both conventional and PMC scale-setting approaches, and the contributions from the unknown high-order terms become reasonably small.

IV. SUMMARY

In the paper, we have made a detailed analysis of the Higgs-boson decay $H \rightarrow gg$ up to $\alpha^6_s$-order. After applying the PMC, we obtain

$$\Gamma(H \rightarrow gg)|_{\text{PMC}} = 337.9 \pm 1.7^{+0.9}_{-0.1} \pm 1.9 \text{KeV},$$  \hspace{1cm} (35)

where the first error is caused by the Higgs mass uncertainty $\Delta M_H = 0.24 \text{GeV}$, the second one is residual renormalization scale dependence for $\mu_r \in [M_H/2,4M_H]$, and the third one is the predicted unknown high-order contributions. To compare with the residual scale error $^{(-3.7)}_{(-2.4)} \text{KeV}$ obtained by a $\alpha^5_s$-order prediction [39], it is found that the residual scale dependence is greatly suppressed by including the newly calculated $\alpha^6_s$-order terms.

Similarly, the scale uncertainty under conventional scale-setting shall also be suppressed by including the $\alpha^6_s$-order terms, which changes from the $\alpha^5_s$-order error $^{(+7.3)}_{(-3.1)} \text{KeV}$ to a smaller error $^{(+2.1)}_{(-1.3)} \text{KeV}$.

Tables I and II show that the scale dependence for the conventional and PMC scale-settings behave quite differently. The relatively smaller net total scale uncertainty for conventional scale-setting is achieved due to the cancellation of the scale dependence among different orders; thus even though the net scale uncertainty could be small by including higher-order terms, one cannot get precise values for each order by using the guessed scale. On the other hand, the net scale independence of the PMC prediction is rightly due to the scale-independence of all separate orders, since the PMC scale for each order is optimal and determined by properly using of RGE.

Our prediction on the Higgs-boson decay shows the conventional scheme-and-scale error could be avoided, which also emphasizes the importance of the renormalization scale-setting procedure after finishing the standard regularization and renormalization procedures.
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APPENDIX: NEW COEFFICIENTS NEEDED FOR A $\alpha^6_s$-ORDER ANALYSIS

The coefficients $c_{j}$ with $j = (0,1,\cdots,4)$ under the Landau gauge of the mMOM scheme are

$$c_{5,0} = 1.17128 \times 10^6 \ln^4 \frac{\mu^2}{M_H^2} + 1.73266 \times 10^7 \ln^3 \frac{\mu^2}{M_H^2} + 5.88986 \times 10^7 \ln^2 \frac{\mu^2}{M_H^2} + 2.08498 \times 10^7 \ln \frac{\mu^2}{M_H^2} \left(367840 \ln \frac{\mu^2}{M_H^2} + 411224\right) \ln^2 \frac{M_H^2}{m_t^2} + \left(735680 \ln^2 \frac{\mu^2}{M_H^2} + 2.11855 \times 10^6 \ln \frac{\mu^2}{M_H^2} + 723634\right) \ln \frac{M_H^2}{m_t^2} + 73568 \ln^3 \frac{M_H^2}{m_t^2} - 4.8907 \times 10^7,$$

$$c_{5,1} = -283947 \ln^4 \frac{\mu^2}{M_H^2} - 3.86754 \times 10^6 \ln^3 \frac{\mu^2}{M_H^2} - 1.43599 \times 10^7 \ln^2 \frac{\mu^2}{M_H^2} - 1.31706 \times 10^7 \ln \frac{\mu^2}{M_H^2}$$
The coefficients $r_{5,j}$, $j = (0, 1, \cdots, 4)$, under the Landau gauge of the mMOM-scheme are

$$r_{5,0} = \frac{1}{48} \left\{ (1028979\zeta_3 - 251939) c_{2,1} + 3 \left[ 761 c_{3,1} + 437277 c_{3,2} - 2568 c_{4,1} - 84744 c_{4,2} + 2097414 c_{4,3} + 16 c_{5,0} + 33 (8 c_{5,1} + 33 (4 c_{5,2} + 66 c_{5,3} + 1089 c_{5,4}) ) \right] \right\},$$

$$r_{5,1} = \frac{1}{960} \left\{ (5878745 \zeta_3 + 1817715 \zeta_5 - 278521) c_{2,1} + 6 \left[ (15815 \zeta_3 + 7277) c_{1,1} + 22 (4743 \zeta_3 + 37078) c_{1,2} - 912 c_{4,1} - 47430 c_{4,2} - 1602909 c_{4,3} + 48 c_{5,1} + 1584 c_{5,2} + 39204 c_{5,3} + 862488 c_{5,4} \right] \right\},$$

$$r_{5,2} = \frac{1}{1920} \left\{ 12 \left[ (48 c_{1,1} + 898) c_{3,1} + (7908 c_{3,3} + 77990) c_{3,2} + 9 (-171 c_{4,2} - 10979 c_{4,3} + 4 c_{5,2} + 198 c_{5,3} + 6534 c_{5,4}) \right] - (135672 \zeta_3 + 222720 \zeta_5 + 210167) c_{2,1} \right\},$$

$$r_{5,3} = \frac{1}{320} \left\{ -96 (3 \zeta_3 - 50) c_{2,1} - 8 (48 \zeta_3 + 989) c_{3,2} + 9 \left[ 893 c_{4,3} - 12 (c_{5,3} + 66 c_{5,4}) \right] \right\},$$

$$r_{5,4} = \frac{81 c_{5,4}}{80}.$$
