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This paper studies some basic properties of an SEIR (Susceptible-Exposed-Infectious-Recovered) epidemic model subject to vaccination and treatment controls. Firstly, the basic stability, boundedness, and nonnegativity of the state trajectory solution are investigated. Then, the problem of partial state reachability from a certain state value to a targeted one in finite time is focused on since it turns out that epidemic models are, because of their nature, neither (state) controllable from a given state to the origin nor reachable from a given initial condition. The particular formal statement of the partial reachability is focused on as a problem of output-reachability by defining a measurable output or lower dimension than that of the state. A special case of interest is that when the output is defined as the infectious subpopulation to be step-to-step tracked under suitable amounts being compatible with the required constraints. As a result, and provided that the output-controllability Gramian is nonsingular on a certain time interval of interest, a feedback control effort might be designed so that a prescribed value of the output can be approximately tracked. A linearization approximation is performed to simplify and facilitate the above task which is based on a point-to-point linearization of the solution trajectory. To this end, an “ad hoc” sampled approximate output trajectory is defined as control objective to be targeted through a point-wise calculated Jacobian matrix. A supervised appropriate restatement of the targeted suited sampled output values is redefined, if necessary, to make the initial proposed sampled trajectory compatible with the various needed constraints on nonnegativity and control boundedness. The design can be optionally performed under constant or adaptive sampling rates. Finally, some numerical examples are given to test the theoretical aspects and the design efficiency of the model.

1. Introduction

Epidemic mathematical models are receiving very significant attention in the last decades due to their inherent interest to predict the progression of the force intensity of the infections through time so as to take appropriate decisions about how to mitigate them and how to conduct in an adequate way the hospital means requirements to fight against them. In this context, it is very important to study the influence in the disease evolution of potential control actions like typically the vaccination and treatment controls and to accommodate their convenient application to items like their availability and economic costs through time and their demand in view of the disease progression. In this context, a relevant part of the available background literature has paid attention to their optimal management and application to the population. See, for instance, [1–9] and some of the references therein. On the other hand, it can be also pointed out that
quarantine actions for the removal of some healthy susceptible individuals from the infective environment can be interpreted as an impulsive vaccination in continuous-time models, while a similar strategy on the infectious ones is in fact performed through an impulsive antiviral or antibiotic control. See, for instance, [8–10] and some of the references therein. In particular, a modified SEIR model which adds a new infectious population (that is, the lying infective corpses) is considered, so-called the SEIADR model, and, apart from the vaccination and treatment controls, an impulsive control is applied to this population which is interpreted as the recovery from the streets of the lying infective corpses by ad hoc organizes brigades or volunteers when necessary. In this way, the SEIADR model is subject to three different controls. The way of updating the feedback controller gains is supervised by an ad hoc technique proposed in [9] for the discrete version of the SEIADR which can manage a trade-off between the infection evolution and the vaccinations costs. Besides, the epidemic models can be extended for use by being split into different coupled nodes to describe interacting populations among different towns or regions. See, for instance, [11–15] and related background bibliography. The design of observers to estimate the model state when it is not fully measurable or perfectly known has also received significant attention in several papers, for instance, in [16]. Other topics, like some cases of the relevance of complex dynamics or the influence of pathogens in certain epidemic models, such as ticks and mites, have been also focused on and studied. See, for instance, [17–19] and references therein. The approximate controllability and reachability problems in time-varying systems have been considered in [20], and some ad hoc examples related to epidemic models have been given, while in [21] the classical hyperstability theory of control systems has been adapted to be used in derivation of very wide structure types for nonlinear feedback rules of vaccination and treatment controls in some epidemic models. The design of control laws for certain ecology models, like Beverton–Holt equation or epidemic models, has received significant attention in the literature, in particular, the monitoring of the carrying capacity in aquaculture or the updated design of the feedback gains of vaccination and treatment control. See, for instance, [8, 11, 13, 14] and [21, 22]. On the other hand, epidemic models based on differential equations, as other biological and in general controlled systems, can be discretized in order to facilitate their computational descriptions. See, for instance, [23–30] and some of the references therein. It has to be pointed out that the stochastic formalism has been also seen to be useful in studying some concerns in the epidemic models behavior, typically, the influences of perturbations in the equilibrium points and uncertainties in the data. See, for instance, [31, 32] and some references therein. Moreover, the relevance of modeling small communities can be useful for interpreting the disease evolution or taking intervention decisions since the total population is an aggregation of smaller communities [33].

This paper proposes a formal statement of partial reachability stated as one of output-reachability by defining a measurable output or lower dimension than that of the state on a SEIR-type epidemic model. The main reason is that epidemic models are neither controllable to the origin nor reachable, because of their nature, since the controls always transfer vaccinated susceptible individuals and treated infectious ones to the recovered subpopulation so that the whole subpopulations cannot be jointly prefixed as separate objectives to be tracked at any finite time through control actions. This would happen even under the unrealistic and unfeasible absence of constraints of control boundedness type and of nonnegativity of the state trajectory solution. A special case of interest focused on is when the output is defined as the infectious subpopulation to be step-to-step tracked under suitable amounts being compatible with the required constraints. A point-to-point linearization approximation of the sampled output solution trajectory is performed as a preparatory step for the approximate reachability design of a suited output trajectory though the vaccination and treatment controls. A reformulation of the output tracking objectives is performed in a higher-level design step, if necessary, in order to satisfy the solution nonnegativity and control boundedness constraints. Several alternative designs are discussed based either on the use of constant sampling rates or on the choice of time-varying sampling periods which are adapted to the variation slope of the output through time.

The paper is organized as follows. Section 2 describes the proposed SEIR epidemic model which is eventually subject to vaccination and treatment controls. Its properties of solution boundedness for finite initial conditions, the solution nonnegativity for all time under any nonnegative initial conditions, and its equilibrium points are investigated in Section 3. Section 4 is devoted to the study of the output-reachability aspects of a special model of the previous general one which consider the recruitment as dependent on the birth rate and inward/outward flex rates. The output is defined with a lower dimensionality than that of the state model (n = 4), which is a necessary condition for the approximate output-reachability of the model, since the system is not reachable, and it can typically be chosen, in particular, as the infectious subpopulation through time. The output solution is linearizated via an updated sampled Jacobian matrix through a set of samples. Such samples can be selected with a constant sampling period or with a time-varying one which is obtained from a simple adaptive sampling rule which takes into account the time-derivative values of the output. Section 5 presents and discusses numerical examples to illustrate the previous theoretical aspects of the paper. Finally, some conclusions are given in Section 6.

2. The SEIR Model with Vaccination and Treatment Controls

Consider the following SEIR (Susceptible-S, Exposed-E, Infectious-I, Recovered-R) epidemic model subject to vaccination and treatment controls:

\[
\dot{S}(t) = bN(t) - dS(t) - cS(t)I(t) + V(t),
\]

\[
\dot{E}(t) = cS(t)I(t) - (f + d)E(t),
\]

\[
\dot{I}(t) = (d + f)E(t) - V(t),
\]

\[
\dot{R}(t) = V(t).
\]
\[ \dot{I}(t) = fE(t) - (g + a + d)I(t) - T(t), \quad (3) \]
\[ \dot{R}(t) = gI(t) - dR(t) + V(t) + T(t), \quad (4) \]
\[ \forall t \in \mathbb{R}_0^+, \text{ subject to initial conditions } S(0) = S_0, \]
\[ E(0) = E_0, \quad I(0) = I_0, \quad \text{and} \quad R(0) = R_0 \text{ with } \min(S_0, E_0, I_0, R_0) \geq 0 \text{ and } S_0 + E_0 + I_0 + R_0 > 0, \]
where \( S(t), E(t), I(t), \) and \( R(t) \) are, respectively, the susceptible, exposed, infectious, and recovered subpopulations and \( V(t) \) and \( T(t) \) are, respectively, the vaccination and treatment control interventions on the susceptible and infectious, respectively, used to decrease the infection progression.

The parameterization of the above model is as follows:
- \( c \) is the transmission rate of the disease
- \( b \) is the natural birth rate
- \( a \) is the death rate caused by the disease
- \( d \) is the natural death rate
- \( f \) is the rate of transfer of exposed individuals to infectious ones
- \( g \) is the natural recovery rate.

Summing up the four subpopulations (1)–(4), one gets the total population \( N(t) = S(t) + E(t) + I(t) + R(t) \), \( \forall t \in \mathbb{R}_0^+ \), which satisfies the subsequent differential equation:
\[ \dot{N}(t) = (b - d)N(t) - aI(t), \quad \forall t \in \mathbb{R}_0^+, \quad (5) \]
with \( N(0) = N_0 = S_0 + E_0 + I_0 + R_0 \). A closer model to the above one without treatment control has been discussed in [8] in the context of imposing upper-bound constraints on the number of available vaccines at any time instant when mixed state control constraints are set. The possibility of establishing upper-bounds on the number of the susceptible with and without bounds on the availability of vaccines has been also explored.

Some of the main theoretical and numerical results of this paper rely on the use of linear feedback vaccination and treatment controls which translate into feedback actions for the respective efforts which are proportional to the susceptible and infectious subpopulations, respectively. The feedback control techniques are very common in the background literature including that referring to disease spread. For instance, the vaccination rate is a control feedback gain invoked in [1–3, 5, 9–11, 13, 14, 21], some references therein, and others from related literature which use the feedback information for the implementation of the vaccination campaigns. In this way, the vaccination effort is proportional to the number of susceptible individuals, and this allows for intensifying the effort when the disease spread is high and to decrease it otherwise. In the same way, treatment efforts can be generated via feedback on the basis that slightly infectious and asymptomatic individuals, who are relevant fractions of the infectious total population in some diseases, do not usually require hospital treatment.

### 3. Discussion of the Main Properties of the Epidemic Model

This section states and proves the main properties of non-negativity and stability of the above epidemic model. The concepts of epidemiology are merged with those of the mathematical modeling and dynamical systems. Therefore, the terminology of these mentioned fields is equivalently used throughout this section in order to present the techniques employed within the infectious diseases spreading description frame.

The subsequent first result relies on the nonnegativity of all the subpopulations for all time under any given non-negative initial conditions and under nonnegativity and upper-bounding conditions of the control efforts. The nonnegativity of the state trajectory solution of (1)–(4), i.e., the nonnegativity of all the subpopulations for all time in terms of the epidemic diseases terminology, holds irrespective of the subpopulations being bounded or not. The proof is made by inspecting directly the solutions of the subpopulations from their respective differential equations instead of inspecting the zero crossings of the corresponding time-derivatives. If, in addition, \( b \leq d \), then all the subpopulations are bounded for all time. This follows from the uniform boundedness of the total population together with the nonnegativity through time of all the subpopulations.

**Theorem 1.** The trajectory solution of (1) is nonnegative for all time for any given non-negative initial conditions provided that the control efforts are sufficiently small for all time according to the constraints \( 0 \leq \dot{V}(t) \leq bN(t) \) and \( 0 \leq \dot{T}(t) \leq fE(t) \), \( \forall t \in \mathbb{R}_0^+ \). If, in addition, \( b \leq d \), then all the subpopulations and then the total population are bounded for all time.
\textbf{Proof.} Note from (1) that
\[
S(t) = e^{\int_0^t \left[ I(t) \right] dt} \left[ S_0 + \int_0^t e^{\int_0^{t} \left[ I(\tau) \right] d\tau} (bN(\tau) - V(\tau))d\tau \right] \geq 0, \quad \forall t \in \mathbb{R}_0^+,
\]

since \( S_0 \geq 0 \) and \( V(t) \leq bN(t); \forall t \in \mathbb{R}_0^+ \). Note, now, from (3) that \( I(t) \geq -(g + a + d)I(t); \forall t \in \mathbb{R}_0^+ \), since \( T(t) \leq fE(t) \). Then, there exists a function \( \varepsilon(t) \); \( \mathbb{R}_0^+ \rightarrow \mathbb{R}_0^+ \), defined by \( \varepsilon(t) = fE(t) - T(t) \), such that \( I(t) = - (g + a + d) I(t) + \varepsilon(t) \); \( \forall t \in \mathbb{R}_0^+ \), so that
\[
I(t) = e^{-(g + a + d)t} \left[ I_0 + \int_0^t e^{(g + a + d)t} (fE(\tau) - T(\tau))d\tau \right] \leq e^{-(g + a + d)t} I_0 + \int_0^t e^{-(g + a + d)(t - \tau)} \varepsilon(\tau)d\tau \geq 0, \quad \forall t \in \mathbb{R}_0^+,
\]

since \( I_0 \geq 0 \). Furthermore, one has from (2) that
\[
E(t) = e^{-(f + d)t} E_0 + c \int_0^t e^{-(f + d)(t - \tau)} S(\tau)I(\tau)d\tau \geq 0, \quad \forall t \in \mathbb{R}_0^+,
\]

since \( E_0 \geq 0 \) and \( S(t)I(t) \geq 0, \forall t \in \mathbb{R}_0^+ \), from (6) and (7). Finally, one gets from (4) that
\[
R(t) = e^{-(g + d)t} R_0 + \int_0^t e^{-(g + d)(t - \tau)} (gI(\tau) + V(\tau) + T(\tau))d\tau \geq 0, \quad \forall t \in \mathbb{R}_0^+,
\]

since \( R_0 \geq 0 \) and \( gI(t) + V(t) + T(t) \geq 0, \forall t \in \mathbb{R}_0^+ \), from the assumptions on the controls and (7). It has been proved that all the subpopulations (and thus the total one) are nonnegative for all time so that the total population is also bounded for all time. Thus, one has from (5) that if \( b < d \), then one obtains from (5) that \( 0 \leq N(t) = e^{(b - d)t} N_0 \)

\[
S(t) \geq e^{\int_{T_1}^{T_2} \left( I(T) \right) dt} \left[ S(T) - \int_{T_1}^T e^{\int_0^{T_2} \left[ I(\sigma) \right] d\sigma} (bN(\tau) - V(\tau))d\tau \right] \geq 0, \quad \forall t \in (T, T_1],
\]

As a result, \( S(t) \geq 0, \forall t \in [0, T_1], \) from (10). On the other hand, one has from Theorem 1 that \( I(t) \geq 0, \forall t \in [0, T] \), since \( 0 \leq T(t) \leq fE(t) \) for \( t \in [0, T] \). Besides, one has from (2) by retaking initial conditions at \( t = T \) that if \( V(t) > bN(t); \forall t \in (T, T_1] \), then
\[
I(t) \geq e^{-(g + a + d)(T - T)} \left[ I(T) - \int_T^{T_2} e^{-(g + a + d)(T - T)} \left[ fE(\tau) - T(\tau) \right] d\tau \right] \geq 0, \quad \forall t \in (T, T_1],
\]

and \( I(t) \geq 0, \forall t \in [0, T_2], \) from (11). The subsequent result is concerned with proving that for \( b < d \) and for \( b = d \) with \( a > 0 \), a globally asymptotically stable disease-free equilibrium point exists under the control constraints of Theorem 1. It is also proved that all the subpopulations are asymptotically unbounded if \( b > d \).
Theorem 2. The following properties hold:

(i) If the control constraints of Theorem 1 hold and \( b < d \), then a globally asymptotically stable disease-free equilibrium point implying also asymptotic extinction (that is, the total subpopulation asymptotically extinguishes for any finite initial conditions) exists.

(ii) If \( b > d \), then the vaccination control converges asymptotically to \( V_{df}^* \), then a disease-free equilibrium point, which does not imply asymptotic extinction, exists, and the treatment control converges asymptotically to zero. The disease-free equilibrium point is defined by

\[
S^*_df = (bN^*_df - V^*_df)/d, \quad E^*_df = I^*_df = 0, \quad T^*_df = 0,
\]

\[
R^*_df = (V^*_df/d) \text{ giving a total equilibrium population}
\]

\[
N^*_df = S^*_df + R^*_df = N_0 - a \int_0^\infty I(t) dt, \quad \text{and } I(t) \text{ is integrable on } [0, \infty]. \quad \text{If the vaccination and treatment controls are generated by linear feedback of the susceptible and infectious, respectively, that is, } V(t) = \kappa_v S(t) \text{ and } T(t) = k_t I(t), \text{ then } S^*_df = bN^*_df/(b + k_v) \quad \text{and } R^*_df = \left( k_t S^*_df/d \right) = \left( k_t bN^*_df/(b + k_v) \right) = k_t N^*_df/(b + k_v), \text{ where } V^*_df = k_v S^*_df \quad \text{and } T^*_df = k_t I^*_df.
\]

(iii) If \( b > d \), then \( N(t) \to \infty \) as \( t \to \infty \) for any nontrivial solution. If, furthermore, \( \sup_{t \in \mathbb{R}} V(t) < V_0 < \infty \) and \( \sup_{t \in \mathbb{R}} T(t) < T_0 < \infty \), then the infection becomes asymptotically unbounded and all the subpopulations become asymptotically unbounded for any nonzero initial conditions.

Proof. One obtains from (5) that

\[
N(t) = e^{-(b-d)t} N_0 - (b \int_0^t e^{-(b-d)(t-r)} I(r) dr), \quad \forall t \in \mathbb{R}_+.
\]

Then, one has the following:

(a) If \( 0 \leq V(t) \leq bN(t), \quad 0 \leq T(t) \leq E(t), \quad \forall t \in \mathbb{R}_+, \quad \text{and} \quad b < d, \quad \text{then } N(t) \to 0 \text{ as } t \to \infty \text{ so that } S(t) \to 0, \quad E(t) \to 0, \quad I(t) \to 0, \quad \text{and } R(t) \to 0 \text{ as } t \to \infty \text{ irrespective of the initial conditions, since from Theorem 1 all the subpopulations and the total population are nonnegative for all time. As a result, the unique equilibrium point is a globally stable disease-free one implying total extinction; that is, } x^*_df = (S^*_df, \quad E^*_df, I^*_df, \quad T^*_df, \quad R^*_df)^T = (0, \quad 0, \quad 0, \quad 0)^T \quad \text{and, besides, from the constraints of Theorem 1, } V(t) \to V^*_df = 0, \quad T(t) \to T^*_df = 0 \text{ as } t \to \infty.
\]

(b) If \( b = d \) and \( a \neq 0 \), then one has from (12) and Theorem 1 that

\[
\sup_0^\infty N(t) = N_0 - a \int_0^\infty I(t) dt \geq 0, \quad \forall t \in \mathbb{R}_+.
\]

Then, \( \sup_0^\infty \int_0^\infty I(t) dt \leq (N_0/a), \quad \forall t \in \mathbb{R}_+ \), \( \sup_0^\infty \int_0^\infty I(t) dt \leq (N_0/a), \quad \text{and } \lim_{t \to \infty} \int_0^\infty I(t) dt = 0 \) irrespective of the initial conditions. Since \( I(t) = I_0 + \int_0^\infty I(t) dt \to 0 \) as \( t \to \infty \), then \( \lim_{t \to \infty} \int_0^\infty I(t) dt = -I_0 < + \infty \) so that, since \( I: \mathbb{R}_+ \to \mathbb{R} \) is uniformly continuous from the differential equation (2) and \( T: \mathbb{R}_+ \to \mathbb{R}_+ \) is uniformly continuous, then \( \lim_{t \to \infty} I(t) = 0 \) from Barbalat’s lemma. Now, \( I(t) \to I^*_df = 0 \) and \( I(t) \to 0 \) so that \( E(t) \to E^*_df = 0 \), and \( T(t) \to T^*_df = 0 \) (from the control constraint of Theorem 1) as \( t \to \infty \) irrespective of the initial conditions.

Thus, one gets from (4) that \( R(t) \to R^*_df = (V^*_df/d) \) as \( t \to \infty \) since \( V(t) \to V^*_df \) as \( t \to \infty \). Therefore, \( (N(t) - S(t) - R(t)) \to (N(t) - S(t) - R^*_df) \to 0 \) as \( t \to \infty \). From (13), and since \( I(t) \geq 0 \) as \( t \to \infty \), the total population has a limit as time tends to infinity, that is, \( N(t) \to \infty \) as \( t \to \infty \). Then, note that \( S^*_df \) is not determined from (1) since \( b = d \) and \( E^*_df = T^*_df = 0 \), and \( R^*_df = (V^*_df/d) \). However, such a limit \( S^*_df \) has to exist being nonnegative and finite from \( S(t) \to N_0 - a \int_0^\infty I(t) dt - (V^*_df/d) \) as \( t \to \infty \), since \( \int_0^\infty I(t) dt \leq (N_0/a) \) and \( I(t) \geq 0 \) as \( t \to \infty \) implies that \( \int_0^\infty I(t) dt \) exists and it is a nonnegative finite number for any given finite initial conditions. Then,

\[
S(t) \to S^*_df = N_0 - aL_I - \frac{V^*_df}{d},
\]

with \( 0 \leq L_I \leq ((N_0 - V^*_df/d)/a) \) so that a globally asymptotically stable disease-free equilibrium point still exists if \( b = d \). In this case, one gets directly that \( S^*_df = (bN^*_df - V^*_df)/b \) from (1) since \( I^*_df = 0 \), \( E^*_df = T^*_df = 0 \) from (2) and (3) and \( R^*_df = (V^*_df/b) \). One also gets from (5) that

\[
N^*_df = S^*_df + R^*_df = N_0 - a \int_0^\infty I(t) dt \quad \text{and} \quad I(t) \quad \text{is integrable on } [0, \infty]. \quad \text{If the vaccination and treatment controls are generated by linear feedback of the susceptible and infectious, respectively, that is, } V(t) = \kappa_v S(t) \text{ and } T(t) = k_t I(t), \text{ then } S^*_df = bN^*_df/(b + k_v) \text{ and } R^*_df = \left( k_t S^*_df/b \right) \quad \text{since } b = d, \text{ where } V^*_df = \kappa_v S^*_df \text{ and } T^*_df = k_t I^*_df. \text{Besides, } \lim_{t \to \infty} N(t) = N^*_df = a \int_0^\infty I(t) dt. \text{Property (i) has been proved.}
\]

To prove Property (ii), assume that \( b > d \). Then, one has from (5) and the nonnegativity of the solution from Theorem 1, since \( N(t) \geq I(t), \quad \forall t \in \mathbb{R}_+ \), that

\[
N(t) = N_0 + \int_0^t [(b - d) N(t) - aI(t)] dt \geq N_0 + \int_0^t (b - d - a)I(t) dt.
\]

Assume that \( \lim_{t \to \infty} \sup_{t \geq t_0} N(t) < \infty \) and proceed by contradiction arguments. One has from (15) that two cases can arise, namely:

Case (i): assume that \( b > d + a \); then, since \( \sup_{t \geq t_0} \sup_{t \geq t_0} N(t) < \infty \), this implies from (15) that \( \lim_{t \to \infty} N(t) = 0 \). One also gets from (5) that \( N(t) = (b - d)N(t) - aI(t) \geq a(N(t) - I(t)), \quad \forall t \in \mathbb{R}_+ \),

\[
\sup_{t \geq t_0} \sup_{t \geq t_0} N(t) < \infty \quad \text{and} \quad \lim_{t \to \infty} \sup_{t \geq t_0} N(t) = 0 \quad \text{imply that} \quad \int_0^\infty (N(t) - I(t)) dt \geq 0.
\]

Case (ii): assume that \( b < d + a \); then, since \( \sup_{t \geq t_0} \sup_{t \geq t_0} N(t) < \infty \), this implies from (15) that \( \lim_{t \to \infty} N(t) = 0 \). One also gets from (5) that

\[
\sup_{t \geq t_0} \sup_{t \geq t_0} N(t) < \infty \quad \text{and} \quad \lim_{t \to \infty} \sup_{t \geq t_0} N(t) = 0 \quad \text{imply that} \quad \int_0^\infty (N(t) - I(t)) dt \geq 0.
\]
and \((N(t) - I(t)) \to 0\) as \(t \to \infty\) if \(N_0 > I_0 \geq 0\).

Since \(I(t) \to 0\) as \(t \to \infty\), then \(N(t) \to 0\) as \(t \to \infty\). However, then, one gets the contradiction to the assumption \(\lim_{t \to \infty} \sup_{0 \leq t < T} N(t) < \infty, 0 \leq \lim_{t \to \infty} \int_0^T (N(r) - I(r)) dr = -N_0 < 0\). Thus, \(\lim_{t \to \infty} \sup_{0 \leq t < T} N(t) = \lim_{t \to \infty} N(t) = \infty\) as \(t \to \infty\) if \(b > d + a\).

Case (ii): assume that \(d < b \leq d + a\). Then, \(N(t) \leq a (N(t) - I(t)), \forall t \in \mathbb{R}_{+}\), from (5). Since

\[
\lim_{t \to \infty} \left[ \sup_{0 \leq t < T} \left( \inf_{T \leq r \leq t} I(r) \right) \right] \geq c \lim_{t \to \infty} \left[ \sup_{0 \leq t < T} \left( \inf_{T \leq r \leq t} e^{-(f + d)(t - \tau)} S(r) I(r) d\tau \right) \right] > 0, \tag{17}
\]

so that (17) contradicts that \(E(t) \to 0\) as \(t \to \infty\). Hence, a contradiction occurs so that if \(d < b \leq d + a\), then \(N(t) \to \infty\) as \(t \to \infty\).

As a result of the conclusions of Case (i) and Case (ii), \(N(t) \to \infty\) as \(t \to \infty\) if \(b > d\). On the other hand, since \(N(t) \to \infty\) as \(t \to \infty\), then \(S(t) \to \infty\) as \(t \to \infty\). This also implies from (8) that \(E(t) \to \infty\) as \(t \to \infty\) or \(I(t) \to 0\) as \(t \to \infty\), but it implies also from (3) that \(I(t) \to \infty\) as \(t \to \infty\) since \(T(t)\) is bounded. As a result, both \(E(t) \to \infty\) and \(I(t) \to \infty\) as \(t \to \infty\). Finally, \(R(t) \to \infty\) as \(t \to \infty\) from (9) since \(I(t) \to \infty\) as \(t \to \infty\). Thus, if the controls are bounded for all time and \(b > d\), then all the subpopulations become unbounded as time tends to infinity. Property (ii) has been proved. \(\square\)

The subsequent result concerns the disease-free equilibrium point and sufficiency-type conditions for its local asymptotic stability and instability.

**Theorem 3.** Assume that the vaccination and treatment controls are generated via linear feedback as \(V(t) = k_V S(t)\) and \(T(t) = k_T I(t)\). The disease-free equilibrium point \(x_0 = (S_{df}^*, E_{df}^*, I_{df}^*, R_{df}^*)^T\) is locally asymptotically stable if and only if \(S_{df}^* < ((f + d)(g + a + d + k_T)/c_f)\) for \(b \leq d\), which always holds in the case of asymptotic extinction (that is, if \(b < d\)), and it is unstable if \(S_{df}^* > ((f + d)(g + a + d + k_T)/c_f)\). If \(b \leq d\), then disease-free equilibrium point is locally asymptotically stable if the transmission rate is small enough to satisfy \(\alpha < ((f + d)(g + a + d + k_T)(b + k_V)/b f)\). Recent studies rely on the fact that the transmission rate of COVID-19 and, as a result, other respiratory diseases can be reduced through intervention actions such as the use of masks and limitation of numbers of attendees in public meetings or transportation [33].

**Proof.** Note that the Jacobian of the state trajectory solution around the disease-free equilibrium point is

\[
J_{df}^* = \begin{bmatrix}
b - d - k_V & b & b - cS_{df}^* & b \\
0 & -(f + d) & cS_{df}^* & 0 \\
0 & f & -(g + a + d + k_T) & 0 \\
k_V & 0 & g + k_T & -d
\end{bmatrix}
\]

(18)

Then, the linearized subsystem of the exposed-infectious has the following characteristic equation and roots from (18):

\[
s^2 + (f + d + g + a + d + k_T)s + (f + d)(g + a + d + k_T) - cfS_{df}^* = 0,
\tag{19}
\]

\[
s_{1,2} = \frac{-(f + d + g + a + d + k_T) \pm \sqrt{(f + d + g + a + d + k_T)^2 + 4(cfS_{df}^* - (f + d)(g + a + d + k_T))}}{2}
\tag{20}
\]
The following cases can tentatively occur from (20):

1. The above roots are real and negative if and only if
   \[ \left( f + d + g + a + k_T \right)^2 - 4\left( f + d \right)\left( g + a + d + k_T \right) \leq 4c f_S^* \]
   \[ \leq \frac{(f + d)(g + a + d + k_T)}{cf}, \]
   \[ (f + d)^2 - 4(f + d)(g + a + d + k_T) - cfS^*_d < 0, \]  \( (21) \)
   and the disease-free equilibrium point is locally asymptotically stable subject to (21). These constraints also hold in the case of asymptotic extinction from Theorem 2 with \( b \leq d \).

2. The Jacobian matrix cannot have nonreal complex conjugate eigenvalues. Note that the characteristic roots are complex with negative real part if and only if
   \[ f + d + g + a + k_T \]
   \[ - 4(f + d)(g + a + d + k_T) - cfS^*_d < 0, \]
   that is, from (22), if and only if
   \[ S^*_{df} < \frac{4(f + d)(g + a + d + k_T) - (f + d + g + a + d + k_T)^2}{4cf}, \]
   \[ \text{with (23) subject to} \]
   \[ \frac{(f + d + g + a + k_T)^2 - d}{(f + d)(g + a + d + k_T)} = \frac{f + d}{g + a + d + k_T} + \frac{g + a + d + k_T}{f + d} \leq 2 < 4, \]  \( (23) \)
   or, equivalently, provided that \( \delta + \delta^{-1} < 2 \) with \( \delta = (f + d)(g + a + d + k_T), \) which is impossible.

3. One root is positive if and only if \( S^*_{df} > (f + d)(g + a + d + k_T)/cf \) which implies local instability of the disease-free equilibrium point.

4. One of the roots is zero if and only if \( S^*_{df} = (f + d)(g + a + d + k_T)/cf \) which gives the critical stability susceptible value.

If \( b < d, \) the condition of local asymptotic stability of the disease-free equilibrium point always holds since \( S^*_{df} = N^*_0 - 0 \) from Theorem 2. On the other hand, if \( b = d, \) so that the disease-free equilibrium point is locally asymptotically stable without extinction, then, from Theorem 2, the disease-free equilibrium is locally asymptotically stable if and only if the constraints (22) below hold:

\[ \frac{bN^*_0}{b + k_V} = S^*_df \leq \frac{bN_0 - a \int_0^\infty f(t) dt}{b + k_V} \leq \frac{bN_0}{b + k_V} \]

\[ < \frac{(f + d)(g + a + b + k_T)}{cf} \]

The stability depends only on the disease-free equilibrium point so the above constraint holds for a normalized model with \( N_0 = 1 \) if \( c < (f + d)(g + a + d + k_T)/(b + k_T)/bf. \)

Remark 1. The condition of local asymptotic stability \( S^*_{df} < ((f + d)(g + a + d + k_T)/cf) \) of the disease-free equilibrium point can be also characterized by the basic reproduction number \( R_0, \) which is the average number of primary contagions generated by each infectious individual, to be less than one. Let us define \( R_0 = S^*_df/cf \) if and only if \( R_0 < 1. \) In the case of linear feedback vaccination of the form \( V(t) = k_V S(t), S^*_df = (bN^*_0)/d + k_V \) if \( b = d, a = 0 (i.e., there is no disease-related mortality), \) and the model is normalized to unity; then, \( N^*_0 = N_0 = 1 \) so that \( R_0 = (bcf)/(f + d)(g + a + d + k_T)(d + k_V) < 1 \) if and only if \( c < c_0 = (f + d)(g + a + d + k_T)/(d + k_V)(bf), \) that is, if the vaccination rate is under a critical value \( c_0. \) Note that such a critical value increases as the vaccination rate \( k_V \) increases.

The subsequent result is concerned with the attainability and characterization of the endemic equilibrium point.

Theorem 4. Assume that the vaccination and treatment controls are generated via linear feedback as \( V(t) = k_V S(t) \) and \( T(t) = k_T I(t), \forall t \in R_0, \) and that \( d < b < (g + a + d + k_T)/(f + d)/((g + d + k_T)/(f + d) + ad); \) then, there exists a reachable, or attainable, endemic equilibrium point \( x^* \) whose components are

\[ S^* = \frac{(g + a + d + k_T)(f + d)}{cf}, \]  \( (26) \)

\[ E^* = \frac{(d + k_V)(f + d)(g + a + d + k_T)^2(b - d)}{fc\left[da(f + d - b) - (b - d)(f + d)(g + d + k_T)\right]}, \]  \( (27) \)

\[ I^* = \frac{(d + k_V)(f + d)(g + a + d + k_T)(b - d)}{c\left[da(f + a - d) - (b - d)(f + d)(g + d + k_T)\right]}, \]  \( (28) \)
\[ R^* = \frac{(g + a + d + k_T)(f + d)}{dc} \left( \frac{(g + k_T)(d + k_T)(b - d)}{dc[f(a + d) - (b - d)(f + d)(g + d + k_T)]} \right)^{k_T}. \]  

(29)

The equilibrium infectious/exposed and infectious/susceptible ratios are

\[ I^* = \frac{f}{g + a + d + k_T}, \]  

(30)

\[ S^* = \frac{f(d + k_T)(b - d)}{da(f + a - d) - (b - d)(f + d)(g + d + k_T)}. \]  

(31)

The endemic equilibrium point is not reachable if \( d < b < (g + a + d + k_T)(f + d)/((g + d + k_T)(f + d) + ad) \) does not hold.

**Proof.** By zeroing the time-derivative of (3) with \( E^* \neq 0 \) and \( I^* \neq 0 \), one gets

\[ I^* \left(1 + \frac{k_T}{g + a + d}\right) = \frac{f}{g + a + d} E^*, \]  

(32)

which is equivalent to (30) after simplification. Zeroing the time-derivative of (2) and comparing it to (30) yield

\[ cS^* I^* = (f + d)E^* = cS^* \frac{fE^*}{g + a + d + k_T}, \]  

(33)

and canceling \( E^* \) in both sides of the second equality leads to (26). Now, zeroing the time-derivative of (1) and using \( N^* = (a/(b - d))I^* \) obtained from (5) with zero time-derivative of the total population yield

\[ \left(\frac{ba}{b - d} - cS^*\right)I^* = (d + k_T)S^*, \]  

(34)

provided that \( b > d \) and \( S^* < (ba/c(b - d)) \) which according to the equilibrium susceptible subpopulation in (26) is equivalent to

\[ \frac{b}{b - d} > \xi = \frac{(g + a + d + k_T)(f + d)}{af}. \]  

(35)

which after rearranging and simplifying terms yields

\[ b < \frac{\xi d}{\xi - 1} = \frac{(g + a + d + k_T)(f + d)d}{(g + d + k_T)(f + d) + ad}. \]  

(36)

The case \( b = d \) and \( S^* < (ba/c(b - d)) \) is excluded since the total population is nonnegative and bounded from Theorem 1. It has been proved that if \( d < b < \bar{b} = ((g + a + d + k_T)(f + d)/((g + d + k_T)(f + d) + ad)) \), then the endemic equilibrium point is not reachable since the infectious subpopulation is either negative or unbounded. Now, one replaces (26) into (34) subject to the above constraint to yield

\[ I^* = \frac{d + k_T}{(d + k_T)(b - d)} - cS^* \]  

whose denominator is positive if \( d < b < \bar{b} \) which is equivalent to \( S^* < (ba/c(b - d)) \) and which yields (28) after canceling terms of distinct sign in the denominator. On the other hand, (31) follows from (26) into (37) and (27) follows from (28) and (30). Finally, by zeroing the time-derivative in (4), one gets

\[ R^* = \frac{(g + k_T)I^* + k_T S^*}{d}, \]  

(38)

which yields (29) after using (26) and (28).

Note that if \( b < d \), then the endemic equilibrium point is unreachable (or unattainable) since it has negative components. If \( b > d \), then the exposed and infectious components are positive so that the point is reachable (or attainable). Since the endemic equilibrium is unattainable if \( b \leq d \) and the disease-free equilibrium point is guaranteed to be locally asymptotically stable if \( c < ((f + d)(g + a + d + k_T)(b + k_T))/bf \) and \( b \leq d \), it follows from Theorems 3 and 4 that the local asymptotic stability of the disease-free equilibrium point is also global if \( c < ((f + d)(g + a + d + k_T)(b + k_T))/bf \) and \( b \leq d \); the next direct result is established.

**Corollary 2.** Assume that the vaccination and treatment controls are generated via linear feedback as \( V(t) = k_T S(t) \) and \( T(t) = k_T I(t) \), \( \forall t \in R_{\text{max}} \), and that \( b \leq d \). Then, the disease-free equilibrium point is guaranteed to be globally asymptotically stable if \( b \leq d \) and \( c < ((f + d)(g + a + d + k_T)(b + k_T))/bf \).

4. A Special Epidemic Model with Habitat and Flux Population-Dependent Recruitment and Its Approximate Output-Reachability Properties

Note that the output-reachability concept is basically related to the property of the selected output to reach a prescribed arbitrary value at a certain predefined time instant by the application of a control signal. It is known that it is not possible for all the systems to drive the output to a desired level in a defined amount of time. Therefore, this section determines whether the considered epidemic model has this property or not.

The output-reachability is of interest for epidemic systems since the desired values of the subpopulations can be set easily in order to eradicate the infection if the infectious subpopulation evolution is defined as the "output." With these mentioned target values, the control signal can be calculated by well-known techniques to achieve the desired
objective within a certain period of time. Thus, this approach directly provides the amount of control action needed, which in turn allows estimating the size of vaccination, treatment, or other counteraction measures needed. This is the main issue of the paper which is novel in the study of epidemic systems.

Now, this section studies a special model which relates the global net recruitment to the birth rate and outwards and inwards population flux rates together. Later on, its approximate linear output-reachability properties are investigated based on an ad hoc point-to-point linearization of the state trajectory solution. The output is necessarily of a lower dimensionality than that of the whole state since the epidemic model is neither (state) controllable to the origin, even if the disease-free equilibrium point is globally asymptotically stable, nor reachable. A particular "output" of interest can be defined as the infectious subpopulation. Subsequently, a control design is proposed to track approximately successive sampled values of the output fixed as objectives of the output trajectory suited profiles. The distribution of the samples can be organized with constant or with adaptive sampling rates between each two consecutive samples.

4.1. The Special Model with Recruitment Description. A special form of the recruitment is now discussed which agrees with what intuition dictates in the sense that the recruitment depends on the total population and eventual inward/outward population rates. It is assumed that the recruitment tends to an asymptotic limit as the illness, due to technical healthcare decisions such as forced quarantines or authority emergency policies, evolves which eventually depends on the initial value of the population model parameters and, in particular, on the disease mortality rate a. Assume the following modification of the model (1)–(4) with population recruitment given by \( b(t) = bN(t) + \lambda(t) \), \( \forall t \in \mathbb{R}_{0+} \), describing a part being proportional to the total population and another one describing a recruitment generated by rates of flux of inward and outward population, assumed to be subject to \( \lambda(t) \rightarrow \lambda^* \), \( \tilde{\lambda}(t) \rightarrow \tilde{\lambda}^*(< \lambda^*) \) as \( t \rightarrow \infty \) with, eventually, \( \lambda^* = \lambda^* (N_0, p) \), with \( p \) being the parameter vector of the model, so that the total population also converges asymptotically \( N(t) \rightarrow (\lambda^* - \tilde{\lambda}^*)/b \) as \( t \rightarrow \infty \). Assume that linear feedback vaccination and treatment controls \( V(t) = k_vS(t) \) and \( T(t) = k_TI(t) \), \( \forall t \in \mathbb{R}_{0+} \), with \( T(t) \rightarrow 0 \) as \( t \rightarrow \infty \):

\[
\dot{S}(t) = \lambda(t) - (d + k_v)S(t) - cS(t)I(t), \quad \forall t \in \mathbb{R}_{0+}, \tag{39}
\]

which leads to

\[
\dot{N}(t) = \lambda(t) - dN(t) - aI(t), \quad \forall t \in \mathbb{R}_{0+}. \tag{40}
\]

Then, the disease-free equilibrium point for \( b \leq d \) is defined by \( E_{df}^d = I_{df}^d = 0 \), and

\[
S^*_{df} = \frac{\lambda^* - \tilde{\lambda}^*}{d + k_v}, \quad R^*_{df} = \frac{k_v(\lambda^* - \tilde{\lambda}^*)}{d(d + k_v)}. \tag{41}
\]

Note that \( R^*_{df}^{-1} = (d(\lambda^* - \tilde{\lambda}^*))/(1 + (d/k_v)) \) so that it follows that \( S^*_{df} \) decreases and \( R^*_{df} \) increases as \( k_v \) increases. Moreover,

\[
N(t) = e^{-d t}N_0 + \int_0^t e^{-d(t-r)}(\lambda(r) - aI(r))dr, \quad \forall a \in \mathbb{R}. \tag{42}
\]

\[
\lim_{t \to \infty} \frac{1}{d} \inf_{0 \leq t \leq \infty} \left( \inf_{0 \leq t \leq \infty} \left( \lambda(t) - aI(t) \right) \right) \leq \lim_{t \to \infty} \sup_{0 \leq t \leq \infty} \left( \sup_{0 \leq t \leq \infty} \left( \lambda(t) - aI(t) \right) \right) \leq \frac{\lambda^* - \tilde{\lambda}^*}{b}. \tag{43}
\]

The Jacobian matrix of the linearized state trajectory solution around \( x(t) = (S(t), E(t), I(t), R(t))^T \) under eventual time-varying control gains \( k_v(t) \rightarrow k_v^* \), \( k_I(t) \rightarrow k_I^* \) (as \( t \rightarrow \infty \)) at any time instant \( t \) becomes

\[
J(x(t)) = \begin{bmatrix}
 b - d - k_v(t) & b & b - cS(t) & b \\
 0 & -(f + d) & cS(t) & 0 \\
 -cl(t) & f + cl(t) & -(g + a + d + k_I(t)) & 0 \\
 k_v(t) & 0 & g + k_I(t) & -d
\end{bmatrix} \tag{44}
\]

As time tends to infinity, and provided that the infectious subpopulation asymptotically converges to zero, the above Jacobian matrix tends to that of the disease-free equilibrium point; that is,

\[
\lim_{t \to \infty} J(x(t)) = \lim_{t \to \infty} J(x(t)) = J^*_{df}. \tag{45}
\]

4.2. Approximate Reachability Issues. The linearized trajectory solution can be approximated from a linearized differential system \( x(t) = J(x(t))x(t) \), by assuming that the state is constant in any interval \([t, t + \Delta t]\), as follows. Assume that the fundamental matrix of the above linearized differential system is the solution of \( \psi(t, 0) = J(t, x(t))\psi(t, 0) \) with \( \psi(0, 0) = I_4 \) (the four-dimensional identity matrix); then, for a sufficiently small \( \Delta t \),
\[ x(t + \Delta t) = \psi(t, 0)x(t) + \int_{0}^{\Delta t} \psi(t, t)Bu(t + \tau)d\tau = e^{A(S(t), I(t))\Delta t}x(t) + \int_{0}^{\Delta t} e^{A(S(t), I(t))}(\Delta t - \tau)Bu(t + \tau)d\tau, \quad \forall t \in \mathbb{R}_{0+}, \]

so that, for sufficiently small \( n\Delta t \) compared to the disease evolution profile, one has in a similar way to (46):

\[ x(t + n\Delta t) = \left( \prod_{i=0}^{n-1} \left[ e^{A(S(t+(i+1)\Delta t), I(t+(i+1)\Delta t))\Delta t} \right] \right)x(t) + \sum_{i=0}^{n-1} \int_{0}^{\Delta t} e^{A(S(t+(i-1)n\Delta t), I(t+(i-1)n\Delta t))}(\Delta t - \tau)Bu(t + i\Delta t + \tau)d\tau. \]

It is easy to see that the model, as is the common case in all the epidemic models, is not reachable in the sense that it is not possible for the whole state (that is, for all the subpopulations) to target arbitrary prefixed nonnegative values at any prescribed finite time as the following simple and direct result is established.

\textbf{Theorem 5.} The approximated linearized model (46) and (47) about the disease-free equilibrium point is not reachable.

\textbf{Proof.} Assume that three subpopulations are reachable from the disease-free equilibrium point. With no loss in generality, assume that in any given finite time \( T_a > 0 \) there exist a control \( u^*(t) = (V^*(t), I^*(t))^T \) on \([0, T_a]\) which is able to transfer \( S_0 = S_{a0}^*, E_0 = E_{d0}^* \) and \( I_0 = I_{d0}^* = 0 \) at \( t = 0 \) to prescribed values \( S(T_a) = S^*(T_a) \geq 0, I^*(T_a) = E^*(T_a) \geq 0, \) and \( R(T_a) = I^*(T_a) \geq 0 \) at \( t = T_a \) such that \( (S^*(T_a), E^*(T_a), I^*(T_a))^T \neq (S_{d0}^*, E_{d0}^*, 0)^T. \) From (42), \( N(T_a) = e^{-dT_a}(S_{d0}^* + R_{d0}^*) + \int_{0}^{T_a} e^{-d(T_a - \tau)}(\lambda(\tau) - aI(\tau))d\tau \) and then

\[ R(T_a) = e^{-dT_a}(S_{d0}^* + R_{d0}^*) + \int_{0}^{T_a} e^{-d(T_a - \tau)}(\lambda(\tau) - aI(\tau))d\tau - \int_{0}^{T_a} e^{-d(T_a - \tau)}(S^*(T_a) - E^*(T_a) - I^*(T_a)), \]

Therefore, \( R^*(T_a) \) cannot be distinct from the above value \( R(T_a) \), and then it cannot be fixed arbitrarily. Thus, the linearized system is not reachable.

\textbf{Remark 2.} Note that Theorem 5 has not considered the constraints on the vaccination and treatment controls, but it is obvious that under these additional constraints the system is not reachable either. The basic reason is that the whole population is independent of the controls so that at least one of the subpopulations is forced by the other ones. In addition, there is no control feasible on the exposed subpopulation. Then, the reachability lack in epidemic models is rather structural and linked to the nature of epidemic diseases, since the controls are compensatory in the recovered subpopulation since they are incorporated as recovered subpopulation the corresponding deleted numbers of the susceptible and/or infected.

To overcome the loss of reachability of the whole state, it is possible to define some measurable outputs having less components than the state, for instance, with three (or less) of the subpopulations or three (or less) linear combinations of the subpopulations. In this way, the system might be
output reachable in the sense that the output itself (rather than the whole state) is reachable. The subsequent developments go in that direction.

Consider the control \( u(t + i\Delta t + \tau) \) for \( i = 0, 1, \ldots, n - 1 \) and any given \( t \in \mathbb{R}_0 \), being generated from an auxiliary control \( v(t) \) to be then fixed, which generates the control \( u: [t, t + (n - 1)\Delta t] \to \mathbb{R}^2 \) of the form \( \{u(t + i\Delta t - \tau); \tau \in [0, \Delta t]\}_{i=0}^{n-1} \) as follows:

\[
 u(t + i\Delta t - \tau) = B^T e^{A(S(t+i\Delta t),J(t+i\Delta t))/(\Delta t - \tau)} C^T v(t), \quad \tau \in [0, \Delta t], i = 0, 1, \ldots, n - 1,
\]  

(51)

on the time interval \([t, t + (n - 1)\Delta t]\) to target an approximate prefixed tentative output point \( y^* = y(t + T_a) = Cx(t + T_a) \) at time instant \( t + T_a = t + n\Delta t \) from an initial time instant \( t \), for some defined output matrix \( C \in \mathbb{R}^{p \times 4} \) with some \( 1 \leq p < 4 \), since the whole system cannot be reachable (see Theorem 1), but it can be potentially output-reachable for some appropriate choice of the output matrix. The output-reachability objective at \((t + T_a)\) driven by the auxiliary control input \( v(t) \) is established as follows:

The following definition is useful for addressing the subsequent result.

\textbf{Definition 1.} The linearized model (46) and (47) with measurable output \( y(t) = Cx(t) \) for some full rank output matrix \( C \in \mathbb{R}^{p \times 4} \) \((1 \leq p < 4)\) is said to be \((n, \Delta t)\)-step-to-step output-reachable through unconstrained control on \([t, t + T_a]\), with \( T_a = n\Delta t \), for a given \( t \in \mathbb{R}_0 \), if there is some control \( u^*(t) = (V^*(t), T^*(t))^T \) such that the state \( x(t) \) at the time instant \( t \) leads to a prefixed linearized output \( y(t + T_a) = Cx(t + T_a) = y^* \).

For instance, if the targeted output is the infectious subpopulation, then \( C = e^T = (0, 0, 1, 0) \). Note that Definition 1 does not require that the control function be constrained and that the targeted output be nonnegative. As a result, its practical applicability to the epidemic model will require some additional considerations to be discussed later on. The next result is related to the use of Definition 1 and considers also the case of control boundedness to keep the nonnegativity of the state trajectory solution of Definition 1.

\textbf{Theorem 6.} Assume that the linearized model (46) and (47) is \((n, \Delta t)\)-step-to-step output-reachable through unconstrained control on \([t, t + T_a]\) with \( T_a = n\Delta t \) for a measurable output defined by \( y(t) = Cx(t) \) through some full rank output matrix \( C \in \mathbb{R}^{p \times 4} \) for some \( 1 \leq p < 4 \). Then, the following properties hold:

(i) The \((n, \Delta t)\)-step-to-step output-controllability Gramian on \([t, t + T_a]\) defined by

\[
 C(t, t + T_a) = C \sum_{i=0}^{n-1} \prod_{j=2}^{n-1} \left[ e^{A(S(t+(n-1)\Delta t),J(t+(n-1)\Delta t))/(\Delta t)} \right] \times \left( \int_0^{\Delta t} e^{A(S(t+\Delta t),J(t+\Delta t))(\Delta t - \tau)} BB^T e^{A^T(S(t+\Delta t),J(t+\Delta t))(\Delta t - \tau)} d\tau \right) \times \left( \prod_{j=2}^{n-1} e^{A(S(t+(n-1)\Delta t),J(t+(n-1)\Delta t))/(\Delta t)} \right)^T C^T
\]

(53)
and
\[ v \rightarrow \text{compositemapping} g \]

is nonsingular.

\[ u^* (t + i\Delta t - \tau) = \begin{bmatrix} V^* (t + i\Delta t - \tau) \\ T^* (t + i\Delta t - \tau) \end{bmatrix} = B^T e^{A(S(t+i\Delta t),I(t+i\Delta t))} C^{-1} (t, t + T_a) \left( y^* - C \left( \prod_{i=0}^{n-1} \left[ e^{A(S(t+i\Delta t),I(t+i\Delta t))} \right] \right) x(t) \right), \]

\[ \tau \in [0,\Delta t) i = 0,1,\ldots,n-1, \]

leads to and approximated targeted output value
\[ y(t + T_a) = y^* + o(T_a) \]

so that
\[ \lim_{x \rightarrow x_0} (y(t + T_a) - y^*) = 0 \]

for a prefixed \( n \) and any given \( x(t) \).

(iii) Assume that the linear controls of Property (ii) are subject to the nonnegativity boundedness constraints

\[ \begin{align*}
\bar{V}^* (t + i\Delta t - \tau) &= \begin{cases}
V^* (t + i\Delta t - \tau), & \text{if } 0 < V^* (t + i\Delta t - \tau) \leq bN (t + i\Delta t - \tau), \\
0, & \text{if } V^* (t + i\Delta t - \tau) \leq 0, \\
bN (t + i\Delta t - \tau), & \text{if } V^* (t + i\Delta t - \tau) > bN (t + i\Delta t - \tau),
\end{cases} \\
T^* (t + i\Delta t - \tau) &= \begin{cases}
T^* (t + i\Delta t - \tau), & \text{if } 0 < T^* (t + i\Delta t - \tau) \leq fE (t + i\Delta t - \tau), \\
0, & \text{if } T^* (t + i\Delta t - \tau) \leq 0, \\
fE (t + i\Delta t - \tau), & \text{if } T^* (t + i\Delta t - \tau) > fE (t + i\Delta t - \tau),
\end{cases}
\end{align*} \]

where
\[ \bar{V} (t + i\Delta t - \tau) = e_1^T u^* (t + i\Delta t - \tau), \quad \tau \in [0\Delta t) i = 0,1,\ldots,n-1, \]
\[ \bar{T} (t + i\Delta t - \tau) = e_2^T u^* (t + i\Delta t - \tau), \quad \tau \in [0\Delta t) i = 0,1,\ldots,n-1, \]
\[ u^* (t + i\Delta t - \tau) = \begin{bmatrix} V^* (t + i\Delta t - \tau) \\ T^* (t + i\Delta t - \tau) \end{bmatrix}, \quad \tau \in [0\Delta t) i = 0,1,\ldots,n-1, \]

is nonsingular.

(ii) The control \( u: [t, t + (n - 1)\Delta t] \rightarrow \mathbb{R}^2 \) defined by

\[ \bar{y}(T_a) = \mathbb{C} \sum_{i=0}^{n-1} \prod_{j=0}^{n-1} \left[ e^{A(S(t+i\Delta t),I(t+i\Delta t))} \right] \int_0^{\Delta t} e^{A(S(t+i\Delta t),I(t+i\Delta t))} B \left[ \bar{V} (t) - \bar{V}^* (t) \right] \bar{T} (t) - \bar{T}^* (t) dt + o(T_a). \]

Proof. From (51) and Definition 1, the mappings
\[ v(t) \rightarrow f (u(t + i\Delta t - \tau); \tau \in [0,\Delta t), i = 0,1,\ldots,n-1) \]

and
\[ (u(t + i\Delta t - \tau); \tau \in [0,\Delta t), i = 0,1,\ldots,n-1) \rightarrow g \]
\[ v(t) = C^{-1}(t, t + T_a) \left( y^* - C \left( \prod_{i=0}^{n-1} e^{A(S(t+i\Delta t), I(t+i\Delta t))\Delta t} \right) x(t) \right), \quad t \in \mathbb{R}_{\geq 0}. \] (60)

Since such a bijective linear mapping \( g \circ f \) is represented by the output-controllability Gramian \( C(t, t + T_a) \) defined in (53) with a square real \( p \)-matrix, such a matrix is full rank and then nonsingular. Property (i) has been proved. Property (iii) follows from Property (ii) and the control constraints \( 0 \leq V(t) \leq bN(t) \) and \( 0 \leq T(t) \leq fE(t), \forall t \in \mathbb{R}_{\geq 0} \), of Theorem 1.

4.3. Successive Sampled Output Targeting Procedure. The above result can be adapted to a successive output targeting of tentatively prefixed values on a time interval \([t, t + \ell T_a]\) with \(T_a = n\Delta t\) in order to track tentatively prescribed linearized output samples \( \{y^*(jT_a)\}_{j=1}^\ell \). There are several error sources such as the linearization of the solution trajectory and the use of constant \( \Delta t \)-interval values of the state. The errors become more relevant as the whole evaluation interval \(\ell T_a\) and the sampling interval length \(\Delta t\) increase. The basic equations to perform the output tracking are

\[
\begin{align*}
\mathbf{W}^*(t + jT_a + i\Delta t - \tau) &= \begin{cases}
\nabla (t + jT_a + i\Delta t - \tau), & \text{if } 0 < \nabla (t + jT_a + i\Delta t - \tau) \leq bN(t + jT_a + i\Delta t - \tau), \\
0, & \text{if } \nabla (t + jT_a + i\Delta t - \tau) > bN(t + jT_a + i\Delta t - \tau),
\end{cases} \\
\mathbf{T}^*(t + jT_a + i\Delta t - \tau) &= \begin{cases}
\nabla (t + jT_a + i\Delta t - \tau), & \text{if } 0 < \nabla (t + jT_a + i\Delta t - \tau) \leq fE(t + jT_a + i\Delta t - \tau), \\
0, & \text{if } \nabla (t + jT_a + i\Delta t - \tau) > fE(t + jT_a + i\Delta t - \tau),
\end{cases}
\end{align*}
\]

where

\[
\begin{align*}
\nabla (t + jT_a + i\Delta t - \tau) &= e_i^T u^* (t + jT_a + i\Delta t - \tau), \quad \tau \in [0, \Delta t) i = 0, 1, \ldots, n - 1 j = 0, 1, \ldots, \ell - 1, \\
\mathbf{T} (t + jT_a + i\Delta t - \tau) &= e_i^T u^* (t + jT_a + i\Delta t - \tau), \quad \tau \in [0, \Delta t) i = 0, 1, \ldots, n - 1 j = 0, 1, \ldots, \ell - 1, \\
u^* (t + jT_a + i\Delta t - \tau) &= \begin{cases}
\nabla^* (t + jT_a + i\Delta t - \tau), & \text{if } 0 < \nabla^* (t + jT_a + i\Delta t - \tau) \leq fE(t + jT_a + i\Delta t - \tau), \\
\mathbf{T}^* (t + jT_a + i\Delta t - \tau), & \text{if } \nabla^* (t + jT_a + i\Delta t - \tau) > fE(t + jT_a + i\Delta t - \tau),
\end{cases} \quad \tau \in [0, \Delta t) i = 0, 1, \ldots, n - 1 j = 0, 1, \ldots, \ell - 1,
\end{align*}
\]

where \( e_i \) is the \( i \)-th canonical unity vector of \( \mathbb{R}^p \). The output targeting errors related to \( y^* (jT_a) \) are

\[
\|\hat{y}(jT_a)\| = \left\| C \sum_{i=0}^{n-1} \prod_{j=0}^{n-1} e^{A(S(t+i\Delta t), I(t+i\Delta t))\Delta t} \int_{t}^{t+\Delta t} e^{A(S(t+i\Delta t), I(t+i\Delta t))\Delta t} \left[ \nabla (t + jT_a - \tau) - \nabla^* (t + jT_a - \tau) \right] \left[ \mathbf{T} (t + jT_a - \tau) - \mathbf{T}^* (t + jT_a - \tau) \right] d\tau \right\| + o(\ell T_a), \quad \tau \in [0, \Delta t) i = 0, 1, \ldots, n - 1 j = 0, 1, \ldots, \ell - 1.
\]

(63)
It is well-known that, in the general control context, the sampling rates can be adapted to the signal variations to improve the sampling efficiency by decreasing or increasing it as the signal varies faster or slower, respectively, or to decrease the influence of the relative measuring errors towards the computed results in computation problems based on algebraic relations. Adaptive sampling can improve the results by decreasing (respectively, increasing) the sampling intervals, which now become time-dependent, as the output time-derivative between consecutive examples increases (respectively, decreases). In the past, several adaptive sampling laws and some design techniques for nonuniform sampling have been proposed in the literature for different control and numerical problems. See, for instance, [23–30] and some of the references therein. The adaptation can be performed on the largest sampling period $T_a$ or on the smaller one $\Delta t$, now becoming with varying values $T_{aj}$ and $\Delta t_i$, respectively. The following updating laws can be used.

4.3.1. Adaptation of the Smaller Sampling Period. Note that the total operation interval $[t, t + \sum_{j=1}^{\ell} T_{aj}]$ is defined by the large and small sampling periods:

$$T_{aj} = T_{a,j-1} + \sum_{i=1}^{\ell} \Delta t_{aj}, \; j = 1, 2, \ldots, \ell, \; \text{with} \; T_{a0} = t,$$

$$\Delta t_{ji} = \max \left( \frac{\Delta t_m}{K_2 + K_3 \| y(T_{aj} + \Delta t_{j,i-1}) - y(T_{aj}) \|} \right)$$

$$\in [T_{aj}, T_{a,j+1}], \; j = 0, 1, \ldots, \ell - 1,$$

with design constants $K_i > 0, \; i = 1, 2, 3$, which satisfy $(K_1/K_2) = \Delta t_M$, where $\Delta t_m < \Delta t_M < \infty$ is a maximum prescribed value for the small sampling period of the sequence $\{\Delta t_i\}_{j=0,i=0}^{\ell,i=0}$ and $\Delta t_m > 0$ is its minimum prescribed value. The successive sampling instants are given by the sequence $\{t_i\}_{i=0}^{\ell}$, where the initial sampling time is the initial testing time; that is, $t_0 = t$, and

$$t_i = t + \sum_{j=0}^{\lfloor i/n \rfloor} T_{aj} + \sum_{k=0}^{i-\lfloor i/n \rfloor} \Delta t_{i/n}k, \; i = 1, 2, \ldots, \ell n,$$

by using (64), which leads to

\[ \text{Figure 1: Evolution of the populations in the absence of external control actions.} \]

\[ \text{Figure 2: Vaccination and treatment actions calculated from (54).} \]
Figure 3: Vaccination and treatment efforts constrained to be nonnegative.

Figure 4: Evolution of the populations with the nonnegative control actions.

Figure 5: Evolution of the populations with the nonnegative control actions and $n = 15$ days.

Figure 6: Evolution of the populations with the nonnegative control actions and $n = 25$ days.
Figure 7: Evolution of the populations with the constrained control actions and $n=15$ days.

Figure 8: Fully constrained vaccination and treatment efforts and $n=15$ days.

Figure 9: Evolution of the closed-loop system for the output targeting procedure.

Figure 10: Control efforts for the output targeting procedure.
Figure 11: Evolution of the system when $\Delta t = 12$ hours and $n = 20$ days.

Figure 12: Control efforts when $\Delta t = 12$ hours and $n = 20$ days.

Figure 13: Evolution of the system when $\Delta t = 72$ hours and $n = 20$ days.

Figure 14: Control efforts when $\Delta t = 72$ hours and $n = 20$ days.
\[ T_{a0} = t_0 = t, \]
\[ t_1 = T_{a0} + \Delta t_{00}, \ldots, t_{n-1} = T_{a0} + \sum_{i=0}^{n-1} \Delta t_{0i}, \]
\[ t_n = \sum_{j=0}^{1} T_{aj} = t + \sum_{i=0}^{n} \Delta t_{0i}, \]
\[ t_{n+1} = \sum_{j=0}^{1} T_{aj} + \Delta t_{10} \ldots, t_{2n-1} = \sum_{j=0}^{1} T_{aj} + \sum_{i=0}^{n-1} \Delta t_{1i}t_{2n} = \sum_{j=0}^{2} T_{aj} = T_{a1} + \sum_{i=0}^{n} \Delta t_{1i} = t + \sum_{j=0}^{2} \sum_{i=0}^{n} \Delta t_{ji}, \]
\[ t_{2n+1} = t_{2n} + \Delta t_{20}t_{3n} = \sum_{j=0}^{3} T_{aj} = t + \sum_{j=0}^{3} \sum_{i=0}^{n} \Delta t_{ji}t_{3n} = t + \sum_{j=0}^{3} \sum_{i=0}^{n} \Delta t_{ji}. \]
4.3.2. Adaptation of the Larger Sampling Period. A faster implementation alternative with lower computational cost is concerned with the adaptation of the larger sampling period. The proposed rule is of a similar structure to that of the above one, (65) and (66), as follows:

\[ \Delta t_{ij} = \frac{T_{aj}}{n} \quad i = 0, 1, \ldots, n - 1 \quad j = 1, 2, \ldots, \ell, \]

(67)

\[ T_{a,j+1} = T_{aj} + \max \left( \frac{T_{m_i}}{C_2 + C_3 \| \gamma(T_{aj}) - \gamma(T_{a,j-1}) \|}, \right) \]

\[ j = 1, 2, \ldots, \ell, \]

(68)

with design constants \( C_i > 0 \), \( i = 1, 2, 3 \), which satisfy \( (C_1/C_2) = T_M \), where \( T_{m_i} \geq (T_{m_i}^3) \) and \( T_{m_i}^3 > 0 \) are, respectively, the maximum and minimum prescribed values for the larger sampling period of the sequence \( \{T_{a,j+1} - T_{aj}\}_{j=0} \) got from (68).

5. Numerical Examples

This section contains some numerical simulation examples illustrating the theoretical results presented in the previous sections. Thus, consider the SEIR model (1)–(4) with parameters given by \( b = (1/80), b = 180b = 180 \text{ years}^{-1}, \)

\( d = (1/70) \text{ years}^{-1}, \quad c = 0.0017, \quad f = (1/2.2), \quad a = 0.0455, \)

\( c = 0.0017, \quad f = (1/2.2), \quad g = (1/12.2), \) all of which in unit of days\(^{-1}.\) The initial conditions are \( S(0) = 400, E(0) = 150, \)

\( I(0) = 250, R(0) = 200. \) In the absence of any external control action, the evolution of the system is displayed in Figure 1. It can be observed that all the subpopulations remain nonnegative for all time as claimed by Theorem 1. Moreover, it can be concluded from Figure 1 that the infection vanishes in a natural way without the action of external agents. However, the infection remains in the society for around 40 days. This is a typical situation for many infections, such as SARS-CoV-2, which vanishes asymptotically but affects a huge fraction of society during a long period of time. In order to reduce the presence of infection, vaccination and treatment are introduced in the model and designed according to the controllability approach introduced in Section 4.

In this way, we consider as system’s output \( y(t) = I(t) \) \( \begin{bmatrix} 0 & 0 & 1 & 0 \end{bmatrix} x(t) \) with \( x(t)^T = \begin{bmatrix} S(t) & E(t) & I(t) & R(t) \end{bmatrix} \) and the values of \( \Delta t = 24 \text{ hours}, n = 20 \text{ days}, \) and \( y^* = 0. \) In particular, \( \Delta t \) is the period which parameterizes (46), generalized in (67), for the adaptive case. These values mean that we would like the eradication of the infectious individuals to be in 20 days instead of in the original 40 days. Thus, Theorem 6 is employed to design the vaccination and treatment efforts through (54). The control actions given by (54) are depicted in Figure 2, where they are considered as zero for times larger than \( n = 20 \text{ days}. \)

The Gramian is a scalar in this case and takes the value of \((-1.4 \cdot 10^5)\) implying that the system is \((20 \text{d}, 24 \text{h})\)-step-to-step output-reachable through this control, according to Theorem 6. It can be observed in Figure 2 that the vaccination effort is negative, which corresponds to a nonrealistic situation. Thus, in order to solve the above problem, the so-obtained control commands are redesigned by saturating them to zero when their value is negative. When this positivity constraint is added to the control efforts, Figure 3 is obtained while the evolution of the closed-loop system is displayed in Figure 4.

From Figure 4, it can be deduced that the nonnegative control signals are able to drive the infectious individuals from their initial state to zero in the prescribed time of 20 days. In this example, the control objective is achieved adequately by only using the treatment action while the vaccination remains at zero at all time. This happens in this example since the dynamics of the susceptible and exposed is much faster than the dynamics of the infectious, as revealed in Figure 1. Figures 5 and 6 show the evolution of the closed-loop system for the cases when \( n = 15 \) and \( n = 25 \), respectively. The controllability approach developed in Section 4 allows calculating the control efforts straightforwardly from the specifications, which is one of the great advantages of the presented frame, providing a design method to directly achieve the desired objective.

It can also be observed in Figures 4–6 that the closed-loop system remains nonnegative for all time just imposing the nonnegativity of the control commands. However, from a theoretical point of view, we have to consider constraints (56) and (57), containing upper-bounds, in order to guarantee the positivity of the system. When the upper-bounds for the control signals are imposed, the evolution of the closed-loop system is depicted in Figure 7, while the constrained control commands are given in Figure 8 for the case \( n = 15 \text{ days}. \)

It can be deduced from Figures 5 and 7 that the addition of the upper-bounding in the control actions worsens the performance of the control system, requiring a larger period to eradicate the infectious individuals. Therefore, the theoretical upper-bounds of the control commands are too conservative and should be avoided when the system is nonnegative in practice. Moreover, Figures 4–6 show a peak in the infectious individuals curve. This peak is not often desired in reality. Thus, the output targeting procedure presented in Section 4.3 is now used in order to change the shape of the infectious curve. To this end, we consider the situation when we want to eradicate the infectious in 15 days, while at 5 and 10 days the desired values for the infectious are given by the sampling of the exponentially decreasing function \( I_{ref}(t) = I_{ref} e^{-t/\epsilon} \) with \( \epsilon = 5 \text{ days}. \) In this way, every \( T_a^* = 5 \text{ days}, \) the desired values for the infectious are provided. Figure 9 shows the evolution of the closed-loop system while Figure 10 shows the control action.

From Figure 9 it can be deduced that the infectious curve does not exhibit a peak now and tracks well the prescribed reference samples at the expense of a higher treatment effort (Figure 10). Furthermore, the susceptible do not converge to zero now as can be observed in Figure 9 (which is not required in this set-up since we only force the infectious to converge to zero). In this example, the control efforts are maintained nonnegative (by applying saturation to zero for negative values), but the upper-bounding has not been
considered. Finally, the evolution of the system for different values of $\Delta t$ is analyzed now. Thus, Figures 11 and 12 display the evolution and control efforts, respectively, of the system when $\Delta t = 12$ hours, and Figures 13 and 14 depict the evolution and control efforts, respectively, when $\Delta t = 72$ hours and $n = 20$ days.

It is deduced from Figures 11 and 13 that the closed-loop performance worsens as $\Delta t$ increases, as would be expected, since the infectious are not exactly zero at 20 days when $\Delta t = 72$. However, the results obtained are not so different as would have been expected. The reason for this relies on the behavior of the infectious curve for the control-free case, depicted in Figure 15 for convenience. In Figure 15, it can be seen that the infectious exhibit a behavior pretty similar to a straight line in the uprising and decreasing sectors. Therefore, the linear approximation in these sectors provides a straight line in the uprising and decreasing sectors. It is deduced from Figures 11 and 13 that the closed-loop performance worsens as $\Delta t$ increases, as would be expected, since the infectious are not exactly zero at 20 days when $\Delta t = 72$. However, the results obtained are not so different as would have been expected. The reason for this relies on the behavior of the infectious curve for the control-free case, depicted in Figure 15 for convenience. In Figure 15, it can be seen that the infectious exhibit a behavior pretty similar to a straight line in the uprising and decreasing sectors. Therefore, the linear approximation in these sectors provides a straight line in the uprising and decreasing sectors.

Figure 16 displays the adaptation of the small sampling time, $\Delta t$, according to (64) for $K_1 = 72$, $K_2 = K_3 = 1$ and $\Delta t_m = 12$, $\Delta t_M = 72$ hours. It can be seen in Figure 16 that the initial sampling time is 12 hours and the algorithm selects the sampling time according to the proposed algorithm. The closed-loop system obtained when adapting the small sampling time is shown in Figure 17. Since the sampling time converges to large values, the obtained performance is similar to Figure 13, corresponding to the case of $\Delta t = 72$ hours.

In conclusion, the controllability-based approach allows designing the control efforts by directly taking into account the desired objective. This is a great advantage of the design method since it allows guaranteeing a prescribed performance for the closed-loop based on a real situation. The control commands are saturated in order to guarantee the nonnegativity of the subpopulations. The nonnegativity of the control actions is required in order to avoid nonphysical situations, but the theoretically calculated upper-bounds are too conservative in practice. It is of interest to extend the above results in the future to the stochastic context by considering perturbations in the equilibrium points and uncertainties in the data. See, for instance, [31, 32].

6. Conclusions

This manuscript has studied an SEIR epidemic model which is eventually subject to vaccination and treatment controls. Its main properties concerning the solution boundedness for finite initial conditions, as well as the solution nonnegativity for all time under any finite nonnegative initial conditions and its equilibrium points, have been investigated. Later on, the output-reachability aspects on the linearization along the trajectory of a particular model of the previous general one are investigated. The measurable output to be approximately matched to follow a suitable prescribed sampled trajectory is defined, necessarily fulfilling the constraint of having a smaller dimension than four, which is the dimension of the state of the SEIR epidemic model. This constraint is an “a priori” necessary condition for output-reachability. The output solution is approximated by a point-to-point linearization via an updated sampled Jacobian matrix through a set of samples. Such samples can be optionally selected as driven by a constant sampling period or with a time-varying one which is given by an adaptive sampling rule which takes into account the time-derivative values of the output while being decreased (respectively, increased) as the output varies faster (respectively, slower). Finally, the formal aspects have been illustrated through discussed numerical examples.
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