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This paper studies a new class of integration schemes for the numerical solution of semi-explicit differential-algebraic equations of differentiation index 2 in Hessenberg form. Our schemes provide the flexibility to choose different discretizations in the differential and algebraic equations. At the same time, they are designed to have a property called variational consistency, i.e., the choice of the discretization of the constraint determines the discretization of the Lagrange multiplier. For the case of linear constraints, we prove convergence of order $r + 1$ both for the state and the multiplier if piecewise polynomials of order $r$ are used. These results are also verified numerically.
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1. INTRODUCTION

In this paper, we consider a novel class of integration schemes for the numerical solution of semi-explicit differential-algebraic equations (DAEs) of differentiation index 2 in Hessenberg form,

\[ \dot{x} = f(x, t) - g_x(x, t)^\top \lambda, \quad (1.1a) \]
\[ 0 = g(x, t) \quad (1.1b) \]

with an initial condition $x(0) = x_0$. Systems of type (1.1) arise, for instance, as constrained gradient flow problems. Indeed, consider the minimization of a possibly time-dependent energy $E(x, t)$ w.r.t. $x$, ...
subject to the constraint $g(x, t) = 0$. The Karush–Kuhn–Tucker conditions associated with this problem read

$$0 = \nabla_x E(x, t) + g_x(x, t)^T \lambda \quad \text{and} \quad g(x, t) = 0.$$ 

Hence, the corresponding Euclidean, constrained gradient flow is governed by a system of the form (1.1) with $f = -\nabla_x E$. Systems of the form (1.1) also arise in fluid mechanics, where the constraint represents the incompressibility condition, cf. the semi-discrete Oseen or (Navier-)Stokes equations; see Temam, 1984. Generally, time-dependent partial differential equations of first order (in time), which meet an additional constraint, lead to (1.1) under spatial discretization Altmann, 2015.

The most popular numerical methods for systems of the form (1.1) are certainly (stiffly accurate) Runge-Kutta methods Hairer, Lubich, Roche, 1989; Altmann, Zimmer, 2018, and backward differentiation formulas, cf. Brenan, Campbell, Petzold, 1996, Ch. 3. For further approaches and details we refer to the surveys in Hairer, Wanner, 1996, Ch. VII, Ascher, Petzold, 1998, Ch. 10, and Kunkel, Mehrmann, 2006, Ch. 5. In the case of linear constraints, one may also consider splitting schemes Altmann, Ostermann, 2017, discontinuous Galerkin schemes Voulis, Reusken, 2019; Voulis, 2019, or exponential integrators Altmann, Zimmer, 2020. All three of these classes of methods were analyzed in the infinite-dimensional operator setting.

In this paper, we develop a class of Petrov-Galerkin schemes, also known as continuous Galerkin (cG) methods. To the best of our knowledge, this class of integrators has previously been applied and analyzed exclusively for ordinary differential equations (ODEs) and operator differential equations, i.e., in the absence of the terms involving the constraint function $g$; see for instance Estep, French, 1994; Akrivis, Makridakis, 2004; Wihler, 2005; Schieweck, 2010; Meidner, Vexler, 2011. For an ODE $\dot{x} = f(x, t)$, cG methods are based on the variational formulation

$$\int_0^T [\dot{x}(t) - f(x(t), t)]^T w(t) \, dt = 0. \tag{1.2}$$

They are obtained when $x$ is discretized as a vector-valued, globally continuous, piecewise polynomial function of degree $r$ on a partitioning of the solution interval $[0, T]$, while the test functions $w$ are vector-valued, piecewise polynomials of degree $r - 1$ but discontinuous on the same partitioning. A specific scheme is then essentially determined by the quadrature formula applied to handle the term involving the right hand side $f$, which is generally nonlinear. The choice of a basis in the solution and test spaces is also relevant from a practical point of view but it does not affect the scheme per se. A number of well-known one-step methods for ODEs can be generated in this way, including the Crank-Nicolson scheme as the lowest-order member when $r = 1$ and the trapezoidal rule is used for the quadrature of $f(x(t), t)^T w(t)$ in (1.2).

In this paper, we extend cG schemes to semi-explicit DAEs (1.1), i.e., we need to address the discretization of the constraint $g(x, t) = 0$ as well as the additional forcing term $g_x(x, t)^T \lambda$. Our guideline is a principle which we term variational consistency. To explain it, consider once more the case when $f$ is a (possibly time-dependent) gradient field, i.e., $f(x, t) = -\nabla_x E(x, t)$ holds. In this case, (1.1) can be viewed as a continuous gradient flow subject to the constraint $g(x, t) = 0$ and $\lambda$ is the corresponding Lagrange multiplier. When one discretizes (1.1) in time, the choices how to treat the terms $g$ and $g_x^T \lambda$ appear to be independent. This philosophy is known as first optimize, then discretize, compare for instance the discussion in the context of optimal control for partial differential equations in Hinze et al., 2009, Ch. 3.2. By contrast, we honor the variational consistency of our family of schemes by following
the first discretize, then optimize approach. As a consequence, two choices completely determine the scheme. We only need to choose a quadrature formula which determines the discretization of the ODE part described by $f$, and to decide in which way to enforce the constraint $g = 0$. The discretization of the remaining term $g^i_\lambda$ will then follow automatically by an evaluation of the optimality conditions associated with the discretized problem. The resulting numerical schemes and a detailed discussion on the particular choice of the polynomial basis is part of Section 2. We would like to emphasize that the principle of variational consistency applies also when $f$ is not a gradient field. Moreover, although this is not fully explored in the present paper, our methods are naturally fully adaptive in terms of the local time step size and polynomial degree (hp-adaptive).

Due to the different treatment of the differential and algebraic equations in (1.1), we obtain a new class of high-order DAE integrators. Note that this flexibility calls for a concept such as variational consistency in the first place. A second difference compared to standard schemes such as Runge-Kutta methods is the distinction of the discrete ansatz spaces for the variables $x$ and $\lambda$. Note that this is also the case in collocation methods, where the Lagrange multiplier is typically approximated by a piecewise polynomial of one degree lower than $x$, cf. Hanke et al., 2017. Here, however, we approximate $\lambda$ by a linear combination of functionals.

For the case of linear constraints (w.r.t. $x$), we show in Section 3 that the introduced class of cG schemes indeed leads to high-order integrators. More precisely, the rates known for cG schemes from the ODE case are recovered and they also extend to the Lagrange multiplier. Again the analysis is simplified significantly by the concept of variational consistency, since the saddle point structure is maintained. Finally, the convergence properties are verified by a number of numerical experiments in Section 4. The examples include a simple linear circuit problem and a more challenging coupled quasilinear heat equation with a thermal resistance condition between two subdomains. We also include results for the pendulum problem, which has a similar structure than (1.1) but contains second-order derivatives. It is therefore not covered by the present analysis but still our scheme is applicable and convergent.

2. Development of Continuous Galerkin Schemes

In this section, we develop the class of variationally consistent continuous Galerkin schemes for (1.1). We seek an approximation of the solution $(x, \lambda): [0, T] \to \mathbb{R}^n \times \mathbb{R}^m$ to (1.1) on a given time horizon $[0, T]$, subject to the initial conditions $x(0) = x_0 \in \mathbb{R}^n$. We call the initial data consistent if it is in line with the constraint (1.1b), i.e., $g(x_0, 0) = 0$. Such a condition is necessary for the existence of continuous solutions but not for the construction of the proposed cG schemes. The right-hand side and the constraint function are given as $f: \mathbb{R}^n \times [0, T] \to \mathbb{R}^n$ and $g: \mathbb{R}^n \times [0, T] \to \mathbb{R}^m$. We make the following standing assumption.

**Assumption 2.1.** Both $f$ and $g$ are assumed to be sufficiently smooth and the derivative of $g$ w.r.t. $x$ should be of full row rank. In particular, we assume that (1.1) has a unique solution with initial condition $x(0) = x_0$.

Let us denote by $\mathcal{P}_r(I)$ and $\mathcal{P}_r(I; \mathbb{R}^n)$ the space of scalar and vector-valued polynomials, respectively, of maximal degree $r \geq 0$ on some interval $I \subset \mathbb{R}$. As already mentioned in the introduction, cG
schemes employ a continuous solution space

\[ V := \{ x \in C([0, T]; \mathbb{R}^n) \mid x|_{I_t} \in \mathcal{P}_r(I_t; \mathbb{R}^n) \} . \]

Here \( I_1, \ldots, I_N \) denotes a partitioning of \([0, T]\) into intervals \( I_t := (T_{t-1}, T_t) \) of lengths \( \Delta_t := T_t - T_{t-1} \). Since the test space

\[ W := \{ w : [0, T] \to \mathbb{R}^n \mid x|_{I_t} \in \mathcal{P}_{r-1}(I_t; \mathbb{R}^n) \} \]

consists of discontinuous functions, variational formulations such as (1.2) decouple into individual time intervals, allowing (1.2) to be written as a time-stepping method. For notational convenience, we therefore concentrate on a single interval \( I = [0, \Delta] \) of length \( \Delta \) and drop its index.

### 2.1. Discretization of the ODE Part

Without loss of generality, we choose pairwise distinct Lagrange points \( t_1, \ldots, t_{r+1} \in I \) with \( t_1 = 0 \). These points are not necessarily equispaced. We consider the Lagrange interpolation polynomials \( \varphi_1, \ldots, \varphi_{r+1} \) as our basis in \( \mathcal{P}_r(I) \), the ansatz space for the state. In other words, \( \varphi_j(t_k) = \delta_{jk} \) holds for \( 1 \leq j, k \leq r + 1 \). Then the approximation of the state \( x \) on the interval \( I \) can be written as

\[ x(t) = \sum_{j=1}^{r+1} x_j \varphi_j(t), \quad t \in I \]

with unknown coefficients \( x_j \in \mathbb{R}^n \). Due to the choice of a Lagrangian basis, \( x_j = X(t_j) \) holds. We denote the basis for the test space \( \mathcal{P}_{r-1}(I) \) by \( \psi_1, \ldots, \psi_r \). A convenient choice of this basis will become evident later.

We begin with the discussion of the discretization of the ODE part of (1.1), i.e., \( \dot{x} - f(x, t) = 0 \), on the interval \( I \). Replacing \( f \) by its nodal interpolation in the same Lagrange points as above, i.e.,

\[ f(x(t), t) \approx \sum_{j=1}^{r+1} f(x_j, t_j) \varphi_j(t), \]

and utilizing the bases for the solution and test spaces, we can approximate the variational formulation (1.2) on \( I \) by

\[ \sum_{j=1}^{r+1} x_j \int_I \varphi_j(t) \psi_i(t) \, dt - \sum_{j=1}^{r+1} f(x_j, t_j) \int_I \varphi_j(t) \psi_i(t) \, dt = 0, \tag{2.1} \]

where \( i = 1, \ldots, r \). Notice that these are \( rn \) scalar, generally nonlinear equations for the same number of unknowns \( x_2, \ldots, x_{r+1} \in \mathbb{R}^n \), since the initial value \( x_1 = x(t_1) = x(0) \in \mathbb{R}^n \) on the current interval coincides with the terminal value of the previous interval, or is specified through the initial conditions.

The material up to here is standard in the development of cG methods for ODEs; see for instance Eriksson et al., 1996, Ch. 9.2.1 or Estep, French, 1994; Schieweck, 2010. Let us now focus on the novel treatment of the constraint term \( g(x, t) = 0 \) and the induced, variationally consistent discretization of \( g_\ell(x, t)^T \lambda \).
2.2. Discretization of the Constraint and Variational Consistency

Clearly, it is in general impossible to satisfy the constraint $g(x(t), t)$ everywhere on the time interval $I$. We therefore enforce this constraint in $r$ pairwise distinct time points, namely $s_1, \ldots, s_r \in I$. Since $x(0)$ is already fixed, it is reasonable to assume that $0 = t_1 \neq s_k$ for any $k = 1, \ldots, r$. The corresponding functionals of point evaluation are denoted by $\xi_1, \ldots, \xi_r$, i.e., we have

$$
\langle \xi_k, g(x(\cdot), \cdot) \rangle = g(x(s_k), s_k), \quad k = 1, \ldots, r.
$$

Hence, we do not consider polynomials as test space for the constraint but functionals spanned by $\xi_1, \ldots, \xi_r$. More precisely, we consider the test functionals

$$
\Lambda = \sum_{k=1}^r \lambda_k \xi_k
$$

with coefficients $\lambda_k \in \mathbb{R}^m$. For the discrete setting this then leads to

$$
0 = \langle \Lambda, g(x(\cdot), \cdot) \rangle = \sum_{k=1}^r \lambda_k^T \langle \xi_k, g(x(\cdot), \cdot) \rangle = \sum_{k=1}^r \lambda_k^T g(x(s_k), s_k) \quad \text{for all } \lambda_k \in \mathbb{R}^m,
$$

(2.2)

which is equivalent to $0 = g(x(s_k), s_k)$ for $k = 1, \ldots, r$.

It remains to discuss the discretization of the term $g_k(x, t)^T \lambda$. Following the mentioned philosophy known as *first discretize, then optimize*, this discretization follows automatically by evaluating the optimality conditions associated with the discretized problem. Thus, we consider the directional derivative of (2.2) w.r.t. $x$ in the direction of a basis function $\psi_i$ of the local test space $\mathcal{T}_r(I)$. Applying the chain rule, this amounts to

$$
\frac{\partial}{\partial x} \left( \sum_{k=1}^r \lambda_k^T g(x(s_k), s_k) \right)_{\psi_i} = \sum_{k=1}^r g_{x}(x(s_k), s_k)^T \lambda_k \psi_i(s_k).
$$

Up to now, we have only fixed the ansatz functions $\varphi_1, \ldots, \varphi_{r+1}$ as the Lagrange basis functions w.r.t. the points $0 = t_1, \ldots, t_{r+1}$ and we decided to use the same points for the quadrature rule applied to $f$. However, we are still free to specify the basis functions $\psi_i$ as well as the evaluation points $s_k$ defining the functionals $\xi_k$. In this general setting, the Galerkin scheme has the following form: on the interval $I$, find

$$
X(t) = \sum_{j=1}^{r+1} x_j \varphi_j(t), \quad \Lambda = \sum_{k=1}^r \lambda_k \xi_k,
$$

where the unknown coefficients $x_2, \ldots, x_{r+1} \in \mathbb{R}^n$ and $\lambda_1, \ldots, \lambda_r \in \mathbb{R}^m$ are the solution of the nonlinear system on the interval $I$:

$$
\sum_{j=1}^{r+1} x_j D_{ij} - \sum_{j=1}^{r+1} f(x_j, t_j) M_{ij} + \sum_{k=1}^r g_{x}(\sum_{j=1}^{r+1} x_j \varphi_j(s_k), s_k)^T \lambda_k \psi_i(s_k) = 0 \quad \text{for } i = 1, \ldots, r, \quad (2.3a)
$$

$$
g_{x}(\sum_{j=1}^{r+1} x_j \varphi_j(s_k), s_k) = 0 \quad \text{for } k = 1, \ldots, r. \quad (2.3b)
$$
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Here and throughout, we make use of the definitions

\[
(D_{ij}) := \left( \int_I \phi_j(t) \dot{\psi}_i(t) \, dt \right) \in \mathbb{R}^{r \times (r+1)},
\]

\[
(M_{ij}) := \left( \int_I \phi_j(t) \psi_i(t) \, dt \right) \in \mathbb{R}^{r \times (r+1)}.
\]

(2.4a)

(2.4b)

The partition of unity property (which is satisfied for Lagrange polynomials) yields the following result on the row and column sums of \(D\).

**Lemma 2.2.** Suppose that the basis functions \(\psi_1, \ldots, \psi_r\) satisfy the property \(\sum_{i=1}^r \psi_i \equiv 1\). Further assume that \(t_{r+1} = \Delta\). Then, for any \(r \geq 1\), the matrix \(D\) has the property

\[
\sum_{i=1}^r D_{ij} = \begin{cases} -1 & \text{if } j = 1 \\ 0 & \text{if } 2 \leq j \leq r \text{ and } \sum_{j=1}^{r+1} D_{ij} = 0 & \text{for all } i = 1, \ldots, r. \\ 1 & \text{if } j = r+1 \end{cases}
\]

Proof. By the definition of \(D\), we have

\[
\sum_{i=1}^r D_{ij} = \sum_{i=1}^r \int_0^\Delta \phi_j \psi_i \, dt = \varphi_j(\Delta) - \varphi_j(0).
\]

since \(\sum_{i=1}^r \psi_i \equiv 1\). This shows the first claim, since \(t_1 = 0\) and \(t_{r+1} = \Delta\). Further we obtain

\[
\sum_{j=1}^{r+1} D_{ij} = \sum_{j=1}^{r+1} \int_0^\Delta \phi_j \psi_i \, dt = 0,
\]

since \(\sum_{j=1}^{r+1} \varphi_j \equiv 1\) and thus \(\sum_{j=1}^{r+1} \dot{\varphi}_j \equiv 0\) holds.

In the remainder of this section, we will use the given freedom in the choice of the basis \(\{\psi_1, \ldots, \psi_r\}\) of test functions for (2.3) in \(P_{r-1}(I)\) as well as in the points \(s_1, \ldots, s_r\), where the constraint is enforced, in order to optimize the structure of the resulting systems which have to be solved in every time step.

### 2.3. Optimizing the Structure

System (2.3) is generally nonlinear unless both \(f\) and \(g\) are affine functions w.r.t. \(x\). It is thus natural to solve it by Newton’s method. Our choice of the basis functions \(\psi_i\) and time points \(s_k\) will be driven by the structure of the arising linear systems. Thus, we need to consider the derivative of (2.3) w.r.t. the coefficients \(x_j\) and \(\lambda_k\).

We start with the derivative of the constraint equation (2.3b) w.r.t. \(x_j\). Since \(x_i\) is not an unknown, we only need to consider \(j = 2, \ldots, r+1\). This results in a block matrix \(G\) where the entry \(G_{k,j-1}\) is a matrix of dimension \(m \times n\) and defined through

\[
G_{k,j-1} = \frac{\partial}{\partial x_j} g \left( \sum_{j=1}^{r+1} x_j \varphi_j(s_k), s_k \right) = g_x(X(s_k), s_k) \varphi_j(s_k) \in \mathbb{R}^{m \times n}.
\]
On the other hand, the derivative of equation (2.3a) w.r.t. \( \lambda_k \) yields a block matrix \( \hat{G} \). Here, the entry \( \hat{G}_{i,k} \) is of dimension \( n \times m \) and equals

\[
\hat{G}_{i,k} = \frac{∂}{∂ξ} \sum_{k=1}^{r} g_x(X(s_k), s_k)^\top \lambda_k \psi_i(s_k) = g_x(X(s_{t}), s_t)^\top \psi_i(s_t) \in \mathbb{R}^{n \times m}.
\]

These block matrices \( G \) and \( \hat{G} \) define the off-diagonal blocks in the Newton matrix. The choice \( s_k = t_{k+1} \) for \( k = 1, \ldots, r \), i.e., enforcing the constraint exactly in the Lagrange points \( t_2, \ldots, t_{r+1} \), renders the matrix \( G \) block-diagonal with blocks \( G_{k,k} = g_x(x_{k+1}, t_{k+1}) \). Further, we may fix the basis functions \( \psi_1, \ldots, \psi_r \) such that

\[
\psi_i(s_k) = \psi_i(t_{k+1}) = \delta_{i,k}.
\]

This means that the \( \psi_i \) are the Lagrange basis of \( P_{r-1}(I) \) in the points \( t_2, \ldots, t_{r+1} \). With this particular choice, also the matrix \( \hat{G} \) is block-diagonal and we have \( \hat{G} = G^T \).

With the choices of this subsection, system (2.3) for the unknowns \( x_2, \ldots, x_{r+1} \) and \( \lambda_1, \ldots, \lambda_r \) simplifies to

\[
\sum_{j=1}^{r+1} x_j D_{ij} - \sum_{j=1}^{r+1} f(x_j, t_j) M_{ij} + g_x(x_{i+1}, t_{i+1})^\top \lambda_i = 0 \quad \text{for } i = 1, \ldots, r, \quad (2.5a)
\]

\[
g(x_{k+1}, t_{k+1}) = 0 \quad \text{for } k = 1, \ldots, r. \quad (2.5b)
\]

This formulation allows us to interpret the Lagrange multiplier as a weighted sum of point forces in the Lagrange points \( t_2, \ldots, t_{r+1} \), in which the constraint \( g = 0 \) is enforced. Recall that the resulting approximation \( \Lambda \) was defined in terms of the basis \( \xi_k \), which consists of functionals.

We emphasize that (2.5) still contains the freedom of how to choose the Lagrange points \( t_2, \ldots, t_{r+1} \) for enforcement of the constraint. This choice also determines the basis functions \( \varphi_j \) and \( \psi_i \) and therefore the matrices \( D \) and \( M \). The following result is independent of this choice.

**Theorem 2.3.** Assume that \( t_1, \ldots, t_{r+1} \) are pairwise distinct Lagrange points and that \( \Delta > 0 \) is a sufficiently small step size. Further assume that \( g \) is linear w.r.t. \( x \). Then system (2.5) has a unique solution, i.e., the cG scheme is well-defined.

We postpone the proof to the end of this section and first discuss some examples.

### 2.4. Examples

Given the assumptions from the previous subsection, we consider the resulting schemes for the lowest-order cases \( r = 1 \) and \( r = 2 \), i.e., for piecewise linear and quadratic approximations of \( x \). In each case, we consider a single time step on an interval \( I \) of length \( \Delta \) and we choose \( t_1, \ldots, t_{r+1} \) equispaced so that \( \varphi_1, \ldots, \varphi_{r+1} \) becomes the standard Lagrange basis.
2.4.1. **Case r = 1**

The variable $x$ is approximated by an affine function, where the value $x_1$ at the left end of the interval is fixed from the previous step or the initial condition. Thus, the unknowns only consist of $x_2 \in \mathbb{R}^n$ and $\lambda_1 \in \mathbb{R}^m$, which define

$$X(t) = x_1 \varphi_1(t) + x_2 \varphi_2(t), \quad \Lambda = \lambda_1 \xi_1.$$ 

In this case, we have $D = [-1, 1]$ and $M = \frac{\Delta}{2} [1, 1]$ and the cG scheme (2.5) turns into

$$x_2 - x_1 - \frac{\Delta}{2} \left[ f(x_1, t_1) + f(x_2, t_2) \right] + g_x(x_2, t_2)^T \lambda_1 = 0, \quad g(x_2, t_2) = 0.$$ \hspace{1cm} (2.6a)

Thus, we obtain the Crank-Nicolson scheme for the ODE part. However, the constraint is included implicitly only at the end of the interval, at $t_2 = \Delta$. The principle of variational consistency then determines how the term $g_x(x, t)^T \lambda$ is discretized.

A Newton step for (2.6) is governed by the matrix

$$\begin{bmatrix}
\text{id}_n - \frac{\Delta}{2} f_x(x_2, t_2) & g_x(x_2, t_2)^T \\
g_x(x_2, t_2) & 0
\end{bmatrix},$$

where $\text{id}_n$ denotes the $n \times n$-identity matrix.

**Remark 2.4.** The numerical scheme (2.6) cannot be written as a Runge-Kutta scheme. To see this, we consider a direct application of the Butcher tableau

$$\begin{array}{c|ccc}
0 & & & \\
1 & 1/2 & 1/2 \\
& 1/2 & 1/2
\end{array}$$

to (1.1). This corresponds to the Crank-Nicolson scheme for ODEs and it results in update rule similar to (2.6) but with a second constraint $g(x_1, t_1) = 0$ and a corresponding second stage of the Lagrange multiplier. Note, however, that this second constraint is a condition for the (given) value $x_1$, which is naturally satisfied for a consistent value $x_1$ or unsolvable otherwise. The different nature of the cG scheme developed in this paper comes from the fact that we consider different discretizations for $f$ and $g$.

2.4.2. **Case r = 2**

The solution component $x$ is now approximated by a quadratic function, and the unknowns are the coefficients $x_2, x_3 \in \mathbb{R}^n$. The Lagrange multiplier is described by coefficients $\lambda_1, \lambda_2 \in \mathbb{R}^m$. In the present case, the coefficients in (2.5) are given by

$$D = \frac{1}{3} \begin{bmatrix}
1 & -5 & 4 & 1 \\
2 & -4 & 2 
\end{bmatrix}, \quad M = \frac{\Delta}{6} \begin{bmatrix}
2 & 4 & 0 \\
-1 & 0 & 1
\end{bmatrix}.$$
The resulting approximations are hence given by

\[ X(t) = x_1 \varphi_1(t) + x_2 \varphi_2(t) + x_3 \varphi_3(t), \quad \Lambda = \lambda_1 \xi_1 + \lambda_2 \xi_2 \]

with coefficients solving

\[
\begin{align*}
- \frac{5}{3} x_1 + \frac{4}{3} x_2 + \frac{1}{3} x_3 - \frac{\Delta}{6} \left[ 2f(x_3, t_1) + 4f(x_2, t_2) \right] + g_x(x_2, t_2) \Lambda_1 &= 0, \\
\frac{2}{3} x_1 - \frac{4}{3} x_2 + \frac{2}{3} x_3 - \frac{\Delta}{6} \left[ - f(x_1, t_1) + f(x_3, t_3) \right] + g_x(x_3, t_3) \Lambda_2 &= 0, \\
g(x_2, t_2) &= 0 \quad \text{and} \quad g(x_3, t_3) = 0.
\end{align*}
\]

We conclude this section with a discussion of the solvability of the cG scheme as well as the practical implementation of the method.

### 2.5. Newton Matrices and Solvability

We now we address the numerical solution of the nonlinear problem (2.5) to be solved on each interval, which we denote as \(I = [0, \Delta]\) for convenience. Recall that \(t_1, \ldots, t_r \in I\) are pairwise distinct Lagrange points on \(I\), not necessarily equispaced.

**Assumption 2.5.** In addition to \(t_1 = 0\) we now also assume \(t_{r+1} = \Delta\).

Notice that, due to the continuity of state approximation \(X\), Assumption 2.5 implies that the initial value for the subsequent time interval will be consistent.

Our method of choice for the solution of (2.5) is Newton’s method. In order to describe a Newton step, we introduce the following notation. The unknowns located on the interval \(I\) are denoted as

\[
\mathbf{x} := \begin{bmatrix} x_2 \\ \vdots \\ x_{r+1} \end{bmatrix} \in \mathbb{R}^r \quad \text{and} \quad \Lambda := \begin{bmatrix} \lambda_1 \\ \vdots \\ \lambda_r \end{bmatrix} \in \mathbb{R}^r.
\]

We partition \(D\) and \(M\) into

\[
D = \begin{bmatrix} D_1 & \overline{D} \end{bmatrix} \quad \text{and} \quad M = \begin{bmatrix} M_1 & \overline{M} \end{bmatrix},
\]

where \(D_1, M_1\) are the first columns and \(\overline{D}\) and \(\overline{M}\) are square of size \(r \times r\). Notice that \(\overline{D}\) and \(\overline{M}\) are the matrices pertaining to the unknowns \(x_2, \ldots, x_{r+1}\) in (2.5).

**Remark 2.6.** It can be observed that the matrix \(\overline{D}\) is generally non-symmetric for \(r \geq 2\). Interestingly, we observed numerically that the number of positive, negative, and zero eigenvalues of the symmetric part \((\overline{D} + \overline{D}^T)/2\) are

\[
n^+ = \min\{r, 2\}, \quad n^- = \max\{\min\{r - 2, 1\}, 0\}, \quad n^0 = \max\{r - 3, 0\}
\]

for \(r \geq 1\) when the points \(t_1, \ldots, t_{r+1} \in I\) are equispaced; compare the examples given for \(r \in \{1, 2\}\) in Section 2.4.
As before, we denote by $\text{id}_n$ the $n \times n$-identity matrix and define the Kronecker product matrices
\[
\mathbb{D} := \overline{D} \otimes \text{id}_n \quad \text{and} \quad \mathbb{M} := \overline{M} \otimes \text{id}_n
\]
of dimension $rn \times rn$. The linearizations of the right hand side $f$ and the constraint $g$ give rise to the matrices
\[
\mathbb{F}(x) := \text{blkdiag}(f_x(x_2, t_2), \ldots, f_x(x_{r+1}, t_{r+1})) \in \mathbb{R}^{rn \times rn}, \quad \mathbb{G}(x) := \text{blkdiag}(g_x(x_2, t_2), \ldots, g_x(x_{r+1}, t_{r+1})) \in \mathbb{R}^{rn \times rn}.
\]

A Newton step for (2.5) at the iterate $\mathbf{x}$ is governed by the block matrix
\[
\begin{bmatrix}
\mathbb{D} - \mathbb{MF}(\mathbf{x}) & \mathbb{G}(\mathbf{x})^T \\
\mathbb{G}(\mathbf{x}) & 0
\end{bmatrix}.
\]
(2.8)

Recall that the matrix $\mathbb{M}$ is proportional to the time step size $\Delta$ while all other matrices are independent of $\Delta$.

**Remark 2.7.** Clearly, when $r = 1$ and $f(x, t) = \nabla_x E(x, t)$, then the $(1,1)$ block and thus the entire matrix in (2.8) is symmetric, which can be exploited in direct or iterative solvers. However, this is no longer the case when $r \geq 2$, since then $\mathbb{D}$ and thus $\mathbb{D}$ are generally non-symmetric, and $\mathbb{M}$ and thus $\mathbb{M}$ are generally non-diagonal and thus $\mathbb{M}$ does not commute with a general block-diagonal, symmetric $\mathbb{F}(x)$. One might ask whether it is possible to choose interpolation points $t_2, \ldots, t_{r+1}$ which render $\mathbb{D}$ symmetric and $\mathbb{M}$ diagonal. Unfortunately, a numerical experiment for $r = 2$ shows that this is not the case. Indeed, a tabulation of $\mathbb{D}$ and $\mathbb{M}$ for numerous values of $0 = t_1 < t_2 < t_3 \leq \Delta$ shows that $\mathbb{M}$ is diagonal for $(t_2, t_3) = (2/6, 5/6)$ as well as for the equispaced points $(t_2, t_3) = (1/2, 1)$, but $\mathbb{D}$ is never symmetric.

Our first result concerns the invertibility of the Newton matrix in (2.8). The following lemma is an auxiliary step.

**Lemma 2.8.** The matrix $\overline{D}$ is invertible.

**Proof.** Recall that $\overline{D}$ has entries
\[
\overline{D}_{ij} = \int_0^\Delta \phi_{j+1}(t) \psi_i(t) \, dt.
\]

We show that $\{\phi_2, \ldots, \phi_{r+1}\}$ are linearly independent and thus they span the space $\mathcal{P}_{r-1}(I)$. To see this, consider first
\[
0 = \sum_{j=2}^{r+1} \alpha_j \phi_j \quad \Rightarrow \quad 0 = \sum_{j=2}^{r+1} \int_0^\Delta \alpha_j \phi_j \, dt = \sum_{j=2}^{r+1} \alpha_j (\phi_j(\Delta) - \phi_j(0)) = \alpha_{r+1}.
\]

Repeating this argument and replacing the integration limit $t_{r+1}$ by $t_r$ etc. eventually shows $\alpha_{r+1} = \alpha_r = \ldots = \alpha_2 = 0$. Moreover, $\{\psi_1, \ldots, \psi_r\}$ constitutes another basis of $\mathcal{P}_{r-1}(I)$.

We infer that $\overline{D}$ contains the mutual $L^2$-inner products of two sets of basis vectors and is thus non-singular. \qed
Since $D$ is defined as a Kronecker product of $\overline{D}$ and the identity matrix, Lemma 2.8 directly implies the invertibility of $D$. This, in turn, leads to the following result for the Newton matrix.

**Proposition 2.9.** Suppose that $\overline{x} \in \mathbb{R}^n$ is given, that $\Delta > 0$ and $\delta > 0$ are sufficiently small, and that $x_2, \ldots, x_{r+1} \in B_\delta(\overline{x})$ holds. Then the Newton matrix in (2.5) is nonsingular.

**Proof.** Our proof utilizes a general criterion for non-symmetric saddle-point systems; see for instance Gansterer, Schneid, Ueberhuber, 2003, Th. 3.1. It is hence necessary and sufficient to show that (i) $G(x)$ has full row rank and (ii) $Z^T(D - M\tilde{F}(x))Z$ is nonsingular, where $Z$ is a matrix with linearly independent columns spanning ker $G$.

Condition (i) is satisfied by our standing Assumption 2.1. In order to show (ii), we are going to construct the matrix $Z$ such that it is close to being block diagonal with repeated entries in order to exploit Lemma 2.8. To this end, let $Z \in \mathbb{R}^{nx(n-m)}$ be a matrix with linearly independent columns spanning ker $g_x(\overline{x}, \Delta/2)$. By assumption, $x_j$ is close to $\overline{x}$ and $t_j$ is close to $\Delta/2$ for $j = 2, \ldots, r+1$. Therefore, we can consider $g_x(x_j, t_j)$ to be small perturbations of $g_x(\overline{x}, \Delta/2)$. Consequently, we can find matrices $Z_j \in \mathbb{R}^{nx(n-m)}$ spanning ker $g_x(x_j, t_j)$, which are close to $Z$. More precisely, for any $\varepsilon > 0$ we can find $\Delta_0 > 0$ and $\delta_0 > 0$ such that for any $\Delta \in (0, \Delta_0)$ and any $\delta \in (0, \delta_0)$ and any collection of points $x_2, \ldots, x_{r+1} \in B_\delta(\overline{x})$, there exist matrices $Z_j$ spanning ker $g_x(x_j, t_j)$, $j = 2, \ldots, r+1$, such that $\|Z_j - Z\|_F < \varepsilon$ holds in the Frobenius norm. The construction of $Z_j$ is given in Appendix A. We can thus write $Z_j = Z + \varepsilon E_j$ with $\|E_j\|_F < 1$.

We set $Z := \text{blkdiag}(Z_2, \ldots, Z_{r+1})$, whose columns span ker $G$. Moreover, we introduce the matrix of perturbations $E := \text{blkdiag}(E_2, \ldots, E_{r+1})$ such that $Z = (\text{id}, \otimes \overline{Z}) + \varepsilon E$. To show that $Z^T(D - M\tilde{F}(x))Z$ is non-singular, we consider the first term:

$$
Z^TDZ = (\text{id}, \otimes \overline{Z})^T D (\text{id}, \otimes \overline{Z}) + \varepsilon E^T D (\text{id}, \otimes \overline{Z}) + \varepsilon (\text{id}, \otimes \overline{Z})^T D E + \varepsilon^2 E^T DE
$$

$$
= (\text{id}, \otimes \overline{Z})^T (\overline{D} \otimes \text{id}_n)(\text{id}, \otimes \overline{Z}) + O(\varepsilon)
$$

$$
= \overline{D} \otimes (\overline{Z}^T \overline{Z}) + O(\varepsilon).
$$

Here we utilized $(A \otimes B)(C \otimes D) = (AC) \otimes (BD)$. By Lemma 2.8, $\overline{D}$ is nonsingular, thus $\overline{D} \otimes (\overline{Z}^T \overline{Z})$ is nonsingular. The second term $Z^T M\tilde{F}(x)Z$ is of order $O(\Delta_0)$. Consequently, $Z^T(D - M\tilde{F}(x))Z$ is nonsingular for sufficiently small $\varepsilon > 0$ and $\Delta_0 > 0$.

The techniques used in the previous proof can also be applied to prove the solvability of system (2.5), which was claimed in Theorem 2.3.

**Proof of Theorem 2.3.** We first note that the matrices $D$ and $M$ from (2.4) may also be defined as integrals over unit interval $[0, 1]$ with accordingly transformed Lagrange basis functions. This then shows that $D$ is independent of $\Delta$, whereas $M$ (and thus $\tilde{M}$) scales with $\Delta$. More precisely, we have $\tilde{M} = \Delta \tilde{M}$ with $\tilde{M}$ being independent of $\Delta$. Second, we rewrite (2.5) in the form

$$
Dx - \Delta \tilde{M}f(x) + G(x)^T \lambda = b,
$$

$$
g(x) = 0
$$
with \( f(x) := [f(x_2, t_2); \ldots; f(x_{r+1}, t_{r+1})] \in \mathbb{R}^n \), \( g(x) := [g(x_2, t_2); \ldots; g(x_{r+1}, t_{r+1})] \in \mathbb{R}^m \), and \( b := -D_I \otimes x_1 + M_I \otimes f(x_1, t_1) \in \mathbb{R}^n \). We show the solvability of this system by the implicit function theorem. For this, we consider the function \( h: \mathbb{R}^{kn(n+m)} \rightarrow \mathbb{R}^{r(n+m)} \), defined by

\[
h(\Lambda, x, \lambda) := \begin{bmatrix}
\mathbb{D}x - \Delta \mathbb{M}f(x) + \mathbb{G}(x)^\top \lambda - b \\
g(x)
\end{bmatrix}.
\]

Obviously, this function is sufficiently smooth by Assumption 2.1. Further, the Jacobian w.r.t. \((x, \lambda)\) equals (2.8) and it is invertible for sufficiently small \( \Lambda \) by Proposition 2.9. To apply the implicit function theorem we finally need a root of \( h \) with \( \Lambda = 0 \), i.e., we have to show the solvability of

\[
\begin{align*}
\mathbb{D}x + \mathbb{G}(x)^\top \lambda &= b, \quad (2.9a) \\
g(x) &= 0 \quad (2.9b)
\end{align*}
\]

for given \( b \). Under the assumption of a linear constraint, i.e., \( g(x) = \mathbb{G}x + \bar{g}(t) \), this follows again by Proposition 2.9.

**Remark 2.10.** In order to extend Theorem 2.3 to nonlinear constraints, one needs to ensure the solvability of system (2.9). This, however, may require additional assumptions on \( g \) and the initial data.

### 3. Error Analysis

This section is devoted to the convergence analysis of the developed cG scheme (2.5) for semi-explicit DAEs of the form (1.1). Again we restrict the discussion to systems with constraints which are linear in \( x \). This means that we assume \( g(x, t) = \bar{B}x - \bar{\theta}(t) \) for a matrix \( \bar{B} \in \mathbb{R}^{m \times n} \). We prove that the convergence rate for the cG scheme of degree \( r \) equals \( r + 1 \). Since the approximation of the Lagrange multiplier is only defined as a linear combination of functionals, we consider as error measure the action of \( \lambda - \Lambda \) on the constant function 1. The convergence proof is based on interpolation properties and corresponding convergence results for cG schemes applied to ODEs.

#### 3.1. Convergence Results for ODEs

We summarize known convergence results for the cG approximation of an ODE, based on the variational formulation (1.2). Such schemes typically assume an exact integration so that we need to incorporate the quadrature error in a subsequent step.

We denote the idealized cG approximation on a subinterval \( I = [0, \Delta] \) by

\[
\tilde{X}(t) = \sum_{j=1}^{r+1} \tilde{x}_j \phi_j(t)
\]

with coefficients \( \tilde{x}_j \in \mathbb{R}^n \), \( j = 1, \ldots, r + 1 \). This means that, given \( \tilde{x}_1, \tilde{X} \) satisfies

\[
\int_I \left[ \tilde{X}(t) - f(\tilde{X}(t), t) \right] \cdot \psi_1(t) \, dt = 0 \quad (3.1)
\]
for all \( i = 1, \ldots, r \). Note that this does not include any quadrature error, since we have not replaced \( f \) by its nodal interpolation. For this, the following convergence result holds.

**Proposition 3.1** (see, e.g., Estep, French, 1994 or Akrivis, Makridakis, 2004, Sect. 5). Let \( f \) be sufficiently smooth such that the solution of \( \dot{x} = f(x, t) \) with initial value \( x_0 \in \mathbb{R}^n \) satisfies \( x \in C^{r+1}(0, T) \). Further, let \( \hat{X} \in V \) be the idealized cG approximation defined by (3.1) of degree \( r \) and step size \( \Delta \) with \( \hat{X}(0) = x(0) = x_0 \). Then there exists a positive constant \( C \) such that

\[
\|x(t) - \hat{X}(t)\| \leq C \Delta^{r+1} \|x\|_{C^{r+1}(0,T)}
\]

for all \( t \in [0, T] \).

As outlined in Section 2.1, the (computable) approximation in terms of the Lagrange basis calls for the application of a quadrature rule. The resulting approximation \( X(t) = \sum_{j=1}^{r+1} x_j \varphi_j(t) \) on an interval \( I \) with coefficients \( x_j \in \mathbb{R}^n \), \( j = 1, \ldots, r + 1 \), is derived as the solution of

\[
\sum_{j=1}^{r+1} x_j D_{ij} - \sum_{j=1}^{r+1} f(x_j, t_j) M_{ij} = 0
\]

(3.2)

for \( i = 1, \ldots, r \). With \( \mathbb{D} \) and \( \mathbb{M} \) as introduced in Section 2, the vector of unknown coefficients \( x = [x_2; \ldots; x_{r+1}] \in \mathbb{R}^n \), and \( f(x) := [f(x_2, t_2)\ldots f(x_{r+1}, t_{r+1})] \in \mathbb{R}^n \), we can write (3.2) as

\[
\mathbb{D}x - \mathbb{M} f(x) = b := -D_1 \otimes x_1 + M_1 \otimes f(x_1, t_1).
\]

On the other hand, assuming identical initial data \( x_1 = \tilde{x}_1 \), (3.1) leads to the same system but with a perturbed right-hand side

\[
\tilde{b} := -D_1 \otimes x_1 + M_1 \otimes f(x_1, t_1) + \text{err}(f).
\]

Here, \( \text{err}(f) \) denotes the quadrature error, which is of order \( \Delta^{r+2} \) for a sufficiently smooth nonlinearity \( f \). Note, however, that the involved constant depends on the so-called Lebesgue constants

\[
L_{r,\varphi} = L_{r,\varphi}(t_1, \ldots, t_{r+1}) := \max_{t \in [0, \Delta]} \sum_{j=1}^{r+1} |\varphi_j(t)|, \quad L_{r,\psi} := \max_{t \in [0, \Delta]} \sum_{j=1}^{r} |\psi_j(t)|.
\]

(3.3)

Both constants strongly depend on the choice of the Lagrange points. For equidistant \( t_j \) the Lebesgue constant grows exponentially in \( r \), whereas Chebyshev nodes lead to a logarithmic growth only Smith, 2006. Due to the invertibility of \( \mathbb{D} \) and the fact that \( \mathbb{M} \) scales with \( \Delta \), the difference of the resulting coefficients \( x_j \) and \( \tilde{x}_j \) is again of order \( \Delta^{r+2} \) for sufficiently small step sizes.

Considering the entire time interval \([0, T]\), these quadrature errors accumulate and lead to an additional factor of \( \Delta^{-1} \). Note that Assumption 2.5 implies that \( x_1 \) equals either the initial value or \( x_{r+1} \) from the previous subinterval. Thus, errors in \( x_{r+1} \) directly translate to perturbations of the right-hand side \( b \). In total, this leads to the error estimate

\[
\|x(t) - X(t)\| \leq C \Delta^{r+1}
\]

for all \( t \in [0, T] \) under the assumptions of Proposition 3.1 with a constant \( C \) depending on \( L_{r,\varphi} \) and \( L_{r,\psi} \).
3.2. Convergence Results for Linear Constraints

Based on the convergence results for ODEs, we analyze the cG scheme introduced in (2.5). Recall that we consider constraints that are linear in $x$, i.e., we assume $g(x, t) = Bx - \tilde{g}(t)$. The full row rank property of $g_x$ from Assumption 2.1 then translates into the full row rank (surjectivity) property of the matrix $\tilde{B} \in \mathbb{R}^{m \times n}$. Without loss of generality, we may assume that $\tilde{B}$ has the block structure $\tilde{B} = [ 0 \ B] \in \mathbb{R}^{m \times m}$. This can be obtained by a simple transformation of variables based, e.g., on the QR decomposition of $\tilde{B}$. Accordingly, we decompose the state variable into $x = [y; z]$ with $y(t) \in \mathbb{R}^{n-m}$ and $z(t) \in \mathbb{R}^m$. Further, we denote by $f_1$ and $f_2$ the first $n-m$ and last $m$ components of $f$, respectively. These assumptions simplify system (1.1) to

\[
\begin{align*}
\dot{y} &= f_1(y, z, t), \\
\dot{z} &= f_2(y, z, t) - B^\top \lambda, \\
0 &= Bz - \tilde{g}(t).
\end{align*}
\]

We apply the cG scheme (2.5) to the semi-explicit system (3.4). For this, we decompose the unknown coefficients $x_j$ in the same manner as the state variable, leading to

\[X(t) = \sum_{j=1}^{r+1} x_j \varphi_j(t), \quad x_j = \begin{bmatrix} y_j \\ z_j \end{bmatrix}.\]

Thus, we seek coefficients $y_j \in \mathbb{R}^{n-m}$ and $z_j \in \mathbb{R}^m$ for $j = 2, \ldots, r+1$. Note that the resulting approximations of $y$ and $z$ (denoted by $Y$ and $Z$, respectively) can also be written in terms of Lagrange polynomials. In this case, system (2.5) turns into

\[
\begin{align*}
\sum_{j=1}^{r+1} y_j D_{ij} - \sum_{j=1}^{r+1} f_1(y_j, z_j, t_j) M_{ij} &= 0, \\
\sum_{j=1}^{r+1} z_j D_{ij} - \sum_{j=1}^{r+1} f_2(y_j, z_j, t_j) M_{ij} + B^\top \lambda_i &= 0, \\
Bz_{k+1} &= \tilde{g}(t_{k+1})
\end{align*}
\]

for $i, k = 1, \ldots, r$. Due to the invertibility of $B$, equation (3.5c) determines all unknown coefficients $z_{k+1}$. With this, equation (3.5a) can be solved for the coefficients $y_j$ and, finally, equation (3.5b) determines the coefficients $\lambda_i$ of the Lagrange multiplier. Based on the convergence properties for ODEs, we derive the following result.

**Theorem 3.2.** Consider a semi-explicit DAE (1.1) with sufficiently smooth right-hand side $f$, a linear constraint $g(x, t) = Bx - \tilde{g}(t)$ with $\tilde{B}$ having full row rank, $\tilde{g} \in C^{r+2}(0, T)$, and a consistent initial condition, i.e., $Bx(0) = \tilde{g}(0)$. Further, we assume that $x \in C^{r+1}(0, T)$ and Lagrange points with $t_i$ and $t_{i+1}$ being the starting and end point of the respective intervals. Then, the cG approximation of degree $r$ and step size $\Delta$ given by (2.5) satisfies

\[
\begin{align*}
\|x(t) - X(t)\| &\leq C \Delta^{r+1}, \\
\|\langle \lambda - \Lambda, 1 \rangle\| &\leq C \Delta^{r+2}
\end{align*}
\]
Thus, with the assumed regularity of \( f \) and \( \tilde{B} \) \( \tilde{z} = B \tilde{x} \) (3.5c) guarantees that we obtain consistent initial values in every time step. More precisely, this means that the prescribed coefficient \( x_1 = [y_1; z_1] \) at time \( t_1 = 0 \) satisfies \( Bz_1 = \tilde{B}x_1 = \tilde{g}(0) \).

Considering equation (3.5c) for \( k = 1, \ldots, r \), we obtain

\[
Z(t) = \sum_{j=1}^{r+1} z_j \varphi_j(t) = B^{-1} \sum_{j=1}^{r+1} \tilde{g}(t_j) \varphi_j(t),
\]

i.e., the resulting approximation \( Z \) equals the interpolation polynomial of \( B^{-1} \tilde{g} \) in the Lagrange points \( t_1, \ldots, t_{r+1} \). This directly implies the error estimate

\[
\| z(t) - Z(t) \| \leq C_B \| \tilde{g}(t) - \Pi_r \tilde{g}(t) \| \leq \frac{1}{(r+1)!} C_B \Delta^{r+1} \| \tilde{g} \|_{C^{r+1}(0,T)}.
\]

(3.6)

Note that this result may be improved by an appropriate choice of the interpolation points. Further, it holds \( z(t_j) = Z(t_j) \) in all Lagrange points.

Next, we consider the remaining part of the state vector, namely the \( y \) component. For this, we consider equation (3.5a) and note that this is nothing else than the standard cG scheme of degree \( r \) applied to the ODE

\[
\dot{y} = \tilde{f}_1(y, t) := f_1(y, B^{-1} \tilde{g}, t).
\]

Thus, with the assumed regularity of \( f \) and \( \tilde{g} \), the error analysis for the ODE case in Section 3.1 implies that the error \( y(t) - Y(t) \) is of order \( r + 1 \) as well. Together with (3.6) this yields the stated error bound for the state variable \( x \).

Finally, we consider the Lagrange multiplier. The approximation \( \Lambda = \sum_{k=1}^r \lambda_k \xi_k \) is defined by equation (3.5b), whereas the exact multiplier satisfies

\[
B^T \lambda(t) = f_2(y, z, t) - \dot{z}(t) = f_2(y, B^{-1} \tilde{g}, t) - B^{-1} \dot{\tilde{g}}(t)
\]

due to \( Bz(t) = \tilde{g}(t) \). For an estimate of the action of the difference \( \lambda - \Lambda \) on the constant function, we consider

\[
\| B^T (\lambda - \Lambda, 1) \| \\
= \left\| \int_0^\Lambda B^T \lambda(t) \, dt - \sum_{k=1}^r B^T \lambda_k \right\| \\
\leq \left\| \int_0^\Lambda B^{-1} \dot{\tilde{g}}(t) \, dt - \sum_{k=1}^{r+1} \sum_{j=1}^r z_j D_{kj} \right\| + \left\| \int_0^\Lambda f_2(y, B^{-1} \tilde{g}, t) \, dt - \sum_{k=1}^r \sum_{j=1}^{r+1} f_2(y_j, z_j, t_j) M_{kj} \right\|.
\]
For the first part we apply Lemma 2.2 and obtain, using \( t_1 = 0 \) and \( t_{r+1} = \Delta \),

\[
\sum_{k=1}^{r} \sum_{j=1}^{r+1} z_j D_{kj} = z_{r+1} - z_1 = B^{-1} \tilde{g}(\Delta) - B^{-1} \tilde{g}(0) = \int_0^\Delta B^{-1} \tilde{g}(t) \, dt.
\]

This means that the first part of the estimate vanishes. For the second part we use the fact that

\[
\sum_{i=1}^{r} \tilde{\psi}_i = 1 \quad \text{holds and thus,}
\]

\[
\sum_{k=1}^{r} \sum_{j=1}^{r+1} f_2(y_j, z_j, t_j) M_{kj} = \sum_{k=1}^{r} \sum_{j=1}^{r+1} f_2(y_j, B^{-1} \tilde{g}(t_j), t_j) \int_0^\Delta \varphi_j(t) \psi_k(t) \, dt
\]

\[
= \int_0^\Delta \sum_{j=1}^{r+1} f_2(y_j, B^{-1} \tilde{g}(t_j), t_j) \varphi_j(t) \, dt
\]

\[
= \int_0^\Delta \sum_{j=1}^{r+1} f_2(y(t_j), B^{-1} \tilde{g}(t_j), t_j) \varphi_j(t) \, dt + E_y
\]

\[
= \int_0^\Delta f_2(y(t), B^{-1} \tilde{g}(t), t) \, dt + E_{\text{int}} + E_y
\]

with an interpolation error \( E_{\text{int}} \), which is bounded by

\[
E_{\text{int}} \leq \int_0^\Delta C \frac{1}{(r+1)!} \Delta^{r+1}(\|f\|_{C^{r+1}(0,T)} + \|\tilde{g}\|_{C^{r+1}(0,T)}) \, dt,
\]

and

\[
E_y = \sum_{j=1}^{r+1} \int_0^\Delta \left[ f_2(y_j, B^{-1} \tilde{g}(t_j), t_j) - f_2(y(t_j), B^{-1} \tilde{g}(t_j), t_j) \right] \varphi_j(t) \, dt.
\]

Using the local Lipschitz continuity of \( f \), we obtain the bound

\[
E_y \leq C \max_{t \in [0,\Delta]} \|y(t) - Y(t)\| \sum_{j=1}^{r+1} \int_0^\Delta |\varphi_j(t)| \, dt \leq C \Delta^{r+1} \sum_{j=1}^{r+1} \int_0^\Delta |\varphi_j(t)| \, dt.
\]

Thus, \( E_y \) is bounded by a constant times \( \Delta^{r+2} L_{r,\varphi} \) with the Lebesgue constant \( L_{r,\varphi} \) defined in (3.3).

**Remark 3.3.** The error in the Lagrange multiplier is of one order higher than the error for the state, since

the chosen error measure considers a single subinterval only. This introduces one additional power of \( \Delta \).

Accordingly, we obtain on the entire time interval \( \|\langle \lambda - \Lambda, 1 \rangle_{[0,T]}\| \leq C \Delta^{r+1} \).

To summarize, the proposed cG scheme maintains the convergence rate from the ODE case and this rate even extends to the Lagrange multiplier. We close the paper with a numerical illustration of the convergence results.
4. Numerical Experiments

This final section is devoted to three numerical experiments, which verify the theoretical findings but also show the applicability to related DAE models of higher index. We would like to emphasize once more that the cG scheme (2.5) is directly applied to the DAE without any index reduction or regularization. Nevertheless, no artificial drift-off can be observed since the constraint is explicitly enforced in the Lagrange points. Thus, the error in the constraint is directly linked to the accuracy of the nonlinear solver applied to solve (2.5). In our implementation, we currently use MATLAB’s fzero for this purpose, with OptimalityTolerance set to $10^{-13}$.

In all experiments, we use cG schemes of various orders up to $r = 5$ and with equidistant Lagrange points $t_0, \ldots, t_M$. We confine ourselves with subintervals of constant length $\Delta$, leaving the discussion of adaptivity to future work.

4.1. Simple Circuit Example

We follow an example presented in Bächle, 2007, Sect. 5.2.1. Eliminating the trivial variables in this example, we obtain the linear system

\[
\begin{align*}
\dot{q}_1 &= -\sin(100 \, t) - i_V, \\
\dot{q}_2 &= -q_2 - \sin(100 \, t) - i_V, \\
0 &= q_1 + q_2 - \sin(100 \, t)
\end{align*}
\]

with unknowns $q_1$, $q_2$, and $i_V$. In our setting, $i_V$ plays the role of a Lagrange multiplier. Starting with initial data $q_1(0) = q_2(0) = 0$, we can conclude $i_V(0) = -50$ by consistency of the system. For this system, the exact solution is explicitly known so we can use it to evaluate the discretization error. As time horizon we set $T = 1$.

Recall that we have shown in Theorem 3.2 that the cG scheme of degree $r$ converges with order $r + 1$. In the convergence history shown in Fig. 4.1, we observe the rates $r + 1$, and even $r + 2$ for an even polynomial degree. As a comparison, we also plot the convergence history of the well-known Radau IIa methods of order 3 and 5. As an error measure for the Lagrange multiplier, we have considered the application of the difference $\lambda - \Lambda$ to the constant function on a subinterval, i.e., $\| (\lambda - \Lambda, 1) \|$. Here, we always consider the last subinterval $I = [T - \Delta, T]$. The results are again in agreement with Theorem 3.2, see Fig. 4.2. For $r \in \{4, 5\}$, however, the scheme quickly reaches an error of $10^{-6}$, which then does not improve anymore. Also note that the convergence rates of the Radau IIa methods are reduced as expected for index-2 DAEs, cf. Kunkel, Mehrmann, 2006, Ch. 5.2. The ability of our cG scheme to reach the full convergence order in the Lagrange multipliers is one favorable feature of our approach.
Figure 4.1: Convergence orders for the state obtained by the cG scheme applied to the circuit example from Section 4.1. For comparison, also the results of Radau IIa with two and three stages are shown, which converge with order 3 and 5, respectively. The gray dotted lines indicate the orders 2, 4, and 6.

Figure 4.2: Convergence orders for the Lagrange multipliers on the final subinterval obtained by the cG scheme applied to the circuit example from Section 4.1. Again we include the Radau IIa methods as a comparison. Here, the gray dotted lines indicate orders 3 and 5.
4.2. Quasilinear Heat Equation

In this second example, we consider a coupling of two one-dimensional quasilinear heat equations. Both problems are coupled through a transmission condition representing a thermal resistance. To be more concrete, we consider the problem

\[ \dot{u} - [u(z)^c]' = 0 \quad \text{in } (0, 1), \tag{4.1a} \]
\[ \dot{u} - [u(z)^c]' = 0 \quad \text{in } (1, 2). \tag{4.1b} \]

Here \([ \cdot ]'\) denotes differentiation with respect to the spatial variable \(z\). Problem (4.1) is discretized using a standard finite difference scheme described in Gipson, 1987. Specifically, suppose that \(K\) denotes the standard stiffness matrix with natural (Neumann) boundary conditions on either interval,

\[
K = \frac{1}{h^2} \begin{bmatrix}
1 & -1 \\
-1 & 2 & -1 \\
& \ddots & \ddots & \ddots \\
-1 & 2 & -1 \\
-1 & 1 & 1
\end{bmatrix}.
\]

In our experiments we use an equidistant spatial grid size of \(h = 1/40\) on the spatial domain \([0, 1] \cup [1, 2]\), i.e., the discrete state is of dimension \(n = 82\). We denote by \(x\) the vector approximating the values of this state. Then the right hand side \(f\) in MATLAB notation is given by

\[
f = - [K \ast x(1: end / 2) \cdot c1; K \ast x(end / 2 + 1: end) \cdot c2];
\]

The boundary and transmission conditions between the two subdomains are the following. At \(z = 0\), we impose non-homogeneous Dirichlet conditions

\[
g_1(u, t) := u(0, t) - 1. \tag{4.2a}
\]

At \(z = 1\), we have the nonlinear transmission conditions

\[
g_2(u, t) := \frac{\partial}{\partial n^-} [u(1^-, t)^c] + \alpha (u(1^-, t) - u(1^+, t)), \tag{4.2b}
\]

\[
g_3(u, t) := \frac{\partial}{\partial n^+} [u(1^+, t)^c] + \alpha (u(1^+, t) - u(1^-, t)). \tag{4.2c}
\]

Here \(\alpha = 10\) denotes the heat transfer coefficient between the two subdomains. At \(z = 2\), we impose homogeneous Neumann boundary conditions, which are already included in \(K\). Notice that the solution \(u\) of (4.1) is discontinuous at \(z = 1\) and \(u(1^-, t)\) denotes the right limit while \(u(1^+, t)\) is the left limit. Moreover, \(\frac{\partial}{\partial n^-} = \frac{\partial}{\partial z}\) denotes the normal derivative at \(z = 1\) with respect to the “−” domain \((0, 1)\) and \(\frac{\partial}{\partial n^+} = -\frac{\partial}{\partial z}\) is the analog for the “+” domain \((1, 2)\). The conditions in (4.2) are thus implemented as follows:

\[
g(1) = x(1) - 1;
\]
\[
g(2) = (x(end / 2 + 0) \cdot c1 - x(end / 2 - 1) \cdot c1) / h;
\]
\[
g(2) = g(2) + alpha * (x(end / 2 + 0) - x(end / 2 + 1));
\]
\[
g(3) = (x(end / 2 + 1) \cdot c2 - x(end / 2 + 2) \cdot c2) / h;
\]
\[
g(3) = g(3) + alpha * (x(end / 2 + 1) - x(end / 2 + 0));
\]
Figure 4.3: Evolution of the temperature obtained by applying the cG scheme with \( r = 1 \) to the quasilinear heat equation example from Section 4.2 with \( c_1 = 3 \) and \( c_2 = 1 \). Each line indicates one point in time \( t = 4k\Delta, k = 1, \ldots, 10 \) (from orange to purple).

The problem is solved on the time interval \([0, T]\) with \( T = 0.5 \) and time step size \( \Delta = T/40 \). The initial condition is

\[
u(x, 0) = \begin{cases} 1 - 4x & \text{in } (0, 1/4), \\ 0 & \text{else} \end{cases}
\]

and hence consistent with the constraints, i.e., \( g(u(z, 0), 0) = 0 \). Notice that both \( f \) and \( g \) are linear in case \( c_1 = c_2 = 1 \) and otherwise nonlinear. An illustration showing some time steps of the solution using degree \( r = 1 \) and exponents \( c_1 = 3 \), \( c_2 = 1 \) is presented in Fig. 4.3. Moreover, Fig. 4.4 shows the Lagrange multipliers. One can clearly see the time when the temperature front reaches the coupling point between the two domains at \( z = 1 \), around time \( t = 0.25 \).

For this example, an exact solution is not known. Therefore, we estimate the discretization error using the numerical solution on a fine grid. In the linear case, we can observe the convergence rates predicted by Theorem 3.2. In the nonlinear case with \( c_1 = 3 \) and \( c_2 = 1 \), we observe slightly reduced rates.

### 4.3. Pendulum

In this final numerical experiment, we investigate whether the proposed cG scheme (2.3) may also be applied to constrained Hamiltonian systems which have a similar structure, namely

\[
J\dot{x} = -\nabla_x E(x, t) - g_x(x, t)^T \lambda,
\]

\[
0 = g(x, t),
\]

with a skew-symmetric matrix \( J \). DAEs of this form typically appear in the field of mechanical systems and, in contrast to (1.1), they have a differentiation index 3, cf. Hairer, Wanner, 1996, Ch. VII.
As a prototypical example, we consider the first-order formulation of the mathematical pendulum with variables \( x = [x_1, x_2, y_1, y_2] \) and

\[
J = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
-1 & 0 \\
0 & -1
\end{bmatrix}, \quad E(x) = \frac{1}{2} y_1^2 + \frac{1}{2} y_2^2 + \gamma x_2, \quad g(x) = x_1^2 + x_2^2 - \ell^2.
\]

Here, \( x_1, x_2 \) denote the horizontal and vertical positions, \( y_1, y_2 \) are the respective velocities, \( \ell \) denotes the length of the pendulum, and \( \gamma \) is the gravitational constant. Due to the matrix \( J \) in front of the differential term, the cG scheme (2.5) needs to be adjusted accordingly. This simply means that the matrix \( J \) is added in front of the first sum in equation (2.5a). Let us mention that a similar cG approach was considered in Egger, 2018 but applied to an index-reduced formulation. The outcome of the numerical experiment is presented in Fig. 4.5 and it shows the convergence orders \( r \) of the state for this index 3 example with nonlinear constraint. Furthermore, the energy \( E \) is conserved up to an error of order \( r \) as well.

We would like to emphasize, however, that the theoretical results of this paper do not apply to the present case. The reason is that in this setting \( D \) turns into \( D = \tilde{D} \otimes J \), which is still invertible, but the argumentation in the proof of Proposition 2.9 is no longer valid and we cannot deduce the invertibility of the matrix \( Z^T D Z \).

5. Conclusion

In this paper, we introduced and analyzed cG schemes for the numerical solution of semi-explicit DAEs of index 2. Based on the choice of the quadrature formula for the ODE part, described by \( f \), and the points where the constraint \( g \) is enforced, the assumed variational consistency automatically determines the discretization of the Lagrange multiplier. For DAEs with linear constraints, we showed that \( x \) and \( \lambda \) (when applied to the constant function \( I_{[0,T]} \)) converge to the exact solution with order \( r + 1 \) if the ansatz space consists of piecewise polynomials of order \( r \). Moreover, the numerical experiment in
Section 4.3 demonstrated the potential of the proposed cG schemes for the application to semi-explicit DAEs of index 3 as they appear in the modeling of mechanical systems.

A. Null Space Perturbations

We show that the kernel of a perturbed matrix \( \tilde{G} = G + \varepsilon E \) can be spanned by a perturbation of a basis of the kernel of the original matrix \( G \).

**Lemma A.1.** Assume that the columns of \( Z \in \mathbb{R}^{n \times (n-m)} \) span the kernel of the matrix \( G \in \mathbb{R}^{m \times n} \), which is of full row rank. Let \( \varepsilon > 0 \) be sufficiently small and \( \tilde{G} = G + \varepsilon E \in \mathbb{R}^{m \times n} \) a perturbed matrix of full row rank with \( \| E \|_F < 1 \). Then there exists \( \tilde{Z} \in \mathbb{R}^{n \times (n-m)} \) with \( \tilde{Z} - Z = O(\varepsilon) \) such that the columns of \( \tilde{Z} \) span the kernel of \( \tilde{G} \).

**Proof.** Let \( z \) be a column of \( Z \), i.e., \( Gz = 0 \). Similar to Avrachenkov, Haviv, 2003 we construct a vector \( \tilde{z} \) in the kernel of \( \tilde{G} \) with \( \tilde{z} - z = O(\varepsilon) \). Repeating this for all columns of \( Z \), we obtain a basis of \( \ker \tilde{G} \), since the constructed vectors are still linearly independent for small \( \varepsilon \).

By the definition of \( v \) we have \( \tilde{G}v = \varepsilon Ev \). Due to the full rank of \( G \) there exists a vector \( w^{(1)} \in \mathbb{R}^n \) with \( Gw^{(1)} = Ev \). More precisely, we set \( w^{(1)} = G^T Ev \) with the Moore-Penrose pseudo inverse \( G^T = G^T(GG^T)^{-1} \). This implies

\[
\tilde{G}(v - \varepsilon w^{(1)}) = Gv + \varepsilon Ev - \varepsilon Gw^{(1)} - \varepsilon^2 Ew^{(1)} = -\varepsilon^2 Ew^{(1)}.
\]

Repeating this procedure, we define \( w^{(2)} = G^T Ew^{(1)} \) such that \( Gw^{(2)} = Ew^{(1)} \). This implies \( \tilde{G}(v - \varepsilon w^{(2)}) = \ldots \).
\[ \varepsilon w^{(1)} + \varepsilon^2 w^{(2)} = \varepsilon^3 Ew^{(2)}. \]

A recursive application defines

\[ \hat{v} := v + \sum_{j=1}^{\infty} (-1)^j \varepsilon^j (G^j E)^j v. \]

For small \( \varepsilon \) this is well-defined and yields \( \hat{G}\hat{v} = 0. \)
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