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ABSTRACT
This paper aims to initiate the research on dependence control, which transforms the dependence structure of a stochastic process in the system through dependence manipulation, to improve the system performance. Specifically, we develop a dependence control theory for wireless channels, focusing on three principles in dependence control: (i) the asymptotic decay rates of delay and backlog in the system are the measures for dependence comparison and ordering, (ii) the dependence in the arrival process and the service process have a dual potency to influence the system performance, and (iii) the manipulation of the dependence in the free dimensions of the arrival or service process transforms the dependence structure of the arrival or service process. In addition, we apply the theory to the Markov additive process, which is a general model for a class of arrival processes and a versatile model for wireless channel capacity, and derive a set of results for various performance measures, including delay, backlog, and delay-constrained capacity. To demonstrate the use of the theory, we focus on dependence manipulation in wireless channel capacity, where we use copula to represent the dependence structure of the underlying Markov process of wireless channel capacity. We show that, based on a priori information of the temporal dependence of the uncontrollable parameters and the spatial dependence between the uncontrollable and controllable parameters, we can construct a sequence of temporal copulas of the Markov process and obtain a sequence of transition matrices of the controllable parameters to achieve the demanded dependence properties of the wireless channel capacity. This dependence manipulation technique is validated by simulation.
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1 INTRODUCTION
Wireless communication has been around for over a hundred years, starting with Marconi’s successful demonstration of wireless telegraphy in 1896 and transmission of the first wireless signals across the Atlantic in 1901 [20]. For cellular systems, the first generation is deployed in around 1980s [20], i.e., 1G, then 2G in 1990s, 3G in 2000s, 4G in 2010s, and the coming 5G in 2020s [1]. It has become a trend that a new generation of wireless systems is deployed every new decade and the theme of each generation is to increase the capacity and spectral efficiency of wireless channels. The trend is driven by the explosion of wireless traffic that is a rough reflection of people’s demand on wireless communication, and the paradox of supply and demand [16] is kept relieving generation by generation through exploiting the physical resources, i.e., power, diversity, and degree of freedom [27]. Considering trillions of devices to be connected to the wireless network, high capacity demand, and stringent latency requirement in the coming 5G [1], it is imperative to rethink the wireless channel resources. In a recent paper [25], the stochastic dependence in wireless channel capacity is identified as a hidden resource in achieving delay guarantee. Specifically, if the wireless channel capacity bears negative dependence, the wireless channel can even attain a better delay performance under a smaller capacity [25].

This paper aims to initiate the research on dependence control, which is still blank in the literature of both stochastic models and wireless communication. It complements the dependence modeling field [10, 18, 23], and provides a potential for the development of new wireless technologies. Specifically in this paper, we develop a dependence control theory for wireless channels, and the results are focused on the following three principles in dependence control.

(1) The wireless channel performance is reflected by the asymptotic decay rate of the tail of delay or backlog, which is used in identifying, comparing, and ordering the stochastic dependence. We provide exact expressions of the asymptotic decay rates of delay and backlog, based on some general assumptions of the arrival-process and service process, which are capable of characterizing weak forms of dependence and light-tailed process.

(2) The dependence in the arrival process and the service process have a dual potency for manipulating the queueing process of the wireless channel and the asymptotic decay identity. We prove that the dependence ordering of the arrival process or the service process results in correspondingly the ordering of the queue increment process or the negative queue increment process, based on the assumptions, which further results in the ordering of the asymptotic decay identities. This manifestation is optimized for constant arrival process or service process with the same mean as their random peers.

(3) The manipulation of the free dimensions of the arrival process or the service process is able to transform the dependence structure of the arrival process or the service process. We provide a functional perspective on the wireless channel capacity, i.e., the capacity process is treated as a functional
of a multivariate stochastic process, composing of controllable random parameters and uncontrollable random parameters. Particularly, we prove that the manipulation of the dependence in the controllable random parameters results in the dependence transformation in the capacity process. For the arrival process, we prove that the dependence manipulation of the individual process results in the dependence transformation of the aggregated process in both deterministic multiplexing and random multiplexing. Particularly, the dependence manipulation and transformation are independent of the assumptions on the dependence forms and tail behaviors.

As an application of the dependence control theory and as a justification to the assumptions in this paper, we apply the theory to the Markov additive process, which is capable of characterizing a large class of arrival processes and is versatile in capturing the dependence in the wireless channel capacity. In this paper, the focus of the dependence manipulation is on the wireless channel capacity. The results in this application are summarized as follows.

(4) For the performance measures of the wireless channel, we provide the non-asymptotic and time-dependent performance results of delay and backlog, and an upper bound of the delay-constrained capacity, for Markov additive arrival process and capacity process.

The delay and backlog results in the Markov additive model extend the analysis for constant arrivals in [25] to general arrivals, and extend the scenario of stationary processes in [22] to non-stationary processes, and complementary double-sided bounds are provided. In addition to the probability on infinite time horizon, time-dependent results are also given on finite time horizon. The delay-constrained capacity is an extension of the result for constant arrivals in [25].

(5) For the dependence manipulation of the capacity, we treat the underlying Markov process as a multi-dimensional process of the controllable and uncontrollable random parameters, and use copula to represent the Markov property and to configure the transition matrix. The copula manipulation technique is validated by simulation.

We model the random parameters in wireless channel capacity as a multivariate Markov process. The Markov family copula in [9, 21] are used not only as a mechanism for dependence modelling, but also as a tool for dependence controlling. We apply the no-Granger causality to model the relationship between the controllable and uncontrollable parameters, and the sufficient and necessary condition for Markov process is extended from the bivariate case in [7] to the multivariate case in this paper. Note that, the copula property of Markov process investigated in [9] is extended to high order case in [17] and multivariate case in [21]. No-Granger causality is a concept in econometrics and its relation with Markov process is investigated in [7].

In all, the dependence control theory composing of three principles (1) to (3), and the application results (4) to (5), constitutes the main contributions of this paper. To build the dependence control theory, we adopt a few mathematical tools. Specifically, change of measure is used to find the asymptotic decay identities and to explain the dual potency of arrival and service dependence, and stochastic order is used to prove the efficiency of dependence manipulation and to compare different processes. In application, martingale is used in the performance analysis, and copula is used to represent the Markov property and the no-Granger causality, and as a dependence manipulation technique.

The remainder of this paper is structured as follows. In Sec. 2, we introduce some basic concepts of wireless channel capacity, the queueing behavior of the wireless channel, and the assumptions that are used in this paper. In Sec. 3, we present the dependence control theory, including the measure for dependence comparison and ordering, the dual potency of the arrival and service for dependence control, and the transform of dependence structure, which are termed as the three principles of dependence control in this paper. Particularly, the first principle is based on the assumption, the second principle partially relies on the assumption, and the third principle is independent of the assumption. In Sec. 4, we provide an application of the dependence control theory, where the Markov additive process is a concrete justification of the assumptions in this paper. Finally, we conclude the paper in Sec. 5.

2 PRELIMINARIES

In this section, we present some basic concepts of wireless channel capacity, the queueing behavior of the wireless system, and the assumption in this paper.

2.1 Basic Concepts

Consider a flat fading channel with input $x(t)$, output $y(t)$, fading process $h(t)$, and additive white Gaussian noise (AWGN) $n(t) \sim CN(0, N_0)$, the complex baseband representation is expressed as [15, 27]

$$y(t) = h(t)x(t) + n(t),$$

conditional on a realization of $h(t)$, the mutual information is expressed as [15]

$$I(X; Y| h(t)) = \sum_{x \in \mathcal{X}, y \in \mathcal{Y}} P(x, y| h(t)) \log_2 \frac{P(x, y| h(t))}{P(x| h(t)) P(y| h(t))},$$

where $\mathcal{X}$ and $\mathcal{Y}$ are respectively the input and output alphabets of the channel. For multiple input and multiple output channel, the generalized formula is available in [13, 26].

The maximum mutual information over input distribution at $t$, denoted as $C(t)$, is defined as instantaneous capacity [8]:

$$C(t) = \max_{P(x)} I(X; Y| h(t)),$$

where $P(x) = P(X = x)$, $x \in \mathcal{X}$. The sum of instantaneous capacity in discrete time $(s, t)$, denoted as $S(s, t)$, is defined as cumulative capacity:

$$S(s, t) = \sum_{i=s+1}^{t} C(i)$$

Denote $S(t) = S(0, t)$. The time average of the cumulative capacity through $(0, t]$ is defined as transient capacity:

$$\overline{C}(t) = \frac{S(t)}{t}$$
Example 1. For a single input single output channel, if the channel side information is only known at the receiver, the instantaneous capacity is expressed as [27]

\[ C(t) = W \log_2 \left( 1 + \frac{|b(t)|^2}{1 + \mathcal{G}(t)^2} \right), \]  

where \(|b(t)|\) denotes the envelope of \(b(t)\), \(\mathcal{G}(t) = P/N_0 W\) denotes the average received SNR per complex degree of freedom, \(P\) denotes the average transmission power per complex symbol, \(N_0/2\) denotes the power spectral density of AWGN, and \(W\) denotes the channel bandwidth.

The following theorem presents a fundamental property of wireless channel capacity, which is available in [25] and restated here.

**Theorem 1.** For flat fading, the instantaneous capacity is expressed as the logarithm transform of the instantaneous channel gain, i.e., \(C(t) = W \log_2 (1 + \mathcal{G}(t)^2)\), \(\forall t\). If the distribution of the fading process is not heavier than fat tail, the distribution of the instantaneous capacity is light-tailed. Specifically, if a wireless channel is Rayleigh, Rice, Nakagami-m, Weibull, or lognormal fading channel, its instantaneous capacity distribution is light-tailed.

### 2.2 Queueing Behavior

The wireless channel is essentially a queueing system with cumulative service process \(S(t)\) and cumulative arrival process \(A(t)\). Assume \(A(t) = \sum_{s=1}^{t} a(s)\), where \(a(t)\) denotes the traffic input to the channel at time slot \(t\), and the temporal increment in the system is expressed as

\[ X(t) = a(t) - C(t). \]  

The queueing behavior of the wireless channel is expressed through the backlog in the system, which is a reflected process of the temporal increment \(X(t)\) [2], i.e.,

\[ B(t + 1) = [B(t) + X(t)]^+. \]  

Assume \(B(0) = 0\), the backlog function is then expressed as

\[ B(t) = \sup_{0 \leq s \leq t} (A(s, t) - S(s, t)). \]  

For a lossless system, the output is the difference between the input and backlog,

\[ A^*(t) = A(t) - B(t), \]  

and the delay is defined via the input-output relationship, i.e.,

\[ D(t) = \inf \{ d \geq 0 : A(t - d) \leq A^*(t) \}, \]  

which is the virtual delay that a hypothetical arrival has experienced on departure. The maximum rate of traffic with delay requirement that the system can support without dropping is defined as the delay-constrained capacity or throughput [25]:

\[ \overline{C}(d, \epsilon) = \sup_{P(D > d) \leq \epsilon, \forall t} E \left( \frac{A(t)}{t} \right). \]  

The delay tail probability is expressed as

\[ P(D > d) = \sup_{P(D > d) \leq \epsilon} \mathbb{P} \left\{ A(t - d) > A^*(t) \right\} \]  

\[ = \mathbb{P} \left\{ A(t - d) > \inf_{0 \leq s \leq t} A(0, s) + S(s, t) \right\} \]  

\[ = \mathbb{P} \left\{ \sup_{t \geq d} \{ A(d, t) - S(0, t) \} > 0 \right\}, \]  

where the last step follows time reversibility. The backlog tail probability is expressed as

\[ P(B > b) = \mathbb{P} \left\{ \sup_{0 \leq s \leq t} (A(s, t) - S(s, t)) > b \right\} \]  

\[ = \mathbb{P} \left\{ \sup_{t \geq 0} (A(t) - S(t)) > b \right\}, \]  

where the second equality follows time reversibility.

### 2.3 Assumption

We specify the cumulant generating function of the cumulative arrival process \(A(t)\), the cumulative service process \(S(t)\), and the increment process of the queue \(A(t) - S(t)\).

**Assumption 1.** Denote \(Z(t) = A(t) - S(t)\) and \(X(t) = a(t) - C(t)\). Assume that there exist \(\gamma, \epsilon > 0\) such that

1. \(\kappa_1^{A}(\theta) = \log \mathbb{E} e^{\theta A(t)}\) is well-defined and finite for \(\gamma - \epsilon < \theta < \gamma + \epsilon;\)
2. \(\limsup_{t \to \infty} \mathbb{E} e^{\theta A(t)} < \infty\) for \(-\epsilon < \theta < \epsilon;\)
3. \(\kappa(\theta) = \lim_{t \to \infty} \frac{1}{t} \kappa_1^{A}(\theta)\) exists and is finite for \(\gamma - \epsilon < \theta < \gamma + \epsilon;\)
4. \(\kappa(\gamma) = 0\) and \(\kappa\) is differentiable at \(\gamma\) with \(0 < \kappa'(\gamma) < \infty.\)

A justification to the above assumption is the following proposition [14], with independence assumption between the arrival and service process.

**Proposition 1.** Assume independence between the sequences of \(a(t)\) and \(C(t)\), \(t \geq 0\). Let \(\gamma, \epsilon > 0\) be as in Assumption such that

1. \(\kappa_1^{A}(\theta) = \log \mathbb{E} e^{\theta A(t)}\) is well-defined and finite for \(\gamma - \epsilon < \theta < \gamma + \epsilon;\)
2. \(\limsup_{t \to \infty} \mathbb{E} e^{\theta A(t)} < \infty\) for \(-\epsilon < \theta < \epsilon;\)
3. \(\kappa(\theta) = \lim_{t \to \infty} \frac{1}{t} \kappa_1^{A}(\theta)\) exists, is differentiable at \(\gamma\), and is finite for \(\gamma - \epsilon < \theta < \gamma + \epsilon;\)
4. \(\kappa_1^{S}(\theta) = \log \mathbb{E} e^{\theta S(t)}\) is well-defined and finite for \(\gamma - \epsilon < \theta < \gamma + \epsilon;\)
5. \(\limsup_{t \to \infty} \mathbb{E} e^{\theta C(t)} < \infty\) for \(-\epsilon < \theta < \epsilon;\)
6. \(\kappa^{S} (\theta) = \lim_{t \to \infty} \frac{1}{t} \kappa_1^{S}(\theta)\) exists, is differentiable at \(\gamma\), and is finite for \(\gamma - \epsilon < \theta < \gamma + \epsilon;\)
7. \(\kappa(\theta) = \kappa_1^{A}(\theta) + \kappa^{S}(\theta).\)

The Assumption and Proposition apply to the scenario [3], where there are weak forms of dependence, e.g., Markov dependence, and the average of the cumulant generating function exists and converges, e.g., light-tailed process.

### 3 Dependence Control

This section focuses on the dependence control theory, including the dependence identification measure, the dual potency, and the dependence transform, which are the three principles of the dependence control in this paper.

#### 3.1 Measure Identity

In this subsection, we derive the asymptotic decay rate of delay and backlog, which are the fundamental measures for dependence comparison and control in this paper.
We introduce a change of measure for \( a_1, \ldots, a_n, c_1, \ldots, c_n \), i.e.,
\[
\begin{align*}
F_n^{-}(da_1, \ldots, da_n, dc_1, \ldots, dc_n) &= e^{y_n - \kappa_n(y)} F_n(da_1, \ldots, da_n, dc_1, \ldots, dc_n), \\
F_n^{+}(dc_1, \ldots, dc_n) &= e^{y_n - \kappa_n(y)} F_n(1, dc_1, \ldots, dc_n),
\end{align*}
\]
(18)
where \( F_n \) is the distribution of \( a_1, \ldots, a_n, c_1, \ldots, c_n \) and \( s_n = a_1 - c_1 + \ldots + a_n - c_n \).

Assume independence between \( a_1, \ldots, a_n \) and \( c_1, \ldots, c_n \), then the distributions of \( a_1, \ldots, a_n \) and \( c_1, \ldots, c_n \) in the new probability measure are given by
\[
\begin{align*}
F_n^{-}(da_1, \ldots, da_n) &= e^{y_n} \kappa_n^{-1}(y) F_n(da_1, \ldots, da_n, 1), \\
F_n^{+}(dc_1, \ldots, dc_n) &= e^{y_n} \kappa_n^{-1}(y) F_n(1, dc_1, \ldots, dc_n),
\end{align*}
\]
(19)
where \( \kappa_n(y) = \kappa_n^+(y) + \kappa_n^-(y) \).

(21)
We present the asymptotic decay rate of delay and backlog in the following theorem, which shows that the asymptotic behavior of the tail is exponential for weak forms of dependence and lightly-tailed processes that are indicated by Assumption 1 and Proposition 1. We prove the theorem in Appendix A.

**Theorem 2.** Under the conditions in Proposition 1, the asymptotic decay rate of delay is
\[
\lim_{d \to \infty} \frac{1}{d} \log \mathbb{P}(D > d) = -\kappa^A(\theta),
\]
(22)
and the asymptotic decay rate of backlog is
\[
\lim_{b \to 0} \frac{1}{b} \log \mathbb{P}(B > b) = -\theta,
\]
(23)
where \( \theta > 0 \) is the root to the stability equation
\[
\kappa^A(\theta) + \kappa^{-}(\theta) = 0.
\]
(24)
The following theorem presents a property of the time average of a process in the original probability measure.

**Theorem 3.** Under the conditions in Assumption 1 or in Proposition 1. For the process \( M(t) \), i.e., \( A(t), S(t) \), or \( A(t) - S(t) \), we have
\[
\lim_{t \to \infty} \frac{1}{t} \mathbb{E}[M(t)] = \kappa(t).
\]
(25)

**Proof.** Considering
\[
\kappa(t) = \lim_{t \to \infty} \frac{1}{t} \log \mathbb{E}[e^{\theta M(t)}],
\]
(26)
calculate the derivative,
\[
\kappa(t) = \lim_{t \to \infty} \frac{1}{t} \left[ \frac{1}{\mathbb{E}[e^{\theta M(t)}]} \mathbb{E}[e^{\theta M(t)}] \right],
\]
(27)
let \( \theta = 0 \), the result then follows.

The proof of Theorem 2 requires some preliminary results in the new probability measure, which are of independent interest for understanding the properties of the new probability measure.

The following result shows that, in the new probability measure, for fixed \( d, k \in \mathbb{N} \), \( \mathbb{P}(d(n - k)) \) converges in probability to \( \tilde{\kappa}(y) \), which indicates that the convergence is insensitive to the head and tail of the sequence \( \mathbb{P}(n) \). Note, in the original probability measure \( \mathbb{P}(n) \) converges in probability to \( \tilde{\kappa}(0) \), and there is a sign change from the original to the new probability measure.

**Theorem 4.** Let \( d, k \in \mathbb{N} \) and \( d, k < \infty \), and \( \tilde{\mu} \equiv \tilde{\kappa}(y) \). Then,
\[
\lim_{n \to \infty} \mathbb{P}_n \left( \frac{\mathbb{P}(d(n - k))}{n} - \tilde{\mu} > \eta \right) = 0, \forall \eta > 0.
\]
(28)
An equivalent expression of the above theorem is the following theorem, which is proved in Appendix B. Particularly, in the proof, no assumption of time reversibility or stationary is needed and the bounding function \( z^\gamma \) is set to facilitate the proof of Theorem 2.

**Theorem 5.** Let \( n, d, k \in \mathbb{N} \) and \( d, k < \infty \), and \( \tilde{\kappa} \equiv \tilde{\kappa}(y) \). For each \( \eta > 0 \), there exist \( z \equiv z(\eta) \in (0, 1) \) and \( n_0 \) such that
\[
\mathbb{P}_n \left( \frac{\mathbb{P}(d(n - k))}{n} - \tilde{\mu} > \eta \right) \leq z^n, \quad \text{for } n \geq n_0.
\]
(29)
Replace \( \mathbb{P}(d) \) with \( \mathbb{P}(d) \) and a finite constant \( x \), we get the following corollary, which is used in the proof of Theorem 2.

**Corollary 1.** Let \( n, d, k \in \mathbb{N} \) and \( d, k < \infty \), and \( \tilde{\mu} \equiv \tilde{\kappa}(y) \). Let \( x \in \mathbb{R} \) and \( x < \infty \). For each \( \eta > 0 \), there exist \( z \equiv z(\eta) \in (0, 1) \) and \( n_0 \) such that
\[
\mathbb{P}_n \left( \frac{\mathbb{P}(d(n - k))}{n} - \tilde{\mu} > \eta \right) \leq z^n, \quad \text{for } n \geq n_0.
\]
(30)

**Proof.** The corollary is a deduction of the above theorem.

The following theorem shows the ultimate throughput of the wireless channel for a channel specification.

**Theorem 6.** Under the conditions in Proposition 1, the delay-constrained capacity is asymptotically upper bounded by
\[
\lim_{d \to \infty} \frac{\mathbb{C}(d, \epsilon)}{\epsilon} \leq \frac{\kappa^A(\theta)}{\theta},
\]
(31)
where \( \theta = \{ \theta > 0 : \kappa^A(\theta) + \kappa^{-}(\theta) = 0 \} \).

**Proof.** Considering \( \kappa^A(\theta) = \lim_{t \to \infty} \frac{1}{t} \log \mathbb{E}[\theta^A(t)] \), take a logarithm and according to Jensen’s inequality, we get
\[
\lim_{t \to \infty} \mathbb{E}\left[ \frac{A(t)}{t} \right] \leq \frac{\kappa^A(\theta)}{\theta}, \quad \forall \theta > 0,
\]
(32)
since \( d \to \infty \) implies \( t \to \infty \),
\[
\lim_{d \to \infty} \mathbb{C}(d, \epsilon) \leq \lim_{\epsilon \to 0} \sup_{\epsilon \geq 0} \frac{\kappa^A(\theta)}{\theta}
\]
(33)
which is optimized at \( \theta = \{ \theta > 0 : \kappa^A(\theta) + \kappa^{-}(\theta) = 0 \} \), since \( \kappa^A(\theta) \geq \frac{\kappa^A(\theta)}{\theta} \geq 0, \forall \theta > 0 \), where the first step follows that \( \kappa^A(x) \geq \kappa^A(y) + \kappa^{-}(y)(x - y) \) for all \( x \) and \( y \) satisfying the Proposition 1 [4].

**Remark 1.** Since the inequality \( \lim_{t \to \infty} \mathbb{E}\left[ \frac{A(t)}{t} \right] \leq \frac{\kappa^A(\theta)}{\theta}, \quad \forall \theta > 0 \), has no specification on the constraints, besides the delay-constrained throughput \( \mathbb{C}(d, \epsilon) \leq \sup_{d(D > d) \leq \epsilon} \frac{\kappa^A(\theta)}{\theta} \), it is interesting to investigate the backlog-constrained throughput \( \mathbb{C}(b, \xi) \leq \sup_{b(B > b) \leq \xi} \frac{\kappa^A(\theta)}{\theta} \), and the backlog-and-delay-constrained throughput \( \mathbb{C}(b, d, e, \xi) = \min(\mathbb{C}(d, e), \mathbb{C}(b, \xi)) \).
3.2 Dual Potency

In this subsection, we show that the dependence in the arrival process and in the service process, both have an impact on the queue performance, in case the dependence manipulation in the arrival process is not available, we can transfer to the dependence manipulation in the service process, vice versa. We use the standard definition of convex order $\preceq_{cv}$ and supermodular order $\preceq_{sm}$ in [19][24], i.e., random variables $X \preceq_{cv} Y$ if $\mathbb{E}[\phi(X)] \leq \mathbb{E}[\phi(Y)]$ for all convex function $\phi$, and random vectors $X \preceq_{sm} Y$ if $\mathbb{E}[\phi(X)] \leq \mathbb{E}[\phi(Y)]$ for all supermodular function $\phi$.

In the previous subsection, we consider the change of measure, with the increment process $\mathcal{Z}(t) = S(t) - A(t)$,

$$
\mathcal{Z}(t) = \mathcal{Z}(t) = \mathcal{Z}(t) - \mathcal{Z}(t).
$$

The other results follow analogically.

3.2.2.1 Dual Potency

The optimal $-\gamma = -\{0 > 0 : \kappa^A(\gamma) + \kappa^S(\gamma) = 0\}$ is the asymptotic decay rate of backlog and the $-\kappa^A(\gamma) = \kappa^S(\gamma)$ is the asymptotic decay rate of delay. This change of measure, with the negative increment process $\mathcal{Z}(t) = S(t) - A(t)$, has an equivalent expression

$$
\mathcal{Z}(t) = \mathcal{Z}(t) = \mathcal{Z}(t).
$$

The results follow directly. $\square$

The following results show that the both the arrival and the service have an impact on the system performance, in other words, the stochastic dependence in both arrival and service can be taken advantage of for performance improvement.

Corollary 2. Let $\mathcal{Z}(t) = A(t) - S(t)$ and $\mathcal{Z}(t) = \mathcal{Z}(t) - \mathcal{Z}(t)$. If $\mathcal{Z}(t)$ and $\mathcal{Z}(t)$ have identical service process $S(t)$, then

$$
\mathcal{Z}(t) \leq S(t) \iff \mathcal{Z}(t) \leq \mathcal{Z}(t).
$$

If $\mathcal{Z}(t)$ and $\mathcal{Z}(t)$ have identical arrival process $A(t)$, then

$$
S(t) \leq \mathcal{Z}(t) \iff -S(t) \leq \mathcal{Z}(t).
$$

Proof. The proof follows directly from Theorem 7 and 8. $\square$

The following result complements that the random variables with comonotonicity have the maximum summation in convex order [11].

Theorem 9. Given an arbitrary sequence of random variables, $X_1, X_2, \ldots, X_n$, the mean of these random variables has the minimum summation in convex order, i.e.,

$$
\sum_{i=1}^{n} \mathbb{E}[X_i] \leq \mathbb{E} \left[ \sum_{i=1}^{n} X_i \right], \quad \forall \phi,
$$

where $\phi$ is a convex function. $\square$

Remark 2. The convex ordering is a conservatively sufficient condition for the ordering of the asymptotic decay rate, because it requires that the whole function lies above the other and it is not necessary for the asymptotic decay rate ordering.

The following theorem shows that the manipulation of the dependence in the arrival process or the service process has an impact on the increment process or negative increment process of the queue. This is the mathematical foundation for dependence control through the arrival process or service process.

Theorem 8. Let $\mathcal{Z}(t) = A(t) - S(t)$ and $\mathcal{Z}(t) = \mathcal{Z}(t) - \mathcal{Z}(t)$. If $\mathcal{Z}(t)$ and $\mathcal{Z}(t)$ have identical service process $S(t)$, then

$$
A(t) \leq \mathcal{Z}(t) \iff \mathcal{Z}(t) \leq \mathcal{Z}(t) \iff \mathcal{Z}(t).
$$

If $\mathcal{Z}(t)$ and $\mathcal{Z}(t)$ have identical arrival process $A(t)$, then

$$
S(t) \leq \mathcal{Z}(t) \iff -S(t) \leq \mathcal{Z}(t) \iff \mathcal{Z}(t).
$$

Proof. Consider a convex function $f$. Let $X = S(t), Y = \mathcal{Z}(t)$ and $Z = A(t), Vt$. Let $g(z) = \mathbb{E}[f(X - z)]$ and $h(z) = \mathbb{E}[f(Y - z)]$. As the function $x \mapsto f(x - z)$ is convex for all $z \in \mathbb{R}$, $X \leq_{cv} Y$ implies $g(z) \leq h(z)$ for all $z \in \mathbb{R}$. Thus

$$
\mathbb{E}[f(X - Z)] = \mathbb{E}[g(Z)] \leq \mathbb{E}[h(Z)] = \mathbb{E}[f(Y - Z)].
$$

The results follows directly. $\square$
The application of the above result is the following corollary, particularly, it is an extension of the backlog result for stationary scenario in [14].

**Corollary 3.** Under the conditions in Proposition 1. For stationary or non-stationary arrival and service processes, if the mean of the time average exist, i.e.,

\[
\mathbb{E}[X] = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[X_i],
\]

then the situation with the constant arrival process with the same mean or constant service process with the same mean has the largest asymptotic decay rate of delay and backlog.

3.2.1 More than Independence. We classify the dependence into three types, i.e., positive dependence, independence, and negative dependence. Intuitively, positive dependence implies that large or small values of random variables tend to occur together while negative dependence implies that large values of one variable tend to occur together with small values of others [10]. We illustrate the dependence classification in terms of the service process, i.e., wireless channel capacity, similar arguments hold analogically for the arrival process.

**Proposition 2.** The capacity \( C = (C(1), \ldots, C(t)) \) is said to have a positive dependence structure \( C_+ \) in the sense of supermodular order, if

\[
C_+ \leq_{sm} C_+,
\]

or a negative dependence structure \( C_- \) in the sense of supermodular order, if

\[
C_- \leq_{sm} C_-,
\]

where \( C_- \) has an independence structure.

The convex order gives a sufficient condition for the ordering of the asymptotic decay rate of delay and the following result relates the multivariate supermodular order to the univariate convex order.

**Lemma 10.** The supermodular ordering of instantaneous capacity, \( C \leq_{sm} \tilde{C} \), entails that the marginal distributions of the instantaneous increments are identical, particularly, [25]

\[
C \leq_{sm} \tilde{C} \quad \Rightarrow \quad \sum_{i=1}^{t} C(i) \leq_{ex} \sum_{i=1}^{t} \tilde{C}(i).
\]

The following result shows the direct relationship between dependence and the asymptotic decay rate.

**Corollary 4.** Consider an identical arrival process and two wireless channel capacity processes, if the capacities are supermodular ordered, then the asymptotic decay rates are correspondingly ordered, i.e.,

\[
C \leq_{sm} \tilde{C}, \quad \forall t \in \mathbb{N} \quad \Rightarrow \quad 0 > \tilde{y} \geq y,
\]

\[
C \leq_{sm} \tilde{C}, \quad \forall t \in \mathbb{N} \quad \Rightarrow \quad \kappa^{-A}(y) \geq \tilde{\kappa}^{-A}(\tilde{y}) > 0.
\]

**Remark 3.** The wireless channel performance relies on these statistical properties of the capacity process that are more than the mean of the instantaneous capacity, for instance, stochastic dependence. The above results show that stochastic dependence provides another degree of freedom for improving wireless channel performance, which is especially crucial in the extreme scenario where there is no more gain in terms of the capacity mean.

3.3 Transform of Dependence

In this subsection, we classify the random parameters in wireless channel capacity into controllable and uncontrollable random parameters and show how to transform the dependence structure of the capacity by manipulating the uncontrollable random parameters of the capacity, and the results for a single channel are extended to complex channels composing of a set of sub-channels. In addition, since the dependence in the arrival process also influences the channel performance, the dependence manipulation in deterministic multiplexing and random multiplexing are also discussed.

3.3.1 Manipulation of Service. We treat the capacity \( C(t) \) as a function \( f_t \) of a set of random parameters \((X^1_t, X^2_t, \ldots, X^n_t)\), and we specify that the function is time-variant, the dimension of the set is time-invariant, and the function \( f_t \) is increasing or decreasing at \( X^j_t \) for all the time, i.e.,

\[
C(t) = f_t (X^1_t, X^2_t, \ldots, X^n_t).
\]

In other words, we treat the capacity as a functional of a multivariate stochastic process and the functional maps the multivariate stochastic process to a univariate stochastic process.

The following theorem shows that the manipulation of the dependence in the controllable parameter processes transforms the dependence structure of the capacity.

**Theorem 11.** Assume the random parameters are spatially independent and temporally dependent. The supermodular ordering of a parameter series implies the ordering of the capacity, i.e., for any \( 1 \leq i \leq n \),

\[
\left( X^1_t, X^2_t, \ldots, X^i_t \right) \leq_{sm} \left( \tilde{X}^1_t, \tilde{X}^2_t, \ldots, \tilde{X}^i_t \right) \quad \Rightarrow \quad C(1), C(2), \ldots, C(t) \leq_{sm} \left( \tilde{C}(1), \tilde{C}(2), \ldots, \tilde{C}(t) \right),
\]

where \( \tilde{C}(j) = f_j \left( X^1_j, \ldots, X^{j-i}, \tilde{X}^j, X^{(i+1)}, \ldots, X^n_t \right) \), \( \forall 1 \leq j \leq t \).

**Proof.** Without loss of generalization, we consider the supermodular order of the random parameters with index 1 in the proof.

For all increasing or all decreasing functions \( g_i : \mathbb{R} \to \mathbb{R} \), \( i = 1, \ldots, t \),

\[
\left( X^1_t, X^2_t, \ldots, X^i_t \right) \leq_{sm} \left( \tilde{X}^1_t, \tilde{X}^2_t, \ldots, \tilde{X}^i_t \right)
\]

implies

\[
\left( g_1 \left( X^1_t \right), \ldots, g_t \left( X^i_t \right) \right) \leq_{sm} \left( g_1 \left( \tilde{X}^1_t \right), \ldots, g_t \left( \tilde{X}^i_t \right) \right),
\]

because a composition of a supermodular function with coordinatewise functions, that are all increasing or all decreasing, is a supermodular function [24].

Let \( Z_i = (X^2_i, X^3_i, \ldots, X^n_i) \), assume \( Z_i \) is independent of \( X^1_i \), \( \forall t \),

\[
\left( g_1 \left( X^1_t \right), \ldots, g_t \left( X^1_t \right) \right) \leq_{sm} \left( g_1 \left( \tilde{X}^1_t \right), \ldots, g_t \left( \tilde{X}^1_t \right) \right)
\]

implies

\[
\left( f_1 \left( X^1_t, Z_i \right), \ldots, f_t \left( X^1_t, Z_t \right) \right) \leq \left( f_1 \left( \tilde{X}^1_t, Z_1 \right), \ldots, f_t \left( \tilde{X}^1_t, Z_t \right) \right) \quad \forall z.
\]
whenever \( f_i \left( x^i_i, z_i \right), \forall i \), are all increasing or are all decreasing in \( x^i_i \) for every \( z_i \), and it further implies
\[
\left( f_i \left( x^i_1, z_1 \right), \ldots, f_i \left( x^i_j, z_j \right) \right) \leq_{\text{sm}} \left( f_i \left( x^i_1, z_1 \right), \ldots, f_i \left( x^i_i, z_i \right) \right),
\]
(64)
because the supermodular order is closed under mixtures [24]. \( \square \)

The following theorem shows that a greater number of controllable random parameter processes brings a stronger transform to the dependence structure of capacity.

**Theorem 12.** Assume the random parameters are spatially independent and temporally dependent. Consider there are \( i, 1 \leq i \leq n \), controllable random parameters. If
\[
\left( x^i_1, x^i_2, \ldots, x^i_j \right) \leq_{\text{sm}} \left( x^i_1, x^i_2, \ldots, x^i_i \right), \quad \forall 1 \leq j \leq i,
\]
(65)
then
\[
\bar{C}^j_k \leq_{\text{sm}} \bar{C}^i_j, \quad \forall 0 \leq k \leq j \leq i,
\]
(66)
where
\[
\bar{C}^i_j = f_i \left( x^i_1, x^i_2, \ldots, x^i_j \right), \quad \forall i \leq j \leq i,
\]
and the result follows iteratively because of the transitivity property of supermodular order [19]. \( \square \)

The following theorem shows that the manipulation of dependence in a sub-channel capacity transforms the dependence structure of the overall channel capacity, the more number of manipulated sub-channels the stronger dependence transform strength on the overall capacity.

**Theorem 13.** Consider a wireless channel composing of \( M \) independent sub-channels, the instantaneous capacity of the overall channel is a function of the instantaneous capacity of each sub-channels, i.e.,
\[
C_t = f_t \left( C^1_t, \ldots, C^M_t \right).
\]
(70)
For example, the overall capacity is the summation of the capacity of each sub-channel, i.e.,
\[
\left( C^1_t, \ldots, C^M_t \right) \mapsto f_t \left( C^1_t, \ldots, C^M_t \right) = \sum_{m=1}^{M} C^m_t.
\]
(71)
Assume the function is always increasing or decreasing at the instantaneous capacity of each sub-channels.

Then, for any \( 1 \leq i \leq M \),
\[
\left( C^i_1, \ldots, C^i_i \right) \leq_{\text{sm}} \left( \bar{C}^i_1, \ldots, \bar{C}^i_i \right)
\]
(69)
and the result follows iteratively because of the transitivity property of supermodular order [19]. \( \square \)

In addition, if
\[
\left( C^1_t, \ldots, C^i_t \right) \leq_{\text{sm}} \left( \bar{C}^i_1, \ldots, \bar{C}^i_i \right), \quad \forall 1 \leq i \leq M,
\]
then
\[
\bar{C}^k_i \leq_{\text{sm}} \bar{C}^k_i, \quad \forall 0 \leq k \leq j \leq M,
\]
(74)
where
\[
\bar{C}^k_i = f_i \left( \bar{C}_1^i, \ldots, \bar{C}_m^i, C_{m+1}^{(k+1), i}, \ldots, C_{m+k}^{M} \right), \quad 1 \leq m \leq t.
\]

**Proof.** Considering Theorem 11, and 12, the results are obvious. \( \square \)

3.3.2 Manipulation of Arrival. We show the impact of the dependence manipulation of the individual processes on the aggregated process in deterministic multiplexing and random multiplexing.

The following theorem shows how to transform the dependence structure of the arrival process in the deterministic multiplexing.

**Theorem 14.** For deterministic multiplexing of a set of arrival processes, the dependence manipulation in an individual arrival process transforms the dependence structure of the aggregate process, the more number of manipulated processes the stronger strength of dependence transform.

**Proof.** Considering Theorem 13, the argument is obvious. \( \square \)

For random multiplexing, the dependence in the random multiplexing control has an impact on the dependence structure of the aggregated process. Particularly, the dependence manipulation in an individual process brings its impact into the randomly multiplexed process. We prove the theorem in Appendix C.

**Theorem 15.** Let \( X_j = (X_{j,1}, \ldots, X_{j,m}) \) and \( Y_j = (Y_{j,1}, \ldots, Y_{j,m}) \), \( j = 1, 2, \ldots, \) be two independent sequences of non-negative random vectors, and let \( M = (M_1, M_2, \ldots, M_m) \) and \( N = (N_1, N_2, \ldots, N_m) \) be two vectors of non-negative integer-valued random variables. Assume that both \( M \) and \( N \) are independent of the \( X_j \)'s and \( Y_j \)'s.

If \( M \leq_{\text{sm}} N \), then
\[
\sum_{j=1}^{M} \sum_{i=1}^{M} X_{j,i} \leq_{\text{sm}} \sum_{j=1}^{N} \sum_{i=1}^{N} X_{j,i},
\]
(75)
and if \( X_j \leq_{\text{sm}} Y_j, \forall j \), then
\[
\sum_{j=1}^{N} \sum_{i=1}^{N} X_{j,i} \leq_{\text{sm}} \sum_{j=1}^{N} \sum_{i=1}^{N} Y_{j,i},
\]
(76)
and \( M \leq_{\text{sm}} N \) and \( X_j \leq_{\text{sm}} Y_j, \forall j \), then
\[
\sum_{j=1}^{M} \sum_{i=1}^{M} X_{j,i} \leq_{\text{sm}} \sum_{j=1}^{N} \sum_{i=1}^{N} Y_{j,i}.
\]
(77)

**Remark 4.** The supermodular ordering of the random vectors is a sufficient condition for the convex ordering of the partial sum of the random vector, but it is not a necessary condition, e.g., an increasing in the mean of one of the random variables results in the convex ordering, particularly, the directional convex order is fit for investigating the impact of the marginals. In other words, the sufficient and necessary condition for the asymptotic decay rate ordering is more than dependence, while dependence ordering is the focus of this paper.
4 APPLICATION

This section focuses on the application of dependence control to wireless channel capacity with a specific dependence structure, i.e., the cumulative capacity is modeled as a Markov additive process. Performance measures for arrival processes as Markov additive process and constant process are discussed. Copula is used to represent and manipulate the dependence structure of the underlying Markov process.

4.1 Structure Specification

We model the wireless channel capacity as a Markov additive process and the specification is as follows.

PROPOSITION 3. If the dependence in capacity is driven by a Markov process and the incremental capacity has a specific distribution with respect to a specific state transition, then the additive capacity together with the underlying Markov process form a Markov additive process.

We use the definition of Markov additive process in [2][3], and we focus on the finite state space scenario in discrete-time setting, where the structure is fully understood.

A Markov additive process is defined as a bivariate Markov process \( \{X_t, S(t)\} \) where \( \{X_t\} \) is a Markov process with state space \( E \) and the increments of \( \{S(t)\} \) are governed by \( \{J_t\} \) in the sense that

\[
\mathbb{E}\left[ f(S(t + s) - S(t))g(J_{t+s}) | \mathcal{F}_t \right] = \mathbb{E}_{J_t}(f(S(s))g(J_s)).
\]

In discrete time, a Markov additive process is specified by the measure-valued matrix \( \mathcal{F}(\cdot) \) whose \( ij \)-th element is the additive capacity

\[
F_{ij}(dx) = \mathbb{P}_{i,j}(J_t = j, Y_t = dx),
\]

where \( Y_t = S(t) - S(t - 1) \). An alternative description is in terms of the transition matrix \( \mathcal{P} = (p_{ij})_{i,j \in E} \), and the probability measures

\[
H_{ij}(dx) = \mathbb{P}(Y_t \in dx | J_t = i, J_{t-1} = j) \cdot F_{ij}(dx) / p_{ij}.
\]

With respect to a transition probability \( p_{ij} \), the increment of \( \{S_t\} \) has a distribution \( B_{ij} \).

Consider the matrix \( \mathcal{F}_l(\theta) = \mathbb{E}\left[ e^{\theta S(t)} \right]_{J_t = j} i, j \in E \). In discrete time,

\[
\mathcal{F}_l(\theta) = \mathcal{F}(\theta),
\]

where the right and left eigenvectors are respectively \( h_l(\theta) = (h_i(\theta))_{i \in E} \) and \( v_l(\theta) = (v_i(\theta))_{i \in E} \), particularly, \( v_l(\theta)h_l(\theta) = 1 \) and \( \pi \cdot h_l(\theta) = 1 \), where \( \pi = v_l(\theta) \) is the stationary distribution and \( h_l(\theta) = e^\theta \). Particularly, the likelihood ratio process in the exponential change of measure is of interest [2],

\[
L(t) = \frac{h_l(\theta)}{h_l(\theta)} e^{\theta S(t) - \theta L(t)},
\]

which is a mean-one martingale. This martingale process is useful for wireless channel performance analysis.

4.2 Performance Analysis

The following theorem presents the results of the delay and backlog tail probability on infinite time horizon, for Markov additive arrival process and Markov additive service process. We present the proof in Appendix D.

THEOREM 16. Consider a Markov additive arrival \( A(t) \) with state space \( E \) and initial state distribution \( A(0) \), and a Markov additive service \( S(t) \) with state space \( E' \) and initial distribution \( S(0) \). Specifically, given the initial state distribution, the state distribution at time \( t \) is \( A_t = A_0^P \). Assume independence between the arrival process and the service process. The delay tail probability, conditional on the initial state \( J_{0,t} = i \), i.e., \( \{J^A_t, J^S_t\} = \{i^A, i^S\} \), is expressed as

\[
H^D \cdot h^S_0(\theta) \cdot e^{-d_\theta(x)} \leq P_t(D > d) \leq H^H \cdot h^-S(\theta) \cdot e^{-d_\theta(x)},
\]

where

\[
H^D = \max_{j \in E} h^A_j(\theta) \cdot \min_{j \in E} h_-^S(\theta); \quad H^H = e^{-\kappa^A_\theta(\theta) + \kappa^S_\theta(\theta)}.
\]

The backlog tail probability, conditional on the initial state \( J_{0,t} = i \), i.e., \( \{J^A_t, J^S_t\} = \{i^A, i^S\} \), is expressed as

\[
H^B \cdot h^A_0(\theta) h^S_t(\theta) \cdot e^{-b_\theta(x)} \leq P_t(B > b) \leq H^B \cdot h_-^A(\theta) h^S_0(\theta) \cdot e^{-b_\theta(x)},
\]

where

\[
H^B = \max_{j \in E} h^A_j(\theta) \cdot \min_{j \in E} h_-^S(\theta); \quad H^B = e^{-\kappa^A_\theta(\theta) - \kappa^S_\theta(\theta)}.
\]

For the delay and backlog, \( \theta \) is the root of the stability equation, i.e.,

\[
\theta = \{ \theta > 0 : \kappa^A_\theta(\theta) + \kappa^S_\theta(\theta) = 0 \},
\]

and \( \kappa_\theta(\theta) := \kappa^A_\theta(\theta) = -\kappa^S_\theta(\theta) \).

Note the delay and backlog results are non-asymptotic, and these non-asymptotic results have an identical decay rate as the asymptotic decay rates, because they use a stability condition in the asymptotic regime.

The following theorem presents the time-dependent delay and backlog tail probability on finite time horizon, which is a function of the violated delay and backlog, and the delay rates are time-varying. We prove the theorem in Appendix E.

THEOREM 17. Consider the same specification as in Theorem 16. For delay, let \( y \) be the root to \( \kappa^A_\theta(\theta) + \kappa^S_\theta(\theta) = 0 \), \( y_\theta = \frac{\kappa^A_\theta(\theta)}{\kappa^S_\theta(\theta) + \kappa^S_\theta(y)} \), given any fixed \( y > 1 \), \( \theta \) is the root to \( y \kappa^S_\theta(\theta) = -(y - 1) \kappa^S_\theta(\theta) \), and \( \theta_\theta = -y \kappa^S_\theta(\theta) - (y - 1) \kappa^S_\theta(\theta) \), then

\[
P_t(D(t) > d; t \leq y \delta) \leq H^D_t \cdot h^S_0(\theta) e^{-d_\theta(x)}, \quad y > y_\theta.
\]

\[
P_t(D(t) > d; t > y \delta) - P_t(D(t) > d; t \leq y \delta) \leq H^H_t \cdot h^S_0(\theta) e^{-d_\theta(x)}, \quad y > y_\theta,
\]

where

\[
H^D_t = \max_{j \in E} h^A_j(\theta) \cdot \min_{j \in E} h_-^S(\theta)
\]

and

\[
H^H_t = e^{-\kappa^A_\theta(\theta) - \kappa^S_\theta(\theta)}
\]
For backlog, let \( \gamma \) be the root to \( \kappa_A^\gamma(\theta) + \kappa_S^\gamma(\theta) = 0 \), \( y_\gamma = \frac{1}{\kappa_A^\gamma(\theta) \kappa_S^\gamma(\theta)} \); given any fixed \( y > 0 \), \( \theta \) is the root to \( \left( \kappa_A^\gamma(\theta) + \kappa_S^\gamma(\theta) \right) y = 1 \), and \( \theta y = \frac{1}{\kappa_A^\gamma(\theta) + \kappa_S^\gamma(\theta)} \); then

\[
\mathbb{P}(B(t) > b; t \leq yb) \leq H^B h^B(t) h^{-S}(\theta)e^{-b\theta y}, \quad y < y_\gamma, \quad (92)
\]

\[
\mathbb{P}(B(b) > B(t) > b; t \leq yb) \leq H^B h^B(t) h^{-S}(\theta)e^{-b\theta y}, \quad y > y_\gamma, \quad (93)
\]

where \( H^B = \frac{1}{\min \{ h^B(i) \}} \cdot \frac{1}{\min \{ h^{-S}(\theta) \}} \).

Note for the above infinite time and finite time results, we only give results of the conditional tail probability, which is sufficient to calculate the tail probability by averaging over the initial state.

The following result shows an upper bound of the time average of the Markov additive process.

**Lemma 18.** Consider a Markov additive process, \( M(t) \), the mean of time average of the process is smaller and equal than \( \frac{\kappa(\theta)}{\theta} \), no matter the initial state, i.e.,

\[
\lim_{t \to \infty} \mathbb{E} \left[ \frac{M(t)}{t} \right] \leq \frac{\kappa(\theta)}{\theta}, \quad \forall \theta > 0. \quad (94)
\]

**Proof.** For the Markov additive process \( M(t) \), it’s shown [3]

\[
\mathbb{E} \left[ \theta M(t) \right] = h^B(t) e^{\theta t x(\theta)}. \quad (95)
\]

With a logarithm operation, it follows Jensen’s inequality that

\[
\mathbb{E} \left[ \theta M(t) \right] \leq t x(\theta) + \log h^B(t) - \mathbb{E} \left[ \log h^B(t) \right], \quad (96)
\]

calculate the time average and let time go to infinity, \( \forall \theta > 0, \)

\[
\lim_{t \to \infty} \mathbb{E} \left[ \frac{M(t)}{t} \right] \leq \frac{\kappa(\theta)}{\theta}, \quad (97)
\]

where the right hand side is independent of the initial state. □

An upper bound of the delay-constrained capacity is as follows.

**Corollary 5.** Consider a Markov additive arrival \( A(t) \) with state space \( E \) and initial state distribution \( \sigma_0 \), and a Markov additive capacity \( S(t) \) with state space \( E' \) and initial distribution \( \sigma_0' \). Specifically, given the initial state distribution, the state distribution at time \( t \) is \( \sigma_t = \sigma_0 P_t \). The delay-constrained capacity, conditional on the initial state \( J_d, 0 = i \), i.e., \( \{ A_d, J_d, 0 \} = \{ A, i, T \} \), is bounded by

\[
\mathcal{C}(d, e) \leq \frac{1}{\theta d} \log \frac{\mathbb{P}(D > d)}{H^d_t \cdot h^{-S}(\theta)}, \quad (98)
\]

where \( H^d_t = \max \{ h^d(i) \}, \frac{1}{\min \{ h^d(i) \}} \cdot \frac{1}{\min \{ h^{-S}(\theta) \}} \), and the delay-constrained capacity is bounded by

\[
\mathcal{C}(d, e) \leq \sum_{i} \frac{1}{\theta d} \log \frac{\mathbb{P}(D > d)}{H^d_t \cdot h^{-S}(\theta)}, \quad (99)
\]

where \( \sigma_t = \sigma_0' \times \sigma_0^a S \). The parameter \( \theta \) is free for optimization.

**Proof.** According to Lemma 18, the delay-constrained capacity is bounded by

\[
\mathcal{C}(d, e) \leq \frac{\kappa^A(\tilde{s})}{\theta}, \quad (100)
\]

then the result directly follows Theorem 6 and 16. □

### 4.2.1 Peak Performance

According to Corollary 3, the wireless channel attains the best performance for constant arrival process in terms of the asymptotic decay identities, thus the constant arrival is fit for investigating the ultimate quality of service that the wireless channel can provide. On the other hand, it indicates that the ultimate wireless channel performance is solely determined by the statistical properties of the wireless channel regardless of the arrivals, in terms of some measure identities.

Assume the input is a constant process,

\[
A(t) = \lambda t, \quad (101)
\]

Theorem 16 reduces to a special case, of which the results are available in [25] and restated here.

**Corollary 6.** Consider a constant arrival process \( A(t) = \lambda t \), the delay-constrained conditional on the initial state \( J_0 = 1 \) is bounded by

\[
e^{-\theta A(t)} \frac{h_j(\lambda \theta d \theta)}{\max \{ h_j(\lambda \theta d, \theta) \}} \leq \frac{\mathbb{P}(D > d)}{\min \{ h_j(\lambda \theta d, \theta) \}}, \quad (102)
\]

where \( -\theta \) is the negative root of \( \kappa(\theta) = 0 \) of \( S(t) - \lambda t \) and \( h(\lambda \theta d) \) is the corresponding right eigenvector, given the initial state distribution \( \sigma_0 \), the delay and backlog are bounded by

\[
\mathbb{P}(D > d) = \sum_{i \in E'} \phi_i \mathbb{P}(D > d), \quad (103)
\]

\[
\mathbb{P}(B > B) = \mathbb{P}(D > b/\lambda), \quad (104)
\]

The delay-constrained capacity for the constant arrival is shown as follows.

**Corollary 7.** For constant fluid traffic \( A(t) = \lambda t \), the delay-constrained capacity, letting \( \mathbb{P}(D > d) = \epsilon \), is expressed as

\[
e^{-\theta A(t)} \cdot e \cdot \theta h_j(\lambda \theta d \theta) \leq \lambda \leq -\frac{1}{\theta d} \log \frac{\sum_{i \in E'} \phi_i h_j(\lambda \theta d, \theta)}{\sum_{i \in E'} \phi_i h_j(\lambda \theta d, \theta)}, \quad (105)
\]

**Proof.** Consider the delay-constrained capacity for the constant fluid process \( A(t) = \lambda t \),

\[
\mathcal{C}(d, e) = \sup_{\mathbb{P}(D(t) > d) \leq e, \forall t} \lambda, \quad (106)
\]

the result follows directly from Corollary 6. □

The ordering of the asymptotic decay rate reflects a rough ordering of the tail distribution, specifically, if the asymptotic stability condition is used, the tail distribution bounds have an identical decay rate in finite time regime and infinite time regime. The impact of negative dependence and positive dependence in capacity on delay and comparison with independence in capacity are illustrated in Fig. 1. We fix the noise power density and change the transmission power in SNR. By introducing negative dependence through Fréchet copula, the wireless channel attains a better performance with less transmission power or smaller capacity mean in contrast to introducing positive dependence.
4.3 Dependence Manipulation

We distinguish the random parameters in the wireless system, which cause the dependence in the wireless channel capacity, into two categories, i.e., uncontrollable parameters and controllable parameters. Uncontrollable parameters represent the property of the environment that can not be interfered, e.g., fading, while controllable parameters represent the property of the wireless system, e.g., power. We use the controllable parameters to induce negative dependence into the wireless channel capacity to achieve dependence control.

4.3.1 Copula Representation. Consider a joint distribution $F(X_1,\ldots,X_n)$ with marginal distribution $F_i(x)$, $i = 1,\ldots,n$. Denote $u_i = F_i(X_i)$, which is uniformly distributed in the unit interval, then [12]

$$F(X_1,\ldots,X_n) = F \left( F_1^{-1}(u_1),\ldots,F_n^{-1}(u_n) \right) = C(u_1,\ldots,u_n),$$

where $C$ is a copula\(^\dagger\) with standard uniform marginals, specifically, if the marginals are continuous, the copula is unique.

\(^\dagger\)In the wireless communication literature, $C$ usually represents capacity, while in the dependence modeling literature, $C$ usually represents copula, in this subsection, we abuse the notation to be consistent with the literature.

Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in \mathbb{N}}, \mathbb{P})$ be a filtered probability space and $(X_t)_{t \in \mathbb{N}}$ be an adapted stochastic process. $X$ is a Markov process if and only if

$$\mathbb{P}(X_t \leq x|X_{t-1},X_{t-2},\ldots,X_0) = \mathbb{P}(X_t \leq x|X_{t-1}).$$

The Markov property is solely a dependence property that can be modeled exclusively in terms of copulas [9, 21]. Since there is no requirement on the 1-dimensional marginal distribution $X'_i$ for $X$ to be Markov, starting with a Markov process, a multitude of other Markov processes can be constructed by just modifying the marginal distributions [9, 21].

We use the copula representation of the Markov property in [9, 21]. The $n$-dimensional process $X$ is a Markov process, if and only if, for all $t_1 < t_2 < \ldots < t_p$, the copula $C_{t_1,\ldots,t_p}$ of $(X_{t_1},\ldots,X_{t_p})$ satisfies [21]

$$C_{t_1,\ldots,t_p} = C_{t_1,t_2} \ast C_{t_2,t_3} \ast \ldots \ast C_{t_{p-1},t_p}.$$  

(110)

Provided that the integral exists for all $x, y, z$, the operator $\ast$ is defined by

$$C^{(x)}(A \ast B)(x,y) = \int_0^x A_{C}(x,r) \cdot B_{C}(r,y) \text{d}r,$$

(111)

where $A$ is a $(k+n)$-dimensional copula, $B$ is a $(n+l)$-dimensional copula, $C$ is a $n$-dimensional copula, and $A(x,dy) = A_{C}(x,y)B_{C}(x,dy)$ and $B(dx,y) = B_{C}(x,y)C(dx)$ are respectively the derivative of the copula $A(x,.)$ and $B(.,y)$ with respect to the copula $C$. $A_{C}$ and $B_{C}$ are well-defined. Specifically, for 1-dimensional Markov process, the copula is expressed by [9]

$$C_{t_1,\ldots,t_n} = C_{t_1,t_2} \ast C_{t_2,t_3} \ast \ldots \ast C_{t_{n-1},t_n},$$

(112)

where $C_{t_1,\ldots,t_n}$ is the copula of $(X_{t_1},\ldots,X_{t_n})$, $C_{t_{k-1},t_k}$ is the copula of $(X_{t_{k-1}},X_{t_k})$, and $A \ast B$ is defined as

$$A \ast B(x_1,\ldots,x_{m+n-1}) = \int_0^x \frac{\partial A_{m}(x_1,\ldots,x_{m-1},\xi)}{\partial \xi} \frac{\partial B_{1}(\xi,x_{m+1},\ldots,x_{m+n-1})}{\partial \xi} d\xi,$$

(113)

for $m$-dimensional copula $A$ and $n$-dimensional copula $B$.

Examples of Markov family copulae are Gaussian copula and Fréchet copula [21]. The 2-dimensional Fréchet copula is available in [9] and the $n$-dimensional extension is available in [21].

**Example 1**. The $n$-dimensional Gaussian copula is expressed as

$$C_{\Sigma}(u) = \Phi_{\Sigma}(\Phi^{-1}(u_1),\ldots,\Phi^{-1}(u_n)),$$

(114)

where $\Phi_{\Sigma}$ denotes the joint distribution of the $n$-dimensional standard normal distribution with linear correlation matrix $\Sigma$, and $\Phi^{-1}$ denotes the inverse of the distribution function of the 1-dimensional standard normal distribution.

The extremely positive dependence, independence, and extremely negative dependence are expressed by copulas. For 2-dimensional copula, the extremely positive copula, product copula (independence), and extremely negative copula are defined as $M(x,y) = \min(x,y)$, $P(x,y) = xy$, and $W(x,y) = \max(x+y-1,0)$.

Figure 1: Delay tail distribution of Rayleigh channel. “+” and “⋆” depict respectively negative and positive dependence in capacity, the lines depict the double-sided bounds with the intervals depicted as the shaded areas. $\lambda = 10$ kbits/s, $W = 20$ kHz, $\text{SNR} = e^{0.5}$ for the independence case of additive capacity process, SNR = $[e^{0.5},e^{0.7},0,0.7e^{0.5},0.7e^{0.5}]$, $P = [0.4125, 0.5875, 0.2518, 0.7482]$ calculated from Fréchet copula with $\alpha = 0.5$ for $\lambda - c(t)$ indicating positive dependence in capacity and $P = [0.2875, 0.7125, 0.3054, 0.6946]$ calculated from Fréchet copula with $\alpha = -0.5$ for $\lambda - c(t)$ indicating negative dependence in capacity, for the dependence case of Markov additive capacity process with initial distribution $\sigma \in [0.3,0.7]$ and stationary distribution $\pi \in [0.3,0.7]$.
Example 3. A convex combination of $M$, $P$, and $W$ is a Markov family copula, i.e.,

\[ C_{st} = \alpha(s,t)W + (1 - \alpha(s,t) - \beta(s,t))P + \beta(s,t)M, \tag{115} \]

if and only if [9, 21], for $s < u < t$,

\[ \alpha(s,t) = \beta(s,u)\alpha(u,t) + \alpha(s,u)\beta(u,t), \tag{116} \]

\[ \beta(s,t) = \alpha(s,u)\alpha(u,t) + \beta(s,u)\beta(u,t), \tag{117} \]

where $\alpha(s,t) \geq 0$, $\beta(s,t) \geq 0$, and $\alpha(s,t) + \beta(s,t) \leq 1$. For homogeneous case, $\alpha(s,t) = \alpha(t - s)$ and $\beta(s,t) = \beta(t - s)$, a solution is as follows

\[ \alpha(h) = e^{-\alpha h}(1 - e^{-h})/2, \tag{118} \]

\[ \beta(h) = e^{-\alpha h}(1 + e^{-h})/2. \tag{119} \]

Let $\alpha = e^{-h}$, it’s a one-parameter copula [9]

\[ C_{\alpha} = \frac{\alpha^2(1 - \alpha)}{2} W + (1 - \alpha^2)P + \frac{\alpha^2(1 + \alpha)}{2} M, \tag{120} \]

where $-1 \leq \alpha \leq 1$, if $|\alpha|$ is small, independence is indicated, and if $\alpha$ is near 1, strongly positive dependence is indicated, and if $\alpha$ is near $-1$, strongly negative dependence is indicated.

4.3.2 Copula Manipulation. We assume no Granger causality among random parameter processes. No-Granger causality is a concept initially introduced in econometrics and refers to a multivariate dynamic system in which each variable is determined by its own lagged values and no further information is provided by the lagged values of other variables [7].

Proposition 4. For an $n$-dimensional process $X$ with temporal copula $C_{ij,j+1}$ and spatial copula $C_{ij}$

\[ \mathbb{P}\left( X_{t_{k+1}}^i \leq x \mid X_{t_k}^1, \ldots, X_{t_k}^n \right) = \mathbb{P}\left( X_{t_{k+1}}^i \leq x \mid X_{t_k}^X \right). \tag{121} \]

No-Granger causality and Markov property of each process with respect to its natural filtration together imply the Markov structure of the system as a whole [6, 7]. However, additional restriction is required for the converse to hold, the 2-dimensional result is available in [7], and the following theorem is an extension to $n$-dimensional case. We prove the theorem in Appendix F.

Theorem 19. For a $n$-dimensional Markov process $X$ consisting two dimension sets $\overline{X}$ and $\underline{X} = \overline{X} \cup \underline{X}$, $X$ does not Granger cause $\overline{X}$, if and only if

\[ C_{j,j+1} \left( u_{X_j}^X, u_{\overline{X}_j}^X, u_{\underline{X}^1_{j+1}}, u_{\underline{X}^{n-1}_{j+1}} \right) \]

\[ = C_{\overline{X}_j, \underline{X}^1_{j+1}} \left( u_{\overline{X}^1_{j+1}}, u_{\underline{X}^{n-1}_{j+1}} \right), \tag{122} \]

$X$ does not Granger cause $\overline{X}$, if only if

\[ C_{j,j+1} \left( u_{X_j}^X, u_{\overline{X}_j}^X, u_{\underline{X}_{j+1}}^1, u_{\underline{X}_{j+1}}^{n-1} \right) \]

\[ = C_{\overline{X}_j, \underline{X}^1_{j+1}} \left( u_{\overline{X}^1_{j+1}}, u_{\underline{X}^{n-1}_{j+1}} \right). \tag{123} \]

Remark 5. Specifically, for the wireless channel capacity that is modeled by a multivariate Markov process, let $\overline{X}$ and $\underline{X}$ represent respectively the uncontrollable and controllable parameters. The no-Granger causality guarantees that if the uncontrollable and controllable parameters form a multivariate Markov process, the processes of the uncontrollable and controllable parameters are also Markov processes, which is necessary in dependence control because we need to model the uncontrollable parameters with a certain process and to configure the controllable parameters in a certain way based on a certain process.

A stronger restriction is that all the 1-dimensional Markov processes do not Granger cause each other, and the results are as follows. We present the proof in Appendix G.

Theorem 20. For a $n$-dimensional Markov process $X$ with temporal copula $C_{j,j+1}$ and spatial copula $C_{ij}$

\[ \mathbb{P}\left( X_{t_{k+1}}^i \leq x \mid X_{t_k}^1, \ldots, X_{t_k}^n \right) = \mathbb{P}\left( X_{t_{k+1}}^i \leq x \mid X_{t_k}^i \right). \tag{124} \]

and only if

\[ C_{j,j+1}(x_1^1, \ldots, x_n^1, 1, \ldots, x_{j+1}^{n-1}) = C_{j} \left( x_1^1, \ldots, x_{j-1}^{n-1}, x_{j+1}^{n-1}, x_{j+1}^1 \right). \tag{125} \]

where $C_{j}^1$ is the reordered spatial copula, and $C_{j,j+1}^i$ is the temporal copula of the 1-dimensional Markov process $X^i$.

Example 4. For a 2-dimensional Markov process $X$, $X^2$ does not Granger cause $X^1$, if and only if [7]

\[ C_{j,j+1}(u_1, v_1, u_2, 1) = C_{X_1^j, X_2^j} \left( u_2, v_1, u_1 \right), \tag{126} \]

and $X^1$ does not Granger cause $X^2$, if and only if [7]

\[ C_{j,j+1}(u_1, v_1, 1, v_2) = C_{X_1^j, X_2^j} \left( v_1, u_1, v_2, u_2 \right). \tag{127} \]

In the special case, if the spatial dependence is expressed by the product copula, then

\[ C_{j,j+1}(u_1, v_1, u_2, 1) = v_1C_{X_1^j, X_2^j} \left( u_2, v_1, u_1 \right), \tag{128} \]

\[ C_{j,j+1}(u_1, v_1, 1, v_2) = u_1C_{X_1^j, X_2^j} \left( v_1, u_2, v_2, u_1 \right). \tag{129} \]

Since the copula requires continuity by definition, interpolation is needed to construct a copula from the transition matrix of a Markov process [9], while it’s not needed to calculate the transition matrix from a copula. The approach to calculate the transition probability of a Markov chain given the copula of the two consecutive levels is summarized in the following theorem.

Theorem 21. For a 1-dimensional Markov process with finite state space $E$ and initial distribution $\varphi$, given the copula between successive levels $C_{j,j+1}$,

\[ \sum_{s_{j+1}} \varphi(j) P_f(j, s_{j+1} \leq y) = C_{j,j+1} \left( F_f(x), F_f(y) \right), \tag{130} \]

where $x$ and $y$ are the ordered state space vector, the state distribution at $j$ is $\varphi = \varphi \prod_{0 \leq k < j} P_k$, and $F_f(s_j) = \sum \varphi(s_k \leq s_j)$ and $F_f + = \varphi P_f$. Together with the unity property of transition matrix $\sum_{f \in E} P_{ij} = 1$, $i, j \in E$, the transition probabilities $P_{ij}$ are obtained.

Proof. For random variables $X$ and $Y$ with the copula $C$ [9]

\[ E \left( Y < y \mid X \right) (x) = C_{\text{L}} \left( F_X(X(x)), F_Y(y) \right) \text{ a.s.}, \tag{131} \]
The dependence structure is given by Gaussian copula with correlation matrix $\Sigma = [1 
 0 -0.5 0; 0 1 0 0; -0.5 0 1 0; 0 0 0 1]$ as negative dependence (left column), $\Sigma = [1 0.5 0; 0 1 0; 0.5 0 1; 0 0 0 1]$ as positive dependence (right column), initial distribution $\pi = [0.3 0.7]$, stationary distribution $\pi = [0.3 0.7]$, $W = 20$ kHz and $P/N = [10^4 
 10^5, 10^{10}]$, 1000 time slots. The correlation coefficient and probability value between the time series and lag-1 series are provided.

by integrating,

$$
\int_{-\infty}^{x} P(X_t \leq y | X_{t-1} = \xi) d\xi = C(F_t(x), F_t(y)).
$$

The result directly follows. \( \square \)

**Example 5.** For a 2-state homogeneous Markov process, the equations are expressed as

$$
\begin{align*}
C(F(0), F(0)) &= \pi_0 p_{00}, \\
C(F(1), F(0)) &= \pi_0 p_{00} + \pi_1 p_{10}, \\
C(F(1), F(1)) &= \pi_0 (p_{00} + p_{10}) + \pi_1 (p_{10} + p_{11}), \\
C(F(0), F(1)) &= \pi_0 (p_{00} + p_{01}).
\end{align*}
$$

Given a stationary distribution $[\pi_0 \pi_1]$, $F(0) = \pi_0$ and $F(1) = \pi_0 + \pi_1$, we obtain the values of $p_{00}$ and $p_{10}$ from the equations, and we further obtain $p_{01} = 1 - p_{00}$ and $p_{11} = 1 - p_{10}$ from the unity property.

The algorithm of dependence control is shown in Algorithm 1. It is worth noting that the Markov property is a pure property of copula, different copula functions provide a way to characterize the negative or positive dependence, based on which we can calculate the transition matrix of the controllable parameters in the wireless system, e.g., power, and bring their impacts into capacity.

A simulation example is illustrated in Fig. 2. The fading process is independent and the power changes with negative or positive dependence, the result shows that the times series of the instantaneous capacity $C(t)$ exhibits weakly negative dependence or weakly positive dependence, and the impact is manifested in the transient capacity $\overline{C}(t)$. Since the instantaneous capacity is non-negative, the cumulative capacity $S(t)$ exhibits extremely positive dependence, no matter the negative or positive dependence in the instantaneous capacity.

**5 CONCLUDING REMARKS**

This paper initiates the research on dependence control, which transforms the dependence structure of a stochastic process in the system through dependence manipulation to improve the system performance. Specifically, we develop a dependence control theory for wireless channels and define three principles in dependence control, namely the asymptotic measure, the dual potency, and the dependence transformation. To this end, a set of results making use of various mathematical techniques like change of measure, stochastic order, martingale, and copula, are provided.

While the focus of this paper is on dependence control in wireless channel capacity, many of the obtained results hold for general queueing systems. In the development of the theory, several assumptions are made, which allow to characterize weak forms of dependence and light-tailed process, and an example is the Markov additive process. We remark that, among the three principles, these assumptions are necessary only for the first. For the second principle, it relies on the assumptions when the dual potency implies the ordering of the asymptotic measure, and for the third principle, the results do not require these assumptions. The investigation and extension of the three principles to other forms of dependence and heavy-tailed processes are our future work.

We highlight that the goal of this paper is to pave the way for the development of dependence control particularly as an approach to utilize the hidden resource in wireless channel. We believe the dependence control is a new direction for research, and the potential for further development includes additional perspectives on the measure identity, diverse manipulation techniques to transform the dependence structure, and more application scenarios.
We only provide proof for the delay result, since the backlog result
is a trivial reduction of the delay proof. The proof is inspired by
[3, 14], by defining a new change of measure, and by noting the
following result, for large enough $n$,
\[
\frac{1}{n} \log \mathbb{P}(D > d) \geq -\kappa^A(\gamma).
\]
We first show that \( \inf_{d \to \infty} \frac{1}{d} \log \mathbb{P}(D > d) \geq -\kappa^A(\gamma) \). Given
\( \eta > 0 \) and let \( m \equiv m(\eta) = \lfloor d(1 + \eta)/\mu \rfloor + 1 \). Then
\[
\mathbb{P}(D > d) \geq \mathbb{P}(\exists (m) > A(d)) = \mathbb{E}_m \left[ E_{m} e^{-\gamma \sum (m) + \kappa(m)}; \sum (m) - A(d) + d > m \right]
\]
(135)
\[
\geq \mathbb{E}_m \left[ e^{-\gamma \sum (m) + \kappa(m)}; \sum (m) - A(d) + d > \mu \right] \mu < \frac{\mu n}{1 + \eta}
\]
(136)
\[
\geq \mathbb{E}_m \left[ e^{-\gamma \sum (m) + \kappa(m)}; \sum (m) - A(d) + d \right] \mu < \frac{\mu n}{1 + \eta}
\]
(137)
\[
\geq \mathbb{E}_m \left[ e^{-\gamma \sum (m) + \kappa(m)}; \sum (m) - A(d) + d \right] \mu < \frac{\mu n}{1 + \eta}
\]
(138)
\[
\mathbb{P}_m \left( \sum (m) - A(d) + d \right) \mu < \frac{\mu n}{1 + \eta}
\]
(139)
\[
= \mathbb{E}_m \left[ e^{-\gamma \sum (m) + \kappa(m)}; \sum (m) - A(d) + d \right] \mu < \frac{\mu n}{1 + \eta}
\]
(140)
where \(\mathbb{P}_m(\cdot)\) goes to 1 according to Corollary 1. Since \( \kappa(m)/d \to 0 \)
and \( m/d \to (1 + \eta)/\mu \), we get
\[
\lim_{d \to \infty} \frac{1}{d} \log \mathbb{P}(D > d) \geq -\kappa^A(\gamma) - 2\eta.
\]
(141)

Letting \( \eta \downarrow 0 \) yields \( \lim_{d \to \infty} \frac{1}{d} \log \mathbb{P}(D > d) \geq -\kappa^A(\gamma) \).

We then show that \( \lim_{d \to \infty} \frac{1}{d} \log \mathbb{P}(D > d) \geq -\kappa^A(\gamma) \), Let \( \tau(d) = \inf \{ n : \exists (n) > A(d) \} \) and \( \mathbb{P}(D > d) = \mathbb{P}(\tau(d) < \infty) \), then
\[
\mathbb{P}(D > d) = \sum_{n=1}^{\infty} \mathbb{P}(\tau(d) = n) = I_1 + I_2 + I_3 + I_4,
\]
(142)
where
\[
I_1 = \sum_{n=d}^{m(\delta)} \mathbb{P}(\tau(d) = n),
\]
(143)
\[
I_2 = \sum_{n=m(\delta) + 1}^{\lfloor d(1 + \delta)/\mu \rfloor} \mathbb{P}(\tau(d) = n),
\]
(144)
\[
I_3 = \sum_{n=\lfloor d(1 + \delta)/\mu \rfloor + 1}^{\infty} \mathbb{P}(\tau(d) = n),
\]
(145)
and \( n(\delta) \) is chosen such that \( \kappa(n)/d < \min(\delta, -\log \log 2\delta) \) and
\[
\mathbb{P}_n \left( \frac{\exists (n - k) - A(d) + d}{n} > \frac{\mu}{\mu} > \eta \right) \leq \varepsilon^n, \text{ for } k \leq 1,
\]
(147)
for some \( \varepsilon < 1 \) and all \( n > n(\delta) \). This is possible by Assumption (3)
and (4) and Corollary 1.

Note
\[
\mathbb{P}(\tau(d) = n) \leq \mathbb{P}(\exists (n) > A(d))
\]
(148)
\[
= \mathbb{E}_n \left[ e^{-\gamma \sum (n) + \kappa(n)}; \exists (n) > A(d) \right]
\]
(149)
\[
\leq e^{-\kappa^A(\gamma)} \cdot e^{\kappa(n)} \cdot \mathbb{P}_n (\exists (n) > A(d)),
\]
(150)
so that
\begin{align}
I_1 &= e^{-\kappa n(y)} \sum_{n=d}^{n(\delta)} e^{\kappa n(y)} , \\
I_2 &= e^{-\kappa n(y)} \sum_{n=d}^{n(\delta)+1} e^{\kappa n(y)} \mathbb{P}_n(\Xi(n) > A(d)) , \\
I_3 &= e^{-\kappa n(y)} \sum_{n=d}^{n(\delta)+1} e^{\kappa n(y)} \mathbb{P}_n\left(\frac{A(n) - A(d) + d}{n} \geq \frac{\delta \bar{\mu}}{1+\delta}\right) , \\
I_4 &= e^{-\kappa n(y)} \sum_{n=d}^{n(\delta)+1} e^{\kappa n(y)} \mathbb{P}_n\left(\frac{1}{n} \sum_{j=1}^{n-1} \Xi(n) \geq n^{\gamma} \kappa(n(y)) \Xi(n-1)\right) ,
\end{align}
(151)
(152)
(153)
(154)

According to Chernoff bound,
\begin{align}
\mathbb{P}_n\left(\frac{\Xi(n-k) - \Xi(d)}{n} - \bar{\mu} > \eta \right) &\leq e^{-\theta n(\bar{\mu} + \eta) \mathbb{E}_n} e^{\theta(\Xi(n-k) - \Xi(d))} , \\
&= e^{-\theta n(\bar{\mu} + \eta) \mathbb{E}_n} e^{\theta(\Xi(n-k) - \Xi(d))} e^{\gamma \Xi(n) - \Xi(n-k)} , \\
&= e^{-\theta n(\bar{\mu} + \eta) - \Xi(n-k)\Gamma}\left(\mathbb{E}_n e^{\theta(\Xi(n-k) - \Xi(d))} e^{\gamma \Xi(\Xi(n-k))} e^{\gamma \Xi}\right) , \\
&\leq e^{-\theta n(\bar{\mu} + \eta) - \Xi(n-k)\Gamma}\left[\mathbb{E}_n e^{\theta(\Xi(n-k) - \Xi(d))} e^{\gamma \Xi(\Xi(n-k))} e^{\gamma \Xi}\right]^{1/q} e^{1/p} , \\
&= e^{-\theta n(\bar{\mu} + \eta) - \Xi(n-k)\Gamma} e^{\gamma \Xi(\Xi(n-k))} e^{\gamma \Xi(\Xi(n-k))} e^{\gamma \Xi} ,
\end{align}
(166)
(167)
(168)
(169)

where we used Hölder’s inequality twice, for positive \( p \) and \( q \) with \( \frac{1}{p} + \frac{1}{q} = 1 \), and \( \bar{\mu} \) and \( \bar{\mu} \) close enough to 1 and \( \bar{\mu} \) close enough to 0 so that \( [\bar{\mu}(\theta + \gamma)] - \gamma \bar{\mu} < \epsilon \) and \( [\bar{\mu}(\theta + \gamma)] - \gamma \bar{\mu} < \epsilon \). Particularly, for \( k = 0 \) or \( d = 0 \), the proof needs to use Hölder’s inequality only once; for \( k = 0 \) and \( d = 0 \), the proof needs no Hölder’s inequality.

By Assumption (1), \( \mathbb{E}_n e^{\gamma \Xi(\Xi(n-k))} \) < \( \infty \), and by Assumption (2),
\begin{align}
\mathbb{E}_n e^{\gamma \Xi(\Xi(n-k))} &\leq \frac{1}{q} \text{ for large } n, \text{ we get} \\
\limsup_{n \to \infty} n^{-1} \log \mathbb{P}_n \left(\frac{\Xi(n-k) - \Xi(d)}{n} - \bar{\mu} > \eta \right) &\leq \kappa(\bar{\mu}(\theta + \gamma)) / (\bar{\mu}(\theta + \gamma)) - \kappa(\bar{\mu} + \eta) .
\end{align}
(170)
(171)

By Taylor expansion, it is easy to see that the right hand side can be chosen strictly negative by taking \( \bar{\mu} \) and \( \bar{\mu} \) close enough to 1 and \( \bar{\mu} \) close enough to 0. This establishes \( \mathbb{P}_n(\Xi(d)) - (\Xi(n-k)) \geq \eta \bar{\mu} \), and the corresponding \( \mathbb{P}_n(\Xi(\Xi(n-k))) - \Xi(\Xi(n-k)) \geq \eta \bar{\mu} \) follows by symmetry.

**C PROOF OF THEOREM 15**

The first result is proved in [24]. For the second result, since
\begin{align}
\mathbb{E}\left[\phi\left(\sum_{j=1}^{N_1} X_{j,1}, \ldots, \sum_{j=1}^{N_m} X_{j,m}\right) : (N_1, \ldots, N_m) = (n_1, \ldots, n_m)\right] &\leq \mathbb{E}\left[\phi\left(\sum_{j=1}^{N_1} Y_{j,1}, \ldots, \sum_{j=1}^{N_m} Y_{j,m}\right) : (N_1, \ldots, N_m) = (n_1, \ldots, n_m)\right] ,
\end{align}
(173)

for any supermodular function \( \phi \), thus
\begin{align}
\mathbb{E}\left[\phi\left(\sum_{j=1}^{N_1} X_{j,1}, \ldots, \sum_{j=1}^{N_m} X_{j,m}\right) : (N_1, \ldots, N_m) = (n_1, \ldots, n_m)\right] &\leq \mathbb{E}\left[\phi\left(\sum_{j=1}^{N_1} Y_{j,1}, \ldots, \sum_{j=1}^{N_m} Y_{j,m}\right) : (N_1, \ldots, N_m) = (n_1, \ldots, n_m)\right] .
\end{align}
(174)

Considering the first and second results, the third result is obvious.
D PROOF OF THEOREM 16

The idea of the proof is to find a likelihood ratio martingale of the process \( A(d, t) - S(0, t) \) for delay and \( A(t) - S(t) \) for backlog, change the measure, by the likelihood ratio identity, we obtain a likelihood ratio representation of the probability in the new measure. We provide the full proof of the delay tail probability,

\[
P(D > d) = \mathbb{P} \left( \sup_{t \geq d} (A(d, t) - S(0, t)) > 0 \right). \tag{175}
\]

Recall the definition of the Markov additive process \( \mathbb{E}[f(S(t + s) - S(t))g(J(t + s)) | \mathcal{F}_t] = \mathbb{E}_{J,f}[f(S(s))g(J_s)] \), which indicates that the time shift of the process is only dependent on the state at the shift epoch, specifically, for \( \theta > 0 \), the likelihood ratio martingale of the arrival process \( A(d, t) \) is expressed as

\[
L^A_{t-d} \circ \theta_d = \frac{h^A_{J_{t}(\theta)}}{h^A_{J_{t-d}(\theta)}} e^{\theta A(d, t) - (t-d)x^A(\theta)}, \tag{176}
\]

where \( \theta_d \) is the shift operator; and the likelihood ratio martingale of the service process \( S(t) \) is

\[
L^S_{t-d} = \frac{h^S_{J_{t}(\theta)}}{h^S_{J_{t-d}(\theta)}} e^{-\delta S(0, t) - tx^S(\theta)}. \tag{177}
\]

Assume the arrival process and the service process are independent, then the product of the martingales

\[
L^{A-S}_{t-d} = \left( L^A_{t-d} \circ \theta_d \right) \cdot L^S_{t-d} \tag{178}
\]
is also a martingale [5], and

\[
\mathbb{E} \left[ L^{A-S}_{t-d} \right] = \mathbb{E} L^A_{t-d} \circ \theta_d \cdot \mathbb{E} L^S_{t-d} = 1. \tag{179}
\]

Define the stopping time \( \tau(d) = \inf \{ t \geq d : A(d, t) - S(0, t) > 0 \} \). Let \( H(\theta) = \frac{h^\theta_{J_{t}(\theta)}}{h^\theta_{J_{t-d}(\theta)}} \). The delay tail probability, conditional on the initial state \( J_{d,0} = i \), i.e., \( \{ J^{A-S}_{A-S} \} = \{ i^A, i^S \} \), is expressed as

\[
\mathbb{P}_i(D > d) = \mathbb{P}_i(\tau(d) < \infty) \tag{180}
\]

\[
= \mathbb{E}_i \left[ H(\theta) e^{-\delta \xi(d)(d) + \tau(d) - d} x^A(\theta) + \tau(d) x^S(\theta); \ \tau(d) < \infty \right], \tag{181}
\]

where \( \theta \) is the root to the stability equation

\[
\kappa^A(\theta) + \kappa^S(\theta) = 0, \tag{182}
\]

and \( \xi(d) > 0 \) is the overshoot at the hitting time, which is bounded by

\[
0 < \xi(d) < A(\tau(d) - 1, \tau(d)). \tag{183}
\]

The delay upper bound is expressed as

\[
\mathbb{P}_i(D > d) = \mathbb{P}_i(\tau(d) < \infty) \leq \mathbb{E}_i \left[ H(\theta) e^{-\delta \xi(d)(d) + \tau(d) - d} x^A(\theta) + \tau(d) x^S(\theta); \ \tau(d) < \infty \right] \leq H_+ + h^S_{J_{t-d}(\theta)} \mathbb{E}_i \left[ e^{\tau(d) - d} x^A(\theta) + \tau(d) x^S(\theta); \ \tau(d) < \infty \right], \tag{184}
\]

\[
= H_+ + h^S_{J_{t-d}(\theta)} e^{-dx^A(\theta)}, \tag{185}
\]

where \( H_+ = \begin{vmatrix} min_{j \in E} h^j_{\theta}(\theta) | E^{j}_{\theta} \end{vmatrix}, \begin{vmatrix} min_{j \in E} h^j_{\theta}(\theta) \end{vmatrix} \)

\[
\text{The delay lower bound is expressed as}
\]

\[
\mathbb{P}_i(D > d) = \mathbb{P}_i(\tau(d) < \infty) \geq \mathbb{E}_i \left[ e^{-\theta A(\tau(d) - 1, \tau(d))} - d \kappa^A(\theta); \ \tau(d) < \infty \right] \geq \mathbb{E}_i \left[ e^{-\theta A(\tau(d) - 1, \tau(d))} - d \kappa^A(\theta) \cdot \kappa^S(\theta); \ \tau(d) < \infty \right] \geq \mathbb{E}_i \left[ e^{-\theta A(\tau(d) - 1, \tau(d))} \cdot H_{\theta} \cdot h^S_{J_{t}(\theta)} \cdot e^{-dx^S(\theta)}; \ \tau(d) < \infty \right], \tag{186}
\]

\[
= \mathbb{E}_i \left[ e^{-\theta A(\tau(d) - 1, \tau(d))} \cdot H_{\theta} \cdot h^S_{J_{t}(\theta)} \cdot e^{-dx^S(\theta)}; \ \tau(d) < \infty \right] \geq \mathbb{E}_i \left[ e^{-\theta A(\tau(d) - 1, \tau(d))} \cdot H_{\theta} \cdot h^S_{J_{t}(\theta)} \cdot e^{-dx^S(\theta)}; \ \tau(d) < \infty \right], \tag{187}
\]

\[
\begin{array}{c}
\text{where} \quad H_{\theta} = \begin{vmatrix} \min_{j \in E} h^j_{\theta}(\theta) \end{vmatrix}, \begin{vmatrix} \max_{j \in E} h^j_{\theta}(\theta) \end{vmatrix}, \begin{vmatrix} \min_{j \in E} h^j_{\theta}(\theta) \end{vmatrix}, \begin{vmatrix} \max_{j \in E} h^j_{\theta}(\theta) \end{vmatrix}.
\end{array}
\]

where the first equality is due to the assumption of independence between the arrival process and service process, and the last inequality follows that \( \{ L^{A-S}_{A-S} \} \circ \theta_d \) is a mean-one martingale.

The backlog tail probability, conditional on the initial state \( J_{d,0} = i \), i.e., \( \{ J^{A-S}_{A-S} \} = \{ i^A, i^S \} \), is expressed as \( \mathbb{P}_i(B > b) = \mathbb{P}_i(\sup_{t \geq d} (A(t) - S(t)) > b) \). Consider the likelihood ratio process \( L^{A-S} = L^A(1-L^S) \), which is a mean-one martingale. Define the stopping time \( \tau(b) = \inf \{ t \geq d : A(t) - S(t) > b \} \) and note the overshoot at the hitting time \( b < \xi(d) < b + A(\tau(b) - 1, \tau(b)) \). Following the same process of change of measure in the proof of delay, the proof of the backlog results follows analogically.

E PROOF OF THEOREM 17

The proof follows two phases, in the first phase, we provide the condition that the inequalities hold, in the second phase, we provide the setting of \( y \) that satisfies the condition.

First, we prove that the inequalities hold under a condition on \( \kappa^A(\theta) + \kappa^S(\theta) \). Let \( H(\theta) = h^S_{J_{t-d}(\theta)} - h^S_{J_{t}(\theta)} \). For any \( \theta > 0 \), \( \kappa^A(\theta) + \kappa^S(\theta) > 0 \).

\[
P_i(D(t) > d; t \leq \tau(y)) \tag{195}
\]

\[
= \mathbb{E}_i \left[ H(\theta) e^{-\theta \xi(d) - d} x^A(\theta) + \tau(d) x^S(\theta); \ \tau(d) \leq \tau(y) \right] \leq \mathbb{E}_i \left[ H(\theta) e^{\tau(d) - d} x^A(\theta) + \tau(d) x^S(\theta); \ \tau(d) \leq \tau(y) \right] \leq H_{\theta} h^S_{J_{t-d}(\theta)} \mathbb{E}_i \left[ e^{\tau(d) - d} x^A(\theta) + \tau(d) x^S(\theta); \ \tau(d) \leq \tau(y) \right] \leq H_{\theta} h^S_{J_{t-d}(\theta)} e^{-d(\tau(y) - \theta \xi(d) - d)} \tag{196}
\]

\[
\text{For any} \ \theta > 0, \ \kappa^A(\theta) + \kappa^S(\theta) < 0.
\]

\[
P_i(D(t) > d; t \leq \tau(y)) \tag{197}
\]

\[
= \mathbb{E}_i \left[ H(\theta) e^{-\theta \xi(d) - d} x^A(\theta) + \tau(d) x^S(\theta); \ \tau(d) \leq \tau(y) \right] \leq \mathbb{E}_i \left[ H_{\theta} h^S_{J_{t-d}(\theta)} e^{-d\tau(y) - \theta \xi(d) - d} x^A(\theta) + \tau(d) x^S(\theta); \ \tau(d) \leq \tau(y) \right] \leq H_{\theta} h^S_{J_{t-d}(\theta)} e^{-d(\tau(y) - \theta \xi(d) - d)} \tag{198}
\]

\[
\begin{array}{c}
\text{For any} \ \theta > 0, \ \kappa^A(\theta) + \kappa^S(\theta) < 0.
\end{array}
\]
Second, we link $y$ to the $\kappa^A(\theta) + \kappa^{-S}(\theta)$ condition. Denote
\[
\theta_y = -y\kappa^{-S}(\theta) - (y - 1)\kappa^A(\theta),
\] (204)
which is a concave function of $\theta$. Thus, for any fixed $y > 1$, the optimal $\theta^*$ to maximize $\theta_y$ is the root to the derivative equation $\theta_y = 0$, i.e.,
\[
\theta^* = \left\{ \theta : y\kappa^{-S}(\theta) = -(y - 1)\kappa^A(\theta) \right\}.
\] (205)
Consider the equation
\[
\frac{1}{y} = 1 + \frac{\kappa^{-S}(\theta)}{\kappa^A(\theta)},
\] (206)
since
\[
\frac{\partial}{\partial \theta} \left( \frac{\kappa^{-S}(\theta)}{\kappa^A(\theta)} \right) = \frac{\kappa^{-S}(\theta) \cdot \kappa^A(\theta) - \kappa^A(\theta) \cdot \kappa^{-S}(\theta)}{\left[ \kappa^A(\theta) \right]^2} \geq 0,
\] (207)
which indicates that the decrease of $y$ maps to the increase of $\theta$, it follows, if $y < \frac{\kappa^A(\theta)}{\kappa^{-S}(\theta)}$, then $\theta > \gamma$ and $\kappa^A(\theta) + \kappa^{-S}(\theta) > 0$, vice versa.

The proof of backlog follows analogically. Specifically, for the second phase, denote
\[
\theta_y = \theta - y \left( \kappa^A(\theta) + \kappa^{-S}(\theta) \right),
\] (208)
which is a concave function of $\theta$. Thus, for any fixed $y > 0$, the optimal $\theta^*$ to maximize $\theta_y$ is the root to the derivative equation $\theta_y = 0$, i.e.,
\[
\theta^* = \left\{ \theta : y \left( \kappa^A(\theta) + \kappa^{-S}(\theta) \right) = 1 \right\}.
\] (209)
Consider the equation
\[
\frac{1}{y} = \kappa^A(\theta) + \kappa^{-S}(\theta),
\] (210)
since
\[
\frac{\partial}{\partial \theta} \left( \kappa^A(\theta) + \kappa^{-S}(\theta) \right) = \kappa^A(\theta) + \kappa^{-S}(\theta) \geq 0,
\] (211)
which indicates that the decrease of $y$ maps to the increase of $\theta$, it follows, if $y < \frac{1}{\kappa^{-S}(\theta)}$, then $\theta > \gamma$ and $\kappa^A(\theta) + \kappa^{-S}(\theta) > 0$, vice versa.

\section{Proof of Theorem 19}

Since
\[
\mathbb{P} \left( X_{j+1} \leq x | X_j \right) = C_{j+1} \left( X_j, u_{X_j}, u_{X_{j+1}}, u_{X_{j+2}}, \ldots, u_{X_n} \right),
\] (212)
the no-Granger causality holds if and only if
\[
C_{j+1} \left( X_j, u_{X_j}, u_{X_{j+1}}, u_{X_{j+2}}, \ldots, u_{X_n} \right) = C_{j+1} \left( X_j, u_{X_j}, u_{X_{j+1}}, u_{X_{j+2}}, \ldots, u_{X_n} \right).
\] (213)

By integrating, we obtain
\[
C_{j+1} \left( u_{X_j}, u_{X_{j+1}}, u_{X_{j+2}}, \ldots, u_{X_n} \right) = \int_0^{u_{X_j}} C_{j, j+1} \left( u_{X_j}, u_{X_{j+1}}, u_{X_{j+2}}, \ldots, u_{X_n} \right) \, du_{X_j},
\] (217)
\[
= \int_0^{u_{X_j}} C_{j, j+1} \left( X_j, u_{X_j}, u_{X_{j+1}}, u_{X_{j+2}}, \ldots, u_{X_n} \right) \, du_{X_j}.
\] (218)

The other result follows analogically.

\section{Proof of Theorem 20}

The proof follows analogically from Theorem 19. Since
\[
\mathbb{P} \left( X_{j+1} \leq x_{j+1} | X_j \right) = \frac{\partial^n}{\partial x_j^n} C_{j, j+1} \left( x_j, \ldots, x_{j+1}, \ldots, x_n \right),
\] (220)
\[
= \frac{\partial^n}{\partial x_j^n} C_{j, j+1} \left( x_j, \ldots, x_{j+1}, \ldots, x_n \right),
\] (221)
and
\[
\mathbb{P} \left( X_{j+1} \leq x_{j+1} | X_j \right) = \frac{\partial^n}{\partial x_j^n} C_{j, j+1} \left( x_j, \ldots, x_{j+1}, \ldots, x_n \right),
\] (222)
\[
= \frac{\partial^n}{\partial x_j^n} C_{j, j+1} \left( x_j, \ldots, x_{j+1}, \ldots, x_n \right).
\] (223)

By integrating, we obtain
\[
C_{j, j+1} \left( x_j, \ldots, x_{j+1}, \ldots, x_n \right) = \int_0^{x_j} \frac{\partial^n}{\partial x_j^n} C_{j, j+1} \left( x_j, \ldots, x_{j+1}, \ldots, x_n \right) \, dx_j.
\] (224)
\[
= \int_0^{x_j} \frac{\partial^n}{\partial x_j^n} C_{j, j+1} \left( x_j, \ldots, x_{j+1}, \ldots, x_n \right) \, dx_j.
\] (225)

This completes the proof.