AI-driven attenuation correction for brain PET/MRI: Clinical evaluation of a dementia cohort and importance of the training group size
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A B S T R A C T

Introduction: Robust and reliable attenuation correction (AC) is a prerequisite for accurate quantification of activity concentration. In combined PET/MRI, AC is challenged by the lack of bone signal in the MRI from which the AC maps has to be derived. Deep learning-based image-to-image translation networks present itself as an optimal solution for MRI-derived AC (MR-AC). High robustness and generalizability of these networks are expected to be achieved through large training cohorts. In this study, we implemented an MR-AC method based on deep learning, and investigated how training cohort size, transfer learning, and MR input affected robustness, and subsequently evaluated the method in a clinical setup, with the overall aim to explore if this method could be implemented in clinical routine for PET/MRI examinations.

Methods: A total cohort of 1037 adult subjects from the Siemens Biograph mMR with two different software versions (VB20P and VE11P) was used. The software upgrade included updates to all MRI sequences. The impact of training group size was investigated by training a convolutional neural network (CNN) on an increasing training group size from 10 to 403. The ability to adapt to changes in the input images between software versions was evaluated using transfer learning from a large cohort to a smaller cohort, by varying training group size from 5 to 91 subjects. The impact of MRI sequence was evaluated by training three networks based on the Dixon VIBE sequence (DeepDixon), T1-weighted MPRAGE (DeepT1), and ultra-short echo time (UTE) sequence (DeepUTE).

Blinded clinical evaluation relative to the reference low-dose CT (CT-AC) was performed for DeepDixon in 104 independent 2-[18F]fluoro-2-deoxy-n-glucose ([18F]FDG) PET patient studies performed for suspected neurodegenerative disorder using statistical surface projections.

Results: Robustness increased with group size in the training data set: 100 subjects were required to reduce the number of outliers compared to a state-of-the-art segmentation-based method, and a cohort >400 subjects further increased robustness in terms of reduced variation and number of outliers. When using transfer learning to adapt to changes in the MRI input, as few as five subjects were sufficient to minimize outliers. Full robustness was achieved at 20 subjects. Comparable robust and accurate results were obtained using all three types of MRI input with a bias below 1% relative to CT-AC in any brain region. The clinical PET evaluation using DeepDixon showed no clinically relevant differences compared to CT-AC.

Conclusion: Deep learning based AC requires a large training cohort to achieve accurate and robust performance. Using transfer learning, only five subjects were needed to fine-tune the method to large changes to the input images. No clinically relevant differences were found compared to CT-AC, indicating that clinical implementation of our deep learning-based MR-AC method will be feasible across MRI system types using transfer learning and a limited number of subjects.

1. INTRODUCTION

Positron emission tomography (PET) images need to be corrected for photon attenuation to accurately quantify the measured radioactivity tissue concentration (Andersen et al., 2014; Dickson et al., 2014). In a dual modality PET and Magnetic Resonance Imaging (MRI) scan-
ner, a density map for attenuation correction (AC) has to be derived from the MRI. This was initially not possible, which hampered the use of PET/MRI scanners, especially for brain studies in both clinical and research applications (Vandenbergh and Marsden, 2015). Several MRI-guided attenuation correction techniques were proposed as potential solutions (Chen and An, 2017; Izquierdo-garcia and Catana, 2016; Ladedofed et al., 2016; Mehranian et al., 2016). Eleven state-of-the-art AC-methods were studied in a large cohort of adult subjects with normal anatomy (Ladedofed et al., 2016), which concluded that AC was a solved topic in the brain when using one of the best performing methods. However, some of these methods, including our own segmentation-based RESOLUTE method (Ladedofed et al., 2015), were later found to be sensitive to specified MRI sequences, and, thus, vulnerable to system software updates.

Recently, artificial intelligence (AI) with deep learning convolutional neural networks (CNN) is being considered as an alternative, as they offer a number of advantages over the existing methods. Deep learning methods can confer robustness towards changes to the input caused by MRI hardware or system software updates, as well as cross-platform compatibility between vendors through the process of transfer learning. Furthermore, methods based on CNNs are usually very processing intensive at the training step, but the generation of an attenuation map for a given subject occurs within seconds, making them attractive tools as a part of a clinical workflow where speed, accuracy, and robustness are key elements.

Since the first use of deep learning to convert MR images to CT (Han, 2017), numerous methods have been proposed, see e.g. (Teuho et al., 2020; Torrado-Carvajal, 2020)). Several state-of-the-art networks were employed, from traditional encoder-decoder architectures (Gong et al., 2018; Han, 2017; Torrado-Carvajal et al., 2019), to generative adversarial networks (GANs) (Arabi et al., 2019; Kazemifar et al., 2019), including variants accepting unpaired data (Ge et al., 2019; Lei et al., 2020; Wolterink et al., 2017; Yang et al., 2018). Most methods from the literature use small training group sizes (<30) even though larger sizes could increase generalizability and robustness. The methods are based on single or multiple MRI sequences, spanning the common T1-weighted MPRAE as well as specialized sequences capable of visualizing bone such as zero echo time (ZTE) or ultra-short echo time (UTE). The possible advantages in the context of attenuation correction, especially in terms of robustness, from using large training cohorts as well as specialized sequences over traditional sequences remain to be thoroughly investigated systematically.

Recently, methods converting non-attenuation corrected (NAC) PET images directly to attenuation and scatter corrected PET images have emerged, mainly targeted for whole-body applications as paired data are readily available in large numbers (Arabi et al., 2020; Shiri et al., 2019; Van Hemmen et al., 2019; Yang et al., 2019). The drawbacks of these methods are their dependence towards choice of tracer and limited ability to extract structural information (Arabi et al., 2020). In the brain, the performance of these new methods remains to be evaluated thoroughly on a cohort with neurologic abnormalities.

The aim of this study was to implement a deep learning CNN for clinical MR-AC use, and investigate the potential impact on the quantitative accuracy and clinical reading of PET scans depending on training group size and choice of MRI input. This was achieved by utilizing a large cohort of subjects all examined on the same PET/MRI from two independent sites including common and specialized MRI, as well as low-dose CT images used as reference.1

1 Code and models for inference available at https://github.com/CAAL/DeepMRAC

2. MATERIALS AND METHODS

The data included comprised studies acquired on two Siemens Biograph mMR systems (Siemens Healthineers, Erlangen, Germany) spanning two different software versions. A larger cohort, imaged with software version VB20P, was used to investigate the impact of cohort size. A smaller cohort, with the most recent software update (VE11P), was used to investigate the effect of transfer learning (based on VB20P data), impact of choice of MRI input, and to perform a clinical evaluation.

2.1. Patients

Data sets from 1037 adult subjects were obtained retrospectively from two different centers; n = 1007 from Rigshospitalet, University Hospital Copenhagen, Denmark, and n = 30 from St. Olavs hospital, Trondheim University Hospital, Norway. Rigshospitalet provided data sets from the complete cohort of subjects referred for a PET/MRI brain examination with matching same-day head CT between November 2013 and April 2019, examined with software version VB20P (n = 811) or VE11P (n = 196). Data comprised PET/MRI studies imaged with various tracers, but only the MRI sequences were used to develop the method. The subjects included from St. Olavs hospital were referred to a clinical 2-[18F]Fluoro-2-deoxy-D-glucose ([18F]FDG) PET/MRI brain examination for dementia, all examined with VE11P, and had matching same-day head CT. Retrospective use of subjects from Rigshospitalet was approved by the Danish Patient Safety Authority (ref. 3-3013-1513/1). The study from St. Olavs hospital was approved by the Regional Committee for ethics in Medical Research (REC Central) (ref. 2013/1371) and all subjects gave written informed consent. Data were extracted only in fully anonymized form in compliance to The European General Data Protection Regulation (GDPR).

In each of the two groups (VB20P and VE11P), we divided the subjects into training, validation, and test cohorts. The train and validation cohorts were used to develop the method. The subjects in the independent test cohort were all imaged with [18F]FDG; none of these subjects had e.g. bone modifying cranio-facial surgical interventions, cranial defects, hyperostoses, dysplasias, disfigurement or metal implants besides dental implants. For the VB20P group, the test cohort was identical to the patients recently used in our multi-center evaluation (Ladedofed et al., 2016), and the train/validation split was done 70/30. We initially developed the models for the VE11P group using 4-fold cross validation. Once the models were finalized, we fixed the training/validation cohorts to be the first cross validation. The independent test cohort was prospectively acquired after the models were trained. An illustration of the splits for each group is shown in Fig. 1.

2.2. Imaging protocols

2.2.1. MRI

The scan protocols always included a T1-weighted (T1w) MPRAE, a UTE AC sequence, and a Dixon-VIBE sequence (the vendor default for MR-AC). The upgrade to VE11P included upgraded versions to all three sequences. The UTE AC sequence was re-implemented, changing the relationship between the two echo images, with consequences especially to the signal in bone (Suppl. Fig. 1A). Visually, the most noticeable change was to the Dixon-VIBE sequence, which is now available in high-resolution, targeted for brain purposes (Suppl. Fig. 1B). No apparent differences could be observed for the T1-weighted MPRAE sequence. Nevertheless, inspection of the area representing bone showed a slight decrease in mean value following the upgrade (Suppl. Fig. 1C). Sequence details are available in Table 1.

2.2.2. CT

A reference low-dose CT scan (120 kVp, 36–40 mAs, 0.6 × 0.6 × 3 mm³ voxels) of the head using a PET/CT system
2.2.3. \([^{18}F]FDG\) PET

The test cohort included 201 (VB20P) and 104 (VE11P) subjects for quantitative and clinical evaluation of \([^{18}F]FDG\) PET data. The patients were referred for suspected neurodegenerative disease as part of the clinical work-up. Patient characteristics are given in Table 2. The subjects were positioned head-first with arms down in the fully-integrated PET/MRI system. Data were acquired over a single bed position of 25.8 cm covering the head and neck for 10 min. For the purpose of this study, the PET data from the PET/MRI acquisition were reconstructed using 3D Ordinary Poisson-Ordered Subset Expectation Maximization (OP-OSEM) with 4 iterations, 21 subsets, and 3 mm Gaussian post-filtering on 344 x 344 matrices (2.1 x 2.1 x 2.0 mm\(^3\) voxels) in line with the clinical protocols. Each MR-AC map was resampled to PET resolution as a part of the reconstruction. No additional filtering was applied.

2.3. Deep convolutional neural network

2.3.1. Network structure

The proposed network used in this study is shown in Supplementary Figure 2. The 3D convolutional network is based on an encoder-decoder structure with symmetry concatenations between corresponding states, inspired by the U-Net architecture (Çiçek et al., 2016; Ronneberger et al., 2015) but modified for an end-to-end image synthesis task. Specifically, each stage in the 3D-network consists of 3 x 3 x 3 kernels, batch normalization (BN), rectified linear unit (ReLU) activation, and a dropout layer with increasing fraction from 0.1–0.3 in the encoding part, and vice versa in the decoding part. The down sampling between stages was replaced by convolutions with stride 2. We used L\(_2\) penalties for kernel regularization on the convolution layers.
2.3.2. Network training
The proposed networks were implemented in TensorFlow (version 2.1.0) (Abadi et al., 2016). Our experiments used mean squared error as loss function and the Adam optimizer (Kingma and Ba, 2015) with a learning rate of 1 × 10^{-4} trained for 100 epochs with a batch size of 16. All computations were performed on an IBM POWER9 server with four NVIDIA TESLA V100 GPUs. The networks uses 3D volumes as input consisting of 16 neighboring transaxial slices for each MRI scan (16 slices x 192 voxels x 192 voxels x 13 channels), where C denotes the number of images in the MRI sequence (in- and opposed-phase for Dixon (two channels), echo images for UTE (two channels), and MPRAGE for T1w (one channel)), and outputs the corresponding CT slices (16 slices x 192 voxels x 192 voxels x 1 channel). All MRI sequences were first resampled to the resolution of the UTE image, to ensure isotropic voxels and matrix size, and normalized to zero mean and unit variance. Subsequently, we extracted 3D volumes from the 192 × 192 × 192 MRI scans with a stride of 4. The scanner bed and structures other than the patient was removed from the CT images, before they were converted to linear attenuation coefficients and moved into PET/MRI space using a 6-parameter rigid alignment procedure (mintracc, McConnell Imaging Center, Montreal, Canada) with normalized mutual information as objective function. A mask of the CT-coverage was applied to the three MRI sequences during the training phase.

2.3.3. Network prediction and post-processing
To generate the deep learning attenuation maps, we extracted the 3D stack-of-slices around each slice in the volume, and computed the average voxel values for each of the overlapping predicted slices.

2.4. Reference methods
The rigidly co-registered CT images were used as our gold standard AC reference during both training and evaluation following conversion of Hounsfield Units as implemented on the Siemens PET/CT system (Carney et al., 2006). Due to the limited coverage in the neck region by the acquired coverage in the neck region by the vendor-provided UTE AC map. To ensure a fair comparison, this replacement was also performed in all the other attenuation maps. In addition, we also computed the RESOLUTE attenuation map (Ladefoged et al., 2015) for VB20P patients from Rigshospitalet. RESOLUTE is calibrated to VB20P UTE data, and was therefore not computed for the VE11P patients. As part of the VE11P software upgrade, a vendor-provided atlas-based MR-AC method was made available (Koesters et al., 2016; Paulus et al., 2015), and was used as the MR-based reference for the VE11P test cohort. This method is prone to bone artifacts related to misregistration in more than 20% of the cases (Oen et al., 2019). Therefore, patients with this type of artifacts were excluded from the analysis of the atlas-based method.

2.5. PET evaluation metrics
Due to the use of data from different software versions (VB20P and VE11P), causing differences in all MR images with varying degree, we evaluated the cohorts separately.

We first moved all data to common MNI space using ANTs (Avants et al., 2011) by diffeomorphic non- rigid registration of the patient’s T1w MPRAGE image to the ICBM 152 2009a template (Fonov et al., 2009). Voxels inside the MRI brain mask was considered part of the brain mask if the PET activity was >20% of the maximum intensity value of the brain. The voxel-wise percent difference relative to PET with CT-AC, defined as:

\[ \text{Rel}_\text{PET} = \frac{\text{PET}_\text{PET} - \text{PET}_\text{CT}}{\text{PET}_\text{CT}} \times 100, \]

as well as the absolute relative percent difference, defined as:

\[ \text{Abs}_\text{PET} = \frac{|\text{PET}_\text{PET} - \text{PET}_\text{CT}|}{\text{PET}_\text{CT}} \times 100, \]

were calculated for the PET images corrected with each of the MRI-based ACs.

As a measure of robustness towards outliers, we used the metric introduced in Ladefoged et al. (Ladefoged et al., 2016) to estimate the number of outliers measured in the PET images. The metric calculates the percentage of patients within a 3% accuracy in the RelPET images for varying voxel-wise fractions of the brain, varied from 0% to 100%. A perfect score for a method is therefore to have 100% of the voxels in the brain in 100% of the patients within ±3% of PET with CT-AC.

2.6. Effect of cohort size and changes to the input on $[^{18}\text{F}]$FDG PET
To evaluate the effect of training group size, we trained in total four networks with sizes of n = (10, 50, 100, 403). The subjects were sampled with replacement.

The robustness towards changes to the input was evaluated using images from the VE11P cohort. In recognition of the changes to the MR images following the software upgrade, it was expected that further fine-tuning of the network was needed to adapt to these changes. The purpose of the analysis was to test the number of subjects needed for this adaptation. We compared a network trained using a group of all available training subjects (n = 91) against n = {5, 20, 50}, all trained using transfer learning from the full VB20P training cohort (n = 403). In addition, we also trained a network without transfer learning on the full cohort (n = 91). The overview of the setup is shown in Fig. 1. We repeated the training of the two networks with lowest number of subjects (n = 5 and n = 20) a total of four times using different combinations of training subjects each time, to determine the robustness towards the selection of subjects. The comparisons were repeated for each MRI sequence type, using identical hyper parameters as presented in Section 2.3. We compared the networks based on the number of outliers measured in the PET images, representing the robustness.

2.7. Effects of MRI sequence on $[^{18}\text{F}]$FDG PET
We evaluated the effects of MRI sequence on accuracy by training three independent networks, one for each sequence: Dixon, T1w and UTE, respectively. Each network was trained on the full VB20P cohort, and subsequently fine-tuned using the full VE11P cohort, and designated: DeepDixon, DeepT1, and DeepUTE. We assessed the robustness dependent on MRI sequence by comparing the number of outliers in the VE11P cohort.

Full brain and regional performances of the networks were evaluated using anatomical predefined template regions from MNI space (Collins et al., 1999; Fonov et al., 2009), with extraction of mean RelPET and AbsPET values. We furthermore generated parametric average and standard deviation RelPET-distribution images across all patients for each method for visual inspection.

2.8. Clinical evaluation
The $[^{18}\text{F}]$FDG PET images from the independent test cohort (VE11P, n = 104) reconstructed using CT-AC and DeepDixon were analyzed by MI Neurology (Siemens Healthineers, Erlangen, Germany). Statistical surface projections (z-score maps) were generated showing deviations from a vendor-provided database of healthy controls (46–79 years) using cerebellar gray matter as reference region. Statistical surface projections are widely used and accepted as the most sensitive method for the identification of metabolic reductions in $[^{18}\text{F}]$FDG PET. The projections are routinely used in the reading of clinical $[^{18}\text{F}]$FDG PET scans providing information on regional patterns and severity of hypometabolism. Statistical surface projections were produced for PET images created with CT-AC and DeepDixon, and for each patient presented (blinded and randomized) side by side to two expert nuclear medicine physicians (IL, OH). The readers first independently and then by consensus visually scored each pair of projections as “no difference”, “minor, but not
significant”, or “clinically significant” where the latter would indicate a change of diagnosis or difference indicative of disease progression in only one of the PET images. This strategy was selected as the differences in the images were expected to be small and barely discernible on direct visual inspection, and statistical surface projections is the most sensitive method to discrete changes in a clinical setting (Burdette et al., 1996). The reading, thus, simulates the clinical evaluation of a patient with follow-up imaging using standard clinical methodology, and includes also the indirect effects of perturbations in cortical uptake caused by AC induced effects on anatomical warp and reference region.

3. RESULTS

Fig. 2 shows the axial and sagittal views for each proposed attenuation method (DeepDixon, DeepT1 and DeepUTE) for a single sample patient from the VE11P test cohort. Notice especially the excellent performance in the skull-base and nasal cavities in the proposed methods replicating the morphology of even small anatomical details from CT. The network training time using the full VB20P cohort was 40 hrs, where the fine-tuning to the full VE11P cohort was 12 hrs. The inference time to predict an attenuation map for a new subject was 4 sec. A total of 13 patients (13%) had artifacts in their atlas-based attenuation map related to misplaced bone. These subjects were removed from the average performance evaluations of the atlas-based method only.

3.1. Effect of cohort size and changes to the input on [18F]FDG PET

The effect of VB20P cohort size in DeepUTE training is shown in Fig. 3a, which shows a clear correlation between group size and model performance in terms of outliers at the 3% [18F]FDG PET error-level. Training using n = 10 subjects results in inadequate bone representation, incorrect attenuation values in brain tissue, and an overall smoother AC map with an 8–10% negative bias relative to PET with CT-AC (Fig. 3b). Increasing the group size decreased the blurring and increased the image contrast and overall detail level in the AC images. Furthermore, the robustness clearly increased with group size. Thus, n = 100 was required to outperform RESOLUTE in the number of outliers. When training using the full cohort, n = 403, DeepUTE markedly reduced the number of outliers compared to RESOLUTE. The large amount of training data empowers our method to handle common artifacts such as signal voids from dental artifacts. An example of this is illustrated in Fig. 4. A similar relationship between training group size and number of outliers were found when using DeepDixon and DeepT1 (Suppl. Fig. 3). DeepT1 appeared more robust towards training group size, as 10–50 subjects were sufficient to achieve performance near RESOLUTE and increasing group size above 100 subjects did not improve robustness.

Fig. 5 shows the effect of fine-tuning the DeepUTE network to a significant change in the UTE MRI input sequence following the VB20P to VE11P software upgrade. The VB20P model without transfer learning is shown, where it is apparent that transfer learning is necessary. Transfer learning from VB20P cohort was performed on 5, 20, 50 and the full n = 91 VE11P cohort with UTE MRI as input. Here, too, robustness was correlated to the group size, but size needed for convergence was markedly reduced to n = 5 subjects. Incremental robustness improvements were achieved with increasing group size. For comparison, training the VE11P network without transfer learning using all n = 91 subjects resulted in similar model accuracy as when using between 5 and 20 subjects with transfer learning. Overall similar results were observed for DeepDixon, with the exception that all models with transfer learning outperformed the model without transfer learning (Suppl. Fig. 4A). As expected, DeepT1 trained only with VB20P patients generalized well to the VE11P cohort without re-training, with performance surpassing the atlas-based method (Suppl. Fig. 4B). The number of outliers was similar to training with all n = 91 VE11P training subjects without transfer learning, but fine-tuning with VE11P data further improved the robustness. Repeating model training using different training subjects for n = 5 and n = 20 appeared robust across all three MRI sequence types (Fig. 5 and Suppl. Fig. 4).

3.2. Effects of MRI input sequence on [18F]FDG PET

The number of outliers at the ±3% level, representing the robustness of the method, was similar across all three proposed methods when evaluated on the VB20P test patients (Fig. 6A) and on the VE11P test patients (Fig. 6B) after applying transfer learning. The methods showed a substantial improvement over both RESOLUTE and the atlas-based method. The relative and absolute relative percent difference regional analysis for the VE11P cohort with transfer learning from the VB20P cohort is shown in Fig. 7 and Supplementary Figure 5, respectively. None of the proposed methods exceeded ±1% average relative error (Rel<sub>avg</sub>) in any region of the brain. The atlas-based method achieved a low full brain Rel<sub>avg</sub> of 0.8 ± 2.4%, with higher regional errors subcortically of up to

Fig. 2. Attenuation map comparison for a representative patient from the VE11P cohort. The attenuation images are shown prior to superimposing UTE values in the area outside the CT field-of-view. Each proposed MR-based attenuation map is preceded by the underlying MR image used for inference for reference. Note, for simplicity, only second echo (TE2) and in-phase is shown for DeepUTE and DeepDixon, respectively. All models were trained using the full cohort (n = 91) with transfer learning from the corresponding VB20P full cohort models (n = 403).
Fig. 3. The effect of training group size on model accuracy of DeepUTE. A) An outlier analysis for VB20P test subjects (n = 201) of model accuracy with increasing training group size. B) Axial images of a representative patient with [18F]FDG PET and corresponding DeepUTE AC-maps, and % -difference maps relative to PET CT-AC. The arrows in the AC-maps point to the nasal cavity and bone with a more distinct resemblance to the reference CT with increasing group size. The arrows in the PET images point to an occipital lobe [18F]FDG PET hyper-intense area with convergent resemblance to the reference standard PET CT-AC.

7%. The maximal outlier for a single patient in any region of the brain was below 6% for all proposed methods (DeepUTE range: −4% to 5%, DeepDixon range: −4% to 5%, DeepT1 range: −5% to 6%). For the atlas-based method, the errors ranged from −15% to 14%. Similarly, average absolute relative error (Abs\(_{rel}\)) was below 2.5% in any region of the brain for the proposed methods, and between 4% and 8% regionally for the atlas-based method. The results for the regional analysis for the VB20P cohort are shown in Supplementary Figure 6.

The averaged relative difference mean and standard deviation images are shown in Fig. 8 for the VE11P cohort and Supplementary
3.3. Clinical evaluation

The 104 pairs of [18F]FDG PET reconstructions (CT and DeepDixon) were evaluated, and 1 pair (1%) was scored as “clinically significant different” based on the statistical surface projection where 103 pairs (99%) were scored as not clinically significantly different (Table 3). On direct clinical reading of the [18F]FDG PET image of the single case rated as “clinically significant different” there was no visually discernable change in voxel activity. The differences could be traced to a defect spatial normalization warp that would be found on routine quality control. Presumably it was brought on by scanning in extreme neck flexion combined with small differences in extra-cerebral activity.

4. DISCUSSION

This study confirmed the usability of deep learning-based networks for MRI-based attenuation correction in a clinical setting, and demonstrated performances exceeding previous state-of-the-art non-deep learning-based methods. By training a common auto-encoder architecture using increasing group sizes, we showed a direct correlation between accuracy and size when the network was trained from scratch. Using transfer-learning from the large cohort of subjects, however, we showed the amount of training data needed to adapt to changes to the MRI sequence input could be reduced significantly to as low as 5 subjects. Furthermore, we demonstrated robustness towards the choice of MRI sequence input, with identical performance when using a common Dixon-based MR-AC sequence as with the specialized UTE sequence. Finally, we demonstrated a retained clinical value and accuracy of our methodology compared to our reference CT-AC.

The methodology employed in this study is not novel, as the auto-encoder architecture has been widely applied for MR-AC purposes already (Gong et al., 2018; Han, 2017; Liu et al., 2017). The novelty of our study lies with the unprecedented amount of training data utilized and the analysis of robustness with respect to the size of the training data set and type of MRI input. Deep learning is usually associated with large amounts of training data, something that is difficult to obtain in most health-care applications. Previous publications employing CNNs for MR-to-CT conversion are therefore often based on small cohorts, with a group size ranging between 10 and 30 (Gong et al., 2018; Han, 2017; Liu et al., 2017). To investigate the effect of size, we trained the network end-to-end from scratch using 10, 50, 100, and 403 subjects, respectively. While there was an impact on the average performance with an increasingly larger training group (Fig. 3B), a larger effect was determined to be in the number of associated outliers (Fig. 3A), with the best overall performance achieved for the largest cohort (n = 403). Interestingly, to achieve the performance of RESOLUTE, measured in number of outliers, a training group size between 50 and 100 subjects was needed (Fig. 3A and Suppl. Fig. 3). This suggests that the deep learning methods based on fewer than 50 subjects for training might be unstable, albeit having decent average errors. The model accuracy further improves with increasing training group size from 100 to 403 in DeepUTE and DeepDixon, confirming findings in other domains where deep learning were applied (Sun et al., 2017). Using T1w MPRAGE generally appears to be more stable (Suppl. Fig. 3B), which could be due to the sequence being more standardized compared to Dixon-VIBE and UTE.

Table 3

| Consensus score     | Number |
|---------------------|--------|
| No difference       | 78 (75%) |
| Minor, not significant | 25 (24%) |
| Clinically significant | 1 (1%)  |

* Difference caused by warp error in spatial normalization.

3.2. Outlier analysis

The number of outliers in the TLE cohort was 78% of the total number of pairs, which is lower than the previous study (Sun et al., 2017). However, the actual number of outliers in the TLE cohort is still high, and the results suggest that the deep learning method is still robust to outliers. The results also suggest that the deep learning method is more robust to outliers when the number of training subjects is increased, which is consistent with previous studies (Sun et al., 2017). The results also suggest that the deep learning method is more robust to outliers when the number of training subjects is increased, which is consistent with previous studies (Sun et al., 2017).
A popular and useful strategy to overcome small training group sizes is to apply transfer learning (Bengio et al., 2013). This strategy was also used by Han to initiate part of their network from a pretrained VGG-16 layer model (Han, 2017), by Jang et al. to train a model using 6 patients transfer learned from a model with 30 patients (Jang et al., 2018), and by Torrado-Carvajal et al. to train a model pretrained on 19 T1w brain images to synthesize Dixon-VIBE pelvis images from 19 patients (Torrado-Carvajal et al., 2019). In this study, we employed transfer learning to re-calibrate the network to a new image appearance following a major software upgrade. The results showed little effect of increasing the number of subjects above 5, as 5–91 subjects for training yielded similar model accuracy (Fig. 5 and Suppl. Fig. 4). Training with transfer learning on only five subjects matched (DeepUTE) or exceeded (DeepDixon and DeepT1) the performance of training on all subjects (n = 91) without transfer learning, demonstrating that information from the original model trained on a large cohort is preserved and utilized. These findings have relevance not only for recalibrating methods after major software upgrades, but also for distribution of models between scanners and centers when the models do not generalize well. Using only a limited number of subjects with paired CT and MRI, the model can be adapted to match scanners at different locations, potentially even from different vendors. We hypothesize that such transfer learning will also apply to cohorts with different demographics (ethnicity etc.).

There were differences, to a various degree, in all three MRI sequences pre- and post-upgrade, see Table 1 and Supplementary Figure 1, impacting the ability of the methods to generalize across the system upgrade. The largest difference was observed with the Dixon sequence, mainly expressed in change of resolution, but nonetheless, DeepDixon achieved similar performance after transfer learning as DeepT1. This suggests that similar domain adaptation to MRI sequences from other vendors are feasible, as differences in T1 weighted implementations across systems are no greater than between VB20P and VE11P for the Dixon-VIBE or UTE sequence. DeepT1 trained with VB20P data generalized well to VE11P data, producing images that were objectively identical to the images produced after fine-tuning. The quantitative PET evaluation resulted in a 1–2% overestimation on average (results not shown). Further inspection revealed a general reduction in MRI intensity in the area representing bone in patients examined after the upgrade (Suppl. Fig. 1C), causing DeepT1 to predict denser bone, ultimately causing the overestimation. Despite this error being acceptable for most clinical purposes, we found that fine-tuning reduced the PET bias, and indicates that fine-tuning is needed after all major upgrades of the MRI system. Training the model with a more heterogeneous dataset with T1 weighted

---

**Fig. 6.** Outlier analysis for the VB20P (left, n = 201) and VE11P (right, n = 104) test patients to show the effects on model robustness by varying the MRI sequence input type and across software upgrades. All models are trained using the full train cohorts, n = 403 for VB20P and n = 91 with transfer learning for VE11P. RESOLUTE and atlas-based methods are shown for comparison. Only subjects without registration-related artifacts were used to compute the outliers for the atlas-based method (n = 91).

**Fig. 7.** Full brain and regional mean relative differences across all VE11P test patients (n = 104) for each of the three networks with MRI sequences UTE, Dixon, and T1-weighted MPRAGE, all trained using the full train cohort (n = 91) with transfer learning from the VB20P cohort, as well as the atlas-based MR-AC method for comparison. Only subjects without registration-related artifacts were used to compute the results for the atlas-based method (n = 91). The bars represent the average relative difference to PET with CT-AC across patients. The black line in each represents the 95% confidence interval.
MPRAGE images from multiple sites and systems could potentially eliminate the need for fine-tuning completely.

Using our method, the average relative bias is within 1% from PET with CT-AC in any region of the brain with any of the MR images as input (Fig. 7). This is essential for clinical evaluation as in e.g. tumor delineation and treatment response assessment (Law et al., 2019), and for neurological applications using the cerebellum as reference region (Borghammer et al., 2010; Ishii et al., 2001; Yakushev et al., 2008). Utilizing the same patient cohort and metrics as was employed in a previous multi-center comparison (Ladefoged et al., 2016), allows us to compare not only to RESOLUTE, but also indirectly to the other best performing state-of-the-art methods for the Siemens PET/MRI (Burgos et al., 2014; Izquierdo-Garcia et al., 2014; Mérida et al., 2017). Across all metrics, our method was found to have similar or better performance than that of the most promising methods. The methods based on deep learning that have been proposed in the literature report comparable PET bias as was found in our work. Jang et al. (Jang et al., 2018) and Liu et al. (Liu et al., 2017) reported average regional Rel_\text{m}[^{18}\text{F}]{FDG} PET bias within ±2% across eight subjects and ±4% in 10 subjects, respectively, compared to a tissue-segmented three class (air, soft tissue, and bone) CT reference, where Gong et al. (Gong et al., 2018) reported ±3% in 12 subjects compared to a reference CT-AC. However note that no outlier analysis or clinical evaluations were performed in these publications, and a robust regional performance is critical for clinical use.

The atlas-based method had registration-related artifacts in 13 patients. Of these, four were positioned outside the patient volume, as previously reported (Øen et al., 2019), and could have been manually removed prior to reconstruction. The remaining errors corrupted the image, rendering a rescan the only option. Despite removing these patients from the PET evaluation, the atlas-based method still had a global absolute relative error of 5% (Suppl. Fig. 5), which is likely related to the absence of accurate air segmentation, see e.g. Fig. 2. The PET bias was higher than the previously reported 2.5% (Øen et al., 2019), but is most likely due to a difference in patient cohort.

Specialized sequences able to generate contrast in bone have little diagnostic value, and the added contrast comes at the cost of increased acquisition time, and thus less patient comfort and compliance. While the specialized sequences have proven pivotal for segmentation-based methods (Dickson et al., 2014), no evidence exists that such sequences are needed in order for deep learning-based methods to succeed. Our results demonstrate that traditional MRI sequences are sufficient for deep learning-based MR-AC, confirming the findings of several previous works (Teuho et al., 2020). Of the three networks we chose to clinically evaluate the more simplified and patient compliant DeepDixon. In terms of cross-vendor use, DeepT1 is the obvious choice, but on a Siemens mMR, the fast Dixon-VIBE sequence is always part of the PET acquisition, and therefore inherently has reduced motion and optimal alignment of PET and MR images. In the 104 patient examinations evaluated, two experienced expert readers found no cases with clinically significant differences between CT and DeepDixon. The spatial normalization was performed individually for each PET image, which could partly explain the minor non-significant differences in 24% of the cases (Table 5). However, limitations to DeepDixon in particular related to abnormal bone structures, surgical deformation and metallic implants should be kept in mind. It is recommended that evaluation of DeepDixon for the use in brain tumor evaluation is performed separately using tracer specific clinical metrics as done previously (Ladefoged et al., 2019, 2017). Nonetheless, the frequency of potential errors/differences related to using DeepDixon is very low, and probably smaller and less frequent than that introduced by dental artifacts and motion on the PET/CT system. In our center, we have now implemented DeepDixon MR-AC in routine clinical imaging and performed more than 200[^{18}\text{F}]{FDG} PET scans in adult patients referred for suspected neurodegeneration without routine low-dose CT. To further minimize potential errors, attenuation-maps are carefully inspected for unusual structures and artifacts before the patient leaves the department and a low-dose CT is performed if errors are suspected following image inspection.

Our study had a number of limitations. We chose to focus on evaluating the effects of group size and MRI sequence input. The conclusions drawn here could potentially be different if other network types were applied. It was not the scope of this study to evaluate the effect of deep learning architecture, but we recognize the potential improved accuracy.

---

**Fig. 8.** Averaged relative difference (left four columns) and standard deviation (right four columns) images across all VE11P test patients Rel_\text{m} images (n = 104) for each of the three networks with MRI sequences UTE, Dixon, and T1-weighted MPRAGE, all trained with transfer learning from the VB20P cohort, as well as the atlas-based MR-AC method. Images computed for the atlas-based method were only based on subjects without registration-related artifacts (n = 91).
associated with more sophisticated networks, such as the generative adversarial network (Goodfellow et al., 2014). The high accuracy and low number of outliers presented here suggests, however, that only minor improvements are to be found. Moreover, a limitation of the comparison is the use of identical training setups for each training group size. Tailoring the hyperparameters to each model, or investigating the use of 2D or 3D patches as input to boost amount of training samples could potentially improve the results of the networks with a low number of subjects.

5. CONCLUSION

We have described and evaluated a deep learning attenuation correction approach for PET/MRI neuroimaging using more than 1000 subjects. We showed that a requirement for accurate and robust MR-AC is a large group size of at least 50 subjects for training, but further increasing the size to 400 directly impacted the number of outliers significantly. However, using transfer learning from a large cohort, a group size of 5 subjects was sufficient to recalibrate to changes in the MRI sequences. Full robustness was achieved with only 20 subjects, with performance at the same level or even surpassing that of a larger training cohort \(n = 91\) without transfer learning. Furthermore, we demonstrated robustness towards the choice of MRI sequence input. The clinical evaluation showed no clinically relevant differences compared to CT-AC, although knowledge about MR-AC limitations is important when used in clinical routine. The combination of accuracy, outlier performance, clinical performance, robustness towards the choice of MRI sequence input, and low group size needed for re-training following a major software upgrade, indicates that the clinical implementation of our deep learning-based MR-AC method will be feasible across MRI system types.
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Supplementary Figures

Supplementary Figure 1: Differences between VB20P and VE11P for the three sequences UTE (A), Dixon-VIBE (B), and T1-weighted MPRAGE (C). Using the CT bone area (linear attenuation coefficient \(> 0.103 \text{cm}^{-1}\)) as a mask, the mean bone surrogate signal, measured with R2* from UTE sequences, are higher after the upgrade (A). For T1w MPRAGE, there is a decrease in the signal in the area representing bone (C). The effects of the resolution improvement (Table 1) for the Dixon-VIBE sequence are clearly seen visually (B).

Supplementary Figure 2: CNN U-net-like architecture used in this study. The network takes a stack-of-slices from 16 neighboring MR slices, and outputs the corresponding pseudo-CT image. C represents the number of MR channels: 2 for UTE (TE1 and TE2), 2 for Dixon (in- and opposed-phase), and 1 for T1w.

Supplementary Figure 3: The effects of group size on model accuracy. Outlier analysis shown for VB20P test patients \(n = 201\) for increasing training group size for DeepDixon (A) and DeepTI (B). RESOLUTE is added for comparison.

Supplementary Figure 4: Outlier analysis for the VE11P test patients \(n = 104\) showing the effects of increasing group size on transfer learning model accuracy after fine-tuning the DeepDixon (A) and DeepTI (B) models. The dashed lines represent the performance of the model from the VB20P cohort applied to the VE11P test patients without transfer learning (TL). The pink line represents the performance of training the network from scratch without TL, but with the full train cohort \(n = 91\), where the remaining lines represent the performance of fine-tuning with increasing training group size after transfer learning from the VB20P cohort. The shaded area around \(n = 5\) and \(n = 20\) represents the 95% confidence interval after repeating the training four times with different subjects in each repetition. The atlas-based MR-AC method, shown for comparison, was only based on subjects without registration-related artifacts \(n = 91\).

Supplementary Figure 5: Global and regional mean absolute relative differences across all VE11P test patients \(n = 104\) for each of the three networks with MRI sequences UTE, Dixon, and T1-weighted MPRAGE, all trained with transfer learning from the VB20P cohort. The atlas-based MR-AC method, shown for comparison, was only based on subjects without registration-related artifacts \(n = 91\). The bars represent the average absolute relative difference to PET with CT-AC across patients. The black line in each represents the 95% confidence interval.

Supplementary Figure 6: Full brain and regional mean relative (upper) and absolute mean (lower) differences across all VB20P test patients \(n = 201\) for each deep learning model. The bars represent the difference to PET with CT-AC across patients. The black line in each represents the 95% confidence interval. RESOLUTE shown for comparison.

Supplementary Figure 7: Averaged relative difference (top three rows) and standard deviation (bottom three rows) images across all VB20P testing patients \(n = 201\). Please note the change of scale compared to Figure 8.

ACKNOWLEDGMENTS

The PET/MRI system at Rigshospitalet was kindly provided by the John and Birthe Meyer Foundation, Denmark. Special thanks to the bio-engineers and radiographers at Rigshospitalet and St. Olavs Hospital for patient preparations and image acquisitions. We thank IBM Denmark for providing two POWER9 servers with 4 Tesla V100 GPUs in each system.

Supplementary materials

Supplementary material associated with this article can be found, in the online version, at doi:10.1016/j.neuroimage.2020.117221.

References

Abidi, M., Barham, P., Chen, J., et al., 2016. TensorFlow: a System for Large-Scale Machine Learning, in: 12th USENIX Conference on Operating Systems Design and Implementation (OSDI 16), pp. 265–283.

Andenes, F.L., Ladefoged, C.N., Beyer, T., et al., 2014. Combined PET/MR imaging in neurology: mR-based attenuation correction implies a strong spatial bias when ignoring bone. Neuroimage 84, 206–216. https://doi.org/10.1016/j.neuroimage.2013.08.042.

Arabi, H., Bortolin, K., Ginsvart, N., Garibotto, V., Zaidi, H., 2020. Deep learning-guided joint attenuation and scatter correction in multitracer neuroimaging studies. Hum. Brain Mapp 1–13. https://doi.org/10.1002/hbm.25039.

Arabi, H., Zeng, G., Zheng, G., Zaidi, H., 2019. Novel adversarial semantic structure deep learning for MRI-guided attenuation correction in brain PET / MRI Novel adversarial semantic structure deep learning for MRI-guided attenuation correction in brain PET / MRI. Eur. J. Nucl. Med. Mol. Imaging 46, 2746–2759.

Avants, B.B., Tustison, N.J., Song, G., et al., 2011. A reproducible evaluation of ANTs similarity metric performance in brain image registration. Neuroimage 54, 2033–2044. https://doi.org/10.1016/j.neuroimage.2010.09.025.

Bengio, Y., Courville, A., Vincent, P., 2013. Representation learning: a review and new perspectives. IEEE Trans. Pattern Anal. Mach. Intell. 35, 1798–1828. https://doi.org/10.1109/TPAMI.2012.50.

Borghammer, P., Chakravarty, M., Jonsdottir, K.Y., et al., 2010. Cortical hypometabolism and hypoperfusion in Parkinson’s disease is extensive: probably even at early disease stages. Brain Struct Funct 214, 303–317. https://doi.org/10.1007/s00429-010-0246-0.

Burdette, J.H., Minoshima, S., Vander Borght, T., Tran, D.D., Kuhl, D.E., 1996. Alzheimer disease: improved visual interpretation of PET images by using three-dimensional stereotactic surface projections. Radiology 198, 837–843. https://doi.org/10.1148/rad.198.3.8628808.

Burgos, N., Cardoso, M.J., Thiemann, K., et al., 2014. Attenuation correction synthesis for hybrid PET-MR scanners: application to brain studies. IEEE Trans Med Imaging 33, 2323–2341. https://doi.org/10.1109/TMI.2014.2340135.
