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Abstract
The purpose is to solve the problems of high transmission rate and low delay in the deployment of mobile edge computing network, ensure the security and effectiveness of the Internet of things (IoT), and save resources. Dynamic power management is adopted to control the working state transition of Edge Data Center (EDC) servers. A load prediction model based on long-short term memory (LSTM) is creatively proposed. The innovation of the model is to shut down the server in idle state or low utilization in EDC, consider user mobility and EDC location information, learn the global optimal dynamic timeout threshold strategy and N-policy through trial and error reinforcement learning method, reasonably control the working state switching of the server, and realize load prediction and analysis. The results show that the performance of AdaGrad optimization solver is the best when the feature dimension is 3, the number of LSTM network layers is 6, the time series length is 30–45, the batch size is 128, the training time is 788 s, the number of units is 250, and the number of times is 350. Compared with the traditional methods, the proposed load prediction model and power management mechanism improve the prediction accuracy by 4.21%. Compared with autoregressive integrated moving average (ARIMA) load prediction, the dynamic power management method of LSTM load prediction can reduce energy consumption by 12.5% and realize the balance between EDC system performance and energy consumption. The system can effectively meet the requirements of multi-access edge computing (MEC) for low delay, high bandwidth and high reliability, reduce unnecessary energy consumption and waste, and reduce the cost of MEC service providers in actual operation. This exploration has important reference value for promoting the energy-saving development of Internet-related industries.
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Introduction
Due to the rapid development of the mobile Internet, business application scenarios and business diversification have brought great challenges to wireless communication technology. New 5G business scenarios (such as autopilot and augmented reality) will lead to the explosive growth of mobile network data and put forward higher requirements for hardware performance, network delay, bandwidth, and reliability [1]. It is difficult for cloud computing with a centralized data center to meet the development needs of new business scenarios [2]. For example, some studies have combined Internet of things (IoT) technology with the smart home to building an automatic recommendation system for smart homes [3, 4]. Cloud computing has two major drawbacks in dealing with related scenarios. First, a long delay. Cloud computing adopts centralized data processing, which takes a long time. Mobile games, real-time voice translation, and automatic driving require extremely fast response speed. Otherwise, it will affect the user experience and even cause danger. Second, the high energy consumption of edge equipment. These two defects hinder the development of cloud computing and cause huge energy waste.
When the equipment at the edge of the network needs to be transmitted to the remote data center for centralized processing, its energy consumption may increase by 1.5 times, because they need network remote interaction in a high-power state [5]. To solve the current problems of cloud computing, in 2014, the industry proposed the concept of multi-access edge computing (MEC) to make up for the shortcomings of long cloud computing delay and difficulty in meeting the traffic density requirements of 5G new business scenarios [6]. In the follow-up research, some tasks of the cloud computing data center are set in the edge cloud for processing to realize the requirements of low delay and high bandwidth of the network and effectively reduce the program delay [7]. MEC server has a strong processing capacity because of its connection with a wireless network during operation. It reveals that it is very important to study MEC and reduce network computing delay in multiple scenarios.

Network edge devices will increase continuously in future mobile communication, and base stations, wireless access points, and other devices will have strong computing power. The energy consumption of the equipment remains at 70% in an idle state, which greatly increases the network operation cost. Most devices must rely on cloud service devices or edge devices to enhance processing capacity due to their limited computing and storage resources. Therefore, it is crucial to use MEC to improve the capability of mobile cloud computing (MCC). Pushing traffic, data, and network control to the edge of the network, generating more local data, and processing core data in the cloud computing data center can effectively reduce the energy consumption of mobile devices.

To solve the energy waste caused by cloud computing in the new business scenario, this exploration will express it in two parts: method and result. In the method part, the problems faced by IoT devices in the cloud computing environment are introduced, and MEC and long-short term memory (LSTM) models are proposed, based on which the load prediction model and power management strategy are designed. Then, these data are used for actual simulation training. In the result part, the optimal parameters of the model are determined. Moreover, the test and energy consumption of different load prediction models and different power management schemes are compared and evaluated, and the main research conclusions are drawn. This exploration will provide a reference for the energy-saving development of IoT devices.

At present, the application research of other algorithms in the energy-saving of IoT equipment in complex scenarios is less, and most of them are theoretical research. Therefore, this exploration is to make algorithm innovation based on previous research. Specific innovations are as follows. (1) The LSTM model is introduced to realize Edge Data Center (EDC) load prediction. LSTM can learn the periodic changes of time series, and model the random changes of time series to achieve more accurate prediction. (2) The load data of EDC and its surrounding EDC are used as model input. This method fully considers the geographic location information of EDC and realizes accurate load prediction. (3) Q-learning method is adopted. When EDC is idle, dynamic timeout threshold method is adopted. When EDC sleeps, N-policy is adopted. The global optimal effect can be achieved by learning the dynamic timeout threshold and N value through trial and error. The EDC server can consume the least energy while ensuring the system performance.

**Literature review**

**The research status of load prediction**

The results of load prediction will be provided to the dynamic power management model to more accurately understand the characteristics of the future load changes and make better power management decisions [8]. Since MEC has deployed server clusters with computing and storage capabilities in all access nodes of the mobile access network to form dense EDC, it leads to a certain energy consumption problem of the system. Accurate load prediction is crucial for resource allocation and utilization, based on which the correct decision can improve resource utilization and reduce energy consumption.

The load change has the above characteristics, through which the load prediction is realized through current methods.

There are four common methods for load prediction: (1) the autoregressive integrated moving average (ARIMA) model is the combination of the autoregressive (AR) model, moving average (MA) model, and ARMA. However, the three models require the time series to meet the stationary characteristics. ARIMA can be used for non-stationary time series [9]; (2) the seasonal autoregressive integrated moving average (SARIMA) model is similar to the ARIMA model, but it is mainly to solve time series with periodic changes. Unlike the ARIMA model, it can perform a long-term prediction with higher reliability [10]; (3) support vector machine (SVM) has achieved good results in linear and nonlinear time series data, and can achieve global optimization [11]; (4) recurrent neural network (RNN) is the preferred network for time series prediction because of the advantage of short-term memory compared with traditional machine learning methods. The method of time series prediction using RNN is similar to SVM.

The results of using RNN for the prediction of long-time series data are poor because the gradient is easy to disappear [12]. Unlike RNN, three gating structures are added in LSTM to solve the problem of gradient disappearance and capture the long-term dependence between time series. It has achieved good results in time series prediction and is widely used in text generation, stock prediction, and load predic-
Hence, LSTM is selected as the load prediction algorithm after the comparative analysis of common load prediction algorithms.

**Research status of energy-saving management**

The research content is the energy-saving management mechanism of EDC, which aims to save the huge energy consumption caused by the dense deployment of EDC and the idle time of the EDC server. At present, there are few related studies, but the research on energy-saving management of traditional cloud computing data centers starts early. EDC and cloud computing data centers are quite similar. Nashaat et al. [13] proposed virtual machine migration while ensuring the performance and efficiency of the cloud data center. According to the utilization of the Central Processing Unit (CPU), whether the host was in an overload state was detected by setting the threshold of CPU utilization. These virtual machines were placed in a migration list L in this process and then selected according to the shortest cycle time to complete the virtual machine migration. Finally, the whole virtual machine migration process was completed [14].

However, it is pointed out that too many virtual machines need to be migrated in this method. To solve this problem, some researchers proposed a single intelligent reinforcement learning method to dynamically select the optimal virtual machine and transfer the task from an overloaded host to the virtual machine. It is proved that this method can save energy consumption and reduce the number of virtual machine migrations [15]. Beloglazov et al. used the same method [16]. They used the Q-learning method in reinforcement learning during virtual machine selection. The state-space was the current CPU utilization of the host, and all virtual machines were mapped into actions based on the CPU utilization of the host. The overloaded host was placed in a list, and the reinforcement learning agent selected a virtual machine according to the method. At this time, the agent observed the utilization level of the new host and received a reward related to energy consumption [17].

**EMC load and energy saving**

People concern more about the MEC, and there are increasing studies on its theory, application, and production. Ismail et al. proposed the weakness of traditional cloud computing and pointed out that edge computing can decentralize the centralized network. Moreover, it eliminates bottlenecks and potential failure points by eliminating or reducing the importance of the centralized environment to make it better adapt to failure [18]. Flavio et al. pointed out that edge cloud can provide some potential new services, including location-based, IoT, data caching, big data, and sensor monitoring activities [19]. The Docker experiment proves that the network delay and delay jitter of edge computing is much lower than that of cloud computing. Meanwhile, it has the location awareness that cloud computing does not have, and its mobility and real-time connectivity are also better [20]. An edge computing device for data processing and information generation in the mobile environment based on wireless communication is proposed. It arranges MEC between the data collection unit and server and integrates MEC and DCU into ECD.

Unlike DCU, ECD has the function of processing and calculation [21]. Wen et al. focused on energy optimal application execution on cloud-assisted mobile platforms, intending to minimize the total energy consumed by mobile devices. When a mobile device runs an application, the computing energy can be minimized by optimizing the scheduling of its clock frequency [22]. KoK et al. proposed a distributed concurrent offloading mobile edge cloud computing framework, optimizing the computing-intensive and data-intensive tasks of IoT devices in the environment of IoT [23].

Today, dynamic power management technology is the main method to save the energy consumption of servers in idle time. Its basic principle is to turn the idle or low utilization server into the dormant state and wake up the server when a task arrives [24]. Related research shows that this method can reduce the energy consumption of the system. The random strategy, predictive strategy, and timeout strategy are often used in dynamic power management. The dynamic timeout threshold combined with the N-policy method can achieve a better energy-saving effect [25]. The N-policy means that when a system device is in a dormant state, it does not wake up immediately when a task arrives, but waits for the number of tasks to exceed N. It can save energy consumption during the state transition and reduce the loss caused by frequent switching equipment.

At present, user mobility and EDC location information are not considered in most studies of EDC workload prediction. These two reasons will lead to the correlation between adjacent EDCs. Thereby, the accuracy of using deep learning to predict the workload of an EDC can be improved if the historical data of its adjacent EDCs is added [26].

This idea is adopted to improve the "perception" ability of dynamic power management to the load change trend to accurately control the working state of the server and maximize energy savings.

**Research methods**

**IoT devices and algorithms**

The core of IoT is MCC, which is a model to realize sharing and convenient access to computer resources, including servers, storage, applications, and user services. This method can effectively reduce the interaction between work and ser-
vice providers, and provide and allocate resources quickly and accurately [27]. Figure 1 is the architecture of IoT cloud computing. All mobile devices are connected to the mobile Internet through the base station on the left. The mobile Internet sends instructions to the mobile operator service provider through the user’s information and request, and then sends a plurality of information to the regional agent on the right side of Fig. 1 through the central processor. The agent provides user authentication, authorization, and billing services. At present, almost all network mobile applications use the same data transmission processing method [28]. However, the increasing popularity of IoT cloud computing has brought multiple problems, including unreasonable resource allocation, non-standard effective allocation, and threats to security and privacy, which are the core problems in this field [29].

At present, a crucial related problem is that it still consumes more than 69% energy when the server is completely idle, while most data centers only provide 10–15% of the workload, leading to the data center losing 60–80% of the energy consumption [30]. The work mode switching of the server between the working state and the deep sleep state will increase the task delay by 1000 times. Therefore, studying the energy-saving management mode is crucial for the cloud computing of IoT devices [31].

MEC can use the wireless access network to provide the services needed by IT of telecom users and cloud computing functions nearby and create a carrier-class service environment with high performance, low latency, and high bandwidth. It can accelerate the rapid download of various contents, services, and applications in the network, and enable consumers to enjoy an uninterrupted high-quality network experience [32]. MEC can improve the user experience and save bandwidth resources. It also provides the third-party application integration by sinking the computing power to the mobile edge node, providing unlimited possibilities for the service innovation of mobile edge entrance. The deployment scheme can be divided into centralized control and distributed control according to whether there is a control center in the deployment scheme. Figure 2 shows its specific structure.

1. Centralized deployment scheme: it is a control center among base stations. When a task is unloaded to the base station group, the task decomposition, and processing in the base station group are scheduled by the control center. Centralized task scheduling can ensure that the task is balanced offloaded to the base station, and a load of each base station is balanced. However, centralized processing requires constant information interaction between base stations, leading to energy consumption and a decision delay. In the related existing literature, the energy consumption and delay caused by the information interaction are ignored, which focuses on the formulation of the task unloading strategy.

2. Distributed deployment scheme: there is no controlling entity in the base station group. When a task is unloaded to the base station group, the status information of all the base station interaction task queues in the whole network is needed to make the global optimal unloading strategy, and the information interaction cost of the global optimal unloading strategy is very large. The distributed task unloading strategy is more suitable for the distributed deployment scheme. However, in the existing literature, there is little related research or the cost of information interaction is ignored in the use of this strategy.

MEC provides real-time local area network information (such as network load and user location) for application developers and content developers. The real-time network information is adopted to provide context-perceived service to mobile users to improve user satisfaction and experience.
The forget gate reads the input \( x_t \) and determines which information is forgotten from the unit state. The process of the model is as follows. First, the forget gate is used in each structure [34]. LSTM has two structures: input gate, output gate, and forget gate. The sigmoid transmission states: appearance [33]. As shown in Fig. 3, it consists of three gating language recognition. It is often adopted in time series preprocessing and has achieved good results in natural language processing and with relatively long intervals and delays in time series. It is suitable for processing and predicting important events which needs energy saving.

LSTM is a kind of time recurrent neural network, and it is suitable for processing and predicting important events with relatively long intervals and delays in time series. It has achieved good results in natural language processing and language recognition. It is often adopted in time series prediction research because its structure can effectively solve the problem of long-term data dependence and gradient disappearance [33]. As shown in Fig. 3, it consists of three gating structures: input gate, output gate, and forget gate. The sigmoid function is used in each structure [34]. LSTM has two transmission states: \( c_t \) and \( h_t \). The transmitted \( c_t \) changes very slowly. Usually, the output \( c_t \) is the result of \( c_{t-1} \) transmitted from the previous state plus some numerical values, while \( h_t \) often differs greatly under different nodes.

This structure is the most appropriate for MEC problems. The process of the model is as follows. First, the forget gate determines which information is forgotten from the unit state. The forget gate reads the input \( x_t \) and the state \( h_{t-1} \) of the previously hidden layer. After the activation function, \( f_t = 1 \) means complete reservation; \( f_t = 0 \) means complete forgetting and the obtained new state \( i_t \). The specific equation reads:

\[
f_t = \sigma_1(W_f \cdot [h_{t-1}, x_t] + b_f),
\]

(1)

\[
C_{t-1}.
\]

(2)

In the input gate, new information is stored in the unit state will be determined, and the state \( x_t \) and state \( h_{t-1} \) of the previous hidden layer will be input. After the activation function is output, \( C_t \) is obtained as follows:

\[
C_t = \phi_1(W_c \cdot [h_{t-1}, x_t] + b_c).
\]

(3)

Then, the previous unit state \( C_{t-1} \) is updated to the current cell state \( C_t \). The equation reads:

\[
C_t = f_t \cdot C_{t-1} + i_t \cdot C_t.
\]

(4)

Finally, the current unit state of the output part is determined through the activation function \( \phi_3 \) of the output gate. The unit state is activated by the activation function \( \phi_2 \) in output gate, as shown in Eq. (6). By multiplying the results of these two steps, the final output part \( h_t \) can be determined:

\[
o_t = \sigma_2(W_o \cdot [h_{t-1}, x_t] + b_o),
\]

(5)

\[
h_t = o_t \cdot \phi_2(C_t),
\]

(6)

\[
\phi_2(x) = \max(0, x).
\]

(7)

LSTM has been applied to more and more fields with the rapid development of artificial intelligence. It is difficult for single-layer LSTM to meet complex practical requirements. For example, part of the time series depends on the state of future time and past time. Meeting these two parts will get accurate prediction results. Therefore, bidirectional LSTM comes into being. Figure 4 shows the network structure of bidirectional LSTM, showing that the outputs and inputs of the forward propagation layer and backward propagation layer of bidirectional LSTM are connected, and their weights are shared. There are four connection layers.

To obtain the final output result, the output of the forward hidden layer at each time in the forward propagation layer is obtained first. Then, the output of the backpropagation layer to the hidden layer at each time is calculated and saved. Finally, the final output result is obtained by combining the output of the corresponding time of the forward propagation layer and the backpropagation layer at each time.

Besides, the single-layer LSTM may have the problem of underfitting in dealing with practical problems, so the deeper LSTM appears. The multi-layer LSTM takes the output of
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Fig. 4  Structure diagram of bidirectional LSTM model

Fig. 5  Structural diagram of multilayer LSTM model

the previous layer as the input of the next layer. Figure 5 is the structure diagram of its three-layer LSTM. However, the more layers in the deep LSTM does not mean the better effect, because the more layers will increase the time complexity of the model and overfitting will occur. Generally, the number of layers of LSTM shall not exceed 6.

Design of load prediction model

The MEC prediction model is designed according to the structure of LSTM. Figure 6 shows that the prediction model also includes the input layer, output layer, and hidden layer. There is a potential correlation between MEC and neighbor MEC due to the mobility of users. To further mine this correlation, in the load prediction of each MEC, the input data of the model includes not only the load data of the current MEC but also that of the neighbor mobile edge devices. The original time series data are mapped to a fixed quantity after passing through the input layer. ReLU is used as the activation function between the input layer and the hidden layer. Unlike the Sigmoid, the calculation amount is smaller, so the training speed will be faster, which will cause the sparsity of the network and effectively alleviate the problem of data over-fitting. The prediction results are output in the output layer after the data passes through the LSTM layer.
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Fig. 6  Structure chart of a load prediction model based on LSTM

Fig. 7  The process of generating time series from historical load data

When the network is overfitted, the methods that can be used are regularization, dropout, and batch normalization layer (BN). Regularization includes L1 regularization and L2 regularization, and L2 regularization is used in LSTM. Moreover, in the use of dropout and BN layers, it is essential to focus on the different settings on the train set and the test set. For example, dropout is set to 0.5 on a train set; dropout is removed on the validation set and test set.

Figure 7 shows that the load of num_steps time interval is used in the model to predict the load of the \( n + 1 \) interval because the MEC load of the \( t \)-th period has the strongest correlation with the load of the nearest \( t + 1 \)-th time interval. The LSTM model is used and the dropout layer \([34]\) is added to this layer. The fixed value is 0.5. During model training, it is removed from the random LSTM unit in the neural network. After the output of the model is obtained through the above steps, the difference between the predicted output value and the actual load value is evaluated, and the mean square error is selected as the loss function of the model. \( \text{Predict} \) represents the predicted value, \( \text{true} \) is the real load value, and \( \theta \) is the parameter of the model.

Based on the above contents, the number of neural units in the hidden layer of the training network is determined as follows. The increase of the number of hidden layer neural units will increase the network width and reduce the network error. It is easier to reduce the error by increasing the number of hidden layer nodes than by increasing the number of hidden layers. The number of hidden layers is determined in the result part. The number of neurons in the hidden layer is affected by the number of hidden layers. In the results part, the optimal parameters are given by the length of training time. At present, the best parameters are that the number of hidden layers and neurons is 4 and 128, respectively. The experiment
will be analyzed in combination with the research content. A small-scale data set extracted from the original dataset will be used to verify the accuracy of the network before parameter adjustment. The original dataset of power supply for this exploration is Shanghai 6 × 24 data from March 20, 2020, to March 25, 2020, from the "Shanghai public data open platform".

**Design energy-saving scheme of IoT**

Dynamic power management framework must learn the input of the environment and constantly adjust the power management strategy to adapt to the changing load of the EDC server. The goal of dynamic power management in the EDC is to minimize energy consumption while ensuring system performance. This goal is achieved through the dynamic power management model based on Q-learning. Figure 8 shows the dynamic power management model. The Power Manager in the figure is an Agent in Q-learning, which will select different actions according to the different states of service queue (SQ) and server (SP) in EDC. Next, the state space, action space and reward function of the dynamic power management framework will be introduced to explain how the system achieves the balance of performance and energy consumption through the dynamic power management framework based on Q-learning.

State-space: during research, the working state of the system consists of three parts, namely, service request generator (SR), SQ, and SP. The working state includes active, idle, and dormant. SR is adopted to generate job requests. The job request is the load request sent by taxi to EDC. The workload predictor transmits the predicted load information to the Power Manager. The job request generated by SR will be stored in SQ, and the job in SQ will be processed by SP in FIFO order. Action space: the system will adopt the timeout threshold strategy when the SP is idle and the number of jobs in SQ is 0. At this time, the action space is a series of timeout thresholds. Power Manager uses the greedy method to dynamically select the timeout threshold timeout from the action space, so that the system can achieve the tradeoff between performance and energy consumption. The system will adopt the N-policy strategy when SP is in a sleep state. The action space is the list of all possible N, and the range of N value is from 0 to the average job of each training episode. The SP side is awakened from the sleep state to the active state when the selected N value is 0. Otherwise, it will continue to sleep and store the arriving jobs in SQ. It will become active when the number of jobs in SQ is greater than N.

The dynamic power management strategy includes SR, SQ, and server edge (SE) in MEC. SR is used to generate task requests, and job requests adopt load requests sent to EDC. Workload Predictor is a process of transferring the information of load prediction to a dynamic power manager. Job requests generated by R are stored in SQ. The job in SQ is used by the state space of the SE processing system in the FIFO order. The specific equation reads:

\[ S_t = [S_{qt}, S_{p}] \]  

(8)

\[ S_{qt} \] is the number of jobs in SQ, and its range is from 0 to the maximum queue length max(\_ queue size). The equation of \( S_{qt} \) reads:

\[ S_{qt} = [0, 1, 2... \text{max(queue\_size)}]. \]  

(9)

SE is idle when the number of jobs in SQ is 0. When it is less than max() queue size, it indicates that there are resources allocated to jobs in SQ in SE; otherwise, it indicates that there are insufficient resources in the current system, and the job is in the state of queuing for resource release. Figure 9 presents the process. \( S_{pt} \) represents the working state of SE, including active, idle, and sleep. The specific equation reads:

\[ S_{pt} = \{\text{active, idle, sleep}\}. \]  

(10)

SE will change its working state according to the state of SQ and the strategy adopted by the power manager. Figure 9 is the flow chart of the system processing job, showing the specific transformation.

In the IoT data, the characteristics of mobile users are considered. The data come from the China traffic information network platform, and 925 IoT taxis are calculated for real moving trajectory. First, the original task request data are processed into mobile edge load data, and the original data are from October 2018 to November 2018. The content is specific geographic location information and specific task request of the taxi. The mobile EDC is simulated to determine the processing range of each moving edge. 39 small hexagons are used to form a large polygon. Each hexagon is a specific data processed by moving edge, and each data interval is 1 km, as shown in Fig. 9.
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Then, a load of each mobile edge center at different times is counted according to the distance between the service request issued by vehicles at different time points and the mobile EDC. Then, each request is located. Data processing tools such as pandas and numpy in Python are used. The total load of 39 mobile edge data is calculated based on the above steps. Then, the matplotlib tool is used for visualization. The simple processing of the data shows that the load distribution is highly concentrated in some areas. Among them, the ratio of the training dataset to test data is 8:2 (Fig. 10).

Experimental environment and performance evaluation

1. Experimental simulation environment: the computer system version is Ubuntu 14.04 OS. The TensorFlow framework is used for simulation and its version is TensorFlow 1.4.0. Python 3.6.3 is used for programming. The computer hardware includes a GPU graphics card, NVIDIA 1080Ti, with 11G video memory and 16G random-access memory (RAM). Table 1 presents the details.

| Simulation Environment | Parameter            |
|------------------------|----------------------|
| Computer system version| Ubuntu 14.04 OS      |
| GPU graphics card model | NVIDIA 1080Ti       |
| Video memory           | 11G                  |
| RAM                    | 16G                  |
| Programming language   | Python 3.6.3         |

2. Model performance evaluation: common evaluation indicators for time series prediction tasks include the mean absolute percentage error (MAPE) and root mean square error (RMSE). \( R = (r_1, r_2, \ldots, r_n) \) and \( P = (p_1, p_2, \ldots, p_n) \) represent the real load and the load predicted by the model respectively. The calculation equations of the two indicators read:

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{r_i - p_i}{r_i} \right|, \quad (11)
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (r_i - p_i)^2}. \quad (12)
\]

The above equations show that MAPE cannot be calculated when it is 0, it is asymmetric, and its penalty for negative errors is greater than that for positive errors. Therefore, on this basis, symmetric mean absolute percentage error (SMAPE) is introduced. SMAPE is used as the evaluation indicator of experimental results. The calculation equation reads:

\[
SMAPE = \frac{1}{n} \sum_{i=1}^{n} \frac{|r_i - p_i|}{|r_i| + |p_i|}. \quad (13)
\]

As an indicator to measure the distance between the predicted value and the real value, the smaller the SMAPE is, the higher the accuracy of the model prediction is.

3. Performance evaluation of power management strategy: the purpose of the exploration is to save energy consumption of the MEC system. However, it is essential to ensure the overall performance of the system to meet the needs of users while saving energy. Thereby, time delay and energy consumption are used to evaluate the effect of five different power management strategies. Finally, the trade-off curve of time delay and energy consumption is used to comprehensively evaluate the model. The application scenario is a large geographical range of 39 different MEC, and each MEC load, geographical location, and the number of users covered are different. To comprehensively evaluate the MEC energy-saving management mechanism, the average delay of each job in 39
MEC is calculated after the average time delay of each job in each MEC is determined. Finally, the relationship between the number of jobs and the total delay of jobs is obtained. That is, if the delay of each job in each MEC is \( t_i \), the final average delay \( t_{avg} \) is expressed by the following equation:

\[
t_{avg} = \frac{1}{n} \sum_{i=1}^{n} t_i, \quad n = 37. \tag{14}
\]

The energy consumption in MEC comes from many aspects, such as from the process of job execution, from the dynamic operation, and refrigeration, lighting, and ventilation equipment. In this experiment, the energy consumption in the process of the job execution and the dynamic operation is mainly considered. If the total energy consumption is represented by \( E_{total} \), the energy consumption generated during the job execution is represented by \( E_{exe} \), and the dynamic operation energy consumption is mainly generated by the state transition of the server in MEC, which is represented by \( E_{dynOp} \). The equation of total energy consumption reads:

\[
E_{total} = E_{exe} + E_{dynOp}. \tag{15}
\]

\( E_{exe} \) is determined by the time the server stays in the current working state and can be expressed as Eq. (16), active \( E \), idle \( E \), and sleep \( E \) are the energy consumption of servers in the active, idle, and sleep states, respectively. \( a_{duration} t \), \( i_{duration} \), and \( s_{duration} \) are the length of time that the server is in the active, idle, and sleep state, respectively. Once the execution energy consumption is determined, the total energy consumption of the server can be determined:

\[
E_{exe} = \begin{cases} 
E_{active} * t_{a_{duration}}, \text{ state } = \text{ active} \\
E_{idle} * t_{i_{duration}}, \text{ state } = \text{ idle} \\
E_{sleep} * t_{s_{duration}}, \text{ state } = \text{ sleep} 
\end{cases}. \tag{16}
\]

The average energy consumption of each job in MEC can be obtained after the total energy consumption and the number of jobs are determined. If the energy consumed by each job in each MEC is \( P \), the equation of the final average energy consumption \( P_{avg} \) reads:

\[
P_{avg} = \frac{1}{n} \sum_{i=1}^{n} P_j, \quad n = 37. \tag{17}
\]

It is essential to evaluate the experimental effect comprehensively. After the average delay and average energy consumption are calculated, the trade-off curve of delay and energy consumption is needed to evaluate the proposed model more reasonably. The curve is obtained from the average delay and energy consumption of each job. The energy consumption of several different power management strategies under the same time delay can be obtained to understand the comprehensive effect of different strategies more intuitively.

The time optimization of the algorithm proposed adopts AdaGrad optimization solver, because the parameters involved have low-frequency characteristics, and the optimizer has a large amount of updating for low-frequency parameters. Matlab software is used to compare the time-saving proportion of common optimization solver algorithms, including Nadam, adam, RMSprop, and AdaDelta.

**Results and discussion**

**Determination of model parameters**

The algorithm verification accuracy of the small-scale train set in this experiment is 1. The optimization time ratio of the selected AdaGrad optimization solver is 33%, while the optimization time ratio of Nadam, adam, RMSprop, and AdaDelta is 28, 21, 18, and 29%, respectively, which are less than that of the AdaGrad optimization solver. It reveals that the time optimization solver selected in this experiment is more appropriate.

Figure 11 shows that as the dimension of input features increases, the smaller the SMAPE value is, the higher the accuracy of the model is, because the status range of each EDC service is smaller. The accuracy of the model increases with the increase of LSTM layers, while the training time also increases. The value of SMAPE decreases with the increase of window length, but the best performance is between 30 and 45, and the result is relatively stable.

In a reasonable range, the memory utilization of the system increases with the increase of the parameter batch size, and the error fluctuation of model training is relatively less. When the batch size is 128, the training time is 788 s, and the value of SMAPE is relatively small, 13.02%. After the model has trained 350 epochs, the prediction performance of the model is stable at about 115, suggesting that the number of data can make the model close to the convergence state. Based on the above results, it is found that the model has the best performance when the feature dimension is 3, the number of LSTM network layers is 6, the length of time series is 30–45, the value of batch-size is 128, the training time is 788 s, the number of units is 250, and the number of times is 350. The selected AdaGrad optimization solver shows excellent optimization performance and model accuracy, and the model prediction performance is stable, which lays a foundation for the prediction accuracy of the overall model in the following sections.
Fig. 11 Determination of the optimal parameters of the model

Model performance comparison

The best parameters in 4.1 are used. Here, the prediction errors of the LSTM model and the currently widely used ARIMA model [35] are compared. Figure 12 shows the comparison results. It shows that compared with the traditional ARIMA method, in most mobile edge load prediction, the prediction accuracy of the model based on LSTM is higher, with an average of 4.21%. This shows that the selected LSTM model has good prediction performance and the prediction feasibility of the overall scheme is high.

Analysis of load performance of IoT

Figure 13 shows the comparison results of delay differences of different power management strategies under different loads and the same load. It shows that with the increase of load, the delay increase of the static threshold method is increasingly larger, and the delay increase of power management strategy with load prediction is smaller. The data show that the proposed strategy can reasonably control the growth rate of task response delay according to the information provided by load prediction, and can minimize the overall energy consumption of the system, followed by ARIMA + dynamic power management strategy with load prediction. The proposed dynamic power management strategy with load prediction can save more energy consumption. The energy-saving scheme proposed is feasible.

Figure 14 is the energy consumption comparison results of different power management methods under different loads and the same load. It shows that the energy-saving effect of the proposed method is not obvious when the total load is
small, but the method can show advantages over other methods when the load increases. When the load reaches 100,000, the dynamic power management method with LSTM load prediction can reduce 12.5% energy consumption compared with the dynamic power management method with ARIMA load prediction, and can reduce 44.75% energy consumption compared with the static threshold method. The more the energy consumed by the system is, the smaller the average delay of task response is.

Moreover, due to the increase of load prediction, the minimum average energy consumption of the proposed method and the ARIMA + RL method (the minimum value in the range of horizontal axis variation) is smaller than that of other methods. It suggests that the proposed energy-saving mechanism with load prediction can still work normally under the condition of small energy consumption, while other methods need to consume more energy to meet the needs of edge devices. Furthermore, the proposed energy-saving mechanism achieves good results in the time delay under the same energy consumption. Compared with the other four energy management methods, the proposed method can achieve a better balance between time delay and energy consumption.

Fig. 13 The influence of data size on recognition effect. A1 is fixed timeout model. Note: A2 is dynamic timeout model, A3 is dynamic power management strategy, A4 is ARIMA + dynamic power management, A5 is LSTM + dynamic power management, A6 is Q-learning model.

Conclusion

Aiming at the problem of high energy consumption of MEC, a multi-layer LSTM load prediction model is innovatively established after considering the correlation between MEC geographical location information and adjacent MEC load. The advantage of the proposed load prediction model based on LSTM is that it can achieve accurate load prediction effect. The number of neighbors of MEC and the sparsity of load data will affect the prediction results. The more the neighbors are, the denser the load data are, and the more accurate the prediction results are. The disadvantage is that when there are few load data, the prediction accuracy of the model is not high. A dynamic power management energy-saving mechanism based on reinforcement learning method is proposed. This mechanism can significantly reduce the energy consumption and delay of MEC. This exploration provides a theoretical basis for the application of MEC in the IoT. The research results are expected to be applied in IoT. Although the energy-saving management of edge data center can learn from cloud data center, the following improvements are still needed. First, the input dimension of the model and the sparsity of load data will affect the accuracy of load prediction model. Therefore, in future research, the accuracy of the load prediction in edge data centers can be improved to save more energy. Then, in the research on energy-saving manage-
ment of edge data center, only dynamic power management strategy is adopted, and virtual machine migration can be considered. The two can be combined to realize complementary, energy-saving and green MEC. Finally, when the load prediction increases, the minimum average energy consumption of this method is compared with ARIMA + RL method under the minimum value in the variation range of horizontal axis without considering all the data in the variation range of horizontal axis. Therefore, in the future, the accuracy of load prediction of edge data centers and virtual machine migration in energy-saving management of edge data centers will be further discussed and evaluated to continuously reduce the energy consumption of mobile Internet applications. In the comparison when the load prediction increases, it is necessary to add all the data within the variation range of the horizontal axis and the model state when the attack increases and decreases sharply, so as to put forward an energy-saving management scheme more in line with the actual requirements.
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