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ABSTRACT
We consider a federated representation learning framework, where with the assistance of a central server, a group of \( N \) distributed clients train collaboratively over their private data, for the representations (or embeddings) of a set of entities (e.g., users in a social network). Under this framework, for the key step of aggregating local embeddings trained at the clients in a private manner, we develop a secure embedding aggregation protocol named SecEA, which provides information-theoretical privacy guarantees for the set of entities and the corresponding embeddings at each client simultaneously, against a curious server and up to \( T < N/2 \) colluding clients. As the first step of SecEA, the federated learning system performs a private entity union, for each client to learn all the entities in the system without knowing which entities belong to which clients. In each aggregation round, the local embeddings are secretly shared among the clients using Lagrange interpolation, and then each client constructs coded queries to retrieve the aggregated embeddings for the intended entities. We perform comprehensive experiments on various representation learning tasks to evaluate the utility and efficiency of SecEA, and empirically demonstrate that compared with embedding aggregation protocols without (or with weaker) privacy guarantees, SecEA incurs negligible performance loss (within 5%); and the additional computation latency of SecEA diminishes for training deeper models on larger datasets.

1 INTRODUCTION
We consider the framework of federated representation learning (FRL), for which the goal is to train good representations (or embeddings), for a set of entities (e.g., users in a social network), collaboratively over the private data on a group of distributed clients. A typical FRL protocol consists of the following steps: (i) in each training round, each selected client trains the local embedding for each of its entities using its private data; (ii) the clients send their trained local embeddings to the server; (iii) the server aggregates the local embeddings from different clients for the same entity into a global embedding; and (iv) the server sends the global embeddings back to the clients for the training of the next round, until the convergence of all entity embeddings. This framework can be leveraged to boost the performance of a wide range of representation learning tasks and their subsequent downstream tasks in recommendation system, social network mining, and knowledge graph (Chai et al., 2020; Wu et al., 2021; Chen et al., 2020).

The embedding aggregation in the FRL framework can help to improve the embedding quality and the learning performance, as embeddings of the same entities over all clients are aggregated. To this end, FRL first needs to align the entities of clients such that there are opportunities for aggregating the embeddings of the same entities, and then exchanges embeddings to finish aggregation. However, during the embedding aggregation process, the curious server and clients can potentially infer the local entities and their embeddings of the victim clients, which would lead to leakage of the victim clients’ local datasets. To protect the privacy of clients’ local entities, the current state-of-the-art approach is for the FRL system to first privately agree on the set of entities that are common to all clients, using private set intersection (PSI) primitives (Angelou et al., 2020; Hardy et al., 2017). Next, for each common entity existing on all clients, the clients securely aggregate their local embeddings, using secure aggregation protocols that mask the embeddings with random noises (see, e.g., (Bonawitz et al., 2017; Yang et al., 2019)). However, with the idea of aggregating embeddings of entities common to all clients, PSI-based approaches suffer from 1) privacy leakage: the existence of the common entities at all other clients is known at each client; and 2) performance degradation: aggregation opportunities among subsets of clients who share common entities are missed.
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entities are not leveraged.

In this paper, we propose a novel secure embedding aggregation protocol, named SecEA, which simultaneously provides entity privacy and embedding privacy for FRL, and overcome both shortcomings of PSI-based approaches. In SecEA, the FRL system first performs a one-time private entity union operation, such that each client learns the collection of the entities existing on all clients, without knowing the set of entities on each of the other clients. In each global training round, each client secret shares its local embedding vectors with the other clients, using Lagrange Coded Computing (Yu et al., 2019). To privately obtain the embedding aggregations of local entities, each client sends a coded query, for each of its local entities, to another client, without revealing the requested entity. Having received the responses from all the other clients, the client decodes the embedding aggregation of its intended entity, using Lagrange polynomial interpolation. Meanwhile, the server adds carefully designed noises to the responses such that each client learns nothing about the embeddings of the entities it does not have locally. Given a security parameter $T$, we theoretically demonstrate that, the proposed SecEA protocol simultaneously achieves information-theoretic privacy against a curious server and any subset of up to $T$ clients from inferring 1) local entities of a victim client; 2) local embeddings of a victim client; and 3) embedding aggregations for an entity that is not owned by any colluding clients.

We implement the SecEA protocol, with a focus on cross-silo scenarios (Zhang et al., 2020) where clients have strong computing capability and reliable communication links (e.g., companies, schools, and hospitals). We run extensive experiments to evaluate utility performance and execution complexity of SecEA in practical settings, for comprehensive representation learning tasks including knowledge graph completion (Bordes et al., 2013; Sun et al., 2019; Nguyen et al., 2022), recommendation system (Salakhutdinov & Mnih, 2007; He et al., 2017; 2020), node classification in social network (Tang et al., 2015; Perozzi et al., 2014; Grover & Leskovec, 2016), and multi-view clustering (Jolliffe & Cadima, 2016; Baldi, 2012). Compared with the best-performing protocol EmbAvg (Chen et al., 2020) who has the server receive and aggregate all embeddings without any entity and embedding privacy, SecEA incurs a negligible performance loss of less than 5% across all tasks. For complexity evaluation, although the execution time of SecEA is in general longer than those of EmbAvg and PSI (Angelou et al., 2020), the additional latency is as small as 0.77% for training deep models on large datasets (e.g., training LightGCN on the MovieLens 1M (Harper & Konstan, 2015) dataset). Moreover, as the additional overheads of query computation, encoding of local embeddings, and decoding the embedding aggregations are independent between different entities, we parallelize these computations onto multiple computing processes and empirically demonstrate a (nearly) linear speedup with the number of processes. Therefore, given more computation resources, the latency of SecEA can be further reduced.

**Notation.** For two integers $m \leq n \in \mathbb{Z}$, we define $[m] \triangleq \{1, \ldots, m\}$ and $[m, n] \triangleq \{m, m + 1, \ldots, n\}$.

## 2 Backgrounds and Problem Formulation

### 2.1 Representation Learning

Consider a representation learning task with a dataset $\mathcal{D} = (\mathcal{E}, \mathcal{X})$, where $\mathcal{X}$ is a collection of data points (e.g., user information in a social network), and $\mathcal{E}$ is the set of entities of the data points in $\mathcal{X}$ (e.g., IDs of the users). For each $e \in \mathcal{E}$, we denote the unique data point in $\mathcal{X}$ who has entity $e$, as $X_e$. The goal is to train a collection of embedding vectors $\mathcal{H} = \{h_e : e \in \mathcal{E}\}$, from the original dataset $\mathcal{D}$, by minimizing some loss function $\mathcal{L}(\mathcal{D}, \mathcal{H})$. Here for each entity $e \in \mathcal{E}$, the vector $h_e \in \mathbb{F}^d$ denotes its corresponding embedding vector of length $d$. We next discuss some common representation learning tasks using the above framework. The discussions are divided into two distinct categories according to the type of the training data, as follows.

**Categorical Data.** The dataset $\mathcal{X}$ is a set of records, each of which has a corresponding index and a fixed number of features. The entity set $\mathcal{E}$ simply consists of the indices of the records. For each $e \in \mathcal{E}$, $X_e \in \mathcal{X}$ is the feature vector of the record with index $e$. One typical representation learning task on categorical data is multi-view clustering.

**Multi-view Clustering.** In this task, we have $n$ items, and the entity set $\mathcal{E} = \{1, \ldots, n\}$. The dataset $\mathcal{X}$ consists of $m$ pattern matrices $X^{(1)}, \ldots, X^{(m)}$. For each $1 \leq i \leq m$, $X^{(i)} \in \mathbb{R}^n_{\times k_i}$ represents a view of clustering distribution, where the $j$th row of $X^{(i)}$ is the probability distribution of item $j$ in one of $k_i$ clusters. The goal is to train an optimal pattern matrix $H \in \mathbb{R}^n_{+ \times d}$ for $d$ clusters, which is simultaneously close to all $m$ pattern matrices in some distance measure. Here the set of embeddings $\mathcal{H}$ is exactly the matrix $H$, with the embedding $h_e$ being the $e$th row of $H$. For instance, we can minimize the following loss function over $H$ (Long et al., 2008).

$$
\mathcal{L}(\mathcal{E}, \mathcal{X}, \mathcal{H}) = \sum_{i=1}^{m} GI(X^{(i)} || H \cdot P^{(i)}),
$$

where $GI(X||Y) = \sum_{i,j} \left(\log X_{ij} \log \frac{X_{ij}}{Y_{ij}} - X_{ij} + Y_{ij}\right)$ is the generalized I-divergence function (Bickel & Scheffer, 2004), and $P^{(i)} \in \mathbb{R}^{d \times k_i}$ is a projection matrix that maps $H$ onto $\mathbb{R}^n_{+ \times k_i}$.
Graph-structured Data. A graph $\mathcal{G} = (\mathcal{V}, \mathcal{U})$ consists of a vertex set $\mathcal{V}$ and an edge set $\mathcal{U}$. Each vertex $v \in \mathcal{V}$ has an associated entity $e(v)$, and $\mathcal{E} = \{e(v) : v \in \mathcal{V}\}$ is the set of entities for all vertices. There is a function $r : \mathcal{U} \rightarrow \mathcal{R}$ that maps each edge in $\mathcal{U}$ to a value in some domain $\mathcal{R}$. For each vertex $v$, its corresponding data point $X_{e(v)}$ contains the names of the neighbours of $v$, and the values of the edges that incident from $v$. That is, for vertex $v$ with neighbour set $\mathcal{N}_v \subseteq \mathcal{V}$, we have $X_{e(v)} = \{(e(v'), r((v, v'))) : v' \in \mathcal{N}_v\}$.

We describe some representation tasks on graph data.

Social Network Mining. In a social network graph $\mathcal{G} = (\mathcal{V}, \mathcal{U})$, each vertex $v \in \mathcal{V}$ represents a user. An edge $(u, v) \in \mathcal{U}$ represents the presence of certain relation between users $u$ and $v$ (e.g., friends or colleagues). The entity $e(v)$ of a user $v$ is simply his or her ID. The data point $X_{e(v)}$ of entity $e(v)$ contains the IDs of users who connect to $v$, i.e., $X_{e(v)} = \{e(v') : v' \in \mathcal{N}_v\}$. For the user IDs in $\mathcal{E}$, we will need to train $\mathcal{H} = \{h_{e(v)} : v \in \mathcal{V}\}$ by minimizing the negative log-likelihood function:

$$
\mathcal{L}(\mathcal{E}, \mathcal{V}, \mathcal{U}, \mathcal{H}) = \sum_{v \in \mathcal{V}} - \log \Pr(X_{e(v)}|\mathcal{H}).
$$

After obtaining the optimal embeddings for all users, we can use them to predict interests of potential user connections, and provide recommendation services. The above framework also applies to the task of discovering similarities between structures of protein molecules, on graphs constructed by connecting proteins with similar molecular structures (see, e.g., (Kovács et al., 2019)).

Recommendation System. The dataset is represented as a bipartite graph $\mathcal{G} = (\mathcal{V}, \mathcal{U})$, where the vertex set $\mathcal{V}$ is partitioned into the set of user vertices $\mathcal{V}^u$ and the set of item vertices $\mathcal{V}^i$. An edge $(u, i) \in \mathcal{U}$ exists, if user $u \in \mathcal{V}^u$ has rated item $i \in \mathcal{V}^i$, and its value $r((u, i))$ is the rating. The entity $e(u)$ is the ID of user $u$, and the entity $e(i)$ is the ID of item $i$. The goal is to minimize the root mean square error (RMSE), over the set of user embeddings $\mathcal{H}^u = \{h_{e(u)} : u \in \mathcal{V}^u\}$ and item embeddings $\mathcal{H}^i = \{h_{e(i)} : i \in \mathcal{V}^i\}$.

$$
\mathcal{L}(\mathcal{E}, \mathcal{V}, \mathcal{U}, \mathcal{H}_u, \mathcal{H}_i) = \sum_{(u,i) \in \mathcal{U}} ||r((u,i)) - h_{e(u)}^\top h_{e(i)}||^2.
$$

Using obtained embeddings, we can predict the missing ratings of user $u$ on item $i$ by computing $h_{e(u)}^\top h_{e(i)}$.

Knowledge Graph. In a knowledge graph $\mathcal{G} = (\mathcal{V}, \mathcal{U})$, each vertex $v \in \mathcal{V}$ represents an object (e.g., it can be a person, or a location). The entity $e(v)$ of vertex $v$ is its unique ID (e.g., the name of a person). There is an edge between objects $u$ and $v$ if they have certain relations, and the value of the edge $r((u, v))$ represents the specific type of their relation. For instance, the relation between two people can be “parent”, “friends”, or “classmates”. In this task, except for training the set of entity embeddings $\mathcal{H}_e = \{h_{e(v)} : v \in \mathcal{V}\}$ for the set of vertices in $\mathcal{V}$, we also need to optimize a set of relation embeddings $\mathcal{H}_r = \{h_r : r \in \mathcal{R}\}$, where $\mathcal{R}$ is the set of all relation types, and $h_r$ is the embedding vector corresponding to a specific type $r$. Finally, we need to maximize some score function $\mathcal{S}$ over the entity and relation embeddings. For instance, the TransE knowledge graph model (Bordes et al., 2013) adopts the following score function.

$$
\mathcal{S}(\mathcal{E}, \mathcal{V}, \mathcal{U}, \mathcal{H}_e, \mathcal{H}_r) = \sum_{(r, e') \in \mathcal{U}} ||h_{e(v)} - h_r((v, v')) + h_{e(v')})||.
$$

Various downstream tasks can be performed using the obtained embedding vectors, which include predicting possible relations between objects, and identifying objects that possess certain relations with the target objects (Ji et al., 2021).

2.2 Federated Representation Learning

Federated learning (FL) (McMahan et al., 2017) is a privacy-preserving collaborative learning paradigm, which enables a group of distributed clients, each with some private local data, to collaboratively train a high-performance global model without revealing their private data, with the help of a central server. To do so, using the classical FedAvg (McMahan et al., 2017) algorithm, each client trains a local model with their private data and sends obtained model to the server, who aggregates the local models from many clients to obtain a global model.

Here we focus on executing FL for representation learning tasks, i.e., Federated Representation Learning (FRL) (Chai et al., 2020; Wu et al., 2021; Chen et al., 2020). Instead of training a global model, the goal of FRL is to train a global embedding for each distinct entity. Having locally trained embeddings for its local entities using private data, the clients aggregate the local embeddings of the same entity to obtain a global embedding.

An FRL network consists of a central server and $N$ clients. For each $n \in [N]$, client $n$ has a local dataset $\mathcal{D}_n = (\mathcal{E}_n, \mathcal{X}_n)$ consisting of a set of local entities $\mathcal{E}_n$ and a set of local data points $\mathcal{X}_n$. The entity sets across clients may overlap, i.e., $\mathcal{E}_n \cap \mathcal{E}_v \neq \emptyset$ for $n \neq v$. An FRL protocol proceeds in rounds. In each round $t$, with the knowledge of a global embedding $h_e(t)$ for each entity $e \in \mathcal{E}_n$, client $n$ trains its local embeddings over $\mathcal{D}_n$:

$$
\{h_{e,n}^{(t)} : e \in \mathcal{E}_n\} = g(\{h_e^{(t)} : e \in \mathcal{E}_n\}; \mathcal{D}_n),
$$

where $g$ denotes some learning algorithm, and $h_{e,n}^{(t)}$ denotes the updated local embedding of entity $e$ at client $n$ in round $t$. Having updated their local embeddings, the $N$ clients communicate these embeddings with each other, via the assistance of the central server, such that for each $n \in \mathcal{N}$.
[\{N\}, and each \( e \in \mathcal{E}_n \), client \( n \) obtains an updated global embedding of entity \( e \), which is computed by averaging the local embeddings of \( e \) from all the clients who have \( e \) locally. More precisely, for each entity \( e \), the global embedding \( h^{(t+1)}_e \) for the next round is computed as

\[
h^{(t+1)}_e = \frac{\sum_{v \in [N]} \mathbb{1}(e \in \mathcal{E}_v) \cdot h^{(t)}_{v,e}}{\sum_{v \in [N]} \mathbb{1}(e \in \mathcal{E}_v)}, \tag{2}
\]

where \( \mathbb{1}(x) \) is the indicator function that returns 1 when \( x \) is true and 0 otherwise. The global embeddings of the entities are updated iteratively until convergence, via the above aggregation rule.

**Privacy Leakage in FRL.** Within the FRL framework, the key step of embedding aggregation across clients may expose the system under security attacks, resulting in the leakage of the clients’ private data. Firstly, the local embeddings \( \{h^{(t)}_{v,e} : e \in \mathcal{E}_v\} \) trained as in (1) are highly related to the local data samples \( \mathcal{X}_v \), and if the embeddings are shared in the clear with the server or the other clients during embedding aggregation, they can be exploited by curious parties to infer \( \mathcal{X}_v \). On the other hand, the privacy of the entity set can also be of vital importance for each client. For instance, no movie website would be willing to share the identities of its registered users to collaborate with other movie websites to improve recommendation services, due to various reasons like users’ privacy and competitive advantages. However, as indicated in (2), the local embeddings are required to be aligned by their entities before aggregation, and entity alignment can also reveal information about entity sets at the clients.

Multiple inference attacks have been developed using embedding information. In (Song & Raghunathan, 2020), an embedding inversion attack was developed to reconstruct the original words in the training set from the word embeddings, using the relaxed optimization method (Jang et al., 2016). The membership of an entity at a client can be inferred from the client’s embeddings using the threshold attack (Sablayrolles et al., 2019). In such attack, a target entity is firstly mapped to an embedding through a trained model, and the obtained embedding is compared with the embeddings received from a client to determine if the target entity exists on that client. Besides the embeddings, if the attacker also has access to some features of the original data (e.g., the occupations of users in a social network), it can train a classifier to predict sensitive attributes from the data embeddings (Song & Raghunathan, 2020).

**Threat Model.** We consider honest-but-curious adversaries, which is the common model adopted to study privacy vulnerabilities in FL systems. Specifically, corrupted parties (clients and the server) will faithfully follow the learning protocol, but will try to infer a client’s private information including its entity set and data samples. The adversary can corrupt the server, or multiple clients, but not server and clients simultaneously, i.e., the server does not collude with clients to infer private information of other clients.

We consider two types of privacy: entity-privacy and embedding-privacy. More concretely, given a security parameter \( T < N \), an embedding aggregation protocol is considered \( T \)-secure if the following two requirements are simultaneously satisfied:

- **Entity-privacy:** the entity set of any individual client must be kept private from the server and the remaining clients, even if any up to \( T \) clients collude to share information with each other. In other words, the server or any subset of \( T \) colluding clients learn nothing about which entities are owned by each of the other clients.

- **Embedding-privacy:** 1) the server learns nothing about any local embedding of any client; 2) any subset of up to \( T \) colluding clients learn nothing about the local embeddings of the other clients, beyond the embedding aggregations of the colluding clients’ local entities.

The goal of this paper is to design a provably secure embedding aggregation protocol, for general FRL tasks. As secure computation protocols are built upon cryptographic primitives that carry out operations over finite fields, we consider each element of an embedding vector being from a finite field \( \mathbb{F}_q \) of order \( q \).

### 3 Technical Challenges and Limitations of Existing Approaches

The main technical challenges to the above secure embedding aggregation problem center around how can each client in the system, for each of its local entities, aggregates the corresponding local embedding with those of all other clients who also have this entity (i.e., computes the global embedding (2) exactly), without knowing the distribution of entities (entity privacy), and simultaneously maintains the embedding privacy, i.e., not knowing anything about the individual or global embedding of any entity that is not locally owned. In the rest of the section, we review related existing techniques to improve the security of FL systems, and explain why they fall short in addressing the considered secure embedding aggregation problem.

Secure aggregation (SA) protocols have been developed to protect the data privacy during model aggregation for federated learning of a global model (Bonawitz et al., 2017; So et al., 2020; Yang et al., 2021; Wei et al., 2020; Seif...
The basic idea is to mask clients’ local models with some random noises, such that when aggregating the masked models, the server learns nothing about the individual models other than their (exact or approximate) summation. However, secure aggregation is not applicable in a FRL system, as the entities may arbitrarily distribute among clients (Sattler et al., 2020) and the distribution of entities is private to the clients and the server. In this case, a client does not know the peers who share common entities, and does not know with whom to aggregate local embeddings.

One way to resolve the above issue is to perform private entity alignment before embedding aggregation. Private Set Intersection (PSI) is a multi-party computation technique which allows parties to learn the intersection of their local set without revealing each individual set (Buddhavarapu et al., 2020; Freedman et al., 2004; Huang et al., 2012; Pinkas et al., 2016; Kissner & Song, 2005). PSI has been widely employed for ID alignment in vertical federated learning (vFL) problems (Hardy et al., 2017; Angelou et al., 2020; Yang et al., 2019), for which the dataset is partitioned along the feature space among different clients. For the embedding aggregation problem, we can first perform PSI on the local entity sets for all clients to agree on their common entities, and then apply secure aggregation to aggregate the embeddings of these entities. However, this PSI+SA approach suffers from 1) privacy leakage: the existence of the common entities at each client is known globally; and 2) performance degradation: embeddings of entities common to a subset of clients are not aggregated. In the worst case, no embedding aggregation would happen if no entity is common to all clients.

Alternatively, private entity alignment can also be achieved via Private Set Union (Seo et al., 2012; Frikken, 2007; Gopi et al., 2020; Sun et al., 2021), which privately computes the union of the clients’ entity sets without revealing the entity set of each client. For the embedding aggregation problem, after the clients obtain the global set of all entities via PSU, they can perform secure aggregation on each of these entities where a client would use an auxiliary all-zero embedding for an each entity it does not have locally. While PSU+SA approach overcomes both shortcomings of PSI, the aggregated global embeddings of all entities are known to all clients. This leaks the global embeddings of some entities to clients who do not have these entities locally, violating the embedding-privacy requirement.

Given our objective that each client only obtains the aggregated embeddings of its intended local entities, without revealing these entities, it is related to the problem of Private Information Retrieval (PIR). PIR protocols allow a user to retrieve an item from a database stored at multiple servers, without revealing to the servers which item is being retrieved. The PIR problem was introduced by Chor et al. (Chor et al., 1995) and has recently been studied extensively from an information-theoretic perspective (Sun & Jafar, 2017; Banawan & Ulukus, 2018; Zhu et al., 2019a; Ulukus et al., 2022; Zhu et al., 2022a;b). To retrieve the desired item, the user sends some private queries to the servers, who then generate responses following the instructions of the received queries, and finally the user recovers the intended item from the collected responses. For our embedding aggregation problem, while we may consider each client as a user of the PIR problem and tries to privately retrieve the aggregated embeddings of its entities, it is not clear how the embeddings can be aggregated and stored in the system in a privacy-preserving manner, and how to design compatible private queries to guarantee correct recovery.

To summarize, the secure embedding aggregation problem in FRL systems is highly challenging, and the current security mechanisms on federated learning results in leaking entity privacy with low performance (PSI+SA) or embedding privacy (PSU+SA). This calls for a novel holistic design of secure embedding aggregation, for general FRL problems, with good aggregation performance and privacy guarantees. As a result, we present the first end-to-end secure embedding aggregation protocol, with no performance loss and strong information-theoretical privacy guarantees simultaneously on 1) clients’ local entities; 2) clients’ local embeddings; and 3) leakage of aggregated embeddings to unintended clients.

## 4 Secure Embedding Aggregation

We propose a secure embedding aggregation protocol, named SecEA, simultaneously providing entity and embedding privacy for general federated representation learning tasks. Our SecEA protocol consists of three main components: private entity union, private embedding sharing, and private embedding aggregation retrieval. Before the training starts, the FL system performs a one-time private entity union operation, such that each client can privately obtain the union of the entity sets of all clients, without knowing which entities are owned by which other client. Within each training round, after obtaining the updated local embeddings, each client secret shares them with the other clients using Lagrange polynomial interpolation (Yu et al., 2019). After the private embedding sharing, each client privately retrieves desired embedding aggregations from other clients, without revealing the requested entities and gaining additional information on embeddings of unintended entities. In the rest of this section, we present the proposed SecEA protocol in its three major components, and illustrate the core ideas via a simple example.
4.1 Private Entity Union

Before the training starts, the learning system executes a private entity union protocol, for each client and the server to privately obtain the union of the entity sets from all clients (i.e., \( \bigcup_{n \in [N]} \mathcal{E}_n \)), without knowing the entity set of any individual client.

Specifically, each client \( n \) first hashes each of its local entities \( e \in \mathcal{E}_n \) into the finite field \( \mathbb{F}_q \), using some collision-resistant hash function (e.g., SHA256). For ease of exposition, in what follows, we use entity \( e \) to denote its hash value. We assume that the numbers of entities owned by the \( N \) clients are publicly known, and focus on the scenario where each client locally has the same number of \( k \) entities.\(^1\)

Our protocol leverages techniques for computing private set union in (Seo et al., 2012), and proceeds in the following steps.

1. Each client \( n \) represents its entity set \( \mathcal{E}_n \) by polynomial

\[
f_n(x) = \prod_{e \in \mathcal{E}_n} (x - e).
\]

The client chooses uniformly at random a polynomial \( r_n(x) \) of degree at most \( k - 1 \), and then takes the \( 2Nk \) high-order terms of reversed Laurent series of \( \frac{r_n(x)}{f_n(x)} \), denoted the sum of these terms by \( G_n(x) \) and corresponding coefficients by vector \( s_n \) of length \( 2Nk \).

2. Every pair of clients \( n, v \in [N] \) utilize a key agreement protocol (e.g., Diffie–Hellman key agreement (Diffie & Hellman, 1976)) to agree on a pairwise private seed \( a_{n,v} \). Then each client \( n \) sends a masked version of its local vector \( \tilde{s}_n = s_n + \sum_{v : n < v} \text{PRG}(a_{n,v}) - \sum_{v : n > v} \text{PRG}(a_{v,n}) \) to the server, where \( \text{PRG} \) is a secure pseudo-random generator. The server computes the sum of the masked vectors

\[
\sum_{n \in [N]} \tilde{s}_n = \sum_{n \in [N]} \left( s_n + \sum_{v : n < v} \text{PRG}(a_{n,v}) - \sum_{v : n > v} \text{PRG}(a_{v,n}) \right) = \sum_{n \in [N]} s_n,
\]

and then shares the result \( \sum_{n \in [N]} s_n \) with all the clients. Equivalently, the server and all the clients obtain \( \sum_{n=1}^N G_n(x) \), without knowing each individual \( G_n(x) \).

3. After getting the summation of \( G_n(x) \), each client performs rational function reconstruction algorithm (see, e.g., (Shoup, 2009) [Section 17.5.1]) to obtain two polynomials \( u(x) \) and \( L(x) \) such that \( \frac{u(x)}{L(x)} = \sum_{n=1}^N G_n(x) \) and \( \gcd(u(x), L(x)) = 1 \). Note from (Seo et al., 2012) that \( L(x) \) is exactly the least common multiple of \( f_1(x), \ldots, f_N(x) \), i.e., \( L(x) = \text{lcm}(f_1(x), \ldots, f_N(x)) \). Hence the client can factor \( L(x) \) over \( \mathbb{F}_q \), and obtains the roots of \( L(x) \) as the union of the entity sets \( \bigcup_{n \in [N]} \mathcal{E}_n \).

Thus, the above private entity union protocol ensures that each client can obtain the union of the entity sets at all clients.

4.2 Private Entity Sharing

We let the global entity set \( \mathcal{E} = \bigcup_{n \in [N]} \mathcal{E}_n = \{e_1, \ldots, e_M\} \), where \( M \) is the total number of distinct entities across all clients. After the initial private entity union operation, the set \( \mathcal{E} \) is known at all clients.

During each training round, each client \( n \) computes a set of local embeddings \( \{h_{n, e_m} : e_m \in \mathcal{E}_n\} \) as in (1).\(^2\) Recall from (2) that for each \( e_m \in \mathcal{E}_n \), client \( n \) wishes to update the corresponding embedding \( h_{n, e_m} \) using aggregation of the embeddings from clients who own \( e_m \) as follows

\[
h_{e_m} = \sum_{v \in [N]} \mathbb{1}(e_m \in \mathcal{E}_v) \cdot h_{v, e_m} \sum_{v \in [N]} \mathbb{1}(e_m \in \mathcal{E}_v).
\]

To proceed, each client \( n \) first appends one unit element to each of its locally trained embeddings, expanding the embedding of each entity \( e_m \in \mathcal{E}_n \) to \( h_{n, e_m} = (h_{n, e_m}, 1) \) of dimension of \( d + 1 \). On the other hand, for each entity \( e_m \notin \mathcal{E}_n \) that has not been encountered locally, client \( n \) generates its embedding with same dimension \( d + 1 \) and all the elements being 0. Consequently, for any \( m \in [M] \), each client \( n \) locally possesses an expanded embedding \( h_{n, e_m} \) of entity \( e_m \) with dimension \( d + 1 \), such that

\[
h_{n, e_m} = \begin{cases} (h_{n, e_m}, 1), & \text{if } e_m \in \mathcal{E}_n \\ (0, \ldots, 0), & \text{otherwise} \end{cases}.
\]

We point out that for client \( n \) to obtain the average embedding of its entity \( e_m \in \mathcal{E}_n \) as in (5), it is sufficient to obtain the aggregation \( \sum_{v \in [N]} h_{v, e_m} = \left( \sum_{v \in [N]} \mathbb{1}(e_m \in \mathcal{E}_v) \right) \cdot h_{e_m}, \sum_{v \in [N]} \mathbb{1}(e_m \in \mathcal{E}_v) \).

To perform secure embedding aggregation, our protocol requires each client to communicate secret shares of its local embeddings to the other clients. For reducing the communication cost among the clients, given the security

\(^1\) Otherwise, we can set \( k = \max \{ |\mathcal{E}_n| : n \in [N] \} \), and have each client \( n \) with less than \( k \) entities randomly sample \( k - |\mathcal{E}_n| \) values from the hashes of the local entities \( \mathcal{E}_n \).

\(^2\) We omit the round index \( t \) for brevity.
parameter $T$, we select a partitioning parameter $K$ such that

$$K = \left\lfloor \frac{N+1}{2} \right\rfloor - T. \quad (7)$$

Then, for each $m \in [M]$, client $n$ evenly partitions its local expanded embedding $\tilde{h}_{n,v,m}$ into $K$ sub-vectors of dimension $\frac{d+1}{2}$, i.e., $\tilde{h}_{n,v,m} = (\tilde{h}_{1,n,v,m}, \ldots, \tilde{h}_{K,n,v,m})$. Hence, client $n$ can accomplish the aggregation of embedding $e_m$ once it recovers the summations of the $K$ sub-vectors as follows

$$\sum_{v \in [N]} \tilde{h}_{v,e_m} = \left( \sum_{v \in [N]} \tilde{h}_{v,e_m}^1, \ldots, \sum_{v \in [N]} \tilde{h}_{v,e_m}^K \right). \quad (8)$$

We consider a set of public parameters known to all parties in the system, which consist of $K + T + N$ pairwise distinct elements from $\mathbb{F}_q$, denoted by $\{\beta_k, \alpha_n : k \in [K + T], n \in [N]\}$. These parameters are fixed across all training rounds and do not depend on entity embeddings. Each client $n \in [N]$, for each $m \in [M]$, samples independently and uniformly over $\mathbb{F}_{q^t}^d$, $T$ random noises $z^{m+1}_{n,v,m}, z^{m+2}_{n,v,m}, \ldots, z^{m+T}_{n,v,m}$, and then constructs a polynomial $\varphi_{n,e_m}(x)$ of degree at most $K + T - 1$ such that

$$\varphi_{n,e_m}(\beta_k) = \begin{cases} h_k & \forall k \in [K] \\ z_k & \forall k \in [K + 1 : K + T] \end{cases}. \quad (9)$$

By Lagrange interpolation rule and the degree restriction, $\varphi_{n,e_m}(x)$ can be uniquely expressed as

$$\varphi_{n,e_m}(x) = \sum_{i=1}^{K} \tilde{h}_{i,n,v,m} \prod_{j \in [K + T] \setminus \{i\}} \frac{x - \beta_j}{\beta_i - \beta_j} + \sum_{i=K+1}^{K+T} z_{i,n,v,m} \prod_{j \in [K + T] \setminus \{i\}} \frac{x - \beta_j}{\beta_i - \beta_j}. \quad (10)$$

Then, for each $v \in [N]$, client $n$ shares the evaluation of $\varphi_{n,e_m}(x)$ at point $x = \alpha_v$ with client $v$. The secret sharings sent by client $n$ to client $v$ across all $m \in [M]$ are given by

$$y_{n,v} = \left( \varphi_{n,e_1}(\alpha_v), \ldots, \varphi_{n,e_T}(\alpha_v) \right). \quad (11)$$

Next, client $v$ aggregate the sharings $\{y_{n,v}\}_{n \in [N]}$ received from all the clients and obtains

$$y_v \triangleq \sum_{n \in [N]} y_{n,v} = \left( \sum_{n \in [N]} \varphi_{n,e_1}(\alpha_v), \ldots, \sum_{n \in [N]} \varphi_{n,e_T}(\alpha_v) \right). \quad (12)$$

Note from (8) and (10) that, for each $m \in [M]$, $\sum_{n \in [N]} \varphi_{n,e_m}(\alpha_v)$ is a secret share of the global aggregated embedding $\sum_{n \in [N]} h_{n,v,m}$, at client $v$.

**Remark 1.** Since all communication between clients are through the relay of the central server, to protect information on entity embeddings from leaking to the server, clients mask their messages when communicating with each other. Specifically, as done in the private entity union phase, each pair of clients $n, v$ agree on a private seed $a_{n,v}$ unknown to the server. When client $n$ wishes to send $y_{n,v}$ to client $v$, the communication takes place in the following steps:

1. Client $n$ uploads $\tilde{y}_{n,v} = y_{n,v} + PRG(a_{n,v})$ to the server and the server forwards the received $\tilde{y}_{n,v}$ to client $v$.

2. Client $v$ decrypts the desired data $y_{n,v}$ by performing $\tilde{y}_{n,v} - PRG(a_{n,v}) = y_{n,v}$.

Similarly, in the following step of private embedding aggregation retrieval, all communication between the clients are performed following the above steps.\(^3\)

### 4.3 Private Embedding Aggregation Retrieval

After the private embedding sharing, each client obtains locally secret shares of global embedding aggregations of all $M$ entities. To privately retrieve desired embedding aggregations for entities in $\mathcal{E}$, without revealing the identities of local entities, each client $n$ sends some queries to each of other clients $v$ in a privacy-preserving manner. Then client $v$ responds with some answers following the instructions of the received queries. Finally, client $n$ reconstructs the desired embedding aggregations from the answers.

For each entity $e \in \mathcal{E}_n$ owned by client $n$, the client independently and uniformly generates $MT$ random variables $\{z_{m,K+1}, \ldots, z_{m,K+T}\}_{m \in [M]}$ from $\mathbb{F}_q$. Then, for each $m \in [M]$, the client constructs a query polynomial $\rho_{n,e_m}(x)$ of degree $K + T - 1$ such that

$$\rho_{n,e_m}(\beta_k) = \begin{cases} 1 & \text{if } e_m = e \\ 0 & \text{otherwise} \end{cases}, \forall k \in [K], \quad (13)$$

$$\rho_{n,e_m}(x) = \begin{cases} z_{m,K+1} & \forall k \in [K + 1 : K + T] \end{cases}. \quad (14)$$

Since the elements $\beta_k, k \in [K + T]$ are pairwise distinct, the query polynomial $\rho_{n,e_m}(x)$ can be explicitly written as

$$\rho_{n,e_m}(x) = \sum_{i=K+1}^{K+T} z_{m,i} \prod_{j \in [K + T] \setminus \{i\}} \frac{x - \beta_j}{\beta_i - \beta_j} + \sum_{i=1}^{K} \prod_{j \in [K + T] \setminus \{i\}} \frac{x - \beta_j}{\beta_i - \beta_j}, \text{ if } e_m = e \quad (15)$$

otherwise

Next, for each $v \in [N]$, client $n$ evaluates the $M$ query polynomials $\{\rho_{n,e_m}(x) : m \in [M]\}$ at $x = \alpha_v$ and sends

\(^3\)Alternatively, one can use public-key encryption to encrypt communication between clients.
them (the encoded queries) to client \( v \). We denote the query sent from client \( n \) to client \( v \), for retrieving the aggregation of entity \( e \in \mathcal{E}_n \), as
\[
\mathbf{q}_{n,v,e} = (\rho^1_{n,e}(\alpha_v), \ldots, \rho^M_{n,e}(\alpha_v)).
\]

Upon receiving the query, client \( v \) takes the inner product of the received query vector \( \mathbf{q}_{n,v,e} \) and its locally stored data \( \mathbf{y}_v \) in (12), generating the response (the secret sharing of the aggregation of \( e \)’s embeddings) \( A_{v,n,e} = \langle \mathbf{q}_{n,v,e}, \mathbf{y}_v \rangle \), and sends it back to client \( n \) via the central server.

Further, to prevent client \( n \) from inferring any additional information about the embeddings of unintended entities that are not in \( \mathcal{E}_n \), the server locally generates \( K + 2T - 1 \) random variables \( \{z^i_{n,e} : k \in [K+2T-1]\} \) distributed independently and uniformly over \( \mathbb{F}_q^{|\mathcal{E}_n|} \). Define a noise polynomial \( \psi_{n,e}(x) \) of degree \( 2(K + T - 1) \) such that
\[
\psi_{n,e}(\beta_k) = 0, \quad \forall k \in [K],
\]
\[
\psi_{n,e}(\alpha_k) = z^k_{n,e}, \quad \forall k \in [K+2T-1].
\]

The noise polynomial \( \psi_{n,e}(x) \) is the form of
\[
\psi_{n,e}(x) = \sum_{i \in [K+2T-1]} z^i_{n,e} \left( \prod_{j \in [K]} \frac{x - \beta_j}{\alpha_i - \beta_j} \right) \left( \prod_{\{i \in [K+2T-1] \setminus \{i\} \}} \frac{x - \alpha_i}{\alpha_i - \alpha_l} \right). \tag{19}
\]

Upon received the response \( A_{v,n,e} \) from client \( v \), the server adds an evaluation of \( \psi_{n,e}(x) \) at \( x = \alpha_v \) to \( A_{v,n,e} \) to generate
\[
Y_{v,n,e} = \langle \mathbf{q}_{v,n,e}, \mathbf{y}_v \rangle + \psi_{n,e}(\alpha_v),
\]
and forwards it to client \( n \). We note from (12) and (16) that the response \( Y_{v,n,e} \) is the evaluation of the following response polynomial \( Y_{v,n,e}(x) \) at point \( x = \alpha_v \).
\[
Y_{v,n,e}(x) = \sum_{m=0}^M \rho^m_{n,e}(x) \cdot \sum_{v' \in [N]} \varphi_{v',e,m}(x) + \psi_{n,e}(x). \tag{21}
\]

Finally, for each \( k \in [K] \), client \( n \) evaluates \( Y_{n,e}(x) \) at \( x = \beta_k \) to obtain
\[
Y_{n,e}(\beta_k) = \sum_{m=1}^M \rho^m_{n,e}(\beta_k) \cdot \sum_{v' \in [N]} \varphi_{v',e,m}(\beta_k) + \psi_{n,e}(\beta_k)
\]
\[
(a) = \sum_{v' \in [N]} \varphi_{v',e}(\beta_k) (b) = \sum_{v' \in [N]} \hat{h}^{v'}_{e,m},
\]
where \((a)\) is due to (13) and (17), and \((b)\) follows by (9). Therefore, client \( n \) can correctly recover the embedding aggregation \( \sum_{v \in [N]} \hat{h}_{v,e} \) for entity \( e \), as in (8).

For each \( n \in [N] \), client \( n \) repeats the above process for each entity \( e \in \mathcal{E}_n \) to retrieve the corresponding embedding aggregation \( \sum_{v \in [N]} \hat{h}_{v,e} \), and then computes the global embedding as in (5).

4.4 Illustrative Example

We illustrate the key ideas behind the proposed SecEA protocol through a simple example with \( N = 3 \) and \( T = 1 \). Assume that the entire system contains \( M = 2 \) entities, and their distributions onto the 3 clients are \( \mathcal{E}_1 = \{e_1\}, \mathcal{E}_2 = \{e_2\} \) and \( \mathcal{E}_3 = \{e_1\} \), respectively. The proposed SecEA protocol operates three phases as follows.

Private Entity Union. The system executes the private entity union protocol, for the server and all 3 clients to agree on the global set of entities \( \mathcal{E} = \{e_1, e_2\} \). Here the server does not know the entity set of any individual client, and each client does not know the entity sets of the other clients.

Private Embedding Sharing. In each round of global training, after training local embeddings, the clients append entity counts to the embeddings such that
\[
\hat{h}_{1,e_1} = (h_{1,e_1}, 1), \quad \hat{h}_{1,e_2} = (0, 0);
\]
\[
\hat{h}_{2,e_1} = (0, 0), \quad \hat{h}_{2,e_2} = (h_{2,e_2}, 1);
\]
\[
\hat{h}_{3,e_1} = (h_{3,e_1}, 1), \quad \hat{h}_{3,e_2} = (0, 0).
\]

Next, each client \( n \in [3] \) creates masked embeddings \( (y_{n,e_1}^{e_1}, y_{n,e_2}^{e_2}) \) as follows, and shares it with each client \( v \in [3] \).
\[
y_{1,1}^{e_1} = -\hat{h}_{1,e_1} + 2z_{1,e_1}, \quad y_{1,1}^{e_2} = -\hat{h}_{1,e_2} + 2z_{1,e_2};
\]
\[
y_{1,2}^{e_1} = -2\hat{h}_{1,e_1} + 3z_{1,e_1}, \quad y_{1,2}^{e_2} = -2\hat{h}_{1,e_2} + 3z_{1,e_2};
\]
\[
y_{1,3}^{e_1} = -3\hat{h}_{1,e_1} + 4z_{1,e_1}, \quad y_{1,3}^{e_2} = -3\hat{h}_{1,e_2} + 4z_{1,e_2};
\]
\[
y_{2,1}^{e_1} = -\hat{h}_{2,e_1} + 2z_{2,e_1}, \quad y_{2,1}^{e_2} = -\hat{h}_{2,e_2} + 2z_{2,e_2};
\]
\[
y_{2,2}^{e_1} = -2\hat{h}_{2,e_1} + 3z_{2,e_1}, \quad y_{2,2}^{e_2} = -2\hat{h}_{2,e_2} + 3z_{2,e_2};
\]
\[
y_{2,3}^{e_1} = -3\hat{h}_{2,e_1} + 4z_{2,e_1}, \quad y_{2,3}^{e_2} = -3\hat{h}_{2,e_2} + 4z_{2,e_2};
\]
\[
y_{3,1}^{e_1} = -\hat{h}_{3,e_1} + 2z_{3,e_1}, \quad y_{3,1}^{e_2} = -\hat{h}_{3,e_2} + 2z_{3,e_2};
\]
\[
y_{3,2}^{e_1} = -2\hat{h}_{3,e_1} + 3z_{3,e_1}, \quad y_{3,2}^{e_2} = -2\hat{h}_{3,e_2} + 3z_{3,e_2};
\]
\[
y_{3,3}^{e_1} = -3\hat{h}_{3,e_1} + 4z_{3,e_1}, \quad y_{3,3}^{e_2} = -3\hat{h}_{3,e_2} + 4z_{3,e_2};
\]
where $z_{1,e_1}, \ldots, z_{3,e_2}$ are noises sampled uniformly at random.

Each client $v \in [3]$ aggregates the received masked embeddings from all 3 clients to obtain

$$y_1 = (y_{1,1}^1 + y_{2,1}^1 + y_{3,1}^1, y_{1,1}^2 + y_{2,1}^2 + y_{3,1}^2),$$
$$y_2 = (y_{1,2}^1 + y_{2,2}^1 + y_{3,2}^1, y_{1,2}^2 + y_{2,2}^2 + y_{3,2}^2),$$
$$y_3 = (y_{1,3}^1 + y_{2,3}^1 + y_{3,3}^1, y_{1,3}^2 + y_{2,3}^2 + y_{3,3}^2).$$

Private Embedding Aggregation Retrieval. We explain how client 1 privately retrieves its intended embedding aggregation $h_{1,e_1} + h_{2,e_1} + h_{3,e_1}$, without revealing the entity $e_1$. The other clients follow the same procedure to retrieve their intended embedding aggregations. Specifically, client 1 samples 2 masks $z_1$ and $z_2$ uniformly at random, and sends a coded query $q_v$ to client $v \in [3]$, where

$$q_1 = (-1 + 2z_1, 2z_2), q_2 = (-2 + 3z_1, 3z_2), q_3 = (-3 + 4z_1, 4z_2).$$

Having received the query $q_v$, client $v \in [3]$ computes the inner product $A_v = \langle q_v, y_v \rangle$ as the response, and sends it back to client 1 through the server. Upon receiving the responses $A_1, A_2, A_3$, the server adds locally generated random noises $s_1$ and $s_2$ to obtain the results $Y_1, Y_2, Y_3$, and forwards them to client 1, where

$$Y_1 = A_1 + 3s_1, Y_2 = A_2 + 3s_2, Y_3 = A_3 - 6s_1 + 8s_2.$$  

Note that adding $s_1$ and $s_2$ at the server prevents client 1 from learning any additional information about $h_{2,e_2}$.

With $Y_1, Y_2, Y_3$, client 1 recovers

$$h_{1,e_1} + h_{2,e_1} + h_{3,e_1} = (h_{1,e_1} + h_{3,e_1}, 2) = 6Y_1 - 8Y_2 + 3Y_3,$$
and computes the global embedding of its entity $e_1$ as

$$h_{1,e_1} + h_{3,e_1} = \frac{6Y_1 - 8Y_2 + 3Y_3}{2}.$$  

We would like to remark here that through this example, the advantage of our protocol over PSI-based protocols can be easily seen. As the intersection of 3 clients’ entity sets is $\emptyset$, PSI-based protocol would not have performed any embedding aggregation, missing the opportunity for clients 1 and 3 to collaborate. In general, our SecEA is superior to PSI-based protocols in the following two aspects: 1) SecEA builds upon private entity union, which captures all possible aggregation opportunities across all subsets of clients, while PSI allows embedding aggregations only within the intersection of all clients’ entity sets; 2) SecEA achieves higher level of entity privacy. While PSI still reveals the existence of entities in the intersection at the other clients, the local entities of a client are completely kept private.

5 THEORETICAL ANALYSIS

5.1 Theoretical Guarantees

We formally describe the privacy guarantees of the SecEA protocol in the following theorem.

Theorem 1. Consider a distributed system of a central server and $N$ clients. The proposed secure embedding aggregation (SecEA) protocol for general federated embedding learning tasks is $T$-secure for any $T < \frac{N}{2}$, i.e., it simultaneously achieves entity-privacy and embedding-privacy against 1) the curious server, and 2) any subset of up to $T$ colluding clients.

Proof. We present an information-theoretic proof in Appendix A, which shows that any $T$ colluding clients (with unlimited computation power) learn absolutely nothing about other clients’ entities and their corresponding local or aggregated embeddings (zero mutual information).

5.2 Complexity Analysis

To understand the operational cost of providing the FL system with entity and embedding privacy, we analyse the storage, communication, and computation complexities of the proposed SecEA protocol, in unit of elements or operations in the corresponding finite fields.

In the private entity union phase, the computation cost at each client $n$ mainly includes computing $G_n(x)$, computing $L(x)$ and factoring $L(x)$ over the finite field $\mathbb{F}_q$, which require the complexity $O(N^2k^2)$, $O(N^2k^2)$ and $O(N^2k^2 \log(q))$, respectively (Seo et al., 2012), where $k = \max\{|E^n| : n \in [N]\}$ is the maximum number of local entities across all the clients. Moreover, the complexity of computing the mask $\sum_{n:v_n < v} PRG(\alpha_{n,v}) - \sum_{n:v_n > v} PRG(\alpha_{n,v})$ for $s_n$ is $O(N^2k)$ as the PRG has the same length of $2Nk$ with $s_n$. Thus, the computation cost at each client is $O(N^2k^2 \log(q))$. In addition, in private entity union, the communication at each client $n$ includes uploading $s_n$ to the server and downloading $\sum_{n \in [N]} s_n$ from the server, incurring a communication cost of $O(Nk)$.

Remark 2. We note that as the private entity union operation is performed only once before the training rounds, we expect a negligible contribution of its computation and communication costs into the overhead of the SecEA protocol.

We next analyse the complexities of secure embedding sharing and private embedding aggregation retrieval, which are operations carried out in each training round of the SecEA protocol. We note that the queries in (16) and the noise terms $\psi_{h,e}(\alpha_v)$ in (20) are constructed independently of the entity embeddings, and thus can be computed and stored offline before each round starts. These offline storage and computation costs are analysed as follows.
Offline Storage Cost. The offline storage contains the queries (16) and the noise terms $\psi_{n,e}(\alpha_v)$ in (20) that are both used in private embedding aggregation retrieval. Each client $n$ can independently generate a query vector $q_{n,v,e}$ of length $M$ sent to each client $v \in [N]$ for any entity $e \in \mathcal{E}_n$. Thus, the storage cost at client $n$ is $O(MN|\mathcal{E}_n|)$.

For each client $n$, the server can independently generate the noise $\psi_{n,e}(\alpha_v)$ of dimension $\frac{dN}{K}$ for any $e \in \mathcal{E}_n$ and $v \in [N]$. Hence, the total offline storage cost at the server for all $N$ clients is $O\left(\frac{dN}{K} \sum_{v=1}^{N} |\mathcal{E}_v|\right)$.

Offline Computation Cost. The offline computation includes the generating queries and noise terms in private embedding aggregation retrieval. The queries $\{\rho_{n,e}^{\alpha_v}(\alpha_v)\}_{v\in[N]}$ in (16) at client $n$ are generated by evaluating the polynomial $\rho_{n,e}^{\alpha_v}(x)$ (15) of degree $K + T - 1 < N$ at $N$ points, for each $m \in [M]$ and $e \in \mathcal{E}_n$. This can be done with complexity $O(MN(\log N)^2|\mathcal{E}_n|)$ (Von Zur Gathen & Gerhard, 2013).

Similarly, for $n$-th client, the noise terms $\{\psi_{n,e}(\alpha_v)\}_{v\in[N]}$ of dimension $\frac{dN}{K}$ in (20) are generated at the server by evaluating the polynomial $\psi_{n,e}(x)$ of degree $2(K+T-1) < N$ at $N$ points. Repeating this operation for all the entities in $\mathcal{E}_n$ yields a complexity of $O\left(\frac{dN}{K} (\log N)^2 |\mathcal{E}_n|\right)$. The total offline computational complexity at the server is $O\left(\frac{dN}{K} (\log N)^2 \sum_{n=1}^{N} |\mathcal{E}_n|\right)$. We continue to analyze the online communication and computation cost of SecEA, which involves operations carried out after updating the embeddings via local training.

Online Communication Cost. The online communication overhead at each client $n$ consists of three parts: 1) sending the encoded vector $y_{n,v}$ in (11) of dimension $\frac{dM}{K} + 1$ to each client $v \in [N]$; 2) sending the query vector $q_{n,v,e}$ in (16) of dimension $M$ to each client $v \in [N]$ for each entity $e \in \mathcal{E}_n$; 3) responding the answer $A_{n,v,e}$ of dimension $\frac{d+1}{K}$ to client $v$ for each $v \in [N]$ and $e \in \mathcal{E}_n$. The incurred communication overhead of client $n$ for these three parts is $O\left(\frac{dM}{K}N\right), O\left(MN|\mathcal{E}_n|\right)$ and $O\left(\frac{d+1}{K} \sum_{v=1}^{N} |\mathcal{E}_v|\right)$, respectively. Thus the online communication overhead at clients $n$ is $O\left(\frac{dM}{K}N + MN|\mathcal{E}_n| + \frac{d+1}{K} \sum_{v=1}^{N} |\mathcal{E}_v|\right)$.

Online Computation Cost. The online computation overhead at client $n$ also contains three parts: 1) generating the encoded data $\{\varphi_{n,e,v}(\alpha_v)\}_{v\in[N]}$ sent to the $N$ clients for all $m \in [M]$, in the private embedding sharing phase. This can be viewed as evaluating the polynomial $\varphi_{v,e,v}(x)$ in (10) of degree $K + T - 1 < N$ at $N$ points, for $\frac{d+1}{K}$ times for each $m \in [M]$, which can be achieved by complexity $O\left(\frac{dM(\log N)^2}{K}\right)$ (Von Zur Gathen & Gerhard, 2013); 2) generating the answer $A_{n,v,e}$ to client $v$ by computing a linear combination of two vectors of dimension $M$, $\frac{d+1}{K}$ times for each $v \in [N]$ and each $e \in \mathcal{E}_v$, which incurs a complexity of $O\left(\frac{dM}{K} \sum_{v=1}^{N} |\mathcal{E}_v|\right)$; 3) decoding the embedding aggregation of entity $e$ by first executing a $(N, 2(K+T-1)+1)$ Reed-Solomon decoder to obtain a polynomial $Y_{n,e}(x)$ of degree $2(K+T-1) < N$, and then evaluating the polynomial at $K < N$ points. Repeating this operation for all entities in $\mathcal{E}_n$ yields a computational complexity of $O\left(\frac{dN M (\log N)^2}{K} |\mathcal{E}_n|\right)$ (Gao, 2003). To summarize, the overall online computation overhead at client $n$ is $O\left(\frac{dM}{K} N (\log N)^2 + \frac{d+1}{K} \sum_{v=1}^{N} |\mathcal{E}_v|\right)$.

Table 1. Complexities of the proposed SecEA protocol in one global round. Given security parameter $T$, each embedding vector is partitioned into $K = \lfloor \frac{N+1}{2} \rfloor - T$ sub-vectors.

| Complexity | Offline storage at client | Offline storage at server | Offline comp. at client | Offline comp. at server | Online comm. at client | Online comm. at server | Online comp. at client | Online comp. at server |
|------------|---------------------------|---------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
|            | $O(MN|\mathcal{E}_n|)$     | $O(\sum_{n=1}^{N} |\mathcal{E}_n|)$ | $O(MN(\log N)^2|\mathcal{E}_n|)$ | $O(\frac{dM}{K} N |\mathcal{E}_n| + \frac{d+1}{K} \sum_{v=1}^{N} |\mathcal{E}_v|)$ | $O(\frac{dM}{K} N + MN|\mathcal{E}_n| + \frac{d+1}{K} \sum_{v=1}^{N} |\mathcal{E}_v|)$ | $O(\frac{dM}{K} N (\log N)^2 + \frac{d+1}{K} \sum_{v=1}^{N} |\mathcal{E}_v|)$ | $O(\frac{dM}{K} N (\log N)^2 + \frac{d+1}{K} \sum_{v=1}^{N} |\mathcal{E}_v|)$ | $O(\frac{dM}{K} N (\log N)^2 + \frac{d+1}{K} \sum_{v=1}^{N} |\mathcal{E}_v|)$ |

With respect to the online computational complexity at the server, it simply masks the response $A_{n,v,e}$ received from client $v$ with the locally stored evaluation $\psi_{n,e}(\alpha_v)$, for each pair of $n, v \in [N]$. This incurs a complexity of $O\left(\frac{dM}{K} \sum_{n=1}^{N} |\mathcal{E}_n|\right)$. We summarize the complexities of the proposed SecEA protocol in each training round in Table 1. Recall from (7) that each embedding is partitioned into $K = \lfloor \frac{N+1}{2} \rfloor - T$ sub-vectors. We have following observations from Table 1: (1) There is a tradeoff between privacy guarantee and system complexity. To achieve a higher privacy guarantee with a larger $T$, we will have a smaller value of $K$, which leads to a higher storage, computation, and communication overhead; and (2) In most of practical scenarios, e.g., training a recommendation system with $M = 6000$ entities across $N = 10$ companies, we have $M \gg N$ and the total online computation cost of client and server is dominated by a complexity of $O\left(\frac{2dM}{K} \sum_{n=1}^{N} |\mathcal{E}_n|\right)$.

6 Empirical Evaluations

We conduct a comprehensive experimental study on the learning performance and the operational complexity of the proposed SecEA protocol, via a wide range of representation learning tasks including knowledge graph, recommendation system, social network, and categorical clustering.

Datasets and Metrics. For each learning task, we employ several benchmark datasets, and focus on the typical performance metrics. For knowledge graph, we consider three benchmark knowledge graphs Kinship (Lin et al., 2018), WN18 (Bordes et al., 2013), and FB15k (Bordes et al.,
2013), and use the metric Mean Reciprocal Rank (MRR). For recommendation system, we consider the datasets Last.FM (Cantador et al., 2011) and MovieLens (Harper & Konstan, 2015), and the metric Normalized Discounted Cumulative Gain (NDCG). For social network tasks, we select three datasets Citeseer, Cora, and Wikipedia (Wiki) (Sen et al., 2008), and use Micro F1 as the metric. For categorical clustering tasks, we use three categorical datasets SPECT Heart, Soybean, and Census Income (Dua & Graff, 2017), and the Normalized Mutual Information (NMI) as the metric. We summarize their statistics in Table 2. Each of these datasets is randomly split into a training set and a test set on the sample level. We partition each training set across the clients in a non-i.i.d. manner, which is common for practical FL tasks (see Appendix B for detailed descriptions on partition strategies).

| Task                          | Dataset  | #Samples | #Entities | #Classes |
|-------------------------------|----------|----------|-----------|----------|
| Knowledge Graph               | Kinship  | 10,686   | 104       | 25       |
|                               | WN18     | 151,442  | 40,943    | 18       |
|                               | FB15k    | 392,213  | 14,931    | 1,345    |
| Recommendation System         | LastFM   | 92,792   | 1,892     | -        |
|                               | MovienLens 100k | 100,000 | 943       | 5        |
|                               | MovienLens 1m | 1,000,000 | 6,040   | 5        |
| Social Network                | Citeseer | 4,732    | 3,321     | 6        |
|                               | Cora     | 5,429    | 2,708     | 7        |
|                               | Wiki     | 17,981   | 2,405     | 17       |
| Categorical Clustering        | SPECT    | 267      | 267       | 2        |
|                               | Soybean  | 307      | 307       | 19       |
|                               | Census Income | 48,842 | 48,842    | 2        |

Models. For each task, we consider two or three classical models for evaluation. In knowledge graph completion, we use TransE, RotatE and NoGE. In recommendation system, we use SVD, NCF and LightGCN. In social network, we evaluate LINE, DeepWalk and Node2Vec. In categorical clustering, we consider PCA and Autoencoder. We describe the choices of the hyper-parameters of these models in Appendix B.

We perform experiments under the following settings. 1) Entire. Embeddings of all entities are trained centrally on the entire training data. 2) Single. Each client trains the embeddings of its local entities using the local data. 3) EmbAvg. The server performs the embedding aggregation such that for each entity, the local embeddings of all clients who have this entity locally are aggregated to generate a global embedding, which is then sent back to these clients for the training of next round. Note that in this setting the server knows the entity set and the local embeddings of each client, and there is no privacy guarantee. 4) PSI. The server only aggregates embeddings of the entities that belong to the intersection of all clients’ entity sets via secure aggregation, and sends the aggregated results back to each client. 5) SecEA($p$). For some precision parameter $p$, the elements of local embeddings are quantized to keep $p$ digits after the decimal point, and then the quantized embeddings are aggregated using SecEA protocol.

The executions of the protocols were simulated on a single machine using Intel(R) Xeon(R) Gold 5118 CPU @ 2.30GHz with 12 cores of 48 threads. The embeddings of each client were trained on an NVIDIA GeForce 3090 GPU with 24G RAM. Through the experimental evaluations, we would like to answer the following questions: 1) How does the embedding aggregation help to improve the model utility? 2) How does incorporating SecEA affect the model utility? 3) What is the complexity overhead of executing SecEA in different tasks?

### 6.1 Performance Evaluation

For all FL settings, we perform the experiments over $N = 3$ clients. We choose the finite field of order $q = 2^{32}$ for SecEA. We repeat the execution of each task 5 times, and record in Table 3 the average evaluation results, over the execution trials and the clients. We observe that for all tasks, all settings involving embedding aggregation (i.e., EmbAvg, PSI, and SecEA) outperform the Single setting, demonstrating the effectiveness of aggregating embeddings. Particularly, EmbAvg achieves the best performance, with an improvement ranging from 1.14% to 115.10% over the Single setting. In each task, the biggest improvement ratio of our protocol SecEA over Single for different datasets are as follows. In knowledge graph completion, 25.01% of RotatE on Kinship, 97.14% of NoGE on WN18 and 55.10% of TransE on FB15k respectively; in recommendation system, 39.02% and 32.94% of MF on Last.FM and MovieLens-100k, 74.94% of NCF on MovieLens-1m; in social network, 18.99% of LINE on Citeseer, 13.40% of node2vec on Cora, 12.15% of LINE on Wiki; in multi-view categorical clustering, 99.18% of PCA on SPECT, 16.60% of AutoEncoder on Soybean, 85.71% of PCA on Census Income.

Comparing the results of SecEA for different $p$ values and EmbAvg in Table 3, we can see that for all tasks the performance improves as the precision parameter $p$ increases. Also, the performance of SecEA with small $p$ in some tasks has marginal performance loss. Specifically, for $p = 4$ and $p = 6$, the performance drops at most by 13.17% and 9.59% respectively, both for Social Network of LINE on Citeseer; for $p = 8$ and $p = 10$, a largest performance loss of 7.40% is observed in Clustering of PCA on SPECT. For all tasks and $p \geq 8$, the performance loss is within 5%. On the other hand, the best performance of the SecEA setting, over the choice of precision parameter $p$, is constantly better than that of the PSI setting. For example, in Knowledge Graph of...
We have performed the following system-level optimizations in the implementation of the SecEA to speed up its execution.

Multi-process parallelization. At each client, as the offline and online computations are both independent across entities, we can parallelize them over multiple execution processes to speed up the execution of SecEA. For example, for training a LightGCN model on the MovieLens-1M dataset with an embedding dimension $d = 128$, as shown in Figure 1, the offline and online computation times reduce almost linearly as the number of processes increases.

### 6.2 Optimization and Complexity Evaluation

We first present the system-level optimizations implemented to improve the computational efficiency of SecEA. Next, we evaluate the efficiency of SecEA for different tasks, via measuring and comparing protocol execution times under different system settings.

#### 6.2.1 System Optimization

NoGE on WN18, the SecEA have a 59.87% improvement over PSI.

#### 6.2.2 Complexity Evaluation

We perform the training tasks on the datasets in Table 2 under different settings. As we focus on the cross-silo FL scenarios, we simulate the communication between the clients.
Table 4. Execution time (seconds) for a global round of FRL. For the FL settings (i.e., other than the Entire setting), experiments were conducted on N = 5 clients.

| Task                          | Dataset | Model       | Entire  | Single   | EmbAvg | PSI   | SecEA   |
|-------------------------------|---------|-------------|---------|----------|--------|-------|---------|
| Knowledge Graph Completion    |         | Kinship     |         |          |        |       |         |
|                               |         | TransE      | 1.7821  | 0.3066   | 0.3076 | 0.3094| 19.2904 |
|                               |         | Rotate      | 1.9424  | 0.3766   | 0.3780 | 0.3820| 31.9094 |
|                               |         | NoGE        | 0.0138  | 0.0180   | 0.1333 | 0.1433| 19.9958 |
|                               |         | TransE      | 49.3834 | 8.9590   | 9.6090 | 9.9242| 1029.6071 |
|                               |         | Rotate      | 215.4374| 37.4870  | 38.8949| 40.0782| 1278.6604 |
|                               |         | NoGE        | 10.4387 | 4.7327   | 4.7429 | 5.1558| 1188.6553 |
|                               |         | TransE      | 132.3642| 26.7638  | 27.3164| 27.6325| 478.1384 |
|                               |         | RotateE     | 194.1622| 40.8121  | 41.3916| 41.4454| 396.0029 |
|                               |         | NoGE        | 54.0640 | 9.6879   | 9.6933 | 9.9058| 430.4715 |
|                               |         | WN18        |         |          |        |       |         |
|                               |         | TransE      | 49.3834 | 8.9590   | 9.6090 | 9.9242| 1029.6071 |
|                               |         | Rotate      | 215.4374| 37.4870  | 38.8949| 40.0782| 1278.6604 |
|                               |         | NoGE        | 10.4387 | 4.7327   | 4.7429 | 5.1558| 1188.6553 |
|                               |         | TransE      | 132.3642| 26.7638  | 27.3164| 27.6325| 478.1384 |
|                               |         | RotateE     | 194.1622| 40.8121  | 41.3916| 41.4454| 396.0029 |
|                               |         | NoGE        | 54.0640 | 9.6879   | 9.6933 | 9.9058| 430.4715 |
|                               |         | FB15k       |         |          |        |       |         |
|                               |         | TransE      | 49.3834 | 8.9590   | 9.6090 | 9.9242| 1029.6071 |
|                               |         | Rotate      | 215.4374| 37.4870  | 38.8949| 40.0782| 1278.6604 |
|                               |         | NoGE        | 10.4387 | 4.7327   | 4.7429 | 5.1558| 1188.6553 |
|                               |         | TransE      | 132.3642| 26.7638  | 27.3164| 27.6325| 478.1384 |
|                               |         | RotateE     | 194.1622| 40.8121  | 41.3916| 41.4454| 396.0029 |
|                               |         | NoGE        | 54.0640 | 9.6879   | 9.6933 | 9.9058| 430.4715 |

and the server, assuming connections between data centers with a bandwidth of 680Mbps (see, e.g., m3.large instance on AWS EC2 (Scheuner & Leitner, 2018)). The SecEA setting is implemented using 20 parallel processes for query generation and encoding and decoding embeddings. The execution times of one global training round, with N = 5 clients for all FL settings, are measured in Table 4, which shows that compared with the EmbAvg setting whose execution time is mostly spent for training embeddings, SecEA incurs a longer execution time. This is mainly due to 1) offline computations of coded queries; and 2) online computation to encode local embeddings and decode global embeddings. The smallest increase 0.77% in execution time is observed for LightGCN on MovieLens-1M, as the training time completely dominates those for offline computation and coding. The most significant increase occurs for PCA on Census Income, as the training time is much shorter and the total number of entities is enormous. In general, for shallow models like TransE, PCA, and SVD who have short training times, running SecEA increases their execution times by a sizable margin. On the other hand, for deep models like LightGCN and AutoEncoder, especially on large datasets, the additional execution time of SecEA is negligible.

Compared with another secure aggregation protocol PSI, SecEA generally requires longer to complete a training round. From Table 4, we can see that the execution time of PSI is slightly longer than that of EmbAvg, due to the additional time to construct masks for protecting the embedding privacy. Similar to the comparison with the EmbAvg setting, SecEA is slower than PSI on shallow models, and achieves comparable running time as PSI on deep models (e.g., slowing down by less than 5% for LightGCN and AutoEncoder). However, as discussed before, SecEA achieves a strictly better utility performance than PSI, and provides a higher level of security.

We finally note that the execution time of SecEA increases with the security parameter T. The increase in execution time when raising T from 1 to 2 ranges from 1.02% to 74.65%. The largest increase incurs for RotateE on WN18. In general, a larger dataset and more entities witness a significant increase in execution time while increasing T. For
instance, from Table 4, for running SVD in recommendation systems, the execution time for the MovieLens-100k grows 12.15% when \( T \) is increased from 1 to 2, and the growth for a larger dataset MovieLens-1M is 36.74%.

**Online and Offline Time Cost.** We analyze the breakdown of the execution of the SecEA protocol, which consists of the offline and online phases. The major operation in the offline phase is to compute the coded queries that are used later to retrieve embedding aggregations. The online phase consists of training local embeddings, encoding/decoding operations, and communications between the clients.

**Online Time Cost.** The detailed analysis of online cost is decomposed into three parts, i.e., training, computing, and communication. We measured the individual time of each part for several tasks in Figure 2, and provide detailed numerical results in Appendix B.

- **Training** - It is well known that the training time depends on the size of the dataset, batch size, and the complexity of the model. For a fair comparison, the batch size is fixed in each task. From Figure 2, as the model LightGCN is the most complex model with the largest dataset, the training time is the longest. For a given dataset, the local training time of each client decreases with more clients, as each client would have a smaller training dataset.
- **Computation** - From the online computation cost \( O(\frac{dMN(\log N)^2}{K} + \frac{dM}{N} \sum_{1}^{N} |E_n|) \), as the number of local entities \( |E_n| \) is much larger than the number of clients \( N \), the second part dominates the computation cost. In this situation, the online computation cost is proportional to \( |E_n| \). As shown in Figure 2, for fixed security parameter \( T \), the online computation time (the green part) becomes shorter as \( N \) increases from 5 to 20. This is because that less number of entities will be available at each client as \( N \) increases. For a fixed number of clients, the online computation becomes longer with a larger security parameter \( T = \lceil \frac{N + 1}{2} \rceil - K \).
- **Communication** - The communication cost of client \( n \) is \( O(\frac{dM}{K} + MN|E_n| + \frac{d}{N} \sum_{1}^{N} |E_n|) \). As we can observe from Figure 2, for fixed number of clients, as \( T \) increases, \( K = \lceil \frac{N + 1}{2} \rceil - T \) decreases, and the communication cost (orange part) increases. For fixed \( T \), communication cost increases with \( N \). Besides, for all tasks in Figure 2, the communication overhead is relatively small compared with the other parts in the online phase of SecEA.

**Offline Time Cost.** We have measured each task’s offline time cost and used two of them for illustration, i.e., LightGCN on MovieLens-1M and AutoEncoder on Soybean in Table 5. We can see that for fixed security parameter \( T \), the offline time increases as the number of clients \( N \) increases; for fixed \( N \), the offline execution time is longer for a larger \( T \).

We also observe that for these tasks, the training time is much larger than the offline time. Therefore, thanks to our system optimization of parallelizing the query generation and the embedding training, the time cost of the offline computation can be completely hidden behind the local training time, and will not add to the overall execution time of SecEA.

| \( T \) | \( N \) | LightGCN Offline | Training | AutoEncoder Offline | Training |
| --- | --- | --- | --- | --- | --- |
| 0.1N | 5 | 88.7823 | 2200.1345 | 2.6917 | 13.9775 |
| 10 | 157.5516 | 2093.2187 | 2.8925 | 12.9871 |
| 15 | 177.6544 | 1840.4922 | 2.7830 | 7.4435 |
| 20 | 218.9578 | 1700.4794 | 3.1325 | 4.0749 |
| 0.3N | 5 | 94.7238 | 2022.8472 | 2.7395 | 14.0384 |
| 10 | 191.1781 | 2090.7413 | 2.7536 | 12.8402 |
| 15 | 209.0647 | 1835.9492 | 2.8238 | 7.5043 |
| 20 | 234.2669 | 1695.4395 | 2.8388 | 3.9401 |
| 0.5N | 5 | 114.9181 | 2205.8749 | 2.7420 | 14.2426 |
| 10 | 224.4510 | 2098.0582 | 2.7584 | 13.0481 |
| 15 | 306.9342 | 1842.7493 | 2.8650 | 7.4893 |
| 20 | 709.3732 | 1706.9347 | 2.9518 | 4.1345 |

### 7 Discussions

This section discusses general privacy and security threats in FL and common defense mechanisms. For the problem of privacy protection, we compare SecEA with other potential solutions (e.g., differential privacy).

**Privacy vs. Security.** FL faces many threats in real-world scenarios due to multi-party training. In the most basic of cases, we can categorize all FL attacks into privacy attacks and poisoning attacks. Privacy attacks aim to reveal sensitive and original information during training. For example, an honest-but-curious server could try to reconstruct a target client’s training data via model inversion attacks (Zhu et al., 2019b; Geiping et al., 2020), and infer if a data record was in the training set and which client this record belongs to, via membership and source inference attacks (Hu et al., 2021; Pustozerova & Mayer, 2020). In the same time, curious clients may collude with each other (or even with the server) to infer private information of the target client. Other than privacy attacks, recent studies found that an adversarial client could easily poison the global training model in FL, whose goal is to manipulate model’s performance rather than stealing private information. For example, the adversarial clients can either destroy the model accuracy (Tolpegin et al., 2020; Fung et al., 2018) or control the model’s predictions via backdoor attacks (Bagdasaryan et al., 2020; Wang et al., 2020; Xie et al., 2019). Different types of attacks require customized defending mechanisms, and this work only focuses on privacy protection in FL.

**Passive v.s. Active Adversaries.** Like other secure ag-
aggregation protocols for privacy protection in FL, SecEA is designed to defend passive adversaries that the server and colluding clients are honest-but-curious. Recently, a series of works developed novel privacy attacks under an active threat model where a malicious server can infer clients private information via modifying the architectures and the parameters of FL models (Wen et al., 2022; Boenisch et al., 2021; Fowl et al., 2021), even when models are protected with secure aggregation (Lam et al., 2021; Pasquini et al., 2021). In the proposed SecEA protocol to aggregate embeddings, we note that as the server is essentially used as a “relay” for communications between clients, this type of “model modification” attack can be effectively mitigated using authenticated encryption techniques, ensuring the confidentiality and integrity of communications across clients. Nevertheless, a malicious server can indeed collude with curious clients to infer information about embeddings of other clients’ entities, via manipulating the response in (20). One approach to deal with this problem is to use secure key distribution primitives such that a subset of clients can securely agree on some private randomness. For instance in (Chai et al., 2020), an FL client generates a private key and shares it with other clients via TLS/SSL secure channels. With these common private keys, the noise injection (adding $\psi$) in (20) can be done at the clients rather than the server, eliminating the possibility of server manipulating the response.

Secure Aggregation vs. Differential Privacy. In FL, differential Privacy (DP) and secure aggregation are the two most common privacy protection mechanisms, which aim to protect clients’ privacy via perturbing the local models before sending them back to the server. Unlike secure aggregation, DP (Kairouz et al., 2016; Truex et al., 2019; Kairouz et al., 2021) perturbs each local model by adding random noises sampled from certain distributions (e.g., Laplace or Gaussian distribution (Dwork et al., 2014)), which can protect clients from model inversion and membership inference attacks (Shokri et al., 2017). However, the perturbed noises cannot be canceled out entirely but be accumulated in the aggregation phase, which leads to a steep hit in accuracy (Duchi et al., 2013; Kairouz et al., 2016; Truex et al., 2019; Kairouz et al., 2021). In Appendix C, we evaluate TransE on kinship to validate this concern. The preliminary results show that only a sizeable random noise can be effective against privacy attacks, which however severely damage the model’s utility. In sharp contrast, the proposed SecEA protocol simultaneously achieves information-theoretic privacy and lossless embedding aggregation for FRL.

8 CONCLUSION

We proposed a novel framework SecEA for secure embedding aggregation in federated representation learning, which ensures the entity privacy and embedding privacy simultaneously. We theoretically demonstrated that SecEA achieves information-theoretic privacy against a curious server and collusion of up to $T$ clients. We also empirically demonstrated that, overall a comprehensive set of representation learning tasks, compared with other baseline aggregation protocols with no or weaker security guarantees, SecEA achieves almost identical performance, and comparable execution time for training deep models on large datasets. Therefore, SecEA is particularly suitable for running computation-intensive learning tasks in cross-silo federated representation learning scenarios.

Figure 2. Breakdowns of online time cost (seconds) in one global training round for different tasks.
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APPENDIX

A. Proof of Theorem 1

The proposed SecEA protocol consists of private entity union, private embedding sharing and private embedding aggregation retrieval. After securely obtaining the set of all entities from all clients in the private entity union phase, in each training round, the clients aggregate their embeddings for each of the entities, using private embedding sharing and private embedding aggregation retrieval, such that no entity or embedding information about individual clients is leaked to the server or any subset of up to $T < \frac{N}{2}$ colluding clients.

The entity-privacy in the private entity union phase is provided by the security of the pseudo-random noises used to mask clients’ messages, and the security of the private set union protocol in (Seo et al., 2012). At the server side, it receives a masked message $\bar{s}_n$ from each client $n$ as in (4), with which it learns nothing about the message $s_n$ (and hence $G_n(x)$), as the server does not know any pairwise seeds of the clients. By the end of the private entity union protocol, the server and all clients know the aggregated partial sum $\sum_{n \in [N]} G_n(x) = \frac{u(x)}{\text{deg}(L(x))}$, from which $L(x)$ can be recovered, and the entities from all clients can be obtained as the roots of $L(x)$. It was shown in (Seo et al., 2012)[Lemma 1] that $u(x)$ is uniformly distributed over all polynomials with degree at most $\text{deg}(L(x)) - 1$. Thus for the server who only knows $u(x)$ and $L(x)$, or any subset $T \subset [N]$ with $|T| < \frac{N}{2}$ of colluding clients who additionally know $\{E_n\}_{n \in T}$, the entity of an individual client is kept private.

Next, we move on to prove that the entity-privacy and the embedding-privacy are preserved, in the phases of private embedding sharing and private embedding aggregation retrieval. Over the course of these two phases, all messages received by the server are masked by pseudo-random noises, and hence the server learns nothing about the entities and embeddings. Finally, we show that, in the information-theoretic sense, the phases of private embedding sharing and private embedding aggregation retrieval admit entity-privacy and embedding-privacy against any subset of up to $T < \frac{N}{2}$ colluding clients, beyond the aggregations of desired embeddings and the numbers of clients owned these embeddings. This is made precise in the following lemma.

**Lemma 1.** For any subset of clients $T \subseteq [N]$ of size $T < \frac{N}{2}$, we have

$$I\left(\{E_n\}_{n \in [N]} \setminus T; \{h_{n,e} : e \in E_n\}_{E_n \in [N]} \setminus T; Y_T \right| \left(\sum_{v \in [N]} \hat{h}_{v,e} : e \in E_n\right)_{n \in T}) = 0,$$

where $I$ is the mutual information, and $Y_T$ denotes all messages received by these $T$ colluding clients in the phases of private embedding sharing and private embedding aggregation retrieval.

**Proof.** In our SecEA protocol, $Y_T$ includes the data $\{y_{v,n} : v \in [N], n \in T\}$ in (11) received by clients $T$ from clients $[N]$ during the phase of private embedding sharing; and the queries $\{q_{v,n,e} : v \in [N], n \in T, e \in E_n\}$ in (16) and the responses $\{y_{v,n,e} : e \in E_n\}_{v \in [N], n \in T}$ in (20) received by clients $T$ from clients $[N]$, in the phase of private embedding aggregation retrieval. Thus, we have

$$0 \leq I\left(\{E_n\}_{n \in [N]} \setminus T; \{h_{n,e} : e \in E_n\}_{n \in [N]} \setminus T; Y_T \mid \left(\sum_{v \in [N]} \hat{h}_{v,e} : e \in E_n\right)_{n \in T}\right)$$

$$= I\left(\{E_n\}_{n \in [N]} \setminus T; \{h_{n,e} : e \in E_n\}_{n \in [N]} \setminus T; \{y_{v,n} : v \in [N], n \in T\}; \{q_{v,n,e} : v \in [N], n \in T, e \in E_n\}; \{y_{v,n,e} : e \in E_n\}_{v \in [N], n \in T}\right)$$

$$+ I\left(\{E_n\}_{n \in [N]} \setminus T; \{h_{n,e} : e \in E_n\}_{n \in [N]} \setminus T; \{y_{v,n} : v \in [N], n \in T\}; \{y_{v,n,e} : e \in E_n\}_{v \in [N], n \in T}\right)$$

$$+ I\left(\{E_n\}_{n \in [N]} \setminus T; \{h_{n,e} : e \in E_n\}_{n \in [N]} \setminus T; \{q_{v,n,e} : v \in [N], n \in T, e \in E_n\}; \{y_{v,n,e} : e \in E_n\}_{v \in [N], n \in T}\right)$$

$$+ I\left(\{E_n\}_{n \in [N]} \setminus T; \{h_{n,e} : e \in E_n\}_{n \in [N]} \setminus T; \{y_{v,n} : v \in [N], n \in T\}; \{y_{v,n,e} : e \in E_n\}_{v \in [N], n \in T}\right)$$

$$= (a) I\left(\{E_n\}_{n \in [N]} \setminus T; \{h_{n,e} : e \in E_n\}_{n \in [N]} \setminus T; \{y_{v,n} : v \in [N], n \in T\}; \{q_{v,n,e} : v \in [N], n \in T, e \in E_n\}; \{y_{v,n,e} : e \in E_n\}_{v \in [N], n \in T}\right)$$

$$+ (b) I\left(\{E_n\}_{n \in [N]} \setminus T; \{h_{n,e} : e \in E_n\}_{n \in [N]} \setminus T; \{y_{v,n} : v \in [N], n \in T\}; \{y_{v,n,e} : e \in E_n\}_{v \in [N], n \in T}\right)$$

$$+ (c) I\left(\{E_n\}_{n \in [N]} \setminus T; \{h_{n,e} : e \in E_n\}_{n \in [N]} \setminus T; \{y_{v,n} : v \in [N], n \in T\}; \{q_{v,n,e} : v \in [N], n \in T, e \in E_n\}; \{y_{v,n,e} : e \in E_n\}_{v \in [N], n \in T}\right)$$

$$+ (d) I\left(\{E_n\}_{n \in [N]} \setminus T; \{h_{n,e} : e \in E_n\}_{n \in [N]} \setminus T; \{y_{v,n} : v \in [N], n \in T\}; \{q_{v,n,e} : v \in [N], n \in T, e \in E_n\}; \{y_{v,n,e} : e \in E_n\}_{v \in [N], n \in T}\right)$$
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\[ e \in \mathcal{E}_n \}_{n \in \mathcal{T}} \{| \sum_{v \in \{N\}} \hat{h}_{v,e} : e \in \mathcal{E}_n \}_{n \in \mathcal{T}} \}
{\{Y_{v,n} \}_{v \in \{N\}, n \in \mathcal{T}}, \{q_{v,n,e} \}_{v \in \{N\}, n \in \mathcal{T}, e \in \mathcal{E}_n}\}

\[ (c) \ I(\{E_n \}_{n \in \mathcal{T}} \setminus \mathcal{T} : \{h_{n,e} : e \in \mathcal{E}_n \}_{n \in \mathcal{T}} \}
{\{\Lambda_{n,e}(\beta_k) + z_{n,e}^2 \}_{k \in [K+2T-1]} : e \in \mathcal{E}_n \}_{n \in \mathcal{T}} \}

\[ \{| \sum_{v \in \{N\}} \hat{h}_{v,e} : e \in \mathcal{E}_n \}_{n \in \mathcal{T}} \}
{\{Y_{v,n} \}_{v \in \{N\}, n \in \mathcal{T}}, \{q_{v,n,e} \}_{v \in \{N\}, n \in \mathcal{T}, e \in \mathcal{E}_n}\}

Here (a) is because \( \{Y_{v,n} \}_{v \in \{N\}, n \in \mathcal{T}} \{\varphi_{v,n,e}(\alpha_n) : m \in [M], v \in [N], n \in \mathcal{T} \}\) by (11) and the data \( \{\varphi_{v,n,e}(\alpha_n) \}_{n \in \mathcal{T}} \) received by the clients \( \mathcal{T} \) are protected by \( T \) independent and uniform random noises \( z_{v,n,e}^{K+1}, \ldots, z_{v,n,e}^{K+T} \) for all \( m \in [M], v \in [N] \) by (10), such that \( \{Y_{v,n} \}_{n \in \mathcal{T}} \) are independent of \( \{\mathcal{E}_n \}_{n \in \mathcal{T}} \), \( \{h_{n,e} : e \in \mathcal{E}_n \}_{n \in \mathcal{T}} \) and \( \{\sum_{v \in \{N\}} \hat{h}_{v,e} : e \in \mathcal{E}_n \}_{n \in \mathcal{T}} \), and thus \( I(\{E_n \}_{n \in \mathcal{T}} \setminus \mathcal{T} : \{h_{n,e} : e \in \mathcal{E}_n \}_{n \in \mathcal{T}} \}
{\{\sum_{v \in \{N\}} \hat{h}_{v,e} : e \in \mathcal{E}_n \}_{n \in \mathcal{T}} = 0} \).

The step (b) is similar to (a) because \( \{q_{v,n,e} \}_{v \in \{N\}, n \in \mathcal{T}, e \in \mathcal{E}_n} \{\rho_{v,n,e}(\alpha_n) \}_{m \in [M], v \in [N], n \in \mathcal{T}, e \in \mathcal{E}_n} \) by (16) and the queries \( \{\rho_{v,n,e}(\alpha_n) \}_{n \in \mathcal{T}} \) received by the clients \( \mathcal{T} \) are protected by \( T \) independent and uniform random noises \( z_{v,n,e}^{K+1}, \ldots, z_{v,n,e}^{K+T} \) for all \( m \in [M], v \in [N] \) and \( e \in \mathcal{E}_n \) by (15), such that \( I(\{E_n \}_{n \in \mathcal{T}} \setminus \mathcal{T} : \{h_{n,e} : e \in \mathcal{E}_n \}_{n \in \mathcal{T}} \}
{\{\sum_{v \in \{N\}} \hat{h}_{v,e} : e \in \mathcal{E}_n \}_{n \in \mathcal{T}} = 0} \).

This completes the proof of the lemma. \( \square \)

**B. Experiment Details**

**Data Partitioning.** We first randomly split the entire dataset by 90% training, 10% testing. The data partitioning of training set for each class of tasks is performed in a non-i.i.d. manner as follows.

- **Subgraph-level:** For knowledge graph, as similarly done in (He et al., 2021), the dataset is partitioned to subgraphs according to the type of the relation, and each subgraph consists of one relation and all connected entities. The subgraphs are uniformly distributed across clients, such that different clients have distinct sets of relations. For recommendation system, the dataset is partitioned to subgraphs by the items, which are then randomly distributed to the clients.

- **Sample-level:** For social networks, we view the user pairs as sample points and uniformly partition them onto the clients, such that different clients have distinct sets of edges in the dataset. Similar sample-level partitioning is done on the data points in multi-view categorical datasets.

**Model Hyper-parameters.** The learning rate, number of clients, batch size, number of local update epochs in all experiments are set as 0.001, \{3, 5, 10, 15, 20\}, \{32, 64, 128, 256, 512\}, \{1, 3, 5, 10, 20\}, respectively. Embedding dimensions of PCA, Autoencoder, and other models are set as 4, 32, 128, respectively. For neural network-based models, there is 1 hidden layer in NoGE, and 3 layers in Autoencoder, NCF and LightGCN. The corresponding sizes are 128, \{32, 32, 32\}, \{16, 8, 4\}, \{16, 8, 4\}. For DeepWalk and node2vec, the window size, number of walks per vertex, and walk length are set as 10, 80, and 10, respectively. The parameters of search bias of node2vec are set as \( p = 1, q = 0.5 \).

**Detailed Breakdown of Execution Times.** We provide numerical breakdowns of the online execution times of the 8 tasks in the Figure 2, in Table 6, respectively.

**C. Performance Degradation with Local Differential Privacy**

We explore a significant drawback of local differential privacy (LDP)-based approach – the catastrophic performance degradation. Specifically, we apply the vanilla Laplace DP mechanism to mask the local embeddings for aggregation instead of SecEA after the private entity union, where we set the sensitivity to 2 as the value of components in an embedding representation ranges from -1 to 1.

Besides, we perform multiple experiments of TransE model with different privacy budget \( \epsilon \) of \{0.5, 1, 5, 10, 30, 50, 100\} on kinship dataset. The utility is measured by MRR, which is shown in Table 7.

We can see that only when \( \epsilon = 100 \), the framework achieves acceptable performance with \( \text{MRR} = 0.3039 \) but is still ineffective compared to the setting without LDP. Besides, to defend strong adversary from privacy breach, the \( \epsilon \) is typically less than 1. However, in that case, the LDP-based FL system totally fails to perform link prediction.
### Table 6. Breakdown of the execution time (seconds) of SecEA in a single training round

| Model         | T | Dataset | #Client | (0.1LN)   | (0.3LN)   | (0.5LN)   | (0.5LN) |
|---------------|---|---------|---------|-----------|-----------|-----------|---------|
| AutoEncoder   |   | Soybean | offline | 14.0457   | 5.7433    | 4.9826    | 3.6368  |
| NCF           |   | ML-100k | offline | 8.9569    | 10.1264   | 9.4157    | 9.0506  |
| SVD           |   | ML-1M   | offline | 8.7654    | 6.2460    | 5.7459    | 5.4759  |
| DeepWalk      |   | Cora    | offline | 8.9569    | 10.1264   | 9.4157    | 9.0506  |
| DeepWalk      |   | Citeseer| coding  | 8.7654    | 6.2460    | 5.7459    | 5.4759  |
| TransE        |   | FB15    | coding  | 14.5302   | 12.3102   | 11.3502   | 10.8502 |
| TransE        |   | FB15    | comm.   | 14.5302   | 12.3102   | 11.3502   | 10.8502 |
| SVD           |   | ML-1M   | offline | 8.9569    | 10.1264   | 9.4157    | 9.0506  |
| NCF           |   | ML-100k | offline | 8.9569    | 10.1264   | 9.4157    | 9.0506  |
| SVD           |   | ML-1M   | offline | 8.9569    | 10.1264   | 9.4157    | 9.0506  |
| NCF           |   | ML-100k | offline | 8.9569    | 10.1264   | 9.4157    | 9.0506  |
| SVD           |   | ML-1M   | offline | 8.9569    | 10.1264   | 9.4157    | 9.0506  |

**Figure 3.** Training loss and MRR of TransE on kinship with LDP approach versus communication rounds with regard to different privacy budget $\epsilon$.

**Table 7.** Experimental results with and without LDP.

| Budget | 0.5 | 1 | 5 | 10 | 30 | 50 | 100 |
|--------|-----|---|---|----|----|----|-----|
| w/ LDP | 0.0464| 0.0471| 0.0515| 0.0543| 0.0739| 0.1003| 0.3039|
| w/o LDP| **0.4026** |      |      |     |    |    |    |

due to the poor MRR. The training loss and MRR over communication rounds are shown in Figure 3, from which we can see that the less privacy budget, the training loss is larger and the MRR is worse.