Integral equalities and inequalities: a proxy-measure for multivariate sensitivity analysis
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Abstract: Weighted Poincaré-type and related inequalities provide upper bounds of the variance of functions. Their applications in sensitivity analysis allow for quickly identifying the active inputs. Although the efficiency in prioritizing inputs depends on the upper bounds, the latter can take higher values, and therefore useless in practice. In this paper, an optimal weighted Poincaré-type inequality and gradient-based expression of the variance (integral equality) are studied for a wide class of borel probability measures. For a function \( f : \mathbb{R} \rightarrow \mathbb{R}^n \) with \( n \in \mathbb{N}^* \), we show that

\[
\text{Var}_\mu(f) = \int \Omega^2 \nabla f(x) \cdot \nabla f(x')^T F(\min(x, x') - F(x)F(x')) d\mu(x) d\mu(x'),
\]

and

\[
\text{Var}_\mu(f) \leq \frac{1}{2} \int \Omega \nabla f(x) \cdot \nabla f(x')^T \frac{F(x)(1 - F(x))}{\rho(x)^2} d\mu(x),
\]

with \( \text{Var}_\mu(f) = \int \Omega f f^T d\mu - \int \Omega f d\mu \int \Omega f^T d\mu \), \( F \) and \( \rho \) the distribution and the density functions, respectively.

These results are generalized to cope with multivariate functions by making use of cross-partial derivatives, and they allow for proposing a new proxy-measure for multivariate sensitivity analysis, including Sobol’ indices. Finally, the analytical and numerical tests show the relevance of our proxy-measure for identifying important inputs by improving the upper bounds from the Poincaré inequalities.
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1. Introduction

Multivariate sensitivity analysis (MSA) ([18, 23, 22, 9, 38]), including variance-based sensitivity analysis (VbSA) ([35, 34, 10, 26]), is the standard way of assessing the importance of input factors as well as theirs interactions regarding the variability of the model output(s). The sample-based estimations of generalized sensitivity indices (GSIs) from MSA, including Sobol’ indices, often make use of a lot of model runs and have been largely investigated ([19, 18, 23, 9, 16, 17, 28, 4, 8, 24, 33, 32, 36, 27]). Recently, the improved, sample-based estimators ([18, 19, 16]) still require a lot of model runs to obtain accurate values of sensitivity indices for models with important interactions among input factors and/or in the presence of skewed or heavy-tailed distributions of input factors.

In the presence of important interactions among input factors, efficient and low-cost upper bounds of the total and total-interaction sensitivity indices can be useful for quickly selecting important input factors (i.e., screening inputs). So far, the upper bounds of the total and total-interaction
sensitivity indices are based on the derivative global sensitivity measure (DGSM) ([25, 37, 14]), which is computationally more attractive than VbSA or MSA (sample-based methods). The upper bound of the total index (resp. total-interaction index), which is a (known) constant times the DGSM index (resp. cross-derivative index), can take higher values especially for total-interaction indices ([21, 31, 15, 30]).

Formally, the upper bounds of sensitivity indices are an application of the Poincaré-type inequalities or the weighted Poincaré-type inequalities ([30, 1, 29]). Indeed, these inequalities are used to establish the upper bounds of the total and total-interaction sensitivity indices ([21, 31]). Improving (if possible) the constants in Poincaré-type inequalities in one hand, and the constants and weights in the weighted Poincaré or related inequalities in the other hand is essential to expect obtaining an efficient and low-cost screening measure when using the upper bounds. Recently, the authors in [30] improve the constant in Poincaré inequalities for some probability measures.

One way of expecting to obtain the best (known) upper bounds of the variance for a probability measure consists in expanding the variance of functions as an integral equality involving the derivatives. In this paper, we propose i) a derivative-based expression of a function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^n \) and its variance (integral equalities) for a wide class of Borel probability measures, and ii) new and optimal weighted Poincaré-type inequalities. An application of these new inequalities allows for developing a new proxy-measure for MSA, that is, simple formulas that approximate the estimators of generalized sensitivity indices, including Sobol’ indices. We use the estimators of the upper bounds of the non-normalized GSIs as the non-normalized proxy-measure for MSA.

The paper is organized as follows: in Section 2, we recall the definitions of Poincaré-type inequalities using the probability theory and the total differential of a function. In Section 3, we provide our main results. First, we provide a theoretical foundation for the derivative-based expression of a function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^n \), with \( d \geq 1 \) and \( n \geq 1 \). Second, we derive the expression of the variance of \( f \) using the gradient and cross-partial derivatives of \( f \), the cumulative distribution functions (CDF), and the probability density functions (PDF) of input factors. Third, we give new and optimal weighted Poincaré-type inequalities. Section 4 deals with the application of these new results in uncertainty quantification such as MSA. First, we recall two definitions of generalized sensitivity indices (from MSA) using the sensitivity functionals and the Frobenius norm; and second, we propose the new proxy-measures of the total and total-interaction generalized sensitivity indices and Sobol’ indices, and third, we illustrate our approach on test cases. We conclude this work in Section 5.
Global notation

This section defines the symbols that are going to be used throughout the paper. For integer \( d \in \mathbb{N}^* \) and \( j = 1, \ldots, d \), we use \( \mu_j \) for a Borel probability measure on \( \Omega_j \subseteq \mathbb{R} \) with density \( d\mu_j(x_j)/dx_j = \rho_j(x_j) \) w.r.t. the Lebesgue measure, \( X_j \) for a random variable or input factor from \( \mu_j \), \( x_j \) for a realization or a sample value of \( X_j \), and \( X \) for a random vector.

We use \( \rho_j \) (resp. \( F_j \)) for the positive and continuous probability density function (PDF) (resp. the cumulative distribution function: CDF) of \( X_j \) with \( j = 1, \ldots, d \). We use \( \Omega := \Omega_1 \times \Omega_2 \times \ldots \times \Omega_d \), \( \mu := \bigotimes_{j \in \{1, \ldots, d\}} \mu_j \), \( \rho(x) \), \( F(x) \) for a joint support, a Borel probability measure on \( \Omega \subseteq \mathbb{R}^d \), a joint PDF and a joint CDF of \( X \), respectively.

For integer \( n \in \mathbb{N}^* \), \( f : \mathbb{R}^d \to \mathbb{R}^n \) denotes a deterministic function that includes \( d \) random variables or input factors \( X \) and provides \( n \) outputs \( f(X) \). We use \( u \subseteq \{1, 2, \ldots, d\} \) for a non-empty subset of \( \{1, 2, \ldots, d\} \), \( \bar{u} := \{1, 2, \ldots, d\} \setminus u \) and \( |u| \) for its cardinality (i.e., the number of elements in \( u \)). For a given \( u \), we use \( X_u := \{X_j, j \in u\} \) for a subset of input factors and \( X_{\bar{u}} := \{X_j, j \in \bar{u}\} \) for the vector containing all input factors, except \( X_u \). We have the following partition: \( X = (X_u, X_{\bar{u}}) \). We use \( \Omega_u := \times_{j \in u} \Omega_j \), \( d\mu(x_u) := \prod_{j \in u} d\mu_j(x_j) \); \( \rho_u(x_u) \) and \( F_u(x_u) \) for the PDF and CDF of \( X_u \), respectively.

For an \( n \times n \) square matrix \( \Sigma := (\sigma_{ij}, i, j \in \{1, \ldots, n\}) \), the trace (\( \text{Tr}(\bullet) \)) and the Frobenius norm (\( \|\bullet\|_F \)) of \( \Sigma \) are defined as follows:

\[
\text{Tr}(\Sigma) := \sum_{i=1}^n \sigma_{ii},
\|
\Sigma \|
_F := \text{Tr} \left( \Sigma \Sigma^T \right).
\]

In what follows, we consider only independent input factors (assumption A1) and Borel measurable and differentiable functions \( f : \mathbb{R}^d \to \mathbb{R}^n \) having finite second moments, that is,

\[
\mathbb{E} \left[ \|f(X)\|_{L^2}^2 \right] := \int_{\Omega} \|f(x)\|_{L^2}^2 \, d\mu(x) < +\infty,
\]

with \( \|\bullet\|_{L^2} \) the Euclidean norm on \( \mathbb{R}^n \).

2. Preliminaries

2.1. Poincaré-type inequalities

In this section, we recall the well-known Poincaré-type inequalities using the theory of probability, which allow for elementary demonstration of our results.
Let \( f : \mathbb{R} \to \mathbb{R} \) be a Borel measurable and differentiable function and \( \nabla f \) be its gradient, \( \mu \) be an absolutely continuous probability measure with respect to the Lebesgue measure on its open support \( \Omega \). A Borel probability measure \( \mu \) on \( \Omega \subseteq \mathbb{R} \) admits the Poincaré-type inequality ([1, 30]) if there exists a finite and positive constant \( 0 \leq C(\mu) < +\infty \) such that

\[
\int_{\Omega} f(x)^2 \, d\mu(x) \leq C(\mu) \times \int_{\Omega} |\nabla f(x)|^2 \, d\mu ,
\]

(2.1)

with \( \int_{\Omega} f(x) \, d\mu(x) = 0 \).

We use \( C_{\text{op}}(\mu) \) for the best constant value of \( C(\mu) \), that is, there exists a function \( f_0 : \mathbb{R} \to \mathbb{R} \) such that Equation (2.1) becomes equality with \( C(\mu) = C_{\text{op}}(\mu) \).

Equation (2.1) is an integral inequality, and it gives an upper bound of the variance of \( f \), that is,

\[
\text{Var}_\mu (f) \leq C(\mu) \times \int_{\Omega} |\nabla f|^2 \, d\mu ,
\]

where \( f \) and \( \nabla f \) are square-integrable functions.

To find the best possible upper-bound of the variance, we can introduce weight functions in the right-hand term of Equation (2.1), and this leads to what we call the weighted Poincaré-type inequalities. For a Borel measurable weight function \( w : \mathbb{R} \to \mathbb{R}_+ \), the Borel probability measure \( \mu \) admits the weighted Poincaré-type inequality ([2, 3]) if there exists a finite and positive constant \( 0 \leq C(\mu, w) < +\infty \) such that

\[
\text{Var}_\mu (f) \leq C(\mu, w) \times \int_{\Omega} |\nabla f|^2 \, w \, d\mu ,
\]

(2.2)

We use \( C_{\text{op}}(\mu, w) \) for the best constant value of \( C(\mu, w) \), that is, there exists a function \( f_0 : \mathbb{R} \to \mathbb{R} \) such that Equation (2.2) becomes equality. Equation (2.1) is a particular case of Equation (2.2) by choosing \( w = 1 \). So far, the choice of \( w \) in order to obtain the best constant \( C_{\text{op}}(\mu, w) \) is not obvious, and it can be hard in practice. Although Equations (2.1) and (2.2) are not directly comparable ([2]), one motivation behind using the weighted Poincaré inequalities is that one can expect to obtain the lowest upper bound of the variance by properly choosing \( w \). Of course, the minimum values of the upper bounds of the variance in (2.1) and (2.2) should be used as the best known upper bound.

For a function \( f : \mathbb{R} \to \mathbb{R}^n \), Equation (2.2) becomes

\[
\text{Var}_\mu (f) \preceq C(\mu, w) \int_{\Omega} \nabla f \nabla f^T w \, d\mu ,
\]

(2.3)

where \( \text{Var}_\mu (f) = \int_{\Omega} f f^T \, d\mu - \int_{\Omega} f \, d\mu \int_{\Omega} f^T \, d\mu \) and \( \preceq \) is the symbol for the Loewner partial order on matrices, that is, \( \Sigma_1 \preceq \Sigma_2 \) if \( \Sigma_2 - \Sigma_1 \) is a positive semi-definite matrix.
2.2. Total differential of a function

This section recalls the total differential of a function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^n \), as our results make use of that decomposition.

Let \( X \) be \( d \) input factors and \( x \) be a sample value of \( X \). For a Borel measurable and differentiable function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^n \), the usual total differential of \( f \) with higher-order terms (i.e., complete total differential of \( f \)) at a sample value \( x \) is the quantity \( df(x) \) given by ([5, 13])

\[
d f(x) = \sum_{j=1}^{d} \frac{\partial f}{\partial x_j}(x) \, dx_j + \sum_{1 \leq i < j \leq d} \frac{\partial^2 f}{\partial x_i \partial x_j}(x) \, dx_i \wedge dx_j + \ldots + \frac{\partial^d f}{\partial x_1 \ldots \partial x_d}(x) \, dx_1 \wedge \ldots \wedge dx_d
\]

(2.4)

where \( \frac{\partial^{|v|} f}{\partial x_v}(x) := \prod_{j \in v} \frac{\partial f}{\partial x_j} \) stands for the \(|v|\)th cross-partial derivatives of each component of \( f \) with respect to each \( x_j \), with \( j \in v \).

Equation (2.4) expands the total differential of \( f \) as a sum of increasing cross-partial derivatives, which can be treated independently. It shows that the total infinitesimal variation of a function comes from the contribution of all infinitesimal variations of that function with respect to each input and their interactions. One more interesting aspect of this decomposition is that

\[
\forall v \subseteq u, \quad \frac{\partial^{|v|} f}{\partial x_v}(x) = 0 \quad \Rightarrow \quad \frac{\partial^{|v|} f}{\partial x_u}(x) = 0.
\]

It means that any high-order cross-partial derivative w.r.t. \( x_u \) vanishes when a low-order cross-partial derivative vanishes.

The integral form of the total differential \( df \) is obtained by integrating Equation (2.4), and it gives the total variation of \( f \). If we use \( u \subseteq \{1, \ldots, d\} \) for a non-empty subset, \( x_u \), \( y_u \) and \( z_u \) for three independent values of \( X_u \), and \( x_{\sim u} \) for a sample value of \( X_{\sim u} \), the total variation of \( f \) is given as follows ([5, 13]):

\[
f(z_u, x_{\sim u}) - f(y_u, x_{\sim u}) = \sum_{j \in u} \int_{y_j}^{z_j} \frac{\partial f}{\partial x_j}(x) \, dx_j + \sum_{v, v \subseteq u, |v| > 1} \int_{y_v}^{z_v} \frac{\partial^{|v|} f}{\partial x_v}(x) \, dx_v.
\]

(2.5)

3. Main results

This section aims to provide the decomposition of a function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^n \) and its variance (i.e., integral equality) in one hand and a new upper bound of the variance of \( f \) in the other hand by
making use of derivatives, CDFs and PDFs.

Namely, let \( f : \mathbb{R}^d \to \mathbb{R}^n \) be a Borel measurable function, \( X \) be \( d \) input factors, \( x \) be a sample value of \( X \), and \( v \subseteq \{1, \ldots, d\} \) be a non-empty subset (i.e., \(|v| > 0\)). We use \( \frac{\partial |v|}{\partial x_v} f \) for the \(|v|\)th cross-partial derivatives of each component of \( f \) with respect to each \( x_j \) with \( j \in v \), and \( \mathbb{I}_{[a \geq b]} \) for the indicator function, that is, \( \mathbb{I}_{[a \geq b]} = 1 \) if \( a \geq b \) and 0 otherwise. To derive our results, we assume, in what follows, that

(A1): the \( d \) random variables or input factors \( X \) are independent,

(A2): the outputs \( f(X) \) have finite second moments, that is, \( \mathbb{E} \left[ \| f(X) \|^2_{L^2} \right] < +\infty \),

(A3): each component of \( f \) is Borel measurable and differentiable w.r.t. \( x_v \), \( \forall v \subseteq \{1, \ldots, d\} \),

(A4): for all \( v \subseteq \{1, \ldots, d\} \), \( \frac{\partial^{|v|}}{\partial x_v} f \) is a measurable function and \( \mathbb{E} \left[ \left\| \frac{\partial^{|v|}}{\partial x_v} f(X) \right\|_{L^2}^2 \right] < +\infty \),

(A5): a Borel probability measure \( \mu_j(dx_j) \) is absolutely continuous w.r.t. the Lebesgue measure with a continuous PDF \( \rho_j \) on its open support \( \Omega_j \subseteq \mathbb{R} \) and \( \rho_j(x_j) \in \mathbb{R}_+^* \) for all \( j \in \{1, \ldots, d\} \).

### 3.1. ANOVA-type decomposition based on derivatives

To establish a new upper bound of the variance of \( f \) in Section 3.2, we need a decomposition of the variance of \( f \) that involves the derivatives of \( f \). This section provides new decompositions of a function \( f : \mathbb{R}^d \to \mathbb{R}^n \) and its variance using the gradient and cross-partial derivatives of \( f \), the CDFs and PDFs of input factors. Now, we are going to give in Theorem 3.1 the first-type of this decomposition.

**Theorem 3.1.** Let \( f : \mathbb{R}^d \to \mathbb{R}^n \) denote a deterministic function, \( X \) be \( d \) input factors, \( F_j \) (resp. \( \rho_j \)) be the CDF (resp. the PDF) of \( X_j \) with \( j \in \{1, \ldots, d\} \), \( x \) be a sample value of \( X \), and \( u \subseteq \{1, \ldots, d\} \) be a subset with \(|u| > 0\). If assumptions (A1)-(A5) hold then

(i) we have the following decompositions of \( f \)

\[
f(x) = \int_{\Omega_u} f(x_u, x_{\sim u}) \, d\mu(x_u) + \sum_{v, v \subseteq u, |v| > 0} h_v(x),
\]  

(3.1)
and

\[ f(x) = f_\emptyset + \sum_{v, v \subseteq \{1, 2, \ldots, d\}, |v| > 0} h_v(x), \tag{3.2} \]

where

\[ f_\emptyset = \int_{\Omega} f(x) \, d\mu(x), \quad h_v(x) = \int_{\Omega_v} \frac{\partial|v|}{\partial x_v} (x'_v, x_{\sim v}) \prod_{j \in v} \frac{F_j(x'_j) - \mathbb{I}_{[x'_j \geq x_j]}}{\rho_j(x'_j)} \, d\mu(x'_v), \]

with

\[ \frac{\partial|v|}{\partial x_v} := \prod_{j \in v} \frac{\partial}{\partial x_j} \text{ and } \mathbb{I}_{[x'_j \geq x_j]} := \begin{cases} 1 & \text{if } x'_j \geq x_j \\ 0 & \text{otherwise} \end{cases}. \]

(ii) The components \( h_v(x), v \subseteq \{1, 2, \ldots, d\} \) with \(|v| > 0\) in (3.1–3.2) satisfy

\[ \int_{\Omega_j} h_v(x) \, d\mu_j(x_j) = 0 \forall j \in v. \tag{3.3} \]

(iii) The variance of \( h_v \), that is, \( \text{Var}_\mu(h_v) \) is given by

\[ \text{Var}_\mu(h_v) = \int_{\Omega \times \Omega_v} \frac{\partial|v|}{\partial x_v} (x) \frac{\partial|v|}{\partial x_v}^T (x'_v, x_{\sim v}) \prod_{k \in v} \frac{F_k[\min(x_k, x'_k)] - F_k(x_k)F_k(x'_k)}{\rho_k(x_k)\rho_k(x'_k)} \times d\mu(x) d\mu(x'_v). \tag{3.4} \]

(iv) The variance of \( f \), that is, \( \text{Var}_\mu(f) \) is given by

\[ \text{Var}_\mu(f) = \sum_{v, v \subseteq \{1, 2, \ldots, d\}, |v| > 0} \text{Var}_\mu(h_v) + \sum_{v, v \subseteq \{1, 2, \ldots, d\}, w, w \subseteq \{1, 2, \ldots, d\}, w \neq v} \sum_{w \neq v} |w| > 0 \int_{\Omega \times \Omega_v \times \Omega_w} \frac{\partial|v|}{\partial x_v} (x'_v, x_{\sim v}) \frac{\partial|w|}{\partial x_w}^T (z'_w, x_{\sim w}) \times \prod_{j \in v} \frac{F_j(x'_j) - \mathbb{I}_{[x'_j \geq x_j]}}{\rho_j(x'_j)} \prod_{k \in w} \frac{F_k(z'_k) - \mathbb{I}_{[z'_k \geq x_k]}}{\rho_k(z'_k)} \, d\mu(x'_v) d\mu(z'_w) d\mu(x). \tag{3.5} \]

\[ \text{Proof.} \text{ See Appendix A.} \]

\[ \text{Remark 3.1. On assumption (A3).} \]

The derivative-based expressions of \( f \) in Theorem 3.1 are still suitable for functions that are continuous but differentiable almost everywhere w.r.t. \( x_v \) with \( v \subseteq \{1, \ldots, d\} \).

Theorem 3.1 gives a full decomposition of a function \( f \) by making use of the gradient and/or cross-partial derivatives of \( f \), CDFs, and PDFs. The decomposition in (3.1–3.2) expands the function \( f \) as a sum of components \( h_v, v \subseteq \{1, \ldots, d\} \) that allows for assessing the total-interaction effect of \( X_v \) (see Section 4). Thus, the component \( h_v \) in (3.1–3.2) can be directly used to assess either the overall contribution of \( X_j \) or the overall contribution of interaction between \( X_v \), with \(|v| > 1\) and other inputs over the whole outputs. While the decomposition of \( f \) in Theorem 3.1 focuses on the total-interaction effect functionals, Theorem 3.2 gives the functional ANOVA-type decomposition of \( f \), which allows for easily quantifying the single contribution of input factors and interactions.
Theorem 3.2. Let \( f : \mathbb{R}^d \to \mathbb{R}^n \) denote a deterministic function, \( X \) be \( d \) input factors, \( F_j \) (resp. \( \rho_j \)) be the CDF (resp. the PDF) of \( X_j \) with \( j \in \{1, \ldots, d\} \), and \( x \) be a sample value of \( X \). If assumptions (A1)-(A5) hold then the derivative-based functional ANOVA of \( f \) is given as follows.

(i) The decomposition of \( f \) is given by

\[
f(x) = f_0 + \sum_{j=1}^d f_j(x_j) + \sum_{u, u \subseteq \{1, 2, \ldots, d\} \mid |u| > 1} f_u(x_u),
\]  

where

\[
f_0 = \int_{\Omega} f(x) \, d\mu(x), \quad f_j(x_j) = \int_{\Omega} \frac{\partial f}{\partial x_j}(x') \frac{F_j(x'_j) - \mathbb{I}_{[x'_j \geq x_j]}}{\rho_j(x'_j)} \, d\mu(x'),
\]

and

\[
f_u(x_u) = \sum_{u, w \subseteq u, v, w \subseteq w} (-1)^{|u| - |w|} \int_{\Omega} \frac{\partial^{[v]} f}{\partial x_v}(x'_v, x'_w \setminus v, x'_w) \prod_{j \in v} \frac{F_j(x'_j) - \mathbb{I}_{[x'_j \geq x_j]}}{\rho_j(x'_j)} \, d\mu(x').
\]

(ii) The elements \( f_u(x_u) \), \( u \subseteq \{1, 2, \ldots, d\} \) with \( |u| > 0 \) are centered and mutually orthogonal, that is,

\[
\int_{\Omega} f_u(x_u) \, d\mu_j(x_j) = 0 \quad \forall \ j \in u,
\]

and for \( u_1, u_2 \subseteq \{1, \ldots, d\} \) such that \( u_1 \neq u_2 \),

\[
\int_{\Omega} f_{u_1}(x_{u_1}) f_{u_2}^T(x_{u_2}) \, d\mu(x) = 0,
\]

with \( O \) a null matrix.

(iii) The decomposition of the variance of \( f \) is given by

\[
\text{Var}_\mu(f) = \sum_{u, u \subseteq \{1, \ldots, d\} \mid |u| > 0} \text{Var}_\mu(f_u).
\]

Proof. See Appendix B.

Remark 3.2. Theorems 3.1-3.2 give an integral equality between the variance of \( f \) and a sum of the variances of increasing dimension functions that involve the cross-partial derivatives of \( f \). For a function \( f : \mathbb{R} \to \mathbb{R}^n \), both decompositions are equal to

\[
f(x) = f_0 + h_x(x),
\]

with

\[
h_x(x) = \int_{\Omega} \frac{\partial f}{\partial x}(x') \frac{F(x') - \mathbb{I}_{[x' \geq x]}}{\rho(x')} \, d\mu(x'),
\]

and

\[
\text{Var}_\mu(f) = \int_{\Omega \times \Omega} \frac{\partial f}{\partial x}(x) \frac{\partial f^T}{\partial x}(x') \left[ F(\min(x, x')) - F(x)F(x') \right] \, d\mu(x) d\mu(x').
\]
It is to be noted that for a function \( f : \mathbb{R} \to \mathbb{R}^n \), we have \( \text{Var}_n(f) = \text{Var}_n(h_x) \) and \( \frac{\partial f}{\partial x}(x) = \frac{\partial h}{\partial x}(x) \).

### 3.2. Integral equality and new weighted Poincaré-type inequalities

First, this section aims to extend the simple form of the integral equality in (3.11) to a given class of functions defined on \( \mathbb{R}^d \) with \( d \geq 1 \) such as the total-interaction effect function used in sensitivity analysis. It establishes an equality relationship between the variance of such functions and the integral of the square of their cross-partial derivatives. Second, we provide new Poincaré-type inequalities, and third, we give new integral inequalities for any \( d \)-dimension function.

**Definition 3.1.** Let \( \mathcal{F} := \{ f : \mathbb{R}^d \to \mathbb{R}^n : f \text{ satisfies assumptions (A1)-(A5)} \} \) denote the class of all functions satisfying assumptions (A1)-(A5). For a given \( f \in \mathcal{F} \) and \( \forall u \subseteq \{1, \ldots, d\} \) with \(|u| > 0\), we define

(i) the total-effect functional by ([17, 19])

\[
  f_{u}^{\text{tot}}(x) := f(x) - \int_{\Omega_u} f(x) \, d\mu(x_u) ; \tag{3.12}
\]

(ii) the class of functions \( \mathcal{T}^{u,d} \) as follows:

\[
  \mathcal{T}^{u,d} := \left\{ h : \mathbb{R}^d \to \mathbb{R}^n \text{ given by } h(x) = \pm \int_{\Omega_u} \frac{\partial^{\lvert v\rvert} f}{\partial x_v}(x_u, x_{\sim u}) \prod_{j \in u} \frac{F_j(x'_j) - \mu_j(x'_j)}{\rho_j(x'_j)} \, d\mu(x'_u) + \alpha : f \in \mathcal{F}, \alpha \in \mathbb{R}^n \text{ and } n \in \mathbb{N}^* \right\}. \tag{3.13}
\]

From Definition 3.1, we can derive the following properties of \( f_{u}^{\text{tot}} \) and \( \mathcal{T}^{u,d} \). First, the functional \( f_{u}^{\text{tot}} : \mathbb{R}^d \to \mathbb{R}^n \) in (3.12) is differentiable w.r.t. \( x_v, \forall v \subseteq u \) and we have

\[
  \frac{\partial^{\lvert v\rvert} f_{u}^{\text{tot}}}{\partial x_v}(x) = \frac{\partial^{\lvert v\rvert} f}{\partial x_v}(x) \, \forall \, v \subseteq u, \tag{3.14}
\]

as the second term of \( f_{u}^{\text{tot}} \) is a function of \( x_{\sim u} \), only. We also have \( \int_{\Omega} f_{u}^{\text{tot}} \, d\mu = 0 \).

Second, it is to be noted that the class of functions \( \mathcal{T}^{u,d} \) is not empty. For instance, let consider a function \( f_0 \in \mathcal{F} \) given by \( f_0(x) = \prod_{j=1}^d [a_j F_j(x_j) + b_j] \) with \( a_j, b_j \in \mathbb{R}^n \). We can see that \( \mathcal{T}^{u,d} \) contains a function \( h_0 : \mathbb{R}^d \to \mathbb{R}^n \) given by

\[
  h_0(x) = \prod_{j \in u} [a_j F_j(x_j) + b_j] \prod_{j \notin u} \left[ a_j F_j(x_j) - \frac{a_j}{2} \right]. \tag{3.15}
\]

Also, Lemma 3.1 shows that a function \( f_{u}^{\text{sup}} : \mathbb{R}^d \to \mathbb{R}^n \) given by

\[
  f_{u}^{\text{sup}}(x) = \sum_{v \subseteq u} (-1)^{|u|-|v|+1} f_{u \setminus v}^{\text{tot}}(x) + \alpha, \tag{3.16}
\]

belongs to \( \mathcal{T}^{u,d} \) by deriving another expression of \( f_{u}^{\text{sup}} \).
Lemma 3.1. Let $f \in F$, $X$ be $d$ input factors, $F_j$ (resp. $\rho_j$) be the CDF (resp. the PDF) of $X_j$ with $j \in \{1, \ldots, d\}$, and $x$ be a sample value of $X$. If assumptions (A1)-(A5) hold then

(i) the function defined in (3.16) (i.e., $f_u^{\sup}$) is also given by

$$f_u^{\sup}(x) = (-1)^{|u|+1} \int_{\Omega_u} \frac{\partial |u| f}{\partial x_u}(x',x_{-u}) \prod_{j \in u} F_j(x'_j) - \mathbb{I}_{x'_j \geq x_j} \rho_j(x'_j) \ d\mu(x'_u) + \alpha.$$  

(3.17)

(ii) The function $f_u^{\sup}(x)$ is differentiable w.r.t. $x_u$, and we have the following relationships:

$$\frac{\partial |u| f^{\sup}}{\partial x_u}(x) = \frac{\partial |u| f}{\partial x_u}(x),$$  

and

$$f_u^{\sup}(x) = (-1)^{|u|+1} \int_{\Omega_u} \frac{\partial |u| f^{\sup}}{\partial x_u}(x',x_{-u}) \prod_{j \in u} F_j(x'_j) - \mathbb{I}_{x'_j \geq x_j} \rho_j(x'_j) \ d\mu(x'_u) + \alpha.$$  

(3.19)

Proof. See Appendix C.

Moreover, we can see that $\forall h_1, h_2 \in T^{u,d}$ and $\lambda \in \mathbb{R}$, we have the following properties:

$$\int_{\Omega} h_1 \ d\mu = \alpha,$$

and

$$h_1 + \lambda h_2 \in T^{u,d}.$$

To derive the integral equality and inequality, it is important to note that the class of function $T^{u,d}$ contains also functions that share the same derivatives with $f$, that is, $\exists h \in T^{u,d}$ such that

$$\frac{\partial |u| h}{\partial x_u}(x) = \frac{\partial |u| f}{\partial x_u}(x).$$

In what follows, we use assumption (A6) for functions $h \in T^{u,d}$ satisfying $\frac{\partial |u| h}{\partial x_u}(x) = \frac{\partial |u| f}{\partial x_u}(x)$, and Corollary 3.1 gives some integral equalities.

Corollary 3.1. Let $f \in F$ and $h \in T^{u,d}$ denote two functions, $X$ be $d$ input factors, $F_j$ (resp. $\rho_j$) be the CDF (resp. the PDF) of $X_j$ with $j \in \{1, \ldots, d\}$, and $x$ be a sample value of $X$. If assumptions (A1)-(A5) hold then

(i) for all $h \in T^{u,d}$, we have

$$Var_{\mu}(h) = \int_{\Omega \times \Omega_u} \frac{\partial |u| f}{\partial x_u}(x) \frac{\partial |u| f^{\sup}}{\partial x_u}(x',x_{-u}) \prod_{k \in u} F_k[\min(x_k, x'_k)] - F_k(x_k)F_k(x'_k) \rho_k(x_k) \rho_k(x'_k) \ d\mu(x) d\mu(x'_u).$$  

(3.20)
(ii) Moreover, if assumption (A6) holds (i.e., \( \frac{\partial^{[u]}h}{\partial x_u}(x) = \frac{\partial^{[v]}f}{\partial x_v}(x) \)) then we have

\[
\text{Var}_\mu(h) = \int_{\Omega \times \Omega_u} \frac{\partial^{[u]}h}{\partial x_u}(x) \frac{\partial^{[v]}h^T}{\partial x_u}(x', \mathbf{x}_{-u}) \prod_{k \in u} \frac{F_k[\min(x_k, x'_k)] - F_k(x_k)F_k(x'_k)}{\rho_k(x_k)\rho_k(x'_k)} \\
\times d\mu(x)d\mu(x'_u). \tag{3.21}
\]

(iii) If assumption (A6) and (A7) \( (\frac{\partial^{[u]}h}{\partial x_u}(x, \mathbf{x}_{-u}) = 0) \) hold then

\[
\text{Var}_\mu(h) = \frac{1}{2^{2^u}} \int_{\Omega} \frac{\partial^{[u]}h}{\partial x_u}(x) \frac{\partial^{[v]}h^T}{\partial x_u}(x) \prod_{k \in u} \frac{F_k(x_k)(1 - F_k(x_k))}{[\rho_k(x)]^2} d\mu(x), \tag{3.22}
\]

Proof. See Appendix D.

Remark that the function \( h_\alpha \) defined in (3.15) satisfies assumptions (A6)-(A7), and therefore the integral equalities in (3.21-3.22) make sense. Equation (3.22) makes use of the evaluations of the derivatives for only one sample of input values to compute the variance of \( h \). This property is practically interesting for functions or models (\( f \) or \( h \)) that take a lot of time for one model run. For functions that do not satisfy assumption (A7), Equation (3.21) can be used to compute the variance despite it requires the evaluations of the derivatives for two samples of input values. For such functions, it is interesting to have upper bounds of their variances using only one sample evaluations of the derivatives, as a small value of an upper bound means that the considered function is nearly a constant. Thus, Theorem 3.3 gives an integral inequality that involves both quantities.

**Theorem 3.3.** Let \( h \in T^{u,d} \) denote a function, \( \mathbf{X} \) be \( d \) input factors, \( F_j \) (resp. \( \rho_j \)) be the CDF (resp. the PDF) of \( X_j \) with \( j \in \{1, \ldots, d\} \), and \( \mathbf{x} \) be a sample value of \( \mathbf{X} \). If assumptions (A1)-(A6) hold then

(i) we have the following inequality:

\[
\text{Var}_\mu(h) \leq \frac{1}{2^{2^u}} \int_{\Omega} \frac{\partial^{[u]}h}{\partial x_u}(x) \frac{\partial^{[v]}h^T}{\partial x_u}(x) \prod_{k \in u} \frac{F_k(x_k)(1 - F_k(x_k))}{[\rho_k(x)]^2} d\mu(x), \tag{3.23}
\]

where \( \preceq \) is the symbol for the Loewner partial order on matrices, that is, \( \Sigma_1 \preceq \Sigma_2 \) if \( \Sigma_2 - \Sigma_1 \) is a positive semi-definite matrix.

(ii) The equality holds for the function defined in (3.15), that is,

\[
h_0(\mathbf{x}) = \prod_{j \in u} [a_j F_j(x_j) + b_j] \prod_{j \in u} \left[ a_j F_j(x_j) - \frac{a_j}{2} \right]. \tag{3.24}
\]

where \( a_j, b_j \in \mathbb{R}^n \).

Proof. See Appendix E.
Theorem 3.3 establishes a new and optimal integral inequality for a specific class of functions, and this inequality is going to be used in multivariate sensitivity analysis (see Section 4). However, it is a bit far from the Poincaré-type inequalities, which involve mainly the variance of a function and the integral of the square of its gradient. In this sense, Corollary 3.2 provides an optimal weighted Poincaré’s inequality and the Poincaré inequality for any smooth function \( f : \mathbb{R} \rightarrow \mathbb{R}^n \) and for a class of Borel probability measures.

**Corollary 3.2.** Let \( f : \mathbb{R} \rightarrow \mathbb{R}^n \) denote a function, \( X \) be \( d \) input factors, \( F_j \) (resp. \( \rho_j \)) be the CDF (resp. the PDF) of \( X_j \) with \( j \in \{1, \ldots, d\} \), and \( x \) be a sample value of \( X \). If \( f \) satisfies assumptions (A1)-(A5) then

\[
(i) \text{ the optimal weighted-Poincaré inequality is given by } \quad \text{Var}_\mu(f) \preceq \sqrt{\int_\Omega \nabla f(x) \nabla f^T(x) \frac{F(x)(1-F(x))}{\rho(x)^2} d\mu(x)}, \tag{3.25}
\]

where \( \Sigma_1 \preceq \Sigma_2 \) if \( \Sigma_2 - \Sigma_1 \) is a positive semi-definite matrix.

\[
(ii) \text{ A new Poincaré inequality on the real line is given by } \quad \text{Var}_\mu(f) \preceq \min \left( \frac{1}{2} \sup_{x \in \Omega} F(x)(1-F(x)), 4 \left[ \sup_{x \in \Omega} F(x)(1-F(x)) \right]^2 \right) \int_\Omega \nabla f(x) \nabla f^T(x) d\mu(x). \tag{3.26}
\]

**Proof.** Point (i) is obvious bearing in mind Theorem 3.3 and Remark 3.2. Indeed, Remark 3.2 shows that \( f \) satisfies assumption (A6).

Bearing in mind the supremum properties, Point (ii) becomes obvious using Point (i) and Corollary 1 from [30].

**Remark 3.3.** Corollary 3.2 gives an interesting inequality that generalizes the inequality obtained in [11] and used in [15]. Indeed, for a function \( f : \mathbb{R} \rightarrow \mathbb{R} \) \( (n = 1) \), our inequality (this paper) is reduced to

\[
\text{Var}_\mu(f) \leq \frac{1}{2} \int_\Omega [\nabla f(x)]^2 \frac{F(x)(1-F(x))}{\rho(x)^2} d\mu(x). \tag{3.27}
\]

In the case of the standard uniform distribution \((F(x) = x \text{ and } \rho(x) = 1)\), Equation (3.27) was already established in [11], and it has been shown in [15] that the new integral inequality allows for improving the optimal Poincaré inequality associated with the standard uniform distribution.

Based on Corollary 3.2, we are going to give a general result about integral inequalities for any \( d \)-dimension function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^n \). Of course, a general result can be inefficient for a specific function. For instance, an optimal inequality for an additive function (i.e., \( f(x) = \sum_{j=1}^d f_j(x_j) \)) can be inefficient for a function of the form \( f(x) = \prod_{j=1}^d f_j(x_j) \) (multiplicative function). Thus, including some information about the form of a function can help improving some integral inequalities.
Definition 3.2. Consider a function \( f : \mathbb{R}^d \to \mathbb{R}^n \) that includes \( d \) variables and \( \frac{\partial^{u+1}f}{\partial x_u} \) its cross-derivative w.r.t. \( x_u \) with \( u \subseteq \{1, \ldots, d\} \). For all \( j \in \{1, \ldots, d\} \), the theoretical interaction super-set of \( X_j \) is the set \( A_j \) given by

\[
A_j := \{ (j, u) : \text{such that } \frac{\partial^{u+1}f}{\partial x_{(j, u)}} \neq 0, u \subseteq \{1, \ldots, d\} \setminus \{j\} \}.
\] (3.28)

The interaction set \( A_j \) gives the information about the variables that interact with \( X_j \) and the order of interactions regardless the importance of these interactions in practice. The cardinal of \( A_j \) (i.e., \(|A_j|\)) can be seen as the number of the active components in ANOVA decomposition in a direction driven by \( X_j \). Of course, we have \( 1 \leq |A_j| \leq 2^{d-1} \), \(|A_j| = 1\) for an additive function and \(|A_j| = 2^{d-1}\) for a multiplicative function. Using the definition of the set \( A_j \), Theorem 3.4 generalizes results from Corollary 3.2 to cope with a \( d \)-dimension function \( f : \mathbb{R}^d \to \mathbb{R}^n \).

Theorem 3.4. Let \( f : \mathbb{R}^d \to \mathbb{R}^n \) denote a function, \( X \) be \( d \) input factors, \( F_j \) (resp. \( \rho_j \)) be the CDF (resp. the PDF) of \( X_j \) with \( j \in \{1, \ldots, d\} \), \( x \) be a sample value of \( X \) and assume that assumptions (A1)-(A5) hold.

(i) A general integral inequality is given by

\[
\text{Var}_\mu(f) \leq \sum_{u, u \subseteq \{1, \ldots, d\}, |u| > 0} \frac{1}{2 |u|} \int_\Omega \frac{\partial f}{\partial x_u}(x) \frac{\partial f^T}{\partial x_u}(x) \prod_{k \in u} \frac{F_k(x_k)(1 - F_k(x_k))}{|\rho_k(x_k)|^2} d\mu(x),
\] (3.29)

where \( \Sigma_1 \preceq \Sigma_2 \) if \( \Sigma_2 - \Sigma_1 \) is a positive semi-definite matrix.

(ii) If there exists \( J_0 \subseteq \{1, \ldots, d\} \) such that \( \int_{\Omega}^f f^T d\mu = 0 \), \( \forall j \in J_0 \) then we have

\[
\text{Var}_\mu(f) \leq \frac{1}{2} \int_\Omega \frac{\partial f}{\partial x_{(1)}}(x) \frac{\partial f^T}{\partial x_{(1)}}(x) \frac{F_{(1)}(x_{(1)}) (1 - F_{(1)}(x_{(1)}))}{|\rho_{(1)}(x_{(1)})|^2} d\mu(x),
\] (3.30)

with the integer (1) given by

\[
(1) = \arg \min_{j \in J_0} \int_{\Omega^f} \frac{\partial f}{\partial x_j}(x) \frac{\partial f^T}{\partial x_j}(x) \frac{F_j(x_j)(1 - F_j(x_j))}{|\rho_j(x_j)|^2} d\mu(x).
\]

(iii) If the set \( A_j \) is known for all \( j \in \{1, \ldots, d\} \) then

\[
\text{Var}_\mu(f) \leq \sum_{k=1}^{d} \frac{|A_{(1)} \cup \cdots \cup A_{(d-1)}|}{2} \int_{\Omega^f} \frac{\partial f}{\partial x_{(j)}}(x) \frac{\partial f^T}{\partial x_{(j)}}(x) \frac{F_{(j)}(x_{(j)})(1 - F_{(j)}(x_{(j)}))}{|\rho_{(j)}(x_{(j)})|^2} d\mu(x),
\] (3.31)

where the integer (j) is given by

\[
(j) = \arg \min_{j \in \{1, \ldots, d\} \setminus \{1, \ldots, d-1\}} \int_{\Omega^f} \frac{\partial f}{\partial x_j}(x) \frac{\partial f^T}{\partial x_j}(x) \frac{F_j(x_j)(1 - F_j(x_j))}{|\rho_j(x_j)|^2} d\mu(x),
\]

and \( |A_{(j)}| \) is the cardinal of the set \( A_{(j)} \).

Proof. See Appendix F.
4. Application to multivariate sensitivity analysis

Multivariate sensitivity analysis, including variance-based sensitivity, allows for identifying the most important input factors of a function or model $f : \mathbb{R}^d \to \mathbb{R}^n$. It is based on what we call sensitivity functionals, which aim to measure the single and overall contributions of input factors over the whole model outputs. While, the first-order functional, that is,

$$f_{\text{fo}}^{u} := \mathbb{E}[f(x)|X_u] - \mathbb{E}[f(X)],$$

with $\mathbb{E}[f(X)] := \int_{\Omega} f d\mu$, is used to assess the single contribution of $X_u$, we use the total-effect functional (TEF), given by ([19, 18])

$$f_{\text{tot}}^{u}(X) := f(X) - \mathbb{E}[f(X)|X_{\sim u}],$$

to measure the overall contribution of $X_u$, including interactions. The functional $f_{\text{tot}}^{u}(X)$ captures all the single contribution of input in $X_u$ and all the interactions between each input factor in $X_u$ and the other inputs. Likewise, the total-interaction effect functional (TIEF) allows for assessing the single contribution of $X_u$ and the interaction between the latter and the other inputs ($X_{\sim u}$). It is given as follows ([20]):

$$f_{\text{sup}}^{u}(X) := \sum_{v, v \subset u} (-1)^{|u| - |v| + 1} f_{\text{tot}}^{u \setminus v}(X).$$  \hspace{1cm} (4.1)

Such sensitivity functionals (SFs) are random vectors, and their components may be correlated. Proposition 4.1 gives their properties.

**Proposition 4.1.** If assumption (A1) holds, we have

(i) $f(X)$ does not depend on $X_j$ if and only if the first-order and total SFs are null, that is,

$$f_{\text{fo}}^{j}(X_j) = f_{\text{tot}}^{j}(X) = 0.$$

(ii) $f(X)$ depends only on $X_j$ if and only if

$$f_{\text{fo}}^{j}(X_j) = f_{\text{tot}}^{j}(X) = f(X_j) - \mathbb{E}[f(X_j)].$$  \hspace{1cm} (4.3)

**Proof.** The proof is obvious bearing in mind the properties of the conditional expectation. \hspace{1cm} $\square$

Using the SFs, we can define many types of generalized sensitivity indices by properly choosing the importance measure. One may use the moment dependent measure such as the variance or the moment independent measure such as the probability density, distribution or a Hilbert-Schmidt information criterion. In what follows, we use the variance as a measure of importance. When we use the variance as a measure of the variability of the model outputs, a definition of the
The first-order covariance matrix of $X_u$ is $\Sigma_u$ given by

$$\Sigma_u := \text{Var}_\mu \left[ \mathbb{E} \left( \mathbb{E} f(X) \mid X_u \right) \right].$$

(4.4)

Further, the total-effect covariance matrix of $X_u$ is $\Sigma_{u}^{\text{tot}}$ given by

$$\Sigma_{u}^{\text{tot}} := \text{Var}_\mu \left[ f(X) - \mathbb{E} [f(X) \mid X_u] \right].$$

(4.5)

Likewise, the total-interaction covariance matrix of $X_u$ is $\Sigma_{u}^{\text{sup}}$ given by

$$\Sigma_{u}^{\text{sup}} := \text{Var}_\mu \left[ f_{u}^{\text{sup}}(X) \right].$$

(4.6)

For the single-response models ($n = 1$), the prioritization of input factors based on the covariance matrices is straightforward, as the covariance matrices are scalars. In the case of the multivariate-response models ($n > 1$), Lamboni [18] proposed to apply matrix norms on the covariance matrices such as $\Sigma_u$, $\Sigma_{u}^{\text{sup}}$, $\Sigma_{u}^{\text{tot}}$ in order to prioritize input factors. In this paper, we consider two types of generalized sensitivity indices (GSIs) from [19]. The first-type GSIs are obtained by applying the trace on the covariance matrices. This first-type GSIs are well-suited for non-correlated components of the SFs. When the components of the SFs are correlated, the second-type GSIs allow for capturing such correlations. Both types of GSIs are given in Definition 4.1.

**Definition 4.1.** Consider $\Sigma$, $\Sigma_u$, $\Sigma_{u}^{\text{sup}}$, and $\Sigma_{u}^{\text{tot}}$ the covariance matrices of the model outputs, the first-order, the total-interaction effect and the total-effect functionals, respectively.

The classical GSIs ([22, 23, 9, 18]) are defined below.

The first-order GSI of $X_u$ is defined as follows:

$$GSI^F_{u} := \frac{\left\| \Sigma_u^{1/2} \right\|_F^2}{\left\| \Sigma^{1/2} \right\|_F^2}.$$  

(4.7)

Further, the total GSI of $X_u$ is given by

$$GSI^T_{u} := \frac{\left\| (\Sigma_u^{\text{tot}})^{1/2} \right\|_F^2}{\left\| \Sigma^{1/2} \right\|_F^2},$$

(4.8)

and the total-interaction GSI of $X_u$ is given by

$$GSI^{\text{sup},u} := \frac{\left\| \Sigma_{u}^{\text{sup}}^{1/2} \right\|_F^2}{\left\| \Sigma^{1/2} \right\|_F^2}.$$  

(4.9)

Likewise, the second-type GSIs ([18]) are defined as follows:

$$GSI^{l2}_{u} := \frac{\left\| \Sigma_u \right\|_F}{n \left\| \Sigma^{1/2} \right\|_F^2}.$$  

(4.10)
\[ GSI^{l2}_{T_u} := \frac{||\Sigma^\text{tot}_u||_F}{n||\Sigma^{1/2}||_F^2}; \]  
and
\[ GSI^{l2}_{sup,u} := \frac{||\Sigma^\text{sup}_u||_F}{n||\Sigma^{1/2}||_F^2}. \]

**Remark 4.1.** The first-type GSIs such as \( GSI^F_u, GSI^F_{T_u}, GSI^F_{sup,u} \) are equivalent to the classical definition, that is,
\[ GSI^F_u = \frac{\text{Tr}(\Sigma_u)}{\text{Tr}(\Sigma)}, \quad GSI^F_{T_u} = \frac{\text{Tr}(\Sigma^\text{tot}_u)}{\text{Tr}(\Sigma)}, \quad GSI^F_{sup,u} = \frac{\text{Tr}(\Sigma^\text{sup}_u)}{\text{Tr}(\Sigma)}. \]

In the case of single response models (\( n = 1 \)), both types of GSIs come down to Sobol’ indices.

### 4.1. Derivative-based GSIs and proxy-measure for multivariate sensitivity analysis

The sample-based computations of GSIs in Definition 4.1 can required a lot of model runs, which can become intractable in the case of complex models that require a lot of time for one model run. The upper bounds of the total and total-interaction GSIs can be used for quickly selecting the most important input factors ([14, 21]). This section provides the derivative-based expressions of sensitivity functionals and new upper bounds of the GSIs.

The derivative-based expressions of the TIEF in (4.1) is given by (see Lemma 3.1)
\[ f^{sup}_u(\mathbf{X}) = (-1)^{|u|+1} \int_{\Omega_u} \frac{\partial |u|f}{\partial x_u}(\mathbf{x}_u, \mathbf{X}_{\sim u}) \prod_{j \in u} F_j(x'_j) - \mathbb{I}_{[x'_j \geq x_j]} \rho_j(x'_j) \frac{\rho_j(x_j)}{F_j(x_j)} d\mu(x_u). \]  
(4.13)

For a single input \( X_j \), the TIEF comes down to the total-effect functional (TEF).

Likewise, it comes from Theorem 3.2 that the derivative-based first-order functional is given by
\[ f^{fo}_j(x_j) = \int_{\Omega_j} \frac{\partial f}{\partial x_j}(\mathbf{x}') F_j(x'_j) - \mathbb{I}_{[x'_j \geq x_j]} \rho_j(x'_j) \frac{\rho_j(x_j)}{F_j(x_j)} d\mu(x'). \]  
(4.14)

### 4.1.1. Upper bound of the first-order generalized sensitivity indices

By Corollary 3.1, the first-order covariance matrix of \( X_j \) (i.e., \( \Sigma_j = \text{Var}_\mu (f^{fo}_j) \)) is given by
\[ \Sigma_j = \int_{\Omega^2} \frac{\partial f}{\partial x_j}(\mathbf{x}) \frac{\partial f^T}{\partial x_j}(\mathbf{x}') \times \frac{F_j(\min(x_j, x'_j)) - F_k(x_j)F_k(x'_j)}{\rho_j(x_j)\rho_j(x'_j)} d\mu(\mathbf{x}) d\mu(\mathbf{x}'), \]  
(4.15)

and by Theorem 3.3, the upper bound of \( \Sigma_j \) comes from the inequality
\[ \Sigma_j \leq \frac{1}{2} \int_{\Omega} \frac{\partial f}{\partial x_j}(\mathbf{x}) \frac{\partial f^T}{\partial x_j}(\mathbf{x}) \frac{F_j(x_j)(1 - F_j(x_j))}{[\rho_j(x_j)]^2} d\mu(\mathbf{x}). \]  
(4.16)
The computation of the upper bound of $\Sigma_j$, that is, 

$$NUB_j := \frac{1}{2} \int_\Omega \left( \frac{\partial f}{\partial x_j}(x) \right) \left( \frac{\partial f^T}{\partial x_j}(x) \right) \frac{F_j(x_j) (1 - F_j(x_j))}{[\rho_j(x_j)]^2} d\mu(x),$$

will require the evaluation of the model derivatives for only one sample of input values.

### 4.1.2. Upper bound of the total and total-interaction generalized sensitivity indices

By Corollary 3.1, the total-interaction covariance matrix (i.e., $\Sigma^{\text{sup}} = \text{Var}_\mu(f^{\text{sup}})$) is given by

$$\Sigma^{\text{sup}} = \int_{\Omega \times \Omega} \frac{\partial |u| f}{\partial x_u}(x) \frac{\partial |u| f^T}{\partial x_u}(x) \prod_{k \in u} \frac{F_k[\min(x_k, x'_k)] - F_k(x_k)F_k(x'_k)}{\rho_k(x_k)^2} d\mu(x)d\mu(x'),$$

and by Theorem 3.3, the upper bound of $\Sigma^{\text{sup}}$ comes from the inequality

$$\Sigma^{\text{sup}} \preceq \frac{1}{2 |u|} \int_{\Omega} \frac{\partial |u| f}{\partial x_u}(x) \frac{\partial |u| f^T}{\partial x_u}(x) \prod_{k \in u} \frac{F_k(x_k) (1 - F_k(x_k))}{[\rho_k(x_k)]^2} d\mu(x).$$

For a single input $X_j$ ($u = \{j\}$), the TIEF functional is equal to the TEF, and we deduce the upper bound of $\Sigma^{\text{tot}}_j$ from the inequality

$$\Sigma^{\text{tot}}_j \preceq \frac{1}{2} \int_{\Omega} \frac{\partial f}{\partial x_j}(x) \frac{\partial f^T}{\partial x_j}(x) \frac{F_j(x_j) (1 - F_j(x_j))}{[\rho_j(x_j)]^2} d\mu(x).$$

We can see that the upper bound of $\Sigma_j$ (i.e., $NUB_j$) is equal to the upper bound of $\Sigma^{\text{tot}}_j$. This result is not surprising because the first-order GSI is equal to the total GSI for additive models such as $f(X_1, X_2) = X_1 + X_2$.

### 4.2. Estimator of the proxy-measure of generalized sensitivity indices

This section deals with the estimators of the upper bounds of the GSIs, which will be used for computing the proxy-measure of the GSIs.

The upper bound of the non-normalized total-interaction GSI is given by

$$NUB^{\text{sup}}_u := \frac{1}{2 |u|} \int_{\Omega} \frac{\partial |u| f}{\partial x_u}(x) \frac{\partial |u| f^T}{\partial x_u}(x) \prod_{k \in u} \frac{F_k(x_k) (1 - F_k(x_k))}{[\rho_k(x_k)]^2} d\mu(x),$$

and we can compute $NUB^{\text{sup}}_u$ using the following estimator.

**Theorem 4.1.** Let $X_i, i = 1, 2, \ldots, m$ be a sample of size $m$ from $X$. If assumptions (A1)-(A5) hold then
(i) the unbiased estimator of $\text{NUB}_{u}^{\text{sup}}$ is given by

$$\hat{\text{NUB}}_{u}^{\text{sup}} := \frac{1}{2^{[u]}} m \sum_{i=1}^{m} \frac{\partial^{[u]} f}{\partial x_{u}}(X_i) \frac{\partial^{[u]} f^{T}}{\partial x_{u}}(X_i) \prod_{k \in u} \frac{F_k(X_{i,k}) (1 - F_k(X_{i,k}))}{[\rho_k(X_{i,k})]^2},$$

with

$$\mathbb{E} \left( \hat{\text{NUB}}_{u}^{\text{sup}} \right) = \text{NUB}_{u}^{\text{sup}},$$

and we have

$$\hat{\text{NUB}}_{u}^{\text{sup}} \xrightarrow{P} \text{NUB}_{u}^{\text{sup}},$$

when $m \to +\infty$, with $\xrightarrow{P}$ the convergence in probability.

(ii) The unbiased estimator of $\text{Tr}(\text{NUB}_{u}^{\text{sup}})$ is given by

$$\text{Tr}(\hat{\text{NUB}}_{u}^{\text{sup}}) := \frac{1}{2^{[u]}} m \sum_{i=1}^{m} \text{Tr} \left[ \frac{\partial^{[u]} f}{\partial x_{u}}(X_i) \frac{\partial^{[u]} f^{T}}{\partial x_{u}}(X_i) \right] \prod_{k \in u} \frac{F_k(X_{i,k}) (1 - F_k(X_{i,k}))}{[\rho_k(X_{i,k})]^2},$$

and we have

$$\text{Tr}(\hat{\text{NUB}}_{u}^{\text{sup}}) \xrightarrow{P} \text{Tr}(\text{NUB}_{u}^{\text{sup}}) \quad \text{when} \quad m \to +\infty.$$

(iii) The consistent estimator of $\|\text{NUB}_{u}^{\text{sup}}\|_F$ is given by

$$\|\hat{\text{NUB}}_{u}^{\text{sup}}\|_F := \frac{1}{2^{[u]}} m \left\| \sum_{i=1}^{m} \frac{\partial^{[u]} f}{\partial x_{u}}(X_i) \frac{\partial^{[u]} f^{T}}{\partial x_{u}}(X_i) \prod_{k \in u} \frac{F_k(X_{i,k}) (1 - F_k(X_{i,k}))}{[\rho_k(X_{i,k})]^2} \right\|_F,$$

and we have

$$\|\hat{\text{NUB}}_{u}^{\text{sup}}\|_F \xrightarrow{P} \|\text{NUB}_{u}^{\text{sup}}\|_F.$$

when $m \to +\infty$, with $\xrightarrow{P}$ the convergence in probability.

Proof. Point (i) is obvious using the definition of $\text{NUB}_{u}^{\text{sup}}$ in (4.20), the linearity of the expectation, and the law of large numbers.

Point (ii) is a consequence of Point (i) knowing the definition of the trace ($\text{Tr}$) and using the linearity of $\text{Tr}$.

Point (iii) is obtained by combining Point (i), the definition of $\|\cdot\|_F$, and the Slutsky theorem. □

Now, we are going to derive the estimators of the upper bounds of both types of the normalized GSIs. Theorem 4.2 provides the proxy-measures of the total-interaction GSIs.

**Theorem 4.2.** Under assumptions (A1)-(A5), we have the following proxy-measure of GSIs.

(i) The first-type proxy-measure of the total-interaction GSI of $X_u$ is given by

$$\hat{\text{UB}}_{u}^{\text{F}} := \frac{\text{Tr}(\hat{\text{NUB}}_{u}^{\text{sup}})}{\text{Tr}(\hat{\Sigma})},$$

(4.28)
where \( \hat{\Sigma} \) is the classical estimator of the variance of the model outputs, that is, \( \Sigma = \text{Var}_\mu(f) \).

If \( m \to +\infty \) we have
\[
\frac{UB^p_u}{\text{Tr}(NUB^{sup}_u)} \xrightarrow{P} \frac{\text{Tr}(\Sigma)}{\text{Tr}(\hat{\Sigma})},
\]
with \( \xrightarrow{P} \) the convergence in probability.

(ii) The second-type proxy-measure of the total-interaction GSI of \( X_u \) is given by
\[
\frac{UB^l_2}{n \text{Tr}(\hat{\Sigma})} := \frac{\|NUB^{sup}_u\|_F}{n \text{Tr}(\hat{\Sigma})},
\]
with
\[
\frac{UB^l_2}{\text{Tr}(\Sigma)} \xrightarrow{P} \frac{\|NUB^{sup}_u\|_F}{n \text{Tr}(\Sigma)},
\]
when \( m \to \infty \), with \( \xrightarrow{P} \) the convergence in probability.

Proof. Point (i) and Point (ii) are obvious bearing in mind Theorem 4.1 and the Slutsky theorem. \( \square \)

4.3. Analytical test case ( Any \( d \) and \( n = 1 \) )

We consider the class of functions defined as follows:
\[
f(x) = \prod_{j=1}^{d} g_j(x_j), \quad \text{with} \quad g_j(x_j) = a_j F_j(x_j) + b_j,
\]
where \( F_j \) is the CDF of \( X_j \) (\( X_j \sim F_j \)), \( a_j, b_j \in \mathbb{R} \) with \( j = 1, 2, \ldots, d \).

The function \( f \) includes \( d \) independent input factors following the CDF \( F_j, j = 1, 2, \ldots, d \).

Knowing that \( X_j \sim F_j \iff F_j(X_j) \sim \mathcal{U}[0, 1] \), we can write
\[
\text{Var}_\mu[g_j(X_j)] = a_j^2 \text{Var}_\mu[F_j(X_j)] = \frac{a_j^2}{12},
\]
and
\[
E[F_j(X_j)(1 - F_j(X_j))] = \int_0^1 x(1 - x) \, dx = \frac{1}{6}.
\]

The analytical value of the non-normalized total index is given by
\[
\Sigma_j^{tot} = E[\text{Var}_\mu(f(X) \mid X_{\sim j})] = \frac{a_j^2}{12} \prod_{i=1}^{d} E[g_i(X_i)^2],
\]
and it upper bound is given by (Equation (4.19))

\[
\text{NUB}_j^{\text{tot}} = \frac{1}{2} \mathbb{E} \left[ a_j^2 F_j(X_j) (1 - F_j(X_j)) \prod_{i=1}^{d} g_i(X_i)^2 \right]
= \frac{a_j^2}{2} \mathbb{E} \left[ F_j(X_j) (1 - F_j(X_j)) \right] \prod_{i=1}^{d} \mathbb{E} \left[ g_i(X_i)^2 \right]
= \frac{a_j^2}{12} \prod_{i=1}^{d} \mathbb{E} \left[ g_i(X_i)^2 \right]
= \Sigma_{j}^{\text{tot}}.
\]

It comes out that the proxy-measure is exactly the total index for this class of functions. Therefore, the proxy-measure will gives the right ranking of input factors.

4.4. Numerical test cases

In this section, we performed numerical tests to assess the effectiveness of our proxy-measure of GSIs. To illustrate our approach, we considered two types of functions as follows: functions with a small number of inputs \((d = 3)\), and functions with a medium number of inputs \((d = 6, d = 10)\).

We computed the model derivatives using the finite difference method, and using Sobol’s sequence or Quasi-Monte Carlo ([6]). For the sample size \(m = 1000\), we replicated the process of computing the proxy-measure of GSIs \(R = 30\) times by changing the seed randomly when sampling input values.

In this paper, the functions considered belong to either a class of functions having many important input factors (all the inputs) by interactions or a class of functions which are continuous but differentiable almost everywhere (see last test case). The first class of functions often requires a lot of model runs to obtain reasonable estimates of sensitivity indices.

4.4.1. Ishigami’s function \((d = 3, n = 1)\)

The Ishigami function includes three independent input factors following a uniform distribution on \([-\pi, \pi]\), and it provides one output. It is defined as follows:

\[
f(\mathbf{x}) = \sin(x_1) + 7 \sin^2(x_2) + 0.1 x_3^4 \sin(x_1)
\]

(4.33)

For this function, all the input factors are important. The true values of Sobol’ indices and the estimates of the proxy-measure are listed in Table 1.
4.4.2. Multivariate Ishigami’s function \( (d = 3, n = 3) \)

The multivariate Ishigami function includes three independent input factors following a uniform distribution on \([-\pi, \pi]\), and it provides three outputs \((\pm 1, \pm 1, \pm 1)\). It is defined as follows:

\[
\begin{align*}
\sin(x_1) + 7 \sin^2(x_2) + 0.1 x_3^4 \sin(x_1), \\
\sin(x_1) + 5.896 \sin^2(x_2) + 0.1 x_3^4 \sin(x_1), \\
\sin(x_1) + 6.494 \sin^2(x_2) + 0.125 x_3^4 \sin(x_1).
\end{align*}
\]

For this function, all the input factors are important regarding the whole outputs. The true values of the GSIs and the estimates of the proxy-measure are listed in Table 2.

4.4.3. Block-additive function \( (d = 6, n = 1) \)

The block-additive function includes six independent inputs following a uniform distribution on \([-1, 1]\), and it provides one output \((\pm 1)\). It is defined as follows:

\[
\begin{align*}
\cos(-0.8 - 1.1x_1 + 1.1x_5 + x_3) + \sin(0.5 + 0.9x_4 + x_2 - 1.1x_6).
\end{align*}
\]

This function has been used to illustrate the improved Poincaré inequality in [31]. We used it for a comparison reason and for the fact that all the input factors are important. The true values of Sobol’ indices and the estimates of the proxy-measure are listed in Table 3.
Table 3

|                | First-type proxy-measure |            | Second-type proxy-measure |            |
|----------------|--------------------------|------------|---------------------------|------------|
|                | \( GSI_{\text{1p,u}} \) | \( U_u \) | \( UB^k \)                | \( GSI_{\text{2p,u}} \) | \( U_\ell^2 \) | \( UB_\ell^2 \) |
| \( X_1 \)      | 0.231                    | 0.329      | 0.271 (0.004)             | 0.231      | 0.329      | 0.271 (0.004) |
| \( X_2 \)      | 0.214                    | 0.285      | 0.238 (0.003)             | 0.214      | 0.285      | 0.238 (0.003) |
| \( X_3 \)      | 0.196                    | 0.272      | 0.223 (0.003)             | 0.196      | 0.272      | 0.223 (0.003) |
| \( X_4 \)      | 0.176                    | 0.231      | 0.192 (0.002)             | 0.176      | 0.231      | 0.192 (0.002) |
| \( X_5 \)      | 0.231                    | 0.329      | 0.270 (0.004)             | 0.231      | 0.329      | 0.270 (0.004) |
| \( X_6 \)      | 0.256                    | 0.345      | 0.291 (0.004)             | 0.256      | 0.345      | 0.291 (0.004) |

True Sobol’ indices and the estimates of the proxy-measure of these indices (average over 30 replications, followed by their standard deviations in brackets) for the block-additive function. We also added the best (known) Poincaré upper bound \( U_u \) ([21, 31]). While, the top part of this table focuses on the total indices, the bottom part deals with the total-interaction indices. For concise reporting of small values, we use e-a for \( 10^{-a} \).

4.4.4. Multivariate Sobol’s function \((d = 10, n = 4)\)

The multivariate Sobol function includes 10 independent input factors following a uniform distribution on \([0, 1]\) ([18]). It is defined as follows:

\[
\begin{align*}
    f(x) &= \left[ \prod_{j=1}^{d=10} \frac{|4x_j - 2| + A[1,j]}{1 + |A[1,j]|} \right] \\
    &= \left[ \prod_{j=1}^{d=10} \frac{|4x_j - 2| + A[2,j]}{1 + |A[2,j]|} \right] \\
    &= \left[ \prod_{j=1}^{d=10} \frac{|4x_j - 2| + A[3,j]}{1 + |A[3,j]|} \right] \\
    &= \left[ \prod_{j=1}^{d=10} \frac{|4x_j - 2| + A[4,j]}{1 + |A[4,j]|} \right].
\end{align*}
\]

(4.36)

According to the values of \( A \) (matrix of type \( 4 \times d \)), this function has different properties. If

\[
A = \begin{bmatrix}
    0 & 0 & 6.52 & 6.52 & 6.52 & 6.52 & 6.52 & 6.52 & 6.52 & 6.52 \\
    0 & 1 & 4.5 & 9 & 99 & 99 & 99 & 99 & 99 & 99 \\
    1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
    50 & 50 & 50 & 50 & 50 & 50 & 50 & 50 & 50 & 50
\end{bmatrix},
\]

this function belongs to the class of functions having few important input factors. We can see that this function is continuous but it is differentiable almost everywhere. The true values of the GSIs and the estimates of the proxy-measure are listed in Table 4.
First, we propose two derivative-based expressions of the variance and new integral inequalities for any function and for a wide class of Borel probability measures. For a function \( \mathbb{R} \to \mathbb{R}^n \), we
provide the optimal weighted Poincaré-type inequality. The proposed expressions of the variance and inequalities make use of the gradient and/or cross-partial derivatives, cumulative distribution functions, and probability density functions. They are based on a novel decomposition of multivariate functions developed in this paper. Second, the new weighted Poincaré-type inequalities are used to establish a new proxy-measure of the generalized sensitivity indices from multivariate sensitivity analysis, including Sobol’ indices. The new proxy-measure of GSIs is an upper bound of the total or total-interaction GSIs, and we have shown that this new proxy-measure coincides with the total and total-interaction GSIs for a specific class of functions. For this class of functions, the new proxy-measure will give the right ranking of input factors using few model evaluations. Third, we construct unbiased and consistent estimators of both types of the proxy-measure.

The numerical tests confirmed that our proxy-measure of the total and total-interaction GSIs improves the classical upper bound from the Poincaré-type inequalities ([14, 21, 31]) for the functions considered in this paper. In the next future, it is interesting to investigate i) the integral equality and inequalities in presence of dependent input factors, ii) the proxy-measure in some given directions such as the directions driven by the model gradient.
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Appendix A: Proof of Theorem 3.1

For Point (i), when multiplying Equation (2.5) by the joint PDF \( \rho_u(y_u) \), and integrating it over the joint support \( \Omega_u \), we obtain

\[
\begin{align*}
\int_{\Omega_u} f(z_u, x_{\sim u}) \, d\mu(y_u) - \int_{\Omega_u} f(y_u, x_{\sim u}) \, d\mu(y_u) &= \sum_{v, v \subseteq u, |v| > 0} \int_{\Omega_v} \int_{[0, 1]^{|v|}} \frac{\partial |v|}{\partial x_v} f(x) \rho_v(y_v) \, dx_v \, dy_v, \quad (A.1)
\end{align*}
\]

Consider the measurable and differentiable function \( t : \Omega_u \to [0, 1]^{|u|} \) given by \( t_j(x_u) = \frac{x_j - y_j}{x_j - y_j} \) for \( j = 1, \ldots, |u| \). A change of variables gives

\[
\begin{align*}
\int_{\Omega_u} f(z_u, x_{\sim u}) \, d\mu(y_u) - \int_{\Omega_u} f(y_u, x_{\sim u}) \, d\mu(y_u) &= \sum_{v, v \subseteq u, |v| > 0} \int_{\Omega_v} \int_{[0, 1]^{|v|}} \frac{\partial |v|}{\partial x_v} \left[ (t_j(z_j - y_j) + y_j, j \in v), x_{\sim v} \right] \\
&\quad \times \prod_{i \in v} (z_i - y_i) \rho_v(y_v) \, dt \, dy_v . \quad (A.2)
\end{align*}
\]

Replacing \( z_u \) with \( x_u \) in Equation (A.2) yields to

\[
\begin{align*}
\int_{\Omega_u} f(x_u, x_{\sim u}) \, d\mu(y_u) - \int_{\Omega_u} f(y_u, x_{\sim u}) \, d\mu(y_u) &= \sum_{v, v \subseteq u, |v| > 0} \int_{\Omega_v} \int_{[0, 1]^{|v|}} \frac{\partial |v|}{\partial x_v} \left[ (t_j(x_j - y_j) + y_j, j \in v), x_{\sim v} \right] \\
&\quad \times \prod_{i \in v} (x_i - y_i) \rho_v(y_v) \, dt \, dy_v .
\end{align*}
\]

Consider the measurable and differentiable function \( r : \Omega_u \to \Omega_u \) given by \( r_j(y) = t_jx_j + y_j(1 - t_j) \) for \( j = 1, 2, \ldots, |u| \). We can see that \( y_j = \frac{r_j - t_jx_j}{1 - t_j}, \ dy_j = \frac{dx_j}{1 - t_j} \), and \( x_j - y_j = \frac{x_j - r_j}{1 - t_j} \). Bearing in mind Fubini-Lebesgue’s theorem, a change of variables gives

\[
\begin{align*}
\int_{\Omega_u} f(x_u, x_{\sim u}) \, d\mu(y_u) - \int_{\Omega_u} f(y_u, x_{\sim u}) \, d\mu(y_u) &= \sum_{v, v \subseteq u, |v| > 0} \int_{\Omega_v} \int_{[0, 1]^{|v|}} \frac{\partial |v|}{\partial x_v} (r_v, x_{\sim v}) \\
&\quad \times \int_{[0, 1]^{|v|}} \prod_{i \in v} \frac{(x_i - r_i)}{(1 - t_j)^2} \rho_v \left( \frac{r_j - t_jx_j}{1 - t_j}, j \in v \right) \, dt \, dr_v .
\end{align*}
\]
Again, a change of variables of the form \( z_j(t) = \frac{x_j - x_j(0)}{t - t_j} \) (with \( dz_j = \frac{x_j - x_j(0)}{(t - t_j)^2} dt_j \), \( z_j(0) = r_j \), and \( z_j(1) = r_j \mathbb{I}_{\{r_j=1\}} + \infty \mathbb{I}_{\{r_j>1\}} - \infty \mathbb{I}_{\{r_j<1\}} \)) gives

\[
 f(x_u, x_{-u}) = \int_{\Omega_u} f(y_u, x_{-u}) \, d\mu(y_u) = \sum_{\forall v, \forall \nu \in \nu} \int_{\Omega_v} \frac{\partial^{[v]} f}{\partial x_v} (r_v, x_{-v}) \int_{A_j, j \in v} \prod_{i \in v} (\mathbb{I}_{\{r_i<j\}} - \mathbb{I}_{\{r_i>1\}}) \rho_v(z_v) \, dz_v \, dr_v ,
\]

with \( A_j = \{r_j\} \times \mathbb{I}_{\{r_j=1\}} + \{r_j, +\infty[\times \mathbb{I}_{\{r_j>1\}}+\} - \infty, r_j\} \times \mathbb{I}_{\{r_j<1\}} \).

As the set \( \{r_j\} \) is negligible with respect to all probability measures that are absolutely continuous w.r.t. the Lebesgue measure, we consider only (in what follows) \( A_j = \{r_j, +\infty\} \times \mathbb{I}_{\{r_j<1\}} \) almost surely. Bearing in mind the independent assumption (A1), we can write

\[
 \int_{A_j, j \in v} \prod_{j \in v} (\mathbb{I}_{\{r_j<j\}} - \mathbb{I}_{\{r_j>1\}}) \rho_v(z_v) \, dz_v = \prod_{j \in v} \int_{A_j} (\mathbb{I}_{\{r_j<j\}} - \mathbb{I}_{\{r_j>1\}}) \rho_j(z_j) \, dz_j
\]

\[
 = \prod_{j \in v} (F_j(r_j) - \mathbb{I}_{\{r_j>1\}}) ,
\]

and the first results follows \( \forall u \subseteq \{1, 2, \ldots, d\} \) in general and for \( u = \{1, 2, \ldots, d\} \) in particular.

For Point (ii), Equations (3.3) is obvious knowing that \( \int_{\Omega_v} (F_j(r_j) - \mathbb{I}_{\{r_j>1\}}) \, d\mu(x_j) = 0 \).

For Point (iii), knowing that \( \text{Var}_\mu(f) = \int f f^T \, d\mu - \int f \, d\mu \int f^T \, d\mu \) and bearing in mind Fubini’s theorem, we have

\[
 \text{Var}_\mu(h_v) = \int_{\Omega_v} \frac{\partial^{[v]} f}{\partial x_v} (x_v', x_{-v}) \frac{\partial^{[v]} f^T}{\partial x_v} (x_v', x_{-v}) \prod_{j \in v} \frac{F_j(x_j') - \mathbb{I}_{\{x_j'>1\}}}{\rho_j(x_j')} \frac{F_j(z_j') - \mathbb{I}_{\{z_j'>1\}}}{\rho_j(z_j')} \, \mu(x_v') \, d\mu(x_v') \mu(x_v) \, d\mu(x_v) \, d\mu(x_v) ,
\]

as

\[
 \int_{\Omega_v} \prod_{k \in v} \frac{F_k(x_k') - \mathbb{I}_{\{x_k'>1\}}}{\rho_k(x_k')} \frac{F_k(z_k') - \mathbb{I}_{\{z_k'>1\}}}{\rho_k(z_k')} \, d\mu(x_v) = \prod_{k \in v} \frac{F_k(x_k') - \mathbb{I}_{\{x_k'>1\}}}{\rho_k(x_k')} \frac{F_k(z_k') - \mathbb{I}_{\{z_k'>1\}}}{\rho_k(z_k')} ,
\]
For Point (iv), using Equation (3.2), we can write

\[
\text{Var}_\mu(f) = \sum_{v, v \subseteq \{1, \ldots, d\}} \text{Var}_\mu(f_v) + \sum_{w, w \subseteq \{1, \ldots, d\}, |w| > 0} \int_{\Omega \times \Omega_w} \sum_{j \in v} \frac{\partial \mu_v}{\partial x_j} (x'_v, x_{-v}) \frac{\partial \mu_{-v}}{\partial x_j} (x'_w, x_{-w})
\]

\[
\times \prod_{j \in v} \frac{F_j(x'_j)}{\rho_j(x'_j)} \prod_{k \in w} \frac{F_k(z'_k)}{\rho_k(z'_k)} - \prod_{j \in v, k \in w} \frac{F_j(x'_j)}{\rho_j(x'_j)} \frac{F_k(z'_k)}{\rho_k(z'_k)} d\mu(x_{-v}) d\mu(x_{-w}) d\mu(x)
\]

\[
+ \sum_{v, v \subseteq \{1, \ldots, d\}} \text{Var}_\mu(f_v) + \sum_{w, w \subseteq \{1, \ldots, d\}, |w| > 0} \int_{\Omega \times \Omega_w} \sum_{j \in v} \frac{\partial \mu_v}{\partial x_j} (x'_v, x_{-v}) \frac{\partial \mu_{-v}}{\partial x_j} (x'_w, x_{-w})
\]

\[
\times \prod_{j \in v} \frac{F_j(x'_j)}{\rho_j(x'_j)} \prod_{k \in w} \frac{F_k(z'_k)}{\rho_k(z'_k)} - \prod_{j \in v, k \in w} \frac{F_j(x'_j)}{\rho_j(x'_j)} \frac{F_k(z'_k)}{\rho_k(z'_k)} d\mu(x_{-v}) d\mu(x_{-w}) d\mu(x)
\]

**Appendix B: Proof of Theorem 3.2**

The proof makes use of the well-known Sobol-Hoeffding's decomposition ([12, 7, 35]), that is, for a function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^n \) satisfying assumptions (A1)-(A2), we have

\[
f(x) = f_0 + \sum_{u, u \subseteq \{1, 2, \ldots, d\}} f_u(x_u),
\]

with

\[
f_u(x_u) = \sum_{w, w \subseteq u} (-1)^{|u|-|w|} \int_{\Omega_{-u}} f(x) d\mu(x_{-w}).
\]

Using the derivative-based decomposition of \( f \) in (3.2) and knowing that \( \sum_{w, w \subseteq u} (-1)^{|u|-|w|} f_0 = 0 \), we have

\[
f_u(x_u) = \sum_{w, w \subseteq u} \sum_{v, v \subseteq \{1, \ldots, d\} : |v| > 0} (-1)^{|v|-|w|} \int_{\Omega_{-u}} h_v(x) d\mu(x_{-w}). \tag{B.1}
\]

From (3.3), \( \int_{\Omega_{-w}} h_v(x) d\mu(x_{-w}) = 0 \) \( \forall j \in v \cap \bar{w} \), or equivalently for the set \( \{v \subseteq \{1, \ldots, d\} : v \cap \bar{w} \neq \emptyset \text{ and } |v| > 0\} \). Thus, the expectation of \( f_v(x) \) with respect to \( x_{-w} \) does not vanish for
\{v \subseteq \{1, \ldots, d\} : v \cap \emptyset = \emptyset \text{ and } |v| > 0 \} \equiv \{v \subseteq w : |v| > 0\}. Therefore, we can write

\[
f_{u}(x_{u}) = \sum_{w, w' \subseteq u, v \subseteq w, \sum_{\{v\} > 0}} (-1)^{|w| - |v|} \int_{\Omega_{w}} h_{v}(x) \, d\mu(x_{w})
\]

\[
= \sum_{w, w' \subseteq u, v \subseteq w, \sum_{\{v\} > 0}} (-1)^{|w| - |v|} \int_{\Omega_{w} \times \Omega_{u}} \frac{\partial |v|}{\partial x_{v}} (x'_{v}, x_{w-v}) \prod_{j \in v} F_{j}(x_{j}') - \mathbb{I}_{[x_{j}' \geq x_{j}]} \rho_{j}(x_{j}') \, d\mu(x_{v}') \, d\mu(x_{w-v})
\]

\[
= \sum_{w, w' \subseteq u, v \subseteq w, \sum_{\{v\} > 0}} (-1)^{|w| - |v|} \int_{\Omega_{w} \times \Omega_{u}} \frac{\partial |v|}{\partial x_{v}} (x'_{v}, x_{w-v}, x_{w-v}') \prod_{j \in v} F_{j}(x_{j}') - \mathbb{I}_{[x_{j}' \geq x_{j}]} \rho_{j}(x_{j}') \, d\mu(x_{v}') \, d\mu(x_{w-v})
\]

\[
= \sum_{w, w' \subseteq u, v \subseteq w, \sum_{\{v\} > 0}} (-1)^{|w| - |v|} \int_{\Omega_{w}} \frac{\partial |v|}{\partial x_{v}} (x'_{v}, x_{w-v}, x_{w-v}') \prod_{j \in v} F_{j}(x_{j}') - \mathbb{I}_{[x_{j}' \geq x_{j}]} \rho_{j}(x_{j}') \, d\mu(x')
\]

Points (ii) and Point (iii) are the consequences of the Hoeffding decomposition such as the orthogonality of \( f_{u} \).

**Appendix C: Proof of Lemma 3.1**

Without loss of generality, we suppose that \( \alpha = 0 \).

The derivation of Point (i) is similar to a proof done in [20]. We include that derivation for completeness reason and for interested readers. First, it is known that (20)

\[
f_{u|v}(x) = \sum_{v_{1}, v_{1} \subseteq (u \setminus v)} \int_{\Omega_{v_{1}}} \frac{\partial |v_{1}|}{\partial x_{v_{1}}} (x'_{v_{1}}, x_{v_{1}}) \prod_{j \in v_{1}} F_{j}(x_{j}') - \mathbb{I}_{[x_{j}' \geq x_{j}]} \rho_{j}(x_{j}') \, d\mu(x_{v_{1}}) .
\]

Second, bearing in mind the above expression of \( f_{u|v}^{\text{tot}}(x) \), we can write

\[
f_{u}^{\sup}(x) = \sum_{v, v \subseteq u} (-1)^{|u| - |v| + 1} f_{u|v}^{\text{tot}}(x)
\]

\[
= \sum_{v, v \subseteq u} (-1)^{|u| - |v| + 1} \sum_{v_{1}, v_{1} \subseteq (u \setminus v)} \int_{\Omega_{v_{1}}} \frac{\partial |v_{1}|}{\partial x_{v_{1}}} (x'_{v_{1}}, x_{v_{1}}) \prod_{j \in v_{1}} F_{j}(x_{j}') - \mathbb{I}_{[x_{j}' \geq x_{j}]} \rho_{j}(x_{j}') \, d\mu(x_{v_{1}})
\]

\[
= \sum_{v, v \subseteq u} \sum_{v_{1}, v_{1} \subseteq (u \setminus v)} (-1)^{|u| - |v| + 1} \int_{\Omega_{v}} \frac{\partial |v_{1}|}{\partial x_{v_{1}}} (x'_{v_{1}}, x_{v_{1}}) \prod_{j \in v_{1}} F_{j}(x_{j}') - \mathbb{I}_{[x_{j}' \geq x_{j}]} \rho_{j}(x_{j}') \, d\mu(x_{v_{1}}) .
\]

For a given \( v_{1} \subseteq u \) with \( v_{1} \neq \emptyset \), we can see that \( \{v, v_{1} \subseteq (u \setminus v)\} \equiv \{v = u\setminus t, v_{1} \subseteq t \subseteq u\} \). Thus,
we have
\[ f_{\text{sup}}^{u}(x) = \sum_{v_1, |v_1| > 0} \sum_{t, v_1 \subseteq t \subseteq u} (-1)^{|t|+1} \int_{\Omega} \frac{\partial_{|v_1|} f}{\partial x_{v_1}} (x'_{v_1}, x_{\sim v_1}) \prod_{j \in v_1} \frac{F_j(x'_j) - \mathbb{1}_{[x'_j \geq x_j]}}{\rho_j(x'_j)} d\mu(x'_{v_1}) \]
\[ = (-1)^{|u|+1} \int_{\Omega} \frac{\partial |u| f}{\partial x_{u}} (x'u, x_{\sim u}) \prod_{j \in u} \frac{F_j(x'_j) - \mathbb{1}_{[x'_j \geq x_j]}}{\rho_j(x'_j)} d\mu(x'_u), \]
due to the fact that
\[ \sum_{t, v_1 \subseteq t \subseteq u} (-1)^{|t|+1} = \sum_{|t|=|v_1|} (-1)^{|t|+1} = \sum_{i=0}^{(|u| - |v_1|)} (-1)^{|t|+1} = (-1)^{|u|+1} \mathbb{1}_{[v_1 = u]} . \]

For Point (ii), it is obvious that \( f_{\text{sup}}^{u}(x) = \sum_{v, v \subseteq u} (-1)^{|u| - |v|+1} f_{\text{tot}}^{u \setminus v}(x) \) is differentiable w.r.t. \( x_u \), as it is the case of \( f_{\text{tot}}^{u \setminus v}(x) \). Bearing in mind the property of \( f_{\text{tot}}^{u \setminus v}(x) \) in (3.14), we have
\[ \frac{\partial^{|u|} f_{\text{sup}}^{u}(x)}{\partial x_{u}} = \sum_{v, v \subseteq u} (-1)^{|u| - |v|+1} \frac{\partial^{|u|} f_{\text{tot}}^{u \setminus v}(x)}{\partial x_{u}} \]
\[ = \sum_{v, v \subseteq u} (-1)^{|u| - |v|+1} \frac{\partial^{|u|} f}{\partial x_{u}} (x) \]
\[ = \frac{\partial^{|u|} f}{\partial x_{u}} (x) , \]
as
\[ \sum_{v, v \subseteq u} (-1)^{|u| - |v|+1} = (-1)^{|u|+1} \left( \sum_{k=0}^{|u|} \binom{|u|}{k} (-1)^k - (-1)^{|u|} \right) = 1 . \]
The last result holds by replacing \( \frac{\partial^{|u|} f}{\partial x_{u}} (x) \) with \( \frac{\partial^{|u|} f_{\text{sup}}^{u}}{\partial x_{u}} (x) \).

Appendix D: Proof of Corollary 3.1

Without loss of generality, we suppose that \( \alpha = 0 \).

Point (i) is obvious, as it is a consequence of Theorem 3.1.

Point (ii) is obtained by replacing \( \frac{\partial^{|u|} f}{\partial x_{u}} (x) \) with \( \frac{\partial^{|u|} f_{\text{tot}}^{u \setminus v}}{\partial x_{u}} (x) \).

Bearing in mind Point (ii), assumptions (A1) and (A7) and the Fubini-Lebesgue theorem, Point
(iii) is derived as follows:
\[
Var_{\mu}(h) = \int_{\Omega \times \Omega} \frac{\partial |u|}{\partial x_u}(x) \frac{\partial |u|}{\partial x_u}(x') (x'_u, x'_{-u}) \prod_{k \in u} \frac{F_k[\min(x_k, x'_k)] - F_k(x_k)F_k(x'_k)}{\rho_k(x_k)\rho_k(x'_k)} d\mu(x)d\mu(x'),
\]

\[
= \int_{\Omega \times \Omega} \frac{\partial |u|}{\partial x_u}(x) \frac{\partial |u|}{\partial x_u}(x') \prod_{k \in u} \frac{F_k[\min(x_k, x'_k)] - F_k(x_k)F_k(x'_k)}{\rho_k(x_k)\rho_k(x'_k)} d\mu(x)d\mu(x'),
\]

\[
= \frac{1}{2^n} \int_{\Omega} \left[ \prod_{k \in u} \frac{F_k(x_k) [1 - F_k(x_k)]}{\rho_k(x_k)^2} \right] d\mu(x),
\]

As
\[
\int_{\Omega_k} F_k[\min(x_k, x'_k)] - F_k(x_k)F_k(x'_k) d\mu(x_k) = \int_{-\infty}^{x_k} F_k(x'_k) [1 - F_k(x_k)] \rho(x_k) dx' + \int_{x_k}^{+\infty} F_k(x_k) [1 - F_k(x'_k)] \rho(x_k) dx'
\]

\[
= \frac{1}{2} \left[ 1 - F_k(x_k) \right] F_k(x_k)^2 + F_k(x_k) \left( \frac{1}{2} - F_k(x_k) + \frac{1}{2} F_k(x_k)^2 \right)
\]

\[
= \frac{1}{2} F_k(x_k) [1 - F_k(x_k)].
\]

Appendix E: Proof of Theorem 3.3

Firstly, knowing Equation (3.21) and the fact that \(Var_{\mu}(h)\) is a symmetric and positive semi-definite matrix (variance-covariance matrix), we can write
\[
Var_{\mu}(h) = \frac{1}{2} \int \frac{\partial |u|}{\partial x_u}(x) \frac{\partial |u|}{\partial x_u}(x') (x'_u, x'_{-u}) \prod_{k \in u} \frac{F_k[\min(x_k, x'_k)] - F_k(x_k)F_k(x'_k)}{\rho_k(x_k)\rho_k(x'_k)} d\mu(x)d\mu(x').
\]

Secondly, let consider the matrix
\[
W := \int \frac{\partial |u|}{\partial x_u}(x) \frac{\partial |u|}{\partial x_u}(x') \int_{\Omega_k} \prod_{k \in u} \frac{F_k[\min(x_k, x'_k)] - F_k(x_k)F_k(x'_k)}{\rho_k(x_k)^2} d\mu(x_k)d\mu(x).
\]

\[
= \frac{1}{2^n} \int \left( \prod_{k \in u} \int_{\Omega_k} \frac{F_k[\min(x_k, x'_k)] - F_k(x_k)F_k(x'_k)}{\rho_k(x_k)^2} d\mu(x_k) \right) d\mu(x)
\]
as
\[
\int_{\Omega_k} F_k \left[ \min(x_k, x'_k) \right] - F_k(x_k) F_k(x'_k) d\mu(x_k) = \int_{-\infty}^{x_k} F_k(x'_k) \left[ 1 - F_k(x_k) \right] \rho(x_k) dx_k' + \int_{x_k}^{+\infty} F_k(x_k) \left[ 1 - F_k(x_k) \right] \rho(x_k) dx_k' = \frac{1}{2} \left[ 1 - F_k(x_k) \right] F_k(x_k)^2 + F_k(x_k) \left( \frac{1}{2} - F_k(x_k) + \frac{1}{2} F_k(x_k)^2 \right) = \frac{1}{2} F_k(x_k) \left[ 1 - F_k(x_k) \right].
\]

The matrix \(W\) is also a symmetric and positive semi-definite matrix, as \(F_k(x_k) \left[ 1 - F_k(x_k) \right] \geq 0\).

Likewise, let define a covariance matrix \(R\) like
\[
R := \int (g - e)(g - e)^T d\mu(x)d\mu(x') = \int gg^T d\mu(x)d\mu(x') - \int ge^T d\mu(x)d\mu(x') - \int eg^T d\mu(x)d\mu(x') + \int ee^T d\mu(x)d\mu(x'),
\]
with the functions
\[
g(x, x'_u) := \frac{\partial^{|u|}_h}{\partial x_u} (x) \prod_{k \in u} \frac{\sqrt{F_k[\min(x_k, x'_k)]} - F_k(x_k) F_k(x'_k)}{\rho_k(x_k)},
\]
and
\[
e(x'_u, x) := \frac{\partial^{|u|}_h}{\partial x_u}(x'_u, x_{-u}) \prod_{k \in u} \frac{\sqrt{F_k[\min(x_k, x'_k)]} - F_k(x_k) F_k(x'_k)}{\rho_k(x'_k)}.
\]

Thirdly, we can remark that \(W = \int gg^T d\mu(x)d\mu(x') = \int ee^T d\mu(x)d\mu(x')\), and \(Var_\mu(h) = \int ge^T d\mu(x)d\mu(x') = \int eg^T d\mu(x)d\mu(x')\). Therefore \(R = 2W - 2Var_\mu(h)\), or equivalently \(R/2 = W - Var_\mu(h)\). The Loewner ordering \(Var_\mu(h) \preceq W\) follows, as \(W - Var_\mu(h) = R/2\) is a symmetric and positive semi-definite matrix.

Finally, we have the equality in Corollary 3.1.

Appendix F: Proof of Theorem 3.4

For Point (i), knowing that \(Var_\mu(f_u) \preceq Var_\mu(f_u^{sup})\) and using Equation (3.9), we can write
\[
Var_\mu(f) \preceq \sum_{u, u \subseteq \{1, \ldots, d\}, |u| > 0} Var_\mu(h_u)
\]
\[
\preceq \sum_{u, u \subseteq \{1, \ldots, d\}, |u| > 0} \frac{1}{2^{|u|}} \int_{\Omega} \frac{\partial f}{\partial x_u}(x) \frac{\partial f^T}{\partial x_u}(x) \prod_{k \in u} \frac{F_k(x_k) \left( 1 - F_k(x_k) \right)}{[\rho_k(x_k)]^2} d\mu(x),
\]
bearing in mind Equation (3.23).
For Point (ii), \( \forall j \in J_0 \) consider a function \( g_j : \mathbb{R} \rightarrow \mathbb{R}^n \) \( g_j(x_j) = f(x_j, x_{-j}) \). Bearing in mind the Fubini-Lebesgue theorem, we can see that \( \int_{\Omega} g_j \, d\mu = 0 \) implies \( \int_{\Omega} f \, d\mu = 0 \) and \( \text{Var}_\mu(f) = \int_{\Omega} \text{Var}_\mu(g_j) \, d\mu_{-j} \). By applying the optimal weighted Poincaré inequality (3.25) to \( g_j \), we obtain

\[
\text{Var}_\mu(f) \leq \frac{1}{2} \int_{\Omega} \frac{\partial f}{\partial x_j}(x) \frac{\partial f^T}{\partial x_j}(x) \frac{F_j(x_j)(1 - F_j(x_j))}{[\mu_j(x_j)]^2} \, d\mu(x),
\]

as \( \frac{\partial f}{\partial x_j} = \frac{\partial g}{\partial x_j} \). The result holds by taking the minimum value of the \( |J_0| \) upper bounds of \( \text{Var}_\mu(f) \), with \( |J_0| \) the cardinal of \( J_0 \).

For Point (iii), first, we know from Point (i) that

\[
\text{Var}_\mu(f) \leq \sum_{u, u \subseteq \{1, \ldots, d\}, |u| > 0} \text{Var}_\mu(h_u).
\]

Second, let \( D_j := \int_{\Omega} \frac{\partial f}{\partial x_j}(x) \frac{\partial f^T}{\partial x_j}(x) F_j(x_j)(1 - F_j(x_j)) \, d\mu(x) \) and \( D_{(j)} \) be the \( j \)th smallest value of \( D_j, j \in \{1, \ldots, d\} \). The integer \( (j) \) is associated with the \( j \)th smallest value of \( D_j, j \in \{1, \ldots, d\} \).

Knowing that \( \text{Var}_\mu(h_u) \leq \text{Var}_\mu(h_{(j)}) \) when \( j \in u \) ([31]), we are going to replace \( \text{Var}_\mu(h_u) \) with \( \text{Var}_\mu(h_{(j)}) \) when \( j \in u \). In \( \sum_{u, u \subseteq \{1, \ldots, d\}} \text{Var}_\mu(h_u) \) we have

- \( |\mathcal{A}_{(j)}| \) terms that contain \((1)\) (i.e., \( (1) \in u \));
- \( |\mathcal{A}_{(2)} \setminus \mathcal{A}_{(1)}| \) terms such that \((2) \in u \) and \((1) \notin u \);
- \( |\mathcal{A}_{(j)} \setminus \cup_{i \in \{1, \ldots, (j-1)\}} \mathcal{A}_{(i)}| \) terms such that \((j) \in u \) and \((1), \ldots, (j-1) \notin u \). Therefore, we have

\[
\text{Var}_\mu(f) \leq \sum_{j=1}^{d} |\mathcal{A}_{(j)} \setminus \cup_{i \in \{1, \ldots, (j-1)\}} \mathcal{A}_{(i)}| \text{Var}_\mu(h_{(j)})
\]

\[
\leq \sum_{j=1}^{d} \left| \mathcal{A}_{(j)} \setminus \cup_{i \in \{1, \ldots, (j-1)\}} \mathcal{A}_{(i)} \right| \frac{1}{2} \int_{\Omega} \frac{\partial f}{\partial x_{(j)}}(x) \frac{\partial f^T}{\partial x_{(j)}}(x) \frac{F_{(j)}(x_{(j)})(1 - F_{(j)}(x_{(j)}))}{[\rho_{(j)}(x_{(j)})]^2} \, d\mu(x),
\]

and Point (iii) holds.