Classification using Deep Learning based on selection optimizing counseling data
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Abstract. Counseling is professional assistance given by counselors to clients directly, to solve problems and improve their behavior. In the future. The discussion of the problem in question is in-depth which concerns important matters about the client, broad covering various aspects of the client's problem, and specifically to alleviate the client's pressing problems. The Support Vector Machine and Multi Layer Perceptron algorithm is applied to classify counseling data provided by professionals to clients with an accuracy of 86.39%. Data from Vocational Research in Malang City in 2018. To improve the optimal accuracy of the type of counseling data classification, this study proposes an algorithm optimization feature for the Deep Learning algorithm. The results showed a significant increase in accuracy. The value of classification accuracy in counseling data generated by the Deep Learning algorithm has increased to 97.37% with a better level of accuracy.

1. Introduction
This research aims to help the counseling guidance teachers to carry out their duties and responsibilities optimally counseling guidance both at school and outside the school is required to have insight, knowledge, skills and values and attitudes in achieving the goals of counseling services [1]. Besides that, facilities and infrastructure are also needed, for example the availability of counseling rooms, books, visual media (recording counseling) and instrument application programs that are used to help counseling guidance at school as a model describing counseling services namely e-counseling and utilizing Information Technology in counseling guidance with a good level of accuracy of counseling data in accordance with client problems [2,3].

The legal basis for guidance and counseling is based on Permendikbud No. 111 of 2014, and there are still other higher regulations relating to guidance and counseling, such as: (1) Law no. 14 of 2005 concerning teachers and lecturers, (2) Government regulation No. 74 of 2008 concerning teachers. Then other regulations that are considered in the considerations of this Ministry of Education, are as follows: (1) Regulation of the Minister of National Education no. 27 of 2008 concerning standards of academic qualifications and counselor competencies, (2) Regulation of the Minister of Education and Culture Number 54 of 2013 concerning the standards of competence of primary and secondary education graduates, (3) Regulation of the Minister of Education and Culture Number 64 of 2013 concerning
standards of contents of primary school education and secondary, (4) Regulation of the Minister of Education and Culture No. 57 of 2014 concerning the 2013 elementary school / madrasah ibtidaiyah curriculum, (5) Minister of Education and Culture Regulation No. 58 of 2014 concerning the 2013 junior high school / madrasah tsanawiyah, (6) Regulations Minister of Education and Culture Number 59 of 2014 concerning the 2013 high school / Madrasah Aliyah curriculum, (7) Minister of Education and Culture Regulation Number 60 of 2014 concerning the 2013 curriculum of the Aliyah Vocational high school / Madrasah [4]. Based on these regulations and legal basis, counseling guidance is very important to be explored and reviewed in a study to obtain accurate counseling data that is appropriate for clients.

Related to the issue of accuracy of counseling data, research is focused on accuracy that is only in accordance with the counseling problem. The counseling data examined is the data of counseling of vocational students in Malang with the name counseling Datasets. The results of research conducted in 2017 to 2018 are known as counseling Datasets.

2. Methods

Data mining is a new technology that is very useful for companies to find very important information from their data warehouse. Some data mining applications focus on predictions, they predict what will happen in new situations from data that illustrates what happened in the past [5]. Data mining is part of Knowledge Discovery Data (KDD) which is a process of extracting useful information, unknown previously and hidden from data [6] and also developed a model used to understand phenomena from data analysis and prediction [6-8].

Data mining refers to the extraction of knowledge from the large amount of data stored in a computer, the process of data mining is more based on information technology [10]. Data mining tasks can be classified into two categories namely descriptive and predictive [11].

Descriptive mining tasks characterize the general nature of data in databases. Descriptive mining is used to make predictions [12] Following are the stages of data mining in the process of knowledge discovery as seen in Figure 1 [13]. (a) Data cleaning, done to eliminate noise and inconsistent data, (b) Data integration, where several data sources can be combined, (c) Data selection, where data relevant to the database analysis task will be taken, (d) Data transformation, where data is changed or consolidated into a form suitable for mining by performing summary or aggregation operations, (e) Data mining, the process of identifying really interesting patterns that represent knowledge is based on some interestingness steps, (f) Knowledge presentation, where visualization and representation techniques knowledge used for present knowledge to users.

![Figure 1. Data mining stages.](image)

There are four groups in Data mining according to [14]:

- Classification
  The classification process is based on classes and dependent variables. Popular classification models are Decision Tree, Naïve Bayes, Neural Networks, Genetic Algorithms, and Support Vector Machines [15].
• Association
   In principle, the discovery of association rules studies the rules of how to understand identifying rules between different dependencies of group phenomena. Thus the purpose of the association is to look for object relationships based on rules to predict the occurrence of objects based on other events.
• Clustering
   Cluster is finding groups of objects based on similarity, so that each group has differences between one another.
• Prediction
   Prediction is a process related to the ability to predict the best response (output) that is closest to reality based on input data.

Thus, the smaller the difference between what is expected to occur (expected results) and what happens (observed results), the better the prediction, for example the prediction of a weather forecast (for example, for 24 or 48 hours) or the diagnosis for a particular disease that is given to certain patients, which is based on medical data [16]. The concept of data mining, finding valuable patterns in data, is a clear response to the announcement and storage of data volumes [17]. In particular, a collection of methods known as 'data mining' offers methodologies and technical solutions to overcome the analysis of medical data and the construction of predictions [18]. For all data mining applications, prediction accuracy depends on the quality of the prediction attribute [19].

![Figure 2. Research methods.](image)

The data used for training data and testing data in this study is secondary data that has been collected and analyzed by previous researchers and has gone through the stages of data mining. To test the classification model for forest mapping types, Dataset Counseling Data is used [20]. At this stage, it needs exploration of Dataset counseling data. Exploration aims to ensure that all the attributes and classes in the dataset are valid and can be used as research objects. It can achieve so that the objective to find out the best classification results from counseling data [21].

• Population
   The population of the Dataset counseling data is the class in the data itself and is divided into four groups or classes, namely A (good class), B (good enough class), C (poor class), and D (very poor class).
• Sample
   It uses the sample for testing the model produced or can be said to be testing data, while the training data serves as training material for a model. Dataset counseling has a total record of 550,
then it has been divided into two parts, namely 350 records training data and 223 records testing data. Dataset Counseling is secondary data ready for the data mining process. The method to be applied is a method that has been applied by researchers who use this dataset as their previous research object. We have designed dataset counseling through all the stages required as a dataset for the classification model [22].

At this stage, it needs exploration of the datasets used. The first step is to know that the main goal to be achieved is to find out the classification results from mapping the best data types [23].

- **Sampling.** This research uses counseling datasets with 550 records. To test the developed model, we will divide the data into two parts, namely training data and testing data. We use training data for model development, and we use Testing data to test models. We know it that the total amount of data is 550 records and then has been divided into two parts, we use 350 records as training data and 223 records testing data or as sample data.

- **Feature Selection.** To improve accuracy results to a maximum accuracy value, one of them is by applying feature selection optimization. In this research, we will apply optimization of feature selection to each model that has been tested. Optimize selection has the principle of finding and selecting features from the best value of all subsets [24]. The feature selection process in Optimize selection can be seen in the following image.

![Optimize selection method.](image)

**Figure 3.** Optimize selection method.

3. Results and discussion

We intend the application of Deep Learning algorithm with optimization of the Optimize Selection feature on Dataset counseling to improve accuracy in the classification of counseling data from the results of previous studies [25]. Improved accuracy results will be achieved or not, we will see the results in the experimental results. We will carry experiments on the Deep Learning algorithm out in two stages. The first stage of the experiment is an experiment on the Deep Learning algorithm without the application of Optimize Selection optimization features and the second experiment is an experiment on the Deep Learning algorithm with the Optimize Selection Application.

3.1. Results of Deep Learning experiments without Optimize Selection

At this stage the first stage of the experimental process is testing the model using Python Software on the Deep Learning model without Optimize Selection based. Dataset counseling which is a dataset that has been prepared to be implemented in the model testing process, then tested on the Deep Learning algorithm without Optimize Selection. After testing the model the results got are as in table 1.
Table 1. The accuracy of the Deep Learning model based on Optimize Selection [26].

| No | Model (Algorithm) | Accuracy Value |
|----|------------------|----------------|
| 1  | Deep Learning    | 86.39%         |

In table 1 the accuracy results got for the classification of types of counseling data from counseling Dataset have not reached expectations, namely not getting maximum results. These results are still below the accuracy of the algorithm used in previous studies. So from these results in this study will be applied optimization feature selection to improve the accuracy of the results of the Deep Learning model based on Optimize Selection as expressed in the proposed model.

3.2. Results of Optimized Selection based Deep Learning experiments [27]

At this stage we will conduct an experiment with the optimization of the Optimize Selection feature in the Deep Learning model. Optimize Selection is an optimization feature selection that can choose the best attributes so it can increase the level of accuracy in the subsets being tested. After we carry the experiment out, we can see the results in table 2.

Table 2. The accuracy of the Deep Learning model based on Optimize Selection.

| No | Model (Algorithm) | Accuracy Value |
|----|------------------|----------------|
| 1  | DL+Optimize      | 97.37%         |

In table 2 the accuracy results got by the application of Optimize Selection for the classification of counseling data types in vocational schools in Malang have increased. So we prove it that the Optimize Selection algorithm can increase the level of accuracy up to 97.37% from the previous 86.39% produced by the Deep Learning model without Optimize Selection. Optimization of feature selection based on Optimize Selection can improve accuracy by 10.98% from the results got by the Deep Learning algorithm without Optimize Selection. At this stage is the stage to test the results of the experiments carried out at stage one and stage two experiments. We carried both experiments out on Python Software that had been implemented the Deep Learning with Algorithm Classifier model [28].

In the first stage experiments the results were not maximal, then in the second stage the results of accuracy could be increased. a. Comparison of Deep Learning Algorithms with Other Algorithms to test whether the accuracy of the Deep Learning algorithm without Optimize selection is the best, when compared with other Classifier models [15]. This evaluation aims only to see if there are other Classifier algorithms able to get accuracy results that are more optimal compared to Deep Learning or whether Deep Learning gets lower results. Evaluation is still being carried out on the same software after testing with the Deep Learning model has been completed. We can see the results of the comparison of Deep Learning algorithms with other algorithms in table 3 [29].

Table 3. Comparison of Deep Learning with other algorithms.

| No | Model (Algorithm) | Accuracy Value |
|----|------------------|----------------|
| 1  | Naïve Bayes      | 77.95%         |
| 2  | Random Forest    | 85.35%         |
| 3  | Deep Learning    | 86.39%         |
| 4  | k-NN             | 88.38%         |
| 5  | Generalize Linier| 89.39%         |

Table 3 shows the accuracy of all the algorithms tested by the Deep Learning algorithm. From this table the Deep Learning algorithm is the algorithm with the lowest acquisition results. So the results is not the best algorithm. The accuracy of the Deep Learning algorithm without Optimize Selection is 86.39%
lower than the accuracy got by the Generalize Linear Model algorithm which is 89.39%. Then Optimize Selection will apply to the Deep Learning model with the aim to improve the accuracy of its results.

![Comparison of Accuracy Results](image1)

**Figure 4.** Graph of evaluation results without Optimize Selection.

![Data Accuracy Level](image2)

**Figure 5.** Graph data accuracy level.

4. Conclusions
In this study, they used the Experiment algorithm based on the classification of counseling datasets. Deep Learning algorithm which is a derivative algorithm of Neural Network, aims to optimize the value of the accuracy of the classification of data types in counseling data at Vocational High Schools in Malang [30]. Based on experimental results in this study, the following conclusions can be drawn:

- Deep Learning Algorithms combined with other algorithms have complete methods in Machine Learning both supervised learning and unsupervised learning. We conducted the first experiment without Optimize Selection, with the resulting accuracy value of 86.39%. These results are not optimal results compared to the results of accuracy in previous studies. To improve the accuracy of the results, we base the second experiment on Optimize Selection, then get an accuracy value of 97.37%. These results not only increase the accuracy value in the first experiment but also increase from the accuracy results obtained in previous studies.

- Optimize Selection is one of the feature selection optimizations that can increase the accuracy value to the maximum value through the best feature selection. Choice Optimization combined with Deep Learning proves to be an excellent combination. The accuracy value of counseling data classification named counseling dataset has increased successfully.
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